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ABSTRACT 
A novel geometry for powder X-ray diffraction (XRD), termed ‘focal construct 
geometry’ (FCG) is introduced and developed with both non-ideal samples and non-
ideal sample conditions.  FCG utilises an annular beam that has the unique feature 
of ‘focusing’ scattering maxima at single loci along a primary axis, hence offering 
diffraction data of enhanced intensity.  This main advantage of FCG can be used 
within fields in need of rapid material identification, such as security screening in 
airports.   
A theoretical comparison between FCG and conventional transmission mode XRD 
showed that even though FCG suffers from broader diffraction peaks, an alternative 
approach to FCG data interpretation has the potential to provide narrower 
scattering maxima than conventional XRD.  However, in order to employ this 
approach, discrimination between converging and diverging FCG scattering maxima 
is essential.  Peak broadening was investigated by altering various aspects of FCG 
instrumentation components by either pencil beam XRD or FCG, indicating broad 
diffraction peaks independent of the beam geometry employed. 
Development of FCG resulted in the successful analysis of non-ideal samples, such 
as non-crystalline liquid samples, samples exhibiting preferred orientation and 
samples with large grain size, demonstrating advantages over conventional XRD.  
Furthermore, ideal samples (in terms of crystallinity, preferred orientation and 
grain size) were analysed by FCG under non-ideal conditions.  This involved 
randomly orientating a single planar sample with respect to the primary axis, 
contrary to previous research that present FCG with a single planar sample normal 
to the primary axis.  Sample rotation resulted in FCG scattering maxima with 
different xyz coordinates depending on the degree, axis and direction of rotation.  
Moreover, FCG analysis of multiple samples (normal to the primary axis) showed 
that as with all XRD arrangements, a priori knowledge of the samples’ position along 
the primary axis is required for effective data analysis.   
Investigation into the ability of FCG’s annular beam to act as a pre-sample coded 
aperture demonstrated an alternative method to interpret FCG images by 
recovering conventional XRD data.  Additionally, two novel post-sample encoders 
(linear wire and Archimedean spiral) were considered.  This enabled spatial 
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discrimination of unknown samples along a primary axis and material identification 
for conventional XRD techniques.  Combination of FCG with an absorbing edge post-
sample encoder indicated discrimination between converging and diverging FCG 
scattering maxima.  This ability can enable interpretation of single FCG images, as 
well as depth information of unknown samples within an inspection volume (e.g. 
airport luggage), hence enabling material identification.  
 
Keywords:  
X-ray diffraction, beam geometry, aviation security, coded apertures, encoders, peak 
broadening, threat liquids, preferred orientation, large grain size, rotated samples, 
multiple scatterers. 
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Chapter 1 INTRODUCTION 
 
 
Outline  
This chapter offers an introduction to the research area involved during this study.  
A novel geometry for X-ray diffraction is presented alongside its key advantages.  
The aims and objectives of this research are then identified.  Finally, the 
presentation structure of the thesis is outlined. 
 
1.1 Background 
X-ray diffraction (XRD) is a non-destructive, material specific analytical technique 
with applications in a wide range of fields, such as engineering, forensic science, 
pharmaceutical industries, geological applications and others.  XRD is often applied 
for rapid identification of unknown substances as well as to obtain structural 
information and characterisation.   
This research focused on the development and characterisation of a novel geometry 
for powder X-ray diffraction (PXRD), referred to as focal construct geometry (FCG), 
with a variety of non-ideal samples or conditions.  FCG is a very promising emerging 
technique developed and presented by Rogers et al. (2010).  Initial research on this 
novel geometry (Chan et al., 2010, Rogers et al., 2010) has established proof-of-
principle, demonstrating the capabilities of FCG to produce conventional 
diffractograms with higher intensity than traditional XRD techniques.  FCG’s 
uniqueness and advantages lie within its hollow conical beam arrangement that 
‘focuses’ multiple diffraction maxima into single condensation foci, along a primary 
axis, with significantly enhanced intensity.  A detailed description of the focal 
construct geometry and instrumental arrangements are given in Chapter 5. 
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1.2 Aims & objectives 
The aims of this research were to develop, characterise and improve FCG by 
exploring its full potential with non-ideal samples or near-ideal samples (in terms 
of preferred orientation and grain size) under non-ideal conditions, with particular 
respect to aviation security screening.  Furthermore, the capabilities of FCG to act as 
a two-step coded aperture system to recover conventional XRD data was assessed 
and innovative encoders for spatial discrimination of unknown samples were 
examined.  
The objectives of this research were as listed below: 
 Investigate the fundamental differences between scattering maxima arising 
from conventional XRD and FCG. 
 Assessment of peak broadening phenomenon with FCG. 
 FCG analysis of non-crystalline samples, such as liquid samples that can be 
considered as a threat or non-threat to aviation security.  
 Identify the potential of FCG in analysing non-ideal samples exhibiting 
preferred orientation or large grain size and compare them to conventional 
diffraction patterns. 
 Development of FCG with non-ideal sample orientation, e.g. randomly 
rotated sample. 
 Investigation of the effect of multiple scatterers on FCG and determine 
possible recovery of their individual diffraction patterns. 
 Assessment of novel encoders aiming at spatial discrimination and 
identification of unknown samples within an inspection volume.   
 Introduce the concept of an annular beam to act as a pre-sample coded 
aperture in order to recover conventional diffraction images, i.e. Debye rings, 
from FCG data and examine its potential under various non-ideal conditions. 
 
1.3 Thesis outline 
This research involved the development of FCG through a number of different 
aspects for main application in security screening.  In Chapter 1, an introduction into 
the research area of this thesis is presented, along with the aims and objectives of 
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this study.  A brief review of the current screening systems and concepts for aviation 
security is given within Chapter 2.  X-ray diffraction (XRD) is identified as one of the 
most promising conceptual screening techniques for luggage screening.  In Chapter 
3, the fundamental principles underlying XRD are introduced, including non-ideal 
samples for XRD, in terms of crystallinity, crystallite preferred orientation and grain 
size.  Chapter 4 provides a systematic literature review on the history and 
implementation of coded aperture systems, in a non-diffraction space.  Coded 
apertures acting as scattering maxima encoders are then discussed, mainly in 
relation to XRD and security screening.  In Chapter 5, the annular beam geometry 
referred to as ‘focal construct geometry’ (FCG) employed throughout this work is 
presented.  The basic principles of FCG as derived from previous studies are 
explained and the main research gaps are identified.  Based on these gaps, the main 
objectives of this work are presented.  The materials and methodology employed in 
the experimental work presented within this thesis are given in Chapter 6.  In 
Chapter 7, the results obtained from the experimental work aimed at the 
development of FCG with non-ideal samples or non-ideal sample conditions are 
presented.  The experimental work (including methodology) and corresponding 
results, performed with coded aperture systems, such as FCG acting as a pre-sample 
coded aperture as well as novel post-sample encoders, is presented in Chapter 8.  A 
critical discussion of all experimental work performed is given within Chapter 9.  
Finally, in Chapter 10, the main conclusions drawn from this study are identified and 
recommendations for future work, directly related to this project, are provided.  The 
key contributions of this research to scientific knowledge are also explained in 
Chapter 10. 
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Chapter 2 AVIATION SECURITY 
 
 
Outline  
The main application of the novel beam geometry for XRD developed in this work is 
identified as security screening of luggage at airports.  This chapter highlights the 
importance of effective luggage screening in aviation security and describes the 
prominent technologies employed.  Screening systems are separated into bulk 
detection and liquid detection techniques.  The main techniques engaged for both 
categories are presented and compared in terms of significance in aviation security.  
Finally, a summary of the key features of security screening techniques is given.  
 
Over the last four decades, there has been an increased interest in aviation security 
worldwide.  Alarms were significantly raised when eight commercial aircrafts were 
affected by terrorist bombings between 1985 and 1997, where almost 1100 people 
lost their lives as a result of them (Novakoff, 1992, Singh and Singh, 2003).  
Following these, the events of 9/11, where almost 3500 died, raised the awareness 
globally and increased the demand of new screening techniques to be developed and 
employed (Shea and Morgan, 2007, Oster Jr et al., 2013).  Research has been focused 
on the development of pioneering technologies for luggage screening, as they 
provide one of the primary lines of defence in airports. 
Prior to the Pan Am Flight 103 incident in 1988, when a bomb exploded resulting in 
270 fatalities (Oster Jr et al., 2013), airport security focused on the detection of 
weapons such as guns and ammunition, hence high atomic number (Z) metallic 
objects, rather than explosives (Novakoff, 1992, Murray et al., 1997, Speller, 2001).  
The necessity for technologies able to detect low Z objects, such as explosives, was 
then raised.  Detection of low Z explosives in highly cluttered checked luggage is 
however, a more challenging task than the detection of high Z weapons in low clutter 
carry-on bags (Connelly et al., 1998).  Furthermore, the later events of 9/11 
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demanded all checked luggage to be screened for explosives (100% check policy); 
whereas prior to that only a small number of checked bags was screened (Leone and 
Liu, 2005, Lee et al., 2008, Kirschenbaum, 2013, Alards-Tomalin et al., 2014). 
Screening systems must therefore fulfil certain requirements in order to be 
accounted as functional and applicable for aviation security.  The core functionalities 
of a screening technique include high sensitivity in identifying any volumes of threat 
materials, high specificity to reduce false alarm rates and high throughput in the 
shortest period of time possible (<5 seconds (Wells and Bradley, 2012)).  A false 
alarm or false positive is the probability of a device to raise alarms for luggage with 
non-threat contents.  In cases of alarm, the luggage must pass several screening 
levels before it can be cleared for aircraft loading (Candalino jr et al., 2004, Leone 
and Liu, 2011).  Therefore, false positives can prove very costly as they can delay 
passengers and flights and result in loss of confidence in the system by the 
operators.  Moreover, false negatives (or false clears), where luggage containing 
threat objects are cleared, are the main reason of illegal substances carried on 
aircrafts, and can prove extremely dangerous and lethal, as in the case of September 
11, 2001.   
A suitable screening method will also be required to identify the form and amount 
of threat material(s) whether in the solid, liquid or gaseous state with low false 
negative and false positive alarm rates.  The London transatlantic bomb plot of 2006 
and the “printer cartridge bomb plot” of 2010 may be evidence for the requirement 
of systems capable of identifying liquids, aerosols and gel explosives (LAGs), and 
concealed home-made explosives (HMEs), respectively (Harding et al., 2012).  Even 
though the development of contemporary technologies to adapt to expanding 
potential threats and identify illicit substances is constantly growing, the 
sophistication of HMEs and their concealment is also increasing (Novakoff, 1992, 
Klock, 2005, Lee and Jacobson, 2011).  Therefore, there is an amplified demand for 
technologies with high throughput, sensitivity and specificity in order to meet the 
required low false negatives and false alarm rates and avoid any future disasters in 
the aviation world (Wells and Bradley, 2012). 
The detection method of explosives and other illicit substances, such as drugs, 
generally depends on the quantity and type of substance present i.e. bulk or trace 
Chapter 2  AVIATION SECURITY 
7 
(vapour) detection.  Further, the detection of explosive devices e.g. bombs and 
weapons depends on the visualisation of their shape and structure i.e. fine wires in 
explosive devices (Speller, 2001).   
Explosive trace detection (ETD) techniques including mass spectrometry (Yinon, 
2007, Cotte-Rodriguez et al., 2008), chemiluminescence (Jimenez and Navas, 2007), 
ion mobility spectrometry (Ewing et al., 2001, Rondeschagen et al., 2008), 
immunoassay (Connelly et al., 1998, Rabbany et al., 2000, Singh and Singh, 2003, 
Shea and Morgan, 2007) and bio-sensor technology (O'Neil), focus on minute 
concentrations of an illicit substance (less than a microgram) present on the exterior 
of the luggage or vapours emitting from the substance (Connelly et al., 1998, Singh 
and Singh, 2003).  ETD methods commonly aim to identify any trace residues 
indicating recent contact with explosives or drugs, but is a slow process with 
unacceptably low throughput for busy airports (Shea and Morgan, 2007, Wells and 
Bradley, 2012). 
Bulk detection systems, usually referred to as explosive detection systems (EDS), 
are concentrated in identifying weapons or a volume of illicit substances, such as 
explosives and drugs of abuse, whilst screening 100% of checked baggage.  Bulk 
detection systems typically focus on capturing an inside image of the luggage under 
inspection and this can generally be achieved by X–ray based systems, as discussed 
in the next section.  Other screening systems that are non X-ray based include 
neutron based techniques (Lanza, 2007), nuclear quadruple resonance (Miller, 
2007) and terahertz time domain spectroscopy (Federici et al., 2007).  Table 2.1 
gives a brief description of the detection methods and capabilities of these 
techniques.   
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Table 2.1  Non X-ray methods for the detection of illicit substances. 
Technology Detection Advantages Limitations 
Neutron 
based 
Techniques 
Second radiation from 
interactions of neutron 
and material's nuclei 
Mainly detects carbon, 
oxygen and nitrogen 
High sensitivity and 
specificity 
High penetration 
ability 
One-side access 
No detection of 
metals (e.g. 
weapons) 
Operational safety 
High cost 
    
Nuclear 
Quadrupole 
Resonance 
Resonance radiation 
Detects emitted radio 
frequency signals from 
materials’ nuclei 
High specificity, high 
selectivity to nitrogen 
One-side access 
No health risks due to 
non-ionising 
radiation 
Low sensitivity 
(high background 
noise) 
Low throughput 
    
Terahertz 
Time Domain 
Spectroscopy 
Terahertz waves giving 
characteristic terahertz 
spectra 
High specificity 
Able to see through 
concealed barriers 
(except metals) 
Suitable for 
personnel screening 
Currently unusable 
for real world 
application 
measurements 
Terahertz radiation 
completely 
attenuated in bulky 
samples 
Does not work in 
the presence of 
water vapours 
 
2.1 Bulk detection techniques 
This work mostly concentrates on X-ray based bulk detection systems.  The most 
dominant X-ray based screening technologies and concept systems in aviation 
security are transmission X-ray systems, dual energy X-ray systems, computed 
tomography (CT) systems and energy dispersive XRD systems.   
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2.1.1  X-ray transmission systems 
Transmission X-ray systems are the conventional method of luggage screening in 
airports since the 1970s (Connelly et al., 1998, Olapiriyakul and Das, 2007).  Figure 
2.1 demonstrates a typical X-ray transmission image.  The difference in attenuation 
is causing objects within a luggage to appear in different hues of grey and the 
contrast in shades is giving the shape of the objects in the transmission image.  
Materials with densities similar to known explosives are identified as potential 
threats for further investigation (Wells and Bradley, 2012). 
 
 
 
 
 
 
 
Two-dimensional X-ray transmission therefore provides information on the shape, 
orientation and density of objects (Wells and Bradley, 2012).  Identification by shape 
is effective with knives and weapons, but not significantly informative with 
explosives and drugs, as many substances have similar shapes.  Furthermore, in the 
presence of two overlapping substances, the attenuation is an addition of the 
individual linear attenuation coefficients (Connelly et al., 1998), which makes the 
identification of single objects in high cluttered suitcases an extremely difficult task 
(Turcsany et al., 2013).   
X-ray transmission’s main limitation lies within its lack of depth information hence 
the superimposition of objects in the image (Vogel, 2007, Wells and Bradley, 2012).  
The transmission images are therefore considered as a representation of the 
attenuation of each position of the luggage being scanned, rather than an optical 
image of the suitcase (Connelly et al., 1998).  An additional shortcoming of 
transmission X-ray systems is their inability to distinguish between a thin sheet of 
Figure 2.1  An X-ray transmission image 
of a suitcase under investigation. 
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high absorption and a thick slab of low absorption materials as both can attenuate 
to the same extent (Singh and Singh, 2003). 
 
2.1.2 Dual energy X-ray systems 
The appearance of explosives and drugs (low Z materials) demanded new screening 
systems with greater discrimination power than single energy X-ray transmission 
was capable (Gang and Dongji, 2009).  Dual energy X-ray systems for security 
scanning were initially introduced in the 1980s.  Currently, most European airports 
employ dual energy X-ray systems as their main bulk explosive detection equipment 
for cabin baggage (Wetter, 2013).  The concept of dual energy systems is based on 
obtaining images at varying energy levels (high and low energy levels ranging from 
30 keV to 200 keV) (Ying et al., 2006).   
The high energy : low energy ratio of the linear attenuation coefficients of an object 
indicates the substance’s effective atomic number (Zeff) and it is used for comparison 
against an existent database (Connelly et al., 1998).  Zeff of an object is the atomic 
number of a single hypothetical element with the same X-ray attenuation value as 
the object being measured (Ying et al., 2006).  The substances are then categorised 
into organic (Zeff<10), inorganic (10<Zeff<18) or metallic (Zeff>18), and each category 
appears in a different colour, as indicated in Figure 2.2.  Based on this principle, the 
thin sheet of high absorption (e.g. steel) and a thick slab of low absorption (e.g. card) 
that could not be identified by conventional X-ray transmission systems will, in dual 
energy systems, appear as different colours thus being distinguishable (Connelly et 
al., 1998). 
Even though dual energy X-ray systems offer advantages over conventional X-ray 
transmission, explosives are not easily distinguished, in contrast to weapons, since 
most objects within luggage are organic (Connelly et al., 1998).  Further, the 
difficulty with identifying superimposed objects (background overlapping effect) as 
found in conventional X-ray transmission is not resolved by dual energy X-ray 
systems (Singh and Singh, 2003, Vogel, 2007).  Another limitation of single view dual 
energy images is that information is obtained only on the material’s effective atomic 
number without any depth information, which does not provide discrimination of 
substances to a great extent.  Multiple views dual energy systems i.e. combination of 
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single dual energy with a volume imaging system such as computed tomography 
(Ying et al., 2006, Iovea et al., 2007, Ying et al., 2007), enable 3D views of cluttered 
environments and determination of the objects’ thicknesses, hence mass densities, 
providing further classification.   
 
 
  
 
 
 
 
 
2.1.3 Computed tomography systems 
Computed tomography (CT) is typically employed in the medical field for human 3D 
screening purposes.  The 9/11 incidents in 2001 resulted in the introduction of CT 
by aviation security bodies and it has become one of the USA’s main detection 
techniques (Singh and Singh, 2003, Vogel, 2007).   
A CT system is based on X-ray transmission to obtain a sequence of contiguous 2D 
image slices of the scanned object at varying angles (Kak and Slaney, 1999, Singh 
and Singh, 2003).  Therefore, CT scanning has the ability to reconstruct a 3D view of 
a luggage under investigation, providing information on the external and internal 
structure of objects (Kak and Slaney, 1999, Singh and Singh, 2003).   
The advantage of CT is that reconstructed 3D images illustrate a volumetric view of 
the luggage allowing a better appreciation of the objects within it and assisting in 
the determination of shape, thickness, mass and texture.  Moreover, the volumetric 
view provides the benefit of displaying objects more clearly, even when overlapping, 
due to the ability of the CT’s 3D view to be manipulated and sliced in diverse ways 
and angles (Kak and Slaney, 1999, Megherbi et al., 2013).  Whilst initially the 
throughput of a typical CT was significantly low, latest CT generations have a higher 
Figure 2.2  A dual energy X-ray image 
of a suitcase under investigation. 
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throughput of several hundred bags per hour (Wells and Bradley, 2012).  CT systems 
are commonly employed as a level 2 system, i.e. after conventional X-ray scanning 
for a more detailed inspection of suspected areas within a luggage.  CT systems 
coupled with dual energy X-rays offer greater material discrimination, hence 
reduced false alarm rates by providing Zeff measurements along with density 
measurements (Ying et al., 2007, Hao et al., 2013). 
Even though CT has great potential and usefulness in security screening due to its 
density information accompanied by spatial discrimination, it has certain 
drawbacks.  Firstly, the information obtained by CT scanning as well as X-ray 
transmission and dual energy X-ray systems, is not material specific and cannot 
discriminate between solids and liquids as stated by Wells and Bradley (2012).  
Moreover, as stressed by Harding et al. (2012), there is a substantial overlay 
between the density of some threat and some benign materials (Figure 2.3), which 
induces further complications in the interpretation of the images obtained by such 
systems. 
 
 
 
 
 
 
 
 
 
 
CT scanners also require very high energy X-rays to be able to fully penetrate 
luggage and their contents from various angular positions and obtain the high 
signal-to-noise ratio required for reasonable data resolution (Singh and Singh, 2003, 
Figure 2.3  The densities of a range of threat and 
non-threat materials often found in a passenger’s 
suitcase [modified from Harding et al. (2012)]. 
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Evans et al., 2006).  Furthermore, CT systems are considered to be ‘data hungry’, 
thus several views are needed for reconstruction (Singh and Singh, 2003).  Another 
drawback of CT systems is that they come at a very high cost due to their 
instrumental and mechanical complexity.  It is also worth noting, that X-ray imaging 
systems suffer from the fact that X-rays cannot penetrate very high density objects, 
which can therefore provide great concealment for explosives.  Additionally, the 
shape and structure of various electronic devices along with their wires and 
batteries can look very similar to improvised explosive devices (IEDs) (Wetter, 
2013). 
Nonetheless, CT systems, as well as dual energy X-ray systems with multi-view, are 
considered the state-of-the-art for hold luggage screening and are expected to 
represent the minimum requirements in the future, with faster acquisition times, 
higher resolution and lower cost (Wetter, 2013). 
 
2.1.4 X-ray diffraction systems 
X-ray diffraction (XRD) systems are currently one of the most promising emerging 
screening methods for identification of threat materials.  XRD is considered as a 
suitable additional (intermediate) level of automated screening, supplementing 
conventional X-ray imaging systems in identifying illicit substances during luggage 
inspection (Harding, 2006, Madden et al., 2008).  XRD also has the potential to act as 
a primary detection technology in high security areas, as discussed by Harding 
(2006).   
However, it is important to highlight that XRD screening systems are, at present, 
concept systems.  A single XRD based system (XRD 3500TM) commercialised by 
Morpho (Safran) company is currently implemented in airports for security 
screening.  The XRD 3500TM is a very high cost system (GPB ~0.5 million) utilising 
high power X-ray sources, hence requiring excessive maintenance.  Currently, the 
XRD 3500TM is employed in a ‘system of systems’ approach as a secondary screening 
technique, upon identification of suspicious materials within an inspection volume 
by CT.  Even though this technique is believed to offer high detection and low false 
alarm rates, to date there are no reports on its performance.   
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The advantage of XRD over other X-ray based techniques lies within its ability to 
uniquely identify substances with a high degree of specificity; rather than 
determining the effective atomic number and density of objects in 2D and 3D, as 
with dual energy systems and CT, respectively (Beevor et al., 1995).  XRD in 
screening is a non-destructive technique that utilises sufficiently high energies to 
penetrate luggage or parcels containing a variety of attenuating objects (Cook et al., 
2009a).  The capability of XRD to be highly material specific providing information 
on the atomic structure of the material under investigation lies within the 
fundamental principles of crystallography that are discussed in greater depth in 
Section 3.2. 
The effectiveness of XRD technologies vary with angular dispersive (AD) and energy 
dispersive (ED) XRD techniques; the former producing higher resolution data thus 
lower false alarms and the latter having a high throughput due to its speed 
advantage resulting from the static equipment setup.  A more detailed description 
and comparison of ADXRD and EDXRD techniques aimed for security screening is 
given in Section 3.4. 
A number of researchers have investigated the analysis of explosive materials and 
luggage inspection using coherent X-ray scattering, and specifically EDXRD, due to 
its material specific characterisation that can uniquely identify objects (Beevor et 
al., 1995, Luggar et al., 1997, Strecker, 1998, Jupp et al., 2000, Madden et al., 2008, 
Cook et al., 2009a, Pani et al., 2009, Crespy et al., 2010, Sun et al., 2010, Harding et 
al., 2012, O'Flynn et al., 2013a).  However, in this section emphasis is given to the 
key techniques developed in the last decade. 
An EDXRD based imaging technique, termed ‘rapid tomographic energy dispersive 
diffraction imaging’ (rTEDDI), has been presented by Cernik et al. (2008).  Even 
though this technique is not aimed for security screening as it utilises a synchrotron 
radiation, it is an important development of XRD imaging systems.  It is based on the 
principle of EDXRD tomography provided initially by Harding et al. (1990).  As 
explained later on in Section 3.4, an EDXRD system utilises a polychromatic X-ray 
source and collects diffraction data at a fixed scattering angle by an energy-resolving 
detector.  However, during tomography this arrangement can result in significantly 
long exposure times. 
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The uniqueness of rTEDDI lies within the arrays of collimators and energy-sensitive 
silicon (Si) pixellated detectors that can image a large area of the sample, thus 
decreasing scanning times (Cernik et al., 2008).  Intersection of the incident and 
scattered beams creates a lozenge area within the sample with a specific gauge 
volume (Cernik et al., 2008), as also shown in a previous study by Hall et al. (1998).  
This area can determine the depth spatial resolution of a thick sample along the 
primary beam axis.  For thin samples, as the ones analysed by Cernik et al. (2008), 
the intersection volume is defined by the sample thickness, and a vertical spatial 
resolution is provided normal to the primary beam axis.  The size of the detectors’ 
array is equal to the size of the collimators’ array and each pixel of the detector 
captures the scattered pattern from the corresponding lozenge volume within the 
sample (Cernik et al., 2008).  Besides the diffraction information obtained that can 
identify materials present within the sample, an image of the sample is obtained by 
the total scattering counts which is relative to the density contrast (Cernik et al., 
2008).  Limitations of rTEDDI rise however from low counting statistics of Si 
detectors employed at high energies that lead to long acquisition times of ~2-3 
hours, and limited sample thickness (Cernik et al., 2008).  Lazzari et al. (2009) 
introduced a reconstruction process for rTEDDI, based on deconvolution algorithm, 
aimed at the recovery of better resolved images of the object under investigation 
providing realistic and informative reconstruction of the object. 
A multi-generational X-ray diffraction imaging (XDI) technique has been presented 
by Harding (2009) as a concept system for security screening, combining the ability 
of X-rays to form an image and to analyse the material under inspection.  Although 
XDI systems can be considered as a promising screening technique, they have the 
limitation of low speed.  The scanning time is over a minute (Harding et al., 2012) 
restricting XDI from being employed as a security screening technique in airports.  
XDI systems can therefore be merged in a “system of systems” approach combined 
with a first stage inspection technique such as CT, similarly to the XRD 3500TM. 
Inverse fan beam XDI has been improved since it was first introduced by Harding 
(2005).  The latest 3rd generation system is employing a ‘multiple inverse fan beam’ 
(MIFB) topology (Harding et al., 2012).  MIFB utilises an X-ray multi source 
consisting of a linear array of 16 focal spots, each activated individually.  There are 
two sets of collimation optics, one on each side of the sample, and there are two 
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different types of detectors.  The first detector type is a conventional transmission 
detector and the second type is a linear array of energy resolution detectors 
measuring the scattered energy at a fixed angle, as often the case with EDXRD 
systems (Section 3.4).  Each focal spot produces a collimated fan beam that is 
directed into specified target points on the detector.  The multiple X-ray beams 
combined with the sequential activation of the focal spots and the collimation optics 
employed, are causing the X-rays to have their vertex at the detector plane, thus 
providing the so-called ‘inverse beam’ topology (Harding et al., 2012).  The 
advantage of this effect is the complete coverage of the object’s space and the 
assignment of the scattered X-rays to their 3D spatial location within the object’s 
space (Harding et al., 2012).   
More recent developments in EDXRD for identification of illicit substances are 
focused on the combination of EDXRD with ADXRD for a greater system specificity 
and speed (Christodoulou et al., 2011, O'Flynn et al., 2012, O'Flynn et al., 2013a, 
O'Flynn et al., 2013b).  A similar approach was investigated previously by Malden 
and Speller (2000). 
Christodoulou et al. (2011) compared the scattered data obtained from various 
combinations of samples, all with different concentrations of caffeine, by a 
polychromatic source (EDXRD) and a pixellated cadmium telluride (CdTe) based 
detector, at a single, two and four scattered angles (ADXRD) ranging from ~5°-7°.  
The data collected over 25 minutes exposure time was interpreted through a 
multivariate partial least squares (PLS) regression statistical test, and the results 
obtained from the single scattered angle indicated poor correlation to the actual 
concentrations of caffeine (Christodoulou et al., 2011).  In contrast, the best 
prediction abilities were shown when data from four scattering angles were taken 
into account, indicating that measurements from multiple scattering angles 
optimise specificity (Christodoulou et al., 2011).  O'Flynn et al. (2012) then 
demonstrated the simultaneous acquisition of EDXRD and ADXRD data, based on the 
study of Christodoulou et al. (2011), over a greater range of scattering angles 
between 0.6°-15.5° for explosive materials.  The area of the pixellated detector 
corresponding to 6400 individual energy detectors (80 x 80 small area detectors) 
made the simultaneous acquisition of spatially and energy resolved data feasible 
with 30-60 minutes time exposure, based on the change in the Debye cones’ (Section 
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3.2.2) radii at isolated energy windows (O'Flynn et al., 2012, O'Flynn et al., 2013b).  
Data were also captured at shorter acquisition times (10 minutes), but with poor 
data resolution (O'Flynn et al., 2012). 
In a later study, O'Flynn et al. (2013b) compared the diffraction data obtained by the 
same technique as the one presented by O'Flynn et al. (2012), at 1 second and 1 hour 
acquisition times for various samples, including explosive materials such as plastic 
explosives (C4 and Semtex) and an emulsion sample.  The 6400 individual energy 
spectra collected from each sample were converted to a single momentum transfer 
spectrum by summing them together (O'Flynn et al., 2013b).  Even though the data 
collected at 1 second demonstrated significant noise, the diffraction peaks were still 
apparent (O'Flynn et al., 2013b).  Diffraction data were also collected from a sample 
with large grain size, hexamine powder, which indicated slight variations in its 
momentum transfer spectrum from different positions in the sample (O'Flynn et al., 
2013b).  As it will be discussed later on in Section 5.2, this is an example of the 
possible inaccuracies of conventional XRD technique when analysing samples with 
large grain size or preferred orientation.  
Moreover, simulants for plastic explosives were analysed by the above technique 
(O'Flynn et al. (2013b)) at 10 minutes acquisition time (O'Flynn et al., 2013a).  The 
substances consisting of the simulants were successfully identified; however, 
limitations were raised when analysing thick samples due to peak broadening, that 
reduces angular resolution and hence specificity (O'Flynn et al., 2013a).  O'Flynn et 
al. (2013a) comment on the small size of the primary beam employed, that would be 
impractical for security screening and suggest coupling of the technique with 
conventional imaging methods to examine suspicious areas. 
For a detailed review of the current screening systems and decision making 
principles regarding checked luggage in aviation security the reader may refer to 
Wells and Bradley (2012).  Further, Hudson et al. (2012) provide a brief review of 
the radiation safety and technical performance of bulk explosives detection systems. 
 
2.2 Liquid detection techniques 
Detection of liquids appears to be exceptionally demanding due to the decreased 
specificity of current screening techniques to identify liquids through their 
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packaging and the broad range of containers available, operating as means of 
concealment.  The identification of liquids within suitcases using the currently 
employed detection systems such as transmission X-ray, dual energy X-ray and CT 
scanning appears to be challenging due to their inability to distinguish between 
liquids and solids (Harding and Delfs, 2008, Wells and Bradley, 2012). 
The 7/7 London bombings and the foiled London transatlantic plot of 2006 raised 
the awareness regarding the necessity of a satisfactory screening system that would 
identify threat liquids, such as hydrogen peroxide (BBC, 2006, Wells and Bradley, 
2012).  Hydrogen peroxide (H2O2) combined with acetone was the main HME 
involved in the shoe bomb plot in 2001 (with PETN explosive), in a failed bombing 
attempt few days after the 7/7 London bombings in 2005 and in the London 
transatlantic bomb plot in 2006 (Wells and Bradley, 2012).  As it can be deduced 
from these relatively recent incidents, H2O2 in solution is currently the pre-cursor of 
choice as it is easily and widely accessible (used as bleaching and cleaning agent).  It 
is therefore essential for a screening system to be able to differentiate between H2O2 
and a non-threat liquid, such as water.  
After the 2006 London transatlantic plot, specific regulations have been 
implemented in airports involving liquids in hand luggage.  However, it has been 
reported that the EU plans to lift this limited liquid policy in the next few years 
(about 2016) (Loeffen et al., 2011, Wells and Bradley, 2012, European-Commission, 
2013).  Consequently, this demands the development of mass-screening 
technologies for carry-on and checked luggage, able to detect HMEs and LAGs 
(particularly peroxide-based liquids) with low false negatives, high sensitivity and 
high throughput in order to sustain adequate security (Wells and Bradley, 2012). 
Recent studies indicated that liquids can be identified to a certain extent by non-
invasive methods including laser based spectroscopy (Gaft and Nagli, 2010) such as 
Raman spectroscopy (Matousek et al., 2005, Hargreaves and Matousek, 2009, Gaft 
and Nagli, 2010), laser induced luminescence (Gaft and Nagli, 2010) and spatially 
offset Raman spectroscopy (SORS) (Matousek et al., 2005, Hargreaves and 
Matousek, 2009, Buckley and Matousek, 2011), ultra-low-field magnetic resonance 
imaging (MRI) (Espy et al., 2010), and XRD (Harding and Delfs, 2007, Harding and 
Delfs, 2008, Harding et al., 2010).   
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In the following two sections the key characteristics and capabilities of Raman 
spectroscopy (SORS) and XRD in regards to security screening will be discussed 
briefly.  SORS is one of the leading technologies currently employed in airports for 
liquid security inspection (Corfield, 2014) and XRD based techniques are of 
relevance to this work.  
Other screening methods employing electromagnetic radiation for the detection of 
liquid threats are presented in Table 2.2.  For a more detailed description of these 
techniques the reader may refer to Schubert and Kuznetsov (2008). 
 
Table 2.2  Electromagnetic methods for the detection of liquid explosives [modified 
from Kuznetsov and Osetrov (2008)]. 
Technology Detection Advantages Limitations 
Nuclear 
Quadruple 
Resonance 
Resonance 
radiation of nitro 
group 
High selectivity to 
nitrogen, one-side 
access 
Insensitive to peroxides 
Does not recognise 
explosive in metal 
covering 
Terahertz 
Waves 
Transmission 
spectra 
High selectivity 
Does not recognise 
explosive in metal 
covering 
Microwave 
Radars 
Dielectric 
properties 
Standoff inspection, 
selectivity 
Does not recognise 
explosive in metal 
covering 
 
2.2.1 Raman Spectroscopy 
Raman spectroscopy is believed to be an effective security screening method with 
high throughput, mainly due to its high material (chemical) specificity, water 
compatibility, simplicity of experimental setup and portable capacity (Hargreaves 
and Matousek, 2009).  However, interfering fluorescence and Raman signals 
deriving from the walls of the container are masking the Raman signals from the 
liquid itself (Hargreaves and Matousek, 2009). 
Matousek et al. (2005) who introduced spatially offset Raman spectroscopy (SORS), 
argue that SORS has the ability of increased sensitivity by suppressing any Raman 
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signals and fluorescence originating from the wall of the container.  This sensitivity 
arises by SORS’s ability to acquire Raman data from spatially offset regions from an 
illumination area on the sample; thus isolating Raman signals from individual sub-
layers within the sample under investigation (Buckley and Matousek, 2011).  In the 
case of a single liquid within a container, Raman signals are collected at zero offset 
and at a non-zero (e.g. 10 mm) offset (Eliasson et al., 2007, Bloomfield et al., 2010).  
Once the zero offset is subtracted (scaled) from the spatially offset measurement, 
the pure Raman spectrum of the liquid can be isolated and compared to a database 
of known explosive substances obtained in a conventional manner (Eliasson et al., 
2007).  Eliasson et al. (2007) and Hargreaves and Matousek (2009) demonstrated 
the ability of SORS to detect 30% H2O2 solution concealed in transparent and non-
transparent plastic containers, and in 1:1 mixtures with common beverages, 
respectively.  Eliasson et al. (2007) however, comment on the limitation of SORS to 
detect H2O2 in the presence of ethanol, as it will appear as a poorly resolved shoulder 
on the signal from ethanol.   
Even though SORS can be considered as an appropriate technique for liquid 
detection, it has to be taken into consideration that Raman spectroscopic methods 
cannot penetrate certain materials, such as metal containers, thus cannot identify 
liquids within one (Hargreaves and Matousek, 2009, Loeffen et al., 2011).  In 
addition, SORS technique is considered as a Type B LAG screening technology, which 
requires individual LAGs to be removed from the passengers’ bags and placed into 
the screening system.  Inevitably, this single bottle approach decreases throughput 
and necessitates prior detection of LAGs within carry-on bags by a first stage 
detection system or by random security checks. 
 
2.2.2 X-ray diffraction 
As explained earlier in Section 2.1.4, the employment of XRD screening systems has 
gained significant interest in the last decade due to XRD’s ability to uniquely identify 
objects by a ‘fingerprint’ signature in a non-invasive manner.  Specificity and 
sensitivity however, depend on the material’s properties and specifically on its 
crystallinity, as it will be discussed later on in Section 3.2.   
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Although interpretation of XRD profiles from liquids can be challenging due to the 
latter’s lack of crystalline structure (explained in Section 3.2.3), classification of 
liquids into different groups is believed achievable by EDXRD as indicated by 
Harding & Delfs (2007).  Harding and Delfs (2007, 2008) demonstrated potential 
identification of 30% concentration H2O2 (an important oxidizer) and pure acetone 
(a typical hydrocarbon fuel) using XRD, by determining their molecular interference 
factor (MIF).  MIF depends on momentum transfer and it is associated with the 
radial distribution function (RDF), described in Section 3.2.3 (Harding and Delfs, 
2007, Harding and Delfs, 2008).  Even though the MIF of acetone and 30% H2O2 
showed significant differences, the latter’s MIF resembled that of water, as this was 
the main substance in the solution (Harding and Delfs, 2007).  Distinction between 
water and H2O2 can be achieved from the considerably higher Zeff of H2O2, as stated 
by Harding and Delfs (2007). 
In a later study, Harding’s et al. (2010) developed a classification theme grouping 
liquids into different threat and non-threat categories for aviation security, as 
shown in Table 2.3.  Approximately 25 liquids (>99% pure) from categories A, B, D 
and E were analysed by the inverse fan-beam configuration (EDXRD) mentioned 
previously in Section 2.1.4.   
Classification of these liquids was based upon three stages according to Harding’s et 
al. (2010) work: visual inspection of XRD profiles and determination of MIFs and 
residual MIFs.  Residual MIF corresponds to the resulting MIF after subtraction of 
the water’s MIF from that of the investigating liquid (Harding et al., 2010).  Harding 
et al. (2010) assert that the results from these three stages are sufficient in 
categorising the liquid under investigation.  In addition, emphasis is given to the 
pure isolated nature of the liquid samples analysed and that any effects that could 
influence the coherent scatter signal would also decrease the detection performance 
of the system (Harding et al., 2010).  Therefore, Harding et al. (2010) suggest that 
future work should focus on the investigation of threat and non-threat liquids within 
a variety of common containers.   
Chapter 2  AVIATION SECURITY 
22 
Table 2.3  Classification scheme of different threat and non-threat liquids for aviation 
security as provided by Harding et al. (2010). 
 Category Liquid group Examples 
N
O
N
-T
H
R
E
A
T
 A Dilute aqueous Tea, coffee 
B Concentrated aqueous 
Cosmetics, drinks, 
alcoholic beverages 
C Amorphous 
Glass, plastics, fruit 
preserves (jam) 
T
H
R
E
A
T
 D 
1st threat class (combustible liquids 
and amorphous hydrocarbons) 
Diesel, acetone 
E 2nd threat class (oxidisers) 
Concentrated hydrogen 
peroxide, nitric acid 
 
Currently, there is an XRD based imaging technique for the detection of liquids, 
available for implementation at airports referred to as XDiTM (by Morpho).  The 
XDiTM system is based on the work by Harding et al. (2010), with the potential of 
automated detection of multiple threat liquids within containers and inside carry-
on bags (Type D LAG system).  Details on performance have not been reported, even 
though it considers to offer high detection rates with significantly low false 
negatives. 
Furthermore, studies performed by Zhong et al. (2010) and Zhong et al. (2012) 
demonstrated the acquisition and interpretation of EDXRD data from pure liquids 
based on their momentum transfer position, shape and intensity.  A number of 
alcohols was analysed, within others, indicating characteristic profiles with a single 
broad peak arising from CHx-CHx correlations from the nearest neighbour carbon 
chains (Zhong et al., 2012).  Slight differences between the diffraction signals arose 
from the intermolecular correlations of O-O atoms from adjacent –OH groups and 
from their material properties, such as number of carbons and density (i.e. increase 
in number of carbons and hence density decreased the diffracted intensity, except 
for methanol) (Zhong et al., 2012). 
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One of the aims of this research as mentioned previously in Section 1.2, was to 
discriminate between threat and non-threat liquids, that are most likely to be 
present in a passenger’s suitcase, by adopting a similar categorisation approach of 
liquid samples to the work of Harding et al. (2010).  
 
2.3 Concluding remarks 
In this chapter, the key characteristics of security screening systems for bulk 
explosives detection have been discussed.  These features include low false 
negatives (i.e. high sensitivity), low false alarms (i.e. high specificity), high 
throughput, low operational cost and most importantly the ability to identify a 
variety of substances, such as plastic explosives, homemade explosives (HMEs) and 
liquids, aerosols and gel explosives (LAGs).   
A description of the main bulk screening systems based on X-rays, that are either 
currently employed in airports or have great potential in aviation security has been 
given, along with their advantages and limitations.  Such systems include X-ray 
transmission, dual energy X-rays, computed tomography and X-ray diffraction.   
Furthermore, the importance of distinguishing between threat and non-threat 
liquids has been explained and hydrogen peroxide was identified as one of the main 
components of currently preferred HMEs.  Details were also given on screening 
technologies aimed at the identification of liquid explosives, such as spatially offset 
Raman spectroscopy and X-ray diffraction. 
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Chapter 3 POWDER X-RAY DIFFRACTION 
 
 
Outline 
In this chapter, the key principles involving X-rays and their interactions with 
matter are introduced, focusing more on coherent scattering, as this is the basis for 
XRD.  Scattering from crystalline substances including materials exhibiting 
preferred orientation or large grain size is discussed, as well as scattering from non-
crystalline substances.  A description of conventional XRD arrangements such as 
transmission and reflection mode is also presented.  Finally, a comparison between 
angular dispersive and energy dispersive XRD is given in terms of security 
screening.  
 
In the previous chapter, the important role of X-rays, in security screening and 
imaging techniques, was discussed.  It is however, essential to outline the 
fundamental principles regarding X-rays and their interactions with matter. 
X-rays were discovered by the German physicist Röntgen in 1895 and the first 
diffraction experiments were performed almost two decades later in 1912 by Laue 
(Cullity, 1978).  The wavelength of X-rays lies within the range of 0.1 Å and 100 Å, 
thus energies of ~100 keV and ~0.1 keV, respectively; whereas the wavelength of X-
rays used in diffraction is 0.5-2.5 Å. 
 
3.1 X-ray interactions with matter 
When X-rays interact with matter, the X-ray photons are either transmitted through 
the material with no loss in energy, absorbed by the material with a total loss in 
energy or scattered elastically (energy is conserved) or inelastically (energy is not 
conserved).  Figure 3.1 illustrates these three processes. 
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When X-ray photons with wavelength λ and initial intensity Io are incident upon a 
material with thickness t, a fraction of the X-ray flux is transferred to the material.  
This causes the intensity to reduce as a factor of the material’s mass attenuation 
coefficient (μ/ρ), thickness (t) and density (ρ), as shown by the Lambert-Beer law 
(Equation (3.1)); where μ is the linear attenuation coefficient.  The wavelength of 
the X-rays however remains unchanged. 
 
𝐼 = 𝐼0𝑒
𝜇
𝜌(𝜌𝑡) 
(3.1) 
 
The absorption effect of X-rays as they pass through a sample can be determined in 
terms of transmission coefficient also known as the absorption factor, A, which 
differs for reflection and transmission (Section 3.3) geometries (He, 2009).  As only 
the transmission arrangement is relevant to this work, the absorption factor for 
transmission mode XRD (AT) with angular beam divergence ϕ is given by Equation 
(3.2). 
 
𝐴𝑇 =
secϕ(𝑒−𝜇𝑡 secϕ − 𝑒−𝜇𝑡 sec(90°+ϕ))
𝜇(sec(90° + ϕ) − secϕ)
 
(3.2) 
 
The optimal sample thickness, t for maximum scattered intensity is given by 
Equation (3.3);  
Figure 3.1  The processes (transmission, absorption and scatter) 
occurring when X-rays are incident upon a material. 
t Scattered beam 
Incident X-ray beam Io 
(Monochromatic) 
Transmitted beam I 
Sample (absorber) 
Detector 
Scattered beam 
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𝑡 =
cos 2𝜃 ln cos 2𝜃
𝜇(cos 2𝜃 − 1)
 
(3.3) 
 
where 2θ is the sample’s scattering angle (discussed in Section 3.2.2). 
For a more in depth discussion of the factors affecting X-ray intensities and 
absorption factors in transmission and reflection mode diffraction, the reader 
should refer to Woolfson (1997) and He (2009), respectively. 
 
3.2 Introduction to X-ray diffraction  
The phenomenon of coherent scattering underpins the theory of X-ray diffraction.  
X-ray diffraction’s practical applications involve the characterisation and 
identification of unknown compounds or substances, typically polycrystalline, by 
obtaining structural, chemical and physical information.  In order to understand the 
operation and application of XRD, and why crystals enable X-rays to diffract, it is 
important to study and establish the fundamental principles of crystallography. 
 
3.2.1 Crystalline materials 
A crystal may be defined as “a solid composed of atoms arranged in a pattern 
periodic in three dimensions” (Cullity, 1978).  Materials possessing this essential 
atomic arrangement periodicity are considered to be crystalline and exhibit a long-
range order.  In contrast, substances with no regular interior arrangement of atoms 
are referred to as amorphous (or non-crystalline) and exhibit a short-range order.  
The majority of natural materials are crystalline, whereas compounds in the liquid 
or gaseous state are amorphous.  Most common forensic substances such as drugs, 
explosives, soil, paint and bullets possess long-range order, thus frequently analysed 
by XRD.  In contrast, other materials such as glass and polymers typically have a 
short-range order and are considered to be amorphous. 
Even though the way crystalline and amorphous materials scatter X-ray photons 
differs, this does not imply that XRD cannot be employed in the analysis of 
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amorphous substances.  There is however, a distinct difference in the diffractograms 
of crystalline and amorphous materials.   
Figure 3.2 illustrates a typical scattering distribution from crystalline solids, 
amorphous solids or liquids, a monoatomic gas and their combinations.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It can be seen that crystalline compounds produce sharp diffraction peaks; whereas 
the amorphous substances produce a single broad scattering maximum indicating a 
short-range order.  It is important to note that compounds in the liquid or gaseous 
state are non-crystalline, therefore are expected to produce similar diffraction 
profiles as with Figure 3.2 (b).  Diffraction occurring from amorphous materials is 
discussed in further detail in Section 3.2.3. 
Figure 3.2  Characteristic scattering profiles of crystalline solid (a), liquid or 
amorphous solid (b), monoatomic gas (c), amorphous solid with crystallinity 
(d) and crystalline solid with air scattering (e) [modified from He (2009)]. 
(a) 
(b) 
(c) 
(d) 
(e) 
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3.2.2 Fundamental principles of XRD in crystalline materials 
In a crystalline material or any material with long-range order, coherent scattering 
will be emitted in spherical waves from adjacent points.  These scattering waves will 
spherically expand in space until they interact with each other, producing 
constructive (in phase) or destructive (out of phase) interference at certain angles 
(θ) of view depending on the radiation’s wavelength (λ) and on the distance 
between the crystallographic planes (termed d-spacing) of the crystal (Jenkins and 
Snyder, 1996).  Destructive interference occurs in most scattering directions, but in 
a few directions, constructive interference arises and diffracted rays are formed 
(Jenkins and Snyder, 1996).  Therefore, diffraction is the constructive interference 
(in-phase) of coherently scattered radiation within a periodic array of atoms, ions 
or molecules and is mostly comprehended through Bragg’s Law (Equation (3.4)); 
 
𝜆 = 2𝑑ℎ𝑘𝑙 sin𝜃 (3.4) 
 
where λ is the wavelength of the X-ray photons, dhkl is the crystal’s interplanar 
distance and θ is the scattering angle. 
Bragg’s law is a simplified model considering X-ray scattering as reflection from 
planes of atoms and demonstrating the relationship between the X-rays’ wavelength 
(λ), the scattering angle (θ) and the perpendicular distances (dhkl) between the 
crystallographic planes responsible for each reflection (Figure 3.3). 
 
 
 
 
 
 
 
A 
z 
θ d 
θ θ 
C 
B 
Figure 3.3  Diagrammatical representation of 
Bragg’s law illustrating the reflection of X-rays 
from two atomic planes. 
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In diffraction patterns, constructive (greater amplitude) and destructive (smaller 
amplitude) interference are shown as regions of enhanced and diminished 
intensities because the intensity of electromagnetic radiation is proportional to the 
square of the waves’ amplitude (Atkins and Paula, 2005).  In single crystals, 
illumination of the crystal from a single orientation would not yield scattering 
maxima representing all the interplanar distances of the material because not all 
planes will satisfy Bragg’s law.  Diffraction data from single crystals is 
conventionally acquired by rotating the crystal in order for all the atomic planes to 
fulfil Bragg’s geometry. 
In the case of polycrystalline materials though, there is not a crystal rotation 
requirement.  Polycrystalline materials are arranged in such a manner that all 
crystals within them are randomly orientated; thus, a large number of planes 
simultaneously fulfil Bragg’s law.  Constructive interference within a periodic array 
of scattered points will result in the appearance of cones with enhanced intensity, 
termed Debye cones.  The method of collecting diffraction signals from 
polycrystalline materials is known as powder XRD (PXRD).  
The diffracted (2θ) angle of a Debye cone can be measured and applied to Bragg’s 
law.  Applying Bragg’s Equation (3.4) in empirical data, the interplanar distances 
within a unit cell thus distances between centres of atoms or ions can be determined, 
providing distinctive structural information on the material analysed.  The d-
spacing values are in the order of 10-10 m similar to the wavelength in the X-ray 
electromagnetic spectrum and are very commonly utilised in uniquely identifying 
unknown materials through a database of known compounds. 
 
3.2.2.1 Intensity of diffracted beam 
The intensity of the diffracted X-ray photons is significantly lower (~99% loss) than 
the intensity of the incident beam as mathematically illustrated by Woolfson (1997).   
The intensity diffracted from a polycrystalline material can be defined by Equation 
(3.5); 
 
𝐼ℎ𝑘𝑙 = 𝑘1
𝑝ℎ𝑘𝑙
𝑣2
(𝐿𝑃𝐴)𝜆3𝐹ℎ𝑘𝑙
2 𝑒(−2𝑀𝑡−2𝑀𝑠) (3.5) 
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where k1 is an instrument constant scaling between observed and calculated 
intensities, phkl is the multiplicity factor of crystal planes (hkl), v is the volume of the 
unit cell, LPA is the combined correction for the Lorentz, polarisation and 
absorption factors, Fhkl is the structure factor and the term 𝑒(−2𝑀𝑡−2𝑀𝑠) is the 
attenuation factor (He, 2009). 
As indicated above, Equation (3.2) is a function of the structure factor, | hklF |.  The 
structure factor is a quantitative description of the total scattering from a unit cell 
and is given by Equation (3.6); 
 
𝐹ℎ𝑘𝑙 =∑𝑓𝑗𝑒
2𝜋𝑖(ℎ𝑥𝑗+𝑘𝑦𝑗+𝑙𝑧𝑗)
𝑚
𝑗−1
 
(3.6) 
 
where m is the number of j atoms, x, y and z are the fractional coordinates of the 
atoms within the unit cell, h, k and l are the indices of reflection and f is the atomic 
scattering factor.   
The intensity of the diffracted beam is a function of the atom’s position within the 
unit cell of the crystal.  Therefore, the structure factor is of significant importance 
when solving crystal structures as it takes into account the atomic positions and 
gives an intensity value depending on the structure giving rise to that reflection 
(hkl).  For example, if a certain hkl reflection gives a structure factor equal to zero 
this indicates that the intensity of that hkl is zero. 
 
3.2.2.2 Preferred orientation 
In previous sections, it has been assumed that a polycrystalline specimen under 
investigation has completely randomly orientated crystallites (grains).  A sample 
whose crystallites have a random orientation generates scattering maxima in the 
form of cones (Debye cones) with a smooth, continuous and uniform intensity 
around their circumference, as demonstrated by Figure 3.4 (a).  There are specimens 
however, whose crystallites possess a preferred orientation and are hence clustered 
in one crystallographic orientation, as in the case of mechanically formed samples 
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(deformation texture) e.g. drawn wires and rolled metal sheets.  These samples with 
non-random crystal orientation are said to exhibit preferred orientation or texture.   
 
 
 
 
 
 
 
Preferred orientation is a very common effect typically present in the majority of 
specimens including natural products, such as rocks.  Even though it is not always 
desired, sometimes it is essential depending on the specimen’s intended use due to 
the effect texture has on the material’s physical properties (Wenk and Houtte, 
2004).   Depending on the degree of preferred orientation of a sample, Debye cones 
are usually smooth but with a non-uniform intensity around their circumference.  
Samples with a low degree of preferred orientation give rise to Debye cones with 
low intensity regions; whereas high levels of preferred orientation generate Debye 
cones with discontinuities in intensity, similarly to Figure 3.4 (b).  These 
discontinuities appear as arc segments due to the absence of certain orientations in 
the specimen.  An extreme case of preferred orientation is a single crystal.   
At this point, it is important to note that with conventional XRD arrangements, 
where only a portion of the diffraction pattern is captured, certain scattering 
maxima may be absent from the diffraction images. 
There are two widely known and studied types of preferred orientation: fibre and 
sheet texture.  Fibre texture typically involves wires in which their crystallites are 
orientated with a certain crystallographic direction [uυω] parallel (or nearly 
parallel) to the wire (or fibre) axis (Cullity, 1978).  Fibre texture is considered to be 
the simplest form of preferred orientation, as it is only in one direction.  Materials 
(commonly sheets) with sheet texture tend to have their crystallites aligned with a 
Figure 3.4  Scattering patterns from a sample with relatively randomly 
orientated crystallites and small grain size (a), a sample with 
preferred orientation (b) and a sample with large grain size (c). 
(a) (b) (c) 
Chapter 3  POWDER X-RAY DIFFRACTION 
33 
certain crystallographic plane (hkl) parallel (or nearly parallel) to the sheet’s surface 
and with a certain crystallographic direction [uυω] parallel (or nearly parallel) to 
the rolling direction of the sheet (Klug and Alexander, 1974, Cullity, 1978).   
For further details on samples exhibiting preferred orientation and their analysis 
the reader is referred to Klug and Alexander (1974), Cullity (1978) and He (2009). 
 
3.2.2.3 Crystallite size 
Besides the crystallites’ orientation, their size is also an important feature especially 
in metallurgy, as it can influence many of the specimen’s properties, such as 
mechanical strength.  For example, an increase in the size of crystallites is associated 
with a decrease in hardness and strength (Cullity, 1978, He, 2009).  Grain growth in 
metals and alloys, such as copper, can often be induced by heat treatment including 
annealing (Inami et al., 1999). 
Typical crystallite sizes range between 104-105 nm, even though 103-106 nm sizes 
are encountered in metals and alloys (Cullity, 1978).  Analysis of crystallite size by 
XRD is divided into diffraction line broadening for crystallite sizes less than ~100 
nm and γ-profile (circumference integration) analysis for sizes between 100 nm and 
tens of thousands nm (He, 2009).  In XRD, the term ‘large grain’ (crystallite) size 
commonly refers to crystallite size relative to the incident beam’s cross section 
(Ingham, 2014). 
In this study, emphasis is given to large crystallite size when compared to the 
primary beam, as it is of more relevance to materials requiring analysis during 
security screening.  Materials with grain size ~100 -1000 nm tend to have smooth 
and continuous Debye cones.  If the grain size is increased, the Debye cones start 
becoming discontinuous.  For a very coarse grain size, only a small number of 
crystals will diffract resulting in a diffraction pattern consisting by a few scattering 
maxima spots (Laue spots), similarly to a single crystal.  As the grain size decreases, 
Debye cones start to form, but with discontinuities, as shown in Figure 3.4 (c).  
Equations have been derived to associate the number of observed spots around the 
circumference of the Debye cones (γ-profile analysis) to grain size (He, 2009, 
Ingham, 2014).  Details on this analysis for both transmission and reflection mode 
diffraction can be found in He (2009).  Accurate calibration of the instrumentation 
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is required for such analysis; involving the incident beam geometry (diameter) and 
divergence, the sample-to-detector distance and detective area (He, 2009).  A 
common and more accurate approach for determining grain size, considers the 
acquisition and comparison of diffraction patterns, in terms of scattering maxima 
intensity, from a series of standard samples with known grain size numbers to an 
unknown specimen (Cullity, 1978, Ingham, 2014).  Further, Ingham (2014) 
proposes new statistical measurements for quantification of the diffraction maxima 
spottiness, including average intensity and root mean square intensity analysis from 
2D diffraction images. 
 
3.2.3 Amorphous materials 
Until now, diffraction from crystalline materials has been examined and discussed.  
However, gases and liquids, as well as some solids such as glass, do not possess the 
same periodicity of atoms as crystalline solids; thus are considered to be 
amorphous.  Amorphous materials do not possess the same amount and degree of 
information as crystalline substances, due to their short-range order.  Nonetheless, 
informative XRD data can still be acquired from such samples.  Crystalline materials 
produce numerous sharp diffraction peaks; whereas amorphous materials generate 
one or more scattering maxima in the form of broad diffuse halos, as a result of the 
different way crystalline and amorphous materials scatter X-rays (Klug and 
Alexander, 1974, Jenkins and Snyder, 1996, He, 2009).  Diffraction images and 
profiles representative of crystalline and amorphous materials are illustrated in 
Figure 3.5; demonstrating their differences in number and width of scattering 
maxima. 
This section will focus on the analysis of liquid samples as it is of relevance to this 
research. 
Liquids have no fixed structure with respect to an origin due to constant movement 
of their atoms (Warren, 1990).  Liquids however, have a small degree of local order 
(short-range order), arising from the shortest possible distance between two atoms, 
which is the sum of their radii (Klug and Alexander, 1974).  In liquids, the length of 
the molecules’ bonds and any characteristic angles between them would generate 
additional fixed intramolecular distances (Klug and Alexander, 1974). 
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The atoms of a liquid can be considered to be in the shape of spheres and closely 
pressed against each other, so that each atom is in contact or almost in contact with 
a number of neighbouring atoms (Guinier, 1963, Klug and Alexander, 1974).  As 
described by Guinier (1963), constructive interference in liquids arises when the 
inverse of the minimum distance of a pair of atoms (i.e. sum of their radii) is in the 
order of 𝑠 = (2 sin 𝜃) 𝜆⁄ .  The scattering distributions from liquids could therefore 
be interpreted in terms of the magnitude of the scattering vector, s. 
In the case of analysing a liquid’s structure, where more information is required, the 
magnitude of the interatomic vectors can be determined.  This can be achieved by 
establishing the radial distribution function (RDF), g(r), which indicates the density 
of atoms (or electrons) at a certain radial distance from a reference atom (or 
electron) (Klug and Alexander, 1974). 
Figure 3.5  Diffraction 2D images and corresponding scattering distributions from 
a crystalline aluminium oxide sample (left) and an amorphous methylated spirit 
liquid sample (right). 
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A better understanding of RDF can be obtained by Figure 3.6, where the red atom is 
the reference atom and in blue are the atoms surrounding it.  The concentric 
spherical lines have a width of Δr.  In simple terms, the RDF is the probability of 
finding an atom at a distance r and Δr + r from the reference atom. 
 
 
 
 
 
 
 
 
 
 
 
The RDF is given by Equation (3.7); 
 
𝑔(𝑟) = 4𝜋2𝜌(𝑟)𝛥𝑟 (3.7) 
 
where ρ(r) is the number of atoms per unit volume at a distance r from the reference 
atom and 4𝜋2𝜌(𝑟)𝛥𝑟  is the number of atoms present in a spherical shell of radius r 
and thickness Δr (Klug and Alexander, 1974). 
The intensity of the diffracted rays is converted to electron density and the data are 
subjected to a number of corrections such as polarisation, incoherent scattering and 
absorption corrections prior to Fourier transforming it (Klug and Alexander, 1974, 
Warren, 1990).  The data presenting the RDF as a function of distance r can give 
directly the respective number of certain atom neighbours at several radial 
Figure 3.6  Illustration of the reference 
atom and its concentric spheres forming 
the basis of the radial distribution function 
[modified from Cote et al. (2001)]. 
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distances r (Klug and Alexander, 1974).  For more details on RDF the reader may 
refer to Klug and Alexander (1974) and Warren (1990). 
A liquid that has been widely studied by its scattering distribution is water, mainly 
due to its importance, abundance and common usage as a solvent for organic liquids 
(Krishnamurti, 1929, Stewart, 1931, Narten et al., 1967, Huang et al., 2011).  Early 
studies on liquid mixtures analysed by XRD involved their scattering maxima 
positions (s) as a mean of description (Krishnamurti, 1929, Stewart, 1931, Katzoff, 
1934).  It was shown that water generates one dominant and two low intensity 
broad maxima, with Meyer (1930) and Stewart (1931) reporting three maxima at 
3.13 Å, 2.12 Å and 1.34 Å, and 3.24 Å, 2.11 Å and 1.13 Å, respectively.  Others studies 
however, indicated just a single scattering maximum from water at varying 
positions between 3.04-3.27 Å (Stewart, 1931).  This arises from the intermolecular 
interference of the nearest neighbouring oxygen-oxygen (O-O) atoms in water that 
give rise to a short-range order (Huang et al., 2011).  Furthermore, water has shown 
to have a higher scattering angle i.e. higher magnitude of the scattering vector than 
organic liquids (Krishnamurti, 1929).  Later studies focused on the structure of 
water, involved determination of its RDF (Katzoff, 1934, Morgan and Warren, 1938, 
Narten et al., 1967, Huang et al., 2011).  
Analysis of aqueous liquid mixtures (1:1 ratio) demonstrated that immiscible 
mixtures would generate a diffraction pattern consisting of all scattering maxima 
from both liquids, at the original positions of the pure individual liquids 
(Krishnamurti, 1929, Stewart, 1931).  Solution ratios however, of 1:3 organic 
liquid:water indicated significantly weak and diffuse halos from the organic liquid, 
which in some cases was even undetectable (Krishnamurti, 1929).  In contrast, when 
miscible mixtures were analysed, a broad diffuse halo appeared at intermediate 
angles to that of the pure liquids, depending on their mixture ratios (Krishnamurti, 
1929, Stewart, 1931).  The scattering maxima from the organic liquid and water 
would therefore shift to higher and lower angles (referred to as expanding and 
contracting of the halo) respectively, causing broadened and diffused halos at the 
edges, resulting in one broad maximum (Krishnamurti, 1929). 
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3.3 Conventional XRD geometries 
The fundamental principles involving PXRD and its geometrical arrangements have 
long been established (Debye and Scherrer, 1916, Hull, 1917, Barker, 1919, Cullity, 
1978).  Early systems however suffered from long acquisition times and poor data 
fidelity (Jenkins and Snyder, 1996).  Therefore, later studies, aiming at the 
acquisition of higher quality and consistency data at shorter exposure times evolved 
and improved PXRD arrangements (Parrish and Lowitzsch, 1959, Klug and 
Alexander, 1974, Greenberg, 1993, Jupp et al., 2000, Garrity et al., 2007, Cockcroft 
and Fitch, 2008).   
Two basic geometries for PXRD have prevailed over the years: transmission and 
reflection mode.  In this section, the geometrical arrangements involved with 
transmission and reflection XRD are presented, along with their main applications, 
advantages and limitations. 
 
3.3.1 Transmission mode 
In transmission mode XRD (or Debye-Scherrer geometry), the instrumental 
components were initially contained within a cylindrical chamber.  A divergent 
monochromatic pencil beam was employed to illuminate a relatively small amount 
of sample contained inside a thin cylindrical capillary, normal to the primary beam 
axis (Aslanov et al., 1998, He, 2009).  A photographic film (inside the chamber’s 
circumference) or detector captured sections of the scattering maxima cones arising 
on a plane normal to the primary beam axis.  In modern diffractometers, the 
divergent beam is focused onto a curved 2θ rotational detector by the use of a 
curved monochromator, typically a perfect Germanium crystal (Cockcroft and Fitch, 
2008).   
The Debye-Scherrer geometry is commonly employed when the sample requires 
sealing in glass capillaries or for cylindrical samples, and for samples with low 
absorption.  Samples prepared in cylindrical capillaries tend to have a more random 
orientation, thus generating data with more reliable intensities when compared to 
reflection mode XRD (see below).  Moreover, transmission mode lacks systematic 
errors inducing greater consistency and reliability of the diffraction data acquired, 
but with a limited angular resolution (Aslanov et al., 1998).  The 2θ resolution 
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mainly depends on the primary beam’s size and on the length of the photographic 
film, which is related to the radius of the cylindrical chamber (He, 2009). 
 
3.3.2 Reflection mode 
Reflection mode or focusing plane arrangement is usually referred to the Bragg-
Brentano parafocusing geometry.  A divergent primary beam passes from the X-ray 
tube through a divergence slit and illuminates a flat surface sample, over a great 
area, with an incident angle θ (Aslanov et al., 1998, He, 2009).  The scattered X-rays 
leave the surface of the sample at a 2θ angle from the primary beam, go through an 
antiscatter slit, and converge on a receiving slit (He, 2009).  In Bragg-Brentano 
geometry, the radial distance between the X-ray source and the sample must be 
equal to the radial distance between the sample and the receiving slit.  In a θ:2θ 
arrangement, the sample is rotated by θ whilst the detector is rotated by 2θ, during 
data collection.  Sample rotation around an axis normal to the surface of the planar 
sample can also be operated for better powder average (Cockcroft and Fitch, 2008).   
Reflection mode XRD provides high intensity scattered rays due to the extended 
area across the surface of the sample that is illuminated by the incident beam.  It is 
preferred for high angular resolution data, without an increase in exposure time, 
due to the focusing geometry (Klug and Alexander, 1974, Aslanov et al., 1998, 
Cockcroft and Fitch, 2008).   
Often, reflection mode is chosen over transmission mode, as a long wavelength (i.e. 
copper) is preferred for a more extended reciprocal space.  Analysis of high 
absorbing materials or samples with increased thickness is restricted by 
transmission mode XRD, due to limited penetration of such samples by low energies.   
 
3.3.3 Primary beam profile 
The profile of the incident beam is of great importance in XRD in order to acquire 
high quality and resolution data.  If a non-collimated X-ray beam illuminates a 
sample, the diffraction pattern would not be recoverable, due to high scattering in 
all directions.  Therefore, primary beam optics are employed to shape and direct 
incident X-rays, and to reduce parasitic scattering striking the detector (Aslanov et 
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al., 1998).  Consequently, collimation optics can have an influence on the intensity 
and angular resolution of diffraction data.   
It should be highlighted that the focal spot of an X-ray source also plays an important 
role, as a small focal spot will generate an incident beam with enhanced intensity 
and sharper diffraction maxima.  Depending on the shape of the focal spot and the 
X-ray optics, the shape of the primary beam alters from line focus beam, to divergent 
beam, to highly parallel beam (with the use of Soller slits or parallel polycapillaries) 
and point beam (He, 2009).   
A pinhole collimator is frequently employed to generate a diverging pencil beam as 
in the case of single crystal analysis and transmission geometries.  A slit collimator 
is also regularly seen in PXRD in order to illuminate a greater area into the powder 
sample and increase intensity, but at a loss in resolution when compared to pinhole 
collimators, as indicated by various studies involving EDXRD (Luggar et al., 1997, 
Malden and Speller, 2000, Madden et al., 2008, Sun et al., 2010). 
Further details on the primary beam profiles can be found in Klug and Alexander 
(1974), Aslanov et al. (1998) and He (2009). 
These incident beam profiles are prevalent in XRD and have not been greatly 
modified over the years.  As it is described in detail in Chapter 5, this study focused 
on the employment of an alternative primary beam profile, an annular beam, for the 
acquisition of high intensity XRD data. 
 
3.4 Comparison between ADXRD and EDXRD 
This section aims to compare the functionality and ability of angular dispersive XRD 
(ADXRD) and energy dispersive XRD (EDXRD) in terms of security screening.   
ADXRD is the conventional laboratory arrangement employed for XRD and it is 
generally used in material analysis to provide high quality crystallographic data.  
EDXRD is a relatively recent method that was reported in medical applications by 
Johns and Yaffe (1983), and then received a distinguishable interest in security 
screening in the last few decades.   
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ADXRD utilises a monochromatic X-ray source and a point, line or area detector to 
measure the intensity of the scattered profile as a function of scattered angle (θ).  In 
contrast, EDXRD uses a polychromatic (white radiation) X-ray source and an energy-
resolving detector collects the intensity of the scattered rays at a fixed 2θ angle.  
Figure 3.7 provides a schematic illustration and comparison of these core features 
and differences between ADXRD and EDXRD. 
 
 
 
 
 
 
 
 
The monochromatic X-ray beam employed for ADXRD has a constant wavelength 
and the scattered rays are collected over a range of 2θ angles.  Bragg’s law is then 
applied to obtain the inter-planar distances (d-spacing) of the sample under 
investigation.  The 2θ angles are typically measured by a point detector that 
translates at a constant radius around the sample causing an increase in the data 
collection time, relative to a stationary detector.  The acquisition speed can be 
increased by employing a far more costly area detector, to collect diffraction data 
simultaneously with no mechanical movement.  Jupp et al. (2000) argued that 
ADXRD can be engaged for security screening and introduced a non-invasive 
security inspection technique based on ADXRD, with the possibility of 
differentiating between benign and threat substances at an integration time of 5 
seconds.  It has been commented that for a full luggage inspection several minutes 
would be required (Jupp et al., 2000). 
Despite the fact that ADXRD analysis dominates in the field of high quality 
crystallographic data acquisition because of its higher resolution (minimum Δ(2θ)), 
Monochromatic 
X-ray source 
Sample 
2θ 
Goniometer 
Polychromatic 
X-ray source 
Sample 
2θ 
Energy resolving detector 
Figure 3.7  Schematic illustration of the key features of ADXRD and EDXRD 
transmission mode arrangements.  
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thus greater specificity (see Figure 3.8), EDXRD is more commonly employed in 
security screening for its speed advantage, as mentioned previously in Section 2.1.4 
(Luggar et al., 1997, Strecker, 1998, Malden and Speller, 2000, Cook et al., 2007, Cook 
et al., 2009b, Sun et al., 2010, Ghammraoui et al., 2012, O'Flynn et al., 2013b).   
 
 
 
 
 
 
 
 
 
 
 
In EDXRD, the monochromatic source is replaced by a polychromatic 
Bremsstrahlung source of typical wavelength between ~0.03-0.2 nm (Kämpfe et al., 
2005) and the scattered rays are measured by an energy resolving detector at a 
small fixed angle of typically <10° (Luggar et al., 1998, Cook et al., 2007).   
In comparison to ADXRD, the EDXRD data are expressed as a function of momentum 
transfer χ, which is a function of the scattering angle 2θ and the photon energy (E), 
as indicated by Equation (3.8). 
 
𝜒 =  
𝐸
ℎ𝑐
sin 𝜃 
(3.8) 
 
Figure 3.8  Scattering profile from cocaine 
hydrochloride acquired by EDXRD (obtained 
from Harding (2009)) and by ADXRD (PDF card 
No. 30-1629). 
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Benchmarked ADXRD diffractometers commonly offer a minimum discrimination of 
~0.005°/2θ that is translated to ~1.5 eV (at 0.7107 nm molybdenum wavelength).  
As it will be discussed later on, the highest reported resolution (minimum Δ(E)) 
offered by energy resolving detectors employed by EDXRD in luggage screening is 
~700 eV (high purity germanium detectors). 
The geometrical components of an EDXRD diffractometer can play a critical role in 
the acquisition of high energy and angular resolution data.  A key feature of EDXRD 
that can have a major result on the intensity, resolution, energy and momentum 
space range is the chosen fixed scattering angle (Luggar et al., 1997, Sun et al., 2010).   
It is shown that at low scattering angles of <10°, coherent scattering dominates over 
incoherent scattering; hence, the intensity of the resulting diffraction maxima would 
be much higher at low 2θ angles (Luggar et al., 1997, Luggar and Gilboy, 1999, Cook 
et al., 2007, Ghammraoui et al., 2012).  Incoherent (Compton) scattering involves 
the inelastic scattering of an X-ray photon from a loosely bounded electron, where 
the incident photon is re-emitted as an X-ray photon of lower energy (i.e. longer 
wavelength than the incident beam).  Incoherent scattering cannot take part in 
diffraction since its phase is randomly related to the phase of the incident radiation 
and no interference effects are produced (Cullity, 1978).  This effect typically occurs 
with light materials of low atomic number as their electrons are loosely bonded to 
the nucleus.  Compton scattering is observed as an undesirable darkening of the 
background of diffraction patterns.   
As the 2θ angle increases, the coherent scattering maxima occur at lower energies, 
with decreased peak intensity and more dominant attenuation effects (Cook et al., 
2007, Ghammraoui et al., 2012).  Nevertheless, the energy resolution of the 
diffraction peaks is higher at high scattering angles i.e. at low energies, as 2θ is 
inversely proportional to energy as indicated by Equation (3.8) (Luggar et al., 1997).  
At high 2θ angles (low energy), the momentum space is increased, hence more 
information can be contained within a limited energy window (Luggar et al., 1997).  
Luggar et al. (1997) explain that ideally, for a thin sample, a high 2θ scattering angle 
would be chosen to increase the energy resolution and the d-spacing range acquired.  
This however, comes to disagreement with the requirement of high energies for 
security screening in order to penetrate suitcases and thick objects within them.  For 
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this reason, a compromise between high energy resolution and high penetrating X-
ray energies has to be reached when it comes to EDXRD and security screening 
(Luggar et al., 1997).   
Moreover, a limitation of EDXRD is that the shape of the energy distribution should 
be known when interpreting EDXRD data.  However, the shape of the energy 
distribution changes across the thickness of the sample due to beam hardening.   
The findings of Luggar et al. (1997) and Lazzari et al. (2009) suggest that 4-5° and 
1-5° scattering angle, respectively will be the most suitable for baggage inspection; 
whereas Cook et al. (2007) identify the optimised 2θ angle for a number of drugs to 
be 7°.  Sun et al. (2010) demonstrated that the optimised scattering angle alters with 
different threat materials such as TNT or methamphetamine (10° scattered angle) 
and heroin (12° scattered angle), mainly due to their different elemental 
composition.  In contrast, a study performed by Li et al. (2010) indicated that the 
optimised scattering angle for methamphetamine (as well as sugar and salt) is 8°, 
whereas for TNT is 6°.  Selection of the most applicable detecting angle for each 
material is a limitation ADXRD does not have to face, as it collects information from 
all scattering angles (see below for pixelated energy-resolving detectors).  
As mentioned previously in Section 2.1.4, recent developments in EDXRD for 
security screening have suggested an alternative approach where ADXRD and 
EDXRD can be combined to utilise advantages from both techniques.  An array of 
scattering collimators and an array of energy sensitive detectors, as well as 
pixellated detectors, were employed to acquire diffraction data over a range of 2θ 
angles, similarly to ADXRD (Malden and Speller, 2000, Christodoulou et al., 2011, 
O'Flynn et al., 2012, O'Flynn et al., 2013a, O'Flynn et al., 2013b).  This led to 
increased counting rates by utilising a higher amount of the scattered beam hence 
reducing exposure times (Madden et al., 2008).  Additionally, Madden et al. (2008) 
presented a CT system coupled with EDXRD that upon 3D imaging of the suitcase, 
threat areas were identified for further investigation via EDXRD.  Two different 
scattering angles at 3.2° and 5.1° were employed depending on the density of the 
possible threat object, as determined by the CT (Madden et al., 2008).  For example, 
analysis of a high density object would require higher energy, therefore the low 2θ 
angle would be employed and vice versa. 
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It is also important to note that for EDXRD the incident and scattered collimation 
apertures play an important role.  Optimisation of the geometry can be achieved by 
a narrow scattered collimator that will increase the angular resolution, thus 
minimising errors and false alarms, which are of major concern to security 
screening (Malden and Speller, 2000, Cook et al., 2007, O'Flynn et al., 2013b) .  For 
every fixed 2θ angle, there is a small range of scattered angles (2θ1 – 2θ2) that 
essentially defines the system’s angular resolution by (2θ2 – 2θ1)/2θ in a simple 
EDXRD arrangement, as stated by Luggar et al. (1997).  Strict scattered collimation 
will however result in reduced counts due to ~99% loss of the scattered beam flux 
and increased exposure times (Luggar et al., 1996, Malden and Speller, 2000, 
O'Flynn et al., 2013b).  Even though a wide incident collimation would increase the 
number of incident X-rays reaching the sample, hence the intensity of the scattered 
beam, it would also cause a decrease in the angular resolution of the diffraction 
peaks due to peak broadening.  As mentioned previously in Section 3.3.3, studies 
have shown that a slit collimator offers an increased flux, thus higher signal-to-noise 
ratio (SNR) when compared to pencil beam collimators, but with a small decrease in 
the angular resolution (Luggar et al., 1997, Malden and Speller, 2000, Madden et al., 
2008, Sun et al., 2010). 
Another key aspect of EDXRD is the detector’s energy resolution that can affect 
diffraction profile to a great extent.   
Acquisition of EDXRD data has been obtained with significantly shorter times than 
with ADXRD, with Luggar et al. (1997) and Cook et al. (2007) reporting the collection 
of EDXRD profiles from explosives and drugs at 1 second but with a low SNR.  EDXRD 
detectors lack however, in energy resolution and often collection times have to be 
increased for good counting statistics (Luggar et al., 1997).  Various energy resolving 
detectors can be employed for EDXRD with different degrees of energy resolution.  
Si pixellated detectors indicated low quantum counting at high energies  and sodium 
iodide (NaI) detectors are known to have a low energy resolution of 12% (Cook et 
al., 2009a).  High purity germanium (HPGe) detectors have been proven to provide 
high energy resolution of 0.7 keV at 59.5 keV, but are expensive and require cooling 
to liquid nitrogen temperatures (Cook et al., 2009a, Pani et al., 2009).  It has been 
demonstrated that cadmium zinc telluride (CZT) detectors with 4 keV energy 
resolution at all energies are a good alternative to HPGe detectors; even though 
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improvement of the formers’ energy resolution to 2 keV would be beneficial (Cook 
et al., 2009a, Cook et al., 2009b, Pani et al., 2009, Ghammraoui et al., 2012).  
Nonetheless, Crespy et al. (2010) showed that HPGe detectors provide well-resolved 
peaks that appear as one broad peak with CZT detectors. 
Pani et al. (2009) and Cook et al. (2009b) argue that the energy resolution of an 
EDXRD system is of lower importance when analysing thick samples because of the 
low angular resolution of the diffraction peaks arising from thick samples, that 
dominates the overall resolution of the system.  Increased sample thickness will 
cause peak broadening of both EDXRD and ADXRD data, since diffraction maxima 
will arise throughout the sample (from X-ray source edge to detector edge of the 
sample), as it is shown later in Section 7.2. 
To conclude, both ADXRD and EDXRD have their drawbacks and more or less both 
techniques suffer from low intensity diffracted X-rays compared to the primary 
beam (weak diffraction signals).  This can cause illicit substances to easily be 
masked by other substances/structures within luggage.  Another major limiting 
factor of these techniques is their constraint in identifying samples exhibiting 
preferred orientation or large grain size.  Samples with preferred orientation or 
large grain size often affect the results and interpretation of the raw data.  As it will 
be described later in Chapter 5, the new technique introduced herein, has the ability 
to overcome the limitations of low intensity profiles, preferred orientation and large 
grain size. 
The key advantages and limitations of ADXRD and EDXRD arrangements are 
summarised in Table 3.1. 
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Table 3.1  Advantages and limitations of ADXRD and EDXRD. 
ADXRD  EDXRD 
Advantages Limitations  Advantages Limitations 
High quality 
crystallographic 
data 
Requires 
rotation/translation 
of components 
 Time effective 
Requires narrow and 
multiple collimation 
(well-defined 2θ) 
     
No need for 
spatially 
filtering the 
scattered X-ray 
beam 
Long acquisition 
times 
 
Static equipment 
setup 
High loss of scattered 
beam flux (long 
acquisition times) 
     
No need for an 
energy 
resolving 
detector 
    
   
No need for filtering 
the incident X-ray 
beam 
Compromise between 
high energies and good 
energy resolution 
     
   Possible mobile use 
High energy resolution 
detectors e.g. HPGe are 
large, expensive and 
require cryogenic 
cooling 
 
3.5 Concluding remarks  
X-rays interact with matter in various ways, but the most relevant to this work is 
coherent scattering that offers material characteristic information and is the basis 
of XRD.  Even though scattering can occur from every matter, crystalline materials 
that possess a long-range order, tend to generate numerous sharp diffraction peaks, 
in contrast to the broad halos produced by non-crystalline (short-range order) 
materials.  Such materials are liquids and produce one or more broad maxima.  
Crystalline materials can however, possess certain characteristics that can mislead 
or complicate the interpretation of their diffraction profiles, such as preferred 
orientation and large grain size.  The leading geometries in the acquisition of 
scattering distributions, transmission and reflection mode XRD were described 
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along with the conventional primary beam profiles, including pencil beam geometry.  
Finally, a comparison between long-established angular dispersive XRD and 
relatively newly developed energy dispersive XRD was presented, focusing on their 
differences, advantages and disadvantages in regards to aviation security.  It was 
concluded that even though both arrangements suffer from long acquisition times 
in demand for good quality data, a combination of both as shown in the literature 
could be proven beneficial for security screening. 
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Chapter 4 CODED APERTURES: INTRODUCTION 
 
 
Outline 
A systematic literature review on the history of coded aperture imaging systems is 
given within this chapter.  The foremost coded aperture systems are discussed, 
mainly in terms of post-sample coded apertures, and the analytical description and 
fundamental principles of such systems are then presented.  Coded aperture 
analysis is believed to provide an alternative treatment for FCG data interpretation.  
Finally, coded apertures acting as encoders to obtain spatial discrimination of 
unknown samples along a primary axis are discussed, in relation to XRD and security 
screening. 
 
4.1 Background 
Part of this work focused on the use of coded aperture systems with focal construct 
geometry.  The importance of coded apertures lies within their potential to offer an 
alternative approach to FCG data interpretation and their ability to obtain depth 
information within a volume.  It is however important, to first comprehend how 
coded aperture systems work and identify their abilities and limitations through a 
brief review of early and current systems. 
An early development of a coded aperture system was presented by Mertz and 
Young (1961) in the form of a Fresnel zone plate (FZP) with a visible-light star 
camera.  The concept of a random array (RA) to act as a coded aperture imaging 
(CAI) system was introduced later in 1968 in the field of X-ray astronomy by Dicke 
(1968) and Ables (1968).  This notion of randomly arranged multiple holes was 
introduced due to the need for a system providing high resolution imaging data with 
a large aperture for X-ray or γ-ray astronomy (Dicke, 1968).  Consequently, coded 
apertures initially consisted of a random arrangement of numerous pinholes of the 
same diameter (Ables, 1968), as a replacement of the single pinhole system.  Even 
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though a single pinhole would provide the high resolution image required, it 
possessed an unfeasibly small aperture, thus generating a low SNR (Dicke, 1968).   
The major advantage of multi-pinhole coded masks is that the aperture is increased 
significantly by employing approximately 50% of the area of the aperture, hence 
increasing the signal-to-noise ratio (SNR) without a decrease in the resolution of the 
imaging system (Dicke, 1968, Fenimore and Cannon, 1978, Skinner, 1984, Busboom 
et al., 1997, Gottesman, 2007).  The angular resolution of the image is similar to the 
single small pinhole, but the SNR is increased commensurate with the number of 
pinholes n of the aperture; √𝑛 when a dc background is not subtracted and √𝑛/2 
when it is subtracted (Ables, 1968, Fenimore, 1978, Fenimore and Cannon, 1978, 
Fenimore et al., 1978).  For X-ray imaging, the advantages of a coded aperture over 
a pinhole collimator are even greater, due to the weak intensity of the X-ray sources 
that would require a large aperture to obtain reasonable SNR, sacrificing the angular 
resolution, as suggested by Fenimore and Cannon (1978).  In addition, coded 
apertures can perform tomography due to the different shadows of the coded 
aperture arising from different object positions (Fenimore and Cannon, 1978), as 
will be discussed later on.  However, imperfect coded apertures, in terms of non-
ideal δ-function autocorrelation as it is explained further on, can cause inherent 
noise/artefacts in the recovered image (Byard, 2014). 
The multi-pinholes aperture masks introduced by Dicke (1968) and Ables (1968) 
would develop a recorded image consisting of the summation of all the individual 
images produced by each pinhole in the pattern.  Severe overlapping of these images 
would generate an image with no resemblance to the object under investigation 
(Fenimore et al., 1978).  A decoding procedure involving cross-correlation, by 
placing the aperture mask on the recorded image, was developed in an attempt to 
reconstruct the original image of the object (Ables, 1968).  Figure 4.1 depicts the 
above procedure followed during a typical post-sample CAI system. 
As demonstrated by Figure 4.1, a coded aperture mask consisting of opaque (0) and 
transparent (1) elements, is positioned between the object and the detector, hence 
it is considered as a post-sample aperture.  After capturing the encoded image, a 
decoding procedure follows to recover the original image.  This post-processing 
method involves correlation of the captured image with the coded aperture, based 
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on the principle that the autocorrelation of the coded mask produces a Dirac δ-
function (Gunson and Polychronopulos, 1976).   
 
 
 
 
 
 
 
 
 
 
 
 
It is essential to note here that the terms correlation and convolution are used 
interchangeable in the literature when the coded mask is circularly symmetric, as 
convolution is identical to correlation plus a reflection (Silva and Rogers, 1981a, 
Silva and Rogers, 1981b).  However, mathematically, cross-correlation and 
convolution are distinctly different, as indicated by Equations (4.1) and (4.2), 
respectively; 
 
𝑓(𝑥) ⋆ 𝑔(𝑥) = ∫ 𝑓(̅𝜏)
∞
−∞
𝑔(𝑥 + 𝜏)𝑑𝜏 
(4.1) 
 
𝑓(𝑥) ∗ 𝑔(𝑥) = ∫ 𝑓(𝜏)
∞
−∞
𝑔(𝑥 − 𝜏)𝑑𝑡 
(4.2) 
Figure 4.1  The basic principles of post-sample coded aperture imaging system. 
O
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Digital decoding 
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where, ⋆ denotes cross-correlation, * denotes convolution and 𝑓(̅𝜏) is the complex 
conjugate of 𝑓(𝜏). 
Details of the mathematical description of coded aperture systems and their 
decoding procedure are given in Section 4.1.1. 
If the autocorrelation of the coded aperture is a perfect Dirac δ-function (see 
Equation (4.3)), then the object is reconstructed but in the presence of a noise term 
(Fenimore and Cannon, 1978). 
 
𝛿(𝑥) = {
∞, 𝑥 = 0
0, 𝑥 ≠ 0
 
(4.3) 
 
Equation (4.3) indicates that at x=0, the δ-function approaches infinity; whereas 
anywhere else it is equal to zero.  This property of the δ-function can be seen in the 
graphical representation of Figure 4.2.  The area under the spike at x=0 is always 
equal to 1 as indicated by Equation (4.4) and δ(x) can be defined by a number of 
proper functions, as it is not a true function. 
 
 
 
 
 
 
 
 
 
∫ 𝛿(𝑥) 𝑑𝑥 = 1
∞
−∞
 
(4.4) 
 
However, as it will be discussed later on, most often the autocorrelation nature of 
the coded mask is not an ideal δ-function.  Therefore, artefacts and an inherent noise 
x -x 
(0, 0) 
δ(x) 
Figure 4.2  A graphical representation of a Dirac delta function. 
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are adopted by the reconstructed image, which has a fixed SNR corresponding to the 
central peak : noise ratio in the auto-correlated function of the coded aperture. 
Coded apertures were mainly implemented in X-ray astronomy (Mertz and Young, 
1961, Ables, 1968, Dicke, 1968, Skinner, 1984, Busboom et al., 1997) and nuclear 
medicine (Accorsi et al., 2001, Mu et al., 2009, Martineau et al., 2010) with recent 
applications in X-ray scattering and security screening (Faust et al., 2009, Olivo et 
al., 2009, MacCabe et al., 2012).  Different mask patterns of coded apertures were 
evolved over the years commencing with FZP (Mertz and Young, 1961, Barrett, 
1972, Cannon and Fenimore, 1980) and random multi-pinhole masks (Ables, 1968, 
Dicke, 1968, Cannon and Fenimore, 1980), and progressing to non-redundant 
arrays (NRAs) (Golay, 1971, Weiss, 1975, Vertatchitsch and Haykin, 1986, Finger 
and Prince, 1995), pseudonoise arrays (MacWilliams and Sloane, 1976, Fenimore 
and Cannon, 1978, Gottesman and Fenimore, 1989), uniformly redundant arrays 
(URAs) (Fenimore and Cannon, 1978, Cannon and Fenimore, 1980, Fenimore, 1980, 
Gottesman and Fenimore, 1989, Busboom et al., 1997, Chen and Kishimoto, 2003) 
and modified uniformly redundant arrays (MURAs) (Gottesman and Fenimore, 
1989, Ballesteros et al., 1996, Gottesman, 2007). 
The key criterion on the choice of coded mask, involves the post-processing 
procedure and which coded aperture’s autocorrelation provides the closest 
approximation to a Dirac δ-function without any sidelobes.  The autocorrelation of 
the coded aperture is described by the system point spread function (SPSF).  
Nonetheless, most of the proposed systems do not possess a perfect δ-function SPSF, 
hence the reconstructed object is not a faithful representative of the original object 
(Fenimore, 1980).  In some cases, reconstruction is performed by either correlating 
the coded image with the coded aperture’s convolutional inverse or by correlating 
the former with the coded mask or a scaled version of it (Fenimore, 1980).  In the 
first case, the decoding array (convolutional inverse) would also enhance any noise 
present at the certain frequencies of the coded image, thus the reconstructed image 
would be enhanced by noise (Fenimore, 1980).  In the second case of correlation 
analysis, if the SPSF of the coded aperture is not a perfect δ-function, artefacts would 
be introduced in the reconstructed image. 
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The pattern of the FZP autocorrelation function is associated with ripples; whereas 
the pattern of the random pinhole masks consists of a spike on top of a pyramid and 
suffers from spurious peaks (fluctuations) (Gunson and Polychronopulos, 1976, 
Cannon and Fenimore, 1980, Barrett and Swindell, 1981).  NRAs possess an 
autocorrelation function with a central peak and flat sidelobes equal to unity 
(Fenimore and Cannon, 1978, Barrett and Swindell, 1981, Skinner, 1984).  However, 
a limitation to NRAs, is the significantly restricted number of holes (maximum ~24 
holes) due to their associated redundancy that requires each separation (of pair of 
holes) to occur just once; resulting in a limited increase in the SNR (Fenimore and 
Cannon, 1978, Skinner, 1984). 
URAs are considered as the prevalent coded apertures and were originally proposed 
by Fenimore and Cannon (1978).  URAs belong to a class of arrays referred to as 
pseudonoise arrays and their uniqueness lies within the constant number of times 
a particularly separation is repeated (Fenimore and Cannon, 1978).  During the 
post-processing procedure of a URA coded aperture system, the coded image can be 
correlated to a decoding array (also URA) to reconstruct the object.  The choice of 
the decoding array is based on the requirement that upon correlation with the initial 
URA it will give a perfect δ-function with zero sidelobes (Fenimore and Cannon, 
1978).  For the SPSF of URAs to be an ideal δ-function, Fenimore and Cannon (1978) 
state that the post-processing (decoding) array should be the convolutional inverse 
of the initial URA.  It has also been suggested that most post-processing arrays for 
URAs are equivalent to the initial URA or a scaled version of it (Gottesman and 
Fenimore, 1989).  As proposed by Fenimore and Cannon (1978), zero sidelobes can 
be achieved either by a single basic URA aperture on a larger detector or by a 
detector smaller in size than a cyclic-permutation mosaic of URA.  By employing only 
the central region of the URA (single basic array), SPSF with a δ-function nature is 
achieved (Cannon and Fenimore, 1980).  The second method can also be 
advantageous by providing a larger field of view when small area detectors are 
employed e.g. X-ray astronomy (Fenimore and Cannon, 1978). 
The key advantage URAs have to offer is that they can combine high transmission 
features often seen by the large open areas of random arrays and ZPL, with the flat 
sidelobes of the SPSF of NRAs (Fenimore, 1978, Fenimore and Cannon, 1978, 
Cannon and Fenimore, 1980). 
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Annular post-sample coded apertures have also been explored, as initially proposed 
by Walton (1973) and then studied in depth by Simpson (1978).  Annular coded 
apertures belong to the group of dilute apertures together with NRAs, as they have 
a <50% open fraction; in comparison to the filled apertures (FZP, random pinhole 
array) that have a ~50% open fraction (Simpson et al., 1975).  Similarly to the 
previously mentioned coded aperture systems, the proposed encoding procedure 
for annular coded apertures involves correlation of the object with an annulus 
(coded aperture) with r1 and r2 inner and outer radius, respectively.  The recorded 
image is then correlated with the annulus to reconstruct the original object (Walton, 
1973, Simpson et al., 1975).  The autocorrelation function of the annular coded 
aperture however, does not represent an ideal δ-function.  Instead, there is a central 
high intensity spike with undesirable ‘wings’ extending out to 2r2, and low intensity 
peaks at 2?̅? referred to as ‘glitch’ (where ?̅? is the mean radius of the annulus), as 
indicated in the literature (Simpson et al., 1975, Simpson, 1978, Silva and Rogers, 
1981b).  Barrett and Swindell (1981) demonstrated how the annulus can be 
approximated to a ring-delta function and its autocorrelation has the same 
characteristics as those proposed by Simpson et al. (1975).  The autocorrelation of 
a ring-delta function (Equation (4.5)) is given by Equation (4.6), over a radial 
distance r, as shown by Barrett and Swindell (1981).  For a more detailed analytical 
description the reader may refer to Barrett and Swindell (1981). 
 
𝑢(𝑟) = 𝛿(𝑟 − ?̅?) = 𝛿(|𝑟| − ?̅?) (4.5) 
 
𝑢(𝑟) ∗ 𝑢(𝑟) = ∫ 𝑑2𝑟0𝛿(𝑟0 − ?̅?)𝛿(|𝑟 + 𝑟0| − ?̅?) =
4?̅?2
𝑟(4?̅?2 − 𝑟2)1/2 
∞
0
 
(4.6) 
 
Analysis of Equation (4.6), indicates that close to r=0, the SPSF has a high fraction 
value of 4?̅?2 (i.e. 
4?̅?2
~0(2?̅?)
), whereas at r=?̅? is 4/√3 and at r=2?̅? is 2?̅?.  When Equation (4.6) 
is plotted, a central high intensity spike can be seen with a slow decay and ‘glitches’ 
at 2?̅? as illustrated in Figure 4.3. 
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Figure 4.3  The autocorrelation plot of a ring-delta function 
as given by Equation (4.6); for a ?̅? = 𝟖 𝒎𝒎 annulus. 
 
 
 
 
 
  
 
 
It was suggested by Simpson et al. (1975) that sharpening of the SPSF would 
improve the quality of the reconstructed image i.e. offering better resemblance to 
the origin object, but at a possible SNR lost.  Simpson et al. (1975) applied certain 
post-processing filtering to the recovered image, in order to reduce the effect of the 
slow decaying peak in the annulus SPSF.   
As demonstrated by Simpson et al. (1975) and Simpson (1978), this post-processing 
filtering procedure improved the SPSF in terms of the decaying sidelobes of the 
central peak, but did not influence the ‘glitch’ at 2r2.  Filtering eliminated any 
additional background resulting from the decaying sidelobes, therefore 
reconstructing the object more effectively.  Simpson (1978) determined the increase 
in SNR from a pinhole to an annulus to be equal to the√
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑎𝑛𝑛𝑢𝑙𝑢𝑠
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑝𝑖𝑛ℎ𝑜𝑙𝑒
 (pinhole is 
equivalent to pencil beam collimator) prior filtering; with a ~17% decrease in the 
SNR after filtering.   
Simpson (1978) also offers an alternative approach to the annular coded aperture 
system, aimed to resolve the artefacts introduced by the low intensity peaks at 2r2.  
This approach involved the employment of a two-annulus system with two encoded 
images.  In other words, two annuli of different radius (with an optimum ratio of 
1.085 as stated by Simpson (1978)) were convolved with the object to produce two 
encoded images, that upon certain post-processing would reconstruct the object 
without the artefacts at 2r2.  The two encoded images were Fourier transformed and 
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then added together with appropriate weighting at each frequency (Simpson, 1978).  
The advantage of this two-annulus system was however eliminated when out-of-
focus reconstructions arising from different size shadows of the annular apertures 
during tomography, re-introduced the artefacts arising from the SPSF at 2r2 
(Simpson, 1978). 
Other researchers (McCrickerd, 1971, Brunol et al., 1978, Silva and Rogers, 1981a, 
Silva and Rogers, 1981b, Silva and Rogers, 1982) also focused on annulus and twin 
annulus coded aperture systems.  Twin annulus systems involved the application of 
a single coded aperture consisting of two annuli of different radius. 
Early coded aperture systems such as the FZP and random pinhole arrays, as well as 
all the coded aperture systems discussed in this section up to now, involved post-
sample coded masks.  However, examples of coded apertures placed prior to the 
sample, i.e. pre-sample coded aperture, have also been investigated (Klotz et al., 
1974, Weiss et al., 1977).  In the work presented by Klotz et al. (1974) and Weiss et 
al. (1977), a non-redundant distribution was examined as a pre-sample coded 
aperture.  Weiss et al. (1977) argue that discrete apertures such as certain point 
distributions cannot only act as a passive array (post-sample array) but as an active 
aperture by a distribution of X-ray sources.  This distribution of X-ray sources is 
referred to as a coded source by Barrett and Swindell (1981).  The encoded image is 
obtained by convolution of a non-redundant distribution of X-ray tubes (by 
simultaneous flashing) with an object.  The optical decoding procedure involves 
correlation and scaling, relevant to the individual layers of the object (Klotz et al., 
1974). 
A supplementary feature of CAI systems is their tomographic ability, as mentioned 
previously.  The recorded shadow of the coded aperture will be scaled dependently 
on the distance between the object and the coded aperture (Simpson et al., 1975, 
Cannon and Fenimore, 1980).  Objects close to the coded aperture would produce a 
larger shadow of the coded mask than objects that are farther away (Chen and 
Kishimoto, 2003).  Additionally, the position of the coded aperture’s shadow is 
dependent on the lateral displacement of the coded aperture (Chen and Kishimoto, 
2003, Schultz et al., 2009).  These fundamental properties of coded aperture 
tomographic imaging are illustrated in Figure 4.4.   
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When imaging 3D objects or multiple objects with a spatial discrimination, the 
encoded image is the sum of each object plane’s correlation with a certain 
magnification of the coded aperture.  Decoding of the image would thus engage 
correlation of the encoded image with an appropriately magnified decoding array; 
resulting in only one of the planes to be in-focus, whereas all others would be out-
of-focus (Chen and Kishimoto, 2003).  Therefore, applications of coded aperture 
systems do not only purpose an increase in the SNR (without loss of the angular 
resolution), but also generation of a tomographic effect by acquiring layers of 3D 
objects (Weiss et al., 1977, Chen and Kishimoto, 2003).  
Nonetheless, CAI systems possess certain limitations, specifically in the field of 
nuclear medicine due to the short distance between the object and the coded 
aperture camera, such as near-field imaging artefacts with strong background and 
non-uniform intensities across the field of view (Mu et al., 2009).  Artefacts mainly 
arise during 3D imaging from out-of-focus slices as explained above.  Attempts to 
improve the performance of coded apertures and overcome their limitations 
resulted in continuous development of different post-processing methods (Accorsi 
et al., 2001, Mu et al., 2009, Martineau et al., 2010, Zhang et al., 2013, Byard, 2014).  
It is important to highlight, that studies on coded apertures, including annular 
apertures, involved nuclear imagining for medicine as well as X-ray astronomy and 
Figure 4.4  The fundamental concept of tomographic imaging with coded apertures 
[modified from Chen and Kishimoto (2003)]. 
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optics, and have been operated in the non-diffractive regime (Simpson et al., 1975, 
Gottesman, 2007). 
 
4.1.1 Analytical description 
In this section, the encoding and decoding procedures involved with a CAI system 
are presented. 
In the spatial domain, let O(x,y) and A(x,y) denote the object and coded aperture, 
respectively to encode the recorded encoded image by Equation (4.7); 
 
P(x,y) = A(x,y)O(x,y) + N(x,y) (4.7) 
 
where P(x,y) is the recorded image, N(x,y) is a noise term and  is the symbol for the 
2D correlation operator (or convolution if the coded aperture is circularly 
symmetric).   
One could argue that the object could be recovered by simply deconvolving the 
recorded image P(x,y) with the coded aperture A(x,y).  Even though this would work 
for ideal noise-less data, in the presence of noise N(x,y) deconvolution fails to 
recover the object under investigation. 
When the cross-correlation (or convolutional inverse) decoding procedure is 
applied, the reconstructed object, Ô(x,y), is obtained by cross-correlation of the 
recorded image with a decoding array, G(x,y), as illustrated by Equation (4.8); 
 
Ô(x,y) = P(x,y)G(x,y) (4.8) 
 
which when substituted into Equation (4.7) gives Equation (4.9);  
 
Ô = [A(x,y)O(x,y)]   G(x,y) + G(x,y)N(x,y) (4.9) 
 
hence,  
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Ô = [A(x,y)G(x,y)] O(x,y) + G(x,y)N(x,y) (4.10) 
 
The reconstructed image is thus arising from the correlation of the object with the 
correlated coded aperture and decoding array G(x,y) plus a noise term.  The 
following requirements are therefore essential for a perfect reconstruction of the 
object: 
 
A(x,y)G(x,y)= δ   and   G(x,y)N(x,y)=0  
 
As mentioned previously, in the case of URAs, the post-processing operator G(x,y) is 
the convolutional inverse of A(x,y) and is typically a scaled version of A(x,y); 
whereas for FZP and NRAs, G(x,y) is identical to the coded aperture A(x,y) 
(Fenimore and Cannon, 1978, Cannon and Fenimore, 1980).  In cases of a 
mismatched decoder G(x,y), i.e. non-identical to the coded aperture A(x,y) (also 
known as balanced correlation method), where A(x,y) is represented by 1’s 
(transparent elements i.e. pinholes) and 0’s (opaque elements), the decoding array 
would consist of 1’s and -1’s respectively (Simpson, 1978, Cannon and Fenimore, 
1980, Ballesteros et al., 1996). 
The decoding procedure is based on the property of AG≈δ (or AA≈δ), thus when 
correlated with the object it generates its reconstruction.  Ideally, AG would be an 
exact δ-function with zero sidelobes as in the case of URAs (Fenimore, 1978, 
Fenimore and Cannon, 1978, Chen and Kishimoto, 2003).  If however, AG produces 
sidelobes with a constant value, a dc background is added to the reconstructed 
image, which can be removed during post-processing (Fenimore and Cannon, 1978).  
Sidelobes though, are not usually constant and give rise to inherent noise in the 
reconstructed object.  As mentioned previously, SPSF (Equation (4.11)), which is the 
autocorrelation function of the coded aperture (AA or AG ) gives an indication on 
the ability of the coded aperture to recover the original object (Fenimore and 
Cannon, 1978).  The closer the SPSF is to a δ-function the higher the SNR of the 
reconstructed object. 
 
SPSF = A(x,y)G(x,y) 
(4.11) 
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4.2 Encoders 
An alternative and more recent approach to CAI systems is to employ the coded 
mask as an encoder, in order to extract depth information, i.e. tomographic data 
(MacCabe et al., 2012).  This gives rise to the combination of coded apertures with a 
variety of techniques, such as phase contrast imaging (Olivo and Speller, 2007, Olivo 
and Speller, 2008a, Olivo and Speller, 2008b, Olivo et al., 2009, Ignatyer et al., 2011, 
Olivo et al., 2011) and X-ray diffraction (MacCabe et al., 2012, Greenberg et al., 
2013b, Greenberg et al., 2014a, Greenberg et al., 2014b).  Recent developments on 
CAI systems tend to focus on their employment in security screening for the 
detection of explosives and improvised explosive devices (Faust et al., 2009, Olivo 
et al., 2009, Greenberg et al., 2013a, Greenberg et al., 2014b). 
This section will focus on encoders coupled with coherent scattering, as it is of 
relevance to this work.   
A coded aperture composed of a periodic array of lead bars constructed in a comb-
like structure has been initially suggested by MacCabe et al. (2012) to act as a post-
sample encoder.  This ‘coded aperture X-ray scatter imaging’ (CAXSI) system aimed 
at the recovery of spatial information and identification of unknown substances 
along a primary axis with a single snapshot.  A primary aperture was positioned 
between the X-ray source and the sample to shape the primary beam into a pencil 
beam, as illustrated in Figure 4.5.   
 
 
 
 
 
 
 
 Figure 4.5  Experimental configuration of a pencil beam coded aperture X-ray scatter 
imaging system with a comb-like aperture [modified from MacCabe et al. (2012)]. 
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A secondary aperture, the comb-like encoder (see Figure 4.5), was placed between 
the sample and a 2D detector array in order to encode the resulting scattering 
maxima (MacCabe et al., 2012).  The coded aperture and detector array were placed 
perpendicular to the primary beam’s axis, similarly to a transmission mode ADXRD 
arrangement (see Sections 3.3.1 and 3.4).  Once the sample was penetrated by the 
pencil beam, scattering maxima (Debye cones) struck the coded aperture at certain 
angles (radius).  Scattered X-rays were either transmitted or absorbed by the coded 
aperture.  The Debye cones were therefore modulated in an unambiguous manner 
by the reference structure proposed by the coded aperture, relevant to the formers’ 
radii, possessing a spatial frequency encoding.  The encoded structure of the Debye 
rings was resolved by an analytical decoding procedure, as designated by MacCabe 
et al. (2012). 
This allowed determination of the sample’s position along the primary axis and 
hence identification of the substance, based on its diffraction characteristics.  
Moreover, the work was extended to multiplex sampling, comprising of two 
crystalline powders at different spatial ranges, in order to test the ambiguity of the 
technique (MacCabe et al., 2012).  MacCabe et al. (2012) assert that the results 
indicated a clear modulation to the geometry of the Debye cones that led in the 
successful determination of the individual samples and multiplex samples’ positions 
along the primary axis, with an average error of 1.5% and 1.3% respectively, in a 
single snapshot.  Therefore, the samples were identified with an average 0.3% error 
(MacCabe et al., 2012).  The experimental analysis took into account a priori 
knowledge of the samples’ positions along the primary beam axis to act as a 
comparison tool for validation purposes.  MacCabe et al. (2012) also proposed that 
a coded aperture with a finer structure would improve the spatial and momentum 
transfer resolution of the system.  In a later study, the ability of a coded aperture 
comprised of a sequence of alternating opaque and transparent line blocks of 
different widths (in the vertical direction) to acquire snapshot tomography with a 
fan beam geometry was presented (MacCabe et al., 2013). 
Greenberg et al. (2013a) combined EDXRD with the coded aperture ADXRD method 
proposed by MacCabe et al. (2012) to resolve depth and material characteristic 
information of unknown samples at unknown locations.  This technique is referred 
to as ‘coded aperture coherent scatter spectral imaging’ (CACSSI).  A similar comb-
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like encoder to MacCabe et al. (2012) was placed in the path of the scattered X-rays 
and a linear array of energy-sensitive detector pixels was employed, as shown in 
Figure 4.6 (Greenberg et al., 2013a).  The position-dependent magnification of the 
coded aperture induces a spatial encoding on the scattering maxima allowing 
recovery of their position along the primary beam axis through a reconstruction 
algorithm proposed by Greenberg et al. (2013a).   
 
 
 
 
 
 
 
 
CACSSI was also attempted with liquid samples indicating potential discrimination 
between water and 50% concentration of H2O2 (Greenberg et al., 2013a).  However, 
the momentum transfer resolution of CACSSI was reduced when the complexity of 
the objects increased during multiplex sampling (Greenberg et al., 2013a).  
Furthermore, Greenberg et al. (2014a) demonstrated the application of CACSSI with 
a single energy-sensitive pixel detector of sufficient energy resolution to detect the 
modulation in the scattered rays.   
In a later study, Greenberg et al. (2014b) employed a similar encoder to that of 
CACSSI as a pre-sample coded aperture aiming to enhance source efficiency.  This 
technique is termed ‘structure illumination coherent scatter imaging’ (SICSI) and 
implements at least one polychromatic X-ray source.  A coded aperture consisting of 
a periodic series of holes was positioned between the X-ray source and the object 
(Greenberg et al., 2014b).  The coded aperture served two causes: to decrease the 
required incident beam flux and to induce a position-dependent modulation on the 
scattered X-rays (Greenberg et al., 2014b).  The object was translated relative to the 
Object 
Coherent scatter 
Coded aperture 
Energy sensitive 
detectors 
X-ray pencil 
beam 
Figure 4.6  Experimental arrangement of coded aperture coherent scatter 
spectral imaging (CACSSI) technique [modified from Greenberg et al. (2013a)]. 
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X-ray source in order to be illuminated by a multiple number of different incident 
angles, resulting in lower required incident beam flux or shorter acquisition times 
(Greenberg et al., 2014b).  A single energy-sensitive pixel detector was employed to 
obtain time measurements (to determine object’s position along the translational x-
axis) and energy-resolved measurements (modulated for different object positions 
along the primary z-axis) of the scattered rays (Greenberg et al., 2014b).  A 
reconstruction process was then applied to extract the encoded information. 
Greenberg et al. (2014b) suggest that the results indicated reasonable estimations 
of the object’s position and material characteristics, despite the presence of some 
artefacts.  It was noted that only ~0.1% of the coherent scattering was acquired by 
the detector, signifying that a larger detector could reduce time exposure 
(Greenberg et al., 2014b).   
 
4.3 Concluding remarks 
In this chapter, a review on the history of coded aperture systems was given, whilst 
focusing more on the dominant URAs and the relevant to this work, annular coded 
apertures.  The key characteristics and ability of the annular coded apertures to 
reconstruct objects were discussed alongside proposed post-processing procedures 
for more efficient reconstructions.   
The main advantages of coded aperture systems were identified to be the increased 
SNR when compared to pinhole apertures and good angular resolution.  
Additionally, CAI systems have been notably developed for their tomographic 
capabilities, specifically for nuclear medicine. 
Recent developments on coded apertures involve their application in XRD, mainly 
as post-sample encoders.  Their purpose is to modulate the scattered X-rays in a 
positon-dependent manner in order to determine the position of unknown 
substances along a primary axis and enable material identification.  This serves in 
the characterisation of unknown substances with no a priori knowledge of their 
spatial range, which within other applications, could be implemented in the 
identification of hidden explosives. 
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Chapter 5 FOCAL CONSTRUCT GEOMETRY 
 
 
Outline 
In this chapter, the novel ‘focal construct geometry’ (FCG) developed during this 
work is introduced and described in detail.  The theory underlying an annular beam 
geometry with its fundamental principles and key concepts are explained.  Details 
are given on previous studies performed with this geometric arrangement and 
examples of such XRD data are presented.  Lastly, the main gaps in research 
involving FCG and the objectives of this study are identified.   
 
Focal construct geometry is the scientific and technological basis of a new method 
for high speed acquisition of angular dispersive X-ray diffraction data with enhanced 
intensity.  The theoretical considerations underlying FCG were first presented by 
Rogers et al. (2010). 
FCG is an emerging novel geometry for powder X-ray diffraction that utilises an 
annular beam instead of the conventional pencil beam arrangement.  Proof-of-
concept for this innovative technology has been established by previous research 
(Chan et al., 2010, Rogers et al., 2010), demonstrating the capability of FCG to 
provide diffractograms of much higher intensity than conventional XRD techniques.  
In addition, FCG has the advantage of utilising a greater cross-section of the 
interrogating sample area when compared to traditional XRD techniques, without 
increasing the flux density, within security screening where the approach integrates 
a larger volume simultaneously.   
 
5.1 Geometry 
FCG’s fundamental property is the employment of an annular beam (hollow conical 
beam) instead of the conventional pencil beam arrangement.  FCG is employed 
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usually in transmission mode angular dispersive powder XRD, where the sample 
and detector are normal to the primary axis.  Figure 5.1 illustrates a 3D schematic 
diagram of the FCG arrangement.  An annular collimation optic is placed between 
the X-ray source and the sample to shape the primary beam into a hollow cone.  The 
circular footprint of the primary beam onto the sample can theoretically be 
considered to consist of an infinite number of pencil beams around its 
circumference.  A Debye cone will therefore be generated from each pencil beam 
around the circumference of the annular beam, hence causing the formation of 
multiple Debye cones.  Since these Debye cones occupy the same radius, at certain 
distances they will converge into single points along the primary axis.   
 
 
 
 
 
 
 
 
 
 
These focal points are termed ‘condensation foci’ and have enhanced intensity due 
to the concentration of multiple Debye cones, as demonstrated in Figure 5.1.  
Translation of an area detector along the primary axis acquires the location of the 
condensation foci, which can be converted into conventional 2θ angles by Equation 
(5.1); 
 
2𝜃 =  𝜙𝑚 + tan
−1 (
𝑅𝑠
𝐷𝑆𝐷
) 
(5.1) 
X-ray source 
Annular collimator 
Sample 
Multiple Debye cones 
High intensity 
condensation focus 
Detector 
Primary axis 
Figure 5.1  A 3D schematic illustration of the focal construct geometry (presenting a 
limited number of Debye cones).  The system is circularly symmetric around the 
primary beam axis. 
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where ϕm is the mean angular divergence, Rs is the radius of the primary beam’s 
footprint on the sample and DSD is the sample-to-detector distance, as depicted in 
Figure 5.2. 
The scattering 2θ angles can then be translated into d-spacing values by employing 
Bragg’s law Equation (3.4). 
 
 
 
 
 
 
 
 
 
 
 
 
An example of the high intensity condensation focus can be observed in Figure 5.3 
(b), in which empirical diffraction (FCG) patterns produced from an aluminium 
oxide (Al2O3) plate along the primary axis are presented.  Figure 5.3 (a) and (c) 
illustrate the diffraction patterns at ~1° 2θ angle at either side of the Bragg 
maximum.  Converging condensation rings prior to their condensation into a focal 
point are shown in Figure 5.3 (a); whereas in Figure 5.3 (c), the condensation focus 
had already been formed and it is now in the shape of a diverging condensation ring.   
It is important to note that these rings present in the FCG pattern are not Debye 
rings.  They are condensation rings caused by the convergence and divergence of 
multiple Debye cones into and from condensation foci respectively, and they show 
2θ 
x-axis 
y-axis 
z-axis 
Rs 
X-ray source 
Annular collimator 
Sample 
Debye cone 
Condensation focus 
Primary axis 
Debye cone 
ϕm 
2θ 
DSD 
Figure 5.2  A 2D diagram of the geometrical relationships in a focal construct 
arrangement. 
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the same enhanced intensity as the condensation foci.  The bright FCG patterns can 
therefore be referred to as diffraction caustics as defined by Evans et al. (2014). 
 
 
 
 
 
 
 
 
A better understanding of the formation of the condensation rings can be provided 
by Figure 5.4.  The condensation rings coloured in green and blue are formed from 
the convergence of multiple Debye cones into condensation foci labelled ‘1’ and ‘2’, 
respectively.   
 
 
 
 
 
 
 
 
The condensation ring in orange colour is an overlap/combination of the 
convergence of the Debye cones forming condensation focus ‘2’ and the divergence 
of the Debye cones forming condensation focus ‘1’.  Therefore, for the example given 
(a) (b) (c) 
Figure 5.3  Diffraction images from an Al2O3 sample measured at 1° 
less than the 311 convergence point (a), the 311 convergence point 
(b) (note the high central intensity) and 1° greater than the 311 
convergence point (c) [obtained directly from (Rogers et al., 2010)]. 
Figure 5.4  The condensation rings produced by two Bragg’s maxima with an 
annular beam geometry. 
X-ray source 
Annular 
collimator 
Sample 
1 2 
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in Figure 5.4, at each detector’s z-location prior condensation focus ‘1’, two 
converging rings are captured; whereas in between condensation foci ‘1’ and ‘2’, one 
diverging and one converging condensation rings are observed.  After the focal point 
of both scattering maxima, two diverging condensation rings are recorded.  The ring 
coloured in purple is the annular primary beam that is generally greater than the 
area of the detector; therefore, it is experimentally non-observable.   
The schematic illustration of the condensation focus and rings depicted in Figure 5.5 
shows FCG diffraction caustics generated from conventional scattering maxima.  In 
Figure 5.5, scattering maxima from a single 2θ angle are considered with a fixed 
annular beam (red ring).   
 
 
 
 
 
 
 
 
 
 
Essentially, FCG patterns can be considered a result of the convolution of the Debye 
cones with the annular primary beam, as seen in Figure 5.5.  The convergence and 
divergence of these Debye cones, as their radius increases is illustrated in Figure 5.5 
(a) and (c), respectively.  Figure 5.5 (b) demonstrates the condensation focus formed 
when the Debye cones have the same radius as the primary beam.  The outer 
condensation rings are also shown, indicating that their radius increases 
proportionally to the radius of the Debye cones. 
 
Outer condensation rings 
(b) (c) (a) 
Figure 5.5  Discretised representation of a continuum of Debye cones 
forming a converging (a) and diverging (c) condensation ring, and a 
condensation focus (b).  Outer condensation rings are also presented.  
The red circle represents the primary beam. 
Chapter 5  FOCAL CONSTRUCT GEOMETRY 
70 
5.2 Previous studies 
Previous research (Chan et al., 2010, Rogers et al., 2010) illustrated the fundamental 
principles underpinning FCG, theoretically and experimentally.  Empirical 
diffraction patterns have been acquired successfully by FCG and the enhanced 
intensity of the condensation foci has been experimentally confirmed.  The intensity 
of the FCG diffraction maxima has been calculated to be a factor of ~8Rs/WT greater 
than the intensity of the scattering signatures obtained from an equivalent pinhole 
of WT diameter, as indicated by Rogers et al. (2010).  The relationship of the absolute 
intensities of FCG and conventional diffraction maxima will be described in greater 
depth later in Section 7.2.1.  The relative intensities however, of the diffraction 
caustics differ to those from conventional XRD data, mainly due to intensity 
corrections (e.g. Lorentz factor that varies with diffraction geometry) applied to the 
latter, as commented by Rogers et al. (2010). 
It has also been demonstrated (Chan et al., 2010, Evans and Rogers, 2011) that FCG 
can identify illicit substances and materials of varying thicknesses within a very 
short period of time when compared to other XRD techniques, as well as being able 
to identify samples under non-ideal conditions (i.e. beam occlusion).  FCG has been 
proven to identify substances that are partly covered by placing an absorber in 
between either the sample and the detector or the X-ray source and the sample.  The 
successful identification of partly covered materials is of significant benefit, 
especially when dealing with security screening of luggage in airports, where 
structures may be overlapping or camouflaged.  
In addition, FCG is believed to have the capability of identifying substances having 
preferred orientation and/or large grain size, which is a major drawback of 
traditional XRD analysis, since any of these effects can influence the raw data and its 
interpretation (Chan et al., 2010, Evans et al., 2010, Rogers et al., 2010).  
Conventional XRD techniques typically capture a section of the Debye rings.  If the 
material analysed exhibits preferred orientation, there is a high possibility that 
some of the Debye rings will be absent at that section, giving rise to misinterpreted 
results as illustrated in Figure 5.6.   
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A simulation algorithm has also been developed to reproduce experimental data and 
aid the development of FCG.  Simulation work has determined the potential hit rate 
i.e. sensitivity and the false alarm rate i.e. specificity of FCG (Evans and Rogers, 
2011).  The results were derived from 200 trials for each threat material including 
a variety of explosives and drugs of abuse of different relative compositions.  The 
performance of FCG was shown to be poorer than that of the benchmark laboratory 
diffractometer’s, but this was expected taking into account the early developing 
stages of FCG.  The sensitivity of FCG was proven to be very high as it did not produce 
any false positives for the threat materials analysed, except for TNT (Evans and 
Rogers, 2011).  
Furthermore, previous research has established the development of a novel imaging 
technique, referred to as multidirectional X-ray absorption tomography (MXAT) 
(Evans, 2010).  MXAT utilises the annular beam geometry to capture absorption 
information and provide 3D view images of the scanned object.  A typical 
Figure 5.6  Diffraction image from an aluminium sample with preferred 
orientation, along with its linear integration at two different azimuthal angles. 
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arrangement for MXAT is shown in Figure 5.7.  As in the case of FCG, a 
monochromatic X-ray source is utilised with an annular collimation system forcing 
the X-ray photons to strike the sample in the shape of a hollow cone.  A transmission 
area detector or a ring detector (line detector in the shape of a ring) can be used to 
measure the attenuation of the objects within the volume.  The X-ray beam and the 
detector are translated simultaneously in x and y directions as shown in Figure 5.7, 
raster scanning the suitcase.  Taking a closer look at the arrangement of MXAT, it 
can be seen that a parallax effect is being produced, providing depth information.  
This parallax effect, as demonstrated in Figure 5.7, is being formed when the annular 
beam is translated along the scanned item, providing information on the depth 
difference between two overlapping (same x and y positions but different z position) 
objects.  This produces a sequence of images, viewed as a video, that can impart a 
vivid appearance of relative depth (Evans and Rogers, 2010).   
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Figure 5.7  The parallax effect arising from 
MXAT arrangement. 
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A brief summary of the key findings of previous research and indications for further 
reading are given below: 
1. High intensity diffractograms (Chan et al., 2010, Evans et al., 2010, Rogers et 
al., 2010).  
2. Identification of substances having preferred orientation / large grain size 
(Chan et al., 2010, Evans et al., 2010, Rogers et al., 2012). 
3. Rapid identification of a range of materials and illicit substances (Chan et al., 
2010, Evans et al., 2010, Rogers et al., 2010, Evans and Rogers, 2011). 
4. Identification of partly covered substances under different conditions (Chan 
et al., 2010, Evans and Rogers, 2011). 
5. Technique’s potential hit rate (sensitivity) and false alarm rate (specificity) 
tested (Evans and Rogers, 2011). 
6. Simulation algorithm developed to re-create and compare experimental data 
(Evans and Rogers, 2011). 
7. Simulation of samples with preferred orientation and large grain size and 
comparison with empirical data (Rogers et al., 2012). 
8. On-going development of a novel imaging technique (MXAT) based on the 
same annular beam geometry as FCG (Evans and Rogers, 2010, Evans et al., 
2014). 
 
5.3 Research Gap 
Focal construct geometry is an emerging technique with a wide field of areas yet to 
be explored.  Some of the key areas in need of further research are explained below. 
 
 Instrumental development  
FCG is still in development stages and it has great potential of improvement, 
especially in terms of specificity.  The scattering maxima currently obtained by FCG, 
possess a broadening phenomenon that is not yet fully appreciated.  The acquisition 
of diffraction signals from FCG and conventional XRD techniques have to be further 
explored and compared in order to identify possible FCG peak broadening or 
instrumental broadening.  Future experiments aiming to decrease the width of the 
diffraction peaks thus increase the resolution, could involve investigation into the 
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effect of a variety of collimation optics, sample alterations and alternative X-ray 
sources and detectors.  The shape, length and wall thickness of the collimation optic 
could be altered to decrease beam thickness and angular divergence in order to 
increase the technique’s specificity.  Additionally, different X-ray sources and/or 
detectors could provide greater angular resolution with shorter acquisition times, 
thus making FCG more practical for security screening. 
 
 Non-ideal samples 
Previous research was focused on the appreciation and detection of Bragg’s maxima 
with near-ideal polycrystalline samples, in terms of preferred orientation and grain 
size.  Even though the acquisition of diffraction maxima from single non-ideal 
samples exhibiting preferred orientation and large grain size has been successfully 
achieved by Rogers et al. (2012), the relationship between their Debye cones and 
their diffraction caustics has not been demonstrated.  It is important to examine 
such samples in detail in order to understand their effect on FCG.   
Furthermore, non-crystalline samples such as liquids that are of significant value to 
aviation security have not been previously analysed by FCG.  Identification of such 
samples and discrimination between threat and benign liquids would be extremely 
beneficial for the world of security screening.  
 
 Random sample orientation 
FCG has been established with planar samples, normal to the primary axis.  This 
however, is a special case of sample arrangement for FCG.  A more generalised 
scenario of the geometry involved, would possess a sample randomly orientated 
with respect to the primary axis.  For example, in suitcases that undergo security 
checks it is very unlikely that the long axis (surface) of all objects would be normal 
to the FCG system’s primary axis.  It is therefore essential to examine different 
sample orientations and assess their effect on FCG diffraction caustics. 
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 Multiple samples 
Clustering of objects within suitcases is another limitation for screening techniques.  
Previous studies involved the determination of partly covered substances by high 
absorbing materials.  It is however important to establish the ability of FCG to 
identify substances when present in a clustered environment by low absorbing 
materials.  For example, in the case of multiple scatterers when an explosive 
substance is overlapped by an organic material.  This is essential for security 
screening as often explosives are camouflaged and cluttered with other common 
objects within suitcases. 
 
 X-ray penetration of bulk objects 
The energy employed during the FCG analysis of samples by previous studies is 
limited to ~17 keV (molybdenum).  Any system aimed for aviation security 
screening must be able to have X-rays of sufficient energy in order to penetrate 
suitcases and objects within them.  For this reason, it would be valuable to merge 
FCG with higher energies (e.g. tungsten) than that of previous use. 
 
 FCG coupled with an imaging technique 
A successful screening technology would have the ability to provide shape, material 
and depth information with high sensitivity and specificity.  For this reason, 
combination of FCG with an imaging technique would be extremely advantageous in 
the field of security screening.  Current research is focusing on the development of 
an imaging technique based on the same annular beam geometry as FCG.  This 
technique aimed to combine diffraction data and shape information is termed HALO.  
HALO is an innovative material specific imaging technique, initially developed in 
2010 by collaboration of Cranfield University and Nottingham Trent University 
(Evans, 2010, Evans et al., 2014).  HALO utilises the focal construct beam geometry 
to combine XRD and the novel MXAT imaging technique mentioned previously in 
Section 5.2.  HALO enables the acquisition of a material specific volumetric image of 
the scanned object.  Further development and improvement of HALO is an essential 
aspect of the FCG technology to act as a screening technique, as material 
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characteristics without depth (and shape) information can occasionally be proven 
insufficient.   
 
 Coded aperture 
Previous works have not considered the possibility of FCG acting as a coded 
aperture imaging system.  An annulus can be treated as a coded aperture as 
illustrated by a number of researchers (Simpson, 1978, Barrett and Swindell, 1981, 
Silva and Rogers, 1981b) due to its unique shape with the capacity to recover an 
image of the objects under investigation; which in this case are the Debye cones.  
However, previous studies on annular coded apertures were performed in non-
diffractive space. 
Establishment of an annular aperture system with XRD can prove very beneficial for 
FCG, as it would recover conventional XRD images of any sample, without 
compromising the enhanced intensity of the scattering maxima provided by FCG.  In 
addition, conventional interpretation methods could therefore be employed for the 
reconstructed data if needed. 
 
5.4 Concluding remarks  
In this chapter, the novel primary beam geometry (FCG) investigated throughout 
this work was presented and explained.  The geometrical arrangement and XRD data 
obtained by FCG were rationalised and explained in detail.  Furthermore, the key 
features and importance of an annular primary beam, especially for security 
screening, were highlighted with reference to previous studies.  Former research, as 
well as on-going studies, were reported along with important reference points for 
the reader, and the current research gaps were identified.  Based on previous 
research and limited development of FCG in certain areas, the intentions of this work 
were determined as:  
 Investigate the current limitation of FCG in terms of data specificity resulting 
from peak broadening.  Identify if it is an outcome of the annular beam 
geometry or the instrumentation employed.   
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 Identify the potential of FCG to analyse non-crystalline samples such as 
liquids and investigate potential differentiation between threat and benign 
liquids for aviation security. 
 Explore and understand the diffraction caustic data generated from samples 
exhibiting preferred orientation or large grain size and identify any 
advantages of FCG when analysing such samples.  
 Study a more generalised case of sample orientation with respect to the 
system’s primary axis and determine if FCG data with enhanced intensity 
could still be acquired. 
 Identify if analysis of multiple samples is feasible with FCG and determine 
possible recovery of their individual diffraction patterns.  
 Study FCG in terms of convolution of the primary beam and Debye cones, and 
identify their relationships with the resulting FCG diffraction maxima 
(condensation rings). 
 Investigate the potential of an annular (pre-sample) coded aperture system 
aiming at the recovery of conventional XRD data from single FCG images at 
significantly short acquisition times.  
 Finally, study the effect of novel post-sample encoders in order to acquire 
spatial information and identify unknown samples with conventional XRD 
and FCG. 
 
A summary of the key research areas along with the corresponding aims and 
objectives are given in Figure 5.8.  The experimental work and the outcomes of this 
study, presented in Chapter 6-Chapter 8, are outlined in the same order as indicated 
by Figure 5.8.  Moreover, a supplementary diagram to Figure 5.8 is provided as a 
concluding remark in Chapter 10 (Figure 10.1), where the aims and objectives are 
replaced with the main conclusions drawn from this research. 
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Figure 5.8  A flow diagram illustrating the main research areas of this study along with their aims and objectives. 
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Outline 
In this chapter, the instrumentation and materials utilised during the experimental 
work are presented.  Experiments were performed in a simulated and empirical 
manner.  A ray-tracing simulator is introduced and the instrumentation used to 
collect the empirical data is described.  Furthermore, the methodology employed for 
each series of experiments is given and the post-processing analysis of the collected 
data is explained.  The experimental work is divided into five main research studies 
involving the analysis of non-ideal samples with an annular beam arrangement.  
Initially, a comparison between the annular and pencil beam geometries is provided, 
in terms of peak broadening.  The effect of the focal construct geometry on the width 
of diffraction peaks, as well as the instrumental broadening was examined.  Non-
crystalline samples such as liquids were investigated.  The identification of two 
major groups of non-ideal samples with significant value to security screening 
systems was explored, including samples exhibiting preferred orientation and large 
grain size.  Additionally, the effect of a different sample arrangement for focal 
construct geometry was studied, where the sample was placed in a random 
orientation with respect to the primary axis.  Finally, experiments were performed 
with the presence of multiple samples, both normal to the primary axis but with 
different primary axis’ position, characteristic of objects within luggage.   
 
6.1 Instrumentation 
The majority of the experimental work in this study was focused on the focal 
construct geometry (FCG) described in Chapter 5.  In several experiments however, 
a conventional pencil beam geometry was employed to act as either a comparative 
or a supplementary tool to the diffraction caustic data (see Chapter 5).  The 
instrumentation employed (except the collimation optics) remained the same for 
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both geometric arrangements; whereas the experimental methodology and analysis 
were modified depending on beam geometry.   
The majority of experimental work was performed through two different 
approaches, i.e. simulation and empirical.  Simulated experiments mainly operated 
as a confirmatory and comparative approach to empirical data.  Moreover, a 
simulator was employed to facilitate the design, as well as to assist and predict 
empirical experiments and the behaviour of X-rays with various non-ideal sample 
conditions. 
 
6.1.1 Ray-tracing simulator 
An in-house 3D ray tracing simulator package was developed in Matlab® to assist 
the optimisation and development of FCG.  In the simulator, X-ray photons were 
represented by rays that were emitted from an ideal point source and their path was 
recorded as they passed through a specified volume i.e. a sample.  For optimisation, 
rays were emitted at a specified angle ϕ (or angles) around the primary z-axis 
(Figure 5.2); rather than being emitted isotropically and collimated.  Sample objects 
of any size and shape were designed in Google SketchUp (version 8.0.16846) and 
imported into the simulator’s volume at any desirable distance from the X-ray 
source.  The wavelength was set at 0.07107 nm for a molybdenum target X-ray 
source and the user could then assign a mass attenuation coefficient value (Section 
3.1) to the sample, as well as scattering maxima positions (2θ angles), thus 
introducing material specific characteristics.  Once the rays entered a voxel within 
the sample, the behaviour of the rays was modified; either in terms of attenuation 
(reducing the intensity of the rays) or direction (diffraction according to the pre-
specified scattering angles).  Images were formed on a plane normal to the primary 
axis at any given distance from the source.  It should be noted that the ray-tracing 
simulator is limited by inaccurate relative intensities of the diffraction maxima and 
lack of accountability for air and Compton scattering.   
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6.1.2 Empirical approach 
The instrumental set-up included a molybdenum (Mo) target X-ray tube, bespoke 
collimators (either annular or pinhole), a sample and a CCD detector (Figure 6.1 and 
Figure 6.2).  A detailed description of each of these components is provided below.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Panalytical XRD Glass Tube 
 The X-ray source employed was a standard water cooled sealed monochromatic 
glass tube (40 kV, 30 mA) with a molybdenum (Mo) target of 0.7107 Å (~17.5 keV) 
and a zirconium (Zr) filter.  The take-off angle of the X-ray source was set at 6° with 
a long fine focus spot of 0.4 x 12 mm.  
 
Figure 6.1  Photograph of the FCG instrumentation employed for 
this work.  The red dotted line indicates the primary z-axis of the 
system. 
X-ray tube 
Annular 
collimator 
Sample  
Detector 
y-axis 
x-axis 
z-axis 
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Figure 6.2  The focal construct geometry employed for this work with illustrations of 
the translational and rotational axes (red arrows) of each instrumentation 
component. 
 
 
 
 
 
 
 
 
 
 Collimation optics 
An annular collimator (AB1) made from brass was employed during FCG 
experiments.  Figure 6.3 illustrates the dimensions of the collimator, including both 
the solid circular disc of 17.5 mm diameter and the rectangular plate with an annular 
aperture of 18 mm diameter.  The disc and plate were attached by adhesive tape to 
form collimator AB1, as shown in Figure 6.3. 
The bespoke annular, pencil beam and pinhole collimation optics utilised during the 
experimental work are given in Table 6.1.   
 
 
 
 
 
 
40 mm 
40 mm 
2 mm 
4 mm 
8.75 mm 9 mm 
PLATE 
DISC 
Figure 6.3  Schematic diagram (left) and photograph (right) of the bespoke annular 
collimator AB1 (see Table 6.1). 
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Table 6.1  Details on the collimation optics utilised during the experimental work. 
Collimator Aperture shape 
Diameter 
(mm) 
Dimensions (mm) 
Inner separation distance 
(mm) 
Thickness / Length (mm) 
Inner Outer Plate Disc 
AB1 annular 17.5 18 - - 2 4 
AB2 2 rectangles - - 1.9 x 1.4; 1.4 x 1.25 11.3 ~4 - 
AB3 4 rectangles - - 
3 x 0.95; 3.5 x 0.95;  
3.15 x 0.95; 2.6 x 0.95 
11.9 ~5 - 
PB1 pinhole - ~0.55 - - 4 - 
PB2 pinhole - 0.66 - - 4 - 
PB3 pinhole - 0.66 - - 2 - 
PB4 1 rectangle - - 1.5 x 1 - 3 - 
PB5 pencil beam - 0.5 - - 75 - 
PB6 pencil beam - 0.5 - - 175 - 
PB7 pencil beam - 0.05 - - 190 - 
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 Detector 
A Princeton Instruments 13.3 x 13.3 mm area detector with 1024 x 1024 pixels (13 
x 13 μm) CCD (2D Gadox – Princeton Instrument PIXIS 1024), thermoelectrically 
cooled to ~233 K (~-40°C).  The detector consisted of a Gd2O2S:Tb phosphor screen 
(for 17 keV) to convert X-ray photons into visible light.  The captured data were 
saved as 16-bit non-compressed images. 
 
 Translation stages  
The collimator and sample holders were mounted onto three axes miniature 
SmarACT GmbHy computer controlled translation stages with precise positioning 
capability of ±1 μm in x, y and z directions; except for the x and y directions of the 
sample holder with ±4 μm precise positioning capability.  The detector was mounted 
on motorised Thorlabs linear translation stages with ±4 μm precise positioning and 
±13 mm movement capability in the x and y directions.  A rotational stage was 
attached to the sample’s translation stages allowing the sample to rotate 360° 
around the x-axis with a ±0.02° precision ability.  The translational and rotational 
axes available for each instrumentation are illustrated in Figure 6.2. 
 
6.2 Materials 
As this research mainly involved the examination of FCG with non-ideal samples, a 
wide range of samples was employed.  The materials examined during the 
experimental work are divided into four main groups as follows: 
 
(a) Polycrystalline samples 
 
i) Sintered aluminium oxide (Al2O3) plates of various thicknesses (Table 6.2).  A 
NIST standard SRM 1976 (only in one form) made of Al2O3 with small grain 
size and low preferred orientation.  Al2O3 naturally occurs in its crystalline 
phase, also known as corundum and has a density of ~4 gcm-3.  
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Table 6.2  The polycrystalline samples analysed during the experimental work. 
Sample Material Thickness (mm) 
S1 Al2O3 plate 0.17 
S2 Al2O3 plate   0.24* 
S3 Al2O3 plate 1.53 
*NIST standard  
 
(ii)  Three powder samples were utilised to study the effect of sample thickness 
on FCG.  Powders were placed in cylindrical cells (Figure 6.4) utilised for 
liquid samples (see Section 6.2(b)), with 1.6 mm and 3 mm thickness.  The 
powders analysed were:  
 Aluminium oxide (Al2O3)  
 Synthetic hydroxyapatite (Ca10(PO4)6(OH)2) 
 Sodium chloride (NaCl) 
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(b) Liquid samples 
The liquid samples investigated in this study were classified into five different 
groups based on the study of Harding et al. (2010) that was discussed in Section  
2.2.2.  There are two main categories for threat liquids; first class (Category A) and 
second class (Category B) threat liquids that involve combustible fuels (and 
amorphous hydrocarbons) and liquid oxidisers, respectively.  Category C includes a 
third class, which contains liquids that can be considered as threat liquids when 
accumulated at high concentrations, such as low concentration hydrogen peroxide 
(a) 
(b) (c) (d) 
Figure 6.4  Photographs of the liquid’s sample cells; front 
view of a 10 mm thick cell (a) and side views of 1.6 mm (b), 5 
mm (c) and 10 mm (d) thick cells.  
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(3% H2O2).  The last two categories include concentrated (Category D) and diluted 
(Category E) aqueous solutions.  Categorised liquids analysed for proof-of-concept 
purposes are listed in Table 6.3.   
 
Table 6.3  The liquid samples analysed. 
Category A Category B Category C Category D Category E 
1st class 
threats 
2nd class 
threats 
3rd class 
threats 
Concentrated 
aqueous 
Diluted 
aqueous 
Diesel (>94%) 
Hydrogen 
peroxide 
(30%) 
Hydrogen 
peroxide (3%, - 
hair bleach) 
Whiskey Water 
Acetone (99%)  
Methylated 
spirit (ethanol 
89%, methanol 
5%, water 6%) 
Cosmetic 
foundation 
cream 
Coffee 
  Ethanol (99%) Jam  
  
2-propanol 
(>95%) 
  
 
 
Table 6.4 presents different mixtures of liquids (miscible and immiscible) 
investigated in a 1:1 volume ratio.   
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Table 6.4  The liquid mixtures analysed. 
  Threat liquid + Non-threat liquid 
Miscible 
Mixture 1 Methylated spirit + Coffee 
Mixture 2 2-propanol + Whiskey 
Immiscible 
Mixture 3 Acetone + Cosmetic foundation cream 
Mixture 4 Diesel + Water 
 
A bespoke cylindrical cell formed from a pair of parallel polyimide window sheets 
(Kapton) was employed to contain the liquid samples.  The cylindrical cell had a 10 
mm thickness (except for the cosmetic foundation cream and jam samples that were 
placed in a 5 mm thick cell) and 35 mm window diameter, as illustrated in Figure 
6.4.  Therefore, the liquid sample cell accommodated the full diameter of the incident 
beam as produced by the annular collimation optics. 
 
(c) Samples exhibiting preferred orientation 
An aluminium sheet (AS) of 0.25 mm thickness was initially employed to study the 
phenomenon of preferred orientation with an annular beam. 
Another aluminium (Al) sample was also analysed, in which the degree of preferred 
orientation was gradually decreased by combining a number of Al sheets at different 
orientations.  An Al sheet (79.3 mg/cm2) of 0.3 mm thickness was divided into ~25 
mm x 25 mm pieces.  The first Al sample (Al_1) analysed was a single individual 
sheet.  The second sample (Al_2) was two sheets, one placed 90° degrees to the 
other; whereas sample Al_3 and sample Al_4 were made of three and four Al sheets 
respectively, placed at random orientations with respect to each other, as illustrated 
in Figure 6.5.  This aimed to induce a more random orientation of the crystallites, 
hence reducing the sheet texture within the samples.  
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(d) Samples with large grain size 
An electrodeposited copper (Cu) foil (99.95% purity) of 0.035 mm thickness was 
employed for this series of experiments.  The electrodeposited Cu foil was divided 
into four ~20 mm x 20 mm pieces and each piece was heat-treated, as indicated by 
Table 6.5, to induce grain growth. 
 
Table 6.5  A list of the electrodeposited copper samples employed during the analysis 
of large grain size with the time and temperature of their heat treatment.  
Sample Temperature (°C) Time (min) 
Cu_1 - - 
Cu_2 500 30 
Cu_3 600 30 
Cu_4 700 45 
 
6.3 Methodology 
In this section, the methodology followed for each set of empirical experiments is 
described.  The beam geometry as well as the arrangement and/or translation of the 
collimation optics, the sample and the detector varied between experiments.   
Figure 6.5  Photograph of the Al samples positioned in various 
orientations; Al_1 (a), Al_2 (b), Al_3 (c) and Al_4 (d). 
(a) (b) (c) (d) 
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6.3.1 Alignment 
Prior to any empirical work, a standard equipment setup was necessary.  The 
sample, collimation and detector stages were homed for accurate positioning.  The 
collimator was then aligned in such position, that the primary beam was in the 
centre of the coordinate system along the primary axis.  Such an alignment is 
essential for FCG in order for the condensation foci (i.e. Bragg’s maxima) to occur at 
the same x and y positions during the linear translation of the detector along the 
primary z-axis.  For the FCG arrangement, the collimator was aligned by raster 
scanning the detector along the x and y axes to capture an image of the primary 
beam, at two different detector positions.  Superimposition of the two images and 
assessment of their radial differences assisted in aligning the collimator along the x 
and y axes in order for the distance between the two rings to remain as close to 
constant as possible along their circumference, i.e. concentric circles (Figure 6.6).   
 
 
 
 
  
 
 
 
 
 
 
 
 
Figure 6.6  Examples of two superimposed images of an aligned annular 
beam (11. 9 mm and 13.8 mm inner radius with 0.3 mm and 0.4 mm wall 
thickness, respectively) produced by AB1 collimator (left) and an 
aligned pencil beam (0.9 mm and 1 mm diameter) produced by PB2 
collimator (right), captured at 190 mm and 220 mm from the X-ray 
source. 
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During the employment of the pencil beam arrangement, the collimator was aligned 
by adjusting it along the x and y axes and capturing single images of the primary 
beam at two different z-distances from the X-ray source.  The collimator was 
considered aligned when the primary beam’s footprint onto the detector completely 
overlapped for the two images (Figure 6.6). 
All images of the primary beam were captured at 20 kV and 10 mA at 1 second time 
exposure and with a steel plate (1.9 mm thickness) in front of the X-ray source to act 
as an absorber. 
 
6.3.2 Geometric arrangements 
Two main beam geometries were established during the course of this study: the 
focal construct geometry described in Chapter 5 utilising a hollow conical beam and 
a conventional pencil beam (pinhole) geometry.  The typical methodology employed 
for both beam geometries during the experimental work is described below. 
 
6.3.2.1 Annular beam arrangement 
An annular collimator such as AB1 (Table 6.1) was employed for the annular beam 
arrangement.  A hollow conical beam was produced as illustrated in Figure 6.7, 
forcing the Debye cones to converge at certain condensation foci along the primary 
z-axis.  A sequence of such diffraction data was recorded through a linear translation 
of the detector along the primary axis, over a maximum range of 112 mm in steps of 
0.1 mm.  A sequence of bright field background images was also recorded for each 
experiment. 
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6.3.2.2 Pencil beam arrangement 
A pencil beam geometry was generated by a pinhole (or pencil beam) collimation 
optic, typically collimator PB2 (Table 6.1).  The captured image represented either 
a section of the Debye rings or the complete diffraction pattern.  A section of the 
diffraction pattern was acquired by translating the detector along the y-axis, as 
indicated by Figure 6.7, in steps of 13 mm.  In order to capture the complete Debye 
rings, a 65 x 65 mm matrix was acquired by raster scanning the detector along the x 
and y axes in steps of 13 mm.  A metal rod (8.3 mm diameter) was placed in front of 
the detector to block the primary beam.  Bright field background data were also 
captured by the same procedure.   
 
X-ray source  
Annular 
collimator Sample 
Detector 
Detector 
X-ray source  
Pinhole 
collimator Sample Debye cone  
Debye cone  
Debye cone  
Condensation foci 
y-axis 
x-axis 
z-axis 
Figure 6.7  Schematic illustration of the hollow beam (top) and pencil beam 
instrumental arrangements (bottom). 
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6.3.3 Instrumental broadening 
As mentioned in Section 5.3, FCG has been shown to produce broad diffraction 
peaks.  For this reason, the peak broadening phenomenon of FCG was examined to 
determine its cause and identify whether it is a result of the focal construct geometry 
or of the instrumentation employed.  Additionally, the capabilities of each of the 
instrumentation’s components and their contribution to diffraction peaks’ 
broadening were explored. 
 
6.3.3.1 Comparison of conventional and annular beam geometries 
Peak broadening was initially assessed by obtaining the diffraction pattern from an 
Al2O3 sample (S1) plate by FCG (AB1 collimator – experiment DPtr1089) and by the 
conventional pencil beam geometry (PB1 collimator – experiment DPtr1098) with 
the same instrumentation.  The same collimator and sample positions were 
employed for both experiments.  Details on the arrangement of these experiments 
are presented in Table 6.6.   
The same sample was also examined by an independent XRD system, a Bruker D8 
GADDS for comparison purposes.  Conventional diffractograms were plotted for all 
three experiments and compared, in order to evaluate the performance of FCG and 
the instrumentation employed. 
 
6.3.3.2 Collimation system and sample position 
The effect of the collimation optics on the width of the diffraction peaks was 
investigated.  A number of pencil beam collimators of varying lengths and aperture 
diameters were employed to explore the impact of beam divergence on peak 
broadening.  A list of the experiments performed and details on their arrangement 
and collimation optics utilised are given in Table 6.6.  In all cases, the collimators 
were aligned with respect to the X-ray source and the detector for optimisation 
reasons.   
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Table 6.6  Details on the experimental arrangements employed with various collimation optics and angular beam divergence. 
Experiment 
index 
Collimator Sample 
Position / Movement (mm) 
Angular 
divergence 
(°) 
Sample- 
detector 
distance (mm) 
Exposure 
time (s) 
Collimator 
z-axis 
Sample 
z-axis 
Detector 
y-axis z-axis 
DPtr1089 AB1 S1 140 153.8 -7.1 
160-240          
(0.1 mm steps) 
3.58/3.68 6.2-86.2                   
(0.1 mm steps) 
10 
DPtr1098 PB1 S1 140 153.8 
7-33                   
(13 mm steps) 
190 
0.22 
36.2 600 
DPtr106 PB4 S1 
129.5-155.5 
(1 mm steps) 
160 
13-26                
(13 mm steps) 
170 
0.66-0.56 
(0.005 steps) 10 60 
DPtr115 PB5 S1 
mounted on 
X-ray tube 
176 
13-65                
(13 mm steps) 
240 
0.38 
64 300 
DPtr130 PB5 S1 
mounted on 
X-ray tube 
162 
13-65                   
(13 mm steps) 
190-250        
(10 mm steps) 
0.38 28-88                    
(10 mm steps) 
300 
DPtr143 PB5 S1 129.1 218 
13-65                
(13 mm steps) 
270 
0.14 
52 300 
DPtr145 PB6 S1 
mounted on 
X-ray tube 
226 
13-65                
(13 mm steps) 
270 
0.16 
44 300 
DPtr148 PB5 S1 129.1 226 
13-65                
(13 mm steps) 
270 
0.14 
44 300 
DPtr272 PB7 S1 
mounted on 
X-ray tube 
246 
5-18                   
(13 mm steps) 
272 
0.015 
26 600 
Chapter 6 MATERIALS & METHODS 
95 
6.3.3.3 Sample thickness 
The effect of sample thickness on FCG diffractograms was studied with powder 
samples (listed in section 6.2 (a)) of two different thicknesses: 1.6 mm and 3 mm.  
FCG patterns were obtained over a range of 87 mm in 0.1 mm steps with 2 seconds 
exposure time.   
The same samples were also interrogated by the pencil beam arrangement (PB2 
collimator) for comparison purposes.  Diffraction data were captured over a 39 mm 
linear translation of the detector along the y-axis.  The time exposure for the 1.6 mm 
thick samples was 300 seconds (except for NaCl that was 200 seconds); whereas for 
the 3 mm thick samples it was 600 seconds.  
 
6.3.3.4 Alternative X-ray source (CT system) 
In order to investigate the effect of the sealed source X-ray tube spot size on 
broadening the diffraction peaks, an alternative X-ray source was sought.  Therefore, 
the X-ray source within a Nikon XTH225 METRIS micro-CT system with a focal spot 
of approximately 10 microns was employed.  The same Princeton Instruments 
(PIXIS) detector (see Section 6.1) as with all previous experiments was used to 
collect diffraction data within the CT system.  An annular collimator (AB1) was 
mounted on the end of a 90 mm long hollow brass tube of 30 mm diameter.  The 
Princeton Instruments detector was mounted on the CT stage and diffraction data 
were captured from an Al2O3 (S1) sample over a range of 3 mm in 0.1 mm steps.  
Each step had a time exposure of 30 seconds and the voltage and current were 50 
kV and 1000 uA respectively, with a Mo target (and a zirconium filter).  The CT 
system was limited to a single stage, thus causing movement restrictions when the 
FCG arrangement was employed and inaccurate measurements, mainly in the 
positions of the collimator and sample along the primary axis.  
 
6.3.4 Analysis of liquid samples 
The liquid samples listed in Table 6.3 and Table 6.4 were analysed by both FCG and 
conventional pencil beam arrangement.  FCG analysis (AB1 collimator) was 
performed over a 95 mm range (0.1 mm step size) along the primary axis, as 
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described in Section 6.3.2.1.  Conventional pencil beam data (PB2 collimator) were 
acquired by the procedure described in Section 6.3.2.2, over a 26 mm range along 
the y-axis.  The sample-to-detector distance was 70 mm. 
The repeatability of these experiments and the precision with which the diffraction 
maxima positions could be determined were investigated by acquiring the 
diffraction pattern of methylated spirit, whilst altering the sample loading 
procedure.  The sample stage was either homed or not, prior or post positioning the 
sample cell and the FCG scattering profile from methylated spirit was acquired at 
the end of each step.  Furthermore, scattering profiles were obtained at different 
sample positions and with a second sample cell (containing methylated spirit). 
This series of experiments aimed to assess the reproducibility of the FCG data when 
moving the sample or replacing it with a new sample cell without homing the stage 
between different samples.  The reason for this was the stage’s inability of homing 
while the sample cell was attached to it due to space restrictions; thus, giving rise to 
the possibility of intra-experimental errors. 
All FCG data acquired in this section were interpreted by identifying the 
condensation foci’s positions along the primary axis and integrating over a circular 
area of ~25 pixels around the condensation foci.  A conventional diffractogram 
illustrating the magnitude of scattering vector versus intensity was then plotted for 
each sample using Equation (6.1). 
 
𝑠 =
2 sin [
𝜙𝑚 + tan
−1(𝑅𝑠 𝐷𝑆𝐷⁄ )
2 ]
𝜆
 
(6.1) 
 
6.3.5 Preferred orientation 
A theoretical approach into the study of samples exhibiting preferred orientation 
and their effect on FCG was explored by simulating the diffraction pattern of such 
samples by convolution.   
Empirical data were also obtained with an Al sheet (AS – Section 6.20), exhibiting 
preferred orientation, via five different beam arrangements as shown in Table 6.7. 
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Table 6.7  Details on the experimental arrangements during the analysis of an Al sample exhibiting preferred orientation. 
Collimator 
Sample-detector 
distance (mm) 
Detector’s translation range (mm) 
Time exposure 
(seconds) 
x-axis y-axis z-axis 
 
PB2 64 - 26 (13 mm steps) - 180 
 
PB2 47 65 (13 mm steps) 65 (13 mm steps) - 180 
 
AB2 7 - - 40 (0.1 mm steps) 10 
 
AB2 7 - - 40 (0.1 mm steps) 10 
 
AB3 7 - - 40 (0.1 mm steps) 3 
 
AB1 20 - - 40 (0.1 mm steps) 8 
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Following the initial assessment of this phenomenon, the aluminium samples Al_1-
Al_4 with varying degrees of preferred orientation, as mentioned in Section 6.2 (c), 
were examined by the pencil beam (Section 6.3.2.2) and hollow beam (Section 
6.3.2.1) geometries.   
 
6.3.6 Grain size 
The effect of large grain size (relative to the primary beam) on FCG was examined 
through a simulated approach, by convolution.  FCG diffraction caustics were also 
simulated to assist the visualisation of the occurrence of the condensation foci and 
condensation rings when a sample exhibits large grain size.  
A series of Cu samples (Table 6.5) was analysed by a pencil beam arrangement and 
FCG as described in Section 6.3.2.2 and Section 6.3.2.1, respectively. 
 
6.3.7 Randomly orientated planar samples 
The effect of random sample orientation on FCG was investigated in an analytical, 
simulated and empirical manner.   
The term randomly orientated sample is referred to the physical orientation of a 
planar sample and it should not be confused with samples exhibiting preferred or 
random crystallite orientation.  Throughout the experimental work with a randomly 
orientated sample, an ideal sample, in terms of preferred orientation and grain size 
was examined. 
The analytical approach involved the geometric analysis of the effect and 
determination of mathematical equations to explain the location of the 
condensation foci and the shape of the condensation rings.  Simulations aimed at the 
visualisation of random sample orientations on scattering distributions and at the 
comparison of simulated data with empirical data and analytical approach.  Finally, 
the empirical method aided the verification of the analytical and simulated data and 
vice versa, and it provided a better understanding of the effect. 
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6.3.7.1 Simulation approach 
The 3D ray-tracing simulation package described in Section 6.1.1 was employed for 
the simulated experiments.  The effect of random sample orientation on scattering 
distributions was initially studied with the least parameters possible for simplicity 
purposes.  The annular beam was produced with an opening angle ϕ of 3.63° around 
the primary axis.  A series of 50 x 50 mm planar samples (0.17 mm thickness) with 
the same material characteristics (a single scattering angle of 25.76° was specified) 
but varying orientations relative to the simulator’s coordinates was placed between 
the X-ray source and the detector.  A list of the sample orientations examined is 
given in Table 6.8.  Images were recorded over a number of distances along the 
primary axis since the location of the condensation foci was not constant, but a 
typical range was 100 mm in steps of 0.1 mm. 
 
Table 6.8  A list of the simulated experiments performed with a random sample 
orientation and details on their rotation around the x and y axes. 
Sample 
Rotation 
x-axis y-axis 
SIM_1 -60° 0° 
SIM_2 -40° 0° 
SIM_3 -20° 0° 
SIM_4 0° 0° 
SIM_5 +20° 0° 
SIM_6 +40° 0° 
SIM_7 +60° 0° 
SIM_8 0° -60° 
SIM_9 0° -40° 
SIM_10 0° -20° 
SIM_12 0° +20° 
SIM_13 0° +40° 
SIM_14 0° +60° 
  SIM_15* +40° +40° 
SIM_16 +40° +20° 
SIM_17 +40° -20° 
SIM_18 -40° -20° 
                             *xy and yx rotations 
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6.3.7.2 Empirical approach 
The empirical experiments involved capturing standard FCG data sequences with 
various rotated planar samples.  An Al2O3 sample (S1) was rotated around the x-axis 
from (-)20° anticlockwise to (+)20° clockwise in steps of 5°, as illustrated in Figure 
6.8.  Furthermore, the sample was rotated ~20° clockwise and anticlockwise around 
the y-axis.  At each angle, the detector was translated along the primary axis over a 
range of 30 mm in 0.1 mm steps at 30 seconds time exposure.  In addition, the 
sample was translated by ±3 mm along the y-axis and the above procedure was 
repeated at (-)20° anticlockwise, 0° and (+)20° clockwise sample rotation around 
the x-axis. 
 
 
 
 
 
 
 
 
 
 
 
 
Simulated and empirical experiments were also performed with the same 
parameters for direct comparison.  The parameters set for these empirical 
experiments were 3.39° opening angle ϕ, 11.82°, 16.15°, 17.54°, 19.77°, 24.13°, 
26.16°, 30.29°, 34.75° 2θ scattering angles and a recording range from 185-272 mm 
in 0.1 mm steps.  The sample was initially normal to the primary axis and then 
rotated (-)20° anticlockwise and (+)20° clockwise around the x-axis. 
Figure 6.8  Schematic illustration of the arrangement of FCG with a sample rotation 
of 40° clockwise around the x-axis (Px).  The X-ray source is considered the origin of 
the coordinate system, indicated by (0, 0, 0). 
(0,0,0)  
X-ray source Detector 
Rotated sample Px° 
clockwise 
Annular 
collimator 
y-axis 
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z-axis 
Px 
ϕm 
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6.3.8 Multiple scatterers 
This series of experiments (presented in Table 6.9.) was performed in order to 
determine the ability of FCG to identify overlapping samples, i.e. samples with the 
same x and y positions but different z positions, when planar samples were normal 
to the primary axis.  The experiments were divided into two main groups.   
The first group included the analysis of two samples with the same material 
characteristics (Al2O3), but with slightly different thicknesses (S1 and S2 samples 
from Table 6.2); whereas the second group involved the examination of two samples 
with different material characteristics (Al2O3 and Al – Section 6.20).  Details on the 
experimental setups are given in Table 6.9. 
These experiments were also simulated by the ray-tracing simulator.  The 
simulator’s opening angle ϕ was set at 3.65° and each sample’s scattering angles 
were employed.  The images were recorded from 200 – 270 mm in steps of 0.1 mm. 
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Table 6.9  Details on the experiments conducted with two overlapping samples by FCG. 
Experiment index Collimator Sample 
Position / Movement z-axis (mm) 
Exposure time (s) 
Collimator Sample Detector 
DPtr325 AB1 S2 140 177.4 190 - 270 (0.1 mm steps) 3 
DPtr328 AB1 S1 & S2 140 168 (S1); 177.4 (S2) 190 - 270 (0.1 mm steps) 3 
DPtr329 AB1 S1 140 168 190 - 270 (0.1 mm steps) 3 
DPtr331 AB1 S1 140 146.1 190 - 270 (0.1 mm steps) 3 
DPtr332 AB1 S1 & S2 140 146.1 (S1); 177.4 (S2) 190 - 270 (0.1 mm steps) 3 
DPtr344 AB1 S1 140 150.2 173 - 263 (0.1 mm steps) 3 
DPtr345 AB1 AS 140 160.5 173 - 263 (0.1 mm steps) 3 
DPtr346 AB1 S1 & AS 140 150.2 (S1); 160.5 (AS) 173 - 263 (0.1 mm steps) 3 
DPtr349 AB1 S1 140 162.4 173 - 263 (0.1 mm steps) 3 
DPtr350 AB1 AS 140 150.6 173 - 263 (0.1 mm steps) 3 
DPtr351 AB1 S1 & AS 140 162.4 (S1); 150.6 (AS) 173 - 263 (0.1 mm steps) 3 
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6.4 Data processing 
In all data collected, bright field background images were subtracted from the raw 
data prior to further analysis for both annular beam and pencil beam arrangements.    
The raw FCG data sequence was initially viewed and integrated by an optimal 
circular area of typically ~0.13 – 0.2 mm (~10 – 15 pixels) radius around the 
condensation foci, approximately at the centre of the image.  Background 
subtraction and circular integration around the condensation foci were the only pre-
processing procedures performed on the raw FCG data.  The integrated intensity 
was then plotted against the detector’s location along the primary axis.  Equation 
(5.1) (Section 5.1) was applied to calculate the scattering maxima positions in 2θ 
angles and were then converted into d-spacing values by Bragg’s law equation 
(Equation (3.4), Section 3.2.2). 
XRD data acquired by conventional pencil beam geometry were analysed using 
ImageJ software (version 1.48v) only in the case where a section of the Debye rings 
was captured.  Interpretation of complete diffraction patterns was performed using 
Datasqueeze (version 3.0.0).  The centre of each image was determined by fitting a 
ring around a Debye cone and the complete diffraction pattern was integrated from 
0° - 360°. 
In both cases of FCG and conventional XRD analysis, data were imported into 
DIFFRACplus EVA (version 14,0,0,0) software for uniformity purposes and for a 
background correction if background data were not available.  The scattering 
maxima positions and their corresponding errors were acquired via DIFFRACplus 
TOPAS (version 4.1) software.  Broadening of diffraction peaks was assessed in 
terms of full width half maximum (FWHM), attained via DIFFRACplus TOPAS 
software.   
The PDF card numbers of the samples utilised were obtained from the International 
Centre for Diffraction Data (ICDD) through Chrystallographica Search-Match 
(version 2,1,1,1) software.
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Outline 
In this chapter, the results obtained from the experimental work performed during 
this research study are presented.  Firstly, the results for the in-house ray-tracing 
simulator are shown and a comparison between simulated and empirical FCG 
diffraction data is performed.  Analysis of both conventional pencil beam 
arrangement and FCG is achieved for direct comparison and benchmarking with 
FCG.  The FCG instrumentation is then assessed in terms of peak broadening with 
various collimators (mainly by conventional XRD) and sample thicknesses.  The FCG 
diffraction caustics attained from an alternative X-ray source within a micro-CT 
system are presented and compared to corresponding data from the FCG system.   
Analysis of non-crystalline samples (such as liquids) by FCG and conventional XRD 
is then presented.  The effect of other non-ideal samples with preferred orientation 
and large grain size on FCG data is theoretically and empirically assessed.  
Further, the analysis of samples under non-ideal conditions is investigated.  A 
polycrystalline sample with random orientation with respect to the primary axis is 
examined in an analytical, simulated and empirical manner.  Finally, the acquisition 
of FCG data in the presence of multiple scatterers is simulated and empirically 
investigated. 
 
7.1 Ray-tracing simulator 
The ray-tracing simulator was typically employed to facilitate the development of 
FCG, mainly by reproducing experimental data and acting as a comparison tool.  In 
this section, the basic abilities of the simulator are demonstrated for proof-of-
concept purposes. 
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7.1.1 Single thin planar sample  
A single planar sample of 0.2 mm thickness was employed to simulate the formation 
of an FCG condensation focus and assist in the visualisation and better 
comprehension of the annular beam geometry.  Figure 7.1 illustrates a pictorial 
essay of the process of forming a single Debye cone to the formation of a 
condensation focus, as previously depicted in Figure 6.7.   
 
 
 
 
 
 
 
 
 
 
 
 
In Figure 7.1 (a), a single Debye cone arising from a conventional pencil beam (PB) 
arrangement is observed.  Figure 7.1 (b) and (c) demonstrate the congregation of 
two and four Debye cones respectively, at the centre of the image.  The Debye cones 
of Figure 7.1 (b) and (c) were produced by rays separated by 180° and by 90°; 
corresponding to collimators with two and four diametrically opposed pinholes, 
respectively.  Lastly, Figure 7.1 (d) demonstrates the convergence of multiple Debye 
cones (acquired in radial increments of 3°) in order to produce a high intensity 
condensation focus, similarly to the results of an annular collimator. 
 
(a) 
(d) (c) 
(b) 
Figure 7.1  Simulated diffraction images illustrating 
a single Debye cone (a), two Debye cones (b), four 
Debye cones (c) and multiple Debye cones (d) 
converging at a single focal point. 
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Figure 7.2  Simulated diffraction profiles plotted with respect to the detector’s 
position along the primary axis (A) and 2θ scattering angles (B) from a sample 
positioned 100 mm, 150 mm, 200 mm and 300 mm away from the X-ray source. 
7.1.2 Altering the sample’s position 
The ray-tracing simulator was assessed by acquiring FCG diffraction caustics 
(Chapter 5) from a sample (specified 15° and 20° 2θ angles) at various positions 
along the primary axis.  The sample was positioned at 100 mm, 150 mm, 200 mm 
and 300 mm from the X-ray source and FCG diffraction patterns were acquired over 
a range of detector positions.  As observed in Figure 7.2 (A), an increase in the 
sample’s z-position caused the scattering maxima to occur further along the primary 
axis.  Calibration of the scattering patterns, in terms of 2θ, with each sample’s z-
position generated profiles with diffraction signals at the specified 15° and 20° 2θ 
angles (Figure 7.2 (B)). 
 
 
 
 
 
 
 
 
 
7.1.3 Altering the annular beam’s wall thickness 
Simulated experiments were also performed with a 0.1 mm thick sample at specified 
scattering angles (15° and 20°) over a range of annular beam wall thicknesses, to 
assess the effect of an increased beam wall thickness on FCG diffraction caustics. 
Initially, the minimum and maximum beam divergences were set at 3.5° with an 
infinitely thin wall thickness (referred to as 0°).  The minimum beam divergence 
remained fixed while the maximum beam divergence was increased by 0.1°, 0.3° and 
0.5°.  The resulting scattering profiles are presented in Figure 7.3, where it is clearly 
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seen that the width of the diffraction signals increased significantly when the wall 
thickness of the annular beam was increased beyond 0.1°. 
 
 
 
 
 
 
 
 
 
 
 
7.1.4 Comparison between empirical and simulated data 
A quantitative comparison of the simulated and empirical FCG data was 
accomplished, in terms of scattering maxima positions along the primary axis.  An 
Al2O3 sample of 0.17 mm thickness was employed for the empirical experiments and 
a representative sample (0.17 mm thickness) was designed for the ray-tracing 
simulations.  The scattering profiles from Al2O3 obtained from simulated and 
empirical experiments are illustrated in Figure 7.4.  A numerical evaluation of their 
scattering maxima positions is presented within Table 7.1 and compared to the 
powder diffraction file (PDF) card No. 75-1862.   
 
 
 
 
L
i 
n
 (
C
o
u
n
ts
) 
2θ (°) 
C 
B 
A 
D 
L
in
 (
C
o
u
n
ts
)
0
10000
20000
30000
40000
50000
60000
70000
80000
90000
100000
110000
120000
130000
140000
2-Theta - Scale
14 20
Figure 7.3  Simulated scattering profiles when the annular beam’s wall 
thickness was increased from 0° (A) to 0.1° (B), 0.3° (C) and 0.5° (D). 
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Table 7.1  Quantitative comparison of the diffraction maxima positions of Al2O3 from 
the PDF card No. 75-1862, simulation and empirical data. 
PDF card No. 75-1862  (nm) Simulation (nm) Empirical (nm) 
0.138 0.139 ± 2.96 x 10-5 0.138 ± 6.77 x 10-6 
0.160 0.160 ± 6.06 x 10-5 0.160 ± 3.09 x 10-5 
0.174 0.174 ± 2.09 x 10-5 0.174 ± 3.09 x 10-5 
0.209 0.209 ± 4.86 x 10-4 0.208 ± 1.97 x 10-5 
0.238 0.238 ± 7.86 x 10-5 0.238 ± 4.01 x 10-5 
0.255 0.255 ± 8.56 x 10-5 0.254 ± 1.01 x 10-4 
0.348 0.348 ± 1.18 x 10-4 0.348 ± 2.30 x 10-4 
 
The differences in the diffraction maxima positions are within experimental errors, 
thus indicating a good agreement between simulated and empirical data.  The ray-
tracing simulator can therefore be considered as a good representative tool of 
empirical data. 
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Figure 7.4  Empirical (A) and simulated (B) scattering profiles from Al2O3 
sample of 0.17 mm thickness when illuminated by an annular beam. 
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7.2 Instrumental broadening 
As observed in previous studies discussed in Chapter 5 involving the acquisition of 
FCG diffraction data, the resulting maxima appear relatively broad.  Hence, this peak 
broadening phenomenon of FCG was investigated to determine its cause and 
identify whether it is a result of the annular beam geometry or of the 
instrumentation employed.  Additionally, the capabilities of each of the 
instrumentation’s components and their accountability on peak broadening were 
explored.  
 
7.2.1 Comparison of pencil and annular beam geometries 
Annular and pencil beam geometries were compared in terms of scattering maxima 
position, width and intensity.  Beforehand however, a typical FCG data sequence 
obtained from an Al2O3 sample is presented in Figure 7.5.  The high intensity 
condensation foci discussed in Chapter 5 are illustrated, as highlighted by a red box 
in image number 150 (Figure 7.5).  The enhanced converging condensation rings 
can also be observed as they approach their condensation focus and then diverge in 
the opposite directions to form diverging condensation rings (Section 5.1).  The 
condensation focus shown in image number 150 corresponds to the 300 reflection 
from Al2O3 at 0.138 nm. 
FCG data are interpreted in terms of a circular integration around the condensation 
foci over a sequence of diffraction images, as previously explained in Section 5.1.  
Nonetheless, FCG data could also be interpreted by a radial integration of a single 
image (i.e. integrating the condensation rings), as illustrated in Figure 7.6.  In Figure 
7.6 (A) the radial integration of an FCG image illustrating a condensation focus is 
presented; whereas Figure 7.6 (B) represents the radial integration of a non –
condensation focus FCG image. 
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Figure 7.5  Empirical FCG data sequence from an Al2O3 sample.  NB.  The 
non-uniform intensity of the condensation rims is a result of a non-
uniform incident beam. 
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The advantage of this interpretation method lies clearly within its ability to obtain 
FCG diffraction profiles from a single image, rather than a sequence of images.  
However, as seen in Figure 7.6, the radius of the scattering maxima was not simply 
increased as the sample-to-detector distance increased.  This is due to the 
simultaneous presence of converging and diverging condensation rings, that 
complicates the interpretation of radially integrated images into meaningful unit 
measurements, such as 2θ or d-spacing values.  This effect will be discussed in 
greater detail later on in this section (page 125). 
Integration around the condensation foci from a sequence of FCG images was 
therefore employed throughout this work.  Figure 7.7 (A) and (B) presents the 
scattering profiles from an Al2O3 sample, when illuminated by an annular X-ray 
beam and a pencil X-ray beam respectively, with the same instrumentation 
components (see Table 6.6).  The diffraction profile from Al2O3 as obtained by a 
standard laboratory-based diffractometer, Bruker D8-GADDS, is also illustrated in 
Figure 7.7 (C) for comparison purposes.   
Visual inspection of the three diffractograms in Figure 7.7 shows good agreement of 
their diffraction maxima positions.  A quantitative comparison of the diffraction 
maxima positions and widths of Al2O3 as obtained via the different arrangements is 
Figure 7.6  Scattering profile from an Al2O3 sample, obtained by a 
radial integration of a single FCG image at 24.1 mm (image no. 
190) (A) and 16.6 mm (image no. 105) (B) from the sample. 
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given in Table 7.2.  The positions of their diffraction signals are within experimental 
errors with each other and with the d-spacing values obtained from aluminium 
oxide’s PDF card (No. 75-1862).   
 
 
 
 
 
 
  
 
 
 
 
Correlation plots of the mean FWHM values of the scattering maxima from Al2O3, as 
obtained by the annular and pencil beam geometries within the FCG system, as well 
as from the benchmark Bruker D8-GADDS diffractometer are presented and 
compared in Figure 7.8. 
As illustrated in Figure 7.8, the widths of the diffraction signals acquired by the 
Bruker D8-GADDS diffractometer are significantly narrower than those obtained 
within the FCG system.  However, FCG gave rise to sharper diffraction peaks than PB 
geometry when the same instrumentation was employed.  This may be a result of 
the different beam divergence employed for each geometry, as explained in depth 
later in this section. 
Figure 7.7  Normalised scattering signatures from an Al2O3 S1 
plate obtained by the annular beam (A) and pencil beam (B) 
arrangements and by the Bruker D8-GADDS diffractometer (C).  
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Table 7.2  Quantitative comparison of the diffraction maxima positions and FWHM values from an Al2O3 sample; as obtained by the 
annular beam (FCG) and pencil beam (PB) geometries, and by the Bruker D8-GADDS diffractometer.   
PDF card No. 
75-1862  (nm) 
 FCG  PB  Bruker D8-GADDS 
d-spacing (nm)  
d-spacing 
(nm) 
FWHM 
(nm) 
 
d-spacing 
(nm) 
FWHM 
(nm) 
 
d-spacing 
(nm) 
FWHM (nm) 
0.138  
0.138 ± 6.77 
x 10-6 
0.0029 ± 
7.37 x 10-6 
 
0.138 ± 5.07 
x 10-5 
0.0025 ± 
5.87 x 10-5 
 - - 
0.152  
0.152 ± 3.08 
x 10-4 
0.0022 ± 
2.41 x 10-4 
 
0.152 ± 8.88 
x 10-4 
0.0039 ± 
1.45 x 10-3 
 - - 
0.160  
0.160 ± 3.09 
x 10-5 
0.0024 ± 
4.38 x 10-5 
 
0.160 ± 1.17 
x 10-4 
0.0026 ± 
1.40 x 10-4 
 - - 
0.174  
0.174 ± 3.09 
x 10-5 
0.0026 ± 
3.58 x 10-5 
 
0.174 ± 1.16 
x 10-4 
0.0031 ± 
1.21 x 10-4 
 
0.174 ± 1.92 
x 10-5 
0.0005 ± 
1.93 x 10-5 
0.209  
0.208 ± 1.97 
x 10-5 
0.0033 ± 
2.22 x 10-5 
 
0.208 ± 7.27 
x 10-5 
0.0044 ± 
8.71 x 10-5 
 
0.209 ± 1.55 
x 10-5 
0.0006 ± 
1.54 x 10-5 
0.238  
0.238 ± 4.01 
x 10-5 
0.0038 ± 
4.93 x 10-5 
 
0.236 ± 1.74 
x 10-4 
0.0057 ± 
2.45 x 10-4 
 
0.238 ± 6.19 
x 10-5 
0.0008 ± 
6.66 x 10-5 
0.255  
0.254 ± 1.01 
x 10-4 
0.0050 ± 
1.27 x 10-4 
 
0.254 ± 3.07 
x 10-4 
0.0053 ± 
3.60 x 10-4 
 
0.256 ± 1.49 
x 10-5 
0.0009 ± 
1.42 x 10-5 
0.348  
0.348 ± 2.30 
x 10-4 
0.0056 ± 
2.84 x 10-4 
 - -  
0.348 ± 1.35 
x 10-4 
0.0018 ± 
1.51 x 10-4 
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The annular and pencil beam geometries were also assessed analytically in terms of 
their contribution to the width of the diffraction signals.  A schematic illustration of 
the Debye cones produced via the annular and pencil beam arrangements is given 
in Figure 7.9; and the measured widths of the Debye cones for each geometry are 
illustrated at the same z coordinate.  WPB and WFCG, as indicated in Figure 7.9, 
correspond to the width of the Debye cones arising from pencil beam and FCG 
arrangements, respectively.  The wall divergence of the annular beam is equal to the 
overall beam divergence of the pencil beam for comparative data. 
If the diffraction maxima arising from the two different geometries were to be 
recorded along the same axis, then their widths would be more comparable.  
However, each arrangement possesses a different measurement axis.  WPB is 
recorded along the y-axis, whereas WFCG is measured along the z-axis.   
 
 
 
 
Figure 7.8  Mean FWHM values of the scattering maxima of Al2O3 
obtained when illuminated by an annular beam (FCG) and a 
pencil beam (PB); and when analysed by the benchmark Bruker 
D8-GADDS diffractometer. 
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Based on the geometric relationships shown in Figure 7.10, the width of the Debye 
cones of an infinitely thin sample arising from a PB arrangement can be calculated 
by Equation (7.1).  Further, as indicated by the schematic diagram of Figure 7.11 the 
length of the condensation focus i.e. width of the diffraction signal arising from the 
FCG arrangement can be calculated by Equation (7.2).  Equations (7.1) and (7.2) are 
valid when ϕ<2θ<90°. 
 
 
Figure 7.9  Schematic illustration of the width of the diffraction maxima from an 
infinitely thin sample by pencil beam (top) and annular beam (bottom) 
arrangements at a certain z-distance. 
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𝑅𝑑1 − 𝑅𝑑2 = (𝑍𝑑 − 𝑍𝑠)[tan(2𝜃 + 𝜙𝑃𝐵) − tan(2𝜃 − 𝜙𝑃𝐵)] + 2𝑍𝑠 tan𝜙𝑃𝐵 (7.1) 
 
 
 
 
 
 
 
 
 
𝑍𝑑2 − 𝑍𝑑1 =
𝑍𝑠 tan𝜙2
tan(2𝜃 − 𝜙2)
−
𝑍𝑠 tan𝜙1
tan(2𝜃 − 𝜙1)
 
(7.2) 
Figure 7.10  The geometric relationships involved in a pencil beam 
arrangement, with extreme beam divergence for presentation purposes, to 
determine the widths of the scattering maxima. 
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Figure 7.11  The geometric relationships involved in an FCG arrangement 
to determine the widths of the scattering maxima. 
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An example is considered where the overall PB divergence (2ϕPB) is 1°, the annular 
beam’s divergence ϕ1 and ϕ2 are 3° and 4° respectively, the sample (Zs) and 
detector’s (Zd) z-coordinates are 150 mm and 200 mm respectively, the radius of the 
pencil beam’s footprint on the sample (Rs=ZstanϕPB) is 1.31 mm and the sample’s 2θ 
scattering angle is 25°.  WPB (i.e. Rd1-Rd2) is calculated to be 3.68 mm (Equation 
(7.1)), whereas WFCG (i.e. Zd2-Zd1) is calculated to be 7.87 mm (Equation (7.2)).  This 
indicates that there is a 2.1 factor of increase, corresponding to 114% increase in 
the width/length (mm) of the diffraction maxima by FCG.  However, as the radius of 
the annular collimator decreases (hence FCG beam divergence decreases), the 
length of the condensation focus is reduced, even if the beam’s wall thickness 
remains the same.   
Even though an infinitely thin sample was considered until now, the sample’s 
thickness plays an important role in broadening the scattering maxima.  If a finite 
sample of t thickness is taken into account, the width of the diffraction peaks is 
expected to increase for both geometries.   
Figure 7.12 depicts the effect of sample thickness on the width of the scattering 
signals for the annular and pencil beam geometries employed during this work.  The 
diffracted rays coloured in red indicate the minimum and maximum limits of the 
diffraction maxima.  The length of the condensation foci is considerably greater than 
the width of the Debye cones, for the same beam divergence (2ϕPB) and wall 
thickness (ϕ2-ϕ1) i.e. 2ϕPB = ϕ2-ϕ1, as illustrated in Figure 7.12.  The width of the 
diffraction maxima of a sample with thickness t, for a pencil beam and annular beam 
arrangement can be calculated by Equations (7.3) and (7.4), respectively.   
If the same experimental parameters were implemented as with the above example, 
but with a sample thickness of 1 mm and Zs1 at 149.5 mm, then the width of the 
diffraction peaks would be 4.15 mm for the PB arrangement and 9.02 mm for FCG.  
The FCG:PB width ratio is 2.2 (117% increase), which is slightly higher than the 
calculated width ratio for an infinitely thin sample.  This indicates that an increase 
in the sample’s thickness would affect the length of the condensation foci to a greater 
extent than the width of the Debye cones.   
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(𝑅𝑑1 − 𝑅𝑑2)𝑡 = (𝑍𝑑 − 𝑍𝑠1) tan(2𝜃 + 𝜙𝑃𝐵)
− (𝑍𝑑 − 𝑍𝑠1 − 𝑡) tan(2𝜃 − 𝜙𝑃𝐵) + (2𝑍𝑠1 + 𝑡) tan𝜙𝑃𝐵 
(7.3) 
 
(𝑍𝑑2 − 𝑍𝑑1)𝑡 =
(𝑍𝑠1 + 𝑡) tan𝜙2
tan(2𝜃 − 𝜙2)
−
𝑍𝑠1 tan𝜙1
tan(2𝜃 − 𝜙1)
+ 𝑡 
(7.4) 
 
When the same parameters are applied as with the empirical experiments presented 
in Figure 7.7, the calculated width of the diffraction peak for the 300 reflection in 
Al2O3 at 0.138 nm (29.84° 2θ), for both the pencil and annular beam geometries, 
Figure 7.12  Schematic illustration of the width of the diffraction maxima of t thick 
sample, arising from a pencil beam (top) and annular beam (bottom) arrangement at 
a certain z-distance. 
Zd 
t 
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based on Equations (7.3) and (7.4), is 0.820 mm and 0.827 mm, respectively.  The 
measured FWHM of the diffraction profiles (FCG and PB) of Figure 7.7, are given in 
Table 7.2.  The ratio of the FCG:PB width of the diffraction signal at 29.84° as 
obtained experimentally is 1.16; which is, within experimental errors and analytical 
approximations, similar to the 1.01 ratio of the analytically determined widths.   
It is important to note at this point, that the analytical tool developed was aimed at 
determining comparative values on maximum width of scattering signals when 
various parameters were applied.  It is a simplified model that did not propose the 
direct comparison of calculated values with measured FWHM of scattering peaks.  
For this reason, calculated values of maximum widths of diffraction maxima are 
given in different units than measured FWHM values of diffraction peaks.  Therefore, 
the relative values of calculated and measured widths (i.e. ratios) were compared. 
As discussed earlier, an alternative approach to interpreting FCG data is to perform 
a radial integration around the condensation rings.  Figure 7.12 illustrates by a red 
dotted line at Zr, that if the detector is positioned at a condensation ring z-
coordinate, the width of the condensation rings would account for the width of the 
diffraction peaks.  The width of the condensation ring (Wr) would then be more 
comparable to the width of the PB Debye cones, as indicated in Figure 7.12.  
Equation (7.8) indicates the width of the condensation rings at a certain Zr detector 
position; 
 
𝑊𝑟 = 𝑅𝑠2 − 𝑅𝑠1 + (𝑍𝑟 − 𝑍𝑠1) tan(2𝜃 − 𝜙1) − (𝑍𝑟 − 𝑍𝑠1 − 𝑡) tan(2𝜃 − 𝜙2)  (7.5) 
 
where 𝑅𝑠2 = (𝑍𝑠1 + 𝑡) tan𝜙2 and 𝑅𝑠1 = 𝑍𝑠1 tan𝜙1. 
If the same example is used as in page 118, then Wr is calculated to be 0.399 mm at 
170 mm z-position (Zr); whereas for the PB arrangement at the same z-position is 
0.709 mm.  This is an indication of the potential of the condensation rings to provide 
sharper diffraction peaks than conventional PB arrangement. 
However, there are a number of variables such as 2θ, sample and detector positions, 
beam divergence and beam’s wall thickness that can affect the width of the 
scattering maxima.  A comparison of the width of the diffraction peaks arising from 
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PB and FCG (condensation foci and rings) arrangements, in respect to these 
variables, was performed using Equations (7.3), (7.4) and (7.5), respectively.  The 
constant values employed when alternative variables were examined were 2θ = 
29.84°, ϕPB = 0.1°, ϕ1 = 3.58°, ϕ2 = 3.68°, Zs = 153.72 mm, Zd = 170 mm and t = 0.17 
mm; similarly to the empirical data. 
Figure 7.13 illustrates the relationship of the calculated width of scattering maxima 
as obtained by the radial integration of PB and FCG data, and by the linear 
integration of FCG condensation foci, when the scattering angle, sample thickness 
and sample and detector z-positions were altered.  An increase in the sample’s 
thickness and the sample’s z-position (constant sample-to-detector distance) 
indicates a positive linear relationship (different gradients) with the width of the 
scattering maxima, for all three data interpretation methods (Figure 7.13 (B) & (C)).  
Their different gradients suggest that the condensation foci are influenced the most 
by an increased sample thickness and sample z-position, whereas the condensation 
rings the least. 
It is important to note at this point, that as indicated by Equation (7.4), the length of 
the condensation foci is independent of the detector’s position along the z-axis.  
Figure 7.13 (D) demonstrates that as the detector’s z-coordinate increases (with a 
fixed sample), the width of the condensation rings and the PB Debye cones increase 
linearly, with the former generating narrower diffraction peaks. 
In contrast, the relationship between the width of the scattering maxima and the 
sample’s scattering angles illustrates a rapid growth at ~80° for the width of the 
Debye cones and the condensation rings, and a rapid growth below ~20° for the 
length of the condensation foci (Figure 7.13 (A)). 
Figure 7.14 compares the increase of the pencil beam’s divergence and the annular 
beam’s wall thickness with the width of the scattering maxima.  In all cases, the 
width of the diffraction maxima increases, but follows a linear relationship for the 
Debye cones and condensation rings; whereas for the condensation foci it follows a 
more rapid increase.    
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Figure 7.13  The relationships between calculated maximum width of scattering maxima obtained by a pencil beam (PB) and an annular 
beam geometry, when interpreting around the condensation foci (CF) and condensation rings (CR), with varying scattering angles (A), 
sample thickness (B), sample’s z-position with a fixed sample-to-detector distance (C) and detector’s z-position with a fixed sample (D). 
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Lastly, the length/width of the condensation foci and rings were assessed with 
respect to the annular beam’s opening angle (ϕ2)†, as seen in Figure 7.15.  The length 
of the condensation foci is greater than the width of the condensation rings, with the 
latter increasing at a minute rate (linearly) and the former increasing at a greater 
rate (non-linearly). 
A 1% increase in all variables (from typical empirical values) demonstrates that the 
width of the condensation rings suffers the least from peak broadening, as shown in 
Figure 7.16.  Moreover, comparison of each component’s contribution to peak 
broadening (except 2θ angles) showed that the width of the PB scattering maxima 
is affected the most by the sample-to-detector distance (DSD) and beam divergence; 
whereas the length of the condensation foci is affected mostly by the sample’s 
position along the z-axis and by the beam’s wall thickness.  The greatest contribution 
on the width of the condensation rings arose from the DSD distance and beam wall 
thickness.   
                                                        
† The same relationship is observed with ϕ1. 
Figure 7.14  Correlation between the calculated maximum 
width of the scattering maxima obtained by a pencil beam (PB) 
and an annular beam geometry when integrating around the 
condensation foci (CF) and condensation rings (CR) with 
varying beam divergence and beam wall thickness respectively. 
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Figure 7.16  Contribution of 1% increase in all variables 
(sample thickness, t; scattering angle, 2θ; sample position, Zs; 
sample-to-detector distance, DSD; pencil beam divergence, ϕPB 
and beam wall thickness, ϕ2-ϕ1; annular beam divergence ϕ2) 
in the width of the scattering maxima. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.15  Correlation between the calculated maximum 
width of the scattering maxima obtained by an annular beam 
geometry when interpreting around the condensation foci (CF) 
and condensation rings (CR) with varying angular divergence 
ϕ2 (and ϕ1) and constant beam wall thickness (ϕ2 - ϕ1). 
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In summary, it was analytically shown that the width of the condensation rings was 
significantly lower than the width of the Debye cones and length of condensation 
foci, whilst the latter demonstrated the highest peak broadening effect. 
The condensation rings can therefore be employed during FCG data analysis for 
sharper diffraction peaks.  However, when an FCG image is radially integrated, the 
radii of the condensation rings have to be translated into 2θ scattering angles.  This 
conversion procedure differs for converging and diverging condensation rings.  
Equations (7.6) and (7.7) relate the radius of the converging and diverging rings, 
respectively to the sample’s scattering angles (2θcr and 2θdr); 
 
2𝜃𝑐𝑟 = tan
−1 (
𝑍𝑠 tan𝜙𝑚 − 𝑅𝑐𝑟
𝑍𝑟 − 𝑍𝑠
) + 𝜙𝑚 
(7.6) 
 
2𝜃𝑑𝑟 = tan
−1 (
𝑍𝑠 tan𝜙𝑚 + 𝑅𝑑𝑟
𝑍𝑟 − 𝑍𝑠
) + 𝜙𝑚 
(7.7) 
 
where Rcr and Rdr are the radii of the converging and diverging condensation rings, 
respectively. 
This requires the FCG image to be comprised of either converging or diverging rings 
in order to determine the scattering angles.  However, FCG images commonly consist 
of both converging and diverging condensation rings.  Discrimination between these 
condensation rings is of great importance when acquiring a single FCG image.  This 
requirement will be considered in greater depth in Section 8.2 and Section 8.3. 
Scattering maxima obtained from both geometries (FCG and PB) were also assessed 
in terms of peak intensity.  The total intensity of the condensation rings around their 
circumference is the same as the intensity of the corresponding condensation foci.  
For this reason, only the intensity of the condensation foci is taken into account in 
the following comparison.   
Initially, the intensity of the scattering maxima as obtained by the annular and pencil 
beam arrangements was analytically assessed and compared.  The condensation foci 
possess a considerably enhanced intensity that corresponds to ~8Rs/WT (see 
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Section 5.2), as indicated by Rogers et al. (2010).  The relationship between the 
intensities of conventional and FCG data was re-considered in order to provide a 
more accurate comparison. 
If an annular collimator of r1 and r2 inner and outer radius, respectively is 
considered, the area of the annulus is 𝜋(𝑟2
2 − 𝑟1
2).  The area of a pinhole of diameter 
WT is 𝜋 (
𝑊𝑇
2
)
2
.  The annulus area : pinhole area ratio is given by Equation (7.8). 
 
I𝐹𝐶𝐺1:𝑃𝐵2 =
4(𝑟2
2 − 𝑟1
2)
𝑊𝑇
2   
(7.8) 
 
If the pinhole’s diameter is the same as the annulus’ thickness, i.e. WT = r2-r1, then 
Equation (7.8) can be simplified to Equation (7.9); 
 
I𝐹𝐶𝐺1:𝑃𝐵1 =
8?̅?
𝑊𝑇
  
(7.9) 
 
where ?̅? is the mean radius of the annular collimator. 
Empirical data were also considered in order to compare the intensity of FCG and 
conventional scattering maxima.  It should be noted that during the acquisition of 
conventional XRD data the time exposure was significantly higher (60 times) than 
that employed for the FCG experiment.   
The area under the diffraction peaks from Al2O3 arising from both the annular and 
pencil beam geometries was obtained, assuming the same time exposure (10 
seconds), and are presented in Table 7.3.  The measured I𝐹𝐶𝐺1:𝑃𝐵2  ratio ranges from 
22.47 to 134.21.  The calculated I𝐹𝐶𝐺1:𝑃𝐵2  ratio (Equation (7.8)), corresponding to 
the empirical data, is ~71 (when R1 and R2 are 8.75 mm and 9 mm (AB1 collimator), 
respectively, and WT is 0.5 mm (PB1 collimator)), which is within the empirical 
values.   
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As explained previously in Section 5.2, the relative intensities of the diffraction 
signals arising from an annular beam geometry differ from the intensities of 
conventional XRD signals.  This may explain the inconsistencies in FCG:PB ratio 
determined from empirical data. 
 
Table 7.3  Quantitative comparison of Al2O3’s scattering peak areas as obtained by the 
annular (FCG) and pencil (PB) beam geometries with 10 seconds time exposure. 
PDF card No. 75-1862 
d-spacing (nm) 
 
Peak area 
FCG:PB ratio 
FCG  PB 
0.138  656 ± 2.3  4.9 ± 0.6 133.9 
0.152  18 ± 6.1  0.8 ± 0.9 22.5 
0.160  76 ± 4.6  1.8 ± 0.8 42.2 
0.174  49 ± 0.8  1.3 ± 0.1  37.7 
0.209  61 ± 0.3  2.1 ± 0.1 29.0 
0.238  28 ± 0.8  0.9 ± 0.1 31.1 
0.255  24 ± 0.8  0.3 ± 0.1 80 
0.348  2 ± 0.1  - - 
 
Following the initial comparison of the two different geometries, the effect of FCG 
system’s components, including the collimation optics, sample thickness, and X-ray 
source, on peak broadening were investigated.   
 
7.2.2 Collimation optics and sample variations 
The effect of beam divergence on the width of scattering maxima was analysed via 
conventional XRD for simplicity purposes.  As indicated previously by Figure 7.14, 
the effect of beam divergence on peak broadening is similar for conventional and 
FCG arrangements.  However, since the relationship between collimation optics and 
beam divergence and their effect on peak broadening are well known and widely 
studied, the outcomes are reported briefly.  Detailed results from each experimental 
procedure are given in Appendix A. 
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Initially, the effect of increased beam divergence on the width of the Debye cones 
was assessed by translating a pencil beam collimator along the primary axis.  It was 
shown that as the X-ray source-to-collimator distance increases (hence beam 
divergence decreases), the width of the diffraction peaks decreases (Appendix 
A.1.1).  Comparison of their FWHM indicated an average minor decrease of ~0.01° 
in the width of the diffraction peaks when the angular divergence was decreased 
from 0.38° to 0.14° (see Appendix A.1.1, Figure A.4). 
Further examination of collimation optics involved a decrease of the pinhole 
diameter, in addition to an increase of the collimator’s length or distance from the 
X-ray source.  This indicated that narrower diffraction peaks arise from the 
collimator with the longest length and smaller pinhole diameter, i.e. smaller angular 
divergence (see Appendix A.1.2).   
The effect of sample-to-detector distance on peak broadening was also investigated.  
Although the widths of the diffraction peaks were expected to increase as the 
sample-to-detector distance increased (as shown in Figure 7.13 (D)), the peaks 
appeared slightly narrower (Appendix A.2 – Figure A.8 and Figure A.9).  This is 
believed to be due to the better resolved scattering maxima as the sample-to-
detector increases, especially at a limited low 2θ range. 
Examination of the X-ray source-to-sample distance at a fixed sample-to-detector 
distance confirmed that as the sample is translated further away from the X-ray 
source, the widths of the diffraction peaks increase (Figure A.10 and Figure A.11).  
The farther the sample is from the X-ray source, the greater the dimensions of the 
primary beam’s footprint onto the sample, hence the broader the diffraction peaks, 
as theoretically assessed in Section 7.2.1.  
In summary, it was demonstrated that a smaller beam divergence would generate 
narrower diffraction peaks.  However, even with low beam divergence, diffraction 
profiles obtained by the FCG system, but with a conventional pencil beam 
arrangement, were not as sharp as the diffraction peaks obtained by standard 
diffractometers.   
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7.2.3 Sample thickness  
The effect of increased sample thickness on FCG was investigated with powder 
samples of two different thicknesses.  Figure 7.17 presents the scattering signatures 
obtained from Al2O3, hydroxyapatite and NaCl powders with a sample thickness of 
1.6 mm and 3 mm.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.17  Scattering signatures from Al2O3 (i), synthetic 
hydroxyapatite (ii) and NaCl (iii) of 1.6 mm (A) and 3 mm (B) 
thickness, as obtained by an annular beam arrangement. 
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Diffraction profiles obtained from 1.6 mm thick samples illustrate narrower 
diffraction peaks, especially for Al2O3.  As seen in Figure 7.17 (i), the diffraction 
peaks at 0.239 nm and 0.256 nm of diffractogram A started to merge into one broad 
peak with a shoulder when the sample thickness increased (diffractogram B).  For 
the scattering profiles of 1.6 mm and 3 mm thick hydroxyapatite samples, no 
significant differences were observed.  The scattering maxima of NaCl indicate a 
distinctive decrease in the signal-to-noise ratio (SNR) when the sample thickness 
was increased to 3 mm. 
The average optimal thickness for maximum scatter intensity for Al2O3, 
hydroxyapatite and NaCl over a 10°-40° 2θ range was calculated by Equation (3.3) 
to be 0.71 mm, 0.45 mm and 0.62 mm, respectively.  The higher optimal thickness of 
Al2O3 over hydroxyapatite and NaCl may explain the higher resolution and intensity 
diffraction data obtained from Al2O3. 
Figure 7.18 presents the FWHM values obtained by the scattering signatures from 
Al2O3, hydroxyapatite and NaCl with 1.6 mm and 3 mm sample thickness, when 
illuminated by an annular beam (ϕ1 = 3.58° and ϕ2 = 3.68°), in terms of d-spacing.  
FWHM values with associated errors for each sample analysed are given in 
Appendix A.4.1 (Table A.1).   
It is observed that as the thickness of the sample increases so does the width of the 
diffraction peaks, specifically for Al2O3 and NaCl; whereas for hydroxyapatite the 
width of the peaks arising from both sample thicknesses varied.  A general trend is 
illustrated in Figure 7.18, indicating an increase in the FWHM as the 2θ angle 
decreases (d-spacing increases), even though they were exceptions; as also 
determined by Equation (7.4) (Figure 7.13 (A)). 
 
 
 
 
 
 
Chapter 7  RESULTS 
131 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
The length of the corresponding condensation foci for all samples was calculated by 
Equation (7.4).  The FWHM and the length of the condensation foci are not directly 
comparable (as explained in Section 7.2.1); therefore, the ratio of the FWHM values 
for 1.6 mm and 3 mm sample thickness were obtained and compared to the ratio of 
the condensation foci lengths for 1.6 mm and 3 mm sample thickness.  The ratios are 
listed in Table 7.4.   
Figure 7.18  Mean FWHM values of the scattering 
maxima from Al2O3 (i), synthetic hydroxyapatite (ii) and 
NaCl (iii) powders with 1.6 mm and 3 mm sample 
thickness, as obtained by an annular beam arrangement. 
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Table 7.4  The ratio values obtained by the FWHM of empirical data and the calculated 
maximum length of the condensation foci for Al2O3, hydroxyapatite and NaCl samples 
from 3 mm and 1.6 mm thickness. 
 Ratio (3 mm : 1.6 mm sample thickness) 
 Empirical FWHM Calculated condensation focus length 
Al2O3 
1.36 1.37 
1.57 1.47 
1.54 1.49 
1.58 1.53 
2.44 1.59 
1.73 1.59 
1.68 1.63 
Ca10(PO4)6(OH)2 
0.56 1.34 
0.84 1.38 
0.75 1.41 
1.10 1.45 
1.01 1.51 
1.65 1.50 
1.46 1.57 
1.42 1.62 
0.61 1.65 
NaCl 
1.23 1.44 
1.45 1.53 
 
The ratio values indicate an agreement between the empirical FWHM and calculated 
maximum length of the condensation foci, even though there are some 
inconsistencies between the ratio values, mainly due to the broader scattering 
maxima from 1.6 mm hydroxyapatite. 
Conventional XRD data (Figure 7.19) were also acquired from the powder samples 
with 1.6 mm and 3 mm thickness.  Similarly to the FCG profiles, the width of the 
diffraction peaks increases as the sample thickness increases, especially for Al2O3 
(Figure 7.19 (i)).   
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The scattering profiles of NaCl (Figure 7.19 (iii)), a sample with large grain size, is of 
interest as its scattering maxima arising from reflections 111 and 200 are not 
observed with the 3 mm thick sample.  This is an example of misleading XRD data 
that can be acquired with samples exhibiting large grain size, when capturing only 
a section of the diffraction pattern.  Plots illustrating the relationship between 
FWHM of the scattering signals of each sample as their thickness increases are 
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Figure 7.19  Scattering signatures from Al2O3 (i), synthetic 
hydroxyapatite (ii) and NaCl (iii) of 1.6 mm (A) and 3 mm 
(B) thickness, as obtained by a pencil beam arrangement. 
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Figure 7.20  Mean FWHM values of the scattering 
maxima from Al2O3 (i), synthetic hydroxyapatite (ii) 
and NaCl (iii) powders with 1.6 mm and 3 mm sample 
thickness, as obtained by a pencil beam arrangement. 
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presented in Figure 7.20 for conventional XRD (list of FWHM tabulated in Table A.2, 
Appendix A.4.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The FWHM values of the 3 mm thick samples tend to be higher than the FWHM value 
of the 1.6 mm thick samples, with considerably higher errors.  It is noteworthy, that 
the errors of the FWHM values for the conventional data for both sample thicknesses 
are significantly higher than the associated errors of the FCG data. 
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7.2.4 Alternative X-ray source (CT system) 
An alternative X-ray source (see Section 6.3.3.4 for X-ray source specifications) was 
employed to determine its effect on FCG diffraction patterns, mainly in terms of peak 
broadening.  The Panalytical X-ray tube has a focal spot with physical dimensions of 
0.4 x 12 mm and a target to beam angle of 6°, as mentioned in Section 6.1.2.  Even 
though the area of the resultant focal spot is compatible with the requirement of a 
focal spot of less than 1 mm2 for the production of high quality diffraction signals 
(Cullity, 1978), the large physical dimensions of the focal spot can cause an increase 
in the beam divergence and an enhanced geometric unsharpness. 
The X-ray source within a CT system was therefore engaged and evaluated in terms 
of diffraction peaks’ widths.  Even though the acquisition of FCG diffraction patterns 
within the CT system is currently at very early stages, a series of 30 diffraction 
frames was successfully captured (Figure 7.21).  The data sequence demonstrates 
the convergence of a condensation ring at its condensation focus and its divergence, 
as illustrated in Figure 7.21.  This scattering maximum arises from the 300 reflection 
in Al2O3 with an interplanar distance of 0.138 nm.  The diffraction peak was 
compared to its equivalent diffraction peak acquired by the original FCG system, as 
illustrated in Figure 7.22.   
It is observed that the diffraction peak obtained by the CT system is slightly 
narrower (FWHM of 0.0057 ± 4.39 x 10-4 nm) than the diffraction peak from the 
original FCG system (FWHM of 0.0067 ± 2.12 x 10-4 nm); indicating a ~15% decrease 
in FWHM.   
Moreover, Figure 7.23 provides a comparison between the widths of the 
condensation rings acquired by the FCG system and the CT system.  It is indicated 
that the width of the condensation rings captured within the CT system are 
narrower when compared to the FCG system’s data.   
It should be noted that the intensity of the diffraction profiles obtained by the two 
systems (Figure 7.22 and Figure 7.23) is not comparable due to different time 
exposures, voltage and current values employed. 
 
 
Chapter 7  RESULTS 
136 
3000
3500
4000
4500
5000
5500
6000
17 18 19 20 21
L
in
 (
C
o
u
n
ts
)
Sample - detector distance (mm)
FCG system CT system
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.21  Sequence of FCG diffraction images obtained from an Al2O3 plate within 
the CT system.  The data sequence is displayed from left to right with the 
condensation focus of 300 reflection in Al2O3 illustrated in image no. 18 (red box). 
Figure 7.22  Comparison of the diffraction peak arising from 
300 reflection from Al2O3, as acquired within the FCG and CT 
systems.  NB.  Position offset caused by lack of calibration. 
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Figure 7.23  Radial integration of diffraction images 
obtained by the FCG and CT systems, when the 300 reflection 
from Al2O3 was at its focal point. 
 
 
 
 
 
 
 
 
 
In summary, broadening of the diffraction peaks was shown to be dependent upon 
instrumentation components, as well as the beam geometry employed.  Peak 
broadening (Bp) can therefore be described by Equation (7.10); 
 
𝐵𝑝 = 𝜎(𝑆𝐹𝑆) + 𝜎(𝑃𝐵𝑆) + 𝜎(𝜙𝑃𝐵) + 𝜎(𝑡) + 𝜎(𝑍𝑠) + 𝜎(𝑍𝑑)+𝜎(𝐷𝑃𝑆𝐹) (7.10) 
 
where σ(SFS) is the peak broadening of the diffraction peaks (in °/2θ) caused by the 
X-ray source’s focal spot, σ(PBS) and σ(ϕPB) are the peak broadening of the 
diffraction peaks (in °/2θ) caused by the shape and angular divergence of the 
primary beam respectively, σ(t) is the peak broadening of the diffraction peaks (in 
°/2θ) caused by the sample thickness, σ(Zs) and σ(Zd) the peak broadening of the 
diffraction peaks (in °/2θ) caused by the sample and detector’s position along the 
primary axis and σ(DPSF) the peak broadening of the diffraction peaks (in °/2θ) 
caused by the point spread function of the detector. 
Nonetheless, in all cases, the widths of the diffraction peaks acquired within the FCG 
system (or CT system) were not in the same order as the widths of diffraction peaks 
obtained by a standard diffractometer (Bruker D8-GADDS). 
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7.3 Analysis of liquid samples 
Analysis of liquid samples involved the discrimination between threat and benign 
liquids for aviation security (Section 2.2.2).  Scattering maxima from a variety of 
liquid samples (Table 6.3) were acquired using both the annular beam and 
conventional pencil beam arrangements.  The results presented in this section were 
initially examined by a qualitative inspection of the diffraction images and then by a 
quantitative comparison of their scattering distributions. 
 
7.3.1 Visual inspection  
Representative scattering distributions of threat and benign liquids, as obtained by 
FCG at single detector positions along the primary axis are shown in Figure 7.24.  
Images (a) and (b) of Figure 7.24 were acquired at a sample-to-detector distance of 
52.5 mm, illustrating the difference in the dominant scattering distributions 
between water and 2-propanol; a non-threat and a 3rd class threat liquid, 
respectively (classified in Section 6.2 (b) as indicated by Harding et al. (2010)).  The 
higher scattering angle of water emerges close to a condensation focus at a 52.5 mm 
sample-to-detector distance, in comparison to the lower scattering angle of 2-
propanol that forms a distinguishable condensation ring.   
 
 
 
 
 
 
 
 
 
Figure 7.24  FCG diffraction images of the condensation ring of 
water (a) and 2-propanol (b) at a 52.2 mm sample-to-detector 
distance. 
(a) (b) 
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All benign liquids analysed, illustrated similar intensity maxima to water (Figure 
7.24 (a)); whereas the condensation ring formed by the scattering maxima of all 
threat liquids (except hydrogen peroxide) appeared at a greater radius, similarly to 
2-propanol (Figure 7.24 (b)); indicating a lower scattering angle.  Therefore, a visual 
inspection of the scattering image of a liquid could assist in the identification of a 
threat liquid. 
Single scattering images of miscible and immiscible liquid mixtures, as listed in 
Table 6.4, were obtained and compared to the scattering images of the individual 
liquids.  Analysis of 2D diffraction images illustrated in Figure 7.25 and Figure 7.26, 
as obtained by miscible mixtures, indicated a single dominant condensation ring of 
an approximately amid radius.  In the case of immiscible mixtures, the diffraction 
image possessed two condensation rings, as seen in Figure 7.27 and Figure 7.28, 
each corresponding to the individual liquid.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (c) (b) 
Figure 7.25  FCG diffraction images of the condensation ring of 
coffee (a), methylated spirit (b) and a mixture of the two (c) at a 
52.2 mm sample-to-detector distance. 
(a) (c) (b) 
Figure 7.26  FCG diffraction images of the condensation ring of 
whiskey (a), 2-propanol (b) and a mixture of the two (c) at a 52.2 
mm sample-to-detector distance. 
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7.3.2 Analysis of 2D diffraction sequences 
As mentioned earlier in Section 6.3.4, the scatter intensity maxima of liquids can be 
calculated via Equation (6.1).  All benign liquids produced diffractograms with a 
single diffraction signal between 0.325-0.354 nm (Figure 7.29); except the cosmetic 
foundation cream that produced an additional weak signal at 0.42 mm.  The 
diffractograms of all threat liquids (with the exception of hydrogen peroxide) 
demonstrated scatter maxima between 0.401-0.442 nm (Figure 7.30).  Additionally, 
the intensity of the signals arising from threat liquids was significantly higher than 
the intensity of the diffraction signals of the benign liquids.  Table 7.5 presents the 
scattering vector magnitude for each threat and non-threat liquid analysed with 
their corresponding error values. 
 
 
(a) (c) (b) 
(a) (c) (b) 
Figure 7.27  FCG diffraction images of the condensation ring of 
water (a), diesel (b) and a mixture of the two (c) at a 52.2 mm 
sample-to-detector distance. 
Figure 7.28  FCG diffraction images of the condensation ring of 
cosmetic foundation cream (a), acetone (b) and a mixture of the 
two (c) at a 52.2 mm sample-to-detector distance. 
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Figure 7.29  Scattering signatures of all non-threat liquids analysed 
during this work; including whiskey (A), water (B), coffee (C), 
cosmetic foundation cream (D) and jam (E).  
Figure 7.30  Scattering signatures of all threat liquids analysed 
during this work; including 2-propanol (A), diesel (B), acetone(C), 
methylated spirit (D), ethanol (E) and hydrogen peroxide 30% (F). 
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Table 7.5  The scattering vector magnitude for all threat and non-threat liquids 
analysed during this study. 
 Category* Sample 1/s = λ /(2sinθ) (nm) 
T
h
re
a
t 
A Diesel 0.442 ±1.50 x 10-3 
A Acetone 0.431 ± 5.52 x 10-4 
B Hydrogen peroxide (30%) 0.317 ± 3.91 x 10-4 
C Hydrogen peroxide (3%) 0.325 ± 1.30 x 10-3 
C Methylated spirit 0.401 ± 3.21 x 10-4 
C Ethanol 0.402 ± 7.85 x 10-4 
C 2-propanol 0.436 ± 6.33 x 10-4 
N
o
n
-t
h
re
a
t 
D Whiskey 0.348 ± 6.83 x 10-4 
D Cosmetic foundation cream 
0.420 ± 3.42 x 10-3 
0.354 ± 4.52 x 10-4 
D Jam 0.353 ± 9.96 x 10-4 
E Water 0.325 ± 6.79 x 10-4 
E Coffee 0.325 ± 4.09 x 10-4 
*As categorised in Section 6.2(b) 
 
Hydrogen peroxide (H2O2) was analysed in two different concentrations: 3% and 
30%.  The scattering maxima from 3% H2O2 occurred at 0.325 nm similarly to that 
of water; whereas 30% H2O2 produced a diffraction signal with a lower inverse 
scattering vector magnitude of 0.317 nm, as illustrated in Figure 7.31.  The lower 
inverse scattering vector magnitude of 30% H2O2 can be explained by the higher 
density of H2O2 (1.11 gcm-3 for 30% H2O2 and 1.45 gcm-3 for pure H2O2), when 
compared to the density of water (1 gcm-3) (Wells and Bradley, 2012). 
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In summary, analysis of restricted (limited d-spacing) FCG data sequences indicated 
determination between threat and non-threat liquids based on their scattering 
maxima positions.   
Diffraction images from mixtures of threat and non-threat liquids were also 
analysed to determine possible discrimination between the distinct liquids.  The 
solutions were mixed in a 1:1 ratio, as described in Section 6.2(b); therefore, each 
liquid was present at equal volumes.  The scattering distributions arising from such 
mixtures indicated the presence of either one or two dominant signals, depending 
on the miscibility of the two solutions.  For example, miscible mixtures such as 2-
propanol with whiskey (Figure 7.32) and methylated spirit with coffee (Figure 7.33) 
produced a single dominant scattering maximum.  The scattering vector magnitude 
of the diffraction signal arising from miscible samples was between the values from 
the individual liquids.   
 
Figure 7.31  Scattering signatures of water (A), hydrogen 
peroxide at 3% (B) and 30% (C) concentration.  
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Figure 7.33  Scattering signatures of methylated spirit and 
coffee mixture (A), methylated spirit (B) and coffee (C). 
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Figure 7.32  Scattering signatures of 2-propanol and whiskey 
mixture (A), 2-propanol (B) and whiskey (C). 
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Figure 7.34  Scattering signatures of acetone and cosmetic 
foundation cream  mixture (A), acetone (B) and cosmetic 
foundation cream (C). 
Figure 7.35  Scattering signatures of diesel and water 
mixture (A), diesel (B) and water (C). 
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However, in the case of immiscible mixtures, two dominant scattering maxima were 
produced, each arising from the individual liquid.  As observed in Figure 7.34, the 
mixture of acetone and the cosmetic foundation cream yielded two diffraction 
signals at 0.354 nm and 0.434 nm; corresponding to the cosmetic foundation cream 
and acetone, respectively.   
The cosmetic foundation cream has an additional peak of low intensity at 0.420 nm 
(Figure 7.34 (C)) which overlaps with the dominant diffraction signal of acetone at 
0.431 nm (Figure 7.34 (B)) in the diffractogram of their mixture solution, thus 
producing a broader signal at 0.434 nm (Figure 7.34 (A)).   
Similarly, the mixture of diesel and water yielded a dominant scattering maximum 
at 0.442 nm arising from diesel and a very weak signal at ~0.317 nm resulting from 
water, as illustrated in Figure 7.35.  
Table 7.6 presents the scattering vector magnitudes of the mixtures analysed. 
 
Table 7.6  Scattering vector magnitudes of the mixtures of threat and non-threat 
liquids analysed. 
Mixtures 1/s = λ/(2sinθ) (nm) 
Methylated spirit + Coffee 0.363 ± 4.20 x 10-4 
2-propanol + Whiskey 0.424 ± 7.69 x 10-4 
Acetone + Cosmetic foundation cream 0.434 ± 9.40 x 10-1, 0.354 ± 5.01 x 10-4 
Diesel + Water 0.442 ± 2.78 x 10-3, 0.317 ± 3.83 x 10-2 
 
7.3.3 Reproducibility of data 
Since the diffraction signals from the liquid samples are significantly broadened 
when compared to the diffraction peaks of crystalline materials, the reproducibility 
of the FCG patterns was evaluated.  The scattering maximum position of methylated 
spirit was acquired a number of times after various instrumental movements and 
calibration arrangements, as described in Section 6.3.4. 
As seen in Figure 7.36, the scattering signatures acquired after various homing 
steps, appear (within experimental errors) at the same detector’s distance along the 
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primary axis.  Nonetheless, the data sequences captured after employing a different 
sample cell orientation and cell position, demonstrated scattering maxima at a 
shorter distance from the X-ray source.  During the last two steps, the direction of 
the sample cell was inverted and the position of the cell was slightly dislocated; 
hence altering the sample-to-detector distance.  A minor change of ~5 mm in the 
sample’s z-distance indicates significant differences in the scattering maxima 
positions, which can be resolved with accurate calibration of the instrumentation, 
as indicated in Figure 7.37.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.36  Scattering signatures of methylated spirit acquired after 
various homing steps and a replaced sample cell (A-G), as well as 
different sample cell orientation (H) and position (I). 
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7.3.4 Comparison between FCG and pencil beam data 
A comparative study was performed with all non-threat and threat liquids analysed 
during this work.  The aim was to determine the differences in the scattering 
distributions from amorphous substances between FCG and conventional XRD data. 
Even though the pencil beam geometry produced scattering distributions of similar 
peak widths as FCG, the intensity of the diffraction maxima from the pencil beam 
arrangement was significantly lower, as expected (see Sections 5.2 and 7.2.1).  FCG 
diffraction signals were acquired at a time exposure of 10 seconds; whereas 
conventional diffraction maxima were captured at 10 minutes time exposure for an 
analogous degree of discrimination. 
Figure 7.38 (i) illustrates the diffraction signatures of water, a representative benign 
liquid, as obtained by the annular and pencil beam geometries.  As shown, both 
diffraction signals occupy a broad distribution with 0.027 ± 1.79 x 10-3 nm and 0.037 
± 1.85 x 10-3 nm FWHM values for FCG and PB arrangements, respectively.  The 
scattering maximum of water acquired by an annular beam occupies a significantly 
enhanced intensity generating a better-defined diffraction maximum signal at a 
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Figure 7.37  Calibrated scattering signatures of methylated spirit 
acquired after various homing steps, sample translations and 
dislocations. 
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lower position associated error.  FCG produced a scattering maximum with a ~24% 
greater area than the scattering maximum from the pencil beam geometry. 
The same observations were seen with the analysis of threat liquids.  A 
representative example is given within Figure 7.38 (ii), where the diffraction 
maxima of methylated spirit obtained by FCG and by the conventional pencil beam 
arrangement are compared.  Similarly to benign liquids, the FCG diffraction 
maximum indicates a higher resolution with 0.052 ± 6.84 x 10-4 nm FWHM when 
compared to 0.060 ± 7.43 x 10-2 nm FWHM of the conventional XRD data.  
Furthermore, the intensity (area) of FCG scattering maximum is significantly higher 
than that from conventional PB geometry. 
 
 
 
 
 
 
 
 
 
To summarise, it was demonstrated that FCG data analysis can distinguish between 
threat and benign liquids based on the position of their scattering maxima.  
Discrimination between water and 30% H2O2 was also achieved.  Mixtures of 
miscible and immiscible liquids were also analysed and similar results to 
Krishnamurti (1929) were observed (see Section 3.2.3).  The reproducibility of the 
FCG system was tested and verified with methylated spirits, a threat liquid.  In 
addition, comparison of FCG and conventional XRD data from threat and non-threat 
liquids indicated enhanced intensity of the former, hence more effective data 
interpretation.   
Figure 7.38  Scattering signatures of water (i) and methylated spirit (ii) acquired by 
the annular beam (A) and pencil beam (B) arrangements with 10 seconds time 
exposure. 
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7.4 Preferred orientation 
The phenomenon of preferred orientation was examined with FCG, initially through 
a theoretical and simulated approach and then in an empirical manner.   
 
7.4.1 Theoretical and simulated approach 
Theoretical and simulated analysis of FCG data involved convolution of an annular 
primary beam with either a single or a set of Debye rings to simulate an FCG pattern, 
as previously illustrated in Section 5.1.  Further analysis of convolved FCG patterns 
is presented later on in Section 8.1. 
Simulated FCG patterns were produced following the theoretical basis of diffraction 
maxima arising from an infinite number of pencil beams around the circumference 
of the annular beam.  A Debye cone with the same radius as the primary beam was 
employed as well as two Debye rings, one with a smaller radius than the primary 
beam and the other with a greater radius.  The Debye cones arose from a sample 
exhibiting extreme preferred orientation; hence appear as discontinuous Debye 
arcs.  The different radii of the Debye rings enabled the formation of a condensation 
focus, a converging condensation ring and a diverging condensation ring, as 
illustrated in Figure 7.39.   
 
 
 
 
 
 
 
 
 
Figure 7.39  Schematic illustration of an FCG pattern (left) with a 
condensation focus, a converging condensation ring and a diverging 
condensation ring produced by Debye cones (top right) of different 
scattering angles from a sample with extreme preferred orientation. 
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The Debye arcs coloured in black and yellow, with a smaller radius than the primary 
beam, produced a converging ring with the opposite geometry than the Debye arcs.  
The yellow arc formed the top part of the converging ring, whereas the black arc 
formed the bottom part of the converging ring.  This effect can be seen more clearly 
in Figure 7.40 with the green, red and blue Debye arcs forming a converging ring 
close to a condensation focus position, where the geometry of the arcs has been 
inverted.   
 
 
 
 
 
 
 
 
 
 
 
 
The outer condensation ring formed by this Debye arc possesses the exact same 
geometry as the latter.  In fact, it was determined that all outer condensation rings 
formed by Debye cones of any scattering angle will have the same geometry as the 
initial Debye arcs.  Moreover, the diverging condensation rings illustrated in Figure 
7.39 and Figure 7.40 (coloured in light blue and purple) possess the same geometry 
as the initial Debye arcs, since the arcs converge with an inverse geometry to a 
condensation focus and then diverge in the opposite direction to create the same 
geometry as the initial Debye arcs. 
Figure 7.40  Schematic illustration of an FCG pattern (left) with two 
converging condensation rings and a diverging condensation ring 
produced by Debye cones (top right) of different scattering angles 
from a sample with extreme preferred orientation.  
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The geometry of the Debye arcs and their corresponding condensation rings was 
then examined via the convolution of a simulated image of a single Debye ring 
(Figure 7.41(a)) with simulated images of three annular beams of varying radius. 
 
 
 
 
 
 
 
 
 
In Figure 7.41 (b), the converging condensation ring of an FCG pattern produced by 
an annular beam of a greater radius than the Debye cone is shown.  When comparing 
the geometry of the Debye arcs presented in Figure 7.41 (a) with the geometry of 
the converging ring in Figure 7.41 (b), it is evident that the geometry of the Debye 
arcs is inverted; whereas the outer ring of the FCG pattern retains the original 
geometry.  Moreover, the outer rings of Figure 7.41 (c) and (d) possess the initial 
geometry of the Debye arcs, as well as the diverging ring demonstrated in Figure 
7.41 (d).  This relationship between the Debye arcs and the condensation arcs can 
also be observed through a circumferential integration around the Debye cone and 
around each inner and outer condensation rings, as illustrated in Figure 7.42.  
Simulated data are therefore in agreement with the theoretical predictions.   
To summarise, converging condensation rings occupy an inverted geometry to that 
of the initial Debye cones; whereas diverging condensation rings occupy the same 
geometry.  All outer condensation rings possess the same geometry as the Debye 
rings.  
 
(b) 
(c) (b) (a) (d) 
Figure 7.41  Simulated images of a Debye ring from a sample with extreme texture 
(a), FCG pattern demonstrating a converging condensation ring (b), a condensation 
focus (c) and a diverging condensation ring (d) produced by a Debye cone with 
preferred orientation. 
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7.4.2 Empirical approach 
The effect of preferred orientation on FCG was also examined empirically to support 
the theoretical predictions and establish the geometry of the condensation rings, 
with respect to the corresponding Debye cones.  In addition, these experiments 
intended to demonstrate the differences between diffraction data obtained by 
conventional PB arrangement and FCG. 
Initially, an Al sample (AS) with preferred orientation was analysed by the 
conventional PB arrangement by capturing a section of the Debye cone, as indicated 
in Figure 7.43.   
 
 
Figure 7.42  Circumferential integration plots of a Debye cone 
between 2.57-2.65 mm radius (a), an inner converging ring 
between 0.94-1.02 mm radius (b), an inner diverging ring 
between 1.22-1.3 mm radius (c) and an outer condensation 
ring of a condensation focus between 4.8-5.22 mm radius (d).  
(a) 
(d) 
(c) 
(b) 
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The complete diffraction pattern from the Al sample was also captured to reveal the 
overall geometry of the Debye cones/arcs (Figure 7.44).  The dotted red box in 
Figure 7.44 corresponds to the section of diffraction pattern presented in Figure 
7.43.  Comparison of the two images illustrates the absence of three Debye rings in 
Figure 7.43 due to strong preferred orientation, which causes discontinuities in the 
intensity of the Debye rings around their circumference.  Thus suggesting, that 
acquisition of a section of the diffraction pattern from samples with preferred 
orientation, by conventional XRD, can be misleading. 
 
 
 
 
 
 
 
 
 
 
Figure 7.43  Empirical image of a section of the 
diffraction pattern of Al AS sample obtained by the 
pencil beam arrangement with collimator PB1. 
 
Figure 7.44 Complete empirical diffraction 
pattern of Al AS sample obtained by the pencil 
beam arrangement with collimator PB1. 
5 mm 
13 mm 
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The convergence and divergence of Debye cones, in the y-direction and x-direction, 
were acquired in the form of image sequences with a double-aperture collimator 
(AB2), as demonstrated in Figure 7.45 and Figure 7.46, respectively.  In Figure 7.45, 
the lower arc of a Debye cone (top part of each diffraction frame up until image 
number ~221) converges with the upper arc of the same Debye cone (bottom part 
of each diffraction frame up until image number ~221) to intersect at image number 
246 and diverge in the opposite direction.  The same effect is observed in Figure 
7.46, but with the Debye arcs that appear along the x-direction of the diffraction 
pattern shown in Figure 7.44.  In Figure 7.47, a combination of the diffraction 
patterns illustrated in Figure 7.45 and Figure 7.46 is observed, as four apertures 
(AB3) were employed; two in the x-direction and two in the y-direction.  It is 
therefore shown that different Debye arcs contribute to an FCG pattern. 
In order to complete the study, the sample was illuminated by an annular beam to 
capture the FCG data presented in Figure 7.48.  As illustrated in Figure 7.48, the FCG 
data do not resemble the same pattern as with an ideal sample (in terms of preferred 
orientation), where continuous circular condensation rings are observed.  The FCG 
pattern of a sample with preferred orientation appears to have various arcs at 
certain directions that converge to a condensation focus and diverge in opposed 
directions.  Even though, the pattern is not formed by continuous circular 
condensation rings, converging and diverging maxima can still be distinguished. 
Comparison of the empirical data with the theoretical/simulated FCG patterns as 
presented in the previous section, suggests that their appearance is not similar.  This 
is due to the decreased number of Debye arcs of extended length used for the 
simulated data (for simplicity purposes), compared to the short and numerous 
Debye arcs that are produced by a sample with preferred orientation.  Furthermore, 
the active area of the detector employed during the experimental work is capturing 
only a limited area of the FCG pattern around the primary axis.  A simulated FCG 
example produced with various short Debye arcs is presented in Figure 7.49.  The 
FCG pattern is limited to ~25% of the complete diffraction data around the primary 
axis, similarly to empirical data.  It can be now seen that Figure 7.49 (c) displays 
greater similarities with Figure 7.48 than previously presented empirical FCG 
images. 
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Figure 7.45  Empirical image sequence of the diffraction pattern of Al AS sample 
obtained by a double-aperture collimator (AB2) in the y-direction.  
 
 
5 mm 
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Figure 7.46  Empirical image sequence of the diffraction pattern of Al AS sample 
obtained by a double-aperture collimator (AB2) in the x-direction. 
 
 
5 mm 
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Figure 7.47  Empirical image sequence of the diffraction pattern of Al AS sample 
obtained by a quadruple-aperture collimator (AB3) in the x and y direction. 
 
5 mm 
Chapter 7  RESULTS 
158 
 
Figure 7.48  Empirical FCG image sequence of Al AS sample obtained by an annular 
collimator (AB1). 
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Figure 7.50 compares the scattering profiles from the Al sample as obtained by 
conventional XRD (seen in Figure 7.43 and Figure 7.44) and by FCG.  The data 
obtained showed that, when the sample was illuminated by a pencil beam and a 
section of the diffraction pattern was acquired, only a single peak was recorded by 
the detector; therefore, preventing effective identification of unknown samples. 
 
 
 
 
 
 
 
 
 
 
(a) (c) (b) 
Figure 7.49  A simulated annular beam of 1.35 mm inner radius and 0.08 mm 
thickness (a), simulated image of Debye cones from a sample with preferred 
orientation representing real-life data (b) and a simulated FCG pattern limited 
to ~25% of the overall data (c). 
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Figure 7.50  Normalised scattering profiles of an Al sample with 
extreme preferred orientation obtained from a section of the 
conventional diffraction pattern (A), from the complete pattern 
(B) and by FCG (C). 
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Complete pencil beam patterns revealed the same scattering maxima as with FCG, 
but with broader widths, as illustrated in Figure 7.50 (B) and (C).  This is believed 
to be a result of different angular beam divergence during FCG and PB experiments.  
Furthermore, the FCG profile was obtained at a significantly shorter exposure time 
(~23 times) than the PB data. 
Additional work on samples exhibiting preferred orientation involved the 
acquisition of complete diffraction patterns from a series of Al samples (Al_1 – Al_4) 
with different degrees of preferred orientation.  Figure 7.51 illustrates conventional 
XRD data from these samples.  The intensity of the diffraction data decreases from 
Al_1 to Al_4 samples as more Al sheets were added (Section 6.20), hence the overall 
thickness of the sample increases.  When the transmitted beam passes through an 
Al sample of 0.3 mm (Al_1), 0.6 mm (Al_2), 0.9 mm (Al_3) and 1.2 mm (Al_4) 
thickness, its intensity decreases to 98.8%, 97.6%, 96.4% and 95.2% respectively, 
as calculated by Equation (3.1) (Section 3.1).  The optimal thickness of this Al sample 
derived from Equation (3.3), for a 2θ range of 15°-55°, is calculated to be between 
0.7 - 0.5 mm (Figure 7.52).   
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Figure 7.51  Empirical diffraction patterns (left) of Al_1 (a), Al_2 (b), 
Al_3 (c) and Al_4 (d) samples with their corresponding 3D surface 
plots (right) as obtained by a pencil beam arrangement. 
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Quantitative comparison of the Al samples’ texture was achieved by an integration 
around the circumference of each of the four Debye rings at 17.48°, 20.22°, 28.74° 
and 33.84° 2θ angles (corresponding to 111, 200, 220 and 311 reflections from Al, 
respectively), and the average intensity from each Debye cone’s circumferential 
integration was calculated.  The sum of the absolute difference between the average 
intensity (Iangular average) and each angular position’s intensity value (Iangular position) for 
every Debye cone of each Al sample was determined (Equation (7.11)).   
 
𝐶𝑁1 =∑|𝐼𝑎𝑛𝑔𝑢𝑙𝑎𝑟  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 − 𝐼𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛|
2𝜋
𝑖=0
 (7.11) 
 
A CN1 value equal to zero represents a constant intensity around the circumference 
of the Debye rings, whereas a high CN1 value indicates a high degree of preferred 
orientation.   
Figure 7.52  Relationship between the transmission 
coefficient of aluminium and sample thickness for 
MoKα wavelength (ρ = 2.7 gcm-3, μ/ρ = 5.16 cm2g-1) 
with 0.1° beam divergence. 
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Implementation of Equation (7.11) revealed a decrease in intensity as the thickness 
of the sample was increased, and a decrease in the intensity uniformity around the 
circumference of each Debye ring, as presented in Figure 7.53.   
The comparison number CN1 of the Debye rings’ intensity uniformity, decreased by 
>63% in all Debye rings when the second sheet of Al was added (i.e. from Al_1 to 
Al_2), as illustrated in Figure 7.53.  When the third Al sheet was randomly placed, 
there was a decrease between 14-43%; whereas when the fourth Al sheet was added 
the uniformity of intensity around the Debye rings was reduced by 13-33%.  This 
indicates a more uniform intensity distribution around the Debye rings as more Al 
sheets of random orientation were added, hence decreasing the preferred 
orientation of the specimen’s crystallites.   
 
 
 
  
 
 
 
 
 
 
 
FCG data sequences were also acquired for each Al sample and their scattering 
signatures are illustrated in Figure 7.54.  The width of the diffraction peaks increases 
as the sample thickness increases from sample Al_1 to sample Al_4; thus causing a 
decrease in peak resolution and specificity, as illustrated by the scattering maxima 
at 0.122 nm in Figure 7.54 (A) and (D). 
Figure 7.53  The relationship between intensity 
differences (i.e. CN1) in Debye rings by an angular 
integration at 17.48° (DC_1), 20.22° (DC_2), 28.74° (DC_3) 
and 33.84° (DC_4) scattering angles for the empirical PB 
data from Al_1 – Al_4 samples. 
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A representative example comparing the scattering profiles of the four Al samples 
attained by the annular and pencil beam arrangements with 10 seconds time 
exposure is demonstrated in Figure 7.55.  The FCG data possess a significantly 
enhanced intensity when compared to the pencil beam diffraction signatures.  
Figure 7.56 compares the FCG and PB scattering profiles of Al_1 – Al_4 samples with 
normalised intensities over a limited d-spacing range. 
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Figure 7.54  Scattering signatures of Al_1 (A), Al_2 (B), Al_3 (C) and 
Al_4 (D) samples as obtained by FCG. 
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Figure 7.55  Scattering signatures of Al_1 sample by FCG (A) and by 
conventional PB geometry (B) with 10 seconds time exposure. 
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Figure 7.56  Normalised scattering signatures of Al_1 (i), Al_2 (ii), Al_3 (iii) and Al_4 (iv) samples obtained by an annular (A) and pencil 
(B) beam arrangement. 
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As seen in Figure 7.56, the FCG scattering profiles are in agreement with the 
conventional XRD data.  However, in Figure 7.56 (iii) and (iv), an additional peak at 
~0.14 nm is observed in the FCG diffractograms that is not present in the pencil 
beam profiles. 
In summary, data suggests, that for samples exhibiting preferred orientation, 
discrimination between converging and diverging condensation rings can be 
achieved based on their intensity geometry around their circumference.  Acquisition 
of FCG data from samples with different degrees of texture was attained, and 
demonstrated to be superior to conventional XRD when only a section of the 
diffraction pattern is captured.  Further, collection of FCG data has been achieved at 
a shorter exposure time and with enhanced intensity when compared to traditional 
XRD. 
 
7.5 Large grain size 
Diffraction caustics produced by samples with large grain size were investigated in 
a simulated and empirical manner to understand the effect of large grain size on 
FCG. 
 
7.5.1 Theoretical and simulated approach 
Similarly to the theoretical approach of preferred orientation (Section 7.4.1), a 
diagrammatic simulation of the convolution of an annular beam with only four 
diffraction maxima at the same 2θ angle is shown in Figure 7.57.  The scattering 
maxima spots form new rings whose centres are in the original position of the 
scattering maxima spots, with an equal radius to that of the annular beam (RAB).  The 
inner and outer condensation rings possess the same geometry as FCG data from 
samples with texture (see Section 7.4.1).  
Figure 7.58 illustrates a simulated FCG pattern from a sample with large crystallites 
(similarly to a single crystal).  The resulting FCG pattern appears to be the outcome 
of the convolution of the annular beam with eight δ-functions (eight scattering 
maxima) i.e. producing eight annular beams with their centre at the scattering 
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maxima spots’ positions, as illustrated in Figure 7.58 (c).  Intersection of these rings 
at a certain radius produces intensity maxima (Figure 7.58 (c)). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nonetheless, the appearance of the above examples is not representative of the real-
life diffraction maxima arising from a sample with large grains.  The empirical Debye 
rings of such samples consist of a significant number of scattering maxima spots, 
similarly to Figure 7.59.   
Figure 7.57  Illustration of a converging FCG pattern 
(left) produced by an annular beam of 33 mm radius 
and a Debye cone of 14 mm radius consisting of four 
scattering maxima spots (top right). 
(a) (b) (c) 
Figure 7.58  Simulated images of an annular beam of 0.72 mm inner 
radius and 0.08 mm thickness (a), eight scattering maxima spots spaced 
at a 3.41 mm radius (b) and their FCG pattern upon convolution (c). 
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The relatively large number of scattering maxima spots and their scattering over a 
limited range of 2θ angles, increase the intersection points of the newly formed 
rings; hence complicating the appearance of the FCG pattern even further.  Although, 
scattering maxima spots arising from a certain scattering angle cluster together at 
specified locations forming condensation rings, the scattering maxima spots are 
distributed throughout the FCG pattern, as demonstrated in Figure 7.60.   
This makes the determination of the number of scattering maxima spots with the 
same 2θ angle that contribute to the formation of a condensation ring in the FCG 
pattern impractical.  The pattern could be resolved by deconvolution with the 
primary beam; however, deconvolution is ineffective in the presence of noise as 
shown later on in Section 8.1.1.3 (a).  A coded aperture analysis can provide an 
alternative interpretation method to such FCG patterns, as illustrated in Section 
8.1.2.2. 
 
 
 
 
 
Figure 7.59  Simulated images of the Debye cones from a sample 
with large grain size (a) and its FCG pattern (b). 
(a) (b) 
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7.5.2 Empirical approach 
Samples with large grain size were analysed empirically to establish a better 
understating of the effect of large grains on FCG patterns, and compare them to the 
simulated outcomes and to conventional XRD data. 
Diffraction patterns from a series of heat-treated Cu samples (Cu_1 – Cu_4, Section 
6.2(d)) with an increasing grain size were examined, when illuminated by either a 
pencil beam or an annular beam.  The results of conventional XRD analysis are given 
in Figure 7.61.  From the diffraction patterns, it is revealed that, the unheated Cu 
sample (Cu_1) has a uniform intensity around the circumference of the Debye rings; 
arising from reflections 111, 200, 220 and 331 corresponding to 0.209 nm, 0.181 
Figure 7.60  Illustration of an FCG pattern (left) with two 
converging condensation rings and a diverging condensation ring 
generated by three Debye cones with numerous scattering maxima 
spots (top right) as in the case of samples with large grain size. 
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nm, 0.128 and 0.109 nm, respectively.  The heat-treated Cu samples show additional 
scattering maxima at 0.243 nm and 0.149 nm arising from 111 and 220 reflections 
from Cu2O.  Moreover, Cu_3 and Cu_4 samples gave rise to an additional diffraction 
signal at 0.232 nm from the 111 reflection from CuO.  Cu2O and CuO were formed as 
a black deposit on the surface of the samples due to oxidation upon heating.   
Visual comparison of the diffraction patterns shown in Figure 7.61, indicates that 
the Cu_4 sample (which was heated at the highest temperature and for the longest 
time; 700°C, 45 minutes) has a fewer number of diffraction maxima but of a larger 
size.  As illustrated by the diffraction pattern of Cu_4 in Figure 7.61 (d), an increase 
in the grain size of the additional scattering maxima arising from Cu2O and CuO can 
also be observed. 
Relative quantification of the diffraction patterns of Cu_2–Cu_4 was performed by 
counting the number of scattering maxima spots at each d-spacing, as indicated by 
Costas and Yang (2009) in a non-XRD scenario, using the ‘Analyze Particles’ function 
of ImageJ software.  This procedure was repeated 10 times for each Debye ring of 
each sample and the average number of scattering maxima spots was calculated.  
Figure 7.62 compares the average number of diffraction maxima spots present in 
each Debye ring of samples Cu_2, Cu_3 and Cu_4.  Sample Cu_1 and the additional 
scattering maxima of Cu_2-Cu_4 samples (from Cu2O and CuO) were not 
quantitatively analysed due to their intensity uniformity.  
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Figure 7.61  Empirical diffraction patterns (left) of Cu_1 (a), Cu_2 (b), Cu_3 
(c) and Cu_4 (d) samples with their corresponding 3D surface plots (right) 
as obtained by a pencil beam arrangement. 
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Ring 1 Ring 2 Ring 3
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As demonstrated in Figure 7.62, the average number of scattering maxima spots 
decreases as the temperature of the heat-treatment was increased, indicating an 
induced grain growth.  Furthermore, Figure 7.62 illustrates that reflections 111 
(Ring 1) and 200 (Ring 2) from Cu samples have a significantly larger number of 
scattering maxima spots when compared to reflection 220 (Ring 3).  The average 
number of scattering maxima spots decreased from Cu_2 sample to Cu_3 and Cu_4 
samples for all three Debye rings, according to Figure 7.62.  
 
 
 
  
 
 
 
 
 
 
 
A relative comparison number of the average size of the scattering maxima spots 
was calculated by dividing the number of the scattering maxima in each Debye ring 
by the integration area of the corresponding Debye ring.  The average size of the 
scattering maxima within a specified volume for each 2θ angle is presented in Figure 
7.63, which compares the changes in average size between the different Cu samples.  
As expected, the average scattering maxima size increases as the Cu samples were 
heated at a higher temperature, except for the scattering maxima from 200 
reflection (Ring 2) from Cu_4 sample. 
 
Figure 7.62  Representation of the average number of 
scattering maxima spots present in each Debye ring of each 
Cu sample (Cu_2 – Cu_4). 
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Figure 7.63 Representation of the average size of scattering 
maxima within a specified integration volume for each Debye 
ring of each Cu sample (Cu_2 – Cu_4). 
 
 
 
 
 
 
 
 
 
 
 
The Cu samples were also analysed by FCG, and a representative data sequence 
obtained by the Cu_4 sample is presented in Figure 7.64.  This data sequence 
indicates that, the scattering maxima spots converge to a condensation focus and 
then diverge in opposite directions, as with near-ideal samples.  The FCG pattern 
consists of scattering maxima spots that even though clustered at certain 2θ angles, 
it is difficult to distinguish between them.  A single FCG image is shown in Figure 
7.65 in order to visualise scattering maxima spots in the FCG pattern, and compare 
it to the simulated patterns shown in Section 7.5.1 (Figure 7.59 and Figure 7.60).  
Empirical FCG data resemble the simulated data in terms of the diffraction caustics 
that consist of numerous scattering maxima.   
It should be noted that the continuous Debye rings present in Figure 7.64 and Figure 
7.65 correspond to Cu2O and CuO that were introduced upon heat treatment.   
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Figure 7.64 Empirical FCG image sequence of Cu_4 sample obtained by an 
annular collimator (AB1). 
5 mm 
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FCG scattering signatures from the different Cu samples are presented in Figure 
7.66.  As explained above, as the heating temperature of the samples increased, 
scattering maxima arising from Cu2O and CuO were introduced (see Figure 7.66 (C) 
and (D)). 
 
 
 
 
 
 
 
 
 
Figure 7.65  A single empirical FCG image 
captured at 20.2 mm from a Cu sample 
(Cu_4) with large grain size.  
Figure 7.66  Scattering signatures of Cu_1 (A), Cu_2 (B), Cu_3 (C) and Cu_4 (D) 
samples as obtained by FCG. 
3 mm 
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As with the Al samples illustrated in Section 7.4.2, the intensity of the scattering 
maxima obtained from the Cu samples by the annular beam geometry was 
significantly higher, when compared to the intensity of the pencil beam scattering 
maxima (Figure 7.67).   
 
 
 
 
 
 
 
 
 
 
 
Normalised scattering profiles from Cu_1 – Cu_4 samples when incident by an 
annular beam and a pencil beam are compared in Figure 7.68.  FCG scattering 
profiles are in agreement with PB diffraction profiles.  However, the FCG 
diffractograms shown in Figure 7.68 demonstrate a higher sensitivity than the 
conventional pencil beam data.  This is more apparent in Figure 7.68 (iv), where 
additional low intensity diffraction signals are present in the FCG data at 0.186 nm, 
0.158 nm and at the 0.1-0.13 nm region arising from CuO.  Moreover, the width of 
the FCG diffraction peaks is narrower than that of the pencil beam data, as displayed 
in Figure 7.68 (iv) at 0.232 nm (111 reflection from CuO).   
Similarly to the scattering distributions from Al samples, FCG diffraction data from 
Cu samples were captured at a significantly shorter time exposure by a factor of 60.
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Figure 7.67  Scattering signatures of Cu_1 sample by FCG (A) and by 
conventional PB geometry (B) with 10 seconds time exposure. 
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Figure 7.68  Normalised scattering signatures of Cu_1 (i), Cu_2 (ii), Cu_3 (iii) and Cu_4 (iv) samples obtained by an annular (A) and pencil 
(B) beam arrangement. 
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To summarise, in Sections 7.4 and 7.5, the ability of FCG to analyse samples 
exhibiting preferred orientation or large grain size was demonstrated.  FCG’s higher 
intensity was confirmed with such non-ideal samples.  Moreover, FCG was shown to 
consider the intensity distributions around the circumference of Debye rings; 
therefore providing more informative diffraction data than when a section of the 
diffraction pattern is captured by conventional XRD. 
 
7.6 Randomly orientated planar samples 
The focal construct geometry described in detail in Chapter 5 was explained initially 
with a sample normal to the primary axis.  This however, is a special case of FCG.  A 
more general sample arrangement for FCG involves a sample with a random 
orientation with respect to the primary z-axis, as illustrated in Figure 6.8 (Section 
6.3.7.2).   
As previously discussed, when considering the exceptional situation of a sample 
normal to the z-axis, the footprint of the primary beam onto the sample will be an 
annulus of Zstanϕm radius.  Since the centre of the primary beam’s footprint is 
located at (0,0,z), then the condensation rings will converge into condensation foci 
at specific distances along the z-axis at x=0 and y=0.   
In the general case of a randomly rotated sample, the circular symmetry of the 
primary beam’s footprint on the sample will be distorted relative to the direction of 
sample rotation.  In addition, the sample-to-detector distance along the surface of 
the rotated sample and hence the circumference of the primary beam’s footprint 
onto the sample will vary.  In case where the sample is rotated clockwise around the 
x-axis, the upper part of the sample will occupy a shorter sample-to-detector 
distance than the lower part of the sample.  Combination of the distorted symmetry 
of the primary beam and the variation in the sample’s distance from the detector 
(and X-ray source), will cause a short continuum of condensation foci to occur 
further away from the sample than with ideal sample orientation (sample normal to 
z-axis), and at different x and y coordinates.  This continuum of condensation foci 
will be referred to as a single condensation focus for simplicity purposes. 
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Further to the modification of the condensation foci’s location, the shape of the 
condensation rings will be distorted.  This alteration in the shape of the 
condensation rings is explained later on in Section 7.6.2. 
Analysis of the effect of sample rotation with FCG was approached and presented 
herein in three different manners: analytically, simulated and empirically.  
 
7.6.1 Analytical approach 
An analytical approach to the effect of sample rotation with FCG was undertaken in 
a 2D right handed Cartesian coordinate system, as indicated in Figure 6.8.  Any 
sample orientation can be resolved into a combination of rotations around the x 
and/or y axes.   
Initially, a sample with clockwise rotation around the x-axis (+Px) is considered.  In 
the scenario presented in Figure 7.69, the sample is rotated clockwise by 40° around 
the x-axis, causing the annular beam’s footprint onto the sample to elongate towards 
the y-direction.  The x-axis of the primary beam’s footprint retained the symmetry 
and length as if the sample was normal to the primary axis, i.e. 2Zstanϕm.  However, 
the direction of the major axis has been rotated from the y-axis by 40° clockwise 
around the x-axis (+Px).   
 
 
 
 
 
 
 
 
 Figure 7.69  A 3D view of the annular beam’s footprint onto a clockwise rotated 
sample around the x-axis, indicating its major and minor axis.   
(0,0,0) 
X-ray source 
Rotated sample 
(+Px) 
Major axis 
Minor axis 
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x-axis 
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The dimension of the major axis (Amajor) is given by Equation (5.1), where Px/y is the 
sample’s rotation either around the x or y axis. 
 
𝐴𝑚𝑎𝑗𝑜𝑟 = 
𝑍𝑠 tan𝜙𝑚
cos(90° − 𝑃𝑥/𝑦)
(
1
tan(90° − 𝑃𝑥/𝑦) + tan𝜙𝑚
+
1
tan(90° − 𝑃𝑥/𝑦) − tan𝜙𝑚
) 
(7.12)‡ 
 
Scattering maxima arising from around the circumference of the distorted primary 
beam will converge at (0,yi,zi), as indicated in Figure 7.70.  The location of the 
condensation focus along the y and z axes when the sample occupies a rotation 
around the x-axis can be determined based on the geometrical scheme and 
calculations presented in Figure 7.71. 
 
 
 
 
 
 
 
 
 
 
 
 
                                                        
‡ For symbols Zs and ϕm refer to Section 5.1 or Figure 7.70. 
Figure 7.70  The arrangement involved with an annular beam when the sample is 
rotated by 40° clockwise around the x-axis. 
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 Figure 7.71  Diagrammatical illustration of the geometric relationships involved with an annular beam and a clockwise sample rotation  
Px around the x-axis. 
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The z coordinates (Zi) of the condensation foci as defined for the ith condensation 
focus can be calculated as follows: 
 
𝑍𝑖 =
𝑍𝑐 + 𝑍𝑑
2
 
(7.13) 
where, 
𝑍𝑐 = 𝑍𝑎 +
𝑅𝑎
tan(2𝜃𝑖 − 𝜙𝑚)
 
(7.14) 
and 
𝑍𝑑 = 𝑍𝑏 +
𝑅𝑏
tan(2𝜃𝑖 − 𝜙𝑚)
 
(7.15) 
 
where,  
𝑅𝑎 = 𝑍𝑎 tan𝜙𝑚 (7.16) 
𝑅𝑏 = 𝑍𝑏 tan𝜙𝑚 (7.17) 
and 
𝑍𝑎 =
𝑍𝑠
tan 𝑃𝑥 tan𝜙𝑚 + 1
 
(7.18) 
𝑍𝑏 =
−𝑍𝑠
tan𝑃𝑥 tan𝜙𝑚 − 1
 
(7.19) 
 
hence, 
𝑍𝑖 =
−𝑍𝑠[tan𝜙𝑚 + tan(2𝜃𝑖 − 𝜙𝑚)]
(tan2 𝑃𝑥 tan2𝜙𝑚 − 1) tan(2𝜃𝑖 −𝜙𝑚)
 
(7.20) 
 
The y coordinates, Yi, (or x coordinates, Xi, if the rotation is around the y-axis) of the 
ith condensation foci are given by 𝑌𝑖 = (𝑍𝑖 − 𝑍𝑐) tan(2𝜃𝑖 − 𝜙𝑚); hence Equation 
(7.21). 
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𝑌𝑖 = 𝑍𝑖 tan(2𝜃𝑖 − 𝜙𝑚) −
𝑍𝑠[tan𝜙𝑚 + tan(2𝜃𝑖 − 𝜙𝑚)]
tan𝑃𝑥 tan𝜙𝑚 + 1
 
(7.21) 
 
Equations (7.20) and (7.21) can however only be fulfilled when Px ≠ 90°-ϕm (or Py ≠ 
90°-ϕm for rotation around the y-axis). 
It is important to note that if the sample was rotated around the y-axis, the z 
coordinate of the condensation focus would still be determined by Equation (7.20); 
whereas the x coordinate would be calculated by Equation (7.21); replacing Yi with 
Xi and Px with Py, as seen below. 
 
𝑖𝑓 
0° < 𝑃𝑥 < 90° 𝑏𝑢𝑡 𝑃𝑥 ≠ 90° − 𝜙𝑚 
0° < 𝑃𝑦 < 90° 𝑏𝑢𝑡 𝑃𝑦 ≠ 90° − 𝜙𝑚
}
𝑌𝑖 = 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (7.21)
𝑋𝑖 = 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (7.21)
 
 
The location of the condensation focus along the remaining coordinate e.g. x 
coordinate if the rotation is around the x-axis, would be equal to zero e.g. (0, Yi, Zi). 
Nevertheless, the location of the condensation focus is not only dependent on the 
rotation axes.  As indicated by Equations (7.20) and (7.21), Zi and Yi (or Xi) depend 
on the degree of sample rotation and on the sample’s scattering 2θ angles.  Figure 
7.72 illustrates the location of the condensation foci arising from a sample that was 
rotated from (-)70° anticlockwise to (+)70° clockwise around the x-axis at specified 
scattering angles of 30° and 40°.  Condensation foci occurring from ±80° sample 
rotation are not presented within Figure 7.72, due to their extended distance away 
from the main axes.  It is evident that all condensation foci, arising from either a 
clockwise or an anticlockwise sample rotation, are formed further away from the X-
ray source than the condensation focus from a sample normal to the z-axis.  
However, when the sample is rotated clockwise, the condensation foci occur above 
the primary axis; whereas when the sample is rotated anticlockwise, the 
condensation foci occur below the primary axis.   
The relationship between the angle of rotation and the location of the condensation 
foci on the z and y axes is graphically demonstrated in Figure 7.73, where the sample 
was rotated from -75° to +75° in steps of 1° around the x-axis.  The z-locations of the 
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condensation foci follow a rapid increase when the sample is rotated by 
approximately >±60°.  The y coordinates of the condensation foci possess a 
sigmoidal-like trend when the sample is rotated clockwise from an anticlockwise 
direction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
40° 2θ 
(0,0,0) 
X-ray source 
Sample 
30° 2θ 
Annular 
collimator 
Figure 7.72  Schematic illustration of the condensation foci formed from 30° and 40° 
scattering angles when a sample was rotated from (-)70° anticlockwise to (+)70° 
clockwise in steps of 10° around the x-axis. 
Figure 7.73  Graphical representations of the z (a) and y (b) coordinates of the 
condensation foci at 30° 2θ angle when a sample was rotated from (-)75° 
anticlockwise to (+)75° clockwise in steps of 1° around the x-axis. 
(a) (b) 
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Additionally, the location of the condensation foci is altered depending on the 
scattering angles of the sample.  As indicated by Figure 7.74, the scattering maxima 
arising from 2θ angles up to 90°, converge above the primary axis; whereas 
condensation foci of higher 2θ angles occur below the primary axis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The location of the condensation foci along the y and z axes and its relationship to 
the scattering angles of the sample are illustrated in the graphical representations 
in Figure 7.75.  The y and z coordinates of the condensation foci arising from 5°-90° 
2θ angles, when the sample was rotated by +40° around the x-axis, were determined 
and plotted against the corresponding 2θ angle.  The location of the condensation 
foci along the z-axis displays a rapid (<~20°) decay until ~100°, followed by a rapid 
X-ray source 
(0,0,0) 
Annular 
collimator 
Sample rotated 
40° clockwise 
Condensation focus from 110° 2θ 
y-axis 
z-axis 
x-axis 
Figure 7.74  Schematic illustration of the condensation foci formed from a 
sample rotated 40° clockwise around the x-axis at a range of 2θ angles from 20°-
180° in steps of 10°. 
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(>~170°) growth until 180°.  The y coordinate increases rapidly between ~75°- 
~100° and then decreases in an analogous trend. 
 
 
 
 
 
 
 
 
 
 
 
7.6.2 Simulated data 
Simulated diffraction images were obtained with random sample rotations for a 
better appreciation of the effect, as well as to obtain supplementary data and aid 
further investigation. 
Figure 7.76 illustrates representative examples of simulated condensation foci 
obtained from a sample that was rotated by 40° anticlockwise (a), 40° clockwise (c) 
and with a sample normal to the primary axis (b).  The condensation focus for both 
±40° sample rotations was formed at 174.7 mm away from the X-ray source; 
whereas the condensation focus arising from a sample with no rotation (0°) 
occurred at a 0.5 mm shorter distance, at 173.9 mm.  Additionally, as seen in Figure 
7.76, the condensation focus from the samples that were rotated 40° clockwise and 
anticlockwise around the x-axis converged at 3.7 mm above and below the primary 
axis, respectively.  In contrast, the sample normal to the primary axis produced a 
condensation focus at x=0 and y=0.  Simulated data indicated a consistency with the 
analytical approach, in the z and y coordinates of the condensation focus. 
Figure 7.75  Graphical representations of the z (a) and y (b) coordinates of the 
condensation foci formed from a sample rotated 40° clockwise around the x-axis at a 
range of 2θ angles from 5°-90° in steps of 1°. 
(a) (b) 
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Similarly, when the sample was rotated around the y-axis, the condensation focus’ 
location along the z and y axes differed to that of a sample with no rotation, as 
indicated by Figure 7.77 (b).  The coordinates of the condensation focus occurring 
from -40° around the y-axis were (-3.7, 0, 174.7).   
 
 
 
 
 
 
 
 
 
In cases where the sample was randomly rotated around both x and y axes 
simultaneously, a summation of the results of the individual rotations occurred 
resulting to a condensation focus with x≠0 and y≠0 coordinates.  However, the 
Figure 7.76  Simulated diffraction images of a condensation focus when the sample 
was rotated by 40° anticlockwise (a), 0° (b) and 40° clockwise (c) around the x-axis. 
The white dotted line is a reference point to mark y = 0. 
Figure 7.77  Simulated diffraction images of a condensation focus when the sample 
was rotated anticlockwise by 40° around the x-axis (a), 40° around the y-axis (b) and 
40° around both x and y axes simultaneously (c).  The white dotted lines are a 
reference point to mark y = 0 and x = 0. 
(a) (c) (b) 
(a) (c) (b) 
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location of the condensation focus depends on which rotation occurred first when 
the sample is rotated by the same degree around both axes.  For instance, if the 
sample was rotated first around the x-axis and then around the y-axis (by the same 
angle), then the y coordinate of the condensation focus would be given by Equation 
(7.21); whereas the x coordinate would be greater than Equation (7.21).  Moreover, 
the z coordinate of the condensation focus would be greater than that given by 
Equation (7.20).  For the particular example shown in Figure 7.77 (c), the 
coordinates of the condensation focus occurring from a simultaneous anticlockwise 
sample rotation around the x and then y axis were (-4.9, -3.7, 176.8). 
A summary of the coordinates of condensation focus when the sample is rotated 
solely either around x or y axes, and both axes simultaneously is provided in Table 
7.7. 
 
Table 7.7  The coordinates of condensation foci upon sample rotation around 
different axis. 
Rotation axis x-coordinate* y-coordinate z-coordinate 
x 0 Yi Zi 
y Xi 0 Zi 
xy >Xi Yi >Zi 
yx Xi >Yi >Zi 
* For Xi (and Yi) and Zi coordinates refer to Equations (7.21) and (7.20), respectively. 
 
Further to the dislocation of condensation foci due to sample rotation, close 
examination of the shape of condensation rings indicated variation of their 
symmetry as adjacent to their condensation focus.  When the sample was rotated 
anticlockwise by 40° around the x-axis, the converging ring approached its focus 
point in a closed curve profile with its long axis parallel to the x-axis, as indicated in 
Figure 7.78 (a).  The condensation focus then diverged into a condensation ring 
(caustic) with its long axis parallel to the y-axis, as seen in Figure 7.78 (b). 
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This systematic distortion of the condensation rings’ profile can be explained by the 
non-circular footprint of the primary beam on the sample and the variation in 
sample-to-detector distance along the surface of the sample, as previously 
described. 
Consider diametrically opposed points on the primary beam’s footprint on the 
sample.  The change in the radius of the Debye cones from each point as the 
detector’s z-distance increases is only equal to its opposed point when both points 
lie on the rotation axis (e.g. x-axis).  For the example given in Figure 7.78, the 
increase in the radius of the Debye cones arising from the points on the sample 
where y=0, with z distance, is at a mid-way rate between the extremes.  Extreme 
changes in the radii of Debye cones arise from upper and lower Debye cones that 
are scattered from different parts on a rotated sample.  In the example presented 
herein, the anticlockwise rotated sample has a shorter sample-to-detector distance 
at y<0.  This causes the Debye cones arising from this part of the sample to start 
emerging after the Debye cones from y>0 of the sample.  Combination of this with 
the greater change in the radius of lower Debye cones, over the same z-distance (see 
Equation (7.27)), causes the converging ring to approach its focus as a closed curve 
with a long axis parallel to x.  Upper and lower Debye cones then diverge in opposite 
(a) (b) 
Figure 7.78  Simulated diffraction images of a converging (a) and diverging (b) 
condensation ring from a 40° anticlockwise rotated sample around the x-axis; 
forming closed curves with a long axis parallel to x and y respectively. 
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directions prior to the convergence of the Debye cones arising from y=0 points on 
the sample.  This creates a short continuum of condensation foci due to the 
convergence of the Debye cones arising from y>0 and y<0 from opposed points on 
the sample and then from y=0.  When the upper and lower Debye cones then diverge 
simultaneously from a condensation focus, a closed curve with long axis parallel to 
the y-axis is formed, due to the greater change in the radius of the lower Debye cones 
over the same z-distance.  The relationship between the change in the radii of the 
lower and upper Debye cones over the same z-distance is given by Equation (7.22);  
 
∆𝑟𝑢
∆𝑟𝑙
= (
𝑟𝑢   𝑎𝑡   𝑍𝑖
𝑟𝑢   𝑎𝑡   𝑍𝑑
) (
𝑟𝑙   𝑎𝑡   𝑍𝑖
𝑟𝑙   𝑎𝑡   𝑍𝑑
)⁄  (7.22) 
 
where Δru and Δrl is the change in the radius of the upper (ru) and lower (rl) Debye 
cones respectively, over distance Zi – Zd, Zd is any z-coordinate of the detector given 
𝑐𝑍𝑠
1−𝑐
< 𝑍𝑑 < 𝑍𝑖  and 𝑐 = tan𝑃𝑥 tan𝜙𝑚. 
Equation (7.22) could be resolved into Equation (7.23), when considering the 
geometrical scheme illustrated in Figure 7.71; 
 
∆𝑟𝑢
∆𝑟𝑙
= [
(𝑍𝑖 − 𝑍𝑏)(tan𝜙𝑚 + tan(2𝜃𝑖 − 𝜙𝑚))
(𝑍𝑑 − 𝑍𝑏)(tan𝜙𝑚 + tan(2𝜃𝑖 − 𝜙𝑚))
] [
(𝑍𝑖 − 𝑍𝑎)(tan𝜙𝑚 + tan(2𝜃𝑖 − 𝜙𝑚))
(𝑍𝑑 − 𝑍𝑎)(tan𝜙𝑚 + tan(2𝜃𝑖 −𝜙𝑚))
]⁄  
(7.23) 
 
where Zb=Zs+β and Zc=Zs-α. 
Therefore,  
∆𝑟𝑢
∆𝑟𝑙
= (
𝑍𝑖 − 𝑍𝑠 − 𝛽
𝑍𝑑 − 𝑍𝑠 − 𝛽
) (
𝑍𝑖 − 𝑍𝑠 + 𝛼
𝑍𝑑 − 𝑍𝑠 + 𝛼
)⁄  (7.24) 
 
Equation (7.24) could then be rearranged and expanded with β and α as given below 
to give Equation (7.27). 
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𝛽 =
𝑍𝑠 tan𝑃𝑥 tan𝜙𝑚
1 − tan𝑃𝑥 tan𝜙𝑚
 (7.25) 
 
𝛼 =
𝑍𝑠 tan 𝑃𝑥 tan𝜙𝑚
1 + tan𝑃𝑥 tan𝜙𝑚
 (7.26) 
 
∆𝑟𝑢
∆𝑟𝑙
= (
𝑍𝑖 − 𝑍𝑠 −
𝑐𝑍𝑠
1 − 𝑐
𝑍𝑑 − 𝑍𝑠 −
𝑐𝑍𝑠
1 − 𝑐
) × (
𝑍𝑑 − 𝑍𝑠 +
𝑐𝑍𝑠
1 + 𝑐
𝑍𝑖 − 𝑍𝑠 +
𝑐𝑍𝑠
1 + 𝑐
) (7.27) 
 
Analysis of simulated diffraction patterns produced from rotated samples with more 
than one scattering maxima indicated the presence of non-circular condensation 
rings.  As previously explained by Figure 7.74 and Figure 7.75, condensation foci 
arising from different scattering (2θ) angles occupy a different y coordinate, when 
the rotation is around the x-axis.  For instance, the centre of condensation rings from 
high 2θ angles would appear further along the y and/or x axes (depending on 
sample rotation axis) than the centre of condensation rings from low 2θ angles.  This 
causes a centre misalignment of the condensation rings resulting in non-equal radial 
distances among them, in the y (or/and x) direction.  This is observed as a distortion 
of the circular symmetry of condensation rings as illustrated in Figure 7.79. 
 
 
 
 
 
 
 
 
Figure 7.79  Simulated diffraction image of 
the converging condensation rings from a 
40° anticlockwise rotated sample around 
the x-axis at 19.72° and 25.76° 2θ angles. 
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The ratio of the radial distances (ratiord) of two non-circular condensation rings 
corresponding to different scattering maxima is derived by: 
 
𝑟𝑎𝑡𝑖𝑜𝑟𝑑 =
𝑅𝑙2𝜃2 − 𝑅𝑙2𝜃1
𝑅𝑢2𝜃2 − 𝑅𝑢2𝜃1
 (7.28) 
 
where Rl2θ2, Ru2θ2, Rl2θ1 and Ru2θ1 are the radii of the lower and upper Debye cones of 
a 2θ2 and 2θ1 scattering angles, respectively.  Equation (7.28) could be translated 
into Equation (7.29), based on Figure 7.71 and then expanded to Equation (7.30); 
 
𝑟𝑎𝑡𝑖𝑜𝑟𝑑 =
𝑍𝑑 − 𝑍𝑠 + 𝛼
𝑍𝑑 − 𝑍𝑠 − 𝛽
 (7.29) 
 
𝑟𝑎𝑡𝑖𝑜𝑟𝑑 = (
𝑍𝑑 − 𝑍𝑠 + 𝑍𝑑 tan𝑃𝑥 tan𝜙𝑚
1 + tan𝑃𝑥 tan𝜙𝑚
) × (
1 − tan𝑃𝑥 tan𝜙𝑚
𝑍𝑑 − 𝑍𝑠 − tan𝑃𝑥 tan𝜙𝑚
) (7.30) 
 
where the detector’s distance can be defined by 𝑍𝑑 = (
𝑍𝑠(tan𝜙𝑚+tan(2𝜃𝑖−𝜙𝑚))
(1+tan𝑃𝑥 tan𝜙𝑚) tan(2𝜃𝑖−𝜙𝑚)
). 
 
7.6.3 Empirical data 
The empirical experiments performed, verified the predictions and outcomes of the 
analytical approach and simulated data.  The location of condensation foci varied 
depending primarily on the direction and angle of sample rotation.  Clockwise 
rotation of an Al2O3 plate around the x-axis from an anticlockwise direction of -20° 
to +20° resulted in the translation of its condensation foci along the y-axis, from 
below to above the primary axis.   
Figure 7.80 illustrates the convergence of the Debye cones from the 113 reflection 
from Al2O3 to a condensation focus when the sample was rotated ±20° around the 
x-axis, and when the sample was normal to the z-axis.  Clockwise and anti-clockwise 
rotated samples produced condensation foci at 0.1 mm further along the primary 
axis than the sample with no rotation.  Moreover, as illustrated by Figure 7.80 (a) 
and (c), the y coordinates of the condensation focus from an anticlockwise and 
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clockwise sample rotation were relocated at -1.5 mm and +1.5 mm, respectively; 
whereas the x coordinates remained at 0.  The translation and direction of 
movement of the condensation foci indicated consistency with the theoretical 
predictions. 
In addition, the distorted shape of the condensation rings shown in Figure 7.80 is in 
agreement with the distorted condensation rings demonstrated by the simulated 
data in Figure 7.79 and verified by the analytical description given by Equation 
(7.30). 
 
 
 
 
 
 
 
 
 
 
7.6.4 Comparison between empirical data and theory 
A qualitative and semi-quantitative comparison of the analytical, simulated and 
empirical approaches has been exemplified above, verifying their consistency and 
agreement.  The correspondence between theoretical predictions and experimental 
data obtained from randomly rotated samples was qualitatively achieved by 
comparing the simulated images of Figure 7.76 and Figure 7.79 with the empirical 
data shown in Figure 7.80.   
The coordinates of the condensation foci were then analytically, simulated and 
empirically determined when the sample was rotated by ±20° around the x-axis and 
(a) (c) (b) 
Figure 7.80  Empirical diffraction images illustrating the formation of a condensation 
focus when the sample was rotated by 20° anticlockwise (a), 0° (b) and 20° clockwise 
(c) around the x-axis.  The dotted white line is a reference point to mark y = 0. 
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when the sample was normal to the primary axis.  This was achieved by considering 
three different intersection points for the rotation axes.   
The relative distances between the condensation foci arising from samples rotated 
anticlockwise and clockwise differ depending on the rotation axes’ intersection 
point, as indicated in Figure 7.81.  When the intersection point of the rotation axes 
is at (0, 0, Zs), the condensation foci from a sample that has been rotated clockwise 
and anticlockwise by the same angle, would occupy the same location on the z-axis 
and the same distance on the y-axis in opposite directions (Figure 7.81 (A)).  
However, if the rotation axes’ intersection point is at (0, >0, Zs) as in Figure 7.81 (B), 
then the condensation foci from the anticlockwise rotated sample will occur further 
along the primary axis than the condensation foci of the clockwise rotated and non-
rotated sample.  Furthermore, the scattering maxima of the clockwise rotated 
sample will converge at a closer distance to the X-ray source along the z-axis, than 
the sample with no rotation.  The Yi location of the condensation foci of the 
anticlockwise rotated sample will be below the primary axis; whereas for the 
clockwise rotated sample it will be above the primary axis at a shorter y-distance.   
If the intersection point is at (0, <0, Zs) the z and y coordinates of the condensation 
foci arising from a clockwise and anticlockwise rotated sample would be vice versa 
to (0, >0, Zs) intersection point, as indicated in Figure 7.81 (C). 
The values of the Yi and Zi positions of the condensation foci from clockwise and 
anticlockwise rotated samples with different intersection points of their rotation 
axes were obtained analytically, simulated and empirically.  The results are 
presented and compared in Table 7.8.  The differences in the z and y coordinates 
obtained from the three different approaches are within experimental errors, thus 
demonstrating a quantitative agreement between theoretical and empirical data.  
The difference in Yi position varied when the rotation axes’ intersection point was 
above or below the primary axis, as calculated by the analytical descriptions, but the 
variation was not measurable for the simulated and empirical data.   
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(0,0,0) 
X-ray source 
Sample 0° Sample +40° Sample -40° 
A 
B 
C 
z-axis 
x-axis 
y-axis 
(0, >0, Zs) 
(0, <0, Zs) 
(0, 0, Zs) 
Figure 7.81  Schematic diagrams indicating the condensation foci formed from a 
sample rotation of 40° anticlockwise (green), 40° clockwise (blue) and 0° (red) at 
different intersection points of the rotation axes; on (A), above (B) and below (C) the 
z-axis. 
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Table 7.8  Analytical, simulation and empirical results of the y and z coordinates of 
the condensation foci of Al2O3 measured at 19.9° 2θ angle when rotated around the x-
axis. 
Rotation 
axes’ 
intersection 
point 
Sample 
rotation* 
Analytical Simulation Empirical 
Zi 
(mm) 
Yi 
(mm) 
Zi 
(mm) 
Yi 
(mm) 
Zi 
(mm) 
Yi 
(mm) 
(0, > 0, Zs) 
-20° 230.53 -1.47 230.8 -1.5 230.8 -1.5 
0° 229.12 0 229.2 0 229.3 0 
+20° 227.92 1.46 228.2 1.5 228.1 1.5 
(0, 0, Zs) 
-20° 229.22 -1.46 229.7 -1.5 229.4 -1.5 
0° 229.12 0 229.2 0 229.3 0 
+20° 229.22 1.46 229.7 1.5 229.4 1.5 
(0, < 0, Zs) 
-20° 227.92 -1.46 228.2 -1.5 228.1 -1.5 
0° 229.12 0 229.2 0 229.3 0 
+20° 230.53 1.47 230.8 1.5 230.8 1.5 
*Anticlockwise rotation (-); Clockwise rotation (+) 
 
In addition, simulated and empirical outcomes were further assessed by a 
quantitative comparison of the radial distances from the condensation foci at 
~0.207 nm to the condensation ring at ~0.235 nm when the sample was rotated by 
±20° and 0° around the x-axis.  The radial measurements were taken at angular 
increments from 0°-315° in steps of 45°.  The results from the empirical and 
simulated measurements are presented in Table 7.9, and are within experimental 
errors, in agreement with each other.   
The radial distance of the diffraction maxima, when the sample was normal to the 
primary axis maintained at 1.8 mm throughout the circumference of the 
condensation ring for both empirical and simulated data.  However, for both 
simulated and empirical experiments, when the sample was rotated anticlockwise, 
the radial distances decreased systematically as approached 180° angular 
increment and then increased again to the initial value.  The opposite effect was 
observed with the clockwise rotated sample.  This comes to support the observation 
of non-circular condensation rings described in the previous sections.  In addition, 
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as indicated by the radial measurements, the major and minor axes of the distorted 
condensation rings are inverted accordingly to the direction of sample rotation. 
 
Table 7.9  Simulation and empirical radial measurements from the condensation 
focus (0.206 nm) to the condensation ring (0.235 nm) at circular angles of  0° - 315° 
in steps of 45°. 
 
Sample rotation* 
Radial distance (mm) 
Circular angle 
0° 45° 90° 135° 180° 225° 270° 315° 
Simulation 
-20° 2 1.9 1.8 1.7 1.6 1.7 1.8 1.9 
0° 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 
+20° 1.6 1.7 1.8 1.9 2 1.9 1.8 1.7 
Empirical 
-20° 2 1.9 1.7 1.7 1.7 1.7 1.8 1.9 
0° 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 
+20° 1.7 1.7 1.8 1.9 1.9 1.9 1.8 1.7 
*Anticlockwise rotation (-); Clockwise rotation (+) 
 
In summary, in this section it was shown that when a sample is rotated around the 
x or y axis, the xyz coordinates of the condensation foci alter; depending on the 
degree, direction and axis of sample rotation, as well as on the sample’s scattering 
angles.  Furthermore, the symmetry of the condensation rings is distorted as they 
are approaching their focal point.  Comparison of analytical, simulated and empirical 
data indicated strong agreement between all three approaches. 
 
7.7 Multiple scatterers 
Analysis of multiple scatterers occupying the same x and y coordinates but different 
z coordinate, i.e. spatially distributed along the primary axis, was achieved using 
samples with the same material characteristics and with different material 
characteristics (Table 6.9, Section 6.3.8).   
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7.7.1 Same material characteristics  
Scattering maxima from two Al2O3 samples separated by 9.4 mm were recorded 
(Figure 7.82 (A)) and presented along with their individual diffractograms (Figure 
7.82 (B) and (C)). 
The diffraction patterns were initially plotted against the detector’s position along 
the primary axis.  The scattering pattern from both scatterers is a combination of 
their individual patterns, as illustrated by Figure 7.82 (A).   
 
 
 
 
 
 
 
 
 
 
 
 
For example, the peak at ~205 mm is caused by an overlapping of the scattering 
maxima from S1 and S2 samples at ~204.5 mm and ~205.5 mm, respectively, as seen 
in Figure 7.82 (A).  Besides the overlapping peaks, the diffractogram shown in Figure 
7.82 (A) has additional peaks corresponding to a combination of the individual 
diffractograms of Al2O3 at different z-positions, as illustrated by the signal at ~241.5 
mm. 
Figure 7.82  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 9.4 mm along the z-axis (A), a single Al2O3 (S2) plate (B) 
and a single Al2O3 (S1) plate (C).  
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The diffraction maxima from multiple scatterers were then interpreted in terms of 
d-spacing values, taking into account each sample’s z coordinate (Figure 7.83 and 
Figure 7.84).  In Figure 7.83, diffractogram A possesses additional peaks at 0.108 
nm, 0.124 nm, 0.188 nm and 0.3 nm that are not from sample S2.  Interpretation of 
the diffraction maxima arising from both samples simultaneously, with S1 sample’s 
z-position (Figure 7.84 (A)), indicates the actual d-spacing values of these signals at 
0.161 nm, 0.178 nm, 0.241 nm and 0.347 nm; corresponding to 116, 024, 110 and 
012 reflection in Al2O3, respectively (Figure 7.84 (B)). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.83  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 9.4 mm along the z-axis (A) and a single Al2O3 (S2) plate (B). 
Figure 7.84  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 9.4 mm along the z-axis (A) and a single Al2O3 (S1) plate (B). 
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Interpretation of the combined diffraction profile at each sample’s position along 
the primary axis could therefore identify both samples as Al2O3.  
Similarly, the same observations were detected when the spatial discrimination of 
the samples along the z-axis increased to 31.3 mm (see Appendix B.1).   
It is therefore concluded, that once the position of a sample along the primary axis 
is known, the sample can be identified even in the presence of additional scatterers. 
In addition, it was demonstrated that the resolution of the diffraction peaks depends 
on the spatial distance between multiple samples.  For samples with same material 
characteristics, the mean distance between FCG scattering maxima (Zd2-Zd1)m, from 
two infinitely thin samples separated by Zs2-Zs1 distance along the primary axis, is 
calculated by Equation (7.31). 
 
(𝑍𝑑2 − 𝑍𝑑1)𝑚 =
(𝑍𝑠2 − 𝑍𝑠1)[tan(2𝜃 − 𝜙𝑚) + tan𝜙𝑚]
tan(2𝜃 − 𝜙𝑚)
 (7.31)§ 
 
For direct comparison purposes, the mean distance between the scattering maxima 
(R1-R2)m from two samples separated by Zs2-Zs1 distance for conventional XRD is 
given by Equation (7.32). 
 
(𝑅1 − 𝑅2)𝑚 = (𝑍𝑠2 − 𝑍𝑠1) tan 2𝜃 (7.32) 
 
For example, for 1 mm spatial discrimination between two scatterers, the FCG peaks 
would be separated by 
[tan(2𝜃−𝜙𝑚)+ tan𝜙𝑚]
tan(2𝜃−𝜙𝑚)
 (e.g. 1.21 mm for 2θ=20° and ϕm=3.5°) 
and pencil beam peaks would be separated by tan 2𝜃 (e.g. 0.36 mm for 2θ=20°).  
Therefore, it is evident that FCG maxima are resolved by a ~3.5 greater distance than 
conventional pencil beam maxima from samples with the same 2θ angles. 
                                                        
§ For symbol ϕm refer to Section 5.1. 
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7.7.2 Different material characteristics  
Similarly to multiple scatterers with same material characteristics, the scattering 
maxima obtained from Al2O3 and Al simultaneously, were a combination of their 
individual diffraction signals.  When the two samples were separated by 10.3 mm 
along the z-axis, with the Al sample closer to the detector, four dominant diffraction 
maxima were acquired arising from Al (Figure 7.85).  The additional peaks arose 
from Al2O3, which caused broadening or appeared as shoulders to the main peaks; 
except the low intensity peak at ~217 mm. 
Interpretation of the multiple scatterers’ profile in terms of d-spacing, as 
determined from each sample’s z-position, is presented in Figure 7.86 and Figure 
7.87.  In Figure 7.86, there are additional signals at 0.184 nm and 0.303 nm, as well 
as a peak shoulder at 0.156 nm, which are not present in the diffractogram of Al.  The 
actual d-spacing values of these scattering maxima are 0.210 nm, 0.237 nm and 
0.351 nm corresponding to the 113, 110 and 012 reflections in Al2O3, respectively 
(Figure 7.87). 
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Figure 7.85  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 10.3 mm along the z-axis (A), a single Al (AS) plate (B) 
and a single Al2O3 (S1) plate (C). 
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When the z locations of the Al and Al2O3 plates were inverted i.e. Al further away 
from the detector, only two diffraction maxima arising from Al were observed in the 
combined diffractogram (see Appendix B.2) due a greater sample-to-detector 
distance. 
Figure 7.86  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 10.3 mm along the z-axis (A) and  a single Al (AS) plate (B).  
Figure 7.87  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 10.3 mm along the z-axis (A) and  a single Al2O3 (S1) plate 
(B). 
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Likewise to the samples with same material characteristics, the distance between 
FCG scattering maxima (Zd2-Zd1)m and the distance between conventional scattering 
maxima (R2-R1)m for samples with different material characteristics (separated by 
Zs2-Zs1), can be determined by Equation (7.33) and Equation (7.34), respectively.  
 
(𝑍𝑑2 − 𝑍𝑑1)𝑚 = (𝑍𝑠2 − 𝑍𝑠1) +
Zs2tan𝜙𝑚
tan(2𝜃2 − 𝜙𝑚)
−
Zs1tan𝜙𝑚
tan(2𝜃1 − 𝜙𝑚)
 (7.33)** 
 
(𝑅1 − 𝑅2)𝑚 = (𝑍𝑑 − 𝑍𝑠1) tan 2𝜃1 −(𝑍𝑑 − 𝑍𝑠2) tan 2𝜃2 (7.34) 
 
Equations (7.33) and (7.34) require 2θ1>2θ2 and Zd2>Zd1 (or R1>R2 for Equation 
(7.34)); otherwise the absolute value of these equations should be used. 
For an example where Zs2-Zs1=1 mm, Zs2=151 mm, Zs1=150 mm, Zd=200 mm, 
2θ1=20°, 2θ2=15° and ϕm=3.5°, the distance between FCG scattering maxima is 
calculated to be 15.42 mm and between conventional maxima 5.07 mm.  Thus, it was 
demonstrated that for both 2θ1=2θ2 and 2θ1≠2θ2 FCG diffraction maxima are 
separated by a greater spatial distance than conventional Debye cones.  
 
7.7.3 Comparison between empirical and simulated data 
Simulated diffraction data were acquired from multiple scatterers as well as 
individual samples at the same z-coordinates as with the empirical experiments.  
This intended to determine the correspondence between empirical and simulated 
data in the presence of multiple scatterers. 
Representative examples of simulated scattering patterns of Al2O3 and Al, when 
compared to the empirically obtained patterns are presented in Figure 7.88.  Both 
simulated samples were assigned specified thicknesses according to the actual Al2O3 
and Al samples employed in Section 7.7.2.  
                                                        
** For symbol ϕm refer to Section 5.1. 
Chapter 7  RESULTS 
204 
The positions of the simulated diffraction maxima are, within experimental errors, 
consistent with the positions of the empirical signals.  However, the width of the 
simulated diffraction peaks is significantly narrower than the width of the 
empirically obtained peaks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Figure 7.89, the scattering profile obtained from both samples simultaneously is 
a combination of their individual diffraction maxima similarly to the empirical data.  
It should be noted that due to the narrower width of the simulated peaks, the latter 
appear better resolved than the empirical peaks (see Figure 7.89 and Figure 7.85). 
 
B 
A 
L
i 
n
 (
C
o
u
n
ts
) 
d-spacing (Å) 
L
i n
 (
C
o
u
n
ts
)
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
d-spacing (Angstroms)
23
B 
A Li
 n
 (
C
o
u
n
ts
) 
d-spacing (Å) 
L
in
 (
C
o
u
n
ts
)
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
d-spacing (Angstroms)
23
Figure 7.88 Empirical (A) and simulated (B) scattering signatures 
of Al2O3 (top) and Al (bottom). 
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To summarise, in this section, spatial discrimination of samples along the primary 
axis was shown to give rise to scattering maxima at different z-coordinates 
depending on each sample’s position.  It has been analytically determined that FCG 
generates diffraction maxima from multiple samples, along the primary axis, with a 
greater spatial discrimination between the diffraction peaks than conventional XRD. 
It was also demonstrated that the identification of multiple unknown materials with 
a spatial discrimination along a primary axis is feasible only with a priori knowledge 
of their positions along the axis.  However, in certain applications, such as luggage 
screening in airports, prior knowledge of the sample’s position is unusual.  In such 
systems, there is a need to determine depth information of unknown substances for 
material identification.  This requirement is addressed in the next chapter (Section 
8.3) with coded aperture encoders.
Figure 7.89  Simulated diffraction signatures from an Al2O3 and 
Al plates separated by 10.3 mm along the z-axis (A), a single Al 
plate (B) and a single Al2O3 plate (C). 
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Chapter 8 CODED APERTURE: EXPERIMENTAL 
 
 
Outline 
In this chapter, theoretical and experimental data on coded aperture systems are 
presented.  Initially, the annular beam of FCG is treated as a pre-sample coded 
aperture with the aim of recovering conventional XRD data.  The effects of several 
non-ideal conditions of either the primary beam or FCG data are investigated in 
order to identify their influence on the coded aperture system.  Proof-of-principle is 
then demonstrated in a simulated and pseudo-empirical approach, and the 
optimised methodology is employed for non-ideal samples exhibiting preferred 
orientation or large grain size.  Furthermore, the theory and preliminary FCG data 
obtained with an encoded annular beam are introduced and explained.  Finally, two 
novel encoders, a linear wire and an Archimedean spiral, are assessed in their 
performance and ability to act as post-sample encoders, with conventional XRD data 
and preliminary FCG data, to determine sample spatial information.  
 
Early developments of coded aperture systems (Ables, 1968, Dicke, 1968, Fenimore 
and Cannon, 1978, Simpson, 1978), as well as recent studies on coded masks 
(MacCabe et al., 2012, Greenberg et al., 2014b) discussed in Chapter 4, involved 
post-sample coded apertures.  However, in particular studies, such as that of Weiss 
et al. (1977), a distribution of X-ray sources was established as a type of pre-sample 
coded aperture (Section 4.1). 
In this chapter, the annular beam employed by FCG is considered as a type of coded 
aperture.  The annular collimator presented in this work was placed between the X-
ray source and the sample, hence considered as a pre-sample coded aperture.  As 
previously explained in Section 4.1, the coded aperture imaging systems are based 
on the convolution of the object with the coded mask in order to obtain a 
complicated image with no resemblance to the object.  This image is then convolved 
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with a post-processing array, typically the coded mask, to reconstruct the object.  
Therefore, the annular aperture of FCG was employed in a post-processing 
procedure aimed at the reconstruction of the desired object. 
 
8.1 Pre-sample coded aperture 
In diffraction space, the sample is not the required object for reconstruction, but the 
material specific characteristics of the sample, i.e. the Debye rings observed in a 
conventional diffraction pattern are the desired object.  
This chapter aims to examine the diffraction data obtained by a hollow beam 
arrangement through a coded aperture approach.  As illustrated in Figure 8.1, the 
annular mask is acting as a primary collimator to produce a hollow conical beam, 
that while passing through the sample it scatters diffraction caustics (see Chapter 
5).  The image produced (the FCG pattern) is a combination of single (pencil beam) 
Debye cones, which are the required object for reconstruction.  If this procedure is 
viewed from a coded aperture system prospective, then the FCG patterns can be 
considered the result of the convolution of an annular beam with a single or 
numerous Debye cones.  A second convolution of the FCG pattern with the annular 
coded aperture should therefore reconstruct the Debye rings as indicated by Figure 
8.1; thus enabling the treatment of diffraction patterns obtained via a hollow beam 
arrangement in a conventional manner.  At this point, it is important to note that in 
this study, the term reconstruction of Debye rings is referred to the recovery of their 
radii.  
Reconstruction of Debye rings by an annular coded aperture relies within the auto-
convolution function (SPSF) of the annular beam.  The coded aperture presented 
herein is similar to the annular coded aperture examined in detail by Simpson 
(1978) in non-diffraction space, as explained in Section 4.1.  The analytical 
description and auto-convolution of an annular coded aperture is given by a ring-
delta function, as seen by Equation (4.6).  As previously demonstrated in Figure 4.3, 
the SPSF of an annulus has a high intensity peak at r=0 but with a slow decay down 
to r=2 ?̅?, at which point the intensity increases slightly. 
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A simulated example of the SPSF of an annulus (1.34 mm inner radius and 0.08 mm 
wall thickness) is presented in Figure 8.2 and comes in agreement with the SPSF 
reported by Simpson (1978) and Barrett and Swindell (1981).  Similarly to a Dirac 
δ-function, the self-convolution of a circle produces a high intensity focus at the 
centre of the image (x=0).  However, there is also a lower intensity distribution 
radially to the focus between 0<x<2?̅?, that increases slightly at 2?̅? (where ?̅? is the 
mean radius of the annulus).  Therefore, even though the central spike of the self-
convolution of a circle denotes a δ-function, the low intensity outer ring and the 
distribution of noise in between indicate an approximation to a δ-function.   
In the example given in Figure 8.2, the central spike has ~20 times and ~65 times 
higher intensity than the outer ring (sidelobe spike) and inherent noise (sidelobe), 
respectively.  Even though the difference in intensity changes significantly 
depending on the annulus’ parameters, e.g. thickness, the general relationship 
between the intensity of these three main features remains the same.    
 
Figure 8.1  The arrangement and procedure involved with a pre-sample annular 
coded aperture in diffraction space. 
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8.1.1 Simulated data 
The ability of the annular aperture to reconstruct the Debye rings of conventional 
diffraction patterns, as illustrated in Figure 8.1, was initially examined in a simulated 
approach using ImageJ software’s ‘Convolve’ function.  Simulated data enabled the 
establishment of an annular coded aperture concept with an ideal sample, in terms 
of preferred orientation and grain size, and assess its potential.  
 
8.1.1.1 Proof-of-concept 
An ideal (noise-less) FCG image (Figure 8.3 (c)) was produced by convolving an 
annular beam (AB) of 1.34 mm inner radius and 0.08 mm thickness with two 
simulated Debye rings of 0.75 mm (0.292 nm d-spacing) and 1.65 mm (0.155 nm d-
spacing) inner radius and 0.08 mm thickness, as illustrated in Figure 8.3.  The radii 
of the Debye rings were selected deliberately to generate an FCG pattern consisting 
of both converging and diverging condensation rings.  It should be noted that all 
simulated images were comprised of opaque (0) and transparent (255) elements. 
(a) 
(c) 
(b) 
Figure 8.2  A 2D image (a), a 2-D plot profile (b) and a 3-D surface plot (c) 
of the ~δ-function generated by the auto-correlation of an annular 
aperture. 
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The resulting FCG image was then convolved with the annulus to reconstruct the 
Debye cones (DC).  As discussed in Section 4.1, if the self-convolution of the coded 
aperture does not produce a perfect δ-function, then the image of the recovered 
object suffers from inherent artefacts.  As indicated in Figure 8.2, the self-
convolution of an annulus produces an approximation to a δ-function due to the 
additional noise surrounding the central high intensity focus.  Consequently, the 
reconstructed image suffered from inherent artefacts in the form of additional rings, 
shown in Figure 8.3 (d).  An optimised post-processing procedure was then applied, 
involving bandpass filtering of large structures down to 40 pixels and small 
structures up to 3 pixels; hence narrowing the spatial frequencies’ range (Figure 8.3 
(e)), and a dc level removal, as initially indicated by Fenimore and Cannon (1978).  
Visual inspection of the resulting post-processed image shown in Figure 8.3 (f) 
indicates reconstruction of the Debye rings of Figure 8.3 (b).   
Comparison of the scattering profiles of the Debye rings and the reconstructed 
image verifies the effective recovery of the desirable scattering angles, as indicated 
in Figure 8.4. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.3 Simulated images of an annular primary beam (a), two 
Debye rings (b), their FCG pattern (c), the recovered image prior to any 
processing (d), the processed image after bandpass filtering (e) and the 
recovered Debye rings after a 175 dc level removal (f).  
(f) 
(b) 
(d) 
(c) 
(e) 
(a)  
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Even though deconvolution of the FCG pattern with the annular beam would also 
reconstruct the Debye rings, this process can be particularly challenging when 
dealing with non-ideal images that suffer from noise (Fenimore and Cannon, 1978), 
as shown in Section 8.1.1.3 (a). 
Looking at the additional rings in the recovered image prior post-processing (Figure 
8.3 (d)), they represent an example of the inherent artefacts found when attempting 
to reconstruct Debye rings.  Additional rings arise from the convolution of the four 
condensation rings present in the FCG pattern (Figure 8.3 (c)) with the annulus 
(Figure 8.3 (a)).  A better illustration of this effect can be seen in Figure 8.5 and 
Figure 8.6, where a schematic illustration of the coded aperture procedure has been 
outlined.  Figure 8.5 - Figure 8.7 are analytically described as:   
 
 
 
 
Convolution of an annulus (annular beam, AB) with two Debye rings (DC) of smaller 
and greater radius than the former, results in four condensation rings with specific 
associations to the annulus and Debye rings, as indicated in Figure 8.5.   
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Figure 8.4  Radial integration of simulated image consisting of two 
Debye rings (A) and corresponding recovered image (B). 
AB * DC = FCG                       see Figure 8.5 
FCG * AB = 𝐷𝐶                       see Figure 8.6 
(AB * AB) * DC = 𝐷𝐶             see Figure 8.7 
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Figure 8.5  Schematic illustration of the convolution of an 
annular beam (top left) with two Debye cones (top right) to 
produce an FCG pattern (bottom). 
Figure 8.6  Schematic illustration of the convolution (bottom) of 
an annular beam (top left) with an FCG pattern (top right) to 
reconstruct the Debye cones. 
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Condensation rings satisfying RAB+RDC, where RDC is the radius of the Debye ring and 
RAB the radius of the annulus, are referred to as outer condensation rings; whereas 
condensation rings at RDC-RAB and RAB-RDC are referred to as inner condensation 
rings.  For every inner condensation ring in the FCG pattern, two relationships could 
be satisfied, RDC-RAB and RAB-RDC; but only one of them would be valid depending on 
the converging or diverging nature of the condensation ring. 
For the example illustrated in Figure 8.5 and Figure 8.6, four condensation rings in 
the FCG diffraction pattern (corresponding to two Debye cones) will reconstruct an 
image with six associated rings (four of them of low intensity), as illustrated in 
Figure 8.6.  This pattern consists of the reconstructed Debye rings and four 
additional rings, which are considered as artefacts.  The radii of the additional four 
rings correspond to 2RAB ± RDC (Figure 8.6).  It should be noted, that even though the 
primary beam is illustrated in Figure 8.6, it is not apparent in the reconstructed 
images. 
A schematic diagram illustrating the convolution of an annulus’ SPSF with two 
Debye rings is presented in Figure 8.7, in order to demonstrate the associative 
property of convolution on which coded aperture systems are based on, as shown 
in Section 4.1.1.  Comparison of Figure 8.6 and Figure 8.7 ascertains that the same 
reconstructed pattern is observed when convolving an FCG pattern with the annular 
beam as when convolving the δ-function approximation (annulus’ SPSF) with the 
Debye cones. 
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Figure 8.8 (a) illustrates the image obtained by convolving the Debye rings 
presented in Figure 8.3 (b) with the self-convolution of the primary beam of Figure 
8.3 (a).  If the annulus’ SPSF consisted just by the low intensity circle at 2?̅?, its 
convolution with the Debye rings would generate the rings shown in Figure 8.8 (b).  
These rings are identical to the additional rings of Figure 8.8 (a).  Visual inspection 
and comparison of the two images (Figure 8.8 (a) and (b)), as well as determination 
of the radii of each ring can identify the Debye rings.  Furthermore, subtraction of 
the additional rings (Figure 8.8 (b)) from the recovered image of the Debye rings 
and additional rings (Figure 8.8 (a)) should result in an image with just the two 
Debye rings (Figure 8.8 (c)).  Figure 8.8 (c) shows that there are only two high 
intensity rings with the same radius as the Debye rings.  This verifies that the 
2RAB - RDC1  
RDC2  
2RAB + RDC1  
2RAB + RDC2  
2RAB  
RDC1  
2RAB - RDC2  
2RAB  
~δ-function 
DC2  
DC1  
Figure 8.7  Schematic illustration of the convolution of a δ-function 
approximation (top left) with two Debye cones (top right) to 
reconstruct the Debye cones and additional rings (bottom). 
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additional rings observed in the reconstructed image are indeed a result of the low 
intensity peak at 2?̅? of the annulus’ non-ideal δ-function SPSF. 
 
 
 
 
 
 
 
 
 
The low intensity of the inherent artefacts in the reconstructed image can be 
observed as a dc level addition.  Without any prior knowledge on the Debye cones, 
the approximate dc level needed to be subtracted from the recovered image can be 
calculated by 
totalN
N
%
max
; where Nmax is the maximum value of noise (artefacts in non-
deal δ-function – see Figure 8.9) present in the self-convolved image of the annular 
aperture after bandpass filtering and %Ntotal is the self-convolved image’s total 
percentage of noise.  For the example illustrated in Figure 8.3, the maximum 
intensity of noise is 11 and the total noise percentage is 6.24%, as calculated by the 
profile plot in Figure 8.9; hence, a value of ~176 should be subtracted from the 
filtered image to successfully reconstruct the Debye rings.  Visual comparison of the 
known Debye rings and the reconstructed image revealed that if a value within the 
range of 174-254 was subtracted from the reconstructed image, the Debye rings 
were recovered effectively, as illustrated in Figure 8.3 (f). 
 
 
 
Figure 8.8  Simulated images obtained upon convolution of the Debye rings 
with the annular beam’s SPSF (a), with the outer ring of the annular beam’s 
SPSF (b), and the result of their subtraction (c). 
(a) (c) (b) 
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In order to determine the dc level, which was required to be removed, an alternative 
approach is considered by a linear profile plot of the filtered image (e.g. Figure 8.3 
(e)).  Since, FCG images allow determination of the number of Debye rings needed 
to be recovered, the corresponding number of peaks with the highest intensity in 
the filtered recovered image can be identified as the Debye rings’ peaks.  The highest 
intensity value of the remaining peaks corresponds to the additional dc level present 
in the recovered image.  Taking in consideration the previous example, the FCG 
image identifies the presence of only two Debye cones.  Figure 8.10 illustrates the 
filtered recovered image and its corresponding plot profile across the centre of the 
pattern (as indicated by the red solid line).  The highest intensity of the additional 
rings (besides the Debye rings) corresponds to the required dc level and it was 
identified from the profile plot (Figure 8.10) as ~170. 
 
 
 
Nmax 
Figure 8.9  A simulated image of the annular beam’s SPSF (top 
left) and a 2D plot profile of the image (bottom right) indicating 
the latter’s maximum noise intensity (Nmax).   
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For the example shown in Figure 8.3, comparison of the line profiles of the Debye 
rings (Figure 8.3 (b)) and of the recovered Debye rings (Figure 8.3 (f)) indicates a 
strong correlation between the two images in terms of Debye rings’ intensity (Figure 
8.11).  The intensity of the recovered Debye rings is equivalent to the intensity of 
the initial Debye rings when the subtracted dc level is re-added to the recovered 
image, as demonstrated by Figure 8.11.   
FWHM were calculated for the particular peaks illustrated in Figure 8.11, for both 
the Debye rings and the recovered Debye rings.  The Debye rings had a thickness of 
0.052 mm, whereas the thickness of the recovered Debye rings was increased to 
0.065 mm.  The FWHM were also calculated in a 2θ (°) scale; representing an 
average of ~88% increase in the width of the recovered Debye rings (see Table 8.1). 
 
 
 
 
dc level 
Figure 8.10  A simulated image of the reconstructed Debye rings (top 
left) post-filtering (bandpass) and a 2D profile plot of the image 
(bottom right) indicating the additional dc level of the recovered image.   
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Table 8.1  The FWHM values of the Debye rings and the recovered Debye rings. 
FWHM (°) 
Debye rings Recovered Debye rings 
0.22 0.43 
0.20 0.36 
 
8.1.1.2 Two-annulus system 
A supplementary approach to the above post-processing procedure is proposed, 
based on the two-annulus concept (in non-diffraction space) of Simpson (1978) (see 
Section 4.1), to examine its capabilities and potential advantages.  The same annular 
coded aperture and Debye rings as the ones employed in Section 8.1.1.1 (i.e. Figure 
8.3) were utilised for these simulated experiments. 
The radius of the second annulus was increased by 1.085, as suggested by Simpson 
(1978), to 1.45 mm inner radius and 0.08 mm thickness.  The reconstruction 
procedure adopted throughout Section 8.1.1.1 was carried out for both annular 
beams individually, without any post-processing.  Once the recovered images were 
obtained, they were added together, and went through bandpass filtering and dc 
removal.  The recovered Debye rings prior and post additional reconstruction 
Figure 8.11  A line profile plot across the x pixels of the Debye 
rings image and the post-processed recovered image. 
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processing (i.e. bandpass filtering and dc removal) are presented in Figure 8.12 (a) 
and (b), respectively.   
 
 
 
 
 
 
 
 
 
Cross-section profile plots along the horizontal x-axis of the recovered image, as well 
as the recovered image from a single annulus (described in the previous section) are 
compared in Figure 8.13.  The same post-processing was applied for both recovered 
images. 
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Figure 8.13  Comparison of the recovered images’ cross section profiles along the x-
axis for the two-annulus approach (A) and single annulus coded aperture (B), when 
bandpass filtering was applied and an 85 dc level was subtracted.  
Figure 8.12  Simulated images of the recovered 
image obtained by the two-annulus system prior (a) 
and post (b) bandpass filtering and dc removal (85). 
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From the data obtained, the two-annulus system showed more effective recovery of 
the Debye rings, in terms of intensity.  The scattering maxima were reconstructed in 
the same positions, within experimental errors, from both approaches.  However, 
the two-annulus system introduced an enhanced intensity to the recovered Debye 
rings, whilst reducing the intensity of additional rings, which are regarded as 
artefacts.  This is clearly demonstrated by the absence and presence of the additional 
rings in Figure 8.13 (A) and (B) respectively, when the exact same post-processing 
procedure was applied to both recovered images.   
The key feature of the two-annulus system is based on the fact that inherent 
artefacts in the reconstructed images from two different annuli correspond to 
different additional rings.  Thus, their intensity is reduced upon addition of the 
reconstructed images.  In contrast, the Debye rings remain the same; hence, their 
intensity is enhanced once the two recovered images are added together.  Even 
though the two-annulus system was proven to be superior to the single annulus 
approach, the latter was employed throughout this work for simplicity, since there 
was no difference in the reconstruction of the diffraction maxima positions. 
 
8.1.1.3 Investigating non-ideal conditions for annular aperture  
The effectiveness of the annular aperture was examined by applying various 
alterations either to the simulated FCG images or to the annular mask, in order to 
assess their effect on the recovery of the Debye rings.   
Simulated images of three Debye rings (0.448 nm, 0.207 nm and 0.107 nm d-
spacing) and an annular primary beam (1.08 mm inner radius and 0.08 mm 
thickness) were employed throughout this analysis, as illustrated in Figure 8.14 (b) 
and (a), respectively.  The radii of the Debye rings and annulus were specifically 
chosen in order to generate an FCG pattern with a condensation focus, a converging 
condensation ring and a diverging converging ring (Figure 8.14 (c)). 
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As developed in Section 8.1.1.1, the Debye rings were recovered by convolving 
single FCG images with the annular beam (Figure 8.14 (d)) and applying bandpass 
filtering (Figure 8.14 (e)) and removal of a dc level (Figure 8.14 (f)). 
The images presented in Figure 8.14 were considered as the ‘ideal’ simulated data 
that acted as a mean of comparison to the reconstructed Debye rings obtained under 
non-ideal conditions.  A quantitative comparison of the Debye rings and the 
recovered Debye rings is displayed in Figure 8.15.  The scattering maxima positions 
of the recovered data are, within experimental errors, consistent to the scattering 
angles of the diffraction data at 9.1°, 19.8° and 38.7°.  Assessment of the successful 
recovery of Debye rings obtained within this section will focus on the diffraction 
maxima positions, due to the various conditions under investigation.  
 
 
 
(f) 
(b) 
(d) 
(c) 
(e) 
(a) 
Figure 8.14  Simulated images of an annular primary beam of 1.08 mm 
inner radius (a), three ideal Debye rings (0.46 mm, 1.08 mm and 2.43 
mm inner radius) (b), their FCG pattern (c), the recovered image  prior 
to any processing (d), the processed image after applying a bandpass 
filter (e) and the recovered Debye rings after a 170 dc level (f). 
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(a) Addition of noise 
As previously discussed, an image can be recovered by deconvolution of the 
convolved image (see Figure 8.17).  However, when a noise distribution is 
introduced to the image, deconvolution is proven problematic for the recovery of 
the original image, as shown in Figure 8.16.  Deconvolution was performed using 
ImageJ software’s ‘Deconvolve’ function. 
 
 
 
 
 
 
 
 
 
(b) 
(d) (c) 
(a) 
(b) 
(a) 
Figure 8.16  Simulated image 
of a noisy FCG pattern (a) and 
the recovered image via 
deconvolution (b).   
Figure 8.17  Simulated images of an annular 
aperture (a), three Debye rings (b), their 
convolved FCG pattern (c) and the recovered 
Debye rings via deconvolution (d). 
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Figure 8.15  Radial integration of the simulated image 
consisting of three Debye rings (A) and corresponding 
recovered image (B). 
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Therefore, the effect of noise on the reconstruction procedure developed in Section 
8.1.1.1 was investigated.  A normally distributed (Gaussian) random noise with ?̅?=0 
and σ=25, as provided by the built-in ‘Add Noise’ function of ImageJ software, was 
gradually added to the simulated annular aperture and Debye rings (prior 
convolution) for a better resemblance to the empirical data (Figure 8.18).  
 
 
 
 
 
 
  
 
 
 
 
 
 
As observed in Figure 8.18, the FCG patterns are significantly obscured by noise, 
especially after image number 11.  However, upon convolution with the annular 
mask, the Debye rings were recovered even in the presence of extreme noise, as 
demonstrated in Figure 8.19 and Figure 8.20.   
Visual inspection of the recovered Debye rings, prior processing as shown in Figure 
8.19, indicates great resemblance to the recovered Debye rings obtained from 
noiseless data.  Post-processed images have random discontinuities in the intensity 
of the recovered Debye rings around their circumference, especially after image 
number 5 (Figure 8.20).  This is a result of the added (random) noise in the FCG data, 
Figure 8.18  Simulated FCG images with increasingly added noise.  The 
FCG images were obtained by convoluting a series of noisy images of 
three Debye rings (0.46 mm, 1.08 mm and 2.43 mm inner radius and 
0.08 mm thickness) with an equivalent series of noisy images of an 
annular beam of 1.08 mm inner radius and 0.08 mm thickness. 
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that interferes with the structure of the Debye rings and once a dc level was 
removed, the intensity of the Debye rings appeared non-uniform.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.19  Reconstructed images of the Debye rings, as 
obtained by the convolution of noisy FCG images (presented in 
Figure 8.18) with an annular beam of 1.08 mm inner radius and 
0.08 mm thickness. 
Figure 8.20  Post-processed reconstructed images of the Debye 
rings, as obtained by the convolution of noisy FCG images with 
an annular beam of 1.08 mm inner radius and 0.08 mm 
thickness, after a dc level removal (between 100-180). 
Chapter 8  CODED APERTURE: EXPERIMENTAL 
226 
Figure 8.21  Relationship between PSNR of the diffraction (FCG) data and 
corresponding recovered Debye cones.  The red dotted line is a 
reference point to mark y=x. 
Quantification of the noise added to the diffraction data and the noise present in the 
recovered Debye rings prior to any further processing was achieved by calculating 
their peak signal to noise ratio (PSNR).  The relationship between PSNR of FCG and 
recovered data is presented in Figure 8.21.  The PSNR of the recovered images is 
considerably higher than the PSNR of the diffraction images (with some exceptions), 
indicating that the Debye rings were reconstructed effectively even from diffraction 
data with significantly low SNR. 
 
 
 
 
 
 
 
 
 
 
 
The recovery of scattering maxima positions was assessed by comparing the 
scattering angles of the recovered Debye rings as obtained from noiseless data, and 
from a series of FCG data with increasing random noise.  Figure 8.22 illustrates the 
differences in the scattering maxima as the SNR decreases, indicating a consistency 
in the 2θ angles.  However, the intensity of the peaks decreases with lower SNR. 
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In this section, it was shown that the scattering maxima positions can be recovered 
by coded aperture analysis, even in the presence of extreme noise, in contrast to 
deconvolution. 
 
(b) Limited area of FCG data 
During a typical FCG experiment (empirical), the detector area is limited.  For 
example in this study, a detector with ~13 x 13 mm active area was employed; hence 
the diffraction data available for the reconstruction of the Debye rings was usually 
between ~23-28% of the complete FCG pattern, within a 2θ range of 10°-60°.  It is 
noteworthy, that for this reason the inner condensation rings are the only ones 
captured during a typical FCG experiment and none of the outer condensation rings. 
Thus, FCG diffraction patterns were limited to specified circular and rectangular 
areas, either centrally or peripherally to the central axis, by removing all data from 
these areas.  This aimed at the examination of the effect of incomplete data to the 
recovery of conventional XRD data.  The limitations applied to each FCG image 
indicating the available data area and its percentage, with respect to the complete 
diffraction pattern are listed in Appendix C.1 (Table C.1). 
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Figure 8.22  Radial integration of recovered images from noiseless 
FCG data (A) and from FCG data with a PSNR of 33.79 (B), 18.85 (C), 
10.87 (D), 6.45 (E) and 5.97 (F). 
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A representative example of the limited patterns with their corresponding 
recovered Debye rings is seen in Figure 8.23.  Comparison of the scattering profiles 
of the recovered images was achieved by their radial integrations, as presented in 
Figure 8.24. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.23  Simulated diffraction images with limited FCG area (top) and 
corresponding reconstructed images of Debye rings (bottom).  Top and bottom 
images numbered 0 illustrate the complete FCG pattern and the corresponding 
reconstructed image, respectively. 
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Figure 8.24  Radial integration (A-F) of recovered images from 
a limited area of FCG data (0-5). 
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Recovered images indicated that the Debye cone at 19.8° 2θ angle (0.207 nm) could 
be reconstructed even with the lowest data availability of ~1%, which corresponds 
to a condensation focus, as indicated by the reconstructed image number 5 in Figure 
8.23 and its scattering profile in Figure 8.24 (F). 
Processing of all reconstructed images obtained from limited data area, circular or 
square, centrally or peripherally to the primary axis, indicated that scattering 
maxima positions were reconstructed effectively when the complete pattern of 
either the inner or outer condensation ring was available in the diffraction data, 
including the condensation focus.   
In summary, it was shown that the scattering maxima can be reconstructed even 
with limited FCG data in the presence of either a condensation focus, an inner 
condensation ring or an outer condensation ring. 
 
(a) Increased thickness of the annulus 
Further investigation into this annular coded aperture system was achieved by 
examining various alterations to the thickness and circular symmetry (next section 
(d)) of the annular mask.   
An initial annulus of 0.03 mm wall thickness and 1.18 mm outer radius was 
employed.  The wall thickness of the annulus was increased progressively in steps 
of 0.05 mm up to a solid disc aperture (Appendix C.2, Figure C.1).  The effect of a 
thicker annulus on the reconstructed image was visually assessed and the scattering 
angles of the reconstructed images were quantitatively evaluated by plotting their 
radial integrations.   
The Debye rings were reconstructed effectively, until a certain annulus’ wall 
thickness.  All three Debye rings were recovered when the wall thickness of the 
annular aperture was 0.28 mm or smaller.  However, the two condensation rings at 
9.1° and 19.8° 2θ angles, started to merge into a broad ring when the wall thickness 
of the annular beam increased beyond 0.28 mm, preventing the reconstruction of 
the smallest Debye cone as demonstrated by Figure 8.25 and Figure 8.26.   
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Figure 8.25  Reconstructed (post-processed) images of the Debye rings obtained by 
the convolution of the diffraction patterns with annular beams of increasing wall 
thickness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As observed from the scattering signatures of the recovered Debye rings in Figure 
8.26, before merging of the two peaks at 9.1° and 19.8° into one broad signal, the 
peaks shifted towards higher and lower 2θ angles, respectively (Figure 8.26 (D)).  In 
addition, at 0.28 mm wall thickness of the primary beam (Figure 8.26 (D)), the high 
angle Debye cone shifted from 38.7° towards lower 2θ angle (~38.4°).  However, 
when the primary beam’s wall thickness was increased beyond 0.68 mm, the Debye 
ring at 19.8° was recovered successfully (Figure 8.26 (F-I)). 
Taking into account that the Debye cone with the largest radius was separated by 
the mid-radius Debye cone by more than 50% of the distance the latter was 
separated by the Debye cone with the smallest radius.  For this reason, the high 2θ 
Figure 8.26  Scattering signatures of the recovered Debye rings 
reconstructed with an annular beam of 0.03 mm (A), 0.08 mm (B), 
0.13 mm (C), 0.28 mm (D), 0.48 mm (E), 0.68 mm (F), 0.88 mm 
(G), 1.08 mm (H) and 1.18 mm (I) wall thickness. 
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Debye cone was reconstructed even when the annulus’ wall thickness was increased 
significantly (up to a disc).  However, when the annular beam’s thickness increased 
to an extent that the aperture appeared more similar to a broad δ-function (after 
image number 18 Figure 8.25; 0.88 mm wall thickness), the smallest Debye cone 
was also reconstructed, as seen in image number 24 of Figure 8.25.  The 
diffractogram obtained from image number 24 is presented in Figure 8.26 (I), where 
the diffraction signal of the smallest Debye cone at ~9.1° is apparent (see red dotted 
box). 
In summary, the scattering maxima were reconstructed effectively even with annuli 
of significantly increased wall thickness, although up to a certain extent.  A 
considerably high wall thickness caused broadening and merging of adjacent 
scattering peaks.  However, when the annulus approached a solid disc, it acted as a 
form of extremely broad δ-function with some reconstruction abilities. 
 
(b) Elliptical aperture 
Alternatively to an annular aperture, an elliptical aperture of varying degrees 
(Appendix C.3, Table C.2) was employed in order to investigate the effect of circular 
distortion on the reconstruction abilities of the annular coded aperture. 
The circular symmetry of a 2.43 mm radius annular aperture was distorted to create 
elliptical apertures with major axis in the x direction (Appendix C.3, Figure C.2).  The 
Debye rings (Figure 8.14 (b)) were convolved with each elliptical beam to generate 
an FCG diffraction pattern that was then convolved with the corresponding elliptical 
beam to reconstruct the initial Debye cone image. 
The Debye rings were reconstructed even with severe distortion of the annulus’ 
circular symmetry, as illustrated in Figure 8.27.  The scattering profiles of the 
reconstructed Debye rings obtained by radial integration of the recovered images 
are presented in Figure 8.28. 
The reconstruction was more effective when the dimensions of the elliptical 
apertures were greater than the diameter of the Debye rings.  In cases where the 
ellipses’ dimensions were smaller than the diameter of the Debye rings (e.g. ellipses 
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number 8 - 11), interference between the ellipse and the Debye rings was observed 
that influenced the recovery (intensity distribution) of the latter.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.27  Reconstructed (post-processed) images of 
the Debye rings obtained by the elliptical apertures with 
their major axis in the x direction. 
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Figure 8.28  Scattering signatures of the Debye rings reconstructed 
with  an annular aperture (A) and with elliptic apertures with x 
major axis; ellipses number 2 (B), 4 (C), 6 (D), 8 (E), 10 (F) and 11 (G).  
Chapter 8  CODED APERTURE: EXPERIMENTAL 
233 
When the interference occurred at severe levels, it prohibited the recovery of the 
overall shape of the Debye rings (Figure 8.27).  Nonetheless, the radius of the Debye 
rings and thus their scattering angles can be determined by measuring the distance 
between the three horizontal lines (6 mirror-imaged lines) shown in image number 
11 in Figure 8.27.  These distances correspond to the radius of the Debye rings as 
indicated by the red arrows in Figure 8.27 (images number 0 and 11).  Recovery of 
the scattering maxima from an extreme elliptical aperture was also confirmed by 
their positions.  The positions of the recovered scattering maxima were (within 
experimental errors) the same as the original diffraction data, as indicated in Figure 
8.28 (G). 
To summarise, the Debye rings were efficiently recovered even with significant 
elliptical distortion of the circular symmetry of the annulus.  Nevertheless, 
interference with the structure of the Debye rings was observed when the elliptical 
apertures’ minor axis was shorter than the Debye rings’ diameter.  Even in these 
particular cases, the scattering maxima positions were yet recovered. 
  
8.1.2 Pseudo-empirical data 
The previous section established the ability of an annular coded aperture with 
simulated experiments.  A pseudo-empirical approach into the recovery of Debye 
rings is presented in this section, while Section 8.1.3 examines empirical FCG data.  
Figure 8.29 provides a brief description of the nature of experiments performed in 
Section 8.1.1 – Section 8.1.3. 
 
 
 
 
 
 
Figure 8.29  Details on the nature of experiments performed throughout Section 8.1. 
Section 8.1.1     simulated data 
 
Section 8.1.2    (simulated AB) * (empirical DC) = pseudo-empirical FCG 
                               (pseudo-empirical FCG) * (simulated AB) = pseudo-empirical 𝐷𝐶  
 
Section 8.1.3    (empirical FCG) * (simulated AB) = pseudo-empirical 𝐷𝐶  
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Pseudo-empirical data involved convolution of an empirical diffraction image with 
a simulated image of an annular aperture to produce pseudo-empirical FCG 
patterns.  The resulting FCG image was then convolved with the simulated annular 
beam to recover the Debye rings (Figure 8.29).  Recovered images were then 
processed in terms of bandpass filtering and dc level removal, as developed in 
Section 8.1.1.1.  These experiments acted as a step towards the recovery of Debye 
rings from empirical FCG data. 
A conventional diffraction pattern from an Al2O3 sample (S1) was acquired by a 
pinhole collimator, as described in Section 6.3.2.2.  An annular aperture of 14.2 mm 
inner radius and 0.25 mm wall thickness was employed to recover the Debye rings 
illustrated in Figure 8.30 (left).  The reconstructed image presented in Figure 8.30 
(right) demonstrates recovery of the empirical Debye rings.  
Comparison of the scattering profile of the reconstructed image to the initial 
empirical image is presented in Figure 8.31.  It seems that there is a significant 
correspondence between the diffraction maxima positions of the reconstructed 
image and the empirical diffraction image.  However, some of the low intensity 
peaks at ~21.7° and ~27.6° 2θ of the empirical diffraction image were not 
recovered.   
 
 
 
 
 
 
 
 
 
 
Figure 8.30  Empirical diffraction image from an Al2O3 sample (S1) illustrating 2θ 
angles from ~8°-36° (left) and its reconstructed image (right) after convolution 
with an annular aperture of 14.2 mm inner radius and 0.25 mm wall thickness. 
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Figure 8.31  Scattering signatures of the empirical diffraction image 
from an Al2O3 (S1) sample and of the corresponding reconstructed 
diffraction pattern.  The profile of the reconstructed diffraction 
image is displayed on a secondary axis for presentation purposes. 
 
 
 
 
 
 
 
 
 
 
 
 
Even though there is an additional peak at 5.28° 2θ angle for the reconstructed 
image (Figure 8.31), the detector was only able to capture scattering angles between 
~8° - 36°, as previously discussed, due to the primary beam stopper blocking the 
low 2θ angles.  Therefore, any peaks outside this 2θ range are considered as 
artefacts. 
As described earlier in this chapter, the inherent artefacts in the reconstructed 
image are in the form of additional rings that can generally be removed by the post-
processing procedure.  However, with empirical data, the intensity of Debye rings 
differs around the circumference.  Therefore, the effect of non-uniform intensity 
around the circumference of the Debye rings on their recovery was investigated by 
converting the empirical diffraction image of Al2O3 into a binary image (Figure 8.32 
(left)).  The same decoding procedure was followed as with the raw data (described 
above) and the recovered image is presented in Figure 8.32 (right)).  Comparison of 
reconstructed images as obtained by a raw diffraction image and by a binary 
diffraction image of Al2O3, indicates good agreement between their scattering 
maxima positions (of the high intensity peaks).  The additional ring at 5.28° 2θ angle 
is also present in the reconstructed Debye rings arising from the binary diffraction 
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Figure 8.33  Scattering signatures of the empirical binary diffraction 
image from an Al2O3 (S1) sample and of the corresponding 
reconstructed diffraction pattern.  The profile of the reconstructed 
diffraction image is displayed on a secondary axis for presentation 
purposes. 
image.  This can be clearly observed from a radial integration of the reconstructed 
image (binary) illustrated in Figure 8.33. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.32  A binary empirical diffraction image from an Al2O3 sample (S1) 
illustrating 2θ angles from ~8°-36° (left) and its reconstructed image (bottom) after 
convolution with an annular aperture of 14.2 mm inner radius and 0.25 mm wall 
thickness. 
Chapter 8  CODED APERTURE: EXPERIMENTAL 
237 
8.1.2.1 Preferred orientation  
Recovery of Debye rings from samples with preferred orientation was attempted in 
a similar manner to the recovery of aluminium oxide’s Debye rings from pseudo-
empirical data.  
Complete diffraction patterns of each Al sample (Al_1 – Al_4) analysed in Section 
7.4.2, were convolved with a simulated annular beam of 8.8 mm inner radius and 
0.4 mm thickness.  The resulting images (i.e. FCG patterns) were when convolved 
with the annular beam to reconstruct the initial empirical diffraction patterns of Al 
samples.  The reconstructed images of the Debye rings after post-processing are 
presented in Figure 8.34 (rec_a-rec_d).   
Visual observation and comparison of the reconstructed diffraction patterns to the 
empirically obtained patterns (Figure 8.34 (a-d)), suggest effective recovery of the 
scattering maxima number, position and geometry.  All five Debye rings are present 
in the recovered data at the same scattering maxima positions (within experimental 
errors) and without the presence of additional peaks, as demonstrated by the 
diffractograms in Figure 8.34.  It is also noteworthy, that the relative intensities of 
the scattering maxima were approximately recovered (Figure 8.34). 
As more sample orientations were introduced to the specimen, the uniformity of the 
intensity around the recovered Debye rings was increased, similarly to the 
empirically obtained diffraction patterns.  Additionally, when discontinuous Debye 
rings were present, for instance in the Debye ring with the lowest scattering angle, 
emphasised by a dotted red circle in Figure 8.34 (a), the geometry of the Debye arcs 
was recovered in the reconstructed image (Figure 8.34 (rec_a)).   
Equation (7.11) (see Section 7.4.2) was employed to quantify and characterise the 
uniformity of each Debye cone for the reconstructed images, and the results are 
presented in Figure 8.35.   
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Figure 8.34  Pseudo-empirical recovered diffraction patterns from Al_1–Al_4 (rec_a–
rec_d) and the corresponding empirical diffraction patterns from Al_1–Al_4 samples (a–
d).  The corresponding scattering signatures of the empirical (A) and recovered (B) 
diffraction patterns are presented for each Al sample next to their diffraction images. 
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Quantitative comparison of the intensity uniformity of each Debye ring, 
demonstrates an increase in the uniformity (decrease in CN1), as more samples were 
added at a random orientation (Section 6.2 (c)), except for the diffraction ring at 
17.48° 2θ angle for Al_3 sample.  Comparing Figure 8.35 with Figure 7.53 (Section 
7.4.2), where the conventional XRD data were analysed in the same manner 
(Equation (7.11)), the recovered data seem to possess greater intensity uniformity 
than original diffraction data.  This however, may be a result of blurring around the 
Debye rings, which increases the intensity distribution. 
 
8.1.2.2 Large grain size 
Conventional diffraction patterns of a series of Cu samples, presented in Figure 7.61 
(Section 7.5.2), were convolved with a simulated image of an annular beam (10 mm 
radius and 0.4 mm thickness).  Pseudo-empirical FCG patterns were then convolved 
with the annular beam to reconstruct the empirical image of the Debye rings.  Figure 
8.36 presents the empirical diffraction images of samples Cu_1 – Cu_4 (a-d) and the 
corresponding reconstructed images (rec_a-rec_d).   
 
 
Figure 8.35  The relationship between intensity differences (i.e. 
CN1) in Debye rings by an angular integration at 17.48° (DC_1), 
20.22° (DC_2), 28.74° (DC_3) and 33.84° (DC_4) scattering angles 
for the reconstructed diffraction images from Al_1 – Al_4 samples.  
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Figure 8.36  Pseudo-empirical recovered diffraction patterns from Cu1–Cu_4 (rec_a–
rec_d) and the corresponding empirical diffraction patterns from Cu_1–Cu_4 samples 
(a–d).  The corresponding scattering signatures of the empirical (A) and recovered (B) 
diffraction patterns are presented for each Cu sample next to their diffraction images. 
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Original and recovered images are shown to be similar.  Their diffraction profiles 
suggest recovery of scattering maxima at the same positions, within experimental 
errors, to original diffraction data (see diffractograms in Figure 8.36).  Similarly to 
recovered data from Al samples, the relative intensities of the scattering maxima 
from Cu samples were also recovered to some extent, especially for the high 
intensity peaks (Figure 8.36). 
There is an additional peak in the recovered data at ~0.118 nm due to the inherent 
artefacts of the reconstruction procedure, arising from 2RAB+RDC[331] as rationalised 
in Figure 8.6; where RDC[331] is the radius of the Debye cone corresponding to the 331 
reflection from Cu at 0.109 nm.  Moreover, similarly to Al2O3 and Al, low 2θ peaks at 
>10 nm (not shown in the diffractograms) can be seen in the recovered data (Figure 
8.36 (rec_a-rec_d)) as a consequence of the reconstruction process.  However, 
similarly to the integration of Al2O3 and Al samples in the previous sections, the 
measurable 2θ angle range was restricted between ~8° - 36°; hence, any rings 
outside this region are considered reconstructed artefacts. 
Further comparison of the scattering maxima and recovered images, indicated good 
agreement, in terms of grain size increase, as the heating temperature increased.  
Correspondence between recovered Debye rings and empirical Debye rings was 
quantitatively assessed by determining the average number and size of their 
scattering maxima spots from 10 repeated measurements, similarly to Section 7.5.2.  
The results of the average number of scattering maxima are presented in Figure 
8.37.   
The average number of scattering maxima decreases for each reconstructed Debye 
cone as the heat treatment’s temperature and time increased i.e. from Cu_2 to Cu_4.  
Comparison of the average number of scattering maxima of empirical (Figure 7.62) 
and reconstructed (Figure 8.37) data demonstrated a decrease in the average 
number of recovered maxima by ~50%.  This is thought to be as a result of blurring 
in the recovered images, causing scattering maxima spots to merge. 
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The relationship between the scattering maxima of empirical and reconstructed 
data was then assessed by comparing their percentage decrease from Cu_3 to Cu_4, 
as illustrated in Figure 8.38.  Maximum percentage i.e. 100% of scattering maxima 
was appointed to the Debye rings of Cu_2 sample, since the latter possessed the 
greatest uniformity in intensity, due to the highest number of scattering maxima 
spots.  The scattering maxima labelled as ‘Ring 2’ at 0.181 nm (200 reflection from 
Cu) revealed greater resemblance to the original diffraction patterns than the 
scattering maxima labelled ‘Ring 1’ (0.209 nm 111 reflection from Cu) and ‘Ring 3’ 
(0.128 nm 220 reflection from Cu).  This may be due to software errors and its 
inability to analyse fine or large particles as effectively as mid-size particles (e.g. in 
the case of scattering maxima at 0.181 nm).   
 
 
 
 
 
 
Figure 8.37  Average number of scattering maxima spots present 
in each recovered Debye ring at 0.209 nm (Ring 1), 0.181 nm (Ring 
2) and 0.128 (Ring 3) from each Cu sample rec_Cu_2 – rec_ Cu_4. 
Figure 8.38  The percentages of average number of scattering maxima spots present 
in each Debye ring for the empirical diffraction patterns from samples Cu_2 – Cu_4 
(left) and the recovered patterns rec_Cu_2 – rec_Cu_4 (right). 
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Figure 8.39  Diagram of the scaling steps followed with empirical FCG data 
images. 
Sequence of ~10 FCG images (1024 x 1024 pixels)
Increase canvas size to 3024 x 3024 pixels (to match AB) - see Figure 8.40.
Convert FCG and AB image size to 2048 x 2048 pixels to allow convolution 
by ImageJ software
8.1.3 Empirical FCG data 
The ability of the annular coded aperture to recover conventional XRD data was also 
assessed with empirical FCG data. 
This involved the acquisition of a series of empirical diffraction caustic patterns, 
following the procedure described in Section 6.3.2.1.  Each FCG image was convolved 
with a simulated primary beam, corresponding to the empirical primary beam’s 
footprint on the sample, in terms of radius and thickness.  The centre of the 
simulated primary beam was adjusted to correspond to the centre of the FCG 
pattern.  Acquisition of the primary beam’s footprint at the sample’s position was 
not possible due to the limited translation capabilities of the detector.   
It is important to take into consideration that decoding of FCG data and 
reconstruction of Debye rings can involve a single diffraction image, consisting of 
condensation rings corresponding to the desired recovered Debye rings.  However, 
employment of a limited sequence of FCG images and appropriate summation of 
their recovered data can be considered as an analogous approach to the two-
annulus system demonstrated in Section 8.1.1.2.   
Therefore, a sequence of FCG images, typically 10 images, was captured over a range 
of sample-to-detector positions.  The images were re-scaled as indicated by Figure 
8.39. 
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This ‘multiple FCG images’ approach requires determination of the radius of the 
Debye cones at certain sample-to-detector distances and scaling of the recovered 
images to the greatest image size, in order to add all recovered images together.  
Consequently, once each FCG image was convolved with the primary beam, the 
recovered images were scaled to the size of the last image with the greatest sample-
to-detector distance (DSD).  The scaling procedure was achieved by using Equation 
(8.1) to calculate the radius of the Debye rings for each recovered image (RDC_FCG). 
 
𝑅𝐷𝐶_𝐹𝐶𝐺 = 𝐷𝑆𝐷[tan(2𝜃 + 𝜙𝑚) + (tan(2𝜃 − 𝜙𝑚)] (8.1)†† 
 
The radius of Debye rings of every recovered image was divided by the radius of the 
Debye cone at the greatest sample-to-detector distance to obtain their scaling ratio.  
This ratio is independent of the scattering angle employed during the calculations. 
                                                        
†† For symbol ϕm refer to Section 5.1. 
Figure 8.40  An FCG image from Al2O3 
captured at 15 mm from the sample.  
The canvas size of the image was 
increased to 3024 x 3024 pixels by 
an opaque surrounding area. 
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The scaled images were then all adjusted to the same canvas size for comparative 
purposes, as seen in Figure 8.41.  The red dotted annular area indicates the Debye 
cone at 29.84° 2θ for all images (up to image number 28).  The post-processing 
procedure described in Section 8.1.1.1 was employed (bandpass filter and dc level 
removal) for all recovered images presented in Figure 8.41.  However, additional 
rings were still present in the recovered images and the diffractograms appeared 
noisy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.41  Recovered images of the Debye rings from an FCG sequence at 9 
mm, 12 mm, 15 mm, 18 mm, 21 mm, 24 mm, 28 mm, 32 mm, 39 mm and 44 
mm sample-to-detector distances. 
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The single recovered images were then added together, prior processing, to increase 
the SNR and produce a single enhanced image of the recovered Debye rings.  Next, 
bandpass filtering and dc removal were applied to the resulting image.  The post-
processed reconstructed image was then added to a 180° rotated image of itself.  
This was performed in order to eliminate intensity variations around the 
circumference of the Debye rings induced by the empirical primary beam of non-
uniform intensity.  The final reconstructed image was compared to the empirical 
diffraction image of Al2O3, as shown in Figure 8.42. 
 
 
 
 
 
 
 
 
 
 
 
Qualitative comparison between the empirical diffraction image of Al2O3 and the 
recovered image signifies a good agreement of their scattering maxima.  Even the 
low intensity Debye rings indicated by the numbers 1-4 in Figure 8.42 (a) were 
recovered effectively in the reconstructed image (Figure 8.42 (b)).  It is important 
to highlight here, that Figure 8.42 (b) corresponds to a conventional diffraction 
image of 5024 x 5024 pixels size acquired at 10 minutes time exposure, and it was 
reconstructed from a limited number of 1024 x 1024 pixels FCG images, captured at 
10 seconds time exposure. 
Figure 8.42  Empirical diffraction image (a) and reconstructed diffraction image (b) 
from an Al2O3 sample, as recovered from a sequence of empirical FCG data. 
(a) (b) 
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Figure 8.43 provides a quantitative comparison of the scattering maxima positions, 
indicating a disagreement between the empirical and recovered data.  Even though 
the scattering maxima from Al2O3 are present in the reconstructed image, there is a 
disparity in their positions.  As it will be discussed later in Section 9.6, this is 
assumed to be either as a result of a number of inaccuracies in the instrumentation 
components’ positions along the primary axis or due to the various conversion steps 
followed during reconstruction. 
 
 
 
 
 
 
 
 
 
 
 
8.1.3.1 Non-ideal samples 
The same procedure as described above was performed to recover conventional 
diffraction maxima from a limited number of FCG images from an Al sample (Al_1) 
exhibiting preferred orientation and from a Cu sample (Cu_4) with large grain size. 
Figure 8.44 and Figure 8.45 illustrate the recovered diffraction images and 
scattering profiles from an Al and a Cu sample, respectively.  As seen in Figure 8.44, 
the reconstructed diffraction pattern of Al resembles that of Figure 8.34 (a) to some 
extent.  At the lower part of the image, highlighted by red dotted boxes, the non-
uniform intensity geometry of the Debye rings, due to sample’s preferred 
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Figure 8.43  Comparison of the diffraction profiles from the 
recovered diffraction data from Al2O3 (A) with a limited sequence of 
FCG images with the empirical FCG diffraction profile from Al2O3 (B). 
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orientation, is reconstructed similarly to the empirical diffraction pattern Figure 
8.34 (a).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The lower part of the diffraction pattern was reconstructed more effectively than 
the upper part, due to the difference in intensity around the circumference of the 
empirical primary beam, that induced an additional pseudo preferred orientation 
effect to the FCG data.  Quantitative comparison (Figure 8.44) of the scattering 
Figure 8.44  Recovered diffraction image (top) from a limited sequence of 
empirical FCG data obtained from an Al sample (Al_1).  Scattering profiles 
(bottom) from the recovered diffraction image (A) and from the FCG data (B). 
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signatures between empirical and reconstructed data show similar disagreements 
as with Al2O3 (Figure 8.43).  Furthermore, the high scattering angles of Al were not 
reconstructed. 
The recovered diffraction image of Cu (Figure 8.45) did not resemble the spottiness 
of the original Debye rings (Figure 8.36 (d)).  However, all high intensity scattering 
maxima were reconstructed effectively, as seen in Figure 8.45.  The scattering 
maxima positions of the recovered data do not come in agreement with that of the 
original data, similarly to the previously recovered images from empirical FCG data. 
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Figure 8.45  Recovered diffraction image (top) from a limited sequence of 
empirical FCG data obtained from a Cu sample (Cu_4).  Scattering profiles 
(bottom) from the recovered diffraction image (A) and from the FCG data (B). 
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In summary, the ability of FCG to be treated as a pre-sample coded aperture was 
investigated.  From the data obtained, it was shown that an annular pre-sample 
coded aperture system has the potential to recover conventional diffraction images 
from a restricted number of FCG images.  The scattering maxima were effectively 
reconstructed and in some cases with details on their structure; however, their 
positions were not in agreement with conventional XRD data.  The importance of 
this coded aperture system to recover Debye rings from single or several FCG data 
images was emphasised, as it has the ability to reconstruct a large diffraction area 
from a limited small data area. 
 
8.2 Encoded primary beam  
In this section, an encoded annular primary beam was considered as a pre-sample 
coded aperture; aiming to differentiate between converging and diverging 
condensation rings present in single FCG images.   
An encoded primary beam includes an annular beam that possesses specific 
intensity characteristics around its circumference.  This could involve a single or 
numerous, low or high intensity segments, arranged asymmetrically around the 
circumference of the annular beam.  The asymmetric arrangement of these sections 
provides the encoded property of the aperture.  When an encoded primary beam 
forces multiple Debye cones from a sample to merge, the latter will form a 
characteristic profile associated with the encrypted beam that specifies certain 
information on the scattering angle of the Debye cones. 
 
8.2.1 Simulated data 
Consider an encoded annular beam (Figure 8.46 (a)) and a set of Debye rings (Figure 
8.46 (b)) of the same radius and thickness as with the example shown in Figure 8.3 
(Section 8.1.1.1).  Convolution of the encoded annular beam with the Debye rings 
generates an FCG pattern with coded condensation rings, as illustrated in Figure 
8.46 (c).  Both outer condensation rings possess the same structural profile with low 
intensity (or opaque) sections, at the same polar angles, as the primary beam’s 
encoding (Figure 8.46).  However, encoding of the inner condensation rings differs 
depending on their converging or diverging nature.   
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The rationale behind this is similar to the FCG patterns generated by samples 
exhibiting preferred orientation described in Section 7.4.1. 
 
 
 
 
 
 
 
 
 
Figure 8.47 provides a close-up examination of the shape of the condensation rings 
produced by an encoded annular beam.  The converging condensation ring was 
encoded similarly to the encoded primary beam; whereas the diverging ring 
occupies an inverted encoding geometry to that of the primary beam.  This 
relationship is also verified by an azimuthal integration around the encoded annular 
beam and around the inner condensation rings, as shown in Figure 8.47 (right). 
However, an encoded beam will result in an encoded SPSF, which would reconstruct 
Debye rings with similar intensity geometry to that of the annular beam, as 
illustrated in Figure 8.48.  Nonetheless, Figure 8.48 indicates that recovery of 
scattering maxima positions is not affected by their intensity discontinuites. 
 
 
 
 
 
(a) (c) (b) 
Figure 8.46  Simulated images of an encoded annular aperture of 1.34 mm radius 
and 0.08 mm thickness (a), two Debye rings of 0.75 mm and 1.65 mm radius and 
0.08 thickness (b) and the FCG pattern produced by their convolution (c). 
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Figure 8.47  A magnified image of the FCG pattern produced by an encoded annular 
beam illustrating a converging and diverging condensation rings (left); azimuthal 
integration around the converging (A) and diverging (B) inner condensation rings 
arising from an encoded annular beam (C) (right).  Profile (A) is displayed on a 
secondary axis for presentation purposes. 
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Figure 8.48  Simulated images (top) of the self-convolution 
of an encoded annular beam (i) and the corresponding 
recovered Debye rings (ii).  The radial integration profiles 
(bottom) of the simulated Debye cones (A) and of the 
corresponding recovered Debye rings (B) are presented.   
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8.2.2 Empirical data 
The proof-of-concept of an encoded annular beam was achieved by obscuring 
approximately the lower half of an annular collimator (AB1 – see Table 6.1), as 
illustrated in Figure 8.49.  The diffraction pattern from an Al2O3 sample was 
acquired over a range of 75 mm in steps of 0.5 mm with 30 seconds frame exposure 
(Figure 8.50). 
 
 
 
 
 
 
 
 
Figure 8.50 demonstrates converging condensation rings only on the upper half of 
the diffraction images, similarly to the shape of the primary beam; whereas 
diverging condensation rings appear on the lower half of the image.  This can be 
clearly seen by the converging ring from 300 reflection from Al2O3 indicated by the 
red arrow in images number 1-10.  The 300 converging ring is only observed in the 
upper half of the images, and as it is approaching its condensation focus at image 
number 10, it diverges in the opposite direction (see image number 13).  The 300 
diverging ring is then only apparent in the lower half of images 13-43.  Images in 
which condensation rings are observed in both halves, signify the presence of both 
converging and diverging condensation rings, which may have the same radius at 
certain locations, as previously explained in Section 5.1. 
To summarise, in this section, the ability of an encoded annular primary beam to 
distinguish between converging and diverging condensation rings was 
demonstrated both simulated and empirically.  This is extremely useful when 
analysing single FCG images and the pre or post condensation focus nature of 
condensation rings is undetermined. 
Figure 8.49  Empirical image of 
an encoded annular beam.  
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Figure 8.50  A sequence of empirical FCG diffraction images 
from an Al2O3 sample obtained with an encoded primary beam. 
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8.3 Post-sample encoders 
Post-sample coded apertures may be employed for the identification of unknown 
materials with no spatial information along a primary axis.  As described earlier in 
Section 4.2, coded apertures such as the ‘comb’ harmonic encoder, suggested by 
MacCabe et al. (2012), offer spatial discrimination of samples along a primary axis; 
hence identification of unknown materials by encoding the Debye cones with 
respect to their radius.  However, the symmetry of the comb-like encoder induces a 
certain ambiguity when employed with FCG.  As illustrated in Figure 8.51, when the 
sample is illuminated with an annular beam, the encoding of a single condensation 
ring would be the same for two different detector positions.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.51  The geometry involved with a ‘comb’ harmonic coded aperture (CA) 
when illuminating a sample with an annular beam. 
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For certain detector positions, the radius of the converging and diverging 
condensation ring would be identical, as explained previously in Section 5.1.  
Therefore, a converging and a diverging condensation ring arising from the same 
scattering angle would possess the same spatial frequency encoding.  This results in 
an ambiguity in determining the sample-to-detector distance, as well as the 
scattering angles of the sample from FCG data.  This could be resolved by 
discrimination between converging and diverging condensation rings. 
This discrimination is essential, as determination of the sample-to-detector distance 
and 2θ angles depends on the position of the detector relative to the condensation 
focus, i.e. whether it is a converging or diverging condensation ring, as explained in 
Section 7.2.1.  The sample-to-detector distance for a converging (DSD_cr) and 
diverging (DSD_dr) condensation ring can be calculated by Equation (8.6) and (8.3), 
respectively; 
 
𝐷𝑆𝐷_𝑐𝑟 =
𝑅𝐶𝐴𝑍𝑑1 − 𝑅𝑑1𝑍𝐶𝐴
(𝑍𝑑1 − 𝑍𝐶𝐴) tan𝜙𝑚 + 𝑅𝐶𝐴 − 𝑅𝑑1
 
(8.2) 
 
𝐷𝑆𝐷_𝑑𝑟 =
𝑅𝐶𝐴𝑍𝑑2 + 𝑅𝑑2𝑍𝐶𝐴
(𝑍𝑑2 − 𝑍𝐶𝐴) tan𝜙𝑚 + 𝑅𝐶𝐴 + 𝑅𝑑2
 
(8.3) 
 
where RCA is the radius of the condensation ring at the coded aperture position, Rd1 
and Rd2 are the radii of the converging and diverging condensation rings at detector 
positions 1 and 2 respectively, ZCA is the position of the coded aperture along the 
primary axis, Zd1 and Zd2 are the detector positions along the primary axis and ϕm is 
the average annular beam divergence. 
Even though the scattering angles of the sample can be calculated by Equations (8.4) 
and (8.5) independently of sample position, discrimination between converging and 
diverging rings is essential due to their different analytical descriptions and data 
analysis calculations. 
 
2𝜃𝑐𝑟 = tan
−1 (
𝑅𝐶𝐴 − 𝑅𝑑1
𝑍𝑑1 − 𝑍𝐶𝐴
) + 𝜙𝑚 
(8.4) 
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2𝜃𝑑𝑟 = tan
−1 (
𝑅𝐶𝐴 + 𝑅𝑑1
𝑍𝑑1 − 𝑍𝐶𝐴
) + 𝜙𝑚 
(8.5) 
 
Consequently, discrimination between converging and diverging rings is not 
possible with symmetric coded apertures such as the ‘comb’ harmonic encoder 
proposed by MacCabe et al. (2012), due to their symmetry that will encode 
converging and diverging rings in an indistinguishable manner.  Moreover, the 
~50% open fraction of comb-like apertures results in ~50% loss of scattered rays. 
Herein, two novel post-sample encoders are introduced for the first time, which 
have the potential to encode unambiguously pencil beam and annular beam 
diffraction data.  This approach is similar to that of MacCabe et al. (2012); where a 
pencil beam (primary collimation) illuminates the sample and a coded aperture is 
placed between the sample and a 2D detector.  However, instead of a ‘comb’ 
harmonic coded aperture, the potential of a linear wire and an Archimedean spiral 
to act as post-sample encoders was investigated.  Both encoders were initially 
assessed for a pencil beam geometry. 
 
8.3.1 Linear encoder 
A linear wire was employed to act as a post-sample encoder.  The key feature of such 
an encoder is its off-centre location that will give rise to unique polar angles with 
respect to the radius of the Debye cones.  As shown in Figure 8.52 (a), the wire 
encoder is 0.576 mm (x=-0.576) away from the centre of the image along the x-axis.  
This off-centre distance will be referred to as distance αLE.  When the wire encoder 
was superimposed on multiple Debye rings (Figure 8.52 (b)), the wire encoder 
intersected the Debye rings as indicated in Figure 8.52 (c).  Encoding of the Debye 
rings arises from these intersection angles ζ (as shown in Figure 8.53), that can be 
determined by measuring their polar angles (ζ =180-polar angle). 
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The radius of the Debye cones at the encoder plane (RLE) corresponding to each ζ 
angle can be determined by Equation (8.6). 
 
𝑅𝐿𝐸 =
𝛼𝐿𝐸
cos ζ
 (8.6) 
 
The relationship between calculated radius RLE and angle of intersection ζ follows a 
rapid growth, as indicated by Equation (8.6).  As the off-centre distance αLE of the 
wire encoder increases, the resolution and thus the specificity of the coded aperture 
(a) (c) (b) 
Figure 8.52  Simulated images of an off-centre linear aperture (a), multiple Debye 
rings of known radius (b) and the encoded Debye rings (c). 
Figure 8.53  Schematic illustration of ζ angle and αLE 
distance when using a linear coded aperture. 
x=0 
Off-centre line aperture 
Debye cones 
  
ζ 
αLE 
Chapter 8  CODED APERTURE: EXPERIMENTAL 
259 
system increase.  However, a large αLE distance would result in limited encoding of 
Debye cones with small radii. 
In contrast to the encoding of Debye cones arising from different scattering angles 
(same sample) illustrated in Figure 8.52 (c) and Figure 8.53, encoding of a single 
Debye cone at different sample-to-detector distances does not possess the same off-
centre position of the encoder along the x-axis.  An illustration of the arrangement 
involved with a wire encoder is presented in Figure 8.54.  A wire encoder intersects 
the Debye cone on the detector’s plane at a different distance (αD) from the x-centre 
of the image than the actual αLE distance of the linear encoder. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.54  The geometric arrangement employed to record the 2D X-ray diffraction 
data encoded by a single linear encoder (LE), when illuminated by a pencil beam. 
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Encoding of the Debye cones at the detector plane occurs from the absorption of the 
scattering distribution by the wire encoder, which appears as intersection points on 
the Debye rings.  The radius of the Debye cone as acquired by the detector (RD) and 
the intersection angle ζ can be measured from the diffraction data. 
The radius of the Debye cone at the wire encoder’s plane (RLE) can be determined 
by Equation (8.7). 
 
𝑅𝐿𝐸 =
𝛼𝐿𝐸𝑅𝐷
𝛼𝐷
 
(8.7) 
 
If the scattering angle 2θ of the sample is taken into account, then Equation (8.8) can 
be considered; 
 
tan 2𝜃 =
𝑅𝐿𝐸
𝐷𝑆:𝐿𝐸
=
𝑅𝐷
𝐷𝑆:𝐿𝐸 +𝐷𝐿𝐸:𝐷
 
(8.8) 
 
where DS:LE is the distance between the sample and the wire encoder along a 
primary axis and DLE:D  is the known distance between the wire encoder and the 
detector along a primary axis. 
Combination of Equation (8.7) and Equation (8.8) results in Equation (8.9), 
determining the sample-to-detector distance (DSD). 
 
𝐷𝑆𝐷 = 𝐷𝐿𝐸:𝐷 + 
𝛼𝐿𝐸𝐷𝐿𝐸:𝐷
𝛼𝐷 − 𝛼𝐿𝐸
 
(8.9) 
 
Sample-to-detector distance can also be calculated by Equation (8.10), where RD and 
intersection angle ζ are taken into account for each Debye cone.   
 
𝐷𝑆𝐷 = 𝐷𝐿𝐸:𝐷 +
𝐷𝐿𝐸:𝐷(𝛼𝐿𝐸 cos ζ⁄ )
𝑅𝐷 − 𝛼𝐿𝐸 cos ζ⁄
 
(8.10) 
Chapter 8  CODED APERTURE: EXPERIMENTAL 
261 
Furthermore, the sample’s scattering angles could be determined independently 
from the sample-to-detector distance by Equation (8.11). 
 
2𝜃 = tan−1 (
𝑅𝐷 − 𝛼𝐿𝐸 cos ζ⁄
𝐷𝐿𝐸:𝐷
) 
(8.11) 
 
The associated errors for each variable when determining the sample-to-detector 
distance and the scattering angles via Equations (8.9), (8.10), (8.8) and (8.11), and 
their interpretations, can be calculated by Equations (8.12), (8.13), (8.14) and 
(8.15), respectively. 
 
𝜎2(𝐷𝑆𝐷) = (
𝑑𝐷𝑆𝐷
𝑑𝐷𝐿𝐸:𝐷 
)
2
𝜎2(𝐷𝐿𝐸:𝐷) + (
𝑑𝐷𝑆𝐷
𝑑𝑎𝐿𝐸  
)
2
𝜎2(𝑎𝐿𝐸) + (
𝑑𝐷𝑆𝐷
𝑑𝛼𝐷 
)
2
𝜎2(𝛼𝐷) 
 
𝜎2(𝐷𝑆𝐷) = (1 +
𝛼𝐿𝐸
𝛼𝐷 − 𝛼𝐿𝐸
)
2
𝜎2(𝐷𝐿𝐸:𝐷)
+ (
𝐷𝐿𝐸:𝐷
𝛼𝐷 − 𝛼𝐿𝐸
+
𝛼𝐿𝐸𝐷𝐿𝐸:𝐷
(𝛼𝐷 − 𝛼𝐿𝐸)2
)
2
𝜎2(𝑎𝐿𝐸)
+ (
−𝛼𝐿𝐸𝐷𝐿𝐸:𝐷
(𝛼𝐷 − 𝛼𝐿𝐸)2
)
2
𝜎2(𝑎𝐷) 
(8.12) 
 
𝜎2(𝐷𝑆𝐷) = (
𝑑𝐷𝑆𝐷
𝑑𝐷𝐿𝐸:𝐷 
)
2
𝜎2(𝐷𝐿𝐸:𝐷) + (
𝑑𝐷𝑆𝐷
𝑑𝛼𝐿𝐸  
)
2
𝜎2(𝛼𝐿𝐸)
+ (
𝑑𝐷𝑆𝐷
𝑑𝜒 
)
2
𝜎2(𝜒)+(
𝑑𝐷𝑆𝐷
𝑑𝑅𝐷 
)
2
𝜎2(𝑅𝐷) 
(8.13) 
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𝜎2(𝐷𝑆𝐷)
= (1 +
𝛼𝐿𝐴
cos ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
)
2
𝜎2(𝐷𝐿𝐸:𝐷)
+ (
𝐷𝐿𝐸:𝐷
cos ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
+
𝛼𝐿𝐸𝐷𝐿𝐸:𝐷
cos2 ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2)
2
𝜎2(𝛼𝐿𝐸)
+ (
𝛼𝐿𝐸𝐷𝐿𝐸:𝐷 sin ζ
cos2 ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
+
𝛼𝐿𝐸
2 𝐷𝐿𝐸:𝐷 sin ζ
cos3 ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2)
2
𝜎2(ζ)+(
−𝛼𝐿𝐸𝐷𝐿𝐸:𝐷
cos ζ (𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2)
2
𝜎2(𝑅𝐷) 
 
 
𝜎2(2𝜃) = (
𝑑2𝜃
𝑑𝑅𝐷 
)
2
𝜎2(𝑅𝐷) + (
𝑑2𝜃
𝑑𝐷𝑆𝐷 
)
2
𝜎2(𝐷𝑆𝐷) 
 
𝜎2(2𝜃) = (
𝐷𝑆𝐷
𝑅𝐷
2 + 𝐷𝑆𝐷
2 )
2
𝜎2(𝑅𝐷) + (
−𝑅𝐷
𝑅𝐷
2 + 𝐷𝑆𝐷
2 )
2
𝜎2(𝐷𝑆𝐷) 
(8.14) 
 
 
𝜎2(2𝜃) = (
𝑑2𝜃
𝑑𝑅𝐷 
)
2
𝜎2(𝑅𝐷) + (
𝑑2𝜃
𝑑𝛼𝐿𝐸  
)
2
𝜎2(𝛼𝐿𝐸) + (
𝑑2𝜃
𝑑ζ 
)
2
𝜎2(ζ)
+ (
𝑑2𝜃
𝑑𝐷𝐿𝐸:𝐷 
)
2
𝜎2(𝐷𝐿𝐸:𝐷) 
 
(8.15) 
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𝜎2(2𝜃) = (
𝐷𝐿𝐸:𝐷
(𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2
+ 𝐷2
)
2
𝜎2(𝑅𝐷)
+ (
−𝐷𝐿𝐸:𝐷
cos ζ [(𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2
+𝐷2]
)
2
𝜎2(𝛼𝐿𝐸)
+ (
−𝐷𝐿𝐴:𝐷𝛼𝐿𝐸 sin 𝜒
cos2 ζ [(𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2
+ 𝐷2]
)
2
𝜎2(ζ)
+ (
𝛼𝐿𝐸
cos ζ − 𝑅𝐷
(𝑅𝐷 −
𝛼𝐿𝐸
cos ζ)
2
+ 𝐷2
)
2
𝜎2(𝐷𝐿𝐸:𝐷) 
 
 
For instance, the error in the calculated DSD distance (σ(DSD)) based on Equations 
(8.12) and (8.13) was calculated to be ±1.85 mm and ±2.12 mm respectively, for a 
linear encoder example with DLE:D = 39 mm, αLE = 6 mm, αD = 17.4 mm, ζ = 46.78° 
and RD = 25.1 mm‡‡.  The standard deviation errors employed were σ(DLE:D) = ±1 
mm, σ(αLE) = ±0.1 mm, σ(αD) = ±0.5 mm, σ(ζ) = ±3° and σ(RD) = ±0.5 mm.  It was 
determined that the greatest variation in the calculated DSD distance comes from the 
encoder-to-detector distance (DLE:D).   
For the above example, the error in the calculated scattering angles (σ(2θ)) based 
on Equations (8.14) and (8.15) was calculated to be ±0.53° (with DSD = 59.8 mm and 
σ(DSD) = ±1 mm) and ±0.93°, respectively.  The radius of the Debye cones at the 
detector plane (RD) was the highest contributed factor to this error. 
When a 1% error was applied to all variables of Equations (8.12) and (8.13), the 
greatest errors for the sample-to-detector distance, σ(DSD) = ±0.74 mm and σ(DSD) 
= ±0.80 mm respectively, arose from DLE:D distance.  However, the highest errors for 
                                                        
‡‡ Values obtained from empirical experiments described later in Section 8.3.1.1. 
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the scattering angle with 1% error in all variables, emerged from RD radius for 
Equation (8.15) (σ(2θ) = ±0.40°); whereas for the conventional Equation (8.14) the 
error (σ(2θ) = ±0.29°) was equally divided between RD radius and DSD distance. 
 
8.3.1.1 Empirical data 
Proof-of concept for a linear encoder was initially investigated with a pencil beam 
arrangement using a Bruker D8-GADDS diffractometer. 
A metallic wire encoder made from lead with an off-centre distance (αLE) of 6 mm 
was employed for this series of experiments at 39 mm (DLE:D) from the detector, and 
its footprint onto the sample is illustrated in Figure 8.55 (a).  In Figure 8.55 (b), the 
diffraction pattern from Al2O3 is displayed and the encoding arising from the 
intersection points of the wire encoder with the Debye rings are apparent.   
 
 
 
 
 
 
 
 
 
 
 
 
The sample-to-detector distance DSD was initially calculated by Equation (8.9) to be 
61 mm.  Measurements were then taken from four encoded Debye rings as 
illustrated in Figure 8.55 (b).  Table 8.2 presents the results obtained from Figure 
8.55 (b).  The DSD distance was re-calculated by Equation (8.10) with a mean value 
Figure 8.55  Empirical images of the wire aperture’s footprint on the detector 
indicating the off-centre distance αLE (a) and the scattering distribution from a 
single Al2O3 sample (b) that has been encoded by a single wire encoder. 
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of 61.75 mm, indicating a strong correlation between the two approaches.  The 
scattering angles were calculated via both Equations (8.8) and (8.11), giving similar 
values, within experimental errors.  Table 8.2 tabulates the scattering angles 
calculated by Equation (8.8) with a DSD of 61.75 mm, as it was determined to have a 
lower error (see Section 8.3.1) than Equation (8.11). 
 
Table 8.2  The results of the measured radii of the Debye cones as captured by the 
detector (RD), the measured intersection angle ζ, the calculated radii of the Debye 
cones when intersected with wire encoder (RLE), the calculated sample-to-detector 
distances (DSD) using different approaches and the calculated scattering (2θ) angles 
for Al2O3. 
Debye 
rings 
Measured 
RD (mm) 
Measured 
ζ angle (°) 
Calculated 
RLE (mm) 
Equation 
(8.6) 
Calculated 
DSD (mm) 
Equation 
(8.9)* 
Calculated 
DSD (mm) 
Equation 
(8.10) 
Calculated 
2θ (°) 
Equation 
(8.8) 
1 26 49 9 61 61 23 
2 32 59 12 61 62 27 
3 45 69 17 61 62 36 
4 50 71 18 61 62 39 
*The off-centre αD distance was 16.8 mm. 
 
The diffraction pattern of two CaCO3 loaded cellulose samples with a spatial 
separation along the primary axis was also obtained with a single wire encoder 
(αLE=6 mm, DLE:D=39 mm).  As demonstrated in Figure 8.56, there are two footprints 
of the wire encoder in the diffraction image, each corresponding to a different 
sample-to-detector distance.  Each wire encoder’s footprint at the detector plane 
intersects only Debye rings corresponding to the sample-to-detector distance 
related with the specific footprint of the wire encoder.  Therefore, one can 
differentiate between scattering maxima arising from multiple samples. 
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Table 8.3 tabulates the results obtained from two sheets of CaCO3 loaded cellulose, 
as calculated by Equations (8.9) and (8.10).  The average sample-to-detector 
distances of the two mineral loaded cellulose sheets were determined to be 60 mm 
and 92 mm, indicating a 32 mm distance between the two samples.  
Results obtained from empirical data without a priori knowledge of the samples’ 
material characteristics, were then verified by taking into account the samples’ 
scattering angles for comparison and confirmatory purposes, similarly to MacCabe 
et al. (2012).  The Debye rings of Figure 8.56, designated 1a and 2a, arise from a 
scattering angle of 22.77° (Cu target Bruker D8-GADDS) from cellulose (0.390 nm); 
whereas Debye rings 1b and 2b correspond to 29.39° 2θ from CaCO3 (0.304 nm).  DSD 
distance can therefore be calculated by RD/tan(2θ).  For Debye rings 1a and 1b, 
arising from the same sample as indicated from their encoding in Figure 8.56, the 
average sample-to-detector distance was calculated to be 60 mm; whereas for the 
Debye rings 2a and 2b was calculated to be 92 mm.  Thus, the samples were separated 
by 32 mm. 
Figure 8.56  Scattering distribution from a pair of CaCO3 
loaded cellulose sample spatially separated along the 
primary axis and encoded from a single wire encoder. 
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Table 8.3 The results of the measured radii of the Debye cones as captured by the 
detector (RD), the measured intersection angle ζ, the calculated radii of the Debye 
cones when intersected with wire encoder (RLE), the calculated sample-to-detector 
distances (DSD) using different approaches and the scattering (2θ) angles for two 
sheets of mineral (CaCO3) loaded cellulose separated along the z-axis. 
Debye 
rings 
Measured 
RD (mm) 
Measured 
ζ angle (°) 
Calculated 
RLE (mm) 
Equation 
(8.6) 
Calculated 
DSD (mm) 
Equation 
(8.9) 
Calculated 
DSD (mm) 
Equation 
(8.10) 
Calculated 
2θ (°) 
Equation 
(8.8) 
  1a* 25 47 9 60 60 23 
1b 34 59 12 60 60 29 
2a 39 75 22 92 93 23 
2b 52 78 30 92 91 29 
*The 1st and 2nd footprint of the line aperture on the detector had a αD of 10.4 mm and 17.4 mm, 
respectively. 
 
Comparing this value (32 mm) with the DSD distance value obtained with no a priori 
knowledge of the samples’ scattering angles (32 mm), indicates good agreement 
between the two.  Therefore, verifying that a linear encoder can act as a post-sample 
coded aperture to recover spatial information and identify unknown samples. 
Following the establishment of a linear encoder as a post-sample coded aperture 
with conventional XRD, proof-of-concept was attempted with FCG.  For the purposes 
of this research, combination of the annular beam with a wire encoder aimed at 
differentiating between converging and diverging condensation rings.  This was 
based on the fact that when converging rings approach their condensation focus, 
they then diverge in opposed directions with an inverted geometry (as shown 
previously with an encoded primary beam in Section 8.2). 
Annular beam experiments were performed using the FCG system with a PIXIS 
detector of ~13 x 13 mm active area (Section 6.1.2).  For this reason, a very fine wire 
was required for clear and precise encoding of the condensation rings.  However, a 
wire with this required diameter, suffered from low absorption as the FCG system 
utilises a higher energy (~17 keV) than the Bruker D8-GADDS (~8 keV).  Therefore, 
an absorbing edge was employed for proof-of-principle purposes.  An FCG data 
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sequence from an Al2O3 plate (S1, Table 6.2) was captured over a range of 80 mm in 
steps of 0.2 mm with 30 seconds time exposure (Figure 8.57). 
As illustrated in Figure 8.57 (image number 1), the absorbing edge was obstructing 
the right hand side of the detector, allowing only the left hand side of the diffraction 
caustics to be observed.  However, when converging rings approached their focal 
point (condensation focus) and diverged in the opposite direction, diverging rings 
were observed in the right hand side of the detector. 
In Figure 8.57 image number 1, only the converging rings are apparent; whereas in 
image number 241 only the diverging rings are evident.  However, for instance, in 
image number 57 both converging (left hand side) and diverging (right hand side) 
condensation rings are present.  Hence, converging and diverging condensation 
rings can be differentiated based on which side of the detector they appear (with 
respect to the encoder); similarly to an encoded primary beam presented in Section 
8.2.2.   
To summarise, from the results obtained, it was demonstrated that a linear (wire) 
encoder could be employed with conventional XRD to acquire spatial information of 
multiple samples along a primary axis and identify unknown samples.  Furthermore, 
it was shown that an absorbing edge and essentially a wire encoder could be utilised 
with FCG to discriminate between converging and diverging condensation rings.  
Once converging condensation rings are discriminated from diverging condensation 
rings or vice versa, Equations (8.4) and (8.5) could be used for determination of the 
sample’s scattering angles and hence acquisition of a diffraction profile from a single 
FCG image. 
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Figure 8.57  A sequence of empirical FCG diffraction images 
from an Al2O3 sample obtained with an absorbing edge acting 
as a post-sample coded aperture.  
3 mm 
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8.3.2 Archimedean spiral encoder 
A spiral, such as an Archimedean spiral, can also be considered as a post-sample 
encoder.  An Archimedean spiral (Figure 8.58) can be analytically described by 
Equation (8.16); 
 
𝑅𝐴𝑆 = 𝑎 + 𝑏𝜓 (8.16) 
 
where RAS is the radial distance, ψ is the polar angle, and a and b are real numbers.  
An increase in a will turn the spiral by dislocating its centre positively along the x-
axis; whereas an increase in b will increase the distance between successive turns.   
Likewise to a linear wire, the aim of this spiral encoder is to recover the 2θ angles of 
any material under investigation with no spatial information on the sample along 
the primary axis.  In order to do so, the Archimedean spiral employed has to consist 
of n=1 turns, as indicated in Figure 8.58.  An Archimedean spiral with multiple turns 
(n>1) would result in a single encoding angle ψ corresponding to multiple radii, thus 
inducing certain encoding ambiguities.  For this reason, a single turn Archimedean 
spiral, n=1 from 0°-360°, was considered during this study.  Moreover, the (0,0) 
coordinate of the Archimedean spiral should be positioned at the centre of the 
diffraction pattern for accurate encoding. 
 
 
 
 
 
 
 
 
Archimedean spiral 
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Figure 8.58  The Archimedean spiral encoder (left) and the ambiguity in radius for 
multiple turns (n) of the spiral (right). 
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8.3.2.1 Analytical approach  
Initially, a single sample was analysed by a pencil beam geometry.  If an 
Archimedean spiral is placed after the sample, the radius of the Debye cones on the 
spiral plane can be determined by Equation (8.16).  An Archimedean spiral made of 
a high absorption material e.g. metallic wire (Figure 8.59 (a)) would block the 
scattering of Debye cones (Figure 8.59 (b)) of certain radius occupying specific ψ 
angles, similarly to a linear encoder, as illustrated in Figure 8.59 (c).  This 
characteristic opaque discontinuities will occur at specific ψ (ψ=(RAS-a)/b) angles 
on the Debye cones; hence encoding the captured diffraction data.   
 
 
 
 
 
 
 
 
 
 
However, a representative example of the empirical data involves magnification of 
Figure 8.59 (c), due to the increased radii of the Debye cones when captured by the 
detector, as illustrated in Figure 8.60.  The radius of the Debye cones at the detector 
plane (RD) increases depending on sample-to-detector distance (DDS) and beam 
divergence (ϕPB).  Therefore, it is essential to determine a relationship between the 
diffraction data’s encoding and the sample-to-detector distance. 
 
 
 
(a) (c) (b) 
Figure 8.59  Simulated images of an Archimedean spiral (a), multiple Debye rings 
of known radius (b) and the encoded Debye rings (c). 
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Figure 8.61 illustrates a pencil beam arrangement employing an Archimedean spiral 
as a post-sample encoder.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.60  Magnified simulated image of the 
encoded Debye rings by an Archimedean spiral. 
Figure 8.61  A 2D schematic diagram of a post-sample Archimedean spiral encoder 
for a pencil beam arrangement (side view).  The Archimedean spiral is illustrated in 
front view. 
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As determined from Figure 8.61, the sample-to-detector distance (DSD) can be 
calculated by Equation (8.17); 
 
𝐷𝑆𝐷 = 𝐷𝐴𝑆:𝐷 +
𝐷𝐴𝑆:𝐷(𝑎 + 𝑏𝜓)
𝑅𝐷 − 𝑎 − 𝑏𝜓
 
(8.17) 
 
where DAS:D is the distance between the Archimedean spiral and the detector, RD is 
the radius of the Debye cone at the sample plane, a and b are the values used to 
create the spiral and ψ is the measured polar angle of the intersection point of the 
spiral and the Debye cone.   
The scattering angles of the sample could be determined by Equation (8.18). 
 
2𝜃 = tan−1 (
𝑅𝐷 − 𝑎 − 𝑏𝜓
𝐷𝐴𝑆:𝐷
) 
(8.18) 
 
The results obtained from interpretation of the magnified image shown in Figure 
8.60, are presented in Table 8.4.  The range of DSD distances, as calculated from each 
Debye cone (Table 8.4), varies over 1 mm with a standard deviation of 0.3 that can 
be considered to be within experimental errors.  The average DSD distance was 
calculated to be 26 mm. 
The measured intersection angles ψ were plotted against the calculated RAS radii, 
demonstrating a positive linear relationship (Figure 8.62), as indicated by the 
Archimedean spiral’s equation. 
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Table 8.4  Measurements of the radii of the Debye cones at the detector’s plane (RD) 
when magnified by 1.5, the ψ angle of the opaque points on the Debye cones and the 
calculated radii of the Debye cones onto the Archimedean spiral, as indicated by 
RAS=a+bψ.  The calculated sample-to-detector distance (DSD) from each Debye cone is 
given.  
Measured 
RD (mm) 
Measured ψ 
angle (°) 
Calculated 
RAS (mm) 
Equation (8.16) 
Calculated 
DSD (mm) 
Equation (8.17) 
3 20 1 25 
6 42 1 26 
10 66 2 26 
13 89 3 26 
16 109 4 26 
18 125 4 26 
20 139 5 26 
23 156 5 26 
26 173 6 26 
29 193 7 26 
32 213 7 26 
35 235 8 26 
    
Mean  26 
Standard deviation  0.3 
 
 
 
 
 
 
 
 
 
 
Figure 8.62  Graphical illustration of the measured ψ 
angles against the calculated radii of the Debye cones onto 
the Archimedean spiral (RAS). 
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The sensitivity of an Archimedean spiral in recovering spatial information was 
assessed by distorting its shape either by changing a and b values or by rotating the 
spiral around the y-axis. 
 
(a) Altering a and b values 
The effect of a uniformly distorted Archimedean spiral was examined by employing 
a 0.005+0.038ψ spiral for the simulated data.  The analytical approach however, 
considered a 0+0.035ψ spiral.  This resulted in an average calculated DSD distance of 
25.5 mm introducing an error of ~2% from the previously calculated 26 mm DSD 
distance.  A non-uniform distortion along the spiral would result in greater intra-
errors when calculating the DSD distance from different Debye cones arising from a 
single sample; hence generating a greater range of calculated DSD distances. 
 
(b) Archimedean spiral rotation 
Rotation of the Archimedean spiral is thought to result in inherent experimental 
errors because of two hypothetical reasons.  Firstly, due to alteration of its structure 
and secondly due to different sample-to-spiral and spiral-to-detector distances 
along the surface of the spiral.  This effect was simulated using the ray-tracing 
simulator described in Section 6.1.1. 
Initially, a perfect Archimedean spiral with no rotation was considered.  A sample of 
0.1 mm thickness with 10°, 20° and 25° scattering angles was positioned 150 mm 
away from the X-ray source.  An Archimedean spiral (a=0 and b=0.035) normal to 
the primary axis was initially employed at (0,0,170) coordinates.  The radius of the 
Debye rings and their encoding angles ψ at 180 mm, 190 mm and 200 mm away 
from the sample were measured.  Assuming no prior knowledge on the sample’s 
position, the sample-to-detector distances were calculated by Equation (8.17).   
The results indicated that the average DSD distances were 30 mm, 40 mm and 50 mm 
when the detector was at 180 mm, 190 mm and 200 mm away from the X-ray source, 
respectively.  The sample was known to be at 150 mm from the X-ray source, hence 
signifying that accurate DSD distances could be determined in an ideal case of an 
Archimedean spiral encoder.   
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The spiral was then rotated 20° clockwise around the y-axis, with its centre at 
(0,0,170).  The sample and detector remained at the same positions.   
The data obtained are presented in Table 8.5.  The calculated DSD distances for the 
same detector positions vary by 1-2 mm (i.e. 2-6.7% error) from the calculated 
distances with no spiral rotation.  Consequently, this induced errors in the calculated 
scattering angles.  The average scattering angles were calculated to be 10°, 20° and 
25° with no rotation and 10°, 21° and 26° with 20° spiral rotation.  This indicates 
that rotating the spiral would result in additional errors signifying a shorter sample-
to-detector distance (~4% mean error) and higher scattering angles (~2% mean 
error). 
 
Table 8.5  Measurements of the radii of the Debye cones (RD) captured at 180 mm, 
190 mm and 200 mm from the X-ray source and their corresponding intersection 
angles ψ obtained from the ray-tracing simulated data when the Archimedean spiral 
was rotated 20° clockwise around the y-axis.  The calculated radii of the Debye cones 
onto the Archimedean spiral, the sample-to-detector distances and the scattering 
angles 2θ are presented. 
Detector’s 
z-distance (mm) 
Measured 
RD (mm) 
Measured 
ψ angle (°) 
Calculated 
RAS (mm) 
Equation 
(8.16) 
Calculated 
DSD (mm) 
Equation 
(8.17) 
Calculated 
2θ (°) 
Equation 
(8.18) 
180 
5 99 3 29 10 
11 371 13 28 21 
14 374 13 28 26 
190 
7 99 3 39 10 
15 374 13 38 21 
19 379 13 39 26 
200 
9 99 3 49 10 
18 378 13 49 20 
23 383 13 49 25 
 
Analysis of the experimental errors arising from the different variables of Equations 
(8.17) and (8.18), including the encoder-to-detector distance as well as the a and b 
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values of the Archimedean spiral, are presented further on in Section 8.3.2.2 (page 
288). 
In summary, a non-ideal Archimedean spiral structure or rotation of the 
Archimedean spiral could result in inaccuracies in the calculated sample-to-detector 
distance and scattering angles of a sample under investigation.  These errors may be 
overcome by calibration corrections.  A data sequence can be collected with a known 
sample and the intersection angles ψ can be plotted against the radii of the Debye 
cones at the spiral’s plane (RAS), as calculated by 𝐷𝑆:𝐴𝑆 tan 2𝜃; where DS:AS is the 
sample-to-spiral distance.  Ideally, this should indicate a positive linear relationship, 
as previously discussed and illustrated in Figure 8.62.  However, if the Archimedean 
spiral is distorted or rotated, then this relationship would alter and the calculated 
RAS, and hence calculated DSD distance and 2θ angles would no longer be accurate.  
This inherent error may be resolved by applying a new equation retrieved by a ‘ψ 
angle against RAS’ (from known 2θ) plot to calibrate the data. 
 
8.3.2.2 Empirical approach 
The concept of employing an Archimedean spiral as a post-sample encoder was 
empirically investigated with a pencil beam arrangement using a Bruker D8-GADDS 
diffractometer. 
A metallic (lead) spiral approximating the Archimedean equation 0+0.055ψ was 
employed for this series of experiments.  Initially, single samples, mineral (CaCO3) 
loaded cellulose and Al2O3, at unknown z-coordinates were utilised.  Each sample 
was translated in steps of 1 mm, over a range of 22 mm along the primary axis.  The 
sample-to-spiral and sample-to-detector distances therefore varied between 7-29 
mm and 61-83 mm, respectively (DAS:D=54 mm).   
2D diffraction images acquired for a mineral loaded cellulose and an Al2O3 sample 
are presented in Figure 8.63 and Figure 8.64, respectively.  Images number 1 (Figure 
8.63 and Figure 8.64) were obtained with the sample close to the detector, whilst 
images number 23 were obtained with the sample close to the X-ray source.   
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Figure 8.63  A series of empirical diffraction images captured as a CaCO3 loaded 
cellulose sample was translated along the primary beam axis with an 
Archimedean spiral encoder. 
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Figure 8.64  A series of empirical diffraction images captured as an Al2O3 sample 
was translated along the primary beam axis with an Archimedean spiral 
encoder. 
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As observed, the radius of the Debye rings increases as the sample is translated 
further away from the detector (from images 1 to images 23); whereas the 
dimensions of the Archimedean spiral decrease.  The latter is a magnification effect 
resulting from incoherent scattering. 
Encoding of the Debye rings occurred at single unique locations along their 
circumference, relative to the radius.  The encoded points arose from the scattered 
beam’s absorption by the Archimedean spiral.  Analysis of the recorded diffraction 
images and interpretation of their encoding involved determination of the Debye 
ring’s radius at the detector plane (RD) and the encoded angle (ψ), as indicated in 
Figure 8.65. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Evaluation of the scattering profiles’ encoding was achieved by an integration 
around the circumference of each Debye cone, as the sample was translated along 
the primary axis, over a finite range of 2θ angles, and the intensity was plotted as a 
function of the encoded angle ψ (Figure 8.66). 
Figure 8.65  Illustration of the encoding caused by the Archimedean spiral for the 
104 reflection from CaCO3; at radius RD and encoded angle ψ.  The encoding causes 
a single intensity minimum for each Debye ring. 
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Counter plots indicating correlation of the sample’s linear translation along the 
primary axis with the encoded angle ψ are given in Figure 8.67.  The rotation of the 
encoding point along the 104 Debye ring of CaCO3 and Al2O3 samples is 
demonstrated, as the sample is translated along the primary axis.  For both samples, 
there is a clear deviation from the linear relationship, indicating a polynomial trend. 
 
 
 
 
 
 
 
For this reason, the radius of the Debye cones onto the spiral (RAS) was calculated 
based on the known 2θ angle of CaCO3 (29.4°) in order to determine the relationship 
between RAS and the intersection angles as previously explained (Section 8.3.2.1). 
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Figure 8.66  The scattering intensity of a single Debye ring (104 
reflection from CaCO3) around its circumference as the sample was 
translated along the primary axis. 
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Figure 8.67  Counter plots of the encoding angle on the 104 Debye ring of CaCO3 (left) 
and Al2O3 (right) samples, as the sample was translated along the primary axis. 
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Figure 8.68 represents the relationship between the encoding angles and the radii 
of the Archimedean spiral employed for these empirical experiments.  The 
relationship follows a polynomial trend, instead of the linear inclination specified by 
the spiral’s RAS=a+bψ equation.  This is an indication of a non-uniform distortion and 
perhaps incorrect alignment of the Archimedean spiral during the experimental 
work.  The RAS radii and hence the DSD distance and 2θ angles of the mineral (CaCO3) 
loaded cellulose were calculated using the polynomial equation 𝑅𝐴𝑆 = 0.00009𝜓
2 +
0.0171𝜓 + 1.304, as obtained by the relationship shown in Figure 8.68. 
 
 
 
 
 
 
 
 
 
 
 
Calibrated sample-to-detector distances and scattering angles at each diffraction 
images are presented in Table 8.6.  The sample-to-detector distances were 
calculated to range between 61-83 mm and the average scattering angle of the 
sample was determined to be 29°.  These values come in agreement (within 
experimental errors) with the known distances (61-83 mm) and 2θ angle of CaCO3 
(29.4°). 
Correlation between the calculated sample-to-detector distances, as determined by 
the spiral’s encoding and by the Debye cone’s radius (from known 2θ angle) for the 
104 reflection from CaCO3, is shown in Figure 8.69.  The calculated sample-to-
Figure 8.68  The relationship between measured encoding 
angles ψ from the diffraction data of a CaCO3 loaded cellulose 
and the radii of the Debye cones onto the Archimedean spiral 
(RAS), as calculated from CaCO3’s scattering angle 29.4°. 
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detector distances indicate a relatively linear relationship, demonstrating successful 
calibration of the Archimedean spiral encoding. 
 
 
Table 8.6  A list of the calibrated radii of the Debye cone onto the Archimedean spiral 
calculated via 𝑹𝑨𝑺 = 𝟎. 𝟎𝟎𝟎𝟎𝟗𝝍
𝟐 + 𝟎. 𝟎𝟏𝟕𝟏𝝍+ 𝟏. 𝟑𝟎𝟒 and the corresponding 
calculated sample-to-detector distances and scattering angles (2θ) for CaCO3 
(mineral loaded cellulose). 
Image 
number 
Measured 
RD (mm) 
Measured ψ 
angle (°) 
Calculated 
RAS (mm) 
Calibrated 
DSD (mm) 
Calculated 
2θ (°) 
1 35 102 4 61 30 
2 35 119 5 62 30 
3 36 133 5 63 30 
4 36 142 6 64 30 
5 37 156 6 65 30 
6 37 166 7 66 30 
7 38 176 7 66 30 
8 38 184 8 67 30 
9 39 204 9 69 29 
10 39 214 9 70 29 
11 40 223 10 71 29 
12 41 233 10 72 29 
13 41 243 11 73 29 
14 42 251 11 74 29 
15 42 262 12 76 29 
16 43 265 12 76 29 
17 43 273 13 77 29 
18 44 287 14 79 29 
19 44 295 15 80 29 
20 45 304 15 82 29 
21 45 309 16 82 29 
22 46 314 16 83 29 
23 46 320 16 83 29 
      
Mean    29 
Standard deviation     0.3 
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The determined scattering angle, 29°, was then used to calibrate the scattering 
profile from a CaCO3 loaded cellulose sample and compare it to the standard profile 
of CaCO3, as illustrated in Figure 8.70.  As seen, there is a good agreement between 
measured and standard scattering signatures from CaCO3. 
 
 
 
 
 
 
 
 
 
 
Figure 8.69  Correlation between calculated sample-to-
detector distances obtained from spiral encoding and Debye 
rings for the 104 Debye ring of CaCO3. 
Figure 8.70  Comparison of the scattering distribution from a CaCO3 
loaded cellulose sample as recovered by a calibrated Archimedean 
spiral encoder (A) and from a standard profile of CaCO3 (PDF card 
No. 5-586) (B). 
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The same calibration equation was then applied to the empirical data obtained from 
Al2O3 and the results are presented in Table 8.7.  The average scattering angle for 
the highest intensity Debye ring (116 reflection from Al2O3 at 0.160 nm) used for 
data analysis was calculated to be 26°, which corresponds to the scattering maxima 
from Al2O3 at 25.57°. 
 
Table 8.7  A list of the measured radii of the Debye cones (RD) and intersection angles 
ψ at each diffraction image, the calibrated radii of the Debye cone onto the 
Archimedean spiral calculated via 𝑹𝑨𝑺 = 𝟎. 𝟎𝟎𝟎𝟎𝟗𝝍
𝟐 + 𝟎. 𝟎𝟏𝟕𝟏𝝍+ 𝟏. 𝟑𝟎𝟒 and the 
corresponding calculated sample-to-detector distances and scattering angles (2θ) for 
Al2O3. 
Image 
number 
Measured 
RD (mm) 
Measured ψ 
angle (°) 
Calibrated 
RAS (mm) 
Calculated 
DSD (mm) 
Calculated 
2θ (°) 
1 30 99 4 62 26 
2 30 110 4 63 26 
3 31 125 5 64 26 
4 31 136 5 65 26 
5 32 146 6 66 26 
6 32 157 6 67 26 
7 33 165 7 68 26 
8 33 174 7 68 26 
9 34 184 8 70 26 
10 34 195 8 71 26 
11 35 205 9 72 26 
12 35 217 9 73 26 
13 35 225 10 74 25 
14 36 233 10 76 26 
15 37 241 11 77 26 
16 37 246 11 77 26 
17 37 254 12 78 26 
18 38 260 12 79 26 
19 38 266 12 80 26 
20 39 276 13 81 26 
21 39 286 14 83 25 
22 40 295 14 84 25 
23 40 301 15 86 25 
      
Mean    26 
Standard deviation    0.2 
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A correlation plot between the sample-to-detector distances calculated from known 
2θ (Debye rings’ radius) and from the spiral encoding for Al2O3 is presented in 
Figure 8.71; indicating a relatively linear trend as expected. 
 
 
 
 
 
 
 
 
 
 
 
A series of diffraction data (Figure 8.72) was also acquired from a pair of CaCO3 
loaded cellulose samples that were spatially separated along the primary axis.  One 
sample remained fixed, whilst the other was translated along the primary axis.  As 
demonstrated in Figure 8.72, the radius and intersection angle of one of the two 
Debye rings under examination remained constant (red solid box), as the sample 
was translated; whereas the radius and intersection angle of the other altered (red 
dotted box).  The radii of the Debye rings (from CaCO3) and encoding ψ angles were 
measured, and the scattering angles of the samples were determined after applying 
the calibration procedure described previously.  The results are given in Table 8.8.   
As seen in Table 8.8, the calculated 2θ angle for the sequence of diffraction images 
determined via the Archimedean spiral encoder is 29°, for both fixed and translated 
samples.  Both scattering values are, within experimental errors, in agreement with 
the scattering angle of CaCO3 at 29.4°. 
Figure 8.71  Correlation between calculated sample-to-
detector distances obtained from spiral encoding and Debye 
rings for the 104 Debye ring of Al2O3. 
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Table 8.8  A list of the measured radii of the Debye cones (RD) and intersection angles 
ψ at each diffraction image, the calibrated radii of the Debye cone onto the 
Archimedean spiral calculated via 𝑹𝑨𝑺 = 𝟎. 𝟎𝟎𝟎𝟎𝟗𝝍
𝟐 + 𝟎. 𝟎𝟏𝟕𝟏𝝍+ 𝟏. 𝟑𝟎𝟒 and the 
corresponding calculated scattering angles (2θ) for two CaCO3 loaded cellulose 
sheets. 
Image 
number 
Measured 
RD (mm) 
Measured ψ 
angle (°) 
Calibrated 
RAS (mm) 
Calculated 
2θ (°) 
1 37 165 7 29 
     
1 46 312 16 29 
2 45 304 15 29 
3 44 289 14 29 
4 42 268 13 29 
5 41 254 12 29 
6 40 234 10 29 
7 39 217 9 29 
     
Mean   29 
Standard deviation   0.1 
 
Figure 8.72  A sequence of diffraction images obtained from a pair of CaCO3 loaded 
cellulose samples, where one was translated along the primary axis and the other was 
fixed.  The scattering distributions were encoded by an Archimedean spiral (0.055ψ). 
20 mm 
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The errors associated with the DSD distance (Equation (8.17)) and 2θ angles 
(Equation (8.18)) equations for an unknown sample with an Archimedean spiral 
encoder were assessed by applying Equations (8.19) and (8.20), respectively.  
 
𝜎2(𝐷𝑆𝐷) = (
𝑑𝐷𝑆𝐷
𝑑𝐷𝐴𝑆:𝐷 
)
2
𝜎2(𝐷𝐴𝑆:𝐷) + (
𝑑𝐷𝑆𝐷
𝑑𝑎 
)
2
𝜎2(𝑎) + (
𝑑𝐷𝑆𝐷
𝑑𝑏 
)
2
𝜎2(𝑏)
+ (
𝑑𝐷𝑆𝐷
𝑑𝜓 
)
2
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)
2
𝜎2(𝑅𝐷) 
 
𝜎2(𝐷𝑆𝐷) = (1 +
𝑎 + 𝑏𝜓
𝑅𝐷 − 𝑎 − 𝑏𝜓
)
2
𝜎2(𝐷𝐴𝑆:𝐷)
+ (
𝐷𝐴𝑆:𝐷
𝑅 − 𝑎 − 𝑏𝜓
+
𝐷𝐴𝑆:𝐷(𝑎 + 𝑏𝜓)
 (𝑅𝐷 − 𝑎 − 𝑏𝜓)2
)
2
𝜎2(𝑎)
+ (
𝜓𝐷𝐴𝑆:𝐷
𝑅 − 𝑎 − 𝑏𝜓
+
𝜓𝐷𝐴𝑆:𝐷(𝑎 + 𝑏𝜓)
 (𝑅𝐷 − 𝑎 − 𝑏𝜓)2
)
2
𝜎2(𝑏)
+ (
𝑏𝐷𝐴𝑆:𝐷
𝑅 − 𝑎 − 𝑏𝜓
+
𝑏𝐷𝐴𝑆:𝐷(𝑎 + 𝑏𝜓)
 (𝑅𝐷 − 𝑎 − 𝑏𝜓)2
)
2
𝜎2(𝜓)
+ (
−𝐷𝐴𝑆:𝐷
 (𝑅𝐷 − 𝑎 − 𝑏𝜓)2
)
2
𝜎2(𝑅𝐷) 
(8.19) 
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(8.20) 
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𝜎2(2𝜃) = (
𝑎 + 𝑏𝜓 − 𝑅𝐷
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𝜎2(𝑅𝐷) 
 
Equations (8.19) and (8.20) were solved for a simulated Archimedean spiral 
arrangement; where DAS:D = 10 mm, a = 0, b = 0.055, ψ = 207.5° and RD = 10.9 mm.  
The standard deviations used of each variable were σ(DAS:D) = ±1 mm, σ(a) = ±0.1, 
σ(b) = ±0.03, σ(ψ) = ±5° and σ(RD) = ±0.5 mm  The errors σ(DSD) and σ(2θ) were 
determined to be ±1.03 mm and ±1.42°, respectively.  The greatest error for the 
calculated sample-to-detector distance arises from the spiral-to-detector distance 
(DAS:D); whereas the greatest error for the scattering angles comes from the radius 
of the Debye cones at the detector plane (RD).  It is however important to note, that 
the second and third greatest errors arise from the b and a values of the 
Archimedean spiral respectively, and minor variations of these values can have a 
major effect on the calculated errors, especially on the DSD distance.   
Similarly to the wire encoder, when a 1% error was employed to all variables, the 
greatest errors for DSD distance (σ(DSD) = ±0.1 mm) and 2θ angles (σ(2θ) = ±0.32°), 
originated from DAS:D distance and RD radius, respectively.  
To summarise, it was shown that an Archimedean spiral could be employed as a 
post-sample encoder to acquire spatial discrimination of either a single or multiple 
samples along a primary axis and determine their diffraction profile.  However, 
minor variations in the Archimedean spiral’s structure either by rotation or by non-
ideal manufacturing could result in additional experimental errors.  Calibration of 
the Archimedean spiral’s encoding equation with a standard sample could provide 
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a more accurate estimation of measurements.  The greatest errors when calculating 
sample-to-detector distance and 2θ angles arise from inaccuracies in the spiral-to-
detector distance and Debye cones radius at the detector plane, respectively. 
 
8.4 Concluding remarks 
In this chapter, the concept of innovative pre- and post-sample coded apertures was 
introduced.   
An annular beam employed for FCG experiments was considered as a pre-sample 
coded aperture, aiming at the recovery of conventional XRD data from FCG patterns.  
The proof-of-concept was presented with simulated data and the coded aperture 
was assessed under various non-ideal conditions in a simulated manner.  Optimised 
procedures were applied to pseudo-empirical and empirical FCG data.  The 
methodology was also applied to recover Debye rings from FCG data from samples 
exhibiting preferred orientation or large grain size.  Even though reconstruction of 
conventional XRD data from simulated and pseudo-empirical data was successful, 
recovery of accurate scattering maxima positions from empirical FCG data was not 
achieved. 
An encoded annular beam was then considered as a type of pre-sample encoder and 
its ability to discriminate between converging and diverging condensation rings in 
an FCG pattern was demonstrated. 
Lastly, the concept of two different post-sample encoders, a linear wire and an 
Archimedean spiral, for conventional transmission diffraction geometries was 
investigated.  The encoders were initially assessed in an analytical and simulated 
approach.  The proof-of-principle was then established empirically with a pencil 
beam arrangement, demonstrating successful determination of the scattering angles 
of unknown samples with no a priori knowledge on their positions along a primary 
axis.  The capability of a linear encoder was also examined with an annular beam 
arrangement, by an absorbing edge, indicating effective discrimination between 
converging and diverging condensation rings. 
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Outline 
In this chapter, a critical discussion of the key findings of this research is presented.  
The chapter is divided into seven main studies, involving: (1) comparison of FCG 
with conventional XRD techniques (2) analysis of threat and benign liquids for 
aviation security and comparison to previous studies, (3) analysis of non-ideal 
samples in terms of preferred orientation and large grain size by FCG, (4) 
investigation of the effect of a random sample orientation with respect to FCG’s 
primary axis, (5) FCG analysis of multiple samples with a spatial discrimination 
along a primary axis, (6) employment of an annular beam as a pre-sample coded 
aperture aimed at the recovery of conventional XRD data and (7) employment of 
pre-sample and post-sample encoders to either discriminate between converging 
and diverging condensation rings or obtain spatial information of unknown samples 
along a primary axis.  
 
9.1 Peak broadening  
Peak broadening may be considered one of the main limitations of FCG, as it 
decreases specificity and in extreme cases, it can restrict sample identification.  It 
was therefore essential to determine the origin of this effect.  One of the aims of this 
study was to identify which component contributed the most to diffraction peak 
broadening.  Initially, FCG was analytically compared to conventional transmission 
XRD by exploiting their differences in peak broadening and absolute intensities of 
scattering maxima.  Following that, data obtained from empirical experiments were 
utilised to compare the width and intensities of diffraction peaks acquired from both 
geometries.  Lastly, peak broadening was investigated by altering various 
instrumentation components. 
Chapter 9  DISCUSSION 
292 
FCG data has been typically interpreted by a circular integration around 
condensation foci over a sequence of diffraction caustics, as initially proposed by 
Rogers et al. (2010).  In Section 7.2.1, it was demonstrated that FCG data could be 
interpreted in terms of both condensation foci and condensation rings.  Both 
approaches, integration around a condensation focus and radial integration of 
condensation rings (0°-360° azimuthal integration), possess the same enhanced 
intensity when compared to conventional XRD data, since condensation foci consist 
of converged condensation rings.  However, acquisition of a scattering profile from 
condensation foci requires a sequence of FCG images.  In contrast, acquisition of 
scattering signatures from a radial integration employs a single FCG image.  This 
advantage of radially integrated FCG images can be extremely important within 
areas in need of rapid identification such as security screening, as a single FCG image 
can be captured at 1 second time exposure.  Even though informative data are 
acquired at 1 second, high quality data requires longer exposure times of ~10 
seconds with the FCG laboratory arrangement, as shown in Figure 7.7.  Acquisition 
of FCG data in real-life scenarios, such as screening at airports, may require longer 
exposure times due to clustering of objects within an inspection volume under 
various non-ideal conditions e.g. sample crystallinity, sample thickness and 
orientation.  This study focused on the investigation and development of FCG under 
such non-optimised conditions, in a controlled environment. 
As discussed throughout Chapter 2 and Section 3.4, screening techniques for 
aviation security require short acquisition times to offer a high throughput.  
Technologies based on ADXRD are traditionally limited by long acquisition times, 
mainly due to translation or rotation requirements.  EDXRD techniques however, do 
not have this limitation but suffer from low quality data due to high degrees of 
collimation; hence need to increase exposure times, which effectively leads to long 
acquisition times.  A current technique, initially proposed by Christodoulou et al. 
(2011), aimed to acquire high quality crystallographic data in short exposure times 
by combining EDXRD with ADXRD, as described in Section 2.1.4.  More recent 
studies on this technique indicated that acquisition time is limited to 10 minutes as 
indicated by O'Flynn et al. (2013a), which is significantly high for aviation security.  
Moreover, the small size of the incident beam causes further limitations when a 
large area requires investigation, as explained in Section 2.1.4.   
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FCG however, employs an annular beam that can interrogate a greater surface area 
than conventional pencil beam geometries.  It is important to note here, that if an 
annular beam illuminates a sample smaller than the beam’s diameter, then no 
significant intensity advantage would be observed, compared to a pencil beam of the 
same diameter as the annular beam’s wall thickness.  Similarly, if a pencil beam with 
a cross-section area equal to the cross-section area of the annular beam was 
employed, there would be no difference in intensity of the scattering maxima.  
However, a significantly large pencil beam divergence would result in considerably 
broad (non-informative) diffraction peaks.  FCG combines the high intensity gained 
from an increased incident beam area with its property to pseudo-focus scattering 
maxima.  Therefore, FCG has the advantage of acquiring informative diffraction 
profiles (in terms of peaks’ widths) with enhanced intensity. 
As demonstrated throughout Chapter 7, FCG generated scattering maxima with 
enhanced intensity at significantly shorter exposure times than conventional XRD.  
In this work, a typical exposure time of 10 seconds was employed for FCG data, 
whereas for conventional XRD data a 10 minutes exposure time was typically 
employed.  This considerably shorter time exposure can be a major advantage for 
FCG, especially when a single image is required, as in the case of radially integrating 
condensation rings.  When however FCG data are interpreted in terms of 
condensation foci i.e. sequence of hundreds of data images, acquisition time 
increases significantly to ~2 hours, even though the exposure time is low (10 
seconds).  It is therefore critical to be able to interpret single FCG images to 
meaningful diffractograms in order to identify an unknown material. 
Another advantage of radially integrating FCG images is the narrower diffraction 
peaks arising from the condensation rings, when compared to either conventional 
XRD data or FCG condensation foci data.  This advantage lies within the pseudo-
focusing property of condensation rings.  Narrower diffraction peaks translate into 
better resolved peaks and higher system specificity, which is a key factor for security 
screening as it reduces false alarm rates (Chapter 2).  This outcome was based on 
the theoretical predictions described in Section 7.2.1, that intended a direct 
comparison of maximum widths of conventional and FCG scattering maxima 
(condensation foci and rings).  Even though peak broadening for conventional XRD 
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is widely known, analytical descriptions were provided in Section 7.2.1 for 
benchmarking with FCG.   
It was demonstrated that in all cases when various parameters were altered, such 
as scattering angle, sample thickness, angular beam divergence, beam wall 
thickness, sample position and sample-to-detector distance, radial integration of 
condensation rings provided significantly narrower diffraction peaks, even when 
compared to conventional XRD.  Nonetheless, an increase in all variables 
individually, causes an increase in the width of the diffraction peaks independent of 
data interpretation approach.  A significant trend in the discriminating power of 
scattering maxima was however noticed as the scattering angle increased, as 
suggested by Rogers et al. (2010).  Condensation foci tend to produce narrower 
diffraction peaks at high 2θ angles, whereas pencil beam XRD generates narrower 
peaks at low 2θ angles.  Even though Rogers et al. (2010) commented on this 
phenomenon, there was no reference to FCG condensation rings.  Theoretical 
analysis of peak broadening when integrating condensation rings revealed a similar 
trend to conventional XRD, i.e. narrower peaks at low 2θ angles.  Furthermore, the 
widths of the scattering maxima are shown to be narrower than that of pencil beam 
XRD (see Figure 7.13 (A)).  It should be highlighted, that such direct comparison of 
pencil and annular beam geometries requires a pinhole of the same diameter as the 
wall thickness of an annulus (Section 7.2.1). 
Even though radial integration of single FCG images offers major advantages, it 
suffers from the simultaneous presence of converging and diverging condensation 
rings in single images.  Meaningful interpretation of condensation rings lies within 
their converging or diverging nature, as indicated in Section 7.2.1.  Therefore, 
different equations were established to convert radial distances of converging and 
diverging condensation rings to conventional diffractograms.  Consequently, it was 
not possible to interpret single FCG images into informative scattering signatures in 
practise, as converging and diverging rings were indistinguishable in single FCG 
images.  This could be resolved by either capturing a limited sequence of FCG images 
or by encoding the condensation rings in an unambiguous manner.  In this work, this 
particular limitation was targeted by pre-sample and post-sample encoders, as 
demonstrated in Section 8.2 and Section 8.3, respectively, and it is discussed in 
greater depth later in Section 9.7. 
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Analytical predictions on approximated intensity enhancement offered by FCG over 
pinhole beam arrangement were previously determined by Rogers et al. (2010) and 
Chan et al. (2010) for an annular collimator with the same wall thickness as a 
pinhole’s diameter.  A more accurate description of the intensity gain when 
employing an annular beam was provided in Section 7.2.1, by comparing it to a 
pinhole of either equal or non-equal diameter size to the annulus’ wall thickness.  
This provided a more precise interpretation of the intensity enhancement, able to 
compare even non-equivalent collimation optics.  However, it should be noted that 
the analytical predictions use a simplified model aiming to provide a mathematical 
description of the typical intensity gain of FCG without taking into account any 
intensity correction factors, such as the Lorentz and polarisation factors.  
Consequently, the relative intensities of FCG and conventional XRD differ 
significantly, hence predicted and measured FCG:pinhole intensity ratios are not in 
absolute agreement.  Furthermore, it is important to note that small changes in 
either the diameter of the pinhole or the radii (inner or outer) of the annular 
collimator would affect the intensity of the diffraction peaks considerably.  For 
example, a ±0.01 mm change in collimation (annulus of 17.5 mm and 18 mm inner 
and outer diameter, respectively or pinhole of 0.66 mm diameter) measurements 
would have an effect of ~±4% in intensity.  Therefore, when comparing calculated 
and measured intensity values, it is important to be aware of the limitations arising 
from inaccurate collimation measurements. 
Returning to the matter of peak broadening, initial investigation of empirical 
diffraction profiles from an Al2O3 sample by FCG and conventional XRD (by FCG 
system and by an independent diffractometer) indicated that the diffractograms 
obtained by the FCG system were comprised of broad diffraction peaks, regardless 
of the geometry employed (see Figure 7.7).  Peak broadening can therefore be 
considered a result of a single or a combination of instrumentation components, 
such as the X-ray source’s focal spot, collimation optics, beam divergence, sample 
thickness and detector.  Collimation optics and sample thickness can have a major 
effect on beam divergence (incident or scattered, respectively), which is considered 
as a key parameter in peak broadening.  In addition to beam divergence, peak 
broadening can also be a consequence of unsharpness of the diffraction signal that 
can be caused either due to a large focal spot size of the X-ray source (geometric 
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unsharpness), movement of one of the system’s instrumentation or due to the 
detector’s ability to diffuse light and convert X-rays into visible light signal (point 
spread function). 
The effect of the X-ray source’s focal spot on peak broadening was investigated by 
an alternative X-ray source with a smaller focal spot (micro-CT system).  Preliminary 
experiments (Section 7.2.4) indicated that diffraction signals obtained from the CT 
system appeared to have a greater specificity, in terms of narrower diffraction 
peaks.  It is important to note, that even though the same collimation optics and 
detector were employed for both experimental procedures, the beam divergence 
employed for the experiments performed within the CT system was greater, due to 
different collimator and sample positions (Section 7.2.2).  Even though, an increased 
beam divergence was expected to broaden the diffraction peaks, the FWHM of the 
diffraction maximum obtained within the CT system decreased by ~15%.  This can 
be considered a result of the smaller dimensions of the focal spot of the CT’s X-ray 
source, which reduces geometric blurring of diffraction signals.  It can therefore be 
suggested, that if the same collimator and sample z-positions were retained for both 
arrangements, the widths of scattering signals obtained within the CT-system would 
have been even narrower. 
The ability to collect high quality diffraction profiles within the CT system is very 
promising and shows great potential for security screening.  Future development of 
FCG could consider utilising the CT system, as it has the ability to employ higher X-
ray energies e.g. W target; thus being able to penetrate suitcases and objects within 
them, which is essential for security screening.   
The effect of sample thickness on peak broadening was also investigated with FCG, 
indicating that the width of the diffraction peaks increases and the peaks become 
less resolved as the sample thickness increases beyond an optimum value.  As 
suggested in Section 3.1, each scatterer has an optimal thickness that can be 
calculated by Equation (3.3).  Even though the sample thickness of the materials 
analysed was significantly greater than their optimal thickness as indicated in 
Section 7.2.3, characteristic scattering profiles were obtained, especially from the 
thinner samples.  It should be noted that when the thickness of NaCl powder was 
increased, certain scattering maxima were not observed (or possessed significantly 
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low intensity).  This effect was expected with the thinner sample as a decrease in the 
sample volume would accommodate less number of grains.  When NaCl was 
analysed by conventional XRD, the scattering profiles arising from different sample 
thicknesses varied significantly.  As it was indicated in Section 5.2 (Figure 5.6) with 
a sample exhibiting preferred orientation, when a section of the diffraction pattern 
(pencil beam) from such non-ideal samples (with texture or large grain size) is 
integrated, it is possible to disregard certain scattering maxima, in contrast to FCG 
(see Section 7.4.2 and Section 7.5.2).   
To conclude, FCG has the potential of narrower diffraction peaks with ideal 
instrumentation that could offer low beam divergence and low geometric blurring.  
It was demonstrated that peak broadening is not a significant effect of FCG when the 
primary beam’s wall thickness is low, but most probably of the instrumentation 
employed.  It was determined that even though beam divergence, X-ray source focal 
spot, sample thickness, sample and detector position and beam geometry play an 
important role in peak broadening, diffraction peaks obtained by the FCG system 
(independent of beam geometry) were not in the same order as diffraction peaks 
acquired by a benchmarked diffractometer (Bruker D8 GADDS).  This can either be 
a combination of non-optimised instrumentation components or due to the lack of 
optimised software to interpret diffraction data from FCG’s detector.  As it will be 
discussed in Section 10.2, another aspect that should be targeted in future work is 
the employment of a diffracting annular collimator to essentially narrow the width 
of scattered rays.   
Ideally, radial integration of single FCG images should be employed, as this has been 
theoretically determined (Section 7.2.1) to provide sharper diffraction peaks than 
conventional XRD.  This can exhibit major advantages and potential of FCG in 
security screening as it would employ high quality ADXRD data at short acquisition 
times with enhanced intensity.  However, in order to engage such an approach, 
discrimination between converging and diverging condensation rings is essential 
and it will be discussed later in Section 9.7. 
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9.2 Analysis of liquid samples 
Analysis of non-crystalline materials was performed with liquid samples, which may 
be determined as either a threat or a non-threat to aviation security.  Categorisation 
of threat and benign liquids was based on the work of Harding et al. (2010), as listed 
in Table 2.3 (Section 2.2.2).  This classification was slightly altered to include 3rd 
class threat liquids, including low concentration chemicals such as 3% H2O2 that can 
be considered dangerous when accumulated in higher concentrations.  This resulted 
in expanding the variety of threat liquids analysed, as more chemicals are 
considered hazardous with increasing intelligence of HMEs, as explained in Chapter 
2.  Additionally, in this study, fruit preserves such as jam were included within the 
concentrated aqueous category, rather than in the amorphous category suggested 
by Harding et al. (2010); as all liquids studied are assumed to be amorphous.  It 
should be noted that experimental data illustrated that jam possessed a higher 
degree of order than other liquids examined in this work.   
As explained previously in Section 3.2.3, interpretation of X-ray coherent scattering 
from amorphous substances such as liquids can be challenging, as they do not yield 
the same degree of information as crystalline substances.  Early studies such as that 
performed by Luggar et al. (1997) suggested that identification of explosives could 
be based on their crystallinity, and substances that generated broad featureless 
diffraction patterns were differentiated from explosives.  Nowadays, this is not the 
case, as there is an increased development of liquid explosives and they are widely 
known to produce broad halos due to their lack of crystallinity.  Nonetheless, 
Harding et al. (2010) have shown that discriminative data can be obtained from 
liquid samples if their MIF and RDF are considered, as described in Section 2.2.2.  In 
this work, it has been demonstrated that identification and discrimination of threat 
and benign liquids can be achieved solely on the position of their dominant 
scattering maximum, without the need of subtracting water’s MIF from each liquid’s 
MIF (residual MIF), as suggested by Harding et al. (2010).  This may be a result of 
the angular dispersive arrangement employed during FCG analysis, in contrast to 
EDXRD engaged by Harding et al. (2010).  As demonstrated in Section 3.4 (Figure 
3.8), ADXRD offers data of higher specificity when compared to EDXRD.   
Therefore, FCG enabled discrimination between threat and non-threat liquids by the 
region of their scattering maxima position.  Threat liquids were determined to have 
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a scattering maximum position between 0.401- 0.442 nm, with the exception of H2O2 
(3% and 30%); whereas the scattering signal of benign liquids emerged at a lower 
scattering vector magnitude (Section 7.3.2).  It should also be noted, that FCG 
analysis of liquid samples was performed over a limited 2θ range to enable more 
rapid data acquisition. 
The scattering maximum position of water at 0.325 nm is in agreement with 
previous studies mentioned in Section 3.3.3, reporting a single dominant peak 
within the range of 0.304-0.327 nm.  Other researchers such as Stewart (1931) state 
that water generates a dominant peak at 0.324 nm, similarly to this study, but with 
two additional maxima of low intensity at higher scattering angles.  The absence of 
the additional scattering maxima in the data presented herein may be due to the 
limited 2θ range acquired by the detector.  Nevertheless, successful discrimination 
of liquids was based entirely on the dominant maximum from innocuous and threat 
liquids, hence additional maxima were not required. 
As discussed in Section 2.2, H2O2 is considered to be a major threat liquid oxidiser, 
especially after the London transatlantic plot of 2006.  Previous research performed 
by Harding et al. (2010) demonstrated discrimination between 30% concentration 
of H2O2 and acetone, but limited discrimination between H2O2 and water based on 
Zeff measurements.  Herein, discrimination between water and 30% H2O2, as well as 
30% and 3% concentration of H2O2, has been presented.  It was demonstrated that 
FCG has the potential to distinguish between 30% H2O2 and water by a shift in the 
former’s scattering maximum position to higher scattering angles.  It is believed that 
if the concentration of H2O2 is increased beyond 30%, its discrimination from water 
would be more distinctive, similarly to other threat liquids that were in pure form.  
3% H2O2 was not distinguished from water by its scattering maximum position due 
to the low concentration of H2O2.  Discrimination between water and 30% H2O2 is 
considered a key feature for any screening technique, as the latter is the current pre-
cursor of choice for terrorists (see Section 2.2).  Moreover, it is extremely important 
for a screening tool to distinguish H2O2 from water, as it would reduce false alarm 
rates significantly.  
The higher scattering angle of 30% H2O2 when compared to water and other liquids 
can be explained by its denser nature i.e. lower intermolecular distances.  The higher 
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density of non-threat liquids and H2O2 can also explain the lower intensity of their 
scattering maxima.  Lower intensity of non-threat liquids has also been supported 
by Zhong et al. (2012), as discussed in Section 2.2.2.  Threat liquids have a higher 
electron density and a lower linear absorption coefficient (Section 3.1).  For 
example, hydrogen peroxide, water and ethanol have a linear absorption coefficient 
(μ) value of 1.8202 cm-1, 1.2067 cm-1 and 0.6559 cm-1, respectively.  This explains 
the larger area of their scattering maxima as their linear absorption coefficient 
decreases (see Figure 7.29 and Figure 7.30).  This change in intensity between 
innocuous and threat (except H2O2) liquids can act as a supplementary feature for 
discrimination, under controlled conditions (benchmarked).  However, in security 
screening, where the volume of the liquid under inspection is usually unknown, 
discrimination of liquids based on their scattering maxima intensity may be 
misleading.   
In addition to single liquids, this work expanded in the analysis of miscible and 
immiscible mixtures of threat and non-threat liquids.  The observations were 
consistent with those reported initially by Krishnamurti (1929) and Stewart (1931).  
Liquid mixtures caused alterations in either the number of scattering maxima or 
their position (s) depending on their miscibility (Section 7.3).  Therefore, it was 
shown that the presence of a threat liquid can be identified when mixed with a 
benign liquid in equal volumes, either by additional peaks (immiscible mixture) or 
by an intermediate scattering angle to that of threat and non-threat liquids (miscible 
mixture).  It should be notated that all liquid mixtures were analysed in a 1:1 ratio.  
A solution of 30% concentration of H2O2, however, can be considered to be a 
miscible mixture of H2O2 and water in a 3:10 ratio; which is similar to the 1:3 ratio 
reported by Krishnamurti (1929), demonstrating significantly weak maxima at 
intermediate distances of the individual liquids.  Therefore, this can support the 
suggestion of more effective discrimination when the concentration of H2O2 is 
increased beyond 30%. 
In order to establish the accuracy of the outcomes, the reproducibility of FCG data 
with liquid samples was evaluated with a threat liquid.  It was demonstrated that 
upon accurate calibration of the system, specifically of sample-to-detector distance, 
scattering maxima positions were reproduced successfully, within experimental 
errors.   
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Furthermore, FCG data were compared to conventional XRD data from both benign 
and threat liquids.  It was verified that even with non-crystalline materials, the 
enhanced intensity of FCG was retained, signifying better discrimination between 
threat and non-threat liquids.  Moreover, FCG scattering signatures from liquid 
samples are not limited by peak broadening, as they are already significantly broad 
halos even with standard XRD techniques.  
 
9.3 Preferred orientation and large grain size 
FCG’s potential to analyse samples exhibiting either preferred orientation or large 
grain size was investigated.  A series of samples with preferred orientation and a 
series of samples with large grain size were examined by both FCG and pencil beam 
geometry.  This aimed to assess the ability of FCG to analyse such types of samples 
compared to conventional XRD.  This work did not intend to investigate or develop 
quantitative methods for analysing such samples by FCG.  Quantitative assessment 
of preferred orientation or grain size for the samples analysed was performed for 
relative comparison purposes and verification of increasing /decreasing texture or 
grain size. 
It was shown in Section 7.4 and Section 7.5 by both simulated and empirical data, 
that characteristic FCG caustics are produced from samples with preferred 
orientation and samples with large grain size.  Converging condensation rings 
possess an inverted (intensity) geometry to that of the Debye rings; whereas 
diverging condensation rings possess the same intensity geometry as the Debye 
rings.  The term ‘inverted intensity geometry’ of the condensation rings refers to the 
distribution of the scattering maxima with respect to the latter’s distribution as 
shown by the captured Debye rings.  This encoding phenomenon of condensation 
rings depending on their converging or diverging nature initiated further 
exploration into encoding either the annular primary beam (pre-sample encoders) 
or scattering signatures (post-sample encoders), as it will be discussed later on in 
Section 9.7.   
Further analysis of such samples indicated that FCG offers greater sensitivity and 
specificity when compared to pencil beam XRD.  During conventional acquisition of 
XRD data, where a section of the diffraction profile was integrated, revealed a single 
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scattering maximum; whereas FCG revealed five scattering maxima.  Acquisition of 
the complete conventional diffraction pattern required long experimental times and 
yielded broader peaks, possibly due to the greatest pinhole diameter compared to 
the annulus wall thickness.   
A series of samples with decreasing degree of preferred orientation was analysed 
by both geometries, demonstrating the ability of FCG to analyse samples with 
preferred orientation at short exposure times.  The intensity gain offered by FCG 
was not affected by the non-ideal nature of the sample.  Additionally, a simplistic 
method for quantitative comparison of the relative degree of preferred orientation 
exhibited by a series of samples was introduced.  It was based on average intensity 
differences of each Debye cone around its circumference, as similarly suggested by 
Ingham (2014), for statistical assessment of diffraction maxima from samples with 
large grain size. 
FCG diffraction caustics generated by samples with large grain size were 
investigated in a similar manner to samples with preferred orientation.  Scattering 
maxima spots from samples with large grain size consequently generate spotty FCG 
patterns.  Analogously to samples with preferred orientation, a series of samples 
with varying grain size was analysed by FCG and conventional XRD.  The samples 
analysed did not suffer from extreme large grain size (as for example with a single 
crystal), compared to the primary beam, hence conventional XRD interpretation 
could have been applied without any major inconsistencies in the number of 
scattering maxima.  The ability of FCG to analyse samples with large grain size was 
demonstrated effectively without affecting its advantage of enhanced intensity (see 
Section 7.4.2, Figure 7.55).  The relative grain size of the sample series analysed was 
quantitatively compared by counting the number of scattering maxima present in 
certain Debye rings in conventional diffraction data.  A comparison number for the 
grain size was obtained by dividing the number of scattering maxima with the 
interrogated area.  Unfortunately, comparison of conventional (Figure 7.61 (d)) and 
FCG scattering maxima (Figure 7.65) to establish a relationship between the two 
was not achievable due to the diffuse 2θ range of FCG scattering maxima.  The 
occurrence of FCG scattering maxima spots was broadly diffused and the 
condensation rings’ termini were unidentifiable, as illustrated in Figure 7.65.  Future 
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work should aim at determining the relationship between conventional and FCG 
scattering maxima spots. 
During this work, the potential of FCG to interrogate a series of non-ideal samples 
exhibiting preferred orientation or large grain size was established.  It was also 
shown that FCG offers certain advantages over traditional XRD techniques when 
analysing such samples, besides its enhanced intensity.  An annular beam has the 
ability to take into account the whole circumference of a Debye cone.  Therefore, FCG 
data effectively consists of complete Debye rings considering all possible 
irregularities along their circumference, hence generating more accurate and 
informative diffractograms.  Furthermore, if the sample is heterogeneous, FCG offers 
greater analytical capabilities due to the larger interrogated area along the surface 
of the sample offered by its annular beam profile.  
It is also important to note that the coded aperture offered by FCG’s annular beam 
(discussed in Section 9.6), has the potential to recover conventional XRD data even 
from samples with preferred orientation or large grain size, without compromising 
FCG’s main advantages, as shown in Section 8.1.2.  Even though simulated, as well 
as pseudo-empirical experiments were shown to be very promising with such non-
ideal samples, empirical data were unable to recover details on the geometry or 
characteristics of their scattering maxima.  Nonetheless, further development of an 
annular coded aperture could provide positive outcomes and an alternative 
interpretation method for FCG data acquired from such non-ideal samples.  The 
ability of an annular coded aperture system will be discussed in greater detail in 
Section 9.6. 
 
9.4 Randomly orientated samples 
Up to date, FCG has been reported with samples normal to the primary axis (Chapter 
5).  Similarly, conventional XRD geometries, such as transmission and reflection 
arrangements described in Section 3.3, utilise specific sample orientations, i.e. either 
normal to the incident beam or at a θ angle from the incident beam, respectively.   
A more generalised scenario of FCG would involve a sample with a random 
orientation with respect to the primary axis.  As is often the case in inspection 
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volumes such as suitcases, the sample is randomly positioned without a specific 
orientation.  One could assume that if the sample is not normal to the primary axis, 
then condensation foci may not be formed; hence, the main advantage of FCG, its 
enhanced intensity, would be lost.  Therefore, this work aimed at examining the 
effect of a random sample orientation to FCG and its scattering caustics.   
Analysis of this effect was performed in three stages, analytical, simulated and 
empirical, in order to fully appreciate the geometry involved and the resulting 
scattering rays.  The results from all three approaches were, within experimental 
errors, in good agreement.  The key feature of the geometry involved with an 
annular beam and a rotated sample lies within the non-symmetric footprint of the 
primary beam on the sample and on the non-equal distances between the sample, 
detector and X-ray source along the surface of the sample (see Figure 9.1).  It was 
demonstrated that a short continuum of high intensity condensation foci is 
generated when the sample is not normal to the primary axis.   
 
 
 
 
 
 
 
 
 
 
 
 
ϕ
m
 
2θ 
2θ 
Primary axis 
X-ray 
source 
Rotated sample 
around x-axis 
x-axis 
y-axis 
z-axis 
Figure 9.1  Schematic of the geometry involved with an annular beam and a 
clockwise-rotated sample around the x-axis. 
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The xyz coordinates of the condensation foci alter depending on the degree, 
direction and axis of sample rotation, as well as on the sample’s scattering angles.  
An example of the alteration in the location of the condensation foci is shown in 
Figure 9.1, where a sample with a 2θ angle of 45° is rotated by 35° clockwise around 
the x-axis.  The condensation focus’ coordinates were analytically described for any 
sample orientation either around the x or y axes (Table 7.7) and are in agreement 
with experimental data.  However, simultaneous rotation around both x and y axes 
by the same angle is more complicated, as explained in Section 7.6.2.  Unfortunately, 
due to unavailability of rotational y-axis within the FCG system, this effect could not 
be investigated further in order to compare empirical data with theoretical 
predictions. 
If the sample’s orientation with respect to the primary axis is unknown, this 
variation in the condensation foci’s coordinates can influence the interpretation of 
FCG data in an automated system.  However, visual inspection of the diffraction 
patterns can identify the xy coordinates of the condensation foci and enable 
integration of FCG data at the appropriate coordinates. 
Besides the translation of the condensation focus along the x or y axes and z-axis 
depending on sample rotation, the shape of condensation rings is altered when 
approaching its focal point (Figure 7.78), as explained thoroughly in Section 7.6.2.  
Additionally, condensation rings arising from different 2θ angles from a rotated 
sample occupy different x or y coordinates depending on the rotation axis.  This 
results in a centre misalignment of condensation rings with different 2θ angles that 
is observed as a circular symmetry distortion, in both simulated and empirical 
diffraction images (Figure 7.79 and Figure 7.80).  Therefore, radial integration of 
condensation rings would give rise to certain complications, since the centre of each 
condensation ring would differ, depending on its scattering angle.   
It was also demonstrated, that the intersection point of the rotation axes plays a 
significant role in the location of the condensation foci, as illustrated in Figure 7.81.  
As discussed extensively, sample rotation will translate the z coordinates of the 
condensation focus positively along the z-axis, whereas the x or y coordinates 
(depending on rotation axis) will translate either above or below the x or y axis 
depending on the direction of sample rotation (clockwise or anticlockwise 
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respectively).  This however is only the case when the intersection point of the 
rotation axes is at (0,0,Zs).  When the intersection point is translated for example to 
(0,>0,Zs) or (0,<0,Zs) then the xyz coordinates of the condensation foci are altered, 
as explained in Section 7.6.4.  This was illustrated for analytical, simulated and 
empirical data.  It is therefore important to evaluate the intersection point of the 
rotation axes prior to data interpretation and be aware of this phenomenon, 
specifically when analysing empirical data that the intersection point can vary for a 
non-standardised diffraction system.  
Comparing FCG with conventional geometries, such as transmission and reflection 
arrangements described in Section 3.3, FCG can be considered to have a greater 
sensitivity to sample mis-orientation, due to the shape of the cross-section profile of 
the incident beam.  Conventional XRD arrangements typically utilise a pencil beam 
profile that strikes the sample at a ‘single’ location along its surface.  In contrast, FCG 
utilises an annular beam that incidents on a larger area on the sample’s surface.  
Hence, sample rotation would affect the shape of the incident’s beam footprint on 
the sample, as well as the sample-to-detector distance along the surface of the 
sample, to a greater extent than conventional XRD geometries.  It was shown 
however, that the enhanced intensity of scattering maxima generated by FCG was 
not influenced by a random sample orientation.  Nonetheless, as previously 
mentioned, the xyz coordinates of scattering maxima were altered relatively to the 
sample rotation axis, degree and direction, depending on their 2θ angle.  Therefore, 
when the sample is not normal to the primary axis, integration around condensation 
foci is recommended, as radial integration of condensation rings may result to 
inaccuracies due to their centre misalignment.  For employment of FCG as an 
automated screening system, it would therefore be essential to couple it with an 
imaging technique in order to assess the orientation of suspicious objects, hence the 
xy location of the condensation foci.   
 
9.5 Multiple scatterers 
Analysis of multiple scatterers was performed in order to explore the potential of 
FCG in obtaining scattering data and identify unknown substances that are spatially 
distributed along the primary axis.  It was demonstrated that FCG is capable of 
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identifying the presence of additional scatterers if their diffraction signals are within 
the 2θ range captured by the detector (Section 7.7).  Multiple samples are 
acknowledged by the presence of additional scattering maxima that appear in the 
diffractogram as supplementary peaks or alter the shape of certain peaks when 
generated at similar positions.  Determination of multiple samples was shown to be 
independent of the material characteristics i.e. same or different samples, but highly 
dependent upon the sample’s position.  Moreover, it was theoretically predicted, 
that FCG scattering maxima possess a greater spatial discrimination than pencil 
beam scattering maxima (see Section 7.7.1 and 7.7.2).  This can be considered as an 
advantage of FCG over conventional transmission mode beam geometries, as FCG 
would generate better resolved diffraction peaks from multiple scatterers.  On the 
other hand, this can also be a limitation of FCG if the scattering distribution is greatly 
extended, and requires acquisition of a larger number of FCG data images 
(condensation foci) along the primary axis.  
Meaningful interpretation of these diffractograms for phase identification requires 
a priori knowledge of each sample’s position.  This is also often the case in security 
screening, where the key intention is to determine threat substances that may be 
superimposed or camouflaged by benign substances with unknown spatial 
discrimination.  There are a few different approaches to overcome this limitation.   
One of the solutions would be to generate an extensive database by collecting 
diffraction profiles from a broad range of threat and perhaps benign materials 
(commonly found in suitcases) at different distances from the detector along the 
primary axis.  This would provide a database of all current threat materials at any 
depth within a suitcase, thus being capable of identification.  This could be 
performed in a simulated manner, which is more time effective.  As illustrated in 
Section 7.7.3, the ray-tracing simulator provided an effective representation of 
empirical data with higher specificity.  This approach however, can be very time 
consuming and it will not have the ability to identify substances that have not been 
recorded at varying distances. 
A second approach involves coupling FCG with an imaging technique, hence 
determining spatial information of unknown substances prior to material 
identification.  Ideally, the imaging technique would employ the same beam 
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geometry as FCG to limit instrumentation components and system complexity.  Such 
an imaging technique is discussed in Section 5.2, referred to as MXAT.  The annular 
beam geometry is employed to obtain both tomographic and material characteristic 
information.  MXAT has the capability of providing a tomographic 3D view of the 
suitcase under investigation; thus determining depth information of unknown 
objects.  A simultaneous “system of systems” approach can be adapted with MXAT 
acting as an initial screener, determining shape and position of substances within a 
luggage and FCG as a material specific technique, identifying unknown substances 
as either threat or innocuous.  Development of MXAT to the tomographic imaging 
technique proposed by Evans et al. (2014) offers depth information of unknown 
substances at unknown positions based on their diffraction caustics, which are 
optically encoded with shape and position information of crystalline materials.  
A third approach that is more relevant to this work, involves an encoding system, 
similarly to MacCabe et al. (2012), as discussed in Section 4.2.  Encoding of scattering 
signatures can be utilised to determine depth information of unknown substances 
along a primary axis prior to their identification.  However, symmetric encoders 
such as the comb-like aperture proposed by MacCabe et al. (2012) generate certain 
ambiguities to FCG caustics due to the same radius of a condensation ring when it 
converges or diverges, as mentioned previously in Section 8.3.  For this reason, novel 
encoders were employed during this work to assess their potential and 
unambiguous capabilities with FCG (Section 8.3).  The outcomes of these post-
sample encoding systems are discussed in Section 9.7.2. 
 
9.6 Coded aperture - recovery of Debye rings 
Coded aperture imaging systems were introduced a few decades ago aiming at 
capturing an image of an object, through a coded mask and a reconstruction process, 
as described in Section 4.1.  FCG’s annular beam was considered as a pre-sample 
coded aperture in order to aid the interpretation of FCG data.   
Commonly in the literature, coded apertures involve a post-sample coded mask with 
the exception of coded sources that consist of a distribution of X-ray sources.  Herein, 
a pre-sample coded aperture with an annular mask was introduced for the first time.  
There are two main differences between this annular mask and previous annular 
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coded apertures examined (see Section 4.1).  Firstly, the annular mask presented in 
this work is a pre-sample coded aperture i.e. it is positioned between the X-ray 
source and the sample.  Secondly, this coded aperture system is utilised in near-field 
diffraction space; therefore, the object requiring reconstruction is not essentially the 
sample under investigation but the sample’s Debye cones are; i.e. conventional XRD 
data.  Therefore, the purpose of this work was to recover conventional XRD data 
from single FCG images of enhanced intensity acquired at a shorter period of time 
than traditional diffraction profiles. 
The unique feature of an annular mask that allows it to act as a coded aperture lies 
within the δ-function approximation of its SPSF (Section 8.1).  The inherent artefacts 
in reconstructed images from an annular coded aperture, appear as additional rings, 
which is unfortunate since the required object of recovery are also in the shape of 
rings (Debye rings).  Nonetheless, the known structure of the required object (i.e. 
ring) is a major advantage.  The presence and radii of additional rings were 
rationalised in a simulated manner verifying them as a result of the non-ideal δ-
function nature of an annular beam’s SPSF.  However, it is important to note, that 
even in the presence of additional rings, a threat material such as an explosive would 
still be identified by its unique scattering signature.   
Proof-of-concept as well as a methodology for an annular coded aperture system 
was established and developed in a simulated manner.  An optimised methodology 
for the recovery of conventional data from simulated images initially involved 
convolution of an annular beam with a set of Debye rings to generate simulated FCG 
data.  Convolution of FCG data with the annular beam recovered the desired Debye 
rings plus additional noise that was removed by applying bandpass filtering and dc 
level subtraction.  Two alternative approaches were provided to calculate the 
amount of dc level required to be removed in order to successfully recover only the 
required rings (Section 8.1.1.1).  The first approach was based on the annular beam’s 
SPSF, by calculating the relation between maximum noise and percentage of total 
noise present within its SPSF image upon bandpass filtering.  The second approach 
involved determining the number of scattering maxima from visual inspection of the 
FCG image and measuring the maximum intensity value of the additional rings in the 
recovered filtered image.  Even though both approaches were able to calculate the 
required dc level to be removed, the first approach is considered more unbiased as 
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it does not involve the reconstructed image, but is solely based on the annular 
mask’s SPSF.  
It should be highlighted at this point, that this annular coded aperture system is at 
early stages and this work mostly focused on the recovery of conventional scattering 
maxima in terms of their positions.  Even though proof-of-concept indicated 
effective recovery of the intensity of scattering maxima (when dc level was re-added, 
Figure 8.11), certain simulated reconstructions revealed differences in the relative 
intensities of scattering maxima.  This however, does not affect the purpose of this 
study, which is material discrimination, as intensity is not the primary identifier.  
An alternative post-processing approach of recovered data was also investigated 
based on the two-annulus system proposed by Simpson (1978) (see Section 4.1).  A 
similar methodology to that employed by Simpson (1978) was followed and 
analogous outcomes were observed.  Artefacts introduced by the non-ideal δ-
function of an annulus’ SPSF were eliminated more effectively with a two-annulus 
system, as also reported by Simpson (1978).  Even though Simpson (1978) did not 
focus further on this approach due to its inability to deal with tomographic imaging 
as discussed in Section 4.1, this system is believed to be extremely beneficial for the 
coded aperture system examined herein.  Its main advantage lies within its 
capability to supress inherent noise and enhance Debye rings by adding 
reconstructed images consisting of the same recovered Debye rings but of different 
artefacts.  Different artefacts are arising from reconstructed additional rings of 
various radii, as they were reconstructed from different annular masks.  For 
simplicity, throughout this work a single annulus approach was employed; however, 
the superiority of a two-annulus system is apparent.  An analogous tactic to that of 
a two-annulus system was established with empirical data, as discussed further on.  
Simulated data with a single annulus system demonstrated successful recovery of 
scattering maxima positions without the presence of additional rings (Figure 8.3).  
The effect of various non-ideal conditions to either the annular beam or FCG data 
was then investigated to assess the potential of an annular mask to recover Debye 
rings under these non-optimised circumstances (Section 8.1.1.3).  FCG data or 
annular mask was altered in a way similar to real-life empirical data that commonly 
suffer from noise, limited detector active area and non-ideal circular beam.  An 
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annular coded aperture system was able to recover Debye rings even in the presence 
of extreme noise or with a limited area of the FCG pattern.  Reconstruction of 
conventional XRD data in the presence of noise is considered as one of the key 
advantages of coded aperture systems, as previously discussed in Section 4.1; 
especially when compared to deconvolution approaches (Figure 8.16).  Moreover, 
the ability of an annular coded aperture to recover conventional XRD data from a 
limited area of an FCG pattern is of significant importance, as only a relatively small 
percentage of the total FCG pattern was captured by the detector during this study 
(Section 8.1.1.3 (b)).  Combination of these two non-ideal conditions was considered 
with empirical FCG data, which commonly suffer from noise and a limited active area 
of the detector.  As it will be discussed further on, successful recovery of the Debye 
rings from empirical FCG data was achieved, but with incorrect scattering angles.  
Nonetheless, as explained later in this section, this is not believed to be an effect of 
noise or limited area of the FCG pattern. 
Additionally, the thickness and shape of an annular mask were altered, individually, 
to assess their effect on Debye rings recovery.  Alterations to the annular beam were 
expected to have a more significant effect to the coded aperture system, as the SPSF 
of the annulus would effectively be altered.  However, it was demonstrated that even 
with an increased annular wall thickness (Section 8.1.1.3(a)) or in extreme cases of 
circular symmetry distortion of the annulus (elliptical distortion, Section 8.1.1.3 
(b)), scattering maxima positions were recovered effectively.   
At this point, the key difference between an increased annulus’ thickness and an 
increased Debye rings’ thickness should be clarified.  Convolution’s commutative 
property signifies that the resulting FCG pattern would be the same if either the 
annulus or the Debye rings’ thickness is increased.  However, recovery of the Debye 
rings is only affected if the thickness of the annulus in increased (Section 8.1.1.3 (a)).  
Alterations in the thickness of the Debye rings should not influence the 
reconstruction procedure, since Debye rings are the desired object to be recovered 
and any changes in their geometry should not affect the coded aperture system.  On 
the other hand, alterations in the thickness of the annulus would have a significant 
result in the reconstruction property of an annular coded aperture.  This is because 
the SPSF of the coded aperture would be altered when the annulus’ thickness is 
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increased; hence, the δ-function approximation may alter, inducing different 
artefacts in the reconstructed images. 
A systematic approach to empirical data involved convolving empirical 
conventional diffraction patterns with a simulated annular beam to generate 
pseudo-empirical FCG images.  Pseudo-empirical experiments (Section 8.1.2) were 
conducted with an ideal sample in terms of preferred orientation and grain size, a 
series of samples with decreasing preferred orientation and a series of samples with 
increasing grain size (same samples as in Section 7.4.2 and Section 7.5.2, 
respectively).  In all cases, it was determined that not only the scattering maxima 
positions were recovered effectively, but the geometry of the Debye rings was also 
recovered.  Reconstructed diffraction patterns from samples with preferred 
orientation possessed similar degree of texture as conventional data.  Moreover, 
reconstructed Debye rings from samples with large grain size consisted of similar 
spottiness to the empirical diffraction patterns.  In all cases, an additional ring of 
high intensity was generated at significantly low scattering angles as a result of 
inherent artefacts.  Its low scattering angle however, excluded it from the diffraction 
pattern as it was close to the incident beam’s area, from which scattering data was 
not captured.  Reconstructed patterns from samples with large grains possessed an 
additional ring of low intensity.  However, even in the presence of these additional 
rings, the samples were identifiable as all their scattering maxima were 
reconstructed successfully.  Recovered data were quantitatively assessed in the 
same way as their corresponding empirical patterns in Section 7.4.2 and Section 
7.5.2.  It was shown that even though the general trend of decreasing degree of 
texture (except for the low scattering angle Debye ring from sample Al_3) and 
increasing grain size was observed similarly to empirical data, their absolute values 
did not agree.  This is believed to be an effect of convolution, which is a smearing 
function and caused blurring of the reconstructed images.   
Recovery of conventional XRD data from empirical FCG data followed a similar 
approach to that of a two-annulus system suggested by Simpson (1978) for better 
reconstruction of the Debye rings.  However, not the exact same enhancement effect 
was achieved, as with the two-annulus approach.  As previously discussed, the key 
advantage of this system lies within the different SPSF of the two annuli.  Hence, the 
different reconstruction artefacts are compressed upon addition of the two images.  
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Since a sequence of FCG images is captured by translation of the detector, even 
though the sample-to-detector distance is altered, the sample’s position remains the 
same.  Therefore each FCG image is convolved with the same annular beam, hence 
inherent noise remains the same but in a different scale.  It is recommended that in 
future work, a sequence of FCG images should be captured whilst translating the 
sample in order to apply a multiple-annulus system approach.  However, this will 
give rise to additional complexities due to sample movement, especially with an 
inaccurately calibrated system.    
A visual assessment of the reconstructed data, specifically from the ideal sample 
(Al2O3) indicated strong correlation to their empirical diffraction patterns.  
Furthermore, even low intensity maxima were recovered effectively in the 
reconstructed image from Al2O3.  In contrast to the reconstructed images from 
simulated and pseudo-empirical data, the geometry and spottiness of scattering 
maxima from samples with preferred orientation and large grain size, respectively 
were not recovered.  Moreover, comparison of the recovered scattering maxima to 
the sample’s scattering maxima indicated poor agreement in their positions.  It 
appears as if the reconstructed profiles were re-scaled (extended).  This could be a 
result of one of two effects or their combination, as explained below: 
 
1. FCG system employed throughout this work suffered from lack of accurate 
calibration due to position inaccuracies either occurring from the initial 
placement of translation stages or missed steps during their translation.   
 Experiments presented herein were all calibrated in terms of sample-to-
detector position with known samples (for condensation foci analysis).  
However, radial integration of condensation rings takes into account the 
detector’s positon along the primary axis in order to scale the recovered 
images, as described in Section 8.1.3.  If the detector’s precise position is 
unknown, then there would be inaccuracies in the scaled images.  This 
would appear as blurred scattering maxima upon addition of the images.  
However, blurring of the added recovered image was not observed to a 
great extent, indicating that scaling of the recovered images is not at fault.   
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 Inaccurate positioning of the collimator and sample can have a major 
effect, as the simulated annular beam would not be a truthful 
representation of the empirical beam, thus altering the annulus’ SPSF. 
 
2. Recovery of Debye rings from empirical data involved various 
transformation and conversion steps (see Section 8.1.3).   
 Required steps to increase the dimensions of the FCG image and enable 
their convolution with an annular beam.   
 Scaling and re-sizing of the recovered images was then essential prior to 
their addition.   
 These steps may have resulted in inherent alterations of the distances 
between recovered scattering maxima.  If this was the case, it would 
explain systematic inaccuracies to the recovered data since the same 
post-processing procedure was followed for each sample.  It should be 
noted that all recovered diffraction profiles appear as if they were 
expanded indicating error consistency. 
 
 
It is also important to highlight, that the simulated primary beam employed for this 
series of experiments, may have induced further artefacts or noise in the recovered 
images.  This is due to the non-uniform intensity of the empirical primary beam that 
resulted in an induced ‘preferred orientation’ appearance of the scattering maxima, 
even from samples with no preferred orientation.  This effect is similar to an 
encoded primary beam discussed in Section 9.7.1.  As explained in Section 8.1.3, an 
empirical primary beam could not be employed during this study for practical 
reasons.  However, it is believed, that convolution of empirical FCG patterns with an 
empirical primary beam may have reduced this effect.  Consequently, this could have 
led to reconstructed data of higher resemblance to empirical data, in terms of Debye 
rings’ intensity uniformity around their circumference.   
Moreover, it is essential to note, that effective recovery of a conventional XRD image 
requires a priori knowledge of the sample’s position.  A priori knowledge of the 
sample’s position along the primary axis is essential for an annular coded aperture 
system, as it is based on the fundamental principle of convolving FCG data with the 
annular beam’s footprint on the sample.  It is therefore necessary to know the 
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sample’s position in order to determine the annular beam’s radius at that plane.  
Moreover, in all XRD experiments, information on the sample’s position is required 
in order to identify unknown samples.  As previously mentioned, a solution to this 
requirement was provided through a coded aperture encoder system, as it is 
discussed in Section 9.7.2.  
To summarise, an annular coded aperture system can have great advantages upon 
further development, as listed below: 
(a) Recovery of conventional XRD data 
(b) Recovery of conventional XRD data in the presence of noise, limited FCG 
data, thick annulus, thick samples and non-circular annulus  
(c) Interpretation of all FCG data, including that from samples with 
preferred orientation or large grain size, in a conventional manner 
(d) Acquisition of conventional XRD at low time exposures 
(e) Acquisition of a significantly large diffraction space by capturing only a 
limited region of it by a limited active area detector 
 
9.7 Encoders 
Pre- or post-sample encoders studied in this work served two purposes: (i) to 
discriminate between converging and diverging rings and (ii) to obtain spatial 
information of unknown substances along a primary axis.  The former aimed to 
establish an effective approach for interpretation of single FCG images by a radial 
integration and reduce acquisition times significantly.  The latter intended to obtain 
depth information of unknown substances in order to identify them by XRD.  This 
was performed by establishing various pre (encoded annular beam) or post (wire 
and Archimedean spiral) sample encoders. 
 
9.7.1 Primary beam encoders 
A primary beam encoder was assessed in its ability to discriminate between 
converging and diverging condensation rings.  As initially observed by samples 
exhibiting preferred orientation, converging and diverging condensation rings are 
encoded in an inverted manner when the Debye cones possess certain non-
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symmetric geometries.  Since convolution has a commutative property, encoding of 
the annular beam should also encode converging and diverging condensation rings 
unambiguously.  However, non-symmetric encoding of the incident beam has 
opposite effects to that of Debye cone’s encoding (i.e. discontinuous intensity from 
samples with preferred orientation).   
It was shown that converging condensation rings occupy the same intensity 
geometry as the encoded primary beam, whereas diverging condensation rings 
occupy an inverted geometry.  In addition, encoding of the annular beam did not 
influence its capability to act as a coded aperture in recovering conventional 
scattering maxima.  Nevertheless, recovered Debye cones possessed the same 
intensity geometry as the encoded annular beam.  Even though when analysing 
unknown samples this encoding can be observed as an indication of preferred 
orientation, misinterpretation of data can be avoided by the known geometry 
(encoding) of the annular beam.  When however, a sample with preferred 
orientation is analysed this encoding may cause further complications to FCG data 
and reconstructed conventional data. 
Proof-of-principle for an encoded annular beam was established with an absorbing 
edge covering approximately half of the primary beam.  A linear encoder could not 
be employed with FCG for practical purposes as explained in Section 8.3.1.1.  
Theoretical predictions were supported by empirical data establishing that an 
encoded annular beam could be employed to discriminate between converging and 
diverging condensation rings.  This can be proven extremely important, as it would 
enable interpretation of single FCG images to identify unknown substances.  
However, encoding of the annular beam with an absorbing edge involves obscuring 
approximately half of the incident beam hence decreasing the intensity of the 
condensation foci significantly.  If however a fine structure was to be employed, the 
decrease in scattered intensity would not be substantial.  Future work could focus 
on manufacturing such a structure and assessing its capabilities as an annular beam 
encoder.  Moreover, if the encoder is placed after the sample the incident beam is 
not affected, but the scattered rays are encoded, as shown in Section 8.3. 
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9.7.2 Post-sample encoders 
Post-samples encoders aim at the identification of unknown substances with no a 
priori knowledge of their location within an inspection volume, as discussed in 
Section 4.2.   
Similarly to the study of MacCabe et al. (2012), two novel encoders were presented 
herein (Section 8.3) to obtain spatial discrimination of unknown samples along a 
primary axis, hence enabling phase identification.  Symmetric encoders, such as the 
comb-like encoder proposed by MacCabe et al. (2012), could not be employed with 
FCG as it would result in certain ambiguities due to its symmetric structure (Section 
8.3, Figure 8.51).  If however, a non-symmetric encoder, with respect to circular 
structures (i.e. condensation rings) is utilised, the latter would be encoded in an 
unambiguous manner.  Moreover, a comb-like encoder presented by MacCabe et al. 
(2012) results in ~50% loss of scattered intensity as it is absorbed by the ~50% 
open fraction of the encoder structure.  The linear wire and the Archimedean spiral 
encoders possess a significantly larger open fraction (~90%); hence, allowing the 
acquisition of higher percentage of scattered rays.   
Proof-of-principle of a linear post-sample encoder was demonstrated with a pencil 
beam arrangement indicating successful determination of the sample’s position 
along the primary axis with ~1% precision. 
Two approaches for determining the sample’s z-position were identified and 
established during this work.  Sample-to-detector distance can be calculated by the 
off-centre distance αLE and αD (Section 8.3.1), without taking into account the radius 
of the Debye cones or their intersection angles with the line aperture.  The second 
approach engages the radius of Debye cones on the detector plane, as well as their 
encoding angles.  It should be noted that information on coded aperture-to-detector 
distance along the primary axis is required for both approaches. 
The first method can be considered as more straightforward and time effective 
when dealing with multiple samples and scattering angles, since only a single 
measurement of αD is required per sample.  However, this can also be a limitation 
due to a limited number of measurements prohibiting cross-examination of 
calculated values.  Moreover, as the dimensions of the linear encoder increase at 
short sample-to-coded aperture distances, greater human and experimental errors 
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occur, thus lower system specificity.  At this point, it should be highlighted that the 
off-centre distance αLE of the line encoder plays a significant role.  As illustrated in 
Section 8.3.1, an increase in αLE causes an increase in the encoder’s sensitivity for 
spatial discrimination since differences in encoding angles would be more 
perceptible.  This however, would affect encoding of low scattering angle maxima, 
as they will not be intersected by the encoder.  A high αLE distance would position 
the encoder at a greater radial distance than the radial distance of certain scattering 
maxima occurring at low 2θ angles.  Therefore, a compromise between high 
sensitivity and specificity should be attained.   
The second method, which involved measurement of Debye cones’ radii and their 
intersection angles χ, can verify calculated sample positions by obtaining numerous 
measurements from different diffraction maxima arising from the same sample.  The 
average sample-to-detector value can then be determined.  However, if the structure 
of the wire encoder has imperfections, i.e. if it is not linear, this can cause additional 
errors in the measured encoding angles, leading to erroneous calculations of the 
sample-to-detector distance. 
It was analytically assessed that the greatest errors in the calculated sample-to-
detector distances and 2θ angles are arising from errors in the encoder-to-detector 
distance (DLE:D) and Debye cones’ radius on the detector plane (RD), respectively.  
Therefore, inaccurate measurements specifically of DLE:D due to experimental 
position imprecisions, were expected to affect calculated sample-to-detector 
distances, hence scattering angles.  It should be noted that the work presented 
herein is an initial study on coded aperture encoders and the diffractometer 
employed was not designed to sustain accurate positioning of additional structures, 
such as an encoder. 
Nonetheless, preliminary data presented in Section 8.3.1.1, confirmed the 
theoretical predictions and indicated good consistency, in terms of determined 
sample-to-detector distances and 2θ angles, between the two approaches.  The 
outcomes of a linear encoder were verified by comparing the sample-to-detector 
distance calculated from a known sample.  Even though this study aimed to identify 
samples at unknown positions along a primary axis, as often is the case in luggage 
Chapter 9  DISCUSSION 
319 
screening, a priori knowledge on the sample’s position was employed to act as a 
confirmatory tool in order to assess the ability and accuracy of a linear encoder. 
Consequently, the concept of a linear encoder was also investigated with an annular 
beam.  However, unavailability of a fine high absorbing wire structure did not allow 
employment of a linear encoder for the practical reasons described in Section 
8.3.1.1.  Even though combination of FCG with a post-sample encoder has the 
potential for spatial discrimination of unknown samples similarly to conventional 
XRD, this practical limitation, restricted the purpose of the experiments.  FCG 
experiments aimed at the discrimination between converging and diverging 
condensation rings, as it is an essential requirement for obtaining spatial 
discrimination of samples from FCG diffraction data.  This was also the main reason 
why a symmetric encoder such as that proposed by MacCabe et al. (2012) could not 
be employed with FCG and alternative encoders were pursued.  Moreover, as 
previously discussed in Section 9.1, discrimination between converging and 
diverging condensation rings is extremely significant when radially integrating 
single FCG images.  As explained throughout this work, interpretation of single FCG 
images is important for both higher specificity (narrower diffraction peaks) and 
speed purposes. 
A high absorbing edge obscuring less than half of the detector active area, 
demonstrated possible differentiation between converging and diverging 
condensation rings (Figure 8.57).  The edge encoder intersected diffraction caustics 
similarly to conventional Debye cones, discriminating between converging and 
diverging condensation rings, based on the position they appeared on the detector 
plane.  This suggests that a linear encoder would be able to determine sample 
position by encoding condensation rings, of which their converging or diverging 
nature would be identified by the location of their encoding angles, with respect to 
the encoder.  It is recommended, that future work should focus on manufacturing a 
fine high absorbing linear structure to act as a post-sample encoder with FCG.  This 
would assist in assessing theoretical predictions of spatially discriminating samples 
along a primary axis by combing FCG with a linear encoder. 
The ability of an alternative encoder, an Archimedean spiral, was also evaluated as 
a post-sample encoder.  The basic principle of encoding scattering maxima by an 
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Archimedean spiral is similar to that of a linear encoder.  Scattering maxima arising 
from a sample are encoded at specified polar angles, relative to the sample’s location 
along a primary axis.  Analytical descriptions of this encoding were established 
during this work enabling determination of the sample’s position and hence its 
scattering profile. 
Calibration of the Archimedean spiral encoder was performed with a known sample 
to eliminate high experimental errors arising from either imperfect manufacturing 
or inaccurate positioning of the Archimedean spiral.  As previously explained, the 
Archimedean spiral employed in this study was designed (inaccurately) to 
approximate a given equation (Section 8.3.2.1); therefore, inherent errors were 
expected to arise during data analysis.  Moreover, simulated analysis of the 
developed mathematical model confirmed the assumptions of induced errors in the 
calculated sample-to-detector distances when the structure of the spiral was 
altered.  This was shown to be due to imprecise manufacturing or non-parallel 
positioning of the spiral to the detector plane.  Both effects result in a different spiral 
equation than that employed during calculations.  Thus, it is suggested, that when 
employing a post-sample encoder with a specific geometry is critical to ensure its 
design accuracy by calibrating the system prior to any data analysis.   
It was also determined that similarly to a linear encoder, the greatest errors in 
determining the sample’s position and scattering angles arise from the encoder-to-
detector distance and radius of Debye cones on the detector plane, respectively.  It 
was also assessed that inaccuracies in the structure of the Archimedean spiral (i.e. a 
and b values) result in high errors in the calculated sample-to-detector distances.  
When comparing 1% error in all variables for both linear and Archimedean spiral 
encoders, it was shown that the latter possesses lower experimental errors 
specifically in the calculated sample-to-detector distance (~7.5 times lower).  
Therefore, an accurately manufactured Archimedean spiral has the ability to obtain 
reliable spatial discrimination of unknown samples.  However, this is a preliminary 
study indicating great potential of an Archimedean spiral and linear encoders yet to 
be explored, requiring precise manufacturing and development of a diffractometer 
to support a post-sample encoder accurately, in order to avoid high experimental 
errors.   
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It should be highlighted that these post-sample encoders require further 
development, specifically with FCG.  Accurate designs of a wire and an Archimedean 
spiral should be manufactured with a high absorbing material to assess their 
potential with FCG.  An Archimedean spiral encoder could be employed with FCG by 
extending the spiral’s structure, as discussed later in Section 10.2. 
Further work on the establishment of such coded aperture systems should also be 
performed with samples exhibiting preferred orientation and/or large grain size 
with both FCG and conventional XRD.  Even though, experimental data suggested 
effective spatial discrimination and identification of samples with either a linear 
wire or an Archimedean spiral, only ideal samples, in terms of preferred orientation 
and grain size were examined.  In cases of extreme preferred orientation or large 
grain size, the diffraction patterns would comprise of opaque areas, where the 
intensity of Debye cones is discontinued; hence possibly complicating the 
identification of their encoding angles.  Possible limitations of post-sample encoders 
with such samples should be assessed in the future for a more accurate 
representation of their ability.  However, it should be noted that this is not a 
limitation specifically to linear and Archimedean spiral encoders but to all post-
sample encoders relying on encoding of scattering maxima.  Moreover, diffraction 
patterns acquired with encoders of a low open fraction (e.g. ~50% of comb-like 
encoders) are expected to be affected to a greater extend by samples exhibiting 
preferred orientation or large grain size, than high open fraction encoders (i.e. linear 
wire and Archimedean spiral).   
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Outline 
Conclusions drawn from this work are presented, in addition to recommendations 
for future work.  Finally, an explanation of the key contributions of this research to 
general knowledge and specifically to the development of this novel beam geometry 
is provided.   
 
10.1 Research conclusions 
During this research, a novel beam geometry (FCG) for powder XRD was 
investigated and developed with both non-ideal samples and samples under non-
ideal conditions.   
Initially, an annular beam arrangement was compared to conventional pencil beam 
XRD, in terms of scattering maxima widths and intensity.  FCG has the significant 
advantage of enhanced intensity by ‘focusing’ multiple scattering maxima at single 
condensation foci along a primary axis.  Therefore, a considerably lower exposure 
time was employed during all FCG experiments, when compared to conventional 
XRD. 
Broadening of diffraction peaks was observed for FCG and pencil beam scattering 
maxima, when acquired by the FCG system.  Even though a decrease in beam 
divergence, sample thickness and X-ray source’s focal spot size decreased the width 
of diffraction peaks, no significant advantage was observed.   
It was suggested that even though FCG data are commonly interpreted by an 
integration around the condensation foci over an extended image sequence, radial 
integration of a single FCG image is not only more time effective but it also provides 
narrower diffraction peaks.  Both speed and high specificity are extremely 
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important in various areas in need of rapid identification of unknown substances.  
However, radial integration of FCG images requires discrimination between 
converging and diverging condensation rings, which was pursued with either pre-
sample or post-sample encoders.  The latter was also employed in obtaining spatial 
information of unknown substances along a primary axis.   
Non-ideal samples in terms of preferred orientation and grain size were analysed 
by FCG and compared to conventional XRD data.  Scattering maxima from samples 
with preferred orientation or large grain possess a different FCG pattern to ideal 
samples.  Preferred orientation effects caused diffraction caustics to retain a certain 
geometry relative to the geometry of the Debye cones, whereas samples with large 
grain size generated spotty FCG images.  It was demonstrated that FCG offers greater 
advantages over pencil beam geometry, where only a section of the diffraction 
patterns is captured.   
Moreover, analysis of non-ideal amorphous samples was performed with liquid 
samples, which were categorised into threat and non-threat groups based on their 
risk to aviation security.  It was demonstrated that threat liquids could be 
discriminated from benign liquids based on the formers’ lower scattering angles.  It 
was also shown that it is possible to differentiate between water and 30% 
concentration hydrogen peroxide, which is currently considered one of the most 
important threat liquids in aviation security.   
Previous research on FCG involved a specific sample arrangement.  A more general 
scenario of random sample orientation by rotating the sample was investigated to 
determine its effect on FCG caustics.  It was illustrated analytically, empirically and 
through simulations that condensation foci of enhanced intensity are still formed 
even with a sample non-normal to the primary axis.  However, the xyz coordinates 
of condensation foci are dependent upon their scattering angle as well as degree, 
direction and axis of sample rotation.  Additionally, successful FCG analysis of 
multiple samples, normal to the primary axis, was achieved when the samples’ 
position along the beam axis was known, as with all XRD experiments.   
Two novel post-sample encoders (linear wire and Archimedean spiral) were 
investigated to recover spatial information of unknown materials along a primary 
axis.  Proof-of-principle for both encoders was established with conventional XRD 
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due to practical limitations with FCG.  A calibration method was provided to 
overcome experimental errors arising from imprecise designing and positioning of 
the encoders.  An absorbing edge was utilised with FCG, similarly to a linear encoder 
demonstrating possible discrimination between converging and diverging 
condensation rings.  This could enable both spatial discrimination of unknown 
samples with FCG, and interpretation of single FCG images at significantly short 
acquisition times and possibly with higher specificity. 
Finally, the concept of a pre-sample coded aperture to aid interpretation of FCG data 
was examined.  FCG’s annular beam was considered as a pre-sample coded aperture 
aiming at the recovery of conventional XRD data from single FCG images.  Simulated 
and pseudo-empirical data demonstrated great potential of this coded aperture 
system in reconstructing the radii and geometry of Debye cones from ideal and non-
ideal samples, in terms of texture and grain size.  However, empirical data indicated 
a limited ability of the annular aperture in recovering precise scattering maxima 
positions.   
A flow diagram illustrating the key research areas investigated during this study is 
presented in Figure 10.1, along with their main outcomes. 
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 Extreme peak broadening not directly 
related with annular beam geometry. 
 Radial interpretation of single FCG 
images can offer higher specificity. 
 
 Discrimination between threat and 
benign liquids for aviation security. 
 Effective and advantageous analysis of 
samples with texture and large grain size 
by FCG. 
 Description of sample rotation to FCG.   
 Effective analysis of multiple samples 
with a priori knowledge on samples’ 
positions (as with all XRD experiments). 
Recovery of Debye cones from simulated and 
pseudo-empirical FCG data.  Potential for 
empirical FCG data identified. 
 
Discrimination between converging 
and diverging condensation rings. 
 
Spatial discrimination and identification 
of unknown samples by conventional 
XRD.  Potential for employment with 
FCG identified. 
Figure 10.1  A flow diagram illustrating the main research areas of this study along with their key outcomes. 
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10.2 Recommendations for future work 
FCG is a relatively new technique with potential in various fields yet to be explored.  
Future work could focus on a number of different areas as discussed and described 
earlier in Section 5.3.  In this section, only the key areas in need of further 
development that are directly related to this research are considered. 
 
 FCG system development  
Peak broadening of scattering maxima obtained by FCG should be investigated 
further.  FCG should be employed by an independent diffractometer to assess any 
possible differences in the widths of diffraction peaks.  An X-ray source with a small 
focal spot should also be considered in future development. Moreover, 
unconventional collimation optics such as long hollow tube collimators designed by 
3D printing and polycapillary collimators could also be utilised to determine their 
effect on the width of diffraction peaks.  3D printing collimators have the advantage 
of being formed as a single unit rather than multiple units attached together, thus 
causing the primary beam to have a greater uniformity and perhaps lower angular 
and wall divergence.  Pencil beam polycapillary collimators have the unique 
arrangement of multiple long tapered pinholes that force incident rays to exit the 
collimator with a very constrained beam divergence.  A similar approach to annular 
collimators would decrease angular beam divergence significantly, by employing a 
more parallel beam, hence generating narrower diffraction peaks.   
Additionally, precise positioning and translation of all stages should be established 
for more accurate results.  Once an optimised collimator is chosen, precise 
alignment of the annular collimator should be established for all experiments to 
avoid induced non-uniformity effects on the intensity of scattered rays.   
The effect of a diffracting collimator should be assessed in terms of peak broadening.  
A secondary annular collimator would be positioned between the sample and the 
detector.  Initially, a stationary collimator of smaller diameter of that of the incident 
beam’s footprint on the sample should be investigated, and then translation of the 
diffracting collimator could be explored.  Initial theoretical valuations suggest 
utilising an annulus with a radius equal to half of the radius of the incident’s beam 
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footprint on the sample.  Such a diffracting collimator requires translation along the 
primary axis independently to the detector, by a step size half of the latter’s.  It is 
believed that a diffracting collimator could reduce the width of the diffraction peaks. 
 
 Pre-sample coded aperture 
Proof-of-concept of an annular beam coded aperture has been established with 
simulated and pseudo-empirical data (see Section 8.1), indicating that a significantly 
large area of conventional diffraction patterns can be recovered from a limited 
active area detector (Section 9.6).  However, further research into the recovery of 
conventional XRD data from empirical data is required.  A pilot study into post-
processing empirical FCG images to recover standard diffraction patterns was 
provided.  The limitations of the current study arising from its inability to recover 
accurate scattering maxima positions, along with possible reasons were explained 
(Section 9.6).  Future work should focus on determining a more suitable post-
processing procedure that could possibly involve a single or a restricted number of 
FCG images.  An appropriate software for automated or multi-processing of FCG 
images should be identified or developed for a more time effective analysis, hence 
enabling system optimisation.  Moreover, besides recovery of accurate scattering 
maxima positions, reconstruction of Debye rings from samples with preferred 
orientation or large grain size would be beneficial.  This would enable interpretation 
of any FCG data in a conventional manner without compromising FCG’s enhanced 
intensity and hence speed advantage.  In addition, as discussed in Section 9.6, 
significantly large diffraction areas could be acquired with small compact detectors. 
 
 Post-sample encoders with FCG 
A linear wire and an Archimedean spiral have been established herein as post-
sample encoders with conventional XRD.  Future work could focus on establishing 
their proof-of-concept with FCG.  This would require manufacturing bespoke 
encoders in order to reduce experimental errors and achieve greater accuracy in 
determining spatial information and identifying unknown substances.  Precise 
designing may be achieved by 3D printing, with a high absorbing material, thus 
enabling encoding of FCG data.  A linear encoder would act similarly to an absorbing 
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edge described in Section 8.3.1.1, which would simultaneously spatially encode and 
discriminate converging and diverging condensation rings.  An Archimedean spiral 
could also be employed with FCG in a similar manner to a linear encoder, as 
indicated in Figure 10.2.  The fundamental geometry of the Archimedean spiral is 
not altered, but the extended line would assist in differentiating between converging 
and diverging condensation rings as their encoding will appear on opposed sides, 
similarly to an absorbing edge.   
 
 
 
 
 
 
 
The extended structure will however result in an additional encoding angle for each 
scattering maxima.  However, since the extended line passes through the centre of 
the spiral and hence the centre of the diffraction pattern, it would encode all 
scattering rings at the same angle. 
Combination of FCG with an encoder essentially couples a pre-sample coded 
aperture with a post-sample coded aperture.  A system that would enable 
simultaneous presence of an annular mask with an encoder would have the 
potential to recover conventional data from a single FCG image whilst spatially 
discriminating and identifying unknown samples.  Therefore, any unknown samples 
with no a priori knowledge of their position could be identified in a short period of 
time by a single FCG image in a conventional manner.   
 
 
Figure 10.2  An Archimedean spiral 
encoder with an extended structure 
for FCG experiments.   
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10.3 Contributions to knowledge 
The key contributions of this research to knowledge are as follows: 
 
 Further development of a novel geometry referred to as ‘focal construct 
geometry’ (FCG) for power X-ray diffraction utilising an annular beam.  This 
geometry enables acquisition of enhanced intensity data at short time 
exposures due to ‘focusing’ of multiple scattering maxima at single locations.  
Advantages of an alternative data interpretation method have been 
identified for narrower diffraction peaks at shorter acquisition times.  
Moreover, solutions to practical limitations arising from this method have 
been determined, including a beam encoder and post-sample encoders. 
 
 Development of FCG with non-ideal samples.  This involved non-crystalline 
materials such as liquid samples, as well as samples with preferred 
orientation or large grain size.  FCG data analysis has been proposed for 
effective discrimination between threat and non-threat liquids for aviation 
security.  Discrimination of threat liquids present in 1:1 volume mixtures 
with benign liquids has been determined depending on their miscibility.  
Moreover, FCG analysis of a series of samples with increasing preferred 
orientation and a series of samples with increasing grain size has been 
established.  Comparison between FCG and conventional data from such 
samples has been accomplished identifying FCG’s advantages.  The main 
benefit from analysing samples with preferred orientation or large grain size 
with an annular beam geometry lies within its ‘focusing’ property that 
concentrates multiple Debye cones by taking into account their complete 
circumference. 
 
 Development of FCG with ideal samples under non-ideal conditions.  This 
experimental work focused on analysis of ideal samples (in terms of 
crystallinity, preferred orientation and grain size) which were positioned 
under non-ideal orientations.  Previous studies on FCG employed a single 
planar sample placed normal to the primary axis.  The scenario of a more 
general sample orientation with respect to the primary axis was investigated.  
The effect of sample rotation around x and/or y axes on FCG diffraction 
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caustics has been determined and presented in an analytical, simulated and 
empirical approach.  Theoretical predictions were in agreement with 
empirical outcomes.  Therefore, mathematical models describing this effect 
have been developed to predict the behaviour of FCG scattering maxima at 
any random sample orientation and assist experimental data.  Additionally, 
the effect of multiple samples, placed normal to the primary axis, on FCG 
scattering maxima was investigated.  Similarly, to all XRD data analysis, a 
priori knowledge of the samples’ positions was required in order to 
simultaneously identify multiple samples.  Suggestions and empirical data 
demonstrating possible resolution of this requirement were given by post-
sample encoders. 
 
 Development of a pilot study of a coded aperture system with FCG.  FCG’s 
annular beam was established as a pre-sample coded aperture aiming at the 
recovery of conventional XRD data.  The potential of an annular coded 
aperture was demonstrated mainly through a simulated approach.  A 
developed methodology along with alternative post-processing procedures 
was presented for effective recovery of Debye cones from simulated and 
pseudo-empirical FCG data.  The potential of an annular coded aperture with 
empirical FCG data was also demonstrated, although further work is required 
for accurate recovery of scattering maxima positions and intensity geometry.  
Development of this system also proposes an alternative approach to the 
analysis of FCG data from samples with preferred orientation or large grain 
size.  Additionally, the potential of an annular pre-sample coded aperture to 
recover information on a significantly larger diffraction pattern to that 
acquired by a small area detector was identified.   
 
 Establishment of two novel post-sample encoders for spatial discrimination 
of unknown samples along a primary axis.  Proof-of-principle of a linear 
encoder and an Archimedean spiral encoder was established with 
conventional XRD.  This demonstrated effective recovery of either a single 
sample or multiple samples’ position along the primary axis.  In turn, this 
enabled determination of samples’ scattering angles.  These post-sample 
encoders could be applied by any conventional XRD geometries, as well as 
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FCG.  Identification of any material by XRD analysis requires a priori 
knowledge of sample position.  Therefore, in cases where there is no 
information available on samples under investigation, i.e. luggage screening 
techniques, post-sample encoders could be employed.  Similar encoders 
proposed by other studies have two main disadvantages: (1) there is ~50% 
loss of scattered rays due to their ~50% open fraction structure, and (2) they 
cannot be engaged by FCG due to ambiguity limitations arising from their 
inability to distinguish between FCG’s converging and diverging 
condensation rings. 
 
 Discrimination between FCG’s converging and diverging condensation rings.  
Two alternative approaches have been presented in this work for effective 
discrimination of condensation rings.  Firstly, an annular beam (pre-sample) 
encoder was employed to encode converging and diverging condensation 
rings in opposed angles, depending on the encoder’s position.  Secondly, 
post-sample encoders mentioned above, were suggested to encode 
converging and diverging condensation rings, similarly to a primary beam 
encoder.  Proof-of-concept for FCG was established for a linear encoder with 
an absorbing edge.  Employment of post-sample encoders with FCG has the 
ability to discriminate between converging and diverging condensation 
rings, as well as enabling acquisition of depth information of unknown 
samples along a primary axis.  Discrimination between converging and 
diverging condensation rings is significant for FCG, as it would allow 
informative interpretation of single FCG images captured at considerably low 
acquisition times, offering narrower diffraction peaks i.e. higher specificity.  
FCG’s high intensity along with high specificity and speed advantage is 
extremely important for areas in need of rapid material identification, such 
as security screening or in-situ crime scene analysis.   
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APPENDICES 
 
Appendix A PEAK BROADENING 
 
A.1 Collimation optics 
A.1.1 X-ray source – to – collimator distance  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A.1  Relationship between measured widths of Debye rings’ wall thickness as 
the collimator was translated from 129.1 mm – 155.5 mm in steps of 1 mm.  Graphs 
A-F correspond to the six Debye rings from low to high 2θ angles for experiment 
DPtr106 (see Table 6.6). 
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(a) (b) 
Figure A.2  Diffraction images of Al2O3 
acquired with 0.38° (a) and 0.14° (b) total 
pencil beam divergence (2ϕPB) during 
experiments DPtr115 and DPtr143, 
respectively (see Table 6.6). 
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Figure A.3  Scattering profile from Al2O3 acquired with 0.38° (A) 
and 0.14° (B) total pencil beam divergence (2ϕPB) during 
experiments DPtr115 (A) and DPtr143 (B). 
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Figure A.4  Mean FWHM values of the scattering maxima of Al2O3 
obtained with 0.38° and 0.14° total pencil beam divergence 
(2ϕPB) during experiments DPtr115  and DPtr143 respectively. 
 
 
 
 
 
 
 
 
 
A.1.2 Collimator’s pinhole size and length 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (d) (c) (b) 
Figure A.5  Images of the primary beam (top) resulting from collimator 
PB5 attached to the X-ray source (a), collimator PB5 positioned 129.1 
mm from the X-ray source (b), collimator PB6 (c) and collimator PB7 
(d).  The corresponding scattering distributions from Al2O3 sample are 
also presented (bottom images). 
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Figure A.7  Mean FWHM values of the scattering maxima of Al2O3 
obtained with 0.38° 0.14°, 0.16° and 0.015° total pencil beam divergence. 
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Figure A.6  Scattering profiles of Al2O3 when illuminated by a pencil 
beam of total divergence of 0.38° (A), 0.14° (B), 0.16° (C) and 0.015° 
(D). 
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Figure A.9  Mean FWHM values of the scattering maxima of Al2O3 with a 
sample-to-detector distance from 28-88 mm. 
A.2 Sample – to- detector distance 
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Figure A.8  Scattering profiles of Al2O3 when illuminated by a pencil 
beam at 28 mm (A), 38 mm (B), 48 (C), 58 mm(D), 68 mm (E), 78 mm 
(F) and 88 mm (G) sample-to-detector distances. 
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Figure A.11  Mean FWHM values of the scattering maxima of Al2O3 
when positioned 176 mm (DPtr115) and 162 mm (DPtr130) from 
the X-ray source; at a 64 mm and 68 mm sample-to-detector 
distance, respectively. 
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Figure A.10  Comparison of the scattering profiles of an Al2O3 sample at a 
different position along the primary axis; 176 mm (A) and 162 mm (B) 
with similar sample-to-detector distance of 64 mm and 68 mm 
respectively. 
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A.4 Sample thickness 
A.4.1 Powder samples (annular beam) 
 
Table A.1  List of FWHM values of FCG data for Al2O3, hydroxyapatite and NaCl with 
1.6 mm and 3 mm sample thickness, and corresponding calculated lengths of the 
condensation foci. 
 1.6 mm sample thickness  3 mm sample thickness 
 
d-spacing (nm) FWHM (nm) 
 
d-spacing (nm) FWHM (nm) 
  
A
l 2
O
3
 
0.349 ± 1.45 x 10-4 0.007 ± 1.97 x 10-5  0.347 ± 2.28 x 10-4 0.010 ± 2.91 x 10-5 
0.256 ± 7.64 x 10-5 0.006 ± 1.85 x 10-5  0.256 ± 5.99 x 10-4 0.009 ± 2.25 x 10-4 
0.239 ± 8.71 x 10-5 0.006 ± 3.17 x 10-5  0.238 ± 1.19 x 10-3 0.009 ± 2.27 x 10-4 
0.210 ± 2.72 x 10-5 0.005 ± 6.66 x 10-6  0.210 ± 1.02 x 10-4 0.008 ± 2.37 x 10-5 
0.176 ± 4.57 x 10-5 0.004 ± 1.52 x 10-5  0.176 ± 3.58 x 10-4 0.010 ± 4.92 x 10-4 
0.162 ± 4.06 x 10-5 0.004 ± 8.62 x 10-6  0.162 ± 1.94 x 10-4 0.007 ± 6.09 x 10-5 
0.140 ± 1.57 x 10-5 0.004 ± 5.20 x 10-6  0.141 ± 4.88 x 10-5 0.007 ± 2.99 x 10-5 
H
y
d
ro
x
y
a
p
a
ti
te
 
0.391 ± 1.89 x 10-3 0.043 ± 8.57 x 10-4  0.391 ± 3.93 x 10-3 0.024 ± 1.57 x 10-3 
0.345 ± 7.99 x 10-4 0.014 ± 2.03 x 10-4  0.345 ± 1.17 x 10-3 0.012 ± 1.65 x 10-4 
0.313 ± 6.54 x 10-4 0.012 ± 2.49 x 10-4  0.313 ± 6.39 x 10-4 0.009 ± 1.10 x 10-4 
0.280 ± 3.12 x 10-5 0.012 ± 1.32 x 10-5  0.280 ± 8.43 x 10-5 0.013 ± 1.50 x 10-5 
0.229 ± 1.41 x 10-4 0.009 ± 1.58 x 10-4  0.230 ± 2.20 x 10-4 0.010 ± 4.46 x 10-5 
0.198 ± 2.02 x 10-4 0.009 ± 1.53 x 10-4  
0.187 ± 1.01 x 10-4 0.014 ± 4.06 x 10-5 
0.185 ± 4.34 x 10-4 0.010 ± 1.53 x 10-4  
0.150 ± 3.53 x 10-5 0.005 ± 1.07 x 10-5  0.152 ± 1.13 x 10-4 0.007 ± 4.23 x 10-5 
0.130 ± 3.89 x 10-5 0.006 ± 5.78 x 10-5  0.130 ± 1.11 x 10-4 0.004 ± 3.58 x 10-3 
N
a
C
l 
0.330 ± 5.85 x 10-4 0.004 ± 8.28 x 10-5  0.314 ± 9.57 x 10-4 0.009 ± 1.86 x 10-4 
0.286 ± 1.67 x 10-4 0.004 ± 9.91 x 10-5  0.284 ± 1.31 x 10-4 0.006 ± 2.10 x 10-5 
0.278 ± 7.91 x 10-4 0.003 ± 4.23 x 10-4  0.211 ± 3.63 x 10-4 0.006 ± 3.92 x 10-4 
0.202 ± 4.10 x 10-5 0.003 ± 1.31 x 10-5  0.200 ± 1.99 x 10-4 0.006 ± 1.08 x 10-4 
0.194 ± 2.24 x 10-5 0.003 ± 5.09 x 10-6  - - 
0.141 ± 2.12 x 10-5 0.002 ± 6.86 x 10-6  0.137 ± 3.06 x 10-4 0.002 ± 1.07 x 10-4 
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A.4.2 Powder samples (pencil beam) 
 
Table A.2  List of FWHM values of conventional XRD data for Al2O3, hydroxyapatite 
and NaCl with 1.6 mm and 3 mm sample thickness. 
 1.6 mm sample thickness  3 mm sample thickness 
 d-spacing (nm) FWHM (nm)  d-spacing (nm) FWHM (nm) 
A
l 2
O
3
 
0.347 ± 1.38 x 10-3 0.014 ± 1.60 x 10-3  0.350 ± 3.44 x 10-3 0.014 ± 3.35 x 10-3 
0.254 ± 1.20 x 10-3 0.007 ± 2.51 x 10-3  0.253 ± 6.73 x 10-3 0.010 ± 3.03 x 10-2 
0.235 ± 1.34 x 10-3 0.007 ± 4.64 x 10-3  0.235 ± 1.10 x 10-2 0.008 ± 8.06 x 10-2 
0.206 ± 8.09 x 10-4 0.005 ± 1.03 x 10-3  0.205 ± 2.08 x 10-3 0.005 ± 2.62 x 10-3 
0.195 ± 5.94 x 10-3 0.006 ± 9.40 x 10-3  0.192 ± 4.12 x 10-2 0.007 ± 6.96 x 10-2 
0.173 ± 1.10 x 10-3 0.004 ± 1.04 x 10-3  0.172 ± 4.38 x 10-3 0.005 ± 3.51 x 10-3 
0.159 ± 4.60 x 10-4 0.003 ± 9.17 x 10-4  0.158 ± 2.90 x 10-3 0.004 ± 6.74 x 10-3 
0.151 ± 3.53 x 10-3 0.003 ± 6.21 x 10-3  0.148 ± 1.54 x 10-2 0.003 ± 2.68 x 10-2 
0.137 ± 4.89 x 10-4 0.003 ± 1.73 x 10-3  0.136 ± 1.95 x 10-3 0.004 ± 4.44 x 10-3 
0.123 ± 1.60 x 10-3 0.006 ± 2.68 x 10-2  0.120 ± 9.95 x 10-3 0.013 ± 2.66 x 100 
H
y
d
ro
x
y
a
p
a
ti
te
 0.351 ± 1.02 x 10-2 0.013 ± 143 x 10-2  0.352 ± 5.17 x 10-3 0.014 ± 2.49 x 10-3 
0.319 ± 3.94 x 10-2 0.006 ± 4.31 x 10-2  0.317 ±2.22 x 10-2 0.009 ± 4.59 x 10-2 
0.282 ± 1.74 x 10-3 0.012 ± 1.95 x 10-3  0.281 ± 1.31 x 10-3 0.013 ± 2.07 x 10-3 
0.226 ± 1.25 x 10-2 0.003 ± 1.49 x 10-2  0.226 ± 1.08 x 10-2 0.009 ± 5.94 x 10-2 
0.207 ± 6.17 x 10-3 0.009 ± 2.80 x 10-1  0.209 ± 2.24 x 10-3 0.003 ± 5.35 x 10-2 
0.195 ± 1.46 x 10-2 0.007 ± 2.70 x 10-2  0.195 ± 1.44 x 10-2 0.009 ± 6.08 x 10-2 
0.184 ± 1.28 x 10-2 0.007 ± 8.46 x 10-3  0.182 ± 8.56 x 10-3 0.010 ± 2.01 x 10-2 
N
a
C
l 
 
0.497 ± 6.78 x 10-3 0.021 ± 8.35 x 10-3  0.474 ± 5.26 x 10-2 0.027 ± 5.15 x 10-2 
0.306 ± 2.96 x 10-3 0.005 ± 3.38 x 10-3  0.329 ± 1.74 x 10-1 0.018 ± 2.16 x 10-1 
0.268 ± 5.33 x 10-4 0.006 ± 5.82 x 10-4  0.296 ± 2.99 x 10-2 0.009 ± 9.69 x 10-2 
0.220 ± 3.77 x 10-3 0.006 ± 1.32 x 10-2  0.221 ± 2.03 x 10-1 0.027 ± 2.71 x 10-1 
0.204 ± 5.71 x 10-3 0.002 ± 1.27 x 10-2  0.204 ± 5.69 x 10-2 0.002 ± 6.76 x 10-2 
0.195 ± 4.73 x 10-3 0.002 ± 8.54 x 10-3  0.198 ±3.82 x 10-2 0.003 ± 1.19 x 10-1 
0.164 ± 2.41 x 10-3 0.002 ± 2.92 x 10-3  0.162 ± 1.32 x 10-2 0.001 ± 1.76 x 10-2 
0.143 ± 1.21 x 10-3 0.002 ± 1.95 x 10-3  - - 
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Figure B.2  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 31.3 mm along the z-axis (A) and a single Al2O3 (S2) plate 
(B). 
Appendix B MULTIPLE SCATTERERS 
B.1 Same material characteristics 
 
 
 
 
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.1  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 31 mm along the z-axis (A), a single Al2O3 (S2) plate (B) 
and a single Al2O3 (S1) plate (C). 
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Figure B.3  Diffraction signatures from two Al2O3 (S1 and S2) plates 
separated by 31.3 mm along the z-axis (A) and a single Al2O3 (S1) plate 
(B). 
 
 
 
 
 
 
 
 
 
 
 
B.2 Different material characteristics 
 
 
 
 
 
 
 
 
 
 
 
L
i 
n
 (
C
o
u
n
ts
) 
B 
A 
C 
Detector’s z-axis (mm) 
L
in
 (
C
o
u
n
ts
)
0
1000
2000
3000
4000
t ctor's z-axis ( m)
175 180 190 200 210 220 230 240 250
Figure B.4  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 11.8 mm along the z-axis (A), a single Al (AS) plate (B) and a 
single Al2O3 (S1) plate (C). 
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Figure B.5  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 11.8 mm along the z-axis (A) and  a single Al (AS) plate (B). 
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Figure B.6  Diffraction signatures from an Al2O3 (S1) and Al (AS) plates 
separated by 11.8 mm along the z-axis (A) and  a single Al2O3 (S1) plate 
(B). 
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Figure C.1  Representative examples of simulated images of a series of annular 
apertures when the wall thickness increased to 0.03 mm (1), 0.08 mm (2), 0.13 mm 
(3), 0.28 mm (6), 0.48 mm (10), 0.68 mm (14), 0.88 mm (18), 1.08 mm (22) and 1.18 
mm (24). 
Appendix C CODED APERTURE 
C.1 Limited area of FCG data 
 
Table C.1  Information on the limitation of the FCG images obtained from two 
different primary beam annuli in terms of circular and squared area in which the 
diffraction data are limited to either around the centre of the image (central) or 
around the outer circumference of the FCG data (peripheral).  The percentage of data 
availability with respect to the complete diffraction pattern is given. 
Image index 
Circular areas 
  
Square areas 
 
Peripheral Central*  Peripheral Central 
mm2 % mm2 %    mm2 % mm2 % 
0 41.03 100 41.03 100   41.03 100 41.03 100 
1 40.42 98.50 33.18 80.87   40.50 98.71 37.02 90.21 
2 37.46 91.30 11.63 28.34   38.43 93.7 21.90 53.38 
3 34.25 83.48 7.27 17.71   36.49 88.92 12.14 29.58 
4 31.21 76.07 5.00 12.19   32.85 80.07 9.25 22.55 
5 6.78 16.52 0.45 1.09   26.82 65.36 7.03 17.14 
6 - - - -   17.65 43.00 5.00 12.19 
7 - - - -   3.38 8.24 2.12 5.17 
8 - - - -   - - 0.42 1.03 
*Presented in Figure 8.23 (Section 8.1.1.3 (b)) 
 
C.2 Increased thickness of the annulus 
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Figure C.2  Simulated images of the elliptical apertures 
with major axis in the x direction. 
C.3 Elliptical aperture 
 
Table C.2  Details on the ellipses employed as a primary beam indicating with x-axis 
as the major axis and constants (a, b) of each ax2 + by2 = 1 ellipse. 
Index a b 
Axes ratio 
(x:y) 
ell_x1 0.100 1.032 1.15 
ell_x2 0.090 0.467 1.17 
ell_x3 0.077 0.256 1.2 
ell_x4 0.065 0.160 1.26 
ell_x5 0.055 0.111 1.32 
ell_x6 0.046 0.079 1.42 
ell_x7 0.040 0.063 1.57 
ell_x8 0.033 0.048 1.78 
ell_x9 0.029 0.040 2.37 
ell_x10 0.025 0.033 3.17 
ell_x11 0.022 0.028 12.48 
- - - - 
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