In this study we examined the magnitude, and temporal and spatial correlation scales of background uctuations generated by three climate models, two di erent coupled oceanatmosphere general circulation models and one energy balance model. We compared these second-moment statistics of the models with each other and with those of the observation data in several frequency bands. This exercise shows some discordance between the models and the observations and also signi cant discrepancy among di erent numerical models. We also calculated the empirical orthogonal functions and eigenvalues because these are important ingredients for formulating estimation and detection algorithms. There are signi cant model-to-model variations both in the shape of eigenfunctions and in the spectrum of eigenvalues. Also, consistency between the modeled eigenfunctions and eigenvalues and those of the observations are rather poor especially in the low frequency bands.
Introduction
In this study, we examine background uctuations of three climate models in comparison with the observational data. These three climate models are the GFDL (Geophysical Fluid Dynamics Laboratory, Princeton) coupled model, the MPI (Max Planck Institute, Germany) coupled model, and an energy balance model (EBM).
There are several reasons why background uctuations of climate models are important to understand. As emission of greenhouse gases could be a serious environmental threat, we should be prepared to tell whether certain observed changes are \forced" by an external agent as opposed to being \natural." Such distinction may apply to variability on decadal to centennial scales. Since we do not have a long enough observational record, we may have to rely on some model simulations for these low frequency components of variability. Therefore, models should be tested for validity in simulating such long-term variability.
A complex climate model generates a wide spectrum, both in space and time, of internal forcing which in turn excites modes with various spatial and temporal scales. A comparison of the responses of a model to this internal forcing, or so-called natural uctuations, constitutes an important test of a model. Since it was rst proposed, the idea has been considered by many authors including Leith (1985) , Bell (1980 Bell ( , 1985 , North et al. (1981) , Mearns et al. (1990) , Kim and North (1991 , 1992 , 1993 among others.
These background uctuations are also an essential ingredient for detection and estimation studies. Empirical orthogonal functions (EOFs) are calculated from a covariance kernel of background uctuations and they form a complete basis set. Many detection and estimation techniques are built upon these (possibly frequency-dependent) EOFS (Hasselmann 1993; Santer et al. 1994; North and Kim 1994; North et al. 1994; Shen et al. 1994; Kim et al. 1995) . The eigenfunctions and associated eigenvalues allow us to optimally weight data to enhance signal extraction from background noise.
Long-term uctuations have usually been simulated using simple models such as an EBM or an upwelling di usion ocean model (e.g., Lemke 1979; Robock 1978; North et al. 1981; Wigley 1990 Wigley , 1991 . There are some atmospheric and ocean general circulation model (GCM) simulations, but because of the neglect of the deep ocean or the important interaction between the ocean and the atmosphere, their use is somewhat limited. Recently, multi-century datasets from coupled GCMs have become available (Stou er et al. 1994; Manabe and Stou er 1995; v. Storch 1994) . Here, we proceed to examine natural uctuations of these models in terms of the magnitude and geography of the second-moment statistics at several interesting frequencies.
Datasets and Processing
We used three global datasets of monthly mean surface air temperature (anomaly) eld in this analysis: One dataset represents a 1000 year control simulation without external forcing of the GFDL coupled GCM, which uses a 48 40 Gaussian grid (Stou er et al. 1994; Manabe and Stou er 1995) . Certain aspects of the internal variability of this model have also been addressed by Delworth et al. (1993) and Knutson and Manabe (1995) . The MPI dataset was obtained from a 600 year control simulation using the coupled ECHAM/LSG model (Cubasch et al. 1992) . The model uses a 64 32 Gaussian grid. An analysis of the interdecadal variability using output from this model was carried out by v. Storch (1994) . Hegerl et al. (1994) also addressed the decadal scale internal variability of this model in association with a detection study. The rst 200-300 years of this simulation are dominated by strong temperature uctuations centered in the high southern latitudes. It is unclear, however, whether this represents a dynamical mode which has been excited by the coupling shock or residual drift of the sea-ice model. Thus, we applied our analysis only to the years 301 to 600 of the simulation to avoid results which do not typically represent the model. The United Kingdom (UK) dataset is an observed monthly temperature anomaly eld on a 72 36 regular grid archived at the National Center for Atmospheric Research. The surface temperature anomaly over land is from Jones et al. (1986a, b) and that over the ocean is from Woodru et al. (1987) . Grid points without data coverage are indicated as missing. We used only a 100-yr record for this analysis since we considered the earlier records too sparse for our analysis.
At the outset, we address some caveats in comparing the model datasets against the observational data. For one thing, background uctuations, or internal variability, are de ned as unforced uctuations in a climate system. In the observational record, however, the forced and unforced responses are all compounded. We do not have su cient knowledge to separate them. Greenhouse warming, volcanoes and insolation uctuations are the typical forced signals not included in a model simulation. Such forced signals may increase the variability in the observational data and hence can seriously hamper rigorous comparisons between the model datasets and the observational data. Recently a modeling study has been published in which the surface temperature change due to greenhouse gases and/or sulphate aerosols has been examined (Mitchell et al. 1995; Liang at el. 1995; Hasselmann et al. 1995) . Such modeling studies with forced variability will eventually lead to a better evaluation of the noise statistics of climate models against the observational data. At present, however, forced components of natural variability are not known well enough to subtract them from the observations for a comparison between purely internal climate variability.
We also point out that all the analysis in this study is carried out in the Fourierspherical harmonic space as discussed in Kim and North (1991 , 1992 , 1993 . While the authors' preference of the present method to that in a discrete sample space is mainly philosophical, there are, nontheless, some advantages of the spectral method. (1) The spherical harmonic functions are the natural basis of the spherical coordinate system. The use of the spherical harmonic functions is occasionaly convenient since certain properties are conserved under rotations of the coordinate system. (2) The spherical harmonic func-tion space allows us to make an explict use of the underlying assumption that the elds we are dealing with are continuous. (3) When the data or model results are expressed as a truncated series of spherical harmonics, the degree of resolution is the same all over the sphere. Lack of homogeneity in the distribution of stations might lead otherwise to peculiarities in the resulting EOFs that have little to do with the underlying physical phenomena. (4) Therefore, formulation and solution of the problem in the spherical harmonic space is often e cient and fast. Of course, the method su ers from the disadvantage of having to compute the Fourier-spherical harmonic coe cients of the data, which in turn su ers from the error involved in the spatial interpolation of data into a gridded array.
To facilitate the computation of the spherical harmonic coe cients, we replaced the missing values in the observations by the global mean value at that time. By substituting the global average value for the missing data, we intended to suppress spurious spatial variance introduced by interpolating the data. This procedure, however, introduces some spurious temporal variability and bias. We cannot suppress them both. We recognize this as a source of some ambiguity. Of course, \ lling in" of the missing data is not necessary for a method based on the least-square-error scheme, but the method produces huge spurious anomalies over the gappy regions when the gap size is large (as is the case for the UK data in the 1890's and the early 1900's). This indicates that the spherical harmonic coe cients are distorted. It is cautioned that non-global dataset always has the potential of creating erroneous answers simply because the truth is not known. Again, having to use a global dataset is an awkward aspect of the present method. The comparison between standard deviations in models and observations in gridpoint-space shown in the IPCC report is consistent with our results in data covered areas (Gates et al. 1995) . However, di erent from the IPCC comparison, our approach allows to split the variance elds into frequency bands.
After we prepared the gridded datasets, we removed the annual cycle and its harmonics by subtracting the monthly mean value from each month. We do not remove the linear trend in the data because the presence or the magnitude of a linear trend is still controversial. This procedure will form a (nearly) stationary time series of the global temperature anomaly eld. Then, these datasets were recast using spherical harmonic functions and were triangularly truncated at order 11 to remove spatially small scale uctuations. The time series of spherical harmonic coe cients were transformed into Fourier harmonic coe cients via a discrete Fourier transformation technique. These Fourier expansion coe cients were used to form frequency-dependent covariance matrices. Bear in mind that we are dealing with the time series of spherical harmonic coe cients rather than those of temperature anomalies at each station.
Such procedures are not necessary for the EBM because it directly produces covariance matrices for selected frequencies North 1991, 1992) . The EBM used in this study is a climate model computing surface temperature eld based on an energy conservation principle. An earlier version of EBM is a single-column, two-dimensional model with full geography where land, mixed-layer ocean and sea ice including vertical column of air above them are distinguished only by di erential heat capacity. The sea ice is prescribed and does not evolve with time. The model transfers heat horizontally through its di usive heat transfer mechanism. Recently, an upwelling, di usive deep ocean was coupled to this EBM to account for the vertical heat exchange between the surface component and the deep ocean.
Since the EBM is linear seasonal insolation forcing was turned o . Then, the EBM noise response is produced by a forcing anomaly. This forcing may schematically mimic the sources of internal uctuations of the real Earth. The forcing is parameterized in terms of its magnitude and spatial shape, whose spectrum is white in time. The two parameters were tuned such that the variance of the surface temperature anomaly eld in the central Asia and the tropics is reasonable in the 2 month to 10 year band. In particular, the latitudinal shape of the forcing is given by f (x) / exp(?2jx ? 0:5j); where x is cosine of the latitude. While the computation of the EBM statistics is mainly the exercise of curve tting, we nevertheless include them as useful benchmark solutions to compare against. We admit the absence of physics in the EBM, but it is still useful to see how much better complex models can simulate the second-moment statistics of noise uctuations caused by the dynamics of the climate system in comparison with a simple noise-forced model tuned to reproduce variability at high frequencies. The preception of the usefulness is rather personal, but the EBM statistics also have been proven useful in many estimation and detection studies (Shen et al. 1994; Kim et al. 1995) . The EBM used in this study includes an upwelling di usion ocean.
These frequency-dependent covariance matrices were processed for the second-moment statistics (variance and spatial and temporal covariances) as delineated in Kim and North (1991) . We also computed EOFs and eigenvalues from covariance matrices as discussed in Kim and North (1993) .
Finally, we prepared additional copies of the model datasets to examine how much the \ lling" of the missing observations a ect the shape and magnitude of the secondmoment statistics. We introduced arti cial \gaps" to the model datasets. The shape of the gaps changes with time and is the same as in the United Kingdom dataset. The percent coverage of observations is shown in Fig. 1 . Then, the model datasets were analyzed in the same way as done for the observational dataset. In the following, we conveniently call this process \masking." Since the observational record is 100 years long, the masking pattern may repeat every 100 years when applied to a longer dataset. We will utilize both the rst 100 year record and the full record of the masked model datasets to examine sampling errors in computing these statistics.
Results and Discussion
a. Spectrum of Global Average Temperature Figure 2 shows the spectral densities for the best AR process (Newton 1988) of the global average temperature anomaly elds from observations and climate models. See also Table 1 for the numerical values of the spectra at selected frequencies. The spectra are qualitatively similar to those in Stou er et al. (1994) . See the plot of global average temperature anomalies in the same paper. Note that the inclusion of the rst 300-yr record of the MPI model into calculating the spectrum leads to a much higher estimate of the low-frequency variability. This re ects the uncertainty in calculating the spectrum, since it is not clear whether the early record of the MPI model simulation is pure spinning up or an internal mode of the coupled system. All the models have less variability density than the observations at frequencies of about 1/30 yr ?1 and higher. The di erence is greater than the 90% con dence limit of the amplitude spectra. The con dence limit was calculated based on the assumption that the di erence between the estimated amplitude spectrum and true spectrum is normally distributed. Detailed discussion is found in Newton (1988) . A similar result for the MPI model is also found in Hegerl et al. (1994) , where the internal variability of surface temperature trends in the MPI model is shown to be about half the size of that of the observations. At frequencies lower than 1=30 yr ?1 we can compare only the modeled spectra. Bear in mind that the spectrum of observations can be seriously contaminated by sampling errors below this frequency because of the short record length. The EBM yields the largest estimate of centennial-scale variability while the MPI model yields the smallest. The EBM estimate of the centennial-scale variability is larger than that of the observations by a factor of 2 but is consistent with that of Wigley and Raper (1991) . Modeled spectra deviate signi cantly from one another especially in the low frequency band. There is a factor of 2 di erence between the GFDL and the MPI, and a factor of 4 di erence between the GFDL and the EBM.
The slopes of the spectral density curves are generally in agreement among the di erent models and the observational data in the intra-decadal frequency bands (frequencies higher than 10 yr ?1 ). There is a strong discrepancy among the models, however, in the centennial frequency band. While the coupled model spectra become essentially white at about a 30 year period, the EBM spectrum remains red.
We also examined spectral estimates based upon Fourier transforming the lagged autocovariance using several window shapes (not shown). The results are essentially the same as shown in Fig. 2 . The global average temperature spectra of the masked datasets are also almost the same as Fig. 2 .
Part of the di erence between the global spectrum of the observational data and those of the models, of course, is due to the forced variability. It is premature to assess the contribution of the forced variability to the global average temperature spectrum. A rough estimate of the contribution of greenhouse gases and aerosols to the global average temperature spectrum is given by assuming the 0:5 C linear warming over the past century as the combined e ect of greenhouse gases and aerosols. The combined e ect of greenhouse gases and aerosols is maximum at the lowest frequency and does not account for more than 25% of the global average temperature spectrum of the observational data. The solar variability can explain as much as 30% of the total variability (personal communication with T. J. Crowley). However, there is high uncertainty in the reconstruction of historic solar radiation changes (Hoyt and Schatten 1993) . It is even more di cult to estimate the spatial and temporal structures of the forced variability although some new results are being accumulated (e.g., Mitchell et al. 1995; Liang et al. 1995) . Therefore, we will not clutter with the forced variability in the rest of the discussion.
b. Variance
In the intra-annual frequency band, coupled GCMs show strong variability in the northern high latitude areas (Fig. 3) . This high latitude variability may strongly be associated with snow and ice, which are considered to be di cult variables to compute accurately in climate models. It is clear, however, that there is signi cant model-to-model variation in the intra-annual response of the sea ice and snow. This may re ect some uncertainties in handling the sea ice and snow in the GCMs. The GFDL model also shows much stronger variability in the Antarctic Circumpolar Current regions than the MPI model. After masking the model datasets, we have rather consistent pictures of intra-annual variability as in Fig. 4 . The order of magnitude of the variability seems correct for the coupled models. The GFDL model seems to produce slightly stronger variability in the Southern Hemisphere, especially over the oceans. The centers of action in the two coupled GCMs agree qualitatively with the observations. No masking was done for the EBM because it does not produce the surface temperature anomaly data but the covariance matrix directly. The EBM most erroneously predicts the position of the Asian center of action (Fig. 3) . In this frequency band, the sampling error is minimal.
In the decadal frequency band, there is still some discrepancy among GCMs in the sea ice covered regions (Fig. 5) . The gross pictures of the modeled variance elds, however, are fairly consistent in magnitude and shape with those of observations. The centers of action are only slightly di erent in all four panels. This is more clearly portrayed in Fig. 6 based on the 100-yr masked datasets. The results are also consistent with standard deviation elds of the coupled model data and the observations shown in Gates et al. (1995) . Figure 7 shows variance in the 10 year to 30 year band. The magnitude of modeled variability over active areas in this frequency band is consistent with the observations. This does not necessarily mean that the models are consistent with the observations because the forced variability is not accounted for. Further, there is some discrepancy between the observational data and the models in the spatial structures of variability. Between the two GCMs, there are two big di erences which need some remarks. In the GFDL dataset, there is strong activity at the coast of the Antarctica south of Australia (0:3 C 2 ). We do not know what causes this strong variability. In the MPI dataset, there is no counterpart in the same frequency band, but there is a similar sign at the Wedell Sea region in the 50 year to 100 year band instead (Fig. 8) . As for the MPI model, sea ice activity is much stronger at northern high latitude regions than in the GFDL model in this frequency band. This may indicate that the MPI sea ice has a longer response time.
After masking the model datasets, there still remains some discrepancy between the observational data and the models in the 10 year to 30 year frequency band (Fig. 9) . Although the variance is fairly small compared to the intra-decadal variability, this frequency band is of importance for the detection of low frequency forced signals. Therefore, we may have to improve climate model responses in this decadal-centennial frequency band. At present, the model-to-model variation is of the same order as the variability itself. Figure 10 shows spatial correlation functions in the intra-annual frequency band at selected test points. The EBM overestimates the correlation scale over the continents while the GCMs slightly underestimate them. Due to the selection of the test points away from the observation \holes" except for the Antarctic test point, masking has almost no e ect on the shapes of the spatial correlation functions.
c. Spatial Correlation Function
In the 1 year to 10 year frequency band, the EBM seriously overestimates the spatial correlation scale both over the land and the ocean (Fig. 11) . The MPI model, on the other hand, underestimates the spatial correlation scale over the continents. The GFDL model produces a reasonable spatial correlation scale both over the ocean and land. No model correctly reproduces the spatial correlation structure associated with El Niño. Figure 12 shows the temporal correlations at a lag of one month. The lagged correlations were calculated from several 10-year segments and then averaged over the ensemble. Since the earlier observations have many gaps in time, we calculated the temporal correlation based also on the most recent 10-year segment. The result is qualitatively the same as the ensemble average. As shown in Fig. 12 the GCMs reproduce temporal correlation scales very poorly. The GFDL model underestimates the temporal correlation scale over the whole globe. Over most of the high latitude regions, the temporal scales of the response are less than 10 days. Over the oceans, the temporal scales are less than the observations by at least a month. The MPI model also underestimates the temporal scale over most regions. An exception is the Wedell Sea area. In this area, the correlation scale is greater than 5 months as a result of the low-frequency variability or drift. Only the EBM seems to produce reasonable temporal correlation scale. This may be an artifact of having tuned the value of e ective (constant) heat capacity over land to produce a reasonable lag of the response eld in the model in the seasonal cycle.
d. Temporal Correlation Function
Perhaps the most plausible explanation for this discrepancy lies in the di erent media the datasets represent. While the observational data is either the sea surface temperature over the ocean or the 2m air temperature over land, the MPI dataset represents the interpolated temperature between the rst layers of the ocean and the atmosphere. The GFDL dataset represents the temperature of the bottom atmospheric layer. In general, the temporal scale of the noise uctuations in the atmosphere is shorter than that in the ocean. Such a di erence can hamper any fair comparisons of the temporal scales between the models and the observations.
We also examined the amplitude and phase of the annual cycle of the GCM simulations to see if these variables provide any clue relating to erroneous temporal scales of the background uctuations. The geographical distribution of the amplitude of the annual cycle of these GCMs is very consistent with the observations. The phase of the annual cycle is generally consistent with the observations except in regions of active sea ice and snow. The MPI model also has a much longer phase lag over Antarctica.
e. Eigenfunctions and Eigenvalues
The spatial and temporal covariance structure of the background uctuations is an important information to determine optimal weighting of the samples in a linear estimation theory developed by North and his colleagues Shen et al. 1994 Shen et al. , 1995 Kim et al. 1995) . The spatial structure of the covariance kernel is nonuniform and is not easily parameterized in terms of a few simplifying assumptions. The EOFs allow us to take into account the spatial nonuniformity of the covariance structure without invoking any simplifying assumptions. For data with a nite length, the temporal structure may not be strictly homogeneous. Then, we may need the spatio-temporal EOFs which are beyond the scope of this study.
In the linear estimation theory referred to above, the signal may be projected onto a set of eigenfunctions and each component may be weighted according to the associated eigenvalue (Hasselmann 1993; Shen et al. 1994; Kim et al. 1995) . Therefore, EOFs and their associated eigenvalues are an important ingredient for formulating the linear estimation techniques. The EOFs of the Earth's surface temperature uctuations are very di cult, however, to calculate accurately, because the eigenvalues are close to one another. A slight perturbation of the system will have two or more eigenfunctions mixed together in an unpredictable way (North et al. 1982; Kim and North 1983) . Therefore, bear in mind that the following comparisons of eigenfunctions are a very stringent test of the numerical models. We conjecture that the linear estimation technique is more sensitive to the eigenvalues than to the eigenfunctions, which is the subject of our new study. Figure 13 shows the eigenvalue spectra. All the models estimate larger eigenvalues than those of the observations at high mode numbers. This is clearly a sampling problem due to the short length of the observational record as demonstrated in Kim and North (1993) (also see North et al. 1982; v. Storch and Hannosch ock 1986) . In the intra-decadal frequency band, the EBM seriously overestimates the rst eigenvalue and the other models underestimate the rst few eigenvalues. In the 10 year to 30 year frequency band, all the models underestimate the rst few eigenvalues. This again may partly be due to the sampling error of the observations. Tables 2-4 summarize how modeled EOFs compare with those of the observations. For the 2 month to 1 year frequency band, the two GCMs are fair with 7 of the rst 10 modes being marginally similar (pattern correlation r > 0:5) to those of the observations. The GFDL model does the best job with 4 modes in good agreement (r > 0:7). The EBM is somewhat poor with only 4 modes marginally similar. In this frequency band, masking only deteriorates the correlation between the observations and the models.
In the 1 year to 10 year band, the models begin to deviate from the observations (Fig. 14, Table 3 ). There is only 1 mode in the EBM and in the GFDL, which is in good agreement with the observations. The best reproduction of the EOF modes of the observational data is found in the GFDL, which has 3 marginally similar modes. In this low frequency band there are signs of modal mixing, which apparently makes worse the coherence between the models and the observational data (Fig. 14) . This is an expected result considering the closeness of the eigenvalues except perhaps for the rst one or two values (Fig. 13) . We do not clearly understand in which way two or more modes are intermingled. In the even lower frequency band, models do a very poor job in reproducing these eigenfunctions (Table 4 ).
There are also signi cant model-to-model variations in the shape of the eigenfunctions. For example, in the 2 month to 10 year frequency band, there is no mode which is consistent (r > 0:7) in all three models (table is not shown). Even marginally consistent modes are rare; only two modes are marginally similar in the model simulations. Between the two GCMs, however, there are six marginally consistent modes leaving the EBM responsible for the incongruity. In the 10 year to 30 year frequency band, the two GCMs do not have any consistent modes. In this frequency band, the GFDL EOFs are closer to those of the EBM with 4 marginally consistent modes but there is no consistent mode in the MPI.
f. Sampling Errors
Finally, we address sampling errors in computing the noise statistics. The secondmoment statistics were computed again based on a shorter (100-yr) record. Test results indicate that the second-moment statistics based on the full records are almost the same as those based on the 100-yr records in the intra-decadal frequency band. This is an expected result in light of the sampling theorem. In the 10 year to 30 year band, there were some changes in the variance eld. Such alterations, however, were small enough to be regarded as negligible.
In the intra-decadal frequency band sampling errors for the eigenfunctions and eigenvalues were also examined. Eigenfunctions and eigenvalues were rather sensitive to sampling errors and those based on the 100-yr model datasets were somewhat di erent from those based on the full datasets. The sampling error alone, however, cannot explain the poor agreement between EOFs of the observational data and those of the models. Pattern correlations between the EOFs of the full dataset and those of the 100-yr segments generally follow the trend reported in Kim and North (1993; see Tables 5 and 6 ).
Summary and Concluding Remarks
In this study, we calculated the second-moment statistics and the EOFs of background surface temperature uctuations from unforced control runs of some current climate models. The three models we considered are the GFDL coupled model, the MPI coupled model, and the noise-forced EBM. A stringent test of the climate models is to compare the second-moment statistics and the EOFs of their solutions against those of the observation data.
The United Kingdom dataset is an observational dataset gridded on a 72 36 array and we used a 100-yr segment of the dataset. The dataset has a number of spatial and temporal gaps representing the missing observations. For accurate comparisons of the models with the observations we prepared additional model datasets by introducing arti cial \gaps" in the same manner as in the observational data. Then, the gaps in the model datasets were treated in the same way as those in the observational dataset.
As demonstrated, examination of the frequency-dependent second-moment statistics is indeed a critical sensitivity test of the model. The maps of the second-moment statistics at selected frequency bands clearly revealed similarities and di erences between the models and the observational data and also among the climate models. On the whole, there was some inconsistency between the model noise statistics and those of the observational data especially in the low frequency regime. There were also signi cant model-to-model variations, especially in the sea-ice covered regions.
Although EOFs and eigenvalues are important ingredients for formulating detection and estimation techniques, we cannot yet calculate them accurately from climate models. There was only moderate consistency between the models and the observations in the intra-annual frequency band. In the inter-annual frequency band, modeled EOFs were not very similar to those of the observations. Also, there were signi cant model-to-model variations in the shapes of the EOFs, which may be exacerbated by modal mixing. The modeled eigenvalue spectra were somewhat di erent from those of the observations. In the inter-decadal frequency band, the rst eigenvalues estimated by GCMs are di erent from that of the observational data by at least a factor of two. This may be partly due to the short observational record. The sampling error bias tends to overestimate the rst few eigenvalues. We hope to address the e ect of erroneous eigenvalues and eigenfunctions in the estimation and detection strategies in a separate paper.
We attempted to describe how well some climate models simulate background surface temperature uctuations, and how di erent the statistics are between the models and the observations and among the complex and simple models. This rather preliminary study is not intended to (and cannot) explain why such di erences exist in the climate models. Also, one should bear in mind the important caveats in comparing the model simulations with the observational data. Namely, the observation dataset includes such factors as increasing greenhouse gas, volcanoes, human activities, which were not included in the GCM simulations. We hope, however, that these benchmark tests give a hint as to the present status of modeling climate variability and hopefully give the direction of e orts to improve climate models. Fig. 1 . Percentage of available data in a 100-yr record (1890-1989) on a 72 36 array of the United Kingdom global temperature anomaly dataset. Area with less than 30% of data available is stippled. Fig. 2 . Best AR spectra of the global temperature anomaly datasets and the EBM spectrum. The best AR orders are 13, 12, and 12 for the United Kingdom dataset, the GFDL dataset, and the MPI dataset, respectively. Each spectrum was scaled such that the area under the curve is the total variance. The smoothed spectra with di erent lags are very close to their AR counterparts. Also, alteration of these spectra by introducing arti cial \holes" in the model datasets is very minor. Figure 1 . Table 2 . Correlation of modeled empirical orthogonal functions against those of observation in the 2 month to 1 year frequency band. In each model category, the rst column represents the best correlation (mode number in parenthesis) and the second column the second best correlation. Model categories include energy balance model (EBM), GFDL model (GFDL), spatially masked GFDL model (GFDL M), MPI model (MPI), and spatially masked MPI model (MPI M). The correlation values may be understood as \good" (> 0:7), \marginal" (> 0:5) and \poor" (< 0:5). Table 3 . Same as Table 2 but for the 1 year to 10 year frquency band. Table 4 . Same as Table 2 but for the 10 year to 30 year frquency band. Fig. 1 . Percentage of available data in a 100-yr record (1890-1989) on a 72 36 array of the United Kingdom global temperature anomaly dataset. Area with less than 30% of data available is stippled. Fig. 2 . Best AR spectra of the global temperature anomaly datasets and the EBM spectrum. The best AR orders are 13, 12, and 12 for the United Kingdom dataset, the GFDL dataset, and the MPI dataset, respectively. Each spectrum was scaled such that the area under the curve is the total variance. The smoothed spectra with di erent lags are very close to their AR counterparts. Also, alteration of these spectra by introducing arti cial \holes" in the model datasets is very minor. Table 2 . Correlation of modeled empirical orthogonal functions against those of observation in the 2 month to 1 year frequency band. In each model category, the rst column represents the best correlation (mode number in parenthesis) and the second column the second best correlation. Model categories include energy balance model (EBM), GFDL model (GFDL), spatially masked GFDL model (GFDL M), MPI model (MPI), and spatially masked MPI model (MPI M). The correlation values may be understood as \good" (> 0:7), \marginal" (> 0:5) and \poor" (< 0:5).
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