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Abstract
We present details of our effective computational methods based on the real-space finite-difference
formalism to elucidate electronic and magnetic properties of the two-dimensional (2D) materials
within the framework of the density functional theory. The real-space finite-difference formalism
enables us to treat truly 2D computational models by imposing individual boundary condition on
each direction. The formulae for practical computations under the boundary conditions specific to
the 2D materials are derived and the electronic band structures of 2D materials are demonstrated
using the proposed method. Additionally, we introduce other first-principles works on the MoS2
monolayer focusing on the modulation of electronic and magnetic properties originating from lattice
defects.
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I. INTRODUCTION
Atomically thick two-dimensional (2D) materials have been increasingly attracting in-
terest from the perspective of fundamental science and advanced engineering because their
electronic, magnetic, optical, and chemical properties are significantly different from those
of 3D bulk materials. The most widely studied 2D material since the successful exfolia-
tion using the micromechanical cleavage method in 2004 is graphene,1 because of its rich
physics and high electron mobility. However, pristine graphene is a gapless semiconductor,
and thus, cannot obtain an effective current on/off ratio, which hinders its application to
semiconductor fields such as field-effect transistors (FETs). Although various techniques
have been investigated to expand the band gap of bilayer graphene systems2–5 for devel-
oping graphene-based FETs, it is still challenging to obtain the band gap large enough for
the industrial applications. Recently, graphene-like 2D materials, e.g., silicene, germanene,
and phosphorene, and transition metal dichalcogenide (TMD) monolayer have also attracted
much interest due to their easily tunable or intrinsic band gaps and potential applications in
next-generation electronics, spintronics and optical devices.6–12 However, in order to apply
them in the development of new devices, there remain many open questions to be answered
regarding their electronic and magnetic characteristics. To resolve the questions, theoreti-
cal approaches using first-principles calculations are indispensable as well as experimental
investigations.
Conventional first-principles calculation methods are based on basis-set expansion tech-
niques using such as atomic orbitals or plane waves. In these methods, however, we should
always pay attention to whether the basis function used satisfies the required calculation
accuracy and to the fact that the boundary condition does not correspond to that of the
actual experiments. On the other hand, the real-space finite-difference method13–16 enable
us to avoid the above problems, since the wave function and potential on real-space grids
are directly calculated without using basis functions. For instance, the calculation accuracy
can be simply improved by narrowing the grid spacing. Moreover, by imposing individual
boundary condition on each direction, i.e., a periodic boundary condition in the film direc-
tion of the 2D materials and an isolated boundary condition in the direction perpendicular
to the film plane, one can treat more strictly 2D computational models.
In this review paper, we present details of numerical procedures based on the real-space
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finite-difference formalism within the framework of the density functional theory17 to esti-
mate electronic and magnetic properties of 2D materials. The formulae for practical com-
putations under the boundary conditions specific to the 2D materials are derived and the
electronic band structures of 2D materials are demonstrated using the proposed method.
First, we present a derivation of the discretized Kohn–Sham equation based on the real-
space finite-difference formalism. Then, using multipole expansion and Ewald summation
techniques,13,14,18 efficient procedures to compute the Hartree potential for 2D materials
by solving the Poisson equation are described. Furthermore, we derive the Kohn–Sham
equation and the Poisson equation in the Laue representation19,20 which is well-known as an
effective and suitable technique to treat 2D periodic materials and expresses physical quanti-
ties using the two-dimensional plane wave expansion and a one-dimensional real-space grid.
Additionally, we demonstrate the band structure calculations for graphene-like 2D mate-
rials (graphene, silicene, and germanene) using the proposed method and introduce other
first-principles works on electronic and magnetic properties of a MoS2 monolayer.
In the following five sections, our computational formalism is described in detail. In
Sect. VII, the electronic band structure calculations for the several 2D materials are demon-
strated by means of our formalism. Section VIII introduces other first-principles studies
on the MoS2 monolayer. The summary and outlook for the theoretical study on the 2D
materials is presented in Sect. IX.
II. DENSITY FUNCTIONAL THEORY AND KOHN-SHAM EQUATION
We would better start this article from brief introduction of two essential background
theorems on first-principles calculations, on which the theoretical approach to be stated
in this article is based. One is the density functional theory, which has been built up
by Hohenberg and Kohn in 1964.17 The density functional theory states that the charge
density distribution at the ground state of a system minimizes the total energy functional
under the constraint of particle number conservation, and determines all the properties of
the system, such as eigenvalues and eigenfunctions. The total energy functional is, however,
in an universal form, and difficult to be evaluated in numerical calculations. Therefore,
the density functional theory had to include promising approximations of the universal
functional, which are adoptable in practical computations.
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In 1965, Kohn and Sham has introduced an approximation with non-interacting electrons,
which enables us to reproduce the ground-state charge density distributions of complicated
many-electron systems only by solving inexpensive single-particle Schro¨dinger-like equation,
namely Kohn-Sham equation.21
− 1
2
∇2ψ(r) + veff(r)ψ(r) = εψ(r), (1)
where veff(r) represents the Kohn-Sham effective potential and reads
veff(r) =
∑
s
vsion(r) + vf(r) + vH(r) + vxc(r). (2)
Here, the first, second, third, and forth terms in the right-hand side denote ionic core po-
tential, external potential such as electric field, Hartree potential, and exchange-correlation
potential, respectively. To determine the electronic structure at the ground state, the Kohn-
Sham equation (1) is, in general, solved as an eigenvalue problem for a certain number
of eigenpairs, i.e., eigenenergy εi and wave function ψi(r) for i = 1, 2, · · · . According to
the density functional theory, the Hartree potential and the exchange-correlation potential
depend on the electron density,
ρ(r) =
∑
i
ni|ψi(r)|2, (3)
where ni denotes the occupation number of the ith Kohn-Sham orbital. The electron density
ρ(r) obviously depends on the wave functions ψi(r), which are determined by solving the
Kohn-Sham equation (1). Because of the dependency on each other, this series of equations
needs to be solved in a self-consistent manner.
We notice that throughout this article we use the Hartree atomic unit, i.e., |e| = m =
h/2π = 1, where e, m, and h are the electron charge, electron mass, and Planck’s constant,
respectively.
III. REAL-SPACE FINITE-DIFFERENCE FORMALISM
The real-space finite-difference formalism, to be stated in this section, is one of the
methods to solve the Kohn-Sham equation (1) within the framework of the density functional
theory, and has been at first proposed by Chelikowsky et al. in 1994.13–16 As shown in
Fig. 1(a), the real-space finite-difference formalism represents the three-dimensional (3D)
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continuous real space as a 3D discrete space filled with equidistant grid points, i.e., each
direction in the 3D real space is sampled with a constant grid spacing hi (i = x, y, and
z). Therefore, physical quantities being continuous in real space, such as effective potential,
electron wave function, and electron density distribution, are also discretized, and the values
are defined only on the discretized grid points as shown in Fig. 1(b). Consequently, we can
directly treat the physical quantities by solving the Kohn-Sham equation (1) for the values
on the grid points. This is contrastive to the conventional methods using basis function sets
such as atomic orbitals or plane waves, which expand the physical quantities using the basis
functions and solve the problems for the expansion coefficients.
In this section, we show how to transcribe the Kohn-Sham equation (1) into the real-
space finite-difference formalism so that one can solve the differential equation in practical
numerical computation. In the conventional methods using basis function sets, the second
derivative with respect to three real-space directions, as seen in the left-hand side of (1),
can be managed by differentiating the basis functions. In contrast, the real-space finite-
difference formalism does not adopt any basis function sets, and thus, the second derivative
is approximated by finite-difference formulae.
A. Finite-difference approximation
In the real-space finite-difference formalism, the wave function ψ(r) in (1) is discretized
and the set of the values on the grid points are treated as a vector. Accordingly, the operators
at the left-hand side in (1) acting on the wave function ψ(r) need to be discretized and defined
in a matrix form. The effective potential veff(r) is now assumed to be a local operator, and
therefore, is simply expressed as a diagonal matrix. On the other hand, the kinetic energy
operator in the form of the Laplacian ∇2, i.e., the second derivative with respect to the
three real-space directions, is approximately represented by a semi-local matrix form. This
is called finite-difference approximation.
The representation of the second derivative operator in a matrix form is derived by using
the Taylor expansion of a continuous function f(x). Let us consider the Taylor expansion
of the one-dimensional (1D) function f(x) with respect to a grid point xi, and express the
function values at the neighboring grid points xi±1 = xi ± hx up to the second order of the
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Taylor expansion.
fi−1 = f(xi−1) = f(xi)− hxf ′(xi) + 1
2
h2xf
′′(xi) +O(h3x) (4)
fi = f(xi) (5)
fi+1 = f(xi+1) = f(xi) + hxf
′(xi) +
1
2
h2xf
′′(xi) +O(h3x) (6)
This set of the equations can be rewritten in the matrix form

fi−1
fi
fi+1

 =


1 −1 1
2
1 0 0
1 1 1
2




f(xi)
hxf
′(xi)
h2xf
′′(xi)

 . (7)
Operating the inverse of the 3 × 3 matrix in the right-hand side on the equation above
from the left and exchanging the sides, one can have the approximate expressions of the
zeroth, first, and second derivatives of the function f(x) at the grid point xi as the weighted
summations of the function values fi−1, fi, and fi+1.

f(xi)
hxf
′(xi)
h2xf
′′(xi)

 =


0 1 0
−1
2
0 1
2
1 −2 1




fi−1
fi
fi+1

 (8)
The third row just shows the finite-difference approximation of the second derivative using
up to the first nearest function values, i.e., approximation order of Nf = 1.
f ′′(xi) =
1
h2x
(fi−1 − 2fi + fi+1) (9)
Thus, the quotients to the respective function values for the approximation order Nf = 1
are found to be 1, −2, 1 for fi−1, fi, and fi+1, respectively. This scheme can be expanded
to higher-order derivatives and more neighboring grid points. For the generalized case that
considers the Taylor expansion up to 2Nfth order and Nf neighboring grid points at each
side of the grid point xi, the function values f(xi+j) for j = −Nf , · · · , Nf are expressed as
f(xi+j) = fi+j =
2Nf∑
k=0
(jhx)
k
k!
dkf(x)
dxk
∣∣∣∣
x=xi
+O(h2Nf+1x ). (10)
Thus, the jk element of the Taylor coefficient matrix as in (7) is tjk = j
k/k!. By taking the
procedure for changing the equation as from (7) to (8), the mth derivative of the function
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f(x) at the grid point xi is expressed as
f (m)(xi) =
1
hmx
+Nf∑
l=−Nf
{
[tjk]
−1}
ml
fi+l. (11)
Table I exhibits the real-space finite-difference coefficients of the second derivative for
the approximation orders of Nf = 1, · · · , 8. Using the sets of the coefficients cl, the second
derivative of the function f(x) at the ith grid point xi is expressed as
d2
dx2
f(x)
∣∣∣∣
x=xi
=
1
h2x
+Nf∑
l=−Nf
clfi+l. (12)
We notice that since the finite-difference approximation of the second derivative relates
the grid points xi and xj only for all |i − j| ≤ Nf , the Laplacian operator in the matrix
form is not local any more, but the non-zero elements appears only within a diagonal band
of the matrix. Consequently, the Laplacian operator matrix is sparse in the real-space
finite-difference representation. The sparseness is advantageous to perform matrix–vector
multiplications in numerical computation.
At the end of this subsection, we mention the accuracy of the finite-difference approx-
imation. Figure 2 draws the energy dispersion relations of a plane wave exp(ikxx), which
are evaluated by using the finite-difference formula (12) with the approximation orders of
Nf = 1, · · · , 8 and at a constant grid spacing hx = 1 aB (aB is the unit of length in the
Hartree atomic unit, i.e., 1 aB = 0.529 A˚). These energy dispersion relations are compared
to that obtained by the analytic solution 1
2
k2x. It is clearly seen that the finite-difference ap-
proximation deviates more from the analytical solution for lower order and for higher wave
number. Although increasing the approximation order Nf of the finite-difference formula
(12) is the most effective way to improve the accuracy, this simultaneously deteriorates the
sparseness of the kinetic energy operator matrix, and thus, leads increase in computational
cost. For a while, we treat only the case of the central finite-difference approximation, i.e.,
the approximation order of Nf = 1, for simplicity.
B. Real-space representation of Kohn-Sham equation
In the preceding subsection, we have discretized the second derivative operator as well
as physical quantities, i.e., wave function ψ(x) and effective potential veff(x), and thus, the
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1D Kohn-Sham equation is ready to be transcribed into a matrix equation form. When
a real-space calculation domain is uniformly divided into N grid points and an isolated
boundary condition (ψi = 0 for i < 1 or N < i) is imposed, the product of the Kohn-Sham
Hamiltonian −1
2
d2
dx2
+ veff(x) and the wave function ψ(x), like as the left-hand side of (1), is
written as the matrix–vector product
[
−1
2
d2
dx2
+ veff(x)
]
ψ(x) ≈


α1 β 0 · · · 0
β α2
. . .
...
0
. . . 0
...
. . .
. . . β
0 · · · 0 β αN




ψ1
ψ2
...
...
ψN


, (13)
where αi =
c0
2h2x
+veff(xi) and β =
c1
2h2x
. Here, one can confirm that the operator matrix is band
diagonal. In the case of imposing a periodic boundary condition, wave functions have finite
values even outside the calculation domain, i.e., supercell, and thus, the nonlocal kinetic
energy operator matrix refers to the wave function values in the neighboring supercells (i < 1
and N < i). According to the Bloch’s theorem, the wave function values in the neighboring
supercells are determined using the Bloch condition ψi±N = exp(±ikxLx)ψi, where kx and
Lx are the wave number and supercell length in the x direction, respectively. Therefore, the
product of the Kohn-Sham Hamiltonian −1
2
d2
dx2
+ veff(x) and the wave function ψ(x), like as
the left-hand side of (1) is written as the matrix–vector product
[
−1
2
d2
dx2
+ veff(x)
]
ψ(x) ≈


α1 β 0 · · · β(−)
β α2
. . .
...
0
. . . 0
...
. . .
. . . β
β(+) · · · 0 β αN




ψ1
ψ2
...
...
ψN


, (14)
where β(±) = exp(±ikxLx)β, and exp(±ikxLx) is called phase factor.
So far, we have stated the real-space finite-difference representation of Kohn-Sham equa-
tion (1) based on the 1D central finite-difference formula. This argument is able to be
extended straightforwardly to the case of 3D Kohn-Sham equation with higher order of
the finite-difference approximation. Substituting the finite-difference formula (12) into the
Kohn-Sham equation (1), the discretized Kohn-Sham matrix equation in the real-space rep-
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resentation consequently reads
− 1
2
+Nf∑
l=−Nf
[
cl
h2x
ψi+l,j,k +
cl
h2y
ψi,j+l,k +
cl
h2z
ψi,j,k+l
]
+ veff ,i,j,kψi,j,k = εψi,j,k. (15)
The subscript i, j, and k of the wave function and effective potential stand for the real-space
grid indexes in the x, y, and z directions, respectively.
Throughout this section, we have treated the Kohn-sham equation under the assumption
of local effective potential. Even in the case of nonlocal effective potential, which is intro-
duced by adopting sophisticated pseudopotential methods,22–25 the discretized Kohn-Sham
matrix equation including nonlocal effective potential can be derived within the framework
of the real-space finite-difference formalism in the similar manner.26,27
IV. HARTREE POTENTIAL FOR 2D PERIODIC BOUNDARY CONDITION
Considering two-dimensional (2D) materials, such as graphene, MoS2 monolayer, and Bi
bilayer, one can easily see that the 2D materials have periodicity only in the directions of
their geometrical extension, which are hereafter referred to as x and y directions. In the z
direction perpendicular to the film plane, no periodicity exists and rather they are isolated,
as illustrated in Fig. 3. The Hartree potential in the Kohn-Sham equation (1), which is the
Coulomb interaction of electrons, should be carefully treated under the periodic boundary
condition because the integration of Coulomb interactions diverges if the integrations are
executed infinitely. The Hartree potential is commonly evaluated by solving the Poisson
equation.
∇2vH(r) = −4πρ(r) (16)
Equation (16) is usually solved using conjugate-gradient or steepest-decent method. In
the case of the systems including the isolated boundary condition, the boundary values of
Hartree potential just outside of the calculation domain are required to solve the Poisson
equation. In this section, we introduce an efficient procedure to determine the boundary
values of Hartree potential.
The numerical summation over the grids is the most direct procedure to compute the
Hartree potential. However, the numerical summation is time-consuming for large systems
because the computational cost for the direct summation is proportioned to the 5/3 power
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of system size. The procedure using a multipole expansion of the electron density around
an arbitrary point r0 is proposed by Chelikowsky et al.13,14
vH(r) =
∫
ρ(r′)
|r− r′|dr
′
=
∞∑
l=0
∫
ρ(r′)
|r− r0|
( |r′ − r0|
|r− r0|
)l
Pl(cos θ
′)dr′
=
∫
ρ(r′)dr′
|r− r0| +
∑
µ
pµ ·
(rµ − r0µ)
|r− r0|3
+
∑
µ,ν
qµν ·
3 (rµ − r0µ)(rν − r0ν)− δµν |r− r0|2
|r− r0|5
+ · · · (17)
with µ and ν being x, y and z. Here, the functions Pl(cos θ
′) (l = 0, 1, 2, · · · ) are the
Legendre polynomials and cos θ′ is described as
cos θ′ =
(r− r0) · (r′ − r0)
|r− r0| · |r′ − r0| . (18)
In addition, pµ and qµν are the dipole moment
pµ =
∫
(r′µ − r0µ)ρ(r′)dr′ (19)
and quadrupole moment
qµν =
∫
1
2
(r′µ − r0µ)(r′ν − r0ν)ρ(r′)dr′, (20)
respectively. Although the computational cost is proportioned to system size in this scheme,
the accuracy of the solution largely depends on the choice of the position r0.
To avoid the problem in accuracy, the positions of atoms are chosen as the centers of
the multipole expansion. This method is called the fuzzy cell decomposition and multipole
expansion.26 A weighting function ωs(r) for the multiple-center system centered at the sth
nucleus is introduced to decompose the electron density.
ρs(r) = ρ(r)ωs(r), (21)
where
ρ(r) =
∑
s
ρs(r). (22)
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ωs(r) is the defining function of so-called Voronoi polyhedra Ωs,
28 which provides Wigner-
Seitz cells and is set to satisfy the following equations.
∑
s
ωs(r) = 1, (23)
where
ωs(r) =

 1 ∈ Ωs0 otherwise . (24)
The multipole expansion for each ρs(r) centered around the position of each nucleus R
s
gives the Hartree potential
vH(r) =
∑
s
(∫
ρs(r
′)dr′
|r−Rs| +
∑
µ
psµ ·
rµ − Rsµ
|r−Rs|3
+
∑
µ,ν
qsµν ·
3(rµ −Rsµ)(rν − Rsν)− δµν |r−Rs|2
|r−Rs|5 + · · ·
)
, (25)
with µ and ν being x, y and z. Here, psµ and q
s
µν are
psµ =
∫
(r′µ − Rsµ)ρs(r′)dr′ (26)
and
qsµν =
∫
1
2
(r′µ −Rsµ)(r′ν − Rsν)ρs(r′)dr′. (27)
If ωs(r) is in the manner of a step function at the boundary of Ωs, the expansion of (25)
requires many terms. For rapid convergence of the expansion with respect to the number
of the terms in (25), the behavior of ωs(r) near the boundary should be made as smooth
as possible using the fuzzy cell technique,29 in which the section of the boundary of (24)
is fuzzy. The multipole expansion up to the quadrupole is sufficient to obtain an accurate
solution when the fuzzy cell is employed.
For later convenience, we define the following quantities.
V 1,sH (r) =
1
|r−Rs| , (28)
V 2,sH,µ(r) =
rµ −Rsµ
|r−Rs|3 , (29)
and
V 3,sH,µν(r) =
3(rµ −Rsµ)(rν − Rsν)− δµν |r−Rs|2
|r−Rs|5 . (30)
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Thus, (25) is written as
vH(r) =
∑
s
(∫
ρs(r
′)dr′ · V 1,sH (r) +
∑
µ=x,y,z
ps,µ · V 2,sH,µ(r)
+
∑
µ,ν=x,y,z
qs,µν · V 3,sH,µν(r) + · · ·
)
. (31)
It is noteworthy that the computations of the terms attributed to V 1,sH (r), V
2,s
H,µ(r), and
V 3,sH,µν(r) in (31) are time-consuming when the periodic boundary condition is used. We will
introduce an efficient method to compute these terms in Sect. VI.
V. LAUE REPRESENTATION
For 2D periodic materials as shown in Fig. 3, it is well-known that the Laue
representation19,20 is effective and suitable for describing the systems and their physical
quantities. In this section, we state the transformations of the 3D real-space equations, i.e.,
the Kohn-Sham equation for wave functions (1) and the Poisson equation for Hartree poten-
tial (16), into the Laue representation, which describes physical quantities in wave number
space along the x and y directions and in real space along the z direction.
A. Kohn-Sham equation in Laue representation
Let us start from the continuous 3D Kohn-Sham equation
− 1
2
[
d2
dx2
+
d2
dy2
+
d2
dz2
]
ψ(x, y, z) + veff(x, y, z)ψ(x, y, z) = εψ(x, y, z), (32)
in which three real-space directions x, y, and z are explicitly described. Because of the
periodicity in the x and y directions, the Bloch’s theorem can be applied to the wave function
ψ(x, y, z) only for the directions of the periodicity,
ψ(x, y, z) = exp(ik|| · r||)u(x, y, z). (33)
The Bloch’s wave factor exp(ik|| · r||) is determined by the 2D wave number vector k|| =
(kx, ky) and 2D position vector r|| = (x, y). Here, u(x, y, z) is a Bloch function with a
periodicity in the x and y directions, which is the same periodicity as the supercell. It is
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easily seen that the periodic function u(x, y, z) can be expanded as a Fourier series only in
the x and y directions. Equation (33) is thus rewritten as
ψ(x, y, z) = exp(ik|| · r||)
∑
i
ψ˜i(z) exp(iG
(i)
|| · r||), (34)
where ψ˜i(z) represents the expansion coefficient for ith plane wave component and is a
continuous function of the z direction. Here, G
(i)
|| denotes the ith 2D reciprocal vector, and
is defined as
G
(i)
|| =
(
2π
Lx
ix,
2π
Ly
iy
)
for ix, iy = 0,±1,±2, · · · . (35)
The effective potential veff(x, y, z) in (32) has the periodicity in the x and y directions as
well as the system geometry, and thus, is also able to be expanded as a Fourier series in the
direction of the periodicity, as
veff(x, y, z) =
∑
i
v˜
(i)
eff (z) exp(iG
(i)
|| · r||), (36)
where v˜
(i)
eff (z) represents the expansion coefficient for ith plane wave component and is also
a continuous function of the z direction.
Substituting (34) and (36) into the Kohn-Sham equation (32), one can obtain the Kohn-
Sham equation in the Laue representation,
∑
i
[
1
2
(
k|| +G
(i)
||
)2
− 1
2
d2
dz2
+
∑
j
v˜
(j)
eff (z) exp(iG
(j)
|| · r||)
]
ψ˜i(z) exp(iG
(i)
|| · r||)
= ε
∑
i
ψ˜i(z) exp(iG
(i)
|| · r||). (37)
By variable transformation, the product of the effective potential and the wave function at
the third term in the left-hand side can be further simplified as
∑
ij
v˜
(j)
eff (z) exp(iG
(j)
|| · r||)ψ˜i(z) exp(iG(i)|| · r||) =
∑
i′j′
v˜
(i′−j′)
eff (z)ψ˜j′(z) exp(iG
(i′)
|| · r||) (38)
Since the 2D plane wave set {exp(iG(i)|| · r||)} forms a complete system, the coefficients to
each plane wave component at both sides are equivalent for each i. Therefore, the wave
function expansion coefficient ψ˜i(z) satisfies the differential equations
1
2
[(
k|| +G
(i)
||
)2
− d
2
dz2
]
ψ˜i(z) +
∑
j
v˜
(i−j)
eff (z)ψ˜j(z) = εψ˜i(z) (39)
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for all i. In practical numerical computation, the expansion coefficients ψ˜i(z) and v˜
(i−j)
eff (z),
which are both the functions of the z direction, have to be discretized. For this purpose,
we apply the finite-difference approximation (12) to the second derivative of the expansion
coefficient function ψ˜i(z) with respect to the z direction in (39). Consequently, the Kohn-
Sham equation for the wave function coefficient, which is treated in practical numerical
computation, is expressed as the linear equations
1
2
(
k|| +G
(i)
||
)2
ψ˜i,k − 1
2
+Nf∑
l=−Nf
cl
h2z
ψ˜i,k+l +
∑
j
v˜
(i−j,k)
eff ψ˜j,k = εψ˜i,k (40)
for all i and k. As already mentioned above, the 2D materials, on which this article is now
focusing, have isolated boundary conditions in the z direction, and hence, the Kohn-Sham
Hamiltonian matrix is sparse and band diagonal like as that in the right-hand side of (13).
B. Hartree potential in Laue representation
As already stated in Sect. II, the potential terms have to be determined for constructing
Kohn-Sham Hamiltonian and for determining the ground-state electron density. Here, we
introduce the derivation of the equation for the Hartree potential in the Laue representation,
because the Hartree potential is also periodic in the x and y directions and isolated in the
z direction. The Hartree potential in the real-space representation vH(x, y, z) is defined as
vH(x, y, z) =
∫
ρ(x′, y′, z′)
|r− r′| dr
′, (41)
where r = (x, y, z) and r′ = (x′, y′, z′). It is well known that the Hartree potential vH(x, y, z)
satisfies the Poisson equation (16). Because of the geometrical periodicity of the 2D mate-
rials, the Hartree potential vH(x, y, z) and the electron density ρ(x, y, z) are both expressed
as Fourier series in the x and y directions, in analogous to the effective potential veff(x, y, z)
mentioned in the preceding subsection.
vH(r) =
∑
i
v˜
(i)
H (z) exp(iG
(i)
|| · r||) and ρ(r) =
∑
i
ρ˜i(z) exp(iG
(i)
|| · r||) (42)
Here, v˜
(i)
H (z) and ρ˜i(z) represent the expansion coefficient functions for the ith wave compo-
nent of the Hartree potential and electron density, respectively. Substituting (42) into the
Poisson equation (16), one can obtain the Poisson equation for the Hartree potential in the
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Laue representation, as [
d2
dz2
− |G(i)|| |2
]
v˜
(i)
H (z) = −4πρ˜i(z) (43)
for all i. To discretize the expansion coefficient functions v˜
(i)
H (z) in the z direction, the finite-
difference approximation (12) is applied to the second derivative of the expansion coefficient
function v˜
(i)
H (z) with respect to the z direction. Consequently, the Poisson equation for the
Hartree potential expansion coefficients, which is treated in practical numerical computation,
is expressed as the linear equations
+Nf∑
l=−Nf
cl
h2z
v˜
(i,j+l)
H − |G(i)|| |2v˜(i,j)H = −4πρ˜i,j (44)
for all i and j. Now one can see that the matrix operating on the Hartree potential coefficient
vector v˜
(i,j)
H is band diagonal as well as the Kohn-Sham Hamiltonian matrix in the Laue
representation as seen in (40).
To solve (44), the boundary value of Hartree potential is required. The details for calcu-
lating the boundary value of Hartree potential for 2D materials in practical computations
are described in Sect. IV.
VI. EWALD SUMMATION FOR 2D PERIODIC BOUNDARY CONDITION
In the case of periodic systems, computations of Coulomb potentials and energies in
infinite systems require much computational cost and involve numerical difficulties because
the potential of 1/|r| slowly vanishes at the limit of |r| → ∞. Ewald proposed an efficient
method for treating the integrations of Coulomb potentials and energies.18 This method
was originally introduced for bulks, in which the periodic boundary condition is imposed on
all the directions. In this section, we introduce the extension to the systems in which the
periodic boundary condition is imposed in the x and y directions and the isolated boundary
condition in the z direction.30
The ionic pseudopotential under the periodic boundary conditions is expressed as
vsion(r) =
∑
P
v¯sion(P+ r−Rs), (45)
where the sum is performed over real-space lattice vectors P of (nxLx, nyLy, nzLz), and Lx,
Ly, and Lz are the lengths of unit cell in the x, y, and z directions, respectively. Although we
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assume the use of the pseudopotential proposed by Bachelet et al.31,32 here, this method is
applicable to other types of pseudopotentials, e.g., norm conserving pseudopotential,23 ultra-
soft pseudopotential,24 and projector augmented-wave (PAW) method.25 Local components
for sth atom is given by
v¯sion(r) = −
Zs
|r|
∑
i=1,2
Cs,i erf(
√
αs,i |r|), (46)
where Cs,i (Cs,1+Cs,2 = 1) and αs,i are the parameters of the pseudopotential and erf(x) is
the error function defined by
erf(x) =
2√
π
∫ x
0
exp(−t2)dt. (47)
Substituting (46) into (45), we have
vsion(r) = −Zs
∑
G
2π
Ω
exp [iG · (r−Rs)]
∫ η
0
exp
(
−|G|
2
4t2
)
1
t3
dt
−Zs
∑
P
2√
π
∑
i=1,2
Cs,i
∫ √αs,i
η
exp(−|P+ r−Rs|2t2)dt, (48)
where G are 3D reciprocal vectors of 2π( jx
Lx
, jy
Ly
, jz
Lz
) and Ω is the volume of unit cell Lx ×
Ly × Lz. The Coulomb interactions are divided into a long-range contribution computed in
reciprocal space and a short-range sum treated in real space. In typical case for bulks, η
is chosen to be 0.2 – 0.7 and the amount of the sums in (48) is only 73 – 113 operations.
However, in practical calculations for 2D materials, η is chosen so that the potentials and
energies rapidly converge with the small numbers of the sums in (48) because vacuum is
included in the z direction.
A. Ionic pseudopotential
By using the identity,∫ 1
0
1
t2
exp
(
−a2t2 − b
2
4t2
)
dt
=
√
π
2b
[
exp(−ab) erfc
(
b− 2a
2
)
+ exp(ab) erfc
(
b+ 2a
2
)]
(b > 0), (49)
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the ionic pseudopotential is given by
vsion(r) = −
π
S
Zs
∑
|G|6=0
1
|G| cos [G · (r−R
s)] f+(G, r)
+
2
√
π
S
Zs
[
1
η
exp(−|z −Rsz|2η2) +
√
π |z − Rsz| erf(|z −Rsz| η)
]
+Zs
∑
P
1
|ζs|
[
erf(η |ζs|)−
∑
i=1,2
Cs,i erf(
√
αs,i |ζs|)
]
, (50)
where G = 2π( jx
Lx
, jy
Ly
, 0), P = (nxLx, nyLy, 0), S = Lx × Ly, ζs = P+ r−Rs, and
f±(G, r) = exp
[−|G| (z − Rsz)] erfc
( |G| − 2η2(z −Rsz)
2η
)
± exp[|G| (z − Rsz)] erfc
( |G|+ 2η2(z − Rsz)
2η
)
. (51)
Here, erfc(x) is the complementary error function
erfc(x) = 1− erf(x). (52)
B. Hartree potential
To determine the boundary values of Hartree potential for the Poisson equation by (31),
one needs to compute V 1,sH (r), V
2,s
H,µ(r), and V
3,s
H,µν(r). It is easily recognized that
V 1,sH (r) = − lim
αs,i→∞
vsion(r)
Zs
, (53)
and therefore,
V 1,sH (r) =
π
S
∑
|G|6=0
1
|G| cos [G · (r−R
s)] f+(G, r)
−2
√
π
S
[
1
η
exp(−|z − Rsz|2 η2) +
√
π|z −Rsz| erf(|z − Rsz| η)
]
+
∑
P
1
|ζs| erfc(η |ζ
s|). (54)
V 2,sH,µ(r) is obtained by the following relations.
V 1,sH (r) ≡
∑
P
1
|ζs| , (55)
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and
V 2,sH,µ(r) ≡
∑
P
ζsµ
|ζs|3 =
∂
∂Rsµ
V 1,sH (r). (56)
In the case of µ = x, y,
V 2,sH,µ(r) =
π
S
∑
|G|6=0
Gµ
|G| sin [G · (r−R
s)] f+(G, r)
+
∑
P
[
2η exp(−η2 |ζs|2)√
π |ζs| +
erfc(η |ζs|)
|ζs|2
]
ζsµ
|ζs| , (57)
and in the case of µ = z,
V 2,sH,µ(r) =
π
S
∑
|G|6=0
cos [G · (r−Rs)] f−(G, r) + 2π
S
erf(|z −Rsz| η)
(z −Rsz)
|z −Rsz|
+
∑
P
[
2η exp(−η2 |ζs|2)√
π |ζs| +
erfc(η |ζs|)
|ζs|2
]
ζsµ
|ζs| . (58)
There is a similar relation for V 3,sH,µν(r).
V 3,sH,µν(r) ≡
∑
P
3 ζsµζ
s
ν − δµν |ζs|2
|ζs|5 =
∂
∂Rsµ
∂
∂Rsν
V 1,sH (r) (59)
Thus, in the case of µ = x, y and ν = x, y,
V 3,sH,µν(r) = −
π
S
∑
|G|6=0
GµGν
|G| cos [G · (r−R
s)] f+(G, r)
+
∑
P
[{
4η exp(−η2|ζs|2)√
π
(
η2 + |ζs|−2)+ 2 erfc(η|ζs|)|ζs|3
}
ζsµζ
s
ν
|ζs|2
+
{
2η exp(−η2 |ζs|2)√
π |ζs| +
erfc(η |ζs|)
|ζs|2
}
ζsµζ
s
ν − δµν |ζs|2
|ζs|3
]
, (60)
in the case of µ = x, y and ν = z,
V 3,sH,µν(r) =
π
S
∑
|G|6=0
Gµ sin [G · (r−Rs)] f−(G, r)
+
∑
P
[{
4η exp(−η2|ζs|2)√
π
(
η2 + |ζs|−2)+ 2 erfc(η|ζs|)|ζs|3
}
ζsµζ
s
ν
|ζs|2
+
{
2η exp(−η2 |ζs|2)√
π |ζs| +
erfc(η |ζs|)
|ζs|2
}
ζsµζ
s
ν − δµν |ζs|2
|ζs|3
]
, (61)
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and in the case of µ = ν = z,
V 3,sH,µν(r) =
π
S
∑
|G|6=0
cos [G · (r−Rs)]
×
[
|G| f+(G, r)− 4η√
π
exp
{
−|G|
2 + 4(z − Rsz)2η4
4η2
}]
−4
√
πη
S
exp(−|z − Rsz|2η2)
+
∑
P
[{
4η exp(−η2|ζs|2)√
π
(
η2 + |ζs|−2)+ 2 erfc(η|ζs|)|ζs|3
}
ζsµζ
s
ν
|ζs|2
+
{
2η exp(−η2 |ζs|2)√
π |ζs| +
erfc(η |ζs|)
|ζs|2
}
ζsµζ
s
ν − δµν |ζs|2
|ζs|3
]
. (62)
C. Coulomb energy among the nuclei
Coulomb energy among the nuclei is
γE =
π
2S
∑
s,s′
ZsZs′
∑
|G|6=0
1
|G| cos
[
G · (Rs′ −Rs)
]
f+(G,Rs
′
)
−
√
π
S
∑
s,s′
ZsZs′
[
1
η
exp(−|Rs′z −Rsz|2η2) +
√
π |Rs′z − Rsz| erf(|Rs
′
z − Rsz|η)
]
−
∑
s,s′
ZsZs′δss′
η√
π
+
1
2
∑
P,s,s′
′ZsZs′
erfc(η |ξs,s′|)
|ξs,s′| , (63)
where ξs,s
′
= P+Rs
′ −Rs.
A nucleus does not interact with its own Coulomb charge, so that the P = 0 term must
be omitted from the real-space summation when s = s′. The prime in the last summation
in (63) means that |ξs,s′| = 0 is omitted.
VII. ELECTRONIC BAND STRUCTURE FOR 2D MATERIALS
In order to ensure the efficiency of the real-space finite-difference method, we have calcu-
lated the electronic band structure of the several 2D materials, graphene, silicene, and ger-
manene. These systems are usually treated with the plane-wave basis set using slab models.
However, we can treat truly 2D model by virtue of the advantage of the real-space finite-
difference method. The computational conditions are as follows: the coarse-grid spacings hi
(i = x, y, and z) are set at ∼ 0.30 aB, ∼ 0.40 aB, and ∼ 0.40 aB, for graphene, silicene, and
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germanene, respectively. The dense-grid spacing of the double-grid method26,33,34 is fixed at
hi/2. The k-space integrations are performed with 142 k points in the irreducible Brillouin
zone. The nine-point finite-difference formula (Nf = 4) and the local density approximation
(LDA)35 are employed. The PAW method25 is used for interaction between electrons and
nuclei. Coulomb potentials and energies in infinite systems are computed using the formulae
given in Sect. VI. After the structural optimization, we found that silicene and germanene
are slightly buckled while graphene is planar. Figure 4 shows the electronic band structures.
Although the bands attributed to σ orbitals approach to the Fermi level as the atomic num-
ber increases, the particular feature of sp3 bonding network is observed at the Fermi level.
Thus, silicene and germanene are also promising 2D materials as well as graphene.
VIII. FIRST-PRINCIPLES STUDIES ON MOS2 MONOLAYER
Recently, considerable interest has been focused on TMD compounds due to their great
potential as a complementary material to graphene. TMD compounds have the chemical
formula TX2, where T represents a transition metal from group IV, V, or VI, and X repre-
sents a chalcogen (S, Se, or Te). The most remarkable feature of TX2 compounds is their
highly anisotropic layered structure. While TX2 layers are linked to each other by weak van-
der-Waals-type forces, each TX2 layer is composed of covalently bonded X-T-X sandwiches.
In other words, in each layer, a transition-metal plane is enclosed within two chalcogen
planes with a trigonal prismatic configuration to form a hexagonal crystal structure. Fur-
thermore, all TX2 compounds are indirect band gap semiconductors.
6–9 Owing to the weak
interlayer interactions, an isolated TX2 monolayer can readily be extracted mechanically
using an adhesive tape,36 chemically by lithium-based intercalation,37 or by employing other
techniques38 analogous to the exfoliation of graphene. In this case, the exposed TX2 surfaces
are relatively inert without any intrinsic dangling bonds since no covalent bonds are broken
during the exfoliation process.
MoS2 (molybdenum disulfide) is a typical example of a several-layered TMD compound
(Fig. 5). For the last several decades, bulk MoS2 has been extensively investigated and at-
tracted attention due to its unique electronic, optical, and catalytic properties7,8,39–41 as well
as its importance for dry lubrication.42 Furthermore, the intriguing properties of the MoS2
monolayer, which are expected to be distinct from those of bulk MoS2, are considered to
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have broad application prospects in next-generation nanodevices, and thus, have been arous-
ing tremendous interest recently. In particular, the MoS2 monolayer has an intrinsic direct
band gap43–53 that differs from that of bulk MoS2, which is an indirect gap semiconductor.
8,54
Therefore, the 2D MoS2 monolayer is more attractive than graphene from the viewpoint of
the applications to nano-electronic devices such as high-speed and low-power-consumption
FETs, where a high on/off current ratio is required. Simultaneously, this material has shown
to be promising for applications in optoelectronics, energy storage, and energy harvesting
fields.44,55–58 In the development of such novel electronic devices, the unique characteristics
of the MoS2 monolayer have motivated many researchers to eagerly seek techniques to tune
its outstanding electronic, chemical, and physical properties in a controllable manner by ei-
ther introducing lattice defects (e.g., introducing vacancies, or substituting and/or adsorbing
impurities),52,59–68 or imposing external forces (e.g., mechanical strain, or electronic and/or
magnetic fields).64,67,69,70 A few layered structures71–74 are also attractive, which include
hetero-layered structures with a MoS2 monolayer adsorbed on metals,
75,76 semiconductor
oxide surfaces,77–79 and other 2D materials.77,80,81
In this section, we introduce recent theoretical works to elucidate and control the promi-
nent properties of the MoS2 monolayer using first-principles calculations within the frame-
work of the density functional theory. Here we focus on the modulation of the electronic
and magnetic properties of the MoS2 monolayer by the lattice defects mentioned above.
To investigate the electronic properties of the bulk MoS2, many studies on the electronic
band structure have been performed using experimental8,45,51,82,83 and theoretical50,74,83–85
methods. In these studies, the 3D bulk MoS2 crystal is reported to be an indirect semicon-
ductor with an indirect band gap of ∼ 1.3 eV and a direct band gap of ∼ 1.8 eV. Those
arise from the presence of two minima in the conduction band (CB) at different k-points
in the hexagonal first-Brillouin zone. Here, one minimum with a higher energy is directly
above the valence band (VB) maximum at the K point and the other with a lower energy
is located between the K and Γ points. As the thickness of the MoS2 crystal is decreased
to a few atomic layers, the indirect band gap becomes wider while the direct band gap is
insensitive to the number of layers. Finally, experimental studies find an indirect-to-direct
band gap transition in the pristine 2D monolayer form, which has a direct band gap of
∼ 1.9 eV.44–46,51
22
A. Electronic band structure of pristine MoS2 monolayer
To reveal the electronic band structure and band gap of the MoS2 monolayer, several
first-principles studies have also been performed.43,47–50,52,59–62,65,71,77,78,84,86–91 Figure 6 rep-
resents the electronic band structure of the MoS2 monolayer. The electronic band structure
is calculated based on the real-space finite-difference formalism using the nine-point finite-
difference formula (Nf = 4), the coarse-grid spacings of 0.33 aB, a 144 mesh for the k -space
integration in the first-Brillouin zone, the PAW method,25 and the Perdew-Burke-Ernzerhof
generalized gradient approximation.92 The atomic configrations are set to be a = 6.00 aB
and c = 5.93 aB in Fig. 5. As the result, the direct band gap of 1.73 eV is obtained in our
calculation. However, the value of the band gap varies greatly according to the lattice con-
stant of the models and the procedures employed to treat the exchange-correlation potential
and the ionic pseudopotential. For instance, the computed band gap is sensitive to the
exchange-correlation functional adopted in the Kohn-Sham equation. While the computed
band gap is 1.60− 1.90 eV43,47,48,50,59–62,65,77,78,86,88,90,91 using the LDA35 and the generalized
gradient approximation,92,93 the gap is 2.05 − 2.30 eV48,60,71,87 when estimated by employ-
ing the functional of Heyd, Scuseria, and Ernzerhof,94,95 and 2.41 − 2.97 eV43,48,50,84,87,89,90
when estimated by the GW approximation,96 respectively. Moreover, the band splitting of
∼ 150 meV has been reported to be induced by the strong spin-orbit coupling around the
K point due to broken inversion symmetry.48–50,78,84,97–99 This characteristic makes MoS2
interesting for spin-physics exploration.
B. Vacancy defect
During the experimental fabrication of single-layered MoS2 using epitaxial growth, chem-
ical vapor deposition,100 or mechanical exfoliation techniques,36,101 vacancy defects are ob-
served due to the imperfection of the growth or exfoliation process. Thus, several dangling
bonds appear in the MoS2 monolayer and largely affect the electronic band structure around
the band gap, where the VB (CB) edge is mainly constituted from the hybridization of Mo
4d and S 3p orbitals (Mo 4d orbitals). In order to examine possible defect structures,
first-principles calculations were performed91 using computational models including mono-
S vacancy (VS), di-S vacancy (VS2), tri-S vacancy (VS3), and mono-Mo vacancy (VMo) as
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shown in Fig. 7. When VS is introduced into the MoS2 monolayer, a defect state close to
the CB edge exists, which arises from the dangling bond of Mo 4d orbitals. In addition,
the reduction of the hybridization between Mo 4d and S 3sp orbitals induce a shallow state
change close to the VB maximum. These defect states are localized around Mo atoms adja-
cent to VS. While it is energetically difficult to form VS2 , VS3 , or VMo, once they are formed,
the defect states are populated in the upper half of the band gap and are extended up to
the mid-gap region. This means that it is very important to establish schemes to suppress
the forming of vacancy defects and to terminate the dangling bonds.
On the other hand, vacancy defects can be utilized to induce the magnetic properties
in the MoS2 monolayer. Zheng et al.
64 investigated the MoS2 monolayer including four
types of vacancies in a supercell consisting of 6 × 6 2D unit cells: VS, VS2 , the vacancy
complex of Mo atom and three nearby S atoms(VMoS3), and the vacancy complex of Mo
atom and nearby three top-and-bottom S atom pairs (VMoS6) (Fig. 7). In the case of non-
relaxed configurations, the dangling bonds are found to induce magnetic moment in the
MoS2 monolayers. On the other hand, in the fully relaxed configurations, VS-, VS2-, and
VMoS3-doped systems do not exhibit any magnetic properties because the unsaturated spin
electrons in the S and Mo atoms around these vacancy defects are paired, owing to variations
in the bonding circumstances of S–Mo covalent bonds and Mo–Mo metallic bonds. On the
contrary, there remain several localized non-bonding 4d orbitals of the six Mo atoms around
the VMoS6 defect, which induce a large magnetic moment of 6.0 µB per 6× 6 unit cells.
In addition, an effective scheme to control the magnetic properties involves the application
of a mechanical strain to induce geometrical distortion. It was reported that the tensile
strain can induce the transitions in the magnetic properties of the MoS2 monolayer from
non-magnetic to ferromagnetic (FM).64 Such strain engineering is also a useful approach for
modulating the electronic and mechanical properties of the MoS2 monolayer. The magnetic
properties of the vacancy-doped MoS2 monolayer under the application of strain have also
been examined. Equibiaxial tensile strains larger than ǫbiax = 9 % can lead to the formation
of a magnetic moment of 2.0 (5.5) µB per 6 × 6 unit cells for a VS- (VS2-) doped system,
where ǫbiax = (ℓ−ℓ0)/ℓ0 with the constrained and unstrained lattice constants being ℓ and ℓ0,
respectively. This is caused by the breaking of the Mo–Mo bonds under the relatively large
strain, which results in the formation of localized non-bonding 4d electrons of Mo atoms
around the vacancies. Similarly, for a VMoS3-doped system, strains larger than ǫbiax = 10 %
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give rise to the formation of such 4d orbitals. On the other hand, under the compressive
strain corresponding to ǫbiax < 0, the magnetic moment decreases because the Mo–Mo
metallic bond is strong and leads to a decrease in the non-bonding 4d electrons. Thus,
the magnetic moment for a VMoS6-doped system can be tuned between 0.0 and 12.0 µB
by varying the strain ǫbiax from −12 % to 9 %. Consequently, VS-, VS2-, and VMoS3-doped
systems exhibit magnetic properties by imposing the tensile strain and the magnetic moment
for VMoS6-doped systems can be tuned by the strain.
C. Adsorption of atom and molecule
In order to modulate the electronic band structures, the adsorption of atoms on the
MoS2 monolayer surface is an effectual approach, which is analogous to the strategy for
graphene. Metallic, semi-metallic, or semiconducting behavior will occur depending on the
adatom type.59–61,65 Moreover, the magnetic properties can be introduced by adatoms as
well as vacancy defects,64 and thus, a scheme to control the magnetism is highly desirable.
For example, Huang et al.61 investigated the modulation of the electronic and magnetic
properties of a Fe atom adsorbed on the MoS2 monolayer composed of 4× 4 unit cells. On
the MoS2 surface, there are four-type adsorption sites as represented in Fig. 8: an on-top
site above a S atom, an on-top site above a Mo atom, a bridge site between S and Mo
atoms, and a hollow site located at the center of a hexagonal ring consisting of three S and
Mo atoms. According to the total energy calculations, for the Fe adatom, the on-top site
above the Mo atom is the most favorable. In this case, the Fe adatom is covalently bonded
to three neighboring S atoms with a charge transfer of 0.82 electrons from the Fe adatom
to the S atoms. As the result, the local magnetic moment of the Fe adatom is reduced to
1.9 µB from 4.0 µB being the magnetic moment of a free-standing Fe atom. When the free
Fe atom adsorbs on the MoS2 surface, electrons transfer from the Fe 4s orbital to not only
the MoS2 but also the Fe 3d and 4p orbitals. Therefore, the number of unpaired electrons of
the 3d orbitals decreases and the local magnetic moment is reduced to 1.9 µB. In addition,
the adsorption of the Fe atom induces impurity states within the band gap of the pristine
MoS2 monolayer, which are formed from minority-spin electronic states, and thus the band
gap becomes smaller than that of the pristine system.
The effects of other adatoms on the electronic and magnetic properties of the MoS2
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monolayer have been extensively investigated. He et al.,59 Dolui et al.,60 Sen et al.,63 Chang
et al.,65 and Li et al.68 have reported systematic studies on MoS2 monolayers with several
adatom. In the adsorption energy calculations for non-metal adatoms, energetically favor-
able absorption sites differ according to the species of adatom. For example, H, N, O, and F
adatoms favor adsorption on the on-top site above the S atom, while the on-top site of the
Mo atom is the most stable for B and C adatoms.59 The hollow site is one of the favorable
adsorption sites for the graphene system. However, the size of the hexagonal ring is so large
that the hollow site on the MoS2 surface is not energetically stable, with the exception of
some transition-metal adatoms (Sc, Ti, Mn, and Ag).65 Similar to the MoS2 monolayer with
vacancy defects, the spin-polarized state is observed. More specifically, magnetic moments
of 1.0, 1.0, 2.0, 1.0, and 1.0 µB are obtained per single adatom in 4× 4 unit cells for the H-,
B-, C-, N-, and F-absorbed MoS2 systems, respectively.
59 Although the magnetic properties
can be induced by these impurities, the contributions of the adatoms to the total magnetic
moments are not very large. In addition, the spin polarizations of the S 3p and Mo 4d
electrons around the adatoms are induced by the localized and spin-polarized 2p orbitals
(1s of H atom) of the adatoms.59 In contrast, the O-absorbed system is non-magnetic with
zero total magnetic moment. Here, the 2p orbitals of O overlap with the 3p orbitals of S
atom to form a strong bond, and the charge transfer occurs only between the O adatom and
the neighboring S atom, where the S atom donates electrons to O and becomes positively
charged and none of the other atoms is significantly affected.63
It is also seen from the density of states that the spin-polarized impurity state in the H-
(N-) absorbed system is located near the CB minimum (VB maximum) and the system is
treated as an n-type (p-type) semiconductor. On the other hand, in the case of the B- ,
C-, and F-adsorbed systems, the impurity states are found in the mid-gap and the magnetic
moments of the system originate according to the number of electrons occupied in these
states. Moreover, the impurity states caused by hybridization of the 2p states of adatoms
(1s of H atom) and the valence states of the host species at the neighboring position give
rise to the reduction of the band gap. In particular, for the H- (F-) adsorbed system, a large
spatial extension of the spin density is observed since the H 1s (F 2p) state additionally
overlaps with the second-nearest S 3s states and the third-nearest Mo 4d states, and weak
anti-FM coupling is observed.59
When alkali-metal atoms absorb on the on-top site above the Mo atom with ionic bonding,
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the MoS2 monolayer possesses the characteristics of an n-type semiconductor since the Fermi
level is shifted into the CB while there are no crucial modulations in the band gap and the
electronic band structures near the band edge.65,68 On the other hand, halogen adatoms and
transition-metal adatoms are effective dopants for the MoS2 monolayer with the exception
of Sc and Pd adatoms, where the states created near the band edges might serve as donor-
and acceptor-like states, respectively, in a highly dielectric environment.65
In contrast to the adatom-chemisorbed systems, the studies on the physisorption of
the chemical compounds on the MoS2 surface have also been performed by Mehmood and
Pachter,66 where non-empirical van-der-Waals corrections are included. In the studies, the
charge transfer upon the adsorption of chemical compounds is examined using the Bader
charge analysis.102 The adsorption energy of molecules on the MoS2 surface is comparable to
that on the graphene surface. However, accumulation and depletion of electrons for almost
all adsorbates are observed due to the charge transfer between the molecules and the free-
standing MoS2 monolayer or that with the SiO2 substrate, which is slightly larger than that
between molecules and the graphene surface. This result indicates the intrinsic potential of
the MoS2 monolayer for a chemical-sensing application.
D. Substitutional doping
Dolui et al.60 also examined the substitutional doping at the Mo and S sites. Such substi-
tutional doping is an alternative scheme to modulate the electronic and magnetic properties.
Qi et al.,67 Lin et al.,62 and Ramasubramaniam et al.48 examined MoS2 monolayers with Mn,
Fe, Co, and Zn atoms substituting for a Mo atom, and observed that they exhibit magnetic
properties. For the system with n-type (halogen atoms) and p-type (group V elements) dop-
ing at a S site, most dopants form localized and spin-polarized states within the band gap
of the MoS2 monolayer. The dopants exhibit the ground state with a magnetic moment of
1.0 µB, while I- and As-doped systems display non-magnetic behavior. On the other hand,
when a Mo atom is substituted by other transition-metal elements with a different number of
4d electrons, the dopants with more d electrons than the Mo atom tend to create the donor
states deep inside the band gap and give rise to large magnetic moments. In contrast, Nb,
Zr, and Y with less 4d electrons as dopants form the defect state near the VB maximum and
do not induce the magnetic moment.60 Such systematic investigations are remarkably useful
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to understand the fundamental properties and to explore the possibilities for applications in
several fields.
As mentioned above, mechanical strain is utilized to tune the magnetic properties of the
MoS2 monolayer with adatoms and vacancy defects. This strategy can also be an effective
approach to control the magnetic properties of the substitutional doping system. Qi et al.67
researched the controllability of the magnetic properties in a Mn-doped MoS2 monolayer
by a biaxial strain. In the unstrained Mn-doped MoS2 monolayer, where one Mo atom
is replaced by a Mn atom, the overall magnetic moment per 4 × 4 unit cells is 1.0 µB
corresponding to the single excess d electron provided by the Mn atom. As the tensile strain
is larger, the interatomic distance between Mn and S atoms increases gradually, and thus,
the covalent bonding between the atoms becomes weaker and a metastable state with a
magnetic moment of 3.0 µB is observed. In this case, the local atomic magnetic moments
slowly increase around the doped Mn atoms up to 4.3 µB, while the surrounding Mo and
S atoms display total magnetic moments of −0.5 µB and −0.8 µB, respectively. Then, the
energy difference between the state with 3.0 µB and 1.0 µB decreases gradually. Finally,
the state with 3.0 µB becomes the magnetic ground state at strains larger than 4.5 %.
Furthermore, the energy difference between the FM state and anti-FM state is examined,
and it is found that the FM state is much more stable and the stability is insensitive to
the strain. Lin et al.62 reported that the electronic and magnetic properties of the MoS2
monolayer substitutionally doped with Mn, Fe, and Co can be tuned depending on their
possible charge states.
IX. SUMMARY AND OUTLOOK
In this review, we have presented the theoretical procedures based on the real-space finite-
difference formalism to compute the electronic and magnetic properties of 2D materials with
a high accuracy and efficiency. The practical formulae to obtain the Kohn–Sham effective
potential and solve the Kohn–Sham equation were derived under the 2D periodic boundary
condition. To demonstrate the performance of the proposed procedures, we calculated the
energy band structures of graphene, silicene, and germanene. Silicene and germanene have
the particular feature of sp3 bonding network at the Fermi level, and thus, they are promising
2D materials as well as graphene. Moreover, the real-space finite-difference formalism is
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suitable for massively parallel computers consisting of thousands of cores. Therefore, the
proposed procedures are remarkably powerful tools for designing next-generation electronic
devices by employing large scale 2D models.
The band-gap engineering and induction of magnetic properties using lattice vacancies,
adatoms, substitutional defects and mechanical strain are important techniques for the de-
sign and development of new semiconductor materials and high-performance devices based
on 2D materials. As introduced in this article, most of the intensive investigations on 2D
MoS2 thin films have been performed in this half decade, and more investigations are still in
progress and are expected to provide fruitful results for MoS2 and other 2D materials. If the
techniques to easily control and tune the electronic and magnetic properties of 2D materials
according to the requirements for each application field can be successfully established, they
will lead to innovation and a great impact for both fundamental physics and engineering ap-
plications to the electronics, spintronics and optical device fields. Our theoretical procedures
can facilitate the studies on 2D materials.
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TABLE I: Real-space finite-difference coefficients of the second derivative cl for approximation
orders of Nf = 1, · · · , 8.
Nf c0 c±1 c±2 c±3 c±4 c±5 c±6 c±7 c±8
1 −2 1
2 −5
2
4
3
− 1
12
3 −49
18
3
2
− 3
20
1
90
4 −205
72
8
5
−1
5
8
315
− 1
560
5 −5269
1800
5
3
− 5
21
5
126
− 5
1008
1
3150
6 −5369
1800
12
7
−15
56
10
189
− 1
112
2
1925
− 1
16632
7 −266681
88200
7
4
− 7
24
7
108
− 7
528
7
3300
− 7
30888
1
84084
8 −1077749
352800
16
9
−14
45
112
1485
− 7
396
112
32175
− 2
3861
16
315315
− 1
411840
x
veff(xi)
ψ(xi)
(a) (b)
FIG. 1: Schematic representations of the real-space finite-difference formalism. (a) illustrates the
discretization of the 3D real-space domain containing a C60 molecule. The cross points of the
black lines represent the grid points. (b) draws the sampling of wave function ψ(x) and effective
potential veff(x) on the discretized grid points xi along the x direction.
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FIG. 2: Error estimation of the finite-difference approximation for the kinetic energy. The solid
curves show the energy dispersion relations of a plane wave exp(ikxx) evaluated by using the
finite-difference formula (12) with the approximation orders of Nf = 1, · · · , 8 and the grid spacing
hx = 1aB. The dashed curve shows the analytical energy dispersion relation of
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FIG. 3: Schematic representation of MoS2 monolayer, one of the functional 2D materials. Large
and small spheres represent Mo and S atoms, respectively. In the x and y directions parallel to the
film periodicity exists, while in the z direction perpendicular to the film the system is isolated.
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FIG. 4: Band structures for (a) graphene, (b) silicene, and (c) germanene. The zero of energy is
chosen to be the Fermi level.
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FIG. 5: Schematic view of 2D MoS2 monolayer. Black and light gray spheres represent Mo and S
atoms, respectively. (a) is the top view and the parallelogram drawn with broken lines represents
a unit cell. (b) and (c) are the side views of the monolayer.
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FIG. 6: Electronic band structure of 2D MoS2 monolayer. The top of the VB is set to be zero.
In the inset, the computational model is shown and the rectangular supercell is drawn by broken
lines. The key to the symbols in the inset is the same as in Fig. 5.
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FIG. 7: Schematic view of vacancy-defect introduced 2D MoS2 monolayer. (a) VS, (b) VS2 , (c)
VS3 , (d) VMo, (e) VMoS3 , and (f) VMoS6 . The key to the symbols is the same as in Fig. 5 and
dark gray spheres represent bottom-side S atoms.
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FIG. 8: Schematic view of adsorption sites on surface of 2D MoS2 monolayer. The sites are
indicated by TS (an on-top site above a S atom), TMo (an on-top site above a Mo atom), H (a
hollow site), and B (a bridge site). The key to the symbols is the same as in Fig. 5.
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