We construct the dynamics of the box-ball system with box capacity J and carrier capacity K, which we abbreviate to BBS(J ,K), in the case of infinite initial configurations, and show that this system is dual to the analogous BBS(K,J ) model. Towards this end, we build on previous work for the original box-ball system, that is BBS(1,∞), to show that when the box capacity J and carrier capacity K satisfy J < K the dynamics can be represented by a Pitmantype transformation. These ideas are applied in the case of random initial configurations to show that the distributional properties of spatial stationarity and invariance under the BBS dynamics are dual. Moreover, for independent and identically distributed configurations, we derive a characterisation of invariant measures in terms of a detailed balance equation, which captures the duality of the system locally; this is used to find all invariant measures in this class. Finally, we deduce the speed of a tagged particle, and show that this also satisfies a natural duality relation. § 1. Introduction
The box-ball system (BBS) with box capacity J ∈ N ∪ {∞} and carrier capacity K ∈ N ∪ {∞}, which we will henceforth abbreviate to BBS(J,K), was introduced in [5] , where for J < K it was shown to arise via a limiting procedure from the discrete modified Korteweg-de Vries equation. The dynamics of the system can be described as follows. The initial configuration is represented as a sequence η = (η n ) n∈Z in the configuration space C J,K := {0, 1, . . . , J} Z (where we interpret {0, 1, . . . , J} as Z + for J = ∞), with η n denoting the number of balls in the nth box. To begin our exposition, we consider the case when there is a finite number of balls in the system, i.e. n∈Z η n < ∞. The evolution of the BBS(J,K) is then given by an operator T ≡ T J,K that maps η to another configuration T η in {0, 1, . . . , J} Z that is characterised by setting:
(T η) n = η n + min where we fix (T η) n = 0 for n < inf{m : η m = 0} (with the convention that inf ∅ = ∞), so that the sums in the above formula are well-defined. In more transparent terms, this means that, considering one particle at a time from the left to the right (the choice of order within each box is unimportant), each particle moves to the nearest empty space on its right, unless this would mean more than K particles cross from one location to the next, in which case the move is denied and the particle stays in its current location. See Figure 1 for an example.
Importantly in what follows, one has an alternative intuitive description of the system in terms of a 'carrier'. The carrier, which is initially not carrying any balls, moves along Z from left to right (that is, from negative to positive). When it reaches a box containing a ∈ {0, . . . , J} balls and is carrying b ∈ {0, . . . , K} balls, it picks up as many balls as it has spare capacity for (i.e. min{a, K − b}), and places down as many η n = 4 (T η) n = 4 W n−1 = 4 W n−1 = 4 W n = 4 η n = 4 W n = 6 W n−1 = 6 (T η) n = 6 (T η) n = 2 η n = 2 W n = 2 Figure 2 . Black arrows and annotations show an example evolution of the BBS(J,K) with J = 5 and K = 7, in terms of the carrier. Blue arrows and annotations illustrate the involutive property of the dynamics. Reflecting in the dotted line yields the corresponding picture for the dual model BBS(K,J), which is described by the black arrows and red annotations. (There is also an involutive property for the latter model, which is not annotated.) balls as fit in the initially empty space in the box (i.e. min{b, J − a}). It then proceeds to repeat this procedure at the next box to the right, and so on. (Since we are assuming the finiteness of the initial configuration, it is apparent that we only need consider the action of the carrier from the first non-empty box.) If we associate with the carrier a process W = (W n ) n∈Z by setting W n to be the number of balls that the carrier holds after having visited box n, then we can rewrite the equation at (1.1) more concisely:
(1.2) (T η) n = η n + min {W n−1 , J − η n } − min {η n , K − W n−1 } . Figure 2 illustrates the evolution at one site of the BBS(J,K) in terms of the associated carrier, as well as some of the symmetries of the model that will feature in this article. A fundamental question is whether the above definition of the BBS(J,K) can be extended from finite initial configurations to a larger subset of C J,K in a natural way. Of course, as soon as 0 n=−∞ η n = ∞, then the original formulation at (1.1) is no longer well-defined. However, it is still reasonable to ask if one can find a carrier (W n ) n∈Z that takes values in {0, 1, . . . , K} Z and is consistent with (η n ) n∈Z in the sense that (1.3) W n = W n−1 − min {W n−1 , J − η n } + min {η n , K − W n−1 } , as is required by the dynamics; this can then be used to define T η via (1.2). For future reference, we note that summing (1.2) with (1.3) gives the conservation of mass formula:
(1.4) (T η) n + W n = η n + W n−1 .
As it transpires, a carrier does not necessarily exist, and, if it does, then it is not necessarily unique (Section 2 contains a detailed exploration of this issue). However, in Definition 2.2 below, we introduce the notion of a 'canonical carrier', which is unique if it exists. We argue from basic physical considerations that this choice is natural. Indeed, similarly to [1, Remark 2.11], which covered BBS(1,∞) and explained how the choice of carrier of that article ruled out the transport into the system of particles from −∞, our choice means that a canonical carrier W can always be determined endogenously, i.e. from the current state of the system -as we demonstrate in Lemma 2.3 below, it is actually the case that W n is a function of (η m ) m≤n . Additionally, as Lemma 2.4, we show that non-canonical carriers lead to a certain type of degenerate behaviour. In the case J < K, we show this means that if a random configuration has a distribution that is invariant under the dynamics induced by a non-canonical carrier, then the resulting dynamics are almost-surely trivial, see Proposition 3.3. (NB. The distinction between configurations admitting a canonical carrier or only non-canonical carriers parallels that between the sub-critical and critical classes of configurations considered in [1] .) We are able to completely characterise the set of configurations that admit a canonical carrier, C can J,K , for all choices of J and K, see Propositions 2.14, 2.17, 2.20 and 2.24. Thus we arrive at our extension of the BBS(J,K) to infinite initial configurations.
A significant motivation for considering infinite configurations comes in the search for random configurations that are invariant in distribution under the box-ball system dynamics. Indeed, beyond the trivial case of there being no particles, the natural transience of the system means that invariant random configurations must comprise an infinite number of particles. (Another motivation for studying infinite configurations is that it allows us to treat a periodic version of the model, cf. [1, Remark 1.13] and [2] , though we do not pursue this issue here.) Furthermore, in the study of the invariant random configurations, one is naturally led to look for configurations for which one can extend the dynamics to all times, both forwards and backwards. For the original box-ball system introduced in [6] , that is BBS(1,∞) in our notation, the set of such configurations was completely characterised in [1] . Here, we do not attempt to repeat this program for BBS(J,K) for general J and K, but nonetheless it will still be important to give an abstract description of the invariant set, and be able to describe a suitably rich subset of it. To set-out the relevant aspects of this discussion more precisely, we first introduce the spatially reversed configuration Rη = ((Rη) n ) n∈Z , as given by (1.5) (Rη) n = η 1−n , and define the set (1.6) C rev J,K := η ∈ C can J,K : Rη ∈ C can J,K of configurations such that both η and Rη admit a canonical carrier; the 'rev' here is a contraction of 'reversible', which we use in a dynamical systems sense, since the dynamics have a natural inverse on this set. Indeed, as we will demonstrate in Proposition 2.5 below, for η ∈ C rev J,K , we have that RT RT η = T RT Rη = η, and so we can consider T −1 := RT R to be the inverse for T on the set in question. This characterisation can be interpreted as meaning that the inverse of T is given by running the carrier in the reverse direction, from right to left, which is a familiar description in the finite particle case. Moreover, we note that it is a natural global consequence of the involutive property of the local dynamics given by the map (η n , W n−1 ) → ((T η) n , W n ), as is illustrated in Figure 2 . Given the set C rev J,K , we then define an invariant set
upon which all the laws of invariant random configurations studied here are supported. We now come to the presentation of our main results concerning duality and invariant measures. To begin with the first of these issues, observe that if Figure 2 , which shows the dynamics of a BBS(J,K) system, is reflected in the dotted line, then it shows the dynamics of a BBS(K,J) system; this is a simple consequence of the symmetry with respect to reversing the roles of J and K, and the roles of (η n , (T η) n ) and (W n−1 , W n ), in the equations at (1.2) and (1.3). (For a more formal description of this relation between BBS(J,K) and BBS(K,J), see (2.2) below.) The following result can be seen as an extension of this local picture to a global one. Specifically it shows a duality between the initial particle configurations η = (η n ) n∈Z ∈ C inv J,K and the corresponding current of particles crossing the origin, as described by ((T t W ) 0 ) t∈Z , where T t W is the canonical carrier of T t η. For its statement, we define a duality map
where θ is the usual left-shift on doubly infinite sequences, i.e. θ((x n ) n∈Z ) = (x n+1 ) n∈Z .
Remark.
We show in Example 2.22 below that in the case J < ∞ there exists a
The inclusion of the shift map in the result at (1.9) is simply by convention. Indeed, suppose that we instead define the carrier process to be given bỹ W = (W n ) n∈Z , whereW n represents the number of balls being carried by the carrier when it arrives at location n, i.e.W n = W n−1 , and define the duality map by settingD J,K (η) = ((T tW ) 0 ) t∈Z , then we have the rather more elegant statement that, for each n ∈ Z, ((T t η) n ) t∈Z is the canonical carrier for (T tW n ) t∈Z , and (1.9) becomes D −1 J,K =D K,J . However, we choose the index of the carrier W as we do because it aligns with that chosen in the earlier work [1] , and also because it will be convenient when it comes to our description of the dynamics in terms of certain path encodings (see Subsection 2.3).
Box-ball systems with finite capacity are known to arise from quantum integrable systems by a procedure called crystallization. Precisely, these models form a class of two-dimensional multi-state vertex models that can be constructed from the six-vertex model by a fusion procedure. The duality of the box-ball system can be understood as a certain symmetry of these two-dimensional multi-state vertex models. For more detailed background, see [3] .
The strong link between the initial configuration and particle current was already applied in [1] , where the properties of invariance and ergodicity of a random configuration η under T were shown to be equivalent to the corresponding properties for the current ((T t W ) 0 ) t∈Z under the spatial shift θ. In the first main probabilistic result of this paper, we apply the deterministic relation of Theorem 1.1 to extend such parallels to more general box-ball systems. At the heart of the proof is the observation that
, which is straightforward to check from the definition of D J,K . Towards stating the result, we introduce P J,K , P rev J,K , P inv J,K ,P inv J,K for the collections of probability measures supported on
(c) If the transform that appears in one of the sides of (b) is ergodic for the relevant measure, then so is the transform that appears in the other side.
We next turn our attention to measures in P J,K of product form, or in other words, random configurations such that the elements of (η n ) n∈Z are independent and identically distributed (i.i.d.). The possible marginals of such measures will be denoted by M J,K , i.e. this is the collection of probability measures µ J,K supported on {0, 1, 2, . . . , J}. We will moreover write
actually, we will show in Proposition 4.1 that these two sets are the same. Now, from Theorem 1.2, we immediately observe that arbitrary elements of M rev J,K yield invariant measures for the dual model BBS(K,J), as we make precise in the following corollary.
Whilst it is interesting to consider what invariant measures arise in this way, our main focus in this part of the article will be on another basic problem: for what choices of µ J,K ∈ M rev J,K is the corresponding product measure µ ⊗Z J,K invariant under T J,K ? And, in Theorem 4.9 below, we give a complete answer to this question. Whilst we postpone the statement of this result to avoid setting out the necessary technical preparations here, we will introduce the key idea for its proof, which is a certain local duality property that, by analogy with Markov chain terminology, we will call detailed balance, see (1.19) below. As above, we appeal to the relation between the configuration and the current, now defining a map
And, as is made precise in the following theorem, we will show that the invariance of µ ⊗Z J,K under T J,K is equivalent to the invariance of the above law under the map (η n , W n−1 ) → ((T η) n , W n ) given by (1.2) and (1.3), together with a certain consistency condition between the ranges of the support of the measures µ J,K and µ K,J holding.
To state the result in a concise way and for later use, we set
J,K (a, b)) from {0, 1, . . . , J} × {0, 1, . . . , K} to itself by setting
a,
where σ J (a) := J − a. In practice, we will use the detailed balance equation (1.19) to identify dual pairs of invariant i.i.d. measures.
As an immediate corollary of this result, we find that there is a bijection between invariant i.i.d. measures under the duality map D µ J,K . We note that it is easy to check that D As a simple consequence of our general arguments, we further obtain the ergodicity of invariant i.i.d. measures. For BBS(1,∞), the result was previously derived in [1] . (3, 4) under the algorithm used to study the tagged particle, starting from the same initial configuration as in Figure 1 . NB. Within each box, balls are ordered from bottom to top. Note that, though the motion of individual balls is different, the resulting configuration is the same as the lower diagram in the latter figure.
As an application of our results concerning i.i.d. invariant measures we are able to derive the asymptotic speed of a tagged particle. To state our theorem in this direction precisely, we first need to assign an order to particles in a configuration η; we do this by assigning an order (left to right) to particles in each box, and then using the natural order of Z to induce an order on all particles. Moreover, we use a slightly different description of the local dynamics to that given above in that we suppose that the carrier collects and deposits particles in such a way that the particle order is preserved by the dynamics. In particular, to achieve this, when the carrier passes a location, it leaves the same number of particles as determined by (1.2), but does so in a way to ensure that those left behind have a lower index in the order than those it transports onwards. In the case of the BBS(J,∞), to use the terminology of queueing theory, this is simply a first-in-first-out scheme. However, when K < ∞, the carrier might also swap balls in the box with balls it is carrying. Nonetheless, although the action on individual balls is different to that illustrated by Figure 1 , the final configuration is the same; see Figure 3 for an example of the algorithm considered here. With this viewpoint, we then consider the progress of the particle that initially is the left-most particle located at a spatial location in N; we write X = (X J,K (t)) t∈Z , where X J,K (t) is the location of the particle in question after t evolutions of the BBS(J,K). In particular, we are able to prove the following strong law of large numbers. Again, for BBS(1,∞), the result was already known [1] . 
When J = K, the triviality of the dynamics mean that X J,K (t) − X J,K (0) = t for each t, and so the same result is true with limit equal to 1 (even if m J,K = m K,J is no longer finite).
Under the weaker assumptions that P J,K ∈ P rev J,K is invariant and ergodic under both θ and T J,K , then the obvious adaptation of the proof of Theorem 1.7 yields that the convergence of (1.20) holds in probability under P J,K , where m J,K := x xP J,K (η 0 = x) and m K,J := x xP J,K (W 0 = x) are both non-zero. (Since we are supposing that J = K, at most one of the moments is infinite, and so the limit is well-defined in [0, ∞] in this case.)
Before concluding our introduction, we highlight one further noteworthy aspect of our study, which is the description of the BBS(J,K) dynamics when J < K in terms of a Pitman-type transformation (cf. [4] ) of a certain path-encoding of the particle configuration. Whilst such a viewpoint will not be as central to this study as it was in [1] , it is still useful for providing an explicit description of the carrier, and identifying a subset of C 3) . We expect that a number of the arguments of this article will readily extend to this setting. In particular, for J < K, it should be possible to describe the dynamics in terms of the path encoding, and use this to study the system in a similar way. It would be an interesting future project to explore to what extent the results we prove here can be adapted to the more general setting.
The remainder of the article is organised as follows. Section 2 contains the deterministic part of the article, which is where we introduce the notion of a canonical carrier, and prove Theorem 1.1. In Section 3 we study duality in a probabilistic sense, establishing Theorem 1.2 in particular. This is followed in Section 4 by an investigation of i.i.d. measures that are invariant for the box-ball system, which is where Theorem 1.4 and Corollary 1.6 are proved. Finally, we establish the speed theorem for the tagged particle, Theorem 1.7, in Section 5. § 2. Existence and uniqueness of carrier
In this section we investigate the issues of whether a given configuration η ∈ C J,K admits a carrier, and, if so, whether it is unique. We also define what it means for a Diagrams are of form: carrier to be 'canonical', which is a concept that will be crucial to our study. Considering the cases J > K, J = K, J < K = ∞ and J < K < ∞ separately, we completely characterise the sets of configurations for which a canonical carrier exists, see Propositions 2.14, 2.17, 2.20 and 2.24, respectively. Furthermore, as the main conclusion of this section, we prove Theorem 1.1.
To begin with, we list some key basic properties of the map (a,
J,K (a, b)) that are easily checked from the definition at (1.17), and which will be applied later. Again, the reader might find it helpful to refer to Figure 2 for an illustration of the various symmetries. Moreover, a reader wishing to check the properties, and certain steps in the subsequent arguments, might find Figure 4 useful.
Involution For any (a, b) ∈ {0, 1, . . . , J} × {0, 1, . . . , K}, it holds that (2.1)
where π is the permutation map given by π(a, b) = (b, a).
Similarly to the remark following Theorem 1.1, there is an alternative presentation of the previous properties that also has its advantages (and which is used in the integrable systems literature). Indeed, suppose we had chosen to state the properties in terms of the mapF J,K := π • F J,K , then (2.1) would becomeF
Reducibility If min{J, K} > 2r for some r ∈ N, then for any (a, b) ∈ {r, . . . , J − r} × {r, . . . , K − r} it holds that
Empty box-ball duality If J, K < ∞, then it holds that
where
We next introduce formally a carrier, and what it means for this to be canonical.
NB. We will simply say Y is a carrier for η when it is clear which particular model is being considered.
As we will see below, a BBS(J,K) carrier does not necessarily exist, nor is it unique if it does. Hence we introduce subsets of the configuration space C J,K as follows:
there exists a unique BBS(J,K) carrier for η} .
We will characterize these subsets in the following subsections (in Propositions 2.14, 2.17, 2.20, 2.24). Note that, for a given η ∈ C J,K and
Z . Hence, the existence and the uniqueness of the carrier is a 'tail' problem.
The subset C ∃! J,K seems a natural domain for the BBS(J,K) dynamics; indeed, for η ∈ C ∃ J,K and an associated carrier Y , one could define the related dynamics by setting
and for η ∈ C ∃! J,K , this uniquely determines the updated configuration. However, as is a consequence of Lemma 2.4 and our characterisation of C ∃! J,K , there can exist configurations in C ∃! J,K that admit a particular form of degenerate behaviour that persists for all time. Moreover, the set C ∃! J,K excludes certain configurations for which a natural choice of carrier still exists. Specifically, as we show in Proposition 2.20, C ∃! J,∞ = ∅ for any J < ∞, yet for a class of configurations in C J,∞ one can still make sense of the dynamics by choosing a carrier appropriately. As described in [1, Remark 2.11] with regard to the BBS(1,∞) model in particular, our choice excludes the possibility of transporting particles into the system from −∞.
Towards presenting our choice of domain for the dynamics, we first introduce an essential boundary of the carrier Y for η by setting
when J < K, and to
when J > K. We are now ready to introduce the notion of a canonical carrier for the BBS(J,K), that excludes the behaviour described by (2.7) and (2.8). Given this definition, we introduce a corresponding subset of configurations, which we argue is a natural domain of the BBS(J,K) dynamics by setting: C can J,K := {η ∈ C J,K : there exists a canonical BBS(J,K) carrier for η} .
As we will see below in Propositions 2.14, 2.20 and 2.24, neither
However, it is possible to check the following.
Lemma 2.3.
For any η ∈ C Typically, for η ∈ C can J,K , we will denote the unique associated canonical BBS(J,K) carrier by W = (W n ) n∈Z , and define the BBS(J,K) operator T = T J,K by setting
In our study of this map, the following property of non-canonical carriers will be central.
The result makes precise the claim made above that the degenerate dynamics allowed by non-canonical carriers, as given by (2.7) and (2.8), persists for all time.
Lemma 2.4.
If η ∈ C ∃ J,K and Y is a carrier for η but not canonical, then the following statements hold.
Proof. See proofs in the following subsections.
With the above preparations in place, we are now in a position to study the reversibility of the BBS(J,K) dynamics, as well as the duality between this system and BBS(K,J). To this end, recall the notation for the spatially reversed configuration Rη, where η ∈ C J,K , from (1.5), and also the subset C rev J,K of configurations for which both η and Rη admit a canonical carrier from (1.6). The following proposition establishes the claim from the introduction that if we define (2.9)
Proof. LetW n := W −n where W is the canonical carrier for η. From the involutive property of F J,K , i.e. (2.1), it follows that F (2) J,K (RT η n ,W n−1 ) =W n . In particular, this implies thatW is a carrier for RT η. The same property further implies that TW (RT η) = Rη. Hence, since Rη ∈ C can J,K , Lemma 2.4(a) yields thatW must in fact be a (and hence the) canonical carrier for RT η. Thus we have established RT η ∈ C can J,K , and moreover T −1 T η = RT RT η = R 2 η = η. In the same way, it is possible to check that if V is the canonical carrier for Rη and we setV n := V −n , thenV is the canonical carrier for
We next prove Theorem 1.1. We recall the invariant set of configurations C inv J,K from (1.7), and note that on C inv J,K , (T t W n ) n∈Z,t∈Z is well-defined, where T t W is the canonical carrier for T t η. We also recall the duality map
We first consider the case J = K. One then has that F J,K (a, b) = (b, a), from which it follows that T t W n = T t η n = η n−t . (Clearly the carrier exists and is unique, and it is canonical by Definition 2.2.) Thus we obtain that
Rη, where θ is the left-shift, as defined in the statement of the theorem.
Since θ −1 R = Rθ, θT = T θ and T R = RT −1 , we thus have that
and RT t D J,K (η) = θT −t η, which are both in C can K,J by assumption (and the fact that the latter set is invariant under spatial shifts), i.e.
By the duality of the model function, as stated at (2.2), it holds that F (2) K,J (Tthe result is straightforward, we omit this. NB. For a configuration η ∈ C J,K , we define σ J η := (σ J η n ) n∈Z (where, as defined above, σ J (a) := J − a), and for a subset C ⊆ C J,K , we write σ J C := {σ J η : η ∈ C}. For a carrier Y , we similarly define σ K Y .
In the following subsections, we characterise C From the preceding lemma, we can readily show that on the following set a unique carrier exists:
Proof. If η ∈ C 0 J,K , then there exists a decreasing sequence (N k ) k∈N of integers with η N k ∈ {0, J}. Thus one can uniquely define a carrier by applying Lemma 2.7 to deduce the values of (Y N k ) k∈N , and defining the values of Y n for n = N k inductively by (2.5). Hence a carrier exists and it is unique.
Towards understanding the general situation, for r ∈ Z + satisfying r ≤ J 2 , we let
In the main result of the section, Proposition 2.14, these sets will appear in our characterisation of C 
Proof. Suppose Y n < r and η n ≥ r. From (1.17), we then have that
The first part of the lemma follows. Suppose Y n < r and Y n = Y n−1 . It then follows from the assumptions and (
Proof. From Lemma 2.9, (2.13) implies that min{Y n 0 −n , K − Y n 0 −n } is nonincreasing for n ≥ 0, and so lim n→−∞ min{Y n , K − Y n } = q for some q ∈ Z + . Namely, there exists
, and so Y is not canonical (again by 2.8).
Lemma 2.11.
Suppose J > K, and let r ∈ {0, 1,
Proof. Throughout the proof, we suppose that K ≤ 2r. Moreover, we start by considering the case when r ∈ {0, 1, . . . , ⌊ J 2 ⌋}. For η ∈ C r J,K , there exists an N such that for all n ≤ N , r ≤ η n ≤ J − r. Hence, taking Y 2n = min{r, K} and Y 2n+1 = K − min{r, K} for n satisfying 2n, 2n + 1 ≤ N , one can check from the definition at (1.17) (see also Figure 4 
to a carrier by applying (2.5), it follows that η ∈ C ∃ J,K . Furthermore, if K < 2r, then by taking Y 2n = K − min{r, K} and Y 2n+1 = min{r, K} for all n satisfying 2n, 2n + 1 ≤ N , we have another carrier. Hence, in this case, η / ∈ C ∃! J,K . To complete the proof when r ∈ {0, 1, . . . , ⌊ J 2 ⌋}, we need to check that when K ≤ 2r, any η ∈ C r J,K is not an element of C can J,K . From Lemma 2.10, if Y is a canonical carrier for η, then min{Y n , K − Y n } ≥ r for all n ≤ N . However, since K ≤ 2r, this holds if and only if K = 2r and Y n = r for all n ≤ N . Given this implies K ≤ Y n−1 + η n ≤ J for all n ≤ N , we have reached a contradiction. Thus η / ∈ C can J,K . The result for r = ∞ is proved in a similar fashion. The only difference is that we now start by noting that for η ∈ C ∞ ∞,K , there exists an N such that for all n ≤ N ,
and hence C Proof. Let K > 2r and η ∈ C r J,K . There then exists an N ∈ Z such that η n ∈ {r, . . . , J −r} for all n ≤ N . Hence (η n ) n≤N := (η n −r) n≤N satisfiesη n ∈ {0, . . . , J −2r} for all n ≤ N and lim inf n→−∞ min{η n , J − 2r −η n } = 0. Therefore, by Lemma 2.8, there exists a unique BBS(J − 2r, K − 2r) carrierỸ ∈ {0, . . . , K − 2r} forη such that F (2) J−2r,K−2r (η n ,Ỹ n−1 ) =Ỹ n for all n ≤ N . (So thatỸ is well-defined for all n, one may assume we have extendedη n to an element of C J−2r,K−2r , though how this is done is unimportant for this proof.) By the reducibility property (2.3), it follows that if we define Y n =Ỹ n + r for n ≤ N , then F ) is given by, for some i ∈ {0, 1}, Y 2n+i = r, Y 2n+1+i = K − r for all small n. Since Y is a non-canonical carrier for η if and only if K ≤ η n + Y n−1 ≤ J for small n, we obtain that the condition η / ∈ C can J,K is equivalent to there existing an i ∈ {0, 1} such that K − r ≤ η 2n+i ≤ J − r and r ≤ η 2n+1+i ≤ J − K + r for small n. Since we are assuming η ∈ C r J,K , the latter condition holds if and only if η ∈ C r,alt J,K . Hence we have completed the proof of part (a). We now look to prove (b). In the case K = 2r, from the proof of Lemma 2.11, there exists a carrier satisfying Y n = r for small n. If there exists another carrier, then it must satisfy lim inf n→−∞ min{Y n , K − Y n } < r. Furthermore, in the case K > 2r, by Lemma 2.12, if η / ∈ C ∃! J,K , then there must be a carrier such that lim inf n→−∞ min{Y n , K −Y n } < r. Hence, in both cases η / ∈ C ∃! J,K is equivalent to there existing a carrier Y such that lim inf n→−∞ min{Y n , K −Y n } < r. If the latter condition holds for some carrier Y , then Lemma 2.10 (and (2.8)) yields that Y n = K − Y n−1 for small n, and in particular there exists q ∈ {0, 1, . . . , r −1} such that, for some i ∈ {0, 1}, Y 2n+i = q and Y 2n+1+i = K −q hold for all small n. Such a Y is a carrier for η if and only if K ≤ η n + Y n−1 ≤ J for small n. Thus we arrive at the conclusion that η / ∈ C ∃! J,K if and only if there exists an i ∈ {0, 1} such that K − q ≤ η 2n+i ≤ J − q and q ≤ η 2n+1+i ≤ J − K + q for small n. Since η ∈ C Suppose J > K. It then holds that:
Proof. Part (a) follows from Lemmas 2.11 and 2.12. For part (b), first note that ⌋} and i ∈ {0, 1} such that Y 2n+i = q and Y 2n+1+i = K −q for small n. Moreover, K ≤ η n +Y n−1 ≤ J for small n, and, by (1.4), this implies
Note that B q,i > −∞ if and only if η has a carrier such that Y 2n+i = q, Y 2n+1+i = K −q for 2n+i, 2n+1+i ≤ B q,i . We further introduce, for any c ∈ {0, 1, . . . , J} and i ∈ {0, 1},
⌋} and i ∈ {0, 1}. Suppose now η ∈ C J,K has a carrier Y that is not canonical. There then exists some q ∈ {0, 1, . . . , ⌊ Since we are assuming J < ∞, we have that B η > −∞. Moreover, note that B Y,η ≥ B η for any carrier Y for η. Thus to establish the result it will be sufficient to check that ⌋} and i ∈ {0, 1} such thatB q,i > −∞.) Now, since Y is not canonical, there exists q ∈ {0, 1, . . . , ⌊ We next show that in this case C
Proof. We will start by showing that if
It is then the case that η n ∈ {0, J} infinitely often as n → −∞. We will assume that η n = 0 infinitely often as n → −∞, and we simply note that the case η n = J infinitely often can be obtained from this by considering the empty box-ball duality of (2.4). If there exists a decreasing subsequence (n k ) k∈N of integers such that n k → −∞, and n k − n k+1 is odd and η n k = 0 for all k, then, for each k, there exists n k+1 < ℓ k ≤ n k such that either T η ℓ k = 0 and ℓ k − n k+1 is odd, or T η ℓ k = J and ℓ k − n k+1 is even. Indeed, from n k+1 , the carrier alternates between 0 and K as follows (drawing the dynamics as in Figure 4 ):
with the sequence being ended by one of the following possibilities:
Hence T η satisfies η n ∈ {0, J} infinitely often as n → −∞, and T η n / ∈ C 0,alt J,K . Thus, by Proposition 2.14, T η ∈ C can J,K ∩ C 0 J,K . Next, if such a subsequence (n k ) k∈N does not exist, then there exists N such that for n, m ≤ N , η n = η m = 0 implies n − m is even. We can therefore find a decreasing sequence (n k ) k∈N of integers such that n k → −∞, and, for all k, n k − n k+1 is even, η n k = 0, and η ℓ = 0 for any n k+1 < ℓ < n k . Since η / ∈ C 0,alt J,K , we know the sequence sketched at (2.19) terminates prior to n k infinitely often as k → ∞, and so the following happens infinitely often as k → ∞: there exists 1 ≤ m ≤ n k −n k+1 2 such that either η 2m−1+n k+1 < K, or η 2m+n k+1 > J − K. For such k, there exists an integer ℓ k ∈ (n k+1 , n k ] such that T η ℓ ∈ {0, J} for all n k+1 < ℓ < ℓ k , and for which T η ℓ k = 0 if ℓ k − n k+1 is odd, and T η ℓ k = J if ℓ k − n k+1 is even. Moreover, if T η n k = K, then by considering the picture at (2.19) reversed using the involution property of (2.1) we see that the relevant part of the system looks like: To conclude the subsection, we check a basic property that holds for elements of C In this subsection, we assume J = K, which is the easiest case to deal with.
Proposition 2.17.
Proof. Since F
J,K (a, b) = a for any a, b ∈ {0, 1, . . . , J = K}, we immediately see from (2.5) that Y is a BBS(J,K) carrier if and only if Y n = η n for all n ∈ Z. In particular, the carrier always exists and is unique. Moreover, by Definition 2.2, this carrier is canonical. Thus we have proved part (a). For part (b), we simply observe that T η n = F (1) J,K (η n , W n−1 ) = W n−1 = η n−1 , and so the dynamics are given by the right-shift map θ −1 .
Proof of Lemma 2.3 in the case J = K. This follows from Proposition 2.17.
Proof of Lemma 2.4 in the case J = K.
Since any carrier is a canonical carrier, no configuration satisfies the assumption. § 2.3. Case 3: J < K In this subsection, we assume J < K, and will later subdivide into the cases when K = ∞, and when K < ∞. As in the study of the original box-ball system, BBS(1,∞), in [1] , it turns out that when J < K it is useful to describe the configuration and dynamics in terms of a path encoding and an appropriate operation on this. Specifically, for a configuration η ∈ C J,K , the associated path encoding S = (S n ) n∈Z will be given by setting S 0 = 0 and S n − S n−1 = J − 2η n .
Clearly the map η → S gives a bijection between the configuration space C J,K and the path space S J,K := {S : Z → Z : S 0 = 0, S n −S n−1 ∈ {−J, −J +2, . . . , J −2, J}}. In the following lemma, we translate the criteria for the existence of a carrier or a canonical carrier to ones involving the path encoding. For the statement of the result, it will be convenient to introduce the two-point running average of S, which we will denotẽ S = (S n ) n∈Z and define by settingS n → −∞, and moreover,
. This completes the proof of the second part.
We now describe how the BBS(J,K) dynamics can be expressed in terms of the path encoding via a Pitman-type transformation. We recall that the original Pitman transformation of a path involves reflection in the past maximum [4] ; up to a shift, our path transformation is also a reflection, but in the path M , as defined in the statement of Lemma 2.18. For the model BBS(1,∞), this reduces to Pitman's original definition. Figure 5 shows an example of the transformation when J = 3 and K = 5. 
Moreover,
and so the proof is complete.
Case 3(a): J < K = ∞
We now focus on the case that J < K = ∞. In this case, the condition (2.20) simplifies to
one solution of which is given by taking M to be the past maximum ofS, if this exists. This observation will be key in the following arguments. For these, we also let Proposition 2.20.
Proof. (a) We first show that if S −∞ < ∞, then there exists a carrier. Under the latter condition, we also have thatS −∞ < ∞. HenceM n := max m≤nSm is finite for n ∈ Z, and, as per the remark preceding the proposition,M = (M n ) n∈Z satisfies (2.22). For thisM , define Y = (Y n ) n∈Z by setting Y n :=M n − S n + J 2 . To establish that this Y is a carrier for η with path encoding S, it will be enough to check that Y n ∈ Z + for each n ∈ Z + . SinceM n ≥S n , we have that Y n ≥ 0. Also, if J is even, then S n ∈ 2Z for all n, and it readily follows that Y n ∈ Z. If J is odd, then S n is odd for odd n and S n is even for even n. It follows thatM n ∈ Z + 1 2 , and so Y n ∈ Z, as desired. We next show that if S −∞ = ∞, then a carrier does not exist. Indeed, if (M n ) n∈Z satisfies (2.22), then M n ≥S n for all n. Hence, applying (2.22) repeatedly, M n ≥ max m≤nSm . Since 
is a canonical carrier, whereM n = max m≤nSm . (It is further straightforward to check that the only other carriers are of the form described in the proof of (b), and that none of these are canonical.)
Proof of Lemma 2.3 in the case
, and Y is a carrier with M n satisfying M n >M n := max m≤nSm for some n ∈ Z. Since M n = max{M n−1 ,S n } andS n < M n , it must hold that M n−1 = M n . Similarly, we obtain that M m = M n for all m ≤ n, and so, by Lemma 2.18, Y is not a canonical carrier. Hence Y is a canonical carrier if and only if M n =M n for all n, and thus it is unique. We complete the subsection by identifying an explicit subset of C inv J,K , which is natural to consider for suitably homogeneous random configurations, and also present an example to complete the discussion of the remark following Theorem 1.1.
Proof of Lemma 2.4 in the case

Corollary 2.21.
For
Proof. If lim n→±∞ S n n = c ± ∈ (0, ∞), then Proposition 2.20 gives that both η and Rη, which has path encoding RS = (−S −n ) n∈Z , are in C can J,∞ , and so η ∈ C rev J,K . Moreover, from the assumption, we deduce thatM n := sup m≤nS m also satisfies lim n→±∞M n n = c ± . This implies
and hence T η ∈ C rev J,K . (Recall from the proof of Proposition 2.20 thatM is the process satisfying (2.22) that corresponds to the canonical carrier.) Proceeding similarly with RS in place of S, we find that, writing T −1 S as the path encoding of T −1 η,
and so T −1 η ∈ C rev J,K . Iterating these arguments yields that T t η ∈ C rev J,K for all t ∈ Z. Thus the proof is complete.
Example 2.22.
Consider the following configuration η ∈ C 1,∞ :
. . . ✐②②②✐✐✐✐✐✐②②✐✐✐②✐✐✐✐✐✐✐✐✐. . . , where for each n ∈ N a string of particles of length n is placed in the interval {−(2n + 1)(n − 1), . . . , −2n(n − 1)}, and all other sites are vacant. It is elementary to check that S n n → 1 as n → ∞, and 
Remark.
We note that C inv 1,∞ is the same set as S sub−critical introduced in [1] .
Case 3(b): J < K < ∞
We now come to the final case, which is when J < K < ∞. Towards describing the sets C ∃ J,K , C ∃! J,K and C can J,K , we first show that whenever the two-point running average of the path encodingS fluctuates more than K − J, the value of the process M (as described at (2.20)) can be determined fromS uniquely; this is because the carrier sees greater than or equal to K more empty boxes than balls, or vice versa, over the relevant part of the configuration, which means that it essentially empties or fills itself.
Lemma 2.23.
Suppose J < K < ∞. Let η ∈ C ∃ J,K , Y be a carrier for η, and M be the process given by
Proof. First observe that (2.20) impliesS n ≤ M n ≤S n + K − J for all n ∈ Z. Suppose n < N ,S N −S n > K −J and |S m −S n | ≤ K −J for all m ∈ {n, n+1, . . . , N −1}, thenS m <S N for all m in the latter range, and also
Recursively, we deduce that M m <S N for any m ∈ {n, n + 1, . . . , N − 1}. It follows that M N =S N , and so M N = M N−1 . The case whenS N −S n < −(K − J) can be dealt with in a similar way, and thus we establish (a). Note that the proofs of part (b) and (c) are contained in the argument already given.
Proposition 2.24.
Suppose J < K < ∞. It then holds that:
where we recall the notationS −∞ andS −∞ from below (2.23).
Proof. We consider three cases separately:
Specifically, we will show that: in case (i), there exists a unique carrier which is canonical; in case (ii), there exists a unique carrier which is not canonical; and in case (iii), there are multiple carriers where any of them is not canonical. From this, the result follows.
Suppose (i) holds. There then exists a decreasing divergent sequence (N i ) i∈N of integers such that {0, 1, . . . , K}, and hence is a carrier for η. Lemma 2.23 further tells us that this carrier is unique. Finally, applying Lemma 2.23 again yields M N i = M N i −1 , which means M n does not converge to a constant as n → −∞. Hence, by Lemma 2.18, the carrier is canonical.
Next, suppose (ii) holds. There then exists B η ∈ Z such that sup m≤nS m =S −∞ = S −∞ + K − J and inf m≤nSm =S −∞ for all n ≤ B η . Define M n :=S −∞ for n ≤ B η , and by (2.20) for n > B η recursively. SinceS n ≤ M n ≤S n + K − J for n ≤ B η , M satisfies (2.20), and so there exists a carrier Y . Moreover, by Lemma 2.18, this is not canonical. If there exists another carrier, then M n =S −∞ for some n ≤ B η .
In particular, we have that M n ≤S −∞ , which contradicts the assumption. In the same way, we can show that M n <S −∞ for some n ≤ B η yields a contradiction. Hence the carrier is unique.
Finally, suppose (iii) holds. Then, there exists B η ∈ Z such that sup m≤nS m =S −∞ and inf m≤nSm =S −∞ for all n ≤ B η . For any C ∈ {0, 1, . . . , 
) i∈N and (Y (i) ) i∈N satisfy the assumptions of the lemma, so that in particular
Then, as in the argument for (a), S −∞ , S −∞ ∈ R, and so there exists B η ∈ Z such that sup m≤nS m =S −∞ and inf m≤nSm =S −∞ for all n ≤ B η . Moreover, by the proof of Proposition 2.24,
is constant for n ≤ B η , and so B Y ≥ B η (recall (2.21)). Now, by Lemma 2.19, S (2) := T Y S, the path encoding
−∞ for all n ≤ B η . In particular, B Y (2) ≥ B η . Repeating the same argument, we conclude that
We complete the section by describing an explicit subset of C inv J,K , which, similarly to (2.21), is natural for homogeneous random configurations.
Proof. If lim sup n→±∞ |S n | = ∞, then Proposition 2.24 readily yields that η ∈ C rev J,K . Moreover, from (2.20) and the definition ofS we know that
The remainder of the proof is identical to that of Corollary 2.21. § 3. Duality between invariant properties of probability measures
With the deterministic preparations in place, we are now ready to study probability measures on configurations. In particular, the main aim of this section is to prove Theorem 1.2. We also give a lemma that shows how independence between the two sides of the configuration transfers into a corresponding property for the current sequence (see Lemma 3.2). We recall the definitions of P J,K , P 8) and (1.11) , respectively. We start with a simple lemma that shows if the dual measure of a measure P J,∞ ∈ P inv J,∞ is spatially stationary, then P J,∞ ∈P inv J,∞ , which will be important in allowing us to appeal to the bijectivity of D P J,∞ on this smaller set.
Lemma 3.1.
If P J,∞ ∈ P inv J,∞ , and
Proof. Suppose η has distribution given by P J,∞ , and assume
By Proposition 2.14 and Lemma 2.16, either (3.1)
is strictly positive, where we recall the definitions of B η , B q,i,η and B c,i,η from Subsection 2.1. Now, since P ∞,J • θ −1 = P ∞,J , we have that P ∞,J (B alt c,i,η ∈ {∞, −∞}) = 1 for all c ∈ Z + and i ∈ {0, 1}. Moreover, since P ∞,J • R • θ −1 = P ∞,J • R, it must also be the case that P ∞,J (B alt c,i,Rη ∈ {∞, −∞}) = 1 for all c ∈ Z + and i ∈ {0, 1}. Hence the probabilities at (3.1) and (3.2) must both be equal to 0, but this is a contradiction.
Proof of Theorem 1.2. (a) By assumption if η ∼ P J,K , then T J,K η ∼ P J,K , and so T η ∈ C rev J,K , P J,K -a.s. Iterating this and appealing to countability yields T t J,K η ∈ C rev J,K for all t ≥ 0, P J,K -a.s. Moreover, from Proposition 2.5, we also obtain that T −1 J,K η ∼ P J,K , and so we can argue as before to extend the previous conclusion to T t J,K η ∈ C rev J,K for all t ∈ Z, P J,K -a.s. Thus we have established P J,K ∈ P inv J,K . Now, recall from (1.10) that
, and so we can apply Lemma 3.1 to deduce that P J,K ∈P 11) ). It follows that
where we have applied (1.10), the definition of P K,J , the invariance of P K,J under θ, (1.9), and the identity P J,K = P K,J • D 
is invariant for T J,K , and hence the ergodicity of T J,K for P J,K implies
, 1}, and this completes the proof. We now give a lemma that will be useful for studying i.i.d. measures, as we do in the next section.
Lemma 3.2.
Suppose that η is a random configuration with distribution whose support is contained within C inv J,K . If (η n ) n≤0 and (η n ) n≥1 are independent, then so are
invariant configurations
In this section we take up the study of i.i.d. measures, and in particular tackle the question of which of these are invariant for the BBS(J,K) dynamics. As well as proving the characterisation of invariance in terms of detailed balance that was stated as Theorem 1.4, and the result that invariant i.i.d. measures are also ergodic for the BBS(J,K) transformation of Corollary 1.6, we present our complete characterisation of invariant i.i.d. measures in Theorem 4.9. We recall from the introduction the space of probability measures on {0, 1, . . . , J}, that is M J,K , the subsets M It holds that
Proof. In the case J > K, note that µ 
) is strictly less than 1. It follows that,
where C r,alt J,K was defined at (2.17). Therefore µ
c ) = 1, and Proposition 2.14 thus yields µ In our next result, we relate invariance under T J,K with the detailed balance equation (1.19). In particular, we show that, when the dual measure considered in the latter equation is given by the distribution of the current, the two conditions are equivalent.
We moreover obtain that the dual product measure is invariant under T K,J . We next show that (4.1) implies (4.2). Recall from (1.15) that the joint distribution
J,K and also appealing to the stationarity of µ ⊗Z J,K under the spatial shift, we find that
, to establish (4.2) it is enough to show that T J,K η 1 and W 1 are independent. Now, as µ ⊗Z J,K (C rev J,K ) = 1, we can argue as in the proof of Proposition 2.5 to show that (W −n ) n∈Z is the canonical carrier of RT J,K η, and thus W 1 is measurable with respect to (T J,K η n ) n≥2 . Given that, under (4.1), (T J,K η n ) n≥2 and T J,K η 1 are independent, we obtain that W 1 and T J,K η 1 are independent, as desired.
Finally, we show (4.2) implies (4.1). To this end, suppose that (4.2) holds. Under µ ⊗Z J,K , (W n ) n∈Z is a stationary process and W 0 ∼ µ K,J , so W n ∼ µ K,J for all n. Hence, for any n, the joint distribution of (η n , W n−1 ) is µ J,K × µ K,J . Moreover, the detailed balance equation (4.2) shows that, for all n: T J,K η n ∼ µ J,K , and T J,K η n and W n are independent. Moreover, the latter independence implies in turn that T J,K η n and σ(W n , (η m ) m≥n+1 ) are independent. Since (T J,K η m ) m≥n+1 is measurable with respect to σ(W n , (η m ) m≥n+1 ), we find that T J,K η n and (T J,K η m ) m≥n+1 are independent. Hence we conclude that (T J,K η n ) n ∼ µ Whilst the previous proposition gives some insight into the role of the detailed balance equation, it is slightly unsatisfactory in that it depends on the dual measure being assumed to be the distribution of the current. As was stated in Theorem 1.4, we can avoid this assumption when we include instead conditions that link the support of the original and dual measures under consideration. We now prove the latter version of the result, which will play a crucial role in characterizing all invariant measures of product form. 
Thus we can apply the result for the case J > K to complete this part of the proof.
We now prove the 'if' direction. From Proposition 4.2, to establish this, and the remaining claims of the theorem, it is enough to show that D 
By the detailed balance equation and the involutive property of F J,K , it is straightforward to check from this expression that µ K,J is a reversible measure for this Markov process. To prove W 0 ∼ µ K,J , we show that if r := r(µ J,K ) = r(µ K,J ), and also r(µ J,K ) = r(µ K,J ) when K = ∞, then W 0 is concentrated on the subset {r, r + 1, . . . , K − r}, and the Markov process with the state space {r, r + 1, . . . , K − r} and the transition probabilities (4.4) has at most one stationary measure. If J > K, then since W is a canonical carrier, W n is concentrated on {r, r+1, . . . , K −r} (recall Lemmas 2.11 and 2.12). Moreover, P(W n = r | W n−1 = a) ≥ µ J,K (r) and
for all a ∈ {r, r + 1, . . . , K − r}. Hence either P(W n = r | W n−1 = a) > 0 for all a ∈ {r, r+1, . . . , K −r}, or P(W n = K −r|W n−1 = a) > 0 for all a ∈ {r, r+1, . . . , K −r}, and so the stationary measure is unique if it exists. We next consider the case J < K. When K = ∞, recall from the proof of Proposition 2.20 that
By Proposition 4.1 we also know that r < , and so for each a ∈ {r, r + 1, . . . , } there exists an N ∈ N such that
Hence there is at most one stationary measure. For the case K < ∞, one can check from (2.20) that any carrier Y satisfies Y n ∈ {r, . . . , K − r} for all n ∈ Z, µ Having this characterization of the collection of invariant measures I inv J,K (as defined at (1.16)), we now work towards its explicit description. Since for the case J = K, M J,K = I inv J,K holds, we will focus on the case J = K. Our next step is to apply the reducibility property for F J,K from (2.3) (and the empty box-ball duality of (2.4)) to obtain a reducibility property for measures. In particular, we will show that if a measure µ J,K ∈ M J,K satisfies, together with a dual measure, the detailed balance equation and has support bounded away from 0 and J (in the sense that r(µ J,K ) > 0), then the detailed balance equation is also satisfied by a pair of corresponding dual measures on smaller state spaces. To state the result precisely, we need some further notation. For any µ J,K ∈ M J,K , we defineμ J,K ∈ M J−2r(µ J,K ),K−2r(µ J,K ) by setting
Note that if we define E r : M J,K → M J+2r,K+2r for r ∈ Z + by setting
We moreover observe thatμ J,K (0) > 0, and hence the following lemma will allow us to concentrate on measures satisfying the latter property when looking for solutions to the detailed balance equation. In our next result, we describe solutions of the detailed balance equation when µ J,K and µ K,J have full support. For this purpose, we first introduce a variation of the geometric distribution that will arise naturally in the result. For N ∈ Z + ∪ {∞}, α > 0, β > 0 and m ∈ N, we say X has scaled truncated bipartite geometric distribution with parameters N , 1 − α, β and m if P (X = mx) = C N,1−α,β,m α x β ι(x) , x ∈ {0, 1, . . . , N }, where ι(2x) = 0, ι(2x + 1) = 1 and C N,1−α,β,m is a normalising constant; in this case we write X ∼ stbGeo(N, 1 − α, β, m). Note that, if N = ∞, then we require that α < 1 for the distribution to be defined. We observe that stbGeo(N, 1 − α, 1, 1) is simply the distribution of the usual parameter 1 − α geometric distribution conditioned to take a value in {0, 1, . . . , N }. 1 − α, β, 1) and stbGeo(K, 1 − α, β, 1) , respectively, where one of the following conditions is satisfied: (i) J, K ∈ N ∪ {∞}, α ∈ (0, 1), β = 1, (ii) J, K ∈ 2N ∪ {∞}, α ∈ (0, 1), β ∈ (0, ∞)\{1}, (iii) J, K ∈ N, α ≥ 1, β = 1, (iv) J, K ∈ 2N, α ≥ 1, β ∈ (0, ∞)\{1}. In particular, by considering c = 1, we have ℓ a = ℓ J−a for a ∈ {0, 1, . . . , J}. Moreover, by induction for c, we obtain that for all a ∈ {0, 1, . . . , J} and c ∈ {1, . . . , K −J}. We will apply this relation to deduce the result, noting that to complete the proof it will be sufficient to establish that ℓ a = ℓ a+2 for all a ∈ {0, 1, . . . , K −3}, and also, if J / ∈ 2N or K / ∈ 2N∪{∞}, then ℓ 0 = ℓ 1 . To prove the first part, let a = 0 in (4.8) to see that ℓ c = ℓ J+c for all c ∈ {0, 1, . . . , K − J − 1}. Thus (ℓ a ) K−1 a=0 is periodic with period J. Now, suppose K − J ≥ 2. Applying (4.8) for c = 1 and c = 2 then yields ℓ a = ℓ J−a = ℓ J−(a+1)+1 = ℓ a+2 for any a ∈ {0, 1, . . . , J − 1}. Combining with the periodicity, it follows that ℓ a = ℓ a+2 for all a ∈ {0, 1, . . . , K − 3}.
Moreover, if J / ∈ 2N, then ℓ 0 = ℓ J (which follows from (4.8) with a = 0 and c = 1) implies ℓ 0 = ℓ 1 . And, if J ∈ 2N and K / ∈ 2N ∪ {∞}, then we can apply (4.7) to show ℓ 0 = ℓ 1 . Indeed, letting a = 2, b = K − 1 in (4.7), we deduce that To complete the proof, it remains to show that both µ and ν are supported on multiples of m only, as we can then apply Lemma 4.6. To do this, we will suppose that m := min{a ∈ {0, 1, . . . , K} : ν(a) > 0, a ∈ mZ + } exists and derive a contradiction. By construction,m > m. Since J = ℓm and K = ℓ ′ m, we can repeat the same argument as above with m replaced bym to show that J =lm and K =l ′m . Hence J +m ≤ K. Ifm > 2m, then since J ≤ J +m − m ≤ K, 0 < ν(J − m)ν(m) = ν(m)ν(J +m − 2m). Since J ≤ J +m − 2m ≤ K, it follows that 0 < ν(0)ν(J +m − 2m) = ν(J)ν(m − 2m). In particular, this implies that ν(m − 2m) > 0, and since 0 <m − 2m <m, this is a contradiction with the choice ofm. Next, supposem < 2m. It then holds that 0 < ν(J − m)ν(m)ν(2m)/ν(m) = ν(J +m − 2m)ν(2m) = ν(2m −m)ν(J − 2m + 2m), which implies ν(2m −m) > 0. Since 0 < 2m −m <m, this is a contradiction with the choice ofm. Therefore we conclude thatm does not exist, and so the support of µ is {0, m, 2m, . . . , ℓm = J} and the support of ν is {0, m, 2m, . . . , ℓ ′ m = K}.
Remark.
Under the measures described in part (a) of the last theorem, it almostsurely holds that T η = θ −1 η. In conjunction with the fact that in the case J = K any measure µ J,K yields the same dynamics, we see that only the measures of part (b) give non-trivial dynamics in the class I inv J,K ∩ {µ J,K (0) > 0}.
We are nearly ready to state the main conclusion of the section, which describes all i.i.d. measures that are invariant for the BBS(J,K) dynamics. The result follows from the previous theorem, together with manipulations that undo earlier reductions made
