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Mere skladnosti: Kendallov tau in Spearmanov ro
Povzetek
V delu diplomskega seminarja predstavimo najpomembnejˇsi meri skladnosti, Ken-
dallov tau in Spearmanov ro. To sta meri, ki opisujeta odvisnost slucˇajnih spremen-
ljivk, imenovano skladnost. Sprva bomo definirali meri v primeru slucˇajnega vzorca,
bolj podrobno pa si bomo pogledali skladnost zveznih slucˇajnih spremenljivk. Za na-
tancˇnejˇso obravnavo Kendallovega tau in Spearmanovega ro potrebujemo funkcijo,
imenovano kopula, ki povezuje skupne porazdelitvene funkcije slucˇajnih vektorjev
z njihovimi robnimi porazdelitvami. Teorija kopul je nepogresˇljiva pri obravnavi
mer skladnosti, zato bomo predstavili najpomembnejˇse kopule ter jih graficˇno pri-
kazali. S Sklarovim izrekom bomo postavili temelje za razumevanje in obravnavo
skladnostnih mer. Delo bomo zakljucˇili s primerjavo mer Kendallovega tau in Spe-
armanovega ro ter s prikazom nekaterih najpomembnejˇsih neenakosti med njima.
Measures of concordance: Kendall’s tau and Spearman’s rho
Abstract
In this work, we present the most important measures of concordance, Kendall’s
tau and Spearman’s rho. These measures describe a special dependance of random
variables called concordance. First we define both measures in the case of a random
sample but we will mostly focus on concordance of continuous random variables. For
a more precise study of both measures Kendall’s tau and Spearman’s rho, we intro-
duce function called copula, which links multivariate joint distribution functions of
random vectors with their univariate marginal distributions. It has an indispensable
role in a study of measures of concordance. We will prove Sklar’s theorem, which
will serve as a foundation for understanding measures of concordance. Finally, we
will take a look into the relationship between Kendall’s tau and Spearman’s rho and
show the most important inequalities relating both measures.
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1. Uvod
Relacija odvisnosti med slucˇajnimi spremenljivkami je eno izmed najbolj razi-
skanih podrocˇij v verjetnosti in statistiki. Vrsta odvisnosti spremenljivk pa lahko
zavzame najrazlicˇnejˇse oblike. V diplomskem delu se bomo ukvarjali z odvisnostjo,
imenovano skladnost, osredotocˇili pa se bomo predvsem na dve meri skladnosti, ki
se imenujeta Kendallov tau in Spearmanov ro.
Tekom sˇtudija smo zˇe spoznali statisticˇno mero, Pearsonov korelacijski koeficient,
ki meri linearno odvisnost dveh slucˇajnih spremenljivk. Definiramo jo kot kvocient
med kovarianco slucˇajnih spremenljivk ter produktom njunih standardnih odklo-
nov. Zavzame vrednosti med −1 in 1, kjer viˇsja absolutna vrednost pomeni, da sta
spremenljivki med seboj bolj linearno povezani. Vendar je mozˇno, da imata dve
slucˇajni spremenljivki mocˇno nelinearno povezanost, hkrati pa majhno vrednost
Pearsonovega korelacijskega koeficienta. Poglejmo si, kako bi definirali vrsto odvi-
snosti, imenovano skladnost.
Neformalno je par slucˇajnih spremenljivk skladen, cˇe so velike vrednosti ene
slucˇajne spremenljivke povezane z velikimi vrednostmi druge slucˇajne spremenljivke,
in obratno, majhne vrednosti ene spremenljivke so povezane z majhnimi vrednostmi
druge.
Cˇe pa smo bolj natancˇni in imamo podan slucˇajni vektor (X, Y ) in sta (xi, yi) in
(xj, yj) dve opazovanji tega vektorja, recˇemo, da sta opazovanji (xi, yi) in (xj, yj)
skladni, cˇe velja xi < xj in yi < yj ali pa xi > xj in yi > yj. Podobno lahko recˇemo
tudi, da sta opazovanji (xi, yi) in (xj, yj) skladni, cˇe velja (xi − xj)(yi − yj) > 0 in
neskladni, cˇe (xi − xj)(yi − yj) < 0.
Kendallov tau in Spearmanov ro sta koeficienta, ki merita povezanost dveh slucˇaj-
nih spremeljivk glede na skladnost. Koeficienta dosezˇeta, podobno kot Pearsonov
korelacijski koeficient, vrednosti med −1 in 1. Ponovno velja, da bolj kot sta slucˇajni
spremenljivki med seboj skladni, vecˇjo vrednost dosezˇeta koeficienta. Torej vrednost
1 pomeni popolno skladnost, negativne vrednosti pa pomenijo, da ko se vrednosti
ene slucˇajne spremenljivke povecˇujejo, se vrednosti druge slucˇajne spremenljivke
zmanjˇsujejo.
V drugem poglavju si bomo najprej pogledali meri skladnosti v primeru slucˇajnega
vzorca, v tretjem pa meri skladnosti v primeru zveznih slucˇajnih spremenljivk.
Cˇetrto poglavje bo namenjeno opisu kopul, ki jih bomo nato v petem poglavju
nadgradili s Sklarovim izrekom. V sˇestem in sedmem razdelku bomo posebej pred-
stavili meri Kendallov tau in Spearmanov ro, ter ju definirali s pomocˇjo kopul. Za
konec pa ju bomo, v osmem poglavju, primerjali in dokazali osnovne neenakosti med
njima.
2. Meri skladnosti v primeru slucˇajnega vzorca
Sprva si bomo pogledali preprosto definicijo Kendallovega tau v primeru slucˇaj-
nega vzorca. Cˇe imamo dan slucˇajni vzorec n opazovanj slucˇajnega vektorja (X, Y ):
(x1, y1), (x2, y2), . . . , (xn, yn), potem lahko par opazovanj (xi, yi), (xj, yj) izberemo
na
(
n
2
)
nacˇinov. Torej imamo
(
n
2
)
razlicˇnih parov vzorcev danega slucˇajnega vektorja
in vsak tak par je bodisi skladen bodisi neskladen. Naj c oznacˇuje sˇtevilo skladnih
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parov, d pa sˇtevilo neskladnih parov. Potem je Kendallov tau za slucˇajni vzorec
definiran kot:
t =
c− d
c+ d
=
c− d(
n
2
) .
Torej je t razlika med verjetnostjo, da je slucˇajno izbran par opazovanj (xi, yi),
(xj, yj) skladen, in verjetnostjo, da je ta par neskladen.
Tezˇava se pojavi, cˇe ima par slucˇajnega vzorca (xi, yi), (xj, yj) enaki komponenti,
tj. cˇe obstajata taka indeksa i in j, da velja xi = xj ali yi = yj. Poznamo dva nacˇina,
kako resˇiti ta problem, imenujeta se Kendallov tau-b in Kendallov tau-c. Vecˇ o tem
si lahko pogledate na spletni strani [7].
Tako kot Kendallov tau je tudi Spearmanov ro mera povezanosti dveh slucˇajnih
spremenljivk, ki temelji na skladnosti. Ponovno si poglejmo vzorec n neodvisnih
opazovanj slucˇajnega vektorja (X, Y ): (x1, y1), . . ., (xn, yn). Vzorcˇne podatke za
slucˇajno spremenljivko X x1, . . ., xn pretvorimo v range a1, . . ., an, tako, da jih ure-
dimo od najmanjˇsega do najvecˇjega. Torej najmanjˇso vrednost vzorca zamenjamo
z 1, drugo najmanjˇso vrednost zamenjamo z 2, itd. V primeru, da vecˇ vzorcev
xi zavzame isto vrednost, jih zamenjamo s povprecˇjem njihovih rangov. Podobno
storimo z vzorcˇnimi podatki za slucˇajno spremenljivko Y , torej jih pretvorimo v
range b1, . . ., bn. Z a¯ in b¯ oznacˇimo sˇe aritmeticˇno sredino rangov za posamezno
spremenljivko. Sedaj lahko definiramo Spearmanov ro za slucˇajni vzorec:
ρ =
∑n
i=1(ai − a¯)(bi − b¯)√∑n
i=1(ai − a¯)2 ·
√∑n
i=1(bi − b¯)2
.
Cˇe vsi pari vzorcev zavzamejo razlicˇne vrednsti, torej cˇe ne obstajata taka indeksa i
in j, da velja xi = xj ali yi = yj, lahko uporabimo naslednjo, preprostejˇso formulo:
ρ = 1− 6 ·
∑n
i=1 d
2
i
n · (n2 − 1) ,
kjer di predstavlja absolutno vrednost razlike rangov: |ai − bi|.
Vrednosti Kendallovega tau in Spearmanovega ro se lahko razlikujeta, jasnega
odgovora, katero mero je bolje uporabljati, pa ni. So pa vrednosti Spearmanovega
ro bolj obcˇutljive za napake ali za vecˇja odstopanja.
Primer 2.1. Dva sˇtudenta financˇne matematike ocenita 6 razlicˇnih filmov po vrsti
od 1 do 6, kjer 1 predstavlja najboljˇso oceno, 6 pa najslabsˇo. Ocene so podane v
tabeli 1. Izracˇunajmo Kendallov tau in Spearmanov ro v primeru slucˇajnega vzorca.
Kendallov tau Spearmanov ro
Ime filma Ocena 1 Ocena 2 c d di
Film1 1 2 4 1 1
Film2 2 1 4 0 1
Film3 3 4 2 1 1
Film4 4 3 2 0 1
Film5 5 6 0 1 1
Film6 6 5 1
Tabela 1. Tabela ocen
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V stolpcu ‘Ocena 1’ vrednosti narasˇcˇajo. Sˇtevilo skladnih parov v posamezni
vrstici zato izracˇunamo tako, da v tej vrstici vzamemo oceno iz stolpca ‘Ocena 2’ in
presˇtejemo, koliko sˇtevil pod njo v tem stolpcu ima vecˇje vrednosti. Tako dobimo
sˇtevilo skladnih parov oziroma stolpec c. Na podoben nacˇin izracˇunamo sˇtevilo
neskladnih parov, torej stolpec d, le da tokrat gledamo koliko sˇtevil pod dolocˇeno
oceno v stolpcu ‘Ocena 2’ ima manjˇse vrednosti.
Za izracˇun Kendallovega tau sesˇtejemo stolpca c in d, in dobimo sˇtevilo skladnih in
neskladnih parov, c = 12 in d = 3. Sedaj uporabimo enacˇbo iz definicije:
t =
c− d
c+ d
=
9
15
= 0,6.
Za izracˇun Spearmanovega ro nam v tem primeru podatke o oceni ni potrebno
spreminjati v range, saj so zˇe razporejeni po velikosti od 1 do 6. Zadnji stolpec
di predstavlja razliko rangov oziroma ocen za vsak film. Te vrednosti vstavimo v
enacˇbo iz definicije:
ρ = 1− 6 ·
∑n
i=1 d
2
i
n · (n2 − 1) = 1−
36
210
.
= 0,83.
Izracˇunani meri Kendallov tau in Spearmanov ro imata visoki vrednosti, kar pomeni,
da so ocene obeh sˇtudentov med seboj mocˇno skladnostno povezane. To pa je
mocˇ opaziti zˇe iz razpredelnice, saj so si ocene sˇtudentov za posamezni film dokaj
podobne.
♦
3. Meri skladnosti v primeru zvezne slucˇajne spremenljivke
Najvecˇja tezˇava pri obravnavi mer skladnosti v primeru slucˇajnega vzorca nastane,
kadar imamo par opazovanj slucˇajnega vzorca (xi, yi), (xj, yj), ki ima vsaj eno kom-
ponento enako. Zato se bomo osredotocˇili na mere skladnosti zveznih slucˇajnih
spremenljivk, saj je v tem primeru verjetnost, da pride do enakosti komponent,
enaka 0. Meram skladnosti zveznih slucˇajnih spremenljivk pravimo populacijske
razlicˇice mer skladnosti.
Populacijsko razlicˇico Kendallovega tau definiramo za slucˇajni vektor (X, Y ), ki
ima zvezni komponenti in skupno porazdelitveno funkcijo H. Naj bosta (X1, Y1) in
(X2, Y2) neodvisna in enako porazdeljena slucˇajna vektorja, s skupno porazdelitveno
funkcijo H. Potem je populacijska razlicˇica Kendallovega tau definirana kot:
(1) τ = τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0].
To lahko interpretiramo kot razliko med verjetnostjo, da sta slucˇajna vektorja (X1, Y1)
in (X2, Y2) skladna, in verjetnostjo, da sta neskladna. Ker so slucˇajne spremenljivke
tokrat zvezne, je verjetnost enakih vrednosti komponent, torej X1 = X2 ali Y1 = Y2,
enaka 0, zato primera, ko pride do enakosti, ni potrebno posebej obravnavati.
Za definicijo populacijske razlicˇice Spearmanovega ro pa opazujemo tri neodvi-
sne, enako porazdeljene slucˇajne vektorje (X1, Y1), (X2, Y2) in (X3, Y3), ki imajo
skupno porazdelitveno funkcijo H, z robnima porazdelitvama F in G. Enacˇba za
Spearmanov ro je tokrat sorazmerna razliki med verjetnostima, da sta slucˇajna
vektorja (X1, Y1) in (X2, Y3) skladna oziroma neskladna. Prvi vektor ima skupno
porazdelitveno funkcijo H, drugi pa ima neodvisni komponenti, torej ima skupno
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porazdelitveno funkcijo enako F ·G, imata pa oba vektorja isti robni porazdelitvi.
Definiramo:
(2) ρX,Y = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0]).
V enacˇbi bi namesto vektorja (X2, Y3) lahko uporabili tudi vektor (X3, Y2).
Primer 3.1. Za primer vzemimo slucˇajni vektor (X, Y ), kjer je slucˇajna spremen-
ljivkaX porazdeljena enakomerno zvezno na intervalu (0, 1) in Y = X2. Izracˇunajmo
Pearsonov korelacijski koeficient, Kendallov tau in Spearmanov ro. Najprej izracˇu-
najmo potrebne podatke:
fX = 1(0,1), fY =
1
2
√
y
1(0,1), E(X) =
1
2
, E(Y ) =
1
3
,
V ar(X) =
1
12
, V ar(Y ) =
4
45
, Cov(X, Y ) =
1
12
.
(1) Pearsonov korelacijski koeficient:
σ(X, Y ) =
Cov(X, Y )√
V ar(X) · V ar(Y ) =
√
12 · 45
2 · 12
.
= 0,97.
(2) Kendallov tau: Vzamemo dva neodvisna vzorca (X1, Y1) in (X2, Y2) obrav-
navanega slucˇajnega vektorja. Velja torej, da je X1 neodvisen od X2 in Y1
neodvisen od Y2. Sedaj obravnavamo 3 mozˇnosti:
• Cˇe je X1 < X2, sledi, da je Y1 = X21 < X22 = Y2, (ker imamo le pozitivne
vrednosti) in zato: (X1 −X2)(Y1 − Y2) > 0.
• Cˇe je X1 > X2, sledi, da je Y1 = X21 > X22 = Y2, (ker imamo le pozitivne
vrednosti) in zato: (X1 −X2)(Y1 − Y2) > 0.
Tako dobimo P [(X1−X2)(Y1−Y2) > 0] = 1 in P [(X1−X2)(Y1−Y2) < 0] = 0
in sedaj lahko izracˇunamo Kendallov tau:
τ = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0] = 1.
(3) Spearmanov ro: Vzamemo neodvisne vzorce (X1, Y1), (X2, Y2) in (X3, Y3)
obravnavanega slucˇajnega vektorja. Ponovno velja, da so X1, X2 in X3
neodvisni ter Y1, Y2 in Y3 neodvisni. Sedaj opazujemo 6 razlicˇnih nacˇinov,
na katere se lahko razporedijo X1, X2 in X3 po velikosti. Vsaka mozˇnost se
zgodi z verjetnostjo 1
6
. Za primere: – X1 < X2 < X3,
– X1 < X3 < X2,
– X2 < X3 < X1,
– X3 < X2 < X1
velja (X1 −X2)(Y1 − Y3) > 0, za primera:
– X2 < X1 < X3,
– X3 < X1 < X2
pa velja (X1−X2)(Y1−Y3) < 0. Iz tega sledi P [(X1−X2)(Y1−Y3) > 0] = 46
in P [(X1 −X2)(Y1 − Y3) < 0] = 26 . Sedaj lahko izracˇunamo Spearmanov ro:
ρ = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0]) =
= 3
(
4
6
− 2
6
)
= 1
♦
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Trditev 3.2. Cˇe imamo slucˇajni vektor (X, Y ) z neodvisnimi komponentami, potem
velja, da sta meri skladnosti tau in ro enaki 0.
Dokaz.
• Kendallov tau: Vzamemo dva neodvisna vzorca (X1, Y1) in (X2, Y2) obrav-
navanega slucˇajnega vektorja. Vemo, da je P (X1 < X2) =
1
2
, ker je P (X1 <
X2) + P (X1 > X2) = 1 in ker sta X1 ter X2 neodvisni, enako porazdeljeni
slucˇajni spremenljivki. Enako velja za Y , zato lahko zapiˇsemo:
P [(X1 −X2)(Y1 − Y2) > 0] = P [(X1 −X2) > 0, (Y1 − Y2) > 0]
+ P [(X1 −X2) < 0, (Y1 − Y2) < 0].
Zaradi neodvisnosti komponent X in Y pa sledi:
P [(X1 −X2)(Y1 − Y2) > 0] = P [(X1 −X2) > 0] · P [(Y1 − Y2) > 0]
+ P [(X1 −X2) < 0] · P [(Y1 − Y2) < 0] =
= 1
2
· 1
2
+ 1
2
· 1
2
= 1
2
.
Podoben racˇun naredimo za P [(X1 −X2)(Y1 − Y2) < 0) = 12 in sedaj lahko
izracˇunamo Kendallov tau:
τ = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0] =
=
1
2
− 1
2
= 0.
• Spearmanov ro: Vzamemo tri neodvisne vzorce (X1, Y1), (X2, Y2) in (X3, Y3)
slucˇajnega vektorja (X, Y ). Ponovno vemo, da je P (X1 < X2) =
1
2
in
P (Y1 < Y3) =
1
2
. Zaradi neodvisnih komponent X in Y velja:
P [(X1 −X2)(Y1 − Y3) > 0] = P [(X1 −X2) > 0, (Y1 − Y3) > 0]
+ P [(X1 −X2) < 0, (Y1 − Y3) < 0] =
= P [(X1 −X2) > 0] · P [(Y1 − Y3) > 0]
+ P [(X1 −X2) < 0] · P [(Y1 − Y3) < 0] =
= 1
2
· 1
2
+ 1
2
· 1
2
= 1
2
,
Podoben racˇun naredimo za P [(X1 −X2)(Y1 − Y3) < 0] = 12 in sedaj lahko
izracˇunamo Spearmanov ro:
ρ = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0]) =
= 3
(1
2
− 1
2
)
= 0.

Kot bomo videli koeficienta Kendallov tau in Spearmanov ro nista odvisna od
robnih porazdelitev slucˇajnega vektorja, temvecˇ od funkcije, ki se imenuje kopula, s
katero opisujemo odvisnost med slucˇajnimi spremenljivkami.
4. Kopule
Kopule so funkcije, ki zdruzˇujejo vecˇrazsezˇne porazdelitvene funkcije z njihovimi
enorazsezˇnimi robnimi porazdelitvenimi funkcijami. Lahko tudi recˇemo, da so ko-
pule vecˇrazsezˇne porazdelitvene funkcije, katerih robne porazdelitve so enakomerno
porazdeljene na intervalu (0, 1). Kopule so v statistiki pomembne zaradi dveh ra-
zlogov: sluzˇijo nam kot orodje za konstrukcijo druzˇin dvorazsezˇnih porazdelitev ter
z njimi preucˇujemo mere odvisnosti in skladnosti.
Beseda kopula izhaja iz latinske besede za ’povezavo’ ali ’vez’. V matematicˇnem
smislu jo je prvicˇ uporabil Abe Sklar leta 1959, ko je opisal funkcijo, ki povezˇe skupaj
enorazsezˇne porazdelitvene funkcije in tvori vecˇrazsezˇne porazdelitve. Proucˇevanje
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kopul in njihov pomen v verjetnosti in statistiki je sˇe dokaj neraziskana tematika,
saj obstaja sˇe veliko neresˇenih problemov.
Cˇe poznamo skupno porazdelitev slucˇajnega vektorja, so robne porazdelitve nje-
govih komponent enolicˇno dolecˇene. Porazdelitev dveh slucˇajnih spremenljivk pa
lahko zdruzˇimo v skupno porazdelitev slucˇajnega vektorja teh dveh slucˇajnih spre-
menljivk na vecˇ razlicˇnih nacˇinov. Kopule so funkcije, ki zdruzˇujejo enorazsezˇne
robne porazdelitve v vecˇrazsezˇne porazdelitvene funkcije.
Naj bosta X in Y slucˇajni spremenljivki s kumulativnima porazdelitvenima funk-
cijama F (x) = P (X ≤ x) in G(y) = P (Y ≤ y) ter skupno porezdelitveno funkcijo
slucˇajnega vektorja (X, Y ): H(x, y) = P (X ≤ x, Y ≤ y). Vsak par (x, y) ∈ R2
dolocˇi tocˇko (F (x), G(y)) ∈ [0, 1] × [0, 1] v enotskem kvadratu in ta tocˇka je pove-
zana s sˇtevilom H(x, y) ∈ [0, 1]. Pokazali bomo, da je kopula funkcija, ki povezuje
vsak urejen par vrednosti posamezne porazdelitvene funkcije, torej
(
F (x), G(y)
)
, z
vrednostjo skupne porazdelitvene funkcije H(x, y), kjer je (x, y) ∈ R2.
Definicija 4.1. Dvorazsezˇna kopula je funkcija dveh spremenljivk C : I2 → I, kjer
je I = [0, 1], z naslednjimi lastnostmi:
(1) za vsaka u, v iz I velja: C(u, 0) = 0 = C(0, v),
(2) za vsaka u, v iz I velja: C(u, 1) = u in C(1, v) = v,
(3) za vse u1, u2, v1, v2 iz I, za katere je: u1 ≤ u2, v1 ≤ v2, velja:
C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0.
Za obravnavo mer skladnosti bomo uporabljali le dvorazsezˇno kopulo, zato jo
bomo imenovali kar kopula.
Definicija 4.2. Naj bo H realna funkcija dveh spremenljivk z definicijskim obmo-
cˇjem R2. Naj bo B = [x1, x2] × [y1, y2] pravokotnik, ki lezˇi v domeni funkcije H.
Potem je H-prostornina pravokotnika B podana kot:
VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1).
H-prostornini recˇemo tudi plosˇcˇina pravokotnika B glede na funkcijo H.
Izrek 4.3. Naj bo C kopula. Potem za vsako tocˇko (u, v) ∈ I2 velja:
(3) max(u+ v − 1, 0) ≤ C(u, v) ≤ min(u, v).
Dokaz. Izberemo si poljubno tocˇko (u, v) ∈ I2. Iz definicije vemo, da velja
C(u, v) ≤ C(u, 1) = u in C(u, v) ≤ C(1, v) = v, zato sledi C(u, v) ≤ min(u, v).
Naprej, iz VC([u, 1] × [v, 1]) ≥ 0 sledi C(u, v) ≥ u + v − 1 in ko dodamo neenakost
C(u, v) ≥ 0, dobimo rezultat max(u+ v − 1, 0) ≤ C(u, v).

Pogosto oznacˇimo W (u, v) = max(u + v − 1, 0) in M(u, v) = min(u, v). Torej,
za vsako kopulo C in vsak par (u, v) ∈ I2 velja: W (u, v) ≤ C(u, v) ≤ M(u, v).
Funkcijama W in M v tej neenakosti pravimo Fre´chet-Hoeffdingova spodnja ter
Fre´chet-Hoeffdingova zgornja meja.
Trditev 4.4. Funkciji W (u, v) = max(u + v − 1, 0) in M(u, v) = min(u, v) sta
kopuli.
Dokaz. Poglejmo si, cˇe funkcija M zadosˇcˇa pogojem iz definicije 4.1:
(1) u, v ∈ I: M(u, 0) = min(u, 0) = 0,
M(0, v) = min(0, v) = 0,
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(2) u, v ∈ I: M(u, 1) = min(u, 1) = u,
M(1, v) = min(1, v) = v,
(3) Za vse u1, u2, v1, v2 iz I, za katere: u1 ≤ u2, v1 ≤ v2:
Imamo 4 podprimere:
• u1 ≤ v1, u2 ≤ v2:
VM([u1, u2]× [v1, v2]) = M(u2, v2)−M(u2, v1)−M(u1, v2)+M(u1, v1) =
= min(u2, v2)−min(u2, v1)−min(u1, v2) + min(u1, v1) =
= u2 −min(u2, v1)− u1 + u1 ≥ 0
• u1 ≤ v1, u2 ≥ v2:
VM([u1, u2]×[v1, v2]) = min(u2, v2)−min(u2, v1)−min(u1, v2)+min(u1, v1) =
= v2 − v1 − u1 + u1 ≥ 0
• Preostala primera naredimo simetricˇno.
Poglejmo si sˇe funkcijo W . Ocˇitno je, da zadosˇcˇa prvima dvema pogojema, za tretji
pogoj pa velja W (u, v) = u−min(u, 1− v), zato lahko zapiˇsemo:
VW ([u1, u2]× [v1, v2]) = W (u2, v2)−W (u2, v1)−W (u1, v2) +W (u1, v1) =
= max(u2 +v2−1, 0)−max(u2 +v1−1, 0)−max(u1 +v2−1, 0)+max(u1 +v1−1, 0) =
= u2−min(u2, 1−v2)−u2+min(u2, 1−v1)−u1+min(u1, 1−v2)+u1−min(u1, 1−v1) =
= −min(u2, 1− v2) + min(u2, 1− v1) + min(u1, 1− v2)−min(u1, 1− v1) =
= VM([u1, u2]× [1− v2, 1− v1])
To pa je vecˇje ali enako od 0, saj velja 1 − v2 ≤ 1− v1.

Pomembna kopula je tudi produktna kopula Π(u, v) = uv za (u, v) ∈ I2, saj
opisuje neodvisnost slucˇajnih spremenljivk. To bomo dokazali v izreku 5.6.
Definicija 4.5. Naj bo C kopula in a ∈ I. Vodoravni prerez kopule C pri a je
funkcija iz I v I podana s t 7→ C(t, a). Navpicˇni prerez kopule C pri a je funkcija iz
I v I podana s t 7→ C(a, t).
S pomocˇjo osnovne definicije kopul lahko dokazˇemo, da sta vodoravni in navpicˇni
prerez kopule C enakomerno zvezni funkciji na I. Dokaz si je mozˇno ogledati v [4],
na strani 12. Iz tega sledi, da je tudi vsaka kopula C enakomerno zvezna.
Zˇe iz definicije kopul sledi, da je graf katerekoli kopule, z = C(u, v), ploskev zno-
traj enotske kocke I3. Pokazali smo tudi, da graf lezˇi znotraj Fre´chet-Hoeffdingovih
meja, torej z = M(u, v) in z = W (u, v). Poglejmo si sedaj graficˇni prikaz treh najpo-
gostejˇsih kopul, in sicer Fre´chet-Hoeffdingovo spodnjo in zgornjo mejo ter produktno
kopulo.
Graf kopul lahko predstavimo z nivojnicami. Nivojnice prikazˇemo tako, da nari-
sˇemo krivulje θa = {(u, v) ∈ I2|C(u, v) = a} za vsak izbran nivo a ∈ I. Na sliki 2 so
zgornji grafi predstavljeni z nivojnicami.
Za prikaz kopul pa si velikokrat pomagamo tudi z razsevnim diagramom. Z njim
predstavimo korelacijo med spremenljivkama. Kot vidimo na sliki 3, sta pri Fre´chet-
Hoeffdingovi spodnji meji slucˇajni spremenljivki popolnoma negativno povezani, pri
Fre´chet-Hoeffdingovi zgornji meji sta popolnoma pozitivno povezani, pri produktni
kopuli pa neodvisni.
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(a) z = W (u, v) (b) z = M(u, v) (c) z = Π(u, v)
Slika 1. Prostorski grafi kopul W , M in Π
(a) W (u, v) (b) M(u, v) (c) Π(u, v)
Slika 2. Nivojnice kopul W , M in Π
(a) W (u, v) (b) M(u, v) (c) Π(u, v)
Slika 3. Razsevni diagrami kopul W , M in Π
5. Sklarov izrek
Sklarov izrek je eden najpomembnejˇsih izrekov v teoriji kopul, saj pojasnjuje
vlogo, ki jo imajo kopule pri povezavi med skupnimi vecˇrazsezˇnimi porazdelitvami
in njihovimi robnimi porazdelitvami. Izrek je prvi dokazal Abe Sklar leta 1959 [6].
Izrek 5.1. Sklarov izrek Naj bo (X, Y ) slucˇajni vektor s skupno porazdelitveno
funkcijo H in naj bosta F in G robni porazdelitveni funkciji za ta vektor, oziroma
porazdelitveni funkciji za slucˇajni spremenljivki X in Y . Potem obstaja kopula C,
ki zadosˇcˇa enakosti:
(4) H(x, y) = C(F (x), G(y)),
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za vse x, y ∈ R. Cˇe sta F in G zvezni, je C enolicˇno dolocˇena, sicer pa je C enolicˇna
na ImF × ImG. Z ImF bomo oznacˇevali sliko funkcije F .
Dokaz si je mozˇno ogledati v [4], na strani 21.
Opomba 5.2. Lahko zapiˇsemo tudi obratno, cˇe je C kopula in sta F in G po-
razdelitveni funkciji za slucˇajni spremenljivki X in Y , potem je zgoraj definirana
funkcija H skupna porazdelitvena funkcija slucˇajnega vektorja (X, Y ) z robnima
porazdelitvama F in G.
Kopulo iz zgornjega izreka bomo imenovali kopula X in Y ter jo oznacˇevali kot
CXY . S Sklarovim izrekom smo izrazili skupno porazdelitveno funkcijo s kopulo in
dvema enorazsezˇnima porazdelitvenima funkcijama. To enacˇbo pa lahko obrnemo in
izrazimo kopulo s skupno porazdelitveno funkcijo in inverzoma obeh robnih poraz-
delitev. Vemo, da inverz porazdelitvene funkcije obstaja le, cˇe je strogo narasˇcˇajocˇa,
zato moramo najprej definirati posplosˇen ali ‘kvazi-inverz’.
Definicija 5.3. Naj bo F : R→ I porazdelitvena funkcija. Posplosˇen inverz funk-
cije F je funkcija F (−1) z definicijskim obmocˇjem I, za katero velja:
(1) Cˇe je tocˇka t iz ImF , potem je F (−1)(t) tako sˇtevilo x iz R, da velja F (x) = t.
Torej za vse t ∈ ImF velja:
F (F (−1)(t)) = t,
(2) cˇe tocˇka t ne lezˇi v ImF , potem velja:
F (−1)(t) = inf{x|F (x) ≥ t} = sup{x|F (x) ≤ t}.
Posledica 5.4. Naj bo H skupna porazdelitvena funkcija slucˇajnega vektorja (X, Y ),
F in G zvezni robni porazdelitvi, C kopula ter F (−1) in G(−1) posplosˇena inverza
funkcij F in G. Potem za vsako tocˇko (u, v) iz I2 velja:
C(u, v) = H
(
F (−1)(u), G(−1)(v)
)
.
Zgornja enacˇba predstavlja metodo za konstrukcijo kopul iz skupnih porazdeli-
tvenih funkcij.
Posledica 5.5. Cˇe definicijsko obmocˇje kopule povecˇamo na R2, dobimo skupno
prazdelitveno funkcijo slucˇajnega vektorja z robnima porazdelitvama, ki sta poraz-
deljeni enakomerno zvezno na intervalu (0, 1). Naj bo C kopula. Funkcijo HC
definiramo na R2 kot:
HC =

0, x < 0 ali y < 0
C(x, y), (x, y) ∈ I2
x, x ∈ I in y > 1
y, y ∈ I in x > 1
1, x > 1 in y > 1
Funkcija HC je dvorazsezˇna skupna porazdelitvena funkcija z robnima porazdeli-
tvama, ki sta porazdeljeni enakomerno zvezno na intervalu (0, 1).
Izrek 5.6. Naj bosta X in Y zvezni slucˇajni spremenljivki. Potem sta X in Y
neodvisni natanko tedaj, ko velja CXY = Π.
Dokaz. Vemo, da sta X in Y neodvisna natanko tedaj, ko velja H(x, y) =
F (x)G(y), za vsak (x, y) iz R2. Iz enacˇbe (4) v izreku 5.1 zato sledi:
H(x, y) = C(F (x), G(y)) = F (x)G(y).
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Ker sta F (x), G(y) ∈ I, dobimo enacˇbo produktne kopule Π(u, v) = uv, za u, v ∈ I.

Primer 5.7. Poglejmo si primer konstrukcije kopule. Podan imamo slucˇajni vektor
(X, Y ) z gostoto porazdelitve:
f(X,Y )(x, y) =
{
x+ y, (x, y) ∈ I2
0, (x, y) /∈ I2
Z integriranjem pridemo do skupne porazdelitvene funkcije:
H(X,Y )(x, y) =
x2y
2
+
xy2
2
, x, y ∈ I.
Za izracˇun kopule potrebujemo sˇe robni porazdelitveni funkciji oziroma njuna po-
splosˇena inverza:
F (x) =
x2
2
+
x
2
, x ∈ I, G(y) = y
2
2
+
y
2
, y ∈ I,
F (−1)(u) =
−1 +√1 + 8u
2
, u ∈ I, G(−1)(v) = −1 +
√
1 + 8v
2
, y ∈ I.
Podatke, ki smo jih izracˇunali, sedaj vstavimo v enacˇbo kopule za u, v ∈ I:
C(X,Y )(u, v) = H
(
F (−1)(u), G(−1)(v)
)
=
=
1
16
· (−1 +√1 + 8u) · (−1 +√1 + 8v) · (−2 +√1 + 8u+√1 + 8v) .
Poglejmo si sˇe gostoto izracˇunane kopule:
c(u, v) =
∂2C(X,Y )(u, v)
∂u∂v
=
2(−2 +√1 + 8u+√1 + 8v)√
1 + 8u
√
1 + 8v
, u, v ∈ I.
Dobili smo zapisa kopule C in njene gostote. Na sliki 4 so predstavljeni graf
izracˇunane kopule, graf njene gostote ter razsevni diagram.
(a) Graf kopule (b) Gostota kopule
(c) Razsevni diagram
kopule
Slika 4. Vizualizacija kopule C iz primera 5.7
♦
Velika uporabnost kopul v statistiki sledi iz dejstva, da pri strogo monotonih
transformacijah slucˇajnih spremenljivk kopule ostajajo enake ali pa se spremenijo
na predvidljiv nacˇin.
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Izrek 5.8. Naj bosta X in Y zvezni slucˇajni spremenljivki s kopulo CXY . Cˇe sta
funkciji α in β strogo narasˇcˇajocˇi na ImX in na ImY, potem velja Cα(X)β(Y ) = CXY .
Torej je CXY invariantna (nespremenljiva) glede na strogo narasˇcˇajocˇe transforma-
cije na X in Y .
Dokaz. Vemo, da velja: cˇe je porazdelitvena funkcija slucˇajne spremenljivke X
zvezna in je α strogo monotona funkcija, katere domena vsebuje zalogo vrednosti
spremenljivke X, potem ima slucˇajna spremenljivka α(X) tudi zvezno porazdeli-
tveno funkcijo. Naj F , G, F2 in G2 oznacˇujejo porazdelitvene funkcije slucˇajnih
spremenljivk X, Y , α(X) in β(Y ). Ker sta α in β strogo narasˇcˇajocˇi, velja
F2(x) = P [α(X) ≤ x] = P [X ≤ α−1(x)] = F (α−1(x))
in G2(y) = G(β
−1(y)). Zato za vsaka x, y ∈ R velja
Cα(X)β(Y )(F2(x), G2(y)) = P [α(X) ≤ x, β(Y ) ≤ y] =
= P [X ≤ α−1(x), Y ≤ β−1(y)] =
= CXY
(
F (α−1(x)), G(β−1(y))
)
=
= CXY
(
F2(x), G2(y)
)
.
Ker sta X in Y zvezni, sledi ImF2 = ImG2 = I in zato velja Cα(X)β(Y ) = CXY na I.

V primeru, ko je vsaj ena od funkcij α in β strogo padajocˇa, lahko zgornji izrek
dopolnimo z naslednjo trditvijo.
Trditev 5.9. Naj bosta X in Y zvezni slucˇajni spremenljivki s kopulo CXY in naj
bosta funkciji α in β strogo monotoni na ImX in na ImY :
• Cˇe je α strogo narasˇcˇajocˇa in β strogo padajocˇa, velja:
(5) Cα(X)β(Y )(u, v) = u− CXY (u, 1− v).
• Cˇe je α strogo padajocˇa in β strogo narasˇcˇajocˇa, velja:
(6) Cα(X)β(Y )(u, v) = v − CXY (1− u, v).
• Cˇe sta α in β strogo padajocˇi, velja:
(7) Cα(X)β(Y )(u, v) = u+ v − 1 + CXY (1− u, 1− v).
Zadnjo kopulo imenujemo prezˇivetvena kopula in jo oznacˇimo s CˆXY .
Dokaz. Delamo podobno kot v dokazu trditve 5.8. Poglejmo si najprej enakost
(5). Naj F , G, F2 in G2 oznacˇujejo porazdelitvene funkcije slucˇajnih spremenljivk
X, Y , α(X) in β(Y ). Tokrat je β strogo padajocˇa, zato velja: F2(x) = F (α
−1(x))
in
G2(y) = P [β(Y ) ≤ y] = P [Y ≥ β−1(y)] = 1−G(β−1(y)).
Za vsaka x, y ∈ R sledi:
Cα(X)β(Y )(F2(x), G2(y)) = P [α(X) ≤ x, β(Y ) ≤ y] =
= P [X ≤ α−1(x), Y ≥ β−1(y)] =
= P [X ≤ α−1(x)]− P [X ≤ α−1(x), Y ≤ β−1(y)] =
= F (α−1(x))− CXY
(
F (α−1(x)), G(β−1(y))
)
=
= F2(x)− CXY
(
F2(x), 1−G2(y)
)
.
Ker sta X in Y zvezni, ponovno sledi ImF2 = ImG2 = I in zato velja prva enakost.
Enacˇbi (6) in (7) dokazˇemo na podoben nacˇin.

Vidimo, da so v trditvi 5.9 oblike kopule neodvisne od tega kaksˇni sta transfor-
maciji α in β, pomembna je le monotonost. Vsako zvezno slucˇajno spremenljivko
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lahko z monotono transformacijo spremenimo v tako, ki je porazdeljena enakomerno
na intervalu (0, 1).
6. Kendallov tau
Sedaj lahko v definicijo mer skladnosti v primeru zveznih slucˇajnih spremenljivk
vpeljemo kopule. Da bi pokazali vlogo, ki jo imajo kopule pri obravnavi mer skla-
dnosti, najprej definirajmo skladnostno funkcijo Q, ki predstavlja razliko med ver-
jetnostjo skladnosti in verjetnostjo neskladnosti med dvema slucˇajnima vektorjema
(X1, Y1) in (X2, Y2). Ta dva vektorja imata lahko razlicˇni skupni porazdelitveni
funkciji H1 in H2, vendar enaki zvezni robni porazdelitveni funkciji F za X1 in X2
ter G za Y1 in Y2. Pokazali bomo, da je funkcija Q odvisna od porazdelitve vektorjev
(X1, Y1) in (X2, Y2) le preko njunih kopul C1 in C2.
Izrek 6.1. Naj bosta (X1, Y1) in (X2, Y2) neodvisna slucˇajna vektorja s skupnima
porazdelitvenima funkcijama H1 in H2. Ta dva slucˇajna vektorja imata enako po-
razdeljeni zvezni robni porazdelitveni funkciji, F za X1 in X2 ter G za Y1 in Y2.
Naj bo Q funkcija, ki predstavlja razliko med verjetnostjo skladnosti in verjetnostjo
neskladnosti med tema dvema slucˇajnima vektorjema:
(8) Q = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0].
Naj bosta C1 in C2 kopuli za slucˇajna vektorja (X1, Y1) ter (X2, Y2). Potem velja:
(9) Q = Q(C1, C2) = 4
∫∫
I2
C2(u, v)dC1(u, v)− 1.
Dokaz. Ker so nasˇe slucˇajne spremenljivke zvezne, velja
P [(X1 −X2)(Y1 − Y2) < 0] = 1− P [(X1 −X2)(Y1 − Y2) > 0]
in zato je
Q = 2P [(X1 −X2)(Y1 − Y2) > 0]− 1.
Vemo tudi
P [(X1 −X2)(Y1 − Y2) > 0] = P [X1 > X2, Y1 > Y2] + P [X1 < X2, Y1 < Y2].
Te verjetnosti lahko ovrednostimo z integriranjem po porazdelitvi enega od vektor-
jev (X1, Y1) ali (X2, Y2). Izberimo vektor (X1, Y1). Imamo:
P [X1 > X2, Y1 > Y2] =
∫∫
R2
P [X2 ≤ x, Y2 ≤ y] dC1(F (x), G(y)) =
=
∫∫
R2
C2(F (x), G(y)) dC1(F (x), G(y)).
Sedaj vstavimo novi spremenljivki u = F (x) in v = G(y) in dobimo:
P [X1 > X2, Y1 > Y2] =
∫∫
I2
C2(u, v) dC1(u, v).
Enako storimo za P [X1 < X2, Y1 < Y2] in dobimo:
P [X1 < X2, Y1 < Y2] =
∫∫
I2
[1− u− v + C2(u, v)] dC1(u, v).
Ker je C1 skupna porazdelitvena funkcija vektorja (U, V ) z enakomerno zvezno po-
razdeljenima komponentama na intervalu (0, 1), velja E(U) = E(V ) = 1
2
in zato:
P [X1 < X2, Y1 < Y2] = 1− 12 − 12 +
∫∫
I2
C2(u, v) dC1(u, v) =
∫∫
I2
C2(u, v) dC1(u, v).
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Sedaj dobimo:
P [(X1 −X2)(Y1 − Y2) > 0] = 2
∫∫
I2
C2(u, v) dC1(u, v).
Rezultat sledi, ko dobljeno enacˇbo vkljucˇimo v enacˇbo funkcije Q z zacˇetka dokaza.

Ker ima skladnostna funkcija Q pomembno vlogo pri obravnavi skladnosti, po-
vejmo nekaj njenih glavnih lastnosti. Sˇe prej pa si poglejmo definicijo urejenosti
kopul po velikosti.
Definicija 6.2. Cˇe sta C1 in C2 kopuli, recˇemo, da je C1 manjˇsa od C2 (ali drugacˇe,
C2 je vecˇja od C1), in piˇsemo C1 ≺ C2 (ali C2  C1), cˇe za vsaka u, v ∈ I velja
C1(u, v) ≤ C2(u, v).
Posledica 6.3. Naj bosta C1 in C2 kopuli ter Q skladnostna funkcija. Potem veljajo
naslednje lastnosti:
(1) Q je simetricˇna v svojih argumentih: Q(C1, C2) = Q(C2, C1);
(2) Q je nepadajocˇa v vsaki komponenti:
Cˇe C1 ≺ C ′1 in C2 ≺ C ′2, potem Q(C1, C2) ≤ Q(C ′1, C ′2);
(3) Vrednost Q se ne spremeni, cˇe zamenjamo kopule s prezˇivetvenimi kopulami:
Q(C1, C2) = Q(Cˆ1, Cˆ2).
Dokaz si je mozˇno ogledati v [4], na strani 160.
Definicija 6.4. Naj bo f zvezna funkcija, ki slika iz D v R, kjer je D ⊂ R2. Nosilec
(angl. support) funkcije f je komplement unije vseh odprtih podmnozˇic v R2, ki
ustrezajo naslednjemu pogoju: {(x, y) ∈ R|f(x, y) = 0}.
Primer 6.5. Izracˇunali bomo skladnostno funkcijo Q za kombinacije osnovnih kopul
W , M in Π. Velja, da je nosilec za kopulo W enak antidiagonali kvadrata {(u, 1−
u)|u ∈ I} in nosilec za kopulo M enak glavni diagonali kvadrata {(u, u)|u ∈ I}.
Naj bo f integrabilna funkcija z domeno I2. Ker sta robni porazdelitvi kopule
porazdeljeni enakomerno zvezno na intervalu (0, 1), velja:∫∫
I2
f(u, v) dM(u, v) =
∫ 1
0
f(u, u) du in
∫∫
I2
f(u, v) dW (u, v) =
∫ 1
0
f(u, 1− u) du.
Sedaj lahko izracˇunamo vrednosti funkcije Q:
• Q(M,M) = 4 ∫∫
I2
min(u, v) dM(u, v)− 1 = 4 ∫ 1
0
u du− 1 = 1;
• Q(M,Π) = 4 ∫∫
I2
uv dM(u, v)− 1 = 4 ∫ 1
0
u2 du− 1 = 1
3
;
• Q(M,W ) = 4 ∫∫
I2
max(u+ v − 1, 0) dM(u, v)− 1 = 4 ∫ 11
2
(2u− 1) du− 1 = 0;
• Q(W,Π) = 4 ∫∫
I2
uv dW (u, v)− 1 = 4 ∫ 1
0
u(1− u) du− 1 = −1
3
;
• Q(W,W ) = 4 ∫∫
I2
max(u+ v − 1, 0) dW (u, v)− 1 = 4 ∫ 1
0
0 du− 1 = −1;
• Q(Π,Π) = 4 ∫∫
I2
uv dΠ(u, v)− 1 = 4 ∫ 1
0
∫ 1
0
uv dudv − 1 = 0.
♦
Naj bo sedaj C poljubna kopula. Ker je vrednost skladnostne funkcije Q razlika
dveh verjetnosti, velja Q ∈ [−1, 1]. Iz lastnosti skladnostne funkcije, da je nepa-
dajocˇa v vsaki komponenti in iz zgornjega zgleda sledi tudi:
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• Q(C,M) ∈ I,
• Q(C,W ) ∈ [−1, 0],
• Q(C,Π) ∈ [−1
3
, 1
3
].
Sedaj lahko s pomocˇjo skladnostne funkcije izrazimo Kendallov tau v primeru
zveznih slucˇajnih spremenljivk.
Izrek 6.6. Naj bosta X in Y zvezni slucˇajni spremenljivki in C njuna kopula. Potem
je Kendallov tau slucˇajnih spremenljivk X in Y podan s predpisom:
(10) τ(X,Y ) = τC = Q(C,C) = 4
∫∫
I2
C(u, v) dC(u, v)− 1.
Dokaz. Poglejmo si enacˇbo (1) Kendallovega tau, ki smo jo definirali v tretjem
poglavju
τ = τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0],
ter enacˇbi skladnostne funkcije (8) in (9) iz izreka 6.1. V definiciji Kendallovega tau
smo obravnavali dva enako porazdeljena slucˇajna vektorja, ki imata isto kopulo. Cˇe
ti dve kopuli vstavimo v enacˇbo skladnostne funkcije, dobimo ravno enacˇbo (10) iz
izreka. 
Integral, ki se pojavi v zgornjem izreku, lahko interpretiramo kot pricˇakovano
vrednost kopule C(U, V ), kjer sta U in V slucˇajni spremenljivki, porazdeljeni ena-
komerno zvezni na intervalu (0, 1) s skupno porazdelitveno funkcijo C:
τC = 4E[C(U, V )]− 1.
Enacˇbo podano v izreku 6.6. je pogosto tezˇko izracˇunati. Zato za racˇunanje
Kendallovega tau raje uporabljamo izraz
τC = 1− 4
∫∫
I2
∂
∂u
C(u, v)
∂
∂v
C(u, v) dudv,
ki je lazˇje izracˇunljiv. Uporaba te enacˇbe je mogocˇa zaradi naslednjega izreka.
Izrek 6.7. Naj bosta C1 in C2 kopuli. Potem velja naslednja enakost:∫∫
I2
C1(u, v) dC2(u, v) =
1
2
−
∫∫
I2
∂
∂u
C1(u, v)
∂
∂v
C2(u, v) dudv.
Dokaz. Cˇe obstajata gostoti kopul C1 in C2, je enacˇbo iz izreka mogocˇe dobiti z
metodo per-partes. Leva stran enacˇbe je podana kot:∫∫
I2
C1(u, v) dC2(u, v) =
∫ 1
0
∫ 1
0
C1(u, v)
∂2C2(u, v)
∂u∂v
dudv.
Vzemimo notranji integral in izvedemo per-partes:∫ 1
0
C1(u, v)
∂2C2(u, v)
∂u∂v
du = C1(u, v)
∂C2(u, v)
∂v
∣∣∣u=1
u=0
−
∫ 1
0
∂C1(u, v)
∂u
∂C2(u, v)
∂v
du =
= v −
∫ 1
0
∂C1(u, v)
∂u
∂C2(u, v)
∂v
du.
Integriranje tega izraza po v na intervalu od 0 do 1 pa nam vrne enacˇbo iz izreka.
Cˇe gostota kopule C1 ali C2 ne obstaja, ta metoda dokazovanja ne bo ustrezna.
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Splosˇen dokaz najdemo v [3].

7. Spearmanov ro
V tretjem poglavju smo zˇe definirali Spearmanov ro v primeru zveznih slucˇajnih
spremenljivk. Sedaj zˇelimo v to definicijo, s pomocˇjo skladnostne funkcije, vpeljati
kopule.
Ponovno vzemimo slucˇajni vektor (X, Y ) z zveznima komponentama in skupno
porazdelitveno funkcijo H(x, y). Opazujemo tri neodvisne slucˇajne vektorje (X1, Y1),
(X2, Y2) in (X3, Y3), ki so enako porazdeljeni kot (X, Y ). Zanimata nas slucˇajna vek-
torja (X1, Y1) in (X2, Y3). Prvi vektor ima porazdelitveno funkcijo enako kot vektor
(X, Y ), tj. H(x, y), drugi pa ima neodvisne komponente, torej ima porazdelitveno
funkcijo enako zmnozˇku robnih porazdelitev, tj. F (x) ·G(y). Imata pa oba vektorja
iste robne porazdelitve. Definirali smo:
(11) ρ(X,Y ) = 3(P [(X1 −X2)(Y1 − Y3) > 0]− P [(X1 −X2)(Y1 − Y3) < 0]).
Sedaj bomo v to definicijo vpeljali skladnostno funkcijo. Vemo, da sta kompo-
nenti vektorja (X2, Y3) neodvisni, zato je kopula slucˇajnih spremenljivk X2 in Y3
produktna kopula Π. Sedaj s pomocˇjo enacˇb (8) in (9) o skladnostni funkciji, z
njenimi osnovnimi lastnostmi ter enacˇbo (11) dobimo naslednji izrek.
Izrek 7.1. Naj bosta X in Y zvezni slucˇajni spremenljivki s kopulo C. Potem je
populacijska razlicˇica Spearmanovega ro za X in Y podana kot:
ρ(X,Y ) = ρC = 3Q(C,Π) = 12
∫∫
I2
uv dC(u, v)− 3 = 12
∫∫
I2
C(u, v) dudv − 3.
Konstanta 3, ki se pojavi v enacˇbi, ima vlogo normalizacije, saj velja Q(C,Π) ∈
[−1
3
, 1
3
].
V naslednji definiciji bomo povedali nekaj pomembnih lastnosti, ki veljajo ne le
za meri Kendallov tau in Spearmanov ro, temvecˇ za vse razlicˇice mer skladnosti.
Definicija 7.2. Numericˇna mera κ, ki meri odvisnost dveh zveznih slucˇajnih spre-
menljivk X in Y , ki imata kopulo C, je mera skladnosti, cˇe zadosˇcˇa naslednjim
lastnostim (mero skladnosti slucˇajnih spremenljivk X in Y lahko izrazimo tudi z
njuno kopulo κX,Y = κC):
(1) κ je definirana za vsak par zveznih slucˇajnih spremenljivk X in Y ;
(2) −1 ≤ κX,Y ≤ 1, κX,X = 1 in κX,−X = −1;
(3) κX,Y = κY,X ;
(4) Cˇe sta X in Y neodvisni, velja κX,Y = κΠ = 0;
(5) κ−X,Y = κX,−Y = −κX,Y ;
(6) Cˇe za kopuli C1 in C2 velja C1 ≺ C2 (tj. cˇe C1(u, v) ≤ C2(u, v) za vsak par
(u, v) ∈ I2), potem je κC1 ≤ κC2 ;
(7) Cˇe je {(Xn, Yn)} zaporedje zveznih slucˇajnih vektorjev s kopulami Cn in cˇe
zaporedje {Cn} konvergira proti kopuli C, je limn→∞ κCn = κC .
V naslednjem izreku bomo potrdili, da sta Kendallov tau in Spearmanov ro res
meri skladnosti po zgornji definiciji.
Izrek 7.3. Naj bosta X in Y zvezni slucˇajni spremenljivki s kopulo C. Potem
meri Kendallov tau (izrek 6.6) in Spearmanov ro (izrek 7.1) zadosˇcˇata lastnostim iz
definicije 7.2.
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Dokaz. Neposredno iz lastnosti skladnostne funkcije Q, v izreku 6.1 in posledici
6.3, je razvidno, da obe meri zadosˇcˇata prvim sˇestim lastnostim iz definicije 7.2.
Sedma lastnost je posledica Lipschitzovega pogoja. Vecˇ o tem najdemo v [4] na
strani 11.

Spearmanov ro pogosto imenujemo stopenjski (angl. grade) korelacijski koeficient.
Cˇe sta x in y opazovanji dveh slucˇajnih spremenljivk X in Y s porazdelitvenima
funkcijama F in G, potem sta razreda x in y podana kot u = F (x) in v = G(y).
u in v sta v tem primeru opazovanji zveznih slucˇajnih spremenljivk U = F (X) in
V = G(Y ), ki sta porazdeljeni enakomerno na intervalu (0, 1), in imata skupno
porazdelitveno funkcijo CXY . Ker imata U in V povprecˇno vrednost
1
2
in varianco
1
12
, lahko enacˇbo za Spearmanov ro ρC preoblikujemo na naslednji nacˇin:
ρXY = ρC = 12
∫∫
I2
uvdC(u, v)− 3 = 12E(UV )− 3 =
=
E(UV )− 1
4
1
12
=
E(UV )− E(U)E(V )√
V ar(U)
√
V ar(V )
.
Spomnimo se sedaj enacˇbe za Pearsonov korelacijski koeficient:
σXY =
E(XY )− E(X)E(Y )√
V ar(X)
√
V ar(Y )
.
Opazimo, da je Spearmanov ro za zvezni slucˇajni spremenljivki X in Y enak Pearso-
novemu korelacijskemu koeficientu slucˇajnih spremenljivk U = F (X) in V = G(Y ).
Poglejmo si sˇe enacˇbo ρ(X,Y ) = ρC = 12
∫∫
I2
C(u, v) dudv − 3. Opazimo lahko, da
integral
∫∫
I2
C(u, v) dudv meri volumen pod grafom kopule C v enotski kocki. Torej
Spearmanov ro predstavlja 12-krat razsˇirjen in za 3 enote zmanjˇsan volumen kopule
nad enotskim kvadratom, tako da vrednost pade na interval [−1, 1].
Lahko ga napiˇsemo tudi kot:
ρC = 12
∫∫
I2
(C(u, v)− uv) dudv.
V tem primeru je Spearmanov ro sorazmeren prostornini telesa med grafoma kopule
C in Π. Torej je ρC mera ‘povprecˇne razdalje’ med porazdelitvijo spremenljivk X in
Y (ki jo odrazˇa C) in porazdelitvijo neodvisnih slucˇajnih spremenljivk (ki jo odrazˇa
Π).
Primer 7.4. Poglejmo si primer izracˇuna mer skladnosti. Podano imamo kopulo C,
katere gostoto opiˇsemo tako, da enotski kvadrat razdelimo na sˇtiri kvadrate. Kopula
ima na obmocˇjih (0, 1
2
)×(0, 1
2
) in (1
2
, 1)×(1
2
, 1) gostoto enako 2, na preostalem delu
enotskega kvadrata pa ima gostoto 0. Za lazˇjo predstavitev si poglejmo sliko 5.
Izracˇunati zˇelimo meri skladnosti τ in ρ za kopulo C.
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Slika 5. Gostota kopule C
ρC = 12
∫∫
I2
uv dC(u, v)− 3 =
= 12
(∫ 1
2
0
∫ 1
2
0
2uv dudv +
∫ 1
1
2
∫ 1
1
2
2uv dudv
)
− 3 =
= 12(
1
32
+
9
32
)− 3 = 15
4
− 3 = 3
4
τC = Q(C,C) = 4
∫∫
I2
C(u, v) dC(u, v)− 1 =
= 4
(∫ 1
2
0
∫ 1
2
0
C(u, v)2 dudv +
∫ 1
1
2
∫ 1
1
2
C(u, v)2 dudv
)
− 1 =
= 4
(∫ 1
2
0
∫ 1
2
0
4uv dudv +
∫ 1
1
2
∫ 1
1
2
2
(
2
(
u− 1
2
)(
v − 1
2
)
+
1
2
)
dudv
)
− 1 =
= 4
( 1
32
+
5
16
)
− 1 = 44
32
− 1 = 3
8
♦
8. Povezava mer skladnosti
Cˇeprav obe meri Kendallov tau in Spearmanov ro merita verjetnost skladnosti med
slucˇajnima spremenljivkama z dano kopulo, se njune vrednosti ponavadi razlikujejo.
Povezava med merama mocˇno niha med razlicˇnimi druzˇinami kopul.
V naslednjih dveh izrekih bomo opisali glavne neenakosti, ki veljajo za meri skla-
dnosti Kendallov tau in Spearmanov ro.
Izrek 8.1. Naj bosta X in Y zvezni slucˇajni spremenljivki ter τ in ρ nasˇi meri
skladnosti. Potem velja neenakost:
−1 ≤ 3τ − 2ρ ≤ 1.
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Dokaz. Imamo tri neodvisne, enako porazdeljene slucˇajne vektorje (X1, Y1),
(X2, Y2) in (X3, Y3). Iz lastnosti skladnostne funkcije sledi:
τ = 2P [(X1 −X2)(Y1 − Y2) > 0]− 1
in
ρ = 6P [(X1 −X2)(Y1 − Y3) > 0]− 3.
To lahko izrazimo tako, da kombiniramo razlicˇne mozˇnosti izbire slucˇajnih spremen-
ljivk:
τ =
2
3
(
P [(X1 −X2)(Y1 − Y2) > 0] + P [(X2 −X3)(Y2 − Y3) > 0]
+P [(X3 −X1)(Y3 − Y1) > 0]
)− 1,
in
ρ =
(
P [(X1 −X2)(Y1 − Y3) > 0] + P [(X1 −X3)(Y1 − Y2) > 0]
+P [(X2 −X1)(Y2 − Y3) > 0] + P [(X3 −X2)(Y3 − Y1) > 0]
+P [(X2 −X3)(Y2 − Y1) > 0] + P [(X3 −X1)(Y3 − Y2) > 0]
)− 3.
Ker zgornja zapisa za τ in ρ ostajata nespremenjena za vse mozˇne permutacije
indeksov, lahko predpostavimo, da velja X1 < X2 < X3. V tem primeru sledi:
τ =
2
3
(
P (Y1 < Y2) + P (Y2 < Y3) + P (Y1 < Y3)
)− 1,
ρ =
(
P (Y1 < Y3) + P (Y1 < Y2) + P (Y2 > Y3) + P (Y3 > Y1)
+P (Y2 < Y1) + P (Y3 > Y2)
)− 3 =
= 2P (Y1 < Y3)− 1.
Sedaj oznacˇimo s pijk verjetnost, da velja Yi < Yj < Yk, pod pogojem, da je X1 <
X2 < X3. Dobimo:
τ =
2
3
[
(p123 + p132 + p312) + (p123 + p213 + p231) + (p123 + p132 + p213)
]− 1 =
= p123 +
1
3
(p132 + p213)− 1
3
(p231 + p312)− p321,
in
ρ = 2(p123 + p132 + p213)− 1 =
= p123 + p132 + p213 − p231 − p312 − p321.
Zato je:
3τ − 2ρ = p123 − p132 − p213 + p231 + p312 − p321,
ker se verjetnosti pijk sesˇtejejo v 1, dobimo neenakost iz izreka:
−1 ≤ 3τ − 2ρ ≤ 1.

Izrek 8.2. Naj bosta X, Y zvezni slucˇajni spremenljivki ter τ in ρ meri skladnosti.
Veljata neenakosti:
1 + ρ
2
≥
(
1 + τ
2
)2
in
1− ρ
2
≥
(
1− τ
2
)2
.
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Dokaz. Imamo tri neodvisne, enako porazdeljene slucˇajne vektorje (X1, Y1),
(X2, Y2) in (X3, Y3), s skupno porazdelitveno funkcijo H. Naj p oznacˇuje verjetnost,
da sta dva od zgornjih vektorjev skladna s tretjim.
p = P
[
(X2, Y2) in (X3, Y3) sta skladna z (X1, Y1)
]
=
=
∫∫
R2
P
[
(X2, Y2) in (X3, Y3) sta skladna z (x, y)
]
dH(x, y) =
=
∫∫
R2
P
[
(X2 − x)(Y2 − y) > 0
]
P
[
(X3 − x)(Y3 − y) > 0
]
dH(x, y) =
=
∫∫
R2
(
P
[
(X2 − x)(Y2 − y) > 0
])2
dH(x, y) ≥
≥
[ ∫∫
R2
P
[
(X2 − x)(Y2 − y) > 0
]
dH(x, y)
]2
=
=
[
P
[
(X2 −X1)(Y2 − Y1) > 0
]]2
=
(1 + τ
2
)2
.
Tu neenakost sledi iz Jensenove neenakosti E(Z2) ≥ [E(Z)]2 za slucˇajno spremen-
ljivko Z = P [(X2−X1)(Y2−Y1) > 0
∣∣(X1, Y1)]. Cˇe permutiramo vrstne rede indeksov
dobimo
p =
1
3
(
P [(X2, Y2) in (X3, Y3) sta skladna z (X1, Y1)]
+P [(X1, Y1) in (X3, Y3) sta skladna z (X2, Y2)]
+P [(X1, Y1) in (X2, Y2) sta skladna z (X3, Y3)]
)
.
Posledicˇno, cˇe je X1 < X2 < X3 in ponovno s pijk oznacˇimo verjetnost, da velja
Yi < Yj < Yk, pod pogojem, da je X1 < X2 < X3, velja:
p =
1
3
(
(p123 + p132) + p123 + (p123 + p213)
)
=
= p123 +
1
3
p132 +
1
3
p213,
1 + ρ
2
= p123 + p132 + p213 ≥ p ≥
(
1 + τ
2
)2
.
Tako smo dokazali prvo neenakost. Dokaz druge neenakosti poteka podobno, le da
p oznacˇuje verjetnost, da sta dva vektorja neskladna s tretjim.

Neenakosti iz zgornjih izrekov nam podajo naslednjo posledico.
Posledica 8.3. Naj bosta X, Y zvezni slucˇajni spremenljivki ter τ in ρ meri skla-
dnosti. Velja:
• 3τ − 1
2
≤ ρ ≤ 1 + 2τ − τ
2
2
, za τ ≥ 0;
• τ
2 + 2τ − 1
2
≤ ρ ≤ 1 + 3τ
2
, za τ ≤ 0.
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Dobljene neenakosti nam povejo, za najvecˇ koliko se Kendallov tau in Spearma-
nov ro lahko razlikujeta. To je mogocˇe predstaviti z grafom. Za vsak par zveznih
slucˇajnih spremenljvik X in Y morajo namrecˇ vrednosti Kendallovega tau in Spe-
armanovega ro lezˇati v obmocˇju, prikazanem na sliki 6, ki mu recˇemo tudi τ − ρ
obmocˇje.
Slika 6. τ − ρ obmocˇje
To obmocˇje sta prvicˇ odkrila Durbin in Stuart leta 1951, v svojem delu [1]. Za
linearni del obmocˇja, na levi in desni strani, sta dokazala, da ga ni mogocˇe izboljˇsati.
Zgornji in spodnji, kvadratni del obmocˇja, pa je do nedavnega ostal neznanka, saj
se ni vedelo ali je mogocˇe neenakost iz posledice 8.3, na tem delu grafa, izboljˇsati.
Leta 2017 je izsˇel cˇlanek [5], v katerem so uspeli resˇiti ta problem, saj so dokazali
natancˇne meje τ − ρ obmocˇja.
Leta 1990 sta Hutchinson in Lai v svoji knjigi [2] opisala, da se za dane vrednosti
Kendallovega tau, visoke vrednosti Spearmanovega ro pojavijo v primeru, ko je
korelacija slucˇajnih spremenljivk lokalno negativna, globalno gledano pa pozitivna.
Podobno velja tudi v obratnem primeru, cˇe so vrednosti ro zelo majhne, je korelacija
globalno negativna, lokalno pa pozitivna.
Primer 8.4. Poglejmo si primer kopule, ki lezˇi na robu τ − ρ obmocˇja. Na sliki 7
je prikazan razsevni diagram kopule C. Izracˇunajmo Kendallov tau in Spearmanov
ro te kopule.
Slika 7. Razsevni diagram kopule
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Ocˇitno je, da ima kopula C nosilec enak{
(u, 1
2
+ u)|u ∈ [0, 1
2
)
} ∪ {(u, u− 1
2
)|u ∈ (1
2
, 1]
}
,
zato lahko integriramo po intervalih (0, 1
2
) in (1
2
, 1):
τC = 4
∫∫
I2
C(u, v) dC(u, v)− 1 = 4( ∫ 12
0
u du+
∫ 1
1
2
(u− 1
2
) du
)− 1 =
= 4(1
8
− 1
8
)− 1 = 0,
ρC = 12
∫∫
I2
uv dC(u, v)− 3 = 12( ∫ 12
0
u(u+ 1
2
) du+
∫ 1
1
2
u(u− 1
2
) du
)− 3 =
= 12( 5
48
+ 5
48
)− 3 = 10
4
− 3 = −1
2
.
Vidimo, da vrednosti mer Kendallovega tau in Spearmanovega ro za kopulo C po-
data tocˇko (0,−1
2
), ki pade ravno na rob obmocˇja τ − ρ. ♦
9. Zakljucˇek
V diplomski nalogi smo si pogledali meri skladnosti Kendallov tau in Spearmanov
ro. Definirali smo ju v primeru diskretnih in zveznih slucˇajnih spremenljivk, ter s
konkretnimi primeri prikazali, kako se ju izracˇuna. Natancˇno smo spoznali funkcijo,
imenovano kopula, ter jo graficˇno prikazali na razlicˇne nacˇine. Zapisali smo Sklarov
izrek, ki pravi, da skupne porazdelitvene funkcije slucˇajnih vektorjev lahko izrazimo
z robnimi porazdelitvami in kopulami. Meri skladnosti smo nato izrazili s pomocˇjo
kopul, na koncu pa smo ju med seboj sˇe primerjali. Dokazali smo glavne neenakosti,
ki veljajo za meri, ter s pomocˇjo njih narisali τ − ρ obmocˇje.
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Slovar strokovnih izrazov
concordance skladnost
H-volume H-prostornina
grade coefficient stopenjski koeficient
quasi-inverse posplosˇeni inverz
concordance function skladnostna funkcija
contour nivojnica
scatter plot razsevni diagram
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