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a b s t r a c t
The parameterized pattern matching problem is to check if there exists a renaming
bijection on the alphabet with which a given pattern can be transformed into a substring
of a given text. A parameterized border array (p-border array) is a parameterized version of
a standard border array, and we can efficiently solve the parameterized pattern matching
problem using p-border arrays.
In this paper, we present a linear time algorithm to verify if a given integer array is a
valid p-border array for a binary alphabet.We also showa linear time algorithm to compute
all binary parameterized strings sharing a given p-border array. In addition, we give an
algorithm which computes all p-border arrays of length at most n, where n is a given
threshold. This algorithm runs in O(Bn2) time, where B
n
2 is the number of all p-border arrays
of length n for a binary parameter alphabet.
The problemswith a larger alphabet aremuchmore difficult. Still, we present anO(n1.5)
– timeO(n) – space algorithm to verify if a given integer array of length n is a valid p-border
array for an unbounded alphabet. The best previously known solution to this task takes
time proportional to the n-th Bell number 1e
∑∞
k=0
kn
k! , and hence our algorithm is much
more efficient. Also, we show that it is possible to enumerate all p-border arrays of length
at most n for an unbounded alphabet in O(Bnn2.5) time, where Bn denotes the number of
p-border arrays of length n.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Parameterized matching and parameterized border array
The parameterizedmatching (p-matching) problem [1] is a kind of stringmatching problem,where a pattern is considered
to occur in a text when there exists a renaming bijection on the alphabet with which the pattern can be transformed into a
substring of the text. A parameterized string (p-string) is formally an element of (Π ∪Σ)∗, whereΠ is the set of parameter
symbols andΣ the set of constant symbols. The renaming bijections used in p-matching are the identity onΣ , that is, every
constant symbolX ∈ Σ ismapped toX, while symbols inΠ can be interchanged. Parameterizedmatching has applications in
software maintenance [2,1], plagiarism detection [3], and RNA structural matching [4], thus it has been extensively studied
in the past decade [5–13].
Of various efficient methods solving the p-matching problem, this paper focuses on the algorithm of Idury and
Schäffer [14] that solves the p-matching problem for multiple patterns. Their algorithm modifies the Aho–Corasick
automata [15], replacing the goto and fail functions with the pgoto and pfail functions, respectively. When the input is a
single pattern p-string of length m, the pfail function can be implemented by an array of length m, and we call the array
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the parameterized border array (p-border array) of the pattern p-string, which is the parameterized version of the border
array [16]. The p-border array of a given pattern p of length m can be computed in O(m log |Π |) time, and the p-matching
problem can be solved in O(n log |Π |) time for any text p-string of length n, using the p-border array [14].
1.2. Verification and enumeration problems on strings
The verification problems, as well as the enumeration problems for string data structures have been extensively
studied [17–25], whose solutions give us further insight concerning the data structures.
The verification problem for standard border arrays [16] was first introduced by Franek et al. [26]. They proposed a linear
time algorithm to verify if a given integer array is the border array of some string. Their algorithm works for both bounded
and unbounded alphabets. A simpler linear-time solution for the same problem for a bounded alphabet was shown in [27].
Moore et al. [28] presented an algorithm to enumerate all border arrays of length at most n, where n is a given positive
integer. They proposed a notion of b-equivalence of strings such that two strings are b-equivalent if they have the same
border array. The lexicographically smallest one of each b-equivalence class is called b-canonical string of the class. Their
algorithm is also able to output all b-canonical strings of length up to a given integer n. Franek et al. [26] pointed out that
the time complexity analysis of [28] is incorrect, and showed a new algorithmwhich solves the same problem in time linear
in the number of border arrays of length at most n.
The verification problems on some other string-oriented array structures, such as suffix arrays [29], prefix tables [30],
KMP failure functions [31], cover arrays [32], and maximal palindromes [33] can be solved in linear time [17,18,20–23].
Linear-time verification algorithms for non-array structures such as directed acyclic word graphs [34] and directed acyclic
subsequence graphs [35] exist [18,23]. Recently the verification problem on suffix trees with suffix links [36,37] on a binary
alphabet was solved in linear time [38]. On the other hand, some hardness results are known: the verification problems on
runs [39] and on longest previous factor tables [40] are NP-hard [24,25].
The problem of enumerating all suffix arrays was considered in [19]. An algorithm to enumerate all p-distinct strings was
proposed in [28], where two strings are said to be p-distinct if they do not parameterized-match.
1.3. Our contributions
This paper deals with the verification problem on p-border arrays, namely, the problem of verifying if a given integer
array of length n is a p-border array of some string. We present efficient solutions for a binary parameter alphabet and an
unbounded parameter alphabet, as follows.
In the binary case (i.e., |Π | = 2), we present a linear time algorithm which solves the above problem. We then consider
a more challenging problem: given a positive integer n, enumerate all p-border arrays of length at most n, which is the
enumeration problem on p-border arrays. We propose an algorithm that solves this problem in O(Bn2) time for a binary
parameter alphabet, where Bn2 is the number of all p-border arrays of length n for a binary parameter alphabet. We also
give a simple algorithm to output all strings which share the same p-border array for a binary parameter alphabet.
In a non-binary case (i.e., |Π | > 2), the problems are much more difficult. However, revealing combinatorial properties
of p-border arrays, we achieve an O(n1.5)-time O(n)-space algorithm that solves the verification problem for an unbounded
parameter alphabet. We emphasize that the best previously known solution to this problem takes time proportional to the
n-th Bell number 1e
∑∞
k=0
kn
k! , and hence our algorithm is quite efficient. Also, we show that it is possible to enumerate all
p-border arrays of length at most n for an unbounded alphabet in O(Bnn2.5) time, where Bn denotes the number of p-border
arrays of length n.
Preliminary versions of this work appeared in [41,42].
1.4. Organization
The rest of the paper is organized as follows: In Section 2 we give some notations and define the problems to consider.
In Section 3 we show basic properties of p-border arrays which hold with parameter alphabets of any size. In Section 4 we
present linear-time algorithms to solve the problems in a binary alphabet case. The algorithms are designed with special
properties of p-border arrays for a binary alphabet. In Section 5we present an algorithm to solve the verifying problem in an
unbounded alphabet case. Although the algorithm is relatively simple, showing its correctness and analysing its efficiency
are not as easy as they may be. Still, we give complete proofs for the correctness and efficiency of the algorithm in this
section. In Section 6 we conclude this paper and mention some related open problems.
2. Preliminaries
2.1. Parameterized string matching
LetΣ andΠ be two disjoint finite sets of constant symbols and parameter symbols, respectively. An element of (Σ ∪Π)∗
is called a p-string. The length of any p-string s is the total number of constant and parameter symbols in s and is denoted by
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|s|. For any p-string s of length n, the i-th symbol is denoted by s[i] for each 1 ≤ i ≤ n, and the substring starting at position
i and ending at position j is denoted by s[i : j] for 1 ≤ i ≤ j ≤ n. In particular, s[1 : j] and s[i : n] denote the prefix of length j
and the suffix of length n− i+ 1 of s, respectively.
Any two p-strings s and t of the same lengthm are said to parameterized match if s can be transformed into t by applying
a renaming function f from the symbols of s to the symbols of t , such that f is the identity on the constant alphabet. For
example, letΠ = {a, b, c},Σ = {X, Y}, s = abcXabY and t = bcaXbcY. We then have s ≃ t with the renaming function f
such that f (a) = b, f (b) = c, f (c) = a, f (X) = X, and f (Y) = Y. We write s ≃ t when s and t p-match. Also, we naturally
extend the notation of a renaming function f to take a string; for any string s and renaming function f , let f (s) denote the
string obtained by applying f to the character at every position of s, i.e., f (s) = f (s[1])f (s[2]) · · · f (s[|s|]).
The p-matching problem is the task of computing every substring x of a given text t which p-matches a given pattern p,
that is, x ≃ p. Amir et al. [5] showed that we have only to consider p-strings overΠ when considering p-matching.
Lemma 1 ([5]). The p-matching problem on alphabetΣ∪Π is reducible in linear time to the p-matching problem on alphabetΠ .
In the sequel, we consider p-strings overΠ unless otherwise noted.
2.2. Parameterized border arrays
As in the case of standard string matching, we can define the parameterized border (p-border) and the parameterized
border array (p-border array).
Definition 1. A parameterized border (p-border) of a p-string s of length n is any integer b such that 0 ≤ b < n and
s[1 : b] ≃ s[n− b+ 1 : n].
For example, the set of p-borders of p-string aabbaa is {4, 2, 1, 0}, since aabb ≃ bbaa, aa ≃ aa, a ≃ a, and ε ≃ ε.
Definition 2. The parameterized border array (p-border array) βs of any p-string s of length n is an array of length n such that
βs[i] = b, where b is the longest p-border of s[1 : i].
For example, the p-border array of p-string aabbaa is [0, 1, 1, 2, 3, 4].
When it is clear from the context, we abbreviate βs as β .
The p-border array βs of p-string s was first explicitly introduced by Idury and Schäffer [14] as the pfail function, where
the pfail function is used in their Aho–Corasick [15] type algorithm that solves the p-matching problem formultiple patterns.
2.3. pv function
Let N be the set of non-negative integers. For any integer array ℓ, let |ℓ| denote the length of the integer array ℓ. Let
ℓ[i : j] denote a subarray of ℓ for any 1 ≤ i ≤ j ≤ |ℓ|.
The following pv function will be used in Section 5.
Let pv : Π∗ → N ∗ be the function s.t. for any p-string s of length n > 0, pv(s) = uwhere, for 1 ≤ i ≤ n
u[i] =

0 if s[i] ≠ s[j] for any 1 ≤ j < i,
i− k if k = max{j | s[i] = s[j], 1 ≤ j < i}.
Let pv(ε) = ε. Namely, pv(s)[i] stores the distance to the previous position atwhich the same symbol appears (and zero if the
symbol is new). In this way it really is equivalent to represent the partition of the positions corresponding to ‘‘equivalent’’
symbols, and hence, two p-strings s and t of the same length m p-match iff pv(s) = pv(t). Moreover b is a p-border of
p-string s iff pv(s[1 : b]) = pv(s[n − b + 1 : n]) for some 1 ≤ b < |s|. For example, the set of p-borders of p-string
aabb is {2, 1, 0} since pv(aa) = pv(bb) = 0 1, pv(a) = pv(b) = 0, and pv(ε) = pv(ε) = ε. We also say that b
is a p-border of p ∈ N ∗ if b is a p-border of some p-string s ∈ Π∗ and p = pv(s). Let P = {pv(s) | s ∈ Π∗} and
Pβ = {p ∈ P | β[i] is the longest p-border of p[1 : i], 1 ≤ i ≤ |β|}.
For any p ∈ N ∗, let zeros(p) denotes the number of 0’s in p, that is, zeros(p) = |{i | p[i] = 0, 1 ≤ i ≤ |p|}|.
For any s ∈ Π , zeros(pv(s)) equals the number of different characters in s. For example, aabb and bbaa p-match since
pv(aabb) = pv(bbaa) = 0 1 0 1. Note zeros(pv(aabb)) = zeros(pv(bbaa)) = 2.
For any i, j ∈ N , let
cut(i, j) =

0 if i ≥ j,
i otherwise.
For any p ∈ P and 1 ≤ j ≤ |p|, let
suf (p, j) = cut(p[|p| − j+ 1], 1)cut(p[|p| − j+ 2], 2) · · · cut(p[|p|], j),
and let suf (p, 0) = ε. Then, for any p-string s ∈ Π∗ and 1 ≤ j ≤ |s|, it holds that suf (pv(s), j) = pv(s[|s| − j+ 1 : |s|]). Or
equivalently, for any a ∈ Π and p-string s ∈ Π∗, let Ia = {i1, 12, . . . , ik} be the set of positions such that s[i1] = s[i2] =
· · · = s[ik] = a and i1 < i2 < · · · < ik. Let pv(s) = p. Then clearly p[i1] = 0 and p[ih] = ih − ih−1 holds for 2 ≤ h ≤ k.
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For any positive integer j such that i1 < |s| − j + 1 ≤ ik, consider the suffix s[|s| − j + 1 : |s|] of s of length j. For the
smallest element ix of Ia that is not larger than |s| − j+ 1, we have pv(s[|s| − j+ 1 : |s|])[ix] = 0, and for any y > x, we have
pv(s[|s|− j+1 : |s|])[iy] = p[iy]. The notion of the cut and suf functions is intended to ‘‘transform’’ the value of p[ix] to 0 for
each character a ∈ Π when considering the suffix s[|s|− j+1 : |s|] of s length j. For example, if p[1 : 10] = 0 0 2 0 3 1 3 2 6 3,
suf (p, 5) = cut(p[6], 1)cut(p[7], 2)cut(p[8], 3)cut(p[9], 4)cut(p[10], 5)
= cut(1, 1)cut(3, 2)cut(2, 3)cut(6, 4)cut(3, 5) = 0 0 2 0 3,
while p[6 : 10] = 1 3 2 6 3. Notice that, for any 1 ≤ b < |s|, b is a p-border of pv(s) iff suf (pv(s), b) = pv(s)[1 : b].
2.4. Problems
This paper deals with the following problems.
Problem 1 (Verifying Valid p-Border Array). Given an integer array y of length n, determine if there exists a p-string s such
that βs = y.
Problem 2 (Computing All p-Strings Sharing the Same p-Border Array). Given an integer array y which is a valid p-border
array, compute every p-string s such that βs = y.
For example, given y = [0, 1, 2] as an input of Problem 2, then we output p-strings ‘‘aaa’’, ‘‘aba’’, ‘‘abc’’, and p-strings
that p-math the above strings (‘‘bbb’’, ‘‘bcb’’, ‘‘bca’’, and so on).
Problem 3 (Computing all p-Border Arrays). Given a positive integer n, compute all p-border arrays of length at most n.
3. Basic properties
In this section, we present some basic but important properties of p-border arrays. We remark that all the properties of
this section are independent of the alphabet size from which the corresponding p-strings are drawn.
We begin with the following basic proposition on p-border arrays.
Proposition 1. For any p-border array β[1 : i] of length i ≥ 2, β[1 : i− 1] is a p-border array of length i− 1.
Proof. Let s be any p-string such that βs = β . It is clear from Definition 2 that βs[1 : i − 1] is the p-border array of the
p-string s[1 : i− 1]. 
Due to the above proposition, given an integer array y[1 : n], we can check if it is a p-border array of some string of length
n by testing each element of y in increasing order (from 1 to n). If we find any 1 ≤ i ≤ n such that y[1 : i] is not a p-border
array of length i, then y[1 : n] can never be a p-border of length n. In what follows, we show how to check each element of
a given integer array in increasing order.
For any p-border array β of length n and any integer 1 ≤ i ≤ n, let
βk[i] =

β[i] if k = 1,
β[βk−1[i]] if k > 1 and βk−1[i] ≥ 1.
It follows from Definition 2 that the sequence i, β[i], β2[i], . . . is monotone decreasing to zero, hence finite.
Lemma 2. For any p-string s of length i, {β1s [i], β2s [i], . . . , 0} is the set of the p-borders of s.
Proof. First we show by induction that for every k, 1 ≤ k ≤ k′, βks [i] is a p-border of s, where k′ is the integer such that
βk
′
s [i] = 0. By Definition 2, β1s [i] is the longest p-border of s. Suppose that for some k, 1 ≤ k < k′, βks [i] is a p-border of s.
Here βk+1s [i] is the longest p-border of βks [i]. Let f and g be the bijections such that
f (s[1 : βks [i]]) = s[i− βks [i] + 1 : i],
g(s[1 : βk+1s [i]]) = s[βks [i] − βk+1s [i] + 1 : βks [i]].
Since
f (g(s[1 : βk+1s [i]])) = f (s[βks [i] − βk+1s [i] + 1 : βks [i]])
= s[i− βk+1s [i] + 1 : i],
we obtain s[1 : βk+1s [i]] ≃ s[i− βk+1s [i] + 1 : i]. Hence βk+1s [i] is a p-border of s.
We now show any other j is not a p-border of s. Assume for contrary that j, βk+1s [i] < j < βks [i], is a p-border of s. Let q
be the bijection such that
q(s[i− j+ 1 : i]) = s[1 : j].
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Fig. 1. Illustration of Lemma 5.
Since
q(f (s[βks [i] − j+ 1 : βks [i]])) = q(s[i− j+ 1 : i])
= s[1 : j],
we obtain s[1 : j] ≃ s[βks [i]− j+ 1 : βks [i]]. Hence j is a p-border of s[1 : βks [i]]. However this contradicts with the definition
that βk+1s [i] is the longest p-border of s[1 : βks [i]]. 
Lemma 3. For any p-string s of length i ≥ 1 and a ∈ Π , every p-border of sa is an element of the set {β1s [i]+1, β2s [i]+1, . . . , 1}.
Proof. Assume for contrary that sa has a p-border j+1 /∈ {β1s [i]+1, β2s [i]+1, . . . , 1}. Since s[1 : j+1] ≃ s[i− j+1 : i]a, we
have s[1 : j] ≃ s[i− j+ 1 : i] and j is a p-border of s. It follows from Lemma 2 that j ∈ {β1s [i], β2s [i], . . . , 0}. This contradicts
with the assumption. 
Based on Lemmas 2 and 3, we can efficiently compute the p-border array βs of a given p-string s. Also, our algorithm to
solve Problem 1 is based on these lemmas.
4. Algorithms for a binary alphabet
In this section we consider Problems 1–3 in the binary case. Let Π2 denote a binary alphabet. We present a linear time
algorithm to verify if a given integer array is a valid p-border array for a binary alphabet.We also showa linear time algorithm
to compute all binary p-strings sharing a given p-border array. In addition,we give an algorithmwhich computes all p-border
arrays of length at most n, where n is a given threshold. This algorithm runs in time linear in the number of output p-border
arrays.
LetΠ2 = {a, b}. The key property of the binary case is that there exist exactly two bijections onΠ2, i.e., for any p-string s
overΠ2 there exist exactly two p-strings that p-match s, one is s itself, and the other is the p-string obtained by exchanging
a and b in s. This makes things easier to deal with, and will lead us to efficient solutions to the problems.
4.1. Algorithms
In the sequel we show how to select m ∈ {β1s [i] + 1, β2s [i] + 1, . . . , 1} such that βs[1 : i]m is a valid p-border array of
length i+ 1. The following proposition, lemmas and theorems hold for a binary alphabetΠ2.
For p-border arrays of length at most 2, we have the next proposition.
Proposition 2. For any p-string s of length 1, βs[1] = 0. For any p-string s′ of length 2, βs′ [2] = 1.
Proof. Let Π2 = {a, b}. It is clear that the longest p-border of a and b is 0. The p-strings of length 2 over Π2 are aa, ab, ba,
and bb. Obviously the longest p-border of each of them is 1. 
For p-border arrays of length more than 2, we have the following lemmas.
Lemma 4. For any p-string s ∈ Π∗2 , if j ≥ 2 is a p-border of sa with a ∈ Π2, then j is not a p-border of sb, where {b} = Π2−{a}.
Proof. Assume for contrary that j is a p-border of sb. Then, let f and g be the bijections onΠ2 such that
f (s[1 : j]) = s[i− j+ 2 : i]a,
g(s[1 : j]) = s[i− j+ 2 : i]b.
We get from f (s[1 : j − 1]) = s[i − j + 2 : i] = g(s[1 : j − 1]) that f and g are the same bijections. However,
f (s[j]) = a ≠ b = g(s[j]) implies that f and g are different bijections, a contradiction. Hence j is not a p-border of sb. 
Lemma 5. For any p-string s of length i, if βs[βh−1s [i] + 1] = βhs [i] + 1 and βh−1s [i] + 1 is a p-border of sa with a ∈ Π2, then
βhs [i] + 1 is a p-border of sa. (see also Fig. 1.)
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Fig. 2. Illustration of Lemma 6.
Proof. Let f and g be the bijections onΠ2 such that
f (s[1 : βh−1s [i] + 1]) = s[i− βh−1s [i] + 1 : i]a,
g(s[1 : βhs [i] + 1]) = s[βh−1s [i] − βhs [i] + 1 : βh−1s [i] + 1].
Since
f (g(s[1 : βhs [i] + 1]))
= f (s[βh−1s [i] − βhs [i] + 1 : βh−1s [i] + 1])
= s[i− βhs [i] + 1 : i]a,
we obtain s[1 : βhs [i] + 1] ≃ s[i− βhs [i] + 1 : i]a. Hence βhs [i] + 1 is a p-border of sa. 
Lemma 6. For any p-string s of length i, if βs[βh−1s [i] + 1] ≠ βhs [i] + 1 and βh−1s [i] + 1 is a p-border of sa with a ∈ Π2, then
βhs [i] + 1 is a p-border of sb such that {b} = Π2 − {a}. (See also Fig. 2.)
Proof. Let f and q be the bijections onΠ2 such that
f (s[1 : βh−1s [i] + 1]) = s[i− βh−1s [i] + 1 : i]a,
q(s[1 : βhs [i]]) = s[βh−1s [i] − βhs [i] + 1 : βh−1s [i]].
Because βs[βh−1s [i] + 1] ≠ βhs [i] + 1, we know that q(s[βhs [i] + 1]) ≠ s[βh−1s [i] + 1]. Since f (s[βh−1s [i] + 1]) = a and
Π2 = {a, b}, f (q(s[βhs [i] + 1])) = b. Hence βhs [i] + 1 is a p-border of sb. 
The following is a key lemma to solving our problems.
Lemma 7. For any p-border array β of length i ≥ 2, β[1 : i]m1 and β[1 : i]m2 are the p-border arrays of length i + 1, where
m1 = β[i] + 1 and
m2 =
 β l[i] + 1
if β[β l−1[i] + 1] ≠ β l[i] + 1 for some 1 < l < k′ and
β[βh−1[i] + 1] = βh[i] + 1 for any 1 < h < l,
1 otherwise,
where k′ is the integer such that βk′ [i] = 0.
Proof. Consider any p-string s of length i such that βs = β . By definition, there exists a bijection f on Π2 such that
f (s[1 : β[i]]) = s[i − β[i] + 1 : i]. Let a = f (s[β[i] + 1]). Then f (s[1 : β[i]])f (s[β[i] + 1]) = s[i − β[i] + 1 : i]a.
Note that β[1 : i](β[i] + 1) is the p-border array of sa because sa can have no p-borders longer than β[i] + 1.
It follows from Lemma 5 that βh[i]+1 is a p-border of sa. Then, by Lemma 6, β l[i]+1 is a p-border of sb. Since βh[i] ≥ 1,
by Lemma 4, βh[i] + 1 is not a p-border of sb. Hence β l[i] + 1 is the longest p-border of sb. 
We are ready to state the following theorem.
Theorem 1. Problem 1 can be solved in linear time for a binary alphabet.
Proof. Algorithm 1 describes the operations to solve Problem 1. Given an integer array of length n, the algorithm first checks
if y[1 : 2] = [0, 1] due to Proposition 2. If y[1 : 2] = [0, 1], then for each i = 3, . . . , n (in increasing order) the algorithm
checks whether y[i] satisfies one of the conditions of Lemma 7.
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Algorithm 1: Algorithm to solve Problem 1 for a binary alphabet
Input: y[1 : n] : a given integer array
Output: return whether y is a valid p-border array or not
1 if y[1 : 2] ≠ [0, 1] then return invalid;
2 for i = 3 to n do
3 if y[i] = y[i− 1] + 1 then continue;
4 b′ ← y[i− 1]; b ← y[b′];
5 while b > 0 & b+ 1 = y[b′ + 1] do
6 b′ ← b; b ← y[b′];
7 if y[i] = b+ 1 then continue;
8 return invalid;
9 return valid;
Algorithm 2: Algorithm to solve Problem 2 for a binary alphabet
Input: β[1 : n] : a p-border array
Output: all p-strings sharing the same p-border array β[1 : n]
1 saa ← aa; sab ← ab; sbb ← bb; sba ← ba;
2 for i = 3 to n do
3 let f be the bijection onΠ2 s.t. f (saa[β[i− 1]]) = saa[i− 1];
4 let g be the bijection onΠ2 s.t. g(sab[β[i− 1]]) = sab[i− 1];
5 xaa ← f (saa[β[i− 1] + 1]); xab ← g(sab[β[i− 1] + 1]);
6 xaa ← y ∈ Π2 − {xaa}; xab ← z ∈ Π2 − {xab};
7 if β[i] = β[i− 1] + 1 then
8 saa[i] ← xaa; sab[i] ← xab;
9 sbb[i] ← xaa; sba[i] ← xab;
10 else
11 saa[i] ← xaa; sab[i] ← xab;
12 sbb[i] ← xaa; sba[i] ← xab;
Output: saa[1 : n], sab[1 : n], sbb[1 : n], sba[1 : n]
Fig. 3. The tree T4 which represents all p-border arrays of length at most 4 for a binary alphabet.
The time analysis is similar to that of Theorem 2.3 of [26]. Let us estimate howmany times thewhile loop is executed. At
the beginning of the i-th iteration of the for loop, we have confirmed that y[1 : i−1] is a valid p-border array. Therefore the
value of b′ at Line 4 increases by at most 1 compared to that of the previous iteration. However, each execution of thewhile
loop decreases the value of b′, as well as the value of b, by at least 1. Hence the total time cost of the for loop is O(n). 
Theorem 2. Problem 2 can be solved in linear time for a binary alphabet.
Proof. It follows from Proposition 2 that the p-border array of all p-string of length 2 (aa, ab, ba, and bb) is [0, 1]. By
Proposition 1, for any p-border array β[1 : n] with n ≥ 2, we have β[1 : 2] = [0, 1]. Hence each p-border array β[1 : n]
with n ≥ 2 corresponds to exactly four p-strings each of which begins with aa, ab, ba, and bb, respectively. In Algorithm 2,
we compute these four p-strings saa, sab, sba, and sbb; each of them is the p-string having aa, ab, ba, and bb as a prefix and
p-border array β[1 : n], respectively. Technically, xaa of Line 5 can be computed by (saa[β[i − 1]] xor saa[β[i − 1] + 1] xor
saa[i− 1]) on binary alphabetΠ2 = {0, 1}. Hence this enumerating algorithm works in linear time. 
We now consider Problem 3. By Proposition 1 and Lemma 7, computing all p-border arrays of length at most n can be
accomplished using a rooted tree structure Tn of height n − 1. Each node of Tn of height i − 1 corresponds to an integer j
such that j is the longest p-border of some p-string of length i over a binary alphabet, hence the path from the root to that
node represents the p-border array of the p-string. Fig. 3 represents T4.
Theorem 3. Problem 3 can be solved in O(Bn2) time for a binary alphabet, where B
n
2 denotes the number of p-border arrays of
length n.
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Algorithm 3: Function to compute the children of a node of Tn
Input: i : length of the current p-border array, 2 ≤ i ≤ n
Result: compute the children of the current node
/* β[1 : n] and child[1 : n] are allocated globally. β[1 : i] represents the current p-border array. When β[j] is
first used to compute the second child of some node, schild[j] is set to be the extension of that child. Let
schild[1] = 1. */
1 function getChildren(i)
2 if i = n then return ;
3 schild[i] ← 0 ; /* clear schild[i] */
4 β[i+ 1] ← β[i] + 1 ; /* the 1st child */
5 report β[i+ 1];
6 getChildren(i+ 1);
7 b′ ← β[i]; b ← β[b′];
8 while schild[b] = 0 & b+ 1 = β[b′ + 1] do
9 b′ ← b; b ← β[b′];
10 if schild[b] ≠ 0 then β[i+ 1] ← schild[b]; else β[i+ 1] ← b+ 1 ; /* the 2nd child */
11 b′ ← β[β[i]];
12 while b′ ≥ b do
13 schild[b′] ← β[i+ 1]; b′ ← β[b′] ; /* set schild[b′] */
14 report β[i+ 1];
15 getChildren(i+ 1);
16 return ;
Proof. Proposition 2 and Lemma 7 imply that every internal node of Tn of height at least 1 has exactly two children. Hence
the total number of nodes of Tn isO(Bn2).We compute Tn in a depth-firstmanner. Algorithm3 shows a function that computes
the children of a given node of Tn. We begin with the call getChildren(2) after setting β[1 : 2] = [0, 1]. Now consider we
are in a call getChildren(i). We say the child with the extension β[i+ 1] = β[i] + 1 is the first child and the other is the
second child. It is clear that the first child can be computed in constant time. While computing the second child, we trace
β2[i], β3[i], . . . to find the extension which hold Lemma 7. In this process, we make use of the auxiliary array schild, whose
idea comes from the fact that while tracing β2[i], β3[i], . . ., if we access β[j]which have ever been accessed for computing
the second child of another node sharing the same path β[1 : j], the extension computing now should be the same as ever
computed. Thanks to this, we can share the information for computing the second child with nodes sharing the same path.
Then it is not difficult to see that the second child can be computed in amortized constant time. Hence Problem 3 can be
solved in O(Bn2) time for a binary alphabet. 
We remark that if each p-border array in Tn can be discarded after it is generated, then we can compute all p-border arrays
of length at most n using O(n) space. Since every internal node of Tn of height at least 1 has exactly two children and the
root has one child, Bn2 = 2n−2 for n ≥ 2. Thus the space requirement can be reduced to O(log Bn2).
5. Algorithms for an unbounded alphabet
In the previous section, we presented efficient algorithms to solve Problems 1–3 for a binary alphabet. The key lemma
to solve them is Lemma 4, but unfortunately it does not hold for a larger alphabet. Consider a p-string s = abac over
Π = {a, b, c}. Observe that βs = [0, 1, 2, 2]. Although βs[4] = 2 is a p-border of abac, it is also a p-border of another
p-string abab since ab ≃ ab. Hence Lemma 4 does not hold if |Π | ≥ 3.
In this section we present an O(n1.5)-time O(n)-space algorithm to verify if a given integer array of length n is a valid
p-border array for an unbounded alphabet. As to the best previously known solution, we can use the algorithm of Moore
et al. [28] to generate all strings in Pn = {p | p ∈ P, |p| = n} in O(|Pn|) time, and then we check if p ∈ Py for each generated
p ∈ Pn. Still, it is known that |Pn| is equal to the n-th Bell number 1e
∑∞
k=0
kn
k! , which is the number of partitions of n elements,
and hence our O(n1.5)-time algorithm is quite efficient.
To achieve this significant improvement, we will step into deeper combinatorial properties of p-border arrays.
Consequently the discussions of this section become quite technical, however, our algorithm itself is rather simple. We
then show efficiency of our algorithm.
Fig. 14 in Appendix C illustrates dependency of the lemmas to be introduced in this section, including those shown in
Appendices A and B.
5.1. Properties on parameterized border arrays
Here we introduce important properties of p-border arrays that are useful to solve Problem 1.
Let
Γ = {γ | γ [1] = 0, 1 ≤ γ [i] ≤ γ [i− 1] + 1 for any 1 < i ≤ |γ |}.
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Fig. 4. The conflict tree of α = [0, 1, 1, 2, 3, 4, 3, 1, 2, 1].
We introduce the following notation on Γ . For any γ ∈ Γ and any i ≥ 1, let
γ k[i] =

γ [i] if k = 1,
γ [γ k−1[i]] if k > 1 and γ k−1[i] ≥ 1.
By the definition of Γ , the sequence i, γ 1[i], γ 2[i], . . . is monotonically decreasing and terminates with 1, 0. Let
A = {α | α ∈ Γ , α[i] ∈ {α1[i− 1] + 1, α2[i− 1] + 1, . . . , 1} for any 1 < i ≤ |α|}.
It is clear that A ⊂ Γ . Let B denote the set of all p-border arrays.
Lemma 8. B ⊆ A.
Proof. For any β ∈ B, p ∈ Pβ and 1 < i ≤ |p|, since suf (p[1 : i], β[i]) = p[1 : β[i]], suf (p[1 : i − 1], β[i] − 1) =
p[1 : β[i] − 1]. Since β[i] − 1 is a p-border of p[1 : i − 1], β[i] − 1 ∈ {β1[i − 1], β2[i − 1], . . . , 0} by Lemma 2. Hence,
β[i] ∈ {β1[i− 1] + 1, β2[i− 1] + 1, . . . , 1}. 
Lemma 9. For any β ∈ B, p ∈ Pβ , and 1 < i ≤ |p|, if p[i] = 0, then p[b] = 0 for any b ∈ {β1[i], β2[i], . . . , 1}.
Proof. It follows from Lemma 2 that b ∈ {β1[i], β2[i], . . . , 1} is a p-border of p[1 : i]. We get suf (p[1 : i], b) = p[1 : b], and
hence p[b] = cut(p[i], b) = cut(0, b) = 0. 
Definition 3 (Conflict Points). Let α ∈ A. For any c ′, c (1 < c ′ < c ≤ |α|), if α[c ′] = α[c] and c ′− 1 = αk[c − 1]with some
k, then c ′ and c are said to be in conflict with each other. Such points are called conflict points.
Actually the difficulties of our problems come from conflict points. In the case of standard border arrays, any integer array
which contains conflict points is not a valid border array. For instance, α = [0, 1, 2, 2] (c ′ = 3 and c = 4 are in conflict)
is not a valid border array; since for any string s of length 4, if 2 is a border of s[1 : 3] and s[1 : 4], s[1 : 4] always has a
border 3, and hence 2 is not the longest border of s[1 : 4]. Meanwhile, [0, 1, 2, 2] is the p-border array of abac, abcb and
their bijections onΠ . The main issue of this section is how efficiently we manage conflict points.
Let Cα be the set of conflict points in α and Cα(c) be the set of points that conflict with c (1 ≤ c ≤ |α|). For any i ≤ j ∈ N ,
let [i, j] = {i, i+ 1, . . . , j} ⊂ N . We denote C [i,j]α = Cα ∩ [i, j] and C [i,j]α (c) = Cα(c)∩ [i, j] to restrict the elements of the sets
within the range [i, j].
By Definition 3, C [1,c]α (c) = {c ′} ∪ C [1,c′]α (c ′) where c ′ = max C [1,c]α (c). Consider a tree such that Cα ∪ {⊥} is the set
of nodes where ⊥ is the root, and {(c ′, c) | c ∈ Cα, c ′ = max C [1,c]α (c)} ∪ {(⊥, c) | c ∈ Cα, C [1,c]α (c) = ∅} the
set of edges. This tree is called the conflict tree of α and it represents the relations of conflict points of α. Let CTα(c)
denote the set of children of node c and CT [i,j]α (c) = CTα(c) ∩ [i, j]. We define orderα(c) to be the depth of node c and
maxcα(c) = max{orderα(c ′) | c ′ ∈ {c} ∪ Cα(c)}.
Fig. 4 illustrates the conflict tree for α = [0, 1, 1, 2, 3, 4, 3, 1, 2, 1]. Here Cα = {2, 3, 5, 7, 8, 10}, Cα(3) = {2, 10},
CTα(2) = {3, 8}, orderα(2) = orderα(5) = 1, orderα(3) = orderα(7) = orderα(8) = 2, orderα(10) = 3, maxcα(5) =
maxcα(7) = maxcα(8) = 2,maxcα(2) = maxcα(3) = maxcα(10) = 3, and so on. Note that this example α is not a p-border
array.
Lemma 10 will be used to show the O(n1.5) time complexity of our algorithm of Section 5.2.
Lemma 10. For any α[1 : n] ∈ A, n ≥ 1+∑c∈Cα⌊2orderα(c)−2⌋.
Proof. Let ct ∈ Cα with t ≥ 2, C [1:ct ]α (ct) = {c1, c2, . . . , ct−1}with c1 < c2 < · · · < ct . Letm = α[c1] = α[c2] = · · · = α[ct ].
By the definition of Γ , for any 1 < i ≤ n, α[i] ≤ α[i− 1] + 1. Then, it follows from (ct − 1)− ct−1 ≥ α[ct − 1] − α[ct−1]
that m + (ct − 1) − ct−1 ≥ α[ct − 1]. Consequently, by Definition 3, we have ct ≥ 2ct−1 − m from α[ct − 1] ≥ ct−1 − 1.
Hence,
ct ≥ 2ct−1 −m ≥ 22ct−2 −m(1+ 2) ≥ · · ·
≥ 2t−1c1 −m
t−2
i=0
2i = 2t−1c1 −m(2t−1 − 1) = 2t−1(c1 −m)+m
≥ 2t−1 +m.
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Fig. 5. Let c, c ′ ∈ Cβ and β[c ′] = β[c] = m. Then, c ′ ∈ Cβ (c), p[1 : m] = suf (p[1 : c ′],m) = suf (p[1 : c],m), and p[1 : c ′ − 1] = suf (p[1 : c − 1], c ′ − 1).
It leads to α[ct ] − (α[ct − 1] + 1) ≤ m − ct−1 ≤ −2t−2. Since α[1] = 0 and 1 ≤ α[i] ≤ α[i − 1] + 1 for any 1 < i ≤ n,
n− 1 should be greater than the value subtracted over all conflict points. Therefore, the statement holds. 
The relation between conflict points of β ∈ B and p ∈ Pβ is illustrated in Fig. 5.
Lemma 11 below shows a necessary-and-sufficient condition for β[1 : i]m to be a valid p-border array of some
p[1 : i+ 1] ∈ N ∗, when β[1 : i] is a valid p-border array.
Lemma 11. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then, β[1 : i]m ∈ B and p[1 : i+ 1] ∈ Pβ[1:i]m if and only if
p[1 : i+ 1] ∈ P
∧ p[1 : i] ∈ Pβ[1:i]
∧ ∃k, βk[i] = m− 1
∧ cut(p[i+ 1],m) = p[m]
∧ Cβ[1:i]m(i+ 1) ≠ ∅ ⇒ p[m] = 0 ∧ ∀c ∈ Cβ[1:i]m(i+ 1), p[i+ 1] ≠ p[c]
∧∃c ′ ∈ Cβ[1:i]m(i+ 1), p[c ′] = 0⇒ m ≤ p[i+ 1] < c ′.
Lemma 12 shows a yet stronger result, a necessary-and-sufficient condition for β[1 : i]m to be a valid p-border array of
length i+ 1, when β[1 : i] is a valid p-border array of length i.
Lemma 12. Let β[1 : i] ∈ B and m ∈ N . Then, β[1 : i]m ∈ B if and only if
∃k, βk[i] = m− 1
∧ Cβ[1:i]m(i+ 1) ≠ ∅ ⇒ ∃p[1 : i] ∈ Pβ[1:i] s.t. p[m] = 0
∧∃c ′ ∈ Cβ[1:i]m(i+ 1), p[c ′] = 0⇒ zeros(p[m : c ′ − 1]) ≥ |Cβ[1:i]m(i+ 1)|.
Proofs of Lemmas 11 and 12 are shown in Appendices.
In the next section we design our algorithm to solve Problem 1 based on Lemmas 11 and 12.
5.2. Algorithms
This section presents ourO(n1.5)-timeO(n)-space algorithm to verify if a given integer array of length n is a valid p-border
array for an unbounded alphabet.
5.2.1. Z-pattern representation
Lemma 12 implies that, in order to check if β[1 : i]m ∈ B, it suffices for us to know if p[i] is zero or non-zero for each i. Let
⋆ be a special symbol s.t. ⋆ ≠ 0. For any p ∈ P and 1 ≤ i ≤ |p|, let ptoz(p)[i] = 0 if p[i] = 0, and ptoz(p)[i] = ⋆ otherwise.
The sequence ptoz(p) ∈ {0, ⋆}∗ is called the z-pattern of p. For any β ∈ B, let Zβ = {ptoz(p) | p ∈ Pβ}.
The next lemma follows from Lemmas 9, 11 and 12.
Lemma 13. Let β ∈ B and z ∈ {0, ⋆}∗. Then, z ∈ Zβ if and only if all of the following conditions hold for any 1 ≤ i ≤ |z|:
1. i = 1⇒ z[i] = 0.
2. z[β[i]] = ⋆⇒ z[i] = ⋆.
3. ∃c ∈ Cβ , ∃k, i = βk[c] ⇒ z[i] = 0.
4. ∃c ∈ Cβ(i), z[c] = 0⇒ z[i] = ⋆.
5. i ∈ Cβ ∧ zeros(z[β[i] : i− 1]) < maxcβ(i)− 1⇒ z[i] = ⋆.
6. i ∈ Cβ ∧ zeros(z[β[i] : i− 1]) = orderβ(i)− 1⇒ z[i] = 0.
Let Eβ = {i | ∃c ∈ Cβ , ∃k, i = βk[c]}. For any z ∈ Zβ and i ∈ Eβ , z[i] is always 0.
We check if a given integer array y[1 : n] is a valid p-border array in two steps.
Step 1: While scanning y[1 : n] from left to right, check whether y[1 : n] ∈ A and whether each position i (1 ≤ i ≤ n) of
y satisfies Conditions 3 and 4 of Lemma 13. Also, we compute Ey, and ordery(i) andmaxcy(i) for each i ∈ Cy.
Step 2: For each i = 1, 2, . . . , n, we determine the value of z[i] so that the conditions of Lemma 13 hold.
If we can determine z[i] for all i = 1, 2, . . . , n in Step 2, then the input array y is a p-border array of some p ∈ P such that
ptoz(p) = z.
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Fig. 6. Illustration of Lemma 16. If αk′ [i] = α[i+ 1] − 1 ∈ Fα(b), then i ∈ Fα(b).
5.2.2. Pruning techniques
Given an integer array y of length n, we inherently have to search {0, ⋆}n for a z-pattern z ∈ Zy. To achieve an efficient
solution, we use the following pruning lemmas.
For any β ∈ B and 1 ≤ i ≤ |β|, we write as u[1 : i] ∈ Ziβ if and only if u[1 : i] ∈ {0, ⋆}∗ satisfies all the conditions of
Lemma 13 for any j (1 ≤ j ≤ i). For any h > i, let z[h] = 0 if h ∈ Eβ , and leave it undefined otherwise. Clearly, for any z ∈ Zβ
and 1 ≤ i ≤ |β|, z[1 : i] ∈ Z iβ .
We can use the contraposition of the next lemma for pruning the search tree at each non-conflict point of y.
Lemma 14. Let β ∈ B and i /∈ Cβ (2 ≤ i ≤ |β|). For any u[1 : i − 1] ∈ Zi−1β , if u[β[i]] = 0 and there exists z ∈ Zβ s.t.
z[1 : i] = u[1 : i− 1]⋆, then there exists z ′ ∈ Zβ s.t. z ′[1 : i] = u[1 : i− 1]0.
Proof. For any 1 ≤ j ≤ |β|, let v[j] = 0 if j = i, and v[j] = z[j] otherwise. Now we show v ∈ Zβ . v[i] clearly holds all
the conditions of Lemma 13. Since v[j] = z[j] at any other points, v[j] satisfies Conditions 1, 2, 3 and 4. Furthermore, for
any c ∈ Cβ , v[c] holds Conditions 5 and 6, since zeros(v[β[c] : c − 1]) ≥ zeros(z[β[c] : c − 1]) and z[c] holds those
conditions. 
Next, we discuss our pruning technique regarding conflict points of y. Let β ∈ B. c ∈ Cβ is said to be an active conflict
point of β , iff Eβ ∩ ({c} ∪ Cβ(c)) = ∅. Obviously, for any z ∈ Zβ and c ∈ Cβ , z[c] = 0 if Eβ ∩ {c} ≠ ∅ and z[c] = ⋆ if
Eβ ∩ Cβ(c) ≠ ∅. Hence we never branch out at any inactive conflict point during the search for z ∈ Zβ . Let ACβ be the set of
active conflict points in β . Our pruning method for active conflict points is described in Lemma 15.
Lemma 15. Let β ∈ B, i ∈ ACβ and i ≤ r ≤ |β| with |CT [1,r]β (i)| < 2. For any u[1 : i − 1] ∈ Zi−1β , if u[1 : i − 1]0 ∈ Ziβ and
there exists z[1 : r] ∈ Zrβ s.t. z[1 : i] = u[1 : i− 1]⋆, then there exists z ′[1 : r] ∈ Zrβ s.t. z ′[1 : i] = u[1 : i− 1]0.
In order to prove Lemma 15, particularly to ensure Conditions 5 and 6 of Lemma 13 hold, we need to estimate the number
of 0’s within the range [β[c], c − 1] for each c ∈ Cβ that is obtained when the prefix of a z-pattern is u[1 : i− 1]0. Here, for
any α ∈ A and 1 ≤ b ≤ |α|, let
Fα(b) = {b} ∪ {b′ | ∃k, b = αk[b′]}
and F [i,j]α (b) = Fα(b) ∩ [i, j]. Then, the number of 0’s related to i within the range [β[c], c − 1] can be estimated by
|F [β[c],c−1]β (i)|. The following lemmas show some properties of Fα(b) that are useful to prove Lemma 15 above.
Lemma 16. Let α ∈ A. For any 1 ≤ b ≤ |α| and 1 < i < |α|,
|F [α[i+1],i]α (b)| − |F [α[i],i−1]α (b)| −
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b)|
=

1 if i ∈ Fα(b) and αk′ [i] = α[i+ 1] − 1 /∈ Fα(b),
0 otherwise,
where k′ is the integer such that αk′ [i] = α[i+ 1] − 1.
Proof. Since [α[i+ 1] − 1, i− 1] = [αk′ [i], αk′−1[i] − 1] ∪ [αk′−1[i], αk′−2[i] − 1] ∪ · · · ∪ [α1[i], i− 1],
|F [α[i+1]−1,i−1]α (b)| = |F [α[i],i−1]α (b)| +
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b)|.
(See Fig. 6.) Then, the key is whether each of i and α[i+ 1] − 1 is in Fα(b) or not. Obviously, if αk′ [i] = α[i+ 1] − 1 ∈ Fα(b),
then i ∈ Fα(b). It leads to the statement. 
Lemma 16 implies that |F [α[i],i−1]α (b)| is monotonically increasing for i.
Lemma 17. Let α ∈ A and c ′, c ∈ Cα with c ′ ∈ C [1,c]α (c). For any 1 ≤ b < c ′,
|F [m,c−1]α (b)| ≥ |F [α[c−1],c−2]α (b)| +
k′−1−
k=1
|F [αk+1[c−1],αk[c−1]−1]α (b)| + 1,
where m = α[c ′] = α[c] and k′ is the integer such that αk′ [c − 1] = c ′ − 1.
6970 T. I et al. / Theoretical Computer Science 412 (2011) 6959–6981
Fig. 7. Illustration of Lemma 17. If αk′ [c − 1] = c ′ − 1 ∈ Fα(b), then c − 1 ∈ Fα(b).
Proof. In a similar way to the proof of Lemma 16, we have
|F [m,c−2]α (b)| = |F [α[c−1],c−2]α (b)| +
k′−1−
k=1
|F [αk+1[c−1],αk[c−1]−1]α (b)| + |F [m,c
′−2]
α (b)|.
(See Fig. 7.) Since αk
′ [c − 1] = c ′ − 1 ∈ Fα(b)⇒ c − 1 ∈ Fα(b),
|F [m,c−1]α (b)|geq|F [α[c−1],c−2]α (b)| +
k′−1−
k=1
|F [αk+1[c−1],αk[c−1]−1]α (b)| + |F [m,c
′−1]
α (b)|.
Also, it follows from Lemma 16 that |F [m,c′−1]α (b)| ≥ 1. Hence, the lemma holds. 
Lemma 18. For any α ∈ A, 1 ≤ b < b′ ≤ |α| and 1 ≤ i < |α|, |F [α[i+1],i]α (b)| ≥ |F [α[i+1],i]α (b′)|.
Proof. Wewill prove the lemma by induction on i. First, for any 1 ≤ i < b, it is clear that |F [α[i+1],i]α (b)| = |F [α[i+1],i]α (b′)| = 0.
Second, for any b ≤ i < b′, it follows from Lemma 16 that |F [α[i+1],i]α (b)| ≥ 1. Then, |F [α[i+1],i]α (b)| ≥ 1 > 0 = |F [α[i+1],i]α (b′)|.
Finally, when b′ ≤ i < |α|, let k′ be the integer such that αk′ [i] = α[i+ 1] − 1.
(I) When i /∈ Fα(b′) or αk′ [i] = α[i+ 1] − 1 ∈ Fα(b′). It follows from Lemma 16 that
|F [α[i+1],i]α (b)| ≥ |F [α[i],i−1]α (b)| +
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b)| and
|F [α[i+1],i]α (b′)| = |F [α[i],i−1]α (b′)| +
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b′)|.
By the inductive hypothesis, we have |F [α[i],i−1]α (b)| ≥ |F [α[i],i−1]α (b′)| and |F [αk+1[i],αk[i]−1]α (b)| ≥ |F [αk+1[i],αk[i]−1]α (b′)| for
any 1 ≤ k ≤ k′ − 1. Hence, |F [α[i+1],i]α (b)| ≥ |F [α[i+1],i]α (b′)|.
(II) When i ∈ Fα(b′) and αk′ [i] = α[i + 1] − 1 /∈ Fα(b′). There always exists b′ ∈ {i, α1[i], . . . , αk′−1[i]}, and therefore
|F [α[b′],b′−1]α (b)| ≥ 1 > 0 = |F [α[b′],b′−1]α (b′)|. Then,
|F [α[i+1],i]α (b)| ≥ |F [α[i],i−1]α (b)| +
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b)|
≥ 1+ |F [α[i],i−1]α (b′)| +
k′−1−
k=1
|F [αk+1[i],αk[i]−1]α (b′)|
= |F [α[i+1],i]α (b′)|. 
In a similar way, we have the next lemma.
Lemma 19. Let α ∈ A and c ∈ Cα with CTα(c) = {c ′}. For any 1 ≤ i < |α|, |F [α[i+1],i]α (c)| ≥
∑
g∈G|F [α[i+1],i]α (g)|, where
G = (C [c,|α|]α (c)− c ′).
Proof. By induction on i, we will prove
|F [α[i+1],i]α (c)| ≥
−
g∈G
|F [α[i+1],i]α (g)| for any 1 ≤ i < n and
|F [α[i],i−1]α (c)| >
−
g∈G
|F [α[i],i−1]α (g)| for any i ∈ C [c,|α|]α (c).
It is clear that |F [α[i+1],i]α (c)| =
∑
g∈G|F [α[i+1],i]α (g)| = 0 for any 1 ≤ i < c and |F [α[i+1],i]α (c)| ≥ 1 > 0 =
∑
g∈G|F [α[i+1],i]α (g)|
for any c ≤ i < c ′. When c ′ ≤ i ≤ |α|. Let k′ be the integer such that αk′ [i] = α[i+ 1] − 1.
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(I) When i /∈ g∈G Fα(g) or αk′ [i] = α[i + 1] − 1 ∈ g∈G Fα(g). As the proof of Lemma 18, we have |F [α[i+1],i]α (c)| ≥∑
g∈G|F [α[i+1],i]α (g)| by the induction hypothesis.
(II) When i ∈g∈G Fα(g) and αk′ [i] = α[i+ 1] − 1 /∈g∈G Fα(g). There exists g ′ ∈ {i, α1[i], . . . , αk′−1[i]} such that g ′ ∈ G.
By the induction hypothesis, |F [α[g ′],g ′−1]α (c)| >
∑
g∈G|F [α[g ′],g ′−1]α (g ′)|. Hence |F [α[i+1],i]α (c)| ≥
∑
g∈G|F [α[i+1],i]α (g)|.
(III) When i ∈ G. It follows from Lemma 17 that
|F [α[i],i−1]α (c)| ≥ |F [α[i−1],i−2]α (c)|+
k′′−1−
k=1
|F [αk+1[i−1],αk[i−1]−1]α (c)| + 1,
where k′′ is the integer such that αk′′ [i − 1] = c ′ − 1. Assume for contrary that there exists g ′ ∈ {i − 1, α1[i −
1], . . . , αk′′−1[i−1], αk′′ [i−1], . . . , 0} such that g ′ ∈ G. By the definition ofG, g ′ ≥ αk′′−1[i−1]. Sinceα[g ′] < c ≤ c ′−1by
Definition 3, it ends up denying the existence of k′′ such thatαk′′ [i−1] = c ′−1, a contradiction. Hence i−1 /∈g∈G Fα(g).
In addition, since
∑
g∈G|F [α[i],c′−1]α (g)| = 0,−
g∈G
|F [α[i],i−1]α (c)| =
−
g∈G
|F [α[i−1],i−2]α (g)|+
k′′−1−
k=1
−
g∈G
|F [αk+1[i−1],αk[i−1]−1]α (g)|. 
Therefore |F [α[i],i−1]α (c)| >
∑
g∈G|F [α[i],i−1]α (g)|.
Now, we are ready to prove Lemma 15. We will use Lemmas 18 and 19.
Proof. Let G = {g | g ∈ C [i,r]β (i), z[g] = 0}. Let v be the sequence s.t. for each 1 ≤ j ≤ r ,
v[j] =

0 if j ∈ Fβ(i),
⋆ if ∃g ∈ G s.t. j ∈ Fβ(g),
z[j] otherwise.
Now we show v ∈ Zβ . By the definition of v and u[1 : i − 1]0 ∈ Ziβ , it is clear that v[j] holds Conditions 1, 2, 3 and 4 of
Lemma 13 for any 1 ≤ j ≤ r . Furthermore, u[1 : i− 1]⋆ ∈ Ziβ means that zeros(v[β[i] : i− 1]) ≥ maxcβ(i)− 1. Hence, v[c]
satisfies Conditions 5 and 6 for any c ∈ C [1,r]β (i) since zeros(v[β[c] : c − 1]) ≥ zeros(v[β[i] : i − 1]) and maxcβ(i) − 1 ≥
maxcβ(c) − 1. Then, as the proof of Lemma 14, we have only to show zeros(v[β[c] : c − 1]) ≥ zeros(z[β[c] : c − 1]) for
any c ∈ Cβ . This can be proven by showing |F [β[c],c−1]β (i)| ≥
∑
g∈G|F [β[c],c−1]β (g)|. Since it is clear in case where G = ∅, we
consider the case where G ≠ ∅. Let c ′ ∈ CTβ(i) (note that c ′ is unique since |CTβ(i)| = 1 by the assumption).
(I) When z[c ′] = 0. Since z[1 : r] satisfies Condition 4 of Lemma 13, G = {c ′}. It follows from Lemma 18 that
|F [β[c],c−1]β (i)| ≥ |F [β[c],c−1]β (c ′)| for any c ∈ C [1,r]β .
(II) When z[c ′] ≠ 0. By Lemma 19, |F [β[c],c−1]β (i)| ≥
∑
g∈G|F [β[c],c−1]β (g)| for any c ∈ C [1,r]β .
Therefore, the lemma holds. 
5.2.3. Complexity analysis
Algorithm 4 shows our algorithm that solves Problem 1 for an unbounded alphabet. There are two steps in the algorithm
as described in Section 5.2.1. Step 1 is from line 1 to line 23 and Step 2 is a call of the CheckPBA function at line 24. In Step 1
we initialize the auxiliary arrays zeros[1 : n], sign[1 : n], cnt[1 : n], prevc[1 : n], order[1 : n] and maxc[1 : n]. Within
Step 2, the values of prevc[1 : n], order[1 : n] and maxc[1 : n] are fixed while the three others are dynamically changed.
Here are brief descriptions about the roles of zeros[1 : n], sign[1 : n] and cnt[1 : n]. zeros[1 : n] represents a z-pattern. In
step 1, sign[i] is initialized to be 1 if i ∈ Ey,−1 if (C [i,n]y (i)∩ Ey) ≠ ∅, and otherwise 0, so that we can use it at lines 5 and 9 of
the CheckPBA function. Moreover, sign[1 : n] has another role to propagate ‘‘zero conflict ancestor information’’, namely,
sign[i] is set to be 1 at lines 15 and 18 so that sign[prevc[i]] = 1 at line 14 tells us that there exists c ∈ C [1,i]y (i) s.t. z[c] = 0.
Since Lemma 15 requires the information of whether the number of the currently touched positions in CTy(i) is less than
two or not, cnt[1 : n] counts such numbers at line 13 and is used at line 20.
Theorem 4. Algorithm 4 solves Problem 1 in O(n1.5) time and O(n) space for an unbounded alphabet.
Proof. The correctness should be clear from the discussions in the previous subsections.
Let us estimate the time complexity of Algorithm 4 until the CheckPBA function is called at Line 24. As in the failure
function construction algorithm, thewhile loop of Line 6 is executed atmost n times.Moreover, for any 1 ≤ i ≤ n, the values
of z[i], prevc[i], and order[i] are updated at most once. When i is a conflict point, Line 20 is executed at most ordery(i) − 1
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Algorithm 4: Algorithm to solve Problem 1 for an unbounded alphabet
Input: an integer array y[1 : n]
Output: whether y is a valid p-border array or not
/* zeros[1 : n] : zeros[i] = zeros(z[1 : i]). zeros[0] = 0 for convenience. */
/* sign[1 : n] : sign[i] = 1 if i ∈ Ey, sign[i] = −1 if (C [i,n]y (i) ∩ Ey) ≠ ∅. */
/* prevc[1 : n] : prevc[i] = max C [1,i]y (i), prevc[i] = 0 otherwise. */
1 if y[1 : 2] ≠ [0, 1] then return invalid ;
2 sign[1 : n] ← [1, 0, .., 0]; prevc[1 : n] ← [0, .., 0]; order[1 : n] ← [0, .., 0];maxc[1 : n] ← [0, .., 0];
3 for i = 3 to n do
4 if y[i] = y[i− 1] + 1 then continue;
5 b′ ← y[i− 1]; b ← y[b′];
6 while b > 0 & y[i] ≠ y[b′ + 1] & y[i] ≠ b+ 1 do
7 b′ ← b; b ← y[b′];
8 if y[i] = y[b′ + 1] then /* i conflicts with b′ + 1 */
9 j ← y[i];
10 while sign[j] = 0 & order[j] = 0 do /* z[y1[i]], z[y2[i]], . . . , z[0] must be 0 */
11 sign[j] ← 1; j ← y[j];
12 if sign[j] = −1 then return invalid ;
13 if sign[j] ≠ 1 then
14 sign[j] ← 1; j ← prevc[j];
15 while j > 0 do /* ∀j ∈ C [1,i]y (i), z[j] must be ⋆ */
16 if sign[j] = 1 then return invalid ;
17 sign[j] ← −1; j ← prevc[j];
18 if order[b′ + 1] = 0 then order[b′ + 1] ← 1;
19 prevc[i] ← b′ + 1; order[i] ← order[b′ + 1] + 1;maxc[i] ← order[b′ + 1] + 1; j ← b′ + 1;
20 while j > 0 & maxc[j] < order[b′ + 1] + 1 do
21 maxc[j] ← order[b′ + 1] + 1; j ← prevc[j];
22 else if y[i] ≠ b+ 1 then return invalid ;
23 cnt[1 : n] ← [−1, ..,−1]; zeros[1] ← 1;
24 return CheckPBA(2, n, y[1 : n], zeros[1 : n], sign[1 : n], cnt[1 : n], prevc[1 : n], order[1 : n],maxc[1 : n]);
Function CheckPBA(i, n, y[1 : n], zeros[1 : n], sign[1 : n], cnt[1 : n], prevc[1 : n], order[1 : n],maxc[1 : n])
Result: whether y is a valid p-border array or not
1 if i = n then return valid ;
2 if order[i] = 0 then /* i is not a conflict point */
3 zeros[i] ← zeros[i− 1] + zeros[y[i]] − zeros[y[i] − 1]; /* pruning by Lemma 14 */
4 return CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]);
5 if sign[i] = 1 then /* z[i] must be 0 */
6 if zeros[i− 1] − zeros[y[i] − 1] < maxc[i] − 1 then return invalid ;
7 zeros[i] ← zeros[i− 1] + 1;
8 return CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]);
9 if sign[i] = −1 ‖ zeros[i− 1] − zeros[y[i] − 1] < maxc[i] − 1 then /* z[i] must be ⋆ */
10 if zeros[i− 1] − zeros[y[i] − 1] < order[i] then return invalid ;
11 zeros[i] ← zeros[i− 1];
12 return CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]);
/* from here sign[i] = 0 and zeros[i− 1] − zeros[y[i] − 1] ≥ maxc[i] − 1 */
13 if cnt[i] = −1 then cnt[i] + +; cnt[prevc[i]] + + ; /* first time arriving at i */
14 if prevc[i] > 0 & sign[prevc[i]] = 1 then /* ∃c ∈ C [1,i]y (i), z[c] = 0 */
15 sign[i] ← 1; zeros[i] ← zeros[i− 1];
16 ret ← CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]); sign[i] ← 0;
17 return ret;
18 sign[i] ← 1; zeros[i] ← zeros[i− 1] + 1;
19 ret ← CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]); sign[i] ← 0;
20 if ret = valid ‖ cnt[i] < 2 then return ret ; /* pruning by Lemma 15 */
21 zeros[i] ← zeros[i− 1];
22 return CheckPBA(i+ 1, n, y[1 : n], . . . ,maxc[1 : n]);
times. Hence, it follows from Lemma 10 that the total number of times Line 20 is executed is
∑
c∈Cy(ordery(c) − 1) ≤
1+∑c∈Cy⌊2ordery(c)−2⌋ ≤ n.
Next, we show the CheckPBA function takes in O(n1.5) time for any input α ∈ A. Let 2 ≤ r1 < r2 < · · · < rx ≤ n be
the positions for which we execute Line 6 or 10 when we first visit these positions. If such positions do not exist, CheckPBA
returns ‘‘valid’’ in O(n) time. Let us consider x ≥ 1. For any 1 ≤ t ≤ x, let zt [1 : rt − 1] denote the z-pattern when we first
visit rt and let lt = min{c | c ∈ AC [1,rt−1]α , zt [c] = 0}. If x = 1 and such l1 does not exist, then CheckPBA returns ‘‘invalid’’
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Fig. 8. Illustration of E int and E
out
t .
in O(n) time. If x > 1, then there exists l1 as we reach rx. Furthermore, there exists lt s.t. lt < r1 since otherwise we cannot
get across r1. Henceforth, we may assume l1 ≤ l2 ≤ · · · ≤ lx exist. Note that by the definition of active conflict points, all
elements of Fα(lt)− {lt} are not conflict points, and therefore for any b ∈ Fα(lt), zt [b] = 0.
Here, let L1 = {c | c ∈ C [l1+1,r1]α , l1 < max C [1,c]α (c)} and Lt = {c | c ∈ C [rt−1+1,rt ]α , lt < max C [1,c]α (c)} for any 1 < t ≤ x.
Since L1, L2, . . . , Lx are pairwise disjoint, |L| = ∑xt=1|Lt |, where L = xt=1 Lt . |F [α[rt ],rt−1]α (lt)| − |F [α[rt−1],rt−1−1]α (lt)| ≥ |Lt |
follows from Lemma 17. In addition, for any 1 ≤ t ≤ x, let
E int = Eα ∩ ([α[rt ], rt − 1] − [α[rt−1], rt−1 − 1]) and
Eoutt = Eα ∩ ([α[rt−1], rt−1 − 1] − [α[rt ], rt − 1]),
where [α[r0], r0 − 1] = ∅ (see also Fig. 8). Since zeros(zt [α[rt−1] : rt−1 − 1]) ≥ zeros(zt−1[α[rt−1] : rt−1 − 1])+ 1 for any
1 < t ≤ x, we get
zeros(zt [α[rt ] : rt − 1])
≥ zeros(zt [α[rt−1] : rt−1 − 1])+ |E int | − |Eoutt | + |F [α[rt ],rt−1]α (lt)| − |F [α[rt−1],rt−1−1]α (lt)|
≥ zeros(zt−1[α[rt−1] : rt−1 − 1])+ 1+ |E int | − |Eoutt | + |Lt |.
By recursive procedures, we have
orderα(rx) ≥ 1+ zeros(zx[α[rx] : rx − 1])
≥ zeros(z1[α[r1] : r1 − 1])+ x+
x−
t=2
|E int | −
x−
t=2
|Eoutt | +
x−
t=2
|Lt |.
Since zeros(z1[α[r1] : r1− 1]) ≥ 1+ |E in1 | + |L1| and
∑x
t=1|E int | −
∑x
t=2|Eoutt | ≥ 1 (See every element counted in
∑x
t=2|Eoutt |
must first come in before it goes out, and at least rt remains) , then orderα(rx) ≥ 2+ x+ |L|.
Now, we evaluate the number of z-patterns we search for during the calls of CheckPBA. Let C2(t) = {c | c ∈
C [lt ,rt ]α , |CT [lt ,rt ]α (c)| ≥ 2} for any 1 ≤ t ≤ x and T ′ = {1} ∪ {t | 1 < t ≤ x, lt−1 < lt , |CT [lt ,rt−1]α (lt)| = 0}. Let us
assume T ′ = {t ′1, t ′2, . . . , t ′x′}with 1 = t ′1 < t ′2 < · · · < t ′x′ ≤ x. By Lemmas 14 and 15, the number of z-patterns searched for
between lt ′j and rt ′j+1−1 is at most 2
|C ′2(t ′j )| for any 1 ≤ j ≤ x′, where t ′x′+1 − 1 = x and C ′2(t ′j ) =
t ′j+1−1
t=t ′j
C2(t). Then, the total
number of z-patterns is at most
∑x′
j=1 2
|C ′2(t ′j )|. By Lemma 15, for any 1 ≤ j < x′, lt ′j must be in C ′2(t ′j ) and by the definition of
T ′, lt ′j is only in C
′
2(t
′
j ). Hence, if C2 =
x
t=1 C2(t), then |C ′2(t ′j )| ≤ |C2| − (x′ − 2), and therefore
∑x′
j=1 2
|C ′2(t ′j )| ≤ 4x′2|C2|−x′ .
Finally,we consider the relation between L andC2 (see Fig. 9). By thedefinition of L andC2, for any c ∈ (C2−{l1, l2, . . . , lx}),
|CTα(c) ∩ L| ≥ 2. In addition, by the definition of T ′, for any c ∈ (C2 ∩ {l1, l2, . . . , lx} − {lt ′1 , lt ′2 , . . . , lt ′x′ }), |CTα(c) ∩ L| ≥ 1.
Here, let x′′ = |{l1, l2, . . . , lx} − {lt ′1 , lt ′2 , . . . , lt ′x′ }|. Clearly, x
′ + x′′ ≤ x. For these reasons,
orderα(rx) ≥ 2+ x+ |L| ≥ 2+ x+ 2|C2| − 2(x′ + x′′)+ x′′ ≥ 2+ 2|C2| − x′.
It follows from Lemma 10 that
n ≥ 1+∑c∈Cα⌊2orderα(c)−2⌋ > 1+∑2+2|C2|−x′i=2 2i−2 = 22|C2|−x′+1 and √n > 2 1+x′2 2|C2|−x′ > x′2|C2|−x′ .
Hence, the overall time cost is proportional to
n
x′−
j=1
2|C
′
2(t
′
j )| ≤ 4nx′2|C2|−x′ < 4n√n.
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Fig. 9. Relation between L and C2 . A pair of a big circle and a small circle connected by an arc represents a parent–child relation in the conflict tree.⃝ is a
position in C2 . • or ◦ is a position in L. ⊘ is a position not in L.
The required space is O(n) as we use only a constant number of arrays of length n. 
5.2.4. Computing p-string from z-pattern in linear time
If a given integer array y is a valid p-border array, Algorithm 4 also computes a z-pattern z ∈ {0, ⋆}∗ s.t. z ∈ Zy. In this
subsection, we give an algorithm to compute a sequence p ∈ Py s.t. ptoz(p) = z in linear time from z.
Theorem 5. Given β ∈ B and z ∈ Zβ , we can compute a sequence p ∈ Pβ such that ptoz(p) = z in linear time.
Proof. Wedetermine each value p[i] in increasing order (from1 to |β|) as p[1 : i]holds the necessary condition of Lemma11.
Nowwe showhow to determine each p[i] in constant time. It is clear that p[i] = 0 if z[i] = 0, and p[i] = p[β[i]] if z[β[i]] = ⋆.
In the sequel, we consider the case where z[i] = ⋆ and z[β[i]] = 0. We dynamically maintain the following two integer
arrays prevINF and nextINF . For any 1 ≤ j < i, if fw(p[1 : i− 1])[j] = ∞, let
nextINF [j] = min{k | fw(p[1 : i− 1])[k] = ∞, j < k < i} and
prevINF [j] = max{k | fw(p[1 : i− 1])[k] = ∞, 1 ≤ k < j}.
Since we never access nextINF [j] or prevINF [j] when fw(p[1 : i − 1])[j] ≠ ∞, we may leave them undefined. prevINF and
nextINF are used as a linked list by which we can trace all positions of∞ in fw(p[1 : i − 1]). Let head = min{k | fw(p[1 :
i − 1])[k] = ∞} and tail = max{k | fw(p[1 : i − 1])[k] = ∞}. Additionally, we store minINF [j] = min{k | fw(p[1 :
j− 1])[k] = ∞} for each 1 < j < i. Letm = β[i].
(I) When i is not a conflict point. It suffices to choose an integer d such that p[1 : i− 1]d ∈ P and d ≥ m. Since the existence
of such d is certified, let d be the largest one holding p[1 : i− 1]d ∈ P, namely d = i− head, then d ≥ m should hold.
(II) When i is a conflict point. We need to choose an integer d such that p[1 : i− 1]d ∈ P, d ≥ m, ∀c ∈ C [1,i]β (i), d ≠ p[c] and
∃c ′ ∈ C [1,i]β (i), z[c ′] = 0 ⇒ d < c ′. We firstly take c ′′ such that c ′′ = max{c | c ∈ C [1,i]β (i), z[c] = ⋆}. It takes constant
time by using prevc[1 : |β|].
(1) When {c | c ∈ C [1,i]β (i), z[c] = ⋆} = ∅, let d = i−prevINF [minINF [m]+i−m] ifm ≠ 1, and d = i−tail = i−(i−1) = 1
otherwise.
(a)Whenm ≠ 1. Since p[1 : i− 1] has a p-borderm− 1, fw(p[1 : m− 1]) = fw(suf (p[1 : i− 1],m− 1)) = fw(p[1 :
i− 1])[i−m+ 1 : i− 1].minINF [m] + i−mmeans the leftmost position of∞ in fw(p[1 : i− 1])whose distance
from i is less thanm, and hence prevINF [minINF [m]+ i−m] is the rightmost position of∞whose distance from i is
at leastm (see Fig. 10). Therefore d is the smallest extension which satisfies the necessary condition of Lemma 11.
(b)Whenm = 1. It is clear that d is the smallest extension to hold the necessary condition of Lemma 11.
(2) When {c | c ∈ C [1,i]β (i), z[c] = ⋆} ≠ ∅, let d = i− prevINF [i− p[c ′′]]. Since dmeans the smallest extension such that
d > p[c ′′], let C [1,i]β (i) = {c1, c2, . . . , cx} with c1 < c2 < · · · < cx, then p[ct ′ ] < p[ct ] for any 1 ≤ t ′ < t ≤ x except
for t such that z[ct ] = 0. Therefore, ∀c ∈ C [1,i]β (i), d ≠ p[c] holds. Moreover, since we choose an extension d as small
as possible for each step i, ∃c ′ ∈ C [1,i]β (i), z[c ′] = 0⇒ d < c ′ also holds.
After computing p[i], we store the current head in minINF [i]. In order to keep the linked list correctly updated, we only
have to remove i− p[i] from the list and insert i after tail.
Therefore, we can compute a sequence p ∈ Pβ such that ptoz(p) = z in linear time. 
The following corollary is immediate from Theorems 4 and 5, since computing a p-string s such that pv(s) = p for a given
p ∈ Pβ is trivial.
Corollary 1. Given an integer array y of length n, we can compute a p-string s such that βs = y in O(n1.5) time if y is a valid
p-border array.
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Fig. 10.When c ′′ does not exist. Illustration of prevINF [minINF [m] + i−m].
5.2.5. Enumerating p-border arrays for an unbounded alphabet
Our verification algorithmcanbe extended to solve thep-border arrays enumerationproblem for anunbounded alphabet.
Namely, given a non-negative integer n, we are able to enumerate all p-border arrays of length at most n by constructing
the trie as we consider in Section 4.
Theorem 6. Problem 3 can be solved in O(Bnn2.5) time for an unbounded alphabet, where Bn denotes the number of p-border
arrays of length n.
Proof. For each node, we compute its children by testing whether each candidate for children represents a valid p-border
array for an unbounded alphabet. Since each node has at most n candidates and a testing procedure runs in O(n1.5) time,
in total it takes O(Bnn2.5) time, where Bn is the number of all p-border arrays of length n for an unbounded alphabet. All
p-border arrays can be represented in O(Bn) space and the workspace is O(n). 
One of the difficulties in reducing the time complexity to O(Bnn1.5) lies in the fact that we cannot share the whole
information for computing children even when we have ever computed children of another node by using some sharing
path. For example, consider β1 = [0, 1, 2, 2, 3, 4, 3, 4] and β2 = [0, 1, 2, 2, 3, 4, 5, 4]. Let p1 ∈ Pβ1 and p2 ∈ Pβ2 . Although
β1 and β2 share the same prefix [0, 1, 2, 2, 3, 4], the prefixes of z-patterns of p1 and p2 must be [0, 0, 0, ⋆] and [0, 0, ⋆, 0],
respectively. Hence, [0, 1, 2, 2, 3, 4, 3, 4, 3] is a valid p-border, but [0, 1, 2, 2, 3, 4, 5, 4, 3] is invalid.
6. Conclusions and open problems
In Section 4, we presented a linear time algorithm to verify if a given integer array y is a valid p-border array for a binary
alphabet (Theorem 1). We also showed a linear time algorithm to output all p-strings which share the same p-border array
for a binary alphabet (Theorem 2). We proposed an algorithm to enumerate all p-border arrays of length at most n in O(Bn2)
time for a binary alphabet, where Bn2 is the number of all p-border arrays of length n for a binary alphabet (Theorem 3).
In Section 5, we presented an algorithm to solve the verification problem for an unbounded alphabet in O(n1.5)-time
and O(n)-space (Theorem 4). In case an input y is a valid p-border array, the proposed algorithm also computes a z-pattern
z ∈ {0, ⋆}∗ such that z ∈ Zy. We showed that a sequence p ∈ Py such that ptoz(p) = z is computable in linear time from z
(Theorem 5), and that a p-string s such that pv(s) = p can also be computed (Corollary 1). We also proposed an algorithm
to enumerate all p-border arrays of length at most n in O(Bnn2.5) time for an unbounded alphabet, where Bn is the number
of all p-border arrays of length n for an unbounded alphabet (Theorem 6).
We remark that the problem of verifying if a given integer array y is a valid p-border array for a bounded alphabet can
be solved in O(2n) time by searching the universe of all z-patterns {0, ⋆}n for a z-pattern z ∈ Zy, and hence this solution still
has a definite advantage over the best previously known solution which takes time proportional to the n-th Bell number
1
e
∑∞
k=0
kn
k! .
Open problems of interest are:
• Can we solve the p-border array verification problem for an unbounded alphabet in o(n1.5) time?
• For an unbounded alphabet, there are infinite solutions to Problem 2. If we restrict to the integer alphabet (i.e., Π =
{1, . . . , n}where n is the length of an input array), can we solve the problem efficiently?
• Can we efficiently solve the p-border array verification problem for a bounded alphabet?
• Can we efficiently enumerate p-border arrays of length n?
• Can we efficiently solve the verification and/or enumeration problems for p-border arrays on (Σ ∪Π)∗?
Appendix A. Proof of Lemma 11
This appendix provides a complete proof of Lemma 11.
In order to show Lemma 11, we decompose the statement of the lemma into the following sub-statements:
Q : β[1 : i]m ∈ B ∧ p[1 : i+ 1] ∈ Pβ[1:i]m.
R : p[1 : i+ 1] ∈ P ∧ p[1 : i] ∈ Pβ[1:i] ∧ ∃k, βk[i] = m− 1 ∧ cut(p[i+ 1],m) = p[m].
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Fig. 11. Let p[1 : i] ∈ Pβ[1:i] . If there exists c ∈ Cβ[1:i]m(i+ 1) s.t. d = p[c], p[1 : i]d has a p-border c > m, and hence β[1 : i]m is not the p-border array of
p[1 : i]d.
Fig. 12. Let p[1 : i] ∈ Pβ[1:i] . If there exists c ′ ∈ Cβ[1:i]m(i + 1) s.t. p[c ′] = 0 and d ≥ c ′ , p[1 : i]d has a p-border c ′ > m, and hence β[1 : i]m is not the
p-border array of p[1 : i]d.
S : Cβ[1:i]m(i+ 1) ≠ ∅.
T : p[m] = 0 ∧ ∀c ∈ Cβ[1:i]m(i+ 1), p[i+ 1] ≠ p[c].
U : ∃c ′ ∈ Cβ[1:i]m(i+ 1), p[c ′] = 0.
V : m ≤ p[i+ 1] < c ′.
Then, the statement of Lemma 11 can be re-written as
Q ⇐⇒ (R ∧ (S ⇒ (T ∧ (U ⇒ V )))).
The six following lemmas will be used to show Lemma 11.
Lemma 20. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then, the following properties hold:
1. Q ⇒ R,
2. Q ∧ R ∧ S ⇒ T ,
3. Q ∧ R ∧ S ∧ T ∧ U ⇒ V ,
4. R ∧ ¬S ⇒ Q ,
5. R ∧ S ∧ T ∧ ¬U ⇒ Q , and
6. R ∧ S ∧ T ∧ U ∧ V ⇒ Q .
Lemma 21. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then Q ⇒ R.
Proof. It is clear from the definition of p-border arrays that p[1 : i + 1] ∈ Pβ[1:i]m ⇒ p[1 : i] ∈ Pβ[1:i]. Since β[1 : i]m ∈ A
by Lemma 8, βk[i] = m − 1 for some k. Since m is a p-border of p[1 : i + 1], suf (p[1 : i + 1],m) = p[1 : m]. Hence
cut(p[i+ 1],m) = p[m]. 
Lemma 22. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then Q ∧ R ∧ S ⇒ T .
Proof. Assume for contrary that, for some c ∈ Cβ[1:i]m(i + 1), p[i + 1] = p[c]. Let α[1 : i + 1] = β[1 : i]m. Since i + 1
conflicts with c , α[i+ 1] = α[c] = m and c− 1 = αk[i] for some k. As α[1 : i] = β[1 : i], suf (p[1 : i], c− 1) = p[1 : c− 1].
Since p[i + 1] = p[c], suf (p[1 : i + 1], c) = p[1 : c]. This implies that p[1 : i + 1] has a p-border c > m, a contradiction
(see Fig. 11). Therefore, for any c ∈ Cβ[1:i]m(i + 1), p[i + 1] ≠ p[c]. Next, we assume for contrary that p[m] = d ≠ 0. It
follows from β[c] = m that p[i+1] = p[c] = d. However, this is a contradiction to p[i+1] ≠ p[c] for any c ∈ Cβ[1:i]m(i+1).
Therefore, p[m] = 0. 
Lemma 23. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then Q ∧ R ∧ S ∧ T ∧ U ⇒ V .
Proof. Since cut(p[i+ 1],m) = 0, p[i+ 1] = 0 or p[i+ 1] ≥ m. If p[i+ 1] = 0, p[i+ 1] = p[c ′] = 0, but this contradicts
that p[i + 1] ≠ p[c] for any c ∈ Cβ[1:i]m(i + 1). Therefore p[i + 1] ≥ m. Assume for contrary that p[i + 1] ≥ c ′. Then,
cut(p[i+1], c ′) = 0 = p[c ′]. Since i+1 conflictswith c ′, suf (p[1 : i], c ′−1) = p[1 : c ′−1]. Since cut(p[i+1], c ′) = 0 = p[c ′],
we get suf (p[1 : i + 1], c ′) = p[1 : c ′], that is, c ′ > m is a p-border of p[1 : i + 1], a contradiction (see Fig. 12). Therefore,
m ≤ p[i+ 1] < c ′. 
Lemma 24. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then R ∧ ¬S ⇒ Q .
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Proof. It follows from suf (p[1 : i],m− 1) = p[1 : m− 1] and cut(p[i+ 1],m) = p[m] that suf (p[1 : i+ 1],m) = p[1 : m],
thereforem is a p-border of p[1 : i+1]. Assume for contrary that p[1 : i+1] has p-borders greater thanm. Let j+1 (j+1 > m)
be the smallest such p-border, namely β[j+ 1] = m. In addition, since suf (p[1 : i], j) = p[1 : j], j = βk[i] for some k. These
conditions indicate that j + 1 conflicts with i + 1, but this contradicts Cβ[1:i]m(i + 1) = ∅. Therefore, β[1 : i]m ∈ B and
p[1 : i+ 1] ∈ Pβ[1:i]m. 
Lemma 25. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then R ∧ S ∧ T ∧ ¬U ⇒ Q .
Proof. In the sameway as the proof of Lemma 24, we have thatm is a p-border of p[1 : i+1]. Also, if we assume for contrary
that p[1 : i+ 1] has a p-border greater thanm, then we obtain a p-border j+ 1 (j+ 1 > m)which conflicts with i+ 1. Since
¬U , p[j+1] = d(≠ 0). Then, it follows from cut(p[i+1], j+1) = p[j+1] = d that p[i+1] = p[j+1] = d, a contradiction.
Therefore, β[1 : i]m ∈ B and p[1 : i+ 1] ∈ Pβ[1:i]m. 
Lemma 26. Let β[1 : i] ∈ B, m ∈ N , and p[1 : i+ 1] ∈ N ∗. Then R ∧ S ∧ T ∧ U ∧ V ⇒ Q .
Proof. In the sameway as the proof of Lemma 24, we have thatm is a p-border of p[1 : i+1]. Also, if we assume for contrary
that p[1 : i+ 1] has a p-border greater thanm, then we obtain a p-border j+ 1 (j+ 1 > m)which conflicts with i+ 1.
(I) When c ′ ≠ j + 1. Since p[j + 1] = d (≠ 0), we find cut(p[i + 1], j + 1) = p[j + 1] = d and p[i + 1] = p[j + 1] = d, a
contradiction.
(II)When c ′ = j+ 1. Although cut(p[i+ 1], j+ 1) = p[j+ 1] = p[c ′] = 0 and T indicate that p[i+ 1] ≥ j+ 1, it contradicts
p[i+ 1] < c ′ = j+ 1. Therefore, β[1 : i]m ∈ B and p[1 : i+ 1] ∈ Pβ[1:i]m. 
Now we are ready to prove Lemma 11.
Proof. We firstly show the⇒ statement. It holds that
Q ⇒ (R ∧ (S ⇒ (T ∧ (U ⇒ V ))))
⇐⇒ ¬Q ∨ (R ∧ (¬S ∨ (T ∧ (¬U ∨ V ))))
⇐⇒ ¬Q ∨ (R ∧ (¬R ∨ ¬S ∨ (T ∧ (¬U ∨ V ))))
⇐⇒ (¬Q ∨ R) ∧ (¬Q ∨ ¬R ∨ ¬S ∨ (T ∧ (¬U ∨ V )))
⇐⇒ (¬Q ∨ R) ∧ (¬Q ∨ ¬R ∨ ¬S ∨ (T ∧ (¬T ∨ ¬U ∨ V )))
⇐⇒ (¬Q ∨ R) ∧ (¬Q ∨ ¬R ∨ ¬S ∨ T ) ∧ (¬Q ∨ ¬R ∨ ¬S ∨ ¬T ∨ ¬U ∨ V )
⇐⇒ (Q ⇒ R) ∧ ((Q ∧ R ∧ S)⇒ T ) ∧ ((Q ∧ R ∧ S ∧ T ∧ U)⇒ V ) .
By Lemmas 21–23, the⇒ statement holds.
Now we show the⇐ statement. It holds that
(R ∧ (S ⇒ (T ∧ (U ⇒ V ))))⇒ Q
⇐⇒ (R ∧ (¬S ∨ (T ∧ (¬U ∨ V ))))⇒ Q
⇐⇒ (R ∧ (¬S ∨ (S ∧ T ∧ (¬U ∨ V ))))⇒ Q
⇐⇒ ((R ∧ ¬S) ∨ (R ∧ S ∧ T ∧ (¬U ∨ V )))⇒ Q
⇐⇒ ((R ∧ ¬S) ∨ (R ∧ S ∧ T ∧ (¬U ∨ (U ∧ V ))))⇒ Q
⇐⇒ ((R ∧ ¬S) ∨ (R ∧ S ∧ T ∧ ¬U) ∨ (R ∧ S ∧ T ∧ U ∧ V ))⇒ Q
⇐⇒ ((R ∧ ¬S)⇒ Q ) ∧ ((R ∧ S ∧ T ∧ ¬U)⇒ Q ) ∧ ((R ∧ S ∧ T ∧ U ∧ V )⇒ Q ) .
By Lemmas 24–26, the⇐ statement holds. 
Appendix B. Proof of Lemma 12
This appendix provides a complete proof of Lemma 12.
For any p ∈ P and 0 ≤ m < i ≤ |p| + 1, let
Dp(i,m) = {d | p[1 : i− 1]d ∈ P, cut(d,m) = 0}.
For example, if p[1 : 8] = 0 0 2 0 2 4 2 0, then Dp(6, 0) = {0, 1, 2, 4},Dp(6, 4) = {0, 4},Dp(8, 4) = {0, 4},Dp(9, 2) =
{0, 2, 3, 5}, and so on. Dp(i, 0) shows the set of valid extensions of p[1 : i− 1].
Lemma 27. For any β ∈ B, c ∈ Cβ , and p ∈ Pβ , p[c] ∈ Dp(c,m) where m = β[c].
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Fig. 13. If j − 1 is a p-border of p[1 : i − 1], then fw(p[1 : j − 1]) = fw(suf (p[1 : i − 1], j − 1)) = fw(p[1 : i − 1])[i − j + 1 : i − 1]. Since
p[j] ∈ {0} ∪ {j− k | fw(p[1 : j− 1])[k] = ∞} and p[i] ∈ {0} ∪ {i− k | fw(p[1 : i− 1])[k] = ∞} and j < i, we have Dp(j,m) ⊆ Dp(i,m).
Proof. By Lemma 22, for any conflict point c , cut(p[c],m) = p[m] = 0. Hence p[c] ∈ Dp(c,m). 
Let fw : P→ (N ∪ {∞})∗ be the function such that fw(p) = v, where for any 1 ≤ i ≤ |p| = |v|
v[i] =

d if ∃d ≥ 1 s.t. p[i+ d] = d,
∞ otherwise.
For example, if p = 0 0 2 0 2 4 2 0, then fw(p) = 2 4 2∞ 2∞∞∞.
Lemma 28. For any p ∈ P and 0 ≤ m < i ≤ |p| + 1, Dp(i,m) = {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞,m ≤ d}.
Proof. By the definition of fw, for any p[1 : i − 1] ∈ P and d ∈ N , p[1 : i − 1]d ∈ P if and only if d ∈ ({0} ∪ {fw(p[1 :
i− 1])[i− d] = ∞, 1 ≤ d ≤ i− 1}). Therefore,
Dp(i,m) = {d | p[1 : i− 1]d ∈ P, cut(d,m) = 0}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, cut(d,m) = 0}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞,m ≤ d},
where the last equation follows from the definition of the cut function. 
Lemma 29. For any β[1 : n] ∈ B, p[1 : n] ∈ Pβ[1:n], 0 ≤ m < i, j ≤ n + 1, if p[1 : i − 1] has a p-border j − 1, then
Dp(j,m) ⊆ Dp(i,m).
Proof. Since p[1 : i− 1] has a p-border j− 1, suf (p[1 : i− 1], j− 1) = p[1 : j− 1]. By Lemma 28,
Dp(i,m) = {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞,m ≤ d}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞,m ≤ d < j} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, j ≤ d}
= {0} ∪ {d | fw(suf (p[1 : i− 1], j− 1))[j− d] = ∞,m ≤ d < j}
∪{d | fw(p[1 : i− 1])[i− d] = ∞, j ≤ d}
= {0} ∪ {d | fw(p[1 : j− 1])[j− d] = ∞,m ≤ d < j} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, j ≤ d}
= Dp(j,m) ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, j ≤ d}.
Fig. 13 illustrates the key property for the above formula. Therefore, Dp(j,m) ⊆ Dp(i,m). 
Lemma 30. For any β[1 : n] ∈ B, p[1 : n] ∈ Pβ[1:n], 1 ≤ m < i ≤ n + 1, if p[1 : i − 1] has a p-border m − 1, then
|Dp(i,m)| = zeros(p[m : i− 1])+ 1.
Proof. Since p[1 : i− 1] has a p-border j− 1, suf (p[1 : i− 1], j− 1) = p[1 : j− 1]. By Lemma 28,
Dp(i,m) = {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞,m ≤ d}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, 1 ≤ d}
−{d | fw(p[1 : i− 1])[i− d] = ∞, 1 ≤ d < m}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, 1 ≤ d}
−{d | fw(suf (p[1 : i− 1],m− 1))[m− d] = ∞, 1 ≤ d < m}
= {0} ∪ {d | fw(p[1 : i− 1])[i− d] = ∞, 1 ≤ d}
−{d | fw(p[1 : m− 1])[m− d] = ∞, 1 ≤ d}.
It follows from Lemma 29 that {d | fw(p[1 : m − 1])[m − d] = ∞, 1 ≤ d} ⊆ {d | fw(p[1 : i − 1])[i − d] = ∞, 1 ≤ d}.
Additionally, |{d | fw(p[1 : j− 1])[j− d] = ∞, 1 ≤ d}| = zeros(p[1 : j− 1]) leads to the lemma. 
In order to show Lemma 12, we decompose the statement of the lemma into the following sub-statements:
Q ′ : β[1 : i]m ∈ B,
R′ : ∃k, βk[i] = m− 1,
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S ′ : Cβ[1:i]m(i+ 1) ≠ ∅,
T ′p : p[m] = 0,
U ′p : ∃c ′ ∈ Cβ[1:i]m(i+ 1), p[c ′] = 0,
V ′p : zeros(p[m : c ′ − 1]) ≥ |Cβ[1:i]m(i+ 1)|.
Then, the statement of Lemma 12 can be re-written as
Q ′ ⇔ R′ ∧ S ′ ⇒ ∃p ∈ Pβ[1:i] T ′p ∧ U ′p ⇒ V ′p .
Lemma 31. Let β[1 : i] ∈ B. For any m ∈ N , the following properties hold:
1.

Q ′ ∧ S ′⇒ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p,
2. R′ ∧ ¬S ′ ⇒ Q ′,
3. ∃p ∈ Pβ[1:i]

R′ ∧ S ′ ∧ T ′p ∧ ¬U ′p
⇒ Q ′, and
4. ∃p ∈ Pβ[1:i]

R′ ∧ S ′ ∧ T ′p ∧ U ′p ∧ V ′p
⇒ Q ′.
Lemma 32. Let β[1 : i] ∈ B. For any m ∈ N ,
Q ′ ∧ S ′⇒ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p .
Proof. It is clear that if β[1 : i]m ∈ B, then Pβ[1:i]m ≠ ∅. In the sequel, we will show

T ′p ∧
¬U ′p ∨ V ′p for any
p[1 : i + 1] ∈ Pβ[1:i]m. It is clear from Lemma 22 that T ′p holds. Henceforth, we will prove U ′p ⇒ V ′p. By the definition of
conflict points, for any c ′ < cb ∈ Cβ[1:i]m(i + 1), suf (p[1 : cb − 1], c ′ − 1) = p[1 : c ′ − 1]. It follows from Lemma 11 that
m ≤ p[cb] < c ′. By Lemma 27, ∃p[cb] ∈ {d | fw(p[1 : cb − 1])[cb − d] = ∞,m ≤ d < c ′}.
{d | fw(p[1 : cb − 1])[cb − d] = ∞,m ≤ d < c ′}
= {d | fw(suf (p[1 : cb − 1], c ′ − 1))[c ′ − d] = ∞,m ≤ d < c ′}
= {d | fw(p[1 : c ′ − 1])[c ′ − d] = ∞,m ≤ d < c ′}
= Dp(c ′,m)− {0}.
Similarly, for any c ′ > cs ∈ Cβ[1:i]m(i + 1), ∃p[cs] ∈ {d | fw(p[1 : cs − 1])[cs − d] = ∞,m ≤ d} = Dp(cs,m) − {0}. By the
definition of conflict points, cs − 1 is a p-border of p[1 : c ′ − 1]. Then, by Lemma 29, Dp(cs,m) − {0} ⊆ Dp(c ′,m) − {0}.
Consequently, ∃p[cs] ∈ Dp(c ′,m) − {0}. Since p[1 : c ′ − 1] has a p-border m − 1, it follows from Lemma 30 that
|Dp(c ′,m)| = zeros(p[m : c ′ − 1])+ 1. Assume for contrary that |Dp(c ′,m)− {0}| = zeros(p[m : c ′ − 1]) < |Cβ[1:i]m(i+ 1)|.
Due to the pigeonhole principle, we have at least one pair of conflict points c1, c2 ∈ (Cβ[1:i]m(i + 1) ∪ {i + 1}) such that
p[c1] = p[c2]. This contradicts Lemma 22. Therefore, zeros(p[m : c ′ − 1]) ≥ |Cβ[1:i]m(i+ 1)|. 
Lemma 33. Let β[1 : i] ∈ B. For any m ∈ N , R′ ∧ ¬S ′ ⇒ Q ′.
Proof. Since Cβ[1:i]m(i+ 1) = ∅, it suffices to show that for any p[1 : i] ∈ Pβ[1:i], ∃p[1 : i]d ∈ P such that cut(d,m) = p[m].
Since p[1 : i] has a p-border m − 1, it follows from Lemma 29 that Dp(m, 0) ⊆ Dp(i + 1, 0). Since p[m] ∈ Dp(m, 0), there
exists d ∈ Dp(i+ 1, 0) such that p[1 : i]d ∈ P and cut(d,m) = p[m]. 
Lemma 34. Let β[1 : i] ∈ B. For any m ∈ N ,
∃p ∈ Pβ[1:i]

R′ ∧ S ′ ∧ T ′p ∧ ¬U ′p
⇒ Q ′.
Proof. For any d ∈ (Dp(i+ 1,m)−{p[c] | c ∈ Cβ[1:i]m(i+ 1)}), p[1 : i]d satisfies the sufficient condition of Lemma 11. Since
0 ∈ Dp(i+ 1,m) and 0 /∈ {p[c] | c ∈ Cβ[1:i]m(i+ 1)}, we have |Dp(i+ 1,m)− {p[c] | c ∈ Cβ[1:i]m(i+ 1)}| ≥ 1. Hence, there
exists such integer d. 
Lemma 35. Let β[1 : i] ∈ B. For any m ∈ N ,
∃p ∈ Pβ[1:i]

R′ ∧ S ′ ∧ T ′p ∧ U ′p ∧ V ′p
⇒ Q ′.
Proof. For any d ∈ (Dp(c ′,m) − {p[c] | c ∈ Cβ[1:i]m(i + 1)}), p[1 : i]d satisfies the sufficient condition of Lemma 11. Since
p[1 : c ′ − 1] has a p-border m − 1, it follows from Lemma 30 that |Dp(c ′,m) − {p[c] | c ∈ Cβ[1:i]m(i + 1)}| = zeros(p[m :
c ′ − 1])+ 1− |Cβ[1:i]m(i+ 1)| ≥ 1. Hence, there exists such integer d. 
We are finally ready to prove Lemma 12.
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Proof. We firstly show the⇒ statement. It holds that
Q ′ ⇒ R′ ∧ S ′ ⇒ ∃p ∈ Pβ[1:i] T ′p ∧ U ′p ⇒ V ′p
⇐⇒ ¬Q ′ ∨ R′ ∧ ¬S ′ ∨ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p
⇐⇒ ¬Q ′ ∨ R′ ∧ ¬Q ′ ∨ ¬S ′ ∨ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p
⇐⇒ Q ′ ⇒ R′ ∧ Q ′ ∧ S ′⇒ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p .
By the definition of p-border arrays, Q ′ ⇒ R′. By Lemma 32, the⇒ statement holds.
Now we show the⇐ statement. It holds that
R′ ∧ S ′ ⇒ ∃p ∈ Pβ[1:i] T ′p ∧ U ′p ⇒ V ′p⇒ Q ′
⇐⇒ R′ ∧ ¬S ′ ∨ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p⇒ Q ′
⇐⇒ R′ ∧ ¬S ′ ∨ S ′ ∧ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p⇒ Q ′
⇐⇒ R′ ∧ ¬S ′ ∨ R′ ∧ S ′ ∧ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ V ′p⇒ Q ′
⇐⇒ R′ ∧ ¬S ′ ∨ R′ ∧ S ′ ∧ ∃p ∈ Pβ[1:i] T ′p ∧ ¬U ′p ∨ U ′p ∧ V ′p⇒ Q ′
⇐⇒ R′ ∧ ¬S ′ ∨ ∃p ∈ Pβ[1:i] R′ ∧ S ′ ∧ T ′p ∧ ¬U ′p ∨
∃q ∈ Pβ[1:i]

R′ ∧ S ′ ∧ T ′q ∧ U ′q ∧ V ′q
⇒ Q ′
⇐⇒ R′ ∧ ¬S ′⇒ Q ′ ∧ ∃p ∈ Pβ[1:i] R′ ∧ S ′ ∧ T ′p ∧ ¬U ′p⇒ Q ′
∧ ∃q ∈ Pβ[1:i] R′ ∧ S ′ ∧ T ′q ∧ U ′q ∧ V ′q⇒ Q ′ .
By Lemmas 33–35, the⇐ statement holds. 
Appendix C. Dependency of lemmas
Fig. 14. A diagram which shows dependency of the lemmas and theorem, where the number in each node represents the id of each lemma, and the arc
from Lemma a to Lemma b implies that a is used to show b. The thick arc from the set of Lemmas 27–30 implies that its subset is used to show each of
Lemmas 32–35. More precisely: 27–30 are used to show 32; 29 is used to show 33; 28 is used to show 34; 30 is used to show 35.
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