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Abstract
In this paper, we present some controllability results for the heat equation in the framework of
hierarchic control. We present a Stackelberg strategy combining the concept of controllability with
robustness: the main control (the leader) is in charge of a null-controllability objective while a secondary
control (the follower) solves a robust control problem, this is, we look for an optimal control in the
presence of the worst disturbance. We improve previous results by considering that either the leader or
follower control acts on a small part of the boundary. We also present a discussion about the possibility
and limitations of placing all the involved controls on the boundary.
Keywords: Hierarchic control, robust control, Carleman estimates, boundary controllability.
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1 Introduction
Optimization and control problems arise in many applications of engineering and mathematics. Tra-
ditionally, such problems deal with a single objective: minimize cost, maximize benefit, etc., (see, e.g.
[18, 38] and the references therein). However, when studying more realistic and complex situations,
it is desirable to include several different objectives and therefore the introduction of multi-objective
optimization is essential.
In the framework of control of PDEs, the so-called hierarchic control was introduced in [30, 31] by
J.-L. Lions to study a bi-objective control problem for the wave and heat equation, respectively. In these
works, the hierarchic control method is proposed as a tool to combine the concepts of optimal control and
controllability. Such methodology employs the notion of Stackelberg optimization ([35]) to deal with a
multi-objective decision problem where one of the participants, the leader, is in charge of a controllability
objective and the other participant, the follower, deals with an optimal control one.
In the recent past, several authors have applied successfully the hierarchic control method for a wide
variety of equations and solving different kind of objectives, see, among others, [1, 2, 3, 11, 22, 24, 28, 33].
In particular, in [24], the authors proposed to combine the notion of hierarchic control for the heat
equation introduced in [31] with the concept of robust control (see e.g. [7, 8, 9]), this means, the leader
is in charge of a controllability problem while the follower aims to achieve its minimum in the presence
of the worst disturbance allowed. By doing this, it is possible to design controls that work even in the
presence of certain perturbations and allows to achieve system robustness.
However, all of the previous works have one thing in common: they deal with hierarchic strategies
with controls that are localized in the interior of the domain, namely, for distributed controls. As far as
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we know, there is only one paper dealing with the boundary case: in [4], the authors study a Stackelberg-
Nash strategy for (semilinear) parabolic equations with the possibility of the leader or the followers being
placed on the boundary.
Here, employing some arguments in [4], we extend and discuss the results concerning the robust hierar-
chic strategy for the heat equation introduced in [24] using boundary controls instead of distributed ones.
This change, together with the intricacy of the hierachic methodology introduce additional difficulties
and new control strategies are required.
1.1 The problem and its formulation
In this paper, we are interested in a robust control strategy for the heat equation where we assume that
we can act on the dynamics of the system through a hierarchy of controls. We will study the case where
some of the controls act through a (small) portion of the boundary. To fix ideas, we begin by explaining
one of the control problems addressed in this paper.
Let us consider a bounded open set Ω ⊂ RN , N ≥ 1 with boundary ∂Ω of class C2. Let ω ⊂ Ω be a
nonempty open subset and Γ be a nonempty open subset of ∂Ω. Given T > 0, we will use the notation
Q := Ω× (0, T ) and Σ := ∂Ω× (0, T ), while n(x) will denote the outward unit normal vector at the point
x ∈ ∂Ω.
Let us consider the system 
yt −∆y = χωh+ ψ, in Q,
y = vρΓ on Σ,
y(x, 0) = y0(x), in Ω.
(1.1)
where y0 is a given initial datum and ψ is an unknown perturbation.
In (1.1), y = y(x, t) is the state while h = h(x, t) and v = v(x, t) are control functions applied on ω
and Γ, respectively. Here χω is the characteristic function of the set ω and ρΓ is a smooth nonnegative
function such that supp ρΓ = Γ. For the moment, we assume that the system is well defined in terms of
the controls h and v, the perturbation ψ, and the initial condition y0. This will be clarified below.
The intuitive idea of the robust hierarchic control is to choose “simultaneously” the control functions
v and h in such way that the following optimality problems are solved:
1. find the “best” control v such that the solution to y is “not too far” from a desired target yd even
in the presence of the “worst” disturbance ψ, and
2. find the minimal norm control h such that y(·, T ) = 0.
Seen independently, Problem 1 (i.e. h ≡ 0) is a classical robust control problem (cf. [8, 9, 7]) which
looks for a control such that a given cost functional achieves its minimum in presence of the worst
disturbance possible. Problem 2 (i.e. v ≡ ψ ≡ 0) is a classical null controllability problem and it has
been studied for a broad class of systems described by parabolic PDEs, see for instance [16] and the
references within.
Consider a nonempty open set Od ⊂ Ω and define the cost functional
Jr(v, ψ;h) =
1
2
∫∫
Od×(0,T )
|y − yd|2 dxdt+ 1
2
[
ℓ2
∫∫
Σ
|v|2 dσdt− γ2
∫∫
Q
|ψ|2 dxdt
]
(1.2)
where ℓ, γ > 0 are constants and yd ∈ L2(Od × (0, T )) is given. This functional is used to formulate
Problem 1, more precisely, we will look for a saddle point (v¯, ψ¯) which simultaneously maximize Jr
with respect to ψ and minimize it with respect to v. The parameters ℓ and γ play a key role and take
into account the relative weight of each term: the term −γ2‖ψ‖2L2(Q) constrains the magnitude of the
disturbance allowed in the optimization process while the term associated to ℓ2‖v‖2L2(Σ) moderates the
effort made by the control.
Now, we are in position to describe the Robust hierarchic control problem. According to the formu-
lation introduced by Lions [31], we denote h as the leader control and v as the follower control. Then,
the proposed methodology consists of two parts:
(i) For a fixed leader h ∈ L2(ω × (0, T )), we look for an optimal pair (v¯, ψ¯) solving the robust control
problem:
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Definition 1.1. Let h ∈ L2(ω× (0, T )) be fixed. The control v¯ ∈ L2(Σ), the disturbance ψ¯ ∈ L2(Q)
and the state y¯ = y¯(h, v¯, ψ¯) solution to (1.1) associated to (v¯, ψ¯) are said to solve the robust control
problem when a saddle point (v¯, ψ¯) (which depends on h) of the cost functional Jr is reached, namely
Jr(v¯, ψ;h) ≤ Jr(v¯, ψ¯;h) ≤ Jr(v, ψ¯; h), ∀(v, ψ) ∈ L2(Σ)× L2(Q). (1.3)
In this case,
Jr(v¯, ψ¯;h) = max
ψ∈L2(Q)
min
v∈L2(Σ)
Jr(v, ψ;h) = min
v∈L2(Σ)
max
ψ∈L2(Q)
Jr(v, ψ;h). (1.4)
Under certain conditions, we will prove that there exists a unique pair (v¯, ψ¯) and the associated
state y¯ = y¯(h, v¯, ψ¯) such that (1.3) holds.
(ii) After identifying the saddle point for each h, we look for the control of minimal norm h¯ satisfying
null controllability constraints, i.e., we look for an optimal control h¯ such that
J(h¯) = min
h∈L2(ω×(0,T ))
1
2
∫∫
ω×(0,T )
|h|2 dxdt, subject to y(·, T ; v¯, ψ¯) = 0. (1.5)
Remark 1.2. As in [31] and other related papers, we address the multi-objective optimization problem
by solving the mono-objective problems (1.4) and (1.5). Note, however, that in the second minimization
problem the solution of the robust control (v¯, ψ¯) is fixed and therefore its characterization needs to be
considered.
1.2 Main results
In a first result, we address the robust hierarchic control of system (1.1), that is, the case where the
follower control is applied on the boundary and the leader control is localized on the interior of the
domain. In this regard, we have the following result.
Theorem 1.3. Assume that ω ∩ Od 6= ∅. Then, there exist γ0, ℓ0 and a positive function ̺1 = ̺1(t)
blowing up at t = T such that for any γ > γ0, ℓ > ℓ0, y
0 ∈ H−1(Ω) and yd ∈ L2(Od × (0, T )) verifying∫∫
Od×(0,T )
̺21|yd|2dxdt < +∞, (1.6)
we can find a leader control h ∈ L2(ω×(0, T )) and a unique solution (v¯, ψ¯) ∈ L2(Σ)×L2(Q) to the robust
control problem for the cost functional (1.2), such that the associated solution of (1.1) verifies y(·, T ) = 0
in Ω.
As usual in robust control problems, the assumption on γ means that the possible disturbances
spoiling the control objectives should have moderate L2-norms. Indeed, without this condition, it is not
possible to prove the existence of the saddle point. On the other hand, condition (1.6) on the target
yd means that it should approach 0 as t → T . This is a standard feature in some null controllability
problems and has been discussed, for instance, in [2, 37].
We shall prove Theorem 1.3 in two steps. In the first one, we will adapt the methodology in [24] to
the boundary case to prove the existence and uniqueness of a saddle point to (1.2). Then, the solution
can be characterized by means of an optimality system leading to a coupled system. In the second part,
we will use Carleman estimates for parabolic equations with non-homogenous boundary terms to deduce
an observability inequality for a suitable adjoint system, which will imply the desired null controllability
objective.
In this paper, we are also interested in studying different configurations for the positioning of the
boundary controls. A first question that arises naturally is the possibility to exchange the position of
the leader h and the follower control v. Adapting some of the arguments in [4], we will see that this is
in fact possible by considering systems of the form
zt −∆z = χB1v + χB2ψ, in Q,
z = hχΓ on Σ,
z(x, 0) = z0(x), in Ω,
(1.7)
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where Bi ( Ω, i = 1, 2, are nonempty open subsets and z0(x) ∈ H−1(Ω) is a given initial datum.
The same methodology presented above can be used to address the robust hierarchic control of (1.7).
In this case, the cost functional (1.2) should be replaced by
Kr(v, ψ;h) =
1
2
∫∫
Od×(0,T )
|y− yd|2 dxdt+ 1
2
[
ℓ2
∫∫
B1×(0,T )
|v|2 dxdt− γ2
∫∫
B2×(0,T )
|ψ|2 dxdt
]
. (1.8)
As before, we will see that the robust control can be solved by selecting appropriate parameters ℓ and
γ. Notice that unlike (1.7), here we maximize for disturbances ψ localized in the region B2. This comes
from a technical reason concerning the resolution of the null controllability objective (see Section 3 for
details), but which is not necessary to solve the robust control part.
Once a characterization for the saddle point of Kr is known, the resulting optimality system is once
again a coupled system of PDEs. It is well-known that controllability problems using boundary controls
is a difficult task for systems of two or more equations (see, e.g, [5, 6]). Here, using that the parameters
ℓ, γ coming from the solution of the robust control part are sufficiently large, we will combine Carleman
estimates with boundary observations and weighted energy estimates to obtain an observability inequality
for a system of two equations with only one observation at the boundary.
The result can be summarized as follows.
Theorem 1.4. Assume that
Od ∩ Bi = ∅ and Γ ⊂ ∂Bi, i = 1, 2. (1.9)
Then, there exist γ0, ℓ0 and a positive function ̺2 = ̺2(t) blowing up at t = T such that for any γ > γ0,
ℓ > ℓ0, y
0 ∈ H−1(Ω) and yd ∈ L2(Od × (0, T )) verifying∫∫
Od×(0,T )
̺22|yd|2dxdt < +∞,
we can find a leader control h ∈ L2(Γ× (0, T )) and a unique solution (v¯, ψ¯) ∈ L2(B1 × (0, T ))×L2(B2 ×
(0, T )) to the robust control problem for (1.8), such that the associated solution to (1.7) verifies z(·, T ) = 0
in Ω.
Hypothesis (1.9) plays a fundamental role in the selection of the weight functions participating in
the Carleman estimates needed to prove Theorem 1.4. Indeed, it is not a common feature and allows
to build two different Carleman weights which, together with the special structure of the adjoint system
(see eq. 3.4), help to eliminate one of the boundary observation terms. This particular selection has been
recently used in other hierarchic control problems, see [4].
A second question that arises in this context is if it is possible to put both controls on the boundary
of the system, namely 
wt −∆w = ψ, in Q,
w = hχΓ1 + vρΓ2 on Σ,
w(x, 0) = w0(x), in Ω.
(1.10)
where Γi ⊂ ∂Ω, i = 1, 2, are open sets with Γ1 ∩Γ2 ≡ ∅. We provide a partial answer to this problem for
the case when ψ ≡ 0 and the cost functional associated to the optimization problem is defined by
I(v;h) =
1
2
∫∫
Od×(0,T )
|w − wd|2 dxdt+ ℓ
2
2
∫∫
∂Ω×(0,T )
ρ2⋆|v|2 dσdt, (1.11)
where ρ⋆ = ρ⋆(t) is a suitable positive weight function blowing up exponentially at t = 0 and t = T .
Observe that this functional is related to a more classical optimal control problem (cf. [29, 39]) and
hence we prove a result in the original framework of hierarchic control introduced in [31]. We have the
following theorem.
Theorem 1.5. Suppose that ψ ≡ 0. Then, there exist ℓ0 and a positive function ̺3 = ̺3(t) blowing up
at t = T such that for any ℓ > ℓ0, w0 ∈ H−1(Ω) and yd ∈ L2(Od × (0, T )) such that∫∫
Od×(0,T )
̺23|yd|2dxdt < +∞,
we can find a leader control h ∈ L2(Γ × (0, T )) and a unique follower control v¯ minimizing (1.11), such
that the associated solution to (1.10) verifies w(·, T ) = 0.
4
The role of the weight function ρ⋆ is clear. By minimizing (1.11), we enforce the follower v to vanish
at t = 0 and t = T and therefore the leader h finds no obstruction to control the system during the second
part of the hierarchic methodology. We refer to [2] and [23] for a similar use of weighted functionals as
(1.11).
The rest of the paper is organized as follows. In section 2, we study the robust hierarchic problem
concerning the case of boundary follower and distributed leader, this is, the case of system (1.1). On the
first stage, we address the robust control problem with boundary control and then we deal with the null
controllability of the resulting system. These allow to establish the proof of Theorem 1.3. In section 3,
we deal with the case of a boundary leader. We will make special emphasis on how hypothesis (1.9) helps
to obtain an observability inequality for a coupled system with only one observation at the boundary.
Section 4 is devoted to analyze a hierarchic control strategy (in the sense of [31]) for system (1.11) in the
case when ψ ≡ 0. Due to the special selection of the cost functional (1.11), we are able to proof Theorem
1.5. Finally, in Section 5 we make some concluding remarks.
2 The case with boundary follower and distributed leader
2.1 Existence, uniqueness and characterization of the saddle point
In the first step, we analyze the robust control problem associated to (1.2) and we establish conditions
on the parameters ℓ and γ leading to the existence of a saddle point. The proof is closely related to the
one presented in [24] but, for completeness, we sketch it briefly. In what follows, we assume that the
leader has made a choice h.
The first thing to check is that the solution y to (1.1) is well posed and is uniquely determined by the
data of the problem. It is well-known (see, e.g., [32]) that for any v ∈ L2(Σ), ψ ∈ L2(Q), h ∈ L2(ω×(0, T ))
and y0 ∈ H−1(Ω), system (1.1) admits a unique weak solution (defined by transposition) that satisfies
y ∈ L2(Q) ∩ C0([0, T ];H−1(Ω)). (2.1)
Moreover, y satisfies an estimate of the form
‖y‖L2(Q) ≤ C
(‖y0‖H−1(Ω) + ‖v‖L2(Σ) + ‖h‖L2(ω×(0,T )) + ‖ψ‖L2(Q)) (2.2)
where C is a positive constant not depending on ψ, v, h nor y0.
Remark 2.1. Note that the regularity (2.1) and the energy estimate (2.2) hold also for the boundary
control systems (1.7) and (1.10) by making suitable changes.
The main goal of this section is to proof the existence and uniqueness of a saddle point (v¯, ψ¯) to the
robust control problem in Definition 1.1. The result is based on the following result.
Proposition 2.2. Let J be a functional defined on X × Y , where X and Y are non-empty, closed,
unbounded, convex sets. If J satisfies
1. ∀ψ ∈ Y , v 7→ J(v, ψ) is convex lower semicontinuous,
2. ∀v ∈ X, ψ 7→ J(v, ψ) is concave upper semicontinuous,
3. ∃ψ0 ∈ X such that lim‖v‖X→+∞ J(v, ψ0) = +∞,
4. ∃v0 ∈ Y such that lim‖ψ‖Y→+∞ J(v0, ψ) = −∞,
then the functional J has at least one saddle point (v¯, ψ¯) and
J(v¯, ψ¯) = min
v∈X
sup
ψ∈Y
J(v, ψ) = max
ψ∈Y
min
v∈X
J(v, ψ).
Moreover, if {ψ 7→ J(v, ψ)} is strictly concave ∀v ∈ X and {v 7→ J(v, ψ)} is strictly convex ∀ψ ∈ Y , the
saddle point (v¯, ψ¯) is unique.
The proof can be found on [13, Prop. 1.5 and 2.2, Ch. VI]. The aim here is to apply Proposition 2.2
to functional (1.2) with X = L2(Σ) and Y = L2(Q). To verify conditions 1–4 for our problem, we need
the following auxiliary lemma.
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Lemma 2.3. Let h ∈ L2(ω × (0, T )) and y0 ∈ H−1(Ω) be given. The mapping (v, ψ) 7→ y(v, ψ) from
L2(Σ)×L2(Q) into L2(Q) is affine, continuous, and has Gaˆteaux derivative y′(v′, ψ′) in every direction
(v′, ψ′) ∈ L2(Σ)× L2(Q). Moreover, the derivative y′(v′, ψ′) solves the system
y′t −∆y′ = ψ′ in Q,
y′ = v′ρΓ on Σ,
y′(x, 0) = 0 in Ω,
(2.3)
Proof. The fact that the mapping (v, ψ) 7→ y(v, ψ) is affine and continuous follow from the linearity of
system (1.1) and the energy estimate (2.2). The existence of the Gaˆteaux derivative and its characteriza-
tion can be easily obtained by taking the limit λ→ 0 in the expression yλ := y(v+λv′,ψ+λψ′)−y(v,ψ)
λ
.
With this lemma, we can verify conditions 1-4 of Proposition 2.2 for the cost functional (1.2).
Proposition 2.4. Let h ∈ L2(ω × (0, T )) and y0 ∈ H−1(Ω) be given. There exists γ large enough such
that we have
1. ∀ψ ∈ L2(Q), v 7→ Jr(v, ψ) is strictly convex and lower semicontinuous,
2. ∀v ∈ L2(Σ), ψ 7→ Jr(v, ψ) is strictly concave and upper semicontinuous,
3. lim‖v‖
L2(Σ)
→+∞ Jr(v, 0) = +∞,
4. lim‖ψ‖
L2(Q)
→+∞ Jr(0, ψ) = −∞.
Proof. Condition 1. By Lemma 2.3, the map v 7→ J(v, ψ) is lower semicontinuous. Since v 7→ y(v, ψ) is
linear and affine a straightforward computation yields the strict convexity of Jr(v, ψ).
Condition 2. Again, by Lemma 2.3, we deduce that the map ψ 7→ J(v, ψ) is upper semicontinuous. To
prove strict concavity, we will argue as in [9]. Consider
G(τ ) = Jr(v, ψ + τψ′).
We will show that G(τ ) is sctrictly concave with respect to τ , i.e. G′′(τ ) < 0. We compute
G′(τ ) =
∫∫
Od×(0,T )
(y + τy′ − yd)y′ dxdt− γ2
∫∫
Q
(ψ + τψ′)ψ′ dxdt
where y′ is solution to (2.3) with v′ = 0. Since y′ is clearly independent of τ , a further computation
yields
G′′(τ ) =
∫∫
Od×(0,T )
|y′|2 dxdt− γ2
∫∫
Q
|ψ′|2 dxdt.
Using standard energy estimates for the heat equation, it is not difficult to see that
G′′(τ ) ≤ −(γ2 − C)‖ψ′‖2L2(Q), ∀ψ′ ∈ L2(Q),
where C = C(Ω,Od, T ) is a positive constant. We deduce that for a sufficiently large value of γ, we
have G′′(τ ) < 0, ∀τ ∈ R. Thus, the function G is striclty concave, and the strict concavity of ψ follows
immediately.
Condition 3. It is straightforward, taking ψ = 0 in (1.2) the result follows.
Condition 4. Since (1.1) is linear and using the estimate (2.2), we have
J(ψ, 0) ≤ C˜ + C‖ψ‖2L2(Q) −
γ2
2
‖ψ‖2L2(Q)
where C˜ is a positive constant only depending on y0, h and yd. Hence, for γ large enough, condition 4
holds. This concludes the proof.
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Combining the statements of Propositions 2.2 and 2.4, we are able to deduce the existence of at most
one saddle point (v¯, ψ¯) ∈ L2(Σ)×L2(Q) for the cost functional (1.2). In particular, the existence of this
saddle point implies that
∂Jr
∂v
(v¯, ψ¯) = 0 and
∂Jr
∂ψ
(v¯, ψ¯) = 0.
By differentiating (1.2), we obtain the expressions(
∂Jr
∂v
(v, ψ), (v′, 0)
)
=
∫∫
Od×(0,T )
(y − yd)yv dxdt+ ℓ2
∫∫
Σ
vv′ dσdt, (2.4)(
∂Jr
∂v
(v, ψ), (0, ψ′)
)
=
∫∫
Od×(0,T )
(y − yd)yψ dxdt− γ2
∫∫
Q
ψψ′ dxdt, (2.5)
where we have denoted yv and yψ the directional derivatives of y solution to (1.1) (see Lemma 2.3) in
the directions (v′, 0) and (0, ψ′), respectively.
To characterize the solution to the robust control problem, we introduce the adjoint state to system
(2.3) 
−qt −∆q = (y − yd)χOd in Q,
q = 0 on Σ,
q(x, T ) = 0 in Ω.
(2.6)
Multiplying (2.6) by yv in L
2(Q) and integrating by parts, we obtain∫∫
Od×(0,T )
(y − yd)yv dxdt+
∫∫
Σ
ρΓv
′ ∂q
∂n
dσdt = 0,
and upon substituting in (2.4), we get
∂Jr
∂v
(v, ψ) =
∂q
∂n
ρΓ − ℓ2v
In a similar fashion, we multiply (2.6) by yψ in L
2(Q) and integrate by parts. Then, from (2.5) we deduce
that
∂Jr
∂ψ
(v, ψ) = q − γ2ψ.
Thus, so far, we have proved the following Proposition.
Proposition 2.5. Let y0 ∈ H−1(Ω) and h ∈ L2(ω × (0, T )) be given. Then
v¯ =
1
ℓ2
∂q
∂n
ρΓ and ψ¯ =
1
γ2
q
are the solution to the robust control problem stated in Definition 1.1, where q is found from the solution
(y, q) to the optimality system 
yt −∆y = χωh+ 1γ2 q in Q,
−qt −∆q = (y − yd)χOd in Q,
y = 1
ℓ2
∂q
∂n
ρΓ, q = 0 on Σ,
y(x, 0) = y0(x), q(x, T ) = 0 in Ω.
(2.7)
which admits a unique solution for γ > 0 large enough.
Remark 2.6. As in other robust control problems (cf. [7, 9]), the characterization of the saddle point
leads to a system of coupled equations. This characterization needs to be considered in the following step
of the hierarchic control methodology, where a null control h of minimal norm must be designed.
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2.2 Null controllability
In this section, we will proof an observability inequality that allows to establish the null controllability
of system (2.7). It is classical by now that null controllability is related to the observability of a proper
adjoint system (see, for instance, [16, 40]).
For our particular case, let us consider the adjoint of system (2.7):
−ϕt −∆ϕ = θχOd in Q,
θt −∆θ = 1γ2ϕ in Q,
ϕ = 0, θ = 1
ℓ2
∂ϕ
∂n
ρΓ on Σ,
ϕ(x, T ) = ϕT (x), θ(x, 0) = 0 in Ω.
(2.8)
where ϕT ∈ H10 (Ω). Then, the controllability of (2.7) can be characterized in terms of appropriate
properties of the solutions to (2.8). More precisely, we have the following proposition.
Proposition 2.7. Assume that ω ∩ Od 6= ∅ and ℓ, γ are large enough. The following statements are
equivalent.
1. There exists a positive constant C, such that for any y0 ∈ H−1(Ω) and any yd ∈ L2(Q) such that
(1.6) holds, there exists a control h ∈ L2(ω × (0, T )) of minimal norm such that
‖h‖L2(ω×(0,T )) ≤
√
C
(‖y0‖H−1(Ω) + ‖ρyd‖L2(Q))
and the associated state satisfies y(·, T ) = 0, where y is the first component of (2.7).
2. There exist a positive constant C and a weight function ρ blowing up at t = T such that the
observability inequality
‖ϕ(0)‖2H10 (Ω) +
∫∫
Q
ρ−2|θ|2dxdt ≤ C
∫∫
ω×(0,T )
|ϕ|2dxdt (2.9)
holds for every ϕT ∈ H10 (Ω), where (ϕ, θ) is the solution to (2.8) associated to the initial datum ϕT .
Observe that the first statement implies Theorem 1.3. The equivalence between the statements of
Proposition 2.7 is by now standard and relies on several classical arguments, so we omit the proof. The
main idea follows from the well-known Hilbert uniqueness method (HUM for short), see, e.g., [20, 10].
For each ε > 0, we consider the functional
Fε(ϕ
T ) =
1
2
∫∫
ω×(0,T )
|ϕ|2 dxdt+ ε
2
‖ϕT ‖H10 (Ω) + 〈y0, ϕ(0)〉−1,1 −
∫∫
Q
θyd dxdt, (2.10)
where 〈·, ·〉−1,1 denotes the duality product between H−1(Ω) and H10 (Ω). One can prove that (2.10) is
continuous and strictly convex. Moreover, thanks to (2.9) we can prove that Fε is coercive and therefore
it has a unique minimizer that we denote as ϕTε . In this way, for each ε > 0, we can construct controls
hε = ϕε|ω, where ϕε is the associated solution to (2.8) with initial datum ϕTε , such that the controlled
system (2.7) verifies ‖y(T )‖H−1(Ω) ≤ ε. This fact, together with some uniform estimates on hε, enable
us to obtain a null control as a limit process as ε→ 0. For the interested reader, we refer to [2, 24] where
a detailed exposition is addressed for similar hierarchic control problems.
For this reason, in what follows, we only focus on proving the estimate (2.9). To do so, let us introduce
the Hilbert space
W (Q) :=
{
u ∈ L2(0, T ;H1(Ω)), ut ∈ L2(0, T ;H−1(Ω))
}
,
equipped with the norm
‖u‖W (Q) =
(
‖u‖2L2(0,T ;H1(Ω)) + ‖ut‖2L2(0,T ;H−1(Ω))
)1/2
,
and, for r, s ≥ 0, we denote the Hilbert spaces Hr,s(Q) = L2(0, T ;Hr(Ω)) ∩ Hs(0, T ;L2(Ω)) endowed
with norms
‖u‖Hr,s(Q) =
(‖u‖2L2(0,T ;Hr(Ω)) + ‖u‖2Hs(0,T ;L2(Ω)))1/2 . (2.11)
Remark 2.8. We shall replace Q and Ω by Σ and ∂Ω in (2.11) to refer to the analogous space for
functions defined on the boundary.
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The observability inequality (2.9) will be consequence of global Carleman inequalities for parabolic
equations with non-homogenous boundary conditions obtained in [26]. To apply them, we need first to
prove the following regularity result for the solutions to (2.8).
Proposition 2.9. Assume that ϕT ∈ H10 (Ω) and that ℓ, γ are large enough. Then, (2.8) admits a unique
solution (ϕ, θ) ∈ H2,1(Q)×W (Q). Moreover, ∂ϕ
∂n
∈ H 12 , 14 (Σ).
Proof. For any arbitrary θ¯ ∈ L2(Q), let us consider the system
−ϕt −∆ϕ = θ¯χOd , in Q,
ϕ = 0 on Σ,
ϕ(x, T ) = ϕT (x), in Ω.
(2.12)
Then, from classical regularity results (see, for instance, [15]), we have that
ϕ ∈ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H10 (Ω)), ϕt ∈ L2(Q).
This implies that ϕ ∈ H2,1(Q). Moreover, there exists a positive constant C such that
‖ϕ‖H2,1(Q) ≤ C
(
‖θ¯‖L2(Q) + ‖ϕT ‖H10 (Ω)
)
. (2.13)
Thanks to the regularity of ϕ, we have from [32, Th. 2.1, p.9] that
∂ϕ
∂n
∈ H 12 , 14 (Σ),
and, moreover, ϕ 7→ ∂ϕ
∂n
is a continuous and linear map of H
1
2
, 1
4 (Σ)→ H2,1(Q). Thus, we get
‖∂ϕ
∂n
ρΓ‖
H
1
2
, 1
4 (Σ)
≤ C
(
‖θ¯‖L2(Q) + ‖ϕT ‖H10 (Ω)
)
(2.14)
where we have used the fact that Γ ⊂ ∂Ω and ρΓ is a smooth function.
On the other hand, for ϕ solution to (2.12), let us consider the system
θt −∆θ = 1γ2ϕ, in Q,
θ = 1
ℓ2
∂ϕ
∂n
ρΓ on Σ,
θ(x, 0) = 0, in Ω.
(2.15)
From the results in [32, Ch. 4, §15.5] and estimates (2.13)–(2.14), we deduce the existence of C > 0 such
that
‖θ‖W (Q) ≤ C
(
1
γ2
‖ϕ‖L2(Q) + 1ℓ2 ‖
∂ϕ
∂n
ρΓ‖
H
1
2
, 1
4 (Σ)
)
≤ C
µ
(
‖θ¯‖L2(Q) + ‖ϕT ‖H10 (Ω)
)
, (2.16)
where we have denoted µ = min{ℓ2, γ2}.
Now, consider the mapping defined by Λθ¯ = θ where (ϕ, θ) is the solution to the cascade system
composed by (2.12) and (2.15). From the linearity of the systems, estimate (2.16) and the embedding
W (Q) →֒ L2(Q) (which follows from classical compactness results, see, e.g., [36]) we can check that Λ is
a well-defined, continuous and linear map of L2(Q)→ L2(Q).
For any θ¯1, θ¯2 ∈ L2(Q), we consider the difference Λθ¯1−Λθ¯2. Then, arguing as above, we can readily
see that
‖Λθ¯1 − Λθ¯2‖L2(Q) ≤ Cµ
(‖θ¯1 − θ¯2‖L2(Q)) .
For γ, ℓ large enough, the map Λ is a contraction and therefore possesess a unique fixed point. The proof
is complete.
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The Carleman estimate
Now, we are in position to prove one of the main results of this section. We begin by introducing several
weight functions that will be useful in the remainder of this section. By hypothesis ω ∩ Od 6= ∅, then
there exists a nonempty open set ω0 ⊂⊂ ω ∩Od. Let η0 ∈ C2(Ω) be a function verifying
η0(x) > 0 in Ω, η0 = 0 on Γ, |∇η0| > 0 in Ω\ω0. (2.17)
The existence of such function is given in [19]. Let l ∈ C∞([0, T ]) be a positive function in (0, T )
satisfying
l(t) = t if t ∈ [0, T/4], l(t) = T − t if t ∈ [3T/4, T ],
l(t) ≤ l(T/2), for all t ∈ [0, T ].
Then, for all λ ≥ 1 and m ≥ 2, we consider the following weight functions:
α(x, t) =
e2λ‖η
0‖∞ − eλη0(x)
lm(t)
, ξ(x, t) =
eλη
0(x)
lm(t)
α∗(t) = max
x∈Ω
α(x, t), ξ∗(t) = min
x∈Ω
ξ(x, t).
(2.18)
The following notation will be used to abridge the estimates
I(s;u) := s−1
∫∫
Q
e−2sαξ−1(|ut|2 + |∆u|2) dxdt+ s
∫∫
Q
e−2sαξ|∇u|2 dxdt+ s3
∫∫
Q
e−2sαξ3|u|2 dxdt
I˜(s;u) := s−1
∫∫
Q
e−2sαξ−1|∇u|2 dxdt+ s
∫∫
Q
e−2sαξ|u|2 dxdt,
for some parameter s > 0.
We state a Carleman estimate, due to [26], which holds for the solutions of heat equations with
non-homogeneous Dirichlet boundary conditions.
Lemma 2.10. Let us assume u0 ∈ L2(Ω), f ∈ L2(Q) and g ∈ H 12 , 14 (Σ). Then, there exists a constant
λ0, such that for any λ ≥ λ0 there exist constants C > 0 independent of s and s0(λ) > 0, such that the
solution y ∈W (Q) of 
ut −∆u = f in Q,
u = g on Σ,
u(0) = u0 in Ω,
satisfies
I˜(s;u) ≤ C
(
s−
1
2 ‖e−sαξ− 14 g‖2
H
1
2
, 1
4 (Σ)
+ s−
1
2 ‖e−sαξ− 14+ 1m g‖2L2(Σ)
+s−2
∫∫
Q
e−2sαξ−2|f |2 dxdt+ s
∫∫
ω0×(0,T )
e−2sαξ|u|2 dxdt
) (2.19)
for every s ≥ s0(λ).
The second result we need is the classical Carleman estimate for the linear heat equation (see, for
instance, [19, 16]).
Lemma 2.11. Let us assume uT ∈ H10 (Ω) and f ∈ L2(Q). Then, there exists a constant λ1, such that
for any λ ≥ λ1 there exist constants C > 0 independent of s and s1(λ) > 0, such that the solution of
ut +∆u = f in Q,
u = 0 on Σ,
u(T ) = uT (x) in Ω,
(2.20)
satisfies
I(s;u) ≤ C
(∫∫
Q
e−2sα|f |2 dxdt+ s3
∫∫
ω0×(0,T )
e−2sαξ3|u|2 dxdt
)
(2.21)
for every s ≥ C.
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Remark 2.12. In [19, 16], the authors use the function l(t) = t(T − t) to prove the above lemma. Since
we propose l(t) with the important property of going to 0 as t tends to 0 and T , the proof of lemma 2.11
does not change if we use the weights in (2.18).
Thanks to Lemma 2.9 and using the above estimates, we can prove a Carleman inequality for the
solutions of the adjoint system (2.8). This will be the main ingredient to prove the observability inequality
(2.9). The result is the following.
Proposition 2.13. Assume that ω ∩Od 6= ∅ and γ, ℓ are large enough. Then, there exists a constant C
such that for any ϕT ∈ H10 (Ω), the solution (ϕ, θ) to (2.8) satisfies
I(s;ϕ) + I˜(s; θ) ≤ C
(
s5
∫∫
ω×(0,T )
e−2sαξ5|ϕ|2 dxdt
)
, (2.22)
for every s > 0 large enough.
Proof. We start by applying inequality (2.21) to the first equation in (2.8) and inequality (2.19) to the
second one. We take λˆ = max{λ0, λ1} and fix λ ≥ λˆ. Adding them up, we obtain
I(s;ϕ) + I˜(s; θ) ≤ C
(∫∫
ω0×(0,T )
e−2sα
(
s3ξ3|ϕ|2 + sξ|θ|2) dxdt+ ∫∫
Q
e−2sα
(
|θχOd |2 + s−2ξ−2| 1γ2ϕ|2
)
dxdt
+s−
1
2
∥∥∥∥e−sαξ− 14 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
H
1
4
, 1
2 (Σ)
+ s−
1
2
∥∥∥∥e−2sαξ− 14+ 1m 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
L2(Σ)
)
,
for all s large enough and some m ≥ 2 to be fixed later. We can use the parameter s to absorb the lower
order terms into the left-hand side in the previous inequality. More precisely, we have
I(s;ϕ) + I˜(s; θ) ≤ C
(∫∫
ω0×(0,T )
e−2sα
(
s3ξ3|ϕ|2 + sξ|θ|2) dxdt+ s− 12 ∥∥∥∥e−2sαξ− 14+ 1m 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
L2(Σ)
+s−
1
2
∥∥∥∥e−sαξ− 14 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
H
1
4
, 1
2 (Σ)
)
,
(2.23)
for all s ≥ C, with C > 0 only depending on Ω, ω, Od and λ.
Then, we proceed to estimate the first boundary term in (2.23). Arguing as in [12], we take a function
κ ∈ C2(Ω) such that
∂κ
∂ν
= 1 and κ = 1 on ∂Ω.
Note that from the definition of the weight functions (2.18), we have α and α∗ are equal in ∂Ω, thus we
may write∫∫
Σ
e−2sα
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt = ∫ T
0
e−2sα
∗
∫
∂Ω
∇ϕ · ∇κ∂ϕ
∂n
dσdt
=
∫ T
0
e−2sα
∗
∫
Ω
∆ϕ (∇ϕ · ∇κ) dxdt+
∫ T
0
e−2sα
∗
∫
Ω
∇(∇ϕ · ∇κ) · ∇ϕdxdt,
where we have integrated by parts in the right-hand side. Using Cauchy-Schwarz and Young inequalities,
we get∫∫
Σ
e−2sα
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt
≤ C
(∫∫
Q
e−2sα
∗ (
(sξ)−1|∆ϕ|2 + sξ|∇ϕ|2) dxdt+ ∫ T
0
e−2sα
∗
(sξ∗)−1‖ϕ‖2H2(Ω)dt
)
.
(2.24)
We proceed to estimate the last term in the above inequality. Let us set ϕ̂ = σϕ with σ ∈ C∞([0, T ])
defined as
σ := e−sα
∗
(sξ∗)a (2.25)
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for some a ∈ R to be chosen later. Observe that σ(T ) = 0. Then, ϕ̂ is solution to the system
−ϕ̂t −∆ϕ̂ = σ θχOd − σtϕ in Q,
ϕ̂ = 0 on Σ,
ϕ̂(·, T ) = 0 in Ω.
(2.26)
From standard regularity estimates for the heat equation, we have that ϕ̂ solution to (2.26) satisfies
‖ϕ̂‖H2,1(Q) ≤ C
(‖σ θ‖L2(Q) + ‖σtϕ‖L2(Q)) . (2.27)
Using the definitions of α∗ and ξ∗ given in (2.18) together with (2.25), it is not difficult to see that
|σt| ≤ Ce−sα
∗
(sξ∗)a+(m+1)/m,
for all s large enough. Employing (2.27) with σ = e−sα
∗
(sξ∗)−1/2, we obtain∫ T
0
e−2sα
∗
(sξ∗)−1‖ϕ‖2H2(Ω)dt
≤ C
(∫∫
Q
e−2sα
∗
(sξ∗)−1|θ|2 dxdt+
∫∫
Q
e−2sα
∗
(sξ∗)−1+2(m+1)/m|ϕ|2 dxdt
)
.
(2.28)
Setting m = 4 and combining estimates (2.24) and (2.28), together with the definitions of the weights
α∗ and ξ∗ (see (2.18)), yield∫∫
Σ
e−2sα
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt
≤ C
(∫∫
Q
e−2sα
(
(sξ)−1|∆ϕ|2 + sξ|∇ϕ|2) dxdt+ ∫∫
Q
e−2sα
(
sξ|θ|2 + (sξ)3/2|ϕ|2
)
dxdt
)
.
Thus, ‖e−sα ∂ϕ
∂ν
‖2L2(Σ) is bounded by the left-hand side of (2.23) and, by taking s large enough, we can
now absorb the boundary term
s−
1
2
∥∥∥∥e−2sα 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
L2(Σ)
.
To deal with the second boundary term in (2.23), we can use the facts that ϕ 7→ ∂ϕ
∂n
is a continuous
and linear map of H
1
2
, 1
4 (Σ)→ H2,1(Q) and ρΓ is a smooth function. More precisely.
s−
1
2
∥∥∥∥e−sαξ− 14 1ℓ2 ∂ϕ∂nρΓ
∥∥∥∥2
H
1
2
, 1
4 (Σ)
≤ s− 12
∥∥∥∥e−sα∗(ξ∗)− 14 ∂ϕ∂n
∥∥∥∥2
H
1
2
, 1
4 (Σ)
≤ s− 12
∥∥∥e−sα∗(ξ∗)− 14ϕ∥∥∥
H2,1(Q)
,
(2.29)
where we have used again that α∗, ξ∗ coincide with α, ξ on the boundary.
Now, set ϕ̂ = σϕ with σ = e−sα
∗
(sξ)−
1
4 . Arguing as before, we readily obtain from (2.27) the
following
s−
1
2
∥∥∥e−sα∗(ξ∗)− 14ϕ∥∥∥
H2,1(Q)
≤ C
(∫∫
Q
e−2sα
∗
(sξ∗)−
1
2 |θ|2 dxdt+
∫∫
Q
e−2sα
∗
(sξ∗)2|ϕ|2 dxdt
)
. (2.30)
Putting together (2.29) and (2.30) and substituting in (2.23), we can take s sufficiently large to absorb
the remaining terms.
Up to now, we have
I(s;ϕ) + I˜(s; θ) ≤ C
(∫∫
ω0×(0,T )
e−2sα
(
s3ξ3|ϕ|2 + sξ|θ|2) dxdt) (2.31)
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for all s large enough. The last step is to eliminate the local term corresponding to θ. To this end,
consider an open set ω1 such that ω0 ⊂⊂ ω1 ⊂⊂ ω ∩Od and a function ζ ∈ C20 (ω1) verifying
ζ ≡ 1 in ω0 and 0 ≤ ζ ≤ 1. (2.32)
Thanks to the hypothesis ω ∩ Od 6= ∅, we can use the first equation of (2.8) and (2.32) to obtain∫∫
ω0×(0,T )
e−2sαsξ|θ|2 dxdt ≤
∫∫
ω1×(0,T )
e−2sαsξθ(−ϕt −∆ϕ)ζ dxdt. (2.33)
Following well-known arguments (see, e.g. [21, 37]), we integrate by parts in time and space several times
in the right-hand side of (2.33). Then, using the expression of the second equation of (2.8), it is not
difficult to see that∫∫
ω0×(0,T )
e−2sαsξ|θ|2 dxdt
≤ 1
γ2
∫∫
Q
e−2sαsξ|ϕ|2 dxdt+
∫∫
ω1×(0,T )
e−2sα
(
s3ξ3|θ||ϕ|+ s2ξ2|∇θ||ϕ|) dxdt, (2.34)
where we have used that for any s large enough, the following inequalities hold
|∆(ζe−2sαξ)| ≤ Cs2e−2sαξ3 and |(e−2sαξ)t| ≤ Cse−2sα(ξ)2+ 1m .
Using Ho¨lder and Young inequalities in the last term of (2.34), it follows that∫∫
ω0×(0,T )
e−2sαsξ|θ|2 dxdt ≤ 1
γ2
∫∫
Q
e−2sαsξ|ϕ|2 dxdt+ δI˜(s; θ) + Cδs5
∫∫
ω1×(0,T )
e−2sαξ5|ϕ|2 dxdt.
(2.35)
for any δ > 0. We replace (2.35) in (2.31) with δ small enough and since γ is sufficiently large, we can
absorb the first two terms of the above inequality. Finally, noting that ω1 ⊂ ω, we obtain the desired
inequality. This concludes the proof of Proposition 2.13
The observability inequality
The observability inequality (2.9) follows from the Carleman estimate (2.22), some weighted energy
estimates and it is based on well-known arguments which can be adapted from [17, Lemma 1]. For the
sake of completeness, we sketch it briefly.
Let us introduce the weight functions:
β(x, t) =
e2λ‖η
0‖∞ − eλη0(x)
l¯4(t)
, φ(x, t) =
eλη
0(x)
l¯4(t)
β∗(t) = max
x∈Ω
β(x, t), φ∗(t) = min
x∈Ω
φ(x, t),
(2.36)
where
l¯(t) =
{
‖l‖∞ for 0 ≤ t ≤ T/2,
l(t) for T/2 ≤ t ≤ T.
We set s to a sufficiently large fixed value. By construction, α = β in [0, T/2]. Thus,∫∫
Ω×(T/2,T )
e−2sβφ3|ϕ|2 dxdt+
∫∫
Ω×(T/2,T )
e−2sβφ|∇ϕ|2 dxdt+
∫∫
Ω×(T/2,T )
e−2sβ
∗ |θ|2 dxdt
=
∫∫
Ω×(T/2,T )
e−2sαξ3|ϕ|2 dxdt+
∫∫
Ω×(T/2,T )
e−2sαξ|∇ϕ|2 dxdt+
∫∫
Ω×(T/2,T )
e−2sα
∗ |θ|2 dxdt
≤ C(s, T )
(∫∫
ω×(0,T )
e−2sβφ5|ϕ|2 dxdt
)
(2.37)
where we have used the Carleman inequality (2.22), the weight properties (2.18), (2.36) and the fact that
β ≤ α in Q.
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On the other hand, consider a function η˜ ∈ C1([0, T ]), such that
η˜ ≡ 1 in [0, T/2], η˜ ≡ 0 in [3T/4, T ], |η˜′| ≤ C/T.
Let us multiply by η˜∆ϕ the equation verified by ϕ (see (2.8)) and integrate in Ω, namely
−
∫
Ω
ϕt∆ϕη˜ dx−
∫
Ω
|∆ϕ|2η˜ dx =
∫
Od
θ∆ϕη˜ dx
Integrating by parts and using Ho¨lder and Young inequalities yield
−1
2
d
dt
∫
Ω
|∇ϕ|2η˜ dx+
∫
Ω
|∆ϕ|2η˜ dx ≤ δ
∫
Ω
|∆ϕ|2η˜ dx+ Cδ
∫
Ω
|θ|2η˜ dx+ 1
2
∫
Ω
|∇ϕ|2|η′|dx
for any δ > 0. Choosing δ small enough and dropping the positive term involving |∆ϕ|2η˜, we integrate
in [0, T ], from which we obtain∫
Ω
|∇ϕ(0)|2 dx ≤ C
(∫∫
Ω×(0,3T/4)
|θ|2 dxdt+ 1
T
∫∫
Ω×(T/2,3T/4)
|∇ϕ|2 dxdt
)
. (2.38)
Here we have used the properties of the function η˜.
Using the definition of the weight β, it can be readily seen that
e−2sβφ ≥ C > 0 and e−2sβ∗ ≥ C > 0, ∀t ∈ [T/2, 3T/4],
and therefore we can bound appropriately in (2.38) to obtain∫
Ω
|∇ϕ(0)|2 dx ≤ C
(∫∫
Ω×(0,T/2)
|θ|2 dxdt+
∫∫
Ω×(T/2,3T/4)
(
e−2sβφ|∇ϕ|2 + e−2sβ⋆ |θ|2
)
dxdt
)
.
Observe that the second term in the above expression can be estimated with inequality (2.37), this is∫
Ω
|∇ϕ(0)|2 dx ≤ C
(∫∫
Ω×(0,T/2)
|θ|2 dxdt+
∫∫
ω×(0,T )
e−2sβφ5|ϕ|2 dxdt
)
. (2.39)
Using similar arguments, one may deduce an estimate of the form,∫∫
Ω×(0,T/2)
e−2sβφ3|ϕ|2 dxdt ≤ C
(∫∫
Ω×(0,T/2)
|θ|2 dxdt+
∫∫
ω×(0,T )
e−2sβφ5|ϕ|2 dxdt
)
, (2.40)
where we have used that β and φ are bounded functions in Ω× [0, T/2].
Arguing as in the proof of Lemma 2.9, we can deduce the following estimate for the solutions to θ in
the domain Ω× [0, T/2]
‖θ‖2L2(0,T/2;L2(Ω)) ≤ C‖θ‖2W (Ω×(0,T/2))
≤ C
(
1
γ4
‖ϕ‖2L2(Ω×(0,T/2)) +
1
ℓ4
‖∂ϕ
∂n
‖2
H
1
2
, 1
4 (Ω×(0,T/2))
)
≤ C
µ
‖ϕ‖2H2,1(Ω×(0,T/2)), (2.41)
where µ = min{ℓ4, γ4}. Observe that in this domain, the function β⋆ is actually constant in both
variables, therefore, from the above inequality we get∫∫
Ω×(0,T/2)
e−2sβ
∗ |θ|2 dxdt ≤ C
µ
‖e−sβ∗ϕ‖2H2,1(Ω×(0,T/2))
≤ C
µ
‖e−sβ∗ϕ‖2H2,1(Q). (2.42)
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Combining (2.37) with (2.39)–(2.42) we deduce
‖ϕ(0)‖2H10 (Ω) +
∫∫
Q
e−2sβφ3|ϕ|2 dxdt+
∫∫
Q
e−2sβ
∗ |θ|2 dxdt
≤ C
µ
‖e−sβ∗‖2H2,1(Q) +C
∫∫
ω×(0,T )
e−2sβφ5|ϕ|2 dxdt.
(2.43)
To conclude, it is enough to estimate the H2,1-norm in the right-hand side of (2.43). To do this, we
use the system (2.26) and estimate (2.27) with σ = e−sβ
⋆
. More precisely, we have
‖e−sβ⋆‖2H2,1(Q) ≤ C
(∫∫
Q
e−2sβ
⋆
(φ⋆)5/2|ϕ|2 dxdt+
∫∫
Q
e−2sβ
⋆ |θ|2 dxdt
)
. (2.44)
Finally, we obtain the observability inequality (2.9) with ̺1(t) := e
sβ⋆ by combining estimates (2.43)–
(2.44), using the definition of β⋆ and φ⋆ and taking γ, ℓ >> 1. This concludes the proof.
3 The case with distributed follower and boundary leader
In this section, we address the robust hierarchic problem for the case when the leader is now placed on
the boundary. More precisely, let us consider systems of the form
zt −∆z = χB1v + χB2ψ, in Q,
z = hχΓ on Σ,
z(x, 0) = z0(x), in Ω.
(3.1)
It is well-known (see, e.g., [14, 16]) that for v ≡ ψ ≡ 0, system (3.1) is null controllable at time T for
any open set Γ ⊂ ∂Ω. Here, we will see that using a hierarchic methodology for solving first the associ-
ated robust control problem introduces additional difficulties when dealing with the null controllability
objective.
Adapting the arguments of Section 2.1, it is not difficult to prove the existence and uniqueness of the
saddle point (v¯, ψ¯) for the cost functional
Kr(v, ψ;h) =
1
2
∫∫
Od×(0,T )
|y − yd|2 dxdt+ 1
2
[
ℓ2
∫∫
B1×(0,T )
|v|2 dxdt− γ2
∫∫
B2×(0,T )
|ψ|2 dxdt
]
.
Indeed, for any given h ∈ L2(Γ× (0, T )) and y0 ∈ H−1(Ω), one can prove that
v¯ = − 1
ℓ2
q|B1 and ψ¯ =
1
γ2
q|B2
are the solution to the robust control problem (see and adapt accordingly Definition 1.1), where p is
found from the solution (z, p) to the optimality system
zt −∆z = − 1ℓ2 pχB1 + 1γ2 pχB2 , in Q,
−pt −∆p = (z − zd)χOd , in Q,
z = hχΓ, p = 0 on Σ,
z(x, 0) = z0(x), p(x, T ) = 0 in Ω.
(3.2)
Then, the problem amounts to study the null controllability of the coupled system (3.2).
As mentioned in the previous section, we can build the control h of minimal norm by adapting the
well-known HUM method. For this particular case, the main ingredient lies at finding, for each ε > 0,
the minimizers of the functional
Fǫ(ϕ
T ) =
1
2
∫∫
Γ×(0,T )
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt+ ε2‖ϕT ‖H10 (Ω) + 〈z0(x), ϕ(0)〉−1,1 −
∫∫
Q
θzd dxdt (3.3)
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defined for the solutions to the adjoint system
−ϕt −∆ϕ = θχOd , in Q,
θt −∆θ = − 1ℓ2ϕχB1 + 1γ2ϕχB2 , in Q,
ϕ = 0, θ = 0 on Σ,
ϕ(x, T ) = ϕT (x), θ(x, 0) = 0 in Ω.
(3.4)
As before, we mainly focus proving an observability inequality to establish the coerciveness of the
functional (3.3) and thus guaranteeing the existence and uniqueness of the minimizers. We have the
following result.
Proposition 3.1. Assume that (1.9) holds and ℓ, γ are large enough. Then, there exist a positive constant
C and a weight function ϑ blowing up at t = T such that the observability inequality
‖ϕ(x, 0)‖2H10 (Ω) +
∫∫
Q
ϑ−22 |θ|2dxdt ≤ C
∫∫
Γ×(0,T )
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt (3.5)
holds for every ϕT ∈ H10 (Ω), where (ϕ, θ) is the solution to (3.4) associated to the inital datum ϕT .
Remark 3.2. Some remarks are in order.
• To avoid unnecessary notation, we have decided to keep the letters (ϕ, θ) to denote the adjoint
variables. Notice, however, that systems (2.8) and (3.4) are substantially different.
• The well-posedness and regularity of (3.4) follows from an argument similar to the one in Propo-
sition 2.9. Indeed, in this case, one may prove that for any ϕT ∈ H10 (Ω) and ℓ, γ large enough,
system (3.4) admits a unique solution (ϕ, θ) ∈ H2,1(Q)×H2,1(Q).
• From this regularity, we have that ϕ ∈ L2(0, T ;H2(Ω)) which, together with well-known trace esti-
mates, justify that ∂ϕ
∂n
∈ L2(Σ).
As in the end of Section 2, the observability inequality (3.5) follows from a global Carleman estimate
for the solutions to (3.4) and some weighted energy estimates.
We begin by introducing some useful weight functions. We set S ′ ⊂⊂ Γ and consider ηi ∈ C2(Ω),
i = 1, 2, verifying
ηi > 0 and |∇ηi| > 0 in Ω, ∂ηi
∂η
≤ 0 on ∂Ω \ S′. (3.6)
This is the classical weight function introduced in [14, Lemma 1.2] to prove a Carleman inequality with
boundary observation for the heat equation and means that it should not have critical points inside the
domain Ω. In addition, we will choose the functions η1 and η2 in a way such that
η1 ≥ η2 in Ω, η1 = η2 in Od, (3.7)
η1 ≥ max
x∈B¯i
η2 in B¯i, i = 1, 2. (3.8)
These additional features where recently used in [4] for solving a similar hierarchic control problem.
Remark 3.3. From property (3.7), we can note that,
ξ˜2 ≤ ξ˜1, α˜1 ≤ α˜2 in Q and ξ˜2 = ξ˜1, α˜1 = α˜2 in Od × (0, T ), i = 1, 2. (3.9)
For all λ ≥ 1, let us consider the following weight functions
α˜i(x, t) =
eλ(‖η1‖+‖η2‖) − eληi(x)
t2(T − t)2 , ξ˜i(x, t) =
eληi(x)
t2(T − t)2 , i = 1, 2, (3.10)
and for some parameters s > 0 and m ∈ R, we set the notation
I(u; i,m) :=
∫∫
Q
e−2sα˜i(sξ˜i)
1+m|∇u|2 dxdt+
∫∫
Q
e−2sα˜i(sξ˜i)
3+m|u|2 dxdt.
We have the following Lemma.
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Lemma 3.4. Assume that u0 ∈ H10 (Ω) and f ∈ L2(Q). For any m ∈ R, there exists a constant λm,
such that for any λ ≥ λm there exist constants C > 0 independent of s and sm(λ) > 0, such that the
solution of (2.20) satisfies
I(u; i,m) ≤ C
(∫∫
Q
e−2sα˜i(sξ˜i)
m|f |2 dxdt+
∫∫
S′×(0,T )
e−2sα˜i(sξ˜i)
1+m
∣∣∣∣∂u∂n
∣∣∣∣2 dσdt
)
(3.11)
for every s ≥ sm(λ).
The proof of this result can be deduced from the Carleman inequality stated in [14, Lemma 1.1] and
adapting the arguments in [27, Lemma 2.3]. Now, we are in position to prove the observability inequality
(3.5).
Proof of Proposition 3.1. We apply estimate (3.11) to the each equation of the coupled system (3.4) with
different values of i and m and add them up. In more detail, we have that
I(ϕ; 1, 0) + I(θ; 2,−1)
≤ C
(∫∫
Od×(0,T )
e−2sα˜1 |θ|2 dxdt+
∫∫
S′×(0,T )
e−2sα˜1(sξ˜1)
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt
+
∫∫
Q
e−2sα˜2(sξ˜2)
−1| − 1
ℓ2
ϕχB1 +
1
γ2
ϕχB2 |2 dxdt+
∫∫
S′×(0,T )
e−2sα˜2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dσdt
)
holds for any λ ≥ λˆ, where λˆ = max{λ0, λ−1} and any s large enough.
From (3.9), we readily deduce that e−2sα˜2 ≤ e−2sα˜1 in Q and that ξ−12 ξ1 ≤ C, where C > 0 only
depends on Ω and S ′. Moreover, e−2sα˜1 = e−2sα˜2 in Od × (0, T ). In this way, we can absorb the lower
order terms so
I(ϕ; 1, 0) + I(θ; 2,−1)
≤ C
(∫∫
S′×(0,T )
e−2sα˜1(sξ˜1)
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt+ ∫∫
S′×(0,T )
e−2sα˜2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dσdt
)
, (3.12)
holds for every s sufficiently large.
Notice that unlike the proof of Propositon 2.13, we cannot obtain any local information from system
(3.4) to estimate the last term in (3.12). Instead, we will use the particular selection of the weight
functions ηi to eliminate the observation of θ at the boundary.
The first step is to improve (3.12) in the sense that the weight functions do not vanish at t = 0. Let
us consider the function
l˜(t) =
{
T 4/16 for 0 ≤ t ≤ T/2,
t2(T − t)2 for T/2 ≤ t ≤ T,
and the weights
β˜i(x, t) =
eλ(‖η1‖+‖η2‖) − eληi(x)
l˜(t)
, φ˜i(x, t) =
eληi(x)
l˜(t)
, i = 1, 2.
It can be proved that the following observability inequality holds:
‖ϕ(x, 0)‖2H10 (Ω)+
∫ T
0
∫
Ω
e−2sβ˜1 φ˜31|ϕ|2 dxdt+
∫ T
0
∫
Ω
e−2sβ˜2 φ˜22|θ|2 dxdt
≤ C
(∫∫
S′×(0,T )
e−2sβ˜1 φ˜1
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt+ ∫∫
S′×(0,T )
e−2sβ˜2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dσdt
)
,
(3.13)
for some universal constant C > 0 depending on s and T . Indeed, the proof follows the steps of Section
2.2, but for the sake of brevity, we omit it.
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Of course, this inequality still has the boundary observation of the variable θ. Nevertheless, the
definition of the weight β˜2 and property (3.8) will help us to estimate it in terms of localized terms of ϕ
in B1 and B2. Hypotheses (1.9) and property (3.8) imply that
η1(x) ≥ max
x∈S′
η2 ∀x ∈ B¯i, i = 1, 2.
Therefore,
esβ˜1 ≤ esβ̂2 in B¯i × (0, T ), i = 1, 2, (3.14)
where we have defined
β̂2(t) :=
eλ(‖η1‖+‖η2‖) − eλmaxx∈S′ η2
l˜(t)
.
Moreover, we can readily see that esβ̂2 ≤ esβ˜2 for all (x, t) ∈ S ′ × (0, T ). This, together with the fact
that S ′ ⊂⊂ ∂Ω and the well-known trace estimate, allow us to obtain∫∫
S′×(0,T )
e−2sβ˜2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dσdt ≤ ∫∫
Σ
e−2sβ̂2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dσdt
≤ C
∫ T
0
e−2sβ̂2‖θ(t)‖2H2(Ω)dt. (3.15)
Our task is now to estimate the weighted norm in the above expression. Multiplying the equation
satisfied by θ by e−2sβ̂2θ in Ω yields∫
Ω
(θt − θ∆θ) e−2sβ̂2θ dx =
∫
Ω
(
− 1
ℓ2
ϕχB1 +
1
γ2
ϕχB2
)
e−sβ̂2θ dx,
Integrating by parts and since the weight β̂2 only depends on time, we have
1
2
d
dt
∫
Ω
e−2sβ̂2 |θ|2 dx+
∫
Ω
e−2sβ̂2 |∇θ|2 dx
=
∫
Ω
(
− 1
ℓ2
ϕχB1 +
1
γ2
ϕχB2
)
e−sβˆ2θ dx− s
∫
Ω
e−2sβ̂2(β̂2)t|θ|2 dx.
(3.16)
Notice that the last term of (3.16) is nonnegative thanks to the nondecreasing nature of the weight β̂2.
From this remark and using Ho¨lder and Young inequalities, we get
1
2
d
dt
∫
Ω
e−2sβ̂2 |θ|2 dx+
∫
Ω
e−2sβ̂2 |▽θ|2 dx
≤ C
ℓ4
∫
B1
|ϕ|e−2sβ̂2 dx+ C
γ4
∫
B2
|ϕ|e−2sβ̂2 dx+ 1
2
∫
Ω
e−2sβ̂2 |θ|2 dx,
(3.17)
and applying Gronwall’s lemma to (3.17) followed by integration by parts yields∫∫
Q
e−2sβ̂2 |θ|2 dxdt ≤ C
(
1
ℓ4
∫ T
0
∫
B1
|ϕ|2e−2sβ̂2 dxdt+ 1
γ4
∫ T
0
∫
B2
|ϕ|2e−2sβ̂2 dxdt
)
. (3.18)
A similar analysis can be developed to obtain the estimate∫∫
Q
e−2sβ̂2 |∆θ|2 dxdt ≤ C
(
1
ℓ4
∫ T
0
∫
B1
|ϕ|2e−2sβ̂2 dxdt+ 1
γ4
∫ T
0
∫
B2
|ϕ|2e−2sβ̂2 dxdt
)
. (3.19)
Indeed, it is enough to multiply the second equation of (3.4) by e−2sβ̂2∆θ in Ω, integrate by parts and
argue as above. Therefore, we deduce∫ T
0
e−2sβ̂2‖θ(t)‖2H2(Ω)dt =
∫∫
Q
e−2sβ̂2
(|θ|2 + |∆θ|2) dxdt
≤ C
(
1
ℓ4
∫ T
0
∫
B1
|ϕ|2e−2sβ̂2 dxdt+ 1
γ4
∫ T
0
∫
B2
|ϕ|2e−2sβ̂2 dxdt
)
. (3.20)
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Putting together estimates (3.15), (3.20) and taking into account relation (3.14) allow us to conclude
that∫∫
S′×(0,T )
e−2sβ˜2
∣∣∣∣ ∂θ∂n
∣∣∣∣2 dxdt ≤ C ( 1ℓ4
∫ T
0
∫
B1
|ϕ|2e−2sβ˜1 dxdt+ 1
γ4
∫ T
0
∫
B2
|ϕ|2e−2sβ˜1 dxdt
)
. (3.21)
Thus, thanks to hypothesis (1.9) and the special selection of the weight functions (3.7)–(3.8), we have
estimated the local boundary term of θ in function of some localized terms depending on ϕ.
To conclude, it is enough to combine estimates (3.13) and (3.21) and take the parameters ℓ, γ large
enough to absorb the remaining terms. Then, (3.5) follows from the resulting expression by setting
̺2(t) := e
sβ˜⋆2 , where we have denoted β˜⋆2 (t) = maxx∈Ω β˜2(x, t), and recalling that S ′ ⊂⊂ O. This ends
the proof.
4 All controls on the boundary
In this section, we shall discuss the hierarchic control problem for the system
wt −∆w = ψ, in Q,
w = hχΓ1 + vρΓ2 on Σ,
w(x, 0) = w0(x), in Ω.
(4.1)
Notice that this time both controls are placed on the boundary and is a natural combination of the two
previous problems.
It is not difficult to prove that for any fixed h ∈ L2(Σ) the exists a unique saddle point (v¯, ψ¯) ∈
L2(Σ) × L2(Q) for the cost functional (1.2). Indeed, the procedure is practically the same as in Section
2.1 since the leader control h is fixed and participates in a indirect way.
As in Section 3, once the saddle point has been characterized, the control h of minimal norm can be
obtained by solving a suitable minimization problem. This process would require to prove an observability
of the form
‖ϕ(x, 0)‖2H10 (Ω) +
∫∫
Q
ϑ−23 (t)|θ|2 dxdt ≤ C
∫∫
Γ1×(0,T )
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt, (4.2)
for the solutions to the adjoint system
−ϕt −∆ϕ = θχOd in Q,
θt −∆θ = 1γ2ϕ in Q,
ϕ = 0, θ = 1
ℓ2
∂ϕ
∂n
ρΓ2 on Σ,
ϕ(x, T ) = ϕT (x), θ(x, 0) = 0 in Ω,
(4.3)
where ϑ3(t) is an appropriate weight. Note that this system is the same as (2.8), but the observability
we need now has a boundary observation instead of a distributed one.
We could opt to apply the Carleman inequality, presented in Lemma 3.4, to the first equation of (4.4)
while the Carleman estimate (2.19) to the second equation in (4.4). Nevertheless, the definition of their
respective weights are based on the selection of the functions ηi (see eq. (3.6)) and η
0 (see eq. (2.17))
and their different nature complicates the absorption of the lower order terms at the moment of adding
both estimates. Moreover, as a consequence of applying (2.19) to the equation verified by θ, we would
have local term depending on θ for which it is not clear the procedure to eliminate it.
As mentioned in Section 1, we shall present a hierarchic control result for the case when ψ ≡ 0 and
the optimal control objective is modified as follows.
Let us choose any function ρ⋆ ∈ C∞([0, T ]), such that ρ⋆(t) ≥ e sα¯2 with α defined as
α¯(x, t) =
e2λ‖η¯‖∞ − eλη¯(x)
t2(T − t)2
where η¯ is a function verifying properties (3.6). Consider the optimization problem
min
v∈L2(Σ)
I(v;h)
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for the cost functional
I(v; h) = 1
2
∫∫
Od×(0,T )
|w − wd|2 dxdt+ ℓ
2
2
∫∫
Σ
ρ2⋆|v|2 dσdt.
This is classical optimal control problem (cf. [29]) and the existence and uniqueness of its minimizer is
guaranteed if (1.11) is lower semicontinuous, strictly convex and coercive. The first two conditions can
be readily verified while the coercivity follows from the fact that e
sα¯
2 ≥ C > 0 for all (x, t) ∈ Q.
The characterization of the minimum can be carried out as in the previous sections and leads to the
optimality system 
wt −∆w = 0, in Q,
−rt −∆r = (w −wd)χOd in Q,
w = hχΓ1 +
1
ℓ2
∂r
∂n
ρ−2⋆ ρΓ2, r = 0 on Σ,
w(x, 0) = w0(x), r(x, T ) = 0 in Ω.
The next step is then to prove (4.2) for the solutions to the adjoint system
−ϕt −∆ϕ = θχOd in Q,
θt −∆θ = 0 in Q,
ϕ = 0, θ = 1
ℓ2
∂ϕ
∂n
ρ−2⋆ ρΓ2 on Σ,
ϕ(x, T ) = ϕT (x), θ(x, 0) = 0 in Ω.
(4.4)
The introduction of the weight ρ⋆ will help us to obtain a Carleman estimate for the solutions of (4.4)
without the necessity of applying a Carleman inequality to the equation verified by θ and thus avoiding
the problems mentioned before. The result is the following:
Proposition 4.1. Assume that ℓ is large enough. There exist a constant λ0 such that for any λ ≥ λ0
and a constant C > 0 such that the solution (ϕ, θ) to (4.4) satisfies∫∫
Q
e−2sα¯(sξ¯)3|ϕ|2 dxdt+
∫∫
Q
e−2sα¯
⋆ |θ|2 dxdt ≤ C
∫∫
O1×(0,T )
e−2sα¯sξ¯
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dxdt (4.5)
for all s large enough and every ϕT ∈ H10 (Ω). Here, we have used the notation
ξ¯(x, t) =
eλη¯(x)
t2(T − t)2 and α¯
⋆(t) =
e2λ‖η‖∞ − eλminx∈Ω η
t2(T − t)2 .
Proof. Let us set S ′ ⊂⊂ O1. Then, we apply inequality (3.11) (with the corresponding weights α¯, ξ¯ and
m = 0) to the first equation of system (4.4). By fixing λ0 > 0, we obtain∫∫
Q
e−2sα¯(sξ¯)3|ϕ|2 dxdt ≤ C
(∫∫
Q
e−2sα¯|θχOd |2 dxdt+
∫∫
S′×(0,T )
e−2sα¯sξ¯
∣∣∣∣∂ϕ∂n
∣∣∣∣ dxdt
)
(4.6)
valid for s and λ large enough.
Now, we define θ̂ = e−sα¯
⋆
θ. Then, θ̂ is solution to the system
−θ̂t −∆θ̂ = (e−sα⋆)tθ in Q,
θ̂ = e−sα¯
⋆ ∂ϕ
∂n
ρ−2⋆ ρΓ2 on Σ,
θ̂(·, 0) = 0 in Ω.
Notice that e−sα¯
⋆ ∈ C∞([0, T ]), thus the following energy estimate holds
‖θ̂‖W (Q) ≤ C
(
‖e−sα¯⋆s(ξ¯⋆)3/2θ‖L2(Q) +
∥∥∥∥ 1ℓ2 e−sα¯⋆ ∂ϕ∂nρ−2⋆
∥∥∥∥
H
1
2
, 1
4 (Σ)
)
. (4.7)
Here, we have denoted ξ¯⋆(t) = e
λmin
x∈Ω
η¯
t2(T−t)2
and used the fact that |α¯⋆t | ≤ C(ξ¯⋆)3/2 . Arguing as in the
proof of Proposition 2.9, we deduce from (4.7) that∫∫
Q
e−2sα¯
⋆ |θ|2 dxdt ≤ C
∫∫
Q
e−2sα¯
⋆
s(ξ¯⋆)3|θ|2 dxdt+ C
ℓ4
‖e−sα¯⋆ρ−2⋆ ϕ‖2H2,1(Q). (4.8)
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Adding estimates (4.6) and (4.8), and taking into account that Od ⊂ Ω, we get∫∫
Q
e−2sα¯(sξ¯)3|ϕ|2 dxdt+
∫∫
Q
e−2sα¯
⋆ |θ|2 dxdt
≤ C
∫∫
Γ1×(0,T )
e−2sα¯sξ¯
∣∣∣∣∂ϕ∂n
∣∣∣∣2 dσdt+C ∫∫
Q
e−2sα¯
⋆
(sξ¯⋆)3|θ|2 dxdt+ C
ℓ4
‖e−sα¯⋆ρ−2⋆ ϕ‖2H2,1(Q) (4.9)
for all s large enough.
At this point, we set s to a fixed value sufficiently large and reasoning as in Proposition 3.1, we
will absorb the last two terms in the above expression by taking the parameter ℓ large enough. Since
θ(·, 0) = 0 and
e−2sα¯
⋆
(ξ¯⋆)3 ≤ C, ∀(x, t) ∈ Q,
we can use a classical (non-weighted) energy estimates for the solutions to θ. More precisely, we can
bound the second term in the right-hand side of (4.9) as∫∫
Q
e−2sα¯
⋆
(ξ¯⋆)3|θ|2 dxdt ≤ C‖θ‖2L2(Q)
≤ C
ℓ4
‖ρ−2⋆ ϕ‖2H2,1(Q). (4.10)
To conclude, it is enough to obtain an estimate for ϕ̂ := e−sα¯
⋆
ϕ in H2,1(Q). Indeed, since ρ⋆ ≥ e sα2 ,
we can use such estimate to bound the last term in (4.9) and (4.10). For this, notice that ϕ̂ verifies
−ϕ̂t −∆ϕ̂ = −(e−sα⋆)tϕ+ e−sα⋆θχOd in Q,
ϕ̂ = 0 on Σ,
ϕ̂(·, T ) = 0 in Ω,
then, we immediately deduce that
‖ϕ̂‖H2,1(Q) ≤ C
(
‖e−sα¯⋆(ξ⋆)3/2ϕ‖L2(Q) + ‖e−sα¯
⋆
θ‖L2(Q)
)
. (4.11)
Finally, using (4.11) to estimate in (4.9) and (4.10) the desired inequality (4.5) follows by taking ℓ >> 1.
This concludes the proof.
Remark 4.2. The observability inequality (4.2) is a direct consequence of (4.5) and can be found arguing
as in the previous sections. For brevity, we will omit the proof.
5 Concluding remarks
In this paper, we have considered the robust hierarchic control problem for the simple case of a heat
equation. However, there are several open questions and related remarks that are worth mentioning.
1. Nonlinear problems. So far, we have focused on studying linear control problems. A further step is
to analyze the robust hierarchic control problem for systems of the form
yt −∆y + f(y) = hχω + ψ in Q,
y = vρΓ in Σ,
y(x, 0) = y0(x) in Ω,
(5.1)
where f ∈ C2(R) is a globally Lipschitz function. The well-posedness of (5.1) in the functional
space (2.1) can be understood as in [34, Section 8.2] and therefore the robust control problem (see
Definition 1.1) is meaningful.
For proving the existence and uniqueness of the saddle point, we need to obtain the first and second
order Frechet derivatives of the input-to-state operator G : (v, ψ) → y where y is the solution to
(5.1), as well as their regularity. This can be done by following [24]. Nevertheless, for proving an
analog to Proposition 2.4 for the solutions to (5.1) we need some additional embedding results (cf.
[24, Proof of Prop. 2]) and, in this case, it is not so clear how to obtain them. Thus, it remains as
an open problem.
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2. On the hypothesis (1.9). We have proved Theorem 1.4 by establishing an observability inequality
where hypothesis (1.9) was heavily used. Indeed, the construction of two different Carleman weights
fulfilling (3.7)–(3.8) and then the elimination of the second boundary observation in (3.13) rely on
such hypothesis. Notice also that, as a consequence, we were obliged to consider a perturbation
ψ localized in the domain B2 × (0, T ) for the robust control part but, at that level, (1.9) is not
necessary to determine the existence and uniqueness of the saddle point. It is therefore interesting
to prove Theorem 1.4 without using hypothesis (1.9) or by considering an alternative procedure
that allows to have a perturbation ψ in the whole domain Q.
3. Remarks on the Stackelberg robust control with all controls localized in the boundary. We devoted
Section 4 to prove a hierarchic control result for the heat equation in the case where the leader and
the follower are placed on the boundary. This was possible due to the weighted functional (1.11)
whose minimization enforces the control v to vanish exponentially as t goes to 0 and T .
We could have taken into account the effect of a perturbation affecting the system (see eq. (5.2))
by considering a cost functional of the form
K(v, ψ;h) = 1
2
∫∫
Od×(0,T )
|w − wd|2 dxdt+ ℓ
2
2
∫∫
Σ
ρ2⋆|v|2ρΓ2 dσdt−
γ4
2
∫∫
Q
ρ2⋆|ψ| dxdt.
For this functional, we can prove the existence of a saddle point if γ is large enough. However, the
introduction of the weight function indicates that only perturbations vanishing at t = 0 and t = T
are allowed. From the practical point of view, it makes sense to consider a control v with these
properties, since is at the choice of the designer, however, the perturbations are not at hand and
restricting its behavior to such class of functions is not accurate.
4. A Stackelberg-Nash controllability with all controls on the boundary. Theorem 1.5 can be extended
to the case when more followers participate in the definition of the optimal control problem. More
precisely, let us consider the system
wt −∆w = 0, in Q,
w = hχΓ + v
1ρΓ1 + v
2ρΓ2 on Σ,
w(x, 0) = w0(x), in Ω,
(5.2)
where Γ,Γi ⊂ ∂Ω are open sets with Γ ∩ Γi = ∅, i = 1, 2. Also, consider the functionals
Ii(v1, v2;h) = 1
2
∫∫
Oi,d×(0,T )
|w − wi,d|2 dxdt+ ℓ
2
i
2
∫∫
Σ
ρ2⋆|vi|2 dσdt, i = 1, 2. (5.3)
where wi,d in L
2(Q) are given functions and Oi,d ⊂ Ω are arbitrary observation sets.
Here, the goal is to design v1 and v2 so that a Nash equilibrium for the functionals (5.3) is attained,
this is, for any fixed h, we look for a pair (v¯1, v¯2) verifying
I1(v¯
1, v¯2;h) = min
v1∈L2(Σ)
I1(v
1, v¯2), I2(v¯
1, v¯2; h) = min
v2∈L2(Σ)
I1(v¯
1, v2). (5.4)
Adapting the results of [2, 23], it can be seen that, choosing ℓi large enough, there exists a unique pair
(v¯1, v¯2) satisfying (5.4). The characterization of the Nash equilibrium then leads to the optimality
system 
wt −∆w = 0, in Q,
−rit −∆ri = (w − wi,d)χOd in Q,
w = hχΓ +
1
ℓ21
∂r1
∂n
ρ−2⋆ ρΓ1 +
1
ℓ22
∂r2
∂n
ρ−2⋆ ρΓ2 , r
i = 0 on Σ,
w(x, 0) = w0(x), ri(x, T ) = 0 in Ω, i = 1, 2,
and the null controllability for this system can be addressed by obtaining a suitable observability
inequality for the solutions to the adjoint system
−ϕt −∆ϕ = θ1χO2,d + θ2χO2,d , in Q,
θit −∆θi = 0 in Q,
ϕ = 0, θi = 1
ℓ2
i
∂ϕ
∂n
ρ−2⋆ χΓi , on Σ,
ϕ(x, T ) = ϕT (x), θi(x, 0) = 0 in Ω, i = 1, 2.
(5.5)
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Thanks to the weight ρ⋆, this inequality can be obtained as in the proof of Proposition 4.1: it is
enough to apply the Carleman inequality (3.11) to the first equation of (5.5) and then only use
energy estimates to absorb the remaining terms depending on θi for i = 1, 2. For this same reason,
unlike [2, 23], there is not need to impose additional hypotheses on the sets Oi,d.
5. Changing the objective of the leader. As far as the authors’ knowledge, all of the papers devoted to
hierarchic control consider a controllability (either null or approximate) constraint as the leader’s
objective. An interesting problem that arises is to study the case where the leader is now in charge
of an insensitizing problem (see, e.g., [37]). To fix ideas, consider the system
yt −∆y = ξ + hχω + vχO in Q,
y = 0 in Σ,
y(x, 0) = y0(x) + τ y¯ in Ω,
where ξ ∈ L2(Q) is a given source term. The data of the system is incomplete in the following
sense: y¯ ∈ L2(Ω) is unknown with ‖y‖L2(Ω) = 1 and τ ∈ R is unknown and small enough.
As usual, the follower v will be in charge of a classical optimal control problem (i.e., minimize a
functional like (1.2) with γ ≡ 0) and for h and ξ, the expected optimality system takes the form
yt −∆y = ξ + hχω − 1ℓ2 pχO in Q,
−pt −∆p = (y − yd)χOd in Q
y = 0, p = 0 in Σ,
y(x, 0) = y0(x) + τ y¯, p(x, T ) = 0 in Ω.
(5.6)
Now, consider a differentiable functional Ψ defined on the sets of solutions to (5.8), for instance,
for some observation set S ⊂ Ω we define
Ψ(y) :=
1
2
∫∫
S×(0,T )
|y|2 dxdt.
We say that a control h insensitizes Ψ(y) for the initial datum y0 and the source term ξ if
∂Ψ
∂τ
∣∣∣∣
τ=0
= 0, ∀y¯ ∈ L2(Ω). (5.7)
As common in other insensitizing control problems, (5.7) is equivalent to a non-standard controlla-
bility problem. For our case, this translates into finding h such that z(x, 0) = 0 where (y, p, z, q) is
the solution to 
yt −∆y = ξ + hχω − 1ℓ2 pχO in Q,
−pt −∆p = (y − yd)χOd in Q
−zt −∆z = q + yχS in Q
qt −∆q = − 1ℓ2 zχO in Q
y = p = z = q = 0 in Σ,
y(x, 0) = y0(x), p(x, T ) = z(x, T ) = q(x, 0) = 0 in Ω.
(5.8)
This means that we have to control one component of a system of four coupled equations. As
pointed out in [25], the hierarchic controllability of coupled systems as (5.8) with one control force
is not yet fully understood and further investigation is desirable.
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