Abstract. We formulate a well-posedness and approximation theory for a class of generalised saddle point problems. In this way we develop an approach to a class of fourth order elliptic partial differential equations using the idea of splitting into coupled second order equations. Our main motivation is to treat certain fourth order equations on closed surfaces arising in the modelling of biomembranes but the approach may be applied more generally. In particular we are interested in equations with non-smooth right hand sides and operators which have non-trivial kernels.The theory for well posedness and approximation is presented in an abstract setting. Several examples are described together with some numerical experiments.
Introduction
We study the well posedness and approximation of a generalised linear saddle point problem in reflexive Banach spaces using three bilinear forms: find (u, w) ∈ X × Y such that c(u, η) + b(η, w) = f, η ∀η ∈ X, b(u, ξ) − m(w, ξ) = g, ξ ∀ξ ∈ Y.
(1.1)
Our assumptions on the bilinear forms and spaces will be detailed in Section 2. First we give some context to this general problem within the existing literature. If we were to set m = 0 the resulting saddle point problem is well studied, see for example [12] , and the assumptions we will make on b and c are sufficient to show well posedness. The m = 0 case is examined in [2, 3, 13] . In these papers well posedness is shown under a different set of assumptions to ours. In contrast to our assumptions only one of the inf sup conditions is required for b and m has a weaker coercivity assumption but c is assumed to be coercive. Indeed their assumptions are weaker than the ones used in this work for b and m but stronger for c.
This system is motivated by splitting methods in which we turn a single high order partial differential equation into a coupled system of lower order equations. For example, consider the PDE
where A is a fourth order differential operator. Suppose we may write A = B 1 • B 2 + C, where B 1 , B 2 and C are second order differential operators. By introducing a new variable, w = B 2 u, we may rewrite (1.2) as a coupled system of equations Cu + B 1 w = f,
The advantage of such a splitting method is that the resulting system of equations is second order, it can thus be solved numerically using simpler finite elements than are required to directly solve (1.2). Of course the meaning of the resulting split systems also depends on boundary conditions where needed. Please note that all examples presented in the paper are actually set on closed surfaces. To be an effective method the system (1.3) must itself be well posed. This question is considered in [3] , where sharp conditions are given detailing well posedness of the system. Amongst these conditions is a relationship between the norm of B 1 − B 2 and other properties of the operators (see [3, Section 3.1] ). When designing a splitting method it can be difficult to ensure that this condition holds.
In this paper we will take B 1 = B 2 . This case is studied in [13, 16] . These papers treat the case where C induces a bilinear operator that is coercive or at least positive semi definite. We will not make this assumption here as it is not compatible with many of problems we wish to consider. To illustrate this point, consider the operator A = ∆ 2 u + ∆u + u.
Such an A induces a coercive bilinear form on H 2 (Ω) ∩ H 1 0 (Ω) where Ω is a bounded open set in R 2 with smooth boundary or on H 2 (Γ) where Γ is a closed smooth hypersurface in R 3 . These lead to a problem of the form (1.2) being well posed. However to perform a splitting which satisfies the conditions in [13, 16] we require a B 1 which induces a bilinear form satisfying an inf sup condition, equivalently B 1 is invertible in an appropriate sense, and a C which induces a positive semi-definite bilinear form. A possible choice is B 1 = B 2 = −∆ + λ for some λ > 0 (with homogeneous Dirichlet boundary condition in the case that Ω ⊂ R 2 with a smooth boundary) but this produces
which isn't positive semi definite for any λ > 0. We will thus consider a situation where C does not induce a positive semi-definite bilinear form. Note that this work is not a direct generalisation of the results in [13, 16] , whilst we consider a weaker condition on C this is accommodated by a stronger condition on the operator which acts on w in the second equation, chosen to be the negative identity map in (1.3).
Our abstract setting and assumptions are motivated by applications of this general theory to formulate a splitting method for surface PDE problems arising in models of biomembranes which are posed over a sphere and a torus, [10] . The complexity of the fourth order operator we wish to split, which results from the second variation of the Willmore functional, makes it difficult to formulate the splitting problem in such a way that existing theory can be applied. Such a formulation may be possible but it is our belief that the method presented here is straightforward to apply to this and similar problems. Moreover the additional assumptions we make on b and m are quite natural for the applications we consider. See also [9, 11] for other possible applications to fourth order partial differential equations.
Outline of paper. In Section 2 we define an abstract saddle point system consisting of two coupled variational equations in a Banach space setting using three bilinear forms {c,b,m}. Well posedness is proved subject to Assumptions 2.1 and 2.2. An abstract finite element approximation is defined in Section 3. Natural error bounds are proved under approximation assumptions. Section 4 details some notation for surface calculus and surface finite elements. Section 5 details results about a useful bilinear form b(·, ·) used in the examples of fourth order surface PDEs studied in later sections. Examples of two fourth order PDEs on closed surfaces satisfying the assumptions of Section 2 are given in Section 6 and the analysis of the application of the surface finite element method to the saddle point problem is studied in Section 7. Finally a couple of numerical examples are given in Section 8 which verify the proved convergence rates.
Abstract splitting problem
We now introduce the coupled system on which the splitting method is based. Our abstract problem is formulated in a Banach space setting. We will first define the spaces and functionals used and the required assumptions.
Problem 2.1. With the spaces and functionals in Definition 2.1, find (u, w) ∈ X × Y such that
Throughout we assume the following inf sup and coercivity conditions on the bilinear forms b(·, ·), c(·, ·) and m(·, ·).
Assumption 2.1.
• There exist β, γ > 0 such that
• There exists C > 0 such that for all (u,
For existence we will make the additional assumption that the spaces X and Y can be approximated by sequences of finite dimensional spaces. Moreover we assume that such approximating spaces are sufficiently rich to satisfy an appropriate inf sup inequality. This assumption allows us to use a Galerkin approach. Assumption 2.2. We assume there exist sequences of finite dimensional approximating spaces X n ⊂ X and Y n ⊂ Y . That is, for any η ∈ X there exists a sequence η n ∈ X n such that η n − η X → 0, similarly for any ξ ∈ Y there exists a sequence ξ n ∈ Y n such that ξ n − ξ Y → 0.
Moreover, we assume the discrete inf sup inequalities hold. That is there existβ,γ > 0, independent of n, such thatβ
Finally, assume there exists a map I n : Y → Y n for each n, such that
We now show the well posedness of Problem 2.1. First we prove two key lemmas in which we construct a discrete inverse operator and a discrete coercivity relation that is an analogue of (2.3). We make use of a generalised form of the Lax-Milgram theorem, the Banach-Nečas-Babuška Theorem [12, Section 2.1.3]. For completeness, the theorem is stated below. Theorem 2.1 (Banach-Nečas-Babuška). Let W be a Banach Space and let V be a reflexive Banach space. Let A ∈ L(W × V ; R) and F ∈ V * . Then there exists a unique u F ∈ W such that
Moreover the following a priori estimate holds 
It follows
Using the inf sup inequalities given in (2.2) we deduce
For any v n ∈ Y n we can thus bound the difference
Now, choosing n sufficiently large in the bound above, by (2.3) and (2.6) it follows for any
from which the result is immediate. Proof. We begin with existence, using a Galerkin argument. Let (u n , w n ) ∈ X n × Y n be the unique solution of
As the problem is linear and finite dimensional, existence and uniqueness of such a solution is equivalent to uniqueness for the homogeneous problem f = g = 0. In this case, testing the first equation with u n , the second with w n and subtracting we obtain c(u n , u n ) + m(w n , w n ) = 0.
For sufficiently large n this implies w n = 0 by (2.7), as u n = G n m(w n , ·) in the homogeneous case, thus u n = 0 also due to the linearity of G n . Now we return to the inhomogeneous case and produce a priori bounds on u n , w n . To create a pair of initial bounds we use the discrete inf sup inequalities with each of the finite dimensional equations. Firstly,
Similarly with the second equation,
Combining these two inequalities produces
To bound the w n L term we use the same approach of subtracting the equations as used to show uniqueness. In the inhomogeneous case this produces
Notice now u n = G n m(w n , ·) + G n g, and thus (2.7) yields
Recall, by Lemma 2.1,
Combining these two inequalities with (2.8) produces
then inserting this bound into (2.8) produces
Thus u n and w n are bounded sequences in X and Y respectively, which are both reflexive Banach spaces, hence there exists a subsequence (which we continue to denote with a subscript n) such that for some weak limits u ∈ X and w ∈ Y . We will show that this weak limit is a solution to Problem 2.1. For any η ∈ X, there exists an approximating sequence η n → η with each η n ∈ X n , it follows
We treat the second equation similarly, for any ξ ∈ Y we may find a sequence ξ n → ξ with each ξ n ∈ Y n and Thus (u, w) does indeed solve Problem 2.1. Moreover, as u, w are the weak limits of bounded sequences in reflexive Banach spaces they satisfy the same upper bound, that is
We complete the proof by proving uniqueness, as the system is linear it is sufficient to consider the homogeneous case f = g = 0. In such a case b(u, ξ) = m(w, ξ) ∀ξ ∈ Y and c(u, u) + m(w, w) = 0.
Then by (2.3) we have w = 0 and hence u = 0.
Abstract finite element method
In this section we formulate and analyse an abstract finite element method to approximate the solution of Problem 2.1. In our applications we wish to use a non-conforming finite element method in the sense of using finite element spaces which are not subspaces of the function spaces. For example, we will approximate problems based on a surface Γ via problems based on a discrete surface Γ h . Definition 3.1. Suppose, for h > 0, X h , Y h are finite dimensional normed vector spaces and there exist lift operators
which are linear and injective, such that X
We will assume the following approximation properties, there exists C > 0 and k ∈ N such that
h , where X * h and Y * h are the dual spaces of X h and Y h respectively, be such that
The finite element approximation can now be formulated.
We now prove well posedness for the finite element method, Problem 3.1, and produce a priori bounds for the solution.
Theorem 3.1. For sufficiently small h, there exists a unique solution to Problem 3.1. Moreover, there exists a constant C > 0, independent of h, such that
Proof. For existence and uniqueness it is sufficient to prove existence for the homogeneous case f h = g h = 0 as the system is linear and finite dimensional. In the homogeneous case we see
We will denote by G l h : Y * → X l h the map constructed in Lemma 2.1 and also define G h :
The final line holds as u l h X ≤ C w l h L in the homogeneous case, using the second equation of the system. It follows, by (2.7),
Hence for h sufficiently small w l h = 0 from which we deduce u l h = 0 and hence w h = u h = 0. Thus there exists a unique solution for sufficiently small h. Now we prove the required error estimate. Let η h ∈ X h and ξ h ∈ Y h be arbitrary. Using the second equation and the discrete inf sup inequality it follows
To produce the result we must bound the L-norm term which appears here. To do so we will add the discrete equations together and use the discrete coercivity relation (2.7). Firstly consider
Treating the second equation similarly produces
. Combining these two estimates with (3.1) produces
, where the grouping of terms B is given by
The coercivity relation in (2.7) gives
To proceed we bound the three terms appearing here. The first term is simply an approximation property,
The final line is true for sufficiently small h and follows from (3.1). The second term we have already bounded in (3.2). For the final term notice
To bound these terms first notice, by Lemma 2.1,
We can then use the bound on u 
To bound each of these we use the discrete inf sup inequalities and the definition of G l h . Firstly,
Similarly, for the second term
. Thus combining these bounds we see
Now, inserting (3.2), (3.5) and (3.6) into (3.4) and considering sufficiently small h, to absorb the final term appearing in (3.5) into the left hand side, produces
We can deduce an a priori estimate by setting η h = ξ h = 0 as then
, hence using the estimate in Theorem 2.2, for sufficiently small h,
. Using this bound and the triangle inequality gives
. A further application of the triangle inequality and the a priori estimate in Theorem 2.2 produces
Thus for sufficiently small h we have
Now we obtain the required result by taking an infimum, as the left hand side is independent of ξ h and η h . This bound forms the core of the error analysis in our applications. There we will have the existence of an interpolation operator which allows this infimum bound to be turned into an error bound of the form Ch α , for some 0 ≤ α ≤ k. Exactly how large this α can be depends upon the regularity of the solution (u, w). We now introduce this error bound in this abstract setting.
Corollary 3.1. Suppose there exist Banach spacesX ⊂ X,Ỹ ⊂ Y such that (u, w) ∈X ×Ỹ and with each embedding being continuous. Further assume there existsC, α > 0, independent of h, such that
Then, for sufficiently small h, there exists C > 0, independent of h, such that
We can also establish higher order error bounds in weaker norms by using a duality argument similar to the Aubin-Nitsche trick. To do so we assume that c(·, ·) is symmetric and that the Banach spaces X and Y can be embedded into some larger Hilbert spaces which supply the appropriate weaker norms. 
Assume that there exist Banach spacesX ⊂ X andŶ ⊂ Y such that (ψ, ϕ) ∈X ×Ŷ with both embeddings continuous andC, β > 0 such that
Finally assume the regularity result
Proof. Let (ψ, ϕ) be as defined in the statement above. It follows, for any (
It follows, using the boundedness and approximation properties of the bilinear operators,
Taking the infimum with respect to (η h , ξ h ) gives
The result is then deduced, for sufficiently small h, using Young's inequality.
Surface calculus and surface finite elements
In this section we establish some notation with respect to surface PDEs and surface finite elements and study a particular bilinear form associated with a positive definite second order elliptic operator. 
Surface calculus.
We follow the development in [8] . Let Γ be a closed (that is compact and without boundary) C k -hypersurface in R 3 , where k is as large as needed but at most 4. There is a bounded domain U ⊂ R 3 such that Γ is the boundary set of U . The unit normal ν to Γ that points away from this domain is called the outward unit normal. We define P := 1 l − ν ⊗ ν on Γ to be, at each point of Γ, the projection onto the corresponding tangent space. Here 1 l denotes the identity matrix in R 3 . For a differentiable function f on Γ we define the tangential gradient by
where f is a differentiable extension of f to an open neighbourhood of Γ ⊂ R 3 . Here, ∇ denotes the usual gradient in R 3 . The above definition only depends on the values of f on Γ. In particular, it does not dependent on the extension f , see Lemma 2.4 in [8] for more details. The components of the tangential gradient are denoted by (
For a twice differentiable function the Laplace-Beltrami operator is defined by
The extended Weingarten map H := ∇ Γ ν is symmetric and has zero eigenvalue in the normal direction. The eigenvalues κ i , i = 1, 2, belonging to the tangential eigenvectors are the principal curvatures of Γ. The mean curvature H is the sum of the principal curvatures, that is H :=
Note that our definition differs from the more common one by a factor of 2. We will denote the identity function on Γ by id Γ , that is id Γ (p) = p for all p ∈ Γ. The mean curvature vector Hν satisfies Hν = −∆ Γ id Γ , see Section 2.3 in [4] .
4.2.
Surface finite elements. We will consider surface finite elements, [8] . We assume that the surface Γ is approximated by a polyhedral hypersurface
where T h denotes the set of two-dimensional simplices in R 3 which are supposed to form an admissible triangulation. For T ∈ T h the diameter of T is h(T ) and the radius of the largest ball contained in T is ρ(T ). We set h := max T ∈T h h(T ) and assume that the ratio between h and ρ(T ) is uniformly bounded (independently of h). We assume that Γ h is contained in a strip N δ of width δ > 0 around Γ on which the decomposition
is unique for all x ∈ N δ . Here, d(x) denotes the oriented distance function to Γ, see Section 2.2 in [4] . This defines a map x → p(x) from N δ onto Γ. We here assume that the restriction p |Γ h of this map on the polyhedral hypersurface Γ h is a bijective map between Γ h and Γ. In addition, the vertices of the simplices T ∈ T h are supposed to sit on Γ. The generation of these triangulations for torii is rather standard, see for example [8] .
The piecewise affine Lagrange finite element space on Γ h is
where P 1 (T ) denotes the set of polynomials of degree 1 or less on T . The Lagrange basis functions ϕ i of this space are uniquely determined by their values at the so-called Lagrange nodes q j , that is ϕ i (q j ) = δ ij . The associated Lagrange interpolation of a continuous function f on Γ h is defined by
We now introduce the lifted discrete spaces. We will use the standard lift operator as constructed in [8, Section 4.1] . The lift f l of a function f : Γ h → R onto Γ is defined by
for all x ∈ Γ. The inverse map is denoted by f −l := f • p. The lifted finite element space is 
Proof. Consider the map A :
Evidently A is well-defined and linear, by Hölder's inequality it is also continuous. We will now show that it is an isomorphism, beginning with showing that A is surjective. Consider the inverse Laplacian type map
is defined to be the unique solution to
That T is well defined, continuous and a bijection follows by elliptic regularity. It is immediate that
The second line is due to a commutation relation for D α and ∆ Γ which follows from [8, Lemma 2.6]. To be more explicit, by summing over repeated indices we obtain for a twice continously differentiable function u on Γ
and
It then follows that 
) and thus we may extend the map ϕ → − F, D α T ϕ to L q (Γ) and that extension lies in L q (Γ) * . The first term may be treated in a similar manner. It follows there exists g α ∈ L p (Γ) such that
Hence g ∈ W 1,p (Γ). Now, for the constructed g ∈ W 1,p (Γ) it holds, for any v ∈ H 2 (Γ),
Integrating the left hand side by parts and using density the above equation implies, for any v ∈ W 1,q (Γ),
Hence A(g) = F and thus A is surjective. To show A is injective, suppose A(u) = 0, then in particular,
Thus A is a bijection and by the bounded inverse theorem A −1 is also bounded, it follows
Hence we obtain
, completing the second inf sup inequality. Here, we have implicitly made use of the canonical isomorphism between X and X * * .
Ritz projection.
For the approximation and uniform convergence conditions (2.6) related to our bilinear form b(·, ·) we will make use of the Ritz projection which is defined in the lemma below. 
Finally, it holds that
Proof. One can see the Ritz projection Π h is well defined as this is equivalent to the invertibility of S + λM , where S, M are the usual mass and stiffness matrices for lifted finite elements. The linearity of Π h is obvious. It is straightforward to show that Π h ψ 1,2 ≤ C(λ) ψ 1,2 for all ψ ∈ W 1,2 (Γ). From formula (4.16) in [15] , we learn that Π h ψ 1,∞ ≤ C ψ 1,∞ . From the interpolation of Sobolev spaces, see e.g. Corollary 5.13 in [1] , we can deduce that Π h ψ 1,r ≤ C ψ 1,r for all 2 ≤ r ≤ ∞. Observe that b(η,
Then, using Proposition 5.1 with q = r and p = s for 1 < s ≤ 2, it follows that
so that we indeed have Π h ψ 1,r ≤ C ψ 1,r for all 1 < r ≤ ∞. We next show that for 2 ≤ s < ∞,
Using the equivalence of the norms on the surfaces Γ and Γ h , see [6] , we can lift the usual interpolation estimates for the Lagrange interpolation operator I h onto Γ. We hence obtain, 
Using the estimate (a
, which holds for all a, b ≥ 0, we finally conclude that
h is arbitrary. For 1 < r ≤ 2 and s := r/(r − 1) ∈ [2, ∞), we obtain
On the other hand, for 2 ≤ r ≤ ∞, we can conclude that
Hence, for any 1 < r ≤ ∞,
For the choices X = W 1,q (Γ) and Y = W 1,p (Γ) with 1 < p ≤ 2 ≤ q < ∞ such that 1/p + 1/q = 1 as well as L = L 2 (Γ), the uniform convergence condition (2.6) now follows by choosing I n := Π hn and setting r = p in the lemma above. Furthermore, the conditions η n − η X → 0 and ξ n − ξ Y → 0 in Assumption 2.2 hold for the following reasons. First, η and ξ can be approximated sufficiently well by smooth functions η andξ, respectively. Then,η andξ are approximated by I 
Let V h ⊂ V and W h ⊂ W with W h reflexive. If there exists δ > 0 such that, for all η ∈ V , there exists
We can now prove the discrete inf sup conditions for b(·, ·).
Lemma 5.3. Under the assumptions of Lemma 5.1 (for 1 < r < ∞), there existβ,γ > 0, independent of h, such thatβ 6. Applications to second order splitting of fourth order surface PDEs 6.1. A standard fourth order problem. In this section we apply the abstract theory to splitting a fairly general fourth order surface PDE. That is we consider solving a problem of the form
Proof. We apply Fortin's Criterion (Lemma 5.2). Setting
3 , a closed 2-dimensional hypersurface. This PDE results from minimising the functional
We make the following assumptions on B and C to ensure that the equation is well posed. Assumption 6.1. Let B : Γ → R 3×3 , B be measurable and symmetric such that there exists
Let C : Γ → R be measurable and there exist C m , C M > 0 such that
There exists Λ > 0 such that
Finally we suppose F ∈ L 2 (Γ).
Remark 6.1. Note that in the above P ∇ Γ u can be replaced by ∇ Γ u since P projects onto the tangent space and that
Also we can write B rather than P BP provided for each x ∈ Γ, B :
The well-posedness of the PDE follows by consideration of the weak formulation of the problem. 
The assumptions we make on B and C ensure that the bilinear form is coercive on H 2 (Γ) × H 2 (Γ) and hence the problem is well posed by the Lax-Milgram theorem. Here we have chosen an L 2 right hand side, one could make a more general choice, however, we restrict to L 2 here as we will later show that in this case the numerical method attains the optimal order of convergence.
We will now formulate an appropriate splitting method whose solution coincides with that of the fourth order problem. The coupled PDEs in distributional form are
This motivates solving Problem 2.1 with the following definition of the data. Note that G = 0 for the above PDE system.
Finally, take the data to be f := m(F, ·) and
We can now use the abstract theory to show well posedness for this problem.
Proposition 6.1. There exists a unique solution to Problem 2.1 with the spaces and functionals as chosen in Definition 6.1. Moreover for B ∈ W 1,∞ (Γ) we have the regularity result u, w ∈ H 2 (Γ) with the estimate For the assumptions made in Assumption 2.2, we take the lifted discrete spaces described in the previous section and the required discrete inf sup inequalities follow from Lemma 5.3. Finally, (2.6) holds by Lemma 5.1. We thus have well posedness by Theorem 2.2. The regularity estimate follows by applying elliptic regularity to each of the equations of the system. Finally, when G = 0, by elliptic regularity we have w = −∆ Γ u + u. 6.2. Clifford torus problems. We now look to apply the above theory to produce a splitting method for a pair of fourth order problems, based around the second variation of the Willmore functional, posed on a Clifford torus Γ = T (R, R √ 2). The problems are derived and motivated in Section 6.1.2 of [10] . In order to state the problems we need the following definitions. Here the parameter χ con takes one of two values leading to two problems. These are χ con = 0 or χ con = 1 corresponding to the two cases of point forces or point constraints respectively. The functions g k are smooth and form a basis for the kernel of the second variation of the Willmore functional. Their specific form is given in Section 6.1.2 of [10] but is not required here. Finally set g = 0 and f such that
for the point forces, χ con = 0, or point constraints, χ con = 1, problem respectively. The terms involving ρ and δ in r 1 (·, ·) are penalty terms which, respectively, enforce orthogonality to the {g k } K k=1 and point displacement constraints at {X k } N k=1 . We will now check that all of the assumptions required in Definition 2.1 and Assumption 2.1 hold for the choices made above in Definition 6.2. Most of these are straightforward, however the inf sup conditions require the Proposition 5.1. Now we check the remaining assumptions required. 
