Wireless multimedia sensor networks (WMSNs) are widely used in various fields where coverage control is a critical difficulty because multiple requirements need to be considered such as service quality and energy consumption. In this paper, we focus on the issues existing in coverage model and coverage control method, and propose an adaptive particle swarm optimization algorithm for solving the coverage control problem in the WMSNs. First of all, a 3D coverage model is developed with introducing the perceptual radius of sensors, while the optimal projection area of a single sensor is deduced. Hereafter, an adaptive particle swarm optimization is suggested to optimize the location information of sensors for reducing both perceptual overlapping areas and perceptual blind areas in the monitoring area. At last, a redundant node sleeping strategy is presented to reduce the number of working sensors. Simulation results have show that we can ensure better coverage as well as fewer sensors compared to the state-of-the-art frameworks.
I. INTRODUCTION
Currently wireless multimedia sensor networks (WMSNs) are widely used in unmanned driving [1] , smart city [2] , communication network [3] , [4] , intelligent control [5] , [6] , automatic monitoring [7] , [8] and many other fields [9] , [10] . Indeed, WMSNs have become an indispensable tool for monitoring environment and collecting data in diverse application scenarios. Usually monitoring a certain area requires lots of sensors where inevitably involves coverage control [11] , [12] . To this end, the coverage control techniques for improving coverage performance and service quality in WMSNs have attracted much attention from researchers.
Generally speaking, coverage control in WMSNs mainly refers to coverage model and coverage control method [13] , [14] . The essence of coverage model is to establish the mathematical model for simulating the actual perception of sensors. At present the related research focuses on 2D coverage model [15] - [17] . Ma 
and Liu proposed a sector
The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan . coverage model based main sensing direction and perception radius of sensor in [18] . Habibi et al. [19] suggested a distributed coverage control strategy in which the sensing area of sensor is circular. Ramar and Shanmugasundaram presented a connected k-coverage topology control model based on the consideration of coverage and connectivity between sensors with circular coverage area in [20] . Zhang et al. developed a rotation direction model that integrated position information and perceptual radius of sensor in [21] . Since the height information of sensors is not considered, the above models mismatch actual physical environment, so the researchers make their great efforts to design the coverage models in 3D case. Hui et al. found a stereoscopic coverage model including node sleep scheduling and wake-up scheme in [22] . Ma et al. proposed a directed coverage model based on horizontal perception optimization and vertical perception optimization in [23] . Jia et al. put forward a spatial coverage model with combination of the height information of sensors in [24] . Rebai et al. presented an integrated coverage and connectivity model in [25] . Kumar et al. designed the square and circular perception model in [26] . Si et al. suggested a mixed coverage control method by merging exponential probabilistic model and omnidirectional probabilistic model in [27] . The above mentioned 3D coverage models have performed well in ideal cases, yet they imply that sensors perceive the distance to infinity, which makes it difficult to apply to reality effectively.
In addition, most of coverage control method achieves the optimal coverage performance by optimizing perception direction or position of sensors. In [28] , a distributed communication-aware coverage control method was proposed to maximize area coverage by a mobile robot network. A unified omni-directional and directional coverage control approach for 2D or 3D coverage problems was presented in [29] , which was based on schematizing the region of interest by a grid of points and describing perceptual area by a circle or sector. An autonomous optimal deployment method with directional sensing models was suggested in [30] , including concurrent rotation control and staged rotation control. A deployment method based on improved ant colony algorithm was designed to strength the coverage in [31] . A multi-target coverage control method based on complex alliance strategy was developed in [32] to improve energy consumption and coverage. A hybrid multi-objective decomposition optimization algorithm was proposed in [33] with combination of a discrete binary particle swarm optimization for optimizing coverage and life cycle. A novel sleep scheduling approach was presented in [34] , which aimed at minimizing the number of sensors to activate for covering a region of interest as well as preserving the connectivity among sensors. The above mentioned methods are efficient and get competitive performance over coverage control problems in the WMSNs . However,on the one hand, these studies deploy the sensors in random way, resulting in a large number overlapping perception areas in the monitoring area. Hereafter, no matter how to adjust the perception direction of sensors, the coverage will not be significantly improved. On the other hand, they only consider the maximization of coverage or energy consumption.
Aiming at problems of coverage model and coverage control method in the WMSNs, a novel coverage control algorithm based adaptive particle swarm optimization and node sleep is proposed in this paper to improve coverage as well as energy consumption. The main contributions of this paper are listed as follows:
• We contribute a directional coverage model with integrating the height information and the perceptual radius of sensors to accurately describe perception range of the WMSNs. Then, the optimal projection area of a single sensor on X-Y plain is deduced.
• We present an adaptive particle swarm optimization algorithm to adjust the location information of sensors, which reduces perceptual overlapping areas and perceptual blind area in the monitored area and achieves better coverage. • We propose a redundant node sleeping strategy for reducing the number of working sensors and saving energy.
• Numerical simulations are designed to exam the performance of our algorithm, and results show that we can improve coverage better with fewer sensors. The reminder of this paper is organized as follows. Section II presents 3D directional coverage model. Section III introduces adaptive particle swarm optimization for optimizing location of the sensors. Section IV suggests a coverage control method including location optimization and redundant node sleeping. Section V discusses the simulation setup and experimental results. Finally Section VI reports the conclusion remarks.
II. THREE-DIMENTIONAL DIRECTIONAL COVERAGE MODEL
In this paper, the spatial sensing region of sensors is mathematically modeled as a 3D cone, as shown in Fig. 1 . Point P is treated as a sensor, and the projection of the coverage region of P on the X − Y plane is an ellipse ABCD, which is usually regarded as the perceptual range of sensor P. Thus, the proposed coverage model is represented as a form of quaternions (P,| −→ P O|,R,2β) . Among them, P = (x, y, z) denotes the spatial location of sensors.
is the main sensing direction of P. R is the maximum sensing distance of sensors, i.e. the sensing radius. 2β = APB is the perceptual perspective of sensor. γ = KPO is called pitch angle. In addition, point K is the projection of P on the X − Y plane. H is the center of solid ellipse ABCD.
Below, we will derive general mathematical form of the coverage area of P. These tasks are necessary to facilitate the calculation of the coverage in our model. First of all, we can easily get the long semi-axis (|AH |) of the ellipse ABCD as follows.
where z is the height of P, β is the perceived perspective of P, γ is the pitch angle of P.
In order to get the short semi-axis of the ellipse, an intermediate variable θ is assumed. Then, we suppose that the angle between | − → PO| and | − → PH | is θ.
Since point D and point F are on the same circle CDEF, we will get the following equation.
Further we can obtain the short semi-axis (|DH |) of the ellipse as follows.
Due to the limitation of the sensing radius R, the range of the pitch angle in the proposed coverage model satisfies the following implied conditions.
Finally, for evaluating coverage of WMSNs, an evaluation method is designed in this paper and the specific steps are as follows. step. 1 The monitored area is discretized into square grids, and discretization accuracy depends on actual needs, for instance, 1m * 1m; step. 2 The total number of discrete grid points in the monitoring area is obtained, denoted as C t ; step. 3 The number of grid points covered by all sensors can be calculated, denoted as C s . step. 4 The total coverage of the WMSNs is as shown in equation (10).
It is worth noting that the perceived area of sensors in our model is an ellipse with a general form. Especially when the pitch angle is zero, the perceived area will be a circle.
III. ADAPTIVE PARTICLE SWARM OPTIMIZATION (APSO)
Particle swarm optimization (PSO) is a swarm intelligent optimization algorithm proposed by Kennedy and Eberhart in 1995 through simulating the social behavior of birds foraging [35] , [36] . At present, PSO has been widely used in many fields such as function optimization, engineering design, neural network training and fuzzy system control, etc [37] , [38] . These successes can be attributed to the fact that PSO has the advantages of simple operation, insensitivity to initial setting and good global search capability. It is known that PSO is initialized as a group of random particles (random solutions), and then iteratively finds the optimal solution. In each iteration of evolution, the particles update themselves by tracking two "extreme values". The first is the particle's optimal current positions (i.e. pbest) found by itself, and the other is the optimal positions (i.e. gbest) found by the all particles. Each particle is associated with two properties (velocity V and position X) and it moves in the search space with a velocity that is dynamically adjusted. Mathematically, the velocity and position of the particles are updated depending on the following equations.
where c1 and c2 are learning factors. rand() denote random number uniformly distributed in the range (0,1). t is the number of evolutionary iterations. The position of the ith particle is represented by a M -dimensional vector x
i,M ). The best position (the position giving the best fitness value) of the ith particle is recorded as pbest i , while the global best position of the whole population achieved so far is recorded as gbest.
It is known that the balance between global and local search during the evolution is critical to the success of an optimization algorithm. However, the weight in standard PSO was initially set as a constant (such as 1) in the whole evolution. This way can hardly work due to the failure of coordinating exploration and exploitation. In view of the high-dimensional variable characteristic of the location optimization in the WMSNs, standard PSO will be not suitable for solving this problem. Moreover, we find that a larger weight at early evolution facilitates the global search while a smaller weight at late evolution facilitates the local search. As a consequence, in this section the APSO is discussed from two aspects of adaptive weight and enhanced learning factor respectively to strengthen the exploration and the exploitation of algorithm.
where w (t) is an adaptive weight adjusted according to the number of iterations as shown in equation (14) . c1 (t) and c2 (t) are enhanced learning factors as shown in equation (15), which are mainly used for better balance the exploration and the exploitation.
where t is number of evolutionary iterations, G max is maximum number of evolutionary iterations. We can see that w (t) is an adaptive manner in equation (13) . In the early evolution, w (t) is relatively larger and the difference of particles increases. It will contribute to improving the diversity and the exploration of the algorithm. Meanwhile, in the late evolution w (t) becomes smaller and the difference of particles becomes smaller. It will help to accelerate convergence. To this end, adaptive weight effectively balance the diversity and the convergence while coordinate the exploration and the exploitation. Similarly, c1 (t) and c2 (t) are gradually decreasing as evolution progresses. This implies that in the early evolution, the particles rely more on their own experience and the guidance of the optimal particle, thus enhancing the global search. At the late evolution, the difference between particles gradually decreases, thereby enhancing the local search.
IV. COVERAGE CONTROL OPTIMIZATION
In order to achieve the optimal coverage of the WMSNs, the coverage area of a single sensor can be optimized to the maximum. Also, the location information of all sensors can be optimized to reduce the perceptual overlapping areas and the perceptual blind areas. But simultaneous optimization of them leads to excessive calculations. Through further analysis, the two-dimensional coverage area of a single sensor is only related to the pitch angle, so the optimal pitch angle of sensors can be solved first as shown in section II, and then the location information of sensors can be adjusted for improving the coverage. When the coverage reaches the optimum, there will be some redundant nodes in the WMSNs which which leads to the increase of energy consumption. At this time, it is still necessary to optimize the working state of the nodes, that is to determine the sequence of sensors activation or deactivation. For this reason, the process of coverage control is divided into the pitch angle optimization, the node location optimization and the node sleeping.
A. NODE LOCATION OPTIMIZATION
After obtaining the optimal pitch angle as shown in section II, the coverage area of a single sensor will reach the maximum. However, due to the random deployment of a large number of sensors, there will be lots of overlapping perception areas and overlapping blind areas in the WMSNs, so it is necessary to adjust the location of sensors. For this reason, the APSO is introduced to optimize the position of sensors.
Assume that N sensors are randomly deployed in the monitoring area, the initial position of these sensors can be expressed as s = (s 1 , s 2 , · · · , s N ), where s j = (x, y) is the projection coordinate of the j-th sensor on the X-Y plane. In order to use the APSO to optimize the position information of the sensors, the size of the population is set to M . Then the class can be described as follows. 
where the i-th student in the class is X i = (X i,1 , X 1,2 , · · · , X 1,N ), M is the size of the population, N is the number of deployed sensors. Obviously, X i is equivalent to s.
The process of node location optimization is as follows. step.1 Set initial parameters: the number of the deployed sensors is N , the size of the population is M , the maximum number of iterations is G max . step.2 Generate the initial class, as shown in equation (16) . step.3 Calculate the fitness value of each individual through equation (10) . step.4 Update the particles according to equation (13) and equation (12) . step.5 Determine whether the maximum number of iterations is reached. If yes, the algorithm ends and the optimal student is output. Otherwise, go to step.3.
B. REDUNDANT NODE SLEEPING
After optimization of pitch angle and location of sensors, the coverage has been greatly improved. However, due to the random deployment of a substantial number of sensors in WMSNs, there will be some redundant sensors, which are not helpful for improving coverage while result in wasting energy. Hence, a redundant node sleeping strategy is proposed to dormancy the sensors that have no effect on coverage enhancement, so as to maximize the coverage with the smallest number of working sensors.To determine whether a sensor is dormant, it is necessary to judge whether this sensor is redundant. For this purpose, an important definitions is defined. 
Definition 1. Sleeping Decision Factor (SDF):
Assume T is a sensor in the WMSNs, and the total number of discrete grid points covered by the WMSNs is N t . When T is closed, the number of discrete grid points covered by other sensors is N e . Let SDF=N e /N t , then SDF is called the sleeping decision factor.
We can see that the value of SDF represents the contribution of node T to the coverage of the WMSNs. The larger the value of SDF, the lower its contribution to coverage improvement, that is, the priority to go to sleeping. In case all redundant sensors are dormant simultaneously, it will inevitably affect the coverage. To this end, the SDF of all sensors are sorted, the sensor with the biggest SDF will be dormant until coverage decreases to an unacceptable level. The process of redundant node sleeping is as follows. 
B. COMPARATIVE EXPERIMENT OF LOCATION OPTIMIZATION
To verify the effect of the location optimization, the contrast experiment of before and after location optimization were performed, and the results are shown in Fig. 2-12 .
As can be seen from Fig. 2 and Fig. 4 , there are a large number of perceptual overlapping areas and blind areas throughout the monitoring areas, since the initial location of the sensor sensors are distributed randomly. After location optimization of sensors as shown in Fig. 3 and Fig. 5 , the perceptual blind areas of the WMSNs is significantly decreased, while coverage is well improved. In Fig. 6, Fig. 8 and Fig. 10 , it can be found that as the number of deployed sensors increases, the WMSNs covers most of the monitoring areas and the perceptual overlapping areas are also increasing. When adjusting the location of these sensors, the monitoring areas are well covered as shown in Fig. 7, Fig. 9 and Fig. 11 respectively. Concurrently we can see that when the number of the deployed sensors is large, the WMSNs cover the monitoring areas well, but there are multiple sensors covering the same area. As a result, many redundant nodes have emerged in WMSNs. Subsequently energy consumption of the entire WMSNs will increase substantially. It can be seen from Fig. 12 , when 60 sensors are deployed, coverage increase by 15.88%. At this time, there are a large number of perceptual blind areas in the monitoring area. After location optimization, these perceptual blind areas are well reduced. When the number of sensors deployed increases to 80, 100, 120 and 140, the improved coverage is 14.27%, 11.20%, 8.07% and 5.38% respectively. Above results have shown incremental coverage slows as the number of deployed sensors increases. This is because when the number of the deployed sensors increases to a certain extent, most of the monitoring areas has been covered. However, there is lots of overlapping perception areas at this moment.
C. COMPARATIVE EXPERIMENT OF REDUNDANT NODE SLEEPING
In order to verify the effect of the redundant node sleeping, the comparison experiment before and after redundant sensor sleeping were executed, and the results are shown in Fig. 13-24 .
Can be seen in Fig. 13 and Fig. 14, after redundant node sleeping, coverage of WMSNs decreases by 1.08%, but the number of sensors reduces from 60 to 55. It can be seen from Fig. 15 and Fig. 16 , by redundant node sleeping, coverage decreases by 1.01%, while the number of sensors drops from 80 to 71. In Fig. 17 , we can find that there are abundant perceptual overlapping areas and most of the monitoring areas are well covered. After redundant node sleeping, coverage decreases by 1.05%, yet the number of sensors reduces dramatically from 100 to 74 as shown in Fig. 18 . In Fig. 19 and Fig. 21 , we can also see that when redundant node sleeping is executed, coverage decreases by 1.07% and 1.01% respectively, while the number of sensors reduces dramatically from 120 and 140 to 86 and 84 respectively as shown in Fig. 20 and Fig. 22 . In summary, it can be concluded that the redundant node sleeping can decrease a substantial number of working sensors, and effectively improve the energy consumption of the WMSNs. In the meantime, our method can ensure higher coverage.
As can be seen from Fig. 23 and Fig. 24 , our approach greatly improves the number of working nodes required while reducing the small coverage. At the same time, as the number of deployed sensors increases, the monitoring area is well covered, but the overlapping areas also increase. After the redundant node sleeping, the number of working sensors is greatly reduced.
D. COMPARATIVE EXPERIMENT OF DIFFERENT METHODS
To verify the effectiveness of our method, comparative experiments with DE [13] , TLBO [39] and ACO [31] are carried out, and the results are shown in Fig. 25 and Fig. 26 .
As can be seen from Fig. 25 , we achieve much better coverage than DE, TLBO and ACO when deploying different number of sensors, which implies that our method has higher convergence. This further illustrates that our method has advantages in solving high-dimensional variable optimization problems. It can be found in Fig. 26 , our method requires fewer sensors to get higher coverage because of redundant node sleeping, which is great for improving energy consumption.
VI. CONCLUSION
We stressed the coverage control problem of the WMSNs in this paper. Firstly, a 3D directional coverage model is designed with introducing the height information and the perceptual radius of sensors. Then, an adaptive PSO is proposed to optimize location information of sensors for reducing the perceptual overlapping areas and the perceptual blind areas in the monitoring area. Finally, the redundant node sleeping is suggested to further decrease the number of working sensors and reduce energy consumption. Comparative experiment results show that our method achieves higher coverage while requiring fewer working sensors. Our future work will focus on multi-objective optimization in the WMSNs.
