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Abstrat
F. Good morning Hermann, I would like to talk with you about innitesimals.
G. Tell me Pierre.
F. I'm fed up of all these slanders about my attitude to be non rigorous, so I've started
to study nonstandard analysis (NSA) and syntheti dierential geometry (SDG).
G. Yes, I've read something. . .
F. Ok, no problem about their rigour. But, when I've seen that the sine of an innite in
NSA is innitely near to a real number I was astonished: what is the intuitive meaning
of this number, if any? Then, I've seen that to work in SDG I must learn to work in
intuitionisti logi. . . You know, I love margins of books, and I don't want to loose too
muh time, I have many things to do. . .
G. In SDG they also say that every innitesimal is at the same time positive and negative,
what is the meaning of all these? And why does the square of a rst order innitesimal
equal zero, whereas the produt of two rst order innitesimals is not neessarily zero?
And do you know that from any single innitesimal in NSA is possible to onstrut a non
measurable set? Without using the axiom of hoie!
F. Yes, I know, I know. . . Ok, listen: why annot we start from standard funtions
x : R −→ R and use. . .
This work is the ideal ontinuation of this dialogue: a theory of atual innitesimals
that do not need a bakground of formal logi to be understood, with a lear intuitive
meaning and with non trivial appliations to dierential geometry of both nite and innite
dimensional spaes.
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If we do not believe in the existene of God, then, from Godel's
ontologial theorem it follows that an absolute, neessary and
not only possible moral system annot exists. But I believe
that the human kind an ahieve this type of moral system, so
I have to believe in God.
If you further assume, suitably formalized with a rigorous
mathematial language, that any good thing has in God its
rst ause and that mathematis is a good thing, then you
annot believe in genius anymore. The simple onsequenes
for the everyday work of a mathematiian and, more in gen-
eral, for sienti ollaboration are left to the reader.
P. Castelluia
Abstrat and struture
The main aim of the present work is to start a new theory of atual in-
nitesimals, alled theory of Fermat reals. After the work of A. Robinson on
nonstandard analysis (NSA), several theories of innitesimals have been de-
veloped: syntheti dierential geometry, surreal numbers, Levi-Civita eld,
Weil funtors, to ite only some of the most studied. We will disuss in
details of these theories and their harateristis, rst of all omparing them
with our Fermat reals. One of the most important dierenes is the philo-
sophial thread that guided us during all the development of the present
work: we tried to onstrut a theory with a strong intuitive interpretation
and with non trivial appliations to the innite-dimensional dierential ge-
ometry of spaes of mappings. This driving thread tried to develop a good
dialeti between formal properties, proved in the theory, and their informal
interpretations. The dialeti has to be, as far as possible, in both diretions:
theorems proved in the theory should have a lear and useful intuitive inter-
pretation and, on the other hand, the intuition orresponding to the theory
has to be able to suggest true sentenes, i.e. onjetures or sketh of proofs
that an then be onverted into rigorous proofs. Almost all the present theo-
ries of atual innitesimals are either based on formal approahes, or are not
useful in dierential geometry. As a meaningful example, we an say that
the Fermat reals an be represented geometrially (i.e. they an be drawn)
respeting the total order relation.
The theory of Fermat reals takes a strong inspiration from syntheti
dierential geometry (SDG), a theory of innitesimals grounded in Topos
theory and inompatible with lassial logi. SDG, also alled smooth in-
nitesimal analysis, originates from the ideas of Lawvere [1979℄ and has been
greatly developed by several ategorists. The result is a powerful theory able
to develop both nite and innite dimensional dierential geometry with a
formalism that takes great advantage of the use of innitesimals. This the-
ory is however inompatible with lassial logi and one is fored to work
in intuitionisti logi and to onstrut models of SDG using very elaborated
topoi. The theory of Fermat reals is sometimes formally very similar to SDG
and indeed, several proofs are simply a reformulation in our theory of the
orresponding proofs in SDG. However, our theory of Fermat reals is fully
ompatible with lassial logi. We an thus desribe our work as a way to
bypass an impossibility theorem of SDG, i.e. a way onsidered as impossible
by several researhers. The dierenes between the two theories are due to
our onstraint to have always a good intuitive interpretation, whereas SDG
develops a more formal approah to innitesimals.
Generally speaking, we have onstruted a theory of innitesimals whih
does not need a bakground of logi to be understood. On the ontrary,
nonstandard analysis and SDG need this non trivial bakground, and this is
a great barrier for potential users like physiists or engineers or even several
mathematiians. This is a goal strongly searhed in NSA, so as to failitate
the diusion of the theory.
Many parts of our onstrution are ompletely onstrutive and this re-
sult, also onsidered by several researhers in NSA, opens good possibilities
for a omputer implementation of our Fermat reals, with interesting poten-
tial appliations in automati proof theory or in automati dierentiation
theory.
Our innitesimals h, like in SDG, are nilpotent so that we have h 6= 0,
but h is so small that for some power n ∈ N>1 we have hn = 0. This
permits to obtain an equality between a funtion and its tangent straight
line in a rst order innitesimal neighborhood, i.e.
f(x+ h) = f(x) + h · f ′(x), (0.0.1)
where h2 = 0. More generally, we will prove innitesimal Taylor's formulas
without any rest, so that every smooth funtions, in our framework, is equal
to a k-th order polynomial in every k-th order innitesimal neighborhood.
The seond part of the work is devoted to the development of a theory
of smooth innite dimensional spaes, rst of all thinking appliations in
dierential geometry. Our approah is based on a generalization of the notion
of dieology (see e.g. Iglesias-Zemmour [2008℄). This permits to obtain a
artesian losed omplete and oomplete ategory in whih the ategory of
smooth manifolds is embedded. Using the above mentioned generalization we
an obtain a ategory ontaining the extension of all smooth manifolds using
our new innitesimal points. We have hene the ategory C
∞
of dieologial
spaes, whih ontains all the smooth manifolds, and a funtor
•(−) : C∞ −→
•
C
∞
, alled Fermat funtor, whih extends every spae X ∈ C∞ adding
innitesimal points. E.g. the ring of Fermat reals is
•R := •(R). The
above mentioned ategorial properties of these ategories permits to say
that we an onstrut innite produts, spaes of mapping, innite sums,
quotient spaes and we also have that mappings like omposition, insertion,
evaluation, and pratially all the interesting set-theoretial operations are
always smooth. We have hene a exible framework where innitesimal
methods are also available.
Moreover, the Fermat funtor possesses very good properties: it preserves
produts of manifolds and intersetions, unions, inlusions, ounter-images
of open sets, to ite some of them. We will study in general this preservation
properties, disovering some relationships between the Fermat funtor and
intuitionisti logi.
In the third part of the work we will present the basis for the whole de-
velopment of the dierential and integral alulus both for smooth funtions
dened on open sets of Fermat reals and on innitesimal domains. We also
give some rst results of dierential geometry using innitesimal methods,
always onsidering the ase of the spae of all the smooth mappings between
two manifolds. A very general proof of the Euler-Lagrange equations is also
given, with Lagrangians dened on spaes of mappings of the general form
•
C
∞(•Ms,
•
C
∞(•Ms−1, · · · , •C∞(•M2, •R) · · · ),
where Mi are manifolds. The spae
•Mi ∈ •C∞ is the appliation of the
Fermat funtor to the manifoldMi, so that it an be thought as the manifold
with the adding of our new innitesimal points. In this setion we also give
a sketh of some ideas for a further development of the present work.
The fourth part of the work is omposed of an appendix that xes om-
mon notations for the onepts of ategory theory that we have used, and of
a detailed study about the omparison of our theory and other theories of
innitesimals.
The detailed struture of our work is as follows. After a motivational
Chapter 1 where we will also give an explanation for the name Fermat reals,
in Chapter 2 we will dene the ring
•R of Fermat reals and the ideals Dk of
k-th order innitesimals. Having a ring whih ontains nilpotent elements,
one of the most diult algebrai problem is the dealing with produts of
powers of these nilpotent numbers. In this hapter we will also prove several
eetive results that permits to solve these powers (i.e. to deide whether
they are zero or not) in an algorithmi way.
The derivative f ′(x) in a Taylor's formula like (0.0.1) is determined only
up to seond order innitesimals. In Chapter 3 we will deeply study these
equality up to k-th order innitesimals, the orresponding anellation law
and its appliation to Taylor's formulas.
In Chapter 4 we will dene the total order relation. We will show that,
generally speaking, the order relation an be total only if the derivative in
(0.0.1) is not uniquely determined. In this hapter we will also prove that
the Fermat reals are in bijetive orrespondene with suitable urves of the
plane R2, i.e. the geometrial representation of •R.
Chapter 5 starts the seond part of the work, devoted to our approah to
innite dimensional spaes. In this hapter we review the most studied ap-
proahes to innite dimensional spaes used in dierential geometry: Banah
manifolds and loally onvex vetor spaes, the onvenient vetor spaes set-
tings, dieologial spaes and SDG, presenting some of their positive features
and some possible deienies.
In Chapter 6 we present our generalization of the notion of dieologial
spae, whih permits to dene in the same framework both the ategories
C
∞
and
•
C
∞
, respetively domain and odomain of the Fermat funtor. We
alled this generalization the artesian losure of a given ategory of gures.
In Chapter 7 the artesian losure is applied to the ategory of open sets
in spaes of the form Rn and smooth mappings, obtaining the ategory C∞
of dieologial spaes. We review the embedding of smooth nite dimen-
sional manifolds and give several examples: innite dimensional manifolds
modeled on onvenient vetor spaes (whih inlude manifolds modeled on
Banah spaes), integro-dierential operators, set-theoretial operations like
ompositions and evaluations, and we prove that the spae of all the dieo-
morphisms between two manifolds is a Lie group.
In Chapter 8 we generalize the onstrution of the Fermat ring
•R to
any smooth dieologial spae X ∈ C∞ and we dene the ategory •C∞ of
smooth Fermat spaes, whih inludes all the spaes of the form
•X.
Chapter 9 starts the study of the Fermat funtor
•(−) : C∞ −→ •C∞
that extends every smooth spae X ∈ C∞ by adding innitesimal points. We
prove that this funtor preserves produts of manifolds and we prove that
manifolds are also embedded in the ategory
•
C
∞
. In this hapter we also
prove that a standard part funtor, right adjoint of the Fermat funtor, does
not exists. This orrespond to analogous results dealing with the standard
part map in onstrutive NSA.
We then study, in Chapter 10, the logial properties of the Fermat fun-
tor, i.e. all the logial operations whih are preserved by it. We will see
that, even if the theory of Fermat reals is fully ompatible with lassial
logi, the best properties of this funtor are present in the ase of an in-
tuitionisti interpretation of these logial operations, onrming the good
dialeti between smooth dierential geometry and intuitionisti logi.
The third part of the work starts with the study, in Chapter 11, of the
development of the basis for the dierential and integral alulus of smooth
funtions f : •U −→ •Rd dened on an open set •U ⊆ •Rn. These funtions
generalize the standard smooth funtions and an be expressed, loally, as
the extension of standard smooth funtions
•α(p,−) with a xed parameter
p ∈ •Rp. The dierential alulus is based on the analogous, in SDG, of the
Fermat-Reyes property, and formalizes perfetly the informal methods used
originally by P. de Fermat. In this hapter we also prove the inverse funtion
theorem in
•R and the existene of primitives, whih represent a non trivial
problem in non-Arhimedean elds.
Due to the onnetions between total order and nilpotent innitesimals,
the dierential alulus for funtion dened on innitesimal sets, like Dk ={
h ∈ •R |hk+1 = 0}, must be developed using the properties of the equality
up to k-th order innitesimals. This is done in Chapter 12.
The purpose of Chapter 13 is to show the possibilities of the theory of
Fermat reals for dierential geometry, in partiular for spaes of mappings.
We essentially develop only tangeny theory and the existene of integral
urves using innitesimal methods. We devoted a partiular attention to
always inlude in our results spaes of the form
•M
•N ∈ •C∞ for M and N
manifolds. In this hapter we also prove the above mentioned general version
of the Euler-Lagrange equations.
In the nal Chapter 14 we sketh the ideas of some possible further
developments of our work.
Part I
Algebrai and order properties
of Fermat reals
1

Chapter 1
Introdution and general
problem
Frequently in work by physiists it is possible to nd informal alulations
like
1√
1− v
2
c2
= 1 +
v2
2c2
√
1− h44(x) = 1− 1
2
h44(x) (1.0.1)
with expliit use of innitesimals v/c ≪ 1 or h44(x) ≪ 1 suh that e.g.
h44(x)
2 = 0. For example Einstein [1926℄ (pag. 14) wrote the formula (using
the equality sign and not the approximate equality sign ≃)
f(x, t+ τ) = f(x, t) + τ · ∂f
∂t
(x, t) (1.0.2)
justifying it with the words sine τ is very small; the formulas (1.0.1) are
a partiular ase of the general (1.0.2). Dira [1975℄ wrote an analogous
equality studying the Newtonian approximation in general relativity.
Using this type of innitesimals we an write an equality, in some in-
nitesimal neighborhood, between a smooth funtion and its tangent straight
line, or, in other words, a Taylor's formula without remainder. Informal
methods based on atual innitesimals are sometimes used in dierential
geometry too. Some lassial examples are the following: a tangent vetor
is an innitesimal ar of urve traed on the manifold and the sum of tan-
gent vetors is made using innitesimal parallelograms; tangent vetors to
the tangent bundle are innitesimal squares on the manifold; a vetor eld
is sometimes intuitively treated as an innitesimal transformation of the
spae into itself and the Lie brakets of two vetor elds as the ommutator
of the orresponding innitesimal transformations.
There are obviously many possibilities to formalize this kind of intuitive
reasonings, obtaining a more or less good dialeti between informal and
3
Chapter 1. Introdution and general problem
formal thinking, and indeed there are several theories of atual innitesimals
(from now on, for simpliity, we will say innitesimals instead of atual
innitesimals as opposed to potential innitesimals). Starting from these
theories we an see that we an distinguish between two type of denitions
of innitesimals: in the rst one we have at least a ring R ontaining the real
eld R and innitesimals are elements ε ∈ R suh that −r < ε < r for every
positive standard real r ∈ R>0. The seond type of innitesimal is dened
using some algebrai property of nilpoteny, i.e. εn = 0 for some natural
number n ∈ N. For some ring R these denitions an oinide, but anyway
they lead, of ourse, only to the trivial innitesimal ε = 0 if R = R.
However these denitions of innitesimals orrespond to theories whih
are ompletely dierent in nature and underlying ideas. Indeed these theories
an be seen in a more interesting way to belong to two dierent lasses.
In the rst one we an put theories that need a ertain amount of non
trivial results of mathematial logi, whereas in the seond one we have
attempts to dene suiently strong theories of innitesimals without the
use of non trivial results of mathematial logi. In the rst lass we have Non-
Standard Analysis (NSA) and Syntheti dierential geometry (SDG, also
alled Smooth Innitesimal Analysis), in the seond one we have, e.g., Weil
funtors, Levi-Civita elds, surreal numbers, geometries over rings ontaining
innitesimals (see Appendix B for an introdution to several approahes
to innitesimals, together with a rst omparison with our approah, and
for referenes). More preisely we an say that to work in NSA and SDG
one needs a formal ontrol deeply stronger than the one used in standard
mathematis. In NSA one needs this ontrol to apply the transfer theorem
and in SDG one has to be suiently formal to be sure that the proofs
an be seen as belonging to intuitionisti logi. Indeed to use NSA one has
to be able to formally write the sentenes one needs to transfer. Whereas
SDG does not admit models in lassial logi, but in intuitionisti logi only,
and hene we have to be sure that in our proofs there is no use of the
law of the exluded middle, or e.g. of the lassial part of De Morgan's
law or of some form of the axiom of hoie or of the impliation of double
negation toward armation and any other logial priniple whih is not
valid in intuitionisti logi. Physiists, engineers, but also the greatest part
of mathematiians are not used to have this strong formal ontrol in their
work, and it is for this reason that there are attempts to present both NSA
and SDG reduing as muh as possible the neessary formal ontrol, even
if at some level this is tehnially impossible (see e.g. Henson [1997℄, and
Beni and Nasso [2003, 2005℄ for NSA; Bell [1998℄ and Lavendhomme [1996℄
for SDG, where using an axiomati approah the authors try to postpone
the very diult onstrution of an intuitionisti model of a whole set theory
using Topos).
On the other hand NSA is essentially the only theory of innitesimals
with a disrete diusion and a suiently great ommunity of working math-
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ematiians and published results in several areas of mathematis and its
appliations, see e.g. Albeverio et al. [1988℄. SDG is the only theory of
innitesimals with non trivial, new and published results in dierential ge-
ometry onerning innite dimensional spaes like the spae of all the dif-
feomorphisms of a generi (e.g. non ompat) smooth manifold. In NSA we
have only few results onerning dierential geometry (we ite Shlesinger
[1997℄ and Hamad [2007℄, and referenes therein, where NSA methods are
used in problems of dierential geometry). Other theories of innitesimals
have not, at least up to now, the same formal strength of NSA or SDG or
the same potentiality to be applied in several dierent areas of mathematis.
One of the aim of the present work is to nd a theory of innitesimals
within standard mathematis (in the preise sense explained above of a
formal ontrol more standard and not so strong as the one needed e.g. in
NSA or SDG) with results omparable with those of SDG, without foring
the reader to learn a strong formal ontrol of the mathematis he is doing.
Beause it has to be onsidered inside standard mathematis, our theory of
innitesimals must be ompatible with lassial logi. Let us note that this
is not inompatible with the possibility to obtain some results that need a
strong formal ontrol (like, e.g., a transfer theorem), beause they represent
a good potential instrument for the reader that likes suh a strong formal
ontrol, but they do not fore, onretely, all the readers to have suh a
formal aptitude. For these reasons, we think that it is wrong to frame the
present work as in opposition to NSA or SDG.
Conretely, the idea of the present work is to by-pass the impossibility
theorem about the inompatibility of SDG with lassial logi that fores
SDG to nd models within intuitionisti logi. This by-pass has to be made,
as muh as possible, keeping the same properties and nal results. We think
that the obtained result is meaningful not only for dierential geometry, but
also for other elds, like the alulus of variations, and we will give a rst
sketh of results in this diretion.
Another point of view about a powerful theory like NSA is that, in spite
of the fat that frequently it is presented using opposed motivations, it laks
the intuitive interpretation of what the powerful formalism permits to do.
E.g. what is the intuitive meaning and usefulness of
◦ sin(I) ∈ R, i.e. the
standard part of the sine of an innite number I ∈ ∗R? This and the above-
mentioned strong formal ontrol needed to work in NSA, together with
very strong but sientially unjustied ultural reasons, may be some moti-
vations for the not so high suess of the spreading of NSA in mathematis,
and onsequently in its didatis.
Analogously in SDG from the intuitive, lassial, point of view, it is a
little strange that we annot exhibit examples of innitesimals (indeed in
SDG it is only possible to prove that ¬¬∃ d ∈ D, where D = {h ∈ R |h2 = 0}
is the set of rst order innitesimals). Beause of this, e.g., we annot on-
strut a physial theory ontaining a xed innitesimal parameter; another
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example of a ounter intuitive property is that any d ∈ D is, at the same
time, positive d > 0 and negative d < 0. Similar ounter intuitive proper-
ties an be found in other theories of innitesimals that use ideals of rings
of polynomials as a formal sheme to onstrut partiular type of innites-
imals. Among these theories we an ite Weil funtors (see Kolár et al.
[1993℄ and Kriegl and Mihor [1996℄ and Appendix B of the present work
for other referenes) and dierential geometry over general base elds and
rings (see Bertram [2008℄ and Appendix B). The nal onlusion after the
establishment of this type of ounter intuitive examples (even if, of ourse, in
these theories there are also several intuitively lear examples and onepts),
is that if one wants to work in these types of frameworks, sometimes one has
to follow a ompletely formal point of view, loosing the dialeti with the
orresponding intuitive meaning.
Another aim of the present work is to onstrut a new theory of innites-
imals preserving always a very good dialeti between formal properties and
intuitive interpretation. A rst hint to show this positive feature of our on-
strution is that our is the rst theory, as far as we know, where it is possible
to represent geometrially its new type of numbers
1
, and it is undeniable that
to be able to represent standard real numbers by a straight line inspired, and
it still inspires, several mathematiians.
More tehnially we want to show that it is possible to extend the real
eld adding nilpotent innitesimals, arriving at an enlarged real line
•R, by
means of a very simple onstrution ompletely inside standard mathemat-
is. Indeed to dene the extension
•R ⊃ R we shall use elementary analysis
only. To avoid misunderstandings is it important to larify that present
work's purpose is not to give an alternative foundation of dierential and in-
tegral alulus (like NSA), but to obtain a theory of nilpotent innitesimals
and to use it for the foundation of a smooth (C∞) dierential geometry, in
partiular in the ase of innite dimensional spaes, like the spae of all the
smooth funtions Man(M ;N) between two generi manifolds (e.g. without
ompatness hypothesis on the domain M). This fous on the foundation
of dierential geometry only, without inluding the whole alulus, is more
typial of SDG, Weil funtors and geometries over generi rings.
The usefulness of the extension
•R ⊃ R an be glimpsed by saying e.g.
that using
•R it is possible to write in a ompletely rigorous way that a
smooth funtion is equal to its tangent straight line in a rst order neighbor-
hood; it is possible to use innitesimal Taylor's formulas without remainder;
to dene a tangent vetor as an innitesimal urve and sum them using
innitesimal parallelograms; to see a vetor eld as an innitesimal transfor-
mation, in general to formalize these and many other non-rigorous methods
used in physis and geometry. This is important both for didati reasons
1
I.e. it is possible to establish a bijetive orrespondene between suitable lines of the
plane and the numbers belonging to a given innitesimal neighborhood.
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and beause it was by means of these methods that mathematiians like S.
Lie and E. Cartan were originally led to onstrut important onepts of
dierential geometry.
We an use the innitesimals of
•R not only as a good language to re-
formulate well-known results, but also as a very useful tool to onstrut, in
a simple and meaningful way, a dierential geometry in lassial innite-
dimensional objets like Man(M,N) the spae of all the C∞ mapping be-
tween two manifolds M , N . Here with simple and meaningful we mean
the idea to work diretly on the geometri objet in an intrinsi way without
being fored to use harts, but using innitesimal points (see Lavendhomme
[1996℄). Some important examples of spaes of mappings used in applia-
tions are the spae of ongurations of a ontinuum body, groups of dif-
feomorphisms used in hydrodynamis as well as in magnetohydrodynamis,
eletromagnetism, plasma dynamis, and paths spaes for alulus of varia-
tions (see Kriegl and Mihor [1997℄, Abraham et al. [1988℄, Albeverio et al.
[1997, 1988℄, Albeverio [1997℄ and referenes therein). Interesting applia-
tions in lassial eld theories an also be found in Abbati and Manià [2000℄.
1.1 Motivations for the name Fermat reals
It is well known that historially two possible redutionist onstrutions of
the real eld starting from the rationals have been made. The rst one is
Dedekind's order ompletion using setions of rationals, the seond one is
Cauhy's metri spae ompletion. Of ourse there are no historial reason
to attribute our extension
•R ⊃ R of the real eld, to be desribed below, to
Fermat, but there are strong motivations to say that, probably, he would have
liked the underlying spirit and some properties of our theory. For example:
1. we will see that a formalization of Fermat's innitesimal method to
derive funtions is provable in our theory. We reall that Fermat's idea
was, roughly speaking and not on the basis of an aurate historial
analysis whih goes beyond the sope of the present work (see e.g.
Bottazzini et al. [1992℄, Edwards [1979℄, Eves [1990℄), to suppose rst
h 6= 0, to onstrut the inremental ratio
f(x+ h)− f(x)
h
and, after suitable simpliations (sometimes using innitesimal prop-
erties), to take in the nal result h = 0.
2. Fermat's method to nd the maximum or minimum of a given funtion
f(x) at x = a was to take e to be extremely small so that the value of
f(x+h) was approximately equal to that of f(x). In modern, algebrai
language, it an be said that f(x+h) = f(x) only if h2 = 0, that is if e
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is a rst order innitesimal. Fermat was aware that this is not a true
equality but some kind of approximation (see e.g. Bottazzini et al.
[1992℄, Edwards [1979℄, Eves [1990℄). We will follow a similar idea to
dene
•R introduing a suitable equivalene relation to represent this
equality.
3. Fermat has been desribed by Bell [1937℄ as the king of amateurs of
mathematis, and hene we an suppose that in its mathematial work
the informal/intuitive part was stronger with respet to the formal one.
For this reason we an think that he would have liked our idea to obtain
a theory of innitesimals preserving always the intuitive meaning and
without foring the working mathematiian to be too muh formal.
For these reason we hose the name Fermat reals for our ring
•R (note:
without the possessive ase, to underline that we are not attributing our
onstrution of
•R to Fermat).
We already mentioned that the use of nilpotent innitesimals in the ring
•R permits to develop many onepts of dierential geometry in an intrinsi
way without being fored to use oordinates, as we shall see in some examples
in the ourse of the present work. In this way the use of harts beomes
spei of stated areas, e.g. where one stritly needs some solution in a nite
neighborhood and not in an innitesimal one only (e.g. this is the ase for
the inverse funtion theorem). We an all innitesimal dierential geometry
this kind of intrinsi geometry based on the ring
•R (and on extensions of
manifolds
•M and also on more generi objet like the exponential objets
•M
•N
, see the seond part of the present work).
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Denition and algebrai
properties of Fermat reals
2.1 The basi idea
We start from the idea that a smooth (C∞) funtion f : •R −→ •R is atually
equal to its tangent straight line in the rst order neighborhood e.g. of the
point x = 0, that is
∀h ∈ D : f(h) = f(0) + h · f ′(0) (2.1.1)
where D is the subset of •R whih denes the above-mentioned neighborhood
of x = 0. The equality (2.1.1) an be seen as a rst-order Taylor's's formula
without remainder beause intuitively we think that h2 = 0 for any h ∈ D
(indeed the property h2 = 0 denes the rst order neighborhood of x = 0 in
•R). These almost trivial onsiderations lead us to understand many things:
•R must neessarily be a ring and not a eld beause in a eld the equation
h2 = 0 implies h = 0; moreover we will surely have some limitation in the
extension of some funtion from R to •R, e.g. the square root, beause using
this funtion with the usual properties, one again the equation h2 = 0
implies |h| = 0. On the other hand, we are also led to ask whether (2.1.1)
uniquely determines the derivative f ′(0): beause, even if it is true that we
annot simplify by h, we know that the polynomial oeients of a Taylor's's
formula are unique in lassial analysis. In fat we will prove that
∃!m ∈ R ∀h ∈ D : f(h) = f(0) + h ·m (2.1.2)
that is the slope of the tangent is uniquely determined in ase it is an ordinary
real number. We will all formulas like (2.1.2) derivation formulas.
If we try to onstrut a model for (2.1.2) a natural idea is to think our new
numbers in
•R as equivalene lasses [h] of usual funtions h : R −→ R. In
this way we may hope both to inlude the real eld using lasses generated by
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onstant funtions, and that the lass generated by h(t) = t ould be a rst
order innitesimal number. To understand how to dene this equivalene
relation we have to think at (2.1.1) in the following sense:
f(h(t)) ∼ f(0) + h(t) · f ′(0), (2.1.3)
where the idea is that we are going to dene ∼. If we think h(t) suiently
similar to t, we an dene ∼ so that (2.1.3) is equivalent to
lim
t→0
f(h(t))− f(0)− h(t) · f ′(0)
t
= 0,
that is
x ∼ y :⇐⇒ lim
t→0
x(t)− y(t)
t
= 0. (2.1.4)
In this way (2.1.3) is very near to the denition of dierentiability for f at
0.
It is important to note that, beause of de L'Hpital's theorem we have the
isomorphism
C1(R,R)/∼ ≃ R[x]/(x),
the left hand side is (isomorphi to) the usual tangent bundle of R and thus
we obtain nothing new. It is not easy to understand what set of funtions we
have to hoose for x, y in (2.1.4) so as to obtain a non trivial struture. The
rst idea is to take ontinuous funtions at t = 0, instead of more regular ones
like C1-funtions, so that e.g. hk(t) = |t|1/k beomes a k-th order nilpotent
innitesimal (hk+1 ∼ 0); indeed for almost all the results presented in this
artile, ontinuous funtions at t = 0 work well. However, only in proving
the non-trivial property
(∀x ∈ •R : x · f(x) = 0) =⇒ ∀x ∈ •R : f(x) = 0 (2.1.5)
(here f : •R −→ •R is a smooth funtion, in a sense we shall make preise
afterwards), we will see that it does not sue to take ontinuous funtions
at t = 0. Property (2.1.5) is useful to prove the uniqueness of smooth
inremental ratios, hene to dene the derivative f ′ : •R −→ •R of a smooth
funtion f : •R −→ •R whih, generally speaking, is not the extension
to
•R of an ordinary funtion dened on R (like, e.g., the funtion t 7→
sin(h · t), where h ∈ •R \R, whih is used in elementary physis to desribe
the small osillations of the pendulum ). To prove (2.1.5) the following
funtions turned out to be very useful:
Denition 2.1.1. If x : R≥0 −→ R, then we say that x is nilpotent i
|x(t)−x(0)|k = o(t) as t→ 0+, for some k ∈ N. N will denote the set of all
the nilpotent funtions.
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 idea
In the previous denition, and we will do it also in the following, we have
used the Landau notation of little-oh funtions (see e.g. Prodi [1970℄, Silov
[1978a℄). E.g. any Holder funtion |x(t)−x(s)| ≤ c·|t−s|α (for some onstant
α > 0) is nilpotent. The hoie of nilpotent funtions instead of more regular
ones establish a great dierene of our approah with respet to the lassial
denition of jets (see e.g. Bröker [1975℄, Golubitsky and Guillemin [1973℄),
that (2.1.4) may reall. Indeed in our approah all the C1-funtions x with
the same value and derivative at t = 0 generate the same ∼-equivalene
relation. Only a non dierentiable funtion at t = 0 like x(t) =
√
t generates
non trivial nilpotent innitesimals.
Another problem neessarily onneted with the basi idea (2.1.1) is that
the use of nilpotent innitesimals very frequently leads to onsider terms like
hi11 · . . . · hinn . For this type of produts the rst problem is to know whether
hi11 · . . . · hinn 6= 0 and what is the order k of this new innitesimals, that is
for what k we have (hi11 · . . . · hinn )k 6= 0 but (hi11 · . . . · hinn )k+1 = 0. We will
have a good frame if we will be able to solve these problems starting from
the order of eah innitesimal hj and from the value of the power ij ∈ N.
On the other hand almost all the examples of nilpotent innitesimals are of
the form h(t) = tα, with 0 < α < 1, and their sums; these funtions have
great properties both in the treatment of produts of powers and, as we will
see, in onnetion with the order relation. It is for these reasons that we
shall fous our attention on the following family of funtions x : R≥0 −→ R
in the denition (2.1.4) of ∼:
Denition 2.1.2. We say that x is a little-oh polynomial, and we write
x ∈ Ro[t] i
1. x : R≥0 −→ R
2. We an write
xt = r +
k∑
i=1
αi · tai + o(t) as t→ 0+
for suitable
k ∈ N
r, α1, . . . , αk ∈ R
a1, . . . , ak ∈ R≥0
Hene a little-oh polynomial
1 x ∈ Ro[t] is a polynomial funtion with real
oeients, in the real variable t ≥ 0, with generi positive powers of t, and
up to a little-oh funtion as t→ 0+.
1
atually in the following notation the variable t is mute
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Remark 2.1.3. In the following, writing xt = yt + o(t) as t → 0+ we will
always mean
lim
t→0+
xt − yt
t
= 0 and x0 = y0.
In other words, every little-oh funtion we will onsider is ontinuous as
t→ 0+.
Example. Simple examples of little-oh polynomials are the following:
1. xt = 1 + t+ t
1/2 + t1/3 + o(t)
2. xt = r ∀t. Note that in this example we an take k = 0, and hene α
and a are the void sequene of reals, that is the funtion α = a : ∅ −→
R, if we think of an n-tuple x of reals as a funtion x : {1, . . . , n} −→ R.
3. xt = r + o(t)
2.2 First properties of little-oh polynomials
Little-oh polynomials are nilpotent:
First properties of little-oh polynomials are the following: if xt = r+
∑k
i=1 αi·
tai + o1(t) as t → 0+ and yt = s +
∑N
j=1 βj · tbj + o2(t), then (x + y) =
r + s +
∑k
i=1 αi · tai +
∑N
j=1 βj · tbj + o3(t) and (x · y)t = rs +
∑k
i=1 sαi ·
tai +
∑N
j=1 rβj · tbi +
∑k
i=1
∑N
j=1 αiβj · taitbj + o4(t), hene the set of little-oh
polynomials is losed with respet to pointwise sum and produt. Moreover
little-oh polynomials are nilpotent (see Denition 2.1.1) funtions; to prove
this we rstly prove that the set of nilpotent funtions N is a subalgebra of
the algebra RR of real valued funtions. Indeed, let x and y be two nilpotent
funtions suh that |x− x(0)|k = o1(t) and |y − y(0)|N = o2(t), then we an
write x · y − x(0) · y(0) = x · [y − y(0)] + y(0) · [x − x(0)], so that we an
onsider |x · [y − y(0)]|k = |x|k · |y − y(0)|k = |x|k · o1(t) and |x|
k·o1(t)
t → 0
as t → 0+ beause |x|k → |x(0)|k, hene x · [y − y(0)] ∈ N . Analogously
y(0) · [x−x(0)] ∈ N and hene the losure of N with respet to the produt
follows from the losure with respet to the sum. The ase of the sum follows
from the following equalities (where we use xt := x(t), u := x−x0, v := y−y0,
|ut|k = o1(t) and |vt|N = o2(t) and we have supposed k ≥ N):
uk = o1(t), v
k = o2(t)
(u+ v)k =
k∑
i=0
(
k
i
)
ui · vk−i
∀i = 0, . . . , k : u
i
t · vk−it
t
=
(
ukt
) i
k · (vkt ) k−ik
t
i
k · t k−ik
=
(
ukt
t
) i
k
·
(
vkt
t
) k−i
k
.
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Now we an prove that Ro[t] is a subalgebra of N . Indeed every onstant
r ∈ R and every power tai are elements of N and hene r+∑ki=1 αi ·tai ∈ N ,
so it remains to prove that if y ∈ N and w = o(t), then y+w ∈ N , but this
is a onsequene of the fat that every little-oh funtion is trivially nilpotent,
and hene it follows from the losure of N with respet to the sum.
Closure of little-oh polynomials with respet to smooth funtions:
Now we want to prove that little-oh polynomials are preserved by smooth
funtions, that is if x ∈ Ro[t] and f : R −→ R is smooth, then f ◦ x ∈ Ro[t].
Let us x some notations:
xt = r +
k∑
i=1
αi · tai + w(t) with w(t) = o(t)
h(t) := x(t)− x(0) ∀t ∈ R≥0
hene xt = x(0) + ht = r + ht. The funtion t 7→ h(t) =
∑k
i=1 αi · tai +w(t)
belongs to Ro[t] ⊆ N so we an write |h|N = o(t) for some N ∈ N and as
t→ 0+. From Taylor's's formula we have
f(xt) = f(r + ht) = f(r) +
N∑
i=1
f (i)(r)
i!
· hit + o(hNt ) (2.2.1)
But
|o(hNt )|
|t| =
|o(hNt )|
|hNt |
· |h
N
t |
|t| → 0
hene o(hNt ) = o(t) ∈ Ro[t]. From this, the formula (2.2.1), the fat that
h ∈ Ro[t] and using the losure of little-oh polynomials with respet to ring
operations, the onlusion f ◦ x ∈ Ro[t] follows.
2.3 Equality and deomposition of Fermat reals
Denition 2.3.1. Let x, y ∈ Ro[t], then we say that x ∼ y or that x = y in
•R i x(t) = y(t) + o(t) as t→ 0+. Beause it is easy to prove that ∼ is an
equivalene relation, we an dene
•R := Ro[t]/ ∼, i.e. •R is the quotient
set of Ro[t] with respet to the equivalene relation ∼.
The equivalene relation ∼ is a ongruene with respet to pointwise oper-
ations, hene
•R is a ommutative ring. Where it will be useful to simplify
notations we will write x = y in •R instead of x ∼ y, and we will talk
diretly about the elements of Ro[t] instead of their equivalene lasses; for
example we an say that x = y in •R and z = w in •R imply x+ z = y + w
in
•R.
The immersion of R in •R is r 7−→ rˆ dened by rˆ(t) := r, and in the sequel
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we will always identify Rˆ with R, whih is hene a subring of •R. Con-
versely if x ∈ •R then the map ◦(−) : x ∈ •R 7→ ◦x = x(0) ∈ R, whih
evaluates eah extended real in 0, is well dened. We shall all ◦(−) the
standard part map
2
. Let us also note that, as a vetor spae over the eld
R we have dimR •R = ∞, and this underlines even more the dierene of
our approah with respet to the lassial denition of jets (see e.g. Bröker
[1975℄, Golubitsky and Guillemin [1973℄). As we will see, more expliitly
later on in the ourse of the present work, our idea is more near to NSA,
where standard sets an be extended adding new innitesimal points, and
this is not the point of view of jet theory.
With the following theorem we will introdue the deomposition of a
Fermat real x ∈ •R, that is a unique notation for its standard part and all
its innitesimal parts.
Theorem 2.3.2. If x ∈ •R, then there exist one and only one sequene
(k, r, α1, . . . , αk, a1, . . . , ak)
suh that
k ∈ N
r, α1, . . . , αk, a1, . . . , ak ∈ R
and
1. x = r +
k∑
i=1
αi · tai in •R
2. 0 < a1 < a2 < · · · < ak ≤ 1
3. αi 6= 0 ∀i = 1, . . . , k
In this statement we have also to inlude the void ase k = 0 and α = a :
∅ −→ R. Obviously, as usual, we use the denition ∑0i=1 bi = 0 for the sum
of an empty set of numbers. As we shall see, this is the ase where x is a
standard real, i.e. x ∈ R.
In the following we will use the notations ta := dt1/a := [t ∈ R≥0 7→ ta ∈
R]∼ ∈ •R so that e.g. dt2 = t1/2 is a seond order innitesimal3. In general,
as we will see from the denition of order of a generi innitesimal, dta is
an innitesimal of order a. In other words these two notations for the same
objet permit to emphasize the dierene between an atual innitesimal
dta and a potential innitesimal t
1/a
: an atual innitesimal of order a ≥ 1
orresponds to a potential innitesimal of order
1
a ≤ 1 (with respet to the
lassial notion of order of an innitesimal funtion from alulus, see e.g.
Prodi [1970℄, Silov [1978a℄).
2
This denomination should obviously not be onfused with the one with the same name
in NSA.
3
Let us point out that we make hereby an innouous abuse of language using the same
notation both for the value of the funtion, ta ∈ R, and for the equivalene lass, ta ∈ •R.
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Remark 2.3.3. Let us note that dta · dtb = dt ab
a+b
, moreover dtαa :=
( dta)
α = dt a
α
for every α ≥ 1 and nally dta = 0 for every a < 1. E.g.
dt
[a]+1
a = 0 for every a ∈ R>0, where [a] ∈ N is the integer part of a, i.e.
[a] ≤ a < [a] + 1.
Existene proof:
Sine x ∈ Ro[t], we an write xt = r+
∑k
i=1 αi ·tai+o(t) as t→ 0+, where
r, αi ∈ R, ai ∈ R≥0 and k ∈ N. Hene x = r +
∑k
i=1 αi · tai in •R and our
purpose is to pass from this representation of x to another one that satises
onditions 1, 2 and 3 of the statement. Sine if ai > 1 then αi · tai = 0 in
•R, we an suppose that ai ≤ 1 for every i = 1, . . . , k. Moreover we an also
suppose ai > 0 for every i, beause otherwise, if ai = 0, we an replae r ∈ R
by r +
∑{αi | ai = 0, i = 1, . . . , k}.
Now we sum all the terms tai having the same ai, that is we an onsider
α¯i :=
∑
{αj | aj = ai , j = 1, . . . , k}
so that in
•R we have
x = r +
∑
i∈I
α¯i · tai
where I ⊆ {1, . . . , k}, {ai | i ∈ I} = {a, . . . , ak} and ai 6= aj for any i, j ∈ I
with i 6= j. Negleting αi if αi = 0 and renaming ai, for i ∈ I, in suh a way
that ai < aj if i, j ∈ I with i < j, we obtain the existene result. Note that
if x = r ∈ R, in the nal step of this proof we have I = ∅.
Uniqueness proof:
Let us suppose that in
•R we have
x = r +
k∑
i=1
αi · tai = s+
N∑
j=1
βj · tbj (2.3.1)
where αi, βj , ai and bj verify the onditions of the statement. First of all
◦x = x(0) = r = s beause ai, bj > 0. Hene α1t
a1 − β1tb1 +
∑
i αi · tai −∑
j βj · tbj = o(t). By redution to the absurd, if we had a1 < b1, then
olleting the term ta1 we would have
α1 − β1tb1−a1 +
∑
i
αi · tai−a1 −
∑
j
βj · tbj−a1 = o(t)
t
· t1−a1 . (2.3.2)
In (2.3.2) we have that β1t
b1−a1 → 0 for t→ 0+ beause a1 < b1 by hypoth-
esis;
∑
i αi · tai−a1 → 0 beause a1 < ai for i = 2, . . . , k;
∑
j βj · tbj−a1 → 0
beause a1 < b1 < bj for j = 2, . . . , N , and nally t
1−a1
is limited beause
a1 ≤ 1. Hene for t→ 0+ we obtain α1 = 0, whih onits with ondition
3 of the statement. We an argue in a orresponding way if we had b1 < a1.
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In this way we see that we must have a1 = b1. From this and from equation
(2.3.2) we obtain
α1 − β1 +
∑
i
αi · tai−a1 −
∑
j
βj · tbj−a1 = o(t)
t
· t1−a1 (2.3.3)
and hene for t→ 0+ we obtain α1 = β1. We an now restart from (2.3.3) to
prove, in the same way, that a2 = b2, α2 = β2, et. At the end we must have
k = N beause, otherwise, if we had e.g. k < N , at the end of the previous
reursive proess, we would have
N∑
j=k+1
βj · tbj = o(t).
From this, olleting the terms ontaining tbk+1 , we obtain
tbk+1−1 · [βk+1 + βk+2 · tbk+2−bk+1 + · · · + βN · tβN−βk+1 ]→ 0. (2.3.4)
In this sum βk+j · tbk+j−bk+1 → 0 as t → 0+, beause bk+1 < bk+j for j > 1
and hene βk+1 + βk+2 · tbk+2−bk+1 + · · · + βN · tβN−βk+1 → βk+1 6= 0, so
from (2.3.4) we get tbk+1−1 → 0, that is bk+1 > 1, in ontradition with the
uniqueness hypothesis bk+1 ≤ 1.
Let us note expliitly that the uniqueness proof permits also to arm
that the deomposition is well dened in
•R, i.e. that if x = y in •R, then
the deomposition of x and the deomposition of y are equal.
On the basis of this theorem we introdue two notations: the rst one
emphasizing the potential nature of an innitesimal x ∈ •R, and the seond
one emphasizing its atual nature.
Denition 2.3.4. If x ∈ •R, we say that
x = r +
k∑
i=1
αi · tai is the potential deomposition (of x) (2.3.5)
i onditions 1., 2., and 3. of theorem 2.3.2 are veried. Of ourse it is
impliit that the symbol of equality in (2.3.5) has to be understood in
•R.
For example x = 1 + t1/3 + t1/2 + t is a deomposition beause we have
inreasing powers of t. The only deomposition of a standard real r ∈ R is
the void one, i.e. that with k = 0 and α = a : ∅ −→ R; indeed to see that
this is the ase, it sues to go along the existene proof again with this
ase x = r ∈ R (or to prove it diretly, e.g. by ontradition).
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Denition 2.3.5. Considering that tai = dt1/ai we an also use the follow-
ing notation, emphasizing more the fat that x ∈ •R is an atual innitesi-
mal:
x = ◦x+
k∑
i=1
◦xi · dtbi (2.3.6)
where we have used the notation
◦xi := αi and bi := 1/ai, so that the ondi-
tion that uniquely identies all bi is b1 > b2 > · · · > bk ≥ 1. We all (2.3.6)
the atual deomposition of x or simply the deomposition of x. We will
also use the notation dix := ◦xi · dtbi (and simply dx := d1x) and we will
all
◦xi the i-th standard part of x and d
ix the i-th innitesimal part of x
or the i-th dierential of x. So let us note that we an also write
x = ◦x+
∑
i
dix
and in this notation all the addenda are uniquely determined (the number
of them too). Finally, if k ≥ 1 that is if x ∈ •R \ R, we set ω(x) := b1
and ωi(x) := bi. The real number ω(x) = b1 is the greatest order in the
atual deomposition (2.3.6), orresponding to the smallest in the potential
deomposition (2.3.5), and is alled the order of the Fermat real x ∈ •R. The
number ωi(x) = bi is alled the i-th order of x. If x ∈ R we set ω(x) := 0
and dix := 0. Observe that in general ω(x) = ω( dx), d( dx) = dx and that,
using the notations of the potential deomposition (2.3.4), we have ω(x) =
1/a1.
Example. If x = 1 + t1/3 + t1/2 + t, then ◦x = 1, dx = dt3 and hene x is
a third order innitesimal, i.e. ω(x) = 3, d2x = dt2 and d
3x = dt; nally
all the standard parts are
◦xi = 1.
Remark 2.3.6. To avoid misunderstanding, it is important to underline
that there is an opposite meaning of the word order in standard analysis
and in the previous denition. Indeed, in standard analysis if we say that
the innitesimal funtion (for t→ 0+) t 7→ x(t) is of order greater than the
funtion t 7→ y(t), we mean that
lim
t→0+
x(t)
y(t)
= 0
Intuitively this implies that we have to think x(t) smaller than y(t), at least
for suiently small t ∈ (0, δ). Beause the onnetion between the denition
of order given in Denition 2.3.5 and the standard denition of order (with
respet to the standard innitesimal t 7→ t) is given by ω(x) = 1/a1, for
Fermat reals the meaning will be the opposite one: if x, y ∈ D∞ are two
innitesimals, having every standard part positive
◦xi,
◦yj > 0, and with
ω(x) > ω(y), then we have to think at x ∈ •R as a bigger number with
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respet to y ∈ •R. More formally, in the next setion we will see that this
will orrespond to say that if a, b ∈ N are suh that xa 6= 0 and xa+1 = 0,
yb 6= 0 and yb+1 = 0, then a ≥ b. When we will introdue the order relation
in
•R (see 4), we will see that if for two innitesimals we have ω(x) > ω(y),
then x > y i ◦x1 > 0. Realling the Remark 2.3.3 we an remember this
dierene between lassial and atual order, realling that dta > dtb if
a > b and that the smallest non zero innitesimal is dt1 = dt, beause
dta = 0 if a < 1.
2.4 The ideals Dk
In this setion we will introdue the sets of nilpotent innitesimals orre-
sponding to a k-th order neighborhood of 0. Every smooth funtion re-
strited to this neighborhood beomes a polynomial of order k, obviously
given by its k-th order Taylor's's formula (without remainder). We start
with a theorem haraterizing innitesimals of order less than k.
Theorem 2.4.1. If x ∈ •R and k ∈ N>1, then xk = 0 in •R if and only if
◦x = 0 and ω(x) < k.
Proof: If xk = 0, then taking the standard part map of both sides, we have
◦(xk) = (◦x)k = 0 and hene ◦x = 0. Moreover xk = 0 means xkt = o(t)
and hene
(
xt
t1/k
)k → 0 and xt
t1/k
→ 0. We rewrite this ondition using the
potential deomposition x =
∑k
i=1 αi · tai of x (note that in this way we have
ω(x) = 1a1 ) obtaining
lim
t→0+
∑
i
αi · tai− 1k = 0 = lim
t→0+
ta1−
1
k · [α1 + α2 · ta2−a1 + · · · + αk · tak−a1]
But α1 + α2 · ta2−a1 + · · · + αk · tak−a1 → α1 6= 0, hene we must have that
ta1−
1
k → 0, and so a1 > 1k , that is ω(x) < k.
Vie versa if
◦x = 0 and ω(x) < k, then x =
∑k
i=1 αi · tai + o(t), and
lim
t→0+
xt
t1/k
= lim
t→0+
∑
i
αi · tai−
1
k + lim
t→0+
o(t)
t
· t1− 1k
But t1−
1
k → 0 beause k > 1 and tai− 1k → 0+ beause 1ai ≤ 1a1 = ω(x) < k
and hene xk = 0 in •R.
If we want that in a k-th order innitesimal neighborhood a smooth
funtion is equal to its k-th Taylor's's formula, i.e.
∀h ∈ Dk : f(x+ h) =
k∑
i=0
hi
i!
· f (i)(x)
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we need to take innitesimals whih are able to delete the remainder, that is,
suh that hk+1 = 0. The previous theorem permits to extend the denition
of the ideal Dk to real number subsripts instead of natural numbers k only.
Denition 2.4.2. If a ∈ R>0 ∪ {∞}, then
Da := {x ∈ •R | ◦x = 0, ω(x) < a+ 1}
Moreover we will simply denote D1 by D.
1. If x = dt3, then ω(x) = 3 and x ∈ D3. More in general dtk ∈ Da if
and only if ω( dtk) = k < a+1. E.g. dtk ∈ D if and only if 1 ≤ k < 2.
2. D∞ =
⋃
aDa = {x ∈ •R | ◦x = 0} is the set of all the innitesimals of
•R.
3. D0 = {0} beause the only innitesimal having order stritly less than
1 is, by denition of order, x = 0 (see the Denition 2.3.5).
The following theorem gathers several expeted properties of the sets Da and
of the order of an innitesimal ω(x):
Theorem 2.4.3. Let a, b ∈ R>0 and x, y ∈ D∞, then
1. a ≤ b =⇒ Da ⊆ Db
2. x ∈ Dω(x)
3. a ∈ N =⇒ Da = {x ∈ •R |xa+1 = 0}
4. x ∈ Da =⇒ x⌈a⌉+1 = 0
5. x ∈ D∞ \ {0} and k = [ω(x)] =⇒ x ∈ Dk \Dk−1
6. d(x · y) = dx · dy
7. x · y 6= 0 =⇒ 1
ω(x · y) =
1
ω(x)
+
1
ω(y)
8. x+ y 6= 0 =⇒ ω(x+ y) = ω(x) ∨ ω(y)
9. Da is an ideal
In this statement if r ∈ R, then ⌈r⌉ is the eiling of the real r, i.e. the unique
integer ⌈r⌉ ∈ Z suh that ⌈r⌉ − 1 < r ≤ ⌈r⌉. Moreover if r, s ∈ R, then
r ∨ s := max(r, s).
Proof: Property 1. and 2. follow diretly from Denition 2.4.2 of Da,
whereas property 3. follows from Theorem 2.4.1. From 1. and 3. property
4. follows: in fat x ∈ Da ⊆ D⌈a⌉ beause a ≤ ⌈a⌉, hene x⌈a⌉+1 = 0 from
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property 3. To prove property 5., if k = [ω(x)], then k ≤ ω(x) < k + 1,
hene diretly from Denition 2.4.2 the onlusion follows.
To prove 6. let
x =
k∑
i=1
◦xi · dtai and y =
N∑
j=1
◦yj · dtbj (2.4.1)
be the deompositions of x and y (onsidering that they are innitesimals,
so that
◦x = ◦y = 0). Reall that dx = ◦x1 · dta1 and dy = ◦y1 · dtb1 . From
(2.4.1) we have
x · y =
k∑
i=1
N∑
j=1
◦xi
◦yj dtai dtbj =
k∑
i=1
N∑
j=1
◦xi
◦yj dt aibj
ai+bj
(2.4.2)
where we have used the Remark 2.3.3. But ω(x) = a1 ≥ ai and ω(y) = b1 ≥
bj from the Denition 2.3.5 of deomposition. Hene
1
a1
+
1
b1
≤ 1
ai
+
1
bj
a1b1
a1 + b1
≥ aibj
ai + bj
so that the greatest innitesimal in the produt (2.4.2) is
d(x · y) = ◦x1◦y1 dta1 dtb1 = dx · dy
From this proof, property 7. follows, beause x · y 6= 0 by hypothesis, and
hene its order is given by
ω(x · y) = a1b1
a1 + b1
=
(
1
a1
+
1
b1
)−1
=
(
1
ω(x)
+
1
ω(y)
)−1
From the deompositions (2.4.1) we also have
x+ y =
k∑
i=1
◦xi dtai +
N∑
j=1
◦yj dtbj
and therefore, beause by hypothesis x + y 6= 0, its order is given by the
greatest innitesimal in this sum, that is
ω(x+ y) = a1 ∨ b1 = ω(x) ∨ ω(y)
It remains to prove property 9. First of all ω(0) = 0 < a+ 1, hene 0 ∈ Da.
If x, y ∈ Da, then ω(x) and ω(y) are stritly less than a + 1 and hene
x + y ∈ Da follows from property 8. Finally if x ∈ Da and y ∈ •R, then
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x·y = x·◦y+x·(y−◦y), so ω(x·y) = ω(x·◦y)∨ω(x·(y−◦y)) = ω(x)∨ω(x·z),
where z := y − ◦y ∈ D∞ is an innitesimal. If x · z = 0, we have ω(x · y) =
ω(x) < a+ 1, otherwise from property 7.
1
ω(x · z) =
1
ω(x)
+
1
ω(z)
≥ 1
ω(x)
and hene ω(x · y) ≤ ω(x) < a + 1; in any ase the onlusion x · y ∈ Da
follows.
Property 4. of this theorem annot be proved substituting the eiling ⌈a⌉
with the integer part [a]. In fat if a = 1.2 and x = dt2.1, then ω(x) = 2.1
and [a] + 1 = 2 so that x[a]+1 = x2 = dt 2.1
2
6= 0 in •R, whereas ⌈a⌉ + 1 = 3
and x3 = dt 2.1
3
= 0.
Finally let us note the inreasing sequene of ideals/neighborhoods of
zero:
{0} = D0 ⊂ D = D1 ⊂ D2 ⊂ · · · ⊂ Dk ⊂ · · · ⊂ D∞ (2.4.3)
Beause of (2.4.3) and of the property dta = 0 if a < 1, we an say that
dt is the smallest innitesimals and dt2, dt3, et. are greater innitesimals.
As we mentioned in the Remark 2.3.6, after the introdution of the order
relation in
•R, we will see that this algebrai idea of order of magnitude
will orrespond to a property of this order relation, so that we will also have
dt < dt2 < dt3 < . . . . Moreover, from the properties 1. and 5. of the
previous theorem it follows that if xa 6= 0 and xa+1 = 0, then a = [ω(x)], so
that if also yb 6= 0, yb+1 = 0 and ω(x) > ω(y), then a ≥ b. This proves what
has been stated in Remark 2.3.6.
2.5 Produts of powers of nilpotent innitesimals
In this setion we will introdue several simple instruments that will be
very useful to deide whether a produt of the form hi11 · . . . · hinn , with
hk ∈ D∞ \ {0}, is zero or whether it belongs to some Dk.
Theorem 2.5.1. Let h1, . . . , hn ∈ D∞ \ {0} and i1, . . . , in ∈ N, then
1. hi11 · . . . · hinn = 0 ⇐⇒
n∑
k=1
ik
ω(hk)
> 1
2. hi11 · . . . · hinn 6= 0 =⇒
1
ω(hi11 · . . . · hinn )
=
n∑
k=1
ik
ω(hk)
Proof: Let
hk =
Nk∑
r=1
αkrt
akr
(2.5.1)
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be the potential deomposition of hk for k = 1, . . . , n. Then by denition
2.3.4 of potential deomposition and the denition2.3.5 of order, we have
0 < ak1 < ak2 < · · · < akNk ≤ 1 and jk := ω(hk) = 1ak1 , hene
1
jk
≤ akr for
every r = 1, . . . , Nk. Therefore from (2.5.1), olleting the terms ontaining
t1/jk we have
hk = t
1/jk ·
(
αk1 + αk2t
ak2−1/jk + · · ·+ αkNktakNk−1/jk
)
and hene
hi11 · . . . · hinn = t
i1
j1
+···+ in
jn ·
(
α11 + α12t
a12−
1
j1 + · · · + α1N1ta1N1−
1
j1
)i1 · . . .
. . . ·
(
αn1 + αn2t
an2−
1
jn + · · ·+ αnNntanNn−
1
jn
)in
(2.5.2)
Hene if
∑
k
ik
jk
> 1 we have that t
i1
j1
+···+ in
jn = 0 in •R, so also hi11 ·. . .·hinn = 0.
Vie versa if hi11 · . . . · hinn = 0, then the right hand side of (2.5.2) is a o(t) as
t→ 0+, that is
t
i1
j1
+···+ in
jn
−1 ·
(
α11 + α12t
a12−
1
j1 + · · ·+ α1N1ta1N1−
1
j1
)i1 · . . .
. . . ·
(
αn1 + αn2t
an2−
1
jn + · · · + αnNntanNn−
1
jn
)in → 0
But eah term
(
αk1 + αk2t
ak2−
1
jk + · · ·+ αkNkt
akNk−
1
jk
)ik → αikk 6= 0 so,
neessarily, we must have
i1
j1
+ · · ·+ injn − 1 > 0, and this onludes the proof
of 1.
To prove 2. it sues to apply reursively property 7. of Theorem (2.4.3),
in fat
1
ω(hi11 · . . . · hinn )
=
1
ω(hi11 )
+
1
ω(hi22 · . . . · hinn )
=
1
ω(h1 · i1. . . . . . ·h1)
+
1
ω(hi22 · . . . · hinn )
= . . .
=
i1
ω(h1)
+
1
ω(hi22 · . . . · hinn )
=
i1
ω(h1)
+ · · ·+ in
ω(hn)
and this onludes the proof.
Example 2.5.2. ω( dti1a1 · . . . · dtinan)−1 =
∑
k
ik
ω( dtak )
=
∑
k
ik
ak
and dti1a1 · . . . ·
dtinan = 0 if and only if
∑
k
ik
ak
> 1, so e.g. dt · h = 0 for every h ∈ D∞.
From this theorem we an derive four simple orollaries that will be useful in
the ourse of the present work. Some of these orollaries are useful beause
they give properties of powers like hi11 · . . . · hinn in ases where exat values
of the orders ω(hk) are unknown. The rst orollary gives a neessary and
suient ondition to have hi11 · . . . · hinn ∈ Dp \ {0}.
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Corollary 2.5.3. In the hypotheses of the previous Theorem 2.5.1 let p ∈
R>0, then we have
hi11 · . . . · hinn ∈ Dp \ {0} ⇐⇒
1
p+ 1
<
n∑
k=1
ik
ω(hk)
≤ 1
Proof: This follows almost diretly from Theorem 2.5.1. In fat if hi11 · . . . ·
hinn ∈ Dp\{0}, then its order is given by ω(hi11 · . . . ·hinn ) =
[∑
k
ik
ω(hk)
]−1
=: a
and moreover a ≥ 1 beause hi11 · . . . · hinn 6= 0. Furthermore, hi11 · . . . · hinn
being an element of Dp, we also have a < p + 1, from whih the onlusion
1
p+1 <
1
a ≤ 1 follows.
Vie versa if
1
p+1 <
1
a :=
∑
k
ik
ω(hk)
≤ 1, then from Theorem 2.5.1 we have
hi11 · . . . ·hinn 6= 0 and ω(hi11 · . . . ·hinn ) = a; but a < p+1 by hypothesis, hene
hi11 · . . . · hinn ∈ Dp.
Now we will prove a suient ondition to have hi11 · . . . ·hinn = 0, starting
from the hypotheses hk ∈ Djk only, that is ω(hk) < jk + 1. The typial
situation where this applies is for jk = [ω(hk)] ∈ N.
Corollary 2.5.4. Let hk ∈ Djk for k = 1, . . . , n and i1, . . . , in ∈ N, then
n∑
k=1
ik
jk + 1
≥ 1 =⇒ hi11 · . . . · hinn = 0
In fat
∑n
k=1
ik
ω(hk)
>
∑n
k=1
ik
jk+1
≥ 1 beause ω(hk) < jk + 1, hene the
onlusion follows from Theorem 2.5.1.
Let h, k ∈ D; we want to see if h ·k = 0. Beause in this ase∑k ikjk+1 =
1
2 +
1
2 = 1 we always have
h · k = 0 (2.5.3)
We will see that this is a great oneptual dierene between Fermat reals
and the ring of SDG, where, not neessarily, the produt of two rst order
innitesimal is zero. The onsequenes of this property of Fermat reals arrive
very deeply in the development of the theory of Fermat reals, foring us,
e.g., to develop several new onepts if we want to generalize the derivation
formula (2.1.2) to funtions dened on innitesimal domains, like f : D −→
•R (see 3). We will return more extensively to this dierene between Fermat
reals and SDG in Chapter 4 about order relation on
•R. We only mention
here that looking at the simple Denition 2.3.1, the equality (2.5.3) has an
intuitively lear meaning, and it is to preserve this intuition that we keep
this equality instead of hanging ompletely the theory toward a less intuitive
one.
The next orollary solves the same problem of the previous one, but
starting from the hypotheses hjkk = 0:
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Corollary 2.5.5. If h1, . . . , hn ∈ D∞ and hjkk = 0 for j1, . . . , jn ∈ N, then
if i1, . . . , in ∈ N, we have
n∑
k=1
ik
jk
≥ 1 =⇒ hi11 · . . . · hinn = 0
In fat if hjkk = 0, then jk > 0 and hk ∈ Djk−1 by Theorem 2.4.3, so the
onlusion follows from the previous orollary.
Finally, the latter orollary permits e.g. to pass from
∀h ∈ Dnp : f(h) =
∑
i∈Nn
|i|≤p
hi · ai
to
∀h ∈ Dnq : f(h) =
∑
i∈Nn
|i|≤q
hi · ai
if q < p. In the previous formulas Dna = Da × n. . . . . . ×Da and we have used
the lassial multi-indexes notations, e.g. hi = hi11 ·. . . ·hinn and |i| =
∑n
k=1 ik.
Corollary 2.5.6. Let p ∈ N>0 and hk ∈ Dp for eah k = 1, . . . , n; i ∈ Nn
and h ∈ Dn∞, then
|i| > p =⇒ hi = 0
To prove it, we only have to apply Corollary 2.5.4:
n∑
k=1
ik
p+ 1
=
∑
k ik
p+ 1
=
|i|
p+ 1
≥ p+ 1
p+ 1
= 1
Let us note expliitly that the possibility to prove all these results about
produts of powers of nilpotent innitesimals is essentially tied with the
hoie of little-oh polynomials in the denition of the equivalene relation ∼
in Denition 2.1.2. Equally eetive and useful results are not provable for
the more general family of nilpotent funtions (see e.g. Giordano [2004℄).
2.6 Identity priniple for polynomials
In this setion we want to prove that if a polynomial a0+ a1x+ a2x
2+ · · ·+
anx
n
of
•R is identially zero, then ak = 0 for all k = 0, . . . , n. To prove this
onlusion, it sues to mean identially zero as equal to zero for every
x belonging to the extension of an open subset of R. Therefore we rstly
dene what is this extension.
Denition 2.6.1. If U is an open subset of Rn, then •U := {x ∈ •Rn | ◦x ∈
U}. Here with the symbol •Rn we mean •Rn := •R× n. . . . . . ×•R.
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We shall give further the general denition of the extension funtor
•(−); in
these rst hapters we only want to examine some elementary properties of
the ring
•R that will be used later.
The identity priniple for polynomials an now be stated in the following
way:
Theorem 2.6.2. Let a0, . . . , an ∈ •R and U be an open neighborhood of 0
in R suh that
a0 + a1x+ a2x
2 + · · ·+ anxn = 0 in •R ∀x ∈ •U (2.6.1)
Then
a0 = a1 = · · · = an = 0 in •R
Proof: Beause U is an open neighborhood of 0 in R, we an always nd
x1, . . . , xn+1 ∈ U suh that xi 6= xj for i, j = 1, . . . , n+ 1 with i 6= j. Hene
from hypothesis (2.6.1) we have
anx
n
k + · · · + a1xk + a0 = 0 in •R ∀k = 1, . . . , n+ 1
That is, in vetorial form
(an, . . . , a0) ·

xn1 x
n
2 . . . x
n
n+1
xn−11 x
n−1
2 . . . x
n−1
n+1
.
.
.
x1 x2 . . . xn+1
1 1 . . . 1
 = 0 in •R
This matrix V is a Vandermonde matrix, hene it is invertible
(an, . . . , a0) · V = 0 in •Rn+1
(an, . . . , a0) · V · V −1 = 0 in •Rn+1
hene ak = 0 in
•R for every k = 0, . . . , n.
This theorem an be extended to polynomials with more than one vari-
able using reursively the previous theorem, one variable per time:
Corollary 2.6.3. Let ai ∈ •R for every i ∈ Nn with |i| ≤ d. Let U be an
open neighborhood of 0 in Rn suh that∑
i∈Nn
|i|≤d
aix
i = 0 ∀x ∈ •U
Then
ai = 0 ∀i ∈ Nn : |i| ≤ d
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2.7 Invertible Fermat reals
We an see more formally that to prove (2.1.1) we annot embed the reals
R into a eld but only into a ring, neessarily ontaining nilpotent element.
In fat, applying (2.1.1) to the funtion f(h) = h2 for h ∈ D, where D ⊆ •R
is a given subset of
•R, we have
f(h) = h2 = f(0) + h · f ′(0) = 0 ∀h ∈ D
Hereby we have supposed the preservation of the equality f ′(0) = 0 from R
to
•R. In other words, if D and f(h) = h2 verify (2.1.1), then neessarily
eah element h ∈ D must be a new type of number whose square is zero. Of
ourse in a eld the only subset D verifying this property is D = {0}.
Beause we annot have property (2.1.1) and a eld at the same time, we
need a suiently good family of anellation laws as substitutes. We will
dediate a full hapter of this work to this problem, developing the notion
of equality up to a k-th order innitesimal (see Setion 3). At present to
prove the uniqueness of (2.1.2) we need the following simplest form of these
anellation laws:
Theorem 2.7.1. If x ∈ •R is a Fermat real and r, s ∈ R are standard real
numbers, then
x · r = x · s in •R and x 6= 0 =⇒ r = s
Remark. As a onsequene of this result, we an always anel a non zero
Fermat real in an equality of the form x · r = x · s where r, s are standard
reals. This is obviously tied with the uniqueness part of (2.1.2) and implies
that formula (2.1.2) uniquely identies the rst derivative in ase it is a
standard real number.
Proof: From the Denition 2.3.1 of equality in
•R and from x · r = x · s we
have
lim
t→0+
xt · (r − s)
t
= 0
But if we had r 6= s this would implies limt→0+ xtt = 0, that is x = 0 in •R
and this ontradits the hypothesis x 6= 0.
The last result of this setion takes its ideas from similar situations of
formal power series and gives also a formula to ompute the inverse of an
invertible Fermat real.
Theorem 2.7.2. Let x = ◦x+
∑n
i=1
◦xi · dtai ∈ •R be a Fermat real and its
deomposition. Then
x is invertible
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if and only if
◦x 6= 0, and in this ase
1
x
=
1
◦x
·
+∞∑
j=0
(−1)j ·
(
n∑
i=1
◦xi
◦x
· dtai
)j
(2.7.1)
In the formula (2.7.1) we have to note that the series is atually a nite sum
beause any dtai is nilpotent.
1. (1+ dt2)
−1 = 1− dt2+ dt22− dt32+ · · · = 1− dt2+ dt beause dt32 = 0
2. (1 + dt3)
−1 = 1− dt3 + dt23 − dt33 + dt43 − · · · = 1− dt3 + dt23 − dt
Proof: If x · y = 1 for some y ∈ •R, then, taking the standard parts of eah
side we have
◦x · ◦y = 1 and hene ◦x 6= 0. Vie versa the idea is to start
from the series
1
1 + r
=
+∞∑
j=0
(−1)j · rj ∀r ∈ R : |r| < 1
and, intuitively, to dene(
◦x+
∑
i
◦xi dtai
)−1
= ◦x−1 ·
(
1 +
∑
i
◦xi
◦x
dtai
)−1
= ◦x−1 ·
+∞∑
j=0
(−1)j ·
(∑
i
◦xi
◦x
dtai
)j
So let y := ◦x−1 ·∑+∞j=0(−1)j ·(∑i ◦xi◦x dtai)j and h := x−◦x =∑i ◦xi dtai ∈
D∞ so that we an also write
y = ◦x−1 ·
+∞∑
j=0
(−1)j · h
j
◦xj
But h ∈ •R is a little-oh polynomial with h(0) = 0, so it is also ontinuous,
hene for a suiently small δ > 0 we have
∀t ∈ (−δ, δ) :
∣∣∣∣ht◦x
∣∣∣∣ < 1
Therefore
∀t ∈ (−δ, δ) : yt = 1◦x ·
(
1 +
ht
◦x
)−1
=
1
◦x+ ht
=
1
xt
From this equality it follows x · y = 1 in •R from Denition 2.3.1.
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2.8 The derivation formula
Even if, in the following of this work, we will see several generalizations of the
derivation formula (2.1.2), we want to give here a proof of (2.1.2) beause it
has been the prinipal motivation for the onstrution of the ring of Fermat
reals
•R. Anyhow, before onsidering the proof of the derivation formula,
we have to understand how to extend a given smooth funtion f : R −→ R
to a ertain funtion
•f : •R −→ •R.
Denition 2.8.1. Let A be an open subset of Rn, f : A −→ R a smooth
funtion and x ∈ •A then we dene
•f(x) := f ◦ x
This denition is well dened beause we have seen (see Subsetion 2.2) that
little-oh polynomials are preserved by smooth funtions, and beause the
funtion f is loally Lipshitz, so∣∣∣∣f(xt)− f(yt)t
∣∣∣∣ ≤ K · ∣∣∣∣xt − ytt
∣∣∣∣ ∀t ∈ (−δ, δ)
for a suiently small δ and some onstant K, and hene if x = y in •R,
then also
•f(x) = •f(y) in •R.
The funtion
•f is an extension of f , that is
•f(r) = f(r) in •R ∀r ∈ R,
as it follows diretly from the denition of equality in
•R (i.e. Denition
2.3.1), thus we an still use the symbol f(x) both for x ∈ •R and x ∈
R without onfusion. After the introdution of the extension of smooth
funtions, we an also state the following useful elementary transfer theorem
for equalities, whose proof follows diretly from the previous denitions:
Theorem 2.8.2. Let A be an open subset of Rn, and τ , σ : A −→ R be
smooth funtions. Then
∀x ∈ •A : •τ(x) = •σ(x)
i
∀r ∈ A : τ(r) = σ(r).
Now we will prove the derivation formula (2.1.2).
Theorem 2.8.3. Let A be an open set in R, x ∈ A and f : A −→ R a
smooth funtion, then
∃!m ∈ R ∀h ∈ D : f(x+ h) = f(x) + h ·m (2.8.1)
In this ase we have m = f ′(x), where f ′(x) is the usual derivative of f at
x.
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Proof: Uniqueness follows from the previous anellation law Theorem 2.7.1,
indeed ifm1 ∈ R andm2 ∈ R both verify (2.8.1), then h·m1 = h·m2 for every
h ∈ D. But there exists a non zero rst order innitesimal, e.g. dt ∈ D, so
from Theorem (2.7.1) it follows m1 = m2.
To prove the existene part, take h ∈ D, so that h2 = 0 in •R, i.e.
h2t = o(t) for t→ 0+. But f is smooth, hene from its seond order Taylor's
formula we have
f(x+ ht) = f(x) + ht · f ′(x) + h
2
t
2
· f ′′(x) + o(h2t )
But
o(h2t )
t
=
o(h2t )
h2t
· h
2
t
t
→ 0 for t→ 0+
so
h2t
2
· f ′′(x) + o(h2t ) = o1(t) for t→ 0+
and we an write
f(x+ ht) = f(x) + ht · f ′(x) + o1(t) for t→ 0+
that is
f(x+ h) = f(x) + h · f ′(x) in •R
and this proves the existene part beause f ′(x) ∈ R.
For example eh = 1 + h, sin(h) = h and cos(h) = 1 for every h ∈ D.
Analogously we an prove the following innitesimal Taylor's formula; in
its statement we use the usual multi-indexes notations (see e.g. Prodi [1987℄,
Silov [1978b℄) and the notation Ddn := Dn × d. . . . . . ×Dn.
Lemma 2.8.4. Let A be an open set in Rd, x ∈ A, n ∈ N>0 and f : A −→ R
a smooth funtion, then
∀h ∈ Ddn : f(x+ h) =
∑
j∈Nd
|j|≤n
hj
j!
· ∂
|j|f
∂xj
(x)
For example sin(h) = h− h36 if h ∈ D3 so that h4 = 0.
It is possible to generalize several results of the present work to funtions
of lass Cn only, instead of smooth ones. However it is an expliit purpose of
this work to simplify statements of results, denitions and notations, even
if, as a result of this searhing for simpliity, its appliability will only hold
for a more restrited lass of funtions. Some more general results, stated
for Cn funtions, but less simple an be found in Giordano [2004℄.
Note that m = f ′(x) ∈ R, i.e. the slope is a standard real number, and
that we an use the previous formula with standard real numbers x only,
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and not with a generi x ∈ •R, but we shall remove this limitation in a
subsequent hapter.
In other words we an say that the derivation formula (2.1.2) allows
us to dierentiate the usual dierentiable funtions using a language with
innitesimal numbers and to obtain from this an ordinary funtion.
If we apply this theorem to the smooth funtion p(r) :=
 x+r
x f(t) dt, for
f smooth, then we immediately obtain the following
Corollary 2.8.5. Let A be open in R, x ∈ A and f : A −→ R smooth. Then
∀h ∈ D :
 x+h
x
f(t) dt = h · f(x).
Moreover f(x) ∈ R is uniquely determined by this equality.
We lose this setion by introduing a very simple notation useful to empha-
size some equalities: if h, k ∈ •R then we say that ∃h/k i ∃!r ∈ R : h = r·k,
and obviously we denote this r ∈ R with h/k. Therefore we an say, e.g.,
that
f ′(x) =
f(x+ h)− f(x)
h
∀h ∈ D6=0
f(x) =
1
h
·
 x+h
x
f(t) dt.
Moreover we an prove some natural properties of this ratio, like the fol-
lowing one
∃u
v
,
x
y
and vy 6= 0 =⇒ u
v
+
x
y
=
uy + vx
vy
Example 2.8.6. Consider e.g. x = 1+2dt3 + dt2 +5dt4/3, then using the
previous ratio we an nd a formula to alulate all the oeients of this
deomposition. Indeed, let us onsider rst the term 2 dt3: if we multiply
both sides by dt3/2, where
3
2
=
1
1− 1ω( dt3)
we obtain
(x− ◦x) · dt3/2 = 2dt3 dt3/2 + dt2 dt3/2 + 5dt4/3 dt3/2
but dt3 dt3/2 = dt whereas dta dt3/2 = 0 if a < 3, so
(x− ◦x) dt3/2
dt
= 2
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Analogously we have
(x− ◦x− 2 dt3) dt2
dt
= 1 and
(x− ◦x− 2 dt3 − dt2) dt4
dt
= 5
where
2 =
1
1− 1ω( dt2)
and 4 =
1
1− 1ω( dt4/3)
Using the same idea we an prove the reursive formula
αi+1 =
1
1− 1ωi+1(x)
=⇒
(
x− ◦x−∑ik=1 xi dtωi(x)) · dtαi+1
dt
= xi+1
Finally, diretly from the denition of deomposition it follows
α 6= 1
1− 1ωi+1(x)
∀i =⇒
(
x− ◦x−∑ik=1 xi dtωi(x)) · dtα
dt
= 0
(
x− ◦x−∑ik=1 xi dtωi(x)) · dtα
dt
6= 0 =⇒ α = 1
1− 1ωi+1(x)
so that all the terms of the deomposition of a Fermat real are uniquely
determined by these reursive formulas.
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Chapter 3
Equality up to k-th order
innitesimals
3.1 Introdution
As proved in Theorem 2.8.3, the derivation formula has several limitations
that we are fored to avoid if we want to obtain results like Stokes's theorem
in the spaeMan(M ;N) of smooth funtions between two smooth manifolds
M , N . Let us analyze the hypotheses of Theorem 2.8.3 so as to motivate
some generalizations:
1. The point x ∈ A is a standard real . This is the hypothesis that an
be more easily generalized. Indeed we an onsider that any general
Fermat real x ∈ •R an be written as the sum of its standard part ◦x ∈
R, and of its innitesimal part kx := x − ◦x ∈ D∞. The innitesimal
part kx is of ourse nilpotent and hene, for h ∈ D, we an ompute
f(x+h) = f(◦x+kx+h) using the usual innitesimal Taylor's formula
or arbitrary order (see Theorem 2.8.4). We will follow this idea in this
hapter, but another solution is inluded in the generalization of the
following hypothesis.
2. The funtion f : A −→ R is a standard smooth funtion. As we
already mentioned, not every funtion we are interested in is of type
•f , i.e. is the extension of a lassial smooth funtion. We already
mentioned, as a simple example, the funtion t ∈ R≥0 7→ sin(h·t) ∈ •R,
where h ∈ Dk is an innitesimal. More generally any funtion of type
x ∈ •R 7→ •g(h, x) ∈ •R, where g : R2 −→ R is a given smooth
funtion and h ∈ •R \ R is a non standard Fermat real, is not of type
•f for some f , beause it an happen that •g(h, r) ∈ •R \ R for a
standard r ∈ R (whereas, of ourse, •f(r) = f(r) ∈ R for every r ∈ R).
This implies that, on the one hand, we need a more general notion
of smooth funtion, surely inluding domains and odomains of type
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ϕ : •U −→ •R, where U ⊆ R is open; on the other hand we have to
dene a notion of derivative for this new type of smooth funtion.
We will solve this problem introduing the smooth inremental ratio
(an idea that is mainly due to G. Reyes, see Kok [1981℄) , i.e. for
every x ∈ •U , a funtion h ∈ •(−δx, δx) 7→ ϕ[x, h] ∈ •R verifying
ϕ(x+ h) = ϕ(x) + ϕ[x, h] · h ∀h ∈ •(−δx, δx) (3.1.1)
and formalizing Fermat's method: ϕ′(x) := ϕ[x, 0]. These results are
not usable for funtions of the type ϕ : Dk −→ •R whih are not
dened on the extension of a standard open set. This problem is tied
with the next hypothesis analyzed in this list.
3. The domain of the smooth funtion f : A −→ R is an open set.
Espeially onsidering spaes like spaes of funtions, more general
than loally at spaes, sometimes the more general results an be
stated only in innitesimal domains like the above Dk. Examples are
the existene and uniqueness of the ux orresponding to a given vetor
eld or the existene and uniqueness of the exterior derivative of an
n-form. For this reason we will have to dene some notion of derivative
for funtions of type ψ : Dk −→ •R. At rst sight, the denition of
derivative for this type of funtion may seem an easy goal. In fat,
intuitively, a funtion of this type an be thought as some type of
polynomial of degree k ∈ N. The problem is due to the fat that, in
our setting, the derivation formula does not determine uniquely the
oeients of this polynomial. Indeed we know that in
•R we have
h · k = 0 for every rst order innitesimal h, k ∈ D, so both the
oeients m1 = 1+k, for a xed k ∈ D, and m2 = 1, verify, for every
h ∈ D, the derivation formula f(h) = f(0) + h ·mi if f(h) = h.
We want to underline, even if it will be formally lear only later in
this work, that here we do not have a problem of existene, but of
uniqueness only. In other words, e.g. for a funtion of type ψ : D −→
•R there always exists an m ∈ •R suh that ψ(h) = ψ(0) + h ·m for
every h ∈ D, but this oeient m ∈ •R is not uniquely determined by
this formula. We an takle this problem in several ways. For example
we an try to nd another formula that uniquely identies what we
intuitively think of as the derivative of ψ : Dk −→ •R at 0. The idea of
the smooth inremental ratio (3.1.1) goes in this diretion. Anyhow, in
this work we followed another idea: beause we only have a uniqueness
and not an existene problem, we shall try to dene preisely what is
the simplest m ∈ •R that veries the derivation formula, and we will
all derivative this simplest oeient. E.g. among m1 = 1+ k and
m2 = 1 in the previous example, the simplest one will surely bem2 = 1
and hene we shall have ψ′(0) = 1. This hapter is devoted to the
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development of these ideas. Indeed m2 = 1 is simpler than m1 = 1+ k
in the sense that m2 is m1 up to seond order innitesimals.
Let us start from the hypothesis
m ∈ •R and ∀h ∈ D : h ·m = 0
and try to derive some neessary ondition on m ∈ •R based on the idea
that beause we have a produt with h ∈ D, some innitesimal in the
deomposition ofm will give zero if multiplied by h, so not every innitesimal
in the deomposition of m is really useful to obtain the nal value of the
produt h ·m. In fat let
m = ◦m+
N∑
i=1
◦mi · dtai (3.1.2)
be the deomposition of m, and
h =
k∑
j=1
◦hj · dtbj (3.1.3)
be the deomposition of a generi h ∈ D. Then
h ·m =
k∑
j=1
◦m◦hj dtbj +
k∑
j=1
N∑
i=1
◦hj
◦mi dt aibj
ai+bj
(3.1.4)
But h ∈ D, hene bj ≤ ω(h) = b1 < 2 so that if we had ai ≤ 2 we would
have
1
bj
+
1
ai
>
1
2
+
1
2
= 1
and hene
aibj
ai+bj
< 1 and dt aibj
ai+bj
= 0. Therefore we an write
∀h ∈ D : h ·m =
k∑
j=1
◦m◦hj dtbj +
k∑
j=1
N∑
i=1
ai>2
◦hj
◦mi dt aibj
ai+bj
=
=h ·
◦m+ N∑
i=1
ai>2
◦mi · dtai
 (3.1.5)
Looking at (3.1.5), we an say that in a produt of type h ·m, with h ∈ D,
only suiently big innitesimals (ai > 2) in the deomposition of m will
survive. In other words, all the innitesimals of order less or equal 2 are
useless to dene the value of the produt h ·m.
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The quantity
ι2(m) :=
◦m+
N∑
i=1
ai>2
◦mi · dtai
is exatly the number m up to seond order innitesimals1, in the sense that
it is obtained from m negleting all the small innitesimals dim = ◦mi dtai
of order ω(◦mi dtai) = ai ≤ 2. In the example mentioned at the item 3.,
where k ∈ D, we have ι2(m1) = ι2(1 + k) = 1 and, indeed, among all the
Fermat reals m ∈ •R that verify the derivation formula, ι2(m) will be our
andidate for the denition of the simplest Fermat real that veries the
derivation formula. In fat, the formula (3.1.5) an be written as
∀h ∈ D : h ·m = h · ι2(m)
and it an be interpreted intuitively saying among all the numbers m that
gives the same value of the produt h ·m, the number ι2(m) is the simplest
one beause it ontains the minimal information, negleting all the useless
innitesimals, i.e. not useful to dene the value of the produt h ·m.
3.2 Equality up to k-th order innitesimals
The onsiderations of the previous setion give us suient heuristi moti-
vations to dene:
Denition 3.2.1. Let m = ◦m+
∑N
i=1
◦mi · dtωi(m) be the deomposition of
m ∈ •R and k ∈ R≥0 ∪ {∞}, then
1. ιkm := ιk(m) :=
◦m+
N∑
i=1
ωi(m)>k
◦mi · dtωi(m)
2.
•Rk := {ιkm |m ∈ •R}.
Finally if x, y ∈ •R, we will say x =k y i ιkx = ιky in •R, and we will read
it as x is equal to y up to k-th order innitesimals.
Remark 3.2.2. Firstly note that if 0 ≤ k < 1 then the ondition ωi(m) > k
is trivial beause we always have that ωi(m) ≥ 1. Hene
ι0m = m and
•R0 := •R
Moreover ι∞m =
◦m and •R∞ := R.
The rst simple property we an note about ιk is that ιj(ιkx) = ιj∨k(x)
(realling that j ∨ k := max(j, k)) so that we have, e.g., ιj(ιkx) = ιk(ιjx)
1
Remember that for Fermat reals, the greater is the order and the bigger the innites-
imal has to be thought, see Remark 2.3.6.
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and ιkx = x for every x ∈ •Rk. Moreover we have the following hain of
inlusions
R = •R∞ ⊆ . . . ⊆ •R3 ⊆ •R2 ⊆ •R1 ⊆ •R0 = •R (3.2.1)
In fat if z ∈ •Rk, we an write z = ιkm for some m ∈ •R; but ιj(ιkm) =
ιk(m) = z if j ≤ k and hene z is also of type ιj(m′) for m′ = ιkm and so
z ∈ •Rj . The intuitive meaning of (3.2.1) is lear: the more innitesimals
we neglet from a Fermat real m ∈ •R and the less terms will remain in
the deomposition of m; ontinuing in this way, only the standard part ◦m
remains.
We start the study of ιk onsidering the relationships between this operation
and the algebrai operations on
•R.
Theorem 3.2.3. Let x, y ∈ •R and k ∈ R≥1,then
1. If x = r +
∑M
h=1 γh · dtch in •R (not neessarily the deomposition of
x), with r, γh ∈ R and ch ∈ R≥1, then ιkx = r +
∑
h:ch>k
γh · dtch
2. ιk(x+ y) = ιkx+ ιky
3. ιk0 = 0
4. ιk(r · x) = r · ιkx ∀r ∈ R
5. ιk(x · y) = ιk(ιkx · ιky), that is x · y =k ιkx · ιky
6. The relation =k is an equivalene relation and the quotient set
•R=k :=
•R/ =k is a ring with respet to pointwise operations
Proof: To prove 1. we an onsider that if x = r +
∑M
h=1 γh · dtch, then
x = r +
M∑
h=1
γh · dtch =
= ◦x+
∑
q:q∈{cj | j=1,...,M}
dtq ·
∑
{γh |h = 1, . . . ,M , ch = q}
where we have summed all the addends γh dtch having the same order ch =
q. Now all {q1, . . . , qP } := {cj | j = 1, . . . ,M} the distint elements of
the set of all the cj , and γ¯a :=
∑{γh |h = 1, . . . ,M , ch = qa}. Hene
x = ◦x +
∑P
a=1 γ¯a dtqa, and we an suppose that every γ¯a 6= 0. Realling
the onstrution of the deomposition of a Fermat real (see the existene
proof of Theorem 2.3.2) we an state that P = N , where N is the number of
addends in the deomposition of x, and that permuting the addends of this
sum we obtain the deomposition of x, i.e. for a suitable permutation σ of
{1, . . . , N} we have
qσ(i) = ωi(x) and γ¯σ(i) =
◦xi
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or, in other words, we an say that
x = ◦x+
N∑
i=1
γ¯σ(i) dtqσ(i) is the deomposition of x.
Therefore, by Denition 3.2.1
ιkx =
◦x+
N∑
i=1
qσ(i)>k
γ¯σ(i) dtqσ(i) =
◦x+
N∑
a=1
qa>k
γ¯a dtqa =
= ◦x+
N∑
a=1
qa>k
dtqa
∑
{γh |h = 1, . . . ,M , ch = qa} =
= ◦x+
∑
q:q∈{cj | j=1,...,M}
q>k
dtq ·
∑
{γh |h = 1, . . . ,M , ch = q} =
= r +
M∑
h=1
ch>k
γh dtch.
2.) We onsider the deompositions of x and y, so that we have that
ιkx+ ιky =
◦x+
∑
i:ωi(x)>k
◦xi · dtωi(x) + ◦y +
∑
j:ωj(y)>k
◦yj · dtωj(y) (3.2.2)
On the other hand we have
x+ y = ◦x+ ◦y +
∑
i
◦xi dtωi(x) +
∑
j
◦yj dtωj(y)
From this and from the previous result 1. we have that
ιk(x+ y) =
◦x+ ◦y +
∑
i:ωi(x)>k
◦xi dtωi(x) +
∑
j:ωj(y)>k
◦yj dtωj(y) = ιkx+ ιky
Property 3. is a general onsequene of 2. for x = y = 0.
4.) We multiply x by r ∈ R obtaining
r · x = r · ◦x+
N∑
i=1
r · ◦xi dtωi(x)
so that, one again from 1., we have
ιk(r · x) = r · ◦x+
∑
i:ωi(x)>k
r · ◦xi dtωi(x) = r · ιkx
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5.) Let us onsider the produt of the deompositions of x and y and let
ai := ωi(x), bj := ωj(y) for simpliity, then we have
x · y = ◦x ◦y +
∑
j
◦x ◦yj dtbj +
∑
i
◦y ◦xi dtai +
∑
i,j
◦xi
◦yj dt aibj
ai+bj
Hene from 1. we have
ιk(x · y) = ◦x ◦y +
∑
j:bj>k
◦x ◦yj dtbj +
∑
i:ai>k
◦y ◦xi dtai+
+
∑{
◦xi
◦yj dt aibj
ai+bj
| aibj
ai + bj
> k
}
On the other hand we have
ιkx · ιky = ◦x ◦y +
∑
j:bj>k
◦x ◦yj dtbj +
∑
i:ai>k
◦y ◦xi dtai+
+
∑
i:ai>k
j:bj>k
◦xi
◦yj dt aibj
ai+bj
(3.2.3)
and applying 1. to (3.2.3) we get
ιk(ιkx · ιky) = ◦x ◦y +
∑
j:bj>k
◦x ◦yj dtbj +
∑
i:ai>k
◦y ◦xi dtai+
+
∑{
◦xi
◦yj dt aibj
ai+bj
| ai > k, bj > k, aibj
ai + bj
> k
}
(3.2.4)
So it sues to prove that the set of Fermat reals in the third summation
sign both in (3.2.3) and (3.2.4) are equal. But immediately we an see that
the set in (3.2.4) is a subset of the set of numbers in (3.2.3). For the opposite
inlusion we have
aibj
ai + bj
> k =⇒ 1
ai
+
1
bj
<
1
k
(3.2.5)
but
1
ai
< 1ai +
1
bj
beause bj = ωj(y) > 0 and hene from (3.2.5) we obtain
ai > k. Analogously we an prove that bj > k so that the two sets of Fermat
reals are equal.
6.) We have only to prove that the ring operations on the quotient set
•R/ =k, are well dened, i.e. that
x =k x
′
and y =k y
′ =⇒ x+ x′ =k y + y′ (3.2.6)
x =k x
′
and y =k y
′ =⇒ x · x′ =k y · y′ (3.2.7)
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Indeed if x =k x
′
and y =k y
′
, then ιkx = ιkx
′
and ιky = ιky
′
(obviously
these equalities have to be understood in
•R), so ιk(x) · ιk(y) = ιk(x′) · ιk(y′).
Applying ιk to both sides we obtain ιk (ιk(x) · ιk(y)) = ιk (ιk(x′) · ιk(y′)) so
that from 5. we have ιk(x ·y) = ιk(x′ ·y′), that is x ·y =k x′ ·y′. Analogously,
using 2., we an prove (3.2.6).
Remark 3.2.4. If m ∈ •Rk and m =k 0 then we an write m = ιkn for
some n ∈ •R; but, on the other hand, ιkm = ιk0 = 0 in •R beause m =k 0.
But ιkm = ιk(ιkn) = ιkn = m, so we an nally dedue that m must be zero
in
•R, i.e. m = 0. Therefore:
m ∈ •Rk and m =k 0 =⇒ m = 0 in •R
This an also be restated saying that the notion of equality up to k-th order
innitesimals, i.e. the equivalene relation =k, is trivial in
•Rk, i.e. if m,
n ∈ •Rk and m =k n, then m = n in •R.
Moreover we an also state (3.2.6) and (3.2.7) saying that if we work with
equality up to k-th order innitesimals, that is with the equivalene relation
=k, we an always use ring operations sum and produt of
•R and this will
preserve the equality =k.
Example. Whereas property 2. says that
•Rk is losed with respet to
sums, in general it is not losed with respet to produts. Indeed let
x = dt3 = y
then ι2x = ι2y = dt3 and ι2x · ι2y = (dt3)2 = dt3/2. On the other hand
x ·y = dt3/2 and ι2(x ·y) = 0, so ι2(x ·y) 6= ι2(x) ·ι2(y). This ounterexample
exhibits why we stated the relationships between ιk and the produt as in 5
of Theorem 3.2.3.
We lose this setion with a theorem that states some properties of the
order of ιkx − ιjx. The starting idea is roughly the following: with ιkx we
delete in the deomposition of x all the innitesimals of order less or equal
to k; we do the same with ιjx, so if j > k in the dierene ιkx − ιjx there
will remain only innitesimals of order between k and j.
Theorem 3.2.5. Let x ∈ •R and j, k ∈ R≥1, with j > k, then
1. k < ω(ιkx− ιjx) ≤ j and hene ιkx− ιjx ∈ Dj
2. k < ω(ιkx)
3. ω(x− ιjx) ≤ j
4. ∀h ∈ D 1
j−1
: h · (ιkx− ιjx) = 0
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Proof: To prove 1. let x = r+
∑N
i=1 αi dtai be the deomposition of x, then
ιkx− ιjx = r +
∑
i:ai>k
αi dtai − r −
∑
i:ai>j
αi dtai =
=
∑
i:k<ai≤j
αi dtai +
∑
i:ai>j
αi dtai −
∑
i:ai>j
αi dtai =
=
∑
i:k<ai≤j
αi dtai (3.2.8)
So
∑
i:k<ai≤j
αi dtai is the deomposition of ιkx− ιjx and its order is given
by ω(ιkx − ιjx) = ap, where p is the smallest index i = 1, . . . , N in the
deomposition (3.2.8), i.e. p := min{i = 1, . . . , N | k < ai ≤ j}. Therefore
k < ω(ιkx− ιjx) = ap ≤ j.
Property 2. an be proved exatly as the previous 1. but with j = +∞.
Property 3. is simply property 1. with k = 0.
4.) If h ∈ D 1
j−1
, then ω(h) < 1j−1 + 1 =
j
j−1 . Let us analyze the produt
h · (ιkx− ιjx):
1
ω(h)
+
1
ω(ιkx− ιjx) >
j − 1
j
+
1
j
= 1
Hene from 2.5.1 the onlusion follows.
As a onsequene of the previous property 2 of Theorem 3.2.5 we have
the following simple anellation law.
Corollary 3.2.6. Let m ∈ •Rk, with k ≥ 1, and h ∈ D∞ with k + ω(h) ≤
k · ω(h), then
m · h = 0 =⇒ m = 0
Proof: First we note that h 6= 0, beause otherwise we had ω(h) = ω(0) = 0
and k ≤ 0 from the hypothesis k + ω(h) ≤ k · ω(h). Seondly, from the
hypothesis m · h = 0 we immediately have ◦m = 0, so that m ∈ D∞. Ad
absurdum, if we had m 6= 0, then we would also have
1
ω(m)
+
1
ω(h)
<
1
k
+
1
ω(h)
indeed ω(m) > k beause m ∈ •Rk and the previous Theorem 3.2.5. But
1
k +
1
ω(h) =
k+ω(h)
k·ω(h) ≤ 1 by hypothesis and therefore m · h 6= 0 by Theorem
2.5.1, in ontradition with the hypothesis.
For example if we take m as above and onsider the innitesimal h = dtj
with 2 ≤ j ≤ k, then
m · dtj = 0 =⇒ m = 0
indeed
1
k +
1
ω( dtj)
= 1k +
1
j ≤ 2j ≤ 1, i.e. k + ω( dtj) ≤ k · ω( dtj).
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3.3 Canellation laws up to k-th order innitesi-
mals
The goal of this setion is to nd for what innitesimals h ∈ D∞ and for
what power j ∈ N and order k ∈ R≥1 we have hj ·m = hj · ιkm. We reall
that we started this hapter motivating the denition of ιkx starting from
the property
∀h ∈ D : h ·m = h · ι2m
In this setion we want to generalize this property. We will see that, as a
onsequene of this generalization, we will obtain a anellation law up to
k-th order innitesimals of the form
If ∀h ∈ Dα1 × · · · ×Dαn : hj ·m = 0 (3.3.1)
then m =k 0
and hene a general Taylor's formula for smooth funtions of the type f :
Rn −→ R with independent innitesimals inrements, that is a formula useful
to ompute with a polynomial a term like f(x1 + h1, . . . , xn + hn), with
(h1, . . . , hn) ∈ Dα1 × · · · ×Dαn , i.e. with innitesimal inrements in general
of dierent orders.
We shall use the lassial multi-indexes notations (see e.g. Prodi [1987℄
) frequently used in the study of several variables funtions. E.g. in (3.3.1)
we already used hj := hj11 · . . . · hjnn .
We start proving one simple lemma that will be useful in the following.
Lemma 3.3.1. Let m ∈ •R, k ∈ R≥1 and h ∈ D∞ suh that
1
k
+
1
ω(h)
> 1 (3.3.2)
then
h ·m = h · ιkm (3.3.3)
Condition (3.3.2) is not diult to foresee if we want to obtain (3.3.3), be-
ause it implies, as we will see in the following proof, that all the innitesi-
mals, in the deomposition of m, having an order whih is less than or equal
to k, multiplied by h will give 0 (ompare property (3.3.2) with Theorem
2.5.1).
Proof: Let h =
∑N
p=1 βp dtbp resp. m = r+
∑M
i=1 αi dtai be the deomposi-
tions of h and m. Then
h ·m =
n∑
p=1
rβp dtbp +
∑
i,p
αiβp dt aibp
ai+bp
(3.3.4)
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But if ai ≤ k, then
1
ai
+
1
bp
≥ 1
k
+
1
ω(h)
> 1
So if ai ≤ k, then aibpai+bp < 1 and dt aibp
ai+bp
= 0, hene we an write (3.3.4) as
h ·m =
n∑
p=1
rβp dtbp +
∑
p
∑
i:ai>k
αiβp dt aibp
ai+bp
=
= h ·
r + ∑
i:ai>k
αi dtai
 = h · ιkm
In the proof of (3.3.1) the exponents j ∈ Nn will be tied with the ideals
Dαi through the following term:
Denition 3.3.2. If j ∈ Nn, with n ∈ N>0, and α ∈ (R>0 ∪ {∞})n, then
we set by denition
j
α+ 1
:=
n∑
i=1
ji
αi + 1
Let us note that in the notation
j
α+1 , the variables j and α are n-tuples. In
the partiular ase n = 1, we have that j and α are real numbers and the
notation
j
α+1 has the usual meaning of a fration. If αi =∞, then we dene
ji
∞+1 := 0. Now we an state and prove the main theorem of this setion
Theorem 3.3.3. Let m ∈ •R, n ∈ N>0, j ∈ Nn\{0} and α ∈ Rn>0. Moreover
let us onsider k ∈ R dened by
1
k
+
j
α+ 1
= 1 (3.3.5)
then
1. ∀h ∈ Dα1 × · · · ×Dαn : hj ·m = hj · ιkm
2. ω(m) > k =⇒ ∃h ∈ Dα1 × · · · ×Dαn : 1ω(m) + 1ω(hj) = 1
3. If hj ·m = 0 for every h ∈ Dα1 × · · · ×Dαn , then m =k 0
The idea of the anellation law 3. is that if we have hj11 · . . . ·hjnn ·m = 0 for
every (h1, . . . , hn) ∈ Dα1 × · · · ×Dαn , then ondition (3.3.5) permits to nd
the best k ≥ 1 suh that m =k 0. Note that there is no limitation neither
on the exponents j ∈ Nn \ {0} nor on the ideals Dαi , so we an all 3. the
general anellation law.
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Proof of Theorem 3.3.3:
1.) By the denition of k it follows
1
k
+
1
ω(hj)
= 1− j
α+ 1
+
1
ω(hj)
= 1−
n∑
i=1
ji
αi + 1
+
n∑
i=1
ji
ω(hi)
(3.3.6)
where we have supposed hj 6= 0, otherwise the onlusion is trivial, and we
have applied Theorem 2.5.1.
But ω(hi) < αi + 1 beause hi ∈ Dαi , so
n∑
i=1
ji
ω(hi)
−
n∑
i=1
ji
αi + 1
> 0 (3.3.7)
Hene from (3.3.6) and (3.3.7) we have
1
k +
1
ω(hj)
> 1 and the onlusion
follows from Lemma 3.3.1.
2.) For simpliity let xi := (αi +1) · jα+1 , and 1a := ω(m), then 1a > k from
the hypothesis ω(m) > k and
1− a
xi
>
1
xi
(
1− 1
k
)
=
1
xi
· j
α+ 1
=
1
αi + 1
so
2 dt xi
1−a
= t
1−a
xi ∈ Dαi , and if we set
h :=
(
dt x1
1−a
, . . . , dt xn
1−a
)
∈ Dα1 × · · · ×Dαn
we have
hj = t
1−a
x1
j1 · . . . · t 1−axn jn = t(1−a)·
P
i
ji
xi
But
n∑
i=1
ji
xi
=
n∑
i=1
ji
(αi + 1) ·
∑n
k=1
jk
αk+1
= 1
hene hj = t1−a and
1
ω(m)
+
1
ω(hj)
= a+ (1− a) = 1
3.) This part is essentially the ontrapositive of 2. Indeed from 2. we have(
∀h ∈ Dα1 × · · · ×Dαn :
1
ω(m)
+
1
ω(hj)
6= 1
)
=⇒ ω(m) ≤ k
(3.3.8)
2
Here we are using the usual abuse of notation that onsists in indiating the Fermat
real (equivalene lass modulo ∼, see 2.3.1) [t ∈ R≥0 7→ tb]∼ simply by tb.
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so if we assume that hj · m = 0 for every h ∈ Dα1 × · · · × Dαn , then it
immediately follows
◦m = 0 and from Theorem 2.5.1 the equality hj ·m = 0
beomes equivalent to
1
ω(m)
+
1
ω(hj)
> 1
Therefore (3.3.8) is atually stronger than the hypothesis of 3.
From (3.3.8) it follows ω(m) ≤ k and hene m =k 0.
For example suppose we want to obtain m =2 0 from a produt of the
type h ·m = 0 for every h ∈ Dα. What kind of innitesimals Dα do we have
to hoose? We have k = 2, j = 1 and n = 1, hene we must have
1
k
+
j
α+ 1
=
1
2
+
1
α+ 1
= 1
hene α = 1 and from the general anellation law we have
(∀h ∈ D : h ·m = 0) =⇒ m =2 0
Analogously if we want n = 2, then we must have
1
2
= 1− 1
α1 + 1
− 1
α2 + 1
so that we must hoose α = (α1, α2) so that
1
α1+1
+ 1α2+1 =
1
2 , e.g. α = (3, 3),
i.e.
(∀h, k ∈ D3 : h · k ·m = 0) =⇒ m =2 0
Vie versa now suppose to have Dα, with α ∈ N>0 and we want to nd k:
1
k
= 1− 1
α+ 1
hene k = α+1α and we obtain
(∀h ∈ Dα : h ·m = 0) =⇒ m =α+1
α
0
and
(∀h ∈ D∞ : h ·m = 0) =⇒ m =1 0
Let us note expliitly that the best we an obtain from the general anel-
lation law is that m is equal to zero up to rst order innitesimals. As an
immediate onsequene of the denition of equality in
•R, it follows that
h · dt = 0 for every innitesimal h ∈ D∞, and beause dt =1 0 but dt 6= 0,
this exhibits that a better result annot be obtained from this type of an-
ellation law.
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A ounterexample
The idea to have a anellation law like the general one 3. of Theorem 3.3.3
omes from SDG. The partiularity of this law is that it is not of the form
if a given number h ∈ •R has the property P(h) (e.g. h is invertible), and
h ·m = 0, then m = 0,
as usual, but it is of the form, e.g.
if h ·m = 0 for every h ∈ D, then m =2 0.
We an foresee that these dierenes will not ause any problem eah time we
will use innitesimal Taylor's formulae. Indeed, as we will see onretely later
in the present work, typially these formulae are used for generi innitesimal
inrements h ∈ Dnα, i.e. usually we will be able to prove our equalities derived
from Taylor's formulae for every h ∈ Dnα.
Finally, these anellation laws do not guarantee a strit equality but an
equality up to innitesimals of a suitable order k. As we will see, this orre-
spond to have Taylor's formulae with uniqueness up to some order k. If we
use these formulae to dene derivatives, this implies that we will have deriva-
tives identied up to innitesimals of some order k. Roughly speaking, even
if this is unusual for derivatives of smooth funtions, it is very ommon in
mathematis; think e.g. to denite integrals or Radon-Nikodym derivatives,
where ertain operators are dened up to a suitable notion of equality (i.e.
an equivalene relation) like up to a onstant or up to a set of measure
zero. In the same way, e.g., we will dene rst derivatives of smooth fun-
tions of the type f : Dnα −→ •R up to seond order innitesimals. Exatly
as for the Radon-Nikodym derivative, the meaningful properties will be only
those up to seond order innitesimals.
Now we want to see that it is not possible to avoid the quantier for
every h in the anellation law. More preisely let us suppose to have an
innitesimal h ∈ D∞ with the property of being deleted from every produt,
i.e. suh that
∀m ∈ •R : h ·m = 0 =⇒ m = 0 (3.3.9)
Does suh an innitesimal exist?
Of ourse h 6= 0 and hene ω(h) ≥ 1, but it annot be that ω(h) = 1
beause otherwise
1
ω(h)
+
1
ω( dt)
= 2
and hene h · dt = 0 even if dt 6= 0, in ontradition with (3.3.9). Hene it
must be that ω(h) > 1.
Now we want to nd k ≥ 1 suh that 1k + 1ω(h) > 1, that is
1
k
> 1− 1
ω(h)
=
ω(h) − 1
ω(h)
> 0
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the latter inequality being due to ω(h) > 1. Therefore the number k we are
searhing for must satisfy
1 ≤ k < ω(h)
ω(h)− 1 (3.3.10)
A k in this interval exists always beause ω(h) > 1, and if we set m := dtk,
then
1
k +
1
ω(h) > 1, and from Lemma 3.3.1 we have
h ·m = h · ιkm = h · ιk( dtk) = 0
but m = dtk 6= 0. For these reasons we an arm that an innitesimal
h ∈ D∞ with the property of being deleted form every produt, i.e. suh
that (3.3.9) holds, does not exist.
3.4 Appliations to Taylor's formulae
General forms of uniqueness in Taylor's formulae
Corollary 3.4.1. Let n ∈ N>0, α ∈ Rn>0, and for every j ∈ Nn with 0 <
j
α+1 < 1, let mj ∈ •R and set kj ∈ R suh that
1
kj
+
j
α+ 1
= 1 , k0 := 0
Then there exists one and only one
m¯ :
{
j ∈ Nn | j
α+ 1
< 1
}
−→ •R
suh that
1. m¯j ∈ •Rkj for every j ∈ Nn suh that jα+1 < 1
2. ∀h ∈ Dα1 × · · · ×Dαn :
∑
j∈Nn
j
α+1
<1
hj
j!
·mj =
∑
j∈Nn
j
α+1
<1
hj
j!
· m¯j
Moreover the unique m¯j is given by m¯j = ιkjmj.
To motivate the statement let us observe that if h ∈ Dα1 × · · · ×Dαn and
j
α+1 ≥ 1, then ω(hi) < αi + 1, and so
ji
ω(hi)
>
ji
αi + 1
and hene also
n∑
i=1
ji
ω(hi)
>
n∑
i=1
ji
αi + 1
=
j
α+ 1
≥ 1
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thus hj = hj11 · . . . · hjnn = 0. For this reason the general Taylor's formula is
restrited to j ∈ Nn suh that jα+1 < 1.
The meaning of this orollary is that if we have an innitesimal Taylor's
formula like
f(h) = f(0) +
n∑
j=1
hj
j!
·mj ∀h ∈ Dn
then we an substitute the oeients mj ∈ •R by m¯j = ιkj (mj) ∈ •Rkj ,
that is with mj up to innitesimals of order kj , and the formula remains
unhanged
f(h) = f(0) +
n∑
j=1
hj
j!
· m¯j ∀h ∈ Dn (3.4.1)
But now the new oeients m¯j ∈ •Rkj are uniquely determined by (3.4.1).
E.g. this will permit to prove that if f : D −→ •R, then there exist one
and only one pair
a ∈ •R
b ∈ •R2
suh that f(h) = a+ h · b for every h ∈ D.
Proof of Corollary 3.4.1:
Existene: Let m¯j := ιkj (mj) for every j ∈ Nn suh that jα+1 < 1. Note
that if j = 0, then m¯j = mj = m0, beause k0 := 0. Moreover if j 6= 0, then
0 < jα+1 < 1 and hene kj > 1.
We have m¯j ∈ •Rkj and, from Theorem 3.3.3 for every j we obtain
∀h ∈ Dα1 × · · · ×Dαn : hj ·mj = hj · m¯j
and hene also the onlusion
∀h ∈ Dα1 × · · · ×Dαn :
∑
j∈Nn
j
α+1
<1
hj
j!
·mj =
∑
j∈Nn
j
α+1
<1
hj
j!
· m¯j
Uniqueness: Let us onsider mˆj ∈ •Rkj that verify the identity 2., we shall
use the identity priniple for polynomials (Theorem 2.6.2). Indeed for eah
xed h ∈ Dα1 × · · ·×Dαn and every r ∈ •(−1, 1) we have r ·h ∈ Dα1 × · · ·×
Dαn , hene ∑
j∈Nn
j
α+1
<1
rj · h
j
j!
· (m¯j − mˆj) = 0 ∀r ∈ •(−1, 1)
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From the identity priniple of polynomials every oeient of this polynomial
in r is zero, i.e.
∀j : h
j
j!
· (m¯j − mˆj) = 0
These equalities are also true for every h ∈ Dα1 × · · · ×Dαn , therefore from
Theorem 3.3.3 we obtain m¯j =kj mˆj , that is m¯j = mˆj beause m¯j , mˆj ∈ •Rkj
(see Remark 3.2.4).
Using the equalities up to kj-th order innitesimals we an state this
uniqueness in another equivalent form:
Corollary 3.4.2. In the hypotheses of the previous Corollary 3.4.1, if pj ∈
•R for every j ∈ Nn with jα+1 < 1 are suh that
∀h ∈ Dα1 × · · · ×Dαn :
∑
j∈Nn
j
α+1
<1
hj
j!
·mj =
∑
j∈Nn
j
α+1
<1
hj
j!
· pj
then mj =kj pj for every j.
Proof: In fat we an apply the previous Corollary 3.4.1 both with (mj)j
and with (pj)j obtaining that the unique (m¯j)j is given by m¯j = ιkj (mj) =
ιkj(pj), so mj =kj pj for every j.
Existene in Taylor's formulae for ordinary smooth funtions
The following theorem is a very simple evidene that a suitable and meaning-
ful mathematial language an be useful to extend even well known lassial
results. Indeed, using the language of atual nilpotent innitesimals we shall
see that it is possible to extend the Taylor's formula for f(x+ h) to generi
innitesimal inrements h ∈ Dα1×· · ·×Dαd (the lassial formulation being
for α1 = · · · = αd):
Theorem 3.4.3. Let f : U −→ Ru be a smooth funtion, with U open in
Rd. Take a standard point x ∈ U and α1, . . . , αd ∈ R>0, then there exist one
and only one
m :
{
j ∈ Nd | j
α+ 1
< 1
}
−→ Ru
suh that
∀h ∈ Dα1 × · · · ×Dαd : f(x+ h) =
∑
j∈Nd
j
α+1
<1
hj
j!
·mj
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Proof: For simpliity let
I :=
{
j ∈ Nd | j
α+ 1
< 1
}
, n := max {|j| ∈ N | j ∈ I}
where, of ourse, |j| := j1 + . . . + jn. Let us take the innitesimal Taylor's
formula of f of order n (see Theorem ??):
∀h ∈ Ddn : f(x+ h) =
∑
j∈Nd
|j|≤n
hj
j!
·mj (3.4.2)
where mj :=
∂|j|f
∂xj
(x) ∈ Ru. Now if we take h ∈ Dα1 × · · · × Dαd , then
hi ∈ Dαi and hene ω(hi) < αi + 1. We want to apply (3.4.2) with this h,
so we have to prove that hi ∈ Dn, i.e. that ω(hi) < n + 1. But if we set
j := (0, i−1. . . . . . , 0, αi, 0, . . . , 0), then
j
α+ 1
=
d∑
k=1
jk
αk + 1
=
αi
αi + 1
< 1
beause αi > 0, so j ∈ I and hene n ≥ |j| = αi. Therefore ω(hi) < αi+1 ≤
n+ 1, that is hi ∈ Dn and we an apply (3.4.2) obtaining:
f(x+ h) =
∑
j∈Nd
|j|≤n
hj
j!
·mj (3.4.3)
But we know that if
j
α+1 ≥ 1, then hj = 0, so the sum in (3.4.3) is extended
to j ∈ I only. This proves the existene part. Uniqueness follows from
Corollary 3.4.1.
At present the previous version of the Taylor's formula an be applied
to ordinary smooth funtions and to standard points x ∈ U only. In the
following results we will remove the limitation that the base point x has to
be standard.
Lemma 3.4.4. Let A be an open set in Rd, x ∈ •A, n ∈ N>0 and f : A −→ R
a smooth funtion, then
∀h ∈ Ddn : f(x+ h) =
∑
j∈Nd
|j|≤n
hj
j!
· ∂
|j|f
∂xj
(x) (3.4.4)
Note that in (3.4.4) we do not have the problem to dene the derivatives
of the funtion f at the non standard point x ∈ •A, beause we have to
mean
∂|j|f
∂xj
(x) as
∂|j|f
∂xj
(x) =
•(
∂|j|f
∂xj
)
(x),
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that is as the Fermat extension of the smooth funtion
∂|j|f
∂xj
(x) applied to
the non standard point x.
Proof: We prove the result for d = 1 only; the proof for the multivariable
ase is analogous using the suitable multi-indexes notations. Let k := x− ◦x
be the nilpotent part of x ∈ •A, then f(x+h) = f(◦x+k+h), and we an use
the innitesimal Taylor's formula (Theorem 2.8.4) for f at the standard point
◦x and with innitesimal inrement k + h. Let us rstly suppose k + h 6= 0.
Then the order of this sum is ω(k + h) = ω(k) ∨ ω(h) (see Theorem 2.4.3)
and we an write
f(x+ h) = f(◦x+ k + h) =
ω(h)∨ω(k)∑
b=0
(k + h)b
b!
· f (b)(◦x) =
=
ω(h)∨ω(k)∑
b=0
b∑
a=0
(
b
a
)
kahb−a
b!
· f (b)(◦x) =
=
ω(h)∨ω(k)∑
b=0
b∑
a=0
kahb−a
a!(b− a)! · f
(b)(◦x).
But ka = 0 if a > ω(k), hene
f(x+ h) =
ω(h)∨ω(k)∑
b=0
b∧ω(k)∑
a=0
kahb−a
a!(b− a)! · f
(b)(◦x) =
=
∑
s∈I
s.
where
I :=
{
kahb−a
a!(b− a)! · f
(b)(◦x)
∣∣∣ b=0,...,ω(h)∨ω(k)a=0,...,b∧ω(k) } . (3.4.5)
On the other hand we have
ω(h)∑
j=0
hj
j!
· f (j)(x) =
ω(h)∑
j=0
hj
j!
· f (j)(◦x+ k) =
=
ω(h)∑
j=0
ω(k)∑
i=0
hj
j!
ki
i!
· f (j+i)(◦x) =
=
∑
t∈J
t
where
J :=
{
hj
j!
ki
i!
· f (j+i)(◦x)
∣∣∣∣∣ j=0,...,ω(h)i=0,...,ω(k)i
ω(k)
+ j
ω(h)
≤1
}
(3.4.6)
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in fat hjki = 0 if iω(k) +
j
ω(h) > 1 (see Theorem 2.5.1). Now we an prove
that the two sets of addends I and J are equal or they dier at most for
zero, i.e. I ∪ {0} = J ∪ {0}. Indeed, take an element t from J
t =
hjki
j!i!
· f (j+i)(◦x)
j = 0, . . . , ω(h)
i = 0, . . . , ω(k)
i
ω(k)
+
j
ω(h)
≤ 1, (3.4.7)
then setting a := i, b := a+ j = i+ j we have
t =
hb−aka
(b− a)!a! · f
(b)(◦x).
Moreover, we have that a = i ≤ ω(k) and a = b−j ≤ b, so a = 0, . . . , b∧ω(k).
From 3.4.7 we have i ≤ ω(k)−j ω(k)ω(h) and hene i+j ≤ ω(k)+j ·
(
1− ω(k)ω(h)
)
=
ω(k)+j · ω(h)−ω(k)ω(h) . If ω(k) ≥ ω(h), then i+j ≤ ω(k)+j · ω(h)−ω(k)ω(h) ≤ ω(k) =
ω(h) ∨ ω(k). Vie versa if ω(k) < ω(h), then sine jω(h) ≤ 1 we have that
ω(k)+ j · ω(h)−ω(k)ω(h) ≤ ω(k)+ω(h)−ω(k) = ω(h) = ω(h)∨ω(k). In any ase
we have proved that b = i + j ≤ ω(h) ∨ ω(k), so the addend t is indeed an
element of J .
Vie versa, let us onsider
s =
hb−aka
(b− a)!a! · f
(b)(◦x) ∈ J
b = 0, . . . , ω(h) ∨ ω(k)
a = 0, . . . , b ∧ ω(k),
and set i := a, j = b− a, then
s =
hjki
j!i!
· f (j+i)(◦x).
Moreover, i ≤ b ∧ ω(k) ≤ ω(k) and j ≤ ω(h) or, in the opposite ase, we
have hb−a = hj = 0 = s. Analogously we have iω(k) +
j
ω(h) ≤ 1 or, in the
opposite ase, we have hb−aka = hjki = 0 = s. At the end we have proved
that s ∈ I ∪ {0}.
It remains to prove the ase h+ k = 0. But with the previous dedution
we have proved that
ω(h)∨ω(k)∑
b=0
(k + h)b
b!
· f (b)(◦x) =
ω(h)∑
j=0
hj
j!
· f (j)(◦x+ k). (3.4.8)
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If h + k = 0 the right hand side of (3.4.8) gives f(◦x) = f(◦x + k + h) =
f(x+ h).
Using this lemma, and the general uniqueness of Corollary 3.4.1, we an
repeat equal the proof of Theorem 3.4.3 obtaining its generalization to a non
standard base point x ∈ •U :
Theorem 3.4.5. Let f : U −→ Ru be a smooth funtion, with U open in
Rd. Take a point x ∈ •U and α1, . . . , αd ∈ R>0, then there exists one and
only one
m :
{
j ∈ Nd | j
α+ 1
< 1
}
−→ •R
suh that
1. m¯j ∈ •Rkj for every j ∈ Nd suh that jα+1 < 1
2. ∀h ∈ Dα1 × · · · ×Dαd : f(x+ h) =
∑
j∈Nd
j
α+1
<1
hj
j!
·mj
In the following hapters we shall see how to generalize these theorems
to more general funtions with respet to
•f , i.e. extension of standard
funtions. We have an example of a funtion whih is not of this type,
onsidering e.g. f = •g(p,−) for p ∈ •R and g ∈ C∞(R,R). In this ase we
will see that in general the oeients of the orresponding Taylor's formulae
will be generi elements mj ∈ •Rkj and not standard reals only.
Example. We want to nd the Taylor's formula of
f(h, k) =
sin(h)
cos(k)
(3.4.9)
for h ∈ D3 and k ∈ D4. We an note, using the previous theorem, that the
sum in this Taylor's formula is extended to all pair (i, j) ∈ N2 suh that
i
3 + 1
+
j
4 + 1
< 1
that is suh that 5i+4j < 20. But to nd this Taylor's formula it is simpler
to substitute in (3.4.9) the Taylor's formulae of sin(h) = h − h36 for h ∈ D3
and of cos(k) = 1 − k22 + k
4
24 for k ∈ D4 and to apply the algebrai alulus
of nilpotent innitesimals we have developed until now:
f(h, k) =
h− h36
1− k22 + k
4
24
=
(
h− h
3
6
)
·
(
1 +
k2
2
− k
4
24
+
[
k4
24
− k
2
2
]2)
=
= h+
1
2
hk2 − h
3
6
∀h ∈ D3 ∀k ∈ D4 (3.4.10)
For example to obtain this result we have used the equalities hk4 = 0 and
h3k2 = 0, easily deduible from Corollary 2.5.4.
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From (3.4.10) and from the previous Theorem 3.4.3 we have
∂f
∂h
(0, 0) = 1
∂3f
∂h∂k2
(0, 0) = 1
∂3f
∂h3
(0, 0) = −1
and for all the other indexes i, j ∈ N suh that 5i+ 4j < 20 we have
∂i+jf
∂hi∂kj
(0, 0) = 0
Of ourse this is only an elementary example, similar to several exerises
one an nd in elementary ourses of Calulus. The only meaningful dif-
ferene is that we have not used diretly neither the onept of limit nor
any rest in the form of suitable little-oh funtions. An easy to use algebrai
language of nilpotent innitesimals have been used instead. It an also be
useful to note that, in omparison with SDG, for Fermat reals it is very easy
to deide if produts of type h3k2, with h ∈ D3 and k ∈ D4, are zero or
not; the same easiness is not possible in SDG where starting only from the
belonging to some Dk it is not possible to deide produts of this type (see
e.g. Kok [1981℄ for more details).
3.5 Extension of some results to D∞
In this setion we want to extend some of the results of the previous setions
to the ideal D∞ of all the innitesimals (see Denition 2.4.2).
Corollary 3.5.1. Let m ∈ •R, n ∈ N>0, j ∈ Nn \ {0}
then
1. ∀h ∈ Dn∞ : hj ·m = hj · ι1m
2. If hj ·m = 0 for every h ∈ Dn∞, then m =1 0, that is m = α dt for
some α ∈ R.
Proof: We reall that
ι1m =
◦m+
N∑
i:ωi(m)>1
◦mi dtωi(m)
and beause ωi(m) ≥ 1 for every Fermat real m and every i = 1, . . . , N we
an write
m = α dt+ ι1m
where α := ◦mı¯ if ωı¯(m) = 1 for some ı¯ = 1, . . . , N , otherwise α := 0.
Therefore if h ∈ Dn∞, we have hj ·m = hj ·α dt+hj · ι1m = hj · ι1m beause
k dt = 0 for every innitesimal k ∈ D∞. This proves 1.
2.) From the hypothesis hj ·m = 0 for every h ∈ Dn∞, beause Da ⊂ D∞,
it follows
∀h ∈ Dna : hj ·m = 0 (3.5.1)
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where a ≥ 1. So we an apply Theorem 3.3.3 for eah one of these a. We set
ka with
1
ka
+
j
(a, n. . . . . . , a) + 1
= 1
that is
1
ka
= 1−
n∑
i=1
ji
a+ 1
= 1− |j|
a+ 1
ka =
a+ 1
a+ 1− |j|
and hene from (3.5.1) and Theorem 3.3.3 we have that m =ka 0 for every
a ≥ 1, that is
◦m+
∑
ωi(m)>ka
◦mi dtωi(m) = 0 ∀a ≥ 1 (3.5.2)
This implies
◦m = 0 and for eah a ≥ 1 the sum in (3.5.2) does not have
addends, i.e.
∀a ≥ 1∄i = 1, . . . , N : ωi(m) > ka (3.5.3)
But lima→+∞ ka = 1
+
, so if we had
∃ı¯ = 1, . . . , N : ωı¯(m) > 1
then we ould nd a suitable a¯ ≥ 1 suh that ωı¯(m) > ka¯ ≥ 1, in ontradi-
tion with (3.5.3). Therefore ωi(m) ≤ 1 for eah i = 1, . . . , N , i.e. m =1 0
and hene m = αdt for α = ◦m1 or α = 0 if m = 0.
Using exatly the same ideas used in the proof of the previous orollary we
an also generalize Taylor's formulae to the ase ofD∞. First the uniqueness:
Corollary 3.5.2. Let (mj)j∈Nd\{0} be a sequene of
•R, then there exists
one and only one
(mj)j∈Nd\{0} sequene of
•R1
suh that
∀h ∈ Dd∞ :
∑
j∈Nd
j 6=0
hj
j!
·mj =
∑
j∈Nd
j 6=0
hj
j!
· m¯j.
Seondly, it is also easy to derive the Taylor's formula for standard funtions:
Corollary 3.5.3. Let f : U −→ Ru be a smooth funtion, with U open in
Rd. Take x ∈ •U , then there exist one and only one
m : Nd −→ Ru
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suh that
∀h ∈ Dd∞ : f(x+ h) =
∑
j∈Nd
hj
j!
·mj (3.5.4)
Let us point out that in formulae like (3.5.4) we do not have a series but a
nite sum beause every hi ∈ D∞ is nilpotent.
3.6 Some elementary examples
The elementary examples presented in this setion want to show, in a few
rows, the simpliity of the algebrai alulus of nilpotent innitesimals. Here
simpliity means that the dialeti with the orresponding informal alula-
tions, used e.g. in engineering or in physis, is really faithful. The importane
of this dialeti an be glimpsed both as a proof of the exibility of the new
language, but also for researhes in artiial intelligene like automati dif-
ferentiation theories (see e.g. Griewank [2000℄ and referenes therein). Last
but not least, it may also be important for didati or historial researhes.
1. Commutation of dierentiation and integration. This example
derives from Kok [1981℄, Lavendhomme [1996℄. Suppose we want to
disover the derivative of the funtion
g(x) :=
 β(x)
α(x)
f(x, t) dt ∀x ∈ R
where α, β and f are smooth funtions. We an see g as a omposition
of smooth funtions, hene we an apply the derivation formula, i.e.
Theorem 2.8.3:
g(x + h) =
 β(x+h)
α(x+h)
f(x+ h, t) dt =
=
 α(x)
α(x)+hα′(x)
f(x, t) dt+ h ·
 α(x)
α(x)+hα′(x)
∂f
∂x
(x, t) dt+
+
 β(x)
α(x)
f(x, t) dt+ h ·
 β(x)
α(x)
∂f
∂x
(x, t) dt+
+
 β(x)+hβ′(x)
β(x)
f(x, t) dt+ h ·
 β(x)+hβ′(x)
β(x)
∂f
∂x
(x, t) dt.
Now we use h2 = 0 to obtain e.g. (see Corollary 2.8.5):
h ·
 α(x)
α(x)+hα′(x)
∂f
∂x
(x, t) dt = −h2 · α′(x) · ∂f
∂x
(α(x), t) = 0
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and
 α(x)
α(x)+hα′(x)
f(x, t) dt = −h · α′(x) · f(α(x), t).
Calulating in an analogous way similar terms we nally obtain the
well known onlusion. Note that the nal formula omes out by itself
so that we have disovered it and not simply we have proved it. From
the point of view of artiial intelligene or from the didati point of
view, surely this disovering is not a trivial result.
2. Cirle of urvature. A simple appliation of the innitesimal Tay-
lor's formula is the parametri equation for the irle of urvature, that
is the irle with seond order osulation with a urve γ : [0, 1] −→ R3.
In fat if r ∈ (0, 1) and γ˙r is a unit vetor, from the seond order
innitesimal Taylor's formula we have
∀h ∈ D2 : γ(r+h) = γr+h γ˙r + h
2
2
γ¨r = γr+h~tr+
h2
2
cr ~nr (3.6.1)
where ~n is the unit normal vetor, ~t is the tangent one and cr the
urvature. But one again from Taylor's formula we have sin(ch) = ch
and cos(ch) = 1 − c2h22 . Now it sues to substitute h and h
2
2 from
these formulas into (3.6.1) to obtain the onlusion
∀h ∈ D2 : γ(r + h) =
(
γr +
~nr
cr
)
+
1
cr
· [sin(crh)~tr − cos(crh)~nr] .
In a similar way we an prove that any f ∈ C∞(R,R) an be written
∀h ∈ Dk as
f(h) =
k∑
n=0
an · cos(nh) +
k∑
n=0
bn · sin(nh),
so that now the idea of the Fourier series omes out in a natural way.
3. Shwarz's theorem. Using nilpotent innitesimals we an obtain a
simple and meaningful proof of Shwarz's theorem. This simple exam-
ple aims to show how to manage some dierenes between our setting
and Syntheti Dierential Geometry (see Kok [1981℄, Lavendhomme
[1996℄, Moerdijk and Reyes [1991℄). Let f : V −→ E be a C2 funtion
between spaes of type V = Rm, E = Rn (in subsequent hapters we
will see that the same proof is still valid for Banah spaes too) and
a ∈ V , we want to prove that d2f(a) : V × V −→ E is symmetri.
Take
k ∈ D2
h, j ∈ D∞
jkh ∈ D6=0
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(e.g. we an take kt = dt2, ht = jt = dt4 so that jkh = dt, see also
Theorem 2.5.1). Using k ∈ D2 and Lemma 3.4.4, we have
j · f(x+ hu+ kv) =
= j ·
[
f(x+ hu) + k ∂vf(x+ hu) +
k2
2
∂2vf(x+ hu)
]
= j · f(x+ hu) + jk · ∂vf(x+ hu)
(3.6.2)
where we used the fat that k2 ∈ D and j innitesimal imply jk2 = 0.
Now we onsider that jkh ∈ D so that any produt of type jkhi is
zero for every i ∈ D∞, so we obtain
jk · ∂vf(x+ hu) = jk · ∂vf(x) + jkh · ∂u(∂vf)(x). (3.6.3)
But k ∈ D2 and jk2 = 0 hene
j · f(x+ kv)− j · f(x) = jk · ∂vf(x).
Substituting this in (3.6.3) and hene in (3.6.2) we obtain
j · [f(x+ hu+ kv)− f(x+ hu)− f(x+ kv) + f(x)] =
= jkh · ∂u(∂vf)(x).
(3.6.4)
The left hand side of this equality is symmetri in u, v, hene hanging
them we have
jkh · ∂u(∂vf)(x) = jkh · ∂v(∂uf)(x)
and thus we obtain the onlusion beause jkh 6= 0 and ∂u(∂vf)(x),
∂v(∂uf)(x) ∈ E. From (3.6.4) it follows diretly the lassial limit
relation
lim
t→0+
f(x+ htu+ ktv)− f(x+ htu)− f(x+ ktv) + f(x)
htkt
= ∂u∂vf(x)
4. Eletri dipole. In elementary physis, an eletri dipole is usually
dened as a pair of harges with opposite sign plaed at a distane d
very less than the distane r from the observer.
Conditions like r ≫ d are frequently used in Physis and very often
we obtain a orret formalization if we ask d ∈ •R innitesimal but
r ∈ R\{0}, i.e. r nite. Thus we an dene an eletri dipole as a pair
(p1, p2) of eletri partiles, with harges of equal intensity but with
opposite sign suh that their mutual distane at every time t is a rst
order innitesimal:
∀t : |p1(t)− p2(t)| =: |~dt| =: dt ∈ D. (3.6.5)
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In this way we an alulate the potential at the point x using the
properties of D and using the hypothesis that r is nite and not zero.
In fat we have
ϕ(x) =
q
4πǫ0
·
(
1
r1
− 1
r2
)
~ri := x− pi
and if ~r := ~r2 − ~d2 then
1
r2
=
(
r2 +
d2
4
+ ~r · ~d
)−1/2
= r−1 ·
(
1 +
~r · ~d
r2
)−1/2
beause for (3.6.5) d2 = 0. For our hypotheses on d and r we have that
~r · ~d
r2
∈ D hene from the derivation formula
(
1 +
~r · ~d
r2
)−1/2
= 1− ~r ·
~d
2r2
In the same way we an proeed for 1/r1, hene:
ϕ(x) =
q
4πǫ0
· 1
r
·
(
1 +
~r · ~d
2r2
− 1 + ~r ·
~d
2r2
)
=
=
q
4πǫ0
· ~r ·
~d
r3
The property d2 = 0 is also used in the alulus of the eletri eld
and for the moment of momentum.
5. Newtonian limit in Relativity. Another example in whih we an
formalize a ondition like r ≫ d using the previous ideas is the New-
tonian limit in Relativity; in it we an suppose to have
• ∀t : vt ∈ D2 and c ∈ R
• ∀x ∈M4 : gij(x) = ηij + hij(x) with hij(x) ∈ D.
where (ηij)ij is the matrix of the Minkowski's metri. This onditions
an be interpreted as vt ≪ c and hij(x)≪ 1 (low speed with respet to
the speed of light and weak gravitational eld). In this way we have,
e.g. the equalities:
1√
1− v
2
c2
= 1 +
v2
2c2
and
√
1− h44(x) = 1− 1
2
h44(x).
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6. Linear dierential equations. Let
L(y) := A0
dNy
dtN
+ . . .+AN−1
dy
dt
+AN · y = 0
be a linear dierential equation with onstant oeients. One again
we want to disover independent solutions in ase the harateristi
polynomial has multiple roots e.g.
(r − r1)2 · (r − r3) · . . . · (r − rN) = 0.
The idea is that in
•R we have (r−r1)2 = 0 also if r = r1+h with h ∈ D.
Thus y(t) = e(r1+h)t is a solution too. But e(r1+h)t = er1t + ht · er1t,
hene
L
[
e(r1+h)t
]
= 0
= L
[
er1t + ht · er1t]
= L
[
er1t
]
+ h · L [t · er1t]
We obtain L
[
t · er1t] = 0, that is y1(t) = t · er1t must be a solution.
Using k-th order innitesimals we an deal with other multiple roots
in a similar way.
We think that these elementary examples are able to show that some results
that frequently may appear as unnatural in a standard ontext, using Fermat
reals may be even disovered, even by suitably designed algorithm.
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4.1 Innitesimals and order properties
Like in other disiplines, also in mathematis the layout of a work reets the
personal philosophial ideas of the authors. In partiular the present work
is based on the idea that a good mathematial theory is able to onstrut
a good dialeti between formal properties, proved in the theory, and their
informal interpretations. The dialeti has to be, as far as possible, in both
diretions: theorems proved in the theory should have a lear and useful
intuitive interpretation and, on the other hand, the intuition orresponding
to the theory has to be able to suggest true sentenes, i.e. onjetures or
sketh of proofs that an then be onverted into rigorous proofs.
In a theory of new numbers, like the present one about Fermat reals,
the introdution of an order relation an be a hard test of the exellene of
this dialeti between formal properties and their informal interpretations.
Indeed if we introdue a new ring of numbers (like
•R) extending the real
eld R, we want that the new order relation, dened on the new ring, will
extend the standard one on R. This extension naturally leads to the wish
of ndings a geometrial representation of the new numbers, in aord with
the above priniple of having a good formal/informal dialeti.
For example, on the one hand in NSA the order relation on
∗R has the
best formal properties among all the theories of atual innitesimals. On the
other hand, the dialeti of these properties with the informal interpretations
is not always good, due to the use of, e.g., an ultralter in the onstrution of
∗R. Indeed, in an ultralter on N we an always nd a highly non onstrutive
set A ⊂ N; any sequene of reals x : N −→ R whih is onstant to 1 on A
is stritly greater than 0 in
∗R, but it seems not easy to give neither an
intuitive interpretation nor a lear and meaningful geometri representation
of the relation x > 0 in ∗R. In fat, it is also for motivations of this type
that some approahes to give a onstrutive denition of a eld similar to
∗R
have been attempted (see e.g. Palmgren [1995, 1997, 1998℄ and referenes
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therein).
In SDG we have a preorder relation (i.e. a reexive and transitive re-
lation, whih is not neessarily anti-symmetri) with very poor properties
only. Nevertheless, the works developed in SDG (see e.g. Lavendhomme
[1996℄) exhibits that meaningful geometri results an be obtained in innite
dimensional spaes, even if the order properties of the ground base ring are
not so rih. One again, the dialeti between formal properties and their
intuitive interpretations represents a hard test for SDG too. E.g. it seems
not so easy to interpret intuitively that every innitesimal h in SDG veries
both h ≥ 0 and h ≤ 0. The lak of a total order, i.e. of the trihotomy law
x < y or y < x or x = y (4.1.1)
makes really diult, or even impossible, to have a geometrial representa-
tion of the innitesimals of SDG.
We want to start this setion showing that in our setting there is a strong
onnetion between some order properties and some algebrai properties. In
partiular, we will show that it is not possible to have good order properties
and at the same time a uniqueness without limitations in the derivation
formula (see the disussion starting Chapter 3). We know that in
•R the
produt of any two rst order innitesimals h, k ∈ D is always zero: h·k = 0,
and a onsequene of this property is that we have some limitations in the
uniqueness of the derivation formula, and for these reasons we introdue
the notion of equality up to k-th order innitesimals (see Chapter 3). In
the following theorem we an see that the property h · k = 0 is a general
onsequene if we suppose to have a total order on D. The idea of this
theorem an be glimpsed at from the Figure 4.1, where it is represented that
if we neglet h2 and k2 beause we onsider them zero, then we have strong
reasons to expet that also h · k will be zero
Figure 4.1: How to guess that h · k = 0 for two rst order innitesimals h, k ∈ D
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From this piture omes the idea to nd a formal demonstration based on
the impliation
h, k ≥ 0 , h ≤ k =⇒ 0 ≤ hk ≤ k2 = 0
All these ideas ondut toward the following theorem.
Theorem 4.1.1. Let (R,≤) be a generi ordered ring and D ⊆ R a subset
of this ring, suh that
1. 0 ∈ D
2. ∀h ∈ D : h2 = 0 and −h ∈ D
3. (D,≤) is a total order
then
∀h, k ∈ D : h · k = 0 (4.1.2)
This theorem implies that if we want a total order in our theory of innites-
imal numbers, and if in this theory we onsider D = {h |h2 = 0}, then we
must aept that the produt of any two elements of D must be zero. For
example, if we think that a geometri representation of innitesimals an-
not be possible if we do not have, at least, the trihotomy law, then in this
theory we must also have that the produt of two rst order innitesimals
is zero. Finally, beause in SDG property (4.1.2) is false, this theorem also
implies that in SDG it is not possible to dene a total order (and not only a
preorder) on the set D of rst order innitesimals ompatible with the ring
operations.
Proof of Theorem 4.1.1:
Let h, k ∈ D be two elements of the subsetD. By hypotheses 0, −h, −k ∈ D,
hene all these elements are omparable with respet to the order relation
≤, beause, by hypotheses this relation is total (i.e. (4.1.1) is true). E.g.
h ≤ k or k ≤ h
We will onsider only the ase h ≤ k, beause analogously we an deal with
the ase k ≤ h, simply exhanging everywhere h with k and vie versa.
First sub-ase: k ≥ 0. By multiplying both sides of h ≤ k by k ≥ 0 we
obtain
hk ≤ k2 (4.1.3)
If h ≥ 0 then, multiplying by k ≥ 0 we have 0 ≤ hk, so from (4.1.3) we have
0 ≤ hk ≤ k2 = 0, and hene hk = 0.
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If h ≤ 0 then, multiplying by k ≥ 0 we have
hk ≤ 0 (4.1.4)
If, furthermore, h ≥ −k, then multiplying by k ≥ 0 we have hk ≥ −k2,
hene form (4.1.4) 0 ≥ hk ≥ −k2 = 0, hene hk = 0.
If, otherwise, h ≤ −k, then multiplying by −h ≥ 0 we have −h2 = 0 ≤
hk ≤ 0 from (4.1.4), hene hk = 0. This onludes the disussion of the ase
k ≥ 0.
Seond sub-ase: k ≤ 0. In this ase we have h ≤ k ≤ 0. Multiplying both
inequalities by h ≤ 0 we obtain h2 = 0 ≥ hk ≥ 0 and hene hk = 0.
Property (4.1.2) is inompatible with the uniqueness in a possible deriva-
tion formula like
∃!m ∈ R : ∀h ∈ D : f(h) = f(0) + h ·m (4.1.5)
framed in the ring R of Theorem 4.1.1. In fat, if a, b ∈ D are two elements
of the subset D ⊆ R, then both a and b play the role of m ∈ R in (4.1.5) for
the linear funtion
f : h ∈ D 7→ h · a = 0 ∈ R
So, if the derivation formula (4.1.5) applies to linear funtions (or less, to
onstant funtions), the uniqueness part of this formula annot hold in the
ring R.
In the next setion we will introdue a natural and meaningful total order
relation on
•R. Therefore, the previous Theorem 4.1.1 strongly motivate
that for the ring of Fermat reals
•R we must have that the produt of two
rst order innitesimals must be zero and hene, that for the derivation
formula in
•R the uniqueness annot hold in its strongest form. Sine we will
also see that the order relation permits to have a geometri representation
of Fermat reals, we an summarize the onlusions of this setion saying
that the uniqueness in the derivation formula is inompatible with a natural
geometri interpretation of Fermat reals and hene with a good dialeti
between formal properties and informal interpretations in this theory.
4.2 Order relation
From the previous setions one an draw the onlusion that the ring of
Fermat reals
•R is essentially the little-oh alulus. But, on the other hand
the Fermat reals give us more exibility than this alulus: working with
•R we do not have to bother ourselves with remainders made of little-oh,
but we an neglet them and use the useful algebrai alulus with nilpotent
innitesimals. But thinking the elements of
•R as new numbers, and not
simply as little-oh funtions, permits to treat them in a dierent and new
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way, for example to dene on them an order relation with a lear geometrial
interpretation
1
.
First of all, let us introdue the useful notation
∀0t ≥ 0 : P(t)
and we will read the quantier ∀0t ≥ 0 saying for every t ≥ 0 (suiently)
small, to indiate that the property P(t) is true for all t in some right2
neighborhood of t = 0, i.e.
∃δ > 0 : ∀t ∈ [0, δ) : P(t)
The rst heuristi idea to dene an order relation is the following
x ≤ y ⇐⇒ x− y ≤ 0 ⇐⇒ ∃z : z = 0 in •R and x− y ≤ z
More preisely, if x, y ∈ •R are two little-oh polynomials, we want to ask
loally that
3 xt is less than or equal to yt, but up to a o(t) for t→ 0+, where
the little-oh funtion o(t) depends on x and y. Formally:
Denition 4.2.1. Let x, y ∈ •R, then we say
x ≤ y
i we an nd z ∈ •R suh that z = 0 in •R and
∀0t ≥ 0 : xt ≤ yt + zt
Reall that z = 0 in •R is equivalent to zt = o(t) for t→ 0+. It is immediate
to see that we an equivalently dene x ≤ y if and only if we an nd x′ = x
and y′ = y in •R suh that xt ≤ yt for every t suiently small. From this
it also follows that the relation ≤ is well dened on •R, i.e. if x′ = x and
y′ = y in •R and x ≤ y, then x′ ≤ y′. As usual we will use the notation
x < y for x ≤ y and x 6= y.
Theorem 4.2.2. The relation ≤ is an order, i.e. is reexive, transitive and
anti-symmetri; it extends the order relation of R and with it (•R,≤) is an
ordered ring. Finally the following sentenes are equivalent:
1. h ∈ D∞, i.e. h is an innitesimal
1
We will see that this order relation is dierent from the order of innite or innitesimal
originally introdued by P. Du Bois-Reymond (see Hardy [1910℄).
2
We reall that, by Denition 2.1.2, our little-oh polynomials are always dened on
R≥0
3
We reall that, to simplify the notations, we do not use equivalene lasses as ele-
ments of
•R but diretly little-oh funtions. The only notion of equality between little-oh
funtions is, of ourse, the equivalene relation dened in Denition 2.3.1 and, as usual,
we must always prove that our relations between little-oh polynomials are well dened.
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2. ∀r ∈ R>0 : −r < h < r
Hene an innitesimal an be thought of as a number with standard part
zero, or as a number smaller than every standard positive real number and
greater than every standard negative real number (thus it has in this sense
the same property as an innitesimal both in NSA and in SDG (in the latter
ase with real numbers of type
1
n (n ∈ N>0) only).
Proof: It is immediate to prove that the relation is reexive. To prove
transitivity, if x ≤ y and y ≤ w, then we have
∀0t ≥ 0 : xt ≤ yt + zt and ∀0t ≥ 0 : yt ≤ wt + z′t
and these imply
∀0t ≥ 0 : xt ≤ yt + zt ≤ wt + zt + z′t
showing that x ≤ w. To prove that it is also anti-symmetri, take x ≤ y and
y ≤ x, then we have
xt ≤ yt + zt ∀t ∈ [0, δ1) (4.2.1)
yt ≤ xt + z′t ∀t ∈ [0, δ2) (4.2.2)
lim
t→0+
zt
t
= 0 and lim
t→0+
z′t
t
= 0
beause z and z′ are equal to zero in •R, that is are o(t) for t→ 0+. Hene
from (4.2.1) and (4.2.2) for δ := min{δ1, δ2} we have
−z
′
t
t
≤ xt − yt
t
≤ zt
t
∀t ∈ [0, δ)
and hene limt→0+
xt−yt
t = 0, that is x = y in
•R.
If r, s ∈ R and r ≤ s as real numbers, then it sues to take zt = 0 for
every t ≥ 0 in the Denition 4.2.1 to obtain that r ≤ s in •R too. Vie versa
if r ≤ s in •R, then for some z = 0 in •R we have
∀0t ≥ 0 : r ≤ s+ zt
and hene for t = 0 we have r ≤ s in R beause z = 0 and hene z0 = 0. This
proves that the order relation ≤ dened in •R extends the order relation on
R.
The relationships between the ring operations and the order relation an
be stated as
x ≤ y =⇒ x+ w ≤ y + w
x ≤ y =⇒ −x ≥ −y
x ≤ y and w ≥ 0 =⇒ x · w ≤ y · w
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The rst two are immediate onsequenes of the Denition 4.2.1. To prove
the last one, let us suppose that
xt ≤ yt + zt ∀0t ≥ 0 (4.2.3)
wt ≥ z′t ∀0t ≥ 0
then wt − z′t ≥ 0 for every t small and hene from (4.2.3)
xt · (wt − z′t) ≤ yt · (wt − z′t) + zt · (wt − z′t) ∀0t ≥ 0
from whih it follows
xt · wt ≤ yt · wt + (−xtz′t − ytz′t + ztwt − ztz′t) ∀0t ≥ 0
But −xz′ − yz′ + zw − zz′ = 0 in •R beause z = 0 and z′ = 0 and hene
the onlusion follows.
Finally we know (see Denition 2.4.2) that h ∈ D∞ if and only if ◦h = 0
and this is equivalent to
∀r ∈ R>0 : −r < ◦h < r (4.2.4)
But if, e.g.,
◦h < r, then
∀0t ≥ 0 : ht ≤ r
beause the funtion t→ ht is ontinuous, and hene we also have h ≤ r in
•R. Analogously, from (4.2.4)we an prove that −r ≤ h for all r ∈ R>0. Of
ourse r /∈ D∞ if r ∈ R, so it annot be that h = r.
Vie versa if
∀r ∈ R>0 : −r < h < r
then, e.g., ht ≤ r+zt for t small. Hene, for t = 0 we have −r ≤ ◦h = h0 ≤ r
for every r > 0, and so ◦h = 0.
Example. We have e.g. dt > 0 and dt2 − 3 dt > 0 beause for t ≥ 0
suiently small t1/2 > 3t and hene
t1/2 − 3t > 0 ∀0t ≥ 0
From examples like these ones we an guess that our little-oh polynomials
are always loally omparable with respet to pointwise order relation, and
this is the rst step to prove that for our order relation the trihotomy law
holds. In the following statement we will use the notation ∀0t > 0 : P(t),
that naturally means
∀0t ≥ 0 : t 6= 0 =⇒ P(t)
where P(t) is a generi property depending on t.
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Lemma 4.2.3. Let x, y ∈ •R, then
1.
◦x < ◦y =⇒ ∀0t ≥ 0 : xt < yt
2. If
◦x = ◦y, then(∀0t > 0 : xt < yt) or (∀0t > 0 : xt > yt) or (x = y in •R)
Proof:
1.) Let us suppose that
◦x < ◦y, then the ontinuous funtion t ≥ 0 7→
yt − xt ∈ R assumes the value y0 − x0 > 0 hene is loally positive, i.e.
∀0t ≥ 0 : xt < yt
2.) Now let us suppose that
◦x = ◦y, and introdue a notation for the po-
tential deompositions of x and y (see Denition 2.3.4). From the denition
of equality in
•R, we an always write
xt =
◦x+
N∑
i=1
αi · tai + zt ∀t ≥ 0
yt =
◦y +
M∑
j=1
βj · tbj + wt ∀t ≥ 0
where x = ◦x +
∑N
i=1 αi · tai and y = ◦y +
∑M
j=1 βj · tbj are the potential
deompositions of x and y (hene 0 < αi < αi+1 ≤ 1 and 0 < βj < βj+1 ≤ 1),
whereas w and z are little-oh polynomials suh that zt = o(t) and wt = o(t)
for t→ 0+.
Case: a1 < b1 In this ase the least power in the two deompositions is
α1 · ta1 , and hene we expet that the seond alternative of the onlusion
is the true one if α1 > 0, otherwise the rst alternative will be the true
one if α1 < 0 (reall that always αi 6= 0 in a deomposition). Indeed, let
us analyze, for t > 0, the ondition xt < yt: the following formulae are all
equivalent to it
N∑
i=1
αi · tai <
N∑
j=1
βj · tbj +wt − zt
ta1 ·
[
α1 +
N∑
i=2
αi · tai−a1
]
< ta1 ·
 N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1

α1 +
N∑
i=2
αi · tai−a1 <
N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1
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Therefore, let us onsider the funtion
f(t) :=
N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1 − α1 −
N∑
i=2
αi · tai−a1 ∀t ≥ 0
We an write
(wt − zt) · t−a1 = wt − zt
t
· t1−a1
and
wt−zt
t → 0 as t → 0+ beause wt = o(t) and zt = o(t). Furthermore,
a1 ≤ 1 hene t1−a1 is bounded in a right neighborhood of t = 0. Therefore,
(wt − zt) · t−a1 → 0 and the funtion f is ontinuous at t = 0 too, beause
ai < ai and a1 < b1 < bj . By ontinuity, the funtion f is loally stritly
positive if and only if f(0) = −α1 > 0, hene(∀0t > 0 : xt < yt) ⇐⇒ α1 < 0(∀0t > 0 : xt > yt) ⇐⇒ α1 > 0
Case: a1 > b1 We an argue in an analogous way with b1 and β1 instead
of a1 and α1.
Case: a1 = b1 We shall exploit the same idea used above and analyze
the ondition xt < yt. The following are equivalent ways to express this
ondition
ta1 ·
[
α1 +
N∑
i=2
αi · tai−a1
]
< ta1 ·
β1 + N∑
j=2
βj · tbj−a1 + (wt − zt) · t−a1

α1 +
N∑
i=2
αi · tai−a1 < β1 +
N∑
j=2
βj · tbj−a1 + (wt − zt) · t−a1
Hene, exatly as we have demonstrated above, we an state that
α1 < β1 =⇒ ∀0t > 0 : xt < yt
α1 > β1 =⇒ ∀0t > 0 : xt > yt
Otherwise α1 = β1 and we an restart with the same reasoning using a2, b2,
α2, β2, et. If N = M , the number of addends in the deompositions, using
this proedure we an prove that
∀t ≥ 0 : xt = yt + wt − zt,
that is x = y in •R.s
It remains to onsider the ase, e.g., N < M . In this hypotheses, us-
ing the previous proedure we would arrive at the following analysis of the
ondition xt < yt:
0 <
∑
j>N
βj · tbj +wt − zt
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0 < tbN+1 ·
[
βN+1 +
∑
j>N+1
βj · tbj−bN+1 + (wt − zt) · t−bN+1
]
0 < βN+1 +
∑
j>N+1
βj · tbj−bN+1 + (wt − zt) · t−bN+1
Hene
βN+1 > 0 =⇒ ∀0t > 0 : xt < yt
βN+1 < 0 =⇒ ∀0t > 0 : xt > yt
This lemma an be used to nd an equivalent formulation of the order rela-
tion.
Theorem 4.2.4. Let x, y ∈ •R, then
1. x ≤ y ⇐⇒ (∀0t > 0 : xt < yt) or (x = y in •R)
2. x < y ⇐⇒ (∀0t > 0 : xt < yt) and (x 6= y in •R)
Proof:
1.) ⇒ If ◦x < ◦y then, from the previous Lemma 4.2.3 we an derive that
the rst alternative is true. If
◦x = ◦y, then from Lemma 4.2.3 we have(∀0t > 0 : xt < yt) or (x = y in •R) or (∀0t > 0 : xt > yt)
(4.2.5)
In the rst two ases we have the onlusion. In the third ase, from x ≤ y
we obtain
∀0t ≥ 0 : xt ≤ yt + zt (4.2.6)
with zt = o(t). Hene from the third alternative of (4.2.5) we have
0 < xt − yt ≤ zt ∀0t > 0
and hene limt→0+
xt−yt
t = 0, i.e. x = y in
•R.
1.) ⇐ This follows immediately from the reexive property of ≤ or from
the Denition 4.2.1.
2.) ⇒ From x < y we have x ≤ y and x 6= y, so the onlusion follows from
the previous 1.
2.) ⇐ From ∀0t > 0 : xt < yt and from 1. it follows x ≤ y and hene x < y
from the hypotheses x 6= y.
Now we an prove that our order is total
Corollary 4.2.5. Let x, y ∈ •R, then in •R we have
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1. x ≤ y or y ≤ x or x = y
2. x < y or y < x or x = y
Proof:
1.) If
◦x < ◦y, then from Lemma 4.2.3 we have xt < yt for t ≥ 0 suiently
small. Hene from Theorem 4.2.4 we have x ≤ y. We an argue in the same
way if
◦x > ◦y. Also the ase ◦x = ◦y an be handled in the same way using
2. of Lemma 4.2.3.
2.) This part is a general onsequene of the previous one. Indeed, if we have
x = y, then we have the onlusion. Otherwise we have x 6= y, and using
the previous 1. we an dedue strit inequalities from inequalities beause
x 6= y.
From the proof of Lemma 4.2.3 and from Theorem 4.2.4 we an dedue
the following
Theorem 4.2.6. Let x, y ∈ •R. If ◦x 6= ◦y, then
x < y ⇐⇒ ◦x < ◦y
Otherwise, if
◦x = ◦y, then
1. If ω(x) > ω(y), then x > y i ◦x1 > 0
2. If ω(x) = ω(y), then
◦x1 >
◦y1 =⇒ x > y
◦x1 <
◦y1 =⇒ x < y
This Theorem proves also some sentenes about the order relation antii-
pated in the Remark 2.3.6.
Example. The previous Theorem gives an eetive riterion to deide whe-
ther x < y or not. Indeed, if the two standard parts are dierent, then the
order relation an be deided on the basis of these standard parts only. E.g.
2 + dt2 > 3 dt and 1 + dt2 < 3 + dt.
Otherwise, if the standard parts are equal, we rstly have to look at the order
and at the rst standard parts, i.e.
◦x1 and
◦y1, whih are the oeients of
the biggest innitesimals in the deompositions of x and y. E.g. 3 dt2 > 5 dt,
and dt2 > adt for every a ∈ R, and dt < dt2 < dt3 < . . . < dtk for every
k > 3, and dtk > 0.
If the orders are equal we have to ompare the rst standard parts. E.g.
3 dt5 > 2 dt5.
The other ases fall within the previous ones, beause of the properties of the
ordered ring
•R. E.g. we have that dt5 − 2 dt3 + 3dt < dt5 − 2 dt3 + dt3/2
if and only if 3 dt < dt3/2, whih is true beause ω( dt) = 1 < ω( dt3/2) =
3
2 .
Finally dt5 − 2 dt3 + 3dt > dt5 − 2 dt3 − dt beause 3 dt > − dt.
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4.2.1 Absolute value
Having a total order we an dene the absolute value
Denition 4.2.7. Let x ∈ •R, then
|x| :=
{
x if x ≥ 0
−x if x < 0
Exatly like for the real eld R we an prove the usual properties of the
absolute value:
|x| ≥ 0
|x+ y| ≤ |x|+ |y|
− |x| ≤ x ≤ |x|
||x| − |y|| ≤ |x− y|
|x| = 0 ⇐⇒ x = 0
Moreover, also the following anellation law is provable.
Theorem 4.2.8. Let h ∈ •R \ {0} and r, s ∈ R, then
|h| · r ≤ |h| · s =⇒ r ≤ s
Proof: In fat if |h| · r ≤ |h| · s then from Theorem 4.2.4 we obtain that
either
∀0t > 0 : |ht| · r ≤ |ht| · s (4.2.7)
or |h| · r = |h| · s. But h 6= 0 so(∀0t > 0 : ht > 0) or (∀0t > 0 : ht < 0)
hene we an always nd a t¯ > 0 suh that |ht¯| 6= 0 and to whih (4.2.7) is
appliable. Therefore, in the rst ase we must have r ≤ s. In the seond
one we have
|h| · r = |h| · s
but h 6= 0, hene |h| 6= 0 and so the onlusion follows from Theorem 2.7.1.
4.3 Powers and logarithms
In this setion we will takle denition and properties of powers xy and
logarithms logx y. Due to the presene of nilpotent elements in
•R, we annot
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dene these operations without any limitation. E.g. we annot dene the
square root having the usual properties, like
x ∈ •R =⇒ √x ∈ •R (4.3.1)
x = y in •R =⇒ √x = √y in •R (4.3.2)√
x2 = |x|
beause they are inompatible with the existene of h ∈ D suh that h2 = 0,
but h 6= 0. Indeed, the general property stated in the Subsetion 2.2 permits
to obtain a property like (4.3.1) (i.e. the losure of
•R with respet to a given
operation) only for smooth funtions. Moreover, the Denition 2.8.1 states
that to obtain a well dened operation we need a loally Lipshitz funtion.
For these reasons, we will limit xy to x > 0 only, and logx y to x, y > 0.
Denition 4.3.1. Let x, y ∈ •R, with x > 0, then
1. xy := [t ≥ 0 7→ xytt ]= in •R
2. If y > 0, then logx y := [t ≥ 0 7→ logxtyt]= in •R
Beause of Theorem 4.2.4 from x > 0 we have
∀0t > 0 : xt > 0
so that, exatly as we proved in Subsetion 2.2 and in Denition 2.8.1, the
previous operations are well dened in
•R.
From the elementary transfer theorem 2.8.2 the usual properties follow:
(xy)z = xy·z
xy · xz = xy+z
xn = x · n. . . . . . ·x if n ∈ N
logx (x
y) = y
xlogx y = y
log(x · y) = log x+ log y
logx (y
z) = z · logx y
xlog y = ylog x
About the monotoniity properties, it sues to use Theorem 4.2.4 to prove
immediately the usual properties
z > 0 and x ≥ y > 0 =⇒ xz ≥ yz
z < 0 and x ≥ y > 0 =⇒ xz ≤ yz
z > 1 and x ≥ y > 0 =⇒ logz x ≥ logz y
0 < z < 1 and x ≥ y > 0 =⇒ logz x ≤ logz y
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Analogous impliations, but with strit equalities, are true if we suppose
x > y.
Finally, it an be useful to state here the elementary transfer theorem for
inequalities, whose proof follows immediately from the denition of ≤ and
from Theorem 4.2.4:
Theorem 4.3.2. Let A be an open subset of Rn, and τ , σ : A −→ R be
smooth funtions. Then
∀x ∈ •A : •τ(x) ≤ •σ(x)
i
∀r ∈ A : τ(r) ≤ σ(r).
4.4 Geometrial representation of Fermat reals
At the beginning of this hapter we argued that one of the onduting idea in
the onstrution of Fermat reals is to maintain always a lear intuitive mean-
ing. More preisely, we always tried, and we will always try, to keep a good
dialeti between provable formal properties and their intuitive meaning. In
this diretion we an see the possibility to nd a geometrial representation
of Fermat reals.
The idea is that to any Fermat real x ∈ •R we an assoiate the funtion
t ∈ R≥0 7→ ◦x+
N∑
i=1
◦xi · t1/ωi(x) ∈ R (4.4.1)
where N is, of ourse, the number of addends in the deomposition of x.
Therefore, a geometri representation of this funtion is also a geometri
representation of the number x, beause dierent Fermat reals have dierent
deompositions, see 2.3.2. Finally, we an guess that, beause the notion of
equality in
•R depends only on the germ generated by eah little-oh polyno-
mial (see Denition 2.3.1), we an represent eah x ∈ •R with only the rst
small part of the funtion (4.4.1).
Denition 4.4.1. If x ∈ •R and δ ∈ R>0, then
graphδ(x) :=
{
(◦x+
N∑
i=1
◦xi · t1/ωi(x), t) | 0 ≤ t < δ
}
where N is the number of addends in the deomposition of x.
Note that the value of the funtion are plaed in the absissa position, so
that the orret representation of graphδ(x) is given by the Figure 4.2. This
inversion of absissa and ordinate in the graphδ(x) permits to represent this
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graph as a line tangent to the lassial straight line R and hene to have
a better graphial piture (see the following Figures). Finally, note that if
x ∈ R is a standard real, then N = 0 and the graphδ(x) is a vertial line
passing through
◦x = x.
Figure 4.2: The funtion representing the Fermat real dt2 ∈ D3
The following theorem permits to represent geometrially the Fermat reals
Theorem 4.4.2. If δ ∈ R>0, then the funtion
x ∈ •R 7→ graphδ(x) ⊂ R2
is injetive. Moreover if x, y ∈ •R, then we an nd δ ∈ R>0 (depending on
x and y) suh that
x < y
if and only if
∀p, q, t : (p, t) ∈ graphδ(x) , (q, t) ∈ graphδ(y) =⇒ p < q (4.4.2)
Proof: The appliation ρ(x) := graphδ(x) for x ∈ •R is well dened beause
it depends on the terms
◦x, ◦xi and ωi(x) of the deomposition of x (see The-
orem 2.3.2 and Denition 2.3.5). Now, suppose that graphδ(x) = graphδ(y),
then
∀t ∈ [0, δ) : ◦x+
N∑
i=1
◦xi · t1/ωi(x) = ◦y +
M∑
j=1
◦yj · t1/ωj(y) (4.4.3)
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Let us onsider the Fermat reals generated by these funtions, i.e.
x′ : =
[
t ≥ 0 7→ ◦x+
N∑
i=1
◦xi · t1/ωi(x)
]
= in •R
y′ : =
t ≥ 0 7→ ◦y + M∑
j=1
◦yj · t1/ωj(y)

= in •R
then the deompositions of x′ and y′ are exatly the deompositions of x
and y
x′ = ◦x+
N∑
i=1
◦xi dtωi(x) = x (4.4.4)
y′ = ◦y +
M∑
j=1
◦yj dtωj(y) = y (4.4.5)
But from (4.4.3) it follows x′ = y′ in •R, and hene also x = y from (4.4.4)
and (4.4.5).
Now suppose that x < y, then, using the same notations of the previous
part of this proof, we have also x′ = x and y′ = y and hene
x′ = ◦x+
N∑
i=1
◦xi · t1/ωi(x) < ◦y +
M∑
j=1
◦yj · t1/ωj(y) = y′
We apply Theorem 4.2.4 obtaining that loally x′t < y
′
t, i.e.
∃δ > 0 : ∀0t ≥ 0 : ◦x+
N∑
i=1
◦xi · t1/ωi(x) < ◦y +
M∑
j=1
◦yj · t1/ωj(y)
This is an equivalent formulation of (4.4.2), and, beause of Theorem 4.2.4
it is equivalent to x′ = x < y′ = y.
Example. In Figure 4.3 we have the representation of some rst order in-
nitesimals.
The arrows are justied by the fat that the representing funtion (4.4.1)
is dened on R≥0 and hene has a lear rst point and a diretion. The
smaller is α ∈ (0, 1) and the nearer is the representation of the produt αdt,
to the vertial line passing through zero, whih is the representation of the
standard real x = 0. Finally, reall that dtk ∈ D if and only if 1 ≤ k < 2.
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Figure 4.3: Some rst order innitesimals
Figure 4.4: The produt of two innitesimals
If we multiply two innitesimals we obtain a smaller number, hene one
whose representation is nearer to the vertial line passing through zero, as
represented in the Figure 4.4
In Figure 4.5 we have a representation of some innitesimals of order greater
than 1. We an see that the greater is the innitesimal h ∈ Da (with
respet to the order relation ≤ dened in •R) and the higher is the order of
intersetion of the orresponding line graphδ(h).
Figure 4.5: Some higher order innitesimals
Finally, in Figure 4.6 we represent the order relation on the basis of Theorem
4.4.2. Intuitively, the method to see if x < y is to look at a suitably small
neighborhood (i.e. at a suitably small δ > 0) at t = 0 of their representing
lines graphδ(x) and graphδ(y): if, with respet to the horizontal direted
straight line, the urve graphδ(x) omes before the urve graphδ(y), then x
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is less than y.
Figure 4.6: Dierent ases in whih xi < yi
78
Part II
Innite dimensional spaes
79

Chapter 5
Approahes to dierential
geometry of innite
dimensional spaes
5.1 Introdution
In this setion we want to list some of the most important, i.e. well-
established, approahes that are used to dene geometrial strutures in
innite dimensional spaes. One of the most important example we have
in mind is the set Man(M,N) of all the smooth appliations between two
nite dimensional manifolds M and N . For the aims of the present setion,
we are interested to list some of the most studied strutures on Man(M,N),
and its subspaes, that permit to develop at least a tangeny theory, i.e. the
notion of tangent funtor and the notion of dierentiability of maps between
this type of innite dimensional spaes, and have suiently good ategori-
al properties. This is not a trivial goal beause, for example, an important
example we an ite is the group Di(M) of all the dieomorphisms of a man-
ifold M . Flows in a ompat manifold M an be onsidered as 1-parameter
subgroups of Di(M), and it would seem useful to express the smoothness
of a ow by means of a suitable dierentiable struture on Di(M), whih
should also behave like a lassial Lie group with respet to this struture.
A typial restrition to distinguish among dierent approahes to in-
nite dimensional spaes is the hypotheses of ompatness of the domain M ,
assumed to obtain some desired property: is this a neessary hypotheses or
are we fored to assume it due to some restritions of the hosen approah?
Another interesting property is the possibility to extend the lassial
notion of manifold to a more general type of spae, so as to get better
ategorial properties, like the existene of innite produts or o-produts
or a artesian losed ategory
1
.
1
For a short introdution, mainly motivated to x ommon notations, of the few notions
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Finally, several authors had to takle the following problem: suppose we
have a new notion of smooth spae able to inlude the spae Man(M,N),
at least for M ompat and nite dimensional, and to embed faithfully
(i.e. injetively, see Appendix A) the ategory of smooth nite dimen-
sional manifolds. Even if the extension of the notion of nite dimensional
manifold is faithful, usually the ategory C of these new smooth spaes
inludes spaes whih are too muh general, so that it seems really hard
to generalize for these spaes meaningful results of dierential geometry
of nite dimensional manifolds. For this reason, several authors (see e.g.
Kriegl and Mihor [1997℄, Fröliher and Kriegl [1988℄, Lavendhomme [1996℄,
Moerdijk and Reyes [1991℄) try to selet, among all their new smooth spaes
in C, the best ones having some new more restritive properties. In this way
the ategory C ats as a universe, usually losed with respet to strong at-
egorial operations (like arbitrary limits, olimits and artesian losedness),
and the restrited lass of smooth spaes works as a true generalization of
the notion of manifold.
For example, in Kriegl and Mihor [1997℄ the ategory of Fröliher spaes
ats as a universe, but indeed the monograph is about manifolds modeled
in onvenient vetor spaes instead of lassial Banah spaes (see subse-
tion The onvenient vetors spaes settings on page 88). This permits to
Kriegl and Mihor [1997℄ to generalize as far as possible to innite dimen-
sional manifolds the results of nite dimensional spaes, but as a onsequene
the lass of manifolds modeled in onvenient vetor spaes loses some desired
ategorial properties.
Analogously, in SDG (see e.g. Lavendhomme [1996℄, Moerdijk and Reyes
[1991℄, Kok [1981℄) the lass of restrited smooth spaes is introdued with
the notion of mirolinear spae and the universe is a suitable topos, i.e. a
whole model for intuitionisti set theory. In this approah, the innitesimals
are used to dene the properties of this lass of restrited, better behaved,
spaes.
Of ourse, this is not possible in theories that have not an expliit lan-
guage of atual innitesimals, like in the ase of dieologial spaes (see
Iglesias-Zemmour [2008℄). For them we an proeed either as in onvenient
vetor spaes theory onsidering the notion of vetor spae in the ategory
of smooth dieologial spaes (i.e. smooth dieologial spaes that are also
vetor spaes with smooth operations, see Iglesias-Zemmour [2008℄) and on-
sidering manifolds modeled in dieologial vetor spaes, or we an try to
develop diretly for a generi dieologial spae some notion of dieren-
tial geometry (see e.g. Iglesias-Zemmour [2008℄, Laubinger [2008, 2006℄,
Hetor and Maías-Virgós [2002℄, Hetor [1995℄, Souriau [1984, 1981℄). In
the following subsetions we will return to this problem giving some more
preise denitions.
of ategory theory used in the present work, see Appendix A.
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To understand better some dierenes between the approahes we are
going to desribe shortly in this setion, we want to motivate the notion
of artesian losure, beause is one of the basi hoie shared by several
authors like Bastiani [1963℄, Bell [1998℄, Brown [1961, 1963, 1964℄, Chen
[1982℄, Colombeau [1973℄, Fröliher and Buher [1966℄, Fröliher and Kriegl
[1988℄, Kok [1981℄, Kriegl and Mihor [1997℄, Lavendhomme [1996℄, Lawvere
[1979℄, Lawvere et al. [1981℄, Moerdijk and Reyes [1991℄, Seip [1981℄, Souriau
[1981℄, Steenrod [1967℄, Vogt [1971℄. We rstly x the notations for the
notions of adjoint of a map.
Denition 5.1.1. If X, Y , Z are sets and f : X −→ ZY , g : X × Y −→ Z
are maps, then
∀(x, y) ∈ X × Y : f∨(x, y) := [f(x)] (y) ∈ Z
∀x ∈ X : g∧(x) := g(x,−) ∈ ZY
hene
f∨ :X × Y −→ Z
g∧ :X −→ ZY
The map f∨ is alled the adjoint of f and the map g∧ is alled the adjoint2
of g.
Let us note that (f∨)∧ = f and (g∧)∨ = g, that is the two appliations
(−)∨ : (ZY )X −→ ZX×Y
(−)∧ :ZX×Y −→ (ZY )X
are one the inverse of the other and hene represent in expliit form the
bijetion of sets
(
ZY
)X ≃ ZX×Y i.e. Set(X,Set(Y,Z)) ≃ Set(X × Y,Z).
One of the main aim of the seond part of the present work is to generalize
the notions of smooth manifold and of smooth map between two manifolds
so as to obtain a new ategory with good properties that will be denoted
by C
∞
; if we all smooth maps the morphisms of C
∞
and smooth spaes its
objets, then this ategory must be artesian losed, i.e. it has to verify the
following properties for every pair of smooth spae X, Y ∈ C∞:
1. C
∞(X,Y ) is a smooth spae, i.e. C∞(X,Y ) ∈ C∞
2. The maps (−)∨ and (−)∧ are smooth, i.e. they realize in the ategory
C
∞
the bijetion C
∞(X,C∞(Y,Z)) ≃ C∞(X × Y,Z)
2
Here we are using the notations of Adamek et al. [1990℄, but some authors, e.g.
Kriegl and Mihor [1997℄, used opposite notations for the adjoint maps.
83
Chapter 5. Approahes to ∞-dimensional di. geom.
Property 1. is another way to state that the ategory we want to onstrut
must ontain as objets the spae of all the smooth maps between two generi
objets X, Y ∈ C∞
C
∞(X,Y ) = {f |X f−−−→ Y is smooth} =
= {f |X f−−−→ Y is a morphism of C∞}.
Moreover, let us note that as a onsequene of 2. we have that
X
f−−−→ C∞(Y,Z) is smooth ⇐⇒ X × Y f
∨
−−−−→ Z is smooth (5.1.1)
X × Y g−−−→ Z is smooth ⇐⇒ X g
∧
−−−−→ C∞(Y,Z) is smooth.
(5.1.2)
The importane of (5.1.1) and (5.1.2) an be explained saying that if we
want to study a smooth map having values in the spae C
∞(Y,Z), then it
sues to study its adjoint map f∨. If, e.g., the spaes X, Y and Z are
nite dimensional manifolds, then C
∞(Y,Z) is innite-dimensional, but f∨ :
X×Y −→ Z is a standard smooth map between nite dimensional manifolds,
and hene we have a strong simpliation. Conversely, if g : X × Y −→ Z
is a smooth map, then it generates a smooth map with values in C
∞(Y,Z),
and all the smooth maps with values in this type of spaes an be generated
in this way. Of ourse, this idea is frequently used, even if informally, in the
alulus of variations. Let us note expliitly that the artesian losure of the
ategory C
∞
, i.e. properties 1. and 2., does not say anything about smooth
maps with a domain of the form C
∞(Y,Z), but it reformulates in a onvenient
way the problem of smoothness of maps with odomain of this type. For a
more abstrat notion of artesian losed ategory, see e.g. Ma Lane [1971℄,
Boreux [1994℄, Arbib and Manes. [1975℄, Adamek et al. [1990℄.
We also want to see a dierent motivation drawn from Fröliher and Kriegl
[1988℄. Let us suppose to have a smooth funtion g : R × I −→ R, where
I = [a, b], and dene the integral funtion
f(t) :=
 b
a
g(t, s) ds ∀t ∈ R.
Then we an look at the funtion f as the omposition of two appliations
f : t ∈ R 7→ g(t,−) 7→
 b
a
g(t,−) ∈ R.
Hene, if we denote
i : h ∈ C∞(I,R) 7→
 b
a
h ∈ R,
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then
f = i ◦ g∧ i.e. f(t) = i (g∧(t,−)) ∀t ∈ R.
In this way, it is natural to try a proof of the formula for the derivation under
the integral sign in the following way:
df
dt
(t) =
d
dt
(
i ◦ g∧) = di (g∧(t)) [ dg∧
dt
(t)
]
=
= i [∂1g(t,−)] =
 b
a
∂1g(t, s) ds. (5.1.3)
Here we have supposed that the following properties hold:
• g∧ : R −→ C∞(I,R) is smooth,
• i : C∞(I,R) −→ R is smooth,
• the hain rule for the derivative of the omposition of two funtions,
• the dierential of the funtion i is given by di(h) = i for every h ∈
C∞(I,R), beause i is linear,
• dg∧dt (t) = ∂1g(t,−).
Let us note expliitly that the spae C∞(I,R) is innite dimensional.
Even if in the present work we will be able to prove all these properties,
the aim of (5.1.3) is not to suggest a new proof, but to hint that a theory
where we an onsider the previous properties seems to be very exible and
powerful.
5.2 Banah manifolds and loally onvex vetor spaes
Banah manifolds is the more natural generalization of nite-dimensional
manifolds if one takes Banah spaes as loal model spaes. Even if, as we
will see more preisely in this setion, this theory does not satisfy our on-
dition to present in this hapter only generalized notions of manifolds able
to develop at least a tangeny theory and having suiently good ategor-
ial properties, Banah manifolds are the most studied onept in innite
dimensional dierential geometry. Some well known referenes on Banah
manifolds are Lang [1999℄, Abraham et al. [1988℄. Among the most impor-
tant theorems in this framework we an ite the impliit and inverse funtion
theorems and the existene and uniqueness of solutions of Lipshitz ordinary
dierential equations on suh spaes. The use of harts to prove these funda-
mental results is indispensable, so it is not easy to generalize them to more
general ontexts where we annot use the notion of hart having values in
some modeling spae with suiently good properties.
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For the purposes of the present analysis, a typial example of innite-
dimensional Banah spae is the spae Cr(M,E) of Cr-maps, where M is a
ompat manifold and E is a Banah spae. The vetor spae Cr(M,E) is a
Banah spae with respet to the norm
‖f‖r := max1≤i≤r supm∈M
∥∥dif(m)∥∥ , (5.2.1)
but the theory fails for the spae C∞(M,E) := ⋂+∞r=1 Cr(M,E) of smooth
mappings dened in M and with values in E. On the one hand, even if
it is not a formal motivation, but it remains very important in the real
development of mathematis, the hypotheses of onsidering r < +∞ and M
ompat in the previous denition 5.2.1 are not intrinsi to the problem but
are motivated solely by the limitations of the instrument we are trying to
implement, i.e. a norm in the spae Cr(M,E). On the other hand, more
formally, any two dierent norms ‖ − ‖r and ‖ − ‖s are not equivalent, and
hene the spae C∞(M ; , E) is not normable with a norm generating the
same topology generated by the family of norms (‖ − ‖r)+∞r=1 (for details, see
e.g. Friedman [1963℄; in the following, saying that the spae C∞(M,E) is
not normable, we will always mean with respet to this topology).
Moreover, C∞(M,E) is not a Banah manifold: indeed, it is separable
and metri (see Friedman [1963℄), hene if it were a Banah manifold, then it
would be embeddable as an open subset of an Hilbert spae (see Henderson
[1970℄), and hene it would be normable.
Therefore, the ategory of Banah manifolds and smooth maps Ban is
not artesian losed beause it is not losed with respet to exponential
objets Ban(M,E) = C∞(M,E), see ondition 1. in the previous denition
of artesian losed ategory, setion 5.1.
This also proves that the ategory of Banah manifolds Ban and smooth
maps does not have arbitrary limits: in fat if it had innite produts (a
partiular ase of limit in a ategory, see Appendix A), then we would have∏
m∈M
E = Ban(M,E) = C∞(M,E),
but we had already seen that this spae is not a Banah manifold.
These important ounter-examples an ondut us toward the idea of
onsidering spaes equipped with a family of norms, like (‖ − ‖r)+∞r=1, or, more
generally, of seminorms, i.e. toward the theory of loally onvex vetor spaes
(see e.g. Jarhow [1981℄). But any loally onvex topology on the spae
C∞(M,E) is inompatible with artesian losure, as stated in the following
Theorem 5.2.1. Let F be a loally onvex vetor spae ontained in a sub-
ategory T of the ategory Top of topologial spaes and ontinuous funtions
suh that T (F,R) always ontains all the linear ontinuous funtionals on
the spae F
Lin(F,R) ⊆ T (F,R).
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Then we have the following impliation
T is artesian losed =⇒ F is normable.
Hene the ategory Ban is not artesian losed beause the spae
F = C∞(R,R)
is not normable.
Proof: We an argue as in Kriegl and Mihor [1997℄: beause T is artesian
losed, every evaluation
evXY (x, f) := f(x) ∀x ∈ X ∀f ∈ T (X,Y )
is an arrow of T (this is a general result in every artesian losed ategory,
see e.g. Ma Lane [1971℄) and hene it is also a ontinuous funtion, beause
T is a subategory of Top by hypotheses. In this ase, we also have that
the restrition of evFR to the subspae F
∗ := Lin(F,R) ⊆ T (F,R) of linear
ontinuous funtionals on the spae F would also be (jointly) ontinuous:
ε := evFR|F×F ∗ : F × F ∗ −→ R.
Then we an nd neighborhoods U ⊆ F and V ⊆ F ∗ of zero suh that
ε(U × V ) ⊆ [−1, 1], that is
U ⊆ {u ∈ F | ∀f ∈ V : |f(u)| ≤ 1} .
But then, taking a generi funtional we an always nd λ ∈ R 6=0 suh that
λg ∈ V , and hene |g(u)| ≤ 1/λ for every u ∈ U . Any ontinuous funtional
is thus bounded on U , so the neighborhood U itself is bounded (see e.g.
Jarhow [1981℄, Kriegl and Mihor [1997℄). But any loally onvex vetor
spae with a bounded neighborhood of zero is normable (see e.g. Jarhow
[1981℄, Donoghue and Smith [1952℄).
This theorem also asserts that notions like Fréhet manifolds (manifolds
modeled in loally onvex metrizable and omplete vetor spaes) are in-
ompatible with artesian losedness too.
For a more detailed study about artesian losedness and Banah man-
ifolds, see Brown [1961, 1963, 1964℄; for a more detailed study about the
relationships between the topology on spaes of ontinuous linear funtion-
als Lin(F,E) and normable spaes, see Keller [1965℄, Maissen [1963℄.
Beause one of our aim is to obtain a ategory C
∞
of smooth (and hene
topologial) spaes embedding the ategory Ban, a diret onsequene of
Theorem 5.2.1 is that, in general, we will not have a loally onvex topology
on spaes of funtions like C
∞(M,R). Nevertheless, in C∞ we always have
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that every arrow (i.e. every smooth funtion in a generalized sense) is also
ontinuous and every evaluation is smooth.
Finally, another important problem in the theory of Banah manifolds is
tied with innite dimensional Lie groups. As it is well known, they appear
in several onnetions in physis, like in the study of both ompressible
and inompressible uids, in magnetohydrodynamis, in plasma-dynamis or
in eletrodynamis (see e.g. Abraham et al. [1988℄ and referenes therein).
The fundamental results of Omori [1978℄ (see also Omori and de la Harpe
[1972℄, Omori [1997℄) show that a Banah Lie group G ating smoothly,
transitively and eetively on a ompat manifold M must neessary be
nite dimensional. This result strongly underlines that the spae of all the
dieomorphisms G = Di(M) of a ompat manifold in itself annot be a
Banah Lie group.
It is important to note that the present work is not in ontrast with the
theory of Banah manifolds, but rather it tries to omplement it overpassing
some of its defets, like the absene of a alulus of atual innitesimals
and the laking of spaes of mappings. On the one hand, a rst aim of
the present work is to obtain a ategory C
∞
of smooth spaes with better
ategorial properties (e.g. we will see that the ategory C
∞
is artesian
losed and possesses arbitrary limits and olimits, e.g. innite produts,
innite disjoint sums or quotient spaes). On the other hand, of ourse we
aim at exploiting the language of nilpotent innitesimals. We will see that
the ategory Ban of smooth Banah manifolds is faithfully embedded in our
ategory C
∞
of smooth spaes.
5.3 The onvenient vetor spaes settings
It is very interesting to note that the original idea to dene the dierential
of funtions f : Rn −→ Rm reduing it to the omposition f ◦ c with dier-
entiable urves c : R −→ Rn goes bak (for didati reasons!) to Hadamard
[1923℄: in this work a funtion f : R2 −→ R was alled dierentiable if all
the ompositions f ◦c with dierentiable urves c : R −→ R2 are again dier-
entiable and satisfy the hain rule. Later (see Mihal [1938℄) this notion has
been extended to mapping f : E −→ F between generi topologial vetor
spaes: f is dened to be dierentiable at x ∈ E if there exists a ontinuous
linear mapping l : E −→ F suh that f◦c : R −→ F is dierentiable at 0 with
derivative (l◦c′)(0) for eah everywhere dierentiable urve c : R −→ E with
c(0) = x. This notion of dierentiable funtion is really more restritive that
the usual one, but it is equivalent to the standard notion of smooth funtion
if in it we replae the word dierentiable with smooth. More generally if
we replae dierentiable with of lass Ck and with loally Lipshitz k-th
derivative, we obtain an equivalene with the lassial notion. These results
have been proved by Boman [1967℄ and all the theory of onvenient vetor
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spaes depends strongly on these non trivial results.
Several theories whih detah from the theory of Banah manifolds, like
the onvenient vetor spaes setting or the following dieologial spaes, are
grounded on generalization of this idea (not neessarily knowing the ited ar-
tile Hadamard [1923℄). In partiular, the theory of onvenient vetor spaes
is probably the most developed theory of innite dimensional manifolds ables
to overpass several problems of Banah manifolds. Presently, the most om-
plete referene is Kriegl and Mihor [1997℄, even if the theory started with
Fröliher and Buher [1966℄ and Fröliher and Kriegl [1988℄.
Only to mention few results, in the onvenient vetor spaes setting the
hard impliit funtion theorem of Nash and Moser (see Hamilton [1982℄,
Kriegl and Mihor [1997℄) an be proved, very good results an also be ob-
tained for both holomorphi and real analyti alulus, the theorem of De
Rham an be proved and the theory of innite dimensional Lie groups an
be well developed.
Beause in the present work we will show that any manifold modeled in
onvenient vetor spaes an be embedded in our ategory C
∞
, we present
very briey one of the possible equivalent denitions of this type of spaes
and some few notions about smooth manifolds modeled in onvenient vetor
spaes.
Denition 5.3.1. We say that E is a onvenient vetor spae i E is a
loally onvex vetor spae where every smooth urve has a primitive, i.e.
∀c ∈ C∞(R, E)∃p ∈ C∞(R, E) : p′ = c
Considering the Cauhy-Bohner integral, any Banah spae is hene a on-
venient vetor spae, but several non trivial example diretly omes from the
artesian losedness of the ategory of all the onvenient vetor spaes (see
Kriegl and Mihor [1997℄).
As mentioned above what type of topology an be onsidered in a on-
venient vetor spae, due to the artesian losedness of the related ategory,
is a non trivial point. The idea to redue, as far as possible, any possible
notion to the orresponding notion for smooth urves, an arry us toward
the natural idea to onsider the nal topology for whih any smooth urve
is also ontinuous, i.e. the following
Denition 5.3.2. Let E be a onvenient vetor spae, then we say that
U is c∞-open in E
i
∀c ∈ C∞(R, E) : c−1(U) is open in R
The ategory of onvenient vetor spaes is artesian losed so that, e.g.
C∞(R,R) is again a onvenient vetor spae. We an now dene as usual
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the notion of hart modeled in a c∞-open set of a onvenient vetor spae
and hene the orresponding notion of smooth manifold and of smooth map
between two manifolds. So as to avoid onfusion with our ategory C
∞
,
in the following we will denote with C∞
vs
the ategory of smooth manifolds
modeled in onvenient vetor spaes. Using suitable generalizations of Bo-
man's theorem (Boman [1967℄), it is hene possible to prove the following
(see Kriegl and Mihor [1997℄)
Theorem 5.3.3. Let M , N be manifolds modeled on onvenient vetor
spaes, then we have that f : M −→ N is smooth i
∀c ∈ C∞
vs
(R,M) : f ◦ c ∈ C∞
vs
(R, N).
Using the notion of c∞-open subset of a onvenient vetor spae and the
notion of hart is possible to dene a topology on every manifold onsidering
the nal topology in whih every hart is ontinuous. We have hene the
expeted result that W is open in this topology on M if and only if c−1(W )
is open in R for every smooth urve c ∈ C∞
vs
(R,M) (see Kriegl and Mihor
[1997℄).
The notion of Fröliher spae provides the possibility to onstrut a ate-
gory with very good properties ating as a universe for the lass of manifolds
modeled in onvenient vetor spaes. We ite here the denition of Fröliher
spae only to underline the analogies with our smooth spaes in C
∞
:
Denition 5.3.4. A Fröliher spae is a triple (X, CX ,FX) onsisting of a
set X, a subset CX ⊆ XR of urves on this set, and a subset FX ⊆ RX of
real valued funtions dened on X, with the following properties:
1. ∀f : f ∈ FX ⇐⇒ [∀c ∈ CX : f ◦ c ∈ C∞(R,R)]
2. ∀c : c ∈ CX ⇐⇒ [∀f ∈ FX : f ◦ c ∈ C∞(R,R)]
The ategory of Fröliher spaes is artesian losed and possesses arbitrary
limits and olimits. A loally onvex vetor spae E is a onvenient vetor
spae if and only if it is a Fröliher spae with respet to urves and funtions
dened as CX := C∞
vs
(R, E) and FX := C∞
vs
(E,R). Finally, beause of arte-
sian losedness, it is possible to dene a unique struture of Fröliher spae
on the set Y := C∞(M,N) of all the smooth maps between two manifolds
given by
CY :=
{
c : R −→ NM | c∨ : R×N −→M is smooth}
and
FY :=
{
f : NM −→ R | ∀c ∈ CY : f ◦ c ∈ C∞(R; ,R)
}
.
In the following we will use again the symbol C∞(M,N) to indiate this
struture of Fröliher spae.
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As mentioned at the beginning of this hapter, the notion of manifold
modeled in onvenient vetor spaes permits to inlude several innite dimen-
sional spaes non asribable into Banah manifold theory, but, at the same
time, fores us to lose some good ategorial property. In partiular the
spae of all smooth mappings C∞(M,N) between two manifolds has a man-
ifold struture only for M and N nite dimensional (see Kriegl and Mihor
[1997℄, Chapter IX). Moreover, if C
∞(M,N) is this manifold struture3 on
the set C∞(M,N), then the exponential law
C∞(M,C∞(N,P )) ≃ C∞(M ×N,P )
holds if and only if N is ompat (see Kriegl and Mihor [1997℄, Theorem
42.14).
Using an intuitive interpretation introdued by Lawvere [1979℄ we an
say that in the onvenient vetor spaes settings the fundamental gure of
our spaes is the urve and every notion is redued to a orresponding notion
about urves. We will use several times later this intuitive, and fruitfully,
interpretations also for other types of gures. In the notion of Fröliher spae
there is a partiular stress in the symmetry between urves and funtions, but
this symmetry has not been adopted by other authors, like in the following
approah about dieologial spaes.
We will see that both Fröliher spaes and manifolds modeled in on-
venient vetor spaes are embedded in our ategory C
∞
of smooth spaes,
so that our approah an supply a language of atual innitesimals also to
these settings.
5.4 Dieologial spaes
Using the language of the fundamental gures given on a general spae
X introdued by Lawvere [1979℄, we an desribe dieologial spaes as a
natural generalization of the previously seen idea to take as fundamental
gures all the smooth urves c : R −→ X on the spae X. To dene the
onept of dieologial spae, we rst denote with
Op := {U | ∃n ∈ N : U is open in Rn}
the set of all the domains of our new gures in the spae X. In informal
words, the idea of a dieologial spae is to say that the struture on the
spaeX is speied if we give all the smooth gures p : U −→ X, for U ∈ Op.
More formally, we have
3
Note that, e.g. if M = N = R, this struture is dierent from the struture of
onvenient vetor spae (and Fröliher spae) C∞(R,R); for this reason the authors of
Kriegl and Mihor [1997℄ use a dierent symbol C
∞(R,R).
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Denition 5.4.1. We say that (D,X) is a dieologial spae i X is a set
and D = {DU}U∈Op is a family of sets of funtions
DU ⊆ Set(U,X) ∀U ∈ Op
The funtions p ∈ DU are alled parametrizations or plots or gures on X
of type U . The family D has to satises the following onditions:
1. Every point of X is a gure, i.e. for every U ∈ Op and every onstant
map p : U −→ X, we must have that p ∈ DU .
2. Every set of gures DU is losed with respet to re-parametrization, i.e.
if p : U −→ X is a gure in DU , and f ∈ C∞(V,U), where V ∈ Op,
then p ◦ f ∈ DV .
3. The family D = {DU}U∈Op veries a sheaf property, i.e. let V ∈ Op,
(Ui)i∈I be an open over of V and p : V −→ X a map suh that
p|Ui ∈ DUi, then p ∈ DV . In other words, to be loally a gure implies
to be a gure globally too.
Finally a map f : X −→ Y between two dieologial spaes (X,DX) and
(Y,DY ) is said to be smooth if it takes gures of the domain spae in gures
of the odomain spae, i.e. if
∀U ∈ Op ∀p ∈ DXU : f ◦ p ∈ DYU
If ompared with Fröliher spaes, in Dieology (i.e. the study of dif-
feologial spaes, see Iglesias-Zemmour [2008℄) the prinipal dierenes are
in the generalization of the types of gures, in the losing of the symmetry
between gures and orresponding funtions (i.e. maps of type f : X −→ U
for U ∈ Op) and in the fundamental sheaf property. For example, the
generalization to gures of arbitrary dimension instead of urves only, per-
mits to prove the artesian losure of the ategory of dieologial spaes
very easily and without the use of the non trivial Boman's theorem (see
Fröliher and Kriegl [1988℄, Kriegl and Mihor [1997℄, Boman [1967℄). The
original idea to onsider gures of general dimension instead of urves only,
and the fundamental sheaf ondition date bak to Chen [1977, 1982℄; the def-
inition of dieologial spae, essentially in the form given above, is originally
of Souriau [1981, 1984℄.
The ategory of dieologial spaes has very good ategorial properties,
with arbitrary limits (subspaes, produts, pullbaks, et.) and olimits
(quotient spaes, sums, pushforwards, et.) and artesian losedness (so that
set theoretial ompositions and evaluations are always smooth). Classial
Fréhet manifolds are fully and faithfully embedded in this ategory (see
Losik [1992℄).
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We an now dene a dieologial vetor spae (over R) any dieologial
spae (E,D), where E is a vetor spae (over R), and suh that the addition
and the multipliation by a salar
(u, v) ∈ E × E 7→ u+ v ∈ E and (r, u) ∈ R× E 7→ ru ∈ E
are smooth (with respet to the suitable produt dieologies on the domains)
and, as usual, the notion of smooth manifolds modeled on dieologial vetor
spaes.
Anyway, dierential geometry on generi dieologial spaes an be de-
veloped surprisingly far as showed e.g. by Iglesias-Zemmour [2008℄: homo-
topy theory, exterior dierential alulus, dierential forms, Lie derivatives,
integration on hains and Stokes formula, de Rham ohomology, Cartan for-
mula, generalization of sympleti geometry to dieologial spaes, et. As
said in Iglesias-Zemmour [2008℄:
Thanks to the strong stability of dieology under the most
important ategorial operations [...℄ every general onstrution
relating to this theory applies to spaes of funtions, dierential
forms, ber bundles, homotopy, et. without leaving the strit
framework of dieology. This makes the development of dieren-
tial geometry muh more easier, muh more natural, than usually.
It is also interesting to note that some of these generalizations (like Stokes
formula) are general onsequenes of this type of extension of the notion of
manifolds, as proved by Losik [1994℄, and hene are not peuliar of Dieology.
From the point of view of the present work, Dieology is surely formally
lear, but sometimes laks from the point of view of the intuitive geometrial
interpretation. To illustrate this assertion, we an onsider the notion of
tangent vetor as formulated in Iglesias-Zemmour [2008℄. In the following
we will assume that (X,D) is a dieologial spae and x ∈ X is a point in
the spae X. The rst idea is that the gures q : U −→ X of type U ⊆ Rn
of the spae X permit to dene the notion of smooth p-form without having
the notion of tangent vetor, but abstrating the properties of the pullbak
q∗ of the gure q ∈ DU . In other words, let us suppose that we have already
dened what is a dierential p-form on X, then we would be able to dene
the pullbak q∗ of q as a map that assoiates to eah point u ∈ U ⊆ Rn a
p-form in Λp(Rn). The idea is hene to dene diretly a p-form as this ation
on gures through pullbak, and asking the natural ondition of omposition
of pullbaks in ase we take a parametrization f ∈ C∞(V,U) of the domain
of the gure q:
Denition 5.4.2. A dierential p-form dened on X is a family of maps
(αU )U∈Op. Eah αU , for U open in Rn, assoiates to eah gure q ∈ DU a
smooth p-form αU (q) : U −→ Λp(Rn) , i.e.
αU : DU −→ C∞(U,Λp(Rn)),
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and it has to satises the ondition
αV (q ◦ f) = f∗(αU (q))
for every plot q ∈ DU and for every smooth parametrization f ∈ C∞(V,U)
dened on the open set V ∈ Op. The set of all the dierential p-forms dened
on X will be denoted by Ωp(X).
The method used to arrive at this denition is the (frequently used in math-
ematis) inversion of the eet with the ause in ase of bijetion between
eets and auses. Indeed, if X = is an open set of Rd, then it is possible to
prove that we have a natural isomorphism between the new denition and
the lassial notion of smooth p-form, i.e. Ωp(U) ≃ C∞(U,Λp(U)), in other
words pullbaks of p-forms uniquely determine the p-forms themselves.
The previous denition satisfy all the properties one needs from it, like the
possibility to dene a dieology on Ωp(X), vetor spae struture, pullbaks,
exterior dierential, exterior produt, a natural notion of germ generated by
a p-form so that two forms are equal if and only if they generate the same
germ (that if they are loally equal), et.
The rst intuitive drawbak of the denition of Ωp(X) is that there is no
mention to spaes Λpx(X) of p-forms assoiated to eah point x ∈ X and of
the relationships between these spaes and the whole Ωp(X). Therefore, to
understand better the following denitions, we introdue the following
Denition 5.4.3. We say that two forms α, β ∈ Ωp(X) have the same value
at x, and we write α ∼x β, if and only if for every gure q ∈ DU suh that
0 ∈ U and q(0) = x
(in this ase we will say that q is entered at x) we have that
α(q)(0) = β(q)(0).
Equivalene lasses of p-forms by means of the equivalene relation ∼x are
alled values of α at x and we will denote with Λpx(X) := Ωp(X)/ ∼x this
quotient set.
Using these values of 1-forms we an dene tangent vetors. Firstly we
introdue the paths on X and the values of a 1-form on eah path with the
following
Denition 5.4.4. Let us introdue the spae of all the paths on X, i.e.
Paths(X) := C∞(R,X)
and for eah path q ∈ Paths(X), the map j(q) : Ω1(X) −→ R evaluating
eah 1-form at zero
j(q) : α ∈ Ω1(X) 7→ α(q)(0) ∈ R.
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The map j(q) is linear and smooth (beause it is an evaluation), hene
j : Paths(X) −→ L∞(Ω1(X),R),
where L∞(Ω1(X),R) is the spae of all the linear smooth funtionals dened
on the spae of 1-forms of X.
Seondly we say that the set of all these values j(q) generates the whole
tangent spae. The set of these generators is introdued in the following
Denition 5.4.5. The spae C∧x (X) is the image of all the paths passing
through x under the map j:
C∧x (X) := {j(q) | q ∈ Paths(X) and q(0) = x} ⊆ L∞(Ω1(X),R)
In the spae C∧x (X) is naturally dened a multipliation by a salar r ∈ R
that formalizes the idea to inrease the speed of going through a given path
q ∈ Paths(X):
r · j(q) = j [q(r · (−))] ,
where q(r · (−)) is the path q(r · (−)) : s ∈ R −→ q(r · s) ∈ X. But the spae
C∧x (X) is not neessarily a vetor spae beause is not losed with respet
to addition of these values j(q) of 1-forms on paths q entered at x, hene
we nally dene
Denition 5.4.6. A tangent vetor v ∈ Tx(X) is a linear ombination of
elements of C∧x (X), i.e.
v =
n∑
i=1
sivi
for some
n ∈ N
(vi)
n
i=1 sequene of C
∧
x (X)
(si)
n
i=1 sequene of R.
As we said, even if the denitions we have just introdued are formally or-
ret, their intuitive geometri meaning remains obsure. In lassial man-
ifolds theory, the denition of tangent vetor through 1-forms is not geo-
metrially intrinsi unless of Riemannian manifolds, so it is not lear why
passing to a more general spae we are able to obtain this identiation in an
intrinsi way. Seondly, dieologial spaes inlude also spaes with singular
points, like X =
{
(x, y) ∈ R2 |x · y = 0}. At the origin x = (0, 0) ∈ X there
is no way to dene in a geometrially meaningful way the sum of the two
tangent vetors orresponding to i = (1, 0) and j = (0, 1) (without using
the superspae R2). This is the prinipal motivation that onduts SDG to
introdue the notion of mirolinear spae as the spaes where to eah pair
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of tangent vetors it is possible to assoiate an innitesimal parallelogram,
fully ontained in the spae itself, whose diagonal represents the sum of these
two tangent vetors. The previous spae X is not mirolinear exatly at the
origin.
As we will see, our ategory C
∞
is exatly the ategory of dieologial
spaes and onretely we will only generalize the denition of dieologial
spae so as to obtain a more exible instruments that will permit us to dene
the ategory
•
C
∞
of spaes extended with the new innitesimal points. E.g.
we will have that R ∈ C∞ and •R ∈ •C∞. Hene, the theory of Fermat reals
naturally inludes dieologial spaes and also provides to them a language
of atual innitesimals. The use of these innitesimals opens the possibility
to simplify and larify some onepts already developed in the framework of
dieologial spaes, e.g. gaining a more lear geometrial meaning. We will
also see that using these innitesimal we will also arrive to new results, like
the existene of innitesimals ows orresponding to a given smooth vetor
eld.
5.5 Syntheti dierential geometry
The fundamental ideas upon whih SGD
4
born, originate from the work of
Ehresmann [1951℄, Weil [1953℄ and A. Grothendiek (see Artin et al. [1972℄).
Ehresmann [1951℄ introdued the onept of k-jet at a point p in a manifold
M as an important geometri struture determined by the k-th order Taylor's
formula of real valued funtions f dened in a neighborhood of p ∈ M . As
said by Ma Lane [1980℄:
[...℄ the study of jets an be seen as a development of the
earlier idea of studying the innitely nearby points on algebrai
urves on manifolds. Presumably it was Ehresmann's initiative
whih stimulated the paper by Weil [1953℄.
In this work A. Weil introdued the idea to formalize nilpotent innitesimals
using algebrai methods, more preisely using quotient rings like R[x]/(x2) or
R[x, y]/(x2, y2), in general formal power series in n variables R[[x1, . . . , xn]]
modulo the (k + 1)-th power of a given ideal I = (i1, . . . , im) of series
i1, . . . , im ∈ R[[x1, . . . , xn]] with zeros onstant term, i.e. suh that ij(0) = 0
for every j = 1, . . . ,m. These type of objets are now alled Weil alge-
bras, and C. Ehresmann's jets are also speial ases of Weil algebras. Very
roughly, we an guess the fundamental idea of A. Weil saying that, e.g.,
an element p ∈ R[x]/(x2) an be written as p = a + x · b, with a, b ∈ R,
with addition given in the more obvious way and multipliation given by
(a + x · b) · (α + x · β) = aα + x · (aβ + bα), that is the same result we
would obtain if we multiply the two polynomials a + x · b and α + x · β
4
Frequently SDG is also alled smooth innitesimal analysis.
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with the formal rules x2 = 0. At the end, with a onstrution as sim-
ple as the denition of the eld of omplex numbers, we have extended
the real eld into a ring with a non-zero element x having zero square, i.e.
a rst order innitesimal (but in this ring there are not innitesimals of
greater order). Using the same idea, we an see that with the Weil algebra
R[x, y]/(x2, y2) we have extended the real eld with two rst order innites-
imals x, y whose produt is not zero5 x · y 6= 0. Suitably generalized to alge-
bras of germs of smooth funtions dened on manifolds, these two examples,
i.e. R[x]/(x2) and R[x, y]/(x2, y2), orrespond isomorphially to the rst and
seond tangent bundle respetively (see e.g. Weil [1953℄, Kriegl and Mihor
[1997, 1996℄, Kok [1981℄, Lavendhomme [1996℄, Moerdijk and Reyes [1991℄,
Bertram [2008℄ for more details). The next fundamental step to obtain a
single framework where all these types of nilpotent innitesimals are avail-
able, has been performed by A. Grothendiek who tried to use nilpotent
innitesimals in his theory of shemes to treat innitesimal strutures in
algebrai geometry. The basi idea was to study an algebrai lous like
S1 =
{
(x, y) ∈ R2 |x2 + y2 = 1}, not only as a subset of points in the plane,
but as the funtor S1
F
: CRing −→ Set from the ategory CRing of om-
mutative rings with 1 to the ategory of sets dened as
S1
F
(A) :=
{
(a, b) ∈ A2 | a2 + b2 = 0}
S1
F
(A
f−−−→ B) := (f × f)|S1
F(A)
: S1
F
(A) −→ S1
F
(B)
(where f : A −→ B is a ring homomorphism and f × f : (a, b) ∈ A2 7→
(f(a), f(b)) ∈ B2). Using this approah algebrai geometers started to un-
derstand that the funtor orresponding to the trivial lous {x ∈ R |x = x} =
R, i.e. the funtor R(A) := {a ∈ A | a = a} = A = the underlying set
of the ring A, behaves like a set of salars ontaining innitesimals. E.g.
D(A) :=
{
a ∈ A | a2 = 0} is a subfuntor of this funtor R and plays the role
of the spae of rst order innitesimals. Being a subfuntor, D behaves
like a subset
6
of R. These ideas onduted to the notion of Grothendiek
topos. Lawvere found that in the Grothendiek topos, and in other simi-
lar ategories that later will originate the general notion of topos (see Gray
[1971℄), an intuitionisti set-theoreti language an be diretly interpreted
in any topos. In Lawvere [1979℄ he proposes a way to generalize these on-
strution of algebrai geometry to smooth manifolds theory, and to use this
generalization as a foundation for innitesimal reasoning valid both for nite
and innite dimensional manifolds. This proposal was part of a big projet
5
We reall Setion 4.1 to underline an important dierene with our approah.
6
In the sense that eah Topos is a model of intuitionisti set theory, so that it is possible
to dene a formal language for intuitionisti set theory where sentenes like D ⊆ R are
rigorous and true in the model (see Moerdijk and Reyes [1991℄, Kok [1981℄ for more
details).
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whose objetive is to establish an intrinsi axiomatizaton for ontinuum me-
hanis. The inlusion of innite dimensional spaes like funtions spaes is
a natural onsequene of the artesian losedness of every topos.
The onstrution of a model for SDG whih embeds the ategory of
smooth nite dimensional manifolds is not a simple task. Classial refer-
enes are Moerdijk and Reyes [1991℄, Kok [1981℄. Here we only want to
sketh some of the fundamental ideas, rst of all to underline the oneptual
dierenes between SDG and the above mentioned approahes to innite
dimensional dierential geometry.
The rst idea to generalize from the ontext of algebrai geometry to mani-
folds theory is to nd a orresponding of the ategory of CRing of ommu-
tative rings, i.e. to pass from a ontext of polynomial operations to more
general smooth funtions. Indeed, that ategory is replaed by that of C∞-
rings:
Denition 5.5.1. A C∞-ring (A,+, ·, ι) is a ring (A,+, ·) together with an
interpretation ι(f) of eah possible smooth map f : Rn −→ Rm, that is a
map
i(f) : An −→ Am
suh that ι preserves projetions, ompositions and identity maps, i.e.:
1. If p : Rm −→ R is a projetion, then ι(p) : Am −→ A is a projetion.
2. If Rd g−−−→ Rn f−−−→ Rm are smooth, then ι(f ◦ g) = ι(f) ◦ ι(g).
3. If 1Rn : Rn −→ Rn is the identity map, then ι(1Rn) = 1ι(An).
A homomorphism of C∞-rings is a ring homomorphism whih preserves the
interpretation of smooth maps, that is suh that
An
A(f)

ϕn // Bn
B(f)

Am
ϕm // Bm
We may dene a C∞-ring in an equivalent but more onise way: let C∞
denote the ategory whose objets are the spaes Rd, d ≥ 0, and with smooth
funtions as arrows, then a C∞-ring is a nite produt preserving funtor
A : C∞ −→ Set, and a C∞-homomorphism is just a natural transformation
ϕ : A −→ B. Indeed, given suh a funtor, the set A(R) has the struture of
a ommutative ring (A(R),+A, ·A) given by +A := A(R × R +−−−→ R) and
·A := A(R×R ·−−−→ R), where + : R×R −→ R and · : R×R −→ R are the
ring operations on R.
Here are some examples of C∞-rings
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Example 5.5.2. The ring C∞(Rd,R) of real valued smooth funtions a :
Rd −→ R, with pointwise ring operations, is a C∞-ring. Usually it is denoted
simply with C∞(Rd). The smooth funtion f : Rn −→ Rm is interpreted in
the following way. Let (h1, . . . , hn) ∈ C∞(Rd,R)n, be n elements of the ring
C∞(Rd). Their produt
(h1, . . . , hn) : x ∈ Rd 7→ (h1(x), . . . , hn(x)) ∈ Rn
an be an be omposed with f : Rn −→ Rm and projeted into its m
omponents obtaining
ι(f) := (p1 ◦ f ◦ (h1, . . . , hn), . . . , pm ◦ f ◦ (h1, . . . , hn)) ∈ C∞(Rd,R),
where pi : Rm −→ R are the projetions.
Example 5.5.3. If M is a smooth manifold, the ring of real valued fun-
tions dened on M, i.e. C∞(M,R), is a C∞-ring. Here a smooth funtion
f : Rn −→ Rm is interpreted using omposition, similarly to the previous
example. This ring is also denoted by C∞(M). Moreover, it is well known
that
C∞(M) = C∞(N) =⇒ M = N.
If g : N −→M is a smooth map between manifolds, then the C∞-homomor-
phism given by
C∞(g) : a ∈ C∞(M,R) 7→ a ◦ g ∈ C∞(N,R)
veries the analogous embedding property:
C∞(g) = C∞(h) =⇒ g = h.
This means that manifolds an be faithfully onsidered as C∞-rings.
Example 5.5.4. Let A be a C∞-ring and I an ideal of A, then the quotient
ring A/I is also a C∞-ring. Indeed, if A(f) : An −→ Am is the interpretation
of f : Rn −→ Rm, we an dene the interpretation (A/I)(f) : (A/I)n −→
(A/I)m as
(A/I)(f)([a1]I , . . . , [an]I) :=
= ([p1(A(f)(a1, . . . an))]I , [pm(A(f)(a1, . . . an))]I),
where [ai]I ∈ A/I denotes the equivalent lasses of the quotient ring, and
pj : A
m −→ A are the projetions (see e.g. Moerdijk and Reyes [1991℄ for
more details). Examples inluded in this ase are the analogous of the above
mentioned Dk := C∞(R)/(xk+1) and D(2) := C∞(R)/(x2, y2), or the ring
△ := C∞0 (Rn) = C∞(Rn)/mg{0}, where mg{0} is the ideal of smooth funtions
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having zero germs at 0 ∈ Rn and nally I := C∞0 (Rn \ {0}). These C∞-
rings will play the role, in the nal model, respetively of innitesimals of
k-th order Dk, of pairs of innitesimals of rst order whose produt is not
neessarily zero D(2), of the set of all the innitesimals △ and of the set of
all the invertible innitesimals I.
For eah subset X ⊆ Rn, a funtion f : X −→ R is said to be smooth if
there is an open superset U ⊇ X and a smooth funtion g : U −→ R whih
extends f , i.e. g|X = f . We an proeed as in the previous example using
omposition to dene the C∞-ring C∞(X) of real valued funtions dened
on X. An important example that uses this generalization and the previous
example is C∞(N)/K, where C∞(N) is the ring of smooth funtions on the
natural numbers, and K is the ideal of eventually vanishing funtions. This
ring will at, in the nal model, as the set of innitely large natural numbers.
Example 5.5.5. A C∞-ring A is alled nitely generated if it is isomorphi
to one of the form C∞(Rn)/I, for some n ∈ N and some nitely generated
ideal I = (i1, . . . , im). For example, given an open subset U ⊆ Rn we an
nd a smooth funtion f : Rn −→ R suh that f(x) 6= 0 if and only if x 6= U .
So U is dieomorphi to the losed set Uˆ = {(x, y) | y · f(x) = 1} ⊆ Rn+1.
Hene we have the isomorphism of C∞-rings
C∞(U) ≃ C∞(Rn+1)/(y · f(x)− 1).
This proves that C∞(U) is nitely generated. Using this result and Whitney's
embedding theorem it is possible to prove that for a manifold M , the C∞-
ring C∞(M) is nitely generated too (see Moerdijk and Reyes [1991℄, Kok
[1981℄).
Therefore, the ategory L of nitely generated C∞-rings seems a good step
toward the goal to embed nite dimensional manifolds in a ategory with
innitesimal objets. However, funtion spaes an in general not be on-
struted in L. In order to have these funtion spaes, the rst step is to
extend the ategory L in the ategory SetL
op
of presheaves on L, i.e. of
funtors F : L −→ Set:
Man ⊆ L ⊆ SetLop .
This is a natural step in this ontext beause the embedding L ⊆ SetLop is
a well know result in ategory theory (see Yoneda embedding in Appendix
A), and beause the ategory SetL
op
is a topos. So we onretely see the
possibility to embed the ategory of smooth manifolds in a topos ontaining
innitesimal objets too. Let us note that manifolds are diretly embedded in
SetG
op
without an extension with new innitesimal points, so the approah
is very dierent with respet, e.g., to NSA or to the present work.
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So, what is the ring of salars representing the geometri line in the topos
SetL
op
? If A, B ∈ L are nitely generated C∞-rings, and f : A −→ B is a
C∞-homomorphism, this geometri line is represented by the funtor
R(A) = L(A, C∞(R)) (5.5.1)
R(A
f−−−→ B) : g ∈ R(A) 7→ g ◦ f ∈ R(B) (5.5.2)
orresponding, via the Yoneda embedding, to the C∞-ring C∞(R). The set
of rst order innitesimal D orresponds in the topos SetL
op
to the funtor
D(A) = L(A, C∞(R)/(x2)) (5.5.3)
D(A
f−−−→ B) : g ∈ D(A) 7→ g ◦ f ∈ D(B). (5.5.4)
Indeed, the topos SetL
op
is not the nal model of SDG for several reasons.
Among these, we an ite that in the topos SetL
op
are not provable properties
like 1 6= 0 or ∀r ∈ R(x is invertible ∨ (1 − x) is invertible), and this is
essentially due beause the embedding Man ⊆ SetLop does not preserve
open overs. A desription of the nal models is outside the sopes of the
present work. For more details see e.g. Moerdijk and Reyes [1991℄ and
referenes therein. In the light of the examples (5.5.1), (5.5.2) and (5.5.3),
(5.5.4) we an quote Moerdijk and Reyes [1991℄:
In reent years, several alternative solutions to the problem of
generalizing manifolds to inlude funtion spaes and spaes with
singularities have been proposed in the literature. A partiularly
appealing one is the theory of onvenient vetor spaes [...℄. These
strutures are in a way simpler than the sheaves onsidered in this
book, but one should notie that the theory of onvenient vetor
spaes does not inlude an attempt to develop an appropriate
framework for innitesimal strutures, whih is one of the main
motivations of our approah
The present work tries to go exatly in the diretion to have a simple gener-
alization of manifolds (indeed, simpler than onvenient vetor spaes and as
simple as dieologial spaes) and at the same time innitesimals strutures.
Hene, it is in the opinion of the researhers in SDG that these topos
models are not suiently simple, even if, at the same time, they are very
rih and formally powerful. For these reasons smooth innitesimal analysis
is usually presented in an axiomati way, in the framework of a naive in-
tuitionisti set theory
7
, but with expliit introdution of partiular axioms
7
Exatly as almost every mathematiian works in naive (lassial) set theory. On
the other hand to work in SDG, one has to learn to work in intuitionisti logi, i.e.
avoiding the law of the exluded middle, the proofs by redution ad absurdum ending
with a double negation, the full De Morgan laws, the equivalene between double negation
and armation, the full equivalene between universal and existential quantiers through
negation, the axiom of hoie, et.
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useful to deal with smooth spaes (i.e. objets of SetL
op
or a better model)
and smooth funtions (i.e. arrows of SetL
op
or a better model). This possi-
bility is due to the above mentioned internal language for a set theory that
an be dened in every topos (that represents its intuitionisti semantis).
For example a basi assumption is the so-alled Kok-Lawvere axiom:
Assumption 5.5.6. R is a ring and we dene D :=
{
h ∈ R |h2 = 0}, alled
the set of rst order innitesimal. They satisfy:
∀f : D −→ R ∃!m ∈ R : ∀h ∈ D : f(h) = f(0) + h ·m. (5.5.5)
The universal quantier for every funtion f : D −→ R really means for
every set theoretial funtion from D to R, but denable using intuitionisti
logi. In semantial terms, this orresponds to for every arrow in the model
SetL
op
, i.e. for every smooth natural transformation between the funtor D
(see (5.5.3) and (5.5.4)) and the funtor R (see (5.5.1) and (5.5.2)). It is not
surprising to assert that (5.5.5) is inompatible with lassial logi: putting
f(h) =
{
1 if h 6= 0
0 if h = 0
(5.5.6)
then applying the Kok-Lawvere axiom (5.5.5) with this funtion and on-
sidering the hypothesis ∃h0 ∈ D : h0 6= 0, we obtain
1 = 0 + h0 ·m.
Squaring this equality we obtain 1 = 0. Considering this inompatibility
with lassial logi a motivation to onsider intuitionisti logi, is a natural
passage only in a ontext of topos theory and only if one already is thinking
to the existene of models like SetL
op
. But in another ontext we think that
the more natural idea is to ritiize (5.5.5) asking some kind of limitation
on the funtions to whih it an be really applied. Indeed, this was one of
the rst motivation to start the present work. Indeed, we will take strong
inspiration from SDG in this work, but we an arm that these two theo-
ries are very dierent. Our attention to stress the intuitive meaning of the
new innitesimals numbers does not nd a orrespondene in SDG, where
innitesimal of very dierent types an be dened, but sometimes loosing
the orresponding intuitive meaning. About this point of view we an quote
Conway [1999℄:
I think I should point out that [SDG℄ isn't really trying to
be a andidate for setting up innitesimal analysis. It's just a
formal algebrai tehnique for working up to any given order in
some small variable s - for instane if you want to work up to
seond order in s, you just delare that s3 = 0.
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Even if we do not ompletely agree with this strong armation, it represents
an authoritative opinion that underlines the dierenes between SDG and
our approah.
Finally we ite that the work of Weil [1953℄ has been the base for several
other researh tempting to formalize in some way nilpotent innitesimal
methods (but without getting all the diulties of SDG). In this diretion
we an ite Weil funtors (see Kriegl and Mihor [1997℄, Kolár et al. [1993℄,
Kriegl and Mihor [1996℄) and the reent Bertram [2008℄.
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Chapter 6
The artesian losure of a
ategory of gures
6.1 Motivations and basi hypotheses
In this setion we shall dene the basi onstrutions whih will lead us to
the ategory of C
n
spaes and C
n
funtions; we will realize these onstru-
tions for a generi n ∈ N>0 ∪ {+∞}, even if in the next hapters onern-
ing alulus and dierential geometry we will onsider the ase n = +∞
only. Any Cn manifold is a Cn spae too, and the ategory Cn of all Cn
spaes is artesian losed (see Setion 5.1), hene it ontains several innite-
dimensional spaes, the rst of whih we are interested in is Cn(M,N), i.e.
the spae of all the usual Cn funtions between two manifolds M and N .
It is important to note that, exatly as in Kriegl and Mihor [1997℄ and in
Moerdijk and Reyes [1991℄, the ategory C
n
ontains many pathologial
spaes; atually C
n
works as a artesian losed universe and we will see
that, like in Kok [1981℄, Lavendhomme [1996℄, Moerdijk and Reyes [1991℄,
the partiular inf-linear C
n
spaes have the best properties, and will work
as a good substitute of manifolds (we have already made some omments
about this way of proeeding in Setion 5.1).
The ideas used in this setion arise from analogous ideas about dieo-
logial spaes and Fröliher spaes (see Setion 5.3), in partiular our rst
referenes are Chen [1982℄ and Fröliher and Kriegl [1988℄; atually C
∞
is
the ategory of dieologial spaes (see Setion 5.4). For these reasons, in
this setion we will not present the proofs of the most elementary fats;
these an be indeed easily generalized from analogous proofs of Chen [1982℄,
Fröliher and Kriegl [1988℄, Kriegl and Mihor [1997℄ or Iglesias-Zemmour
[2008℄. The results presented in this and the following hapter have been
already published in Giordano [2004℄.
We present the denition of artesian losure starting from a onrete at-
egory F of topologial spaes (satisfying few onditions) and embedding it
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in a artesian losed ategory F¯ . We will all F¯ the artesian losure of F .
We need this generality beause we shall use it to dene both domain and
odomain of the extension funtor
•(−) : C∞ −→ •C∞, that generalizes the
onstrution R 7→ •R assoiating to eah smooth spae M ∈ C∞ its exten-
sion with our innitesimal points
•M ∈ •C∞. Indeed, the ategories ating
as the domain and the odomain of this funtor will be dened starting from
two dierent ategories F and applying the artesian losure.
The problem to generalize the denition of
•R to a funtor •(−) an also
be seen from the following point of view: at this stage of the present work,
it is natural to dene a tangent vetor to a manifold M as a map
t : D −→ •M.
But we have to note that the map t has to be regular in some sense, hene
we need some kind of geometri struture both on the domain of rst order
innitesimals D and on the odomain •M . On the other hand, it is natural
to expet that the ideal D is not of type •N for some manifold N beause the
only standard real number in D is 0. We shall dene suitable strutures on
D and •M so that they will beome objets of the ategory •C∞ of extended
smooth spaes, i.e. so that D, •M ∈ •C∞. Subsequently we shall dene
the onept of tangent vetor so that t ∈ •C∞(D, •M), i.e. t will be an
arrow of the ategory
•
C
∞
of smooth extended spaes and smooth extended
funtions.
In this hapter we will assume the following hypotheses on the ategory
F :
Assumption 6.1.1.
1. F is a subategory of the ategory of topologial spaes Top, and on-
tains all the onstant maps c : H −→ X and all the open subspaes
U ⊆ H (with the indued topology) of every objet H ∈ F . The orre-
sponding inlusion i : U →֒ H is also an arrow of F , i.e. i ∈ FUH :=
F(U,H).
In the following we will denote by | − | : F −→ Set the forgetful funtor
whih assoiates to any H ∈ F its support set |H| ∈ Set. Moreover with τH
we will denote the topology of H and with (U ≺ H) the topologial subspae
of H indued on the open set U ∈ τH . The remaining assumptions on F are
the following:
2. The ategory F is losed with respet to restritions to open sets, that
is if f ∈ FHK and U , V are open sets in H, K resp. and nally
f(U) ⊆ V , then f |U ∈ F(U ≺ H,V ≺ K);
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3. Every topologial spae H ∈ F has the following sheaf property: let
H, K ∈ F be two objets of F , (Hi)i∈I an open over of H and f :
|H| −→ |K| a map suh that
∀i ∈ I : f |Hi ∈ F(Hi ≺ H,K),
then f ∈ FHK.
For the onstrution of the domain of the extension funtor
•(−) :
C
∞ −→ •C∞ we want to onsider a ategory F whih permits to embed
nite dimensional manifolds in C
n
. For this aim we will set F = ORn, the
ategory having as objets open sets U ⊆ Ru (with the indued topology), for
some u ∈ N depending on U , and with hom-set the usual spae Cn(U, V ) of
Cn funtions between the open sets U ⊆ Ru and V ⊆ Rv. Thus, Cn := ORn,
i.e. C
n
is the artesian losure of the ategory ORn.
In general, what type of ategory F we have to hoose depends on the
setting we need: e.g. in ase we want to onsider manifolds with boundary
we have to take the analogous of the above mentioned ategory ORn but
having as objets sets of type U ⊆ Ru+ = {x ∈ Ru |xu ≥ 0}.
6.2 The artesian losure and its rst properties
The basi idea to dene a C
n
spae X (whih faithfully generalizes the notion
of manifold) is to substitute the notion of hart by a family of mappings
d : H −→ X with H ∈ F . Indeed, for F = ORn these mappings are
of type d : U −→ X with U open in some Ru, thus they an be thought
of as u-dimensional gures on X (see also Setions 5.4 and 5.3). Hene, a
C
n
spae an be thought as a support set together with the speiation of
all the nite-dimensional gures on the spae itself. Generally speaking we
an think of F as a ategory of types of gures (see Lawvere [1979℄ for this
interpretation). Always onsidering the ase F = ORn, we an also think
F as a ategory whih represents a well known notion of regular spae and
regular funtion: with the artesian losure F¯ we want to extend this notion
to a more general type of spaes (e.g. spaes of mappings). These are the
ideas we have already seen in Setion 5.4 in the ase of dieologial spaes,
only suitably generalized to a ategory of topologial spaes F instead of
F = OR∞, whih is the ase of dieology. This generalization permits to
obtain in an easy way the artesian losedness of F¯ , and thus to have at
our disposal a general instrument F 7→ F¯ very useful in the onstrution of
the odomain of the extension funtor
•(−), where we will hoose a dierent
ategory of types of gures F .
Denition 6.2.1. In the sequel we will frequently use the notation f · g :=
g ◦ f for the omposition of maps so as to failitate the leture of diagrams,
but we will ontinue to evaluate funtions on the right hene (f · g)(x) =
g(f(x)).
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Objets and arrows of F¯ generalize the same notions of the dieologial
setting (see Setion 5.4).
Denition 6.2.2. If X is a set, then we say that (D,X) is an objet of F¯
(or simply an F¯-objet) if D = {DH}H∈F is a family with
DH ⊆ Set(|H|,X) ∀H ∈ F .
We indiate by the notation FJH · DH the set of all the ompositions f · d
of funtions f ∈ FJH and d ∈ DH. The family D has nally to satisfy the
following onditions:
1. FJH · DH ⊆ DJ .
2. DH ontains all the onstant maps d : |H| −→ X.
3. Let H ∈ F , (Hi)i∈I an open over of H and d : |H| −→ X a map suh
that d|Hi ∈ D(Hi≺H), then d ∈ DH.
Finally, we set |(D,X)| := X to denote the underlying set of the spae
(D,X).
Beause of ondition 1. we an think of DH as the set of all the regular
funtions dened on the well known objet H ∈ F and with values in the
new spae X; in fat this ondition says that the set of gures DH is losed
with respet to re-parametrizations with a generi f ∈ FJH. Condition 3. is
the above mentioned sheaf property and asserts that the property of being
a gure d ∈ DH has a loal harater depending on F .
We will frequently write d ∈
H
X to indiate that d ∈ DH and we an
read it
1
saying that d is a gure of X of type H or d belong to X at the level
H or d is a generalized element of X of type H.
The denition of arrow f : X −→ Y (also alled smooth funtion in F¯)
between two spaes X, Y ∈ F¯ is the usual one for dieologial spaes, that
is f takes, through omposition, generalized elements d ∈
H
X of type H in
the domain X to generalized elements of the same type in the odomain Y
Denition 6.2.3. Let X, Y be F¯-objets, then we will write
f : X −→ Y
or, more preisely if needed
2
F¯  f : X −→ Y
1
The following are ommon terminologies used in topos theory, see Lawvere [1979℄,
Kok [1981℄, Moerdijk and Reyes [1991℄
2
We shall frequently use notations of type C  f : A −→ B if we need to speify better
the ategory C we are onsidering (see Appendix A).
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i f maps the support set of X into the support set of Y :
f : |X| −→ |Y |
and
d · f ∈H Y
for every type of gure H ∈ F and for every gure d of X of that type, i.e.
d ∈
H
X. In this ase, we will also use the notation f(d) := d · f .
Note that we have f : X −→ Y in F¯ i
∀H ∈ F ∀x ∈H X : f(x) ∈H Y,
moreover X = Y i
∀H ∈ F ∀d : d ∈H X ⇐⇒ d ∈H Y.
These and many other properties justify the notation ∈H and the name
generalized elements.
With these denitions F¯ beomes a ategory. Note that it is, in general,
in the seond Grothendiek universe (see Artin et al. [1972℄, Adamek et al.
[1990℄) beause D is a family indexed in the set of objets of F (this is not
the ase for F = ORn, whih is a set and not a lass).
The simplest F¯ -objet is K¯ := (F(−)K , |K|) for K ∈ F , where we reall that
FHK = F(H,K) =
{
f |H f−−−→ K in F
}
. For the spae K¯ ∈ F¯ we have
that
F¯  K¯ d−−−−→ X ⇐⇒ d ∈
K
X.
Moreover, F(H,K) = F¯(H¯, K¯). Therefore F is fully embedded in F¯ if
H¯ = K¯ implies H = K; e.g. this is true if the given ategory F veries the
following hypothesis
|H| = |K| = S and H 1S−−−−−→ K 1S−−−−−→ H =⇒ H = K.
E.g. this is true for F = ORn.
Moreover, let us note that the omposition of two smooth funtions in F¯
of type d : H¯ −→ X and f : X −→ K¯ for H, K ∈ F , gives d·f ∈ F¯(H¯, K¯) =
F(H,K), whih is an arrow in the old ategory of types of gures F .
Another way to onstrut an objet of F¯ on a given support set X is to
generate it starting from a given familyD0 = (D0H)H , with D0H ⊆ Set(|H|,X)
for any H ∈ F , losed with respet to onstant funtions, i.e. suh that
∀H ∈ F ∀d : |H| −→ X is onstant =⇒ d ∈ D0H .
We will indiate this spae by (F · D0,X). Its gures are, loally, omposi-
tions f · d with f ∈ FHK and d ∈ D0K . More preisely δ ∈H (F · D0,X) i
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δ : |H| −→ X and for every h ∈ |H| there exist an open neighborhood U of
h in H, a spae K ∈ F , a gure d ∈ D0K and f : (U ≺ H) −→ K in F suh
that δ|U = f · d. Diagrammatially we have:
H
δ // X
h ∈ U
f
//
 ?
OO
δ|U
;;wwwwwwwwwwwwwwww
K
d
OO
On eah spae X ∈ F¯ we an put the nal topology τX for whih any
gure d ∈
H
X is ontinuous, that is
Denition 6.2.4. If X ∈ F¯ , then we say that a subset U ⊆ |X| is open
in X, and we will write U ∈ τX i d−1(U) ∈ τH for any H ∈ F and any
d ∈H X.
With respet to this topology any arrow of F¯ is ontinuous and we still
have the initial τH in the spae H¯, that is τH = τ H¯ (reall that, beause of
the fundamental hypotheses 6.1.1, every type of gure H ∈ F is a topologial
spae).
Realling that in the ase F = OR∞ we obtain that the artesian lo-
sure F¯ is the ategory of dieologial spaes, it an be useful to ite here
Iglesias-Zemmour [2008℄:
Even if dieology is a theory whih avoids topology on pur-
pose, topology is not ompletely absent from its ontent. But,
in ontrary to some approah of standard dierential geometry,
here the topology is a byprodut of the main struture, that is
dieology. Loality, through loal smooth maps, or loal dif-
feomorphisms, is introdued without referring to any topology a
priori but will suggest the denition of a topology a posteriori
[i.e. τX ℄.
Ultimately, this hoie is due to the neessity to obtain a artesian losed
ategory. In fat, if we do not start from a primitive notion of topology in
the denition of F¯-spae, we an obtain artesian losedness without having
the problem to dene a topology in the set of maps F¯(X,Y ). Indeed, this is
not an easy problem, and lassial solutions like the ompat-open topology
(see e.g. Dugundji [1966℄, Kriegl and Mihor [1997℄ and referenes therein)
is not appliable to the smooth ase. In fat, the ompat-open topology,
whih essentially oinides with the topology of uniform onvergene, is well
suited for ontinuous maps f : X −→ Y between loally ompat Haussdor
topologial spaes X and Y (indeed, the ategory of these topologial spaes
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is artesian losed, see Ma Lane [1971℄). It an be generalized to the ase
of Ck-regularity using k-jets (k ∈ N>0), i.e. using Taylor's formulae up to k-
th order (see e.g. Kriegl and Mihor [1997℄), but a generalization inluding
the smooth ase C∞ even for a ompat domain X fails. In fat, for X
ompat and Y a Banah spae, the spae Ck(X,Y ) with the Ck ompat-
open topology is normable, but the spae C∞(R,R) is not normable, so its
topology annot be the ompat-open one (see also Setion 5.2 for more
details).
The study of the relationships between dierent topologies on the spae
of maps C∞(M,N) for M , N manifolds, is not ompletely solved (see again
Kriegl and Mihor [1997℄ for some results in this diretion).
6.3 Categorial properties of the artesian losure
We shall now examine subobjets in F¯ and their relationships with restri-
tions of funtions; after this we will analyze ompleteness, o-ompleteness
and artesian losure of F¯ .
Denition 6.3.1. Let X ∈ F¯ be a spae in the artesian losure of F , and
S ⊆ |X| a subset, then we dene
(S ≺ X) := (D, S)
where, for every type of gure H ∈ F , we have set
d ∈ DH :⇐⇒ d : |H| −→ S and d · i ∈H X.
Here i : S →֒ |X| is the inlusion map. In other words, we have a gure
d of type H in the subspae S i omposing d with the inlusion map i we
obtain a gure of the same type in the superspae X. We will all (S ≺ X)
the subspae indued on S by X.
Using this denition only it is very easy to prove that (S ≺ X) ∈ F¯ and
that its topology τ (S≺X) ontains the indued topology by τX on the subset
S. Moreover we have that τ (S≺X) ⊆ τX if S is open in X, hene in this ase
we have on (S ≺ X) exatly the indued topology.
Finally we an prove that these subspaes have good relationships with
restritions of maps:
Theorem 6.3.2. Let f : X −→ Y be an arrow of F¯ and U , V be subsets of
|X| and |Y | respetively, suh that f(U) ⊆ V , then
(U ≺ X) f |U−−−−−−→ (V ≺ Y ) in F¯ .
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Using our notation for subobjets we an prove the following useful and
natural properties diretly from denition 6.3.1.
• (U ≺ H¯) = (U ≺ H) for U open in H ∈ F (reall the denition of
H¯ ∈ F¯ , for H ∈ F , given in Setion 6.2 and also reall that, beause
of the Hypotheses 6.1.1 the subspae (U ≺ H) is a type of gure, i.e.
(U ≺ H) ∈ F , and we an thus apply the operator ¯(−) : F −→ F¯ of
inlusion of the types of gures F into the artesian losure F¯).
• i : (S ≺ X) →֒ X is the lifting3 of the inlusion i : S →֒ |X| from Set
to F¯
• (|X| ≺ X) = X
• (S ≺ (T ≺ X)) = (S ≺ X) if S ⊆ T ⊆ |X|
• (S ≺ X)× (T ≺ Y ) = (S × T ≺ X × Y ).
These properties imply that the relation X ⊆ Y i |X| ⊆ |Y | and (|X| ≺
Y ) = X is a partial order. Note that this relation is stronger than saying
that the inlusion is an arrow, beause it asserts that X and the inlusion
verify the universal property of (|X| ≺ Y ), that is X is a subobjet of Y . A
trivial but useful property of this subobjets notation is the following
Corollary 6.3.3. Let S ⊆ |X ′| and X ′ ⊆ X in F¯ , then
(S ≺ X ′) = (S ≺ X),
that is in the operator (S ≺ −) we an hange the superspae X with any
one of its subspaes X ′ ⊆ X ontaining S.
Proof: In fat X ′ ⊆ X means X ′ = (|X ′| ≺ X) and hene (S ≺ X ′) =
(S ≺ (|X ′| ≺ X)) = (S ≺ X) beause of the previous properties of the
operator (− ≺ −).
An expeted property that transfers from F to F¯ is the sheaf property;
in other words it states that the property of being a smooth arrow of the
artesian losure F¯ is a loal property.
Theorem 6.3.4. Let X, Y ∈ F¯ be spaes in the artesian losure, (Ui)i∈I
an open over of X and f : |X| −→ |Y | a map from the support set of X to
that of Y suh that
F¯  (Ui ≺ X)
f |Ui−−−−−−−→ Y ∀i ∈ I.
Then
F¯  X f−−−−−→ Y.
3
For the notion of lifting and o-lifting see Denition A.3.3
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Completeness and o-ompleteness are analyzed in the following theo-
rem. For its standard proof see e.g. Fröliher and Kriegl [1988℄ for a similar
theorem.
Theorem 6.3.5. Let (Xi)i∈I be a family of objets in F¯ and pi : |X| −→ |Xi|
maps for every i ∈ I. Let us dene
d ∈
H
X :⇐⇒ d : |H| −→ |X| and ∀ i ∈ I : d · pi ∈H Xi
then (X
pi−−−−→ Xi)i∈I is a lifting of (|X| pi−−−−→ |Xi|)i∈I in F¯ .
Moreover, let ji : |Xi| −→ |X| be maps for every i ∈ I, and let us suppose
that
∀x ∈ |X| ∃ i ∈ I ∃xi ∈ Xi : x = ji(xi).
Let us dene d ∈
H
X i d : |H| −→ |X| and for every h ∈ |H| there exist
an open neighborhood U of h in H, an index i ∈ I and a gure δ ∈
U
Xi
suh that d|U = δ · ji; then we have that (Xi ji−−−→ X)i∈I is a o-lifting of
(|Xi| ji−−−→ |X|)i∈I in F¯ .
The ategory of F¯ spaes is thus omplete and o-omplete and we an
hene onsider spaes like quotient spaes X/ ∼, disjoint sums ∑i∈I Xi,
arbitrary produts
∏
i∈I Xi, equalizers, et. (see Theorem A.3.4 for further
details about the onnetions between limits, o-limits, lifting and o-lifting).
Diretly from the denitions of lifting and o-lifting, it is easy to prove
that on quotient spaes we exatly have the quotient topology and that on
any produt we have a topology stronger than the produt topology. We an
write this assertion in the following symboli way:
τX/∼ = τX/ ∼ (6.3.1)
τX × τ Y ⊆ τX×Y , (6.3.2)
where: X and Y are F¯ spaes, ∼ is an equivalene relation on |X|, (X/ ∼
) ∈ F¯ is the quotient spae, τX/ ∼ is the quotient topology, and τX × τ Y is
the produt topology. Analogously, let ji : Xi −→
∑
i∈I Xi be the anonial
injetions in the disjoint sum of the family of F¯ -spaes (Xi)i∈I , i.e. ji(x) =
(x, i). Then we an prove that A is open in
∑
i∈I Xi if and only if
∀i ∈ I : j−1i (A) ∈ τXi , (6.3.3)
that is on the disjoint sum we have exatly the olimit topology. Beause
any olimit an be obtain as a lifting from Set of quotient spaes and disjoint
sums (see Ma Lane [1971℄), we have the general result that the topology on
the olimit of F¯ -spaes is exatly the olimit topology. In symboli notations
we an write
τ
(
colim
i∈I
Xi
)
= colim
i∈I
τXi .
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Finally if we dene
DH := {d : |H| −→ F¯(X,Y ) | H¯ ×X d
∨
−−−−−→ Y in F¯} ∀H ∈ F
(we reall that we use the notations d∨(h, x) := d(h)(x) and µ∧(x)(y) :=
µ(x, y), see Setion 5.1) then 〈D, F¯(X,Y )〉 =: Y X is an objet of F¯ . With
this denition, see e.g. Chen [1982℄ or Fröliher and Kriegl [1988℄, it is easy
to prove that F¯ is artesian losed, i.e. that the F¯-isomorphism (−)∨ realizes
(Y X)Z ≃ Y Z×X .
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7.1 Observables on C
n
spaes and separated spaes
If our aim is to embed the ategory of Cn manifolds into a artesian losed
ategory, the most natural way to apply the results of the previous Chapter
6 is to take as ategory F of types of gures F = Mann, that is to onsider
diretly the artesian losure of the ategory of nite dimensional Cn mani-
folds
1
. We shall not follow this idea for several reasons; as we have already
mentioned, we will onsider instead C
n := ORn, that is the artesian losure
of the ategory ORn of open sets and Cn maps. For n =∞ this gives exatly
dieologial spaes. Indeed, as we noted in the previous Chapter 6, Mann is
in the seond Grothendiek universe and, essentially for simpliity, from this
point of view the hoie F = ORn is better. In spite of this hoie, it is nat-
ural to expet, and in fat we will prove it, that the ategories of both nite
and innite-dimensional manifolds are faithfully embedded in the previous
C
n = ORn. Another reason to hoose our denition of Cn is that in this way
the ategory C
n
is more natural to aept against Mann; hene, ones again
we are opting for a reason of simpliity. We will see that manifolds mod-
elled in onvenient vetor spaes (see Chapter 5) are faithfully embedded in
C
n
, hene our hoie to take nite dimensional objets in the denition of
C
n = ORn is not restritive from this point of view.
Now we pay attention to another type of maps whih go in the opposite
diretion with respet to gures d : K −→ X. They are important also
beause we shall use them to introdue new innitesimal points for any
X ∈ Cn. We will introdue these notions for a generi artesian losure F¯
of a given ategory if gures F , beause we will use them e.g. also in the
ategory
•
C
n
of extended spaes. So, in the following F¯ will be a ategory
of gures (see Hypothesis 6.1.1).
1
We shall not formally assume any hypothesis on the topology of a manifold beause
we will never need it in the following; moreover if not dierently speied, with the word
manifold we will always mean nite dimensional manifold.
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Denition 7.1.1. Let X be an F¯ spae, then we say that
UK is a zone (in X)
i U ∈ τX, i.e. U is open in X, and K ∈ F is a type of gure. Moreover
we say that
c is an observable on UK and we will write c ∈UK X
i c : (U ≺ X) −→ K¯ is a map of the artesian losure F¯ .
So, observables of a C
n
spae X are simply maps of lass Cn (i.e. are arrows
of this ategory) dened on an open set of X and with values in an open
set K ⊆ Rd for some d ∈ N. Reall (see Setion 6.2) that for any open set
K ∈ ORn in the Cn spae K¯ we take as gures of type H ∈ ORn all the
ordinary Cn-maps Cn(H,K), i.e. we have
K¯ = (Cn(−,K),K).
Therefore, the omposition of gures d ∈
H
X with observables c ∈UK X
gives ordinary Cn maps:
d|S · c ∈ Cn(S,K), where S := d−1(U),
C
n
 (S ≺ H) d|s−−−−−−→ (U ≺ X) c−−−−→ K¯.
From our previous theorems of Chapter 6, it follows that C
n
funtions f :
X −→ Y take observables on the odomain to observables on the domain
i.e.:
c ∈UK Y =⇒ f |S · c ∈SK X, (7.1.1)
where S := f−1(U):
(S ≺ X) f |S //
f |S ·c
%%LL
LL
LL
LL
LL
LL
LL
LL
L
(U ≺ Y )
c

K¯
Therefore isomorphi C
n
spaes have isomorphi sets of gures and observ-
ables and the isomorphisms are given by suitable simple ompositions.
Generalizing, through observables, the equivalene relation of Denition
2.3.1 to generi C
n
spaes, we will have to study the following ondition,
whih is also onneted with the faithfulness of the extension funtor.
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Denition 7.1.2. If X ∈ Cn is a Cn spae and x, y ∈ |X| are two points,
then we write
x ≍ y
i for every zone UK and every observable c ∈UK X we have
1. x ∈ U ⇐⇒ y ∈ U
2. x ∈ U =⇒ c(x) = c(y).
In this ase we will read the relation x ≍ y saying x and y are identied in
X. Moreover we say that X is separated i x ≍ y implies x = y for any x,
y ∈ |X|.
We point out that if two points are identied in X, then a generi open
set U ∈ τX ontains the rst if and only if it ontains the seond too (take a
onstant observable c : U −→ R). Furthermore, from (7.1.1) it follows that
C
n
funtions f : X −→ Y preserve the relation ≍:
x ≍ y in X =⇒ f(x) ≍ f(y) in Y ∀x, y ∈ |X|.
Trivial examples of separated spaes an be obtained onsidering the objets
U¯ ∈ Cn with U ∈ ORn (here (−) : ORn −→ Cn is the embedding of the
types of gures ORn into Cn, see 6.2) or taking subobjets of separated
spaes. But the full subategory of separated C
n
spaes has suiently good
properties, as proved in the following
Theorem 7.1.3. The ategory of separated C
n
spaes is omplete and admits
o-produts. Moreover if X, Y are separated then Y X is separated too, and
hene separated spaes form a artesian losed ategory.
Sketh of the proof: We only do some onsiderations about o-produts,
beause from the denition of lifting (see Theorem 6.3.5) it an be diretly
proved that produts and equalizers of separated spaes are separated too.
Let us onsider a family (Xi)i∈I of separated spaes with support sets Xi :=
|Xi|. Construting their sum in Set
X :=
∑
i∈I
Xi
ji : x ∈ Xi 7−→ (x, i) ∈ X,
from the ompleteness of C
n
we an lift this o-produt of sets into a o-
produt (Xi ji−−−→ X )i∈I in Cn. To prove that X is separated we take two
points x, y ∈ X = |X | identied in X . These points are of the form x =
(xr, r) and y = (ys, s), with xr ∈ Xr, ys ∈ Xs and r, s ∈ I. We want to prove
that r and s are neessarily equal. In fat, from (6.3.3), for a generi A ⊆ X
we have that
A ∈ τX ⇐⇒ ∀ i ∈ I : j−1i (A) ∈ τXi .
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and hene Xr × {r} is open in X and x = (xr, r) ≍ y = (ys, s) implies
(xr, r) ∈ Xr × {r} ⇐⇒ (ys, s) ∈ Xr × {r} hene r = s.
Thus x = y i xr and ys = yr are identied in Xr and this is a onsequene
of the following fats:
1. if U is open in Xr then U × {r} is open in X ;
2. if c ∈UK Xr, then γ(x, r) := c(x) ∀x ∈ U is an observable of X dened
on U × {r}.
Now let us onsider exponential objets. If f , g ∈ |Y X | are identied, to
prove that they are equal is equivalent to prove that f(x) and g(x) are
identied in Y for any x. To obtain this onlusion is suient to onsider
that the evaluation in x i.e. the appliation εx : ϕ ∈ |Y X | 7−→ ϕ(x) ∈ |Y | is
a C
n
map and hene from any observable c ∈UK Y we an always obtain the
observable εx|U′ · c ∈U′K Y X where U ′ := ε−1x (U).
Finally let us onsider two C
n
spaes suh that the topology τX×Y is
equal to the produt of the topologies τX and τ Y (reall that in general we
have τX × τ Y ⊆ τX×Y ). Then if x, x′ ∈ |X| and y, y′ ∈ |Y | diretly from
the denition it is possible to prove that x ≍ x′ in X and y ≍ y′ in Y if and
only if (x, y) ≍ (x′, y′) in X × Y .
7.2 Manifolds as objets of C
n
We an assoiate in a very natural way a C
n
spae M¯ to any manifold M ∈
Mann (the ategory of Cn manifolds and Cn funtions) with the following
Denition 7.2.1. The underlying set of M¯ is the underlying set of the
manifold, i.e. |M¯ | := |M |, and for every H ∈ ORn the gures d : H −→M
of type H are all the ordinary Cn maps from H to the manifold M , i.e.
d ∈
H
M¯ :⇐⇒ d ∈Mann(H,M).
This denition is only the trivial generalization from the smooth ase to Cn
of the embedding of manifolds into the ategory of dieologial spaes (see
e.g. Iglesias-Zemmour [2008℄).
With M¯ we obtain a Cn spae with the same topology of the starting man-
ifold. Moreover the observables of M¯ are the most natural ones we ould
expet. In fat, as a onsequene of the Denition 7.2.1 it follows that
c ∈UK M¯ ⇐⇒ c ∈Mann(U,K). (7.2.1)
Hene it is lear that the spae M¯ is separated, beause from (7.2.1) we
get that harts are observables of the spae. The following theorem says
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that the appliation M 7→ M¯ from Mann to Cn we are onsidering is a
full embedding, and therefore it also says that the notion of C
n
-spae is a
non-trivial generalization of the notion of manifold whih inludes innite-
dimensional spaes too.
Theorem 7.2.2. Let M and N be Cn manifolds, then
1. M¯ = N¯ =⇒ M = N
2. C
n
 M¯
f−−−−−→ N¯ ⇐⇒ Mann  M f−−−−−→ N .
Hene Mann is fully embedded in Cn.
Proof:
1) If (U,ϕ) is a hart onM and A := ϕ(U), then ϕ−1|A : A −→M is a gure
of M¯ , that is ϕ−1|A ∈A M¯ = N¯ . But if ψ : U −→ ψ(U) ⊆ Rk is a hart
of N , then it is also an observable of N¯ . We have hene obtained a gure
ϕ−1|A ∈A N¯ and an observable ψ ∈Uψ(U) N¯ of the spae N¯ . But omposition
of gures and observables gives ordinary Cn maps, that is the atlases of M
and N are ompatible.
2) For the impliation ⇒ we use the same ideas as above and furthermore
that ϕ−1|A ∈A M¯ implies ϕ−1|A · f ∈A N¯ . Finally we an ompose this
A-gure of N¯ with a hart (observable) of N obtaining an ordinary Cn map.
The impliation ⇐ follows diretly from the Denition 7.2.1.
Diretly from these denitions we an prove that for two manifolds we
also have
M ×N = M¯ × N¯ .
This property is useful to prove the properties stated in the following exam-
ples.
7.3 Examples of C
n
spaes and funtions
1. Let M be a C∞ manifold modelled on onvenient vetor spaes (see
Setion 5.3). We an dene M¯ analogously as above, saying that d ∈
H
M¯ i d : H −→ M is a smooth map from H (open in some Rh) to
the manifold M . In this way smooth urves on M are exatly the
gures c ∈R M¯ of type R in M¯ . On M we obviously think of the
natural topology, that is the identiation topology with respet to
some smooth atlas, whih is also the nal topology with respet to all
smooth urves and hene is also the nal topology τ M¯ with respet
to all gures of M¯ . More easily with respet to the previous ase of
nite dimensional manifolds (due to the results available for manifolds
modelled on onvenient vetor spaes, see Setion 5.3), it is possible to
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study observables, obtaining that c ∈UK M¯ if and only if c : U −→ K
is smooth as a map between manifolds modelled on onvenient vetor
spaes. Moreover if (U,ϕ) is a hart of M on the onvenient vetor
spae E, then ϕ : (U ≺ M¯) −→ (ϕ(U) ≺ E¯) is C∞. Using these results
it is easy to prove the analogous of Theorem 7.2.2 for the ategory of
manifolds modelled on onvenient vetor spaes. Hene also lassial
smooth manifolds modelled on Banah spaes are embedded in C
∞
.
2. It is not diult to prove that the following appliations, frequently
used e.g. in alulus of variations, are smooth, that is they are arrows
of C
∞
.
(a) The operator of derivation:
∂i : u ∈ C∞(Rn,Rk) 7−→ ∂u
∂xi
∈ C∞(Rn,Rk)
To prove that this operator is smooth, i.e. it is an arrow of the
ategory C
∞
, we have to show that it takes gures of type H ∈
OR∞ on its domain to gures of the same type on the odomain.
Figures of type H of the spae C∞(Rn,Rk) are maps of type d :
H −→ C∞(Rn,Rk), so that we have to onsider the omposition
d · ∂i. Using artesian losedness we get that d∨ : H × Rn −→
Rk is an ordinary smooth map. But, always due to artesian
losedeness, the omposition d · ∂i : H −→ C∞(Rn,Rk) is a gure
if and only if its adjoint (d · ∂i)∨ : H × Rn −→ Rk is an ordinary
smooth map, and by a diret alulation we get that (d · ∂i)∨ =
∂u+id
∨
, where u ∈ N is the dimension of H ⊆ Ru. In fat
(d · ∂i)∨ (h, r) = ∂i(d(h))(r) = ∂d(h)
∂xi
(r) =
= lim
δ→0
d(h)(r + δ~ei)− d(h)(r)
δ
=
= lim
δ→0
d∨(h, r + δ~ei)− d∨(h, r)
δ
=
= ∂u+id
∨(h, r)
where ~ei = (0, i−1. . . . . . , 0, 1, 0, . . . , 0) ∈ Rn. This equality proves
that d · ∂i is a gure and hene that the operator ∂i is smooth.
(b) We an proeed in an analogous way (but here we have to use
the derivation under the integral sign) to prove that the integral
operator:
i : C∞(R2,R) −→ C∞(R,R)
u 7−→
 b
a
u(−, s) ds
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is smooth.
3. Beause of artesian losedness set-theoretial operations like the fol-
lowing are examples of C
n
arrows (see e.g. Adamek et al. [1990℄):
• omposition:
(f, g) ∈ BA × CB 7→ g ◦ f ∈ CA
• evaluation:
(f, x) ∈ Y X ×X 7→ f(x) ∈ Y
• insertion:
x ∈ X 7→ (x,−) ∈ (X × Y )Y
4. Using the smoothness of the previous set-theoretial operations and
the smoothness of the derivation and integral operators, we an easily
prove that the lassial operator of the alulus of variations is smooth
I(u)(t) :=
 b
a
F [u(t, s), ∂2u(t, s), s] ds
I : C∞(R2,Rk) −→ C∞(R,R),
where the funtion F : Rk × Rk × R −→ R is smooth.
5. Inversion between smooth manifolds modelled on Banah spaes
(−)−1 : f ∈ Di(N,M) 7→ f−1 ∈ Di(M,N)
is a smooth mapping, where Di(M,N) is the subspae of NM =
C
∞(M¯, N¯) given by the dieomorphisms between M and N .
So (Di(M,M), ◦) is a (generalized) Lie group. To prove that (−)−1
is smooth let us onsider a gure d ∈U Di(N,M), then, using arte-
sian losedness, the map f := (d · i)∨ : U × N −→ M , where i :
Di(N,M) →֒ MN is the inlusion, is an ordinary smooth funtion
between Banah manifolds. We have to prove that g := [d · (−)−1 ·j]∨ :
U ×M −→ N is smooth, where j : Di(M,N) →֒ NM is the inlu-
sion. But f [u, g(u,m)] = m and D2f(u, n) = D[d(u)](n) hene the
onlusion follows from the impliit funtion theorem beause d(u) ∈
Di(N,M).
6. Sine the ategory C
n
is omplete, we an also have C
n
spaes with
singular points like e.g. the equalizer
2 {x ∈ X | f(x) = g(x)}. In this
way, any algebrai urve is a C
∞
separated spae too.
2
See the Appendix A for the notion of equalizer.
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7. Another type of spae with singular points is the following. Let ϕ ∈
Cn(Rk,Rm) and onsider the subspae ([0, 1]k ≺ Rk), then (ϕ([0, 1]k) ≺
Rm) ∈ Cn is a deformation in Rm of the hyperube [0, 1]k.
8. Let C be a ontinuum body, I the interval for time, and E the 3-di-
mensional Eulidean spae. We an dene on C a natural struture of
C∞-spae. In fat, for any point p ∈ C let pr(t) ∈ E be the position
of p at time t in the frame of referene r; we dene gures of type U
on C (U ∈ ORn) the funtions d : U −→ C for whih the following
appliation
d˜ : U × I −→ E
(u, t) 7−→ d(u)r(t)
is smooth. For example if U = R then we an think of d : R −→ C
as a urve traed on the body and parametrized by u ∈ R. Hene we
are requiring that the position d(u)r(t) of the partile d(u) ∈ C in the
frame of referene r varies smoothly with the parameter u and the time
t. This is a generalization of the ontinuity of motion of any point of
the body (take d onstant). This smooth (that is dieologial) spae
will be separated, as an objet of C∞, if dierent points of the body
annot have the same motion:
pr(−) = qr(−) =⇒ p = q ∀p, q ∈ C.
The onguration spae of C an be viewed (see Wang [1970℄) as a
spae of type
M :=
∑
t∈I
Mt where Mt ⊆ EC
and so, for the ategorial properties of C∞ the spaes EC , Mt (no
matter how we hoose these subspaes Mt) and M are always objets
of C∞ as well. With this struture the motion of C in the frame r:
µr : C × I −→ E
(p, t) 7−→ pr(t)
is a smooth map. Note that to obtain these results we need neither
Mt nor C to be manifolds, but only the possibility to assoiate to any
point p of C a motion pr(−) : I −→ E . If we had the possibility to
develop a dierential geometry for these spaes too we would have the
possibility to obtain many results of ontinuum mehanis for bodies
whih annot be naturally represented using a manifold or having an
innite-dimensional onguration spae. Moreover in the next hapter
we will see how to extend any C∞ spae with innitesimal points, so
that we an also onsider innitesimal sub-bodies of C.
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Extending smooth spaes with
innitesimals
8.1 Introdution
The main aim of this hapter is to extend any C
∞
spae and any C
∞
funtion
by means of our innitesimal points. First of all, we will extend to a generi
spae X ∈ C∞ the notion of nilpotent path and of little-oh polynomial. The
sets of these paths will be denoted byNX andXo[t] respetively1. Afterward,
we shall use the observables ϕ of the spae X to generalize the equivalene
relation ∼ (i.e. the equality in •R, see Denition 2.3.1) using the following
idea
ϕ(xt) = ϕ(yt) + o(t) with ϕ ∈UK X.
Using this equivalene relation we will dene
•X := Xo[t]/ ∼, whih will be
the generalization of the Denition
•R := Ro[t]/ ∼. Following this idea, the
main problem is to understand how to relate the little-oh polynomials x, y
with the domain U of ϕ. The seond problem is that with this denition,
•X is a set only, without any kind of struture. Indeed, we will takle the
problem to dene a meaningful ategory
•
C
∞
and a suitable struture on
•X
so that
•X ∈ •C∞. In the subsequent setions we will also prove some results
that will permit us to prove that the extension funtor
•(−) : C∞ −→ •C∞
preserves the produt of manifolds, i.e.
•(M ×N) ≃ •M × •N
for M,N manifolds. The fat that this useful theorem is not proved for
generi C
∞
spaes is due to the fat that the topology on a produt between
C
∞
spaes is generally stronger than the produt topology (see (6.3.2), but
reall the nal onsiderations of Setion 6.2).
1
See Denition 2.1.1 and Denition 2.1.2 for the ase X = R.
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8.1.1 Nilpotent paths
If X is a C∞ spae, then using the topology τX we an dene the set C0(X)
of all the maps x : R≥0 −→ X whih are ontinuous at the origin t = 0.
We want to simplify the notations avoiding the use of germs of ontinuous
funtions as equivalent lasses (see Bourbaki [1989℄), but, at the same time,
we will keep attention to onsider only loal properties P(x) when we will
treat paths x ∈ C0(X) ontinuous at the origin, i.e. we will always verify
that(
x, y ∈ C0(X) and x|[0,ε) = y|[0,ε) and P(x)
)
=⇒ P(y). (8.1.1)
Following this onstraint, it is not important how we extend
2
to the whole
R≥0 a loally dened funtion x : [0, ε) −→ X.
Beause any C
∞
funtion f : X −→ Y is ontinuous with respet to the
topologies τX and τ Y , we have that f ◦x ∈ C0(Y ) if x ∈ C0(X). More loally,
if U is open in X and x(0) ∈ U , then on the subspae (U ≺ X) we have the
indued topology and from this it follows that ϕ ◦ x ∈ C0(K) if ϕ ∈UK X
is an observable of the spae X. Let us note expliitly that this is a loal
property, and hene, on the one hand, with the notation ϕ ◦ x we have to
mean a funtion ϕ ◦ x : R≥0 −→ X (beause ϕ ◦ x is an element of C0(X)).
On the other hand, for this funtion the only important property is that
∃ ε > 0 : [0, ε) ⊆ {t ∈ R≥0 | t ∈ dom(x) and x(t) ∈ dom(ϕ)} ,
i.e. that the set of t ∈ R≥0 for whih the omposition ϕ(x(t)) is dened,
ontains a right neighborhood of the origin.
As many other onepts we will introdue in this hapter, the notion
of nilpotent map is dened by means of the omposition with a generi
observable and by a suitable logial impliation to relate the starting value
x(0) of a given path x ∈ C0(X) with the domain of the observable3.
Denition 8.1.1. Let X be a C∞ spae and let x ∈ C0(X) a path ontinuous
at the origin, then we say that x is nilpotent (rel. X) i for every zone UK
of X and every observable ϕ ∈UK X we have that the following impliation
is true
x(0) ∈ U =⇒ ∃k ∈ N : ‖ϕ(xt)− ϕ(x0)‖k = o(t).
Moreover we dene
NX := N(X) := {x ∈ C0(X) | x is nilpotent}.
2
To be really rigorous, one has to x, one and for all, a funtion E = EU,εX to perform
suh an extension, but taking into onsideration the fat that the whole onstrution does
not depend on this extension funtion. This funtion is dened on the set C0([0, ε), U) of
funtion x : [0, ε) −→ U ontinuous at t = 0+ and with values in the subset U ⊆ X, i.e it
is of the type E : C0([0, ε), U) −→ C0(X), and has the property E(x)|[0,ε) = x.
3
Reall that, as usual, we will also use the notation xt for the evaluation of x ∈ Cc0(X)
at t ∈ dom(x) and that our little-oh funtions (always for t→ 0+) are always ontinuous
at the origin (see Remark 2.1.3).
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A diret veriation proves that the property of a path to be nilpotent is
a loal property. Moreover, we will prove later that this denition generalizes
the partiular notion expressed in Denition 2.1.1.
Beause every f ∈ C∞(X,Y ) preserves the observables (see property
(7.1.1)), if x ∈ NX then f ◦ x ∈ NY , that is C∞ funtions preserve nilpotent
maps too. In ase of a manifold M (identied with its embedding M =
M¯ ∈ C∞) we an state the property of being nilpotent with an existential
quantier instead of an impliation
Theorem 8.1.2. Let M be a C∞ manifold and let us onsider a map x :
R≥0 −→ |M |, then x is nilpotent i we an nd a hart (U,ϕ) on x0 suh
that ‖ϕ(xt)− ϕ(x0)‖k = o(t) for some k ∈ N.
Proof: If we start from the hypothesis x ∈ NM , then it sues to take
any hart on x0 and to use the property that harts are observables of M to
get the onlusion formulated in the statement.
To prove the opposite impliation, let us take an observable ψ ∈VK M¯ ,
where K is open in Rp and with x0 ∈ V . Realling (7.2.1) we get that
ψ ∈ Man(V,K), i.e. ψ is an ordinary C∞ funtion. The idea is to use the
equality
∀0t ≥ 0 : ψ(xt) = ψ
[
ϕ−1(ϕ(xt))
]
,
whih is loally true
4
, and the Lipshitz property of ψ ◦ ϕ−1. Diagram-
matially, in the ategory Man of smooth manifolds, our situation is the
following
U ∩ V ∼
ϕ|U∩V //
ψ|U∩V

ϕ(U ∩ V )
K
Therefore
γ := (ϕ|U∩V )−1 · ψ|U∩V ∈Man(ϕ(U ∩ V ),K),
and hene γ is loally Lipshitz with respet to some onstant C > 0. But
x ∈ C0(M¯) and U ∩ V ∈ τM , hene
∀0t ≥ 0 : xt ∈ U ∩ V,
and we an write
‖ψ(xt)− ψ(x0)‖k = ‖γ [ϕ(xt)]− γ [ϕ(x0)]‖k ≤
≤ Ck · ‖ϕ(xt)− ϕ(x0)‖k = o(t)
4
Reall the denition of ∀0t ≥ 0 given in Setion 4.2.
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This will be a typial idea in several denitions of the present work:
working with generi C
∞
spaes we do not have the possibility to onsider
harts on every point, so we require a ondition for every observable that
potentially (i.e. by means of a logial impliation) ontains the starting point
of a given path. We have already used this idea in the Denition 7.1.2 of
x is identied with y, i.e. of the relation x ≍ y. Usually, in ase we have
harts, like in the previous Theorem 8.1.2 we will be able to transform in an
equivalent statement this type of impliations using an existential quantier.
This theorem also proves that the previous Denition 2.1.1 is a generalization
of the old Denition 8.1.1.
Finally we onsider the relations between the produt of two manifolds
M , N and nilpotent paths in the following
Theorem 8.1.3. Let M,N be smooth manifolds and x : R≥0 −→ |M |,
y : R≥0 −→ |N | be two maps, then
x ∈ NM¯ and y ∈ NN¯ ⇐⇒ (x, y) ∈ NM¯×N¯ ,
where we set (x, y)t := (xt, yt).
Proof:
⇐ : If (x, y) ∈ NM¯×N¯ = NM×N , by the previous Theorem 8.1.2 we get the
existene of two harts (U,ϕ) of M and (V, ψ) of N with x0 ∈ U and y0 ∈ V
and suh that
5
∃ k ∈ N : ‖(ϕxt, ψyt)− (ϕx0t, ψy0)‖k = o(t).
Therefore, we also have {‖ϕxt − ϕx0‖+ ‖ψyt − ψy0‖}k = o(t).
But ‖ϕxt − ϕx0‖ ≤ ‖ϕxt − ϕx0‖+ ‖ψyt − ψy0‖ and hene
‖ϕxt − ϕx0‖k ≤ {‖ϕxt − ϕx0‖+ ‖ψyt − ψy0‖}k = o(t).
Therefore also ‖ϕxt − ϕx0‖k = o(t), that is x ∈ NM . Analogously we an
proeed for y.
⇒ : From the hypotheses x ∈ NM¯ and Theorem 8.1.2 we get a hart (U,ϕ)
of M on x0 and a k ∈ N suh that
‖ϕxt − ϕx0‖k = o(t). (8.1.2)
Analogously, from y ∈ NN¯ we obtain a hart (V, ψ) on y0 and a k′ ∈ N suh
that
‖ψyt − ψy0‖k
′
= o(t). (8.1.3)
5
If it will be lear from the ontext, we will sometimes omit the parenthesis in ompo-
sitions like fg(x) = f(g(x)).
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We an suppose k = k′. Therefore (U × V, ϕ × ψ) is a hart of M × N on
(x0, y0). Let us try to ompute the term
‖(ϕ× ψ)(xt, yt)− (ϕ× ψ)(x0, y0)‖k = ‖(ϕxt − ϕx0, ψyt − ψy0)‖k =
=
k∑
i=0
(
k
i
)
‖ϕxt − ϕx0‖i · ‖ψyt − ψy0‖k−i . (8.1.4)
But
‖ϕxt − ϕx0‖i · ‖ψyt − ψy0‖k−i
t
=
=
{
‖ϕxt − ϕx0‖k
} i
k
t
i
k
·
{
‖ψyt − ψy0‖k
} k−i
k
t
k−i
k
=
=
{
‖ϕxt − ϕx0‖k
t
} i
k
·
{
‖ψyt − ψy0‖k
t
}k−i
k
.
Eah fator of this produt goes to zero for t → 0+ beause of (8.1.2) and
(8.1.3). Hene also (8.1.4) goes to zero and this, beause of Theorem 8.1.2,
proves that
(x, y) ∈ NM×N = NM¯×N¯ .
8.1.2 Little-oh polynomials in C
∞
We an proeed in a similar way with respet to the generalization of the
notion of little-oh polynomial: at rst we will dene what is a little-oh
polynomial in Rd, and seondly we will generalize this notion to a generi
spae X ∈ C∞ using observables.
Denition 8.1.4. We say that x is a little-oh polynomial in Rd, and we
write x ∈ Rdo[t], i
1. x : R≥0 −→ Rd
2. We an write
xt = r +
k∑
i=1
αi · tai + o(t) as t→ 0+
for suitable
k ∈ N
r, α1, . . . , αk ∈ Rd
a1, . . . , ak ∈ R≥0.
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Now let X ∈ C∞ and x ∈ C0(X), then we say that x is a little-oh polynomial
(of X) i for every zone UK of X, with K ⊆ Rk, and every observable
ϕ ∈UK X we have
x0 ∈ U =⇒ ϕ ◦ x ∈ Rko[t].
Moreover
Xo[t] := Xo := {x ∈ C0(X) |x is a little-oh polynomial of X} .
Let us note that for d = 1 we have exatly the old Denition 2.1.2. A
diret veriation proves that being a little-oh polynomial is a loal property.
Moreover, we will prove later that the two parts of this denition (i.e. that
of Xo[t] and that of Rdo[t] are equivalent if X = Rd).
Now we have to prove the analogous for little-oh polynomials of the
previous results stated for nilpotent paths. One again, beause every f ∈
C
∞(X,Y ) preserves the observables, we have that C∞ funtions preserve
little-oh polynomials too
x ∈ X0[t] =⇒ f ◦ x ∈ Yo[t].
The other results we want to prove relate the notion of little-oh polynomial
with that of manifold: at rst, as usual, we want to reformulate the Denition
8.1.4 for manifolds; seondly we want to make lear the relationships between
little-oh polynomials and the produt of manifolds. For these results we need
the following Lemmas.
Lemma 8.1.5. Let x : R≥0 −→ Rm and y : R≥0 −→ Rn be two maps, then
x ∈ Rmo [t] and y ∈ Rno [t] ⇐⇒ (x, y) ∈ Rm+no [t].
Proof:
⇒ : Let us x the notations for the little-oh polynomials x and y:
xt = r +
K∑
i=1
αi · tai + o1(t)
yt = s+
N∑
j=1
βj · tbj + o2(t),
where r, α1, . . . , αK ∈ Rm and s, β1, . . . , βN ∈ Rn. Dene u := (r, s) ∈
Rm+n, γi := (αi, 0) ∈ Rm+n, γj+K := (0, βj) ∈ Rm+n, ci := ai and cj+K :=
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bj , then
(xt, yt) =
r + K∑
i=1
αi · tai + o1(t), s+
N∑
j=1
βj · tbj + o2(t)
 =
= (r, s) +
K∑
i=1
(αi, 0) · tai + (o1(t), 0)+
+
N∑
j=1
(0, βj) · tbj + (0, o2(t)) =
= u+
K∑
i=1
γi · tci +
K+N∑
i=K+1
γi · tci + (o1(t), o2(t)),
and this proves the onlusion beause (o1(t), o2(t)) = o(t).
⇐ : By hypotheses we an write
(xt, yt) = u+
H∑
k=1
γk · tck + o(t).
We only have to reverse the previous ideas dening:
r := (u1, . . . , um) s := (um+1, . . . , um+n)
αk := (γ
1
k, . . . , γ
m
k ) βk := (γ
m+1
k , . . . , γ
m+n
k )
o1(t) := (o
1(t), . . . , om(t)) o2(t) := (o
m+1(t), . . . , om+n(t))
ai := ci bk := ck
where we have used the notations
γk = (γ
1
k , . . . , γ
m+n
k )
o(t) = (o1(t), . . . , om+n(t))
for the omponents. Then
(xt, yt) = (r, 0) +
H∑
k=1
(αk, 0) · tck + (o1(t), 0)+
(0, s) +
H∑
k=1
(0, βk) · tck + (0, o2(t)) =
=
r + H∑
i=1
αi · tci + o1(t), s+
H∑
j=1
βj · tcj + o2(t)
 ,
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and hene the onlusion follows.
From this lemma, if x ∈ Rdo[t], then eah omponent is a 1-dimensional little-
oh polynomial xi ∈ Ro[t] for i = 1, . . . , d. But we know (see Setion 2.2)
that eah one of these polynomial is nilpotent, i.e. xi ∈ N . Therefore, from
Theorem 8.1.3 it follows that x ∈ NRd , i.e.
Rdo[t] ⊆ NRd ;
from this it also follows that Xo[t] ⊆ NX .
Lemma 8.1.6. Let x ∈ Rdo[t] and f ∈ C∞(A,Rp), with A open in Rd and
suh that, loally, the path x has values in A:
∀0t ≥ 0 : xt ∈ A.
Then f ◦ x ∈ Rpo[t].
Proof: Let us x some notations:
xt = r +
k∑
i=1
αi · tai + w(t) with w(t) = o(t)
h(t) := x(t)− x(0) ∀t ∈ R≥0
hene xt = x(0) + ht = r + ht. The funtion t 7→ h(t) =
∑k
i=1 αi · tai +w(t)
belongs to Rdo[t] ⊆ NRd , so we an write ‖ht‖N = o(t) for some N ∈ N if we
take as observable of Rd the identity. From Taylor's's formula we have
f(xt) = f(r + ht) = f(r) +
∑
i∈Nd
|i|≤N
∂if
∂xi
(r) · h
i
t
i!
+ o
(
‖ht‖N
)
. (8.1.5)
But
o
(
‖ht‖N
)
|t| =
o
(
‖ht‖N
)
∥∥hNt ∥∥ ·
∥∥hNt ∥∥
|t| → 0
hene o
(
‖ht‖N
)
= o(t) ∈ Rpo[t]. Now we have to note that, for a multi-
index i ∈ Nd, it results that hit = hi11 (t) · . . . · hidd (t) ∈ Ro[t] beause, from
the previous Lemma 8.1.5, eah funtion hj(t) ∈ Ro[t] and beause Ro[t] is
an algebra. Moreover, if β ∈ Rp and h ∈ Ro[t], then β · h ∈ Rpo[t], so eah
addend
∂if
∂xi
(r) · hiti! is a little-oh polynomial of Rpo[t]. From (8.1.5) and the
losure of little-oh polynomials Rpo[t] with respet to linear operations, the
onlusion f ◦ x ∈ Rpo[t] follows.
Using these lemmas we an prove the above ited results about little-oh
polynomials in manifolds.
130
8.1. Introdution
Theorem 8.1.7. If M is a C∞ manifold and x : R≥0 −→ |M | is a map,
then we have that x ∈ M¯o[t] if and only if there exists a hart (U,ϕ) of M
suh that:
1. x(0) ∈ U
2. ϕ ◦ x ∈ Rdo[t], where d := dim(M).
Proof: To prove that the hypotheses x ∈ M¯o[t] implies onditions 1. and
2. it sues to take any hart on x0 and to use the property that harts are
observables of M¯ .
For the opposite impliation we start onsidering that, by the Denition
8.1.4 we have that ϕ ◦ x ∈ Rdo[t] is ontinuous at t = 0+, and hene also
x is ontinuous at t = 0+, i.e x ∈ C0(M). Now, take a generi observable
ψ ∈VK M¯ , where K is open in Rp and x0 ∈ V . We have
Rd ⊇ ϕ(U ∩ V ) (ϕ|U∩V )
−1
∼
// U ∩ V ψ|U∩V // K ⊆ Rp ,
and hene
(ϕ|U∩V )−1 · ψ|U∩V ∈ C∞(ϕ(U ∩ V,K). (8.1.6)
From x0 ∈ U ∩ V and from the ontinuity of the path x at t = 0+ we get
∀0t ≥ 0 : xt ∈ U ∩ V.
From this, from (8.1.6), from the hypotheses ϕ ◦ x ∈ Rdo[t] and from Lemma
8.1.6 the onlusion (ϕ|U∩V )−1 · ψ|U∩V ◦ ϕ ◦ x = ψ ◦ x ∈ Rpo[t] follows.
Theorem 8.1.8. Let M , N be C∞ manifolds and x : R≥0 −→ |M |, y :
R≥0 −→ |M | two maps. Then
x ∈ M¯o[t] and y ∈ N¯o[t] ⇐⇒ (x, y) ∈
(
M¯ × N¯)
o
[t].
Proof: The proof is an almost purely logial onsequene of Theorem
8.1.7 and of Lemma 8.1.5.
⇐ : By hypotheses (x, y) ∈ (M¯ × N¯)
o
[t] =
(
M ×N)
o
[t]. Beause M ×N
is a manifold, from Theorem 8.1.7 we get the existene of harts (U,ϕ) of M
and (V, ψ) of N on x0 and y0 resp. suh that
(ϕ× ψ) ◦ (x, y) = (ϕ ◦ x, ψ ◦ y) ∈ Rm+no [t].
Hene ϕ ◦ x ∈ Rmo [t] and ψ ◦ y ∈ Rno [t] from Lemma 8.1.5.
⇒ : Analogously, if x ∈ M¯o[t] and y ∈ N¯o[t], then we an nd harts as
above, but with ϕ ◦ x ∈ Rmo [t] and ψ ◦ y ∈ Rno [t]. One again from Lemma
8.1.5 we obtain
(ϕ ◦ x, ψ ◦ y) = (ϕ× ψ) ◦ (x, y) ∈ Rm+no [t],
and hene the onlusion follows from Theorem 8.1.7.
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8.2 The Fermat extension of spaes and funtions
Considering the previous denitions of nilpotent and little-oh paths and the
Denition 7.1.2 it is now lear how to generalize the denition of equality in
•R (see Denition 2.3.1) to a generi X ∈ C∞:
Denition 8.2.1. Let X be a C∞ spae and let x, y ∈ Xo[t] be two little-oh
polynomials, then we say that
x ∼ y in X or simply x = y in •X
i for every zone UK of X and every observable ϕ ∈UK X we have
1. x0 ∈ U ⇐⇒ y0 ∈ U
2. x0 ∈ U =⇒ ϕ(xt) = ϕ(yt) + o(t)
Obviously we will write
•X := Xo[t]/ ∼ and •f(x) := f ◦ x if f ∈
C
∞(X,Y ) and x ∈ •X and we will all them the Fermat extension of X and
of f respetively. As usual, we will also dene the standard part of x ∈ •X
as
◦x := x(0) ∈ X.
We prove the orretness of the denition of
•f in the following:
Theorem 8.2.2. If f ∈ C∞(X,Y ) and x = y in •X then •f(x) = •f(y) in
•Y .
Proof: Take a zone V K in Y and an observable ψ ∈VK Y , then from the
ontinuity of f , we have U := f−1(V ) ∈ τX . We an thus apply hypothesis
x = y in •X with the zone UK and the observable ϕ := f |U · ψ ∈UK X.
From this the onlusion follows onsidering that f ◦ x, f ◦ y ∈ Yo[t] and
x0 ∈ U = f−1(V ) i f(x0) ∈ V .
Using the ontinuity of ϕ◦x we an note that x = y in •X implies that x0
and y0 are identied in X (see Denition 7.1.2) and thus using onstant maps
xˆ(t) := x, for x ∈ X, we obtain an injetion ˆ(−) : |X| −→ •X if the spae X
is separated. Therefore, if Y is separated too, •f is really an extension of f .
Finally, note that the appliation
•(−) preserves ompositions and identities.
Using ideas very similar to the ones used above for similar theorems, we
an prove that if X = M is a C∞ manifold then we have that x = y in •M
i there exists a hart (U,ϕ) of M suh that
1. x0, y0 ∈ U
2. ϕ(xt) = ϕ(yt) + o(t).
Moreover the previous onditions do not depend on the hart (U,ϕ). In
partiular ifX = U is an open set in Rk, then x = y in •U is simply equivalent
to the limit relation x(t) = y(t) + o(t) as t→ 0+; hene if i : U →֒ Rk is the
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inlusion map, it's easy to prove that its Fermat extension
•i : •U −→ •Rk
is injetive. We will always identify
•U with •i(•U), so we simply write
•U ⊆ •Rk. Aording to this identiation, if U is open in Rk, we an also
prove that
•U = {x ∈ •Rk | ◦x ∈ U}. (8.2.1)
This property says that the preliminary denition of
•U given in Denition
2.6.1 is equivalent to the previous, more general, Denition 8.2.1 of extension.
Using the previous equivalent way to express the relation ∼ on manifolds,
we see that (x, y) = (x′, y′) in •(M ×N) i x = x′ in •M and y = y′ in •N .
From this onlusion and from Theorem 8.1.8 we prove that the following
appliations
αMN := α : ([x]∼, [y]∼) ∈ •M × •N 7−→ [(x, y)]∼ ∈ •(M ×N) (8.2.2)
βMN := β : [z]∼ ∈ •(M ×N) 7−→ ([z · pM ]∼, [z · pN ]∼) ∈ •M × •N (8.2.3)
(for larity we have used the notation with the equivalene lasses) are well-
dened bijetions with α−1 = β (obviously pM , pN are the projetions). We
will use the rst one of them in the following setion with the temporary
notation 〈p, x〉 := α(p, x), hene f〈p, x〉 = f(α(p, x)) for f : •(M × N) −→
Y . This simplies our notations but permits to avoid the identiation of
•M × •N with •(M ×N) until we will have proved that α and β are arrows
of the ategory
•
C
∞
.
8.3 The ategory of Fermat spaes
Up to now every
•X is a simple set only. Now we want to use the general
passage from a ategory of the types of gures F to its artesian losure F¯
so as to put on any
•X a useful struture of F¯ spae. Our aim is to obtain
in this way a new artesian losed ategory F¯ =: •C∞, alled the ategory of
Fermat spaes, and a funtor
•(−) : C∞ −→ •C∞, alled the Fermat funtor.
Therefore we have to hoose F , that is we have to understand what an be
the types of gures of
•X. It may seem very natural to take •g : •U −→ •V
as arrow in F if g : U −→ V is in OR∞ (in Giordano [2001℄ we followed this
way). The rst problem in this idea is that, e.g.
•R
•f−−−−−→ •R =⇒ •f(0) = f(0) ∈ R,
hene there annot exist a onstant funtion of the type
•f to a non-standard
value, and so we annot satisfy the losure of F with respet to generi
onstant funtions (see the hypotheses about the types of gures F in Setion
6.1). But we an make further onsiderations about this problem so as to
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better motivate the hoie of F . The rst one is that we surely want to have
the possibility to lift maps
6
as simple as the sum between Fermat reals:
s : (p, q) ∈ •R× •R −→ p+ q ∈ •R.
Therefore, we have to hoose F so that the map s∧(p) : q ∈ •R −→ p+q ∈ •R
is an arrow of
•
C
∞
. Note that this map is neither onstant nor of the type
•f beause s∧(p)(0) = p and p ould be a non standard Fermat real.
The seond onsideration is about the map α dened in (8.2.2): if we want
α to be an arrow of •C∞, then in the following situation we have to obtain
a
•
C
∞
arrow
•R× •R p× 1•R−−−−−−−−−→ •R× •R α−−−−−→ •(R× R)
•g−−−−−→ •R
(r, s) 7−→ (p, s) 7−→ 〈p, s〉 7−→ •g〈p, s〉,
where p ∈ •R and g ∈ C∞(R2,R). The idea we shall follow is exatly to take
as arrows of F all the maps that loally are of the form δ(s) = •g〈p, s〉, where
p ∈ •(Rp) works as a parameter of •g〈−,−〉. Obviously, in this way δ ould
also be a onstant map to a non standard value (take as g a projetion).
Frequently one an nd maps of the form
•g〈p,−〉 in informal alulations
in physis or geometry. Atually, they simply are C∞ maps with some xed
parameter p, whih ould be an innitesimal distane (e.g. in the potential
of the eletri dipole, see below), an innitesimal oeient assoiated to a
metri (like, e.g., in Einstein's formula (1.0.1)), or a side l := s(a,−) of an
innitesimal surfae s : [a, b]× [c, d] −→ •R, where [a, b], [c, d] ⊆ Dk.
Note the importane of the map α to perform passages like the following
M ×N f−−−−→ Y in C∞
•(M ×N)
•f−−−−−→ •Y in •C∞
•M × •N
•f−−−−−→ •Y in •C∞ (identiation via α)
•N
•f∧−−−−−−→ •Y •M using artesian losedness.
This motivates the hoie of arrows in F , but there is a seond problem about
the hoie of the objets of the ategory F . Take a manifoldM and an arrow
t : D −→ •M in •C∞. Even if we have not still dened formally what is
the meaning of this arrow, we want to think t as a tangent vetor applied
either to a standard point t(0) ∈M or to a non standard one, t(0) ∈ •M \M .
Roughly speaking, this is the ase if we an write t(h) = •g〈p, h〉 for every
h ∈ D and for some g, p. If we want to obtain this equality it is useful to
have two properties: the rst one is that the identity map over D, i.e. 1D, is
6
I.e. to onsider their adjoint funtion using artesian losedness.
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a gure of D, i.e. 1D ∈D D. In this way, from the property t : D −→ •M of
being an arrow of
•
C
∞
we an dedue that t is a gure of •M of the type D,
i.e. t ∈D •M . The seond property we would like to obtain is to have maps
of the form
•g〈p,−〉 : D −→ •M as gures of •M . Of ourse, we an thus say
that neessarily t = •g〈p,−〉 for some g ∈ C∞(Rp,R) and p ∈ Rp. Therefore,
to obtain these properties, it would be useful to have D as an objet of F .
But D is not the extension of a standard subset of R, thus what will be the
objets of F? We will take generi subsets S of •(Rs) with the topology τ S
generated by U = •U ∩S, for U open in Rs (in this ase we will say that the
open set U is dened by U in S). In other words A ∈ τ S if and only if
A =
⋃
{•U ∩ S ⊆ A |U is open in Rs} . (8.3.1)
These are the motivations to introdue the ategory of the types of gures
F by means of the following
Denition 8.3.1. We all S•R∞ the ategory whose objets are topologial
spaes (S,τ S), with S ⊆ •(Rs) for some s ∈ N whih depends on S, and
with the previous topology τ S. In the following we will frequently use the
simplied notation S instead of the omplete (S,τ S).
If S ⊆ •(Rs) and T ⊆ •(Rt) then we say that
S
f−−−−−→ T in S•R∞
i f maps S in T and for every s ∈ S we an write
f(x) = •g〈p, x〉 ∀x ∈ •V ∩ S (8.3.2)
for some
V open in Rs suh that s ∈ •V
p ∈ •U, where U is open in Rp
g ∈ C∞(U × V,Rt).
Moreover we will onsider on S•R∞ the forgetful funtor given by the inlu-
sion | − | : S•R∞ →֒ Set, i.e. |(S,τ S)| := S. The ategory S•R∞ will be
alled the ategory of subsets of
•R∞ (but note that here ∞ indiates the
lass of regularity of the funtions we are onsidering).
Remark.
1. In other words loally a C
∞
funtion f : S −→ T between two types of
gures S ⊆ •(Rs) and T ⊆ •(Rt) is onstruted in the following way:
(a) start with an ordinary standard funtion g ∈ C∞(U ×V,Rt), with
U open in Rp and V open in Rs. The spae Rp has to be thought
as a spae of parameters for the funtion g;
135
Chapter 8. Extending smooth spaes with innitesimals
(b) onsider its Fermat extension obtaining
•g : •(U × V ) −→ •(Rt);
() onsider the omposition
•g ◦ 〈−,−〉 : •U × •V −→ •(Rt), where
〈−,−〉 is the map α given by (8.2.2);
(d) x a parameter p ∈ •U as a rst variable of the previous ompo-
sition, i.e. onsider
•g〈p,−〉 : •V −→ •(Rt). Loally, the map f
is of this form: f = •g〈p,−〉.
2. Beause in the Denition 8.3.1 we ask s ∈ •V we have that V := •V ∩S
is a neighborhood of s dened by V in S (see (8.3.1)). Analogously •U
is a neighborhood of the parameter p.
To simplify the presentation, in ase the ontext will be suiently lear,
we shall onsider the oupling of variables
7 (S, s), (T, t), (p, p), (q, q) et. in
properties of the form S ⊆ Rs, T ⊆ Rt, p ∈ •(Rp) or q ∈ •(Rq) respetively.
In fat, in these ases we have that the seond variable in the pairing, e.g.
the number s ∈ N in the pairing (S, s), is uniquely determined by the rst
variable S. E.g. the number p ∈ N is uniquely determined by the point
p ∈ •(Rp). Therefore, if we denote by σ(V ) ∈ N the unique v ∈ N in a
pairing (V, v), then any formula of the form P(V, v) an be interpreted as
v = σ(V ) =⇒ P(V, v).
Now we have to prove that S•R∞ veries the hypothesis of Setion 6.1
about the ategory of the types of gures. Firstly, we prove that S•R∞
is indeed a ategory. In the following proofs we will frequently use the
properties
x ∈ •U ⇐⇒ ◦x ∈ U
◦ (•g〈p, x〉) = g(◦p, ◦x).
The rst one follows from (8.2.1), and the seond one an be proved diretly:
◦ (•g〈p, x〉) = (g(pt, xt)) |t=0 = g(p0, x0) = g(◦p, ◦x).
Theorem 8.3.2. S•R∞ is a ategory
Proof: In this proof we will onsider the oupling of variables (S, s), (T, t),
(R, r), (p, p) and (q, q). If we onsider any p ∈ •R and the projetion g :
(r, s) ∈ R× Rs 7→ s ∈ Rs, then we have that •g〈p, s〉t = g(pt, st) = st, hene
•g〈p, s〉 = s and this sues to prove that the identity 1S for S ∈ S•Rn is
always an arrow of S•R∞.
Now let us onsider
S
f−−−→ T g−−−→ R in S•R∞
7
Note the use of a dierent font for the seond variable in the pairing, so that it will
be easier to identify suh pairings.
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and a point s ∈ S. We have to prove that f ◦ g is again an arrow of S•R∞.
Using self-evident notations we an assert that
f(x) = •h〈p, x〉 ∀x ∈ •Vs ∩ S ∋ s (8.3.3)
g(y) = •k〈q, y〉 ∀y ∈ •Vfs ∩ T ∋ f(s), (8.3.4)
where h ∈ C∞(Up × Vs,Rt) and k ∈ C∞(Uq × Vfs,Rr). Hene Uq × h−1(Vfs)
is open in Rq × Rp × Rs. But ◦f(s) = h(◦p, ◦s) ∈ Vfs beause f(s) ∈ •Vfs,
and
◦q ∈ Uq, so
(◦q, ◦p, ◦s) ∈ Uq × h−1(Vfs). (8.3.5)
Hene, we an nd three open sets A ⊆ Rq, B ⊆ Rp and C ⊆ Rs suh
that(◦q, ◦p, ◦s) ∈ A×B ×C ⊆ Uq × h−1(Vfs) and we an orretly dene
ρ : (x1, x2, y) ∈ A×B × C 7→ k [x1, h(x2, y)] ∈ Rr,
obtaining a map ρ ∈ C∞(A × B × C,Rr); this is the rst step to prove
that loally the omposition f(g(−)) is of the form (8.3.2). The parameter
orresponding to this loal form is 〈q, p〉 ∈ •(A × B) beause of (8.2.2)
and (8.3.5). The neighborhood we are searhing for this loal equality is
•C ∩ S ∋ s, in fat let us take a generi x ∈ •C ∩ S, then
(◦p, ◦x) ∈ B × C ⊆ h−1(Vfs) ⊆ Up × Vs. (8.3.6)
Therefore,
◦x ∈ Vs and hene x ∈ •Vs∩S so that we an use (8.3.3) obtaining
f(x) = •h〈p, x〉. We an ontinue, saying that then ◦f(x) = h(◦p, ◦x) ∈ Vfs,
beause of (8.3.6), and hene f(x) ∈ •Vfs ∩ T . Now we an apply (8.3.4)
with y = f(x) obtaining
g(f(x)) = •k〈q, fx〉 = •k〈q, •h〈p, x〉〉 = •ρ〈q, p, x〉.
To prove that S•R∞ is a subategory of the ategory Top of topologial
spaes, we need the following
Theorem 8.3.3. If f : S −→ T in S•R∞, then f is ontinuous with respet
to the topologies τ S and τ T .
Proof: Take A open in T and s ∈ f−1(A); we have to prove that, for
some Ws open in Rs, we have s ∈ •Ws ∩ S ⊆ f−1(A) (see (8.3.1)). From
f(s) ∈ A ∈ τ T we have that f(s) ∈ •Vfs∩T ⊆ A for some open set Vfs ⊆ Rt.
On the other hand, from s ∈ f−1(A) ⊆ S and the Denition 8.3.1 of arrow in
S•R∞, it follows that in a neighborhood Vs := •Vs ∩ S of s we an write the
funtion f as f = •g〈p,−〉, where p ∈ •U ⊆ •(Rp) is the usual parameter.
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Diagrammatially the situation is as follow:
S
f // T Vfs ∋ f(s)? _oo
s ∈ Vs
 ?
OO
•g〈p,−〉
<<yyyyyyyyyyyyyyy
  // •(Rs)
Intuitively, the idea is to onsider the standard part of f and to dene the
open set Ws we searhed for using the ounter image, along this standard
part, of the open set Vfs. In fat, let us dene
Ws := [g(
◦p,−)]−1 (Vfs),
then Ws is open in Rs and we have
s ∈ •Ws ⇐⇒ ◦s ∈Ws
⇐⇒ g(◦p, ◦s) ∈ Vfs
⇐⇒ •g〈p, s〉 ∈ •Vfs
⇐⇒ f(s) ∈ •Vfs. (8.3.7)
The latter property f(s) ∈ •Vfs is true, so we have that s ∈ •Ws ∩ S. It
remains to prove that
•Ws ∩ S ⊆ f−1(A). Let us take a point x ∈ •Ws ∩ S,
then
◦x ∈ Ws ⊆ Vs, and hene g(◦p, ◦x) ∈ Vfs. So, x ∈ •Vs and f(x) =
•g〈p, x〉 ∈ •Vfs. But f(x) ∈ T , so f(x) ∈ •Vfs ∩ T ⊆ A.
In the following theorem we prove that the ategory S•R∞ is losed with
respet to subspaes (with the indued topology) and the orresponding
inlusion:
Theorem 8.3.4. Let S ⊆ •(Rs), and U ∈ τ S be an open set, with i : U →֒ S
the orresponding inlusion. Then we have:
1. (U ≺ τ S) ∈ S•R∞, that is the topology τ U dened by (8.3.1) oinides
with the indued topology τ (U≺S).
2. The inlusion i : U −→ S is an arrow of S•R∞.
Proof : By (8.3.1), if A ∈ τ U we have that A is the union of •V ∩U ⊆ A for
V open in Rs. But •V ∩U = (•V ∩ S)∩U beause U ⊆ S. Therefore, A is the
union of sets of the formW ∩U withW ∈ τ S, beauseW := •V ∩S ∈ τ S, i.e.
A is open in the subspae (U ≺ τ S). Vie versa if we an write A = B ∩ U ,
where B is open in τ S, then by (8.3.1)
∀s ∈ A∃V open in Rs : s ∈ •V ∩ S ⊆ B,
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so s ∈ A ⊆ U and hene s ∈ •V ∩ U ⊆ B ∩ U = A, and this proves that
A ∈ τ U , thus τ U = τ (U≺S).
Property 2. an be proved following ideas similar to those used in The-
orem 8.3.2 to prove that the identities 1S are always arrows of the ategory
S•R∞.
Now we will prove the losure of S•R∞ with respet to restrition to open
sets (see Hypothesis 6.1.1):
Theorem 8.3.5. Let f : S −→ T in S•R∞, U an open set in S and V an
open set in T, with f(U) ⊆ V . Then
f |U : (U ≺ S) −→ (V ≺ T ) in S•R∞ .
Proof: Realling the Denition 8.3.1 of an arrow in S•R∞, and using the
fat that, by hypotheses we already have that f : S −→ T in S•R∞, we only
have to prove that equalities of the form (8.3.2) hold loally also with respet
to the topology of (U ≺ S). Beause of the previous Theorem 8.3.4 we an
work with τ U instead of τ (U≺S). Take s ∈ U , sine U ⊆ S and f : S −→ T
in S•R∞, using the usual notations we an write
f(x) = •g〈p, x〉 (8.3.8)
for every x ∈ •Vs ∩ S ∋ s and where g ∈ C∞(Up × Vs). Hene s ∈ •Vs ∩ U ,
and beause
•Vs ∩ U ⊆ •Vs ∩ S we have again the equality (8.3.8) in the
neighborhood
•Vs ∩ U of s in τ U , and this proves the onlusion.
Sine it is trivial to prove that S•R∞ ontains all the onstant maps (it
sues to take g(p, x) := p), to prove that S•R∞ is a ategory of the types
of gures, it remain to prove the sheaf property:
Theorem 8.3.6. Let H, K ∈ S•R∞, and (Hi)i∈I be an open over of H
suh that the map f : H −→ K veries
∀i ∈ I : f |Hi ∈ S•R∞(Hi,K). (8.3.9)
Then
f : H −→ K in S•R∞ .
Proof: Take s ∈ H, then s ∈ Hi for some i ∈ I, and from (8.3.9) it
follows that we an write
(f |Hi) (x) = f(x) = •g〈p, x〉 ∀x ∈ •Vs ∩Hi.
But Hi is open in H so that we an also say that s ∈ •V ′s ∩ H ⊆ Hi for
some open set V ′s of Rh. The new neighborhood •(Vs ∩ V ′s ) ∩ H of s and
the restrition g|Up×(Vs∩V ′s ) verify that the funtion f is loally of the form
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f = •g〈p,−〉 in a neighborhood of s in H.
We have proved that S•R∞ and the forgetful funtor | − | verify the
hypotheses of Setion 6.1 about the ategory of the types of gures and
hene we an dene
•
C
∞ := S•R∞.
Eah objet of
•
C
∞
will be alled a Fermat spae.
We lose this setion with the following simple but useful result that
permits to obtain funtions in S•R∞ starting from ordinary C∞ funtions.
Theorem 8.3.7. Let f ∈ C∞(Rk,Rh) be a standard C∞ funtion and H ⊆
•(Rh) and K ⊆ •(Rk) be subsets of Fermat reals. If the funtion f veries
•f |K(K) ⊆ H, then
•f |K : K −→ H in S•R∞ .
Proof: It sues to dene g(x, y) := f(y) for x ∈ R and y ∈ Rk to
obtain that
•g〈0, k〉t = g(0, kt) = f(kt) = •f(k)t,
that is (•f |K) = •g〈0, k〉 ∈ H for every k ∈ K.
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The Fermat funtor
9.1 Putting a struture on the sets
•
X
Now the problem is: what Fermat spae ould we assoiate to sets like
•X
or D?
Denition 9.1.1. Let X ∈ C∞, then for any subset Z ⊆ •X we all •(ZX)
the extended spae generated on Z (see Setion 6.2) by the following set of
gures d : T −→ Z (where T ⊆ •(Rt) is a type of gure in S•R∞)
d ∈ D0T (Z) :⇐⇒ d is onstant or we an write
d = •h|T for some h ∈V X suh that T ⊆ •V .
(9.1.1)
Thus in the non-trivial ase we start from a standard gure h ∈
V
X of
type V ∈ OR∞ suh that •V ⊇ T ; we extend this gure obtaining •h :
•V −→ •X, and nally the restrition •h|T is a generating gure if it maps
T in Z. This hoie is very natural, and the adding of the alternative d is
onstant in the previous disjuntion is due to the need to have all onstant
gures in a family of generating gures.
Using this denition of
•(ZX), we set (with some abuses of language)
•X := •(•XX)
D := •(DR)
•R := •(•RR)
•Rk := •(•(Rk)Rk)
Dk :=
•(DkRk).
We will all
•(ZX) the Fermat spae indued on Z by X ∈ C∞. We an now
study the extension funtor:
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Theorem 9.1.2. Let f ∈ C∞(X,Y ) and Z a subset of •X with •f(Z) ⊆
W ⊆ •Y , then in •C∞ we have that
•(ZX)
•f |Z−−−−−−−→ •(WY ).
Therefore
•(−) : C∞ −→ •C∞ is a funtor, alled the Fermat funtor.
Proof: Take a gure δ ∈
S
•(ZX) of type S ∈ S•R∞ in the domain. We
have to prove that δ · •f |Z loally fators through S•R∞ and D0(W ) (see in
Setion 6.2 the denition of spae generated by a family of gures). Hene
taking s ∈ S, sine δ ∈
S
•(ZX), we an write δ|U = f1 · d, where U is an
open neighborhood of s, f1 ∈ S•R∞(U ≺ S, T ) and d ∈ D0T (Z):
S
δ // Z
s ∈ U
f1
//
 ?
OO
δ|U
;;wwwwwwwwwwwwwwww
T
d
OO
We omit the trivial ase d onstant, hene we an suppose, using the same
notations used in the Denition 9.1.1, to have d = •h|T : T −→ Z with
h ∈
V
X. Therefore
(δ · •f |Z)|U = δ|U · •f |Z = f1 · d · •f |Z = f1 · •h|T · •f |Z = f1 · •(hf)|T .
But hf ∈
V
Y sine f ∈ C∞(X,Y ) and h ∈
V
X, so (δ · •f |Z)|U = f1 · d1,
where d1 :=
•(hf)|T ∈ D0T (W ), whih is the onlusion. The other funtorial
properties, i.e.
• (1X) = 1•X and
• (f · g) = •f · •g, follow diretly from the
denition of the Fermat extension
•f of f ∈ C∞(X,Y ).
9.2 The Fermat funtor preserves produt of man-
ifolds
We want to prove that the bijetive appliations α dened in 8.2.2 and β
dened in 8.2.3, i.e.
αMN : ([x]∼, [y]∼) ∈ •M × •N 7−→ [(x, y)]∼ ∈ •(M ×N) (9.2.1)
βMN : [z]∼ ∈ •(M ×N) 7−→ ([z · pM ]∼, [z · pN ]∼) ∈ •M × •N (9.2.2)
are arrows of ECInfty. Where it will be lear from the ontext, we shall use
the simplied notations α := αMN and β := βMN . To simplify the proof we
will use the following preliminary results. The rst one is a general property
of the artesian losure F¯ of a ategory of gures F (see Chapter 6).
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Lemma 9.2.1. Suppose that F admits nite produts K×J for every objets
K, J ∈ F , and an isomorphism1
γKJ : K × J ∼ // K¯ × J¯ in F¯ .
Moreover, let Z, X, Y ∈ F¯ with X and Y generated by DX and DY respe-
tively. Then we have
X × Y f // Z in F¯
if and only if for any K, J ∈ F and d ∈ DXK , δ ∈ DYJ we have
γKJ · (d× δ) · f ∈K×J Z.
The seond Lemma asserts that the ategory of gures F = S•R∞ veries
the hypotheses of the previous one.
Lemma 9.2.2. The ategory S•R∞ admits nite produts and the above
mentioned isomorphisms γKJ . For K ⊆ •(Rk) and J ⊆ •(Rj) these are given
by
K × J =
{
〈x, y〉 ∈ •(Rk+j) |x ∈ K , j ∈ J
}
γKJ : 〈x, y〉 ∈ K × J 7−→ (x, y) ∈ K ×s J,
where we reall that 〈x, y〉 = α
RkRj
(x, y) = [t 7→ (xt, yt)]∼ and where K ×s J
is the set theoretial produt of the subsets K and J .
Moreover let M , N be C∞ manifolds, and h ∈
V
M , l ∈
V ′
N with K ⊆ •V
and J ⊆ •V ′, then
γKJ · (•h|K × •l|J) · αMN = •(h× l)|K×J .
The proofs of these lemmas are diret onsequenes of the given denitions.
Theorem 9.2.3. Let M , N be C∞ manifolds, then in •C∞ we have the
isomorphism
•(M ×N) ≃ •M × •N.
Proof: Note that in the statement eah manifold is identied with the
orresponding C
∞
spae M¯ . Hene we mean •M = •M¯ = •(•MM¯) (see
Denition 9.1.1 for the notation
•(ZX)). To prove that α is a •C∞ arrow
we an use Lemma 9.2.1, beause of Lemma 9.2.2 and onsidering that
•M
and
•N are generated by D0(•M) and D0(•N). Sine these generating sets
are dened using a disjuntion (see (9.1.1)) we have to hek four ases
depending on d ∈ D0K(•M) and δ ∈ D0J(•N). In the rst ase we have
1
Reall the denition of the embedding
¯(−) : F −→ F¯ given in Setion 6.2.
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d = •h|K ∈ D0K(•M) and δ = •l|J ∈ D0J(•N) (we are using the same notations
of the previous Lemma 9.2.2). Thus
γKJ · (d× δ) · α = γKJ · (•h|K × •l|J) · α = •(h× l)|K×J .
That is γKJ · (d× δ) ·α is a generating element in •(M ×N), and so it is also
a gure. In the seond ase let us suppose δ onstant with value n ∈ •N and
d = •h|K ∈ D0K(•M). Take a hart l : Rp −→ U on ◦n = n0 ∈ U ⊆ N and
let W := •(Rp), p := •l−1(n) ∈W . Note that •l(p) = n = δ(−). We have to
prove that γKJ · (d × δ) · α ∈K×J •(M × N), so let us start to alulate the
map γKJ · (d× δ) · α at a generi element 〈k, j〉 ∈ K × J . We have
α{(d× δ)[γKJ (〈k, j〉)]} = α [(d× δ)(k, j)]
= α [d(k), n]
= α[•h(k), •l(p)]
= {γKW · [•h|K × •l|J ] · α}〈k, p〉
= •(h× l)|K×W 〈k, p〉, (9.2.3)
where we have used one again the equality of Lemma 9.2.2. Thus let us all
τ the map τ : 〈k, j〉 ∈ |K × J | 7→ 〈k, p〉 ∈ |K ×W |, so that we an write
(9.2.3) as
γKJ · (d× δ) · α = τ · •(h× l)|K×W .
But
•(h × l)|K×W is a generating gure of •(M × N) and τ is an arrow of
S•R∞, and this proves that γKJ · (d× δ) ·α ∈K×J •(M ×N). The remaining
ases are either trivial (both d and δ onstant) or analogous to the latter
one.
To prove that the map βMN is an arrow of
•
C
∞
is simpler. Indeed, take
d ∈H •(M × N) to prove that d · βMN ∈H •M × •N . Due to the universal
property of the produt
•M × •N , it sues to onsider the omposition of
this map d·βMN with the projetions of this produt. But, if pM : M×N −→
M is the projetion on M , then
•M × •N αMN // •(M ×N)
•pM // // •M
and
•pM(αMN (x, y)) =
•pM(〈x, y〉) = x, so αMN · •pM is the projetion of the
produt
•M × •N on •M . Therefore the onlusion d · βMN ∈H •M × •N is
equivalent to
d · βMN · αMN•pM = d · •pM ∈H •M
d · βMN · αMN•pN = d · •pN ∈H •M
whih are true sine
•pM and
•pN are arrows of
•
C
∞
.
In the following we shall always use the isomorphism α to identify these
spaes, hene we write
•M × •N = •(M ×N), e.g. •(Rd) = (•R)d =: •Rd.
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9.2.1 Figures of Fermat spaes
In this setion we want to understand better the gures of the Fermat spae
•(ZX); we will use these results later, for example when we will study the
embedding of Man into •C∞, or to prove some logial properties of the
Fermat funtor.
From the general denition of F¯spae generated by a family of guresD0
(see Setion 6.2), a gure δ ∈
S
•(ZX), for S ∈ S•R∞, an be loally fatored
as δ|V = f · d through an arrow f ∈ S•R∞(V, T ) and a generating funtion
d ∈ D0T (Z); here V = V (s) is an open neighborhood of the onsidered point
s ∈ S, so that we an always suppose V to be of the form V = •B ∩ S (see
in (8.3.1) the denition of topology for S). Hene, either δ|V is onstant (if
d is onstant) or we an write d = •h|T and f = •g(p,−) so that
δ(x) = d[f(x)] = •h[•g(p, x)] = •(gh)(p, x) ∀x ∈ V = •B ∩ S,
where A×B is an open neighborhood of (◦p, ◦s). Therefore we an write
δ(x) = •γ(p, x) ∀x ∈ •B ∩ S,
with γ := g|A×B · h ∈ C∞(A × B,X). Thus gures of •(ZX) are loally
neessarily either onstant maps or a natural generalization of the maps
of S•R∞, that is extended C∞ arrows •γ(−,−) with a xed parameter
•γ(p,−). Using the properties of •C∞ and of its arrow αRpRs it is easy
to prove that these onditions are suient too. Moreover if X = M is
a manifold, the ondition δ|V onstant an be omitted. In fat if δ|V is
onstant with value m ∈ Z ⊆ •M , then taking a hart ϕ on ◦m ∈ M we
an write δ(x) = m = •γ(p, x), where p = •ϕ(m) and γ(x, y) = ϕ−1(x). We
have proved the following
Theorem 9.2.4. Let X ∈ C∞, Z ⊆ •X, S ⊆ •Rs and δ : S −→ Z. Then
we have
δ ∈
S
•(ZX)
i for every point s ∈ S there exist an open set B in Rs suh that s ∈ •B
and suh that either
δ|•B∩S is onstant, (9.2.4)
or we an write
δ(x) = •γ〈p, x〉 ∀x ∈ •B ∩ S
for some
p ∈ •A, where A is open in Rp
γ ∈ C∞(A×B,X).
Moreover if X = M is a manifold, ondition (9.2.4) an be omitted and there
remains only the seond alternative.
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Using this result we an prove several useful properties of the Fermat
funtor. The following ones say that we an arrive at the same Fermat spae
starting from several dierent onstrutions.
Theorem 9.2.5. The Fermat funtor has the following properties:
1. If X ∈ C∞ and Z ⊆ |•X|, then •(ZX) = (Z ≺ •X).
2. If S ⊆ |•Rs|, then S¯ = •(SRs) = (S ≺ •Rs).
E.g. if f : •Rs −→ •X is a •C∞ arrow, then we also have f : •Rs −→
•X beause •Rs = •(•(Rs)Rs) = •Rs and the previous property 2 holds.
Therefore, f ∈•Rs •X and loally we an write f either as a onstant funtion
or, with the usual notations, as f(x) = •γ(p, x). For funtions f : I −→ •X
dened on some set I ⊆ D∞ of innitesimals whih ontains 0 ∈ I, these
two alternatives globally holds instead of only loally, beause the set of
innitesimals I is ontained in any open neighborhood of 0.
Proof: To prove 1. let us onsider a gure δ ∈
S
(Z ≺ •X) of type S ∈ S•R∞
and let i : Z →֒ |•X| be the inlusion. We have to prove that δ ∈
S
•(ZX),
and we will prove it loally, that is using the sheaf property of the spae
•(ZX). By the denition of subspae, we have that δ · i = δ ∈
S
•X =
•(|•X|X), so that for every s ∈ S we an loally fator the gure δ through
S•R∞ and a generating gure d ∈ D0K(|•X|), i.e. δ|U = f · d for some open
neighborhood U of s and some f : (U ≺ S) −→ K in S•R∞. If d is onstant,
then so is δ|U and hene δ|U ∈U •(ZX). Otherwise, we an write d = •h|K
for some h ∈
V
X, with V open in Rk suh that K ⊆ •V (see Denition
9.1.1). To prove that δ|U ∈U •(ZX) we exatly need to prove that the map
δ|U fators in the same way, but with a generating gure d′ having values in
Z and not in the bigger |•X| (like d does). For this reason we hange the
subsetK with the smaller K ′ := f(U) ⊆ K ⊆ •V ⊆ •Rk, soK ′ ∈ S•R∞, and
we set d′ := •h|K ′ . The map d′ has values in Z, in fat for x ∈ K ′ = f(U)
we have x = f(u) for some u ∈ U , and
d′(x) = •h(x) = •h(f(u)) = d(f(u)) = δ(u) ∈ Z.
Hene d′ ∈ D0K(Z) and δ|U (u) = d(f(u)) = d′(f(u)) for every u ∈ U , so
δ|U ∈U •(ZX). We have proved that
∀s ∈ S ∃U open neighborhood of s in S : δ|U ∈U •(ZX),
hene δ ∈
S
•(ZX) from the sheaf property of the spae •(ZX) ∈ •C∞. For
the opposite inlusion we only have to make the opposite passage: from
d′ : K ′ −→ Z with values in Z to d := d′ : K ′ −→ |•X| with values in the
bigger |•X|, but this is trivial.
Beause of the just proved property 1., to prove 2. we have to verify
only the equality S¯ = •(SRs), so take a gure δ ∈
T
S¯ = (S•R∞(−, S), S)
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and then δ ∈ S•R∞(T, S). But 1Rs ∈Rs Rs, so •(1Rs)|S = 1•Rs |S = 1S ,
so 1S ∈ D0S(S) and δ = δ · 1S fators through a map of S•R∞(T, S) (δ
itself) and a generating gure of D0S(S), i.e. δ ∈T •(SRs). To prove the
opposite inlusion, let us take δ ∈T •(SRs), then from Theorem 9.2.4 we
have that in a suitable neighborhood U of a given generi point s ∈ T we
have that either δ|U is onstant, or we an write δ|U = •γ〈p,−〉|U for some
γ ∈ C∞(A × B,Rs). In both ases we have that δ|U ∈ S•R∞(U,S), so
δ|U ∈U S¯, and the onlusion follows from the sheaf property of S¯.
9.3 The embedding of manifolds in
•
C
∞
If we onsider a C
∞
spae X, we have just seen that we have the possibility
to assoiate a Fermat spae to any subset Z ⊆ |•X|. Thus if X is separated
we an put a struture of
•
C
∞
spae on the set |X| of standard points of X,
by means of X¯ := •(|X|X) = (|X| ≺ •X). Intuitively X and X¯ seem very
similar, and in fat we have
Theorem 9.3.1. Let X, Y be C∞ separated spaes, then
1. X¯ = Y¯ =⇒ X = Y
2. X¯
f−−−−−→ Y¯ in •C∞ ⇐⇒ X f−−−−−→ Y in C∞.
Hene C
∞
separated spaes are fully embedded in
•
C
∞
, and so is Man.
Proof: The equality X¯ = Y¯ implies the equality of the support sets |X| =
|Y |. We onsider now a gure d ∈
H
X of type H, where H is an open set
of Rh. Taking the extension of d and then the restrition to standard points
we obtain
(H ≺ •H¯)
•d|H−−−−−−−→ (|X| ≺ •X) = X¯ = Y¯ . (9.3.1)
But from Theorem 9.2.5 we have (H ≺ •H¯) = (H ≺ •Rh) = •(HRh) = H¯,
hene
•d|H = d : H¯ −→ Y¯ in •C∞
and so d ∈
H
Y¯ . Therefore for every s ∈ H either d is onstant in some open
neighborhood V of s, or, using the usual notations, we an write
d(x) = •γ(p, x) ∀x ∈ •B ∩H = B ∩H, (9.3.2)
where
•B∩H = B∩H beauseH ⊆ Rh is made of standard point only. Let us
note that the equality in (9.3.2) has to be understood in the spae
•Y . Hene
for every x ∈ B∩H we have that ◦d(x) ≍ ◦[γ(p, x)] in Y , and so we an write
d(x) = γ(p0, x) beause Y is separated and x ∈ B ∩ H ⊆ Rh is standard.
Therefore d|B∩H is a Y -valued arrow of C∞ dened in a neighborhood of the
xed s. The onlusion d ∈
H
Y thus follows from the sheaf property of Y .
Analogously we an prove the opposite inlusion, so X = Y .
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If we suppose that f : X¯ −→ Y¯ in •C∞, then from the proof of 1. we
have seen that if d ∈
H
X then d ∈
H
X¯ . Hene f(d) ∈
H
Y¯ . But one again
from the previous proof of 1. we have seen that this implies that f(d) ∈H Y ,
and so f : X −→ Y in C∞.
To prove the opposite impliation it sues to extend f so that •f :
•X −→ •Y , to restrit it to standard points only so that
•f ||X| : (|X| ≺ •X) = X¯ −→ (|Y | ≺ •Y ) = Y¯ ,
and nally to onsider that our spaes are separated so that
•f ||X| = f .
An immediate orollary of this theorem is that the extension funtor is
another full embedding for separated spaes.
Corollary 9.3.2. Let X,Y be C∞ separated spaes, then
1.
•X = •Y =⇒ X = Y
2. If
•X
f−−−−−→ •Y in •C∞ and f(|X|) ⊆ |Y | then
X
f ||X|−−−−−−−→ Y in C∞
3.
•X
•f−−−−−→ •Y in •C∞ ⇐⇒ X f−−−−−→ Y in C∞
4. If f , g : X −→ Y are C∞ funtions, then
•f = •g =⇒ f = g.
Proof: To prove 1. we start to prove that the support sets of X and Y are
equal. Indeed, if we take standard parts, sine
•X = •Y , we have
{◦x | x ∈ •X} = |X| = {◦x | x ∈ •Y } = |Y |.
Hene X¯ = (|X| ≺ •X) = (|Y | ≺ •Y ) = Y¯ and the onlusion follows from
1. of Theorem 9.3.1.
To prove 2. let us take the restrition of f to |X| ⊆ |•X|, then f ||X| :
X¯ = (|X| ≺ •X) −→ (|Y | ≺ •Y ) = Y¯ in •C∞, so the onlusion follows from
2. of Theorem 9.3.1. Property 3. follows from the just proved 2. onsidering
that
•f ||X| = f and using Theorem 9.1.2. The same idea of onsidering
restritions an be used to prove 4.
9.4 The standard part funtor annot exist
It is very natural to ask if it is possible to dene a standard part funtor,
that is a way to assoiate to every Fermat spae X ∈ •C∞ a spae ◦X ∈
C
∞
intuitively orresponding to its standard points only. This appliation
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◦(−) : •C∞ −→ C∞ has to satisfy some expeted properties, some example
of whih are funtoriality, its support set has to be inluded in the original
spae, i.e. |◦X| ⊆ |X|, and we must also have examples like ◦D = {0} and
◦(•R) = R. Beause, intuitively, the Fermat extension •X ∈ •C∞ appears to
be some kind of ompletion of the standard spae X ∈ C∞, we also expet
that the Fermat funtor is the left adjoint of the standard part funtor,
•(−) ⊣ ◦(−). Indeed, it is natural to expet that this adjuntion is related
to the following equivalene
2
C
∞
 X
◦f−−−−−→ ◦Y
•C
∞
 •X
f−−−−→ Y
(9.4.1)
If one tries to dene this standard part spae (and the orresponding stan-
dard part map ating on arrows, i.e. f ∈ •C∞(X,Y ) 7→ ◦f ∈ C∞(◦X, ◦Y )),
then several diulties arise.
For example, the rst trivial point that has to be noted in the searhing
for the denition of
◦X , is that we want to have |◦X | ⊆ |X|, that is the
standard points have to be searhed in the same Fermat spae X ∈ •C∞
from whih we have started. For a generi spae X ∈ •C∞, that is in general
not a spae of the form X = •Y , we do not have an easy way to assoiate to
eah point x ∈ X another point s ∈ X making the role of its standard part.
Beause, on the ontrary, the denition of standard part is a trivial problem
in numerial spaes of the form
•Rd, the natural idea seems to use, as it has
been done several times in past denitions, observables likeX ⊇ U ϕ−−−→ •Rd
and to redue the problem from the spae X to the numerial spae •Rd.
But this idea naturally leads to the problem of how it is possible to return
bak from
•Rd to X. Unfortunately, this seems solvable only for spaes X
suiently similar to manifolds, where harts are invertible observables (thus
not for generi spaes X).
Moreover, we also have to onsider examples like X = {dt} ⊆ D \ {0},
where it seems natural to expet that
◦X = ∅, so the searhed map x 7→
◦x = s in general annot be dened and we have to restrit our aim to prove,
whether this would be possible, that for every x ∈ X there exists at most
one s ∈ X orresponding to its standard part.
Another idea ould be to identify the standard points s ∈ X as those
points that an be obtained as standard values of gures of the form δ :
•U −→ X, i.e. of point of the form s = δ(r) for r ∈ U . But the ase
of onstant gures having non standard values, like δ(u) = dt, represent a
ounter example to this intuition.
These are only few examples of unsuessful attempts that an be tried
if one would like to dene a standard part funtor. The onrmation that
2
The horizontal line indiating the logial equivalene between the formula above and
the formula below, similar to the notations in the logial alulus of Gentzen, but where
the line indiates logial dedution of the formula below from the formula above.
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this is not a trivial goal is given by the following impossibility results. For
their proof we need some preliminary lemmas.
9.4.1 Smooth funtions with standard values
The following result state that a funtion dened on the Fermat reals and
having standard values only, i.e. of the form f : •R −→ R, is neessarily the
Fermat extension of its restrition f |R to the standard points only.
Lemma 9.4.1. If f : •R −→ R is smooth (i.e. it is an arrow of •C∞), then
1. f |R : R −→ R is smooth in C∞
2. f = • (f |R).
Proof: To prove 1. we only have to onsider the general Theorem 6.3.2
about the restrition of maps. Indeed, sine the map f has only values in R,
we have f(R) ⊆ R and hene sine f : •R −→ R in •C∞, we have
f |R : (R ≺ •R) = R¯ −→ (R ≺ R) = R¯ in •C∞,
from whih the onlusion 1. follows thanks to Theorem 9.3.1.
To prove 2. we will use Theorem 9.2.4. In fat, for every x ∈ •R we
an write f(y) = γ(p, y) for every y ∈ V in an open neighborhood V of
x. Possibly onsidering the omposition with a translation, we an suppose
◦p = 0 and hene p ∈ Dpn ⊆ •Rp for some order n ∈ N>0. Considering the
innitesimal Taylor's formula of γ of order n with respet to the variable
p ∈ •Rp, we have
f(y) = γ(0+ p, y) =
∑
|α|≤n
pα
α!
· ∂α1 γ(0, y) ∀y ∈ V, (9.4.2)
where ∂1 indiates the derivation with respet to the rst slot in γ(−,−).
But f(y) ∈ R and hene ◦(f(y)) = f(y), so the innitesimal part of f(y) is
zero. From (9.4.2) we thus obtain
∑
|α|≤n
α6=0
pα
α!
· ∂α1 γ(0, y) = 0.
Therefore f(y) = γ(0, y) for every y ∈ V and hene f(x) = γ(0, x) =
• [γ(0,−)] (x) = •f |R(x).
From this lemma we obtain the following expeted result:
Corollary 9.4.2. If f : •R −→ R is smooth, then f is onstant.
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Proof: From the previous Lemma 9.4.1, if g := f |R, then f = •g, hene
using the derivation formula with g we have
∀x ∈ R ∀h ∈ D : f(x+ h) = f(x) + h · g′(x). (9.4.3)
But f(x+h) ∈ R hene f(x+h) = ◦f(x+ h) = ◦ [f(x) + h · g′(x)] = ◦f(x) =
g(x), so from (9.4.3) we obtain f(x+ h) = g(x) = g(x) + h · g′(x) and hene
g′(x) = 0 and so g is onstant beause from Lemma 9.4.1 we have that
g : R −→ R is smooth.
The most natural example of a funtion dened on
•R but with standard
values is the standard part map
◦(−) : •R −→ R, whih of ourse is not
onstant, so we have the following
Corollary 9.4.3. The standard part map
◦(−) : •R −→ R is not smooth.
As a onsequene of this orollary we have that the standard part funtor
annot exists. We will prove this assertion in two ways:
Theorem 9.4.4. Let
¯(−) : C∞
sep
−→ •C∞ be the embedding of separated C∞-
spaes into the ategory
•
C
∞
of Fermat spaes (see Setion 9.3). Then, there
does not exist a funtor
◦(−) : •C∞ −→ C∞
with the following properties:
1. There exists a universal arrow of the form (η, •R) : R η−−−→ ◦(•R).
2. In C
∞
we have the isomorphism
◦R¯ ≃ R.
3. The funtor
◦(−) preserves terminal objets.
Therefore, there does not exists a right adjoint of the Fermat funtor that
satises the isomorphism
◦R¯ ≃ R in C∞ and preserves terminal objets.
Proof: We proeed by redution to the absurd, realling (see Appendix A)
that suh a universal arrow has to verify
•R ∈ •C∞ (trivial)
C
∞
 R
η−−−−→ ◦(•R),
and has to be the o-simplest arrow among all arrows satisfying this property,
i.e. for every pair (µ,A) that veries
A ∈ •C∞ (9.4.4)
C
∞
 R
µ−−−−→ ◦A, (9.4.5)
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there exists one and only one arrow ϕ suh that
•
C
∞

•R
ϕ−−−−−→ A (9.4.6)
C
∞
 R
η //
µ
!!C
CC
CC
CC
CC
CC
CC
◦(•R)
◦ϕ

◦A
(9.4.7)
Let us set A = R¯ ∈ •C∞ in (9.4.4) and (9.4.5) and let µ : R −→ ◦R¯ be the
C
∞
-isomorphism of the hypothesis
◦R¯ ≃ R, then by (9.4.6) and (9.4.7) we
obtain that ϕ : •R −→ R¯ in •C∞ and η · ◦ϕ = µ. From Corollary 9.4.2 we
have that ϕ must be onstant, that is there exist a value r ∈ R suh that
•R
ϕ //
t
  @
@@
@@
@@
@@
@@
@
R¯
1
r
OO
where 1 ∈ •C∞ is the terminal objet. Therefore ϕ = t · r and hene
◦ϕ = ◦t · ◦r sine ◦(−) is supposed to be a funtor. So the map ◦ϕ fators
through
◦1 whih, by hypothesis, is the terminal objet of C∞, hene ◦ϕ is
onstant too. But this is impossible beause η · ◦ϕ = µ and µ : R −→ ◦R¯ is
an isomorphism.
Finally, we want to prove a similar onlusion starting from the equiva-
lene (9.4.1)
Theorem 9.4.5. The equivalene (9.4.1) is false for n = ∞, X = Y = R
and f = ◦(−) : •R −→ R the standard part map if ◦R¯ = R and ◦(◦(−)) =
◦(−).
Proof: Indeed from Corollary 9.4.3 we know that the standard part map
f is not smooth, that is the property •C∞  •R f−−−→ R is false. On the
other hand, we have that for X = Y = R and f = ◦(−) the property
C
∞
 X
◦f−−−−→ ◦Y beomes
C
∞
 R
◦(◦(−))−−−−−−−−−→ ◦R¯
that is, by the assumed hypotheses
C
∞
 R
◦(−)−−−−−−−→ R,
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whih is true beause the standard part map is the identity on R.
Analyzing the proofs of these theorems, we an see that the only possi-
bility to avoid this impossibility result is to hange radially the denition
of the ategory of Fermat spaes
•
C
∞
so as to inlude non onstant maps
of the form f : •R −→ R. This seems possible thanks to the exibility of
the artesian losure onstrution (Chapter 6), but this idea has not been
developed in the present work.
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Chapter 10
Logial properties of the
Fermat funtor
In this setion we want to investigate some logial properties of the Fermat
funtor, with the aim to arrive to a general transfer theorem. We will see that
there are strit onnetions between the Fermat funtor and intuitionisti
logi.
10.1 Basi logial properties of the Fermat funtor
In this setion we will start to investigate some basi logial properties of
the Fermat funtor, i.e. the relationships between a given logial operator
(i.e. a propositional onnetive or a quantier) and the related preservation
of the Fermat funtor of that operator.
The rst theorem establishes the relationships between the Fermat fun-
tor and the preservation of impliation.
Theorem 10.1.1. Let X, Y ∈ C∞ with |X| is open in Y and suh that
X ⊆ Y in C∞ (see Setion 6.3), then •X ⊆ •Y in •C∞.
In other words, the Fermat funtor preserves impliation if the anteedent is
a property represented by an open set.
Proof: Let us rst assume that X ⊆ Y and reall that X ⊆ Y means
|X| ⊆ |Y | and X = (|X| ≺ Y ), i.e. the spae X has exatly the struture
indued by the superspae Y on one of its subsets. This is equivalent to the
following two properties:
∀δ : δ ∈H X =⇒ δ ∈H Y (10.1.1)
∀δ : δ : |H| −→ |X| , δ · i ∈
H
Y =⇒ δ ∈
H
X, (10.1.2)
where i : |X| →֒ |Y | is the inlusion. Using the Fermat funtor we have that
•i : •X −→ •Y in •C∞. How does the map •i at? If, to be more lear,
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we use the notation [x]X := [(xt)t]∼ with expliit use of equivalene lasses,
then we have
∀x : [x]X ∈ |•X| =⇒ •i ([x]X) = [x · i]Y = [x]Y ∈ |•Y |,
hene
•i : [x]X 7→ [x]Y . We want to prove that this map is injetive. In
fat, let us take [x]X , [y]X ∈ •X suh that [x]Y = [y]Y and an observable
ψ : (V ≺ X) −→ K dened on the open set V ∈ τX. From the results of
Setion 6.3 it follows that (V ≺ X) = (V ≺ (|X| ≺ Y )) = (V ≺ Y ) and also
that V ∈ τ Y beause, by hypothesis, |X| is open in Y . Therefore V K is a
zone of Y too and hene ψ : (V ≺ Y ) −→ K is an observable of Y . From
the equality [x]Y = [y]Y it follows
x0 ∈ V ⇐⇒ y0 ∈ V
x0 ∈ V =⇒ ψ(xt) = ψ(yt) + o(t)
whih proves that [x]X = [y]X , that is the map
•i is injetive. This injetion
is exatly the generalization of the identiation that permits to write
•U ⊆
•Rk if U is open in Rk (see Setion 8.2). For these reasons we simply write
|•X| ⊆ |•Y | identifying |•X| with •i(|•X|) ⊆ |•Y |. Now we have to prove
that
•X ⊆ •Y , i.e. •X = (|•X| ≺ •Y ), i.e. •(|•X|X) = (|•X| ≺ •Y ) sine
•X = •(|•X|X) by the Denition 9.1.1 of Fermat funtor. So, let us rst
onsider a generi gure δ ∈
S
•X of type S ∈ S•R∞; using Theorem 9.2.4
we have that for every s ∈ S there exists an open neighborhood V = •B ∩S
of s in S suh that either δ|V is onstant or we an write δ|V = •γ(p,−)|V
for some γ ∈ C∞(A×B,X). In the rst ase, trivially δ|V ∈S (|•X| ≺ •Y ),
beause any spae always ontains all onstant gures. In the seond ase,
sine i ∈ C∞(X,Y ) we have γ · i = γ ∈ C∞(A×B,Y ) and, one again from
Theorem 9.2.4, we obtain that δ|U ∈U (|•X| ≺ •Y ). From the sheaf property
of the spae (|•X| ≺ •Y ) the onlusion δ ∈
S
(|•X| ≺ •Y ) follows.
Vie versa if δ ∈
S
(|•X| ≺ •Y ), then δ ∈
S
(|•X|•Y ) by Theorem 9.2.5 so
that, using again Theorem 9.2.4 and notations similar to those used above,
we have that either δ|V is onstant or δ|V = •γ(p,−)|V , but now with γ ∈
C
∞(A × B,Y ). The rst ase is trivial. For the seond one, it sues to
restrit γ so as to obtain a funtion with values in X instead of Y . But
|X| is open in Y so γ−1(|X|) is open in A × B. Thus, we an nd C and
D open neighborhood of ◦p and ◦s respetively suh that µ := γ|C×D ∈
C
∞(C × D, (|X| ≺ Y )) = C∞(C × D,X), the last equality following from
X ⊆ Y . Of ourse δ|•D∩S = •µ(p,−)|•D∩S and hene δ ∈S •X.
The following theorem says that the Fermat funtor takes open sets to
open sets.
Theorem 10.1.2. If X ∈ C∞ and U is open in X, then •U is open in •X
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Proof: From the previous theorem we know that |•U | ⊆ |•X|. Let us take
a gure d ∈
S
•X of type S ⊆ •Rs; to prove that •U is open in •X we have
to prove that d−1(•U) is open in S, that is we have to prove that d−1(•U)
is generated by sets of the form
•C ∩ S for C open in Rs. So, let us take a
point s ∈ d−1(•U), one again from the haraterization of the gures of •X
(Theorem 9.2.4), we have the existene of an open neighborhood V = •B∩S
of s in S suh that either d|V is onstant, or we an write d|V = •γ(p,−)|V ,
for γ ∈ C∞(A × B,X) and p0 ∈ A open in Rp. In the rst trivial ase
we an take C := Rs, so we an onsider the seond one only. Beause
d(s) ∈ •U , we have that ◦d(s) = γ(p0, s0) ∈ U . Sine U is open in X, we
have that γ−1(U) is open in A × B, so from (p0, s0) ∈ γ−1(U) we get the
existene of two open sets D and C, respetively in A ⊆ Rp and B ⊆ Rs,
suh that (p0, s0) ∈ D ×C ⊆ γ−1(U). From this we obtain that s ∈ •C ∩ S,
whih is the rst part of our onlusion. But C is open in B, so •C ⊆ •B
from the previous theorem and hene
•C ∩ S ⊆ •B ∩ S = V , and we an
write d(x) = •γ(p, x) for every x ∈ •C ∩ S. Therefore ◦d(x) = γ(p0, x0) ∈ U
beause (p0, x0) ∈ D×C ⊆ γ−1(U). From ◦d(x) ∈ U we hene get d(x) ∈ •U
beause U is open, and hene we have also proved that x ∈ d−1(U) for every
x ∈ •C ∩ S, whih is the nal part of our onlusion.
From this theorem we also obtain the important onlusion that the Fermat
funtor preserves open overs, i.e. if (Uα)α∈A is an open over of X ∈ C∞,
then (•Uα)α∈A is an open over of
•X.
The following theorem is the onverse of the previous 10.1.1 in the ase
where the spaes are separated.
Theorem 10.1.3. In the hypothesis of Theorem 10.1.1, if X and Y are sep-
arated, then
•X ⊆ •Y in •C∞ implies X ⊆ Y in C∞.
Proof: If δ ∈U X is gure, then •δ : •U −→ •X in •C∞ and hene •δ ∈•U
•X. but •X ⊆ •Y , so •δ ∈•U •Y . From Corollary 9.3.2 we thus have δ ∈U Y .
It remains to prove ondition (10.1.2). If δ · i ∈
H
Y , then •δ · •i ∈•H •Y .
Realling that
•X is always identied with •i(•X), we an set j : •i(•X) →֒
•Y the inlusion so that •δ ·•i = •δ ·•i ·j ∈•H •Y and hene •δ ·•i ∈•H •i(•X)
sine
•i(•X) ⊆ •Y . Using the identiation
•
C
∞

•i : •X ∼
// •i(•X)
this means that
•δ ∈•H •X and hene δ ∈H X from Corollary 9.3.2.
From the preservation of the inlusion we an prove that if X is an open
subspae of Y , then the operators (− ≺ •X) and (− ≺ •Y ) ondut to the
same subspaes, i.e. we an hange the superspae Y with any other open
superspae X.
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Corollary 10.1.4. If X ⊆ Y in C∞, |X| is open in Y and Z ⊆ |•X| then
(Z ≺ •X) = (Z ≺ •Y ).
Proof: This is a trivial onsequene of Corollary 6.3.3. In fat sine from
Theorem 10.1.1, we have that
•X ⊆ •Y in •C∞ and hene we an apply the
ited Corollary 6.3.3.
From this result we an prove that the Fermat funtor preserves also
ounter images of open sets through C
∞
funtions.
Theorem 10.1.5. Let f : X −→ Y and Z ⊆ Y in C∞, with |Z| open in
Y . Moreover dene the spaes •f−1(•Z) := (•f−1(|•Z|) ≺ •X) ∈ •C∞ and
f−1(Z) := (f−1(|Z|) ≺ X) ∈ C∞. Then we have the equality
•[f−1(Z)] = •f−1(•Z)
as Fermat spaes.
Proof: Let us start from the support sets of the two spaes:
x ∈ •f−1(|•Z|) = (•f)−1 (|•Z|) ⇐⇒ •f(x) ∈ |•Z|
⇐⇒ ∀0t : f(xt) ∈ |Z|
On the other hand we have
x ∈ • [f−1(|Z|)] ⇐⇒ ∀0t : xt ∈ f−1(|Z|)
⇐⇒ ∀0t : f(xt) ∈ |Z|
Hene the support sets are equal. Now we have
•
[
f−1(Z)
]
= •
(
•
[
f−1(|Z|)] f−1(Z)) = (• [f−1(|Z|)] ≺ • [f−1(Z)]) ,
(10.1.3)
the rst equality following from the Denition 9.1.1 of Fermat funtor, and
the seond one from Theorem 9.2.5. But f−1(|Z|) is open in X beause |Z|
is open in Y , hene from the previous Corollary 10.1.4 we an hange in
(10.1.3) the superspae
•
[
f−1(Z)
]
with
•X ⊇ • [f−1(Z)], hene
•
[
f−1(Z)
]
=
(
•
[
f−1(|Z|)] ≺ •X) = (•f−1(|•Z|) ≺ •X) = •f−1(•Z),
where we have used the equality of support sets, i.e.
•
[
f−1(|Z|)] = •f−1(|•Z|)
and the denition of the spae
•f−1(•Z).
Now we onsider the relationships between the Fermat funtor and the
other propositional onnetives.
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Theorem 10.1.6. The Fermat funtor preserves intersetions and unions
of open sets and the intuitionisti negations, i.e.
1. If A ⊆ X and B ⊆ X in C∞ and |A|, |B| are open in X, then
•(A ∩X B) = •A ∩•X •B
and
•(A ∪X B) = •A ∪ •B
where, e.g. A∪XB := (|A|∪|B| ≺ X), •A∩•X •B := (|•A|∩|•B| ≺ •X),
et.
2. If X ⊆ Y in C∞ and |X| is open in Y , then
• [intY (Y \X)] ⊆ int•Y (•Y \ •X),
where intT (S) is the interior of the set S in the topologial spae T .
3. In the hypotheses of the previous item, if X and Y are separated and
the topology of
•Y is generated by open subsets of the form •B with B
open in Y , i.e. A =
⋃ {•B ⊆ A |B ∈ τ Y } for every A ∈ τ •Y , then
• [intY (Y \X)] = int•Y (•Y \ •X),
i.e. in this ase the Fermat funtor preserves intuitionisti negations.
When the topology of a Fermat spae of the form
•Y is generated by
open subsets of the form
•B with B open in Y , we will say that the topology
of
•Y is •(−)-generated.
Proof:
1. We start proving that the spae A ∩X B is the inmum of the spaes A
and B with respet to the partial order of inlusion between C∞ spaes. In
fat, beause of Corollary 10.1.4 we have
A ∩X B = (|A| ∩ |B| ≺ X) = (|A| ∩ |B| ≺ A) = (|A| ∩ |B| ≺ B),
that is, A∩X B ⊆ A and A∩X B ⊆ B. Now, let us onsider a spae C ∈ C∞
suh that C ⊆ A and C ⊆ B, then |C| ⊆ |A| ∩ |B| and, e.g., C = (|C| ≺
A) = (|C| ≺ (|A| ≺ X)) = (|C| ≺ X). But |A ∩X B| is open in X and we
an hene apply Corollary 10.1.4 again, obtaining C = (|C| ≺ A ∩X B), i.e.
C ⊆ A ∩X B. Analogously we an prove that A ∪X B is the supremum of
the spaes A and B, or the analogous properties in the ategory •C∞.
Therefore, from A∩XB ⊆ A and A∩XB ⊆ B we obtain •(A∩X B) ⊆ •A
and
•(A ∩X B) ⊆ •B and hene •(A ∩X B) ⊆ •A ∩•X •B beause of the
greatest lower bound property. Vie versa, if δ ∈
S
•A ∩•X •B is a gure
of type S ⊆ •Rs, then using the haraterization of the gures of a Fermat
spae, i.e. Theorem 9.2.4, we an say that for every s ∈ S there exists an
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open neighborhood V = •C ∩ S of s suh that either δ|V is onstant or
we an write δ|V = •γ(p,−)|V for γ ∈ C∞(C × D,X). In the rst ase
δ|V ∈V •(A ∩X B); in the seond one ◦δ(s) = γ(p0, s0) ∈ A ∩X B, therefore
we an nd a suiently small neighborhood E × F of (p0, s0) suh that
for U := •F ∩ S we have δ|U = •γ(p,−)|U : U −→ •(A ∩X B), so that
δ|U ∈U •(A ∩X B). The onlusion δ ∈S •(A ∩X B) follows from the sheaf
property of the spae
•(A∩X B). Analogously we an prove that the Fermat
funtor preserves unions of C
∞
spaes.
2. Let us start proving that intY (Y \X) veries the expeted lattie prop-
erties. Being dened as a subspae of Y , we have
C
∞
 intY (Y \X) ⊆ Y. (10.1.4)
Moreover, beause |intY (Y \X)| ⊆ |Y |\|X|, we have that |X|∩|intY (Y \X)| =
∅, so
C
∞
 X ∩ intY (Y \X) = ∅. (10.1.5)
Now, we an prove that among the open subspaes of the spae Y , the
subspae intY (Y \ X) is the greatest one verifying the previous properties
(10.1.4) and (10.1.5). Indeed if A ∈ C∞ is open in Y , i.e. |A| ∈ τ Y , and
A ⊆ Y , X ∩ A = ∅, onsidering its support set we have |A| ⊆ |Y | \ |X| and
hene |A| ⊆ |intY (Y \X)| beause |A| is open in Y . From A ⊆ Y , and using
Corollary 10.1.4 we also get
A = (|A| ≺ Y ) = (|A| ≺ intY (Y \X)),
that is A ⊆ intY (Y \X).
Applying the Fermat funtor to the properties (10.1.4) and (10.1.5) we
obtain
• [intY (Y \X)] ⊆ •Y and •X ∩ • [intY (Y \X)] = ∅, and hene
• [intY (Y \X)] ⊆ int•Y (•Y \ •X)
3. To prove the opposite inlusion, let us take a gure δ ∈
S
int
•Y (
•Y \ •X)
of type S ⊆ •Rs. Then, for every s ∈ S we have δ(s) ∈ int•Y (•Y \ •X), so
that δ(s) ∈ A ⊆ |•Y | \ |•X|, with A open in •Y . But, by hypothesis, we
an nd an open set B ∈ τ Y suh that δ(s) ∈ •B ⊆ A ⊆ |•Y | \ |•X|, and
hene B ⊆ intY (Y \ X) beause B ⊆ •B and |X| ⊆ |•X| (all the spaes
and their subspaes are separated by hypothesis). Now, we an proeed in
the usual way using the haraterization of the gures of a Fermat spae
(Theorem 9.2.4), from whih we get the existene of an open neighborhood
V = •C ∩ S of s suh that either δ|V is onstant or we an write δ|V =
•γ(p,−)|V for γ ∈ C∞(C ×D,Y ). In the rst ase δ|V ∈V • [intY (Y \X)];
in the seond one
◦δ(s) = γ(p0, s0) ∈ B, therefore we an nd a suiently
small neighborhood E × F of (p0, s0) suh that for U := •F ∩ S we have
δ|U = •γ(p,−)|U : U −→ •B, so that δ|U ∈U •B ⊆ • [intY (Y \X)]. The
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onlusion δ ∈
S
• [intY (Y \X)] follows from the sheaf property of the spae
• [intY (Y \X)].
Denition 10.1.7. If X, Y ∈ C∞ are separated spae and |X| is open in
Y , then we will use the notation
¬YX := (intY (Y \X) ≺ Y )
¬•Y •X := (int•Y (•Y \ •X) ≺ •Y ) .
Moreover, if A, B are open in Y , then we also set
A⇒Y B := ¬YA ∪Y B.
Therefore, from the previous theorem we an say that
•(¬YX) = ¬•Y •X
• (A⇒Y B) = (•A⇒•Y •B)
Let us note that the hypotheses of 3. in the previous theorem are surely
veried for X, Y manifolds.
Finally, we have to onsider the relationships between the Fermat funtor
and the logial quantiers.
Denition 10.1.8. Let F be a ategory of types of gures and f : X −→ Y
be an arrow of the artesian losure F¯ . Then for Z ⊆ |X| we set
∃f (Z) := (f(Z) ≺ Y ) (10.1.6)
∀f (Z) := (intY {y ∈ |Y | | f−1({y}) ⊆ Z} ≺ Y ) (10.1.7)
Theorem 10.1.9. Let f : X −→ Y be a C∞-map. Moreover, let us suppose
that
1. Z is open in X,
2. f is open with respet to the topologies τX and τ Y ,
3. f |Z : (Z ≺ X) −→ (f(Z) ≺ Y ) has a left1 inverse in C∞,
4. X, Y are separated.
Then we have
•(∃f (Z)) = ∃ •f (•Z)
i.e., in these hypotheses, the Fermat funtor preserves existential quantiers.
1
Let us note that here the word left is with respet to the omposition of funtions rep-
resented by the symbol (f · g) (x) = g(f(x)) (that permits an easier reading of diagrams),
so that it orresponds to right with respet to the notation with (f ◦ g) (x) = f(g(x)).
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Theorem 10.1.10. Let f : X −→ Y be a C∞-map. Moreover, let us suppose
that
1. Z is open in X,
2. the topology of
•Y is •(−)-generated,
3. X, Y are separated.
Then we have
•(∀(Z)) = ∀ •f (•Z)
i.e., in these hypotheses, the Fermat funtor preserves existential quantiers.
To motivate the denitions (10.1.6) and (10.1.7) we an onsider as f a
projetion p : A×B −→ B of a produt, then for Z ⊆ |A×B| we have
|∃p(Z)| = p(Z) = {b | ∃x ∈ Z : b = p(x)} = {b ∈ B | ∃a ∈ A : Z(a, b)},
where we used Z(a, b) for (a, b) ∈ Z. This justies the denition of ∃f as a
generalization of this ∃p.
Taking the dierene |Y | \ |∃f (Z)| we obtain
|Y | \ |∃f (Z)| = |Y | \ f(Z) = {y ∈ Y | ¬(∃x ∈ Z : y = f(x))} =
= {y | ∀x ∈ X : y = f(x)⇒ x /∈ Z} =
= {y | f−1({y}) ⊆ X \ Z} =
= |∀f (X \ Z)|
This justies fully the denition of ∀f in the ase of lassial logi. For
example, in the ase of a projetion p : A × B −→ B, for Z ⊆ |A × B| we
have
|∀p(Z)| = {b | ∀x ∈ X : b = p(x)⇒ x ∈ Z} = {b ∈ B | ∀a ∈ A : Z(a, b)}
In an intuitionisti ontext
2
the interpretation of a formula in a topologial
spae must always result in an open set (We reall that like the lassial
logi an be interpreted in any boolean algebra of generi subsets of a given
superset, the intuitionisti logi an be interpreted in the Heyting algebra of
the open sets of any topologial spae (see e.g. Rasiowa and Sikorski [1963℄,
Sott [1968℄) and this motivates the use of the interior operator intY in the
denition (10.1.7). Finally, we reall that the projetion of a produt is
always an open map if on the produt spae A × B we have the produt
2
We reall that in intuitionisti logi a quantier annot be dened starting from the
other one; the best result that it is possible to obtain is that [∀x : ¬ϕ(x)] ⇐⇒ [¬∃x :
ϕ(x)], where it is important to reall that, in general, ¬¬ϕ(x) is not equivalent to ϕ(x) in
intuitionisti logi (as it an be guessed using topologial onsiderations, beause of the
interior operator, starting from our Denition 10.1.7 of negation).
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topology, like in our ontext if A and B are manifolds (see Setion 9.2,
(6.3.2) and the nal disussion in Setion 6.3). Moreover if a ∈ A, then
g : b ∈ B −→ (a, b) ∈ A×B is a left inverse of lass C∞ of the projetion p,
so the map p veries all the hypotheses of Theorem 10.1.9.
To prove this theorem we need the following two lemmas, whih repeat
in our ontext well known results (see e.g. Taylor [1999℄).
Lemma 10.1.11. If F is a ategory of types of gures, and f : X −→ Y in
F¯ , then we have:
1. If A, A′ are subspaes of X (not neessarily open) with A ⊆ A′, then
∃f (A) ⊆ ∃f (A′).
2. If A ⊆ X and B ⊆ Y , then in the ategory F¯ we have the equivalene
A ⊆ f−1(B)
∃f (A) ⊆ B (10.1.8)
that is ∃f ⊣ f−1 with respet to the order relation ⊆ between subspaes.
Lemma 10.1.12. If F is a ategory of types of gures, and f : X −→ Y in
F¯ , then we have:
1. If A, A′ are subspaes of X (not neessarily open) with A ⊆ A′, then
∀f (A) ⊆ ∀f (A′).
2. if A ⊆ X and B ⊆ Y , then in the ategory F¯ we have the equivalene
f−1(B) ⊆ A
B ⊆ ∀f (A) (10.1.9)
that is f−1 ⊣ ∀f with respet to the order relation ⊆ between subspaes.
Lemma 10.1.13. If f : X −→ Y in C∞ and Z ⊆ |X|, then
• (f |Z) = •f |•Z
Proof: Both the funtions are dened in
•Z = •(Z ≺ X), so let x ∈ •Z, we
have
• (f |Z) (x) = (f(xt))t≥0 = (•f |•Z) (x).
Proof of Lemmas 10.1.11 and 10.1.12: let us assume that A and A′
are subspaes of X with A ⊆ A′. We reall that ∃f(A) = (f(A) ≺ Y ) and
∃f (A′) = (f(A′) ≺ Y ); but |f(A)| ⊆ |f(A′)|, we an hene apply Corollary
6.3.3 to hange in ∃f (A) the superspae Y with the superspae (f(A′) ≺
Y ) ⊆ Y , obtaining
∃f (A) = (f(A) ≺ (f(A′) ≺ Y )) = (f(A) ≺ ∃f (A′)),
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that is ∃f (A) ⊆ ∃f (A′).
Now let us assume that A ⊆ f−1(B), then |f(A)| ⊆ B as sets so that,
applying one again Corollary 6.3.3 we an hange the superspae Y in
∃f (A) = (f(A) ≺ Y ) with the superspae B obtaining ∃f (A) = (f(A) ≺ B),
that is the onlusion ∃f (A) ⊆ B. Reversing this dedution we an obtain
a proof for the opposite impliation. In a similar way we an also prove the
analogous properties of the universal quantier.
Proof of Theorem 10.1.9: The rst idea is to use the uniqueness of
the adjoints of f−1, that is the property that the spaes ∃f (A) and ∀f (A)
are uniquely determined by the equivalenes (10.1.8) and (10.1.9) respe-
tively, and to use the preservation of the relation X ⊆ Y by the Fermat
funtor. Indeed, if we suppose that
•Z ⊆ •f−1(•W ), then we also have
•Z ⊆ • (f−1(W )) by the preservation of ounter images. By Theorem 10.1.3
this implies Z ⊆ f−1(W ) and hene ∃f (Z) ⊆ W by Lemma 10.1.11 and so
• (∃f (Z)) ⊆ •W applying the preservation of impliations. At the same time,
the hypothesis
•Z ⊆ •f−1(•W ) implies ∃ •f (•Z) ⊆ •W sine Lemma 10.1.11
is true for the ategory
•
C
∞
too. All these impliations an be reversed in
a diret way using Theorem 10.1.3 and our hypothesis that the spaes X
and Y (and hene all their subspaes) are separated. Therefore, we have the
equivalenes
•Z ⊆ •f−1(•W )
∃ •f (•Z) ⊆ •W
• (∃f (Z)) ⊆ •W
(10.1.10)
In them, if we set W := ∃f (Z), then the third one is trivially true, and from
the seond one we obtain
∃ •f (•Z) ⊆ • (∃f(Z)) . (10.1.11)
This part of the dedution annot be reversed beause, e.g., in (10.1.10)
instead of a generi subspae of
•Y we have a subspae of the form •W only.
So, let us rst reall that
•(∃f (Z)) = •(f(Z) ≺ Y )
∃ •f (•Z) = (•f(•Z) ≺ •Y )
To prove the opposite relations of (10.1.11) we need to assume the existene
of a left inverse g of the restrition f |Z , i.e. a C∞-map g : (f(Z) ≺ Y ) −→
(Z ≺ X) suh that g · f |Z = 1f(Z). Let us take a gure δ ∈S •(∃f (Z)) of
type S ⊆ •Rs. Then
•
C
∞
 S
δ // •(f(Z) ≺ Y )
•g // •(Z ≺ X) ,
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and hene δ · •g ∈
S
•(Z ≺ X). Composing this map with the restrition
•(f |Z) = •f |•Z : •(Z ≺ X) −→ (•f(•Z) ≺ •Y ) we obtain
δ · •g · •f |•Z = δ · •(g · f |Z) = δ ∈S (•f(•Z) ≺ •Y ) = ∃ •f (•Z).
We have hene proved the rst ondition (10.1.1) to prove that
• (∃f(Z)) ⊆
∃ •f (•Z). This part of the dedution also proves that we have the relation
|•(∃f (Z))| ⊆ |∃ •f (•Z)| between the orresponding support sets. Hene we
an now prove the seond ondition (10.1.2); let us onsider a map δ : S −→
|•(∃f (Z))| suh that δ · i ∈S ∃ •f (•Z), where i : |•(∃f (Z))| →֒ |∃ •f (•Z)|
is the inlusion map. So we have δ · i = δ ∈
S
∃ •f (•Z) and hene also
δ ∈
S
• (∃f (Z)) sine (10.1.11). This easily proves also the seond ondition
(10.1.2) and hene ∃ •f (•Z) = • (∃f (Z)).
Proof of Theorem 10.1.10: Analogously to how we did in the previous
proof, we an proeed for the universal quantier obtaining the equivalenes
•f−1(•W ) ⊆ •Z
•W ⊆ ∀ •f (•Z)
•W ⊆ • (∀f (Z))
(10.1.12)
from whih we obtain
• (∀f(Z)) ⊆ ∀ •f (•Z). (10.1.13)
Now, let us onsider the opposite inlusion, realling that
•(∀f (Z)) = •(
[
intY
{
y | f−1{y} ⊆ Z}] ≺ Y )
∀ •f (•Z) = (int•Y
{
y | •f−1{y} ⊆ •Z} ≺ •Y ).
So let us onsider a gure δ ∈S ∀ •f (•Z) and a point s ∈ S, then
δ(s) ∈ (int•Y
{
y | •f−1{y} ⊆ •Z} ≺ •Y ).
Beause, by hypothesis, the topology of
•Y is generated by open sets of the
form
•U , U ∈ τX , by the denition of interior we obtain
∃U ∈ τX : δ(s) ∈ •U ⊆
{
y | •f−1{y} ⊆ •Z} . (10.1.14)
It is natural to expet that the property
•f−1{y} ⊆ •Z an be extended to
the whole set
•U , indeed
∀x ∈ •f−1(•U) : •f(x) ∈ •U
•f−1{•fx} ⊆ •Z by (10.1.14)
but x ∈ •f−1{•fx}
hene x ∈ •Z.
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Therefore we have
•f−1(•U) ⊆ •Z, that is • (f−1(U)) ⊆ •Z, and hene
f−1(U) ⊆ Z beause we are onsidering separated spaes, and so U ⊆ ∀f (Z).
But δ(s) ∈ •U , and setting V := δ−1(•U) we obtain an open neighborhood
of s suh that
δ|V : V −→ •U.
Therefore δ|V ∈V •U ⊆ • (∀f (Z)). The onlusion δ ∈S • (∀f(Z)) follows
from the sheaf property of the spae
• (∀f (Z)). The seond ondition (10.1.2)
an be proved analogously to what we already did above for the existential
quantier.
10.2 The general transfer theorem
In this setion, for simpliity of notations, every arrow f of the ategories
C
∞
and
•
C
∞
is supposed to have unique domain and odomain (they will
be denoted by dom(f) and od(f) respetively; see Appendix A for more
details about this hypothesis, whih at a rst reading may seem trivial).
In the previous setion, it has been underlined that the logial operators
dened above, like A∩Y B or ¬YB, or ∀f (A) take subspaes of a given spae
Y to subspaes of the same or of another spae (like e.g. f−1(A) ⊆ X if
A ⊆ Y ). Therefore, we have now the possibility to ompose these operators
to onstrut new spaes, like e.g. the following
S := ∀ε (A⇒Z ∃δ (B ∩Y ∀x (C ⇒X D))) ∈ C∞, (10.2.1)
where e.g.
X
x−−−−→ Y δ−−−−→ Z ε−−−−→W (10.2.2)
C,D ⊆ X (10.2.3)
B ⊆ Y (10.2.4)
A ⊆ Z (10.2.5)
In this setion, we want to
1. dene the family of formulae, like that used in (10.2.1) to dene S, that
permit to dene spaes in C
∞
or in
•
C
∞
by means of logial operators;
2. show that to eah formula there orresponds a suitable operator that
maps subspaes of C
∞
into new subspaes of the same ategory;
3. dene a
•(−)-transform •ξ of a formula ξ, alled the Fermat transform
of ξ. To the Fermat transform •ξ orresponds an operator ating on
spaes of the ategory
•
C
∞
;
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4. nd a way to assoiate to every formula ϕ, a set of onditions like
(10.2.2), (10.2.3), (10.2.4), (10.2.5) and other suitable hypotheses that
will permit to apply all the theorems of the previous Setion 10.1.
Indeed, in the general transfer theorem we have to assume on super-
spaes, subspaes and maps, all the hypotheses of the theorems of the
previous setion, if we want that the Fermat funtor preserves all the
logial operations;
5. prove that the operator orresponding to
•ξ is the Fermat transform
of the operator orresponding to the formula ξ, that is the general
transfer theorem.
We will also inlude, in our formulae, the symbol of produt beause in ase
of manifolds the Fermat funtor preserves also this operation (see Theorem
9.2.3).
Denition 10.2.1. Let
S := {p×q, p¬q, p⇒q, p∩q, p∪q, p∃q, p∀q, p−1q, p(q, p)q}
be a set of distint elements alled symbols. An expression in C
∞
is a nite
sequene of symbols in S, objets or arrows of C∞. Sequenes of length 0
are admitted, but those of length 1 are identied with the element itself. For
example the following
p¬YAq := (p¬q, Y,A)
p∃f (A)q := (p∃q, f, p(q, A, p)q)
are examples of expressions. We will use similar abbreviations for other
expressions like, e.g., pA⇒Y Bq := (A, p⇒q, Y,B).
If ϕ and ψ are expressions, then with the symbol p(ϕ ∩χ ψ)q we mean the
n-tuple (p(q, ϕ, p∩q, χ, ψ, p)q). We will use similar notations to onstrut
expressions, like e.g.
p∃f (ϕ)q := (p∃q, f, p(q, ϕ, p)q).
We will denote with L+(C∞) the intersetion of all the lasses L of expres-
sions verifying
1. If A ∈ C∞, then A ∈ L
2. If ϕ, χ, ψ ∈ L, then
p(ϕ× ψ)q , p¬χϕq , p(ϕ⇒χ ψ)q , p(ϕ ∩χ ψ)q , p(ϕ ∪χ ψ)q ∈ L
(10.2.6)
3. If f is an arrow of C∞ and ϕ ∈ L, then
p∃f (ϕ)q , p∀f (ϕ)q , pf−1(ϕ)q ∈ L
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An analogous denition an be stated in the ategory
•
C
∞
, and the related
lass of expressions will be denoted by L+(•C∞).
As usual, see e.g. Monk [1976℄, we an prove the following
Theorem 10.2.2. If ξ ∈ L+(C∞), then one and only one of the following
holds:
1. ξ = A for some objet A ∈ C∞ (expression of length 1);
2. ξ = p(ϕ× ψ)q for some ϕ, ψ ∈ L+(C∞);
3. ξ = p¬χψq for some χ, ψ ∈ L+(C∞);
4. ξ = p(ϕ⇒χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞);
5. ξ = p(ϕ ∩χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞);
6. ξ = p(ϕ ∪χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞);
7. ξ = p∃f (ϕ)q for some ϕ ∈ L+(C∞) and some arrow f of C∞;
8. ξ = p∀f (ϕ)q for some ϕ ∈ L+(C∞) and some arrow f of C∞;
9. ξ = pf−1(ϕ)q for some ϕ ∈ L+(C∞) and some arrow f of C∞.
Moreover, the expressions ϕ, ψ, χ, the objet A and the arrow f asserted to
exist are uniquely determined by ξ.
Atually, the expressions of L+(C∞) are not well formed formulae beause
we an onsider in the set L+(C∞) expressions like pA ∩X Bq, but with A
and B that are not subspaes of X ∈ C∞. Analogously, an expression of the
form p∃f (A)q is a formula only if f : X −→ Y and A ⊆ X. This means
that we are dealing with a typed language and, e.g., the previous p∃f (A)q
is a formula only if A is of the form subsets of the domain of f . In the
following denition we will dene what is this type.
Denition 10.2.3. If ξ ∈ L+(C∞), then the type τ(ξ) is dened reursively
by the following onditions:
1. If ξ = A for some objet A ∈ C∞, then τ(ξ) := A.
2. If ξ = p(ϕ × ψ)q for some ϕ, ψ ∈ L+(C∞), then τ(ξ) := τ(ϕ)× τ(ψ).
3. If ξ = p¬χψq for some χ, ψ ∈ L+(C∞), and if τ(ψ) ⊆ τ(χ) in C∞,
then
τ(ξ) := ¬τ(χ)τ(ψ)
4. If ξ = p(ϕ⇒χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞), and if τ(ϕ) ⊆ τ(χ)
and τ(ψ) ⊆ τ(χ), then
τ(ξ) := τ(ϕ)⇒τ(χ) τ(ψ)
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5. If ξ = p(ϕ ∩χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞), and if τ(ϕ) ⊆ τ(χ)
and τ(ψ) ⊆ τ(χ), then
τ(ξ) := τ(ϕ) ∩τ(χ) τ(ψ)
6. If ξ = p(ϕ ∪χ ψ)q for some ϕ, χ, ψ ∈ L+(C∞), and if τ(ϕ) ⊆ τ(χ)
and τ(ψ) ⊆ τ(χ), then
τ(ξ) := τ(ϕ) ∪τ(χ) τ(ψ)
7. If ξ = p∃f (ϕ)q for some ϕ ∈ L+(C∞) and some arrow f : X −→ Y of
C
∞
, and if τ(ϕ) ⊆ X, then
τ(ξ) := ∃f (τ(ϕ))
8. If ξ = p∀f (ϕ)q for some ϕ ∈ L+(C∞) and some arrow f : X −→ Y of
C
∞
, and if τ(ϕ) ⊆ X, then
τ(ξ) := ∀f (τ(ϕ))
9. If ξ = pf−1(ϕ)q for some ϕ ∈ L+(C∞) and some arrow f : X −→ Y
of C
∞
, and if τ(ϕ) ⊆ Y , then
τ(ξ) := f−1(τ(ϕ))
In all the other ases the type τ(ξ) is not dened. Analogously we an dene
•τ(ξ), the type of expressions ξ ∈ L+(•C∞) in the ategory of Fermat spaes.
Let us note that e.g. when we say If ξ = p(ϕ× ψ)q for some ϕ, ψ ∈ L+(C∞),
then τ(ξ) := τ(ϕ)× τ(ψ), we impliitly mean If ξ = p(ϕ× ψ)q for some ϕ,
ψ ∈ L+(C∞), then τ(ϕ) and τ(ψ) are dened and τ(ξ) := τ(ϕ) × τ(ψ).
Now we an dene the formulae of C
∞
as the expressions ξ in L+(C∞) for
whih the type τ(ξ) is dened:
Denition 10.2.4. The set L(C∞) of formulae in C∞ is dened reursively
by the following ondition: ξ ∈ L(C∞) if and only if one of the following
alternatives is true:
1. ξ = A for some objet A ∈ C∞;
2. ξ = p(ϕ × ψ)q for some ϕ, ψ ∈ L(C∞);
3. If ξ = p¬χψq for some χ, ψ ∈ L(C∞), then τ(ψ) ⊆ τ(χ) in C∞;
4. If ξ = p(ϕ⇒χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then τ(ϕ) ⊆ τ(χ) and
τ(ψ) ⊆ τ(χ);
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5. If ξ = p(ϕ ∩χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then τ(ϕ) ⊆ τ(χ) and
τ(ψ) ⊆ τ(χ);
6. If ξ = p(ϕ ∪χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then τ(ϕ) ⊆ τ(χ) and
τ(ψ) ⊆ τ(χ);
7. If ξ = p∃f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then τ(ϕ) ⊆ X;
8. If ξ = p∀f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then τ(ϕ) ⊆ X;
9. If ξ = pf−1(ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then τ(ϕ) ⊆ Y .
Therefore, if ξ ∈ L(C∞) is a formula, then the type τ(ξ) is dened, and
hene the type τ is an appliation
τ : L(C∞) −→ Obj(C∞),
where Obj(C∞) is the lass of all the objets of the ategory C∞. An anal-
ogous property an be stated for
•
C
∞
. As usual, we an say that ϕ is a
subformula of ξ if both ξ and ϕ are formulae and ξ = (χ,ϕ, ψ) for some
expressions χ and ψ.
The ondition that the type τ(ξ) is dened is exatly the minimal on-
dition for the formula ξ of being meaningful. E.g. for the formula
ξ := p∀ε (A⇒Z ∃δ (B ∩Y ∀x (C ⇒X D)))q (10.2.7)
we have that the type τ(ξ) is dened if and only if all the following onditions
are true:
C ⊆ X
D ⊆ X
(C ⇒X D) ⊆ dom(x)
B ⊆ Y
∀x(C ⇒X D) ⊆ Y
B ∩Y ∀x(C ⇒X D) ⊆ dom(δ)
A ⊆ Z
∃δ(B ∩Y ∀x(C ⇒X D)) ⊆ Z
[A⇒Z ∃δ(B ∩Y ∀x(C ⇒X D))] ⊆ dom(ε).
They are obviously more ompliated, but more general, than onditions
10.2.2, 10.2.3, 10.2.4 and 10.2.5. Nevertheless, the hypothesis that the type
τ(ξ) is dened (whih, by Denition 10.2.4, is a onsequene of the ondition
170
10.2. The general transfer theorem
that ξ is a formula) is not everything we need to apply all the theorems of
Setion 10.1. For example, to the previously listed onditions related to the
formula ξ of (10.2.7), we have to add hypotheses like: the spaes X, Y , Z
are separated and the topology of their Fermat extension is
•(−)-generated,
the arrows x, δ, ε, are open and with left inverse and all the subspaes
appearing in the previous list of onditions are open in the orresponding
superspae. We will introdue these types of hypotheses diretly in the
statement of the general transfer theorem.
Now we an dene the list of objets and arrows ourring in a formula
ϕ. They are formally dierent from the free variables dened for a logial
formula, beause they have to be thought of as all the elements of the at-
egory C
∞
(or
•
C
∞
) ourring in the formula ϕ. These objets and arrows
will be the elements that have to be
•(−)-transformed in the general transfer
theorem, so e.g. in the formula p∃f (A)q the only objet is A and the only
arrow is f (whereas in a logial formula of the form ∃ f (A) the variable f is
not free).
Denition 10.2.5. Let ξ ∈ L(C∞) be a formula, then the list of objets
ob(ξ) and the list of arrows ar(ξ) are expressions dened reursively by the
following onditions:
1. If ξ = pAq for some objet A ∈ C∞, then
ob(ξ) : = A
ar(ξ) : = ∅.
2. If ξ = p(ϕ× ψ)q for some ϕ, ψ ∈ L(C∞), then
ob(ξ) : = (ob(χ), ob(ψ))
ar(ξ) : = (ar(χ), ar(ψ)).
3. If ξ = p¬χψq for some χ, ψ ∈ L(C∞), then
ob(ξ) : = (ob(χ), ob(ψ))
ar(ξ) : = (ar(χ), ar(ψ)).
4. If ξ = p(ϕ⇒χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then
ob(ξ) : = (ob(ϕ), ob(χ), ob(ψ))
ar(ξ) : = (ar(ϕ), ar(χ), ar(ψ)).
5. If ξ = p(ϕ ∩χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then
ob(ξ) : = (ob(ϕ), ob(χ), ob(ψ))
ar(ξ) : = (ar(ϕ), ar(χ), ar(ψ)).
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6. If ξ = p(ϕ ∪χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then
ob(ξ) : = (ob(ϕ), ob(χ), ob(ψ))
ar(ξ) : = (ar(ϕ), ar(χ), ar(ψ)).
7. If ξ = p∃f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
ob(ξ) : = ob(ϕ)
ar(ξ) : = (f, ar(ϕ)).
8. If ξ = p∀f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
ob(ξ) : = ob(ϕ)
ar(ξ) : = (f, ar(ϕ)).
9. If ξ = pf−1(ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
ob(ξ) : = ob(ϕ)
ar(ξ) : = (f, ar(ϕ)).
Now we an dene the operator orresponding to a given formula ξ ∈
L(C∞) simply as the type τ(ξ) of the formula with the expliit indiation of
objets and arrows ourring in the formula itself.
Denition 10.2.6. If ξ ∈ L(C∞) is a formula and ob(ξ) =: (A1 . . . , An),
ar(ξ) =: (f1, . . . , fm) are the lists of objets and arrows ourring in ξ, then
ωξ(A1, . . . , An, f1, . . . , fm) := τ(ξ)
Finally, we an dene the Fermat transform of a formula.
Denition 10.2.7. Let ξ ∈ L(C∞) be a formula, then the Fermat transform
•ξ is dened reursively by the following onditions:
1. If ξ = pAq for some objet A ∈ C∞, then
•ξ := •A
2. If ξ = p(ϕ × ψ)q for some ϕ, ψ ∈ L(C∞), then
•ξ := p(•ϕ× •ψ)q
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3. If ξ = p¬χψq for some χ, ψ ∈ L(C∞), then
•ξ := p¬•χ•ϕq
4. If ξ = p(ϕ⇒χ ψ)q for some ϕ, χ, ψ ∈ L(C∞), then
•ξ := p(•ϕ⇒•χ •ψ)q
5. If ξ = p(ϕ ∩χ ψ)q for some ϕ, ψ ∈ L(C∞), then
•ξ := p(•ϕ ∩•χ •ψ)q
6. If ξ = p(ϕ ∪χ ψ)q for some ϕ, ψ ∈ L(C∞), then
•ξ := p(•ϕ ∪•χ •ψ)q
7. If ξ = p∃f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
•ξ := p∃ •f (•ϕ)q
8. If ξ = p∀f (ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
•ξ := p∀ •f (•ϕ)q
9. If ξ = pf−1(ϕ)q for some ϕ ∈ L(C∞) and some arrow f : X −→ Y of
C
∞
, then
•ξ := p•f−1(•ϕ)q
We an now state the general transfer theorem:
Theorem 10.2.8. Let ξ ∈ L(C∞) be a formula in C∞ without ourrenes
of p×q, and let ob(ξ) =: (A1, . . . , An), ar(ξ) =: (f1, . . . , fm) be objets and
arrows ourring in the formula ξ. Let us suppose that for every i = 1, . . . ,m
and every j, k = 1, . . . , n:
1. fi : Xi −→ Yi is open and with left inverse.
2. Let ϕ and ψ be subformulae of ξ and Z be any spae in the list τ(ψ),
X1, . . . ,Xn, Y1, . . . , Yn, then
τ(ϕ) ⊆ Z =⇒ |τ(ϕ)| is open in Z.
3. Let ϕ be a subformula of ξ, then the topology of •τ(ϕ) is •(−)-generated.
4. All the spaes Xi are separated and the topology of their Fermat exten-
sion is
•(−)-generated.
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Then we have:
• [ωξ(A1, . . . , An, f1, . . . , fm)] = ω•ξ(
•A1, . . . ,
•An,
•f1, . . . ,
•fm)
For manifolds we an also inlude the produt:
Theorem 10.2.9. Let ξ ∈ L(C∞) be a generi formula in C∞, and let
ob(ξ) =: (A1, . . . , An), ar(ξ) =: (f1, . . . , fm) be objets and arrows ourring
in the formula ξ. Let us suppose that for every i = 1, . . . ,m and every j,
k = 1, . . . , n:
1. fi : Xi −→ Yi is open and with left inverse.
2. Let ϕ and ψ be subformulae of ξ and Z be any spae in the list τ(ψ),
X1, . . . ,Xn, Y1, . . . , Yn, then
τ(ϕ) ⊆ Z =⇒ |τ(ϕ)| is open in Z.
3. Let ϕ be a subformula of ξ, then the topology of •τ(ϕ) is •(−)-generated.
4. All the spaes Xi are separated and the topology of their Fermat exten-
sion is
•(−)-generated.
5. If p(ϕ × ψ)q is a subformula of ξ, then τ(ϕ) and τ(ψ) are manifolds.
Then we have:
• [ωξ(A1, . . . , An, f1, . . . , fm)] = ω•ξ(
•A1, . . . ,
•An,
•f1, . . . ,
•fm) (10.2.8)
Proof of Theorem 10.2.8 and Theorem 10.2.9: We proeed by indu-
tion on the length of the formula ξ. If ξ is made of one objet only, i.e.
ξ = A, then ωξ(A1, . . . , An, f1, . . . , fm) = τ(ξ) = A, n = 1, A1 = A, m = 0.
Analogously
ω•ξ(
•A1, . . . ,
•An,
•f1, . . . ,
•fm) =
•A
sine
•ξ = •A and •τ(•ξ) = •A; the onlusion is hene trivial.
Now suppose that the equality (10.2.8) is true for every formula of length
less than N > 0 and that in the formula ξ our N symbols. Using the
Denition (10.2.4) we have to onsider several ases depending on the form
of ξ. We will proeed for the ase ξ = p(ϕ⇒χ ψ)q, ξ = p∃fi(ϕ)q and
ξ = pf−1i (ϕ)q, the other ones being analogous.
In the ase ξ = p∃fi(ϕ)q, from the Denition (10.2.4) we get τ(ϕ) ⊆ Xi.
Moreover, ϕ is a subformula of ξ, hene from the hypothesis 2. we obtain
that |τ(ϕ)| is open in Xi. We an thus apply Theorem 10.1.9 sine fi is open
by hypotheses 1., and we obtain that
•[τ(ξ)] = •[∃fi(τ(ϕ)] = ∃ •fi(•[τ(ϕ)]). (10.2.9)
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By indution hypotheses, we get
•[τ(ϕ)] = •τ(•ϕ) = ω•ϕ(
•Ar1 , . . . ,
•Ara ,
•fs1 , . . . ,
•fsb) (10.2.10)
where ob(ϕ) = (Ar1 , . . . , Ara) and ar(ϕ) = (fs1 , . . . , fsb) are objets and
arrows ourring in ϕ, hene {r1, . . . , ra} ⊆ {1, . . . , n} and {s1, . . . , sb} ⊆
{1, . . . ,m}. On the other hand, •ξ = p∃ •fi(•ϕ)q and hene
•τ(•ξ) = ∃ •fi(•τ(•ϕ)). (10.2.11)
The onlusion for this ase follows from (10.2.9), (10.2.10) and (10.2.11),
indeed:
• [ωξ(A1, . . . , An, f1, . . . , fm)] =
•[τ(ξ)]
= ∃ •fi(•[τ(ϕ)])
= ∃ •fi(ω•ϕ(•Ar1 , . . . , •Ara , •fs1 , . . . , •fsb))
= •τ(•ξ)
= ω•ξ(
•A1, . . . ,
•An,
•f1, . . . ,
•fm).
Let us note that the hypotheses that the topology of all the spaes
•Xi
is
•(−)-generated must be used in the ase ξ = p∀fi(ϕ)q.
In the ase ξ = p(ϕ⇒χ ψ)q, from the Denition (10.2.4) we get τ(ϕ) ⊆
τ(χ) and τ(ψ) ⊆ τ(χ). Moreover, ϕ, χ and ψ are subformulae of ξ, hene
from the hypothesis 2. we obtain that both |τ(ϕ)| and |τ(ψ)| are open in
τ(χ), and from the hypothesis 3. we get that the topology of •τ(χ) is •(−)-
generated. We an hene apply Theorem 10.1.6 obtaining that
•[τ(ξ)] = •[τ(ϕ)⇒τ(χ) τ(ψ)] = •[τ(ϕ)]⇒•[τ(χ)] •[τ(ψ)]. (10.2.12)
But, by indution hypotheses we get equalities like (10.2.10), i.e.:
•[τ(ϕ)] = •τ(•ϕ) = ω•ϕ(
•Ar1 , . . . ,
•Ara ,
•fs1 , . . . ,
•fsb) (10.2.13)
•[τ(χ)] = •τ(•χ) = ω•χ(
•At1 , . . . ,
•Atc ,
•fu1 , . . . ,
•fud) (10.2.14)
•[τ(ψ)] = •τ(•ψ) = ω•ψ(
•Av1 , . . . ,
•Ave ,
•fw1 , . . . ,
•fwh), (10.2.15)
On the other hand,
•ξ = p•ϕ⇒•χ •ψq and hene
•τ(•ξ) = •τ(•ϕ)⇒•τ(•χ) •τ(•ψ). (10.2.16)
The onlusion for the rst ase follows from (10.2.12), (10.2.13), (10.2.14),
(10.2.15) and (10.2.11).
Finally, let us note that in the ase ξ = pf−1i (ϕ)q we have to use the
hypotheses 2. to prove that |τ(ϕ)| is open in Yi, but we do not need any
other hypotheses on the odomain spae Yi. For this reason ondition 4. is
stated for the domain spaes Xi only.
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For Theorem 10.2.9 we an proeed in a similar way, using Theorem 9.2.3
in ase of formulae of type ξ = p(ϕ × ψ)q.
It is natural to expet that there would be some relationship between
our transfer theorem and a transfer theorem more similar to those of NSA.
The prinipal dierene is that our transfer theorem, even if it onerns
formulae, it is used to onstrut spaes and the theorem itself states an
equality between spaes of
•
C
∞
. On the ontrary, the transfer theorem of
NSA asserts an equivalene between two sentenes. Nevertheless, it seems
possible to follow the following sheme:
1. Dene the meaning of the sentene the formula ξ is intuitionistially
true in C
∞
 using the intuitionisti interpretation of the propositional
onnetives and quantiers in this ategory. An analogous denition
of intuitionisti validity an be done in the ategory
•
C
∞
.
2. Dene the
•(−)-transform of a given formula ξ.
3. Prove that ξ is intuitionistially true in C∞ if and only if •ξ is intu-
itionistially true in
•
C
∞
.
This work is planned in future projets.
A speiation is adequate here. Though the theory of Fermat reals is
ompatible with lassial logi, the previous theorems state that the Fer-
mat funtor behaves really better if the logial formulae are interpreted in
open sets. This may seem in ontraddition with the thread of the present
work (see Setion 1). Indeed, we remember that one of the main aims of
the present work is to develop a suiently powerful theory of innitesimal
without foring the reader to learn a strong formal ontrol of the mathemat-
is he/she is doing, e.g. foring the reader to learn to work in intuitionisti
logi. Of ourse, this is not inompatible with the possibility to gain more
if one is interested to have this type of strong formal ontrol, e.g. if one is
already able to work in intuitionisti logi, and the results of this setion go
exatly in this diretion.
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The beginning of a new theory
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Chapter 11
Calulus on open domains
11.1 Introdution
We have dened and studied plenty of instruments that an be useful to de-
velop the dierential and integral alulus of funtions dened on innites-
imal domains like Dk or on bigger sets like the extension
•(a, b) of a real
interval. We an then start the development of innitesimal dierential ge-
ometry, following, where possible, the lines of SDG. But further development
an be glimpsed in the alulus of variations, beause of artesian losedness
of our ategories, beause of the possibility to use innitesimal methods and
beause of the properties of dieologial maps that, e.g., do not require any
ompatness hypothesis on the domain of our funtions
1
. Of ourse, this
ould also open the possibility of several appliations, e.g. in general rela-
tivity or in ontinuum mehanis. Indeed, Fermat reals an be onsidered as
the rst theory of innitesimals having a good intuitive interpretation and
without the need to possess a non trivial bakground of knowledge in formal
logi to be understood (see Appendix B), and this harateristi an be very
useful for its diusion among physiists, engineers and even mathematiians.
But, exatly as SDG required tens of years to be developed, we have to
expet a omparable amount of time for the full development of appliations
to the geometry of the approah we introdued here. At the same time,
Fermat reals seems suiently stable and with good properties to permit us
to state that suh a development an be ahieved.
In this hapter we want to introdue the basi theorems and ideas that
permits this further development. We shall prove all the theorems whih
are useful for the development of the alulus both for
•
C
∞
funtions of the
form f : •U −→ •Rd, where U is open in •Rn, and for funtions dened on
1
We an say that ompatness assumptions are only required beause of the non ade-
quay of a tool like normed spae (as our Chapter 7 and Setion 6.2 prove), in the sense
that nothing in the problem of dening smooth spaes and maps fores us to introdue a
norm.
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innitesimal sets, like g : Ddn −→ •X. Subsequently we shall present a rst
development of innitesimal dierential geometry, primarily in manifolds and
in spaes of smooth funtions of the form
•N
•M
.
Using the Taylor's formula as stated in Theorem 3.4.5, we have a powerful
instrument to manage derivatives of funtions
•f obtained as extensions
of ordinary smooth funtions f : Rd −→ Ru. But this is not the ase if
f : •Rd −→ •Ru is a generi •C∞ arrow, that is if we an write loally f(x) =
•α(p, x), where p ∈ •Rn and g is smooth, beause generally speaking f does
not have standard derivatives ∂jf(x) ∈ •Ru \ Ru. Therefore, the problem
arises how to dene the derivatives of this type of funtions in our setting.
On the one hand, we would like to set e.g. f ′(x) := •(∂α/∂x)(p, x) (if d =
u = 1, for simpliity), and so the problem would beome the independene
in this denition from both the funtion g and the non standard parameter
p. For example, for funtions dened on an innitesimal domain we an
see that this problem of independene is not trivial. Let us onsider two
rst order innitesimals p, p′ ∈ D, p 6= p′. Beause the produt of rst
order innitesimals is always zero, we have that the null funtion f(x) =
0, for x ∈ D, an be written both as f(x) = p · x =: •α(p, x) and as
f(x) = p′ · x = •α(p′, x). But •(∂α/∂x)(p, x) = p 6= p′ = •(∂α/∂x)(p′, x).
For funtions dened on an open set, this independene an be established,
using the method originally used by Fermat and studied by G.E. Reyes (see
Moerdijk and Reyes [1991℄; see also Bertram [2008℄ and Shamseddine [1999℄
for analogous ideas in a ontext dierent from that of SDG).
In all this setion we will use the notation for intervals as subsets of
•R,
e.g. [a, b) := {x ∈ •R | a ≤ x < b}. Notations of the type
[a, b)R := {x ∈ R | a ≤ x < b}
will be used to speify that the interval has to be understood as a subset of
R.
11.2 The Fermat-Reyes method
The method used by Fermat to alulate derivatives is to assume h 6= 0, to
onstrut the inremental ratio
f(x+ h)− f(x)
h
,
and then to set h = 0 in the nal result. This idea, whih sounds as inon-
sistent, an be perfetly understood if we think that the inremental ratio
an be extended with ontinuity at h = 0 if the funtion f is dierentiable
at x. In our smooth ontext, we need a theorem onrming the existene of
a smooth version of the inremental ratio. We rstly introdue the notion
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of segment in an n-dimensional spae •Rn, that, as we will prove later, for
n = 1 oinide with the notion of interval in •R.
Denition 11.2.1. If a, b ∈ •Rn, then
−−→
[a, b] := {a+ s · (b− a) | s ∈ [0, 1]}
is the segment of
•Rn going from a ∈ •Rn to b ∈ •Rn.
Theorem 11.2.2. Let U be an open set of R, and f : •U −→ •R be a •C∞
funtion. Let us dene the thikening of
•U along the x-axis by
•˜U :=
{
(x, h) | −−−−−−→[x, x + h] ⊆ •U
}
,
Then
•˜U is open in •R2 and there exists one and only one •C∞ map r :
•˜U −→ •R suh that
f(x+ h) = f(x) + h · r(x, h) ∀(x, h) ∈ •˜U.
Hene we dene f ′(x) := r(x, 0) ∈ •R for every x ∈ •U .
Moreover if f(x) = •α(p, x), ∀x ∈ V ⊆ •U with α ∈ C∞(A×B,R), then
f ′(x) =
•
(
∂α
∂x
)
(p, x).
We antiipate the proof of this theorem by the following lemmas
Lemma 11.2.3. Let U be an open set of Rn and v ∈ •Rn, then the thikening
of
•U along v dened as
•˜Uv :=
{
(x, h) ∈ •Rn × •R | −−−−−−−→[x, x + hv] ⊆ •U
}
(11.2.1)
is open in
•Rn × •R.
Proof: Let us take a generi point (x, h) ∈ •˜Uv; we want to prove that
(x, h) ∈ •(A × B) ⊆ •˜Uv for some subsets A of •Rn and B of •R. Beause
the point (x, h) is in the thikening, we have that
∀s ∈ [0, 1] : x+ s · hv ∈ •U.
Taking the standard parts we obtain
∀s ∈ [0, 1]R : ◦x+ s · ◦h · ◦v =: ϕ(s) ∈ U.
The funtion ϕ : [0, 1]R −→ U is ontinuous and thus
ϕ ([0, 1)R) =
−−−−−−−−−−→
[◦x, ◦x+ ◦h◦v] =: K
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is ompat in Rn. But K ⊆ U and U is open, so the distane of K from the
omplement Rn \ U is stritly positive; let us all 2a := d (K,Rn \ U) > 0
this distane, so that for every c ∈ K we have that
Ba(c) := {x ∈ Rn | d(x, c) < a} ⊆ U.
Now, set A := Ba/2(
◦x) and B := Bb(
◦h), where we have xed b ∈ R>0 suh
that b·‖◦v‖ ≤ a2 . We have x ∈ •A beause ◦x ∈ A and A is open; analogously
h ∈ •B and thus (x, h) ∈ •A × •B = •(A × B). We have nally to prove
that taking a generi point (y, k) ∈ •(A×B), the whole segment −−−−−−−→[y, y + kv]
is ontained in
•U ; so, let us take also a Fermat number 0 ≤ s ≤ 1. Sine U
is open, to prove that y + skv ∈ •U is equivalent to prove that the standard
part y + skv is in U , i.e. that ◦y + ◦s◦k◦v ∈ U . For, let us observe that
‖◦y+◦s◦k◦v−◦x−◦s◦h◦v‖ ≤ ‖◦y−◦x‖+|◦s|·‖◦v‖·|◦k−◦h| ≤ a
2
+1·‖◦v‖·b ≤ a.
Therefore,
◦y + ◦s◦k◦v ∈ Ba(c) ⊆ U , where c = ◦x + ◦s◦h◦v ∈ K from our
denition of the ompat set K.
Lemma 11.2.4. If a, b ∈ •R, then
a < b =⇒ −−→[a, b] = [a, b]
b ≤ a =⇒ −−→[a, b] = [b, a].
Proof: We will prove the rst impliation, the seond being a simple on-
sequene of the rst one. To prove the inlusion
−−→
[a, b] ⊆ [a, b] take x =
a+ s · (b− a) with 0 ≤ s ≤ 1, then 0 ≤ s · (b− a) ≤ b− a beause b− a > 0.
Adding a to these inequalities we get a ≤ x ≤ b. For the proof of the op-
posite inlusion, let us onsider a ≤ x ≤ b. If we prove the inlusion for
a = 0 only, we an prove it in general: in fat, 0 ≤ x − a ≤ b − a, so that
if [0, b − a] ⊆ −−−−−→[0, b− a] we an derive the existene of s ∈ [0, 1] suh that
x − a = 0 + s · (b − a), whih is our onlusion. So, let us assume that
a = 0. If ◦b 6= 0, then b is invertible and it sues to set s := xb to have the
onlusion. Otherwise,
◦b = 0 and hene also ◦x = 0. Let us onsider the
deompositions of x and b
x =
k∑
i=1
◦xi · dtωi(x)
b =
h∑
j=1
◦bj · dtωj(b).
We have to nd a number s = ◦s+
∑N
n=1
◦sn · dtωn(s) suh that s · b = x. It
is interesting to note that the attempt to nd the solution s ∈ [0, 1] diretly
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from these deompositions and from the property s ·b = x is not as easy as to
nd the solution using diretly little-oh polynomials. In fat ∀0t > 0 : bt > 0
beause b > 0 and hene for t > 0 suiently small, we an form the ratio
xt
bt
=
∑k
i=1
◦xi · t
1
ωi(x)∑h
j=1
◦bj · t
1
ωj(b)
=
t
1
ω1(b) ·∑ki=1 ◦xi · t 1ωi(x)− 1ω1(b)
t
1
ω1(b) ·∑hj=1 ◦bj · t 1ωj(b)− 1ω1(b) . (11.2.2)
Let us note that from Theorem 4.2.6 we an dedue that
◦x1 > 0 sine x > 0
and hene that ω(b) = ω1(b) > ω(x) ≥ ωi(x) beause x < b. From (11.2.2)
we have
xt
bt
=
∑k
i=1
◦xi · t
1
ωi(x)
− 1
ω1(b)
◦b1 ·
(
1 +
∑h
j=2
◦bj
◦b1
· t
1
ωj(b)
− 1
ω1(b)
)
=
1
◦b1
·
k∑
i=1
◦xi · t
1
ωi(x)
− 1
ω1(b) ·
+∞∑
k=0
(−1)k ·
 h∑
j=2
◦bj
◦b1
· t
1
ωj(b)
− 1
ω1(b)
k .
Writing, for simpliity, a ⊙ b := a·ba+b we an write the previous little-oh
polynomial using the ommon notation with dta:
st :=
xt
bt
=
1
◦b1
·
k∑
i=1
◦xi · dtωj(x)⊙ω1(b) ·
+∞∑
k=0
(−1)k ·
 h∑
j=2
◦bj
◦b1
· dtωj(b)⊙ω1(b)
k .
(11.2.3)
As usual, the series in this formula is really a nite sum, beause D∞ is an
ideal of nilpotent innitesimals. Going bak in these passages, it is quite
easy to prove that the previously dened s ∈ •R veries the desired equality
s · b = x. Moreover, from Theorem 4.2.4 the relations 0 ≤ s ≤ 1 follow.
It is interesting to make some onsiderations based on the proof of this
lemma. Indeed, we have just proved that in the Fermat reals every equation
of the form a+x · b = c with a < c < a+ b has a solution2. If b is invertible,
this is obvious and we have a unique solution. If b is a nilpotent innitesimal,
a possible solution is given by a formula like (11.2.3), but we do not have
uniqueness. E.g. if a = 0, c = dt2+ dt and b = dt3, then x = dt6+ dt3/2 is
2
Let us note expliitly, that this is not in ontradition with the non Arhimedean
property of
•R (let a = 0 and b ∈ D∞) beause of the inequalities that c must veries to
have a solution.
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a solution of a+x · b = c, but x+ dt is another solution beause dt · dta = 0
for every a ≥ 1. Among all the solutions in the ase b ∈ D∞, we an hoose
the simplest one, i.e. that having no useless addends in its deomposition,
that is suh that
1
ωi(x)
+
1
ω(b)
≤ 1
for every addend
◦xi · dtωi(x) in the deomposition of x. Otherwise, if for
some i we have the opposite inequality, we an apply Lemma 3.3.1 with
k := ωi(x) to have that b · x = b · ιkx, i.e. we an delete some useless
addend onsidering ιkx instead of x. We an thus understand that this
algebrai problem is stritly tied with the denition of derivative f ′(x), whih
is the solution of the linear equation f(x+ h) = f(x) + h · f ′(x): as we give
an hint in Chapter 3, if f is dened only on an innitesimal set like Dn, this
equation has not a unique solution and we an dene the derivative f ′(x)
only by onsidering the simplest solution, i.e. using a suitable ιk. We will
get bak to the problem of dening f ′(x), where the funtion f is dened on
an innitesimal set, in the next Setion 12.
The uniqueness of the smooth inremental ratio stated in Theorem 11.2.2
is tied with the following lemma, for the proof of whih we deided to in-
trodue nilpotent paths (see Denition 2.1.1) instead of ontinuous paths at
t = 0, like in [Giordano, 2001℄. We will all this lemma the anellation law
of non-innitesimal funtions.
Lemma 11.2.5. (Canellation law of non-innitesimal funtions):
Let U be an open neighborhood of 0 in R, and let
f, g : •U −→ •R
be two
•
C
∞
funtions suh that
∀x ∈ •U : x is invertible =⇒ g(x) is invertible and g(x) · f(x) = 0.
Then f is the null funtion, i.e. f = 0.
Proof: We have that f : •U −→ •R and hene f ∈•U •R and we an apply
Theorem 9.2.4 at the point 0 ∈ •U obtaining that the funtion f an be
written as
f(x) = •α(p, x) ∀x ∈ •B ∩ •U = •(B ∩ U) =: V,
where α ∈ C∞(A × B,R), p ∈ •A, A is an open set of Rp and B is an
open neighborhood of 0 in R. We an always assume that ◦p = 0 beause,
otherwise, we an onsider the standard smooth funtion (y, x) 7→ α(y −
◦p, x). We an thus write our main hypotheses as
∀x ∈ V : x is invertible =⇒ lim
t→0+
g(x)t · α(pt, xt)
t
= 0. (11.2.4)
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Let us provide some explanation about the notation g(x)t whih is a onse-
quene of our notations onerning quotient sets: we have that g(x) ∈ •R =
Ro[t]/ ∼, hene, avoiding the use of equivalene lasses in favor of the new
notion of equality ∼ in Ro[t], we have that g(x) is a little-oh polynomial and
hene g(x) : R≥0 −→ R, from whih the notation g(x)t ∈ R for t ∈ R≥0
aquires a lear meaning. We rstly want to prove that α(pt, xt) = o(t)
for every x ∈ V. Let us take a generi innitesimal h ∈ D∞ and hoose a
k ∈ N>0 suh that3
hk = 0 in •R
pk = 0 in •Rp,
and onsider a generi non zero r ∈ U ∩ B \ {0}. Then x := h + r ∈ •U ,
beause
◦x = r ∈ U , and x is invertible beause its standard part is r
and r 6= 0. From our hypothesis we have that g(x) is also invertible, i.e.
◦g(x) = g(x)0 = limt→0+ g(x)t 6= 0, and hene from (11.2.4) we get
lim
t→0+
α(pt, ht + r)
t
= 0. (11.2.5)
Beause every invertible x ∈ V an be written as x = h + r with r ∈ R 6=0
and h ∈ D∞, we have just proved our onlusion for every x ∈ V whih is
invertible. Now we have to prove (11.2.5) for r = 0 too. Let us onsider the
Taylor's formula of order k with the funtion α at the point (0, r) (whih
obviously is true for r = 0 too):
α(0 + pt, r + ht)
t
=
1
t
·
 ∑
q∈Np+1
|q|≤k
∂qα
∂(p, x)q
(0, r) · (pt, ht)
q
q!
+
+
∑
q∈Np+1
|q|=k+1
∂qα
∂(p, x)q
(ξt, ηt) · (pt, ht)
q
q!
 (11.2.6)
with ξt ∈ (0, pt) and ηt ∈ (r, r + ht). But hk = 0 and pk = (p1, . . . , pp)k =
(pk1, . . . , p
k
p) = 0, hene h, pi ∈ Dk. Moreover, if |q| = k + 1, then
p+1∑
i=1
qi
k + 1
=
k + 1
k + 1
= 1,
so that from Corollary 2.5.4 we get
(pt, ht)
q = p1(t)
q1 · . . . · pp(t)qp · h(t)qp+1 = o(t).
3
This passage is possible exatly beause we are onsidering nilpotent paths as elements
of
•R.
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Therefore, from (11.2.5) and (11.2.6) we obtain
lim
t→0+
∑
q∈Np+1
|q|≤k
∂qα
∂(p, x)q
(0, r) · 1
q!
· (pt, ht)
q
t
= 0 ∀r ∈ (U ∩B)6=0. (11.2.7)
Now, let {q1, . . . , qN} be an enumeration of all the q ∈ Np+1 suh that |q| ≤ k,
and for simpliity set
bi(r) : =
∂qiα
∂(p, x)qi
(0, r) · 1
qi!
∀r ∈ U ∩B
si(t) : =
(pt, ht)
qi
t
∀t ∈ R≥0,
so that we an write (11.2.7) as
∀r ∈ (U ∩B)6=0 : lim
t→0+
N∑
i=1
bi(r) · si(t) = 0. (11.2.8)
If all the funtions bi are identially zero, then bi(r¯) = bi(0) where r¯ ∈
U ∩ B \ {0}, whih always exists beause U ∩ B is open in R. Therefore,
(11.2.8) (and hene also (11.2.7)) is true for r = 0 too. Otherwise, taking
a base of the subspae of C
∞(U ∩ B,R) generated by the smooth funtions
b1, . . . , bN and expressing all the bi in this base, we an suppose to have in
(11.2.8) only linearly independent funtions.
We an now use the following lemma:
Lemma 11.2.6. Let U be an open neighborhood of 0 in R and b1, . . . , bN :
U −→ R be linearly independent funtions ontinuous at 0. Then we an
nd
r1, . . . , rN ∈ U \ {0}
suh that
det
 b1(r1) . . . bN (r1)..
.
.
.
.
b1(rN ) . . . bN (rN )
 6= 0.
From (11.2.8) we an write
lim
t→0+
 b1(r1) . . . bN (r1)..
.
.
.
.
b1(rN ) . . . bN (rN )
 ·
 s1(t)..
.
sN (t)
 = 0
and hene from this lemma we an dedue that si(t)→ 0 for t→ 0+. Beause
these limits exist, we an take the limit for r → 0 of (11.2.8) and proeed in
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the following way
lim
r→0
lim
t→0+
N∑
i=1
bi(r) · si(t) =
N∑
i=1
lim
r→0
bi(r) · lim
t→0+
si(t)
= lim
t→0+
N∑
i=1
bi(0) · si(t) = 0
(let us note that we do not exhange the limit signs). This proves that
(11.2.8) is true for r = 0 too. From (11.2.6) for r = 0 we obtain
lim
t→0+
α(pt, ht)
t
= 0.
This proves that f(x) = 0 in •R for every x ∈ V. Finally, if x ∈ •U \ V
then
◦x 6= 0 beause otherwise we would have x ∈ V = •(B ∩ U). So x is
invertible and hene also g(x) is invertible, so that from g(x) · f(x) = 0 we
an easily dedue f(x) = 0 also in this ase.
Proof of Lemma 11.2.6: We prove the onverse by indution on N ≥ 2,
i.e. if all the determinants ited in the statement are zero, then the funtions
(b1, . . . , bN ) are linearly dependent. Let us suppose rst that N = 2 and that
all these determinants are zero, that is
b1(r) · b2(s) = b2(r) · b1(s) ∀r, s ∈ U6=0. (11.2.9)
If the funtions bi, i = 1, 2, are both zero then they are trivially linearly
dependent, hene let us suppose, e.g., that b1(s¯) 6= 0 for some s¯ ∈ U . Due
to the ontinuity of b1 at 0 we an suppose s¯ 6= 0, hene from (11.2.9)
b2(r) = b1(r) · b2(s¯)
b1(s¯)
=: b1(r) · a ∀r ∈ U6=0.
From the ontinuity of bi at 0 we have that b2 = b1 · a, that is (b1, b2) are
linearly dependent.
Now suppose that the impliation is true for any matrix of N funtions and
we prove the onlusion for matries of order N+1 too. By Laplae's formula
with respet to the rst row, for every r1, . . . , rN+1 ∈ U 6=0 we have
b1(r1) ·
∣∣∣∣∣∣∣
b2(r2) . . . bN+1(r2)
.
.
.
.
.
.
b2(rN+1) . . . bN+1(rN+1)
∣∣∣∣∣∣∣− . . .+
+ (−1)N+2 · bN+1(r1) ·
∣∣∣∣∣∣∣
b1(r2) . . . bN (r2)
.
.
.
.
.
.
b1(rN+1) . . . bN (rN+1)
∣∣∣∣∣∣∣ = 0. (11.2.10)
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Now we have two ases. Let α1(r2, . . . , rN+1) denote the rst determinant
in the previous (11.2.10). If it is zero for any r2, . . . , rN+1 ∈ U 6=0, then
by the indution hypothesis (b2, . . . , bN+1) are linearly dependent, hene
the onlusion follows. Otherwise α¯1 := α1(r¯2, . . . , r¯N+1) 6= 0 for some
r¯2, . . . , r¯N+1 ∈ U 6=0. Then from (11.2.10) it follows
b1(r1) = b2(r1) · α2
α¯1
− . . .− (−1)N+2 · bN+1(r1) · αN+1
α¯1
∀r1 ∈ U 6=0,
where we used obvious notations for the other determinants in (11.2.10).
From the ontinuity of bi the previous formula is true for r1 = 0 too and this
proves the onlusion.
Proof of Theorem 11.2.2: We will dene the funtion r : •˜U −→ •R
pathing together smooth funtions dened on open subsets overing
•˜U .
Therefore, we have to take a generi point (x, h) ∈ •˜U , to dene the funtion
r on some open neighborhood of (x, h) in •˜U , and to prove that every two
of suh loal funtions agree on the intersetion of their domains.
As usual, we have that f ∈•U •R and, sine x ∈ •U , we an write
f |V = •α(p,−)|V , (11.2.11)
where α ∈ C∞(U¯ × V¯ ,R), V := •V¯ ∩ •U = •(V¯ ∩U) is an open neighborhood
of x and •U¯ is an open neighborhood of p ∈ •Rp dened by the open subset
U¯ of Rp. Beause •˜U is open in •R× •R = •R2, we an nd two open subset
A and B of R suh that
(x, h) ∈ •(A×B) ⊆ •˜U
and suh that
a+ s · b ∈ V¯ ∀a ∈ A, b ∈ B, s ∈ [0, 1]R. (11.2.12)
Let us dene
γ(q, a, b) :=
 1
0
∂2α(q, a+ s · b) ds ∀q ∈ U¯ , a ∈ A, b ∈ B. (11.2.13)
We have that γ ∈ C∞(U¯ ×A×B,R), so that if we dene
r(a, b) := •γ(p, a, b) ∀(a, b) ∈ •(A×B),
then we have
r ∈ •C∞(•(A×B),R) (11.2.14)
•(A×B) open neighborhood of (u, h) in •˜U. (11.2.15)
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For every (a, b) ∈ •(A×B) we have
bt · r(a, b)t =
 1
0
∂2α(pt, at + s · bt) · bt ds
=
 at+bt
at
∂2α(pt, y) dy
= α(pt, at + bt)− α(pt, at). (11.2.16)
But from (a, b) ∈ •(A×B) = •A×•B and (11.2.12) it follows ◦a, ◦a+◦b ∈ V¯ ,
and hene also a, a+ b ∈ •V¯ . From the denition of thikening we also have
that a, a+b ∈ •U . We an thus use (11.2.11) at the points a, b ∈ V = •V¯ ∩•U ,
so that we an write (11.2.16) as
∀(a, b) ∈ •(A×B) : b · r(a, b) = f(a+ b)− f(a). (11.2.17)
We have proved that for every (x, h) ∈ •˜U there exist an open neighborhood
•(A×B) of (x, h) in •˜U and a smooth funtion r ∈ •C∞(•(A×B),R) suh
that (11.2.17) holds.
If ρ ∈ •C∞ (•(C ×D), •R) is another suh funtions, then
∀(x, h) ∈ •(C ×D) ∩ •(A×B) : h · [r(x, h) − ρ(x, h)] = 0,
so that for every x ∈ •C ∩ •A we have that
∀h ∈ •(D ×B) : h · [r(x, h)− ρ(x, h)] = 0.
For Lemma 11.2.5 applied with g(h) := h and f(h) := r(x, h) − ρ(x, h), we
have r(x, h) = ρ(x, h) for every (x, h) ∈ •(C ×D) ∩ •(A× B), whih proves
the onlusion for the sheaf property of
•R. Finally, let us note that from
(11.2.13) for b = 0 we obtain r(a, 0) = ∂2α(p, a), whih is the last part of
the statement.
Using this theorem, we an develop all the dierential alulus for non
standard smooth funtions of type f : •Rn −→ •R. We will see now the rst
steps of this development, underlining the main dierenes with respet to
Lavendhomme [1996℄ and Moerdijk and Reyes [1991℄, to whih we refer as a
guideline for a omplete development.
Denition 11.2.7. Let U be an open subset of R, and f : •U −→ •R a •C∞
funtion. Then
1. f ′[−] : •˜U −→ •R
2. f(x+ h) = f(x) + h · f ′[x, h] ∀(x, h) ∈ •˜U .
Moreover we will also set f ′(x) := f ′[x, 0] for every x ∈ •U .
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Let us note that the notation for the smooth inremental ratio as a fun-
tion uses square brakets like in f ′[−]. For this reason there is no way to
onfuse the smooth inremental ratio f ′[−] and its values f ′[x, h] with the
orresponding derivative f ′ and its values f ′(x).
First of all, from property 1. in the previous denition, it follows that
f ′ : •U −→ •R.
The following theorem ontains the rst expeted properties of the derivative.
Theorem 11.2.8. Let U be an open subset of R, and f , g : •U −→ •R be
smooth
•
C
∞
funtions. Finally, let us onsider a Fermat real r ∈ •R. Then
1. (f + g)′ = f ′ + g′
2. (r · f)′ = r · f ′
3. (f · g)′ = f ′ · g + f · g′
4. (1•R)
′ = 1
5. r′ = 0
Proof: We report the proof essentially as a rst example to show how to
use preisely the Fermat-Reyes method in our ontext.
The rst step is to prove, e.g., that f + g is smooth in •C∞. Looking at
the diagram
•R
•U
f
>>||||||||||
g
  B
BB
BB
BB
BB
B
〈f,g〉 // •R2
p1
aaCCCCCCCCC
p2
}}{{
{{
{{
{{
{
+ // •R,
•R
where + : (r, s) ∈ •R2 7→ r + s ∈ •R is the sum of Fermat reals, we an see
that f + g = 〈f, g〉 · + and hene it is smooth beause it an be expressed
as a omposition of smooth funtions. The proof that the sum f + g is
smooth, even if it is almost trivial, an show us why it is very important to
work in a artesian losed ategory like
•
C
∞
. We have, indeed, the possibil-
ity to onsider very general set theoretial operations like ompositions or
evaluations.
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Now we have only to alulate (f + g)(x + h) using the denition of
smooth inremental ratio and its uniqueness
(f + g)(x + h) = f(x+ h) + g(x+ h)
= f(x) + h · f ′[x, h] + g(x) + h · g′[x, h]
= (f + g)(x) + h · {f ′[x, h] + g′[x, h]} ∀(x, h) ∈ •˜U.
From the uniqueness of the smooth inremental ratio of f + g we obtain
(f + g)′[−] = f ′[−] + g′[−] and thus the onlusion evaluating these ratios
at h = 0.
As a further simple example, we onsider only the derivative of the prod-
ut. The smoothness of f ·g an be proved analogously to what we have just
done for the sum. Now, let us evaluate for every (x, h) ∈ •˜U
(f · g)(x+ h) = f(x+ h) · g(x+ h)
=
{
f(x) + h · f ′[x, h]} · {g(x) + h · g′[x, h]}
= (f · g)(x) + h·
· {f(x) · g′[x, h] + g(x) · f ′[x, h] + h2 · f ′[x, h] · g′[x, h]} .
From the uniqueness of the smooth inremental ratio of f · g we have thus
(f · g)′[x, h] = f(x) · g′[x, h] + g(x) · f ′[x, h] + h2 · f ′[x, h] · g′[x, h],
whih gives the onlusion setting h = 0. The other properties an be proved
analogously.
The next expeted property that permits a deeper understanding of the
Fermat-Reyes method is the hain rule.
Theorem 11.2.9. If U and V are open subsets of R and
f : •U −→ •R
g : •V −→ •U
are
•
C
∞
funtions, then
(f ◦ g)′ = (f ′ ◦ g) · g′.
We will give a proof of this theorem with the aim of explaining in a general
way the Fermat-Reyes method. We rst need the following
Lemma 11.2.10. Let U be an open subset of Rk, x ∈ •U and v ∈ •Rk. Then
there exists
r ∈ R>0
suh that
∀h ∈ (−r, r) : (x, h) ∈ •˜Uv.
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Proof: If
◦v = 0, then for every s ∈ [0, 1] and every h ∈ •R we have
◦(x+ shv) = ◦x ∈ U , hene x+ shv ∈ •U , that is −−−−−−−→[x, x+ hv] ⊆ •U . In this
ase we have thus (x, h) ∈ •˜Uv for every h ∈ •R.
Otherwise, if
◦v 6= 0 then from ◦x ∈ U we obtain
∃ ρ > 0 : Bρ(◦x) ⊆ U
beause U is open in Rk. Take as r ∈ R>0 any real number verifying
0 < r < min
(
ρ,
ρ
‖◦v‖
)
.
For suh an r, if s ∈ [0, 1] and h ∈ (−r, r), then
◦(x+ shv) = ◦x+ ◦s · ◦h · ◦v ∈ Bρ(◦x) ⇐⇒ ‖◦s · ◦h · ◦v‖ < ρ
⇐= |◦h| · ‖◦v‖ < ρ (11.2.18)
the last impliation is due to the assumption that s ∈ [0, 1]. But (11.2.18)
holds beause |h| < r and hene ◦|h| = |◦h| < r and r · ‖◦v‖ < ρ for the
denition of r.
The next result works for the Fermat-Reyes methods like a sort of om-
patness priniple analogous to the ompatness theorem of mathematial
logi. It is the generalization to more than just one open set U of the previous
lemma.
Theorem 11.2.11. (Compatness priniple):
For i = 1, . . . , n, let U i be open sets of Rki, v ∈ •Rki, xi ∈ •U i and nally
ai ∈ •R. Then there exists
r ∈ R>0
suh that
∀i = 1, . . . , n ∀h ∈ (−r, r) : (xi, h · ai) ∈ •˜U ivi .
Proof: For every xi ∈ U i we apply the previous Lemma 11.2.10 obtaining
the existene of ri ∈ R>0 suh that
∀k ∈ (−ri, ri) : (xi, k) ∈ •˜U ivi . (11.2.19)
Now, let us set
r := min
i:◦ai 6=0
ri
|◦ai| ∈ R>0,
then taking a generi h ∈ (−r, r) we have
− r < ◦h < r. (11.2.20)
If
◦ai = 0, then trivially −ri < ◦h·◦ai < ri and hene −ri < h·ai < ri, so that
from (11.2.19) we get the onlusion for this rst ase, i.e. (xi, hai) ∈ •˜U ivi .
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Otherwise, if
◦ai 6= 0, then r ≤ ri|◦ai| and from (11.2.20) we get |◦h| < r ≤
ri
|◦ai|
and hene −ri < hai < r, and one again the onlusion follows from
(11.2.19).
We an use this theorem in the following way:
1. every time in a proof we need a property of the form
(xi, hai) ∈ •˜Ui (11.2.21)
we will assume to have hosen h so little that (11.2.21) is veried.
2. We derive the onlusion A(h) under n of suh hypothesis, so that we
have onretely dedued that(
∀i = 1, . . . , n : (xi, hai) ∈ •˜Ui
)
=⇒ A(h).
3. At this point we an apply the ompatness priniple obtaining
∃ r ∈ R>0 ∀h ∈ (−r, r) : A(h).
4. Usually the property A(h) is of the form
A(h) ⇐⇒ h · τ(h) = h · σ(h), (11.2.22)
and hene we an dedue τ(h) = σ(h) for every h ∈ (−r, r) from
the anellation law of non-innitesimal funtions, and in partiular
τ(0) = σ(0). If the property A has the form (11.2.22), then we an
also suppose that h is invertible beause the anellation law an be
applied also in this ase. But at the end we will anyway set h = 0, in
perfet agreement with the lassial desription of the Fermat method
(see e.g. Bottazzini et al. [1992℄, Bell [1937℄, Edwards [1979℄).
Let us note that, as mentioned above, oneptually this way to proeed
reets the same idea of the ompatness theorem of mathematial logi,
beause in every proof we an only have a nite number of hypothesis of
type (11.2.21). Even if this method does not involve expliitly innitesimal
methods, using it the nal proofs are very similar to those we would have if
h were an atual innitesimal, i.e. h ∈ D∞.
In the following proof we will onretely use this method.
Proof of Theorem 11.2.9: First of all the omposition
(−) ◦ (−) : •U •V × •R•U −→ •R•V
is a smooth map of
•
C
∞
and hene f ◦ g is smooth beause it an be written
as a omposition of smooth maps.
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For a generi
(x, h) ∈ •˜V (11.2.23)
we an always write
(f ◦ g)(x + h) = f [g(x+ h)] = f [g(x) + h · g′[x, h]]
beause x+ h ∈ •V and hene f ◦ g is dened at x+ h. Now we would like
to use the smooth inremental ratio of f at the point g(x) with inrement
h · g′[x, h]. For this end we assume
(g(x), h · g′[x, h]) ∈ •˜U (11.2.24)
so that we an write
(f ◦ g)(x + h) = f(gx) + h · g′[x, h] · f ′ [gx, h · g′[x, h]] .
Using the ompatness priniple and the anellation law of non-innitesimal
funtions we get
∃ r ∈ R>0 : ∀h ∈ (−r, r) : g′[x, h] · f ′
[
gx, h · g′[x, h]] = (f ◦ g)′[x, h],
and thus the onlusion for h = 0.
Let us note that these ideas, that do not use innitesimal methods, an be
repeated in a standard ontext, with only slight modiations, so that they
represent an interesting alternative way to teah a signiant part of the
alulus with strongly simpler proofs.
To realize a omparison with the Levi-Civita eld (see Appendix B) we
now prove the inverse funtion theorem.
Theorem 11.2.12. Let U be an open subset of R, x a point in •U , and
f : •U −→ •R
a
•
C
∞
map suh that
f ′(x) is invertible.
Then there exist two open subsets X, Y of R suh that
1. x ∈ •X and f(x) ∈ •Y , i.e. •X and •Y are open neighborhoods of x
and f(x) respetively
2. f |•X : •X −→ •Y is invertible and (f |•X)−1 : •Y −→ •X is a •C∞
map
3.
[
(f |•X)−1
]′
(fx1) =
1
f ′(x1)
for every x1 ∈ •X
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Proof: Beause x ∈ •U we an write f |V = •α(p,−)|V , where α ∈ C∞(A×
B,R), p ∈ •A, A is an open set of Rp and B is an open subset of R suh
that x ∈ •B and nally V := •B ∩ •U . Considering B ∩ U instead of B we
an assume, for simpliity, that B ⊆ U .
We have that
4 f ′(x) = ∂2α(p, x) is invertible, hene its standard part is
not zero
◦f ′(x) = ∂2α(
◦p, ◦x) ∈ R 6=0.
Sine α is smooth, we an nd a neighborhood C × D ⊆ A × B ⊆ A × U
of (◦p, ◦x) where ∂2α(p1, x1) 6= 0 for every (p1, x1) ∈ C × D. We an also
assume to have taken this neighborhood suiently small in order to have
that
inf
(p1,x1)∈C×D
|∂2α(p1, x1)| =: m > 0. (11.2.25)
By the standard impliit funtion theorem, we get an open neighborhood
E × X ⊆ C × D of (◦p, ◦x), an open neighborhood Y of α(◦p, ◦x) and a
smooth funtion β ∈ C∞(E × Y,X) suh that
∀p1 ∈ E ∀x1 ∈ X : α(p1, x1) ∈ Y (11.2.26)
α [p1, β(p1, y1)] = y1 ∀(p1, y1) ∈ E × Y (11.2.27)
∀p1 ∈ E ∀y ∈ Y ∃!x ∈ X : α(p1, x) = y. (11.2.28)
We an assume that X is onneted. Let us dene g := •β(p,−), then
g ∈ C∞(•Y, •X). Moreover, x ∈ •X and f(x) ∈ •Y beause ◦x ∈ X,
◦f(x) = α(◦p, ◦x) ∈ Y and X, Y are open. From (11.2.26), if x1 ∈ •X, then
◦f(x1) = α(
◦p, ◦x1) ∈ Y , hene f(x1) ∈ •Y , so that f maps •X in •Y . From
(11.2.27), noting that p ∈ •E, beause ◦p ∈ E, and that X ⊆ D ⊆ B, we
obtain
∀y ∈ •Y : f (g(y)) = α [p, g(y)] = α [p, β(p, y)] = y.
This proves that g is a smooth left5 inverse of f |•X : •X −→ •Y , whih is
thus surjetive. If we prove that f |•X is injetive, this left inverse will also
be the right inverse. So, let us suppose that f(x1) = f(x2) in
•Y for x1,
x2 ∈ •X, i.e.
lim
t→0+
α(pt, x1t)− α(pt, x2t)
t
= 0.
But we an write
α(pt, x1t)− α(pt, x2t) = (x1t − x2t) · ∂2α(pt, ξt) ∀t ∈ R>0
for a suitable ξt ∈ (x1t, x2t). Moreover, from (11.2.25) and from
∀0t > 0 : ξt ∈ (x1t, x2t) ⊆ X ⊆ D and pt ∈ E ⊆ C
4
Beause it is suiently lear from the ontext, we use here simplied notations like
∂2α(p, x) instead of
•(∂2α)(p, x).
5
With respet to the notation for the omposition (g · f)(y) = f(g(y)).
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(here we are using the assumption that X is onneted), we have that
|∂2α(pt, ξt)| ≥ m. Therefore
lim
t→0+
∣∣∣∣x1t − x2tt
∣∣∣∣ = lim
t→0+
∣∣∣∣α(pt, x1t)− α(pt, x2t)t · ∂2α(pt, ξt)
∣∣∣∣ ≥
≥ lim
t→0+
∣∣∣∣α(pt, x1t)− α(pt, x2t)t ·m
∣∣∣∣ = 0,
and this proves that x1 = x2 in
•X and thus also that f |•X : •X −→ •Y is
invertible with smooth inverse given by (f |•X)−1 = g.
Now we an use the Fermat-Reyes method to prove the formula for the
derivative of the inverse funtion. Let us onsider a point (x1, h) ∈ •˜X
in the thikening of
•X, then f(x1 + h) = f(x1) + h · f ′[x1, h]. Applying
g = (f |•X)−1 to both sides of this formula we obtain
x1 + h = g
[
fx1 + h · f ′[x1, h]
]
.
It is natural, at this point, to try to use the smooth inremental ratio of the
smooth funtion g. For this end we have to assume that
(fx1, h · f ′[x1, h]) ∈ •˜Y
so that we an write
x1 + h = g (f(x1)) + h · f ′[x1, h] · g′
[
fx1, h · f ′[x, h]
]
.
Beause g (f(x1)) = x1, we obtain the equality
h = h · f ′[x1, h] · g′
[
fx1, h · f ′[x, h]
]
.
From the ompatness priniple (Theorem 11.2.11) and the anellation law
of non-innitesimal funtions (Lemma 11.2.5) we obtain
1 = f ′[x1, h] · g′
[
fx1, h · f ′[x, h]
]
,
from whih the onlusion follows setting h = 0.
We have shown, using meaningful examples, that the Fermat-Reyes me-
thod an be used to try a generalization of several results of dierential
alulus to
•
C
∞
funtions of the form f : •U −→ •Rd, with U open in Rn.
Indeed, this an be done for several theorems. We only list here the
main results that we have already proved, leaving a omplete report of them
for a subsequent work. For most of them the proofs are very similar to the
analogous presented e.g. in Lavendhomme [1996℄:
1. the formula for the derivative of
1
f(x) if f(x) ∈ •R is invertible,
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2. the notion of right and left derivatives, i.e. f ′+(a) and f
′
−(b) for a
•
C
∞
funtion of the form f : [a, b] −→ •Rd,
3. denition of higher order derivatives using higher order smooth inre-
mental ratios,
4. 1-dimensional Taylor's formula with integral rest (see the next Setion
11.3 about the integral alulus),
5. uniqueness theorem for Taylor's formulas,
6. the funtional operation of taking the derivative is smooth, i.e. the
map f ∈ •R•U 7→ f ′ ∈ •R•U is •C∞,
7. the funtional operation of taking the smooth inremental ratio is
smooth, i.e. the map f ∈ •R•U 7→ f ′[−] ∈ •Rf•U is •C∞,
8. denition of partial derivatives using smooth partial inremental ratio,
9. the funtional operation of taking the partial derivative and the smooth
partial inremental ratio are smooth,
10. linearity of the map: v ∈ •Rn 7→ ∂f∂v (x) ∈ •Rd,
11. denition of dierentials of arbitrary order,
12. Euler-Shwarz theorem (dierentials are symmetri),
13. d-dimensional hain rule,
14. several variables Taylor's formula with integral rest,
15. uniqueness of d-dimensional Taylor's formula,
16. majoration of dierentials: ‖dif.hi‖ ≤M · ‖h‖i for every h ∈ •Rd and
some positive onstant M ,
17. innitesimal Taylor's formula for funtions of the form f : •U −→ •Rd
and U open in Rn.
11.3 Integral alulus
It is now natural to study the existene of primitives of generi smooth
funtions f : [a, b] −→ •R and hene the existene of an integration theory.
We will takle this problem rstly for a, b ∈ R, then for a = −∞ and b = +∞,
and nally for a, b ∈ •R. Like in SDG, the problem is solved proving existene
and uniqueness of the simplest Cauhy initial value problem.
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We rstly reall our notations for intervals, e.g. (a, b] := {x ∈ •R | a < x ≤
b}, whereas if a, b ∈ R, then (a, b]R := (a, b] ∩ R. Using Theorem 4.2.4 it is
not hard to prove that if a, b ∈ R
• {(a, b)R} = (a, b)
• {[a, b]R} $ [a, b],
for example, xt := a − t2 is equal to a in •R, and hene it belongs to the
interval [a, b], but x /∈ • {[a, b]R} beause x does not map R≥0 into [a, b]R.
We also reall that there an be any order relationship between a Fermat
number a ∈ •R and its standard part: e.g. a = ◦a − dt < ◦a whereas
a = ◦a+ dt > ◦a. For this reason, a general inlusion relationship between
the interval (a, b) and the interval (◦a, ◦b) does not hold, even if ◦a < ◦x < ◦b
implies a < x < b.
To solve the problem of existene and uniqueness of primitives, we need
two preliminary results. The rst one is alled by Bell [1998℄ the onstany
priniple.
Lemma 11.3.1. Let a, b ∈ R with a < b, and f : (a, b) −→ •R a •C∞
funtion suh that
f ′(x) = 0 ∀x ∈ (a, b).
Then f is onstant.
Proof: Let x, y ∈ (a, b) and h := y − x. We an suppose h > 0, otherwise
we an repeat the proof exhanging the role of x and y. So, we have that−−−−−−→
[x, x+ h] =
−−→
[x, y] = [x, y] ⊆ (a, b) beause a < x < y < b, therefore (x, h) ∈
(˜a, b) = ˜•(a, b)R. Using the smooth inremental ratio (Theorem 11.2.2) we
get
f(y) = f(x) + h · f ′[x, h]. (11.3.1)
As proved in Theorem 11.2.2, we an always nd a smooth funtion α and
a parameter p ∈ •Rp suh that
f ′[x, h]t =
 1
0
∂2α(pt, xt + s · ht) ds. (11.3.2)
But for every s ∈ [0, 1]R we have that
x+ s · h = x+ s · (y − x) ∈ [x, y] ⊆ (a, b),
so that f ′(x+ s · h) = 0, i.e. ∂2α(p, x + s · h) = 0 in •R. Written in expliit
form this means
lim
t→0+
∂2α(pt, xt + s · ht)
t
= 0.
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From (11.3.2) using dominated onvergene we have
lim
t→0+
f ′[x, h]t
t
= lim
t→0+
1
t
·
 1
0
∂2α(pt, xt + s · ht) ds
=
 1
0
lim
t→0+
∂2α(pt, xt + s · ht)
t
ds = 0,
that is f ′[x, h] = 0 in •R and hene f(y) = f(x) from (11.3.1).
The seond preliminary result permits to extend the validity of an equal-
ity from an open interval (a, b) to its borders.
Lemma 11.3.2. Let a, b ∈ R, with a < b, c ∈ •R, and f : [a, b] −→ •R a
•
C
∞
funtion suh that
∀x ∈ (a, b) : f(x) = c.
Then
f(a) = f(b) = c
Proof: We prove that f(a) = c, analogously we an proeed for f(b) =
c. Let us write the funtion f as the parametrized extension of a smooth
funtion in a neighborhood of x = a:
f(x) = α(p, x) ∀x ∈ •V ∩ [a, b], (11.3.3)
where V is open in R and a ∈ •V .
Let ρ : •˜V −→ •R be the inremental ratio of α(p,−) : •V −→ •R:
α(p, x+ h) = α(p.x) + h · ρ(x, h) ∀(x, h) ∈ •˜V . (11.3.4)
Sine a = ◦a ∈ V we an nd a δ ∈ R>0 suh that (a− 2δ, a+2δ)R ⊆ V and
with a+δ < b. Then [a, a+δ] ⊆ (a−2δ, a+2δ) = •(a−2δ, a+2δ)R ⊆ •V , i.e.
(a, δ) ∈ •˜V and we an hene use the previous (11.3.4) and(11.3.3) obtaining
α(p, a+ δ) = α(p, a) + δ · ρ(a, δ).
f(a+ δ) = f(a) + δ · ρ(a, δ), (11.3.5)
beause a+ δ < b, [a, a+ δ] ⊆ •V .
But we know that it is always possible to take the smooth inremental
ratio ρ so that
ρ(a, δ)t =
 1
0
∂2α(pt, at + s · δ) ds. (11.3.6)
But f is onstant on (a, b), so that for every s ∈ [0, 1]R we have a+s·δ ∈ (a, b)
and hene f ′(a+ s · δ) = ∂2α(p, a+ s · δ) = 0 in •R, i.e.
lim
t→0+
∂2α(pt, at + s · δ)
t
= 0 ∀s ∈ [0, 1]R.
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From this and from (11.3.6), using dominated onvergene we get
lim
t→0+
ρ(a, δ)t
t
= 0,
that is ρ(a, δ) = 0 in •R. Finally, from this and from (11.3.5) we obtain the
onlusion: f(a+ δ) = f(a) = c.
We an now prove existene and uniqueness of primitives in the rst ase
of domains [a, b] with real boundaries.
Theorem 11.3.3. Let a, b ∈ R with a < b, f : [a, b] −→ •R a •C∞ funtion
and u ∈ [a, b]. Then there exists one and only one •C∞ map
I : [a, b] −→ •R
suh that
I ′(x) = f(x) ∀x ∈ (a, b)
I(u) = 0
Proof: We an prove the existene assuming that u = a; in fat, if I ′ = f
on (a, b) and I(a) = 0, then J(x) := I(x)− I(u) veries J ′ = f on (a, b) and
J(u) = 0.
For every x ∈ [a, b] we an write
f |Vx = αx(p,−)|Vx
for suitable px ∈ •Rpx , Ux open subset of Rpx suh that px ∈ •Ux, Vx open in
R suh that x ∈ •Vx ∩ [a, b] =: Vx and αx ∈ C∞(Ux×Vx,R). We an assume
that the open sets Vx are of the form Vx = (x − δx, x + δx)R for a suitable
δx > 0.
The idea is to path together suitable integrals of the funtions αx(p
x,−).
The problem in this idea is that we have to realize the ondition I(a) =
0, whih fores us to path together integrals whih are eah one is the
extension of the previous one, i.e. on the intersetion of their domains two
integrals must have the same value at one point, so that we an prove they
are equal on the whole intersetion. Moreover, we must use the ompatness
of the interval [a, b]R beause, generally speaking, a smooth funtion an be
non integrable in an open set.
We have that (Vx)x∈[a,b]R is an open over of the real interval [a, b]R,
thus we an over [a, b]R with a nite number of Vx, that is we an nd
x1, . . . , xn ∈ [a, b]R suh that (Vxi)i=1,...,n is an open over of [a, b]R. We will
use simplied notations like Vi := Vxi , ,δi := δxi , αi := αxi , et.
We an always suppose to have hosen the indexes i = 1, . . . , n and the
amplitudes δi > 0 suh that
a = x1 < x2 < . . . < xn = b
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xi − δi < xi+1 − δi+1 < xi + δi < xi+1 + δi+1 ∀i = 1, . . . , n− 1,
in this way the intervals Vi = (xi − δi, xi + δi)R interset in the sub-interval
(xi+1 − δi+1, xi + δi)R.
a− δ1
x2 − δ2
x1 + δ1
x2 + δ2
x3 − δ3 x3 + δ3
x4 − δ4 x4 + δ4
· · ·
xn − δn
xn−1 + δn−1xn−1 − δn−1
xn + δn = b + δn
Figure 11.1: Intervals for the reursive denition of a primitive
For any i = 1, . . . , n let us hoose a point in this sub interval x¯i ∈
(xi+1−δi+1, xi+δi)R (these are the points in the intersetions of the domains
of the integrals we are going to dene and mentioned in the previous intuitive
sketh of the ideas of this proof).
In fat, let us dene, reursively:
I1(x)t :=
 xt
a
α1(p
1
t , s) ds ∀x ∈ •V1
Ik+1(x)t :=
 xt
x¯k
αk+1(p
k+1
t , s) ds+ Ik(x¯k) ∀x ∈ •Vk+1 ∀k = 1, . . . , n − 1.
Every Ik is a
•
C
∞
funtion dened on
•Vk, and moreover
I ′k(x) = αk(p
k, x) = f(x) ∀x ∈ •Vk.
Therefore, in a generi point in the intersetion
•Vk ∩ •Vk+1 = •(Vk ∩ Vk+1) = • [(xk+1 − δk+1, xk + δk)R]
= (xk+1 − δk+1, xk + δk)
we have
I ′k(x) = f(x) = I
′
k+1(x) (11.3.7)
(Ik − Ik+1)′ (x) = 0
(Ik − Ik+1) (x¯k) = 0,
so, from Theorem 11.3.1 it follows Ik = Ik+1 on (xk+1 − δk+1, xk + δk).
We an hene use the sheaf property of the spae [a, b] with the open over
(•Vk ∩ [a, b])i=1,...,n to path together the funtions Ik|•Vk∩[a,b] obtaining the
map I : [a, b] −→ •R. This funtion satises the onlusion of the statement
beause of (11.3.7) and beause of the equalities I(a) = I1(a) = 0.
To prove the uniqueness, let us suppose that J veries J ′ = f on (a, b)
and J(u) = 0, then using again Theorem 11.3.1 we have that (J − I)|(a,b) is
onstant and equal to zero. Finally, using Lemma 11.3.2, we an extend this
onstany to the whole losed interval [a, b].
The seond ase is for domains [a, b] = •R.
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Theorem 11.3.4. If f : •R −→ •R is smooth and u ∈ •R then there exists
one and only one smooth I : •R −→ •R suh that I ′ = f and I(u) = 0.
Proof: For every k ∈ N>0 let us dene
fk := f |[a−k,a+k],
where a := ◦u. Moreover, dene
Ik(x) :=
 x
u
fk ∀x ∈ (a− k, a+ k) ⊆ [a− k, a+ k].
Therefore, we have that setting Vk := (a − k, a + k) = •(a − k, a + k)R, we
obtain that (Vk)k>0 is an open over of
•R. Moreover, I ′k(a) = fk(x) = f(x)
for every x ∈ Vk, so that Ik and Ij oinide in Vk ∩ Vj . From the sheaf
property of
•R we get
∃! I : •R −→ •R smooth : I|Vk = Ik ∀k ∈ N>0.
Now, let us note that
∀x, h ∈ •R ∃ k ∈ N>0 :
−−−−−−→
[x, x+ h] ⊆ Vk,
then we also have
I(x+ h) = Ik(x+ h) = I(x) + h · I ′[x, h] = Ik(x) + h · I ′k[x, h],
so that the smooth inremental ratios of I and Ik are equal, i.e. I
′[x, h] =
I ′k[x, h]. Thus, I
′(x) = I ′k(x) = f(x), and nally I(u) = I1(u) = 0.
This proves the existene part. The uniqueness follows from Lemma
11.3.1.
To extend Theorem 11.3.3 to non standard boundaries a, b ∈ •R we need
the following result.
Lemma 11.3.5. Let a, b ∈ •R with ◦a < ◦b, and f : [a, b] −→ •R a •C∞
funtion. Then there exist δ ∈ R>0 and a •C∞ funtion f¯ : (a− δ, b+ δ) −→
•R suh that
f¯ |[a,b] = f
Proof: As usual, let us write the funtion f as the parametrized extension
of an ordinary smooth funtion in a neighborhood of x = a:
f(x) = α(p, x) ∀x ∈ •V ∩ [a, b], (11.3.8)
where V is open in R and a ∈ •V so that ◦a ∈ V .
We an make the same in a neighborhood of x = b:
f(x) = β(q, x) ∀x ∈ •U ∩ [a, b], (11.3.9)
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where U is open in R and b ∈ •U so that ◦b ∈ U .
Beause U and V are open subsets of R, we an always suppose to have
U = (◦b − η, ◦b + η)R and V = (◦a − η, ◦a + η)R with η ∈ R>0 suh that
◦a+ η < ◦b− η beause ◦a < ◦b. Therefore, we have
•V ∩ (◦a, ◦b) = (◦a− η, ◦a+ η) ∩ (◦a, ◦b) ⊆ •V ∩ [a, b]
•U ∩ (◦a, ◦b) = (◦b− η, ◦b+ η) ∩ (◦a, ◦b) ⊆ •U ∩ [a, b]
•V ∩ •U = (◦a− η, ◦a+ η) ∩ (◦b− η, ◦b+ η) = ∅,
so that any two of the following smooth funtions
α(p,−) : •V −→ •R
f |(◦a,◦b) : (◦a, ◦b) −→ •R
β(q,−) : •U −→ •R
are equal on the intersetion of their domains for (11.3.8) and (11.3.9).
For the sheaf property of (◦a − η, ◦a + η) ∪ (◦a, ◦b) ∪ (◦b − η, ◦b + η) =
(◦a− η, ◦b+ η) we thus have
∃! g : (◦a− η, ◦b+ η) −→ •R smooth : g|(◦a,◦b) = f.
If we set δ := η2 we have that
◦a − η < a − δ < b + δ < ◦b + η, as we
an verify onsidering the standard parts of all these numbers, and hene
f¯ := g|(a−δ,b+δ) veries
f¯ |(◦a,◦b) = f.
Beause (◦a, ◦b) ⊆ [a, b] we have to verify that the funtion f¯ and the funtion
f also oinide on [a, b] \ (◦a, ◦b). We rstly note that ◦a ∈ V ⊆ •V and
◦b ⊆ U ⊆ •U , so we an apply (11.3.8) and (11.3.9) at x = ◦a and x = ◦b
too. Therefore, we have f¯ |[◦a,◦b] = f . Seondly, if x ∈ [a, b] \ (◦a, ◦b), then
either a ≤ x ≤ ◦a or ◦b ≤ x ≤ b; we will deal with the rst ase, the seond
being analogous. From these inequalities, it follows that
◦x = ◦a so that
from the innitesimal Taylor's formula we get
f(x) = f [◦x+ (x− ◦x)] =
n∑
i=0
∂
(i)
2 α(p,
◦a) · (x−
◦a)i
i!
=
= f¯ [◦x+ (x− ◦x)] = f¯(x).
Theorem 11.3.6. Let a, b ∈ •R with ◦a < ◦b, f : [a, b] −→ •R a •C∞
funtion and u ∈ [a, b]. Then there exists one and only one •C∞ map
I : [a, b] −→ •R
suh that
I ′(x) = f(x) ∀x ∈ (a, b)
I(u) = 0
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Proof: From Lemma 11.3.5 there exist a δ ∈ R>0 and a smooth funtion
f¯ : (a− δ, b+ δ) −→ •R suh that f¯ |[a,b] = f .
But a− δ < ◦a− δ2 < ◦b+ δ2 < b+ δ, so the interval with real boundaries
[α, β] :=
[
◦a− δ2 , ◦b+ δ2
]
is ontained in (a− δ, b+ δ). Finally α = ◦a− δ2 <
a ≤ u ≤ b < ◦b + δ2 = β and we an thus apply Theorem 11.3.3 obtaining
existene and uniqueness of the primitive J of the funtion f¯ |[α,β] suh that
J(u) = 0. But [a, b] ⊆ [α, β] and hene I := J |[a,b] veries the existene
part of the onlusion. The uniqueness part follows, in the usual way, from
Lemma 11.3.1 and Lemma 11.3.2.
We an now dene
Denition 11.3.7. Let a, b ∈ •R with ◦a < ◦b. Moreover, let us onsider a
•
C
∞
funtion f : [a, b] −→ •R and a point u ∈ [a, b]. Then
1.
 (−)
u
f :=
 (−)
u
f(s) ds : [a, b] −→ •R
2.
 u
u
f = 0
3. ∀x ∈ (a, b) :
(
 (−)
u
f
)′
(x) =
d
dx
 x
u
f(s) ds = f(x)
It is important to note that in this way we obtain a generalization of the
usual notion of integral. Indeed, for a, b, u ∈ R with a < u < b, let us
onsider a standard smooth funtion
f ∈ C∞([a, b]R, •R).
Let us extend smoothly this funtion on an open interval (a − δ, b + δ)R
with δ ∈ R>0, so that outside [a, b]R the extension of f is onstant. Let us
onsider the smooth funtion
I :=
•
(
 (−)
u
f(s) ds
)
: (a− δ, b+ δ) −→ •R,
where here the integral symbol has to be understood as the lassial Riemann
integral on R. Now we have that
[a, b] ⊆ (a− δ, b + δ)
so that we an onsider the restrition I|[a,b]. It is not hard to prove that this
restrition veries all the properties of the previous Denition 11.3.7 for the
funtion
•f , but at the same time, beause it is the extension of a lassial
integral, it also veries
∀x ∈ [a, b]R : I(x) =
 x
u
f(s) ds ∈ R.
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These theorems an be used to try a generalization of several results of
integral (smooth!) alulus to
•
C
∞
funtions of the form f :
∏n
i=1[ai, bi] −→
•Rd, with ◦ai < ◦bi.
Indeed, this an be done for several theorems. We only list here the
main results that we have already proved, leaving a omplete report of them
for a subsequent work. For most of them the proofs are very similar to the
analogous presented e.g. in Lavendhomme [1996℄:
1. property of linearity of integrals,
2. fundamental theorem of alulus,
3. integration by parts formula,
4. formulas of the form
 v
u f +
 w
v f =
 w
u f ,
 v
u f = −
 u
v f ,
5. integration formula by hange of variable,
6. derivation under the integral sign,
7. smoothness of the funtion (f, u, v) ∈ •R[a,b] × [a, b]2 7→  vu f ∈ •R,
8. majorization of integrals: if |fx| ≤M for every x ∈ [a, b], then |  ba f | ≤
M · (b− a),
9. majorization of d-dimensional integrals ‖  ba f‖ ≤ M ·
√
d · (b − a) if
‖f(x)‖ ≤M for every x ∈ [a, b] and f : [a, b] −→ •Rd,
10. Fubini theorem for double integrals.
Example.
1. Divergene and url. Classially the div
~A(x) is the density of the
ux of
~A ∈ C∞(U,R3) through an innitesimal parallelepiped en-
tered at x ∈ U ⊆ R3. To formalize this onept we take three vetors
~h1, ~h2, ~h3 ∈ •R3 and express them with respet to a xed base ~e1, ~e2,
~e3 ∈ R3:
~hi = k
1
i · ~e1 + k2i · ~e2 + k3i · ~e3 where kji ∈ •R.
We say that P := (x,~h1,~h2,~h3) is a (rst order) innitesimal paral-
lelepiped if
x ∈ R3
∀i, j, k = 1, 2, 3 : k1i · k2i · k3i ∈ D.
205
Chapter 11. Calulus on open domains
The ux of the vetor eld
~A through suh a parallelepiped (toward
the outer) is by denition the sum of the uxes through every fae

P
~A · ~n dS :=
 1
0
dt
 1
0
~A(x+ t~h1 + s~h2) · ~h2 × ~h1 ds+
 1
0
dt
 1
0
~A(x+ ~h3 + t~h1 + s~h2) · ~h1 × ~h2 ds+ . . . ,
where the . . . indiate similar terms for the other faes of the paral-
lelepiped. Let us note that e.g. the funtion s 7→ ~A(x + t~h1 + s~h2)
is a
•
C
∞
arrow of type
•α(p, s), where here the parameter is p =
(x, t,~h1,~h2) ∈ •R10. We have hene onrete examples of •C∞ fun-
tions to whih we an apply the results of the previous setions. Now,
it is easy to prove that if
~A ∈ C∞(U ;R3) and Vol(~h1,~h2,~h3), i.e. the
oriented volume of the innitesimal parallelepiped P = (x,~h1,~h2,~h3),
is not zero, then the following ratio between rst order innitesimals
exists and is independent by
~h1, ~h2, ~h3:
div ~A(x) :=
1
Vol(~h1,~h2,~h3)
·

P
~A · ~n dS.
To dene the url of a vetor eld
~A ∈ •C∞(U,R3) we an say that
C := (x,~h1,~h2) is a (rst order) innitesimal yle if
x ∈ U and ∀p, q = 1, 2, 3 :
3∑
i,j=1
|kpi · kqj | ∈ D.
The irulation of the vetor eld
~A on this yle C is dened as the
sum of the line integrals on every side:

C
~A ·~t dl :=
 1
0
~A(x+ t~h1) ·~h1 dt+
 1
0
~A(x+~h1 + t~h2) ·~h2 dt+ . . . ,
where . . . indiates similar terms for the otehr side of the yle C. One
again, using exatly the alulations frequently done in elementary
ourses of physis, one an prove that there exists one and only one
vetor, url
~A(x) ∈ R3, suh that

C
~A · ~t dl = url ~A(x) · ~h1 × ~h2
for every innitesimal yle C = (x,~h1,~h2), representing thus the (ve-
tor) density of the irulation of
~A.
2. Limits in
•R. Beause the theory of Fermat reals is not an alternative
way for the foundation of alulus, but a rigorous way to have at dis-
posal innitesimal methods, there is no need to think that the notion
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of limit expressed by Weierstrass' ε− δ's is oneptually inompatible
with our use of innitesimals. A similar approah is already used, e.g.
in the study of the Levi-Civita eld (see Appendix B and referenes
therein). Therefore, we an introdue the following:
Denition 11.3.8. Let f : U −→ •R be a •C∞ funtion dened in
U ⊆ •R and l, x¯ ∈ •R be two Fermat reals. Then we say that l is the
limit of f(x) for x→ x¯ if and only if
∀ε ∈ •R>0 ∃ δ ∈ •R>0 : ∀x ∈ U : 0 < |x− x¯| < δ ⇒ |f(x)− l| < ε
Analogously we an dene the right and the left limit.
Using the total order on
•R and repliating the standard proof, we an
prove that this limit, if it exists, is unique.
Theorem 11.3.9. In the hypothesis of the previous Denition 11.3.8,
there exists at most one l ∈ •R suh that l is the limit of f(x) for
x→ x¯. In this ase, we will use the notation l = lim
x→x¯
f(x).
If f : (a, b) −→ •R, ◦a < ◦b, and ◦x¯ ∈ (◦a, ◦b), we want to prove that
lim
x→x¯
f(x) = f(x¯). Let us onsider a generi ε > 0, we want to nd a
δ ∈ D>0. From the inequalities 0 < |x−x¯| < δ it follows that x−x¯ ∈ D
and hene from the rst order Taylor's formula
|f(x)− f(x¯)| = ∣∣f ′(x¯) · (x− x¯)∣∣ ≤ ∣∣f ′(x¯)∣∣ · δ.
If f ′(x¯) ∈ D∞, then |f ′(x¯)| · δ = 0 < ε beause δ ∈ D is a rst order
innitesimal. Otherwise, f ′(x¯) is invertible and it sues to x δ suh
that
δ <
ε
|f ′(x¯)| ,
e.g.
δ := min
{
dt,
ε
2 |f ′(x¯)|
}
∈ D>0.
This expeted result (even if the topology we onsidered on the Fermat
reals has not been dened as the one indued by the absolute value,
but the natural topology indued by the smooth gures of
•R; see
the Denition 6.2.4) says us that in the ontext of
•
C
∞
funtions, the
notion of limit is interesting only at the border points x¯ = a or x¯ = b on
whih the funtion f is not dened. From this point of view, lemmas
11.3.2 and 11.3.5 represent possible substitutes of the notion of limit
in
•R.
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Chapter 12
Calulus on innitesimal
domains
It is natural to expet that we annot restrit our dierential alulus to
smooth funtions dened on open sets, but that we have to extend the notion
of derivatives to funtions dened on innitesimal sets, e.g. 0 ∈ I ⊆ D∞.
As we prompted above, the innitesimal Taylor's formula does not uniquely
identies the derivatives appearing in its addends, so that we must use the
map ιk to onsider the simplest numbers that verify a given Taylor's formula.
12.1 The generalized Taylor's formula
In this setion we want to prove the Taylor's formula for funtions dened on
an innitesimal domain, like e.g. f : Dα −→ •X, with α ∈ R>0 and X ∈ C∞.
The possibility to prove the following theorems has been the rst motivation
to hoose little-oh polynomials instead of the more general nilpotent fun-
tions (like in Giordano [2004℄) to dene
•R. A stronger algebrai ontrol on
the properties of nilpotent innitesimals, and better order properties have
been the seond motivation.
We start proving some preliminary results that permit to arm that if
f(0) ∈ •U , where U is open in the spae X, then f(h) ∈ •U for every h in
the innitesimal domain of f .
Lemma 12.1.1. Let X be a C∞ spae, U an open subset of X and x ∈ •X,
then
◦x ∈ U =⇒ x ∈ •U.
Let us note that we have already frequently used the analogous of this result
for spaes of the form X = Rs, but in this partiular ase the notion of
little-oh polynomial does not depend on observables but only on the norm
of Rs. For this reason, in this partiular situation, the passage from x ∈ •X
to x ∈ •U is trivial.
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Proof: Beause
◦x = x(0) ∈ U ∈ τ U and x is ontinuous at t = 0, we have
that loally x has values in U , i.e.
∀0t : xt ∈ U.
So, beause all the properties we are onsidering are loal, we an assume
that x : R≥0 −→ U , i.e. x has globally values in U . To prove that x ∈ •U
it remains to prove that
1 x ∈ Uo[t], where we are meaning U = (U ≺ X),
that is on the subset U the struture indued by the superspae X. So, let
us onsider a zone V K of (U ≺ X) suh that x(0) ∈ V and an observable
ϕ ∈VK (U ≺ X). We have that V ∈ τ (U≺X) ⊆ τX beause U is open in X,
and hene V K is a zone of the spae X too. Moreover
(V ≺ (U ≺ X)) = (V ≺ X) ϕ−−−−−→ K
and hene ϕ is also an observable of X suh that ϕ ∈
VK
X. But, by hy-
potheses x ∈ •X, so that x ∈ Xo[t] and hene ϕ ◦ x ∈ Rko[t], whih is the
onlusion.
The main aim of this setion is to prove an innitesimal Taylor's formula
for funtions of the form f : Dα −→ •X through the omposition with
observables ϕ ∈UK X. Preisely we want to onsider a •C∞ funtion f :
Dα −→ •X with f(0) ∈ •U := •(U ≺ X) (in general, the funtion f will
not be the extension of a lassial one, that is f is not neessarily of the
form f = •g|D) and we will prove the Taylor's formula for the funtion
•ϕ(f(−)) : Dα −→ K ⊆ •Rk. First of all, we prove that this omposition is
well dened, that is the following theorem holds:
Theorem 12.1.2. Let X be a Cn spae and let U ∈ τX be an open set.
Let us onsider an innitesimal set I ⊆ Dd∞, with d ∈ N>0 and ontaining
the null vetor: 0 ∈ I. Finally, let f : I −→ •X be a •C∞ funtion with
f(0) ∈ •U . Then f(h) ∈ •U for every h ∈ I.
Proof: From the hypothesis on f it follows that f ∈I •X beause I =
•(IR) = I (see Theorem 9.2.5). Hene, sine 0 ∈ I, by the results of Setion
9.2.1, we an globally say that either f is onstant, and the proof is trivial,
or we an write the equality f(h) = •γ(p, h) in •X for every h ∈ I. For the
sake of larity let y := f(h), thus taking standard parts we get
◦y ≍ ◦[•γ(p, h)] = γ(p0, 0) = ◦[•γ(p, 0)] ≍ ◦f(0), (12.1.1)
that is
◦y and ◦f(0) are identied in X (see Denition 7.1.2 for the denition
of the relation x ≍ y). But f(0) ∈ •U , hene ◦f(0) ∈ U and ◦y ∈ U from
1
Let us reall the general denition of the set of all the little-oh polynomials in the
spae X ∈ C∞, i.e. the Denition 8.1.4.
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(12.1.1). Finally, y = f(h) ∈ •X and hene y = f(h) ∈ •U beause of the
previous Lemma 12.1.1.
We will state both the 1-dim Taylor's formula and the d-dimensional one,
beause the rst ase an be stated in a onsiderably simpler way.
Theorem 12.1.3. Let X be a C∞ spae, α ∈ R>0, U ∈ τX be an open set
of X and
f : Dα −−−−→ •X with f(0) ∈ •U
ϕ : •U −−−−→ •Rk
be
•
C
∞
maps. Dene kj ∈ R suh that
k0 := 0
1
kj
+
j
α+ 1
= 1 ∀j = 1, . . . , [α] =: n.
Then there exists one and only one n-tuple (m1, . . . ,mn) suh that
1. mj ∈ •Rkkj for every j = 1, . . . , n
2. ϕ[f(h)] =
n∑
j=0
hj
j! ·mj ∀h ∈ Dα.
The more general statement, with innitesimal inrements taken in a
produt of ideals of dierent order, i.e. h ∈ Dα1× . . .×Dαd , is the following2
Theorem 12.1.4. Let X be a C∞ spae, α1, . . . , αd ∈ R>0, U ∈ τX an open
subset of X and
f : Dα1 × · · · ×Dαd −−−−→ •X with f(0) ∈ •U
ϕ : •U −−−−→ •Rk
be
•
C
∞
maps. Dene kj ∈ R suh that
k0 := 0
1
kj
+
j
α+ 1
= 1 ∀j ∈ Nd : 0 < j
α+ 1
< 1.
Then there exists one and only one
m :
{
j ∈ Nd | j
α+ 1
< 1
}
−−−−→ •Rk
suh that
2
Reall the Denition 3.3.2 for the denition of the term
j
α+1
, where α, j ∈ Nd.
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1. mj ∈ •Rkkj for every j ∈ Nd suh that jα+1 < 1
2. ϕ [f(h)] =
∑
j∈Nd
j
α+1
<1
hj
j! ·mj ∀h ∈ Dα1 × · · · ×Dαd .
Proof: The domain of our funtion is
Dα1 × · · · ×Dαd = •(Dα1R)× · · · × •(DαdR) =
= Dα1 × · · · ×Dαd = Dα1 × · · · ×Dαd
where we have used Theorem 9.2.5 for the seond equality and Lemma 9.2.2
for the latter equality. Setting I := Dα1×· · ·×Dαd for the sake of simpliity,
we have thus
f : I −→ •X and hene f ∈
I
•X.
From the results of Setion 9.2.1, sine I is an innitesimal set ontaining 0,
we get that either f is onstant or we an write
f = •γ(p,−)|I (12.1.2)
for some p ∈ •A, A is open in Rp, and some γ ∈ C∞(A×B,X) with I ⊂ •B
and B open in Rd. The ase f onstant is trivial beause it sues to set
mj := 0 for j 6= 0, m0 := ϕ [f(0)] to have the existene part and to apply
Corollary 3.4.1 for the uniqueness part. In the seond ase (12.1.2) our aim
is, of ourse, to use the omposition ϕ◦•γ(p,−), so that now we would like to
nd where this omposition is dened and to prove that its domain ontains
the previous innitesimal set I. We have that η := •γ(p,−) : •B −→ •X in
•
C
∞
, hene, sine
•U ∈ τ •X, we also get that η−1(•U) is open in •B and
hene it is also open in
•Rd beause B is open in Rd. But we have that
0 ∈ η−1(•U) if and only if η(0) = •γ(p, 0) = f(0) ∈ •U whih is true by
hypothesis. Thus, sine η−1(•U) is open in •Rd we obtain that
∃B1 open in Rd : 0 ∈ •B1 ⊆ η−1(•U) ⊆ •B.
So we are in the following situation
•B1
η|•B1 // •U
ϕ // •Rk ,
and hene the omposition ϕ ◦ •γ(p,−)|•B1 =: ψ is dened in •B1 whih,
being open and ontaining 0, it also ontains the innitesimal set I (Lemma
12.1.1). But the idea is to use the Taylor's formula for standard smooth
funtions, i.e. Theorem 3.4.5, and we do not know whether the funtion ψ
is the extension of an ordinary standard funtion. So, we have to note that
•B1 = •B1 and hene ψ ∈•B1
•Rk, so that we an apply one again Theorem
9.2.4 obtaining that loally, in a neighborhood of 0 ∈ •B1, we an express
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the gure ψ as ψ = •δ(q,−) for a suitable δ ∈ C∞(C × E,Rk), with I ⊆ •E
(the ase ψ onstant an be dealt as seen above). Therefore we have
ψ(x) = •δ(q, x) = ϕ [•γ(p, x)] = ϕ [f(x)] ∀x ∈ •E ∩ •B1 = •(E ∩B).
To the standard smooth funtion δ ∈ C∞(C×E,Rk) we an apply Theorem
3.4.5 at the non-standard point (q, 0) ∈ •C×•E = •(C×E) with innitesimal
inrement (q, 0 + h), h ∈ I; we obtain
∀h ∈ I : ψ(h) = [•δ(q, h)] = ϕ [f(h)] =
∑
j∈Nd
j
α+1
<1
hj
j!
· ∂
|j|δ
∂xj
(0).
Now it sues to apply Corollary 3.4.1 to obtain the onlusion.
Analogously we an state and prove a Taylor's formula for funtions f :
Dd∞ −→ •X, with oeients m0 ∈ •Rk0 and mj ∈ •Rk1.
Denition 12.1.5. In the hypothesis of the previous Theorem 12.1.4, we set
∂ϕ(f) :
{
j ∈ Nd | j
α+ 1
< 1
}
−−−−→ •Rk
suh that:
1. ∂jϕ(f) ∈ •Rkkj for every j ∈ Nd suh that jα+1 < 1
2. ϕ [f(h)] =
∑
j∈Nd
j
α+1
<1
hj
j! · ∂jϕ(f) ∀h ∈ Dα1 × · · · ×Dαd .
In the ase X = Rk and ϕ = 1Rk we will use the simplied notations
∂jf := ∂jf(0) := ∂jϕ(f)
f (n)(0) := ∂nf(0) if f : Dα −→ •R and n < α+ 1.
Let us note that using these notations we have that ∂jϕ(f) = ∂j(ϕ ◦ f).
For example if f : D −→ •R is smooth, then we have
f ′(0) ∈ •R2 and ∀h ∈ D : f(h) = f(0) + h · f ′(0),
with f ′(0) uniquely determined by this property. Using this notation we
have that f 7→ f ′(0) is a derivation up to seond order innitesimals
Theorem 12.1.6. Let f , g : D −→ •R and r ∈ •R, then
1. (f + g)′ (0) = f ′(0) + g′(0)
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2. (r · f)′ (0) =2 r · f ′(0) and if r ∈ R, then (r · f)′ (0) = r · f ′(0)
3. (f · g)′ (0) =2 f ′(0) · g(0) + f(0) · g′(0)
In other words the map f ∈ •RD 7→ •R=2 is a derivation (see Theorem 3.2.3
for the denition of
•R=k).
Proof: We use the notations of the proof of Theorem 12.1.4 and we prove
property 3., the others being similar. Thus we an write
f = •γ(p,−)|D , g = •η(q,−)|D
f ′(0) = ι2 [∂2γ(p, 0)] , g
′(0) = ι2 [∂2η(q, 0)] , (12.1.3)
where ∂2 means partial derivative with respet to the seond slot. Therefore,
realling Theorem 3.2.3 about the properties of =k, we have
(f · g)′ (0) =2 ∂2 (γ(p,−) · η(q,−)) (0) =2
=2 ∂2γ(p, 0) · η(q, 0) + γ(p, 0) · ∂2η(q, 0). (12.1.4)
But from (12.1.3) we have that f ′(0) =2 ∂2γ(p, 0), g
′(0) =2 ∂2η(q, 0) and
=2 is a ongruene relation with respet to ring operations (Theorem 3.2.3),
hene from (12.1.4) we obtain the onlusion.
It is important now to make some onsiderations about the meaning of
the derivative ∂jf(0), for f : D
d
n −→ •R, with respet to the order of in-
nitesimals n ∈ N>0. We have already hinted in Setion 11.2 to the fat that
the best properties for derivatives an be proved using the Fermat method
for funtions f : V −→ •R dened in a neighborhood V of the point we are
interested to, e.g. 0 ∈ •U ⊆ V , with U open in Rd. But if we start from
a funtion of the form f : Ddn −→ •R dened on an innitesimal set, then,
roughly speaking, the domain Ddn is too small to give suient information
for the denition of ∂jf(0) using the Fermat method. Indeed, we do not have
as domain a full neighborhood to uniquely determine the smooth inremental
ratio of f . The Taylor's formula determines the derivatives ∂jf(0) in the set
•Rkkj and hene fores us to work up to kj-th order innitesimals, i.e. using
the ongruene
3 =kj . As a further proof of these informal onsiderations, it
seems plausible to expet that the larger is the order n ∈ N>0 the larger is
the information we have at disposal. More preisely, the situation we want
to analyze is the following: if we take a smooth funtion f : Ddm −→ •X and
n < m, then what is the relationship between ∂jϕ(f) and ∂jϕ
(
f |Ddn
)
? The
answer is: it results kj(n) > kj(m) and ∂jϕ(f) is equal to ∂jϕ
(
f |Ddn
)
up to
innitesimals of order kj(n).
3
We have to note that kj , dened in the statement of Theorem 12.1.4, really depends
on the order n, thus if we need to distinguish two situations with two orders, we will use
the more omplete notation kj(n).
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Theorem 12.1.7. Let X ∈ C∞ be a smooth spae. Let us onsider n, m,
d ∈ N>0 ∪ {+∞}, j ∈ Nd with n < m and 1 ≤ |j| ≤ n. Moreover, let us
onsider an open set U ∈ τX and smooth maps of the form
f : Ddm −→ •X with f(0) ∈ •U
ϕ : •U −→ •Rk.
Finally, let
1
kj(p)
+
j
p+ 1
= 1 ∀p ∈ N>0 ∪ {+∞}.
Then we have
1. kj(n) > kj(m)
2. ∂jϕ(f) =kj(n) ∂jϕ
(
f |Ddn
)
3. kj(m) < ω
[
∂jϕ(f)− ∂jϕ
(
f |Ddn
)]
≤ kj(n) and hene
∂jϕ(f)− ∂jϕ
(
f |Ddn
)
∈ Dkj(n)
Proof: To prove 1. it sues to note that kj(p) =
p+1
p+1−|j| , beause
j
p+1 =
|j|
p+1 , and that for a > b the real funtion x 7→ x+ax+b has a derivative b−a(x+b)2
whih is negative for every x.
To prove 2. from Denition 12.1.5 we have
∀h ∈ Ddm : ϕ [f(h)] =
∑
|j|≤m
hj
j!
· ∂jϕ(f).
But n < m so Ddn ⊆ Ddm and thus from Corollary 2.5.6 we have
∀h ∈ Ddn : ϕ [f(h)] =
∑
|j|≤n
hj
j!
· ∂jϕ(f).
Now using Theorem 3.3.3 we obtain hj ·∂jϕ(f) = hj · ιkj(n) [∂jϕ(f)] for every
h ∈ Ddn and substituting we get
∀h ∈ Ddn : ϕ [f(h)] =
∑
|j|≤n
hj
j!
· ιkj(n) [∂jϕ(f)] ,
hene from the uniqueness in Taylor's formula we obtain ιkj(n) [∂jϕ(f)] =
∂jϕ
(
f |Ddn
)
= ιkj(n)
[
∂jϕ
(
f |Ddn
)]
, beause ιk(x) = x if x ∈ •Rk, and this
proves 2.
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Property 3. follows diretly from Theorem 3.2.5.
Muh in the same way as the Fermat method provides a very useful
instrument to derive the alulus for funtions dened on open sets, the pre-
vious theorems show us that the derivatives ∂jϕ(f) provides a useful instru-
ment to study funtions dened on innitesimal sets. The following theorem
states that equality of derivatives through observables implies identity of the
funtions:
Theorem 12.1.8. Let X ∈ C∞ be a smooth spae and n, d ∈ N>0. Let us
onsider two smooth funtions
f, g : Ddn −→ •X with f(0) = g(0).
Moreover, let us assume that the derivatives of these funtions are equal, i.e.
∂j
•ϕ(f) = ∂j
•ϕ(g) ∀j ∈ Nd : 1 ≤ |j| ≤ n
for every observable ϕ : U −→ Rk of the spae X with f(0) ∈ •U . Then
f = g
Let us note that this theorem, whih is a onsequene of our denition of
equality in
•X using observables (see Denition 8.2.1), is not trivial, beause
in our ontext we do not have harts on our spaes X ∈ C∞.
Proof: Take h ∈ Ddn, we have to prove that y := f(h) and z := g(h) are
equal in
•X. Using typial notations and negleting some details, we an say
that y = f(h) = •γ(p, h) in •X so that
◦y = ◦ [•γ(p, h)] = γ(◦p, 0) =
= ◦ [•γ(p, 0)] = ◦f(0).
But f(0) = g(0) in •X by hypothesis, so ◦y = ◦f(0) ≍ ◦g(0) = ◦z. Now let
us take an observable ϕ : U −→ Rk of X, we have to prove that
y0 ∈ U ⇐⇒ z0 ∈ U (12.1.5)
y0 ∈ U =⇒ ϕ(yt) = ϕ(zt) + o(t). (12.1.6)
The rst one follows diretly from the identiation
◦y ≍ ◦z. For the seond
one, if y0 ∈ U , then y0 = ◦y = ◦f(0), thus ◦f(0) ∈ U and hene f(0) ∈ •U
from Lemma 12.1.1. We an thus apply our hypotheses to obtain the equality
of derivatives ∂j
•ϕ(f) = ∂j
•ϕ(g) for every j ∈ Nd with 1 ≤ |j| ≤ n. Using
Taylor's formula
•ϕ(y) = •ϕ [f(h)] =
∑
|j|≤n
hj
j!
·∂j•ϕ(f) =
∑
|j|≤n
hj
j!
·∂j•ϕ(g) = •ϕ [g(h)] = •ϕ(z),
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this equality being in
•Rk, i.e. ϕ(yt) = ϕ(zt) + o(t), whih is the onlusion
stated in the theorem.
There is the possibility to onnet the methods developed for the dif-
ferential alulus of funtion dened on open sets (see the previous Setion
11) with the dierential alulus of smooth funtions dened on innites-
imal sets. Indeed, the following results prove that funtions of the form
f : S −→ •Rn an be seen loally as innitesimal polynomials with smooth
oeients.
Theorem 12.1.9. Let S ⊆ •Rs and f : S −→ •Rn a map (in Set). Then it
results that
f : S −→ •Rn is smooth in •C∞ (12.1.7)
if and only if for every x ∈ S we an write
f(y) =
∑
|q|≤k
q∈Nd
aq(y) · pq ∀y ∈ •V ∩ S, (12.1.8)
for suitable:
1. d, k ∈ N
2. p ∈ Ddk
3. V open subset of Rs suh that x ∈ •V
4. (aq)|q|≤k
q∈Nd
family of C
∞(V,Rn).
In other words, every smooth funtion f : S −→ •Rn an be onstruted
loally starting from some innitesimal parameters
p1, . . . , pd ∈ Dk
and from ordinary smooth funtions
aq ∈ C∞(V,Rn)
and using polynomial operation only with p1, ..., pd and with oeients
aq(−). Roughly speaking, we an say that they are innitesimal polynomi-
als with smooth oeients. The polynomials variables at as parameters
only. By the sheaf property, here loally means that this onstrution
using innitesimal polynomials has to be done in a neighborhood of eah
point x ∈ S, but in suh a way to have equal polynomials on interseting
neighborhoods.
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If f : I −→ •Rn with 0 ∈ I ⊆ Ds∞, then for x = 0 we an write (12.1.8)
globally as
f(h) =
∑
|q|≤k
q∈Nd
aq(h) · pq ∀h ∈ I, (12.1.9)
beause I ⊆ •V . From (12.1.9) we obtain
∂jf(h1) = ιkj
∑
|q|≤k
q∈Nd
∂jaq(h1) · pq ∀h1 ∈ I
 ,
where j ∈ Nd, kj ∈ R and α1, ..., αd ∈ N>0 are suh that 0 < jα+1 < 1 and
1
kj
+ jα+1 = 1. Therefore from Theorem 3.3.3 we get
∀h ∈ Dα1 × · · · ×Dαd : h · ∂jf(h1) = h ·
∑
|q|≤k
q∈Nd
∂jaq(h1) · pq. (12.1.10)
All this permits to use the results about the dierential alulus of funtions
like aq ∈ C∞(V, •Rn), dened on open sets, to funtions dened on innites-
imal sets. Moreover, equalities of the form (12.1.10) permit to avoid the use
of the map ιk :
•Rn −→ •Rn=k .
Proof: The impliation (12.1.8)⇒ (12.1.7) follows diretly from Theorem
9.2.4. For the opposite impliation, let us write f |V = •α(π,−)|V , as usual,
in a neighborhood of x ∈ •V ∩S, for α ∈ C∞(U×V,Rn) and where π ∈ •U ⊆
•Rd works as the usual non standard parameter. Set r := ◦π and p := π − r
so that p ∈ Ddk for some k ∈ N>0. Using the innitesimal Taylor's formula
we get
f(y) = α(π, y) = α(r + p, y) =
∑
|q|≤k
∂qα(r, y) · p
q
q!
,
from whih we have the onlusion setting aq :=
1
q! · ∂qα(r,−).
Taking an enumeration of all these multi-indexes q ∈ Nd, i.e.
{q1, . . . , qN} =
{
q ∈ Nd : |q| ≤ k , pq 6= 0
}
\ {0}
qi 6= qj if i 6= j,
then we an write the innitesimal polynomial (12.1.8) in a simpler way,
even if it hide the powers pq of the innitesimal parameter p ∈ Ddk. In fat,
using this enumeration we an write
f(y) =
N∑
i=1
aqi(y) · pqi11 · . . . · pqidd + a0(y).
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It sues to set πi := p
qi1
1 · . . . · pqidd , bi := aqi and b0 := a0 to have
f(y) = b0(y) +
N∑
i=1
bi(y) · πi ∀y ∈ •V ∩ S. (12.1.11)
As usual, both the smooth funtions bi and the innitesimal parameters πi
are not uniquely determined by formulas of the form (12.1.11).
12.2 Smoothness of derivatives
In our smooth ontext, it is important that the denition of derivative for
our non standard smooth funtions always produes a smooth operator. On
the other hand, it is natural to expet, exatly as for the standard part map
(see Corollary 9.4.3) that every funtion ιk :
•R −→ •R mapping a Fermat
real x ∈ •R to x up to k-th order innitesimals, i.e. ιk(x), annot be
smooth. If this is so, then also the rst derivative annot be smooth being
thought as a funtion of f , i.e. f ∈ •RD 7→ f ′(0) ∈ •R. Let us onsider, for
example, the following funtion dened on the innitesimal set D2 of seond
order innitesimals and depending on the parameter p ∈ •R:
fp(h) :=
1
2
(h+ p)2 ∀h ∈ D2.
We have fp(h) =
1
2p
2 + hp+ h
2
2 , so that from the Taylor's formula we have
f ′p(0) = ι 3
2
(p) in fat:
n+ 1
n+ 1− j =
2 + 1
2 + 1− 1 =
3
2
f ′′p (0) = ι3(1) = 1 in fat:
n+ 1
n+ 1− j =
2 + 1
2 + 1− 2 = 3.
So, if the map
f ∈ •RD2 7→ f ′(0) ∈ •R
is smooth, also the map
p ∈ •R 7→ fp ∈ •RD2 7→ f ′p(0) = ι 3
2
(p) ∈ •R
would be smooth. Therefore, the smoothness of the maps ιk :
•R −→ •R is
stritly tied with the smoothness of the derivatives. We will see that these
maps are not smooth, as a simple onsequene of the following general result.
Theorem 12.2.1. Let M , N be manifolds, and f : •N −→ •M be a •C∞
funtion. Then
f(N) ⊆M =⇒ f = • (f |N ) .
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In other words, a
•
C
∞
funtion between extended manifolds that takes stan-
dard points to standard points, an be realized as the extension of an ordinary
smooth funtion.
Proof: Let us onsider a generi point n1 ∈ •N . We want to prove that
f(n1) =
• (f |N) (n1). Let n := ◦n1 ∈ N so f(n) ∈M and we an onsider a
hart (U,ϕ) on n ∈ N and another one (V, ψ) on f(n). We an assume, for
simpliity, ϕ(U) = Rn, ψ(V ) = Rm, ϕ(n) = 0 and the open set U suiently
small so that f(•U) ⊆ •V . Diagrammatially, in •C∞, the situation is the
following
•Rn
•ϕ−1 // •U
f |•U // •V
•ψ // •Rm .
To the smooth funtion
•ϕ−1 ·f |•U ·•ψ : •Rn −→ •Rm we an apply Theorem
9.2.4 obtaining that in a neighborhood of 0 we an write
ψ
[
f
(
ϕ−1y
)]
= •γ(p, y),
where γ ∈ C∞(A × B,Rm), p ∈ •A, A is open in Rp and B is an open
neighborhood of 0 in Rn. Setting r := ◦p ∈ Rp and h := p− r ∈ Dpk for some
k ∈ N>0, we get
ψ
[
f
(
ϕ−1y
)]
= •γ(r + h, y) =
∑
q∈Np
|q|≤k
∂q1γ(r, y) ·
hq
q!
,
where ∂1 means the derivative with respet to the rst slot of γ(−,−). Set-
ting for simpliity ai(y) :=
1
qi!
· ∂qi1 γ(r, y), hi := hqi , where {q1, . . . , qN} =
{q ∈ Np : |q| ≤ k}, qi 6= qj if i 6= j, we an write
ψ
[
f
(
ϕ−1y
)]
= a0(y) +
N∑
i=1
ai(y) · hi ∀y ∈ •B, (12.2.1)
where the funtions ai ∈ C∞(B,Rm) are standard smooth maps. We an sup-
pose (a1, . . . , aN ) linearly independent in the real vetor spae C
∞(B,Rm),
beause otherwise we an selet among them a basis and express the other
funtions as a linear ombination of the basis. Now, let us evaluate the
standard part of (12.2.1) at a generi standard point r ∈ B:
∀r ∈ B : ◦ {ψ [f (ϕ−1r)]} = ◦a0(r) + N∑
i=1
◦ai(r) · ◦hi = ◦a0(r), (12.2.2)
beause
◦hi = 0 sine hi = h
qi = (p − ◦p)qi ∈ D∞. But r ∈ B ⊆ Rn, so
ϕ−1(r) ∈ U ⊆ •U and f (ϕ−1r) ∈ M ∩ •V = V beause f(N) ⊆ M . Thus,
ψ
[
f
(
ϕ−1r
)] ∈ Rm and hene from (12.2.2) we get
ψ
[
f
(
ϕ−1r
)]
= a0(r) ∀r ∈ B. (12.2.3)
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Therefore
N∑
i=1
ai(r) · hi = 0 ∀r ∈ B. (12.2.4)
The funtions ai are ontinuous and linearly independent, so that from
Lemma 11.2.6 we an nd r1, . . . , rN ∈ B suh that
det
 a1(r1) . . . aN (r1)..
.
a1(rN ) . . . aN (rN )
 6= 0.
We an write (12.2.4) as a1(r1) . . . aN (r1)..
.
a1(rN ) . . . aN (rN )
 ·
 h1..
.
hN
 = 0,
and therefore we obtain that hi = 0 for every i = 1, . . . , N , and
ψ
[
f
(
ϕ−1y
)]
= a0(y)
for every y ∈ •B from (12.2.1), whih has to be understood as an abbreviation
of
•ψ
[
f
(
•ϕ−1y
)]
= •a0(y) ∀y ∈ •B. (12.2.5)
Now n1 ≍ n beause ◦n1 = n, so that •ϕ(n1) ≍ ϕ(n) = 0 ∈ •B and thus
also
•ϕ(n1) ∈ •B from the denition of ≍. We an thus apply (12.2.5) with
y = •ϕ(n1) obtaining that
•ψ [f(n1)] =
•a0 (
•ϕn1), and hene
f(n1) =
•ψ−1 [•a0 (
•ϕn1)] =
•
(
ψ−1 ◦ a0 ◦ ϕ
) |ϕ−1(B)(n1). (12.2.6)
Finally, we must prove that
(
ψ−1 ◦ a0 ◦ ϕ
)
(x) = (f |N ) (x) in an open neigh-
borhood of n, but from (12.2.3) and taking a generi x ∈ ϕ−1(B) ⊆ N we
get
ψ [f(x)] = a0 [ϕ(x)]
f(x) = (f |N ) (x) = ψ−1 [a0 (ϕx)] =
(
ψ−1 ◦ a0 ◦ ϕ
) |ϕ−1(B)(x),
and therefore f(n1) =
• (f |N ) (n1) from (12.2.6).
From this general result it follows
Corollary 12.2.2. Let k ∈ R≥1, then the funtion
ιk :
•R −→ •R (12.2.7)
is not smooth.
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Proof: In fat ιk(r) = r for every r ∈ R, so from the previous Theorem
12.2.1 we have
ιk =
• (ιk|R) = •1R = 1•R
if ιk is smooth. But this is impossible beause, e.g. ιk( dtk) = 0 6= dtk =
1•R( dtk).
This negative result will be ounterated in two ways: in the rst one we
will prove that, in spite of this orollary, any map of the form
(f, ϕ, h) 7→ hj · ∂jϕ(f)
is smooth; the seond one says that the negative result is due to the hoie
of a wrong odomain in (12.2.7).
Theorem 12.2.3. Let X ∈ C∞ be a smooth spae, n ∈ N>0 and U ∈ τX an
open set of X. Let us onsider the •C∞-maps
f : Dn −→ •X with f(0) ∈ •U
ϕ : •U −→ •Rk.
Finally, let
A =

1 1 . . . 1
2 22 . . . 2n
.
.
.
n n2 . . . nn

−1
be the inverse of the submatrix V (1; 1) obtained deleting the rst row and the
rst olumn of the Vandermonde matrix V determined by (0, 1, 2, . . . , n).
Then for every j = 1, . . . , n we have
hj · ∂jϕ(f) =
n∑
i=1
j! · aij · {ϕ [f(i · h)]− ϕ [f(0)]} ∀h ∈ Dn, (12.2.8)
hene the funtion
(f, ϕ, h) ∈ •UDn ×
(
•Rk
)•U
×Dn 7→ hj · ∂jϕ(f) ∈ •Rk (12.2.9)
is smooth in
•
C
∞
.
Proof: From the innitesimal Taylor's formula, Theorem 12.1.3, we have
ϕ [f(h)] = ϕ [f(0)] +
n∑
j=1
hj
j!
· ∂jϕ(f) ∀h ∈ Dn. (12.2.10)
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Let xj :=
hj
j! · ∂jϕ(f) for j = 1, . . . , n and for a xed h ∈ Dn let h, 2h, 3h,
..., n · h in (12.2.10). We obtain
ϕ(fh)− ϕ(f0) = x1 + . . .+ xn
ϕ [f(2h)]− ϕ(f0) = 2x1 + 22x2 + . . .+ 2nxn
. . .
ϕ [f(nh)]− ϕ(f0) = nx+ n2x2 + . . . + nnxn.
So that we an write this system of equations in x1, . . . , xn as
1 1 . . . 1
2 22 . . . 2n
.
.
.
n n2 . . . nn
 ·
 x1..
.
xn
 =
 ϕ(fh)− ϕ(f0)..
.
ϕ [f(nh)]− ϕ(f0)
 ,
from whih the rst part (12.2.8) of the onlusion follows.
The seond part follows noting that the right hand side of (12.2.8) gives
the funtion (12.2.9) as a omposition of smooth funtions (among whih we
have to onsider some evaluations, that in a artesian losed ategory are
always smooth; see Setion 7.3).
Analogously, we an prove a orresponding result in the d-dimensional ase:
Theorem 12.2.4. Let X ∈ C∞ be a smooth spae, n, d ∈ N>0 and U ∈ τX
an open set. Let us onsider the
•
C
∞
-maps
f : Ddn −→ •X with f(0) ∈ •U
ϕ : •U −→ •Rk.
Then for every j ∈ Nd suh that |j| ≤ n, the map
(f, ϕ, h) ∈ •UDdn ×
(
•Rk
)•U
×Ddn 7→ hj · ∂jϕ(f) ∈ •Rk
is a
•
C
∞
map.
The seond solution of the negative result of Corollary 12.2.2 is to admit
that the odomain of the map ιk is not orret, but we have to hange it as
follows
ιk :
•R −→ •R=k .
Indeed, we have
Theorem 12.2.5. Let k ∈ R≥1, then the map
ιk :
•R −→ •R=k
is a
•
C
∞
map. We reall here that
•R=k is the quotient set
•R/ =k.
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Proof: For larity, we will use the notations with the equivalene lasses, so
that here the map ιk as to be understood as dened by
ιk(m) :=
◦m+ N∑
i=1
ωi(m)>k
◦mi · dtωi(m)

=k
∀m ∈ •R. (12.2.11)
But using the notations with the equivalene lasses, the equality
◦u+
N∑
i=1
ωi(u)>k
◦ui · dtωi(u) =k u ∀u ∈ •R
now gives
ιk(u) = [u]=k ∀u ∈ •R,
and hene the map ιk dened in (12.2.11) is simply the projetion onto the
quotient set
•R=k whih is always smooth by the o-ompleteness of the
ategory
•
C
∞
(see Theorem 6.3.5).
To larify further the relationships between
•Rk and •R=k we also prove
the following
Theorem 12.2.6. Let k ∈ R≥1, then the map
ik : x ∈ •R=k 7→ ιk(x) ∈ •Rk
is not smooth in
•
C
∞
.
Even if we have these negative results, the map ιk :
•R −→ •Rk as dened
in the Denition 3.2.1 has not to be forgotten: if we only need algebrai
properties like those expressed in results like those of Chapter 3, then we do
not need the whole map ιk but only terms of the form ιk(m), and in this
ase, we an think ιk(m) ∈ •Rk. If, instead, we need to prove smoothness
of derivatives, then we need the map ιk thought with odomain: ιk :
•R −→
•R=k . This little bit of notational onfusion disappears ompletely one we
speify domains and odomains of the map ιk we are onsidering.
Proof: Firstly, the map ik :
•R=k −→ •Rk is well dened beause the
denition of x =k y is exatly ιk(x) = ιk(y) (see Denition 3.2.1).
Now, let us take a gure δ ∈
H
•R=k on the quotient set
•R=k . By
Theorem 6.3.5 this means that for every h ∈ H we an nd a neighborhood
U of h in H and a gure α ∈U •R suh that δ|U = α · [−]=k . Let us onsider
the omposition δ · ik : H −→ •Rk in the neighborhood U :
ik (δ(u)) = ik
{
[α(u)]=k
}
= ιk [α(u)] .
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So, taking α = 1•R, from this we would obtain that if ik were smooth, then
also ιk(u) would be smooth in u. In other words, it would be smooth if
onsidered as a map from
•R to •Rk →֒ •R, but we already know that this
does not hold from Corollary 12.2.2.
Now we have to understand with respet to what variables we have to
mean that derivatives are smooth funtions, beause we are onsidering
funtions dened on innitesimal sets. The natural answer is given by the
following
Denition 12.2.7. Let X ∈ C∞ be a smooth spae, d ∈ N>0, n ∈ N>0 ∪
{+∞}, and U ∈ τX an open set. Let us onsider the •C∞ maps
ϕ : •U −→ •Rk
f : V −→ •X with x ∈ V ⊆ •Rd and f(x) ∈ •U.
Moreover, let us suppose that V veries
∀h ∈ Ddn : x+ h ∈ V,
so that we an dene fx : h ∈ Ddn 7→ f(x + h) ∈ •X. Then for every
multi-index j ∈ Nd with 1 ≤ |j| ≤ n we dene
∂jϕ(f)x := ∂jϕ (fx) .
As usual, if X = Rk and ϕ = 1Rk, we will use the simplied notations
∂jfx := ∂jf(x) := ∂jϕ(f)x and f
(j)(x) := ∂jf(x) if k = 1 and 1 ≤ j ≤ n.
Therefore the derivative ∂jϕ(f)x is haraterized by the Taylor's formula
∀h ∈ Ddn : ϕ [f(x+ h)] =
∑
j∈Nd
|j|≤n
hj
j!
· ∂jϕ(f)x
and by the onditions ∂jϕ(f)x ∈ •R=kj for every multi-index j. As above,
with these notations we have that ∂jϕ(f)x = ∂j(ϕ ◦ f)x.
Example. Let us onsider f : D −→ •R, we want to nd f ′(i) for i ∈ D.
By Denition 12.2.7 we have
f(i+ h) = f(i) + h · f ′(i) ∀h ∈ D, (12.2.12)
with f ′(i) ∈ •R=2 . But i+ h ∈ D so that we also get
f(i+ h) = f(0) + (i+ h) · f ′(0) (12.2.13)
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with f ′(0) ∈ •R=2 . On the other hand from i ∈ D we also have f(i) = f(0)+
i·f ′(0), and substituting in (12.2.12) we get f(i+h) = f(0)+i·f ′(0)+h·f ′(i).
From this and from (12.2.13) we nally obtain
h · f ′(0) = h · f ′(i) ∀h ∈ D,
that is (see Theorem 3.3.3) f ′(0) =2 f
′(i), i.e. f ′(0) = f ′(i) beause both
derivatives are in
•R=2 . This onrms an intuitive result, i.e. that every
smooth funtion f : D −→ •R is a straight line, and hene it has onstant
derivative.
Using the notation of the Denition 12.2.7 we an now state the following
Theorem 12.2.8. Let X, d, n, U , V and j as in the hypothesis of Denition
12.2.7, then the funtion
∂j : (f, ϕ, x) ∈ •UV ×
(
•Rk
)•U
× V 7→ ∂jϕ(f)x ∈ •Rk=kj
is a
•
C
∞
map.
Proof: Let us onsider gures α ∈
A
•UV , β ∈
B
(
•Rk
)•U
and γ ∈
C
V , we
have to prove that (α×β×γ) ·∂j ∈A×B×C •Rk=kj . Due to artesian losedness
we have that α∨ : A¯ × V −→ •U and β∨ : B¯ × •U −→ •Rk are smooth. In
the following we will always use identiations of type A¯ × B¯ = A×B,
based on the isomorphism of Lemma 9.2.1 and Lemma 9.2.2. We proeed
loally, that is using the sheaf property of the spae
•Rk=k , so let us x generi
(a, b, c) ∈ A×B × C. First of all, we have to note that the funtion
Θ : (a1, b1, x) ∈ A×B × V 7→ β∨
{
b1, α
∨ [a1, x]
} ∈ •Rk,
is smooth, being the omposition of smooth funtions. Let, for simpliity,
V := A ×B × V . We have that Θ : A×B × V −→ •Rk in •C∞, and hene
we have the gure Θ ∈A×B×V •Rk. Let us apply to this gure Theorem
9.2.4 at the point (a, b, γ(c)) ∈ V, obtaining that in an open neighborhood
•U∩V of (a, b, γ(c)) generated by the open set U of Ra×Rb×Rd we an write
Θ(a1, b1, x) =
•δ(p, a1, b1, x) for every (a1, b1, x) ∈ •U∩V, where δ ∈ C∞(A×
U ,Rk), p ∈ •A and A is open in Rp. Note that, being Rk a manifold, we do
not have the lassial alternative Θ is loally onstant or Θ = •δ(p,−), see
the above ited theorem. Roughly speaking, to obtain the map (α×β×γ)·∂j
of our onlusion we have to derive the funtion δ with respet to the fourth
variable x, to ompose the result with the mapping ιkj :
•Rk −→ •Rk=kj and
nally to ompose the nal result with the gure γ : C −→ V . To formalize
this reasoning, we start from the open set U of Ra × Rb × Rd. Therefore,
p3(U) is open in Rd, where p3 : Ra × Rb × Rd −→ Rd is the projetion onto
the third spae. Hene p3(U) ∩ V is open in V and γ−1 [p3(U) ∩ V ] =: C is
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open in C beause γ : C −→ V , being smooth, is ontinuous. On the other
hand, p12(U) is open in Ra × Rb, where p12 : Ra × Rb × Rd −→ Ra × Rb is
the projetion onto the rst two fators. Therefore, p12(U) ∩ (A × B) =: D
is open in A × B and hene D × C is open in A × B × C. In this open
set we will realize the above mentioned ompositions. Indeed, rst of all
we have that (a, b, γ(c)) ∈ U and hene (a, b) ∈ D = p12(U) ∩ (A × B);
moreover, γ(c) ∈ p3(U) ∩ V and hene (a, b, c) ∈ D × C. Now, for a generi
(a1, b1, c1) ∈ D × C we have
[(α× β × γ) · ∂j] (a1, b1, c1) = ∂jβ(b1) (α(a1))γ(c1)
= ∂j (β(b1) ◦ α(a1))γ(c1)
= ∂j
(
β∨(b1,−) ◦ α∨(a1,−)
)
γ(c1)
= ∂j (Θ(a1, b1,−))γ(c1)
= ιkj [
• (∂4δ) (p, a1, b1, γ(c1))] .
This proves that we an express (α×β×γ)·∂j on the open neighborhood D×C
of (a, b, c) as a omposition of smooth maps (so, here we are using Theorem
12.2.5 about the smoothness of the map ιkj ) and hene the onlusion follows
from the sheaf property of the spae
•Rk=kj ∈
•
C
∞
.
Using this result, or the analogous for derivative of smooth funtions
dened on open sets, we an easily extend the Taylor's formula to vetor
spaes of smooth funtions of the form
•RZ .
Theorem 12.2.9. Let Z be a C∞ spae, α1, . . . , αd ∈ R>0, and
f : Dα1 × · · · ×Dαd −−−−→ •RZ
be a
•
C
∞
map. Dene kj ∈ R suh that
k0 := 0
1
kj
+
j
α+ 1
= 1 ∀j ∈ J :=
{
j ∈ Nd | j
α+ 1
< 1
}
: j 6= 0.
Then there exists one and only one family of smooth funtions
m : J −−−−→
∑
j∈J
•RZ=kj
suh that
1. mj(z) ∈ •Rk=kj for every j ∈ N
d
suh that
j
α+1 < 1 and every z ∈ Z
2. f(h) =
∑
j∈Nd
j
α+1
<1
hj
j! ·mj ∀h ∈ Dα1 × · · · ×Dαd in the vetor spae •RZ .
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Proof: For artesian losedness, the adjoint of the map f is smooth:
f∨ : Z ×Dα1 × · · · ×Dαd −−−→ •R.
Let us indiate this map, for simpliity, again with f(−,−). Then it sues
to onsider the smooth funtions
mj : z ∈ Z 7→ f(z,−) ∈ •RDα1×···×Dαd 7→ ∂jf(z,−) ∈ •R=kj
to obtain the desired pointwise equality
f(z, h) =
∑
j∈Nd
j
α+1
<1
hj
j!
·mj(z) ∀z ∈ Z
from the innitesimal Taylor's formula (Theorem 12.1.4). The uniqueness
part follows from the orresponding uniqueness of the ited theorem.
Using analogous ideas, we an also extend Theorem 12.1.9 to funtions of
the form f : S −→ •RZ , where Z is a generi •C∞ spae; the orresponding
statement an be easily obtain simply replaing in Theorem 12.1.9 the spae
•Rn with the spae •RZ .
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Innitesimal dierential
geometry
The use of nilpotent innitesimals permits to develop many onepts of dier-
ential geometry in an intrinsi way, without being fored to use oordinates.
In this way the use of harts beomes spei of suitable areas of dierential
geometry, e.g. where one stritly needs some solution in a nite neighbor-
hood and not in an innitesimal one only (e.g. this is the ase for the inverse
funtion theorem).
We reall that we named this kind of intrinsi geometry innitesimal
dierential geometry.
The possibility to avoid oordinates using innitesimal neighborhoods in-
stead, permits to perform some generalizations to more abstrat spaes, like
spaes of mappings. Even if the ategories C
∞
and
•
C
∞
are very big and
not very muh an be said about generi objets, in this setion we shall see
that the best properties an be formulated for a restrited lass of extended
spaes, the innitesimally linear ones, to whih spaes of mappings between
manifolds belong to.
All this setion takes strong inspiration from the orresponding part of
SDG, in the sense that all the statements of theorems and denitions have
a strit analogue in SDG. Our referene for proofs not depending on the
model presented in this work but substantially idential to those in SDG is
Lavendhomme [1996℄.
13.1 Tangent spaes and vetor elds
We start from the fundamental idea of tangent vetor. It is natural to dene a
tangent vetor to a spaeX ∈ •C∞ as an arrow (in •C∞) of type t : D −→ X.
Therefore TX := XD = •C∞(D,X) with projetion π : t ∈ TX 7→ t(0) ∈ X
is the tangent bundle of X.
We an also dene the dierential of an appliation f : X −→ Y in •C∞
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simply by omposition
df : t ∈ TX = XD −→ f ◦ t ∈ TY = Y D.
In the following we will also use the notations
TxX := ({t ∈ TX | t(0) = x} ≺ TM) ∈ •C∞
dfx : t ∈ TxX 7→ dfx[t] := f ◦ t ∈ Tf(x)Y
for the tangent spae at the point x ∈ X and for the dierential of the
appliation f : X −→ Y at the point x.
Note that using the absolute value it is also possible to onsider bound-
ary tangent vetors taking |D| := { |h| : h ∈ D} instead of D, for example
at the initial point of a urve or at a point in the boundary of a losed set.
In the following, M ∈Man will always be a d-dimensional smooth manifold
and we will use the simplied notation TM for T(•M).
It is important to note that with this denition of tangent vetor we obtain
a generalization of the lassial notion. In fat, in general we have that
t(0) ∈ •M and ϕ′(t) := ∂1ϕ(t) ∈ •Rd=2 if ϕ is a hart on ◦t(0) ∈M . In other
words, a tangent vetor t : D −→ •M an be applied to a non standard point
or have a non standard speed. If we want to study lassial tangent vetors
we have to onsider the following C
∞
objet
Denition 13.1.1. We all TstM the C
∞
objet with support set
|TstM | := {•f |D : f ∈ C∞(R,M)},
and with gures of type U (open in Ru) given by the substruture indued by
TM , i.e.
d ∈U TstM :⇐⇒ d : U −→ |TstM | and •C∞  d · i ∈U¯ TM,
where i : |TstM | →֒ TM is the inlusion.
That is in TstM we onsider only tangent vetors of the form t =
•f |D, i.e.
obtained as extension of ordinary smooth funtions f : R −→ M , and we
take as gures of type U ⊆ Ru the funtions d with values in TstM whih
in the ategory
•
C
∞
verify d∨ : U¯ × D −→ •M . Note that, intuitively
speaking, d takes a standard element u ∈ U ⊆ Rk to the standard element
d(u) ∈ TstM .
Theorem 13.1.2. Let t ∈ TM be a tangent vetor and (U,ϕ) a hart of
M on ◦t(0). Then
t ∈ TstM ⇐⇒ t(0) ∈M and ϕ′(t) ∈ Rd.
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Proof: If t = •f |D ∈ TstM then t(0) = f(0) = ◦t(0) ∈ M and ϕ′(t) =
ι2
[
(ϕ ◦ f)′ (0)] ∈ Rd beause
C
∞
 V := f−1(U)
f |V−−−−−−→ U ϕ−−−−−→ Rd
and hene (ϕ ◦ f)′ (0) ∈ Rd. Vie versa if t(0) ∈ M and ϕ′(t) ∈ Rd,
then applying the generalized derivation formula (Theorem 12.1.3) we ob-
tain
•ϕ(t(h)) = •ϕ(t(0)) + h · ϕ′(t) for any h ∈ D. But •ϕ(t(0)) = ϕ(t(0))
beause t(0) ∈ M . Hene setting a := ϕ(t(0)) ∈ Rd and b := ϕ′(t) ∈ Rd we
an dene
f(s) := ϕ−1(a+ s · b) ∈M ∀s : |s| < r,
where r ∈ R>0 has been taken suh that Br·‖b‖(a) ⊆ U . The standard
smooth funtion f : (−r, r) −→M an be dened on the whole of R in any
way that preserves its smoothness.
We have that
t(h) = •ϕ−1(•ϕ(t(h))) = •ϕ−1(a+ h · b) =: •f |D(h) ∀h ∈ D,
and this proves that t ∈ T
st
M is a standard tangent vetor.
In the following result we prove that the denition of standard tangent vetor
t ∈ TstM is equivalent to the lassial one.
Theorem 13.1.3. In the ategory C
∞
the objet TstM is isomorphi to the
usual tangent bundle of M
Proof: We have to prove that Tmst := {t ∈ TstM | t(0) = m} ≃ Tm where
here Tm := {f ∈ C∞(R,M) | f(0) = m}/ ∼ is the usual tangent spae
of M at m ∈ M . Note that Tm ∈ C∞ beause of ompleteness and o-
ompleteness.
Firstly we prove that
α : [f ]∼ ∈ Tm 7→ d(ϕ ◦ f)
dt
(0) ∈ Rd
α−1 : v ∈ Rd 7→ [r 7→ ϕ−1(ϕm+ r · v)]∼ ∈ Tm (13.1.1)
are arrows of C
∞
, where ϕ : V −→ Rd is a hart on m with ϕ(V ) = Rd.
Seondly we prove that
β : t ∈ Tmst 7→ ϕ′(t) ∈ Rd
β−1 : v ∈ Rd 7→ •[r 7→ ϕ−1(ϕm+ r · v)]|D ∈ Tmst
are arrows of C
∞
.
To prove the smoothness of α : Tm −→ Rd in C∞, let us take a gure
d ∈
H
Tm, where H is open in Rh. For the sheaf property of Tm to prove
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that d · α : H −→ Rd is smooth we an proeed proving that it is loally
smooth.
From the denition of gures of the quotient spae Tm (see Theorem
6.3.5), for every h ∈ H there exist an open neighborhood U of h in H and a
smooth funtion δ ∈ C∞(R,MR) suh that
∀u ∈ U : δ(u)(0) = m
d|U = δ · [−]∼,
where [−]∼ : {f ∈ C∞(R,M) | f(0) = m} −→ Tm is the anonial projetion
map of the quotient set Tm.
Thus, we have
(d · α) |U = d|U · α : u ∈ U 7→ α (du) = α [δu]∼ =
d(ϕ ◦ δu)
dt
(0).
But
∀r ∈ R : (ϕ ◦ δu)(r) = ϕ [δ(u)(r)] = ϕ [δ∨(u, r)] ,
and for the artesian losedness of C
∞
we have that δ∨ : U × R −→ M is
smooth. Therefore
(d · α)|U : u ∈ U 7→ dmϕ
[
∂2δ
∨(u, 0)
] ∈ Rd,
where dmϕ is the dierential of ϕ at the point m ∈ M . We thus have that
(d · α)|U = dmϕ [∂2δ∨(−, 0)] ∈ C∞(U,Rd) whih proves that d · α is loally
smooth.
Now, let us onsider the inverse α−1 dened in (13.1.1). This map is
exatly the omposition of the adjoint α˜∧ of the smooth map
α˜ : (v, r) ∈ Rd × R 7→ ϕ−1 (ϕm+ r · v) ∈M
with the anonial projetion:
Rd
α˜∧ //
α−1
%%KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
KK
{
f ∈MR | f(0) = m}
[−]∼

Tm
and hene it is smooth beause of the type of gures we have on a quotient
set, see Theorem 6.3.5.
We now prove that β : Tm
st
M −→ Rd is smooth. If d ∈
U
Tmst is a gure in
•
C
∞
of type U , where U is an open set of Ru, then d∨ : U¯×D −→ •M in •C∞.
But U¯×D = U¯ × D¯ = U ×D hene d∨ ∈
U×D
•M . Thus, for every u ∈ U we
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an loally write d∨|V = •γ(p,−,−)|V where V := •(A×B) ∩ (U ×D) is an
open neighborhood of (u, 0) dened by A×B in U×D, γ ∈ C∞(W×A×B,M)
is an standard smooth funtion, and p ∈ •W , where W is open in •Rp. But
V = •(A×B) ∩ (U ×D) = (•A ∩ U)× (•B ∩D) = (A ∩ U)×D
beause U ⊆ Ru. Now, we have
β[d(x)] = ϕ′[d(x)]
= ϕ′
[
d∨(x,−)]
= ι2
{
d
dr
{ϕ[γ(p, x, r)]}|r=0
}
= ι2 { dmϕ [∂3γ(p, x, 0)]} ∀x ∈ A ∩ U.
But
◦ {β[d(x)]} = β[d(x)] beause β : T
st
−→ Rd and hene
β[d(x)] =
◦
[ι2 { dmϕ [∂3γ(p, x, 0)]}]
=
◦
[ dmϕ [∂3γ(p, x, 0)]]
= dmϕ [∂3γ(p0, x, 0)] ∀x ∈ A ∩ U, (13.1.2)
so that (d · β)|A∩U = dmϕ [∂3γ(p0,−, 0)] ∈ C∞(A ∩ U,Rd) is an ordinary
smooth funtion. Note the importane to have as U a standard open set in
the last passage of (13.1.2), and this represents a further strong motivation
for the denition we gave for TstM .
To prove the regularity of β−1 we onsider the map
β˜ : v ∈ Rd 7→ [r ∈ R 7→ ϕ−1(ϕm+ r · v) ∈M] ∈ C∞(R,M).
Then we have
C
∞
 Rd
β˜−−−−→MR
C
∞
 Rd × R β˜
∨
−−−−−→M
•
C
∞

•Rd × •R
•β˜∨−−−−−−→ •M
•
C
∞
 Rd ×D β¯−−−−→ •M where β¯ := •
(
β˜∨
)
|R×D
•
C
∞
 Rd
β¯∧−−−−−→ •MD.
This map is atually β−1, in fat
∀v ∈ Rd : β¯∧(v) : h ∈ D 7→ β¯(v, h) = •
(
β˜∨
)
(v, h)
=
(
β˜∨(v, ht)
)
t≥0
=
(
β˜(v)(ht)
)
t≥0
= β−1(v)(h).
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Therefore β−1 : Rd −→ TM is smooth in •C∞. But, nally, β−1 is atually
with values in T
m
st
beause β−1(v)(0) = m for every v ∈ Rd, so that β−1 =
β−1 · i ∈ ¯
Rd
TM where i : Tm
st
→֒ TM is the inlusion. We have thus prove
that β−1 is a gure of type Rd of the C∞ spae Tm
st
and hene it is also
smooth in this ategory, whih is the onlusion.
For any objet X ∈ •C∞ the multipliation of a tangent vetor t by a
salar r ∈ •R an be dened simply inreasing its speed by a fator r:
(r · t)(h) := t(r · h) ∀h ∈ D. (13.1.3)
But, as we have already noted, in the ategory
•
C
∞
we have spaes with
singular points too, like algebrai urves with double points. For this reason,
we annot dene the sum of tangent vetors for every smooth spaeX ∈ •C∞,
but we need to introdue a lass of objets in whih this operation is possible.
The following denition simply states that in these spaes there always exists
the innitesimal parallelogram generated by a nite number of given vetors
at the same point m.
Denition 13.1.4. Let X ∈ •C∞, then we say that X is innitesimally
linear, or simply inf-linear, at the point m ∈ X if and only if the following
onditions are fullled
1. for any k ∈ N>1 and for any t1, . . . , tk ∈ TmX, there exists one and
only one p : Dk −→ X in •C∞ suh that
∀i = 1, . . . , k : p(0, i−1. . . . . . , 0, h, 0, . . . , 0) = ti(h) ∀h ∈ D.
We will all the map p the innitesimal parallelogram generated by
t1, . . . , tk.
2. The appliation
(−) +m . . .+m (−) : (t1, . . . , tk) ∈ (TmX)k 7→ p ∈ XDk
that assoiates to the k tangent vetors at m ∈ X the innitesimal
parallelogram p, is •C∞-smooth.
Moreover, we will simply say that X is inf-linear if it is inf-linear at eah
point m ∈ X and if the appliation
m ∈ X 7→ (−) +m . . .+m (−) ∈
∑
m∈X
(
XD
k
)(TmX)k
is
•
C
∞
-smooth.
The following theorem gives meaningful examples of inf-linear objets.
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t1
t2
m
X
Figure 13.1: An example of spae whih is not inf-linear at m ∈ X.
Theorem 13.1.5. The extension of any manifold
•M is inf-linear at every
point m ∈ •M . If Mi ∈Man for i = 1, . . . , s then the exponential objet
•M
•M ...2
•Ms
1 ≃ •M
•(M2×···×Ms)
1 (13.1.4)
is also inf-linear at every point.
The importane of the isomorphism (13.1.4) lies in the fat that omplex
spaes like
•M
•M ...2
•Ms
1 =
•
C
∞(•Ms,
•
C
∞(•Ms−1, · · · , •C∞(•M2, •M1) · · · )
are now no more diult to handle than lassial spaes of mappings like
•M
•N = •C∞(•N, •M). Let us note expliitly that this isomorphism is a
onsequene of artesian losedness and of the preservation of produts of
manifolds of the Fermat funtor.
Proof: Given any hart (U,ϕ) on ◦m ∈ M we an dene the innitesimal
parallelogram p as
p(h1, . . . , hk) :=
•ϕ−1
(
•ϕ(m) +
k∑
i=1
hi · ϕ′(ti)
)
∀h1, . . . , hk ∈ D.
(13.1.5)
If fat if τ(h) := p(0, i−1. . . . . . , 0, h, 0, . . . , 0) then ϕ(τ(h)) = ϕ(m)+h·ϕ′(ti) for
every h ∈ D; this implies that t(0) = τ(0) and ϕ′(τ) = ϕ′(ti), hene ti = τ .
To prove the uniqueness of the parallelogram generated by t1, . . . , tk ∈ TmM ,
let us onsider that if p : Dk −→ •M is suh that p(0, i−1. . . . . . , 0, h, 0, . . . , 0) =
ti(h) for every tangent vetor ti and every h ∈ D, then
ϕ[p(0, i−1. . . . . . , 0, h, 0, . . . , 0)] = ϕ[ti(h)] = ϕ(m) + h · ϕ′(ti)
and so
ϕ[p(h1, . . . , pk)] = ϕ(m) +
k∑
i=1
hi · ϕ′(ti)
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from the rst order innitesimal Taylor's formula, so that we obtain again
the denition (13.1.5), and this proves the uniqueness part.
Considering the exponential objet, beause
•M
•M ...2
•Ms
1 ≃ •M
•M2×···×•Ms
1 ≃ •M
•(M2×···×Ms)
1 ,
it sues to prove the onlusion for s = 2. First of all we note that,
beause of the previously proved uniqueness, the denition 13.1.5 of the
innitesimal parallelogram does not depend on the hart ϕ on ◦m. Now
let t1, . . . , tk be k tangent vetors at f ∈ •N •M . We shall dene their
parallelogram
1 p : •M −→ •NDk pathing together smooth funtions dened
on open subsets, and using the sheaf property of
•ND
k
. Indeed, for every
m ∈ •M we an nd a hart (Um, ϕm) of N on ◦f(m) with ϕm(Um) = Rn.
Now m ∈ Vm := f−1(•Um) ∈ τ •M and for every x ∈ Vm we have t∨i (0, x) =
f(x) ∈ •Um. Hene t∨i (h, x) ∈ •Um for any h ∈ D by Theorem 12.1.2.
Therefore we an dene
p∨m(x, h) := ϕ
−1
m
{
k∑
i=1
ϕm[t
∨
i (h
i, x)]− (k − 1) · ϕm(fx)
}
∀x ∈ Vm,∀h ∈ Dk
(13.1.6)
and we have that p∨m : (Vm ≺ •M) × Dk −→ •N is smooth, beause it is
a omposition of smooth funtions. We laim that if x ∈ Vm ∩ Vm′ then
p∨m(x,−) = p∨m′(x,−), in fat from the generalized Taylor's formula we have
ϕm[t
∨
i (h
i, x)] = ϕm(fx)+h
i ·ϕ′m[t∨i (−, x)] and hene substituting in (13.1.6)
we an write
p∨m(x, h) = ϕ
−1
m
{
kϕm(fx) +
k∑
i=1
hi · ϕ′m[t∨i (−, x)]− kϕm(fx) + ϕm(fx)
}
(13.1.7)
= ϕ−1m
{
ϕm(fx) +
k∑
i=1
hi · ϕ′m[t∨i (−, x)]
}
∀x ∈ Vm,∀h ∈ Dk.
But (Um, ϕm) is a hart on
◦f(x), so p∨m(x,−) is the innitesimal parallelo-
gram generated by the tangent vetors t∨i (−, x) at f(x), and we know that
(13.1.7) does not depend on ϕm, so pm = pm′ . For the sheaf property of
•ND
k
we thus have the existene of a smooth p : •M −→ •NDk suh that
∀m ∈ •M : p|Vm = pm.
From this and from (13.1.7) it is also easy to prove that p : Dk −→ •N •M
veries the desired properties. Uniqueness follows noting that p∨(m,−) is
the innitesimal parallelogram generated by t∨i (−,m). From (13.1.6) it also
1
For simpliity, in this proof we will use impliitly the artesian losedness property.
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follow easily that the map (m, t1, . . . , tk) 7→ p is smooth beause it is given
by the omposition of smooth maps.
Another important family of inf-linear spaes is given by the following
Theorem 13.1.6. Let X be an inf-linear spae and Z ∈ •C∞ be another
smooth spae. Then the spae
XZ
is inf-linear.
Proof: Let t1, . . . , tk : D −→ XZ be k ∈ N>1 tangent vetors at the point
m ∈ XZ . Beause of artesian losedness the adjoint maps t∨i : Z×D −→ X
are smooth; we will simply denote them with the initial symbol ti again.
Finally, for every z ∈ Z, beause X is inf-linear, we know that the map
(−) +m(z) . . .+m(z) (−) :
(
Tm(z)X
)k −→ XDk
is smooth in z ∈ Z beause it is omposed by smooth funtions.
Then the adjoint of the map:
p(z, h1, . . . , hk) :=
[
t1(z,−) +m(z) . . . +m(z) tk(z,−)
]
(h1, . . . , hk)
veries the desired properties.
If X is inf-linear at x ∈ X then we an dene the sum of tangent vetors
t1, t2 ∈ TxX simply taking the diagonal of the parallelogram p generated by
these vetors
(t1 + t2)(h) := p(h, h) ∀h ∈ D. (13.1.8)
With these operations TxX beomes a
•R-module:
Theorem 13.1.7. If X is inf-linear at the point x ∈ X, then with respet
to the sum dened in (13.1.8) and the produt by salar dened by (13.1.3),
the tangent spae TxX is a
•R-module.
Proof: We only prove that the sum is assoiative. Analogously, one an
prove the other axioms of module, . Let us onsider the tangent vetors t1,
t2, t3 ∈ TxX, and denote by p12 the innitesimal parallelogram generated
by t1 and t2, by p12,3 the parallelogram generated by t1 + t2 and by t3, and
analogously for the symbols p23 and p1,23. Then p12,3 is haraterized by the
properties
p12,3 : D
2 −→ X
p12,3(h, 0) = (t1 + t2)(h) = p12(h, h) ∀h ∈ D
p12,3(0, h) = t3(h) ∀h ∈ D.
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Now, let l : D3 −→ X be the parallelogram generated by all the three
vetors. Then the map l(−,−, 0) veries
l(−,−, 0) : D2 −→ X
l(h, 0, 0) = t1(h) and l(0, h, 0) = t2(h) ∀h ∈ D,
so l(−,−, 0) = p12. Now let us onsider the appliation
λ : (h, k) ∈ D2 7→ l(h, h, k) ∈ X.
It is smooth as a omposition of smooth maps and veries
λ(h, 0) = l(h, h, 0) = p12(h, h) = (t1 + t2)(h) ∀h ∈ D
λ(0, k) = l(0, 0, k) = t3(k) ∀k ∈ D.
Therefore, p12,3 = λ and ((t1 + t2) + t3) (h) = p12,3(h, h) = λ(h, h) =
l(h, h, h). Analogously we an prove that (t1 + (t2 + t3)) (h) = l(h, h, h),
that is, we get the onlusion.
It is now quite easy to prove that the dierential at a point is linear
Theorem 13.1.8. If f : X −→ Y is •C∞ smooth, the spae X is inf-linear
at the point x ∈ X, and the spae Y is inf-linear at the point f(x) ∈ Y , then
the dierential
dfx : TxX −→ Tf(x)Y
is linear.
Proof: Let r ∈ •R and t ∈ TxX, we rst prove homogeneity
dfx[r · t](h) = f ((r · t) (h)) = f (t(r · h)) ∀h ∈ D.
On the other hand
(r · dfx[t]) (h) = dfx(r · h) = f (t(r · h)) ∀h ∈ D,
and therefore dfx[r · t] = r · dfx[t].
To prove additivity, let p be the innitesimal parallelogram generated by
t1, t2 ∈ TxX and l the parallelogram generated by dfx[t1], dfx[t2] ∈ TfxY .
We have
dfx[t1 + t2](h) = f ((t1 + t2) (h)) = f (p(h, h)) ∀h ∈ D. (13.1.9)
On the other hand, we obviously have
( dfx[t1] + dfx[t2]) (h) = l(h, h) ∀h ∈ D. (13.1.10)
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But the smooth map
f (p(−,−)) : D2 −→ X
veries
f (p(h, 0)) = f (t1(h)) = dfx[t1](h)
f (p(0, h)) = f (t2(h)) = dfx[t2](h),
and therefore l = f (p(−,−)). From this and (13.1.9), (13.1.10) we get the
onlusion.
In the ase X = •Rd and Y = •Rn we have
dfx[t](h) = f (t(h))
= f
(
t(0) + h · t′(0))
= f (t(0)) + h · t′(0) · f ′ (t(0))
= f(x) + h · t′(0) · f ′(x).
The dierential dfx[t] ∈ Tf(x)Y is thus uniquely determined by the linear
funtion h ∈ D 7→ h · t′(0) · f ′(x) and hene it is uniquely determined by the
vetor of Fermat reals ι2 [f
′(x)] ∈ •Rn2 , as expeted.
Vetor elds on a generi objet X ∈ •Cn are naturally dened as •C∞
maps of the form
V : X −→ TX suh that V (x)(0) = x ∀x ∈ X.
In the ase of manifolds, X = •M , this implies that V (m)(0) ∈M for every
m ∈ M , we therefore introdue the following ondition to haraterize the
standard vetor elds:
Denition 13.1.9. If X ∈ •C∞ is a Fermat spae and t ∈ TxX is a tangent
vetor at x ∈ X, then we say that t has standard speed if and only if for
every observable ϕ ∈UK X with x ∈ U and K ⊆ •Rk we have
(ϕ ◦ t)′(0) ∈ Rk. (13.1.11)
As usual, if X = •M is a manifold, this ondition is equivalent to saying
that there exists a hart on the point
◦x ∈M suh that ondition (13.1.11)
holds. Using Theorem (13.1.2) we have the following equivalene:
∀m ∈M : V (m) has standard speed (13.1.12)
if and only if
V |M : (M ≺ •M) −→ ({•f |D : f ∈ Cn(R,M)} ≺ TM).
From this, using the denition of arrow in C
∞
and the embedding Theorem
9.3.1, it follows that (13.1.12) holds if and only if
V |M : M −→ Tst(M) in Cn,
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that is we obtain the standard notion of vetor eld onM beause of Theorem
13.1.2.
Vie versa if we have
W : M −→ Tst(M) in Cn
then we an extend it to
•M obtaining a vetor eld verifying ondition
(13.1.12). In fat, for xed m ∈ •M and h ∈ D we an hoose a hart (U, x)
on
◦m and we an write
W |U =
d∑
i=1
Ai · ∂
∂xi
,
with Ai ∈ C∞(U,R). But m ∈ •U beause ◦m ∈ U and hene we an dene
W˜ (m,h) :=
d∑
i=1
•Ai(m) · ∂
∂xi
(m)(h) ∀h ∈ D.
This denition does not depend on the hart (U, x) and, beause of the sheaf
property of
•M it provides a •C∞ funtion
W˜ : •M ×D −→ •M suh that W˜ (m, 0) = m
and with (W˜∧)|M = V , that is verifying ondition (13.1.12) of standard
speed.
Finally we an easily see that any vetor eld an be identied equiva-
lently with an innitesimal transformation of the spae into itself. In fat,
using artesian losedness we have
V ∈ (XD)X ≃ XX×D ≃ XD×X ≃ (XX )D.
If W orresponds to V in this isomorphism then W : D −→ XX and
V (x)(0) = x is equivalent to say that W (0) = 1X , that is W is the tangent
vetor at 1X to the spae of transformations X
X
, that is an innitesimal
path traed from 1X .
13.2 Innitesimal integral urves
To the notion of vetor eld there is naturally assoiated the notion of in-
tegral urve. In our ontext we are interested to dene this onept in
innitesimal terms, i.e. for urves dened on an innitesimal set.
Denition 13.2.1. Let X ∈ •C∞ be a smooth spae, V : X −→ TX a vetor
eld on X and x ∈ X a point in it. Then we say that γ is the (inf-)integral
urve of V at x if and only if
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1. γ : D∞ −→ X is smooth
2. γ(0) = x
3. γ(t+ h) = V [γ(t)] (h) for every t ∈ D∞ and every h ∈ D.
Moreover, we say that the vetor eld V is inf-omplete if and only if
1. ∀x ∈ X ∃! γx ∈ XD∞ : γx is the integral urve of V at x
2. The map assoiating to eah point x ∈ X the orresponding integral
urve γx
x ∈ X 7→ γx ∈ XD∞
is smooth.
γ(0) = x
γ(t)
γ(t + h)
V [γ(t)]
Figure 13.2: Explanation of the denition of integral urve
Let us note expliitly the methodologial analogy among the Denition
13.1.4 of inf-linear spae and the previous denition of inf-omplete vetor
eld. These denitions are indeed divided into two parts: in the rst one
we have that the prediate we are dening depends on some parameter (the
point m in the denition of inf-linear at m and the point x in the denition of
integral urve). To eah value of this parameter there orresponds a unique
smooth funtion dened on an innitesimal objet (Dk in the denition of
inf-linearity and D∞ in the denition of integral urve). Let us note that this
uniqueness is possible only beause the objet is dened on an innitesimal
spae. In the seond part of the denition we extend the prediate to a
global objet (the whole spae X in the denition of inf-linearity and the
vetor eld in the denition of inf-ompleteness) universally quantifying over
these parameters, that is requiring that the rst prediate holds for every
possible value of the parameters. To every universal quantiation there
orresponds a further smoothness ondition about the funtion that to eah
parameter assigns the orresponding unique innitesimal funtion. The same
requirement has been used in the denition of inf-linearity at a given pointm,
where the universal quantiation is over every k-tuples of tangent vetors.
This method, whih in some sense is impliit in SDG where every funtion
dened in intuitionisti logi is smooth, an be used to transpose several
denitions of SDG to our innitesimal dierential geometry.
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First of all, we have to prove that the notion of inf-integral urve general-
izes, in some way, the lassial notion. For simpliity let X = •Rd, the same
reasoning an be applied to the ase of more general manifolds, beause all
the notions we are using are loal. So, let V : •Rd −→ (•Rd)D be a standard
vetor eld, then from what we have just seen above, we know that we an
nd a smooth funtion
V¯ : •Rd −→ •Rd
suh that
V (x)(h) = x+ h · V¯ (x) ∀x ∈ •Rd ∀h ∈ D.
Therefore, if γ : D∞ −→ •Rd is an integral urve of V at x ∈ •Rd, by the
Denition 13.2.1 we get
γ(t+ h) = V [γ(t)] (h)
γ(t) + h · γ′(t) = γ(t) + h · V¯ [γ(t)]
h · γ′(t) = h · V¯ [γ(t)] ∀t ∈ D∞ ∀h ∈ D.
This implies
γ′(t) =2 V¯ [γ(t)] ∀t ∈ D∞.
So we have the lassial notion of integral urve up to seond order innites-
imals. Now, let η : (−δ,+δ)R −→ Rd, δ ∈ R>0, be a standard integral urve
of V ′, i.e.
η′(t) = V¯ [η(t)] ∀t ∈ (−δ,+δ)R. (13.2.1)
Then extending η to (−δ,+δ) ⊆ •R and using the elementary transfer theo-
rem (Theorem 2.8.2) we obtain that the equality (13.2.1) holds also for every
t ∈ (−δ,+δ), and hene it holds also in D∞:
η′(t) = V¯ [η(t)] ∀t ∈ D∞,
and thus η|D∞ : D∞ −→ •Rd is an inf-integral urve of the vetor eld
V . Any two of these standard integral urves, let us say η1 and η2, agree in
some neighborhood U of t = 0 if η1(0) = η2(0). Therefore, the orresponding
inf-integral urves oinide on the whole D∞ ⊆ U :
η1|D∞ = η2|D∞ .
For this reason in Denition 13.2.1, we say that γ is the inf-integral urve of
V at the point x.
The next step is to prove that spaes of mappings between manifolds
always verify the just introdued denition.
Theorem 13.2.2. Every vetor eld V in spaes of the form X = •M or
X = •M
•N
, where M and N are manifolds and where N admits partitions
of unity, is inf-omplete.
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Proof: The rst part of the statement, i.e. the ase X = •M , is really
a partiular ase of the seond one where one takes as N = {∗} any 0-
dimensional manifold. So, let us prove only the seond part of the statement.
Moreover, to simplify the notations, we will simply use the symbols M and
N to indiate the extensions •M and •N .
Our vetor eld is a smooth map of the form
V : MN −→ (MN)D .
Moreover, let us onsider a point µ ∈ MN . We have to prove that there
exists one and only one inf-integral urve γ : D∞ −→MN passing from µ at
t = 0. We will onstrut γ using the sheaf property of the spae N .
Beause N admits partitions of unity, we an onsider a standard open
over (Un)n∈N of N suh that the losure U¯n =: Kn is ompat and suh
that the partition of unity (ρn)n∈N is subordinate to the open over (Un)n∈N .
From artesian losedness we an think of V as a map of the form
V : MN ×D ×N −→M.
Using the partition of unity (ρn)n∈N every smooth map f : Kn −→ M
an be extended to a smooth map dened on the whole N . Moreover, this
extension, whih essentially is the multipliation by a ut-o funtion, an
be dened as a smooth appliation
χn : M
Kn −→MN ∀n ∈ N
suh that
χn (f) |Kn = f ∀f ∈MKn ∀n ∈ N.
For eah n ∈ N we an hene dene
Wn : (f, h, x) ∈MKn ×D ×Kn 7→ V [χn (f) , h, x] ∈M
obtaining a family (Wn)n∈N of smooth funtions.
From artesian losedness, these funtions an be thought as
Wn : M
Kn ×D −→MKn .
But here MKn is a Banah manifold beause Kn is ompat, and hene we
an apply the standard loal existene of integral urves for the vetor eld
Wn in Banah spaes obtaining the existene of a smooth map γn : D∞ −→
MKn suh that{
γn(t+ h) = Wn [γn(t), h] ∀t ∈ D∞ ∀h ∈ D
γn(0) = µ|Kn
(13.2.2)
It is not hard to prove that γn and γm agree on Kn∩Km beause they verify
the same initial value problem.
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From the sheaf property of the spae N there exist one and only one
smooth funtion γ : D∞ ×N −→M suh that
γ|D∞×Un = γn|Un ∀n ∈ N.
From (13.2.2) it hene follows that γ is the integral urve of V at µ we
searhed for. Condition 2. of the denition of inf-ompleteness of V follows
from the lassial theorem of smooth dependene from the initial onditions
(see e.g. Abraham et al. [1988℄).
13.3 Ideas for the alulus of variations
In this setion we want to show the exibility of our theory proving a very
general form of the Euler-Lagrange equation. Even if the result holds for
lagrangians dened on very general spaes, the proof uses innitesimal meth-
ods and, when speied in the spae
•R, is essentially idential to the one
sometimes presented in lassial ourses of physis using informal innitesi-
mal argumentations.
We start with the notion of minimum of a funtional
Denition 13.3.1. Let Y ∈ •C∞ be a Fermat spae, µ ∈ Y a point in it,
and J : Y −→ •R a •C∞ funtion.
Then we say that J has a minimum at µ if and only if
∀τ ∈ TµY : J [τ(h)] ≥ J(µ) ∀h ∈ D.
In other words, the value J(µ) has to be minimum along every tangent vetor
of Y starting from µ.
The rst positive harateristi of our approah is that in this denition
of minimum we have used tangent vetors τ : D −→ Y at µ ∈ Y instead
of some notion of neighborhood of µ ∈ Y (like in the lassial approah, see
e.g. Gelfand and Fomin [1963℄).
The total order of
•R seems essential in the proof of the following
Theorem 13.3.2. Let Y ∈ •C∞ be a Fermat spae, µ ∈ Y a point in it, and
J : Y −→ •R a •C∞ funtion. Moreover, let us suppose that
J has a minimum at µ.
Then
∀τ ∈ TµY : dJµ[τ ] = 0 (13.3.1)
Proof: Firstly, let us note that
D
τ // Y
J // •R ,
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so that J ◦ τ is smooth and we an apply the Taylor's formula (Theorem
12.1.3)
∀h ∈ D : dJµ[τ ] = J [τ(h)] = J [τ(0)]+h ·(J ◦τ)′(0) = J(µ)+h ·(J ◦τ)′(0),
(13.3.2)
where (J ◦ τ)′(0) ∈ •R2 so that its order veries
ω
[
(J ◦ τ)′(0)] =: b > 2.
If (J ◦ τ)′ (0) > 0, then we ould set a := 4b3b−2 and h := − dta. It is
easy to hek that 1 ≤ a < 2 beause b > 2, so h ∈ D<0 and we have
h · (J ◦ τ)′(0) ≤ 0. But
1
ω(h)
+
1
ω [(J ◦ τ)′(0)] =
1
a
+
1
b
=
3b+ 2
4b
< 1
beause b > 2, so it is h·(J◦τ)′(0) < 0. But then, from (13.3.2) we would have
J [τ(h)] < J(µ) in ontradition with the hypothesis that J has a minimum
at µ. Analogously, we an prove that it annot be that (J ◦ τ)′ (0) < 0 and
thus we obtain
(J ◦ τ)′ (0) = 0
from the trihotomy law. From (13.3.2) it follows that dJ [τ ] = J(µ), that
is dJ [τ ] is the null tangent vetor.
Let us note expliitly the importane, in the previous proof, of the possi-
bility to onstrut an innitesimal h ∈ D having the desired properties with
respet to the order relation, e.g. h < 0, and of a suitable order ω(h) so that
to assure that the produt h · (J ◦ τ)′(0) is not zero.
The funtionals we are interested in are of the form
J(η) =
 b
a
L [t, η(t), dηt] dt ∀η ∈ X [a,b] =: Y, (13.3.3)
where
a, b ∈ R with ◦a < ◦b
L : X × TX −→ •R in •C∞
and where we reall that dηt is the dierential of η : [a, b] −→ X at the
point t ∈ [a, b], i.e. the map dηt : τ ∈ Tt[a, b] −→ dηt[τ ] = τ · η ∈ Tη(t)X;
moreover, we reall that TyY = ({t ∈ TY | t(0) = y} ≺ TY ) and that TY =
Y D.
Conretely, the proof works if we an apply a Taylor's formula to J [τ(h)]
and if we also have a vetor spae struture on the tangent spae TxX (for
the derivation by parts formula), so that interesting ases are X = •Rd or,
more generally, any inf-linear vetor spae of the form X = •R
•M
, M being
a generi smooth manifold (see Theorem 12.2.9 and Theorem 13.1.6).
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Let us note that, due to artesian losedeness of
•
C
∞
, the notion of
smooth map both for the Lagrangian L and for the funtional J does not
present any problem even for spaes of funtions like
X = •R
•M ...1
•Ms ≃ •R•(M1×···×Ms).
For these reasons, in the following we will assume
X = •R
•M
, M manifold
so that our funtional (13.3.3) if a map of the form J : Y −→ •R where2
Y :=
(
•R
•M
)[a,b]
= •R[a,b]×
•M
We want to prove the Euler-Lagrange equations for a standard Lagran-
gian at a standard point µ ∈ Y , so let us rstly assume that J has a minimum
at a standard funtion
µ : [a, b] −→ •R•M ,
∀t ∈ (a, b)R : µ(M) ⊆ R, (13.3.4)
(realling Theorem 12.2.1).
Seondly, let us assume that the Lagrangian L gets standard values at
µ, i.e.
∀t ∈ (a, b)R : L [t, µ(t), dµt] ∈ R. (13.3.5)
To prove the Euler-Lagrange equations in a spae of the form X = •R
•M
(that, we reall, in general is not a Banah spae) we will use innitesimal
methods, ensuing the following thread of thoughts.
Let us start onsidering a tangent vetor τ ∈ TµY , i.e. a funtion
τ : D −→ •R[a,b]×•M .
Beause of artesian losedness, we an think of τ as a map from [a, b]×D
into
•R
•M
. Using Taylor's formula in the spae
•R
•M
(see Theorem 12.2.9)
we an write
∀t ∈ [a, b]∀h ∈ D : τ(t, h) = µ(t) + h · ν(t), (13.3.6)
where ν := τ ′(0) : [a, b] −→ •R•M=2 . Beause Euler-Lagrange equations are a
neessary ondition that follows from (13.3.1), let us assume that the deriva-
tive ν of our tangent vetor τ is a standard smooth funtion, i.e. let us
assume that
ν : (a, b) −→ •R•M = X
2
In the following we will use impliitly the artesian losedeness, without hanging
notation from a map to its adjoint.
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∀t ∈ (a, b)R : ν(M) ⊆ R (13.3.7)
and that veries (13.3.6) on the open set (a, b).
For a generi h ∈ D, let us alulate
J [τ(h)] =
 b
a
L
[
t, τ(h, t),
∂τ
∂t
(h, t)
]
dt
=
 b
a
L
[
t, µ(t) + h · ν(t), µ′(t) + h · ν ′(t)] dt.
We use the rst order Taylor's formula rstly with respet to the seond
variable and after with respet to the third variable (traditionally indiated
with q and q˙ respetively) obtaining
J [τ(h)] =
 b
a
{
L
[
t, µ(t), µ′(t) + h · ν ′(t)]+
+h · d2L
[
t, µ(t), µ′(t) + h · ν ′(t)] . ν(t) dt} =
=
 b
a
{
L
[
t, µ(t), µ′(t)
]
+ h · d3L
[
t, µ(t), µ′(t)
]
. ν ′(t)+
+ h · d2L
[
t, µ(t), µ′(t)
]
. ν(t) + h2 · T} dt,
where we have used the notation diL[t, q, q˙]. v for the dierential of the La-
grangian with respet to its i-th argument at the point (t, q, q˙) and applied to
the tangent vetor v, and where T is a term ontaining the seond derivative
of L, but non inuening our alulation beause it is multiplied by h2 = 0.
Therefore, we have
J [τ(h)] = J [τ(0)] + h ·
 b
a
{
d3L
[
t, µ(t), µ′(t)
]
. ν ′(t)+ ,
+d2L
[
µ(t), µ′(t)
]
. ν(t) dt
}
that is
dJµ[τ ](h) = h ·
 b
a
{
d3L
[
t, µ(t), µ′(t)
]
. ν ′(t) + d2L
[
t, µ(t), µ′(t)
]
. ν(t)
}
dt.
But for Theorem 13.3.2 we have dJµ[τ ] = 0, that is
h ·
 b
a
{
d3L
[
t, µ(t), µ′(t)
]
. ν ′(t) + d2L
[
t, µ(t), µ′(t)
]
. ν(t)
}
dt = 0.
We will not delete now the fator h ∈ D from this equation beause this
would imply that the integral is equal to zero only up to seond order in-
nitesimals, but we will ontinue to take this fator for another step, where
we will use the hypothesis about the standard nature of both funtions µ, ν
and of the Lagrangian L (see equations (13.3.4), (13.3.5) and (13.3.7)).
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Now we an apply the integration by part formula to the term
d3L[t, µ(t), µ
′(t)]. ν ′(t)
and with the bilinear form β(δ, v) := δ. v, where δ is a smooth linear fun-
tional, i.e. δ ∈ Lin(•R•M , •R), and where v ∈ •R•M . We obtain
0 = h · [ d3L [t, µ(t), µ′(t)] . ν(t)]ba−
− h ·
 b
a
{
d2L
[
t, µ(t), µ′(t)
]− d
dt
d3L
[
t, µ(t), µ′(t)
]}
. ν(t) dt (13.3.8)
Restriting to the ase where
ν(a) = ν(b) = 0 ∈ •R•M (13.3.9)
we obtain that neessarily
h ·
 b
a
{
d2L
[
t, µ(t), µ′(t)
]− d
dt
d3L
[
t, µ(t), µ′(t)
]}
. ν(t) dt = 0
holds, beause d3L[x].(−) is linear. In this equality we note that the inte-
grated funtion is a standard funtion, beause of our hypothesis (13.3.4),
(13.3.5) and (13.3.7), so the integral itself is a standard real and we an
delete the rst order innitesimal fator h beause of Theorem 2.7.1:
 b
a
{
d2L
[
t, µ(t), µ′(t)
]− d
dt
d3L
[
t, µ(t), µ′(t)
]}
. ν(t) dt = 0.
The usual proof of the so alled fundamental lemma of alulus of varia-
tions, whih uses a ontinuous funtion for ν and not a smooth one, an be
easily substituted by a formally idential argumentation, but with a smooth
funtion of the form
β(t¯, h¯, δ1, δ2, x) := b
(
x− t¯+ δ1
δ1
)
· b
(
t¯+ h¯+ δ2 − x
δ2
)
∀x ∈ R.
where b ∈ C∞(R,R) is a standard smooth bump funtion, i.e.
b(t) = 0 ∀t ≤ 0 and b(s) = 1 ∀s ≥ 1, (13.3.10)
and where (t¯, h¯, δ1, δ2) are real parameters.
From the smooth version of the fundamental lemma and from (13.3.8)
we obtain the onlusion:
d2L
[
t, µ(t), µ′(t)
]
=
d
dt
d3L
[
t, µ(t), µ′(t)
] ∀t¯ ∈ (a, b)R.
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Figure 13.3: An example of funtion β(t¯, h, δ1, δ2,−) for t¯− δ1 = 0.5, t¯ = 1,
t¯+ h = 1.5, t¯+ h+ δ2 = 2.5.
Theorem 13.3.3. Let M be a manifold and set for simpliity X = •R
•M
.
Let us onsider a smooth map
L : X × TX −→ •R
and an interval [a, b] with ◦a < ◦b. Let us dene the funtional
J(η) =
 b
a
L [t, η(t), dηt] dt ∀η ∈ X [a,b] (13.3.11)
and assume that J has a minimum at the point µ ∈ X [a,b] suh that
∀t ∈ (a, b)R : µ(M) ⊆ R
∀t ∈ (a, b)R : L [t, µ(t), dµt] ∈ R.
Then we have
d2L
[
t, µ(t), µ′(t)
]
=
d
dt
d3L
[
t, µ(t), µ′(t)
] ∀t ∈ (a, b)R.
We have to admit that the proof we gave of the Euler-Lagrange equation
in the spae X = •R
•M
ould be elaborated further and presented in a more
lear way, e.g. larifying better some passages, like the identiation of the
tangent spae TX with the spae of the derivatives of the form µ′(r) ∈ •R•M
(i.e. the identiation of the dierential dµr[τ ](h) = µ(r)+h · τ ′(0) ·µ′(r) ∈
•R
•M
with the element µ′(r) of the •R-module •R
•M
). However, in our
opinion already in the present form it has positive features:
249
Chapter 13. Innitesimal dierential geometry
1. The general notion of dierential dJ of a funtion J : Y −→ Z between
two inf-linear spaes Y , Z ∈ •C∞ an be used to dene the notion of
minimum of a funtional, without any need to dene norms on funtion
spaes.
2. Funtionals of the form (13.3.11) are smooth even if the domain an
be of the form X [a,b], with
X = •R
•M ...1
•Ms
and without any ompatness hypothesis on the manifoldsM1, . . . ,Ms.
3. The proof is formally the usual one used in the situation where X =
Rd, but our smooth framework is more appropriate, e.g. beause of
artesian losedness and ompleteness and o-ompleteness.
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Further developments
Several ideas an be developed starting from this foundations of the theory
of Fermat reals we provided in the present work. Some are systemati, with
high feasibility; some other are, at the present stage, only skethes of ideas.
In the next setions we should present some of them, with no aim to be
exhaustive in their presentation.
14.1 First order innitesimals whose produt is not
zero
We have seen (see Theorem 4.1.1 and the related disussion) that it is im-
possible to have good properties for the order relation of the ground ring
and at the same time to have the existene of two rst order innitesimals
whose produt is not zero. On the other hand we have had to develop the
notion of equality up to k-th order innitesimals (Chapter 3) to bypass this
algebrai problem, rst of all in onnetion with its relationships with Tay-
lor's formula for funtions dened on innitesimal domains (Setion 12). In
the present work we have seen that a total order an be very useful. For
example, our geometrial representation of Fermat reals is strongly based
on the trihotomy law, and we have also seen that the possibility to have a
total order an be very useful in some proofs (see Setion 13.3). On the other
hand, the possibility to have two rst order innitesimals whose produt is
not zero, opens, like in SDG, the possibility to prove a general anellation
law of the form
(∀h ∈ D : h ·m = h · n) =⇒ m = n,
and hene to avoid the use of the equality up to a k-th order innitesimal.
The ideal solution would be to keep all the results we have shown in the
present work and, at the same time, to have the possibility to onsider pairs
of rst order innitesimals whose produt is not neessarily zero. An idea,
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inspired by rings like
R[t, s]/〈t2 = 0, s2 = 0〉,
we an try to explore, an be roughly stated saying that two rst order
innitesimals (ht)t and (ks)s have a non zero produt (ht · ks)t,s if they
depend on two independent variables t and s. A possible formalization of
this idea an be skethed in the following way.
Firstly let us x a way to embed a spae of type Rn into Rm if n < m,
e.g.
(r1, . . . , rn) ∈ Rn 7→ (r1, . . . , rn, 0, m−n. . . . . . , 0) ∈ Rm. (14.1.1)
Then, instead of little-oh polynomials x : R≥0 −→ R, let us onsider maps
of the form
y : r ∈ Rn≥0 7→ x (tni (r)) ∈ R,
where x ∈ R0[t] is a usual little-oh polynomial and where tni : r ∈ Rn≥0 7→
ri ∈ R≥0 is the projetion onto the i-th omponent. In this ase we say that
y depends on the variable tni or, where there is no onfusion, simply on the
variable ti. Therefore, our map y an now be written as
xti = r +
k∑
j=1
αj · taji + o(ti) as ti → 0+,
where the limit has to be understood along the direted set
(Rn,≤)
(r1, . . . , rn) ≤ (s1, . . . , sn) :⇐⇒ ri ≤ si.
But if we sum this map y with a map z that depends on the variable tmj , what
do we obtain? Intuitively, a map whih is a funtion of the two variables tmi
and tmj if we rstly embed R
n
into Rm using (14.1.1). Thus, more generally,
we have to onsider maps of the form
xti1 ···tiv = r +
k∑
j=1
αj · ta1ji1 · . . . · t
avj
iv
+ o(ti1) + . . . + o(tiv), (14.1.2)
ti1 , . . . , tiv being all the variables from whih the map x depends on. In
(14.1.2) the limit has to be mean along the direted set
(Rm,≤)
(r1, . . . , rm) ≤ (s1, . . . , sm) :⇐⇒ ri1 ≤ si1 , . . . , riv ≤ siv .
More preisely, with a writing like
P(o(ϕ1), . . . , o(ϕn))
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where P is a generi property and ϕ1, . . . , ϕn are free variables in P for
funtions in the spae RR
m
≥0
, we mean
∃w1, . . . , wn ∈ RR
m
≥0 :
{
∀0t : P (w1(t), . . . , wn(t))
wi = o(ϕi) ∀i = 1, . . . , n
And an equality of the type w = o(ϕ), as usual in our ontext, means
∃ lim
t→0+
w(t)
ϕ(t)
∈ R and w(0) = 0.
The analogue of the equality in
•R (i.e. the equivalene relation introdued
in Denition 2.3.1) is now that x ∼ y if and only if
xti1 ...tiv = yti1 ...tiv + o(ti1) + . . . + o(tiv) as tik → 0+ ∀k,
where ti1 , . . . , tiv are all the variables from whih the maps x and y depend
on.
This idea seems positive for two reasons: rstly, if we dene a new Fermat
reals ring in this way, onsidering only the subring of all the maps Ro[ti]
whih only depend on one variable ti, we obtain a ring
•R[ti] isomorphi to
the present
•R. This means that we are not loosing all the results we have
proved in the present work.
Seondly, let us onsider ht1 := t1 and kt2 := t2, then we have that h
2 ∼ 0
and k2 ∼ 0, but if we were to have h · k ∼ 0, then we would get
t1 · t2 = o(t1) + o(t2)
t2 =
o(t1)
t1
+
o(t2)
t1
.
But the left hand side of this equality goes to zero for t1 → 0+ and t2 → 0+,
whereas on the right hand side the limit
lim
t1→0+
t2→0+
o(t2)
t1
does not exist. We therefore have indeed an example of two rst order
innitesimals whose produt is not zero.
Of ourse, from Theorem 4.1.1 it follows that every subring
•R[ti] is
totally ordered, but the whole ring annot be totally ordered.
14.2 Relationships with Topos theory
It is possible to dene a meaningful notion of powerset dieology (see Iglesias-Zemmour
[2008℄) dened on the powerset P(X) of any dieologial spae X. Let us
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reall that any dieologial spae is also a C
∞
spae. Therefore, we an try
to see whether there is some relation between this powerset dieology and
the powerset objet as dened in Topos theory. In ase of a positive answer,
this would imply that our ategory C
∞
is a Topos. It would start thus the
possibility to onsider its internal language, almost surely in intuitionisti
logi, to desribe the objets of C
∞
. Independently from the results related
to the powerset dieology, we an try to see whether an axiomati approah
to C
∞
and
•
C
∞
an be developed. This ould be useful for those readers who
are interested in the study of innitesimal dierential geometry without be-
ing fored to onsider the whole onstrution of C
∞
and
•
C
∞
. Almost surely,
this axiomati desription an be introdued in lassial logi instead of in-
tuitionisti logi. Indeed, suh an axiomati desription an be developed
without onsidering the internal language of a Topos, and hene without as-
suming that all our objets and maps are smooth. Of ourse, we would need
an axiom that permits to onstrut a general family of smooth funtions
starting from smooth funtions, and a starting point for this onstrution,
like the assumption that all the standard smooth funtions are arrows of the
ategory C
∞
.
14.3 A transfer theorem for sentenes
We have seen the proof of a transfer theorem for the onstrution of
•
C
∞
spaes using logial formulas and the preservation properties of the Fermat
funtor
•(−) (see Chapters 9 and 10). As already stated at the end of Chapter
10, dierently from our situation, the transfer theorem of NSA asserts an
equivalene between two sentenes. Nevertheless, it seems possible to follow
the following sheme:
1. Dene the meaning of the sentene the formula ξ is intuitionistially
true in C
∞
 using the intuitionisti interpretation of the propositional
onnetives and quantiers in this ategory. An analogous denition
of intuitionisti validity an be done in the ategory
•
C
∞
.
2. Dene the
•(−)-transform of a given formula ξ.
3. Prove that ξ is intuitionistially true in C∞ if and only if •ξ is intu-
itionistially true in
•
C
∞
.
14.4 Two general theorems for two very used teh-
niques
We used several times two tehniques in our proofs. The rst one is usually
a way to speed up several proofs saying the onsidered funtion is smooth
beause it an be expressed as a omposition of smooth funtions. Among
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these funtions we have also to onsider set theoretial operations like those
listed in Setion 7.3 or those related to artesian losedness. It would be
useful to dene generally whih logial terms an be obtained in this way
and to prove a general theorem that roughly states that every funtion given
by loal formulas smooth in eah variable is indeed smooth in
•
C
∞
. This
theorem an be assumed as an axiom in the above mentioned axiomati
desription of C
∞
and
•
C
∞
and it would substitute very well the global hy-
potheses to work in intuitionisti logi (where every funtion an be assumed
to be smooth). In other words, instead of saying: beause we are working in
a Topos of smooth spaes and funtions, every spae and every funtions we
will dene using intuitionisti logi is smooth, we an say: beause of the
ategorial property of our ategories and beause the onsidered funtion f
is loally smooth in every variable, the onsidered spae X and the funtion
f are smooth.
Another very useful tehnique we have used is based on the loal form
of gures of Fermat spaes (see Theorem 9.2.4). It would be useful, even
if it seems not easy to nd the orresponding statement, to prove a general
theorem that permits to transfer a property that is loally true and valid for
smooth funtion of the form
•α(p,−) to a property that is globally true
for funtion that are loally of the form
•α(p,−).
14.5 Innitesimal dierential geometry
After a veriation of the idea presented in Setion 14.1, it would be natu-
ral to present a development of innitesimal dierential geometry along the
lines already presented in SDG (see e.g. Lavendhomme [1996℄). As we have
already said several times, frequently the proofs and the denitions given in
SDG an be easily reformulated in the ontext of Fermat spaes, so that the
development of this idea sometimes oinides with the formal repetition in
our ontext of those proofs. On the other hand, the property that the prod-
ut of two rst order innitesimal is always zero, whih is one of the most
important dierenes between our theory and SDG, fores us to nd a om-
pletely new thread of ideas. In ontrast to SDG, in our ontext the study of
the relationships between lassial results on manifolds and our innitesimal
version is usually a not hard task, whereas in SDG these relationships must
always pass through the onstrution of a suitable topos and a orresponding
non trivial embedding of a lass of standard smooth manifolds (see Setion
5.5 and e.g. Moerdijk and Reyes [1991℄ for more details).
14.6 Automati dierentiation
Like in the Levi-Civita eld (see Setion B.5) using Fermat reals we have all
the instrument to try a omputer implementation of algorithms for automati
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dierentiation. Even if in the present work we have onentrated ourselves
in developing a smooth framework, it is not hard to prove the following
result
Theorem 14.6.1. Let f : R −→ R, x ∈ R and n ∈ N>0, then
f is of lass Cn at the point x
if and only if the following onditions are veried
1. f is loally Lipshitz in a neighborhood of x
2. ∃m1, . . . ,mn ∈ R ∀h ∈ Dn : f(x+ h) =
n∑
j=0
hj
j! ·mj
This permits to reprodue in the ontext of Fermat reals several applia-
tions of the Levi-Civita eld in the frame of automati dierentiation theory
(see Shamseddine [1999℄, Berz et al. [1996℄, Berz [1992℄ and Setion B.5).
14.7 Calulus of variations
We skethed in Setion 13.3 some ideas that our framework an give in the
ontext of the alulus of variations. In SDG this topi has been approahed
in [Bunge and Heggie, 1984℄ and [Nishimura, 1999℄. It is thus natural to try
to reformulate in our ontext these results and in general to study whether
the possibility to onsider exponential spaes in the ategory
•
C
∞
an lead
to some more general results, or at least to have a more natural approah to
some lassial results. Indeed, we have shown that the use of innitesimal
methods an be useful both to dene well-known notion of alulus of varia-
tions without being fored to introdue a norm, and hene without assuming
a orresponding ompatness hypotheses. On the other hand, we have also
shown that these innitesimal methods an also be very useful to generalize
in spaes of mappings the Euler-Lagrange equations. What other results are
generalizable in this type of spaes? What other notions an be dened using
tangent vetors like in Denition 13.3.1 without onsidering a neighborhood
generated by a norm instead?
14.8 Innitesimal alulus with distributions
In the present work, every spae and funtion we have onsidered is smooth.
This an be useful in a ontext like innitesimal dierential geometry, but it is
obviously a limitation if one needs to apply innitesimal methods in ontexts
with non smooth funtions. A possibility is to extend the theory developing
an innitesimal alulus for distributions. Denitions in our framework of
the spae of all the distributions given by families of smooth funtions with a
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suitable equivalene relation (like in [Antosik et al., 1973℄ or in [Colombeau,
1992℄, where non linear polynomial operations on distributions an also be
onsidered) are the most promising ones for this type of generalization of the
Fermat reals to a non smooth ontext.
14.9 Stohasti innitesimals
Let (Ω,F , P ) be a probability spae and let us onsider stohasti proesses
indexed by t ∈ R≥0. With the symbol P−→ we will denote the onvergene
in probability.
Using the notion of little-oh relation for stohasti proesses, i.e.
Xt = oP (Yt) :⇐⇒ ∃ (Qt)t stohasti proess :
{
Xt = Yt ·Qt
Qt
P−→ 0
we an try to onsider suitable stohasti proesses (Xt)t≥0 instead of little-
oh polynomials used in the present denition of
•R. What will we obtain in
this way? Does the orresponding algebrai struture permit to prove in a
rigorous and formally idential way informal equalities like
dB(t) =
√
dt
for a Brownian motion B? Let us note that the square root is not smooth
at the origin, and hene the term
√
dt has to be understood in a suitable
way. For example we an denote by
√
k, for k ∈ D∞ innitesimal, the
simplest h ∈ D2ω(k) suh that h2 = k. Here simplest means that the
deomposition of h does not ontains rst order innitesimals, i.e. h ∈ •R1.
Let us immediately note that this notion of square root does not veries√
h2 = |h|. E.g. if h2 = 0, then
√
h2 = 0 (the simplest number whose square
is zero is the zero itself), whereas it an be |h| 6= 0, so
√
h2 6= |h|.
In this ontext it is possible to oneive the possibility to develop a dif-
ferential geometry extending a manifold using suh stohasti innitesimals.
From the point of view of artesian losedness, this possibility is tied
with the one of dening interesting probability measurea on the spae ΩΩ21
of measurable mappings between two given probability spaes, without any
partiular assumption about the topology
1
of the spaes Ωi. For this a om-
bination of ideas of integrals in innite dimensional spaes (see e.g. Shwartz
[1974℄ and It [1987℄ and referenes therein) and generalized Riemann inte-
gral (see e.g. [Muldowney, 1987, 2000, Kurtz and Swartz, 2004℄ and refer-
enes therein) ould be useful.
1
Usually this problem is solved in the ase of omplete separable metri spaes or
loally ompat linear spaes or in ase of spaes whih are Borel-isomorphi to a Borel
subset of R. Reall that, due to artesian losedness, eah one of the spaes Ωi an be
itself an exponential objet of the form ΩΩ43 and and so on, so that it is not natural to
make strong topologial assumptions (see Chapter 5).
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14.10 Innite numbers and nilpotent innitesimal
In every eld the property h2 = 0 implies h = 0, so its seems impossible to
make innities and nilpotent innitesimals to oexist. But with the usual
properties, also the existene of the square root would be inompatible with
the existene of non zero nilpotent innitesimals, but we have just seen in
fat that some meaningful notion of square root is indeed possible. Of ourse,
not all the usual property of this square root an be maintained in the ex-
tension from the real eld R to the Fermat ring •R. On the other hand,
innities and nilpotent innitesimals do oexist in standard analysis, and
in our theory we have a good dialeti between potential innitesimals and
atual innitesimals in
•R. These are the motivations to try to make oexist
these two types of extended numbers in the same struture. The problem is
what property annot be extended from R to •R? Is the orresponding for-
malism suiently natural to work with? Let us present some more onrete
ideas in this diretion.
If we wish to introdue innities in the ring
•R, we will have the problem
of the meaning of produts of the form h ·H, where h is an innitesimals and
H is an innite number. But, unlike NSA where the solution is only formal
in ase of non onvergent sequenes (hn ·Hn)n∈N, here we want to follow the
way used in standard analysis: a produt of the form 0 ·∞ an be anything:
0, ∞, r 6= 0 or nothing in ase it does not onverge. Based on this informal
motivation, we an understand that the property we have to ritiize is(
x = x′ and y = y′
)
=⇒ x · y = x′ · y′,
beause, if we want to have innitesimals and innities in
•R, we annot
multiply freely two numbers in this ring and to hope to always obtain a
meaningful result. E.g. we an try to obtain suient onditions of the
form: we an multiply x and y in ase both are nite or if x−x′ goes to zero
more quikly than the order with whih y goes to innite and vie versa.
E.g. if we dene
x =n y :⇐⇒ xt = yt + o (tn) as t→ 0+,
then we have not one equality only, but a family of equalities, one for eah
n ∈ N>0. On the one hand, this is positive beause the subring of nite
numbers with the equality =1 is exatly the present ring of Fermat reals.
On the other hand we an prove the following:
Theorem 14.10.1. Let x, y, x′, y′ : R≥0 −→ R be maps, and let p, m,
n ∈ N>0, a, b ∈ R be numbers that verify
p ≤ n and p ≤ m
∀0t : ∣∣xt · tm−p∣∣ < a and ∣∣y′t · tn−p∣∣ < b. (14.10.1)
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Then we have
x =n x
′
and y =m y
′ =⇒ x · y =p x′ · y′
Proof: We have that
xy − x′y′ = xy − xy′ + xy′ − x′y′
= x · (y − y′) + (x− x′) · y′
= x · o1 (tm) + o2 (tn) y′.
sBut
xt · o1 (tm)
tp
=
xt · tm−p · o1 (tm)
tm
→ 0
beause, by hypotheses, |xt · tm−p| is bounded from above. Analogously we
an deal with the term o2 (t
n) · y′ and hene we have the onlusion.
Condition (14.10.1) says that the numbers x and y annot be innities
too large, and hene inludes the ase where both x and y are nite. But
if we have x =1 y and z innite, then z =m z for every m ∈ N>0, but∣∣zt · t1−1∣∣ = |zt| whih is unbounded and hene we annot use the previous
theorem to dedue that x · z = y · z. In other words, in this struture we
annot multiply an equality of the form =1 with an innite number. This
make it possible to have the oexistene of h2 =1 0 with the existene of the
inverse of the nilpotent h, i.e. a number k suh that k · h =m 1 for every
m ∈ N>0.
As mentioned above, the feasibility of this simple idea is tied with the
possibility to reate a suiently exible formalism to deal with nilpotent
innitesimals and innite numbers at the same time, using a family of equal-
ities =m. The rst aims to test this onstrution are of ourse tied with the
possibility to desribe Riemann integral sums using our innitesimals and in-
nities and the possibility to dene at least some δ Dira like distributions.
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Appendix A
Some notions of ategory
theory
This appendix realls those (more or less) standard denitions and basi
results whih are used in the present work. It also aims at larifying the
notations of ategory theory we use in this work, but it is not meant as an
introdution to the subjet. For this reason, no proofs and no intuitive inter-
pretations, nor a suient amount of examples, are given; they an be found
in several standard textbooks on ategory theory (see e.g. Adamek et al.
[1990℄, Arbib and Manes. [1975℄, Ma Lane [1971℄).
All the denitions and theorems we will state are framed in the set theory
NBG of von Neumann-Bernay-Godel, where, in some ases, we an add the
axiom about the existene of Grothendiek universes.
A.1 Categories
Denition A.1.1. A ategory C is a struture of the form
C =
(
(−) (−)−−−−−→ (−), 1(−), ·,O,A
)
,
where O and A are lasses, alled respetively the lass of objets and the
lass of arrows or morphisms of C. The relation
(−) (−)−−−−−→ (−) ⊆ O ×A×O
is alled the arrow relation of C. The funtion
1(−) : O −→ A
assigns an arrow 1A, alled the identity of the objet A. Finally the funtion
· : {(f, g) ∈ A×A | ∃ f · g} −→ A
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is alled the omposition of the arrows f and g with respet to the objets
A, B and C. The prediate ∃ f · g will be dened by the following onditions,
whih hold for every objet A, B, C, D ∈ O and every arrow f , g, h ∈ A:
1. ∃ f · g ⇐⇒ ∃A,B,C : A f−−−−−→ B g−−−−−→ C, i.e. the omposition
f ·g is dened if the arrow f takes some objet A into B and the arrow
g takes B into C.
2. A
f−−−−−→ B g−−−−−→ C =⇒ A f · g−−−−−−−→ C
3. A
f−−−−−→ B g−−−−−→ C h−−−−−→ D =⇒ f · (g · h) = (f · g) · h, i.e.
the omposition is assoiative
4. A ∈ O =⇒ A 1A−−−−−−→ A
5. A
f−−−−−→ B g−−−−−→ C =⇒ f · 1B = f and 1B · g = g
The following notation
C(A,B) :=
{
f ∈ A |A f−−−→ B
}
is also very used. Let us note that generally speaking C(A,B), usually alled
hom-set, is a lass and not a set. In ase it is a set and not a proper lass,
then the ategory is said to be loally small. If the lasses of objets and that
of arrows of a ategory are sets and not proper lasses, then the ategory is
alled small.
It is possible to prove that for every objet A of C there exists one and
only one arrow u suh that
A
u−−−−→ A
B
f−−−−→ A g−−−−→ C =⇒ f · u = f and u · g = g.
From the denition of ategory, this arrow is u = 1A, so that the notion of
identity an be dened starting from the arrow relation and the omposition
map. For this reason, in dening a ategory we have no need to speify the
denition of the identity 1A.
In the present work, unless it is dierently speied, we will not assume
that if A
f−−−−→ B, then the objets A and B are uniquely determined by
the arrow f . On the ontrary, if the property
A
f−−−−→ B and A′ f−−−−→ B′ =⇒ A = A′ and B = B′
holds, then we say that the ategory C has domains and odomains and we
an dene the domain and odomain maps:
dom : A −→ O
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od : A −→ O
dom(f)
f−−−−→ od(f) ∀f ∈ A.
In ase we have to onsider more than one ategory, we will use notations
like
C  A
f−−−−→ B
C  f · g = h.
Moreover, we will also use the notations
Obj(C) := O , Arr(C) := A
A ∈ C :⇐⇒ A ∈ Obj(C)
In almost all the examples of ategories onsidered in the present work, the
objets are sets with some additional struture and the morphisms are maps
between the underlying sets that preserve this struture. So we have the
ategory Set of all sets, the ategory Grp of all groups, the ategory Man
of smooth manifolds, et. Let us note that every set is a ategory with only
identity arrows.
An example used in this work that is not a ategory of sets with a stru-
ture is given by the ategory orresponding to a preorder. Indeed, let (P,≤)
be a preordered set; let us x any element ∗ ∈ Set (it is not important what
element onretely we hoose, e.g. it an be ∗ = 0 ∈ R) and dene
O := P , A := {∗}
x
f−−−→ y :⇐⇒ x, y ∈ P , x ≤ y , f = ∗
x
f−−−→ y g−−−→ z =⇒ f · g := ∗.
It is easy to prove that in this way we obtain a ategory.
Denition A.1.2. Let C be a ategory, then Cop is the ategory obtained
reversing the diretion of all the arrows, i.e.
Obj (Cop) := Obj(C) , Arr (Cop) := Arr(C)
Cop  A
f−−−→ B :⇐⇒ C  B f−−−→ A
C  f · g = h =⇒ Cop  g · f := h
Moreover, if D is another ategory, we say that D is a subategory of C if
and only if the following onditions hold:
1. Obj(D) ⊆ Obj(C)
2. D  A
f−−−→ B =⇒ C  A f−−−→ B ∀A,B, f
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3. D  f · g = h =⇒ C  f · g = h.
For two ategories, the produt ategory is dened by
Obj(C×D) := Obj(C)×Obj(D)
Arr(C×D) := Arr(C)×Arr(D)
C×D  (C1,D1) (f,g)−−−−−→ (C2,D2) :⇐⇒
{
C  C1
f−−−→ C2
D  D1
g−−−→ D2
C×D  (c, d) · (γ, δ) = (f, g) :⇐⇒
{
C  c · γ = f
D  d · δ = g
In Chapter 6 we mention at the notion of Grothendiek universe, whih
is dened as follows.
Denition A.1.3. We say that the lass U is a Grothendiek universe if
and only if the following onditions hold:
1. x ∈ U and y ∈ x =⇒ y ∈ U
2. x, y ∈ U =⇒ {x, y} ∈ U and (x, y) ∈ U
3. x ∈ U =⇒ {y | y ⊆ x} ∈ U
4. If (xi)i∈I is a family of elements of U and if I ∈ U , then
⋃
i∈I xi ∈ U
5. x, y ∈ U and f : x −→ y is a map between these sets, then f ∈ U
6. N ∈ U , i.e. the set of natural numbers belongs to the universe U
In other words in a Grothendiek universe all the usual onstrutions of
set theory are possible. A supplementary axiom of set theory that one may
need when using ategory theory is
∀x∃U Grothendiek universe : x ∈ U , (A.1.1)
that is, every lass is an element of a suitable universe. The theory NBG
hanges radially if we assume this axiom. E.g. all our ategories an be
dened in a given xed universe (obtaining in this way lasses of that uni-
verse), but if we need to onsider e.g. ManU as an element of another lass,
then we an onsider another Grothendiek universe U2 that ontains ManU
as an element. In this way ManU is now a set, and not a proper lass, in
the universe U2. All our onstrution do not depend on the axiom (A.1.1).
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A.2 Funtors
Denition A.2.1. Let C and D be two ategories, then a funtor
F : C −→ D
is a pair F = (F
o
, F
a
) of maps
F
o
: Obj(C) −→ Obj(D)
F
a
: AR(C) −→ Arr(D),
where
AR(C) :=
{
(A, f,B) |C  A f−−−→ B
}
.
Beause we will always use dierent symbols for objets and arrows, and
beause it should be from the ontext what domain and odomain we are
onsidering, we will simply use the notations
F (A) := F
o
(A) ∀A ∈ Obj(C)
F (f) := F
a
(A, f,B) ∀(A, f,B) ∈ AR(C).
Moreover, the following onditions must hold:
1. F(1A) = 1F (A) for every objet A ∈ C, i.e. the funtor preserves the
identity maps.
2. C  A
f−−−−−→ B =⇒ D  F (A) F (f)−−−−−−−−→ F (B), i.e. the
funtor preserves the arrow relation.
3. C  A
f−−−−−→ B g−−−−−→ C =⇒ D  F (f · g) = F (f) · F (g), i.e.
the funtor preserves the omposition of arrows.
Finally, a funtor of the form
F : Cop −→ D
is alled a ontravariant funtor.
Example. Let P and Q be the ategories indued by two preordered sets
(P,≤) and (Q,) respetively. Then, only the preservation of the arrow
relation is non trivial in this ase, and a funtor f : P −→ Q preserves this
relation if and only if
x ≤ y =⇒ f(x)  f(y) ∀x, y ∈ P,
that is the funtors orrespond to order preserving morphisms.
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If the ategory C is loally small, then we an onsider the funtor
C(−,−) : Cop ×C −→ Set
alled the hom-funtor of C dened on the objets (A,B) as the hom-set
C(A,B) ∈ Set, and on arrows (A,B) (f,g)−−−−−→ (C,D) as
C(f, g) : h ∈ C(A,B) 7→ f · h · g ∈ C(C,D).
Funtors F : C −→ D and G : D −→ E an be omposed by onsidering
the omposition of the orresponding maps ating on objets and arrows.
Denition A.2.2. A funtor F : C −→ D is alled faithful (resp. full) if
and only if for any two objets A, B ∈ C, the mapping
f ∈ C(A,B) 7→ F (f) ∈ D(FA,FB) (A.2.1)
is injetive (resp. surjetive). A full and faithful funtor is alled an embed-
ding.
A ategory C with a faithful funtor F : C −→ D is alled a onrete
ategory based on D.
All the ategories of sets with a suitable struture and the orresponding
morphisms are onrete ategories based on Set. The orresponding faithful
funtor assoiate to eah pair (S,S) made of a set S with the struture S
the underlying set S ∈ Set, and to eah morphisms the orresponding map
between the underlying sets.
Denition A.2.3. Given two funtors F , G : C −→ D taking the same
domain ategory C to the same odomain ategory D, we say that τ : F −→
D is a natural transformation if and only if
1. τ : Obj(C) −→ Arr(D). Usually the notation τA := τ(A) is used.
2. If A ∈ C, then D  F (A) τA−−−−−−→ G(A)
3. If C  A
f−−−→ B, then the following diagram ommutes
F (A)
τA //
F (f)

G(A)
G(f)

F (B)
τB // G(B)
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If the ategories C and D are small (in some universe), then taking as
objets all the funtors F : C −→ D, as arrows the natural transformations
between these funtors and with the omposition of natural transformation
dened by
(τ · σ)A := τA · σA,
we obtain a ategory indiated by the symbol DC. In this ategory we
an thus say when two funtors are isomorphi. In partiular a funtor
F : C −→ Set is alled representable if
∃A ∈ C : SetC  F ≃ C(A,−),
suh an isomorphism is alled a representation.
A.3 Limits and olimits
Denition A.3.1. Let C, I be two ategories and F : I −→ C a funtor,
then we say that(
V
fi−−−−−→ F (i)
)
i∈I
is a one with base F
if and only if:
1. f : Obj(I) −→ Arr(C). We will use the notation fi := f(i) for i ∈ I.
2. V ∈ C
3. ∀i ∈ I : C  V fi−−−−−→ F (i)
4. If I  i
h−−−−−→ j, then in the ategory C the following diagram om-
mutes
V
fi






fj
8
88
88
88
88
88
F (i)
F (h)
// F (j)
A universal one with base F is alled a limit of F :
Denition A.3.2. In the previous hypothesis, we say that(
L
µi−−−−−→ F (i)
)
i∈I
is a limit of F
if and only if:
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1.
(
L
µi−−−−−→ F (i)
)
i∈I
is a one with base F
2. If
(
V
fi−−−−−→ F (i)
)
i∈I
is another one with base F , then there ex-
ists one and only one morphism ϕ suh that, in the ategory C, the
following onditions hold
(a) V
ϕ−−−−−→ L
(b) For every i ∈ I, we have
L
µi // F (i)
V
ϕ
OO
fi
>>||||||||||||
The notions of oone and of olimit are dual with respet to these,
so that the analogous denition an be obtained by simply reversing the
diretions of all the arrows. It is possible to prove that if a limit exists, it is
unique up to isomorphisms in C. For these reasons, if the limit exists, we
will denote the orresponding objet L by
lim
i∈I
F (i).
Analogously the olimit will be denoted by
olim
i∈I
F (i).
A ategory C is said to be omplete if every funtor F : I −→ C dened
in a small ategory I admits a limit; whereas it is said to be oomplete if
eah one of suh funtor admits a olimit.
Example.
1. If I = {0, 1}, then the limit
(
P
pi−−−−−→ F (i)
)
i∈{0,1}
of F is given by
an objet P ∈ C and two morphisms
F (1) P
p0 //p1oo F (0)
whih verify the universal property: if
(
V
fi−−−−−→ F (i)
)
i∈{0,1}
is an-
other pair of morphisms of this form, then there exists one and only
one arrow in C
ϕ : V −→ P
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suh that
F (0) P
p1 //p0oo F (1)
V
f1
<<xxxxxxxxxxxxxx
f0
bbFFFFFFFFFFFFFF
ϕ
OO
(A.3.1)
Therefore, in this speial ase the notion of limit of F gives the usual
notion of produt of the objets F (0), F (1) ∈ C. In the present work,
the unique morphism ϕ that veries (A.3.1) is denoted by 〈f1, f2〉.
With the notion of oone and the same index ategory I = {0, 1} we
obtain the usual notion of sum of two objets.
2. If I is the ategory generated by the graph
2
a // 0 1
boo
then the notion of limit orresponds to the notion of pull-bak of the
diagram
F (1)
F (b)

F (2)
F (a)
// F (0)
3. If I is the ategory generated by the graph
0
a //
b
// 1
then the notion of limit orresponds to that of equalizer of the diagram
F (0)
F (a)
//
F (b)
// F (1)
that is an arrow E
e−−−−→ F (0) suh that e · F (a) = e · F (b) whih is
universal among all the arrows that verify these relations.
In ase of onrete ategories the notion of limit an be simplied using the
notion of lifting.
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Denition A.3.3. Let C be a onrete ategory based on D with faithful
funtor U : C −→ D. We will use the notation U−1(f) every time f is in
the image set of the funtor U . Let I ∈ Set. Then, we say that(
C
γi−−−−−→ Ci
)
i∈I
is a lifting of
(
D
δi−−−−−→ Di
)
i∈I
if and only if:
1. U
(
C
γi−−−−−→ Ci
)
= D
δi−−−−−→ Di ∀i ∈ I
2. If D  U(A)
ϕ−−−−−→ U(C) and for every i ∈ I we have
C  A
U−1(ϕ · δi)−−−−−−−−−−−−→ Ci
then
C  A
U−1(ϕ)−−−−−−−−−→ C
The theorem whih onnets the two onepts is the following.
Theorem A.3.4. Under the previous hypothesis of Denition A.3.3, let us
onsider a funtor F : I −→ C and let
(
D
δi−−−−−→ U(F (i))
)
i∈I
be the limit
of U ◦ F in the ategory D. Finally, let us suppose that(
C
γi−−−−−→ F (i)
)
i∈I
is a lifting of
(
D
δi−−−−−→ U(F (i))
)
i∈I
.
Then (
C
γi−−−−−→ F (i)
)
i∈I
is the limit of F
A.4 The Yoneda embedding
Every objet A of a loally small ategory C denes a ontravariant funtor
Y(A) := C(−, A) : Cop −→ Set .
This map Y an be extended to the arrow of C. Indeed, every morphism
f : A −→ B in C indues a natural transformation
Y(f) := C(−, f) : Y(A) −→ Y(B),
so that, at the end we obtain a funtor
Y : C −→ SetCop
alled the Yoneda embedding. The name is justied by the following two
results. To state the rst one of them, we will use the following language to
express a bijetion
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Denition A.4.1. Let A(x), B(y) and C(x, y) be three property in the free
variables x and y. Then with the statement
To give x : A(x) is equivalent to give y : B(y) so that C(x, y) holds
we mean:
1. ∀x : A(x)⇒ ∃! y : B(y) and C(x, y)
2. ∀y : B(y)⇒ ∃!x : A(x) and C(x, y)
In other words, these properties dene a bijetion and the property C(x, y)
ats as the formula onneting the objets x and the objets y.
Theorem A.4.2. Let C be a loally small ategory, F : Cop −→ Set a
funtor and C ∈ C. Then to give a natural transformation τ :
τ : Y(C) −→ F (A.4.1)
is equivalent to give an element s:
s ∈ F (C) (A.4.2)
so that the following properties hold:
1. s = τC (1C)
2. τA(g) = F (g)(s) ∀A ∈ C ∀g ∈ C(A,C).
As a onsequene of this theorem we have the following result, whih is ited
at Chapter 5 of the present work.
Corollary A.4.3. The Yoneda embedding is a full and faithful funtor.
A.5 Universal arrows and adjoints
Denition A.5.1. Let G : D −→ C be a funtor and C ∈ C, then we say
that
C
η−−−−−→ G(D) is a universal arrow
if and only if:
1. D ∈ D
2. C  C
η−−−−−→ G(D)
3. The pair (D, η) is G-ouniversal1 among all the pairs whih satisfy the
previous two onditions, i.e. if D1 ∈ D and C  C η1−−−−−→ G(D1),
then there exists one and only one D-morphism ϕ suh that
1
Let us note expliitly the inonsisteny between the property of o-universality (i.e.
the unique morphism ϕ starts from the ouniversal objet C) and the name universal
arrow. This inonsisteny in the name, even if it reates a little bit of onfusion, is well
established in the pratie of ategory theory.
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(a) D  D
ϕ−−−−−→ D1
(b) C  C
η //
η1
!!C
CC
CC
CC
CC
CC
CC
G(D)
G(ϕ)

G(D1)
The notion of ouniversal arrow is dual with respet to that of universal
arrow.
Denition A.5.2. Let C
F //
D
G
oo be a pair of funtors with opposite
diretions, then we write
F ⊣ G with unit η,
and we read it G is right adjoint of F with unit η, if and only if:
1. 1C
η−−−−−→ F ·G, i.e. η is a natural transformation from the identity
funtor 1C to the omposition F ·G = G ◦ F .
2. C
ηC−−−−−−→ G(F (C)) is a universal arrow.
In ase of loally small ategories, the notion of pair of adjoint funtors
an be reformulated in the following way
Theorem A.5.3. If C
F //
D
G
oo and C, D are loally small, then to
give η:
F ⊣ G with unit η,
is equivalent to give a natural transformation ϑ:
ϑ : D (F (−),−) −−−−→
∼
C (−, G(−))
so that it results
ϑCD(ψ) = ηC ·G(ϕ)
for every c ∈ C, D ∈ D and ψ ∈ D(FC,D).
In the partiular ase where the ategories C and D are generated by
preordered sets (C,≤) and (D,), a pair of adjoints F ⊣ G orrespond to a
pair of order preserving morphisms suh that
F (c)  d ⇐⇒ c ≤ G(d)
(a so alled Galois onnetion). In ase of onrete ategories based on Set,
the notion of artesian losedness is fully presented in Chapter 5. In more
abstrat ategories, it is dened in the following way.
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Denition A.5.4. We say that (C,×, T, π, ε, h) is a artesian losed ate-
gory if and only if:
1. C is loally small
2. For every objets A, B ∈ C, the diagram
A A×B π
2
AB //
π1ABoo B
is a produt
3. T is a terminal objet, i.e. for every A ∈ C there exists one and only
one morphism t suh that
C  A
t−−−−→ T
4. For every A ∈ C
(−)×A ⊣ h(A,−) with ounit εA
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Appendix B
A omparison with other
theories of innitesimals
It is not easy to larify in a few pages the relationships between our theory
of Fermat reals and other, more developed and well established theories
of atual innitesimals. Nevertheless, in this hapter we want to sketh
a rst omparison, mostly underlining the oneptual dierenes instead
of the tehnial ones, hoping in this way to larify the foundational and
philosophial hoies we made in the present work.
Our fous will fall on the most studied theories like NSA, SDG and surreal
numbers, or on onstrutions having analogies with our Fermat reals like
Weil funtors and the Levi-Civita eld, but we will not dediate a setion
to more algebrai theories whose rst aim is not to develop properties of
innitesimals or innities and related appliations, but instead to onstrut
a general framework for the study of elds extending the reals (like formal
power series or super-real elds). In the ase of surreal numbers and the
Levi-Civita eld we will also give a short presentation of the topi.
A general distintion riterion to lassify a theory of innitesimals is
the possibility to establish a dialogueue between potential innitesimals and
atual innitesimals. On the one hand of this dialogue there are potential
innitesimals, represented by some kind of funtions i : E −→ R dened on
a direted set (E,≤), like sequenes i : N −→ R or funtions dened on a
subset E of R, and suh that
lim
(E,≤)
i = 0. (B.0.1)
Classial example are, of ourse, i(n) = 1n for n ∈ N>0 and i(t) = t for
t ∈ R≥0. On the other hand, there are atual innitesimals as elements
d ∈ R of a suitable ring R. The dialogue an be realized, if any, in sev-
eral ways, using e.g. the standard part and the limit (B.0.1), or through
some onnetion between the order relation dened on R and the order of
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the direted set (E,≤), or through the ring operations of R and pointwise
operations on the set of potential innitesimals. From our point of view, it
is very natural to see this dialogue as an advantage, if the theory permits
this possibility. First of all, it is a dialogue between two dierent, but from
several aspets equivalent, instruments to formalize natural phenomena and
mathematial problems, and hene it seems natural to expet a lose re-
lation between them. Seondly, this dialogue an remarkably inrease our
intuition on atual innitesimals and an suggest further generalizations. For
example, in the ontext of Fermat reals, it seems very natural to try a gener-
alization taking some stohasti proesses (xt)t∈R≥0 instead of our little-oh
polynomials, reating in this way stohasti innitesimals.
Theories with a, more or less strong, dialogue between potential innites-
imals and atual innitesimals are: NSA, the theory of surreal numbers and
our theory of Fermat reals.
This dialogue, and hene the onsequent generalizations or intuitions, are
more diult in formal algebrai approahes to innitesimals. Very roughly,
these approahes an be summarized following the spirit of J. Conway's i-
tation on pag. 102: if one needs some kind of innitesimal d, add this new
symbol to R and impose to it the properties you need. In this lass of the-
ories we an insribe all the other theories: SDG, Weil funtors, dierential
geometry over a base ring, and Levi-Civita eld. They an be thought of
as theories generated by two dierent elementary ideas: the ring of dual
numbers R[ε]/
〈
ε2 = 0
〉
(rstly generalized by the strongly stimulating and
inuential artile Weil [1953℄) and the elds of formal power series. The
distintion between these two lasses of theories, those that try a dialogue
with potential innitesimals and those approahing formally the problem, is
essentially philosophial and at the end hoosing one of them rather than
the other one is more of a personal opinion than a rational hoie. First
of all, the distintion is not always so risp, and (non onstrutive) NSA
represents a ase where the above mentioned dialogue annot always be per-
formed. Moreover, it is also surely important to note that formal theories of
innitesimals are able to reah a great formal power and exibility, and some-
times through them a sort of a posteriori intuition about atual innitesimals
an be gained.
B.1 Nonstandard Analysis
A basi request in the onstrution of NSA is to extend the real eld by a
larger eld
∗R ⊇ R. As a onsequene of this request, in NSA every non
zero innitesimal is invertible and so we annot have non trivial nilpotent
elements (in a eld h2 = 0 always implies h = 0). On the ontrary, in
the theory of Fermat reals we aim at obtaining a ring extending the reals,
and, as a result of our hoies, we annot have non-nilpotent innitesimals,
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in partiular they annot be invertible. In the present work, our rst aim
was to obtain a meaningful theory from the point of view of the intuitive
interpretation, to the disadvantage of some formal property, only partially
inherited from the real eld. Vie versa every onstrution in NSA has, as
one of its primary aims, to obtain the inheritane of all the properties of
the reals through the transfer priniple. This way of thinking onduts NSA
towards the neessity to extend every funtion f : R −→ R, e.g. f = sin,
from R to ∗R, and to the property that any sequene of standard reals
(xn)n∈N ∈ RN, even the more strange, e.g. (sin(n))n∈N, represents one and
only one hyperreal.
Of ourse, in the present work we followed a ompletely dierent way:
to dene the ring of Fermat reals
•R we restrit our onstrution to the
use of little-oh polynomials x ∈ Ro[t] only, and therefore we an extend
only smooth funtions from R to •R. Obviously, our purpose is to develop
innitesimal instruments for smooth dierential geometry only, and we have
not the aim of developing an alternative foundation for all mathematis, like
NSA does. In exhange, not every property is transferred to
•R, e.g. our,
as presently developed, is not a meaningful framework where to talk of a C1
but not smooth funtion f : •R −→ •R.
In NSA, this attention to formally inherit every property of the reals
implies that on the one hand we have the greatest formal strength, but on
the other hand we need a higher formal ontrol and sometimes we lose the
intuitive point of view. We an argue for the truth of this assertion from
two points of view: the rst one is onneted with the neessity to use a
form of the axiom of hoie to onstrut the non prinipal ultralter needed
to dene
∗R. In the seond one, we will study more formally the lassial
motivation used to introdue
∗R: two sequenes of reals are equivalent if
they agree almost everywhere on a large set.
It is rather interesting to reall here that the work of Shmieden and Laugwitz
[1958℄ predates by a few year the onstrution of
∗R by A. Robinson. In
Shmieden and Laugwitz [1958℄ using the the lter of o-nite sets and not
an ultralter, a ring extending the real eld R and ontaining innitesimals
and innities is onstruted. This work has been of great inspiration for
subsequent works in onstrutive non-standard analysis like Palmgren [1995,
1997, 1998℄, where a eld extending the reals is developed onstrutively,
with a related transfer theorem, but without a standard part map. Beause
of their onstrutive nature, in these works, no use of the axiom of hoie is
made.
To study the relationships between the axiom of hoie and the hyper-
reals, we start from Connes et al. [2000℄, where the author argued that in
NSA it is impossible to give an example of nonstandard innitesimal, even
to name it. More preisely, A. Connes asserts that to any innitesimal
e ∈ ∗R 6=0 it is possible to assoiate, in a anonial way, a non Lebesgue-
measurable subset of (0, 1). The following result of Solovay [1970℄
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Theorem B.1.1. There exists a model of the Zermelo-Fraenkel theory of
sets without axiom of hoie (ZF), in whih every subset of R is Lebesgue
measurable.
would show us the impossibility, in the point of view of A. Connes, to
give an example of innitesimal in NSA. These armations, not proved in
Connes et al. [2000℄, an be formalized using the following results:
Theorem B.1.2. Let e ∈ ∗R 6=0 be an innitesimal, and set
Ue :=
{
X ⊆ N |
[
1
e
]
∈ ∗X
}
,
where [x] is the integer part of the hyperreal x. Then Ue is an ultralter on
N ontaining the lter of all o-nite sets.
Proof: Diretly from the denitions of ultralter and from the properties of
the operator
∗(−).
The seond result we need is due to Sierpi«ski [1938℄ and does not need the
axiom of hoie to be proved:
Theorem B.1.3. Let f : P(N) −→ {0, 1} be a nitely additive measure
dened on every subset of N. For eah x ∈ (0, 1), let
x =
1
2n1
+
1
2n2
+
1
2n3
+ . . .
be the binary representation of x, and set
ϕ(x) := f({n1, n2, n3, . . .}).
Then the funtion ϕ : (0, 1) −→ {0, 1} is not Lebesgue measurable and hene
ϕ−1({1}) is a non Lebesgue-measurable subset of (0, 1).
Using these results the sentene of A. Connes is now more lear: to any
e ∈ ∗R6=0 innitesimal we an assoiate the ultralter Ue on N; to this
ultralter we an assoiate the nitely additive measure fe(S) := 1 if S ∈ Ue
and fe(S) := 0 if S /∈ Ue; to this measure we an nally assoiate the non
Lebesgue-measurable subset of (0, 1) given by Se := ϕ
−1
e ({1}), where ϕe is
dened as in Theorem B.1.3. The assoiation e 7→ Se is anonial in the
sense that it does not depend on the axiom of hoie. But the result of
Solovay, i.e. Theorem B.1.1, proves that it is impossible to onstrut a non
Lebesgue-measurable set without using some form of the axiom of hoie, so
the assoiation e 7→ Se shows the impossibility to dene ∗R without some
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form of this axiom
1
. This is the tehnial result. Whether this an be
interpreted as it is impossible to give an example of innitesimal in NSA
or not, it depends on how one means the words to give an example. It
seems indeed, undeniable that if one aepts the axiom of hoie and U is an
ultralter on N ontaining the lter of o-nite sets, then the hyperreal
e :=
[(
1
n
)
n∈N
]
U
∈ ∗R
is an example of innitesimal.
The last example seems a typial solution to several problems of NSA
related to the existene of ultralters, and an be synthesized in the sentene
the ultrapower onstrution is intuitively lear one the ultralter is xed.
For example, an ultralter U on N ontaining the lter of o-nite sets is
frequently presented as a possible notion of large sets of natural numbers
and the basi equivalene relation
(xn)n ∼ (yn)n :⇐⇒ {n ∈ N |xn = yn} ∈ U
is hene interpreted as the two sequenes of real numbers are almost ev-
erywhere equal, i.e. they agree on a large set (with respet to the notion
of large sets given by U). We want to show now that this intuition is not
always orret, despite of the natural hoie of the ultralter U .
To ompare two elements of an ultralter, i.e. two innite subsets of N
we will use the notion of natural density (also alled asymptoti density, see
e.g. Tenenbaum [1995℄):
Denition B.1.4. If A ⊆ N and n ∈ N, we will set A≤n := {a ∈ A | a ≤ n}.
Now let A, B be subsets of N, we will say that there exists the (natural)
density of A with respet to B i there exists the limit
ρ(A,B) := lim
n→+∞
ard(A≤n)
ard(B≤n)
∈ R ∪ {+∞}.
The set of pairs (A,B) for whih the density ρ(A,B) is dened will be denoted
by D.
For example if P := {2n |n ∈ N} is the set of even numbers, then ρ(P,N) =
1
2 , that is the set of even number is dense
1
2 with respet to the set of all the
natural numbers.
The notion of natural density has the following properties:
1
Let us note expliitly, that Theorem B.1.1 refers to the full version of the axiom of
hoie. Indeed, it is well known, see e.g. Albeverio et al. [1988℄ and referenes therein,
that the existene of an ultralter on N is less stronger than the full axiom of hoie.
Roughly speaking, we have just proved that if we are able to onstrut the hyperreal eld
∗R, then some form of the axiom of hoie must holds, not neessarily the full one.
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Theorem B.1.5. Let A and B be subsets of N, then we have:
1. ρ(A,B) = ard(A)
ard(B) if A and B are both nite.
2. ρ(A,B) = 0 if A is nite and B is innite; vie versa ρ(A,B) = +∞.
3. ρ(A,B) ≤ 1 if A ⊆ B and (A,B) ∈ D.
4. ρ(−, B) is nitely additive.
5. ρ(m + A,m + B) = ρ(A,B) if (A,B) ∈ D, i.e. the natural density is
translation invariant.
6. ρ ({h · n |n ∈ N} ,N) = 1h if h ∈ N 6=0.
7. If (A,B), (C,D) ∈ D, then the following impliations are true:
(a) A ∩ C = ∅ =⇒ (A ∪ C,B) ∈ D
(b) A ⊆ B =⇒ (B \A,B) ∈ D
() A ∪ C = B =⇒ (A ∩ C,B) ∈ D
Proof: see Tenenbaum [1995℄ and referenes therein.
Our rst aim is to generalize the onlusion 6. of this theorem and
seondly to prove that given an innite element P ∈ U of a xed ultralter,
we an always nd in the ultralter a subset S ⊆ P having density 12 with
respet to P . This means, intuitively, that an ultralter is losed not only
with respet to supersets, but also with respet to suitable subsets.
Lemma B.1.6. Let b : N −→ N be a stritly inreasing sequene of natural
numbers, and set for simpliity of notations
B := {bn |n ∈ N} .
Then we have
ρ ({bh·n |n ∈ N} , B) = 1
h
∀h ∈ N 6=0.
Proof: Let int(r) be the integer part of the real r ∈ R, i.e. the greatest
integer number greater or equal to r, and for simpliity of notations set
Bh := {bh·n |n ∈ N}. We rst want to prove that
ard(Bh)≤n = int
(
ard(B≤n)− 1
h
)
+ 1.
Indeed, sine b is stritly inreasing, we have
ard(B≤n) = max {k | bk ≤ n}+ 1 =: K + 1 (B.1.1)
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ard(Bh)≤n = max {k | bh·k ≤ n}+ 1 =: H + 1, (B.1.2)
so that we want to prove that H + 1 = int
(
K
h
)
+ 1, i.e. that H = int
(
K
h
)
.
In fat from (B.1.2) we have bh·H ≤ n and hene h ·H ≤ K from (B.1.1), i.e.
H ≤ Kh and H ≤ int
(
K
h
)
. To prove the opposite, let us onsider a generi
integer m ≤ Kh and let us prove that m ≤ H. In fat, sine b is inreasing we
have bh·m ≤ bK and bK ≤ n from (B.1.1). Hene bh·m ≤ n and from (B.1.2)
we obtain the onlusion m ≤ H.
Now we an evaluate the limit (in the sense that this limit exists if and
only if any one of the limits in this series of equalities exists)
lim
n→+∞
ard(Bh)≤n
ard(B≤n)
= lim
n→+∞
1
ard(B≤n)
·
{
int
(
ard(B≤n)− 1
h
)
+ 1
}
.
Let, for simpliity, βn := ard(B≤n) and note that βn → +∞ beause b is
stritly inreasing. Finally, let fra(r) := r− int(r) ∈ [0, 1) be the frational
part of the generi real r ∈ R. With these notations, our limit beomes
lim
n→+∞
1
βn
·
{
βn − 1
h
− fra
(
βn − 1
h
)
+ 1
}
=
= lim
n→+∞
{
1
h
·
(
1− 1
βn
)
− 1
βn
· fra
(
βn − 1
h
)
+
1
βn
}
=
1
h
sine βn → +∞ and the frational part is limited.
Now we an prove that if P is an innite element of a given ultralter U ,
then in U we an also nd a subset of P with one half of the elements of P .
Lemma B.1.7. Let U be an ultralter on N, P ∈ U an innite element of
the ultralter and nally n ∈ N 6=0. Then we an always nd an S ∈ U suh
that
1. S ⊆ P
2. Either ρ(S,P ) = 1n or ρ(S,P ) = 1− 1n .
Therefore we have
∀P ∈ U : P innite =⇒ ∃S ∈ U : S ⊆ P and ρ(S,P ) = 1
2
.
Proof: Sine P is innite, setting
p0 : = min(P )
pn+1 : = min (P \ {p0, . . . , pn})
we obtain a stritly inreasing sequene of natural numbers. Setting S′ :=
{pn·k | k ∈ N} from Lemma B.1.6 we have ρ(S′, P ) = 1n . Therefore, if S′ ∈ U ,
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we have the onlusion for S := S′. Otherwise, we have N \ S′ ∈ U , so that
setting S := (N \ S′) ∩ P = P \ S′ we obtain S ∈ U and
ρ(S,P ) = ρ(P \ S′, P ) = 1− ρ(S′, P ) = 1− 1
n
.
The seond part of the onlusion follows setting n = 2.
Now we only have to apply reursively this lemma to obtain that in any
ultralter we an always nd elements with arbitrary small density:
Theorem B.1.8. Let U be an ultralter on N and P ∈ U with P innite,
then we an nd a sequene (Pn)n of elements of U suh that
1. P0 = P
2. For every n ∈ N
Pn+1 ⊆ Pn
ρ(Pn+1, Pn) =
1
2
ρ(Pn, P ) =
1
2n
.
Therefore in any ultralter we an always nd elements of arbitrary small
density, i.e.
∀ε > 0 ∃S ∈ U : ρ(S,N) < ε.
Proof: Set P0 := P and apply reursively the previous Lemma B.1.7 (note
that following the proof of this lemma, we an arm that we are not applying
here the axiom of ountable hoie) we obtain
Pn ∈ U , Pn+1 ⊆ Pn , ρ(Pn+1, Pn) = 1
2
.
But
ard(Pn)≤k
ard(P0)≤k
=
ard(Pn)≤k
ard(Pn−1)≤k
· ard(Pn−1)≤k
ard(Pn−2)≤k
· . . . · ard(P1)≤k
ard(P0)≤k
.
Therefore, for k → +∞ we obtain ρ(Pn, P ) = 12n . The nal sentene of the
statement follows from the previous one if P := N and if we take n suh that
2−n < ε.
In the preise sense given by this theorem, we an hene arm that in any
ultralter on N we an always nd also arbitrary small sets. For example,
if we set ε := 10−100, we an nd S ∈ U with density ρ(S,N) < 10−100. The
harateristi funtion of S
xn :=
{
1 if n ∈ S
0 if n /∈ S ∀n ∈ N
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generates, modulo U , an hyperreal y := [(xn)n]U ∈ ∗R equal to 1 but (with
respet to the density ρ(−,N)) almost always equal to 0. Finally, the set S
of indexes n ∈ N where xn = 1 has a density strongly lower with respet to
the set N \ S of indexes where xn = 0, in fat
ρ(S,N \ S) = lim
n→+∞
ard(S≤n)
n+ 1
· n+ 1
ard(N \ S)≤n =
=
ρ(S,N)
ρ(N \ S,N) ≤
10−100
1− 10−100 .
See also Chapter 1, where we already ompared NSA with the basi aims of
the present work on Fermat reals.
B.2 Syntheti dierential geometry
We have already mentioned, several times, the relationships between Fermat
reals and SDG, and we have already presented very briey the main ideas
for the onstrution of a model in SDG (see Setion 5.5). For these reasons,
here we essentially summarize and underline the dierenes between the two
theories.
There are many analogies between SDG and Fermat reals, so that some-
times the proofs of several theorems remain almost unhanged. But the
dierenes are so important that, in spite of the similarities, these theories
an be said to desribe dierent kind of innitesimals.
We have already noted (see Setion 4.1) that one of the most important
dierenes is that for the Fermat reals we have h · k = 0 if h2 = k2 = 0,
whereas this is not the ase for SDG, where rst order innitesimals h, k ∈
∆ := {d | d2 = 0} with h · k not neessarily equal zero, sometimes play
an important role. Note that, as shown in the proof of Shwarz theorem
using innitesimals (see Setion 3.6), to bypass this dierene, sometimes
ompletely new ideas are required (to ompare our proof with that of SDG,
see e.g. Kok [1981℄, Lavendhomme [1996℄). Beause of these diversities,
in our derivation formula we are fored to state ∃!m ∈ R2 and not ∃!m ∈
•R (see 12.1). This is essentially the only important dierene between
this formula and the Kok-Lawvere axiom. Indeed to dierentiate a generi
smooth map f : •R −→ •R we need the Fermat method (see Setion 11.2)
i.e. the notion of smooth inremental ratio.
Another point of view regarding the relationships between Fermat reals
and SDG onerns models of SDG. As we hint in Setion 5.5, these models
are topos of not simple onstrution, so that we are almost ompelled to
work with the internal language of the topos itself, that is in intuitionisti
logi. If on the one hand this implies that all our spaes and funtions are
smooth, and so we do not have to prove this, e.g. after every denition, on
285
Appendix B. Other theories of innitesimals
the other hand it requires a more strong formal ontrol of the Mathematis
one is doing.
Everyone an be in agreement or not with the assertion whether it is
diult or easy to learn to work in intuitionisti logi and after to translate
the results using topos based models. Anyway we think undeniable that the
formal beauty ahieved by SDG an hardly be reahed using a theory based
on lassial logi. It sues to say, as a simple example, that to prove the
innitesimal linearity of MN (starting from M , N generi inf-linear spaes),
it sues to x n ∈ N , to note that ti(−, n) are tangent vetors at f(n), to
onsider their parallelogram p(−, n), and automatially, thanks to the use of
intuitionisti logi, p is smooth without any need to use diretly the sheaf
property to prove it. See our Theorem 13.1.5 to ompare this proof with the
proof of the analogous statement in our ontext.
On the other hand, if we need a partition of unity, we are fored to assume a
suitable axiom for the existene of bump funtions (whose denition, in the
models, neessarily uses the law of the exluded middle).
Indeed, we think that, as we hint in Chapter 10, the best properties of
the theory of Fermat reals an be obtained using an intuitionisti interpre-
tation. We an say that also this theory proves that the best logi to deal
with nilpotent innitesimals in dierential geometry is the intuitionisti one
and not the lassial one. All the eorts done in the present work an be
framed into an attempt to obtain a suiently simple model of nilpotent
innitesimals, having a strong intuitive interpretation but, at the same time,
without foring the reader to swith to intuitionisti logi. Indeed, we think
that the best result in the theory of Fermat reals would be to prove that
the ategory of smooth spaes C
∞
and that of Fermat spaes
•
C
∞
are really
topoi: in this way the reader working in this theory would have the possibil-
ity to use the internal language of these topoi, in intuitionisti logi, and at
the same time a suiently simple model to work diretly in lassial logi
or to interpret the results obtained using the internal language. We plan to
ahieve some steps in this diretion in future works.
Moreover, from the intuitive, lassial, point of view, SDG sometimes
presents ounter-intuitive properties. For example, it is a little strange to
think that we do not have examples of innitesimals in SDG (it is only
possible to prove that ¬¬∃d ∈ ∆), so that, e.g., we annot onstrut a
physial theory ontaining a xed innitesimal parameter; moreover any
d ∈ ∆ is at the same time negative d ≤ 0 and positive d ≥ 0; nally the
denition of the Lie brakets using h · k for h, k ∈ ∆, i.e.
[X,Y ]h·k = Y−k ◦X−h ◦ Yk ◦Xh,
is very far to the usual denitions given on manifolds.
286
B.3. Weil funtors
B.3 Weil funtors
Weil funtors (in the following WF; see Kolár et al. [1993℄ and Kriegl and Mihor
[1996℄) represent a way to introdue some kind of useful innitesimal method
without the need to possess a non-trivial bakground in mathematial logi.
The onstrution of WF does not ahieve the onstrution of a whole in-
nitesimal universe, like in the theory of Fermat reals or in NSA and SDG,
but it denes funtors TA : Man −→ Man, related to ertain geometrial
onstrutions of interest, starting from a Weil algebra. A Weil algebra is a
real ommutative algebra with unit of the form A = R · 1 ⊕ N , where N
is a nite dimensional ideal of nilpotent elements. The exibility of its in-
put A gives a orresponding exibility to the onstrution of these funtors.
But, generally speaking, if one hanges the geometrial problem, one has
also to hange the algebra A and so the orresponding funtor TA. E.g.,
if A = R[x]/〈x2〉, then TA is the ordinary tangent bundle funtor, whereas
if B = R[x, y]/〈x2, y2〉, then TB = TA ◦ TA is the seond tangent bundle.
The denition of a WF starting from a generi Weil algebra A is very long,
and we refer the reader e.g. to Kriegl and Mihor 1997, 1996, Kolár et al.
1993. Note that, in the previous example, x, y ∈ B verify x2 = y2 = 0
but x · y 6= 0. This provides us the rst dierene between WF and Fermat
reals. In fat
•R = R · 1 ⊕ D∞ and dimRD∞ = ∞, so that using the in-
nitesimals of
•R we an generate a large family of Weil algebras, e.g. any
A = R ·1⊕N ⊂ R ·1⊕Dk (whih represents k-th order innitesimal Taylor's
formulas) where N is an R-nite dimensional ideal of innitesimals taken in
Dk. On the other hand, not every algebra an be generated in this way, e.g.
the previous B = R[x, y]/〈x2, y2〉. But using exponential objets of C∞ and
•
C
∞
we an give a simple innitesimal representation of a large lass of WF.
For α1, . . . , αc ∈ Nn, c ≥ n, let
Dαk := {h ∈ Dk1 × . . .×Dkn |hαi = 0 ∀i = 1, . . . , c} .
E.g. if k1 = (3, 0), k2 = (0, 2) and α = (1, 1), then D
α
k = {(h, k) ∈
D3 × D2 |h · k = 0}. To any innitesimal objet Dαk there is assoiated
a orresponding Taylor's formula: let f = •g|Dαk , with g ∈ C∞(Rn,R), then
f(h) =
∑
r∈ι(α)
hr
r!
·mr ∀h ∈ Dαk . (B.3.1)
Here ι(α) := {r ∈ Nn | ∃h ∈ Dαk : hr 6= 0, |r| ≤ k} is the set of multi-indexes
r ∈ Nn orresponding to a non zero power hr, and k := max(k1, . . . , kn).
The oeients mr =
∂rg
∂xr (0) ∈ R are uniquely determined by the formula
(B.3.1). We an therefore proeed generalizing the denition 13.1.1 of stan-
dard tangent funtor.
Denition B.3.1. If M ∈Man is a manifold, we all MDαk the C∞ objet
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with support set ∣∣MDαk ∣∣ := {•f |Dαk : f ∈ C∞(Rn,M)},
and with generalized elements of type U (open in Ru) dened by:
d ∈
U
MD
α
k :⇐⇒ d : U −→ ∣∣MDαk ∣∣ and d · i ∈
U¯
•MD
α
k ,
where i :
∣∣MDαk ∣∣ →֒ •MDαk is the inlusion.
Let us note expliitly that writingMD
α
k
we are doing an abuse of notation
beause this is not an exponential objet. We an extend this denition to
the arrows of Man by setting fD
α
k (t) := t · f ∈ NDαk , where t ∈ MDαk and
f ∈ Man(M,N). With these denitions we obtain a produt preserving
funtor (−)Dαk : Man −→ Man. Finally we have a natural transformation
e0 : (−)Dαk −→ 1Man dened by evaluation at 0 ∈ Rn: e0(M)(t) := t(0).
The funtor (−)Dαk and the natural transformation e0 verify the loality
ondition of Theorem 1.36.1 in Kolár et al. [1993℄: if U is open in M and
i : U →֒M is the inlusion, then UDαk = e0(M)−1(U) and iDαk is the inlusion
of UD
α
k
in MD
α
k
. We an thus apply the above ited theorem to obtain that
(−)Dαk is a Weil funtor, whose algebra is
Al
(
(−)Dαk ) = RDαk .
Not every Weil funtor has this simple innitesimal representation. E.g.,
the seond tangent bundle (−)D◦(−)D is not of type (−)Dαk ; indeed it is easy
to prove that the only possible andidate ould beDαk = D×D, but (RD)D is
a four dimensional manifold, whereas RD×D has dimension three. We do not
have this kind of problems with the funtor (−)Dαk = •C∞(Dαk ,−) : •C∞ −→
•
C
∞
whih generalizes the previous one as well as TM = •MD generalizes
the standard tangent funtor. In fat beause of artesian losedness we have(
XD
α
k
)Dβh ≃ XDαk×Dβh
and Dαk ×Dβh is again of type Dαk .
Summarizing, we an arm that WF permit to onsider nilpotent in-
nitesimals whih are more algebrai and hene more general than those
ourring in the Fermat reals. The typial example is the WF TB for
B = R[x, y]/〈x2, y2〉, orresponding to the seond tangent bundle. On the
other hand, WF do not permit to onsider an extension of the real eld with
the addition of new innitesimal points (like in our framework, where we have
the extension from R to •R), and hene they do not permit to onsider prop-
erties like order between innitesimals, an extension funtor analogous of the
Fermat funtor and the related properties, like the transfer theorem, tangent
vetors as innitesimal urves, innitesimal parallelograms to add tangent
vetors, innitesimal uxes, and so on. This implies that with the WF we do
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not have a framework with the possibility to extend standard spaes adding
innitesimals, but we are fored to onsider a new WF for every geometrial
onstrution we are onsidering. Finally, the general denition of WF works
on the ategory of smooth manifolds modelled on onvenient vetor spaes,
beause it needs the existene of harts (see Kriegl and Mihor [1997, 1996℄,
Kolár et al. [1993℄), and we already mentioned (see Setion 5.3) that this
ategory is not artesian losed. Therefore, WF annot be dened for spaes
like NM , where M is a non-ompat manifold. On the ontrary, we have
seen (see Chapter 13) that some results of innitesimal dierential geometry
an be obtained also for spaes of the form
•N
•M
, where M is a generi
manifold.
Finally, a reent approah similar in essene toWeil funtors is dierential
geometry over a general base ring, see Bertram [2008℄ and referenes therein.
The basi idea is to develop, as far as possible, all the topis of dierential
geometry not dealing with integration theory, in the framework of manifolds
modelled over a generi topologial module V over a topologial ring K. This
of ourse, inludes ordinary nite dimensional real or omplex manifolds, but
also innite dimensional manifolds modelled on Banah spaes and even on
the hyper-vetor spaes
∗Rn. One of the basi results is that in this way the
tangent funtor TM beomes a manifold over the salar extension V ⊕ εV ,
i.e. over the module of all the expressions of the form u+εv over the ring K[ε]
of dual numbers over K, i.e. K[ε] := K⊕ εK := K[x]/ (x2). The proess an
be iterated obtaining that the double tangent bundle T 2M is a manifold over
V ⊕ε1V ⊕ε2V ⊕ε1ε2V , whih is a module over K[ε1, ε2] := K[x, y]/
(
x2, y2
)
.
Analogous results are available for T kM and for the jet bundle JkM . The
theory is appealing for its generality and for the possibility to obtain in a
simple way a ontext with formal innitesimals. This onstrution does not
deal with artesian losedness and hene generi spaes like Man(M,N)
annot be onsidered.
B.4 Surreal numbers
Surreal numbers has been introdued by J.H. Conway and presented in
Knuth [1974℄ and in Conway [1976℄
2
. One of the most surprising features of
surreal numbers is that starting from a simple set of rules it is possible to
onstrut a rih algebrai struture ontaining the real numbers as well as
innite and innitesimals, but also all the ordinal numbers, the hyperreals
of NSA, the Levi-Civita eld and the eld of rational funtions. Indeed, in a
preise sense we will see later, the ordered eld No of surreal numbers is the
largest possible ordered eld or, in other words, the above mentioned simple
rules for the onstrution of surreal numbers, represent the most general way
2
Really, the same eld of numbers has been predate by Cuesta Dutari [1954℄ (in Span-
ish) and Harzheim [1964℄ (in German).
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to obtain a notion of number ulminating in an ordered eld.
There are two basi ideas to introdue surreal numbers: the rst is to
have the possibility to onstrut numbers in a transnite-reursive way using
a notion analogous to that of Dedekind ut (alled Conway ut). If we have
a totally ordered set (N,<), a Conway ut is simply a pair (L,R) of subsets
L, R ⊆ N suh that
∀l ∈ L ∀r ∈ R : l < r, (B.4.1)
in this ase we will simply write L < R. This is exatly the notion of
Dedekind ut without the ondition that the subsets L, R have to be on-
tiguous (i.e. without the ondition that ∀ε > 0∃ l ∈ L ∃ r ∈ R : |l− r| < ε).
Exatly beause we do not have this further ondition, we need another
ondition for a pair (L,R) to identify a unique number. Indeed, the se-
ond idea, intuitively stated, is that every Conway ut identies uniquely the
simplest number x between L and R:
∀l ∈ L ∀r ∈ R : l < x < r. (B.4.2)
We an intuitively represent a Conway ut and the assoiated simplest num-
ber in the following way
L x R
A little more formally, the lass No of surreal numbers is introdued by
Conway using a suitable set of rules. We an think at these rules as axioms
dening a suitable struture (No,≤, {− |−}). In the following, as usual,
x < y means x ≤ y and x 6= y.
Constrution If L, R ⊆ No and L < R, then {L |R} ∈ No, that is
starting from a Conway ut (L,R) we an onstrut a surreal with
{L |R} ∈ No.
Surjetivity If x ∈ No, then there exist L, R ⊆ No suh that L < R and
x = {L |R}, that is all surreal numbers an be onstruted starting
from a Conway ut.
Inequality If x = {Lx |Rx} and y = {Ly |Ry} are well dened3, then x ≤ y
if and only if Lx < {y} and {x} < Ry, i.e. lx < y and x < ry for every
lx ∈ Lx and every ry ∈ Ry. This rule an be represented in the
following way
Lx x
Rx . . .
Ly
y
Ry
3
That is Lx < Rx and Ly < Ry. Let us note that using a notation like x = {Lx |Rx}
we do not mean that a number x ∈ No uniquely determines the subsets Lx and Rx.
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Equality If x, y ∈ No, then x = y if and only if x ≤ y and y ≤ x, that
is equality between surreal numbers an be dened starting from the
order relation ≤.
Starting from these simple rules/axioms we an already onstrut several
meaningful examples of numbers inNo. From the denition (B.4.1) of L < R
we see that always L < ∅ and ∅ < R for every L, R ⊆ No. So we have ∅ < ∅
and from the Constrution rule {∅ | ∅} ∈ No. Therefore, No is not empty
and we an iterate the proess. For simpliity, we will write {|} := {∅ | ∅},
{L |} := {L | ∅}, {|R} := {∅ |R}, {x1, . . . , xn |R} := {{x1, . . . , xn} |R} and
{L |x1, . . . , xn} := {L | {x1, . . . , xn}}. Hene we have, e.g.,
{|} ∈ No
x ∈ No =⇒ {|x}, {x|} ∈ No.
But the understanding of the lass No has a great improvement if we intro-
due the above mentioned interpretation of simpliity. Conway's idea is that
a number x ∈ No is simpler than y ∈ No if x is dened before y in the previ-
ous iterative proess (using Conway's terminology: x was born before y). So,
{|} is the simplest number4 and this justify the denition {|} =: 0. On the
next step, we have e.g. {|0} and {0|} whih have the same degree of simpliity
(beause they are both dened in the seond step of the iterative proess). To
interpret these numbers we have hene to use the idea of simpliity expressed
in (B.4.2): {0|} is the simplest number greater than 0 and {|0} is the simplest
number less than 0. This justify the denition 1 := {0|} and −1 := {|0}. Up
to isomorphisms we an hene arm that N, Z ⊆ No. Another meaningful
example based on this interpretation is the number {0 | 1} whih has to be
thought as the simplest number between 0 and 1, i.e. 12 := {0 | 1}. From the
Inequality rule we an prove that {|x} ≤ 0 ≤ {x |} for every x ∈ No, and
that 1 
 0, hene 0 < 1 follows from the Equality rule. Analogously one
an prove that . . . < −3 < −2 < −1 < 0 < 1 < 2 < 3 < . . . Moreover, we
an also easily see that e.g. {−1 | 1} = 0 so we note that dierent subsets L,
R ⊆ No an dene the same number x = {L |, R}.
But now we also have that N ⊆ No and hene we an form the number
N + 1 := {N |} and this ath a glimpse of the possibility to extend all this
using transnite indution.
Instead of further proeeding with Conway's approah to No we want
to sketh his point of view to the foundational questions arising from his
onstrution. These ideas are preisely stated in the Appendix to Part Zero
of [Conway, 1976℄. The mainstream's approah to a topi like No, where
one must use e.g. transnite indution, is to x a formal theory of sets (like
4
Of ourse, at this stage of developement and using this not-stritly formal point of
view, our use of the notion of simpliity is only informal and it is natural to ask for a
more formal denition, onsidering, moreover, its uniqueness. This will be done in the
next setion.
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Zermelo-Fraenkel ZF theory or von Neumann-Bernay-Gödel NBG theory)
and to formalize every onstrution inside that theory. Sometimes, this for-
malization an ondut to a theory far from the original intuition, beause
dierent formalizations are possible of a given informal onstrution. Let
us note expliitly that here J. Conway's term of judgment is the searhing
for a good dialeti between informal onstrutions and their formal oun-
terpart, whih has been a leading thread of all the present work. Conway's
foundational point of view an be summarized iting, as in [Conway, 1976℄:
It seems to us, however, that mathematis has now reahed
the stage where formalization within some partiular axiomati
theory is irrelevant, even for foundational studies. It should be
possible to speify onditions on a mathematial theory whih
would sue for embeddability within ZF (supplemented by ad-
ditional axioms of innity if neessary), but whih do not other-
wise restrit the possible onstrutions in that theory.
The Cuesta Dutari denition of No
From our point of view, one has the best result if there exists a formalization
respeting the above mentioned good formal-informal dialeti, and hene a
great eort has to be dediated to the searhing for this best formalization, if
any, before assuming a point of view so general and radial like J. Conway's
one. This type of formalization for surreal numbers is possible and is given
by [Cuesta Dutari, 1954℄. In this appendix we only sketh the rst steps
of this development; for a omplete treatment, see [Alling, 1987℄. The set
theory we will onsider is NBG.
Denition B.4.1. Let (T,≤) a totally ordered set, then we say that (L,R)
is a Cuesta Dutari ut in T i
1. L, M ⊆ T
2. L < R
3. L ∪R = T .
Moreover, we will denote by CD(T ) the lass of all Cuesta Dutari uts in T .
Essentially a Cuesta Dutari uts is a Conway ut with the additional ondi-
tion L ∪ R = T . Sine (∅, T ) and (T, ∅) are always Cuesta Dutari uts, we
have that CD(T ) is never empty.
If we think than eah Cuesta Dutari ut identies a new number, the
union T ∪ CD(T ) an be thought of as a ompletion of the totally ordered
set (T,≤) if we an extend the order relation ≤ to this union. This is done
in the following
292
B.4. Surreal numbers
Denition B.4.2. Let (T,≤) be a totally ordered set, then on the Cuesta
Dutari ompletion χ(T ) := T ∪ CD(T ) of T we dene the order relation:
1. If x, y ∈ T then we will say that x is less than or equal to y i x ≤ y in
T . Beause of this rst ase, the order relation on χ(T ) will be denoted
again by the symbol ≤.
2. If x ∈ T and y = (L,R) ∈ CD(T ), then:
(a) x ∈ L =⇒ x < y
(b) x ∈ R =⇒ y < x
3. If x = (Lx, Rx), y = (Ly, Ry) ∈ χ(T ), then x < y i Lx ⊂ Ly.
It is indeed possible to prove (see Alling [1987℄) that (χ(T ),≤) is a totally
ordered set. For example if we take t, τ ∈ T with t < τ , we an onsider the
ut c = ((−∞, t], [τ,+∞)) and we have t < c < τ . If x = (L,R) ∈ CD(T ),
then L < {x} < R and, as a further example, (∅, T ) is the least element of
χ(T ), whereas (T, ∅) is the greatest element.
So, how an we form 0 using Cuesta Dutari uts? We do not have to think
at the Cuesta Dutari ompletion as a nal ompletion starting from a single
given ordered set (T,≤) but, instead, as a tool for a transnite-reursive
onstrution:
Denition B.4.3. Let On be the lass of all ordinals, we dene by trans-
nite reursion the family (Tα)α∈On of ordered sets given by:
1. T0 is the empty set ordered with the empty relation,
2. For every β ∈ On:
(a) If α+ 1 = β, then Tβ := χ(Tα)
(b) If β is a non-zero limit ordinal, then Tβ :=
⋃
α<β Tα.
Finally we set No :=
⋃
α∈On Tα.
So, e.g., 0 := (∅, ∅) ∈ T1 = χ(T0) ⊂ No. The ordinal index α in the
previous transnite reursive denition gives the notion of simpliity of a
number x ∈ No, that is its birthday using Conway's terminology.
Denition B.4.4. If x ∈ No, we dene the birth-order funtion by
b(x) := min
≤
{α ∈ No |x ∈ Tα} ,
where ≤ is the order relation dened on No.
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So we have, e.g., b(0) = 0, b(1) = b(−1) = 1, b(2) = b (12) = b (−12) = 2.
At this point, the most important result is Conway's simpliity theorem:
it states that every Conway ut (L,R) determines uniquely the simplest
surreal number lling the gap between the subsets L and R:
Theorem B.4.5. Let L, R ⊆ No with L < R, then there exist one and only
one x ∈ No suh that:
1. L < {x} < R
2. If y ∈ No \ {x} veries L < {y} < R, then b(x) < b(y).
This unique x will be denoted by {L |R}.
For a proof see Alling [1987℄.
Ring operations on No
On the lass of surreal numbers we an dene all the eld operations, the
simplest one being subtration:
x = {L |R} =⇒ −x := {−R | − L}.
The denition of sum and produt requires some motivations. Let x =
{Lx |Rx} and y = {Ly |Ry} be surreal numbers, so that
lx < x < rx (B.4.3)
ly < y < ry (B.4.4)
for every lx ∈ Lx, rx ∈ Rx, ly ∈ Ly and ry ∈ Ry. Sine we want No to be
an ordered group with respet to addition, we must have:
lx + y < x+ y
x+ ly < x+ y
x+ y < rx + y
x+ y < x+ ry.
Hene Conway denes x+ y as the simplest number verifying these inequal-
ities, i.e. using transnite reursion we an dene
x+ y := {(Lx + y) ∪ (x+ Ly) | (Rx + y) ∪ (x+Ry)} ,
where, e.g., Lx + y := {lx + y : lx ∈ Lx}. Analogously we an proeed to
justify the denition of produt. From (B.4.3) and (B.4.4), in the hypothesis
that No be an ordered group under multipliation, we must have that x− lx,
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y − ly, rx − x and ry − y are all greater than zero. Taking all the produts
of these terms involving an x and a y we have
0 < (x− lx) · (y − ly) = xy − lxy − xly + lxly
0 < (rx − x) · (ry − y) = xy − rxy − xry + rxry
0 < (x− lx) · (ry − y) = −xy + lxy + xry − lxry
0 < (rx − x) · (y − ly) = −xy + rxy + xly + rxly.
As a onsequene, from these we get inequalities bounding xy:
lxy + xly − lxly < xy < lxy + xry − lxry
rxy + xry − rxry < xy < rxy + xly + rxly.
We an hene dene (one again by transnite reursion):
Lx·y : = (Lxy + xLy − LxLy) ∪ (Rxy + xRy −RxRy)
Rx·y : = (Lxy + xRy − LxRy) ∪ (Rxy + xLy +RxLy)
x · y : = {Lx·y |Rx·y} ,
where e.g. Lxy := {lx · y : lx ∈ Lx} and LxLy := {lx · ly | lx ∈ Lx , ly ∈
Ly}.Using these denitions we an prove that No veries the axioms of an
ordered eld.
Examples of surreal numbers
As we already skethed, up to isomorphism we have n = {0, 1, 2, . . . , n−1 |} ∈
N ⊆ No, −n = {| − n + 1,−n + 2, . . . ,−2,−1, 0} ∈ Z ⊆ No, but also
ω := {N |}. It results n < ω for every n ∈ N and hene No is a non-
Arhimedean eld. Moreover, beause we have an ordered eld ontaining
the integers, we also have Q ⊆ No, i.e. all the rationals an be seen as
surreal numbers. Finally, using Dedekind uts we an also identify R with a
subeld of No.
But using transnite indution we an also dene
ϕ(0) : = 0
ϕ(β) : = {{ϕ(α) : α < β} |} ∈ No ∀β ∈ On,
and we an prove that ϕ is an order-preserving map from the lass of all
ordinals On into No, with birthday funtion verifying b(ϕ(β)) = β. This
also proves that No is a proper lass and not a set beause ϕ, being order
preserving, is injetive. For this reason usually one says that No is a Field,
with the apital initial letter to underline that it veries the axioms of a
eld, but its support set is a proper lass.
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We have already seen that in No we have innities like ω = {N |}, but
we an also easily onstrut innitesimals like
ε :=
{
0 |
{
1
n
: n ∈ N>0
}}
,
whih is stritly positive but smaller than any stritly positive real.
All these examples an ondut us toward the onjeture that the lass
No is some kind of universal eld ontaining every possible extension of the
real eld. Indeed we have the following theorem (see Conway [1976℄ for the
proof; see also Ehrlih [1988℄ for a more general and systemati treatment)
Theorem B.4.6. The eld No veries the following properties
1. No is an ordered Field
2. If
A is an ordered subeld of No
A is an ordered subeld of B,
with |A| and |B| sets and not proper lasses, then there exist
B′ ordered subeld of No
f : B −−→
∼
B′ isormophism of ordered elds
suh that f |A = 1A.
Moreover, if F veries these properties 1. and 2 (like No does). then F ≃
No as an ordered eld.
We an represent the situation in the following way: if we have (as dia-
gram of morphisms between ordered elds)
A  //
 _

No
B
then we an omplete it with the ommutative diagram
A  //
 _

No
B ∼
f // B′
 ?
OO
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From this point of view the eld of surreal numbers is remarkably inlusive
5
.
For example applying the previous theorem with A = R and B = ∗R, we
obtain that No ontains, up to isomorphism, the hyperreals of NSA.
Comparison with Fermat reals
The rst omparison between surreals and Fermat reals omes from the previ-
ous Theorem (B.4.6) whih annot be applied to the ring
•R. More trivially,
the existene of non-zero nilpotent innitesimals is not ompatible with eld
axioms.
Moreover, the onstrution of No is deeply based on order properties
and produes a single numeri eld and not a ategory of extended spaes,
inluding manifolds, like our
•
C
∞
.
The eld No has many remarkable properties, it is a real losed eld,
there is the possibility to dene exponential and logarithm and even a notion
of Riemann integral (see Fornasiero [2004℄). On the other hand, like any
other non Arhimedean ordered eld, No is totally disonneted, therefore
we have examples of funtions dierentiable on an interval with everywhere
zero derivative whih are not onstant, we do not have the uniqueness of
the primitive of a ontinuous funtion and we do not have uniqueness in the
simplest initial value problem: y′(x) = 0, y(0) = 0. This annot be diretly
ompared with our results regarding the development of the alulus on the
Fermat reals (see Chapters 11 and 12) beause our results are appliable to
smooth funtions only and not to a lower degree of dierentiability.
From a methodologial point of view, as we have already skethed above,
Conway's onstrution seems to be based on the searh of a theory with
strong intuitive meaning, essentially due to Conway's simpliity theorem
(B.4.5). Formalization like Cuesta Dutari [1954℄ and Alling [1987℄ permit to
obtain a good dialeti between formal theory and intuitive interpretation,
whih is also the leading design of the present work.
B.5 Levi-Civita eld
The Levi-Civita eld (from now on: LCF) originally appeared in Levi-Civita
[1893℄ and Levi-Civita [1898℄, but it was subsequently redisovered by Ostrowski
[1935℄, Neder [19411943℄, Berz [1992℄ and Berz [1994℄ (to whom, together
with K. Shamseddine, we an attribute the modern development of the
topi). For an aount of Levi-Civita's work see also Laugwitz [1975℄. For
a detailed work in this topi and the proofs of the theorems we will state in
this setion, see e.g. Shamseddine [1999℄. Beause of the several analogies
5
From this point of view the name surreal numbers is less meaningful than the original
Conway's numbers without any adjetive.
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between our Fermat reals and the LCF, we will introdue this topi with a
ertain level of detail.
To motivate the introdution of the LCF we start from the idea to add
to the real eld R a single new invertible innitesimal number d to whih
we want to apply all the ring operations but also arbitrary roots. Hene, we
would like to be able to form numbers like 3 + d + 2d2, but also like d−1,
d1/2, d−1/2, 2−d3+4d3/5− 12d−2/3. This an be easily obtained using purely
algebrai methods, e.g. onsidering formal power series of the form
x =
∑
q∈Q
xq · dq. (B.5.1)
There is no problem in dening the sum pointwise
x+ y :=
∑
q∈Q
xqd
q +
∑
q∈Q
yqd
q :=
∑
q∈Q
(xq + yq) d
q,
but we an reognize a rst limitation onsidering the produt, whih is
dened, as usual for formal power series, as
x · y :=
∑
q∈Q
( ∑
r+s=q
xr · ys
)
· dq. (B.5.2)
Indeed, the sum
∑
r+s=q xr · ys an have an innite number of addends,
depending on how many non-zero oeients xr and ys we have in the fators
x and y, and hene the previous denition of produt x·y an be meaningless
for generi formal power series x, y. Beause we want that the denition
(B.5.2) works for every pair x, y, we must introdue a limitation on the
number of oeients in our formal power series. In other words, we must
limit the number of non zero oeients in the formal series. For example
we an have
x¯ = d−3 + d−2 + d−1 + 1 + d+ d2 + d3 + d4 + d5 + . . . ,
or
y¯ = . . .+ d−5 + d−4 + d−3 + d−2 + d−1 + 1 + d+ d2.
More generally, the equation r+ s = q may have innitely many solutions if
there is an aumulation point for the indexes s ∈ Q suh that ys 6= 0. In
the LCF the hoie fall on power series with a nite number of exponents
on the left, i.e. suh that
∀q ∈ Q : ard {r ∈ Q |xr 6= 0 , r ≤ q} is nite. (B.5.3)
From our point of view, whih is not near to the formal point of view ex-
pressed in the onstrution of the LCF - remember that at present we do
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not have a notion of onvergene for our series - it seems hard to motivate
this hoie instead of the limitation on the right. Moreover, let us note
expliitly that if we do not want to introdue limitations on the exponents
we onsider in our power series, then we are fored to say that the produt
x · y is not always dened, but only for those pairs x, y suh that the sum∑
r+s=q xr · ys onverges with respet to some notion of onvergene6. This
may seem strange from an algebrai point of view, but it an be onsidered
more ommon in the alulus, where, e.g. in the standard Shwartz's theory
of distribution, the produt of two distributions is not always dened and
an be onsidered in some ases only (see e.g. Colombeau [1992℄), or where
the set of onvergent or divergent real sequenes is not losed with respet
to pointwise produt.
Leaving the intuitive motivations to arrive to a more formal mathematis,
we an introdue our formal power series thinking of the orresponding de-
nition for polynomials: identifying a polynomial a0+a1x+a2x
2+ . . .+anx
n
with the n-tuple of its oeients (a0, a1, a2, . . . , an) is equivalent to say that
a polynomial is a funtion of the form a : {0, 1, 2, . . . , n} −→ R. Analogously
we an dene
Denition B.5.1. The support set R of the LCF is the set of all the fun-
tions x : Q −→ R with left-nite support, i.e. suh that
∀q ∈ Q : ard {r ∈ Q |xr 6= 0 , r ≤ q} is nite.
So, the value
7 x(q) =: x[q] has to be thought as the oeient of the
addend x[q] · dq. The ring operations are dened for q ∈ Q as
(x+ y)[q] : = x[q] + y[q]
(x · y)[q] : =
∑
r, s∈Q
r+s=q
x[r] · y[s],
and we an verify that (R,+, ·) beomes a eld (see e.g. Shamseddine [1999℄).
In a formal power series like (B.5.1) the leading term xm · dm with the lower
value m ∈ Q of the exponent determines the behavior of the number from
several points of view, e.g. with respet to order. For this reason we introdue
the following notations:
Denition B.5.2. Let x, y ∈ R, then
1. supp(x) := {q ∈ Q |x[q] 6= 0}
6
This notion may be trivial, e.g. if we onsider only those pairs for whih for every
q ∈ Q, there is only a nite number of exponents r, s suh that r + s = q.
7
The notation with square brakets x[q] permits to avoid onfusion when one onsider
funtions dened on the LCF R.
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2. λ(x) := min (supp(x)) for x 6= 0 and λ(0) := +∞. The term λ(x) is
alled order of magnitude.
3. x ∼ y :⇐⇒ λ(x) = λ(y). This relation is alled agreement of
order of magnitude.
4. x ≈ y :⇐⇒ λ(x) = λ(y) and x [λ(x)] = y [λ(y)]
5. x =r y :⇐⇒ ∀q ∈ Q≤r : x[q] = y[q]
If r > 0, the relation =r is the analogous of our equality up to k-th
order innitesimals (see Chapter 3): if x =r y, then x − y is given by sum
of innitesimals aqd
q
of order d > r. E.g. we an expet to have 1 + d +
d2 − 2d3 =2 1 + d + d2 + 4d5 or dn+1 =n 0. So, it appears suiently lear
that, even if we do not have a ring with nilpotent elements, the equivalene
relation =r an supply a possible alternative language.
In the LCF we an prove the existene of roots:
Theorem B.5.3. Let x ∈ R be non zero and n ∈ N>0. If n is even and the
leading term x[λ(x)] > 0, then x has two n-th roots in R. If n is even and
x[λ(x)] < 0, then x has no n-th roots in R. If n is odd, then x has a unique
n-th root in R.
Exatly like in the study of polynomials, the partiular number d[q] := 1
for q = 1 and d[q] := 0 otherwise, works as the independent variable in our
formal power series, and the equality (B.5.1) an now be proved for every
x ∈ R beause (dr) [q] = 1 if q = r and (dr) [q] = 0 otherwise. Let us note
expliitly that if r = pq ∈ Q with p, q ∈ Z, q > 0, then dr = q
√
dp, so we need
the previous Theorem B.5.3.
Obviously, the embedding of the reals is given by r ∈ R 7→ r[−] ∈ R,
where r[0] = r and r[q] = 0 otherwise, but it is now also lear that formal
Laurent series (and hene also D. Tall's superreal numbers, see e.g. Tall
[1980℄), i.e. numbers of the form
x =
+∞∑
k=−N
xk · dk
are embedded in the LCF.
Essential for the development of the LCF as an ordered eld but also for
the dierent notions of ontinuity and dierentiability of funtions f : R −→
R is the order relation. As hinted above, we an dene the order relation by
omparison of the leading terms
Denition B.5.4. If x, y ∈ R, we dene
x > 0 :⇐⇒ x[λ(x)] > 0
x > y :⇐⇒ x− y > 0
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With this relation the LCF beomes a totally ordered eld extending the
real eld.
In the framework of Fermat reals, the natural topology is the nal one
with respet to whih any gure is ontinuous (see Setion 6.2). As we men-
tioned ibidem, for Fermat reals, and more generally for Fermat spaes, the
topology is a byprodut of the dieologial struture. Using this struture,
we have a natural way to dene smooth maps between C
∞
-spaes and hene
to extend these maps to the orresponding Fermat spaes, without any par-
tiular fousing on the topology. In the LCF, it is not so lear what funtions
f : R −→ R an be extended to the whole R and hene the approah is dif-
ferent and mimis the lassial approah of alulus. The next step is hene
to use the order relation to dene a orresponding order topology.
Denition B.5.5. Beause the order relation on R is total, we an dene
the absolute value in the usual way
|x| :=
{
x if x ≥ 0
−x if x < 0
Moreover, we say that a subset U ⊆ R is open in the order topology i
∀u ∈ U ∃ δ ∈ R>0 : {x ∈ R : |x− u| < δ} ⊆ U.
For example the sequene (dn)n∈N onverges to the zero sequene in the
order topology. Using the same idea, that is the formal analogy with the reals
R, we an dene ontinuity, dierentiability and onvergene of sequenes
Denition B.5.6. Let D ⊆ R and f : D −→ R, then we say that f is
topologially ontinuous at x0 ∈ D i
∀ε ∈ R>0 ∃ δ ∈ R>0 : ∀x ∈ D : |x− x0| < δ ⇒ |f(x)− f(x0)| < ε.
Denition B.5.7. Let D ⊆ R and f : D −→ R, then we say that f is
topologially dierentiable at x0 ∈ D i there exists a number l ∈ R suh
that
∀ε ∈ R>0 ∃ δ ∈ R>0 ∀x ∈ D : 0 < |x− x0| < δ ⇒
∣∣∣∣f(x)− f(x0)x− x0 − l
∣∣∣∣ < ε.
Denition B.5.8. Let s : N −→ R, then we say that s onverges strongly
to s ∈ R i
∀ε ∈ R>0 ∃N ∈ N : ∀n ∈ N : n ≥ N ⇒ |sn − s| < ε.
It is interesting that now, using this notion of onvergene, we an asso-
iate to our formal power series a notion of onvergene:
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Theorem B.5.9. Let x ∈ R and dene reursively
q0 : = λ(x)
qk+1 :=
{
min (supp(x) \ {q0, q1, . . . , qk}) if supp(x) ⊃ {q0, q1, . . . , qk}
0 otherwise
then the sequene n ∈ N 7→∑nk=0 x[qk] · dqk ∈ R onverges strongly to x, so
that we an write
x =
+∞∑
k=0
x[qk] · dqk .
Note that this theorem does not realize the above mentioned dialogue
between potential innitesimals and atual innitesimals beause, trivially,
in its statement there is no mention of any suh potential innitesimal, i.e.
of a funtion of the form i : E −→ R onvergent to zero, instead in the
statement onvergene is understood in the LCF sense.
We an now give some motivations for the hoie of the domain Q for
the elements of the LCF R: why is there, in the denition of R, the eld Q
instead of R like in our Fermat reals8? The answer an be antiipated saying
that Q is the simplest domain to obtain some of the desired properties. To
render this statement more preise we need the notion of skeleton group.
Denition B.5.10. Let (F,+, ·, <) be a totally ordered eld and dene in
it the absolute value as usual. Let a, b ∈ F6=0, then we say
a≪ b :⇐⇒ ∀n ∈ N : n · a < b
and we will read it a is innitely smaller than b. Moreover, we will say
a ∼ b :⇐⇒ ¬(|a| ≪ |b|) and ¬(|b| ≪ |a|).
The relation ∼ is an equivalene relation, and we will denote by
SF := {[a]∼ | a ∈ F6=0}
the set of all its equivalene lasses. Moreover, it is possible to prove that the
following denitions are orret:
[a]∼ · [b]∼ : = [a · b]∼
[a]−1∼ : = [a
−1]∼
[a]∼ < [b]∼ :⇐⇒ ∀n ∈ N : n|a| < |b|.
8
Reall e.g. that we an onsider innitesimal dta for every real number a ≥ 1.
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It is possible to prove that (SF , ·, <) is a totally ordered group, alled
the skeleton group of F . This notion is naturally tied with the notion of
non-Arhimedean eld. Indeed, the skeleton group of the real eld is trivial
SR = {[1]∼}, but it is not so for non-Arhimedean elds, as stated in the
following
Theorem B.5.11. Let F be a totally ordered non-Arhimedean eld, then
Z ⊆ SF .
Moreover, if F admits roots of positive elements, then
Q ⊆ SF .
This motivates why we take Q as domain of our funtions x ∈ R, that is
as exponents of d in our formal power series: it is the smallest set of exponents
that permits to have a non-Arhimedean eld and roots of positive elements.
But the idea to follow formal analogies to dene ontinuity and dier-
entiability (see Denitions B.5.6 and B.5.7) presents several problems (not
harateristi of the LCF, but ommon to every non-Arhimedean totally
ordered eld): e.g. the funtion f : [0, 1] −→ R dened by
f(x) :=
{
0 if x is innitely small
1 if x is nite
is topologially ontinuous and topologially dierentiable, but it does not
assume the value d ∈ [0, 1] even though f(0) < d < f(1), hene it does
not veries the intermediate value theorem. Moreover, f ′(x) = 0 for all
x ∈ [0, 1] but f is not onstant on [0, 1]. Therefore, also the simplest initial
value problem y′ = 0, y(0) = 0 does not have a unique solution. This is due
to the fat that innitesimals are totally disonneted from nite numbers
beause d ≪ r for every r ∈ R>0, and this is a general problem of non-
Arhimedean elds. On the other hand, as we have seen in Chapter 13, in
the ontext of Fermat reals, we do not enounter this type of problems.
The solution adopted in the framework of the LCF is to hange the notion
of topologial ontinuity introduing a Lipshitz ondition:
Denition B.5.12. Let a < b be given inR, let I ∈ {(a, b), [a, b], (a, b], [a, b]}
be an interval of R and f : I −→ R, then we say that f is ontinuous in I
i
∃M ∈ R : ∀x ∈ I : |f(x)− f(y)| ≤M · |x− y| .
This is very interesting for our omparison beause a Lipshitz ondition
is essential both for our Fermat reals (see e.g. the Denitions 2.8.1 and
2.1.1, but also Giordano [2004℄ where the Lipshitz ondition is even more
needed) and also for Fröliher and Kriegl [1988℄, Kriegl and Mihor [1997℄.
The orresponding denition of dierentiability realls our approah with
smooth inremental ratios (see Setion 11.2):
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Denition B.5.13. Under the same hypothesis as in the previous denition
we say that f is dierentiable on I i there exists a ontinuous funtion
f ′[−,−] : I × I −→ R
suh that
∀x, y ∈ I : f(y) = f(x) + f ′[x, y] · (y − x).
As usual we will set f ′(x) := f ′[x, x].
This denition is also very interesting, beause, even if the approah of
the LCF is a formal approah to innitesimals, some of the hosen solutions
are very similar to those adopted in non formal approahes to innitesimals.
For example, note the requirement that f ′[−,−] should be ontinuous, and
hene it should verify a Lipshitz ondition, in analogy to the Lipshitz
dierentiability introdued in Fröliher and Kriegl [1988℄.
A natural problem dealing with LCF is what lass of funtions f : R −→
R an be extended to a meaningful sublass of R with the possibility to
generalize to them some properties, like the intermediate value theorem, an
inverse funtion theorem, the maximum theorem, the mean value theorem,
Rolle's theorem, the existene of primitive funtions, or the onstany prin-
iple. Beause of the left-niteness of our formal power series x ∈ R, the
most natural lass of funtions are those loally expandable in power se-
ries (the term analyti is used for real funtions only in the ontext of the
LCF). The solution adopted in Berz [1994℄ and Shamseddine [1999℄ (see also
Shamseddine and Berz [2007℄ and referenes therein for a more reent ar-
tile) is to dene a notion of onvergene of power series with oeients
in R, to prove for them the above mentioned theorems, and hene to show
that standard power series in R are inluded as a partiular ase of this no-
tion of onvergene in R. It is also interesting to note that this onept of
onvergene is not the one derived from the formal analogies with the real
ase (see e.g. the Denition B.5.6) but it is rather derived from a family of
seminorms. For more details on this development, see the above mentioned
referenes.
The left-niteness of the Levi-Civita numbers permits to represent them
on a omputer. Indeed, for every r ∈ Q the amount of information we
have to store in the power series (B.5.1), up to the terms xqd
q
with q ≤ r,
is nite and we an represent all these numbers with the usual preision
available in a omputer. Therefore, using the equivalene relation =r (see
Denition B.5.2) we an implement a alulus of Levi-Civita numbers on a
omputer. Obviously, this is possible for rare ases only in other theories of
innitesimals
9
and it founds useful appliations in automati dierentiation
(see e.g. Berz [1992℄). Here the problem is to nd a omputer algorithm to
9
We only mentioned here that the surreal numbers has been implemented in the om-
puter based proof assistant Coq, see Mamane [2006℄.
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alulate the derivatives, up to a given order, of omputationally ompliated
funtions like (see Shamseddine [1999℄)
f(x) =
sin(x3 + 2x+ 1) + 3+cos(sin(ln |1+x|))
exp
“
tanh
“
sinh
“
cosh
“
sin(cos(tan(exp(x))))
cos(sin(exp(tan(x+2))))
””””
2 + sin(sinh(cos(tan−1(ln(exp(x) + x2 + 3)))))
,
obtained by omposition of elementary funtions like sin, cos, exp, ..., the
Heaviside funtion
H(x) :=
{
1 if x ≥ 0
0 otherwise
and of the eld operations. These are alled omputer funtions, and an
be extended to a suitable subset of R using their expansion in power series.
The property that permits to ompute these derivatives is expressed in the
following theorem and it presents strong analogies with the alulus in our
Fermat reals:
Theorem B.5.14. Let f be a omputer funtion ontinuous at x0 ∈ R and
extendable to x0 ± d. Then f is n-times dierentiable at x0 if and only if
there exist real numbers α1, . . . , αn suh that
f(x0 + d) =n
n∑
j=0
αj
j!
· dj
f(x0 − d) =n
n∑
j=0
(−1)j αj
j!
· dj .
Moreover, in this ase we have f (j)(x0) = αj for j = 0, . . . , n.
In Shamseddine [1999℄ one an nd several examples of omputation of
derivatives using these formulas, and of non smooth funtions whose regu-
larity is proved using this theorem. A software, alled COSY INFINITY,
has also been reated, whih is suitable for the omputation of derivatives of
funtions using the LCF (see Berz et al. [1996℄, Shamseddine [1999℄ and ref-
erenes therein also for the omparison with other methods of omputation
of derivatives).
Comparison with Fermat reals
We have tried to introdue the LCF with a ertain detail, due to the many
analogies that one an see between the LCF theory and our own theory, even
if the two approahes are very dierent from the philosophial point of view.
We an underline several points where the LCF an be onsidered a better
framework with respet to Fermat reals, and several others where we an
state the opposite:
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, The LCF is a eld and not a ring. This is surely reassuring for some
readers, even if we have mentioned in onnetion with some deep prob-
lems that the theory of non-Arhimedean elds nd in the development
of the alulus. On the other hand, the availability of innities an be
very useful to express e.g. the Riemann integral as an innite sum or
to dene Dira delta funtions as ordinary funtions, like in NSA.
, In the LCF we have the existene of roots for every positive numbers,
in partiular also for innitesimals. Of ourse, this is inompatible with
a ring ontaining nilpotent elements and indeed, using Fermat reals,
we are able to dene roots only for invertible numbers. We hinted in
Setion 14 to the possibility to dene the square root of an innitesimal
Fermat real h ∈ D∞ as the simplest k ∈ D2·ω(h) suh that k2 = h, but
this notion, even if useful, does not verify the usual equality
√
k2 = |k|.
, In the present work, we hose to develop a theory of smooth funtions
only, so as to obtain the simplest results useful for smooth dierential
geometry. There is the possibility to extend some of our results to fun-
tions whih only belong to C
n
, keeping present some of the ideas used
in Giordano [2004℄. An example in this diretion is given by Theorem
14.6.1. But at present, the theory of Fermat reals and Fermat spaes
is not developed in this diretion. The possibility to dene ontinu-
ity and dierentiability in the theory of the LCF is hene interesting.
Beause the theory of LCF is not a theory of smooth funtions only,
we have the possibility to prove a useful theorem like B.5.14, even if
that theorem is appliable only to omputer funtions expandable to
x0 ± d, i.e. to a lass smaller than the one onsidered in the previous
analogous Theorem 14.6.1.
On the other hand we have:
/ Until now, the theory of LCF permits to extend the real eld only, and
not the general ase of smooth manifolds, like in the ase of Fermat
reals.
/ The alulus with nilpotent innitesimals seems easier, for smooth
funtions, with respet to the use of the equivalene relation =r. As
we mentioned above, beause on the right the power series of R are
not neessarily nite, the funtions that naturally extends from R to
the LCF are the analytial ones. So, we have the methodologial on-
tradition that the LCF permits to develop a meaningful notion of
ontinuity and dierentiability, but at the same time, beause of the
form of the formal power series onsidered in the LCF, the best results
are for funtions loally expandable in power series and not for a lower
degree of regularity. At the same time eah Fermat number need only
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a nite number of reals to be stored in a omputer, without any need
of the equivalene relation =r, and hene
•R an also be implemented
in a omputer.
/ Beause of the formal approah to innitesimals, the intuitive mean-
ing of R as onneted to potential innitesimals of R is missing. For
example, at the best of our knowledge, there is no idea about how it
would be possible to extend a given funtion f : R −→ R to innitely
large numbers in R.
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