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Abstract
We show that for a positive linear operator acting in 2 and deﬁned from
anxn+1 + bnxn + an−1xn−1
its so-called Friedrichs and Krein extensions may be explicitly characterized by boundary conditions
as n →∞.
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1. Introduction
We consider an inﬁnite Jacobi matrix
J =


b0 a0 0 0 0 . . .
a0 b1 a1 0 0 . . .
0 a1 b2 a2 0 . . .
0 0 a2 b3 a3
...
...
. . .
. . .
. . .

 ,
where an > 0 and bn ∈ R for n0. Given a sequence x = (xn) of complex numbers, Jx is
again a sequence of complex numbers. If we set a−1 = 0,
(Jx)n = an−1xn−1 + bnxn + anxn+1, n0.
In order to deﬁne operators from the matrix J , we introduce the Hilbert space 2 of complex
sequences x = (xn) with∑ |xn|2<∞. As usual, we denote by (·, ·) the inner product
(x, y)=
∞∑
0
xnyn, x, y ∈ 2.
The maximal operator Tmax is deﬁned by
(Tmaxx)n = (Jx)n, n0
on the domain
D := D(Tmax)= {x ∈ 2 : Jx ∈ 2}.
The minimal operator Tmin is the closure (in 2) of the so-called preminimal operator T
which is the restriction of Tmax to the domain
D(T )= {x ∈ 2 : xn = 0 for all but a ﬁnite number of values of n}.
It is straightforward to see that Tmin is a densely deﬁned symmetric operator and that
T ∗min = Tmax, T ∗max = T = Tmin.
As is well-known, the theory of Jacobi matrices is strongly connected to the theory of or-
thogonal polynomials and the moment problem on the real line (also called the Hamburger
moment problem), see e.g. [1]. In particular, Tmin is self-adjoint if and only if the corre-
sponding moment problem is determinate, i.e. has a unique solution. When  is a measure
on the real line, the nth moment of  is given by
sn =
∫
R
xn d(x),
provided that the integral exists. Themoment problem consists of decidingwhich sequences
(sn)n0 of real numbers are moment sequences and to which extent a positive measure is
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uniquely determined by its moment sequence. In the following, we shall assume that Tmin
is not self-adjoint and suppose that T is bounded below by ε > 0,
(T x, x)ε‖x‖2 for all x ∈ D(T ). (1)
In terms of moment problems this will correspond to inﬁnitely many solutions on the
half-line [0,∞) or so-called indeterminate Stieltjes moment sequences. Of course, the
assumptions will put certain restrictions on the sequences (an) and (bn). If x = e(n), the
sequence with 1 at the nth place and 0 elsewhere, then (1) reads
bn = (T e(n))nε.
Moreover, one can prove that
∞∑
0
1√
an
<∞,
see [1, Addenda and Problems to Chapter 1] or [10, Corollary 5.24].
As usual, we denote by (Pn()) the solution to
(Jx)n = xn, n0
with P0() = 1. Clearly, Pn() is a polynomial in  of degree n. Furthermore, we denote
by (Qn()) the solution to
(Jx)n = xn, n1
withQ0()= 0 andQ1()= 1/a0. Notice thatQn() is a polynomial in  of degree n− 1.
The assumption (1) assures that all the zeros of Pn() and Qn() (for n> 0) belong to the
interval [ε,∞), see e.g. [4]. We mention that (Pn()) are the orthonormal polynomials and
(Qn()) are the polynomials of the second kind.
For every  ∈ C, the kernel of Tmax − I is either trivial or spanned by (Pn()) de-
pending on whether (Pn()) belongs to 2. Since Tmin is assumed not to be self-adjoint, the
dimensions of
K± := ker(Tmax ± iI )
(or the deﬁciency indices) must be > 0. Thus, (Pn(i)) ∈ 2 and this implies that (Pn())
and (Qn()) belong to 2 for all  ∈ C. There is a one-to-one correspondence between the
self-adjoint extensions of Tmin and the unitary maps from K+ to K−. So the self-adjoint
extensions can be parametrized by the points on the unit circle. In Section 2, we shall explain
how to parametrize the self-adjoint extensions in terms of boundary conditions.
Since T is assumed to be bounded below by ε > 0, some of the self-adjoint extensions of
Tmin are positive. Among those, two extensions are particularly interesting and important
enough to have a name. The Friedrichs extension, denoted TF, is characterized by having
the same lower bound as T itself. The domain of TF is usually described as
D(TF)= {x ∈ D : ∃ x(k) ∈ D(T ) such that ‖x − x(k)‖ → 0 as k →∞
and (T (x(j) − x(k)), x(j) − x(k)) → 0 as j, k →∞}.
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The Krein extension, denoted TK, has the domain
D(TK)=D(Tmin)+N,
whereN is the null space of Tmax. Clearly, 0 is an eigenvalue for TK but not for TF. Krein
proved in [5,6] that in a certain sense (deﬁned via sesquilinear forms) all the positive self-
adjoint extensions of Tmin lie between TF and TK (which he called the “hard”, respectively,
“soft” extension). See also [10]. The purpose of this paper is to describe the domains of the
Friedrichs and Krein extensions in terms of boundary conditions.
A description of the Friedrichs domain in terms of a weighted Dirichlet sum was found
in [2]. In [10], Simon showed inter alia that certain matrix operators that approximate the
Friedrichs and Krein extensions converge in strong resolvent norm. As such, Theorems 1
and 4 can be obtained from [10] by combining Sections 4 and 5. The approach in this paper,
however, is motivated byMarletta and Zettl [7] and relies on the so-called minimal solution.
2. Characterization results
For convenience, we shall use the abbreviations
p = (Pn(0)) and q = (Qn(0)).
Since p, q ∈ 2, we have p, q ∈ D and
(Tmaxp)n = 0, n0, (Tmaxq)0 = 1, (Tmaxq)n = 0, n1.
Recall also that
pn = 0, n0, q0 = 0, qn = 0, n1.
It is fundamental that pn/qn has a limit as n → ∞, see e.g. [1, Appendix] and [3, Section
3]. We shall denote this limit by . As explained below, the sequences p and q can be used
to describe the domains of Tmin and the self-adjoint extensions of Tmin in terms of boundary
conditions.
For two sequences x = (xn) and y = (yn) of complex numbers we denote by [x, y] the
sequence deﬁned by
[x, y]n = an(xnyn+1 − xn+1yn), n0.
As an example, it follows by induction that
[p, q]n = 1, n0.
Green’s formula
N∑
n=0
(Jx)nyn − xn(Jy)n =−[x, y]N
is easily established and we see that the limit
[x, y]∞ = lim
N→∞[x, y]N
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exists for all x, y ∈ D. In particular,
(Tmaxx, y)− (x, Tmaxy)=−[x, y]∞ for x, y ∈ D (2)
and since T ∗max = Tmin, the domain of Tmin is given by
D(Tmin)= {x ∈ D : [x, y]∞ = 0 for all y ∈ D}.
Recalling that [p, q]n = 1 for n0, it is easy to show that
−[x, y]n = [x, p]n[q, y]n − [x, q]n[p, y]n, n0
for any sequences x, y of complex numbers. Letting n →∞, we thus see that if x ∈ D and
[x, p]∞ = [x, q]∞ = 0 then [x, y]∞ = 0 for all y ∈ D. So the domain of Tmin can also be
written as
D(Tmin)= {x ∈ D : [x, p]∞ = [x, q]∞ = 0}.
For h ∈ R ∪ {∞} we denote by Th the extension of Tmin with domain
D(Th)= {x ∈ D : [x, p]∞ − h[x, q]∞ = 0}.
By convention,
D(T∞)= {x ∈ D : [x, q]∞ = 0}.
Clearly, p − hq (or q if h=∞) belongs to D(Th). We also notice that
[x, y]∞ = 0 for x, y ∈ D(Th)
so it follows from (2) that Th is symmetric. In fact, Th is self-adjoint as the following
argument shows. If x ∈ D(T ∗h ) then
(Thy, x)= (y, Tmax x) for all y ∈ D(Th).
In particular,
[x, p]∞ − h[x, q]∞ = (x, Th(p − hq))− (Tmax x, p − hq)= 0
and consequently x ∈ D(Th). It is straightforward to see thatD(Th) = D(Th′)when h = h′
and every self-adjoint extension of Tmin has the form Th for some h ∈ R ∪ {∞}, see [11,
Section 2.6].
We are now ready to present the ﬁrst result.
Theorem 1. The domain of the Krein extension is given by
D(TK)= {x ∈ D : [x, p]∞ = 0}.
In other words, the Krein extension corresponds to h= 0.
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Proof. SinceD(T0) is the domain of a self-adjoint extension of Tmin, it is sufﬁcient to prove
that D(TK) ⊂ D(T0). We have seen that p ∈N ⊂ D(TK) so for any x ∈ D(TK) we have
[x, p]∞ = (x, Tmaxp)− (Tmaxx, p)= (x, TKp)− (TKx, p)= 0.
The last equality follows from the fact that TK is self-adjoint. 
To establish a similar result for the Friedrichs extension we have to ﬁnd the value of h
for which p − hq ∈ D(TF). Consider the equation
(Jx)n = 0, n1 (3)
and recall that the minimal (or principal) solution u= (un) is the up to constant multiples
unique solution such that
lim
n→∞
un
xn
= 0
for every solution x which is linearly independent of u.We observe that theminimal solution
can be obtained in the following way.
Lemma 2. For k1, let x(k) be the solution to (3) that satisﬁes x(k)0 =1 and x(k)k =0. Then
x(k)n = pn −
pk
qk
qn
and
lim
k→∞ x
(k)
n = pn − qn = un,
where
= lim
k→∞
pk
qk
.
Proof. The space of solutions to (3) is two-dimensional and spanned by the linearly inde-
pendent solutions p and q. Therefore, we have
x(k)n = r1pn + r2qn
for some constants r1 and r2 which may depend on k. Since x(k)0 = 1, we see that r1 = 1
and because x(k)k = 0, we then get r2 =−pk/qk .
It is clear that pn − qn is the minimal solution. For any solution to (3) has the form
s1pn + s2qn and the expression
pn − qn
s1pn + s2qn =
pn/qn
s1pn/qn + s2 −

s1pn/qn + s2
tends to zero as n →∞ unless s2/s1 =−. 
It turns out that the minimal solution is closely related to the Friedrichs extension. We
have the following result.
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Lemma 3. The minimal solution belongs to the domain of the Friedrichs extension.
Proof. Consider the sequences y(k) deﬁned by
y(k)n =
{
x
(k)
n if nk,
0 otherwise,
where x(k) are the sequences from the previous lemma. It is clear that y(k) ∈ D(T ) for all
k and that y(k) → u as k →∞. We have (T y(k))n = 0 for n = k and
(T y(k))k = ak−1x(k)k−1 = ak−1
(
pk−1 − pk
qk
qk−1
)
= 1
qk
because [p, q]k−1 = 1. So for j > k,
(
T (y(j) − y(k)), y(j) − y(k)
)
=−
(
Ty(k), y(j)
)
=−ak−1x(k)k−1x(j)k =−
x
(j)
k
qk
and since
x
(j)
k
qk
= pk
qk
− pj
qj
→ 0 for j, k →∞,
it follows that u ∈ D(TF). 
Almost as a corollary we have obtained the following result.
Theorem 4. The domain of the Friedrichs extension is given by
D(TF)= {x ∈ D : [x, u]∞ = 0}.
In other words, the Friedrichs extension corresponds to h= .
The result in Theorem 4 should be comparedwith [8], where the focus is on indeterminate
Stieltjes moment problems and the Nevanlinna parametrization. Via the spectral theorem,
a positive self-adjoint extension of the minimal operator Tmin gives rise to a probability
measure  supported within [0,∞) such that the polynomials (Pn()) are orthogonal with
respect to.All normalizedmeasures of orthogonality have the samemoments and are often
referred to as solutions to the moment problem. The set of solutions to an indeterminate
moment problem (on the real line) can be parametrized by the set of Pick (or Nevanlinna)
functions augmented with∞ and this one-to-one correspondence is called the Nevanlinna
parametrization. Pedersen proved in [8, Proposition 3.2] that the Friedrichs extension cor-
responds to the parameter  in the Nevanlinna parametrization and it is easy to see that the
Krein extension corresponds to the parameter 0.
In fact, all solutions to an indeterminate Stieltjes moment problem lie in a certain sense
(deﬁned via the Stieltjes transform) between the solutions F and K coming from the
Friedrichs and Krein extensions. For x < 0, we have∫ ∞
0
dK(t)
x − t 
∫ ∞
0
d(t)
x − t 
∫ ∞
0
dF(t)
x − t (4)
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for any solution  to the Stieltjes moment problem. Moreover, the second inequality in (4)
is strict if  = F, see [10, Theorem 4.19 and Corollary 4.20]. The result in (4) also follows
from [9, Theorem 1].
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