tion Maximum Likelihood (FIML) estimation of the production technology together with the first order conditions derived from expected utility maximization. The methodological approach is developed in section II. An empirical application to acreage allocation decisions for two important field crops in the U.S., corn and soybeans, is the topic of section III. Importantly, the analysis incorporates price risk, production risk, and the effects of government price support programs on the decision maker's underlying market price distribution. Estimation and results are discussed in section IV, and section V concludes.
II. The Model
Consider a representative agent choosing a (n X 1) vector x = (xl, . .. , x,)' of decision variables under uncertainty. Uncertainty is represented by a vector e of random variables with a given subjective probability distribution. Assume that the decision maker has preferences represented by the von Neumann Morgenstern utility function u(x, e, a), where a is a parameter vector characterizing the nature of preferences. Then, under the expected utility hypothesis, economic decisions are made as follows: Under some regularity conditions,2 the first order conditions (2) provide a complete characterization of production behavior (e.g., Samuelson (1947) ). For example, using com- Expression (4) is a system of n implicit simultaneous equations that can be solved for x* = (x*, x*). Knowing the equation system in (4) is equivalent to knowing the optimal choice functions x*.
The focus here is on estimating the risk preference parameters a and the technology parameters /3 by using a sample of T observations on x = {xt, t = 1, 2, ..., T}. In order to use this sample in the econometric estimation of the parameter vector (a, /3), a stochastic structure must be assumed. For present purposes, we append additive error terms to equation (4), yielding F(x4*, a, /) = vt,
where v' = (/tj, i-t) is an n-vector of random variables with mean zero. 
The ML estimator y* is defined to be a root of the equation DLT(X, y)I ay = 0. In the present case the function LT(x, y) is nonlinear, so estimation of y can only be obtained by using a numerical algorithm to maximize (6) with respect to y. Under fairly general conditions, the estimator y* has desirable asymptotic properties: it is a consistent and asymptotically normal estimator of the true parameters y (Amemiya (1985), p. 114).
III. An Application
In this section we adopt the above methodology to the estimation of aggregate acreage response decisions under risk. Specifically, we focus on a time-series analysis of U.S. corn-soybean acreage allocation decisions under both price and production uncertainty, where n = 2, xl = corn acreage, and x2 = soybean acreage. We assume that aggregate acreage decisions are consistent with the behavior of a representative farm. Also, we pay special attention to the effects of government programs on farm prices and farm income.
As a special case of equation (1) 
Pi if Pi ' Hi, i = 1, 2. Expression (10) indicates that pi is a truncated random variable derived from Pi. It has the same density function as Pi for Pi ' Hi, but the probability mass (Pi < Hi) has been transferred to the truncation point Hi. Here, we propose to evaluate the expectation E in (4) as follows. First, the empirical joint distribution of (P1, P2, YI, Y2) is estimated from time series data. Second, the (truncated) distribution of e = (PI, P2, YI, Y2) is derived from (10) and from the distribution of (P1, P2, Y1, Y2). Third, the expectation operator E in (4) is evaluated based on the (truncated) distribution of e. Because the analytical evaluation of such a truncated expectation can be quite difficult (due to the absence of a closed form solution), we propose to use numerical Monte Carlo integration to calculate F1 in (4).
Given equations (8) and (9) and a numerical evaluation of E in (4), the method presented in section II can be implemented empirically. More specifically, the parametric specification (8) and (9) generates the system of simultaneous equations (5) that can be estimated by using FIML techniques. This in turn is accomplished by assuming the error 6 Our subsequent specification of (homoskedastic) production uncertainty is admittedly restrictive; see, e.g., Just and Pope (1979) or Griffiths and Anderson (1982) for richer specifications. But given that our estimation method is already highly complex, the approach we adopt here for handling production uncertainty has the advantage of being simple to implement empirically. Investigating more flexible specifications for production uncertainty is an important topic for further research. 7 Our specification has the advantage of being fairly flexible while remaining simple for the purpose of estimation. As noted by a reviewer, a slight disadvantage of our production function (9) is that it does not treat xl and x2 symmetrically.
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term v, in (5) has a joint (i.e., bivariate) normal distribution with mean zero and a finite variance-covariance matrix.8
Before proceeding, note that additional a priori restrictions need to be imposed to render the system of equations implied by (8) and (9) estimable. The reason is that, given (8) and the fact that F1 in (4) is in implicit form, it is possible to rescale both parameter a0 and the standard deviation of vI, by some positive constant without affecting this equation. In other words, the parameters of equation F1 are not identified. To make the system of equations estimable, we impose the identifying restrictions that the variance of vI, equal unity. Thus, the variance-covariance matrix of v, is specified as follows Given the parametric specification (9)-(1 1) and the normality of v,, the system of equations (5) can then be estimated by using a nonlinear algorithm to maximize log-likelihood function (6), with the Monte Carlo integration scheme used to evaluate E being nested within the ML estimation algorithm. 10 Note that our expectation formulations are all adaptive in nature. Although such formulations have been commonly used in previous research, they are in general not consistent with the rational expectation hypothesis. For example, the influence of government programs on the dynamics of price expectations is likely more complex than our adaptive formulations. Also, a more thorough investigation of the nature of expectations and their rationality would require modeling the "demand side" as well. Investigating such issues is left for further research.
IV. Estimation and Results

This
1 l The correlation coefficient between any two random variables was assumed constant throughout the sample period. The results reported below were found to be fairly insensitive to the number of points used in the Monte Carlo integration. 13 In order to guarantee meaningful convergence results, the same pseudorandom variables were used as part of the Monte Carlo integration at each iteration in the maximization of the likelihood function (6). The maximum likelihood algorithm used was MAXLIK in the GAUSS programming language.
14 Menezes and Hanson (1970) distinguish between relative risk aversion and partial relative risk aversion. Since we do not differentiate between profit and terminal wealth, this distinction vanishes in our analysis. Exploring this issue empirically appears to be a good topic for further research. 15 The standard errors are calculated using the delta method. 16 Previous estimates of the relative risk aversion coefficient in agriculture have varied from 0 to over 7.5, with a median estimate around 1 (see Arrow (1971); Binswanger (1981)). Thus, our estimate of RR appears to be high. This result suggests a strong degree of risk aversion by U.S. corn-soybean farmers. Our results can provide useful insights on production behavior. Solving numerically the estimated equations (4) for the decision variables generates the optimal acreage allocation. This was done numerically using a Gauss-Seidel algorithm. The optimal acreage decisions for corn and soybeans were then calculated under alternative conditions in order to evaluate the implications of the model for economic adjustments. More specifically, using 1967 as the base year, we solved the first order conditions by changing selected parameters by 1%. The resulting optimal acreage was then used to calculate various elasticities of acreage response. These elasticities are reported in table 4. In general, the estimates appear reasonable. For example, the acreage elasticities with respect to expected prices compare favorably with those reported elsewhere (e.g., Gallagher (1978 relies on FIML estimation of all the parameters of the production function and of the first order conditions associated with the maximization of expected utility. The method is applied to U.S. aggregate corn and soybean acreage response decisions, incorporating both price risk and production risk. Particular attention is given to the effects of government price support programs that truncate the price distribution and thus reduce price risk. The empirical analysis relies heavily on numerical methods: for evaluating the expectation in the first order conditions; for maximizing the log likelihood function; for solving the first order conditions for optimal acreage decisions; and for estimating the implicit cost of risk. The obvious advantage of our approach is that the methods we employ do not require the existence of closed form solutions, and thus can handle different assumptions about the form of the utility function or the nature of the uncertainty facing the decision maker. For example, our analysis handles a quadravariate truncated risk distribution (involving two truncated prices and two yields). This indicates that our proposed method is flexible and appears promising in the joint analysis of technology and risk preferences.
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The empirical results for corn and soybean acreage indicate that corn-soybean farmers are risk averse and that they exhibit decreasing absolute risk aversion and downside risk aversion. The analysis also provides useful information on the influence of risk on acreage decisions and on the farmers' implicit cost of private risk bearing. This suggests that the proposed method can help refine the economic analysis of production behavior under uncertainty. It is hoped that it will help stimulate further research on government farm programs and their influence on the efficiency of risk allocation in agriculture.
