Both temporal and͞or spatial modulation are mandatory in current solar polarimetry ͓Appl. Opt. 24, 3893 ͑1985͒; 26, 3838 ͑1987͔͒. The modulating and demodulating processes are mathematically described by matrices O and D, respectively, on whose structure the accuracy of Stokes parameter measurements depend. We demonstrate, based on the definition of polarimetric efficiency ͓Instituto T O is diagonal. From these analytical results we distill two recipes useful in the practical design of polarimeters. Their usefulness is illustrated by discussing cases of currently available solar polarimeters. Although specifically devoted to solar polarimetry, the results here may be applied in practically all other branches of science for which polarimetric measurements are needed.
Introduction
Most of the polarized radiation that we receive from the Sun is produced either by the presence of a magnetic field in the atmospheric regions of spectral line formation or by scattering in the outermost layers of the solar surface. The Zeeman effect produces a splitting of a line into definitely polarized components that are shifted in wavelength with respect to the original position. The presence of very weak magnetic fields depolarizes light previously polarized by scattering ͑the so-called Hanle effect͒. The highly structured solar vector magnetic field that appears at practically all spatial scales and its interaction with the solar plasma make it extremely important to infer accurately its value if we want to understand the physical state of our star. Since most of the magnetic information roots on the polarization of light, one can easily understand the importance of accurate polarimetric measurements in solar physics. The need to overcome corrupting cross-talk effects owing to atmospheric seeing, to gain-table uncertainties, or to instrumental polarization has driven the recent advent of a new generation of solar Stokes polarimeters. [1] [2] [3] [4] [5] [6] In the Stokes formalism, a light beam is described by the so-called Stokes vector,
and linear transformations by physically meaningful 4 ϫ 4 matrices, 7, 8 the so-called Mueller matrices. We use here the customary astrophysical nomenclature. Without explicit mention, we may be using for convenience the alternative notation I ϵ ͑I 1 , I 2 , I 3 , I 4 ͒ in other places in the text. Index T in Eq. ͑1͒ is the transposition. Since we are able to measure only intensities, we are restricted to detecting linear combinations of the four Stokes parameters and require several measurements ͑at least four͒ for recovery of all four Stokes parameters of the incoming radiation after it passes through the analyzer.
The polarimetric analysis is thus performed by ͑spatially and͞or temporally͒ modulating the intensity transmitted by the analyzer. Let M i be the analyzer Mueller matrix in one of the modulation steps ͑i ϭ 1, 2, . . . , n͒. Then M i has a first row that we can write in compact form as
disregarding the gain factor for input natural light, i.e., normalizing by the 00th element. The 3 ϫ 1 h i vector is called the diattenuation vector, which, in the case of an ideal analyzer, verifies 9
We shall call a modulation scheme ͑or modulation cycle͒ the set of n measurements I meas devised to infer the input ͑solar͒ Stokes parameters I in . The measurements simply are linear combinations of the I in components. Therefore the modulation scheme can be fully characterized by a ͑n ϫ 4͒ modulation matrix O built up from the n first rows of matrices M i :
Acting on the input Stokes 4-vector, matrix O yields the n-vector of measurements I meas ,
and the polarimetric analysis problem reduces to one of finding the inverse of matrix O. Obviously, to be physically meaningful, that is, to measure the four input Stokes parameters, matrix O must rank four. Let D be such an inverse. Then the demodulation process can be described by
If the modulation scheme comprises four measurements, i.e., if O is a 4 ϫ 4 matrix, matrix D is unique. However, if n Ͼ 4, there is an infinite number of matrices for which DO ϭ or, in other words, an infinite number of solutions for the linear equation system ͑5͒. Hence the design of a polarimeter relies on obtaining a modulation scheme whose matrices O and D give optimally measured Stokes parameters.
This research is aimed at analytically searching for these optimum modulation and demodulation matrices. A similar search has been carried out in the past. 10 Our development is driven by the concept of polarimetric efficiency, 11,12 which we introduce in Section 2 for the sake of completeness. In Section 3 we find the optimum modulation matrix that provides the maximum efficiencies reachable by an ideal analyzer. We deal with nonideal analyzers in Section 4 and find the optimum demodulation matrix for a given modulation scheme. In Section 5 we apply the analytical results to currently available solar polarimeters where we outline some hints for improving their performance. In Section 6 we summarize the conclusions.
Polarimetric Efficiency of a Modulation Scheme
Because polarimetric accuracy is a major goal in solar polarimetry ͑see Section 1͒, we should look for that modulation scheme that produces minimum uncertainties i for each of the four Stokes parameters I in,i . Let us assume that all the measured intensities, I meas, j , j ϭ 1, 2, . . . , n, have the same uncertainty ͑for example, due to photon noise͒. Error propagation on Eq. ͑6͒ yields
Thus minimization of i 2 means minimization of the sum of squares of the corresponding row of the demodulation matrix. As pointed out, 11, 12 Eq. ͑7͒ does not allow one to compare modulation schemes with a different number n of measurements, however. To make this comparison feasible, note that on average each individual measurement along the modulation cycle contributes to the variance with a value i 2 ϭ n i 2 . Then, to minimize the individual contribution to the uncertainties in the retrieved Stokes parameters, it is convenient to define the efficiency of the modulation scheme 11, 12 as the four-vector ⑀ whose components are
With it, the normalized variances i 2 turn out to be
Now we can understand that two modulation schemes of equal efficiency will have equal contributions per single measurement to the variances i 2 , but the larger n is the smaller i is.
Optimum Ideal Modulation Matrix
Depending on the optical devices chosen for designing the polarimeter, the number n of individual measurements per cycle can be four or larger. For example, an analyzer consisting of a rotating retarder plus a fixed linear polarizer cannot perform the analysis with only four individual measurements. 4 With the definition of polarimetric efficiency at hand, we can consider every modulation scheme regardless of n.
In this section we show that the maximum efficiencies of a modulation scheme based on an ideal analyzer are
A similar demonstration can be found elsewhere. 12 Here we also show that these conditions are reached only by a specific kind of matrix O that we identify. Maximization of ⑀ i 2 requires minimization of
( 1 1 ) Since d i 2 has no absolute minimum other than the ͑trivial͒ null matrix, we shall look for a minimum bound to verify the condition that the diagonal elements of the matrix product DO are unity. Thus, consider the function
where x is a Lagrange multiplier. The value f i reaches a minimum provided that
͑The second derivatives are always positive and equal 2.͒ Equation ͑13͒ and the verification of the bounding condition ͓the term in parentheses in Eq. ͑12͒ should be zero͔ yield
from which
and the maximum efficiencies are 
A has the shape of Eq. ͑17͒, e.g., for a matrix O such that each of its last three columns has elements of one and only one magnitude, namely, q, u, and v, and the two possibilities for sign appear at least twice ͑just twice if n ϭ 4͒, each one accompanied ͑in a given row͒ ( 1 9 ) Because one may be interested that Q, U, and V be obtained with the same efficiency, q, u, and v should all be equal to 1͞ 
Optimum Demodulation Matrix
An optimum modulation scheme may not be obtained in practice. The available devices for designing a particular analyzer may not be ideal or, most important, modulation may require a finite integration of sinusoidal ͑nonlinear͒ functions. In both cases Eq. ͑3͒ does not hold, and the maximum efficiencies cannot be reached. Hence the problem remains of finding the optimum ͑the best͒ demodulation matrix for a given modulation scheme. Based on the reasons underlying Eq. ͑7͒, the singular value decomposition ͑SVD͒ method for finding the demodulation matrix has been proposed. 12 This proposal is founded on the fact 13 that SVD minimizes the sum of squares of all the matrix elements of D; i.e., it minimizes ¥ iϭ1
. As commented on above, this problem applies only to matrices O with n Ͼ 4. However, considering the general case permits finding a general, analytical result that allows a better grasp of the problem, a faster numerical computation, and hints for proceeding in the practical design of solar polarimeters.
Let us consider a given ͑nonideal͒ modulation matrix O and look for that inverse ͑DO ϭ ͒ that minimizes the quantities d i 2 , i ϭ 1, 2, 3, 4, as defined in Eq. ͑11͒. The search can be completed by finding the minima of the functions
where again x ik are Lagrange multipliers. The minima are found for
the multipliers verifying Therefore matrix D can be written in the form
which clearly simplifies the numerical calculation compared with the use of SVD routines: The only matrix inversion is of a 4 ϫ 4 matrix. Moreover the solution is equal to that provided by SVD ͑as we checked in practice͒ because minimization of a sum of non-negative numbers implies minimization of each term.
To calculate the efficiencies, we need d i 2 , which is the diagonal element of A
Ϫ1
, as is easy to see. For convenience, let us call B the inverse of matrix A. Hence
and the optimum efficiencies
Since the bounding condition of Eq. ͑22͒ is more restrictive than that of Eq. ͑12͒ ͑as a matter of fact, the former is a particular case of the latter͒, the efficiencies found from Eq. ͑27͒ are necessarily less than those expressed by Eq. ͑16͒. Therefore we have
From Eqs. ͑16͒, ͑27͒, and ͑28͒ we get the important recipe that the larger diagonal elements of matrix A ͑divided by n͒, the larger the polarimetric efficiency attainable by the modulation scheme. In other words, increasing the moduli ͑normalized to n͒ of the column n vectors ͑the rms value of the column elements͒ of the modulation matrix turns out to increase the maximum efficiency of the system. This result formalizes the intuitive reasoning that the larger the difference among column elements the better the modulation scheme.
Since A is real and symmetric, there always exists an orthogonal matrix X so that XX T ϭ X T X ϭ 1 that diagonalizes A, i.e., XAX T ϭ A ϭ diag͑a 1 , a 2 , a 3 , a 4 ͒, where a i , i ϭ 1, 2, 3, 4, are the eigenvalues of A that must always be positive. ͑They cannot be zero because det ͓A͔ 0.͒ Through such an orthogonal transformation, matrix B becomes B ϭ diag͑1͞a 1 , 1͞a 2 , 1͞a 3 , 1͞a 4 ͒. Now, writing B in terms of B, we find that
The second term of Eq. ͑29͒ is as small as the relative value of the nondiagonal elements of X compared with the diagonal ones. The smallest value is obviously reached when matrix A is diagonal, in which case X ϭ 1. Equations ͑29͒ and ͑27͒ thus provide the second important recipe for designing the polarimeter, namely, the more diagonal matrix A is, the nearer the polarimetric efficiency is to the maximum. In other words, if two given modulation matrices have approximately the same diagonal elements of matrix A ͑normalized to n͒, that with the relatively smaller nondiagonal terms corresponds to a more efficient modulation scheme.
Modulation Schemes of Current Solar Polarimeters
As an example of the usefulness of the results in practice, let us consider the same solar polarimeters discussed in Ref. 12 
⑀ max,TIP ϭ ͑1.000, 0.617, 0.473, 0.525͒.
Comparing Eqs. ͑33͒ and ͑34͒, we clearly see that with these modulation matrices TIP can reach ͑as it does in practice͒ larger efficiencies for Stokes Q and U, whereas ASP can have ͑as in fact it does͒ the largest efficiency for Stokes V. For Stokes I, all three modulation matrices behave ideally and may reach an efficiency unity. However, the actual efficiencies for Stokes I obey the relative weight of nondiagonal elements to diagonal ones of matrix A, which are 0.260, 0.355, and 0.127. The same occurs when comparing the efficiencies for Stokes U of ZIM-POL and TIP whose maxima are almost equal.
According to the first recipe, the maximum efficiencies can increase when ͑increasing͒ the absolute values of the elements of matrix O are changed. This is far from the scope of this paper. ͑It might imply a modification of some of the physical block components of the polarimeters.͒ However, both ZIMPOL and ASP present efficiencies that are fairly different from their maximum ones, and the second recipe provides hints to improve their behavior by simple means. These means may or may not be applicable in practice. We describe them in what follows as a practical illustration of our results.
Imagine that besides those four measurements of Eq. ͑30͒, the ZIMPOL modulation cycle comprises four more measurements so that its modulation matrix becomes The new efficiencies are larger than the old ones simply because we have succeeded in making their matrices A more diagonal. As a matter of fact, in the ASP case, the new A is exactly diagonal and the efficiencies reach their maxima ͓Eq. ͑34͔͒. An analysis of the modulation matrices ͑18͒ and ͑20͒ along with ZIMPOL, ASP, and TIP is not needed: Both matrices are ideal, and for them actual and maximum efficiencies coincide.
Concluding Remarks
We have found that the optimum modulation for an ideal polarimeter has an associated matrix A ϭ O T O ϭ n diag͑1, ⑀ 2 2 , ⑀ 3 2 , ⑀ 4 2 ͒, verifying ⑀ 2 2 ϩ ⑀ 3 2 ϩ ⑀ 4 2 ϭ 1. In the case of a nonideal polarimeter, the maximum efficiencies are reached by a modulation matrix whose corresponding A ϭ n diag͑¥ jϭ1 n O j1 2 , ¥ jϭ1 n O j2 2 , ¥ jϭ1 n O j3 2 , ¥ jϭ1 n O j4 2 ͒. The diagonal elements represent the maximum efficiencies reachable. The optimum demodulation matrix is given by D ϭ A Ϫ1 O T and provides actual efficiencies given by the diagonal elements of A divided by the number of measurements per cycle. These results provide interesting hints for optimizing the design of new polarimeters or for improving the performance of current ones. Note that modulation efficiency is only one of the factors influencing the performance of a polarimetric system. The limitations to the polarimetric sensitivity may come mostly from systematic errors rather than from photon noise.
Although particularized to solar polarimeters, we have presented a formalism that is directly applicable to practically all branches of knowledge where accurate polarimetric analysis is needed and carried out. The particularization of this research to partial polarimetric analysis is straightforward. If, besides Stokes I, only one or two of the other parameters is needed, one may work with modulation matrices of rank 2 or 3.
