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Abstract In this paper we identify incentives for the use of 
compater-aids in modelling and design of physical systems and 
discuss possible solutions. 
INTRODUCTION 
In the last decade there has been a major increase in the 
industrial interest for the use and development of computer 
aids for the conceptual design process. We identify several 
reasons for this: 
1) the duration of product cycles has decreased to a level 
where there is no time left for the traditional extensive 
prototyping of a product 
2) the design of flexible production lines requires rapid 
communication between design teams -including the design 
teams of external suppliers-, based on standardisation of 
information 
3) costs can be reduced dramatically if the conventional trial- 
and-error approach is replaced by a structured get-it-(almost)- 
right-at-first-design approach, even if only partially 
4) the increase of production rates requires more attention 
for (undesired) dynamic behaviour (e.g. product-production 
machine interaction) 
5 )  more and more use is made of (digital) electronics in 
order to obtain certain desired dynamic behaviour of both 
product and production machinery (‘mechatronics’). 
The design and development of computer-aids for design 
require thorough insight in the design process. Recent studies 
[ I ,  2, 3, 4, 51 have revealed that computer-aids can only be 
useful at the level of design representations and of the 
operations (transformations, history tracking, etc.) on these 
representations. It remains the task of the design team to make 
the major design decisions, supported by an increased insight 
obtained by plural representations (from different viewpoints) 
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of the same design object [ l ,  21. In order to obtain a 
structured approach, different design representations based on 
different viewpoints or rather different conceptual models 
have to be studied. In this paper a specific core representation 
for such a ‘multiple view approach’ is identified [5]. 
In the sequel, we will further restrict ourselves mainly to a 
discussion of aspects related to the dynamic behaviour of the 
system to be designed. Consequently, we will discuss the 
importance of representations of dynamic models and their 
advantages and disadvantages for obtaining insight in the 
possible behaviour of a design. 
Analytical solutions for the dynamic behaviour of systems 
only exist for a limited number of cases which usually belong 
to the category of ‘class-room problems’. As a result, 
numerical solution by digital simulation has become one of 
the major analysis tools for realistic models of engineering 
systems. Nevertheless, analytical solutions give insight in a 
basic class of ‘behaviours’, which is required for a qualitative 
check of the numerical results. Furthermore, digital 
simulation finally requires a set of equations, i.e. a 
(mathematical) model as input. It is the systematic approach 
of this aspect which has suffered a major neglect, especially at 
the conceptual level. One of the prime reasons for this seems 
to be the existence of persistent cultural differences between 
the different branches of engineering. These differences 
mainly concem the use and terminology of (basic) concepts 
and of relations between these concepts in order to describe 
an engineering system. In other words: although everyone 
generally agrees about the structure of the underlying 
mathematics itself, &he interpretation of the mathematics in 
terms of physical concepts is often quite different. Since most 
modern products can not be categorised in just one field of 
engineering, the cooperation of engineers who have large 
differences in cultural backgrounds, is required. Their lacking 
ability to communicate properly causes at best major delays in 
product development - which have become unacceptable due 
to the decreasing product cycle-time - or at worst complete 
design failures. 
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A DOMAIN-INDEPENDENT REPRESENTATION OF PHYSICAL 
SYSTEMS 
A mjor contribution of a structured approach to design- 
object and model representation would be a ‘common 
language’ or at least some communication support tool, in 
order to speed up communication and reduce the chance of 
misunderstanding, at the same time leaving room for the 
specific abilities of an engineering culture. However, the 
benefits of such a structured approach are not limited to such 
a tool. It also gives an engineer a better view on the fields 
(methodologies and requirements) of other specialists, it 
strongly stimulates cross-fertilisation and insight and 
consequently stimulates new design ideas. 
Not only the design phase benefits f?om such a 
multidisciplinary approach: also diagnosis (‘trouble- 
shooting’) becomes much more systematic if a unified 
approach is used both during the design of the product to be 
diagnosed and during the diagnosis itself. One of the dangers 
of this approach is that the chance of ‘inventive’ solutions, 
which are the result of the experience of specialists and which 
may result in a gain of product efficiency or in a reduction of 
costs, is reduced. “his danger may be limited by giving the 
design aid as much flexibility as possible, e.g. by allowing 
various user profiles. However, the ‘inventor’ is still required 
to describe his ideas in such a way, that they can be 
transmitted to and mteqieted by others. This leads to a new 
benefit, viz. the reduction of the dependence of (long-term) 
success of a company or research group on a small number of 
gifted individuals. 
Herein, it is emphasised that a domain-independent 
repmmmion of dynamic systems is required in order to be 
abfe to easily perform representation transformations. Such a 
representation should be based on those concepts and 
relations which are used in all fields of engineering and the 
natural sciences. Just to name a few examples of 
representation transformations: transformations from domain- 
depmdent physicat component scheme’s to ideal physical 
models (IPM’s) or ‘iconic diagrams’ and to block diagrams or 
Signal flow graphs vice versa [3,6]. 
This domain-independent representation, which is also 
independent of any solution technique, has been around since 
the late fifties and is called a bond graph representation [7]. It 
is based on the behaviour of a system with respect to energy. 
A formal computer language called SIDOPS, a structured 
interdisciplinary description of physical systems, has been 
derived from the philosophy underlying bond graphs [8]. 
l%is language is being extended to the language s m p s  * 
withh the framework of the OLMECO project [SI, a European 
effort the generate a standard for an open library of 
mechatronic component models. The goal of this library is to 
provide its user with reusable submodels, which have as much 
as possible been formulated and validated independent of 
their application in larger models. The library is to contain all 
necessary information to use the (sub)models for analysis and 
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simulation and should allow all kinds of query facilities to 
support a modeller or a designer who is using models for 
design evaluation [9]. 
ESSENTIALFEATURESOFBONDGRAPHSFORCOMPUTERAlDS 
It goes beyond the scope of this paper to give an 
introduction to the bond graph representation of physical 
systems, i.e. systems which obey the fundamental laws of 
(macroscopic) physics. The reader is referred to the existing 
literature [ 10, 7, 1 1, 121 for such an introduction. However, 
this is done with some reserve, because, unfortunately, there 
is still no textbook available which is not biased by some 
other model description language. Consequently the existing 
textbooks focus on those aspects which are importaot for just 
one - or at best a few - of the engineering cultures, even 
though other disciplines are discussed. This is probably one 
of the reasons why at this moment bond graphs are 
appreciated .only by those who have sufficient mental 
flexibility to make an almost switch-like link between this 
unfamiliar line of thought and the terminology of their own 
culture. It may also explain and why bond graphs have so 
slowly penetrated into the engineering communities as a 
multidisciplinary description language and have encountered 
so much irrational opposition. Sometimes serious attempts are 
made to rationalise this opposition: One of the features of a 
bond graph is the possibility of combining the graphical 
representation of the energetic structure with an efficient 
graphical representation of (computational) causality. 
Although this is in fact a major advantage compared to other 
representations, it is used in one of the current arguments 
against bond graphs. Since the advent of sophisticated 
implicit integration schemes like the BDF method as 
implemented in DADDS [13, 141, some promote the idea that 
causality has become a completely superfluous aspect of a 
model to be simulated, since ‘all equations can be written in 
implicit form’. Even if this were a legitimate argument, it 
would still support the use of acausal bond graphs in the 
modelling and design process instead of computational 
schemes like block diagrams or signal flow graphs, which are 
causal by definition. Apart from this however, one may show, 
merely from a simulation point of view already, that this 
argument is based on an unrealistic view on the possibilities 
of implicit integration schemes: if causality is completely 
ignored, the so-called ‘index of nilpotency’, which can be 
interpreted as a kind of measure for the level of ‘nesting’ of 
algebraic loops, may take values which result in a set of 
equations which cannot be solved properly by the existing 
integration schemes [15, 141. Either by implicitly using some 
kind of intuitive rules for equation formulation or by 
(unconsciously?) depending on the internal algorithms which 
come with the solver software, these sets of equations are 
finally composed in a numerically solvable form, i.e. a form 
which has an index of nilpotency which is not too high. 
However, systematic causality assignment is *an algorithmic 
approach to solve this problem, which can be mainly 
performed by the computer, at the same time showing the user 
the bottle-necks. In fact, one may show that when a set of 
acausal relations is used as the starting point of an implicit 
integration scheme, somewhere between the point of input of 
these relations and the numerical integration, some kind of 
operation has to be performed which is equivalent with 
causality assignment or else the user must have had an 
extremely lucky choice. 
Others who reject bond graphs for equation formulation 
with the argument that the Euler-Lagrange equations result in 
the equations of motion of a system in a ‘much easier way’, in 
fact make the same kind of mistake: they ignore that in order 
to be able to find the necessary generalised coordinates, a 
kind of intuitive causal assignment is performed which highly 
depends on experience and insight. Next, the Lagrangian is 
written in terms of the generalised coordinates, a sometimes 
major effort which corresponds to the elimination of the 
junction structure of a bond graph. In case of mechanisms, 
their geometry, especially all kinds of symmetries, support 
this intuitive assignment strongly in the sense that these 
symmetries lead to a set of coordinates which make optimal 
use of this symmetry and allow a simple formulation of the 
constraints. This aspect of geometry deserves attention in 
order to come to more efficient ways to generate the weighted 
junction structures of mechanisms efficiently. In the 
traditional approach these constraints are formulated at the 
(generalised) displacement level and then included in the 
dynamic equations. However, a bond graph representation 
shows that the constraints should only be applied to the initial 
conditions at the displacement level and at the (generalised) 
velocity level during dynamic simulation in order to prevent 
unnecessary differential causality. In case these constraints 
are also applied at the displacement level during dynamic 
simulation, as is the case in Lagrange multiplier based 
techniques, the index of nilpotency becomes higher than it has 
to be. This causes unnecessary numerical difficulties, 
displayed in a bond graph by unnecessary differential 
causalities. In fact, the problem of constraint errors during 
simulation can be seen as a kind of control problem: an 
implicit integration scheme contains a feedback loop which is 
already trying to keep this error between reasonable bounds, 
but if the loop is closed again by adding redundant model 
information it needs no explanation that these two loops may 
interfere and even destabilise the solution. Within the scope 
of this paper this important issue can only be discussed at a 
qualitative level, but in the near future more elaborate 
publications are expected [ 161. 
Before we discuss the aspect of causality - especially its 
importance for modelling and design - further, we will first 
discuss the distinction between conceptual elements and 
physical components which is often neglected, both in 
modelling and design. 
2 
Conceptual ekments versus physical components 
Independent of the use of a bond graph notation, physical 
components should be clearly separated from conceptual- 
elements. The component electrical resistor, for instance, a ~ l  
be modelled by different conceptual elements, depending on 
the problem context. When it is used in a regular way in an 
electronic circuit, the model of an Ohmic resistor (element) 
will usually be sufficient, but when it is not fixed to a printed- 
circuit board and dropped (or manipulated by a robot) the 
model of a (point) mass (element) will be more competent to 
describe its relevant behaviour. 
In those engineering cultures where conceptual elements 
can be approximated up to a high degree by a physical 
component which shows the coaceptual behaviour in a 
dominant way, i.e. for which the conceptual element is a 
competent model within the global problem context of the 
field, the distinction between elements and components has 
‘eroded’. An example of such an engineering culture is the 
field of electrical engineering and consequently all disciplines 
which emerged from it like computer science, control 
engineering and some related forms of applied mathematics 
(e.g. network theory, control theory, etc.). Due to the high 
degree of possibilities and skills to manipulate the materials 
used in man-made electronic components, design based on a 
one-to-one correspondence between conceptual elements and 
physical components is highly successful in this field. 
’ 
Conceptual structure and its problematic acceptance 
In those cases where there is no one-to-one 
correspondence, a component is modelled by adding so-called 
parasitic elements to the dominant element. The relations 
between the dominant and the parasitic elements cSn be 
represented by a concepmal structure, which is analogue to 
the physical structure. However, the physical structure 
between the components is usually dominant compared to the 
internal conceptual structures of the components themselves 
and the external conceptual structures of the interaction 
between the components. The main contribution of the bond 
graph description is that it generalises this approach by 
making these concepts (including the conceptual structure) 
domain independent. This means that also those domains 
where the physical structure is almost absent (e.g. what is 
usually considered to be a ‘simple thermodynamic system’ 
[17]) can be modelled in the same way. However, in the 
engineering cultures of these domains the use of a conceptual 
structure is definitely not common and its existence is even 
defied by the argument that no physical structure exists. An 
example of this is that a thermodynamicist generally claims 
that the concept of temperature is not defined when a system 
is not in (thermal) equilibrium) [17]. However, an electrical 
engineer who is discharging a capacitor (component) by 
shortcutting its terminals, will have no difficulty in defining a 
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voltage for this system, even though this is not a system in 
equilibrium. He will use a model consisting of a capacitor 
(element) and a parasitic resistor (element) connected in a 
conceptual structure (in this example a simple connection). 
There is no physical structure which would enable him to 
measure the voltage drop due to internal resistance of the 
capacitor (component), separately from the voltage which is 
directly related to the charge stored in the capacitor 
(component and dement). In spite of this, it will not make 
him say that the concept of voltage does not exist or cannot be 
defined in this situation. It is the contribution of bond graphs 
to have extended the use of a conceptual structure from the 
electrical and mechanical engineering (think of a mass-spring 
chain model of a beam for example) cultures into the culture 
of thermodynamics and other fields of physics [18,19]. It has 
even extended the conceptual structure with concepts which 
are not part of the physical structure like the symplectic 
gyrator [20]. The symplectic gyrator enables much insight in 
the structure of Hamiltonian mechanics and its relations to an 
Euler-Lagrange formulation and it resolves the problem of 
analogy or dualogy of storage elements, which has been an 
issue for decades [21, 22, 231. Consequently, these concepts 
cannot be represented anymore in a representation which is 
based on an analogy with the physical component structure 
like an electrical circuit diagram and its abstractions like a 
linear graph. In other words: bond graphs allow the 
representation of non-graphic systems r24.251. 
The above is certaidy not intended as an attack against 
thermodynamics, because, except for the (conceptual) 
structure, thermodynamics has laid the basis for the domain 
independent approach as represented by bond graphs. 
Furthermore, how can one blame anybody for not using an 
abstract concept in a field which does not contain its physical 
counterpart? The (conceptual) energetic structure does not 
violate the basic laws of thermodynamics (macroscopic 
physics), but does neither contain their basic concepts 
(conserved quantities and entropy generation). At the same 
time one can even observe the use of a kind of conceptual 
structure in the derivation of partial differential equations, 
thus showing that the artificial separation of lumped and 
distributed parameter systems into different modelling arenas 
is unnecessarily confusing the issue of modelling. 
Returning to the thermodynamics of simple systems one 
can identify the use of the following basic concepts with 
respect to energy: storage, reversible transformation, 
irreversible transformation and supply, but it does not contain 
transport, distribution and the gyrating coupling, the latter due 
to the demand of equilibrium. By contrast, a bond graph 
description contains all basic concepts: storage is described 
by a C-element, reversible transformation by a TF-element 
(transformer), a GY-element (gyrator) or a multiport C- 
element, irreversible transformation (including entropy 
generation) by an R(S) element, supply (Ditichlet- or 
Neumann-type boundary conditions) by Se- or Sf-elements 
(effort- and flow-sources), transport by a bond, distribution by 
0- and 1-junctions (constraint equations, Kirchhoffs laws, 
d'Alembert's principle, etc.). Even if one does not use the 
particular graphical symbols which are typical for a bond 
graph, the above idea that all these concepts are domain- 
independent and can be used in a conceptual manner, 
independently of the existence of a realisation at an 
observable level (e.g. as components), is a powerful starting 
point for both modelling and design. 
The dialectics of state and change 
The above does not mean that one will never see a (partial) 
differential equation in a thermodynamic model, but the 
thermodynamicist will generally restrict the validity of this 
kind of model to sufficiently slow changes. This emphasises 
the problems most scientists have with the dialectic nature of 
the concepts of state and change: state cannot be understood 
('defined') without referring to the concept of change, while 
change cannot be understood without referring to the concept 
.of state. In electrical networks and mechanical systems one 
might say that the restriction to slow changes made in 
thermodynamics corresponds to the quasi-stationary 
conditions which allow us to neglect the drainage of power to 
the environment by electromagnetic and acoustic radiation 
respectively. Indeed, it seems that the conceptual structure of 
radiating systems cannot be fully described by using only the 
basic concepts of physical systems modelling, but Maxwell's 
equations and the wave equation are still based on the 
concepts of state and change. It is still a research issue to 
identify the additional basic concepts required for an efficient 
description of radiation phenomena [26]. 
Causality 
As already mentioned, causality plays a major role in bond 
graph based modelling and design and can not be discussed 
exhaustively within the context of this paper. The fact that 
algorithms like SCAP exist [27], which can derive causality of 
a model, given the causality properties of the ports which are 
connected, shows that it should be possible to construct a 
library of elements, sub-models consisting of elements, 
submodels consisting of equations and sub-models consisting 
of sub-models in which only the causal properties of the ports 
are stored and not all possible causal variations. This makes 
not only storage much more efficient, but also the modelling 
process itself, because local changes in the model which 
result in a change of causality of the ports. do not require 
replacement of the corresponding submodel or element. This 
is the basic philosophy behind the library design in the 
OLMECO project mentioned before, where the information 
required for a bond graph model will serve as the core of the 
submodel or element. Depending on the problem area, 
additional information can be stored, such as information on 
the particular domain, on the geometry of the system itself or 
its various representation forms, on aspects of the submodel 
required for the use of specific tools, etc. 
The importance of causality for design 
The addition of the causal stroke to an acausal bond graph 
results in a simultaneous representation of the computational 
structure and of the energetic structure. This shows that a 
causal bond graph representation gives an immediate 
impression of the influence of changes of the energetic 
structure of the model on the computational structure vice 
versa. This means that a conflict between the causal 
properties of ports can be immediately translated into changes 
of the model of either an existing physical system to be 
modelled or a future physical system to be designed. 
A simple example of this is the model of a system in which 
two masses are supposed to have the same velocity, at least 
for a certain (short) period, e.g. during an impact. In a bond 
graph this means that the preferred causality of one of the 
masses is violated (during contact). This may be dealt with in 
various ways: 
the model of the (instantaneous) connection is changed 
from an infinite stiffness to a finite stiffness, which is much 
more realistic in principle, but will result in small time 
constants which may cause numerical problems during 
simulation 
the causal conflict is maintained and a mixed set of 
differential and algebraic equations is generated, to be solved 
by an implicit numerical integration scheme (in case of 
temporary or instantaneous contact, this means that the 
implicit solver will have to be able to handle so-called state 
events efficiently 
in the system to be designed the coupling is physically 
changed or changed by an active controller as to make the 
coupling (virtually) less stiff, such that less small time 
constants occur and the contact may be obtained in a stable 
manner (the latter is called ‘impedance control’ [28,29]). 
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CONCEPTUAL VERSUS COMPUTATIONAL COMPLEXITY 
One of the main advantages of bond graph modelling is 
that it allows the modeller to really focus on the physics of the 
object to be modelled, without being distracted by issues 
which are related to the solution process. As discussed above, 
modelling decisions will most of the time also involve 
solution technique aspects, for the mere reason that a trade-off 
has to be made between the modelling accuracy required by 
the problem context and the effort required by the solution 
techniques. Often however, modellers are so much 
preoccupied with the solution technique to be used, that they 
project the features of the solution technique on the object to 
be modelled. In the early days of simulation ‘modelling’ was 
generally considered to be the generation of input code for an 
available simulation package. The modeller would argue in 
terms of the stepsize of the numerical integration scheme, as 
if it were a physical property of the system. Still, the 
description of the part of the dynamic behaviour which is fast 
with respect to the time scale under consideration, is 
simplified in terms of the solution technique in order to save 
on the numerical effort of the solution process. An example is 
the simulation of impact: a purely elastic impact of a rigid 
body with a fixed surface may be simulated by inverting the 
sign of the momentum orthogonal to the surface, while a 
purely inelastic impact can be simulated by setting this 
momentum to zero (‘resetting the integrator’). A partly 
inelastic impact can be simulated by multiplying this 
momentum with a number between 0 and -1. In a proper 
physical model the elastic part of the impact would have to be . 
modelled by a stiff spring, while the loss of elastic energy in 
the inelastic part would have to be modelled by a resistor, 
thus giving rise to (very) small time constants. This means 
that for the sake of numerical efficiency it is fruitful to 
consider the behaviour of processes with very small time 
constants with respect to the time-scale of interest as ‘switch- 
like’ behaviour [30]. This behaviour can be simulated by 
‘switch-like’ numerical operations (if-then rules) instead of 
first-order differential equations with small time constants, 
thus saving on mdel  complexity and computational effort. 
Through the causal stroke, bond graphs have the unique 
ability to display at the one hand the energetic and dynamic 
structure of the system and at the other hand the 
computational structurt to be used in order to solve the set of 
differential and algebraic equations. As a result, this 
representation can be used to make all kinds of modelling 
decisions, which should first of all be based on the problem 
context, but can be highly influenced by the required 
computational effort. 
One of the advantages of the rapidly increasing amount of 
inexpensive computing power is that more and more attention 
can be paid to the competence of a model to solve a problem 
within a given problem context or even the competence of a 
model within a whole range of problem contexts. In the latter 
case a model which is validated for a whole range of problem 
contexts may be stored in a library for future use, whenever a 
particular problem context corresponds to the range for which 
the model was developed. This means that the query 
mechanisms of such a library will have to allow an effective 
search based on a particular problem context. This puts high 
demands on the data structure of the library. 
One could say that the price one has to pay for reusability 
of models and submodels in terms of numerical effort and 
storage space by providing more detail than sometimes 
necessary, is continuously decreasing. At the other hand,’the 
price of the labour which has to be done when for every 
problem a dedicated model has to be build and the price of 
the delay connected to this are continuously increasing as 
indicated in the introduction. Does this mean that Occam’s 
razor should not be used anymore? Definitely not! It remains 
a prime modelling goal to keep a model conceptually as 
213  
simple as possible, but at the same time it should be of no 
concern to the user if an already existing model is computing 
more detail - at a lower conceptual level - than it should as 
long as this does not influence the relevant information to be 
obtained by using the model. In other words: one has to make 
a distinction between conceptual and Computational 
complexity of a model, which, until recently, were strongly 
tied together. This close connection was caused by the fact 
that each (sub)model had to be generated (mostly by hand) in 
terms of its equations, i.e. at the same level as where the 
solution takes place. With the advent of computer-aided 
modelling and simulation environments like CAM AS^ [8] and 
(sub)model libraries like OLMBCO [9] this is no longer 
automatically true. However, using (sub)models from a 
library in this way requires high quality constraints on both 
the (sub)models themselves, the query-mechanisms that 
should ensure the user that an optimal choice is made and the 
evaluation of the total result This means that there has to be 
debugging support and a warning mechanism for model 
structures, resulting from combining substructures, 1 with 
unintended global properties. 
'IHE NEED FOR A LIWARY WITH SYSTEMATIC QUWY 
MB2HANlSM.S 
The above shows some of the research objectives within 
the OLMECO project, which should extend the state of the art 
of bond graph modelling from local constraints and properties 
to global constraints and properties. An example of a global 
property which leads to a global constraint is global flow 
continuity of the ports of a junction structure with a bond- 
loop, which leads to a global causality constraint on this 
structure. This global causality constraint does not emerge 
from applying the local causality constraints on the junctions 
in the bond loop [31,32]. In the existing causality assignment 
algorithms this global constraint is ignored. This may lead to 
a set of equations which is hard to solve numerically. 
Although application of the global constraint may result in an 
implicit set of equations, the resulting set of differential and 
algebraic equations (ME'S) will generally be numerically 
solvable by applying a DAE solver like DASSL. 
I Although the OLMECO libray is partly still in a research phase [5 ] .  the 
computer-id CAMAS 14) is about to be commercialised. There is also a 
recent imp1ement;ltion which runs on a 386 or 486 DOS-machine under 
Microsoft Windows" V3.1. but is limited to single bonds and explicit 
integration schemes. A so-called student version of this program (limited to 
I O  state variables) wn be obtained from the author's labontory for a smll 
fee covering the costs of disks, printing and miling. The user should have 
elementary bond graph knowledge to be able to use the program to its full 
extent, but one may idso get started using only a block diagnm input using 
the signal connections. 
. 
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CONCLUSION 
In this paper we have identified some of the features of a 
computer-aid for the modelling and conceptual design of 
dynamic systems. It was discussed that the conceptual 
structure of bond graph models forms a powerful starting 
point for the design of a computer-aid for modelling and 
conceptual design of physical systems. This is mainly due to 
the domain-independence of bond graphs and to their 
simultaneous representation of energetic structure (junction 
structure) and computational structure (causal strokes). This 
allows transformation to and €mm all kinds of more specific 
representations like domaindependent iconic diagrams, block 
diagrams, which only represent computational structure, a set 
of state equations from which the structure has been 
eliminated, etc. 
Furthermore, the importance of the conceptual structure has 
been identified, especially in case no electrical or mechanical 
network analogues can be found. 
Finally, it was pointed out that it is revealing to make a 
distinction between conceptual and numerical complexity, 
because the traditional quest for numerical simplicity may 
lead to conceptual complexity, such that a tradeoff has to be 
made. In case a computer-aid protects the user from being 
exposed to the numerical complexity in a robust way, this 
trade-off will shift towards conceptual simplicity. 
ACKNO WJXDGEMENT 
This paper gives an overview of the research performed at 
the University of Twente and partner organisations under the 
author's supervision. As shown by the list of references, the 
effort of many doctoral and master's students has been and is 
crucial for the success of this work and is therefore gratefully 
acknowledged. 
R~FERENCES 
Vries, T.J.A. de. Breedveld, P.C., and Amerongen. J. van, "A design 
theory for cl~sification and development of CAE systems", 
Proceedings ASME Winter Annual Meeting. Atluntu. USA, DSC-Vol. 34 
"Automated Modeling 1991", J.L. Stein (ed.), pp. 37-43, Dec. 2-6, 
1991. 
Dijk, J. van, Vries. T.J.A. de, Breunese, A.P.J. and B d v e l d .  P.C., 
"Automated mecbtronic systems modeling wing MAX", in Bond 
Graphs for Engineers, pp. 279-290. P.C. Breedveld and G. Dauphin- 
Tanguy (eds.). .Elsevier Science Publishers, Amsterdam. 1992, ISBN 0 
444 89707 0. 
Vries, T.J.A. de. and Breedveld, P.C.. "A model of the modelling 
process", Bond Gruphfiir Engineers, pp. 301-312, P.C. Breedveld and 
G. Dauphin-Tanguy (eds.), Elsevier Science Publishers, Amsterdam, 
'92. ISBN 0 444 89707 0. 
Vries. T.J.A. de, Breedveld, P.C.. en Meindeertsma, P.. "Polymorphic 
Modelling of Engineering Systems", Proc. 1993 Int. Cmf on Bond 
Gruph Modeling and Simulation. Sociepfiw Computer Simulation. Sun 
Diego. Jan. 18-20. t993. 
Vries, T.J.A. de, Docrorul dissertutrc~i. University of Twente. Enschede. 
NL. to appear February 1994 
[6] Breedveld P.C., "Systematic pmedures to derive block diagrams and 
state equations From bond graphs", in Sysfems A M ~ Y S ~ S  and Sinrularion 
1988. A. Sydaw, S.G. Tsafcstas and R. VichmeogLy (cds.). 
Mathematical Reseatch Band 47. pp. 371-374, Akadernie Verlag. 
Berlin. 1988. 
[7] Paynter, H.M., Analysis and Design of Engineering Systems, MIT Press, 
Cambridge, Mass., 1%1. 
[8] Broenink, J.F., Bekkink, J., Breedveld, P.C., "Multibond-graph version 
of the CAMAS modeling and simulation environment", in Bond Graphs 
for Engineers, pp. 253-262, P.C. B d v e l d  and G. Dauphin-Tanguy 
(eh.), Elsevier Science Publishers. Amsterdam, 1992. ISBN 0 444 
89707 0. 
[9] "OLMECO Open Library for models of MEchatronic COmponents, 
part I-IU", ESPRIT proposal EC 60521, Brussels, Belgium, Oct. 15, 
1991. 
[lO]Breedveld, P.C.. Rosenberg. R.C., and Zhou, T., "Bibliography of Bond 
Graph Theory and Application", J. Franklin Inst., Vol. 328, No.: 516, 
[ll]Breedveld, P.C., "Fundamentals of Bond Graphs", MACS Annuls of 
Computing and Applied Mathematics. Vol. 3: Modelling and 
Simulation of Systems, Breedveld, P.C., Borne, P., Tsafestas. S. and 
[12]Rosenberg R.C.. "Reflections on Engineering Systems and Bond 
Graphs", S0"h Anniversary Issue ASME J. Dyn. Syst. Meas. & Control, 
[13]PetmId, L.R., "A description of DASSL a differentidalgebraic system 
solver", Proc. I@' MACS Congress, Montreal, Vol. 1, pp. 430-432, 
1982. 
[I4]Dijk, J. van, and Breedveld, P.C., "Simulation of system models 
containing zem-order causal paths - part I Classification of m r d e r  
causal paths" and part II: Numerical implications of class-1 ze& 
causal paths", J. FrMklin Inst., Vol. 328, No.: 516, pp. 959-1004, 
Nov./Dec. 1991. 
[lSJGear, C.W., and Pefzold, L.R., "ODE methods for the solution of 
differentidalgebraic systems", Siam J. Numerical Anal., Vol. 21, No. 4, 
[16]Dijk, J. van, Doctoral dissertation, University of Twente, Enschede, 
NL, to appear February 1994. 
[17]Gyftopoulos. E.P. and Beretta, G.P.. Thennodyruunics - Foundntions 
and upplicafions, Macmillan Publishing Company. New York, 1991. 
[18]Paynter, H.M., "Fool's Paradise: The Wedding Dance of Physics and 
Control", 5o"h Anniversary Issue ASME J. Dyn. Syst. Meas. & Control, 
Vol. 115, pp. 239-241, June 1993. 
[19]Breedveld, P.C., "Multibond Graph Elements in Physical Systems 
Theory", J. Franklin Inst., Vol. 319, No. 112, pp. 1-36, Jan./Feb. 1985. 
[2O]Breedveld, P.C., "Thermodynamic Bond Graphs: a new synthesis", Int. 
J. of Modelling and Simulation, Vol. 1, No. 1, pp. 57-61, Acta Press, 
Anaheim (Cal.), 1981. 
[21]Trent H.M., "Isomorphisms between Oriented Linear Graphs and 
Lumped Physical Systems". 1. of the Acoustical Society of America, 
Vol. 27, No. 3, pp. 500-527, 1954. 
[22]Breedveld, P.C., "Thermodynamic Bond Graphs and the problem of 
thermal inertance", J. Franklin Inst., Vol. 314, No. 1, pp. 15-40. July 
1982. 
[23]Mu~chke, B.M.. Schaft, A.J. van der, and Breedveld, P.C., "An intrinsic 
Hamiltonian formulation of network dynamics: non-standard Poisson 
structures and gyrators". J. Frunklin Inst., Vol. 329, No. 5, pp. 923-966, 
1992 
[24]Birkett, S.H., "On the special properties of graphic and co-graphic bond 
graphs". J. Frunklrn Inst.. Vol. 330, No. 4. pp. 721-734, 1993. 
[25]Maschke. B.M., Schaft. A.J. van der, and Ereedveld, P.C., "An intrinsic 
Hamiltonian formulation of the dynamics of LC-circuits", Internal 
Report. University of Twente (NL) and CNAM (0. 1993, also 
submitted for publication (unpublished). 
[26] Breedveld, P.C., Physicul Sy.srems Theory in terms of Bond Gruphs. 
ISBN 90-9000599-4, Enschede. 1984. 
[27]Dijk, J. van. and Breedveld. P.C., "The structure of the semi-state space 
form derived from bond graphs". Proc. 1993 Inr Conf on Bond Gruph 
pp. 1067-1109. Nov-. 1991. 
Dauphin-Tang~y, G. (eds.), pp. 7-14, J.C. B a l m  A.G.. B a d ,  1989. 
Vol. 115, pp. 242-251, J U ~ C  1993. 
pp. 716-728, 1984. 
2 1  
Modeling and Sinurlarion, Socictyfor Computer Simulan'on, San Diego, 
[28]HogM. N.. "Impedslrce control: An Approecb to Manipulation. Part I- 
IU "ny" ASME, J. of Dynamic Syst., Meas. and control. Vol. 107. 
[29]Colgate, E. and Hogan, N.. "An Analysis of Contact Instability in Terms 
of Passive Physical Equivalents". Proc. IEEE fnt. Con$ R h t i c s  Md 
Automation, Vol. 1: 404409.1989. 
[30]Stx6mberg, J.E., Top, J.L. and SBdCrman, U.. "Variable causality caused 
by disaete dfeUs", Proc. 1993 €W. on Bond Graph Modeling 
and Simulation, Society for Computer S i " ,  San Diego, pp. 115- 
[31]Hogan, N. and Fame, E. D.. "Colrsavation Rincipks and BondGraph 
Junction Strucbures", in Automated Modcling for Design. R. C. 
Roeenberg and R. Redfield (Eh.). ASME. pp. 9-13, NY, 1988. 
[32]Hogan, N.. Geometrical Analysis of Isenagic Junction S-, pp. 
57-65 in Bond Graphs for Engineers, pp. 279-290. P.C. Bnxdvcld .ad 
1992, ISBN 0 444 89707 0. 
Jan. 18-20, 1993. 
p ~ .  1-24, M a h  1985. 
119, Jan. 18-20.1993. 
G. Dauphin-Tang~y (eds.), .ELsevier Science Publishers,. A", 
5 
