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ABSTRACT 
 
 
Wright, Katherine Elizabeth (Ph.D., Molecular, Cellular and Developmental Biology) 
 
BIOENERGETIC AND METAGENOMIC ANALYSIS OF MICROBIAL SULFUR 
CYCLING AT BORUP FIORD PASS GLACIER, CANADIAN HIGH ARCTIC 
 
Thesis directed by Associate Professor Alexis S. Templeton 
 
 
 The relative importance of different microbial energy metabolisms in varying 
environments, and so their environmental impacts, are not well understood. This study combined 
geochemical analysis, bioenergetic calculations, analysis of environmental small subunit 
ribosomal RNA and functional genes, and culturing studies, to investigate microbial sulfur 
cycling on the surface of Borup Fiord Pass Glacier, Canadian High Arctic. The particular focus 
was to investigate how well the relative amounts of energy available from different redox 
reactions predicted the microbial utilization of those reactions, as indicated by relative 
abundance of key functional genes. Bioenergetics accurately predicted that the most abundant 
energy-related genes would be those used in the oxidation of sulfur species. However, genes for 
oxygenic or anoxygenic photosynthesis, aerobic and anaerobic oxidation of ammonium were 
largely or completely absent, even though these all represented energy sources that could in 
principle sustain life in this environment.  
 This investigation also found that the deposit on which the metagenome analysis was 
performed was dominated by Sulfurovum sp. and Sulfuricurvum sp. the first time these 
Epsilonproteobacteria have been seen to be abundant in a sub-aerial environment. The data 
	  	   iv	  
strongly support the hypothesis that these Epsilonproteobacteria were the dominant primary 
producers of this community, using sulfur redox reactions, and in particular the oxidation of S0, 
to obtain energy. The genes responsible for oxidizing S0 are not fully known, but the 
disproportionately-high relative abundance of DsrE genes raises the possibility that the DsrE 
gene in these Epsilonproteobacteria might be involved in mobilizing external S0.  
 The surface layer of the deposit was dominated by Flavobacterium sp. which may 
therefore have a previously-unrecognized ability to metabolize sulfur compounds. This organism 
was isolated, and in culture it oxidized thiosulfate to sulfate, but was not able to conserve energy 
from this reaction. A Borup Gillisia sp. isolate, also a member of the Flavobacteriaceae family, 
demonstrated the ability to create unusual S0-biomineralized structures in culture, a previously 
unknown ability for Flavobacteria. 
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CHAPTER 1 – INTRODUCTION 
 
 Redox chemistry is central to the mechanisms by which microbes gain energy for life. 
Microbes may gain energy by reacting organic carbon with oxygen, as we do ourselves, but also 
utilize a very wide range of inorganic chemical redox reactions (Amend and Shock, 2001). In 
doing so microbes chemically alter their environment and so affect the global biogeochemical 
cycling of major elements such as carbon, hydrogen, nitrogen, sulfur and iron (Falkowski 2008). 
Phototrophs also use redox chemistry, and so also impact biogeochemical cycles through their 
energy metabolisms. Oxygenic phototrophs use light energy to extract electrons from water and 
so produce oxygen as a waste product, which is an excellent electron acceptor and so provides 
opportunities for other microbes to gain energy from a wide range of redox reactions (Shock et 
al., 2005). Oxygen also reacts abiotically with a wide range of substances, so altering the surface 
chemistry of our planet. Anoxygenic phototrophs use hydrogen, or reduced forms of sulfur and 
iron as electron donors, oxidizing these substances in the process (Bryant 2006).  
 
SULFUR CHEMISTRY AS THE ENERGY BASIS FOR LIFE 
 Sulfur is one of the most abundant redox-active elements on Earth and provides a 
versatile energy source for microbes due to its ability to exist in several different redox states, 
and so to be involved in a large number of energy-releasing reactions (Kelly 1999). The most 
reduced form of sulfur is sulfide, which has a redox state of -2, and in the most oxidized form of 
sulfur, which is sulfate, the sulfur has a redox state of +6 (Langmuir 1997). The full oxidation 
from sulfide to sulfate, or reduction from sulfate to sulfide, therefore involves 8 electron transfers 
that can potentially be utilized in electron transport chains to produce proton motive force that 
can be used to generate ATP.  No known organism does these reaction in one step (Ehrlich & 
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Newman, 2009). There are many possible intermediates between sulfide and sulfate, including 
elemental sulfur (S0) , polysulfide (Sn2-), thiosulfate (S2O32-), tetrathionate (S4O62-) and sulfite 
(SO32-) (Williamson & Rimstidt, 1992).  
 Both the oxidation and reduction of sulfur compounds are used by microbes to gain 
energy for growth. Microbial reduction of sulfate reduction by either organic carbon or 
hydrogen, using ATP sulfurylase, APS reductase and Dissimilatory Sulfite Reductase (Dsr) 
genes is ubiquitous in sediments and is believed to be the dominant way by which sulfate is 
reduced to sulfide on our planet as the abiotic reduction of sulfate requires very high 
temperatures. Microbes also make use of the full oxidative potential of sulfur, oxidizing sulfide 
back to sulfate. This is a multi-step reaction and microbes may catalyze the full oxidation from 
sulfide to sulfate, or only one step (Ehrlich & Newman, 2009). There are also different possible 
pathways and intermediates, and these are not all understood. The existence of many possible 
sulfur-oxygen anions, and their highly reactive nature resulting in rapid abiotic reactions, makes 
it very difficult to elucidate the exact pathways that microbes use. Two pathways that have been 
well studied, but are still not completely understood, are the sox pathway (sox genes) and the 
reverse dissimilatory pathway (rDsr genes). The sox proteins oxidize thiosulfate to sulfate and 
this reaction is known to be used by a wide range of bacteria to obtain energy (Friedrich et al., 
2005). These proteins have also been shown to be able to oxidize a wider range of sulfur 
compounds in vitro, including sulfide, elemental sulfur and sulfite (Rother et al., 2001) but it is 
not known if living bacteria can use sox proteins in this way. The products of the rDsr genes use 
a different oxidation pathway, oxidizing sulfide to sulfite, which is then oxidized further to 
sulfate by APS reductase and ATP sulfurylase, which are components of both the oxidative and 
reductive sulfur cycle (Dahl et al., 2008, Stewart et al., 2011). 
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 Microbes have also been shown to be capable of using disproportionation reactions, 
where the same sulfur compound is both oxidized and reduced, in order to obtain energy. For 
example, in the disproportionation of thiosulfate (S2O32-) energy is released when one of the 
sulfur atoms is oxidized and the other is reduced, resulting in the production of both sulfide and 
sulfate (Bak & Cypionka 1987). 
 
INTERACTION OF SULFUR WITH CARBON AND NITROGEN CYCLES 
 The oxidation and reduction of sulfur impacts significantly on the cycling of other 
elements, both directly and indirectly. As organic carbons are used to reduce sulfate they are 
oxidized in the process, ultimately to CO2. This may be used by other organisms which fix CO2 
to produce biomass, including by bacteria that gain energy from sulfur redox reactions, such as 
the Gammaproteobacterial sulfur chemolithoautotrophs like Thiomicrospira (Scott et al., 2006). 
Excess CO2 will be released into the atmosphere. Sulfur oxidizers also affect the release of CO2 
by affecting the pH of their environment. The oxidation of sulfur to sulfate produces sulfuric acid 
which can strongly acidify the local environment, for example in sulfuric hot springs or acid 
mine drainage (Edwards et al., 2000). The solubility of CO2 is directly affected by pH; 
acidification causes carbonate rocks to dissolve and CO2 to be released into the atmosphere 
whereas an increase in pH causes it to precipitate (Langmuir 1997). The action of sulfur 
metabolizing microbes may therefore impact on global atmosphere CO2 levels, and so on global 
warming.  
 Microbial sulfur metabolism may also impact directly or indirectly on other elements. In 
the absence of oxygen, alternative oxidants such as Fe3+ or nitrate can be used to oxidize sulfur 
species in order to obtain energy (Warren 2008). Nitrate may be reduced all the way to nitrogen 
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gas which is returned to the atmosphere, or alternatively be reduced to ammonium by other 
microbes (Ehrlich & Newman 2009). Reduced iron may then be reoxidized by other microbes 
that can gain energy from this reaction (Blöthe & Roden, 2009). In addition to direct microbial 
action, the sulfide produced by microbial reduction of sulfate will react abiotically to reduce a 
wide range of oxidized species, including oxidized metals such as Fe3+, and will combine with 
metals to form sulfide minerals (Langmuir, 1997). 
 
HABITABILITY AND MICROBIAL ENERGY METABOLISMS 
 There are likely to be many different factors that will influence the type of energy 
metabolism that microbes utilize in any given environment, including: 
i) the amount of energy available per electron transferred from each reaction, given the 
environmental conditions. As the net result of energy transfer via the electron transport chain is 
to pump protons across the membrane in order to generate proton motive force, and as electrons 
are effectively used as the proton carrier, the amount of energy available per electron is a 
relevant factor and allows direct comparison of different reactions, that involve different 
numbers of electrons (Amend & Shock, 2001); 
ii) the total amount of energy available in an environment from different sources. This takes into 
account not just the energy per electron transferred, but the total amount of each substance in the 
environment (Hentscher et al., 2005, Rogers et al., 2007); 
iii) the rate of flux of energy sources into an environment. An energy source may be present in 
only low concentrations, but nevertheless be able to provide significant energy if there is a high 
flux of it into the system (Hoehler 2004, Shock & Holland, 2007); 
	  	   5	  
iv) the proportion of the energy that is conserved from each reaction, which will depend on the 
efficiency of the molecular machinery and will differ from reaction to reaction (Sievert & 
Vetriani 2012); 
v) the efficiency of the organism in using energy for growth. Specifically, for autotrophic 
organisms, it will include the amount of energy needed to build biomass. For example, the 
Calvin-Benson-Bassham carbon fixation pathway uses 3 ATP molecules to fix each CO2 
molecule, whereas the reductive citric acid cycle only uses 1.67 ATP molecules (Canfield et al., 
2005). 
 In addition, the relative success of each type of energy metabolism, and so the type of 
microbial metabolism that is likely to be dominant in an environment, and have the greatest 
environmental impact, will also depend on the efficiency of the organism in adapting to its 
environment. This will depend partly on the environmental conditions that being faced, including 
temperature, pH, limitations of essential nutrients such as Fe and P that require the organism to 
actively scavenge these from the environment, and exposure to toxic substances which the 
organism needs to be able to withstand. It will also partly depend on how efficiently and 
effectively the organism’s molecular machinery can deal with those conditions (Hoehler 2007a). 
For example, in the work covered in this thesis, subsurface organisms face a major 
environmental change in being moved in the spring from an anoxic, sulfidic, subsurface 
environment, to the surface of the ice, where they are subjected to both an oxygenated 
atmosphere, and UV radiation, both potentially toxic. Some of the subsurface organisms are 
likely to not be able to cope with the conditions at all, while others may do so with varying 
degrees of efficiency.  
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 We do not yet have a good understanding of how these different factors affect microbial 
metabolism, or their relative importance in determining how successful, or otherwise, microbes 
are in adapting to their environment. Nor do we have a good understanding of the overall, global 
impact that microbes have on the biogeochemical cycling of major elements, and so on the 
environmental conditions of the planet as a whole, including climate. It is important to 
understand these factors better in order to understand how microbial biogeochemical cycling is 
likely to alter as environmental conditions change, and so the further environmental changes that 
will result because of microbial positive and negative feedback loops. This thesis begins to 
address that knowledge deficit by investigating the specific question of whether the relative 
abundance of microbial energy metabolisms correlates with the relative amounts of energy that 
are available from the respective redox reactions, in elemental sulfur deposits on the surface of 
Borup Fiord Pass Glacier, Canadian High Arctic. The questions this thesis investigates are also 
relevant to the search for life beyond Earth. The energy sources that are available are a key factor 
in determining the best places to look for life on Mars, Europa or other planetary bodies, and to 
understanding the types of life that could potentially exist in such places, and so the chemical 
signatures for which we might search. This has been described as the ‘Follow the Energy’ 
approach to the search for possible life beyond Earth (Hoehler 2007b). 
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ENVIRONMENTAL BIOENERGETICS 
 The amount of energy that is available from redox reactions depends on the 
environmental concentrations of the reactants and products, the pH if the reaction involves 
proton transfer, and on temperature, and is given by the equation: 
 ΔGr  =  ΔG°r  +  RTlnQ  =  RTln(Q/K)   
where ΔGr is the free energy change of the reaction, ΔG°r is the standard free energy change (at 
the reaction temperature), R is the universal gas constant, T is the temperature in Kelvin, Q is the 
reaction quotient and K is the equilibrium constant at the reaction temperature (Amend & Shock 
2001).  
 The amount of energy that is available from each redox reaction therefore varies from 
one site to another, depending on local chemistry and temperature  (Amend & Shock, 2001, 
Amend et al., 2011; McCollom, 2007; Shock et al., 2005; Shock et al., 2010, Spear et al, 2005). 
Hundreds of chemical reactions may potentially provide energy for microbial life (Shock et al., 
2005). As the chemical composition of groundwater is affected by reactions with the rocks 
through which it has passed, the underlying geology will affect the energy sources available. 
Investigation of hydrothermal vents has demonstrated that ultramafic-hosted vent systems which 
produce hydrogen and methane due to serpentinization reactions supply about twice as much 
energy as basalt-hosted systems (McCollom 2007). Work in Yellowstone hot springs with 
different chemical compositions and temperatures has shown that not only do the amounts of 
energy from each reaction vary, but the relative amounts of energy from different reactions 
changes, so that different reactions are the most energetically favorable in different pools (Shock 
et al., 2011). Local chemistry will also affect whether a particular reaction is energy-releasing, or 
requires an energy input. Anabolism reactions which are exergonic (release energy) in the 
	  	   8	  
environmental conditions present at peridotite-hosted (ultramafic) hydrothermal vent systems 
where hydrogen oxidation was the most significant potential energy source, have been shown to 
be less exergonic, or endergonic (requiring energy) in basalt-hosted systems where sulfide 
oxidation was the most abundant source of energy (Amend et al., 2011). It is therefore necessary 
to calculate the bioenergetics of each site individually in order to understand the amounts of 
energy that are available from different sources there. Only a few studies have thoroughly 
addressed the question of the relative amounts of energy available in different environments, and 
these have been carried out in volcanic environments including hot springs in Yellowstone, and 
hydrothermal vents (Amend & Shock, 2001; Amend et al., 2011; McCollom, 2007; Rogers et al., 
2007, Shock et al., 2005; Shock et al., 2010, Spear et al, 2005). 
 
LINKING MICROBIAL METABOLISM AND BIOENERGETICS 
 In order to improve our understanding of which energy metabolisms microbes are using 
in a particular site, and the relative success of each, it is necessary to gain an overview of 
microbial metabolism. The only way to do this is to take a molecular approach. By extracting 
DNA from the environment it is possible to gain an overall picture of the nature and relative 
abundance of the microbes present there.  
 Previous attempts to do this have involved looking at which microbes are present using 
the small subunit ribosomal RNA (SSU rRNA) gene, and what is known about the nature of their 
metabolisms from other work (Bond et al., 2005, Macur et al., 2004, Spear et al., 2005, Costa et 
al., 2009, Gaidos et al., 2009, Vick et al., 2009). More direct approaches have involved using the 
polymerase chain reaction (PCR) with gene-specific primers to search for specific genes known 
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to code proteins that catalyze energy-releasing reactions (Hall et al., 2008, Chen et al., 2009, 
Flores et al., 2012).  
 The invention of high-throughput pyrosequencing (Margulies et al., 2005) has provided a 
much better way to investigate this type of question. A shotgun library made from environmental 
DNA will contain a sample of all the genes present in an environment (the metagenome), without 
needing to rely on primers which by their nature are selective and can miss relevant genes if 
sequences are very diverse, or if primers for a particular gene are not used at all. 
 Metatranscriptomic studies, sequencing a cDNA shotgun library made from 
environmental RNA, adds another layer of information by demonstrating which genes are being 
expressed in the environment (Frias-Lopez et al., 2008).  
 Genes that are present in low abundance in an environment may still be missed by a 
shotgun library, and the depth of sequencing in metagenomic and metatranscriptomic studies is 
therefore critical to consideration of how thoroughly the environment has been sampled (and this 
issue was explicitly addressed in the methodology of this study). Metagenomic (and 
metatranscriptomic) studies are increasingly being carried out to investigate the question of how 
the geochemistry of an environment affects microbial metabolism, including in some cases 
investigating the different energy sources that are available. In common use, the term 
metagenome is sometimes applied to studies that only look at the SSU rRNA gene in addition to 
work that looks at all the genes present in an environment. In this thesis the term metagenome is 
only used to mean the latter type of investigation, which encompasses the full range of genes 
present in an environment. 
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METAGENOMIC STUDIES LINKING GEOCHEMISTRY, BIOENERGETICS AND 
MICROBIAL METABOLISM 
 Metagenomic studies are increasingly being used to investigate how geochemistry, 
including energy sources affects microbial metabolism. Metagenomic studies investigating the 
links between geochemical conditions and microbial function have investigated a range of 
different issues. This has included the ways in which microbes obtain essential nutrients in 
challenging environments. Metagenomic analysis combined with functional screening was used 
to identify novel pathways for taking up phosphonates as an adaptation to the poor availability of 
phosphorus in the ocean (Martinez et al., 2010). A metagenomic approach was also used to study 
iron uptake mechanisms in the ocean, as iron is also often limiting (Hopkinson & Barbeau, 
2011). Other studies have investigated how microbes cope with environmental hazards. For 
example, the genomes of Dead Sea microbes have been shown to have an enrichment in genes 
relating to ion transport as an adaptation to their high-salt environment (Bodaker et al., 2010). 
Metagenomic analysis of microbial populations at increasing depth in the ocean demonstrated an 
increase in mobile genetic elements shown by increases in prophages and transposes as depth 
increased, suggesting the need to allow for increased genetic variation to cope with these 
challenging conditions (Konstantinidis et al., 2009). A further use of metagenomic data includes 
identifying which microbes are carrying out which functions, by looking at the taxonomic origin 
of function genes. This has included identifying bacterial, rather than archael, amoA genes in 
sub-glacial waters, indicating that bacteria are the main nitrifiers in this environment (Boyd et 
al., 2011). Metagenomic analysis can also be used to compare the overall characteristics of 
communities in different environments. A comparative study of metagenomes from samples of 
different types found that the most important overall environmental characteristic in determining 
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the nature of the metagenome was whether the sample came from a water or sediment site, and 
that this was more important than salinity or concentration of nutrients (Jeffries et al., 2011). 
 Relatively few studies to date have used metagenomic studies to look explicitly at the 
question of the bioenergetics of the environment. These environmental metagenomic studies 
appear to support the idea that, in general, the major energy sources present do predict the 
dominant types of energy metabolism present, but are also beginning to highlight that this is not 
universally the case. However, this work is only just beginning to scratch the surface of 
determining the types of microbial metabolism that exist in different places, and their relative 
importance, and there is insufficient data to reach any definitive overall conclusions on the 
relative importance of different energy sources in varied types of environment.  
 In hydrothermal vent sites, metagenomic analysis has provided support for the hypothesis 
that the major type of energy metabolism correlates with the major geochemical energy source. 
At hydrothermal vent and seep sites sites where serpentinization was taking place, so producing 
hydrogen, the genetic potential was identified for both hydrogen production and hydrogen 
oxidation as major energy metabolisms (Brazelton et al., 2012). In contrast, metagenomic 
analysis demonstrated that sulfur oxidation, possibly linked to nitrate reduction, was the most 
likely driver of primary productivity at a sulfide chimney in the basalt-hosted Mothra 
hydrothermal vent site (Xie et al., 2012). These findings are consistent with the results of 
McCollom, 2007 and Amend et al., 2011, who found that hydrogen oxidation was the main 
potential energy source at serpentization sites and that sulfide oxygen was the most important 
energy source at basalt-hosted sites. 
 Metagenomic and geochemical analysis has also been used to determine that oxidation of 
reduced sulfur species is one of, or the, main energy metabolism in highly acidic (pH 0-1) 
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biofilms in sulfidic caves (Jones et al., 2012) and acidic sulfur-rich hot springs (Inskeep et al., 
2010). Such analyses have also been used to investigate energy metabolisms and environmental 
adaptations to cope with the microaerophilic environment of an acid mine, including the 
presence of cytochromes with a high affinity for oxygen, a possible electron transport chain to 
oxidize iron (Tyson et al., 2004). 
 One recent metagenomic study has also demonstrated that geochemical analysis alone 
cannot accurately predict all the types of energy metabolism that may exist in an environment. 
Canfield et al (2010) used a metagenomic approach, detecting and quantifying genes involved in 
energy-releasing sulfur redox reactions, to deduce the presence of ‘cryptic’ sulfur cycling in an 
oxygen minimum zone (OMZ), that would not have been predicted from the geochemistry 
because no sulfide was detected in the water. They calculated the energy available from both 
sulfate reduction and sulfide oxidation, and demonstrated that both reactions could provide 
energy for growth in this environment. They then used isotopic labeling to confirm the presence 
of sulfur cycling. The findings of this study have not yet been tested in other environments to see 
if they are more widely applicable. Walsh et al. (2009) also used metagenomic analysis to 
determine the potential for sulfur oxidation, linked to nitrate respiration, by an uncultivated OMZ 
microbe, but did not test this experimentally.  
 More work is needed to determine the extent to which the energy sources present in an 
environment can predict the types of energy metabolism that are present there, and the 
limitations of this approach. The work in this thesis investigates this question in a sulfur-rich site, 
Borup Fiord Pass Glacier, that is very different from the hydrothermal vents, volcanic hot springs 
and acid mine drainage sites that have received most attention to date, as it is not volcanic, high 
temperature or acidic, and is sub-aerial rather than underwater. 
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SULFUR CYCLING AT BORUP FIORD PASS GLACIER 
 Borup Fiord Pass Glacier in the Canadian High Arctic was chosen as a field site because 
of its astrobiological relevance as an excellent terrestrial analog site for Europa, which is also 
relevant to icy sulfur-rich sites on Mars. At Borup, a spring with very high levels of sulfide rises 
through the glacier and is surrounded by significant deposits of S0, gypsum (calcium sulfate) and 
calcite (calcium carbonate) (Grasby et al. 2003). The site is unique because it is not 
hydrothermal, the source of the sulfide is not volcanic activity, and no other site is known where 
extensive sulfur deposits, not of volcanic origin, are found on an ice surface. This is a therefore 
an excellent analog site for the surface of Europa, where deposits including sulfate are found on 
the ice that covers the surface of this moon (McCord 1998), and where occasional upwelling of 
water to the moon’s surface from the subsurface ocean is analagous to the rising of the spring at 
Borup each year.   
 Previous work at the site has focused on characterisation of the overall features of the 
site, in particular its geological context (Grasby et al 2003, Grasby et al 2012), and studying the 
nature of the mineral phases found on the glacier using spectroscopic remote sensing, optical and 
electron microscopy and X-ray diffraction (Gleeson et al 2010, Grasby 2003, Gleeson et al 
2012). Some initial microbiological characterization has been carried out, though it was not a 
comprehensive analysis, and mixed-cultures of microbes from the site have been shown to be 
able to produce S0-biomineralized structures, although the microbe(s) responsible for producing 
these structures, and their mechanism of production, were not determined (Grasby et al 2003, 
Gleeson et al 2011). 
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SCOPE OF THE WORK IN THIS THESIS 
 The specific objectives of the work in this thesis were: 
i) to undertake a comprehensive, robust and quantitative study on how well the bioenergetics of a 
sulfur-dominated environment predict the microbial energy metabolisms that are utilized, by 
combining bioenergetic calculations, SSU rRNA and metagenomic (functional gene) analysis; 
ii) to improve our understanding of which microbial groups are major players in sulfur cycling at 
this site, and to determine which microbial sulfur redox reactions are likely to be significant in 
the glacial sulfur deposit; and 
iii) to identify the microbe(s) responsible for producing the S0 biomineralized structures that 
Gleeson et al., 2011 had observed in culture;  
 Chapter 2 of this thesis contains the outcome of the bioenergetic calculations, SSU rRNA 
analysis and quantitative functional gene assessment of the metagenome. It explains the evidence 
supporting the conclusion that sulfur lithotrophy by Epsilonproteobacteria is the main driver of 
primary productivity in the glacial S0 deposit, and that this correlates with the results of the 
bioenergetic calculations. Chapter 2 also explains that the relative quantities of functional genes 
indicate that some metabolisms predicted to be energetically-favorable - photosynthesis and 
ammonium oxidation - are unexpectedly missing. The work in Chapter 2 has been submitted for 
publication in “Frontiers in Extreme Microbiology” and is currently in review. Chapter 3 
describes the development of the methods used in Chapter 2, and further analysis that was done 
to check and support the results. It also includes conclusions on the challenges of metagenomic 
analysis, the limitations of different approaches, and how metagenomic analysis methods could 
be improved. Chapter 4 covers the experimental investigation of Flavobacteriaceae isolates from 
the Borup Fiord Pass Glacier sulfur deposits that may have a previously-unrecognized role in 
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sulfur cycling. It demonstrates that a Gillisia isolate produces novel S0 biomineralized structures 
unlike previously-known examples of biological S0 precipitation, although it is not known 
whether this isolate is catalyzing the production of S0 from sulfide, or merely precipitating S0 
that is formed by abiotic oxidation. However, either way, it is a newly-discovered capability for 
Flavobacteriaceae. A second isolate, representative of the Flavobacterium sp. that dominates the 
surface of the S0 deposits, demonstrated the ability to oxidize thiosulfate in culture, but did not 
appear to be able to use this reaction as a source of energy for growth. Chapter 5 touches briefly 
on other culturing work that was carried out, while Chapter 6 contains concluding thoughts. 
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CHAPTER 2 
 
METAGENOMIC EVIDENCE FOR SULFUR LITHOTROPHY BY 
EPSILONPROTEOBACTERIA AS THE MAJOR ENERGY SOURCE FOR PRIMARY 
PRODUCTIVITY IN A SUB-AERIAL ARCTIC GLACIAL DEPOSIT,  
BORUP FIORD PASS 
ABSTRACT 
 I combined bioenergetic and metagenomic analysis of an elemental sulfur (S0) deposit on 
the surface of Borup Fiord Pass Glacier, Ellesmere Island, in the Canadian High Arctic to 
investigate how well the energy available from different redox reactions in an environment 
predicted microbial metabolism. Although many S, C, Fe, As, Mn and NH4+  oxidation reactions 
were predicted to be energetically feasible in the deposit, aerobic oxidation of S0 was the most 
abundant chemical energy source. Small subunit ribosomal RNA (SSU rRNA) data showed that 
the dominant phylotypes were Sulfurovum sp. and Sulfuricurvum sp., both Epsilonproteobacteria 
known to be capable of sulfur lithotrophy. Sulfur redox genes were abundant in the metagenome, 
but the sox pathway was strongly preferred over the reverse dissimilatory sulfite reductase 
pathway. Interestingly, there appeared to be habitable niches that were unoccupied. 
Photosynthesis and NH4+ oxidation should both be energetically favorable, but I found few or no 
functional genes for oxygenic or anoxygenic photosynthesis, or for NH4+ oxidation by either 
oxygen (nitrification) or nitrite (anammox). The bioenergetic, SSU rRNA and quantitative 
functional gene data are all consistent with the hypothesis that sulfur-based 
chemolithoautotrophy by Epsilonproteobacteria (Sulfurovum and Sulfuricurvum) is the main 
form of primary productivity at this site, instead of photosynthesis, even though light is abundant 
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and photosynthesis is not obviously prohibited by environmental conditions. This is the first time 
that Sulfurovum and Sulfuricurvum have been shown to dominate a sub-aerial environment, 
rather than anoxic or sulfidic settings. I also found that Flavobacteria dominate the surface of the 
sulfur deposits and I hypothesize that this aerobic heterotroph uses enough oxygen to create a 
microaerophilic environment in the sulfur deposit below, where the Epsilonproteobacteria can 
flourish. 
 
INTRODUCTION 
 Microbes use a wide range of redox reactions to obtain energy for growth and therefore 
have a significant impact on the biogeochemical cycling of elements including carbon, nitrogen 
and sulfur (Falkowski et al., 2008). Bioenergetic calculations using geochemical analyses of an 
environment demonstrate that the most energetically-favorable redox reactions vary depending 
on the local chemistry and temperature (Amend & Shock, 2001; Amend et al., 2011; McCollom, 
2007; Shock et al., 2005; Shock et al., 2010). Such calculations can be used to assess the 
habitability of diverse environments on Earth, or other planetary bodies such as Mars and Europa 
(Hoehler, 2007). However, we still have only a very basic understanding of which reactions are 
utilized by microbes in any given environment. Some studies have investigated this question by 
environmental analysis of the small subunit ribosomal RNA (SSU rRNA) gene (Macur et al., 
2004; Spear et al., 2005; Costa et al., 2009; Gaidos et al., 2009; Vick et al., 2010) but this 
analysis is limited by our incomplete knowledge of the types of energy metabolism used by each 
phylotype. Another option is to use the polymerase chain reaction (PCR) to amplify genes for 
enzymes known to catalyze energy-releasing redox reactions (Hall et al., 2008; Chen et al., 
2009; Flores et al., 2012). This approach is also limited, as it will only detect genes for which 
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appropriate primers are used. Next-generation sequencing of metagenomes produced from 
shotgun libraries overcome these limitations by sampling the functional genes present in an 
environment without the need for primers. Metagenomic and metatranscriptomic studies that 
investigate the relationship between geochemistry, energy sources and microbial function have 
already been carried out on a range of different sites including ocean environments (Canfield et 
al., 2010; Walsh et al., 2009), Yellowstone hot springs (Inskeep et al., 2010), acidic sulfur-rich 
cave biofilms, (Jones et al., 2012) and hydrothermal vents (Brazelton et al., 2012; Xie et al., 
2011). The discovery by Canfield et al., 2010 of ‘cryptic cycling’ of sulfur, not predicted from 
the environmental geochemical data, in a metagenomic study of an ocean minimum zone, 
demonstrated the power of this approach to improve knowledge of microbial ecology. 
 To date, no studies have been published which combine a quantitative overview of redox 
reactions that can provide energy in a given environment, with a quantitative overview of the 
functional genes involved in energy-releasing reactions from the same environment in order to 
investigate the extent to which bioenergetics predict the reactions that are used by microbes to 
obtain energy for growth. I undertook such a study at Borup Fiord Pass Glacier in the Canadian 
High Arctic (photo in Figure 2.1A, for a map of the area see Grasby et al., 2012). At this unique 
site, a cold spring, at neutral to alkaline pH, flows up through and over the glacier, and is 
surrounded by deposits of elemental sulfur (S0), gypsum and carbonates on the surface of the ice 
that extend downstream for a significant distance (Grasby et al., 2003; Grasby, 2003). This is not 
a hydrothermal system and it is not yet known whether the S0 is produced biologically, 
abiotically or a combination of both. Borup Fiord Pass Glacier is an environment that is 
substantially different to sulfur-rich sites that have been the subject of previous metagenomic or 
metatranscriptomic studies. It is also an excellent terrestrial analog to consider the habitability of 
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sites where subsurface waters penetrate icy overlayers in sulfur-rich environments on Mars or 
Europa (Gleeson et al., 2010; Gleeson et al., 2012; Grasby et al., 2012).  
Figure 2.1: Borup Fiord Pass Glacier. Figure 2.1A (top) overview of the field site in 2009.  
Figure 2.1B (bottom left) the spring source (site BF09-01) and sulfur varnish beside the spring 
(site BF09-02).  
Figure 2.1C (bottom right) sulfur deposit BF09-06 from which DNA was extracted for the 
metagenome. 
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MATERIALS AND METHODS 
Site Description 
 I carried out field work at Borup Fiord Pass Glacier in the Canadian High Arctic (81°N) 
in July 2009. A sulfide-rich spring rises through the glacier, near the toe, discharges from the 
surface of the glacier and flows into a supra-glacial meltwater stream. The spring rises in the 
same general area each year, but the exact site varies. The surface of the ice around the spring, 
and alongside its course is covered with an elemental sulfur varnish. There is no volcanic or 
hydrothermal activity in the area that would explain the presence of the sulfur (Grasby et al., 
2003) and evidence suggests that the spring is the result of a glacially-driven groundwater system 
(Grasby et al., 2012).  
 
Aqueous and mineral geochemical sampling and analysis 
 I measured pH of the spring water and sulfur deposits in situ using colorpHast pH paper 
(EDH, Germany). I measured air temperature with a thermometer (REI). Steve Grasby measured 
water temperature and pH using an Orion 5-star multimeter (ThermoFisher, USA). For aqueous 
geochemical analysis, I filter sterilized spring water (sample BF09-01) with a 0.2 µm filter and 
then injected it into a sterile, argon-filled vial (to avoid oxidation of the sample), maintained it at 
approximately 4°C for 4 ½ days as I transported it back to the laboratory, then maintained at 4°C 
until it was analyzed; ultra-pure nitric acid was added to one of the samples to avoid precipitation 
of aqueous cations. I collected samples of the sulfur deposits using a sterile spatula and 
containers. I maintained them either in a freezer at -20°C, or, packed in a cooler with freezer 
packs to try to keep them frozen as I transported them back to the laboratory where I kept them 
frozen at -80°C until analyzed. Most of the sulfur was an extremely thin varnish (estimated to be 
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no more than 1mm thick) on the glacier surface (Figure 2.1B), but approximately 300m from the 
spring source, a much deeper sulfur deposit (approximately 15 cm deep) was found beside the 
stream (Figure 2.1C); this was the sample site furthest from the spring’s source (sample BF09-
06). Once samples had been returned to the laboratory, I extracted water from the BF09-06 sulfur 
deposit by thawing part of the sample, allowing the thawed sample to settle for approximately 5-
10 minutes, and then removing the upper, water layer. I filter sterilized this water using a 0.2 µm 
filter and added ultrapure nitric acid to one of the water samples to preserve the solubility of 
cations. Both spring water and water extracted from the BF09-06 sulfur deposit were analyzed 
for sulfide, anions and cations. I measured sulfide using the methylene blue method (Hach, 
USA). Fred Luiszer (University of Colorado) measured anions using ion chromatography 
(Dionex), cations using mass spectrometry and inductively coupled optical emission 
spectroscopy. I assayed Fe2+ by the ferrozine method (Stookey, 1970). I assayed ammonium 
using the phenol hypochlorite method (Weatherburn, 1967). Sulfide was also measured 
gravimetrically by Steve Grasby, who filter sterilized water at the site spring water, added 
cadmium acetate immediately to precipitate the sulfide, which was later filtered and weighed at 
the Geological Survey of Canada. Mineralogy of the sulfur deposit was determined by X-ray 
diffraction (XRD) by the Geological Survery of Canada. Total carbon content of the BF09-06 
deposit was measured by the Carla-Erba combustion method by Maegan McKee (University of 
Colorado). Total DOC of the spring water, and the water extracted from the BF09-06 deposit, 
was measured with a Shimadzu TOC-V CSN Total Organic Carbon Analyzer by Holly Hughes 
(University of Colorado).  
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Bioenergetic calculations 
 I used the results of the geochemical analyses to calculate the energy potentially available 
from a range of redox reactions that could take place within the BF09-06 sulfur deposit by the 
equation:  ΔGr  =  ΔG°r  +  RTlnQ  =  RTln(Q/K)  where ΔGr is the free energy change, ΔG°r is 
the standard free energy change, R is the universal gas constant, T is the temperature in Kelvin, 
Q is the reaction quotient and K is the equilibrium constant. I calculated energies at 0 °C using 
values for the equilibrium constant (K) for each reaction at 0 °C from The Geochemist’s 
Workbench software (v9.0, Aqueous Solutions, University of Illinois, USA) supplemented where 
necessary with thermodynamic data from Amend and Shock 2001. Concentrations of each ion 
were taken from the geochemical analysis. Where chemical species were below the detection 
limit of our instruments I used a range of concentrations to model ionic species (from 10-12 M, as 
being effectively zero, to the detection limit as a maximum). For As and Mn, only total element 
concentrations were measured, so I used the Geochemist’s Workbench module Act2 to 
determine the oxidized and reduced species most likely to be present at the pH of the sulfur 
depost (pH 6.5). I modeled the maximum energy potentially available from oxidation by 
calculating the energy available if all the element was in the reduced form, and the minimum 
energy by using a concentration of 10-12 M for the oxidized species. For atmospheric gases, I 
calculated the maximum concentration possible at 0 °C using the Henry’s Law constant for each 
gas at that temperature, assuming that the dissolved gases were in equilibrium with the 
atmosphere. To model energies from reactions that involve organic carbon I assumed the total 
DOC measured was all acetate. To calculate the maximum total energy available from reactions 
that involve S0  I assumed the total dry weight of BF09-06 was S0, and to calculate the minimum 
energy I assumed that only 10% of the dry weight was S0. I calculated activities from the 
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concentrations with the standard Debye-Hückel equation for ionic species, and the Setchenow 
equation for gases (Langmuir, 1997). I measured alkalinity by end-point titration to pH 4.5 
(Langmuir, 1997) and Steve Grasby also made alkalinity measurements of additional water 
samples. 
 
 
Sampling for DNA extraction 
 I took samples from sulfur deposits immediately beside the spring source (site BF09-02), 
moving progressively downstream (sites BF09-04, BF09-05 and BF09-06) with a sterile spatula 
that had been thoroughly washed in ultra-pure water (Milli-Q, Millipore, USA) prior to 
sterilization. Sample BF09-06a was taken from the surface layer of the BF09-06 deposit, while 
sample BF09-06b sampled the whole depth of the BF09-06 deposit. I preserved samples by 
either (1) immediately immersing in 70% ethanol and maintaining at 4 °C during transport back 
to the laboratory (BF09-02, BF09-04, BF09-05 and BF09-06a) or (2) freezing on collection, and 
then maintaining either in a freezer at -20°C, or packed in a cooler with freezer packs to try to 
keep samples frozen during transport (BF09-06b). All samples were maintained frozen at -80°C 
in the laboratory until DNA was extracted. I filtered two aliquots of spring water (3 litres each) 
in situ using a sterile 0.2 µm filter. I preserved the filters in 70% ethanol, maintained them at 4°C 
during transport and then froze them at -80°C until DNA was extracted. 
 
DNA extraction and purification 
 I extracted DNA from one of the filters, and the sulfur samples (BF09-02, 04, 05 and 
06a) using a phenol-chloroform extraction as previously described (Dojka et al., 1998). I 
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extracted DNA from the other filter using Trizol (Invitrogen, USA) to extract both RNA and 
DNA, following manufacturer’s instructions, except that a bead beating step (5 m/s for 45 s) was 
added at the start to lyse the cells. I extracted DNA for the metagenome from 65.822 g of the 
BF09-06b sample using the Powermax Soil DNA isolation kit (MoBio, USA) following the 
manufacturer’s instructions, except that at the final spin filter stage the extracts were combined 
to use only 4 filters instead of 6, with an elution volume of 5 ml per filter. I concentrated the 
eluant using repeated ethanol precipitations and re-suspended the DNA in nuclease-free water 
(Sigma, USA). I extracted DNA from a further 5.335 g of the BF09-06b sample using a phenol-
chloroform extraction (modified from Dojka et al., 1998). Briefly, 0.2 to 0.9 g of sample was 
resuspended in buffer A (200 mM Tris [pH8.0], 50 mM EDTA, 200 mM NaCl, 2 mM Na citrate, 
10 mM CaCl2).  Lysozyme was added to give a final concentration of 1 mg/ml and the sample 
was incubated at 37°C, inverting tubes to mix every 10 minutes, for 1 hour.  Proteinase K (to 
give 1 mg/ml) and sodium dodecyl sulfate (to give 0.3% wt/vol) were then added, and the sample 
was incubated at 37°C, inverting tubes to mix every 10 minutes, for a further hour. Tubes were 
centrifuged at 14,100 g for 5 minutes. The supernatant was extracted first with 1 ml 
phenol:chloroform: isoamyl alcohol (25:24:1) then with 1 ml chloroform:isoamyl alchohol 
(24:1), followed by precipitation with sodium acetate (to give 0.3M final concentration) and 
100% cold isopropanol (equal volume to the aqueous phase). After precipitation I washed the 
DNA pellet twice with 70% ethanol and once with 100% ethanol, then re-suspended in sterile 10 
mM Tris[pH8.0]. I combined the BF09-06b DNA from both the MoBio and phenol-chloroform 
and extracted DNA of approximately 1.5 kb and longer from a 0.8% agarose gel using the 
E.Z.N.A. gel extraction kit (Omega Bio-Tek, USA) following the manufacturer’s instructions, 
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with a final elution volume of 30 µl. I quantified the DNA using picogreen (Invitrogen, USA) 
and assessed purity using a UV Nanodrop (Thermo Scientific, USA). 
 
Sequencing for SSU rRNA analysis 
 I amplified DNA from BF09-02, BF09-04, BF09-05, BF09-06a and BF09-06b with 
modified PCR primers 515F and 927R as previously described (Osburn et al., 2011). The 
primers also contained a unique barcode for each sequence. I gel-purified PCR amplicons using 
the E.Z.N.A. gel extraction kit (Omega Bio-Tek, USA) and then normalized using a SequalPrep 
plate (Invitrogen, USA). Sequencing of the SSU rRNA amplicons was performed on a Roche 
pyrosequencer (Margulies et al., 2005) with FLX Titanium chemistry (Roche, Mannheim, 
Germany) by EnGenCore (the University of South Carolina Environmental Genomics Core 
Facility). I also amplified the BF09-06b DNA with the ‘universal’ primers 515F and 1391R 
(Lane et al., 1985), gel purified using the E.Z.N.A. gel extraction kit (Omega Bio-Tek, USA), 
and cloned with the TOPO TA cloning kit for sequencing (Invitrogen, USA). This DNA was 
sequenced by Sanger sequencing by SeqWright. I used a nested PCR to amplify the DNA from 
the spring water (BF09-01); first the DNA was amplified with ‘universal’ primers 515F and 
1391R, gel purified using the E.Z.N.A. gel extraction kit (Omega Bio-Tek, USA), then further 
amplified with primers 515F and 927R, and prepared for pyrosequencing as above. 
 
Pyrosequencing of the metagenome 
 A shotgun library was made from the BF09-06b DNA using the Rapid Library 
Preparation Method (Roche, Germany) and sequenced using a full plate on a Roche 
pyrosequencer with FLX Titanium chemistry (Roche, Germany) by EnGenCore. 
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Analysis of SSU rRNA data 
 I analysed SSU rRNA pyrosequencing data with QIIME v1.5.0 (Caporaso et al., 2010). 
working jointly with Chase Williamson. To exclude poor quality data, sequences with minimum 
average quality score less than 25, ambiguous bases, primer or barcode mismatches, or 
maximum homopolymer run greater than 6 nucleotides, were discarded. Only sequences between 
410 and 470 nucleotides were used in the analysis as sequences that are significantly longer or 
shorter than the typical length for a sequencing run have been shown to be poor quality (Huse et 
al., 2007). The remaining sequences were denoised using flowgram clustering (Reeder & Knight, 
2010). Primer sequences were removed using a custom script. Sequences were clustered into 
operational taxonomic units (OTUs) at 97% identity using UClust (Edgar, 2010) and the most 
abundant sequence in each cluster was chosen as the cluster representative sequence (rep seq) to 
assign taxonomy for the OTU. The same OTUs were used across all samples, so that rep seqs 
could come from any sample. Chimeras were identified by ChimeraSlayer (Haas et al., 2011) 
using the ‘gold’ 16S NAST-aligned MicrobiomeUtilities database 
(http://sourceforge.net/projects/microbiomeutil/files/) as the reference database, and chimeric 
sequences were discarded. Taxonomic classifications of pyrosequences were assigned with the 
RDP classifer (Wang et al., 2007) and the Greengenes taxonomy (DeSantis et al., 2006, OTU 
reference and utility files gg_otus_4feb2011 from http://greengenes.lbl.gov). For OTUs that 
represented more than 5% of the sequences for any sample, I determined taxonomic 
identification at the Genus level by using BLAST (Altschul et al., 1990) to compare the rep seq 
for that OTU against the NCBI nucleotide non-redundant (nt nr) database. I also determined the 
taxonomic identification of the Sanger sequences by using BLAST against the NCBI nt nr 
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database. I downloaded reference sequences for Sulfurovum, Sulfuricurvum and Sulfurimonas sp. 
SSU rRNA genes (all >800 nt) from NCBI to form the basis of the Epsilonproteobacteria 
phylogenetic tree. I BLASTed the rep seqs for the most abundant OTUs identified as 
Sulfurovum, Sulfuricurvum and Sulfurimonas in the BF09-06b SSU rRNA data against the Borup 
Sanger sequences to find the best matches. Good matches were found for Sulfurovum (BF09-
06_M97 at 100% identity to OTU 754 rep seq) and Sulfuricurvum (BF09-06_M102 at 99.46% 
identity to OTU 686 rep seq) but no match was found in the Borup Sanger data for the 
Sulfurimonas rep seq (OTU 742 rep seq). The Borup Sanger sequences BF09-06_M97 and 
BF09-06_M102 and the Epsilonprotebacteria reference sequences were aligned using ssu-align 
(Narwocki, 2009). I made maximum likelihood trees with the online RAxML Black Box 
(Stamatakis, 2006, Stamatakis et al., 2008) using the gamma model of rate heterogeneity, and 
performing 100 bootstraps. Pyrosequences (rep seqs for OTUs 754, 686 and 742) were added 
into the RAxML tree with pplacer (Matsen et al., 2010) by Chase Williamson. 
 
Metagenome sequence data analysis 
 I used the MG-RAST web-based analysis package version 3 (Meyer et al., 2008) to 
produce a quality-controlled database from the metagenome data by removing reads less than 75 
bp in length, that contained 10 or more ambiguous bases in the sequence, or that were artificial 
duplicates created by the sequencing process (identified as reads which started at the same base 
and which had exactly the same sequence for the first 50 bases). I analyzed the quality-controlled 
database to provide functional and phylogenetic information using the MG-RAST analysis 
pipeline, setting a maximum e-value of 10-10 and a minimum percentage identity of 50% for 
functional gene annotation against the GenBank nr database. The MG-RAST software gives only 
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approximate quantifications, and this can include counting the same metagenome sequence more 
than once in a result. Therefore to produce accurate quantifications I downloaded the 
metagenome sequences that were recorded as hits against genes of interest, and removed 
duplicate entries (i.e. the same metagenome sequence being recorded twice as a hit against the 
same gene) manually to produce a quality-controlled abundance for the number of hits against 
each gene. As the metagenome DNA sequences were not the full gene length, longer genes 
would automatically get more hits than shorter genes, even if the two genes were present in the 
environment in the same numbers. I therefore normalized the abundance of each gene against 
gene length, by dividing the quality-controlled abundance by the gene length in kb, to produce an 
abundance per kb of gene (as described in Canfield et al., 2010). As genes with more than 1 copy 
per genome would also receive more hits than single-copy genes, I divided the abundance per kb 
of gene by the copy number per genome to give a value that could be used to compare directly 
the normalized relative abundances (NRA) of two genes within the metagenome, as a measure of 
the relative abundance of organisms possessing each gene within the environment. As the 
metagenome had been prepared using random shearing to create a shotgun library, the relative 
abundance within the metagenome data was considered to be a reasonable assessment of the 
relative abundance of each gene within the environment. As the metagenome DNA was a 
random sample of the DNA in the environment, in order to determine whether differences in the 
NRA seen in the genes were statistically significant, I calculated the standard error (SE) of each 
NRA using the equation: SE =  (p(1-p)/n)1/2 where p is the proportion of the total results given 
for a particular NRA, and n is the total number of results (Gardner & Altman, 1986). I calculated 
error bars for each sample at the 99% confidence level (+/- 2.58 SE). This means that there is a 
probability of 0.99 that the NRA of a gene in the environment is included within the error bar 
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range, so that NRA values that do not have overlapping error bars are significantly different at 
the p = 0.01 level. Only genes for metabolic reactions of interest were quantified. DNA 
sequences will be submitted to GenBank or will be made available in the public section of the 
MG-RAST website at: http://metagenomics.anl.gov/. 
 
RESULTS 
Geochemistry 
 Aqueous geochemistry of the spring water and water extracted from the BF09-06 sulfur 
deposit is given in Table 2.1 (below). The spring water has high levels of sulfide (4 mM 
measured gravimetrically and 6.3 mM by the methylene blue method) and also contains 13 mM 
sulfate and 102 uM thiosulfate. No sulfide, thiosulfate or sulfite were detected in the sulfur 
deposit. Iron, manganese, ammonium and arsenic were also detected in both the spring water and 
sulfur deposit. Nitrate was detected in the sulfur deposit and the spring water, and nitrite was also 
detected in the sulfur deposit, although the spring water nitrate and sulfur deposit nitrite 
detections were below the detection limit to which the ion chromatograph had been calibrated, 
and therefore these could not be considered an accurate quantifications. XRD showed that the 
BF09-06 deposit was composed of S0 with a very small amount (estimated <3%) of gypsum. 
 
Bioenergetics 
 Many reactions could provide energy for microbial growth in the BF09-06 sulfur deposit. 
Comparison of the energy available per electron transferred shows that the most energy per 
electron transferred is available from the aerobic oxidation of reduced sulfur species (sulfide, S0, 
thiosulfate or sulfite), aerobic oxidation of organic carbon, or anammox (Figure 2.2A). The 
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maximum possible dissolved oxygen concentration was used for these calculations. As oxygen 
levels might decrease below the surface of the deposit, energies for oxidation of sulfur species 
were also calculated for a range of concentrations down to 10-10M. These reactions continued to 
be highly energetically favorable (-80 to -110 kJ per mole electrons transferred) even at these 
low oxygen levels. Comparison of the total energy available from different sources in the deposit 
showed that the energy available from aerobic S0 oxidation was greater than from any other 
measured source, including from the aerobic oxidation of organic carbon (Figure 2.2B). 	   	  BF09-­‐01	   BF09-­‐06b	   DL	  	  Temperature	   -­‐0.3°C	   0°C	  (in	  contact	  with	  ice)	  to	  5°C	  (air	  temperature)	   	  pH	   7.37	   6.5	   	  Na	  (mM)	   51.562	   1.601	   0.001	  K	  (mM)	   0.303	   0.040	   0.005	  Mg	  (mM)	   12.876	   0.836	   0.0003	  Ca	  (mM)	   17.306	   10.921	   0.003	  Fe	  total	  (µM)	   5	   1	   0.215	  Fe2+	  (µM)	   DL	  	   DL	  	   5	  NH4	  (µM)	   254	  	   15	   	  Mn	  (µM)	   1	  	   13	   0.01	  Si	  (µM)	   88	   22	   1.317	  S2-­‐	  (mM)	   4	  -­‐	  6.3	   DL	  	   0.005	  SO4	  (mM)	   13.029	   9.381	   2	  S2O32-­‐	  (µM)	   102	   DL	   2	  Cl	  (mM)	   39.072	   2.119	   	  F	  	  	  (µM)	   54	   31	   	  Br	  	  (µM)	   33	   DL	  	   1	  NO3	  (µM)	   3	   13	   8	  NO2	  (µM)	   DL	  	   7	   11	  PO4	  (µM)	   DL	  	   DL	  	   2	  Alkalinity	  (mg/L)	   15	   163	   	  Total	  DOC	  (mg/L)	   3.9	   11.4	   0.06	  Total	  organic	  carbon	  (%w	  of	  solid)	   -­‐	   0.12	  	   	  
Table 2.1: Geochemical analysis of the spring water (BF09-01) and water extracted from the 
glacial elemental sulfur deposit (BF09-06b) from which DNA was extracted and sequenced for 
the metagenome. DL = detection limit.  
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Figure 2.2: Energy available from different redox reactions that could occur in the BF09-06 
sulfur deposit. Ranges in the amount of energy reflect the range of uncertainty for substances that 
could not be detected (up to a maximum of the detection limit used for the assay). Figure 2.2A 
(top) shows the energy available per electron transferred. Most energy per electron transferred is 
available from aerobic oxidation of reduced sulfur species, aerobic oxidation of organic carbon 
or anammox. Figure 2.2B (bottom) shows the total energy available from the same reactions in 
the BF09-06 sulfur deposit, taking into account the total amount of each reactant present. Most 
energy is available from the aerobic oxidation of S0 (ringed in red) which provides an order of 
magnitude more energy than the next best reaction, disproportionation of S0, and several orders 
of magnitude more energy than the aerobic oxidation of organic carbon, or any other reaction. 
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Identity of micro-organisms in the spring water and sulfur deposits 
 The SSU rRNA sequence data show that the sulfide spring and glacial sulfur deposits 
were dominated by a few bacterial phylotypes (Figures 2.3A and B). In the spring water 
Burkholderiaceae (Burkholderia sp. and Ralstonia sp.) were strongly dominant. In BF09-02, 
BF09-04, BF09-05 and the BF09-06 surface sample (BF09-06a) Flavobacterium sp. were 
dominant, but in the BF09-06 deposit as a whole (sample BF09-06b) Epsilonproteobacteria 
(Sulfurovum sp. and Sulfuricurvum sp.) were strongly dominant. For each of the Flavobacterium, 
Sulfurovum and Sulfuricurvum a single species-level OTU (grouped at 97% SSU rRNA identity) 
comprised most of the sequences (Figure 2.3B). Thiomicrospira (Gammaproteobacteria) and 
Thiobacillus (Betaproteobacteria), other Genera known to be capable of sulfur lithotrophy, were 
present at significantly lower abundances (1.3% and 0.8% of BF09-06b, respectively). No 
Eucaryal sequences and only 4 Archaeal sequences were detected in the SSU rRNA 
pyrosequencing data (n= 88,606 across all samples). There were no Eucaryal or Archaeal 
sequences in the BF09-06b pyrosequencing data or the Sanger data (n = 54, data not shown). A 
phylogenetic tree demonstrating how the dominant Epsilonproteobacteria seen at Borup Fiord 
Pass Glacier compare to Epsilonproteobacteria sequences found elsewhere (Figure 2.4) shows 
that the dominant Borup Sulfurovum sp. and Sulfuricurvum sp. are closely related to sequences 
identified at thermal sulfide springs on Svalbard (Reigstad et al., 2011). 
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Figure 2.3: SSU rRNA sequence data. Figure 2.3A (top) shows the SSU rRNA data at the 
phylum level, except that the proteobacteria have been split into classes. BF09-01 is dominated 
by Betaproteobacteria. BF09-02, BF09-04, BF09-05 and BF09-06a are dominated by 
Bacteroidetes and BF09-06b is dominated by Epsilonproteobacteria. Phyla which are less than 
0.01% in all samples are included in ‘other’. Figure 2.3B (bottom) shows each OTU representing 
more than 5% of any sample, with all other OTUs included in ‘other’. BF09-01 is dominated by 
the Betaproteobacteria Burkholderia and Ralstonia. BF09-02, BF09-04, BF09-05 and BF09-06a 
are dominated by Bacteroidetes member Flavobacterium, while BF09-06b is dominated by the 
Epsilonproteobacteria Sulfurovum and Sulfuricurvum, and also has significant numbers of 
Flavobacterium. 
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Figure 2.4: A maximum-likelihood tree representing the phylogenetic relationships of the 
dominant Epsilonproteobacteria OTUs in the BF09-06 sulfur deposit to Epsilonproteobacteria 
reported from other sites. 100 bootstraps were performed and bootstrap values are shown beside 
each node. Bootstraps of less than 50 are not considered robust, and those nodes are therefore 
considered un-resolved. The closest match to the BF09-06 Sulfurovum and Sulfuricurvum 
sequences are from thermal sulfidic springs on Svalbard. Thiomicrospira crunogena 
(Gammproteobacteria) is the outgroup used to root the tree. 
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Sulfur redox genes 
 The metagenome data contains abundant sulfur-redox genes (Figure 2.5), including genes 
for: sulfide quinone reductase (sqr) and sulfide dehydrogenase (fcc, soxEF or sud) both involved 
in oxidizing sulfide to elemental sulfur; sulfur oxidation (sox) proteins (sox ABCDXYZ), known 
to be involved in the oxidation of thiosulfate, and also shown in vitro to have the capability to 
oxidize sulfide, elemental sulfur and sulfite (Rother et al., 2001); sulfite oxidoreductase, which 
oxidizes sulfite to sulfate (sor); sulfur oxygenase reductase (also sor genes) involved in the 
disproportionation of elemental sulfur to sulfide and sulfite; thiosulfate reductase (phs), 
responsible for the disproportionation of thiosulfate to sulfide and sulfate; polysulphide reductase 
(psr), used to reduce polysulfides to sulfide; dissimilatory sulfite reductase (dsr), known to be 
involved in the reduction of sulfite to sulfide and vice versa; adenosine 5’-phosphosulfate (APS) 
reductase (apr) and quinone-interacting membrane-bound oxidoreductase (qmo) involved in the 
oxidation of sulfite to sulfate, and vice versa; tetrathionate reductase (Ttr), DMSO reductase 
(dms), thiocyanate hydrolase (scn) and elemental sulfur reductase (HybA hydrogenase) (Friedrich 
et al., 2005; Stewart et al., 2011). However, the relative abundance of the genes present in the 
metagenome varied significantly. The sqr, sulfide dehydrogenase, sox, psr, sulfite oxidase and 
dsrE genes were present in significantly higher relative abundance (NRA values of 47 to 281) 
than other sulfur redox genes, including the other dsr genes (NRA values of 1 to 15) 
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Figure 2.5: Normalized relative abundance (NRA) of functional genes in the metagenome. Sulfur 
redox genes, particularly genes whose products oxidize reduced forms of sulfur, are present in 
high abundance, as are ATP citrate lyase genes. The RNA polymerase B (rpoB) gene, believed to 
be present in all organisms as a single copy gene, provides an absolute measure of normalization, 
and can be used to estimate the proportion of the microbes present which contain the other genes 
that have been quantified. 
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Other energy metabolism genes 
 There are almost no photosynthetic genes present in the metagenome (Figure 2.5), or 
phototrophs within the SSU rRNA data, indicating that the sulfur deposits do not contain 
significant numbers of bacteria capable of either oxygenic or anoxygenic photosynthesis, relative 
to the numbers of non-photosynthetic bacteria. Significant numbers of hydrogenases were 
detected in the metagenome (Figure 2.5), the vast majority of which were NiFe-hydrogenases 
group 1 (hydA) which are respiratory hydrogenases allowing microbes to use hydrogen as an 
electron donor in redox reactions (Mulder et al., 2010). In addition, the metagenome contained 
sequences for the Fe-Fe hydrogenase (hydA,B, hoxU) typically used by microbes to generate H2 
by using protons as terminal electron acceptors in their electron transport chains in order to allow 
respiration to continue in anoxic environments when no other suitable electron acceptor is 
present (Boyd et al., 2010). The metagenome contained large numbers of the respiratory 
(periplasmic) nitrate reductase (nap) genes (NRA > 150), indicating the genetic potential for 
nitrate respiration, but very few nar genes for membrane-bound respiratory nitrate reductase 
(NRA = 2). The metagenome contained genes for nitrite reductase (nir), nitric oxide reductase 
(nor) and nitrous oxide reductase (nos), involved in denitrification, but with higher NRA of nor 
and nos genes (NRA = 16 - 64) than nir genes (NRA = 4). Very few ammonification nitrite 
reductase (nrf) gene sequences were present (NRA = 2 - 5). No copies of the first gene in the 
aerobic oxidation of ammonium (amoA) were detected, and only 1 hit against hydrazine 
oxidoreductase (the second gene involved in ammonium oxidation to nitrite). No hydrazine 
synthase or hydrazine dehydrogenase genes (indicative of anammox) were found. Almost no 
arsenite oxidase (aox, aro or arx) genes were found, and no manganese oxidation (mxn or cum) 
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genes. Both reactions are potentially energetically-favorable but as only total As and Mn 
concentrations were assayed, arsenite or reduced manganese may not have been present. 
 
Carbon and nitrogen fixation 
 The metagenome contained almost no RuBisCo (cbb) genes, indicative of carbon fixation 
via the Calvin-Benson cycle (Figure 2.5). RuBisCo is used by many bacteria to fix carbon, 
including phototrophs, so its absence is consistent with the lack of phototroph SSU rRNA or 
functional genes. There was a high relative abundance (NRA = 173–244) of ATP citrate lyase 
(acl) genes, indicative of carbon fixation via the reductive TCA cycle (Hugler et al., 2005). 
Comparison of the NRA range for RNA polymerase B (rpoB), which is believed to be a single-
copy gene in every organism (Canfield et al., 2010), with the NRA of acl genes, demonstrated 
the acl genes are present in about 50-60% of all microbes at the site. Very few nitrogenase (nif, 
anf or vnf) genes (NRA = 0 – 8) indicate very little ability to fix nitrogen. 
 
Phylogenetic origin of genes 
 Examination of the phylogeny of the best hits for genes that are abundant within the 
metagenome showed that the majority of sox, psr, sor, acl nap and rpoB gene sequences were 
likely to be of Epsilonproteobacterial origin, consistent with the fact that Epsilonproteobacteria 
dominate the BF09-06b SSU rRNA data. 
 
DISCUSSION 
 My bioenergetic calculations based on the geochemical analysis of the BF09-06 sulfur 
deposit, the SSU rRNA data and the data on functional genes found in the metagenome, strongly 
	  	   39	  
establish the hypothesis that the main energy source for primary productivity in the BF09-06 
deposit is the oxidation of reduced sulfur species. The metagenome data show that the BF09-06 
microbes have the genetic capability to oxidize sulfide through multiple oxidation reactions to 
sulfate, and the bioenergetic calculations (Figures 2.2A & 2.2B) confirm that this is highly 
energetically favorable at every stage, and that the oxidation of S0 provides the most energy. 
 I infer that that Sulfurovum sp. and Sulfuricurvum sp. are the major primary producers in 
this sulfur-driven microbial ecosystem. All the sulfur redox genes that are present in high relative 
abundance are possessed by the sequenced representatives of these Genera, Sulfurovum NBC37-1 
(NCBI accession number: NC_009663,	  Nakagawa et al., 2007) and Sulfuricurvum kujiense 
(NCBI accession number: NC_014762) indicating the genetic capability to oxidize sulfide, 
thiosulfate and sulfite, and to reduce polysulfide. Cultured representatives of Sulfurovum and 
Sulfuricurvum have shown the ability to grow using energy from the oxidation of reduced sulfur 
species, including sulfide, S0 and thiosulfate (Inagaki et al., 2004; Kodama and Watanabe, 2003 
& 2004; Nakagawa et al., 2007; Yamamoto et al., 2010; Yamamoto & Takai, 2011) and to use 
the reductive TCA cycle to fix carbon (Hugler et al., 2005; Kodama &Watanabe 2004; 
Nakagawa et al., 2007). It is therefore likely that the Sulfurovum and Sulfuricurvum sp. present 
in the BF09-06 sulfur deposit also have these capabilities, although it is not clear which reduced 
sulfur species are being utilized, or which of their sulfur redox genes are being expressed. 
 No sulfide was detected in the BF09-06 deposit, but the sulfide assay was not done until 
several days after sample collection, by which time any sulfide could have oxidized. Thiosulfate 
and sulfite were not detected either, but these species are often present below detection levels 
due to rapid cycling (Thamdrup et al., 1994; Zopfi et al., 2004). Both thiosulfate and sulfite will 
form by abiotic oxidation of sulfide (Zhang & Millero, 1993) and so would be generated if 
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sulfide was present. Polysulfides will form abiotically when sulfide and S0 react, and are the 
main product of the sulfide-quinone reductase oxidation of sulfide in vitro (Griesbeck et al., 
2002), so would probably also be present in the deposit if sulfide is there. The Borup Sulfurovum 
and Sulfuricurvum sp. could potentially be involved in cycling sulfur, by aerobic oxidation of 
sulfide to polysulfide using sqr genes, and then re-reducing the polysulfide to sulfide using psr 
genes if a suitable reductant is present. Organic carbon could, in theory, be used to reduce 
polysulfides, but culturing of Sulfurovum has not so far demonstrated this ability (Yamamoto et 
al., 2010). 
 S0  is abundant on the glacial surface, and aerobic oxidation of S0 was the most abundant 
energy source at the time of sampling, though it is important to note that the most important 
energy source over time may vary depending on the flux of sulfur species and other nutrients into 
the deposit. However, given the known abilities of cultured Sulfurovum spp. and Sulfuricurvum 
sp. to oxidize S0 it seems likely that the Borup Sulfurovum sp. and Sulfuricurvum sp. are 
oxidizing S0 to provide energy for primary productivity.  
 The genes involved in the oxidation of S0 are still not completely understood. The reverse 
dsr gene products are known to be able to be utilized to oxidize S0 as well as sulfide (Dahl et al., 
2005; Dahl et al., 2008) but these genes were not detected in significant quantities in the 
metagenome. The sox gene products have been shown to be able to oxidize S0 in vitro (Rother et 
al., 2001) although to our knowledge it has not yet been proven that bacteria possessing the sox 
genes can actually use them in this way in vivo, given the challenges of enabling an intracellular 
enzyme complex to access an extracellular insoluble substrate like S0. An intriguing possibility 
for how the periplasmic sox proteins might be able to access external S0 is provided by the high 
relative abundance of dsrE family genes in the metagenome, and their presence in the genomes 
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of Sulfurovum NBC37-1 and Sulfuricurvum kujiense, which do not possess the other dsr genes. 
In the full dsr complex, the dsrE gene product is one of those used to mobilize S0 that is inside 
the cell (Dahl et al., 2008) and so our data raise the question of whether the dsrE family protein 
in Epsilonproteobacteria might be used to mobilize external S0 so that sox proteins can oxidize it. 
 Given that the same amount of energy is available from the oxidation of sulfide to sulfate 
whichever pathway is taken, it is not clear why the relative abundance of sox genes are so much 
higher than the relative abundance of reverse dsr genes. Factors which could influence this might 
include the relative efficiency of enzymes in conserving energy (Sievert & Vetriani, 2012), or 
could be unrelated to energy and simply be a consequence of better environmental fitness of the 
Epsilonproteobacteria compared to organisms which use the reverse dsr genes, for other reasons. 
 The metagenome data show very low levels of other genes known to be involved in 
reductive sulfur redox reactions (dsr, apr and qmo genes) or the disproportionation of thiosulfate 
and S0 (phs and sulfur oxygenase reductase sor genes, respectively) so I conclude that these 
reactions are unlikely to be significant in this environment, despite having been shown to be 
significant components of sulfur cycling in marine sediments (Jørgensen & Nelson, 2004). A 
significant caveat is that few S0 disproportionation genes have been characterized, so they may 
be under-represented in GenBank compared to other sulfur cycling genes, which would affect the 
results of my analysis.  
 
Nitrate and nitrite respiration 
 The metagenome data show very high levels of periplasmic nitrate reductase (nap) genes, 
illustrating that the microbial community in the sulfur deposits possesses the capability for 
nitrate respiration. Both the sequenced and cultured representatives of Sulfurovum and 
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Sulfuricurvum are known to be able to respire nitrate (Inagaki et al., 2004; Kodama and 
Watanabe, 2004; Nakagawa et al., 2007) suggesting that the Borup strains of these Genera also 
have this capability. The genes needed for denitrification and nitrate ammonification, the onward 
reduction of nitrite to nitrogen gas and ammonium, respectively (Zumft, 1997) are present in 
much lower numbers than the nap genes. Very little nitrate was detected in the deposit, and 
although a nitrite measurement was taken, it was below the lower limit of the standard curve 
used for the assay, and so cannot be considered reliable. Nitrate or nitrite could only be used as 
significant oxidants by the microbial community if they were being replenished, but the genes 
for nitrification (the aerobic oxidation of ammonium to nitrate via hydroxylamine and nitrite) 
were at extremely low relative abundance or not detected at all. Atmospheric deposition may be 
a possible nitrate source (Holtgrieve et al., 2011) and very low levels of nitrate were detected in 
glacial run-off streams (0.03-0.15 ppm, S.Grasby unpublished data) although this data is from a 
different year. 
 Taking into account the bioenergetics, SSU rRNA data and the relative abundance of 
functional genes in the metagenome, I conclude that several sulfur redox reactions may be 
significant in this environment (see Figure 2.6 below). DNA evidence only shows the genetic 
potential of microbes, not which genes are actively being used, so it is impossible to tell which of 
these reactions are actually being catalyzed by the bacteria in the sulfur deposit. However, my 
current interpretation of the integrated data is that the Borup Sulfurovum sp. and Sulfuricurvum 
sp. are oxidizing reduced sulfur species, in particular S0, using oxygen and possibly also nitrate, 
and that these reactions are being used to provide energy sources for carbon fixation. Their 
numerical dominance in the SSU rRNA data suggests they are the main primary producers of 
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this site. This is further supported by the fact that the majority of sulfur redox and carbon fixation 
genes appear to be of Epsilonproteobacterial origin. 
 
Figure 2.6: Reaction pathways which are likely to be significant in the BF09-06 sulfur deposit, 
based on the relative abundance of functional genes. Solid blue lines indicate reactions catalyzed 
by enzymes whose genes are present in high relative abundance. The dotted blue line indicates 
that genes involved in the oxidation of S0 are not known with certainty. The black line is an 
abiotic reaction.  
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found in sulfidic environments including springs, hydrothermal vents, caves, sinkholes and 
anoxic/sulfidic sediments (Borin et al., 2009; Han et al., 2009; Handley et al., 2012; Jones et al., 
2010; Macalady et al., 2006; Macalady et al., 2008; Nakagawa et al., 2005, Porter & Engel, 
2008; Ramos-Padrón et al., 2011; Reigstad et al., 2011; Sahl et al., 2010) and it has been 
suggested that they preferentially colonize environments with high levels of sulfide and low 
levels of oxygen (Macalady et al., 2008; Jones et al., 2010). This accurately describes the spring 
water which I believe was the source of the organisms that seeded the glacial sulfur deposit, but 
it is not clear how well this describes the deposit itself as we were not able to determine a 
sulfide:oxygen ratio. Culturing studies of Sulfurovum demonstrates that it prefers 
microaerophilic to fully oxygenated growth conditions (Yamamoto et al., 2010). The cultured 
Sulfuricurvum has also been shown to prefer anoxic or microaerophilic environments (Kodama 
& Watanabe, 2004) and environmental sequences are from anoxic, often sulfidic, sites (Chen et 
al., 2009; Gaidos et al., 2009; Haaijer et al., 2008; Kodama & Watanabe, 2003; Wagner et al., 
2007; Watanabe et al., 2000). Also of note is that our SSU rRNA data show that Flavobacterium 
are more abundant in the surface part of the BF09-06 deposit than the Epsilonproteobacteria, and 
are by far the most abundant in the thin sulfur varnishes (BF09-02, BF09-04 and BF09-05). As 
Flavobacterium has been characterized as an aerobic heterotroph we hypothesize that the aerobic 
metabolism of Flavobacterium at the surface of BF09-06 is reducing the oxygen availability, 
creating a microaerophilic environment in the lower parts of the deposit, thus creating the 
conditions in which Sulfurovum and Sulfuricurvum can thrive. The low abundance of Sulfurovum 
and Sulfuricurvum in the much thinner sulfur varnish deposits support the hypothesis that they 
cannot thrive in a fully oxygenated environment.  
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Flavobacterium 
 The role of Flavobacterium in this system is not fully determined. Flavobacterium is a 
known heterotroph, and there is energy available from organic carbon for growth. However, the 
relatively high level of Flavobacterium in the surface sulfur deposits raises the question of 
whether it plays a role in sulfur cycling as well. Microbial heterotrophic sulfur cycling has been 
shown to be significant in other environments (Mason & Kelly 1988; Sorokin, 1996) and 
Flavobacterium has been shown to be able to oxidize thiosulfate (Teske et al., 2000) and 
dimethyl sulfide (Green et al., 2011) in culture, although it still required organic carbon to grow. 
It is not clear why Flavobacterium is so dominant in the thin sulfur varnishes, and this remains a 
subject of investigation. 
 
Missing metabolisms 
 A surprising feature of this microbial community is the fact that some energetically-
favorable reactions appear not to be utilized. There were also almost no genes present for 
photosynthesis or ammonium oxidation despite the fact that these are energetically favorable.  
Previous metagenomic and SSU rRNA studies using the same methods as in this study have 
detected abundant phototroph SSU rRNA and functional genes at other sites, so it is clear that 
the absence of such genes in this study is not because the methods I used could not detect them, 
but does in fact indicated their relative absence compared to the sulfur redox genes. 
 Photosynthesis is commonly regarded as the dominant energy source for primary 
productivity in ‘light’ environments. As our field site is in the arctic, at the time of sampling it 
experienced 24-hour sunlight, and the presence of plant life in the proglacial area proves that 
photosynthesis is feasible at this latitude. Other studies have also demonstrated that both 
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oxygenic and anoxygenic phototrophs can grow in permanently cold and arctic conditions, 
although productivity may be lower than elsewhere (Hughes & Lawley, 2003; Ng et al., 2010; 
Roeselers et al., 2007; Schmidt et al., 2010; Simon et al., 2009). While sulfide is known to 
inhibit oxygenic photosynthesis (Oren et al., 1979; Miller & Bebout, 2004) some cyanobacteria 
readily utilize sulfide for anoxygenic photosynthesis (Castenholtz & Utkilen, 1984; Cohen et al., 
1986; Jørgensen et al., 1986). The presence of sulfide also does not explain the absence of green 
and purple sulfur phototrophs which also not only tolerate, but use, sulfide, and dominate other 
cold sulfidic sites (Douglas & Douglas, 2001; Klepac-Ceraj et al., 2012; Ley et al., 2006). While 
photosynthesis is known to be inhibited by temperatures above 72 °C (Hamilton et al., 2012) that 
is clearly not an issue in this environment. The fact that there were a few SSU rRNA genes from 
phototrophs, and very small numbers of functional genes (only 1 or 2 sequences per gene) 
indicates that phototrophs are able to reach the site via global water and/or wind distribution 
systems, and other work has shown evidence of strong local aerial transport of cyanobacteria in 
the area (Harding et al., 2011). I hypothesize that the relative absence of phototrophs is probably 
due to a combination of several factors: (1) the arctic setting allows only a short growth season, 
due to lack of light and extreme cold during winter; (2) the glacial surface appears to be a 
relatively pristine site, as it is not covered in soil, plant or visible microbial growth, and (3) the 
spring emerges in a slightly different place each year, seeding the glacial surface with microbes 
from a dark subsurface environment. The large influx of subsurface organisms (unlikely to 
contain many phototrophs), together with an abundant energy supply for microbes capable of 
aerobic oxidation of reduced sulfur, allows for microbial growth that is more rapid than 
phototroph colonization via random atmospheric transportation. In hydrothermal vent 
environments Epsilonproteobacteria have been shown to be the most rapid initial colonizers, 
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even though they are not necessarily dominant in the environment overall (López-Garcia et al., 
2003, Nakagawa et al., 2005) and that may help to explain why Epsilonproteobacteria are 
dominant in our sulfur deposits despite the fact that they are not dominant in the spring water. 
The role played by the Burkholderiaceae that dominate the spring water is unknown.  
 The absence of ammonium oxidation is also intriguing. Ammonium oxidation by oxygen 
(nitrification) or nitrite (anammox) is energetically favorable according to our bioenergetic 
calculations, and nitrification has been shown to be significant in another subglacial site (Boyd et 
al., 2011). However, neither the bacterial nor archaeal amoA gene responsible for the first step in 
this process (Boyd et al., 2011) were detected in the metagenome. Genes associated with 
anammox  (hydrazine synthase and hydrazine dehydrogenase, Kartal et al., 2011) were also not 
detected and the SSU rRNA data for BF09-06 does not contain any Planctomycetes (the only 
lineage so far known to be able to carry out anammox) although there are some present in the 
spring water. Both these metabolisms could be present at a very low level, with gene numbers 
too small to be detected by the depth of our sequencing, but it is surprising not to find either one 
or the other. The best hypothesis to explain the lack of ammonium oxidation is that the bulk 
samples required for geochemical analysis and DNA extraction in this low biomass system may 
have sampled across any stratification in chemical species. This could mean that the ammonium 
was not present in the same part of the deposit as either nitrite or oxygen, so that neither aerobic 
nor anaerobic oxidation of ammonium was feasible. However, the deposit was very liquid, and 
so diffusion of chemical species should be possible. In environments where anammox is known 
to take place, such as the Black Sea, it is typical to observe a stratified system with oxidation of 
ammonium by nitrite in anoxic zones, and with nitrite introduced by mixing or diffusion from 
more oxidized zones nearer the surface, with potential overlap of both anammox and nitrification 
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in suboxic zones (Thamdrup & Daalsgard, 2002; Kuypers et al., 2003; Lam et al., 2007; 
Daalsgard et al., 2005). 
 
CONCLUSION 
 The bioenergetics calculated from the geochemical analysis, SSU rRNA data, 
metagenomic data and previously published work on the genomes of Epsilonproteobacteria and 
their capabilities in culture, are all consistent with the hypothesis that the Sulfurovum sp. and 
Sulfuricurvum sp. that dominate the BF09-06 sulfur deposit are autotrophs, using sulfur redox 
energy to fuel primary productivity. Given the numerical dominance of the Sulfurovum and 
Sulfuricurvum in my dataset, they appear to be the major primary producers in the deposit, which 
is the first time they have been observed to be dominant in a sub-aeriel environment. The 
evidence suggests that sulfur redox energy is the main source of primary productivity in this 
environment, instead of light, even though light is abundant. It is not clear why energetically-
favorable metabolisms such as photosynthesis, nitrification and anammox are not being utilized 
to any significant degree. My study has shed new light on the way that bioenergetics and 
metagenomic data can be used in combination to understand the specific ways that microbes are 
obtaining energy from their environment, and to identify habitable niches that are unoccupied. 
Further work would be needed to determine the reasons why these environmental niches are not 
utilized, and whether this is a temporary or permanent phenomenon. 
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CHAPTER 3 
 
METAGENOME ANALYSIS METHOD DEVELOPMENT AND SUPPLEMENTARY 
ANALYSIS 
 
INTRODUCTION 
 In order to produce the results in Chapter 2 it was necessary to determine the best method 
of analyzing the metagenome data in order to answer the specific scientific questions being 
asked. Metagenomic and metatranscriptomic studies in their current form did not exist prior to 
the invention of 454 pyrosequencing in 2005 (Margulies et al., 2005). The studies that were 
carried out using Sanger sequencing (e.g. Poretsky et al., 2005, Rondon et al., 2000, Rusch et al., 
2007, Tringe et al., 2005) faced significant difficulty in obtaining large enough numbers of 
sequences to produce meaningful coverage of a range of functional genes. The invention of 454 
and subsequent next-generation sequencing technologies has massively increased the amount of 
sequence data that it is possible to obtain but this creates a new challenge of how best to analyze 
such large quantities of data. Although the number of metagenomes that have been analyzed now 
runs into the thousands and is increasing rapidly, metagenomic analysis is still a developing field 
and a consensus has not been reached on the best way to handle this type and scale of data. 
Moreover the expertise to do so is not yet widespread. For example, although the University of 
Colorado contains a significant cadre of expert bioinformaticians, at the time this analysis was 
done, as far as it could be determined, no-one at the University had previously analyzed a 
metagenome. This chapter sets out the process by which I developed and tested the metagenome 
analysis method used in Chapter 2, and some supplementary analyses I carried out to check and 
confirm the results set out in Chapter 2. It also includes my thoughts on how metagenome 
analysis methods could be improved. 
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CHALLENGES INVOLVED IN ANALYZING A METAGENOME 
 The challenges to be faced in analyzing a metagenome (or metatranscriptome) can be 
summarized as: 
i) quality control of sequences to exclude poor quality reads; 
ii) identifying the function, and likely phylogenetic origin, of genes represented within the 
metagenome,  
iii) collecting this information together in a way which enables the researcher to answer the 
scientific questions that the study was designed to address. 
  Essentially the problem is one of scale. For a ‘metagenome’ of 100 sequences the task 
would be trivial. The National Center for Biotechnology Information (NCBI) website 
(http://blast.ncbi.nlm.nih.gov/Blast.cgi) could be used to BLAST (Altschul et al., 1990) the 
sequences against a protein or nucleotide databases. Quality control would be assured by using 
top hits that met suitable cut-offs (e.g. bit score). The function of each hit and the phylogenetic 
origin of the sequence that was the best match could be obtained by manually looking through 
the hits, and the number of sequences is small enough that a researcher could instantly gain an 
overview of the information contained in the ‘metagenome’, although of course not much useful 
information could be obtained from such a small number of sequences.  For a metagenome of a 
million sequences, this approach would take a prohibitively-long period of time, and so 
automated methods are needed. This requires access to computer programs that will collate the 
information in an appropriate way to enable to science questions to be answered, or the 
programming skill to write custom programs, and access to sufficient computational power to 
handle the data sets.  
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METAGENOME ANALYSIS METHOD DEVELOPMENT 
 Initial analysis of the metagenome was performed by using gene sequences of known 
sulfur redox genes as probes against the metagenome data. I downloaded the BLAST 2.2.22 
Executables from the NCBI website and installed them on a local computer so that the BLAST 
algorithms (Altschul et al. 1990) could be used to probe the metagenome data. I converted the 
metagenome sequence file of 1.2 million sequences into a database that could be searched using 
the BLAST programs by using the BLAST formatdb function. I downloaded sequences of sulfur 
redox genes were downloaded from the NCBI (http://www.ncbi.nlm.nih.gov/) or KEGG 
(http://www.genome.jp/kegg/, Ogata et al., 1999) databases as either nucleotide (nt) or amino 
acid (aa) sequences from a range of different organisms. The soxB gene, which has been well 
characterized in many organisms, was the first gene that I tested using nt and aa sequences from 
organisms spanning the sequence diversity of this gene as set out in Petri et al., 2001. As the 
metagenome sequences were nt sequences, the blastn program was used when nt probe 
sequences were used, and the tblastn program was used when aa probe sequences were used. As 
expected, given the redundancy of the genetic code which allows silent mutations to occur, the 
aa sequences produced much more consistent numbers of hits than nt sequences, which varied 
from only 7 hits using the SoxB nt sequence from Paracoccus to 253 hits using the SoxB gene 
from Sulfurovum, using a bit score cutoff of 50 (the cutoff used by Canfield et al, 2010). 
Consequently aa sequences were used as the probe for all subsequent analyses. I also changed 
the quality control cutoffs to be more stringent, as I was concerned that a bit score of 50 was not 
sufficiently robust, and so I subsequently used cutoffs of a maximum e-value of 10-10 and a 
minimum percentage identity of 50%, as described below. 
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 Although the method of BLASTing specific gene sequences against a database made of 
the metagenome sequences produced significant hits, it was possible that a metagenome 
sequence might have an even more significant hit against another gene. To test this it was 
necessary to identify all the metagenome sequences that were significant hits to a reference 
sequence (eg to a soxB reference sequence), and then BLAST the metagenome sequences against 
GenBank or another universal database in order to determine if the top hit was a gene with a 
different function than the one originally used as reference. As I used a number of different 
reference sequences for each sulfur redox gene in order to try and capture the sequence diversity 
of each gene (e.g. 15 different soxB reference sequences were used), it was first necessary to 
combine all these results and remove metagenome sequences that were included in the results 
more than once because they were significant hits for more than one reference sequence. I did 
this manually. I then used the unique list of metagenome sequences that were significant hits to 
the sulfur redox reference genes as probes to BLAST against the GenBank protein nr database 
using the blastx program. The blastx program translates the nt sequence into all 6 possible aa 
sequences, i.e. all three reading frames for both the given sequence and its complementary 
sequence, and then uses all 6 aa sequences as probes against the protein nr database, retaining the 
best hits. As the initial BLAST result gave only the identifying number of each metagenome 
sequence that was a significant hit to the target gene, not the sequence itself, I wrote a short 
computer program in the Python programming language in order to quickly copy a batch of 
sequences from the metagenome to avoid the need to find and copy each sequence individually. 
This Python script (grab_seqs.py) takes a list of sequence identifying numbers as input, and 
produces a fasta file with all the sequences as output. It also produces a log file that includes 
error reporting. I wrote a second script (check_seq_ident_input.py) to check that the input file for 
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grab_seqs.py is in the correct format. The most recent version of grab_seqs.py is in Appendix 1 
and the most recent version of check_seq_ident_input.py is in Appendix 2.  
 BLASTing the unique list of metagenome sequences that had been significant hits for the 
reference genes against the NCBI protein nr database was done for the hits to each of the DsrA, 
DsrB, rDsrA, rDsrB, psrA, soxB, soxC, sqr, sulfide dehydrogenase and thiosulfate reductase 
reference gene sequences. The next step was to scan all the results to see if the top hit was still 
the sulfur redox gene, or if there was something else that was an even more significant hit. For 
the first genes tested, DsrA&B and rDsrA&B, this was a fairly quick process as there were very 
few hits. For example, there were only 4 metagenome sequences that hit DsrB significantly and 
when BLASTed against GenBank three of them had DsrB sequences as their top hit while the 
fourth was DsrA. However, for genes with more hits (e.g. there were 244 unique metagenome 
sequences that were unique hits to sqr) it was quickly determined it would take a long time to 
look at each individual result manually, and so, although technically feasible, it would take a 
very long time to quantify each gene of interest this way, given the large number of genes of 
interest. 
 Even more importantly, it was also a consideration that the method of using specific gene 
sequences as probes could result in something important being missed. Relevant genes could be 
missed if the gene possessed such a high range of diversity in its aa sequence that the reference 
aa sequence used wasn’t a significant match. Since the full range of diversity in aa sequence isn’t 
known for all genes this risk would be impossible to exclude. Therefore I considered it was 
preferable to use the metagenome sequences as probes and BLAST them against a 
comprehensive database in order to assign function. Although relevant genes could still 
potentially be missed if they were so different in sequence to previously-known genes that they 
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did not have any significant hits in the database, the risk would be much lower as the whole 
database would be available for sequence comparisons, rather than just a reference sequence (or 
selection of reference sequences).  
 An unavoidable limitation of any molecular study, separate from the issue of gene 
sequence diversity, is that we may have not have identified all genes responsible for functions of 
interest to the study, in which case relevant genes could not be identified by any sequence-
comparison method. For example, although many bacteria have been identified which can gain 
energy by the oxidation of Fe2+ (Blöthe & Roden 2009, Lamers et al., 2012, Kozubal et al., 
2012, Wang et al., 2011) the genes which are responsible for this capability have not been 
determined. It was therefore impossible to quantify these genes in the Borup metagenome, even 
though the bioenergetic calculations showed that iron oxidation should be energetically-
favorable. There may also be microbial functions that have yet not been identified in either 
environmental or culturing studies, and so for which not only have genes not been identified, but 
we would not even know that such genes might exist. 
  In the absence of access to a computer cluster or server, the first attempt I made to 
assign functions to the metagenomic sequences by BLASTing the sequences against a universal 
database involved BLASTing the sequences against the NCBI protein nr database online, again 
using the tblastn algorithm. This algorithm is a lot more computationally intensive than the 
blastn algorithm. The NCBI server assigns only a set amount of time to each job submitted to it 
online, in order to ensure that users with very heavy computational needs don’t take up all the 
computational time, which would exclude other users. The number of sequences that can be 
processed in any one job depends on the specific blast algorithm used. While several hundred 
sequences can be processed using the blastn algorithm, a far smaller number can be processed in 
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one go using the tblastn algorithm, and when jobs time out on the NCBI server all the data is lost 
(i.e. partial results are not returned). I determined by trial and error that only 65 sequences could 
be submitted at one time, so that it was clearly going to take far too long to use this method to 
assign functions to the entire metagenome. An alternative that was considered was to download 
the protein nr database and carry out the BLAST on a local computer. Consultation with more 
experienced bioinformaticians who had carried out similar types of processes, indicated that this 
should be feasible, but would take a significant amount of computational time (possibly several 
weeks on a single laptop). Moreover, it still left the requirement for another step to collate the 
results of the BLAST search, collecting the top hits that resulted from each sequence in a format 
that would be of manageable size and so which would enable useful information to be retrieved. 
This would also require significant computational power, and newly-written software as an ‘off-
the-shelf’ program to do this was not available.  
 I decided instead to use the MG-RAST online metagenome analysis pipeline (Meyer et 
al., 2007) for the initial quality control of the metagenome sequences, the assignment of function 
by BLASTing the metagenome sequences against the GenBank protein nr or other universal 
databases, and the initial collating of top hits resulting from the BLAST. These are the most 
computationally-intensive parts of the process, and the parts that require the most complicated 
computer programming ability. Although the issues of lack of access to a computer cluster and 
limited programming ability could have been solved in time, or by collaboration, it was a much 
faster process to use the MG-RAST pipeline, and I therefore considered this the preferable 
solution.  
 The MG-RAST pipeline provides a freely-available web-based service which produces 
an automated annotation of metagenome data with user input into the quality controls used. The 
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first step is to remove poor quality reads from the metagenome. Artificial replication of 
sequences is a known artifact of the 454 sequencing process (Gomez-Alvarez et al., 2009), and 
so, as set out in Chapter 2, the MG-RAST pipeline was used to remove sequences that had 
exactly the same nt sequence for the first 50 nt, leaving only one sequence, as these were 
considered more likely to be artificial than genuine replicates. Poor quality sequences, defined as 
those with 10 or more ambiguous bases, or sequences that were less than 75 nt long, were also 
removed. Table 3.1 below shows the number and characteristics of the metagenome data 
initially, and following these quality-control steps. The dataset resulting from these quality-
control steps (the quality-controlled database) was downloaded from the MG-RAST website and 
was used for all subsequent analyses, not just the remainder of the MG-RAST process. 
 
 Initial metagenome database Post quality control database 
Number of sequences 1,238,751 957,074 
Average length 530 +/- 63 bp 537 +/- 37 bp 
Total bp 657,394,433 bp 514,016,777 bp 
GC % 41 +/- 9% 41 +/- 9% 
Table 3.1 Characteristics of the metagenome database before and after initial quality-control to 
exclude poor-quality sequences and artificial duplicates 
 
 Following quality-control the MG-RAST uses gene-finding algorithms to predict gene 
sequences (‘features’) within the metagenome data. It does this, rather than BLASTing each 
sequence against a database because some metagenome sequences could contain fragments of  2 
genes. For protein-coding sequences, the nucleotide sequences are also translated into amino acid 
sequences which are used for all subsequent analyses. The protein-coding sequences are 
clustered at 90% amino acid similarity and a single sequence is used as a representative sequence 
for the entire cluster to identify the function and likely phylogeny. The representative sequence is 
compared to a number of databases using a BLAST-like algorithm called BLAT (Kent 2002). 
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The protein databases include the SEED (Overbeek et al., 2005), GenBank nr (Benson et al., 
2011), RefSeq (Pruitt et al., 2009), IMG/G (Markowitz et al., 2008), UniProt (The UniProt 
Consortium, 2011), eggNOGG (Muller et al., 2010), KEGG (Kanehisa et al., 2008) and PATRIC 
databases (Gillespie et al., 2011) as well as the M5NR non-redundant database made by the MG-
RAST team from combining data from all of the above. The top hit from this comparison is 
retained. If there are two or more top hits with the same score they are all retained, as the MG-
RAST team has no way to determine which is more likely to be correct. MG-RAST also 
analyzes ribosomal RNA sequences using the Greengenes (DeSantis et al., 2006), SILVA 
(Pruesse et al., 2007) and RDP (Cole et al., 2009) databases. The user can download the results 
of analysis against any of these databases, and can set the quality-controls used to filter results. 
The MG-RAST pipeline identified 823,237 predicted protein features in the Borup metagenome 
and was able to assign a function to 536,866 of these features (65.2%) using a maximum e-value 
of 10-3 (the default MG-RAST cutoff). 
 I carefully considered the question of the cutoffs to be used in each BLAST. The Canfield 
et al. 2010 paper which was in general considered a good model for this study as it also involved 
quantifying a number of sulfur redox genes, discarded hits with a bitscore of less than 50, based 
on work done by Shi et al. 2011 suggesting that this was a reasonable score to assess 
significance. However, the Shi et al. work was done when 454 sequences were shorter than those 
currently being obtained, and discussion with one of the main authors of that study (Ed DeLong) 
suggested that perhaps a higher cutoff would now be more appropriate. The MG-RAST analysis 
allows selection by e-value and percentage identity. Literature study cutoffs included a bit score 
of 50 (Canfield et al., 2010, Inskeep et al., 2010), or an e value of 10-3 (Dinsdale et al., 2008, 
Simon et al., 2009) or 10-5 (Biddle et al., 2011). However, I considered that these cutoffs were 
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too generous. An e-value of 10-5 means that there is a 1 in 105 probability that a hit is random, 
rather than significant, for the database used. With a database of around 106 sequences (957,000 
sequences after the MG-RAST initial quality controls – see below) this would mean that every 
probe had 10 false positives. In order to ensure that the probability of a false positive hit was 
0.01 or less, an e-value of, at most, 10-8 would be needed for a database of 106 sequences. As the 
goal of the project was to do some accurate relative quantification of genes in the metagenome, a 
cutoff of  10-10 was used to provide extra stringency in order to minimize the risk of  noise in the 
data.  
 I also considered the question of the percentage identity cutoff. Proteins with as low a 
percentage identity as 30% have been shown to have the same function in some cases (Cheng 
2006) but that is not always the case (Krugel et al., 1995). As proteins have different levels of 
conservation there will not be one single value that works for all proteins. A balance would be 
needed between not being too relaxed, in order to avoid false identifications, but also not being 
too stringent, which could exclude too much valid data. I perfomed a sensitivity analysis by 
using an e-value cutoff of 10-10 and percentage identities of 50%, 60%, 70% and 80%. The 
number of results did not decrease markedly when 60% was used instead of 50%, but at 70% the 
number of hits was only half that at 50%, and at 80% the number of hits was only 10% of that at 
50%. I therefore decided that using 70% or 80% would probably result in too much information 
being lost, and so either 50% or 60% would be more appropriate. A value of 50% was used as 
this was already more stringent than any quality control cutoff seen in the literature. An in silico 
study simulating the proportion of protein-coding sequences that hit a gene of similar function at 
different e-value cutoffs showed that 500 bp sequences will hit a gene of similar function at an e-
value cutoff of 10-10 and 50% identity (Mou et al., 2008). 
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 A further issue I considered was the quality of the annotation on GenBank and other 
databases, and the risk of ‘annotation drift’. This potential problem could arise because most 
genes are annotated by sequence comparison. Originally there must have been an experimental 
study which determined the function and sequence of a given gene. Subsequently, genes with 
closely-related sequences would be annotated as the same function. ‘Annotation drift’ could 
occur as this process iterates. For example, gene A has its function experimentally determined. 
Gene B is subsequently annotated as being the same as gene A because it is 80% identical . Gene 
C is subsequently annotated as being the same gene it is 80% identical to gene B, but at this point 
it might be only 64% identical to gene A. Extending this process could result in mis-annotation 
of genes. GenBank is the database with the most universal sequence coverage and this is an 
advantage in terms of being able to identify a diverse range of genes, but in order to maintain its 
universal nature its content is not audited, and the quality of annotation is varied. Some 
metagenome studies have addressed this challenge by using a custom database (e.g. Inskeep et 
al., 2010) and The Seed is an attempt by a group of microbiologists to produce a good quality 
database that will be a general resource for the community, by aiming to produce high-quality 
annotation of 1000 microbial genomes (Overbeek et al., 2005). I decided to use GenBank for 
annotation as I considered the advantages of having the widest-possible range of reference 
sequences to use to try to identify function outweighed the risks of mis-annotation. This was 
particularly the case given the fact that the environmental characteristics of the site are different 
from the types of sulfur-rich systems that have previously been studied, such as hydrothermal 
vents, acid mine drainage and acidic hot springs, which could mean that the metagenome would 
contain functional genes that were quite diverse from those previously characterized. In order to 
minimize the risk of mis-annotation I examined manually the NCBI record for gene sequences 
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hit by large numbers of metagenome sequences. While it is impossible to independently verify 
that the annotation in NCBI was correct, it was possible to see whether the annotation looked 
reasonable by checking whether there was a link to a published experimental study, or whether 
the organism given as the top hit was a close relative of one known to possess those capabilities. 
 An additional issue that I considered was that environmental sequences could be closely-
related to relevant genes, but might non functional, for example if there was an internal stop 
codon. As all the comparisons were done using aa sequences any stop codons within the 
metagenome sequence would shorten the ‘feature’ used by MG-RAST to assign function, and 
this would be reflected in a lower quality score, which would mean that such hits would be less 
likely to be included in the results given the rigorous quality-control limits that were used. 
However, this could not of course be guaranteed. In addition, as the metagenome sequences were 
not full gene length, if a sequence hit a non-functional gene that had a stop codon outside the 
region covered by the metagenome sequence, it would be missed. This is an inevitable 
consequence of using less than full length gene sequences. The alternative of using assembled 
sequences (contigs) was considered, but this would not have allowed for accurate relative 
quantification of genes, which was an essential part of the study, so this approach was not used. 
 Initial analysis using MG-RAST also tested the feasibility of using one of the ‘universal’ 
functional classification schemes: KEGG orthology (Kanehisa et al., 2008), COG (Sayers et al., 
2009), NOG (Muller et al., 2010) or the SEED subsystems (Overbeek et al., 2005), to select 
sulfur redox and other energy genes. Table 3.2 below shows the number and percentages of 
protein features that were recognized by each of these ‘universal’ functional group classification 
schemes.  
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Classification Scheme Number of protein-
coding features 
recognized 
Percentage of 
annotated protein-
coding features 
recognized 
Percentage of all 
protein-coding 
features recognized 
COG 445,046 83 54 
KEGG (KO) 321,561 60 39 
NOG 58,316 11 7 
The SEED 
subsystems 
770,416 144 94 
Table 3.2 Protein-coding features recognized by different ‘universal’ functional classification 
schemes 
 
 Clearly there is some double-counting as the SEED subsystems has apparently 
recognized >100% of the protein features to which a function had been assigned, and 
unfortunately the MG-RAST method of calculating the numbers of features recognized by each 
classification scheme was not explained. However, it is clear from these data that the SEED 
subsystems classification did the best job of recognizing proteins, and that the COG, KEGG and 
NOG systems are nowhere near comprehensive enough for this type of dataset. Unfortunately, 
the SEED subsystems did not identify even all the major sulfur redox genes in its classification 
system; the sox, Dsr, sulfite oxidase and sulfide dehydrogenase (fcc) genes are included, but key 
sulfur-cycle genes such as sulfide-quinone reductase (sqr), polysulphide reductase and 
thiosulfate reductase do not appear to be included within the classification scheme. I therefore 
decided that it would be necessary to go through the output of the MG-RAST annotation 
manually, to identify hits of interest that would require accurate quantification, as described in 
Chapter 2. This involved going through the hit result table of 44,371 lines, manually, to find hits 
against proteins of interest. The metagenome sequences that had hit a protein of interest were 
then downloaded and quantified as described in Chapter 2.  
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SUPPLEMENTARY ANALYSES 
 I carried out supplementary analyses to further check and confirm the results of the 
metagenome analysis which are set out in Chapter 2. 
 
Comparison of ribosomal RNA analysis from different sources 
 In addition to containing protein-coding sequences the metagenome also contained 
ribosomal RNA sequences, and I analyzed these using MG-RAST in order to compare the results 
with those found using pyrosequencing of SSU rRNA amplicons (as set out in Chapter 2). As 
quality-control cutoffs are better established for ribosomal RNA sequence analysis than for 
proteins, it was possible to use higher cutoffs. Cutoffs of a maximum e-value of 10-10 and a 
minimum percentage identity of 95% were used. Taxonomic assignments were made using the 
Ribosomal Data Project (RDP, Cole et al., 2009)), Greengenes (DeSantis et al., 2006), Silva 
small subunit (SSU) and Silva large subunit (LSU) databases (Pruesse et al., 2007).  
 Each classification captured different numbers of sequences, and differed in the 
proportion of those sequences to which they assigned a phylogeny using these quality control 
cutoffs, but all four analyses were consistent with each other, and with the SSU rRNA analysis of 
the PCR amplications described in Chapter 2. All four analyses showed that the metagenome is 
dominated by bacterial sequences, with very few eucaryote sequences, and no archaeal 
sequences detected in the ribosomal RNA (Figure 3.1 below). 
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Figure 3.1 Ribosomal RNA reads within the metagenome classified by different ribosomal RNA 
databases, including unassigned reads 
 
 All four analyses showed the numerical dominance of the Epsilonproteobacteria and 
Flavobacteria in the metagenome sample (see analysis at Class level in Tables 3.3-3.5 below). 
0% 
10% 
20% 
30% 
40% 
50% 
60% 
70% 
80% 
90% 
100% 
RDP Greengenes SSU LSU 
Pe
rc
en
ta
ge
 o
f r
R
N
A
 r
ea
ds
 
Database 
Bacteria	  Eucaryota	  Unassigned	  
 n=2092  n=2376    n=2909      n=3344 
	  	   64	  
 
Domain Phylum Class Abundance 
Bacteria Actinobacteria Actinobacteria (class) 20 
Bacteria Bacteroidetes Bacteroidia 10 
Bacteria Bacteroidetes Cytophagia 26 
Bacteria Bacteroidetes Flavobacteria 348 
Bacteria Bacteroidetes Sphingobacteria 6 
Bacteria Chloroflexi Chloroflexi (class) 1 
Bacteria Firmicutes Bacilli 9 
Bacteria Firmicutes Clostridia 31 
Bacteria Planctomycetes Planctomycetacia 1 
Bacteria Proteobacteria Alphaproteobacteria 15 
Bacteria Proteobacteria Betaproteobacteria 107 
Bacteria Proteobacteria Deltaproteobacteria 17 
Bacteria Proteobacteria Epsilonproteobacteria 1280 
Bacteria Proteobacteria Gammaproteobacteria 105 
Bacteria Spirochaetes Spirochaetes (class) 1 
Bacteria Synergistetes Synergistia 1 
Bacteria Tenericutes Mollicutes 8 
Bacteria Verrucomicrobia Opitutae 1 
Bacteria Other Other 95 
Eukaryota Bacillariophyta Bacillariophyceae 1 
Eukaryota Chlorophyta Trebouxiophyceae 1 
Eukaryota Other Bangiophyceae 1 
Eukaryota Other Pelagophyceae 1 
unassigned unassigned unassigned 6 
TOTAL     2092 
Table 3.3 Ribosomal RNA classsification at Class level against RDP database 
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Domain Phylum Class Abundance 
Bacteria Actinobacteria Actinobacteria (class) 19 
Bacteria Bacteroidetes Bacteroidia 5 
Bacteria Bacteroidetes Cytophagia 17 
Bacteria Bacteroidetes Flavobacteria 329 
Bacteria Bacteroidetes Sphingobacteria 4 
Bacteria Bacteroidetes Other 1 
Bacteria Elusimicrobia Elusimicrobia (class) 1 
Bacteria Firmicutes Bacilli 3 
Bacteria Firmicutes Clostridia 25 
Bacteria Firmicutes Erysipelotrichi 7 
Bacteria Planctomycetes Planctomycetacia 1 
Bacteria Proteobacteria Alphaproteobacteria 6 
Bacteria Proteobacteria Betaproteobacteria 47 
Bacteria Proteobacteria Deltaproteobacteria 8 
Bacteria Proteobacteria Epsilonproteobacteria 805 
Bacteria Proteobacteria Gammaproteobacteria 19 
Bacteria Spirochaetes Spirochaetes (class) 1 
Bacteria Synergistetes Synergistia 1 
Bacteria Tenericutes Mollicutes 8 
Bacteria Verrucomicrobia Opitutae 1 
Eukaryota Streptophyta Jungermanniopsida 1 
Eukaryota Other Florideophyceae 1 
unassigned unassigned unassigned 1066 
TOTAL     2376 
Table 3.4 Ribosomal RNA classification at Class level against Greengenes database 
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Domain Phylum Class Abundance 
Bacteria Actinobacteria Actinobacteria (class) 16 
Bacteria Bacteroidetes Bacteroidia 11 
Bacteria Bacteroidetes Cytophagia 27 
Bacteria Bacteroidetes Flavobacteria 403 
Bacteria Bacteroidetes Sphingobacteria 7 
Bacteria Chloroflexi Chloroflexi (class) 1 
Bacteria Cyanobacteria Other 2 
Bacteria Elusimicrobia Elusimicrobia (class) 1 
Bacteria Firmicutes Bacilli 6 
Bacteria Firmicutes Clostridia 29 
Bacteria Firmicutes Erysipelotrichi 7 
Bacteria Planctomycetes Planctomycetacia 2 
Bacteria Proteobacteria Alphaproteobacteria 16 
Bacteria Proteobacteria Betaproteobacteria 61 
Bacteria Proteobacteria Deltaproteobacteria 10 
Bacteria Proteobacteria Epsilonproteobacteria 847 
Bacteria Proteobacteria Gammaproteobacteria 190 
Bacteria Tenericutes Mollicutes 11 
Bacteria Verrucomicrobia Opitutae 1 
Eukaryota Arthropoda Insecta 5 
Eukaryota Ascomycota Pezizomycetes 1 
Eukaryota Chlorophyta Trebouxiophyceae 2 
Eukaryota Chordata Actinopterygii 11 
Eukaryota Streptophyta Liliopsida 7 
Eukaryota Streptophyta Zygnemophyceae 1 
Eukaryota Other Bangiophyceae 1 
Eukaryota Other Chrysophyceae 2 
Eukaryota Other Pelagophyceae 1 
Eukaryota Other Spirotrichea 1 
Eukaryota Other Other 4 
unassigned unassigned unassigned 1225 
TOTAL     2909 
Table 3.5 Ribosomal RNA classification at Class level against Silva SSU database 
 
Domain Phylum Class Abundance 
Bacteria Actinobacteria Actinobacteria (class) 51 
Bacteria Bacteroidetes Bacteroidia 11 
Bacteria Bacteroidetes Cytophagia 20 
Bacteria Bacteroidetes Flavobacteria 510 
Bacteria Bacteroidetes Sphingobacteria 60 
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Bacteria Bacteroidetes Other 1 
Bacteria Chloroflexi Chloroflexi (class) 3 
Bacteria Chloroflexi Dehalococcoidetes 1 
Bacteria Firmicutes Bacilli 20 
Bacteria Firmicutes Clostridia 20 
Bacteria Firmicutes Erysipelotrichi 2 
Bacteria Firmicutes Negativicutes 1 
Bacteria Gemmatimonadetes 
Gemmatimonadetes 
(class) 3 
Bacteria Proteobacteria Alphaproteobacteria 38 
Bacteria Proteobacteria Betaproteobacteria 170 
Bacteria Proteobacteria Deltaproteobacteria 22 
Bacteria Proteobacteria Epsilonproteobacteria 2173 
Bacteria Proteobacteria Gammaproteobacteria 101 
Bacteria Spirochaetes Spirochaetes (class) 11 
Bacteria Synergistetes Synergistia 2 
Bacteria Tenericutes Mollicutes 31 
Bacteria Verrucomicrobia Opitutae 2 
Bacteria Verrucomicrobia Other 2 
Bacteria 
unclassified (derived 
from Bacteria) Other 1 
Eukaryota Annelida Polychaeta 1 
Eukaryota Arthropoda Branchiopoda 10 
Eukaryota Arthropoda Insecta 8 
Eukaryota Ascomycota Sordariomycetes 3 
Eukaryota Bacillariophyta Other 1 
Eukaryota Chlorophyta Chlorophyceae 2 
Eukaryota Cnidaria Anthozoa 1 
Eukaryota Cnidaria Hydrozoa 13 
Eukaryota Phaeophyceae Other 1 
Eukaryota Streptophyta Liliopsida 7 
Eukaryota Streptophyta Mesostigmatophyceae 1 
Eukaryota Streptophyta Other 2 
Eukaryota Other Bangiophyceae 1 
Eukaryota Other Chrysophyceae 2 
Eukaryota Other Hyphochytriomycetes 1 
Eukaryota Other Oligohymenophorea 1 
Eukaryota Other Raphidophyceae 1 
Eukaryota Other Other 3 
unassigned unassigned unassigned 29 
TOTAL     3344 
Table 3.6 Ribosomal RNA classification at Class level against Silva LSU database 
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 At Genus level all four analyses were also consistent with each other, and with the 
amplicon pyrosequencing data, in confirming that Sulfurovum was the most abundant Genus and 
that Flavobacterium was also highly abundant. Curiously, none of the four analyses showed any 
Sulfuricurvum, in contrast to the results from the pyrosequenced SSU rRNA amplicons which 
showed this Genus as being highly abundant (Chapter 2). However, all four analyses did show 
various other Epsilonproteobacteria, including Arcobacter, Helicobacter, Sulfurimonas and 
Sulfurospirillum, although the relative abundance of these Genera varied depending on which 
database was used for the analysis (see Table 3.7 below). 
  RDP Greengenes SSU LSU 
Sulfurovum 32 48 40 17 
Flavobacterium 16 22 21 7 
Arcobacter N/A N/A 0.4 8 
Helicobacter 21 3 2 13 
Sulfospirillum 0.3 0.2 0.5 7 
Sulfurimonas 4 4 2 10 
Coxiella N/A N/A 6 N/A 
Other 28 23 27 39 
Table 3.7 Percentage of total reads (excluding unassigned reads) for Genera which represent 5% 
or more of sequences against any of the ribosomal RNA databases 
 
 The variation in the relative abundance assigned to each Epsilonproteobacteria Genera, 
including the absence of Sulfuricurvum sequences, is probably due to the fact that reads are 
clustered and only one representative sequence is used to assign phylogeny, so that a small 
variation in the classification system used by each database to distinguish between closely-
related Genera could result in the whole cluster being assigned to a different Genus. However, 
the pattern was clearly that Epsilonproteobacteria were extremely abundant, and that Sulfurovum 
was the most abundant Epsilonproteobacteria. The total number of reads assigned to 
Epsilonproteobacteria was 50% of all assigned reads using the SSU database, 61% of reads 
assigned using either the RDP or Greengenes and 66% of all reads assigned using the LSU.  
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 In addition to the ribosomal RNA reads within the metagenome, and the pyrosequenced 
amplicons described in Chapter 2, there were also some longer, Sanger sequences from the DNA 
sample used for the metagenome. As described in Chapter 2, the representative sequence from 
the Operational Taxonomic Unit (OTU) in the SSU rRNA amplicon pyrosequenced data that 
QIIME had identified as Sulfuricurvum was 99% identical to one of the Sanger sequences, which 
was also identified as Sulfuricurvum when BLASTed against GenBank. The Sanger sequence 
also clustered with other, reference, Sulfuricurvum sequences in the Epsilonproteobacteria 
phylogenetic tree (Figure 4 in Chapter 2). Therefore I considered that the identification of the 
OTU in the amplicon data as Sulfuricurvum was appropriate. In addition, the Sanger data were 
also consistent with Sulfurovum, Sulfuricurvum and Flavobacterium being highly numerically 
dominant in the sequence data (see Figure 3.2 below). 
 
Figure 3.2 Phylogenetic assignment of SSU rRNA Sanger sequences of the metagenome DNA 
Sulfurovum	  Sulfuricurvum	  Flavobacterium	  Cyanobacteria	  Chloro[lexi	  Pseudomonas	  Prolixibacter	  Actinobacter	  Firmicutes	  
n=54 
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Phylogenetic distribution of protein-coding genes 
 I also used MG-RAST to look at the taxonomy of the protein-coding sequences which 
were the best hits for the metagenome sequences. This would give an indication of the most 
likely phylogenetic origin of the metagenome sequences, although taxonomic origin of hits can 
only ever be a question of the most probable origin, in any case, when dealing with this kind of 
data. Without complete genomes it is not possible to be certain about which genes came from 
which organism, particularly given the existence of horizontal gene transfer; it is only possible to 
determine the closest match of gene sequence, and so the most likely phylogenetic origin. 
However, this analysis was consistent with the ribosomal RNA analysis, showing that the 
Epsilonproteobacteria and Flavobacteria sequences were the most abundant top hits (44% and 
12% of top hits for all protein coding sequences, respectively). Figure 3.3 below shows the 
taxonomic origin for all Classes which represented 1% of more of the top hits within the total 
protein-coding sequences. As with the other MG-RAST data, there is a possibility of double-
counting if a metagenome sequence had two or more top hits. Most likely these would be of 
similar phylogenetic origin, so Classes that are better characterized within GenBank may be 
over-represented in this data. 
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Figure 3.3 Taxonomic origin of top hits resulting from comparison of metagenome sequences to 
GenBank with a maximum e-value of 10-10 and a minimum percentage identity of 50% 
 
Rarefaction and alpha diversity 
MG-RAST generated rarefaction curves of the number of observed species level groups detected 
as sequence numbers sampled increased. The rarefaction curve for protein-coding sequences 
showed a greater depth of sampling than for SSU rRNA sequences (Figures 3.4, 3.5 and 3.6). 
This was also evident in the calculation of alpha diversity. The Shannon richness (calculated as 
antilog of the Shannon diversity index) at species-level of the metagenome was calculated as 
396.565 from all the annotation databases used by MG-RAST, 275.37 from the protein-coding 
sequences, but only 28.84 or 42.62 from the SSU rRNA sequences contained within the 
metagenome when annotated against Greengenes or SILVA SSU databases, respectively. 
Actinobacteria	  Aqui[icae	  Bacteroidia	  Cytophagia	  Flavobacteria	  Sphingobacteria	  Bacilli	  Clostridia	  Alphaproteobacteria	  Betaproteobacteria	  Gammaproteobacteria	  Deltaproteobacteria	  Epsilonproteobacteria	  
n = 1,016,469 
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Figure 3.4 Rarefaction curve of observed species with increased sampling of ribosomal RNA 
reads annotated against the Greengenes database 
 
 
Figure 3.5 Rarefaction curve of observed species with increased sampling of ribosomal RNA 
reads annotated against the Silva SSU database 
 
	  	   73	  
 
Figure 3.6 Rarefaction curve of observed species with increased sampling of protein reads 
annotated against GenBank 
 
Comparative analyses with other metagenomes 
  The MG-RAST system contains some tools to allow comparative analyses of 
metagenomes in its database. This should be one of its most useful features. An accurate method 
to compare metagenomes from different sites, using the same quality control cutoffs and the 
same method of classifying function, would be extremely valuable in testing out whether the 
results of one metagenome study are consistent with those from other locations. It can be 
difficult to do this directly from the literature because of different quality controls and analysis 
methods, as described above, and so a rigorous analysis would require re-analyzing 
metagenomes from other studies, which requires suitable computational tools and sufficient 
computational power. However, the fact that MG-RAST only produces approximate 
quantifications limits the utility of this feature. There are two reasons given by the MG-RAST 
documentation for this. The first is that if a read has two top hits with equally good quality 
scores, then both are included in the final analysis as it is not known which one is the more 
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accurate. This seems reasonable, although it would be helpful (and not too difficult) to also 
provide the number of unique metagenome sequences for each functional assignment. If a 
sequence has two or more equally good hits it is most likely because it is hitting the same gene in 
two different organisms, so that in terms of simply determining which genes are present, without 
trying to assess the phylogenetic origin of hits, it would be valuable to have the number of 
unique metagenome sequences. The second reason given by the MG-RAST team for the 
approximate numbering is that once the function and phylogenetic origin of the best hit to each 
cluster’s representative sequence has been determined, the total number of sequences assigned to 
that hit is based on an estimate of the number of sequences in the cluster. There does not seem to 
be any good reason to use an estimate at this stage, since computers count extremely easily and 
quickly it should not be difficult to produce exact quantifications. This is a major weakness of 
the MG-RAST system. The work described in Chapter 2 to quantify accurately the number of 
metagenome hits against genes of interest demonstrated however that the approximate 
quantifications produced by MG-RAST are in fact approximately correct, and so can be relied on 
to give a general idea of relative quantification of genes. Since the degree to which genes receive 
multiple hits from metagenome sequences will depend on how well represented that gene is in 
the annotation database (i.e. whether there are lots of very closely related sequences) genes 
which receives lots of duplicate hits from one metagenome are likely also to receive duplicate 
hits from other metagenomes, and so broad relative comparisons between the metagenomes may 
still be valid. As explained above, the functional classification system which captured the largest 
number of genes in the Borup metagenome was the SEED Subsystems classification. I therefore 
used this classification system to compare the relative abundance of genes in the Borup 
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metagenome with 6 metagenomes from Yellowstone and hotsprings and 2 metagenomes from 
hydrothermal vents (Figure 3.7). 
 
Figure 3.7 Comparison of the relative abundance of gene functional groups within the Borup 
metagenome, with the relative abundances in metagenomes from other environments. Light 
green represents highest relative abundance and red represents lowest relative abundance. Key (L 
to R): 1: Alvinella Pompejena (hydrothermal vent polychaete) epibiont; 2: Borup Fiord Pass 
Glacier; 3: UBA Acid Mine Drainage; 4: Octopus hot springs; 5: Guerrero Negro Mat 34-49 
mm; 6: Guerrero Negro Mat 0-1mm; 7: High Andean Forest Soil; 8: Canadian Arctic Ocean 
Viruses; 9: Arctic Marine Viruses 
 
The comparison in Figure 3.7 shows that the Borup metagenome clusters most closely with the 
epibiont of a hydrothermal vent tube worm. However, this very high level analysis was not 
considered very useful in drawing meaningful conclusions on the questions that this study was 
designed to answer and given the poor coverage of sulfur redox genes in particular by this 
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classification system it wasn’t considered worthwhile to pursue this method of analysis any 
further. 
 
CONCLUSION 
 The supplemenetary analyses carried out all support the conclusions reached in Chapter 2 
on the microbial comunity of the Borup Fiord Pass Glacial sulfur deposits. Moreover the process 
of developing, and testing, different approaches to analyzing the metagenome has enabled some 
conclusions to be reached on metagenome analysis methods. 
 There are two types of trade-offs to be made when considering how best to analyze a 
metagenome (or metatranscriptome, the data analysis issues are exactly the same). 
 The first trade-off concerns the balance between access to relevant expertise and tools, 
and intellectual control over the process. To analyze a metagenome effectively requires three 
things:  
i) coding (computer programming) ability to write the scripts (programs) needed to analyze such 
large data sets; 
ii) significant computational power; 
iii) scientific knowledge of the genes and biological systems under investigation. 
The two types of expertise, scientific and computational, can either be held by a single individual 
or by collaboration within a team. The ideal situation is that either both types of expertise are 
either held by a single individual, or that there is enough shared expertise, and strong enough 
communication within a collaborating team, that the same quality of results can be achieved. 
Without extremely good communication, however, the quality of analysis will suffer. The way in 
which computer programs are written affects the quality of the output. If the individual who 
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writes the script (program) does not possess scientific knowledge of the subject matter, and if the 
individual with the scientific knowledge doesn’t understand how the script operates, then it is 
possible that the computer analysis will not be appropriate for the scientific questions being 
asked. Good communication between collaborators can overcome this, but without that, the 
analysis may be inadequate and result in inaccurate conclusions being reached.  
 Access to sufficient computational power is a less significant issue, but not trivial. Any 
academic institution in the USA or Europe should have the ability to provide this resource to its 
own investigators, but it may affect researchers in small institutions that are not well funded, 
particularly in poorer countries outside North America and Europe. Commercial cloud 
computing resources can provide suitable computational power for anyone, although the cost of 
this is not yet clear, and could be prohibitive. In this study although access to computational 
power was an issue, it was an issue that could have been resolved. The reason for making use of 
the computational resources provided by MG-RAST (Meyer et al., 2008) instead was mostly as a 
way of accessing the software provided by that system. 
 For an investigator who does not have the coding skills to write their own software, or a 
suitable individual with whom to collaborate, or who lacks access to suitable computing power, 
the MG-RAST system provides an extremely valuable resource, as it provides both the necessary 
hardware and software to allow an analysis to be performed. However, there are drawbacks. 
Using an ‘off-the-shelf’ system like MG-RAST involves some loss of intellectual control for the 
investigator in determining how the analysis will be carried out. The most significant example of 
this, and a major weakness of the MG-RAST system, is that the quantifications provided are only 
approximate. The reasons given for this are not sufficient in my opinion. Moreover the MG-
RAST process is not as transparent as it could be. The documentation does not provide much 
	  	   78	  
detail in some cases on how parts of the analysis are carried out, and the scripts used are not 
made public. A much better model for this type of ‘off-the-shelf’ system is the QIIME software 
system for analyzing SSU rRNA data (Caporaso et al., 2010). QIIME has accurate 
quantification, much more complete documentation and all the scripts are publicly available so 
that it is possible to examine exactly how they work, and to amend them if desired. However, 
one strength that the MG-RAST system shares with QIIME is that it allows the investigator to 
download data not just at the end of the analysis, but at various points within it, so that it is 
possible for the investigator to supplement the analysis. For example, in the current study, data 
was downloaded from the MG-RAST system after the initial quality-control process to provide a 
metagenome database (the quality-controlled database of 957,074 sequences) from which poor 
quality reads and artificial duplicates had been removed, and which was used for further analysis 
outside of the MG-RAST system. In addition, after the MG-RAST system had assigned 
functions to the metagenome reads the sequences assigned to genes of interest were downloaded 
and accurate quantifications were performed manually as set out in Chapter 2. In this way a 
significantly higher quality of analysis was performed than would have been possible just using 
MG-RAST alone. The results of the analysis in Chapter 2 did however show that the MG-RAST 
approximate quantifications are probably accurate to an order of magnitude, so probably can be 
relied upon for making very high-level broad brush conclusions. 
 In the current study it would of course have been possible to collaborate with an 
individual with greater coding skills in order to produce custom-written software. That approach 
wasn’t taken because a key objective of this study was to learn how to analyze a metagenome 
myself. The experience gained in doing so has been invaluable, and has resulted in insights that 
might not have been obtained otherwise. Over the course of the study I have developed enough 
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coding expertise to understand how to go about writing suitable software for this task, and in 
future studies I can use this expertise either to interact much more effectively with coding 
specialists, to use scripts written by others and (with some more development of my coding 
skills) to write suitable scripts myself. I have already written a couple of simple scripts to aid the 
analysis process (see Appendices 1 & 2). Whether future work involves writing software, or 
collaborating with those who do, the skills and experience developed in this study will support 
better quality work in future. For example, in working through the output list of functional 
assignments produced by the MG-RAST system manually, it became clear that there is enormous 
variation in the way in which the same gene is annotated. It required in depth knowledge of the 
different sulfur redox genes and their function to be able to recognize some of the less obvious 
assignments. The soxB gene for example may alternatively be described as a sulfate thiol 
esterase, sulfur oxidation protein or thiosulfate oxidation protein. Knowledge of the relevant 
literature is needed to recognize possible synonyms in order to check them out in more detail. It 
is impossible for any individual to have this type of in-depth knowledge of every gene and so 
coders working on generic software for analyzing metagenomes cannot be expected to do a 
perfect job of collecting together the results of such an output. 
 The second trade off that needs to be made in analyzing metagenomes is between the 
quantity of data to be analyzed and the quality of the analysis. In the present study a high quality 
analysis was produced by doing several steps manually, but this is very time consuming. It was 
appropriate for this study because of the objective to obtain very accurate and specific relative 
quantification of sulfur redox and other energy metabolism genes, and because only a small 
subset of all the genes in the metagenome were quantified accurately. Genes for functions that 
were unrelated to the questions being asked in this study were not quantified accurately.  
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 It would not be possible to use the method set out in Chapter 2 to quantify every single 
gene in a metagenome, or series of metagenomes to do a quantitative comparative analysis. Any 
study which seeks to compare large numbers of metagenomes will probably need to rely entirely 
on computation as any manual analysis is unlikely to be feasible. This means that key elements 
that improved the quality of the work done in this study could not be replicated. For example, to 
do an overview comparison of all the genes in several different metagenomes it would not be 
possible to do any checking of the annotations in GenBank as was done here. Annotations would 
all need to be taken at face value. Similarly it would not be possible to go through the results 
manually as was done here to collect together genes for functions of interest. For an overview 
comparison it would be necessary to rely on the existing gene classification systems (e.g. COG, 
KEGG or SEED subsystems) which this study has shown do not completely capture all relevant 
genes. Such large scale overview studies (e.g. Booijink et al., 2010, Gomez-Alvarez et al., 2012, 
Mackelprang et al., 2011, McNulty et al., 2011) do still provide valuable insights, but their 
limitations should be understood. 
 At the present time the numbers of metagenomes being analyzed, and the number of 
different researchers doing this type of work, is rapidly increasing. Different approaches are 
being tried and there is value in this experimentation to determine the most appropriate methods. 
Moreover, the appropriate methods for different studies will are likely to vary depending on the 
specific scientific questions being asked. However, metagenome analysis methods could be 
improved by the following: 
i) Agreement within the community on a common set of quality-control cutoffs to remove poor 
quality sequences, and the levels of significance (e-value, percentage identity) that are 
considered appropriate in deciding whether a sequence is, or is not, the same function as a 
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reference gene. This would make it much easier to draw valid comparisons between the results of 
different metagenome analyses from different studies. Studies which include work to test out 
suitable quality control limits (e.g. Wommack et al., 2008, Mou et al., 2008, Mende et al., 2012) 
are extremely valuable to the community as a whole, and there is ongoing debate about the best 
analytical methods to use (e.g. Desai et al., 2012, Prakash & Taylor 2012, Scholz et al., 2012, 
Thomas et al., 2012). 
ii) The introduction of statistical significance tests to determine whether differences in 
abundances of genes and gene families are, in fact, statistically significant or not. This is not 
normal practice at present in metagenome studies. Wright et al., 2012 (in review, the material 
covered in Chapter 2) introduces one method for doing this and it is hoped that this will promote 
the wider use of such tests, and further debate about the best statistical methods to use. 
iii) The further development of ‘off-the-shelf’ tools such as MG-RAST for researchers who do 
not have the computational skills, or suitable collaborators, to carry out metagenome analyses 
entirely on their own. When the ‘off-the-shelf’ software is also combined with a free online 
resource that provides the necessary computational power, as MG-RAST does, it is even more 
useful. Despite its limitations, MG-RAST is an enormously valuable resource to the scientific 
community as a whole. Other ‘off-the-shelf’s systems do exist, but were not investigated in detail 
in this study, including the Joint Genome Institute IMG/M tools (Markowitz et al., 2011), the 
University of California’s CAMERA (Sun et al., 2011) and the J.Craig Venter Institute 
Metagenomics Reports (Metarep) tool (Goll et al., 2010).  New metagenomic analysis software 
is being continuously developed (e.g. Mitra et al., 2011, Suzuki et al., 2012, Ziemert et al., 2012) 
and both the Knight lab QIIME team and the J.Craig Venter Institute have now developed virtual 
machines that can run on cloud computing platforms (the QIIME Virtual Box which can run on a 
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local machine or the Amazon Cloud http://www.qiime.org/ and the JCVI Cloud Bio-Linux 
project http://www.jcvi.org/cms/research/projects/jcvi-cloud-biolinux/overview/) to assist 
researchers who do not have access to suitable computer hardware, which is another extremely 
valuable development.  
iv) It would also be helpful if researchers who write custom scripts for analyzing metagenome 
data (e.g. Canfield et al., 2010) make these public, in the same way that detailed experimental 
protocols are published, to enable others to utilize them. 
v) Improvement of the functional classification systems such as COG and the SEED Subsystems 
to ensure that they are more representative would greatly assist metagenomic analysis, and this 
objective should not be difficult to achieve. 
v) Improvement of the quality of annotation of GenBank and other universal databases would 
also benefit not only metagenomic analysis but other types of investigation as well. However this 
is difficult to reconcile with the need to keep such databases as a comprehensive up-to-date 
repository of the huge amount of sequence data currently being generated. 
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CHAPTER 4 
 
 
S0 BIOMINERALIZATION, HETEROTROPHIC SULFUR OXIDATION AND CARBON 
UPTAKE BY FLAVOBACTERIACEAE  
 
 
ABSTRACT 
 Flavobacteriaceae genera play an important role in the global degradation of complex 
organic carbon. I isolated two Flavobacteriaceae members from S0  deposits on the surface of 
Borup Fiord Pass Glacier, Canadian High Arctic, which may also have a significant sulfur-
cycling role. Isolate Flavobacterium sp. BF09-06_kw11.51, a representative of the species-level 
Flavobacterium that dominates surface layers of the glacial S0  deposits, oxidized thiosulfate to 
sulfate but did not conserve energy from this reaction. In contrast, Gillisia sp. BF64A_kw10.4 
produced novel S0 biomineralized structures. It was not determined whether the Gillisia sp. 
BF64A_kw10.4 isolate oxidized the sulfide to S0  or simply biomineralized S0 that formed by 
abiotic sulfide oxidation, but in either case this represents a previously-unknown capability for 
Flavobacteriaceae,  Both isolates were able to assimilate 14C-labeled bicarbonate, although the 
reason for this capability was not determined. 
 
INTRODUCTION 
 Flavobacteriaceae genera are widely distributed globally in freshwater and marine 
environments, soils and sediments, and are known to be capable of degrading a wide range of 
high molecular-weight polymers, including polysaccharides and proteins, and in particular chitin, 
so are considered to play an important role in the degradation of complex organic matter 
(Gómez-Pereira et al., 2012, McBride et al., 2009, Tamaki et al., 2003).  
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 Previous work has demonstrated that Flavobacteriaceae sp. were dominant in thin 
elemental sulfur (S0) deposits (varnishes) and the surface layer of deeper S0 deposits on the 
surface of Borup Fiord Pass Glacier, Ellesmere Island, Canadian High Arctic in 2009 (Chapter 
2). Analysis of environmental DNA small subunit ribosomal RNA (SSU rRNA) sequences using 
operational taxonomic units (OTUs) grouped at 97% identity showed that a single 
Flavobacterium sp. OTU represented 78% of the SSU rRNA sequences in S0 varnishes on the 
glacial ice immediately beside the source of a highly-sulfidic stream (Chapter 2). This 
environmental dominance suggested that Flavobacterium sp., previously characterized as 
heterotrophic, might have a greater role in sulfur cycling than previously expected.  
 Only isolated reports of Flavobacteriaceae involvement in sulfur cycling have been 
published. Teske et al. (2000) found that benthic Flavobacteriaceae isolates were capable of the 
aerobic oxidization of thiosulfate (S2O32-) to sulfate, but although this reaction is energetically 
favorable the Flavobacteriaceae were not able to conserve energy for growth from it, but instead 
still required organic carbon to grow. Green et al. (2011) demonstrated that a marine 
Flavobacterium sp. could oxidize dimethyl sulfide to dimethyl sulfoxide, but again still required 
organic carbon for growth, although the Flavobacterium did grow faster when dimethyl sulfide 
was present. In addition, Gleeson et al. (2011) demonstrated that mixed cultures of Marinobacter 
and Flavobacteriaceae from the Borup Fiord Pass Glacier S0 deposits produced novel structures 
of biomineralized S0. The current study was therefore designed to test whether the Borup Fiord 
Pass Glacier Flavobacteriaceae were catalyzing sulfur oxidation reactions, and if so, whether 
they were able to obtain energy for growth from such reactions. If they did, this would indicate a 
previously-unsuspected sulfur lithotrophic metabolism, which could mean that Flavobacteriaceae 
have a significant impact on sulfur cycling in other environments. 
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MATERIALS AND METHODS 
Isolation procedures 
 I isolated the Marinobacter and Flavobacteria from Gleeson et al., 2011’s BF06_4A 
sulfide gradient tube culture by making serial dilutions of the culture in sterile EM media (the 
same artificial seawater media used for the cultures, made as described in Gleeson et al., 2011) 
and then spreading these dilutions onto agar plates also made with the EM media, supplemented 
with 4 mM NaS. No organic carbon was included except the agar needed to solidify the plates. 
The plates were incubated at either 6°C or room temperature for 7 weeks. Several well-
established, isolated, colonies were transferred onto a new EM-NaS plate each. I used some 
biomass of each transferred clone as the template for a PCR reaction using the ‘universal’ 
primers for the small subunit ribosomal RNA (SSU rRNA) 515F and 1391R (Lane et al., 1985). 
I purified the PCR product was purified using the Purelink PCR purification kit (Invitrogen, 
USA) and it was sequenced by SeqWright using Sanger sequencing. Similarly, I isolated the 
Flavobacterium from the 2009 Borup sulfur deposits by making serial dilutions of the 
environmental BF09-06 sulfur deposit in sterile EM media, spreading the dilutions onto EM 
plates supplemented with 5 mM NaS, which were incubated at 6°C for 5½ weeks, and then 
transferring and characterizing individual colonies as described above. A second Marinobacter 
was isolated from cultures designed to enrich for S0 oxidation ability. The S0 oxidation cultures 
were set up with 0.1 g S0 (Fisher, USA) in 10 ml of EM media with 10 mM NaHCO3 as the only 
carbon source and inoculated with Borup sulfur deposits collected in 2007. Cultures were 
incubated at 6°C in the dark for 1 to 5 months, after which 0.1 ml of culture was transferred to a 
new culture. This was designed to ensure that successive generations of the cultures would be 
enriched in any cells that were actively growing, and were therefore likely to be able to use S0 as 
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an energy source, while non-growing cells would gradually be diluted and so they would become 
a smaller proportion of the total numbers. I spread a serial dilution of the 8th generation culture 
on agar plates made with EM media plus 100 µM acetate. The plates were incubated at 6°C in 
the dark for 7 weeks, and then well-separated colonies were transferred onto a new plate each, 
and their DNA amplified to sequence the SSU rRNA DNA, as described for the other isolates 
above. 
 
Culturing experiments 
  I tested the Marinobacter isolates, Marinobacter sp. BF64A_kw10.3 (isolated from the 
BF6_4A culture) and Marinobacter sp. BF07-02_kw10.8 (isolated from the S0 oxidation culture) 
and the Flavobacteria isolates, Gillisia sp. BF64A_kw10.4 (isolated from the BF64A culture) 
and Flavobacterium sp. BF09-06_kw11.51 (isolated from the 2009 environmental sample) for 
the ability to produce S0-biomineralized structures using sulfide gradient tube cultures. In round 
1 experiments which involved Marinobacter sp. BF64A_kw10.3, Marinobacter sp. BF07-
02_kw10.8 and Gillisia sp. BF64A_kw10.4, the sulfide gradient tubes were made as described in 
Gleeson et al., 2011, except that the EM media was modified to a low-salt EM media which used 
only 10% of the NaCl in the recipe in Gleeson et al., 2011, in order to match more closely the 
salinity of the 2006 spring water chemistry (also given in Gleeson et al., 2011) and the pH was 
reduced to pH 6.5 to match the pH of the BF09-06 sulfur deposit (Wright et al., 2012 in review, 
Chapter 2). Briefly therefore, the cultures consisted of an agar plug (EM + 1% w/v agar) 
containing 4 mM NaS with an overlying column of EM containing 0.15% (w/v) agar in order to 
create a slushy layer that would slow gas diffusion thus allowing a microaerophilic environment 
to develop due to opposing gradients of sulfide from the plug, and oxygen from the atmosphere. 
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The overlayer was heated and sparged with N2:CO2 (80:20) to de-oxygenate it before it was 
added to the cultures. In round 2 experiments, which involved the same isolates, the gradient 
tube culture method was further modified by setting up the cultures without the addition of the 
Borup sediment that Gleeson et al., 2011 added to the NaS-agar plug. In addition, gradient tube 
cultures for Gillisia sp. BF64A_kw10.4 were made up with both 4 mM and 8 mM NaS in the 
agar plug. In round 3 experiments, sulfide gradient tube cultures were set up for Gillisia sp. 
BF64A_kw10.4 and Flavobacterium sp. BF09-06_kw11.51 with 4 mM, 8 mM, 12 mM or 16mM 
NaS in the agar plug. For Flavobacterium sp. BF09-06_kw11.51 the media used was nBF09SM, 
a mineral salts media based on the chemical composition of the BF09-06b environmental sulfur 
deposit. The composition of nBF09SM is given in Table 4.1 below, and can be compared to the 
environmental chemistry of deposit BF09-06b given in Table 2.1 of Wright et al., 2012 (in 
review, Chapter 2). The media nBF09SM was used as the base media for all experiments 
involving Flavobacterium sp. BF09-06_kw11.51 while the low-salt EM was used as the base 
media for all experiments involving the other three isolates. 
 Concentration (mM) 
KCl 0.6 
MgCl2 0.97 
CaCl2 8 
NH4Cl 10 
K2HPO4 0.2 
SiO2 0.1 
NaF 0.1 
MgSO4 0.03 
NaHCO3 10 
Trace elements As described in for EM in Gleeson et al., 2011 
Vitamins As described in for EM in Gleeson et al., 2011 
Table 4.1 Composition of media nBF09SM; pH was adjusted to pH 6.5. 
   In round 4 experiments, I tested isolates Gillisia sp. BF64A_kw10.4 and 
Flavobacterium sp. BF09-06_kw11.51 for the ability to oxidize sulfide in cultures set up as 
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above, except that the overlayer did not contain agar and 5 mM NaS was used in the plug. 
Cultures were set up in triplicate, and were sampled periodically with samples being filter-
sterilized and preserved for analysis of sulfate and thiosulfate, which were analyzed by ion 
chromatography. I performed cell counts were performed at the same time, using a Petroff-
Hausser cell counter and Live-Dead fluorescent dye (Invitrogen). Three counts were made for 
each culture, and these were performed blinded (so that I did not know which samples were 
culture and which were controls at the time of counting) with sterile controls intermixed with 
culture samples. The controls were (a) sterile negative controls set up in exactly the same way as 
the sulfide-containing cultures, and (b) ‘S-minus’ controls, which were cultures inoculated into 
gradient tubes prepared without any sulfide in the plug.  
 I set up a duplicate set of cultures and controls (also set up in triplicate for each 
culture/control) in exactly the same way, but with the addition of 14C-labeled bicarbonate (Perkin 
Elmer) at 0.925 µCi/ml. To measure radiolabel incorporation, I took 5 ml samples from each 
culture and filtered them through a 0.2 µM filter; 10 ml of sterile media was flushed through the 
filter afterwards to wash off any adsorbed radiolabel. Filters were exposed to fuming HCl for 15 
minutes to ensure that any 14C-labeled bicarbonate on the filter was converted to CO2 gas, and 
then left open to the atmosphere for at least an hour to allow the gas to evaporate from the filter, 
to ensure that only 14C that had been incorporated into the cell was measured (Tuttle & Jannasch, 
1977). 
 I also teseted all four isolates for the ability to oxidize S0 and thiosulfate (S2O3) by setting 
up cultures of base media (EM or nBF09SM) plus 10 mM NaHCO3 as the only carbon source 
and either 0.1g S0/10ml media or 10 mM Na2S2O3 (Sigma-Aldrich, USA), respectively.  Samples 
of the cultures were analyzed for sulfate (as evidence of the oxidation of S0 and S2O3) and 
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thiosulfate by Fred Luiszer using ion chromatography (Dionex). For Flavobacterium sp. BF09-
06_kw11.51 and Marinobacter sp. BF07-02_kw10.8 I set up cultures in triplicate. I did repeated 
sampling for analysis for sulfate and thiosulfate concentrations and cell counting using the same 
method as described above. For isolates Marinobacter sp. BF64A_kw10.3 and Gillisia sp. 
BF64A_kw10.4 I set up single cultures and no cell counting was done. 
 Finally, I tested isolates Gillisia sp. BF64A_kw10.4 and Flavobacterium sp. BF09-
06_kw11.51 for the ability to carry out heterotrophic thiosulfate oxidation. Cultures were set up 
containing an agar plug (base media plus 1% w/v agar, no sulfide or thiosulfate) with a liquid 
overlayer (no agar in the overlayer). The overlayer contained 2.5 mM thiosulfate. The controls 
included (a) sterile negative controls set up in exactly the same way as the cultures, (b) ‘S-minus’ 
controls which were cultures set up without thiosulfate in the overlayer, and (c) ‘C-minus’ 
cultures which contained 2.5 mM thiosulfate but did not have an agar plug. All cultures and 
controls were set up in triplicate, with sampling for cell counting using the Petroff-Hausser cell 
counter (as described above except the counts were not done on a blinded basis) and ion 
chromatography analysis for sulfate and thiosulfate concentrations.   
 All the experiments described above included sterile negative controls set up in exactly 
the same way as the cultures. All cultures and controls were incubated at 6°C in the dark for 4-14 
weeks. Cultures and their respective controls were always set up on the same day, incubated for 
the same amount of time, and sampled on the same day. 
 
DNA extractions, sequencing and sequence analysis 
 To confirm that cultures of Marinobacter sp. BF07-02_kw10.8 and Gillisia sp. 
BF64A_kw10.4 were still pure isolate cultures after several months, I extracted DNA from each 
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culture using the DNEasy Blood and Tissue Kit (Qiagen, USA), prepared for pyrosequencing 
using primers 515F and 927R as described in Wright et al., 2012 (in review, Chapter 2) and 
sequenced on a Roche pyrosequencer (Margulies et al., 2005) with FLX Titanium chemistry 
(Roche, Mannheim, Germany) by EnGenCore. A negative control of the DNA extraction and 
sequencing preparation process was also sequenced.  
 I analyzed DNA sequences obtained from the pyrosequencing using QIIME v1.1.0 
(Caporaso et al., 2010). To exclude poor quality data, sequences with minimum average quality 
score less than 25, ambiguous bases, primer or barcode mismatches, or maximum homopolymer 
run greater than 6 nucleotides, were discarded. Only sequences between 410 and 419 nucleotides 
were used in the analysis as sequences that are significantly longer or shorter than the typical 
length for a sequencing run have been shown to be poor quality (Huse et al., 2007). Sequences 
were clustered into operational taxonomic units (OTUs) at 97% identity using UClust (Edgar, 
2010) and the most abundant sequence in each cluster was chosen as the cluster representative 
sequence to assign taxonomy for the OTU. Taxonomic classifications of pyrosequences were 
assigned with the RDP classifer (Wang et al., 2007) and the Greengenes taxonomy (DeSantis et 
al., 2006). I analyzed Sanger sequences by BLASTing (Altschul et al., 1990) against the 
GenBank non-redundant nucleotide database.  
 
Functional gene tests 
 I tested DNA from isolates Marinobacter sp. BF64A_kw10.3, Marinobacter sp. BF07-
02_kw10.8 and Gillisia sp. BF64A_kw10.4 for possession of the soxB gene with the degenerate 
soxB primers 432F and 1446B (Petri et al., 2001). I also tested Marinobacter sp. BF64A_kw10.3 
for the rDsrAB genes with the degenerate rDsr primers rDsr4Rdeg (SSRWARCAIGCNCCRCA) 
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and rDsr1Fdeg (WWNGGNTAYTGGAARG), which were adaptations of the rDsr primers of 
Loy et al., 2009. 
 
Flavobacteriaceae phylogenetic tree 
 I constructed a Flavobacteriaceae phylogenetic tree using reference Flavobacteriaceae 
SSU rRNA sequences downloaded from GenBank and the SSU rRNA sequences from Gillisia 
sp. BF64A_kw10.4 and Flavobacterium sp. BF09-06_kw11.51. Sequences were aligned using 
ssu-align (Narwocki, 2009). Maximum likelihood trees were made with the online RAxML 
Black Box (Stamatakis, 2006, Stamatakis et al., 2008) using the gamma model of rate 
heterogeneity, and performing 100 bootstraps to get a consensus tree. 
 
Sequence data access 
 SSU rRNA sequences for the four isolates are in the process of being submitted to 
GenBank. 
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RESULTS 
Identification of isolates 
 Marinobacter sp. BF64A_kw10.3 shares 98.5% identity in its SSU rRNA sequence with 
the Marinobacter sp. enrichment culture clone BF64_C1 (Accession number HM141447) that 
was one of the only two members of the mixed culture producing S0 biomineralized stuctures 
described in Gleeson et al., 2011, while Marinobacter sp. BF07-02_kw10.8 shares 99.6% 
identity with Marinobacter sp. enrichment culture clone BF64_C1. Marinobacter sp. 
BF64A_kw10.3 and Marinobacter sp. BF07-02_kw10.8 share 97.8% identity with each other. 
 Gillisia sp. BF64A_kw10.4 shares 99.27% identity with Flavobacterium sp. enrichment 
clone BF64_C33 (Accession number HM141489) which was the other member of the S0 
biomineralizing consortia described in Gleeson et al., 2011. Although described in that paper as 
a Flavobacterium, on further analysis of the SSU rRNA data it is clear that it groups more 
closely with the Gillisia Genus, a close relative to the Flavobacterium Genus as both are 
members of the Flavobacteriaceae Family (see below).  
 Flavobacterium sp. BF09-06_kw11.51 has 99.72% identity with the representative 
sequence of the Flavobacterium OTU that was dominant in the 2009 Borup Fiord Pass glacial 
sulfur deposits BF09-02, BF09-04 and BF09-05, and the surface layer of the BF09-06 deposit 
(see Chapter 2, Figure 2.3B). Flavobacterium sp. BF09-06_kw11.51 and Gillisia sp. 
BF64A_kw10.4 share 93.95% identity. 
 Gillisia sp. BF64A_kw10.4 groups with other Gillisia sequences phylogenetically 
(Figure 4.1 below). Gillisia sp. BF64A_kw10.4 shares 98.78% identity with the Gillisia type 
strain Gillisia limnaea DSM 15749, which was isolated from Lake Fryxell, Antarctica (Von 
Trappen et al., 2004) and it is also closely related to other Antarctic Dry Valley sequences from 
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studies at Blood Falls (98-99% identity with Accession numbers DQ677875 & DQ677863, 
Mikucki & Priscu 2007) and Lake Vida (99% identity with Accession number DQ521523 
Mosier et al., 2007). 
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Figure	  4.1	  Representation	  of	  a	  phylogenetic	  tree	  of	  showing	  the	  relationship	  of	  the	  Borup	  Flavobacteriaceae	  isolates	  to	  other	  Flavobacteriaceae	  members.	  	  Bootstrap	  values	  are	  shown	  by	  nodes.	  Bootstrap	  values	  of	  less	  than	  50	  are	  not	  considered	  reliable,	  and	  those	  nodes	  are	  considered	  un-­‐resolved.	  The	  scale	  bar	  shows	  substitutions	  per	  site.	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 Flavobacterium sp. BF09-06_kw11.51 is closely related to another isolate from Lake 
Fryxell, sharing 98.74% identity with Flavobacterium fryxellicola (Accession number 
NR_042332 Von Trappen et al., 2005). Flavobacterium sp. BF09-06_kw11.51 is equally closely 
related (98.97% identity) to Flavobacterium sequences identified from coldwater sites in Japan 
(Flavobacterium limicola Accession number AB075231 Tamaki et al., 2003) the Arctic 
(Accession number JQ800072) and the Antarctic (Accession number GU000131 Shivaji et al., 
2011). In addition, Flavobacterium sp. BF09-06_kw11.51 shares 97.13% identity with the 
salmon and trout pathogen Flavobacterium psychrophilum (Duchaud et al., 2007). 
 
Production of S0 biomineralized structures 
  S0 biomineralized structures were produced in the Gillisia sp. BF64A_kw10.4 
cultures in rounds 1, 2 and 3 of the sulfide gradient tube experiments (Figures 4.2-4.5 below).  
 
 
 
 
 
 
 
 
 
B	  
Figure	  4.2	  S0	  biomineralized	  structures	  produced	  in	  the	  cultures	  of	  Gillisia sp. 
BF64A_kw10.4. DIC microscopy x1000 magnification	  
	  	   95	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C	  D	  
Figure	  4.3	  S0	  biomineralized	  structures	  produced	  in	  the	  cultures	  of	  Gillisia sp. 
BF64A_kw10.4. DIC microscopy x400 magnification	  
Figure	  4.4	  S0	  biomineralized	  structures	  produced	  in	  the	  cultures	  of	  Gillisia sp. 
BF64A_kw10.4. DIC microscopy x400 magnification 
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 The photos were all taken using DIC microscopy and so the S0 is light and shiny as S0 is 
highly reflective of light under DIC. Figure 4.2 shows a central mass of S0 surrounded by 
filaments, some of which are biomineralized with S0, similar to the morphology seen in Figure 
7A of Gleeson et al (2011). Figures 4.3 and 4.4 show further biomineralized structures and non-
biomineralized filaments, analagous to those shown in Figures 7D and 7E from Gleeson et al 
(2011) and Figure 4.3 shows a close-up of a filament that is just in the process of being 
biomineralized (with S0 at just one end). Figure 4.4 is a merged photo of the same microscope 
view taken under DIC conditions and fluorescence. Cells were dyed using Live-Dead stain which 
results in live cells fluorescing bright green and these cells are shown as green (using false-color) 
on the photo, demonstrating the close association of these cells with the S0-biomineralized 
structures (compare to Figure 7C of Gleeson et al. 2011).  
Figure	  4.5	  S0	  biomineralized	  structures	  produced	  in	  the	  cultures	  of	  Gillisia sp. 
BF64A_kw10.4. Merged photo of DIC and fluorescence microscopy x400 magnification. 
Cells are false-colored green. 
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 The S0 biomineralized structures were not observed in any of the sulfide gradient tube 
cultures of Marinobacter sp. BF64A_kw10.3, Marinobacter sp. BF07-02_kw10.8 or 
Flavobacterium sp. BF09-06_kw11.51, or in any of the sterile negative controls. S0 was present 
in the 16mM sulfide gradient tube sterile negative controls in the form of individual spherical-
appearing grains, and as amorphous masses (similar to the central S0 mass seen in Figure 4.3) but 
there were no filaments, or mineralized structures resembling those seen in the Gillisia sp. 
BF64A_kw10.4 cultures. 
 
Confirmation of isolate purity 
 The purity of the Gillisia sp. BF64A_kw10.4 culture producing the S0 biomineralized 
structures was confirmed by the pyrosequence data. A total of 3954 sequences were obtained 
from this culture. Of these, 3947 were Gillisia. The other 7 sequences were Uruburuella and 
Microbacteriaceae, and the same sequences were also present in the sequences from the 
procedural negative control demonstrating that they were contaminants of the extraction process 
and not from within the culture itself. 
 The purity of the Marinobacter sp. BF07-02_kw10.8 culture was also confirmed by 
pyrosequencing. A total of 6147 sequences were obtained. Of these, 6112 were Marinobacter 
and the remaining 32 were all sequences that were also seen in the procedural negative control. 
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Oxidation of sulfide, S0 and thiosulfate 
 In the sulfide oxidation experiments (round 4 sulfide gradient tube experiments where the 
overlayer did not contain agar) the Flavobacterium sp. BF09-06_kw11.51 culture demonstrated a 
significant increase in sulfate compared to both the sterile negative control and the S-minus 
control (Figure 4.6 below).  
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Figure 4.6 Sulfate concentrations in sulfide oxidation experiment with Flavobacterium sp. 
BF09-06_kw11.51. Data points are the mean of measurements from triplicate cultures and 
error bars are 2x standard deviation 
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The Flavobacterium sp. BF09-06_kw11.51 culture also demonstrated a significant reduction in 
thiosulfate compared to the sterile negative control  (Figure 4.7 below). Thiosulfate levels 
initially increased in both the thiosulfate-containing (S-plus) culture and the sterile negative 
controls, but then decreased in the culture whilst thiosulfate levels in the sterile control continued 
to rise. Thiosulfate was not present in the S-minus control.  
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Figure	  4.7	  Thiosulfate	  concentrations	  in	  sulfide	  oxidation	  experiment	  with	  
Flavobacterium sp. BF09-06_kw11.51. Data points are the mean of measurements 
from triplicate cultures and error bars are 2x standard deviation	  
	  	   100	  
Thiosulfate is known to be produced by abiotic oxidation of sulfide (Zhang and Millero, 1993) 
and so these results could indicate oxidation of either sulfide or thiosulfate (or both) by 
Flavobacterium sp. BF09-06_kw11.51. Cell numbers were not significantly different in the 
sulfide-containing and non-sulfide-containing (S minus) cultures, demonstrating that 
Flavobacterium sp. BF09-06_kw11.51 was not gaining energy for growth from the oxidation of 
reduced sulfur (Figure 4.8 below).  
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Figure 4.8 Cell counts for the Flavobacterium sp. BF09-06_kw11.51 sulfide oxidation 
experiment. Values are the mean of 9 counts (3 counts on each of 3 cultures) and error 
bars are 2x standard deviation. The detection limit for the counting chamber was 5.E05 
cells/ml. The data shown are the counts that were obtained, but a zero detection could 
mean that cells were present below the level of detection, and cells were known to be 
present, even though not observed, in the cultures at time point zero as counts were made 
immediately after inoculation. No cells were observed in any sterile controls at any time. 
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In the heterotrophic thiosulfate oxidation experiment, sulfate levels again increased significantly 
in the Flavobacterium sp. BF09-06_kw11.51 culture, compared to the sterile and S minus 
controls, demonstrating that this isolate can oxidize thiosulfate to sulfate (Figure 4.9 below). A 
significant increase in sulfate was seen in both the culture that contained thiosulfate and an agar 
plug, and in the culture that contained thiosulfate without an agar plug, but the increase in sulfate 
was larger in the culture that contained the agar plug. 
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Figure 4.9 Sulfate concentrations in the Flavobacterium sp. BF09-06_kw11.51 
heterotrophic thiosulfate oxidation experiment. Data points are the mean of 
measurements from triplicate cultures and the error bars are 2x standard deviation. 
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No significant difference was seen in the thiosulfate levels in the heterotrophic thiosulfate 
oxidation experiment, but the range of uncertainty in the measurements was large enough to have 
masked a reduction of the scale needed to produce the amount of sulfate (Figure 4.10 below).  
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Figure 4.10 Thiosulfate concentrations in the Flavobacterium sp. BF09-06_kw11.51 
heterotrophic thiosulfate oxidation experiment. Data points are the mean of measurements 
from triplicate cultures and the error bars are 2x standard deviation. 
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There was no significant difference in cell numbers between thiosulfate-containing and S minus 
cultures (Figure 4.11 below).  
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Figure 4.11 Cell counts for Flavobacterium sp. BF09-06_kw11.51 heterotrophic 
thiosulfate oxidation experiment. Values are the mean of 9 measurements (triplicate 
counts on triplicate cultures) and error bars are 2x standard deviation. The data shown are 
the cell numbers as counted, but a count of zero could mean that cells were present below 
the detection level of this counting method (which is 5E.05 cells/ml). Cells were known to 
be present on day in the cultures on day 0 as counts were done immediately after 
innoculation. No cells were observed in sterile controls at any time. 
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In contrast, the data for the sulfide oxidation (round 4 sulfide gradient tube) experiment for 
Gillisia sp. BF64A_kw10.4 do not demonstrate any evidence of an ability to oxidize reduced 
sulfur species to sulfate as there was no increase in sulfate production (Figure 4.12 below) or 
decrease in thiosulfate (Figure 4.13). There was also no difference in cell numbers between the 
sulfide-containing and S minus cultures (data not shown).  
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Figure 4.12 Sulfate concentrations in the Gillisia sp. BF64A_kw10.4 sulfide oxidation 
experiment. Data points are the mean of measurements from triplicate cultures and the 
error bars are 2x standard deviation. 
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There was also no evidence that Gillisia sp. BF64A_kw10.4 could oxidize thiosulfate in the 
heterotrophic thiosulfate experiment. No sulfate production was observed, although background 
sulfate levels were high enough that changes of the same magnitude as those seen in the 
Flavobacterium experiment would not have been noticeable (data not shown). Cell numbers in 
the Gillisia heterotrophic thiosulfate oxidation experiment were no different between thiosulfate-
containing and S minus controls (data not shown). 
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Figure 4.13 Thiosulfate concentrations in the Gillisia sp. BF64A_kw10.4 sulfide oxidation 
experiment. Data points are the mean of measurements from triplicate cultures and the 
error bars are 2x standard deviation.	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 Marinobacter sp. BF07-02_kw10.8 demonstrated the ability to oxidize thiosulfate as 
shown by a significant increase in sulfate compared to sterile controls (Figure 4.14 below). No 
reduction in thiosulfate was seen in the same experiment, but the range of uncertainty in the 
thiosulfate concentrations was great enough to have masked any reduction (data not shown). Cell 
numbers were the same in thiosulfate and non-thiosulfate containing cultures (data not shown). 
 
 
 
 
None of the four isolates demonstrated any ability to oxidize S0 (data not shown).  
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Figure	  4.14	  Sulfate	  concentrations	  in	  the	  Marinobacter sp. BF07-02_kw10.8 
thiosulfate oxidation experiment. Data points are the mean of measurements 
from triplicate cultures and the error bars are 2x standard deviation.	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Functional gene PCRs 
 None of the PCR reactions using the soxB or rDsr primers yielded any PCR product. 
However, these PCR reactions also did not have effective positive controls so these results are 
inconclusive. 
 
Carbon fixation experiments 
 All three isolates tested, Flavobacterium sp. BF09-06_kw11.51, Gillisia sp. 
BF64A_kw10.4 and Marinobacter sp. BF07-02_kw10.8, demonstrated some ability to take up 
14C-labeled bicarbonate (Figures 4.15-4.17 below) but that there was no increase in uptake 
between sulfide-containing and non sulfide-containing cultures in any of the experiments. 
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Figure	  4.15	  14C-­‐uptake	  by	  Flavobacterium sp. BF09-06_kw11.51. Values 
are the mean of measurements from triplicate cultures and error bars are 2x 
standard deviation.	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Figure	  4.16	  14C-­‐uptake	  by Gillisia sp. BF64A_kw10.4. Values are the mean 
of measurements from triplicate cultures and error bars are 2x standard 
deviation. The increase in cpm was statistically significant for the S minus 
culture but was not statistically significant for the S plus culture.	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DISCUSSION 
S0 biomineralization 
 The results clearly demonstrate that Gillisia sp. BF64A_kw10.4 is capable of producing 
the S0 biomineralized structures reported in Gleeson et al., 2011 as these structures were 
repeatedly observed in pure cultures of this isolate in multiple experiments. Although 
Marinobacter was numerically dominant in the mixed cultures that Gleeson et al. described, the 
results in the current study show that its presence is not necessary, as the pyrosequences showed 
that the Gillisia cultures were pure cultures and did not contain any Marinobacter. It also appears 
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Figure	  4.17	  14C-­‐uptake	  by	  Marinobacter sp. BF07-02_kw10.8. Values are the 
mean of measurements from triplicate cultures and error bars are 2x standard 
deviation. The increase in cpm was statistically significant for the S minus culture 
but was not statistically significant for the S plus culture.	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that Marinobacter is not capable of producing the S0 structures itself as they were not observed 
in any of the Marinobacter isolate cultures.  
 The S0-biomineralized structures produced by Gillisia sp. BF64A_kw10.4 are a novel 
form of extracellular S0 precipitation, with a different morphology from the internal deposits of 
S0 seen in sulfur oxidizers such as Allochromatium (Frigaard & Dahl 2009) or Beggiatoa (Nelson 
et al., 1989), but also different from extracellular S0 precipitated by Arcobacter (Sievert et al., 
2007) or Thiobacillus (Hallberg et al., 1996). There is one example reported of environmental S0 
structures with a similar morphology in a cold sulfur spring in Ancaster, Canada (Douglas & 
Douglas 2000 & 2001). However, this study did not undertake any microbiological work and so 
did not determine the microbes responsible for these structures. 
 It is not clear whether Gillisia sp. BF64A_kw10.4 is actively oxidizing sulfide to S0 in 
culture or whether it is simply catalyzing the precipitation of S0 that has formed by abiotic 
oxidation of sulfide, as S0 was also observed in some of the sterile negative controls. It has been 
clear from both the Gleeson et al. 2011 study and this one that the S0-biomineralized structures 
are not present in abiotic controls, but that does not exclude the possibility that S0 could be 
formed by abiotic oxidation, with Gillisia sp. BF64A_kw10.4 simply providing a nucleating 
surface (the filaments) on which S0 formed by abiotic oxidation can precipitate. S0 can form as 
one of the abiotic oxidation products of sulfide oxidation and the proportion of S0 to other 
oxidation products increases as the sulfide:oxygen ration increases (Zhang & Millero, 1993). In 
that context it is relevant to note that in the experiment where varying concentrations of NaS 
were used in the agar plug the S0 biomineralized structures were first observed in the culture with 
the highest concentration of NaS (16 mM in the plug) and were only later observed in cultures 
that had lower NaS concentrations. To determine, conclusively, whether Gillisia sp. 
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BF64A_kw10.4 was catalyzing the oxidation of sulfide to S0 it would be necessary to undertake 
a quantitative assessment of the total S0 present in cultures compared to sterile controls using a 
technique such as extraction of S0 with chloroform followed by hplc (Rethmeier et al.,1997, 
Kamyshny et al., 2009).  
 It is also not clear why this Gillisia sp. BF64A_kw10.4 is producing the S0 
biomineralized structures. Iron encrusted sheaths and filaments are produced by bacteria such as 
Gallionella and Leptothrix that oxidize Fe2+ to Fe3+ at circumneutral pH conditions as a way of 
ensuring that the cells do not become entombed, as the Fe3+ they produce is extremely insoluble 
at non-acidic pH (Baskar et al., 2012, Emerson & Revsbech 1994, Hallbeck & Pederson 1990). 
Similarly, if Gillisia sp. BF64A_kw10.4 is oxidizing sulfide to S0 it may be producing filaments 
for the S0 to precipitate on to avoid entombing itself, as S0 is highly insoluble. However, one key 
difference is that Fe3+ will be actively attracted to cells as the outer surfaces of cells usually carry 
a net negative charge due to the phospholipids in the membrane, whereas S0 will not be, as it 
does not carry a charge. 
 Another possible reasons for the S0 biomineralization is that Gillisia sp. BF64A_kw10.4 
may be storing the S0 as a food supply. This is the reason that S0 is precipitated by known sulfur 
oxidizers such as Allochromatium (Frigaard & Dahl 2009), Beggiatoa (Nelson et al., 1989) or 
Thiobacillus (Hallberg et al., 1996). In these cases sulfide is oxidized to S0, which is stored 
intracellularly (for Allochromatium and Beggiatoa) or extracellularly (for Thiobacillus) and later 
oxidized further to sulfate. Gillisia sp. BF64A_kw10.4 did not demonstrate the ability to oxidize 
S0 in culture. However, the S0 that was used for the substrate in those experiments was 
industrially-produced precipitated S0 (Fisher, USA). S0 can form rings or chains of atoms and 
typically forms an S8 ring (orthorhombic α sulfur) and this is the most stable form which 
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typically dominates commercially-prepared S0 (Cotton et al., 1999, Franz et al., 2007). However, 
other crystalline forms of S0, with different configurations of atoms, are possible, including β 
sulfur that forms at high temperatures by re-arrangement of the S8 ring, γ sulfur (rosickyite) that 
exists at low temperatures but is less stable than α sulfur, and polymeric sulfur consisting of 
chains of atoms (Cotton et al., 1999, Franz et al., 2007, Meyer 1976). The exact crystalline 
structure of S0 may affect the ability of bacteria to use it as a substrate, as it is not trivial to 
mobilize an insoluble substrate and the mechanism by which this is done is not understood 
(Franz et al., 2007). Allochromatium can oxidize S0 but has been shown not to utilize α sulfur 
but instead to use only the polymeric S0 that is present as a minor constituent of commercially-
available S0 (Franz et al., 2007). Previous work has shown that biologically-formed S0 may have 
a range of different configurations (Prange et al., 2002). It is possible that the S0 biomineralized 
structures contains S0 in a different atomic configuration than the commercial S0 used in the S0 
oxidation experiments in this study, in which case it may be possible for Gillisia to use the 
biomineralized S0 as an energy source even though it could not utilize the commercial S0. 
Previous work by Gleeson et al (2011) confirmed that the biomineralized S0 was composed only 
of the element sulfur and not a sulfur-oxygen anion or other sulfur-containing compound, by 
using Electron Dispersive Spectroscopy coupled with SEM. However this technique only 
provides elemental composition, not redox state or structural information, and so does not give 
detailed information on the crystalline form of the S0, or whether the biomineralization contained 
polysulphides (Sn2-).  A separate study, not part of this work, is underway try to determine the 
configuration of the biomineralized S0 (G. Lau, personal communication). A further question is 
whether Gillisia sp. BF64A_kw10.4 and Flavobacterium sp. BF09-06_kw11.51 may be able to 
oxidize the S0 from the glacial deposits at Borup Fiord Pass to provide energy for growth. The 
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Borup Fiord Pass glacial S0 deposits have been shown to contain both γ sulfur (rosickyite) and α 
sulfur (Gleeson et al., 2012) and more detailed work is underway to further characterize its 
nature (G. Lau personal communication). It is possible that the Borup Fiord Pass glacial S0 
deposits contain S0 in a different, more bioavailable, configuration than the commercial S0 used 
as a test substrate to date. If Flavobacterium sp. BF09-06_kw11.51 is able to use the S0 from the 
Borup Fiord Pass glacial deposits as an energy source that may explain why it was so strongly 
dominant in the SSU rRNA sequences, as described in Chapter 2, but this remains to be tested. 
 Finally, it is not known whether Gillisia sp. BF64A_kw10.4 produces the S0 
biomineralized structures in the Borup Fiord Pass glacial deposits as such structures have not 
been definitively observed when these deposits were examined under the microscope, although 
there were some possible detections (Gleeson et al., 2012). 
 
Heterotrophic thiosulfate oxidation 
 Flavobacterium sp. BF09-06_kw11.51 did not appear to be able to produce the S0 
biomineralized structures, as such structures were never observed in these cultures, even though 
it is closely related to Gillisia sp. BF64A_kw10.4. However, Flavobacterium sp. BF09-
06_kw11.51 did however demonstrate the ability to oxidize thiosulfate to sulfate (Figure 4.9), 
although it did not appear to be able to gain energy from this reaction as cell numbers were not 
significantly different when this isolate was grown in a culture containing an organic carbon 
source (agar) either with, or without thiosulfate, with all other culture conditions, and inoculum 
numbers, being identical (Figure 4.11). A Flavobacterium isolate has previously been reported as 
being able to oxidize thiosulfate (Teske et al., 2000) although in that case the isolate also still 
needed organic carbon in the form of agar to grow. Flavobacterium limicola, which is closely 
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related to Flavobacterium sp. BF09-06_kw11.51 (see Figure 4.1) has been shown to be able to 
hydrolyze agar in culture (Tamaki et al., 2003). The SSU rRNA sequences from the isolates from 
the Teske et al. study (Accession numbers AF254113 & AF254114) are also closely related to 
Flavobacterium sp. BF09-06_kw11.51 although they seem to be even more closely related to 
Gillisia sp. BF64A_kw10.4 (Figure 4.1) which did not demonstrate the ability to oxidize 
thiosulfate. However there is poor definition (<50% bootstrap) between the Gillisia sequences 
group and those of other Genera in the Flavobacteriaceae family shown in Figure 4.1, in 
particular the Flavobacterium group, although Gillisia and Flavobacterium are annotated as 
separate Genera in both the Greengenes and Silva phylogenetic classifications. In addition, the 
results of the experiments designed to test whether Gillisia sp. BF64A_kw10.4 was able to 
oxidize thiosulfate were ambiguous, as high background sulfate would have masked changes in 
sulfate concentration of the same magnitude as those seen in the Flavobacterium sp. BF09-
06_kw11.51 experiment. It would be necessary to repeat the Gillisia experiment with lower 
background sulfate in order to resolve this question. Marinobacter sp. BF07-02_kw10.8 also 
demonstrated the ability to oxidize thiosulfate, but not to obtain energy for growth from this 
reaction, and this is consistent with the findings of Choi et al. (2009) who found that a 
Marinobacter isolate could oxidize thiosulfate but still required organic carbon for growth. Some 
Marinobacter have been demonstrated to possess a soxB gene (Perreault et al., 2008) but this 
was not detected in DNA from Marinobacter sp. BF07-02_kw10.8. 
 Heterotrophic thiosulfate oxidation has been observed in a range of microbes that are 
widely distributed in soil and sediments, including Psuedomonas, Bacillus and filamentous fungi 
(Ehrlich & Newman 2009, Tuttle et al., 1974, Mason & Kelly, 1988). Consequently it has been 
suggested that it is a ubiquitous and significant process in sulfidic sediments where organic 
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carbon is present (Jørgensen & Nelson 2004). The ability of Flavobacterium and Marinobacter, 
which are also widely distributed geographically across different types of environment (Green et 
al., 2009, Singer et al., 2011), to engage in heterotrophic thiosulfate oxidation strengthens the 
case for this process being globally significant in the carbon cycle. 
 
Genetic capability for sulfur redox metabolisms 
  The genome of Flavobacterium johnsoniae contains a polysulphide reductase 
(psr) gene (McBride et al., 2009) and the sequence of this gene was used to probe other 
Flavobacterium genomes. Flavobacterium psychrophilum genome contains a gene which is 84% 
identical to the F. johnsoniae gene at the amino acid level and which contains an annotated psr 
domain (Duchaud et al., 2007), although the F.psychrophilum gene is annotated as a 
molybdopterin oxidoreductase (the general type of enzyme to which psr belongs). The only 
Gillisia genome to have been sequenced to date is that of Gillisia limnaea DSM 15749 
(Accession number JH594606) which also has a gene annotated with a psr domain, although the 
gene is described as a quniol:cytochrome c oxidoreductase. The Gillisia gene shares 85% 
identity at amino acid level with the F.johnsoniae gene. None of these genes appear to have been 
tested to determine whether they are functional.  The psr gene encodes the three-subunit enzyme 
that reduces polysulphide (Sn2-) to sulfide (Yamamoto et al., 2010). If Gillisia sp. 
BF64A_kw10.4 and Flavobacterium sp. BF09-06_kw11.51 possess psr genes, then an 
interesting possibility is whether Gillisia sp. BF64A_kw10.4 might be using the polysulphide 
reductase enzyme in the reverse direction to normal, oxidizing sulfide to polysulphide, which 
then precipitates on the filaments to produce the S0 biomineralized structures that have been 
observed. To our knowledge the use of the polysulphide reductase in this way has not been 
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observed in a living organism, but there seems no logical reason why this enzyme should not be 
able to operate in the reverse direction if conditions are suitable. The reverse polysulphide 
reductase reaction (oxidation of sulfide to polysulphide) has been used to assay this enzyme’s 
activity in vitro (Yamamoto et al., 2010). Interestingly, in that assay the sulfide oxidation was 
linked to menaquinone reduction (Yamamoto et al., 2010) and genome analysis has shown that 
the Flavobacteriaceae family use menaquinone in their electron transport chains (Duchaud et al., 
2007). Gillisia sp. BF64A_kw10.4 shares 98.78% SSU rRNA sequence identity with Gillisia 
limnaea DSM 15749 while Flavobacterium sp. BF09-06_kw11.51 shares 97.13% SSU rRNA 
sequence identity with F. psychrophilum and 95.76% sequence identity with F. johnsoniae, so a 
high priority for future work will be to determine if these isolates also possess psr genes and, if 
so, whether they are being expressed in cultures where S0 bioimineralization or thiosulfate 
oxidation is observed. No other genes likely to have sulfur redox activity were detected in the 
genomes of F.johnsoniae, F.psychrophilum and G. limnaea when the genomes were probed 
directly using amino acid sequences for the Sox, sulfide-quinone reductase, sulfite oxidase and 
rDsr enzymes. In addition, the information available on the genetic capabilities of 
Flavobacterium and Gillisia does not explain why Gillisia sp. BF64A_kw10.4 produces S0 
biomineralized structures but Flavobacterium sp. BF09-06_kw11.51 does not, when cultured 
under the same conditions. 
 
Carbon uptake 
 A final intriguing finding was that Gillisia sp. BF64A_kw10.4, Flavobacterium sp. 
BF09-06_kw11.51 and Marinobacter sp. BF07-02_kw10.8 all showed the ability to take up 
bicarbonate in the 14C uptake experiment. Carbon fixation ability has been reported previously 
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for at least one other Marinobacter (Edwards et al., 2003) but has not been previously reported 
for Flavobacterium or Gillisia and the genomes of F. johnsoniae, F. psychrophilum and G. 
limnaea have not been reported as containing carbon fixation genes (Duchaud et al., 2007, 
McBride et al., 2009).  However, recent work has demonstrated that some Flavobacterium sp. 
are capable of utilizing C1 compounds to provide energy for growth, including formate, 
methanol, monomethylamine, methanesulfonate (Moosvi et al. 2005, Boden et al., 2008, Green 
et al., 2011). In addition, isolates from two other Genera in the Flavobacteriaceae family, 
Muricauda sp. (Accession number DQ48648) and Arenibacter sp. (Accession number 
DQ486485) have been demonstrated to be able to obtain energy from the oxidation of 
dimethylsulfide, although organic carbon was still needed for growth (Green et al., 2011). The 
isolates described in Moosvi et al. and Boden et al. studies share 89.96% to 96.54% SSU rRNA 
sequence identity with Flavobacterium sp. BF09-06_kw11.51, and 85.88% to 93.55% identity 
with Gillisia sp. BF64A_kw10.4, while the Green et al. isolates are more distantly related.  
 If Flavobacterium sp. BF09-06_kw11.51 possesses methylotrophic capabilities this may 
provide a possible alternative explanation for its dominance in the glacial sulfur deposits at 
Borup Fiord Pass. The spring water contains methane (8% of headspace gas, S.Grasby personal 
communication) so if the Flavobacterium sp. in the deposits are capable of methane oxidation 
this might explain their presence, and the reason why their relative dominance decreases as the 
distance from the spring source increases, as methane would be less abundant further from the 
spring source. However the metagenome data do not contain significant numbers of methane 
monooxygenase (Figure 2.5, Chapter 2), methanol dehydrogenase or methanesulfonate 
monoxygenase genes (data not shown), which are all involved in different methylotrophic 
capabilities (Boden et al., 2007, Chauhan et al., 2012). Nor are these genes observed in the 
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sequenced Flavobacterium and Gillisia genomes. Further work would be needed to elucidate the 
capabilities of Gillisia sp. BF64A_kw10.4 and Flavobacterium sp. BF09-06_kw11.51 to take up 
and utilize C1 compounds, including inorganic carbon, in order to determine whether they are 
capable of methylotrophy and/or carbon fixation.  
 
Role of Flavobacterium and Gillisia in other sulfur-rich environments 
 Flavobacterium sp. BF09-06_kw11.51 and Gillisia sp. BF64A_kw10.4 isolates are 
closely related to sequences identified from other cold, sulfur-rich sites, at Blood Falls in the 
Antarctic (Sequence Accession Numbers DQ677863 and DQ677875, Mikucki et al., 2007) and 
cold sulfur springs on Axel Heiberg Island in the Canadian High Arctic (Sequence Accession 
Number EU196339, Perreault et al., 2008) as shown by the phylogenetic tree in Figure 4.1. 
These sites share, with Borup Fiord Pass Glacier, the characteristics of extreme cold, and of 
microbial populations supported by chemolithotrophic metabolisms as the main source of energy 
for growth; sulfur chemistry is significant at both of these sites, although Blood Falls is distinctly 
different from Borup Fiord Pass glacier in that it is also dominated by iron chemistry (Mikucki et 
al., 2007, Mikucki et al., 2008, Niederberger et al., 2009, Perreault et al., 2007, Perreault et al., 
2008). The authors of those studies did not identify the Flavobacterium and Gillisia present as 
having a role in sulfur chemistry, but this work suggests that the Flavobacterium and Gillisia 
present at those sites may have a previously-unsuspected role in the sulfur cycling there. 
 
CONCLUSIONS 
 This study has demonstrated that Gillisia sp. BF64A_kw10.4 possess the ability to 
produce S0 biomineralized structures that are different from the types of biogenic sulfur deposits 
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that have previously been characterized, and that it is responsible for the S0 biomineralized 
structures reported in Gleeson et al., 2011. Sulfur biomineralization has not previously been 
reported for a member of the Flavobacteria. It is not clear whether Gillisia sp. BF64A_kw10.4 
actively oxidizes sulfide to S0, or whether it is capable of utilizing the stored S0 to provide energy 
for growth. It is also not clear whether this Gillisia sp. is generating these structures in the Borup 
Fiord Pass glacial sulfur deposits, but if it is, then this could affect the ability of other bacteria 
present to utilize S0 as a substrate. Flavobacterium sp. BF09-06_kw11.51 did not exhibit the 
same ability as Gillisia sp. BF64A_kw10.4 to generate S0 biomineralized structures but did show 
the ability to oxidize thiosulfate to sulfate, although it did not appear to be able to conserve 
energy for growth from this reaction, which is consistent with previous studies (Teske et al., 
2000). The genetic capabilities for these activities has not been determined, but Flavobacterium 
and Gillisia genomes each contain a gene with a polysulphide reductase (psr) domain. Future 
work will investigate whether Flavobacterium sp. BF09-06_kw11.51 and Gillisia sp. 
BF64A_kw10.4 possess psr genes and if so, whether they are being expressed in the culture 
conditions under which thiosulfate oxidation, and S0 biomineralization, are observed. 
Flavobacteria are very widespread in the environment and this work adds to the developing body 
of evidence (Boden et al., 2008, Moosvi et al., 2005, Green et al., 2009) that they may be far 
more important in global sulfur cycling than is currently recognized. 
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CHAPTER 5  
 
ADDITIONAL CULTURING STUDIES 
 
 
INTRODUCTION 
 One of the key questions about the sulfur deposits at Borup Fiord Pass is whether the S0 
remains stable over significant time periods (years rather than months) or whether it becomes 
oxidized to sulfate, given the fact that this is a thermodynamically favorable reaction in the 
oxidized surface environment (see Chapter 2). An early objective of this project was therefore to 
seek to culture Borup microbes capable of the oxidation of S0 or thiosulfate (one possible 
intermediate in the oxidation of S0 to sulfate) in culture conditions that matched the environment 
as closely as possible. This was one way to try and determine whether bacteria in the deposits 
had this capability. Success in culturing such organisms would indicate that Borup microbes had 
the capability to oxidize S0 or thiosulfate (as appropriate) in environmentally-relevant conditions, 
although it would not prove that they were necessarily doing so at Borup (further work would be 
needed to test that) since culture conditions will never match environmental conditions exactly. 
For the same reason, failure to culture such organisms would not prove that they did not exist at 
Borup. In addition, the oxidation of S0 is one of the steps in the sulfur cycle for which the genes 
have not been fully identified (as described in Chapter 2) and so a particular objective was to 
seek to isolate an organism oxidizing S0 , which could be used to investigate the genes involved 
in this process.  
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PRELIMINARY CULTURING EXPERIMENTS 
 I set up initial cultures using the same EM media as used in Gleeson et al., 2011, with 10 
mM bicarbonate, except that aliquots of media were made at different pHs ranging from pH 6.5 
to pH 10, in 0.5 pH units. To buffer at pH 6.5 MES was used, to buffer at pH 7.0 and 7.5 HEPES 
was used, to buffer at pH 8.0, 8.5 and 9.0 TRIS was used and to buffer at pH 9.5 and 10.0 a mix 
of NaHCO3 and Na2CO3 was used. The cultures were set up using 10 ml of media and the 
addition of either 0.1g of S0 or 10mM thiosulfate (added as Na2 S2O3). In each case, this was the 
only sulfur-containing substance added. S0 could not be autoclaved at the normal temperature as 
it melts at either 113°C or 119°C, depending on how rapidly it is heated. When heated rapidly it 
melts at 113°C but if heated more slowly the cystalline structure re-arranges to a more stable 
configuration and it melts at the higher temperature of 119°C. Early experimentation by me had 
shown that in the autoclave it melted at 113°C. I therefore devised a modified autoclave 
program. Instead of using a sterilization temperature of 125°C for 20 minutes (the standard 
procedure for sterilization) a sterilization temperature of 110°C for 60 minutes was used for S0. 
My early experiments also showed that autoclaving S2O32- could result in the partial breakdown 
of the S2O32- into sulfide. In order to ensure that experiments contained only S2O32- and not also 
sulfide (to be sure the enrichment was specific for S2O32-oxidation) thiosulfate stock solutions 
were filter sterilized using a 0.2 µm filter instead of autoclaving. Cultures were loosely capped to 
ensure that gas transfer (in particular access to atmospheric oxygen and carbon dioxide) was 
possible. All culture experiments included sterile controls. Cultures were incubated at 60C in the 
dark for a minimum of 1 month after which transfers were made using 0.1ml of a culture to a 
10ml daughter culture set up in exactly the same way as the original culture. As the cultures did 
not contain any organic carbon, or any energy source other than oxidation of the relevant sulfur 
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substance, the objective was to enrich for microbes that gained energy for growth using either S0 
oxidation or thiosulfate oxidation (as appropriate). I inoculated cultures with samples of sulfur 
taken from the surface of Borup Fiord Pass Glacier by Steve Grasby in 2007, and kept 
refrigerated until cultures were set up in October 2008; they were therefore designed as BF07 
cultures. Transferring the cultures ensured that cells was designed to ensure that cells which 
could not grow under these conditions were successively diluted out, in order to obtain a culture 
where sulfur lithotrophy was the energy metabolism used. I assessed cultures using microscope 
examination to roughly assess cell growth. Cells were stained using the Live-Dead stain 
(Invitrogen) and cultures were differentiated using an approximate assesssment of cell growth 
(whether abundant cells or very few cells were observed under the microscope). I tested the pH 
of cultures using pH strips to see if acidification (expected if sulfur species are oxidized through 
to sulfate) was occurring.  
 These intial culturing experiments demonstrated that S0 oxidation and thiosulfate cultures 
would only grow if the pH was below pH 8. The pH needed to be below pH 7 for optimum 
growth, and pH in these cultures stabilized at pH 5 after several months. A drop in pH was only 
observed in cultures, not in abiotic controls set up in the same way, which was consistent with an 
interpretation that cultures were oxidizing S0 oxidation or thiosulfate (depending on the type of 
culture) to sulfate, so acidifying the culture. It had not been possible to obtain a pH measurement 
of the sulfur deposits in 2006 or 2007 (although the pH of the spring was measured in 2006). 
When field work was done in 2009, I measured the pH of the deposits at pH 6.0 – 7.0. It is 
therefore quite likely that the sulfur deposits in 2007 were also at about this pH and that would 
explain why microbes cultured from the deposits prefer neutral to mildly acidic pH. 
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 Once mixed cultures were established which appeared to be growing well, samples were 
taken filter sterilized by me, and analyzed for sulfate and thiosulfate concentrations using ion 
chromatography by Fred Luiszer. I also did accurate cell counting using a Petroff-Hausser cell 
counter. I extracted DNA from cultures using the Powersoil DNA extraction kit (MoBio, USA), 
amplified it using universal small subunit ribosomal RNA primers 515F and 1391R. I then gel 
purified the PCR product using the Montage gel purification kit (Millipore), re-adenylated it, 
cloned using the TOPO cloning kit (Invitrogen, USA), amplified using M13 primers, and 
purified using the Purelink PCR clean-up kit (Invitrogen). DNA was sequenced by SeqWright 
using Sanger sequencing. However, the DNA extraction for sequencing was not performed at the 
same time as the cell counts using the Petroff-Hauser cell counter and sampling for sulfate and 
thiosulfate analysis (cell counting and sampling were done at the same time). I identified DNA 
sequences by using BLAST against the NCBI nt nr database. 
 Experiments using accurate cell counting with the Petroff-Hauser cell counter, and 
measurement of sulfate and thiosulfate concentrations using ion chromatography showed cell 
growth of mixed cultures linked to production of sulfate in both the S0 oxidation and thiosulfate 
oxidation cultures (Figures 5.1 and 5.2 below). This was interpreted as cell growth being linked 
to S0 oxidation, or thiosulfate oxidation, respectively. 
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 The mixed culture sequence data showed that the S0 oxidation culture was dominated by 
Marinobacter (34 out of 49 sequences = 69%) with Gillisia being the second most dominant 
group at 20% (10 sequences). The Marinobacter isolated from this culture was the Marinobacter 
sp. BF07-02_kw10.8 described in Chapter 4. As set out in Chapter 4 it did not demonstrate the 
ability to oxidize S0 in pure culture, but did demonstrate the ability to oxidize thiosulfate. The 
2007 Gillisia was not isolated.  
 The mixed culture sequence data from the thiosulfate oxidation culture showed that 
Thiomicrospira was the dominant bacteria (27 sequences), which is a well-known thiosulfate 
oxidizer and which was dominant in the environment SSU rRNA data from 2007 (data not 
shown). The culture also contained Alphaproteobacteria (10 sequences), Marinobacter (2 
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sequences), Actinobacteria (2 sequences), Firmicutes-Clostridiales (1 sequence)and 
Bacteroidetes (2 sequences). Both cultures may not have been fully characterized by the amount 
of sequencing carried out, and as sequencing was not carried out at the same time as the cell 
counting and chemical analyses, it is possible that the cultures contained other members which 
were responsible for the S0 observed. 
 
ADDITIONAL ISOLATIONS 
 A number of additional isolates were obtained by me as work was undertaken to try to 
isolate the Marinobacter, Flavobacterium and Gillisia that were the subjects of Chapter 4. They 
were not further characterized or cultured as they were not considered priorities for further 
investigation. The isolates obtained, their source, and the methods by which they are obtained, 
are shown in Table 5.1 (below, after conclusions). 
 
CONCLUSIONS 
 These experiments demonstrated that mixed cultures of Borup microbes from the 2007 
deposits were capable of both thiosulfate and S0 oxidation oxidation. In the experiments shown 
in Figures 5.1 and 5.2 thiosulfate and S0 oxidation oxidation were linked to cell growth in a 
culture that did not contain any organic carbon, so this is also evidence that these microbes were 
capable of fixing carbon and using sulfur redox reactions to provide energy for growth.   
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Table 5.1 Borup Fiord isolates 
 
2006 Isolates 
 
Source Name Identification  
(closest hit) 
Enrichment culture Isolation plate and 
appearance 
BF06-5b kw7  Paenibacillus NaS + sediment gradient 
tube 
K then Lept plates 
BF06-4a kw_10.4 Flavobacterium NaS + sediment gradient 
tube 
4 mM sulfide (in EM 
base) at room temp 
BF06-5b kw5 *1 Shewanella? 
(closest match but 
not good 
identification) 
NaS + sediment gradient 
tube 
K then Lept plates 
BF06-4a kw_10.3 Marinobacter NaS + sediment gradient 
tube 
4 mM sulfide (in EM 
base) at 6 deg Celcius 
 
2007 Isolates 
 
Source Name Identification  
(closest hit) 
Enrichment culture Isolation plate and 
appearance 
BF07-02 kw_10.8 Marinobacter 
Acc#EU908283.1 
S0 oxidation 100 µM acetate (in 
EM base) at RT 
BF07-02 kw_10.11 Lokatanella 
Acc# FJ362503 
Note: later 
determined not to 
be pure culture 
S0 oxidation 4 mM sulfide (in EM 
base) at RT 
BF07-02 kw_10.18 Loktanella S0 oxidation K plate at RT 
BF07-03 kw4,  
kw5 *1 & 
kw6  
Microbacteriaceae(
Cryobacteria / 
Labedella) 
S0 oxidation 4 mM sulfide (in EM 
base) 
BF07-02 kw_10.15 Rhizobiales (same 
as 11.7) 
S0 oxidation 4mM NaS + 2mM 
S2O3 then 4 mM NaS  
BF07-02 kw_10.17 Aurantimonas S0 oxidation K plate at room temp 
BF07-06 kw_11.42 Thiobacillus 
Acc#AY082471  
None - Field sample 10 mM S2O3 at 6 °C 
BF07-06 kw_11.36 Thiobacillus 
Acc# AY082471.1 
May be mixed 
culture 
None – field sample S2O3 at RT 
BF07-06 kw_11.63 Alpha-proteo? 
Acc# FJ437982.1 
only 83% ident 
None – field sample 5 mM sulfide at 6 °C 
microaerophilic 
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2009 Isolates 
 
Source Name Identification 
(closest hit)  
Enrichment culture Isolation plate and 
appearance 
BF09-02 kw_10.19 Arthrobacter 
(discarded) 
NaS + S2O3 gradient tube K plate at RT 
BF09-02 kw_11.1 Arthrobacter NaS + S2O3 gradient tube K plate at 6 °C 
BF09-02 kw_11.3 Flavobacterium NaS + S2O3 gradient tube 4 mM sulfide (in EM 
base) at 6 °C 
BF09-02 kw_11.4 Loktanella NaS + S2O3 gradient tube 4 mM sulfide (in EM 
base) at room temp 
BF09-06 kw_11.7  Aurantimonas  
Acc#EF540474.1 
NaS + S2O3 gradient tube 4 mM sulfide (in EM 
base) at room temp 
BF09-06 kw_11.17 Salinibacterium  K plate at 6 °C 
BF09-06 kw_11.21 Pseudomonas? 
91% ident (contig) 
 4 mM sulfide (in EM 
base) at room temp 
BF09-02 kw_10.20 Arthrobacter NaS + S2O3 gradient tube K plate at room temp 
BF09-02 kw_11.16 Microbacteriaceae NaS + S2O3 gradient tube K plate at room temp 
BF09-02 kw_11.19 Arthrobacter NaS + S2O3 gradient tube K plate at 6 °C 
BF09-06 kw_11.2 Pseudomonas 
Acc#GU62544.1 
NaS + S2O3 gradient tube K plate at 6 °C 
BF09-06  kw_11.24 Planococcus 
Acc# EU196338.1 
None – field sample K plate at 6 °C 
 
BF09-06 kw_11.31 Thiobacillus 
Acc# AY082471.1 
also Frassassi 
uncultured 
bacterium Acc# 
DQ415787 
None – field sample S2O3 at RT 
BF09-06 kw_11.32 Thiobacillus 
Acc# AY082471.1 
None – field sample S2O3 at RT 
BF09-06 kw_11.51 Flavobacterium 
Acc# AB075231.1 
None – field sample 5 mM sulfide at 6 °C 
BF09-02 kw_11.53 Flavobacterium 
Acc# AB075231.1 
97% ident to11.51 
None-field sample 5 mM sulfide at 6 °C 
microaerophilic 
BF09-06 kw_11.59 Arthrobacter 
Acc#EF423346.1 
Only89% ident but 
several Ns 
None-field sample (bag 
kept frozen) 
5 mM sulfide at 6 °C 
microaerophilic 
BF09-06 kw11.49 Microbacteriaceae 
(Cryobacterium 
/Labedella) 
None – field sample 
(metagenome sample) 
cream or yellow on 5 
mM sulfide at 6 °C 
 
*1 The BF07 kw5 is NOT the same as the BF06 kw5. 
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CHAPTER 6 
 
CONCLUSIONS 
 
 
INTRODUCTION 
 This chapter contains my overall conclusions on microbial sulfur cycling at Borup Fiord 
Pass Glacier, highlights the novel aspects of this work, and discusses the main limitations of this 
study and how they could be addressed in future work. It also discusses the wider relevance of 
this work.  
 
OBJECTIVES OF THIS STUDY 
 The main objective of this study was to determine how well bioenergetic calculations of 
the relative amounts of energy available from different redox reactions in the sulfur deposits on 
Borup Fiord Pass Glacier predicted the microbial utilization of those reactions, as indicated by 
relative abundance of key functional genes. A secondary objective was to determine the identity 
of the Borup microbe(s) responsible for the production of novel S0 biomineralized structures that 
had previously been observed in mixed cultures originally inoculated with sulfur from the Borup 
glacial deposits (Gleeson et al., 2011). 
 
SUMMARY OF THE FINDINGS OF THIS STUDY 
 The microbial community of the elemental sulfur (S0) on the surface of the Borup Fiord 
Pass Glacier, Canadian High Arctic, is dominated by members which possess the genetic 
capability to undertake a range of sulfur redox reactions, and in particular to oxidize reduced 
sulfur species, starting with sulfide (the most reduced form of sulfur) all the way through to 
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sulfate (the most oxidized form of sulfur). The geochemical data, bioenergetic calculations, small 
subunit ribosomal RNA (SSU rRNA) data and the quantitative functional gene data from the 
metagenome all support the conclusion that this community is driven by sulfur lithotrophy as the 
main energy source for primary productivity. The deep deposit on which the metagenome 
analysis was performed was dominated by Sulfurovum and Sulfuricurvum, Epsilonproteobacteria 
known to be capable of sulfur lithoautotrophy. Their numerical dominance in the deposits, 
combined with the fact that the most abundant sulfur redox and carbon fixation genes in the 
metagenome appear, by sequence comparison, to be of Epsilonproteobacterial origin, indicate 
that these Epsilonproteobacteria are most likely the major primary producers and sulfur cyclers. 
This is the first time that these Genera have been reported as being dominant in a sub-aerial 
environment, as they have previously been found in anoxic and sulfidic environments such as 
hydrothermal vents and sulfidic caves. By far the most abundant energy source available in the 
glacial deposits is the S0 and as cultured representatives of these Genera have previously been 
shown in culturing studies to be capable of oxidizing S0 to sulfate it is likely that the Borup 
Epsilonproteobacteria are using this reaction to obtain energy for growth. The genes responsible 
for oxidizing S0 to sulfate are not fully known, but the metagenome shows high levels of 
abundance of the sox gene cluster, known to be able to oxidize S0 to sulfate in vitro. There is 
disproportionately-high relative abundance of DsrE genes in the metagenome compared to the 
other Dsr genes, and as the DsrE gene product is known to be involved in mobilization of 
internal S0 deposits in bacteria which possess the entire Dsr cluster, this raises the interesting 
question of whether the DsrE gene in these Epsilonproteobacteria might be involved in 
mobilizing the external, solid, S0 so that the intracellular sox genes can act upon it.  
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 There is a curious absence of both SSU rRNA and functional genes from phototrophs in 
the metagenome, indicating that photosynthesis is not being significantly utilized by this 
community despite the presence of abundant light (24-hour daylight during the arctic summer 
when the samples were collected). There was also an absence of genes for both the aerobic and 
anaerobic oxidation of ammonium (nitrification and anammox, respectively) despite the fact that 
both metabolisms should be energetically favorable.  
 The cultured representatives of Sulfurovum and Sulfuricurvum have been shown to prefer 
microaerophilic rather than fully oxygenated conditions and it was noteworthy that the surface of 
S0 deposits on the glacier are dominated by Flavobacterium. It is possible that the aerobic 
metabolism of this Flavobacterium is drawing down the oxygen level sufficiently to create a 
microaerophilic climate in the lower regions of the deposit. This dominant Flavobacterium was 
isolated, and culturing studies indicated that it was capable of oxidizing thiosulfate to sulfate, but 
was not able to gain energy for growth from this reaction. It is therefore most likely gaining 
energy from the oxidation of carbon compounds. One possibility that would explain its 
dominance near the spring is that the spring water contains methane, and some Flavobacterium 
sp. have shown the ability to utilize C1 compounds to obtain energy for growth. However, a key 
gene known to be involved in methane oxidation, methane monooxygenase, was not strongly 
represented in the metagenome.  
 A Gillisia sp. isolate, also a member of the Flavobacteriaceae family, was also isolated 
from cultures originally inoculated with sulfur from the Borup glacial deposits. This isolate 
showed the ability to create unusual S0-biomineralized structures although it is not clear whether 
it is actively metabolizing sulfur species or simply catalyzing a novel precipitation process. 
Nevertheless, this is a previously-unknown ability for Flavobacteria. It is not clear whether this 
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process is significant in the Borup system as the Gillisia is numerically a minor constituent and 
the biomineralized structures have not so far been observed in the environmental S0 deposits.  
 The dominant members of the community in the S0 deposits are very different from that 
of the stream. This suggests that the change in environment going from an anoxic, sulfide-rich, 
subsurface to the surface S0 deposits which have ample access (at least at their surface) to 
atmospheric oxygen allows different microbes to be successful in each environment. The 
dominant members of the stream microbial community are Burkholderiaceae members 
Burkholderia and Ralstonia, but their role in the system was not investigated as part of this 
study. Both Burkholderia and Ralstonia representatives have shown the ability to oxidize 
thiosulfate, but while Burkholderia could conserve energy for growth from this reaction, 
Ralstonia has not so far shown this ability (Anandham et al., 2008, Cramm 2009). The role that 
Burkholderia and Ralstonia are playing within the Borup Glacial spring and sulfur deposits 
therefore remains unknown. 
 
OVERVIEW CONCLUSIONS ON MICROBIAL SULFUR CYCLING AT BORUP 
 A major question that remains unanswered is whether the S0 on the surface of Borup 
Fiord Pass Glacier is produced by direct biological oxidation, indirect biological action, or 
abiotic processes. We also still do not know whether the S0 is generated at the site in which it is 
found, or transported there from elsewhere by the spring water. Finally, we do not know at what 
time, and under what environmental conditions, the S0 is laid down. There are certainly 
organisms within the spring water that are capable of oxidizing sulfide to S0, in particular the 
Epsilonproteobacteria Sulfurovum and Sulfuricurvum, the Gammaproteobacteria Thiomicrospira 
and the Betaproteobacteria Thiobacillus. But these are all minor constituents of the spring water. 
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However, the microbial population of the spring water is only a wash out of whatever is 
underground, and that community composition might be quite different. The composition of the 
spring water could also be different at the time the S0 is laid down, than it was at the time we 
sampled. Abiotic oxidation of sulfide to S0 is also a possibility, and the extremely high level of 
sulfide in the stream increases the probability of this, as high sulfide:oxygen ratio increases the 
likelihood that S0 will be formed as one of the oxidation products of sulfide (Zhang & Millero, 
1993). At the moment, it seems likely that a combination of biological and abiotic processes are 
involved in the production of the S0, but more work, and in particular additional field work, will 
be needed to determine the relative contributions of each type of process.  
 Successful resolution of this question would add to our understanding of the 
environmental conditions in which microbes do, or do not, oxidize sulfide to S0, which would 
add to our overall knowledge of microbial ecology. In addition, if the S0 is proven to be largely 
biogenic, then it could be used to add to our understanding of the differences between biogenic 
and abiotic S0, and our ability to distinguish between the two when trying to interpret deposits of 
S0 that have been preserved through geological time in the rock record on Earth, or to interpret 
the potential biogenicity of any S0 deposits that may be found on Mars, Europa or other planetary 
bodies. Detailed studies on the Borup S0, using techniques such as high-energy X-ray 
spectroscopy to explore the exact molecular structure, are currently underway as part of a 
parallel project within the laboratory, not within the scope of this thesis, to further explore this 
possibility. 
 The final fate of the S0 at Borup is also unknown, but there is rather more information to 
go on. In both 2007 and 2009, bacteria known to be capable of oxidizing elemental sulfur to 
sulfate were seen to be strongly dominant: Thiomicrospira in 2007 (data not shown) and the 
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Epsilonproteobacteria in 2009.  Moreover cultures set up to enrich for S0 oxidation, using culture 
conditions that matched the environment, were successful in generating mixed cultures of 
organisms from the site that oxidized S0 to sulfate, indicating that viable organisms with this 
capability exist within the deposits. Given the fact that the oxidation of sulfur is energetically-
favorable in this environment it would be expected that, eventually, all the S0 would be oxidized 
to sulfate. The presence of dissolved sulfate and the mineral gypsum (CaSO4) at the site may 
result from this process, although these could equally well be abiotic. However, although it 
would be expected that the S0 would be oxidized, this is a slow process in these conditions, and 
so it could be preserved over long timescales if the microbial process was halted, for example, by 
the freezing conditions of the arctic winter. The presence of S0 in paleodeposits at the site that 
may indicate former spring sites (Grasby et al., 2012) do indicate that the S0 can be preserved for 
many years.  
 
NOVEL FEATURES AND BROADER SIGNIFICANCE OF THIS STUDY 
 The novel features of this work that have wider relevance are: 
1. There are some environmental conditions in which photosynthesis is not a competitive 
metabolism, over and above the well-accepted limits of lack of light and high temperatures. 
Photosynthesis, and in particular oxygenic photosynthesis, is widely regarded as the most 
energetically-favorable metabolism on Earth, and the most important driver of primary 
productivity. The finding that it is not competitive in the sulfur deposits on top of Borup Fiord 
Pass Glacier, even in conditions of 24-hour daylight, suggest that there may be previously 
unknown constraints which impact more on photosynthesis than on some other types of 
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metabolism, in this case, sulfur lithotrophy. The suggestion made in this study is that the absence 
of photosynthesis at this site is due to a combination of several factors, namely that:  
 i) the surface of the glacier is a relatively pristine site, which does not support 
macroscopic life and which probably only supports a relatively low concentration of microbial 
life in comparison with other environments; 
 ii) it suddenly receives a relatively high load of new organisms from the subsurface, a 
dark environment, which therefore does not contain phototrophs; 
 iii) along with the new organisms there is a significant supply of energy, in the form of 
reduced forms of sulfur (in particular sulfide and S0); 
 iv) some of the organisms from the subsurface possess flexible metabolic capabilities, in 
particular the ability to grow chemolithoautotrophically using sulfur oxidation reactions to 
provide energy, and fixing carbon dioxide from the atmosphere, and so survive the transition 
from an anoxic to oxygenated environment, and 
 v) the new arrivals from the subsurface populate the surface S0 deposits (both by growth 
and continued seeding from the subsurface) faster than photosynthetic organisms can colonize 
the same area due to growth and seeding from atmospheric transport. 
 Further investigation would be needed to determine whether this hypothesis is correct. It 
would be necessary to undertake repeated sampling of the spring and sulfur deposits throughout 
the course of an entire season, and also to test the microbial composition of the glacial surface 
away from the spring and sulfur, in order to track the changes in community composition and the 
total biomass. This would provide the data to determine: 
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 i) whether the microbial population is indeed derived from the spring, as it appears from 
the data to date, or whether it is derived from the microbial population of the glacial surface 
away from the spring; 
 ii) how the microbial community in the S0 changes over time, both in terms of total cell 
numbers and relative proportions of dominant members, to check whether there is indeed a shift 
in the community composition from the spring water to the S0. Although it appears that this is the 
case from the data to date, there is only one time point of data from the spring water and so we 
do not know whether the difference in community composition seen between the spring water 
and the deposits is really a shift once the microbes have seeded the surface, or whether it is that 
the spring water microbial community simply changed over time; and 
 iii) the change in the number of phototrophs over time, so see if the relative proportion 
increases during the summer, which would indicate that the phototrophs are gradually out-
competing the lithotrophs. If no change was seen, it could mean that atmospheric transportation 
is extremely slow, or alternatively that there was something in the environment that was actively 
preventing phototrophs from growing successfully.  
 Either way, a study of this type could provide some extremely interesting new 
information on the limits of the effectiveness of photosynthesis as a microbial metabolism. 
 
2. The DsrE gene may play a role in mobilizing extracellular S0 and so enable Sox proteins 
to oxidize this solid energy source The mechanisms by which bacteria oxidize S0 are not fully 
understood. Bacteria with the rDsr genes are known to use those gene products in S0 oxidation 
(Dahl et al., 2008), but those genes were not abundant in the metagenome. The Sox proteins have 
been shown to be able to oxidize S0 in vitro (Rother et al., 2001), but it has not been 
	  	   137	  
demonstrated that living bacteria can use them in this way. The Sox proteins are periplasmic, and 
it is not clear how S0, which is extremely insoluble, could be transported into the cell to enable 
the Sox complex to act upon it. The high relative abundance of DsrE-type genes in the 
metagenome and their presence in Epsilonproteobacterial genomes, in the absence of other Dsr 
genes, combined with the facts that Epsilonproteobacteria are known to be able to oxidize S0, 
and that in the full DsrE complex the DsrE gene product is involved in mobilizing internal S0 
stores, give rise to the question of whether the DsrE gene product might be used by 
Epsilonproteobacteria to mobilize S0 outside the cell. If this hypothesis regarding DsrE is 
correct, it would fill a significant knowledge gap in how bacteria can utilize S0. However, 
experimental evidence to test the hypothesis would be needed to confirm whether or not it is 
correct. Culturing studies involving S0-oxidizing Epsilonproteobacteria would need to test 
whether the DsrE was being expressed when S0 was being used as an energy source. If the DsrE 
gene is indeed being expressed, then making a mutant with this gene knocked out would be 
necessary to test whether or not it was essential to the S0-oxidation process. As the DsrE gene 
could be an essential gene for other reasons, it would be important also to test the knockout 
mutant on a different energy source such as sulfide, which Epsilonproteobacteria could oxidize 
using their sqr or fcc genes. 
 
3. Flavobacteria may be more significant in global sulfur cycling than has previously been 
suspected. The ability of the Borup Gillisia isolate BF06-kw10.4 to form biomineralized 
structures is novel, not only for this Genus, but more widely, but its environmental importance is 
unclear. As far as is known, such structures have only been reported once previously, in a study 
of another cold sulfur spring (Douglas & Douglas 2000) and the microbes responsible for 
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making the structures were not identified. It is not known whether the Borup Gillisia sp. makes 
these structures at Borup, but the previous Douglas & Douglas observations certainly suggests 
that it is possible. The mineral structure of can S0 affect how easy, or difficult, it is for other 
microbes to utilize it (Franz et al., 2007) and so S0 biomineralization could potentially alter the 
bioavailability of sulfur to other organisms, and so the way microbial sulfur cycling works in 
some environments. A useful experiment would be to test how easy or difficult it is for bacteria, 
which are known to have the capability to oxidize S0, to oxidize the sulfur in these structures. 
The ability of the Flavobacterium isolate BF09-kw11.51 to oxidize thiosulfate is not novel, and 
the dominance of this Flavobacterium in the S0 is still unexplained, but given the global 
prevalence of Flavobacteria (Green et al., 2009) if they have a previously-unrecognized ability to 
metabolize sulfur compounds then this could be of significant environmental importance. 
 
4. Sulfurovum and Sulfuricurvum may inhabit wider environmental niches than the 
highly-sulfidic environments in which they have been reported. Epsilonproteobacteria that 
are known to undertake sulfur lithotrophy have been observed to be highly abundant in sulfidic 
environments such as hydrothermal vents and sulfidic caves (Macalady et al., 2006 Nakagawa et 
al., 2005). The fact that they have now been found to be highly abundant in a sub-aerial setting 
could indicate an even broader role for Epsilonproteobacteria in global sulfur cycling than has 
previously been considered. However, this is only a tentative conclusion as it was not possible to 
get an accurate measurement of the sulfide content of the S0 deposit used for the metagenome. 
Even though the site is sub-aerieal, and the surface of the deposit is exposed to the oxygenated 
atmosphere, it is possible that the interior of the deposit was, in fact, highly sulfidic in which 
case this environment would correspond more closely to those in which these Genera have 
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previously been observed. The fact that Epsilonproteobacteria were highly abundant in the 
deposit, but not the spring water, suggest that they may be rapid colonizers of the surface sulfur 
deposits, and this is consistent with observations that they are rapid colonizers at hydrothermal 
vent sites, even when Gammaproteobacteria sulfur oxidizers are more dominant overall (López-
Garcia et al., 2003, Nakagawa et al., 2005). One possible reason for this may be because they use 
different processes to fix CO2. The Epsilonproteobacteria sulfur lithoautotrophs use the reductive 
citric acid cycle, which only uses 1.67 ATP molecules to fix each CO2 molecule, whereas 
Gammaproteobacteria sulfur lithotrophs such as Thiomicrospira use the Calvin-Benson-Bassham 
cycle which uses 3 ATP molecules to fix each CO2 (Canfield 2005, Hugler et al., 2005, Scott et 
al., 2006). All other things being equal, this would allow Epsilonprotebacteria to grow more 
quickly.  
 
 MAIN CONSTRAINTS OF THE STUDY, AND POSSIBLE FURTHER WORK 
 The constraints of the individual aspects of this study have been set out in the relevant 
sections of the preceding chapters, so this section just focuses on the main constraints. These fall 
into three distinct categories: 
i) constraints in the raw data available, due to the inability to return to the field site; 
ii) constraints in the computational power available to analyze the data; 
iii) the constraint that is inherent in using DNA data, as DNA represents genetic potential but 
does not provide information on which aspects of that genetic potential are in use at any given 
time. 
 The main impact of the first constraint is the fact that it was not possible to obtain some 
chemical information, most importantly the sulfide concentration of the S0 deposit, or to take 
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repeat measurements or samples, in order to test the hypotheses produced as a result of the initial 
data analysis, or in order to obtain information on how the chemical conditions, and microbial 
community, changed over the course of the season. This could be addressed by future fieldwork 
but it was not possible to return to the site during the course of this study because it is so remote 
and so it is very difficult, and expensive, to reach.  
 Additional information that could be obtained without further fieldwork would be to look 
at which genes are being expressed in this environment, if it is possible to extract RNA from 
samples of the sulfur that remain preserved in the laboratory freezer. This would provide 
valuable further insight into which reactions microbes are, in fact, using, given that they have the 
genetic capability to carry out several different sulfur redox reactions, by looking at which of the 
highly-abundant sulfur redox genes are actually being expressed. The metagenome sequence data 
could be used to design primers which specifically target the genes of interest. 
 The second constraint was mostly a question of access to hardware, but partly an issue of 
the bioinformatic skills needed for the task. In this study both of these problems were overcome 
by using the MG-RAST pipeline for the initial stages of the analytical process, as these were the 
most demanding in terms of computational power. The issue of computational power could be 
solved in future by accessing the University of Colorado’s supercomputer (not available at the 
time this analysis was carried out) and by further work to write suitable programs to enable the 
analysis to be carried out without needing to use the MG-RAST pipeline. 
 More generally, access to significant computing power, and bioinformatic skills, is likely 
to be an issue for many environmental microbiologists are likely to face this issue as the ability 
to produce huge quantities of sequence data has expanded more rapidly than the ability of 
scientists to analyze the data. The introduction of cloud computing may provide a relatively low-
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cost method for laboratories which only do small amounts of such work to access the necessary 
hardware, but it is not yet clear how much resource, and for what cost, a typical analysis would 
require. The skill gap is also significant. Whilst collaboration with specialist bioinformatic 
groups is one option, that is not currently feasible for all. A tremendous service is provided to the 
community by freely-available resources such as MG-RAST, but there are trade-offs. In order to 
provide this computational resource for free, the MG-RAST pipeline takes steps to reduce the 
computational power needed for each metagenome. Perhaps the most significant of these is the 
fact that sequences are clustered at 90% amino acid similarity, and then only one sequence of the 
cluster is used for functional identification, rather than every sequence being identified 
individually. This could reduce the accuracy of the quantification of functions. It is also true that 
using such pipelines means surrendering some degree of intellectual control. Nevertheless, it is a 
useful resource. In any future metagenome studies that I did, I might still use the MG-RAST 
system for initial quality control of the data, but I would then download the NCBI protein nr 
database, use the BLAST Executables (installed on a local computer) to BLAST the metagenome 
data against the database to assign function to each sequence individually, and I would then write 
programs of my own, to collate and quantify the results, supplemented by existing software such 
as MEGAN4 (Huson et al., 2011) which can be used to group BLAST outputs by functional 
groups using the SEED (Overbeek et al., 2005) or KEGG (Kanehisa et al., 2008) classification 
schemes.  
 In order to maximize the benefit for the sequence data that are being produced, it would 
be extremely helpful if these ‘universal’ classification schemes were improved to more 
comprehensively cover the full range of functional genes known. The SEED system (Overbeek 
et al. 2005) seems to be the most comprehensive, but could still be improved. 
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 It would also benefit this field if there was some consensus on the quality control 
measures used, so that datasets from different studies, and different sites, could be directly 
compared in order to draw wider conclusions. For example, the critical question of what quality 
control cutoff should be used for determining whether a certain sequence is, or is not, the same 
gene as a reference sequence is one which remains unanswered. This is in part because the 
answer is unlikely to be the same in every case as different genes evolve at different rates, but it 
may be possible to reach some agreement on a cutoff to be used, just as in SSU rRNA analysis 
there is a general consensus that 97% identity should be considered a ‘species-level’ OTU, even 
though it is recognized that this is merely a convention. 
 The impact of the third constraint is that it is impossible to tell with certainty which of the 
genes present in the metagenome are being used by the microbes that are found within the sulfur 
deposit. The underlying assumption that is being made in this work is that genes that are present 
in high abundance, which must therefore be present in a significant proportion of the microbes 
present, are more likely to be in use than those which are present in low abundance, which could 
be derived from microbes that are dormant, or dead. A particular issue arises in the case of the 
sulfur redox genes possessed by Sulfurovum and Sulfuricurvum as these organisms possess 
several different sulfur redox genes within the same genome. It is impossible to tell which of 
these genes they are using, and so exactly which sulfur redox reactions they are catalyzing, from 
DNA alone. For example, if they are highly abundant in the metagenome because they are using 
their sox genes, then as their cell numbers increase, the relative abundance of all their genes will 
increase in parallel, whether each gene is being used or not. This limitation can be addressed by 
extracting RNA from the environmental sample, to determine which genes are being expressed. 
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 More generally, the use of metatranscriptomic approaches, using RNA extracted from the 
environment as the template for cDNA, and then making a shotgun library from this cDNA, 
which is then sequenced in the same way as the metagenome DNA, provides a way to gain a 
comprehensive overview of all the genes that are being used by an environmental microbial 
community at any time. The comparison of metagenomic and metatranscriptomic data from the 
same environmental sample provides invaluable information not only about which genes are in 
use, but which are not, which adds to our knowledge of the way in which environmental 
conditions affect microbial activities (Frias-Lopez et al., 2008, Stewart et al, 2011b).  
 The emerging field of metaproteomics will add yet another layer of information, as RNA 
expression levels may not necessarily accurately predict protein levels, due to differential rates of 
RNA and protein turnover, but so far metaproteomic techniques do not provide the same quantity 
of information as metagenomic or metatranscriptomic approaches (Ram et al., 2005).  
 
CONCLUSION 
  The particular focus of this study was to look at how well bioenergetic 
calculations of the amount of energy available from different reactions in this particular 
environment predicted the type of microbial energy metabolism that was found there. It is, as far 
as I know, the most robust and comprehensive investigation of this question that has been 
published to date. Clearly it does not deal with all possible aspects that affect habitability, and 
how microbes will react to changing conditions, but it does begin to illuminate some aspects of 
this, by demonstrating that energetically-favorable niches can remain unfilled. Much more work 
is needed to determine the reasons for this, and how widely applicable these findings are to other 
environments. Some questions, such as the possible role of DsrE in mobilizing extracellular S0, 
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will require culturing experiments, while others, such as the relative lack of phototrophs, will 
require a molecular approach. The work in this thesis demonstrates how different types of 
investigative approaches, in this case geochemical analysis, bioenergetic calculations, 
metagenomic analysis and environmentally-relevant culturing experiments, can be used together 
to deepen our understanding of microbial ecology, and the ways in which it impacts our 
environment. 
 Microbial cycling of major elements such as carbon, nitrogen, iron and sulfur can have a 
significant impact on the environment, both locally, and globally. We do not know the full extent 
of microbial biogeochemical cycling on our planet and its climate, nor how this will change in 
responding to any change in environmental conditions. These cycles are inter-connected, and 
contain multiple interactions, including the possibility of both positive and negative feedback 
loops. In trying to understand how our planet is going to respond to the warming climate, and in 
particular in trying to understand the impact of further human action, deliberate or otherwise, it is 
critically important that we understand better how these microbial biogeochemical cycles work. 
Otherwise, any human interventions designed to improve environmental conditions, for example, 
to address climate change, could end up making the problem even worse. We are only just 
beginning to scratch the surface of this understanding. It is only in the last few years, with the 
massive increase in sequence data available via next-generation sequencing technologies, that we 
have the tools that enable us to investigate the extent of microbial diversity, and its actions and 
impacts. Work on the human microbiome, the area where most work has been done, continues to 
show new and unexpected impacts of this microbiome on human wellbeing. It is not unrealistic 
to assume that the impact of the planetary microbiome as a whole on the wellbeing of Earth, and 
its inhabitants, is also much greater than is currently realized.  
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APPENDIX 1 
 
PYTHON SCRIPT grab_seqs.py 
 
"""Program grab_seqs.py 
 
written by katherine.wright@colorado.edu  
version 2.7   
12 November 2011 
 
Documentation 
 
Purpose of the program is to enable the user to quickly retrieve specific DNA,  
RNA or amino acid sequences from a much larger fasta file of sequences.  
The program reads an input file containing the list of  
unique sequence identifiers (seqID) that the user wants to retrieve. It then searches 
the larger fasta file of sequences for each identifier in turn, and when it 
is found, copies the sequence, and its identifier, into a new file. The new 
file is in fasta format ready to use in BLAST. The larger file is not altered 
(ie target sequences are copied not removed).  
 
The program can cope with an input file that contains duplicates of  
the same sequence identifier (eg if using to grab seqs for genome assembly) and 
it provides a report (a log file) if a sequence is not found, or if it is found more than 
once (log file is empty if each sequence identifier is only included once in the input 
sequence identifier list, and only appears once in the target fasta file). 
 
The output fasta file contains sequences in the same order as the list of sequence identifiers in the 
input file. 
 
If a seqID is included only once in input sequence identifier file, and the sequence is only 
included once in the target fasta file, then there will be no message in the log file. If a sequence is 
not found at all, there will be a message saying that. If any seqID is included more than once in 
the input sequence identifier file (ie is included x times) then there will be x messages for that 
seqID. If target sequence is only found once in the target fasta file then each message will say the 
sequence is found x times. If the messages say that the sequence was found more than x times 
(eg y times) then it appears more than once (ie y/x times) in the target fasta file; that should 
never happen, each sequence identifier should only be attached to a single sequence in the target 
fasta file. So if y does not equal x, further investigation is needed to tell if the input fasta file has 
duplicate entries for that sequence or, worse, if the same sequence identifier is attached to two 
different sequences. 
 
Program, files with sequencer identifiers and the fasta sequences all need to be in 
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the same directory, and you need to be in this directory in the terminal. Also need to  
make sure that the directory doesn't already contain files with the name output_seqs.txt 
or you will end up adding the new seqs to that file, instead of creating new file (so once 
program has run, be sure to re-name that file with a more descriptive, and unique, name). 
Similarly need to ensure directory doesn't already contain a file named log_file.txt 
 
Program reports when it has finished in the terminal. 
 
Program is run from the command line with the command: 
 
python grab_seqs.py argument1 argument2 
 
leave a space (no comma) between program name and the arguments (and between arguments) 
 
argument1 is the file name of the file containing the sequence identifiers (including suffix such 
as .txt) argument2 is the target file of fasta seqs (including suffix such as .txt) 
 
The sequence identifier input file should have each sequence identifier on a separate line, 
with no spaces before or after, and no carriage return after the last entry. The sequence identifiers 
should not have the > sign before them. 
 
IMPORTANT - it makes a huge difference whether the carraige return \r is used (program 
assumes this) or if the carriage return \n is used (program doesn't work). If the sequence 
identifiers were in a single column on an Excel spreadsheet and copied to a txt file they should 
be in the correct format automatically. Can use the script check_seq_ident_input.py to check seq 
ID input files are in the correct format (it splits seqIDs into a list, using the \r to separate, just like 
this program does, and then prints the list - so it is possible to see if the list seqs1 has been 
created correctly ie one list item = one seqID or not). If the return button was used to create a 
new line this will leave a \n at the end - so amend grab_seqs.py to recognize \n instead of \r 
 
The target fasta file (from which the sequences are going to be copied) MUST have a carriage 
return at the end of the file, after the last sequence. 
 
""" 
 
import sys # sys module allows program to read command line arguments 
arg1 = sys.argv[1]  
# imports 1st command line argument (input file of sequence identifiers) and assigns it a variable 
(string) name 
arg2 = sys.argv[2] 
# imports 2nd command line argument (target file of fasta sequences) and assigns it a variable 
name 
myfile1 = open(arg1,'r') # opens file for reading 
myfile2 = open(arg2,'r') 
myfile3 = open('output_seqs.txt', 'a') 
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# creates new file with the name output_seqs.txt to which output (ie sequences program has 
copied) will be written 
# if there is already a file with the name output_seqs.txt the sequences will be added to the end of 
that file 
myfile4 = open('log_file.txt','a') 
# creates a new file (or opens existing file if it exists) with name log_file.txt 
s1 = myfile1.read() # program reads file into 1 string, with variable name s1 
s2 = myfile2.read() 
seqs1 = s1.split('\r') 
# creates a list where each sequence identifier is a list entry (function splits fasta string at \r) 
# As this is a list, if it is printed all entries will be in '' 
seqs2 = s2.split('>')  
# creates a list where each sequence in fasta string (split at >) is a list entry, in '' with > removed 
output1 = [] 
for seqID in seqs1: 
    for seq in seqs2: 
        if seqID in seq: 
            output1.append(seq) 
        else: 
            pass 
output1.insert(0,'')  
output2 = '>'.join(output1) # re-joins list into string, removing '' and replacing > 
for seqID in seqs1: 
    a = output2.count(seqID) 
    if a == 0: 
        myfile4.write(seqID) 
        myfile4.write(' was not found\n') 
    elif a == 1: 
        pass 
    elif a >= 1: 
        b = str(a) 
        myfile4.write(seqID) 
        myfile4.write(' was copied ')  
        myfile4.write(b) 
        myfile4.write(' times\n') 
# reports on whether each sequence was found once (no message), not at all, or multiple times 
myfile3.write(output2) # writes output2 into the file 'output_seqs.txt' 
myfile1.close() # closes file 
myfile2.close() 
myfile3.close() 
myfile4.close() 
print 'program has finished running' 
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APPENDIX 2 
 
PYTHON SCRIPT check_seq_ident_input.py 
 
"""check_seq_ident_input.py 
 
written by katherine.wright@colorado.edu  
version 2.0 
12 November 2011 
 
Purpose of the program is the check the format of a file of sequence identifiers 
which will be used as an input file for grab_seqs.py (as the first argument for that program),  
ie the file which contains the sequence identifiers of the sequences which one wants to copy from  
a large fasta file of sequences (the second argument for grab_seqs.py). 
 
The sequence identifier input file should have each sequence identifier on a separate line, 
with no spaces before or after, and no carriage return after the last entry. 
 
This program will check that format by printing a list of each sequence identifier. If the 
input file is formatted correctly, each sequence identifier will be a separate list item, 
there will be no extra spaces or extra characters and no empty list items (will get an 
empty list item at the end of the printed list if there is a carriage return after the 
last sequence identifier in the input file) 
 
To run from the command line, command is: 
 
python check_seq_ident_input.py name_of_seq_ident_input_file.txt 
 
leave a space between the program name and the name of the file to be checked 
 
""" 
 
import sys # sys module allows program to read command line arguments 
arg1 = sys.argv[1]  
# imports 1st command line argument (input file of sequence identifiers) and assigns it a variable 
(string) name 
myfile1 = open(arg1,'r') # opens file for reading 
s1 = myfile1.read() # program reads file into 1 string, with variable name s1 
seqs1 = s1.split('\r') 
# creates a list where each sequence identifier is a list entry (function splits fasta string at 
carriage return ie '\r') 
# As this is a list, if it is printed all entries will be in '' 
print seqs1 
 
 
