The mechanics of seventy-two 
Introduction
As a software engineering discipline, refactoring has grown in prominence over the past few years [7, 8, 9, 10, 12, 15, 16, 17, 24] . Refactoring can be loosely defined as any change made to software in order to improve its structure without necessarily changing the semantics of the program. In principle, the consequent improvement in code comprehensibility makes the software easy to maintain and refactoring can provide both short-term and long-term benefits [21] . In fact, Fowler [14] suggests that the process of refactoring is the reversal of software 'decay' and any refactoring effort is worthwhile.
An open research problem in the refactoring and XP community [2] is establishing which of competing refactorings to undertake, based on the premise that a developer has only limited time for firstly, the refactoring activity and secondly, the subsequent testing required [4, 25, 26] . In this paper, we describe a dependency analysis in which we identify the relationships between refactorings in the seven categories originally specified by Fowler [13] . In other words, we investigated, for each refactoring X, which refactorings X 'Uses' as part of its mechanics, and equally, which refactorings X is 'Used By' as part of the mechanics of other refactorings. Our analysis examines the characteristics of these two relationships and, as a result, offers suggestions as to why certain categories of refactoring may be more problematic from a practical perspective.
Motivation and related work
A first motivation for our work is to highlight the features of individual refactorings and their interrelationships [23, 27] . In particular, to highlight the difficulty of deciding on a specific refactoring when there may be many more hidden activities that only arise during a refactoring. Secondly, re-testing is a costly activity and to be undertaken properly requires an intimate knowledge of program refactoring mechanics. Those mechanics need to be investigated thoroughly before they can be used; if not, then those costs are likely to escalate. In this paper, we try to understand in more detail the implications of undertaking any refactoring activity.
The work described in this paper follows on from an earlier analysis by the same authors where an in-depth analysis of the refactoring trends (and of those fifteen refactorings) in Open-Source Systems (OSS) was documented [1] . Remarkably and surprisingly, inheritance and encapsulation-based refactorings were found to have been applied relatively infrequently from an empirical perspective, in keeping with past results relating to this 00 concept [22] . The work in this paper also builds on other previous research by the authors where we investigated the link between refactoring and testing. In [5] , we adapted a testing taxonomy proposed by Van Deursen & Moonen (VD&M) based on the postrefactoring repeatability of tests. The VD&M taxonomy proposed five categories of refactoring. In our assessment of the taxonomy, we urged the need for the inter-relatedness of refactorings to be considered when making refactoring decisions and we based that inter-relatedness on a refactoring dependency graph developed as part of the research. Given our taxonomy extension, we then assessed the potential for eliminating code smells [13] where minimum disruption to testing effort is the goal. Herein, we explore that inter-relatedness in greater detail.
In terms of broader related work, Najjar et al., have shown that an investigation of refactoring can deliver both quantitative and qualitative benefits [21] -the refactoring 'replacing constructors with factory methods' of Kerievsky [16] was used as a basis. Results showed quantitative benefits in terms of reduced lines of code due to the removal of duplicated assignments in the constructors as well as potential qualitative benefits in terms of improved class comprehension. Developing heuristics for deciding on different refactorings, based on system change data, was earlier investigated by Demeyer et al. [8] . A study of the trends in changes, categorised according to refactorings was also undertaken in [7] and a full survey of relevant refactoring work can be found in [18] . 3 . The seven refactoring categories 
Data analysis
In the subsequent analysis, we first analyse the 'Uses' relationships amongst the seven categories (and then explore the 'Used By' relationship). We base our subsequent analysis on the premise that, other things remaining equal, the more refactorings that a refactoring 'Uses' as part of its mechanics, the greater the effort required by the developer to undertake the refactoring and the higher the testing burden as a result. Equally, refactorings with a high 'Used By' value (i.e., they are used by relatively high number of refactorings) suggests that those refactorings are 'core' refactorings, common to the mechanics (and the testing process) of many refactorings. Table 3 is likely to require the completion of a relatively large set of other refactorings through the 'Uses' relationship. Taking just categories F and G from Table 3 , a question that arises is whether, for these seven inheritance-related refactorings, there is a strong intra-relationship? In other words, do those refactorings mainly 'Use' each other as part of their mechanics? Table 3 . The fifteen refactorings and their categories Figure 2 shows the converse set of values to that shown in Figure 1 , ranging from 12 down to 3. In other words, it shows the highest ranked set of thirteen refactorings in terms of the 'Used By' dependency. We note that choosing the thirteen refactorings with the highest 'Used By' values ensured that all refactorings with at least three 'Used By' dependencies were included in Figure 2. (N.b., six refactorings had two 'Used By' dependencies, nineteen refactorings had just a single 'Used By' dependency and the remaining thirty-four refactorings had no 'Used By' dependencies; in other words, the latter were not used by any other refactoring). Table 5 shows the effect of placing each of the fifteen refactorings from Figure 2 into their respective categories. The two categories that featured prominently in In common with Table 3 , Category F has the highest number associated 'Used By' refactorings (5) and surprisingly, these five refactorings are completely disjoint from the set of refactorings for the same category in Table 3 Table 4 ). This leads us to suggest the idea of a client-server relationship between the two disjoint sets of refactorings in this category -one set of refactorings is used frequently by the other set in a primarily servicing role. This was a surprising, yet interesting result to emerge from our analysis. The other category that features prominently in Table  5 and which also featured heavily in Table 4 is Category B refactorings. In common with the refactorings from Category F, the three refactorings are completely disjoint from those in the same category in Table 3 , suggesting that these three refactorings are again engaged in some form of client-server relationship with other refactorings in the same category. However, there is a distinct difference between Category B and Category F refactorings. The refactorings from Category F in Table 5 only tend to be used by other Category F refactorings. On the other hand, the refactorings from Category B (Table 5 ) are used more widely by refactorings in other Categories (this can be inferred from their relatively high rankings in Figure 2 ). As further evidence of this feature, Table 6 lists the seven refactorings from Category B and F that appear in Table 5 and the refactorings they are 'Used By'. We annotate each set of refactoring with the category 'profile' reflecting the ordered list of categories from which those refactorings are taken. For example, the 'Move Field' refactoring is used by 4 refactorings, taken from categories B, B, G and G, respectively. 
Summary data

'Used By' relationships
Conclusions and future work
In this paper, we have investigated the characteristics of the seventy-two refactorings and the categories into which each of those refactorings was placed.
Results demonstrate some key traits in at least two of the categories described in [13] . To inform our analysis, we drew on a dependency analysis in which we identified the 'Use' and 'Used By' relationships amongst the seven categories of refactoring. Refactorings in the 'Dealing with Generalisation' category had two distinct refactoring types and refactorings in the 'Moving Features between Objects' showed specific characteristics. Our analysis provides a developer with information on which refactorings, due to their inherent dependencies, may prove to be more of a testing and maintenance burden than others. Consequently, our analysis can be used to inform difficult refactoring decisions that may ultimately be costly. In terms of future work, we intend to formally identify the relationships identified in this paper; we would also like to carry out more theoretical and empirical analyses to support or refute the arguments put forward in this paper in keeping with similar work in [3, 14, 20] .
