Identification of induced pluripotent stem (iPS) progenitor cells, the iPS forming cells in early 28 stage of reprogramming, could provide valuable information for studying the origin and 29 underlying mechanism of iPS cells. However, it is very difficult to identify experimentally 30 since there are no biomarkers known for early progenitor cells, and only about 6 days after 31 reprogramming initiation, iPS cells can be experimentally determined via fluorescent probes. 32 What is more, the ratio of progenitor cells during early reprograming period is below 5%, 33 which is too low to capture experimentally in the early stage. 34 In this paper, we propose a novel computational approach for the identification of iPS 35 progenitor cells based on machine learning and microscopic image analysis. Firstly, we 36 record the reprogramming process using a live cell imaging system after 48 hours of infection 37 with retroviruses expressing Oct4, Sox2 and Klf4, later iPS progenitor cells and normal 38 murine embryonic fibroblasts (MEFs) within 3 to 5 days after infection are labeled by 39 retrospectively tracing the time-lapse microscopic image. We then calculate 11 types of cell 40 morphological and motion features such as area, speed, etc., and select best time windows for 41 modeling and perform feature selection. Finally, a prediction model using XGBoost is built 42 based on the selected six types of features and best time windows. Our model allows several 43 missing values/frames in the sample datasets, thus it is applicable to a wide range of 44 scenarios. 45
26
Abstract 27 Identification of induced pluripotent stem (iPS) progenitor cells, the iPS forming cells in early 28 stage of reprogramming, could provide valuable information for studying the origin and 29 underlying mechanism of iPS cells. However, it is very difficult to identify experimentally 30 since there are no biomarkers known for early progenitor cells, and only about 6 days after 31 reprogramming initiation, iPS cells can be experimentally determined via fluorescent probes. 32 What is more, the ratio of progenitor cells during early reprograming period is below 5%, 33 which is too low to capture experimentally in the early stage. 34 In this paper, we propose a novel computational approach for the identification of iPS 35 progenitor cells based on machine learning and microscopic image analysis. Firstly, we 36 record the reprogramming process using a live cell imaging system after 48 hours of infection 37 with retroviruses expressing Oct4, Sox2 and Klf4, later iPS progenitor cells and normal 38 murine embryonic fibroblasts (MEFs) within 3 to 5 days after infection are labeled by 39 retrospectively tracing the time-lapse microscopic image. We then calculate 11 types of cell 40 morphological and motion features such as area, speed, etc., and select best time windows for 41 modeling and perform feature selection. Finally, a prediction model using XGBoost is built 42 based on the selected six types of features and best time windows. Our model allows several 43 missing values/frames in the sample datasets, thus it is applicable to a wide range of 44 scenarios. 45 Cross-validation, holdout validation and independent test experiments showed that the 46 minimum precision is above 52%, that is, the ratio of predicted progenitor cells within 3 to 5 47 days after viral infection is above 52%. The results also confirmed that the morphology and Introduction 68 Induced pluripotent stem (iPS) cells are cells with embryonic-like state reprogrammed 69 from mouse embryonic or adult fibroblasts by introducing the defined factors [1] . Since 70 Takahashi and Yamanaka [1] first proposed the methods of reprogramming somatic cells to 71 iPS cells, it has become an important method for clinical cell therapy, and revolutionized 72 regenerative medicine [2] , such as platelet deficiency [3] , spinal cord injury [4] , macular 73 degeneration[5], Parkinson's disease [6] and Alzheimer's disease [7] . However, obstacles still 74 remain in scientific and clinical applications for iPS cells because of potential tumorigenicity 75 and low efficiency of reprogramming technique [8] [9] [10] . Tumorigenicity is attributed to the 76 introduction of tumorigenic factors such as Oct4, Sox2, Klf4 and c-Myc, of which 77 over-expression is generally associated with tumors. Inefficiency concerns low frequency for 78 reprogramming cells, which is less than a small proportion of 5%. In some induction 79 protocols, the ratio of progenitor cells during the early stage of reprogramming is even under 80 0.5%. 81 The above-mentioned obstacles are mainly due to poor understanding of molecular 82 mechanisms in iPS cell reprogramming, which ultimately prevented this technology from a 83 wide range of scientific and clinical applications. Theoretical mechanisms models are 84 proposed such as two-step process model [11] and seesaw model [12] , most of which focus on 85 how factors such as Oct4, Sox2, Klf4, and c-Myc induce pluripotency. Experimental 86 approaches based on epigenetic profiling, RNA screening or single-cell analysis for 87 uncovering the mechanisms are limited by the low reprogramming efficiency or the lack of 88 biomarkers for progenitor cells [13] [14] [15] [16] [17] [18] [19] [20] . 5 
89
Recent studies found that iPS progenitor cells differed from normal MEFs in 90 morphology, motion or proliferation rate. Smith et al. [21] found that iPS progenitor cells 91 showed smaller cellular area and higher proliferative rate than normal MEFs via time-lapse 92 imaging. Zhang et al.[22] also found that iPS cells exhibited distinct morphology features and 93 different proliferative rate comparing with larger and quiescent differentiated cells. Li et al. 94 [23] showed the mesenchymal-to-epithelial transition, a process with significant 95 morphological changes, was a key cellular mechanism for induced pluripotency. extensive application for cellular image data, however, it has been seldom used in the 127 identification of iPS progenitor cells in the early stage. 128 In this article, we propose a machine learning based approach to detect iPS progenitor 129 cells during the early stage of reprogramming. Given the cell images recorded via live-cell 130 imaging system during the reprogramming process, the paper aims to identify iPS progenitor 131 cells against normal MEFs in the same stage. Since the iPS progenitor cell to normal MEFs 132 ratio is usually below 5%, this makes the identification problem very difficult. In the paper we 7 133 use Imaris, a software from Bitplane, to analyze and process microscopic cell images from 134 live-cell imaging system. Surpass, a module of Imaris is then used to extract cell numerical 135 information in the same time period. We then develop a machine learning method for 136 identification of iPS progenitor cells based on the extracted morphological and motional 137 features. The prediction model is built with XGBoost based on the selected six types of 138 features and time windows. In our method, cell division is not considered, and frames 139 contained in selected time windows are uniform. The model performance is evaluated by 140 three different validation methods. When tested on labeled datasets with a ratio of about 1:5 141 between progenitor cells and normal MEFs, the prediction precision to identify iPS progenitor 142 cells is above 52% during the first 1-3 days of reprogramming after adding iCD1 medium. 143 The image-based machine learning method allows experimentalists to select iPS progenitor 144 cells with much higher probability, and furthermore to study the biomarkers which trigger the 145 reprogramming process. (Fig 1) . Due to 220 three one-hour iCD1 medium changes, the total reprogramming period is divided into four 11 221 periods, the first period is 16 hours and 50 minutes long, from 18 hours to 24 hours and 40 222 minutes denoted as phase 1 in the paper, the second from 25 hours and 50 minutes to 40 hours 223 and 40 minutes denoted as phase 2, and the third from 41 hours and 50 minutes to 48 hours 224 and 40 minutes denoted as phase 3. In this paper, we focus on these three periods (phases 1, 2 225 and 3) only because of tiny ratio for iPS progenitor cells in the first 16 hours and 50 minutes, 226 which is even less than 2%. 227 Two rules are applied in the paper for generating the cell image datasets, (1) cell division 228 is not considered; (2) frames from the same window of each phase are selected for modeling 229 among uniform time periods. When cell division is taken into account, features in the mother 230 cell and its daughter cells are not comparable, for example, the area of mother cell is much 231 bigger than that of its daughter cells, thus the machine learning model will fail to process this There are two steps for feature selection. The first step is recursive feature elimination. 296 Firstly, we use all 11 types of features to train the model with 5-fold cross validation and 297 calculate its precision as initial unimportance score. Then we delete each type of feature at a 298 time and obtain 11 precision values as new unimportance scores. We compare every new 299 score with the initial score, and remove the feature type with the largest unimportance score 300 higher than initial score. The recursive process will be repeated on feature set until the model 301 performance can be no longer improved or there is no feature. We then rank the importance of 302 all 11 types of features and delete the least important feature types. Second, we calculate the 303 Pearson correlation coefficient for the selected feature types from step 1 to remove the highly 304 correlated features with a correlation coefficient of 0.60 or above. Fig 2(a) described the average 367 precision over six time windows (TP1 to TP6), indicated by blue boxes for set_KNN, red 368 boxes for set_mean and green boxes for set_mean_mod. Also shown in Fig 2(a) was the 369 average precision over all three imputation methods, indicated by grey boxes . Fig 2(b) 370 described the standard deviations of the corresponding precision values in Fig 2(a) . Detailed 371 precisions for all six time periods (TP1~TP6) were provided in Figure S1 of the S1 File. set_mean_mod (colored as green) and all three imputation methods (colored as gray). Fig 2(b) 376 shows the standard deviation, as a function of missing frame number, of imputation method 377 set_KNN (colored as blue), set_mean (colored as red), set_mean_mod (colored as green) and 378 all three imputation methods (colored as gray). 379 Fig 2(a) showed that precision was higher when several missing frames were allowed. 380 For missing frame number of 0, the average precision of all method was only 0.585 and all 381 the average precisions of non-zero missing frame numbers were higher than 0.585 . Fig 2(a) 382 also showed that the maximum average precision of all method was about 0.632 under 383 missing frames of 4, 4.7% higher than precision under no missing frames and 0.9% higher 384 than precision under missing frame number of 2. On one hand, the size of the dataset is larger 385 when missing value is permitted, on the other hand, the missing frame may introduce new 386 pattern for classification because iPS progenitor cells proliferate more frequently than normal 387 MEFs, and cell division can partly result in missing value. When cells divide at a certain 388 frame in their time periods, the feature values of all subsequent frames are missing. 389 In Fig 2(b) , the maximum standard deviation of all methods as indicated by gray box 390 was 0.061 under missing 4 frames. For each specific method, the maximum standard 391 deviation was 0.081 for Set_mean under 5 missing frames. The precision with two missing 392 frame numbers had the minimum standard deviation for all method (0.048 as indicated by 393 gray boxes) and at the same time it was also very close to the maximum precision (0.623 394 compared with the maximum value of 0.632 in Fig 2(a) ). In addition, Set_mean_mod showed 395 the minimum standard deviation of all 3 imputation methods for all missing frame numbers 396 (indicated by green boxes), an indication of stable performance. Although Set_mean_mod 19 397 also showed smallest standard deviation for missing frame number of 1, its precision value of 398 missing frame number was smaller than that of missing frame number of 2. Therefore, we 399 used missing frame number less than or equal to two and select imputation method as 400 set_mean_mod in our model. that of shorter window lengths in three phases, and this trend was less pronounced for phase 3. 420 The size of the dataset may be the major reason for this trend. Due to the two rules in dataset We selected the best start frame for each phase respectively. To exclude the start frame 442 with high prediction precision for only 1 or 2 window lengths, 14 candidates of best start 443 frames were selected when precision was above 0.55 for at least three successive window 444 lengths. For each candidate best start frame, the average precision was calculated over the 445 successive window lengths whose precision was above 0.55 and the average precision values 446 were shown above each candidate best start frame in Fig 3. We only selected one best start 447 frame for each phase according to the average precision values of the candidate best start 448 frames, resulted in 19h40min, 26h10min and 42h30min for phases 1, 2 and 3, respectively. 449 Secondly, the candidate best window lengths were selected whose precision values were 450 all above 0.55 for 3 best start frames of step 1, resulting in window lengths 11, 13, 15 and 17 451 frames. For each window length, the precision values, average precisions and the 452 corresponding standard deviation of 3 different best start frames were provided in Table S1 of 453 S1 File. The average precision of 0.640 for window length of 13 frame was the highest while 454 its standard deviation was the smallest (0.01), thus window length of 13 frames was selected 455 as the best window length. 456 457 Two-step feature selection 458 We performed a two-step feature selection method on three phases respectively. Firstly, 459 we generated datasets from best time windows based on the training cell image datasets. The corresponding dataset of each phase to study the importance of each feature type. Average 464 precision was calculated via 5-fold cross-validation over 20 runs on the dataset of each phase, 465 and later sets as initial unimportance score. Next, we removed each type of features and 466 calculated the unimportance scores (average precision). Feature with maximum score would 467 be deleted only if this score was greater than the initial unimportance score, which would then 468 be updated as the maximum score. This step was repeated until no score was greater than 469 initial score or no more feature could be selected. 470 Results from step 1 feature selection were shown in MEFs and progenitor cells. As shown in Fig 5(a) , the progenitor cells in the blue circles 489 showed a uniform intensity distribution between nucleus and cytoplasm, while for normal 490 MEFs in the yellow boxes, the cytoplasm showed weaker intensity as indicated by the 491 blurring edges. Also shown in Fig 5(a) , the nucleus and cytoplasm of progenitor cells in the 492 blue circles and normal MEFs in the yellow boxes were enlarged and colored by light blue 493 and green respectively. It is clear that nucleus-cytoplasm ratio for progenitor cells are much 494 larger than that of normal MEFs. From Fig 5(a) I-Max, nucleus-cytoplasm volume ratio as Ratio, ellipsoid-oblate as E-oblate. 508 In order to further study the correlations of different features, as a second step we 509 calculated the Pearson correlation coefficients between the selected features. The results for 510 three phases were shown in Fig 5(b) . In our model, two feature types were considered 511 strongly correlated if the coefficient was greater than 0.6 and one of them was removed. 512 When two different feature types were strongly correlated with a third feature type, both of 513 them were removed with the purpose of keeping as less number of features as possible. For 514 phase 1, the coefficient between sphericity and area was 0.77 in phase 1, and the coefficient 515 between sphericity and ellipsoid-prolate was 0.66, thus area and ellipsoid-prolate were 516 removed from the list. Similarly, they were removed for phase 2 as well. The strong 517 correlation between sphericity, ellipsoid-prolate and area is caused by the fact that Imaris 518 extracts features from two-dimensional cell images assuming cell thickness as constant. 519 Furthermore, since ellipsoid-oblate was associated with cell thickness, it was removed from 520 the feature list as well for phase 2 and phase 3. Overall, six types of features (Sphericity, 521 I-Min, I-stdDev, I-Max, Ratio, Speed) were selected for all the models. the training dataset, holdout-validation is very important for testing the model's generality on 552 the neighborhood time windows. For each phase, the training dataset for window length of 13 553 frames was generated. In phase 1, the window start frame I was 19h40min as shown in Fig   554   6(d) . Models trained on this dataset was then tested on seven test datasets corresponding to 555 start frames I, I-1, I-2, I-3, I+1, I+2 and I+3, illustrated in Fig 1 and Fig 6(d) . There was no 556 overlap between the training and testing datasets. 557 For each time window, average precision value was computed over 10 holdout validation 558 runs, and the results were shown in Fig 6(d) . The minimum average precision values were 559 0.616 for window length of 13 frames and start frame I-2 in phase 1, 0.522 for window length 560 of 13 frames and start frame I-2 in phase 2 and 0.566 for window length of 13 frames and 561 start frame I-3 in phase 3. These minimum precisions were all smaller than the corresponding 562 precisions in Fig 6(a) ; what is more, Fig 6(d) also showed the average precision values for 563 phase 1, 2 and 3 were all smaller than the cross-validation resulted in Fig 6(a) , indicating the 564 difficulties for predicting the neighborhood time windows. 565 For each result of the 3 phases in Fig 6(d) , the standard deviations of average precisions 566 were computed for window length of 13 frames in Fig 6(b) . The maximum deviation was 567 0.042 for window length of 13 frames in phase 1 and this indicated the trained models were 568 relatively stable in terms of prediction precision in a wide range of neighborhood windows. 569 570 Independent test 571 Finally, to test the model's ability to predict the iPS progenitor cells on a distant time 572 window without overlapped frames with the training window, we performed an independent
