There has been a number of facility location problems dealing with the introduction of the equity issue in the travel distances distribution. In this paper we analyze a new aspect of equity concerning the distribution of the arrival times of customers. Given a depot and a set of demand points generating flow which also represent potential locations, we consider a discrete two-stage location problem whose aim is to locate a given number of facilities and to allocate the demand points to a facility. We assume as objective the maximization of the minimum difference between two consecutive arrival times of flows to the depot through the patronized facility. This particular equity measure is introduced in order to reduce risks of congestion in the dynamic of flow arrivals at the common destination. The problem is described through two Integer Programming formulations. Computational results for solution methods based on both formulations are then shown and analyzed.
Introduction
Location Theory is a very active research area due to the increasing demand of decision-making support systems in several application fields. A location problem consists of positioning one or more facilities within a given space. The decision is made on the basis of an objective function, which usually concerns the minimization of costs or the maximization of benefits. However, in the last few decades a new class of location problems has arisen considering as objective equity, namely balancing the distances among users and facilities. After some initial proposals ( [29] , [23] , [24] ), [8] addressed the issue using taxes to redress benefit inequities. In [16] , it was proposed a general framework for quantifying inequality and some axioms for the appropriateness of inequality measures were presented. The survey conducted by [28] listed a set of equality measures and introduced a framework for their classification. In addition, they indicated some characteristics that equality measures should have. A very comprehensive survey on the topic was performed in [15] Afterwards several authors focused on the analysis of the properties and effects derived by using equality measures. For example, [21] analyzed properties of one of the proposed equality measures in the previous surveys, and more recently [13] conducted a specific analysis on one of the most widely used equality measures, the Gini coefficient, highlighting its behaviour for a single facility problem with demand points uniformly distributed.
Equality measures have been also adopted as objective function or as constraint in the formulation of many different facility location models. [30] showed algorithms for single facility location problems on networks using each time a different equality measure. [11] adopted as objective function the variance of total demand attracted from each facility while [22] exploited the concept of a particular formulation, called the ordered weighted averaging formulation, for defining a model which unifies and generalizes several inequality measures on several kinds of networks. [32] proposed the equitable dispersion problem that minimizes the range and the mean absolute deviation of the distribution of the distances. Lastly [3] formulated and analyzed a new version of a p-maxian problem with side constraints on dispersion, population, and equality constraints.
Also different application problems have been solved using models that involve equality measure as in [10] that found the best location of casualty collection points or [19] that formulated a bi-criterion model of perinatal facilities with a balanced loading of services provided by each facility. More recently [9] proposed a model for the location of hospitals in four U.S. states. Moreover, many times the equality measures are used in multi-objective models where the other measure is a typical efficiency measure. [12] proposed a multi-objective formulation for the Casualty Collection Points Location Problem defining 5 different objectives including the minimisation of the variance. [31] adopted as equality objective the sum of the absolute differences between all pairs of squared Euclidean distances from demand points to the facility and, as efficiency criteria, the sum of the squared Euclidean distances between demand points and facilities.
A new research field in the recent years is the definition of new forms of equity and the formulation of appropriate equality measures. [1] considered the problem of locating a given number of facilities on a continuous space so as to minimize the maximum demand faced by each facility subject to closest assignments and coverage constraints. [7] found a position for a given number of facilities in order to minimize the maximum total weight attracted by each facility on a network. A discrete location problem with a new form of equality measure called customers' envy was formulated in [17] . General equitable objective functions were also studied in [27] , extending and improving a previous formulation developed in [26] . Recently, [25] introduced equity issues to balance the difference between the maximum and minimum number of customers allocated to each facility. A previous paper on load balancing is [4] .
In this paper we address a new aspect of equity concerning the arrival times of customers in a discrete two-stage location problem. In the first stage demands have to be allocated to a facility, and in the second stage it must be transferred from the patronized facility to a fixed depot. The goal is to balance flows arriving at the depot in order to avoid congestion. The problem can occur in different practical contexts. For example, assume that some material (e.g., petrol) has to be sent from several origins (like refineries) to production plants (pump stations) where it is manufactured (pumped) and afterwards sent to a distribution center (storage tank), the depot, that receives the production from all the plants. Because of the limited operational capacity of the distribution center (pipes bottlenecks), it is necessary that consecutive arrivals of material to the depot be separated in time as much as possible. In order to describe the problem we consider as objective the maximization of the minimum difference between consecutive arrivals to the depot. In particular we propose two different Integer Programming models based on different approaches frequently used in the Discrete Location literature.
Our problem can be considered an alternative to the collection depots problem, proposed by [14] and [5] , where they locate a new facility that is serving demand points. Here the demand has to travel from the facility to the demand point, then from the demand point to one of the collection depots, and back to the facility. The first difference is that in our case the demand, collected in the demand points, is only directed to the facility and then to the depot. The other important difference is in the type of objective function defined. [14] minimize the weighted sum of the transportation cost, while we propose a new equity objective. In addition, at least in this first approach, we did not consider the possibility of locating simultaneously facilities and depots as analysed by [6] and [33] in two different extensions of the collection depots problem. Another paper related to this one is [2] , where the authors analyze the problem of optimal location of a set of facilities in the presence of stochastic demand and congestion.
The rest of this work is structured as follows. The technical details of the problem are given in Section 2. Two formulations are then introduced in Sections 3 and 4. Optimality cuts based on a known lower bound on the optimal value of the problem are incorporated to both formulations in Section 5, where a solution algorithm is also detailed. The paper ends with a comprehensive computational study (Section 6) and some conclusions.
The problem
Consider a model with the following elements: (i) a set J = {1, ..., M } of demand points which also represent potential locations for the facilities, (ii) a depot sited at point 0, (iii) a fixed number p of facilities (plants) to be located, and (iv) an M × (M + 1) distances matrix d = (d ij ) that represent either the distance (cost, time) between a demand point situated in i and the facility in j (if i, j ∈ J) or the distance from the facility in i to the depot (when j = 0). Here we assume d ii = 0 ∀i ∈ J, d ij > 0 ∀i, j ∈ J and d i0 ≥ 0 ∀i ∈ J. We also assume that d-values satisfy the triangle inequality.
The aim is to locate p plants among the M candidates and to allocate the remaining M − p demand points to a plant (which is not necessarily the closest one). Let a i be the plant to which demand point i has been allocated (assuming a i = i if i is a plant itself). Then, M distances from demand points to the depot will be obtained as
We call these travel distances. The goal is to maximize the minimum absolute difference between any two values in the vector (δ 1 , . . . , δ M ).
Note that, when d represents times, the model can be easily extended by considering an additional processing time in the plants. Also note that, when two demand points are allocated to the same plant, the optimal value of the problem will be lower than or equal to the absolute difference between the distances from these two points to the assigned plant. Since we are maximizing the objective, arrival times to the plants are also spread out by the optimal solution.
A possible alternative is to force closest allocation of demand points to facilities. To this end, Closest Allocation Constraints (CAC) have to be added to the formulations introduced in the next sections, drastically worsening the solutions of the problem. CAC in discrete location have been deeply studied in [18] , where a complete classification of all possibilities previously considered in the literature was carried out.
In order to formulate the problem as an Integer Programming model it is important to note that maximizing the minimum absolute difference between any pair of travel distances (associated with different demand points) is equivalent to maximizing the minimum difference between consecutive sorted travel distances. The drawback when formulating this problem is to identify which travel distance is greater than or equal to the other, that is to say, absolute values of differences between travel distances have to be considered. It is also necessary to force plants to be allocated to themselves, that is to say, avoiding the flow generated in a point i chosen as a plant to use a route other than the direct route i → 0.
From the distances matrix (d ij ) we define the matrix (D ij ) which measures the distances from point i to the depot through plant j, that is to say,
We name the entries of (D ij ) potential travel distances. From now on, we will call this problem the Balancing Two-Stage Location Problem (BTLP). Figure 1 we show an example with M = 8 and p = 3. We have eight demand points and potential facilities, numbered by 1 to 8; among these, the three plants have been represented with black filled circles (2, 6 and 8). The depot has been depicted with a square. The demand points 2, 6 and 8 are allocated to themselves. The demand points 1, 3 and 5 are allocated to facility 2, while the demand points 4 and 7 are allocated to 8. The travel distance is the sum of the distance from the demand point to the corresponding facility plus the distance from the patronized facility to the depot; these are indicated for the plants with continuous arrows and for the demand points which are not plants with a segmented arrow. The value of the objective function can be determined comparing the travel distance of each demand point with those of the others. Among all these differences the minimum will be the objective value to be maximized.
Classical style formulation for BTLP
In this section what we mean with classical style is a formulation based on the variables commonly used when formulating discrete location problems. Then, allocation decisions are represented through the following x-variables:
and location decisions are represented with
Variable z will represent the minimum difference between travel distances, i.e., the objective function to be maximized. The proposed formulation is
Constraints (1) ensure that all the demand points are allocated and also that plants are self-allocated. Constraints (2) guarantee that a point receives allocation only if it is a plant. Constraint (3) fixes the number of plants to p. Constraints (4) are used to obtain the value of the objective function. In particular, due to constraints (1), for any j ∈ J the first addend in the right hand side of (4) will take the value |D ia − D j | for that plant to which j is allocated. If, additionally, site i is allocated to plant a, z will be upperly bounded by |D ia − D j |, as wished. Here, the term min ∈J |D ia − D j | is used to tighten the constraint, since the first addend in the right hand side of (4) will take at least this value. Otherwise z will be bounded by z U B , a known upper bound on the optimal value of the problem, plus a non negative amount.
This formulation has M 2 binary variables and M 3 + 1 constraints (excluding binarity constraints). It is well known that in many other discrete location problems, it suffices with forcing the binarity of x jj ∀j ∈ J, reducing in this way the complexity of some resolution methods. This is not the case with formulation (CBTLP), as we show in the following example.
Example 2. Consider an instance with M = 4, four points in the plane located at (2, 2), (1, 1), (1, 4) and (5, 0), respectively. The depot is at (2, 3). For ease of computation, we use the Man-
The optimal solution to the instance with p = 2 is to locate facilities in points 1 and 4, and to allocate 2 and 3 to 4. The corresponding travel distances are 1, 11, 14 and 6, giving an optimal value of 3. Relaxing in (CBTLP) the integrity of x ij with i = j, the optimal solution is 
Reduced formulation for BTLP
In order to build the reduced formulation, some preprocessing is needed. First, given any point i, all its different potential travel distances are sorted in increasing order:
The corresponding sets of indexes are named
For this second formulation, allocation decisions are represented through y-variables as follows (i ∈ J, k ∈ G i ):
Then the reduced formulation is
Constraints (6) say that demand point i has to be allocated at some given distance D i (k) . Constraints (7) force y ik to take value 0 if no plant is opened at a distance equal to D i (k) . Constraint (8) ensures that exactly p plants are opened (note that, due to triangle inequality, y i1 is equal to 1 if and only if the demand point i is allocated with a distance D i (1) , i.e., allocated to itself). Constraints (9) force the objective function z to assume the correct value. Binarity constraints (10) close the formulation.
The number of variables and constraints in (RBTLP) depends on the number of different potential travel distances. In the worst case (all potential travel distances from each point different), this formulation is exactly equal to (CBTLP) and contain the same number of variables and constraints. In case of ties, (RBTLP) is actually a reduced formulation, since the sum of two x-variables x ij1 + x ij2 with D ij1 = D ij2 is reduced to a single y-variable y ik with D 
Then y 12 will take value 1 if point 1 is allocated to some plant in such a way that its travel distance is D The optimal solution to this instance ( Figure 2) gives optimal value 1. Here, g i = (1, 2, 3, 2), and constraints (6) of (RBTLP) are in the shape of Encouraged by the good results obtained when applying ordered formulations to discrete location problems (see e.g. [20] ), we built still a third formulation of BTLP using the variables
and the (n − j)-th travel distance is strictly greater than the k-th d-distance, 0 otherwise, defined over the adequate sets of indexes. Even though we strove to make this formulation competitive, implementing a preprocessing phase and several families of valid inequalities, the computational results never were good enough to make this third formulation competitive. Then we gave up the idea of including it in the article. Ordered formulations contain more variables than its unordered counterparts, and need to take a large advantage of the problem structure to be competitive, what was not the case with this problem.
Bounds, optimality cuts and solution strategy
An upper bound on the optimal value of the problem is needed for the formulations. We get one in the following way:
Note that z U B corresponds with the perfect situation where all sorted travel distances differ in the same amount. Assuming we know a lower bound z LB on the optimal value of the problem (possibly associated with a feasible solution), some new inequalities can be added to the formulations. Take two different points, i, j ∈ J, and two potential travel distances associated to them, D Then, it can be concluded that variables y ik and y j will not take value 1 at the same time in any optimal solution, that is to say,
will be satisfied by any optimal solution to (RBTLP). Cutting planes that remove part of the feasible region as long as at least one integer optimal solution remains intact are typically referred as optimality cuts. The addition of these cuts can reduce the search space and improve the linear relaxation upper bound. Inequality (11) is a set packing constraint, what do it very appropriate for the standard preprocess that commercial solvers carry out before starting the search. Several binary variables can be added up and bounded by 1 if they correspond with travel distances which are pairwise lower than the available lower bound or correspond with the same origin. Moreover, commercial solvers can get very good feasible solutions (based on rounding heuristics) that can be used to generate constraints of type (11). Assuming we are considering formulation
Step 1. Get upper bound z U B := (max i,j∈J {D ij } − min i∈J {D ii })/(M − 1), fix lower bound z LB := 0 and a time limit T > 0. Step 2. Build formulation (12) and run the preprocessing and heuristic phases of the solver.
Let z 1 be the objective value associated with the best feasible solution the solver obtained. If z 1 > 1.1z LB , do z LB := z 1 and go back to Step 2.
Step 3. Run the branch-and-bound phase of the solver. If a new feasible solution with objective value z 2 > 1.1z LB is obtained before time T is reached, stop the search, update z LB := z 2 and go back to Step 2. Otherwise, if after time T the lower bound has not been improved in at least 10%, let the branch-and-bound algorithm run until the end. (RBTLP), and we have found a lower bound z LB , the enforced formulation we will use is then (ERBTLP) max z (12) s.t. (6), (7), (8), (9), (10)
In the case of (CBTLP), two variables x ia and x jb will not take simultaneously value 1 when |D ia − D jb | < z LB . Therefore we also consider the enforcement of the classical formulation in the shape of (ECBTLP) max z (14) s.t. (1), (2), (3), (4), (5) 
We observed that the quality of the lower bound is crucial for the efficient resolution of the problem, since a powerful set of constraints (13)/(15) largely reduce the search space and, consequently, the computational time. On the other hand, after adding constraints (13)/ (15) to the corresponding formulation, the lower bound can be significantly improved. Therefore we designed a solution method that starts with one of the formulations (CBTLP) or (RBTLP), gets a lower bound -simply the bound given by the best feasible solution found by the solver during the preprocessing phase-, generates optimality cuts, adds them to the formulation and starts again. Many times, much better feasible solutions are generated in the first nodes of the branching tree, what do it very advisable to re-start the process with additional cuts. A trade-off between the time needed by the branch-and-bound algorithm to find the bound and the time saved with the improvement of the formulation due to the new inequalities has to be evaluated. After some trials, an algorithm was designed whose details are given in Figure 3 .
Note that a time limit T has to be fixed in the algorithm. Note also that the number of potential inequalities in family (13) is large (up to
, and typically about 10% of them satisfy the condition required for adding them to the formulation. Nevertheless, they can be easily combined in a smaller number of tighter constraints. For instance, consider i, j ∈ J, k ∈ G i and let J ijk be a set with cardinality c defined as
Then, instead of c cuts of type (13), a single tighter cut in the shape of
can be added to the formulation. However, it seems that the solver is more able to work with the disaggregated constraints, producing better feasible solutions, and also reduces the number of cuts (13) during the preprocessing phase. For this reason we discarded the possibility of using aggregated constraints.
Computational study
Computational experiments were carried out in order to check the performance of both formulations in terms of time, with and without optimality cuts. All the results of the experiment were obtained using a Intel Core 2 Quad CPU Q9300, 2.50GHz × 4, with 3 GB of RAM memory, running linux Ubuntu 12.04. The solver used was Xpress mosel 32-bit v3.4.3, with the default parameters.
Since, to the best of our knowledge, this is the first paper in studying BTLP, we could not compare our results with other benchmarks and we had to generate our own instances for the experiment. Demand points were randomly generated inside a square and Euclidean distances were first considered. We tested the solution methods on a testbed of 81 instances, 3 for each possible position of the depot (center, corner, random) and for each combination of M in {20, 25, 30} with different values of p (2, 4, 6). Note that, when using Euclidean distances, it is very unlikely to obtain ties between potential travel distances. In such a case both formulations, (CBTLP) and (RBTLP) are the same. What we compared in this case is one of the formulations ((RBTLP), in fact) with the solution method given in Figure 3 . First we used the solution method to exactly solve the instances. The time limit T used to improve the lower bounds were fixed to 100 seconds in the smaller instances (M ≤ 25) and 200 seconds in the larger instances (M = 30). The results are shown in Tables 1, 2 Type indicates if the depot is located in the center (CE), corner (CO) or at a random position (RA). The number of plants, p, is 2, 4 or 6. LB is the last lower bound that was used to re-start the solver, and RS is the number of times the solver was re-started. The optimal value is given in column OPT, and the number of nodes of the branching tree needed to solve the instances (in the last run of the solver) is in column bbn. The number of optimality cuts added in the last run of the solver is given in column cuts, and the overall time in seconds of all runs is in column time.
The computational results indicate that the difficulty of the instances grows fast with the number of points. The computational times required for solving the instances vary from seconds in the instances with 20 points, through minutes in the case of instances with 25 points, to hours for the 30-points instances. The difficulty also increases when the number of plants increases. The location of the depot does not seem to influence the results, and the bounds are tight in general. Several thousands of optimality cuts are usually added to the formulation in the first part of the algorithm, and the number of times the solver was re-started varied between 1 and 4. The time devoted to this first part of the algorithm was generally tiny in comparison with the total computational time. We observed that the worst results (larger computational times) were obtained when the lower bound was weak. In some cases, after the time limit T was reached, a new lower bound was obtained that clearly would help to reduce the total time. The time limit of 200 seconds for the large instances was correct for the easy instances (p = 2, say), but re-starting In a second stage we run the solver without optimality cuts. Since the times were so large, we only checked the small instances. Furthermore, we stopped the run when the time was five times the time used by the algorithm. The results are shown in Tables 4 (M = 20) and 5 (M = 25). To make the comparison easier, we copied columns bbn and time from the previous study, under the head Algorithm. Under the head Solver we show the number of nodes of the branching tree and the computational times of the solver when applied to the difficult instances. In the case of Table 4 , M = 20, all instances could be solved within the time limit (that is to say, no instance multiplied by five the running time of the algorithm). Instances with p = 2 needed similar or even smaller times than the algorithm, since they are extremely easy and the re-starting procedure unnecessarily added some time to the process. In the case of more difficult instances (p = 4, 6), there is a significant saving of time and branching nodes when the optimality cuts are used. But the impressive results were obtained with the 25-points instances (Table 5) . Again for p = 2 the times were similar, but for larger values of p, the times needed by the solver were several orders of magnitude larger than the times needed by the algorithm. Since we observed that these times were huge and, in some cases, produced an out of memory error, we decided to stop the search after the solver reached five times the times of the algorithm. Then, in column time of Table  5 , the times are calculated with this limit, and we indicated between brackets in column bbn the number of instances that were stopped without being solved. Instances of size M = 30 were beyond the powers of the formulation. Besides showing the advantage of using the optimality cuts for solving BTLP, the aim of the computational study was to compare formulations (CBTLP) and (RBTLP) when there are ties between potential travel distances. To this aim, we generated a different set of instances, randomly locating integer points inside a square of size 19 × 19 (pairs in the set {1, . . . , 20} × {1, . . . , 20}) with a depot in position (4, 4) , and calculated the Manhattan distance between each pair of points, always an integer number. Notice that we did not pass any parameter to Xpress to indicate the integrity of the optimal value (thus Xpress does not take into account that a duality gap less than one implies optimality). The typical optimal values of these instances were 1 and 2. Ten instances with M = 20 and ten other instances with M = 25 were generated and solved with both formulations (without optimality cuts). The results are given in Table 6 , were each row refers to all the ten instances. The number of plants was fixed in 4 and 6. min, avg and max means the minimum, average and maximum value of the ten instances, respectively. OPT if the optimal value, bounds are the bounds produced by the solver after the linear relaxation, bbn are again the nodes of the branching tree and time the computational time in seconds. The results are self-explanatory, even noting that two of the instances run out of memory with the classical formulation and were not included in the calculations. There is a strong reduction of computational times and number of nodes of the branching tree when the formulation we use is the reduced one. The reduction is more significant when the size of the instance is 25 than when it is 20. Still we compared both formulations with the addition of optimality cuts, using the algorithm of Figure 3 in the case of (ERBTLP) and a similar approach in the case of (ECBTLP). Results are presented in Table 7 (averaged for ten instances). When compared with the results in Table 6 , we observe that the computational times of the reduced formulation and the algorithm are very similar, although the number of nodes is largely reduced. Some instances benefit from the optimality cuts, whereas some others need more time due to the larger size of the formulation. The reason is that the bounds the solver produces are always 1 or 2. A lower bound of 1 does not help solving the instance when the optimal value is 2. On the contrary, the algorithm based on the classical formulation largely improved the results of the plain formulation when M = 25. For the first time in the study, some of the instances were solved in less time with the classical approach than with the reduced approach. These cases do not suffice to make the classical formulation more attractive than the reduced one, as can be seen in the averages of Table 7 .
Conclusions and further research
In this paper we propose a new discrete location problem where plants must be located in such a way that arrivals of flows generated from demand points through the plants to a fixed depot are as separated in time as possible.
Starting with a classical style formulation, where the constraints have been tightened as much as possible, we take advantage of the ties in the potential travel distances (from a given demand point) to produce a reduced formulation (containing less variables) that is much more efficient from a computational point of view.
Then we use a lower bound on the optimal value of the problem in both formulations to produce a large number of optimality cuts (in a set packing fashion). Optimality cuts increase the lower bound and then we iteratively get new cuts and lower bounds to improve the formulations as far as possible. This procedure results in a drastic reduction of the computational times.
Nevertheless, the problem proves to be difficult and requires further effort to be effectively solved when the number of points is greater than 30. Heuristic algorithms will be also of great interest to approximately solve large instances and are in our scope of interest.
