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Abstract
Linear systems on Lie groups are a natural generalization of linear system
on Euclidian spaces. When the state space is a solvable connected Lie group,
controllability of the linear system is assured if the ad-rank condition holds.
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1 Introduction
In [2], Ayala and Tirao showed that linear control system on Lie groups are a
natural generalization of linear control systems on Euclidian space:
x˙(t) = Ax(t) +Bu(t), A ∈ Rd×d, B ∈ Rd×.
They take inspiration on work due to Markus [7] about linear control system
on matrix group. In [2], they study the controllability of linear control systems.
However, they did not found a global condition to controllability which is similar
to invariant control systems on Lie groups( see for instance [6] and [8]). However
they showed that ad-rank condition implies in local controllability on linear control
system from the identity element of Lie group.
Here we make an important remark: the ad-rank condition can be viewed as
Kalman’s condition to linear control system on Euclidian spaces.
In this way, ad-rank condition has been viewed as a potential condition to
controllability of the linear system. However, in general, this is far from of true
as Jouan showed in [5]. Despite of this, in some cases, the ad-rank condition is
a positive answer to controllability. Da Silva in [9] and Ayala and Da Silva in
[3] showed, under some assumptions, that on solvable Lie groups and semisimple
Lie groups with finite center the ad-rank condition is a sufficient condition to
controllability.
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We now describe our main result. Let G be a connected solvable Lie group
and g its Lie algebra. A vector field X on G is linear if it is an infinitesimal
automorphism. An important fact is that to each linear vector field X we can
associated a derivation D.
A linear control system is a family of differential equation
g˙(t) = X (g(t)) +
m∑
j=1
uj(t)Xj(g(t)) (1)
where the drift vector field X is a linear vector field, Xj are right invariant vector
fields and u = (u1, . . . , um) are controls.
Thus our main result says that if the ad-rank condition is satisfies, that is,
Span{Xk,Dk(Xj); j = 1 . . . , n, and k ≥ 1} = g,
then linear control system (1) is controllable on G. This generalize the main result
in [9] because there it is asked thatD has only generalized eigenvalues with real part
null. To show this result, our idea is to study controllability on stable, unstable
and central groups generated by derivation D and to show that controllability on
G is equivalent to one on these groups.
The paper is organized as follows, in the second section we state some basic
facts about linear vector field. In the third section we construct project control
systems on stable, unstable and central groups and we show that controllability on
these groups is equivalent with one on G. In fourth section we prove that ad-rank
condition is a necessary condition to controllability on stable and unstable groups
and we prove our main Theorem. Finally, in the last section we construct a family
of linear control system on Heisenberg groups that satisfy the ad-rank condition
and, in consequence, is controllable.
2 Linear vector fields
In this section we introduce a basic material about linear vector field and its
subgroups. For more on the subjects the reader may consult [1], [2] [4], [5] and
[9]. Our environment is a connected Lie group G with Lie algebra g. We begin by
defining the concept of linear vector fields.
Definition 2.1 Let G be a connected Lie group. A vector field X is said to be
linear if its associated flow (ϕt)t∈R is a one-parameter subgroup of Aut(G).
It is known that there is a derivation D associated with X , which is given by
D(Y ) = −[X , Y ], Y ∈ g.
Da Silva in [9] showed that from eigenvalues of derivation D we can written
g+ =
⊕
α;Re(α)>0
gα, g
0 =
⊕
α;Re(α)=0
gα, and g
− =
⊕
α;Re(α)<0
gα,
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where α are eigenvalues of the derivation D, such that
g = g+ ⊕ g0 ⊕ g− and [gα, gβ] = gα+β , (2)
with α+ β = 0 if the sum is not an eigenvalue. Let us denote by G+, G0 and G−,
G0,− the connected ϕt-invariant Lie subgroups with Lie algebras g
+, g0, g− and
g0,− = g0 ⊕ g−, respectively. The Lie groups G+, G0 and G− are called stable,
central and unstable groups.
We state some basic facts about the stable, unstable and central Lie groups
and G0,−, which are necessary for our work. The proof is founded in Proposition
2.9 in [9].
Proposition 2.1 It holds:
1. G0,− = G0G− = G−G0;
2. G+, G0, G− and G0,− are closed subgroups;
3. If G is solvable Lie groups
G = G+G0,− = G+G0G−.
From now on, ⋆ denote one of symbols +,−, 0.
Proposition 2.2 Let X be a linear vector fields with flow ϕt. If g ∈ G
⋆, then
ϕt(g) ∈ G
⋆ for all t ∈ R.
Proof: Suppose that g ∈ G⋆. Because G⋆ is a connected Lie groups there are
X1, . . . , Xn ∈ g
⋆ such that g = exp(X1) · · · exp(Xn). Thus applying the flow ϕt at
equality we see that
ϕt(g) = ϕt(exp(X1)) · · ·ϕt(exp(Xn)) = exp(e
tDX1) · · · exp(e
tDXn).
Since g⋆ is invariant by D, it follows that etDX1, . . . e
tDX1 ∈ g
⋆. In consequence,
ϕt(g) ∈ G
⋆. ✷
We will denote by ϕ⋆t the restriction of ϕt in G
⋆. It is direct that ϕ⋆t are
one-parameter subgroup of Aut(G⋆). As consequence there is a linear vector field
X ⋆ on G⋆ associated with ϕ⋆t . We also can associated to linear vector field X
⋆ a
derivation D⋆.
3 Reachable sets in G and G⋆
In this section, our wish is to establish a relation between controllability of linear
control systems on G and G⋆. We begin by introduction a linear control system
on a Lie group G.
Let Ω be a subset of Rm such that 0 ∈ intΩ and consider a class of admissible
control function U ⊂ L∞(R,Ω ⊂ Rm). A linear system on a Lie group G is the
family of differential equations
g˙(t) = X (g(t)) +
m∑
j=1
uj(t)Xj(g(t)) (3)
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where the drift vector field X is a linear vector field, Xj are right invariant vector
fields and u = (u1, . . . , um) ∈ U . Let us denote the control flows by φt,u(g).
As G is solvable we have G = G+G0G−. It allow us to do our work more clear
by introducing the natural projection: π⋆ : G→ G⋆ given by π⋆(g) = g⋆. It is clear
that X is conjugate with X ⋆, that is, (dπ⋆)g(X (g)) = X
⋆(π⋆(g)). Furthermore,
for invariant vector fields Xj ∈ g with j = 1, . . .m it is also possible to define the
invariant vector fields X⋆j on G
⋆ by (dπ⋆)g(Xj(g)) = X
⋆
j (π
⋆(g)).
The conjugacy of the vector fields above allow us to construct from control
system (3) the following control systems on G+, G0 and G−.
g˙(t) = X+(g(t)) +
m∑
j=1
uj(t)X
+
j (g(t)) (4)
g˙(t) = X 0(g(t)) +
m∑
j=1
uj(t)X
0
j (g(t)) (5)
g˙(t) = X−(g(t)) +
m∑
j=1
uj(t)X
−
j (g(t)). (6)
Let us denote by φ+t,u(g) and φ
0
t,u(g) and φ
−
t,u(g) flows of control system (4), (5)
and (6) in G+,G0 and G−, respectively. The natural question is how these flows
are related with φt,u(g).
Proposition 3.1 For all t ∈ R and any control u ∈ U , it holds that
π⋆(φu,t(g)) = φ
⋆
t,u(π
⋆(g)), g ∈ G.
Proof: We begin by differentiating π⋆(φt,u(g)) with respect to t. In fact,
d
dt
(π⋆(φt,u(g))) = (dπ
⋆)φt,u(g)
(
d
dt
(φt,u(g))
)
= (dπ⋆)φt,u(g)

X (φt,u(g)) +
m∑
j=1
uj(t)Xj(φt,u(g))


=(dπ⋆)φt,u(g)(X (φt,u(g))) +
m∑
j=1
uj(t)(dπ
⋆)φt,u(g)(Xj(φt,u(g)))
= X ⋆((π⋆ ◦ φt,u)(g))) +
m∑
j=1
uj(t)(X
⋆
j ((π
⋆ ◦ φt,u)(g))).
In this way π⋆(φt,u(g)) and φ
⋆
t,u(π
⋆(g)) satisfy the same equation with the same
initial condition π⋆(g), which completes the proof. ✷
In next section, we wish establishing a necessary condition to controllability.
To do this we need to introduce time-reversed control system. The time-reversed
linear control system of (3) on G is given by family of differential equations
g˙(t) = −X (g(t)) +
m∑
j=1
(−uj(t))Xj(g(t)). (7)
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Let us denote the linear vector field −X by X ∗ and its flow by ϕ∗. It is is clear
that ϕ∗t = ϕ−t and that D
∗ = −D. A simple account shows that ϕ∗t,u = ϕ−t,v,
where v(t) = −u(t).
We also have the time-reversed control system on G+, G0 and G− in the
following way:
g˙(t) = −X ⋆(g(t)) +
m∑
j=1
(−uj(t))X
⋆
j (g(t)). (8)
Let us denote by φ⋆,∗t,u(g) the flow of control system (8) on G
⋆. In the same way
as Proposition 3.1 we can related the time-reversed control flows in G and G⋆.
Proposition 3.2 For all t ∈ R and any control u, it holds that
π⋆(φ∗u,t(g)) = φ
∗,⋆
t,u(π
⋆(g)), for g ∈ G.
Remark 1 Da Silva in [9] used the time-reversed dynamical system g˙ = X ∗(g) to
show him main result. In fact, he conclude that
g+,∗ = g−, g0,∗ = g0 and g∗,− = g+
and
G+,∗ = G−, G0,∗ = G0 and G∗,− = G+.
Here there is a little bit difference to construct the time-reversed control system
on G+, G0 and G−. In fact, we first project the control system (3) in G⋆ and so
we take the time-reversed system (8). If we first take the time-reversed the control
system (8) of (3) in G and after we project this one in G⋆, then the positive projec-
tion of the time-reversed control (7) belonged to G− and the negative projection
of one belonged to G+.
We now remember what is a reachable set. For any g ∈ G and t > 0 the sets
At(g) := {h ∈ G : h = φt,u(g) for some u ∈ U}
A(g) :=
⋃
t>0
At(g)
are the set of points reachable from g at time t and the reachable set of g, respec-
tively. Also
A∗t (g) := {h ∈ G : g = φ
∗
t,u(h) for some u ∈ U}
A∗(g) :=
⋃
t>0
A∗t (g)
are the set of points controllable from g at time t and the controllable set of g,
respectively. In the case that g = e we use the following notation At(e) = At,
A∗t (e) = A
∗
t , A(e) = A and A
∗(e) = A∗.
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In the same way, we have the reachable and controls sets for projected control
system on G⋆
(A)⋆t (g) := {h ∈ G
⋆ : h = φ⋆t,u(g) for some u ∈ U}, A
⋆(g) :=
⋃
t>0
A⋆t (g)
(A)⋆,∗t (g) := {h ∈ G
⋆ : h = φ⋆,∗t,u(g) for some u ∈ U}, A
⋆,∗(g) :=
⋃
t>0
A⋆,∗t (g).
In our study we use the following caractherization of controllability: a control
system is controllable if and only if G = A ∩A∗.
In the sequel we state and prove a natural relation between reachable sets.
Lemma 3.3 It holds:
1. A⋆(g) = A(g) ∩G⋆ for g ∈ G⋆; and
2. A⋆,∗(g) = A∗(g) ∩G⋆ for g ∈ G⋆.
Proof: We only prove the first item because the second item is proved in similar
way. Take g ∈ G⋆ and h ∈ A(g) ∩ G⋆. Then there are a time t > 0 and a
control u ∈ U such that h = φt,u(g). Applying π
⋆ at previous equality we obtain
h = π⋆(h) = π⋆(φt,u(g)) = φ
⋆
t,u(π
⋆(g)) = φ⋆t,u(g), by Proposition 3.1. It implies
that h ∈ A⋆(g), which means that A(g) ∩G⋆ ⊂ A⋆(g).
Conversely, it is sufficient to observe that for any g ∈ G⋆ we have X ⋆(g) = X (g)
and X⋆(g) = X(g). ✷
We can now establish a relation of controllability between control system (3)
and control systems (4)-(6).
Proposition 3.4 The control system (3) is controllable on G if and only if control
system (4), (5) and (6) are controllable on G+, G0 and G−, respectively.
Proof: If control system (3) is controllable, then A = G and A∗ = G. By Lemma
above, it follows directly that control system (4), (5) and (6) are controllable.
Conversely, suppose that control system (4)-(6) are controllable. Let g ∈ G.
Then g = g+g0g− with g+ ∈ G+, g0 ∈ G0 and g− ∈ G−. By controllability of (4),
there exists a time t > 0 and a control u such that g+ = φ+t,u(e) = π
+(φt,u(e)) =
π+(g). It implies that there is a h′ ∈ G0,− such that g = φt,uh
′. We thus get
g = φt,uϕt(h) = φt,u(h) with h = ϕ−t(h
′). It means that that g ∈ A(h). We now
can write h = h0h−. By controllability of (5), there exists a time s > 0 and a
control v such that h0 = φ0s,v = π
0|G0,−(φs,v) = π
0|G0,−(h). It implies that there
is a x′ ∈ G− such that h = φs,vx
′. We thus get h = φs,vϕs(x) = φs,v(x) with
x = ϕ−s(x
′). It means that that h ∈ A(x). But x ∈ A− because the controllability
on G−. Since A− ⊂ A, it follows that x ∈ A. Therefore g ∈ A, which shows that
G ⊂ A. Following the same steps whit time-reversed systems we can see that
G = A∗.
In conclusion control system (3) is controllable. ✷
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4 Controllability
In this section, we establish our results about controllability. Our idea is, firstly,
to view the controllability of controls (4) and (6). After we use this study to found
a necessary condition to controllability of (3). We begin by remembering what is
the ad-rank condition.
Let h be the subalgebra of g generated by {X1, . . . , Xm}, let us denote by Dh
the smallest D-invariant subspace of g that contains h, i.e.,
Dh = Sp{DkY; Y ∈ h and k ∈ N}.
In similar way, associated to control systems (4)-(6) we have the subalgebras
h+ ⊂ g+, h0 ⊂ g0 and h− ⊂ g− and the subspace D+h+, D0h0 and D−h−,
respectively.
Definition 4.1 Control System (3) is said to satisfy the ad-rank condition if Dh =
g.
The same definition is applicable for control systems (4)-(6).
Our next step is to study the controllability of control system (4) and (6). To
do this we need some basic facts about control sets.
Lemma 4.1 For all u ∈ U and g ∈ G, it holds:
1. if t > 0, then φt,u(A(g)) ⊂ A(g) and φ
∗
t,u(A
∗(g)) ⊂ A∗(g); and
2. if s > t > 0, then φ−t,u(As(g)) ⊂ As−t(g) and φ
∗
−t,u(As(g)) ⊂ A
∗
s−t(g).
Proof:
item 1. The proof is founded at Proposition 2.13 in [9].
item 2. Let h ∈ As(g). Thus there is a control u
′ ∈ U such that h = φs,u′(g).
If we consider a control u′′ as a concatenation of u′ and u we get φ−t,u(h) =
φ−t,u(φs,u′ (g)) = φs−t,u′′ (g) ∈ As−t(g). The proof of other case is similar. ✷
Remark 2 We should remark that the above Lemma together with the fact that
0 ∈ intΩ shows us in particular two things:
1. A and A∗ are invariant by ϕt and ϕ
∗
t for any t ≥ 0, respectively; and
2. for s > t > 0 it follows that ϕ−t(As(g)) ⊂ As−t(g) and ϕ
∗
−t(A
∗
s(g)) ⊂
A∗s−t(g).
These two conditions at remark above given us a necessary key to show a
controllability of (4) and (6). It will be clear in proofs of the next four Proposition.
Proposition 4.2 If the Lie group G+ is not trivial and A+ is open, then G+ ⊂
A+.
7
Proof: Let g ∈ G+. Since G+ is nilpotent, there exists X ∈ g+ such that
g = expX . Since 0 ∈ g+ is exponentially stable for the flow of etD
+
in negative
time, we have that e−tD
+
X can be made arbitrarily close to 0 ∈ g+ for t > 0 large
enough. By continuity, we obtain
ϕ+−t(g) = ϕ
+
−t(expX) = exp(e
−tD+X) ∈ A+
for t > 0 large enough and, consequently, g ∈ ϕ+t (A
+) ⊂ A+. It shows that
G+ ⊂ A+. ✷
Proposition 4.3 If the Lie group G− is not trivial and for all t > 0 the reachable
set A−t is a neighborhood of identity, then G
− ⊂ A−.
Proof: Let g ∈ G−. Since G− is nilpotent, there exists X ∈ g− such that
g = expX . Since 0 ∈ g− is exponentially stable for the flow of etD
−
in positive
time, we have that etD
−
X can be made arbitrarily close to 0 ∈ g− for t > 0 large
enough. By assumption, for t > 0 large enough we can find a time s > t > 0 such
that
ϕ−t (g) = ϕ
−
t (expX) = exp(e
tD−X) ∈ As,
which implies that g ∈ ϕ−−t(A
−
s ) ⊂ A
−
s−t ⊂ A
−, by Remark above. We thus get
G− ⊂ A−. ✷
Proposition 4.4 If the Lie group G+ is not trivial and A+,∗ is a neighborhood
of identity for all t > 0, then G+ ⊂ A+,∗.
Proof: It is sufficient observe that the derivation D+,∗ has only eigenvalues with
negative real part and, in consequence, the proof is similar of one of Proposition
4.3. ✷
Proposition 4.5 If the Lie group G− is not trivial and A−,∗ is open, then G− ⊂
A−,∗.
Proof: As the derivation D−,∗ has only eigenvalues with positive real part, it is
sufficient follows the step of proof of Proposition 4.2. ✷
Both Propositions 4.3 and 4.4 are still true if it just assumed that there exists
a time s > 0 such that A−s and A
+
s are open.
Using the four Propositions above we can show that a necessary condition to
controllability of (4) and (6) is the ad-rank condition.
Theorem 4.6 If G+ is not trivial and if ad-rank condition is satisfied, then the
control system (4) is controllable on G+.
Proof: We first observe that if ad-rank condition is satisfied then, by Proposition
6 in [5], every set reachable A+,∗t is a neighborhood of identity for all t > 0.
Furthermore, by Remark 9 in [9], the reachable set A+ is open. It follows, by
Propositions 4.2 and 4.4, that G+ = A+ ∩A+,∗. It means that the control system
(4) is controllable. ✷
In the same we obtain the controllability of (6).
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Theorem 4.7 If G− is not trivial and and if ad-rank condition is satisfied, then
the control system (6) is controllable on G−.
Since the ad-rank condition is a necessary to controllability of (4) and (6), our
next step is to related the ad-rank condition in G with G⋆. To do this we begin by
relating derivations D with D⋆. An simple account shows that π⋆ ◦ ϕt = ϕ
⋆
t ◦ π
⋆.
Proposition 4.8 If X is a linear vector field on G, then dπ⋆e (D(Y )) = D
⋆(Y ⋆)
for all Y ∈ g with dπ⋆ ◦ Y = Y ⋆ ◦ π⋆.
Proof: We begin by writing derivation D⋆ as
D⋆(Y ⋆) = −
d
dt
d(φ⋆t )eY
⋆(e) = −
d
dt
d(φ⋆t )edπ
⋆
eY (e) = −
d
dt
d(φ⋆t ◦ π
⋆)eY (e).
By conjugation of the flows, it follows
D⋆(Y ⋆) = −
d
dt
d(π⋆ ◦ φt)eY (e) = dπ
⋆
e(−
d
dt
(dφt)eY (e)) = dπ
⋆
eD(Y ),
which proves the assertion. ✷
Proposition 4.9 If ad-rank condition is satisfied on G, then it is hold on G⋆.
Proof: Suppose that ad-rank condition is satisfied on G, that is, Dh = g. Let
Y ⋆ ∈ g⋆, then
Y ⋆ = (dπ⋆)e(Y ) = (dπ
⋆)e(D(X)) = D
⋆((dπ⋆)e(X)) = D
⋆(X⋆),
where X⋆ ∈ g⋆. It shows that Dh⋆ = g⋆. ✷
Now we are in position to show our main theorem.
Theorem 4.10 If the ad-rank condition is satisfied by control system (3), then it
is controllable.
Proof: If ad-rank condition holds on G, then Proposition 4.9 assures that one
holds on G+, G− and G0. From Theorems 4.6 and 4.7 it follows that (4) and (6)
are controllable. Also, by Theorem 4.1 in [9], (5) is controllable. We now conclude,
by Proposition 3.4, that (3) is controllable on G. ✷
4.1 Linear control system with hyperbolic drift
In this section, we study linear control system with drift being a hyperbolic linear
vector field. This case is a particular case of study above. To do this clear we
introduce the hyperbolic linear vector field.
Definition 4.2 Let X be a linear vector field. We say that X is hyperbolic if
its associated derivation D is hyperbolic, that is, D has no eigenvalues with zero
real part.
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We should notice that a necessary condition for the existence of a hyperbolic
linear vector field on a connected Lie group G is that G is a nilpotent Lie group.
This follows from the fact that if gα is the generalized eigenspace associated with
the eigenvalue α of D, then
[gα, gβ ] ⊂ gα+β
if α+ β is an eigenvalue of D (gα+β = 0 if α+ β is not eigenvalue of D).
In this case, by Proposition 2.1, we get G = G+G−. It allow us to state a
necessary condition to control system (3) to be controllable.
Theorem 4.11 Let X a hyperbolic linear vector field and assume that the controls
are unbounded. The control system (3) is controllable if the ad-rank condition
holds.
Proof: If ad-rank condition holds on G, then Proposition 4.9 assures that one
holds on G+ and G−. By Theorems 4.6 and 4.7, it follows that (4) and (6) are
controllable. We now conclude, by Proposition 3.4, that (3) is controllable on G.
✷
Remark 3 Theorem above is far from of true if controls are bounded. It is
possible to view at Theorem 4.5 in [9] that the linear control system on nilpotent
Lie groups is controllable if and only if A is open and derivation D has only
eigenvalues with real part null.
5 An example on Heisenberg Lie group
We apply our study on Heisenberg Lie group. It is well know that this group is
nilpotent given by
G =



 1 y z0 1 x
0 0 1

 ;x, y, z ∈ R

 .
Its Lie algebra is generated by right invariant vector fields
X =

 0 0 00 0 1
0 0 0

 , Y =

 0 1 x0 0 0
0 0 0

 , and Z =

 0 0 10 0 0
0 0 0


satisfying [X,Y ] = Z. There is a correspondence between X,Y and Z with natural
coordinates
X =
∂
∂x
, Y =
∂
∂y
+ x
∂
∂z
, Z =
∂
∂z
.
A linear vector field on Heisenber group is written as
X (x, y, z) = (ax+ dy)
∂
∂x
+ (bx+ ey)
∂
∂y
+ (b
x2
2
+ d
y2
2
+ cx+ fy + (a+ e)z)
∂
∂z
,
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where a, b, c, d, e, f ∈ R. The derivation associated with X is given by D : g → g
defined as D(X) = aX + bY + cZ, D(Y ) = dX + eY + fZ and D(Z) = (a+ e)Z.
A simple account shows that the matrix associated to D is
D =

 a b 0d e 0
c f a+ e

 .
Take the control system on Heisenberg group given by
g˙(t) = X (g(t)) + u(t)X(g(t)) + v(t)Y (g(t)).
The subspace h is generated by {X,Y }. Assume that c 6= 0 or f 6= 0. If ae 6= 0
or bd 6= 0, then we get Dh = g, namely, the ad-rank condition holds. We thus
conclude, by Theorem 4.10, that any control system above is controllable on G.
References
[1] V. Ayala and L.A.B. San Martin, Controllability properties of a class of
control systems on Lie groups. Lecture Notes in Control and Information
Sciences, 258 (2001), 83-92.
[2] V. Ayala and J. Tirao, Linear control systems on Lie groups and Controlla-
bility, Eds. G. Ferreyra et al., Amer. Math. Soc., Providence, RI, 1999
[3] V. Ayala and A. Da Silva, Controllability of Linear Systems on Lie Groups
with Finite Semisimple Center, SIAM Journal on Control and Optimization,
55 (2017), 1332-1343.
[4] Ph. Jouan ; Equivalence of Control Systems with Linear Systems on Lie
Groups and Homogeneous Spaces, ESAIM: Control Optimization and Calcu-
lus of Variations, 16 (2010), 956-973.
[5] Ph. Jouan; Controllability of Linear Systems on Lie group, Journal of
Dynamics and Control Systems, 17 (2011), 591-616.
[6] V. Jurdjevic and H.J. Sussmann, Control systems on Lie groups, J. Diff.
Equations 12 (1972) 313-329.
[7] L. Markus, Controllability of multitrajectories on Lie groups, Dynamical sys-
tems and turbulence, Warwick (1980), 250-265, LN in Math., 898, Springer,
Berlin-New York, 1981.
[8] Y.L. Sachkov, Control theory on Lie groups, J. Math. Sci., 156 (2009),
381-439.
[9] A. Da Silva; Controllability of linear systems on solvable Lie groups, SIAM
J. Control Optim. 54, No. 1, (2016), 372-390.
11
