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1. Introduction
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H . A mapping T of H into itself is called
nonexpansive if ‖Tx−Ty‖ ≤ ‖x−y‖ for all x, y ∈ H . We denote by F(T ) the set of fixed points of T (i.e. F(T ) = {x ∈ H : Tx =
x}). Goebel and Kirk [1] showed that F(T ) is always closed convex, and also nonempty provided T has a bounded trajectory.
A bounded linear operator A on H is called strongly positive with coefficient γ¯ if there is a constant γ¯ > 0 with the
property
〈Ax, x〉 ≥ γ¯ ‖x‖2.
Recall that the mapping T is said to be κ-strict pseudo-contractive if there exist κ ∈ [0, 1) such that
‖Tx− Ty‖2 ≤ ‖x− y‖2 + κ‖(I − T )x− (I − T )y‖2 ∀x, y ∈ D(T ). (1.1)
Note that the class of κ-strict pseudo-contractions strictly includes the class of nonexpansivemappings. If κ = 1, T is said to
be a pseudo-contractive mapping. T is strong pseudo-contractive if there exists a positive constant λ ∈ (0, 1) such that T + λI
is pseudo-contractive. In a real Hilbert space H (1.1) is equivalent to
〈Tx− Ty, x− y〉 ≤ ‖x− y‖2 − 1− κ
2
‖(I − T )x− (I − T )y‖2 ∀x, y ∈ D(T ). (1.2)
T is pseudo-contractive if and only if
〈Tx− Ty, x− y〉 ≤ ‖x− y‖2 ∀x, y ∈ D(T ).
T is strong pseudo-contractive if there exists a positive constant λ ∈ (0, 1)
〈Tx− Ty, x− y〉 ≤ (1− λ)‖x− y‖2 ∀x, y ∈ D(T ).
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The class of κ-strict pseudo-contractions falls into the one between classes of nonexpansive mappings and pseudo-
contractive mappings and class of strong pseudo-contractive mappings is independent of the class of κ-strict pseudo-
contractions.
In 1953, Mann [2] introduced an iteration procedure for approximating fixed points of a nonexpansive self-mapping T
of a nonempty closed convex subset K of a Hilbert space as follows: x1 ∈ K ,
xn+1 = (1− αn)xn + αnTxn, n ≥ 1, (1.3)
where {αn ∈ [0, 1]}. Later in 1967, Halpern [3] introduced the iterative scheme for a nonexpansive self-mapping T of a
nonempty closed convex subset K of a Hilbert space,
xn+1 = (1− αn)u+ αnTxn, n ≥ 1, (1.4)
where u, x1 ∈ C are fixed and {αn} is a sequence of real numbers in [0, 1]. He also pointed out that the conditions
limn→∞ αn = 0 and ∑∞n=1 αn = ∞ are necessary for the convergence of {xn} to a fixed point of T .
Many authors try to modify the iteration (1.3) process to have a strong convergence: see, e.g., [4–10].
In 2006, Marino and Xu [11] introduced a new iterative scheme by the viscosity approximation method which was first
introduced by Moudafi [12],
xo ∈ H, xn+1 = (I − αnA)Sxn + αnγ f (xn), n ≥ 0, (1.5)
where S is a nonexpansive mapping of H into itself and the sequence {αn} of parameters satisfies appropriate conditions.
They proved that the sequence {xn} generated by (1.5) converges strongly to the unique solution of the variational inequality,
〈(A− γ f )x∗, x− x∗〉 ≥ 0, ∀x ∈ F(S). (1.6)
In 2008, Yao, Chen and Yao [14] introduced iterative scheme as follows;{
yn = βnxn + (1− βn)Sxn,
xn+1 = αnf (xn)+ (I − αn)yn, n ≥ 0, (1.7)
where S is a nonexpansive mapping on a closed convex subset of Banach space and {αn} and {βn} are two sequences in (0,
1). They proved under certain different control conditions on the sequences {αn} and {βn} that {xn} converges strongly to a
fixed point of S.
Recently, Marino, Colao, Qin and Kang [15] introduced an iterative algorithm as follows;{
yn = βnxn + (1− βn)Txn,
xn+1 = αnγ f (xn)+ (I − αnA)yn, n ≥ 0, (1.8)
where T is κ-strict pseudo-contractive on H . Under suitable conditions of {αn} and {βn}, they proved that {xn} and {yn}
converge strongly to q ∈ F(T )which solves the following variational inequality 〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈ F(T ).
In 1999, Atsushiba and Takahashi [16] defined the mappingWn as follows:
Un,1 = λn,1T1 + (1− λn,1)I,
Un,2 = λn,2T2Un,1 + (1− λn,2)I,
Un,3 = λn,3T3Un,2 + (1− λn,3)I,
...
Un,N−1 = λn,N−1TN − 1Un,N−2 + (1− λn,N−1)I,
Wn = Un,N = λn,NTNUn,N−1 + (1− λn,N)I,
(1.9)
where {λn,i}Ni ⊆ [0, 1]. This mapping is called the W -mapping generated by T1, T2, . . . , TN and λn,1, λn,2, . . . , λn,N . In
2000, Takahashi and Shimoji [17] proved that if X is strictly convex Banach space, then F(Wn) = ⋂Ni=1 F(Ti), where
0 < λn,i < 1, i = 1, 2, . . . ,N .
In this paper,motivated by Takahashi and Shimoji [17],we introduce a newmapping for finding a common fixed point of a
finite family of strict pseudo-contractivemappings. Let X be a real Hilbert space and C a nonempty closed convex subset of X
and let {Ti}Ni=1 be a finite family of κi-strict pseudo-contractivemappings of C into itself. For each n ∈ N, and j = 1, 2, . . . ,N ,
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let α(n)j = (αn,j1 , αn,j2 , αn,j3 ) ∈ I× I× I , where I = [0, 1], αn,j1 +αn,j2 +αn,j3 = 1. We define the mapping Sn : C → C as follows:
Un,0 = I
Un,1 = αn,11 T1Un,0 + αn,12 Un,0 + αn,13 I
Un,2 = αn,21 T2Un,1 + αn,22 Un,1 + αn,23 I
Un,3 = αn,31 T3Un,2 + αn,32 Un,2 + αn,33 I
...
Un,N−1 = αn,N−11 TN−1Un,N−2 + αn,N−12 Un,N−2 + αn,N−13 I
Sn = Un,N = αn,N1 TNUn,N−1 + αn,N2 Un,N−1 + αn,N3 I.
(1.10)
We shall show that F(Sn) = ⋂Ni=1 F(Ti) under some conditions and motivated by Marino, Colao, Qin and Kang [15], we
introduce an iterative scheme as follows:{
yn = βnxn + (1− βn)Snxn,
xn+1 = αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn, n ≥ 1, (1.11)
where u ∈ K is a given point, f is an α-contraction and A is a linear bounded strongly positive operator. We prove under
some control conditions on {αn}, {βn} and {an} that the sequences {xn} and {yn} converge strongly to q ∈ ⋂Ni=1 F(Ti)which
solves the following variational inequality
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈
N⋂
i=1
F(Ti). (1.12)
2. Preliminaries
In this section, we collect and give some useful lemmas that will be used for our main results in the next section.
Lemma 2.1 (See [4]). Let C be a nonempty closed convex subset of a real Hilbert space H and S : C → C be a self-mapping of
C. If S is a κ-strict pseudo-contraction mapping, then S satisfies the Lipschitz condition
‖Sx− Sy‖ ≤ 1+ κ
1− κ ‖x− y‖, ∀x, y ∈ C .
Lemma 2.2 (See [13]). Let {sn} be a sequence of nonnegative real numbers satisfying
sn+1 = (1− αn)sn + δn, ∀n ≥ 0
where {αn} is a sequence in (0, 1) and {δn} is a sequence such that
(1)
∑∞
n=1 αn = ∞,
(2) lim supn→∞ δnαn ≤ 0 or
∑∞
n=1 |δn| <∞.
Then limn→∞ sn = 0.
Lemma 2.3. In a real Hilbert space H, there holds the inequality
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉 x, y ∈ H.
Lemma 2.4 (See [11]). Let A be a strongly positive linear bounded operator on a Hilbert space H with coefficient γ and
0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ .
Lemma 2.5. Let H be a real Hilbert space. There hold the following identities
(i) ‖x+ y‖2 = ‖x‖2 + 2〈x, y〉 + ‖y‖2 and ‖x− y‖2 = ‖x‖2 − 2〈x, y〉 + ‖y‖2
(ii) ‖∑mi=0 αixi‖2 =∑mi=0 αi‖xi‖2 −∑mi=0 αiαj‖xi − xj‖2
for
∑m
i=0 αi = 1, αi ∈ [0, 1], ∀i ∈ {0, 1, 2, . . . ,m}.
Lemma 2.6 (See [11]). Let H be a real Hilbert space. Let A be a strongly positive linear bounded self-adjoint operator with
coefficient γ > 0. Let f be an α-contraction. Assume that 0 < γ < γ
α
. Let T : H → H be a nonexpansive mapping. For 0 < t ≤
‖A‖−1, let xt be the fixed point of the contraction x 7→ tγ f (x) + (I − tA)Tx: Then {xt} converges strongly as t → 0 to a fixed
point x of T which solves the variational inequality
〈γ f (x)− Ax, z − x〉 ≤ 0, ∀z ∈ F(T ). (2.1)
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Lemma 2.7 (See [18]). Let {an}, {cn} ⊂ R+, {αn} ⊂ (0, 1) and {bn} ⊂ R be sequences such that
an+1 = (1− αn)an + bn + cn, for all n ≥ 0. (2.2)
Assume
∑∞
n=0 cn <∞. Then the following results hold:
(a) if bn ≤ αnC where C ≥ 0, then {an} is a bounded sequence.
(b) if
∑∞
n=0 αn = ∞ and lim supn→∞ bnαn ≤ 0, then limn→0 an = 0.
Definition 2.1. Let C be a nonempty convex subset of real Hilbert space. Let {Ti}Ni=1 be a finite family of κi-strict pseudo-
contractions of C into itself. For each j = 1, 2, . . . ,N , let αj = (αj1, αj2, αj3) ∈ I× I× I where I ∈ [0, 1] and αj1+αj2+αj3 = 1.
We define the mapping S : C → C as follows:
U0 = I
U1 = α11T1U0 + α12U0 + α13 I
U2 = α21T2U1 + α22U1 + α23 I
U3 = α31T3U2 + α32U2 + α33 I
...
UN−1 = αN−11 TN−1UN−2 + αN−12 UN−2 + αN−13 I
S = UN = αN1 TNUN−1 + αN2 UN−1 + αN3 I.
(2.3)
This mapping is called S-mapping generated by T1, . . . , TN and α1, α2, . . . , αN .
Lemma 2.8. Let C be a nonempty closed convex subset of real Hilbert space. Let {Ti}Ni=1 be a finite family of κ-strict pseudo-
contractive mapping of C into C with
⋂N
i=1 F(Ti) 6= ∅ and κ = max{κi : i = 1, 2, . . . ,N} and let αj = (αj1, αj2, αj3) ∈
I × I × I , j = 1, 2, 3, . . . ,N, where I = [0, 1], αj1 + αj2 + αj3 = 1, αj1, αj3 ∈ (κ, 1) for all j = 1, 2, . . . ,N − 1 and
αN1 ∈ (κ, 1], αN3 ∈ [κ, 1) αj2 ∈ [κ, 1) for all j = 1, 2, . . . ,N. Let S be the mapping generated by T1, . . . , TN and α1, α2, . . . , αN .
Then F(S) =⋂Ni=1 F(Ti) and S is a nonexpansive mapping.
Proof. It is clear that
⋂N
i=1 F(Ti) ⊆ F(S). Next we show that F(S) ⊆
⋂N
i=1 F(Ti). To show this, let x0 ∈ F(S) and x∗ ∈⋂N
i=1 F(Ti). Then we have
‖Sx0 − x∗‖2 = ‖αN1 TNUN−1x0 + αN2 UN−1x0 + αN3 x0 − x∗‖2
= ‖αN1 (TNUN−1x0 − x∗)+ αN2 (UN−1x0 − x∗)+ αN3 (x0 − x∗)‖2
= αN1 ‖TNUN−1x0 − x∗‖2 + αN2 ‖UN−1x0 − x∗‖2 + αN3 ‖x0 − x∗‖2 − αN1 αN2 ‖TNUN−1x0 − UN−1x0‖2
−αN1 αN3 ‖TNUN−1x0 − x0‖2 − αN2 αN3 ‖UN−1x0 − x0‖2
≤ αN1 (‖UN−1x0 − x∗‖2 + κ‖(I − TN)UN−1x0 − (I − TN)x∗‖2)
+αN2 ‖UN−1x0 − x∗‖2 + αN3 ‖x0 − x∗‖2 − αN1 αN2 ‖TNUN−1x0 − UN−1x0‖2
= (αN1 + αN2 )‖UN−1x0 − x∗‖2 + αN1 (κ − αN2 )‖(I − TN)UN−1x0‖2 + αN3 ‖x0 − x∗‖2
≤ (1− αN3 )‖UN−1x0 − x∗‖2 + (1− (1− αN3 ))‖x0 − x∗‖2
= (1− αN3 )‖αN−11 TN−1UN−2x0 + αN−12 UN−2x0 + αN−13 x0 − x∗‖2 + (1− (1− αN3 ))‖x0 − x∗‖2
= (1− αN3 )‖αN−11 (TN−1UN−2x0 − x∗)+ αN−12 (UN−2x0 − x∗)
+αN−13 (x0 − x∗)‖2 + (1− (1− αN3 ))‖x0 − x∗‖2 (2.4)
= (1− αN3 )(αN−11 ‖TN−1UN−2x0 − x∗‖2 + αN−12 ‖UN−2x0 − x∗‖2
+αN−13 ‖x0 − x∗‖2 − αN−11 αN−12 ‖TN−1UN−2x0 − UN−2x0‖2
−αN−11 αN−13 ‖TN−1UN−2x0 − x0‖2 − αN−12 αN−13 ‖UN−2x0 − x0‖2)+ (1− (1− αN3 ))‖x0 − x∗‖2
≤ (1− αN3 )(αN−11 (‖UN−2x0 − x∗‖2 + κ‖(I − TN−1)UN−2x0 − (I − TN−1)x∗‖2)
+αN−12 ‖UN−2x0 − x∗‖2 + αN−13 ‖x0 − x∗‖2 − αN−11 αN−12 ‖TN−1UN−2x0 − UN−2x0‖2)
+ (1− (1− αN3 ))‖x0 − x∗‖2
= (1− αN3 )((αN−11 + αN−12 )‖UN−2x0 − x∗‖2 + αN−11 (κ − αN−12 )‖(I − TN−1)UN−2x0‖2
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+αN−13 ‖x0 − x∗‖2)+ (1− (1− αN3 ))‖x0 − x∗‖2
≤ (1− αN3 )(1− αN−13 )‖UN−2x0 − x∗‖2 + αN−13 (1− αN3 )‖x0 − x∗‖2 + (1− (1− αN3 ))‖x0 − x∗‖2
=
N∏
j=N−1
(1− αj3)‖UN−2x0 − x∗‖2 +
(
1−
N∏
j=N−1
(1− αj3)
)
‖x0 − x∗‖2
...
≤
N∏
j=3
(1− αj3)‖U2x0 − x∗‖2 +
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2 (2.5)
≤
N∏
j=2
(1− αj3)‖U1x0 − x∗‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2 (2.6)
=
N∏
j=2
(1− αj3)‖α11T1U0x0 + α12U0x0 + α13x0 − x∗‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=2
(1− αj3)‖α11(T1x0 − x∗)+ (1− α11)(x0 − x∗)‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=2
(1− αj3)(α11‖T1x0 − x∗‖2 + (1− α11)‖x0 − x∗‖2 − α11(1− α11)‖T1x0 − x0‖2)
+
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2
≤
N∏
j=2
(1− αj3)(α11(‖x0 − x∗‖2 + κ‖(I − T1)x0 − (I − T1)x∗‖2)
+ (1− α11)‖x0 − x∗‖2 − α11(1− α11)‖T1x0 − x0‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=2
(1− αj3)(α11‖x0 − x∗‖2 + κα11‖(I − T1)x0‖2 + (1− α11)‖x0 − x∗‖2 − α11(1− α11)‖T1x0 − x0‖2)
+
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=2
(1− αj3)(‖x0 − x∗‖2 + α11(κ − (1− α11))‖(I − T1)x0‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x0 − x∗‖2. (2.7)
For each k = 1, 2, . . . ,N − 1, we obtain
αk1((1− αk1)− κ) ≥ αk1((1− αk1)− αk2) = αk1
(
1− (αk1 + αk2)
) = αk1αk3 > 0. (2.8)
This implies by (2.7) that
N∏
j=2
(1− αj3)‖x0 − x∗‖2 ≤
N∏
j=2
(1− αj3)(‖x0 − x∗‖2 + α11(κ − (1− α11))‖(I − T1)x0‖2).
Hence, we obtain
‖x0 − x∗‖2 ≤ ‖x0 − x∗‖2 + α11(κ − (1− α11))‖(I − T1)x0‖2,
which implies
α11((1− α11)− κ)‖x0 − T1x0‖2 ≤ 0.
It follows from (2.8) that
‖x0 − T1x0‖2 = 0.
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Hence T1x0 = x0, that is x0 ∈ F(T1). It implies that
U1x0 = α11T1U0x0 + α12U0x0 + α13x0 = x0.
By (2.5), we have
‖x0 − x∗‖2 = ‖Sx0 − x∗‖2 ≤
N∏
j=3
(1− αj3)‖U2x0 − x∗‖2 +
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=3
(1− αj3)‖α21(T2U1x0 − x∗)+ α22(U1x0 − x∗)+ α23(x0 − x∗)‖2 +
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=3
(1− αj3)‖α21(T2x0 − x∗)+ (1− α21)(x0 − x∗)‖2 +
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=3
(1− αj3)(α21‖T2x0 − x∗‖2 + (1− α21)‖x0 − x∗‖2 − α21(1− α21)‖T2x0 − x0‖2)
+
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
≤
N∏
j=3
(1− αj3)(α21(‖x0 − x∗‖2 + κ‖(I − T2)x0 − (I − T2)x∗‖2)
+ (1− α21)‖x0 − x∗‖2 − α21(1− α21)‖T2x0 − x0‖2)+
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=3
(1− αj3)(α21‖x0 − x∗‖2 + κα21‖(I − T2)x0‖2
+ (1− α21)‖x0 − x∗‖2 − α21(1− α21)‖T2x0 − x0‖2)+
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2
=
N∏
j=3
(1− αj3)(‖x0 − x∗‖2 + α21(κ − (1− α21))‖(I − T2)x0‖2)+
(
1−
N∏
j=3
(1− αj3)
)
‖x0 − x∗‖2,
it follows that
‖x0 − x∗‖2 ≤ ‖x0 − x∗‖2 + α21(κ − (1− α21))‖(I − T2)x0‖2
which implies
α21((1− α21)− κ)‖x0 − T2x0‖2 ≤ 0.
It follows by (2.8) that
‖x0 − T2x0‖2 = 0.
Hence, we have T2x0 = x0, that is x0 ∈ F(T2).
This implies that U2x0 = α21T2U1x0 + α22U1x0 + α23x0 = x0.
By continuing in this way, we can show that x0 ∈ F(Ti) and x0 ∈ F(Ui) for all i = 1, . . . ,N − 1.
Finally, we shall show that x0 ∈ F(TN).
Since
0 = Sx0 − x0 = αN1 TNUN−1x0 + αN2 UN−1x0 + αN3 x0 − x0
= αN1 (TNx0 − x0),
and αN1 ∈ (κ, 1], we obtain that TNx0 = x0, that is x0 ∈ F(TN). Hence F(S) ⊆
⋂N
i=1 F(Ti).
Next we show that S is nonexpansive. To show this let x, y ∈ C . Then
‖Sx− Sy‖2 = ‖αN1 TNUN−1x+ αN2 UN−1x+ αN3 x− αN1 TNUN−1y− αN2 UN−1y− αN3 y‖2
= ‖αN1 (TNUN−1x− TNUN−1y)+ αN2 (UN−1x− UN−1y)+ αN3 (x− y)‖2
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= αN1 ‖TNUN−1x− TNUN−1y‖2 + αN2 ‖UN−1x− UN−1y‖2 + αN3 ‖x− y‖2
−αN1 αN2 ‖UN−1x− UN−1y− TNUN−1x+ TNUN−1y‖2
−αN1 αN3 ‖TNUN−1x− TNUN−1y− (x− y)‖2 − αN2 αN3 ‖UN−1x− UN−1y− (x− y)‖2
≤ αN1 (‖UN−1x− UN−1y‖2 + κ‖(I − TN)UN−1x− (I − TN)UN−1y‖2)+ αN2 ‖UN−1x− UN−1y‖2
+αN3 ‖x− y‖2 − αN1 αN2 ‖UN−1x− UN−1y− TNUN−1x+ TNUN−1y‖2
= (αN1 + αN2 )‖UN−1x− UN−1y‖2 + αN1 (κ − αN2 )‖(I − TN)UN−1x− (I − TN)UN−1y‖2 + αN3 ‖x− y‖2
≤ (1− αN3 )‖UN−1x− UN−1y‖2 + (1− (1− αN3 ))‖x− y‖2
= (1− αN3 )‖αN−11 TN−1UN−2x+ αN−12 UN−2x+ αN−13 x− αN−11 TN−1UN−2y
−αN−12 UN−2y− αN−13 y‖2 + (1− (1− αN3 ))‖x− y‖2
= (1− αN3 )‖αN−11 (TN−1UN−2x− TN−1UN−2y)+ αN−12 (UN−2x− UN−2y)
+αN−13 (x− y)‖2 + (1− (1− αN3 ))‖x− y‖2
= (1− αN3 )(αN−11 ‖TN−1UN−2x− TN−1UN−2y‖2 + αN−12 ‖UN−2x− UN−2y‖2
+αN−13 ‖x− y‖2 − αN−11 αN−12 ‖UN−2x− UN−2y− TN−1UN−2x
+ TN−1UN−2y‖2 − αN−11 αN−13 ‖TN−1UN−2x− TN−1UN−2y− (x− y)‖2
−αN−12 αN−13 ‖UN−2x− UN−2y− (x− y)‖2)+ (1− (1− αN3 ))‖x− y‖2
≤ (1− αN3 )(αN−11 (‖UN−2x− UN−2y‖2 + κ‖(I − TN−1)UN−2x
− (I − TN−1)UN−2y‖2)+ αN−12 ‖UN−2x− UN−2y‖2 + αN−13 ‖x− y‖2
−αN−11 αN−12 ‖UN−2x− UN−2y− TN−1UN−2x+ TN−1UN−2y‖2)+ (1− (1− αN3 ))‖x− y‖2
= (1− αN3 )((αN−11 + αN−12 )‖UN−2x− UN−2y‖2 + αN−11 (κ − αN−12 )‖(I − TN−1)UN−2x
− (I − TN−1)UN−2y‖2 + αN−13 ‖x− y‖2)+ (1− (1− αN3 ))‖x− y‖2
≤ (1− αN3 )(1− αN−13 )‖UN−2x− UN−2y‖2 + αN−13 (1− αN3 )‖x− y‖2 + (1− (1− αN3 ))‖x− y‖2
=
N∏
j=N−1
(1− αj3)‖UN−2x− UN−2y‖2 +
(
1−
N∏
j=N−1
(1− αj3)
)
‖x− y‖2
≤
...
≤
N∏
j=2
(1− αj3)‖U1x− U1y‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
=
N∏
j=2
(1− αj3)‖α11(T1U0x− T1U0y)+ α12(U0x− U0y)+ α13(x− y)‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
=
N∏
j=2
(1− αj3)‖α11(T1x− T1y)+ (1− α11)(x− y)‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
=
N∏
j=2
(1− αj3)(α11‖T1x− T1y‖2 + (1− α11)‖x− y‖2
−α11(1− α11)‖x− y− Tx+ Ty‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
≤
N∏
j=2
(1− αj3)(α11(‖x− y‖2 + κ‖(I − T1)x− (I − T1)y‖2)
+ (1− α11)‖x− y‖2 − α11(1− α11)‖x− y− Tx+ Ty‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
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=
N∏
j=2
(1− αj3)(α11‖x− y‖2 + κα11‖(I − T1)x− (I − T1)y‖2
+ (1− α11)‖x− y‖2 − α11(1− α11)‖(I − T1)x− (I − T1)y‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
=
N∏
j=2
(1− αj3)(‖x− y‖2 + α11(κ − (1− α11))‖(I − T1)x− (I − T1)y‖2)+
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
≤
N∏
j=2
(1− αj3)‖x− y‖2 +
(
1−
N∏
j=2
(1− αj3)
)
‖x− y‖2
= ‖x− y‖2. 
3. Main results
In this section, we prove a strong convergence theorem of the iterative scheme (1.11) to a common fixed point of⋂N
i=1 F(Ti).
Theorem 3.1. Let H be a Hilbert space, let f be an α-contraction on H and let A be a strongly positive linear bounded self-adjoint
operator with coefficient γ > 0. Assume that 0 < γ < γ
α
. Let {Ti}Ni=1 be a finite family of κi-strict pseudo-contraction of H
into itself for some κi ∈ [0, 1) and κ = max{κi : i = 1, 2, . . . ,N} with⋂Ni=1 F(Ti) 6= ∅. Let Sn be the S-mappings generated
by T1, T2, . . . , TN and α
(n)
1 , α
(n)
2 , . . . , α
(n)
N , where α
(n)
j = (αn,j1 , αn,j2 , αn,j3 ) ∈ I × I × I, I = [0, 1], αn,j1 + αn,j2 + αn,j3 = 1 and
κ < a ≤ αn,j1 , αn,j3 ≤ b < 1 for all j = 1, 2, . . . ,N − 1, κ < c ≤ αn,N1 ≤ 1, κ ≤ αn,N3 ≤ d < 1, κ ≤ αn,j2 ≤ e < 1 for all
j = 1, 2, . . . ,N. For a point u ∈ H and x1 ∈ H, let {xn} and {yn} be the sequences defined iteratively by{
yn = βnxn + (1− βn)Snxn,
xn+1 = αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn, n ≥ 1, (3.1)
where {βn}, {αn}, and {an} are sequences in [0, 1]. Assume that the following conditions hold:
(i) limn→∞ αn = 0,∑∞n=1 αn = ∞, and limn→∞ an = 0;
(ii)
∑∞
n=1 |αn+1,j1 − αn,j1 | < ∞,
∑∞
n=1 |αn+1,j3 − αn,j3 | < ∞, for all j ∈ {1, 2, 3, . . . ,N} and
∑∞
n=1 |αn+1 − αn| < ∞,∑∞
n=1 |βn+1 − βn| <∞, and
∑∞
n=1 |an+1 − an| <∞;
(iii) 0 ≤ κ ≤ βn < θ < 1 for all n ≥ 1, for some θ ∈ (0, 1).
Then both {xn} and {yn} strongly converge to q ∈⋂Ni=1 F(Ti) which solves the following variational inequality
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈
N⋂
i=1
F(Ti).
Proof. Let p ∈ ⋂Ni=1 F(Ti). Since αn → 0 as n→∞, we may assume that αn < ‖A‖−1 for all n ∈ N. By Lemma 2.4 we can
conclude that ‖I − αnA‖ ≤ 1− αnγ . By Lemma 2.8, we have
‖xn+1 − p‖ ≤ ‖αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn − p‖
= ‖αn(γ (anu+ (1− an)f (xn))− Ap)+ (I − αnA)(yn − p)‖
≤ αn‖γ (anu+ (1− an)f (xn))− Ap‖ + ‖I − αnA‖ ‖yn − p‖
≤ αnγ ‖(anu+ (1− an)f (xn))− f (p)‖ + αn‖γ f (p)− Ap‖ + (1− αnγ )‖βnxn
+ (1− βn)Snxn − p‖
≤ αnγ (an‖u− f (p)‖ + (1− an)‖f (xn)− f (p)‖)+ αn‖γ f (p)− Ap‖
+ (1− αnγ )(βn‖xn − p‖ + (1− βn)‖Snxn − p‖)
≤ αnγ (an‖u− f (p)‖ + (1− an)α‖xn − p‖)+ αn‖γ f (p)− Ap‖
+ (1− αnγ )‖xn − p‖
= αnγ an‖u− f (p)‖ + (1− αnγ + (1− an)αnγα)‖xn − p‖ + αn‖γ f (p)− Ap‖
≤ (1− αn(γ − γα))‖xn − p‖ + αnγ an‖u− f (p)‖ + αn‖γ f (p)− Ap‖.
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It follows by Lemma 2.7 that {xn} is bounded, so are {yn}, {Ayn} and {f (xn)}. From condition (i) and (1.11), we get
lim
n→∞ ‖xn+1 − yn‖ = lim→∞αn‖γ (anu+ (1− an)f (xn))− Ayn‖ = 0. (3.2)
Next, we show that
lim
n→∞ ‖xn+1 − xn‖ = 0. (3.3)
By definition of {xn} and Lemma 2.4, we have
‖xn+1 − xn‖ = ‖αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn − αn−1γ (an−1u
+ (1− an−1)f (xn−1))− (I − αn−1A)yn−1‖
= ‖(αn − αn−1)γ anu+ αn−1γ u(an − an−1)+ αnγ (1− an)(f (xn)− f (xn−1))
+αnγ (1− an)f (xn−1)+ (I − αnA)yn − αn−1γ (1− an−1)f (xn−1)− (I − αn−1A)yn−1‖
= ‖(αn − αn−1)γ anu+ αn−1γ u(an − an−1)+ αnγ (1− an)(f (xn)− f (xn−1))
+αnγ f (xn−1)− αnγ f (xn−1)an + (I − αnA)(yn − yn−1)+ yn−1 − αnAyn−1
−αn−1γ f (xn−1)+ αn−1γ f (xn−1)an−1 − yn−1 + αn−1Ayn−1‖
= ‖(αn − αn−1)γ anu+ αn−1γ u(an − an−1)+ αnγ (1− an)(f (xn)− f (xn−1))
+ (αn − αn−1)(γ f (xn−1)− Ayn−1)+ (I − αnA)(yn − yn−1)
+ (αn−1(an−1 − an)+ (αn−1 − αn)an)γ f (xn−1)‖
≤ |αn − αn−1|γ an‖u‖ + αn−1γ ‖u‖ |an − an−1| + αnγ (1− an)α‖xn − xn−1‖
+ |αn − αn−1| ‖γ f (xn−1)− Ayn−1‖ + ‖I − αnA‖ ‖yn − yn−1‖
+αn−1|an−1 − an| ‖γ f (xn−1)‖ + |αn−1 − αn|an‖γ f (xn−1)‖
≤ |αn − αn−1|γ ‖u‖ + γ ‖u‖ |an − an−1| + αnγ (1− an)α‖xn − xn−1‖
+ |αn − αn−1| ‖γ f (xn−1)− Ayn−1‖ + (1− αnγ )‖ ‖yn − yn−1‖
+ |an−1 − an| ‖γ f (xn−1)‖ + |αn−1 − αn| ‖γ f (xn−1)‖
≤ |αn − αn−1|K + K |an − an−1| + αnγ (1− an)α‖xn − xn−1‖
+ |αn − αn−1|K + (1− αnγ )‖ ‖yn − yn−1‖ + |an−1 − an|K + |αn−1 − αn|K
= αnγ (1− an)α‖xn − xn−1‖ + (1− αnγ ) ‖yn − yn−1‖ + |an−1 − an|2K + |αn−1 − αn|3K , (3.4)
where K = max{γ ‖u‖, γ supn∈N ‖f (xn)‖, supn∈N ‖γ f (xn) − Ayn‖}. By definition of {yn} and nonexpansiveness of Sn, we
have
‖yn − yn−1‖ = ‖βnxn + (1− βn)Snxn − βn−1xn−1 − (1− βn−1)Sn−1xn−1‖
= ‖βn(xn − xn−1)+ (1− βn)Snxn + (βn − βn−1)xn−1 − (1− βn−1)Sn−1xn−1‖
= ‖βn(xn − xn−1)+ (βn − βn−1)xn−1 + (1− βn)((Snxn − Snxn−1)
+ (Snxn−1 − Sn−1xn−1))+ (βn−1 − βn)Sn−1xn−1‖
≤ βn‖xn − xn−1‖ + |βn − βn−1| ‖xn−1‖ + (1− βn)(‖xn − xn−1‖
+‖Snxn−1 − Sn−1xn−1‖)+ |βn−1 − βn| ‖Sn−1xn−1‖
≤ ‖xn − xn−1‖ + 2M|βn − βn−1| + (1− βn)‖Snxn−1 − Sn−1xn−1‖, (3.5)
whereM = max{supn∈N ‖xn‖, supn∈N ‖Snxn‖}. For each n ∈ N, we have
‖Un+1,1xn − Un,1xn‖ = ‖αn+1,11 T1xn + (1− αn+1,11 )xn − αn,11 T1xn − (1− αn,11 )xn‖
= ‖αn+1,11 T1xn − αn+1,11 xn − αn,11 T1xn + αn,11 xn‖
= ‖(αn+1,11 − αn,11 )T1xn − (αn+1,11 − αn,11 )xn‖
= |αn+1,11 − αn,11 | ‖T1xn − xn‖ (3.6)
and for k ∈ {2, 3, . . . ,N}, we have
‖Un+1,kxn − Un,kxn‖ = ‖αn+1,k1 TkUn+1,k−1xn + αn+1,k2 Un+1,k−1xn + αn+1,k3 xn
−αn,k1 TkUn,k−1x− αn,k2 Un,k−1xn − αn,k3 xn‖
= ‖αn+1,k1 TkUn+1,k−1xn + αn+1,k3 xn − αn,k1 TkUn,k−1xn − αn,k3 xn
+αn+1,k2 Un+1,k−1xn − αn,k2 Un,k−1xn‖
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= ‖αn+1,k1 TkUn+1,k−1xn − αn+1,k1 TkUn,k−1xn + αn+1,k1 TkUn,k−1xn
−αn,k1 TkUn,k−1xn + (αn+1,k3 − αn,k3 )xn + αn+1,k2 Un+1,k−1xn − αn,k2 Uk−1xn‖
= ‖αn+1,k1 (TkUn+1,k−1xn − TkUn,k−1xn)+ (αn+1,k1 − αn,k1 )TkUn,k−1xn
+ (αn+1,k3 − αn,k3 )xn + αn+1,k2 Un+1,k−1xn − αn,k2 Un,k−1xn‖
= ‖αn+1,k1 (TkUn+1,k−1xn − TkUn,k−1xn)+ (αn+1,k1 − αn,k1 )
× TkUn,k−1xn + (αn+1,k3 − αn,k3 )xn + αn+1,k2 Un+1,k−1xn
−αn+1,k2 Un,k−1xn + αn+1,k2 Un,k−1xn − αn,k2 Un,k−1xn‖
= ‖αn+1,k1 (TkUn+1,k−1xn − TkUn,k−1xn)+ (αn+1,k1 − αn,k1 )
× TkUn,k−1xn + (αn+1,k3 − αn,k3 )xn + αn+1,k2 (Un+1,k−1xn
−Un,k−1xn)+ (αn+1,k2 − αn,k2 )Un,k−1xn‖
≤ αn+1,k1 ‖TkUn+1,k−1xn − TkUn,k−1xn‖ + |αn+1,k1 − αn,k1 |‖TkUn,k−1xn‖
+ |αn+1,k3 − αn,k3 | ‖xn‖
+αn+1,k2 ‖Un+1,k−1x− Un,k−1xn‖ + |αn+1,k2 − αn,k2 | ‖Un,k−1xn‖
= αn+1,k1 ‖TkUn+1,k−1xn − TkUn,k−1xn‖ + |αn+1,k1 − αn,k1 |‖TkUn,k−1xn‖
+αn+1,k2 ‖Un+1,k−1xn − Un,k−1xn‖ + |1− αn+1,k1
−αn+1,k3 − 1+ αn,k1 + αn,k3 | ‖Un,k−1xn‖ + |αn+1,k3 − αn,k3 | ‖xn‖
≤ αn+1,k1
1+ κ
1− κ ‖Un+1,k−1xn − Un,k−1xn‖ + |α
n+1,k
1 − αn,k1 |‖TkUn,k−1xn‖
+αn+1,k2 ‖Un+1,k−1xn − Un,k−1xn‖ + (|αn,k1
−αn+1,k1 | + |αn+1,k3 − αn,k3 |)‖Un,k−1xn‖ + |αn+1,k3 − αn,k3 | ‖xn‖
≤ 1+ κ
1− κ ‖Un+1,k−1xn − Un,k−1xn‖ + |α
n+1,k
1 − αn,k1 | ‖TkUn,k−1xn‖
+ 1− κ
1− κ ‖Un+1,k−1xn − Un,k−1xn‖ + (|α
n,k
1 − αn+1,k1 |
+ |αn+1,k3 − αn,k3 |)‖Un,k−1xn‖ + |αn+1,k3 − αn,k3 | ‖xn‖
= 2
1− κ ‖Un+1,k−1xn − Un,k−1xn‖ + |α
n+1,k
1 − αn,k1 |(‖TkUn,k−1xn‖
+‖Un,k−1xn‖)+ |αn+1,k3 − αn,k3 |(‖Un,k−1x‖ + ‖x‖). (3.7)
By (3.6) and (3.7), we have
‖Sn+1xn − Snxn‖ = ‖Un+1,Nxn − Un,Nxn‖
≤ 2
1− κ ‖Un+1,N−1xn − Un,N−1xn‖ + |α
n+1,N
1 − αn,N1 |(‖TNUn,N−1xn‖
+‖Un,N−1xn‖)+ |αn+1,N3 − αn,N3 |(‖Un,N−1xn‖ + ‖xn‖)
≤ 2
1− κ
(
2
1− κ ‖Un+1,N−2xn − Un,N−2xn‖
+ |αn+1,N−11 − αn,N−11 |(‖TN−1Un,N−2xn‖ + ‖Un,N−2xn‖)
+ |αn+1,N−13 − αn,N−13 |[‖Un,N−2xn‖ + ‖xn‖]
)
+ |αn+1,N1 − αn,N1 |(‖TNUn,N−1x‖ + ‖Un,N−1x‖)+ |αn+1,N3
−αn,N3 |(‖Un,N−1xn‖ + ‖xn‖)
=
(
2
1− κ
)2
‖Un+1,N−2x− Un,N−2xn‖ +
N∑
j=N−1
(
2
1− κ
)N−j
|αn+1,j1 − αn,j1 |(‖TjUn,j−1xn‖
690 A. Kangtunyakarn, S. Suantai / Computers and Mathematics with Applications 60 (2010) 680–694
+‖Un,j−1xn‖)+
N∑
j=N−1
(
2
1− κ
)N−j
|αn+1,j3 − αn,j3 |(‖Un,j−1x‖ + ‖xn‖)
≤
...
≤
(
2
1− κ
)N−1
‖Un+1,1xn − Un,1xn‖ +
N∑
j=2
(
2
1− κ
)N−j
|αn+1,j1 − αn,j1 |(‖TjUn,j−1xn‖
+‖Un,j−1xn‖)+
N∑
j=2
(
2
1− κ
)N−j
|αn+1,j3 − αn,j3 |(‖Un,j−1xn‖ + ‖xn‖)
=
(
2
1− κ
)N−1
|αn+1,11 − αn,11 | ‖T1xn − xn‖ +
N∑
j=2
(
2
1− κ
)N−j
|αn+1,j1 − αn,j1 |(‖TjUn,j−1xn‖ + ‖Un,j−1xn‖)+
N∑
j=2
(
2
1− κ
)N−j
|αn+1,j3 − αn,j3 |(‖Un,j−1xn‖ + ‖xn‖).
This implies by assumption (ii) that
∞∑
n=1
‖Sn+1xn − Snxn‖ <∞.
From (3.4) and (3.5), we have
‖xn+1 − xn‖ ≤ αnγ (1− an)α‖xn − xn−1‖ + (1− αnγ )‖yn − yn−1‖ + |an−1 − an|2K + |αn−1 − αn|3K
≤ αnγα‖xn − xn−1‖ + (1− αnγ )(‖xn − xn−1‖ + 2M|βn − βn−1|
+ (1− βn)‖Snxn−1 − Sn−1xn−1‖)+ |an−1 − an|2K + |αn−1 − αn|3K
≤ (1− αn(γ − γα))‖xn − xn−1‖ + 2M|βn − βn−1|
+ (1− βn)‖Snxn−1 − Sn−1xn−1‖ + |an−1 − an|2K + |αn−1 − αn|3K .
It follows from Lemma 2.2 that ‖xn+1 − xn‖ → 0 as n→∞. By definition of {yn}, we obtain
‖xn − yn‖ = (1− βn)‖Snxn − xn‖.
This implies by (3.2) and (3.3)
(1− βn)‖Snxn − xn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − yn‖ → 0 as n→∞.
By condition (iii), we obtain
‖Snxn − xn‖ → 0 as n→∞. (3.8)
Let q = limt→0 xt , where xt is being the fixed point of the contraction x 7→ tγ f (x) + (I − tA)Snx for t ∈ (0, ‖A‖−1). By
Lemma 2.8, Sn is nonexpansive and F(Sn) =⋂Ni=1 F(Ti). From Lemma 2.6 we can conclude that q ∈⋂Ni=1 F(Ti) and
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈
N⋂
i=1
F(Ti).
By definition of {xt}, we can write
xt = tγ f (xt)+ (I − tA)Snxt .
Then, we have
‖xt − xn‖ = ‖(I − tA)(Snxt − xn)+ t(γ f (xt)− Axn)‖.
By Lemma 2.3, we have
‖xt − xn‖2 = ‖(I − tA)(Snxt − xn)+ t(γ f (xt)− Axn)‖2
≤ (1− γ t)2‖Snxt − xn‖2 + 2t〈γ f (xt)− Axn, xt − xn〉
≤ (1− γ t)2(‖Snxt − Snxn‖ + ‖Snxn − xn‖)2 + 2t〈γ f (xt)− Axt , xt − xn〉 + 2t〈Axt − Axn, xt − xn〉
≤ (1− 2γ t + γ 2t2)‖xt − xn‖2 + (1− γ t)2(2‖xt − xn‖ + ‖Snxn − xn‖)‖Snxn − xn‖
+ 2t〈γ f (xt)− Axt , xt − xn〉 + 2t〈Axt − Axn, xt − xn〉. (3.9)
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Since A is a linear strongly positive operator with coefficient γ , it follows by (3.9) that
2t〈Axt − γ f (xt), xt − xn〉 ≤ (γ 2t2 − 2γ t)‖xt − xn‖2 + (1− γ t)2(2‖xt − xn‖ + ‖Snxn − xn‖)
‖Snxn − xn‖ + 2t〈Axt − Axn, xt − xn〉
= γ (γ t2 − 2t)‖xt − xn‖2 + (1− γ t)2(2‖xt − xn‖ + ‖Snxn − xn‖)
‖Snxn − xn‖ + 2t〈Axt − Axn, xt − xn〉
≤ (γ t2 − 2t)〈Axt − Axn, xt − xn〉 + (1− γ t)2(2‖xt − xn‖
+‖Snxn − xn‖)‖Snxn − xn‖ + 2t〈Axt − Axn, xt − xn〉
= γ t2〈Axt − Axn, xt − xn〉 + (1− γ t)2(2‖xt − xn‖ + ‖Snxn − xn‖)‖Snxn − xn‖,
which implies
〈Axt − γ f (xt), xt − xn〉 ≤ γ t2 〈Axt − Axn, xt − xn〉 +
(1− γ t)2
2t
(2‖xt − xn‖ + ‖Snxn − xn‖)‖Snxn − xn‖
≤ γ t
2
M ′ + (1− γ t)
2
2t
(2‖xt − xn‖ + ‖Snxn − xn‖)‖Snxn − xn‖,
where M ′ > 0 is an appropriate constant such that M ′ ≥ 〈Axt − Axn, xt − xn〉 for all t ∈ (0, ‖A‖−1) and for all n ∈ N. It
implies by (3.8) that
lim sup
t→0+
lim sup
n→∞
〈Axt − γ f (xt), xt − xn〉 ≤ 0. (3.10)
Next, we show that
lim sup
n→∞
〈γ f (q)− Aq, xn − q〉 ≤ 0. (3.11)
Since
〈γ f (q)− Aq, xn − q〉 = 〈γ f (q)− Aq, xn − q〉 − 〈γ f (q)− Aq, xn − xt〉 + 〈γ f (q)
− Aq, xn − xt〉 − 〈γ f (q)− Axt , xn − xt〉 + 〈γ f (q)
− Axt , xn − xt〉 − 〈γ f (xt)− Axt , xn − xt〉 + 〈γ f (xt)− Axt , xn − xt〉
= 〈γ f (q)− Aq, xt − q〉 + 〈Axt − Aq, xn − xt〉
+ 〈γ f (q)− γ f (xt), xn − xt〉 + 〈γ f (xt)− Axt , xn − xt〉
≤ ‖γ f (q)− Aq‖ ‖xt − q‖ + ‖A‖ ‖xt − q‖ ‖xn − xt‖
+ γα‖q− xt‖ ‖xn − xt‖ + 〈γ f (xt)− Axt , xn − xt〉, (3.12)
it follows from (3.10) and (3.12) that
lim sup
n→∞
〈γ f (q)− Aq, xn − q〉 = lim sup
t→0+
lim sup
n→∞
〈γ f (q)− Aq, xn − q〉
≤ lim sup
t→0+
lim sup
n→∞
(‖γ f (q)− Aq‖ ‖xt − q‖)+ lim sup
t→0+
lim sup
n→∞
(‖A‖ ‖xt − q‖ ‖xn − xt‖)
+ lim sup
t→0+
lim sup
n→∞
(γ α‖q− xt‖ ‖xn − xt‖)+ lim sup
t→0+
lim sup
n→∞
〈γ f (xt)− Axt , xn − xt〉
≤ 0.
Finally, we will show that the sequence {xn} and {yn} converge strongly to q ∈⋂Ni=1 F(Ti). Since
‖xn+1 − q‖2 = ‖αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn − αnAq− (I − αnA)q‖2
= ‖αn(γ (anu+ (1− an)f (xn))− Aq)+ (I − αnA)(yn − q)‖2
≤ ‖(I − αnA)(yn − q)‖2 + 2αn〈γ (anu+ (1− an)f (xn))− Aq, xn+1 − q〉
≤ (1− αnγ )2‖yn − q‖2 + 2αn〈γ (anu+ (1− an)f (xn))− γ f (q)+ γ f (q)− Aq, xn+1 − q〉
= (1− αnγ )2‖yn − q‖2 + 2αn〈γ (anu+ (1− an)f (xn)− f (q))+ (γ f (q)− Aq), xn+1 − q〉
≤ (1− αnγ )2‖xn − q‖2 + 2αnγ 〈an(u− f (q))+ (1− an)(f (xn)
− f (q)), xn+1 − q〉 + 2αn〈γ f (q)− Aq, xn+1 − q〉
= (1− αnγ )2‖xn − q‖2 + 2αnγ (〈an(u− f (q)), xn+1 − q〉
+ 〈(1− an)(f (xn)− f (q)), xn+1 − q〉)+ 2αn〈γ f (q)− Aq, xn+1 − q〉
= (1− αnγ )2‖xn − q‖2 + 2αnγ an〈u− f (q), xn+1 − q〉
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+ 2αnγ (1− an)〈f (xn)− f (q), xn+1 − q〉 + 2αn〈γ f (q)− Aq, xn+1 − q〉
≤ (1− αnγ )2‖xn − q‖2 + 2αnγ an‖u− f (q)‖ ‖xn+1 − q‖
+ 2αnγα‖xn − q‖ ‖xn+1 − q‖ + 2αn〈γ f (q)− Aq, xn+1 − q〉
≤ (1− αnγ )2‖xn − q‖2 + 2αnγ an‖u− f (q)‖ ‖xn+1 − q‖
+αnγα(‖xn − q‖2 + ‖xn+1 − q‖2)+ 2αn〈γ f (q)− Aq, xn+1 − q〉,
we have
‖xn+1 − q‖2 ≤ (1− 2αnγ + α
2
nγ
2)
(1− αnγα) ‖xn − q‖
2 + αnγα
(1− αnγα)‖xn − q‖
2
+ 2αnγ an
(1− αnγα)‖u− f (q)‖ ‖xn+1 − q‖ +
2αn
(1− αnγα) 〈γ f (q)− Aq, xn+1 − q〉
= (1− αnγα + αnγα − 2αnγ + α
2
nγ
2)
(1− αnγα) ‖xn − q‖
2 + αnγα
(1− αnγα)‖xn − q‖
2
+ 2αnγ an
(1− αnγα)‖u− f (q)‖ ‖xn+1 − q‖ +
2αn
(1− αnγα) 〈γ f (q)− Aq, xn+1 − q〉
= ((1− αnγα)+ αnγα − 2αnγ + α
2
nγ
2 + αnγα)
(1− αnγα) ‖xn − q‖
2
+ 2αnγ an
(1− αnγα)‖u− f (q)‖ ‖xn+1 − q‖ +
2αn
(1− αnγα) 〈γ f (q)− Aq, xn+1 − q〉
= ((1− αnγα)− 2αn(γ − γα)+ α
2
nγ
2)
(1− αnγα) ‖xn − q‖
2
+ 2αnγ an
(1− αnγα)‖u− f (q)‖ ‖xn+1 − q‖ +
2αn
(1− αnγα) 〈γ f (q)− Aq, xn+1 − q〉
=
(
1− 2αn(γ − γα)
(1− αnγα)
)
‖xn − q‖2 + α
2
nγ
2
(1− αnγα)‖xn − q‖
2
+ 2αnγ an
(1− αnγα)‖u− f (q)‖ ‖xn+1 − q‖ +
2αn
(1− αnγα) 〈γ f (q)− Aq, xn+1 − q〉
=
(
1− 2αn(γ − γα)
(1− αnγα)
)
‖xn − q‖2 + αn
(1− αnγα) (αnγ
2‖xn − q‖2
+ 2γ an‖u− f (q)‖ ‖xn+1 − q‖ + 2〈γ f (q)− Aq, xn+1 − q〉)
=
(
1− 2αn(γ − γα)
(1− αnγα)
)
‖xn − q‖2 + αn
(1− αnγα)
2(γ − γα)
2(γ − γα) (αnγ
2‖xn − q‖2
+ 2γ an‖u− f (q)‖ ‖xn+1 − q‖ + 2〈γ f (q)− Aq, xn+1 − q〉)
=
(
1− 2αn(γ − γα)
(1− αnγα)
)
‖xn − q‖2 + αn2(γ − γα)
(1− αnγα)
(
αnγ
2
2(γ − γα)‖xn − q‖
2
+ γ an
(γ − γα)‖u− f (q)‖ ‖xn+1 − q‖ +
1
(γ − γα) 〈γ f (q)− Aq, xn+1 − q〉
)
.
This implies by Lemma 2.7 that the sequence {xn} converges strongly to q ∈⋂Ni=1. By (3.2), we have
‖yn − q‖ ≤ ‖yn − xn+1‖ + ‖xn+1 − q‖ → 0 as n→∞.
This completes the proof. 
4. Application
Using our main result, we obtain the following strong convergence theorems in a Hilbert space.
Theorem 4.1. Let H be a Hilbert space, let f be an α-contraction on H and let A be a strongly positive linear bounded self-
adjoint operator with coefficient γ > 0. Assume that 0 < γ < γ
α
. Let {Ti}Ni=1 be a finite family of κi-strictly pseudo-
contractions of H into itself for some κi ∈ [0, 1) and κ = max{κi : i = 1, 2, . . . ,N} with ⋂Ni=1 F(Ti) 6= ∅. Let Wn be the
W-mappings generated by T1, T2, . . . , TN and α
n,1
1 , α
n,2
1 , . . . , α
n,N
1 , where α
n,j
1 ∈ [0, 1], and κ < a ≤ αn,j1 ≤ b < 1 for all
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j = 1, 2, . . . ,N − 1, κ < c ≤ αn,N1 ≤ 1. For a point u ∈ H and x1 ∈ H, let {xn} and {yn} be the sequences defined iteratively by{
yn = βnxn + (1− βn)Wnxn,
xn+1 = αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn, n ≥ 1, (4.1)
where {βn}, {αn}, and {an} are sequences in [0, 1]. Assume that the following conditions hold:
(i) limn→∞ αn = 0,∑∞n=1 αn = ∞, and limn→∞ an = 0;
(ii)
∑∞
n=1 |αn+1,j1 − αn,j1 | < ∞, for all j ∈ {1, 2, 3, . . . ,N} and
∑∞
n=1 |αn+1 − αn| < ∞,
∑∞
n=1 |βn+1 − βn| < ∞, and∑∞
n=1 |an+1 − an| <∞;
(iii) 0 ≤ κ ≤ βn < θ < 1 for all n ≥ 1, for some θ ∈ (0, 1).
Then both {xn} and {yn} strongly converge to q ∈⋂Ni=1 F(Ti) which solves the following variational inequality
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈
N⋂
i=1
F(Ti).
Proof. Put αn,j2 = 0 for all j ∈ {1, 2, 3, . . . ,N}, and all n ∈ N in Theorem 3.1. Then, by Theorem 3.1 the conclusion
follows. 
Theorem 4.2. Let H be a Hilbert space, let f be an α-contraction on H and let A be a strongly positive linear bounded self-adjoint
operator with coefficient γ > 0. Assume that 0 < γ < γ
α
. Let T be a κ-strict pseudo-contraction of H into itself for some
κ ∈ [0, 1) and F(T ) 6= ∅. For a point u ∈ H and x1 ∈ H, let {xn} and {yn} be the sequences defined iteratively by{
yn = βnxn + (1− βn)Txn,
xn+1 = αnγ (anu+ (1− an)f (xn))+ (I − αnA)yn, n ≥ 1, (4.2)
where {βn}, {αn}, and {an} are sequences in [0, 1]. Assume that the following conditions hold:
(i) limn→∞ αn = 0,∑∞n=1 αn = ∞, and limn→∞ an = 0;
(ii)
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞, and
∑∞
n=1 |an+1 − an| <∞;
(iii) 0 ≤ κ ≤ βn < θ < 1 for all n ≥ 1, for some θ ∈ (0, 1).
Then both {xn} and {yn} strongly converge to q ∈ F(T ) which solves the following variational inequality
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈ F(T ).
Proof. Put N = 1 and T1 = T and αn,12 , αn,13 = 0 ∀n ∈ N in Theorem 3.1. Then Sn = T and we obtain the desired result from
Theorem 3.1. 
Corollary 4.3 ([15], Theorem 2.1). Let H be a Hilbert space, f be an α-contraction on H and let A be a strongly positive linear
bounded self-adjoint operator with coefficient γ > 0. Assume that 0 < γ < γ
α
. Let T be a κ-strict pseudo-contraction of H into
itself for some κ ∈ [0, 1) and F(T ) 6= ∅. For a point u ∈ H and x1 ∈ H, let {xn} and {yn} be the sequences defined iteratively by{
yn = βnxn + (1− βn)Txn,
xn+1 = αnγ f (xn)+ (I − αnA)yn, n ≥ 1, (4.3)
where {βn}, {αn}, and {an} are sequences in [0, 1]. Assume that the following conditions hold:
(i) limn→∞ αn = 0,∑∞n=1 αn = ∞;
(ii)
∑∞
n=1 |αn+1 − αn| <∞,
∑∞
n=1 |βn+1 − βn| <∞, and
∑∞
n=1 |an+1 − an| <∞;
(iii) 0 ≤ κ ≤ βn < θ < 1 for all n ≥ 1, for some θ ∈ (0, 1).
Then both {xn} and {yn} strongly converge to q ∈ F(T ) which solves the following variational inequality
〈γ f (q)− Aq, p− q〉 ≤ 0, ∀p ∈ F(T ).
Proof. Put N = 1 and T1 = T and an, αn,12 , αn,13 = 0 ∀n ∈ N in Theorem 3.1. Then Sn = T and the desired result is directly
obtained by Theorem 3.1. 
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