Abstract. We construct embedded closed minimal surfaces in the round three-sphere S 3 (1), resembling two parallel copies of the Clifford torus, joined by m 2 small catenoidal bridges symmetrically arranged along a square lattice of points on the torus.
Riemannian manifold. A general doubling construction would reduce this question to the existence of a single minimal surface satisfying the appropriate necessary conditions. The doubling construction then would allow doubling this minimal surface to produce infinitely many minimal surfaces which would tend as varifolds to a double covering of the given minimal surface, as the number of the catenoidal bridges introduced tends to infinity, and the size of the bridges tends to 0. In more detail the ingredients for such a doubling would be the minimal surface Σ in the Riemannian three-manifold, two nearby copies of Σ, Σ 1 and Σ 2 , and a set of points L ⊂ Σ. Σ 1 and Σ 2 can be thought of as the graphs of two functions φ 1 and φ 2 on Σ. φ 1 and φ 2 are assumed to be small and with small derivatives. The minimal surface constructed would consist of a region M Σ which approximates Σ 1 and Σ 2 minus small discs, and a collection of regions which approximate small truncated catenoids. The discs removed are centered at the points on Σ 1 and Σ 2 corresponding to the points of L. The catenoidal regions serve as bridges connecting to M Σ at the boundaries of the removed discs. We call directions perpendicular to Σ "vertical" and directions along Σ "horizontal". The axes of the catenoidal regions would be approximately vertical.
Since a Riemannian manifold at small scale is approximately Euclidean, we can use horizontal and vertical (approximate) translations to find balancing obstructions to the existence of such surfaces. More precisely we can consider the force F exerted by the region close to Σ 1 to a catenoidal bridge, and the force F c exerted through the waist of the bridge to the part of the catenoidal bridge closer to Σ 1 , by the other part. The vertical component of F c is approximately equal to the length of its waist. (Balancing for minimal surfaces is based simply on the first variation formula [18] , [22] . For a general discussion in the current context see [14] .) If F is intercepted at a suitable curve which can be approximated by a curve on Σ 1 enclosing a domain Ω ⊂ Σ 1 , then the vertical component of F can be approximated by the integral of the mean curvature of Σ 1 on Ω. Because of the smallness assumptions for φ 1 , we ignore the nonlinear terms and the derivatives, and then the mean curvature is approximated by (|A| 2 + Ric(ν, ν))φ 1 , and the vertical component of F by the area of Ω times the value of (|A| 2 + Ric(ν, ν))φ 1 at the corresponding point of L. This quantity has to balance the vertical component of F c , which is approximately 2πτ , where τ is the size (radius of the waist) of the catenoidal bridge. We have then The above heuristic argument suggests that a necessary condition for a doubling construction is that the mean curvature of the parallel surfaces to Σ points away from Σ, which in general amounts to
This condition then ensures that the vertical components of F and F c point in opposite directions. Equivalently it ensures that the mean curvature of Σ 1 (or Σ 2 ), has the opposite sign from the sign of the mean curvature introduced by the extra bending of the catenoidal bridge needed to attach it smoothly to Σ 1 (or Σ 2 ).
Vertical component balancing considerations, as in 1.1, relate the size of φ 1 and φ 2 with the size of the catenoidal bridge and the area of Ω. Since the matching of the catenoidal bridge to Σ 1 and Σ 2 gives further relations between φ 1 , φ 2 , and the area of Ω can be guessed from L, the construction should be determined completely by L. Horizontal force considerations should further restrict the possible configurations L and the sizes of the catenoidal bridges.
Developing in detail such a general construction is beyond the scope of this paper. Instead we present a particular doubling construction where Σ = T, the Clifford torus in the unit three-sphere S 3 (1) , and the neck configuration L is a square lattice of points on T. Because of the high symmetry involved the construction simplifies significantly, in particular we do not need to consider horizontal forces. This construction has been outlined in [14] . The method used is a gluing Partial Differential Equations method. The particular kind of methods used relates most closely to the methods developed in [6] , [21] , especially as they evolved and were systematized in [9] , [10] , [11] . We refer the reader to [14] for a general discussion of this methodology. We state now a rough version of the Main Theorem 5.4 of this paper. We hope that this paper is a significant first step towards understanding the possibility of general doubling constructions. A way to pursue this goal would be by relaxing gradually the symmetry assumptions. The simplest first generalization would be to replace the square lattice L with rectangular lattices m × km or k × m for m large enough in terms of k. Such a configuration does not allow symmetries exchanging the two sides of T, or equivalently the two copies of T being used. This implies that the dimension of the kernel involved is higher, and therefore the initial surfaces will depend on more parameters, making the construction more complicated (see also the discussion before 4.14). A further step where horizontal forces start playing a role would be to consider constructions with the symmetries of a lattice L as before, but where more catenoidal bridges located on the segments joining nearby lattice points are being used.
Another motivation for the construction in this paper is that it is nontrivial to obtain new examples of closed minimal surfaces in S 3 (1) . In the case of genus one examples, there has been significant progress by using integrable system methods [1] , [4] . In the case of genus higher than one, integrable system methods have not been successful so far and the list of known examples, especially embedded ones, is limited [15] , [16] , [17] , [19] . Besides the embedded minimal surfaces M m constructed in this paper, a more complicated class of minimal embedded closed surfaces can be constructed by applying a general desingularization theorem which has been announced in [14, Theorem F] , to appropriate finite collections {M m i }, of the minimal surfaces constructed here [14, Theorem G] . The m i 's are such that the corresponding m i × m i lattices are nested. The symmetry group of the desingularization construction is the group of symmetries G corresponding to the smallest m i . The collection of the surfaces {M m i } close to a point common to all lattices resembles intersecting coaxial catenoids (but without the rotational invariance) as in [12] . In order to establish this result in particular, the geometric principle is used to ensure that there is no exceptional kernel on M m i invariant under G . This work will appear elsewhere, where the related question of the equivariant index of M m , under its symmetry group or the symmetry group of sublattices, will also be discussed.
Outline of the construction. Our construction is facilitated by the existence of a simple coordinate system which is well adjusted to our purposes. We study this coordinate system in Section 2. We call the corresponding coordinates (x, y, z). The surface {z = 0} in S 3 (1) is the Clifford torus T on which the doubling construction is based. The surfaces parallel to T are the surfaces of constant z.
In Section 3 we construct the initial surfaces M. The construction is based on a square lattice L ⊂ T (see 3.2) which consists of m 2 points. The construction of the minimal surfaces in the main theorem works when m is large. The surfaces constructed have genus m 2 + 1 because they amount to two tori connected by m 2 handles. The size of the catenoidal bridges τ can be predicted by using 1.1 (see [14] ). This calculation depends on the height of the surface at ∂Ω where the vertical component of the force F is calculated. The height however cannot be predicted precisely because the surface is modified later when it is corrected to minimality by solving a Partial Differential Equation. We can therefore only predict τ to be τ := m −1 e −m 2 /4π up to a factor which we call e ζ (see 3.4). The factor e ζ can be large or small but uniformly controlled independently of m (see 3.3). The formula for τ is justified in this paper because it implies 3.10 which allows us to prove-see 5.3 and the proof of the main theorem 5.4-that there is a τ in the range determined by 3.3 for which the corresponding initial surface can be corrected to minimality.
The construction of M is carried out in parallel with a similar construction of a surface M, which would give a doubling of the plane in three-dimensional Euclidean space. By the maximum principle, M cannot be perturbed to minimality, in contrast with M which by the main theorem of the paper 5.4 can (for a certain τ ). This is consistent with 1.2, since |A| 2 + Ric(ν, ν) = 4 > 0 on T, while |A| 2 + Ric(ν, ν) = 0 on the plane and the mean curvature vanishes on its parallel surfaces which are planes themselves. Actually the conormal on a perturbed M on the vertical planes of reflectional symmetry (that is on ∂ D, see 3.1) is horizontal, so the force F in the discussion above vanishes providing an alternative proof that M cannot be corrected.
As is often the case in such constructions [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [24] , [25] , it is convenient to define two more metrics on the initial surfaces M, h and χ, besides the induced metric g. h and χ are conformal to g. h allows us to write the linearized equation with uniformly bounded coefficients. Moreover, it allows us to understand the spectrum and the approximate kernel. In the usual terminology M modulo the symmetries has two standard regions, which when viewed with respect to h tend to a planar square and a unit sphere. The square corresponds to a fundamental domain of T and the unit sphere to the catenoidal bridge. There is only one (modulo the symmetries) transition region Λ connecting the standard regions. (Λ, χ) is approximately isometric to a standard cylinder of length m 2 /4π up to lower order terms. The geometric quantities of M are discussed in 3.18. These estimates are important because they allow us to ensure later that we can perturb to minimality with an appropriately small perturbation. Finally in 3.29 we quantify the limiting behavior of the standard regions in the h metric as m → ∞.
In Section 4 we develop the linear theory needed. The main results from this section we use later are 4.30 and 4.28. In 4.28 we simply extract from the information we have on the mean curvature from 3.18, the relevant estimate we can use according to 4.30. In 4.30 we provide a solution modulo the substitute kernel for the linear problem with appropriate decay estimates. The construction leading to 4.30 follows the general methodology of [9] , [10] , [11] . It is simpler than usual however, because of the small number of standard and transition regions and the one-dimensionality of the substitute kernel, which can serve also as extended substitute kernel (see [14] for a general discussion). The onedimensionality of the approximate and (hence) the substitute kernel follows from the fact that the symmetries kill the first harmonics of the Laplacian on the spherical standard region corresponding to the catenoidal bridge, and therefore the only eigenfunctions allowed in the kernel in the limiting configuration as m → ∞, are the constants on the square (see 4.14). It turns out that the substitute kernel is enough for arranging the decay we need (see 4.23 and 4.24) , and hence there is no need for extra "extended substitute kernel".
Finally in Section 5 we prove the Main Theorem. To do so, we first provide in 5.1 an estimate of the nonlinear terms consistent with the decay estimates we have. This estimate is based on a general estimate which can be derived from general principles (see A.3) and which we present in appendix A. Next we calculate in detail the forces in the spirit of the discussion earlier (see 5.3) , and use that information to ensure that there is some initial surface M which can be perturbed to minimality. This is consistent with the Geometric Principle (see [9] , [10] , [11] , [14] ), because effectively creation of substitute kernel is achieved by repositioning the copies of T used in the construction at varying distances aτ from T. Finally we state and prove the Main Theorem 5.4 by using as usual the Schauder fixed point theorem [3, Theorem 11 .1] to minimize the required estimates. We remark that the minimal surfaces we find are consistent with the description of the surfaces in Example 12 in [20, page 306] .
Notation and conventions.
In this paper we use weighted Hölder norms. The definition we use is given by
where Ω is a domain inside a Riemannian manifold (M, g), f is a weight function on Ω, B x is a geodesic ball centered at x and of radius the minimum of 1 and half the injectivity radius at x.
We will be using extensively cut-off functions, and for this reason we adopt the following notation: We fix a smooth function Ψ: R → [0, 1] with the following properties:
where L a,b : R → R is the linear function defined by the requirements L(a) = −3 and L(b) = 3.
Clearly then ψ [a, b] has the following properties:
We will denote the span of vectors e 1 , . . . , e k with coefficients in a field F by e 1 , . . . , e k F .
A coordinate system on S 3 (1).
The parametrization Φ. Our construction is facilitated by the existence of a simple coordinate system which is ideally suited to describing the Clifford torus and its parallel surfaces. We proceed to describe this coordinate system and the local parametrization which is its inverse. To simplify the notation we identify R 4 C 2 ⊃ S 3 (1) . We define the parametrization Φ, which covers the unit sphere with two orthogonal circles removed, that is S 3 (1) \ {(z 1 , z 2 ) ∈ C 2 : z 1 = 0 or z 2 = 0}, by the following:
where e 1 = (1, 0) and e 2 = (0, 1) form the standard basis of C 2 .
Symmetries of Φ.
To study the symmetries of the parametrization Φ, we first define for c ∈ R translations X c , Y c , and reflections X c , Y c , X := X 0 , Y := Y 0 , and Z, of its domain Dom Φ , by
We also define corresponding rotations X c , Y c , and
Note that X c , Y c and Z are reflections with respect to the 3-planes e √ 2 c i e 1 , e 2 , i e 2 R , e 1 , i e 1 , e √ 2 c i e 2 R , and the 2-plane {z 1 = z 2 } respectively. Z exchanges the two sides of the Clifford torus and also interchanges its parallels with its meridians. X √ 2 π and Y √ 2 π are the identity map. We record the symmetries of Φ in the following lemma: LEMMA 2.4. Φ is a covering map onto S 3 (1)\{(z 1 , z 2 ) ∈ C 2 : z 1 = 0 or z 2 = 0}.
Moreover the following hold:
(i) The group of covering transformations is generated by
Proof.
(ii) and (iii) follow from the definitions. (i) follows from (iii) and the observation that X √ 2 π and Y √ 2 π are the identity map.
The coordinates xyz. The local inverses of Φ provide us with local coordinate systems. We denote the corresponding coordinates by x, y, z. A straightforward calculation shows that
By calculating further we obtain
where g is the induced metric on the unit sphere S 3 (1) . Moreover the only nonvanishing Christoffel symbols for the (x, y, z)-coordinate system are given by The level surface with z = 0 is the Clifford torus
The level surfaces Φ({z = c}) (c ∈ (− π 4 , π 4 )) are tori of constant mean curvature H = 2 tan 2c, parallel at signed distance c to the Clifford torus T, with ∂ z as their unit normal vector field. Note also that for c ∈ R, we have the level surfaces
which are equatorial half-two-spheres orthogonal to the parallel tori. These three families of level surfaces are orthogonal. The intersections of the last two are great semicircles orthogonal to the tori. Finally a calculation shows that det[Φ,
Killing fields. Clearly ∂ x and ∂ y are Killing fields generating the rotations in the e 1 , i e 1 R and e 2 , i e 2 R planes respectively. However ∂ z is not a Killing field. For this reason we consider the Killing field K which agrees with ∂ z on {x = y = 0} and is defined on C 2 ⊃ S 3 (1) by
K generates the rotations in the e 1 , e 2 R plane. A straightforward calculation shows that
3. The initial surfaces. In this section we define and discuss the initial surfaces. The genus and the geometry of the initial surfaces depend on m ∈ N which we fix now and is assumed to be as large as needed. The number of catenoidal bridges used to connect the two parallel copies of the Clifford torus is m 2 and the genus of the resulting surface m 2 + 1. These bridges are arranged with maximal symmetry at the points of a square lattice. To describe the symmetry involved we have the following (recall Section 2): 
2 m , and Z generating G are with respect to the planes {x
}, and the line {x = y, z = 0}
D is a fundamental domain for the action of the translations in G and is invariant under the action of X, Y and Z. Similarly (recall 2.4) D is a fundamental domain for the action of the rotations in G and is invariant under the action of X, Y and Z.
The role of Z is especially important because it exchanges the two sides of the Clifford torus T, or equivalently the two copies of T being used in the construction. This simplifies the construction considerably. Since this requires (recall the definition of Z in 2.2) an exchange of the x and y coordinates, it forces the lattices we use to be square: We define square lattices L on the plane {z = 0}
and L on T (recall 2.4 and 2.8) by
L consists of m 2 points which will be the centers of the catenoidal bridges we use.
The initial surfaces form a smooth one-parameter family. We call the parameter of the family ζ. m (which we have already fixed) and ζ control the size of the catenoidal bridges, so that we can later ensure that for the right choice of ζ balancing implies the minimality of the appropriately corrected initial surface. The range of ζ is determined by
where c is a constant which is large but independent of m and which will be chosen later in the proof of the Main Theorem 5.4. It has to be chosen large enough so that certain error terms depending on other uniform constants are overwhelmed by c in the proof of 5.4.
The size (radius of the waist) of the catenoidal bridges, which we call τ , cannot be guessed precisely; but by using the balancing considerations outlined in the introduction (or see [14] ), we can determine that it should be up to a (uniformly controlled independently of m) factor equal to the constant τ given below in 3.4. We write the factor by which τ differs from τ as e ζ . By 3.3 the factor does not have to be close to one but it is uniformly controlled independently of m. τ may be larger or smaller than τ depending on the sign of ζ. We define
Note that τ depends only on m, but τ on both m and the parameter ζ. The following simplifies the presentation although occasionally we emphasize that m is chosen large enough in terms of various constants.
Convention 3.5. We assume through the paper that m is as large as needed in terms of constants which do not depend on m. By 3.4 and 3.3 this is equivalent to τ or τ being small enough in terms of such constants.
Recall that a catenoid of size τ in Euclidean three-space can be parametrized conformally on a cylinder by X(t, θ) := (τ cosh t cos θ, τ cosh t sin θ, τ t) = (r(t) cos θ, r(t) sin θ, z(t)), (3.6) where r(t) := τ cosh t, z(t) := τ t.
τ a τ a x τ Figure 1 . Cross section ofM with {y = 0}.
Alternatively the part above the waist can be given as a radial graph of
where r is the polar coordinate defined by r := x 2 + y 2 . (3.8)
To define the catenoidal bridge M cat (see Figure 1) , we truncate the catenoid at radius r = 1/m or equivalently the parametrizing cylinder at t = ±a. a > 0 is defined then by
Using the last expression and 3.7, together with 3.4 and 3.3, it follows that
For future reference we define a to be the value of a when ζ = 0. We have then (compare with 3.9)
We define now the catenoidal bridge by
We also define a region of a horizontal plane (corresponding under Φ to a parallel surface to T) together with a gluing region by
where ψ[m −1 , 2m −1 ] is a cut-off function defined as in 1.5. Notice that ϕ transits then smoothly from being ϕ cat in a neighborhood of r = 1/m, to being the constant
for r ≥ 2/m (note that 2 < π/ √ 2). Correspondingly M tor extends smoothly M cat close to its inner boundary circle and transits to the plane z = ϕ cat (1/m) close to its outer boundary.
The stabilizer of M cat under the action of G is generated by X, Y and Z. The stabilizer of M tor is generated by X and Y. Note that M cat was defined to include both its top and bottom halves. M tor was defined for convenience not to include its bottom half because the top and the bottom half are different connected components. This way Z defines a symmetry of M cat but not of M tor which it maps to its bottom counterpart. We define now (see Figure 1 ) smooth embedded
Φ| M : M → M is clearly a covering map, and M is a closed connected embedded smooth surface of genus m 2 + 1. We take M to be our initial surface, and we will prove in the Main Theorem that for some value of ζ, it can be perturbed to a nearby minimal surface.
Geometric quantities on the initial surfaces. We start by discussing some of the metrics we use. We denote by g the standard Euclidean metric on Dom Φ and by g the standard metric on the round sphere S 3 (1). Since Φ is a covering map, these metrics induce metrics on the range and the domain of Φ respectively, which we denote by slight abuse of notation by the same symbols. We also use the same symbols to denote the metrics induced on M, M and (by using X) on the cylinder S 1 × [−a, a]. We define a smooth function ρ on M (or M), by requiring it is invariant under the action of G (or G) and on
We define then smooth metrics χ and χ on our surfaces by
We denote by ν the unit normal on M which satisfies ν, ∂ z > 0 on M tor , A the second fundamental form induced by g, |A| 2 its square length, and H the mean curvature. We use a hat to denote the corresponding geometric quantities induced by g. We will need precise quantitative control of the various geometric quantities throughout the paper. This is provided by the following lemma. The reader may wish to skip its proof at first reading but the estimates themselves will be vital for the rest of the paper. Note that the constants do not depend on c as required to ensure that certain error terms can be overwhelmed by choosing c large enough in the proof of the Main Theorem 5.4. The reason we can achieve this is that the estimates involve τ rather than τ . Note also that in the estimates χ and χ are interchangeable because of (iii).
LEMMA 3.18. Assuming that m is large enough in terms of k ∈ N the following hold:
(
Proof. We first check these estimates on M cat . For convenience we adopt the notation O( f ) to denote the product O( f ) = fT of a function f and a function or more generally a tensor field T which satisfies the inequality
Using 3.6 we have by straightforward calculation that
which together with 2.6 imply that (a) g = r 2 (dt 2 + dθ 2 ) and g = r 2 (dt 2 + dθ 2 + O(z) ), or, more precisely, g = g + τ 2 sin 2z( sinh 2 t cos 2θ dt 2 − sinh 2t sin 2θ dt dθ − cosh 2 t cos 2θ dθ 2 ). Using (a), the expression for z(t) in 3.6, 3.10, and the definitions, we conclude that (i), (ii), and (iii) hold on M cat . Using 2.6 it is straightforward to check that the unit normal is given by
To calculate the second fundamental form, we rename our coordinates as (x 1 , x 2 ) := (t, θ) and use the formula A = ( X k ,αβ + Γ k lm X l ,α X m ,β )g kn ν n dx α dx β , where Greek indices take the values 1 and 2, and Latin indices take the values 1, 2, 3, corresponding to the coordinates x, y, z. Let
We have then by using 2.7 that
). Using the above we calculate that
It is easy to modify the above to calculate the second fundamental form A induced by the Euclidean metric g. The Christoffel symbols of g in our coordinate system vanish, and it is straightforward to find that
where we used also that sinh
Since the traces of A and A with respect to dt 2 + dθ 2 vanish, (iv) follows from (a), (e), and the symmetry (for t ≤ 0). (v) follows also because clearly τ z < C r 2 .
It remains to check that the estimates hold on M tor . We define scaled up coordinates by x 1 := mx, x 2 := my, and r := mr. By 3.16 and the properties of ψ [a, b] as defined in 1.5, we have that
By 3.14 and 3.10 we conclude (g)
Since M tor is the graph of ϕ (recall 3.13), we have
from which we conclude (j), and by using also 2.6, (k):
Using (l) we can replace (dx 1 ) 2 + (dx 2 ) 2 in (f) and (h) with m 2 g. By using the modified (f) then we can further replace m 2 g with χ to conclude (m) and (n):
implies (i), and (n) with (g) imply (ii). (k) implies
which by (g), (m), and (n), implies
As before we can replace (dx 1 ) 2 + (dx 2 ) 2 with χ, and then (iii) follows by (g) and (n). Similarly using (j), (k), (g), and (n) we conclude that
By extending to M tor the earlier notation for M cat and recalling (b), we have X ,αβ = ( 0, 0, ϕ ,αβ ),
By using 2.7, it is easy to check that the unit normal ν satisfies
Combining the above we conclude that
(o) and (p) imply then (iv) and (v) on M tor .
Remark 3.20. Notice that in the last proof −dx 2 + dy 2 on M tor corresponds to A on M cat . A (defined as the second fundamental form induced by the Euclidean metric g) is not trace-free subject to g on the gluing region, as it was on M cat , and therefore we do not record it separately on the expansion of A in (p). In the gluing region, A contributes to the mean curvature at the same order as g − g, in agreement with the heuristics used to choose τ . Remark 3.21. Although we do not carry a careful study of where the umbilics of the minimal surfaces constructed in this paper are located, it is worth noting that if we ignore the corrections and concentrate on A + A, we do get exactly two "umbilics" on M cat ∩ {z ≥ 0}, at (r, θ) = ( √ τ , ±π/2), where A + A = 0. This is consistent with the symmetries of the surface and the Lawson result which implies that there are four umbilics in each fundamental region of the final minimal surface (4m 2 on the whole surface).
Standard and transition regions.
We proceed to define the various regions on the initial surface M (see Figure 2) in the usual fashion of [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] . Modulo the symmetries imposed, there are only In order to ensure uniformity with respect to different values of the parameter ζ, we define and use a variant t of the parameter t by t = a a t, (3.22) where a is defined in 3.9 for the current value of ζ, and a is defined in the same way when ζ = 0, and hence τ = τ (recall 3.4). This way the range of values of t on M cat is [−a, a] and depends only on the choice of some m >> 1 via 3.4. Note also that by 3.10, we have
We extend t to the whole of M ∩ D by taking t = a on M tor and t = −a on Z(M tor ). Notice that t is odd with respect to Z. In the following definitions we use a constant b to prescribe the exact extent of the standard and transition regions. The larger b is, the larger S[0] and S [1] are, and the smaller Λ is. We need to choose b independently of m, but large, so that we ensure the smallness of various quantities on Λ (see for example 4.7(ii)). This way we ensure that the linearized equation and its spectrum can be properly understood. On the other hand, this increases the distortions on S[0] and S [1] compared to their limiting geometry as τ → 0. This however can be remedied by choosing m large enough in terms of b (recall 3.5).
We use subscripts x and y to modify the extent and boundary of the standard and transition regions. In particular each S x [n] is a neighborhood of S[n], while S x [n] or Λ x is S[n] or Λ with an appropriate neighborhood of its boundary excised. Definition 3.24. We define the following (see Figure 2) :
where b is a large constant independent of m chosen in 4.29 and x, y ∈ [0, 4]. When x = y = 0, we drop the subscripts. We also write Λ x for Λ x,x .
Although sometimes we will repeat ourselves, we have the following to streamline the presentation (see also 4.29 and recall 3.5):
Convention 3.26. From now on we assume that b is as large as needed in absolute terms.
The limiting behavior of the standard regions and the linearized operator on them, as m → ∞, is best understood in the h metric which is defined on our surfaces by The following lemma describes the limiting behavior as m → ∞:
LEMMA 3.29. If m is large enough in terms of b, then the following hold, where C(b) denotes a constant which depends only on b:
( 
Proof. Since the catenoid is a minimal surface, it follows from standard theory that ν * g S 2 = 
we conclude by using 3.18 that
This implies the desired estimate (recall x ∈ [0, 4]) and completes the proof of (i). The second part of (ii) follows easily from the expression for r(t) in 3.6, 3.9, and the observation that R x = (m/ √ 2) r(a − (b + x)a/a). By 3.27 we have * g 0 = 1 2 m 2 (dx 2 + dy 2 ). Using also 3.26, we calculate that
Arguing as for (f) in the proof of 3.18, we have (recall x ∈ [0, 4])
This implies the equivalence of χ and * g 0 on S 4 [1] . Arguing as for (o) in the proof of 3.18 we have
By 3.18(v) we have
Combining the above we conclude the proof.
The Linearized Equation.
Introduction and conventions. In this section we study the linearized equation on M which can be stated in any of the following equivalent formulations,
where the corresponding linear operators are given by
Convention 4.3. From now on, we fix constants β, γ ∈ (0, 1). β will be the fractional coefficient of the Holder norms C k,β we will be using. γ will control the exponential decay of the solutions. Since β and γ are fixed, we will ignore any dependence of the various constants on them. There is one occasion (in the proof of 4.30) where we have to consider a faster decay with γ replaced by γ = γ+1 2 . We can still assume in this instance that the constants C we are using are valid as needed for γ decay as well.
The linearized equation on the transition region. In this subsection, we consider the linearized equation on the transition region Λ x,y defined as in (3.25e), where we assume that x, y ∈ [0, 4]. For simplicity in this subsection, we will denote the neck under consideration by Λ, and its boundary circles C x [0] and C y [1] by C and C respectively. We next define x, x, x: Λ → R to measure the t-coordinate distance from C, C, and ∂Λ = C ∪ C respectively:
Note that we can use Φ • X to identify Λ with the cylinder [(b + x)a/a, a − (b + y)a/a] × S 1 . We define to be the t-coordinate length of the cylinder and to be the t-coordinate length of the cylinder, so that Our understanding of the linear equations on the transition region is based on the comparison with ∆ χ , which is based on the following lemma where we interpret earlier estimates in the form needed here. Note also for later use that the area of Λ with respect to the h metric can be assumed as small as needed by assuming b large enough, as easily follows from 4.7(ii). LEMMA 4.7. The following hold on Λ:
Proof. (i) is a straightforward consequence of 3.18(ii) and (iii). To prove (ii), we use the multiplicative properties of the Holder norms and 3.18(i) and (v) to conclude that
where we also used the inequality τ ≤ τ 2 r −2 +r 2 and the definition of ρ. Similarly using 3.18(i), we have 
Proof. The proof is similar to the arguments leading to Proposition 2.28 in [10] . It is easy to prove that for φ ∈ L 2 (Λ) with L 2 derivatives and φ = 0 on ∂Λ, we have
which together with 4.7, implies
Using the variational characterization of eigenvalues and assuming b large enough, the result follows since the smallest eigenvalue for ∆ χ is > C −2 .
COROLLARY 4.9. (i)
The Dirichlet problem for L χ on Λ for given C 2,β Dirichlet data has a unique solution.
Proof. (i) follows trivially and (ii) by using standard linear theory. All our constructions have to respect the symmetries imposed, in particular we only consider functions on M which are invariant under the action of G . Λ is not invariant under G but it is invariant under X and Y. Under the identification of Λ with a cylinder as discussed above, X corresponds to θ → π − θ, and Y corresponds to θ → −θ. We use the subscript "S" to specify subspaces of functions on Λ which are invariant under these symmetries. In the next proposition and its corollary, we study the Dirichlet problem when we are allowed to modify the lowest harmonic on the boundary data in order to have decay estimates appropriate for our purposes: 
(ii) V is constant on C and vanishes on C.
The proposition still holds if the roles of C and C are exchanged in (ii) and x is replaced by x in (iii). Another possibility is to allow V to be constant on each of C and C in (ii), while x is replaced by x in (iii).
Proof. The proposition follows by standard theory if L χ is replaced by ∆ χ . We denote the corresponding linear map and solution in the ∆ χ case by R Λ and V respectively. Using then 4.7, we have
By assuming b and m large enough, we can ensure that the coefficient in the right hand side is small. The proposition then follows by an iteration where we treat L χ and R Λ as small perturbations of ∆ χ and R Λ .
We will only need the next statement with ε 1 = 1:
Assuming b large enough in terms of given ε 1 > 0, there is a linear map
such that the following hold for u in the domain of R ∂ and V
(ii) V vanishes on C and V − u is constant on C where it satisfies (iii) below.
The proposition still holds if the roles of C and C are exchanged and x is replaced by x.
Proof. By standard theory there is a linear map
such that for u in the domain and V = R ∂ u the following hold:
. The corollary then follows by defining
applying the proposition, and using 4.7.
Proof. Because of 4.11 and 4.9 it is enough to prove the Corollary when u is constant on each boundary circle. Let V be the solution of
By 4.7 we can write 
The approximate kernel.
We proceed now to discuss the approximate kernel of L h on the extended standard regions, cf. [10, Prop. 2.22] . By approximate kernel we mean the span of eigenfunctions whose eigenvalues are close to 0. Since we have to take into account the symmetries imposed, note that the stabilizer of S[0] with respect to the action of G is generated by the reflections X, Y, and Z, and the stabilizer of S [1] by X and Y. Therefore we have to restrict our attention to functions on the extended standard regions which are invariant under the action of these subgroups. Moreover the functions on S [1] should extend smoothly in the appropriate class to G S [1] . This implies by the symmetries under G the second statement in the following definition. Definition 4.13. We call functions which satisfy the above conditions appropriately symmetric and we use the subscript "sym" to denote subspaces of appropriately symmetric functions. Note that appropriately symmetric functions on S [1] satisfy Neumann boundary conditions on C ∂ ⊂ ∂ S [1] .
We understand the approximate kernel in the next proposition by comparing it to the kernel of the operator ∆ + 2 on the round sphere S 2 (1), and ∆ on the
with Neumann boundary conditions on the boundary. Because of the symmetries the former is trivial and the latter one-dimensional. Note that without the Z symmetry we would have a one-dimensional kernel on the round sphere corresponding to vertical translations. We would have two squares which would not be equivalent by a symmetry, and each would carry a one-dimensional kernel. We would have then three-dimensional approximate and substitute kernels. This is why a construction based on a rectangular lattice where Z cannot be a symmetry, would be more complicated, and we would need a three-parameter family of initial surfaces. 
Proof. The proof is based on the results of [6, Appendix B] which are based on basic facts about eigenvalues and eigenfunctions [2] . Before using those results, we remark the following: First, the first inequality in [6, B.1.6] should read
instead. Second, the spaces of functions can be constrained to satisfy appropriate symmetries, as indeed was the case in some of the constructions in [6] , and will be the case here. Third, obvious modifications should be made to allow for the fact that we are dealing here with operators of the form ∆ + q, where q is a uniformly bounded smooth function. Fourth, the only use of the Sobolev inequality [6, B.1.5] is to establish supremum bounds for the eigenfunctions. These in our case can instead be established by using the uniformity of geometry of S 5 [n] to obtain interior estimates on S 1 [n], and then using a variant of 4.12 to obtain estimates on the transition regions. More precisely the eigenvalue equation under consideration is L h u + λu = 0, which is equivalent to
We are only interested in eigenvalues λ which satisfy |λ| < 3 because the smallest eigenvalue on the sphere or the square is −2 and anything above 3 is beyond the range of the approximate kernel. Since the modified part of the operator, |A| 2 +m 2 2ρ 2 λ, satisfies the same estimates by 4.7 as ρ −2 (|A| 2 + 2), we can repeat the arguments leading to 4.12 to establish the same estimate under the modified assumption that L χ,λ u = 0 on Λ.
For (i) we compare with the following:
where R x was defined in 3.29. The action of X, Y, and Z, on N[0] should be consistent with their action on M (recall 2.2) and the maps ν and : We define for (x, y, z) ∈ S 2 (1) and (i, x, y) ∈ {1, −1} × D( R 0 )
X(x, y, z) = (−x, y, z),
We consider the Dirichlet problem on N[0] where the operator is ∆ + 2 on S 2 (1) and the standard Laplacian ∆ on {1, −1} × D( R 0 ). By standard theory then, there are no eigenvalues in [−1, 1] because the symmetries do not allow the first harmonics on S 2 (1), and R 0 is small enough so that the smallest eigenvalue on the discs is > 2.
For (ii) we compare with the following: We upgrade the L 2 estimates for f 0 − 1 to C 2,β estimates on S 5 [1] by using the uniformity of the geometry of S 4 [1] (see 3.29) and standard linear theory interior estimates. Applying then the variant of 4.12 we discussed earlier, we estimate f 0 on Λ and complete the proof.
The (extended) substitute kernel. As we have already mentioned in the introduction, the extended substitute kernel in this case is particularly simple since it is one-dimensional. This reflects the fact that the approximate kernel, and hence the substitute kernel also, are one-dimensional. Moreover decay can be ensured by using the substitute kernel and so no further extended substitute kernel is required.
Following the general methodology (see [14] for a general discussion), we need to define an appropriately symmetric function (recall 4.13) on M which is supported on G S [1] and spans the substitute kernel. The main required property of such a function is that as τ → 0 this function should tend to a function on the "limit" of ( S [1] , h) which is not orthogonal to the kernel. Recall that by 3.29 the limit of ( S [1] , h) is a square in the Euclidean plane. The linearized operator tends to the standard Laplacian on the square acting with Neumann data on the boundary. The kernel consists of the constant functions on the square and 4.14 makes the comparison between kernel in the limit and approximate kernel on the initial surface precise. When solving the linear equation with an inhomogeneous term 4.1, we will be modifying appropriately the inhomogeneous term, by adding functions of the substitute kernel.
We define now the function under discussion spanning the substitute kernel to be Following the general methodology again, we need to define a function v ∈ C ∞ sym ( S [1] ), whose main property is that it approximates a constant on C 1 [1] , and is used to ensure appropriate decay for the solutions of the linear equation 4.1. This is done my modifying the solutions by multiples of v and correspondingly modifying the inhomogeneous term by elements of the extended substitute kernel. In our case, the substitute kernel is sufficient if we define v carefully enough along the lines of [10, Lemma 6.6] . Following this v is defined as a modification of the eigenfunction f 0 spanning the approximate kernel (recall 4.14): We define v ∈ C ∞ sym ( S [1] ) by
with vanishing Dirichlet data on C[0] ⊂ ∂ S [1] , where (4.22) and µ v ∈ R is determined by the requirement (recall 4.19 
Note that the orthogonality condition together with 4.19 implies the existence of a unique u which we estimate in the proof of 4.23 below. We record now the properties of v:
) satisfies the following, where ε is as in 4.14:
Proof. (i) and (ii) follow from the definitions. We apply now 4.19 with E = −L χ f 0 . We have then 
This together with the estimates in 4.14 implies (iv) and that
Standard elliptic estimates for 4.21 imply then
which further implies
This together with the estimates for f 0 from 4.14 implies
which implies (v), and together with (i) and 4.12 applied to v, (iii).
Solving the linearized equation semi-locally. In this subsection, we solve and estimate the linear equation on the extended standard regions. We can assume the inhomogeneous term E to vanish on Λ 1 , because in the proof of 4.30, we use first 4.10 to solve for the part of the inhomogeneous term which is supported there. In the case of S [1] we have nontrivial approximate kernel, and therefore we have to adjust the inhomogeneous term appropriately by using w. w can also be used so that appropriate exponential decay can be arranged for the solution: LEMMA 4.24. There is a linear map
such that the following hold for E in the domain of R S [1] above and (ϕ, µ) = R S [1] [1] and satisfies appropriate Neumann boundary conditions on C ∂ ⊂ ∂ S [1] (recall (3.25h) ).
Proof. We fix b to be large enough so that 4.14 and 4.11 with ε 1 = 1 apply. Recall that by 3.17 and 3.26 we have χ = 2ρ 2 |A| 2 +m 2 h and moreover by 3.18 we have that the conformal factor and its inverse have their C k norms on S 2 [1] with respect to h or χ bounded by a uniform constant which depends only on k and b. By applying 4.19 and using that E is supported on S 1 [1] , where the factor 2ρ 2 |A| 2 +m 2 satisfies a bound depending only on b, we obtain µ 1 such that [1] and satisfies Neumann conditions on C ∂ , and satisfies on S [1] 
Using interior estimates for the second equation we have
Interior estimates for the first equation then give
We apply now 4.11 on Λ 0,1 (recall (3.25e)) with
and once more with u = ϕ 1 − avg ϕ 1 on C 1 [1] ⊂ ∂Λ 0,1 to obtain 
Proof. By 4.14 there are no small eigenvalues, and so we can solve and obtain L 2 (h) estimates, which together with interior estimates on S 2 
where the weight function f is defined by requesting that it is invariant under the action of G , f = 1 on S [1] , f = e −γx on Λ, and f = e −(a−2b)γ = e −γx
Note that f is continuous on M and decreasing as a function of x on Λ. Similarly ρ f is continuous on M, and by a straightforward calculation using 4.4, 3.6, 3.16, and 3.22, increasing as a function of x on Λ. This implies that the values of f and ρ f attained on S[0] are their global minimum and maximum on M respectively. By using 3.10 and absorbing constants by small powers of τ , we obtain the bounds which we use to control f in the estimates later.
Recall that the linearized equation for the mean curvature when written in the form L χ φ = E has the inhomogeneous term E = −ρ −2 H. In order to obtain estimates with decay later, we will need to control E 0,β,γ . Given the estimates in 3.18 this is easy to achieve as follows. Note that the estimate obtained depends on τ and not τ . Because of this the constant C does not depend on c . This allows us later in 5.3 and in the proof of 5.4 to control the force term uniformly independently of c and close the argument by choosing c large enough. 
Proof. By 3.18(iv) it is enough to prove that on M we have
By 3.18(ii) it is enough to prove the inequalities
The first one follows from 4.27 and the observation that 1 is a higher power than From now on there are no instances where b may be needed to be chosen any larger than before. For this reason we adopt the following: Convention 4.29. From now on we fix a b large enough in absolute terms so that the earlier results apply (4.11 with ε 1 = 1). We will not mention anymore the dependence of constants C on b.
PROPOSITION 4.30. There is a linear map R
Proof. We decompose E = E S[0] + E S [1] + E Λ by requesting that E S [0] , E S [1] , and E Λ , are invariant under G and satisfy 
Using the estimates provided by 4.10 and 4.25, and using also 4.26 to estimate E S [0] and E in terms of E 0,β,γ , we obtain in particular that
Notice that E 1 is supported on G (S 1 [1] ∩ Λ), and there we have e γx ≤ C. Also we have e −(a−2b)γ < τ γ/2 . We conclude that
We apply now 4.24 with γ = γ+1 2 in place of γ to define [1] −E +µ 1 w. Using the estimates provided by 4.10 and 4.24, and using also 4.26 to estimate E S [1] and E in terms of E 0,β,γ , we obtain in particular that
Notice that E 1 is supported on S 1 [0] ∩ Λ, and there we have e (γ−γ )x < τ (γ −γ)/2 . Using 4.26 we conclude that
Note that the factor τ (γ −γ)/2 is necessary to ensure that the norm of E 1 is better than the norm of E so we can iterate later. This is the reason we applied 4.24 with γ replaced by γ . We define now ϕ 1 := V Λ + V S[0] + V S [1] and E 1 := E 1 + E 1 . We have then L χ ϕ 1 + E 1 = E + µ 1 w on M. Using the estimates above and the ones provided by 4.10, 4.24, and 4.25, and assuming that τ is small enough in terms of b, we conclude that |µ 1 | + ϕ 1 2,β,γ ≤ C E 0,β,γ , E 1 0,β,γ ≤ 1 2 E 0,β,γ .
We iterate then with E 1 instead of E and so on. We complete the proof then by defining ϕ := Proof. We will use a subscript ζ to specify the initial surface M ζ which is constructed as in the discussion preceding 3.15. We need to be able to compare functions on different M ζ 's in order to set up the standard fixed point theorem approach. For this we need to define diffeomorphisms F ζ : M ζ → M 0 which respect the symmetries, depend continuously on ζ, and do not distort much the χ metrics. These requirements are satisfied if we define F ζ so that the (t, θ) coordinates (recall 3.6 and 3.22) of corresponding points on M cat ⊂ M ζ and M cat ⊂ M 0 are the same, while corresponding points on M tor ⊂ M ζ and on M tor ⊂ M 0 map to the same point by (recall 3.27). The two conditions proposed do not match exactly however, so we have to use a cut-off function to transit from one condition to the other as follows.
To facilitate the discussion, we denote by X ζ : [−a, a] × S 1 → M ζ the parametrization of M cat ⊂ M ζ corresponding to the (t, θ) coordinates. We have then by 3.6, 3.22, and 3.27, that
• X ζ (t, θ) = mτ √ 2 cosh (at/a) ( cos θ, sin θ).
This is independent of ζ and τ at t = a by 3.9, and it is easy to check then using 3.23 that a unique t : [a − 2, a − 1] → [a − 3, a] can be defined by the requirement that for (t, θ) ∈ [a−2, a−1]×S 1 , we have •X ζ (t, θ) = •X 0 ( t(t), θ). Moreover t is close to the inclusion map but not equal to it (for ζ = 0). We can think of it as expressing the mismatch between the two conditions above. We define now the diffeomorphism sym (M 0 ) × R for β ∈ (0, β), and it is easy to check that J is a continuous map in the induced topology. By Schauder's fixed point theorem [3, Theorem 11.1] then, there is a fixed point of J . Using (e) then, we conclude that for the corresponding ζ and φ, we have
It is easy to check as follows, that on the support of w in (M ζ ) φ ∩ D + , we have ν, K > 0. The smallness of φ 2,β,γ implies that the unit normal ν to (M ζ ) φ is close to the unit normal of M ζ . The support of w under consideration is contained then in M tor , where by 3.19 ( g kn ν n ) 3 k=1 is close to (0, 0, 1). By 2.10 and because the coordinates (x, y, z) are close to (0, 0, 0), we have that K is close to ∂ z , which allows us to conclude that ν, K = g kn ν n K k is close to 1. F = 0 implies then by 5.2 that µ + µ = 0, and hence (M ζ ) φ is a minimal surface. The smoothness of φ follows then by standard regularity theory. The embeddedness of (M ζ ) φ follows from the smallness of ϕ 2,β,γ and the size (by 3.10) of aτ .
