Robust Multi-class Feature Selection via $l_{2,0}$-Norm Regularization
  Minimization by Sun, Zhenzhen & Yu, Yuanlong
Robust Multi-class Feature Selection via l2,0-Norm
Regularization Minimization
Zhenzhen Sun, Yuanlong Yu*
College of Mathematics and Computer Science
Fuzhou University
Fuzhou, Fujian, 350116, China
yu.yuanlong@fzu.edu.cn
Abstract— Feature selection is an important data prepro-
cessing in data mining and machine learning, which can
reduce feature size without deteriorating model’s performance.
Recently, sparse regression based feature selection methods have
received considerable attention due to their good performance.
However, these methods generally cannot determine the number
of selected features automatically without using a predefined
threshold. In order to get a satisfactory result, it often costs sig-
nificant time and effort to tune the number of selected features
carefully. To this end, this paper proposed a novel framework to
solve the l2,0-norm regularization least square problem directly
for multi-class feature selection, which can produce exact row-
sparsity solution for the weights matrix, features corresponding
to non-zero rows will be selected thus the number of selected
features can be determined automatically. An efficient homotopy
iterative hard threshold (HIHT) algorithm is derived to solve
the above optimization problem and find out the stable local
solution. Besides, in order to reduce the computational time of
HIHT, an acceleration version of HIHT (AHIHT) is derived.
Extensive experiments on eight biological datasets show that
the proposed method can achieve higher classification accuracy
with fewest number of selected features comparing with the
approximate convex counterparts and state-of-the-art feature
selection methods. The robustness of classification accuracy to
the regularization parameter is also exhibited.
Index Terms— Feature selection, l2,0-norm regularization,
iterative hard threshold, embedded method.
I. INTRODUCTION
Feature selection, the process of selecting a subset of
features which are the most relevant and informative, has
been widely researched for many years [1]–[5]. Feature
selection has become an essential component in data mining
and machine learning because it can reduce the feature size,
enhance data understanding, alleviate the effect of the curse
of dimensionality, speed up the learning process and improve
model’s performance. Therefore, it has been widely used
in many real-world applications, e.g., text mining [6], [7],
pattern recognition [3], and bioinformatics [8], [9].
In general, feature selection methods can be divided into
three categories depending on how they combine the fea-
ture selection search with model learning algorithms: filter
∗This work is supported by National Natural Science Foundation of China
(NSFC) under grant #61873067.
methods, wrapper methods, and embedded methods. In filter
methods, features are selected according to the intrinsic
properties of the data before running learning algorithm.
Therefore, filter methods are independent of the learning
algorithms and can be characterized by utilizing the statistical
information. Typical filter methods include Relief [10], Chi-
square and information gain [11], and mRMR [12], etc. The
wrapper methods use learning algorithm as a black box to
score subsets of features, such as correlation-based feature
selection (CFS) [13] and support vector machine recursive
feature elimination (SVM-RFE) [14]. Embedded methods
incorporate the feature selection and model learning into a
single optimization problem, such that higher computational
efficiency and classification performance can be gained than
the filter methods and wrapped methods. Thus, the embedded
methods have attracted large attention these years. One of
the typical embedded methods is the decision tree algorithm,
such as C4.5 [15].
Recently, with the development of sparsity research, spar-
sity regularization has been widely applied into embedded
feature selection methods. The concern behind this is that
selecting a minority of features is naturally a problem with
sparsity. For binary classification task, the feature selection
can be tackled by l0-norm minimization [16] directly in
which features corresponding to non-zero weights are se-
lected. However, the non-convexity and non-smooth of l0-
norm make it very hard to solve. Most methods relax the
l0-norm by l1-norm to make the minimization problem be
convex and easy to solve, which is called LASSO [17].
Although some strategies such as one-versus-one or one-
versus-all can be used to expand LASSO for multi-class
feature selection problem, structural sparsity models are more
desirable so that we can obtain the shared pattern of sparsity.
Inspired by that, lots of methods have been proposed based
on structural sparsity for multi-class feature selection [18].
In [19], Nie et al. proposed a robust feature selection (RFS)
method with emphasizing joint l2,1-norm minimization on
both loss function and regularization. Due to the efficiency
of the l2,1-norm regularization, it has been widely investigated
in these years, such as UDFS [20], L-FS [21], RLSR [22],
and URAFS [23], etc.
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Though satisfactory results can been achieved by using
l2,1-norm regularization for multi-class feature selection,
there are still some limitations. Fist, l2,1-norm is just an
approximation to l2,0-norm and the solutions are essentially
different from the original optimum value. Second, l2,1-norm
over-penalizes large weights, which leads to a unfair com-
petition between different features. Further more, it is hard
to tune the regularization parameter of l2,1-norm to get exact
row-sparsity solution, even a large regularization factor (e.g.
105) cannot produce strong row-sparsity. Thus the number of
selected features cannot be determined automatically without
using a predefined parameter (e.g., the number of selected
features or the threshold of important score). Consequently,
it is significant to find a method to solve the original l2,0-norm
regularization problem.
In recent years, researchers have been working on solving
the l2,0-norm problem directly. In [24], Cai et al. proposed a
robust and pragmatic multi-class feature selection (RPMFS)
method to solve the original l2,0-norm constrained problem.
RPMFS sets the objective function as a l2,1-norm loss term
with a l2,0-norm equality constraint, and use the augmented
Lagrangian method to solve this equality constraint problem.
In [25], Pang et al. also proposed an efficient sparse feature
selection method (ESFS) based on l2,0-norm constrained
problem, then they transform the model into the same
structure as LDA to calculate the ratio of inter-class scatter
to intra-class scatter of features. However, these methods
also need to predefine the number of selected features to
construct the equality constraint, which cannot be determined
automatically. To obtain satisfactory classification results, the
number of selected features need be tuned carefully which
costs a large amount of time and effort thus not suitable for
practical application. From literatures of sparsity research,
it has been proved that the regularized problem is more
effective than the equality constraint problem to find a sparse
solution.
In this paper, we propose a novel and simple framework for
multi-class feature selection which can solve the original l2,0-
norm regularization least square problem (denoted as l2,0-FS)
directly. This method can produce exact row-sparsity solution
thus select features in group and automatically determine
the number of selected features. In order to effectively solve
the proposed objective function, the homotopy iterative hard
threshold method is introduced to perform the optimization.
After learning, the features corresponding to non-zero rows
of weights matrix are selected. The contributions are sum-
marized as follows:
1) We tackle the original sparse problem with l2,0-norm
regularization directly instead of its relaxation or ap-
proximation problem. Therefore, we can get a more
accurate solution. This method can produce exact row-
sparsity solution thus select features in group and au-
tomatically determine the number of selected features.
2) A homotopy iterative hard threshold (HIHT) algorithm
is designed to solve the proposed optimization problem,
in which each row of the weights matrix is treated as
a whole and updated. Thus it can achieve exact row-
sparsity solution. Besides, an acceleration version of
HIHT (AHIHT) is derived to reduce the computational
time which is more practical for feature selection task.
3) Experiment results on eight benchmark biological
datasets show that our approach outperforms ESFS,
RPMFS, the relaxed or approximate counterparts, and
state-of-the-art feature selection methods evaluated in
terms of classification accuracy using two popular
classifiers and the number of selected features. The ro-
bustness of classification accuracy to the regularization
parameter is also exhibited.
The rest of this paper is organized as follows. Section
II presents the notations and definitions used in this paper,
and related work on l2,1-norm and l2,0-norm constrained
based multi-class feature selection methods are introduced.
In Section III, the new method l2,0-FS is proposed and the
convergence of HIHT algorithm is analyzed. The experimen-
tal results are presented in Section IV. Conclusions and future
work are given in Section V.
II. RELATED WORK
A. Notations and Definition
The notations and the definition used in this paper are
shown in this subsection. Vectors are written as boldface low-
ercase letters and matrices are written as boldface uppercase
letters. For a vector x ∈ Rn, xi denotes the i-th element of x.
For a matrix X = {xi j} ∈ Rn×m, xi and x j denote its i-th row
and j-th column, respectively.
For p 6= 0, the p-norm of the vector x is defined as:
||x||p = (
n
∑
i=1
|xi|p)1/p.
The l0-norm of the vector x is defined as:
||x||0 =
n
∑
i=1
|xi|0,
which count the number of non-zero elements in x.
The Frobenius norm of X is defined as:
||X||F =
√
n
∑
i=1
m
∑
j=1
x2i j =
√
tr(XT X).
The l2,1-norm of X is defined as:
||X||2,1 =
n
∑
i=1
||xi||2 =
n
∑
i=1
√
m
∑
j=1
x2i j.
The l2,0-norm of matrix X is defined as:
||X||2,0 =
n
∑
i=1
1||xi||2 6=0,
where 1A stands for the indicator function. For a scalar x,
if x 6= 0, 1x = 1, otherwise 1x = 0. Thus the l2,0-norm of
matrix X is defined as the number of non-zero rows in X. If
a matrix has a large number of zero rows (the row vector is
zero vector), we define it has the character of row-sparsity.
B. Multi-class Feature Selection based on l2,1-Norm
In general, the most multi-class feature selection algo-
rithms based on l2,1-norm regularization can be formulated
as follows:
min
W,b
||WT X+bT 1−Y||2F +λ ||W||2,1, (1)
where X = {x1,x2, ...,xN} ∈ Rd×N is the training data. Y =
{y1,y2, ...,yN} ∈ BC×N is the binary label matrix with yi j = 1
if xi has label yi = j; otherwise yi j = 0. W ∈ Rd×C denotes
the model weights and b ∈ R1×C denotes the learned biased
vector. 1 ∈ R1×N is a column vector with all its entries being
1. N is the sample number, d is the feature dimension,
C denotes the class number, and λ is the regularization
parameter. After optimizing, the features of X can be selected
according to the norm of each wi.
This problem has been widely studied and a lot of variants
have been proposed. Nie et al. [19] first combine the l2,1-
norm regularization with a l2,1-norm loss term instead of
the Frobenius norm loss term and demonstrate the proposed
model is more robust for outliers than the original model.
Yang et al. [20] incorporated discriminative analysis into
the l2,1-norm minimization. By doing that, an unsupervised
feature selection joint model was yielded. In [21], the authors
combine the l2,1-norm regularization with the fisher criterion
to select more discriminative features. recently, Yan et al.
[26] imposed both nonnegative and l2,1-norm constraints on
the feature weights matrix. The nonnegative property ensures
the row-sparsity of learned feature weights combining with
the l2,1-norm minimization, which makes it clearer for which
feature should be selected.
Although the l2,1-norm based model can achieve satisfac-
tory results, one of the biggest problem is that we don’t know
how many features need to be selected after the regularization
parameter is tuned. From the sparsity perspective, l2,0-norm
is more desirable.
C. Multi-Class Feature Selection based on l2,0-Norm Con-
strained Problem
The multi-class feature selection based on l2,0-norm always
construct an equality constraint to determine the number of
non-zero rows of weights matrix. In [24], Cai et al. construct
the objective function as a l2,1-norm loss term with a l2,0-
norm equality constraint, which can be written as follows:
min
W,b
||WT X+1bT −Y||2,1
s.t.||W||2,0 = k (2)
then they used the Augmented Lagrangian Multiplier (ALM)
method to solve this problem.
In [25], the authors form a similar model which is written
as follows:
min
W,b
||WT X+1bT −YQ||2,1
s.t.||W||2,0 = k (3)
where Q ∈ RC×C can be any reversible matrix which is used
to code labels. By using this label coding method, they
transform model (3) into the same structure as LDA which
can calculate the ratio of inter-class scatter to intra-class
scatter of features.
Though the above mentioned feature selection methods are
based on l2,0-norm, they also need to predefined the number
of selected features to construct the equality constraint. How
many features need be selected is unknown, so it will cost a
large amount of time and effort to tune the number of selected
features to get a satisfactory result. From literatures of spar-
sity research, it has been proved that the regularized problem
is more effective than the equality constraint problem to find
a sparse solution.
III. THE PROPOSED METHOD
A. Problem Formulation
In this work, we propose a novel multi-class feature selec-
tion method by using the least square regression combined
with a l2,0-norm regularization, the optimization function is
formulated as follows:
ϕλ (W) = minW
1
2
||WT X−Y||2F +λ ||W||2,0, (4)
where the notations are defined as in II-B, and the bias b is
neglected.
The l2,0-norm regularized least square problem (4) can not
only select the discriminative features through least square
regression but also indispensable features through the l2,0-
norm. Since l2,0-norm can promote row-sparsity, the selected
features are useful for all outputs. Iterative hard threshold
(IHT) algorithm [27]–[30] is usually used to solve l0-norm
regularization minimization for vector sparsity problem, in-
spired by it, we extended it to solve the matrix sparsity
problem (4).
B. Optimization Algorithm
The core idea of the IHT algorithm is using the proximal
point technique to iteratively update the solution. Firstly we
define f (W) as
f (W) =
1
2
||WT X−Y||2F (5)
Since f (W) is a differentiable convex function whose
gradient is Lipschitz continuous (denote its Lipschitz constant
as L f ), it can be approximatively iterative updated by the
projected gradient method:
Wt+1 = argmin
W
f (Wt)+ tr(∇ f (Wt)T
(
W−Wt))
+
L
2
||W−Wt ||2F , (6)
where L ≥ 0 is a constant, which should essentially be an
upper bound on the Lipschitz constant of ∇ f (W), i.e., L> L f .
By adding λ ||W||2,0 into the right side of (6), the solution
of (4) can be obtained by iteratively solving the subproblem:
Wt+1 = argmin
W
f (Wt)+ tr(∇ f (Wt)T
(
W−Wt))
+
L
2
||W−Wt ||2F +λ ||W||2,0. (7)
By removing the item f (Wt) and adding an item
1
2L ||∇ f (Wt)||2F , both of which are independent on W and
can be considered as constant items, the right hand of (7)
can be rewritten as:
Wt+1 = argmin
W
L
2
{||W− (Wt − 1
L
∇ f (Wt)||2F +
2λ
L
||W||2,0},
(8)
Since the Frobenius norm and l2,0-norm are all separable
function, each row of W can be updated individually:
(wi)t+1 = argmin
wi
L
2
{||wi− ((wi)t − 1
L
∇ f ((wi)t))||22
+
2λ
L
1||wi||2 6=0}, (9)
this subproblem has a closed-form solution as:
(wi)t+1 =
{
(wi)t − 1L∇ f ((wi)t), i f ||(wi)t − ∇ f ((w
i)t )
L ||22 > 2λL
0, otherwise
(10)
The solution of problem (4) can be obtained by using (10)
to iteratively update (wi)t+1 in Wt+1 until convergence. In
(10), it can be seen that there are a parameter need to be
tuned: L. The upper bound on L f is unknown or may not be
easily calculated, thus we use line search method to search
L as suggested in [29] until the objective value descend.
Homotopy Strategy: many works [31]–[33] have verified
that the sparse coding approaches benefit from a good starting
point. Thus we can use the solution of (4), for a given value
of λ , to initialize IHT in a nearby value of λ . The second
solve will typically take fewer iterations than the first one.
Using this warm-start technique, we can efficiently solve for
a sequence of values of λ , which is called homotopy strategy.
An outline of the proposed HIHT algorithm for solving (4)
is described as Alg. 1.
Algorithm 1 Homotopy iterative hard threshold method to
solve problem (4)
(Input:) Training data X ∈ Rd×N , training labels Y ∈ RC×N ;
parameters L0,λ0,Lmin,Lmax;//L0 ∈ [Lmin,Lmax];
(Output:) W∗;
1: initialize k← 0,ρ ∈ (0,1),γ > 1,η > 0,ε > 0,W0 = 0;
2: repeat
3: i← 0;
4: Wk,0 = Wk;
5: Lk,0← Lk;
6: repeat
An L-tuning iteration indexed by i
7: update Wk,i+1 by Eq. (10);
8: while ϕλk(W
k,i)−ϕλk(Wk,i+1)< η2 ||Wk,i−Wk,i+1||2F do
9: Lk,i← min{γLk,i,Lmax};
10: update Wk,i+1 by Eq. (10);
11: end while
12: Lk,i+1← Lk,i;
13: i← i+1;
14: until||Wk,i−Wk,i+1||2F ≤ ε
15: Wk+1←Wk,i;
16: Lk+1← Lk,i.
17: λk+1← ρλk;
18: k← k+1;
19: until λk+1 is small enough
20: W?←Wk.
C. Convergence Analysis
For a fixed λt , since 5 f is Lipschitz continuous with
constant L f , we have:
f (Wk+1)≤ f (Wk)+ tr(5 f (Wk)T (Wk+1−Wk))
+
L f
2
||Wk+1−Wk||2.
(11)
Using this inequality, the fact that L > L f , and (7), we
obtain that
ϕλt (W
k+1) = f (Wk+1)+λt ||Wk+1||0
≤ f (Wk)+ tr(5 f (Wk)T (Wk+1−Wk))+ L f
2
||Wk+1−Wk||2
+λt ||Wk+1||0
≤ f (Wk)+ tr(5 f (Wk)T (Wk+1−Wk))+ L
2
||Wk+1−Wk||2
+λt ||Wk+1||0
≤ f (Wk)+λt ||Wk||0 = ϕλt (Wk),
(12)
where the last inequality follows from (7). The above inequal-
ity implies that for a fixed λt , ϕλt{Wk} is non-increasing and
moreover,
ϕλt (W
k)−ϕλt (Wk+1)≥
L−L f
2
||Wk+1−Wk||2 (13)
Fig. 1
AN EXAMPLE OF OBJECTIVE VALUE AT EACH ITERATION
Since f (W) is bounded below, it then follows that
ϕλt{Wk} is bounded below. Hence, ϕλt{Wk} converges to
a finite value as k→∞ and a local optimal solution W∗λt can
be achieved.
Since the λ is monotone decreased, and W∗λt is set as the
initial solution for HIHT in λt+1, we obtain that:
ϕλt (W
∗
λt )> ϕλt+1(W
∗
λt ) = ϕλt+1(W
0
λt+1)≥ ϕλt+1(W
∗
λt+1)
(14)
it implies that the objective value is monotone decreasing and
a local optimal solution can be achieved by the proposed
algorithm. We show an example of the objective value at
each iteration in Fig. 1, it can be seen that the objective
function values monotonically decrease at each iteration
until convergence, which verifies the convergence of Alg. 1
experimentally.
D. Acceleration of HIHT
Inspired by [32], we derived an acceleration version for
HIHT to reduce the computational time. For each fixed value
of λ , Alg. 1 iterates to get a solution of problem (4) between
steps 6-14. In the following, for acceleration of Alg. 1, we
replace steps 6-14 by just calling one outer loop. The outline
of the AHIHT method is described as Alg. 2.
IV. EXPERIMENT
The proposed l2,0-norm regularization multi-class feature
selection method is evaluated by several experiments. The
experiments are divided into three parts: (1) We evaluate
the proposed method in terms of the number of selected
features and classification accuracy by KNN and softmax
classifiers compared with baseline and other six state-of-art
feature selection algorithms. (2) We evaluate the stability
of our algorithm in terms of classification accuracy when
the regularization parameter λ and the number of nearest
Algorithm 2 Acceleration of HIHT
(Input:) Training data X ∈ Rd×N , training labels Y ∈ RC×N ;
parameters L0,λ0,Lmin,Lmax;//L0 ∈ [Lmin,Lmax];
(Output:) W∗;
1: initialize k← 0,ρ ∈ (0,1),γ > 1,η > 0,W0 = 0;
2: repeat
An L-tuning iteration
3: update Wk+1 by Eq. (10);
4: while ϕλk(W
k)−ϕλk(Wk+1)< η2 ||Wk−Wk+1||2F do
5: Lk← min{γLk,Lmax};
6: update Wk+1 by Eq. (10);
7: end while
8: Lk+1← Lk;
9: λk+1← ρλk;
10: k← k+1;
11: until λk+1 is small enough
12: W?←Wk.
neighbour k of KNN changed. We also evaluate the influence
of initialization of AHIHT for feature selection. (3) We
compare the convergence speed and computational time of
some sparsity-based methods.
A. Data Sets Description
We use eight biological benchmark datasets to validate the
performance of our method in the experiments: Brain [34],
Breast3 [35], Leukemia [36], Lung [37], Lymphoma [38],
NCI [39], Prostate [40], and Srbct [41]. The 8 benchmark data
sets were selected from Feiping Nie’s homepage 1, table. I
shows some characteristics of these datasets.
TABLE I
DATASETS DESCIPTION
Datasets #samples #Features #Classes
Brain 42 5597 5
Breast3 95 4869 3
Leukemia 38 3051 2
Lung 203 3312 5
Lymphoma 62 4026 3
NCI 61 5244 8
Prostate 102 6033 2
Srbct 63 2308 4
B. Experiment Setup
In the experiment, the feature selection performance is
evaluated by classification accuracy on two popular classi-
fiers, i.e. K nearest neighbor (KNN) and softmax, we set up
KNN with k = 5. For each data set, 23 of samples per class
are randomly selected for training and the rest samples are
1http://www.escience.cn/system/file?fileId=82035
responsible for testing, ten repeated trials are carried out and
average results are recorded for comparison. We compare
our feature selection method with baseline (without feature
selection) and six state-of-art feature selection algorithms: (1)
two basic filter methods: Relief [10], and mRMR [12]; (2)
two l2,1-norm based methods: RLSR [22], and URAFS [23];
(3) two l2,0-norm constrained methods: RPMFS [24], and
EFSF [25]. The codes of Relief and mRMR are provided by
the FEAST package [42], and others can be download from
the authors’ homepages.
For our method, the parameter λ is first tuned in the range
of {10−5,10−4, ...,100}, and then fine-tuned in a small range,
and for RLSR it is tuned from {10−5,10−3, ...,105}. For
our method, the features correspond to the non-zero rows of
W are selected. For other methods, the number of selected
features is tuned from {20,40, ...,500}. All other parameters
take the default values as suggested by the authors. For
RLSR, all training data are used as labeled data thus it can
be seen as a supervised method here. The number of selected
features with highest classification accuracy are recorded.
C. Classification Performance
We evaluate the classification performance of our algo-
rithm in this part. Tab. II shows the average results in terms
of the number of selected feature and classification accuracy.
From this table, it can be seen that for most datasets, the
proposed l2,0-FS can achieve highest accuracy with fewest
selected features or comparable results to the best ones, since
our method can find a more sparse solution by l2,0-norm
regularization instead of the l2,1-norm regularization problem.
RPMFS, ESFS and our algorithm both solve the original l2,0-
norm feature selection problem, but RPMFS and ESFS try
to solve a equality constraint problem so that the number
of selected features need to be tuned carefully to obtain a
satisfactory classification result. From the numerical compar-
ison, we can see that our method outperforms RPMFS and
ESFS most of the time, which means that our method is more
efficient than RPMFS and ESFS. The classification results
demonstrates that our method can remove more redundant
features while maintaining the discriminative performance.
Fig. 2 shows the classification accuracy V.S. the number
of selected feature using softmax classifier. From it we can
see that when the number of selected feature is small (less
than 100), the classification results of our method can beat
other compared methods consistently. And when the number
of selected features is more than 100, our method still
achieved best or comparable classification results. It also can
be seen that the performance of RPMFS is more sensitive
to the number of selected features than other methods. The
classification results demonstrates that our method can select
more informative features than other methods.
D. Stability Evaluation
In this part, we evaluate the effect of λ and the number of
nearest neighbour k of KNN in classification accuracy. The
datasets of Breast3, Lung, NCI and Srbct are used for testing,
and the experimental results are shown in Fig. 3. It can be
seen from this figure that the performance is not sensitive to
the number of nearest neighbour k of KNN, and is not very
sensitive to the λ as long as it is in the range of [10−4,10−2],
thus it is no need to speed much time to tune the value of
λ . From this figure we can see the performance get worst
when λ = 10−1, the reason is that in this case the proposed
method will obtain a very sparse solution and the number of
selected features tend to zero.
L2,0-norm is a non-convex problem, which may make the
solution sensitive to initialization. We use three different
kinds of initialization to explore the influence of initializa-
tion: zero initialization, random Gaussian distribution initial-
ization, and random uniform distribution initialization. For
Gaussian and uniform distribution, ten repeated trials are
carried out and average results are recorded. Fig. 4 shows
the results, in which datasets Breast3, Lung, and Srbct are
used. It can be seen that these three different initialization
methods can get the same results as the parameter λ are set
the same. The results show that our algorithm is not sensitive
to initialization when apply to feature selection.
E. Comparison of Convergence Speed and Time Consump-
tion
Fig. 5 plots the objective function value for each iteration
of the three l2,0-norm based methods. As can be observed,
our method can decrease the objective value quickly in early
iterations, which indicates that our method converges fast
than RPMFS and ESFS. Fig. 6 shows the average time
consumption of each sparsity regularization method on the
eight datasets, which also compares AHIHT with HIHT. It
can be seen that the computational time of RPMFS and
AHIHT are much less than the other four methods, the
reason is that the computational complexity of RPMFS and
AHIHT is in propotion to d while for other methods it is
in propotion to d2 or d3. Comparing AHIHT with HIHT,
it can be found that AHIHT can reduce the computational
complexity of HIHT effectively, thus is more suitable for
practical applications.
F. Comparison of AHIHT and HIHT
In this part, we compare the performance of HIHT and its
accelerated version in terms of accuracy and the number of
selected features with different value of λ . Fig. 7 show the
results, in which datasets Breast3, Lung, and NCI are used.
From this figure it can be seen that, when λ is less than 0.1,
HIHT can get a more sparse solution than AHIHT, while
AHIHT can get higher classification accuracy than HIHT, it
means that the features selected by AHIHT is more useful for
TABLE II
THE NUMBER OF SELECTED FEATURES AND CLASSIFICATION ACCURACY USING SELECTED FEATURES (RED IS THE BEST RESULT AND BLUE IS THE
SECOND ONE)
Dataset
KNN
Baseline Relief mRMR RLSR URAFS RPMFS ESFS l2,0-FS
acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc
Brain 71.67 480 86.67 200 81.67 360 78.33 140 76.67 420 83.33 200 81.67 366 86.67
Breast3 50.65 160 54.58 380 58.39 340 55.16 460 52.90 120 51.94 380 58.39 100 59.35
Leukemia 96.67 450 98.33 240 99.17 440 100.00 80 97.50 420 98.33 240 99.17 101 100.00
Lung 94.39 380 94.39 200 94.09 480 94.39 440 92.73 500 93.33 480 91.67 294 94.39
Lymphoma 97.50 340 99.50 60 100.0 280 98.50 240 99.50 220 98.00 20 99.00 151 99.50
NCI 73.89 440 74.44 240 73.89 320 74.44 240 71.67 420 73.89 320 73.33 300 76.67
Prostate 81.82 40 91.82 60 90.30 40 89.09 480 81.82 40 83.03 20 87.88 143 89.70
Srbct 93.16 240 98.95 260 98.95 100 97.89 160 96.32 300 94.21 420 99.47 58 100.00
Dataset
Softmax
Baseline Relief mRMR RLSR URAFS RPMFS ESFS l2,0-FS
acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc No.fea acc
Brain 82.5 400 88.33 400 88.33 280 89.17 440 86.67 420 90.00 220 84.17 232 94.17
Breast3 58.71 280 59.35 500 58.39 340 58.06 380 55.81 380 59.68 460 58.39 148 60.65
Leukemia 99.17 320 98.33 440 99.17 180 99.17 80 99.17 320 99.17 460 100.00 101 100.00
Lung 95.76 280 94.70 400 95.30 440 96.52 380 95.15 380 95.91 500 94.55 294 96.06
Lymphoma 94.00 220 95.00 20 95.50 220 95.00 180 98.00 80 96.50 60 98.50 105 98.00
NCI 76.11 400 75.00 140 72.22 480 73.89 400 73.33 220 73.33 260 73.33 380 78.33
Prostate 90.61 500 93.03 480 92.42 500 94.55 440 90.91 460 90.61 260 93.33 272 94.85
Srbct 99.47 240 98.42 20 97.89 80 97.37 400 97.89 460 97.37 240 98.42 58 99.47
(a) (b) (c)
(d) (e) (f)
Fig. 2
THE CLASSIFICATION ACCURACY USING SELECTED FEATURES BY SOFTMAX. (A): BRAIN. (B): BREAST3. (C): LUNG. (D): NCI. (E): PROSTATE. (F):
SRBCT.
classification than those of HIHT. What’s more, the results
obtained by AHIHT demonstrate AHIHT is more robust to
λ than HIHT. For HIHT, it should tune a small value of λ
to get satisfactory result, while a small value of λ will spend
more computational time, which has been show in Fig. 6. In
conclusion, AHIHT is more practical than HIHT for feature
(a) (b)
(c) (d)
Fig. 3
CLASSIFICATION ACCURACY OF THE PROPOSED METHOD WITH RESPECT TO λ AS WELL AS THE NUMBER OF NEIGHBORS. (A): BREAST3. (B): LUNG.
(C): NCI. (D): SRBCT.
(a) (b) (c)
Fig. 4
RESULTS OF CLASSIFICATION ACCURACY AND THE NUMBER OF SELECTED FEATURES WITH RESPECT TO DIFFERENT INITIALIZATION. (A): BREAST3.
(B): LUNG. (C): SRBCT.
(a) (b)
Fig. 5
THE OBJECTIVE FUNCTION VALUE V.S. ITERATION NUMBER. (A):
LEUKEMIA. (B): PROSTATE.
Fig. 6
THE AVERAGE TIME CONSUMPTION OF EACH SPARSITY
REGULARIZATION METHOD
selection.
V. CONCLUSIONS
In this paper, we proposed a novel method to solve the
original l2,0-norm regularization least square problem for
multi-class feature selection, instead of solving its relaxed
problem like most of other existing methods. A homotopy
iterative hard threshold is proposed to optimize the proposed
model which can obtain exact row-sparsity solution. Besides,
in order to reduce the computational time of HIHT for feature
selection task, an acceleration version of HIHT (AHIHT)
is derived. Experiments on eight biological datasets show
that we can achieve comparable or better classification per-
formance comparing with other six state-of-the-art feature
selection algorithms. In the future, we are interested in
combining the l2,1-norm loss function with the l2,0-norm
regularization.
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