C-systems were introduced by J. Cartmell under the name "contextual categories". In this note we study sub-objects and quotient-objects of C-systems. In the case of the sub-objects we consider all sub-objects while in the case of the quotient-objects only regular quotients which in particular have the property that the corresponding projection morphism is surjective both on objects and on morphisms.
Introduction
C-systems where introduced by John Cartmell in [1] and then described in more detail by Thomas Streicher (see [3, Def. 1.2, p.47]). Both authors used the name "contextual categories" for these structures. We feel it to be important to use the word "category" only for constructions which are invariant under equivalences of categories. For the essentially algebraic structure with two sorts "morphisms" and "objects" and operations "source", "target", "identity" and "composition" we suggest to use the word pre-category. Since the additional structures introduced by Cartmell are not invariant under equivalences we can not say that they are structures on categories but only that they are structures on pre-categories. Correspondingly, Cartmell objects should be called "contextual pre-categories". We suggest to use the name C-systems instead.
Our first result, Proposition 2.3, shows that C-systems can be defined in two equivalent ways: one, as was originally done by Cartmell, using the condition that certain squares are pull-back and another using a new operation f → s f which is almost everywhere defined and satisfies simple algebraic conditions. This description is useful for the study of quotients and homomorphisms of C-systems.
To any C-system CC we associate a set Ob(CC) and eight partially defined operations on the pair of sets (Ob(CC), Ob(CC)).
In Proposition 4.3 we construct a bijection between C-subsystems of a given C-system CC and pairs of subsets (C, C) in (Ob(CC), Ob(CC) which are closed under the eight operations.
In Proposition 5.4 we construct a bijection between regular congruence relations on CC and pairs of equivalence relations on (Ob(CC), Ob(CC) which are compatible with the eight operations and satisfy some additional properties.
5. for X ∈ Ob(CC) such that l(X) > 0 and f : Y → f t(X) one has f t(f * X) = Y and the square
commutes, 6. for X ∈ Ob(CC) such that l(X) > 0 one has id * f t(X) (X) = X and q(id f t(X) , X) = id X , Proof: Let us show first that if we are given an operation f → s f satisfying the conditions of Definition 2.2 then the canonical squares of CC are pull-back squares.
Definition 2.2 A C-system is a C0-system together with an operation
Let l(X) > 0 and f : Y → f t(X). We want to show that for any Z the map
is injective and that for any
If we are given g 1 , g 2 as above let g = s g 2 • q(g 1 , f * (X)). Then:
If on the other hand the canonical squares of CC are pull-back then we can define the operation s f in the obvious way and moreover such an operation is unique because of the uniqueness part of the definition of pull-back. This implies the assertion of the proposition.
Remark 2.4 Note that the additional structure on a pre-category which defines a C0-system is not an additional essentially algebraic structure. Indeed, the pre-category underlying the product of two C0-systems (defined as the categorical product in the category of C0-systems and their "homomorphisms") is not the product of the underlying pre-categories but a sub-pre-category in this product which consists of pairs of objects (X, Y ) such that l(X) = l(Y ). This gives another reason for our suggestion to use the name C0-systems ands C-systems instead of the name "contextual categories".
One can reformulate the definitions of C0-systems and C-systems using Ob n (CC) and M or n,m (CC) as the underlying sets together with the obvious analogs of maps and conditions of the definition given above. In this reformulation there will be no use of the function l and of the condition l(X) > 0.
This shows that C0-systems and C-systems can be considered as models of algebraic theories with sorts Ob n , and M or n,m and in particular all the results of [2] are applicable to C-systems.
Remark 2.6 Note also that as defined C0-systems and C-systems can not be described, in general, by generators and relations. For example, for is a C0-system generated by X ∈ Ob? There is no such universal object because we do not know what is l(X).
This problem is, of course, eliminated by using the definition with two infinite families of sorts Ob n and M or n,m .
3 The set Ob of a C-system.
For a C-system CC denote by Ob(CC) the subset of M or(CC) which consists of elements s of the form s : f t(X) → X where l(X) > 0 and such that s • p X = Id f t(X) . In other words, Ob is the set of sections of the canonical projections p X for X such that l(X) > 0.
For X ∈ Ob(CC) and i ≥ 0 such that l(X) ≥ i denote by p X,i the composition of the canonical projections X → f t(X) → . . . → f t i (X) such that p X,0 = Id X and for l(X) > 0, p X,1 = p X . If l(X) < i we will consider p X,i to be undefined. All of the considerations involving p X,i 's below are modulo the qualification that p X,i is defined, i.e., that l(X) ≥ i.
For X such that l(X) ≥ i and f : Y → f t i (X) denote by q(f, X, i) : f * (X, i) → X the morphism defined inductively by the rule
If l(X) < i, then q(f, X, i) is undefined since q(−, X) is undefined for X = pt and again, as in the case of p X,i , all of the considerations involving q(f, X, i) are modulo the qualification that l(X) ≥ i.
be the pull-back of the section f t(X) → X along the morphism q(f, f t(X), i − 1). We again use the agreement that always when f * (s, i) is used the condition l(X) ≥ i is part of the assumptions.
Consider the following operations on the pair of sets Ob = Ob(CC) and Ob = Ob(CC): 8. δ which is defined on elements X ∈ Ob such that l(X) > 0 and δ(X) ∈ Ob is s p X : X → p * X (X).
C-subsystems.
A C-subsystem CC ′ of a C-system CC is a sub-pre-category of the underlying pre-category which is closed, in the obvious sense under the operations which define the C-system on CC.
A C-subsystem is itself a C-system with respect to the induced structure. Proof: Let f : Y → X be a morphism in CC ′ . We want to show that it belongs to CC ′′ . Proceed by induction on m = l(X). For m = 0 the assertion is obvious. Suppose that m > 0. Since CC ′ is a C-subsystem we have a commutative diagram
in CC ′ such that f = s f q(p X f, X). By the inductive assumption the square is a canonical pull-back square in CC ′′ as well. Since ob(CC ′ ) = ob(CC ′′ ) we have s f ∈ CC ′′ and therefore f ∈ CC ′′ .
Remark 4.2 In Lemma 4.1, it is sufficient to assume that Ob(CC ′ ) = Ob(CC ′′ ). The condition
Ob(CC ′ ) = Ob(CC ′′ ) is then also satisfied. Indeed, let X ∈ Ob(CC ′ ) and l(X) > 0. Then p * X X is the product X × X in CC. Consider the diagonal section δ X : X → p * X X of p p * X (X) . Since CC ′ is assumed to be a C-subsystem we conclude that δ X ∈ Ob(CC ′ ) = Ob(CC ′′ ) and therefore X ∈ Ob(CC ′′ ). It is however more convenient to think of C-subsystems in terms of subsets of both Ob and Ob. 
Conditions (4) and (5) are illustrated by the following diagrams:
Proof: The "only if" part of the proposition is straightforward. Let us prove that for any (C, C) satisfying the conditions of the proposition there exists a C-subsystem CC ′ of CC such that C = Ob(CC ′ ) and C = Ob(CC ′ ).
Define a candidate subcategory CC ′ setting Ob(CC ′ ) = C and defining the set M or(CC ′ ) of morphisms of CC ′ inductively by the conditions:
(note that the for (f :
Let us show that if the conditions of the proposition are satisfied then (Ob(CC ′ ), M or(CC ′ )) form a C-subsystem of CC.
The subset Ob(CC ′ ) contains pt and is closed under f t map by the first two conditions. The following lemma shows that M or(CC ′ ) contains identities and the compositions of the canonical projections.
Lemma 4.4 Under the assumptions of the proposition, if
Proof: Let l(X) = n. Then p X,n ∈ M or(CC ′ ) by the first constructor of M or(CC ′ ). By induction it remains to show that if X ∈ C and p X,i ∈ M or(CC ′ ) then p X,i−1 ∈ M or(CC ′ ). We have f t(p X,i−1 ) = p X,i and s p X,i−1 is the pull-back of the diagonal
with respect to p X,i−1 : X → f t i−1 (X). The diagonal is in C by condition (6) and therefore s p X,i−1 is in C by repeated application of condition (4).
Lemma 4.5 Under the assumptions of the proposition, let
Proof: Suppose first that f t i (X) = pt. Then f = p Y,n for some n and the statement of the lemma follows from repeated application of condition (4) . Suppose that the lemma is proved for all morphisms to objects of length j − 1 and let the length of f t i (X) be j. Consider the canonical decomposition f = s f q f . The morphism q f is the canonical pull-back of f t(f ) and therefore the pull-back of s relative to q f coincides with its pull-back relative to f t(f ) which is C by the inductive assumption. The pull-back of an element of C with respect to s f is in C by condition (5). Proof: If X = pt the the statement is obvious. Assume that it is proved for all f whose codomain is of length < j and let X be of length j. We have f t(gf ) = g f t(f ) and therefore f t(gf ) ∈ M or(CC ′ ) by the inductive assumption. It remains to show that s gf ∈ C. We have the following diagram whose squares are canonical pull-back squares
which shows that s gf = g * (s f ). Therefore, s gf ∈ M or(CC ′ ) by Lemma 4.5.
Lemma 4.7
Under the assumptions of the proposition, let X ∈ C and let f : Y → f t(X) be in M or(CC ′ ), then f * (X) ∈ C and q(f, X) ∈ M or(CC ′ ).
Proof: Let us show first that the pair defined by a regular congruence relation satisfies the conditions (1)-(4). The compatibilities with operations follow from our definitions of these operations in terms of the C-system structure and the assertion of Lemma 5.2 that the projection to the quotient by a regular congruence relation is a homomorphism of C-systems.
Conditions (2) and (3) follow directly from the definition of a regular congruence relation. condition (4) follows easily from condition (4) of Definition 5.1 and Lemma 5.3.
Let now (∼ Ob , ∼ 1 ) and (∼ Ob , ∼ 2 ) be two regular congruence relations such that the restrictions of ∼ 1 and ∼ 2 to Ob(CC) coincide. Let f ∼ 1 f ′ . By induction we may assume that
This proves injectivity.
To prove surjectivity let (∼, ≃) be a pair of equivalence relations satisfying conditions (1)- (4). Let us show that it can be extended to a regular congruence relation on CC.
Define ∼ M or on M or * ,m by induction on m as follows. For m = 0 we say that (X 1 → pt) ∼ M or (X 2 → pt) iff X 1 ∼ X 2 . Let us show that if X 1 ∼ X 2 and i ≤ n = l(X 1 ) = l(X 2 ) then p X 1 ,i ∼ M or p X 2 ,i . For i = n it immediately follows from our definition. Let i < n. By induction we may assume that f t(p X 1 ,i ) = p X 1 ,i+1 ∼ M or p X 2 ,i+1 = f t(p X 2 ,i )
On the other hand for l(X) > i one has s p X,i = T (X, T (f t(X), . . . , T (f t i−1 (X), δ(f t i (X))) . . .)) which implies that s p X 1 ,i ≃ s p X 2 ,i and therefore p X 1 ,i ∼ M or p X 2 ,i .
In particular, if X 1 = X 2 then Id X 1 = p X 1 ,0 ∼ M or p X 2 ,0 = Id X 2 .
This shows that the restriction of ∼ M or to Ob coincides with ≃. Indeed, for (s : f t(X) → X) ∈ Ob one has s s = s and f t(s) = Id f t(X) . Therefore (s 1 ∼ M or s 2 ) = (Id f t(X 1 ) ∼ M or Id f t(X 2 ) ) ∧ (s 1 ≃ s 2 ) = (s 1 ≃ s 2 ).
The rest of the required properties of ∼ M or are verified similarly.
