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We deal with the probabilistic approach to a nonlinear operator Λ of the form Λu =
u +∑∞k=1 qkuk , in connection with the works of M. Nagasawa, N. Ikeda, S. Watanabe,
and M.L. Silverstein on the discrete branching processes. Instead of the Laplace operator
we may consider the generator of a right (Markov) process, called base process, with
a general (not necessarily locally compact) state space. It turns out that solutions of the
nonlinear equation Λu = 0 are produced by the harmonic functions with respect to the
(linear) generator of a discrete branching type process. The consideration of the general
state space allows to take as base process a measure-valued superprocess (in the sense
of E.B. Dynkin). The probabilistic counterpart is a Markov process which is a combination
between a continuous branching process (e.g., associated with a nonlinear operator of the
form u−uα , 1< α 2) and a discrete branching type one, on a space of conﬁgurations of
ﬁnite measures. Our approach uses probabilistic and analytic potential theoretical tools, like
the potential kernel of a continuous additive functional and the subordination operators.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The classical works of M. Nagasawa, N. Ikeda, S. Watanabe, and M.L. Silverstein (cf. [19,15,16,24]) emphasized a natural
connection between the discrete branching processes and nonlinear partial differential operators Λ of the type
Λu = u +
∞∑
k=1
qku
k,
on an open subset of a Euclidean space, where the coeﬃcients qk are positive, Borelian functions with
∑∞
k=1 qk  1.
More precisely, the semigroup of nonlinear operators generated by Λ is used to prove existence results for the branch-
ing processes. One can replace  with the generator of a standard (Markov) process (called base process) with state space
a metrizable locally compact space. Furthermore, instead of
∑∞
k=1 qkuk it is possible to consider a more general nonlinear
part for Λ, generated by a “branching” kernel.
The aim of this paper is to investigate operators Λ of the above type, by means of the associated branching type Markov
processes, using potential theoretical tools, with applications to inﬁnite dimensional situations. In particular, we show that
solutions of the nonlinear equation
u +
∞∑
k=1
qku
k = 0
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results of M. Nagasawa from [20], where a similar probabilistic approach was used for solving the Dirichlet problem associ-
ated with the nonlinear operator Λ.
We avoid imposing secondary hypotheses (like the local compactness of the base space) which would limit the domain
of applicability and therefore we can construct discrete branching type processes, starting from a continuous branching
process (i.e., a superprocess in the sense of E.B. Dynkin) as base process. The generator of a superprocess is rather a second-
order integro-differential operator than a differential one and the state space is the set of all ﬁnite measures on the initial
space E . Consequently, it is crucial for the treatment of this application the consideration of a general state space in the
above mentioned investigation of the discrete branching processes. The ﬁnal result of the construction will be a Markov
process on the ﬁnite conﬁgurations of positive ﬁnite measures on E .
The probabilistic counterpart of our approach is a revisit of the discrete branching process theory as developed by Ikeda–
Nagasawa–Watanabe. Our main potential theoretical arguments are two successive perturbations of the resolvent family of
a right (Markov) process. The ﬁrst one is associated with a subordination operator in the sense of G. Mokobodzki and it
corresponds to the killing of a process with a multiplicative functional. This necessary transformation is followed by an
“inverse subordination” perturbation induced by a branching kernel and it corresponds to a “renaissance” of the process (in
the sense of [18]).
The paper is organized as follows. The next two sections introduce our setup, following essentially [15]. We give the ap-
propriate completion results, demanded by the consideration of a more general topological base space E (of Radon or Lusin
type instead of a locally compact one). In Section 2 we collect some basic facts on the space S of all ﬁnite conﬁgurations
of E (the proofs are presented in Appendix A), while Section 3 is devoted to the branching kernels. Appendix A includes as
well complements on the resolvents of kernels and the associated right processes, the continuous additive functionals, and
on the subordination operators and subordinate resolvents.
The main statements of the work are found in Section 4: perturbations induced by kernels (Proposition 4.5 and Corol-
lary 4.6) and the application at the construction of the discrete branching type process generated by the base process and a
pair of killing and branching kernels (Theorem 4.10), solutions of the nonlinear equation of the form Λu = 0, produced by
the harmonic functions with respect to the branching type processes (Corollary 4.13 and Corollary 4.15).
In Section 5 we present the claimed application to the study of a combination between a continuous branching process
and a discrete branching one.
Section 6 is an addendum, exposing the treatment of the Dirichlet problem associated with the nonlinear operator Λ.
Following the approach of M.L. Silverstein [24], we ﬁrst outline the construction of a branching semigroup on S by solving
an appropriate integral equation (Proposition 6.1). As in [20], it turns out that the restriction to E of an invariant function
with respect to this semigroup is a solution of the Dirichlet problem associated with Λ (Proposition 6.4).
The obtained results are completed by remarks on various connections with the classical works on branching processes.
2. The general framework
Let (E,T ) be a Radon topological space (i.e., it is homeomorphic to a universally measurable subset of a compact
metrizable space), denote by B = B(E) its Borel σ -algebra and by pB the set of all positive, numerical, B-measurable
functions.
For every natural number m we consider the m times symmetric power E(m) of E , i.e., the factorization of the Cartesian
product Em by the equivalence relation induced by the permutation group σm: x, y ∈ Em are equivalent if and only if there
exists a permutation τ ∈ σm such that y = τ (x), where τ : Em −→ Em is deﬁned as τ (x1, . . . , xm) := (xτ (1), . . . , xτ (m)) for
(x1, . . . , xm) ∈ Em . The space E(m) is endowed with the quotient topology T (m) , where Em is equipped with the product
topology T m .
A real-valued function g deﬁned on Em is called invariant if g(x) = g(y) for all y ∈ x˜, where x˜ denotes the equivalence
class of x ∈ Em. For a function f : Em −→ R we may consider the invariant function f # : Em −→ R deﬁned as
f #(x) := 1
m!
∑
τ∈σm
f
(
τ (x)
)
, x ∈ Em.
Clearly, f # = f if and only if f is invariant. We deﬁne the projection f˜ : E(m) −→ R of f on E(m) by
f˜ (˜x) := f #(x), x˜ ∈ E(m).
We denote by Bm (resp. B(m)) the Borel σ -algebra on Em (resp. on E(m)).
A kernel N on (Em,Bm) is called invariant provided that the function Nf is invariant for every f ∈ pBm which is
invariant.
Remark 2.1. The following assertions hold for a kernel N on (Em,Bm).
(i) N is invariant if and only if N( f #)# = N( f #) for all f ∈ pBm .
(ii) If (Nf )# = N( f #) for all f ∈ pBm then N is invariant.
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Then for every m 2 we consider the kernel Nm on (Em,Bm) deﬁned as
Nm f (x) :=
∫
· · ·
∫
︸ ︷︷ ︸
m times
f (y1, . . . , ym)N(x1,dy1) · · ·N(xm,dym)
for all f ∈ pBm and x= (x1, . . . , xm) ∈ Em.
The following three lemmas collect several basic measure theoretical and topological properties of the spaces E(m) , m 2.
For the reader convenience we present their proofs in Appendix A.2 of the paper.
Lemma 2.2. Let N be a kernel on (E,B). If m 2 then(
Nm f
)# = Nm( f #) for all f ∈ pBm.
In particular, the kernel Nm is invariant. If N is sub-Markovian (i.e., N1 1) then Nm is sub-Markovian too.
The state space for the forthcoming branching process will be the set S of all positive measures μ on E which are ﬁnite
sums of Dirac measures: μ =∑mk=1 δxk , where x1, . . . , xm ∈ E , called (cf. [24]) the space of ﬁnite conﬁgurations of E . S is
identiﬁed (see, e.g., [15]) with the direct sum of all symmetric m-th powers E(m) of E , hence
S =
⊕
m1
E(m),
and it is equipped with the canonical topological structure. We denote by B(S) the Borel σ -algebra on S .
Recall that (E,T ) is a Lusin topological space if it is homeomorphic to a Borel subset of a compact metrizable space.
Lemma 2.3. If (E,T ) is compact metrizable then E(m) is also compact metrizable. If E is a Lusin (resp. Radon) topological space then
(E(m),T (m)) and S are of the same type.
For every real-valued, B-measurable function ϕ consider the function ϕ̂ :⊕m1 Em −→ R deﬁned as
ϕ̂(x) := ϕ(x1) · · · · · ϕ(xm) for x = (x1, . . . , xm) ∈ Em.
Note that the restriction of ϕ̂ to each Em is invariant and therefore its projection on S , ˜̂ϕ : S −→ R, is precisely
˜̂ϕ(˜x) = ϕ̂(x) = ϕ(x1) · · · · · ϕ(xm),
where m 1 and x˜ ∈ E(m) , x= (x1, . . . , xm) ∈ Em .
In what follows, to simplify the notations, we also denote by ϕ̂ the projection ˜̂ϕ of ϕ̂ on S . Such a function ϕ̂ is called
multiplicative (cf. [24]).
We denoted by bpB the bounded elements of pB. For a class of functions F ⊂ bpB we denote by F⊗m the family of
functions on Em deﬁned as
F⊗m = { f1 ⊗ · · · ⊗ fm ∣∣ f i ∈ F, i ∈ {1, . . . ,m}}.
Assertion (iii) of the following lemma is a measure theoretical version of a result from [15] on the continuous functions
on S .
Lemma 2.4. The following assertions hold.
(i) We have pB(m) = { f˜ : E(m) −→ R+ | f ∈ pBm}.
(ii) The Borel σ -algebra of E(m) is generated by ˜(bpB)⊗m := { f˜ | f ∈ (bpB)⊗m}.
(iii) Let A := {ϕ̂ | ϕ ∈ pB, ϕ  1}, then σ(A) = B(S).
(iv) If μ1 and μ2 are two ﬁnite measures on (S,B(S)) such that μ1(ϕ̂) = μ2(ϕ̂) for all ϕ ∈ pB, ϕ  1, then μ1 = μ2 .
Let M(E) be the set of all positive ﬁnite measures on E . For every f ∈ pB consider the mappings l f : M(E) −→ R+ and
e f : M(E) −→ [0,1], deﬁned by
l f (μ) := 〈μ, f 〉 :=
∫
f dμ, μ ∈ M(E), e f := exp(−l f ).
The Borel σ -algebra M(E) on M(E) is generated by {l f | f ∈ bpB}.
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ϕ̂ = e− lnϕ.
Recall that if p1, p2 are two ﬁnite measures on M(E), then their convolution p1 ∗ p2 is the ﬁnite measure on M(E)
deﬁned for every F ∈ bpM(E) by∫
p1 ∗ p2(dν)F (ν) :=
∫
p1(dν1)
∫
p2(dν2)F (ν1 + ν2).
In particular, if f ∈ pB then
p1 ∗ p2(e f ) = p1(e f )p2(e f ). (2.1)
Note that if p1 and p2 are concentrated on S then p1 ∗ p2 has the same property. If ϕ̂ is a multiplicative function on S ,
then ϕ̂(μ + ν) = ϕ̂(μ)ϕ̂(ν) for all μ,ν ∈ S and therefore
p1 ∗ p2(ϕ̂) = p1(ϕ̂)p2(ϕ̂). (2.2)
3. Branching kernels
A kernel N : pB(S) −→ pB(S) on the measurable space (S,B(S)) can be identiﬁed through a matrix of kernels (Nij)i, j1,
where Nij is a kernel from (E(i),B(E(i))) to (E( j),B(E( j))),
N f |E(i) =
∑
j1
N ji( f |E( j) ), f ∈ pB(S), i  1.
The kernel N on (S,B(S)) is called diagonal if Nij = 0 for all i, j  1, i 
= j. In this case we write
N =
⊕
i1
Nii .
According with [24], a kernel N on (S,B(S)) (resp. on (M(E),M(E))) which is sub-Markovian (i.e., N1  1) is called
branching kernel provided that for all μ,ν ∈ S (resp. for all μ,ν ∈ M(E)) we have
Nμ+ν = Nμ ∗ Nν, (3.1)
where Nμ denotes the measure on (S,B(S)) (resp. on (M(E),M(E))) such that Ng(μ) =
∫
g dNμ for all g ∈ bpB(S) (resp.
g ∈ bpM(E)).
The following remark shows that the deﬁnition of branching kernel on S agrees with that considered by M. Nagasawa
in [15].
Remark 3.1. Let N be a sub-Markovian kernel on (S,B(S)). Then the following assertions are equivalent.
(i) N is a branching kernel.
(ii) For all ϕ ∈ pB, ϕ  1,
Nϕ̂ = ̂(Nϕ̂)|E .
(iii) N maps multiplicative functions into multiplicative functions.
The equivalence (i) ⇐⇒ (ii) can be easily veriﬁed, observing that by assertion (iv) of Lemma 2.4 to check (3.1) it is suﬃcient to
consider multiplicative functions.
Proposition 3.2.
(i) For every sub-Markovian kernel B : pB(S) −→ pB there exists a branching kernel B̂ on (S,B(S)) such that for every B-
measurable function ϕ , |ϕ| 1, we have
B̂ϕ̂ = B̂ϕ̂.
(ii) Conversely, if H is a branching kernel on (S,B(S)) then there exists a unique sub-Markovian kernel B : pB(S) −→ pB such that
H = B̂ .
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Bx(g) := Bg(x) for all g ∈ bpB(S).
As in the proof of Lemma 2.1 from [24], if μ ∈ S , μ = δx1 +· · ·+ δxm , we deﬁne the measure B̂μ on (S,B(S)) by convolution,
B̂μ := Bx1 ∗ · · · ∗ Bxm .
The function B̂ g on S , g ∈ bpB(S), is then deﬁned by
B̂ g(μ) := B̂μ(g) for all μ ∈ S.
Using (2.2) we have B̂ϕ̂(μ) = B̂μ(ϕ̂) =∏mi=1 Bϕ̂(xi) = B̂ϕ̂(μ). In particular, the function B̂ g belongs to pB(S) if g = ϕ̂ ,
ϕ  1. By assertion (iii) of Lemma 2.4 and using a monotone class argument, we conclude that B̂ g ∈ pB(S) for all g ∈
bpB(S). Therefore B̂ is a kernel on (S,B(S)).
(ii) Deﬁning the kernel B by Bg := Hg|E , g ∈ B(S), it is easy to check that B̂ϕ̂ = Hϕ̂ for all ϕ ∈ pB, ϕ  1. The assertion
holds now by Lemma 2.4(iv). 
Example of branching kernel. The standard example of branching kernel is B̂ given by Proposition 3.2, where
Bg(x) :=
∑
k1
qk(x)gk(x, . . . , x), g ∈ bpB(S), x ∈ E, (3.2)
with gk := g|E(k) , qk ∈ pB for all k 1, satisfying
∑
k1 qk  1. In particular, for all ϕ ∈ pB, ϕ  1, we have
Bϕ̂ =
∑
k1
qkϕ
k.
4. Markov processes on the ﬁnite conﬁgurations
We assume further that X = (Ω,F ,Ft , Xt, θt , P x) is a right (Markov) process with state space the Radon topological
space E; see, e.g., [23] and [2] for details. X is called further base process.
We denote by (Pt)t0 the transition function and by U = (Uα)α>0 the resolvent of X ,
Pt f (x) = Ex( f ◦ Xt), Uα f (x) =
∞∫
0
e−αt Pt f (x)dt, x ∈ E, f ∈ pB.
A positive numerical universally B-measurable function u on E is called U -excessive provided that αUαu  u for all
α > 0 and limα→∞ αUαu(x) = u(x) for all x ∈ E . We denote by E(U) the set of all B-measurable U -excessive functions.
If β > 0 we denote by Uβ the sub-Markovian resolvent of kernels (Uβ+α)α>0.
4.1. Markov processes on the symmetric m-th power
For m  2, let Xm = (Ωm,Fm,Fmt , Xmt , θmt , P x) be the m times Cartesian power of X = (Ω,F ,Ft , Xt, θt , P x): Ωm :=
Ω × · · · × Ω︸ ︷︷ ︸
m times
, Xmt := (Xt , . . . , Xt︸ ︷︷ ︸
m times
), θmt (ω1, . . . ,ωm) := (θtω1, . . . , θtωm) for (ω1, . . . ,ωm) ∈ Ωm , P (x1,...,xm) = P x1 ⊗· · ·⊗ P xm for
(x1, . . . , xm) ∈ Em.
By Theorem (15.2) in [23] we deduce that Xm is a right process with state space Em and its transition function is
Pmt = Pt ⊗ · · · ⊗ Pt︸ ︷︷ ︸
m times
, t  0.
Let Um = (Umα )α>0 be the resolvent family of Xm , i.e., the resolvent of kernels on (Em,Bm) induced by the semigroup
(Pmt )t0,
Umα f =
∞∫
0
e−αt Pmt f dt, f ∈ pBm.
By Lemma 2.2 we get that Pmt is invariant for all t  0, therefore Umα is also invariant for all α > 0 and
Umα
(
f #
)= (Umα f )#, f ∈ pBm. (4.1)
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N˜h˜ := ˜N (˜h ◦ π), h˜ ∈ pB(m),
where π is the canonical projection, π : Em −→ E(m) , π(x) := x˜. Note that by assertion (i) of Lemma 2.4 N˜h˜ ∈ pB(m) . Hence
we may consider the projections P (m)t , t  0, and U
(m)
α , α > 0, of Pmt and U
m
α respectively on (E
(m),B(m)),
P (m)t = P˜mt , U (m)α = U˜mα .
Let us set U (m) = (U (m)α )α>0.
If M ∈ B and u ∈ E(Uβ), then the reduced function (with respect to Uβ ) of u on M is the function RMβ u deﬁned by
RMβ u := inf
{
v ∈ E(Uβ)
∣∣ v  u on M}.
The reduced function RMβ u is universally B-measurable, it is supermedian with respect to Uβ (i.e., αUβ+α(RMβ u)  RMβ u
for all α > 0), and by Hunt’s Theorem we have RMβ u(x) = Ex[e−βDM u(XDM )], x ∈ E , where DM is the entry time of M ,
DM = inf{t  0 | Xt ∈ M}.
Proposition 4.1. The following assertions hold.
(i) The family (P (m)t )t0 is a sub-Markovian semigroup of kernels on (E
(m),B(m)) and the induced resolvent of kernels is the family
U (m) = (U (m)α )α>0 .
(ii) If β > 0 and h˜ ∈ pB(m) then h˜ ∈ E(U (m)β ) (resp. h˜ is U (m)β -supermedian) if and only if h˜ ◦ π ∈ E(Umβ ) (resp. h˜ ◦ π is Umβ -
supermedian). The map h˜ −→ h˜ ◦π is an order preserving bijection between the convex cone E(U (m)β ) and the invariant elements
of E(Umβ ).
(iii) If u ∈ E(Umβ ) then u# ∈ E(Umβ ). If p ∈ E(Umβ ) is invariant and F ∈ Bm, F = F# , then R˜ F˜β p˜ = R˜ Fβ p, where F# :=
⋃
x∈F x˜, F˜ :=
π(F#) and R˜ F˜β p˜ denotes the reduced function (with respect to U (m)β ) of p˜ on F˜ .
Proof. (i) If s, t > 0 and h˜ ∈ pB(m) then P (m)t (P (m)s h˜) = P (m)t ( ˜Pms (˜h ◦π)) = ˜Pmt (Pms (˜h ◦π)) = P (m)t+sh˜. We have also P (m)t 1 =
P˜mt 1 1. The proof of the last part of (i) is straightforward.
Assertion (ii) holds because U (m)α h˜ = ˜Umα (˜h ◦π).
(iii) If u ∈ E(Umβ ) then there exists a sequence ( fk)k ⊂ pBm such that Umβ fk ↗ u and therefore Umβ ( f #k ) = (Umβ fk)# ↗ u#.
We conclude that u# ∈ E(Umβ ). Let now p ∈ E(Umβ ), p = p# and F ∈ Bm , F = F#. Then by (ii) we have R˜ F˜β p˜ = inf{˜v | v ∈
E(Umβ ), v = v#, v˜  p˜ on F˜ } = inf{v˜ | v ∈ E(Umβ ), v#  p on F }  inf{v˜ | v ∈ E(Umβ ), v  p on F } = R˜ Fβ p. Conversely, if
v ∈ E(Umβ ), v#  p on F then v#  RF p, v#  (RFβ p)#, and thus v˜  R˜ Fβ p, R˜ F˜β p˜  R˜ Fβ p. 
We suppose in the sequel that E is a Lusin topological space.
Proposition 4.2. The semigroup of kernels (P (m)t )t0 is the transition function of a right (Markov) process with state space E
(m) .
Proof. Since by Lemma 2.3 E(m) is a Lusin topological space, according with Appendix A.1 we have to show that the
associated resolvent U (m) = (U (m)α )α>0 satisﬁes for one β > 0 the property (A.1b). By assertion (ii) of Proposition 4.1 is clear
that 1 ∈ E(U (m)β ) and that E(U (m)β ) is min-stable. Note that since (Pmt )t0 is the transition function of a right process, it
follows that for every f ∈ bC(Em) and x ∈ Em we have limt−→0 Pmt f (x) = f (x). Consequently we get limα−→∞ αUmα f (x) =
f (x) and therefore limα−→∞ αU (m)α h˜(˜x) = h˜(˜x) for all h˜ ∈ bC(E(m)). We conclude that every bounded continuous function on
E(m) is σ(E(U (m)β ))-measurable and so σ(E(U (m)β )) = B(m) . For a σ -ﬁnite measure ν on (Em,Bm) we put
ν# := ν ◦ i and ν˜ := ν ◦ π−1,
where i is the kernel on Em deﬁned as i( f ) = f #. Clearly ν# (resp. ν˜) is a σ -ﬁnite measure on (Em,Bm) (resp. (E(m),B(m)))
and ν˜# = ν˜ . If μ is a σ -ﬁnite measure on (E(m),B(m)) then we consider the measure μ0 on (Em,Bm) deﬁned as μ0( f ) :=
μ( f˜ ), f ∈ pBm . We have
μ0 = (μ0)# and μ˜0 = μ.
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ing (4.1) one can see that ξ0 ∈ Exc(Umβ ) and if ξ = μ ◦ U (m)β then ξ0 = μ0 ◦ Umβ . From the above consideration it is easy to
check that the second assertion of (A.1b) holds.
Let p0 := Umβ 1, G be an open subset of Em such that G = G#, and put F = Em \ G . Recall that F is ﬁnely closed (with
respect to Umβ ) if and only if it is thin in any point of G , i.e., RFβ p0(x) < p0(x) for all x ∈ G. Let x˜ ∈ G˜ . Since G is ﬁnely
open with respect to Umβ and x ∈ G , the above inequality holds. We have F = F# and by (4.1), p#0 = p0. Because RFβ p0(x) <
p0(x) we deduce that (RFβ p0)
#(x) < p0(x) and by Proposition 4.1(iii) R˜ F˜β p˜0 (˜x) = R˜ Fβ p0 (˜x) = (RFβ p0)#(x) < p0(x) = p˜0 (˜x). We
conclude that F˜ is thin in x˜ ∈ G˜ , hence F˜ is ﬁnely closed, i.e., the last assertion of (A.1b) holds. 
Remark 4.3. In the particular case when E is compact, the right (Markov) process given by Proposition 4.2 should be
compared with the one constructed in [15, Section 1.2]; see also Proposition 4.1 from [19].
4.2. Perturbations induced by branching kernels
We present now several results on the perturbation induced by potential kernels; see Appendix A.1, Section 5.1 from [2],
and [4] for details.
Let q > 0 and Kq be a (proper) regular excessive kernel with respect to Uq , i.e., Kq f is a Uq-excessive function for every
f ∈ pB and if v ∈ E(Uq) is such that Kq f  v on the set [ f > 0] then the inequality holds on E .
We assume that Kq is the initial kernel of a sub-Markovian resolvent of kernels (Kqα)α>0 on (E,B) such that
infα αK
q
α(Uq1) = 0. Note that the above condition holds if Kq1 < ∞ and it implies
inf
k
(
Kqβ
)k
Uq1 = 0. (4.2)
By Theorem 1.3 from [4] it follows Kq1 is a subordination operator with respect to Uq such that EKq1 = E . Let W = (Wα)α>0
be the subordinate resolvent generated by Kq1 . If W = supα Wα is the initial kernel of W then
W = Uq − Kq1Uq, Uq = W +
∞∑
k=1
(
Kq1
)k
W .
The second equality holds by Proposition 5.1.26 from [2], since by (4.2) we get infk(K
q
1)
kUq1= 0.
A typical example of kernel Kq is given by the q-potential kernel UqA of a continuous additive functional A = (At)t0 of
the process X ; see Appendix A.1, [23], and also [2] for the transient case. In this case if f ∈ pB, x ∈ E , and q > 0 we have
Kq f (x) = UqA f (x) = Ex
∞∫
0
e−qt f (Xt)dAt,
Kqα f (x) = Ex
∞∫
0
e−qt−αAt f (Xt)dAt, Wα f (x) = Ex
∞∫
0
e−qt−αAt f (Xt)dt.
Remark 4.4.
(i) The family W = (Wα)α>0 is the resolvent of a right (Markov) process obtained from X by killing with a positive mul-
tiplicative functional (see [23] and Section 5.3 in [2]). We shall call Kq killing kernel. If Kq = UqA , then the multiplicative
functional is precisely (e−qt−At )t0.
(ii) If At =
∫ t
0 c(Xs)ds, t  0, where c ∈ pB, then UqA g = Uq(cg), g ∈ pB and it is known that we have the relation
Uq+α = Wα + WαMcUq+α for all α > 0,
where Mc denotes the operator of multiplication by c.
Let A′ = (A′t)t0 be a second continuous additive functional such that A′t  At for all t  0 and set
K ′q f (x) = UqA′ f (x) = Ex
∞∫
0
e−qt f (Xt)dA′t, K
′q
1 f (x) = Ex
∞∫
0
e−qt−A′t f (Xt)dA′t .
L. Beznea, A.-G. Oprina / J. Math. Anal. Appl. 384 (2011) 16–32 23Proposition 4.5. Let H be a kernel on (E,B) which is sub-Markovian (i.e., H1 1). Let us deﬁne the kernels P and Pα , α > 0, as
P := K ′q1 H, Pα := P − αWα P .
If K ′q is a bounded kernel, then the family of kernels V = (Vα)α>0 on (E,B) deﬁned as
Vα =
∞∑
k=0
PkαWα, α > 0,
is the resolvent of a right (Markov) process with state space E.
Proof. Let W ′ = (W ′α)α>0 be the resolvent subordinate to U by the multiplicative functional (e−qt−A′t )t0,
W ′α f (x) := Ex
∞∫
0
e−qt−αA′t f (Xt)dt, f ∈ pB.
Note that since A′t  At it follows that Wα W ′α for all α > 0 and therefore E(W ′) ⊂ E(W). In addition we have 1− K ′q1 1 ∈
E(W ′) and K ′q1 f ∈ E(W ′) for all f ∈ bpB.
By Proposition 5.2.2 from [2] the family V = (Vα)α>0 is a resolvent of kernels on (E,B) and according with Proposi-
tion 5.2.3 V is sub-Markovian if and only if the function 1 − P1 is W-excessive. From 1 − P1 = (1 − K ′q1 1) + K ′q1 (1 − H1)
we get 1− P1 ∈ E(W ′) ⊂ E(W).
The assertion follows now since by Theorem 5.1.6 and Proposition 5.2.4 in [2] W and respectively V satisfy condi-
tion (A.1b) from Appendix A. 
Corollary 4.6. With the notations from Proposition 4.5 assume that Kq f = Uq(cf ), K ′q f = Uq(c′ f ), f ∈ pB, where c, c′ ∈ bpB,
c′  c, and H is a kernel on (E,B). Let L (resp. L′) be the inﬁnitesimal operator of U (resp. V), regarded as a resolvent of contractions
on the space of all bounded B-measurable functions on E. Then L and L′ have the same domain of deﬁnition and
L′ = (L − q − c) + c′H .
Proof. The assertion follows from Lemma 1.4 in [7], because by Remark 4.4(ii) Pα = WαMc′ H , hence Vα = Wα +
WαMc′ HVα for all α > 0. 
Proposition 4.7. Let m  2 and A = (At)t0 be a continuous additive functional of X such that UqA is bounded. Then the following
assertions hold.
(i) The functional Am = (Amt )t0 , Amt : Ωm −→ [0,∞), deﬁned as
Amt (ω1, . . . ,ωm) = At(ω1) + · · · + At(ωm), (ω1, . . . ,ωm) ∈ Ωm,
is a continuous additive functional of Xm and its q-potential kernel UqAm is bounded and invariant.
(ii) The projection K˜ q,m of UqAm on E
(m) , K˜ q,mh := ˜UqAm (h ◦ π), h ∈ pB(m) , is regular excessive with respect to U (m)q and it is bounded,
K˜ q,m1mUqA1.
Proof. It is easy to check that Am is a continuous additive functional of Xm and for x = (x1, . . . , xm) ∈ Em , g1, . . . , gm ∈ pB
we have
UqAm (g1 ⊗ · · · ⊗ gm)(x) = Ex1
∞∫
0
e−qt g1
(
Xt(ω)
)
Pt g2(x2) · · · Pt gm(xm)dAt(ω) + · · ·
+ Exm
∞∫
0
e−qt Pt g1(x1) · · · Pt gm−1(xm−1)gm
(
Xt(ω)
)
dAt(ω).
In particular, UqAm1(x1, . . . , xm) U
q
A1(x1)+· · ·+UqA1(xm)m‖UqA‖∞ . To show that UqAm is invariant, we have to prove that
if π ∈ σm and f = g1 ⊗ · · · ⊗ gm then UqAm ( f #)(π(x)) = UqAm ( f #)(x) for all x ∈ Em . Since f # = 1m!
∑
τ∈σm gτ (1) ⊗ · · · ⊗ gτ (m)
and using the substitution τ ′ = τ ◦ π−1, we get
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(
f #
)(
π(x)
)= ∑
τ∈σm
1
m!
{
Exπ(1)
∞∫
0
e−qt gτ (1)
(
Xt(ω)
)
Pt gτ (2)(xπ(2)) · · · Pt gτ (m)(xπ(m))dAt(ω) + · · ·
+ Exπ(m)
∞∫
0
e−qt Pt gτ (1)(xπ(1)) · · · Pt gτ (m−1)(xπ(m−1))gτ (m)
(
Xt(ω)
)
dAt(ω)
}
=
∑
τ ′∈σm
1
m!
{
Exπ(1)
∞∫
0
e−qt gτ ′(π(1))
(
Xt(ω)
)
Pt gτ ′(π(2))(xπ(2)) · · · Pt gτ ′(π(m))(xπ(m))dAt(ω) + · · ·
+ Exm
∞∫
0
e−qt Pt gτ ′(π(1))(xπ(1)) · · · Pt gτ ′(π(m−1))(xπ(m−1))gτ ′(π(m))
(
Xt(ω)
)
dAt(ω)
}
= UqAm
(
f #
)
(x).
Assertion (ii) follows by Proposition 4.1 because the kernel UqAm is regular excessive with respect to Umq , being the q-
potential kernel of a continuous additive functional of Xm . 
4.3. Markov processes on S
A resolvent of kernels V = (Vα)α>0 on (S,B(S)) is called diagonal if Vα is a diagonal kernel for every α > 0.
Let U˜ = (U˜α)α>0 be the diagonal resolvent on (S,B(S)) deﬁned as U˜α :=⊕m1 U (m)α , i.e., for all α > 0, g ∈ pB(S), and
m 1
U˜α g|E(m) := U (m)α (g|E(m) ).
According with [15] and [24], a semigroup of sub-Markovian kernels (Tt)t0 on (S,B(S)) is called branching semigroup
provided that Tt is a branching kernel for all t > 0. A Markov process whose transition function is a branching semigroup is
called branching process.
Remark 4.8.
(i) Recall from [24] the following description of a discrete branching process: An initial particle starts at a point of E and
moves according to the base process X until a random time (deﬁned by killing X as described in assertion (i) of Remark 4.4) when
it splits into a random number m of new particles, its direct descendants, placed in E. Each direct descendant starts at the terminal
position of the parent particle and moves on according to the m independent copies of X and so on.
(ii) The family U˜ is the resolvent associated with the semigroup of kernels ( P˜t)t0, where P˜t g|E(m) := P (m)t (g|E(m) ), g ∈
pB(S). The family ( P˜t)t0 is a branching semigroup. Indeed, if ϕ ∈ pB, ϕ  1, then ̂˜Pt ϕ̂|E = P̂tϕ = P˜t ϕ̂ .
As a consequence of Proposition 4.2 we can state the ﬁrst existence result of a Markov process with state space S , the
space of ﬁnite conﬁgurations of E .
Corollary 4.9. The family U˜ = (U˜α)α>0 is the resolvent of a right (Markov) process with state space S.
Proof. Since by Lemma 2.3 S is a Lusin topological space, we have to show that U˜ veriﬁes condition (A.1b) from Ap-
pendix A. This follows easily because the restriction of U˜ to each E(m) satisﬁes (A.1b), being the resolvent of a right process
with state space E(m) (according with Proposition 4.2). 
Let A = (At)t0 be a continuous additive functional of X and q > 0 be such that UqA is a bounded kernel on (E,B).
By Proposition 4.7 applied for each m with Am = (Amt )t0 and A′m := ( 1m Amt )t0, we obtain two kernels K˜ q,m and K˜ ′q,m
respectively.
Let (K˜ q,mα )α>0 (resp. (K˜
′q,m
α )α>0) be the sub-Markovian resolvent on (E(m),B(m)) having K˜ q,m (resp. K˜ ′q,m) as initial
kernel. The existence of these resolvents is ensured by Corollary 1.1.13 from [2], since K˜ ′q,m1 K˜ q,m1< ∞ and assertion (ii)
of Proposition 4.7 implies that K˜ q,m and K˜ ′q,m satisfy the complete maximum principle.
We can state now the existence result for the measure-valued branching type process generated by the base process X ,
the killing kernel Kq , and the branching kernel B̂ .
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put
K˜ q1 :=
⊕
m1
K˜ q,m1 , K˜
′q
1 :=
⊕
m1
K˜ ′q,m1 , P˜ := K˜ ′q1 B̂.
Then the following assertions hold.
(i) K˜ q1 and K˜
′q
1 are subordination operators with respect to U˜q.
(ii) If W˜ = (W˜α)α>0 (resp. W˜ ′ = (W˜ ′α)α>0) is the subordinate resolvent associated with K˜ q1 (resp. K˜ ′q1 ), then the family of kernels
V˜ = (V˜α)α>0 (resp. V˜ ′ = (V˜ ′α)α>0) deﬁned as
V˜α :=
∞∑
k=0
( P˜α)
kW˜α
(
resp. V˜ ′α :=
∞∑
k=0
(
P˜ ′α
)k
W˜ ′α
)
, α > 0,
is the resolvent of a right (Markov) process with state space S, where P˜α := P˜ − αW˜α P˜ (resp. P˜ ′α := P˜ − αW˜ ′α P˜ ).
Proof. The ﬁrst assertion holds since the family (K˜ qα)α>0 (resp. (K˜
′q
α )α>0) deﬁned as
K˜ qα :=
⊕
m1
K˜ q,mα
(
resp. K˜ ′qα :=
⊕
m1
K˜ ′q,mα
)
is a sub-Markovian resolvent having K˜ q =⊕m1 K˜ q,m (resp. K˜ ′q =⊕m1 K˜ ′q,m) as initial kernel and by Proposition 4.7 we
get that K˜ q (resp. K˜ ′q) is a regular excessive kernel with respect to U˜q and K˜ ′q1  K˜ q1 < ∞. Assertion (ii) follows now
applying Proposition 4.5 for the resolvent U˜ on (S,B(S)) and taking H := B̂ . 
Proposition 4.11. Let X˜ be the right Markov process with state space S, having the resolvent family U˜ = (U˜α)α>0 (the process given by
Corollary 4.9). Assume that the base process X is transient (or equivalently, the resolvent U is proper, i.e., there exists f ∈ pB, f > 0,
such that U f := supα>0 Uα f is a bounded function). Then all the above results hold also for q = 0, where U0 = U . The transition
function (T˜t)t0 of the process on S, obtained by killing X˜ with K˜ 01 , is a branching semigroup. The restriction to E of (T˜t)t0 is the
transition function of the process obtained by killing X with K 01 .
Proof. If ϕ ∈ pB, ϕ  1 and x= (x1, . . . , xm) ∈ Em then T˜t ϕ̂(˜x) = Ex[e−Amt ϕ̂(Xmt )] =
∏m
i=1E
xi [e−Atϕ(Xt)]. Therefore T˜t maps
multiplicative functions into multiplicative functions, hence it is a branching kernel according with Remark 3.1. In particular,
if m = 1, then T˜tϕ(x) = Ex[e−Atϕ(Xt)], x ∈ E . 
Remark 4.12.
(i) Proposition 4.11 gives an example of transformation of a branching Markov process, as it was developed in [16, Chap-
ter V]. More precisely, the transformation of X˜ is made here by killing a branching process with a multiplicative
functional of “branching type” (in the sense of Deﬁnition 5.1 from [16]) and the above proof of the branching property
of T˜t is similar with the proof of the implication (ii) ⇒ (i) of Theorem 5.1 from [16, page 148].
(ii) Taking into account the above discussion, we call the Markov processes obtained in assertion (ii) of Theorem 4.10
discrete branching type processes with base process X , associated with the killing kernels Kq and K ′q , and the branching
kernel B̂ .
(iii) By assertion (ii) of Theorem 4.10, the kernel P˜ is a subordination operator with respect to V˜ and V˜ ′ . The associated
subordinate resolvent is clearly W˜ and W˜ ′ respectively. For other related examples of subordination operators on a
direct sum see [6].
We consider now a particular case as in Corollary 4.6, which allows to express the relations between the inﬁnitesimal
operators. Recall that L denotes the generator of the given base process X with state space E , i.e., it is the inﬁnitesimal
operator of the resolvent U on the space of all bounded B(S)-measurable functions on S . Let V˜ be the resolvent given by
Theorem 4.10 with
Amt (ω1, . . . ,ωm) :=
1
m
m∑
i=1
t∫
0
c
(
Xs(ωi)
)
ds (4.3)
for all t  0 and m 1, where c ∈ bpB.
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bounded B(S)-measurable functions on S. Then the following assertions hold.
(i) The operators L˜ and L˜′ have the same domain of deﬁnition and
L˜′ = (L˜ − q − c) + c B̂,
where c ∈ bpB(S) is such that for all m c|E(m) = c˜m, with cm(x1, . . . , xm) := 1m (c(x1) + · · · + c(xm)).
(ii) Let u be a B-measurable function, |u| 1. Then u belongs to the domain of L if and only if û lies in the domain of L˜. In this case
we have
L˜′̂u|E = (L − q − c)u + cBû.
In particular, if B is given by (3.2), then
L˜′̂u|E = (L − q − c)u + c
∑
k1
qku
k.
Proof. Assertion (i) is a direct consequence of Theorem 4.10 and Corollary 4.6, observing that in this case the continuous
additive functional Am of Xm in Proposition 4.7 is given by (4.3).
(ii) The fact that û belongs to the domain of L˜, provided that u is in the domain of L, holds by induction from the
following claim which may be easily checked (see [25, page 52] and [21] for further developments):
Let (Ei,Bi), i = 1,2, be two measurable spaces. For each i let further (P it)t0 be a measurable semigroup of kernels on (Ei,Bi)
with bounded potential kernel U i , U i f := ∫∞0 P it f dt, f ∈ pBi . If vi is the potential of a function fi ∈ bpBi , i.e., vi = U i fi , i = 1,2,
then v1 ⊗ v2 is the potential of v1 ⊗ f2 + f1 ⊗ v2 with respect to the potential kernel of the product semigroup (P1t × P2t )t0 on
(E1 × E2,B1 ⊗ B2).
Conversely, if û belongs to the domain of L˜, û = U˜β g for some β > 0 and g ∈ bB(S), then clearly u = Uβ(g|E).
The ﬁrst equality from (ii) follows now from (i), since by Proposition 3.2 we have B̂û|E = Bû and because L˜û|E = Lu. 
Remark 4.14. A perturbation method with branching kernels of the type described in Theorem 4.10 and Corollary 4.13
was established by K. Janssen in the frame of the balayage spaces (on a metrizable locally compact space); cf. [17]. Note
that the corresponding perturbed operator is there L˜ + B̂ and therefore the associated resolvent is no longer necessarily
sub-Markovian.
Corollary 4.15. Let u be a B-measurable function, |u| 1.
(i) If û is an L˜′-harmonic function, i.e., L˜′̂u = 0, then
(L − q − c)u + cBû = 0. (4.4)
(ii) If qk ∈ pB, k 1, with∑k1 qk  1, then u is a solution of the nonlinear equation
(L − q − c)u + c
∑
k1
qku
k = 0, (4.5)
provided that û is an L˜′-harmonic function, with B given by (3.2).
Remark 4.16.
(i) Let Λo be the nonlinear operator given by the left-hand side of the equality (4.4), i.e., Λou := (L − q − c)u + cBû.
Assume that û is an invariant function for V˜ . Then clearly û is L′-harmonic and thus, by assertion (i) of Corollary 4.15,
the function u is a solution of the nonlinear equation Λou = 0. Therefore Corollary 4.15 is an extension of Proposition 1
from [20]. Recall that in [20] the above result was used to show that solutions (not necessarily unique) of the Dirichlet
problem associated with the nonlinear equation given by (4.5) (on a regular open set with respect to a path continuous
strong Feller process) may be obtained in terms of an appropriate branching semigroup like the transition function of
the right Markov processes given by Theorem 4.10. To keep the size of this paper within reasonable limits, we shall
only brieﬂy present this approach related to our results in the Addendum below; we thank the referee for suggesting
us to make this completion.
(ii) The results obtained in Theorem 4.10, Corollary 4.13, and Corollary 4.15 have several interesting extensions we shall
discuss in a forthcoming paper. One can consider killing kernels Kq which are only regular strongly supermedian instead
of being excessive. In this case the continuous additive functionals will be replaced by the positive left continuous ones;
for details see [14] and [2]. Several technical problems will occur since it is necessary to enlarge the measurability from
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acting on Lp spaces instead of the bounded functions and to exploit the Kato class results established in [3].
5. Application: continuous and discrete branching
Let Y be a right (Markov) process with state space a Lusin topological space F , called spatial motion. We ﬁx a branching
mechanism, that is, a function Φ : F × [0,∞) −→ R of the form
Φ(x, λ) = −b(x)λ − c(x)λ2 +
∞∫
0
(
1− e−λs − λs)N(x,ds)
where c  0 and b are bounded B-measurable functions and N : pB((0,∞)) −→ pB(F ) is a kernel such that N(u ∧ u2) ∈
bpB. Examples of branching mechanisms are Φ(λ) = −λα for 1 < α  2 and Φ(λ) = λα for 0< α < 1.
We present now the measure-valued branching Markov process associated with the spatial motion Y and the branching
mechanism Φ , the (Y ,Φ)-superprocess, a Borel right process with state space M(F ), the space of all positive ﬁnite measures
on (F ,B(F )), endowed with the weak topology (cf. [13] and [11], see also [1]).
For each f ∈ bpB the equation
vt(x) = Tt f (x) +
t∫
0
Ts
(
x,Φ(·, vt−s)
)
ds, t  0, x ∈ F ,
has a unique solution (t, x) −→ Nt f (x) jointly measurable in (t, x) such that sup0st ‖vs‖∞ < ∞ for all t > 0; we have
denoted by (Tt)t0 the transition function of the spatial motion Y . The mappings f −→ Nt f form a nonlinear semigroup
of operators on bpB(F ). The above equation is formally equivalent with⎧⎨⎩
d
dt
vt(x) = Lvt(x) + Φ
(
x, vt(x)
)
,
v0 = f ,
where L is the inﬁnitesimal generator of the spatial motion Y . For every t  0 there exists a unique kernel Pt on
(M(F ),M(F )) such that
Pt(e f ) = eNt f , f ∈ bpB(F ). (5.1)
Since the family (Nt)t0 is a (nonlinear) semigroup on bpB(F ), (Pt)t0 is a linear semigroup of kernels on M(F ). It turns
out that (see, e.g., [13] and [1]) (Pt)t0 is the transition function of a right (Markov) process with state space M(F ), called
(Y ,Φ)-superprocess.
Remark 5.1.
(i) The transition function (Pt)t0 of the (Y ,Φ)-superprocess is a branching semigroup on M(F ), i.e., Pt is branching
kernel on M(F ) for all t > 0. Indeed, the assertion follows by (5.1), using (2.1).
(ii) The following suggestive description of a superprocess was stated in [12, page 55]: “A measure-valued Markov process
describes the evolution of a random cloud. The branching property means that any parts of the cloud at time t do not
interact after t .”
We can apply now the results from Section 4, starting with the (Y ,Φ)-superprocess as base process with state space
E := M(F ).
Corollary 5.2. Let B : pB(S) −→ pB be a sub-Markovian kernel and Kq a killing kernel on E. Then there exists a discrete branching
type process with base process the (Y ,Φ)-superprocess, associated to the killing kernel Kq and the branching kernel B̂ , and having as
state space the set of ﬁnite conﬁgurations of positive ﬁnite measures on F .
Final remark. By Remark 5.1 and taking into account the interpretation of a branching process given in assertion (i) of
Remark 4.8, one can think that the process obtained in Corollary 5.2 describes the evolution of a random cloud controlled
not only by a branching mechanism Φ but also by a discrete branching, in a new dimension, along which the splitting into
a random number of clouds takes place, commanded by a killing kernel Kq and a branching kernel B̂ .
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6.1. The construction of a branching semigroup on S
We assume further, as in Proposition 4.11, that the base process X is transient.
Proposition 6.1. Suppose that c ∈ bpB and B : bpB(S) −→ bpB is a sub-Markovian kernel such that
sup
x∈E
Bl1(x) < ∞. (6.1)
Then there exists a branching semigroup (Ĥt)t0 on S, having the following property: If u ∈ pB, u  1, is such that û is an invariant
function with respect to this semigroup, then u belongs to the domain of L (the inﬁnitesimal generator of the base process X) and
(L − c)u + cBû = 0.
In particular, if B is given by (3.2), then u is the solution of the nonlinear equation
(L − c)u + c
∑
k1
qku
k = 0.
Note that (6.1) is precisely Condition 4.1.2 from [24] and if B is given by (3.2) then (6.1) is equivalent with
sup
x∈E
∑
k1
kqk(x) < ∞.
We follow the approach of [24], solving an appropriate integral equation. Denote by B1 the set of all functions ϕ ∈ pB
such that ϕ  1. Recall that a map H : B1 −→ B1 is called absolutely monotonic provided that there exists a sub-Markovian
kernel H : bpB(S) −→ bpB such that Hϕ = Hϕ̂ for all ϕ ∈ B1. By Proposition 3.2 we have:
(AD1) A map H : B1 −→ B1 is absolutely monotonic if and only if there exists a branching kernel Ĥ on S such that Ĥϕ̂ = Ĥϕ for all
ϕ ∈ B1 .
We also have (cf. Lemma 2.2 and Theorem 1 from [24]):
(AD2) If H, K are absolutely monotonic then their composition HK is also absolutely monotonic and ĤK= ĤK̂. The map H −→ Ĥ is
a bijection between the set of all absolutely monotonic mappings and the set of all branching kernels on S.
Let (Tt)t0 be the transition function of the process having L − c as inﬁnitesimal generator, it is expressed using the
Feynman–Kac formula:
Tt f (x) = Ex
[
e−
∫ t
0 c(Xs)ds f (Xt)
]
, f ∈ bpB. (6.2)
Proposition 6.2. Assume that (6.1) holds. For every ϕ ∈ B1 the equation
wt(x) = Ttϕ(x) +
t∫
0
Ts(cB ŵt−s)(x)ds, t  0, x ∈ E, (6.3)
has a unique solution (t, x) −→ Htϕ(x) jointly measurable in (t, x), such that Htϕ ∈ B1 and the following assertions hold.
(i) The mapping ϕ −→ Htϕ is absolutely monotonic for all t  0.
(ii) The family (Ht)t0 is a nonlinear semigroup of operators on B1 .
Sketch of the proof of Proposition 6.2. As in [24, inequality (4.11)], one can see that if ϕ,ψ ∈ B1 and μ ∈ S then∣∣ϕ̂(μ) − ψ̂(μ)∣∣ l1(μ)‖ϕ − ψ‖∞.
If Kϕ := cBϕ̂ , then from (6.1) and the above inequality we conclude that the mapping ϕ −→ Kϕ is Lipschitz. The unique-
ness for Eq. (6.3) follows now by Gronwall’s lemma, while the semigroup property (assertion (ii)) is its consequence.
Deﬁne inductively the operators Hnt (see [24, page 250]) as
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t∫
0
TsK H
n
t−sϕ ds, ϕ ∈ B1.
It turns out that the sequence (Hnt ϕ)n is increasing and H
n
t is absolutely monotonic for all t and n. Note that the proof of
Hnt 1 1 uses the above mentioned Feynman–Kac expression (6.2) of Tt . For x ∈ E and ϕ ∈ B1 we set
Htϕ(x) = sup
n
Hnt ϕ(x).
One can check that the sequence of kernels (Hnt )n (where H
n
t is such that H
n
t ϕ = Hnt ϕ̂) is increasing and as a consequence
Ht is absolutely monotonic for all t . We conclude that (t, x) −→ Htϕ(x) is the claimed solution of (6.3). 
Proof of Proposition 6.1. For each t > 0 let Ht be the absolutely monotonic operator given by Proposition 6.2. Assertion
(AD1) implies the existence of a branching kernel Ĥt on (S,B(S)), t  0, such that Htϕ = Ĥt ϕ̂|E for all ϕ ∈ B1. By asser-
tion (ii) of Proposition 6.2 and using (AD2) it follows that the family (Ĥt)t0 is a semigroup of branching kernels on S .
If u ∈ pB, u  1, is such that û is an invariant function with respect to this semigroup, then clearly Htu = u for all
t > 0 and therefore, using (6.3), u = Ttu +
∫ t
0 Ts(cBû)ds. Letting t → ∞, it follows that u = v + W (cBû), where v :=
inft>0 Ttu = limt→∞ Ttu. In particular, αWαv = v , hence v and u belong to the domain of L − c which coincides with
the domain of L, according with Corollary 4.6. Let f := cBû and w := W f . Then u = v + w = Wα(αu + f ), (L − c)u =
αWα(αu + f ) − (αu + f ) = −cBû. 
Remark 6.3. Let (Ĥt)t0 be the branching semigroup on S given by Proposition 6.1 and Ht the absolutely monotonic opera-
tor such that Htϕ = Ht ϕ̂ for all ϕ ∈ B1. If f ∈ bpB deﬁne the function Vt f ∈ bpB as Vt f := − ln Ht(exp(− f )). It is easy to
see that the family (Vt)t0 is a (nonlinear) semigroup on bpB and the following equality similar to (5.1) holds
Ht(e f ) = eVt f , f ∈ bpB.
Consequently, the so-called semigroup approach for the continuous branching (due to E.B. Dynkin and P.J. Fitzsimmons and
brieﬂy presented in Section 5) is analogue to the above construction of the branching semigroup (developed by N. Ikeda,
M. Nagasawa, S. Watanabe, and M.L. Silverstein) in the discrete branching case.
6.2. The nonlinear Dirichlet problem
Assume that Y is a transient, path continuous right Markov process with state space a Lusin topological space F . Let
D be an open subset of F and suppose that every point of the boundary ∂D of D is regular, i.e. P y(T F\D = 0) = 1 for all
y ∈ ∂D . Following [10, Chapter X, Section 2], we may consider the stopped process at the boundary of D: Y t := Yt∧T , where
T is the entry time of ∂D , T := inf{t  0: Yt ∈ ∂D} and assume that P x(T < ζ) = 1 for all x ∈ D . Let c ∈ bpB(D) and extend
it to F with zero on F \ D .
We set E := D and for β > 0 take as base process X on E the β-level subprocess of Y t . Let (Tt)t0 be the semigroup
given by (6.2). Since c equals zero on ∂D we get
∃ lim
t→∞ Tt f (x) = E
x[e− ∫ T0 c(Ys)ds f (YT )]=: PcT f (x), x ∈ E, f ∈ bpB(F ). (6.4)
We also assume that if ϕ ∈ bpC(∂D) then
lim
Dx→y P
c
Tϕ(x) = ϕ(y) for all y ∈ ∂D; (6.5)
see Theorem 13.1 from [10] for situations when this property holds.
We need some regularity assumptions. Suppose that the resolvent W = (Wα)α>0 of Y is strong Feller (i.e., Wα f ∈ C(F )
for all f ∈ bpB(F ) and α > 0) and the following domination property holds: if f ∈ bpB(F ) and v ∈ E(Wβ), v Wβ f , then
v is continuous.
The next result is a version of Proposition 3 from [20]. Recall that L is the inﬁnitesimal generator of X .
Proposition 6.4. Let B : bpB(S) −→ bpB be a sub-Markovian kernel satisfying (6.1) and (Ĥt)t0 the branching semigroup on S
given by Proposition 6.1. If ϕ ∈ bpC(∂D), ϕ  1, is such that
∃ lim
t→∞ Htϕ(x) =: u(x), x ∈ E, (6.6)
then u is a solution of the nonlinear Dirichlet problem{
(L − c)u + cBû = 0 on D,
lim
Dx→y u(x) = ϕ(y) for all y ∈ ∂D.
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duce that u belongs to the domain of L and (L − c)u + cBû = 0. From Htϕ = Ttϕ +
∫ t
0 TscB Ĥt−sϕ ds, letting t → ∞,
and using (6.4) and (6.6), we get u = PcTϕ + v , where v := limt→∞ TscB Ĥt−sϕ ds. Since c equals zero on ∂D we
have v 
∫∞
0 Tsc ds  E .
∫ T
0 e
−βsc(Ys)ds = Wβc − PβT Wβc. By the regularity assumptions it follows that Wβc, PβT Wβc ∈
bC(F ). Since Wβc = PβT Wβc on F \ D , we deduce limDx→y v(x) = 0 for all y ∈ ∂D and from (6.5) we conclude that
limDx→y u(x) = limDx→y P cTϕ(x) = ϕ(y). 
Remark. Under certain additional assumptions, the existence of the limit (6.6) is proved in [20], in the case when B is
given by (3.2).
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Appendix A
A.1. Complements on the sub-Markovian resolvents of kernels
We present a result on the existence of a right process having a given sub-Markovian resolvent of kernels (see Corol-
lary 1.8.12 in [2] and also [5] for the nontransient case).
The following assertions are equivalent for a sub-Markovian resolvent of kernels U = (Uα)α>0 on a Lusin topological
space E .
(A.1a) U is the resolvent of a right process with state space E .
(A.1b) For one (and therefore for all) β > 0 we have:
– The convex cone E(Uβ) is stable for the pointwise inﬁmum, generates the Borel σ -algebra B and 1 ∈ E(Uβ);
– If μ◦Uβ and ξ are two Uβ -excessive measures (the ﬁrst one being the potential of the measure μ) and ξ μ◦Uβ
then ξ is also the potential of a measure;
– Every open subset of E is ﬁnely open with respect to E(Uβ); recall that the ﬁne topology is the topology on E
generated by all Uβ -excessive functions.
We assume further that U is the resolvent of a right (Markov) process X with state space E .
A continuous additive functional of the process X is a positive, increasing, continuous process A = (At)t0 such that
At ∈ pFt , At < ∞ on [0, ζ ), At = Aζ if t  ζ and At+s = At + As(θt) for all s, t  0; for details see, e.g., [23] and also [8]. If
q 0 then the q-potential kernel of A = (At)t0 is deﬁned as
UqA f (x) = Ex
∞∫
0
e−qt f (Xt)dAt, f ∈ pB, x ∈ E,
and it is a Uq-excessive kernel provided it is proper.
Subordination operators and subordinate resolvents (cf. Chapter 5 in [2]). Assume that U is proper. A kernel P on (E,Bu)
is called subordination operator (with respect to U ) provided that Pu  u and the function inf(u, Pu + v − P v + P f ) is U -
excessive for all u, v ∈ E(U) with v < ∞ and f ∈ pB. If P is a subordination operator with respect to U we denote by E P
the set deﬁned by
E P =
{
x ∈ E ∣∣ there exists s ∈ E(U) with P s(x) < s(x)}.
A second sub-Markovian resolvent of kernels U ′ = (U ′α)α>0 on (E,Bu) is called exactly subordinate to U provided that
U ′α  Uα for all α > 0 and U f − U ′ f is U -excessive for every f ∈ pBu with U f < ∞.
Let P be a subordination operator with respect to U . Then there exists a sub-Markovian resolvent W = (Wα)α>0 on
(E,Bu) such that W is exactly subordinate to U and W f = U f − PU f for all f ∈ pBu with U f < ∞. The sub-Markovian
resolvent W is called generated by P .
A.2. Proofs of the results from Section 2
Proof of Lemma 2.2. By assertion (ii) of Remark 2.1 it is suﬃcient to prove the claimed equality and using a monotone class
argument we may assume that f = g1 ⊗ · · · ⊗ gm with gi ∈ pB, i ∈ {1, . . . ,m}. Since f # = 1m!
∑
τ∈σm gτ (1) ⊗ · · · ⊗ gτ (m) we
have
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(
f #
)= 1
m!
∑
τ∈σm
Nm(gτ (1) ⊗ · · · ⊗ gτ (m)) = 1
m!
∑
τ∈σm
N(gτ (1)) ⊗ · · · ⊗ N(gτ (m))
= (Ng1 ⊗ · · · ⊗ Ngm)# =
(
Nm f
)#
. 
We denote by π the canonical projection from Em to E(m) .
Remark A.2.1. The following assertions hold.
(i) Let M ⊂ Em . If M ∈ Bm (resp. M is open) then M# ∈ Bm (resp. M# is open). If M = M# then π(Mc) = π(M)c .
(ii) (Cf. [9, page 52].) The canonical projection π is an open mapping.
Indeed, we notice ﬁrst that if τ ∈ σm then τ is a topological homemorphism of Em . Consequently, if M ∈ Bm (resp. M is
an open subset of Em) then τ (M) has the same property. The ﬁrst assertion of (i) follows now since M# =⋃τ∈σm τ (M),
while the second one is a straightforward veriﬁcation. If D ∈ T m then π(D) = π(D#), π−1(π(D)) = D# and from (i) D# is
open, hence π is open.
Proof of Lemma 2.3. Assume that E is compact. Note that the set R := {(x, y) ∈ Em × Em | x˜ = y˜} is closed. Indeed, let
(xk, yk)k be a sequence from R converging to (x, y) in Em × Em , hence for all i ∈ {1, . . . ,m} we have xki −→ xi and yki −→ yi .
For each k let τ k ∈ σm be such that yki = xkτ k(i) for all i ∈ {1, . . . ,m}. Since σm is a ﬁnite set, there exist τ 0 ∈ σm and an
increasing sequence (kp)p , kp −→ ∞, such that τ kp = τ 0 for all p ∈ N. Therefore ykpi = x
kp
τ kp (i)
= xkp
τ 0(i)
−→ xτ 0(i) , yi = xτ 0(i)
for all i ∈ {1, . . . ,m}, hence (x, y) ∈ R . We can show now that E(m) is a Hausdorff topological space. Let x˜1, x˜2 ∈ E(m) with
x1, x2 ∈ Em . If x˜1 
= x˜2 then (x1, x2) /∈ R . By the ﬁrst part of the proof we get that (x1, x2) belongs to the open set Rc .
Consider an open neighborhood (U , V ) ⊂ Rc of (x1, x2). By Remark A.2.1(ii) it follows that π(U ) and π(V ) are disjoint
neighborhoods of x˜1 and x˜2 respectively. Because π is continuous and Em is compact metrizable we conclude that E(m) has
the same property.
We prove that
π
(Bm)= B(m). (A.1)
The inclusion π(Bm) ⊃ B(m) is clear since π is continuous and surjective. Let F ∈ Bm . By Remark A.2.1(i) we get F# ∈ Bm ,
therefore we may assume that F = F# and thus π(F c) = π(F )c . Because π is continuous, we deduce by Lusin’s Theorem
(cf., e.g., [23]) that π(F ) and π(F )c are both analytic subsets of the compact metrizable space E(m) , therefore π(F ) is a
Borel subset of E(m) .
If E is a Radon topological space we consider a compact metrizable space K such that E ∈ Bu(K ) and T = T (K )|E .
Again by Remark A.2.1(ii) we have T (E(m)) = T (K (m))|E(m) . If in addition E ∈ B(K ) then Em ∈ B(Km) and by (A.1) E(m) =
π(Em) ∈ B(K (m)). We conclude that (E(m),T (m)) is a Lusin topological space, provided that (E,T ) is Lusin. In order to
show that (E(m),T (m)) is a Radon topological space, it remains to prove that E(m) ∈ Bu(K (m)). Let μ be a ﬁnite measure
on (K (m),B(K (m))). As in the proof of Proposition 4.2 we consider the measure μ0 on (Km,B(Km)) deﬁned as μ0(M) :=
μ(π(M#)), M ∈ B(Km). Since Em ∈ Bu(Km), there exist E ′, E ′′ ∈ B(Km) such that E ′ ⊂ Em ⊂ E ′′ and μ0(E ′′ \ E ′) = 0. We
have (E ′′ \ E ′)# ⊃ E ′′# \ E ′# and E ′# ⊂ Em ⊂ E ′′#. Hence μ(π(E ′′#) \ π(E ′#))μ(π((E ′′ \ E ′)#)) = μ0(E ′′ \ E ′) = 0. 
Proof of Lemma 2.4. If f ∈ pBm is taking ﬁnite many values then by (A.1) f˜ ∈ pB(m) . Assertion (i) follows now by approxi-
mation.
(ii) Suppose that E is compact. By Lemma 0.2 from [15] the linear hull of C˜(E)⊗m is dense in C(E(m)) and so, using
also (i), B(m) ⊃ σ( ˜(bpB)⊗m) ⊃ σ(C˜(E)⊗m) = σ(C(E(m))) = B(m) . If E is a Radon topological space then let K be a com-
pact space such that E ∈ Bu(K ) and T = T (K )|E . By Lemma 2.3 E(m) is also a Radon topological space, more precisely
E(m) ∈ Bu(K (m)) and B(m) = B(K (m))|E(m) . Since bpB = bpB(K )|E , from the above considerations we get σ( ˜(bpB)⊗m) =
σ( ˜(bpB(K ))⊗m|Em ) = σ( ˜(bpB(K ))⊗m)|E(m) = B(K (m))|E(m) .
(iii) By (ii) it is suﬃcient to show that if m 2 and f ∈ (bpB)⊗m , f = f1 ⊗ · · · ⊗ fm , then f # belongs to the linear hull
of A0 := {h ⊗ · · · ⊗ h︸ ︷︷ ︸
m times
| h ∈ pB, h  1}. It turns out that the argument from the proof of Lemma 0.2 in [15] works in this
context. Namely, by Theorem 1.2 from [22]
∑
τ∈σm
m∏
i=1
fτ (i)(xi) =
m∏
i=1
(
m∑
k=1
fk(xi)
)
−
∑
(k ,...,k )
m∏
i=1
(
m−1∑
q=1
fkq (xi)
)
1 m−1
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∑
(k1,...,km−2)
m∏
i=1
(
m−2∑
q=1
fkq (xi)
)
− · · · + (−1)m
∑
k
m∏
i=1
fk(xi),
where
∑
(k1,...,kr)
denotes the sum over all (k1, . . . ,kr) such that 1  ki m and all ki are different, i ∈ {1, . . . , r}, r ∈ N.
Because f #(x) = 1m!
∑
π∈σm
∏m
i=1 fπ(i)(xi), we conclude that f # belongs to the linear hull of A0.
(iv) Let μ1, μ2 be two ﬁnite measures on S such that μ1(g) = μ2(g) for all g ∈ A. Note that the family A is a mul-
tiplicative class of bounded functions on S and by assertion (iii) we have σ(A) = B(S). Using a monotone class argument
(see [23, Theorem A0.6]), we conclude that μ1 = μ2. 
References
[1] L. Beznea, Potential theoretical methods in the construction of measure-valued branching processes, J. Eur. Math. Soc., in press.
[2] L. Beznea, N. Boboc, Potential Theory and Right Processes, Math. Appl. (Springer), vol. 572, Kluwer, Dordrecht, 2004.
[3] L. Beznea, N. Boboc, Feynman–Kac formula for left continuous additive functionals and extended Kato class measures, Potential Anal. 30 (2009) 139–
164.
[4] L. Beznea, N. Boboc, Measures not charging polar sets and Schrödinger equations in Lp , Acta Math. Sin. (Engl. Ser.) 26 (2010) 249–265.
[5] L. Beznea, N. Boboc, M. Röckner, Quasi-regular Dirichlet forms and Lp -resolvents on measurable spaces, Potential Anal. 25 (2006) 269–282.
[6] L. Beznea, A. Oprina, A class of subordination operators on a direct sum, Math. Rep. 12 (2010) 119–126.
[7] L. Beznea, L. Stoica, From diffusions to processes with jumps, in: Probability Theory and Mathematical Statistics, Vilnius, 1993, TEV, Vilnius, 1994,
pp. 53–74.
[8] R.M. Blumenthal, R.K. Getoor, Markov Processes and Potential Theory, Academic Press, New York, 1968.
[9] N. Bourbaki, Topologie générale, Hermann, Paris, 1961.
[10] E.B. Dynkin, Markov Processes, vols. I and II, Springer-Verlag, 1965.
[11] E.B. Dynkin, Diffusions, Superdiffusions and Partial Differential Equations, Amer. Math. Soc. Colloq. Publ., vol. 50, 2002.
[12] E.B. Dynkin, S.E. Kuznetsov, A.V. Skorokhod, Branching measure-valued processes, Probab. Theory Related Fields 99 (1994) 55–96.
[13] P.J. Fitzsimmons, Construction and regularity of measure-valued Markov branching processes, Israel J. Math. 64 (1988) 337–361. Correction noted in
Israel J. Math. 73 (1991) 127.
[14] P.J. Fitzsimmons, R.K. Getoor, Homogeneous random measures and strongly supermedian kernels, Electron. J. Probab. 8 (2003) 1–55.
[15] N. Ikeda, M. Nagasawa, S. Watanabe, Branching Markov processes I, J. Math. Kyoto Univ. 8 (1968) 233–278.
[16] N. Ikeda, M. Nagasawa, S. Watanabe, Branching Markov processes III, J. Math. Kyoto Univ. 9 (1969) 95–160.
[17] K. Janssen, On the Martin boundary of weakly coupled balayage spaces, Rev. Roumaine Math. Pures Appl. 51 (2006) 655–664.
[18] P.-A. Meyer, Renaissance, recollements, mélanges, ralentissement de processus de Markov, Ann. Inst. Fourier (Grenoble) 25 (1975) 465–497.
[19] M. Nagasawa, Construction of branching Markov processes with age and sign, Kodai Math. Sem. Rep. 20 (1968) 469–508.
[20] M. Nagasawa, A probabilistic approach to non-linear Dirichlet problem, in: Séminaire de probabilités (Strasbourg), vol. 10, 1976, pp. 184–193.
[21] E. Popa, Tensor product of standard H-cones and duality, in: Potential Theory–ICPT 94, Kouty, 1994, de Gruyter, Berlin, 1996, pp. 433–442.
[22] I.E. Ryser, Combinatorial Mathematics, John Wiley & Sons, New York, 1963.
[23] M. Sharpe, General Theory of Markov Processes, Academic Press, Boston, 1988.
[24] M.L. Silverstein, Markov processes with creation of particles, Z. Warsch. verw. Geb. 9 (1968) 235–257.
[25] L. Stoica, Local Operators and Markov Processes, Lecture Notes in Math., vol. 816, Springer, Berlin, 1980.
