Abstract. Non-rigid image registration using free-form deformations (FFD) is a widely used technique in medical image registration. The balance between robustness and accuracy is controlled by the control point grid spacing and the amount of regularization. In this paper, we revisit the classic FFD registration approach and propose a sparse representation for FFDs using the principles of compressed sensing. The sparse free-form deformation model (SFFD) can capture fine local details such as motion discontinuities without sacrificing robustness. We demonstrate the capabilities of the proposed framework to accurately estimate smooth as well as discontinuous deformations in 2D and 3D image sequences. Compared to the classic FFD approach, a significant increase in registration accuracy can be observed in natural images (61%) as well as in cardiac MR images (53%) with discontinuous motions.
Introduction
The classic free-form deformation registration model (FFD) [1] is widely used for medical image registration. Several improvements of the method have been proposed including different optimization strategies [2, 3] . Despite its popularity, little effort has been devoted to improve the accuracy of the formulation compared to other registration methods such as optical flow [4] [5] [6] [7] and the Demons approach [8, 9] .
In this paper, we address one main difficulty of the classic FFD approach, namely the conflict between the robustness of the registration and the ability to model discontinuous deformations. This conflict stems from the fact that the FFD uses a smooth B-spline basis to model the contribution of each control point to the deformation. To model global and smooth deformations a coarse control point spacing is typically used. To allow for very localized deformations a fine control point spacing is required, making the method less robust. A conventional approach to address this issue uses a coarse-to-fine approach in which the initial coarse control point mesh is successively subdivided [1] .
The standard smoothness constraints for different registration methods [1, 4, 8] assume that the transformation within a neighbourhood changes gradually since it is caused by a smooth motion. Combining the implicit smoothness of the B-spline basis and explicit smoothness constraint in the regularization, the transformation model will produce smooth deformations. As mentioned above, the control point grid spacing has a significant impact on the resulting transformation's ability to capture motion discontinuities robustly. Previous research focussed on the adaptive parametrization of the B-spline control point grid [10] [11] [12] driven by the intensity information in the images. An improved model should enable more control points to be placed in the area of the motion discontinuity.
Many other approaches to image registration have been proposed to overcome the conflict between robustness and discontinuity of the estimated motion in the field of optical flow [5] [6] [7] . Most recently, sparse coding methods have been proposed to evaluate the patch similarity between two images [13] and to constrain the transformation [14] . However there is no work ever reported to our best knowledge focused on motion discontinuity for the automatic FFD registration.
In this paper, we introduce a sparse representation for free-form deformations to estimate the transformation inspired by [13, 14] . This simple model uses the standard smoothness constraints and only imposes one assumption on the deformation, namely that the basis of the deformation is sparse in the parametric space. The assumption is generally true because the deformation between images is usually simpler than the actual images themselves. We use a multilevel FFD to represent the deformations in a parametric form. As can be seen from Figure 1 , the sparsity assumption holds in general for multi-level FFDs with different control point spacings. Based on this assumption, we formulate the registration of two images using a sparse multi-level FFD representation of the control points. We introduce a regularization term to impose smoothness at each level and a sparsity term to enforce coupled multi-level sparsity.
The novelty and contributions of this paper are the introduction of a sparsity model that avoids the a priori selection of an appropriate control point grid spacing. Furthermore, the approach reduces the conflict between global smoothness and local detail of the transformation by optimizing over the different FFD levels simultaneously with a sparsity constraint. These advantages allow for the robust estimation of deformation fields in the presence of discontinuous motion. We refer to this new approach as sparse free-form deformation model (SFFD). In the evaluation, we demonstrate that the proposed method can consistently capture localized motion with high accuracy.
Classic free-form deformation model
In the classic FFD registration [1] , a non-
T is represented using a B-spline model in which the deformation is parameterized using a set of control points
where B denotes the matrix of the B-spline basis functions. To find the optimal deformation between two images, the registration minimizes an energy functional E written as a function of ψ, which is typically a combination of two terms
The term E D is a data constraint measuring the similarity between the target image I t and the transformed source image I s • φ. The term E R is a regularization constraint that enforces a smooth transformation. The energy function is typically minimized using gradient descent approaches [2] or discrete optimization approaches [15] .
Sparse free-form deformation model
To be able to deal with large, global deformations and to improve the robustness, the classic FFD registration uses a multi-level approach: First, the optimal registration parameters are determined for a control point grid with large spacing. The grid is then successively subdivided to capture local deformations [1] . This requires an a-priori choice of the initial and final control point spacing. Furthermore, each level is optimized separately and once a level has been optimized it is no longer updated, leading to suboptimal registration results as can be seen in Figure 2 . It was suggested in [14] that a realistic transformation can be easily embedded into a sparse representation. We postulate that an automatic selection of control points across different levels can be achieved by optimizing all FFD levels simultaneously while using a sparsity constraint. 
Sparse free-form representation of transformation
In this section, we propose to estimate the transformation φ with a sparse representation of the control points ψ. We use a m level FFD representation [10] ,
T , as it is well suited for sparse representations. Accordingly, we utilize a multi-level B-splines basis B = [B 1 ...B m ]. The transformation φ is computed as in eq. (1) with the above redefinitions of ψ and B. As illustrated in Figure 1 , a typical FFD is likely to be sparse in this representation.
Basis pursuit denoising [17] is a mathematical optimization problem that balances the trade-off between sparsity and reconstruction fidelity. In the context of image registration, the problem can be formulated as:
where the first term corresponds to the sum of squared differences (SSD) between the target and the transformed source. The second term enforces sparsity of the solution ψ. In general, an arbitrary (dis)similarity measure can be utilised in the data term E D (I t , I s • φ), including information theoretic measures such as mutual information (MI) or its normalized counterparts (NMI) [18] . Following these principles, we propose a novel registration approach, namely the sparse free-form deformation (SFFD) model as arg min
with constants λ R , λ S ∈ IR + weighting the regularization term and the sparsity term, respectively. Note that the regularization term imposes smoothness at each level of the multi-level FFD independently, while the sparsity term enforces coupled multi-level sparsity. This allows us to actively determine the importance of the control points across all levels in a joint manner, not independently as in the classic FFD framework. This strategy allows us to estimate deformations fields robustly and to preserve motion discontinuities, as it will be seen in the experimental validation. The SFFD model has the same computational complexity order as the classic FFD model.
We optimize eq. (3) using the interior point method of [19] that uses a log barrier function to make the sparsity term differentiable. The parameter λ S is normalized between the data and the sparsity terms using the finite convergence to zero property. That is, for the L 1 -regularized least squares problem, convergence is achieved for a finite value λ max of λ S . The value of λ max can be determined using eq. (10) in [19] . In our experiments we use:
For completeness, the reader will find the partial derivatives of the similarity measures with respect to ψ in [20] for the SSD and in [2] for the NMI.
Results

Datasets
In this work, we have evaluated the proposed SFFD against the classic FFD model on four different datasets. The datasets we have used for evaluation include the Middlebury benchmarking dataset, 2D cardiac MR images with synthetic smooth (cardiac A) and discontinuous motion (cardiac B), and 3D cardiac MR image sequences (cardiac C). For basic benchmarking we have used six pairs of 2D greyscale natural images from the Middlebury benchmark's training dataset [16] . The Middlebury benchmark's dataset contains deformations with multiple independently moving rigid objects and background. For the dataset the ground truth deformation between each pair of images is available.
In addition, we have tested our approach using 2D and 3D cardiac MR images. For the 2D cardiac MR images a synthetically generated transformation has been applied to the images using sin function as proposed in [21] . A single sin function is used to generate a group of 10 data with smooth motion using different magnitudes and frequencies. Also, a set of 10 discontinuous motions is generated where multiple sin functions are fused into a discontinuous motion using segmentation information which can be seen in Figure 2l . The registration recovers the synthetic motion between the original image and the transformed image. For the above datasets, average error between the ground truth deformation and the deformation obtained after registration is measured.
We have also used 3D cardiac cine MR images from 13 normal volunteers to assess the proposed registration framework. The image resolution is 1.25×1.25× 8mm. We estimate the accuracy based on the tracking of myocardial boundaries of the left ventricle. Manual segmentation of endo-and epicardial surfaces are provided at both end-diastolic and end-systolic phases by a clinician. We then register the end-systolic (ES) phase directly to the end-diastolic (ED) phase. We evaluate surface distance between propagated myocardial surface and manual myocardial surface at end-systolic phase.
Implementation details
During the optimization of the classic FFD, we use seven different levels of image resolution. The coarsest level has a size of around 64 voxels in each dimension. We use B-spline interpolation as evidence suggests that B-spline based interpolation is superior than linear interpolation [7, 2] . The coefficient for the smoothness penalty λ R is set to 0.001 as in the original paper [1] for the NMI and 1 for the SSD due to the magnitude of the similarity metric.
One of most crucial parameters of the classic FFD registration is the control point grid spacing. We create a spacing at each image pyramid level by subdividing previous level's FFD. We have evaluated different initial control point spacings at the coarsest level varying from 512mm to 64mm where the final spacings at the final level varies from 8mm to 1mm. For the SFFD, we use a multi-level FFD with the coarsest level having a control point grid spacing of 64mm and finest level having a spacing of 1mm. The coarsest level should be reasonable according to data and the finest level should be around voxel size to embed a dense deformation. The number of image pyramid levels and the smoothness penalty are the same for both methods. Finally, NMI is used as similarity measures for the 3D cardiac MR images and SSD is used for the 2D cardiac MR images with simulated motion as well as for the Middlebury benchmark.
Evaluation
For the classic FFD, different spacing leads to significantly different results as showed in Table 1 . Moreover, different datasets require different initial spacings to achieve best performances. It can be seen from the final column in Table 1 that the SFFD is robust against the choice of λ N S compare to the choice of spacing in FFD. There is little need to adjust λ N S across datasets to achieve near very good performance for individual data.
The median results using the multi-level FFD representation without sparsity constraint where λ N S = 0 are 0.68mm,0.025mm,0.072mm and 1.74mm for Middlebury and cardiac A,B,C datasets respectively. Thus all datasets benefit from the sparsity constraint with a consistent increase in registration accuracy. Moreover, the SFFD exhibits a significant improvement against the best results from the classic FFD where discontinuous motion presents. The improvement is most significant against ground-truth from the Middlebury dataset and from the 2D cardiac MR image dataset with synthetic discontinuous motion. An increasing ability to capture discontinuous motion while maintain robustness over smooth regions can be confirmed from a visual comparison in Figure 2 . Finally, in the 3D cardiac MR image sequences, we witness a limited improvement, 1.54 ± 0.32 vs 1.68 ± 0.28, in the result. Due to the lack of an objective ground truth, we measured the errors only on the LV myocardial surfaces, and hence it can only partially demonstrate the registration accuracy.
Conclusion
In this paper, we have developed a sparse free-form deformation model for registration which addresses some most important short-comings of the original FFD registration model. Control points across different FFD levels has been optimized simultaneously using a sparse representation. Compared to the classic FFD, the SFFD requires less parameter tuning across different datasets. The user no longer needs to choose an appropriate control point spacing apriori. Our experiments have shown a consistent improvement compared to the original FFD aproach. The most significant improvement can be observed in Middlebury dataset (0.61 ± 0.22 vs 0.24 ± 0.27) and Cardiac B experiment (0.045 ± 0.016 vs 0.021 ± 0.005) where the deformation field exhibits both smooth and discontinuous motion.
