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ABSTRACT 
 
There are many factors that affect data throughput among which is the operating system. Other factors include cable 
technology used, network adapter, speed and scalability of hub or switch used. Data throughput from a network 
user‟s perspective is solely dependent on the network hardware. In this work, it could be seen that the network 
operating system running on a network and the file system of the network operating system have a lot to do with 
data throughput.  A consideration is made of data throughput for common Microsoft operating systems used in 
network environments. The reason for this is not far fetched; Microsoft operating systems are used in more than 
90% of small to  medium networked systems all over the  world. Most users do not have rationale  for using  a 
particular OS. At best they use an OS because it is the latest version. This may not necessarily be a good way of 
choosing. The results obtained in this work is a prove of this fact. 
 
Keywords: Data throughput, operating systems, file systems, LAN(Local Area Network), NIC (Network Interface 
Card). 
 
 
1.  INTRODUCTION 
Most network users have the notion that network speed depends solely on speed of hardware devices such as cable 
technology, hubs and switches and network interface card. Data throughput, which is the measure of actual data 
packet reaching the destination, is the real issue. Network devices speed specifications and data throughput can be 
likened to the speed limit on a highway as follows: If the speed limit on a highway is specified at 100 KM per hour, 
then a car can go at a maximum of 100 KM per hour. However, this analogy does not mean that a 200 KM distance 
will take exactly two hours from beginning to end. This is because it is possible for traffic to be heavy on a given 
day, which may delay the car by say 20 minutes, thereby making the total travel time 2 hours 20 minutes. Similarly, 
it is possible that another car taking an alternative traffic route with a speed limit of 90 KM per hour could cover 200 
KM faster despite traveling at a reduced pace. As a result, it is the overall performance of the car (of which speed is 
only an element) that establishes how fast the car can travel between theoretical points.  
A similar comparison can be made for network speed [2]. The network speed of a network may not be a true 
reflection of how fast information is transferred between devices on the wired or wireless medium, what is important 
is data throughput [1]. Data throughput is defined in bits per second. A lot of factors are responsible for data 
throughput over a network [5]. The physical devices themselves are affected by some physical phenomena [3,5]. 
This study reveals that a 10/100mbps LAN may run at as low as 0.47mbps. The speed is also affected by the 
configuration of the systems used. None of the Operating systems and file systems combinations used had up to 
1mbps throughput. This shows that operating system and file systems need some improvement to take full advantage 
of high bandwidth of LANs [4]. It has even been shown that choice of NIC driver can impact on network speed [6]. 
Also in this work it was discovered that the data transfer rate on a local area network as compared with the transfer 
of data on another local area network on which the computer hardware configuration on both LANs are the same but 
with different operating systems may differ considerably.  
 
2.  REVIEW OF RELEVANT WORK 
Yoram Solomon in [1] shows that the amount of information that can be transmitted across an 802.11 interface is 
often interchangeably referred to as “signalling rate,” “data rate” or throughput.” He further shows that these terms 
all have different meanings and are not interchangeable. The 802.11b standard is considered to have a signalling rate 
of 11 Mbps, while the 802.11a and 802.11g standards are considered to have up to 54 Mbps. A distinction was made 
between  these  terms  and  he  shows  that  the  signalling  rates  of  these  standards  are  11  Mbps  and  54  Mbps, IJRRAS 4 (2) ● August 2010  Oladosu & Adetunji ●  Data Throughput Measurement Over  10/100mbps Lan 
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respectively, but that the actual data throughput, which is the real care about, is much lower than that. In [2], we 
learn that regardless of protocol, an application‟s transmission rate or throughput is always dependent upon data 
packets or frames actually reaching their final destination. 
The literature in [3] reveals that the throughput performance of a structured cabling system is affected by a number 
of impairments introduced into the channel by the system components and their surrounding environment. They 
include · Dispersion · External Noise · Delay Skew · Attenuation · Impedance Mismatch/Return Loss · Near-End 
(NEXT) & Far-End (FEXT) Crosstalk. All of these potential impairments can cause bit errors, which can reduce the 
overall throughput of a structured cabling system channel. In [4], the author describes methods of optimizing a 
client/server  network  file  system  to  take  advantage  of  high  bandwidth  local  area  networks  in  a  conventional 
distributed computing environment. The authors in [5] analyze the I/O performance of a distributed parallel storage 
system under several network and distribution configurations. We understand from [6] that the choice of LAN driver 
affects network speed. The closest reviewed paper in the course of this work [7] compares efficiency of Linux 
operating system to that of Microsoft operating systems. All versions of Linux outperformed Microsoft OS in rate of 
data transfer. 
 
 
3.  RATIONALE FOR THE RESEARCH 
Data throughput is a major concern to users of networked systems be it LAN or WAN/ Intranet or Internet. The 
speed of a network may not be a true reflection of the speed of the devices on the network such as wire, NIC and 
switch, what is important is the rate of data transfer in real time. That is what calls for research into other factors 
affecting the speed of data transfer in a network such as operating system as considered in this work. Although a lot 
of work has been done in this direction as can be seen in the reviewed papers, however, none is known to us to have 
experimented extensively with effect of different Microsoft operating systems and file systems on network speed as 
the major options for most networked system. This is the direction in which this work is unique. 
 
4.  METHODOLOGY 
This research was carried out on a local area network at the simulation lab, Computer Science and Engineering 
Department,  Ladoke  Akintola  University  of  Technology,  Ogbomoso,  Nigeria  with  the  following  hardware 
configuration: 10/100 MBps D-link switch, 10/100 MBps Network Interface Card (NIC), Category 5e cable. 
Two sets of experiments were carried out; one on a peer-to-peer network (Systems A and B) and the other on a 
client-server  configuration  network.  For  the  peer-to-peer  network,  the  systems  have  the  following  hardware 
configuration: System A/ System B, Intel Pentium IV 2.6 GHz, 512MB Ram, 80GB of hard disk capacity. The same 
configuration of systems was used as client in the client-server configuration. 
   
4.1 Network Traffic Monitor 
A program was written in Delphi to trap the time it takes to transfer a known data size and calculate the download 
rate. This program initiates the transfer of data from one system to the other over a network, automatically traps the 
exact time it takes to transfer the file and gives the rate at which the file was transferred depending on the traffic and 
peak values of the network. Data folders of already known sizes were packaged and saved on the desktop for easy 
access.  
The program is made of two forms, one taking care of the data transfer and time trapping and the other reading the 
network traffic, peak values, average download rate and the total size of file being uploaded from or downloaded to 
the system. 
 
4.1.1  The Copying Form 
In the Copying form (Figure 1), we have a timer, taking care of the timing events. Also you specify the source of the 
file to be copied and the destination of the file and then click the „copy‟ button. This button starts the transfer of the 
file over the network from the specified source to the specified destination. Once the file has been copied, it displays 
the „start time‟ and the „finish time‟ of the transfer from which the time taken can be calculated. 
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Figure 1: The Copying Form 
 
 
4.1.2  The Network Traffic Form 
The network traffic  monitor form (Figure 2) has  several  fields. The  help  field  gives  some  useful  hints on the 
program like some definitions and some useful points on networks. The about...  field tells a little about traffic 
monitor systems. The traffic monitor unit gives the description of the network adapter, the MAC address, the speed 
of the network and the upload and download rate for transfers both done locally and over the network. This form is 
launched at the same time the copying form is launched, and while the copying is going on, shows the download rate 
and all other needed information. 
 
 
Figure 2: The Network Traffic Monitor Form 
The following methods were employed in this study: 
 Transfer of various data sizes on a peer to peer network (Table 1). 
 Transfer of various sizes of data on a client to server network (Table 2). 
 Average throughput was measured for various operating systems and file systems as shown in Tables 3 and 4. 
For each experiment listed in tables 1 and 2, ten incremental data sizes were transferred as follows: 10MB, 20MB, 
30MB, 40MB, 40MB, 50MB, 60MB, 70MB, 80MB, 90MB and 100MB. Data transfer rate for each experiment is 
computed as follows: IJRRAS 4 (2) ● August 2010  Oladosu & Adetunji ●  Data Throughput Measurement Over  10/100mbps Lan 
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j
j i Time
j
Rate
10 * 10
1     
Where  i Rate  is the average data transfer rate in MB/s for experiment i. The lists of these averages are shown in 
tables 3 and 4. 
  j Time  is the time taken in seconds to transfer the j
th data size. 
Table 1: Peer- to- Peer Experimental Setup 
System A  System B 
1. Win XP/FAT 32  Win XP/FAT 32 
2. Win XP/ NTFS                                                     Win XP/FAT 32 
3. Win XP/NTFS                                                      Win XP/ NTFS 
4. Win XP/NTFS                                                      Win2000 Prof/ NTFS 
5.Win2000 Prof/NTFS                                             Win2000 Prof/ NTFS 
6.Win XP/FAT32                                                      Win2000 Prof/ NTFS 
7. Win 2000 Prof/NTFS                                          Win XP/FAT32 
8.WinXP/NTFS                                                        Win2000 Prof/FAT32 
9. Win 2000 Prof/ FAT32                                         Win XP/ NTFS 
10. Win XP/FAT32                                                    Win2000Prof/ FAT32 
11. Win2000 Prof/FAT32                                          Win XP/FAT32 
12. Win2000/NTFS                                                   Win2000 Prof/ NTFS 
13.Win2000 Prof/NTFS  Win2000/FAT32 
14. Win2000 FAT 32                                                  Win2000/NTFS 
15. Win2000 ProF/FAT32                                          Win2000 Prof/FAT32 
16. Win XP FAT 32                                                            Win XP NTFS 
 
Table 2: Client-Server Experimental Setup 
System A  System B 
1.  Win2000Prof/ NTFS  Win2003 server 
2.  Win2000Prof/ fat32  Win2003 server 
3.  WinXP/NTFS  Win2003 server 
4.  WinXP/FAT32  Win2003 server 
 
5.  RESULTS 
In the peer-to-peer experiments, table 3, it was observed that transfer of data when the operating systems are using 
different file systems shows significant inefficiency.  The fact that experiments 11 and 15 have the same and 
highest average throughput compared with Experiment 12 shows that FAT32 is more efficient than NTFS in data 
transfer. Considering the efficiency of the different operating systems; comparing experiments 15 and 1 shows 
that Windows 2000 Professional is more efficient than Windows XP in data transfer. It can be perceived that the 
fact that experiments 11 and 15 had the same average throughput is due to the fact that Win 2000 Prof is the 
source of the data being transferred. From figure 4, it can be seen from experiments 7 and 10 that there is a slight 
fluctuation in data throughput as the size of data being transferred increased.  
Experiments 1,2,5,6,8,9,12,13 and 16 show improved throughputs as size of data to be transferred increased. 
Experiments 3, 4, 11, 14 and 15 showed slight decreases in throughput as size of data being transferred increased. 
It can thus be concluded, that throughput slightly improved on the average as data to be transferred increased in 
size. 
In the Client-server configuration in Table 4 and Figure 5, it is observed that windows 2000 professional using 
FAT32 (Experiment 2) performed best as client. Figure 5 also reveals that data throughput varied as data size 
transferred increased. It can be seen that windows 2000 professional using FAT 32 performed best under the 
client-  server  environment.  As  the  data  being  transferred  increased,  data  throughput  improved  and  this  was 
maintained as the data kept increasing. 
Table 3 and Figures 3 and 4 show that windows 2000 professional using FAT32 performed best under per-to-peer 
configuration. It can be seen from Table 4 and Figures 5 and 6 that windows 2000 professional using FAT 32 
performed best under the client- server environment. It is observed that of all the operating systems considered, 
windows 2000 professional using FAT32 performed best with the highest throughput. IJRRAS 4 (2) ● August 2010  Oladosu & Adetunji ●  Data Throughput Measurement Over  10/100mbps Lan 
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Table 3:  Average Data Transfer Rates for Peer-to-Peer Experimental Setups 
Experiment  Rate(MBPS) 
Exp1  0.56 
Exp2  0.49 
Exp3  0.47 
Exp4  0.56 
Exp5  0.52 
Exp6  60 
Exp7  52 
Exp8  60 
Exp9  57 
Exp10  67 
Exp11  79 
Exp12  51 
Exp13  58 
Exp14  59 
Exp15  79 
Exp16  51 
Configuration for Experiments 1 to 16 are listed in Table 1 
Table 4: Average Transfer Rates for Experimental Setups B 
  Rate(MBPS) 
Exp1  0.59 
Exp2  0.66 
Exp3  0.47 
Exp4  0.47 
 
Configuration for Experiments 1 to 4 are listed in Table 2 
 
Figure 3: Graphical Analysis of Peer-to-peer Experimental Results 
Configuration for Experiments 1 to 16 are listed in Table 1 
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Figure 4: Change in Throughput as Data Sizes are Varied in Peer-to-peer Experiments 
Configuration for Experiments 1 to 16 are listed in Table 1 
 
 
Figure 5: Graphical Analysis of Client-Server Experimental Results. 
Configuration for Experiments 1 to 4 are listed in Table 2 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Exp1 Exp2 Exp3 Exp4
Experimental Setups
A
v
e
r
a
g
e
 
T
r
a
n
s
f
e
r
 
R
a
t
e
(
M
B
P
S
)
Chage in throughput as data sizes are Varied
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1 2 3 4 5 6 7 8 9 10
Data sizes (in 10MB)
D
a
t
a
 
T
r
a
n
s
f
e
r
 
R
a
t
e
s
 
(
M
B
P
S
)
Exp1 Trasfer rate(MB/s)
Exp2 Trasfer rate(MB/s)
Exp3 Trasfer rate(MB/s)
Exp4 Trasfer rate(MB/s)
Exp5 Trasfer rate(MB/s)
Exp6 Trasfer rate(MB/s)
Exp7 Trasfer rate(MB/s)
Exp8 Trasfer rate(MB/s)
Exp9 Trasfer rate(MB/s)
Exp10 Trasfer rate(MB/s)
Exp11 Trasfer rate(MB/s)
Exp12 Trasfer rate(MB/s)
Exp13 Trasfer rate(MB/s)
Exp14 Trasfer rate(MB/s)
Exp15 Trasfer rate(MB/s)
Exp16 Trasfer rate(MB/s)IJRRAS 4 (2) ● August 2010  Oladosu & Adetunji ●  Data Throughput Measurement Over  10/100mbps Lan 
 
 
205 
 
 
Figure 6: Data Transfer Change as Data sizes are Varied in Client-Server Experiments 
 
Configuration for Experiments 1 to 4 are listed in Table 2 
 
 
6.  CONCLUSION AND RECOMMENDATION  
 
It is evident  from  the above experimental analysis that the  type of operating system and its  file system  has 
significant impact on data throughput or data transfer over a network. It is recommended that a small office, 
university department intending to set up a small network having a peer to peer configuration should use Win2000 
professional having FAT32 as its file system and that this operating system should be installed on all the systems 
on that network. However this does not take into consideration security issues since this may not be a major 
concern in a peer-to-peer network. The major consideration is the efficiency of the network in terms of data 
throughput. 
It is further recommended that in a client to server network configuration, Windows 2000 professional should 
be installed on all the clients so as to improve data transfer across that network. 
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