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Resumo 
:\este trabalho estudamos condições de estabilidade para os Referenciais 
de Frenet de aplicações <P: M 2 --> (F(n), ds2\=(>.,)· .\1ostramos que os Ref-
erenciais de Frenet apesar de holomorfos, não são estáYeis relatiYlillJ.ente a 
um conjunto de métricas de tipo BoreL inclusive a métrica de Killing. Ver-
emos antes alguns resultados de aplicações harmõnicas: geometria complexa 
de F(n): correspondência entre torneios e estrutura quase complexa numa 
mriedade bandeira. 
Abstract 
In this work we study the stability conditions for EelJ.s... 1\'ood maps ó : 
.\12 _, (F(n), ds~=(>.,)· We show that Eells-\Yood maps are holomorphics, 
but are not stable relatively to a field of Borel type metric, indude the killing 
metric. We will see at the beging some results of harmonic maps, complex 
geornetry, correspondence between tournarnents and quasi-complex structure 
in a fl.ag manifold. 
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Introdução 
Seja cj; : (M, g) -+ (N, h) uma aplicação suave entre duas Variedades 
Riemannianas. A energia de cj; é dada por E(cj;) = JM(l/2)ldc/JI2v9 . Temos 
que cj; é harmônica se e somente se cj; é um ponto crítico da energia. 
Neste trabalho estudamos alguns aspectos das aplicações harmônicas en-
trevariedadesbandeiraF(n) = {(L1 , ... ,Ln),Li ..L LJ '<li =fj, e ffiLi = ICn}. 
Eells e Wood mostraram em [[5]] que podemos escrever cj; : ( h0 ( z), ... , hn ( z)) : 
M-+ F(n), onde h: M--. cpn-1 . Estas aplicações são chamadas de Refer-
enciais de Frenet. 
Dada uma aplicação cj;: (1r1o ... , Kn): (M, q)-+ (F(n), ds7,=(À;J)' escreve-
mos a energia de cj; como E(cj;) := JM 2::iJ .\JIA112v9 . Demonstramos então 
a: 
(Segunda Variação da Energia) Sejacj; = (1r1 , ... ,Kn): (M2,q)-+ (F(n),dsA=À,,) 
uma aplicação harmônica. Então: 
Esta expressão nos permitiu mostrar os resultados que seguem sobre es-
tabilidade de maneira simples. 
Chamamos cj; estável se I~(q) ~O para qualquer variação q: M-+ u(n). 
Mostramos que os Referenciais de Frenet não são estáveis em relação a 
algumas métricas de tipo Borel, incluindo a métrica de Killing: 
Teorema: Seja 1jJ: (1r1 , ... 1rn): M 2 -+ (F(n),J,ds7,,=(.\;
1
)) uma aplicação 
de Eells Wood. Consideremos N = (,\;J) a seguinte pertubação da métrica 
de Kahler (A= (Àij): 
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, . . { À;J se j = i + 1 À (t<J)= 
'J · · (n-l)(n-2) À;J - Ek, Ek 2:: O para J f z + 1, 1 :s; k :s; 2 
onde A = (À;J) é métrica de Kahler. Então 1/J não é estável. 
Corolário: Seja 1/J: (1r1 , ... Kn): M 2 -+ (F(n), J, métrica de Killing) uma 
aplicação de Eells-Wood. Então 1/J não é estável. 
No capítulo 1 vemos alguns resultados preliminares sobre aplicações har-
mônicas tendo como base a monografia feita por Eells e Lemaire [4]. No 
capítulo 2 estudamos a geometria complexa de uma variedade bandeira. No 
capítulo 3 demonstramos uma importante correspôndencia 1:1 entre torneios 
e estruturas quase complexas em variedades bandeiras, feita pela primeira 
vez por Burstall e Salamon em [3]. Ainda no capítulo 3 estudamos os Ref-
erenciais de Frenet com base no trabalho de Eells-Wood [5]. Terminamos 
nosso trabalho com o estudo da estabilidade de aplicações harmônicas entre 
variedades bandeira, com base no trabalho do orientador Negreiros [15]. 
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Capítulo 1 
Aplicações Harmônicas 
1.1 Aplicações Harmônicas 
Sejam (M,g) e (N,h) duas variedades Riemannianas compactas, conexas, 
orientáveis e sem bordo, m e n suas respectivas dimensões. Seja rjJ : ( lvl, g) -+ 
(N, h) uma aplicação suave. Denotaremos por ldr/JI sua norma em um ponto 
x de M, induzida pelas métricas g e h, isto é, a norma Hilbert Schimdt da 
aplicação linear drf;( x). 
Se (xi) e (u"') são coordenadas locais numa vizinhança de x e rjJ(x) re-
spectivamente temos: 
onde ( rf;'t) = ( ârjJ"' / fJxi). 
Observemos que ld4W pode ser visto como o traço de rjJ'h calculado com 
respeito a g: 
8 
ld4>1 =< g, çl>*h >=< g, çi>*h >. 
Definição . A densidade de energia de q, é a função e( q,) - l/2ld4>1 2 A 
energia de 4> é o número real E(çi>) = JM e(çi>)vg. 
Podemos notar que para qualquer aplicação temos E ( q,) 2: O e que E ( q,) = 
O = q, é constante. 
Definição . : A aplicação q, : M _.. N e dita harmônica = é um ponto 
crítico da energia, isto é, para todo v E C(q,- 1TN) temos DvE(q,) = O, 
onde DvE( 4>) é definido como segue: para um dado v, considere a famÍlia de 
aplicações q,, tal que 4>0 = q, e 8çi>,j8tl 1=o v. Tomando çi>1(x) = exp</>(x)tv, 
teremos DvE(çi>) = dE(ç!>,)/dtlt=O· 
Teorema 1.1.1. Uma aplicação q, : M --+ N é harmônica = satisfaz a 
fXJ.Uação de Euler-Lagrange \7 dçi> = T( q,) = O, onde \7 dq, é chamada campo 
tensorial de q,. 
Demonstração: Para qualquer família q,, com C/Jo = q, e 8çi>,j8tl1=o temos: 
1,E(çi>,)lt=O - 1, JM e(çi>,)vglt=D 
- 1/2 IM g, < dq,, dçl>, > vglt=O 
- IM< \la;&tdç!>,,dq,, > vglt=O 
onde dçi>1 é a diferencial de <I> = q,, ao longo de M, t é fixo e \7 &/&t é a 
derivada covariante em T*(M x R) Q9 <I>-1TN. 
Para X E TM, temos: 
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Temos assim: 
dE(</>,) I 
-a;- t=O JM < V~';,d<Pt > v9 lt=O 
JM < dv,d</Jt > Vg 
- JM<v,d*d<f;>v9 
-JM<v,rq,>v9 
Se <P é harmônica então <j; = O para qualquer X e T<f> = O. 
Exemplo 1.1.1. A aplicação identidade I: (M,g)-+ (M,gl é trivialmente 
harmônica. 
Exemplo 1.1.2. Se N=R, a aplicação harmônica f : (M, g) -+ R é uma 
função harmônica. 
Exemplo 1.1.3. SeM é o circulo S\ a aplicação <P: S1 -+ (N, h) é harmônica 
= <P é uma geodésica parametrizada pelo comprimento de arco. De fato, 
a equação r(</;)= O reduz-se a \1 <t'<P' =O. 
Definição . : Para uma aplicação <P : ( M, g) -+ ( N, h) a forma quadrática 
\1 d<j; é chamada segunda forma fundamental da aplicação <f;. 
Proposição 1.1.2. Para X, Y E C(TM) temos: 
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\Jdcj;(X, Y) = \Jr'TN dcj; · Y dcf;(\JljY) 
Basta observar que \Jdcj;(X, Y) = (\Jxdcf;)Y. 
Corolário 1.1.2.1. \7 x(dcf;) é simetrico, i. e., para todo X, Y E C(T M) 
temos V' dcj;(X, Y) = \7 dcj;(Y, X). 
Demonstração: Como \JM e 'VN tem torsão nulas, temos: 
V'dcj;(X,Y) \Jdcf;(Y,X) - \JÇTN(dcf;·Y)-\Jr'TN(dcf;·X) dcj;(\JljY-\J~x) 
dcj; · [X, Y] - dcj; · [X, Y] = O 
Isto mostra em particular que \7 dcj; é de fato uma forma quadrática em 
cada ponto x E M, visto que para X, Y E C(T M) e f E C(M), temos 
\Jdcj;(JX,Y) = (V'txdcf;)Y = f'Vdcj;(X,Y) e \Jdcj;(X,JY) = (V'tv.X) = 
f\Jdcj;(X, Y). 
Corolário 1.1.2.2. Para qualquercj; E C(M, N), a 1-formadq) E A1 (cj;-1TIV) 
é fechada. 
Corolário 1.1.2.3. Uma aplicação cjJ : (M, g) --> (N, h) é ~armônica se e 
somente se é 1 forma harmônica com valores em cj;-1TN. 
Definição . A curvatura média da imersão é o traço da segunda forma fun-
damental dividida por m= dim M. 
Temos o seguinte resultado: 
Proposição 1.1.3. Uma imersão Riemanniana é harmônica se e somente 
se é mínima/. 
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Considere a curvatura média de if;, ou seja, (1/m)trace'Vdif; = (1/m)T(cp). 
Esta é uma seção de q,-1TRn que é normal a imagem de N, logo é vista como 
uma seção do fibrado normal V(N, M). Sua derivada covariante é definida 
como a projeção em V(N,M) de sua derivada em q,-1TRn, e a denotaremos 
por 'VJ.((1/m)tr'Vdif;). 
Definição . if; tem curvatura média constante se 'VJ.((1/m)tr'Vdif;) =O. 
Esta condição é equivalente a 1((1/m)tr'Vdif;)l ser constante. 
1.2 Variedades quase Kahler 
Definição . M é chamada variedade quase complexa se é uma variedade real 
com um campo de endomorfismos J de TM tal que J2 =-I. 
Seja M uma variedade quase complexa. M tem dimensão par e suas duas 
secções tem dimensão m = dimnM/2 = dimcM. Denotaremos por TeM 
o fibrado tangente complexificado cuja fibra em x é TxM@ C, e por JC o 
respectivo operador complexificado definido por: 
J/·: r;M ----+ T";M 
u + v=Iv ----+ lxu + vCTlxV 
Como J2 =-I seus autovalores são A e -.JI. Denotaremos seus auto 
espaços associados por T' M (fibrado tangente holomorfo) e T" M (fi brado 
tangente anti-holomorfo). Logo TeM = T' M EB T" M. Observemos que 
T"M = T'-M (complexo conjugado). Esta decomposição induz um dual 
T*c_TVf =T*'MEBT*"M, com T;'M = (T~l'vf)* e T;"M = (T!;M)*. 
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Suponhamos M com uma métrica quase Hermitiana, isto é, uma métrica 
Riemanniana tal que g(JX, JY) = g(X, Y). Desta forma g induz uma for-
ma Hermitiana em T'M, associando a X, Y E T~ o número g(X, Y). Se 
(BJ)j=l, ... ,m é um referencial local em T*'M, escrevemos g = 9jkBJifk. 
Definição . : A forma de Kahler w em TM é w(X, Y) = g(X, JY). A forma 
de Kahler é uma 2-forma com componentes wjk = -igjk· 
Definição . : Uma variedade quase Hermitiana (M, J, g) é chamada quase 
Kahler se dJJJ = O. 
Seja cjJ: (M, J, g)-+ (N, J, h) uma aplicação suave entre variedades quase 
Hermitianas. Sua diferencial complexificada de cjJ : ye M -+ TeM determina 
varias diferenciais parciais por composição com as inclusões em T'M e T"M 
em TeM e as projeções de TeN sobre T'N e T"N. Definimos assim: 
acj; T'M-+ T'N 
{jcj; T" 1\1 -+ T' N 
o {fi T'M-+ T"N 
i) (fi T"M-+ T"N 
Podemos notar que iJ(fi = ocj; e 8(fi = iJcj;. Ternos por construção 
Definição . : Uma aplicação cjJ é chamada holomorfa (antí-holomorfa) -Ç=? 
J o ddJ = dcj; o J ( J o dcj; = - dcj; o J). cjJ é ± holomorfa se cjJ é holomorfa ou 
anti-holomorfa. 
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Nota-se que <jJ é holomorfa se e somente se fJ<P O e <jJ é anti-holomorfa 
se e somente se o<jJ O. 
Usando as estruturas quase Hermitianas de M e N definiremos agora as 
densidades parciais de energia de <jJ como: 
e'(<P) I8<PI 2 
e"(<P) - i&<PI 2 
g{j h _ A,a ;i3 aí3'+'1 o/J 
- gi) haíi<P't1Jj 
onde <bf ( <b'J) é a matriz de representação de o<jJ ( &) no referencial local 
escolhido. 
Temos e(<b) = e'(<b) + e"(<jJ). 
Seja M compacta e definamos: 
E'(<b) JMe'(<P)v9 
E"(<P) - JMe"(<b)v9 
E(<jJ) E'(<P) + E"(<b) 
Observe que <jJ é holomorfa se e somente se E'(<P) =O e anti-holomorfa se 
e somente se E"(<P) =O. 
1.3 Teorema de Lichnerowcz 
Demonstraremos nesta seção o Teorema de Lichnerowcz que nos será muito 
útil nos próximos capitulas. 
Lema 1.3.1. Se wM e wn representam as formas de Kahler em Me N, então: 
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Demonstração: Com o referencial acima temos 
Lema 1.3.2. (Lema da Homotopia) Seja <j;, : M ---> N uma famüia de 
aplicações suaves entre variedades diferenciáveis M e N, parametrizada por 
t, e seja w uma 2-forma fechada em N. Então: 
onde i(X)w denota o produto interior do vetor X com a 2-forma w. 
Demonstração: Como dw=O, em M temos d(<f;;w) =O para todo t. Considere 
a aplicação suave <I>: R@ M---> N, definida por .P(t, x) = <j;,(x). Seja Da 
diferencial exterior em R@ N. Temos D(.P*w) =O. 
Afirmamos que .P*w = q;; + Dt 11 <P;(i(o<j;,jot)w). 
De fato, para quaisquer X, Y E C(TM) temos: 
.P*w(X, Y) = w(d.P ·X, d.P · Y) = w(d<j;, ·X, d<j;, · Y) = <j;*w(X, Y) 
e Dt(X) =O. 
Para X E C(TM) temos: 
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il>'w(g, X) 
e ,p;w(ojot, X)= o. 
Temos assim: 
O D( il>'w) 
w(~';,d<I> ·X) 
(i( 8t,' )w)(dtjJ, ·X) 
,p;(i( 8t,')w)X 
- Dt 1\ ,p; (i( 8t,' )w )(%,,X) 
- D(tjJ;) + D(Dt 1\ tjJ;(i( 8t,')w)) 
Dt 1\ %M;w) + d(tfJ;w)- Dt 1\ D(tfJ;(i( 8t,' )w)) 
- Dt 1\ (%,(tfJ;w)- d(tfJ;(i( 8t,')w))) 
Teorema 1.3.1. (Teorema de Lichnerowicz) SeM e N são variedades quase 
Kahler, então K(tjJ) = E'(tjJ)- E"(tjJ) é um invariante homotópico, t.e., é 
constante em componentes conexas de C(Af, N). 
Demonstração: Seja * o operador Hodge. Temos: 
Seja t/Jo e t/J1 duas aplicações de M em N homotópicas através da famÜia 
tjJ,, t E [0, 1]. Como w é fechado temos pelo Lema da Homotopia: 
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onde a é uma forma em M. Assim 
uma vez que d(*wM) = d(wm-1/(m 1)!) = O, sendo ma dimensão 
complexa de M. 
Portanto: 
Para uma variação r/>1 temos E' ( r/>1) - E" ( r/>1) = K ( r/>1) uma constante 
donde: 
oE'(rj>,) = oE"(rj>,) = 112oE(rj>,) ot m ot 
Corolário 1.3.1.1. Os pontos criticas de E', E" e E coincidem. Portanto, 
numa dada classe de homotopia os minimos de E', E" e E coincidem. 
Demonstração: Temos r/>o e r/> na mesma classe. Assim 
E'( r/>) E'(r/>o) = E"(r/>)- E"(r/>o) 
portanto se E'(r/>o)::; E'(r/>) para todo r/>, E"(r/>0)::; E"( r/>). 
Similarmente, como E( r/>) = K(rj>) + 2E"(rf>0 ), temos E( r/>)- 2E"(r/>) = 
E(r/>o)- 2E"(r/>o), ou E( r/>)- E(r/>0 ) = 2E"(r/>)- 2E"(r/>0), portanto o minimo 
coincide. 
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Corolário 1.3.1.2. Se cjJ é uma aplicação ± holomorfa entre variedades 
K ahler. então r/> é harmônica e um mÍnimo absoluto de E em sua classe. 
De fato, uma aplicação holomorfa satisfaz E"(r/>) = O e portanto é um 
mfnimo absoluto de E" em sua classe. 
18 
Capítulo 2 
Geometria Complexa de F(n) 
2.1 Variedades Bandeiras Maximais 
Definição . (Geométrica) Uma variedade bandeira maximal F ( n) consiste 
no espaço formado por n-uplas (L1 , · · · , Ln) tais que Li é um subspaço de 
cn, Li _i LJ, '<li o/ j e E9:1 Li= P. 
Via a ação natural de U(n) em F(n) obtemos: 
Definição. (Algébrica) F(n) = U~n) onde U(n) ={A E M(nxn, IC); AA' = 
AA* =I}, T é o toro maximal de U(n),i.e., T = U(l) x · · · x U(l). 
Seja p = T(F(n))(T) o espaço tangente de F(n) em (T) e 
u(n) ={X E M(n x n,IC);X +X*= O} =pE!lu(l) EB···Eilu(l) 
Exemplo 2.1.1. Seja n=3. Seja X E u(3) 
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X= 
onde xn, xzz, X33 E Th!.. Temos 
o X!z X!3 Rxn o o 
X= 
-x!z o X23 + -0 Rxzz o = p EB (u(l) EB u(l) 8 u(l)) 
-X!3 -x23 o o o Rx33 
Logo 
p= aíj E C, 1 :S i # j :S 3 
Usando a ação natural de U(n) em F(n) Borel-Hirzebruch mostraram que 
existem 2Gl estruturas quase complexas invariantes. 
Seja {e~, ... , en} uma base canônica de cn e Ei = subspaço de cn gerado 
por eí· Temos: 
Lema 2.1.1. u(n)c ~ gl(n, q ~ Cn. 
Demonstração: Obviamente u(n)c Ç Cn- Reciprocamente, dado X E Cn 
existem A, B E u( n) tal que X = A + AB. De fato, basta tomar 
X -X* X +X* 
A = e B = --:--==-2 2.;=I 
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Temos: 
u(n)c':::::ICn - Hom(ICn,cn)""-Cn@ICn 
""' (E1 EB · · · EB En) 0 (E1 EB · · · EB En) 
""' (El@ E1 EB · · · EB En@ En) EB (EB E;Ej EB EjE;) 
í,j 
onde E;EJ significa E; 0 EJ. 
Portanto se EJ = aeJ, a E C teremos EJ = i'LeJ, a E IC. 
· c_- - · _c SeJa D;J - E;EJ EB EJE;. Cons1deremos D;J- D;J n u(n). Temos: 
pl,O '::::: EBkJ E;EJ e po,l ~ $;<J EJE;. 
Dado q : M 2 -> u(n) definimos naturalmente ~; E T(M)* 0 p1•0 e ~i E 
T(M)* @pO,I 
2.2 Métricas de Borel 
Estudemos agora as métricas C(n) invariantes em F(n), chamadas métricas 
de Borel, muito importante para a teoria de aplicações harmõnicas em var-
iedades bandeira. 
Introduzamos o método do referência! móvel. 
Cm referencial consiste de um conjunto ordenado de n vetores linearmente 
independentes ( Z1 , ... , Zn) tais que 
Um referencial é chamado unitário se temos também: 
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Temos 
dZi = 2.::: Wi]Zj 
j 
onde as Wí] são l-formas, chamadas, formas de Maurer-Cartan. 
(2.2.2.1) 
Proposição 2.2.1. As formas de Maurer-Cartan são anti-Hermitianas, isto 
é, satisfazem 
Wi] + W]i = Ü 
Demonstração: 
Derivando (2.2.2.1): 
Assim temos: 
Usando a linearidade do produto interno e (2.2.2.1): 
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Finalmente obtemos: 
W;J + W]i = 0 
Proposição 2.2.2. As formas de Maurer-Cartan satisfazem a equação: 
Demonstração: 
Temos 
dw;J = L W;k 1\ Wk] 
k 
dZi = LW;]Zj 
j 
Tomando a derivada exterior obtemos: 
Lj dwi]Zj- Wi]dZj 
Lj dwi]Zj - Lk wikdZk 
Lj dwi]Zj Lk W;ió ( I:j Wk]Zj) 
Lj dw;]Zj- Lj (I:kwik 1\ Wk]) zj 
Lj (dwi]Z;- LkWiié 1\ Wk]) Zj 
- o 
o 
- o 
- o 
- o 
Todas as métricas invariantes á esquerda sobre F(n) tem a forma 
onde A = (Ài;) é uma matriz real simétrica satisfazendo: 
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À;J > O se i# j 
À;j O se i= j 
Estas métricas são chamadas métricas tipo Borel. 
Seja A, B E F(n)r. Temos dsL(Ã,;)(A, B) := I:_(i,j) À;Jtr(EiAE1B*), 
onde À;j- >.1; >O, À;;= O, Vi, j. Se À;j = 1, \fi# j temos a métrica induzida 
em F(n) pela forma de Killing de U(n). A métrica de Killing em U(n) é 
dada por: 
(A, B) = tr(AB* ), A, B E u(n) = U(n)I. 
Borel em [2] descreveu o conjunto de métricas de Kahler invariantes a 
menos de permutação dada pela seguinte matriz simétrica: 
À1 + · · · + Àn-1 
o 
A= 
o 
Consideremos (F(n),J,dsA)- Vale lembrar que a forma de Kahler em 
F(n) é dada por: 
Sl(A,B) = (a,JB)ds' 
h 
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onde A, B E p = T(F(n))r- F(n)(T)· 
Definição . Uma estrutura quase complexa invariante J é dita integravel se 
(F(n), J) é uma variedade complexa, ou seja, admite sistemas de coordenadas 
locais complexas com mudanças de coordenadas holornorfas. 
Teorema 2.2.3. Newlander-Niremberg: Uma estrutura quase complexa J é 
integravel se e somente J satisfaz as equaçõesde integrabilidade de Newlander-
Niremberg: 
[JA, JB]- [A, B] + J[A, B] + J[JA, B] = OVA, B E p. 
Demonstração: Ver [7] 
Exemplo 2.2.1. : Notemos que as duas estruturas quase complexas invari-
antes de Gk(ICn) são integráveis. 
ou 
Observação 1. Ternos que a Variedade de Grassman 
G (ICn) ~ (U(n) X U(n 
k U(k) k), J 1 , métrica de Killing) 
é também chamada variedade de Killing e foi descoberta por Fubini-Study. 
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Temos que uma variedade (F(n), J,dsA) é quase Kahler se DO= O. 
Definição . Se J for integrável então (F(n), J, dsA) é dita uma variedade de 
Kahler. Se dfJ1•2 =O (F(n), J, dsA) é dita (1,2)-simplética. 
Podemos enunciar assim o Teorema de Lichnerowcs: 
Teorema 2.2.4. [10} Seja 1> : (M2, g) -+ (F(n), J, dsA) uma apliacação 
holomorfa e dsJ.. ( 1, 2 )-simplética. Então 1> é harmonica. 
Teorema 2.2.5. [2}: Existem infinitos A tal que (F(n), J, dsA) é uma var-
iedade de K ahler. 
No capitulo 3 veremos que (F(n), J, dsA) é uma variedade quase-kahler 
se e somente se é uma variedade kahler. 
2.3 Variedades Bandeiras Generalizadas 
Definição . : Chamamos variedade bandeira complexa a 
... . T - U(N) Fh, ,rn,A)-U() U() 
r1 X · · · X Tn 
onde r 1 + · · · + r n = N. 
F(r1, · · · , rn; N) é um espaço homogêneo completamente redutivel: 
onde 
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mii ={A= (Akl E u(N); t.q.Akz =O se (k, l) cf (i,j)e(j, i)} 
sendo Akz E gl(rk x r1; C) sua representação istrópica. 
Consideremos sua versão complexificada: 
Mfl ={A= (Akz E gl(N;C)t.q.Akz =O se (k,l) c/ (i,j)e(j,i)} = Eij 83 Eji 
sendo Eij :=A= (Akl E u(N)/ Akz =O se (k, l) cf (i,j)U(rl) x · · · x U(rn) 
invariante e irredutfvel. Para A = (Akz) E Eij qualquer temos: 
A= (A1z) + H(Ak1) onde 
Ai i (k, l) = (i,j) 2 
A! - At. (k, l) = (j, i) ., kl-
-2 
o c.c. 
e 
2~ (k,l) = (i,j) 
A%1 = - 21-r (k, l) = (j, i) 
o c.c. 
Assim é fácil notar que: 
Similarmente temos: 
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2.4 Estruturas-f em Variedades Bandeira 
Definição. : Uma estrutura-f em F= F(r1 , · · · , rn; N) é uma seção F de 
End(TF((r1,··· ,rn;N)) tal que F 3 +F= O. 
Uma estrutura-f U (N) invariante em F ( r 1 , · · · , r n; N) pode ser identifica-
da com um H endomotrfismo equivariante F de EBi<iEiJ tal que F 3 +F= O, 
onde H= U(r1) x · · · x U(rn)· Usando o que [[6]] chama de Lema de Schur's 
, todas U (N) estruturas-f invariantes podem ser construi das como segue: 
Seja E= (Eij) uma matriz anti-simétrica nxn tomando valores no conjunto 
{1,0, -1}. Defina: 
FI autoespaço de F = e,,;=lEiJ 
-FI autoespaço de F= e,,;=lEiJ = ffiEij=-lEij 
o autoespaço de F = EB,,;=OEiJ 
Podemos definir assim um H endomorfismo equivariante F de EBi•FJEij que 
pode ser visto como uma extensão C-linear de um endomorfismo equivariante 
H de EBi<jmiJ pois S'<;=llt;J e 8,,;=-lEii são conjugados e 
Definição . A dimensão complexa do autoespaço FI de F é o posto de 
F. 
Suponha que a estrutura-F F é definida por E( .F)= (:F;J Então: 
rankF = dimc[Fiautoespaço deF] = dimc S.r,j=l EiJ = L dimcEiJ = L rirJ. 
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Definição . Uma estrutura-f F numa variedade bandeira com a propriedade 
[F+, F-] C h é chamada uma estrutura-f horinzontal, onde: 
F+ A auto-espaço 
F_ - -A auto-espaço 
h - u(r1) + · · · + u(rn) 
Dado A E Eij podemos escrever: 
o 
= (0,··· ,O,A\0,··· ,0) 
o 
onde Ai = (0, · · · , O, Aíi, O,··· , O) e 
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o 
Ai= ~i 
Similarmente para B E Ekl· 
Logo 
o 
[A,B] =AB-BA= Ai 
o 
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o 
= (O · · · O Bk O · · · O) 
' ' 1 ' ' ' 
Assim temos: 
o 
o 
= (O · · · O Aí O · · · O) 
' ' ' ' ' ' 
O se i,j ,k,l são distintos ouj =/= l 
Eil se j=k,i =/= l 
E;; - Eii se j=k, i=l 
O Teorema a seguir caracteriza as estruturas-f horizontais numa var-
iedade bandeira complexa em termos das E-matrizes. 
Teorema 2.5.1. Seja F uma estrutura-f invariante em F. Então F é hor-
izontal se e somente se existe uma n permutação u tal que: i) u e u 2 não 
tem pontos fixos; ii) (i,j)jF;j = 1 C (k, u(k))/k = 1, 2, · · · , n 
Demonstração: lima condição equivalente de horizontabilidade é [F+, F+] c 
hc [[16]]. Note que F+ = H autoespaço de F= ffiF,;=lEii· Portanto 
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[.F+, F+] C h c se e somente se :fij = .Fkl = 1, (i,j) =f (k, l) implica que 
i =f k e j =f l. Da anti-simetria de e(.F) segue que .F é horizontal se e 
somente se existe uma permutação de ordem n cr tal que i) e ii) são válidas. 
Temos então: 
Proposição 2.5.2. Seja .F em F(r1 , · · · , r n; N) uma variedade bandeira com-
plexa com altura 6 1 e J uma estrutura quase complexa em .F. Então J é 
horizontal se e somente se n=3 e J é não integrável. 
Seja M uma superficie riemaniana com coordenada complexa local z e: 
uma aplicação numa variedade bandeira. 
Definição . Seja 1ri a projeção ortogonal sobre Ei. Chamamos de segunda 
forma fundamental de <P a: 
A' 0 i -1. J. ij = 7rj o 8z o 7ri r 
Definição . Uma aplicação <P: M .-. F(r1 , ... , rn; N) é dita subordinada a 
uma matriz-e se A;j =O quando Eij =f 1, i =f j. Temos Eij E -1.0, l'Vi,j. 
Proposição 2.5.3. Uma aplicação 1>: M .-. F(r1 , ... , rn; N) é f-holomorfa 
relativa a uma estrutura- f .F invariante sobre F se e somente se é subordi-
nada a e(.F) 
Prova: Uma aplicação <P M .-. F(r1 , ... ,Tn; N) é f-holomorfa se e 
somente se 
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(2.5.2.1) 
onde J é a estrutura complexa da superficie de Riemann. De [[16]] temos 
que (2.5) vale se e somente se d,P (}!J E A- auto-espaço deF. Note que 
a forma de Maurer-Cartan dá um isomorfismo familiar 
q;-1TF(TJ, ... ,rn;N)c - tt;i=jojE;Ej 
- tBi # jHom(E;Ej) 
(2.5.2.2) 
(2.5.2.3) 
Portanto sob este isomorfismo a componente de d,P em Hom(Ei,Ej) é 
A;j (ver [[10]]). Por conjugação temos que o subespaço Eij corresponde a 
E;Ej = Hom(Ei,Ej)· Assim, 
R autoespaço de F= ffi:F,;=lHom(E;, Ej) 
Segue que ,P é f-holomorfa relativa a F se e somente se :;::;j =F 1, i =F j 
implica que A;j = O. 
Definição. Uma aplicação ,P: M---> F(r1 , ... ,rn;N) é chamada equi-
harmônica se é harmonica em relação a qualquer métrica de Borel. 
Corolário 2.5.3.1. Suponha que ,P : M ---> F(r1 , ... , rn; N) é subordina-
da a uma E-matriz, i.e., associada a uma estrutura-f horizontal. Então 
,P = (1;1, ... , 1Yn) é uma aplicação equiharmônica e cada dJj : M 2 ---> Gr;.N é 
harmônica para j = 1, 2, ... , n. 
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Capítulo 3 
Torneios e Referência! de 
Frenet 
3.1 Torneios e Aplicações Harmônicas 
Definição . Um torneio, T, é um conjunto T de jogadores com uma relação 
-+ que associa a todo par um vencedor. Assim se s, t E T, s f= t então ou 
S ---> t OU t ---> S. 
2 
1 3 
Se T tem n elementos escrevemos ITI = n e chamamos T um n-torneío. 
T pode ser representado por uma grafo em que T é o conjunto de vértices e 
quaisquer dois vértices s, t E T são ligados por uma aresta orientada s ---> t. 
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Definição . Um homomorfismo T-+ T' entre dois torneios é uma aplicação 
</J : T -. T' que preserva as relações de dominação i.e.: 
s-+ t ~ cp(s) = cp(t) ou cp(s)-+ cp(t). 
Se cp é bijetiva T e T' são ditos isomorfos. 
Um n-torneio determina um vetor de resultado: 
n 
L vi= GJ 
1 
cujas componentes são os números de jogos vencidos por cada jogador. 
Temos assim que torneios isomorfos têm identicos vetores de resultados. 
Definição . Chamamos T., o n-torneio cannico se i -+ j se e somente se 
i< j. 
Teorema 3.1.1 ([3]). A menos de isomorfismo, T., é o único torneio canônico 
satisfazendo as seguintes condições 
1. a relação de dominio é transitiva, i. e., i -+ j e j -+ k ~ i -+ k, 
2. não existem circuitos, i. e., caminhos fechados i1 -+ i2 -+ ... -+ ik -+ i 1, 
3. o vetor de resultado é (0, 1, 2, ... , n- 1). 
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Um torneio T é dito ser irredutível se não existe um homomorfismo de T 
em T2 = (0, 1). Mais especificamente T é simples se não existe homomorfismo 
de T sobre qualquer torneio C com 1 < ICI < ITI. 
Um torneio é chamado forte se todo par i,j E T pode ser ligado por um 
caminho 
. . . . 
t = t1 _,. 'lz --+ ... ---+ 'tr = J · 
Teorema 3.1.2 ([3]). Um torneio T é forte ~ T é irredutÍvel. 
Definição . Dado n 2 3 e um sunconjunuto a C T = 1, ... , n, o torneio 
Grassmanniano T(n,a) é dado por: 
. . { i>j i,jEaoui,jECYc=T\a 
~-+]~ 
i< j i E CY,j E O"c ou i E CYc,j E CY 
Já podemos enunciar e demonstrar o teorema que "relaciona" as es-
truturas quase complexa invariante J de uma variedade bandeira F(n) e 
torneios. Este resultado têm importantes aplicações na teoria de aplicações 
harmônicas. 
Teorema 3.1.3 ([3]). Existe uma correspondência 1:1 entre as estruturas 
quase complexa invariante J em F(n) e n-tomeios T(J) tal que: 
1. T ( J) é isomorfo ao torneio canônico se e somente se J é integrável. 
2. As seguintes afirmações são equivalentes: 
(a) T(J) é forte 
(b) J é integrável 
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(c) Não existe uma projeção holomorfa homogênea de F sobre uma 
Grassmaniana complexa. 
Demonstração: 
Consideremos a aplicação A2m -> u(N). Assim o colchete de Lie pode 
ser calculado com uma elementar teoria de representação. Como visto no 
capitulo 2: 
- . - _ { O se i, j, k, l são todos distintos, [E;E1 , EkEz] - _ 
EiEkl se j = k, i# l. . 
Portanto m 1•0 é fechada sob o colchete de Li e se e someP.te se i -> j -> 
k ~i -> k. Segue do Teorema de Newlander-Niremberg que J é integrável 
se e somente se T(J) é transitivo, i.e., isomorfo ao torneio canônico. Temos 
também que EiEj são gerados por colchetes de Lie de m1·0 se e somente se é 
um caminho 
A Variedade Grasmanniana Gr(ICN) é um caso especial de uma variedade 
bandeira com n = 2 r= r 1 . Esta possui uma estrutura complexa canônica 
correspondente ao torneio canônico 7;.. A projeção homogênea: 
r. . F= U(N) U(N) N 
. Uh) X··· X U(rn) -> U(r) x U(n- r) = Gr(IC ) 
é determinada por um subconjunto cr C 1, ... n com r = :Z:::iE" ri. Agora 
r. aplica a bandeira (E1 , ... , En) no r-dimensional subspaço E = EBiE"Ei. A 
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diferencial ?r. da identidade mergulha EiEj no (1, O) espaço EEJ.. C T0cGr(<CN) 
se e somente se i E u,j E uc. Temos que 1r é holomorfa se e somente se 
T(J) tem i -+ j quando i E u,j E uc no caso que existe um epimorfismo 
T(J)-+ 7;. 
Lema 3.1.1. Um n-tomeio é isomorfo ao torneio canônico se e somente se 
não tem 3-ciclo, i. e., seu grafo associado não contém figuras do tipo: 
2 
1 3 
Demonstração: 
É suficiente mostrar que qualquer N-torneio T com um circuito, 
tem um 3-ciclo. Para l = 3 é óbvio. Suponhamos então l 
Considermos o seguinte (r + 1 )-ciclo 
Assim ou 
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r(> 3). 
(3.1.3.1) 
ou 
(3.1.3.2) 
Se vale (3.1.3.1) nós temos um 3-ciclo 
Se vale (3.1.3.2) nós temos o r-ciclo 
. . . 
Z1 --" t2 --+ · · . -t 'lr ----+ tr 
Por indução este inclue um 3-ciclo. 
Seja M uma superfície de Riemann. Consideremos o fi brado vetorial triv-
ial cN sobre M. Um subfibrado E de cN com fibra e define uma aplicação 
cfJE : l'vf -> Gr(CN) numa variedade Grassmanniana da seguinte forma: 
cf;e(m) é igual a fibra Em· Reciprocamente, uma aplicação em Gr(CN) de-
termina um subfibrado de CN de posto r. Seja 1r, 1r.L = I - 1r a projeção 
ortogonal sobre E e seu complemento ortogonal E.L. Se z é uma coordenada 
complexa local em M, o operador 
[/,E' = 7r o .!.!_ o 7r âz 
dá uma estrutura holomorfa E com seções holomorfas s caracterizadas 
pela equação éJ'és = O. O pull-back de cp nos dá: 
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e sob este isomorfismo, a diferencial de rPE é identificado com a segunda 
forma fundamental de E em ICN, que é representado localmente pelo homo-
morfismo 
I j_ f} 
AE =1r o az 01r, 11 j_ f} A e = 1r o az o 1r 
Definição . Um subfibrado E de ICN é chamado harmônico se 
A I "'' "'" A' E OuE = UgJ... O E 
para qualquer escolha da coordenada z. 
Assim temos que E é harmônica se e somente se A'i;oaé = ae-c oA't; e como 
A't;.~. = -(A'i;)*, se somente se Ej_ é harmônica. Portanto E é um fibrado 
harmônico se e somente se rj:J E é uma aplicação harmônica entre variedade 
Grassmanniana com métrica Riemanniana simétrica. 
Mais geralmente consideramos uma coleção (Ei)l:Si:Sn de subfibrados or-
togonais de ICN com fibras cri tal que I:~ ri = N. Portanto 
Definimos assim uma aplicação 
1/J : M _, U(N) 
U(r1) x ... x U(rn) 
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numa variedade bandeira. Chamaremos a coleção de subfibrados Ei por 
bandeira móvel. Por analogia com o caso n = 2 temos 
, a A .. = n· o- o 1r· ~1 t az 1 
onde 7r; denota a projeção ortogonal sobre Ei· Para i =J J temos as 
segunda forma fundamental de Ei relacionadas por: 
portanto -A:) = (A;1)* é a adjunta de A;1. Assim A;1 define um homo-
morfismo de E1 em Ei, i =J j, ou, uma seção 
onde "" = l\.1•0 M é seu fi brado canônico. Esta seção é holomorfa se e 
somente se 
d "'" A" on e ui = ii· 
Mo e Negreiros provaram em [11] o seguinte teorema: 
Teorema 3.1.4. Seja D(X, Y) =I: À;1wi](X)Jw;1(Y). Temos 
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onde 
Ck=u··-u·k+uk ?..,), 2) t J 
Temos então o importante resultado: 
Proposição 3.1.5. [12} A métrica de Killing em F(N) é (1, 2)-simplética 
se e somente se n f= 3. 
Idéia da Demonstração De 3.1.4 temos 
(1/4)dn = :L cíjkwíjk 
i<j<k 
Portanto, ds~ é (1,2)-simplética se e somente se dQ1•2 = O se e somente 
se 
CiJk = O quando iJ!;Jk E C 1 ·2 EB C 2•1 (3.1.3.3) 
Mas cijk = Eij- Eik + Ejk i= o. Portanto (3.1.3.3) é equivalente a iJ!ijk E 
C 0 ·3 EB C 3 •0 para qualquer i < j < k. Mas nós podemos provar que o número 
de 3 ciclos num torneio ~ é igual a (3). É impossível portanto, se n > 3, 
pois usando a desigualdade de Gaule [13] temos que o número de 3-ciclos em 
~é menor ou igual a (1/24)(n2 n) se n é impar e (1/24)(n3 - 4n) se n é 
par. 
Teorema 3.1.6 ([9]). A estrutura quase complexa J é integrável-{=? (F(N), J) 
é uma variedade complexa -{==? J satisfaz as equações de integrabilidade de 
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Newlander-Niremberg ~ o torneio associado não contém 3-ciclos (ou cir-
cuito)~ T.7 é isomorfo a 7;,. 
Teorema 3.1. 7. Considere (F(n), J, ds~). Tal variedade é Kahler se e so-
mente se é quase-kahler. 
Demonstração: 
Se uma variedade é Kahler obviamente ela é quase-kahler. Mostremos a 
recíproca. Seja J uma estrutura quase integrável sobre F(n). Temos que 
existe ii! i,j,k = I m(w;j 1\wbarik 11 wjk E IC(3,o) EB i[(0,3). Como J não é integrável, 
'TJ possue um 3-ciclo. Logo Eij = -E;k = Ejk· Assim 
Logo df.l =f O que contradiz a hipótese de F(n) ser quase-kahler. 
3.2 Referenciais de Frenet 
Seja F : M --. ICPn uma aplicação de uma superfície de Riemann num n-
espaço projetivo complexo. Dizemos que f é cheia se sua imagem não está 
em nenhum subspaço próprio de cpn. Chamamos de levantamento de f em 
um conjunto aberto U de M uma aplicação suave fu: U--. cn+1\0 tal que 
7f o fu =f em u, onde 7f: cn+l\0-'> rr:_pn é a projeção canônica. 
Seja f : M --. cpn uma aplicação holomorfa. 
Definição . Para O ::; a ::; oo definimos o a-ésimo espaço osculador de f em 
X EM Õa(x) = e:(J)(x) =espaço gerado por [)t'Yfu(x): o::; I::; a, onde Fu 
é o levantamento de f sobre um conjunto aberto contendo x. 
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Lema 3.2.1. Se f é cheia então para algum x EM, dim Bn(x) = n +L 
Demonstração: Suponhamos por absurdo que o lema não seja verdadeiro. 
Então para x em algum subconjunto aberto U, para algum 1 E {1, ... , n} 
8"fu(x) é linearmente dependente em {8'"fu(x) : O ::; a ::; 1}. Por 
diferenciação todas as derivadas superiores serão linearmente dependentes 
destas derivadas. Assim, as imagens de fu estarão contidas num subconjun-
to próprio de cn+l. Como f é analitica, f está no mesmo subspaço, o que 
contradiz a hipótese de que f é cheia. 
Considereremos agora o conjunto 
A= {x EM: dimBn(x)::; n+ 1} 
E para qualquer inteiro a (O::; a::; n) definimos f,: M\A---+ Ga+l(Cn+l 
como 
Lema 3.2.2. Existe uma única extensão de !a de uma aplicação holomorfa 
fa: M---+ Ga+l(Cn+l). 
Demonstração: Seja x E 1\.1. Escolhemos uma carta U contendo x e um 
levantamento holomorfo fu de f em U. Considere a aplicação w : U -+ 
A n+lcn+l definido por 
w(x) = fu(x) 1\ 8' fu(x) 1\ ... 1\ 8'"' fu(x) (3.2.3.1) 
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podemos ver que w é holomorfo e para x E A, fa(x) (a+ 1)-plano 
definido por w(x). Se x E A podemos escrever w(x') = (z(x')- z(x))PW(x) 
para todo x' em alguma vizinhança aberta U' de x, onde p é um inteiro 
positivo e W: U' --+ An+l«:;n+l é holomorfa e não nula. Como W'(x) pode 
ser decomposta para todo x' f x, também pode ser decomposta para x' = x 
e nós podemos definir fa(x) como o (a+ 1)-subspaço dimensional definido 
por W(x). Da expressão (3.2.3.1) vemos que w não depende da carta U e do 
levantamento fu· Como M\A é denso em M, segue a unicidade. 
Definição . A aplicação fu é chamada rjJ = rr o 1/J : M --+ a-ésima curva 
associada de f 
Veremos agora como construir aplicações harmônicas em «:;pn. 
Lema 3.2.3. Seja M, Y, N variedades riemannianas, rr : Y --+ N uma sub-
mersão riemanniana e 1/J : !:v! --+ Y uma aplicação harmônica. Suponha que 
'ljJ é horizontal com respeito a rr, i. e., para cada x EM d'ljJ(x) aplica TxM no 
espaço horizontal de rr. Então rjJ = rr o 1/J : M --+ N é harmônica. 
Demonstração: 
Para cada x E M o campo tensorial de rjJ é dado por: 
T(rp) =L \ldrr(d'ljJ(ei), d'ljJ(ei)). 
onde \ldrr é a segunda forma fundamental da aplicação rr e {ei} é uma 
base ortonormal do espaço tangente TxM. Assim, por hipótese cada vetor 
d'I/J(ei) é horizontal e \ldrr(e', e')= O para qualquer vetor horizontal e' E TY. 
Segue então que T( rjJ) = O. 
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Seja r, s inteiros não negativos (O :S r+ s :S n). Seja 
Colocando t = (n + 1)- (r+ s), temos a variedade bandeira definida no 
capitulo 2 
Hrs = U(n + 1) 
' U(r) x U(s) x U(t)' 
Se s = n - r temos a submersão Riemanniana 1r : 1tr.s --+ cpn = 
U(n + 1)/U(r) x U(s) x U(t) dado pela inclusão de U(r) x U(s) em U(n). 
Geometricamente 1r(V, W) = (V + W)l.. 
Definição . Seja f : M --+ cpn uma aplicação holomorfa cheia de uma 
superfície de Riemann. Chamaremos g = f;-_ 1 : M--+ cpn de polar de f. 
Caracterizaremos a seguir a aplicação polar em termos de levantamentos 
locais. 
Lema 3.2.4. Seja f : M--+ cpn uma aplicação holomorfa 
1. Se f é cheia, sua polar g é anti-holomorfa e cheia. Para qualquer 
levantamento local 
(o'"'fu,o'"'gu) =0 Va, $2:0,a+$:Sn-1(3.2.3.2) 
(o'"'fu(x),O'"'gu(x)) =f Ox EM (3.2.3.3) 
para todo a, ;3 2: O, a+ ;3 = n. 
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2. Reciprocamente, se f : M --> cpn é uma aplicação suave satisfazendo 
(1} para algum ex, {3 2': O, ex+ {3 = n, então f e g são cheias e g é a 
polar de f. 
Demonstração: 
1. Para {3 = O a primeira equação de (1) é imediata. Como f é cheia, 
tr(x) não está em fn_ 1(x) para x E M\A. Logo a segunda equação de 
(1) também é válida para {3 =O. O resultado segue para outros ex, {3. 
A anti-holomorficidade de g segue de sua definição. Resta provar que 
g é cheia. Suponha que À0gu(x) + · · · + Àní.Y'ngu(x) =O para algum 
ponto x E M onde a segunda equação de ( 1) valha. Tomando o produto 
interno sucessivamente com fu(x),ô'fu(x), ... ,ô'nfu(x) teremos Àn = 
... = Ào =O. Pela reciproca do lema (3.2.1), g é cheia. 
2. Análoga a (1). 
Observação 2. Se g é polar de f, o conjunto de pontos x, onde 
dim espaço gerado por { 8"' fu ( x)} < n + 1 e dim espaço gerado por { 8'6 gu ( x)} < n + 1 
coincidem. 
Consideremos agora uma aplicação holomorfa cheia f : M --> rr:_pn e 
r E [0, n] inteiro. Seja g a polar de f e s = n- r. Podemos definir assim a 
aplicação 1/J: M--> Hr,s tal que 1/;(x) = Ur-l(x),9s-!(x)). 
Lema 3.2.5. A aplicação 1r é horizontal com respeito a 1r : Hr,s --> rr:_pn. 
Demonstração: É suficiente mostrar que \1! : 1>1 --> Hr,s --> G r ( rr:_n+l) x 
Gs(Cn+l) é horizontal com respeito a II: U--> CPn, onde U ={(V, W) E 
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Gr(ten+1 x G5 (1Cn+1 : dim(V + W) = n e IT(V, W) = (V+ W)l-. É 
suficiente mostrar que 8'1/J e 8"1/J E T'U são horizontais. Mostraremos 
para 8'1/J. Temos (V, W) = 1/J(x) = Ur- 1 ,gx)). Como g é antiholomorfa 
8'1/J(x) = (ô'fr-l(x),O). Podemos identificar o subspaço vertical de T{;,wU 
com T~Gr(Vffi W) C T~Gr(cn+l) '::: .C(V,V.L ). Seja fu (gu) um levantamento 
holomorfo (anti-holomorfo) de f (g) respectivamente em alguma vizinhança 
de x. Defina A C M. Suponhamos que x ~ A. Então segundo a observação 
acima, {ô'"'fu(x) :O::; a::; r- 1} e {ô'13gu(x) :O::; (3::; s- 1} são 
linearmente independentes. O primeiro conjunto de vetores gera V. Como 
ô'ô'i-l fu(x) = ô'i fu(x) E V para todo i < r, vemos que o isomorfismo 
h : T{,Gr(cn+l -> .C(V, V .L) que h(ô'fr-1(x)) E .C(V, VJ. tem imagem na 
projeção de ô'r fu(x) sobre VJ.. Mas 8'1/;(x) é horizontal se e somente se 
h( ô' fr-l (x)) E .C(V, V .L) é perpendicular a .C(V, W), i. e., se e somente se 
a projeção de 8' fu(x) sobre V .L é perpendicular a W. Isto segue da ortog-
onalidade de V e W e das relações de isotropia (3.2.3.3) e (3.2.3.3), pois 
{ô"13gu(x): O::; f3::; s-1} gera W. A horizontabilidade dos pontos isolados 
de A segue por continuidade. 
Proposição 3.2.1. Seja f: M _, cpn uma aplicação holomorfa cheia entre 
uma superfície de Riemann e r um inteiro (O ::; r ::; n). Defina <f; : M -> cpn 
por 
ou equivalentemente 
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onde g é a polar de f e s = n - r. Então <P é harmônica. 
Demonstração: A aplicação <P é a composição da aplicação 1j; definida acima 
e a submersão Riemanniana 1r : Hr,s-> CPn. Afirmamos que ,Pé harmônica. 
De fato, como uma aplicação em Gr(Cn+l) x Gs(Cn+l ), suas componentes 
são± holomorfas, e pelo Lema (3.2.1), é também horizontal com respeito a 
1r. Portanto pelo Lema (3.2.1), <Pé harmônica. 
Observação 3. 1. Se r = O então <P = f é holomorfa; se r = n então <P = g 
é anti-holomorfa. 
2. Temos as seguintes expressôes equivalentes para <P 
,P(x) - 9s-l(x)J_ n 9s(x), 
,P(x) fr(x)J_ n 9s(x). 
Podemos enunciar agora o Teorema de Eells-Wood: 
Teorema 3.2.2. [5} Seja f : M -> cpn uma aplicação holomorfa e r um 
inteiro (O::; r::; n). Defina hk: M-> cpn como na proposição 3.2.1 por 
Então hk é uma aplicação harmônica. Portanto, dado <P : (CP\ g) -> 
ccpn-l) harmônica existe únicos k e h tal que <P = hk. 
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Este teorema nos fornece um conjunto natural de aplicações 'lj; : M -> 
F(n) : 'lj; = (ho(z), ... , hn-1 (z)) para uma aplicação h: M _, rr;:pn-1 holo-
morfa e cheia. Chamaremos esta aplicação de Referência! de Frenet. 
Teorema 3.2.3 ([9]). Seja cj;: M 2 -> f(r1, ... ,rn) uma aplicação subordi-
nada a uma matriz E horizontal. Então: 
cj; = ( cP1 •... , cPn) é equi-harmônica e cada cPj é harmônica 
Teorema 3.2.4. Os Referênciais de Frenet 1/J = (ho, ... , hn-1) : M 2 -> 
F(n) são equi-harmônicas. 
Demonstração: Seja cj; : M _, rr;:pn-1 uma aplicação harmônica cheia e 
isotrópica ( <P = hk). Seu diagrama é: 
Considere 1/J = (h0 , ... , hn-1) : M 2 -> F(n) a Referênciais de Frenet 
subordinada a estrutura-f horizontal seguinte: 
o 1 o o 
-1 o 1 o o 
o -1 1 o 
:F= 
o o 
o o 1 
o o -1 o 
Pelo Teorema de Black 1/J é harmônica. 
A recíproca do Teorema de Black não é sempre verdadeira. Ver [[10]]. 
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Capítulo 4 
Estabilidade em Variedade 
Bandeira 
4.1 Equações de Aplicações Harmônicas 
Seja iP : M ---+ U(n) o levantamento da aplicação rj; : M ---+ F(n), i.e., 
rj; =no <I> onde 7T: U(n)---+ u~n) = F(n) é a projeção natural. Seja e1 , ... ,en 
uma base canônica de cn e "J a matriz da projeção ortogonal em EJ, onde 
EJ é o subspaço de cn gerado por eJ. 
Temos que "J: M---+ gl(n,C) satisfaz Aj;(e1 , ... ,en) = (e1 , ... ,en)A~i, 
. . Ô1r. 
onde A~'= 7T; a:. Para V E f(rj;*(T(F(n)))), seja q = rj;*(3(V), onde rj;*(3 : 
<V(TF(n))---+ M x u(n) é o pull-back da forma de Maurer Cartan. 
Definimos agora a variação de rj; por: 
rj;1(x) := ( exp( -tq)<I>) 
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Lema 4.1.1. 
Demonstração: 
1. Da definição temos 7rj = i!> Eji!>* onde Ej é a matriz n x n com 1 na 
(i, j) posição e zero no restante. Portanto: 
2. Direto 
3. Usando (1) e (2) temos 
ó(A~) - %,1t=oA~(t) 
- %,1t=o(7ri(t) 8';J;t) 
- (%,1t=07ri(t)) o;;+ 1rifz (%,1t=07rj(t)) 
- (1ri,q] 8;} +1iigz[nj,q] 
[ 
.. & 
- Ai: q] - rri 8~1fJ 
Observação 4. Claramente 1ri1fj = O quando i =J j. 
Lema 4.1.2. 1. Re ([AV, az], q) =O 
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3. (A:1, [q, [q, A:1]]) = -([q, A:1], [q, A:1]) 
4 (Aii _.aq-·q) _ -(Aiiq -.01.-·) . z 'llzaz"J - z 'llt[}z~~J 
5. (A:1, q1r~1riq) = -(qA:1, 1ri~;1ri) 
VB E ICn, q: M--> u(n) onde A1 := 1ri o;;. 
Demonstração: 
1. Temos Af = -A:1. Portanto [A1,A:1J* = [Aii,A:1]. Portanto 
2 Re([Ai\ A:1], q) ([A~',A:1],q) + (q, [A1,A:1]) 
- tr([A{', A:1]q*) + tr(q[A{', A:1]*) 
- -tr([A{', A:1Jq) + tr(q[A~', A:1]) =O 
2. 
(A:1, 1riB1ri) - tr(Ai17r* B'1r') z J ' 
-
( 8n B* ) tr ni7Jf1rJ 1fi 
- tr ( 7r·l!!:i.7r·B') z ôz J 
-
-tr ( 8n, 7r2 B*) 
8z J 
-
tr ( 1r an, B*) 
' 8z 
- (A:1, B) 
Definição . Seja cp = (1ri, ... , 7rn) : (M, q) --> (F(n), dsLc>.~(>.ô))). Defini-
mos a energia de cp como: 
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E(<P) := JM L >.iiiA~I 2v9 
'1 
Calculemos agora as equações de Euler-Lagrange para o problema varia-
cional: 
f "' à I i. 2 M L-ij Àijatlt=O Aj(t)l Vg 
2Re f M Lij À;j (A~, ~ lt=oAY (t))v9 
2Re f M Lij À;j (Ay, [A~, q] 7r;~; 1rj)v9 
Temos assim tftlt=oE( <Pt) =I+ II onde 
I - RefMLijÀ;j(Ay,[A~,q])v9 
f "' . . à li - - Re M L-ij Àij (Ai, 1ri à; 7rj )v9 
Pelo Lema (4.1.2) temos I= O. Usando Teorema de Stoke's temos: 
Temos a seguinte proposição 
Proposição 4.1.1. <f;: (M2 ,g)--+ (F(n),ds"j,) é harmônica se e somente se 
.i1..AA =O se e somente se .i1..AA-"- .2..AA onde· az z &z x ' &y y' · 
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4.2 Segunda Variação da Energia para aplicações 
em F(n) 
Lema 4.2.1. 
&21r;(t) I [[ l , iJt2 t=O = 1ri, q, qj. 
Demonstração: Por definição temos: 1r;(t) = e-tq1r;e'q· Então g, 1r;(t) -
-qe'q1r;etq + e-tq1r;qe'q· Como [q, e'q] =O, temos 
Portanto: 
&21r;(t) I [ , . [ l [[ l . iJt2 t=O = -q 1r;, qj -t- 1r;, q q = 1r;, q 'qj 
Teorema 4.2.1. (Segunda Variação da Energia) Seja rjJ = ( 1r1o ... , 1rn) 
(M2 , q)-> (F(n), dsA=A;j) uma aplicação harmônica. Então: 
Demonstração: 
Pela definição de E( rjJ,) temos: 
E(rjJ,) =L L À;j(A~(t),A~(t))v9 
t) 
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Então 
f, E( <f>,) - 2Re L À;j fM(A~(t), ~lt=oA~(t))v9 . Portanto 
t,', E( <f>,) 2 f M L À;j(~ lt=o(A~ (t)), $, lt=o(A~ (t) )) + 2Re L .\ij f M(A~, ~A~ (t))v9 
Logo: 
d? "' r d .. d . . "' r . . rP 
dt2 E(<f>,)lt=O = 2 ~Àij JM (dtlt=oA;', dtlt=oA;'(t)) + 2Re ~Àij JM (A;', àt2 lt=oA~(t) v9 = T 
Analisaremos I e II separadamente. Comecemos com IL Temos: 
Re L À;j fM(A~, t;'zlt=oA~)v9 - Re L À;j fM(A~, $,1t=o(C,(7r;(t)a';;;'))))v9 
Onde: 
B - 2[71";, q] tz ([7rj' q]) 
- ReLÀ;ifM(A~, $,1t=O [(a~t)a';j;t)) +7r;(t)gz($17rj(tJ)] 
"' f ; · a' I ( ) a"; a
1 
( ) a ( a
1 
( 
- Re LJ À;j M (A}, llt' t=07l"i t &z + at t=07l"i t az at t=07l"j 
71"; gz ( ~2zlt=07l"j ( t)) )vg 
- Re L À;j fM(A~, [[7r;, q], q] ';; + 2[71";, q]gz ([7rj, q])+ 
+71"; gz ([[7rj' qj' q]) )vg 
- Re L À;j fM(A~, A+ B + C)v9 
2(7r;q- q7r;) ([a;: ,q] + [7l"j, ~;J) 
= 27l"·q 8"iq- 27rq2 a"; + 27l"·q7r 8 q -7r·qaq7l"·- 2qAiiq + 2q7r·qa"; + 2qr i!:l7r ~ ôz z ôz z J ôz z ôz J z ' z 8z 't ôz J 
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e 
Portanto 
A+B+C q2 AiJ _ 2qAiJq2-'- 1r·.!!._(q2)1r ·-
- z z 1 tâz J 
Temos assim: 
li- 2ReL;>.iJJM(A~,[q,[q,A~]]+7ri'J>J­
-27r !!s.7rq- 21rq!!s.7r. + 2q7r·!!s.7r·)v 1 ôz J t ôz J t ôz J g 
Aplicando o Lema (4.1.2) obtemos: 
Como q, é harmônica, podemos usar a Proposição (4.1.1) obtendo: 
RejM(A~, ~~)v9 
- -RejM(g,(A~),q2)vg=0. 
58 
Portanto 
II -2Re L >.iJ! M([q, A1J, [q, A1])v9 
-4Re L >.ij f M (A1, 1riq ~; Kj )v9 
+4Re L Àij f M([q, A1q], 1ri~; 1rj )v9 • 
Por outro lado, usando o Lema (4.1.2) temos: 
I- 2ReL>-t;fM([A1,qJ 1ri~;1rj,[A1,q)-1ri~1ri)v9 
= 2Re L Àtj fM([A1, q], [A1, q]v9 
-4Re L Àtj f M([A1, qj, 1r;~;r.i)v9 
+2Re L >.ij JM(r.;~1rj, ~;)v9 
Finalmente temos: 
~E(</>t)lt=o - It =I+ I1 = 
-4Re L Àtj fM(A1, q~)v9+ 
+2Re L Àtj fM(1ri~;r.i, ~)v9 
4Re fM(qA~, ~)v9 + 2Re L Àtj fM(1rt~;1rj, ~;)v9 
4.3 Estabilidade em F(n) 
Definição . A' = (>.;i) é dita ser uma pertubação de 11. = Àij associada a 
aplicação 4> = (1r1 , ... ,1rn): M 2 ---> F(n) se: 
3 Aid1 = Aili1 = ... = Airir = Airir = O onde dsA-('. ') e dsA'-(' ·•) são 
' Z Z Z Z - Ad - A.,_) 
métricas do tipo Borel. 
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Lema 4.3.1. Seja rjJ - (1r1 , ... ,1rn) M 2 --... F(n) uma aplicação equi-
harmônica. Então: 
Demonstração: IX,(q) = 4Re JM(qA~', ~)v9 + 2Re(Ki~Kj, ~v9 . Mas A~' = 
AA pois Aid, = Aj,í, = · · · = Ai,j, = Aj,i, O. Portanto 
z z z z z 
IX,(q) 4Re JM(qA~, ~;)v9 + 2Re L Àij JM(Ki~;"i' ~)v9+ 
+2Re L~=! Ek JM (l"i"~;"ikl 2 + l"i"~"ikl 2 ) Vg 
- IX + 2Re L Ek f M ( lní1 ~7rj, 12 + lnil ~; 7ri1 12 ) v9 • 
Definição . Uma aplicação harmônica rjJ : (M2 , q) ---+ (F(n), J, dsD é dita 
estável se IX ( q) 2': O para qualquer variação q : M 2 --... u( n). 
Teorema 4.3.1 ([7]). Seja rjJ : (M2 , J1 , q) -+ (F(n), J, dsD uma aplicação 
holomorfa entre variedades de K ahler. Então rjJ é harmônica estável. 
Estudaremos agora a estabilidade dos Referenciais de Frenet com respeito 
a métricas do tipo Borel. 
Teorema 4.3.2. Seja 1/J : (1r1 , ... Kn) : M 2 -+ (F(n), J, ds~'=(>.;;)) um Refer-
encais de Frenet. Consideremos A' = ( À;j) a seguinte pertubação da métrica 
de Kahler (A= (Àii): 
Àíj se j = 2, ... , n - 1 
Àij + Ek, Ek 2': O para 1 ::; k ::; (n-l)in-2) 
Então 1/J é estável. 
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Demonstração: 
Seja J uma estrutura quase complexa tal que 7/J : (M, J 1) --> (F(n), J) é 
holomorfa. De acordo com o lema (4.3.1) temos: 
Jf,(q) If(q) + JM [2El (I1T1~;1T312 + I1T3~1Tll 2) + ... + 
+··· + 2Ei (I1T1~1Tnl 2 + 11Tn~1Tll 2)] V 9 2: O 
pois do Teorema de Lichnerowciz's If(q) 2: O e todo Ek 2: O para 1 ::; k::; 
l = (;;) - (n- 1) = (n-1)2(n-2). 
Teorema 4.3.3. Seja 7/J = (1r1, ... ,1Tn) : (M,q)--> (F(n),J,ds~)) uma 
aplicação de Eells- W ood. Consideremos a seguinte pertubação da métrica 
de Kahler A= (Àij): 
. . . 
para 2 = 2k0 e J = ]ko 
k E [1 l = (n-l)(n-2)] n N 
o ' 2 
caso contrário 
Então 7/J é estável. 
Demonstração: 
Sabemos que existe q M --> u(n) tal que If(q) - O. Aplicando o 
Lema (4.3.1) temos: 
+ ... + (-2Ek) (11T oq1T· 1'2 + 11T· o Zk0 ôz Jk0 Jkc 
+ ... -'- 2E (11T· oq1T· 12-"- 11T· aq1T· 12 1 r 'tr ôz )r 1 )r {)z 2r 
61 
se escolhermos q tal que 
Mais geralmente temos: 
Teorema 4.3.4. Seja 7j;: (1r1, ... 7rn) : M2 --> (F(n), J, ds~'=(À;) uma aplicação 
de Eells Wood. Consideremos A' = (>.;J) a seguinte pertubação da métrica 
de Kahler (A (ÀiJ): 
{
À·· seJ·=i+1 
À/ (. ') '1 i'~< J = 1 À··- Ek Ek >O para). -L i+ 1. 1 < k < (n-l)(n-Z) ~J ' - I , - - 2 
onde A = ( ÀiJ) é métrica de K ahler. Então 7j; não é estável. 
D - . s . l J<l>( ) - o iJ!J. . -L o . aq . -L o . aq-. -L emonstraçao. €Ja q ta que A q - , 1f21 âz 1r11 1 OU 1fJ1 âz íTz1 r , · · · 1 1ftr âz nJr 1 
O OU 1fjr ~; 1f;r i= O. 
Aplicando o Lema (4.1.2) obtemos: 
Corolário 4.3.4.1 ([14]). Seja 7j;: (1r11 ... 7rn): M 2 -+ (F(n), J, métrica de 
Killing) uma aplicação de Eells- Wood. Então 7j; não é estável. 
Demonstração: Basta aplicar o Teorema para À 12 = À23 = ... = Àn(n-l) = 
1 - 1 - - 2 d l - (n-l)(n-2) - 2 , t 1 - , ... , Et - n , on e - 2 - n - . 
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