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Abstract
We study the boundary correlation functions in Liouville theory and in solvable statistical
models of 2D quantum gravity. In Liouville theory we derive functional identities for all
fundamental boundary structure constants, similar to the one obtained for the boundary two-
point function by Fateev, Zamolodchikov and Zamolodchikov. All these functional identities
can be written as difference equations with respect to one of the boundary parameters.
Then we switch to the microscopic realization of 2D quantum gravity as a height model on
a dynamically triangulated disc and consider the boundary correlation functions of electric,
magnetic and twist operators. By cutting open the sum over surfaces along a domain wall, we
derive difference equations identical to those obtained in Liouville theory. We conclude that
there is a complete agreement between the predictions of Liouville theory and the discrete
approach.
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1 Introduction
The two-dimensional quantum gravity (2D QG) allows two complementary descriptions based
on Liouville field theory [1] or on dynamical triangulations [2]. From the point of view of string
theory, 2D QG is the theory of non-critical bosonic strings, which do not have a tachyon state
and therefore admit an interpretation as statistical ensemble of embedded worldsheets. (For
reviews see [3,4].) In this paper we will consider the boundary problem in the two descriptions.
We will present a systematic approach to evaluate the boundary correlation functions in Liou-
ville and discrete 2D QG based on a set of difference equations with respect to the boundary
parameters. Although derived by completely different methods, the difference equations for the
two- and three-point functions obtained in both approaches become identical after rescaling with
an appropriate factor. This factor does not depend on the Liouville boundary parameters and
has a natural interpretation as the contribution of the matter fields.
1.1 The continuum approach
The first success of the continuum approach was to predict the scaling exponents of gravita-
tionally dressed primary fields [5,6]. Subsequently, the so-called resonance correlation functions
of vertex operators were found by doing the zero mode integration over the Liouville field and
then using analytic continuation with respect of the number of the Liouville interaction inser-
tions [7,8]. These results showed that the Liouville CFT, although ‘noncompact’, can be treated
similarly to the standard ‘compact’ conformal field theories [9]. Indeed, in a series of impressive
works [10,11,12,13,14], the Liouville CFT has been practically solved. The exact expressions ob-
tained for the bulk [10,11] and boundary [12,13,14] Liouville structure constants were obtained
as solutions of a set of identities that follow from the OPE of vertex operators with degenerate
bulk or boundary Liouville fields.
In Liouville theory with boundary the situation is more subtle because of the presence, be-
sides the cosmological constant µ, of a second dimensional parameter, the boundary cosmological
constant µB. The boundary Liouville structure constants thus depend on a new dimensionless
parameter, µB/
√
µ. The observables are meromorphic functions of this parameter having a
branch point singularity at the point −µ0B where µB equals the boundary entropy density. The
branch point can be resolved by introducing a uniformization parameter τ
µB = µ
0
B cosh τ. (1.1)
In the correlation function of n boundary operators on the disc, one can define n indepen-
dent boundary cosmological constants µB1 , ..., µBn associated with the segments between two
neighboring operators. Fateev, A. Zamolodchikov and Al. Zamolodchikov [12] found that the
boundary two-point function, or boundary reflection amplitude, satisfies a simple functional
equation, which can be given the form of a difference equation with respect to one of the bound-
ary parameters, τ1 or τ2. One can show (see section 3 of this paper) that this is a general
property of the Liouville boundary structure constants: all they satisfy recurrence identities
that have the form of difference equations with respect to one of the boundary parameters. In
particular, using the pentagonal equation satisfied by the boundary three point function [13], we
find two difference equations for the latter, one of them quite similar to the equation obtained
in [12]. The shifts of the boundary parameters come from the fusion with the lowest degenerate
boundary Liouville fields.
The two and three point functions in 2D QG are products of the corresponding Liouville
and matter structure constants, and therefore have the same dependence on the boundary
3
parameters. As a consequence, they should satisfy difference equations of the same form.
In this paper we will concentrate in the simplest realization of the matter field is as a
gaussian field with background charge. Then the matter three-point function is trivial (no
matter screening charges) and the difference equation obtained in Liouville theory should hold
also for the three-point boundary correlator in 2D quantum gravity.
In order to check this result experimentally, we need an adequate lattice realization of the
gaussian field coupled to Liouville. This realization is given by the SOS model on a random
surface and the related statistical models: the O(n) [15] and the ADE [16, 17, 18] models of
quantum gravity. In all these models the matter fields are described as a loop gas on the
random surface.
1.2 The discrete approach
The loop gas realization of 2D QG has been particularly useful in studying problems involving
two-dimensional geometrical critical phenomena, typically associated with non-unitary CFT
(see, for example, the review [19]). After being transposed to a random surface, many of those
problems become easily solvable. The solutions then can be used to obtain information about
the same problems before coupling to gravity. In particular, the scaling dimensions in the theory
on the plane are related to the gravitational dimensions by KPZ scaling formula [5,6]. The KPZ
rule was checked on various microscopic realizations of the 2D quantum gravity in terms of
statistical models on random lattices and in the last years have been applied successfully to
evaluate some difficult “flat” geometrical critical exponents associated with percolating clusters
and polymers [19].
In the loop gas model, the matter fields are represented by non-intersecting loops (which can
be also interpreted as domain walls) on a randomly triangulated surface. The corresponding CFT
is non-unitary, with continuous spectrum of the central charge −∞ < c ≤ 1 [20]. The matter
correlation functions describe the critical behavior of networks of linear polymers [21]5. Bulk
correlation functions of linear polymers have been first calculated in [23] using a factorization
property of the measure over random surfaces. The same method is readily generalized to the
case of boundary correlation functions. More complicated examples of boundary correlators
have been calculated in [24], including the 2-point function for the boundary twist operators
intertwining between the free and fixed boundary conditions.
The exact results presented in [12] inspired the work [25], where it was shown that the
boundary two-point function of star polymers on a random disc satisfies, when appropriately
normalized, the same difference equation as the Liouville boundary reflection amplitude for
degenerate fields of type (r, 1) or (1, s). It was also noticed that the two-point function of the
boundary twist operator calculated previously in [24] agrees with the general formula presented
in [12] with the corresponding identification of the twist operator as a boundary conformal field.
Here we apply the approach of [25] to derive difference equations for the boundary three-
point function and the bulk-boundary correlation function. Comparing the results with those
obtained in Liouville theory we find that there is perfect agreement between the continuum and
the discrete approaches.
The layout of this paper is as follows. In sect. 2 we sketch the world sheet description of 2D
QG as a theory of a gaussian matter field χ with background charge e0, and a Liouville field φ
with background charge Q and exponential interaction. We introduce the KPZ primary fields in
the bulk and on the boundary. Sect. 3 contains a review of the boundary Liouville problem and
5This geometrical description of CFT was recently used in the analysis of stochastic conformal maps [22].
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the recent results [12,13,14]. There we summarize the finite-difference equations satisfied by the
boundary structure constants. In sect. 4 we interpret the difference equations obtained in pure
Liouville theory from the point of view of 2D QG with gausian matter field. In sect. 5 we give
the microscopic definition of the 2D QG as a non-restricted height model on the dynamically
triangulated disc. First we define the height model on a given triangulation and establish the
equivalence with a gas of loops. We give the loop-gas formulation of the Dirichlet and Neumann
boundary conditions as well as that of the electric, magnetic and twist operator of the gaussian
field. In sect. 6 we derive the difference equations for the basic boundary correlation functions
in 2D QG. First we remind how the loop equation for the disc amplitude can be solved by being
transformed into finite-difference equation. Then, using the knowledge of the disc amplitude,
we derive another type of functional identities using a factorization property of the functional
measure of 2D QG. These identities are most easily obtained for the correlation functions in-
volving degenerate matter operators with Dirichlet boundary condition. These operators are
described geometrically as sources of open lines starting at the boundary. We also consider the
case where both Dirichlet and Neumann boundary conditions are present. Here we derive a dif-
ference equation for the correlator of two intertwiners between Dirichlet and Neumann boundary
conditions, which we call boundary twist operators, and a vertex operator with arbitrary charge.
Our conclusions are presented in sect. 7.
2 The world-sheet description of 2D QG
2.1 Liouville Quantum Gravity on a disc.
Let M be the world-sheet manifold, which we take with the topology of a disc. We denote by
Rˆ and Kˆ correspondingly the local gaussian curvature in the bulk and the geodesic curvature
along the boundary6. In the conformal gauge gab(x) ∼ δab the fluctuations of the metric are
described by a local field φ (the Liouville field) with exponential interaction, which couples to
the matter field through the conformal anomaly [1]. The conformal gauge necessarily introduces
the Faddeev-Popov reparametrization ghosts with central charge −26. We will assume that the
matter is realized as a scalar field χ with background charge e0 and central charge c = 1− 6e20.
Such a field is described by an effective action7
A[χ, φ] =
∫
M
(
1
4π
[(∇φ)2 + (∇χ)2 + (Qφ− ie0χ)Rˆ] + µe2bφ
)
+
∫
∂M
(
1
2π
(Qφ− ie0χ)Kˆ + µB ebφ
)
+ ghosts (2.2)
where µ and µB are correspondingly the bulk and the boundary cosmological constants and the
background charges are expressed in terms of the Liouville coupling constant b as
Q =
1
b
+ b, e0 =
1
b
− b. (2.3)
With the choice (2.3) the two background charges satisfy Q2−e20 = 4, which is equivalent to the
vanishing of the central charge ctot ≡ cφ+ cχ+ cghosts = (1+6Q2)+ (1−6e20)−26 = 0. The bulk
6We normalize the two curvatures so that
∫
M
R(2) + 2
∫
∂M
K = 4π.
7Here we choose the boundary interaction that supports the quasiclassical description. The other possible
interaction is µ˜B e
φ/b.
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and boundary cosmological constants are coupled correspondingly to the area A =
∫
d2z e2bφ(z,z¯)
and the boundary length ℓ =
∫
dx ebφ(x).
After conformally mapping the discM to the upper half plane, the curvature term disappears
A[φ, χ] =
∫
Imz≥0
d2z
(
1
4π
[(∇φ)2 + (∇χ)2] + µe2bφ
)
+
∞∫
−∞
dx µB e
bφ + ghosts (2.4)
and the background charges are introduced through the asymptotics of the fields at spatial
infinity
φ(z, z¯) ∼ −Q log |z|2, χ(z, z¯) ∼ −e0 log |z|2.
The partition function on the disc is defined as the functional integral over the fields χ and φ
with action (2.2)
Φ(µ, µB) =
∫
[dχ][dφ] e−A[χ,φ]. (2.5)
To define the functional measure we have to fix the boundary conditions. In order to have
correspondence with the sum over triangulated surfaces one should impose non-homogeneous
Neumann boundary condition for the Liouville field8
i(∂ − ∂¯)φ = 4πµB ebφ(x),
while the matter field χ can satisfy either Dirichlet or Neumann boundary conditions.
2.2 Bulk and boundary matter fields in the Coulomb gas description
Bulk matter fields: There is a continuum of holomorphic bulk primary fields realized either
as electric or as magnetic operators. The electric, or vertex, operators
Ve(z, z¯) = e
2ieχ(z,z¯)
are primaries with respect to the energy momentum tensor
T (z) = −(∂χ)2 − ie0 ∂2χ, T¯ (z¯) −(∂¯χ)2 − ie0 ∂¯2χ
and have conformal weights
∆e = ∆¯e = e(e − e0) = (e− e0/2)2 − e20/4. (2.6)
The magnetic, or vortex, operators V˜m(z, z¯) are associated with discontinuities of the field χ.
The vortex operator with magnetic charge m describes a discontinuity δχ = 4πm along a line
starting at the point (z, z¯) and has left and right conformal dimensions
∆m = m(m− e0), ∆¯m = m(m+ e0). (2.7)
In presence of a background charge the purely magnetic operators have spin. On the other
hand, only the spinless fields survive in 2D QG, since the local rotations can be compensated
8Very recently, the Dirichlet boundary condition for the Liouville field studied in [26] was also found to have
interpretation in terms of a sum over random surfaces [27]. It describes the non-perturbative effects related to
D-instantons and D-particles. The role of the Dirichlet Liouville boundary condition in two-dimensional string
theory has been previously discussed in [28].
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by coordinate transformations. Therefore we are led to consider the mixed electric-magnetic
operator Oe,m, which have left and right conformal dimensions
∆e,m = (e+m)(e+m− e0) ∆¯e,m = (e−m)(e−m− e0). (2.8)
The condition that the spin ∆ − ∆¯ of such an operator vanishes fixes the electric charge to
e = e0/2 or the magnetic charge to m = 0. Thus the spinless operators carrying magnetic
charge are of the form Oe0/2,m, with conformal dimensions
∆ǫ0/2,m = ∆¯e0/2,m = m
2 − e20/4. (2.9)
An important set among the primaries are the fields degenerate with respect to the conformal
symmetry algebra [9] with scaling dimensions
∆rs =
(r/b− sb)2 − e20
4
(r, s ∈ N). (2.10)
These fields can be constructed either as vertex operators with charges
ers =
1
2
(e0 − r/b+ sb) (2.11)
or alternatively as spinless operators with electric charge e0/2 and magnetic charge
mrs =
1
2
(−r/b+ sb). (2.12)
The reflection symmetries e → e0 − e and m → −m act as {r, s} → {−r,−s}. Nontrivial
correlation functions of these operators can be constructed by adding a finite number of screening
operators V1/b and V−b with conformal dimension one.
We will be interested only in the magnetic charges of the form m = Lb/2, L ∈ Z, which have
a nice geometrical meaning in the microscopic approach. This spectrum of magnetic operators is
compatible with the assumption that the gaussian field is compactified at radius b: χ ∼ χ+2πb.
Dirichlet and Neumann boundary conditions: For the matter field, we will consider
Neumann (N) boundary condition
(∂ − ∂¯)χ = 0 (Neumann) (2.13)
or Dirichlet (D) boundary condition
(∂ + ∂¯)χ = 0 (Dirichlet). (2.14)
These are the only boundary conditions that can be imposed on a gaussian field.
In order to define completely the D and N boundary conditions, we have to fix the global
modes. In the case of Dirichlet boundary condition, eqn. 2.14 means that the field has constant
value of χ(x) = χB along the boundary. Thus there is a continuum of Dirichlet boundary
conditions labeled by the value of χB. Similarly, in the case of Neumann boundary condition we
should specify the increment of χ along the boundary: δχ =
∫
χ(x)dx. The Neumann boundary
condition is related to the Dirichlet one by duality transformation
b↔ 1/b, χ ≡ χ(z) + χ¯(z¯) ↔ χ˜ ≡ χ(z)− χ¯(z¯). (2.15)
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Boundary matter fields: Boundary fields interpolate between different boundary conditions.
To completely characterize a boundary operator, one should specify the boundary conditions on
the left and on the right [29]. The boundary primary fields can be constructed out of vertex and
vortex operators. There are three types of boundary operators for the gaussian field, N/N,D/D
and N/D.
• The N/N boundary fields are the boundary vertex operators
Be(x) = e
ieχ(x),
where x ∈ R is the coordinate on the boundary. The boundary scaling dimension of this field is
given by the same formula as for the corresponding bulk operator:
∆Be = e(e − e0) = (e− e0/2)2 − e20/4. (2.16)
• The D/D boundary fields are boundary magnetic operators B˜m, which introduce a dis-
continuity δχ = 2πm of the boundary value of the field. The magnetic operator changes the
boundary value of the matter field from χB to χB + 2πmn. The dimension of such operator is
∆Bm = m(m− e0) = (m− e0/2)2 − e20/4. (2.17)
Unlike the spinless magnetic operator in the bulk, the boundary magnetic operator does not carry
electric charge. The degenerate electric and magnetic boundary operators have the spectrum of
charges
ers =
1
2
(e0 − r/b+ sb), mrs = 1
2
(e0 − r/b+ sb). (2.18)
We will be concerned only by the magnetic charges of the form m = L/2 with L integer, which
can be realized microscopically as L domain lines ending at the boundary (see sect. 5).
• Finally, there are the D/N and N/D boundary operators. We call the operators of lowest
dimension intertwining between Dirichlet and Neumann boundary conditions boundary twist
operators. For b = 1 (c = 1) the boundary twist operator is well known [30,31] and its dimension
is ∆T = 1/16. The boundary twist operator for the Coulomb gas with b < 1 will be introduced
in sect. 5.4. Its dimension is that of a “half-degenerate” field with {r, s} = {12 , 0}.
2.3 Gravitationally dressed bulk and boundary fields
Bulk operators: We will restrict ourselves to the vertex operators since the magnetic opera-
tors are vertex operators for the dual field χ˜. In 2D QG the vertex operators of the matter field
are dressed by Liouville vertex operators
Ve,α(z, z¯) = e
2ieχ(z,z¯) e2αφ(z,z¯) (2.19)
in such a way that the composite operator is a density, i.e. its conformal dimensions are
∆ = ∆¯ = 1 [6]
e(e− e0) + α(Q− α) = 1. (2.20)
In the language of the 2D string theory, the shifted matter and Liouville charges
P = e0 − 2e, E = i(Q− 2α) (2.21)
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are the components of the momentum in the two-dimensional Euclidean target space
(X0,X1) = (φ, χ). The balance of dimensions (2.20) then takes the form of the mass-shell
condition9
P 2 + E2 = 0. (2.22)
The states with real Liouville energy E appear as normalizable intermediate states, while the
non-normalizable on-shell fields (2.23) describe massless particles in the target space, the closed
string ‘tachyons’, which correspond to local operators on the world sheet. The two solutions
E = ∓iP of the mass shell condition (2.22) describe closed string tachyons with left and right
chirality10
V(±)P = ∓
1
π
Γ(±b±1P )
Γ(1∓ b±1P ) Ve,α± , e =
1
2
(e0 − P ), α± = 1
2
(Q∓ P ). (2.23)
In this way, there are two possible gravitational dressings of the matter field vertex operator
with charge e. For instance, for the identity operator e = 0 we have two possible Liouville
dressings: the Liouville interaction α = b and dual one α = 1/b. The solution VP with the
smallest Liouville exponent describes physical a physical state,
VP =
{
V(+)P (P > 0)
V(−)P (P < 0)
(2.24)
while the larger exponent is usually referred as ‘wrongly dressed’ state,
VˇP =
{
V(−)P (P > 0)
V(+)−P (P < 0).
(2.25)
The condition α < Q/2 for the physical fields is also known as Seiberg bound [32]. The wrongly
dressed states are not realized in Euclidean 2D QG, but they will be important when comparing
the microscopic quantum gravity with Liouville theory. The correlation functions of the oper-
ators V¯P are obtained from the correlation functions of the ‘physical‘ operators VP by analytic
continuation with respect to P beyond the point P = 0.
The gravitational dressing of the identity operator (e = 0 or P = e0) is the Liouville inter-
action Ve0 = e2bφ; this implies that we have chosen b ≤ 1 in the action 2.2.
Boundary operators: Similarly to the bulk fields, the boundary fields in 2D QG are con-
structed as matter and Liouville vertex operators
Be,β(x) = e
ieχ(x)+βφ(x). (2.26)
In the string-theoretical context, the vertex operators with complex momenta
e =
1
2
e0 − P, β = 1
2
Q− iE (2.27)
9Here we assume that the Liouville field describes the time direction of the target space of the Euclidean 2D
string theory.
10Since we will be eventually interested in the comparison with the discretized theory, we choose a normalization
which eliminates the “leg factors” in the correlation functions [3,4]. Below we will normalize the boundary fields
following the same principle.
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appear as normalizable intermediate states of the open string amplitudes while the on-shell fields
B(±)P =
Γ(±2b±1P )
π
Be,β±, e =
e0
2
− P, β± = Q
2
∓ P. (2.28)
are the open string tachyons. The physical boundary operators
BP =
{
B(+)P (P > 0)
B(−)P (P < 0)
(2.29)
are related to the fields with the ‘wrong’ dressing
BˇP =
{
B(−)P (P > 0)
B(+)P (P < 0)
(2.30)
by analytic continuation through the point P = 0.
We will denote the degenerate matter fields dressed by gravity as
Brs = BPrs, Prs = r
1
2b
− s b
2
. (2.31)
As we will see later, the degenerate fields BL+1,1 and B1,L+1 play special role in the microscopic
approach.
In order to define completely a boundary operator, we have to specify the left and right
boundary conditions both for the matter and Liouville fields. The Liouville boundary conditions
are labeled by the values of the cosmological constant on both sides.
Let us remark that here both dressings can have physical meaning. In particular, the bound-
ary Liouville interaction can be ebφ as well as eφ/b, the two exponents corresponding to the
two possible dressings of the identity operator. In the Liouville literature only the first case
(which was chosen as the boundary term in the action 2.2) has been considered. In this case
the dimension of the boundary is one, i.e. half the dimension of the bulk: µB ∼ µ1/2 and the
boundary can be treated quasiclassically. In the second case µB ∼ µ1/2b2 , which corresponds
to the “wrong” dressing of the identity boundary operator, the boundary has anomalous fractal
dimension larger than one. It has been shown that both boundary Liouville interactions can be
realized microscopically [16, 18]. This is why it is useful to introduce a new scaling exponent ν
having the meaning of inverse fractal dimension of the boundary
µ
B
2ν ∼ µ (2.32)
where
ν = 1 for boundary interaction ebφ
ν = b2 for boundary interaction eφ/b.
The two possible values of ν are dual to each other in the sense that if the classical boundary
(ν = 1) corresponds to a Dirichlet boundary condition, then the fractal boundary (ν = b2)
corresponds to Neumann boundary condition for the matter field χ, and vice versa [24].
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Correlation functions and KPZ scaling: Consider the correlation function of n boundary
and m bulk fields as11
W
(K1,...,Km)
P1,...,Pn
(µ
B1
, ..., µ
Bn
;µ) =
〈
BµB1 ,µB2P1 ...B
µ
Bn
,µ
B1
Pn
VK1 ...VKm
〉
disc
, (2.33)
where 〈 ... 〉 denotes the functional integral with respect to the matter and Liouville fields. By
the conformal invariance this correlation function has the form
µγ F
(
µ
B1
µ−1/2ν1 , ..., µ
Bn
µ−1/2νn
)
, (2.34)
where the exponent γ depends linearly on the target space momenta
γ = 1− 1
2
γstr −
m∑
j=1
(1− δbulkKj )−
1
2
n∑
k=1
(1− δboundPk ). (2.35)
Here ν1, ..., νn are the exponents (2.33) for the n segments of the boundary,
γstr = 1− 1/b2 < 0 (2.36)
is the string susceptibility exponent,
δ
bulk
K =
|K|
2b
+
1
2
γstr δ
bound
P =
|P |
b
+
1
2
γstr (2.37)
are correspondingly the gravitational dimensions of the bulk and boundary fields, and F is a
scaling function. The gravitational dimensions δ are related to the flat dimensions ∆ and the
conformal anomaly c of the matter field by the KPZ formula
∆ =
δ(δ − γstr)
1− γstr , c = 1− 6
γ2str
1− γstr . (2.38)
Using the results obtained in boundary Liouville theory and reviewed in the next section, we
can evaluate instantly the boundary correlation functions in 2D QG that involve three or less
fields. In this case there is no moduli integration and the correlation functions of the matter
and Liouville fields factorize and the correlation function in 2D QG is equal (up to a numerical
factor) to the corresponding Liouville structure constant. There is a subtlety related to the fact
that only physical fields are present in 2D QG. It is resolved by using the reflection symmetry
to express the correlation functions of wrongly dressed fields (whenever they appear) in terms
of the correlation functions of physical fields.
3 Correlation functions in boundary Liouville theory
3.1 Review of boundary Liouville theory
In this subsection we present a brief review of some of the exact results for Liouville on a disc,
obtained recently in [11,12]. In the upper half plane the Liouville theory is defined by the action
A =
∫
UHP
(
1
4π
(∂aφ)
2 + µe2bφ(z,z¯)d2z
)
+ µB
∫
R
ebφ(x)dx (3.1)
with asymptotics at infinity φ(z, z¯) ≃ −Q log(zz¯) and Neumann boundary condition on the real
axis i(∂ − ∂¯)φ = 4πµBebφ. The theory is conformal invariant with central charge cL = 1+ 6Q2.
11To completely define the correlation function, we should also specify the matter boundary conditions, which
is understood below.
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Bulk fields: The fields Vα(z, z¯) = e
2αφ(z,z¯) are primaries with respect to the energy momentum
tensor
T (z) = −(∂φ)2 +Q∂2φ ,
T¯ (z¯) = −(∂¯φ)2 +Q∂¯2φ
and have conformal weight ∆α = ∆¯α = α(Q − α). Because of the invariance α → Q − α, one
identifies the operator Vα with its reflected image VQ−α:
Vα(z, z¯) = S(α)VQ−α(z, z¯) (3.2)
where we used the bulk reflection amplitude [11]
S(α) =
(πµγ(b2))(Q−2α)/b
b2
γ(2αb − b2)
γ(2 − 2α/b + 1/b2) , (3.3)
and γ(x) = Γ(x)/Γ(1− x). The reflection amplitude satisfies the unitarity condition:
S(α)S(Q − α) = 1. (3.4)
An important set among the primaries are the fields V−nb/2, n ∈ N, which are degenerate with
respect to the conformal symmetry algebra and satisfy linear differential equations [9]. For
example, the first non trivial case consists of α = −b/2, and the corresponding operator satisfies(
1
b2
∂2 + T (z)
)
V−b/2 = 0, (3.5)
as well as the complex conjugate equation. It follows from these equations that when one
performs the operator product expansion of one of these degenerate operators with a generic
operator, then the OPE is truncated [9]. For example:
V−b/2Vα = c+Vα−b/2 + c−Vα+b/2 . (3.6)
The structure constants c± are special cases of the bulk three point function, and can be com-
puted pertubatively as Coulomb gas (or screening) integrals [33, 34]. One can take c+ = 1, as
in this case there is no need of insertion of interaction, whereas c− requires one insertion of the
Liouville interaction −µ ∫ e2bφd2z, and
c− = −µ
∫
d2z
〈
Vα(0)V−b/2(1)e
2bφ(z,z¯)VQ−α−b/2(∞)
〉
= −µ
∫
d2z|z|−4bα|1− z|2b2
= −µπγ(2bα− 1− b
2)
γ(−b2)γ(2bα) .
In the first line, we used the property of invariance under global transformations to set z1 =
0, z3 = 1, z4 =∞, and in the second line < φ(x)φ(y) >= − log |x− y|.
Similarly, there exists also a dual series of degenerate operators V−m/2b with the same properties.
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Boundary fields: There is a one-parameter family of conformally invariant boundary con-
ditions characterized by different values of the boundary cosmological constant µB. For later
convenience we will parametrize µB in terms of a dimensionless angular variable σ defined as
follows [12]:
cos
(
2πb(σ − Q
2
)
)
=
µB√
µ
√
sin(πb2). (3.7)
The meaning of this parametrization is that it unfolds the branch point of the observables at
µB = −µ0B ≡
√
µ/ sinπb2. We shall denote the boundary operators as Bσ2σ1β (x); they have
conformal weight ∆β = β(Q− β) and are labeled by two left and right boundary conditions σ1
and σ2 related to µB1 and µB2 by (3.7). Again, because of the invariance β → Q−β, one should
identify the field Bσ2σ1β (x) with its reflected image B
σ2σ1
Q−β(x):
Bσ2σ1β (x) = D(β, σ2, σ1) B
σ2σ1
Q−β(x) (3.8)
The boundary reflection amplitude D(β, σ2, σ1) satisfies the unitary condition
D(β, σ2, σ1)D(Q− β, σ2, σ1) = 1 (3.9)
and gives the nontrivial piece of the boundary two-point correlation function, see the next
section.
As it was argued in [12], the degenerate boundary fields Bσ2σ1−nb/2, n ∈ N, have truncated
operator product expansion with all primary fields if the left and right boundary parameters are
related by σ2 − σ1 = −nb2 ,− (n−2)b2 , , , nb2 . For example, for σ2 = σ1 ± b2
Bσ3σ2β B
σ2σ1
−b/2 = c
±
+B
σ3σ1
β−b/2 + c
±
−B
σ3σ1
β+b/2 , σ2 = σ1 ± b/2 (3.10)
where, as in the bulk situation, c±± are structure constants and are obtained as certain screening
integrals. In the first term of (3.10) there is no need of screening insertion and therefore c±+ can
be set to 1, whereas the computation of c±− requires one insertion of the boundary interaction
−µB
∫
ebφ(x)dx and was explicitly computed in [12] with the following result
c±− = 2
(
− µ
πγ(−b2)
)1/2
Γ(2bβ − b2 − 1)Γ(1 − 2bβ)×
sinπb(β ± (σ1 − σ3)− b/2) sin πb(β ± (σ1 + σ3 −Q)− b/2). (3.11)
Similar properties have the fields Bσ1σ2−n/b with σ2 − σ1 = − n2b ,−n−22b . . . n2b .
Self-duality: The observables are invariant with respect to the duality transformation b→ 1/b
provided the dual cosmological constant µ˜ is related to µ as
πµ˜γ(1/b2) = (πµγ(b2))1/b
2
, (3.12)
and the dual boundary cosmological constant is defined as follows
cos
(
2π
b
(σ − Q
2
)
)
=
µ˜B√
µ˜
√
sin
π
b2
. (3.13)
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3.2 Correlation functions
In order to characterize LFT on the upper half plane, one needs to know the following structure
constants:
1. bulk one-point function
〈Vα(z, z¯)〉σ =
Uσ(α)
|z − z¯|2∆α
2. boundary two-point function〈
Bσ1σ2β1 (x)B
σ2σ1
β2
(0)
〉
=
δ(β2 + β1 −Q) +D(β1, σ2, σ1)δ(β2 − β1)
|x|2∆β1
3. bulk-boundary two-point function 12
〈
Vα(z, z¯)B
σσ
β (x)
〉
=
Rσ(α, β)
|z − z¯|2∆α−∆β |z − x|2∆β
4. boundary three-point function
〈
Bσ2σ3β1 (x1)B
σ3σ1
β2
(x2)B
σ1σ2
β3
(x3)
〉
=
C
(σ2σ3σ1)
β1β2β3
|x21|∆1+∆2−∆3 |x32|∆2+∆3−∆1 |x31|∆3+∆1−∆2
By its definition, this function is invariant under cyclic permutations. In the following we
will also use the notation
C
(σ2σ3σ1)β3
β1β2
≡ C(σ2σ3σ1)β1β2,Q−β3.
All correlation functions considered above are invariant w.r.t. the duality transformation
b→ 1/b.
3.3 Explicit expressions and functional relations
Below we list the explicit representation for the structure constants, and the functional equa-
tions they satisfy. Except for the boundary three point function, they have been computed by
considering an auxiliary correlation function containing a degenerate bulk or boundary field:
this leads to solvable functional relations for the correlation function sought for. This trick was
first introduced in [35], and used extensively in [36, 12, 37, 14]. For each of the equations listed
below, there exists a dual equation, obtained by replacing b by 1/b. It is important to note that
the functional relations are of two types: one type involves shifts on boundary parameters and
momentum, the other type involves shifts of boundary parameters only.
1. bulk one-point function
Expression [12,36]:
Uσ(α) =
2
b
(πµγ(b2))
(Q−2α)
2b ×
×Γ(2bα− b2)Γ(2α
b
− 1
b2
− 1) cos[π(2α −Q)(2σ −Q)] (3.14)
12The bulk one point function is a special case of the bulk-boundary coefficient with β = 0.
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Reflection property:
Uσ(α) = S(α)Uσ(Q− α),
where S(α) is the bulk reflection amplitude (3.3).
Functional equation:
Uσ− b
2
(α) + Uσ+ b
2
(α) = 2 cos πb(2α −Q)Uσ(α). (3.15)
2. boundary two-point function
Expression [12]:
D(β, σ2, σ1) =
(
πµγ(b2)b2−2b
2
) 1
2b
(Q−2β)
×
×Γb(2β −Q)
Γb(Q− 2β)
Sb(σ2 + σ1 − β)Sb(2Q− β − σ1 − σ2)
Sb(β + σ2 − σ1)Sb(β + σ1 − σ2)
(3.16)
Reflection property: it takes here the form of the unitarity condition
D(β, σ2, σ1) D(Q− β, σ2, σ1) = 1. (3.17)
Functional equations: The first of these equations can be seen as a consequence from the
different possible factorizations for an auxiliary boundary three point function containing
a degenerate boundary field < Bβ+b/2(x3)B−b/2(x2)Bβ(x1) >, see equation (4.3) of [12].
D(β, σ2, σ1 − b/2) −D(β, σ2, σ1 + b/2) =
(
− µ
πγ(−b2)
)1/2
×−2πΓ(1− 2bβ1)
Γ(2 + b2 − 2bβ1) sinπb(2σ1 −Q)D(β + b/2, σ2, σ1). (3.18)
One can also find
sin2 πb(σ1 − σ2 − β + b
2
)D(β, σ2 +
b
2
, σ1)
− sin2 πb(σ1 + σ2 − β − b
2
)D(β, σ2 − b
2
, σ1)
= sinπb(2σ1 −Q) sinπb(2σ2 −Q)D(β, σ2, σ1 + b
2
), (3.19)
and when the two boundary parameters are equal σ1 = σ2 ≡ σ:
sinπb(2σ −Q− β)Dσ−b/2(β) + sinπb(2σ −Q+ β)Dσ+b/2(β)
= 2 sinπb(2σ −Q) cos πb(β −Q)Dσ(β).
3. bulk-boundary two-point function
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Expression [14,37]:
Rσ(α, β) = 2π(πµγ(b
2)b2−2b
2
)
1
2b
(Q−2α−β)
Γ3b(Q− β)Γb(2α− β)Γb(2Q− 2α − β)
Γb(Q)Γb(Q− 2β)Γb(β)Γb(2α)Γb(Q− 2α)∫ +i∞
−i∞
dp e2iπp(2σ−Q)
Sb(p+ β/2 + α−Q/2)Sb(p+ β/2− α+Q/2)
Sb(p− β/2− α+ 3Q/2)Sb(p − β/2 + α+Q/2) .
Reflection properties:
Rσ(α, β) = S(α)Rσ(Q− α, β), Rσ(α, β) = D(β, σ, σ)Rσ(α,Q− β)13.
Functional equations: The two functionals relations written below are nothing but the
Fourier transform of the equations (21) found in [14]. We recall that these equations arise
from the different possible factorizations for the auxiliary three point function containing
a degenerate boundary field < Vα(0)Bβ(1)B−b/2(η) >. We find:
Rσ− b
2
(α, β) −Rσ+ b
2
(α, β) = sinπb(2σ −Q)Rσ(α, β + b)×
−2π
(
− µ
πγ(−b2)
)1/2 Γ(1− 2bβ)Γ(1 − b2 − 2bβ)
Γ2(1− bβ)Γ(1 − bβ − 2bα)Γ(1 − bβ + 2bα − bQ) ,
(3.20)
as well as
sinπb(2σ −Q− β)Rσ−b/2(α, β) + sin πb(2σ −Q+ β)Rσ+ b
2
(α, β)
= 2 sinπb(2σ −Q) cos πb(2α−Q)Rσ(α, β).
(3.21)
One notices that the special case β = 0 in the latter equation reproduces equation (3.15).
Particular case: When 2α = β, one can show the following relation that links the bulk-
boundary structure constant to the boundary reflection amplitude:
Rσ(β) ≡ res2α=βRσ(α, β)
= 2π
Γ2b(Q− β)
Γ2b(β)Γb(Q)
D(β, σ, σ)resx=0Γb(x), (3.22)
4. boundary three-point function
13The first of these relations is trivially verified. We checked the second one is also true, as it was not done
in [14].
16
Expression [13]:
C
(σ3σ2σ1)β3
β2β1
=
(
πµγ(b2)b2−2b
2) 1
2b
(β3−β2−β1)
×Γb(Q+ β2 − β1 − β3)Γb(Q+ β3 − β1 − β2)
Γb(Q− 2β1)Γb(Q)
×Γb(2Q− β1 − β2 − β3)Γb(β2 + β3 − β1)
Γb(2β3 −Q)Γb(Q− 2β2)
×Sb(β3 + σ1 − σ3)Sb(Q+ β3 − σ3 − σ1)
Sb(β2 + σ2 − σ3)Sb(Q+ β2 − σ3 − σ2)
×1
i
i∞∫
−i∞
ds
Sb(U1 + s)Sb(U2 + s)Sb(U3 + s)Sb(U4 + s)
Sb(V1 + s)Sb(V2 + s)Sb(V3 + s)Sb(Q+ s)
(3.23)
and the coefficients Ui, Vi and i = 1, . . . , 4 read
U1 = σ1 + σ2 − β1 V1 = Q+ σ2 − σ3 − β1 + β3
U2 = Q− σ1 + σ2 − β1 V2 = 2Q+ σ2 − σ3 − β1 − β3
U3 = β2 + σ2 − σ3 V3 = 2σ2
U4 = Q− β2 + σ2 − σ3
Reflection properties: It was shown in [13] that
C
(σ2σ3σ1)
β1β2β3
≡ C(σ2σ3σ1)Q−β3β1β2 = D(β3, σ2, σ1)C
(σ2σ3σ1)β3
β1β2
.
as well as two other similar equations obtained by cyclic permutations.
Functional equations: It is shown in the appendix B that the following two equations are
a consequence of the pentagonal equation satisfied by the boundary three point function14
[13]:
C
(σ2,σ3,σ1−
b
2
)
β1,β2,β3
− C(σ2,σ3,σ1+
b
2
)
β1,β2,β3
= C
(σ2,σ3,σ1)
β1,β2+
b
2
,β3+
b
2
×− 2π
(
− µ
πγ(−b2)
)1/2
sinπb(2σ1 −Q)×
× Γ(1− 2bβ2) Γ(1− 2bβ3)
Γ(1− b(β2 + β3 − β1)) Γ(2− b(β1 + β2 + β3 − b))
(3.24)
and
sinπb(σ2 − σ1 − β3 + b
2
) sinπb(σ3 − σ1 − β2 + b
2
) C
(σ2,σ3,σ1+
b
2
)
β1,β2,β3
− sinπb(σ2 + σ1 − β3 − b
2
) sinπb(σ3 + σ1 − β2 − b
2
) C
(σ2,σ3,σ1−
b
2
)
β1,β2,β3
= sinπb(σ2 + σ3 − β1) sinπb(2σ1 −Q) C(σ2+
b
2
,σ3+
b
2
,σ1)
β1,β2,β3
. (3.25)
14We recall that this fact follows from the consistency condition that expresses the associativity of the product
of four boundary operators [38,39] .
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These equations reproduce equations (3.18) and (3.19) in the case β1 = 0, σ2 = σ3,
and β2 = β3, where the structure constant C
σ2,σ2,σ1
0,β,β reduces to the boundary reflection
amplitude D(β, σ2, σ1).
3.4 Important cases
To compare the Liouville approach with the matrix models approach, it is useful to compare the
dependence with respect to the boundary parameter σ of some important correlation functions,
such as the one point function of the boundary cosmological operator Bσσb , the bulk-boundary
structure constant with one boundary cosmological operator inserted Rσ(α, b), and the boundary
three point function with three boundary cosmological operators inserted.
• < Bσσb >:
It amounts to evaluate the quantity Rσ(0, b) directly from its integral representation. In
sending α → 0, some of the poles of the Sb functions will cross the imaginary axis, so
one has to deform the contour accordingly. Picking up the residues at poles leads to the
following expression:
< Bσσb >∼ µ
1
2b2 cos πb−1(2σ −Q). (3.26)
In other words, the one point function of the boundary cosmological operator Bσσb is
proportional to the dual boundary cosmological constant µ˜B.
• Rσ(α, b), α 6= 0 :
Setting β = 0 in (3.20) provides a relation between Rσ(α, b) and the one point function
Rσ(α, 0) = Uσ(α).For the time being, we are only interested in the dependence of Rσ(α, b)
and Uσ(α) on σ, which is found to be:
Rσ(α, b) ∼ µ
1
2b
(b−1−2α) sinπ[(2α −Q)(2σ −Q)]
sinπb(2σ −Q) (3.27)
• C(σ2σ3σ1)bbb :
It is not straightforward to derive it directly from (3.23), but one can check that the
following expression
C
(σ2σ3σ1)
bbb ∼
(µB2 − µB3)µ˜B1 + (µB3 − µB1)µ˜B2 + (µB1 − µB2)µ˜B3
(µB3 − µB1)(µB1 − µB2)(µB2 − µB3)
(3.28)
is a solution of the functional equation (3.25).
4 Boundary correlation functions in Liouville quantum gravity
In order to carry out the comparison with the discrete approach, we need to take into account
the matter field and also normalize the fields and the coupling constants in a way to match with
their microscopic realizations. Among the results listed in the previous section it is sufficient
to consider eqn. (3.24) together with its dual since it contains all the information we need
about the boundary correlators. We will show that eqn. (3.24) together with the duality and
reflection properties is sufficient to determine, up to a normalization constant, the one-, two-
and three-point functions in 2D QG.
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Since we are considering the simplest case of a free field with no screening charges, the role
of the matter field is reduced to imposing the neutrality condition for the charges of the vertex
operators. We assume Neumann boundary conditions for the matter field along all segments of
the boundary. Thus the difference equations in Liouville theory hold also for the physical fields
in 2D QG.
The only subtle point here is that the equations do not close on the set of the physical fields.
Repeated application of the difference operator produces eventually a “wrongly dressed” field.
In this case we will need the boundary reflection amplitude to express the “wrongly dressed”
field through a physical one.
Once closed equations for the three-point functions are found, we will formulate them entirely
in terms of the observables that can be measured in the microscopic theory. For this purpose
we evaluate the boundary one- and two-point functions in 2D QG.
4.1 The rescaled bulk and boundary cosmological constants
We will redefine the bulk and boundary cosmological constants µ and µB according to the nor-
malizations (2.23)and (2.29) for the bulk and boundary operators. The new bulk and boundary
cosmological constants15 Λ and z are defined as the couplings of the operators V(+)e0 and B(+)e0/2
respectively:
µ
∫
e2bφ = Λ V(+)e0 , µB ebφ = z B
(+)
e0/2
.
This gives
Λ
µ
= π
Γ(b2)
Γ(1− b2) ,
z
µB
=
π
Γ(1− b2) . (4.29)
We will also introduce the boundary parameter τ of [18] related to σ by
σ =
Q
2
− i τ
2πb
. (4.30)
Now the boundary cosmological constant is parametrized as
z =M cosh τ, M =
√
Λ.
4.2 On the duality property of 2D QG
It follows from (3.12)-(3.13) that the duality b→ b˜ = 1/b transforms the new bulk and boundary
cosmological constants into
Λ˜ = Λ1/b
2
, z˜ =M1/b
2
cosh τ/b2 (4.31)
where the dual boundary cosmological constants are defined by
Λ˜ V−e0 = µ˜ e2φ/b, z˜ B(−)−e0/2 = µ˜B e
φ/b.
If we denote
z˜ = M˜ cosh τ˜ ,
then the duality transformation b˜ = 1/b is formulated as
Λ˜ = Λ2b
2
or M˜ =M1/b
2
, τ˜ = τ/b2. (4.32)
15Here we use the conventions of ref. [18].
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The duality acts on left and right chiral tachyons as
V˜(±)P = V(∓)−P , [B˜(±)P ]τ˜1τ˜2 = [B(∓)−P ]τ1τ2 , (4.33)
where the bar means complex conjugation. In the (non-unitary) realization of 2D QG based on
the gaussian field the duality b→ b˜ = 1/b is not a symmetry of the Hilbert space of the theory.
It acts in a pair of CFT characterized by matter background charge: e0 and e˜0 = −e0.
The duality property of the correlation functions thus reads
W˜
(K1,...,Km)
P1,...,Pn
(τ˜1, ..., τ˜n) =W
(−K1,...,−Km)
−P1,...,−Pn
(τ1, ..., τn).
4.3 The boundary reflection amplitude in 2D QG
The open string tachyons of same momenta but opposite chiralities are related by the reflection
amplitude
[B(+)P ]τ1τ2 = D+−P (τ1, τ2) [B(−)P ]τ1τ2 , [B(−)P ]τ1τ2 = D−+P (τ1, τ2) [B(+)P ]τ1τ2 (4.34)
The latter is obtained from the Liouville reflection amplitude (3.16) by taking into account the
leg factors in the definition (2.29). Indeed, the conventions used in sect. 2 are such that the
reflection amplitude for the matter gaussian field eeφ → e(e0−e)φ is equal to one. The expression
of the rescaled reflection amplitude is
D+−P (τ1, τ2) =
1
b
M2P/b
Sb(2P + b)
Sb
(
Q
2 + P − i τ1+τ22πb
)
Sb
(
Q
2 + P − i τ1−τ22πb
)
Sb
(
Q
2 − P − i τ1+τ22πb
)
Sb
(
Q
2 − P − i τ1−τ22πb
)
=
1
b
M2P/b
Γb(−2P + 1/b)
Γb(2P + b)
exp

1
2
∞∫
0
dy
y
[
sinh(πPy) cos yτ1b cos
yτ2
b
sinh(πy/b) sinh(πby)
− 2P
πy
] . (4.35)
The amplitude D+−P = (D
−+
P )
−1 has the symmetries
D+−P D
+−
−P =
1
b2
sin 2πb P
sin 2πbP
, D−+P D
−+
−P = b
2 sin 2πbP
sin 2πb P
(4.36)
and
D−+−P (τ1, τ2) = D˜
+−
P (τ˜1, τ˜2), (4.37)
where the function D˜+−P (τ1, τ2) is defined by (4.35) with b replaced by b˜ = 1/b, and τ˜1,2 = τ1,2/b
2.
Remarkably, the function (4.35) satisfies difference equation (3.18) and its dual without the Γ-
functions on the r.h.s.:
sin
(
πb2
∂
∂τ1
)
D+−P (τ1, τ2) =M sinh τ1 D
+−
P− b
2
(τ1, τ2). (4.38)
sin
(
π
∂
∂τ1
)
D−+P (τ1, τ2) =M
1/b2 sinh
( τ
b2
)
D−+
P+ 1
2b
(τ1, τ2) (4.39)
Note that the reflection amplitudes for the degenerate momenta Pmn =
1
2(m/b − nb) are
given by rational functions of z = M cosh τ and z˜ = M1/b
2
cosh(τ/b2). They can be obtained
from the reflection amplitudes for P = 0
D−+0 = bS(b) = b
2, D+−0 =
1
b
S(1/b) =
1
b2
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by applying m times eq. (4.39) and n times eq. (4.38). Let us calculate the reflection amplitude
for the Liouville interaction, which will play important role in the sequel. We have
D+−b/2 =
b−2
sin(πb2)
(z1 + z2)
D−+−1/2b+b/2 = −
b2 sin(πb2)
sin(π/b2)
z˜1 − z˜2
z1 − z2
D+−1/2b−b/2 = −
z˜1 − z˜2
z1 − z2 (4.40)
where in the last line we used the property (4.36).
4.4 Difference equations for the three-point function
Consider the boundary three-point function, which factorizes to a product of a matter and
Liouville components
WP1,P2,P3(τ1, τ2, τ3) = 〈 [BP1 ]τ2τ3 [BP2 ]τ3τ1 [BP3 ]τ1τ2 〉disc = Cmattere1e2e3 Cσ2σ3σ1β1β2β3 . (4.41)
In absence of screening operators16, the gaussian matter field correlator is non-zero only if the
three electric charges satisfy e1 + e2 + e3 = e0 or, in terms of momenta,
P1 + P2 + P3 =
1
2
e0. (4.42)
In this case the matter structure constant does not depend on the matter boundary conditions
and is equal to one. Indeed, the difference of the matter boundary parameters adjacent to
a vertex operator is fixed by the charge of the operator. The overall shift of the boundary
parameter is just a global mode and does not change the three-point function.
Let us assume that P1 > b/2, P2 < −b/2, in which case BP1 = B(+)P1 and BP2 = B
(−)
P2
.
Taking into account the normalization (2.28) and using the neutrality condition (4.42), we write
eqn. (3.24) as
WP1,P2,P3(τ1, τ2, τ3+ib
2π)−WP1,P2,P3(τ1, τ2, τ3−ib2π) = 2iM sinh τ3 WP1−b/2,P2+b/2,P3(τ1, τ2, τ3).
(4.43)
Remarkably, all Γ-functions disappeared. This allows to write the difference equation in the
operator form
∆P2,P1(τ3) WP1,P2,P3(τ1, τ2, τ3) = 0 (4.44)
where ∆P2,P1(τ3) is a difference operator associated with the segment 〈 12 〉 with boundary
parameter τ3 and momenta P2 and P2 at the ends:
∆P2,P1(τ3) = sin
(
b2∂τ3
)−M sinh(τ3) e b2 (∂P2−∂P1)
(
P1 >
b
2
, P2 < − b
2
)
(4.45)
In a similar way, the equation dual to (3.24) can be reformulated as an equation for the three-
point function (4.41) with BP1 = B(−)P1 and BP2 = B
(+)
P2
under the condition that P1 < −1/2b and
16The argument that follow can be of course carried out within the Coulomb gas formalism in its full generality,
which involves an arbitrary number of screening charges. Then the difference equations will depend also on the
boundary three point function of the matter boundary fields.
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P2 > 1/2b. The resulting difference equation has again the form (4.44) with difference operator
given by
∆P2,P1(τ3) = sin (∂τ3)−M1/b
2
sin
(
τ3/b
2
)
e
1
2b
(∂P2−∂P1)
(
P1 < − 1
2b
, P2 >
1
2b
)
(4.46)
The difference operator in (4.44) involves translations of the momentum by b/2 or 1/2b, and
after its repeated application on gets on the r.h.s. a correlation function in which one or two
operators get wrong Liouville dressing. In order to obtain closed set of equations we should
express the “wrongly dressed” fields (2.25) in terms of the physical ones using the boundary
reflection amplitude. This gives again an equation of the form (4.44), with a difference operator
which depends on all three boundary parameters:
– if P1 ∈ [ 12b ,∞] and P2 ∈ [− 12b , 0]:
∆P2,P1(τ3) = sin (π∂τ3)−M1/b
2
sinh
(
τ3/b
2
)
D−+
P2+
1
2b
(τ1, τ2) e
1
2b
(∂P2−∂P1 ) (4.47)
if P1 ∈ [0, 12b ] and P2 ∈ [− 12b , 0]:
∆P2,P1(τ3) = sin (π∂τ3)−M1/b
2
sinh
(
τ3/b
2
)
D+−
P1−
1
2b
(τ1, τ3)D
−+
P2+
1
2b
(τ3, τ2) e
1
2b
(∂P2−∂P1 ). (4.48)
Similarly we get the equations for the intervals P1 ∈ [− b2 , 0], P2 ∈ [ b2 ,∞] and P1 ∈ [0, b2 ], P2 ∈
[− b2 , 0].
It is possible to express these equations entirely in terms of the observable in the microscopic
theory. Indeed, the hyperbolic sine in the numerator of the second term is proportional to the
one-point function (3.26) and the reflection amplitudes in the denominator are proportional
to the boundary two-point function. In order to fix the coefficients, we will need the exact
expressions of the boundary one- and two-point functions in 2D QG.
4.5 The boundary two-point function
The boundary two-point function in 2D QG
WP1,P2(τ1, τ2) = 〈 [BP1 ]τ1τ2 [BP2 ]τ1τ2 〉disc
can be obtained from the boundary three-point function using the relation
∂WP1,P2(τ1, τ2)
∂z2
= 〈 [BP1 ]τ1τ2 [B 1
2
e0
]τ2τ2 [BP2 ]τ2τ1 〉disc =WP1,P2, 12 e0(τ1, τ2, τ2). (4.49)
As a consequence, it satisfies the difference equation (4.43), (4.47) as well as the dual equations
in the corresponding momentum intervals. By the neutrality condition (4.42) the two-point
function vanishes unless P1 + P2 is equal to zero
17. We will denote
WP (τ1, τ2) =W−P (τ1, τ2) =WP,−P (τ1, τ2). (4.50)
17In a more general setting when screeneng charges are allowed, this condition will be relaxed to P1 + P2 =
m/2b− nb/2.
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This function is proportional to the boundary reflection amplitude, but the evaluation of the
exact coefficient is not easy in CFT because of the zero mode associated with the residual
dilatation symmetry. This is why we will evaluate it indirectly, by solving the difference equation.
The functionWP (τ1, τ2) should satisfiy (4.44) for any P , with the corresponding identification
of the difference operator. This gives two independent equations for each value of P > 0. For
sufficiently large P the function WP (τ1, τ2) satisfies(
sin
(
b2∂/∂τ1
)−M sin(τ1) e− b2∂/∂P)WP (τ1, τ2) = 0 (|P | > −b/2) (4.51)
and (
sin (∂/∂τ1)−M1/b2 sin(τ1/b2) e−
1
2b
∂/∂P
)
WP (τ1, τ2) = 0 (|P | > 1/2b). (4.52)
These are exactly the equations (4.39) and (4.38) for the boundary reflection amplitudes D+−
and D−+. Therefore WP should be proportional to both amplitudes, with P -dependent coeffi-
cients. The common solution is determined up to a multiplicative constant κ = κ(b):
WP (τ1, τ2) = κb
b
| sin(2πP/b)|D
+−
|P | (τ1, τ2) = κb
1/b
| sin(2πPb)|D
−+
−|P |(τ1, τ2). (4.53)
The duality transformation acts, according to (4.37), as
W˜P (τ˜1, τ˜2) =
κ1/b
κb
WP (τ1, τ2). (4.54)
For |P | < 1/2b or |P | < b/2 the two-point function satisfies non-linear difference equations,
which follow from (4.47) and (4.48):
sin(iπ∂τ1)W 1
2b
−|P |(τ1, τ2) =
κ2b∣∣sin(2πbP ) sin (2πPb )∣∣
M1/b
2
sinh
(
τ1/b
2
)
WP (τ1, τ2)
(
|P | ≤ 1
2b
)
(4.55)
and
sin(iπb2∂τ1)W b
2
−|P |(τ1, τ2) =
κ2b∣∣sin(2πbP ) sin ( 2πPb )∣∣
M sinh (τ1)
WP (τ1, τ2)
(
|P | ≤ b
2
)
. (4.56)
4.6 The boundary one-point function (the disc loop amplitude)
The boundary one-point function, or the disc loop amplitude, is defined as
W (τ) = 〈 [Be0 ]ττ 〉disc = −
∂Φ
∂z
, z =M cosh τ
where Φ is the partition function of the disc with fixed boundary condition. It is equal, up to a
constant factor, to the Liouville amplitude (3.26).
As in the case if the two-point function, the direct calculation of W (τ) from CFT is difficult
because of the zero modes associated with the residual global conformal symmetry. We can
alternatively evaluate W (τ) using its relation with the boundary two-point function18
We0/2(τ1, τ2) = −
W (τ1)−W (τ2)
z(τ1)− z(τ2) . (4.57)
18The easiest way to prove that is to perform a Laplace transformation and express both sides in terms of the
disc amplitude with fixed length ℓ =
∫
dxebφ(x).
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The explicit expression for We0/2(τ1, τ2) follows from (4.40):
We0/2(τ1, τ2) = −bκb
M1/b
2−1
| sin(π/b2)|
cosh(τ1/b
2)− cosh(τ2/b2)
cosh τ1 − cosh τ2 . (4.58)
Comparing (4.58) and (4.57) we get the expression for the disc loop amplitude
W (τ) = bκb
M1/b
2
cosh(τ/b2)
| sinπ/b2| . (4.59)
In this section we are considering pure Neumann boundary conditions for the matter field.
The loop amplitude is proportional to the volume of the momentum space, which is 2b. If we
normalize the amplitude by the volume of the momentum space, the factor b in the denominator
will disappear. Anticipating the result of the comparison with the discrete theory we will fix
the value of the constant κ:
κ =
1
b
. (4.60)
Note that the normalized amplitude is not self-dual. The T-dual amplitude is given by
W˜ (τ˜ ) =
1
b2
M˜ b
2
cosh(τ˜ b2)
| sinπb2| =
1
b2
M cosh τ
| sin πb2| . (4.61)
4.7 The difference equations in terms of loop observables
To compare with the microscopic approach we should translate the finite-difference equations in
terms of boundary observables.
a) when P1 ∈ [ 12b ,∞] and P2 ∈ [−∞,− 12b ]:
WP1,P2,P3(τ1, τ2, τ3 + iπ)−WP1,P2,P3(τ1, τ2, τ3 − iπ) =
[W (τ3 + iπ)−W (τ3 − iπ)]WP1− 12b ,P2+ 12b ,P3(τ1, τ2, τ3) (4.62)
a1) when P1 ∈ [ 12b ,∞] and P2 ∈ [− 12b , 0]:
WP1,P2,P3(τ1, τ2, τ3 + iπ)−WP1,P2,P3(τ1, τ2, τ3 − iπ) =
1∣∣sin ( π
b2
− 2πb |P2|
)∣∣ W (τ3 + iπ)−W (τ3 − iπ)W 1
2b
−|P2|
(τ3, τ1)
WP1− 12b ,P2+
1
2b
,P3
(τ1, τ2, τ3) (4.63)
a2) when P1 ∈ [0, 12b ] and P2 ∈ [−∞,− 12b ]:
WP1,P2,P3(τ1, τ2, τ3 + iπ)−WP1,P2,P3(τ1, τ2, τ3 − iπ) =
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1|sin (2πbP1)|
W (τ3 + iπ)−W (τ3 − iπ)
W 1
2b
−|P1|
(τ3, τ2)
WP1− 12b ,P2+
1
2b
,P3
(τ1, τ2, τ3) (4.64)
a3) when P1 ∈ [0, 12b ] and P2 ∈ [− 12b , 0]:
WP1,P2,P3(τ1, τ2, τ3 + iπ)−WP1,P2,P3(τ1, τ2, τ3 − iπ) =
W (τ3 + iπ)−W (τ3 − iπ)∣∣sin (2πbP1) sin ( πb2 − 2πb |P2|)∣∣
1
W 1
2b
−|P1|
(τ3, τ2)W 1
2b
−|P2|
(τ3, τ1)
×
× WP1− 12b ,P2+ 12b ,P3(τ1, τ2, τ3) (4.65)
b) when P1 ∈ [−∞,− b2 ] and P2 ∈ [ b2 ,∞]:
W˜P1,P2,P3(τ˜1, τ˜2, τ˜3 + iπ)− W˜P1,P2,P3(τ˜1, τ˜2, τ˜3 − iπ) =
b2
[
W˜ (τ˜3 + iπ)− W˜ (τ˜3 − iπ)
]
W˜P1+ bb ,P2−
b
2
,P3
(τ˜1, τ˜2, τ˜3). (4.66)
The cases b1), b2) and b3) are related to a1), a2) and a3) by duality.
5 Microscopic formulation of 2D quantum gravity
5.1 SOS model on a dynamically triangulated disc
The functional integral of 2D Quantum gravity (2.5) is discretized by considering the statistical
ensemble of all triangulations of the world manifoldM. Simultaneously, the matter field defined
onM should be discretized as a statistical system defined on such a dynamical triangulation [2].
Two-dimensional conformal field theories with central charge less than one can be constructed
as the continuum limits of solvable two dimensional statistical models on regular lattices. There
are several microscopic formulations of the c ≤ 1 conformal field theories: as vertex models [40],
as height RSOS [41] and ADE models [42], as loop models or as the q-state Potts model or
O(n) models [20]. Correspondingly, we have several solvable microscopic formulations of the 2D
quantum gravity with the matter central charge less than one. The statistical models are in this
case formulated on a random lattice, the sum over geometries being replaced by the sum over
all the lattice realizations. As a result we obtain solvable models of quantum gravity, which can
be formulated also as matrix models [43,15,44].
All these models are mapped onto a special solid-on-solid (SOS) model with discrete un-
bounded height variable h ∈ 12Z and a Hamiltonian depending only on height difference of
nearby sites. The map is called Coulomb gas picture [45, 20]. The SOS model in question de-
pends on a continuous parameter g, the Coulomb gas coupling constant, and can be considered
as a solvable microscopic realization of the gaussian field with background charge e0 ∼ g−1. This
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correspondence is very convenient since it allows to give the operator identification of the fields
already of the microscopic level. Here we will restrict ourselves to the microscopic formulation
of 2D QG based on the SOS model.
We start with the definition of the SOS model on an arbitrary triangulated surface. (The
case of lattice paved by squares has been considered in [16].) The target space of the SOS model
is an infinite chain, the Dynkin graph of A∞, whose nodes are labeled by half-integer heights
h ∈ 12Z. The structure of the target space is determined by its adjacency matrix, Ahh′ , whose
matrix elements are one if h and h′ are nearest neighbors and zero otherwise:
Ahh′ = δh,h′+ 1
2
+ δh,h′− 1
2
. (5.1)
The adjacency matrix is diagonalized in the momentum space by the plane waves S
(p)
h = e
2iπph
Ahh′ =
1∫
−1
dp e2iπp(h−h
′) Ap, Ap = 2cos πp. (5.2)
We will consider a non-unitary version of the SOS model, which is characterized by a background
target-space momentum p0. Consider a triangulation T of the disc that is dual to a -trivalent
planar graph. To each node i ∈ T we associate a height hi ∈ Z. The partition function of the
SOS model on T is defined as the sum over all height configurations {i→ hi|i ∈ T }.
On the flat lattice the Boltzmann weight of a height configuration is a product of factors
associated with the the triangles ∆ijk
W∆(h1, h2, h3) = T δh1h2δh2h3δh3h1 + δh1h2Ah2h3Ah3h1
(
Sh3
Sh1
)1/6
+ cyclic, (5.3)
where
Sh = e
−2iπp0h (5.4)
is the plane wave associated with the background momentum p0 ∈ [0, 2]. The coupling T is
usually called temperature. In presence of curvature defects one should also associate Boltzmann
weights with the nodes j ∈ T :
W
•
(hi) = (Shj)
Rˆj/4π (5.5)
where Rˆj is the curvature at the point j ∈ T . As we will see below, this factor is necessary to
preserve the loop gas representation of the partition and correlation functions.
The local curvature is defined as the deficit angle
Rˆi =
2π
3
(6− ci). (5.6)
where ci denotes the coordination number at the point i (the number of triangles having this
point as a vertex). Similarly, the boundary curvature at the point j ∈ ∂T is defined as
Kˆj =
π
3
(3− cj). (5.7)
By the Euler relation the total curvature of the disc (including the curvature along the boundary)
is ∑
i∈T
Rˆi + 2
∑
i∈∂T
Kˆi = 4π. (5.8)
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The partition function of the SOS model on the triangulation T is given by the sum over all
height configurations:
Z(T ) =
∑
{hi|i∈T }
∏
i
W
•
(hi)
∏
∆ijk
W∆(hi, hj , hk). (5.9)
To define completely the partition function we should fix the boundary conditions. There are
two natural choices of the boundary conditions in the height model. The fixed, or Dirichlet type
boundary condition prescribes a constant height h along the boundary. The fixed boundary
conditions where the hight takes a value a on the Dynkin graph are described by the type (a, 1)
conformal boundary conditions [39]19 The free, or Neumann type boundary condition prescribes
to sum over all heights along the boundary with weight one.
The loop gas representation is obtained by expanding the partition function (5.9) as a sum
of monomials, each monomial corresponding to choosing one of the four terms in (5.3) for each
triangle. A neat geometrical interpretation of the monomials can be achieved if we represent
graphically the r.h.s. of eqn. (5.3) as
3
2 h2 h2 h2
h3 h1h1h3h1h3h1
∆ 1 2
h
+ +
h3
T=W  (h  , h  , h  ) +
(5.10)
In the last three terms the lines separate the two vertices with the same height from the vertex
with different height. Then a monomial in the expansion of the partition function corresponds
to a collection of closed non intersecting loops on the dual trivalent graph T˜ :
The loops can be considered as domain walls separating the domains of constant height. The
Dirichlet boundary condition means that the height of the domain adjacent to the boundary of
T is set to the value hB .
Let us consider the case of a Dirichlet boundary condition h = hB at the boundary. The
weight of a loop configuration is obtained by summing over all possible domain heights. The
Boltzmann weight of a domain D with height h = hD is the product of the Boltzmann factors
associated with its nodes and triangles20. By the Euler relation (5.8) applied to the domain
D, the total power of Sh depends only on the number of boundaries of D, which we denote by
NB(D). As a consequence, the partition function (5.9) with Dirichlet boundary condition hB
can be reformulated as a sum over the domain configurations
ZhB(T ) = TAtot
∑
loop configu−
rations on T
T−ℓtot
∑
hD∈
1
2
Z
∏
D
(
ShD
)2−NB(D)
(5.11)
19In a regular lattice the general (a, r) boundary condition is realized by attaching r times fused weight to
height a. This amounts to restricting the height variable to the interval [a − r/r, a + r/2]. The condition type
(a, r) interpolates between the fixed (D) and free (N) boundary conditions.
20We will assume that a triangle belongs to given domain of constant height if at least two of its three vertices
are inside the domain.
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where ℓtot is the total length of the loops, equal to the number of decorated triangles, and Atot
is the total number of triangles of T . We remind that in the sum the heights of neighboring
domains differ by ±12 .
For any given domain configuration the sum over the heights can be performed using the
fact that Sx is an eigenvector of the adjacency matrix with eigenvalue n = 2cos πp0∑
h′
Ahh′Sh′ = 2cos πp0 Sh. (5.12)
The summation starts with the innermost (simply connected) domains and it generates a factor
n for each domain boundary. After the summation over all the domain heights, one obtains
n#loopsShB , where hB is the (fixed) height at the boundary. Thus we obtain a representation of
the partition function as that of a gas of mutually- and self-avoiding loops on the triangulation
T , with fugacity n = 2cos p0 and tension log T
ZhB(T ) = ShB TAtot
∑
loop configu−
rations on T
T−ℓtot (2 cos πp0)
#loops ≡ ShB Z(T ). (5.13)
If we fix, instead of the height, the momentum flowing through the boundary, we have21
Z(p)(T ) ≡
∑
h
e−2iπphBZhB(T ) = δ(p − p0) Z(T )
Thus the ground state of the SOS model is translationally invariant in the target space only if
p0 = 0; otherwise there is a non-zero momentum flowing through the boundary.
The loop gas representation for Neumann boundary condition has been considered in [24].
The free boundary condition means that the height can change by ±12 at each point of the
boundary. To define a height configuration we need to specify all heights along the boundary.
In this case, the domain boundaries form not only closed loops, but also open oriented lines with
ends on the boundary. There is an open line starting or ending at each boundary link. After
summing over the heights using eqn. (5.12), one obtains the partition function as the sum of all
configurations of self- and mutually avoiding loops and lines. The closed loops acquire as before
factors n = 2cos πp0 while the factors associated with the open lines ending at the boundary
are 2 cos(πp0/2). We can also consider Neumann and Dirichlet boundary conditions on different
parts of the boundary.
The microscopic theory of gravity is constructed as the statistical ensemble of all trian-
gulations with given topology [2]. The trivalent planar graphs dual to triangulations can be
interpreted as the Feynman graphs for the ‘t Hooft limit of a matrix model. In the case of the
SOS and related models, such matrix model has been constructed in [44].
Consider first the ensemble of all triangulated discs Tℓ,A made of A triangles and whose
boundary has ℓ edges. The disc SOS partition function with fixed height h at the boundary is
given by the average of the matter partition function (5.9)
Wˆh(ℓ,A) =
∑
Tℓ,A
Zh(T ) (5.14)
21A boundary state characterized by a fixed height is also referred as a Cardy state, while the state with fixed
momentum p flowing through the boundary is called Ishibashi state. The two kinds of states are related by Fourier
transformation |p〉 =
∑
h∈ 1
2
Z
e2πiph|h〉.
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where we assumed that the triangulations have a marked point at the boundary, so that there
is no symmetry factor. Introducing the bare bulk and boundary cosmological constants Λ and
z, we define the disc partition function with Dirichlet boundary condition h as
Φh(Λ, z) =
∞∑
ℓ=0
∞∑
A=1
e−ΛA−zℓ
Wˆh(ℓ,A)
ℓ
. (5.15)
Using the loop representation (5.13), we can relate the disc amplitude with fixed height to the
partition function of the loop gas on a random graph
Φh(Λ, z) = e
2iπp0h Φ(Λ, z), (5.16)
Φ(Λ, z) =
∑
T
1
ℓ
e−ΛA−zℓ
∑
loops on T
(2 cos πp0)
[# loops] e−2Mℓloops (5.17)
where A is the area of the triangulation T , ℓ is the length of its boundary and M ≡ 12 log T .
The factor 1/ℓ takes into account the cyclic symmetry.
5.2 Continuum limit and mapping to Liouville gravity
In the case when T is the regular triangular lattice, the loop model (5.13) has been solved by
Bethe Ansatz technique [20,40]. The loop model is critical in the interval 0 < T < Tc where its
continuum limit is described by a conformal theory with central charge (we assume that p0 > 0)
c
dense phase
= 1− 6p20/(1 − p0). (5.18)
This is the dense or low-temperature phase of the loop gas. In this phase the loops occupy
almost all the space, ℓtot ∼ Atot. At the critical temperature22 the loop gas exhibits a different
critical behavior (the dilute phase) described by a larger central charge
c
dilute phase
= 1− 6p20/(1 + p0). (5.19)
In the dilute phase both the total length of the loops and the empty space diverge correspondingly
as Aempty ∼ Atot and ℓtot ∼
√Atot. Above the critical temperature the loop gas is not critical,
i.e. there is a finite correlation length determined by the typical size of the loops. A more detailed
identification of the continuum limit has been made in [45, 20], where it has been argued that
the renormalization group trajectories of the SOS model flow to a gaussian field with electric
charge at infinity.
With Boltzmann weights defined by (5.3)-(5.5) this statement can be generalized to the case
of a lattice with curvature defects [16]. More precisely, the SOS model renormalized at large
distances to the gaussian field (2.2), with the identification
e0χ = 2πp0h. (5.20)
Indeed, the effect of the curvature is to associate an additional weight factor
exp(− i
2π
∑
j
Rjπhjp0) (5.21)
22The exact value of the critical temperature is Tc = 2 cos(πp0/4)
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with each height configuration. The logarithm of this factor represents a discretization of the
linear term of the gaussian action (2.2), which leads to the identification (5.20). From (5.18)
and (5.19) one gets, assuming that 0 < b < 1,
e0 = p0/b, χ = 2πbh in the dense phase;
e0 = bp0, χ = 2πh/b in the dilute phase. (5.22)
Thus the gaussian field χ with background charge e0 gives the effective field theory for the
large-distance behavior of the SOS model with background target-space momentum p0, with the
identifications (5.20) and (5.22) .
In the same way as all c ≤ 1 conformal field theories are mapped onto the gaussian field, one
can map the underlying solvable spin models (ADE, O(n), Potts, ...) onto the SOS model in the
sense that the partition and correlation functions can be interpreted in terms of distributions
of electric and magnetic charges. This mapping is known as Coulomb gas picture [45, 20].
Traditionally one uses the Coulomb gas coupling constant
g = 1− p0 = b2 in the dense phase;
g = 1 + p0 = 1/b
2 in the dilute phase. (5.23)
Then (5.22) reads in both phases
e0 = p0/
√
g, χ = 2π
√
g h. (5.24)
The SOS model and related models on a random graph have been solved in [16] (for the
dense phase) and in [18] (for the dilute and the multicritical phases). The bulk critical behavior
due to triangulations with divergent area is achieved along a line in the two-dimensional space
of coupling constants {Λ,M} ending at a tricritical point {Λ∗,M∗}. The critical line describes
the dense phase of the SOS model coupled to gravity, and the tricritical point – the dilute phase.
From now on we will consider only the scaling regime and will denote by the same symbols Λ,
M and z correspondingly the renormalized cosmological constant, loop tension and boundary
cosmological constant, correspondingly. The scaling of the bulk and boundary cosmological
constants with the renormalized loop tension 2M is [18, 24]
Λdilute ∼M2, Λdense ∼M2g
zDirichlet ∼M, zNeumann ∼Mg (in both phases). (5.25)
The Dirichlet boundary can be considered itself as a domain wall, which explains why µDirichletB
scales as the domain wall tension. The scaling (5.25) leads to the following identification of the
bulk and boundary Liouville interactions:
Bulk Dirichlet boundary Neumann boundary
Dilute phase : g = 1/b2 > 1 : µ e2bφ µB e
bφ µ˜B e
φ/b
Dense phase : g = b2 < 1 : µ e2bφ µ˜B e
φ/b µB e
bφ
(5.26)
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Each value of the central charge in the interval −2 ≤ c ≤ 1 is realized both in the dense and
in the dilute phase of the SOS model. The phase that connects to the continuum path integral
is the dilute phase with Dirichlet boundary or the dense phase with Neumann boundary. The
dilute and dense phases are related by a T-duality transformation for the matter field. In order
to have identical conventions with the continuous approach, we normalize the bulk cosmological
constant so that Λdilute =M2 and Λdense =M2g.
The correlation functions of the boundary operators are meromorphic with respect to the
boundary cosmological constants z, with a cut [−∞,−M ] along the real axis. When the bound-
ary cosmological constant approaches the value −M , the partition function diverges because of
the dominance of world sheets with infinite boundary length or, in terms of the Liouville path
integral, because of the diverging integral with respect to the zero mode of the Liouville field at
the boundary. The branch point is resolved by by an uniformization map
z =M cosh τ. (5.27)
The complex z-plane is mapped to the strip |Imτ | < π with the points τ and −τ identified. The
two sides of the strip parametrize the two edges of the cut. The branch point corresponds to
the points τ = iπ ≡ −iπ.
5.3 Bulk and boundary operators in the SOS model
Bulk electric and magnetic operators: The electric charge in the SOS model corresponds
to the target space momentum p. Since the momentum space is periodic, p + 2 ≡ p, we can
restrict p ∈ [0, 2]. The electric charge is carried by the electric, or vertex, field
V (p)(j) = e2iπ(p0−p)hj . (5.28)
In terms of the loop gas the electric operator (5.28) changes the weight of the non-contractible
loops, i.e. those encircling the point where the operator is inserted. Instead of n = 2cos πp0,
each non-contractible loop gets a factor 2 cos πp [20]. It follows from the matching of charges
(5.22) that the bulk dimensions of the SOS vertex operators (5.28) are
∆V (p) =
p2 − p20
4g
. (5.29)
Unlike the electric operators, the magnetic, or vortex, operators S(L) have infinite but discrete
spectrum L ∈ Z. In terms of the loop gas these operators are the “star polymers” [21, 46],
representing configurations of L open lines starting at the same point. Strictly speaking, the
magnetic operator S(L) on the lattice is associated with a hole with boundary of length L, with
an open line starting at each edge. For example, the configurations associated with the operator
S(3) look as follows:
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Since in the SOS model each line represents a domain wall separating two neighboring heights,
the magnetic operator creates a a discontinuity δh around the small loop, which can take values
δh = −L2 ,−L2 + 1, ..., L2 . When δh = ±L2 , the operator S(L) can be identified with the spinless
magnetic operator Oe0,m for the gaussian field, with m = ±L
√
g/4 and conformal dimension23
∆S(L) = ∆¯S(L) =
g2L2/4− p20
4g
=
{
∆L/2,0 in the dilute phase (g > 1)
∆0,L/2 in the dense phase (g < 1).
(5.30)
Boundary electric operators: The boundary vertex operator is defined by inserting the
vertex field
Vp(j) = e
2πi( 1
2
p0−p)hj (5.31)
at a point on the boundary with Neumann boundary conditions on both sides. In terms of the
loop gas the boundary vertex operator changes the weight of the noncontractible lines, i.e. the
lines that connect the boundary on its left and the right. These loops get additional weight
factor cos(πp)/ cos(πp0/2). Its conformal dimension follows from (2.16):
∆Vp =
4p2 − p20
4g.
(5.32)
Boundary magnetic operators: The boundary star operator SL creates L lines at some
point of the boundary with Dirichlet boundary conditions:
DSL
linesL  
D
The operator SL implies a discontinuity of the boundary height δh = hright − hleft, which can
take values δh = −L2 ,−L2 + 1, ..., L2 . Again, when δh = ±L2 the operator SL can be identified
with the boundary magnetic operator for the gaussian field with magnetic charge m = ±L√g/2.
Therefore its conformal dimension is given by (2.17):
∆SL =
(Lg − p0)2 − p20
4g
=
{
∆L+1,1 in the dilute phase (g > 1)
∆1,L+1 in the dense phase (g < 1).
(5.33)
23In the rational points b2 = p/(p + 1) the star operators correspond to the magnetic operators φN−1−n,N of
the minimal models, with N = p+1
2
.
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Boundary twist operator: The boundary twist operators are associated with the points
separating the Dirichlet and Neumann type boundaries:
DTN
To our knowledge, the boundary twist operator operator has not been discussed in the
context of the loop gas on a flat lattice. It seems to have a simple description in terms of the
gaussian field only for b = 3/4 and b = 1. For generic b we found its flat scaling dimension from
its gravitational dimension using the KPZ scaling formula:
∆T =
(
1
4b
)2
− e
2
0
4
=
(3− 2b2)(2b2 − 1)
16b2
. (5.34)
Thus the boundary twist operator is not a degenerate field, but can be classified as a “half-
degenerate” field with r = 12 , s = 0. Note however that in the case of a minimal model b =
p
p+1
with p odd, the boundary twist operator can be identified with the diagonal operator {r, s} =
{p + 1, p + 1} of the Kac table. For example, in the Ising model (b =
√
3/4) this is the order
operator σ (r = 2, s = 2) with dimension 1/16.
We will also consider excited boundary twist operators TL obtained by the fusion of a twist
operator T and a star operator SL:
TL DN
The dimension of such operator is
∆TL =
(L+ 12 )
2/b2 − (b− 1/b)2
4
= ∆L+ 1
2
,0. (5.35)
Here again we extracted the conformal dimensions from the two-point correlation function in
2D QG using the KPZ relation.
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6 Difference equations for the boundary correlators in the mi-
croscopic approach
6.1 Factorization property of the sum over geometries
The boundary correlators in the SOS model satisfy a set of loop equations, which can be restated
as functional equations for the boundary τ -parameters. These equations are consequence of the
remarkable factorization property of the functional measure of the loop gas on a random surface.
Let Γ be a self-avoiding line on the discM connecting two points on the boundary. It splits
the disc M into two pieces M1 and M2 such that M = M1 ∪M2. We can first perform the
integral with respect to all configurations of the self-avoiding line Γ, and then integrate with
respect to all metrics gab on M. Alternatively, cutting open the path integral along the line
Γ, we can integrate first with respect to the metrics on M1 and M2 and then with respect to
the configurations of the separating curve Γ. Due to the general covariance of the measure, the
result of the integration depends only on the length ℓ of the curve Γ. Therefore the path integral
over the configurations of the curve Γ reduces to one-dimensional integral along its length ℓ.
Thus we have the following factorization formula∫
Dgab(M)
∫
M
DΓ =
∫ ∞
0
dℓ Dgab(M1)
∫
Dgab(M2) (6.1)
where DΓ is the measure over self-avoiding lines Γ ∈ M with fixed endpoints. This formula
is quite obvious from the microscopic realization of the measure as a sum over triangulations
(see [16] for details).
Now we use the fact that the SOS partition function onM in presence of such line factorizes
into a product of two SOS partition functions on M1 and on M2 with Dirichlet boundary
conditions along L:
Z(M1 ∪M2) = Z(M1)Z(M2). (6.2)
As a consequence, we can represent the partition function of the SOS model in presence of a
domain wall as an integral with respect to the length of the domain of the product of the SOS
partition functions, for which the domain has the meaning of a Dirichlet boundary.
6.2 Disc loop amplitude
The most basic observable is the disc loop amplitude Wˆh(ℓ) , defined as the partition function of
the loop gas on a random surface with the topology of a disc with fixed height h on the boundary
(Dirichlet boundary condition), boundary length ℓ and a marked point at the boundary [16].
Since we are concerned only by the scaling limit, by length we understand the renormalized
length of loops or Dirichlet boundaries. The length is related to the constant mode of the
Liouville field on the boundary as
ℓ =
{
ebφ0 in the dilute phase,
eφ0/b in the dense phase.
It follows from eq. (5.11) that Wˆh(ℓ) and its Laplace transform
W (z) =
∫∞
0 dℓ e
−zℓ Wˆ (ℓ) = ∂Φh(z)∂z (6.3)
depend on the boundary height as
Wˆh(ℓ) = Sh Wˆ (ℓ), Wh(z) = Sh W (z),
(where Wˆ (ℓ) and W (z) are the loop gas disc partition functions with a marked point at the
boundary).
The disc amplitude satisfies a quadratic equation of motion [16,18]. Here we give a heuristic
derivation of this equation in the continuum limit. Consider first the ensemble of empty world
sheets, called pure gravity. It corresponds to the values g = 1/2 (c = −2) and g = 3/2 (c = 0)
of the SOS model. It is known that in this case the loop amplitude W (z) satisfies a quadratic
equation 24
W 2(z) = P (z),
where P (z) is a quadratic polynomial in z, whose coefficients depend on the bare couplings M0
and µ0. Written in the ℓ-representation
25
∫ ℓ
0
dℓ′ Wˆ (ℓ′)Wˆ (ℓ− ℓ′) = 0 (ℓ > 0) (6.4)
this equation has the following meaning: a small variation of the world sheet metric at the
marked point produces a contact term associated with the degenerate world-sheet geometries,
for which another point of the boundary is at zero distance from the marked point. The integral
can be regarded as the total contribution of these degenerate geometries, for which the integral
over metrics factorizes into a product of two disc amplitudes. We can write (6.4) symbolically
as
= 0W W  
(6.5)
Now consider the general case of matter coupled to gravity. Apart from the contact term
that comes from the degenerate geometries, there is a second contact term associated with a
loop coming close to the marked point26. By the factorization property we mentioned above,
the contribution of such loops is given by an integral over their length times the loop fugacity
n = −2 cos πg∫ ℓ
0
dℓ′Wˆ (ℓ′)Wˆ (ℓ− ℓ′)− 2 cos πg
∫ ∞
0
dℓ′ Wˆ (ℓ′)Wˆ (ℓ+ ℓ′) = 0 (ℓ > 0 (6.6)
or pictorially
= 0+W W
W
W
  
 
 

 (6.7)
The Laplace-transformed loop amplitude W (z) is a rational function of z with a cut extending
between the simple branch point at z = −M and a branch point of (generically) infinite order
at infinity. The position of the right branch point is related to the tension at the boundary,
Wˆ (ℓ) ∼ e−Mℓ. It is consistent to assume that the tension at the boundary is equal to half of
24We have shifted W (z) by a polynomial, which is irrelevant in the continuum limit.
25Here we require that ℓ is strictly positive, because we are not interested in the singular at ℓ = 0 terms.
26This contact term is in fact the boundary one-point function of the energy operator of the loop gas. The
energy operator is primary in the bulk, but appears as the descendent of the identity operator when classified
according to the irreducible representations of the boundary Virasoro algebra [29].
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the tension of the loops in the bulk. Then weight factor e−2Mℓ of the loop in the second term
of (6.5) gives the correct boundary tension for the loop amplitudes associated with the internal
and the external domains. In terms of boundary cosmological constants, eq. (6.5) reads27
W 2(z)− 2 cos πg
∫
dz′
2πi
W (z)−W (z′)
z − z′ W (−z
′) = 0 (6.8)
where the contour of integration encircles the cut −∞ < z < −M . Then equation (6.8) implies
the following condition relating the real and imaginary parts of W (z) along the real axis
ImW (z)[W (z + i0) +W (z − i0)− 2 cos πg W (−z)] = 0, (z ∈ R). (6.9)
In the parametrization z = M cosh τ , which unfolds the branch point at z = −M , the
upper and the lower sides of the cut correspond to the lines τ + iπ and τ − iπ, 0 < τ < ∞.
Therefore 6.9 can be written as the following finite-difference equation for the analytic function
W (τ) ≡W (z(τ))
W (τ + iπ) +W (τ − iπ)− 2 cos πg W (τ) = 0 (6.10)
which is solved up to a constant factor by
W (τ) =
1
sinπg
Mg cosh(gτ). (6.11)
6.3 Bulk one-point function
The bulk one-point function U
(p)
h (z) is the partition function of the loop gas on the punctured
disc with a vertex operator Vp inserted at the puncture and Dirichlet boundary condition char-
acterized by a height h and boundary cosmological constant z =M cosh τ . It has the form
U
(p)
h (z) = e
iπphU (p)(z)
where U (p)(z) is the loop gas partition function on the disc in which the fugacity of the loops
encircling the puncture is changed to 2 cos πp [16]. In order to write the loop equation, we
should first differentiate with respect to z in order to create a marked point on the boundary.
The derivative
R(p)(z) = ∂U (p)(z)/∂z, (6.12)
which is also a bulk-boundary correlation function, satisfies the following integral equation [16]
2R(p)(z)W (z) + 2 cos πp0
∫
dz′
2πi
R(p)(z) −R(p)(z′)
z − z′ W (−z
′)
+ 2 cos πp
∫
dz′
2πi
W (z)−W (z′)
z − z′ R
(p)(−z′) = 0 (6.13)
or pictorially
+++ = 0
R W
W
W
W
R
RR  
 

 
 


 
 
 


  
  


  
  
   (6.14)
27The integral is divergent at infinity, but we assume that the amplitude W (z) is regularized so that the cut
ends at a second branch point at large but finite distance. The integration then can be done using the Cauchy
formula, and then the cutoff may be lifted. The rigorous procedure is explained in [16] and [18].
36
From here we obtain, for z ∈ R,
ImW (z)[R(p)(z + i0) +R(p)(z − i0) + 2 cos πp R(p)(−z)]
+ImR(p)[W (z + i0) +W (z − i0) + 2 cos πp0 W (−z)] = 0. (6.15)
The second line of vanishes due to (6.10) and one finally obtains the following functional equation
in the τ -parametrization
R(p)(τ + iπ) +R(p)(τ − iπ) + 2 cos πp R(p)(τ) = 0. (6.16)
The solution of this equation with the correct scaling is given by
R(p)(τ) = ∂zU
(p) ∼M |p|−1 sinh pτ
sinh τ
. (6.17)
This expression is to be compared with the expression (3.27) found from Liouville theory. Inte-
grating with respect to z, we find
U (p)(τ) ∼M |p| cosh pτ. (6.18)
in accordance with (3.14).
One can easily write loop equations like (6.5) and (6.14) for any boundary correlation function
of electric and magnetic operators under the condition that there should be at least one with
Dirichlet boundary condition for the SOS field. The r.h.s. will contain a contact term due to
a pinching of the disc, another term associated with the energy operator at the boundary, and
a number of contact terms, each associated with a line or a non-contractible loop touching the
marked point.
In the next section we will consider another class of functional equations, which follow only
from the factorization property of the measure. These equations will be shown to be equivalent
to the difference equations in Liouville gravity.
6.4 The boundary two-point function of magnetic operators
In this subsection we recall the calculation of the boundary two-point function of magnetic,
or star, operators presented in [25]. To begin with, consider the simplest example of the disc
amplitude with two marked points and two different boundary cosmological constants,
W (z1, z2) =
∫ ∞
0
dℓ e−z1ℓ1−z2ℓ2 Wˆ (ℓ1 + ℓ2) =
W (z1)−W (z2)
z1 − z2 . (6.19)
This is a particular case (L = 0) of the correlation function of two gravitationally dressed star
operators SL
DL(τ1, τ2) = 〈Sτ1τ2L Sτ2τ1L 〉. (6.20)
In the loop gas representation, this correlation function is the loop gas partition function in
presence of L open non-intersecting lines connecting two points on the boundary:
2τ1τ=D ...L
L
L
 
 


 
 

  
 


 
 

 (6.21)
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The inverse Laplace transform of DL, which is the partition function for fixed lengths ℓ1 and ℓ2
of the two boundaries
DL(τ1, τ2) =
∫ ∞
0
dℓ1dℓ2 e
−z1ℓ1−z2ℓ2 DˆL(ℓ1, ℓ2) (6.22)
can be expressed through the disc partition function W (ℓ) as follows. Consider the sum over
all loop configurations with fixed lengths ℓ′1, ..., ℓ
′
L of the branches of the star polymers, which
is given by the product of L+ 1 disc partition functions, and then integrate with respect to the
lengths
DˆL(ℓ1, ℓ2) =
∫ ∞
0
dℓ′1...dℓ
′
L Wˆ (ℓ1 + ℓ
′
1)Wˆ (ℓ
′
1 + ℓ
′
2)...Wˆ (ℓ
′
L + ℓ2). (6.23)
The integral representation (6.23) is equivalent to the recurrence relation between DˆL and
DˆL−1
L−1W= DDL
 
 


 
 


 
 


 
 


(6.24)
DˆL(ℓ1, ℓ2) =
∫ ∞
0
dℓ Wˆ (ℓ1 + ℓ)DˆL−1(ℓ, ℓ2), Dˆ0(ℓ1, ℓ2) = Wˆ (ℓ1 + ℓ2) (6.25)
or, after a Laplace transformation,
DL(z1, z2) =
∮
dz
2πi
W (z1)−W (z)
z1 − z DL−1(−z, z2) (6.26)
where the contour of integration encircles the cut −∞ < z < −M . This integral equation
implies a condition on the discontinuity of DL(z) along the cut:
ImDL(z, z2) = ImW (z) ·DL−1(−z, z2), z < −M. (6.27)
In terms of the variable τ , this condition is equivalent to a finite-difference equation [25]
DL(τ1 + iπ, τ2)−DL(τ1 − iπ, τ2) = [W (τ1 + iπ)−W (τ1 − iπ)]DL−1(τ1, τ2) (6.28)
or, taking into account the explicit expression (6.11) for W (τ)
sin (π∂/∂τ1) DL(τ1, τ2) =M
g sinh gτ1 DL−1(τ1, τ2). (6.29)
Together with the initial condition D0(τ1, τ2) ≡ W (τ1, τ2), eq.(6.19), this recurrence equation
has the unique solution
DL(z1, z2) =
cL
z1 − (−)Lz2
L∏
k=0
(
W
(
τ1 + iπ(L− 2k)
)−W (τ2)) (6.30)
where the normalization constants are given by
cL = (−)L
L∏
k=1
sinπg
sin(k + 1)πg
.
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It is a rational function of the variables za =M cosh τa and Wa =M
g cosh gτa (a = 1, 2):
D0(z1, z2) =
W1 −W2
z1 − z2
D1(z1, z2) =
c1
z1 + z2
(
W 21 +W
2
2 − 2 cos πg W1W2 −M2g
)
...
D2m(z1, z2) = c2m
W1 −W2
z1 − z2
m∏
k=1
(
W 21 +W
2
2 − 2 cos 2kπg W1W2 −M2g
sin2 2kπg
sin2 πg
)
D2m+1(z1, z2) =
c2m+1
z1 + z2
m∏
k=0
(
W 21 +W
2
2 − 2 cos(2k + 1)πg W1W2 −M2g
sin2(2k + 1)πg
sin2 πg
)
.
Let us compare (6.28) with the difference equation obtained in Liouville gravity. First, notice
that this requires the choice (4.60) of the constant κ.
a) g > 1.
Then the operator SL should be identified with the boundary field BL+1,1 with PL+1,1 =
1
2e0 + L
1
2b . Then |P | > 12b and eq. (6.28) reproduces the difference equation (4.62) in Liouville
gravity.
b) 12 < g < 1.
Then the operator SL should be identified with the boundary field B1,L+1 with P1,L+1 =
1
2e0 − L b2 . Then |P | ≥ b2 for all L ≥ 1 and eq. (6.28) coincides with the difference equation
(4.66).
In the interval 0 < g < 12 the statistical interpretation of the loop gas partition function does
not exists because the fugacity of the loops is negative: −2 cos(πg) < 0.
6.5 Boundary three-point functions of magnetic operators
The same techniques can be used to write difference equations for correlators of more than two
operators. Consider the correlation function of three boundary magnetic operators SL1 , SL2
and SL3
CL1,L2,L3(τ1, τ2, τ3) = 〈Sτ2τ3L1 S
τ3τ1
L2
Sτ1τ2L3 〉 (6.31)
or pictorially
τ
τ
τ
3
2
1
L L L
=C   
 
 


 
 


 
 


 
 


 
 


L
L2
3
L1
2 31
(6.32)
Let us first evaluate the three-point function of the identity boundary operator with L = 0.
This is the partition function on the disc with three different cosmological constants z1, z2, z3
along three segments on the boundary. It is equal to the integral
C000(z1, z2, z3) =
∫ ∞
0
dℓ1...dℓ3 e
−
∑
ziℓiW (ℓ1 + ℓ2 + ℓ3) =
∮
dz
2πi
W (z)∏
i(z − zi)
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or, after performing the integration,
C000(z1, z2, z3) =
(z2 − z3)W1 + (z3 − z1)W2 + (z1 − z2)W3
(z1 − z2)(z2 − z3)(z3 − z1) . (6.33)
This expression solves the Liouville difference equation (3.25) and coincides, up to a multiplica-
tive constant, with the Liouville three-point function (3.28).
It is straightforward to write a recurrence equation relating the correlation functions CL1L2L3
and CL1−1,L2−1,L3 by using the factorization property associated with the most external line
relating the points 1 and 2:
CWL =
L  −1
L  −1
L
L
L
C
1
3
1
2
3
2
 
 


  
  


  
  


 
 
 



 
 


 
 
 



(6.34)
Skipping the derivation, which is the same as in the case of the two-point function, we write
CL1,L2,L3(τ3 + iπ, τ1, τ2)−CL1,L2,L3(τ3 − iπ, τ1, τ2) =
[W (τ3 + iπ)−W (τ3 − iπ)] CL1−1,L2−1,L3(τ3, τ1, τ2). (6.35)
Knowing the explicit form of the function for C000, given by eq. (6.33), we can give the following
Ansatz for the general form of the solution
CL1,L2,L3 =
∑
k zk P
k
L1,L2L3
(W1,W2,W3)∏
i<j(zi − (−1)ni+njzj)
(6.36)
where L1 = n2 + n3, L2 = n3 + n1, L3 = n1 + n2 and PL1,L2,L3 is a polynomial of degree
1
2(L1 + L2 + L3) + 1 = n1 + n2 + n3 + 1.
Let us compare eqn. (6.35) with the difference equations for the three-point function obtained
in Liouville gravity in sect. 4:
a) g > 1.
Then the operator SL should be identified with the boundary field BL+1,1 with PL+1,1 = 12e0 +
L 12b . In this case eq. (6.35) coincides with the difference equation (4.62) and |P | > 12b .
a) 12 < g < 1.
Then the operator SL should be identified with the boundary field B1,L+1 with P1,L+1 = 12e0−L b2 .
In this case eq. (6.28) coincides with the difference equation (4.66) and |P | ≥ b2 .
Remark 1: Eqn. (6.35) was derived in the SOS model, where the loop amplitude W (τ) does
not depend on the height of the boundary. For a general ADE model this equation is written
as follows. Let Cˆh1,h2,h3L1−1,L2−1,L3;(τ1, τ2, τ3) be the boundary 3pt function with Liouville and matter
boundary conditions σk, hk (k = 1, 2, 3). Then the difference equation for βk = Q−[(Lk+1)g−1]
takes the form
Cˆh1,h2,h3L1,L2,L3(τ1, τ2, τ3 + iπ)− Cˆ
h1,h2,h3
L1,L2,L3
(τ1, τ2, τ3 − iπ) =
40
= [Wh3(τ3 + iπ)−Wh3(τ3 − iπ)] Ah3h′3 Cˆ
h1,h2,h′3
L1−1,L2−1,L3
(τ1, τ2, τ3) (6.37)
where Wh(τ) = ShM
g cosh gτ , Sh is the Perron-Frobenius vector and Ahh′ is the adjacency
matrix of the Dynkin graph. Writing the solution in a factorized form
Cˆh1,h2,h3L1−1,L2−1,L3(τ1, τ2, τ3) = Cˇ
h1,h2,h3
L1−1,L2−1,L3
CL1−1,L2−1,L3(τ1, τ2, τ3)
we get eqn. (6.35) as well as another equation for the matter factor.
Remark 2: We find it interesting to propose the following formal representation of the three-
point function as the integrated product of three two-point functions and one loop amplitude
n3
1n
D
L1 L2L3C
2
= W
n
  
  
     
  
  


  
  


D
D
−1
−1
−1
(6.38)
CL1,L2,L3(z1, z2, z3) =
∮
dz
2πi
W (z) Dn1−1(−z, z1)Dn2−1(−z, z2)Dn3−1(−z, z3). (6.39)
where n1 =
1
2(L1 + L2 − L3), n2 = 12(L1 + L3 − L2), n3 = 12(L2 + L3 − L1). Written in terms
of τ -variables,
CL1,L2,L3(τ1, τ2, τ3) =
Mg+1
2π
∫ ∞
−∞
dτ sinh τ sinh gτ Dn1−1(τ, τ1)Dn2−1(τ, τ2)Dn3−1(τ, τ3). (6.40)
This expression satisfies the difference equations on each of the variables τ1, τ2, τ3 and for L1 =
L2 = L3 = 0 (i.e. n1 = n2 = n3 = −1) it reduces to the expression (6.33).
Although the three-point function in Liouville theory has an integral representation (3.23),
this seems very different from (6.40). In particular, we were not able to evaluate directly the
three point function Cbbb in LFT from its integral representation (3.23); we managed to give
its dependence with respect to the boundary parameters only,thanks to the functional equation
(3.25). We find it remarkable that its equivalent in 2D gravity is so simple to compute.
It is natural to expect that eq. (6.39) has its counterpart in Liouville theory, namely the
difference equation that follows from the fusion rules with a higher degenerate field B1,L+1 or
BL+1,1.
6.6 Relation between the bulk-boundary and the boundary-boundary two-
point function of star operators
Let RL(z) be the structure constant for the fusion of a bulk and boundary L-star operators
RL(τ) = 〈S(L) SL 〉:
L
L
L
R
=
τ
 
 


 
 


 
 


 
 

 (6.41)
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The factorization of the measure applied for the union of the two most external lines leads to
the identity
D
W
L−2L
=R
 
 


 
 


 
 


 
 


(6.42)
which reads, in z-representation,
RL(z) =
∮
dz′W (z, z′) DL−2(−z′,−z′). (6.43)
The condition on the cut
ImR(z) = ImW (z) DL−2(−z,−z), z < −M
gives the following finite-difference equation
RL(τ + iπ)−RL(τ − iπ) = [W (τ + iπ)−W (τ − iπ)] DL−2(τ, τ) (6.44)
The function RL(τ) should be proportional to the Liouville bulk-boundary structure constant
Rσ(α, β) with α = Q/2−L/4b and β = Q/2−(L+1)/2b+b/2 = b−L/2b. Indeed, with the help
of the identity (3.22), eq. (6.44) can be identified as a particular case of the Liouville functional
equation (3.20).
6.7 The boundary two-point function of twist operators
We have checked that the functional equations in the SOS string and in Liouville theory are
compatible for two infinite discrete sets of equally spaced Liouville charges. Now we are going to
consider the case when some parts of the boundary have Neumann boundary condition. This will
allow to compare the two approaches for situations involving a continuous spectrum of Liouville
charges for some of the operators.
The simplest correlation function involving both Dirichlet and Neumann boundary conditions
has been calculated in [24] . This is the correlation function Ω(z, z˜) of two boundary changing
operators that intertwine between the Dirichlet and Neumann boundary conditions (see Fig. 10
of ref. [24] ). Recently it has been checked [25] that this correlation function coincide (again up
to a numerical factor) with the boundary Liouville correlation function (3.16) for
β = b/2 + 1/4b. (6.45)
For completeness we review here the observation of [25]. We denote by
z =M cosh τ, z˜ =Mg cosh gτ˜ (6.46)
the cosmological constants along the Dirichlet and Neumann type boundaries, correspondingly
=Ω ~ττ
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(6.47)
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Applying the factorization property to the maximal chords we get the following integral equation
=Ω
Ω
Ω
Ω
W
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  
  


  
  


 
 

 (6.48)
whose simplest analytic form is in the (ℓ, z˜) representation, where ℓ is the length of the Dirichlet
boundary and z˜ is the cosmological constant associated with the Neumann boundary:
Ωˆ(ℓ, z˜) = 1 +
∞∑
n=0
nˆn
∫ ∞
0
dℓ1...dℓn Wˆ (ℓ+ ℓ1 + ...+ ℓn, z˜) Ωˆ(ℓ1, z˜)...Ω˜(ℓn, z˜), (6.49)
where nˆ = 2cos(12πp0) = 2 sin(πg/2) is the fugacity of the open lines. From here we find for the
Laplace transform
Ω(z, z˜) = 1− ∫∞0 dℓe−ℓzΩˆ(ℓ, z˜)
Ω(z, z˜) = − 1
2 sin(πg/2)
∮
dz′
2πi
1
z − z′
W (z′)
Ω(−z′, z˜) . (6.50)
Taking the imaginary part along the cut, we get the functional equation of [24]
ImΩ(z, z˜) = − 1
2 sin(πg/2)
ImW (z)
Ω(−z, z˜) (6.51)
or, in terms of τ ,
Ω(τ + iπ, τ˜ )− Ω(τ − iπ, τ˜ ) = −W (τ + iπ)−W (τ − iπ)
2 sin(πg/2) Ω(τ, τ˜ )
. (6.52)
Let us compare eq. (6.52) with the difference equation (4.55) for the boundary two-point
function in Liouville gravity. The two equations are compatible for P = 14b and
Ω(τ, τ˜) =
ib√
2
W 1
4b2
(τ, τ˜).
This confirms the identification of the gravitationally dressed twist operator as the boundary
state BP with P = 14b :
T = (ib)1/22−1/4 B 1
4b
. (6.53)
This is a “half-degenerate” boundary field with r = 12 and s = 0 and gravitational conformal
dimension
δT =
2b2 − 1
4b2
.
The flat dimension of this operator is given by (5.34).
We can consider, more generally, the excited boundary twist operators defined as a juxtra-
position of a boundary twist and magnetic operators
TL = SLT. (6.54)
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Geometrically the operator TL is constructed as the source of L nonintersecting lines inserted
between at the point where Dirichlet and Neumann boundaries meet. The two-point function
ΩL(τ, τ˜ ) =
〈
Tτ τ˜L T
τ˜ τ
L
〉
satisfies the same recurrence equation (6.26)
ΩL(τ + iπ, τ˜ )− ΩL(τ − iπ, τ˜ ) = [W (τ + iπ)−W (τ − iπ)]ΩL−1(τ, τ˜ ), (6.55)
but with different initial condition Ω0(τ, τ˜) = Ω(τ, τ˜). Comparing with the difference equations
in Liouville quantum gravity we identify the excited twist operators as fields “half-degenerate”
boundary KPZ fields r = L+ 12 , s = 0 with P =
(
L+ 12
)
/b− b.
6.8 The boundary correlation function of two twist operators and one vertex
operator.
Here we will consider the correlation function of two twist operators and an electric operator
with arbitrary target space momentum p:
Ψp(τ, h|τ˜1, τ˜2) = 〈Tτ τ˜1V τ˜1τ˜2p Tτ˜2τ 〉. (6.56)
In this case the correlation function depends explicitly on the height h of the Dirichlet piece of
the boundary between the two twist operators. The corresponding pattern of domain lines and
loops is:
h
Ψp =
 
 


 
  
  
  


 
 

  
  


τ
p
τ
τ
~
1
~
2 (6.57)
There are two kinds of open lines: the contractible ones whose ends belong to the same Neumann
boundary and the non-contractible ones that connect two different Neumann boundaries. The
non-contractible lines have additional weight factor cos πp/ cos π(12p0).
Due to the momentum introduced by the vertex operator Vp the correlation function has
nontrivial dependence on the height h:
Ψp(τ, h|τ˜1, τ˜2) = e2πiph Ψp(τ |τ˜1, τ˜2). (6.58)
The function Ψp(z, h|z˜1, z˜2) satisfies a linear integral equation, obtained by factorizing with
respect to the non-contractible line closest to the Dirichlet boundary. The equation involves
the 4-point function Γ(z, z′|z˜1z˜2), which is the partition function on a disc whose boundary is
divided into four segments, with alternating Dirichlet and Neumann boundary conditions and
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no open lines connecting the two Neumann boundaries:28
Γ ττ
τ
τ2
1
’
∼
∼
=
(6.59)
We can write (6.57) as the sum of a term containing no non-contractible lines, which we denote
by Ψ1/2, and a term that factorizes into Γ and Ψp:
+=Ψ Ψ ΨΓp 1/2 p  
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(6.60)
This yields the integral equation
Ψp(τ |τ˜1, τ˜2) = Ψ1/2(τ |τ˜1, τ˜2) + cos πp
∮
dz′
2πi
Γ(z, z′|z˜1z˜2)Ψp(z′|z˜1z˜2). (6.61)
The 3-point function Ψ1/2(τ |τ˜1, τ˜2) is defined in the same way as Ψp, but since cos(12π) = 0
there are no lines connecting the sides τ˜1 and τ˜2. It is not difficult to see that the function Γ is
expressed through Ψ1/2 as
Γ(z, z′|z˜1z˜2) =
Ψ1/2(z|z˜1, z˜2)−Ψ1/2(z′|z˜1, z˜2)
z − z′ . (6.62)
The 3-point function Ψ1/2 itself is expressed in terms of the two-point correlator of twist operators
Ω(z, z˜) (see sect. 6 of [24] )
Ψ1/2(z|z˜1, z˜2) =
1
[2 cos(12πp0)]
2
∮
dζ
2πi
W (z)−W (ζ)
z − ζ
1
Ω(ζ, z˜1)Ω(ζ, z˜2)
. (6.63)
Again integral equations (6.61) and (6.63) can be turned into finite-difference equations for the
τ -variables:
sinπ∂τ Ψp(τ |τ˜1, τ˜2) = [sinπ∂τ Ψ1/2(τ |τ˜1, τ˜2)] [1 + cosπp Ψp(τ |τ˜1, τ˜2)] (6.64)
sinπ∂τ Ψ1/2(τ |τ˜1, τ˜2) = −
1
[2 cos(12πp0)]
2
sin gτ
Ω(τ, τ˜1)Ω(τ, τ˜2)
. (6.65)
28The function Γ is actually the correlation function of four boundary twist operators, Γ(z, z′|z˜1z˜2) =
〈 [T]zz˜2Tz˜2z
′
T
z′z˜1T
z˜1z 〉, with target-space momenta p = 1/2 and p = −1/2 associated with the two Dirich-
let boundaries (with boundary parameters τ and τ ′). The effect of inserting the momentum 1/2 is that all lines
connecting the two Neumann boundaries will acquire a factor 2 cos( 1
2
π) = 0.
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The non-homogeneous term on the rhs can be eliminated by shifting Ψp → Ψp − 1/ cos πp. As
a result we finally arrive at the homogeneous equation
sinπ∂τ Ψp(τ |τ˜1, τ˜2) = − cos πp
[sin 12πg]
2
sin gτ
Ω(τ, τ˜1)Ω(τ, τ˜2)
Ψp(τ |τ˜1, τ˜2) (6.66)
This equation cannot be compared directly to the difference equations obtained in Liouville
quantum gravity, which were written for too special situation (different signs of the two adja-
cent momenta and the neutrality condition imposed.) Nevertheless is we consider the formal
expression
〈 [B1/4b]τ τ˜ [Bbp]τ˜ τ˜ [B1/4b]τ˜ τ 〉disc, (6.67)
the corresponding difference equation (4.65) is almost identical with (6.66). The extra factor
sin(πg/2) = sin(π/2b2) in the denominator can be explained with the fact that here both fields
have positive momentum P = 1/2b. The factor cos πp has its origin in the matter field. In the
second term on the r.h.s. of eq. (6.60) the height of the Dirichlet boundary of Ψp is either h+
1
2
or h − 12 , because it is separated by one domain wall from the height h. The sum over the two
possibilities gives, taking account of (6.58), the factor 2 cos πp.
Note that we can replace the twist operators T by excited twist operators TL = SLT and
apply the factorization condition to one of the lines of the star operators. This will produce eq.
(4.62) with P1 = (L+
1
2)
1
2b − b2 and P − 3 = bp for all L ≥ 1.
7 Conclusions
In this paper showed that the the continuous and the discrete approaches to 2D QG lead to
the same boundary correlation functions. First we considered pure Liouville theory and showed
that all Liouville boundary structure constants satisfy linear difference equations with respect
to the boundary parameters.
We interpreted these equations in the context of Liouville quantum gravity with gaussian
matter field. We observed that after rescaling the boundary fields by the leg factors and taking
into account the charge neutrality condition, the charge dependence of the difference operator
disappears. The difference equations have the form of recurrence relations for the charges. After
repeated application of the difference operator, one obtains a correlation function in which some
of the matter fields have “wrong” Liouville dressing. If this is the case, we get, using the
reflection property, nonlinear difference equations for the physical fields.
Then we considered the microscopic realization of 2D QG and defined the boundary corre-
lators as expectation values in the ensemble of non-intersecting loops and lines on a randomly
triangulated disc. We derived difference equations of the same form using the factorization of
the measure over random surfaces after “cutting it open” along a non-intersecting line on the
world sheet.
Comparing the difference equations obtained in the two approaches we see that they become
identical for certain normalization of the boundary one-point function. We consider this as
an important “experimental” confirmation of the Liouville boundary bootstrap approach. It is
remarkable that the above equations are sufficient to reproduce the correlation functions. These
are much simpler than the standard loop equations, which can be obtained as Ward identities
in the corresponding matrix model, and which have contact terms associated with degenerate
world sheets.
In Liouville theory the difference equations follow from the fusion rules with the lowest
degenerate boundary fields which shift the boundary parameter. In the microscopic picture, the
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difference equations are associated with boundary operators, whose geometrical meaning is to
create an open line on the world sheet starting at the boundary. These operators are associated
with the lowest degenerate matter fields. It is therefore natural to expect that there is an
underlying algebraic structure involving operators which are products of Liouville and matter
degenerate fields. In the case of vanishing boundary cosmological constant such a structure,
the ‘boundary ground ring’, has been discovered in [49]. Its generalization to the case of finite
boundary parameters seems quite straightforward. The ground ring structure should lead to
difference equations for the boundary n-point function for any n ≥ 2, which is also the case for
the difference equations derived here in the microscopic approach.
In this paper we considered only the gaussian field realization of the matter field (without
screening operators), whose lattice analog is the non-restricted SOS model. The difference
equations can be of course derived for the O(n) matrix model and the matrix models associated
with ADE Dynkin graphs.
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A Special functions
• Γb(x) function
The Double Gamma function introduced by Barnes [47] is defined by:
logΓ2(s|ω1, ω2) =

 ∂
∂t
∞∑
n1,n2=0
(s+ n1ω1 + n2ω2)
−t


t=0
Definition: Γb(x) ≡ Γ2(x|b,b
−1)
Γ2(Q/2|b,b−1)
.
Functional relations:
Γb(x+ b) =
√
2πbbx−
1
2
Γ(bx)
Γb(x),
Γb(x+ 1/b) =
√
2πb−
x
b
+ 1
2
Γ(x/b)
Γb(x).
Γb(x) is a meromorphic function of x, whose poles are located at x = −nb−mb−1, n,m ∈ N.
Integral representation convergent for 0 < Rex
logΓb(x) =
∫ ∞
0
dt
t
[
e−xt − e−Qt/2
(1− e−bt)(1− e−t/b) −
(Q/2− x)2
2
e−t − Q/2− x
t
]
• Sb(x) function
Definition: Sb(x) ≡ Γb(x)Γb(Q−x)
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Functional relations:
Sb(x+ b) = 2sin(πbx)Sb(x),
Sb(x+ 1/b) = 2sin(πx/b)Sb(x).
Sb(x) is a meromorphic function of x, whose poles are located at x = −nb−mb−1, n,m ∈ N,
and whose zeros are located at x = Q+ nb+mb−1, n,m ∈ N.
Integral representation convergent in the strip 0 < Rex < Q
logSb(x) =
∫ ∞
0
dt
t
[
sinh(Q2 − x)t
2sinh( bt2 )sinh(
t
2b)
− (Q− 2x)
t
]
B Functional relations for the boundary three point function
The LFT boundary three point function satisfies the pentagonal equation [13]:∫
dβ21C
(σ4σ3σ1)β4
β3,β21
C
(σ3σ2σ1)β21
β2β1
Fβ21β32
[
β3 β2
β4 β1
]
= C
(σ4σ2σ1)β4
β32,β1
C
(σ4σ3σ2)β32
β3β2
(B.1)
where Fβ21β32
[
β3 β2
β4 β1
]
is the fusion coefficients (its explicit expression can be found in [48])
that express the invertible fusion transformation between the s- and t-channel Liouville conformal
blocks.
• In the case where the boundary field Bσ3,σ2β2 is replaced by the degenerate boundary field
B
σ3,σ3+
b
2
− b
2
, then the associativity condition (B.1) gets replaced by
∑
s=±
C
(σ4,σ3,σ1)β4
β3,β1−s
b
2
C
(σ3,σ3+
b
2
,σ1)β1−s
b
2
− b
2
,β1
Fβ1−s b2 ,β32
[
β3 − b2
β4 β1
]
= C
(σ4,σ3+
b
2
,σ1)β4
β32,β1
C
(σ4,σ3,σ3+
b
2
)β32
β3,−
b
2
(B.2)
and β32 can take the two values β3 ± b2 . We make the choice β32 = β3 − b2 . We now use
the particular values for the boundary three point functions [12]:
C
(σ3,σ3+
b
2
,σ1)β1−
b
2
− b
2
,β1
= C
(σ4,σ3,σ3+
b
2
)β3−
b
2
β3,−
b
2
≡ 1,
and
C
(σ3,σ3+
b
2
,σ1)β1+
b
2
− b
2
,β1
= c−−(β1, σ1, σ3).
This leads to the equation
C
(σ4,σ3,σ1)β4
β3,β1−
b
2
F++
[
β3 − b2
β4 β1
]
+C
(σ4,σ3,σ1)β4
β3,β1+
b
2
c−−(β1, σ1, σ3)F−+
[
β3 − b2
β4 β1
]
= C
(σ4,σ3+
b
2
,σ1)β4
β3−
b
2
,β1
(B.3)
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A similar equation is obtained by considering the degenerate boundary field B
σ3,σ3−
b
2
− b
2
in
(B.1):
C
(σ4,σ3,σ1)β4
β3,β1−
b
2
F++
[
β3 − b2
β4 β1
]
+C
(σ4,σ3,σ1)β4
β3,β1+
b
2
c+−(β1, σ1, σ3)F−+
[
β3 − b2
β4 β1
]
= C
(σ4,σ3−
b
2
,σ1)β4
β3−
b
2
,β1
(B.4)
where we introduced C
(σ3,σ3−
b
2
,σ1)β1+
b
2
− b
2
,β1
= c+−(β1, σ1, σ3).
Subtracting these two equations gives
C
(σ4,σ3−
b
2
,σ1)β4
β3−
b
2
,β1
−C(σ4,σ3+
b
2
,σ1)β4
β3−
b
2
,β1
=
(c+−(β1, σ1, σ3)− c−−(β1, σ1, σ3))F−+
[
β3 − b2
β4 β1
]
C
(σ4,σ3,σ1)β4
β3,β1+
b
2
. (B.5)
From the results of [12] we derive
c+−(β1, σ1, σ3)− c−−(β1, σ1, σ3) =
(
− µ
πγ(−b2)
)1/2 −2πΓ(1− 2bβ1)
Γ(2 + b2 − 2bβ1) sin 2πb(σ3 −Q/2),
and it is well known [9] that the fusion coefficient F−+ is equal to
F−+
[
β3 − b2
β4 β1
]
=
Γ(2− b(2β1 − b))Γ(b(b − 2β3) + 1)
Γ(2− b(β1 + β3 + β4 − 3 b2))Γ(1 − b(β1 + β3 − β4 − b2))
.
We finally get the following functional relation for the boundary three point function :
C
(σ4,σ3−
b
2
,σ1)β4
β3−
b
2
,β1
− C(σ4,σ3+
b
2
,σ1)β4
β3−
b
2
,β1
= −2π
(
− µ
πγ(−b2)
)1/2
sinπb(2σ3 −Q)×
× Γ(1− 2bβ1)Γ(b(b− 2β3) + 1)
Γ(2− b(β1 + β3 + β4 − 3b2 ))Γ(1 − b(β1 + β3 − β4 − b2))
C
(σ4,σ3,σ1)β4
β3,β1+
b
2
.
(B.6)
• Another insertion of the spin −b/2 gives:
C
(σ2,σ1+b/2,−b/2)σ2−b/2
β1,σ1
C
(σ3,σ2,−b/2)σ3−b/2
β2,σ2−b/2
Fσ2−b/2,β3
[
β2 β1
σ3 − b/2 σ1
]
+C
(σ2,σ1+b/2,−b/2)σ2+b/2
β1σ1
C
(σ3,σ2,−b/2)σ3−b/2
β2,σ2+b/2
Fσ2+b/2,β3
[
β2 β1
σ3 − b/2 σ1
]
= C
(σ3,σ1+b/2,−b/2)σ3−b/2
β3,σ1+b/2
Cσ2,β3
[
β2 β1
σ3 σ1
]
. (B.7)
Now we use the relation between the boundary three point function and the fusion matrix
[13]
C
(σ3σ2σ1)β3
β2β1
=
g(β3, σ3, σ1)
g(β2, σ3, σ2)g(β1, σ2, σ1)
Fσ2β3
[
β2 β1
σ3 σ1
]
, (B.8)
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where g(β1, σ2, σ1) is the normalization of the boundary operators computed in [13]; this
leads to the following functional relation for the boundary three point function, that pro-
duces shifts on the boundary conditions only:
− sinπb(σ1 + σ2 − β1 − b/2) sin πb(σ3 + σ2 − β2 − b)C(σ3−b/2,σ2−b/2,σ1)β3β2,β1
+sinπb(σ1 − σ2 − β1 + b/2) sin πb(σ3 − σ2 − β2)C(σ3−b/2,σ2+b/2,σ1)β3β2,β1
= sinπb(σ1 + σ3 − β3 − b/2) sin πb(2σ2 −Q)C(σ3,σ2,σ1+b/2)β3β2,β1 . (B.9)
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