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Preface
In 1927, van der Waerden proved (see [Wae]), that if N is partitioned (or
"coloured") in a ﬁnite number of blocks (the "colours"), then for all k ≥ 1 there
is a monochromatic k-arithmetic progression, i.e. an arithmetic progression of
length k contained in one of the blocks of the partition. Actually, van der
Waerden proved the ﬁnitary version of this statement, namely that, for all
k and r, there is W (k, r) ≥ 1 (called van der Waerden number of r and
k) such that, if {1, 2, ...,W (k, r)} is coloured with r colours, then there is
a monochromatic arithmetic progression of length k. The proof was short
and purely combinatorial, but gave extremely poor bounds for the van der
Waerden numbers. In the same period, Ramsey proved that in any inﬁnite
complete k-uniform hypergraph colored by a ﬁnite number of colours, there is a
monochromatic inﬁnite complete k-uniform section hypergraph (see [Ra]). The
van der Waerden and the Ramsey theorems, as they are now called, initiated
the ﬁeld of Ramsey theory. Roughly speaking, Ramsey theory studies diverse
notions of largeness for parts of N or, more generally, of a set with a certain
structure, such as a semigroup, and how these notions are linked to each other
and to operations we can do on sets, such as taking ﬁnite partitions (see
[GrRoSp] for a combinatorial introduction and [McC] for an ergodic-theoretical
introduction).
In 1936, Erdös and Turán (see [ET]) proved that the maximum cardinal-
ity r3 (N) of a subset of {1, ..., N} not containing any arithmetic progression
of lenght 3 is O (N), and gave some estimates of the constant. Moreover,
they conjectured that actually r3 (N) was inﬁnitesimal, as well as the maxi-
mum cardinality rk (N) of a subset of {1, ..., N} not containing any arithmetic
progression of length k.
In 1953, Roth solved the conjecture in the case k = 3 (see [R]), proving
what is now known as Roth's theorem. His proof employed methods from
harmonic analysis (namely, the Hardy-Littlewood circle method), but it was
impossible to be extended to the general case.
The case k = 4 was solved only in 1969 by Szemerédi (see [Sz1]) with a
complex combinatorial argument. Finally, in 1975, Szemerédi was able to es-
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tablish the general case (see [Sz2]), which is since then known as the Szemerédi
theorem, applying a graph theoretical lemma (the so called Szeméredi regular-
ity lemma), together with am intricate purely combinatorial argument. The
Szemerédi regularity lemma for graphs, asserting, roughly speaking, that every
large enough graph can be approximated by almost random graphs, is a very
important result in its own, and has been having a number of applications in
graph theory and theoretical computer science.
Two years later, Furstenberg, in [F1], gave a completely diﬀerent proof
of the Szemerédi theorem, by reducing it, thanks to the so called Fursten-
berg correspondence principle, to a fact about measure-preserving systems. A
measure-preserving system is a probability space (X,B, µ) endowed with a
measure-preserving transformation T of the space. Furstenberg proved that,
in any measure-preserving system, if A is a non-null measurable set, then there
is n ≥ 1 such that A∩ T−1A∩ ...∩ T−nA is non null. This theorem, known as
the Furstenberg multiple recurrence theorem, is remarkable for requiring very
few assumptions on the space (X,B, µ), the trasformation T and the set E.
In the same way, the Szemerédi theorem, whose inﬁnitary formulation asserts
that a subset A of N of positive upper density contains arbitrarily long arith-
metic progressions, is remarkable for the very few assumptions on the set A.
Most notably, the hypothesis involves only the largeness of the set A, and
not its structure. Namely, A could be either an highly structured set like
an inﬁnite arithmetic progression, or a randomly generated set, and in both
cases the theorem applies. The reason for this fact is that, for diﬀerent rea-
sons, both structure and randomness are source of arithmetic progressions,
and this dicothomy between structure and randomness is a common feature of
all the diﬀerent proofs of the Szemerédi theorem. In the case of the Fursten-
berg proof, this dicothomy is between almost periodic (randomness) and com-
pact (order) extensions of a measure-preserving system. In order to establish
his multiple recurrence theorem, Furstenberg proved a structure theorem for
measure-preserving systems, asserting that every measure-preserving system
can be obtained from a trivial system by a possibly transﬁnite sequence of
compact or almost periodic extensions.
Later, Erdös proposed a stronger conjecture, namely that every subset A
of N such that the sum of its reciprocal is inﬁnite, contains arbitrarily long
arithmetic progressions. This conjecture remains still open, but recently some
progress has been made: in [GT], Green and Tao established the result for the
special case of the set of primes.
After Furstenberg, other proofs of Szemerédi's theorem were given, also
giving better bounds on quantities such as the van der Waerden numbers. In
fact, Szemerédi's proof used the van der Waerden theorem, and the Furstenberg
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proof was totally non-constructive, so both of them did not give bounds on
the numbers W (r, k). In 1998, Gowers (see [Go]), extended the harmonic
analytical argument of Roth to the case k = 4 and, subsequently, in 2001
(see [Go2]) to the general case. This proof was constructive and gave better
estimates on the van der Waerden numbers and other quantities.
Finally, in 2006 a new proof was given, via an analogue of the Szemerédi reg-
ularity lemma for hypergraphs, by the conjunct work of several authors: Gow-
ers in [Go3] and [Go4], Nagle, R®dl, Schacht and Skokan in [NRSc], [RodSc],
[RodSk1] and [RodSk2].
In this thesis, we try to show how ultraﬁlters and nonstandard methods
can be used to give a natural description of several concepts involved in the
Szemerédi theorem and in its ergodic theoretical proof, as well as to give proofs
of some results which are either simpler or valid in a more general setting.
In the ﬁrst chapter, we recall the fundamental facts about the space of
ultraﬁlters βD over a set D, seen as its Stone-Cech compactiﬁcation as a
discrete space. In particular, in the case of a semigroup S , we describe the
structure of right topological semigroup on βS which makes it the "initial"
semigroup compactiﬁcation of S. In the second chapter, we deﬁne the basic
notions about nonstandard methods, such as nonstandard extension, transfer
principle, internal and external entities. Also, we recall the basic deﬁnitions
and facts about nonstandard real analysis (nonstandard extensions of natural
and real numbers, characterization of limit points of a net of real numbers
in terms of the inﬁnite values of its nonstandard extension, hyperﬁnite sets)
and nonstandard measure theory (the Loeb measure associated with a ﬁnitely
additive internal measure and its properties, the particular case of the counting
measure).
Subsequently, we characterize positive density subsets of N, as well as other
classes of subsets of N of interest in Ramsey theory, in terms of their nonstan-
dard extension in ∗N with respect to a ﬁxed nonstandard map ∗ (see chapter
3). This characterization allows us to easily prove some facts which are not ob-
vious from the deﬁnition, and whose standard proofs are in same cases rather
intricate. Moreover, we show how some of these concepts are related to the
space βN of ultraﬁlters over N. In particular, we deﬁne the set of essential
idempotent ultraﬁlters and we show that it has nice algebraic properties.
In chapter 4, we generalize these notions and characterizations to the gen-
eral setting of semigroups. In particular, following [HS2], we show that in a
semigroup satisfying the so called "strong Følner condition", it can be deﬁned,
in terms of Følner nets, a nicely behaving notion of density, called Følner den-
sity of the semigroup. This density has been extensively studied in [BeBFi] in
the setting of countable amenable groups, where it can be deﬁned in terms of
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Følner sequences rather than nets. By means of the nonstandard character-
ization, we extend to the uncountable case one of the results of that paper,
namely that if A has positive Følner density then AA−1 is ∆∗ and, in partic-
ular, syndetic. By means of this result, we generalize to the uncountable case
the well known characterization of almost periodic and weakly mixing points
with respect to a unitary action of a group G on a Hilbert space H (see [BG]
for a brief survey).
Next, we show how ultraﬁlters can be used in topological dynamics, in
particular in order to characterize recurrent and jointly recurrent points of
various kinds (chapter 5). We hence deduce a dynamical characterization of
some Ramsey-theoretical and combinatorial notions (namely, IP -sets, central
and quasicentral sets, D-sets). Some of these characterizations have been given
by several diﬀerent authors, but in somewhat diﬀerent ways (Bergelson and
Downarowitz, in [BD], in terms of recurrent points in a product system, Burns
and Hindman, in [BH], in terms of jointly recurrent points). We propose here
a unifying terminology and give, for each notion, both the characterization in
terms of recurrent points in a product systems and in terms of jointly recurrent
points. In particular, for what concerns D-set, we extend the characterization
given by Bergelson and Downarowitz to the case of a general semigroup, with
respect to a density with certain properties (which are satisﬁed, for example,
by the Banach density deﬁned by a net satisfying a condition of regularity,
in a semigroup with a weak form of cancellation). We also give a proof, by
means of the ultraﬁlter characterization, of a fact useful in the sequel, namely
that every minimal isometric topological dynamical system is conjugated to a
Kronecker system.
In chapter 7, we consider unitary actions of a group G where a notion of
density with some characteristics is deﬁned (which we prove to be satisﬁed
by the Følner density in an amenable group) on a Hilbert space H. In this
context, we prove the characterization of weakly mixing and almost periodic
points in terms of limits along essential idempotent ultraﬁlters, which is usually
considered in the setting of countable amenable groups. We deduce a strong
recurrence theorem for almost periodic functions which is then used in the
proof of the Roth theorem. We then apply these results to measure-preserving
actions on a probability space of a group with a density as above. In the
following eighth chapter, we consider the case of Z-actions and recall, in this
context, the classical characterization of almost periodic and weakly mixing
points in terms of spectral measures and limits in the Cesàro sense and in
density. By means of these characterizations and the van der Corput lemma
(in its various formulations) we give a rather plain proof of the Roth theorem
(which can be found in [McC] and [T1]).
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In the rest of the thesis, we prove the Szemerédi theorem, following Fursten-
berg (see [F1], [F2] and [FKO]). First, we introduce abstract measure-preserving
systems, as well as the notions of equivalence, factor and relative product
of measure-preserving systems (chapter 9). Then we deﬁne and character-
ize almost periodic and weakly mixing extensions (chapter 10), and prove
the Furstenberg-Katznelson structure theorem for measure-preserving systems.
Finally, in the last chapter, we deﬁne the uniform recurrence property of a
measure-preserving system and show by transﬁnite induction, via the struc-
ture theorem, that every measure-preserving system satisﬁes the uniform re-
currence property. From this fact we deduce the Szemerédi theorem, as well
as its multidimensional generalization for subsets of Zd with positive Banach
density with respect to the net of rectangles.
xiv Preface
Chapter 1
Ultraﬁlters
In this chapter, we recall the facts about ultraﬁlters over a set and over a
semigroup which we will use in the following. For an exhaustive presentation,
the reader is referred [HS1].
1.1 Filters and ultraﬁlters
A ﬁlter on a set I is a nonempty set F of nonempty parts of I which is
upward closed, i.e. if B ⊇ A ∈ F then B ∈ F , and closed with respect to
ﬁnite intersection. A maximal element U in the set of ﬁlters on I ordered by
inclusion is said an ultraﬁlter. A set B of parts of I is called a ﬁlter base
for a ﬁlter F if, ∀A ∈ ℘ (I), A ∈ F if and only if ∃B ∈ B such that B ⊆ A.
It is easily seen that the set of ﬁlters on I is an inductive set with respect to
inclusion, thus, by a straightforward application of Zorn's lemma, every ﬁlter
is contained in an ultraﬁlter. Observe also that the intersection of a family of
ﬁlters on I is a ﬁlter on I.
Lemma 1.1.1. If F is a ﬁlter on I and A ⊆ I, then
G = {C ⊆ I | ∃B ∈ F , B ∩ A ⊆ C }
is either ℘ (I) or a ﬁlter on I.
Proof. If C1, C2 ∈ G then there exist B1, B2 ∈ F such that
B1 ∩ A ⊆ C1
B2 ∩ A ⊆ C2
from which
B1 ∩B2 ∩ A ⊆ C1 ∩ C2
1
2 Ultraﬁlters
with B1 ∩ B2 ∈ F so that C1 ∩ C2 ∈ G. If C ∈ G and C ⊆ D, then B ∩ A ⊆
C ⊆ D for some B ∈ F and so D ∈ G. Clearly, I ∈ G. If there is B ∈ F such
that B ∩ A = ∅ then G = ℘ (I), otherwise G is a ﬁlter.
We say that a set A of parts of I has the ﬁnite intersection property
(f.i.p.) if, ∀G ∈ ℘fin (A),
⋂G 6= ∅. Observe that a ﬁlter has always the f.i.p..
Lemma 1.1.2. If U ⊆ ℘ (I), then the following statements are equivalent
1. U is an ultraﬁlter on I
2. U has the f.i.p. and if A ∈ ℘ (I) \U then there is B ∈ U such that
A ∩B = ∅
3. U is maximal with respect to the f.i.p.
4. U is a ﬁlter on I and, for all G ∈ ℘fin (℘ (I)), if
⋃G ∈ U then G ∩ U 6= ∅
5. U is a ﬁlter on I and, ∀A ∈ ℘ (I), A ∈ U or I\A ∈ U
Proof.
1⇒ 2 Since U is a ﬁlter, it has the f.i.p.. If A ∈ ℘ (I) \U then
G = {C ⊆ I | ∃B ∈ U , B ∩ A ⊆ C }
would be either ℘ (I) or a ﬁlter on I that properly extends U (because
A ∈ G\U). The latter case is impossible because U is a maximal ﬁlter,
so G = ℘ (I) and ∃B ∈ U such that B ∩ A = ∅.
2⇒ 3 If U  V then there is A ∈ V\U and so ∃B ∈ U ⊆ V such that A∩B =
∅; thus, V does not satisfy the f.i.p.
3⇒ 4 Since U is maximal with respect to the f.i.p., U is a nonempty set of
nonempty subsets of I. If A,B ∈ U , then U∪{A ∩B} has the f.i.p.,
hence A ∩ B ∈ U by maximality. If A ∈ ℘ (I) and A ⊇ C for some
C ∈ U then U ∪ {A} has the f.i.p. and hence, by maximality, A ∈ U .
This shows that U is a ﬁlter. Suppose now G ∈ ℘fin (℘ (I)) is such that,
∀A ∈ G, A /∈ U , so U  U ∪{A}. By maximality of U , U ∪{A} does not
have the f.i.p., and there exists FA ∈ ℘fin (U) such that (
⋂FA)∩A = ∅,
hence if F = ⋃A∈G FA, we have H = F∪{⋃G} ∈ ℘fin (U) and⋂
H =
(⋃
G
)
∩
(⋂
A∈G
(⋂
FA
))
= ∅
contradicting the f.i.p. of U .
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4⇒ 5 It is enough to consider F = {A, I\A}.
5⇒ 1 If U ⊆ V with V a ﬁlter, and A ∈ V , then I\A /∈ V and so I\A /∈ U
but then A ∈ U , so V ⊆ U .
If a ∈ I, then it is easily seen that e (a) = {A ∈ ℘ (I) | a ∈ A} is an ultra-
ﬁlter, called principal ultraﬁlter deﬁned by a.
Proposition 1.1.3. If U is an ultraﬁlter on I, then the following statements
are equivalent
1. U is a principal ultraﬁlter
2. U contains a ﬁnite set
3. the Frechét ﬁlter Fcof = {A ⊆ I | I\A is ﬁnite} is not contained in U
4.
⋂U 6= ∅
5. ∃x ∈ I such that ⋂U = {x}
Proof.
1⇒ 2 Obvious
2⇔ 3 If F ∈ U and F is ﬁnite, then I\F ∈ Fcof\U and, conversely, if A ∈
Fcof\U then I\A ∈ U and is ﬁnite.
2⇒ 4 If F ∈ U is ﬁnite and F = {{x} | x ∈ F } then ⋃F ∈ U and so ∃x ∈ F
such that {x} ∈ U but hence, ∀A ∈ U , A ∩ {x} 6= ∅, i.e. x ∈ A and
x ∈ ⋂U .
4⇒ 5 If x ∈ ⋂U then I\ {x} /∈ U , hence {x} ∈ U and ⋂U ⊆{x} ⊆ ⋂U .
5⇒ 1 If A ∈ U then {x} ⊆ A, i.e. x ∈ A and so U ⊆ e (a) and, by maximality
of e (a), U = e (a).
It is easily seen that the family of the subsets of ℘ (I) that have the f.i.p. is
an inductive set with respect to inclusion, so that from point 3 of the charac-
terization of ultraﬁlters, every set with the f.i.p. is contained in an ultraﬁlter.
Lemma 1.1.4. If F is a ﬁlter on I and A ⊆ I, then the following statements
are equivalent
4 Ultraﬁlters
1. A /∈ F
2. there exists an ultraﬁlter U such that F∪{I\A} ⊆ U
Proof.
2⇒ 1 An ultraﬁlter U cannot contain A and I\A, so that A /∈ F .
1⇒ 2 If A /∈ F , then F∪{I\A} has the f.i.p., otherwise there would be
G ∈ ℘fin (F) such that (
⋂G) ∩ (I\A) = ∅, so F 3⋂G ⊆ A and so
A ∈ F , contradicting the hypothesis; hence F∪{I\A} is contained in an
ultraﬁlter.
1.2 Partition regularity
If R is a nonempty set of parts of I, we say that R is partition regular
(p.r.) if for all ﬁnite sets F of parts of I, if ⋃F ∈ R then ∃F ∈ F and R ∈ R
such that R ⊆ F . We say that R is weakly partition regular (w.p.r) if
every ﬁnite partition of I contains an element of R. Observe that, obviously,
a partition regular set is weakly partition regular too.
Proposition 1.2.1. If R is nonempty set of nonempty parts of I and
R↑ = {A ⊆ I | ∃B ∈ R, B ⊆ A}
is the upward closure of R, then the following statements are equivalent
1. R is partition regular
2. for any set A of parts of I whose ﬁnite subsets have intersections belong-
ing to R↑ there is an ultraﬁlter U on I such that A ⊆ U ⊆ R↑
3. for all A ∈ R there exists an ultraﬁlter U on I such that A ∈ U ⊆ R↑
4. if F is a ﬁnite set of parts of I such that ⋃F contains an element of R,
then there exists an element of F that contains an element of R
5. if F is a ﬁnite set of parts of I and ⋃F ∈ R↑ then F ∩R↑ 6= ∅
6. R↑ is partition regular
Proof.
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1⇒ 2 We can assume (by possibly adjoining I to A), that A is nonempty.
Let
B = {A ⊆ I | ∀R ∈ R, A ∩R 6= ∅}
and
C = A ∪ B.
We claim that C has the f.i.p., because if F and G are ﬁnite subsets of
A and B respectively such that(⋂
F
)
∩
(⋂
G
)
= ∅
then, if B ∈ R is such that B ⊆ ⋂F ,
B ⊆
⋂
F ⊆
(⋂
G
)C
or
B =
⋃
A∈G
B\A.
Since R is partition regular, there exists C ∈ R and A ∈ G ⊆ B such
that C ⊆ B\A and so C ∩ A = ∅, contradicting the fact that A ∈ B.
Since C has the f.i.p., it is contained in an ultraﬁlter U . We claim that
U ⊆ R↑, because if A ∈ U then I\A /∈ U and also I\A /∈ B ⊆ U and
there is R ∈ R such that I\A ∩R = ∅, so R ⊆ A and A ∈ R↑.
2⇒ 3 Take A = {A}.
3⇒ 1 Let F be a set of parts of I such that⋃F = A ∈ R, and U an ultraﬁlter
on I such that
⋃F = A ∈ U ⊆ R↑. Then ∃F ∈ F such that F ∈ U ⊆ R↑
and so there is R ∈ R such that R ⊆ F ∈ F .
1⇒ 4 Let F be a ﬁnite set of parts of I such that ⋃F contains an element
R of R, then
G = {F ∩R | F ∈ F }
is a set of parts of I whose union is R ∈ R so, by the regularity of R,
there exists F ∈ F and R′ ∈ R such that R′ ⊆ F ∩R ⊆ F .
4⇒ 5 Let F be a ﬁnite set of parts of I whose union belongs to R↑, then ⋃F
contains an element of R and, by the hypothesis, ∃F ∈ F that contains
an element of R, and so belongs to R↑.
5⇒ 6 Obvious.
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6⇒ 1 Let F be a ﬁnite set of parts of I whose union belongs to R and, in
particular, to R↑. Then ∃F ∈ F that contains an element of R↑ and so,
by the upward closure of R↑, itself belongs to R↑. Hence it contains an
element of R, and this proves that R is partition regular.
1.3 Topological space of ultraﬁlters
If D is a set, A is a subset of D and A is a subset of ℘ (D) with the f.i.p., we
denote by
• βD the set of ultraﬁlters on D
• Â the set of elements of βD that contain A
• e the function from D to βD that assigns to every element a of D the
principal ultraﬁlter deﬁned by a
• A∗ the subset Â\e [A] of βD
• Â the set of elements of βD containing A.
Lemma 1.3.1. If A,B are subsets of D, then
1. Â ∩B = Â ∩ B̂
2. Â ∪B = Â ∪ B̂
3. D̂\A = βD\Â
4. Â\B̂ = Â\B
5. Â4 B̂ = Â4B
6. Â = ∅ iﬀ A = ∅
7. Â = βD iﬀ A = D
8. Â ⊆ B̂ iﬀ A ⊆ B
9. Â = B̂ iﬀ A = B
Proof.
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1. It follows from the fact that, if p ∈ βD, A ∩B ∈ p iﬀ A ∈ p and B ∈ p.
2. It follows from the fact that, if p ∈ βD, then A ∪ B ∈ p iﬀ A ∈ p or
B ∈ p.
3. It follows from the fact that, if p ∈ βD, then A ∈ p iﬀ D\A /∈ p
4. Â\B̂ = Â ∩
(
βD\B̂
)
= Â ∩ D̂\B = ̂A ∩ (D\B) = Â\B.
5. Â4 B̂ = Â\B̂ ∪ B̂\Â = Â\B ∪ B̂\A = ̂A\B ∪B\A = Â4B.
6. It follows from the fact that ∅ /∈ p for all p ∈ βD and for all A ⊆ D,
there is p ∈ βD such that A ∈ p.
7. It follows from the fact that D ∈ p for all p ∈ βD and for all A ⊆ D
there is p ∈ βD such that D\A ∈ p and so A /∈ p.
8. Â ⊆ B̂ iﬀ Â\B = Â\B̂ = ∅ iﬀ A\B = ∅ iﬀ A ⊆ B.
9. Â = B̂ iﬀ Â ⊆ B̂ and B̂ ⊆ Â iﬀ A ⊆ B and B ⊆ A iﬀ A = B.
The set
B =
{
Â | A ∈ ℘ (D)
}
contains βD and is closed with respect to ﬁnite intersection, so that it is a
basis for a topology τ on βD. From this point on we consider βD as endowed
with this topology.
Proposition 1.3.2. Let D be a set. Then
1. βD is a compact Hausdorﬀ space
2. the elements of B are precisely the clopen of βD
3. if A ⊆ D, Â = e [A]
4. e : D → βD is a one to one function with a dense image e [D], whose
elements are precisely the isolated points of βD. In particular, for all
A ⊆ U , e [A] is open and A∗ is closed
5. if U ⊆ βD is open, then U = ê−1 (U). In particular, U is clopen
6. if A ⊆ βD is clopen, then A = ê−1 (A)
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7. if A is a subset of ℘ (D) with the f.i.p., Â is a nonempty closed subset
of βD
8. if A is a subset of βD and A = ⋂A, then A is a ﬁlter on D and
Â = cl (A)
9. if U is a neighborhood of p ∈ βD, then e−1 (U) ∈ p.
Proof.
1. If p and q are distinct points of βD then there exists A ⊆ D such that
A ∈ p and A /∈ q, so D\A ∈ q and p ∈ Â, q ∈ D̂\A = βD\Â, so p
and q are contained in disjoint open sets of βD. Observe that B is a
base of open sets as well as of closed sets, so that, in order to prove the
compactness of βD, it suﬃces to consider a family F ⊆ B with the f.i.p.
and show that
⋂F 6= ∅. Consider
A =
{
A ⊆ D
∣∣∣ Â ∈ F}
and observe that, if A1, ..., An ∈ A then there is p ∈ Â1 ∩ .... ∩ Ân =
̂A1 ∩ .... ∩ An. Therefore A1 ∩ ...An 6= ∅ and A has the f.i.p., so it can
be extended to an ultraﬁlter q such that q ∈ ⋂F (because, if Â ∈ F ,
then A ∈ A ⊆ q, so that q ∈ Â).
2. If A ⊆ D then Â = ̂D\ (D\A) = βD\D̂\A and Â is also closed (because
D̂\A is open). Let F be a clopen of βD, consider the family{
Â
∣∣∣ A ⊆ D, Â ⊆ F }
and observe that A is an open cover of F , because F is open and B is a
base for βD. Therefore, by compactness, it admits an open subcover F ,
and
F =
⋃
A∈F
Â =
⋃̂
F .
3. If a ∈ A then A ∈ e (a) and e (a) ∈ Â. Hence e [A] ⊆ Â and also, since
Â is closed, e [A] ⊆ Â. If p ∈ Â and B̂ is a basic neighborhood of p, then
A ∩ B ∈ p and if x ∈ A ∩ B, e (x) ∈ e (A) ∩ B̂. As this is true for all
basic neighborhoods of p, then p ∈ e [A] and Â ⊆ e [A].
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4. That e is one to one is clear, and that e [D] is dense follows from the
previous point. Now, if a ∈ A, {e (a)} = {̂a} and so {e (a)} is open and
e (a) is an isolated point, while if p ∈ βD is an isolated point, then {p} is
open and must contain e (a) for some a ∈ A. Hence p = e (a) is principal.
5. Let A = e−1 (U). If p ∈ U and B̂ is a basic neighborhood of p, then
B̂ ∩U is a nonempty open set, and ∃a ∈ A such that e (a) ∈ B̂ ∩U , and
so, because this is true for all basic neighborhoods of p, p ∈ e [A] = Â,
U ⊆ Â and U ⊆ Â. But
e [A] = e
[
e−1 (U)
]
= e [D] ∩ U ⊆ U
so that
Â = e [A] ⊆ U ⊆ Â.
6. It follows from the previous point.
7. We have that
Â =
⋂
A∈A
Â
is a nonempty closed set since it is the intersection of a family with the
f.i.p. of closed sets in a compact space.
8. A is a ﬁlter because it is an intersection of ﬁlters. If p ∈ A then A ⊆ p, so
p ∈ Â and A ⊆ Â, hence cl (A) ⊆ Â. If p ∈ Â, assume by contradiction
the existence of a basic neighborhood B̂ of p disjoint from A. Then B ∈ p
and A ⊆ p and, for all q ∈ A, B /∈ q so D\B ∈ q and D\B ∈ ⋂A = A
but then D\B ∈ p and B ∈ p, which is a contradiction.
9. Let A ⊆ D be such that p ∈ Â = e [A] ⊆ U , then e [A] ⊆ U , e−1 (U) ⊇
A ∈ p and also e−1 (U) ∈ p.
Recall that a topological space is called zero-dimensional if it has a basis
of clopen sets.
Proposition 1.3.3. If Y is a zero-dimensional topological space and X is a
compact subspace of Y , then the clopen sets of X are precisely those sets of the
form X ∩ C, being C clopen of Y .
Proof. If C is a clopen of Y then, obviously, C ∩X is a clopen of X. For the
converse, if B is a clopen of X let
A = {C ∩X | C clopen of Y , C ∩X ⊆ B }
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and observe that, since Y is zero-dimensional, A is an open cover of the com-
pact B. Hence it has a ﬁnite subcover F , and ⋃F is intersection of a clopen
of Y and X.
Corollary 1.3.4. If D is an inﬁnite set, then the clopen nonempty subsets of
D∗ are precisely those of the form A∗ with A inﬁnite subset of D.
Proof. The clopen subsets of D̂ are of the form Â with A ⊆ D and A∗ = D∗∩Â
is nonempty if and only if A is inﬁnite.
1.4 Stone-Cech compactiﬁcation
If X is a Hausdorﬀ space, by a Hausdorﬀ compactiﬁcation of X we mean
a couple (ϕ,Z) where Z is a compact Hausdorﬀ space and ϕ a topological
embedding of X into Z, i.e. a function ϕ : X → Z that induces a homeomor-
phism onto its image, which is dense in Z. Since a compact Hausdorﬀ space is
normal and every subspace of a normal space is Tychonoﬀ, a necessary condi-
tion for a space X to have a Stone-Cech compactiﬁcation is to be a Tychonoﬀ
space; we will show that this condition is also suﬃcient. We say that two
compactiﬁcations (ϕ,Z) , (ϕ′, Z ′) are equivalent if there is a homeomorphism
f : Z → Z ′ such that ϕ′ = f ◦ ϕ, while we say that the latter is subordinate
to the former (and the former is ﬁner than the latter) if there is a continuous
function f : Z → Z ′ such that, ∀x ∈ X, f−1 (ϕ′ (x)) = {ϕ (x)} (so, f is onto Z ′
and such an f is unique). A Stone-Cech compactiﬁcation of a Hausdorﬀ
space X is a compactiﬁcation (ϕ,Z) of X such that, for ever compact Haus-
dorﬀ space W and every continuous function f : X → W , there is a (unique)
continuous function g : Z → W such that g ◦ ϕ = f . Equivalently, it is a
universal initial object in the category that has the couples (h,W ) where W is
a compact Hausdorﬀ space and h ∈ C0 (X,W ) as objects, and the continuous
functions f : W → W ′ such that f ◦ ϕ = ϕ′ as morphisms, from (h,W ) to
(h′,W ′). So a Stone-Cech compactiﬁcation of a Hausdorﬀ space X, if it exists,
is unique up to equivalence.
Every Tychonoﬀ space X has at least one compactiﬁcation. In fact, let
I = [0, 1] and C = C0 (X, I) be the space of continuous functions from X to
I. Denote by ∆ the function from X to IC assigning to every x ∈ X the point
(f (x))f∈C . For every f ∈ C, we have pif ◦ ∆ = f , so that ∆ is a continuous
function. Beside ∆ is a homeomorphism onto its image ∆ (X) because, if
B ⊆ X is closed and
y = (f (y))f∈C ∈ ∆ (X) \∆ (B)
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then y /∈ B, and so there is f ∈ C such that f|B ≡ 0 while f (y) = 1. Thus,
pi−1f
(
(1
2
, 1]
) ∩∆ (X) is an open neighborhood of y disjoint from ∆ (B), hence
∆ (B) is closed and ∆ is closed onto its image. If Xˇ = clIC (∆ (X)), then(
∆, Xˇ
)
is a compactiﬁcation of X.
Lemma 1.4.1. If X is a dense subspace of a Hausdorﬀ space Y , then |Y | ≤
22
|X|
Proof. Let
F : Y → ℘ (℘ (X))
y 7→ {U ∩X | U neighborhood of y in Y }
Then F is one to one, because if y 6= z then there exists U, V neighborhoods
of y, z respectively such that U ∩ V = ∅. So U ∩X and V ∩X are nonempty
disjoint (and, in particular, distinct) subsets of X belonging to F (y) and F (z)
respectively, hence F (y) 6= F (z).
The previous lemma ensure the existence of a set B (X) which contains one
and only one element of every class of equivalence of compactiﬁcations of X.
Recall that, if F is a family of functions deﬁned on the same set X, the
initial topology on X is the coarsest topology on X which makes all the
functions in F continuous.
Lemma 1.4.2. If X has the initial topology with respect to a family F =
{fi : X → Yi | i ∈ I } of maps that separates points, then the evaluation map
e : X →∏i∈I Yi
x 7→ 〈fi (x) | i ∈ I 〉
is a topological embedding.
Proof. Since F separates points, e is one to one. As ∀i ∈ I, pii ◦ e = fi, e
is continuous. It remains to show that e is a homeomorphism onto its image.
Now, if j ∈ I, U ⊆ Yj is open, then
e
(
f−1j (U)
)
= {〈fi (x) | i ∈ I 〉 | fj (x) ∈ U }
= e (X) ∩ pi−1j (U)
is open in e (X), but {
f−1j (U) | j ∈ I, U ⊆ Yi open
}
is a subbase for X, then e is a topological embedding.
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Lemma 1.4.3 (Inverse limits of topological spaces). Le 〈Xi, fij〉i,j∈D be an
inverse system in the category Top of topological spaces and continuous func-
tions. The inverse limit of such system is the topological space that has the
set-theoretic inverse limit
X =
{
(xi)i∈D ∈
∏
i∈D
Xi |∀i < j, fij (xj) = xi
}
as base space and the initial topology with respect to the family {pii | i ∈ I } of
projections as topology.
Proof. It is straightforward to verify that the pii are indeed continuous func-
tions on X and that, ∀i < j, fij ◦ pij = pii. If Y is a topological space and,
∀i ∈ I, ρi : Y → Xi is a family of continuous functions such that, ∀i < j,
fij ◦ ρj = ρi, then we can consider the function
ρ : Y →∏i∈I Xi
y 7→ 〈ρi (y) | i ∈ I 〉
Now, the family 〈pii | i ∈ I 〉 separates points, so the evaluation map e of X
into
∏
i∈I Xi that is a topological embedding. Since ρ [Y ] is contained in the
image of e, ρ factors through e, i.e. there is a continuous function ψ : Y → X
such that e ◦ψ = ρ. Indicating by pi the projections of
∏
j Xj onto its factors,
we have
ρi = pi ◦ ρ = pi ◦ e ◦ ψ = pii ◦ ψ.
This shows that X has the universal property of inverse limits.
The subordination relation between compactiﬁcations of X induces a par-
tial order relation ≤ on B (X). If 〈(ϕγ, Zγ) | γ ∈ α〉 is a chain of compactiﬁ-
cations of X consider the inverse limit Z of such systems (with respect to the
projections given by the subordination relation). We have that the function
ϕ : X → Z
x 7→ (ϕγ (x))γ<α
is an embedding because can be obtained by the embedding
ϕ˜ : X →∏γ<α Zγ
x 7→ (ϕγ (x))γ<α
factoring through the evaluation map
e : Z →
∏
γ<α
Zγ.
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So, if B is the closure of ϕ [X], then (ϕ,B) is a compactiﬁcation of X, and,
∀α ∈ A, piα|B is a continuous function from B to Zα such that, ∀x ∈ X,
pi−1α (ϕα (x)) = {ϕ (x)} and so (ϕα, Zα) is subordinate to (ϕ,Z).
This shows that every chain in B (X) has an upper bound in B (X), hence,
by Zorn's lemma, B (X) has maximal elements.
Theorem 1.4.4. If X is a Tychonoﬀ space, a maximal element Z of B (X) is
the Stone- Cech compactiﬁcation of X.
Proof. Let Y be a compact Hausdorﬀ space and f ∈ C0 (X, Y ). Let
F = {(ϕ (x) , y) ∈ Z × Y |f (x) = y}
and denote G its closure in Z × Y . Obviously, G is a compactiﬁcation of Z
with embedding
ψ : X → G
x 7→ (ϕ (x) , f (x)) .
Moreover, the function
p : G→ Z
(z, y) 7→ z
is a continuous function such that p ◦ ψ = ϕ so that G is ﬁner then Z and,
by maximality of Z in B (X), must be a homeomorphism. Thus G is a graph
of a function g (which is continuous since G is closed) from Z to Y such that
g ◦ ϕ = f (because p ◦ ψ = ϕ). The uniqueness of such extension follows from
the density of ϕ (X) in Z.
We will henceforth denote by βX the Stone-Cech compactiﬁcation of a
Tychonoﬀ space X and we will assume that X ⊆ βX by identifying X with its
image under the embedding ιX in βX. If f : X → Y is a continuous function
between Tychonoﬀ spaces, we will denote by βf : βX → βY the (unique)
extension of ιY ◦ f : X → βY to βX. It is immediate to note that in this way
one deﬁnes a functor from the category Tych of Tychonoﬀ spaces to his full
subcategory CHaus of compact Hausdorﬀ spaces. This functor is indeed the
left adjoint of the inclusion functor from CHaus to Tych, because we have,
∀X ∈ Tych and ∀Y ∈ CHaus
Hom (βX, Y ) ' Hom (X, Y )
Thus CHaus is a reﬂexive subcategory of Tych and the functor β preserves
colimits and, in particular, coproducts.
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Proposition 1.4.5 (Stone-Cech compactiﬁcation of subspaces). If X
is a Tychonoﬀ space, Y a subspace of X such that every continuous func-
tion from Y to a compact Hausdorﬀ space admits an extension to a continuous
function deﬁned on all X, then clβX (Y ) is the Stone- Cech compactiﬁcation of
Y .
Proof. It is clear that clβX (Y ) is a compact Hausdorﬀ space that contains Y
as a dense subspace. Let f : Y → K be a continuous function from Y to a
compact Hausdorﬀ space and f˜ an extension of f deﬁned on all X, then
βf˜|clβX(Y ) : clβX (Y )→ K
is a continuous function that extends f . The uniqueness is a consequence of
the density of Y in clβX (Y ).
Our notation for the Stone-Cech compactiﬁcation is consistent with our
previous notation for the space of ultraﬁlters over a set D, as the next theorem
shows.
Theorem 1.4.6. If D is a discrete space, then its Stone- Cech compactiﬁcation
is (e, βD) where βD is the space of ultraﬁlters over D and e is the function
that assigns to every x ∈ D the principal ultraﬁlter over x.
Proof. If f is a function from D to a compact Hausdorﬀ space Y , ∀p ∈ βD
let
Ap = {cl (f [A]) | A ∈ p} .
Ap has the f.i.p., because if A1, ..., An are elements of p,
cl (f [A1]) ∩ .... ∩ cl (f [A1]) ⊇ cl (f [A1] ∩ .... ∩ f [A1])
⊇ cl (f [A1 ∩ ... ∩ An]) 6= ∅
(p has the f.i.p.). Hence, by compactness of Y ,
⋂Ap 6= ∅. Let g (p) ∈ ⋂Ap.
In this way a function g : βD → Y is deﬁned such that g ◦ e = f . In order
to show that g is continuous, let p ∈ βD, U a closed neighborhood of g (p)
(Y is a compact Hausdorﬀ space, hence a regular space) and A = f−1 (U).
We claim that A ∈ p because, otherwise, D\A ∈ p so g (p) ∈ cl (f (D\A))
and U is a neighborhood of g (p), so U ∩ f (D\A) 6= ∅, which contradicts
A = f−1 (U). Thus Â is an open neighborhood of p. We claim that, if q ∈ Â
then g (q) ∈ U , because, otherwise, Y \U would be an open neighborhood
of g (q), but g (q) ∈ cl (f [A]) so that f [A] ∩ Y \U = ∅, which contradicts
A = f−1 (U). We have then found an open neighborhood Â of p such that
g
(
Â
)
⊆ U . Hence g is continuous.
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We remark that, a posteriori, for every p ∈ βD, ⋂Ap contains exactly one
point, because the function f admits at most one extension to βD.
In the following, we will identify D with the subspace e (D) of βD, i.e.
every x ∈ D with the principal deﬁned by x. Doing so, we have that D is a
dense subspace of βD and every function f from D to a compact Hausdorﬀ
space Y admits one and only one extension to a function βf : βD → Y such
that βf|D = f .
From the proposition about Stone-Cech compactiﬁcation of subspaces, it
follows that, if D is a discrete space and T ⊆ D, we can identify βT with
clβD (T ) = T̂ .
1.5 Limits along ultraﬁlters
Let D be a set, Y a topological space, F a ﬁlter on D and f a function from
D to Y .
Deﬁnition 1.5.1. If U is a subset of Y , we say that
• f is F-eventually in U or eventually in U according to F , if f−1 [U ] ∈ F
• f is F-frequently in U or frequently in U according to F , if f is not
F-eventually in Y \U
We can now deﬁnes the limit and cluster points of a function according to
a ﬁlter.
Deﬁnition 1.5.2. A point a of Y is called
• a limit point of f along F or a limit point of f with respect to F if, for
any neighborhood U of a, f is F-deﬁnitively in U
• a cluster point for f with respect to F if, for any neighborhood U of a,
f is F-frequently in U
Limit points are well-behaved with respect to continuous functions, in the
sense that if g : Y → Z is a continuous function between topological spaces,
and a ∈ Y is a limit point for f along F , then g (x) is a limit point for g ◦ f
along F .
It is well known that, if Y is a Hausdorﬀ space, then f has at most one
limit point and if Y is compact, then f has at least one cluster point; more-
over, if F is an ultraﬁlter, then every cluster point is also a limit point (while
the converse is always true). In particular, every function taking values in a
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compact Hausdorﬀ space has, along any given ultraﬁlter, one and only one
limit point. If f is a function from a set D to a compact space Y and p is an
ultraﬁlter over D, we will denote by p− lim f the unique limit point of f along
p (when it exists).
IfX, Y are topological spaces, A a subspace ofX, x0 ∈ clX (A) and f : A→
Y a function, we say that y0 = limx→x0 f (x) if and only if, for all neighborhood
U of y0 in Y , there is a neighborhood V of x0 in X such that f (V ∩ A) ⊆ U .
If A ⊆ D, we can identify Â = clβD (A) with βA (identifying p ∈ clβD (A)
with {A ∩X | X ∈ p} ∈ βA). Thus if f is a partial function from D to Y with
domf = A and p ∈ Â we can still deﬁne p− lim f .
It turns out that the notion of convergence of a function f along an ul-
traﬁlter p coincides with the topological convergence of f in p, as the next
proposition shows.
Proposition 1.5.3. If f is a function from a set D to an Hausdorﬀ space Y ,
then p − lim f exists if and only if limx→p f (x) exists and, in this case, they
coincide.
Proof. Let's suppose y0 = p − lim f and show that y0 = limx→p f (x). If U
is a neighborhood of y0 in Y , then f
−1 (U) = A ∈ p, so that Â is an open
neighborhood of p in βD and f
[
Â ∩D
]
= f [A] ⊆ U . For the converse,
suppose that y0 = limx→p f (x). Then, if U is a neighborhood of y0 in Y , there
is a neighborhood Â of p such that f [A] = f
[
Â ∩D
]
⊆ U , so A ∈ p and
f (A) ⊆ U . Hence A ⊆ f−1 (U) and f−1 (U) ∈ p. Since this is true for every
neighborhood U of y0 in Y , then p− lim f = y0.
We remark that, if f is the inclusion of D into βD, then p−lim f = p for all
p ∈ βD. This means that the operator p − lim associated with the ultraﬁlter
p over D characterizes p.
Observe that, if f is a function on D taking values in a compact Hausdorﬀ
space and p ∈ βD, then p− lim f always exists and coincides with βf (p).
Let's consider the following notion
Deﬁnition 1.5.4. Let D be a discrete space. A uniform operator on func-
tions from D to compact spaces is an operator O assigning, to every function
f from D to a compact Hausdorﬀ space Y , a point O (f) of Y , which has the
following property: if f is as above and g is a continuous function from Y to
another compact Hausdorﬀ space Z, then
O (g ◦ f) = g (O (f)) .
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It is immediate to note that, if p ∈ βD, then p−lim is a uniform operator on
functions from D to compact spaces. The next proposition shows the converse.
Proposition 1.5.5. If O is an operator on functions from D to compact
spaces, then there is a (unique) p ∈ βD such that p− lim = O
Proof. Let ι be the inclusion of D into βD and set
p = O (ι)
Now, if f is a function from D to a compact Hausdorﬀ space Y , then
O (f) = O (βf ◦ i)
= βf (O (i))
= βf (p)
= p− lim f.
1.6 Semigroups and topology
Let (S, ·) be a semigroup and s an element of S. We denote by λs and ρs,
respectively, the left translation and the right translation associated with
s, i.e. the functions
λs : S → S
t 7→ s · t
and
ρs : S → S
t 7→ t · s
In the following, when the operation of a semigroup is, as in this case,
multiplicatively denoted, we will omit the operation symbol, writing st instead
of s · t.
A nonempty subset L of S such that, for each x ∈ L and s ∈ S, sx ∈ L,
it is called a left ideal of S. A minimal left ideal is a minimal element in
the set of left ideals ordered by inclusion. Analogous deﬁnitions are given for
right ideals and bilateral ideals.
Observe that, S has a minimal left ideal L, then every left ideal T of S
contains a minimal left ideal. In fact, if a ∈ T , then La is a left ideal contained
in T which is easily seen to be minimal. If S has a smallest ideal, we denote
it by K (S).
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Lemma 1.6.1. If L is a minimal left ideal of S and I is an ideal of S, then
L ⊆ I.
Proof. If l ∈ L and i ∈ I then il ∈ I ∩ L and so
Sil = L ⊆ I
Theorem 1.6.2. If S has a minimal left ideal S, then it has a smallest ideal
K (S). Moreover, the minimal left ideals of S are a partition of K (S).
Proof. Deﬁne K the union of minimal left ideals of S. By hypothesis, K is
nonempty. If x ∈ K and s ∈ S, there is a minimal left ideal L of S such that
x ∈ L. Hence, sx ∈ L ⊆ K, and xs ∈ Ls ⊆ K since Ls is a minimal left ideal
too. This shows that K is an ideal of S. The fact that K is the smallest ideal
of S follows from the previous lemma. Finally, the minimal left ideals of S are
a partition of K because, if L, T are minimal left ideals of S and s ∈ L ∩ T ,
then
T = Ss = L
An element e of S is called an idempotent if ee = e. The set of idempotent
elements of S is denoted by E (S). We can deﬁne on E (S) three preorder
relations, by setting
• e ≤L f if e = ef
• e ≤R f if e = fe
• e ≤ f if e ≤L f and e ≤R f
It is easily seen that ≤ is actually an order relation. It turns out that, as
the next proposition shows, these relations on S has exactly the same minimal
elements, which are then called minimal idempotents.
Remark 1.6.3. If  is a preorder relation, we say that x is minimal if, when-
ever y  x, then x  y.
Proposition 1.6.4. If e ∈ E (S), then the following statements are equivalent
1. e is ≤R-minimal
2. e is ≤L-minimal
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3. e is ≤-minimal
Proof.
1⇒ 3 If f ≤ e, then f ≤R e and f ≤L e and, by ≤R-minimality of e, e ≤R f .
So f = fe = ef and e = fe. This shows that e = f and e is ≤-minimal.
3⇒ 1 If f ≤R e, then f = ef . Setting z = fe, we have
zz = fefe = fffe = fe = f
So, z is idempotent and
ze = fee = fe = z = efe = ez
i.e. z ≤ e. By the ≤-minimality of e, fe = z = e, i.e. e ≤R f . This
shows that e is ≤R-minimal.
2⇔ 3 It is analogous to 1⇔ 2.
Minimal idempotents are connected to minimal ideals, as the next propo-
sition shows.
Proposition 1.6.5. Let e be an idempotent of S
• if Se is a minimal left ideal, then e is a minimal idempotent
• if every left ideal of S contains an idempotent and e is a minimal idem-
potent, then Se is a minimal left ideal
Proof.
• Suppose f ≤L e, so f = fe and Sf ⊆ Se. By minimality of Se, we
deduce Sf = Se. It follows that e ∈ Sf and e = ef , i.e. e ≤L f . This
shows that e is minimal.
• Suppose L is a left ideal of S contained in Se and s ∈ L. Since s ∈ Se,
se = s. Let t = use be an idempotent element of Sse and deﬁne f =
et = euse. We have
ff = euseeuse = euseuse = ett = et = euse = f
fe = eusee = euse = f
ef = eeuse = euse = f
20 Ultraﬁlters
hence f is an idempotent and f ≤ e. By minimality of e,
e = f = euse
so
Se ⊆ Sse = Ss ⊆ L ⊆ Se
This shows that Se is a minimal left ideal.
Obviously, the previous proposition still holds true if we exchange left with
right and vice versa. We deduce the following
Corollary 1.6.6. If every left ideal and every right ideal of S contains an
idempotent, and e is an idempotent of S, then the following statements are
equivalent
1. e is a minimal idempotent
2. Se is a minimal left ideal
3. eS is a minimal right ideal
4. e belongs to some minimal left ideal
5. e belongs to some minimal right ideal
In [HS1] it is shown that a semigroup S which has a minimal left ideal
containing an idempotent, has also a minimal right ideal (and hence every
right ideal contains a minimal right ideal) moreover it satisﬁes the hypothesis
of the previous proposition, namely every left ideal and every right ideal of S
contains an idempotent. Moreover, under this assumption, an idempotent e is
minimal if and only if it belongs to K (S).
Let now be (S, ·) a semigroup which is also a Hausdorﬀ space.
Deﬁnition 1.6.7. We say that S is
• a right (respectively left) topological semigroup if, ∀x ∈ S, ρx (re-
spectively λx) is a continuous function from S to itself
• a semitopological semigroup if its is both a left and a right topological
semigroup
• a topological semigroup if the operation of S is a continuous function
from S × S with the product topology to S
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• a topological group if it is a topological semigroup which is also a group
such that the function
S → S
x 7→ x−1
is continuos.
Observe that such notions are each stronger than the preceding. Thus, a
topological group is, in particular, a topological semigroup, which, in turn, is
a semitopological semigroup and so on.
If S is a right topological semigroup, its topological center will be
Λ (S) = {x ∈ S | λx is continuous}
Obviously, the algebraic center is contained in the topological center.
The whole theory of right topological semigroups is based on the following
theorem.
Theorem 1.6.8. If S is a compact right topological semigroup, then E (S) 6= ∅
Proof. Let A be the family of nonempty closed subsemigroups of S. Note
that A is nonempty, because S ∈ A, and, if C is a chain of elements of A then,
by compactness,
⋂ C ∈ A. By Zorn's lemma, A contains a minimal element
C. Pick x ∈ C and observe that
Cx = ρx [C]
is compact (hence, closed), since it is image of a compact set under a continuous
function. Moreover,
CxCx ⊆ CCCx ⊆ Cx
so Cx ∈ A, but
Cx ⊆ CC ⊆ C
so, by minimality,
Cx = C
In particular, there is y ∈ C such that
yx = x
Deﬁne now
T = {z ∈ C | zx = x}
Since y ∈ T , T 6= ∅, and T is closed because
T = C ∩ ρ−1x [x]
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If z1, z2 ∈ T then
z1z2x = z1x = x,
so T is a nonempty closed subsemigroup of S contained in C and, by minimality
of in A, T = C. In particular, xx = x and x ∈ E (S).
From the previous theorem we deduce the following reﬁnement.
Theorem 1.6.9. If S is a compact right topological semigroup, then every left
ideal contains a minimal left ideal, and every minimal left ideal is closed and
contains an idempotent.
Proof. If T is a minimal left ideal of S and x ∈ T then
T = Sx = ρx [S]
Thus, T is compact (hence closed) because image of a compact set under a
continuous function. In particular, with respect to the induced operations, T
is a compact right topological semigroup, hence, by the previous theorem, it
contains idempotent elements. Suppose now that L is a left ideal of S. If A is
the family of closed left ideal of S contained in L, then A is nonempty family
(if x ∈ L then Sx ∈ A). Moreover, if C is a chain in A, then, by compactness,⋂ C ∈ A. By Zorn's lemma, A contains a minimal element T , which is easily
seen to be a minimal left ideal.
In particular, if S is a compact right topological semigroup, S has a minimal
left ideal with an idempotent. By our previous discussion, we deduce that also
S every right ideal of S contains a minimal right ideal and an idempotent
element. Moreover, if e is an idempotent of S, then the following statements
are equivalent
1. e is a minimal idempotent
2. Se is a minimal left ideal
3. eS is a minimal right ideal
4. e ∈ K (S)
Now, we consider the closure of right or left ideals L of S.
Proposition 1.6.10. If S is a right topological semigroup and R a right ideal
of S, then R = clS (R) is a right ideal of S
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Proof. If x ∈ S, then
Rx = ρx
(
R
)
= ρx (R) ⊆ R
On the other hand, in general the closure of a left ideal is not a left ideal,
but this fact is true for an important class of right topological semigroups.
Proposition 1.6.11. If S is a right topological semigroup such that Λ (S) is
dense S and L is a left ideal of S, then L = clS (L) is a left ideal of S.
Proof. Let x ∈ L, y ∈ S and U an open neighborhood of yx. By continuity
of ρx, there is an open neighborhood V of y such that ρx (V ) ⊆ U . By density
of Λ (S) in S, we can pick z ∈ Λ (S) ∩ V . For such a z, we have
zx ∈ U
Moreover, by continuity of λz, there is an open neighborhoodW of x such that
λz (W ) ⊆ U
Since x belongs to the closure of L and W is a neighborhood of x, there is
w ∈ W ∩L, then zw ∈ U ∩L and U ∩L 6= ∅. Since this is true for every open
neighborhood U of yx, yx ∈ L and L is a left ideal of S.
1.7 Semigroup compactiﬁcation
Deﬁnition 1.7.1. Let S be a semitopological semigroup. We call semigroup
compactiﬁcation of S a couple (ϕ, T ) where T is a compact Hausdorﬀ right
topological semigroup and ϕ : S → T is a continuous homomorphism such that
ϕ [S] is dense in T and contained in the topological center of T .
Observe that, if (ϕ, T ) is a semigroup compactiﬁcation of S, then ∀p, q ∈ T ,
p · q = ρq (p) =
= lim
t∈S,ϕ(t)→p
ρq (ϕ (t))
= lim
t∈S,ϕ(t)→p
ϕ (t) · q
= lim
t∈S,ϕ(t)→p
λϕ(t) (q)
= lim
t∈S,ϕ(t)→p
lim
s∈S,ϕ(s)→q
λϕ(t) (ϕ (s))
= lim
t∈S,ϕ(t)→p
lim
s∈S,ϕ(s)→q
ϕ (t)ϕ (s) .
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Theorem 1.7.2. Let (ϕ, T ) be a semigroup compactiﬁcation of S, A ⊆ B ⊆ S
with B a subsemigroup of S, then
1. cl (ϕ [B]) is a subsemigroup of T
2. if A is a left ideal of B, then cl (ϕ [A]) is a left ideal of cl (ϕ [B])
3. if A is a right ideal of B, then cl (ϕ [A]) is a right ideal of cl (ϕ [B])
Proof.
1. It follows form the fact that ϕ [B] is a subsemigroup of T contained in
its topological center.
2. If a ∈ cl (ϕ [A]) and b ∈ cl (ϕ [B]), we have
ba = lim
ϕ(t)→b
lim
ϕ(s)→a
ϕ (t)ϕ (s)
= lim
ϕ(t)→b
lim
ϕ(s)→a
ϕ (ts) ∈ cl (ϕ [A]) .
3. Similar to point 2.
1.8 Stone-Cech compactiﬁcation of semigroups
Proposition 1.8.1. If (S, ·) is a semigroup, there is exactly one operation ∗
on βS such that
1. ∗ extends ·, i.e., ∀x, y ∈ S, x · y = x ∗ y
2. ∀q ∈ βS, the function
ρq : βS → βS
p 7→ p ∗ q
is continuous
3. ∀p ∈ S, the function
λp : βS → βS
q 7→ p ∗ q
is continuous.
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Proof. We prove existence and uniqueness at the same time. Let s ∈ S,
consider the function
ls : S → βS
t 7→ s · t
and set, ∀q ∈ βS,
s ∗ q = βls (q)
It is immediate to note that the operation ∗ : S × βS → βS deﬁned in this
way is the unique function satisfying 1 and 3. We now consider, if q ∈ βS,
rq : S → βS
s 7→ s ∗ q
and ∀p ∈ βS set
p ∗ q = βrq (p) .
Again, it is immediate to note that the binary operation ∗ so deﬁned on βS is
the only one satisfying 1, 2, 3.
If S is a semigroup, for the operation on βS, as deﬁned in the previous
proposition, we will use the same symbol as for the operation on S.
Endowed with this operation, βS turns out to be a compact right topolog-
ical semigroup with dense center, hence the general facts about compact right
topological semigroups we saw in section 1.6 with dense center apply.
Observe that, thanks to the continuity of λs for s ∈ S and ρq for q ∈ βS
we have
s · q = lim
t→q
s · t = q − lim
t∈S
s · t
and
p · q = lim
s→p
lim
t→q
s · t = p− lim
s∈S
(
q − lim
t∈S
s · t
)
.
Proposition 1.8.2. If S is a semigroup, then also βS with the extended op-
eration is a semigroup.
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Proof. If p, q, r ∈ βS, then
p · (q · r) = p− lim
s∈S
(s · (q · r))
= p− lim
s∈S
(
s ·
(
q − lim
t∈S
(
r − lim
u∈S
t · u
)))
= p− lim
s∈S
(
q − lim
t∈S
(
r − lim
u∈S
s · (t · u)
))
= p− lim
s∈S
(
q − lim
t∈S
(
r − lim
u∈S
(s · t) · u
))
= p− lim
s∈S
(
q − lim
t∈S
((s · t) · r)
)
= p− lim
s∈S
(
q − lim
t∈S
(s · t)
)
· r
= (p · q) · r.
So, we can conclude that, if S is a discrete semigroup, then βS, endowed
with the topology and the operation deﬁned above, is a right topological semi-
group.
Theorem 1.8.3. Let 〈xs〉s∈S be an indexed family in a Hausdorﬀ space X with
indices in a semigroup S, and p, q ∈ βS. If all limits involved exist, then
(pq)− lim
u∈S
xu = p− lim
s∈S
q − lim
t∈S
xst.
Proof. Let, ∀s ∈ S,
ys = q − lim
t∈S
xst
and
z = (pq)− lim
u∈S
xu.
Suppose
y = p− lim
s∈S
ys 6= z
and pick disjoint open neighborhoods U and V of y and z respectively. Thus
we have
A = {u ∈ S | xu ∈ V } ∈ pq
and
B = {s ∈ S | ys ∈ U } ∈ p.
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Now, Â is a neighborhood of pq, so that, by continuity of ρq, there is C ∈ p
such that ρq
(
Ĉ
)
⊆ Â. Pick s ∈ B ∩ C ∈ p. Since s ∈ B,
ys = q − lim
t∈S
xst ∈ U.
Let
D = {t ∈ S | xst ∈ U }
and observe that D ∈ q. Since s ∈ C, ρq (s) = sq ∈ Â, so Â is an open
neighborhood of λs (q), and there is E ∈ q such that λs
(
Ê
)
⊆ Â. Now let
t ∈ E ∩ D ∈ q and observe that, since t ∈ E, st ∈ Â ∩ S = A and xst ∈ V .
Since t ∈ D, xst ∈ U , which is absurd because U and V are disjoint.
Theorem 1.8.4. Consider the category C whose objects are the couples (ϕ, T ),
where T is a right compact topological group and ϕ : S → T is a homomorphism
with image contained in Λ (T ), and whose morphisms from (ϕ, T ) to (ϕ′, T ′)
are the continuous homomorphisms ψ : T → T ′ such that ψ ◦ϕ = ϕ′. We have
that (i, βS) (i is the inclusion of S into βS) is a universal initial object in this
category.
Proof. We have already seen that (i, βS) is an object of the category. Let's
now suppose that (ϕ, T ) is another object of the category. We have that
βϕ : βS → T is a continuous function, and also a homomorphism, because S
is dense in βS, S ⊆ Λ (βS) and ϕ (S) ⊆ ϕ (T ). Thus, ∀s, t ∈ S,
ϕ (st) = ϕ (s)ϕ (t) .
Hence, by continuity of λs, λϕ(s) and ϕ, ∀s ∈ S, ∀q ∈ βS,
ϕ (sq) = ϕ (s)ϕ (q)
so that, by continuity of ρs, ρϕ(s) and ϕ, ∀p, q ∈ βS,
ϕ (pq) = ϕ (p)ϕ (q) .
We have, in particular, that βS is a semigroup compactiﬁcation of S, max-
imal among the semigroup compactiﬁcation, in the sense that if (ϕ, T ) is an-
other semigroup compactiﬁcation of T then there is a surjective continuous
homomorphism ψ : βS → T such that ψ|S = ϕ.
We note that, if T is a subsemigroup (resp. a right ideal, a left ideal) of S,
then clβS (T ) = βT is a subsemigroup (resp a right ideal, a left ideal) of βS.
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Proposition 1.8.5. If S is a semigroup, s ∈ S, p, q ∈ βS and A ⊆ S we have
1. A ∈ sp iﬀ λ−1s [A] ∩ S = s−1A ∈ p
2. A ∈ pq iﬀ ρ−1p
[
Â
]
∩ S = {t ∈ S | A ∈ tq} = {t ∈ S |t−1A ∈ q} ∈ p
3. A ∈ qs iﬀ As−1 ∈ q
Proof.
1. Let A ∈ sp, then Â is an open neighborhood of sp and there is B ∈ p
such that sB̂ ⊆ Â, hence sB ⊆ Â∩S = A, i.e. s−1A ⊇ B and s−1A ∈ p.
Vice versa, assume, by contradiction, that s−1A ∈ p and A /∈ sp. Then
S\A ∈ sp, so that s−1 (S\A) ∈ p, but s−1 (A)∩ s−1 (S\A) = ∅, which is
absurd.
2. Let A ∈ pq, then Â is an open neighborhood of pq. We have
p− lim
t∈S
tq = pq
so
{t ∈ S | A ∈ tq} =
{
t ∈ S
∣∣∣tq ∈ Â} ∈ p.
3. A ∈ qs iﬀ {t ∈ S | ts ∈ A} ∈ q iﬀ As−1 ∈ q.
Observe that if A ⊆ S and s, t ∈ S, we have that
(st)−1A = t−1s−1A
because x ∈ (st)−1A iﬀ stx ∈ A iﬀ tx ∈ s−1A iﬀ x ∈ t−1 (s−1A).
Chapter 2
Nonstandard methods
In this chapter, we present the fundamental facts about nonstandard methods.
We limit our exposition to the most basic concepts and theorems, omitting all
the non-elementary proofs. For a complete introduction, the reader can see
the classical text [CK] or the more recent survey [BFDiN].
2.1 Superstructures
Let S be a set of atoms, i.e. elements that does not contain elements, and are
taken as primitive (examples of S could be N or R). Now, deﬁne inductively
S0 = S
Sn+1 = Sn ∪ ℘ (Sn)
and
Ŝ =
⋃
n∈N
Sn
We say that Ŝ is the superstructure of S. It turns out that the set Ŝ contains
virtually all mathematical objects that are needed in the practice when dealing
with S, such as functions, topologies, measures etc.
In the following, we will refer to the elements of the superstructure which
are not atoms as sets, and to elements of the superstructure which can be
both atoms and sets as entities.
Proposition 2.1.1. Let S be a set of atoms and Ŝ its superstructure. Then
1. ∀n ∈ N
Sn ∈ Sn+1 ∈ Ŝ
and the Sn are sets of the superstructure
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2. ∀n ∈ N, Sn is transitive, as well as Ŝ
3. if A is a set (of the superstructure) and B ⊆ A, then B is a set
4. if A is a set, ℘ (A) is a set
5. if A is a family of sets, then ⋂A is a set and, if A is itself a set, then⋃A is a set
6. if A1, ..., An are sets, then A1 ∪ ... ∪ An and A1 × ....× An are sets
7. if x1, ..., xn ∈ Ŝ, then {x1, ..., xn} is a set
8. all relations and functions on sets are sets
Proposition 2.1.2. If n ∈ N, A ∈ Sn is a set and B ⊆ A, then B ∈ Sn.
Proof. By induction on n. If n = 0 there's nothing to prove. If it is true for
n and A ∈ Sn+1 = Sn ∪ ℘ (Sn) then, either A ∈ Sn, in which case B ∈ Sn ⊆
Sn+1 by induction hypothesis, or A ∈ ℘ (Sn). Hence also B ∈ ℘´ (Sn) and so
B ∈ Sn+1.
2.2 Formulas
We assume the notion of formula of ﬁrst order language as known. A formula
is called a sentence if does not contain free variables. Here, as language,
we consider the language L of set theory {∈}, with in addiction one symbol
of constant a for each entity a of the superstructure Ŝ. A formula is said
bounded if every quantiﬁer is in the form
∀x ∈ A
or
∃x ∈ A
where A is either a constant or a variable.
Suppose that I is a map from Ŝ to another superstructure T̂ and that
α is an L-formula. In the following, we will say that α is true if α is true
with respect to the interpretation that assigns to each constant symbol a of L
the corresponding element a of the superstructure Ŝ and that interprets the
symbol ∈ in the usual way. Also, we will say that Iα is true if α is true with
respect to the interpretation that assigns to each constant symbol a of L the
corresponding element I (a) of the superstructure T̂ and that interprets the
symbol ∈ as the usual insiemistic appartenence.
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2.3 Elementary embeddings
Deﬁnition 2.3.1. A map ∗ : Ŝ → T̂ is called a nonstandard map if
1. ∗S = T
2. for every inﬁnite set A ∈ Ŝ, ∗A 6= {∗a | a ∈ A}
3. ∗ satisﬁes the transfer principle, namely a bounded formula α is true
if and only of ∗α is true
Observe that, if A is a set of Ŝ and we set
σA = {∗a | a ∈ A} ,
then, by the transfer principle, σA ⊆ ∗A. The second requirement for a non-
standard map ensures that this inclusion is proper.
In [CK] it is shown that nonstandard maps actually exists, by means of the
construction of ultraproducts.
2.4 Standard entities
Deﬁnition 2.4.1. An entity y of ∗̂S is called internal standard or an hy-
perextension if there is an entity x of Ŝ such that ∗x = y.
Theorem 2.4.2 (Internal standard deﬁnition principle). If ∗A is an internal
standard set and α is a bounded formula with only free variable x and as
constants A1, ..., An, then
{x ∈ ∗A | α (x,∗A1, ....,∗An)} = ∗ {x ∈ A | α (x,A1, ..., An)}
is an internal standard set of ∗̂S. Conversely, every internal standard set of
∗̂S can be written as above.
Proof. Let
B = {x ∈ A | α (x,A1, ..., An)}
and observe that
∀x ∈ A (x ∈ B ←→ α (x,A1, ..., An)) .
Hence
∀x ∈ ∗A (x ∈ ∗B ←→ α (x,∗A1, ...,∗An))
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B ⊆ A
and
∗B ⊆ ∗A.
Then
∗A = {x ∈ ∗B | α (x,∗A1, ...,∗An)}
because
∗A = {x ∈ ∗A | x = x} .
2.5 Superstructure monomorphisms
Deﬁnition 2.5.1. A map ∗ : Ŝ → T̂ is a superstructure monomorphism
if it is one to one and
1. it preserves ∈ and =: a ∈ A iﬀ ∗a ∈ ∗A and a = b iﬀ ∗a = ∗b
2. it preserves ﬁnite sets: ∗ {x1, ..., xn} = {∗x1, ...,∗ xn}
3. it preserves ﬁnite sequences: ∗ (x1, ..., xn) = (∗x1, ....,∗ xn)
4. it preserves insiemistic operations: ∗ (A ∪B) = ∗A ∪ ∗B, ∗ (A ∩B) =
∗A ∩ ∗B, ∗ (A\B) = ∗A\∗B, ∗ (A×B) = ∗A× ∗B, ∗ (⋃A) = ⋃ ∗A
5. it preserves sections of relations: if ϕ ∈ A1× ...×An is an n-ary relation
and i ∈ {1, 2, ..., n}, then the set of x ∈ ∗Ai such that, for some a1 ∈
∗A1, ..., ai−1 ∈ ∗Ai−1, ai+1 ∈ ∗Ai+1, ...an ∈ ∗An,
(a1, .., ai−1, x, ai+1, ..., an) ∈ ∗ϕ
is the nonstandard extension of the set of x ∈ Ai such that, for some
a1 ∈ A1, ..., ai−1 ∈ Ai−1, ai+1 ∈ Ai+1, ...an ∈ An,
(a1, .., ai−1, x, ai+1, ..., an) ∈ ϕ
6. it commutes with permutations of variables: if ϕ ∈ A1× ....×An is an n-
ary relation, σ a permutation of {1, 2, ..., n} and ψ is the formula obtained
by ϕ permuting the variables according to σ, namely (a1, ..., an) ∈ ϕ if and
only
(
aσ(1), ..., aσ(n)
) ∈ ψ, then ∗ψ is the formula obtained by ϕ permuting
the variables according to σ
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It can be easily seen by transfer that a map satisfying the transfer principle
is s superstructure monomorphism. The nontrivial fact, which is proven for
example in [RoZ], is that also the converse is true.
We can apply the internal standard deﬁnition principle to relations, ob-
taining the following internal standard deﬁnition principle for relations.
Proposition 2.5.2. If B1, ..., Bn ∈ Ŝ and α is a bounded formula with con-
stants C1, ..., Ck in with free variables x1, ..., xn, then
{(x1, ...., xm) ∈ ∗B1 × ...× ∗Bn | α (x1, ..., xn,∗C1, ...,∗Ck)} =
= ∗ {(x1, ..., xn) ∈ B1 × ...×Bn | α (x1, ..., xn, C1, ...., Ck)}
is an internal standard relation. Also, every n-ary internal standard relation
has this form.
Proof. It follows from the standard deﬁnition principle and the fact that ∗ is
a superstructure embedding.
The following theorem can be easily proved by means of the transfer prin-
ciple.
Theorem 2.5.3. If ∗ : Ŝ → T̂ is a nonstandard map, A,B, f ∈ Ŝ and f is a
function from A to B (and we write f : A → B), then ∗f is a function from
∗A to ∗B, and also
1. f is one-to-one iﬀ ∗f is
2. f is onto iﬀ ∗f is
3. dom (∗f) = ∗dom (f)
4. ran (∗f) = ∗ran (f)
5. ∀a ∈ A, ∗ (f (a)) = (∗f) (∗a)
6. for all C ⊆ A, ∗ (f|C) = (∗f)|C
7. for all C ⊆ A, ∗ (f [C]) = (∗f) [∗C].
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2.6 Internal entities
In the following, let ∗ : Ŝ → ∗̂S be a ﬁxed nonstandard map.
From the transfer principle, we obtain that, ∀n ∈ N, ∗Sn is transitive
∗Sn ∈ ∗Sn+1 ∈ ∗̂S
and, if A ∈ ∗Sn+1 then A ⊆ ∗Sn. Let
St =
{
∗A
∣∣∣ A ∈ Ŝ}
be the set of all internal standard elements.
Deﬁnition 2.6.1. An element of ∗̂S is called internal if it belongs to some
internal standard set. a set A which is not internal is called external. The set
of all internal elements of ∗̂S
J =
⋃
St
is called the internal universe associated with the nonstandard map ∗.
Observe that all atoms are internal.
Proposition 2.6.2. The internal universe is a transitive subset of ∗̂S. More-
over
St ⊆ J ⊆
⋃
B∈St
℘ (B)
and
J =
⋃
n∈N
∗Sn.
Proof. Obviously, for all A ∈ Ŝ, ∗A ⊆ J . Hence, for all n ∈ N, ∗Sn ⊆ J . If
x ∈ Ŝ, then ∃n ∈ ω such that x ∈ Sn and hence ∗x ∈ ∗Sn so ∗x ∈ J . This
proves that St ⊆ J . Now let x ∈ ∗A ∈ J and observe that ∃n ∈ ω such that
A ∈ Sn. Hence x ∈ ∗A ∈ ∗Sn and, by transitivity of Sn, x ∈ ∗Sn and x ⊆ ∗Sn,
which proves
J ⊆
⋃
n∈N
∗Sn
and
J ⊆
⋃
{℘ (B) | B ∈ St} .
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A formula α with constants in ∗̂S is said internal if all its constants are
internal.
Theorem 2.6.3 (Internal deﬁnition principle). a set C ∈ ∗̂S is internal if and
only if can be written in the form
C = {x ∈ B | α (x,B1, ..., Bk)}
where B is an internal set and α is a closed internal formula with internal
parameters B1, ..., Bk and only variable x.
Proof. The necessity is obvious, because
A = {x ∈ A | x = x}
For the suﬃciency, let n ∈ N be such that B and all the constants of α belong
to ∗Sn. The formula
∀y1, ..., yk, y ∈ Sn∃z ∈ Sn+1∀x ∈ Sn (x ∈ z ←→ (x ∈ y ∧ ϕ (x, y1, ..., yk)))
is true, because if A1, ..., An, A are elements of Sn, then, by the comprehension
axiom, there exists the set
A′ = {x ∈ A | ϕ (x,A1, ..., Ak)} .
Moreover, by transitivity of Sn, A
′ ⊆ Sn and A′ ∈ Sn+1. Now, by transfer,
∀y1, ..., yk, y ∈ ∗Sm∃z ∈ ∗Sn+1∀x ∈ ∗Sn (x ∈ z ←→ (x ∈ y ∧ ϕ (x, y1, ..., yk)))
and, in particular, for B1, ..., Bk, B,
∃z ∈ ∗Sn+1∀x ∈ ∗Sn (x ∈ z ←→ (x ∈ B ∧ ϕ (x,B1, ..., Bk))) .
Now, B ∈ ∗Sn, hence B ⊆ ∗Sn+1 so that a z satisfying the formula above must
be
{x ∈ B | ϕ (x,B1, ..., Bk)}
which thus belongs to ∗Sn+1 and to J .
Corollary 2.6.4. a set C ∈ ∗̂S is internal if and only if it can be written in
the form
C = {x ∈ ∗B | α (x,B1, ..., Bk)}
where B ∈ Ŝ and α is a bounded formula with only free variable x and internal
parameters B1, ..., Bk.
36 Nonstandard methods
Proof. It follows from the internal deﬁnition principle and the fact that every
internal set is contained in a internal standard set.
Proposition 2.6.5. The internal universe J is closed under
1. the usual insiemistic operations: union, intersection, diﬀerence, carte-
sian product
2. domain and range of functions
3. section of relations, where if ϕ is an n-ary relation and 1 ≤ j ≤ n, its
j-th section is the set
{x | ∃y1, .., yj−1, yj+1.., yn, (y1, ..., yj−1, x, yj+1, ..., yn) ∈ ϕ}
4. image and preimage under internal functions
5. composition of relations
Proof.
1. Let A,B ∈ J , and n ∈ N such that A,B ∈ ∗Sn, then
A ∪B = {x ∈ ∗Sn | x ∈ A ∨ x ∈ B }
A ∩B = {x ∈ A | x ∈ B }
A\B = {x ∈ A | x /∈ B }
A×B = {z ∈ ∗ (Sn × Sn) |∃x ∈ A∃y ∈ B (z = (x, y))}⋃
A = {x ∈ ∗Sn | ∃y ∈ A (x ∈ y)}⋂
A = {x ∈ ∗Sn | ∀y ∈ A (x ∈ y)}
are internal by the internal deﬁnition principle.
2. If f ∈ ∗Sn then
dom (f) = {x ∈ ∗Sn | ∃y ∈ ∗Sn,∃z ∈ f ((x, y) = z)}
and
ran (f) = {x ∈ ∗Sn | ∃y ∈ ∗Sn,∃z ∈ f ((y, x) = z)} .
3. The proof is very similar to the one of the previous points.
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4. If A, f ∈ ∗Sn then
f [A] = {y ∈ ran (f) | ∃x ∈ A, ∃z ∈ f ((x, y) = z)}
and
f−1 [A] = {x ∈ dom (f) | ∃y ∈ A,∃z ∈ f ((x, y) = z)} .
5. If ϕ and ψ are binary relations (the case of k-ary relation for k arbitrary
is similar), and ϕ, ψ ∈ ∗SN , then
ψ ◦ ϕ = {(x, z) ∈ ∗ (SN × SN) | ∃y ∈ ∗SN , (x, y) ∈ ϕ, (y, z) ∈ ψ} .
Remark 2.6.6. If A ⊆ J , in general ⋃A /∈ J (but it does if A ∈ J ). Also,
if C ⊆ B ∈ J , in general C /∈ J (but C ⊆ J).
We can apply the internal deﬁnition principle to relations, obtaining the
following internal deﬁnition principle for relations.
Proposition 2.6.7. An n-ary relation ϕ is internal if and only if there ex-
ist internal entities B1, ..., Bn and a bounded formula α with free variables
x1, ..., xn and possibly some internal parameters, such that
ϕ = {(x1, ..., xn) ∈ B1 × ....×Bn | α (x1, ...., xm)} .
Proof. It follows from the internal deﬁnition principle and the closure of J
under insiemistic operations and sections of relations.
Note that, if x1, ..., xn are internal, then such are {x1, ..., xn} and (x1, ..., xn),
because if k ∈ N is such that x1, ..., xn ∈ ∗Sk then
{x1, ..., xn} = {y ∈ ∗Sk |y = x1 ∨ ... ∨ y = xn}
and
(x1, ..., xn) ∈ ∗Sk × ...× ∗Sk = ∗ (Sk × ...× Sk) .
In particular, since elements of internal entities are internal, an external subset
of an internal set must be inﬁnite.
Theorem 2.6.8. If A,B ∈ Ŝ, then
∗℘ (A) = {M ∈ ℘ (∗A) | M is internal}
∗ (BA) = {f ∈ (∗B)(∗A) | A is internal}
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Proof. Let C = ℘ (A) , D = BA and n ∈ N such that A,B,C,D ∈ Sn, hence
∗A,∗B,∗C,∗D ∈ ∗Sn. Observe that, for all m ≥ n,
∀x ∈ Sm (x ⊆ A←→ x ∈ C)
and
∀x ∈ Sm (x : A→ B ←→ x ∈ D)
hence
∀x ∈ ∗Sm (x ⊆ ∗A←→ x ∈ ∗C)
and
∀x ∈ ∗Sm (x : ∗A→ ∗B ←→ x ∈ ∗D) .
Now, since ∗C, ∗D ⊆ ∗Sn, this proves that ∗C ⊆ {M ⊆ ∗A | M is internal} and
∗D ⊆ {f : ∗A→ ∗B | f is internal}. For the converse, let M ⊆ A be internal
and m ∈ N, m ≥ n, such that M ∈ Sm, so we can apply the previous formula
obtaining M ∈ ∗C. Analogously for BA.
Proposition 2.6.9. If A is an internal set, the family ℘I (A) of internal sub-
sets of A is internal.
Proof. Let n ∈ N be such that A ∈ ∗Sn. We have that
℘I (A) = {x ∈ ℘ (∗Sn) | x is internal, x ⊆ A}
= {x ∈ ∗℘ (Sn) | x ⊆ A}
is internal by internal deﬁnition principle.
Proposition 2.6.10. If A,B are internal entities, the set F af all internal
functions with domain A and range contained in B and the set G of internal
functions with domain a (necessarily internal) subset of A and range contained
in B, are internal.
Proof. If n ∈ N is such that A,B ∈ ∗Sn and A×B ∈ ∗Sn, we have
F = {f ⊆ ∗Sn | f is internal, f : A→ B, }
= {f ∈ ∗℘ (Sn) | f : A→ B }
and
G = {f ∈ ∗℘ (Sn) |∃x ∈ ∗℘ (Sn) , x ⊆ A, f : x→ B }
are internal by the internal deﬁnition principle.
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2.7 External entities
Theorem 2.7.1. Let ∗ : Ŝ → ∗̂S be a map satisfying the transfer principle,
with S inﬁnite. We have that ∗ is a nonstandard map if and only if σB 6= ∗B
for some countably inﬁnite B ∈ Ŝ and, in this case, the following properties
hold
1. for all A ∈ Ŝ inﬁnite, σA is external
2. for A ∈ Ŝ inﬁnite, σ℘ (A)  ∗℘ (A)  ℘ (∗A)
3. ∗S\S is nonempty and contains elements that are internal but not inter-
nal standard.
Proof. The necessity of the condition is clear. For the suﬃciency, it is enough
to prove that it implies the ﬁrst point. If, by contradiction, σB is internal,
then also C = ∗B\σB is internal. If 〈bn〉n∈N is an enumeration of the elements
of B, consider the well order relation ≤ on B induced by this enumeration.
We have
∀x ∈ ℘ (B)∃y ∈ x (∀z ∈ x, y ≤ z)
hence
∀x ∈ ∗℘ (B)∃y ∈ x (∀z ∈ x, y∗ ≤ z)
so that, in particular, when x = C ∈ ∗℘ (B), we have a ∗ ≤-minimal element
y in C. Now, for all n ∈ N, we have
∀z ∈ B (z 6= b0 ∧ ... ∧ z 6= bn → bn+1 ≤ z)
hence, by transfer, since y 6= ∗bi for all i ∈ N (recall that y ∈ C = ∗B\σB), we
have that ∀n ∈ N, bn∗ ≤ y. Now consider the function ϕ : B → B deﬁned by
ϕ : bn 7→
{
bn−1 if n ≥ 1
b0 if n = 0
and observe that
∀x ∈ B (x 6= b0 → x  p (x))
hence, by transfer,
y∗  (∗p) (y)
Now, it is enough to prove that (∗p) (y) ∈ C. We have
∗p : ∗B → ∗B
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hence (∗p) (y) ∈ ∗B. Now, if (∗p) (y) = ∗bn for some n ∈ N we have
∀z ∈ B (p (z) = bn → z = bn+1 ∨ z = b0)
hence, by transfer, y = ∗bn or y = ∗b0, which can not be. Now, σB also cannot
be internal, otherwise C would be internal as diﬀerence of two internal entities.
If now A is another inﬁnite set in Ŝ, let ψ be a function from A onto B and
observe that
(∗f) [σA] = σB
since
σB = {∗b | b ∈ B }
= {∗ (f (a)) | a ∈ A}
= {(∗f) (∗a) | a ∈ A}
= (∗f) [σA] .
Thus, if σA is internal, then σB is internal too, as image of an internal set
through a internal standard (hence, internal) function. As for the second
point, the ﬁrst strict inclusion follows applying point one to ℘ (A) and the
second too follows from point one and from the fact that ∗℘ (A) = ℘ (∗A)∩J .
As for the third part, ∗S\S is nonempty from the ﬁrst point and from the
fact that ∗a = a for all a ∈ S. Moreover, if b ∈ ∗S\S then b is not internal
standard, otherwise there would be c ∈ S such that
b = ∗c = c.
2.8 Enlargement and saturation
Throughout this section we assume that ∗ : Ŝ → ∗̂S is a nonstandard map,
with S inﬁnite.
Deﬁnition 2.8.1. Let k be a cardinal number. The elementary embedding ∗
is called
• a k-enlargement if, for every set A of entities of Ŝ of cardinality < k
with the f.i.p., we have
⋂
σA 6= ∅u`
• k-saturated if, for every set B of internal entities of ∗̂S of cardinality
< k with the f.i.p., we have
⋂B 6= ∅.
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We remark that it is customary to call an ℵ1-saturated nonstandard map,
countably saturated.
We can give an equivalent characterization of k-enlargements and k-saturated
maps, in terms of satisfaction of relations.
If ϕ is a binary relation, we say that ϕ is satisﬁed by b ∈ ran (ϕ) on
A ⊆ dom (ϕ) if A × {b} ⊆ ϕ. We call ϕ concurrent on A ⊆ dom (ϕ) if, for
all A0 ⊆ A ﬁnite, ∃b ∈ ran (ϕ) such that ϕ is satisﬁed by b on A0.
Theorem 2.8.2. If k is a cardinal number, then the following statements are
equivalent
• ∗ is a k-enlargement if and only if, for every binary relation ϕ ∈ Ŝ
with cardinality < k, if ϕ is concurrent on A ⊆ dom (ϕ), then there is
b ∈ ran (∗ϕ) that satisﬁes ∗ϕ on σA
• ∗ is k-saturated if and only if for every (non necessarily internal) binary
relation ϕ of cardinality < k and for all (non necessarily internal) A ⊆
dom (ϕ), such that, ∀a ∈ A, ϕ [a] is internal, if ϕ is concurrent on A,
then ϕ is satisﬁed on A.
For a proof, see [V].
2.9 Nonstandard real analysis
In the following we will assume that a nonstandard map ∗ : Ŝ → T̂ has been
chose, with R ∈ Ŝ.
It can be easily proven, by transfer, that ∗R, endowed with the operations
∗+ and ∗· and the order relation ∗ ≤, is an ordered ﬁeld such that every upper
bounded internal subset has a least upper bound. Also the ∗ map restricted
to R is an embedding of ordered ﬁeld with image σR. In the following we will
identify R and its isomorphic copy σR. Moreover, ∗N is an ordered additive
subsemigroup of ∗R such that every internal subset has a minimum element.
Since ∗ is a nonstandard map, we have R  ∗R and N  ∗N.
The elements of ∗R are called hyperreal numbers. We say that an hyperreal
number x is
• ﬁnite if there is n ∈ N such that |x| ≤ n
• inﬁnite if it is not ﬁnite
• inﬁnitesimal if x−1 is inﬁnite
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The set of ﬁnite and inﬁnitesimal numbers are denoted by Fin (∗R) and
o (∗R) respectively. We set also N∞ = ∗N\N and R∞ = ∗R\Fin (∗R).
Below there are some obvious facts about ﬁnite, inﬁnite and inﬁnitesimal
numbers:
• Fin (∗R) is a convex subring of ∗R
• x ∈ R∞ iﬀ, ∀n ∈ N, |x| > n, iﬀ, ∀y ∈ Fin (R)+, |x| > y iﬀ ∃z ∈ ∗R, z
inﬁnite and |x| > |z| iﬀ ∃n ∈ N∞, |x| > n, iﬀ 1x is inﬁnitesimal
• x ∈ o (∗R) iﬀ, ∀n ∈ N, |x| < 1
n
, iﬀ, ∀y ∈ Fin (∗R)+, |x| < y
Observe that Fin (∗R), o (∗R) R, N, R∞ ∩ ∗R− are external, because they
are upper bounded in ∗R but have no least upper bound, while R∞ ∩ ∗R+ and
N∞ are external because they are lower bounded in ∗R but have not greatest
lower bound. Thus, R∞ is external too, otherwise R∞∩ ∗R+ would be internal.
We say that two hyperreal numbers x, y are inﬁnitely close and we write
x ≈ y if x−y ∈ o (∗R). It turns out that≈ is an equivalence relation. Moreover,
for all x1, x2, y1, y2 ∈ ∗R such that x1 ≈ y1 and x2 ≈ y2, we have
1. x1 ± x2 ≈ y1 ± y2
2. x1x2 ≈ y1y2 if x1, x2 are ﬁnite
3. x1
x2
≈ y1
y2
if x1 is ﬁnite and x2 is not inﬁnitesimal
Every ﬁnite hyperreal number x is inﬁnitely close to one and only one
standard real number, which is called its standard part st (x). This fact is
easily proven: if we set
A = {y ∈ R | y < x}
then A is an upper bounded subset of R and so, by the completeness of R, it
has an upper bound (in R) which must be inﬁnitely close to x.
It is easily seen that st : Fin (∗R) → R is a (weakly) order preserving
epimorphism whose kernel is o (∗R). Moreover, st is external, as such is its
domain Fin (∗R). For every x ∈ ∗R, we denote the set of hyperreal numbers
inﬁnitely close to x by mon (x) and call it the monad of x. It is easily seen
that mon (0) = o (∗R) and, ∀x ∈ Fin (∗R), mon (x) = x+ o (∗R). The monads
are the equivalence classes of the equivalence relation ≈, hence they form a
partition of ∗R.
One of the most important facts in nonstandard analysis is the so called
permanence principle. If α (x) is a predicate in the only free variable x
with possibly some internal parameters, the following two facts
2.9 Nonstandard real analysis 43
1. ∃n0 ∈ N, ∀n ∈ N, if n ≥ n0 then α (n)
2. ∀ν ∈ N∞, α (ν)
In fact, suppose that n0 ∈ N is such that
∀n ∈ N, if n ≥ n0, then α (n)
By transfer, we obtain
∀n ∈ ∗N, if n ≥ n0, then α (n)
and, in particular,
∀n ∈ ∗N, if n ≥ n0, then α (n)
For the converse, suppose by contradiction that,
∀n0 ∈ N, ∃n ∈ N, n ≥ n0 and ¬α (n)
By transfer, we obtain
∀n0 ∈ ∗N, ∃n ∈ ∗N, n ≥ n0 and ¬α (n)
and, in particular, taking n0 ∈ N∞, we get n ∈ N∞ such that ¬α (n), contra-
dicting 2.
The implication 1 ⇒ 2 is commonly referred to as overspill principle,
while the converse implication is referred to as underpill principle.
Applying the permanence principle to the formula
β (n) ≡ ∃m ∈ N, m ≥ n and α (m)
we deduce that the following two statements are equivalent:
1. ∀n0 ∈ N, ∃n ∈ N, n ≥ n0 and α (n)
2. ∃ν ∈ N∞, α (ν)
It is customary to call also these implications overspill and underspill prin-
ciples.
A similar principle, the Cauchy permanence principle, holds for ∗R: if α (x)
is a predicate in the only free variable x with possibly internal parameters, the
statements
1. ∃x0 ∈ R, ∀x ∈ R, if x ≥ x0 then α (x)
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2. ∃ξ ∈ ∗R positive inﬁnite such that α (ξ)
are equivalent, as well as the statements,
1. ∀x0 ∈ R, ∃x ∈ R, x ≥ x0 and α (x)
2. ∃ξ ∈ ∗R positive inﬁnite such that α (ξ)
are equivalent. The proof is the similar to the one of the overspill principle.
From the Cauchy permanence principle, considering the formula β (x) =
α
(
1
x
)
we obtain also the equivalence of
1. ∃x0 ∈ R+, ∀x ∈ R+, if 0 < x < x0 then α (x)
2. ∀ε ∈ ∗R positive inﬁnitesimal, α (ε)
and of
1. ∀x0 ∈ R+, ∃x ∈ R+ such that 0 < x < x0 and α (x)
2. ∃ε ∈ ∗R positive inﬁnitesimal such that α (ε)
2.10 Nets
Suppose (xn)n∈D is a net of real numbers, i.e. a set of real numbers indexed
by a directed set D, and ﬁx a nonstandard |D|+-enlargement ∗. We set
D∞ = {ν ∈ ∗D | n ≤ ν ∀n ∈ D} .
Since D is a directed set, the relation ≤ is concurrent on D and hence, by the
enlargement property, D∞ is nonempty.
We can characterize limit points of nets in terms of their nonstandard
extensions.
Proposition 2.10.1. The following statements are equivalent
1. (xn)n∈D has α ∈ R as an accumulation point
2. ∃ν ∈ D∞, xν ≈ α
3. ∀ν0 ∈ ∗D, ∃ν ∈ ∗D, ν ≥ ν0 and xν ≈ α
Proof.
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1⇒ 3 We have that,
∀ε ∈ R+∀n0 ∈ D∃n ∈ D, n ≥ n0 ∧ |xn − α| < ε
hence, by transfer,
∀ε ∈ ∗R+∀ν0 ∈ ∗D∃ν ∈ ∗D, ν ≥ n ∧ |xν − α| < ε
so, in particular, if ε ∈ o (∗R) we obtain, ∀ν0 ∈ ∗D, ∃ν ≥ ν0 such that
xν ≈ α.
3⇒ 2 Obvious, since D∞ 6= ∅
2⇒ 1 Let ε > 0 and m ∈ D. Since xν ≈ α, where ν ∈ D∞,
∃n ∈ ∗D, n ≥ m ∧ |xn − α| < ε
hence, by transfer,
∃n ∈ D, n ≥ m ∧ |xn − α| < ε
that is, α is an accumulation point of (xn)n∈N.
In the same way we can prove the following proposition.
Proposition 2.10.2. The following statements are equivalent
1. (xn)n∈D is upper (resp. lower) unbounded
2. ∃ν ∈ D∞, xν inﬁnite and positive (res. negative)
3. ∀ν0 ∈ ∗D ∃ν ∈ ∗D, ν ≥ ν0 and xν is inﬁnite and positive (resp.negative)
and deduce the following corollaries.
Corollary 2.10.3. The following statements are equivalent
1. (xn)n∈D converges to +∞ (resp. to −∞)
2. ∀ν ∈ D∞, xν is inﬁnite and positive (resp. negative)
3. ∃ν0 ∈ ∗D, ∀ν ∈ ∗D, ν ≥ ν0 → xν is inﬁnite and positive (resp. negative).
Corollary 2.10.4. The net (xn)n∈D is bounded if and only if xν is ﬁnite for
all ν ∈ D∞.
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Since a net in a compact space has α as limit if and only if α is its only
accumulation point, we deduce the following corollary.
Corollary 2.10.5. If the net (xn)n∈D is bounded, the following statements are
equivalent.
1. (xn)n∈D converges to α
2. α is the only accumulation point of (xn)n∈N
3. ∀ν ∈ N∞, xν ≈ α
4. ∃ν0 ∈ ∗N, ∀ν ∈ ∗N, ν ≥ ν0 → xν ≈ α.
Note that, if (xn)n∈D is a sequence of real numbers, the set of its accumu-
lation points is
{st (xν) | ν ∈ D∞, xν is ﬁnite}
Also, if (xn)n∈D is upper bounded,
lim sup
n
xn = sup {st (xν) | ν ∈ D∞, xν is ﬁnite}
and, if (xn)n∈N is lower bounded,
lim inf
n
xn = inf {st (xν) | ν ∈ D∞, xν is ﬁnite} .
2.11 Hyperﬁniteness
Lemma 2.11.1. If h, k ∈ N∞ and f : {0, 1, 2, ..., h− 1} → {0, 1, 2, ..., k − 1}
is an internal function, we have
1. if f is one to one, then h ≤ k
2. if f is onto, then h ≥ k.
Proof. By transfer from "∀h, k ∈ N, ∀f : {0, 1, 2, ..., h− 1} → {0, 1, 2, ..., k − 1}
if f is one to one then h ≤ k, and f is onto then h ≥ k".
Deﬁnition 2.11.2. A set A ∈ ∗̂S is called ∗-ﬁnite or hyperﬁnite if there is
h ∈ ∗N and an internal bijection f : {0, 1, 2, ...., h− 1} → A. In this case, we
deﬁne |A| = h the nonstandard cardinality or number of elements of A.
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If A is not ∗-ﬁnite, we set |A| =∞ and adopt the convention that, ∀ν ∈ ∗N,
ν ≤ ∞, ν +∞ = ∞, ν · ∞ = ∞ and ν∞ = ∞. Observe that a hyperﬁnite
set is internal and the number of elements of A is well deﬁned by the previous
lemma. Moreover, ﬁnite entities are ∗-ﬁnite and their number of elements as
ﬁnite or ∗-ﬁnite entities is the same.
As for ﬁnite sets, we could deﬁne Dedekind ∗-ﬁnite sets: a set A ∈ ∗̂S is
Dedekind ∗-ﬁnite if it is internal and there is no internal bijection with domain
A and range a proper subset of A. It turns out, however, as for ﬁnite sets,
that a set A is Dedekind ∗-ﬁnite if and only if it is ∗-ﬁnite. This fact can be
easily proved by transfer from the analogous property in Ŝ.
Let A ∈ Ŝ be a nonempty set that contains no atoms and
|·| : A → N ∪ {∞}
the function that assigns to every ﬁnite set its cardinality and to every inﬁnite
set, ∞. If ∗ |·| : ∗A → ∗N ∪ {∞} (where ∗∞ = ∞), we have that an element
B ∈ ∗A is ∗-ﬁnite if and only if ∗ |B| 6= ∞, and in this case ∗ |B| is the
nonstandard cardinality of B. This is because we have
∀x ∈ A, ∀n ∈ N, |x| = n iﬀ ∃f : {1, 2, ..., n} → x bijection
hence
∀x ∈ ∗A, ∀ν ∈ ∗N, ∗ |x| = ν iﬀ ∃f : {1, 2, ..., ν} → x internal bijection
but, ∃f : {1, 2, ..., ν} → x bijection if and only if x is ∗-ﬁnite and its number
of elements is ν.
Proposition 2.11.3. If A ∈ ∗̂S is an internal set, A is ∗-ﬁnite if and only if
there is a set A ∈ Ŝ whose elements are all ﬁnite and of the same type of A
such that A ∈ ∗A.
Hyperﬁnite sets have the same "elementary properties" as ﬁnite sets. For
example
Proposition 2.11.4. If A ∈ ∗̂S is an internal set, then exactly one of the
following holds
1. A is ∗-ﬁnite
2. there is an internal injection f : ∗N→ A.
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Proof. Let n ∈ N, and observe that the formula
∀x ∈ Sn, x is not ﬁnite iﬀ ∃f : N→ x injection
is true, hence, by transfer,
∀x ∈ ∗Sn, x is not ∗ -ﬁnite iﬀ ∃f : ∗N→ x internal injection.
Proposition 2.11.5. Let A,B ∈ ∗̂S be internal entities
1. if A ⊆ B then |A| ≤ |B|
2. if A  B and B is ﬁnite then |A| ≤ |B| − 1
3. if there is an internal injection f : A→ B then|A| ≤ |B|
4. if there is an internal surjection f : A→ B then |A| ≥ |B|
5. if A,B are disjoint, |A ∪B| = |A|+ |B|
6. if A,B are ∗-ﬁnite, |A ∪B| = |A|+ |B| − |A ∩B|
7. |A×B| = |A| |B|
8. |℘I (A)| = 2|A|, where ℘I (A) is the set of internal subsets of A.
As for the previous propositions, the proof of these properties can be easily
done by transfer, starting from the analogue "standard" properties.
2.12 Cuts and U-topology
We recall here that, if X is a topological space and A ⊆ X, A is called
• nowhere dense if int (cl (A)) = ∅, i.e. int (X\A) is dense
• somewhere dense if it is not nowhere dense, i.e. cl (A) contains an open
set.
Deﬁnition 2.12.1. A proper subset U of ∗N is said a cut if it is an additively
closed initial segment.
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For example, U = N is a cut. Note that a cut is always an external set.
This is because
∀x ∈ ℘ (N) , if x is an additively closed initial segment, then x = N
gives, by transfer,
∀x ∈ ℘ (∗N) , if x is an internal additively closed initial segment, then x = ∗N.
If U is a cut and [H,K] is an interval of inﬁnite length, we say that the
neighborhoods of x ∈ [H,K] are all sets B such that ∃y ∈ ∗N\U (and we write
y > U) such that [x− y, x+ y] ∩ [H,K] ⊆ B. It is easy to see that this is a
family of sets containing x and closed under ﬁnite intersections. We note also
that if y
2
∈ U and, if z ∈ [x− y
2
, x+ y
2
]
then
[
z − y
2
, z + y
2
] ⊆ [x− y, x+ y], so
every neighborhood of x contains a set which is neighborhood of everyone of its
points. This shows that the above deﬁned subsets are indeed neighborhoods
for a topology, called the U-topology on [H,K].
If A ⊆ [H,K] and x ∈ [H,K], x belongs to the U -closure of A if and only
if, ∀y > U , [x − y, x + y] ∩ A 6= ∅. Also, A is U-somewhere dense if and
only if there is x ∈ [H,K] and y > U such that [x − y, x + y] ⊆ cl (A), so
∀z ∈ [x− y, x+ y], ∀w > U , [z − w, z + w] ∩ A 6= ∅.
In particular, if U = N, we have that A is U -somewhere dense in [H,K] if
and only if there is an inﬁnite interval I ⊆ [H,K] such that A has only ﬁnite
gaps in I.
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Let ∗ : Ŝ → ∗̂S be a nonstandard map and assume R ∪ {±∞} ∈ Ŝ. Let S0
be an internal set of ∗̂S and Σ an internal algebra of sets over S0. We call
internal ﬁnitely additive set function over Σ a ﬁnitely additive internal
function µ : Σ→ ∗ [0,+∞] (i.e., such that µ (∅) = 0, and if A ∩ B = ∅, then
µ (A ∪B) = µ (A) + µ (B)).
For example, if R0 is a set of Ŝ, Γ an algebra over R0 and ν an additive
measure on Γ, then, by transfer, ∗Γ is an algebra over ∗R0 and ∗ν is an internal
additive measure over ∗Γ.
Every internal ﬁnitely additive set function over Σ gives rise to a ﬁnitely
additive set function µ0 over Σ taking standard values, by setting
µ0 (A) =
{
st (µ (A)) if µ (A) 6=∞
∞ otherwise
In general, µ0 is not standard and not even internal, and actually, by the
overspill principle, it will be external as soon as its range is unbounded.
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Let Σ be an internal algebra of set and µ an internal ﬁnitely additive set
function on Σ.
Proposition 2.13.1. Σ is also closed with respect to ∗-ﬁnite unions, i.e. for
every ∗-ﬁnite sequence A0, ..., Ah of elements of Σ, with h ∈ ∗N, we have⋃h
i=0Ai ∈ Σ, and µ is also ∗-ﬁnitely additive, i.e. for every ∗-ﬁnite sequence
A0, A1, ..., Ah of pairwise disjoints elements of Σ, with h ∈ ∗N, we have
µ
(
h⋃
i=0
Ai
)
=
h∑
i=0
µ (Ai) .
Proof. Observe that{
n ∈ ∗N
∣∣∣ ∀x : {0, 1, 2, ..., n} → Σ, ⋃ ran (x) ∈ Σ}
is an internal subset of ∗N downward closed that does not have a greatest
element, hence must be the whole ∗N. In the same way,
{n ∈ ∗N | ∀x : {0, 1, ...., n} → Σ, α (x)→ β (x)}
where α (x) is the internal formula
α (x) := ∀i, j ∈ dom (x) , x (i) ∩ x (j) = ∅
and β (x) is the internal formula
µ
(⋃
dom (x)
)
=
n∑
i=0
µ (x (i))
is an internal subset of ∗N that is downward closed and that does not have a
greatest element, hence must be the whole ∗N.
Proposition 2.13.2. If ∗ is ℵ1-saturated, then every union of countably many
pairwise disjoint nonempty subsets of S0 is external, in particular
1. if Σ is a σ-algebra, the Σ is ﬁnite
2. µ and µ0 are σ-additive.
Proof. Let A be a countable family of pairwise disjoint nonempty subsets of
S0. Assume by contradiction that A =
⋃A is internal. Thus,
B = {A\B | B ∈ A}
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is a countable family of internal subsets of S0 with the f.i.p. such that
⋂B = ∅,
which contradicts the fact that ∗ is ℵ1-saturated. The corollary 1) follows from
the fact that any inﬁnite σ-algebra contains a countable family of pairwise
disjoints nonempty elements, and the corollary 2) follows from the fact that
every sequence of pairwise disjoint elements of Σ must be eventually equal to
∅.
From now on we assume that ∗ is ℵ1-saturated. We can henceforth consider
the outer measure µ˜0 generated by µ0, deﬁned by
µ˜0 (A) = inf
{∑
n∈N
µ0 (An)
∣∣∣∣∣ ∀n ∈ N, An ∈ Σ, ⋃
n∈N
An ⊇ A
}
By the Charathéodory extension theorem, the restriction µL of µ˜0 to the σ-
algebra
ΣL = {A ⊆ S0 | ∀B ⊆ S0, µ (B) ≥ µ (A ∩B) + µ (B\A)}
is a σ-additive measure, called the Carathéodory extension of µ0.
Deﬁnition 2.13.3. We call µL the Loeb measure associated with the internal
ﬁnitely additive function µ and the elements of ΣL Loeb measurable.
Observe that µ∗0-null sets are Loeb measurable.
Proposition 2.13.4. For all A ∈ ΣL of ﬁnite Loeb measure, there is D ∈ Σ
such that
µL (A4D) = 0
Proof. For all n ∈ N\ {0}, let Dn ∈ Σ be such that
µL (A4Dn) < 1
n
.
Hence, we have, ∀n,m ∈ N,
µ0 (Dn4Dm) = µL (Dn4Dm)
≤ µL (Dn4 A) + µL (Dm4 A)
<
2
min {n,m} .
If we consider the binary relation
ϕ =
{
((D,n) , C) ∈ (Σ× N\ {0})× Σ
∣∣∣∣ µ (D4 C) < 2n
}
,
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we have that ϕ is concurrent on the set M = {(Dn, n) | n ∈ N\ {0}} because,
if n1, ..., nr ∈ N\ {0} then we can pick k = max1≤i≤r ni and, if 1 ≤ i ≤ r, we
have
µ (Dni 4Dk) ≈ µ0 (Dni 4Dk) <
2
i
.
Hence, since ∗ is ℵ1-saturated, ϕ is satisﬁed on M , i.e. there is D ∈ Σ such
that, ∀n ∈ N\ {0},
µ (Dn4D) < 2
n
and hence
µ0 (Dn4D) ≈ µ (Dn4D) < 2
n
and
µL (A4D) ≤ µL (A4Dn) + µL (Dn4D) ≤ 1
n
+ µ0 (Dn4D) < 3
n
.
Now, since µL (A4D) is standard and this is true for all n ∈ N\ {0},
µL (A4D) = 0.
Corollary 2.13.5. If S0 is σ-ﬁnite with respect to the Loeb measure, a subset
E ⊆ S0 is Loeb-measurable if and only if there is a countable union D of
elements of Σ such that D4 E is µ∗0-null.
Proof. Let {Fn}n∈N be a monotone sequence of subsets of ﬁnite Loeb measure
such that
⋃
n∈N Fn = S0. Then, ∀n ∈ N, En = E∩Fn is Loeb measurable with
ﬁnite Loeb measure, and there is Dn ∈ Σ such that
µL (Dn4 En) = 0.
If D =
⋃
n∈NDn,
µ˜0 (D4 E) ≤ µ˜0
(⋃
n∈N
(Dn4 En)
)
≤
∑
n∈N
µ˜0 (Dn4 En) = 0.
For the converse, if D is a countable union of elements of Σ such that D4 E
is µ˜0-null, we have D,D4 E ∈ ΣL hence
E = D4 (D4 E) ∈ ΣL.
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Theorem 2.13.6. If E ⊆ S0 is contained in a set F of ﬁnite Loeb measure,
then E is Loeb measurable if and only if, ∀ε ∈ R+ there are C,D ∈ Σ such
that C ⊆ E ⊆ D and µL (D\C) < ε.
Proof. Suppose E is Loeb measurable, and ε ∈ R+. By deﬁnition of µ˜0, there
is a sequence f = (Dn)n∈N of elements of Σ (that we can suppose pairwise
disjoint) such that ⋃
n∈N
Dn ⊇ E
and
µL (E) >
∑
n∈N
µ0 (Dn)− ε
It is easily seen that, by the ℵ1-saturation, we can obtain an internal extension
F : ∗N→ Σ of f . Also, by the internal deﬁnition principle, the set
M =
{
n ∈ ∗N
∣∣∣∣∣ ∀j, k ≤ n, F (j) ∩ F (k) = ∅,
n∑
i=0
µ0 (F (n)) < µL (E) + ε
}
,
is internal. By the construction of f , N ⊆ M and hence, by the overspill
principle, there is h ∈ N∞ ∩M . Now, the set D =
⋃h
i=0 F (i) ∈ Σ,
D ⊇
⋃
n∈N
Dn ⊇ E
and since the {F (n) | 0 ≤ n ≤ h} are pairwise disjoint,
µL (D) = µ0 (D) ≈ µ (D) =
h∑
n=0
µ (F (n)) < µL (E) + ε
and
µL (E\D) < ε.
Now, replacing E with E ′ = D\E, we obtain a set C1 ⊇ E ′ such that
µL (C1) < µL (E
′) + ε.
Set C ′ = C1 ∩D ans observe that
µL (C
′) ≤ µL (C1) < µL (E ′) + ε
and C ′ ⊇ E ′. Now deﬁning C = D\C ′ we obtain C ⊆ E and
µL (E\C) = µL (C ′\E ′) < ε.
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So
µ0 (D\C) = µL (D\C) = µL (D\E) + µL (E\C) < 2ε.
Conversely, assume that, ∀n ∈ N there are Dn, Cn ∈ Σ such that Cn ⊆ E ⊆
Dn and µ0 (Dn\Cn) ≤ 1n , and set C =
⋃
n∈NCn, D =
⋂
n∈NDn. We have
C ⊆ E ⊆ D and
µ (D\C) ≤ lim inf
n
µ (Dn\Cn) = 0
hence E 4D is a null set and, by the previous corollary, E ∈ Σ.
We now illustrate a particularly important example of a Loeb measure:
the Loeb counting measure. Let Ω be an internal hyperﬁnite subset of ∗N and
let ℘I (
∗N) be the family of all internal subset of ∗N. Observe that ℘I (∗N) is
standard because
℘I (
∗N) = ∗℘ (N)
and it is an algebra because internal sets are closed under ﬁnite unions and
intersections. Consider now the internal additive measure µ on ℘I (
∗N) that
assigns to every internal subset B of ∗N, |B∩Ω||Ω| , where |A| is the nonstandard
cardinality of the hyperﬁnite internal set A. The Loeb measure associated
with this internal additive measure, deﬁned on the algebra B generated by the
internal subsets of N, is called the counting probability measure on Ω and
it is denoted by cΩ. If Ω = {0, 1, 2, ...., ν − 1}, we denote cΩ by cν .
Chapter 3
Notions of largeness in N
In this section we consider the set N of natural numbers without zero.
3.1 Banach density
If A ⊆ N, the Banach density of A is deﬁned as
BD (A) = sup
{
α ∈ R+
∣∣∣∣ ∀m ∈ N, ∃n ≥ m, ∃x ∈ N, |A ∩ [x, x+ n)|n ≥ α
}
.
It is easily seen that this deﬁnition is equivalent to the one given in the ﬁrst
chapter. If n ∈ N, let
an = max {|A ∩ [x, x+ n)| |x ∈ N} = |A ∩ [xn, xn + n)|
and observe that (an)n∈N is a subadditive sequence, i.e.
∀n,m ∈ N, an+m ≤ an + am
because if n,m ∈ N
an+m = |A ∩ [xn+m, xn+m + n+m)| =
≤ |A ∩ [xn+m, xn+m + n)|+ |A ∩ [xn+m + n, xn+m + n+m)| ≤ an + am
Now we need the following
Lemma 3.1.1 (Fekete). If (an)n≥1 is a subadditive sequence of nonnegative
real numbers, then
(
an
n
)
n≥1 converges to inf
{
an
n
| n ≥ 1}.
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Proof. Observe that, ∀n ∈ N,
an ≤ na1
By normalizing, we can suppose, without loss of generality, a1 = 1, so that the
sequence (an
n
)
n≥1
is bounded above by 1 (and below by 0). Thus, ∀h ∈ N∞, 0 ≤ ahh ≤ 1. Let
l = inf
{
an
n
| n ≥ 1} ∈ [0, 1]. Let ν0 ∈ N∞ be such that aν0ν0 ≈ l and pick
M ∈ N∞. We have, for all k < ν0,
0 ≤ ak
ν0M
≤ ak
kM
≤ 1
M
≈ 0.
Now, if ν ≥ ν0M , let ν = rν0 + s with s < ν0 and r ≥M , we have
l ≤ aν
ν
≤ raν0
rν0 + s
+
as
rv0 + s
≤ aν0
ν0
+
as
ν0M
≈ l.
This is enough in order to conclude that limn≥1 ann = l.
We can now easily give a characterization of Banach density. Observe that,
if A ⊆ N, BD (A) = α and, ∀n ∈ N,
an = max
x∈N
|A ∩ [x, x+ n)| = |A ∩ [xn, xn + ν)|
then we have, if ν ∈ N∞,
aν = max
x∈∗N
|∗A ∩ [x, x+ ν)| = |∗A ∩ [xν , xν + ν)| .
In the following, if Ω is an internal hyperﬁnite subset of ∗N, we indicate by
cΩ the Loeb measure deﬁned on the σ-algebra generated by internal subsets
of N, obtained by the Charathéodory extension theorem from the additive
measure
ν (A) =
|A ∩ Ω|
|Ω|
deﬁned on the algebra of internal subsets of ∗N. If, in particular, Ω = [1, ν],
we denote cΩ by cν .
Proposition 3.1.2. The following statements are equivalent
1. BD (A) = α
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2. α = infn∈N maxx∈N
|A∩[x,x+n)|
n
= limn→+∞
maxx∈N A∩[x,x+n)
n
3. ∀ν ∈ N∞, ∀ξ ∈ ∗N,
c[ξ,ξ+ν) (
∗A) = st
( |∗A ∩ [ξ, ξ + ν)|
ν
)
≤ α
and ∃ξν ∈ ∗N such that
c[ξν ,ξν+ν) (
∗A) = st
( |∗A ∩ [ξν , ξν + ν)|
ν
)
= α
4. ∃ν0 ∈ N∞ such that, ∀ξ ∈ ∗N,
c[ξ,ξ+ν0) (
∗A) = st
( |∗A ∩ [ξ, ξ + ν0)|
ν
)
≤ α
and ∃ξ0 ∈ ∗N such that
c[ξ0,ξ0+ν0) (
∗A) = st
( |∗A ∩ [ξ0, ξ0 + ν0)|
ν0
)
= α.
Proof.
1⇔ 2 Set l = limn∈N ann . If α < BD (A) and ε > 0, then there is m ∈ N such
that ∀n ≥ m, an
n
< l + ε. Moreover, there are n ≥ m and x ∈ N such
that
α ≤ |A ∩ [x, x+ n)|
n
≤ an
n
< l + ε
and, since this is true for every α < BD (A) and ε > 0, then BD (A) ≤ l.
Conversely, observe that, ∀n ∈ N,
|A ∩ [xn, xn + n)|
n
≥ l
so that also
l ≤ BD (A)
hods true. Hence the thesis.
2⇒ 3 By hypothesis,
α = BD (A) = lim
n
an
n
so, ∀ν ∈ N∞,
α ≈ aν
ν
= max
ξ∈∗N
|∗A ∩ [ξ, ξ + ν)|
ν
=
|∗A ∩ [ξν , ξν + ν)|
ν
for a suitable choice of ξν , hence the thesis.
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3⇒ 4 Obvious.
4⇒ 2 From the hypothesis we deduce that
α ≈ |
∗A ∩ [ξ0, ξ0 + ν0)|
ν0
≈ max
ξ∈∗N
|∗A ∩ [ξ, ξ + ν0)|
ν0
so α is an accumulation point of
(
an
n
)
n∈N. As this sequence converges, it
must have α as limit.
It follows easily from this characterization that the Banach density is
ﬁnitely subadditive, since, if A1, ..., An ⊆ N, then, for some inﬁnite interval
I ⊆ ∗N,
BD (A1 ∪ .... ∪ An) = cI (∗ (A1 ∪ A2 ∪ ... ∪ An))
= cI (
∗A1 ∪ .... ∪ ∗An)
≤ cI (∗A1) + ...+ cI (∗An)
≤ BD (A1) + ....+BD (An)
Moreover, BD is clearly monotone and BD (N) = 1. However, Banach density
is not σ-subadditive (in fact, it vanishes on singletons), neither ﬁnitely additive,
as the following example shows. Consider
A =
⋃
n≥0
[22n, 22n+1)
and
B =
⋃
n≥0
[22n+1, 22n+2)
and observe that BD (A) = BD (B) = 1, A ∩ B = ∅ and BD (A ∪B) =
BD (N) = 1.
We can easily deduce from our nonstandard characterization that Banach
density in N is direct and inverse translation-invariant, because if A ⊆ N and
BD (A) = α then, if I is a inﬁnite interval such that
BD (A) = cI (
∗A)
we have that, for all n ∈ N,
BD (A+ n) ≥ cI (∗A+ n) = cI (∗A) = BD (A)
and
BD ((A− n) ∩ N) ≥ cI ( (∗A− n) ∩ ∗N) = cI (∗A) = BD (A) .
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However,
BD (A) ≥ BD (((A− n) ∩ N) + n) ≥ BD ((A− n) ∩ N) ≥ BD (A)
and
BD (A) = BD ((A+ n)− n) ≥ BD (A+ n) ≥ BD (A)
so that the equalities hold.
Moreover, we can prove that BD (mA) = 1
m
BD (A) for all m ∈ N and
A ⊆ N. Let α = BD (A) and ﬁx ν0 ∈ N∞, hence, ∀ξ ∈ ∗N,
st
( |∗ (mA) ∩ [ξ, ξ + ν0)|
ν0
)
=
1
m
st
(∣∣∗A ∩ [ ξ
m
, ξ
m
+ ν0
m
)
∣∣
ν0
m
)
≤ α
m
and
st
(∣∣∗ (mA) ∩ [ξ ν
m
, ξ ν
m
+ ν0)
∣∣
ν0
)
=
1
m
st
(∣∣∗A ∩ [ ξ
m
, ξ
m
+ ν0
m
)
∣∣
ν0
m
)
=
α
m
which shows that BD (mA) = α
m
.
We deﬁne ∆BD as the set of ultraﬁlters over N whose elements have pos-
itive Banach density. The idempotent elements of ∆BD are called essential
idempotent ultraﬁlters. A subset A of N will be called a D-set if it belongs
to some idempotent essential ultraﬁlter over N. So, the class D of Dsets is⋃
E (∆BD) (here and in the following, if S is a semigroup and X ⊆ S, we
denote by E (X) the set of idempotents of S contained in X). Since the family
of positive Banach density subsets of N is partition regular, for each A ⊆ N,
BD (A) > 0 if and only if clβNA∩∆BD 6= ∅. Observe that ∆BD is closed since
βN\∆BD =
⋃{
Â | A ⊆ N, BD (A) = 0
}
.
Proposition 3.1.3. The set ∆BD is a (bilateral) ideal of (βN,+) and a left
ideal of (βN, ·).
Proof. By the translation invariance of the Banach density, we deduce that,
if p ∈ ∆BD and n ∈ N, then
n+ p = {A ⊆ N | A− n ∈ p} ∈ ∆BD.
Hence, by the continuity of ρp and the density of N in βN, ∆BD is a left ideal
of (βN,+). Suppose now p ∈ ∆BD and q ∈ βN and pick A ∈ p+ q, then
B = {n ∈ N | A− n ∈ q} ∈ p.
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Suppose BD (B) > α > 0 so, ∀n0 ∈ N, ∃n ≥ n0, ∃xn ∈ N,
|B ∩ [xn, xn + n)|
n
≥ α.
Consider Cn = B ∩ [xn, xn + n) and
m ∈
⋂
n∈Cn
(A− n) ∈ q.
We have that
Cn +m ⊆ A ∩ [xn +m,xn +m+ n)
hence
max
x∈N
|A ∩ [x, x+ n)|
n
≥ |A ∩ [xn +m,xn +m+ n)|
n
≥ |Cn|
n
≥ α
and, since this is true for every n0 ∈ N, then BD (A) > 0 and p + q ∈ ∆BD.
Finally, suppose p, q are as before and A ∈ qp. Letting
B =
{
n ∈ N ∣∣ n−1A ∈ p}
B belongs to q and, in particular, is nonempty. If t ∈ B, t−1A ∈ p and
BD (t−1A) > α > 0. If m ∈ N, there are n ≥ m and x ∈ N such that
α
t
tn = αn <
∣∣t−1A ∩ [x, x+ n)∣∣ = |A ∩ [tx, tx+ tn)|
Since this holds for every n ∈ N, BD (A) ≥ α
t
> 0.
In particular, if p is an essential idempotent ultraﬁlter and k ∈ N then kp
is an essential idempotent ﬁlter. To see this, we need the following lemma.
Here and in the following, if S is a semigroup and s ∈ S, we denote by ρs and
λs the right and left translation functions associated with s.
Lemma 3.1.4. If n ∈ N and p, q ∈ βN then
np+ nq = n (p+ q) .
Proof. We have, for all k, n,m ∈ N,
kn+ km = k (n+m)
and hence, by the continuity of ρn and λk,
kn+ kq = k (n+ q)
for all k, n ∈ N and q ∈ βN. Finally, by the continuity of ρq and λk,
kp+ kq = k (p+ q)
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3.2 Upper and lower density
If A ⊆ N, we deﬁne
d (A) = lim sup
n≥1
|A ∩ [1, n]|
n
upper density of A and
d (A) = lim inf
n≥1
|A ∩ [1, n]|
n
lower density of A. If the lower and upper density coincide, we say that A
has a density and set d (A) = d (A) = d (A).
From the nonstandard characterization of the upper limit of a sequence of
real numbers, we can easily deduce the following nonstandard characterization
of upper density.
Proposition 3.2.1. If A ⊆ N and α ∈ R, the following statements are equiv-
alent
1. d (A) = α
2. ∃ν0 ∈ N∞ such that
cν0 (
∗A) = st
( |∗A ∩ [1, ν0]|
ν0
)
= α
and, for all ν ∈ N∞,
cν (
∗A) = st
( |∗A ∩ [1, ν0]|
ν
)
≤ α.
As the Banach density, the upper density is ﬁnitely subadditive, monotone,
translation invariant and such that, if A ⊆ N and m ≥ 1, d (mA) = 1
m
d (A).
These properties can be easily proved as before by means of the nonstandard
characterization.
Analogous facts and characterization are true for the lower density. In
particular we deduce that A ⊆ N has density equal to α if and only if for all
n ∈ N∞, cν (∗A) = α. Since, ∀ν ∈ N∞, cν is a ﬁnite translations invariant
σ-additive measure and the nonstandard map commutes with ﬁnite unions,
intersections and translations, the family of subsets of N which has a density
is a translation invariant algebra.
It follows directly from the deﬁnition that the lower density of a set is
smaller than, or equal to, its upper density, which in turn is smaller than, or
equal to, its Banach density.
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We deﬁne ∆d as the set of ultraﬁlters over N every whose element has
positive upper density. Reasoning as for ∆BD, we conclude that ∆d is a closed
bilateral ideal of (βN,+) and a closed left ideal of (βN, ·). Moreover, for A ⊆ N,
d (A) > 0 iﬀ Â ∩∆d 6= ∅.
We denote, as it is customary, the set βN\N of nonprincipal ultraﬁlters
over N by N∗. Note that it has nothing to do with the nonstandard extension
∗N of the natural numbers.
Proposition 3.2.2. N∗\∆d is a left ideal of (βN,+) and (βN, ·) .
Proof. Let p ∈ N∗\∆d and q ∈ βN. Let B ∈ p be such that d (B) = 0. For
all n ∈ N, set
dn =
|B ∩ [0, n)|
n
and, ∀m ∈ N, nm ∈ N such that, ∀n ≥ nm,
dn <
1
m2
.
We have that, ∀m ∈ N, Bm = B ∩ (nm,+∞) ∈ p, so
A1 =
⋃
m∈N
(m+Bm) ∈ qp
and
A2 =
⋃
m∈N
mBm ∈ qp.
We now prove that A1 and A2 have zero upper density. For all r ∈ N, if m ∈ N
and n ∈ Bm are such that m + n < r, then r > nm and hence dr < 1m2 .
This means that, if dr 6= 0, the number of possible choices of m is at most√
1
dr
and, for all such m, the number of possible choices of n is rdr, since
n ∈ B ∩ [0, r). It follows that the number of possible choices of couples (m,n)
such that m+ n ∈ A1 ∩ [0, r) is at most r
√
dr and hence
|A1 ∩ [0, r)|
r
≤
√
dr = or→+∞ (1)
and A1 has zero upper density. Concerning A2, for all r ∈ N, if m ∈ N\ {0}
and n ∈ Bm are such that mn < r, r > nm and hence dr < 1m2 . Thus, as
before, if dr 6= 0 the number of possible choices of m is at most
√
1
dr
and, for
all such m, the number of possible choices of n is rdr, hence
|A2 ∩ [0, r)|
r
=
√
dr = or→+∞ (1)
so A2 also has zero upper density.
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3.3 Schnirelmann density and Banach-Schnirel-
mann density
Deﬁne, for all ξ, ν ∈ ∗N,
σ[ξ,ξ+ν) = min
1≤i≤ν
c[ξ,ξ+i)
and
cν = min
1≤i≤ν
ci.
If A ⊆ N, we deﬁne the Banach-Shnirelmann density of A
BSD (A) = sup
{
α ∈ R+
∣∣ ∀m ∈ N, ∃x ∈ N, σ[x,x+m) (A) ≥ α}
and the Schnirelmann density of A
σ (A) = inf
n≥1
|A ∩ [0, n)|
n
= inf
n∈N
cn (A) .
Proposition 3.3.1. If A ⊆ N, α ∈ [0, 1] and, for all n ∈ N,
bn = max
x∈N
σ[x,x+n) (A)
then, the following statements are equivalent
1. BSD (A) = α
2. α = sup
{
α ∈ R+
∣∣ ∀n,N ∈ N, ∃x ≥ N , σ[x,x+n) (A) ≥ α}
3. α = limn bn = infn bn
4. ∀ν ∈ N∞, ∀ξ ∈ ∗N,
σ[ξ,ξ+ν) (
∗A) ≤ α
and ∃ξν ∈ ∗N such that
σ[ξν ,ξν+ν) (
∗A) = α
5. ∃ν0 ∈ N∞ such that, ∀ξ ∈ ∗N,
σ[ξ,ξ+ν0) (
∗A) ≤ α
and ∃ξ0 ∈ ∗N such that
σ[ξ0,ξ0+ν0) (
∗A) = α.
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Proof.
1⇔ 2⇔ 3 Note that the sequence (bn) is decreasing, and then convergent to
infn bn. Let α = BSD (A) and
γ = sup
{
α ∈ R+
∣∣ ∀n,N ∈ N, ∃x ≥ N , σ[x,x+n) (A) ≥ α} .
Clearly, γ ≤ α, hence it is enough to prove that α ≤ limn bn ≤ γ. Now,
if β < α, ∀m ∈ N ∃n ≥ m and x ∈ N such that σ[x,x+n) (B) > β, hence
the sequence (bn) is frequently > β, so its limit is ≥ β. Since this is true
for all β < α, we have limn bn ≥ α. Now, suppose infn bn > γ, and set
δ = (infn bn+γ)
2
. For all n ∈ N, there is xn ∈ N, such that
σ[xn,xn+n) (A) > δ =
limn bn + γ
2
.
Now, if N, n ∈ N then we have
σ[xN+n+N,xN+n+N+n) (A) ≥ σ[xN+n,xN+n+N+n) (A) ≥ δ.
This shows that γ ≥ δ > γ, which is absurd. So, limn bn ≤ δ.
3⇒ 4 Note that, ∀ν ∈ N∞,
bν = max
x∈∗N
min
1≤i≤ν
|∗A ∩ [ξ, ξ + ν)|
ν
and
st (bν) = st
(
max
x∈∗N
min
1≤i≤ν
|∗A ∩ [ξ, ξ + ν)|
ν
)
= max
x∈∗N
min
1≤i≤ν
c[ξ,ξ+i) (
∗A) = max
x∈∗N
σ[x,x+ν)
So, if limn bn = α then, ∀ν ∈ N∞,
max
x∈∗N
σ[x,x+ν) (
∗A) = st (bν) = α
i.e., for all ξ ∈ ∗N, σ[ξ,ξ+ν) (∗A) ≤ α and, for some ξ0 ∈ ∗N,
σ[ξ0,ξ0+ν) (
∗A) = α.
4⇒ 5 Obvious.
5⇒ 3 We deduce that α = maxx∈∗N σ[x,x+ν0) (∗A) ≈ bν0 , hence α is an accu-
mulation point of the decreasing sequence (bn). Hence, (bn) converge to
α.
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Lemma 3.3.2. If A ⊆ N and BD (A) = α, then there is an inﬁnite interval
I = [ξ, ξ + ν) ⊆ ∗N such that, for cI-almost all x ∈ I, (∗A− x) ∩ N has
density equal to α. Conversely, if for some a ∈ ∗N, d ((∗A− a) ∩ N) ≥ α then
BD (A) ≥ α.
Proof. Suppose BD (A) = α and let I = [ξ, ξ+ ν) be an inﬁnite interval such
that cI (
∗A) = α. Consider the measure preserving system (I,ΣI , c, T ), where
T is the cyclic shift map of I and c is the restriction of the Loeb counting
measure cI to the σ-algebra generated by the internal subsets of I. Let f =
χ∗A∩I and note that, by the pointwise ergodic theorem, for c-a.a. x ∈ I,
lim
n→+∞
c[x,x+n) (
∗A) = lim
n→+∞
|∗A ∩ [x, x+ n)|
n
= lim
n→+∞
1
n
|{k ∈ [0, n) | x+ k ∈ ∗A ∩ I }|
= lim
n→+∞
1
n
∑
k<n
f
(
T kx
)
= f0 (x)
where f0 ∈ L1 (I,ΣI , cI) is a function with mean c (∗A) = BD (A). Suppose
by contradiction that {f0 > BD (A)} has positive measure. Note that the set
J =
⋂
n∈N[ξ, ξ + ν − n) has full measure, hence, there is y ∈ J such that
lim
n→+∞
c[y,y+n) (
∗A) > BD (A) .
In particular, there is ε > 0 such that, eventually,
|∗A ∩ [y, y + n)|
n
≥ BD (A) + ε.
Thus, for all ν ∈ N∞,
|∗A ∩ [y, ν)|
ν
≥ BD (A) + ε
hence
BD (A) ≥ st
( |∗A ∩ [y, ν)|
ν
)
≥ BD (A) + ε > BD (A)
which is absurd. If {f0 < BD (A)} has positive measure, we have
BD (A) =
∫
f0dc =
∫
{f0<BD(A)}
f0dc+BD (A) c {f0 = BD (A)} <
< BD (A) c {f0 < BD (A)}+BD (A) c {f0 = BD (A)} = BD (A)
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which is absurd. Thus f0 = BD (A) c-a.e. For c-a.a x ∈ I,
BD (A) = lim
n
c[x,x+n) (
∗A)
= lim
n
c[0,n) (
∗A− x) = d ( (∗A− x) ∩ N)
Now, if for some ξ ∈ ∗N we have d ( (∗A− ξ) ∩ N) ≥ α then, for all ε > 0,
c[0,n) ((
∗A− ξ) ∩ N) = c[ξ,ξ+n) (∗A) ≥ α− ε
frequently, so, for some ν ∈ N∞,
c[ξ,ξ+ν) (
∗A) ≥ α− ε
and hence BD (A) ≥ α− ε. Since this is true for every ε > 0, BD (A) ≥ α.
Lemma 3.3.3. If A ⊆ N, BSD (A) ≥ α if and only if there is ξ ∈ ∗N such
that σ ((∗A− ξ) ∩ N) ≥ α.
Proof. If BSD (A) ≥ α, consider ν ∈ N∞ and ξ ∈ ∗N such that
α = σ[ξ,ξ+ν) (A) = min
1≤i≤ν
st
( |∗A ∩ [ξ, ξ + i)|
i
)
= min
1≤i≤ν
st
( |(∗A− ξ) ∩ [0, i)|
i
)
≤ inf
n∈N
|(∗A− ξ) ∩ [0, i)|
i
= σ ((∗A− ξ) ∩ N) .
Conversely, if σ ((∗A− ξ) ∩ N) ≥ α for some ξ ∈ ∗N then, ∀n ∈ N,
|(∗A− ξ) ∩ [0, n)|
n
≥ α
hence, by the overspill principle, ∃ν ∈ N∞ such that, ∀i ≤ ν,
|(∗A− ξ) ∩ [0, i)|
i
≥ α
and, also,
st
( |(∗A− ξ) ∩ [0, i)|
i
)
≥ α
so that
α ≤ min
1≤i≤ν
st
( |(∗A− ξ) ∩ [0, i)|
i
)
= min
1≤i≤ν
st
( |∗A ∩ [ξ, ξ + i)|
i
)
= σ[ξ,ξ+ν) (A) .
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Lemma 3.3.4. If A ⊆ N and d (A) = α then, for all ε ∈ R+ ∃n ∈ N,
σ (A− n) > α− ε.
Proof. Suppose, by contradiction, that for some ε > 0, ∀n ∈ N, σ (A− n) ≤
α− ε. Hence there is mn ≥ 1 such that
cmn (A− n) = c[n,n+mn) (A) ≤ α− ε.
So, we can construct the increasing sequence (nk), where
nk =
{
1 if k = 1
nk + cmnk
such that, ∀k, c[nk,nk+1) (A) ≤ α − ε. Hence d (A) ≤ α − ε, contradicting the
hypothesis.
Proposition 3.3.5. If A ⊆ N, then BSD (A) = BD (A).
Proof. Clearly, BSD (A) ≤ BD (A) . Therefore it is enough to prove that,
∀ε ∈ R+, BSD (A) ≥ BD (A)− ε. Let α = BD (A) and ξ ∈ ∗N be such that
(∗A− ξ) ∩ N has density equal to α. By the previous lemma, there is n ∈ N
such that
σ ((∗A− ξ) ∩ N− n) = σ ((∗A− (ξ + n)) ∩ N) ≥ α− ε
and hence BSD (A) ≥ α− ε.
3.4 Thick sets
A subset A of N is called thick if, for each F ∈ ℘fin (N), ∃x ∈ N, F + x ⊆ A.
As we did for Banach density, we can give a nonstandard characterization
of thick sets.
Proposition 3.4.1. If A ⊆ N, then the following statements are equivalent
1. A is thick
2. ∀n ∈ N, ∃x ∈ N, [x, x+ n) ⊆ A
3. BD (A) = 1
4. ∃ν0 ∈ N∞, ∃ξ0 ∈ ∗N, |[ξ0,ξ0+ν0)∩∗A|ν ≈ 1
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5. ∀ν ∈ N∞, ∃ξν ∈ ∗N, [ξν , ξν + ν) ⊆ ∗A.
Proof.
1⇔ 2⇔ 3 Obvious.
2⇒ 5 It follows immediately by transfer.
5⇒ 4 Obvious.
4⇒ 3 It follows from the nonstandard characterization of Banach density.
Note that, if B is thick and F ∈ ℘fin (N), then B ∩
⋂
n∈F (B − n) is thick
too. In fact, if ν ∈ N∞ and ξ ∈ ∗N are such that
c[ξ,ξ+ν) (
∗B) = 1
then, for all n ∈ F ,
c[ξ,ξ+ν) (
∗ ((B − n) ∩ N)) = c[ξ,ξ+ν) ( (∗B − n) ∩ ∗N) = 1
and also
c[ξ,ξ+ν)
(
∗
(
B ∩
⋂
n∈F
(B − n)
))
= c[ξ,ξ+ν)
(
∗B ∩
⋂
n∈F
(∗B − n)
)
= 1.
3.5 Syndetic sets
A subset A of N is called syndetic if
⋃
n∈F (A− n) ⊇ N for some F ∈ ℘fin (N).
Now we give a characterization of syndetic subsets of N.
Proposition 3.5.1. If A ⊆ N, then the following statements are equivalent
1. A is syndetic
2. ∃k ∈ N, ∀x ∈ N, A ∩ [x, x+ k) 6= ∅
3. ∃k ∈ N, A+ [0, k) ⊇ [k,+∞)
4. ∃k ∈ N, ∃t0 ∈ N, A+ [0, k) ⊇ [t0,+∞)
5. N\A is not thick
6. for every thick subset B of N, A ∩B 6= ∅
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7. ∀ν ∈ N∞, ∀ξ ∈ ∗N, ∗A ∩ [ξ, ξ + ν) 6= ∅
8. ∃ν ∈ N∞, ∀ξ ∈ ∗N, ∗A ∩ [ξ, ξ + ν) 6= ∅.
Proof.
1⇒ 2 Let G ⊆ N ﬁnite such that ⋃t∈G (A− t) ⊇ N and k ∈ N such that
G ⊆ [0, k), so ⋃
i<k
(A− i) ⊇ N.
Now, if x ∈ N, there is i < k such that x ∈ A − i and so x + i ∈
[x, x+ k) ∩ A.
2⇒ 3 Let k ∈ N such that, ∀x ∈ N, A ∩ [x, x + k) 6= ∅. Now, if y ≥ k we
have that [y − k + 1, y + 1) contains an element x ∈ A, so that
y = x+ (y − x)
with y − x ∈ [0, k).
3⇒ 4 Obvious
4⇒ 5 Suppose B = N\A is thick. We have
[0, t0) = N\ (A+ [0, k))
= N\
(⋃
i<k
(A+ i)
)
=
⋂
i<k
N\ (A+ i)
= N∩
⋂
i<k
(N\A− i)
= N∩
⋂
i<k
(B − i) .
Since B it is thick, N∩⋂i<k (B − i) must be thick, but [0, t0) is not thick.
5⇒ 6 Suppose, by contradiction, that there is a thick set B such that A∩B =
∅. Then B ⊆ N\A, so that N\A is thick, contradicting the hypothesis.
6⇒ 2 Suppose that ∀k ∈ N ∃xk ∈ N such that A ∩ [xk, xk + k) = ∅. If
B =
⋃
k∈N[xk, xk + k), then B is a thick set disjoint from A.
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2⇒ 1 If x ∈ N we have [x, x + k) ∩ A 6= ∅, so there is i ∈ {0, 1, ..., k − 1}
such that x + i ∈ A, hence x ∈ A− i. Thus, N ⊆ ⋃i<k (A− i) and A is
syndetic.
2⇒ 7 Fix k ∈ N such that
∀x ∈ N, [x, x+ k) ∩ A 6= ∅
so
∀ξ ∈ ∗N, [ξ, ξ + k) ∩ ∗A 6= ∅
and, in particular, if ν ∈ N∞,
∀ξ ∈ ∗N, [ξ, ξ + ν) ∩ ∗A 6= ∅.
7⇒ 2 The set
B = {n ∈ ∗N | ∀ξ ∈ ∗N, ∗A ∩ [ξ, ξ + n) 6= ∅}
is internal and contains N∞. Thus, by the underspill principle, ∃k ∈ N
such that k ∈ B, and this is enough to conclude.
The family of syndetic subsets of N is not partition regular, neither weakly
partition regular, since
A =
⋃
n∈N
[22n, 22n+1)
and
B =
⋃
n∈N
[22n+1, 22n+2)
are not syndetic and A ∪B = N.
Note that if A is syndetic, then d (A) > 0, because if A has gaps at most
k − 1, then, ∀n ∈ N,
|A ∩ [0, n)|
n
≥
⌊
n
k
⌋
n
=
1
k
+ on→+∞ (1)
3.6 Piecewise syndetic sets
We say that A ⊆ N is piecewise syndetic if N ∩ ⋃t∈G (A− t) is thick for
some G ∈ ℘fin (S).
We now give a characterization of piecewise syndetic subsets of N.
In the following, if A,X ⊆ ∗N and k ∈ ∗N, by saying "A has gaps of width
at most k in X" we mean that, if I is an interval of length k + 1 contained in
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X, then A∩ I 6= ∅. We say that A has ﬁnite gaps in X if it has gaps of width
at most ν for every ν ∈ N∞. Note that, by the characterization of somewhere
dense sets with respect to the U -topology, if [H,K] is an inﬁnite interval, then
∗A has ﬁnite gaps in [H,K] iﬀ ∗A ∩ [H,K] is somewhere dense with respect
with the U -topology, where U = N.
Proposition 3.6.1. If A ⊆ N, then the following statements are equivalent
1. A is piecewise syndetic
2. ∃k ∈ N such that A+ [0, k) is thick
3. ∃k ∈ N, ∀ν ∈ N∞, ∃ξν ∈ ∗N, ∗A has gaps of width at most k in [ξν , ξν+ν)
4. ∃k ∈ N, ∃ν0 ∈ N∞, ∃ξ0 ∈ ∗N, ∗A has gaps of width at most k in
[ξ0, ξ0 + ν0)
5. ∀ν ∈ N∞, ∃ξν ∈ ∗N, ∗A has ﬁnite gaps in [ξν , ξν + ν) (or, equivalently,
∗A ∩ [ξν , ξν + ν) is N-somewhere dense in [ξν , ξν + ν))
6. ∃ν0 ∈ N∞, ∃ξ0 ∈ ∗N, ∗A has ﬁnite gaps in [ξ0, ξ0 + ν0) (or, equivalently,
∗A ∩ [ξ0, ξ0 + ν0) is N-somewhere dense in [ξν0 , ξν0 + ν0))
7. A has bounded gaps on arbitrarily large intervals; more precisely, ∃k ∈ N,
∀n ∈ N, ∃xn ∈ N, A has gaps of with at most k on [xn, xn + n)
8. A is the intersection of a syndetic set and a thick set.
Proof.
1⇒ 2 Let G ∈ ℘fin (N) be such that N∩
⋃
i∈G (A− i) is thick. We can suppose
G = [0, k) for some k ∈ N, so that
N ∩
⋃
i∈G
(A− i) = (A− [0, k)) ∩ N.
Since (A− [0, k)) ∩ N is thick, such are also
((A− [0, k)) ∩ N) + k − 1 = (A+ [0, k)) ∩ [k,+∞)
and A+ [0.k).
2⇒ 3 Since B = A+ [0, k) is thick, ∀ν ∈ N∞, ∃ξν ∈ ∗N,
[ξν , ξν + ν) ⊆ ∗A+ [0, k).
Observe now that ∗A has gaps of width at most k in [ξν , ξν + ν), because
if x ∈ [ξν + k, ξν + ν) then there is i ∈ [0, k) such that x ∈ ∗A+ i, hence
x− i ∈ ∗A.
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3⇒ (4 ∧ 5), (4 ∨ 5)⇒ 6 Obvious.
6⇒ 4 Suppose by contradiction that ∀k ∈ N, ∀ν ∈ N∞, ∀ξ ∈ ∗N, ∗A has gaps
of width grater than k in [ξ, ξ+ ν). Fix ν ∈ ∗N and consider the internal
set
{k ∈ ∗N | ∀ξ ∈ ∗N, ∗A has gaps of width greater than k in [ξ, ξ + ν)} .
By the overspill principle, this set contains an inﬁnite element µ, so that
∀ξ ∈ ∗N, ∗A has gaps of width greater than µ (and, in particular, inﬁnite)
in [ξ, ξ + ν). This contradicts 6.
4⇒ 2 Let k ∈ N, ν0 ∈ N∞ and ξ0 ∈ ∗N be such that A has gaps of width at
most k in [ξ0, ξ0 + ν0). We have
∗ (A+ [0, k)) = ∗A+ [0, k) ⊇ [ξ0 + k, ξ0 + ν0)
hence, A+ [0, k) is thick.
5⇒ 7 Suppose by contradiction that ∀k ∈ N, ∃n ∈ N, ∀x ∈ N, A has gaps of
width k in [x, x+ n), Then, by transfer,
∀k ∈ ∗N∃ν ∈ ∗N, ∀ξ ∈ ∗N, ∗A has gaps of with k in [ξ, ξ + k).
For k ∈ N∞ we have ν ∈ N∞ such that, ∀ξ ∈ ∗N, ∗A has gaps of inﬁnite
width in [ξ, ξ + k). This contradicts 6).
7⇒ 8 Set B = ⋃n∈N[xn, xn + n) and C = A ∪ (N\B). We have that B is
thick, C is syndetic, and A = B ∩ C.
8⇒ 7 If A = B ∩ C with B thick and C syndetic, suppose k ∈ N is such
that C has gaps of width at most k. If n ∈ N, there is x ∈ N such that
[x, x + n) ⊆ B, and if J ⊆ [x, x + n) is an interval of width k, we have
J ∩ C 6= ∅, hence J ∩ A 6= ∅.
Using the nonstandard characterization of piecewise syndeticity, we can
prove a fact which is not obvious from the deﬁnition.
Proposition 3.6.2. The family of piecewise syndetic parts of N is partition
regular
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Proof. Let A ⊆ N be piecewise syndetic, and A = A1∪A2 with A1∩A2 = ∅.
Now, let [H,K] be an inﬁnite interval where A has only ﬁnite gaps. If A1
has only ﬁnite gaps in [H,K], then it is piecewise syndetic; otherwise there
is an inﬁnite interval [H ′, K ′] ⊆ [H,K] such that A1 ∩ [H ′, K ′] = ∅, hence
A ∩ [H ′, K ′] = A2 ∩ [H ′, K ′] and A2 has only ﬁnite gaps in [H ′, K ′], i.e. A2 is
piecewise syndetic.
Note that, if A is piecewise syndetic, then BD (A) > 0 because, if k ∈ N
is such that, ∀n ∈ N, there is an interval In of length n where A has gaps of
width at most k, then
max
x∈N
|A ∩ [x, x+ n)|
n
≥ |A ∩ In|
n
≥
⌊
n
k
⌋
n
=
1
k
+ on→+∞ (1)
3.7 Thickly syndetic sets
We say that A ⊆ N is thickly syndetic if, for each F ∈ ℘fin (N), there is
B ⊆ N syndetic, such that F +B ⊆ A.
Remark 3.7.1. Thickly syndetic sets are called "syndetically thick" in [BD].
We now give a characterization of piecewise syndetic subsets of N.
Proposition 3.7.2. If A ⊆ N, then the following statements are equivalent
1. A is thickly syndetic
2. ∀k ∈ N, the set
{x ∈ N | [x, x+ k) ⊆ A}
is syndetic
3. ∀k ∈ N, ∃n ∈ N, ∀x ∈ N, ∃i ∈ {0, 1, ..., n− 1}, [x+ i, x+ i+ k) ⊆ A
4. ∀k ∈ N, ∃n ∈ N such that, for every interval I ⊆ N of width n, there is
an interval J ⊆ I ∩ A of width k
5. ∀η ∈ ∗N, ∃ν ∈ ∗N, for every interval I ⊆ N of width ν, there is an
interval J ⊆ I ∩ ∗A of width η
6. ∀η ∈ N∞, ∃ν ∈ N∞, for every interval I ⊆ ∗N of width ν, there is an
interval J ⊆ I ∩ ∗A of width η
7. for every inﬁnite interval I ⊆ ∗N, there is an inﬁnite interval J ⊆ I ∩ ∗A
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8. ∃ν ∈ N∞ such that, for every interval I ⊆ ∗N of with ν, there is an
inﬁnite interval J ⊆ I ∩ ∗A
9. N\A is not piecewise syndetic
10. A intersects all piecewise syndetic sets
Proof.
1⇒ 2 If k ∈ N, there is a syndetic set B ⊆ N such that [1, k) + B ⊆ A. We
conclude that
{x ∈ N | [x, x+ k) ⊆ A}
is syndetic, because it contains B.
2⇒ 3 If k ∈ N, the set
B = {x ∈ N | [x, x+ k) ⊆ A}
is syndetic, hence there is n ∈ N such that B intersects all intervals of N
of with n. If x ∈ N, then
[x, x+ n) ∩B 6= ∅
so, there is i ∈ {0, 1, ...n− 1} such that x + i ∈ B. By the deﬁnition of
B, we conclude that
[x+ i, x+ i+ k) ⊆ A
3⇒ 4 If k ∈ N, there is r ∈ N, such that, ∀x ∈ N, for some i ∈ {0, 1, ..., r − 1},
[x+ i, x+ i+k) ⊆ A. Now set n = r+k. If I = [x, x+n) is an interval of
width n, there is i ∈ {0, 1, ..., r − 1} such that J = [x+ i, x+ i+ k) ⊆ A.
Since i+ k < r + k = n, [x+ i, x+ i+ k) ⊆ I.
4⇒ 5 It follows by transfer
5⇒ 6 If η is inﬁnite, the corresponding ν must be inﬁnite too. So, the impli-
cation is trivial.
6⇒ 7⇒ 8 Obvious
8⇒ 9 Set B = N\A. If I is an inﬁnite interval of with ν, there is an inﬁnite
interval J ⊆ I∩∗A, so J ⊆ I and J∩∗B = ∅. By the statement 5) in the
characterization of piecewise syndetic sets, ∗B is not piecewise syndetic.
9⇒ 10 Suppose by contradiction that there is a piecewise syndetic set B ⊆ N
such that A ∩ B = ∅, hence N\A ⊇ B is syndetic, contradicting the
hypothesis.
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10⇒ 9 Obvious
9⇒ 7 Set B = N\A. By the statement 6) in the characterization of piecewise
syndetic sets, for every inﬁnite interval I ⊆ ∗N, ∗B has an inﬁnite gap J
in I, i.e. J ⊆ I ∩ ∗A.
7⇒ 3 Fix k ∈ N. The set E of n ∈ ∗N such that every interval I ⊆ ∗N of
width n contains an interval of width k contained in ∗A, is an internal
set by the internal deﬁnition principle. Moreover, E contains N∞ so, by
the underspill principle, E contains a ﬁnite element n. So, every interval
I ⊆ N of width k contains an interval of width k contained in ∗A∩N = A.
3⇒ 1 Let F ∈ ℘fin (N) and n ∈ N such that F ⊆ [1, n). There is k ∈ N such
that every interval of length k contains an interval of length n contained
in A. Set
B = {x ∈ N | [x, x+ n) ⊆ A}
and suppose, by contradiction, that B contains a gap of width k. So, for
some y ∈ N, [y, y + k) ∩ B = ∅. In particular, each interval of width n
in [y, y + k + n) is not contained in A. This contradicts our choice of k.
So, B has bounded gaps and it is syndetic. From the fact that
C = {x ∈ N | F + x ⊆ A}
contains B, we conclude that C is syndetic too.
From the nonstandard characterization, it is easy to deduce the following
fact, which is not obvious from the deﬁnition.
Proposition 3.7.3. The family of thickly syndetic subsets of N is a ﬁlter.
Proof. Trivially, thickly syndetic subsets are an upward closed nonempty fam-
ily of nonempty parts of N. Now, suppose A,B are thickly syndetic. If I
is an inﬁnite interval, since A is thickly syndetic, there is an inﬁnite inter-
val J ⊆ I ∩ ∗A. Since B is thickly syndetic, there is an inﬁnite interval
K ⊆ J ∩ ∗B ⊆ (I ∩ ∗A) ∩ ∗B = I ∩ ∗ (A ∩B). Since this is true for every
inﬁnite interval I, by the previous proposition we deduce that A∩B is thickly
syndetic.
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3.8 ∆-sets
We say that A ⊆ N is a ∆-set if there is S ⊆ N inﬁnite and such that (S − S)∩
N ⊆ A. By the Ramsey theorem, if ∆ is the family of ∆-sets, then ∆ is
partition regular. In fact, if A ∈∆, S ⊆ N is inﬁnite such that S−S ⊆ A and
A = A1 ∪ ... ∪ An
consider for all 1 ≤ i ≤ n,
Bi = {{a, b} ⊆ S | |b− a| ∈ Ai}
and observe that
S(2) = {C ⊆ S | |C| = 2} = B1 ∪ .... ∪Bn
Thus, by the Ramsey theorem, there is some inﬁnite C ⊆ S and 1 ≤ i ≤ n
such that
C(2) ⊆ Bi
and hence
(C − C) ∩ N ⊆ Ai
and Ai ∈∆.
Proposition 3.8.1. Let ρ be d or BD. For all A ⊆ N, if ρ (A) > 0 then there
is n ∈ N such that, for all x1 < x2 < ... < xn natural numbers, ∃i, j ∈ In such
that i < j and ρ ((A+ xj − xi) ∩ A) > 0.
Proof. Let I be an inﬁnite interval (with ﬁrst endpoint 0 if ρ = d) and n ∈ N
such that
cI (
∗A) = α >
1
n
and consider natural numbers x1 < .... < xn. We have that, ∀i ∈ In,
cI (
∗ (A+ xi)) = cI (∗A+ xi) = cI (∗A) = α.
If, ∀1 ≤ i < j ≤ n, (A+ xi) ∩ (A+ xj) has zero Banach density, then
cI (
∗A+ xi ∩ ∗A+ xj) = 0
so
cI
(
n⋃
i=1
(A+ xi)
)
=
n∑
i=1
cI (A+ xi) = αn > 1
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which cannot be. Therefore, for some 1 ≤ i < j ≤ n,
0 < cI ((
∗A+ xi) ∩ (∗A+ xj))
≤ ρ ((A+ xi) ∩ (A+ xj))
= ρ ((A+ xj − xi) ∩ A) .
Corollary 3.8.2. Let ρ be d or BD. For all A ⊆ N and S ⊆ N inﬁnite, if
ρ (A) > 0 then
{n ∈ N | ρ (A ∩ (A− n)) > 0} ∩ (S − S) 6= ∅.
In particular, A− A intersects all ∆-sets.
Proof. If S = {sn}n∈N is a monotone enumeration of S, by the previous
proposition there are i < j such that ρ ((A+ sj − si) ∩ A) > 0 and hence
sj − si ∈ (S − S) ∩ {n ∈ N | ρ (A ∩ (A− n)) > 0} .
For the second statement, observe that
A− A = {n ∈ N | A ∩ (A− n) 6= ∅}
⊇ {n ∈ N | ρ (A ∩ (A− n)) > 0} .
3.9 AP -sets
We call a subset A of N and AP -set if it contains arbitrarily long arithmetic
progressions, i.e. ∀l ∈ N, ∃x, d ∈ N, x + d · [0, n) ⊆ A. As before, we give a
nonstandard characterization of AP -sets.
Proposition 3.9.1. If A ⊆ N, then the following statements are equivalent
1. A is an AP -set
2. ∀λ ∈ ∗N, ∃ξ, δ ∈ ∗N, ξ + δ · [0, λ) ⊆ ∗A
3. ∃λ ∈ N∞, ∃ξ, δ ∈ ∗N, ξ + δ · [0, λ) ⊆ ∗A
4. ∀l ∈ N, ∃ξ, δ ∈ ∗N, ξ + δ · [0, l) ⊆ ∗A
Proof.
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1⇒ 2 It follows from the deﬁnition by transfer.
2⇒ 3 Obvious.
3⇒ 4 We have, ∀l ∈ N,
ξ + δ[0, l) ⊆ ξ + δ[0, λ) ⊆ ∗A
so
∃ξ, δ ∈ ∗N, ξ + δ[0, l) ⊆ ∗A.
4⇒ 1 If n ∈ N, from
∃ξ, δ ∈ ∗N, ξ + δ[0, l) ⊆ ∗A
we obtain, by transfer,
∃x, d ∈ N, x+ d[0, l) ⊆ A.
The van der Waerden theorem asserts that the family AP of AP -sets is
weakly partition regular (see deﬁnition in 1.2). From the Van der Waerden
theorem we can deduce, by a compactness argument, the equivalent ﬁnitary
statement that ∀r, k ∈ N\ {0}, there is W (r, k) ∈ N\ {0} such that, for each
partition of [1,W (r, k)] in r parts, one of these contains a k-arithmetic pro-
gression. In fact, if this statement were false, there were r and k in N\ {0}
such that, for all n ∈ N\ {0}, there is a partition {Cn1 , ..., Cnr } of [1,W (r, k)]
in r-parts such that, for all 1 ≤ i ≤ r, Ci does not contain any karithmetic
progression. We set
fn (x) = i
iﬀ x ∈ Ci, for all x ∈ [1, n], and we deﬁne fn arbitrarily on (n,+∞). By com-
pactness, passing in case to a subsequence, we can suppose that the sequence
(fn) converges in {1, 2, ..., r}N , with respect to the product topology, to some
f . Now, f deﬁnes a partition of N is r parts so that, by the van der Waerden's
theorem, one of these must contain a k-arithmetic progression P . Since fn
equals f on P for n large enough, P must be contained in some Cni for n large
enough, contradicting our choice of the Cni .
From this ﬁnitary version, we can easily deduce a reﬁnement of the Van
der Waerden theorem, asserting that the AP -sets are actually a partition-
regular family (see deﬁnition in 1.2). In fact, suppose A ⊆ N, is an AP -set.
If r ∈ N\ {0} and {C1, ...., Cr} is a partition of A, for all k ∈ N\ {0} we
consider W (r, k) ∈ N\ {0} as before. We have that A contains an arithmetic
progression
x+ [0,W (r, k))d.
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Moreover, if we set
Di = {n ∈ [0,W (r, k)) | x+ nd ∈ Ci}
for all i ∈ {1, 2, ..., r}, then, for some i ∈ {1, 2, ..., r}, Di contains a k-arithmetic
progression y + [0, k)d′. So,
x+ (y + [0, k)d′) d = x+ yd+ [0, k)dd′
is a k-arithmetic progression contained in Ci. Since this is true for all k, one
of the Ci will be chosen for inﬁnitely many k, hence it will contain arbitrarily
long arithmetic progressions.
However, it is worth noting that a positive Banach density subset of N does
not necessarily contain an inﬁnite arithmetic progression; in fact, it is easy to
construct an example of a part A of N of upper density 1 that does not contain
any inﬁnite arithmetic progression. For example, we can take
A =
⋃
n≥1
[2n−1 +
n (n− 1)
2
, 2n +
n (n− 1)
2
).
3.10 Central sets, quasicentral sets, IP -sets and
Poincaré sequences
A subset A of N is a IP -set if there is a one-to-one sequence {nk}k∈N in N
such that
FS
({nk}k∈N) =
{
N∑
j=1
nkj | k1 < k2 < ... < kN
}
⊆ A.
It is a classical result of Ramsey theory (see [HS1]) that A is an IP -set if and
only if A belongs to some idempotent ultraﬁlter over N. So, the family of
IP -sets is
⋃
E (βN).
We deﬁne also central sets or C-sets the subsets of N belonging to some
minimal idempotent ultraﬁlter over N, so that the class of central sets is⋃
E (K (βN)) whereK (βN) is the minimal ideal of βN. We call quasi-central
sets or QC-sets the subsets of N which belong to some idempotent ultraﬁlter
p in the closure of the minimal ideal K (βN) of βN or, equivalently (see the
next chapter), to some idempotent ultraﬁlter over N each element of which is
piecewise syndetic. The class of quasicentral sets is so
⋃
E (cl (K (βN))) .
Being union of sets of ultraﬁlters, the families of IP -sets, C-sets and QC-
sets are partition regular families. In [HS1] it is shown that C-sets are AP -sets,
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and this facts is an alternative proof of the van der Waerden theorem, since
every element of a ﬁnite partition of N must belong to p, where p is any central
ultraﬁlter, and hence is central and, in particular, an AP -set.
Finally, a subset A of N is called a Poincaré sequence or a P -sets if, for
each measure-preserving system (X,B, µ, T ) and B ∈ B, if µ (B) > 0 then
A ∩ {n ∈ N ∣∣ µ (B ∩ T−nB) > 0} 6= ∅.
3.11 Hierarchy
We denote the previously introduced families of thick, syndetic and piecewise
syndetic sets by T , S and PS, and the families of IP -sets, QC-sets a C-sets
by IP , QC and C respectively. The families of subsets of N deﬁned above form
a chain under inclusion
T ⊆ C ⊆ QC ⊆ D ⊆ IP ⊆∆ ⊆ P ⊆ I
where I is the family of inﬁnite sets.
In [BH1], the following lemma is proved.
Lemma 3.11.1. If (an) , (bn) are strictly increasing sequences of natural num-
bers, then
⋃
n∈N[an, an + bn) is central.
We deduce that thick sets are, in particular, central. So, the inclusion
T ⊆ C holds.
The inclusion
C ⊆ QC ⊆ D ⊆ IP
follows from the fact that, since a piecewise syndetic set has positive Banach
density,
E (K (βN)) ⊆ E (cl (KβN)) ⊆ E (∆BD) ⊆ E (βN) .
In order to prove the inclusion IP ⊆ ∆, suppose (bn)n∈N is a one-to-one
sequence of natural numbers such that
FS (bn) =
{
m∑
i=1
bni |n1 < n2 < ... < nm
}
is contained in A. Hence, if we set
an =
n∑
i=1
bi
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we have
an − ak =
n∑
i=k+1
bi ∈ A
for all n > k and A is a ∆-set.
Finally, suppose A is a ∆-set and (an) is an increasing sequence such that
{an − ak | n > k} ⊆ A. If (X,B, µ, T ) is a measure-preserving system, B ∈ B
and µ (B) > 0 then {T−anB | n ∈ N} cannot be a family of almost disjoint
subsets of X, hence there are k < n such that
µ
(
T−akB ∩ T−anB) = µ (B ∩ T−(an−ak)B) > 0
and an−ak ∈ A∩{m ∈ N | µ (B ∩ T−mB) > 0}. This shows that A is a P -set.
That a P -set must be inﬁnite is quite obvious (consider the circle shift
T : x → x + 1
n
on R /Z and the subsets A = [0, 1
n
), then A ∩ T−1A ∩ ... ∩
T−nA = ∅).
3.12 Notions of largeness in Z
All the notions introduced so far can be analogously formulated for subsets of
Z. For example, if A ⊆ Z, then
BD (A) = sup
{
α ∈ R+
∣∣∣∣ ∀m ∈ N, ∃n ≥ m, ∃x ∈ N, |A ∩ [x, x+ n)|n ≥ α
}
and
d (A) = lim sup
n
|A ∩ (−n, n)|
2n− 1 .
We can also give entirely similar characterizations as for the subsets of N.
Proposition 3.12.1. Let A be a subset of Z, A+ = A ∩ [0,+∞) and A− =
A ∩ (−∞, 0) . Then
1. BD (A) = max {BD (A+) , BD (A−)}
2. A is thick if and only if at least one of A+ and A− is thick
3. max
{
d (A+) , d (A−)
} ≥ d (A) ≥ 1
2
max
{
d (A+) , d (A−)
}
4. A is syndetic if and only if both A+ and A− are syndetic
5. A is piecewise syndetic if and only if at least one of A+ and A− is piece-
wise syndetic
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6. A is an AP -set if and only if at least one of A+ and A− is an AP -set.
Proof.
1. Suppose I is an inﬁnite interval. If I ∩ ∗Z+ is ﬁnite or empty, then
|∗A ∩ I|
|I| ≈
|∗A+ ∩ I|
|I|
while if I ∩ ∗Z− is ﬁnite or empty then
|∗A ∩ I|
|I| ≈
|∗A− ∩ I|
|I| .
Otherwise, if I = (−µ, ν) with 0 < µ, ν and µ, ν inﬁnite,
st
( |∗A ∩ (−µ, ν)]|
µ+ ν − 1
)
= st
( |∗A+ ∩ [0, ν)|
ν
)
st
(
ν
ν + µ− 1
)
+st
( |∗A− ∩ (−µ, 0)|
µ− 1
)
st
(
µ− 1
ν + µ− 1
)
≤ max
{
st
( |∗A+ ∩ [0, ν)|
ν
)
, st
( |∗A− ∩ (−µ, 0)|
µ− 1
)}
≤ max {BD (A+) , BD (A−)}
hence
BD (A) ≤ max {BD (A+) , BD (A−)} .
Now, if I ⊆ ∗N is an inﬁnite interval such that
BD (A+) = cI (
∗A+) = st
( |∗A ∩ I|
|I|
)
then
BD (A) ≥ cI (A) ≥ cI (A+) = BD (A+) .
In the same way, it is shown that
BD (A) ≥ BD (A−) .
2. It follows from point 1.
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3. For all ν ∈ N∞ we have
st
( |∗A ∩ (−ν, ν)|
2ν − 1
)
= st
( |∗A ∩ [0, ν)|
ν
)
st
(
ν
2ν − 1
)
+st
( |∗A ∩ (−ν, 0)|
ν − 1
)
st
(
ν − 1
2ν − 1
)
=
1
2
(
st
( |∗A ∩ [0, ν)|
ν
)
+ st
( |∗A ∩ (−ν, 0)|
ν − 1
))
≤ max
{
st
( |∗A ∩ [0, ν)|
ν
)
, st
( |∗A ∩ (−ν, 0)|
ν − 1
)}
≤ max {BD (A+) , BD (A−)}
hence
d (A) ≤ max{d (A+) , d (A−)} .
Also, if ν ∈ ∗N is such that
d (A+) = cν (
∗A) = st
( |∗A ∩ [0, ν)|
ν
)
then
d (A) = st
( |∗A ∩ (−ν, ν)|
2ν − 1
)
=
1
2
(
st
( |∗A ∩ [0, ν)|
ν
)
+ st
( |∗A ∩ (−ν, 0)|
ν − 1
))
≥ 1
2
st
( |∗A ∩ [0, ν)|
ν
)
=
1
2
d (A+) .
In the same way, it can be shown that d (A) ≥ 1
2
d (A−).
4. If A is syndetic and I ⊆ ∗N is an inﬁnite interval then
I ∩ ∗A+ = I ∩ ∗A 6= ∅
hence, A+ is syndetic. In the same way, it can be shown that A− is
syndetic. Conversely, suppose that both A+ and A− are syndetic and
that I ⊆ ∗Z is an inﬁnite interval. At least one of I ∩ ∗Z+ and I ∩ ∗Z−
is inﬁnite, hence at least one of
(I ∩ ∗Z+) ∩ A+ = I ∩ ∗A+
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and
(I ∩ ∗Z−) ∩ ∗A− = I ∩ ∗A−
is nonempty and. In either cases, also I ∩ ∗A is non empty. Henceforth,
A is syndetic.
5. If A is piecewise syndetic, there is an inﬁnite interval I such that A has
in I ﬁnite gaps; now A+ has ﬁnite gaps in I ∩ ∗Z+, A− has ﬁnite gaps
in I ∩ ∗Z− and at least one between I ∩ Z+ and I ∩ Z− is inﬁnite. Thus
at least one between A+ and A− is piecewise syndetic. Conversely, if at
least one between A+ and A− is syndetic, there is an inﬁnite interval I
in ∗Z+ or ∗Z− such that A+ or A− (and, hence, A too) has ﬁnite gaps
on I. Therefore A is syndetic.
6. Clearly, if at least one between A+ and A− is AP -set, then A is AP -set.
Conversely, if neither A+ nor A− is AP -set, then there is l ∈ N such that
neither A+ nor A− contains arithmetic progressions longer than l. Hence
A does not contain arithmetic progressions longer than 2l.
Chapter 4
Notions of largeness in arbitrary
semigroups
4.1 Families
The theory of Furstenberg families is a fundamental tool in order to deeply
comprehend the notions of recurrence of dynamical systems, as well as the
notions of largeness in a semigroup, and how these notions of recurrence and
largeness are interrelated. For a brief survey, the reader can see [Sh] and [Sh-Y],
while [A] is a more systematic and exhausting presentation.
In the following, if S is a semigroup, by Furstenberg family or, brieﬂy, a
family, we always mean a subset F of ℘ (S) which is upward closed, i.e. if
A ∈ F and A ⊆ B, then B ∈ F .
Given a family F , we deﬁne its dual family F∗ or kF as
{A ⊆ S | S\A /∈ F } = {A ⊆ S | A ∩B 6= ∅, ∀B ∈ F } .
It is easily seen that
• if (Fi)i∈I is a sequence of families,(⋂
i∈I
Fi
)∗
=
⋃
i∈I
F∗i
and (⋃
i∈I
Fi
)∗
=
⋂
i∈I
F∗i .
• if F ⊆ G then F∗ ⊇ G∗
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• F∗∗ = F
• F∗ is partition regular iﬀ F is a ﬁlter
• if F is partition regular or a ﬁlter, F = F∗ iﬀ F is an ultraﬁlter
Moreover, if F is a family, we deﬁne the thick family generated by F as
τF =
{
A ⊆ S
∣∣∣∣∣ ∀F ∈ ℘fin (S ∪ {1}) , ⋂
x∈F
x−1A ∈ F
}
.
A family is called thick if τF = F . Observe that ττF = F , and τF is the
biggest thick family contained in F .
If F is a family and x ∈ S ∪ {1}, we set
x−1F = {A ⊆ F | xA ∈ F } .
A family F is left inverse translation invariant if x−1F ⊇ F for all x ∈ S.
We set
Fl,+ =
⋃
x∈S∪{1}
x−1F = {A ⊆ S | ∃x ∈ S ∪ {1} , xA ∈ F }
and
Fl,• =
⋂
x∈S∪{1}
x−1F = {A ⊆ S | ∀x ∈ S ∪ {1} , xA ∈ F } .
Starting from the family B of all nonempty subsets of S, we deﬁne the
families of thick, syndetic, thickly syndetic and piecewise syndetic subsets of
S, as follows:
• the family T of thick subsets of S is τB
• the family S of syndetic subsets of S is kT = kτB
• the family T S of thickly syndetic subsets of S is τS = τkτB
• the family PS of piecewise syndetic subsets of S is kT S = kτkτB
Note that, if S is left cancellative, τB does not contain any ﬁnite set, since,
if A ∈ ℘fin (S) and F ∈ ℘fin (S) is such that |F | > |A|, then
⋂
t∈F t
−1A = ∅.
So, since τB is a thick family, for all A ∈ τB and F ∈ ℘fin (S),
⋂
t∈F t
−1A ∈ τB
and, in particular, is inﬁnite. It follows that, in the deﬁnition above, we can
replace the family B of nonempty subsets of S with the family of inﬁnite
subsets of S.
We now deduce characterizations for these notions, showing that these
deﬁnitions generalize the ones given for subsets of (N,+).
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Proposition 4.1.1. If S is a semigroup and A ⊆ S, then
1. A is thick if and only if {s−1A | s ∈ S } has the f.i.p. if and only if,
∀F ∈ ℘fin (S)∃x ∈ S, Fx ⊆ A
2. A is syndetic if and only if there is F ∈ ℘fin (S) such that
⋃
t∈F t
−1A =
S
3. A is thickly syndetic if and only if ∀F ∈ ℘fin (S)∃B ⊆ S syndetic,
FB ⊆ A
4. A is piecewise syndetic if and only there is F ∈ ℘fin (S) such that⋃
t∈F t
−1A is thick, if and only if it is the intersection of a thick set and
a syndetic set
Proof.
1. A is thick if and only if, for all F ∈ ℘fin (S),
⋂
t∈F t
−1A ∈ B is nonempty,
if and only if {s−1A | s ∈ S } has the f.i.p. or, equivalently, for all F ∈
℘fin (S) there is x ∈
⋂
t∈F t
−1A (and so Fx ⊆ A).
2. A is syndetic if and only if S\A /∈ τB if and only if there is F ∈ ℘fin (B)
such that
⋂
t∈F t
−1 (S\A) = ∅, if and only if there is F ∈ ℘fin (S) such
that
⋃
t∈F t
−1A = S.
3. A is thickly syndetic if and only if ∀F ∈ ℘fin (S), B =
⋂
t∈F t
−1A ∈ kτB
is syndetic, if and only if there is B ⊆ S syndetic such that FB ⊆ A.
4. A is piecewise syndetic if and only if S\A is not thickly syndetic, if and
only of there is F ∈ ℘fin (S) such that⋂
t∈F
t−1 (S\A) = S\
⋃
t∈F
t−1A
is not syndetic, if and only if there is F ∈ ℘fin (S) such that
B =
⋃
t∈F
t−1A
is thick and
C = A ∪
(
S\
⋃
t∈F
t−1A
)
is syndetic (since
⋃
t∈F t
−1B = S). So, if A is piecewise syndetic,
A = B ∩ C
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is the intersection of a syndetic and a thick set. Conversely, if A = B∩C
where B is thick and C is syndetic, we have that there is F ∈ ℘fin (S)
such that ⋃
t∈F
t−1C = S.
We show that
⋃
t∈F t
−1A is thick, i.e. for all G ∈ ℘fin (S),
⋂
s∈G
s−1
(⋃
t∈F
t−1A
)
=
⋂
s∈G
⋃
t∈F
s−1t−1A
=
⋂
s∈G
⋃
t∈F
(ts)−1A
is nonempty. Let
x ∈
⋂
s∈G
t∈F
(ts)−1B
For all s ∈ S, there is t ∈ F such that s ∈ t−1C, hence ts ∈ C ∩ B = A
and x ∈ ⋂s∈G⋃t∈F (ts)−1A.
We can also give characterizations in terms of ultraﬁlters, which can be
found also in [HS1].
Lemma 4.1.2. If S is a semigroup and p ∈ βS, then the following statements
are equivalent
1. p ∈ K (βS)
2. for all A ∈ p, {x ∈ S | x−1A ∈ p} is syndetic
3. ∀q ∈ βS ∃r ∈ βS such that p = rqp
Proof.
1⇒ 2 Let A ∈ p and B = {x ∈ S |x−1A ∈ p}. If L is the minimal left ideal
which contains p, we have that L is a compact subset of βS and, for all
q ∈ L, L = βSq = clβS (Sq). Since Â is a neighborhood of p, there is a
t ∈ S such that tq ∈ Â, hence A ∈ tq and t−1A ∈ q, i.e. q ∈ t̂−1A. This
is true for all q ∈ L, so
L ⊆
⋃
t∈S
t̂−1A.
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Thus, by compactness of L, there is a G ⊆ S ﬁnite such that
L ⊆
⋃
t∈G
t̂−1A.
Now, if s ∈ S, sp ∈ L and so there is t ∈ G such that sp ∈ t̂−1A, i.e.
t−1A ∈ sp and s−1t−1A = (ts)−1A ∈ p. Hence ts ∈ B and
S =
⋃
t∈G
t−1B.
2⇒ 3 Suppose that p /∈ βSqp, hence there is A ∈ p such that Â ∩ βSqp = ∅.
Now, let B = {x ∈ S | x−1A ∈ p} and G ⊆ S ﬁnite be such that
S =
⋃
t∈G
t−1B.
There is t ∈ G such that t−1B ∈ q, hence B ∈ tq and{
x ∈ S ∣∣ x−1A ∈ p} ∈ tq
tells that A ∈ tqp, contradicting our assumption that Â ∩ βSqp = ∅.
3⇒ 1 It is enough to pick a q ∈ K (βS) and observe that p ∈ βSqp ⊆ K (βS).
Proposition 4.1.3. If S is a semigroup and A ⊆ S, A is piecewise syndetic
if and only if Â ∩K (βS) 6= ∅.
Proof. If A is piecewise syndetic, there is G ⊆ S ﬁnite such that, if B =⋃
t∈G t
−1A is thick, then {
x−1B | x ∈ S}
has the f.i.p. and is contained in an ultraﬁlter q. For all s ∈ S, we have that
s−1B ∈ q and hence B ∈ sq, so
Sq ⊆ B̂
and hence
clβS (Sq) = βSq ⊆ B̂.
If now p ∈ K (βS)∩βSq, we have that B = ⋃t∈G t−1A ∈ p and hence t−1A ∈ p
for some t ∈ G, so A ∈ tp and tp ∈ Â ∩ K (βS). For the converse, let
p ∈ Â ∩K (βS), hence
C =
{
x ∈ S ∣∣ x−1A ∈ p}
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is syndetic, and there is G ⊆ S ﬁnite such that
S =
⋃
t∈G
t−1C.
Now, considering
B =
⋃
t∈G
t−1A
we show that {a−1B | a ∈ S } has the f.i.p. If a1, ..., an ∈ S we have that,
for all i = 1, 2, ..., n, there is ti ∈ G such that ai ∈ t−1i C, hence tiai ∈ C,
(tiai)
−1A ∈ p and
n⋂
i=1
a−1i B =
n⋂
i=1
a−1i
(⋃
t∈G
t−1A
)
=
n⋂
i=1
⋃
t∈G
a−1i t
−1A
=
n⋂
i=1
⋃
t∈G
(tai)
−1A
⊇
n⋂
i=1
(tiai)
−1A ∈ p
and, in particular,
n⋂
i=1
a−1i B 6= ∅.
Corollary 4.1.4. If S is a semigroup and p ∈ βS, p ∈ cl (K (βS)) if and only
if every element of p is piecewise syndetic.
Proof. If p ∈ cl (K (βS)) and A ∈ p then Â ∩ K (βS) 6= ∅ and hence A is
piecewise syndetic, for the converse, if p /∈ cl (K (βS)) then there is A ∈ p such
that Â ∩ cl (K (βS)) = ∅ and hence is not piecewise syndetic.
Analogously, we can give a characterization of syndetic sets.
Proposition 4.1.5. A subset A of S is syndetic if and only if Â ∩ L 6= ∅ for
every left ideal L of βS.
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Proof. If A is syndetic, there is F ∈ ℘fin (S) such that
S =
⋃
t∈F
t−1A.
If p ∈ βS, there is t ∈ F such that t−1A ∈ p and hence tp ∈ Â ∩ βSp.
Conversely, if A is not syndetic, for all F ∈ ℘fin (S),
⋃
t∈F t
−1A  S and
hence the family {S\t−1A | t ∈ S } has the f.i.p. and there is p ∈ βS such that
{S\t−1A | t ∈ S } ⊆ p. Now, Â ∩ βSp must be empty since, if q ∈ βS is such
that A ∈ qp then {t ∈ S | t−1A ∈ p} ∈ q and, in particular, is nonempty, in
contradiction with our choice of p.
We also generalize the notions of IP -sets, C-sets and QC-sets that we have
introduced in (N,+). A subset A ⊆ S is an IP -set if and only if there is a
sequence {sn}n∈N of elements of S such that
FP
({sn}n∈N) =
{
N∑
i=1
sni | n1 < n2 < ... < nN
}
⊆ A.
As for subsets of N, it can be shown (see [HS1]) that A is an IP -set if and
only if Â ∩ E (βS) 6= ∅, so the family IP of IP -sets equals ⋃E (βS).
Analogously to the (N,+) case, the families C and QC of central and quasi-
central subsets of a general semigroup are deﬁned as the union of E (K (βS))
and E (clK (βS)) respectively. We have the obvious inclusions
C ⊆ QC ⊆ IP .
If we consider a semigroup S which is a subsemigroup of a group, we can
also generalize the notion of ∆-sets that we have seen in N: a ∆-set in S will
be a set containing {b−1n bm | m > n} for some one-to-one sequence {bn}n∈N in
S.
It is easy to see that a thick set is a ∆-set. In fact, suppose A is thick, and
deﬁne B = {bn}n∈N inductively as follows. Pick any b0 ∈ S, and suppose that
b0, b1, ..., bn ∈ S are such that, for all 0 ≤ i < j ≤ n,
b−1i bj ∈ A.
Then deﬁne
bn+1 ∈ b0A ∩ b1A ∩ .... ∩ bnA\ {b0, b1, ...., bn}
so that
b−1i bn+1 ∈ B
for all 0 ≤ i ≤ n.
It follows that ∆∗-sets, i.e. the elements of the dual of the family of ∆-sets,
are, in particular, syndetic.
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4.2 Densities
The notions of upper and Banach density we have introduced in N have been
generalized to countable semigroups, where a sequence of ﬁnite subsets replaces
the sequence of initial segments of N, see for example [B3] or [BeBFi]. In the
uncountable case, it is more natural to consider nets instead of sequences, like
Hindman and Strauss do in [HS2]. In this paper, besides deﬁning densities with
respect to nets of ﬁnite subsets, they show that, under suitable hypothesis on
the net and/or on the semigroup, many properties of densities in N hold true
in this more general setting.
If X is a set and d : ℘ (X)→ [0, 1] is a monotone subadditive function such
that d (∅) = 0, we say that d is a density on X.
Deﬁnition 4.2.1. The set of ultraﬁlters over X whose elements have positive
density with respect to d is denoted by ∆d.
Observe that, by the subadditivity of d, the family of parts of X of positive
density with respect to d is partition regular, hence a subset A ofX has positive
density with respect to d if and only of A ∈ ∪∆d. Moreover, ∆d is closed since
βN\∆d =
⋃{
Â | A ⊆ S, d (A) = 0
}
.
If we consider a semigroup S instead of a set X, we can give the following
Deﬁnition 4.2.2. An idempotent ultraﬁlter over S is d-essential if it belongs
to ∆d.
If d is not constantly zero and ∆d is a subsemigroup of βS, then ∆d is
a nonempty closed right topological semigroup, hence it contains idempotent
elements which are the d-essential idempotent ultraﬁlters. Observe that, if d
is such that, for all A ∈ ∆d and t ∈ S, t−1A ∈ ∆d, then ∆d is a left ideal of
βS, since if t ∈ S and p ∈ ∆d then
tp =
{
A ⊆ S ∣∣ t−1A ∈ p} ∈ ∆d
so S∆d ⊆ ∆d and, by closeness of ∆d,
βS∆d = clβS (∆d) ⊆ ∆d.
We deﬁne the family D (d) of the D-sets with respect to the density d as⋃
E (∆d). We have the obvious inclusion
D (d) ⊆ IP .
4.2 Densities 93
If every piecewise syndetic subset of S has positive density with respect to d,
we have also the inclusion
QC ⊆ D (d) .
Suppose S is a semigroup and F = (Fi)i∈D is a net of ﬁnite subsets of S.
We deﬁne
• upper density dF (A) of a subset A of S with respect to the net F as
lim sup
i∈D
|A ∩ Fi|
|Fi| = sup {α ∈ R+ | ∀m ∈ D∃n ≥ m, |A ∩ Fn| ≥ α |Fn|}
• lower density dF (A) of A
lim inf
i∈D
|A ∩ Fi|
|Fi| = inf {α ∈ R+ | ∀m ∈ D∃n ≥ m, |A ∩ Fn| ≥ α |Fn|}
• Banach density BDF (A) as
lim sup
i∈D
max {|A ∩ Fix| | x ∈ S ∪ {1}}
|Fi| =
= sup {β ∈ R+ | ∀m ∈ N, ∃n ≥ m, ∃x ∈ S ∪ {1} , |A ∩ Fnx| ≥ β |Fn|}
If we take S = N, D = N and Fn = [1, n), we obtain our previous deﬁnition
of upper density and Banach density in N\ {0}.
Obviously, BDF is monotone and BDF (∅) = 0. Moreover, BDF is
ﬁnitely subadditive, since, if A,B ⊆ S, then
BDF (A ∪B) = lim sup
i∈D
maxx∈S∪{1} |(A ∪B) ∩ xFi|
|Fi|
≤ lim sup
i∈D
maxx∈S∪{1} (|A ∩ xFi|+ |B ∩ xFi|)
|Fi|
≤ lim sup
i∈D
(
maxx∈S∪{1} |A ∩ xFi|
|Fi| +
maxx∈S∪{1} |A ∩ xFi|
|Fi|
)
≤ BDF (A) +BDF (B) .
Similarly, dF is monotone, ﬁnitely subadditive and dF (∅) = 0. Hence, BDF
and dF are actually densities over S.
Under not too strong assumptions of cancellation for S, it turns out that
∆BDF and ∆dF have nice algebraic properties.
We say that S is b-weakly right cancellative, where b ∈ N\ {0}, if,
for each x, y ∈ S, |ρ−1x [y]| ≤ b (recall that, by ρx, we denote that the right
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translation associated with x) and that it is weakly right cancellative if for
each x, y ∈ S, ρ−1x [y] is ﬁnite. Observe that a 1-weakly right cancellative
semigroup is just a right cancellative semigroup. Weakly and b-weakly left
cancellative semigroups are deﬁned in the same way. For example, if X is a
set, (℘fin (X) ,∪) is weakly cancellative, and, for each k ∈ N,
(
[X]≤k ,∪
)
is
2k-weakly cancellative ([X]≤k stands for the sat of parts of X whose cardinality
is at most k).
Proposition 4.2.3. If S is a b-weakly right cancellative semigroup for some
b ∈ N\ {0}, then ∆BDF is a right ideal of βS.
Proof. Consider p ∈ ∆BDF , q ∈ βS and A ∈ pq. If
B =
{
t ∈ S ∣∣ t−1A ∈ q} ∈ p
then BD (B) > β > 0. For all m ∈ D, there are n ≥ m and x ∈ S ∪ {1} such
that
|B ∩ Fnx| > β |Fn|
If
y ∈
⋂
t∈B∩Fnx
t−1A ∈ q
then
β
b
|Fn| < |B ∩ Fnx|
b
≤ |(B ∩ Fnx) y| ≤ |A ∩ Fnxy| .
Since this is true for all n ∈ D, BDF (A) ≥ βd > 0 and pq ∈ ∆d.
We say that the net F is
• regular if ∀ε > 0, ∀t ∈ S, ∃c ∈ N, ∃m ∈ D, ∀n ≥ m, ∃k ≥ n,
∃z ∈ S ∪ {1} such that
|tFn\Fkz| < ε |Fn|
and
|Fk| < c |Fn|
• strongly regular if ∀ε > 0, ∀t ∈ S, ∃c ∈ N, ∃m ∈ D, ∀n ≥ m, ∃k ≥ n
such that
|tFn\Fk| < ε |Fn|
and
|Fk| < c |Fn| .
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Theorem 4.2.4. If F is regular and S is b-weakly left cancellative for some
b ∈ N\ {0}, then, for all B ⊆ S and t ∈ S, if BDF (t−1B) > 0 then
BDF (B) > 0. In particular, ∆BDF is a left ideal of βS. Moreover, if S is
b-weakly right cancellative too, for all A ⊆ S piecewise syndetic, BDF (A) > 0
and, in particular, QC ⊆ D (BDF).
Proof. Let α > 0 be such thatBDF (t−1B) > α > 0 and let ε = BDF (t−1B)−
α. Let c ∈ N and m ∈ D as in the deﬁnition of regular net, for ε
2b
and t. Fix
r ∈ D and consider n ∈ D and x ∈ S ∪ {1} such that n ≥ m, n ≥ r and∣∣t−1B ∩ Fnx∣∣ > (α + ε
2
)
|Fn| .
Pick k ≥ n and z ∈ S ∪ {1} such that
|tFn\Fkz| < ε
2b
|Fn|
and
|Fk| < c |Fn| .
Since
λt
[
t−1B ∩ Fnx
] ⊆ B ∩ tFnx
and S is b-weakly left cancellative,
|B ∩ tFnx| ≥ |t
−1B ∩ Fnx|
b
≥
(α
b
+
ε
2b
)
|Fn| .
Now, we have
|B ∩ Fnzx| ≥ |B ∩ tFnx| − |tFnx\Fnzx| ≥ |B ∩ tFnx| − |tFn\Fnz| > α
b
|Fn|
Since this is true for all r ∈ D, BFF (B) ≥ αb > 0. Suppose now S is b-
weakly right cancellative too and let A ⊆ S be piecewise syndetic. There is
H ∈ ℘fin (S) such that
⋃
t∈H t
−1A is thick so, for all m ∈ N, there is x ∈ S
such that Fmx ⊆ A, where
|Fmx| ≥ |Fm|
b
since S is b-weakly right cancellative. This shows that BDF
(⋃
t∈H t
−1A
)
> 0
and, by subadditivity, BDF (t−1A) > 0 for some t ∈ H and, by the statement
we have already proved, BDF (A) > 0.
In the same way it can be proved the following
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Theorem 4.2.5. If F is strongly regular and S is b-weakly left cancellative
for some b ∈ N\ {0}, then, for all B ⊆ S and t ∈ S, if dF (t−1B) > 0 then
dF (B) > 0. In particular, ∆dF is a left ideal of βS.
Now, we can give a nonstandard characterization of Banach and upper
density associated with a net, in a way that is totally similar to what we have
done for the Banach density in N.
Proposition 4.2.6. Let F = (Fn)n∈D be a net in ℘fin (S), and ∗ a ﬁxed |D|+-
saturated nonstandard map. Then, BDF (A) = α if and only if for all ν ∈ D∞
and ξ ∈ ∗S,
st
( |∗A ∩ Fνξ|
|Fν |
)
≤ α
and, for some ν ∈ D∞ and ξ ∈ ∗S,
st
( |∗A ∩ Fνξ|
|Fν |
)
= α
Moreover, dF (A) = α if and only if for all ν ∈ D∞, cFν (∗A) ≤ α and, for
some ν0 ∈ D∞, cν0 (∗A) = α.
4.3 Følner nets
If S is a semigroup and B (S) is the space of bounded complex functions on
S, a linear monotone functional L : B (S) → C such that L (ι) = 1, where ι
is the function on G constantly equal to 1, is called a mean. If, for all s ∈ S
and f ∈ B (S),
L (f ◦ λs) = L (f)
the mean is called left invariant. A semigroup is called left amenable if it
has a left invariant mean. Right amenable semigroup are deﬁned in the same
way. For groups, right and left amenability are equivalent, and such groups
are called simply amenable.
Any left amenable semigroup satisﬁes the following condition, which we
refer to as Følner condition (FC): ∀H ∈ ℘fin (S), ∀ε > 0, ∃K ∈ ℘fin (S),
∀s ∈ H,
|sK\K| < ε |K|
(see [Fø] and [Fr] for a proof).
In [AW] it has been introduced a condition, which is called strong Følner
condition (SFC): ∀H ∈ ℘fin (S), ∀ε > 0, ∃K ∈ ℘fin (S), ∀s ∈ H,
|K\sK| < ε |K| .
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It is easily seen that this condition implies the apparently stronger one, that
∀H ∈ ℘fin (S), ∀ε > 0, ∃K ∈ ℘fin (S), ∀s ∈ H,
|K 4 sK| < ε
(and, in particular, implies the Følner condition). In fact, for any K ∈ ℘fin (S)
and s ∈ S,
|K\sK| = |K| − |K ∩ sK|
|sK\K| = |sK| − |K ∩ sK|
and
|K\sK| − |sK\K| = |K| − |sK| ≥ 0
so
|sK\K| ≤ |K\sK|
Trivially, for a group the Følner condition and the strong Følner condition are
equivalent.
It is a well known fact that, in a countable group G, amenability is equiv-
alent to the existence of a (left) Følner sequence, i.e. a sequence (Fn)n∈N
of ﬁnite subsets of G such that
lim
n∈N
|gFn4 Fn|
|Fn| = 0
for all g ∈ G. For example, the sequence ([−n, n])n∈N is a Følner sequence for
(Z,+). We now show how this equivalence can naturally be extended to non-
countable semigroups, when left amenability is replaced by the strong Følner
condition and (left) Følner sequences are replaced by (left) Følner nets, i.e.
nets (Fn)n∈D of ﬁnite subsets such that, for all s ∈ S,
lim
n∈D
|sFn4 Fn|
|Fn| = 0.
Theorem 4.3.1. A semigroup S has a left Følner net if and only if it satisﬁes
the strong Følner condition.
Proof. Suppose S satisﬁes the SFC. Deﬁne D = N × ℘fin (S) and direct D
setting (n,H) ≤ (m,H ′) iﬀ n ≤ m and H ⊆ H ′. Deﬁne, for all (n,H) ∈ D,
F(n,H) ∈ ℘fin (S) such that∣∣F(n,H)4 x−1F(n,H)∣∣ < 1
n
∣∣F(n,H)∣∣
for all x ∈ H. Then 〈F(n,H)〉(n,H)∈D is a Følner net for S. The converse is
trivial.
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Given a Følner net F for a semigroup S, we can deﬁne the Banach density,
the lower and upper density associated with F . Since a Følner net is evidently
strongly regular, and, in particular, regular, the conclusions of the previous
section hold. In particular, if S is b-weakly left and right cancellative, then
∆BDF is a bilateral ideal of βS and, for all syndetic A ⊆ S, BDF (A) > 0.
Observe that, if S is a left cancellative semigroup, t, x, s ∈ S and F ∈
℘fin (S), ∣∣s−1F 4 F ∣∣ ≤ |sF 4 F |
and ∣∣∣∣t−1A4 Fx∣∣− |A4 Fx|∣∣ < |tF 4 F |
since ∣∣t−1A4 Fx∣∣ = |A4 tFx|
≤ |A4 Fx|+ |tFx\Fx|
≤ |A4 Fx|+ |tF\F |
≤ |A4 Fx|+ |tF 4 F |
and
|A4 Fx| ≤ |A4 tFx|+ |Fx\tFx|
≤ |A4 tFx|+ |F\tF |
=
∣∣t−1A4 Fx∣∣+ |F\tF |
=
∣∣t−1A4 Fx∣∣+ |tF 4 F | .
We now can easily prove the following
Proposition 4.3.2. If F = (Fn)n∈D is a Følner net for a left cancellative
semigroup S, and s ∈ S, then
lim
n∈D
|s−1Fn4 Fn|
|Fn| = 0.
Moreover, the densities dF , dF and BDF deﬁned by means of F have the fol-
lowing property: if ρ is one of these densities, A ⊆ S and s ∈ S then
ρ (A) = ρ
(
s−1A
)
= ρ (sA) .
Proof. The ﬁrst statement follows directly from the previous discussion. For
the second statement, suppose ρ is one of the densities dF , dF and BDF . That
ρ (A) = ρ (s−1A) follows directly from the last observation, and ρ (A) = ρ (sA)
follows from the fact that
A = s−1 (sA) .
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Observe now that, if S is a right cancellative semigroup, (Fn)n∈D a Følner
net for S, (xn)n∈D is a net in S and En = Fnxn for all n ∈ D, then (Fnxn)n∈D
is a Følner net for S since, if s ∈ S and ε > 0, being n ∈ D such that, ∀m ≥ n,
|sFm4 Fm|
|Fm| ≤ ε
we have
|sFmxm4 Fmxm| ≤ |sFm4 Fm| ≤ ε |Fm| = ε |Fmxm| .
In particular, if A ⊆ S is thick and S has a Følner net, there is a Følner net F
such that dF (A) = 1.
If S is right cancellative, F is a Følner sequence in S and A ⊆ S, there is
a Følner sequence G in S where A has density equal to its Banach density in
F , as the next theorem shows.
Theorem 4.3.3. If S is a right cancellative semigroup, F = (Fn)n∈D a Følner
net in S and A ⊆ S, there is a Følner sequence G in S such that
dG (A) = dG (A) = BDF (A)
and, for all B ⊆ S, then
dG (B) ≤ BDF (B) .
Proof. Let α = BDF (A). Consider E = D×N directed by (n, c) ≤ (m, d) iﬀ
n ≤ m and c ≤ d. For (m, k) ∈ E, consider n (m, k) ∈ D and xm,k ∈ S ∪ {1}
such that n (m, k) ≥ m and∣∣A ∩ Fn(m,k)xm,k∣∣ ≥ (α− 1
k
) ∣∣Fn(m,k)∣∣ .
Deﬁne now
G(m,k) = Fn(m,k)xm,k
for all (m, k) ∈ E and observe that G = 〈G(m,k)〉(m,k)∈E is a Følner net in S
satisfying the desired conclusions. In fact, if s ∈ S and ε > 0, there is n ∈ D
such that, for all m ≥ n,
|sFm4 Fm| < ε
so, if (m, k) ∈ E for some k ∈ N, then for all (N, t) ≥ (m, k),∣∣sG(N,t)4G(N,t)∣∣ = ∣∣sFn(N,t)xN,t4 Fn(N,t)xN,t∣∣
≤ ∣∣sFn(N,t)4 Fn(N,t)∣∣
≤ ε ∣∣Fn(N,t)∣∣
= ε
∣∣Fn(N,t)xN,t∣∣
= ε
∣∣G(N,t)∣∣ .
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Moreover, if ε > 0 and (m, k) ∈ D, consider (n, t) ≥ (m, k) such that ε > 1
t
.
For all (r,N) ≥ (n, t), we have∣∣A ∩G(r,N)∣∣ = ∣∣A ∩ F(r,N)xr,N ∣∣ ≥ (α− 1
N
) ∣∣F(r,N)∣∣ ≥ (α− ε) ∣∣G(r,N)∣∣ .
This shows that dG (A) ≥ α. Suppose now that dF (B) > β > BDF (B) for
some B ⊆ S, so for all n ∈ D there are m ≥ n and t ∈ N\ {0} such that
1
t
< β − α and∣∣B ∩ Fn(m,t)xn(m,k)∣∣ = ∣∣B ∩G(m,k)∣∣ ≥ β ∣∣G(m,k)∣∣ = β ∣∣Fn(m,t)xn(m,t)∣∣ .
Since n (m, t) ≥ m ≥ n and this is true for all n ∈ N, this shows that
BDF (B) ≥ β > BDF (B), which is absurd. So, dG (B) ≤ BDG (B). In
particular
BDF (A) = dG (A) ≤ dG (A) ≤ BDF (A)
and the equality holds.
We now extend the results seen in section 3.8 to Banach and upper density
deﬁned by means of a Følner net in an arbitrary left cancellative semigroup.
By the deﬁnition, it follows that, if (Fn)n∈D is a Følner net, for all s ∈ S
and ν ∈ D∞,
|sFν 4 Fν |
|Fν | = 0.
Theorem 4.3.4. If S is a left cancellative semigroup, F = (Fn)n∈D is a
Følner net for S and ρ is d or BD. For all A ⊆ S, if ρ (A) > 0 then there is
n ∈ N\ {0} such that, for all s1, ..., sn distinct elements of S, ∃i, j ∈ {1, 2, .., n}
such that i 6= j and ρ (siA ∩ sjA) > 0.
Proof. Let α = ρ (A) and ν ∈ D∞ be such that
α =
|∗A ∩ Fνξ|
|Fν |
where ξ ∈ ∗S ∪ {1} and ξ = 1 if ρ = dF . Note that, for all s ∈ S,
|∗ (sA) ∩ Fνξ|
|Fν | =
|s∗A ∩ Fνξ|
|Fν |
=
|s∗A ∩ sFνξ|
|Fν |
=
|s (∗A ∩ Fνξ)|
|Fν |
=
|∗A ∩ Fνξ|
|Fν | = α.
4.3 Følner nets 101
If n ∈ N\ {0} is such that 1
n
< α and s1, ..., sn are distinct elements of S then,
for all 1 ≤ i ≤ n,
|∗ (siA) ∩ Fνξ|
|Fν | = α >
1
n
.
So, there are distinct i, j ∈ {1, 2, ...., n} such that
|∗ (siA ∩ sjA) ∩ Fνξ|
|Fν | =
|∗ (siA) ∩ ∗ (sjA) ∩ Fνξ|
|Fν | > 0
and hence BDF (siA ∩ sjA) > 0.
Corollary 4.3.5. Suppose S is a subsemigroup of a group, with a Følner net
F , and ρ is dF or BDF . For all A ⊆ S, if ρ (A) > 0 then
{s ∈ S | ρ (sA ∩ A) > 0}
is ∆∗.
Proof. If S = {sn}n∈N is a one-to-one sequence in S such that s−1n sm ∈ S for
all n < m, by the previous proposition there are i < j such that
ρ (sjA ∩ siA) = ρ
(
s−1i sjA ∩ A
)
> 0
and hence s−1i sj ∈ {s ∈ S | ρ (sA ∩ A) > 0}.
Corollary 4.3.6. Suppose G is a group with a Følner net F and ρ is dF
or BDF . For all A ⊆ G, if ρ (A) > 0 then AA−1 is ∆∗ and, in particular,
syndetic.
Proof. By the previous corollary,
{g ∈ G | ρ (gA ∩ A) > 0}
is ∆∗. Now, if ρ (gA ∩ A) > 0, then, in particular, gA ∩ A 6= ∅, so there are
a, b ∈ A such that ga = b ∈ A and hence
g = ba−1 ∈ AA−1.
Therefore AA−1 is ∆∗ and, in particular, syndetic.
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In a semigroup S satisfying the SFC there is a natural deﬁnition of density
in S, called Følner density in S, namely if A ⊆ S we set dFø (A) as the
least upper bound of the set of α > 0 such that ∀H ∈ ℘fin (S), ∀ε > 0,
∃K ∈ ℘fin (S),
|A ∩K| ≥ α |K|
and, ∀s ∈ H,
|K 4 sK| < ε |K| .
We can give a characterization of the Følner density in terms of upper
density along Følner nets.
Theorem 4.3.7. If S is a semigroup satisfying the SFC and A ⊆ S, then
dFø (A) = sup
{
dF (A) | F Følner net in S
}
and the sup is actually a maximum. Moreover, if S is countable, the sup can
be taken over all Følner sequences, and is still a maximum.
Proof. Suppose γ = dFø (A). Consider D = ℘fin (S)× N, directed by setting
(H,m) ≤ (K,n) iﬀ H ⊆ K and m ≤ n. Consider, for all (H,m) = d ∈ D,
Kd ∈ ℘fin (S) such that, ∀s ∈ H,
|Kd4 sKd| < 1
n
|Kd|
and
|A ∩Kd| >
(
γ − 1
n
)
|Kd| .
Then, K = (Kd)d∈D is a Følner net for S such that dK (A) ≥ γ. For the
converse, suppose there is a Følner net F = (Fn)n∈D such that dF (A) > α > γ
and consider ε > 0 and F ∈ ℘fin (S) such that, for all K ∈ ℘fin (S), if
|A ∩K| ≥ α |K| then ∃s ∈ F such that |K 4 sK| ≥ ε |K|. Since F is a Følner
net, there is b ∈ D such that, for all a ≥ b and s ∈ F ,
|Fa4 sFa|
|Fa| < ε |Fa| .
Moreover, since dF (A) > α, there is a ≥ b such that
|Fa ∩ A| ≥ α |Fa| .
This contradicts what we have previously established. So γ ≥ dF (A) for all
Følner net F in A. For the second statement, since a Følner sequence is, in
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particular, a Følner net, it suﬃces to show that γ ≤ dF (A) for some Følner
sequence F . Consider an enumeration {sn}n∈N of S and set, for all n ∈ N\ {0},
Fn ∈ ℘fin (S) such that
|Fn ∩ A| ≥
(
γ − 1
n
)
|Fn|
and, for all 1 ≤ t ≤ n,
|Fn4 stFn| ≤ 1
n
|Fn| .
It is easy to see that F = (Fn)n∈N is actually a Følner sequence, and
dF (A) ≥ γ.
From this fact we can deduce easily that, in a left cancellative semigroup,
Følner density is left-invariant. In fact, if A ⊆ S and s ∈ S, pick Følner nets
F ,G and H such that dFø (A) = dF (A), dFø (sA) = dG (A) and dFø (s−1A) =
dH (s−1A). Then, by the left invariance of the upper density associated with
a Følner net and by the previous theorem,
dFø (A) = dF (A) = dF (sA) ≤ dFø (sA) = dG (sA) =
= dG
(
s−1A
) ≤ dFø (s−1A) = dH (s−1A) = dH (A) ≤ dFø (A)
Using this characterization of Følner density, we can easily extend the prop-
erties previously established for a Banach density deﬁned by a Følner sequence,
to the Følner density.
Theorem 4.3.8. Let G be an amenable group and dFø be its Følner density.
For all A ⊆ N, if dFø (A) > 0 then
{g ∈ G | dFø (gA ∩ A) > 0}
is ∆∗. In particular, AA−1 is syndetic.
Proof. Consider a Følner net F such that dFø (A) = dF (A) > 0. We have, by
the previous theorem
∆∗ 3 {g ∈ G ∣∣ dF (gA ∩ A) > 0} ⊆ {g ∈ G | dFø (gA ∩ A) > 0} .
The second statement follows, like before, from the ﬁrst one.
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Chapter 5
Topological dynamics and
ultraﬁlters
Topological dynamics and ultraﬁlters are highly intercorrelated. In fact, it is
possible to give natural and useful characterization of dynamical notions via
ultraﬁlers. Conversely, the space of ultraﬁlters over a semigroup can be seen
itself as a dynamical system, so it can be pursued a study of ultraﬁlters with
dynamical means. A brief introduction to this topic can be found in [BH1]. A
systematic presentation is given also in the last chapters of [BH1].
5.1 Dynamical systems and enveloping semigroup
Deﬁnition 5.1.1. A (topological) S-dynamical system is a triple (X,S, ϕ)
where X is a non-empty compact Hausdorﬀ space, S is a semigroup and ϕ :
S → C (X,X) is a homomorphism of semigroups such that, if S contains an
identity 1, ϕ (1) = idX .
We say that the semigroup S acts on X and denote the action ϕ by 〈Ts〉s∈S.
We will often omit to mention the action 〈Ts〉s∈S and call brieﬂyX a dynamical
system. A subset Y of a dynamical system X is said invariant if, ∀s ∈ S,
Ts [Y ] ⊆ Y . It is worth noting that a nonempty closed invariant (proper)
subspace Y of a dynamical system is itself a dynamical system with respect
to the restrictions
〈
Ts|Y
〉
s∈S, and is therefore called a (proper) subsystem
of X. A dynamical system without proper subsystems is called a minimal
dynamical system. We observe that the closure of an invariant subset is still
invariant and hence a subsystem. So, if Y is a minimal subsystem of X, then
for all y ∈ Y ,
Y = cl {Ts (y) | s ∈ S }
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(and vice versa). A standard application of the Zorn lemma gives that every
dynamical system has a minimal subsystem.
If
(
X, 〈Ts〉s∈S
)
,
(
Y, 〈Rs〉s∈S
)
are two S-dynamical systems, a continuous
function η from X to Y such that ∀s ∈ S, η ◦ Ts = Rs ◦ η is called a homo-
morphism of S-dynamical systems, a (topological) semiconjugation if it is
surjective and a (topological) conjugation of it is a homeomorphism. It is
worth noting that S-dynamical systems are the objects of a category whose
morphisms are the homomorphisms of S-dynamical systems.
If there is a topological semiconjugation from
(
X, 〈Ts〉s∈S
)
onto
(
Y, 〈Rs〉s∈S
)
we say that the former is an extension of the latter and the latter is a factor
of the former.
If x ∈ X we denote the closure of the orbit {Ts (x) | s ∈ S } of x by Ox or
OSx (when we want to specify the semigroup that acts on X). Note that this
is the smaller subsystem of X containing x (but possibly it is not a minimal
subsystem).
Proposition 5.1.2. If X is a topological space, then
(
XX , ◦) is a right topo-
logical semigroup with respect to the product topology, whose topological center
is C (X,X).
Proof. Let f ∈ XX and 〈gi〉i∈I be a net in XX which converges to g. Then we
have that, ∀x ∈ X, 〈gi (f (x))〉 is a net in X which converges to g (f (x)) and
hence 〈gi ◦ f〉 is a net in XX which converges to g ◦f . Now, if f is continuous,
we have that, ∀x ∈ X, 〈f (gi (x))〉i∈I converges to f (g (x)) and hence 〈f ◦ gi〉
converges to f ◦ g. For the converse, suppose that λf is continuous and let
〈xi〉 be a net in X converging to x. Then we have that 〈gi〉 is a net in XX
converging to g, where gi ≡ xi and g ≡ x. Hence 〈f ◦ gi〉 converges to f ◦ g,
but f ◦ gi ≡ f (xi) and f ◦ g ≡ f (x) so that f is continuous in x. This is true
for all x ∈ X and hence f is continuous.
Corollary 5.1.3. If X is a T1 topological space, then the following statements
are equivalent
1. X is discrete
2. XX = C (X,X)
3. XX is a semitopological semigroup
4. XX is a topological semigroup
Proof.
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1⇒ 2⇔ 3⇐ 4 Obvious, in view of the previous proposition.
2⇒ 1 If A ⊆ X is not open, x, y ∈ X are distinct points, then the function
constantly equal to x on A and to y on X\A is not continuous.
1⇒ 4 Let
{Ax,y | x, y ∈ X }
be the open subbasis of XX , where
Ax,y = {f ∈ X | f (x) = y}
We have that, for all x, y ∈ X,{
(g1, g2) ∈ XX ×XX |g1 ◦ g2 ∈ Ax,y
}
=
{
(g1, g2) ∈ XX ×XX |g1 (g2 (x)) = y
}
=
⋃
z∈X
{
(g1, g2) ∈ XX ×XX | g1 (z) = y, g2 (x) = z
}
=
⋃
z∈X
(Ax,z ∩ Az,y)
is open.
Observe that, in general, the closure of a subsemigroup of a right topological
semigroup is not a subsemigroup, while this is the case for subsemigroups
contained in the topological center. By the last proposition, we deduce the
following
Corollary 5.1.4. If X is a topological space and S ⊆ XX is a subsemigroup
such that, ∀f ∈ S, f is continuous, then clXX (S) is a subsemigroup of XX .
Deﬁnition 5.1.5. If X is a topological space, and S ⊆ XX is a subsemigroup
whose elements are continuous, then clXX (S) is called enveloping semi-
group of S. If S = {T n | n ∈ N} with T ∈ C (X,X), then clXX (S) is called
enveloping semigroup of T .
We observe that, if X is a S-dynamical system and ϕ is the action of S on
X, the extension ϕ˜ of ϕ to βS is a continuous homomorphism of βS onto the
enveloping semigroup clXX (ϕ [S]). In fact, ϕ is a continuous homomorphism
by the universal property of βS we saw in 1.8. Therefore ϕ˜ [βS] = ϕ˜ [cl (S)] ⊆
cl (ϕ˜ [S]) = cl (ϕ [S]). The equality must hold, by compactness of βS.
108 Topological dynamics and ultraﬁlters
If the action ϕ of S on X is 〈Ts〉s∈S, we will denote ϕ˜ (p) by Tp for all
p ∈ βS. Note that, if x ∈ X and L is a closed left ideal of βS,
ϕ˜ [L] = {Tpx | x ∈ L}
is a closed subset of X, since L is closed, moreover it is invariant, since L is
a left ideal. Since every subsystem of X containing X must contain Tpx for
every p in βN, ϕ˜ [L] is the minimal subsystem of X containing x, namely Ox.
A homomorphism ϕ from a system
(
X, 〈Ts〉s∈S
)
to
(
Y, 〈Rs〉s∈S
)
commutes
also with the actions of βS, because, from
Rs (ϕ (x)) = ϕ (Tsx)
for all x ∈ X we obtain that, for app p ∈ βS,
Rp (ϕ (x)) = p− lim
s∈S
Rs (ϕ (x))
= p− lim
s∈S
ϕ (Tsx)
= ϕ
(
p− lim
s∈S
Tsx
)
= ϕ (Tpx) .
Remark 5.1.6. Usually, cl (ϕ [S]) is not contained in C (X,X), hence(
X, 〈Tp〉p∈βS
)
is not a topological dynamical system.
In particular, βS is itself an S-dynamical system, with respect to the action
〈Ts〉s∈S = 〈λs〉s∈S. By the continuity of the right multiplication in βS, we
deduce that, with respect to this action, Tp = λp for all p ∈ βS.
In the following, we will suppose that
(
X,B, µ, 〈Ts〉s∈S
)
is a given dynamical
system.
5.2 Proximality and distality
If x, y are points of the dynamical system X, they are called recurrent if there
is a net 〈ni〉i∈I in S such that
lim
i∈I
T nix = lim
i∈I
T niy.
Obviously, every point is proximal to itself. A point which is proximal only to
itself is called distal. A system is called distal if all of its points are distal.
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Proposition 5.2.1. If x, y ∈ X, then the following statements are equivalent
1. x, y are proximal
2. there is p ∈ βS such that Tpx = Tpy
3. there is a minimal idempotent e ∈ βS such that Tex = Tey
4. there is a minimal left ideal L of βS such that, ∀p ∈ L, Tpx = Tpy
5. there is a closed left ideal L of βS such that, ∀p ∈ L, Tpx = Tpy.
Proof.
1⇒ 2 Let x, y be proximal. Then there is a net 〈si〉i∈I in S such that the nets
〈Tsix〉i∈I and 〈Tsiy〉i∈I converge in X to the same limit. Now, by passing
to a subnet, we can suppose that the net 〈si〉i∈I has limit p in βS. We
have that
Tpx = lim
i∈I
Tsix
= lim
i∈I
Tsiy
= Tpy.
2⇒ 1 If p ∈ βS is such that Tp (x) = Tp (y) and 〈si〉i∈I is a net in S converging
to p, we have that
ϕ˜ (p) = lim
i∈I
ϕ (si)
and hence, as before,
lim
i∈I
Tsix = Tpx
= Tpy
= lim
i∈I
Tsiy.
2⇒ 5 Set L = {p ∈ βS | Tp (x) = Tp (y)}. By assumption L is nonempty, and
L is also a closed left ideal of βS.
5⇒ 4 Every closed left ideal contains a minimal left ideal.
4⇒ 3 Every minimal left ideal contains a minimal idempotent.
3⇒ 2 Obvious.
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Corollary 5.2.2. If x is distal, then for every idempotent ultraﬁlter p over S,
Tpx = x
Proof. If y = Tpx, then x, y are proximal, since
Tpy = TpTpx = Tppx = Tpx
By distality of x, x = y = Tpx.
5.3 Recurrence
Deﬁnition 5.3.1. If F is a family of subsets of S and x ∈ X, we say that x
is F-recurrent if, for every neighborhood U of x,
{s ∈ S | Tsx ∈ U } ∈ F .
F -recurrent points have particular names when F is one of the families we
have previously deﬁnes, namely F - recurrent points are called:
• recurrent when F = ℘ (S) \ {∅, {1}}, where 1 is the identity of S, if S
has one
• d−essentially recurrent, where F is the family of sets of positive den-
sity with respect to a density d on X
• quasi-uniformly recurrent if F is the family PS of piecewise syndetic
sets
• uniformly recurrent if F is the family S of syndetic sets
• IP ∗-recurrent if F is the family of IP ∗-sets, i.e. the dual of the family
of IP -sets
• C∗-recurrent if F is the family of C∗-sets, i.e. the dual of the family of
C-sets
Finally, a point is called periodic if Tsx = x for some s ∈ S other than an
identity.
In the following, if F is a family, we denote by ∆F the set
βS ∩ ℘ (F)
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of ultraﬁlters contained in F . Because
βS\∆F =
⋃{
Â | A ∈ ℘ (S) \F
}
,
∆F is a closed subset of βS. Note that, in particular, if F is the family of
positive density subsets of S with respect to a density d, then ∆F coincides
with the set ∆d of ultraﬁlters whose elements have positive density according
to d, as deﬁned before. Finally, if F is the family of piecewise syndetic sets,
then
∆F = cl (K (βS)) .
Proposition 5.3.2. If F is a partition regular family of parts of S and x is a
point of X, then the following statements are equivalent
1. x is an F-recurrent point
2. Tpx = x for some p ∈ ∆F
Proof.
1⇒ 2 The set
A = {{s ∈ S | Tsx ∈ U } | U is a neighborhood of x}
is closed with respect to ﬁnite intersections and contained in F . Since F
is partition regular, there is an ultraﬁlter p contained in F and containing
A. By the deﬁnition of convergence along an ultraﬁlter, Tpx = x.
2⇒ 1 Obvious.
The previous proposition applies to recurrent, d-essentially recurrent, quasi-
uniformly recurrent and C∗-recurrent points, but not to uniformly recurrent
points, since S is not partition regular.
Corollary 5.3.3. If F is a partition regular family of parts of S such that ∆F
is a right ideal of βS and p ∈ βS, then p is an F-recurrent point in βS if and
only if p ∈ ∆F
Proof. If p ∈ E (∆F), then p = pp is F -recurrent by the previous proposition.
Conversely, if p is essentially recurrent, then p = qp for some q ∈ ∆F and hence,
since by hypothesis ∆F is a right ideal of βS, p ∈ ∆F .
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In particular, if d is the Følner density in a semigroup satisfying the strong
Følner condition, an idempotent p of βS is d-essential if and only if p is a
d-essentially recurrent point.
Proposition 5.3.4. If F is a partition regular family of parts of S such that
∆F is a subsemigroup of βS and x is a point of X, then the following state-
ments are equivalent
1. x is F-recurrent
2. Tpx = x for some p ∈ ∆F
3. Tex = x for some e ∈ E (∆F)
Proof.
1⇔ 2 It follows by the previous proposition.
2⇔ 3 It follows from the fact that, since ∆F is a closed subsemigroup of βS,
such is also
L = {p ∈ ∆F | Tpx = x} .
Thus, L contains an idempotent element.
The previous proposition applies to recurrent points if S ha no identity,
d-essentially recurrent with respect to the Følner density in a semigroup satis-
fying the strong Følner condition, quasi-uniformly recurrent and C∗-recurrent
points.
Recurrent points which are non-periodic and uniformly recurrent points
need an individual treatment.
Proposition 5.3.5. If x is a non-periodic point of X and βS\S is a nonempty
subsemigroup of βS, then the following statements are equivalent
1. x is recurrent
2. Tpx = x for some p ∈ βS\S
3. Tey = x for some idempotent e ∈ βS\S.
Proof.
1⇒ 2 Since p is recurrent, there is p ∈ βS such that x = Tpx. Since x is
non-periodic, p /∈ S.
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2⇒ 3 Since βS\S is a subsemigroup of βS, we have that
L = {p ∈ βS\S | Tpx = x}
is a closed nonempty subsemigroup of βS, hence it contains an idempo-
tent element.
3⇒ 1 Obvious.
Proposition 5.3.6. If x is a point of X, then the following statements are
equivalent
1. x is a uniformly recurrent point
2. for all minimal left ideals L of βS, there is p ∈ L such that Tpx = x
3. for all minimal left ideals L of βS, there is an idempotent e ∈ L such
that Tex = x
4. there is a minimal idempotent e of βS such that Tex = x
5. there is y ∈ X and a minimal idempotent e of βS such that Tey = x
6. there is q ∈ K (βS) such that Tqx = x.
Proof.
1⇒ 2 Let L be a minimal left ideal of βS, N the set of neighborhoods of x
and, for all U ∈ N , let BU = {s ∈ S | Tsx ∈ U }. We have that, ∀U ∈ N ,
BU is syndetic, hence there is FU ∈ ℘fin (S) such that S =
⋃
t∈FU t
−1BU .
Pick v ∈ L and, for all U ∈ N , tU ∈ FU such that t−1U BU ∈ v, hence
tUv ∈ B̂U . Let now p be a limit point of the net 〈tUv〉U∈N and observe
that p ∈ L because L is closed. Also, for all V ∈ N , BV ∈ p. Otherwise,
S\BV ∈ p and p ∈ Ŝ\BV , so we can choose U ⊆ V such that tUv ∈ Ŝ\BV
and hence S\BV ∈ tUv, but also tUv 3 BU ⊆ BV , and this cannot take
place. So, we conclude
Tpx = p− lim
s∈S
Tsx = x.
2⇒ 3 Let L be a minimal left ideal of βS. Consider
W = {p ∈ L | Tpx = x}
and observe that W is a closed nonempty subsemigroup of βS contained
in K (βS), hence it contains an idempotent element.
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3⇒ 4 It follows from the fact that βS has minimal left ideals, and an idem-
potent element contained in a minimal left ideal is minimal.
4⇒ 5 Obvious.
5⇒ 4 We have that
x = Tey = Teey = TeTey = Tex.
Then, let L = βSe and observe that L is a minimal left ideal of βS.
4⇒ 6 Obvious.
6⇒ 1 Let U be a neighborhood of x, V a neighborhood of x such that
clX (V ) ⊆ U and A = {s ∈ S | Ts (x) ∈ V }. We have that x = Tq (x) =
q − lims∈S Ts (x) and hence A ∈ q so, since q ∈ K (βS),
B =
{
s ∈ S ∣∣ s−1A ∈ q} = {s ∈ S ∣∣∣ sq ∈ Â}
is syndetic. Now, if s ∈ B, then Tsx ∈ U because
Tsx = TsTqx = Tsqx =
= sq − lim
r∈A
Tr (x) ∈ clX {Trx |r ∈ A} ⊆ clX (V ) ⊆ U
and hence B ⊆ {s ∈ S | Tsx ∈ U } which turns out to be syndetic.
From the characterization of uniformly recurrent points we immediately
deduce the following
Proposition 5.3.7. If x ∈ X, there is a uniformly recurrent y ∈ Ox such that
x and y are proximal.
Proof. Let e ∈ E (βS) and y = Tex. We have that y ∈ Ox, and is uniformly
recurrent by the characterization of uniformly recurrent point. Moreover, x, y
are proximal because
Te (y) = Te (Te (x)) = Tee (x) = Te (x) .
Proposition 5.3.8. If x, y ∈ X, then the following statements are equivalent
1. x, y are proximal and y is uniformly recurrent
2. there is a minimal idempotent e of βS such that Tex = y.
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Proof.
1⇒ 2 Let L be a minimal left ideal of βS such that, ∀p ∈ L, Tpx = Tpy and
let e ∈ E (L) be such that Tey = y, then we have
y = Tey = Tex.
2⇒ 1 We have that
Tey = TeTex = Teex = Tex
and hence x, y are recurrent, also, since Tey = y, y is uniformly recurrent
by the characterization of uniformly recurrent points.
The notion of C∗-recurrence turns out to be equivalent to the, apparently
stronger, notion of IP ∗-recurrence
Proposition 5.3.9. If
(
X, 〈Ts〉s∈S
)
is a dynamical system and x ∈ X, then
the following statements are equivalent
1. x is C∗-recurrent
2. for every e ∈ E (K (βS)), Tex = x
3. x is IP ∗-recurrent
4. for every e ∈ E (βS), Tex = x
5. x is distal.
Proof.
1⇔ 2 It follows from the fact that C∗ = ⋂E (K (βS)) .
1⇒ 3 Obvious, since C∗ ⊆ IP∗.
3⇔ 4 It follows from the fact that IP∗ = ⋂E (βS) .
4⇒ 5 If x, y are proximal, since x is uniformly recurrent, there is a minimal
idempotent p ∈ βS such that x = Tpx = y. This shows that x is distal.
5⇒ 2 Consider e ∈ E (K (βS)) and observe that y = Tex is proximal to y,
hence y = x and Tex = x.
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5.4 Uniformly recurrent points and minimal sub-
systems
Note that a system
(
X, 〈Ts〉s∈S
)
is minimal if and only if, ∀x ∈ X, Ox = X.
Proposition 5.4.1. Every point of a minimal system X is uniformly recur-
rent.
Proof. Let x ∈ X, and L a minimal (hence, closed) left ideal of βS. Then
X = Ox = {Tpx | p ∈ L}
and, in particular, there is p ∈ L such that Tpx = x. So, x is uniformly
recurrent.
Corollary 5.4.2. Every dynamical system has uniformly recurrent points.
Proposition 5.4.3. A point x ∈ X is a uniformly recurrent point if and only
if Ox is a minimal subsystem.
Proof. The suﬃciency follows directly from the previous proposition. For the
necessity, if p ∈ K (βS) is such that x = Tpx, for all y ∈ Ox, there is q ∈ βS
such that y = Tqx. Now, since p ∈ K (βS), ∃r ∈ βS such that p = rqp, so
x = Tpx = Tr (TqTpx) = Tr (Tqx) = Try
and x ∈ Oy, so Ox = Oy.
Corollary 5.4.4. Every point of a dynamical system
(
X, 〈Ts〉s∈S
)
is uniformly
recurrent if and only if X is the disjoint union of minimal subsystems.
Corollary 5.4.5. If pi : X → Y is a topological semiconjugation and y ∈ Y is
uniformly recurrent, then there is a uniformly recurrent point x ∈ pi−1 [y].
Proof. Since pi−1 [Oy] is a subsystem ofX, it contains a minimal subsystem Z.
Since pi [Z] is a subsystem of Oy, by minimality of Oy it has to be pi [Z] = Oy.
In particular, there is z ∈ Z such that pi (z) = y, and z is uniformly recurrent
since Z is minimal.
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We can deﬁne a relation ≤ on X in this way: we set y ≤ x if and only if
y ∈ Ox. Then, ≤ is a preorder on X such that x ≤ y and y ≤ x if and only if
Ox = Oy. In this case we write x ∼ y. We have that X is minimal if and only
if ∃x ∈ X such that, ∀y ∈ X, y ≤ x if and only if ∀x ∈ X, ∀y ∈ X, y ≤ x if
and only if ∀x, y ∈ X, x ∼ y. In particular, a uniformly recurrent point is a
≤-minimal point. In fact, if x is a recurrent point and y ≤ x, then Oy ⊆ Ox
so, by minimality of Ox, Ox = Oy and x ∼ y. Conversely, if x is ≤-minimal
and y ∈ Ox then y ≤ x so, by minimality of x, x ∼ y, i.e. Ox = Oy and Ox is
minimal. Thus x is uniformly recurrent.
5.5 Joint recurrence
Deﬁnition 5.5.1. If F is a family of parts of X, two points x, y of X are
called jointly F-recurrent if, for every neighborhood U of y,
{s ∈ S | Tsx ∈ U, Tsy ∈ U } ∈ F .
In particular, jointly F -recurrent points are called
• jointly recurrent if F =℘ (S) \ {∅}
• jointly d−essentially recurrent if F = ∆d
• jointly intermittently uniformly recurrent or jointly quasi-uniformly
recurrent if F = PS
• jointly uniformly recurrent if F = S
Proposition 5.5.2. If F is a partition regular family of parts of S and x, y
are points of X, then the following statements are equivalent
1. x, y are F-recurrent
2. Tpx = y for some p ∈ ∆F
Proof.
1⇒ 2 The family
A = {{s ∈ S | Tsx ∈ U, Tsy ∈ U } | U neighborhood of y}
is closed with respect to ﬁnite intersections and contained in the partition
regular family F , hence there is an ultraﬁlter p contained in F and
containing A. By the deﬁnition of ∆F , p ∈ ∆F and, by the deﬁnition of
convergence along an ultraﬁlter,
Tpx = p− lim
s∈S
Tsx = x.
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2⇒ 1 Obvious.
Proposition 5.5.3. If F is a partition regular family of parts of S such that
∆F is a subsemigroup of βS and x, y are points of X, then the following state-
ments are equivalent
1. x, y are F-recurrent
2. Tpx = y for some p ∈ ∆F
3. Tex = x for some e ∈ E (∆F)
Proof.
1⇔ 2 It follows from the previous proposition.
2⇔ 3 Since ∆F is a closed subsemigroup of βS, such is also
L = {p ∈ ∆F | Tpx = Tpy = y} .
Thus, L contains an idempotent element.
The last proposition applies to jointly recurrent points, jointly d-essentially
recurrent points, where d is the Følner density in a semigroup satisfying the
strong Følner condition, and jointly intermittently uniformly recurrent points,
but not to jointly uniformly recurrent points.
Proposition 5.5.4. If x, y ∈ X, y is non periodic, and βS\S is a subsemi-
group of βS, then the following statements are equivalent
1. x, y are jointly recurrent
2. there is p ∈ βS\S such that Tpx = Tpy = y
3. there is e ∈ E (βS\S) such that Tex = y.
Proof.
1⇒ 2 Consider
A = {{s ∈ S | Tsx ∈ U, Tsy ∈ U } | U neighborhood of y}
and observe that A is a nonempty family of nonempty parts of S with
the f.i.p., hence it is contained in an ultraﬁlter p on S. Since y is not
periodic, p /∈ S.
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2⇒ 3 We have that
{p ∈ βS\S | Tpx = Tpy = y}
is a closed subsemigroup of βS, hence it contains an idempotent.
3⇒ 1 Obvious.
Proposition 5.5.5. If x, y ∈ X, then the following statements are equivalent
1. for every minimal left ideal L of βS, there is q ∈ L such that Tqx =
Tqy = y
2. for every minimal left ideal L of βS, there is e ∈ E (L) such that Tex = y
3. x, y are jointly uniformly recurrent.
Proof.
1⇔ 2 Obvious, since every left ideal contains an idempotent element.
2⇒ 3 If U is a neighborhood of y and A = {s ∈ S | Tsx ∈ U, Tsy ∈ U }, then
Â ∩ L 6= ∅ for all minimal left ideal L of βS, and hence A is syndetic.
3⇒ 1 If U is a neighborhood of y, AU = {s ∈ S | T sx ∈ U, T sy ∈ U } is syn-
detic and Â ∩ L 6= ∅. If e ∈ L, there is tU ∈ S such that e ∈ t̂−1U AU .
By passing to a subsequence, we can suppose 〈tUe〉U∈N , where N is the
ﬁlter of neighborhoods of y, converges in βS to q ∈ L. We have, for all
V ∈ N , AV ∈ q. In fact, otherwise, S\AV ∈ q and q ∈ Ŝ\AV , so we can
choose U ⊆ V such that tUe ∈ Ŝ\AV and hence S\AV ∈ tUe. But we
have also tUe 3 AU ⊆ AV , which cannot take place. So
Tqx = Tqy = y.
5.6 Dynamical characterizations of combinato-
rial notions
If F is a family of subsets of S, we deﬁne
E (F) =
⋃
E (∆F) ..
For example,
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• E (℘ (S) \ {∅}) = IP
• E ({A ⊆ S | d (A) > 0}) = D (d), if ∆d is a subsemigroup of βS
• E (PS) = QC
Proposition 5.6.1. If F is a partition regular family of subsets of S such
that ∆F is a right ideal of βS and A ⊆ S, then the following statements are
equivalent
1. A ∈ E (F)
2. there is a dynamical system
(
X, 〈Ts〉s∈S
)
, points x, y ∈ X that are jointly
F-recurrent and a neighborhood V of y such that A = {s ∈ S | T sx ∈ V }
3. there is a dynamical system
(
X, 〈Ts〉s∈S
)
, points x, y ∈ X and a neigh-
borhood U of (y, y) such that y is F-essentially recurrent, (y, y) ∈ O(x,y)
in X ×X with respect to the diagonal action and
A = {s ∈ S | (Ts × Ts) (x, y) ∈ U } .
Proof.
1⇒ 2 Consider p ∈ E (∆F) such that A ∈ p, the monoid Q obtained from
S by adding an identity e, X = 2Q, ∀s ∈ S, ∀f ∈ Ω, Ts (f) = f ◦ ρs,
x = χA, and y = Tpx. Note that
{f ∈ X | f (e) = y (e)}
is an open neighborhood of y, moreover x, y are jointly F -recurrent
points, since
Tpx = TpTpy = Tppy = Tpy = y.
Note that y (e) = 1 because y = Tpx and hence
p 3 {s ∈ S | Tsx ∈ U }
= {s ∈ S | (χA ◦ ρs) (e) = y (e)}
= {s ∈ S | χA (s) = y (e)} =
{
A if y (e) = 1
S\A if y (e) = 0
so
A = {s ∈ S | Tsx ∈ U } .
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2⇒ 3 Consider p ∈ βS such that Tpx = Tpy = y and note that
(Tp × Tp) (x, y) = (y, y) ,
hence (y, y) ∈ O(x,y) in X × X. Moreover, y is an F -recurrent point,
since Tpy = y so we can take U = V ×X.
3⇒ 1 Consider p ∈ βS such that (Tp × Tp) (x, y) = (y, y), hence Tpx = Tpy =
y, and q ∈ ∆F such that Tqy = y. Hence, we have
Tqpx = TqTpx = Tqy = y
and
Tqpy = TqTpy = Tqy = y.
Moreover, since ∆F is a right ideal of βS, qp ∈ ∆F . Now, consider
L = {r ∈ ∆F | Trx = Try = y}
and observe that L is a nonempty subsemigroup of βS, hence it contains
an idempotent r. If V,W are neighborhoods of x, y such that V ×W ⊆ U ,
then
A ⊇ {s ∈ S | (Ts × Ts) (x, y) ∈ (V ×W )} =
= {s ∈ S | Tsx ∈ V } ∩ {s ∈ S | Tsy ∈ W } ∈ r
and A ∈ r ⊆ E (F).
The previous proposition in particular applies
• when F = ℘ (S) \ {∅}, giving a characterization of IP -sets
• when F is the set of positive density sets with respect to the Følner
density in a semigroup satisfying the strong Følner condition, giving a
characterization of D-sets
• when F = PS, giving a characterization of quasicentral sets
The case of central sets must be consider separately.
Proposition 5.6.2. Let C be a subset of S. The following statements are
equivalent
1. C is central (recall that C is central if and only if it belongs to a minimal
idempotent)
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2. there is a dynamical system X with points x, y and a neighborhood U
of y such that x, y are proximal, y is uniformly recurrent and
{s ∈ S | Tsx ∈ U, Tsy ∈ U } = C
3. there is a dynamical system
(
X, 〈Ts〉s∈S
)
and x, y ∈ X such that y is
uniformly recurrent, (y, y) ∈ O(x,y) in
(
X ×X, 〈Ts × Ts〉s∈S
)
and there
is a neighborhood V of (y, y) such that
C = {s ∈ S | (T sx, T sy) ∈ U } .
Proof.
1⇒ 2 Let p be a minimal idempotent element of βS such that C ∈ p, Q the
monoid obtained from S by adding an identity, Ω = 2Q and, ∀s ∈ S,
f ∈ Ω, Ts (f) = f ◦ ρs, x = χC ∈ Ω, y = Tpx and
U = {f ∈ Ω | f (e) = y (e)} .
We have that U is a neighborhood of y in Ω. Moreover x, y are proximal
and y is uniformly recurrent since Tpx = y with p ∈ E (K (βS)). Note
that y (e) = 1, because y = Tpx, and hence
p 3 {s ∈ S | Ts (x) ∈ U } =
= {s ∈ S | (χC ◦ ρs) (e) = y (e)} =
= {s ∈ S | χC (s) = y (e)} =
{
C if y (e) = 1
S\C if y (e) = 0
so
C = {s ∈ S | Ts (x) ∈ U } .
2⇒ 3 Consider y = Tex and V = U ×X. Then
(Te × Te) (x, y) = (Tex, Tey) = (Tex, y) = (x, y)
and (x, y) ∈ O(x,y), y is uniformly recurrent and
C = {s ∈ S | T sx ∈ U } = {s ∈ S | (T s × T s) (x, y) ∈ U ×X } .
3⇒ 1 If p ∈ βS is such that (Tp × Tp) (x, y) = (Tpx, Tpy) = (y, y) , then
Tpx = Tpy = y and x, y are proximal, moreover y is uniformly recurrent,
hence there is a minimal idempotent e ∈ βS such that Tex = y and
(Te × Te) (x, y) = (Tex, Tey) = (y, y) ,
so
C = {s ∈ S | (Ts × Ts) (x, y) ∈ U } ∈ e
is central.
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5.7 Isometric systems and Kronecker systems
In this section, we consider topological dynamical systems.
(
X, 〈Tg〉g∈G
)
where X is a metrizable topological space and G is a group.
We say that
(
X, 〈Tg〉g∈G
)
is isometric if the family {Tg | g ∈ G} is a
uniformly equicontinuous family with respect to a metric d compatible with
the topology on X.
Lemma 5.7.1. If
(
X, 〈Tg〉g∈G
)
is a dynamical system., then the following
statements are equivalent
1.
(
X, 〈Tg〉g∈G
)
is isometric
2. there is a metric d that is compatible with the topology on X and such
that, for all g ∈ G, Tg is a d-isometry.
Proof.
2⇒ 1 Obvious.
2⇒ 1 If d is a metric as in 2), which we can suppose to be bounded, we set
d˜ (x, y) = sup
g∈G
d (Tgx, Tgy)
Note that d˜ is a metric on X equivalent to d because, if ε > 0, there
is δ > 0 such that, if d (x, y) < δ, then, ∀g ∈ G, d (Tgx, Tgy) < ε.
Obviously, ∀g ∈ G, Tg is a d-isometry.
Corollary 5.7.2. Any isometric system is a distal system, hence a disjoint
union of minimal subsystems.
Proposition 5.7.3. If
(
X, 〈Tg〉g∈G
)
is an isometric system, then there is a
compatible metric d on X such that Tp is a surjective d-isometry for each p ∈
βG. Moreover, the enveloping semigroup K = {Tp | p ∈ βG} is a compact with
respect to the compact-open topology, abelian subgroup of the group Aut (X, d)
of the surjective d-isometries.
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Proof. For all p ∈ βG, x, y ∈ X and g ∈ G, since Tg is a d-isometry,
|d (Tpx, Tpy)− d (x, y)| ≤ |d (Tpx, Tgx)|+ |d (Tgy, Tpy)|
but, ∀ε > 0, there is g ∈ G such that |d (Tpx, Tgx)| + |d (Tgy, Tpy)| < ε, so
d (Tpx, Tpy) = d (x, y) and Tp is a d-isometry. It follows that K ⊆ C (X,X);
also K is uniformly closed in C (X,X) (since it is closed with respect to the
product topology, which is coarser than the compact-open topology), pointwise
relatively compact and uniformly equicontinuous. So, by the Ascoli-Arzelà
theorem, it is uniformly compact in C (X,X). Now, if p ∈ βG and 〈gi〉i∈I is a
net in G such that {Tgi}i∈I converges pointwise to Tp, then, by compactness,
we have a subnet
{
Tgj
}
j∈J converging uniformly to Tp. Let, for all ε > 0,
jε ∈ J such that, ∀j ≥ jε, d
(
Tp, Tgj
)
< ε. Now, ﬁx y0 ∈ X and, ∀j ∈ J ,
xj ∈ X such that Tgj (xj) = y0. We have
d (Tpxj, y0) = d
(
Tpxj, Tgjxj
)
< ε.
So, for all ε > 0, Bd (y0, ε) ∩ Tp [X] 6= ∅, i.e. y0 is an accumulation point for
Tp [X]. But, since Tp is continuous, Tp [X] is closed and y0 ∈ Tp [X]. So Tp is
onto. It remains only to show that K is a compact abelian group. Note that
Aut (X, d) = {T : X → X | T is a surjective d-isometry}
is a topological semigroup (with respect to the compact-open topology), be-
cause for all T1, T2, S1, S2 ∈ Aut (X, d), for all x ∈ X,
d (S1T1x, S2T2x) ≤ d (S1T1x, S1T2x) + d (S1T2x, S2T2x)
≤ d (T1x, T2x) + d (S1, S2)
≤ d (T1, T2) + d (S1, S2) .
From what we have seen before, it follows thatK is a subsemigroup ofAut (X, d).
Also, for all p, q ∈ βG,
TpTq = p− lim
g∈G
q − lim
h∈G
TgTh
= p− lim
g∈G
q − lim
h∈G
ThTg
= TqTp
hence K is abelian. Now, if p ∈ βG and 〈gi〉i∈I is a sequence in G such that
〈Tgi〉i∈I converges uniformly to Tp we have, for i ∈ I,
d
(
T−1p , T
−1
gi
)
= d
(
1, T pT−1gi
)
= d
(
Tgi , TgiTpT
−1
gi
)
= d (Tgi , Tp)
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hence
〈
T−1gi
〉
i∈I converges uniformly to T
−1
p and T
−1
p ∈ K. Moreover, for
T, S ∈ K we have
d
(
T−1, S−1
)
= d
(
S, STS−1
)
= d (S, T ) ,
hence the function T → T−1 is continuous and K is an abelian topological
group.
We deﬁne a dynamical system
(
K, 〈Tg〉g∈G
)
a Kronecker system if there
is a metrizable abelian group G and a homomorphism η : G → K such that
Ts = λη(s) for each s ∈ G.
Theorem 5.7.4. An isometric minimal system
(
X, 〈Ts〉s∈G
)
, where G is an
abelian group, is a Kronecker system.
Proof. Consider the enveloping semigroup K of the system which, by the
previous proposition, is a compact abelian group of surjective d-isometries
with respect to some compatible metric d on X. Fix x ∈ X and consider
Γ = {f ∈ K | f (x) = x}. Then, Γ is a normal closed subgroup of K (it is the
kernel of the valuation in x). Also, {f (x) | f ∈ K } is a closed invariant subset
of X, hence by minimality, is all X. We obtain that the valuation δx in x
induces a continuous bijection ϕ : K /Γ → X deﬁned by
fΓ 7→ f (x)
which is a homeomorphism because K /Γ and X are both compact Hausdorﬀ
spaces. Now, K /Γ is a G-Kronecker system with respect to the map
g → TgΓ.
Also, we have that, for each f ∈ K and g ∈ G,
Tgϕ (fΓ) = Tg (fx) = (Tgf) (x) = ϕ (TgfΓ) = ϕ ((TgΓ) (fΓ)) .
Hence ϕ is a conjugation of dynamical systems.
126 Topological dynamics and ultraﬁlters
Chapter 6
Equivalent statements of the
Szemerédi theorem
6.1 The ﬁnitary statement
If A is a ﬁnite subset of an abelian group G, we call (A,G) an additive set.
An arithmetic progression of length k (or k-arithmetic progression) in G is a
set
P = x+ [0, n)d
where x, d ∈ G and n ∈ N. The progression is called proper if the function
[0, n)→ G
k 7→ x+ kd
is one to one. The Erdös-Turán constant rk (A) of an additive set A is
the largest cardinality of a subset of A not containing proper k-arithmetic
progressions.
We can now formulate the statement of
Theorem 6.1.1 (Szemerédi). Every subset of A of N of positive Banach den-
sity contains arbitrarily long arithmetic progressions or, as we shall say, is an
AP -set.
This statement is equivalent to the one obtained by substituting Banach
density with upper density. As well as many other density Ramsey-type theo-
rems, the Szemerédi theorem has also equivalent ﬁnitary versions, as the next
proposition shows.
Proposition 6.1.2. The following statements are equivalent
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1. every subset A of N of positive Banach density contains arbitrarily long
arithmetic progressions
2. every subset A of N of positive upper density contains arbitrarily long
arithmetic progression
3. ∀k ∈ N\ {0},
rk ([0, N)) = oN→+∞;k (N)
or, equivalently ∀k ∈ N\ {0}, ∀ε > 0 there is N (ε, k) ≥ 1 such that,
for all m ≥ N (ε, k) and A ⊆ [0,m), if |A| > εm then A contains a
k-arithmetic progression
4. ∀k ∈ N\ {0},
rk (ZN) = oN→+∞,k (N)
or, equivalently, ∀ε > 0, k ∈ N there is N (ε, k) ≥ 1 such that, for
all m ≥ N (ε, k) and A ⊆ Zm, if |A| > εm then A contains a proper
k-arithmetic progression.
Proof.
1⇒ 2 Obvious, since BD ≥ d.
2⇒ 3 Suppose that, for some k ∈ N\ {0} and ε > 0 there is a strictly increas-
ing sequence {nt} and subsets {At} such that At ⊆ [0, nt) and
|At|
nt
> εnt
Consider the sequence χAt in the compact metrizable space 2
N with re-
spect to the product topology. By compactness, possibly passing to a
subsequence, we can suppose that the sequence (χAt) converges to χA for
some A ⊆ N. Now, for every n ∈ N, A must coincide with At on [0, n)
when t is large enough, hence d (A) ≥ ε. By the hypothesis, A must
contain a k-arithmetic progression P . Reasoning as before, we deduce
that P is contained in At when t is large enough, contradicting the choice
of the At.
3⇒ 1 Suppose A ⊆ N, BD (A) > α > 0 and k ∈ N\ {0}. Take m ≥ N (ε, k)
and an interval [a, b) in N such that b− a = m and |A ∩ [a, b)| > αm. If
B = A − a, then B ⊆ [0,m) and |B| > αm and hence, by hypothesis,
it contains a k-arithmetic progression. So, A contains a k-arithmetic
progression.
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3⇔ 4 It follows from the easy observation that
rk
(
[0,
N
k
)
)
≤ rk (ZN) ≤ rk ([0, N)) .
We observe that the Szemerédi theorem has the Van der Waerden theorem
as a corollary. In fact, by the subadditivity of BD and the fact that BD (N) =
1, some element of any given ﬁnite partition of N must have positive Banach
density, and hence, by Szemerédi's theorem, is an AP -set.
6.2 The Furstenberg Correspondence Principle
The classical Furstenberg Correspondence Principle connects recurrence theo-
rems of ergodic theory and Ramsey-type density results of combinatorial num-
ber theory. We give here a proof based on limits along ultraﬁlters (see deﬁnition
in 1.5).
Theorem 6.2.1 (Furstenberg correspondence principle). Let A ⊆ N
with BD (A) > 0. There is a measure-preserving system (X,B, µ, T ) and
A′ ∈ B, where X is a compact metric space, B its Borel σ-algebra and T a
homeomorphism of X into itself, such that
1. µ (A′) = BD (A)
2. for every F ∈ ℘fin (N),
BD
(
A ∩
⋂
n∈F
(A− n)
)
≥ µ
(
A ∩
⋂
n∈F
T−nA
)
.
Proof. Let Ω = 2Z, L the left shift of Ω, ξ = χA ∈ Ω, X = cl {Lnξ | n ∈ Z}
and T = L|X . Then X is a compact metric space and T a homeomorphism
from X to itself. Deﬁne the function
ϕ : ℘ (X)→ ℘ (N)
B 7→ {n ∈ N | T nξ ∈ B }
Observe that ϕ preserves arbitrary unions and intersections and, hence, dis-
jointness; also, for all n ∈ N,
ϕ
(
T−n [B]
)
= (ϕ (B)− n) ∩ N.
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Let {In}n∈N be a sequence of intervals of N such that, ∀n ∈ N, |In| = n and
lim
n→+∞
|A ∩ In|
n
= BD (A) = α.
Pick p a nonprincipal ultraﬁlter over N and set
ν : ℘ (X)→ [0, 1]
B 7→ p− limn∈N |ϕ(B)∩In|n
If B,C ∈ ℘ (X) are disjoint, we have
ν (B ∪ C) = p− lim
n∈N
|ϕ (B ∪ C) ∩ In|
n
= p− lim
n∈N
|ϕ (B) ∩ In|+ |ϕ (C) ∩ In|
n
= p− lim
n∈N
|ϕ (B) ∩ In|
n
+ p− lim
n∈N
|ϕ (C) ∩ In|
n
= ν (B) + ν (C) .
Moreover, if B ∈ ℘ (X), since ϕ (T−1B) = (ϕ (B)− 1) ∩ N,
ν
(
T−1B
)
= p− lim
n∈N
|(ϕ (B)− 1) ∩ In|
n
= p− lim
n∈N
|ϕ (B) ∩ In|
n
= ν (B) .
Now, consider the semialgebra
S = {DF | F ∈ ℘fin (N)}
on X, where
DF = {η ∈ X | η (n) = 1 ∀n ∈ F }
and pii : Ω → 2 are the canonical projections. Let A be the algebra on X
generated by S and B the σ-algebra on X generated by S (or by A). Now,
ν|A is a ﬁnitely additive function which, by compactness, is continuous on
decreasing sequences, hence admits one and only one extension to a measure
µ deﬁned on all B = ℘ (X). Also, since X is countable union of elements of S,
S is a basis for B and hence µ is T -invariant (because such is ν). Now, let
A′ = D{0}
and observe that
ϕ (A′) = A
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and, ∀n ∈ N,
D{n} = T−n [A′]
so
ϕ
(
D{n}
)
= (A− n) ∩ N
and
ϕ (DF ) =
⋂
n∈F
ϕ
(
D{n}
)
=
(⋂
n∈F
(A− n)
)
∩ N.
We deduce that
µ (A′) = ν (A′)
= p− lim
n∈N
|ϕ (A′) ∩ In|
n
= p− lim
n∈N
|A ∩ In|
n
= α
and, for all F ∈ ℘fin (N),
µ
(
A ∩
⋂
n∈F
T−n [A′]
)
= µ
(
DF∪{0}
)
= p− lim
n∈N
∣∣A ∩⋂k∈F (A− k) ∩ In∣∣
n
≤ BD
(
A ∩
⋂
k∈F
(A− k)
)
.
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By the Furstenberg Correspondence Principle, we obtain an equivalent for-
mulation of Szemerédi theorem in terms of recurrence properties of measure-
preserving systems.
Proposition 6.3.1. The following statements are equivalent
1. the Szemerédi theorem holds
2. for all k ∈ N\ {0} and ε > 0 there is R (ε, k) ∈ N such that, if (X,B, µ)
is a probability space, B0, ..., BR(ε,k)−1 ∈ B and µ (Bi) ≥ ε for all i =
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0, 1, 2, ..., R (ε, k)− 1, then there is an arithmetic progression a + [0, k)b
in [0, R (ε, k)) such that
µ
(
k−1⋂
i=0
Ba+ib
)
≥ 1
2
εR (ε, k)−2
3. if (X,B, µ, T ) is a measure-preserving system, which we can assume sep-
arable, k ∈ N\ {0}, B ∈ B and µ (B) > 0 then there is n ∈ N\ {0} such
that
µ
(
B ∩ T−nB ∩ T−2nB ∩ .... ∩ T−knB) > 0.
Proof.
1⇒ 2 If k ∈ N\ {0} and ε > 0, set
R (ε, k) = N
(ε
2
, k
)
where N
(
ε
2
, k
)
is deﬁned as in the ﬁnitary version of the Szemerédi the-
orem. For all x ∈ X, deﬁne
Λ (x) = {i ∈ [0, R (ε, k)) | x ∈ Bi}
and observe that
|Λ (x)| =
(
χB0 + ...+ χBR(ε,k)−1
)
(x) .
So ∫
|Λ (x)| dµ (x) =
R(ε,k)−1∑
i=0
µ (Bi) ≥ R (ε, k) ε
and, consequently,
µ
{
|Λ| ≥ ε
2
R (ε, k)
}
≥ ε
2
because, otherwise, we would have,
R (ε, k) ε ≤
∫
|Λ| dµ
=
∫
{|Λ|≥ ε2R(ε,k)}
|Λ| dµ+
∫
{|Λ|< ε2R(ε,k)}
|Λ| dµ
≤ R (ε, k)µ
{
|Λ| ≥ ε
2
R (ε, k)
}
+
ε
2
R (ε, k)µ
{
|Λ| < ε
2
R (ε, k)
}
< R (ε, k)
ε
2
+
ε
2
R (ε, k) = R (ε, k) ε.
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By deﬁnition of R (ε, k) = N
(
ε
2
, k
)
, for each x in
{|Λ| ≥ ε
2
R (ε, k)
}
, Λ (x)
contains a k-arithmetic progression a (x) + [0, k)b (x). Since there are at
most R (ε, k) choices for a (x) and b (x) for each x, there are values a, b
such that
µ
( ⋂
0≤i<k
Ba+ib
)
= µ {x ∈ X |x ∈ Ba+ib,∀i ∈ [0, k)} ≥ ε
2
R (ε, k)−2 .
2⇒ 3 If B ∈ B, µ (B) ≥ ε > 0 and k ∈ N\ {0}, consider n = R (ε, k) and
Bi = T
−iB for each i ∈ [0, n). By hypothesis, there are a, b ∈ N, b 6= 0,
such that
0 < µ
( ⋂
0≤i<k
Ba+ib
)
= µ
( ⋂
0≤i<k
T−(a+ib)B
)
= µ
(
T−a
⋂
0≤i<k
T−ibB
)
= µ
( ⋂
0≤i<k
T−ibB
)
.
3⇒ 1 If A ⊆ N has positive Banach density, consider a measure-preserving
system (X,B, µ, T ) and A′ ∈ B given by the Furstenberg Correspondence
Principle. If k ∈ N\ {0}, there is n ∈ N\ {0} such that
0 < µ
(
A′ ∩ T−nA′ ∩ T−2nA′ ∩ .... ∩ T−knA′)
≤ BD (A ∩ (A− n) ∩ (A− 2n) ∩ .... ∩ (A− kn))
and, in particular,
A ∩ (A− n) ∩ .... ∩ (A− kn) 6= ∅
and A contains a k-arithmetic progression.
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Chapter 7
Unitary actions and essential
ultraﬁlters
7.1 Almost periodic points for a unitary action
Suppose G is a group, H a Hilbert space and (Ug)g∈G an unitary action of G on
H, i.e. a homomorphism of groups from G to the group of unitary operators
on H. A point x of H is called almost periodic if its orbit under this action
is precompact in the strong topology. The set Hc of almost periodic points is
called the compact subspace of H. A point x of H is said quasiperiodic
if its orbit is contained in a ﬁnite-dimensional subspace. Obviously, if ϕ :
G1 → G2 is a homomorphism and x is almost periodic or quasiperiodic for the
G2-action (Ug)g∈G2 , such is also for the G1-action
(
Uϕ(g)
)
g∈G1 .
In the following, if p ∈ βG and x ∈ H, we deﬁne
Upx = p− lim
g∈G
Ugx
with respect to the weak topology in H. This limit exists by the weak com-
pactness of a closed ball (Banach-Alaoglu theorem). Observe that, if
p− lim
g∈G
Ugx = x,
then the limit holds in the strong topology too.
Theorem 7.1.1. A point x of H is almost periodic if and only if x belongs to
the strong closure of the linear span of the eigenvectors of the action, where by
eigenvectors of the action we mean those y ∈ H such that Ugy = λgy for all
g ∈ G.
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Proof. We prove ﬁrst the suﬃciency. If x is a linear combinations of eigenvec-
tors, then the orbit of x is contained in a ﬁnite dimensional subspace, and the
conclusion is obvious. In the general case, ﬁx ε > 0, consider a linear combina-
tion y of eigenvectors such that ‖x− y‖ < ε
3
and a ﬁnite ε
3
-net1 {Uhy | y ∈ F }
for the orbit of y. If now g ∈ G, there is h ∈ H such that ‖Ugy − Uhy‖ < ε3
and hence
‖Ugx− Uhx‖ ≤ ‖Ugx− Ugy‖+ ‖Ugy − Uhy‖+ ‖Uhy − Uhx‖ < ε
and {Uhx | h ∈ F } is a ﬁnite ε-net for the obit of x. Conversely, suppose
x is almost periodic and, without loss of generality, ‖x‖ ≤ 1. Let X =
cl {Ugx | g ∈ G}. Now,
(
X, (Ug)g∈G
)
is a minimal (since x has dense orbit)
isometric system, hence, there is a Kronecker system
(
K,
(
λη(g)
)
g∈G
)
and a
topological conjugation ϕ : K → X (cf. 5.7). Since K is abelian, the trans-
lations of K are automorphisms of (K,λα). By homogeneity, we can suppose
ϕ (1) = x. Let M (K) ' C (K)∗ be the space of ﬁnite real measures on K.
Observe that, if y ∈ H, the function ϕy : K → C deﬁned by
ϕy (g) = 〈ϕ (g) , y〉
is continuous, because for all ε > 0 there is a neighborhood V of 1 such that,
for all a, b ∈ K, if ab−1 ∈ V then ‖ϕ (a)− ϕ (b)‖ ≤ ε, hence
|〈ϕ (a) , y〉 − 〈ϕ (b) , y〉| = |〈ϕ (a)− ϕ (b) , y〉| ≤ ε ‖y‖ .
Also, the function
ψλ : H → C
y 7→ ∫ 〈ϕ (g) , y〉 dλ (g)
is a continuous linear functional on H. In fact, the linearity is obvious, and∣∣∣∣∫ 〈ϕ (g) , y〉 dλ (g)∣∣∣∣ ≤ ‖λ‖M(G) ‖ϕy‖∞
≤ ‖λ‖M(G) ‖y‖
because ‖ϕ (g)‖ = ‖x‖ = 1 for all g ∈ K. By the Riesz representation the-
orem, there is one and only one element of H, which we denote by
∫
ϕdλ or∫
ϕ (g) dλ (g), such that, for all y ∈ H,〈∫
ϕdλ, y
〉
=
∫
〈ϕ (g) , y〉 dλ (g) .
1By ε-net for a metric space Y , we mean a subset F of Y such that every point of Y has
distance smaller than ε from some element of F .
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Moreover, since for all λ1, λ2 ∈M (K), ψλ1+λ2 = ψλ1 + ψλ2 ,∫
ϕd (λ1 + λ2) =
∫
ϕdλ1 +
∫
ϕdλ2
This deﬁnes a linear function
S : M (G)→ H
λ 7→ ∫ ϕdλ
such that, for all λ ∈M (K),
‖Sλ‖ = sup
‖y‖≤1
|〈Sλ, y〉|
= sup
‖y‖≤1
∣∣∣∣∫ 〈ϕ (g) , y〉 dλ (g)∣∣∣∣
≤ ‖λ‖M(G) .
Hence, S is continuous with respect to the variation norm in M (K) and the
strong topology in H. Moreover, S is continuous with respect to the vague
topology and the weak topology, because if (λi)i∈I is a net converging vaguely
to λ then, for all x ∈ H, the net
(〈Sλi, x〉)i∈I =
(∫
〈ϕ (g) , x〉 dλi
)
i∈I
converges to
∫ 〈ϕ (g) , x〉 dλ = 〈Sλ, x〉 and hence (Sλi)i∈I converges weakly to
λ. Also, if µ ∈M1 (K), identifying L2 (K,B (K) , µ) with{
f · µ ∣∣ f ∈ L2 (K,B (K) , µ)} ⊆M (K)
S|L2(K,B(K),µ) is continuous with respect to the L2-norm and the strong topol-
ogy, because if f ∈ L2 (K,B (K) , µ), for all y ∈ H such that ‖y‖ ≤ 1,
‖〈S (f · µ) , y〉‖ =
∣∣∣∣∫ 〈ϕ (g) , y〉 f (g) dµ (g)∣∣∣∣
≤
(∫
|〈ϕ (g) , y〉|2 dµ (g)
) 1
2
(∫
|f |2 dµ
) 1
2
≤ ‖f‖L2 .
Note that, if g ∈ K and y ∈ H,
〈Sδg, y〉 =
∫
〈ϕ (h) , y〉 dδg = 〈ϕ (g) , y〉
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hence Sδg = ϕ (g) for all g ∈ K. Now, consider the Haar probability measure
ν on K, a countable decreasing base (Un)n∈N of open neighborhoods of 1 and,
for all n ∈ N, λn = 1ν(Un)χUn · ν. Observe that (λn)n∈N converges vaguely to δ1,
hence, the sequence (Sλn)n∈N converges weakly to Sδ1 = ϕ (1) = x. Moreover,
(λn ⊗ λn)n∈N converges vaguely to δ(1,1) and, for all n ∈ N,
〈Sλn, Sλn〉 =
∫
〈ϕ (g) , Sλn〉 dλn (g)
=
∫ (∫
〈ϕ (g) , ϕ (h)〉 dλn (h)
)
dλn (g)
=
∫
〈ϕ (g) , ϕ (h)〉 d (λn ⊗ λn) (g, h)
hence
lim
n
‖Sλn‖2 = 〈ϕ (1) , ϕ (1)〉 = ‖x‖2 .
This shows that (Sλn)n∈N indeed converges strongly to x. By density of linear
combinations of characters of K in L2 (K,B (K) , ν), we obtain that x belongs
to the strong closure of the linear span of{
S (χ · ν)
∣∣∣ χ ∈ K̂} .
Now, note that, if χ ∈ K̂, then χ is an eigenfunction for the left translation
λη(g), for each g ∈ G, and S (χ · ν) is an eigenfunction of Ug because we have,
for all y ∈ H,
〈UgS (χ · ν) , y〉 = 〈S (χ · ν) , Ug−1y〉
=
∫
〈ϕ (x) , Ug−1y〉 d (χ · ν) (x)
=
∫
〈Ugϕ (x) , y〉χ (x) dν (x)
=
∫
〈ϕ (η (g)x) , y〉χ (x) dν (x)
=
∫
〈ϕ (x) , y〉χ (η (g−1)x) dν (x)
= χ
(
η
(
g−1
)) ∫ 〈ϕ (x) , y〉χ (x) dν (x)
= χ
(
η
(
g−1
)) 〈S (χ · λ) , y〉 .
This shows that S (χ · λ) is an eigenfunction of Ug for all g ∈ G. So, x =
ϕ (1) = Sδ1 is the strong limit of ﬁnite linear combinations of eigenvectors of
Ug.
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Corollary 7.1.2. The compact subspace Hc is a closed invariant subspace
of H, and the quasiperiodic points are precisely the linear combinations of
eigenvectors.
Now we characterize almost periodic points in terms of limits along essential
idempotent ultraﬁlters.
Theorem 7.1.3. Suppose we have a density d on G such that ∆d is a sub-
semigroup of βG and, for all A ∈ ∆d, AA−1 is syndetic (for example, this is
the case when G is a, not necessarily countable, amenable group, and d is its
Følner density). The following statements are equivalent
1. x is almost periodic
2. Upx = x for every idempotent ultraﬁlter over G
3. Upx = x fore some d-essential idempotent ultraﬁlter over G
4. {g ∈ G | ‖Ugx− x‖ < ε} is syndetic.for every ε > 0
Proof.
1⇒ 2 The system
(
X, 〈Ug〉g∈G
)
, where X = cl {Ugy | y ∈ G}, is isometric,
hence distal.
2⇒ 3 It follows from the fact that E (∆p) is nonempty.
3⇒ 4 If
A =
{
g ∈ G
∣∣∣ ‖Ugx− x‖ < ε
2
}
then A = A−1 and, for all g = a−1b ∈ A−1A = AA−1,
‖Ugx− x‖ = ‖Uax− Ubx‖ ≤ ‖Uax− x‖+ ‖Ubx− x‖ ≤ ε
hence
AA−1 ⊆ {s ∈ S | ‖Usx− x‖ < ε}
and this set is syndetic.
4⇒ 1 If ε > 0 and A = {g ∈ G | ‖Ugx− x‖ < ε}, there is F ⊆ G ﬁnite such
that FA = G. Hence, for all g ∈ G, there are a ∈ A and b ∈ F such that
g = ba and
‖Ugx− Ubx‖ = ‖Ubax− Ubx‖ = ‖Uax− x‖ < ε.
This shows that
{Ubx | b ∈ F }
is a ﬁnite ε-net for {Ugx | g ∈ G}, and this set is precompact.
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7.2 Weakly mixing points for a unitary action
If (Ug)g∈G is a unitary action of a group G on a Hilbert space H, the orthogonal
complement Hwm of the compact subspace is called the weakly mixing sub-
space. A vector in the weakly mixing subspace will be called weakly mixing.
Since Hc is invariant, also Hwm is.
Theorem 7.2.1. If d is a density on G such that ∆d is a subsemigroup of
G and, for each A ∈ ∆d, AA−1 is syndetic, then the following statements are
equivalent
1. x is weakly mixing
2. Upx = 0 for every d-essential idempotent ultraﬁlter
3. Upx = 0 for some d-essential idempotent ultraﬁlter
4. {g ∈ G | |〈Ugx, y〉| < ε} ∈ D (d)∗ for all ε > 0 and y ∈ H
5. {g ∈ G | |〈Ugx, y〉| < ε} ∈ (D (d)∗)l,•2 for all ε > 0 and y ∈ H.
Proof.
1⇒ 2 If p ∈ E (∆p) and y = Upx ∈ Hwm, then Upy = y and y ∈ Hc. This
shows that 0 = y = Upx.
2⇒ 3 Obvious, since E (∆p) is nonempty.
3⇒ 1 If x = xc + xwm with xc ∈ Hc and xwm ∈ Hwm, then
0 = Upx = Upxc + Upxwm = xc + Upxwm
so
xc = −Upxwm ∈ Hc ∩Hwm = {0} .
3⇔ 4 It follows from the fact that D (d)∗ = ⋂E (∆p) .
4⇒ 5 If h ∈ G, ε > 0 and y ∈ H, we have
h {g ∈ G | |〈Ugx, y〉| < ε} = {k ∈ G | |〈Ukx, Uhy〉| < ε} ∈ D (d)∗ .
Thus,
{g ∈ G | |〈Ugx, y〉| < ε} ∈ (D (d)∗)l,• .
5⇒ 4 Obvious.
2Recall that, if F is a family in G, then F•,l is the family of subsets whose left translates
are all contained in F .
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7.3 The diagonal action in a tensor product
Suppose
(
U1g
)
g∈G and
(
U2g
)
g∈G are unitary actions on Hilbert spaces H
1 and
H2. We deﬁne the diagonal action (Ug)g∈G on the Hilbertian tensor product
H = H1 ⊗H2 by setting
Ug (x1 ⊗ x2) = U1gx1 ⊗ U2gx2.
We can characterize the compact and weakly mixing subspaces of H with
respect to U in terms of the compact and weakly mixing subspaces of H1 and
H2.
In fact, suppose x1 ∈ H1c and x2 ∈ H2c , then we have, if p is an essential
idempotent ultraﬁlter over G, w ∈ H1 and z ∈ H2,
p− lim
g∈G
〈Ug (x1 ⊗ x2) , w ⊗ z〉 = p− lim
g∈G
〈
U1gx1, w
〉 〈
U2gx2, z
〉
= p− lim
g∈G
〈
U1gx1, w
〉
p− lim
g∈G
〈
U2gx2, z
〉
= 〈x1, w〉 〈x2, z〉 = 〈x1 ⊗ x2, w ⊗ z〉
and x1⊗x2 is almost periodic. Moreover, if at least one of x1 and x2 is weakly
mixing then, for each w ∈ H1, z ∈ H2 and essential idempotent ultraﬁlter p
over G,
p− lim
g∈G
〈Ug (x1 ⊗ x2) , w ⊗ z〉 = p− lim
g∈G
〈
U1gx1, w
〉 〈
U2gx2, z
〉
= p− lim
g∈G
〈
U1gx1, w
〉
p− lim
g∈G
〈
U2gx2, z
〉
= 0
and x1 ⊗ x2 is weakly mixing. This shows that
H1c ⊗H2c ⊆ Hc
and (
H1wm ⊗H2wm
)⊕ (H1wm ⊗H2c )⊕ (H1c ⊗H2wm) ⊆ Hwm.
But
H = (H1c ⊗H2c )⊕ (H1wm ⊗H2wm)⊕ (H1wm ⊗H2c )⊕ (H1c ⊗H2wm) ⊆ Hc ⊕Hwm
and equalities must hold.
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7.4 Measure-preserving systems
By a measure preserving system or, brieﬂy, m.p.s., mw mean a quadruple,(
X,B, µ, 〈Tg〉g∈G
)
, where (X,B, µ) is a probability space and 〈Tg〉g∈G is a
measure-preserving action of G, i.e. a homomorphism from G to the group of
invertible transformations T of X such that µ (T−1A) = µ (A) for all A ∈ B.
The operator Tg of L
2 (X,B, µ) deﬁned by Tgf = f ◦ Tg is unitary and so,
〈Tg〉g∈G is a unitary action of G on L2 (X,B, µ) and. By the previous theorem,
we have an orthogonal decomposition
L2 (X,B, µ) = L2 (X,B, µ)c ⊕ L2 (X,B, µ)wm
where L2 (X,B, µ)c and L2 (X,B, µ)wm are the compact and the weakly sub-
space respectively. In the following, if f ∈ L2 (X,B, µ), we will denote by fc its
projection onto L2 (X,B, µ)c and by fwm its the projection onto L2 (X,B, µ)wm.
We note that L2 (X,B, µ)c is always nonzero, because it contains the eigenspace
of 1, which in turn contains the one-dimensional space of constant functions.
A measure-preserving system
(
X,B, µ, 〈Tg〉g∈G
)
is called
• compact if all functions in L2 (X,B, µ) are almost periodic (and hence
no nonzero function is weakly mixing)
• weakly mixing if all zero-mean functions in L2 (X,B, µ) are weakly
mixing (and hence the only almost periodic functions are the constants).
By the discussion about the diagonal action in the tensor product and the
fact that, if (X,B, µ) and (Y,A, ν) are measure spaces then
L2 (X × Y,B ⊗A, µ⊗ ν) = L2 (X,B, µ)⊗ L2 (Y,A, ν)
we can deduce the following characterization of weakly mixing systems in terms
of the diagonal system X × Y .
Theorem 7.4.1. If
(
X,B, µ, 〈Tg〉g∈G
)
is a measure-preserving system, where
G is a group with a density d such that ∆d is a subsemigroup of βG and, for
all A ∈ ∆d, AA−1 is syndetic, the following statements are equivalent
1.
(
X,B, µ, 〈Tg〉g∈G
)
is weakly mixing
2. if
(
Y,A, ν, 〈Rg〉g∈G
)
is a weakly mixing system, then(
X × Y,B ⊗A, µ⊗ ν, 〈Tg ×Rg〉g∈G
)
is weakly mixing
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3. there is a m.p.s.
(
Y,A, ν, 〈Rg〉g∈G
)
such that(
X × Y,B ⊗A, µ⊗ ν, 〈Tg ×Rg〉g∈G
)
is weakly mixing.
Proof.
1⇒ 2 We have
L2 (X × Y,B ⊗A, µ⊗ ν)c ' L2 (X,B, µ)c ⊗ L2 (Y,A, ν)c ' C⊗ C ' C
and L2 (X × Y,B ⊗A, µ⊗ ν) is weakly mixing.
2⇒ 3 Obvious, since there is at least one weakly mixing system (the trivial
one-point system, for example).
3⇒ 1 We have
C = L2 (X × Y,B ⊗A, µ⊗ ν)d ' L2 (X,B, µ)d ⊗ L2 (Y,A, ν)d
hence L2 (X,B, µ) = C and (X,B, µ, T ) is weakly mixing.
Lemma 7.4.2. A function f ∈ L2 (X,B, µ) belongs to L2 (X,B, µ)c if and only
if Ref, Imf ∈ L2 (X,B, µ)c. Moreover,
L2 (X,B, µ)c ∩ L2R (X,B, µ) = L2R (X,B, µ)c
is a Riesz subspace3 of L2R (X,B, µ) and
L∞ (X,B, µ)c = L2 (X,B, µ)c ∩ L∞ (X,B, µ)
is a subalgebra of L∞ (X,B, µ) .
Proof. Suppose f is almost periodic. Hence {Tgf | g ∈ G}is precompact, and,
since Re (·) is continuous and ReTgf = TgRef , {TgRef | g ∈ G} is precompact
and Ref is almost periodic. In the same way, it can be shown that Imf is
almost periodic. If Ref and Imf are almost periodic, such is f since almost
3Recall that a Riesz space is an ordered vector space V such that every two elements x, y
of V have a l.u.b. and a g.l.b. A Riesz subspace of a Riesz space is a closed vector subspace
of V such that, if it contains two elements, then contains also their l.u.b and their g.l.b. in
V .
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periodic functions are a linear subspace of L2 (X,B, µ). Suppose now that
f ∈ L2R (X,B, µ) and note that
(Tgf)
+ = Tg
(
f+
)
for all g ∈ G, hence cl {Tg (f+) | g ∈ G} is compact because the image of
cl {Tgf | g ∈ G} under the continuous function h → h+. This shows that f+
is almost periodic and L2R (X,B, µ)c is a Riesz subspace of L2R (X,B, µ). If
f1, f2 ∈ L∞ (X,B, µ)c then
{Tg (f1f2) | g ∈ G} ⊆ {Tgf1Thf2 | g, h ∈ G}
Now, for all ε > 0, if F ∈ ℘fin (G) is such that, ∀g ∈ G, ∃h1, h2 ∈ F such that
‖Tgf1 − Th1f1‖ < ε and ‖Tgf2 − Th2f2‖ < ε then, for all g1, g2 ∈ G, there are
h1, h2 ∈ F such that
max {‖Tg1f1 − Th1f1‖ , ‖Tg2f2 − Th2f2‖} ≤ ε
So,
‖Tg1f1Tg2f2 − Th1f1Th2f2‖L2
≤ ‖Tg1f1Tg2f2 − Tg1f1Th2f2‖L2 + ‖Tg1f1Th2f2 − Th1f1Th2f2‖L2
≤ ‖Tg1f1‖L∞ ‖Tg2f2 − Th2f2‖L2 + ‖Th2f2‖L∞ ‖Tg1f1 − Th1f1‖2
≤ (‖f‖L∞ + ‖g‖L∞) ε.
So, {Tgf1Thf2 | g, h ∈ F } is an ε-net and, since this is true for each ε > 0,
{Tgf1Thf2 | g, h ∈ G} is precompact. So, {Tg (fg) | g ∈ G} is precompact too,
and fg is almost periodic.
Corollary 7.4.3. Suppose f ∈ L2 (X,B, µ). If f ≥ 0, then fc ≥ 0. If f ∈
L∞ (X,B, µ), then fc ∈ L∞ (X,B, µ)c .
Proof. Observe that (fc)
+ is almost periodic and∥∥(fc)+ − f∥∥ ≤ ‖fc − f‖ .
This shows that (fc)
+ = fc and fc ≥ 0. For the second statement, by linearity
we can suppose f real. If c ∈ R is such that µ {f < c} = 1 then c− f ≥ 0 and
c−fc ≥ 0, so µ {fc ≤ c} = 1. Analogously, if µ {f ≥ d} = 1 then µ {fc ≥ d} =
1.
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Theorem 7.4.4. If (X,B, µ, T ) is a measure-preserving system,
L2 (X,B, µ)c = L2 (X,Z, µ)
where Z is the σ-subalgebra of B generated by the eigenfunctions.
Proof. Since the eigenfunctions belong to L2 (X,Z, µ) and their closed span
is L2 (X,B, µ)c, we have the inclusion L2 (X,B, µ)c ⊆ L2 (X,Z, µ). Conversely,
if f is eigenfunction of T , a ∈ R then
χ{Ref>a} = sup
n
(
1 ∧ n (Ref − a)+)
belongs to L∞ (X,B, µ)c (since this is closed with respect to the uniformly
dominated almost everywhere convergence of functions). In the same way, we
can show that χ{Imf>b} ∈ L∞ (X,B, µ)c If
A0 = {{Ref > a} , {Imf > a} | a ∈ R, f eigenfunction}
and A is the class of the ﬁnite intersections of elements of A0, we have that,
for all A ∈ A, if A1, A2, ..., An ∈ A0 are such that
A = A1 ∩ A2 ∩ .... ∩ An
then
χA = χA1χA2 ...χAn ∈ L∞ (X,B, µ)c
Moreover, A is a class of sets closed with respect to binary intersection that
generates the σ-algebra Z. Hence the monotone class generated by
{χA | A ∈ A}
is the class M (A) of bounded Z-measurable functions. Since L∞ (X,B, µ)c
is a monotone vector space containing {χA | A ∈ A},M (A) ⊆ L∞ (X,B, µ)c.
Now, if f ∈ L2R (X,Z, µ) (not necessarily bounded),
f = f+ − f− = sup
n
(
f+ ∧ n)− sup
n
(
f− ∧ n) .
belongs to L2 (X,B, µ)c because, ∀n ∈ N, f+ ∧ n and f− ∧ n belongs to
L2 (X,B, µ), which is closed with respect to uniformly dominated almost ev-
erywhere convergence of functions. Finally, if f ∈ L2 (X,Z, µ), then Ref and
Imf are almost periodic, and hence such is f = Ref + iImf .
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Chapter 8
An ergodic proof of the Roth
theorem
Historically, the ﬁrst instance of the Szemerédi theorem which was proved was
the so called Roth theorem or "k = 3 case", namely the property that any
subset A of N of positive Banach density contains an arithmetic progression
of length 3.
Reasoning as in the sixth chapter, the Roth theorem is easily seen to be
equivalent to the following ergodic-theoretic statement: if (X,B, µ, T ) is a
separable measure-preserving system, with T invertible, and A ∈ B is not
µ-null, then there is n ∈ N such that
µ
(
A ∩ T−nA ∩ T−2nA) > 0.
8.1 Convergence in density and in the Cesàro
sense
If (xn)n∈N is a sequence in a topological vector space V and x ∈ V , we say
that (xn)n∈N converges to x in the Cesàro sense and we write
C − lim
n
xn = x
if
lim
n
1
n
∑
k<n
xk = x.
We also set, for sequences in a normed space,
C − sup
n
xn = lim sup
n
∥∥∥∥∥ 1n∑
k<n
xk
∥∥∥∥∥ .
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Obviously, C − limn xn = 0 if and only if C − supn xn = 0.
If (xn)n∈N is a sequence in a topological space X and x ∈ X, we say that
(xn)n∈N converges to x in density, and we write d − limn xn = x, if it
converges to x with respect to the ﬁlter F of parts of N of density 1.
Lemma 8.1.1. If (xn)n∈N is a sequence in a topological space X and x0 ∈ X
has a countable neighborhood base, then d− limn xn = x0 if and only if ∃J ⊆ N
of zero density such that (xn)n∈N\J converges to x0 (i.e. for every neighborhood
V of x0, {n ∈ N | xn ∈ V } ∪ J is coﬁnite) and we write limn→+∞
n/∈J
xn = x0.
Proof. If G ⊆ N, denote |G ∩ [0, n)| by αG (n). Suppose d − limn xn = x0
and let {Vn}n≥1 be a countable neighborhood base of x0 such that, ∀n ≥ 1,
Vn+1 ⊆ Vn. Now set, ∀k ≥ 1, Jk = {n ∈ N | xn /∈ Vk } and observe that {Jk}k≥1
is an ascending chain of zero density subsets of N. So, there are integers
0 = l0 < l1 < l2 < ... such that, ∀k ∈ N, ∀n ≥ lk,
1
n
αJk+1 (n) ≤
1
k + 1
.
Now set
J =
⋃
k≥1
([lk, lk+1) ∩ Jk)
and observe that J has zero density because if n ∈ N and k ≥ 1 is such that
lk ≤ n < lk+1 then
1
n
αJ (n) ≤ 1
n
αJk+1 (n) ≤
1
k + 1
= on→+∞ (1) .
Now, for all k ∈ N and n ≥ lk, if n /∈ J then n /∈ Jk, so xn ∈ Vk. We have thus
that
{n ∈ N | xn ∈ Vk } ∪ J ⊇ [lk,+∞)
and hence is coﬁnite. The converse is obvious.
If (xn)n∈N is a sequence of real numbers, we deﬁne
d− lim sup
n
xn = inf {λ ∈ R | {n ∈ N | xn > λ} has zero density}
= sup {λ ∈ R | {n ∈ N | xn ≤ λ} has positive density} .
Proposition 8.1.2. If (xn)n∈N is a bounded sequence of positive real numbers,
C − sup
n
xn ≤ d− lim sup
n
xn.
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Proof. Suppose xn ≤ M for all n ∈ N. If λ ∈ R+ and Aλ = {n ∈ N |xn > λ}
has zero density, hence for all ε > 0, there is n0 ∈ N such that, ∀n ≥ n0,
|Aλ ∩ [0, n)| < εn
So,
1
n
∑
k<n
xk =
1
n
∑
k∈Aλ∩[0,n)
xk +
1
n
∑
k∈A[0,n)\Aλ
xk ≤ εB + λ.
Since this is true for all n ≥ n0,
C − sup
n
xn ≤ λ+ εB
and since this is true for all ε > 0,
C − sup
n
xn ≤ λ.
This shows that
C−sup
n
xn ≤ inf {λ ∈ R | {n ∈ N | xn > λ} has zero density} = d−lim sup
n
xn.
Lemma 8.1.3. If (an)n∈N is a bounded sequence in a normed separable vector
space, then the following are equivalent
1. C − limn→+∞ |an| = 0
2. d− limn an = 0
3. C − limn→+∞ |an|2 = 0.
Proof.
1⇒ 2 If k ≥ 1, let
Jk =
{
n ∈ N
∣∣∣∣ |an| ≥ 1k
}
and observe that Jk has density zero, because
1
k
αJk (n)
n
≤ 1
n
∑
i<n
|ai| = on→+∞ (1) .
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2⇒ 1 Suppose |an| < K for all n ∈ N. Let J ⊆ N be of zero upper density
such that
lim
n→+∞
n/∈J
an = 0
If ε > 0, ∃n0 ∈ N such that, ∀n ≥ n0, if n /∈ J then |an| < ε, so ∀n ≥ n0,
1
n
∑
i<n
|ai| = 1
n
∑
i<n0
|ai|+ 1
n
∑
n0≤i<n
i∈J
|ai|+ 1
n
∑
n0≤i<n
i/∈J
|ai|
≤ K
n
(n0 + αJ (n)) + ε
hence
lim sup
n→+∞
1
n
∑
i<n
|ai| ≤ ε
and, since this is true for every ε > 0,
lim
n→+∞
1
n
∑
i<n
|ai| = 0.
2⇔ 3 We have d−limn an = 0 iﬀ d−limn a2n = 0 iﬀ, by 1⇔ 2, C−limn a2n = 0.
8.2 Van der Corput lemmas
Lemma 8.2.1 (van der Corput for convergence in the Cesàro sense). If (xn)n∈N
is a bounded sequence in a Hilbert space H and
C − lim
m
C − sup
n
〈xn+m, xn〉 = 0
then C − limn xn = 0 in the strong topology.
Proof. Normalizing, we can suppose, ∀m ∈ N, ‖xm‖ ≤ 1. We have, for all
N, h ∈ N, N 6= 0,
1
N
N−1∑
n=0
xn =
(
1
N
N−1∑
n=0
xn+h
)
+ rN,h
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where ‖rN,h‖ = O
(
h
N
)
. Now, if H ≥ 1, averaging on 1, 2, ..., H we obtain
1
N
N−1∑
n=0
xn =
1
H
H−1∑
h=0
(
1
N
N−1∑
n=0
xn+h + rN,h
)
=
1
N
N−1∑
n=0
1
H
H−1∑
h=0
xn+h +RN,H
where ‖RN,H‖ = O
(
H
N
)
. By the triangle inequality, we have∥∥∥∥∥ 1N
N−1∑
n=0
xn
∥∥∥∥∥ ≤ 1N
N−1∑
n=0
∥∥∥∥∥ 1H
H−1∑
h=0
xn+h
∥∥∥∥∥+O
(
H
N
)
.
Squaring and using the convexity of the function x2 we obtain∥∥∥∥∥ 1N
N−1∑
n=0
xn
∥∥∥∥∥
2
≤ O
 1
N
N−1∑
n=0
∥∥∥∥∥ 1H
H−1∑
h=0
xn+h
∥∥∥∥∥
2
+O(H2
N2
)
= O
(
1
H2N
N−1∑
n=0
∑
0≤h,h′<H
〈xn+h, xn+h′〉
)
+O
(
H2
N2
)
= O
(
1
H2
∑
0≤h,h′<H
1
N
N−1∑
n=0
〈xn+h, xn+h′〉
)
+O
(
H2
N2
)
.
By taking the lim sup for N → +∞ we obtain
lim sup
N
∥∥∥∥∥ 1N
N−1∑
n=0
xn
∥∥∥∥∥
2
≤ O
(
1
H2
∑
0≤h,h′<H
C − sup
n
〈xn+h, xn+h′〉
)
= O
(
1
H2
∑
0≤h,h′<H
C − sup
n
〈
xn+|h−h′|, xn
〉)
≤ O
(
1
H
∑
0≤h<H
C − sup
n
〈xn+h, xn〉
)
.
By taking the limit for H → +∞ we obtain, by the hypothesis,
lim sup
n
∥∥∥∥∥ 1N
N−1∑
n=0
xn
∥∥∥∥∥
2
= 0
and hence C − limn xn = 0.
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Lemma 8.2.2. If (xn) is a bounded sequence in an Hilbert space H such that
for all bounded sequences (αn) of complex numbers, C − limn αnxn = 0 in the
weak topology, then for all y ∈ H, C − limn |〈xn, y〉| = 0.
Proof. We have, for all n ∈ N,
1
n
∑
k<n
|〈xk, y〉|2 = 1
n
∑
k<n
〈〈y, xk〉xk, y〉
=
〈
1
n
∑
k<n
〈y, xk〉xk, y
〉
= on→+∞ (1)
since (〈y, xk〉)k∈N is a bounded sequence.
Corollary 8.2.3 (Van der Corput for convergence in density). If (xn)
is a bounded sequence in an Hilbert space such that
d− lim
n
d− lim sup
m
|〈xn+m, xm〉| = 0
then we have d− limn xn = 0 weakly.
Proof. If (αn) is a bounded sequence of complex numbers we have
C − lim
n
C − sup
m
|〈αn+mxn+m, αmxm〉|
≤ sup
k
|αk|C − lim
n
C − sup
m
|〈xn+m, xm〉|
≤ sup
k
|ak| d− lim
n
d− lim sup
m
|〈xn+m, xm〉| = 0
hence C − limn αnxn = 0 in the strong topology by lemma 8.2.1. From the
previous lemmas, we conclude that, for all y ∈ H,
d− lim
n
〈xn, y〉 = C − lim
n
|〈xn, y〉| = 0
and hence d− limn xn = 0 in the weak topology.
Lemma 8.2.4 (van der Corput for p-limits). If (xn)n∈N is a bounded sequence
in a Hilbert space H and p an idempotent of βN such that
p− lim
n
(
p− lim
m
〈xn+m, xm〉
)
= 0
then p− limn xn = 0 in the weak topology.
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Proof. Let y = p− limn xn. We have
y = p− lim
n
xn = (p+ p)− lim
n
xn =
= p− lim
n1
p− lim
n2
xn1+n2 .
By induction on N , we can prove that
y = p− lim
m1
p− lim
m2
....p− lim
mN
xm1+m2+....+mN .
Averaging for n = 1, 2, ..., N we have
y = p− lim
m1
p− lim
m2
...p− lim
mN
1
N
N∑
n=1
xmn+mn+1+...+mN .
By the weak lower semicontinuity of the norm, we have
‖y‖2 ≤ p− lim
m1
...p− lim
mN
1
N2
∥∥∥∥∥
N∑
n=1
xmn+...+mN
∥∥∥∥∥
2
=
1
N2
∑
1≤n,k≤N
p− lim
m1
...p− lim
mN
〈xmn+....+mN , xmk+....+mN 〉
=
1
N2
N∑
n=1
p− lim
m1
...p− lim
mN
‖xmn+....+mN‖2 +
+
2
N2
Re
∑
1≤n<k≤N
p− lim
m1
...p− lim
mN
〈xmn+....+mN , xmk+....+mN 〉
=
1
N2
N∑
n=1
p− lim
n
‖xn‖2 + 2
N2
Re
∑
1≤n<k≤N
p− lim
m1
p− lim
m2
〈xm1+m2 , xm1〉
=
p− lims ‖xs‖2
N
= 0.
8.3 Multiple recurrence for almost periodic func-
tions
From our characterization of almost periodic points for an unitary action in
terms of limits along essential idempotent ultraﬁlters, we easily deduce the
following
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Theorem 8.3.1. Suppose (X,B, µ) is a measure space and(
T (1)g
)
g∈G , ...,
(
T (k)g
)
g∈G
measure-preserving actions of a group G on (X,B, µ). If
f1, ..., fk ∈ L∞ (X,B, µ)
are such that fi is almost periodic with respect to
(
T
(i)
g
)
g∈G
for all i = 1, 2, ..., k,
and d is a density on G such that ∆d is a subsemigroup of G and, for each
A ∈ ∆d, AA−1 is syndetic, then, for every d-essential idempotent ultraﬁlter
p ∈ βG,
p− lim
g
T (1)g f1T
(2)
g f2....T
(k)
g fk = f1f2...fk
in L2 (X,B, µ). In particular, for all ε > 0 and f0 ∈ L2 (X,B, µ),{
g ∈ G ∣∣ ∥∥T (1)g f1T (2)g f2....T (k)g fk − f1f2...fk∥∥ < ε} ∈ D (d)∗ 1
and{
g ∈ G
∣∣∣∣ ∣∣∣∣∫ f0T (1)g f1T (2)g f2....T (k)g fkdµ− ∫ f0f1f2...fkdµ∣∣∣∣ < ε} ∈ D (d)∗
In the case of Z-action we can obtain, by means of the Van der Corput
lemma, a result for a set of functions which are all almost periodic but one,
which is weakly mixing.
Proposition 8.3.2. If a0, a1, a2, ..., ak are nonzero distinct natural numbers
and f1, f2, ..., fk ∈ L∞ (X,B, µ) with f1 weakly mixing and f2, f2, ..., fk almost
periodic, then for all p ∈ E (∆BD),
p− lim
n
T a1nf1T
a2nf2...T
aknfkdµ = 0
in the weak topology.
Proof. Set
gn = T
a1nf1T
a2nf2....T
aknfk
1Recall that D (d)∗ is the family of subsets of G that intersect every element of the family
D (d) or, equivalently, that belong to every d-essential idempotent ultraﬁlter.
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for all n ∈ N. For every p ∈ E (∆BD) and n ∈ N,
p− lim
m
〈gn+m, gm〉
= p− lim
m
∫
T a1m
(
f 1T
a1nf1
)
T a2m
(
f 2T
a2nf2
)
...T akm
(
fkT
aknfk
)
dµ
= p− lim
m
∫
f 1T
a1nf1T
(a2−a1)m (f 2T a2nf2) ...T (ak−a1)m (fkT aknfk) dµ
=
∫
f 1T
a1nf1f 2T
a2nf2...fkT
aknfk.
(applying the above theorem). Now, we have
p− lim
n
∫
f 1T
a1nf1f 2T
a2nf2...fkT
aknfk
= p− lim
n
∫
f 1T
a1nf1f 2 (T
a2nf2 − f2) f 3T a3nf3...fkT aknfkdµ+
+ p− lim
n
∫
f 1T
a1nf1 |f2|2 f 3T a3nf3...fkT aknfkdµ
= p− lim
n
∫
f 1T
a1nf1 |f2|2 f 3T a3nf3...fkT aknfkdµ
since p− limn T a2nf2 = f2 in the strong topology. By repeatedly applying this
argument, we obtain
p− lim
n
p− lim
m
〈gn+m, gm〉 = p− lim
n
∫
f 1T
a1nf1 |f2|2 |f3|2 ... |fk|2 dµ = 0
since p− limn T a1nf1 = 0 weakly. By the van der Corput lemma, we conclude.
8.4 Unitary Z-actions and spectral measures
Suppose now U is a unitary operator on a Hilbert space H. If x is a vector
of H, we deﬁne its spectral measure µx as the ﬁnite Borel measure µx on
S1 obtained from the positive-deﬁnite sequence (〈Unx, x〉)n∈N by the Herglotz
theorem (see [P]). We remind that, if µ is a ﬁnite Borel measure on S1,
µ is absolutely continuous2 with respect to µx if and only if there is some
y ∈ Z (x) = cl (span {Unx | n ∈ Z}) such that µ = µy, with equality holding if
and only if Z (y) = Z (x). Moreover, µx⊥µy if and only if Z (x)⊥Z (y) and, in
2Recall that, if µ, ν are measures on a σ-algebra B, we say that µ is absolutely contin-
uous with respect to ν, and we write µ ν, if, for all A ∈ B ν-null, A is µ-null.
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such a case, µx+y = µx + µy. Moreover, if we have also, Z (x)⊕Z (y) = Z (z),
then µx + µy = µz. These facts also hold for a countable family (µn)n∈N of
ﬁnite Borel measures on S1.
Theorem 8.4.1. If U is a unitary operator on a Hilbert space H, a vector
x ∈ H is almost periodic if and only if its spectral measure µx is atomic.
Proof. Suppose x is almost periodic. Hence, x =
∑
m∈N xmvm, where (vm)m∈N
is an orthonormal set of eigenvectors of U . We have, for all n ∈ N,∫
λndµx = 〈Unx, x〉
=
∑
m∈N
λnm |xm|2
=
∫
λnd
(∑
m∈N
|xm|2 δλm
)
.
Hence µx =
∑
m∈N |xm|2 δλm is atomic. Conversely, suppose µx =
∑
i∈N αiδλi
is atomic and observe that, ∀i ∈ N, αδλi  µx, hence there is vi ∈ Z (x) such
that µvi = αδλi , where
‖vi‖2 = 〈vi, vi〉 = α
Also, for all n ∈ N,
〈Unvi, vi〉 = ‖vi‖2 λni
so
|〈Unvi, vi〉| = ‖vi‖2 = ‖Unvi‖ ‖vi‖
and Unvi is a multiple of vi. This shows that U
nvi = λ
n
i vi, i.e. vi is an
eigenvector of U . Now, v =
∑
i∈N vi ∈ Z (x), and µv = µx, hence Z (x) =
Z (v) ⊆ Hc.
We can now deduce a similar spectral characterization of weakly mixing
vectors and, from that, a characterization in terms of convergence in density
and in the Cesàro sense.
Theorem 8.4.2. If U is a unitary operator on a Hilbert space H, then the
following statements are equivalent
1. x is weakly mixing
2. µx is continuous (i.e., non-atomic)
3. (µx ⊗ µx) (∆) = 0, where ∆ = {(x, y) ∈ S1 × S1 | x = y}
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4. C − limn |〈Unx, x〉| = 0
5. for all y ∈ H, d− limn Unx = 0 weakly.
Proof.
1⇔ 2 If x ∈ H, we have
µx = µ1 + µ2
where µ1 is continuous, µ2 is atomic and µ1⊥µ2. Also, µ1  µx and
µ2  µx, hence there are x1, x2 ∈ Z (x) such that µ1 = µx1 , µ2 = µx2 ,
Z (x1)⊥Z (x2),
µx1+x2 = µx1 + µx2 = µ1 + µ2 = µx
and
Z (x1)⊕ Z (x2) = Z (x1 + x2) = Z (x) .
By the previous proposition, Z (x2) ⊆ Hc, hence x ∈ H⊥c iﬀ
Z (x) = Z (x1)⊕ Z (x2) ⊆ H⊥d
iﬀ Z (x2) = {0} iﬀ x2 = 0 iﬀ µ2 = 0 iﬀ µ is continuous.
2⇒ 3 We have, by the Fubini theorem,
(µx ⊗ µx) (∆) =
∫
S1
(∫
S1
χ∆ (ξ1, ξ2) dµx (ξ1)
)
dµx (ξ2)
=
∫
S1
µx (ξ2) dµx (ξ2) = 0
because µx is atomless.
3⇒ 2 If µx (ξ0) > 0 we have
(µx ⊗ µx) (∆) =
∫
S1
µx (ξ2) dµx (ξ2) ≥ µx (ξ0)2 > 0.
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3⇔ 4 For all n ∈ N
1
n
∑
k<n
|〈Unx, x〉|
=
1
n
∑
k<n
(∫
S1
λkdµx (λ)
)(∫
S1
τ kdµx (τ)
)
=
1
n
∑
k<n
∫
S1×S1
(λτ)k d (µx ⊗ µx) (λ, τ)
=
1
n
∑
k<n
∫
(S1×S1)\∆
(λτ)k d (µx ⊗ µx) (λ, τ) + (µx ⊗ µx) (∆)
=
∫
1
n
1− (λτ)n
1− λτ d (µx ⊗ µx) (λ, τ) + (µx ⊗ µx) (∆)
= on→+∞ (1) + (µx ⊗ µx) (∆) .
4⇒ 5 We have
d− lim
n
d− lim
m
〈
Un+mx, Umx
〉
= d− lim
n
〈Unx, x〉 = 0
since C − limn |〈Unx, x〉| = 0. The thesis follows by the van der Corput
lemma for the convergence in density.
5⇒ 4 In particular, we have
d− lim
n
〈Unx, x〉 = 0
and hence
C − lim
n
|〈Unx, x〉| = 0
From the characterization of weakly mixing points via essential idempotent
ultraﬁlters and the fact that, if k ∈ N\ {0} and p ∈ E (∆d) then kp ∈ E (∆p),
we deduce the following
Proposition 8.4.3. If x ∈ H is weakly mixing with respect to U , then it is
indeed weakly mixing with respect to Uk for all k ∈ N\ {0}.
Proof. The functions
p→ (Uk)p
and
p→ Ukp
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are continuous in p and agree on Z, they agree on all βZ. If x ∈ H, the almost
periodic component xc,U of x with respect to U equals the almost periodic
xc,Uk component of x with respect to U
k, since, if p ∈ E (∆BD),
xc,Uk =
(
Uk
)p
x = Ukpx = xc,U
From this fact, we deduce themultiple recurrence theorem for weakly
mixing Z-systems.
Theorem 8.4.4. If (X,B, µ, T ) is a measure-preserving systems, for all
f0, f1, ..., fk ∈ L∞ (X,B, µ) ,
nonzero distinct integers e1, e2, ..., ek and essential idempotent p ∈ βN,
p− lim
n
∫
f0 (T
e1nf1) ... (T
eknfn) dµ =
(∫
f0dµ
)
...
(∫
fkdµ
)
.
Proof. By induction on k. The case k = 1 follows directly from the character-
ization of weakly mixing functions in terms of essential idempotent ultraﬁlters.
Suppose that the thesis is true for k. In order to prove the thesis for k+ 1, by
linearity and the induction hypothesis, we can suppose
∫
fk+1dµ = 0. Set
gn = (T
e1nf1) (T
e2nf2) .... (T
ek+1nfk+1)
and, for i = 1, 2, ..., k + 1,
F
(m)
i = f i (T
eimfi) .
For all m,n ∈ N, we have
〈gm+n, gn〉
=
∫ (
T e1(m+n)f1
)
...
(
T ek+1(m+n)fk+1
)
(T e1nf1) ... (T
ek+1nfk+1) dµ
=
∫ (
T e1nF
(m)
1
)
....
(
T ek+1nF
(m)
k+1
)
dµ
=
∫
F
(m)
1
(
T (e2−e1)nF (m)2
)
....
(
T (ek+1−e1)nF (m)k+1
)
dµ.
Suppose p ∈ βN is an essential idempotent. By induction hypothesis,
p− lim
n
〈gn+m, gn〉
= d− lim
n
〈gn+m, gn〉
=
∫
F
(m)
1 dµ....
∫
F
(m)
k+1dµ
=
∫
f 1 (T
e1mf1) dµ...
∫
fk+1 (T
ek+1mfk+1) dµ.
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Also, since T ek+1 is weakly mixing,
p− lim
m
(
p− lim
n
〈gn+m, gn〉
)
= p− lim
m
∫
f 1 (T
e1mf1) dµ...
∫
fk+1 (T
ek+1mfk+1) dµ
= p− lim
m
∫
f 1 (T
e1mf1) dµ...p− lim
m
∫
fk+1 (T
ek+1mf1) dµ.
By the van der Corput type, we obtain
p− lim
n
〈
gn, f 0
〉
= p− lim
n
∫
f0 (T
e1nf1) (T
e2nf2) .... (T
ek+1nfk+1) = 0.
8.5 Generic and quasi-generic points
If (X,B, µ, T ) is a measure-preserving system, A an algebra of bounded B-
measurable functions closed with respect to complex conjugation and ν a
measure on (X,B). We say that ν is generic for (X,B, µ, T ) with respect
to A if, for all f ∈ A,
C − lim
n
∫
T nfdν =
∫
fdµ
and quasi-generic if, for some sequence (In) of intervals in N such that |In| →
+∞,
lim
n
1
|In|
∑
k∈In
∫
T kfdν =
∫
fdµ.
If T is invertible, we consider the Z-action instead of the N-action and, in the
deﬁnition of quasi-generic measures, sequences of intervals in Z instead of in
N.
If X is a compact metrizable space, B its Borel σ-algebra and T a contin-
uous transformation of X, a point x of X is generic or quasi-generic if such is
δx with respect to C (X).
By the pointwise ergodic theorem and the separability of C (X), if
(X,B, µ, T ) is ergodic, then almost all the points of X are generic.
Proposition 8.5.1. Let X is a compact metric space, T a continuous invert-
ible transformation of X, x0 ∈ X and Y = Ox0 the closure of its complete
orbit. If µ is a probability Borel measure on Y such that (Y,B, µ, T ) is ergodic,
then x0 is quasi-generic for µ.
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Proof. Since (Y,B, µ, T ) is ergodic, some point x1 is generic. Then, for each
f ∈ C (X),
C − lim
n
f (T nx1) =
∫
fdµ.
Consider a dense family {fk}k∈N in C (X) and a strictly increasing sequence
{Nk}k∈N such that, for all k ∈ N and m ≤ k,∣∣∣∣∣ 1Nk ∑
j<Nk
fm
(
T jx1
)− ∫ fmdµ
∣∣∣∣∣ < 1k .
Now, this inequality will remain true if x1 is replaced by a suﬃciently nearby
point T akx0 with ak ∈ Z, so∣∣∣∣∣ 1Nk
ak+Nk−1∑
j=ak
fm
(
T jx0
)− ∫ fmdµ
∣∣∣∣∣ < 1k .
If we consider the sequence of intervals
Ik = [ak, ak +Nk)
we obtain
lim
k
1
|Ik|
∑
j∈Ik
fm
(
T jx0
)
=
∫
fmdµ
for all fm and, by density, for all f ∈ C (X). Hence, x0 is quasi-generic.
The same fact is true, with same proof, considering an arbitrary (not nec-
essarily invertible) transformation and the N-action instead of the Z-action.
8.6 A variant of the Furstenberg Correspondence
Principle
Suppose Λ is a ﬁnite alphabet, Ω = ΛZ and T the left shift of Ω. If ω ∈ Ω,
a ∈ Λ and d is a density on Z, we say that a occurs with density α with respect
to d if
d
(
ω−1 [a]
)
= α
Proposition 8.6.1. If ξ ∈ Ω, X is its closed orbit, a ∈ Λ and
R (a) = {ω ∈ X | ω (0) = a}
The symbol a occurs in ξ with positive Banach density if and only if there is an
invariant probability measure µ (which we can choose as ergodic) on X such
that µ (R (a)) > 0.
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Proof. Suppose there is an invariant probability measure µ on X such that
µ (R (a)) > 0. By the Krein-Milman theorem3 and the fact that the extremal
probability measures are exactly the ergodic probability measures, there is an
ergodic probability measure µ on X such that µ (R (a)) > 0. By the last
proposition, ξ is quasigeneric, hence there is a sequence of intervals (In) such
that
|In| → +∞
and
lim
n
1
|In|
∑
k∈In
f
(
T kξ
)
=
∫
fdµ.
In particular, if f = χR(a), f is continuous on X and we obtain
0 < µ (R (a))
=
∫
fdµ
= lim
n
1
|In|
∑
k∈In
f
(
T kξ
)
= lim
n
|R (a) ∩ In|
|In|
≤ BD (R (a)) .
Conversely, suppose BD (R (a)) = α > 0 and let (In) be a sequence of intervals
in Z such that
lim
n
|R (a) ∩ In|
|In| = α.
By separability of C (X) and a diagonal argument, we can suppose, by possibly
passing to a subsequence, that
lim
n
1
|In|
∑
k∈In
f
(
T kξ
)
= L (f)
exists for all f ∈ C (X). This deﬁnes a monotone linear functional L on C (X)
such that L (1) = 1 and L (Tf) = L (f) for all f ∈ C (X). By the Riesz-
Markov representation theorem4, L deﬁnes a Borel invariant measure µ on X.
3The Krein-Milman theorem (cf. [Roy]) asserts that any compact convex subset of a
topological vector space is the closed convex hull of its extreme points.
4The Riesz-Markov representation theorem (cf. [Ru]) asserts, in its simplest formulation,
that if X is a compact metrizable space and L is a monotone linear functional over the
space C (X) of real-valued continuous functions on X, then there is one and only one Borel
measure µ on X such that
∫
fdµ = L (f) for every f ∈ C (X).
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Now,
µ (R (a)) =
∫
χR(a)dµ
= lim
n
1
|In|
∑
k∈In
χR(a)
(
T kξ
)
= lim
n
|R (a) ∩ In|
|In| = α > 0
The same fact is true, with same proof, considering ΛN instead of ΛZ.
Thanks to the above proposition, we can prove a nontrivial fact about
positive Banach density subsets of N.
Proposition 8.6.2. If A ⊆ N has positive Banach density, then there is S ⊆ N
of positive density such that, for all F ⊆ S ﬁnite, some translate of F is
contained in A.
Proof. By the previous proposition, if ξ = χA, X the closure in 2
N of its orbit
under the shift action and R = {ω ∈ X | ω (0) = 1}, then there is an ergodic
Borel probability measure µ on X such that µ (R) > 0. Since µ is ergodic, by
a previous observation, there is a generic point χS for µ. By the deﬁnition of
generic point, we obtain
lim
n
|S ∩ [0, n)|
n
= lim
n
1
n
∑
k<n
χS (k)
= lim
n
1
n
∑
k<n
χR
(
T kχS
)
=
∫
χRdµ
= µ (R) > 0
so S has positive density. Moreover, if F ⊆ S is ﬁnite, then χS (x) = 1 for all
x ∈ F and, since χS belongs to the closed orbit of χA, then, for some n ∈ N,
χA (x+ n) = T
nχA (x) = 1 for all x ∈ F and hence F + n ⊆ A.
Corollary 8.6.3. If A ⊆ N has positive Banach density, then S − S ⊆ A−A
for some positive density set S ⊆ N
Proof. If S is a positive density set every whose ﬁnite subset has some trans-
late contained in A, if s1 − s2 ∈ S − S we have then, for some y ∈ N,
{s1 + y, s2 + y} ⊆ A and hence (s1 + y)− (s2 + y) = s1 − s2 ∈ A− A.
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8.7 The proof of Roth's theorem
Lemma 8.7.1. If (X,B, µ, T ) is an ergodic measure preserving system, with T
invertible, a0, a1, a2 are nonzero distinct integers and f0, f1, f2 ∈ L∞ (X,B, µ),
with at least one fi weakly mixing, then
C − lim
n
∫
T a0nf0T
a1nf1T
a2nf2dµ = 0.
Proof. Without loss of generality, we can suppose f1 weakly mixing. If we
set b1 = a1 − a0 and b2 = a2 − a0 we have that b1, b2 are two distinct nonzero
integers such that∫
T a0nf0T
a1nf1T
a2nf2dµ =
∫
f0T
b1nf1T
b2nf2dµ.
So, it is enough to show that
(
T b1nf1T
b2nf2
)
converge to zero in the Cesàro
sense with respect to the strong topology. In this regard, we calculate
C − lim
n
C − sup
m
〈
T n+mf1T
2n+2mf2, T
mf1T
2mf2
〉
= C − lim
n
C − sup
m
∫
Tm
(
f 1T
nf1
)
T 2m
(
f 2T
2nf2
)
dµ
= C − lim
n
C − sup
m
∫ (
f 1T
nf1
)
Tm
(
f 2T
2nf2
)
dµ
= C − lim
n
∫
f 1T
nf1dµ
∫
f 2T
2nf2dµ
≤ ‖f2‖2L∞ C − limn
∫
f 1T
nf1dµ = 0
where we applied the ergodic theorem and the hypothesis that f1 is weakly
mixing. By the van der Corput lemma, we conclude.
Corollary 8.7.2. If (X,B, µ, T ) is an ergodic measure preserving system with
T invertible, a0, a1, a2 are nonzero distinct integers and f0, f1, f2 ∈ L∞ (X,B, µ)
then
C − lim
n
∫
T a0nf0T
a1nf1T
a2nf2dµ
= C − lim
n
∫
T a0n (f0)c T
a1n (f1)c T
a2n (f2)c dµ
where (fi)c for i = 0, 1, 2 is the almost periodic component of fi.
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We can now prove the following recurrence theorem.
Theorem 8.7.3. If (X,B, µ, T ) is an ergodic m.p.s., with T invertible, and
f ∈ L∞ (X,B, µ) is nonnegative and nonzero, then
C − lim
n
∫
fT nfT 2nfdµ > 0.
Proof. By the last corollary,
C − lim
n
∫
fT nfT 2nfdµ = C − lim
n
∫
fcT
nfcT
2nfcdµ
where fc is nonnegative and nonzero since such is f . Now, by the recurrence
theorem for almost periodic functions
A =
{
n ∈ Z
∣∣∣∣ ∫ fcT nfcT 2nfcdµ > 12
∫
f 3c dµ
}
∈ D∗•
where D∗• is the family of subsets of Z belonging to every essential idempotent
ultraﬁlter over N (with respect to the Banach density). In particular, A is
syndetic and has lower density ≥ α > 0. For each N ∈ N,
1
N
∑
n<N
∫
fcT
nfcT
2ngcdµ ≥ 1
N
∑
n∈[0,N)∩A
∫
fcT
nfcT
2ngcdµ
≥ |[0, N) ∩ A|
N
1
2
∫
f 3c dµ
≥ α
2
∫
f 3c dµ > 0.
Since this is true for each N ∈ N,
C − lim
n
∫
fT nfT 2nfdµ = C − lim
n
∫
fcT
nfcT
2nfcdµ
= lim
N
1
N
∑
n<N
∫
fcT
nfcT
2ngcdµ
≥ α
2
∫
f 3dµ > 0.
Now, in order to show that B =
{
n ∈ N ∣∣ ∫ fT nfT 2nfdµ > 0} has positive
lower density, suppose there is an increasing sequence (Nk)k∈N such that
lim
k
|B ∩ [0, Nk)|
Nk
= 0
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hence we have
0 < lim
k
1
Nk
∑
n<Nk
∫
fT nfT 2nfdµ ≤ lim
k
|B ∩ [0, Nk)|
Nk
‖f‖3L∞ = 0
which is impossible.
We are now able to prove the Roth theorem, by means of the variant of the
Furstenberg Correspondence Principle that we have presented in this chapter
and the just established multiple recurrence result.
Theorem 8.7.4. If A ⊆ Z has positive Banach density, then A contains an
arithmetic progression of length 3.
Proof. Consider Ω = 2N, ξ = χA, X the closure of the complete orbit of ξ un-
der the left shift T , R = {ω ∈ R | ω (0) = 1} and µ a T -invariant ergodic mea-
sure such that µ (R) > 0. Applying the last proposition to χR ∈ L∞ (X,B, µ),
we obtain that {
n ∈ Z ∣∣ µ (R ∩ T−nR ∩ T−2nR) > 0}
has positive lower density, in particular,{
n ∈ Z ∣∣ R ∩ T−nR ∩ T−2nR 6= ∅} 6= ∅
If n ∈ Z and ω ∈ R ∩ T−nR ∩ T−2nR then
ω (0) = ω (n) = ω (2n) = 1
and, by continuity, there is k ∈ N such that
T kξ (0) = T kξ (n) = T kξ (2n) = 1
or, equivalently
ξ (k) = ξ (k + n) = ξ (k + 2n) = 1
and k, k + n, k + 2n ∈ A.
Chapter 9
Abstract measure-preserving
systems
9.1 Abstraction of a probability space
An abstract probability space is a σ-algebra B endowed with a σ-additive
function µ : B → [0, 1]. A morphism ϕ from an abstract probability space
(B, µ) to (A, ν) is a homomorphism ϕ−1 : A → B such that µ (ϕ−1A) = ν (A)
for all A ∈ A. This deﬁnes a category whose objects are abstract measure
probability spaces and whose morphisms are those just deﬁned. It is easy to
see that ϕ is a monomorphism if and only if ϕ−1 is onto and an epimorphism
if and only if ϕ−1 is one to one. With any abstract measure space (B, µ) we
can associate a metric space (B, d), where
d (A,B) = µ (A4B)
It can be shown that a subalgebra B0 of B is dense in B with respect to this
metric if and only if it generates B.
From each (concrete) probability space (X,B, µ) we can obtain an abstract
probability space
(
B˜, µ˜
)
, called its abstraction, by setting
B˜ = B /∼µ
where ∼µ is the equivalence modulo µ and µ˜ is the quotient map obtained from
µ. Moreover, with each morphism ϕ : (X,B, µ) → (Y,A, ν) of probability
spaces, we can associate a morphism ϕ˜, called its abstraction, between the
corresponding abstract probability spaces B˜ and A˜ by setting
ϕ˜−1 ([A]) =
[
ϕ−1 (A)
]
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for all A ∈ A. This deﬁnes a functor from the category of concrete probability
spaces to the category of abstract probability spaces.
Observe that, if ψ is a morphism from the abstraction of (X,B, µ) to the
abstraction of (Y,A, ν), ψ−1 is a one to one function, and hence ψ is an epi-
morphism. In fact, for all A,B ∈ B, if ψ−1 (A) = ψ−1 (B) then
ψ−1 (A4B) = ψ−1 (A)4 ψ−1 (B) = 0
hence
µ˜
(
ψ−1 (A4B)) = ν˜ (A4B) = 0
and A = B. It is also obvious that ψ−1, as a function, is onto (or, equivalently,
ψ is an isomorphism) if and only if
B˜ =
{
ψ−1 (A)
∣∣∣ A ∈ A˜} .
In particular, if ψ = ϕ˜ is the abstraction of ϕ, ψ is an isomorphism if and only
if B is equivalent modulo null sets to the σ-algebra generated by ϕ (i.e. the
smallest σ-algebra on X making ϕ a measurable function).
Note also that, if ψ−1 is a homomorphism of algebras from B˜ to A˜ then ψ−1
is automatically a homomorphism of σ-algebras (and hence ψ is a homorphism
of abstract probability spaces), since if B =
⋃
n∈NBn in A we have
ν˜
(
B\
⋃
k≤n
Bk
)
−→
n→+∞
0
hence,
µ˜
(
α−1B\
⋃
k≤n
α−1Bk
)
−→
n→+∞
0
and
α−1B =
⋃
n∈N
α−1Bn.
Since the metric space
(
B˜, d
)
associated with the abstraction
(
B˜, µ˜
)
of
(X,B, µ) is isomorphic to a closed subspace of L1 (X,B, µ), it is a complete
metric space.
Proposition 9.1.1. Two probability spaces (X,B, µ) and (Y,A, ν) have iso-
morphic abstractions iﬀ there are subalgebras B0 and A0 of B˜ and A˜ respectively
such that A0 and B0 are dense in A˜ and B˜ respectively, and (B0, µ˜) and (A0, ν˜)
are isomorphic.
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Proof. Necessity is obvious. For suﬃciency, take an isomorphism α from
(B0, µ˜) to (A0, ν˜) and note that, if {An} is a Cauchy sequence in A0 then
{α−1An}n∈N is a Cauchy sequence in B0, hence α−1 has a continuous extension
to A which is a homomorphism and onto since B0 is dense in B˜.
A morphism α from the abstractions of (X,B, µ) to the abstraction of
(Y,A, ν) deﬁnes an inclusion α of L0 (Y,A, ν) into L0 (X,B, µ). In fact, we
can identify every element f of L0 (X,B, µ) with the monotone Q-sequence
(Aq)q∈Q in B˜ deﬁned by
Aq = ˜{f < q}
and conversely, given such a sequence Aq, set
f (x) = inf
{
q ∈ Q ∣∣ x ∈ A′q}
where A′q is any representative of Aq. Thus, we can deﬁne f
α = (Bq)q∈Q where
Bq = α
−1Aq.
This function sends Lp (Y,A, ν) to Lp (X,B, µ) for each 1 ≤ p ≤ +∞ and it is
easily seen to be an isometry.
Finally, we say that a measure system (X,B, µ) is regular if there is a
compact Hausdorﬀ topology τ on X such that B is equivalent modulo null sets
to the Borel σ-algebra of τ .
Analogously, we deﬁne as abstract S-measure-preserving system an
abstract probability space (B, µ) endowed with an action 〈Ts〉s∈S of a semi-
group S via endomorphisms of (B, µ). A morphism between abstract m.p.s.(B, µ, 〈Ts〉s∈S) and (A, ν, 〈Rs〉s∈S) is a morphism of abstract probability spaces
which commutes with the actions of S. It is thus deﬁned a category whose
objects are abstract S-measure-preserving systems.
Given a (concrete) S-measure-preserving system
(
X,B, µ, 〈Ts〉s∈S
)
we can
consider the abstract m.p.s., called its abstraction, where the probability
space is the abstraction of (X,B, µ) and the S-action is
〈
T˜s
〉
s∈S
. Moreover,
the abstraction of a morphism between concrete measure-preserving systems is
a morphism of abstract measure-preserving systems between their abstractions.
Thus, a functor from the category of concrete measure-preserving systems to
the category of abstract m.p.s is deﬁned. A morphism between the abstrac-
tion of measure-preserving systems which is the abstraction of some concrete
morphism is called a spacial morphism.
We say that two probability spaces or two measure-preserving systems are
equivalent if their abstractions are isomorphic.
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A measure-preserving system
(
X,B, µ, 〈Ts〉s∈S
)
is called regular if the
measure space (X,B, µ) is regular.
Proposition 9.1.2. Two measure-preserving systems
(
X,B, µ, 〈Ts〉s∈S
)
and(
Y,A, ν, 〈Rs〉s∈S
)
are equivalent if and only if there are dense subalgebras A0
and B0 of A and B respectively, such that
(
B˜0, µ, 〈Ts〉s∈S
)
and
(
A˜0, ν, 〈Rs〉s∈S
)
are isomorphic.
Proof. Consider the isomorphism between
(
B˜, µ
)
and
(
A˜, ν
)
obtained as in
proposition 9.1.1 by the one between
(
B˜0, µ
)
and
(
A˜0, ν
)
, and observe that
it is an isomorphism of measure-preserving systems.
If X and Y are probability spaces or measure-preserving systems, we say
that X is an extension of Y and Y is a factor of X if there is a morphism
α of abstract measure-preserving systems from the abstraction of X to the
abstraction of Y. It is customary to call the morphism α : X → Y itself an
extension of Y and a factor of X.
In this case, since α induces an isometric inclusion f → fα of Lp (Y) into
Lp (X) for every 1 ≤ p ≤ +∞, sending Lp (Y) into Lp (X,α−1A, µ), we can
deﬁne the conditional expectation
E [ · |Y] : L2 (X)→ L2 (Y)
as the linear function such that
E [ · |Y]α = E [ · |α−1A] .
An extension is called nontrivial if it is not an isomorphism or, equivalently,
if the inclusion of Lp (Y) in Lp (X) is not onto for some (and hence for all) p.
Two extensions pii : Xi → Y for i = 1, 2, are called isomorphic if there is
an isomorphism β : X1 → X2 commuting with pi1 and pi2. Observe that, in
such a case, β sends L2 (X1, pi
−1A, µ1) onto L2
(
X2, pi
−1
2 A, µ2
)
, hence E2 [·|Y] =
E1 [·|Y] ◦ β.
Proposition 9.1.3. If pi :
(
X, 〈Ts〉s∈S
)→ (Y, 〈Rs〉s∈S) is an extension, then
for all f ∈ L1 (X) and s ∈ S, E [Tsf |Y] = RsE [f |Y] .
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Proof. If A ∈ A, we have∫
A
RsE [f |Y] dν =
∫
R−1s A
E [f |Y] dν
=
∫
pi−1R−1s A
E
[
f |pi−1A] dµ
=
∫
T−1s pi−1A
E
[
f |pi−1A] dµ
=
∫
T−1s pi−1A
fdµ
=
∫
pi−1A
Tsfdµ
=
∫
A
E [Tsf |Y] dµ
So, RgE [f |Y] = E [Tgf |Y].
We give now some examples of factors. If A is an invariant sub-σ-algebra
Σ-invariant of B, the identity function of X is a spacial homomorphism from(
X,A, ν, 〈Ts〉s∈S
)
to
(
X,B, µ, 〈Ts〉s∈S
)
. Also, if we consider the product(
X × Y,B ⊗A, µ⊗ ν, 〈Ts ×Rs〉s∈S
)
of measure-preserving systems, the projection one factor is a spacial homomor-
phism.
A generalization of this construction is the so called skew product. We
consider a m.p.s.
(
X,B, µ, 〈Ts〉s∈S
)
and a probability space (Y,A, ν). Also,
suppose we have a function (s, x) → σ (s, x) from S × X to the space of
automorphisms of (Y,A, ν) such that, for all s ∈ S, σ (s, x) (y) is measurable
in (x, y) with respect to B ⊗A, and for all s1, s2 ∈ S and x ∈ X we have
σ (s1s2, x) = σ (s1, s2x)σ (s2, x) .
We deﬁne, for all s ∈ S and (x, y) ∈ X × Y ,
Rs (x, y) = (Tsx, σ (s, x) (y)) .
Note that, if s, t ∈ S,
Rt (Rs (x, y)) = Rt ((Tsx, σ (s, x) y))
= (TtTsx, σ (t, Tsx)σ (s, x) y)
= (Ttsx, σ (ts, x) y)
= Rts (x, y) .
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Moreover Rs is measurable, and if f is an integrable function deﬁned on X×Y ,
we have ∫
f (Rs (x, y)) dxdy =
∫
f (Tsx, σ (s, x) y) dxdy
=
∫
dx
∫
dyf (Tsx, σ (s, x) y)
=
∫
dx
∫
dyf (Tsx, y)
=
∫
dy
∫
dxf (Tsx, y)
=
∫
dy
∫
dxf (x, y)
=
∫
f (x, y) dxdy.
This deﬁnes on (X × Y,B ⊗A, µ⊗ ν) a measure-preserving action of S.
In particular, when S = N we have, if σ (1, x) = Sx for all x ∈ X, induc-
tively we have, for all n ≥ 0,
σ (n+ 1, x) = σ (1, nx)σ (n, x)
= Tnxσ (n, x)
= TnxT(n−1)x...T1xTx.
9.2 Disintegration of measures
If (X,B) and (Y,A) are measurable spaces, we call probability kernel a
family (µy)y∈Y of probability measures on X with indices in Y such that, for
every function f : X → C bounded and measurable, the function y → ∫ fdµy
is measurable.
A measurable function φ : Y → X induces a probability kernel y → δϕ(y).
We can regard measurable spaces as the objects of a category whose morphisms
are probability kernels, and which has the category of measurable spaces and
measurable functions as a subcategory.
If (X,B, µ) is a measure space and pi : (X,B, µ) → (Y,A, ν) is a factor of
(X,B, µ), we call (a version of the) disintegration of µ with respect to the
factor pi, a probability kernel (µy)y∈Y such that, for all f ∈ L2 (X,B, µ) and
for all g ∈ L2 (Y,A, ν), the function y → ∫ fdµy belongs to L2 (Y,A, ν) and∫
f (g ◦ pi) dµ =
∫ (∫
fdµy
)
g (y) dν (y)
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or, equivalently, ∫
fdµy = E [f |Y] (y)
almost everywhere. Note that, in particular, for all A ∈ B and B ∈ A,
µ
(
A ∩ pi−1B) = ∫ χA (χB ◦ pi) dµ
=
∫ (∫
χAdµy
)
χBdν (y)
=
∫
B
µy (A) dν (y) .
We say that the disintegration of µ with respect to a factor pi is essentially
unique if any two versions of the disintegration of µ with respect to pi coincide
almost everywhere.
Proposition 9.2.1. If (X,B, µ) is a separable measure space and
pi : (X,B, µ)→ (Y,A, ν)
a factor, then the disintegration of µ with respect to pi (if it exists) is essentially
unique. Moreover, for ν-a.a. y ∈ Y , g ◦ pi = g (y) µy-a.e.
Proof. Let B0 be a countable basis for B. If (µy)y∈Y and
(
µ′y
)
y∈Y are two
versions of the disintegration of µ with respect to pi then, for all f : X → C
and g : Y → C bounded and measurable, we have∫ (∫
fdµy
)
g (y) dν (y) =
∫
f (g ◦ pi) dµ =
∫ (∫
fdµ′y
)
g (y) dν (y)
hence, for ν-a.a. y ∈ Y , ∫ fdµy = ∫ fdµ′y. In particular, for all A ∈ B0,{
y ∈ Y ∣∣ µy (A) = µ′y (A)}
has full measure, and hence also⋂
A∈B0
{
y ∈ Y ∣∣ µy (A) = µ′y (A)} = {y ∈ Y ∣∣ µy = µ′y} .
Moreover, for all bounded measurable functions g, h : Y → C and f : X → C
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we have∫ (∫
f (g ◦ pi) dµy
)
h (y) dν (y) =
∫
f (g ◦ pi) (h ◦ pi) dµ
=
∫
f ((gh) ◦ pi) dµ
=
∫ (∫
fdµy
)
g (y)h (y) dν (y)
=
∫ (∫
fg (y) dµy
)
h (y) dν (y) .
So, for all f : X → C bounded and measurable,∫
f (g ◦ pi) dµy =
∫
fg (y) dµy
for ν-a.a y ∈ Y . In particular, for all A ∈ B0,∫
A
(g ◦ pi) (x) dµy =
∫
A
g (y) dµy (x)
for ν−a.a. y ∈ Y . Since B0 is countable, there is a full measure set E ⊆ Y
such that, ∀y ∈ E, ∀A ∈ B0,∫
A
(g ◦ pi) (x) dµy =
∫
A
g (y) dµy (x)
and hence g ◦ pi = g (y) µy-a.a.
Theorem 9.2.2. If (X,B, µ) is a regular measure space and is pi : (X,B, µ)→
(Y,A, ν) a factor, then there is one (and, by the previous proposition, essen-
tially unique) version of the disintegration of µ with respect to pi. Moreover,
for ν-a.a. y ∈ Y , µy is regular.
Proof. Consider the function
pi# : L2 (Y,A, ν)→ L2 (X,B, µ)
g 7→ g ◦ pi
and its adjoint pi# : L
2 (X,B, µ)→ L2 (Y,A, ν). Note that, for all A ∈ A,∫
A
pi#fdν =
∫
pi#fχAdν
=
∫
fpi#χAdµ
=
∫
fχpi−1Adµ
=
∫
pi−1A
fdµ
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and pi#1 = 1, because ∫
(pi#1) gdν =
∫
(g ◦ pi) dµ
=
∫
gd (pi (µ))
=
∫
gdν
for all g ∈ L2 (X,B, µ). If f ∈ C (X) (with respect to some metrizable compact
topology on X such that B is its Borel σ-algebra), then pi#f ∈ L∞ (Y,A, ν)
and
‖pi#f‖L∞(Y,A,ν) ≤ ‖f‖C(X)
because we have, for all A ∈ A,∣∣∣∣∫
A
pi#fdν
∣∣∣∣ = ∣∣∣∣∫
pi−1A
fdµ
∣∣∣∣ ≤ ‖f‖C(X) µ (pi−1A) = ‖f‖C(X) ν (A) .
Also, if f ≥ 0 then pi#f ≥ 0 because, for all A ∈ A,∫
A
pi#fdν =
∫
pi−1A
fdµ ≥ 0.
Hence, by separability of C (X), we can choose measurable representatives pi#f
of pi#f , when f varies in C (X), in such a way that∣∣∣pi#f (y)∣∣∣ ≤ ‖f‖C(X)
pi#1 (y) = 1
and, if f is positive,
pi#f (y) > 0
for all y in a full-measure set E and the function f → pi#f is linear. This
deﬁnes, for all y ∈ E, a continuous monotone linear functional on C (X)
Ly : f → pi#f (y)
By the Riesz representation theorem, there is a regular probability measure µy
on B such that, for all f ∈ C (X),∫
fdµy = Ly (f) = pi#f (y) .
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We deﬁne µy an arbitrary regular probability measure for y ∈ Y \E. For
all g ∈ L2 (X,B, µ), the set of f ∈ L2 (X,B, µ) such that y → ∫ fdµy is
measurable and ∫
f (g ◦ pi) dµ =
∫ (∫
fdµy
)
g (y) dν (y)
contains C (X) and is closed with respect to monotone pointwise convergence
bounded by a function f ∈ L2 (X,B, µ), hence it is all L2 (X,B, µ).
Proposition 9.2.3. Under the hypothesis of the previous theorem, if (Y,A, ν)
is regular and pi is a continuous spacial map with respect to some compact
topologies on X and Y whose associated Borel σ-algebras are B and A respec-
tively, then for ν-a.a. y ∈ Y , µy is concentrated on pi−1 [y] .
Proof. Suppose y ∈ Y is such that µy is not concentrated on pi−1 [y], then
there is a closed subset C ⊆ X\pi−1 [y] such that µy (C) > 0. So, pi (C) and
{y} are disjoint compact subsets of Y , and there is g ∈ C (Y ) such that g|C ≡ 1
and g (y) = 0, but g ◦ pi is not 0 = g (y) µy-almost everywhere. Since the set
of y such that g ◦ pi is not µy-a.e. equal to g (y) for some g ∈ C (Y ) is ν-null,
we are done.
Proposition 9.2.4. If
(
X, 〈Ts〉s∈S
)
is a separable m.p.s.,
(
Y, 〈Rs〉s∈S
)
is a
factor of
(
X, 〈Ts〉s∈S
)
and (µy)y∈Y is a disintegration of µ with respect to Y,
then, for all s ∈ S, for ν-a.a. y ∈ Y ,
µRsy = Tsµy.
Proof. For ν-a.a. y ∈ Y and all f ∈ L2 (X),∫
fd (Tsµy) =
∫
Tsfdµy
= E [Tsf |Y] (y)
= (RsE [f |Y]) (y)
= E [f |Y] (Rsy)
=
∫
fdµRsy.
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Suppose α1 : (X1,B1, µ1) → (Y,A, ν) and α2 : (X2,B2, µ2) → (Y,A, ν) are
two regular factors and (µ1,y)y∈Y and (µ2,y)y∈Y are disintegrations of µ1 and
µ2 with respect to the factor Y. Note that, for all A1 ∈ B1, A2 ∈ B2, we have
(µ1,y ⊗ µ2,y) (A1 × A2) = µ1,y (A1)µ2,y (A2) .
So, the function
y → (µ1,y ⊗ µ2,y) (A1 × A2)
is measurable. Now,
L =
{
f ∈ L1 (µ1,y ⊗ µ2,y)
∣∣∣∣ y → ∫ fd (µ1,y ⊗ µ2,y) is measurable}
is a vector space that contains {χA1×A2 |Ai ∈ Bi for i = 1, 2} and is closed un-
der monotone convergence dominated in L1. So, that space is L1 (µ1,y ⊗ µ2,y).
We can thus deﬁne the measure µ1⊗Y µ2 on X1×X2 such that, ∀A ∈ B1⊗B2,
(µ1 ⊗Y µ2) (A) =
∫ (∫
χAd (µ1,y ⊗ µ2,y)
)
dν (y)
=
∫
(µ1,y ⊗ µ2,y) (A) dν (y) .
It is easily seen that X1 ×Y X2 = (X1 ×X2,B1 ⊗ B2, µ1 ⊗Y µ2) is a measure
space. Moreover, pii : X1×Y X2 → Xi are homomorphisms of measure spaces,
because,if A ∈ B1,
(µ1 ⊗Y µ2)
(
pi−11 A
)
=
∫
(µ1,y ⊗ µ2,y) (A×X2) dν (y)
=
∫
µ1,y (A) dν (y) = µ1 (A)
and similarly for pi2. Note that, reasoning as above, we conclude that, for all
f ∈ L1 (µ1 ⊗Y µ2),∫
fd (µ1 ⊗Y µ2) =
∫ (∫
fd (µ1,y ⊗ µ2,y)
)
dν (y) .
Proposition 9.3.1. The measure µ1 ⊗Y µ2 is the only measure on B1 ⊗ B2
such that, for all fi ∈ L2 (Xi), with i = 1, 2, we have∫
(f1 ⊗ f2) d (µ1 ⊗Y µ2) =
∫
E [f1|Y]E [f2|Y] dν.
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Proof. We have, for all fi ∈ L2 (Xi),∫
(f1 ⊗ f2) d (µ1 ⊗Y µ2) =
∫ (∫
(f1 ⊗ f2) d (µ1,y ⊗ µ2,y)
)
dν (y)
=
∫ (∫
f1dµ1,y
)(∫
f2dµ2,y
)
dν (y)
=
∫
E [f1|Y]E [f2|Y] dν (y) .
Conversely, suppose µ is a measure on B1 ⊗ B2 such that∫
(f1 ⊗ f2) dµ =
∫
E [f1|Y]E [f2|Y] dν
for all fi ∈ L2 (Xi). We have∫
(f1 ⊗ f2) dµ =
∫
E [f1|Y]E [f2|Y] dν =
∫
(f1 ⊗ f2) d (µ1 ⊗Y µ2)
for all fi ∈ L2 (Xi), hence, for all Ai ∈ Bi,
µ (A1 × A2) = (µ1 ⊗Y µ2) (A1 × A2)
and µ = µ1 ⊗Y µ2.
We observe that the two homomorphisms pi1 ◦α1 and pi2 ◦α2 are the same.
Indeed, if f ∈ L2 (Y) we have∫
|fα1pi1 − fα2pi2|2 d (µ1 ⊗Y µ2)
=
∫ (|fα1pi1 |2 + |fα2pi2|2 − 2Refα1pi1fα2pi2) d (µ1 ⊗Y µ2)
=
∫ (|f |2)α1pi1 d (µ1 ⊗Y µ2) + ∫ (|f |2)α2pi2 d (µ1 ⊗Y µ2)
−2
∫ (
fα1pi1f
α2pi2
)
d (µ1 ⊗Y µ2)
=
∫ (|f |2)α1 dµ1 + ∫ (|f |2)α2 dµ2 − 2 ∫ (fα1 ⊗ fα2) d (µ1 ⊗Y µ2)
=
∫
|f |2 dν +
∫
|f |2 dν − 2
∫
E [fα1 |Y]E
[
f
α2|Y
]
dν (y)
= 2
∫
|f |2 dν − 2
∫
|f |2 dν = 0.
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Proposition 9.3.2. For all fi ∈ L2 (Xi), i = 1, 2, we have
E [f1 ⊗ f2|Y] = E [f1|Y]E [f2|Y] .
Moreover, (µ1,y ⊗ µ2,y)y∈Y is a disintegration of µ1 ⊗Y µ2 with respect to Y.
Proof. We can suppose fi ∈ L∞ (Xi). We claim that
E [f1 ⊗ f2|X1] = f1E [f2|Y]α1
because we have, for all h ∈ L2 (X1),
∫
f1E [f2|Y]α1 hdµ1 =
∫
E [hf1E [f2|Y]α1 |Y] dµ1
=
∫
E [f2|Y]E [hf1|Y] dν
=
∫
(hf1 ⊗ f2) d (µ1 ⊗Y µ2)
=
∫
(f1 ⊗ f2)hpi1d (µ1 ⊗Y µ2) .
So, we have
E [f1 ⊗ f2|Y] (y) = E [E [f1 ⊗ f2|X1] |Y] (y)
= E [f1E [f2|Y]α1 |Y] (y)
= E [f2|Y] (y)E [f1|Y] (y)
=
(∫
f1dµ1,y
)(∫
f2dµ2,y
)
=
(∫
(f1 ⊗ f2) d (µ1,y ⊗ µ2,y)
)
and (µ1,y ⊗ µ2,y)y∈Y is the disintegration of µ1 ⊗Y µ2.
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If f1 ∈ L2 (X1) and f2 ∈ L2 (X2) then f1 ⊗ f2 ∈ L1 (X1×YX2), for
∫
|f1 ⊗ f2| d (µ1 ⊗Y µ2)
=
∫ (∫
|f1 ⊗ f2| d (µ1,y ⊗ µ2,y)
)
dν (y)
=
∫ (∫
|f1| dµ1,y
)(∫
|f2| dµ2,y
)
dν (y)
≤
(∫ (∫
|f1|2 dµy
)
dν (y)
) 1
2
(∫ (∫
|f2|2 dµy
)
dν (y)
) 1
2
=
(∫
|f1|2 dµ1
) 1
2
(∫
|f2|2 dµ2
) 1
2
= ‖f1‖L2(µ1) ‖f2‖L2(µ2) .
Note that, if X′1,X
′
2 are extensions of Y which are equivalent to X1,X2
through β1, β2 respectively, then X
′
1×Y X2 is equivalent to X1×Y X2, because
we have, for all fi ∈ L1 (Xi),
∫ (
fβ11 ⊗ fβ2
)
d (µ′1 ⊗Y µ′2) = E
[
fβ11 |Y
]
E
[
fβ22 |Y
]
= E [f1|Y]E [f2|Y]
=
∫
(f1 ⊗ f2) d (µ1 ⊗Y µ2) .
Thus, we can deﬁne an isomorphism β from L1 (X1 ×Y X2) to L1 (X′1 ×X′2)
such that (f1 ⊗ f2)β = fβ12 ⊗ fβ22 .
We now deﬁne relative products of measure-preserving systems, under the
hypothesis that S is a group. If
(
X1, 〈T 1s 〉s∈S
)
,
(
X2, 〈T 2s 〉s∈S
)
are two extensions
of
(
Y, 〈Rs〉s∈S
)
and we set, for all s ∈ S,
Ts (x1, x2) =
(
T 1s x1, T
2
s x2
)
then
(
X1 ×Y X2, 〈Ts〉s∈S
)
is a m.p.s., called the relative product of
(
X1, 〈T 1s 〉s∈S
)
and
(
X2, 〈T 2s 〉s∈S
)
with respect to the factor
(
Y, 〈Rs〉s∈S
)
. In fact, for all
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Ai ∈ Bi, i = 1, 2, we have
(µ1 ⊗Y µ2)
(
T−1s (A1 × A2)
)
=
∫
(µ1,y ⊗ µ2,y)
((
T 1s
)−1
A1 ×
(
T 2s
)−1
A2
)
dν (y)
=
∫
µ1,y
((
T 1s
)−1
A1
)
µ2,y
((
T 2s
)−1
A2
)
dν (y)
=
∫
µ1,Rsy (A1)µ2,Rsy (A2) dν (y)
=
∫
µ1,y (A1)µ2,y (A2) dRs−1ν (y)
=
∫
(µ1,y ⊗ µ2,y) (A1 × A2) dν (y)
= (µ1 ⊗Y µ2) (A1 × A2) .
Suppose α : X→ Y is a regular morphism, and β : X×YX → Y the
corresponding morphism of the relative product. If H = L2 (X), we denote
• L2 (X×YX) by H ⊗Y H
• L2 (X,B, µy) by Hy for all y ∈ Y
• L2 (X ×X,B ⊗ B, µy ⊗ µy) by Hy ⊗Hy for all y ∈ Y
If f belongs to H or H ⊗Y H, then it belongs to Hy or Hy ⊗Hy for ν-a.a.
y ∈ Y . The norm in H and H ⊗Y H will be denoted by ‖·‖, and the norm in
Hy and Hy ⊗Hy by ‖·‖y. Observe that, if g ∈ H ⊗Y H then
‖g‖2 =
∫
|g|2 d (µ⊗Y µ)
=
∫ (∫
|g|2 d (µy ⊗ µy)
)
dν (y)
=
∫
‖g‖2y dν (y)
and analogously for H. If f ∈ H and B ∈ A, for all y ∈ H we have
‖fχα−1B‖2y =
∫
|f |2 χα−1Bdµy
= E
[|f |2 χα−1B|Y] (y)
= χB (y)E
[|f |2 |Y] (y) = { ‖f‖y if y ∈ B
0 otherwise
.
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We say that an element f of H or H ⊗Y H is ﬁber-bounded (by M) if
the function
y → ‖f‖y
is essentially bounded (by M).
For every s ∈ S, the function Ts deﬁnes an isomorphism from HTsy to Hy
since Tsµy = µTsy for ν-a.a. y ∈ Y and, if f ∈ Hy,
‖Tsf‖2y =
∫
|Tsf |2 dµy
=
∫
|f |2 dTsµy
=
∫
|f |2 dµTsy
= ‖f‖Tsy .
9.4 Hilbert-Schmidt operators
Recall that, if H is an Hilbert space, then H is the Hilbert space which has
the same elements as H, the scalar multiplication is deﬁned by
λ ·H x = λ ·H x
and the scalar product is deﬁned by
〈x, y〉H = 〈x, y〉H
If H,H ′ are Hilbert spaces and K ∈ H⊗H ′, then K induces a linear bounded
operator TK : H → H ′, by setting
〈TKv, v′〉 = 〈K, v ⊗ v′〉
for all v ∈ H and v′ ∈ H ′. Note that ‖TK‖ ≤ ‖K‖. We call TK the Hilbert-
Schmidt operator associated with the kernel K. The function K → TK is
an isomorphism from H ⊗H ′ to the space of Hilbert-Schmidt operators from
H to H ′ that induces in the latter a norm ‖·‖HS and an inner product 〈·, ·〉HS.
If (X,B, µ) and (Y,A, ν) are measure spaces, since
L2 (µ)⊗ L2 (ν) ' L2 (µ⊗ ν)
with isomorphism sending f ⊗ g to f (x) g (y), an operator T : L2 (µ)→ L2 (ν)
is Hilbert-Schmidt if and only if there is K ∈ L2 (µ⊗ ν) such that, for all
f ∈ L2 (X,B, µ),
Tf (y) =
∫
K (x, y) f (x) dµ (x)
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In fact, if T is Hilbert-Schmidt, there is K ∈ L2 (µ⊗ ν) such that, for all
f ∈ L2 (µ) and g ∈ L2 (µ),∫
Tf (y) g (y) dν (y) =
∫
K (x, y)
(
f ⊗ g) (x, y)d (µ⊗ ν) (x, y)
=
∫
K (x, y) f (x) g (y) d (µ⊗ ν) (x, y)
=
∫ (∫
K (x, y) f (x) dµ (x)
)
g (y) dν (y)
hence
Tf (y) =
∫
K (x, y) f (x) dµ (x) .
Conversely, if T is deﬁned as above, then it is the Hilbert-Schmidt operator
associated with the element K ∈ L2 (µ)⊗ L2 (ν).
We now characterize Hilbert-Schmidt operators between general separable
Hilbert spaces.
Proposition 9.4.1. If H,H ′ are separable Hilbert spaces and T : H → H ′ a
bounded linear operator, then the following statements are equivalent
1. T is an Hilbert-Schmidt operator
2.
∑
n,m∈N |〈Ten, e′m〉|2 < +∞ for every orthonormal bases (en)n∈N of H
and (e′n)n∈N of H
′
3.
∑
n,m∈N |〈Ten, e′m〉|2 < +∞ for some orthonormal base (en)n∈N of H and
some orthonormal base (e′n)n∈N of H
′
4.
∑
n∈N ‖Ten‖2 < +∞ for some orthonormal base (en)n∈N of H
Moreover, in this case,
∑
n,m∈N |〈Ten, e′m〉|2 =
∑
n∈N ‖Ten‖2 = ‖T‖2HS.
Proof. 1⇒ 2 If T is the Hilbert-Schmidt operator associated with K ∈ H ⊗
H ′ and (en) , (e′n) are orthonormal bases of H and H
′ respectively, then∑
n,m∈N
|〈Ten, e′m〉|2 =
∑
n,m∈N
|〈K, en ⊗ e′m〉|2 = ‖K‖2 < +∞.
3⇔ 4 It follows from the fact that∑
m∈N
|〈Ten, e′m〉|2 = ‖Ten‖2 .
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3⇒ 1 Set
K =
∑
n,m∈N
〈Ten, e′m〉 (en ⊗ e′m) ∈ H ⊗H ′
and observe that T = TK .
The operator norm of a Hilbert-Schmidt operator is bounded from above
by its Hilbert-Schmidt norm, since, if ‖x‖ ≤ 1,
‖Tx‖2 =
∥∥∥∥∥xn∑
n
Ten
∥∥∥∥∥
2
≤
(∑
n
|xn|2
)(∑
n
‖Ten‖2
)
≤ ‖T‖2HS .
Moreover, if T, S are Hilbert-Schmidt operators associated with K, J ∈ H⊗H ′
then, if (en) and (e
′
n) are orthonormal bases of H and H
′ respectively,
〈T, S〉HS = 〈K, J〉
=
〈∑
n,m
〈Ten, e′m〉 (en ⊗ e′m) ,
∑
n′,m′
〈Sen′ , e′m′〉 (en′ ⊗ e′m′)
〉
=
∑
n,m
〈Ten, e′m〉 〈Sen, e′m〉
=
∑
n
〈Ten, Sen〉 .
The fundamental fact we need about Hilbert-Schmidt operators is the fol-
lowing one.
Proposition 9.4.2. A Hilbert-Schmidt operator T : H → H ′ is compact.
Proof. Let {en}n∈N be an orthonormal base of H, and ε > 0. There is N ∈ N
such that,
N∑
i=0
‖Tei‖2 ≥ ‖T‖HS − ε.
Hence, for all x ∈ BH (0, 1), if x0 =
∑N
i=0 〈x, ei〉 ei,
‖Tx− Tx0‖2 =
∥∥∥∥∥∑
n>N
〈x, en〉Ten
∥∥∥∥∥
2
≤
∑
n>N
‖Ten‖2 ≤ ε.
This shows that, if BH (0, 1) = {x ∈ H |‖x‖ ≤ 1}, then
TBH (0, 1) ⊆ T (span {ei |i = 0, 1, .., N } ∩BH (0, 1)) +BH′ (0, ε) .
Since span {ei | i = 0, 1, .., n} ∩BH (0, 1) is precompact, we conclude.
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Suppose α : X→ Y is a factor and deﬁne H, Hy, Hy ⊗Y Hy and H ⊗Y H as
above. If Φ ∈ H ⊗Y H and ϕ ∈ H, we deﬁne the convolution
(Φ ∗ ϕ) (x) =
∫
Φ (x, x′)ϕ (x′) dµα(x) (x′)
(the expression is well deﬁned for µ-a.a. x ∈ X, since for ν-a.a. y ∈ Y ,
Φ ∈ Hy). Observe that, ∀y ∈ Y ,
|Φ ∗ ϕ‖2y =
∫
|Φ ∗ ϕ|2 (x) dµy (x)
=
∫ ∣∣∣∣∫ Φ (x, x′)ϕ (x′) dµα(x) (x′)∣∣∣∣2 dµy (x)
≤
∫ (∫
|Φ (x, x′)|2 dµα(x) (x′)
∫
|ϕ (x′)|2 dµα(x) (x′)
)
dµy (x)
=
(∫
|ϕ|2 dµy
)∫ ∫
|Φ|2 d (µy ⊗ µy)
= ‖ϕ‖2y ‖Φ‖2y
So, being Φ in Hy for ν-a.a. y ∈ Y , the function ϕ→ Φ∗ϕ is, for ν-a.a. y ∈ Y ,
a bounded linear functional of Hy and, if Φ is ﬁber-bounded by M , then the
function
Φ∗ : ϕ 7→ Φ ∗ ϕ
is a bounded linear operator of H with norm at most M . Now, for ν-a.a.
y ∈ Y , µy is concentrated on pi−1 [y] and hence, for ν-a.a. y ∈ Y , Φ∗, seen as
a linear operator of Hy, is the Hilbert-Schmidt operator
ϕ→
∫
Φ (x, x′)ϕ (x′) dµy (x′)
In particular, for ν-a.a. y ∈ Y , Φ∗ : L2 (X,B, µy)→ L2 (X,B, µy) is compact.
If X,Y are G-measure-preserving systems, where G is a group, S ∈ G and
Φ is S-invariant, then
S (Φ ∗ ϕ) = Φ ∗ Sϕ
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because we have
S (Φ ∗ ϕ) (x) = (Φ ∗ ϕ) (Sx)
=
∫
Φ (Sx, x′)ϕ (x′) dµα(x) (x′)
=
∫
Φ (Sx, Sx′)ϕ (Sx′) dµα(x) (x′)
=
∫
Φ (x, x′)ϕ (Sx′) dµα(x) (x′)
=
∫
Φ (x, x′)Sϕ (x′) dµα(x) (x′)
= Φ ∗ (Sϕ) (x) .
If Φ = f1 ⊗ f2 is ﬁber-bounded by M , we have
(Φ ∗ ϕ) (x) =
∫
f1 (x) f2 (x
′)ϕ (x′) dµα(x) (x′)
= c (x) f1 (x)
where
|c (x)| =
∣∣∣∣∫ f2 (x′)ϕ (x′) dµα (x′)∣∣∣∣
≤
(∫
|f2 (x′)|2 dµα(x) (x′)
) 1
2
(∫ ∣∣∣ϕ (x′)2∣∣∣ dµα(x) (x′)) 12
≤ ‖f2‖α(x) M.
9.6 Regular morphisms
A morphism α from the abstraction of the m.p.s. X to the abstraction of a
m.p.s. Y is called regular if X is regular and α is a continuous spacial map.
Similar deﬁnition is given for measure spaces.
The following theorem guarantees that what we state about separable ex-
tensions is true, modulo isomorphism, for regular extensions as well. In the fol-
lowing, we will suppose, without loss of generality, that all measure-preserving
systems and all extensions are regular.
Theorem 9.6.1. If α is a morphism from a separable m.p.s. X to a separable
m.p.s. Y, then there are m.p.s. X′,Y′, a regular homomorphism α′ : X′→ Y′
and isomorphisms between the abstractions of X,Y and X′,Y′ respectively,
that commutes with α and α′.
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Proof. Let A0 = {An}n∈N be a countable dense invariant subalgebra of A,
where An 6= Am for n 6= m Consider Y ′ = 2N and, for all n ∈ N, be pin
the n-th projection. If, for all n ∈ N, {pin = 1} = A′n, we have that the set
A′0 of ﬁnite intersections of {A′n | n ∈ N} is a countable dense subalgebra of
A′ = B (Y ) and there is, for all N ∈ N, a Borel measure νN on Y such that,
for all I ⊆ {1, 2, ..., N},
νN
(⋂
n∈I
A′n
)
= ν
(⋂
n∈I
An
)
.
in fact such conditions are compatible and involve only a ﬁnite algebra. If ν ′
is a limit point of the sequence (νN)N∈N, we have that, for all I ∈ ℘fin (N),
ν ′
(⋂
n∈I
A′n
)
= ν
(⋂
n∈I
An
)
.
Note that, every g ∈ G deﬁnes a permutation σg of N, such that ∀n ∈ N,
Aσg(n) = R
−1
g An.
Also, σgh = σh ◦ σg since, for all n ∈ N,
Aσgh(n) = R
−1
ghAn = (RgRh)
−1An = R−1h R
−1
g An = R
−1
h Aσg(n) = Aσh(σg(n)).
If we set, for all ξ ∈ Y ′, R′gξ (n) = ξ (σg (n)) we obtain an action of G on Y ′,
because
R′g (R
′
hξ) (n) = R
′
gξ (σh (n))
= ξ (σh (σg (h)))
= ξ (σgh (n))
=
(
R′ghξ
)
(n) .
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Also, for all n ∈ N, R′−1g A′n = A′σg(n), hence, for all F ∈ ℘fin (N),
ν ′
(
R
′−1
g
⋂
n∈F
A′n
)
= ν ′
(⋂
n∈F
R−1g A
′
n
)
= ν ′
(⋂
n∈F
A′σg(n)
)
= ν
(⋂
n∈F
Aσg(n)
)
= ν
(⋂
n∈F
R−1g An
)
= ν
(
R−1g
⋂
n∈F
An
)
= ν
(⋂
n∈F
An
)
= ν ′
(⋂
n∈F
A′n
)
.
Hence, Y′ =
(
Y ′,A′, ν ′, 〈R′g〉g∈G) is a regular measure-preserving system.
Moreover, the isomorphism
An → A′n
deﬁnes an isomorphism of invariant dense subalgebras of A and A′ respectively
which commutes with the actions of G, and hence deﬁnes an isomorphism ψ
between the abstractions of Y and Y′ respectively. Now, consider a countable
dense invariant subalgebra B0 = {Bn}n∈N of B containing α−1 [A0] and deﬁne
X ′ = 2N, {B′n}n∈N, µ′ and
〈
T ′g
〉
g∈G as above. We obtain a regular m.p.s. X
′
and an isomorphism ϕ from the abstractions of X and X′ respectively. Set,
for all n ∈ N, β (n) ∈ N such that
α−1An = Bβ(n).
We have that β is a permutation of N and deﬁnes a continuous function
α′ : X ′ → Y ′ such that (α′ (ξ)) (n) = ξ (β (n)). We have that (α′)−1 (A′n) =
{ξ ∈ X ′ | (α′ (ξ)) (n) = ξ (β (n)) = 1} = B′β(n) and α−1An = Bβ(n), hence the
abstraction of α′ is the morphism from the abstraction of X′ to the abstraction
of Y′ induced by the morphism α from the abstraction of X to the abstraction
of Y via the isomorphisms ϕ and ψ. Moreover, by its deﬁnition, α′ is a regular.
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9.7 An ergodic theorem for amenable actions
Theorem 9.7.1. If G is a countable amenable group with Følner sequence
F = (Fn)n∈N, (Ug)g∈G is a unitary action of G on a Hilbert space H and
x ∈ H, then
lim
n
1
|Fn|
∑
g∈Fn
Ugx = Px
in the weak topology, where P is the orthogonal projection onto the subspace
HG of the invariant elements.
Proof. Observe that HG is invariant, hence such is H0 = H
⊥
G too. Clearly, for
each x ∈ HG, limn 1|Fn|
∑
g∈Fn Ugx = x. Suppose now that x ∈ H0 and y is a
limit point of (
1
|Fn|
∑
g∈Fn
Ugx
)
By passing to a subsequence, we can suppose that y is indeed the limit. For
each h ∈ G we have ∥∥∥∥∥Uh
(
1
|Fn|
∑
g∈Fn
Ugx
)
−
(
1
|Fn|
∑
g∈Fn
Ugx
)∥∥∥∥∥
=
∥∥∥∥∥
(
1
|Fn|
∑
g∈Fn
Uhgx
)
−
(
1
|Fn|
∑
g∈Fn
Ugx
)∥∥∥∥∥
=
∥∥∥∥∥
(
1
|Fn|
∑
g∈hFn
Ugx
)
−
(
1
|Fn|
∑
g∈Fn
Ugx
)∥∥∥∥∥
≤ 1|Fn|
∑
g∈hFn4Fn
‖Ugx‖
≤ |hFn4 Fn||Fn| ‖x‖ = on→+∞ (1)
so Uhy = y, y ∈ HG ∩H0 and y = 0.
If we have a m.p.s.
(
X,B, µ, 〈Tg〉g∈G
)
, where G is an amenable countable
semigroup, we can consider the obvious associated unitary action of G on
L2 (X,B, µ), and we obtain that, for all f ∈ L2 (X,B, µ),(
1
|Fn|
∑
g∈Fn
Tgf
)
n∈N
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converges weakly to the projection Pf of f onto the subspace of invariant
functions. By the density of L2 (X,B, µ) in L1 (X,B, µ) and by the fact that
the norm of
f → 1|Fn|
∑
g∈Fn
Tgf
is smaller or equal than 1 for all n ∈ N, we can extend P to a continuous
linear function deﬁned on L1 (X,B, µ) and obtain that, ∀f ∈ L1 (X,B, µ),(
1
|Fn|
∑
g∈Fn Tgf
)
n∈N
converges weakly in L1 (X,B, µ) to Pf .
Chapter 10
Extensions of measure-preserving
systems
We suppose in this chapter that Σ is a group and consider regular Σ-measure-
preserving systems. Also, if
(
X,B, µ, 〈Tσ〉σ∈Σ
)
is a m.p.s., we identify an ele-
ment σ of Σ with the transformation Tσ that it induces on the space.
10.1 Ergodic extensions
Deﬁnition 10.1.1. Let X,Y be two Σ-measure-preserving systems, X an ex-
tension of Y and α the homomorphism that deﬁnes the extension. We say
that such an extension is ergodic relatively to S ∈ Σ if every S-invariant
measurable subset of X is the image (modulo null sets) under α−1 of some
(necessarily S-invariant) measurable subset of Y. If Σ′ ⊆ Σ, we say that X is
an ergodic extension relatively to Σ′ if it is an ergodic extension relatively to
S for all S ∈ Σ′.
Note that if α−1A is S-invariant, α−1A ∼µ S−1α−1A = α−1S−1A, hence
S−1A ∼ν A and A is S-invariant. Also, if
gα ∈ L1 (X)S =
{
f ∈ L1 (X) | Sf = f }
then g ∈ L1 (Y)S because, for all t ∈ Q,
α−1 {g > t} = {gα > t} ∼µ S−1 {gα > t} = {gα ◦ S > t}
= {(g ◦ S)α > t} = α−1 {g ◦ S > t} = α−1S−1 {g > t}
hence S−1 {g > t} ∼ν {g > t} and g is S-invariant. Clearly, if we denote by
X0 the trivial one-point system, a system (X, T ) is ergodic if and only if X is
an ergodic extension of X0 relatively to T .
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Proposition 10.1.2. If X is an extension of Y, then the following statements
are equivalent
1. X is an ergodic extension relatively to S
2. L∞ (X)S ⊆ L∞ (Y)α
3. L1 (X)S ⊆ L1 (Y)α
4. L∞ (X)S ⊆ L1 (Y)α
Proof. 1⇒ (2 ∧ 3) If f ∈ L∞ (X)S, for all t ∈ Q there is At ∈ A such that
α−1At ∼ {f > t}. The family (At)t∈Q is monotone. Moreover, since
there is M ≥ 0 such that {|f | > t} is null for t > M , At for t > M and
X\At for t < −M are µ-null, the sequence (At)t∈Q deﬁnes a function
g ∈ L∞ (Y), by setting
g (x) = inf {t ∈ Q | x ∈ At}
By deﬁnition of (At)t∈Q, g
α = f . If f ∈ L1 (X)S, reasoning as above we
obtain g ∈ L1 (Y) such that gα = f .
(2 ∨ 3)⇒ 4 Obvious
4⇒ 1 If we consider χA where A is a S-invariant measurable subset of X,
χA ∈ L∞ (X)S, then there is f ∈ L1 (Y) such that fα = χA, hence
A = {χA > 0} ∼µ {fα > 0} = α−1 {f > 0} ∈ α−1 [A]
and X is an ergodic extension relatively to S.
Note that if X is an extension of Y, Y is an extension of Z, X is an ergodic
extension of Z relatively to S if and only if X is an ergodic extension of Y
relatively to S and Y is an ergodic extension of Z relatively to S.
10.2 Weakly mixing extensions
Deﬁnition 10.2.1. If S ∈ Σ, we say that X is a weakly mixing extension of
Y relatively to S if X×YX is an ergodic extension of Y relatively to S. If
Σ′ ⊆ Σ, we say that X is a weakly mixing extension of Y relatively to Σ′ if it
is a weakly mixing extension relatively to S for all S ∈ Σ′.
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Note that X×YX → X → Y are extensions, hence, by the above obser-
vation, if X is a weakly-mixing extension of Y is also an ergodic extension of
Y.
Lemma 10.2.2. If X is an ergodic extension of Y relatively to T , ϕ, ψ ∈
L2 (X) and E [ϕ|Y] = 0 then
C − lim
n
∫
E [ψ (T nϕ) |Y] dν = 0.
Proof. It is enough to show that
C − lim
n
∫
ψ (T nϕ) dµ = 0
or, equivalently, that
(
1
n
∑
k<n T
kϕ
)
converges weakly to 0, or that if Φ is a
weak limit point of
(
1
n
∑
k<n T
kϕ
)
n∈N then Φ = 0. Now, we have
T
(
1
n
∑
k<n
T kϕ
)
− 1
n
∑
k<n
(T nϕ)
converges pointwise to 0, hence TΦ = Φ. But, X is an ergodic extension of Y
relatively to T , hence Φ ∈ L2 (Y)α, and E [Φ|Y]α = Φ. Now, since Φ is a limit
point of the sequence, by the weak continuity of the expected value, we have
that E [Φ|Y] is a limit point of the sequence (E [ 1
n
∑
k<n T
nϕ|Y])
n∈N. But, we
have
E
[
1
n
∑
k<n
T nϕ|Y
]
=
1
n
∑
k<n
E [T nϕ|Y]
=
1
n
∑
k<n
T nE [ϕ|Y] = 0
hence, E [Φ|Y] = 0 and Φ = E [Φ|Y]α = 0.
Proposition 10.2.3. If X is a weakly mixing extension of Y relatively to
T ∈ Σ then, for all ϕ, ψ ∈ L∞ (X) we have
C − lim
n
‖E [ψ (T nϕ) |Y]− E [ψ|Y] (T nE [ϕ|Y])‖2L2 = 0
and hence also
C − lim
n
‖E [ψ (T nϕ) |Y]− E [ψ|Y] (T nE [ϕ|Y])‖L2 = 0
and
d− lim
n
‖E [ψ (T nϕ) |Y]− E [ψ|Y] (T nE [ϕ|Y])‖L2 = 0.
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Proof. Note that, if Φ,Ψ ∈ L∞ (X) and E [Φ|Y] = 0 then, since X×YX is an
ergodic extension of Y by the previous lemma, we have Φ⊗Φ,Ψ⊗Ψ ∈ L2 (X),
E
[
Φ⊗ Φ|Y] = |E [Φ|Y]|2 = 0 and
C − lim
n
∫
E
[(
Ψ⊗Ψ) (T n (Φ⊗ Φ))] dν = 0
but we have(
Ψ⊗Ψ) (T n (Φ⊗ Φ)) = (Ψ⊗Ψ) (T nΦ⊗ T nΦ) = (Ψ (T nΦ))⊗ (Ψ (T nΦ))
hence
0 = C − lim
n
∫
E
[(
Ψ⊗Ψ) (T n (Φ⊗ Φ))] dν = C − lim
n
∫ ∣∣E [Ψ (T kΦ)]∣∣2 dν.
Now,
E [ϕ− E [ϕ|Y]α |Y] = 0
hence, if we set Φ = ϕ− E [ϕ|Y]α and Ψ = ψ,
0 = C − lim
n
‖E [ψT n (ϕ− E [ϕ|Y]α) |Y]‖2
= C − lim
n
‖E [ψ (T nϕ) |Y]− E [ψ|Y]T nE [ϕ|Y]‖2 .
Proposition 10.2.4. If α1 : X1 → Y is weakly mixing relatively to T and
α2 : X2 → Y is ergodic relatively to T then β : X1 ×Y X2 → Y is ergodic
relatively to T.
Proof. We show that, if f ∈ L2 (X1 ×Y X2) then 1n
∑
k<n T
k
(
f − E [f |Y]β
)
converges weakly to 0, i.e. for all g ∈ L2 (X1 ×Y X2) we have
C − lim
n
∫
gT n
(
f − E [f |Y]β
)
d (µ1 ⊗Y µ2) = 0. (10.1)
By density and linearity, it is enough to show that, if ϕ1, ψ1 ∈ L∞ (X1) and
ϕ2, ψ2 ∈ L∞ (X2) then
0 = C − lim
n
∫
(ψ1 ⊗ ψ2)T n (ϕ1 ⊗ ϕ2 − E [ϕ1 ⊗ ϕ2|Y]) d (µ1 ⊗Y µ2)
= C − lim
n
∫
(ψ1 ⊗ ψ2)T n (ϕ1 ⊗ ϕ2 − E [ϕ1|Y]E [ϕ2|Y]) d (µ1 ⊗Y µ2) .
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Suppose initially that E [ϕ1|Y] = 0. Hence we have∫
(ψ1 ⊗ ψ2)T k (ϕ1 ⊗ ϕ2 − E [ϕ1|Y]E [ϕ2|Y]) d (µ1 ⊗Y µ2)
=
∫
(ψ1 ⊗ ψ2)T k (ϕ1 ⊗ ϕ2) d (µ1 ⊗Y µ2)
=
∫ (
ψ1
(
T kϕ1
))⊗ (ψ2 (T kϕ2)) d (µ1 ⊗Y µ2)
=
∫
E
[(
ψ1
(
T kϕ1
))⊗ ψ2 (T kϕ2) |Y] dν
=
∫
E
[
ψ1
(
T kϕ1
)]
E
[
ψ2
(
T kϕ2
)]
dν.
Now, since ψ1, ψ2, ϕ1, ϕ2 are essentially bounded,
{
E
[
ψ2
(
T kϕ2
) |Y]}
k∈N is
bounded in L2 (Y) by C. Also, by the previous proposition, we have
0 = C − lim
n
‖E [ψ1 (T nϕ1) |Y]− E [ψ1|Y] (T nE [ϕ1|Y])‖
= C − lim
n
‖E [ψ1 (T nϕ1) |Y]‖2L2(Y)
hence ∣∣∣∣∣ 1n∑
k<n
∫
E
[
ψ1
(
T kϕ1
)]
E
[
ψ2
(
T kϕ2
)]
dν
∣∣∣∣∣
≤ C 1
n
∑
k<n
∫ ∣∣E [ψ2 (T kϕ2)]∣∣ dν
= on→+∞ (1) .
The case E [ϕ1|Y] = 0 is totally similar. In the general case, we write
ϕ1 ⊗ ϕ2
= (ϕ1 − E [ϕ1|Y]α1)⊗ ϕ2 + E [ϕ1|Y]α1 ⊗ (ϕ2 − E [ϕ2|Y]α2)
+E [ϕ1|Y]α1 ⊗ E [ϕ2|Y]α2
= (ϕ1 − E [ϕ1|Y]α1)⊗ ϕ2 + E [ϕ1|Y]α1 ⊗ (ϕ2 − E [ϕ2|Y]α2)
+ (E [ϕ1|Y]E [ϕ2|Y])β .
Now,
E
[
(E [ϕ1|Y]E [ϕ2|Y])β |Y
]β
= (E [ϕ1|Y]E [ϕ2|Y])β
hence 10.1 is clearly valid for f = (E [ϕ1|Y]E [ϕ2|Y])β and every g. Also,
we have E [ϕ1 − E [ϕ1|Y]α1 |Y] = 0 and E [ϕ2 − E [ϕ2|Y]α2 |Y] = 0, hence
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10.1, for (ϕ1 − E [ϕ1|Y]α1)⊗ ϕ2 and ϕ1 ⊗ (ϕ2 − E [ϕ2|Y]α2), has already been
established. By linearity of 10.1, the claim follows. Now, if f ∈ L2 (X1) is
T -invariant, we have
1
n
∑
k<n
T k
(
f − E [f |Y]β
)
= f − E [f |Y]
for all n ∈ N, hence f = E [f |Y].
Corollary 10.2.5. If X1 → Y and X2 → Y are weakly mixing relatively to
T , then X1 ×Y X2 → Y is weakly mixing relatively to T.
Proof. We have
(X1 ×Y X2)×Y (X1 ×Y X2) ' X1 ×Y (X2 ×Y (X1 ×Y X2))
where X2 ×Y (X1 ×Y X2) is ergodic relatively to T since X2 is weakly mix-
ing relatively to T and X1 ×Y X2 is ergodic relatively to T , and X1 ×Y
(X2 ×Y (X1 ×Y X2)) is ergodic relatively to T since X1 is weakly mixing rel-
atively to T and X2 ×Y (X1 ×Y X2) is ergodic relatively to T .
Lemma 10.2.6. If α : X→ Y is a weakly mixing extension with respect to
T , ϕ ∈ L∞ (X) and E [ϕ|X] = 0, then d − limn T nϕ = 0 in the weak topology
of L2 (X) .
Proof. Let ψ ∈ L∞ (X), we have
C − lim
n
∣∣∣∣∫ ψT nϕdµ∣∣∣∣2 = C − limn
∣∣∣∣∫ E [ψT nϕ|Y]∣∣∣∣2 dµ
≤ C − lim
n
∫
|E [ψT nϕ|Y]| dµ = 0
by proposition 10.2.3.
In the next theorem we generalize the previous lemma to the case of multi-
ple functions and transformations. We need the following arithmetic identity.
Proposition 10.2.7. If R is a unitary commutative ring, n ≥ 1,
a1, ..., an, b1, ..., bn ∈ R,
then
n∏
i=1
ai −
n∏
i=1
bi =
n∑
j=1
(
j−1∏
i=1
ai
)
(aj − bj)
(
n∏
i=j+1
bi
)
where an empty product is interpreted as 1.
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Proof. We proceed by induction on n. The case n = 1 is trivial. Suppose the
theorem is true for n, then
n+1∑
j=1
(
j−1∏
i=1
ai
)
(aj − bj)
(
n+1∏
i=j+1
bi
)
=
n∑
j=1
(
j−1∏
i=1
ai
)
(aj − bj)
(
n+1∏
i=j+1
bi
)
+
(
n∏
i=1
ai
)
(an+1 − bn+1)
=
n∑
j=1
(
j−1∏
i=1
ai
)
(aj − bj)
(
n∏
i=j+1
bi
)
bn+1 +
(
n∏
i=1
ai
)
(an+1 − bn+1)
=
(
n∏
i=1
ai −
n∏
i=1
bi
)
bn+1 +
(
n∏
i=1
ai
)
(an+1 − bn+1)
=
n∏
i=1
ai −
n∏
i=1
bi.
Theorem 10.2.8. Suppose G is an abelian group. If α : (X,B, µ,G) →
(Y,A, ν, G) is a weakly mixing extension relative to G, T1, ...., Tl distinct non-
identity elements of G and f1, ..., fl ∈ L∞ (X,B, µ), then
d− lim
n
(T n1 f1....T
n
l fl − T n1 E [f1|Y]α ....T nl E [fl|Y]α) = 0.
Proof. Applying the previous arithmetic identity, it is enough to show that
d− lim
n
T n1 f1....T
n
l fn = 0
if at least one of f1, ..., fn has zero conditional expectation with respect to Y.
We proof this fact by induction on l. The case l = 1 is just the previous lemma,
so suppose the thesis is true for l and consider the case l + 1. Without loss
of generality, we can suppose E [fl+1|Y] = 0. In order to apply the van der
Corput lemma, we calculate
d− lim
n
d− sup
m
〈gn+m, gm〉
where
gn =
l+1∏
i=1
T ni fi.
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We have
〈gn+m, gm〉 =
∫ ( l+1∏
i=1
T n+mi fi
)(
l+1∏
i=1
Tmi f i
)
dµ
=
∫ l+1∏
i=1
Tmi
(
f iT
n
i fi
)
dµ
=
∫
f l+1T
n
l+1fl+1
l∏
i=1
(
T−1l+1Ti
)m (
f iT
n
i fi
)
dµ.
Applying the induction hypothesis, since
(
T−1l+1Ti
)l
i=1
are distinct and non-
identity elements of G, we obtain
d− sup
n
d− sup
m
|〈gn+m, gn〉| =
= d− sup
n
d− sup
m
∣∣∣∣∣
∫
f l+1T
n
l+1fl+1
l∏
i=1
(
T−1l+1Ti
)m (
f iT
n
i fi
)
dµ
∣∣∣∣∣
= d− sup
n
d− sup
m
∣∣∣∣∣
∫
f l+1T
n
l+1fl+1
l∏
i=1
(
T−1l+1Ti
)m E [f iT ni fi|Y]α
∣∣∣∣∣ dµ
= d− sup
n
d− sup
m
∣∣∣∣∣
∫
E
[
f l+1T
n
l+1fl+1
l∏
i=1
(
T−1l+1Ti
)m E [f iT ni fi|Y]α
]
dν
∣∣∣∣∣
= d− sup
n
d− sup
m
∣∣∣∣∣
∫
E
[
f l+1T
n
l+1fl+1
] l∏
i=1
(
T−1l+1Ti
)m E [f iT ni fi|Y] dν
∣∣∣∣∣
≤ d− sup
n
d− sup
m
∥∥E [f l+1T nl+1fl+1]∥∥L2(ν)
∥∥∥∥∥
l∏
i=1
(
T−1l+1Ti
)
E
[
f iT
n
i fi|Y
]∥∥∥∥∥
L2(ν)
≤ d− sup
n
d− sup
m
∥∥E [f l+1T nl+1fl+1]∥∥L2 l∏
i=1
∥∥E [f iT ni fi]∥∥2L∞
≤
l∏
i=1
‖fi‖4L∞ d− sup
n
∥∥E [f l+1T nl+1fl+1]∥∥ = 0
by the proposition 10.2.3. This shows that
d− lim
n
d− sup
m
|〈gn+m, gn〉| = 0
and, by the van der Corput lemma for the convergence in density,
d− lim
n
gn = d− lim
n
l+1∏
i=1
T ni fi = 0
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in the weak topology.
Corollary 10.2.9. If α : (X,B, µ,G) → (Y,A, ν, G) is a weakly mixing ex-
tension relative to the abelian group G, T1, ...., Tl distinct elements of G, and
f1, ..., fl ∈ L∞ (X,B, µ), then
d− lim
n
∫
(T n1 f1....T
n
l fl − T n1 E [f1|Y]α ....T nl E [fl|Y]α) dµ = 0 (weakly).
Proof. It is enough to note that at most one of the Ti can be the identity. So,
this follows at a glance from the previous theorem.
Proposition 10.2.10. If α : (X,B, µ,G) → (Y,A, ν, G) is a weakly mixing
extension relative to the abelian group G, T1, ..., Tl are distinct elements of G,
f1, ..., fl ∈ L∞ (X,B, µ), then
d− lim
n
∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]
−
l∏
i=1
T ni E [fi|Y]
∥∥∥∥∥
L2(ν)
= 0.
Proof. We have
E
[
l∏
i=1
T ni fi|Y
]
−
l∏
i=1
T ni E [fi|Y] = E
[
l∏
i=1
T ni fi −
l∏
i=1
T ni E [fi|Y]α |Y
]
.
Applying the previously established arithmetic identity and using the linearity
of the conditional expectation, we see that it is enough to prove that
d− lim
n
∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]∥∥∥∥∥
2
L2(ν)
= 0
if at least one of the fi has zero conditional expectation. Since X×YX is a
weakly mixing extension relative to G, by the previous proposition we have
d− lim
n
∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]∥∥∥∥∥
2
L2(ν)
= d− lim
n
∫ ∣∣∣∣∣E
[
l∏
i=1
T ni fi|Y
]∣∣∣∣∣
2
dν
= d− lim
n
∫  l∏
i=1
T ni fi ⊗
l∏
i=1
T ni fi
 d (µ⊗Y µ)
= d− lim
n
∫ l∏
i=1
T ni
(
fi ⊗ f i
)
= 0
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by the previous corollary applied to X ×Y X, since if E [fi|Y] = 0 then
E [fi ⊗ fi|Y] = 0.
10.3 Compact extensions
Suppose α : (X,B, µ,G) → (Y,A, ν, G) is a morphism, where G is a group,
and let, like before, H = L2 (X,B, µ) and Hy = L2 (X,B, µy) for all y ∈ Y . If
F ∈ ℘fin (H), f ∈ H, B ∈ A and ε > 0, we say that F is ε-spanning for f
on B if, for all y ∈ B,
sup
S∈G
min
g∈F
‖Sf − g‖y ≤ ε.
If F is ε-spanning on B and S ∈ G, then SF = {Sg | g ∈ F } is ε-spanning on
S−1Y , since for ν-a.a. y ∈ B, and all T ∈ G there is g ∈ F such that
‖STf − Sg‖S−1y = ‖Tf − g‖y < ε.
Hence, if
G = {Sn | n ∈ N}
is countable, F = {g1, ..., gn} and
A =
⋃
n∈N
S−1n B
writing
α−1A =
⋃
n∈N
Bn
where {Bn}n∈N is a pairwise disjoint family and, ∀n ∈ N, Bn ⊆ α−1S−1n B,
setting
g˜i|Bn = Sngi
we have that {g˜i | i = 1, 2, .., n} is ε-spanning for f on A.
If f ∈ H , F ∈ ℘fin (H) and ε, δ > 0, we say that F is ε, δ-spanning for f
if, for all S ∈ G,
sup
S∈G
ν
{
y ∈ Y
∣∣∣∣ ming∈F ‖Sf − g‖y > δ
}
≤ ε.
Deﬁnition 10.3.1. If Y is a factor of X and f ∈ L2 (X), we say that f is
(conditionally) almost periodic if, ∀ε > 0, there is a ﬁnite ε-spanning set
for f on a full measure set B. We say that f is (conditionally) almost
periodic in measure or compact if, ∀η > 0, there is B ∈ A such that
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ν (B) > 1− η and fχα−1B is almost periodic. The space of compact functions
of L2 (X) with respect to the factor Y is denoted by L2 (X)c,Y. We say that
the extension X→ Y is compact if every function f ∈ L2 (X) is compact.
Observe that, if X = (X,B, µ,G) is a m.p.s., then the almost periodic
functions according to our previous deﬁnition (i.e. elements f ∈ L2 (X) such
that {Tf | T ∈ G} is precompact in L2 (X)) are the almost periodic functions
(in measure) with respect to the extension X→ X0 where X0 is the triv-
ial one-point system. In fact, suppose {Tf | T ∈ G} is precompact and ﬁx
ε > 0. There is F ⊆ G ﬁnite such that {Tf | T ∈ F } is a ﬁnite ε2-net for
{Tf | T ∈ G}, then, for all T ∈ G, if S ∈ F is such that(∫
|Sf − Tf |2 dµ
) 1
2
= E
[|Sf − Tf |2 |X0] < ε
and f is almost periodic with respect to X0. Conversely, suppose f is almost
periodic with respect to X0, then for all ε > 0 there is F ⊆ L2 (X) ﬁnite such
that, for all T ∈ G, there is g ∈ F ,
‖Sf − g‖L2(X) = E
[|Sf − g|2 |X0] < ε.
This shows that {Tf | T ∈ G} can be covered by a ﬁnite number of balls of
radius ε for all ε > 0 and hence f is almost periodic. We have thus proved the
following
Remark 10.3.2. A system X is almost periodic if and only the extension
X→ X0, where X0 is the trivial 1-point system, is compact.
Almost periodic functions are a linear subspace of L2 (X). In fact, if f1, f2
are almost periodic, λ, µ ∈ C, ε > 0 and F1, F2 are ε
max{1, |λ|2 , |µ|2 } -spanning for
f1, f2 on B, then λF1 + µF2 is an ε-spanning set for λf1 + µf2 on Y . Hence,
also almost periodic functions in measure are a subspace of L2 (X). Obviously,
a function f is almost periodic (respectively compact) if and only if such are
Ref and Imf . Moreover, we have the following
Proposition 10.3.3. Almost periodic in measure functions are the closure of
the space of almost periodic functions in L2 (X).
Proof. Suppose f is an almost periodic in measure function. For all n ∈ N,
there is En ∈ A such that ν (En) < 2−n and fχα−1(Y \En) is almost periodic.
Set
A =
⋃
n∈N
⋂
k≥n
X\α−1Ek = X\
⋂
n∈N
⋃
k≥n
α−1Ek
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and observe that
µ
(⋂
n∈N
⋃
k≥n
α−1Ek
)
= inf
n∈N
µ
(⋃
k≥n
α−1Ek
)
≤ inf
n∈N
∑
k≥n
µ
(
α−1Ek
)
≤ inf
n∈N
∑
k≥n
2−k = 0
Hence, µ (A) = 1 and
(
fχ⋃
k≥n α−1(Y \Ek)
)
n∈N
converges pointwise to f on A,
uniformly bounded by f . This shows that
(
fχ⋃
k≥n α−1(Y \Ek)
)
n∈N
converges
to f in L2 (X). Suppose now f belongs to the strong closure of the space of
almost periodic functions. For each ε, δ > 0, there is f ′ almost periodic such
that ‖f − f ′‖ < 1
2
δ
√
ε. Let F0 be a ﬁnite
δ
2
-spanning set for f ′, F = F ′ ∪ {0}
and
B =
{
y ∈ Y
∣∣∣∣ ‖f − f ′‖y < δ2
}
.
Since
‖f − f ′‖2 =
∫
‖f − f ′‖2y dν (y)
it must be
ν (B) > 1− ε.
Consider S ∈ G and y ∈ Y . If y ∈ S−1B then
‖SfχB − Sf ′‖y = ‖fχB − f ′‖Sy = ‖f − f ′‖Sy <
δ
2
and
min
g∈F
‖SfχB − g‖y ≤ ‖SfχB − Sf ′‖y + ming∈F ‖Sf
′ − g‖y < δ
while if y /∈ S−1B, since 0 ∈ F ,
min
g∈F
‖SfχB − g‖y ≤ ‖SfχB‖y = ‖fχB‖Sy = 0.
Proposition 10.3.4. If G is abelian, then L2 (X)c,Y is an invariant subspace
of L2 (X).
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Proof. It is enough to show that if T ∈ G and f is almost periodic then such
is Tf . If ε > 0, consider a ﬁnite ε-spanning set F ⊆ L2 (X) for f on a full
measure set B. If S ∈ G, y ∈ T−1B, we have
min
g∈F
‖STf − Tg‖y = ming∈F ‖TSf − Tg‖y
= min
g∈F
‖Sf − g‖Ty < ε
so {Tg | g ∈ F } is an ε-spanning ﬁnite set for Tf on T−1B.
Proposition 10.3.5. If f ∈ L2 (X), consider the following statements
1. f is almost periodic in measure
2. ∀ε, δ > 0 there is an ε, δ-spanning ﬁnite set F for f
3. ∀ε, δ > 0 there is an ε, δ-spanning ﬁnite set F ⊆ L∞ (X) for f .
4. for a.a. y ∈ Y, {Tf | T ∈ G} is precompact in Hy
Then, statements 2 and 3 are equivalent, they are implied by 1 and they
imply 4. If G is countable, then the four conditions are all equivalent.
Proof. 1⇒ 2 If ε, δ > 0, there are B ∈ A and F ∈ ℘fin (H) such that
ν (B) > 1− ε and F ∈ ℘fin (H) is a δ-spanning ﬁnite set for fχα−1B on
a full measure set A ∈ A. Now, if S ∈ G and y ∈ S−1B we have
min
g∈F
‖SfχB − g‖y = ming∈F ‖Sf − g‖y < δ
hence
ν
{
y ∈ Y
∣∣∣∣ ming∈F ‖Sf − g‖y ≥ δ
}
≤ ν (S−1 (X\B)) = ν (X\B) < ε.
2⇒ 3 Consider ε, δ > 0 and an ε
2
, δ-spanning ﬁnite set F for f . Consider now,
for all n ∈ N,
An =
⋂
g∈F
{|g| ◦ α ≤ n} .
We have that An is a monotone sequence of elements of A such that
lim
n
ν (An) = ν
(⋃
n
An
)
= 1.
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Consider n ∈ N such that ν (An) > 1 − ε2 and set F ′ = Fχα−1An ={gχAn | g ∈ G}. We have, for all S ∈ G, if
y ∈ An ∩
{
z ∈ Y
∣∣∣∣ ming∈F ‖Sf − g‖z ≤ δ
}
we have
min
g∈F ′
‖Sf − g‖y = ming∈F ‖Sf − gχAn‖y
= min
g∈F
‖Sf − g‖y ≤ δ
hence{
y ∈ Y
∣∣∣∣ ming∈F ‖Sf − g‖y ≤ δ
}
⊇ An ∩
{
z ∈ Y
∣∣∣∣ ming∈F ‖Sf − g‖z ≤ δ
}
and
ν
{
y ∈ Y
∣∣∣∣ ming∈F ′ ‖Sf − g‖y ≤ δ
}
≥ 1− ε.
3⇒ 2⇒ 4 Obvious.
4⇒ 2 Suppose
G =
{
T(i1,i2,...,id) | i1, i2, ..., id ∈ Z
}
.
Fix ε > 0. By hypothesis, for a.a. y ∈ Y , there is M (y) ∈ N such that{
T(i1,...,id)f | |ij| ≤M (y) , j = 1, 2, ..., d
}
is an ε-net for {Tf | T ∈ G} in Hy. By choosing the smallest possible
M (y) , we can deﬁne a measurable function M : Y → R since, for all
c ∈ R, the set
{M ≤ c}
=
{
y ∈ Y
∣∣∣ ∀ε > 0, ∀T ∈ G, ∃i1, ..., id ∈ Z, ∥∥Tf − T(i1,..,id)f∥∥y < ε}
is measurable. Hence, for all δ > 0, there is c > 0 such that
ν {M ≤ c} > 1− δ
and hence, the set {
T(i1,...,id) | |ij| ≤ c
}
is an ε, δ-spanning ﬁnite set for f .
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2⇒ 1 Suppose G is countable. If ε, δ > 0, there is, for all n,m ≥ 1, an
ε2−(n+m), 1
m
-spanning set Fm for f , so, for all S ∈ G, if
AmS =
{
y ∈ Y
∣∣∣∣ ming∈Fm ‖Sf − g‖y ≥ δ
}
has measure < 2−(n+m)ε. If we set
Am =
⋃
S∈G
AmS
we have that Am has measure < ε2−m, while
A =
⋃
m≥1
Am
has measure < ε. Moreover, for all m ≥ 1, Fm is a 1m -spanning set for
fχα−1(Y \A), hence fχα−1(X\A) is almost periodic and f is almost periodic
in measure.
Proposition 10.3.6. If α : X → Y is a factor, G is countable, and f ∈
L (Y)α, then f is compact.
Proof. Since the compact functions are a closed linear subspace, we can sup-
pose f = gα ∈ C (Y )α with respect to some compact topology on Y whose
Borel σ-algebra is A. In this case, the set {g (Ty) | T ∈ G} is obviously pre-
compact . If ε > 0 is ﬁxed, there is a ﬁnite ε-net D for {(Tg) (y) | T ∈ G} and
hence, if
F = {aχY | a ∈ D}
then Fα is an ε-net for {Tf | T ∈ G} in Hy, since for all T ∈ G, if a ∈ D is
such that
|g (Ty)− a| < ε.
Then
‖Tf − (aχY )α‖2y = E
[
|(Tg − aχY )α|2
]
(y)
= |Tg − aχY |2 (y)
= |g (Ty)− a| < ε2
We conclude that f is compact by the last proposition.
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Lemma 10.3.7. Suppose G is countable. If Φ ∈ H⊗YH is ﬁber-bounded and
invariant and ϕ ∈ H then Φ ∗ ϕ is compact.
Proof. We saw that, under these hypothesis, Φ∗ is a Hilbert-Schmidt operator
of Hy (hence, compact), for ν-a.a. y ∈ Y . Moreover
S (Φ ∗ ϕ) = Φ ∗ Sϕ
for all S ∈ G and ϕ ∈ H. But, if ϕ ∈ H, then ϕ ∈ Hy for ν-a.a. and hence
{S (Φ ∗ ϕ) | S ∈ G} = {Φ ∗ (Sϕ) |S ∈ G}
is precompact in Hy. By the characterization of compact functions, Φ ∗ ϕ is
compact.
It is easy to see that the space L2R (X)c,Y of real compact functions is a Riesz
subspace of L2R (X) and the space L
∞ (X)c,Y of essentially bounded compact
functions is an algebra. Moreover, since L2 (X)c,Y is a monotone vector space
closed with respect to monotone convergence uniformly bounded in L2 (X),
L∞ (X)c,Y is dense in L
2 (X)c,Y. It follows that
ZX|Y = {A ∈ B | χA is compact}
is a σ-algebra containing α−1 [A] and
L2 (X)c,Y = L
2
(
X,ZX|Y, µ
)
.
Moreover, if G is abelian, then ZX|Y is invariant.
Theorem 10.3.8. Suppose α : (X,B, µ,G) → (Y,A, ν, G) is an extension,
where G is a countable amenable group, and denote L2 (X) by H, L2 (X×YX)
by H ⊗Y H as before. The following statements are equivalent
1. the set
{Φ ∗ ϕ | Φ ∈ H ⊗Y H is ﬁber-bounded and invariant, ϕ ∈ H }
has dense linear span in H
2. almost periodic functions are dense in H
3. every function in H is almost periodic in measure
4. ∀f ∈ H, ∀ε, δ > 0, ∃F ∈ ℘fin (H) which is ε, δ-spanning for f
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5. ∀f ∈ H, ∀ε, δ > 0, ∃F ∈ ℘fin (L∞ (X)) which is ε, δ-spanning for f
6. ∀f ∈ H, and P is the projection of L1 (X×Y X) onto the subspace of
invariant functions, P
(
f ⊗ f) = 0 if and only if f = 0.
Proof. 1⇒ 2 If follows from the previous lemma.
2⇒ 3⇒ 4⇒ 5 It follows from the characterization of compact functions.
5⇒ 6 Consider f ∈ H and an ε, δ-spanning ﬁnite set F ⊆ L∞ (X) for f . If
F = {g1, ..., gk}, consider gj ⊗ gj ∈ L∞ (X×Y X). Suppose P
(
f ⊗ f) =
0. For all j = 1, 2, .., k,
∫
P (f ⊗ f) (gj ⊗ gj) dµ = 0 and hence, by the
ergodic theorem for amenable actions, if (Fn)n∈N is a Følner sequence for
G,
0 = lim
n
1
|Fn|
∑
S∈Fn
∫
S
(
f ⊗ f) (gj ⊗ gj) d (µ⊗Y µ)
= lim
n
1
|Fn|
∑
S∈Fn
∫
Sf (x)Sf (x′)gj (x)gj (x′) d (µ⊗Y µ) (x, x′)
= lim
n
1
|Fn|
∑
S∈Fn
∫
E
[
gjSf |Y
]
E
[
gjSf |Y
]
dν
= lim
n
1
|Fn|
∑
S∈Fn
∫ ∣∣∣∣∫ gjSfdµy∣∣∣∣ dν (y) .
In particular, there is S ∈ G such that∣∣∣∣∫ gjSfdµy∣∣∣∣ < δ2
but for a set A of y of measure< ε. Since F = {g1, ..., gk} is ε, δ-spanning,
there is j ∈ {1, 2, ..., k} such that
‖Sf‖2y − 2Re
∫
Sfgjdµy
≤ ‖Sf‖2y + ‖gj‖2y − 2Re
∫
Sfgjdµy
= ‖Sf − gi‖2y < δ2
but for a set B of y of measure < ε. It follows that
‖Sf‖2y < 3δ2
but for a set of y of measure < 2ε. The same is true for f and, since this
is true for all ε, δ > 0, f = 0.
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6⇒ 1 Suppose f is orthogonal to Φ ∗ ϕ for all ϕ ∈ H and Φ ∈ H ⊗Y H
invariant and ﬁber-bounded. Consider the function
Φ = P
(
f ⊗ f)
and observe that Φ is invariant, as well as ΦM = Φχ|H|≤M for each
M > 0. Since f is orthogonal to ΦM ∗ f we have
0 =
∫
(ΦM ∗ f) fdµ
=
∫
f (x)
(∫
Φ (x, x′) f (x′) dµα(x) (x′)
)
dµ
=
∫ ∫
f (x)
(∫
Φ (x, x′) f (x′) dµα(x) (x′)
)
dµy (x) dν (y)
=
∫ ∫ ∫
f (x) f (x′) ΦM (x, x′) dµα(x) (x) dµy (x′) dν (y)
=
∫ ∫ ∫
f (x) f (x′) ΦM (x, x′) dµy (x) dµy (x′) dν (y)
=
∫ (∫ (
f ⊗ f)ΦMd (µy ⊗ µy)) dν (y)
=
∫ (
f ⊗ f)ΦMd (µy ⊗Y µy) .
Hence, ΦM is orthogonal to f⊗f and, since ΦM is invariant, is orthogonal
to S
(
f ⊗ f) for all S ∈ G and, by the amenable ergodic theorem, to
P
(
f ⊗ f) = Φ. But ∫
ΦΦMdµ =
∫
|ΦM |2
hence ΦM = 0 a.e. and, since this is true for every M > 0, Φ =
P
(
f ⊗ f) = 0 a.e. By hypothesis, it follows that f = 0.
If G′ ⊆ G is a subgroup, we say that α : (X,B, µ,G) → (Y,A, ν, G) is
compact relatively to G′ if α : (X,B, µ,G′)→ (Y,A, ν, G′) is compact.
By the condition 1 of the previous theorem, we deduce that, if G′′ ⊆ G′ ⊆ G
and the extension is compact relatively to G′ then it is compact relatively to
G′′, while from the condition 2 we deduce that, if G′′ has ﬁnite index in G′ and
the extension is compact relatively to G′′ then it is compact relatively to G′.
Proposition 10.3.9. If α : (X,B, µ,G) → (Y,A, ν, G) is compact relatively
to subgroups G′ and G′′ of G, then it is compact relatively to G′G′′ too.
10.3 Compact extensions 209
Proof. If f ∈ L2 (X) and ε, δ > 0, there is F ∈ ℘fin (L2 (X)) such that,
∀T ∈ G′, there is E (T ) ∈ A such that
ν (E (T )) <
ε
2
and, ∀y /∈ E (T ),
min
g∈F
‖Tf − g‖y <
δ
2
.
For each g ∈ F consider Fg ∈ ℘fin (L2 (X)) such that, ∀S ∈ G′′, there is
Eg (S) ∈ A such that
ν (Eg (S)) <
ε
2 |F |
and, ∀y /∈ Eg (S),
min
h∈Fg
‖Sg − h‖y <
ε
2
.
Set
D = F ∪
⋃
g∈F
Fg.
For all T ∈ G′ and S ∈ G′′,
ν
(
S−1E (T ) ∪
⋃
g∈F
Eg (S)
)
< ε.
For each y /∈ S−1E (T ) ∪⋃g∈F Eg (S), Sy /∈ E (T ) hence there is g ∈ F such
that
‖STf − Sg‖y = ‖Tf − g‖Sy <
δ
2
.
Also, y /∈ Eg (S), so there is h ∈ Fg such that
‖h− Sg‖y <
δ
2
and hence
‖STf − h‖y < δ.
This shows that, for all T ∈ G′ and S ∈ G′′,
min
h∈D
‖STf − h‖y < δ
but for a set of y of measure < ε, and the extension is compact relatively to
G′G′′.
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10.4 Primitive extensions and structure
Theorem 10.4.1 (Compact interpolation). If
γ : (X,B, µ,G)→ (Z, E , λ,G)
is a nontrivial non-weakly-mixing extension, i.e. γ is not weakly mixing with
respect to some T ∈ G\ {I}, and G is an abelian countable group, then there
is a system (Y,A, ν, G) and extensions α : X → Y and β : Y → Z such that
βα = γ and β is a nontrivial extension compact with respect to a subgroup G′
of G, G′ 6= {I}.
Proof. Suppose T ∈ G\ {I} and Φ ∈ L2 (X×Z X) is a T -invariant essentially
bounded (and hence ﬁber-bounded) functions that does not come from an
element of L2 (Z). It is easy to see that there is a function ϕ ∈ L2 (X) such
that Φ ∗ ϕ does not belong to L2 (Z)γ. Since Φ is invariant relatively to G′ =
{T n | n ∈ Z}, by a previous lemma, Φ ∗ ϕ is almost periodic relatively to G′.
Now, the σ-algebra Z generated by the compact functions relatively to G′
is an invariant sub-σ-algebra of B containing γ−1 [E ]. So, Y = (X,Z, µ,G)
is a nontrivial factor of X which has Z as a nontrivial compact factor, since
f ∈ L2 (Z) \L2 (Z)γ and every function in L2 (Z) is compact relatively to Z
and G′.
Deﬁnition 10.4.2. We say that an extension α : (X,B, µ,G) → (Y,A, ν, G)
is primitive if there are subgroups Gc, Gwm of G such that G = Gc ×Gwm, α
is compact relatively to Gc and weakly mixing relatively to Gwm.
Lemma 10.4.3 (Primitive interpolation). If
λ : (X,B, µ,G)→ (Z, E , λ,G)
is a nontrivial extension, with G free ﬁnitely generated abelian group, we
can ﬁnd extensions α : (X,B, µ,G) → (Y,A, ν, G) and α′ : (Y,A, ν, G) →
(Z, E , λ,G) such that α′α = λ and α′ is a nontrivial primitive extension.
Proof. Without loss of generality, we can suppose λ is not weakly mixing.
Consider a subgroup Gc of G maximal with respect to this property: there are
extensions α : X→ Y and α′ : Y → Z such that α′α = γ and α′ is a nontrivial
extension compact relatively toGc. Observe that, by the compact interpolation
theorem, α′ is a nontrivial extension. If Gc ⊆ G′ ⊆ G and [Gc : G′] is ﬁnite,
then α′ : Y → Z is compact relatively to G′ too, and G′ = Gc by maximality.
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So, G /Gc has no torsion, and is a free abelian group, and in particular a
projective Z-module. Hence, the exact sequence
0→ Gc → G→ G /Gc → 0
splits and, if ϕ : G→ Gc×G /Gc is the isomorphism deﬁned by this sequence
and Gwm = ϕ
−1 (1×G /Gc ), we have that G = Gc × Gwm. Moreover, α′ is
weakly mixing relatively to Gwm. In fact, let us assume the contrary, then
by the compact interpolation theorem, there are extensions β : Y → Y′ and
β′ : Y′ → Z such that β′β = α′, β′ is nontrivial and compact with respect to a
semigroup {I} 6= G′ ⊆ Gwm. Now, β′ is compact also with respect to Gc and
hence is compact also for Gc × G′, which contains properly Gc, contradicting
the maximality of Gc.
Proposition 10.4.4. Consider an inverse system of measure-preserving sys-
tems 〈Xi, piji〉 with piji : Xi → Xj for j ≤ i. We have that 〈X, pi〉 is a inverse
limit of such system if and only if 〈X, pi〉 is a cocone and B is equivalent modulo
null sets to the σ-algebra generated by
⋃
i∈I p
−1
i [Bi] .
Proof. If 〈X, pi〉 is the inverse limit of 〈Xi, piji〉 then, if A is the σ-algebra
generated by
⋃
i∈I p
−1
i [Bi], Y = (X,A, µ,G), Y is a factor of X such that, for
all i ∈ I, it is deﬁned qi : Y → Xi by
q−1i (A) = p
−1
i (A)
such that pijiqi = qj since pijipi = pj. Hence, by the universal property of
inverse limits, X = Y and A ∼µB. Conversely, suppose A ∼µB and that
〈Y, qi〉 is such that qi : Y → Xi and pijiqi = qj. Deﬁne, for all i ∈ I and
A ∈ Bi,
pi−1
(
p−1i (A)
)
= q−1i (A) .
Now, pi−1|p−1i [A]
is a morphism of algebras, hence pi−1 can be extended to a mor-
phism of algebras (and hence of σ-algebras) deﬁned on all B. Obviously,
pipi = qi for all i ∈ I. This shows that X has the universal property of
inverse limits.
Theorem 10.4.5 (Structure). If X = (X,B, µ,G) is a separable measure-
preserving system with G ' Zd, then there is an inverse system (Xξ, piξ,ξ′)ξ≤ξ′≤η,
called composition series of X, where η is an ordinal, such that
1. Xξ = (X,Bξ, µ,G) for all ξ ≤ η
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2. X0 is the trivial 1-point system
3. Xη = X
4. piξ,ξ+1 is primitive for all ξ < η
5. for all λ ≤ η limit ordinal,
〈Xλ, piξ,λ〉ξ<λ
is the inverse limit of
〈Xξ, piξ,ξ′〉ξ≤ξ′<λ .
Proof. Consider the family Σ of directed systems
σ =
(
Xσξ , pi
σ
ξ′,ξ
)
ξ,ξ′∈(η(σ)+1)∪{∗}
ξ≤ξ′
where ξ ≤ ∗ for all ξ ≤ η (σ), such that
1. η (σ) is an ordinal
2. Xσ0 is the trivial one point systems
3. Xσ∗ = X
4. piσξ,ξ+1 : X
σ
ξ+1 → Xσξ is a nontrivial primitive extension for all ξ < η (σ)
5. (Xλ,piξ,λ)ξ<λ is the inverse limit of (Xξ, piξ′,ξ)ξ′≤ξ′<λ for each limit ordinal
λ ≤ η (σ) .
Observe that, for all such systems, since we are assuming that piσξ,ξ+1 is
nontrivial,
η (σ) ≤
∣∣∣B˜∣∣∣+
and the set Σ actually exists. Moreover, Σ is nonempty by the previous lemma.
We order Σ by setting σ1 ≤ σ2 iﬀ η (σ1) ≤ η (σ2) and Xσ1ξ = Xσ2ξ for all ξ ≤ σ1.
We now show that Σ with respect to this ordering is inductive. Suppose Σ′ is
a chain in Σ and set
η′ = sup {η (σ) | σ ∈ Σ′} .
If η′ = η (σ) for some σ ∈ Σ′ then σ is a maximal element of Σ′. If η′ 6= η (σ)
for all σ ∈ Σ′ then η′ is a limit ordinal. Deﬁne now the element σ′ ∈ Σ by
η (σ′) = η′,
Xσ
′
ξ = X
σ
ξ
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for all ξ < η (σ) and Bσ′η′ the σ-algebra generated by
⋃
σ∈Σ′ Bση(σ). Obviously, σ′
is an element of Σ and an upper bound of Σ. By the Zorn's lemma, Σ has a
maximal element σ. I claim that Xση(σ) = X, since if pi
σ
η(σ),∗ is a proper factor,
by the primitive interpolation theorem there are factors piτη(σ)+1,∗ : X→ Xτη(σ)+1
and piτη(σ),η(σ)+1 : X
τ
η(σ)+1 → Xτη(σ) such that piτη(σ),η(σ)+1 is a nontrivial primitive
extension. So, we can deﬁne η (τ) = η (σ) + 1, Xτξ = X
η
ξ for all ξ ≤ η (τ) and
obtain an element τ of Σ strictly greater than σ, contradicting maximality.
This proves that the family
(
Xσξ , piξ′,ξ
)
ξ′≤ξ≤η(σ) has the properties as in the
statement.
In particular, if G = Z, we can take all the extensions as compact except,
possibly, the last one. This is proved by essentially the same means, using the
compact interpolation theorem instead of the primitive interpolation theorem.
Theorem 10.4.6. If (X,B, µ, T ) is a measure-preserving system, where T is
an invertible transformation, there is a composition series (Xξ, piξ′,ξ)ξ′≤ξ≤η such
that
1. η is an ordinal
2. X0 is the trivial one-point factor
3. Xη = X
4. piξ,ξ,+1 : Xξ+1 → Xξ is a compact factor for all ξ < η such that ξ+ 1 < η
5. (Xλ, piξ,λ)ξ<λ is a inverse limit of (Xξ, piξ′,ξ)ξ′≤ξ<λ for each limit ordinal
λ ≤ η
6. if η = λ + 1 is a successor ordinal, then piλ+1,λ : X→ Xλ is a weakly
mixing factor.
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Chapter 11
The ergodic proof of the
Szemerédi theorem
11.1 The uniform recurrence property
If {xn}n∈N is a bounded sequence of nonnegative real numbers,
lim inf
n
1
n
∑
k<n
xk > 0
if and only if there is α > 0 such that
{n ∈ N | xn ≥ α}
has positive lower density. In fact, if d {n ∈ N | xn ≥ α} > β > 0 then, even-
tually,
1
n
∑
k<n
xk ≥ 1
n
∑
k<n,xk≥α
xk ≥ βα > 0.
Conversely, suppose {n ∈ N | xn ≥ α} has zero lower density for all α > 0, and
|xn| ≤ M for all n ∈ N. If ε > 0 and N0 ∈ N, consider α = ε2 and N ≥ N0
such that ∣∣{n ∈ [0, N) ∣∣ xn ≥ ε2 }∣∣
N
≤ ε
2M
.
We have
1
N
∑
k<N
xk =
1
N
∑
k<N0
xk +
1
N
∑
N0≤k<N
≤M ε
2M
+
ε
2
= ε.
Since this is true for all ε > 0 and N0 ∈ N, lim infn 1n
∑
k<n xk = 0.
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If (X,B, µ,G) is a measure-preserving system, where G is an abelian group,
we say that (X,B, µ,G) has the uniform recurrence property or URP if,
for each T1, ..., Tl ∈ G, for every nonnegative and nonzero f ∈ L∞ (X,B, µ),
lim inf
n
1
n
∑
k<n
∫
T k1 f...T
k
l fdµ > 0
or, equivalently, for all A ∈ B with µ (A) > 0,
lim inf
n
1
n
∑
k<n
µ
(
T−k1 A ∩ .... ∩ T−kl A
)
> 0.
By the previous discussion, this is equivalent to the fact that there are ε, δ > 0
and a set D ⊆ N of lower density ≥ δ such that, ∀n ∈ D, there is An ∈ B such
that µ (An) ≥ ε and T ni An ⊆ A for all i = 1, 2, ..., l.
11.2 The URP for an inverse limit of systems
Theorem 11.2.1. If {Bt}t∈I is a chain of σ-algebras of X such that, for all
t ∈ I, (X,Bt, µ,G) has the URP, and B is the σ-algebra generated by
⋃
t∈I Bt,
then (X,B, µ,G) has the URP.
Proof. Let A ∈ B be with µ (A) > 0 and T1, ..., Tl ∈ G. Fix ε > 0. Since B
is generated by
⋃
t∈I Bt, there is t ∈ I and A′ ∈ Bt such that µ (A4 A′) < ε2
and hence
‖χA − χA′‖L2 < ε
and, since χA′ ∈ L2 (X,Bt, µ),
‖χA′ − E [χA|Bt]‖ < ε
I claim that, choosing ε suﬃciently small, the set{
E [χA|Bt] > 1− 1
2l
}
has positive measure. In fact, otherwise, E [χA|Bt] ≤ 1 − 12l a.e. and χA′ −
E [χA|Bt] ≥ 12l on a set of measure µ (A), hence
ε > ‖χA′ − E [χA|Bt]‖L2 ≥
√
µ (A)
2l
.
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So, choose ε <
√
µ(A)
2l
and let B ∈ Bt be a set such that µ (B) > 0 and
E [χA|Bt] > 1 − 12l on B. If (µx)x∈X is the disintegration of µ with respect to
the factor Xt = (X,Bt, µ) , then, for all x ∈ B,
µx (A) = E [χA|Bt] (x) > 1− 1
2l
.
By hypothesis, Xt has the URP, so there is a subset P of positive lower density
and η > 0 such that, for all n ∈ P , there is Bn ∈ Bt such that µ (Bn) ≥ η and,
for all i = 1, 2, ..., l,
T ni Bn ⊆ B.
If x ∈ Bn,
µx
(
T−n1 A ∩ ... ∩ T−nl A
)
= 1− µx
((
X\T−n1 A1
) ∪ ... ∪ (X\T−nl A))
≥ 1−
l∑
i=1
(
1− µx
(
T−ni A
))
= 1−
l∑
i=1
(1− T ni µx (A))
= 1−
l∑
i=1
(
1− µTni x (A)
)
> 1−
l∑
i=1
(
1−
(
1− 1
2l
))
=
1
2
.
So
µ
(
T−n1 A ∩ .... ∩ T−nl A
)
=
∫
µx
(
T−n1 A ∩ .... ∩ T−nl A
)
dµ (x) ≥ µ (Bn)
2
≥ η
2
.
Since this is true for each n ∈ P and P has positive lower density, we have
proven the proposition.
Corollary 11.2.2. If (Xξ)ξ<η is the composition series for the system X as
in the structure theorem, and each of the factors has the URP, then X has the
URP.
11.3 The URP for primitive extensions
Suppose now α : (X,B, µ,G) → (Y,A, ν, G) is a primitive extension relative
to G = Gc × Gwm, where G is a ﬁnitely generated free abelian group (hence,
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isomorphic to Zd for some d ∈ N). Our aim is to show that if Y has the URP,
then X has the URP.
Lemma 11.3.1. If T1, ..., Tl ∈ Gwm, ε, δ > 0, f ∈ L∞ (X) and ψ (y) =∫
fdµy = E [f |Y] (y) for each y ∈ Y , then
C =
{
n ∈ N
∣∣∣∣∣ ν
{
y ∈ Y
∣∣∣∣∣
∫ l∏
i=1
T ni fdµy −
l∏
i=1
ψ (T ni y) > ε
}
> δ
}
has zero density.
Proof. By the proposition 10.2.10 we have
d− lim
n
∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]
−
l∏
i=1
T ni E [fi|Y]
∥∥∥∥∥ = 0.
So, for all η > 0,{
n ∈ N
∣∣∣∣∣
∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]
−
l∏
i=1
T ni E [fi|Y]
∥∥∥∥∥ > η
}
has zero density. Now, for all y ∈ Y ,
E
[
l∏
i=1
T ni fi|Y
]
(y)−
l∏
i=1
T ni E [fi|Y] (y) =
∫ l∏
i=1
T ni fidµy −
n∏
i=1
ψ (T ni y)
so, if n ∈ C then ∥∥∥∥∥E
[
l∏
i=1
T ni fi|Y
]
−
l∏
i=1
T ni E [fi|Y]
∥∥∥∥∥ ≥ εδ
and, by taking 0 < η < εδ, we conclude.
Lemma 11.3.2. If A ∈ B is non µ-null and η > 0, there is A′ ⊆ A such that
µ (A) < µ (A′) + η and χA′ is almost periodic relative to Gc, i.e., for all ε > 0,
there is F ∈ ℘fin (L2 (X)) such that, for every R ∈ Gc, for a.a. y ∈ Y , there
is g ∈ F such that
‖RχA′ − g‖y < ε.
11.3 The URP for primitive extensions 219
Proof. Since the extension is compact relative to Gc, χA is almost periodic in
measure, and there is B ∈ A with ν (B) > 1 − η and χAχα−1B = χA∩α−1B is
almost periodic in measure. If A′ = A∩α−1B then µ (A′) < µ (A) + η and, by
applying the deﬁnition of almost periodic function, we obtain the rest of the
statement.
We now need a ﬁnitary version of the multidimensional generalization of the
van der Waerden theorem, also known as Gallai's theorem or Grünwald theo-
rem, asserting that if Zd is ﬁnitely coloured by C1, ..., Cd and F ∈ ℘fin
(
Zd
)
,
then there are b ∈ Z and a ∈ Zd such that a + bF is monochromatic (for a
dynamical proof, see [F2]).
Proposition 11.3.3. If F is a ﬁnite subset of Zd and q ∈ N, there is t =
t (d, F, q) such that, if [−t, t]d is q-coloured, then one of the colours contains a
homothetic copy of F , i.e. a + bF for some b ∈ Z and a ∈ Zd.
Proof. Suppose the statement is false. Then for arbitrarily large n we can ﬁnd
q-colourings ωn of [−n, n]d (which we extend arbitrarily to all Zd) such that no
homothetic copy of F is contained in a colour. Now, pick a limit point of (ωn)
in qZ
d
and observe that, by the multidimensional van der Waerden theorem,
an homothetic copy a + bF of F is contained in some colour. Moreover, for n
enough large, a + bF ⊆ [−n, n]d and ωn|[−n,n]d = ω|[−n,n]d . This contradicts our
assumptions on ωn.
Corollary 11.3.4. If K,N ∈ N\ {0} and T1, ..., TN ∈ G, there is Q ∈ ℘fin (G)
and M ∈ N\ {0} such that for any K-colouring of G, there is T ′ ∈ Q and
m ∈ [1,M ] such that {T ′Tm1 , T ′Tm2 , ..., T ′TmN } is monochromatic.
Proof. Without loss of generality, we can suppose the T1, .., TN distinct. If
N = 1, the statement is trivial, so supposeN ≥ 2. By the previous proposition,
since G ' Zd, there is L ⊆ G ﬁnite such that, for each K-colouring of G, there
are T ′ ∈ G and m ∈ N\ {0} such that
{T ′Tm1 , T ′Tm2 , ..., T ′TmN }
is contained in one of the colours. Now, the conditions
T ′Tm1 ∈ L
T ′Tm2 ∈ L
can be satisﬁed only by a ﬁnite number of m ∈ N\ {0} and T ′ ∈ G. So, we
conclude.
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Theorem 11.3.5. If α : (X,B, µ,G) → (Y,A, ν, G) is a primitive extension,
where G is a ﬁnitely generated free abelian group, and Y has the URP, then
X has the URP.
Proof. Let A ∈ B be non µnull and T1, ..., Tl ∈ G. Without loss of generality,
we can suppose χA is almost periodic relative to Gc and
{T1, .., Tl} = {RiSj | i ∈ {1, 2, ..., r} , j ∈ {1, 2, ..., s}}
where S1, ..., Ss and R1, ..., Rr are distinct elements ofGwm andGc with R1 = I.
Since µ (A) =
∫
µy (A) dν (y), there is B ⊆ Y non ν-null and a > 0 such that
µy (A) > a for each y ∈ B. Consider 0 < a1 < a2 < as and 0 < 2ε2 < ε1 <
a2−a1
rs
. Since χA is almost periodic relative to Gc, we can ﬁnd g1, ..., gK ∈ L2 (X)
and a function k : Y ×Gc → {1, 2, ..., K} such that∥∥RχA − gk(y,R)∥∥y < ε2
for almost all y ∈ Y and R ∈ Gc. Deﬁne, for each t ∈ N\ {0}, the function
kt : Y ×G→ {1, 2, ..., K}, by
kt (y,RS) = k
(
Sty,Rt
)
where the well deﬁnition follows from the direct decomposition G = Gc×Gwm.
We have ∥∥StRtχA − Stgkt(y,RS)∥∥y = ∥∥RtχA − gk(Sty,Rt)∥∥Sty < ε2.
Applying the previous lemma, there are Q ∈ ℘fin (G) and M ∈ N\ {0} such
that, for each y ∈ Y and t ∈ N\ {0}, there are T ′ ∈ Q and m ∈ {1, 2, ...,M},
kt
(
y, T ′Rmi S
m
j
)
takes constant value k for 1 ≤ i ≤ r and 1 ≤ j ≤ s. If we deﬁne
g(t,y) = gk where k is as before, and T
′ = R′S ′ with R′ ∈ Gc and S ′ ∈ Gwm, we
have ∥∥Stmj Rtmi χA − Stmj (R′−tg(t,y))∥∥T ′ty
=
∥∥T ′tStmj Rtmi χA − T ′tStmj (R′−tg(t,y))∥∥y
=
∥∥S ′tStmj R′tRtmi χA − S ′tStmj g(t,y)∥∥y < ε2
for 1 ≤ i ≤ r and 1 ≤ j ≤ s. For each t ∈ N, deﬁne
Ct = ∩
{
S−mtj T
′−tB | 1 ≤ j ≤ s, 1 ≤ m ≤M,T ′ ∈ Q} .
Since Y has the URP, there is P ′ ⊆ N with positive lower density and η′ > 0
such that, ∀t ∈ P ′, ν (Ct) > η′ > 0. For each t ∈ P ′ and y ∈ Ct, there are
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T ′ = T ′ (t, y) ∈ Q and m = m (t, y) ∈ {1, 2, ....M} such that, for 1 ≤ i ≤ r and
1 ≤ j ≤ s, ∥∥Snj Rni χA − Snj g∥∥z < ε2
and
Snj z ∈ B
for z = T ′ty, g = R′−tg(p,y) and n = tm. If J = M |Q|, there is a subset Dt of
Ct such that ν (Dt) ≥ η′J and T ′ (t, y) and m (t, y) take on Dt a constant value
T ′ (t) and m (t). We deﬁne n (t) = tm (t), P = {n (t) | t ∈ P ′} and
Bn(t) = T
′ (t)tDt.
Since n (t) ≤ tM for all t ∈ N, we have
|P ∩ [0, N)|
N
≥ 1
M
∣∣P ′ ∩ [0, N
M
)
∣∣
N
M
and hence
d (P ) ≥ d (P )
M
> 0.
Moreover, for all t ∈ N,
ν
(
Bn(t)
)
= ν (Dt) ≥ η
′
J
= η
S
n(t)
j Bn(t) ⊆ B
and ∥∥∥Sn(t)j Rn(t)i χA − Sn(t)j g∥∥∥
y
< ε2
for all y ∈ Bn(t), 1 ≤ j ≤ s and 1 ≤ i ≤ r. Since R1 = I we have also, for all
y ∈ Bn(t), ∥∥∥Sn(t)j Rn(t)i χA − Sn(t)j χA∥∥∥
y
≤
∥∥∥Sn(t)j Rn(t)i χA − Sn(t)j g∥∥∥
y
+
∥∥∥Sn(t)j χA − Sn(t)j g∥∥∥
y
< 2ε2 < ε1
and hence
µy
(
S
−n(t)
j R
−n(t)
i A4 S−n(t)j A
)
=
∫ ∣∣∣Sn(t)j Rn(t)i χA − Sn(t)j χA∣∣∣ dµy
≤
(∫ ∣∣∣Sn(t)j Rn(t)i χA − Sn(t)j χA∣∣∣2 dµy) 12
=
∥∥∥Sn(t)j Rn(t)i χA − Sn(t)j χA∥∥∥
y
< ε1
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for 1 ≤ j ≤ s, 1 ≤ i ≤ r. Applying the lemma 11.3.1 to f = χA, 0 < ε < as−a2
and 0 < δ < η
2
, we obtain that
µy
(
s⋂
j=1
S−nj A
)
=
∫ s∏
j=1
Snj χAdµy
>
s∏
j=1
∫
χAdµSnj y − ε
=
s∏
i=1
µSnj y (A)− ε
≥ as − ε ≥ a2
for all y ∈ Bn but for a set of measure < δ < η2 < ν(Bn)2 and for all n ∈ P but
for a set of zero density. Modifying {Bn}n∈P and P in case, we obtain possibly
smaller sets, which we call in the same way, such that ν (Bn) ≥ η2 , d (P ) > 0
and the previous inequality holds for all y ∈ Bn and n ∈ P . For all n ∈ P and
y ∈ Bn, since R1 = I,
s⋂
j=1
r⋂
i=1
S−nj R
−n
i A ⊆
s⋂
h=1
S−nh A
and
µ
(
s⋂
h=1
S−nh A\
s⋂
j=1
r⋂
i=1
S−nj R
−n
i A
)
≤
s∑
i=1
r∑
j=1
µy
((
s⋂
h=1
S−nh A
)
\S−nj R−ni A
)
≤
s∑
i=1
r∑
j=1
µy
(
S−nj A\S−nj R−ni A
) ≤ rsε1
so
µy
(
s⋂
j=1
r⋂
i=1
S−nj R
−n(t)
i A
)
≥ µy
(
s⋂
h=1
S−nh A
)
− rsε1 ≥ a2 − rsε1 ≥ a1
and, for all n ∈ P ,
µ
(
s⋂
j=1
r⋂
i=1
S−nj R
−n
i A
)
≥
∫
Bn
µy
(
s⋂
j=1
r⋂
i=1
S−nj R
−n(t)
i A
)
dν (y) ≥ α1η
2
Since this is true for each A ∈ B non µ-null, X has the URP and the theorem
is proved.
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11.4 The Furstenberg multiple recurrence theo-
rem
We have shown that, if X→ Y is a primitive extension relative to G ' Zd
and Y has the URP, then X has the URP. Moreover, if X is the inverse limit
of 〈Xi, pij,i〉j≤i and each of the Xi has the URP, then X has the URP. Now, if
we consider a G-system X and its composition series (Xξ, piξ,η)ξ≤η, it is easily
proved by transﬁnite induction that, for all 0 ≤ ξ ≤ η, Xξ (and, in particular,
X = Xη) has the URP, since the base case ξ = 0 is trivial, while the successor
case and the limit case are the ones just discussed. Throughout this discussion,
we have supposed that all spaces and extensions are regular. Since, as we have
shown, each separable extension is isomorphic to a regular one, this is not a
real restriction, and the conclusions we have reached in this case are true in
general for separable systems. This proves the
Theorem 11.4.1. If (X,B, µ) is a separable measure space, T1, .., Tl commut-
ing invertible measure-preserving transformations of (X,B, µ) and A ∈ B a
non µ-null set, then
lim inf
N
1
N
∑
n<N
µ
(
T−n1 A ∩ .... ∩ T−nl A
)
= 0.
From this theorem we deduce the same statement for non necessarily in-
vertible transformations, by considering ﬁrst, in the following lemma, a special
case.
Lemma 11.4.2. If l ∈ N\ {0}, let
X0 = 2
Nl
and, if e1, ..., el are the canonical base vectors of Nl, deﬁne Si : X → X by
Siω (u) = ω (u+ ei)
for i = 1, ..., l. If B0 is the Borel σ-algebra of X (with respect to the product
topology),
A0 = {ω ∈ X | ω (0, 0, ..., 0) = 1}
and µ0 is a Borel probability measure on X invariant with respect to S1, ..., Sl
such that µ (A0) > 0, then
lim inf
N
1
N
∑
n<N
µ
(
S−n1 A0 ∩ .... ∩ S−nl A0
)
> 0.
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Proof. Consider X˜0 = 2
Zl , B˜0 the Borel σ-algebra of X˜0,
A˜0 =
{
ω ∈ X˜0 | ω (0, 0, ..., 0) = 1
}
,
e˜1, .., e˜n the base vectors of Zl, S˜1, ..., S˜l the transformations of X˜0 deﬁned by
S˜iω (u) = ω (u+ e˜i) and pi : X˜0 → X0 deﬁned in the obvious way by restriction.
Since X˜0 = X0×Y0 where Y0 = 2Zl\Nl , µ˜0 = µ0⊗ν, where ν is a Borel measure
on Y , is a Borel measure on X˜0 such that piµ˜0 = µ0. Since piS˜i = Sipi for all
i = 1, 2, ..., l,
pi
(
S˜n11 .....S˜
nl
l µ
)
= µ0
for all n1, ..., nl ∈ N. If µ˜0 is a limit point of(
1
N l
∑
n1,n2,...,nl<N
S˜n11 .....S˜
nl
l µ
)
N∈N
then µ is a Borel probability measure on X˜ such that piµ˜0 = µ0 and S˜iµ˜0 = µ0
for 1 ≤ i ≤ l. Now,
0 < lim inf
N
1
N
∑
n<N
µ˜0
(
S˜−n1 A˜0 ∩ .... ∩ S˜−nl A˜0
)
≤ lim inf
N
1
N
∑
n<N
µ˜0
(
S˜−n1 pi
−1A0 ∩ .... ∩ S˜−nl pi−1A0
)
= lim inf
N
1
N
∑
n<N
µ˜0
(
pi−1
(
S−n1 A0 ∩ .... ∩ S−nl A0
))
= lim inf
N
1
N
∑
n<N
µ0
(
S−n1 A0 ∩ .... ∩ S−nl A0
)
.
We can now prove the
Theorem 11.4.3 (Furstenberg multiple recurrence). If (X,B, µ) is a
separable measure space, T1, ..., Tl commuting measure-preserving transforma-
tions of (X,B, µ) and A ∈ B non µ-null, then
lim inf
N
1
N
∑
n<N
µ
(
T−n1 A ∩ .... ∩ T−nl A
)
> 0.
Proof. Deﬁne α : (X,B)→ (X0,B0) by
α (x) (n1, ...., nl) = χA (T
n1
1 ....T
nl
l x)
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where X0 = 2
Nl , B0 and A0 are as before. Observe that α (T ix) = Siα (x) for
all x ∈ X and i ∈ {1, 2, ..., l}, moreover
α−1A0 = A
hence, if µ0 = αµ then µ0 is Si-invariant for all i ∈ {1, 2, ..., l} and µ0 (A0) =
µ (A) > 0. So,
0 < lim inf
N
1
N
∑
n<N
µ0
(
S−n1 A0 ∩ .... ∩ S−nl A0
)
= lim inf
N
1
N
∑
n<N
µ
(
α−1
(
S−n1 A0 ∩ .... ∩ S−nl A0
))
= lim inf
N
1
N
∑
n<N
µ
(
T−n1 α
−1A0 ∩ .... ∩ T−nl α−1A0
)
= lim inf
N
1
N
∑
n<N
µ
(
T−n1 A ∩ .... ∩ T−nl A0
)
.
11.5 The multidimensional Szemerédi theorem
Using the Furstenberg multiple recurrence theorem, we are able to prove the
following multidimensional analogue of the Szemerédi theorem (which is a
generalization of the Grünwald-Gallai theorem).
Deﬁne the width w (R) of a rectangle R of Zr as the minimum length of
one of its sides. Consider the family F of rectangles of Zr directed by setting
R1 ≤ R2 if and only if w (R1) ≤ w (R2). It is easy to note that F is a Følner
net for Zr.
Theorem 11.5.1. If S ⊆ Zr has positive upper density with respect to F , i.e.
dF (A) > 0, then for all F ⊆ Zr ﬁnite there are a ∈ Zr and b ∈ N\ {0} such
that a+ bF ⊆ S.
Proof. Set dF (A) > δ > 0 and consider a monotone sequence (Bn) of rectan-
gles with strictly increasing widths with such that
|S ∩Bn|
|Bn| > δ
for all n ∈ N. If X = 2Zr , then Zr acts in the obvious way on X: if u ∈ Zr
and ω ∈ X deﬁne, for all n ∈ Zr,
(T (u)ω) (n) = ω (n + u) .
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Deﬁne, for all n ∈ N, the measure on X
µn =
1
Bn
∑
u∈Bn
δT (u)χS
If µ is a vague limit point of the sequence (µn) then T (v)µ = µ for all v ∈ Zr
since, for all n ∈ N, and f ∈ C (X),
∣∣∣∣∫ fdT (v)µn − ∫ fdµn∣∣∣∣ = 1Bn
∣∣∣∣∣∣
∑
u∈Bn4(Bn+v)
f (T (u)χS)
∣∣∣∣∣∣
≤ ‖f‖L∞
|Bn4 (Bn + v)|
|Bn| = on→+∞ (1) .
Consider A = {ω ∈ X | ω (0) = 1} and note that, since A is both open and
closed, χA is continuous. Moreover, T (u)χS ∈ A iﬀ T (u)χS (0) = 1 iﬀ
χS (u) = 1 iﬀ u ∈ S. So, for all n ∈ N,
µn (A) =
|Bn ∩ S|
|Bn| > δ
and µ (A) ≥ δ > 0. If F ∈ ℘fin (Zr), F = {u1,u2, ...,ul}, we can apply the
Furstenberg multiple recurrence theorem to the commuting transformations
Tu1 , Tu2 , ..., Tul . So, there is a set B of X of positive measure and b ≥ 1 such
that, for all ω ∈ B and 1 ≤ i ≤ l,
T (ui)
b ω ∈ A.
Since A is open, this still holds true in a neighborhood of ω. Since the support
of µ is contained in the closure of the set of translates of χS, there is a ∈ Zr
such that
T (a + bui) = T (ui)
b T (a)χS ∈ A
for all i = 1, 2, ..., l and hence
a + bF ⊆ A.
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