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Abstract
Let K1 and K2 be compact sets of real 2×2 matrices with positive determinant. Sup-
pose that both sets are frame invariant, meaning invariant under the left action of the
special orthogonal group. Then we give an algebraic characterization for K1 and K2 to be
incompatible for homogeneous gradient Young measures. This result permits a simplified
characterization of the quasiconvex hull and the rank-one convex hull in planar elasticity.
1 Introduction
We study quasiconvexity in the calculus of variations. Morrey [Mor52] proved that this is the es-
sential property for functions in the context of sequentially weakly lower-semicontinuity for multi-
ple integrals. Unfortunately, his definition of quasiconvexity is very hard to test. Kristensen [Kri99]
even showed that there cannot be any “local” characterization which is equivalent to quasicon-
vexity. Kristensen’s proof makes use of Šverák’s counterexample of a rank-one convex function
that fails to be quasiconvex [Šve92]. The difference between quasiconvexity and rank-one con-
vexity is also visible on the level of sets. Milton [Mil04] showed that there is a rank-one convex
set which fails to be quasiconvex. However, Milton’s as well as Šverák’s counterexample work
only in the case of an underlying space Mm×n withm ≥ 3 and n ≥ 2.
In contrast to that, the situation in M2×2 seems to be fundamentally different. Whether rank-one
convexity and quasiconvexity are the same over M2×2 remains an open question. Neverthe-
less, we would like to recall a few of the results for the 2×2 case. Müller [Mül99b] showed
that rank-one convexity implies quasiconvexity on diagonal matrices. Dolzmann [Dol03] proved
that rank-one convexity and polyconvexity are equivalent for frame-invariant sets with constant
determinant. In this paper, we heavily rely on results by Faraco and Székelyhidi [FS08] on the
localization of the quasiconvex hull. One of the key tools that we are going to use is the following,
see [FS08, Corollary 3].
Theorem 1.1. Let ν be a compactly supported homogeneous gradient Young measure over
M
2×2. Then the set supp(ν)qc is connected.
In [Hei11], we applied this to the case of isotropic sets. Now we study quasiconvexity in the
context of frame-invariant sets in M2×2. We prove the following (see Theorem 6.3).
Theorem (Incompatible sets). Let L1, L2 ⊆ M2×2 be compact and frame-invariant sets of
matrices with positive determinant. Then the following properties are equivalent:
(a) L1 and L2 are incompatible for homogeneous gradient Young measures.
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(b) L1 and L2 are incompatible for first-order laminates. In addition, {AtA | A∈L1} and
{CtC | C∈L2} are incompatible for T4 configurations.
(c) L1 and L2 can be separated by a polyconvex set.
This theorem gives an algebraic characterization for two frame-invariant sets to be incompatible
for homogeneous gradient Young measures. In view of elasticity theory, a 2×2 matrix A might
represent a deformation gradient. Then the key observation of the theorem is that essential con-
ditions can be nicely written down for the so-called right Cauchy-Green tensorAtA. In addition,
we will construct a set∆ which provides information about the structure of the quasiconvex hull.
Our second result reads (see Theorem 6.1)
Theorem (Structure). Let K ⊆ M2×2 be a compact and frame-invariant set of matrices with
positive determinant and A,B ∈ K . Then the following properties are equivalent:
(i) A and B lie in the same connected component ofKrc.
(ii) A and B lie in the same connected component ofKqc.
(iii) A and B lie in the same connected component ofKpc.
(iv) det(A) and det(B) lie in the same connected component of∆.
The paper is organized as follows:
In Section 2, we recall definitions of the convexity notions that are used later on. Then we give
a short introduction to T4 configurations in Section 3. Preliminaries can be found in Section 4.
Section 5 provides the most important tool and Section 6 collects the main results of this paper.
2 Convexity notions
We denote by M2×2 the vector space of all real 2×2 matrices equipped with the Euclidean
structure of R4. We are going to recall some convexity notions in M2×2. A detailed discussion,
also for higher dimensions, can be found in [Bal77], [Dac89, §4.1], [Mül99a] and [Dol03].
Let f : M2×2 → R be a given continuous function. Then f is convex if for everyA,B ∈ M2×2
we have
∀λ ∈ [0, 1] f(λA+ (1−λ)B) ≤ λf(A) + (1−λ)f(B). (1)
The function f is polyconvex if there exists a convex function g : R5 → R such that for every
A ∈ M2×2 we have f(A) = g(A, det(A)), where det(A) denotes the determinant of A. The
function f is quasiconvex (in Morrey’s sense [Mor52]), if for everyA ∈ M2×2 and every smooth
function φ : R2 → R2 with compact support we have
0 ≤
∫
R2
(
f(A+Dφ(x))− f(A))dx.
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The function f is rank-one convex if (1) holds for every A,B ∈ M2×2 that are rank-one con-
nected, meaning A − B equals the tensor product a⊗b for some vectors a, b ∈ R2. Polycon-
vexity and rank-one convexity were introduced by Ball [Bal77].
Now we consider sets of matrices. Therefore fix a compact set K ⊂ M2×2. We denote by
M(K) the set of all probability measures over the Borel sets of K . Let ν ∈ M(K) be
a given element. We write ν¯ for its mean value and supp(ν) for its support. We define the
setsMpc(K),Mqc(K) andMrc(K) as follows. A probability measure ν ∈ M(K) lies in
Mpc(K) (Mqc(K) orMrc(K)) if and only if Jensen’s inequality
f(ν¯) ≤
∫
M2×2
f(A)dν(A) (2)
is fulfilled for every continuous function f : M2×2 → R which is polyconvex (quasiconvex or
rank-one convex). Kinderlehrer and Pedregal [KP91] show that every ν ∈Mqc(K) is a homo-
geneous gradient Young measure. Whereas every ν ∈ Mrc(K) is a laminate, see [Ped93].
The polyconvex hull ofK is given by
Kpc = {ν¯ | ν∈Mpc(K)}. (3)
We get the quasiconvex hull Kqc, the rank-one convex hull Krc and the convex hull Kc if, in
(3), we replaceMpc(K) byMqc(K),Mrc(K) andM(K), respectively. Finally, we call K
polyconvex (quasiconvex, rank-one convex or convex) whenever K = Kpc (K = Kqc, K =
Krc orK = Kc) holds. The previous definitions together with the hierarchy of convexity notions
imply that K ⊆ Krc ⊆ Kqc ⊆ Kpc ⊆ Kc. In particular, every laminate is a homogeneous
gradient Young measure.
Note that all these convexity notions, both for functions and for sets, are stable against trans-
formations of the underlying space M2×2 which are given by A 7→ SAT for some invertible
matrices S, T ∈ M2×2. We will make use of this fact several times.
3 Laminates
Two classes of laminates play an important role in our paper. First, consider the case of two
rank-one connected matrices A,B ∈ M2×2, where A = B is possible. Then for every real
number λ ∈ (0, 1) the measure λδA+(1−λ)δB with support {A,B} is a laminate, a so-called
first-order laminate. In fact, it fulfills Jensen’s inequality (see (2)) for rank-one convex functions.
Second, consider the case of four matricesA1, . . . , A4 ∈ M2×2 without rank-one connections.
Tartar [Tar93] showed that {A1, . . . , A4} can be the support of a laminate. Consider the fol-
lowing definition, compare [Szé05]. A 4-tuple (A1, A2, A3, A4) over M
2×2 without rank-one
connections forms a T4 configuration whenever there exist matrices C1, . . . , C4 ∈ M2×2 of
rank equal to 1, a matrix P ∈ M2×2 and real numbers κ1, . . . , κ4 > 1 such that (T4) or (T4*)
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AB
(a) Rank-one connected matrices
A1
A2
A3
A4 P1
P2
P3
P4
(b) T4 configuration, (T4)
A1 A2
A3
A4 P
(c) T4 configuration, (T4*)
Figure 1: Three matrix configurations in M2×2. Solid lines follow rank-one directions.
is fulfilled:
(T4)

A1 = P+κ1C1
A2 = P+C1+κ2C2
A3 = P+C1+C2+κ3C3
A4 = P+C1+C2+C3+κ4C4
0= C1+ . . .+C4
, (T4*)

A1 = P+C1
A2 = P+C2
A3 = P+C3
A4 = P+C4
0∈ {C1, . . . , C4}c
. (4)
The lemma collects well-known properties of T4 configurations.
Lemma 3.1. Let A1, . . . , A4 ∈ M2×2 be matrices such that (A1, A2, A3, A4) forms a T4 con-
figuration. Then, for (T4*), the matrix P and, for (T4), the matrices P1 = P , P2 = P+C1, P3 =
P+C1+C2 as well as P4 = P+C1+C2+C3 lie in the rank-one convex hull {A1, . . . , A4}rc.
Proof. Compare with Figure 1. There exists a laminate ν so that ν¯ = P and supp(ν) =
{A1, . . . , A4}. A way how to construct such a ν for (T4) can be found, for example, in [Mül99a,
§2.5]. Similar constructions can be used when P is replaced by P2, P3 or P4. Condition (T4*),
which can be seen as a limit case of (T4), is handled by Kirchheim [Kir03, Corollary 4.19].
4 Incompatibility and frame invariance
Let K1, K2 ⊆ M2×2 be compact sets. We call K1 and K2 incompatible for homogeneous
gradient Young measures if for every ν ∈ Mqc(K1∪K2) we have either supp(ν) ⊆ K1 or
supp(ν) ⊆ K2. In the same spirit, we call K1 and K2 incompatible for first-order laminates if
there are no rank-one connected matrices A,B with A ∈ K1 and B ∈ K2. We call K1 and
K2 incompatible for T4 configurations if for every T4 configuration (A1, . . . , A4) overK1 ∪K2
we have either {A1, . . . , A4} ⊆ K1 or {A1, . . . , A4} ⊆ K2. Furthermore, we say that K1
andK2 can be separated by a polyconvex set whenever there exist disjoint open sets U1, U2 ⊆
M
2×2 such that K1 ⊂ U1, K2 ⊂ U2 as well as (K1∪K2)pc ⊆ U1∪U2 holds. Then the set
polyconvex set (K1∪K2)pc “separates”K1 andK2.
In view of [FS08, Theorem 2], we obtain a sufficient condition forK1 andK2 to be incompatible
for homogeneous gradient Young measures:
4
Theorem 4.1. Let K1, K2 ⊆ M2×2 be compact and assume that K1 and K2 can be sepa-
rated by a polyconvex set. Then K1 and K2 are incompatible for homogenous gradient Young
measures.
Wewant to apply Theorem 4.1 to a special situation. Therefore, we introduce additional notation.
Given a column vector x ∈ R2 and a matrix A ∈ M2×2, we denote by |x| and |A| the
corresponding Euclidean norms and by xt and At the transposed objects. The letter I is used
for the identity matrix in M2×2. Let M2×2sym be the subspace of all symmetric matrices andA,B ∈
M
2×2
sym. Then we writeA ≺ B wheneverA−B is negative definite andA  B wheneverA−B
is negative semi-definite. IfA ∈ M2×2sym is positive semi-definite, then we denote by
√
A the only
positive semi-definite matrix which solves X2 = A in M2×2sym. Now we define the disjoint open
sets
P1 = {A∈M2×2 | AtA ≺ I}, P2 = {A∈M2×2 | I≺AtA ∧ det(A)>0}. (5)
We show that the union P1 ∪ P2 is a lower level-set of a polyconvex function. In order to do
so, we consider the following notation, which has been used before by many authors in the
context of isotropic sets. Let A ∈ M2×2 be a given matrix, then we define λ1(A), λ2(A) ∈ R2
as the only real numbers such that {|λ1(A)|, λ2(A)} is the set of singular values of A (the
eigenvalues of
√
AtA) and, in addition, |λ1(A)| ≤ λ2(A) as well as det(A) = λ1(A)λ2(A)
holds.
Following Conti et al. [CDLMR03, Lemma 2.2], we know that the function f : M2×2 → R given
by f(A) = λ1(A)+λ2(A)−det(A)−1 is polyconvex. We write the function f in factorized
form f = (1−λ1)(λ2−1) and realize that f is negative if and only if either λ2 < 1 holds or
1 < λ1. By simple computations, we get that λ2(A) < 1 holds whenever A lies in P1 and
λ1(A) > 1 holds whenever A lies in P2. This directly implies that we can write P1 ∪ P2 as a
lower level-set of a polyconvex function. We would like to point out that a key idea of this paper is
to exploit the fact that P1 and P2, as defined in (5), are incompatible for homogeneous gradient
Young measures. A first step is done in the next lemma.
Lemma 4.2. Let K1, K2 ⊆ M2×2 be compact sets with positive determinant. Moreover, we
assume that there exists a matrix B ∈ M2×2 with positive determinant such that for every
A ∈ K1 and C ∈ K2 we have AtA ≺ BtB ≺ CtC . ThenK1 andK2 can be separated by a
polyconvex set.
Proof. Take U1 = P1B and U2 = P2B where P1 and P2 are given by (5). Note that the
determinant is positive for all elements in U2 and K2 by assumption. A simple computation
shows that U1 and U2 contain K1 and K2, respectively. The set P1 ∪ P2 is the lower level-set
of a polyconvex function and so is U1∪U2. In fact, if f : M2×2 → R is polyconvex, the function
given by A 7→ f(AB−1) is also polyconvex, by definition. Here B−1 stands for the inverse of
the matrix B. In view of (2) and (3), it is not hard to see that the polyconvex hull (K1∪K2)pc
must be a subset of U1 ∪ U2.
Now we come to frame invariance. Let K ⊂ M2×2 be a given set. We call K frame invariant
whenever it is invariant under the left action of the special orthogonal group SO(2), meaning,
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for every A ∈ K the whole orbit SO(2)A is contained in K . Here we consider SO(2) as a
subset of M2×2 so that the group action becomes just matrix multiplication. In the context of
frame invariance, we will need the following lemma.
Lemma 4.3. LetD ∈ M2×2sym be positive definite and Y ∈ M2×2 a matrix with positive determi-
nant. Assume that Y tY and D are rank-one connected. Then there is a positive real number
γ > 0 and a rotation R ∈ SO(2) such that Y tY−D = γ√D(RY−√D). In particular, RY
and
√
D are rank-one connected.
Proof. If Y tY and D are rank-one connected, so are the matrices D˜ =
√
D
−1
Y tY
√
D
−1
and I . Fix a real number α ∈ R and a vector x˜ ∈ R2 with |x˜| = 1 such that D˜−I = αx˜⊗x˜.
Since D˜ is positive definite, we must have α > −1. Then there is a real number β > −1 with
the same sign as α so that
(I + βx˜⊗x˜)t(I + βx˜⊗x˜)− I = (2β + β2)x˜⊗x˜ = αx˜⊗x˜.
Note that the matrix I+βx˜⊗x˜ has positive determinant. Multiplication from the right and left by√
D gives (√
D + β
√
D
−1
x⊗x)2 −D = αx⊗x = Y tY −D
where we set x =
√
Dx˜. This implies that the matrices Y and
√
D+β
√
D
−1
x⊗x have the
same symmetric part in the polar decomposition. Since both matrices have positive determinant,
there must be a rotation R ∈ SO(2) such that RY−√D and β√D−1x⊗x are the same.
The next lemma states well-known facts, compare [Dol03, §A.2] and the references therein. For
the convenience of the reader, we give a proof here.
Lemma 4.4. Let A,C ∈ M2×2 be given matrices such that 0 < det(A) ≤ det(C). Then
det(AtA−CtC) ≥ 0 holds if and only if AtA  CtC . In addition, the following properties are
equivalent:
(i) SO(2)A and SO(2)C are incompatible for first-order laminates.
(ii) det(AtA−CtC) > 0.
(iii) AtA ≺ CtC .
Proof. Condition (ii) holds if and only if AtA − CtC is either negative or positive definite. In
view of det(A) ≤ det(C), it must be negative definite and, hence, we have (ii) ⇔ (iii). The
first part of the lemma follows by a similar argument. Condition ¬(ii) holds if and only if there
is a vector x ∈ R2\{0} which fulfills one of these equivalent properties: xtAtAx = xtCtCx,
|Ax| = |Cx| orQAx = RCx for some rotationsQ,R ∈ SO(2). We conclude that ¬(ii) holds
if and only if there are rotationsQ,R ∈ SO(2) such that the rank of the matrixQA−RC is at
most 1. This implies that ¬(ii)⇔¬(i).
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5 A necessary condition for incompatibility
We are going to prove that, in the context of frame invariance, separability by a polyconvex set
is also necessary for incompatibility. Here we look at a special case first. In order to prove the
proposition, we will use Helly’s theorem, see, for example, [DGK63].
Theorem 5.1 (Helly’s theorem). Let d be a positive integer, I an index set, possibly uncount-
able, and {Dα}α∈I a family of compact convex sets in a d-dimensional Euclidean space. If for
every α1, . . . , αd+1 ∈ I the intersection Dα1 ∩ · · · ∩ Dαd+1 is non-empty, then the whole
intersection
⋂{Dα | α∈I} is non-empty.
Proposition 5.2. Let K1, K2 ⊆ M2×2 be compact and frame-invariant sets of matrices with
positive determinant such that
max{det(A) | A∈K1} < min{det(C) | C∈K2}.
Then the following properties are equivalent:
(a) K1 andK2 are incompatible for homogeneous gradient Young measures.
(b) K1 and K2 are incompatible for first-order laminates. In addition, CK1 and CK2 are in-
compatible for T4 configurations where CKi = {X tX | X∈Ki} for i = 1, 2.
(c) K1 andK2 can be separated by a polyconvex set.
Proof. We assume that K1 and K2 are non-empty. Otherwise the proof is trivial. Theorem 4.1
implies that (c)⇒ (a). We show that (b)⇒ (c). Assume that K1 and K2 are incompatible for
first-order laminates and, in addition, CK1 and CK2 are incompatible for T4 configurations. Then,
in particular, K1 and K2 are disjoint. Let Λ ∈ R be a positive real number such that for every
Y ∈ K1∪K2 we have Y tY  ΛI . Such a Λ exists, since K1 and K2 are compact. Given
Y ∈ K1∪K2 we define the set DY via
DY =
{
{D∈M2×2sym | Y tY ≺ D  ΛI} if Y ∈ K1,
{D∈M2×2sym | 0  D ≺ Y tY } if Y ∈ K2.
Fix a subset {Y1, . . . , Y4} ⊆ K1∪K2. We show that the intersection D = DY1 ∩ · · · ∩ DY4
is non-empty. In order to do that, we distinguish between different cases. Nothing is to show if
Y1, . . . , Y4 ∈ K1 or Y1, . . . , Y4 ∈ K2. To shorten notation, set Xi = Y ti Yi for i = 1, . . . , 4.
If Y1 ∈ K1 and Y2, Y3, Y4 ∈ K2, then, by Lemma 4.4, we must have X1 ≺ Xi for i =
1, 2, 3. Hence, there is a positive real number  > 0 such that X1+I lies in D. Similarly, if
Y1, Y2, Y3 ∈ K1 and Y4 ∈ K2, then X4−I lies in D for some  > 0. Up to a permutation,
there is only one case left: Y1, Y4 ∈ K1 and Y2, Y3 ∈ K2. If X1  X4 holds, then X4+I
lies in D for some  > 0. Similar arguments can be used to treat X4  X1, X2  X3 and
X3  X2. Thus, in view of Lemma 4.4, it remains to deal with matrices Y1, Y4 ∈ K1 and
Y2, Y3 ∈ K2 which fulfill the following condition. For indices i, j ∈ {1, 2, 3, 4} with i < j we
have
det(Xi−Xj)
{
< 0 if (i, j)∈{(1, 4), (2, 3)},
> 0 else.
(6)
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Now we apply a result by Székelyhidi [Szé05, Theorem 2]. Condition (6) is equivalent to what
he calls sign-configuration (B). Hence, exactly one of the following three holds:
(i) There is a O ∈ {X1, . . . , X4}c such that det(Xi−O) > 0 for every i = 1, . . . , 4.
(ii) There is a O ∈ {X1, . . . , X4}c such that det(Xi−O) = 0 for every i = 1, . . . , 4 and
then (X1, . . . , X4) forms a T4 configuration, (T4*) in (4).
(iii) There is a O ∈ {X1, . . . , X4}c such that det(Xi−O) < 0 for every i = 1, . . . , 4 and
then (X1, . . . , X4) forms a T4 configuration, (T4) in (4).
Note that, by definition,X1, . . . , X4 are symmetric as well as positive definite and so is O. We
have that CK1 and CK2 are incompatible for T4 configurations. Hence, (i) must hold. This can
only happen when O lies in D, see Lemma 4.4. This shows that D is non-empty.
Since K1 and K2 are compact, there is an integer n > 0 and matrices O1, . . . , On ∈ M2×2sym
such that the matrix O in (i) can always be taken from {O1, . . . , On}. We can fix a posi-
tive real number  > 0 such that for every subset {Y1 . . . , Y4} ⊆ K1∪K2 the intersection
DY1∩ · · · ∩DY4 is non-empty. Here we set
DY =
{
{D∈M2×2sym | Y tY+I  D  ΛI} if Y ∈ K1,
{D∈M2×2sym | 0  D  Y tY−I} if Y ∈ K2.
The set D = ⋂{DY | Y ∈K1∪K2} is the intersection of compact convex sets in the 3-
dimensional space M2×2sym. What we have just shown together with Theorem 5.1 implies that D
is non-empty. Fix an elementD ∈ D and setB = √D. Then we obtain (c) as a consequence
of Lemma 4.2.
Finally, it remains to prove ¬(b) ⇒ ¬(a). All first-order laminates are homogenous gradient
Young measures. Hence, we have to show ¬(a) given that the following is true:K1 andK2 are
incompatible for first-order laminates, but CK1 and CK2 are not incompatible for T4 configura-
tions. Recall that we have setXi = Y
t
i Yi for i = 1, . . . , 4. In view of what we have done above,
there are matrices Y1, Y4 ∈ K1 and Y2, Y3 ∈ K2 such that (6) holds together with (ii) or (iii).
Case (ii). Lemma 4.3 implies two things. First, for every i ∈ {1, . . . , 4} there must be a rotation
Ri ∈ SO(2) such that RiYi and
√
O are rank-one connected. Second, we must have that
0 ∈ {X1−O, . . . , X4−O}c =
√
O{γ1R1Y1−
√
O, . . . , γ4R4Y4−
√
O}c
for some positive real numbers γ1, . . . , γ4 > 0. In particular,
√
O must lie in the convex hull
{R1Y1, . . . , R4Y4}c. Hence, (R1Y1, . . . , R4Y4) forms a T4 configuration (of type (T4*) in (4))
with P =
√
O. We have ¬(a).
Case (iii). Assume that (X1, . . . , X4) forms a T4 configuration and fix matrices C1, . . . , C4, P
such that (T4) in (4) is fulfilled. Since the matrices X1, . . . , X4 are symmetric and positive
definite, so are P1, . . . , P4, see Lemma 3.1. Then, in view of Lemma 4.3, we find matrices
C˜1, C˜2, . . . ∈ M2×2 of rank equal to 1, real numbers κ˜1, κ˜2, . . . > 1 and rotations Q0, R1,
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Q1, R2, Q2, . . . ∈ SO(2) such that
R1Y1−Q0
√
P1 = κ˜1(Q1
√
P2 −Q0
√
P1)= C˜1,
R2Y2−Q1
√
P2 = κ˜2(Q2
√
P3 −Q1
√
P2)= C˜2,
R3Y3−Q2
√
P3 = κ˜3(Q3
√
P4 −Q2
√
P3)= C˜3,
R4Y4−Q3
√
P4 = κ˜4(Q4
√
P1 −Q3
√
P4)= C˜4,
R5Y1−Q4
√
P1 = κ˜5(Q5
√
P2 −Q4
√
P1)= C˜5,
R6Y2−Q5
√
P2 = κ˜6(Q6
√
P3 −Q5
√
P2)= C˜6,
...
...
(7)
By definition, the matricesX1, . . . , X4, P1, . . . , P4 are pairwise distinct. This implies that there
is a uniform bound κ˜0 > 1 such that κ˜i ≥ κ˜0 holds for every i = 1, 2, . . .. The equations
in (7) present a way how to construct a laminate ν ∈ Mrc(K1∪K2) such that both sets
supp(ν)∩K1 and supp(ν)∩K2 are non-empty. Recall the “classical” construction of laminates
for T4 configurations, see, for example, [Mül99a, §2.5]. In fact, the same procedure can be used
here. This shows that ¬(a) holds and finishes the proof.
6 Main results
Let K ⊆ M2×2 be a compact and frame-invariant set of matrices with positive determinant.
We construct a set which can be used to determine the structure of the quasiconvex hull Kqc.
Therefore, let∆ ⊆ R be the union of all closed intervals[
min{det(A), det(B)},max{det(A), det(B)}]
where A and B are rank-one connected matrices inK together with all closed intervals[
min{
√
det(Ai) | i = 1, . . . , 4},max{
√
det(Ai) | i = 1, . . . , 4}
]
where (A1, . . . , A4) are T4 configurations over CK = {X tX | X∈K}.
Theorem 6.1. Let K ⊆ M2×2 be a compact and frame-invariant set of matrices with positive
determinant and A,B ∈ K . Then the following properties are equivalent:
(i) A and B lie in the same connected component ofKrc.
(ii) A and B lie in the same connected component ofKqc.
(iii) A and B lie in the same connected component ofKpc.
(iv) det(A) and det(B) lie in the same connected component of∆.
Proof. If necessary, we exchange the roles of A and B so that 0 < det(A) ≤ det(B) holds.
We know that (i)⇒ (ii)⇒ (iii) is true. Condition ¬(iv) implies that there is a real number d ∈ R
such that det(A) < d < det(B) holds and d 6∈ ∆. Consider the disjoint sets
K1 = K ∩ {A∈M2×2 | det(A) < d}, K2 = K ∩ {C∈M2×2 | d > det(C)}.
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Clearly, we have K1∪K2 = K . Since K is compact, so are K1 and K2. The number d is
chosen in such a way that the sets K1 and K2 are incompatible for first-order laminates and,
in addition, CK1 and CK2 are incompatible for T4 configurations. Proposition 5.2 implies that
K1 and K2 can be separated by a polyconvex set. In particular, A and B must lie in different
connected components ofKpc. We have ¬(iii).
Assume that ¬(i) is fulfilled. If there is a real number d ∈ R such that det(A) < d < det(B)
as well as d 6∈ ∆ holds, then we get ¬(iv) and we are done. If not, we must have that the whole
interval [det(A), det(B)] is contained in ∆. In order to get a contradiction, it is sufficient to
show that the set
M = {X∈Krc | det(A)≤det(X)≤det(B)}
is connected. Since K is compact and frame invariant, so is Krc and M . If M fails to be
connected, then there exist compact, disjoint and frame-invariant sets M1 and M2 such that
the union M1∪M2 is M and the intersection M1∩M2 is empty. On one hand, we can find
matrices X1 ∈ M1 and X2 ∈ M2 with det(X1) = det(X2). On the other hand, for every
X1 ∈M1 andX2 ∈M2 the sets SO(2)X1 and SO(2)X2 must be incompatible for first-order
laminates and, hence, det(X1) = det(X2) is impossible in view of Lemma 4.4. The set M
must be connected. This finishes the proof.
Remark 6.2. The set ∆ is constructed in such a way that for every X ∈ Kqc we have that
det(X) lies in∆.
Proof. Let X ∈ Kqc be given and ν ∈ Mqc(K) a homogeneous gradient Young measure
such that X = ν¯ holds. Since the functions given by A 7→ det(A) and A 7→ −det(A)
are polyconvex (and, in particular, quasiconvex), we can fix matrices A,B ∈ supp(ν) such
that det(A) ≤ det(X) ≤ det(B) holds. As an application of Theorem 1.1, we know that
supp(ν)qc is connected. This means that A and B lie in the same connected component of
Kqc. By Theorem 6.1, det(A) and det(B) lie in the same connected component of ∆. Then
det(X) must lie in∆.
Now we prove a generalization of Proposition 5.2.
Theorem 6.3. Let L1, L2 ⊆ M2×2 be compact and frame-invariant sets of matrices with posi-
tive determinant. Then the following properties are equivalent:
(a) L1 and L2 are incompatible for homogeneous gradient Young measures.
(b) L1 and L2 are incompatible for first-order laminates. In addition, {AtA | A∈L1} and
{CtC | C∈L2} are incompatible for T4 configurations.
(c) L1 and L2 can be separated by a polyconvex set.
Proof. Theorem 4.1 implies that (c)⇒ (a) holds. The implication ¬(b)⇒ ¬(a) can be shown
like in the proof of Proposition 5.2. It remains to show that (b)⇒ (c) holds. Like before, given
any K ⊆ M2×2 we set CK = {X tX | X∈K}. Assume that L1 and L2 are incompatible
for first-order laminates and, in addition, CL1 and CL2 are incompatible for T4 configurations.
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Set K = L1∪L2. We will use the set ∆ which was defined above. For i = 1, 2 let Zi be a
connected component of Li. In particular, Z1 and Z2 are incompatible for first-order laminates
and, in addition, CZ1 and CZ2 are incompatible for T4 configurations. Then there is a real number
d 6∈ ∆ such that
max{det(A) | A∈Z1} < d < min{det(C) | C∈Z2}
where we exchange the roles of Z1 and Z2 if necessary. Consider the disjoint sets
K1 = K ∩ {A∈M2×2 | det(A) < d}, K2 = K ∩ {C∈M2×2 | d > det(C)}.
By definition, K1 and K2 are compact and frame invariant. The union K1∪K2 is equal to K .
The setsK1 andK2 are incompatible for homogeneous gradient Young measures. Otherwise,
in view of Theorem 1.1, there is a matrix X with det(X) = d. But then Remark 6.2 implies
that d lies in ∆, which gives a contradiction. Hence, we can apply Proposition 5.2 to K1 and
K2. ThenK1 andK2 and, in particular, Z1 and Z2 can be separated by a polyconvex set. Now
we vary Z1 over all connected components of L1 and Z2 over all connected components of
L2. Every choice of Z1 and Z2 gives a polyconvex set. If we take the intersection of all those
polyconvex sets, we end up with a polyconvex set which separates L1 and L2.
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