Abstract. -We fix a counting function of multiplicities of algebraic points in a projective hypersurface over a number field, and take the sum over all algebraic points of bounded height and fixed degree. An upper bound for the sum with respect to this counting function will be given in terms of the degree of the hypersurface, the dimension of the singular locus, the upper bounds of height, and the degree of the field of definition.
Introduction
In this paper, we consider a problem of counting multiplicities in projective schemes. More precisely, let k be a field, and X be a scheme of finite type over Spec k, we are interested in the estimate of the sum
where S X k is a subset of X(k) which satisfies some conditions, and f ( . ) is a positive function and µ ξ (X) is the multiplicity of ξ in X defined via the local HilbertSamuel function of X at ξ as follows.
We say that X is a pure dimensional scheme (or X is of pure dimension) if all its irreducible components have the same dimension. Let X be of pure dimension, and ξ ∈ X be a point. Consider the local ring O X,ξ , whose maximal ideal is m ξ and residue field is κ(ξ). The local Hilbert-Samuel function of X at ξ is given as We define the integer µ ξ (X) as the multiplicity of the point ξ in X. In particular, if the point ξ is regular in X, which means that O X,ξ is a regular local ring, then we have µ ξ (X) = 1.
If we take the counting function f as the constant function f ≡ 1, then this problem reduces to the classical problem of counting algebraic points on the scheme X. There have been many literatures about this problem hitherto. If we take f to be a nontrivial function, and in addition we require f (1) = 0, then this problem will be a question about the complexity of the singular locus of X.
1.1. Known results. -First we consider the case where X is a reduced plane curve of degree δ. In Exercise 5-22 in page 115 of [7] , we have (1.2) ξ∈X µ ξ (X) (µ ξ (X) − 1) δ(δ − 1), which is obtained by the Bézout's Theorem in the intersection theory. In addition, let g(X) be the genus of X, if X is geometrically integral, by Corollary 1 in page 201 of [7] , we have
This inequality is deduced from the Riemann-Roch Theorem of plane curves. More generally, let X ֒→ P n k be a projective hypersurface over an algebraically closed field k of characteristic 0, whose singular locus is of dimension 0. Through the method of Lefschetz pencil, a direct corollary of [15, But the condition that the singular locus is of dimension 0 is too restrictive for a general counting problem. In general, the sum in the left hand side of the above inequality depends on the candidate of the base field k.
In [17, Théorème 5.1] , the second author of this paper obtained a result of this type over finite fields. More precisely, let n 2, δ 1, s 0 be three integers, and F q be the finite field with exact q elements. He proved that the estimate (1.3) ξ∈X (Fq) µ ξ (X)(µ ξ (X) − 1) n−s−1 ≪ n δ n−s max{δ − 1, q} s holds uniformly for all reduced hypersurface X of degree δ of P n K whose singular locus is of dimension s. In the above formula we have used Vinogradov's symbol ≪ in its usual sense: let Ω and P be two sets, and Ω be a subset of Ω×P . Suppose that f (x, y) and g(x, y) are two real-valued functions defined on Ω, where x ∈ Ω and y ∈ P . Then the expression f (x, y) ≪ y g(x, y)
means that there exists a non-negative function C( . ) on the set P such that
|f (x, y)| C(y)|g(x, y)| holds for every (x, y) ∈ Ω. Some examples are given in [17] to show that the order of δ and max{δ − 1, q} in (1.3) are both optimal when q δ − 1. This estimate is obtained by the technique of intersection tree introduced in [17, §2.1] via the intersection theory on projective spaces.
Principal
Result. -In this paper, we consider a sum of the same type as in (1.3) over number fields. More precisely, we take the sum over all the algebraic points, whose fields of definition are of fixed degree over the base field, of bounded height in a hypersurface of a projective space. By the Northcott's property (cf. [14, Theorem B.2.3] ), this is a finite set, hence the sum always makes sense. The principle result (Theorem 4.5) is stated as follows: Theorem 1.1. -Let K be a number field, n 2 be an integer, and h( . ) be the absolute logarithmic height function on P n K . For any closed subscheme X of P n K , any D ∈ N + , and any B 1, let
Let δ and s be integers such that δ 1 and s 0. Then the inequality
holds for all reduce hypersurfaces X of degree δ of P n K whose singular locus is of dimension s, where, for t ∈ {0, . . . , s}, Z t is a set of closed subschemes of X of dimension s − t, whose construction will be explained in §4.2.
We keep all the notation in Theorem 1.1. If we want to get an upper bound of the sum
n−s−1 through Theorem 1.1 for all X satisfying the above conditions, it is important to understand the term
which originates from the classical problem of counting algebraic points, or of counting rational points for the case of D = 1.
We have the following corollary of Theorem 1.1 for the case of K = Q. 
holds uniformly for all reduce singular hypersurfaces X of degree δ of P n Q whose singular locus is of dimension s.
Moreover, we can construct some examples (for instance, Example 4.8) to show that for all X considered in Theorem 1.1, the exponents of δ and max{B, δ − 1} in Corollary 1.2 are both optimal when B δ − 1. We will also explain (Remark 4.6) that the consideration in Theorem 1.1 is necessary.
1.3. Principal Tools. -We shall follow the construction of intersection trees introduced in [17, §2.1] to control the multiplicities of singular points. We construct a series of intersections over P n K , and cut X into several irreducible components. The multiplicity of each irreducible component can be bounded by its multiplicity in the intersection trees. Different from techniques used in [17] over a finite field, we work over a number field in this paper, whose cardinality is infinite. Consequently this allows us to work over the original base field directly, and we do not need to take a finite extension of the base field in order to make sure that we can construct useful auxiliary schemes, and then descend it back to the original base field.
Meanwhile, we need to consider the number of rational points and algebraic points of bounded height. Since we require that the constant in the estimate in Corollary 1.2 only depends on n, we need a uniform estimate of the number of algebraic points of bounded height in arithmetic varieties, which has a weak dependance on the degrees of varieties. This paper is organized as follows: in §2, we introduce the technique of intersection tree in [17] . In §3, we recall some useful results on counting rational points and algebraic points, and we consider a uniform estimate of rational points of bounded height over Q, which is a generalization of [22, Theorem 1] and [5, Theorem 3.1] . In §4, we give an upper bound of this multiplicity-counting problem as a function of intersection trees, and we give a uniform upper bound of it via a generalized Schanuel's estimate.
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Operations over intersection trees
In this section, we recall the notion of intersection tree in the settings of graph theory and some useful properties of it. These are introduced in [17] . We fix a base field k throughout this section.
2.1. Preliminaries of intersection theory. -Let X be a projective scheme and ξ ∈ X. In (1.1), we have defined the multiplicity of the point ξ in X, noted by µ ξ (X). In addition, if M is an integral closed subscheme of X whose generic point is ξ M , we define the multiplicity of M in X as µ ξM (X), noted by µ M (X) for simplicity.
In the following, we will recall some useful notions and properties of the intersection theory. We will follow the strategy of [24] and [8] .
Let Y be a separated regular k-scheme of finite type, r 2 be an integer, and X 1 , . . . , X r be pure dimensional closed subschemes of Y . We denote by C(X 1 · . . . · X r ) the set of irreducible components of the intersection product X 1 · . . . · X r . Let X be a pure dimensional closed subscheme of Y , we denote by C(X) the set of irreducible components of X. If not specially mentioned, each element of C(X 1 · . . . · X r ) and C(X) is considered to be an integral closed subscheme of Y . Let M ∈ C(X 1 · . . . · X r ), we denote by
the intersection multiplicity of the intersection product X 1 · . . . · X r at M , and we refer readers to [8, Chapter 7 and 8] for its definition.
Let 
If the equality holds and the intersection is not empty, we say that X 1 , . . . , X r intersect properly at M in Y , and M is a proper component of the intersection product
. . , X r intersect properly at all its irreducible components, we say that X 1 , . . . , X r intersect properly.
Bézout's Theorem. -Let Y be a regular projective k-scheme and L be an ample
, we note the degree by deg(X) for simplicity.
The Bézout's Theorem is a description of the complexity of a proper intersection in P n k in terms of degrees with respect to the universal bundles.
Theorem 2.1 (Bézout's Theorem). -Let X 1 , . . . , X r be a family of closed pure dimensional subschemes of P n k , which intersect properly. Then we have
We refer readers to [8, Proposition 8.4 ] for more details. See also the equality (1) in page 145 of [8] .
2.2. Definition of intersection tree. -Let Y be a regular separated k-scheme and L be an ample invertible O Y -module. Let δ 1 be an integer. We call a directed rooted tree T with labelled vertices and weighted edges an intersection tree of level δ over Y , if it satisfies the following conditions:
1. the vertices of T are the occurrences of integral closed subschemes of Y (an integral closed subscheme of Y can appear several times in a tree); 2. each vertex X of T is attached with a label, which is a pure dimensional closed subscheme of Y or empty; 3. a vertex of T is a leaf if and only if its label is empty; 4. if X is a vertex of T which is not a leaf, then -its label X satisfies the inequality deg L ( X) δ and the closed subschemes X and X intersect properly in Y ; -the children of X are precisely the irreducible components of the intersection product X · X in Y ; -for each child Z of X, the edge ℓ which links X and Z is attached with a weight w(ℓ) which equals the intersection multiplicity i(Z; X · X; Y ). For every fixed intersection tree T , we call any of the complete subtrees of T an sub-intersection tree, which is necessarily an intersection tree.
Weight of a vertex. -Let Y be a regular separated scheme over Spec k, equipped with an ample invertible sheaf L , and T be an intersection tree over Y . For each vertex X of T , we define the weight of X as the product of the weights of all edges in the path which links the root of T and the vertex X, denoted as w T (X). If X is the root of an intersection tree, we define w T (X) = 1 for convenience.
Weight of an integral closed subscheme. -Let Z be an integral closed subscheme of Y . We define the weight of Z relative to the tree T as the sum of the weights of all the occurrences of Z as vertices of T , noted by W T (Z). If Z does not appear in the tree T as a vertex, for convenience the weight W T (Z) is defined to be 0. Let Z be a vertex in the intersection tree T . When we write W T (Z), the symbol Z is considered as an integral closed subscheme of Y . In other words, we count all the occurrences of the subscheme Z in the intersection tree T .
Example of intersection trees. -We refer the readers to [17, Exemple 3.2] as an example of the notion of intersection tree.
2.3. Estimate of weights of intersection trees. -In order to estimate the weights in intersections trees, we first introduce the following result.
be a family of closed pure dimensional subschemes of P n k which intersect properly in P n k . For each irreducible component C ∈ C(X 1 · . . . · X r ), let T C be an intersection tree whose root is C. We consider a vertex M in the intersection trees {T C } C∈C(X1·...·Xr) which satisfies: for each vertex Z in {T C } C∈C(X1·...·Xr ) , if M is a proper subscheme of Z, then there exists an occurrence of M as a descendant of Z. Then we have
Keeping all the notation in Theorem 2.2, we introduce the following notions.
Definition 2.3. -Let s be a non-negative integer. We define C s as the set of all vertices of depth s in the intersection trees T C , where
We define a subset of C s for each non-negative integer s as below. and Z ′ * ) the set of the labels of C s (resp. Z s , C * and Z * ).
The following proposition is a corollary of Theorem 2.2, which is proved via Theorem 2.1.
Proposition 2.6 (Proposition 4.6, [17]
). -With all the above notation and the conditions in Theorem 2.2, we suppose that all the non-empty elements in C ′ * have the same dimension. Then we have
where we define by convention
Counting algebraic points in arithmetic varieties
Let K be a number field. In order to describe the arithmetic complexity of the closed points in P n K , we introduce the following height function.
3.1. Definition of height functions. -Let K be a number field, K be an algebraic closure of K, and M K be the set of all places of K. For every element x ∈ K, we define the absolute value
We define the absolute logarithmic height of the point ξ as
which is independent of the choice of the projective coordinate by the product formula (cf. [20, Chap. III, Proposition 1.3]).
We can prove that h(ξ) is independent of the choice of the field
If ξ is an algebraic point of P n K valued in a number field K ′ containing K, we define the relative multiplicative height of the point ξ to be
When considering the closed points of a subscheme X of P n K with the immersion φ : X ֒→ P n K , we define the height of ξ ∈ X(K) to be h(ξ) := h(φ(ξ)).
We shall use this notation when there is no confusion of the immersion morphism φ. Let B 1, D ∈ N + , and X be the subscheme of P n K defined above. We denote by (3.1)
where K(ξ) is the residue field of ξ in P n K . In particular, we denote by
for simplicity. We denote are fruitful results on this topic, and we will introduce some which are useful in the multiplicity-counting problem.
3.2. Schanuel's estimate. -Let B 1, D ∈ N + and X ֒→ P n K be a projective scheme. With all the notation above, it is natural to consider the density of algebraic points via some properties of N (X; D, B) and N (X; B). First we consider the case where X = P n K . 3.2.1. The density of rational points of projective spaces. -For N (P n K ; B), we have the following asymptotic estimate
for all n ∈ Z + , where the constant α(K, n) is articulated in the paper of S. Schanuel [22, Theorem 1] .
For the case of K = Q. Let ξ ∈ P n Q (Q), we take the primitive projective coordinate of ξ as [ξ 0 : · · · : ξ n ], which means each ξ i ∈ Z and gcd(ξ 0 , . . . , ξ n ) = 1. In this case, we have
where | . | is the usual absolute value. In addition, we have
for all n ∈ N + , where ζ(n) is the usual Riemann zeta function. We refer to [5, Theorem 1.2] for a proof, which is simpler than that of [22, Theorem 1] . In this case, we have an explicit uniform estimate of N (P n Q ; B) as following.
holds for all B 1 and n ∈ N + .
Proof. -We consider the set
Because there are at most 2B + 1 integers whose absolute values are smaller than B, we have
In addition, we have N (P Let A(K, n, D) be a series of positive constants depending on n, D ∈ N + and the number field K. First we consider the case of n = 1, in which case P n K is a projective line. In this case, we have
for all D ∈ N + and for all number field K, see [19] or [16, Théorème 5.1] for a proof, where the constant A(K, 1, D) is explicitly given in the above two references.
Higher dimensional cases are more complicated. Actually, when n 3, we have
for all B 1 and arbitrary number field K in [11, Theorem 1.2.1]), where the constant A(K, n, 2) is given explicitly (loc. cit.). The case of K = Q is treated in [23] . For the cases of higher extension degrees D ∈ N + , we have
for all n, D ∈ N + satisfying when n D + 2, or a better estimate In order to prove it, we will introduce auxiliary results. First, we introduce the following definition. 
where C(X · L) is the set of irreducible components of the intersection X · L, and
where we define deg(a(Z)) = 0 if a(Z) = ∅ above. The reason is that each intersection multiplicity is larger than or equal to 1. So we have the result.
We need the following lemma about the definition of Krull dimension of a topological space. We refer the reader its definition at [18, Definition 2.5.1].
Lemma 3.6. -Let k be a field, and X be a non-empty closed irreducible subset of the affine space A n k whose dimension is d, where d 0. Then X has no proper closed subset of dimension d. A proper subset of X means a subset of X which is not equal to X itself.
Proof. -We suppose that X has a proper irreducible closed subset
be a sequence of non-empty irreducible closed subsets of X ′ . Then we have the following sequence of non-empty irreducible closed subsets of X X X 0 X 1 · · · X d , which shows that the dimension of X is at least d+1. This leads to a contradiction.
Next, we prove a lemma about the intersection of affine schemes.
Lemma 3.7. -Let k be a field, and X be an irreducible closed subscheme of A n k = Spec (k[T 1 , . . . , T n ]), which is of dimension d with 1 d n − 1. Then there exists an index α ∈ {1, . . . , n}, such that for all a ∈ k, the hyperplane defined by the equation T α = a intersects X properly.
Proof. -For α ∈ {1, . . . , n} and a ∈ k, we denote by H(T α = a) the hyperplane defined by the equation
. . , n} and all a ∈ k. By [18, Proposition 2.5.5 (a)], we have
If for each α ∈ {1, . . . , n}, we can find an element a ∈ k such that X ∩ H(T α = a) is not a proper intersection, which means that we have dim(X ∩ H(T α = a)) = d by definition directly.
The set X ∩ H(T α = a) is a closed subset of X and H(T α = a) by the definition of topological space. By Lemma 3.6, there is no proper closed subset of X whose dimension is d since the scheme X is irreducible and dim(X) = d. From the fact dim(X ∩H(T α = a)) = d, we have X = X ∩H(T α = a). So we obtain X ⊆ H(T α = a).
From the above hypothesis, for all α ∈ {1, . . . , n}, there exists an element a ∈ k such that X ⊆ H(T α = a). For every α ∈ {1, . . . , n}, we choose one of these elements in k, noted by a n . Then we have X ⊆ H(T 1 = a 1 ) ∩ · · · ∩ H(T n = a n ). The scheme H(T 1 = a 1 ) ∩ · · · ∩ H(T n = a n ) is the rational point in A n k whose affine coordinate is (a 1 , . . . , a n ), so we have X ⊆ (a 0 , . . . , a n ). This contradicts the fact that d 1. So we prove the result. Now we prove a proposition of counting integral points in affine schemes. Before doing this, we introduce a definition of Z-points of a Q-scheme.
Let φ : X ֒→ A n Q be an arbitrary affine subscheme of A n Q , then we have the following diagram:
Definition 3.8. -With the above construction, we denote by X φ (Z) the subset of X(Q) of the ξ ∈ X(Q) (considered as Q-morphisms from Spec Q to X) whose composition with the canonical immersion morphism φ : X ֒→ A n Q gives a Z-point of A n Z having the value in Q which comes from a Z-point of A n Z . In other words, we define
, we denote this set by X(Z) if there is no confusion of the morphism φ. Proof. -We can suppose that X is irreducible, else we can count it component by component.
We reason by induction on d to prove this lemma. If d = 1, by Lemma 3.7, there exists an index α ∈ {1, . . . , n} such that X intersects the hyperplane defined by T α = a properly. Let H a denote this hyperplane. Then we have
From Lemma 3.5, each set M (X ∩ H a ; B) contains at most δ closed points. By the fact that there are at most 2B + 1 integers whose absolute values are smaller than B, we get M (X; B) δ(2B + 1), B 1, which proves the case of d = 1. Next, we suppose that d 2. In this case, by Lemma 3.7, we can find an index α ∈ {0, . . . , n} such that X intersects the hyperplane defined by T α = a properly for any a ∈ Q. Let H a denote this hyperplane. Then we have
For every a ∈ Z above, the scheme X ∩H a has dimension at most d− 1. By Lemma 3.5, we have the inequality
where C(X ∩ H a ) is the set of irreducible components of X ∩ H a .
By the induction hypothesis, we have
for all Z ∈ C(X ∩ H a ). So we have
On the other hand, by the relation (3.8), we have
There are at most 2B + 1 integers whose absolute values are smaller than B. So we have the result from the induction hypothesis. 
as Q-vector spaces.
By [6, Corollary 1.1.13], we obtain that the Hilbert function of X is the convolution of the Hilbert function of X and that of Proj (Q[T n+1 ]). By [6, Lemma 1.1.12], we get deg(X) = deg(X) = deg(X) = δ which follows Definition 3.4. So we get the result from Proposition 3.9.
3.4.
Varieties of degree larger than 1. -Let X ֒→ P n K be an integral closed projective scheme over the number field K, whose dimension is d and degree is δ. In Theorem 3.3, we give the optimal response to the case of δ = 1. Actually, the scheme X is isomorphic to P d K in this case. We consider the cases which the degree is greater than or equal to 2. In When we consider the conjecture (3.10), another important issue is to consider the order of δ in this estimate. This estimate will be useful for this multiplicity-counting problem, see §4.3.
Estimate of multiplicities in a hypersurface
In order to study the multiplicities in a projective hypersurface, first we introduce some facts about the multiplicity of a point in a hypersurface.
4.1. Multiplicity in a section of hypersurface. -Let k be an arbitrary field, and f ∈ k[T 0 , . . . , T n ] be a non-zero homogeneous polynomial of degree δ. We consider the scheme
In fact, the scheme X is a pure dimensional closed subscheme of P n k and it is a hypersurface in it. We can prove that X is of degree δ (cf. [12, Proposition 7.6, Chap. I]).
Let α ∈ [0, δ]∩N. We denote by T α (f ) be k-vector space spanned by all the partial derivatives of f of order α which are of the following form
These elements are homogeneous polynomials of degree δ − α.
The following proposition is an explicit criterion in determining the multiplicity of a point in a hypersurface. 4, [17] ). -Let k be a arbitrary field of characteristic 0, X ֒→ P n k be a hypersurface defined by an arbitrary non-zero homogeneous polynomial f of degree δ, η ∈ X be an arbitrary point, and α be an arbitrary integer in [0, µ η (X) − 1]. Then for every non-zero g ∈ T α (f ), the point η is contained in the hypersurface X ′ defined by g. On the contrary, there exists a non-zero element g ′ ∈ T µη(X) (f ), such that η is not contained in the hypersurface defined by g ′ .
In particular, if µ η (X) > 1, then for each non-zero g ∈ T 1 (f ), η lies in the hypersurface defined by g. An immediate consequence of this proposition is that for each hypersurface X ′ mentioned in Proposition 4.1, we have
4.2. Construction of intersection trees. -By virtue of Proposition 4.1, we can construct a family of intersection trees to solve the multiplicity-counting problem. First, we introduce the following proposition to construct the roots of these intersection trees. 8, [17] ). -Let K be an arbitrary number field, f be an arbitrary non-zero homogeneous polynomial of degree δ in K[T 0 , . . . , T n ], and s ∈ [0, n − 2] ∩ N. We denote by V (f ) the projective hypersurface defined by f . If the singular locus of V (f ) is of dimension s, then there exists a family of directional derivatives g 1 , . . . , g n−s−1 ∈ T 1 (f ) of f , such that the equality
is a complete intersection.
Let K and f be the same as in Proposition 4.2. We denote by
in the following argumentation. We denote by X reg the regular locus of X, and by X sing the singular locus of X. Following the notation and conditions in Proposition 4.2, we denote by X i the hypersurface V (g i ) for simplicity below, where i = 1, . . . , n− s − 1. By the Jacobian criterion (cf.
For every integral closed subscheme M of X, we denote by M (a) the locus of the points ξ in M whose multiplicities µ ξ (X) are equal to µ M (X), and by M (b) the locus of the points ξ in M whose multiplicities µ ξ (X) are greater than or equal to µ M (X) + 1. In addition, let L/K be an extension of fields, and we denote by
Next, we construct a family of intersection trees {T C }, where C ∈ C(X · X 1, · . . . · X n−s−1 ). The root of the intersection tree T C is C.
In order to construct those vertices whose depth are equal to or larger than 1, let M be a vertex which is already constructed in these intersection trees {T C }. We regard M as an integral closed subscheme of X. Next, we consider the set M (K). If M (b) (K) = ∅, then the vertex M is a leaf in one of these intersection trees.
, we can find some h ∈ T δ−µM (X) (f ), such that the hypersurface defined by h does not contain ξ ′ . In this case, the hypersurface V (h) does not contain the generic point of M . By comparing the dimensions of V (h) and M , we obtain that V (h) intersects M properly. Of course we have deg(h) δ − 1. In this case, we define V (h) as the label M of M . The children of M hence are the irreducible components of the intersection M · M . The weights of the edges are the intersection multiplicities respectively.
For the construction that follows, all the mentioned labels are of dimension n − 1, hence all the vertices in C w are of dimension s − w, where 1 w s is an integer. The construction terminates in finite steps.
The following lemma is a property of the set Z * (see Definition 2.4), which will be useful in the proof of Theorem 4.5. 9, [17] ). -With all the notation and construction above, for every ξ ∈ X sing (K), there exists at least one Z ∈ Z * such that ξ ∈ Z (a) (K). 
is verified for all reduced hypersurfaces X of P n K of degree δ, whose dimension of singular locus is s. In this inequality, S(X; D, B) is defined in (3.1), N (X; D, B) is defined in (3.3), and Z t is defined in Definition 2.4 following the construction in §4.2.
If Z t = ∅ for some 0 t s, we define max 
since for every ξ ∈ X reg , we always have µ ξ (X) = 1. By Lemma 4.3, for each ξ ∈ X sing (K), we can find a Z ∈ Z * such that ξ ∈ Z (a) (K). So we have
By Proposition 4.1, for every Z ∈ Z * , we have the inequality
for all i = 1, . . . , n − s − 1. So we get the inequality
By Proposition 2.6 and the inequality (4.3), we have
for each t = 0, . . . , s, since all the labels in C ′ * are of degree equal to or smaller than δ − 1.
Combine the inequalities (4.2) and (4.4), we obtain that
By the inequalities (4.1), (4.2) and (4.5), we prove the result.
Remark 4.6. -We keep all the notation and conditions in Theorem 4.5. Let f : N + → N be an increasing function which is asymptotic to a polynomial whose degree is smaller than n − s − 1, and it satisfies f (1) = 0. Then there exists a constant C f depending only on the function f , such that f (x) C f · x(x − 1) n−s−1 for all x 1. Then the inequality
is verified for all funtions f satisfying the above conditions, where D ∈ N + and B 1. If we do not care about the constant depending on the above function f (x), for this kind of counting multiplicities problem, it is enough to consider the counting function f (x) = x(x − 1) n−s−1 only, which is considered in Theorem 4.5. If we consider another increasing counting function g : N + → N which is asymptotic to a polynomial whose degree is smaller than n − s − 1, and we do not suppose the condition g(1) = 0 any longer. Then we have
(g(µ ξ (X)) − g (1)) .
We consider the sum
by the above discussion, and consider the term g(1)N (X; D, B) as the classical problem of counting algebraic points or rational points (when D = 1). By the fact that X reg and X are birational equivalent, this estimate is appropriate. 
holds uniformly for reduced hypersurfaces X of P n Q of degree δ whose singular locus is of dimension s, where S(X; B) is defined in (3.2).
Proof. -By the argumentations in Theorem 3.3, we obtain the estimate
holds uniformly for Z ∈ Z t , where t = 0, . . . , s following the construction in §4.2.
Combine the above inequality with the estimate in Theorem 4.5 and the fact that dim(Z) < n and s < n, we obtain the result.
Q be a reduced plane curve of degree δ, which is defined by the homogeneous equation f (T 0 , T 1 , T 2 ) = 0. Suppose that X ′ has a Qrational point of multiplicity δ. We consider f to be a homogeneous polynomial of degree δ in Q[T 0 , . . . , T n ] for an integer n 3. Then f defines a hypersurface in P n Q , denoted by X. Without loss of generality, we suppose that [1 : 0 : 0] is the projective coordinate of this singular point of X ′ . Then we have
where all singular points of X are of multiplicity δ, and X sing is considered to be a reduced closed subscheme of P n Q . By the equality (3.6), we have
Then we have the following asymptotic estimate
for each hypersurface X satisfying the above conditions. From this example, the order of δ in Corollary 4.7 is optimal when dim(X sing ) = n − 2 and n 3. More generally, if X sing contains a linear locus of multiplicity δ in X, we can get the maximal order of δ and max{B, δ − 1} in the estimate of Corollary 4.7 when B δ − 1.
Let K be a number field, and X ֒→ P n K be a fixed hypersurface of degree δ. To attack this kind of counting multiplicities problem by applying Theorem 4.5, the key point is the uniform estimate of the term Because the hypersurface Z ′ is smooth over Q, the polynomials f, ∂f ∂T0 , . . . , ∂f ∂Tn have no common non-zero solutions. Hence for each ξ ∈ Z sing (Q), the projective coordinate [x : y : t 0 : · · · : t n ] of ξ satisfies x = y = 0 and [t 0 : · · · : t n ] ∈ Z ′ (Q), and every singular points is of multiplicity 2 in Z. By definition, Z sing is of codimension 2 in Z, whose dimension is n − 1. We consider the sum in Theorem 4.5 for this example, for arbitrary integers δ 3, n 2, and for all ǫ > 0, the equality holds uniformly for all hypersurfaces defined by the method in (4.6), (4.7) and all ǫ > 0. In this case, the above estimate gives a better dependance on B than that given in Corollary 4.7. But in this estimate, we have no description of the order of δ, since we cannot control the order of δ in the above estimate to the extent of our current knowledge.
Similar to [17, Conjecture 5.13] , we propose the following conjecture. holds uniformly for all reduced pure dimensional closed subschemes X of P n K of dimension d and degree δ, whose dimension of singular locus is s, where S(X; B) is defined in (3.2).
