According to recent estimates, the potential for oil production from fractured reservoirs in North America is of the order of tens of billion of barrels. With domestic production depending more and more on mature fields, better technology for characterizing fracture flow paths, especially in deep, nonconventional plays and in carbonate rocks is key to producing hydrocarbons economically. Fracture transmissivity (or permeability) can enhance oil production, or on the other hand, result in early water breakthrough and consequently early well abandonment. However, spatial characteristics of the fracture system cannot be known deterministically in the subsurface reservoir. Instead, stochastic characterisation of fracture systems is usually attempted. The development of a stochastic modeling approach that yields realistic field-scale model of fracture networks consistent with patterns observed on an outcrop and adhere to a mechanical basis for fracture propagation is presented in this paper.
Introduction
Fracture patterns are generally characterized by statistics such as fracture spacing, density, orientation and statistical distributions of width. Differences in variation of fracture orientations and spacing are important for distinguishing between different fracture types. Data for inferring distributions of orientation, spacing and density are generally obtained after detailed outcrop characterization. Figure 1a depicts the regional fracture patterns found in Jurassic Navajo sandstone, Lake Powell, southeastern Utah (Nelson, 1976) . The dominant fracture orientation can be gauged visually in that figure. Figure 1b depicts a set of conjugate shear fractures in an outcrop from Wyoming. This set is reflective of tectonic fractures. Figure 1c is a photograph of desiccation cracks observed in mud (Nelson, 1979) . It is evident that the three fracture systems exhibit widely different pattern characteristics. Statistical tools that are capable of capturing the fracture pattern statistics have to be formulated and tested first. Once pattern statistics have been reliably calibrated, a spatial interpolation scheme has to be devised that can take into consideration any reservoir/well data specific to the reservoir under study as well as the pattern statistics inferred from analogs. Such an interpolation scheme has to yield realistic fracture patterns consistent with that observed in outcrops and other analogs. In order to constrain the interpolation even more, auxiliary data such as that inferred from geomechanical models for fracture propagation have to be used. The stochastic models of fracture networks have to be consistent with the physical criteria for fracture growth observed in the geomechanical models.
Since in most cases the data available to model the fractured reservoir is sparse and information such as seismic maps and production response are related imprecisely to the fracture pattern characteristics, a probabilistic approach to fracture characterization is necessary. In the object-based modeling approaches, fractures are represented as objects defined by their centroid, shape, size and orientation. In "Random Disk" models (Baecher et al., 1977) , fractures are represented as two-dimensional convex circular disks located randomly in space. The radii of the disks are drawn from a lognormal distribution whose parameters are inferred from the fracture trace-length distributions observed in outcrops. The distribution and the disk location, radii and orientation are assumed uncorrelated from one disk to the next. It is difficult to model the clustering of fractures accurately assuming random placement of disks. A spatial density function can be utilized to represent such clustering of fractures (Billaux, 1987; Chiles, 1989) . Seed locations for fractures are drawn based on this spatial density function and fracture sets are simulated over a pre-defined volume around the seed location. The resultant parent-daughter fracture sets will exhibit clustering.
The conditioning of object-based fracture models to available well data is achieved by simply freezing the fractures at the well intersection, with the correct orientation and arbitrary fracture length. Although object-based models are easy to implement, their application is limited due to the assumed independence of the model parameters such as radii and orientation. In addition, fractures are assumed to be planar and convex and consequently realistic depiction of undulations and distortions of fractures due to the presence of faults and variations in lithology is not possible. A viable alternative is to employ pixel-based algorithms. Well established geostatistical algorithms such as sequential indicator simulation (sisim - (Deutsch and Jounel, 1998) ensure reproduction of the twopoint indicator variogram and can be used to classify nodes within the reservoir into fractures or matrix. Models constrained only to two-point statistics are generally noisy and consequently inadequate for capturing clean-cut shapes such as fractures.
Although stochastic fracture models can be constricted that might be representative of analog fracture reservoir to some degree, it is still difficult to render them physically realistic by taking into consideration key geomechanical information such as stress boundary conditions. A promising conditional multiple point simulation approach with geomechanics data integration was developed as part of this research. Stochastic fracture models conditioned to available information and integrated with constraints posed by geomechanics are generated.
Multiple point Histograms
The concept of multi-point histograms (Deutsch, 1992) can be used to summarize the multi-point characteristics exhibited by the geological system. Consider a categorical variable that takes outcomes . The multi-point histogram corresponding to an N-point geometric template, measures the frequency of occurence of each configuration of K categories within the template. Thus, given an N-point template with lag between the origin and all other nodes within the template and given K categories such that each node in the template has one of the K categories, the multipoint histogram denoted by:
is the frequency of observing the particular combination of categories at the N nodes.
The multiple point histogram is a complete measure of multiple point spatial connectivity. The previously defined indicator variogram and spatial connectivity function are simply multiple point histograms corresponding to specific spatial templates. The indicator variogram measures the frequency of an indicator category 1 at one node and 0 at the other node of a two point spatial template.
The multiple-point histogram for fracture systems can be computed for various geometric template configurations. Thus, if the data are indicator coded as either within a fracture or outside, there are 2 categories. Considering an N-point spatial template, each node of the template can have one of 2 categories, either 0 or 1. There are possible combinations of indicator values within the N point configuration. When the N-point template is translated over the reference fracture image, the spatial configuration of fracture on the template has to be one of the possible combinations.
An indexing scheme can be devised to systematically account for all possible combination of categories within the N-point template. Such an indexing scheme would be:
K is the number of categories, 2 in this case. Thus, any configuration of data corresponds to one of the indices defined above. The frequency of a particular pattern recurring in the fracture model is computed by translating the N-point template over the reference fracture image and keeping track of the frequency corresponding to each index. Figure 3 shows the multiple point histogram corresponding to the three fracture systems using the spatial template shown in Figure 2 . The histograms exhibit significantly different characteristics. All three histograms exhibit a peak at the index value of 1. This is simply the peak corresponding to the single-point statistic that is the proportion of fractures in the model. The histogram corresponding to the regional fracture system shows a strong second peak that indicates the predominance of patterns corresponding to that index. The histogram corresponding to the shear fracture system has a mean index of 2350. The histogram corresponding to the desiccation fracture also has a weak second peak and the mean index is close to 9000.
In order to understand the significance of these histograms and to relate them to the spatial patterns observed in the images, the pattern of fracture corresponding to the mean index for each histogram is plotted in Figure 4 a-c. The spatial pattern represented in Figure 4a represents the mean index (28870) for the first system. The predominance of North-South and EastWest patterns of the regional fracture system is correctly reflected. Similarly, Figure 4b represents the pattern corresponding to the shear fracture system. The pattern corresponding to a pair of fractures oriented at an acute angle to each other is indicated. That would indicate a fracture system attributed to a normal fault. Desiccation fractures generally do not have a dominant orientation. The network of fractures exhibit a range of orientations and this is correctly captured in Figure 4c .
The results in this section indicate that the patterns corresponding to different classes of fracture systems can be described quantitatively using spatial connectivity measures. Details of the fracture pattern are better represented through multiple point connectivity functions such as the multiple point histogram.
Stochastic simulation of fracture networks using multiple point statistics In the case of traditional two-point statistics based algorithms the cumulative conditional distribution function (CCDF) depicting the local uncertainty in attribute value is calculated on the basis of two-point correlation between pairs of data and between each data and the simulation node. In multiple point statistics based algorithms (Guardiano et al., 1992; Journel, 1992) , the conditional probability distribution is derived based on the entire data configuration on a spatial template, including the multiple-point interactions among the data and between the data and the unknown. Supposing there are neighboring data events . The multiple point event is assigned the value 1 if all the elementary data events occur simultaneously (i.e. ).
The conditional probability for the event centered at location can be written as (Journel, 1992) :
( 2) i.e. the requisite conditional probability is simply the expected count of event given the pattern in the surrounding nodes . Using Bayes' rule, the conditional probability in expression (2) can be written as:
This implies that in order to derive the multiple-point conditional probability expression (2), we need to know the joint probability of observing the spatial pattern and as well as the prior probability of the occurrence of the template pattern . Given an analog fracture model e.g. based on outcrop exposures, these required probabilities can be retrieved by scanning that model. Defining a spatial template and translating that template over the analog model, the joint frequency of events such that and as well as the prior probability of events can be retrieved from the multiple point histogram obtained by scanning the analog model.
The fracture simulation approach adopted in this research exhibits a distinct departure from the current state-of-the-art multiple-point statistics based approaches (Strebelle, 2002; Caers, 1999) in that the simulation event is itself considered to be a multiple-point event, obtained constrained to
, a multiple-point event of arbitrary complexity. In contrast, in the traditional multiple-point simulation approaches, the simulation event is generally treated as single point event.
As a consequence of this subtle and yet significant departure from other traditional methods, fractures are grown from each seed location based on the probability of the multiple point simulation events inferred from analog fracture models. The seed fracture locations are selected based on areal proportion maps that may be derived from seismic maps or other physical criteria such as surface curvature maps. Such a growth algorithm has the advantage that it is computationally efficient and permits integration of other physical criteria for fracture growth that might be controlled by variations in mechanical properties of the rock. Since multiple point fracture patterns are simulated at each simulation node, the filling up of the simulation grid occurs much faster, rendering the algorithm computationally efficient. The data configuration on a 27-point template ( Figure 5 ) surrounding the fracture location is examined. At an intermediate step in the simulation process, the spatial templaet is centered on the simulation node. The conditioning data at the location of the spatial template includes original well data as well as nodes that have already been simulated to be fractures. The analog fracture model is then scanned for the occurrence of that data configuration. Thus, if for example as in Figure 5 , at the current stage of simulation, there are 23 points surrounding the central node that have been previously simulated to be fractures, then the analog model is scanned for the occurrence of that 24-point (23+1 central node) data configuration. This yields the probability corresponding to that data configuration. The simulation event can then be one of the following:
• None of the remaining three points on the template is a fracture • One of the remaining three locations is a fracture.
That location could be any one of the remaining nodes • Two of the remaining three locations are fractures.
There are three possible combinations.
• All three of the remaining three locations are also fractures.
The probability associated with all such multiple-point data events are retrieved by scanning the analog model. This is the joint probability corresponding to each data event . The conditional probability:
} is then derived as the ratio of the joint probability and the prior probability. A random value is drawn from the conditional probability distribution and this yields the set of nodes corresponding to the outcome that are marked as fractures for the next step of the simulation algorithm. The simulation ends when all the nodes have been visited, or alternatively when the target areal density of fractures is attained.
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Case Study
In the Valley of Fire State Park of southern Nevada, the Jurassic Aztec sandstone is deformed by two predominately strike-slip fault sets (Flodin and Aydin, 2003) . One fault set is NNE-oriented and shows maximum left-lateral separations that range between centimeters and kilometers. The other fault set is NW-oriented and shows maximum right-lateral separations that range between centimeters and hundreds of meters. At a regional scale, most of the right-lateral faults terminate against the larger-offset left-lateral faults and are found localized between on echelon and parallel left-lateral faults, and at the ends of the larger left-lateral faults. At a local scale, right-and left-lateral faults of smaller size show mutually abutting relationships. Furthermore, Mode I splay fractures related to fault slip are observed that share the same orientation and abutting relationships as members of the left and right lateral fault sets. A strike-slip fault system comprising primarily of the two sets observed in the Aztec sandstone of the Valley-of-Fire is shown in Figure 6 . The NNE-trending fault set showing predominantly left-lateral slip with a normal component are shown as blue lines in Figure 6 , and the NW-trending fault set showing predominantly right-lateral slip with a normal component are shown as red lines in Figure 6 . Bounding this network of faults within the Valley-of-Fire is the Waterpocket fault system to the west, and the Baseline Mesa fault system to the east as shown in Figure 6 . Both the Waterpocket and Baseline Mesa fault systems show nearly 2.5 km of apparent left-lateral separation, and appear to be part of a larger family of approximately north-trending left-lateral faults.
Detailed mapping of the fault system in all accessible regions of the area have been performed, as depicted in Figure  6 . The goal of the case study is to simulate the fault distribution at locations that were inaccessible to the geologist for field mapping. The multiple point simulation tool developed and discussed in earlier reports was applied for this purpose. As a first step, the part of the geological map ( Figure  7) , where the faults have been mapped extensively was identified and used as the training image for inferring the pattern statistics. These statistics were in turn used to produce the pattern of fracture in the un-mapped area. The required multiple point spatial statistics were retrieved by moving the spatial template on this training image and counting the frequency of occurrence of each possible pattern configuration. The northwestern part of the region where only the major faults have been identified was chosen as the region to be simulated. This region is shown in Figure 8 and the major faults are shown as blue lines. An optimal template was determined and subsequently used to characterize the patterns observed in the training model. The goal is to simulate the sub-scale fault system in this region of the reservoir, subject to the presence of the major faults (blue lines) and constrained to the pattern statistics retrieved from the training image.
Optimal spatial template selection As discussed previously, the choice of suitable spatial template determines the characteristics of fracture patterns that would be retrieved from training model. An optimal template has to be chosen to robustly characterize the fracture patterns observed in the training model.
The multiple point histograms (MPH) corresponding to a number of potential spatial templates were computed. The standardized entropy of the MPH is used as the measure to judge the optimal template. The entropy is defined as following:
i is the index of a particular fracture pattern on the template. is the total number of grid nodes making up the template; is the probability of ith pattern index. The reason for standardizing the entropy measure is to eliminate the influence of varying the number of nodes N of the templates. The template that has the minimum standardized entropy value is the optimal one (the first one of Figure 9 ). The entropy measures the spread of the multiple point histograms and an optimal template that detects a dominant pattern and reduces the noise due to other spurious patterns. Finally, the optimal template was used to simulate the fracture pattern for the target geological part. Figure 10 is the simulated model constrained to the statistics retrieved from the training model. This simulated realization is just one of several realizations that can be obtained by stochastic simulation and the global fracture proportion of this realization is the same as the training model. Since the procedure only utilizes the statistics retrieved from analog image, target simulation models can be constructed that exhibit fracture parameters such as fracture density different from the analog model. The simulated model exhibits fault patterns that are consistent with the pattern observed in Figure  6 . However, the simulated faults do not remain bounded within the region isolated by the main fault (shown in Figure  8 ) and are spread out throughout the entire region. This is because in these simulations, the main faults have not been specified as additional conditioning data. Figure 11 is the simulated model where the main faults in Figure 8 have been introduced as conditioning data. Now the fault pattern spans the region between the main faults and the spacing between these daughter fracture sets is appropriately altered. Some extension of the fault pattern beyond the main faults is observed and that is consistent with the pattern observed in the training/analog model. The southern part of the geological map ( Figure 6 ) shows that the orientations of dominant faults are N-E and NW-SE. Consequently, the simulation model shown in Figure 11 obtained using the optimal template shows pattern characteristics consistent with the training model: both of them have the same dominant faults orientations NE and NW-SE and some NW-SE trending faults that penetrate the NE trending faults. Some of the NW-SE faults terminate against the NE faults.
Geomechanical Basis for Fracture growth
An algorithm for inferring and applying spatial patterns observed in an outcrop analog of a fracture reservoir to simulate fractures for a target play is outlined in the previous section. Most likely, the characteristics of fracture patterns observed in outcrops may not be representative of that in the subsurface. In order to describe fracture patterns in a subsurface reservoir more accurately, it may be necessary to utilize information from a geomechanical model describing fracture initiation and propagation.
It is known that the observed strength of rocks in laboratory experiments is significantly lower than calculated theoretical values. This discrepancy is due to the remarkable strength reduction in rocks caused by stress concentrations at crack tips and subsequent propagation of pre-existing small flaws within rocks as well as other solid materials. The geomechanical modeling approaches discussed in research are based on the presence of pre-existing cracks known as Griffith cracks (Atkinson and Meredith, 1987) within rocks. Stress concentration and propagation will occur along cracks at an orientation consistent with the applied load. All modes (tensile, in-plane shear, anti-plane shear) of crack propagation with respect to different sizes, shapes and orientation of rocks and under various boundary conditions can be predicted by geomechanical analysis.
The major parameter determining if crack propagation will occur is stress intensity at the crack tips corresponding to the loading condition, and that can be computed or measured. Just as rocks have a critical tensile stress capacity (Atkinson and Meredith, 1987) , they also have a critical stress intensity factor . The crucial criterion to propagate a crack through the rock is that the stress intensity be at least equal to the critical stress intensity. Although rock behavior in the near crack region can be inelastic and non-linear, as long as that region is small compared to the other characteristic dimensions of the structure, the above criterion for stress intensity may still be applicable. Moreover, that criterion also strongly controls the length of crack propagation. The crack will not stop until the stress intensity is less than critical stress intensity. In long-term loading systems such as in petroleum reservoirs, classical fracture mechanics may fail to accurately predict the crack growth especially in the presence of high temperature and chemical reactivity. Crack propagation can thus occur at a stress intensity value less than the critical intensity. This has been observed in experiments using many materials including rocks and minerals and is referred to subcritical crack growth.
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Description of Geomechanical models
In order to model simultaneous propagation of fractures, a methodology developed by Olson et al. (1989 Olson et al. ( , 1993 that is based on the conceptual formulation of joint growth (Atkinson, 1984) was implemented. This methodology requires a failure criterion and a propagation velocity model (Lawn and Wilshaw, 1975; Segall, 1984; Atkinson, 1984) given by : n
where is the critical fracture toughness and is subcritical index. The fractures in this methodology are represented by series of equal-length boundary element. Fracture pattern development is strongly influenced by the mechanical interactions of fractures through the fracture growth history. Based on the mechanical interaction behavior of nearby cracks and effects of other geological information, a fracture length model for larger opening mode fractures propagating through a material with randomly distributed, parallel flaws has been developed. The model requires input geological information such as reservoir thickness, subcritical index, size of stress field, stress boundary conditions and rock properties etc.
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The fracture patterns shown in Figure 12 and so is the bed thickness (10m). With an increase in stress displacement, the number of fractures in the system increases and the pattern complexity also increases. Similar numerical experiments can be performed by varying the sub-critical index and bed thickness values. While physically realistic fracture patterns can be generated using the geomechanical model, the complexity of the numerical simulation procedure places restrictions on the size of the domain that can be simulated. Currently, the geomechanical model is utilized to generate high-resolution fracture patterns in small areas of the stress field adjacent to flaws. The cost of simulation will increase significantly if the model is extended to a reservoir scale. In addition, the parameters utilized in geomechanical simulation e.g. bed thickness, reservoir stress conditions are known indirectly using information such as seismic. There is significant uncertainty associated with these parameters and that has to be taken into account while performing spatial interpolation of fracture patterns inferred from small-volume geomechanical simulations to the reservoir scale.
Incorporating information from geomechanical model into stochastic simulations Fracture pattern information can normally be obtained from well logs or outcrop. One of the approaches to fracture characterization is to analyze the well log and core data to infer the stress conditions that could potentially give rise to the observed fractures. The important point is that since only indirect inference of the stress field is possible using borehole image and well core data, there is uncertainty in the predicted stress conditions and that has to be quantified. This uncertainty in reservoir stress values adds to the uncertainty in pattern information inferred on the basis of geomechanical simulations and has to be rigorously accounted for in the multiple-point geostatistical simulation technique.
The uncertainty in reservoir stress condition corresponding to an observed fracture pattern in well logs can be calibrated by a simple application of Bayes' rule. Supposing is the fracture pattern observed in a borehole image. Using the geomechanical model and assuming a range of boundary stress values, fracture patterns corresponding to each boundary stress value can be simulated. Corresponding to each stress value , a suite of fracture models can be generated by randomly locating the initial flaw locations. Since heterogeneity at the scale of molecular bonding of minerals constitute the initial flaws from which fractures initiate when the rock mass is subject to stress, there is likely to be considerable uncertainty. That uncertainty translates to the obs T i B uncertainty in determining reservoir reservoir stress conditions given a pattern of natural fracture. Other geomechanical parameters such as sub-critical index and layer thickness are measured independently and are assumed to be reliably known. These parameters are held constant during the geomechanical simulations. The probability of the fracture pattern in the K models corresponding to a particular boundary stress value can be retrieved by scanning the geomechanical model corresponding to that reservoir condition using a spatial template. The procedure is repeated for the N boundary stress values . At the end of this step, the conditional probability is obtained.
The likelihood of boundary stress value given an observed fracture patterncan be calculated using Bayes' rule:
The have been calibrated as outlined earlier.
is the prior probability corresponding to the stress value . In the absence of any expert information, we can assume each stress value to have the same prior probability i.e.
The probability is obtained concurrently with and is equal to: (7) i.e. it is the probability of observing the pattern over the entire suite of geomechanical fracture models.
The application of Expression (7) yields the updated distribution for the boundary stress values. This updated probability distribution is denoted as . In the stochastic simulation phase, at any step corresponding to a template partially filled with conditioning data (original data plus previously simulated values), the K images corresponding to a particular boundary stress value are scanned for obtaining the probability of fracture patterns in the remaining empty nodes of the spatial template. This yields the probability where implies the simulation data event, is the partially filled fracture pattern. This probability is multiplied by the updated probability to obtain the posterior probability corresponding to the simulation data event
. By repeating this for all boundary stress values, the complete posterior CCDF characterizing the remainder uncertainty in fracture pattern can be constructed. The fracture pattern is propagated by sampling randomly from this posterior CCDF.
Fracture patterns simulated in this fashion rigorously incorporate the uncertainty in fracture pattern characteristics due to the lack of complete knowledge about the underlying physical process for fracture propagation. The models thus incorporate the uncertainty in boundary stress values. Since the calibration process commences from the fracture patterns observed in image logs, the outlined approach is a viable technique for incorporating well log information into stochastic models for the fractured reservoir. Discussion Figure 13 is the representation of a fracture pattern interpreted in the near well-bore region. Such a pattern may be obtained by combining well data from multiple sources such as image logs, mud loss and cross-well tomography. In terms of the notation in Expressions (6) and (7), the pattern in Figure 13 corresponds to . Figure 14 are the fracture pattern corresponding to a stress displacement value of and corresponding to two different initial distributions of Griffith cracks. Similarly, seven different stress displacement values were assumed and six different fracture patterns corresponding to each stress value were generated by varying the initial flaw locations randomly. As discussed earlier, the prior distribution of the stress values i.e. is assumed to be uniform (maximum uncertainty). The six images corresponding to each stress value were scanned and the probability was obtained corresponding to the in Figure 13 . Figure 15 shows the updated probability distribution of stress values i.e. based on the observed fracture pattern depicted in Figure 13 . The posterior distribution indicates that the likelihood of the reservoir stress value being of the order is higher. Better discrimination of the stress displacement value is possible if the pattern retrieved from well logs is more specific (it exhibits a characteristics for example clustering that is specific to a particular stress value).
In the case of Figure 16 , a generic pattern was retained for demonstration purposes. Figure 16 is the final fracture pattern incorporating the uncertainty in reservoir stress conditions and variations in fracture pattern characteristics observed in the geomechanical models. We can observe that the simulation model has combined the fracture characteristics observed in the suite of geomechanical models such as the dominant NW-SE orientation fractures, the occasional horizontal fractures observed in some geomechanics models that have no obvious vertical fractures. Some other geomechanical models exhibit short vertical fractures that are also represented in the final simulation model. Another important characteristic of the geomechanics model is that some fractures propagate and terminate against previously existing fractures. This is physically plausible since pre-exiting fractures may reduce the stress at the tip of the daughter fractures, thereby causing the fracture propagation to stall. These characteristics can also be observed with some short fractures terminating against other fractures in simulation model.
The accuracy and robustness of the simulated fracture model is dependent upon the characteristics of the fracture pattern interpreted from image logs. If that pattern is highly specific, the resolution of the stress conditions will be more specific and consequently, only the dominant fracture patterns corresponding to that stress value will be manifested in the final simulation image. Nevertheless, it is possible to generate realistic fracture patterns using the proposed methodology to synthesize information from geomechanical model and well logs.
Conclusions
The paper outlines a methodology for generating physically realistic models of fracture systems in reservoirs. The methodology hinges on the availability of training models of analogous fracture systems. When modeling a target reservoir, the multiple point histogram that summarizes the pattern statistics observed in the analog can be imposed on the target reservoir model using a growth-based stochastic simulation technique proposed in this research.
Fracture initiation and growth are affected by a variety of physical geomechanical factors such as the regional stress field, spatial variations of rock properties, or bed thickness. The final model of the reservoir has to integrate the information obtained from geomechanical models and from analog outcrops; in order to yield more physically realistic representation of fracture systems. Furthermore, since important parameters such as the reservoir stress conditions can be only indirectly inferred, the uncertainty in stress field should be quantified and incorporated into stochastic models of the reservoir. That uncertainty can be rigorously quantified using the Bayesian procedure outlined in this paper. The Bayesian procedure is used to update a prior model for uncertainty in reservoir stress field into a posterior model based on the observed image log pattern. This updated probability of reservoir stress values is used to guide the selection of fracture growth patterns during the stochastic simulation phase of the model. Preliminary results obtained using the proposed procedures appear promising. 
Figure 15
Updated posterior probability of reservoir stress distribution. The posterior distribution is conditioned to the pattern observed in Figure 13 and takes into account the uncertainty in fracture pattern due to uncertainty in the geomechanical simulation parameters (e.g. initial flaw locations). 
