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Abstract—The detection of objects that are multi-oriented
is a difficult pattern recognition problem. In this paper, we
propose to evaluate the performance of different families of
descriptors for the classification of galaxy morphologies. We in-
vestigate the performance of the Hu moments, Flusser moments,
Zernike moments, Fourier-Mellin moments, and ring projection
techniques based on 1D moment and the Fourier transform.
We consider two main datasets for the performance evaluation.
The first dataset is an artificial dataset based on representative
templates from 11 types of galaxies, which are evaluated with
different transformations (noise, smoothing), alone or combined.
The evaluation is based on image retrieval performance to
estimate the robustness of the rotation invariant descriptors
with this type of images. The second dataset is composed of
real images extracted from the Galaxy Zoo 2 project. The
binary classification of elliptical and spiral galaxies is achieved
with pre-processing steps including morphological filtering and a
Laplacian pyramid. For the binary classification, we compare the
different set of features with Support Vector Machines, Extreme
Learning Machine, and different types of linear discriminant
analysis techniques. The results support the conclusion that the
proposed framework for the binary classification of elliptical and
spiral galaxies provides an area under the receiver operating
characteristic curve reaching 99.54%, proving the robustness of
the approach for helping astronomers to study galaxies.
Index Terms—rotation invariant, moment, galaxy morpholo-
gies, classification, image processing, pattern recognition
I. INTRODUCTION
Pattern recognition and machine learning techniques are
now reaching the stars through the use of advanced techniques
to classify galaxy morphologies [1]. Given the different shapes
and orientations of the galaxies, robust descriptors are required
to classify them. In particular, these descriptors should be
translation, scale, and rotation invariant when applied in large
collection of images. The latter characteristic has been a key
problem since the early days of pattern recognition. In this
study, we propose to analyze the performance of rotation
invariant techniques to classify different morphologies of
galaxies. The morphological classification of galaxies has been
typically done visually as this difficult task requires some
prior experience and knowledge with the type of images to
analyze. In the last years, some projects such as the series
of Galaxy Zoo projects [2], [3], have significantly enhanced
the classification of galaxy morphologies. These projects have
shown that large datasets of galaxy images can be analyzed
by non-scientist volunteers, and combining the analysis across
multiple participants can provide some reliable measurements
despite the inner subjective evaluations. However, the sub-
stantial increase of images obtained from telescopes cannot
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be matched by the distributed manual efforts. It is therefore
necessary to provide techniques based on machine learning
and image processing to classify images of galaxies [4].
Furthermore, classifiers can be directly used as a means to rank
human performance for labeling as the performance is directly
linked to the level of noise in the data [5]. For instance, an
average number of 44 users analyzed each galaxy to determine
its shape (e.g., smooth and rounded or not). A key issue
related to manual labeling is the level of agreement among
the different participants. With only about 8% of the galaxies
that were classified when the agreement among the voters
was superior or equal to 95%, it is impossible to estimate
with confidence all the remaining galaxies [3]. These results
illustrate both the difficulty of the task and the need of more
reliable methods.
Galaxies can be divided into three main classes correspond-
ing to their shape: spirals (disk dominated shape) (S), elliptical
(spheroidal-looking) (E), and irregulars (I). The description of
the shapes started in the 19th century with the notion of spirals
from William Parsons, 3rd Earl of Rosse. This classification
system is called the Hubble sequence [6]. The morphology of
galaxies encodes information related to the orbital parameters,
and assembly history of galaxies can be decoded through the
analysis of their morphology. Their content includes gas, dust,
stars, and the central black hole. In addition, the morphology is
closely related to the local environment of the galaxy because
mutual interactions like tides, shocks in cluster environments,
and direct mergers can all modify the shape of the galaxy’s
gravitational potential [7], [8]. The tuning fork diagram is an
arrangement of galaxies according to their rotation. In this
diagram, it starts with elliptical galaxies (E) then forks into two
types of spirals: with (SB) and without (S) a central bar-shaped
structure (see Fig. 1). Elliptical galaxies can be subsequently
decomposed in relation to their degree of ellipticity in the sky.
Ex corresponds to an elleptical galaxy with x = 10(1b/a) for
an ellipse with semi-major and semi-minor axes of lengths
a and b, respectively. In the subsequence sections, we will
consider E0, E3, and E7. Spiral galaxies are typically described
as a flat rotating disk, which contains stars, gas, dust, and a
central concentration of stars. They can be decomposed in
relation to the tightness of their spiral arms. A lower-case
letter is added to the name of the class to determine the
spiral structure appearance, e.g., Sa/SBa for tightly wound,
smooth arms; large, bright central bulge; Sb/SBb for less
tightly wound spiral arms than Sa/SBa; Sc/SBc for loosely
wound spiral arms. In 1936, Hubble revised his classification
system to include a fourth major galaxy class: S0 (lenticular)
galaxies that were armless disk galaxies. They represent the
transition from ellipticals to fully developed spirals. This type
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2Fig. 1. Hubble’s classification sequence.
remains a research question due to its relationship to spiral
and elliptical types. The S0 class is between E and S in the
sequence. The Hubble sequence has been extended through
the de Vaucouleurs system, which is a finer description of the
galaxy morphologies, introducing features such as the presence
of a nuclear bar [9].
The goal of this paper is multifold: 1) to provide a com-
prehensive description of current state of the art rotation
invariant descriptors, 2) to analyze the performance of these
different sets of descriptors on multiple datasets (artificial and
real) with different level of noise, corresponding the galaxy
morphologies, 3) to propose a framework for the classification
of galaxies using rotation invariant descriptors. The remainder
of the paper is organized as follows. First, related works and
the various techniques to extract rotation invariant features are
presented in Sections II and III. The artificial datasets, the real
images, and the proposed preprocessing steps for denoising
the images are detailed in Section IV. The performance of the
different approaches are then presented in Section V. Finally,
the impact of the results are discussed in Section VI.
II. RELATED WORKS
The classification of galaxy morphologies is a difficult and
subjective task that requires an expert or a committee of
experts to label images such as what was used in the Galaxy
Zoo projects. It is difficult as the details that can be observed
separating two morphologies can be subtle, requiring the eye
of an experienced observer to identify faint objects. Hence, the
creation of the ground truth is subjective, leading to different
observers assigning galaxies to different classes. In addition,
it is a challenging task at multiple levels for the creation of
a training dataset. First, the images must be segmented in
relation to the apparent radius of the object. For instance, the
radius of the object can be estimated through the Petrosian ra-
dius, which is a distance-independent measurements of galaxy
profiles [10]. A galaxy can be described through its Se´rsic [11]
or Jaffe [12] profile to describe the light distribution and have
been used to determine galaxy morphologies [13]. Typical
global binarization techniques that can be used for symbol
detection in technical documents cannot be applied directly
given the continuity between the shape and its background
with images of galaxies. Multiple approaches have been pro-
posed. Neural networks using backpropagation have first been
used [14], then decision trees [15]. In [16], they compared
a Naive Bayes classifier, an artificial neural network, and a
decision tree using a sample of 800 galaxies, showing the
interest of ensembles of classifiers. In [17], they used a neural
network, and a locally weighted regression method, with an
ensembles of classifiers, and obtained 91% accuracy when
considering E, S and I galaxy classes. The geometric shape
features and direct pixel images of galaxies have been com-
pared and classified with neural networks [18], highlighting
the interest of shape descriptors. Ganalyzer was proposed as
a tool for automatic galaxy image analysis [19]. An image
analysis unsupervised learning algorithm using a weighted
Euclidean distance was proposed for the detection of peculiar
galaxies [20]. State of the art performance has been obtained
in [21] thanks to data augmentation, regularization, parameter
sharing, and model averaging, highlighting the performance of
convolutional neural networks (CNNs), which is another type
of feedforward artificial neural network.
III. METHODS
The problem related to the classification of objects that can
be oriented in different angles can be treated in different ways.
First, the problem can be simply ignored and the classifier
will have to deal with features corresponding to different
orientations. In such a case, considering a discriminant ap-
proach, a deep architecture should be considered to achieve
a type of “or” between the different possible orientations.
This approach can be judicious if there are only a few types
of angles for the rotations and if these angles are equally
distributed between the training and the test stage. Then, the
images can be clustered in relation to the different angles.
With density based approach and a large number of labeled
examples covering all the different orientations, the different
orientations may be ignored. The second approach is based on
the estimation of the orientation of the image to reorient the
images in relation to their main direction. If there is no main
direction or if its estimation is difficult, it can add errors to
the following processing steps. In the third way, descriptors
invariant to the rotation can be extracted, i.e., the descriptors
of an object will be identical, independently of the object’s
orientation.
A key approach for the extraction of rotation invariant
features is to transform the input image, which is originally
in Cartesian coordinates into polar coordinates, changing
the rotation invariant problem into a circular-shift invariant
problem, where features can be obtained from the whole
image (2D) or from the different rings (1D) that compose
the image. Before this step, the gravity center of the chosen
image must be estimated and the image should be centered
on its gravity center. We consider the discrete representation
3of an image fc of size Nx × Ny described in Cartesian
coordinates by fc(x, y) with 0 < x ≤ Nx, and 0 < y ≤ Ny .
The image in polar coordinates is described by fp(ρ, θ) with
0 < ρ ≤ Rmax, Rmax ∈ R, and 0 ≤ θ < 2pi. The
discrete description of the image in polar coordinate fp(r, t)
is a matrix of size Nρ × Nθ, we have 0 < r ≤ Nρ and
0 < t ≤ Nθ with the angular and radial sampling steps
defined by: ∆θ = 2pi/Nθ, ∆ρ = Rmax/Nρ, and ρ = r∆ρ
and θ = t∆θ. It has been shown that if normalized invariant
moments in circular windows are used, then template matching
in rotated images becomes similar to template matching in
translated images [22].
A. Flusser and Hu moments
Moment invariants have been introduced for pattern recog-
nition problems by Hu [23]. They have been successfully
used in a large number of 2D shape detection problems.
These moments have been further analyzed and developed as
complex moments [24]. A complex moment cpq of the order
(p+ q) of an integrable image function fc(x, y) is defined by:
cpq =
+∞∫
−∞
+∞∫
−∞
(x+ iy)p(x− iy)qfc(x, y)dxdy (1)
with i denoting the imaginary unit (
√−1). The complex
moments can be represented through geometric moments mpq:
cpq =
p∑
k=0
q∑
j=0
(
p
k
)(
q
j
)
· (2)
(−1)q−jip+q−k−jmk+j,p+q−k−j
where the two-dimensional geometric moment of order p+ q
is defined by:
mpq =
+∞∫
−∞
+∞∫
−∞
xpyqfc(x, y)dxdy (3)
After the rotation of the image by an angle β, we obtain:
crotpq = cpq · e−i(p−q)β (4)
The Flusser moments are defined as follows (second and
third orders: ψ1 to ψ6, fourth order ψ7 to ψ11)
ψ1 = c11 ψ2 = c21c12
ψ3 = Re(c20c
2
12) ψ4 = Im(c20c
2
12)
ψ5 = Re(c30c
3
12) ψ6 = Im(c30c
3
12)
ψ7 = c22 ψ8 = Re(c31c
2
12)
ψ9 = Im(c31c
2
12) ψ10 = Re(c40c
4
12)
ψ11 = Im(c40c
4
12)
(5)
It is worth mentioning that low-order moments are less sensi-
tive to noise than the higher-order ones. The Flusser invariants
are denoted by:
FFlusser = {ψ1, . . . , ψ11} (6)
The Hu invariants [23] can be defined in relation to the
complex moments described before [24].
φ1 = c11 φ2 = c20c02
φ3 = c30c03 φ4 = c21c12
φ5 = Re(c30c
3
12) φ6 = Re(c20c
2
12)
φ7 = Im(c30c
3
12)
(7)
The Hu invariants are denoted by:
FHu = {φ1, . . . , φ7} (8)
B. Zernike rotation invariant
Zernike provided a set of complex polynomials that form
a complete orthogonal set over the interior of the circle of a
radius equal to 1, (x2 +y2 = 1). The set of these polynomials
is denoted by V = {Vn,m(r, θ)} [25], [26]. These polynomials
are defined by:
Vn,m(r, θ) = Rn,m(r)e
imθ (9)
where n ∈ N0, m ∈ Z, with |m| ≤ n and (n−|m|)mod2 = 0,
r represents the length of the vector ~OP from the the origin
O to P (r · cos(θ), r · sin(θ)), with θ ∈ [0, 2pi].
The radial polynomial Rn,m is defined by:
Rn,m(r) =
(n−|m|)/2∑
k=0
(−1)k · rn−2k · (10)
(n− k)!
k!(n+|m|2 − k)!(n−|m|2 − k)!
with Rn,m(r) = Rn,−m(r).
Given the relationships between n and m, we define two
vectors Nz and Mz containing a subset of the possible values
for n and m. Hence, Rn,m can be estimated for each couple:
Rn,m = R(j), and Vn,m(r, θ) = Vj(r, θ) with n = Nz(j) and
m = Mz(j) can be estimated in relation to j only.
For Zernike moments of order n, we have (n+1)(n+2)/2
different polynomials. For instance, for n = 5, we can consider
the following vectors:
Nz = [0, 1, 1, 2, 2, 2, 3, 3, 3, 3, 4, (11)
= 4, 4, 4, 4, 5, 5, 5, 5, 5, 5]
Mz = [0,−1, 1,−2, 0, 2,−3,−1, 1, 3,−4,
−2, 0, 2, 4,−5,−3,−1, 1, 3, 5]
Zernike moments of order n with repetition m, An,m or
Aj , based on the projection of the image onto the orthogonal
basis functions, are defined by:
An,m =
Nρ∑
r=1
Nθ∑
t=1
fp(r, t)V
∗
n,m(r ·∆ρ, t ·∆θ) (12)
Aj =
Nρ∑
r=1
Nθ∑
t=1
fp(r, t)V
∗
j (r ·∆ρ, t ·∆θ)
with A∗n,m = An,−m.
Following a rotation of angle α,
Arotn,m = An,m · e−imα (13)
Therefore, |An,m| = |An,−m| because A∗n,m = An,−m. So
there is only the need to compute the An,m for m ≥ 0. Nz
and Mz for n = 5 becomes:
Nz = [0, 1, 2, 2, 3, 3, 4, 4, 4, 5, 5, 5] (14)
Mz = [0, 1, 0, 2, 1, 3, 0, 2, 4, 1, 3, 5]
The set of rotation invariant features becomes:
Fzernike = {|Aj |} with Mz(j) ≥ 0 (15)
4C. Ring projection
The image is first centered on its gravity center and
transformed into polar coordinate in relation to a maximum
radius [27]. Each ring can be defined by its first raw moment
(the mean µ) and its higher central moments (variance σ,
skewness γ, and kurtosis κ), defining a set of rotation invariant
features:
µ(r) =
1
Nθ
Nθ∑
t=1
fc(r, t) (16)
σ(r) =
1
Nθ
Nθ∑
t=1
(fc(r, t)− µ(r))2
γ(r) =
µ(r)3
σ(r)3
κ(r) =
µ(r)4
σ(r)4
The set of rotation invariant features becomes:
Fring =

µ(1) . . . µ(Nρ)
σ(1) . . . σ(Nρ)
γ(1) . . . γ(Nρ)
κ(1) . . . κ(Nρ)
 (17)
D. FFT based rotation invariant
This approach is also based on the previous ring projection
technique. In each ring, we consider the magnitude of the
Fourier coefficient, which are shift invariant.
Y (r, k) =
Nθ∑
t=1
fc(r, t) · e−i2pikn Nθ (18)
In order to use the Fast Fourier Transform, we consider Nθ
as a power of 2. The set of rotation invariant features can be:
Ffft = |Y (r, 1..Nθ/2 + 1)| (19)
with 0 < r ≤ Nρ. In order to be less sensitive to the
high frequencies, we consider a log selection of the different
features. We select the values for |Y (r, 1)|, |Y (r, 2)|, |Y (r, 3)|,
and the mean (bandpower) between |Y (r, 2 + 2(p−1))| and
|Y (r, 1 + 2p)| with 1 < p ≤ log2(Nθ/2). It leads to
r(log2(Nθ/2) + 2) features.
E. Fourier Mellin transform invariant
The Mellin transform and the Fourier-Mellin transform
(FMT) are widely used transforms in pattern recognition
with the motivation to extract features invariant to rotation
and scale [28], [29]. This transform has been successfully
used with learning vector quantization and the K-nearest
neighbors for character and symbol classification in technical
documents [30], [31]. The analytical FMT of an image in polar
coordinate fp is defined by:
Mfσ(k, v) =
1
2pi
∞∫
0
2pi∫
0
fp(ρ, θ)r
σ−ive−ikθdθ
dr
r
(20)
with ∀(k, v) ∈ Z× R and σ > 0.
If we consider the image gp corresponding to the rotation of
an angle α and scale change of factor β of the object described
in fp, we have gp(ρ, θ) = fp(αρ, β + θ). As the two images
contain the same shape, the background being set to 0, the
analytical FMT of gp in relation to fp can be expressed as:
Mgσ(k, v) =
1
2pi
∞∫
0
2pi∫
0
fp(αρ, β + θ) · (21)
rσ−ive−ikθdθ
dr
r
= α−sigma+iveikβMfσ(k, v) (22)
The FMT descriptors of two similar objects presented in
two images with different orientation will only differ by a
phase factor. Therefore, a set of descriptors invariant to the
rotation can be obtained by selecting the magnitude of the
FMT descriptors [32].
The discrete FMT approximation Mfσ(k, v) is estimated for
(k, v) ∈ [−K,K]×[−V, V ]. The parameter σ is set to 0.5 [33].
The sampling step over v is set to 1 and the approximation is
given by:
Mpfσ(k, v) = ∆ρ∆θ
Nρ∑
j=1
Fk(ρ)(ρ)
σ−iv−1 (23)
Fk(ρ) =
∑
j=1
fp(ρ, θ)e
−ikj/Nθ (24)
In addition, for real-valued functions such as images, the
analytical FMT is symmetrical:
Mfσ(−k,−v) = Mfσ(k, v) (25)
Therefore, the FMT can be estimated for close to half of the
elements in (k, v), such as [−K,K]× [0, V ]. We go from: Mfσ(−k,−v) Mfσ(−k, 0) Mfσ(−k, v)Mfσ(0,−v) Mfσ(0, 0) Mfσ(0, v)
Mfσ(k,−v) Mfσ(k, 0) Mfσ(k, v)
 (26)
with (k, v) ∈ [1,K]× [1, V ] to the estimation of only: - - -- Mfσ(0, 0) Mfσ(0, v)
Mfσ(k,−v) Mfσ(k, 0) Mfσ(k, v)
 (27)
which corresponds to Nfmt = (1+V )+K(2V +1) elements.
The discrete FMT approximation can be expressed in
Cartesian coordinates without creating an image in polar
coordinates:
M cfσ(k, v) =
1
2pi
Qmax∑
q=Qmin
Pmax∑
p=Pmin
fc(p, q)(p+ iq)
−k (28)
·(p2 + q2)(k−2+σ−iv)/2
where Pmin, Pmax, Qmin, and Qmax correspond to the set of
coordinates describing the rectangle containing the object and
where the position (0, 0) represents the gravity center of the
image.
Despite the fact that the magnitude of the complex moments
can provide some rotation invariant features, the phase of
the FMT includes substantial information related to the shape
5included in the image. To solve this issue, a set of invariant
has been proposed to keep the information of the phase by
normalizing with the first moments to compensate the change
of scale and the rotation [34], [35].
Ifσ(k, v) = M
c
fσ(0, 0)
(−σ+iv)/σ · eikarg(Mcfσ(1,0))(29)
·M cfσ(k, v)
where the normalization in relation to the orientation is
achieved through M cfσ(0, 0) and M
c
fσ(1, 0).
From the FMT, we can extract two sets of rotation invariant
features:
Ffmt1 = |M cfσ(k, v)| Ffmt2 = Ifσ(k, v) (30)
Ffmt1 has Nfmt real values while Ffmt2 has Nfmt complex
values.
F. Normalization
The different features in each set can be normalized by using
transformations such as the z-score, i.e. by removing the mean
and dividing by the standard deviation. Such a normalization
can be beneficial in some techniques where there is no prior
discriminant power on the different features. However, for the
moment based techniques, it has been shown that the high
order moments are more sensitive to the noise. Hence, a z-
score normalization applied on all the moments can equalize
the discriminant power of each moment and provide a lower
performance when used with the Euclidean distance for the
comparison of two objects.
IV. DATASETS
A. Artificial dataset
1) Dataset description: The artificial datasets are based on
11 types of galaxies: E0, E3, E7, S0, Sa, Sb, Sc, SBa, SBb,
SBc, and I. Each type is represented by a graylevel image
template of size 64 × 64. The original templates are depicted
in Fig. 2 with their respective class. Each image corresponds
to a artificial representative example. For the evaluation of
the different methods to extract rotation invariant features, we
consider six main conditions: 1) the original template images,
2) the original images with speckle noise (corresponding to
the superposition of stars), 3) the original images with Gaus-
sian noise (corresponding to the removal of high frequency
information), 4) the original images filtered with a Gaussian
filter with a standard deviation of the Gaussian distribution
σ = 2; 5) same as condition 4 but with σ = 4, and 6) the
original images with the different types of noise (Speckle and
Gaussian), filtered (σ ∈ {0.125, 1, 2, 4}. For each condition,
we consider 12 different angles for each image (∆θ = pi/6).
Therefore, there are 12 examples per class in conditions 1 to
5, and 144 examples for condition 6 (12 rotations, 4 types
of Gaussian filtering, 3 types of noise (Speckle, Gaussian,
no noise)). We denote each condition i by its corresponding
database DBAi, e.g. DBA1 for condition 1.
For the evaluation of these datasets, we consider three
main cases. In the first case, we consider all the 11 classes:
each class has 12 images. Here, it can be expected that
for an example given as a test, it can retrieve the 11 other
rotated images of the same image. This estimation aims at
verifying the properties of rotation invariance for the different
descriptors and the extent to which the calculation in the
discrete case can lead to some ambiguities. In the second case,
some of the initial classes are clustered together leading to 5
classes: S0, S (containing Sa, Sb, Sc), SB (containing SBa,
SB, SBc), I, and E (containing E0, E3, E7). This analysis
aims at estimating the potential confusions that may happen
for instances within the same cluster. In the third case, we
consider only 3 classes: S, SB, and E. For the first and third
case, there is an equal number of images for each class, hence
we report the precision to retrieve the total number of images
from a class or cluster, and the average precision. For the
second case, we report the precision at the rank equal to the
minimum number of images in a class (12). For the second and
third case, the goal of the evaluation is to determine if there
exists a substantial difference between the images within a
group and how these intragroup differences have an impact
on the performance.
Before the feature extraction procedure, each image is
normalized the following way: the image is centered on its
gravity center, the maximum radius Rmax is extracted and the
image is reduced to a square of size 2Rmax with the gravity
center being in the center of the image. The image is then
resized using Bilinear interpolation to 62×62 and a border of
2 pixels is added around the image. It is worth nothing that
for the detection of galaxy morphologies, there is no expected
confusion between different classes contrary to the problem
of multi oriented character recognition that leads to expected
confusions, e.g., (’E’,’M’), (’Z’,’N’).
2) Parameters for the descriptors: The number of de-
scriptors for Hu and Flusser is fixed: 7 for FHu and 11
for FFlusser. For the estimation of Fzernike and Fring, we
consider Nρ = 10 and Nθ = 16, giving a set of 12 and 40
features for Fzernike and Fring, respectively. For the FFT, we
consider 32 points for the analysis in the Fourier domain, and
Nρ = 8, which leads to 48 features for Ffft. For Ffmt1 and
Ffmt2, we consider the parameters (k,v) such that k = v = 5,
k = v = 7, and k = v = 9. It provides 61, 113, and 181
features for k=5, 7, 9, respectively. For Ffmt2, we consider
only the magnitude of the complex features to reduce the
number of features.
3) Classification and performance evaluation: An image
xi belongs to a class Ci, 1 ≤ i ≤ Nclass, with Nclass being
the number of classes of images in the dataset. Each class
Ci has N iex examples. The classifier E taking as an input the
set of features representing the image x returns a ranked list
of k examples [y1, . . . , yk], excluding x, sorted by increasing
order of distances between x and the elements in the list, i.e.,
d(x, yj) ≤ d(x, yj+1), with 1 ≤ j ≤ k.
The performance for each image xi belonging to the class
Ci is estimated by the average precision:
P (xi) =
1
N iex − 1
n∑
k=1
Pk(xi) · reli(k) (31)
6E0 E3 E7 S0 Sa Sb Sc SBa SBb SBc I
Fig. 2. Templates for each type of galaxy (artificial images).
Fig. 3. Representative examples in graylevel. First row: elliptical galaxies;
Second row: spiral galaxies.
where N iex − 1 represents the maximum number of relevant
images to retrieve, i.e., the number of images belonging to
the same class tested, minus the image tested itself. reli(k) is
defined as:
reli(k) =
{
1 if yk ∈ Ci
0 otherwise (32)
The precision is defined by:
Pk(xi) =
1
k
k∑
j=1
{
1 if yj ∈ Ci
0 otherwise (33)
It counts the number of images in the list that belong to the
class Ci. If the returned image at rank j belongs to the class
Ci, i.e., it is the same class as the evaluated example, then it
is 1, 0 otherwise. When multiple classes are clustered and the
number of examples in each cluster is different, we report the
precision at rank kmin where kmin = min(N iex).
B. Zoo Galaxy dataset
1) Dataset description: In this problem, we consider the
classification of real images of galaxies extracted from the
Galaxy Zoo 2 (GZ2) dataset. All the details about the Zoo
Galaxy dataset can be found in [3]. In this dataset, a large
number of images were given to participants who had to
answer a series of questions (11 tasks and 37 answers) for
each image. The groundtruth of the images corresponds to
the score across all the participants, indicating a confidence
score for all the different questions. We consider a subset of
the whole dataset that contains 61578 color images. Among
the questions, we select images that do not contain an “odd”
element (i.e. the presence of a ring, a disturbed or irregular
galaxy) with a confidence of at least 0.9. It limits the total
of relevant images to 22481. In the present case, we limit the
scope of the classification to elliptical versus spiral galaxies,
which have been labeled with a confidence of at least 0.9,
corresponding to 2517 elliptical and 2908 spiral galaxies. With
the intersection of non-odd images, we finally obtain: 1545
elliptical and 884 spiral galaxies. Some representative images
are depicted in Fig. 3.
2) Pre-processing: Each image from the dataset has the
size 424× 424. First the images are transformed to graylevel
and cropped, as we keep the center of the image with a
size of 250 × 250. The images are then downsampled to
64 × 64. As the images are more noisy and may contain
multiple elements such as stars. The image is binarized with
the global thresholding Otsu method that separates pixels into
foreground and background classes by minimizing intra-class
intensity variance [36]. Then using morphological operators,
we first apply the closing operation with a structuring element
of size 5 × 5 (a square) followed by a dilation using a
structuring element of size 13 × 13 (a disk) to compensate
the problems related to the binarization with dark areas that
still contain information. The binarization mask is then used
to select the foreground of the original image. Finally, the
image is centered on its gravity center (m10/m00,m01/m00),
the border is removed while keeping the gravity center in the
center of the image, resized to 60 × 60, and a border of 2
pixels is added around the image, leading to an image of size
64× 64.
After normalizing the image, a Laplacian pyramid with 4
levels is applied on the image [37]. The original image is
convolved with a Gaussian kernel with a standard deviation
of the Gaussian distribution set to 2. The Laplacian is then
computed as the difference between the original image and the
low pass filtered image. This process is repeated 4 times. This
set of 4 images represents the input for the feature extraction
part: the set of rotation invariant features is the concatenation
of the rotation invariant feature sets applied to each of the 4
images. For each set of descriptors, the number of features
is the same as for the artificial datasets, but multiplied by a
factor 4, as there are multiple images given as an input. The
different preprocessing steps are depicted in Fig. 4.
3) Performance evaluation: For the binary classification of
elliptical versus spiral galaxies, we consider 10-fold cross-
validation procedure, with one block being used for the evalua-
tion and the remaining 9 blocks for training. For each partition,
the training dataset contains 1386 and 792 for the elliptical
and spiral galaxies, respectively, while the test contains 154
and 88 examples. Given the unbalanced dataset in terms of
number of examples per class, we report the area under the
receiver operating characteristic curve (AUC) [38]. In addition,
we report the true positive rate (TPR), the false positive
rate (FPR), the false negative rate (FNR), the true negative
rate (TNR), and the f-score. All the scores represented in
the subsequent sections correspond to the mean and standard
deviation across the 10 partitions. They are defined by:
TPR=TP/P FPR=FP/N
FNR=FN/P TNR=TN/N
f-score = 2TP/(2TP+FP+FN)
(34)
7(a) Elliptical galaxy.
(b) Spiral galaxy.
Fig. 4. Representative preprocessed steps. First row: original image, binariza-
tion mask, mask after morphological filtering, selected image. Second row:
Laplacian pyramid.
where TP, FP, FN, TN corresponds to the true spirals, false
spirals, false elliptical, and true elliptical, respectively. P and
N corresponds to the total number of spiral and elliptical
galaxies, respectively.
4) Classification: For the binary classification, we consider
the follow supervised learning techniques: Support Vector
Machines (SVMs) [39], Bayesian Linear Discriminant Analy-
sis (BLDA) [40], and stepwise Linear Discriminant Analysis
(stepLDA) [41], and Extreme Learning Machine (ELM), a
type of feedforward neural networks where the parameters of
hidden units don’t need to be tuned [42]. These techniques
provide a fast estimation of the classifiers with a minimum
number of hyper-parameters [43]. The regular Linear Discrim-
inant Analysis (LDA) is not considered as it requires some
regularization technique due to the covariance matrices that
was not always well conditioned on pilot tests with some
descriptors. For the ELM, we consider 1000 hidden units and a
sigmoid function as the activation for the random projections,
which are normalized to obtain an an orthonormal basis of the
random weights [44].
As pattern recognition systems for the classification of
images using convolutional neural networks represent the state
of the art [45], we consider four architectures as a baseline to
establish the relevance of rotation invariant descriptors. In each
architecture, we use the Adam optimization algorithm [46]; the
minibatch size is set to 64; the activation function for all the
units is the rectified linear unit (ReLu) [47]; the maximum
number of epochs is set to 100; the initial learning rate is set
to 10e-4. The input layer is of size 64 × 64 while the output
layer has 2 units (one for each class). The first architecture
(A1) corresponds to a regular multilayer perceptron with only
a single fully connected (FC) hidden layer of 100 units. The
second architecture (A2) adds a convolutional layer with 5
feature maps, and filters of size 5 × 5 and stride of 2 in
each direction, with no padding. The third architecture adds
another convolutional layer (A3) with the same properties as
the previous convolutional layer, with 25 feature maps. Finally
the last architecture adds another convolutional layer (A4),
with 125 feature maps, resulting in an architecture with 3
convolutional layers and a fully connected hidden layer. A2,
A3, and A4 are CNNs. For each architecture, we consider two
training conditions, with and without data augmentation based
on the addition of rotated images (±pi/2, pi).
V. RESULTS
This section presents the performance for the artificial
dataset results through an image retrieval angle, and for binary
classification of elliptical versus spiral galaxies using real
images.
A. Artificial datasets
The results for each condition and for each set of features
are presented in Tables I, II,and III. The first table corresponds
to the original images from the chosen templates. These results
highlight the problem related to the high dimensionality of the
input feature set then used with the Euclidean distance, as there
are shapes from different classes that are relatively similar. For
DBA1, DBA4, and DBA5, the best performance is obtained
by Hu, Flusser moments, and the ring projection with FFT.
These results show the low impact of Gaussian filtering on
the images at the given scale. For DBA2, with speckle noise,
the best performance is obtained with Flusser moments with a
precision of 98.83%. However, with the addition of Gaussian
noise, the best performance is achieved with the ring projection
with FFT with a precision of 98.97%. For DBA6 when all
the variations of the images are combined (rotation, noise,
Gaussian filtering), the best precision reaches only 90.59%
with the the ring projection and FFT approach. It is worth
noting the low performance of the Hu and Flusser approaches
that provide only 58.77% and 59.82%, respectively, showing
their low discriminant power when noise is added in the
images. The best performance with the FMT is achieved with
K=V=7 with 87.26% by considering only the magnitude of
the moments while the magnitude of the normalized moments
provides only 75.49%. In both cases, the choice of 7 for K
and V provides a better performance than 5 and 9.
When the classes are clustered, the Euclidean distance
performs poorly with the descriptors based on Hu, Flusser,
and Zernike with less than 80% in average precision. The best
method is Ffft with an average precision of 83.36%, followed
by the Ffmt2 descriptors with k=v=9, with 82.30%. These
results highlight the robustness of the Fourier Mellin based
descriptors when there exist a large intra-class variability.
B. Galaxy Zoo
The performance for the different type of features are
detailed in Tables IV and V with values in %. The best perfor-
mance for each table is given in bold. The best performance is
obtained with the combination of the ring projection, and the
stepLDA classifier with an average AUC=99.54. The second
8TABLE I
PERFORMANCE WITH THE ORIGINAL MULTI ORIENTED IMAGES (DBA1) (TOP) AND ALL THE GENERATED IMAGES (DBA6) (BOTTOM).
Dataset Features 11 classes 5 classes 3 classes
P P P P P
FHu 100.00± 0.00 100.00± 0.00 100.00± 0.00 70.79± 27.03 79.47± 19.15
FFlusser 100.00± 0.00 100.00± 0.00 100.00± 0.00 73.33± 23.79 78.08± 19.27
FZernike 98.55± 2.92 99.06± 2.03 99.39± 1.36 71.59± 25.98 79.51± 19.11
Fring 96.21± 9.89 98.32± 4.88 99.14± 1.33 61.80± 3.33 72.05± 4.10
Ffft 100.00± 0.00 100.00± 0.00 100.00± 0.00 71.88± 21.89 82.40± 14.02
DBA1 Ffmt1 (K=V=5) 92.56± 11.75 95.05± 8.15 98.38± 3.34 71.16± 16.50 80.39± 13.62
Ffmt1 (K=V=7) 94.42± 9.01 95.99± 7.34 98.18± 3.79 71.35± 16.40 80.43± 13.58
Ffmt1 (K=V=9) 94.15± 8.58 95.84± 7.27 98.03± 3.74 71.01± 17.18 80.19± 14.08
Ffmt2 (K=V=5) 77.20± 18.01 76.46± 21.90 87.07± 13.75 67.78± 8.91 74.54± 6.11
Ffmt2 (K=V=7) 82.02± 16.16 80.66± 20.88 87.88± 14.08 71.69± 13.99 78.01± 10.71
Ffmt2 (K=V=9) 89.88± 11.88 90.37± 15.85 91.52± 15.61 72.88± 14.57 83.95± 10.70
FHu 58.77± 10.23 66.60± 12.12 69.14± 16.88 67.04± 27.52 67.23± 28.10
FFlusser 59.82± 15.29 65.05± 16.93 69.25± 17.66 65.97± 27.42 65.74± 27.81
FZernike 82.56± 14.03 86.10± 16.68 97.00± 3.51 71.51± 25.45 79.53± 18.48
Fring 75.53± 10.42 82.33± 9.54 88.44± 7.66 62.96± 4.40 71.67± 10.07
Ffft 90.59± 13.42 94.14± 9.09 99.83± 0.34 72.52± 22.78 83.36± 14.20
DBA6 Ffmt1 (K=V=5) 86.98± 13.66 89.17± 15.05 97.77± 3.26 72.42± 18.20 81.70± 13.90
Ffmt1 (K=V=7) 87.26± 10.89 91.20± 9.71 97.54± 3.60 72.49± 18.21 81.49± 14.11
Ffmt1 (K=V=9) 83.70± 12.40 88.47± 11.55 96.87± 4.42 72.25± 18.85 80.65± 15.00
Ffmt2 (K=V=5) 73.71± 17.90 73.62± 20.00 85.87± 15.89 67.78± 7.52 75.65± 6.51
Ffmt2 (K=V=7) 75.49± 15.33 77.06± 17.76 86.22± 16.29 70.20± 10.50 77.64± 8.92
Ffmt2 (K=V=9) 74.56± 12.95 77.59± 15.77 86.42± 17.69 74.52± 15.02 82.30± 12.29
TABLE II
PERFORMANCE WITH SPECKLE NOISE (DBA2) (TOP) AND GAUSSIAN NOISE (DBA3) (BOTTOM).
Dataset Features 11 classes 5 classes 3 classes
P P P P P
FHu 96.14± 6.64 96.55± 6.54 100.00± 0.00 71.11± 26.60 79.52± 18.98
FFlusser 98.83± 1.87 98.83± 2.21 100.00± 0.00 72.62± 24.66 78.45± 19.17
FZernike 88.71± 18.33 88.47± 21.93 98.89± 2.35 71.03± 26.05 79.04± 19.00
Fring 90.36± 10.07 94.94± 6.81 96.92± 3.27 61.16± 2.69 73.63± 6.00
Ffft 97.80± 3.90 99.20± 1.58 99.95± 0.11 70.95± 20.97 81.77± 13.92
DBA2 Ffmt1 (K=V=5) 86.78± 16.07 85.68± 19.36 97.27± 5.17 71.11± 16.89 79.61± 14.91
Ffmt1 (K=V=7) 89.88± 11.59 91.35± 10.77 97.07± 5.61 71.16± 17.20 79.24± 15.41
Ffmt1 (K=V=9) 86.02± 12.49 89.00± 11.66 96.16± 6.05 70.85± 18.14 78.65± 16.36
Ffmt2 (K=V=5) 74.72± 18.12 70.68± 22.82 86.11± 17.60 66.48± 8.57 73.68± 5.14
Ffmt2 (K=V=7) 79.48± 16.99 78.65± 20.98 86.62± 17.50 69.50± 12.71 75.91± 8.84
Ffmt2 (K=V=9) 81.06± 14.38 81.37± 18.35 87.27± 21.36 72.57± 16.43 80.85± 11.23
FHu 85.61± 22.35 83.82± 27.07 92.78± 15.45 70.19± 27.85 79.22± 19.40
FFlusser 78.86± 26.52 75.20± 31.55 82.27± 26.87 70.90± 26.89 78.54± 20.29
FZernike 90.43± 14.27 90.19± 17.08 97.98± 3.50 71.48± 25.89 79.52± 18.89
Fring 82.23± 12.07 87.00± 10.61 96.52± 3.26 60.37± 1.82 70.93± 5.90
Ffft 98.97± 2.12 99.66± 0.74 100.00± 0.00 72.43± 22.66 82.59± 14.41
DBA3 Ffmt1 (K=V=5) 89.33± 12.90 91.38± 11.30 97.63± 3.59 71.16± 18.21 79.84± 14.96
Ffmt1 (K=V=7) 90.50± 11.12 92.84± 9.48 97.53± 3.79 71.22± 18.32 79.78± 15.10
Ffmt1 (K=V=9) 88.71± 12.43 91.49± 9.73 96.77± 4.65 71.35± 19.30 79.10± 16.08
Ffmt2 (K=V=5) 76.65± 18.29 75.71± 22.09 87.02± 15.31 66.96± 6.72 73.12± 5.94
Ffmt2 (K=V=7) 80.17± 16.75 78.95± 21.05 87.93± 15.34 70.29± 12.42 75.90± 10.63
Ffmt2 (K=V=9) 83.20± 15.37 84.51± 17.52 88.74± 16.44 72.88± 15.52 80.96± 12.84
best technique is the ring projection with FFT in each ring
combined with BLDA. The performance of ELM with only
AUC=97.09 suggests there is no need to add an extra level
in the architecture and simple linear classifiers are enough
given the provided input features. The level of performance
across the different descriptors is relatively similar than the
artificial dataset (DBA6): Hu and Flusser based moments do
not provide the best descriptors.
The results for the artificial neural networks are presented
in Table VI. The performance with only a single hidden layer
reaches an AUC of 90.36% whereas the performance increases
when convolutional layers are added. The best performance is
obtained with the architecture using 3 convolutional layers,
with an AUC of 96.81%. This performance is inferior to what
could be obtained with the best rotation invariant descriptors,
e.g., Fring, Ffft, but it remains superior to FHu and FFlusser.
These results indicate that the variability that exists within
the images can be captured by the neural networks, and
that it is better modeled through the use of convolutional
layers. With the addition of rotated images in the training
dataset, the performance substantially improved in all the
architectures, reaching an AUC of 99.04% with A4, which
is very close to the best performance obtained with rotation
invariant descriptors. These results suggest that despite having
images with various orientations in the training database, it
is necessary to enrich the training database to improve the
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PERFORMANCE WITH GAUSSIAN FILTERING (σ = 2) (DBA4) (TOP) AND (σ = 4) (DBA5) (BOTTOM).
Dataset Features 11 classes 5 classes 3 classes
P P P P P
FHu 100.00± 0.00 100.00± 0.00 100.00± 0.00 70.79± 27.03 79.47± 19.15
FFlusser 100.00± 0.00 100.00± 0.00 100.00± 0.00 73.33± 23.79 78.65± 18.95
FZernike 98.76± 2.45 99.26± 1.68 99.85± 0.34 69.74± 28.47 79.17± 19.56
Fring 96.56± 8.25 98.53± 3.69 100.00± 0.00 63.44± 3.62 75.01± 7.81
Ffft 100.00± 0.00 100.00± 0.00 100.00± 0.00 71.06± 21.85 81.73± 14.25
DBA4 Ffmt1 (K=V=5) 95.94± 9.17 97.68± 5.81 99.49± 1.13 71.96± 16.80 81.08± 13.27
Ffmt1 (K=V=7) 97.59± 5.22 98.98± 2.20 99.34± 1.33 72.06± 16.61 81.38± 12.87
Ffmt1 (K=V=9) 97.31± 5.39 98.72± 2.70 99.19± 1.54 72.14± 17.46 81.14± 13.49
Ffmt2 (K=V=5) 78.17± 16.61 76.78± 21.24 86.67± 13.67 64.15± 7.47 72.39± 5.03
Ffmt2 (K=V=7) 82.30± 15.90 81.53± 20.61 87.02± 13.74 67.12± 10.70 74.78± 7.18
Ffmt2 (K=V=9) 89.05± 12.74 90.15± 15.48 90.30± 15.22 72.75± 13.96 83.42± 10.83
FHu 100.00± 0.00 100.00± 0.00 100.00± 0.00 70.79± 27.03 79.47± 19.15
FFlusser 100.00± 0.00 100.00± 0.00 100.00± 0.00 73.33± 23.79 78.65± 18.95
FZernike 98.90± 2.43 99.30± 1.66 99.95± 0.11 69.63± 28.61 79.19± 19.54
Fring 96.76± 8.16 98.53± 3.68 100.00± 0.00 63.78± 2.93 75.21± 7.48
Ffft 100.00± 0.00 100.00± 0.00 100.00± 0.00 70.85± 21.96 81.64± 14.28
DBA5 Ffmt1 (K=V=5) 96.01± 9.14 97.73± 5.70 99.55± 1.02 72.12± 16.89 81.11± 13.31
Ffmt1 (K=V=7) 97.80± 5.08 99.05± 2.10 99.49± 1.13 72.30± 16.68 81.46± 12.87
Ffmt1 (K=V=9) 97.52± 5.21 98.82± 2.48 99.34± 1.33 72.22± 17.44 81.24± 13.46
Ffmt2 (K=V=5) 78.24± 16.52 77.05± 21.07 86.67± 13.67 63.52± 7.04 72.18± 4.87
Ffmt2(K=V=7) 82.44± 15.86 81.81± 20.58 87.07± 13.75 66.75± 10.49 74.52± 6.84
Ffmt2 (K=V=9) 89.26± 12.60 90.31± 15.42 90.30± 15.22 72.67± 14.04 83.32± 10.90
TABLE IV
PERFORMANCE ON THE GALAXY ZOO IMAGES WITH SVM (TOP) AND ELM (BOTTOM).
Classifier Features AUC f-score TPR FPR FNR TNR
FHu 88.13± 2.53 76.95± 3.38 76.36± 6.14 12.60± 4.59 23.64± 6.14 87.40± 4.59
FFlusser 91.95± 2.75 82.59± 3.42 85.68± 7.06 12.34± 3.82 14.32± 7.06 87.66± 3.82
FZernike 98.67± 1.05 93.67± 3.14 95.45± 3.48 4.81± 2.82 4.55± 3.48 95.19± 2.82
Fring 99.48± 0.53 96.85± 1.50 97.50± 1.82 2.21± 1.54 2.50± 1.82 97.79± 1.54
Ffft 99.12± 0.83 95.74± 1.75 95.57± 1.79 2.34± 1.27 4.43± 1.79 97.66± 1.27
SVM Ffmt1 (K=V=5) 97.84± 0.78 92.80± 2.09 93.52± 3.01 4.61± 2.59 6.48± 3.01 95.39± 2.59
Ffmt1 (K=V=7) 98.14± 0.60 93.19± 1.48 93.30± 2.24 3.96± 1.49 6.70± 2.24 96.04± 1.49
Ffmt1 (K=V=9) 98.13± 0.91 93.60± 1.46 93.07± 3.39 3.31± 2.02 6.93± 3.39 96.69± 2.02
Ffmt2 (K=V=5) 96.68± 0.86 90.65± 1.60 92.16± 3.19 6.36± 1.50 7.84± 3.19 93.64± 1.50
Ffmt2 (K=V=7) 96.77± 1.49 91.71± 2.25 93.18± 2.16 5.78± 2.75 6.82± 2.16 94.22± 2.75
Ffmt2 (K=V=9) 96.95± 1.89 92.69± 1.70 93.75± 2.89 4.87± 1.52 6.25± 2.89 95.13± 1.52
FHu 54.18± 3.36 40.76± 2.04 42.27± 2.02 57.73± 2.02 37.27± 2.95 62.73± 2.95
FFlusser 53.67± 3.72 40.48± 5.19 41.93± 6.85 58.07± 6.85 36.69± 3.01 63.31± 3.01
FZernike 95.09± 1.51 90.91± 1.86 89.32± 2.93 10.68± 2.93 4.09± 1.67 95.91± 1.67
Fring 85.58± 3.69 80.57± 3.44 81.25± 3.78 18.75± 3.78 11.69± 2.75 88.31± 2.75
Ffft 96.93± 2.21 93.70± 2.07 92.39± 3.13 7.61± 3.13 2.73± 1.08 97.27± 1.08
ELM Ffmt1 (K=V=5) 96.04± 1.57 90.55± 1.97 89.32± 2.17 10.68± 2.17 4.55± 1.42 95.45± 1.42
Ffmt1 (K=V=7) 97.09± 1.17 91.05± 1.29 88.07± 2.70 11.93± 2.70 3.05± 0.92 96.95± 0.92
Ffmt1 (K=V=9) 96.19± 1.04 91.10± 1.47 89.20± 3.18 10.80± 3.18 3.77± 1.08 96.23± 1.08
Ffmt2 (K=V=5) 94.50± 2.13 89.61± 1.69 89.20± 2.45 10.80± 2.45 5.65± 1.72 94.35± 1.72
Ffmt2 (K=V=7) 95.31± 1.28 90.19± 1.87 88.86± 3.00 11.14± 3.00 4.68± 1.90 95.32± 1.90
Ffmt2 (K=V=9) 95.71± 1.57 90.95± 2.23 90.00± 3.80 10.00± 3.80 4.48± 1.31 95.52± 1.31
performance.
C. Relationships between classification and human confidence
The selected images in the Galaxy Zoo 2 dataset included
only images where the confidence score was above 90%. Fig. 5
represents the relationship between the global confidence and
the classification score obtained with Fring and stepLDA.
The distribution of the number of examples in relation to
the chosen threshold highlights the substantial increase of
the number of examples in the dataset. As expected, the
performance of the classifier decreases as a function of the
chosen threshold due to the addition of more difficult images.
The AUC remains nevertheless above 97% for all the chosen
thresholds.
VI. DISCUSSION
A comprehensive description of the main families of ro-
tation invariant features descriptors has been described in
this paper, including moments of Hu, Flusser, Zernike, and
Fourier-Mellin. The ring projection technique has been defined
using both 1D moments and the Fourier transform through
the analysis of log decomposition of the bandpowers. These
techniques have been evaluated and compared on different
datasets relative to the classification of galaxy morphologies,
highlighting the strengths and pitfalls of these approaches.
Using these techniques, a complete framework has been pro-
posed for fast classification with low level features based on a
Laplacian pyramid and pre-processing based on morphological
filtering. These techniques have been compared with convolu-
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TABLE V
PERFORMANCE ON THE GALAXY ZOO IMAGES WITH BLDA (TOP) AND STEPLDA (BOTTOM).
Classifier Features AUC f-score TPR FPR FNR TNR
FHu 86.00± 3.40 74.04± 3.66 77.16± 6.13 17.99± 6.79 22.84± 6.13 82.01± 6.79
FFlusser 82.53± 18.14 75.25± 9.61 86.36± 7.77 27.60± 23.79 13.64± 7.77 72.40± 23.79
FZernike 98.92± 0.49 94.35± 2.02 96.14± 3.14 4.35± 1.33 3.86± 3.14 95.65± 1.33
Fring 93.07± 4.79 83.77± 8.71 86.36± 7.74 11.56± 6.89 13.64± 7.74 88.44± 6.89
Ffft 99.50± 0.58 96.70± 0.99 96.70± 2.24 1.88± 0.84 3.30± 2.24 98.12± 0.84
BLDA Ffmt1 (K=V=5) 98.99± 0.53 94.67± 1.59 93.98± 2.54 2.60± 1.36 6.02± 2.54 97.40± 1.36
Ffmt1 (K=V=7) 99.06± 0.43 95.34± 2.03 95.23± 2.32 2.60± 1.36 4.77± 2.32 97.40± 1.36
Ffmt1 (K=V=9) 99.08± 0.46 95.58± 1.78 95.68± 2.37 2.60± 1.74 4.32± 2.37 97.40± 1.74
Ffmt2 (K=V=5) 98.06± 0.78 92.82± 1.71 94.66± 2.10 5.32± 1.53 5.34± 2.10 94.68± 1.53
Ffmt2 (K=V=7) 98.35± 0.73 93.45± 1.99 93.30± 2.71 3.64± 1.17 6.70± 2.71 96.36± 1.17
Ffmt2 (K=V=9) 98.46± 0.72 94.41± 1.65 94.77± 2.75 3.44± 2.10 5.23± 2.75 96.56± 2.10
FHu 88.67± 2.60 75.73± 4.50 71.36± 5.92 28.64± 5.92 9.61± 1.26 90.39± 1.26
FFlusser 92.64± 1.94 79.31± 4.34 74.43± 4.83 25.57± 4.83 7.53± 2.40 92.47± 2.40
FZernike 98.82± 0.52 91.85± 2.13 89.32± 3.38 10.68± 3.38 2.92± 1.24 97.08± 1.24
Fring 99.54± 0.51 95.64± 1.81 93.86± 2.93 6.14± 2.93 1.36± 0.68 98.64± 0.68
Ffft 99.36± 0.60 95.51± 0.93 94.32± 1.61 5.68± 1.61 1.82± 0.39 98.18± 0.39
stepLDA Ffmt1 (K=V=5) 98.62± 0.79 93.99± 1.38 93.30± 1.56 6.70± 1.56 2.99± 1.17 97.01± 1.17
Ffmt1 (K=V=7) 98.72± 0.48 93.12± 2.32 91.70± 3.26 8.30± 3.26 2.99± 1.67 97.01± 1.67
Ffmt1 (K=V=9) 98.34± 0.67 93.26± 1.82 91.25± 2.49 8.75± 2.49 2.53± 1.41 97.47± 1.41
Ffmt2 (K=V=5) 97.89± 0.94 91.19± 2.49 90.11± 2.92 9.89± 2.92 4.29± 1.37 95.71± 1.37
Ffmt2 (K=V=7) 97.96± 0.86 91.94± 1.99 90.57± 2.22 9.43± 2.22 3.70± 1.88 96.30± 1.88
Ffmt2 (K=V=9) 97.21± 1.36 92.32± 2.57 90.91± 3.37 9.09± 3.37 3.44± 1.84 96.56± 1.84
TABLE VI
PERFORMANCE ON THE GALAXY ZOO IMAGES WITH ARTIFICIAL NEURAL NETWORKS AND IMAGES AS INPUTS.
Architecture Data augmentation AUC f-score TPR FPR FNR TNR
A1 No 90.36± 1.67 86.87 92.40 35.57 7.60 64.43
A2 No 94.28± 1.08 90.38 91.81 19.89 8.18 80.11
A3 No 95.40± 0.81 91.76 92.21 15.34 7.79 84.66
A4 No 96.81± 0.71 92.89 91.62 9.89 8.38 90.11
A1 Yes 93.69± 1.81 90.16 92.27 21.70 7.73 78.29
A2 Yes 96.75± 0.83 93.78 94.54 12.39 5.45 87.61
A3 Yes 98.37± 0.40 95.54 96.10 8.86 3.89 91.14
A4 Yes 99.04± 0.45 96.47 95.97 5.23 4.03 94.77
tional neural networks, which represent the state of the art for
image classification tasks.
The results obtained with the artificial dataset confirms the
interest of all the different techniques as descriptors when the
images are clean. However, there is a tradeoff between the
dimensionality of the input vectors when used with distances,
and the level of noise in the images. The results confirm the
issues with Hu and Flusser moments in noisy images. The
results obtained with the real Galaxy Zoo dataset highlight the
possibility to discriminate with a high performance images of
galaxies. Following the same pattern of performance as with
the artificial images, the Hu and Flusser moments provide the
worst accuracy, albeit above 80%. There was not a significant
difference of performance across the binary classifiers as all
the results remain in the range of 99.50 ± 0.50%. The worst
classifier was ELM with a maximum accuracy of 97.09%.
These results suggest that the use of morphological filtering
for denoising images followed by Laplacian pyramid as input
features and the use of rotation invariant descriptors give state
of the art results that can be exploited by astronomers for
galaxy morphology classification. These results are higher than
the results obtained with the convolutional neural networks
that had 97%, then data augmentation was not present. How-
ever, the results are relatively similar (above 99%) when data
augmentation is used in the training dataset, confirming that
CNNs are robust classifiers in such an application despite
the large variability that exists across examples in relation to
their different orientations. In both cases, the image processing
pipeline on one hand, and the neural network architecture and
its parameters on the other hand, are designed in relation to
type of input image to classify.
While this paper is dealing with the effect of the rotation, the
scale and the normalization of the images has a key impact on
the choice of the method. Before the extraction of descriptors
that are invariant to the rotation, the first problem to solve
is the invariance to the translation, which is typically dealt
with the normalization to the gravity center of the image.
In noisy images, this step can have a significant impact on
the results. In addition, the normalization of the scale of the
image is a key step for the methods that rely directly on the
radius such as the ring projection. The difficulty related to the
estimation of the maximum radius of the image can prevent
the use of the ring projection and the direct FFT approach on
the polar representation of the images due to the variability of
the optimal radius across images.
The creation of a pattern recognition system for object
classification is difficult as it requires multiple stages, from
feature selection, reduction, and/or extraction to the classi-
fication stage. In relation to a given problem, features can
be extracted analytically or through deep learning approaches.
The latter approach has obtained great performance compared
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Fig. 5. Performance in relation to the selected confidence for the selection
of the images in the Galaxy Zoo 2 dataset.
to the former in computer vision. Yet, the use of descriptors
that are invariant to translation and rotation allows to have an
estimation of the differences between the different classes of
objects without requiring a large number of labeled examples.
CNNs are relevant classifiers applied to images but it remains
difficult to understand what happens within the last hidden
layers for extracting high level features. Furthermore, CNNs
are able to absorb a large number of variations (translation,
rotation, scaling,...) through data augmentation, which requires
to know how to enrich the initial training database. CNNs
have been recently used for classifying radio galaxies [48]
and for the Zoo Galaxy projects [21]. Thanks to the low
level features that can be extracted by CNN models, it would
be possible to replace the Laplacian pyramid that has been
used in this work by feature maps obtained from CNNs.
Transfer learning through the use of CNNs based features may
provide a better feature set to apply translation, rotation, and
scale invariant descriptors. Furthermore, the research in CNN
architectures should enable the use of functions connecting
layers to extract directly rotation invariant features without
introducing as an input all the different possible orientations.
Other novel approaches such as capsule networks provide
promising results for galaxy morphology classification [49].
Most of the frameworks for the classification of galaxies
remain supervised. Data labeled by regular citizen can be
used training machine learning systems and the performance
depends on the quality of the data, which can be improved by
using images that have a high degree of agreement across par-
ticipants [50]. The involvement of the participants is currently
separated from the machine learning part, preventing the use
of active learning techniques that can combine dynamically
manual labeling and machine learning in order to minimize
the amount of manual work while keeping a high reliability
in the decisions [51]. The definition of efficient descriptors
for the classification is one step toward the definition of
efficient distances that can be considered for graph based semi-
supervised learning that can estimate the characteristics of
galaxies using labeled images, unlabeled images, and query
human participants in an active learning setting.
VII. CONCLUSION
In this paper, we have provided a comprehensive description
of the main families of rotation invariant descriptors that
can be considered for the analysis of galaxy morphologies.
Six main techniques have been presented and compared in
different datasets, with artificial images in the context of
content retrieval, and for the classification of images using
real images of galaxies. The results have been compared
with convolutional neural networks and highlighted the low
difference in terms of performance between the descriptors.
The ring based methods using 1D moments or the Fast Fourier
Transform have provided the best performance then used with
linear binary classifiers. With an AUC reaching 99.54%, these
encouraging results suggest the possibility to determine finer
galaxy morphological characteristics by using the proposed
image processing framework combining a Laplacian pyramid,
rotation translation invariant descriptors, and state of the art
binary classifiers. Future work will deal with the effect of the
errors related to the estimation of the gravity center and the
presence of external elements within the shape that can disturb
its analysis.
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