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1. Introduction
Consider a linear system given by
Ex˙ = Ax + Bu, (1)
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where A, E ∈ KΩ×Π , B ∈ KΩ×Δ,K ∈ {R,C}, and where x is the state and u is the input of the system
(1). Usually we shall refer to (1) as to the triple (E, A, B). If E is a singular matrix we say that the system
(1) is singular.
Our aim is to study state feedback on (1) given by
u = Fx + v,
where F ∈ KΔ×Π , and where v denotes a new external input. As a result, we obtain new, closed-loop
system given by
Ex˙ = (A + BF)x + Bv. (2)
The problem of pole structure assignment by state feedback is a classical problem studied by many
authors. Here we just make a small list of references related to this problem: If E is nonsingular,
Rosenbrock [20] gave necessary and sufﬁcient conditions for the existence of state feedback such that
the system (2) is controllable and has the pole structure given by prescribedmonic polynomials. Alter-
native proofs have been given by Dickinson [4], Kucˇera [14], Flamm [11] and Özcaldiran [19]. Zaballa
[23] generalized Rosenbrock’s result for the noncontrollable systems. Moreover, Kucˇera and Zagalak
[15] and Zagalak and Loiseau [24,25] have studied the state feedback problem of pole assignment in
the case when E is a singular matrix, and they have generalized the Rosenbrock’s result to this case,
together with some partial generalizations of Zaballa’s result.
Special cases of this problem when the aim is to determine the possible eigenvalues (ﬁnite and
inﬁnite) of the system (2) are also well studied, see e.g. [2,3,10,17,18], and the importance of these
questions is wide.
In this paper we consider E to be a singular matrix, i.e. (1) is a singular system. Our aim is to
deﬁne F such that the system (2) has prescribed Kronecker invariants. Kronecker invariants of (2) are
deﬁned as the Kronecker invariants of the corresponding pencil λE − A − BF , and they include poles
(i.e. invariant factors and inﬁnite elementary divisors) and column and row minimal indices.
Recently, Dodig [7] has given a complete solution to the problem of describing the possible Kro-
necker invariants of a matrix pencil with some rows (columns) prescribed. In this paper, we use the
result from [7] and we describe a complete set of Kronecker invariants by state feedback on singular
systems. As corollaries of this result, the solution to the pole placement problem for singular systems,
as well as majority of the results here mentioned, can be obtained (see [8]). Moreover, we use only
linear algebra techniques – the language of matrix pencils and completions, and we give complete
constructive proofs without using any computer programs.
The paper is organized as follows: in Section 2 we give notation that will be used throughout the
paper and recall the feedback canonical form for singular systems introduced in [16]. Also we state
our main problem, and explain the main guidelines of the proof. In Section 3 we give some auxiliary
technical lemmas that are used in the proofs of theorems in the sequel sections. In the following four
sectionswegivepartial solutions of themainproblem: Section4 is dedicated to the casewhen involved
pencils do not have inﬁnite elementary divisors of the ﬁrst type. In Section 5we solve the casewithout
columnminimal indices. Section 6 treats the pencils without columnminimal indices of the ﬁrst type.
In Section 7 we unify the results from Sections 5 and 6. Finally, in Section 8 we give the solution to the
main problem.
2. Notation and canonical form
Due to the technicality of the result, and since we shall use the notation and the results from
[7], in order not to repeat all of them, we refer the reader to [7]. Here we only give some basic
deﬁnitions.
Let F be a ﬁeld. All polynomials in this paper are considered to be monic. If f is a polynomial, d(f )
denotes its degree. Let f and g be two polynomials, then f | g means that there exists a polynomial h
such that g = fh. Let f = λk − ak−1λk−1 − · · · − a1λ − a0 ∈ F[λ], k > 0, then
C(f ) :=
[
ek2 · · · ekk a
]T
,
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where eki is the ith column of the identity matrix Ik ∈ Fk×k and a = [a0 · · · ak−1]T . Also, we shall
denote by
C(f ) := λIk + C(f ).
Ifψ1| · · · |ψn are the invariant factors of a matrix A(λ), rank A(λ) = n, then wemake a convention
thatψi = 1, for any i 0, andψi = 0, for any i n + 1. For any sequence of nonincreasing nonnegative
integers a1  · · · as, we make a convention that ai = 0 for i > s and a0 = ∞.
Two matrix pencils A + λB ∈ F[λ]n×m and A′ + λB′ ∈ F[λ]n×m are said to be strictly equivalent if
there exist invertible matrices P ∈ Fn×n and Q ∈ Fm×m, such that
P(A + λB)Q = A′ + λB′.
Strict equivalence invariants of matrix pencils are usually called Kronecker invariants and they
consist of homogeneous invariant factors (involving invariant factors and inﬁnite elementary divisors),
column and row minimal indices of the pencil, for details see [13].
Let Z(λ) = Z1 + λZ2, Z1, Z2 ∈ F(n+p)×(n+m), n = rank Z(λ). The number of row minimal indices
of Z(λ) is equal to the difference between the number of rows of Z(λ) and its rank, i.e. n + p −
rank Z(λ) = p and the number of column minimal indices of Z(λ) is equal to the difference between
the number of columns of Z(λ) and its rank, i.e. n + m − rank Z(λ) = m. Moreover, the number of
inﬁnite elementary divisors of Z(λ) is equal to rank Z(λ) − rank Z2, for details see [13].
In [16] is deﬁned the action of a feedback group on the system (1):
Deﬁnition 1. Systems (E, A, B)and (E′, A′, B′)are feedbackequivalent if andonly if there exist invertible
matrices P ∈ FΩ×Ω , Q ∈ FΠ×Π and R ∈ FΔ×Δ and G ∈ FΔ×Π , such that
E′ = PEQ , (3)
A′ = P(A + BG)Q , (4)
B′ = PBR. (5)
Without loss of generality, we shall also say that the corresponding pencils
[
λE − A −B] and[
λE′ − A′ −B′] are feedback equivalent. The following theorem is straightforward.
Theorem 1. Let (E, A, B) and (E′, A′, B′) be two feedback equivalent systems. Let M(λ) be a matrix pencil.
Then there exists F such that λE − A − BF is strictly equivalent to M(λ) if and only if there exists F ′ such
that λE′ − A′ − B′F ′ is strictly equivalent to M(λ).
2.1. Feedback canonical form of matrix pencils
Consider the system (1) and the corresponding pencil[
λE − A −B] ∈ F[λ]Ω×(Π+Δ). (6)
As it is proved in [16], under the feedback action (3)–(5), the system (E, A, B), i.e. the corresponding
pencil (6), can be brought into the feedback canonical form (Ec , Ac , Bc), i.e.
[
λEC − AC −BC], where
λEc − Ac is equal to⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N
C(c1, . . . , cc) E1
C
(
c
μ
1 + 1, . . . , c
μ
x + 1
)
R
B
(
bν1 , . . . , b
ν
b
)
E3
B
(
b
μ
1 + 1, . . . , b
μ
l+t + 1
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)
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and
− BC =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
E′2
E′4
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (8)
Here
C(a1, . . . , ay) := diag
(
C(λa1), . . . , C(λay)
)
,
B(a1, . . . , ay) :=
⎡⎣C(λa1−1)(
e
a1−1
1
)T
⎤⎦ ⊕ · · · ⊕
⎡⎣C(λay−1)(
e
ay−1
1
)T
⎤⎦
for any sequence of integers a1  · · · ay  1. Let ψ = ∑ci=1 ci, θ = ∑xi=1 cμi , 	 = ∑bi=1 bνi , and φ =∑l+t
i=1 b
μ
i . Moreover,
R :=
⎡⎣C(λr1)(
e
r1
1
)T
⎤⎦ ⊕ · · · ⊕
⎡⎣C(λrp)(
e
rp
1
)T
⎤⎦ ∈ F[λ](ρ+p)×ρ , ρ = p∑
i=1
ri,
N := λIw − (C(ατ−q+1) ⊕ · · · ⊕ C(ατ )) ∈ F[λ]w×w , w =
τ∑
i=1
d(αi),
where τ = rank [λE − A −B] = Ω − p. Finally,
E1 :=
[
diag
(
ec1c1 , . . . , e
cc
cc
)
0m−c
]
,
E′2 := diag
(
e
c
μ
1 +1
c
μ
1 +1, . . . , e
c
μ
x +1
c
μ
x +1
)
,
E3 := diag
(
e
bν1
bν1−1, . . . , e
bνb
bνb−1
)
,
E′4 := diag
(
e
b
μ
1 +1
b
μ
1
, . . . , e
b
μ
l+t+1
b
μ
l+t
)
.
Note that the block
[
C(λ0)(
e01
)T
]
corresponds to a zero row and that e10 := [1].
In [16] (see also [25]) the integers c1  · · · cc > cc+1 = · · · = cm = 0were called nonproper con-
trollability indices, c
μ
1 + 1 · · · cμx + 1 > 0werecalledproper controllability indices,bμ1  · · · bμl >
b
μ
l+1 = · · · = bμl+t = 0 were called almost proper controllability indices and bν1 − 1 · · · bνb − 1 0
were called almost nonproper controllability indices of the system (E, A, B).
In this paper, we prefer the notation from the matrix pencils theory (see e.g. [6,7,12,13]). So,
the integers c1  · · · cc > cc+1 = · · · = cm = 0 will be called the column minimal indices of the
second type, c
μ
1 + 1 · · · cμx + 1 > 0 will be called the column minimal indices of the ﬁrst type,
b
μ
1 + 1 · · · bμl + 1 > bμl+1 + 1 = · · · = bμl+t + 1 = 1 will be called the degrees of the inﬁnite ele-
mentary divisors of the ﬁrst type and bν1  · · · bνb  1will be called the degrees of the inﬁnite elementary
divisors of the second type of (6).
Moreover, thenonicreasing ordering of the integers c1, . . . , cm, c
μ
1 + 1, . . . , cμx + 1gives the column
minimal indices, and the nonincreasing ordering of bν1 , . . . , b
ν
b , b
μ
1 + 1, . . . , bμl+t + 1 gives the degrees
of the inﬁnite elementary divisors of (6). Finally, r1  · · · rp  0 are the row minimal indices of (6) and
the polynomials α1| · · · |ατ are the invariant factors of (6), q of them nontrivial.
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2.2. State feedback action on (Ec , Ac , Bc)
By Theorem 1, we can consider the state feedback action (2) on the singular system in the canonical
form (Ec , Ac , Bc). Thus, our aim is to give necessary and sufﬁcient conditions for the existence of a
matrix F acting on
[
λEC − AC −BC], such that the resulting pencil λEC − AC − BCF has prescribed
Kronecker invariants.
Consider a subpencil of λEc − Ac which is not affected (i.e. which remained the same) by the state
feedback action λEc − Ac − BcF . From the form of Bc (see (8)), one can conclude that this subpencil
is of the dimension (Ω − x − l − t) × Π , and that it is formed by all the rows of λEc − Ac except
the ones corresponding to the nonzero rows in Bc , i.e. except the rows w + ψ + ∑ji=1 (cμi + 1),
j = 1, . . . , x andw + ψ + θ + x + ρ + p + 	 + ∑ki=1(bμi + 1), k = 1, . . . , l + t. After some column
permutations, by using the previous notation, this subpencil becomes:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N
C(c1, . . . , cc) E1
C
(
c
μ
1 , . . . , c
μ
x
)
E2
R
B
(
bν1 , . . . , b
ν
b
)
E3
B
(
b
μ
1 , . . . , b
μ
l
)
E4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (9)
where
E2 = ec
μ
1
c
μ
1
⊕ · · · ⊕ ecμx
c
μ
x
,
E4 = eb
μ
1
b
μ
1 −1 ⊕ · · · ⊕ e
b
μ
l
b
μ
l −1.
Here we omit C(λ0) and e00 corresponds to a zero column. Denote by n the rank of (9). Thus, n =
τ − x − l − t.
In order to further simplify the notation, we shall write Cν for C(c1, . . . , cc), C
μ for C(c
μ
1 , . . . , c
μ
x ),
Bν for B(bν1 , . . . , b
ν
b) and B
μ for B(b
μ
1 , . . . , b
μ
l ).
Note that the feedback invariants of (9) are the sameas the feedback invariants of
[
λEc − Ac −Bc],
except that itsminimal indices of the ﬁrst type and the degrees of its inﬁnite elementary divisors of the
ﬁrst type are decreased by 1, and that the number of trivial invariant factors decreased by x + l + t.
Hence, without loss of generality, we shall denote the invariant factors of (9) by α1| · · · |αn.
Thus, our problem of the existence of F such that λEc − Ac − BcF has prescribed Kronecker invari-
ants, is equivalent to the problem of completion of (9) by (x + l + t) rows with the ﬁxed positions of
λ’s to the pencil with prescribed Kronecker invariants, i.e. we have:
2.3. Problem formulation
Problem 1. When there exist matrices X1, . . . , X10, Y1, . . . , Y10, Z1, . . . , Z10 with entries from F, such
that the pencil⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N
Cν E1
Cμ E2
R
Bν E3
Bμ E4
X1 X2 X3 X4 X5 X6 X7 λIx + X8 X9 X10
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 λIl + Y10
Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)
has prescribed Kronecker invariants.
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Solution of Problem 1 is the main result of this paper, and it is given in Section 8. In Sections 4–7,
we give some partial solutions of Problem 1 depending on the properties of the pencils (9) and (10).
The proofs we give are very technical. In order to simplify the presentation we introduce some
additional notation that will be used further on in the paper.
Denote by n + s the rank of (10), i.e. let s be a difference of the ranks of the pencils (10) and (9). Thus,
min(l + t + x,m + x) s x. Denote the columnminimal indices of (10) by d1  d2  · · · dd  dd+1= · · · = dm+x−s = 0, the row minimal indices of (10) by r¯1  · · · r¯p+x+l+t−s  0, the degrees of
the inﬁnite elementary divisors of (10) by b¯1  · · · b¯b+s−x  1 and the invariant factors of (10) by
γ1| · · · |γn+s. Moreover, denote this set of invariants by K.
Note that the nonicreasing ordering of the union of theminimal indices of the ﬁrst and of the second
type of (9) gives the column minimal indices of (9). Also, let f1  · · · fc+x be nonincreasing ordering
of the integers c1, . . . , cc , c
μ
1 + 1, . . . , cμx + 1.
Denote by b1  · · · bb+l+t the nonincreasing ordering of the integers bν1 , . . . , bνb , bμ1 , . . . , bμl ,
0, . . . , 0︸ ︷︷ ︸
t
. In fact, b1, . . . , bb+l are the degrees of the inﬁnite elementary divisors of (9). Let B1  · · ·
Bb+l+t be nonincreasing ordering of the integers bν1 , . . . , bνb , b
μ
1 + 1, . . . , bμl + 1, 1, . . . , 1︸ ︷︷ ︸
t
. Here, the
positions of b
μ
1 + 1, . . . , bμl + 1, 1, . . . , 1︸ ︷︷ ︸
t
are denoted by k1, . . . , kl+t , i.e. we have
ki := min
{
j|Bj = bμi + 1, j > ki−1
}
, i = 1, . . . , l,
ki := b + i, i = l + 1, . . . , l + t, k0 := 0.
Remark 1. Note that the minimal indices of the ﬁrst type and the degrees of the inﬁnite elementary
divisors of the ﬁrst type of (9), differ from the minimal indices of the second type and the degrees of
the inﬁnite elementary divisors of the second type of (9), respectively, by having λ’s under the “free”
units (the units from E2 and E4), in the completion to (10).
Also we shall use the concept of homogenization of polynomials, see [13]. Let λ and μ be two
independent variables. Let f (λ) = a0 + a1λ + · · · + anλn ∈ F[λ]. Then the polynomial
f ′(λ,μ) := a0μn + a1λμn−1 + · · · + anλn ∈ F[λ,μ]
will be called the homogenization of f (λ).
For the invariant factors of (9), we deﬁne polynomials α′1| · · · |α′n as their homogenization, as well
as
α˜i := α′iμbn+1−i , i = 1, . . . , n,
α¯i := μBn+1−iα′i , i = 1, . . . , n.
Also, we deﬁne
γ˜i := μb¯n+s+1−iγ ′i , i = 1, . . . , n + s.
Polynomials α˜1| · · · |α˜n and γ˜1| · · · |γ˜n+s are the homogeneous invariant factors of (9) and (10),
respectively. For details see [13].
2.3.1. Ideas of the proof
Since the number of involved invariants is large, the solution to Problem 1 is rather technical and
thus it is split into various cases depending on the number of column minimal indices and inﬁnite
elementary divisors (Sections 4–6), which are then uniﬁed in Sections 7 and 8. The techniques needed
in the proof have already been developed in our previous papers [6,7], and the familiarity with these
papers is helpful.
All the proofs are done by the induction on the number of added rows. Also, by using the strict
equivalence operations the matrix pencil is put in the simpler form – zeros can be made in various
positions. In Section 3.1 we give the technical lemmas that enable such simpliﬁcations.
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In Section 3.2, we give lemmas that enable us to use the induction. These lemmas include all the
invariants involved, and consequently have long statements.
3. Auxiliary results
3.1. Technical lemmas
All the lemmas given in this section will be used further on in the proofs of theorems in the sequel
sections. Their proofs are straightforward or can be found in [7,9]. Also, we introduce the following
notation:
B(b) :=
⎡⎣C(λb−1) eb−1b−1(
e
b−1
1
)T
0
⎤⎦ ∈ F[λ]b×b, for b > 1, and B(1) := [1].
The following lemma is easy to prove:
Lemma 1. Let b 1. Let a ∈ F1×b, then⎡⎣B(b)
a + λ
(
ebb
)T
⎤⎦ is strictly equivalent to
⎡⎣B(b)
λ
(
ebb
)T
⎤⎦ .
Lemma 2. Let b1  b2 > 0. Let m ∈ F1×b1 and a ∈ F1×b2 , then⎡⎢⎢⎣
B(b1) 0
0 B(b2)
m + λ
(
e
b1
b1
)T
a
⎤⎥⎥⎦ is strictly equivalent to
⎡⎢⎢⎣
B(b1) 0
0 B(b2)
λ
(
e
b1
b1
)T
0
⎤⎥⎥⎦ .
Proof. Apply Lemma 1 and Lemma 7 from [7]. 
Lemma 3 [7]. Let s(λ) ∈ F[λ]1×r be a matrix pencil. Let a1, . . . , ac , ac+1, b ∈ F be such that (a1, . . . ,
ac , ac+1, b) /= (0, . . . , 0), c  0. Then the matrix pencil⎡⎢⎢⎢⎣
C(λc) ecc
C(λr)(
er1
)T
a1 · · · ac λb + ac+1 s(λ)
⎤⎥⎥⎥⎦
is strictly equivalent to the following one⎡⎢⎢⎢⎣
C(λc) ecc
C(λr)(
er1
)T
a1 · · · ac λb + ac+1 0
⎤⎥⎥⎥⎦ .
The following lemma follows directly from Lemma 9 in [7].
Lemma 4. Let s ∈ F[λ]1×b. Let x /= 0 and a ∈ F1×(c+1), c  0. Then⎡⎢⎢⎣
C(λc) ecc
B(b)
a + xλ
(
e
c+1
1
)T
s
⎤⎥⎥⎦ is strictly equivalent to
⎡⎢⎢⎣
C(λc) ecc
B(b)
a + xλ
(
e
c+1
1
)T
0
⎤⎥⎥⎦ .
Note that
[
C(λ0) e00
]
corresponds to a zero column.
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3.2. Induction lemmas
The following lemma follows by induction from Lemma 4 from [5].
Lemma 5 [9]. Let α1| · · · |αn and γ1| · · · |γn+x+s be monic polynomials such that
γi|αi|γi+x+s, i = 1, . . . , n.
Let c1  · · · cc , cμ1 + 1 · · · cμx + 1 be positive integers. Denote their union by f1  · · · fc+x. Let
d1  · · · dc−s be positive integers. Let βi = lcm(αi−x , γi), i = 1, . . . , n + x, and let πj = ∏n+ji=1
lcm(αi−j , γi), j = 0, . . . , x + s. Suppose that
di  ci+s, i = 1, . . . , c,
hq∑
i=1
fi −
hq−q∑
i=1
di  d(πx+s) − d(πx+s−q), q = 1, . . . , x + s,
where hq = min{i|di−q+1 < fi}, q = 1, . . . , x + s,
c+x∑
i=1
fi +
n∑
i=1
d(αi) =
c−s∑
i=1
di +
n+x+s∑
i=1
d(γi).
Then there exist nonincreasing sequence of positive integers g1  · · · gc such that
gi  ci, i = 1, . . . , c, and di  gi+s, i = 1, . . . , c − s
h¯q∑
i=1
fi −
h¯q−q∑
i=1
gi  d(πx) − d(πx−q), q = 1, . . . , x,
where h¯j = min{i|fi−j+1 < gi}, j = 1, . . . , x,
h˜q∑
i=1
gi −
h˜q−q∑
i=1
di  d(πx+s) − d(πx+s−q), q = 1, . . . , s,
where h˜j = min{i|di−j+1 < gi}, j = 1, . . . , s,
c+x−y∑
i=1
gi +
n+x∑
i=1
d(βi) =
c+x∑
i=1
fi +
n∑
i=1
d(αi).
Lemma 6 [9]. Let x, y 0. Let α1| · · · |αn and γ1| · · · |γn be monic polynomials such that
γi|αi|γi+x+y, i = 1, . . . , n.
Let r1  · · · rp and r¯1  · · · r¯p+x+y be nonnegative integers. Letβi = lcm(αi−x , γi), i = 1, . . . , n + x.
Suppose that
ri  r¯i+x+y, i = 1, . . . , p,
vj∑
i=1
r¯i −
vj−j∑
i=1
ri 
n∑
i=1
d(αi) −
n∑
i=1
d(lcm(γi,αi−j)) − j, j = 1, . . . , x + y,
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vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , x + y,
p+x+y∑
i=1
r¯i +
n∑
i=1
d(γi) + x + y =
p∑
i=1
ri +
n∑
i=1
d(αi).
Then there exist nonincreasing integers r′1  · · · r′p+x  0, such that
ri  r′i+x , i = 1, . . . , p and r′i  r¯i+y, i = 1, . . . , p + x,
v¯j∑
i=1
r¯i −
v¯j−j∑
i=1
r′i 
n∑
i=1
d(βi) −
n∑
i=1
d(lcm(γi,βi−j)) − j, j = 1, . . . , y,
v¯j = min
{
i|r′i−j+1 < r¯i
}
, j = 1, . . . , y,
v′j∑
i=1
r′i −
v′j−j∑
i=1
ri 
n∑
i=1
d(αi) −
n∑
i=1
d(lcm(βi,αi−j)) − j, j = 1, . . . , x,
v′j = min
{
i|ri−j+1 < r′i
}
, j = 1, . . . , x,
p+x∑
i=1
r′i +
n∑
i=1
d(βi) =
p∑
i=1
ri +
n∑
i=1
d(αi) − x =
p+x+y∑
i=1
r¯i +
n∑
i=1
d(γi) + y.
The following lemma can be obtained from Lemma 9 in [5] by using the induction.
Lemma 7 [9]. Let d1  · · · dc−s, f1  · · · fc+x and g1  · · · gc be positive integers. Let α1| · · · |αn,
γ1| · · · |γn+x+s and β1| · · · |βn+x be monic polynomials. Let π˜j = ∏n+x+ji=1 lcm(βi−j , γi), j = 0, . . . , s,
and π¯j = ∏n+ji=1 lcm(αi−j ,βi), j = 0, . . . , x. If
di  gi+s, i = 1, . . . , c − s and gi  fi+x , i = 1, . . . , c,
γi|βi|γi+s, i = 1, . . . , n + x and βi|αi|βi+x , i = 1, . . . , n,
h˜q∑
i=1
gi −
h˜q−q∑
i=1
di  d(π˜s) − d(π˜s−q), q = 1, . . . , s,
where h˜q = min{i|di−q+1 < gi}, q = 1, . . . , s,
h¯q∑
i=1
fi −
h¯q−q∑
i=1
gi  d(π¯x) − d(π¯x−q), q = 1, . . . , x,
where h¯q = min{i|gi−q+1 < fi}, q = 1, . . . , x,
n∑
i=1
d(αi) +
c+x∑
i=1
fi =
n+x∑
i=1
d(βi) +
c∑
i=1
gi =
n+x+s∑
i=1
d(γi) +
c−s∑
i=1
di,
then
hq∑
i=1
fi −
hq−q∑
i=1
di 
n+x+s∑
i=1
d(γi) −
n+x+s−q∑
i=1
d(lcm(αi−x−s+q, γi)), q = 1, . . . , x + s,
where hq = min{i|di−q+1 < fi}, q = 1, . . . , x + s.
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Lemma 8 [9]. Let x, y 0. Let r1  · · · rp, r¯1  · · · r¯p+x+y and r′1  · · · r′p+x be nonnegative integers.
Let α1| · · · |αn, γ1| · · · |γn and β1| · · · |βn be monic polynomials, such that the following is valid:
γi|βi|γi+y, i = 1, . . . , n, and βi|αi|βi+x , i = 1, . . . , n,
ri  r′i+x , i = 1, . . . , p, and r′i  r¯i+y, i = 1, . . . , p + x,
v′j∑
i=1
r′i −
v′j−j∑
i=1
ri 
n∑
i=1
d(αi) −
n∑
i=1
d(lcm(βi,αi−j)) − j, j = 1, . . . , x,
v′j = min
{
i|ri−j+1 < r′i
}
, j = 1, . . . , x,
v¯j∑
i=1
r¯i −
v¯j−j∑
i=1
r′i 
n∑
i=1
d(βi) −
n∑
i=1
d(lcm(γi,βi−j)) − j, j = 1, . . . , y,
v¯j = min
{
i|r′i−j+1 < r¯i
}
, j = 1, . . . , y,
n∑
i=1
d(αi) +
p∑
i=1
ri + x =
n∑
i=1
d(βi) +
p+x∑
i=1
r′i =
n∑
i=1
d(γi) +
p+x+y∑
i=1
r¯i − y.
Then
vj∑
i=1
r¯i −
vj−j∑
i=1
ri 
n∑
i=1
d(αi) −
n∑
i=1
d(lcm(γi,αi−j)) − j, j = 1, . . . , x + y,
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , x + y.
4. Completion of pencils without inﬁnite elementary divisors of the ﬁrst type
In this section we consider Problem 1 in the case when the pencil (9) does not have inﬁnite ele-
mentary divisors of the ﬁrst type (i.e. when l = t = 0). By using the notation from Section 2 we have
the following theorem.
Theorem 2. Consider the pencil (9)with l = t = 0. There exists matrices X1, . . . , X8,with entries from F,
such that the pencil⎡⎢⎢⎢⎢⎢⎢⎢⎣
N
Cν E1
Cμ E2
R
Bν E3
X1 X2 X3 X4 X5 X6 X7 λIx + X8
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (11)
has K as Kronecker invariants, if and only if
(i) s = x, b¯i = bi, i = 1, . . . , b and r¯i = ri, i = 1, . . . , p,
(ii) di  si, i = 1, . . . , d,
(iii) c  dmin(c + x,m),
(iv) γi|αi+c−d|γi+x+c−d, i = 1, . . . , n + d − c,
M. Dodig, M. Stošic´ / Linear Algebra and its Applications 431 (2009) 1267–1292 1277
(v)
∑h¯q
i=1 fi −
∑h¯q−q
i=1 di  d(πc+x−d) − d(πc+x−d−q), q = 1, . . . , x + c − d,
where h¯q = min{i|di−q+1 < fi}, q = 1, . . . , x + c − d,
and πj = ∏n+ji=1 lcm(αi−j , γi+d−c), j = 0, . . . , x + c − d,
(vi)
∑c+x
i=1 fi +
∑n
i=1 d(αi) =
∑d
i=1 di +
∑n+x
i=1 d(γi),
where s1  · · · sd is the nonincreasing ordering of c1, . . . , cc , andof the smallest d − c among
(
c
μ
i + 1
)
’s.
Proof. Necessity: By Lemmas 3 and 4 we can make X4 = X5 = X7 = 0 (for details see [7]). Thus, we
obtain (i). Now, by applying Theorem 1 from [6] we obtain the rest of the conditions.
Sufﬁciency: Let X4 := 0, X5 := 0, X7 := 0. Now, by applying Theorem 1 from [6] we ﬁnish the
proof. 
5. Completions of pencils without columnminimal indices
In this section we are solving Problem 1 in the case when s = 0 and the pencil (9) does not have
column minimal indices (i.e. whenm = x = 0). This implies that (10) does not have column minimal
indices either. Thus, by using the notation from Section 2 we have the following theorem.
Theorem 3. Let s = 0. Consider the pencil (9) in the case m = x = 0 :
A(λ) =
⎡⎢⎢⎣
N
R
Bν E3
Bμ E4
⎤⎥⎥⎦ . (12)
There exist matrices X1, . . . , X6, Y1, . . . , Y6 with entries from F, such that
M(λ) =
⎡⎢⎢⎢⎢⎢⎢⎣
N
R
Bν E3
Bμ E4
X1 X2 X3 X4 X5 λIl + X6
Y1 Y2 Y3 Y4 Y5 Y6
⎤⎥⎥⎥⎥⎥⎥⎦ (13)
has K as Kronecker invariants, if and only if
(i) γi|αi|γi+l+t , i = 1, . . . , n,
(ii) r¯i+l+t  ri, i = 1, . . . , p,
(iii) Bi+j  b¯i  Bi+l+t , kj − j + 1 i < kj+1 − j, j = 0, . . . , l + t − 1,
b¯i = bi+l+t , i kl+t − l − t + 1,
(iv)
∑vj
i=1 r¯i −
∑vj−j
i=1 ri 
∑n
i=1 d(α¯i) −
∑n
i=1 d(lcm(γ˜i, α¯i−j)) − j, j = 1, . . . , l + t
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t,
(v)
∑p
i=1 ri +
∑n
i=1 d(α˜i) =
∑p+l+t
i=1 r¯i +
∑n
i=1 d(γ˜i).
Remark 2. Before proceeding note that by Lemma2, and from the formof the pencil (13), we have that
for all i = 1, . . . , l, and j = 1, . . . , b + l, such that j ki, (13) is strictly equivalent to the same pencil
where the i-th row of
[
X3 X4 X5 X6
]
under the block coresponding to bj , is equal to zero.
Proof. Necessity: Suppose that there exist X1, . . . , X6, Y1, . . . , Y6 such that (13) has K as Kronecker
invariants. By Theorem 4 from [7] follows the necessity of the conditions (i), (ii) and (v) as well as
bi  b¯i  bi+l+t , i = 1, . . . , n (14)
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and
vj∑
i=1
r¯i −
vj−j∑
i=1
ri 
n∑
i=1
d(α˜i) −
n∑
i=1
d(lcm(γ˜i, α˜i−j)), j = 1, . . . , l + t, (15)
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t.
Thus, we are left with proving the conditions (iii) and (iv). This will be done by the induction on
l + t.
Let l + t = 1. Then (iii) and (iv) become
Bi  b¯i  Bi+1, i = 1, . . . , k1 − 1, (16)
b¯i = bi+1, i k1, (17)
v1∑
i=1
r¯i −
v1−1∑
i=1
ri 
n∑
i=1
d(α¯i) −
n∑
i=1
d(γ˜i) − 1. (18)
By Lemma 2 and Remark 2, we have that the pencil (13) is strictly equivalent to the pencil which
is the same as (13) except that it has zeros in the last row under the blocks corresponding to bi, for all
i > k1. By (14) we have that this implies (17).
Now, consider the pencil[
M(λ)
0
1
]
. (19)
Denote the invariant factors of (19) by δ1| · · · |δn+1, where δ1 = 1 and δi = αi−1, i = 2, . . . , n + 1.
Moreover, the degrees of the inﬁnite elementary divisors of (19) coincide with B1  · · · Bb+1. Then
δ˜i := δ′iμBn+2−i , i = 1, . . . , n + 1 are the homogeneous invariant factors of (19) (δ′i is the homogeniza-
tion of δi). So, by the divisibility relations from [7] (see also [1,21,22]), we have
δ˜i|γ˜i|δ˜i+1, i = 1, . . . , n,
which directly implies (16).
Finally, since for l + t = 1,∑ni=1 d(α¯i) = ∑ni=1 d(α˜i) − 1, the condition (18) is equivalent to (15).
Let l + t > 1. Consider the pencil formed by all but the last row of M(λ). Denote by β1| · · · |βn
its invariant factors, by r′1  · · · r′p+l+t−1 its rowminimal indices and by b′1  · · · b′b+1 the degrees
of its inﬁnite elementary divisors. Note that, with respect to the one-row completion up to (13), by
Remarks 1 and 2, we have that B′i := b′i , i /= kl+t − l − t + 1 and B′kl+t−l−t+1 = b′kl+t−l−t+1 + 1. Also,
let β˜i := β ′iμb
′
n+1−i and β¯i := β ′iμB
′
n+1−i , i = 1, . . . , n, where β ′i is the homogenization of βi. Now by
the induction hypothesis we have:
βi|αi|βi+l+t−1, i = 1, . . . , n, (20)
r′i+l+t−1  ri, i = 1, . . . , p, (21)
Bi+j  b′i  Bi+l+t−1, kj − j + 1 i < kj+1 − j, j = 0, . . . , l + t − 2, (22)
b′i = bi+l+t−1, i kl+t−1 − l − t + 2, (23)
v′j∑
i=1
r′i −
v′j−j∑
i=1
ri 
n∑
i=1
d
(
α¯′i
)
−
n∑
i=1
d
(
lcm
(
β˜i, α¯
′
i−j
))
− j, j = 1, . . . , l + t − 1, (24)
where v′j = min
{
i|ri−j+1 < r′i
}
, j = 1, . . . , l + t − 1,
p∑
i=1
ri +
n+l+t∑
i=1
d(α˜i) =
p+l+t−1∑
i=1
r′i +
n+1∑
i=1
d(β˜i). (25)
M. Dodig, M. Stošic´ / Linear Algebra and its Applications 431 (2009) 1267–1292 1279
as well as
γi|βi|γi+1, i = 1, . . . , n, (26)
r¯i+1  r′i , i = 1, . . . , p′, (27)
B′i  b¯i  B′i+1, 1 i kl+t − l − t, (28)
b¯i = b′i+1, i kl+t − l − t + 1, (29)
v¯1∑
i=1
r¯i −
v¯1−1∑
i=1
r′i 
n∑
i=1
d(β¯i) −
n∑
i=1
d(γ˜i) − 1, (30)
where v¯1 = min
{
i|r′i < r¯i
}
,
p′∑
i=1
r′i +
n+1∑
i=1
d(β˜i) =
p′+1∑
i=1
r¯i +
n∑
i=1
d(γ˜i), (31)
where α¯′i = α′iμB˜n+1−i , i = 1, . . . , n, and B˜i = Bi, i /= kl+t and B˜kl+t = bkl+t (see Remarks 1 and 2). By
unifying (22) and (28) we have
Bi+j  b′i = B′i  b¯i  B′i+1  b′i+1  Bi+l+t
for kj − j + 1 i < kj+1 − j, j = 0, . . . , l + t − 2. Also, (23) and (28) give
Bi+l+t−1  b¯i  Bi+l+t , kl+t−1 − l − t + 2 i < kl+t − l − t + 1.
Finally, by (23) and (29), we have
b¯i = bi+l+t , i kl+t − l − t + 1.
Altogether we have obtained (iii), as wanted.
Now, we are left with proving the condition (iv). The conditions (20), (22) and (23) give
β¯i|α¯i|β¯i+l+t−1, i = 1, . . . , n. (32)
Also, the conditions (26), (28) and (29) give
γ˜i|β¯i|γ˜i+1, i = 1, . . . , n. (33)
Moreover, by (22) and (23) follows:
b+l+t∑
i=1
B˜i −
b+l+t∑
i=1
max
(
b′i , B˜i+j
)
=
b+l+t∑
i=1
Bi −
b+l+t∑
i=1
max
(
B′i , Bi+j
)
, j = 1, . . . , l + t − 1.
Thus, (24) is equivalent to
v′j∑
i=1
r′i −
v′j−j∑
i=1
ri 
n∑
i=1
d(α¯i) −
n∑
i=1
d(lcm(β¯i, α¯i−j)) − j, j = 1, . . . , l + t − 1, (34)
where v′j = min
{
i|ri−j+1 < r′i
}
. Hence, by the conditions (21), (25), (27) and (30)–(34), we can apply
Lemma 8, and so we obtain (iv).
Sufﬁciency: By (iii) we can put zeros under the blocks corresponding to bkl+t+1, . . . , bb+l , and thus
we assume that kl+t = b + l + t. Moreover, by row and column permutations, we shall consider the
block
[
Bν E3
Bμ E4
]
of the pencil A(λ) in the following form
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B =
⎡⎢⎢⎣
B(b1)
. . .
B(bkl+t )
⎤⎥⎥⎦ .
Without loss of generality we shall denote
[
N
R
B
]
by A(λ).
The proof of the sufﬁciency of the conditions goes by the induction on l + t.
Let l + t = 1. If for some i ∈ {1, . . . , k1 − 1} bi = b¯i or bi+1 = b¯i, put zeros under the blocks cor-
responding to bi, i.e. bi+1, respectively, and proceed. Thus, without loss of generality, we may assume
that bi > b¯i > bi+1, i = 1, . . . , k1 − 1. Hence, by Theorem 4 from [7] we conclude that there exists a
constant row matrix S such that the row[
(−1)bS
(
e
b¯1
1
)T
· · ·
(
e
b¯k1−2
1
)T (
e
b¯k1−1
1
)T
+ (1 − t)λ 0
]
gives the wanted completion of A(λ).
Let l + t > 1. By using the notation from the necessity part of the proof, we are left with proving
the existence of the polynomials β1| · · · |βn and the integers r′1  · · · r′p+l+t−1 and b′1  · · · b′b+1
such that they satisfy the conditions (20)–(23), (34) and (26)–(31).
Note that the conditions (i) and (iii) together imply
γ˜i|α¯i|γ˜i+l+t , i = 1, . . . , n. (35)
Now, we shall deﬁne b′i ’s in the following way:
b′i := max(b¯i, Bi+l+t−1), i = 1, . . . , kl+t − t − l,
b′kl+t−l−t+1 := max(b¯kl+t−l−t+1, Bkl+t ) − 1,
b′i := b¯i−1, i kl+t − l − t + 2
and B′i = b′i , i /= kl+t − l − t + 1 and B′kl+t−l−t+1 = b′kl+t−l−t+1 + 1.
By (iii) such deﬁned integers satisfy (23), (28) and (29). Hence we are left with proving (22). The
right hand side of the inequality follows directly from the deﬁnition of b′i . Moreoverwe shall prove that
Bi+j max(b¯i, Bi+l+t−1)
for allkj − j + 1 i < kj+1 − j, j = 0, . . . , l + t − 2.By (iii)wehave thatBi+j  b¯i for all these indices.
Since j < l + t − 2, we have Bi+j  Bi+l+t−1, as wanted.
Now, let
βi := lcm(γi,αi−l−t+1), i = 1, . . . , n.
Such deﬁned polynomials trivially satisfy the conditions (20) and (26). Moreover, by the deﬁnition of
B′1  · · · B′b+1, we have
β¯i := β ′iμB
′
n+1−i = lcm(γ˜i, α¯i−l−t+1), i = 1, . . . , n,
where β ′i is the homogenization of βi.
Finally, by the conditions (ii), (iv), (v) and (35) we can apply Lemma 6, and thus obtain the integers
r′1  · · · r′p+l+t−1 which satisfy the conditions (21), (25), (27), (30), (31) and (34), as wanted. 
6. Completion of pencils without columnminimal indices of the ﬁrst type
In this sectionwe consider Problem1 in the casewhen the pencil (9) does not have columnminimal
indices of the ﬁrst type (i.e. x = 0) and when s = l + t. By using the notation from Section 2 we have
the following theorem.
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Theorem 4. Let s = l + t. Consider the pencil (9) with x = 0, i.e.
A(λ) =
⎡⎢⎢⎢⎢⎣
N
Cν E1
R
Bν E3
Bμ E4
⎤⎥⎥⎥⎥⎦ . (36)
There exist matrices X1, . . . , X8, Y1, . . . , Y8 with entries from F, such that
M(λ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N
Cν E1
R
Bν E3
Bμ E4
X1 X2 X3 X4 X5 X6 X7 λIl + X8
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(37)
has K as Kronecker invariants, if and only if
(i) r¯i = ri, i = 1, . . . , p,
(ii) max(0, c − l − t) dmin(c,m − l − t),
(iii) di  ci+c−d, i = 1, . . . , d,
(iv) γi|αi+c−d−l−t|γi+c−d, i = 1, . . . , n − c + d + l + t,
(v)
∑hj
i=1 ci −
∑hj−j
i=1 di 
∑n+s
i=1 d(γ˜i) −
∑n+c−d−j
i=1 d(lcm(γ˜i, α¯i−c+d+j)), j = 1, . . . , c − d,
where hj = min{i|di−j+1 < ci}, j = 1, . . . , c − d,
(vi) b¯i  Bi  b¯i+c−d−j , k¯j < i k¯j+1, j = 0, . . . , c − d − 1,
b¯i = bi, i > kl+t
(vii)
∑n
i=1 d(α¯i) +
∑c
i=1 ci =
∑n+l+t
i=1 d(γ˜i) +
∑d
i=1 di
where k¯i := ki+l+t+d−c , i = 1, . . . , c − d and k¯0 := 0.
Proof. Necessity: Since s = l + t, by Lemma 3 and by Remark 1 from [7], we can consider
[
X3
Y3
]
= 0.
So, we obtain (i).
Denote by k the rank of the submatrix of
[
X6
Y6
]
formed by its last m − c columns. Then the number
of zero columnminimal indices of (37),m − l − t − d, is equal tom − c − k. Thus, k = l + t + d − c.
Since 0 kmin(m − c, l + t) we have (ii).
The proof of the necessity of the conditions (iii)–(vii) is split into two cases:
Case 1. Letm = c, then d = c − l − t. Now (iii)–(vii) become
di  ci+l+t , i = 1, . . . , c − l − t, (38)
γi|αi|γi+l+t , i = 1, . . . , n, (39)
hj∑
i=1
ci −
hj−j∑
i=1
di 
n+l+t∑
i=1
d(γ˜i) −
n+l+t−j∑
i=1
d(lcm(γ˜i, α¯i−l−t+j)), j = 1, . . . , l + t, (40)
where hj = min{i|di−j+1 < ci}, j = 1, . . . , l + t,
b¯i  Bi  b¯i+l+t−j , kj < i kj+1, j = 0, . . . , l + t − 1, (41)
b¯i = bi, i > kl+t (42)
n∑
i=1
d(α¯i) +
c∑
i=1
ci =
n+l+t∑
i=1
d(γ˜i) +
c−l−t∑
i=1
di. (43)
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By Theorem 3 from [7], we obtain (38), (39) and (43). Hence, we are left with proving (40), (41) and
(42). Analogously as in the previous theorem, we shall do this by the induction on l + t.
For l + t = 1, completely analogously as in the proof of (16) in the previous theorem we have that
b¯i  Bi  b¯i+1, i = 1, . . . , b + 1.
The last together with Remark 2 gives bi = b¯i, i > k1. Thus we have (41) and (42). Also, since (38) and
(43) are valid, the condition (40) for l + t = 1 is equivalent to
di = ci+1, i h1. (44)
By Theorem 3 in [7], there exists t1 such that for fi := ci, i /= t1, ft1 := ct1 + 1, we have
di = fi+1, i h′1, (45)
where h′1 = min{i|di < fi}. Hence, h1  h′1  t1 and thus (45) gives (44), as wanted.
Now let l + t > 1. Consider the pencil formed by all but the last row of (37). Denote by g1  · · ·
gc−l−t+1 its columnminimal indices, byβ1| · · · |βn+l+t−1 its invariant factors and by b′1  · · · b′b+l+t
the degrees of its inﬁnite elementary divisors. Relative to the one-row completion up to (37), by
Remarks 1 and 2, we have that B′i = b′i , i /= kl+t and B′kl+t = b′kl+t + 1. By the induction hypothesis,
after some calculations, we obtain that the following conditions are valid:
b′i  Bi  b′i+l+t−1−j , kj < i kj+1, j = 0, . . . , l + t − 2, (46)
b′i = bi, i > kl+t−1, (47)
gi  ci+l+t−1, i = 1, . . . , c − l − t + 1, (48)
β¯i|α¯i|β¯i+l+t−1, i = 1, . . . , n, (49)
h′j∑
i=1
ci −
h′j−j∑
i=1
gi 
n+l+t−1∑
i=1
d(β¯i) −
n+l+t−1−j∑
i=1
d(lcm(β¯i, α¯i−l−t+1+j)), j = 1, . . . , l + t − 1,
where h′j = min{i|gi−j+1 < ci}, j = 1, . . . , l + t − 1, (50)
n∑
i=1
d(α¯i) +
c∑
i=1
ci =
n+l+t−1∑
i=1
d(β¯i) +
c−l−t+1∑
i=1
gi (51)
as well as
b¯i  B′i  b¯i+1, i = 1, . . . , kl+t , (52)
b¯i = b′i , i > kl+t , (53)
di  gi+1, i = 1, . . . , c − l − t, (54)
γ˜i|β¯i|γ˜i+1, i = 1, . . . , n + l + t − 1, (55)
h¯1∑
i=1
gi −
h¯1−1∑
i=1
di 
n+l+t∑
i=1
d(γ˜i) −
n+l+t−1∑
i=1
d(β¯i), h¯1 = min{i|di < gi}, (56)
n+l+t−1∑
i=1
d(β¯i) +
c−l−t+1∑
i=1
gi =
n+l+t∑
i=1
d(γ˜i) +
c−l−t∑
i=1
di, (57)
where β¯i = β ′iμB
′
n+l+t−i , i = 1, . . . , n + l + t − 1.
By unifying the conditions (46), (47), (52) and (53), we directly obtain (42) and the condition
(41) for j = 0, . . . , l + t − 2. Moreover, for j = l + t − 1, we have that kl+t−1 < i kl+t and thus
b¯i  Bi = B′i  b¯i+1.
By the conditions (48)–(51) and (54)–(57), we can apply Lemma 7 and thus obtain (40), as wanted.
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Case 2. Let m > c, and so d > c − l − t. Consider the submatrix of
[
X6
Y6
]
formed by its last m − c
columns. By preserving the form of the rest of the matrixM(λ), it is equivalent to⎡⎣Z 00 I
0 0
⎤⎦ (58)
for somematrix Z . Moreover, as we have seen in the beginning of the proof, the rank of (58) is equal to
l + t + d − c. Hence, by denoting z := rank Z , we have that I = Il+t+d−c−z and Z ∈ Fl×(m−l−t−d+z).
Denote by Zj the submatrix formed by the ﬁrst j rows of Z , j = 1, . . . , l. Let
ti := min{j|rank Zj = i}, i = 1, . . . , z.
Then, obviously, 1 t1 < · · · < tz  l. Only by column operations, the matrix Z is equivalent to a
matrix Z¯ , which has units at the positions (ti, i), i = 1, . . . , z, and zeros at the positions (α,β), such
that tj α < tj+1 and β > j, for some j = 0, . . . , z (t0 := 0, tz+1 := l + 1). Furthermore, by using
these units in Z¯ as pivots, one can put zeros instead of scalars in the respective rows, only with
column operations. Without loss of generality we shall denote such obtained pencil by M(λ). Now,
consider the submatrix ofM(λ) formed by the rows 1, . . . , n + p, n + p + t1, . . . , n + p + tz , n + p +
l + 1, . . . , n + p + 2l + t + d − c − z, and denote it by G(λ).
Denote byω1| · · · |ωn+l+t+d−c , c¯1  · · · c¯m−l−t−d+c , b′ν1  · · · b′νb+l+t+d−c , b′μ1  · · · b′μc−d the
invariant polynomials, the columnminimal indices and the degrees of the inﬁnite elementary divisors
of the second and of the ﬁrst typewith respect to the completion by the remaining c − d rows, respec-
tively, of the matrix G(λ). Obviously,ωi = αi−l+t−d+c , i = 1, . . . , n + l + t + d − c. Also, c¯i = ci, i =
1, . . . ,m − l + t − d + c, and b′ν1  · · · b′νb+l+t+d−c are the integers bν1 . . . , bνb , bμt1 + 1, . . . , bμtz + 1,
1, . . . , 1︸ ︷︷ ︸
l+t+d−c−z
in nonincreasing order. Finally, b
′μ
1  · · · b′μc−d are the integers
{
b
μ
1 , . . . , b
μ
l+t
}
\
{
b
μ
t1
, . . . ,
b
μ
tz
, b
μ
c−d+z , . . . , b
μ
l+t
}
innonincreasingorder. LetG′1, . . . , G′b+l+t beanonincreasingorderingofb′ν1 , . . . ,
b′νb+l+t+d−c , b
′μ
1 + 1, . . . , b′μc−d + 1. From the deﬁnition of Bi’s we have that Bi = G′i , i = 1, . . . , b + l +
t. Thus, by applyingCase 1 for the completion ofG(λ) toM(λ), we obtain thenecessity of the conditions
(iii)–(v) and (vii), as well as
b¯i  Bi  b¯i+c−d−j , k′j < i k′j+1, j = 0, . . . , c − d − 1, (59)
k¯′0 := 0, b¯i = bi, i > k′c−d, (60)
where
{
k′1, . . . , k′c−d
}
= {k1, . . . , kl+t} \ {kt1 , . . . , ktz , kc−d+z , . . . , kl+t}. However, (59) and (60) imply
(vi), as wanted.
Sufﬁciency: Put thezerosunder theblockR, andunder theblockscorresponding tobkl+t+1, . . . , bb+l .
Further proof is based on the proof of Theorem 3 in [7], and it is split into two cases:
Case 1: Let m = c, and so d = c − l − t. In this case, we need to prove the sufﬁciency of (38)–(43).
The proof goes by the induction on l + t.
Let l + t = 1. Since h1 = min{i|di < ci} and di = ci+1, i > h1, we put the zeros under the blocks
corresponding to ch1+1, . . . , cm. Thus, without loss of generality, we can assume that c = h1. Now,
we can apply the sufﬁciency part of the proof for the case of one row completion from Theorem 3 in
[7]. To ﬁnish the proof, we are left with proving the following problem (it replaces the Problem 3 in
Ref. [7]):
Problem 2. Let b1  · · · bk1 and b¯1  · · · b¯k1 be positive integers. Let Bi = bi, i /= k1 and Bk1 =
bk1 + 1. Let a 1. Let Ca−1 =
[
C(λa−1) ea−1a−1
]
.
If
b¯i  Bi  b¯i+1, i = 1, . . . , k1, (61)
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k1∑
i=1
b¯i = a +
k1∑
i=1
bi (62)
deﬁne a row matrix z, z ∈ F1×∑k1i=1 bi , such that the matrix pencil
T(λ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ca−1 0
0
B(b1)
. . .
B(bk1)
1 0 · · · 0︸ ︷︷ ︸
a−1
z(λ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (63)
where z(λ) = z + (1 − t)λ
(
e
∑k1
i=1 bi∑k1
i=1 bi
)T
, has b¯1, . . . , b¯k1 as the degrees of its inﬁnite elementary divi-
sors, and such that the inﬁnite elementary divisors form a complete set of its Kronecker invariants.
Solution to Problem 2. Since (61) implies b¯i  bi  b¯i+1, i = 1, . . . , k1, we can apply Problem 3 in Ref.
[7]. Thus, there exists a pencil z(λ)
z(λ) :=
[
a11 · · · a1b1 + w1λ · · · ak11 · · · ak1bk1 + wk1λ
]
such that the pencil T(λ) has the wanted Kronecker invariants.
Since l + t = 1, we have two possibilities: If t = 0, then l = 1 and because of the number of the
inﬁnite elementary divisors and properties of the rank we have that there exists i ∈ {1, . . . , k1} such
thatwi /= 0. If i < k1, then by Remark 1, we have b¯k1 = bk1 which contradicts (61). Thus,w1 = · · · =
wk1−1 = 0, wk1 /= 0, as wanted.
If t = 1, then l = 0 and because of the number of the inﬁnite elementary divisors and properties
of the rank, we have that wi = 0, i = 1, . . . , k1.
Thus, z :=
[
a11 · · · a1b1 · · · ak11 · · · ak1bk1
]
, as wanted. 
Now, let l + t > 1. In order to ﬁnish the proof, by using the notation from the necessity part of
the proof, we are left with proving the existence of integers B′i  · · · B′b+l+t  1 (again by Remarks
1 and 2, we have b′i = B′i , i /= kl+t and b′kl+t = B′kl+t − 1), g1  · · · gc−l−t+1  0 and polynomials
β1| · · · |βn+l+t−1 which satisfy the following conditions:
gi  ci+l+t−1, i = 1, . . . , c − l − t + 1, and di  gi+1, i = 1, . . . , c − l − t, (64)
βi|αi|βi+l+t−1, i = 1, . . . , n, (65)
γi|βi|γi+1, i = 1, . . . , n + l + t − 1, (66)
h′j∑
i=1
ci −
h′j−j∑
i=1
gi 
n+l+t−1∑
i=1
d(β˜i) −
n+l+t−1−j∑
i=1
d
(
lcm
(
β˜i, α¯
′
i−l−t+1+j
))
, j = 1, . . . , l + t − 1,
where h′j = min{i|gi−j+1 < ci}, j = 1, . . . , l + t − 1, (67)
h¯1∑
i=1
gi −
h¯1−1∑
i=1
di 
n+l+t∑
i=1
d(γ˜i) −
n+l+t−1∑
i=1
d(β¯i), h¯1 = min{i|di < gi}, (68)
b′i  Bi  b′i+l+t−1−j , kj < i kj+1, j = 0, . . . , l + t − 2, (69)
b′i = bi, i > kl+t−1, (70)
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b¯i  B′i  b¯i+1, i = 0, . . . , kl+t , (71)
b¯i = b′i , i > kl+t , (72)
c−l−t+1∑
i=1
gi +
n+l+t−1∑
i=1
β˜i + 1 =
n∑
i=1
d(α¯i) +
c∑
i=1
ci, (73)
where β˜i := β ′iμb′n+l+t−i , i = 1, . . . , n + l + t − 1, α¯′i = αiμB˜n+1−i i = 1, . . . , n, and where B˜i = Bi,
i /= kl+t and B˜kl+t = bkl+t (see Remarks 1 and 2).
Let
B′i := max(b¯i+1, Bi), i kl+t (74)
b′i := bi, i > kl+t . (75)
By (74), (75) and (vi), we have that (69)–(72) are valid. Now, let
βi := lcm(αi−l−t+1, γi), i = 1, . . . , n + l + t − 1,
and so β¯i := β ′iμB
′
n+l+t−i = lcm(α¯i−l−t+1, γ˜i), i = 1, . . . , n + l + t − 1.
These polynomials satisfy (65) and (66) as well as
β¯i|α¯i|β¯i+l+t−1, i = 1, . . . , n, (76)
γ˜i|β¯i|γ˜i+1, i = 1, . . . , n + l + t − 1. (77)
This together with the conditions (38), (40) and (43), by applying Lemma 5, gives the existence of
integers g1  · · · gc−l−t+1 such that the conditions (64), (68), (73) and
h′j∑
i=1
ci −
h′j−j∑
i=1
gi 
n+l+t−1∑
i=1
d(β¯i) −
n+l+t−1−j∑
i=1
d(lcm(β¯i, α¯i−l−t+1+j)), j = 1, . . . , l + t − 1,
(78)
h′j = min{i|gi−j+1 < ci}, j = 1, . . . , l + t − 1, are satisﬁed. Finally, by using the deﬁnition of b′i ’s and
B˜i’s we have that (78) is equivalent to (67), which ﬁnishes our proof.
Case 2. Letm > c and so d > c − l − t.
Deﬁne the last m − c columns of the matrix
[
X6
Y6
]
as
[
Il+t+d−c 0∗ 0
]
. Moreover, put the rest of the
ﬁrst l + t + d − c lines of
[
X1 · · · X8
Y1 · · · Y8
]
to be zero.
Now, by the conditions (i) − (vii), we can apply Case 1 for the completion of such obtained sub-
matrix ofM(λ), formed by its ﬁrst n + p + l + t − c + d rows, by c − d rows to the pencilM(λ). 
7. Uniﬁcation of the previous two theorems
In this sectionwe shall consider the pencil (9) without columnminimal indices of the ﬁrst type (i.e.
with x = 0), and without any restriction on the value of s. Thus by using the notation from Section 2
we have the following theorem.
Theorem 5. Consider the pencil (36). There exist matrices X1, . . . , X8, Y1, . . . , Y8 with entries from F, such
that the pencil (37) has K as Kronecker invariants, if and only if
(i) max(0, c − s) dmin(c,m − s),
(ii) di  ci+c−d, i = 1, . . . , d,
(iii) γi|αi−s+c−d|γi+l+t−s+c−d, i = 1, . . . , n + s + d − c,
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(iv) Bi  b¯i+c−d−j  Bi+l+t−s−d+c−j , k¯j < i < k¯j+1, for j = 0, . . . , l + t − s − d + c − 1,
and bi = b¯i−l−t+s, i > kl+t ,
(v) r¯i+l+t−s  ri, i = 1, . . . , p,
(vi)
∑hj
i=1 ci −
∑hj−j
i=1 di 
∑n
i=1 d(α¯i) +
∑c
i=1 ci −
∑d
i=1 di −
∑n+s−j
i=1 d(lcm(α¯i−s+j , γ˜i)),
where hj = min{i|di−j+1 < ci}, j = 1, . . . , s,
(vii)
∑vj
i=1 r¯i −
∑vj−j
i=1 ri 
∑n
i=1 d(α¯i) +
∑c
i=1 ci −
∑d
i=1 di −
∑n+s
i=1 d(lcm(γ˜i, α¯i−j−s)) − j,
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t − s,
(viii)
∑n+s
i=1 d(lcm(α¯i−s, γ˜i))
∑n
i=1 d(α¯i) +
∑c
i=1 ci −
∑d
i=1 di,
(ix)
∑c
i=1 ci +
∑p
i=1 ri +
∑n
i=1 d(α˜i) + s =
∑d
i=1 di +
∑p¯
i=1 r¯i +
∑n+s
i=1 d(γ˜i),
where k¯0 := 0, k¯i := ki+s+d−c , i = 1, . . . , l + t − s − d + c.
Proof. Necessity: Analogously as in the proof of the necessity of the second condition from Theorem
4, we have (i). Let
X :=
[
X1 · · · λIl + X8
Y1 · · · Y8
]
. (79)
Since s = rankM(λ) − rank A(λ), we have that rank X  s. Moreover, from the form of A(λ), without
loss of generality, we can assume that the rank of the ﬁrst s rows of X is maximal, i.e. equal to s, and
that the rank of the pencil obtained by completion of A(λ) by these s rows is n + s (this can be done
by adding linearly independent rows of X to the ﬁrst s rows of X , while preserving strict equivalence
and the form of A(λ)).
Now, consider the pencil formed by the ﬁrst n + p + s rows of M(λ). Denote its invariant factors
by β1| · · · |βn+s and the degrees of its inﬁnite elementary divisors by b′1  · · · b′b+max(l,s). By Lemma
3 the rowminimal indices of this pencil and of the pencil A(λ) coincide (r1  · · · rp). Moreover, if we
consider such a pencil in the Kronecker canonical form, we obtain that the submatrix of M(λ) lying
under the blocks corresponding to its column minimal indices has rank 0. Thus, the column minimal
indices of the observed pencil coincide with the column minimal indices of M(λ) (d1  · · · dd >
dd+1 = · · · = dm−s = 0).
By Theorem 4 for the completion of A(λ) by the ﬁrst s rows, we have:
di  ci+c−d, i = 1, . . . , d, (80)
βi|αi−s+c−d|βi+c−d, i = 1, . . . , n + d − c + s, (81)
hj∑
i=1
ci −
hj−j∑
i=1
di 
n+s∑
i=1
d(β˜i) −
n+s−j∑
i=1
d
(
lcm
(
β˜i, α¯
′
i−s+j
))
, j = 1, . . . , s, (82)
where hj = min{i|di−j+1 < ci}, j = 1, . . . , s,
b′i  B˜i  b′i+c−d−j , k¯j < i k¯j+1, j = 0, . . . , c − d − 1, (83)
b′i = bi, i > ks, (84)
n∑
i=1
d
(
α¯′i
)
+
c∑
i=1
ci =
n+s∑
i=1
d(β˜i) +
d∑
i=1
di, (85)
where β˜i := β ′iμb
′
n+s+1−i , i = 1, . . . , n + s (β ′i is thehomogenizationofβi), andwhere α¯′i := α′iμB˜n+1−i ,
i = 1, . . . , n, where B˜i = Bi, for i ks and B˜i = bi, for i > ks (see Remarks 1 and 2).
Moreover, by Theorem 3 for the completion by the remaining l + t − s rows follows:
γi|βi|γi+l+t−s, i = 1, . . . , n + s, (86)
r¯i+l+t−s  ri, i = 1, . . . , p, (87)
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B′i+w  b¯i  B′i+l+t−s, k′w − w + 1 i < k′w+1 − w, w = 0, . . . , l + t − s − 1, (88)
b¯i−l−t+s = b′i , i > kl+t , (89)
vj∑
i=1
r¯i −
vj−j∑
i=1
ri 
n+s∑
i=1
d(β¯i) −
n+s∑
i=1
d(lcm(γ˜i, β¯i−j)) − j, j = 1, . . . , l + t − s, (90)
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t − s,
p∑
i=1
ri +
n+s∑
i=1
d(β˜i) =
p+l+t−s∑
i=1
r¯i +
n+s∑
i=1
d(γ˜i), (91)
where k′w := kw+s, w = 1, . . . , l + t − s − 1 and k′0 := 0, and where β¯i := β ′iμB′n+s+1−i , i = 1, . . . ,
n + s. Here B′i := b′i , i /= ks+j and B′i := b′i + 1, i = ks+j , j = 1, . . . , l + t − s (see Remarks 1 and 2).
The condition (80) gives (ii). From (81) and (86) we have (iii). From (87) follows (v). From (85) and
(91) we obtain (ix).
Moreover, the conditions (81), (83) and (84) imply
β¯i|α¯i−s+c−d|β¯i+c−d, i = 1, . . . , n + s − c + d
and the conditions (86), (88) and (89) imply
γ˜i|β¯i|γ˜i+l+t−s, i = 1, . . . , n + s.
Hence
lcm(γ˜i, α¯i−s)|β¯i, i = 1, . . . n + s. (92)
Since
∑b+l+t
i=1 B˜i −
∑b+l+t
i=1 b′i =
∑b+l+t
i=1 Bi −
∑b+l+t
i=1 B′i , we have that (85) is equivalent to
n∑
i=1
d(α¯i) +
c∑
i=1
ci =
n+s∑
i=1
d(β¯i) +
d∑
i=1
di. (93)
Thus, (93) together with (92) gives (viii). Also, since
b+l+t∑
i=1
b′i −
b+l+t∑
i=1
max
(
B˜i, b
′
i+j
)
=
b+l+t∑
i=1
B′i −
b+l+t∑
i=1
max
(
Bi, B
′
i+j
)
, j = 1, . . . , s,
we have that (82) is equivalent to
hj∑
i=1
ci −
hj−j∑
i=1
di 
n+s∑
i=1
d(β¯i) −
n+s−j∑
i=1
d(lcm(β¯i, α¯i−s+j)), j = 1, . . . , s (94)
where hj = min{i|di−j+1 < ci}. Thus (94), together with (93) and (92), gives (vi). Moreover, (90), (92)
and (93) give (vii).
We are left with proving (iv). Let i ks. These indices i appear in (88) only for w = 0. Since for all
these indices B′i = b′i , we have
Bi  b¯i+c−d−j  Bi+l+t−s−d+c−j , k¯j < i k¯j+1, j = 0, . . . , c − d − 1. (95)
Now, let i > ks. From (84) we have Bi = B′i . Thus, for kl+t  i > ks, since w j + d − c we have
Bi  b¯i+c−d−j  Bi+l+t−s+c−d−j , k¯j < i < k¯j+1, j = c − d, . . . , l + t − s − d + c − 1. (96)
Finally, for i > kl+t we have bi = b¯i−l−t+s. Last, together with (95) and (96), gives (iv), as wanted.
Sufﬁciency: By applying Theorems 3 and 4, in order to prove the sufﬁciency of the conditions
(i)–(ix), we are left with deﬁningmonic polynomialsβ1| · · · |βn+s and nonnegative integers b′1  · · ·
b′b+l+t ,which satisfy (81), (83), (84), (86)–(91), (93) and (94),where β¯i = β ′iμB
′
n+s+1−i , i = 1, . . . , n + s.
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Here B′i = b′i , i /= ks+j , j = 1, . . . , l + t − s, and B′i = b′i + 1, i = ks+j , j = 1, . . . , l + t − s (see Re-
marks 1 and 2).
Let
βi := lcm(γi,αi−s), i = 1, . . . , n + s − 1,
βn+s := ψ lcm(γn+s,αn), where ψ = λd(ψ) and
d(ψ) =
n∑
i=1
d(α¯i) +
c∑
i=1
ci −
d∑
i=1
di −
n+s∑
i=1
d(lcm(α¯i−s, γ˜i)) 0.
Let
b′i = B′i := max(Bi, b¯i), i = 1, . . . , ks, (97)
B′i := Bi, i = ks + 1, . . . , b + l + t. (98)
Thus, β¯i = lcm(γ˜i, α¯i−s), i = 1, . . . , n + s − 1, and β¯n+s = ψ lcm(γ˜n+s, α¯n), and so lcm(β¯i,
α¯i−s+j) = lcm(γ˜i, α¯i−s+j), i = 1, . . . , n + s − j, j = 1, . . . , s, and lcm(β¯i−j , γ˜i) = lcm(γ˜i, α¯i−s+j),
i = 1, . . . , n + s.
From these deﬁnition and by (i) − (ix) trivially follow (81), (82), (85), (86), (90) and (91). Thus, we
are left with proving (83), (84), (88) and (89).
Let i ks. From(97) and (iv) follow(83) and (88) forw = 0. Let i > ks, then (98) gives (84).Moreover,
for ks < i kl+t , (98) and (iv) imply (88) for w = 1, . . . , l + t − s − 1. Finally, for i > kl+t , (98) and
(iv) give (89), which ﬁnishes our proof. 
8. The general result
In this section we give a complete solution to Problem 1. In Theorem 6 we consider the pencil (9)
without any restriction i.e. with the complete class of feedback invariants. However, in order to give
a solution to Problem 1 without existential quantiﬁers involved, we shall consider the pencil A(λ)
without zero columnminimal indices. This is a small restriction, since in the generic case (everywhere
except in the set of measure 0), pencils do not have zero column minimal indices. Thus, we assume
m = c. Now, by using the notation from Section 2 we have the following theorem.
Theorem 6. Let m = c. Consider the pencil (9). There exist matrices X1, . . . , X10, Y1, . . . , Y10, Z1, . . . , Z10
with entries from F, such that the pencil (10) has K as Kronecker invariants, if and only if the following is
valid:
(i) di  ci+s−x , i = 1, . . . , c + x − s,
(ii) γi|αi|γi+l+t+x , i = 1, . . . , n,
(iii) Bi  b¯i+s−x−j  Bi+l+t−j , kj < i < kj+1, j = 0, . . . , l + t − 1,
bi = b¯i−l−t+s−x , i > kl+t , k0 = 0,
(iv) r¯i+l+t−s+x  ri, i = 1, . . . , p,
(v)
∑hj
i=1 fi −
∑hj−j
i=1 di 
∑n+s
i=1 d(γ˜i) +
∑p¯
i=1 r¯i −
∑p
i=1 ri + l + t − s + x −
∑n+s−j
i=1 d(lcm(α¯i−s+j ,
γ˜i)), j = 1, . . . , s,
where hj = min{i|di−j+1 < fi}, j = 1, . . . , s,
(vi)
∑vj
i=1 r¯i −
∑vj−j
i=1 ri 
∑n
i=1 d(α¯i) +
∑c+x
i=1 fi −
∑c−s+x
i=1 di −
∑n+s
i=1 d(lcm(α¯i−j−s, γ˜i)) − j,
j = 1, . . . , l + t + x − s
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t + x − s,
(vii)
∑n+s
i=1 d(lcm(α¯i−s, γ˜i))
∑n
i=1 d(α¯i) +
∑c+x
i=1 fi −
∑c−s+x
i=1 di,
(viii)
∑c+x
i=1 fi +
∑p
i=1 ri +
∑n
i=1 d(α˜i) + s − x =
∑c−s+x
i=1 di +
∑p+l+t+x−s
i=1 r¯i +
∑n+s
i=1 d(γ˜i).
M. Dodig, M. Stošic´ / Linear Algebra and its Applications 431 (2009) 1267–1292 1289
Proof. If x = 0, it is enough to apply Theorem 5. Thus further on, we shall consider that x /= 0.
Necessity: By Lemmas 3 and 4, we have that the pencil (10) is strictly equivalent to the same pencil
with X4 = X5 = X6 = X9 = X10 = 0.
Denote the Kronecker invariants of the subpencil of (10) formed by its ﬁrst n + p + x rows by
β1| · · · |βn+x (invariant factors), g1  · · · gc (column minimal indices), r1  · · · rp (row minimal
indices), b1  · · · bb+l (the degrees of inﬁnite elementary divisors). Note that, by Lemmas 3 and 4,
the row minimal indices and the degrees of inﬁnite elementary divisors of this pencil coincide with
the ones of A(λ).
Moreover, as in the previous theorem, without loss of generality, we shall consider a subpencil of
(10) formed by its ﬁrst n + p + s rows to be of the rank n + s, and we denote its Kronecker invariants
by δ1| · · · |δn+s (invariant factors), d1  · · · dc−s+x (column minimal indices, which are the same as
the columnminimal indices of (10)), r1  · · · rp (rowminimal indices, which are the same as the row
minimal indices of (9) by Lemma 3), b′1  · · · b′b+max(l,s) (the degrees of inﬁnite elementary divisors
– by Remarks 1 and 2 we have that b′i = B′i , i /= ks−x+j and b′ks−x+j = B′ks−x+j − 1, j = 1, . . . , t + l −
s + x).
ByTheorem2with respect to thecompletionby theﬁrstx rows, these invariants satisfy the following
conditions:
gi  ci, i = 1, . . . , c, (99)
βi|αi|βi+x , i = 1, . . . , n, (100)
h¯q∑
i=1
fi −
h¯q−q∑
i=1
gi 
n+x∑
i=1
d(βi) −
n+x−q∑
i=1
d(lcm(αi−x+q,βi)), q = 1, . . . , x, (101)
where h¯q = min{i|gi−q+1 < fi}, q = 1, . . . , x,
c+x∑
i=1
fi +
n∑
i=1
d(αi) =
c∑
i=1
gi +
n+x∑
i=1
d(βi). (102)
Nowwe consider further completion by s − x rows. Sincem = c imply d = c + x − s, by Theorem
4 we obtain:
di  gi+s−x , i = 1, . . . , d, (103)
δi|βi|δi+s−x , i = 1, . . . , n + x, (104)
b′i  Bi  b′i+s−x−j , kj < i kj+1, j = 0, . . . , s − x − 1, (105)
b′i = bi, i > ks−x (106)
h′j∑
i=1
gi −
h′j−j∑
i=1
di 
n+s∑
i=1
d(δ˜i) −
n+s−j∑
i=1
d
(
lcm
(
β¯ ′i−s+x+j , δ˜i
))
, j = 1, . . . , s − x, (107)
where h′j = min{i|di−j+1 < gi}, j = 1, . . . , s − x,
c∑
i=1
gi +
n+x∑
i=1
d
(
β¯ ′i
)
=
d∑
i=1
di +
n+s∑
i=1
d(δ˜i), (108)
where β¯ ′i = β ′iμB˜n+x+1−i , i = 1, . . . , n + x, and B˜i = Bi for i ks−x and B˜i = bi for i > ks−x (see Re-
marks 1 and 2). Also, δ˜i := δ′iμb
′
n+s+1−i and δ¯i := δ′iμB
′
n+s+1−i , i = 1, . . . , n + s, where δ′i is the homog-
enization of δi.
Finally, we can apply Theorem 3 for the remaining completion by l + t − s + x rows. Thus, we have
that the following conditions are valid:
γi|δi|γi+l+t−s+x , i = 1, . . . , n + s, (109)
r¯i+l+t−s+x  ri, i = 1, . . . , p, (110)
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B′i+j  b¯i  B′i+l+t−s+x , k¯j − j + 1 i < k¯j+1 − j, j = 0, . . . , l + t − s + x − 1, (111)
b¯i = b′i+l+t−s+x , i k¯l+t−s+x − (l + t − s + x) + 1, (112)
vj∑
i=1
r¯i −
vj−j∑
i=1
ri 
n+s∑
i=1
d(δ¯i) −
n+s∑
i=1
d(lcm(γ˜i, δ¯i−j)) − j, j = 1, . . . , l + t − s + x, (113)
where vj = min{i|ri−j+1 < r¯i}, j = 1, . . . , l + t − s + x,
p∑
i=1
ri +
n+s∑
i=1
d(δ¯i) − l − t + s − x =
p¯∑
i=1
r¯i +
n+s∑
i=1
d(γ˜i). (114)
Here k¯i := ks−x+i, i = 1, . . . , l + t − s + x and k¯0 := 0. From (99) and (103) we have (i). From (100),
(104) and (109) we have (ii). From (110) we have (iv). From (102), (108) and (114) we have (viii).
Moreover, let β¯i := β ′iμBn+x+1−i , i = 1, . . . , n + x. By (100), (104)–(106), (109), (111), (112) we have
β¯i|α¯i|β¯i+x , i = 1, . . . , n, (115)
δ¯i|β¯i|δ¯i+s−x , i = 1, . . . , n + x, (116)
γ˜i|δ¯i|γ˜i+l+t−s+x , i = 1, . . . , n + s, (117)
δ¯i|α¯i|δ¯i+s, i = 1, . . . , n, (118)
γ˜i|β¯i|γ˜i+l+t , i = 1, . . . , n + x. (119)
Thus,
lcm(γ˜i, α¯i−s)|δ¯i, i = 1, . . . , n + s, (120)
lcm(γ˜i, β¯i−s+x)|δ¯i, i = 1, . . . , n + s, (121)
The conditions (101) and (102) are respectively equivalent to
h¯q∑
i=1
fi −
h¯q−q∑
i=1
gi 
n+x∑
i=1
d(β¯i) −
n+x−q∑
i=1
d(lcm(α¯i−x+q, β¯i)), q = 1, . . . , x, (122)
where h¯q = min{i|gi−q+1 < fi}, q = 1, . . . , x, and
c+x∑
i=1
fi +
n∑
i=1
d(α¯i) =
c∑
i=1
gi +
n+x∑
i=1
d(β¯i). (123)
Since
∑b+l+t
i=1 b′i −
∑b+l+t
i=1 max
(
B˜i, b
′
i+j
)
= ∑b+l+ti=1 B′i − ∑b+l+ti=1 max (Bi, B′i+j), j = 1, . . . , s, we
have that (107) is equivalent to
h′j∑
i=1
gi −
h′j−j∑
i=1
di 
n+s∑
i=1
d(δ¯i) −
n+s−j∑
i=1
d(lcm(β¯i−s+x+j , δ¯i)), j = 1, . . . , s − x, (124)
whereh′j =min{i|di−j+1 < gi}, j=1, . . . , s − x. Since
∑b+l+t
i=1 B˜i −
∑b+l+t
i=1 b′i =
∑b+l+t
i=1 Bi −
∑b+l+t
i=1 B′i ,
we have that the condition (108) is equivalent to
c∑
i=1
gi +
n+x∑
i=1
d(β¯i) =
d∑
i=1
di +
n+s∑
i=1
d(δ¯i). (125)
Hence, (113) together with (120), (123) and (125) gives (vi) and (vii). Completely analogously as in
the proof of the necessity of the condition (iv) in the previous theorem, from (105), (106), (111) and
(112) follows (iii). By the conditions (99), (103), (115), (116), (122)–(125), we can apply Lemma 7 and
obtain
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hj∑
i=1
fi −
hj−j∑
i=1
di 
n+s∑
i=1
d(δ¯i) −
n+s−j∑
i=1
d(lcm(α¯i−s+j , δ¯i)), j = 1, . . . , s, (126)
where hj = min{i|di−j+1 < fi}. Finally, (126) together with (114) and (120) gives (v), as wanted.
Sufﬁciency: In order to use the results from Theorems 2, 3 and 4 our problem becomes to deﬁne
the integersg1  · · · gc > 0,b′1  · · · b′b+l+t  0andthepolynomialsβ1| · · · |βn+x andδ1| · · · |δn+s
such that they satisfy the conditions (99), (100), (103)–(106), (109)–(114) and (122)–(125).
Let
b′i = B′i := max(Bi, b¯i), i = 1, . . . , ks, (127)
B′i := Bi, i > ks. (128)
As in the proof of the sufﬁciency of the condition (iv) in Theorem5, from (127), (128) and (iii) follow
the conditions (105), (106), (111) and (112).
Let
δi := lcm(γi,αi−s), i = 1, . . . , n + s − 1,
δn+s := ψ lcm(γn+s,αn), where ψ = λd(ψ) and
d(ψ) =
n∑
i=1
α¯i +
c+x∑
i=1
fi −
d∑
i=1
di −
n+s∑
i=1
d(lcm(γ˜i, α¯i−s)) 0.
Then
δ¯i = lcm(γ˜i, α¯i−s), i = 1, . . . , n + s − 1 (129)
δ¯n+s = ψ lcm(γ˜n+s, α¯n). (130)
Now it is trivial to verify that such deﬁned polynomials satisfy the conditions (109) and (114). Also,
(110) is equivalent to (iv), and (113) follows from (vi), (114), (129) and (130).
Let
βi := lcm(αi−x , δi), i = 1, . . . , n + x,
then (100) and (104) are valid. Moreover, for such deﬁned βi’s and B
′
i ’s, we have that
β¯i = lcm(α¯i−x , δ¯i), i = 1, . . . , n + x.
Now, by the deﬁnition of δ¯i’s, the conditions (v), (ii) and (iii) give (126) and (118). Hence, by (126),
(118), (i) and (viii) we can apply Lemma 5 and thus prove the existence of g1  · · · gc such that the
conditions (99), (103), (122)–(125) are valid, as wanted. 
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