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Abstract
We argue that robustness of explanations—i.e.,
that similar inputs should give rise to similar
explanations—is a key desideratum for inter-
pretability. We introduce metrics to quantify ro-
bustness and demonstrate that current methods
do not perform well according to these metrics.
Finally, we propose ways that robustness can be
enforced on existing interpretability approaches.
1. Introduction
Most current methods for interpreting complex models are
prediction-based, i.e., they operate at the level of a single
individual input/prediction pair, producing an explanation
for why the model predicted that output for that particular
input. These methods and can be roughly divided into two
categories: saliency and perturbation approaches. Meth-
ods in the former category use signal from gradients or
output decomposition to infer salient features (Selvaraju
et al., 2017; Simonyan et al., 2014). On the other hand,
perturbation-based methods rely on querying the model
around the prediction of interest to infer relevance of input
features towards the output (Ribeiro et al., 2016; Alvarez-
Melis & Jaakkola, 2017).
Such saliency and perturbation methods offer many desir-
able properties: they have simple formulations, require lit-
tle (or no) modification to the model being explained, and
some of them are derived axiomatically (Lundberg & Lee,
2017). Yet, these methods in their current form have impor-
tant limitations too. For example, Kindermans et al. (2017)
showed that most saliency methods are not invariant under
simple transformations of the input, and are very sensitive
to the choice of reference point.
Another, more general, argument commonly used against
prediction-based interpretability methods is that ‘under-
standing’ a complex model with a single point-wise ex-
planation is perhaps too optimistic, if not naive. Indeed,
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the insight gained from a single attribution or saliency map
might be too brittle, and lead to a false sense of understand-
ing. One way to address this limitation would be to go be-
yond points and examine the behavior of the model in a
neighborhood of the point of interest.
In light of this, here we argue that a crucial property that in-
terpretability methods should satisfy to generate meaning-
ful explanations is robustness to local perturbations of the
input. In its most intuitive form, such a requirement states
that similar inputs should not lead to substantially differ-
ent explanations. There are two main arguments for why
robustness is a crucial property that interpretability meth-
ods should strive for. First, in order for an explanation to
be valid around a point, it should remain roughly constant
in its vicinity, regardless of how it is expressed (e.g., as
saliency, decision tree, or linear model). On the other hand,
if we seek an explanation that can be applied in a predic-
tive sense around the point of interest as described above,
then robustness of the simplified model implies that it can
be approximately used in lieu of the true complex model,
at least in a small neighborhood.
In this context, the purpose of this work is to investi-
gate whether popular gradient and perturbation-based in-
terpretability methods satisfy robustness. For this, we first
formalize the intuitive notion of robustness that we seek in
the next section. Then, in Section 3, we show how various
popular interpretability methods fare with respect to these
metrics in various experimental settings. Finally, in Sec-
tion 4 we summarize our findings and discuss approaches
to enforce robustness in interpretability methods.
2. Robustness
The notion of robustness we seek concerns variations of a
prediction’s “explanation” with respect to changes in the
input leading to that prediction. Intuitively, if the input
being explained is modified slightly—subtly enough so as
to not change the prediction of the model too much—then
we would hope that the explanation provided by the inter-
pretability method for that new input does not change much
either. The first important takeaway from this work—and
its main motivation—is that this is not the case for most
current interpretability methods. Figure 1 shows the expla-
nations provided by two popular such perturbation-based
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methods, LIME (Ribeiro et al., 2016) and SHAP (Lund-
berg & Lee, 2017), for the predictions of two classifiers
on a synthetic two-dimensional dataset. As expected, their
predictions are fairly stable when explaining a linear SVM
classifier (top row), but for a more complex model (a neu-
ral network classifier, shown in the bottom row), they yield
explanations that vary considerably for some neighboring
inputs, and are often inconsistent with each other.
The instability portrayed in Figure 1 is the phenomenon we
seek to investigate. Visual inspection of attributions, al-
though illustrative, is subjective and infeasible for higher-
dimensional inputs. To conclusively gauge this (lack of)
robustness, we need objective tools to quantify it. Calculus
puts multiple notions of function stability at our disposal,
among which is Lipschitz continuity, a parametric notion of
stability that measures relative changes in the output with
respect to the input. Note, however, that the usual defi-
nition on Lipschitz continuity is global, i.e., it looks for
largest relative deviations throughout the input space. In
the context of interpretability, such a notion is not mean-
ingful since there is no reason to expect explanation unifor-
mity for very distant inputs. Instead, we are interested in a
local notion of stability, i.e., for neighboring inputs. Thus,
we propose to rely on the point-wise, neighborhood-based
local Lipschitz continuity:1
Definition 2.1. f : X ⊆ Rn → Rm is locally Lipschitz
if for every x0 there exist δ > 0 and L ∈ R such that
‖x− x0‖ < δ implies ‖f(x)− f(x0)‖ ≤ L‖x− x0‖.
As opposed to the (global) Lipschitz criterion, here both
δ and L depend on the anchor point x0. Armed with this
notion, we can quantify the robustness of an explanation
model f in terms of its constant L in Definition 2.1. Natu-
rally, this quantity is rarely known a-priori, and thus has to
be estimated. A straightforward way to do so involves solv-
ing, for every point xi of interest, an optimization problem:
Lˆ(xi) = argmax
xj∈B(xi)
‖f(xi)− f(xj)‖2
‖xi − xj‖2 (1)
where N(xi) is a ball of radius  centered at xi.2 Comput-
ing this quantity is a challenging problem by itself. For our
setting, most functions f of interest (i.e., interpretability
methods) are not end-to-end differentiable, so computing
gradients with respect to inputs (e.g., for gradient ascent) is
not possible. In addition, evaluations of f are computation-
ally expensive, so (1) must be estimated with a restricted
evaluation budget. There are various off-the-shelf methods
for such black-box optimization, for instance Bayesian Op-
timization (Snoek et al., 2012, and references therein).
1This notion has been also used for adversarial attacks on neu-
ral networks(Hein & Andriushchenko, 2017; Weng et al., 2018)
2Naturally, optimizing over l∞ box constraints is much easier,
and thus we take this approach in our experiments.
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Figure 1: LIME and SHAP explanations for two simple bi-
nary classifiers: a linear SVM (top row) and a two-layer
neural network (bottom). The heatmaps depict the models’
positive-class probability level sets, and the barchart inserts
show the interpreters’ explanations (attribution values for x
in green and y in purple) for test point predictions. While
both LIME and SHAP’s explanations for the linear model
are stable, for the non-linear model (bottom) they vary sig-
nificantly within small neighborhoods.
The continuous notion of local stability described above
might not be suitable for models with discrete inputs or
those where adversarial perturbations are overly restrictive
(e.g., when the true data manifold has regions of flatness
in some dimensions). In such cases, we can instead define
a (weaker) empirical notion of stability based on discrete,
finite-sample neighborhoods, as implied by the examples in
the test data of interest. Let X = {xi}ni=1 denote a sample
of input examples. Define, for every xi ∈ X ,
N(xi) = {xj ∈ X | ‖xi − xj‖ ≤ }
The notion of interest is then
L˜X(xi) = argmax
xj∈N(xi)≤
‖f(xi)− f(xj)‖2
‖xi − xj‖2 (2)
Computation of this quantity, unlike (1), is trivial since it
operates only over the (finite) test set X .
Although both (1) and (2) are unitless quantities, there is no
single “ideal” value that is universally desirable. Instead,
what is reasonable will depend on the application and goal
of interpretability (see §4). Here, we interpret these quanti-
ties relatively, comparing them across different methods.
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Figure 2: Local Lipschitz estimates (1) computed on 100
test points on various UCI classification datasets.
3. Experiments
3.1. Methods and Datasets
In addition to the aforementioned LIME and SHAP, we
compare the following interpretability methods:
• SALIENCY maps (Simonyan et al., 2014).
• GRADIENT*INPUT (Shrikumar et al., 2016).
• INTegrated GRADients (Sundararajan et al., 2017).
• -Layerwise Relevance Propagation (Bach et al., 2015).
• OCCLUSION sensitivity (Zeiler & Fergus, 2014).
We used author implementations of LIME and SHAP and
the DeepExplain3 toolbox for the rest. All these meth-
ods return attribution arrays, which we treat as the vector-
valued f(x) in (1) and (2). We compute the latter using
Bayesian optimization with the skopt4 toolbox, using a
budget of 200 function calls (only 40 for LIME/SHAP due
to higher compute time). We use  = 0.1 in (1) and (2).
We test these methods on various dataset/prediction model
settings. First, we experiment with explaining black-box
classifiers on standard machine learning datasets from the
UCI repository (Lichman & Bache, 2013) and the COMPAS
dataset. Then, we consider two image-processing tasks:
explaining the predictions of a convolutional neural net-
work (CNN) classifier on the MNIST dataset (LeCun et al.,
1998) (Section 3.3) and a ResNet classifier (He et al., 2016)
on natural images from the IMAGENET dataset (Section
3.4).
3.2. Benchmark Classification and Regression Datasets
In our first set of experiments, we evaluate the robustness
of black-box interpretability methods (i.e., only LIME and
SHAP since all other methods considered require access to
gradients or activations). For each dataset, we follow the
same pipeline: (i) train a random forest classifier (or regres-
sor) on the training data, (ii) randomly sample 200 points
from the test set, (iii) use the interpretability methods to ex-
plain the predictions of the black-box model on them, and
3github.com/marcoancona/DeepExplain
4scikit-optimize.github.io
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Figure 3: Top: example xi from the BOSTON dataset and
its explanations (attributions). Bottom: explanations for
the maximizer of the Lipschitz estimate L(xi) as per (1).
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Figure 4: Robustness upon explaining a classifier on the
COMPAS dataset. The two rows correspond to the pair
maximizing L˜X (2) over the entire test fold, with  = 0.1.
(iv) compute local robustness for each of these points by
using (1). The aggregated results are shown in Figure 2.
It is illustrative to compare the explanations provided by
each method for the model’s prediction for some point xi
and its adversarially chosen worst-case deviation, i.e., the
xj maximizing (1) for that xi. As an example, the examples
from the BOSTON dataset shown in Figure 3 are extremely
close but lead to considerably different explanations.
The COMPAS dataset consists of categorical variables, and
thus continuous perturbations are not very meaningful, as
discussed in Section 2. Therefore, in this case we estimate
robustness using the discrete, sample-based Lipschitz crite-
rion (2), where we take the test set (∼ 600 examples) as the
reference sample. We use logistic regression as the classi-
fier. In Figure 4 we show explanations for the pair of points
with the largest (discrete) Lipschitz value.
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Original Saliency Grad*Input Int.Grad. e-LRP Occlusion LIME
P(7)=9.9998e-01 δ = 1.78 δ = 1.73 δ = 1.24 δ = 1.72 δ = 1.98 δ = 5.36
P(7)=9.9995e-01 δ = 1.85 δ = 1.94 δ = 1.45 δ = 1.93 δ = 2.31 δ = 6.54
P(7)=9.9998e-01 δ = 1.41 δ = 1.49 δ = 1.12 δ = 1.48 δ = 2.04 δ = 6.01
Figure 5: Explanations of a CNN model prediction’s on a example MNIST digit (top row) and three versions with Gaussian
noise added to it. The perturbed input digits are labeled with the probability assigned to the predicted class by the classifier.
Here δ is the ratio ‖f(x)− f(x′)‖2/‖x− x′‖2 for the perturbed x′, which are not adversarially chosen as in (1).
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Figure 6: Local Lipschitz estimates computed according to
(1) on 100 test points on MNIST explanations.
3.3. Explaining Digit Predictions
We first investigate the sensitivity of the interpretability
methods in the presence of noise when explaining predic-
tions of the digit classifier CNN trained on MNIST. For
this, we take a test example digit and generate local pertur-
bations by adding Gaussian noise to it. Figure 5 shows
the explanations provided by the various interpreters for
the original input (top row) and three perturbations. Even
though the classifier’s predicted class probability barely
changes as a consequence of these perturbations, the in-
terpreter’s explanations vary considerably, in some cases
dramatically (LIME, OCCLUSION).
Again, we compute dataset-level robustness by repeating
this procedure for multiple sample points in the test dataset
(Figure 6). In addition, we show in Figure 7 the worst-case
perturbations found through this procedure for a particular
input. All methods are significantly affected by these mi-
nor perturbations, most notably LIME, whose sparse super-
pixel based explanations make it particularly sensitive to
small perturbations in the input.
3.4. Explaining Image Classification
We finalize by evaluating the robustness of the inter-
pretability methods in the context of natural image clas-
sification. Now, we use various interpretability methods
to explain a ResNet classifier trained on natural images at
224×224 pixel resolution. The size of these images makes
it prohibitive to compute (1) repeatedly to estimate dataset-
level statistics, so we compute it only for a few images.
Here, we show in Figure 8 as an example the perturbed
input maximizing the quantity (1) for SALIENCY. The
perturbed version of the image is mostly indistinguishable
from the original input to the human eye, and the model
predicts the same class (bull mastiff) in both cases
with almost identical probabilities (0.7308 vs 0.7307), yet
the explanations are remarkably different.
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Figure 7: True MNIST digits and their Lipschitz-maximizing perturbations with corresponding explanations.
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Figure 8: SALIENCY explanations for RESNET model pre-
diction, and its Lipschitz-maximizing perturbation.
4. Discussion
In this work we set to investigate whether current popular
interpretability frameworks are robust to small modifica-
tions of the input. Our experiments show that, for the most
part, they are not, but that model-agnostic perturbation-
based methods are (unsurprisingly) more prone to instabil-
ity than their gradient-based counterparts.
Here we focused on small perturbations that have minimal
(or no) effect on the underlying model’s predictions, yet
have significant effects on the explanations given be the
interpreters meant to explain them. Yet, a natural ques-
tion is whether we should expect interpretability methods
to be robust when the model being explained is itself not
robust. As a concrete example, consider an image classifi-
cation model that places importance on both salient aspects
of the input—i.e., those actually related to the ground-truth
class— and on background noise. Suppose, in addition,
that those artifacts are not uniformly relevant for different
inputs, while the ‘salient’ aspects are. Should the explana-
tion include the noisy pixels?
While there in probably no absolute answer to this ques-
tion, some use cases of interpretability allow for more def-
inite statements. If the purpose of the explanation is to get
a exact traceback of outputs to inputs (e.g., for debugging
the model), then it is probably reasonable to have a broad
definition of “influence”, including such artifacts. If, on
the other hand, the goal of interpretability is to gain un-
derstanding on both the predictor and the underlying phe-
nomenon it is modeling, then it is imperative the expla-
nations focus on the stable relevant aspects of the input
(e.g., those which are consistently used by the model in
local neighborhoods), while ignoring unstable aspects. In
this case, not only is it reasonable to expect the explanation
method to be as robust as the underlying model, but rather,
it is perhaps necessary to require it to be even more so.
A natural follow-up question is how to enforce such robust-
ness into current interpretability methods, or how to design
new ones that are robust by construction. A slight gener-
alization of criterion (1) can be used to train interpretable
neural networks with robust explanations (Alvarez-Melis
& Jaakkola, 2018). Alternatively, various techniques that
share similar intuitive motivation with our framework have
been proposed in the context of adversarial training of neu-
ral networks (e.g., (Kolter & Wong, 2017; Raghunathan
et al., 2018)) which could inspire approaches for inter-
pretability robustness. Additional notions of robustness
found in that literature would make for interesting comple-
mentary evaluation metrics to the one proposed here.
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