Herein is characterized the solution of quasiconvex optimization in nonlinear programming problem using Kuhn-tucker theorem for problems with inequality constraints. The purpose of this paper is to present sufficient conditions using Kuhn-Tucker first order conditions to identify optima solution of inequality constrained optimization problems.
Introduction
The nonlinear quasiconvex optimization problem may be stated as follows:
( ) ( ) Such that { ( ) } where We cannot discuss quasiconvex optimization without the concept of convexity. In this case, convexity property is very essential in optimization. Most algorithms that are used in computing the minimum point or maximum point if they exist are point to point maps and the solution they generate are extremum points. Minimization problems in convex function plays an important role in identifying global minima. Let , then is said to be quasiconvex on if ( 
Proof
Here, we characterize the properties of quasiconvex function using first and second derivatives. Suppose that is quasiconcave on and let such that ( ) ( ). Let ( ) , since is quasi concave, where 
II. Result of Quasi Concavity
The result of quasi concavity is the Kuhn-Tucker condition. It shows that the Kuhn-Tucker first order conditions are sufficient to identify the global optima of the inequality constrained maximization problem if all the functions involved are quasi concave. 
III. Application of Kuhn-Tucker Methods
The theorem of Kuhn-Tucker provides a characterization of the behavior of the objective function and the constraint functions at the local optima of inequality constrained optimization problems. The conditions it describes may be the first order necessary conditions for local optima in the problems. We consider the practical application as follows:
We want to solve
We obtain the solution as follows: ( ) ( ) This is the optimal solution of the above problem.
IV. Conclusion
In this paper, an attempt has been made to characterize global optimization solution of more general objective functional using convexity assumptions. We were able to obtain that first order conditions are not sufficient to identify global maximum or minimum of quasi concave or convex optimization problems. It was obtained that the Kuhn-Tucker first order conditions are sufficient to identify optima of inequality constrained optimization problems under quasiconvexity restrictions.
