Abstract-Runlength-limited (RLL) codes are used in magnetic recording. The error patterns that occur with peak detection magnetic recording systems when using a runlength-limited code consist of both symmetric errors and shift errors. We will refer to shift errors and symmetric errors collectively as mixed-type errors. In this correspondence, a method of providing error control for mixed-type errors that occur in a runlengthlimited code comprised of (d; k) constrained sequences is examined. The coding scheme is to choose parity blocks to insert in the constrained information sequence. The parity blocks are chosen to satisfy the constraints and to provide some error control. The cases of single error detection and single error correction are investigated, where the single error is allowed to be a shift error or a symmetric error. Bounds are discussed on the possible lengths for the parity blocks. It is shown that the single error-detection codes are the best possible in terms of the length of the parity blocks.
Runlength Limited Codes for Single Error-Detection and Single Error-Correction with Mixed Type Errors

I. INTRODUCTION
Runlength-limited codes (RLL) are constructed for magnetic recording using the (d; k) constrained sequences. A binary sequence is said to be a (d; k) constrained sequence if any pair of consecutive ones in the sequence are separated by at least d zeros and at most k zeros. There has been much interest in the construction of RLL codes due to their practical importance. An RLL code which is not designed to provide any error control will be called a modulation code. The reader is referred to Schouhamer-Imminck [1] and Marcus et al. [2] for details on the construction of modulation codes.
In the present-day practice, modulation codes are used in magnetic recording. The traditional coding scheme is to use an unconstrained error-control code, typically an interleaved Reed-Solomon code, followed by a modulation code. The received sequence is first decoded by the modulation code and then, secondly, is decoded by the error-control code. This system works well, but is not entirely satisfactory. The difficulty is that the modulation code multiplies the errors that occur in transmission, before the errors reach the errorcontrol code. Thus a single channel error may become a burst of errors by the time the errors are to be corrected by the error-control code. It is desirable to find a way to circumvent this multiplication of errors. See Abdel-Ghaffar et al. [9] for a description of the traditional coding scheme. In this correspondence, we investigate a coding scheme which combines error control with the modulation code. To discuss our proposed coding scheme, we need to introduce a number of terms. The coding scheme we consider is to first take a constrained sequence of long length. This long constrained sequence will be called the constrained information sequence. We parse the constrained information sequence into shorter pieces of equal length. These shorter segments of the constrained information sequence will be referred to as the information segments. Between each pair of information segments, we insert a block of bits for error control. We will call a block of bits inserted a parity block. The parity blocks are inserted so that the resulting sequence will satisfy the constraints and so that errors in the preceding information segment can be detected or corrected. A code segment will consist of an information segment and the following parity block. This coding scheme has previously been considered in Hilden et al. [3] and Patapoutian et al. [4] . The goal of this correspondence is to investigate the proposed coding scheme when the error to be detected or corrected is a single error of mixed type; see Fig. 1 .
There are three types of errors that commonly occur with peak detection magnetic recording systems when using a runlength-limited code. Drop-in errors, drop-out errors, and shift errors all occur with different probabilities. A drop-out error occurs when a one is changed in transmission to a zero. A drop-in error occurs when a zero is changed in transmission to a one. We will refer to drop-out and dropin errors collectively as symmetric errors. A shift error occurs when a one is shifted a single place to the left or the right. The parity blocks will be chosen to detect or correct any single error, where the error can be a symmetric error or a shift error. By mixed-type error we will mean the error can be a shift error or a symmetric error.
To detect a single mixed-type error, we prove for k < 1 that it requires parity blocks of length at least 2d + 3 bits. We also prove for the case of k = 1 that it requires parity blocks of length at least d + 2 bits. In order to choose parity blocks of these optimal lengths, we introduce the error-check value. The error-check value being an arithmetic function on the set of binary sequences which has a nice distance property.
To correct a single mixed-type error, we consider the constrained code construction introduced by Bassalygo [7] . We use a Bassalygo constrained code to determine the parity blocks to insert between information segments. For k < 1, we prove that when using a Bassalygo constrained code for single error correction, the parity blocks must be of length at least (p; d; k) + 2d + 1, where p is the unconstrained parity length for the unconstrained error-control code procedure, where a Bassalygo code is used, may be known to some part of the magnetic recording community, as the idea has previously been presented in the unpublished manuscripts of Zhang et al. [5] and Lin [6] . In this correspondence, the unconstrained error-control code used to determine the unconstrained parities in the Bassalygo code will be an expurgated Hamming code. This choice of the expurgated Hamming code and the method of choosing the parity blocks allow for the correction of all single symmetric and shift errors occurring in an information segment. In the final section, we make comparisons of our proposed single error-correcting codes with the single errorcorrecting codes considered by Patapoutian et al. [4] and with the traditional coding scheme as discussed by Abdel-Ghaffar et al. [9] .
II. ERROR DETECTION: ERROR-CHECK VALUE
We want a way to detect errors, so we define an arithmetic function s on the set of binary sequences. If b i is odd, then set S i = 1 + S i01 (mod 3). The error-check value s(v v v) is set equal to the last Si.
To demonstrate the calculation of the error-check value, we present some examples. For the binary sequence u u u = 00010010001000, we determine the error-check value for u u u to be s(u u u) = 1. For the binary sequence v v v = 00000010001000, we determine the error-check value for v v v to be s(v v v) = 2. For the binary sequence w w w = 00100010001000, we determine the error-check value for w w w to be s(w w w) = 0. Notice that the sequences in the examples above differ pairwise by a single error and that each has a different error-check value. This will always be the case for sequences that are distance one apart. The error-detection properties of the error-check value were discussed by Perry [8] , where the following proposition is proven.
Proposition 1:
Two binary sequences that differ by a single symmetric error or by a single shift error will have different error-check values.
III. ERROR-DETECTING PARITY BLOCKS
To choose the parity blocks, we make two restrictions. First, we require that all the parity blocks have the same length. Second, we require that the resulting code segments satisfy the (d; k) constraints. These two restrictions allow us to determine the optimum length for the parity blocks.
Proposition 2: If 2d + 3 k < 1, then it is possible to detect any single mixed-type error using parity blocks of length 2d + 3. Furthermore, no shorter length for the parity blocks will allow the detection of all single mixed-type errors.
Proof: We want to use the error-check value to determine the parity blocks for single error detection. The idea is to choose the parity blocks so that each code segment will have error-check value zero. By the properties of the error-check value, this choice of the parity blocks will allow the detection of single mixed-type errors.
The question we want to consider is what is the shortest length that the parity blocks can be so that each code segment will have errorcheck value zero. To answer this question, we consider the general case for a break in the constrained information sequence, where the preceding information segment ends in a zeros and the following information segment begins with e zeros. Note that a and e satisfy 0 a k; 0 e k; and d a + e k. We claim that for a break in the constrained information sequence, there exist three possible length 2d + 3 parity blocks that can be used. To see this, we consider four cases.
• It is easily verified that any possible break in the constrained information sequence must fall into one of the four cases shown above.
In Case 3 part 3), we see that there can be a string of [k=2] + d + 2 zeros. Hence, to maintain the k constraint, we must have [k=2] + d + 2 k. This inequality will hold provided that 2d + 3 k. Now consider the three possible code segments obtained by attaching a different one of the possible parity blocks to an information segment. These three possible code segments are pairwise distance one apart. Since the error-check value gives a different value for sequences that are distance one apart, each of the three possible code segments must have a different error-check value. Hence one choice of the parity block will give us a code segment of error-check value zero. The length of this parity block is 2d + 3.
To see that no shorter length for the parity blocks can possibly be used to detect single errors, we want to show there exists three information segments that differ pairwise by a single error and that end in k consecutive zeros. With this in mind we consider an information segment that begins with at least d + 2 zeros and ends with k zeros. We obtain two other possible information segments by changing the first two bits in our original sequence from 00 to 01 or to 10. The existence of the three information segments that are pairwise distance one apart necessitates there be at least three different parity blocks possible. This follows since to detect a single error, each of the three information segments must be followed by a different parity block. In Case 3 above, we see that it is possible to obtain three possible parity blocks when the length is 2d + 3, and it is easily verified that for the situation described here, no shorter length can be used.
Q.E.D.
Proposition 3: If k = 1, then it is possible to detect any single mixed-type error using parity blocks of length d + 2. Furthermore, no shorter length for the parity blocks will allow the detection of all single mixed-type errors.
Proof:
The proof is similar to that for the case of k < 1. The To see that d + 2 is the best possible length for the parity blocks, we consider the information segments that end in a one. In a manner similar to that shown in the previous proposition, it is possible to show that there are three information segments that differ pairwise by a single error and that end in a one. So we see for these information segments that three parity blocks are required. Case 1 shows that there exists three parity blocks of length d + 2 that can be attached to these information segments. It is easily verified that no shorter length will allow three parity blocks which can follow an information segment ending in a one.
IV. ERROR CORRECTION:
BASSALYGO CODES We want to consider how the parity blocks can be chosen to correct a single mixed-type error. We require that the parity blocks have fixed length and that the parity blocks will fit into the break in the constrained information sequence without violating the constraints. Given these two restrictions on the parity blocks, it is still an open question as to what is the best way to choose the parity blocks for error correction. In this section, we give a practical method for correcting a single mixed-type error.
The method we propose is to use an unconstrained error-control code to determine the parity blocks. The idea is to use the unconstrained error-control code to encode each information segment, attaining for each an unconstrained parity. Each unconstrained parity is then mapped to a constrained-parity block which will fit into the break in the constrained-information sequence without violating the constraints. To ensure the resulting code segment can be used to correct a single error, we will require that the parity blocks be single-error-detecting. This method for constructing a constrained error-correcting code was originally introduced by Bassalygo [7] , for the correction of symmetric errors, nearly thirty years ago. This errorcorrection scheme was rediscovered in the unpublished articles [5] and [6] . We will refer to a constrained error-control code constructed using an unconstrained error-control code as a Bassalygo code.
The question arises as to what is the shortest length the parity blocks can possibly be when using a Bassalygo code. We want to address this question, but first we need some notation. To denote the (d; k) constrained sequences that begin with at most l zeros and end with at most r zeros, we use the notation (d; k; l; r) sequences. This is the presently used standard notation, see [1] . We further let (p; d; k) be the smallest integer so that there are at least Table I .
Proposition 4: For k < 1, the parity blocks for a Bassalygo code must be at least length (p; d; k) + 2d + 1 bits, where p is the parity length of the unconstrained error-control code used. For k = 1, the parity blocks must be at least (p; d; 1) + d bits long.
Proof: First we consider the case of k < 1. To obtain our bound on the length of the parity blocks, we consider when the break in the constrained information sequence comes at the end of k consecutive zeros. A parity block to fit into such a break in the constrained information sequence must begin with a one followed by d zeros and must finish with d zeros. It follows that the possible constrained parity blocks are determined by the (d; k; k 0 d; k 0 d) constrained sequences, as these are exactly the constrained sequences that can fit between the two strings of d zeros. Now we want the mapping of the unconstrained parity to the parity blocks to be oneto-one, so we must have as many different constrained parity blocks as there are unconstrained parities. Suppose we are using an errorcontrol code which uses p parity bits, then there needs to be at least For k = 1, we consider the information segments that end with a one. A parity block to attach to the end of such an information segment must start with d zeros. In order to have 2 p possible parity blocks, it follows that the total length for the parity blocks will have to be at least d + (p; d; 1) bits.
V. ERROR-CORRECTING PARITY BLOCKS
We want to construct single error-detecting parity blocks to use with the Bassalygo code. The construction of the parity blocks consists of taking a single error-detecting code and using two sets of bridging bits. The bridging bits will be chosen so that the parity block can fit into the break in the constrained information sequence without violating the constraints. The single error-detecting code will be constructed using the error-check value and a variant of Schouhamer-Imminck's Construction Two [1] . The bridging bits will be chosen in a manner similar to [1] .
The idea for the block code construction is to use only the bridging bits. The choice of the bridging bits is to allow the parity block to fit into the break in the constrained information sequence without violating the constraints. Table II .
To merge the error-check code into the break in the constrained information sequence, we use some bridging bits. For the case of k = 1, we can use two sets of d zeros one at each end of the error-check code sequence. This will then give us a parity block of
For the case of 2d k < 1, we must be more careful in our choice of the bridging bits. The first set of bridging bits is chosen to be d + 1 zeros if this will not violate the k constraint. Otherwise, we use single one in the bridge, placed as far to the left in the bridge as possible, without violating the d constraint. Similarly, the second set of bridging bits is chosen to be d + 1 zeros if this will not violate the k constraint. Otherwise, we use a single one in the bridge, placed as far to the right in the bridge as possible, without violating the d constraint. This choice for the bridging bits will allow for the insertion of the parity blocks into the break in the constrained information sequence without violating the constraints.
In Tables III and IV , the rules for the bridging bits are explicitly stated. We use s to be the number of zeros at the end of the information segment immediately preceding the break in the constrained information sequence and v to be the number of zeros at the beginning of information segment immediately following the break in the constrained information sequence. We use t and u to be the number of zeros at the beginning and at the end of the error-check code sequence, respectively.
In the final case in Table III , we have the restriction s+t+d+1 > k and we have that there will be a string of s + t zeros. Thus in order to a maintain the d constraint, it must be that s + t d. The first inequality will imply the second as long as k 2d.
Suppose the unconstrained error-control code chosen to use with the Bassalygo code uses p parity bits. Then, the error-check code will have length (p; d; k). Combining the two sets of bridging bits, we get the following result.
Proposition 5: For 2d k < 1, the parity blocks for a Bassalygo code can be of length (p; d; k)+2(d+1) bits, where p is the parity length of the unconstrained error-control code used. For k = 1, the parity blocks can be of length (p; d; 1) + 2d bits.
Using Tables I and II , we can make comparisons between the lower bound given in Proposition 4 and the codes described by Proposition 5. It can be seen that the difference, between the parity length of the codes constructed and the lower bound on the possible length for the parity blocks, is typically three or four bits when 2d k < 1. That is, the proposed Bassalygo error-correcting codes can be improved on at best by only three or four bits when considering unconstrained parity lengths up to 15.
We want to use our Bassalygo codes to correct single errors, whether the error is a shift error or a symmetric error. To attain this goal, we need an unconstrained error-correcting code that is capable of correcting a single mixed-type error. Fortunately, such an unconstrained error-correcting code exists. It was shown by Patapoutian et al. [4] that the expurgated Hamming code can correct any single error, whether a shift or a symmetric error. The expurgated Hamming code consists of the even-weight code sequences from the Hamming code of length 2 m 0 1. The length 2 m 0 1 expurgated Hamming code uses m+1 parity bits for each 2 m 0m02 information bits.
To use an expurgated Hamming code as the error-control code for our Bassalygo code, we need to have at least 2 m+1 distinct parity blocks. This will occur if the error-check code is taken of length Encoding of a constrained information segment is broken into three parts. First, the constrained information segment is encoded using the unconstrained error-control code. The unconstrained error-control code is assumed to be the expurgated Hamming code. The second step in the process is the encoding of the unconstrained parity bits using an error-check code. The final step in the encoding process is the determination of the two sets of bridging bits.
To verify that the proposed single error-correcting codes actually can correct single errors, we consider the decoding algorithm. Upon receiving an entire code segment, the constrained parity is checked for errors, by determining the error-check value. If an error is detected in the constrained parity, the parity block is discarded as it cannot be used for any error correction in the information segment. If no error is detected in the constrained parity, then we assume it to be correct. We proceed to determine the unconstrained parity by discarding the bridging bits and decoding the constrained parity. The unconstrained parity is joined to the received information segment and the resulting sequence is then decoded using the decoder for the unconstrained error-control code. After decoding, the unconstrained parity is discarded, giving the estimate of the original (d; k) constrained information segment. This algorithm can be used to correct any single mixed-type error occurring in the information segment of the code segment.
For comparison, we consider the single error-correcting codes introduced by Patapoutian et al. [4] . Their single error-correcting codes are constructed by choosing the parity blocks so that each constrained-code segment is a code sequence of the unconstrained error-control code. Using an expurgated Hamming code with m = 12, it is stated in [4] that parity blocks of length 34 can be used for the (2; 7) constraints. That is, for information segments of length 2 12 0 1 0 34 = 4061 bits, the parity block can be 34 bits.
We consider the case of the (2; 7) constraints and m = 12. From Table II , we find that (13; 2; 7) = 28. Thus our Bassalygo code will use parity blocks of length (13; 2; 7) + 2(2 + 1) = 34 bits. So, we see that our Bassalygo code uses parity blocks of length 34 bits for information segments of length 2 12 01202 = 4082 bits. This shows, for this particular case, that our Bassalygo code uses the same-length parity blocks with slightly longer information segments than the best code described in [4] . It is difficult to make other comparisons with codes from [4] , as no other examples are listed using the expurgated Hamming code. For a second comparison, we consider the traditional coding scheme as described by Abdel-Ghaffar et al. [9] . The traditional coding scheme consists of an interleaved Reed-Solomon code followed by a sliding block modulation code. The traditional coding scheme we consider is one designed to correct a single mixed-type error in a constrained code segment. The idea for our comparison is to see how many constrained bits are needed in the traditional coding scheme when a single mixed-type error is to be corrected. For our example, we consider a rate 2=3 (1; 7) constrained code as our modulation code. As noted in [9] , it is possible to use a sliding block code with these parameters so that a single mixed-type error that occurs in a constrained code segment will propagate to affect no more than five unconstrained bits. Due to this possible propagation of channel errors by the modulation code, the Reed-Solomon code must be interleaved twice to correct a single mixed-type error in the constrained code sequence. Each of the two versions of the Reed-Solomon code are required to have two parity-check symbols in order to correct a single error. This gives a total of four parity-check symbols necessary when using the traditional coding scheme for single error correction.
Suppose the Reed-Solomon code is designed over the finite field GF (2 m ). For each of the interleaved Reed-Solomon codes, the code length is 2 m 0 1. Thus the interleaved system uses 1; 7) constrained code as our modulation code. So, the 2m(2 m 0 3) information bits will yield (3=2)2m(2 m 0 3) = 3m(2 m 0 3) constrained information bits and the 4m parity bits will yield (3=2) 4m = 6m constrained parity bits. That is, for the correction of a single mixed-type error using a traditional coding scheme with a rate 2=3 constrained code, 6m constrained parity bits are needed for each 3m(2 m 0 3) constrained information bits.
To make a direct comparison, we consider the traditional coding scheme when m = 8. For this case, we see that it takes 6(8) = 48
constrained parity bits to correct a single mixed-type error for each The lengths of constrained parity blocks for the two cases will be (13; 1; 7) + 2(1 + 1) = 26 bits and (14; 1; 7) + 2(1 + 1) = 27 bits, respectively. As can be seen, our proposed Bassalygo codes use considerably fewer constrained bits to correct a single mixed type error than a traditional coding scheme of similar length uses to correct a single mixed type error.
VI. CONCLUSION
In this correspondence we have examined a coding scheme for providing error control with a runlength-limited code. The idea is to choose parity blocks that will not violate the constraints and that will provide the desired error control. The cases of single error detection and single error correction are investigated, where the error is allowed to be either a single shift error or a single symmetric error.
