The aim of this paper is to develop a mathematical framework for acousto-electromagnetic tomography and to introduce an efficient reconstruction algorithm. In electromagnetic wave imaging, the resolution is limited by the Rayleigh criterion, that is, half the operating wavelength. By mechanically perturbing the medium, we show that it is possible to achieve a significant resolution enhancement. We provide a new inversion formula for the permittivity distribution from cross-correlations between the electromagnetic boundary measurements in the perturbed medium and in the unperturbed one. We present numerical results to illustrate the resolution and the stability performances of the proposed reconstruction algorithm.
Introduction
The aim of this paper is to develop new mathematical tools and inversion methods to address a new biomedical imaging modality called acousto-electromagnetic tomography. Emerging biomedical modalities are based on a multiwave concept. Different physical types of waves are combined into one tomographic process to alleviate deficiencies of each separate type of wave, while combining their strengths. Multiwave systems are capable of high-resolution and high-contrast imaging [1] . They are of great current interest in the biomedical imaging community and pose challenging mathematical and numerical problems. See, for instance, [1, 4, 8, 10, 12, 11, 16, 19, 20, 30, 40, 46, 48, 49, 52, 45, 55] .
One way to combine waves is through controlled perturbations. By nonintrusive methods, controlled perturbations inside a domain of interest, e.g., a human body, can be created. As first shown in [4, 11] , this allows one to reconstruct the unperturbed medium very accurately by using a standard medical imaging technique, which in the absence of these controlled perturbations, provides very poor resolution. In fact, the resolution in imaging by controlled perturbations is of order of the characteristic size of the local perturbation [4, 11, 5] .
The core idea of the hybrid method proposed in this paper is quite different. It is based on taking microwave boundary measurements while an acoustic wave is propagating inside the medium and then changing the electromagnetic parameter of the medium. We show that by crosscorrelating boundary measurements it is possible to significantly overcome the classical Rayleigh resolution limit in microwave imaging. We refer the reader, for instance, to [1, 3, 15, 21, 22, 23] for resolution analysis in purely electromagnetic imaging. Note also that the coupling between the acoustic perturbation and the boundary measurements here is different from the hybrid modalities discussed in [12, 40, 47, 49] .
For simplicity, we only consider transverse magnetic (TM) waves. For modelling TM-waves in microwave imaging we use a scalar Helmholtz equation in two dimensions together with a Sommerfeld radiation condition. In three dimensions, this scalar model has been considered as a reasonable step to solve the full-Maxwell's equations problem [29] . The objective is to image the permittivity of a dielectric object. The object is confined in a domain Ω (taken to be a rectangular domain in the numerics). It is illuminated by a plane wave of given incidence and the scattered field is measured on the boundary of Ω. Boundary measurements are carried out at one given frequency. In the cross-correlation of boundary measurements, the normal derivatives of the scattered fields are needed. In practice, they are not measured. However, they can be constructed using the exterior capacity operator for the domain Ω, see [54] . Since the electromagnetic waves are propagating in the whole space, their derivatives on the boundary can be expressed in terms of their traces, i.e., the boundary measurements. The sources of the acoustic waves are placed on a circle or a sphere outside the object to be imaged. The medium is supposed to be acoustically homogeneous.
We consider a d dimensional medium, d = 2, 3, with homogeneous elastic properties and heterogeneous electromagnetic properties. Let us call Ω, a bounded Lipschitz domain in R d representing the medium. Let n be the outward normal to the boundary ∂Ω. If we denote ε the (variable) dielectric permittivity and µ the (constant) magnetic permeability, inhomogeneities are typically characterized by a value of the parameter q = εµ different from the one associated with the background medium. Assuming that the medium is nonmagnetic, the complex amplitude ϕ of an electric wave at fixed pulsation ω in Ω follows the Helmholtz equation:
Being one of the modern techniques in medicine, microwave tomography has significant advantages over x-rays, computed tomography (CT), and nuclear magnetic resonance (NMR) tomography [29] . Microwave imaging does not require either ionizing radiation or contrast agents. The most significant disadvantage of microwave tomography is poor space resolution when compared with x-rays, CT or NMR tomography. It is well-known that the main problem using microwaves in classical tomography methods is that it is impossible to get a better resolution than half the wavelength. Typically, the frequency of microwaves is between 1 GHz and 200 GHz and this imposes a wavelength between 1.5 mm and 300 mm. Then, if we want to image small objects or use low frequency microwaves for physical or biological reasons, we need a way to increase resolution of classical methods. We will show how this is possible by using mechanical perturbations of the medium. While taking microwave measurements we perturb the medium by a propagating acoustic (or elastic) wave. We will use cross-correlations between the boundary values of the microwave fields in the medium changed by the propagation of the acoustic wave and those of the microwave fields in the unperturbed one. Then the use of an inversion formula for the spherical means Radon transform will yield to a resolved reconstruction of the permittivity q of the object. The resolution is of order of the width of the wave front of the acoustic wave propagating inside the object.
We assume that the parameter q that we have to image is a positive function in L ∞ (Ω) which has small variations around a certain constant value q 0 > 0 in the sense that
where the function s ∈ L ∞ (Ω) is the dimensionless shape function of q satisfying s L ∞ ≤ 1 and 0 ≤ δ 1. There are two classical frameworks to study the Helmholtz equation. We can consider a wave propagation problem in Ω with several kinds of boundary conditions such as Dirichlet, Neumann, or Robin boundary conditions. We can also consider a free space propagation problem extending q in R d \Ω by q 0 . The choice of the model depends on the physical constraints about the measurement of the electromagnetic wave. In this paper, we choose to deal with the free space propagation problem. The treatment of the bounded problem with boundary conditions could follow exactly the same arguments and methodology presented here.
The paper is organized as follows. In Section 2, we introduce the mathematical models for microwave propagation in weakly heterogeneous media. Section 3 is devoted to the derivations of the cross-correlations between boundary measurements in perturbed and unperturbed media. In Section 4 we give the typical form of the propagating acoustic wave. In Section 5 we present our reconstruction algorithm which is based on a spherical means Radon transform inversion. In Section 6 we illustrate the performance of the proposed algorithm in terms of resolution and stability. The paper ends with a short discussion.
Microwaves in a weakly heterogeneous medium
In this section we introduce a model problem for microwave propagation in the whole space R d , d = 2, 3. We briefly recall error estimates under the Born approximation.
Throughout this paper, the 
where A > 0 and k is the wave vector satisfying |k| 2 = ω 2 q 0 . A classical approach is to look for the solution of the Helmholtz equation (1) in the form ϕ = ϕ I + ϕ D , where ϕ D denotes the scattered field. This field is the solution of
subject to the Sommerfeld radiation condition:
at infinity. Here, D denotes the space of distributions. Let δs be given by (2) . The field ϕ D is therefore the unique solution to
Set Γ ω to be the outgoing fundamental solution to the Helmholtz equation:
where δ 0 is the Dirac distribution at 0. The fundamental solution Γ ω is given explicitly by
For any a > 0 we denote by B a the ball centered at 0 and with radius a, and by
) and the support of f is in B a , then the solution to
satisfies ϕ 0 = Γ ω * f and the estimate
The following result holds.
Lemma 2.1 For all a > 0 such that Ω ⊂ B a and for all ω > 0, there exists δ 0 > 0 such that for all 0 ≤ δ < δ 0 the scattered field ϕ D , solution of (5), satisfies the inequality
where K is the measure of the support of q − q 0 and
Proof. The field ϕ D satisfies
which is equivalent to
Here, ϕ 0 is the solution of problem (7) with q = q 0 and f = −ω 2 q 0 δsϕ I and T : H 1 (B a ) −→ H 1 (B a ) is the continuous operator given by
Using the fact that s L ∞ ≤ 1 and supp(s) ⊂ B a , we have
for some positive constant C, and thus,
is a Banach space, we have
and then
.
Moreover, estimate (8) gives
, it follows that (9) holds.
A remark on the Helmholtz equation in a bounded domain is in order. Note that if for example we consider the Helmholtz equation with a Dirichlet boundary condition in Ω
where g ∈ H 1/2 (∂Ω), then by using the theory of collectively compact operators, one can easily prove existence and uniqueness of a solution to (11) assuming that ω 2 q 0 is not a Dirichlet eigenvalue for the operator − in H 1 0 (Ω) and δ is sufficiently small. Moreover, one can prove that there exists a constant C independent of δ such that [53] 
where ϕ 0 is the background solution, that is, the solution to
3 Cross-correlations of boundary measurements
We now consider a mechanical perturbation P of Ω which is continuous and bijective. This perturbation can also be described by the map u = P −1 − I Ω . Here, I Ω denotes the identity on Ω. Thus, under the perturbation P, the distribution of q changes and becomes q u defined by q u (x) = q(x + u(x)). Moreover, the electric field satisfies now
together with the Sommerfeld radiation condition. The amplitude of q u − q 0 is still δq 0 and does not depend on u. Moreover, the support of (q u − q 0 ) is still in Ω. Let ϕ u denote the unique solution of the propagation problem with q replaced by q u . As ϕ and ϕ u belong to L 2 (Ω), we can multiply ϕ + ω 2 qϕ = 0 byφ u and integrate by parts over Ω to get
Here, ∂/∂n denotes the normal derivative at ∂Ω. Now, multiplying the conjugate of (13) by ϕ and integrating by parts yields
Subtracting the above two equations we obtain the cross-correlation formula:
The term in the left-hand side is supposed to be known. It can be computed from the boundary measurements. On the other hand, the term in the right-hand side gives indirect information about q inside Ω. Identity (14) is the key point of our imaging technique. The main idea for recovering q from the measurements is to notice that (at least formally)
for δ and u small enough, and therefore,
The right-hand side in (15) could be linked to an integral geometric transform of q for a well chosen u. This is the aim of Section 5. In the remainder of this section we give a precise derivation and formulation of (15) . Let δs u := q u − q 0 . We write ϕ u in the form
Applying Lemma 2.1 to ϕ D,u it follows that there exists δ 0 > 0 such that, for all a > 0 such that Ω ⊂ B a and for all δ < δ 0 , we have
So there exists a constant C depending on Ω, K, q 0 , and ω such that for δ ≤ δ 0 we have
The term ϕφ u is close to A 2 , the energy of the incident wave. More precisely, we have
for δ ≤ 1 and C depending on Ω, K, q 0 , and ω. On the other hand, multiplying the complex conjugate of (16) by ϕ D and integrating by parts, we find
and therefore, it follows that
for some constant C depending on Ω, K, q 0 , and ω. Using the above approximations and again the fact that q − q u ∞ ≤ 2q 0 δ, we rewrite (14) to arrive at the following theorem.
Theorem 3.1 The following approximation holds
where the remainder O(δ 2 ) is dominated by Cδ 2 for some constant C independent of δ and u. [54] . In the following, we assume that the quantity Ω (q u − q) is known for any given u.
Spherical acoustic wave in R 3
In this section we see how the displacement function u can be created by a short spherical acoustic wave and what its typical form is.
The acoustic wave equations are obtained by linearizing the fluid dynamics equations for small disturbances around a fluid at rest. The state of a fluid is characterized by macroscopic quantities such as the density, the three-dimensional fluid velocity, the pressure, and the temperature.
We denote by p 0 and ρ 0 the unperturbed pressure and density, with the unperturbed velocity equal to 0, and we consider small perturbations of the pressure and velocity, denoted by p and v. Doing so, we obtain the acoustic wave equations (see, for instance, [32] )
We assume initial conditions of the form:
where f 0 is a smooth function compactly supported in [0, 1] and η is the radius of the support of the initial condition (that will be taken small at the end of the analysis). The solution of the acoustic wave equations has the form
where B is the ball centered at 0 and with radius 1 and c is the speed of sound defined by c = K 0 /ρ 0 . We have
As soon as ct > η, this can be rewritten as follows
where
Note that F 0 is a smooth function compactly supported in [0, 1]. Therefore, we find that the velocity field is given by
When ct η, this becomes
up to a term of relative order η 2 /(ct) 2 . Remember that v(x, t) is the fluid velocity at position x. If a particle is at x at time 0, then its position P(x, t) at time t satisfies
Using the assumption that the amplitude of the displacement is small we can linearize around the original position and obtain that the position satisfies
and it is therefore given by
The displacement field x → x + u(x, t) is the inverse function of the position x → P(x, t). Using again the small displacement assumption which allows us to linearize around the initial position, we find
For instance, if the initial condition is
In the previous analysis the initial condition p 0 was chosen to be centered at 0. If p 0 is nonnegative-valued, y ∈ Ω is the center, then the displacement field is given by
and defined for x ∈ Ω\{y} and t η/c. The support of the displacement field can be seen as a thin spherical shell growing at a constant speed c. This can be approximated up to a term of order η/(ct) by
In
Although the derivations in this section are in three-dimensions, we will use for the sake of simplicity the same form of the displacement field in the numerical experiments carried out in two dimensions.
Recovering the spherical means Radon transform
Now we can rewrite the developed form of our cross-correlated measurements in (15) using spherical means Radon transform. Define the spherical means Radon transform as in Appendix A. Define
where u y is given by (19) . The function N u can be computed, up to an error of order O(δ 2 ), from the cross-correlation of the boundary measurements by using (17) . We get for r > η:
where S is the unit sphere. Two cases are of particular interest. The first case is the case where q is C 1,β (R d ) with 0 < β < 1 and the second one is when q is piecewise constant.
Smooth case
Let us suppose here that q ∈ C 1,β (Ω) with 0 < β < 1. In realistic situations, we will not have such a good regularity. However, dealing with this case will show us how to use the measurements in order to find q. It can be easily seen that the regularity properties pass through the spherical means Radon transform. So in this case, r → Rq(y, r) is a C 1,β ((0, +∞)) function.
Lemma 5.1 Suppose that q ∈ C 1,β (Ω). Let us fix y ∈ Ω. We have for η r:
with |S| being the measure of the unit sphere and C depending only on q.
Proof. Let us denotẽ
Rq y, r + ηα − η r w(α) − Rq(y, r + ηα) dα,
We
and the constant C depends on q. Here, we have used the fact that r → Rq(y, r) ∈ C 1,β ((0, +∞)). Now integrating over [−1, 1] we get
where C depends on q. Moreover, since ∇q is bounded,
is bounded by C w L 1 and the proof is complete.
Lemma 5.2
Under the same assumptions as in Lemma 5.1, the following inequality holds when η r:
with C depending only on q.
Proof. From
where κ is given by (21), Lemma 5.1 yields the desired estimate. We have shown that for q smooth enough and η small enough, we can consider that our cross-correlation measurements are pointwise close to the first derivative of Rq. From this, a simple formula, giving us the spherical means Radon transform of q, from the measurements by integration over r follows.
Theorem 5.3 Suppose that q ∈ C 1,β (Ω). Let us fix y ∈ Ω and let r 0 > 0. Suppose also that q(x) = q 0 for x ∈ B(y, r 0 ), where B is the ball of center y and radius r 0 . Then, for all r > r 0 and η r 0 , we have
Here, the remainder O(η β ) is bounded by Cη β r, where C depends only on q, r 0 , and w L ∞ .
Piecewise constant case
In medical applications, it may not be realistic to suppose regularity for q. Indeed, human body is made of different parts of different materials like bones, muscles, fat, aqueous fluid, etc. All these different kinds of materials are adjacent to or confined in one another. Thus, we obviously have to deal with discontinuities of the parameter q. A good model is to consider q as a piecewise constant function. It is also acceptable to consider that all the parts where q is constant have a smooth enough boundary. In this subsection, we suppose that there exists a finite partition (A i ) i∈I of Ω such that for all i ∈ I, ∂A i is C 1 and q| Ai is constant. The question is now to know how smooth is Rq for such a piecewise constant q. Is it smooth enough in order to have the same kind of approximation as in the previous part? Clearly, a pointwise approximation of Rq is not available. We just have to take a spherical inclusion with constant parameter q inside and outside to see that Rq is not differentiable. However, under an acceptable assumption, we can say that, for almost all y ∈ Ω, r → Rq(y, r) is continuous. The following is proved in Appendix B.
Lemma 5.4 Suppose that q satisfies the conditions above. There exists a numerable set N ⊂ R d , such that for all y ∈ R d \N , the real function r → Rq(y, r) is continuous on (0, +∞).
With Lemma 5.4 in hand, we can consider that for any chosen y ∈ R d , the function r → Rq(y, r) is continuous. But as we will see later, this regularity is not sufficient in order to have the same approximation as in Lemma 5.2. Actually, we need at least a C 0,β -regularity with some β > 0. If we study the spherical means Radon transform of 1 A where A is a C 1 bounded domain and 1 A denotes its characteristic function, it can be proved that if S(y, r 0 ), the sphere of radius r 0 and center y, and ∂A are not tangent to each other, then the function r → R1 A (y, r) is C 1 at r = r 0 . In order to estimate the singularities in the tangent case, we calculate the behavior of r → R1 A (y, r) around r = 1, where A = B(x, c), 0 < c < 1, x = (c, 0, . . . , 0), and y = (1, 0, . . . , 0). In dimension 2, a straightforward calculation shows that
Hence that gives us a C 0,1/2 regularity in the two-dimensional case and a C 0,1 in three dimensions. Thus, in the following we will consider that we have r → R1 A (y, r) in C 0,β for almost all y ∈ Ω with 1/2 ≤ β ≤ 1.
Theorem 5.5 Suppose that q is piecewise constant and that Rq ∈ C 0,β (Ω) where 1/2 ≤ β ≤ 1. Let us fix y ∈ Ω and r 0 > 0. Suppose that q(x) = q 0 for x ∈ B(y, r 0 ), where B is the ball of center y and radius r 0 . Then, for all r > r 0 and η r 0 , we have
where the remainder O(η β ) is bounded by Cη β r 2 with C depending only on q, r 0 , and w L ∞ .
Proof. By definition of N u , we have
Therefore,
ρRq (y, ρ + ηα) dρ.
We introduce the following change of variable
Using this change of variables, we rewrite θRq (y, θ + ηα) dθ.
Since Rq(y, r) is continuous, there exist γ 1 ∈ [0, ηw(α)/r 0 ] and γ 2 ∈ [0, ηw(α)/r] such that
where k := ||Rq(y, ·)|| C 0,β ((0,+∞)) and C depends on q, w ∞ , and r 0 . Similarly,
with C depending on q, w ∞ , and r 0 . Moreover,
Finally, it follows that
where C, C 1 and C 2 depend on r 0 , w ∞ , and q. Then, integrating over α yields
As Rq is bounded, the estimate above leads to the conclusion.
Numerical experiments
As a test case, we consider Ω =] − 1, 1[ 2 as a rectangular domain of R 2 and set q 0 = 1. We take the dimensionless shape function w as follows:
We generate measurements N u with u = u y for sampling points y (such that q(y) = q 0 ) on the unit circle and sampling radii r ∈ (0, 2). See Figure 1 .
The first step in the image reconstruction is to compute R[q − q 0 ] from N u by using formula (23) which gives us in this case Then, the use of a spherical means Radon transform inversion yields an image of q. Note that (24) does not make any a priori assumption on the smoothness of the inhomogeneity to be imaged.
As it can be seen in Figure 3 (top right), the result does not seem to converge to the true q − q 0 . Indeed, a small error on N u may cause a large one on its integral R[q − q 0 ]. A simple way to correct this problem is to impose the following condition on N u , Figures 3 and 4 show the performance of the proposed reconstruction algorithm. They also clearly demonstrate that the smaller is η higher is the resolution. We refer to Appendix C for an evidence of the superiority of the acousto-electromagnetic process in terms of the resolution compared with imaging from purely electromagnetic data using diffraction tomography. Now, in order to check the convergence of the algorithm we build two indicators of the errors made in the image. Let us denote m = min(q mes ) and M = max(q mes ), we can compute Ω i the support of q by
and define a position error by
Here, |Ω i Ω i,mes | denotes the symmetric difference between Ω i and Ω i,mes . The other interesting quantity we have to recover is q i , the correct value of q in the inhomo- and introduce the relative error for this estimation as follows:
For these two indicators we plot in Figure 5 the behaviors of E val and E pos . As expected from the theory, E val = O(η β ) and E pos = O(η β ) with β ≈ 0.78 ≥ 1/2. Again with the two indicators defined above, we can estimate the stability of our algorithm by adding a random noise to the measurements. In Figure 6 , we add to the measurements a white Gaussian noise with standard deviation ranging from 0 to 30% of the L ∞ norm of N u . Figure 6 shows the robustness of the proposed approach. It also illustrates the trade-off between resolution and stability. The reconstruction becomes instable for small η.
In Figure 7 we present, for different values of η, the root mean square errors of the permittivity parameter, E(E 2 val ) 1/2 , and the position, E(E 2 pos ) 1/2 , as functions of the noise level. Here E stands for the expectation (mean value). We compute 300 realizations of the measurement noise and apply our algorithm for estimating both the shape and the permittivity of the inclusion. Figure 7 quantifies precisely the trade-off between resolution and stability. It shows that at high noise level, using large η yields better stability properties of the reconstruction. It also shows that locating the inhomogeneity is more stable than finding the value of the permittivity parameter.
Concluding remarks
In this paper we have presented a mathematical framework and an efficient reconstruction technique based on spherical means Radon transform inversion for acousto-electromagnetic imaging. The Born approximation has been used. Both the analytical and numerical results illustrate the significant resolution enhancement in reconstructing the dielectric permittivity of the medium. Note that if we have only on our disposal cross-correlation measurements for source points y on part of the unit circle, then the inversion of formula (24) needs to be regularized. As shown in [10] , a Tikhonov regularization with a total variation term is well adapted to smooth solutions with front discontinuous. The variant of Beck and Teboulle [24] accelerates the convergence of the inversion algorithm [10] . We have assumed that the acoustic wave propagates in a homogeneous medium and the amplitude of the background solution is constant. It would be interesting to exploit both the dielectric and elastic contrasts for enhancing specificity, specially in imaging tumors. Another important problem is to extend the mathematical framework to the case where the Born approximation is not valid or/and the amplitude of the background solution is constant. For acousto-optic imaging, iterative image reconstruction algorithms were proposed behind the Born approximation in [6, 7] and their convergence and stability proved. Because of the fundamental differences between diffusion and wave propagation (mainly the fact that the maximum principle does not hold for Helmholtz equation), it is still not clear how to apply such an approach to acousto-electromagnetic tomography in order to tackle the nonlinear reconstruction problem. It would be also appropriate to compare the resolution and stability of the obtained images by the acousto-electromagnetic process with those obtained from using only purely electromagnetic data and efficient inversion algorithms such as weighted optimal control techniques [14] or approximate global convergence [25] .
A Radon transform in the whole space
A.1 Definition
For f a piecewise continuous function on R d and E ⊂ R d , we can define the spherical means Radon transform of f over E by
where |S| is the surface of the unit sphere S and σ is the surface measure over S.
A.2 Inversion formula
A lot of work has been done over the inversion problem of the spherical means Radon transform, in particular, when the centers are taken on a sphere. Let B a be the ball of center 0 and radius a and S a = ∂B a . If we look at R as the map
then we have the following inversion formula for d = 3 [37] :
while for d = 2 [38] ,
B Proof of Lemma 5.4
In order to prove Lemma 5.4 we need the following result. 
Proof. We denote T = A ∩ S and its boundary ∂T = T ∩ T \S. We have σ(∂T ) = 0. We will use the fact that the surface Hausdorff measure H d−1 restricted over S is equal to σ and then
and define
where r(C i ) is half the diameter of C i and α Let ε > 0 and (C i ) i∈I ∈ F ε (∂T ). We set V = i∈I C i open and containing ∂T and denote U = V ∩ S. We let T − = T \U and T + = T ∪ U . Note that T − is a closed set and
Now we want to prove that there exists r 0 ∈]0, 1[ such that for all r ∈]r 0 , 1[,
f S\T+ (r) = 0.
(i) Suppose that (27) is false. There exists a sequence (r n ) converging to 1 such that f T− (r n ) < σ(T − ) for all n ∈ N. We have σ(
Let us take x n ∈ T − \ 1 rn A. Up to extracting a subsequence, we can say that the sentence (x n ) converges to x ∈ T − because T − is closed. Using the definition of T − we can say that x ∈ T \∂T . We have x ∈ ∂A. Indeed, on the one hand, x ∈ T so that x ∈ A, and on the other hand x = lim x n with x n ∈ ( 1 rn A) c , which implies that x ∈ A c . Since x ∈ ∂A and A is manifold with boundary, there exists η > 0 such that B(x, η) ∩ A is homeomorphic to R d and we can choose η small enough to insure B(x, η) ∩ S = B(x, η) ∩ T = B(x, η) ∩ ∂A. This implies that B(x, η) ∩ (B\A) = ∅. The sequence (r n x n ) is in r n T − \A ⊂ B\A and converges to x which leads to a contradiction. (ii) Item (28) is straightforward. (iii) Suppose that (29) is false. There exists a sequence (r n ) converging to 1 such that f S\T+ (r n ) > 0. This implies that 1 rn A ∩ (S\T + ) = ∅. Let us take x n in this set. Up to extracting a subsequence, we can consider that (x n ) converges to x ∈ S\T + which is closed. But (r n x n ) is a sequence of A and converges also to x. Thus x ∈ S ∩ A = T which is a contradiction since T ⊂ T + . Now we get from (27) , (28) , and (29) that, for r ∈]r 0 , 1[,
We can now control σ(U ) by
where C is a positive constant. Now taking the inf over the families (C i ) i∈I we get that
Finally, sending ε to zero, we get the result.
Remark B.2 Lemma B.1 is also true if we take A ⊂ R d \B and therefore, 
Since by assumption these two inequalities cannot be both equalities, we can consider that σ(A ∩ S) < σ(A − ∩ S) (resp. σ(A ∩ S) < σ(A + ∩ S)). So there exists a set Ω ∈ S open in S such that Ω ⊂ A − \A (resp. Ω ⊂ A + \A). Hence Ω ⊂ ∂A and thus Ω ⊂ ∂A ∩ S which implies that σ(∂A ∩ S) > 0.
Proof of Lemma 5.4. Let y ∈ R d . We suppose that r −→ Rq(y, r) is not continuous at r 0 . The map q is supposed to be defined by
with I being finite, q i being constants, and A i being C 1 -domains. So there exists i ∈ I such that r → R1 Ai (y, r) is not continuous at r 0 . As A i is a manifold with boundary, we can use Corollary B.3 to obtain that σ r0 (∂A i ∩ S r0 ) > 0. Therefore, for all (y, r 0 ) ∈ R d × (0, +∞) such that r → Rq(y, r) is not continuous at r 0 , there exists i ∈ I and V ⊂ ∂A i such that the surface measure of V is positive and the curve center is y. Since I is finite and the surface measure of ∂A i is finite too, it follows that there exists no more than a numerable set of centers y such that r → Rq(y, r) is not continuous. 
C Diffraction tomography
In this section we present a standard reconstruction method from purely electromagnetic measurements, known as diffraction tomography, and show the superiority of the acousto-electromagnetic tomography in terms of the resolution.
Let ϕ I be given by ϕ I (x) = e −ik ·x , where k satisfies |k | 2 = ω 2 q 0 . Using the Born approximation, one can show that
where ϕ D is the solution of (5) with ϕ I given by (3) . Then (30) yields the Fourier transform of δs at k + k . If the object is illuminated from many different directions k/|k| and k /|k | varies over the unit sphere one can fill up a ball of diameter 2ω in the Fourier domain and therefore, the reconstructed δs from (30) by direct Fourier inversion is a low pass version of the true one and the resolution of the reconstructed image is π/ω [1] . Figure 8 shows the reconstructed images using diffraction tomography for the same phantoms as in Figures 3 and 4 . In order to obtain comparable image resolutions, much higher frequency ω should be used in the case of purely electromagnetic tomography. This clearly illustrates the superiority of the acousto-electromagnetic process in terms of the resolution. On the other hand, it should be emphasized that diffraction tomography uses many incidence directions while only one direction is enough for acousto-electromagnetic tomography.
D Reconstruction from limited-view data
In this section we show how to modify our approach in the case of limited-view data. Assume that the electromagnetic measurements can be done only on an open part Γ of ∂Ω. Denote by Γ c = ∂Ω \ Γ. Let Ω Ω be an open set with C 2 boundary and Ω \ Ω is connected. It is known that the set V of solutions to the Helmholtz equation, ∆ + ω 2 q 0 , with boundary data 0 on Γ c is dense in L 2 (Ω ) in the set of all solutions, see [18, 17] . Here, to fix ideas, we consider ϕ D and ϕ D,u to be the solutions of the Helmholtz equations with Dirichlet boundary conditions: In order to guarantee existence and uniqueness of solutions to the above equations, one should assume that δ is small enough and ω 2 q 0 is not a Dirichlet eigenvalue for −∆ on Ω.
Assume that δs is supported in Ω . Let Φ ∈ V be such that ||Φ − Ae −ik·x || L 2 (Ω ) = o(δ). Following the proof of Theorem 3.1, one can show that the following approximation holds
and therefore, from the (weighted) limited-view measurements in the left-hand side of (31) one can reconstruct by exactly the same approach as the one described in this paper an image of q = q 0 (1 + δs). To numerically compute the special test function Φ one can solve the minimization problem over ψ such that (∆ + ω 2 q 0 )ψ = 0 in Ω the discrepancy functional
with µ > 0 being a penalization parameter. The implementation of this approach and its performance will be the subject of a forthcoming paper. Note that if the data is collected over a broad range of frequencies, then the time-domain techniques developed in [2] can be used.
