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論 文 内 容 の 要 旨 
 
Chapter 1: Introduction 
With the growth of the industrial use of robots, automation of handling of various objects by 
robots is desired. To handle objects accurately, to measure 3D shape and process its 
geometcial information efficiently is important. In this dissertation, I discuss 3D data which 
is real scale information described in Euclidean space. Nowadays, 3D sensors that can 
capture the 3D shape from the real world objects become easy to obtain. To process 3D data is 
costly than just 2D images; however, the available computation resources are growing, and it 
reaches to handle 3D data easily. They lead to widely use 3D information. I call the 3D 
measurement and 3D data processing as 3D sensing in this dissertation. This dissertation 
relates to both sides of 3D sensing. I mainly focus on 3D sensing usage in the industrial robot 
vision. 
When considering the aspect of robot vision, it is not possible to easily apply the standard 3D 
measurement method to objects that include semi-transparency and specular reflections. In 
order for the robot to handle the target object, it is necessary to recognize the postures of the 
target object. 3D measurement, object detection, and posture estimation are the indispensable 
technique for the task. 3D measurement is a technique for measuring the surface shape of the 
measurement scene. Various 3D measurement methods have been proposed and have used in 
practice; however, inexpensive and general-purpose methods have not been achieved. 
Object detection and posture estimation are parts of 3D data processing. Here, I limit the 3D 
data is given as points cloud because the representation of the point cloud is essential and 
general representation data structure, and my 3D measurement method outputs the shape as 
a point cloud. The point cloud is a set of points in the 3D Euclidean space. It is the intuitive 
representation and familiar to the real space applications such as robotics. 
In this dissertation, I propose a new 3D measurement method based on the sparse 
estimation of the Light Transport Matrix (LTM). The method uses only a calibrated 
projector-camera system consisting of a single projector and a single camera; therefore, the 
system is inexpensive. The difficulty in successfully measuring the shape of metallic or 
semi-transparent objects is due to their non-Lambert reflections. Assuming a 
projector-camera system is used, the reflected light is captured by the camera when the lights 
are projected from the projector onto the measurement scene. The reflected light is divided 




Chapter 2: 3D measurement by LTM Estimation 
Classical 3D measurement methods assume that the reflected light contains only the direct 
component; therefore, if the reflected light contains global components, these methods cannot 
measure the 3D shape of the scene accurately. When the projector-camera system is utilized 
to measure the shape for the objects which have the non-Lambertian reflects, they often make 
global components of the reflected lights; thus, these objects are hard to measure their shape. 
The light reflection model LTM describes the propagation from the projector pixel to the 
camera pixel by a linear equation; therefore, this can be considered as the impulse response of 
the projection camera system. By using epipolar geometry, direct components can be easily 
extracted from LTM. 
 
Chapter 3: Efficient LTM Estimation 
The 3D measurement problem can be considered how to obtain LTM efficiently because LTM 
elements are all pairs of the projector pixels and the camera pixels. I introduce a sparse 
estimation method to LTM estimation because LTM should be sparse in principle. When the 
existing sparse estimation method is applied directly, the estimation of LTM is still slow. I 
propose computational cost-reducing methods for the LTM sparse estimation: the row-wise 
estimation, the multi-scale estimation, introducing the Sherman-Morrison-Woodbury (SMW) 
formula for the Alternating Direction Method of Multipliers (ADMM), and multi-row 
simultaneous estimation. By applying them, I finally measure 3D shape in 41.74 [sec] for 
256x256 projector-camera system in practice. In this method, the 3D surface can be measured 
even if the scene contains metallic objects or semi-transparent objects. 
 
Chapter 4: Robust LTM Sparse Estimation 
It is found that the LTM model is not completely fitted to the actual observations. Actual 
observations of projector-camera systems include saturation or under-exposure problems. 
These non-linearities affect the accuracy degradation of the LTM estimation. Therefore, I 
modify the sparse estimation algorithm to be capable of these non-linearities. For LTM sparse 
estimation, I utilized L1 minimization via ADMM; thus, I apply the clipping and the crushing 
functions for the observation model of the L1 minimization problem. The LTM sparse 
estimation utilized the ADMM L1 minimization. For the robustness, clipping function and 
fracture function were applied to the observation model of L1 minimization problem. I give a 
closed-form update rule for this problem and demonstrate that the proposed method is robust 
against saturation and under-exposure problems. 
 
Chapter 5: Object Detection and Posture Estimation by Using Point Cloud Deep Learning 
Although the proposed 3D measurement method is fast, it is still slow to apply real robot 
vision tasks. I work on the bin-picking task for metallic rigid objects. In the bin-picking task, 
measurement results are used for object detection and posture estimation tasks. Existing 
handcraft feature-based methods require high-density point clouds as an input such as 
approximately tens of thousands of points to a scene. Meanwhile, the point cloud processing 
method using the neural network has rapidly developed in these 4 years, and often consumes 
the point cloud of low density such as 1024 points for the scene. 
I try to apply the point cloud deep learning architecture to the task: the object detection and 
the 6 degree-of-freedom (DoF) posture estimation. 
Incidentally, the deep learning methods which can handle point cloud directly are widely 
developed after the PointNet. With the advancement in deep learning on the point cloud, the 
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object detection and posture estimation are intelligently achieved without explicit feature 
extraction. Moreover, these methods are mainly utilized lower density point cloud compared 
with the methods based on the hand-crafted features. This leads that the point cloud is not 
necessary to be dense as the existing hand-crafted features when the point cloud deep 
learning is applied. Most existing object detection methods, which are based on the point 
cloud deep learning, are only capable of estimating the multiple bounding boxes or a single 
object posture. However, for bin picking tasks, multiple objects postures should be estimated 
simultaneously. In this section, I propose a new learning-based object detection and posture 
estimation method for bin picking problem. In this chapter, I propose object detection and 
posture estimation methods. 
 
Chapter 6: Applications of 3D Sensing 
Finally, I integrate the 3D measurement method and robot to be the bin-picking system. In 
the bin-picking experiment via high-density point cloud, I utilize the 256x256 project camera 
system and evaluate that the proposed 3D measurement method is sufficiently accurate as a 
3D robot vision sensor. 
Considering to use 3D measurement method based on the LTM estimation, the resolution 
significantly affects the computation cost. Therefore, to reduce running time than the 
bin-picking experiment via high-density point cloud, it is necessary to reduce the projector 
and camera resolutions. However, to apply the existing object detection methods tried in the 
bin-picking experiment via high-density point cloud, they require roughly tens of thousands 
points per scene. I developed the posture estimation method by using of low-density point 
cloud, which utilizes the point cloud deep learning and it does not require dense point cloud 
such as tens of thousands of points per scene in the bin-picking experiment via high-density 
point cloud. The proposed object detection and posture estimation method which do not 
require the high-density point cloud such as the PPF Plus that is utilized in the bin-picking 
experiment via high-density point cloud. In other words, the proposed object detection and 
posture estimation method can work with a smaller number of input points. When the 
required point cloud density is low, the 3D measurement method by the LTM estimation can 
run much faster. Therefore, by using the proposed object detection and posture estimation 
method, the all running time of the bin-picking can be reduced. I utilize the proposed 3D 
measurement method by LTM estimation and the proposed object detection and posture 
estimation method based on the point cloud deep learning to achieve faster bin-picking 
compared with the bin-picking experiment via high-density point cloud. The whole workflow 
is the same as the experiment via high-density point cloud; thus, the details are skipped to 
describe. In the bin-picking experiment via low-density point cloud, I try to integrate the 128x 
128 project-camera system and the proposed object detection and attitude estimation method 
together to make bin-picking faster. 
Moreover, I suggest the other application of the LTM, which is material segmentation, in the 
section. I have utilized LTMs to estimate the 3D shape by using separating direct components 
and global components. In my assumption, LTMs should include not only the 3D shape 
information but also their reflection characteristics. Therefore, I have tried to extract 
material information from the LTMs. It is hard to calibrate the accurate lighting conditions 
and material specification by using my rough LTM sparse estimation system; thus, I tackle to 
separate pixels by using Point Spread Functions (PSFs). The PSF is an impulse response of 
the active optical system. When the light source irradiates and a camera captures the 
reflected lights, the light point is seen as spreading on the object surface. For the 
projector-camera system, PSF is differed by the material, light direction, and surface shape. 
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When I let some assumptions of the reflection model, I can cancel the light direction and 
surface shape effects by estimating 3D shape. In other words, PSF can be corrected by the 3D 
shape information. Applying this correction, I extract material related information by LTMs. 
 
Chapter 7: Conclusion 








ンや AR / VR などの分野で応用が期待されている。本論文は、安価で汎用的なプロジェクタ・
カメラシステムを用いて Light Transport Matrix (LTM) を推定すること、LTM を三次元計測に
用いること、点群深層学習を物体認識・位置姿勢推定に用いることなどに関する研究成果をまと
めたものであり、全編 7 章からなる。 
第 1 章は序論であり、本研究の背景および目的を述べている。 
第 2 章では、一画素照射応答を用いた三次元計測法と一画素照射応答を扱う光学系のモデルと




第 3 章では、既存の LTM スパース推定手法では計算コストが大きいため三次元計測には向か
ないことを指摘し、LTM 推定の高速化手法をいくつか提案している。各手法で大幅な計算量の
削減を実現している。最終的には汎用 PC で数十時間から 23 秒程度まで高速化し、高解像度な  
LTM を推定し、精度のよい三次元計測を達成しており、これは重要な成果である。 












第 7 章は結論である。 
以上要するに本論文は、LTM スパース推定による三次元計測法の大幅な高速化とロバスト化
を実現しており、また、点群深層学習による物体認識・位置姿勢推定手法を提案し、その性能を
評価している。ロボット工学・コンビュータビジョンの問題に対して、情報学の手法で解決を目
指したものであり、これらの成果はシステム情報科学の発展に寄与するところが少なくない。 
よって、本論文は博士（情報科学）の学位論文として合格と認める。 
