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Prototype and Metrics for Data Processing Chain 
Components of IPM 
https://ntrs.nasa.gov/search.jsp?R=20150023419 2019-08-31T05:09:21+00:00Z
Objectives 
• Investigate next generation flight processors, leverage existing effort Tilera Multicore Processor, Maestro (Rad-
hardened TILE64), SpaceCube (Xilinx Virtex), and High Performance Space Computing (HPSC) 
 
• Develop/optimize end-to-end hyperspectral image processing software 
 
• Demonstration of the IPM operating in realistic environments (Airborne Platforms) 
 
6/11/2014 Goddard Space Flight Center 2 
IPM – v1 
• 14 x 14 x 6 inches 
• Wide-Input-Range DC voltage (6V-30V) 
• Made of strong durable aluminum alloy 
• Dual mounting brackets 
• Flush design 
• Removable side panels 
• Mounting racks are electrically isolated from the box 
• Appropriate space allocation for interchangeable Tilera  
•  and Spacecube boards 
• Electronic components 
– Tilera development board 
– SpaceCube development board 
– Single board computer 
– 600GB SSD 
– Gigabit Ethernet switch 
– Transceiver radio 
– Power board 
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Compact Hyperspectral Advanced Imager (CHAI V640) 
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Representative Data Processing Chain 
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Data Source 
Radiometric Correction 
• Calibrated the instrument in the lab 
 
• Developed software to process the raw  
 data and applying calibration parameters  
 to get the radiance values 
 
6/11/2014 Goddard Space Flight Center 6 
Atmospheric Correction 
• Worked with Spectral Sciences to  
 modify FLAASH GLUT version to  
 support airborne atmospheric  
 correction. 
 
• Optimized FLAASH to run on the  
 multicore Tilera processor. 
 
• Processed CHAI v640 data with  
 FLAASH to create reflectance values 
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Geometric Correction 
• Acquired Systron SDN500 
 Inertial Navigational System 
 
• Developed GCAP (Geo-Correction  
 for Airborne Platform) 
– DEM to be implemented 
 
• Validated the GCAP software by  
 collaborating with the GLiHT project  
 (Bruce Cook and Lawrence Corp) 
 
• Optimized GCAP for multicore 
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Level 2 Data Product Generation (using WCPS) 
• Added capability to process AMS, GLiHT, CHAI v640 data 
• Added new algorithms spectral angle mapper, vectorized hot pixels.  
 
6/11/2014 Goddard Space Flight Center 9 
Burn Area Emergency  
Rehabilitation Imagery 
Bands: 
10 – 7 - 9 
Linear Stretched 2% 
Vectorized Hot Pixels to  
Topojson format ( 50% simplification) 
File Size: 6KB (2KB .tgz) 
 
Displayed on MapBox TopoMap 
 http://geojson.io/#id=gist:cappelaere/770dc8388c021ca6091b&map=14/33.3553/-116.5015 
CCRS (Hot Pixels Algorithm) 
Hyperspectral Image Processing 
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Radiometric Correction 
(CHAI data) 
*Atmospheric 
Correction (FLAASH) 
(EO1 Hyperion data)  
Geometric Correction 
(GCAP) 
(GLiHT data) 
*WCPS (vis_composite) 
(EO1 Hyperion data) 
864 MHz TILEPro64  
(1 core) 
121.95 2477.74 183.42 72.39 
864 MHz TILEPro64  
(49 cores) 
23.83 1744.13 4.59 21.63 
1.0 GHz 
TILE-Gx36 
(1 core) 
57.22 897.71 28.51 19.93 
1.0GHz  
TILE-Gx36 
(36 cores) 
9.21 588.71 1.41 8.72 
2.2GHz Intel Core I7  2.09 58.29 0.169 2.26 
Virtex 5 FPGA TBD TBD TBD TBD 
Image data:  
GLiHT       1004 x 1028 x 402  (829,818,048 bytes) 
Hyperion  (EO1H1740732001151111K3)  
                  256 x 6702 x 242    (830,404,608 bytes) 
Chai640    696 x 2103 x 283    (828,447,408 bytes) 
Notes: Unit is in seconds 
TILEPro64 – No floating point support 
TILEGx36 – Partial floating point support 
* Indicates time includes file I/O 
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Key Methods to Accelerate Onboard Computing for a 
Space Environment 
• Intelligent onboard data reduction 
 
• Parallel processing, multicore processors 
 
• Use of FPGA as co-processor to accelerate portion of algorithms 
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What’s Next? 
• Flight demonstration of the CHAI v640 and the IPM aboard the Bussmann Helicopter 
 
• Continue to examine a variety of methods to speed up onboard processing chain to meet needs of low latency 
users 
 
• Dovetailing efforts and metrics with High Performance Space Computing (HPSC) effort sponsored by NASA 
Office Chief Technologist 
 
• Ensure IPM data processing effort applied to multiple future mission needs 
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Acronyms 
AMS  Autonomous Modular Sensor 
GLiHT  Goddard’s Lidar, Hyperspectral, and Thermal 
IPM  Intelligent Payload Module 
FLAASH  Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes 
WCPS  Web Coverage Processing Service 
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