The article is devoted to the research of the class of stochastic models in mathematical physics on the basis of an abstract Sobolev type equation in Banach spaces of sequences, which are the analogues of Sobolev spaces. As operators we take polynomials with real coecients from the analogue of the Laplace operator, and carry over the theory of linear stochastic equations of Sobolev type on the Banach spaces of sequences. The spaces of sequences of dierentiable "noises" are denoted, and the existence and the uniqueness of the classical solution of Showalter Sidorov problem for the stochastic equation of Sobolev type with a relatively bounded operator are proved. The constructed abstract scheme can be applied to the study of a wide class of stochastic models in mathematical physics, such as, for example, the Barenblatt Zheltov Kochina model and the Ho model.
Introduction
Let us consider an abstract mathematical model of the form
which is the prototype of the Barenblatt Zheltov Kochina model [1] and Ho model [2] . Operators L = L(Λ) and M = M (Λ) are the polynomials with real coecients; the operator Λu = (λ 1 u 1 , λ 2 u 2 , ...) acts in the spaces of sequences [3, 4] 
which are the analogues of Sobolev spaces W m q ; the sequence {λ k } ⊂ R + is a monotonically increasing sequence, such that lim k→∞ λ k = +∞. For the equation (1) we will consider the Showalter Sidorov condition P (u(0) − u 0 ) = 0,
where P is a relatively spectral projector. A study of positive solutions is started in [5] , where the sucient conditions for the existence of a single positive solution of the Showalter Sidorov problem (1), (2) in Sobolev spaces of sequences that can be interpreted as the space of Fourier coecients of solutions initial-boundary value problems are given [6] . This article (as, indeed, [5] ) is inspired by the fundamental work [7] , where it is suggested to use degenerate holomorphic resolving groups of operators whose construction is based on the theory of degenerate groups of operators to nd solutions to the problem (1), (2) . We apply developed in [5] methods to the search of the stochastic solutions of the equation
equipped with a weak (in the sense of S.G. Kreign) condition of Showalter Sidorov
Here, operators L, M and P are the same as above, the operator N will be dened later, η = η(t) is a stochastic process we are looking for, and Θ are the given stochastic process; by the symbol o η the Nelson Gliklikh derivative of the stochastic process η = η(t) is denoted.
The paper is organized as follows. The rst part is preliminary nature. It presents our approach to studying stochastic K-processes. The foundations of this approach are laid in [8] , then developed in [911] . Here also by analogy with [12] the spaces of sequences of dierentiable "noises" are introduced into consideration. In the second section the abstract problem (3), (4) , where the operator M is (L, p)-bounded, p ∈ {0} ∪ N, is considered. We notice that our approach is based on the Nelson Gliklikh derivative [13] , the theory of (semi)groups of operators [7] , which distinguishes it from the classical Ito Stratonovich Skorokhod approach (see, for example, [15] ) and recently the emerged Melnikova Filinkov approach [16] .
Stochastic K-Processes
Let us consider the complete probability space Ω ≡ (Ω, A, P) and the set of real numbers R, endowed with a Borel σ-algebra. Following [8] , we call a measurable mapping ξ : Ω → R a random variable. A set of random variables, which mathematical expectations are equal to zero, forms a Hilbert space L 2 with scalar product (ξ 1 , ξ 2 ) = Eξ 1 ξ 2 , where E is the mathematical expectation of a random variable. We denote by A 0 -σ the subalgebra of the σ-algebra A and construct the space L 0 2 of random variables that are measurable
is an orthoprojector, is called a conditional expectation of a random variable ξ and is denoted by E(ξ|A 0 ).
Let us consider two mappings: the rst mapping f : I → L 2 , which puts to each t ∈ I, I ⊂ R the random variable ξ ∈ L 2 in the correspondence, and the second mapping g : L 2 × Ω → R, which puts to each pair (ξ, ω) the point ξ(ω) ∈ R in the correspondence.
The mapping η :
, is called the (one-dimensional) random process. Following [8] , the random process η is called continuous, if a.s. all its trajectories are continuous. Let us denote by the CL 2 the set of the continuous random processes, which forms a Banach space. Continuous random process, which (independent) random variables are Gaussian (i.e. have the normal (Gauss) distribution), is called Gaussian. A one-dimensional Wiener process β = β(t) is an example of the continuous process, and it has the following properties:
(W1) a.s. β(0) = 0, a.s. all its thajectories β(t) are continuous, and for all t ∈ R + (= {0} ∪ R) the random variable β(t) is Gaussian; (W2) the mathematical expectation E (β (t)) = 0 and autocorrelation function
= |t − s| for all s, t ∈ R + ; (W3) trajectories β(t) are not dierentiable in each point t ∈ R + and they have an unbounded variation on the each arbitrarily small interval. Remark 1. Note, that the properties (W1) and (W2) played the important role for the denition of the Wiener process, and the property (W3) is followed from the rst two. Theorem 1. Then there exists the unique random process β, satisfying properties (W1) (W2) with probability one, and it can be present in the form
where ζ k are independent Gaussian variables,
, where by the E, D the mathematical expectation and the dispertion of the random variable are denoted. Now x η ∈ CL 2 and t ∈ I(= (ε, τ ) ⊂ R) and by the N η t let us denote σ-algebra, generating by the random variable η(t).
Denition 1. Let be η ∈ CL 2 , the random variable
is called the mean derivative on the right Dη(t, ·) (on the left D * η(t, ·)) of the random process η at the point t ∈ (ε, τ ), if there exists the limit in the sense of the uniform metrics on R. The random process η is called mean dierentiable on the right(on the left) on (ε, τ ), in the there exists the mean derivative on the right (on the left) in each point t ∈ (ε, τ ).
Let the random process η ∈ CL 2 be mean dierentiable on the right and on the left on (ε, τ ). Dene the symmetrical mean derivative 
(ii) Note, that if the trajectories of the random process η are a.s. continuously dierentiable in the "ordinary case" on (ε, τ ), then its Nelson Gliklikh derivative coincides with the "ordinary" derivative. Therefore, consistently applying the formula of 
Let us introduce space C l L 2 , l ∈ N, of the random processes from CL 2 , which trajectories are a.s. dierentialble in the sense of Nelson Gliklikh on the set I until the order l. If I ⊂ R + , then it follows from the Theorem 2, that there exists the derivative o β∈ C 1 L 2 , which is called (a one-dimensial) "white noise". Futher the spaces C l L 2 we will call the spaces of dierentiable "noises".
Next we choose a monotonically decreasing numerical sequence K = {µ k }, such that lim k→∞ µ k = 0 and the numerical series
Take the sequence of independent random processes {η k } and dene a random K-process
which provides that the series (6) converges uniformly on any compact set from I. We introduce the Nelson Gliklikh derivatives of random K-process
by the condition that on the right-hand side (7) there are derivatives up to the order l inclusive and all series converge uniformly on any compact set in I. Futher consider the space C K L 2 of the random K-processes, which trajectories are a.s. continuous, and the spaces C l K L 2 of random K-processes, which trajectories are a.s. continuously dierentianle in the sense of Nelson Gliklikh up to the order l ∈ N inclusive.
We dene the Wiener K-process on the R + by the formula
where β k (t) has the properties (W1) è (W2). 
where β k = β k (t), t ∈ R + , are Brownian motions of the form (5). Note, that if the series
of the Wiener K-process is called "white noise".
Stochastic Sobolev Type Equations with Relatively

p-Bounded Operators
Let us move on to the nding the sucient conditions of the existence and uniqueness of the solution of Showaler Sidorov problem (3), (4) . The foundation of our research are the theory of degenerate groups of operators and the phase space method for a degenerate Sobolev type equation (1), described in [7] in the deterministic case, which were successfullty transfered to the stochastic case [811] . We present the necessary information on the theory of degenerate groups operators [7] , and consider Banach spaces U and F, linear and bounded operators L, M ∈ L(U; F). Following the classical work [7] , let
Theorem 4. (Splitting theorem, [7] ) Let the operator M be (L, σ)-bounded. Then
Then by Theorem 4 in the case of (L, σ)-boundness of the operator M we can construct the operators
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Let us consider Showalter Sidorov problem (3), (4) , where the operators L = L(Λ) and M = M (Λ) are the polynomials with real coecients, and their degrees satisfy the relation degL ≥ degM,
acting in the Banach space of sequences. Futher let be U = l m+2degL q
It was shown in [5] , that the operators L, M ∈ L(U; F). Let K = {µ k } be a monotonically decreasing numerical sequence, such that lim (3), if a.s. all its trajectories satisfy equation (3) for all t ∈ (0, τ ). Moreover, if the solution η = η(t) of equation (3) satises condition (4), we will call it a classical solution of problem (3), (4).
Denition 3. Let us call a random
In the work [12] the sucient conditions of the existence of unique classical solution of abstract problem (3), (4) were found. Let write the initial random variable η 0 in the form
Here the random variables η 0k ∈ L 2 are uniformly bounded, i.e. there exists such number
Then in the case of arbitrarily operators L and M the Theorem is hold. (3), (4), which has the form
Here
The proof of Theorem 5 is based on the methods of the theory of degenerate groups of solving operators [7] as in the deterministic case. Now we turn to problem (3) , (4) (4) , which have the form
Here Remark 3. The proof of Theorem 6 is based on the results of Theorem 5 and the limiting transition proposed in the paper [8] . Since "white noise" Θ(t) = (2t)
is not dierentiable in the case t = 0, by the analogue in [8] and by the denition of the Nelson Gliklikh derivative for all ε ∈ (0, t), t ∈ R + , integrating by parts the second term in right side (12) we get:
Then passing to the limit in (13) for ε → 0, we obtain the reiquired, i.e. Ñòàòüÿ ïîñâÿùåíà èññëåäîâàíèþ êëàññà ñòîõàñòè÷åñêèõ ìîäåëåé ìàòåìàòè÷åñêîé ôèçèêè íà îñíîâå àáñòðàêòíîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà â áàíàõîâûõ ïðîñòðàí-ñòâàõ ïîñëåäîâàòåëüíîñòåé, ÿâëÿþùèõñÿ àíàëîãàìè ïðîñòðàíñòâ Ñîáîëåâà. Â êà÷åñòâå ïîñëåäîâàòåëüíîñòåé, ÿâëÿþùèõñÿ àíàëîãàìè ïðîñòðàíñòâ Ñîáîëåâà. Â êà÷åñòâå îïåðà-òîðîâ áåðóòñÿ ìíîãî÷ëåíû îò àíàëîãà îïåðàòîðà Ëàïëàñà ñ äåéñòâèòåëüíûìè êîýôôè-öèåíòàìè, è ïðîèçâîäèòñÿ ïåðåíîñ òåîðèè ëèíåéíûõ ñòîõàñòè÷åñêèõ óðàâíåíèé ñîáî-ëåâñêîãî òèïà íà áàíàõîâû ïðîñòðàíñòâà ïîñëåäîâàòåëüíîñòåé. Ââîäÿòñÿ ïðîñòðàíñòâà ïîñëåäîâàòåëüíîñòåé äèôôåðåíöèðóåìûõ ≪øóìîâ≫ è äîêàçûâàþòñÿ ñóùåñòâîâàíèå è åäèíñòâåííîñòü êëàññè÷åñêîãî ðåøåíèÿ çàäà÷è Øîóîëòåðà Ñèäîðîâà äëÿ ñòîõàñòè-÷åñêîãî óðàâíåíèÿ ñîáîëåâñêîãî òèïà ñ îòíîñèòåëüíî îãðàíè÷åííûì îïåðàòîðîì. Ïî-ñòðîåííàÿ àáñòðàêòíàÿ ñõåìà ìîaeåò áûòü ïðèìåíåíà ê èññëåäîâàíèþ øèðîêîãî êëàññà ñòîõàñòè÷åñêèõ ìîäåëåé ìàòåìàòè÷åñêîé ôèçèêè, òàêèõ, íàïðèìåð, êàê ìîäåëü Áàðåí-áëàòòà AEåëòîâà Êî÷èíîé è ìîäåëü Õîôôà.
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