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Accurately predicting response properties of molecules such as the dynamic polarizability and
hyperpolarizability using quantum mechanics has been a long-standing challenge with widespread
applications in material and drug design. Classical simulation techniques in quantum chemistry
are hampered by the exponential growth of the many-electron Hilbert space as the system size
increases. Building upon the quantum linear system algorithm [Harrow et al., Phys. Rev. Lett.
103, 150502 (2009)], we describe an algorithm for computing molecular response properties on
quantum computers, which scales polynomially in the system size instead of the dimension of the
exponentially large Hilbert space, and hence achieves an exponential speedup over existing classical
algorithms. Moreover, the variational hybrid quantum-classical variant of the proposed algorithm
can be readily applied on near-term quantum devices.
Introduction.—How molecules response upon the ac-
tion of external fields determines the properties of
materials. For weak external fields, the response is
fully characterized by the linear and nonlinear response
functions[1, 2], such as the polarizability tensor αij(ω)
and hyperpolarizability βijk(ω1, ω2) (i, j, k ∈ {x, y, z}).
The dynamic polarizability αij(ω) describes how the
dipole moment of a molecule responses to an oscillat-
ing electric field to the leading order, and can be linked
to the photoabsorption cross section, while the first-
order hyperpolarizability describes nonlinear response
processes such as second-harmonic generation in nonlin-
ear optical materials. Besides, these response functions
are also the key to understand intermolecular interac-
tions. Notably, the van der Waals C6 coefficients, which
are of paramount importance in quantifying the disper-
sion interaction between drug molecules and proteins
in drug design, can be computed from dynamic polariz-
abilities at imaginary frequencies via the Casimir-Polder
integral[3].
Developing reliable quantum mechanical methods
for accurately predicting molecular response proper-
ties has been one of the major challenges in quan-
tum chemistry[2, 4, 5]. The full configuration inter-
action (FCI)[6–8], also known as the exact diagonal-
ization method, represents the most accurate method
within a molecular orbital basis set, however, is lim-
ited to small molecular systems due to the exponential
growth of the many-electron Hilbert space as the system
size increases. Over the past decades, a plethora of ap-
proximate methods along with efficient algorithms have
been developed[4, 5]. Unfortunately, approximations
adopted in these methods in order to describe the corre-
lation among electrons efficiently, such as the mean-field
approximation[6] or approximate exchange-correlation
functionals in density functional theory[9], can some-
times fail miserably. In particular, the strong electron
correlation[10], which is the root for many fascinat-
ing phenomena in materials such as high-temperature
superconductivity, cannot be accurately accounted for
by these approximate methods. A satisfactory classi-
cal simulation method for predicting molecular response
properties, which works in all regime of electron corre-
lation, is lacking.
Initially advocated by Feynman[11], quantum com-
putation shows a great promise for solving interacting
fermion problems in physics and chemistry[12–19]. The
quantum phase estimation (QPE) algorithm[20] was ap-
plied to obtain the ground state energies of molecules
with an exponential speedup over the classical FCI[21].
It also allows to compute molecular static properties via
energy derivatives[22, 23]. While QPE has only been
realized for two-electron systems[24–27] due to the re-
quirement of long circuit depth, the variational quan-
tum eigensolver (VQE)[28, 29] is more suitable for the
noisy intermediate-scale quantum (NISQ)[30] devices.
Unlike QPE, its advantage over classical simulation
techniques in quantum chemistry is still an open ques-
tion and being actively explored. Nevertheless, VQE
has been experimentally demonstrated on various plat-
forms for small molecules such as H2, HeH
+, LiH and
BeH2[27, 28, 31–33]. In view of such progresses on the
ground state problem, it is a natural question to ask
whether computing molecular response properties, as
the next logical step after computing the ground state,
will also benefit from quantum computation.
In this Letter, we propose an algorithm for comput-
ing molecular response properties on quantum comput-
ers. While dynamical properties can alternatively be
obtained by Fourier transform of the corresponding cor-
relation functions in the time domain[16, 34, 35] de-
termined from real-time Hamiltonian simulations, anal-
ogous to the classical computation side[2, 4, 5] it is
highly desirable to have a quantum algorithm for com-
puting a target response property such as αij(ω) or
βijk(ω1, ω2) at given frequencies directly. Because in
many molecular applications[2, 4], only a small range
of frequencies is of interest, including the simulations
of (hyper)polarizabilities at specific frequencies of ap-
plied electromagnetic fields[8, 36], absorption spectra
in an interested visible/ultraviolet/X-ray region[5], and
multi-dimensional spectroscopies for studying couplings
2between selected modes[37]. By reformulating the tar-
get property into a symmetric expression with the help
of a set of auxiliary quantum states, we convert the
most demanding part of computations into linear sys-
tems of equations for determining these states, which
can be solved on quantum computers using quantum al-
gorithms for linear systems of equations[38–42] or varia-
tional hybrid quantum-classical algorithms[43, 44]. De-
pending on the subroutine employed for determining
auxiliary states, the resulting variant of the proposed
algorithm can be considered as the analog of QPE or
VQE for molecular response properties. Furthermore,
we show that in combination with the quantum linear
system algorithm invented by Harrow, Hassidim, and
Lloyd (HHL)[38], the runtime complexity of the pro-
posed algorithm scales polynomially in the molecular
system size, instead of the dimension of the exponen-
tially large many-electron Hilbert space. Thus, an ex-
ponential speedup is achieved compared with the clas-
sical FCI-based approach[7, 8] for computing molecular
response properties, which has a direct impact on de-
signing new materials, drugs and catalysts.
Theory.—For concreteness, we consider the calcula-
tion of the polarizability αzz(ω) for a molecule under
a monochromatic electric field with optical frequency
ω in the z-direction. The static polarizability will be
obtained as a special case where ω = 0. Extensions
to off-diagonal components of the polarizability tensor
as well as nonlinear response properties are straightfor-
ward and will be discussed later.
Suppose initially without external fields, a molecule
with N electrons is in the ground state |Ψ0〉 of the sec-
ond quantized electronic Hamiltonian Hˆ0, expressed in
an orthonormal molecular spin-orbital basis {ψp}
K
p=1 (K
is proportional to the system size N) as
Hˆ0 =
K∑
p,q=1
hpqa
†
paq +
1
2
K∑
p,q,r,s=1
hpqrsa
†
pa
†
qasar, (1)
where a
(†)
p represents the fermionic annihilation (cre-
ation) operator, and hpq (hpqrs) represent the one-
electron (two-electron) integrals. The dynamic electric
field in the dipole approximation is associated with the
perturbation operator
zˆ =
K∑
p,q=1
zpqa
†
paq, (2)
where zpq , 〈ψp|z|ψq〉 represent the dipole-moment in-
tegrals. By the time-dependent perturbation theory,
the frequency-dependent polarizability αzz(ω) can be
expressed in a sum-over-state (SOS) form[1, 2]
αzz(ω) =
∑
n>0
[
〈Ψ0|zˆ|Ψn〉〈Ψn|zˆ|Ψ0〉
ωn0 − (ω + iγ)
+
〈Ψ0|zˆ|Ψn〉〈Ψn|zˆ|Ψ0〉
ωn0 + (ω + iγ)
]
, (3)
with γ > 0 being a phenomenological damping param-
eter, which physically is associated with the inverse
lifetime of excited states. Computing αzz(ω) allows
to access important information of molecules such as
the transition dipole moments 〈Ψ0|zˆ|Ψn〉 between the
ground state |Ψ0〉 and the n-th excited state |Ψn〉, as
well as the associated excitation energy ωn0 , En−E0.
Moreover, the imaginary part of αzz(ω) is related with
the photoabsorption cross section σ(ω) ∝ ωℑα(ω) for
visible/ultraviolet/X-ray absorption spectra, which is
one of the central quantities considered in designing
functional materials.
In the standard FCI-based approach[7, 8] for comput-
ing αzz(ω), Eq. (3) is reformulated as
αzz(ω) = 〈Ψ0|zˆ|Ψ(ω)〉+ 〈Ψ0|zˆ|Ψ(−ω)〉, (4)
where the frequency-dependent response wavefunctions
|Ψ(±ω)〉 are obtained by solving the response equations
Qˆ[Hˆ0 − E0 ∓ (ω + iγ)]Qˆ|Ψ(±ω)〉 = Qˆzˆ|Ψ0〉, (5)
with the projector Qˆ = 1 − |Ψ0〉〈Ψ0|, in the full N -
electron Hilbert space, and hence avoids the need for
determining all excited states in the SOS form (3). The
computational complexity of solving Eq. (5) using the
best classical iterative algorithm[45] for linear systems
of equations scales linearly in the dimension of the N -
electron Hilbert space D. For the molecular problem
with Hˆ0 (1), D is exponential in N , e.g., D =
(
K
N
)
with
K = 2N for the half-filling case. Therefore, like solving
the ground-state eigenvalue problem, viz., Hˆ0|Ψ0〉 =
E0|Ψ0〉, this FCI-based approach scales exponentially
in the system size N , and in practical is limited to very
small molecules (ca. N . 16 assuming K = 2N) in
routine quantum chemistry applications[4, 5, 8].
Just as QPE and VQE have been applied to the
ground state problem, we attempt to utilize the ad-
vantage of quantum algorithms for linear systems of
equations[38–44] in computing molecular response prop-
erties. However, while QPE can be applied readily to
the ground state problem, both Eqs. (4) and (5) are
not in a form that is amenable to compute on quantum
computers directly, due to the asymmetric form of each
term in Eq. (4) and the involvement of the projector
Qˆ. To resolve these two problems, we introduce the
notation
Aˆ(±ω) , Hˆ0 − E0 ∓ (ω + iγ) (6)
for brevity and rewrite the first part of αzz(ω) (4) as
〈Ψ0|zˆ|Ψ(ω)〉 = 〈Ψ0|zˆQˆ[QˆAˆ(ω)Qˆ]
−1Qˆzˆ|Ψ0〉
= 〈Ψ0|zˆQˆAˆ
−1(ω)zˆ|Ψ0〉
= 〈Ψ0|zˆ[Aˆ
†(ω)]−1Aˆ†(ω)QˆAˆ−1(ω)zˆ|Ψ0〉,(7)
where the second equality follows from the spectral de-
compositions Aˆ(ω) =
∑
n≥0 |Ψn〉[ωn0 − (ω + iγ)]〈Ψn|
and Qˆ =
∑
n>0 |Ψn〉〈Ψn|, which immediately imply
that Aˆ(ω) is invertible for γ > 0 regardless of ω, and
3Qˆ[QˆAˆ(ω)Qˆ]−1Qˆ =
∑
n>0 |Ψn〉[ωn0 − (ω + iγ)]
−1〈Ψn| =
QˆAˆ−1(ω)Qˆ = QˆAˆ−1(ω). To reach a symmetric expres-
sion, the identity [Aˆ†(ω)]−1Aˆ†(ω) = 1 has been inserted
in the last line of Eq. (7), which suggests to introduce
an auxiliary state |Z(ω)〉 satisfying an equation similar
to Eq. (5) but without the projector Qˆ
Aˆ(ω)|Z(ω)〉 = zˆ|Ψ0〉. (8)
Consequently, Eq. (7) can be recast into a symmetric
form
〈Ψ0|zˆ|Ψ(ω)〉 = 〈Z(ω)|Aˆ
†(ω)|Z(ω)〉
+(ω − iγ)|〈Z(ω)|Ψ0〉|
2. (9)
Now the explicit dependence on the projector Qˆ, which
makes the design of a quantum algorithm difficult, has
been removed from both the response equation (8) and
the expression for the polarizability (9). Its effect is only
reflected in the second term of Eq. (9). Likewise, the
second part of αzz(ω) (4) can be expressed in a similar
symmetric form
〈Ψ0|zˆ|Ψ(−ω)〉 = 〈Z(−ω)|Aˆ
†(−ω)|Z(−ω)〉
−(ω − iγ)|〈Z(−ω)|Ψ0〉|
2. (10)
More explicitly, we can separate αzz(ω) into real and
imaginary parts
αzz(ω) = ℜαzz(ω) + iℑαzz(ω),
ℜαzz(ω) = 〈Z(ω)|Hˆ0 − E0|Z(ω)〉,
+〈Z(−ω)|Hˆ0 − E0|Z(−ω)〉 −
ω
γ
ℑαzz(ω),
ℑαzz(ω) = γ(〈Z(ω)|Z(ω)〉 − 〈Z(−ω)|Z(−ω)〉
−|〈Z(ω)|Ψ0〉|
2 + |〈Z(−ω)|Ψ0〉|
2), (11)
where the expected symmetry relations ℜαzz(−ω) =
ℜαzz(ω) and ℑαzz(−ω) = −ℑαzz(ω) are obvious. In
fact, from Eq. (8) one can further find 〈Ψ0|Z(±ω)〉 =
∓ 〈Ψ0|zˆ|Ψ0〉
ω+iη , such that the second terms in Eqs. (9) and
(10) will cancel each other in αzz(ω). Building upon
the reformulation of the standard response theory, Eqs.
(8)-(11), we are ready to present a quantum algorithm
for computing αzz(ω).
Algorithm.— Our algorithm assumes that the ground
state problem has been solved, namely, the ground-
state wavefunction |Ψ0〉 and its associated energy E0
are available either by QPE or VQE. The central step
is to solve the response equation (8), when expressed in
the full many-electron Hilbert space as a linear system
of equation with dimension D, on quantum comput-
ers. One choice suitable for NISQ devices is to use the
variational hybrid quantum-classical algorithms[43, 44]
for solving (8). In this case, an appropriate vari-
ational wavefunction ansatz for the normalized state
|x〉 = |Z(ω)〉/
√
〈Z(ω)|Z(ω)〉 can be designed and op-
timized by minimizing the following cost function
C[|x〉] = 1−
|〈Ψ0|zˆAˆ(ω)|x〉|
2
〈Ψ0|zˆzˆ|Ψ0〉〈x|Aˆ†(ω)Aˆ(ω)|x〉
. (12)
The solution of Eq. (8) corresponding to C[|x〉] = 0
can be readily used to compute αzz(ω) (11) by effi-
cient measurements (vide post). Together with VQE
for the ground state |Ψ0〉, this approach provides a fea-
sible variational hybrid quantum-classical algorithm for
computing molecular response properties on near-term
devices. The other choice for solving (8) is to use the
quantum algorithms for linear systems of equations[38–
42], which are in principle exact and have the potential
for quantum speedup. It is also noteworthy that the
HHL algorithm[38] has recently been experimentally re-
alized on small scale problems[46–49]. In the following
context, we will focus on the demonstration of quantum
advantage for computing molecular response properties
using the HHL algorithm as a subroutine.
Since Aˆ(ω) (6) is non-Hermitian for γ > 0, |Z(ω)〉
can be determined using the HHL algorithm[38] either
by [
0 Aˆ(ω)
Aˆ†(ω) 0
] [
0
|Z(ω)〉
]
=
[
zˆ|Ψ0〉
0
]
, (13)
as suggested in the original work[38] or by the following
equivalent equation
Aˆ†(ω)Aˆ(ω)|Z(ω)〉 = Aˆ†(ω)zˆ|Ψ0〉, (14)
with a Hermitian matrix on the left hand side (LHS) of
the same dimension as Eq. (8) at the cost of increasing
the condition number. For a linear system of equations
Ax = b, where A is a Hermitian matrix of dimen-
sion D with an eigendecomposition A = UΛU†, the
HHL algorithm[38] essentially prepares a solution fol-
lowing the sequence x = UΛ−1U†b. The transforma-
tion to the eigenbasis of A and the backtransformation
are executed by QPE subroutines[20], which require the
implementation of the controlled time evolution eiAt,
while the realization of the nonunitary operation Λ−1 is
through controlled rotations also with the help of ancilla
qubits. The runtime complexity of the HHL algorithm
is O(log(D)s2κ2/ǫ)[38], where ǫ is the desired precision,
s is the sparsity parameter specifying the maximal num-
ber of nonzero entries per row in A, and κ is the condi-
tion number of A, i.e., κ = |λmax|/|λmin|, which is the
ratio between the maximal and minimal eigenvalues by
moduli of A. The real advantage of the HHL algorithm
over classical algorithms crucially depends on the effi-
ciency of four major steps[38, 50]: (1) preparation of
b on quantum computers, (2) Hamiltonian simulation
eiAt, (3) dependence of κ on D, and (4) readout of the
output quantum state |x〉 = A−1|b〉/‖A−1|b〉‖ encoding
the solution x. Any slowdown in one of the steps could
kill the exponential speedup promised by the HHL algo-
rithm. Here, we show how an exponential speedup can
be achieved for computing molecular response proper-
ties step-by-step by utilizing the specialities of the prob-
lem.
Step 1: Provided |Ψ0〉 is available, the state zˆ|Ψ0〉 on
the right hand side (RHS) of Eq. (13) or Aˆ†(ω)zˆ|Ψ0〉 in
Eq. (14) can be prepared with a cost of poly(N) using
4the linear combination of unitaries (LCU) algorithm[51,
52]. This is because both the one-body perturbation zˆ
(2) and the Hamiltonian Hˆ0 (1) in Aˆ(ω) can be ex-
pressed as a sum of poly(N) Pauli matrices, e.g.,
zˆ =
∑
µ
zµPµ, Pµ = σµ1 ⊗ σµ2 ⊗ · · · ⊗ σµK , (15)
where σµk ∈ {I2, σx, σy, σz} and the number of terms
is quadratic in N for zˆ (2), through a fermion-to-qubit
mapping such as the Jordan-Wigner transformation[53]
or the Bravyi-Kitaev transformation[54, 55].
Step 2: Given the RHS of Eq. (13) (or Eq. (14))
prepared on quantum computers, the HHL algorithm
is applied to prepare a normalized solution state |x〉 =
|Z(ω)〉/
√
〈Z(ω)|Z(ω)〉 for Eq. (8). For molecular sys-
tems with Hˆ0 (1), it is known that the Hamiltonian
simulation can be accomplished efficiently in poly(N),
just as in applying QPE to the molecular ground state
problem[13, 14, 21]. Because Hˆ0 involves at most two-
body Coulomb interactions, the sparsity parameter s is
only quartic in N . Thus, the most crucial part for the
runtime complexity of the HHL algorithm is the condi-
tion number κ. On one hand, since Hˆ0 can be written
as a sum over O(N4) Pauli terms Hˆ0 =
∑
µ hµPµ, as
for zˆ in Eq. (15), |λmax| of Hˆ0 (and Aˆ(ω)) is bounded
by a system-dependent constant maxµ |hµ| times N
4.
Assuming we consider the scaling with respect to the
variation of the system size for systems of the same
kind, such as water clusters of different sizes in a given
atomic orbital basis set, then maxµ |hµ| is independent
of N , such that |λmax| is of poly(N). On the other
hand, the operator Hˆ0−E0−ω becomes singular when-
ever the frequency ω matches the excitation energy ωn0,
such that in the worst case |λmin| of Aˆ
†(ω)Aˆ(ω) in Eq.
(14) is γ2, and likewise for Eq. (13) |λmin| equals γ. In
practice, the parameter γ is a fixed input parameter for
spectral resolution, which determines the half width at
half maximum (HWHM) of peaks in ℑα(ω) (11). Thus,
the condition numbers κ for the coefficient matrices in
Eqs. (13) and (14) are polynomial in the system size N
instead of the dimension of the Hilbert space D, which
is exponential in N . This concludes that the runtime
complexity of the HHL algorithm for preparing the nor-
malized solution state |x〉 from either Eq. (13) or (14)
is poly(N).
Step 3: After applying the HHL algorithm to Eq.
(13) or (14), the first part of αzz(ω) (4) can be computed
from |x〉 using Eq. (9) in poly(N), without accessing its
individual entry. This is achieved by first noting that
the norm of |Z(ω)〉 required in Eq. (9) can be computed
using Eq. (8) as
〈Z(ω)|Z(ω)〉 = 〈Ψ0|zˆzˆ|Ψ0〉/〈x|Aˆ
†(ω)Aˆ(ω)|x〉, (16)
which only requires the measurements of 〈Ψ0|zˆzˆ|Ψ0〉
and 〈x|Aˆ†(ω)Aˆ(ω)|x〉. Then, the first term in Eq. (9) in-
volving 〈Z(ω)|Hˆ0|Z(ω)〉 can be obtained from the mea-
surement 〈x|Hˆ0|x〉 =
∑
µ hµ〈x|Pµ|x〉 in the same way as
obtaining the energy in VQE[28, 29], while the second
term |〈Z(ω)|Ψ0〉|
2 can be computed from |〈x|Ψ0〉|
2 by
the SWAP test[56, 57] or simply from |〈Ψ0|zˆ|Ψ0〉|
2
ω2+γ2 fol-
lowing Eq. (8). Therefore, the necessary information
for computing αzz(ω) from the output state |x〉 of the
HHL algorithm (and its counterpart for |Z(−ω)〉) can
be accessed through 〈x|Hˆ20 |x〉, 〈x|Hˆ0|x〉, and |〈x|Ψ0〉|
2
with a cost of poly(N).
Using the above procedure, we show that the dy-
namic polarizability tensor αzz(ω) of molecules can be
computed on quantum computers with poly(N) run-
time complexity, achieving an exponential speedup com-
pared with the classical FCI-based approach[7, 8]. This
becomes possible due to the specialities of the molec-
ular response problem, such that all the limitations of
the HHL algorithm can be overcome in this application:
the RHS of Eq. (8) can always be efficiently prepared
given |Ψ0〉, e
iHˆ0t can be efficiently simulated due to the
sparse structure of Hˆ0 (1), the condition numbers κ for
matrices in Eqs. (13) and (14) are polynomial in N ,
and finally only partial information of the solution is
required for computing αzz(ω). Therefore, the molecu-
lar response problem is an ideal application of the HHL
algorithm[38], and the same conclusion is also general-
izable to its improved variants[39–41].
Discussion.— The above quantum algorithm can be
readily generalized to compute different linear and non-
linear response properties, using the same idea of first
deriving a symmetric expression for the target property
by introducing appropriate auxiliary states, and then
determining these states by solving response equations
with appropriate quantum or hybrid algorithms. For
off-diagonal components of αij(ω), e.g., αxz(ω) contain-
ing a form of 〈Ψ0|xˆQˆ[QˆAˆ(ω)Qˆ]
−1Qˆzˆ|Ψ0〉, a symmetric
expression can be derived by applying the polarization
identity, which involves a linear combination of four
symmetric terms 〈Ψ0|(xˆ ± (i)zˆ)
†Qˆ[QˆAˆ(ω)Qˆ]−1Qˆ(xˆ ±
(i)zˆ)|Ψ0〉 and each of them can be computed using
the same algorithm for αzz(ω). An increasingly im-
portant nonlinear response functions for probing ele-
mentary excitations in complex correlated electron sys-
tems is the resonant inelastic X-ray scattering (RIXS)
amplitudes[5, 58], given by the Kramers-Heisenberg
formula[59] as
Ff0zz (ω) =
∑
n
[
〈Ψf |zˆ|Ψn〉〈Ψn|zˆ|Ψ0〉
ωn0 − (ω + iγ)
+
〈Ψf |zˆ|Ψn〉〈Ψn|zˆ|Ψ0〉
ωn0 + (ω′ + iγ)
]
, (17)
where ω′ , ω − ωf0 and |Ψf 〉 represents the final state
of interest involved in the inelastic scattering process.
Eq. (17) takes a similar form as Eq. (3) for αzz(ω), and
hence a similar strategy can be designed to compute
|Ff0zz (ω)|
2 for the scattering cross section[58]. In partic-
ular, within the rotating wave approximation, where the
second term of Eq. (17) is neglected, the scattering cross
section is simply given by |Ff0zz (ω)|
2 = |〈Ψf |zˆ|Z(ω)〉|
2
5with the same |Z(ω)〉 in Eq. (8), which can be computed
by modifications of the SWAP test[56]
In summary, we presented a general algorithm for
computing molecular response properties on quantum
computers. The most demanding step involves a set
of linear systems of equations for auxiliary quan-
tum states, which can be solved either by quantum
algorithms[38–42] or variational hybrid quantum-
classical algorithms[43, 44]. The resulting two variants
enable the computation of molecular response proper-
ties for interested frequencies directly. While the later
variational hybrid variant is more suitable for near-term
applications, it is demonstrated that the former with
the HHL algorithm[38] as a subroutine has a provable
quantum speedup over existing classical FCI-based
approach[7, 8]. Our work provides a new evidence
that quantum chemistry is among the first fields that
will benefit from quantum computations. Enabling
accurate and efficient predictions of molecular response
properties on quantum computers will potentially open
up many new applications of quantum computations in
material science and drug discovery in the near future.
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