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FATOU AND JULIA LIKE SETS II
KULDEEP SINGH CHARAK, ANIL SINGH, AND MANISH KUMAR
Abstract. This paper is a continuation of authors work: Fatou and Julia like sets,
Ukranian J. Math., to appear/arXiv:2006.08308[math.CV](see [4]). Here, we introduce
escaping like set and generalized escaping like set for a family of holomorphic functions
on an arbitrary domain, and establish some distinctive properties of these sets. The
connectedness of the Julia like set is also proved.
1. introduction
Let f be an entire function. Then the Fatou set of f , denoted by F (f) is a subset of C
in which the family {fn : n ≥ 1} of iterates of f is normal, and the complement C \F (f),
denoted by J(f), is called the Julia set of f. F (f) is an open subset of C and J(f) is a
closed subset of C, and both are completely invariant sets under f . The study of Fatou
and Julia sets of holomorphic functions is a subject matter of Complex Dynamics for
which one can refer to [1, 3, 14]. The Fatou and Julia theory is extended to semigroups
of rational functions ([7, 8]) and transcendental entire functions (see [11, 12]).
Throughout, we shall denote by H (D), the class of all holomorphic functions on a
domain D ⊆ C and D shall denote the open unit disk in C.
For an arbitrary domain D ⊆ C and a subfamily F of H (D), the authors in [4]
introduced Fatou like set F (F) and Julia like set J(F) of the family F as follows: Fatou
like set F (F) of F is defined to be a subset of D on which F is normal and Julia like set
J(F) of F is the complement D \ F (F) of F (F). If F happens to be a family of iterates
of an entire function f , then F (F) and J(F) reduce to the Fatou set of f and the Julia
set of f respectively. Various interesting properties of the sets F (F) and J(F) are studied
in [4].
In this paper we extend the work done in [4] and introduce the escaping like set and
generalized escaping like set for a family of holomorphic functions on an arbitrary domain.
We have divided our findings into three sections: In Section 2, we present some interesting
properties of Julia like set including its connectedness, in Section 3, we introduce escaping
like set, generalized escaping like set and prove some distinctive properties of these sets,
and finally in Section 4, we have some discussion on limit functions and fixed points of F .
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2. Properties of Julia like set J(F) of F
Let F be a subfamily of H(D) and z ∈ C. We define the backward orbit of z with
respect to F as
O−F (z) := {w ∈ D : f(w) = z, for some f ∈ F}
and the exceptional set of F is defined as
E(F) :=
{
z ∈ C : O−F (z) is finite
}
.
If F is a semigroup of entire functions and z ∈ J(F) \ E(F), then the backward
invariance of J(F) (see [7], Theorem 2.1) implies that O−F (z) ⊆ J(F). The other way
inclusion is true for any F ⊆ H(D) with E(F) 6= ∅ (see, [4], Theorem 1.9). Thus we have:
Theorem 2.1. Suppose that F is a semigroup of entire functions with E(F) 6= ∅, and
z ∈ J(F) \ E(F). Then J(F) = O−F (z).
We know (see [4], Theorem 1.1) that if N is a neighborhood of a point z0 ∈ J(F), then
C \ ∪f∈Ff (N) contains at most one point. If J(F) has an isolated point, the following
counterpart holds:
Theorem 2.2. (a) Suppose that J(F) has an isolated point. Then C \
⋃
f∈F f (U)
has at most one point, for some open set U ⊆ F (F).
(b) Suppose that N is a neighborhood of a point in J(F). If E(F) 6= φ, then
C \
(⋃
f∈F
f(N)
)
⊂ E(F).
Proof. Let z0 ∈ J(F) be an isolated point. Then we can choose a neighborhood N of z0
such that U := N \{z0} ⊆ F (F). Since F is not normal at z0, by an extension of Montel’s
theorem (see [2], p. 203), F omits at most one point in N \ {z0}. This prove (a).
Let N be a neighborhood of z0 ∈ J(F) and w0 ∈ C\
⋃
f∈F f(N). Suppose that w0 /∈ E(F)
and let w1 ∈ E(F). Then we can choose a deleted neighborhood N1 ⊂ N of z0 such that
O−F (w1)∩N1 = φ showing that F omits two points w0, w1 in the deleted neighborhood N1
of z0. Now by extension of Montel’s Theorem, z0 ∈ F (F), a contradiction. This proves
(b).
Example 2.3. Consider the family F := {nz : n ∈ N} of entire functions . Then F (F) =
C \ {0} . For any deleted neighborhood N of 0,
⋃
f∈F f(N) = C \ {0} and the set C \
(∪f∈Ff(N)) contains exactly one point.
Theorem 2.4. Let F be a family of transcendental entire functions with nonempty back-
ward invariant Julia like set J(F). Then J(F) is a singleton or an infinite set. If J(F) is
a singleton {z0} , say, then for any f ∈ F , z0 is a fixed point of f or a Picard exceptional
value of f , and if J(F) is infinite, then J(F) has no isolated points.
Proof. Suppose that J(F) is finite and has at least two points. Then there is some
z ∈ J(F) and f ∈ F such that f−1({z}) is infinite. Backward invariance of J(F) implies
that f−1({z}) ⊆ J(F), which is a contradiction. Hence J(F) reduces to a singleton, {z0} ,
say. Since for any f ∈ F f−1({z0}) ⊆ J(F), f
−1({z0}) = {z0} or f
−1({z0}) = ∅.
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Next, if J(F) is infinite and has an isolated point w0, say, then by Theorem 2.2, there
exists an open subset U in F (F) such that C \ (∪f∈Ff(U)) has at most one point. We
claim that f(U)∩J(F) = ∅ for any f ∈ F . For, suppose f(U)∩J(F) 6= ∅ for some f ∈ F .
Then there is w ∈ f(U) ∩ J(F) such that w = f(z) for some z ∈ U. Since w ∈ J(F),
z ∈ f−1({w}) ⊆ J(F), a contradiction. Thus it follows that J ⊆ C\(∪f∈Ff(U)), showing
that J(F) is finite which is not the case. Hence J(F) has no isolated points.
2.1. Connectedness of Julia like set. Kisaka [9] characterized the connectedness of
the Julia set of a transcendental entire function, as a subset of C. Here, we also charac-
terize the connectedness of Julia like set J(F) of a family F of holomorphic functions on
a simply connected domain in C.
Let D be a domain in C. Let D0 be a subset of D. We shall denote by ∂D0, the set of
boundary points of D0 in D and denote by D0, the set of adherent points of D0 in D.
Lemma 2.5. Let D be a simply connected domain in C. Let D1 and D2 be two disjoint
open connected subsets of D such that ∂D1 ⊂ ∂D2. Then ∂D1 is connected.
Proof. Suppose on the contrary that ∂D1 = A ∪ B, where A and B be two nonempty
disjoint closed subsets of ∂D1. Let ζ1 ∈ B. Since A is closed and {ζ1} is compact,
d(A, ζ1) = ǫ > 0 (where d is the Euclidean metric) and so we can choose z1 ∈ D1 and
z2 ∈ D2 with d(ζ1, zi) <
ǫ
2
(i = 1, 2) and a line segment L1 joining z1 and z2. Clearly
L1 ∩ A = φ. Similarly, we can choose ζ2 ∈ A, z
′
1
∈ D1, z
′
2
∈ D2 and a line segment L2
joining z
′
1
and z
′
2
with L2 ∩ B = φ. Since z1 and z
′
1
are in D1, there is a curve γ1 ⊂ D1
joining z1 and z
′
1
such that γ1 does not intersect L1 and L2. Similarly, we can choose a
curve γ2 ⊂ D2 joining z2 and z
′
2
such that γ2 does not intersect L1 and L2. Let U be
the region bounded by the closed curve γ1 ∪ γ2 ∪ L1 ∪ L2. Then A ∩ U and B ∩ U are
compact and hence are at a positive distance apart. Now from this it follows that we
can choose a curve γ3 ⊂ D joining a point at γ1 and a point at γ2 and which does not
intersect ∂D1 = A ∪B which implies that D1 ∩D2 6= φ, a contradiction.
Simple connectedness of D in Theorem 2.5 is essential:
Example 2.6. Consider the annulus D = {z ∈ C : r1 < |z| < r2}, where 0 < r1 < r2 and
consider D1 = D ∩ {z : Im(z) > 0} and D2 = D ∩ {z : Im(z) < 0} as two disjoint open
connected subsets of D. Then ∂D1 ⊂ ∂D2, and ∂D1 is not connected.
As an immediate consequence of Lemma 2.5, we have
Lemma 2.7. Let D be a simply connected domain in C and D1 be an open connected
subset of D. If U is an component of D \D1, then ∂U is connected.
Theorem 2.8. Let K be a closed subset of a simply connected domain D in C. Then K
is connected if, and only if the boundary of each component of the complement D \K of
K is connected.
Proof. The connectedness of K is achieved, without any significant modification, by fol-
lowing the proof of Proposition 1 in [9]. The converse is proved by using the ideas of
Newman([10], Theorem 14.4) as follows:
Suppose on the contrary that there is a component G of D \K with disconnected bound-
ary. Let A be the component of ∂G and put B := ∂G \ A. Since ∂(D \G) = ∂G ⊂ ∂G,
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Lemma 2.7 implies that the boundary of any component of D \ G does not meet A and
B simultaneously which leads to a natural division of the class C of components of D \G
into two subclasses:
C1 := {U ∈ C : ∂U ⊂ A} ,
and
C2 := {V ∈ C : ∂V ⊂ B} .
Put
U1 :=
⋃
U∈C1
U,
and
U2 :=
⋃
V ∈C2
V.
Claim: U1 ∪ A and U2 ∪ B are closed sets.
First, we show that ∂U1 ⊂ A. For, let z0 ∈ ∂U1. We consider the following two cases:
Case-I: There exists a component D0 ∈ C1 such that z0 ∈ ∂D0 and hence ∂U1 ⊂ A.
Cases-II: There does not exist a component D0 ∈ C1 such that z0 ∈ ∂D0. Then for each
neighborhood N0 := {z : |z − z0| < ǫ} of z0, we see that N0 ∩ U1 6= φ. Thus, there exists
a component D1 ∈ C1 such that N0 ∩D1 6= φ. This implies that for each n ∈ N there is a
component Dn ∈ C1 with z0 /∈ ∂Dn such that Nn∩Dn 6= φ, where Nn = {|z − z1| < ǫ/n} .
Hence Nn ∩ ∂Dn 6= φ. Since ∂Dn ⊂ A, Nn ∩ A 6= φ. That is, Nn ∩ A 6= φ, ∀ n ∈ N. This
implies that z0 ∈ A = A. Thus ∂U1 ⊂ A, as desired.
Thus, U1∪∂U1∪A = U1∪A is closed. Similarly, U2∪B is closed, and hence the claim.
Further, we have
(U1 ∪ A) ∪ (U2 ∪ B) =
(
D \D1
)
∪ ∂D1 = (D \D1)
o ∪ ∂ (D \D1) = D \D1.
Since D \ D1 contains K, the union (U1 ∪ A) ∪ (U2 ∪ B) contains K. Since A and B
are non empty disjoint subsets of K, (U1 ∪A) ∩ K and (U2 ∪B) ∩ K are non empty
disjoint closed subsets of K whose union is equal to K showing that K is disconnected,
a contradiction.
From Theorem 2.8, we immediately obtain the connectedness of J(F) as follows:
Theorem 2.9. Let F be a family of holomorphic functions in a simply connected domain
D. Then J(F) is connected if, and only if the boundary of each component of F (F) is
connected.
3. Escaping like set, generalized escaping like set and their properties
In the following discussion, by an infinite sequence in a subfamily F ⊆ H(D) we mean
a sequence {fn} ⊂ F with fm 6= fn for m 6= n.
Definition 3.1. For a subfamily F ⊆ H(D), we define escaping like set and generalized
escaping like set of F as:
I (F) := {z ∈ D : fn(z) →∞ for every infinite sequence {fn} in F} ,
and
U (F) := {z ∈ D : fn(z)→∞ for some sequence {fn} in F} ,
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respectively.
Remark 3.2. (i) I(F) ⊂ U(F).
(ii) If F1 and F2 are two subfamilies of H(D), then the following hold:
(1) If F1 ⊆ F2, then I (F2) ⊂ I (F1) and U (F1) ⊂ U (F2).
(2) I (F1 ∪ F2) = I (F1) ∩ I (F2) and U (F1 ∪ F2) = U (F1) ∪ U (F2).
(3) If F1 ∩ F2 is infinite, then I (F1 ∩ F2) ⊇ I (F1) ∪ I (F2) .
(4) U (F1 ∩ F2) ⊂ U (F1) ∩ U (F2).
Following examples show that the equality need not hold in (3) and (4) in Remark 3.2:
Example 3.3. Consider
F1 := {e
nz : n ∈ N} ∪ {zn : n ∈ N}
and
F2 := {e
nz : n ∈ N} ∪ {(z − x)n : n ∈ N} ,
where x > 1 is chosen such that the disk {z : |z − x| < 1} intersects the unit disk
{z : |z| < 1} . Then
I (F1) = {z : Re(z) > 0 and |z| > 1} ,
I (F2) = {z : Re(z) > 0 and |z − x| > 1}
and
I (F1 ∩ F2) = {z : Re(z) > 0} .
Clearly, I (F1 ∩ F2) 6= I (F1) ∪ I (F2) .
Example 3.4. Consider the subfamilies
F1 := {nz : n ∈ N}
and
F2 :=
{
n(z −
1
2
) : n ∈ N
}
of H(D). Then U (F1 ∩ F2) = φ and U (F1) ∩ U (F2) = {z : |z| < 1} \
{
0, 1
2
}
. Therefore,
U (F1 ∩ F2) 6= U (F1) ∩ U (F2).
Further, I(F) and F (F) possess the following-easy to verify-properties:
(a) F (F1 + F2) = F (F1) ∩ F (F2).
(b) I (F1 + F2) ⊆ I(F1) ∩ I(F2).
(c) F (F1F2) = F (F1) ∪ F (F2).
(d) I (F1F2) ⊆ I(F1) ∪ I(F2).
If z ∈ I(F) ∩ F (F), then by the definition of I(F) and the normality of F at z imply
that the component of F (F) which contains z is contained in I(F). This conclusion also
holds for U(F). That is,
1. If I(F)∩F (F) 6= ∅, then I(F) has non-empty interior. Moreover, if U ∩ I(F) 6= ∅
for some component U of F (F), then U ⊆ I(F).
2. If U(F)∩F (F) 6= ∅, then U(F) has non-empty interior. Moreover, if V ∩U(F) 6= ∅
for some component V of F (F), then V ⊆ U(F).
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As a consequence of the above conclusions, one can see that if J(F) = ∅, then I(F) and
U(F) are open subsets of D.
In general, I(F) is neither forward invariant nor backward invariant, for example,
consider the family F := {enz : n ∈ N} . Then
I(F) = {z ∈ C : Re(z) > 0} .
Since exponential function maps vertical lines onto circles, I(F) is not forward invariant.
Again, since exponential function maps horizontal lines onto rays emanating from the
origin, I(F) is not backward invariant. However, we have
Theorem 3.5. If F is a family of entire functions such that f ◦ g = g ◦ f , for each
f, g ∈ F , then I(F) and U(F) are backward invariant.
Proof. Let w ∈ I(F) and g ∈ F . Let z ∈ g−1({w}) be such that z /∈ I(F). Then
there exists a sequence {fn} in F which is bounded at z. Since g is continuous, {g ◦ fn}
is bounded at z. But g ◦ fn = fn ◦ g, so the sequence fn is bounded at g(z) = w, a
contradiction. This proves that I(F) is backward invariant.
Let w ∈ U(F) and g ∈ F . Let z ∈ g−1({w}) be such that z /∈ U(F). Then each
sequence {fn} in F is bounded at z. By the same argument as above, we find that U(F)
is backward invariant.
For semigroups of transcendental entire functions, we have
Theorem 3.6. Let F be a semigroup of transcendental entire functions. Then U(F) is
non-empty and backward invariant. Further, if F = 〈f1, · · · , fm〉, where fi are transcen-
dental entire functions, then for each z ∈ U(F), there exists fi ∈ {f1, · · · , fm} such that
fi(z) ∈ U(F).
Proof. Let f ∈ F . Then I(f) 6= φ by Theorem 1 of Eremenko[6] and hence U(F) 6= φ.
Let z1 ∈ U(F) and f ∈ F . Put w1 ∈ f
−1({z1}). Then there is a sequence {fn} in F
such that fn(z1) → ∞ as n → ∞. Put gn = fn ◦ f. Then gn ∈ F , ∀ n ∈ N. Further,
gn(w1) = fn(z1) →∞, as n→∞ showing that w1 ∈ U(F) and hence U(F) is backward
invariant.
Further, let z0 ∈ U(F). Then there is a sequence {gn} ⊂ F such that gn(z0) →∞, as
n → ∞ and hence there exists an n0 ∈ N such that gn 6= fi, ∀ i = 1, . . . , m, ∀ n ≥ n0.
This implies that for each n ≥ n0,
gn = hn ◦ fi, for some i ∈ {1, . . . , m} , and for some hn ∈ F .
Then we can choose a subsequence {gnk} of {gn} such that gnk = hnk ◦ fi0 , for some fixed
i0 ∈ {1, . . . , m}. Let w0 = fi0(z0). Then hnk(w0) = hnk ◦ fi0(z0) = gnk(z0) → ∞, as
k →∞ showing that w0 ∈ U(F). Hence fi(z0) ∈ U(F), for some fi ∈ {f1, . . . , fm}.
If I(F) and U(F) are not open subsets of D, then one can easily see that I(F) as well
as U(F) intersect J(F). Converse of this statement does not hold as seen through the
following examples:
Example 3.7. (i) Let
U = {z : |z − 2| < 1/2} ,
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fn(z) :=
[(
2−
1
n
)
− z
]2
zn, z ∈ U,
and consider the family
F := {fn : n ∈ N}.
Then fn(z) → ∞, as n → ∞, z ∈ U. But {fn(z)} does not tend to infinity uniformly
in any neighborhood of 2. Thus 2 ∈ J(F) and I(F) = U . Also, note that I(F) is open.
(ii) Consider
F := {nz : n ∈ N} ∪ {n(z − 1) : n ∈ N} .
Then J(F) = {0, 1} and U(F) = C. Thus U(F) ∩ J(F) 6= φ and U(F) is open.
Following example shows that I(F) may be empty or non-empty independent of whether
J(F) is empty or non-empty:
Example 3.8. (i) If F is locally uniformly bounded family of holomorphic functions on
a domain D, then J(F) = ∅ and I(F) = ∅.
(ii) Consider the subfamily
F := {n(z − 2) : n ∈ N}
of H(D). Then J(F) = ∅ and I(F) = D, which is non-empty.
(iii) Consider the subfamily
F := {nz : n ∈ N} ∪ {n(z − 1) : n ∈ N}
of H(D). Then J(F) = {0, 1} and I(F) = D \ {0, 1} . Thus both J(F) and I(F) are
non-empty.
(iv) For the family F := ∪|a|<1 {n(z − a) : n ∈ N} in H(D), we see that J(F) = D and
I(F) = ∅.
If z ∈ ∂I(F), then clearly F is not normal at z and hence ∂I(F) ⊆ J(F). The other
way inclusion may not hold, see (i) of Example 3.7.
Theorem 3.9. Suppose that F is a semigroup of entire functions and I(F) has at least
two points and is invariant. Then J(F) = ∂I(F).
Proof. Let z ∈ C \ I(F) and let f ∈ F be such that f(z) ∈ I(F). Then backward
invariance of I(F) implies that z ∈ I(F), a contradiction. This implies that F omits
I(F) on C \ I(F). By Montel’s theorem, open subsets of C \ I(F) are contained in F (F).
Since transcendental entire function has infinitely many periodic points, C \ I(F) has
at least two points. Forward invariance of I(F) implies that F omits C \ I(F) on I(F).
and hence by Motel’s theorem, open subsets of I(F) are contained in F (F). This implies
that J(F) ⊆ ∂I(F).
Question 3.10. Under the hypothesis of Theorem 3.9, can J(F) be empty? In the
dynamics of entire functions, it is always non-empty.
When J(F) 6= ∅, the following result holds:
Theorem 3.11. If F is a subfamily of H(D) such that J(F) has an isolated point, then
U(F) 6= ∅.
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Proof. Suppose that z0 is a isolated point of J(F) and let N be a neighborhood of z0 such
that N ∩ J(F) \ {z0} = φ. Let {fn} be a sequence in F such that it has no uniformly
convergent subsequence in N .
We shall show that fn(z) → ∞ in N \ {z0}. Suppose on the contrary that there is
a subsequence {fnk} of {fn} and a point z1 ∈ N \ {z0} such that |fnk(z1)| ≤ M for all
k ∈ N and for some M > 0. By [[5], Lemma 2.9], we see that {fnk} is locally uniformly
bounded in N \ {z0}. Take a circle C with center z0 and radius ǫ in N \ {z0}, there exists
a constant M1 > 0 such that |fnk(z)| ≤ M1 for all z ∈ C and n ∈ N. Then by Maximum
Modulus Principle, |fnk(z)| ≤ M1 for all z ∈ {z : |z − z0| < ǫ} and for all n ∈ N. Thus
{fnk} is normal at z0, a contradiction.
Example 3.12. Let F := {fn(z) = nz : n ∈ N} . Then J(F) = {0} and fn(z)→∞, n→
∞, in any deleted neighborhood of 0.
If J(F) has an isolated point, it is implicit in the proof of Theorem 3.11 that U(F) has
non-empty interior. Consequently, we have:
Corollary 3.13. If U(F) has empty interior, then J(F) is either empty or a perfect set.
4. Discussion on limit functions and fixed points of F
Let F be a subfamily of H(D) and let U be a component of F (F). A holomorphic
function f on D is said to be a limit function of F on U if there is a sequence {fn} in F
which converges locally uniformly on U to f. If there is a sequence in F which converges
locally uniformly to ∞, then ∞ also qualifies to be a limit function of F . By LF(U), we
denote the set of finite limit functions of F on U.
Suppose that f ◦ g = g ◦ f for every f, g ∈ F and U is a forward invariant component
of F (F). If a constant c is a limit function of F on U , then one can see that either c =∞
or c is a fixed point of every f ∈ F . Further, if LF(U) contains only constant functions,
then LF(U) is a singleton.
A point z0 ∈ D is said to be a fixed point of a subfamily F of H(D) if z0 is a fixed
point of each f ∈ F . Classification of fixed points of an entire function can be extended
to the fixed points of a family of holomorphic functions. In classical dynamics, if z0 is an
attracting or repelling fixed point of f , then z0 is in Fatou set F (f) or Julia set J(f) of
f respectively. This is not true in this situation, even a super attracting fixed point may
not be in the Fatou like set F (F). For example,
(i) 0 is an attracting (not super attracting) fixed point of
F :=
{
fn(z) =
(
1
2
+
1
3n
)
zenz : n ∈ N
}
and 0 ∈ J(F);
(ii) 0 is a super attracting fixed point of
F :=
{
fn(z) = nz
2 : n ∈ N
}
and 0 ∈ J(F);
(iii) 0 is a repelling fixed point of
F := {nz : n ≥ 2}
and 0 ∈ J(F).
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If z0 is a super attracting fixed point of a family F of holomorphic functions on a domain
D and g is a non constant limit function of F , then clearly z0 is super attracting fixed
point of g. But the same is not true if z0 is an attracting fixed point of F , for example 0
is the attracting fixed point of
F :=
{
fn(z) = ze
z
(
1−
1
2n
)
: n ∈ N
}
but 0 is not an attracting fixed point of the limit function g(z) = zez of F . With regard
to repelling fixed points, the Fatou like set may contain the repelling fixed points of F ,
for example 0 is a repelling fixed point of
F :=
{
fn(z) = a
(
1 +
1
n
)
zez : n ∈ N
}
, |a| > 1.
It is well known that a Fatou component contains at most one fixed point. But this is
not true in Fatou like sets. That is, a component U of F (F) can contain two fixed points,
for example 0 is an indifferent fixed point and 1
2
is a repelling fixed point of
F :=
{
fn(z) = z
n(z −
1
2
) + z : n ∈ N
}
and both lie in F (F) since J(F) = {z : |z| = 1}. The Fatou like set may contain two
attracting fixed points of F , for example consider g(z) = a+ (z − a)h(z), where
h(z) =
(a− b)(z − b) + (z − a)
(b− a)
, a, b ∈ R : 0 < b− a <
1
2
.
Then a and b are attracting fixed points of g. Let a = 0.1 and b = −0.1, and let
fn(z) = g(z) + ((z − a)(z − b))
n , ∀ n ∈ N. Then a, b are attracting fixed points of {fn} .
Moreover, {fn(z)} converges uniformly to g(z) in {z : |z| < 0.3}. Let U be the component
of F ({fn}) containing {z : |z| < 0.3}. Then U contains two attracting fixed points a and
b of {fn} .
References
1. W. Bergweiler, Iteration of meromorphic functions, Bull. Amer. Math. Soc., 29(1993), 151-188.
2. C. Caratheodory, Theory of Functions of a Complex Variable, Vol. II , Chelsea Publishing Company,
New York, 1954.
3. L. Carleson and T. W. Gamelin, Complex Dynamics, Springer, New York, 1993.
4. K. S. Charak, A. Singh and M. Kumar, Fatou and Julia like sets, Ukranian J. Math., to appear.
5. C. T. Chuang and C. C. Yang, Fix-Points and Factorization of Meromorphic Functions, World
Scientific, Singapore, 1990.
6. A. E. Eremenko, On the iteration of entire function, Dynamical systems and ergodic theory, Banach
Center Publications(Polish Scientific Publishers, Warsaw), 23 , (1989), 339-345.
7. A. Hinkkanen and G. J. Martin, The dynamics of semigroups of rational functions I, Proc. London
Math. Soc., 73(3)(1996), 358-384.
8. A. Hinkkanen and G. J. Martin, Julia sets of rational semigroups, Math. Z., 222(1996), 161-169.
9. M. Kisaka, On the connectivity of Julia sets of transcendental entire functions, Ergod. Th. Dynam.
Sys. 18(1998), 189-205.
10. M. H. A. Newman, Elements of the Topology of Plane Sets of Points, 2nd edn. Cambridge University
Press, 1951.
11. K. K. Poon, Fatou-Julia theory on transcendental semigroups, Bull. Austral. Math. Soc. 58 (1998),
403-410.
10 K. S. CHARAK, A. SINGH, AND M. KUMAR
12. K. K. Poon, Fatou-Julia theory on transcendental semigroups II, Bull. Austral. Math. Soc. 59 (1999),
257-262.
13. J. L. Schiff, Normal Families, Springer, 1993.
14. N. Steinmetz, Rational Iteration, Walter de Gruyter, Berlin, 1993.
15. L. Zalcman, Normal families: New perspectives, Bull. Amer. Math. Soc., 35(2)(1998), 215-230.
Kuldeep Singh Charak
Department of Mathematics
University of Jammu
Jammu-180 006
India
E-mail address : kscharak7@rediffmail.com
Anil Singh
Department of Mathematics
University of Jammu
Jammu-180 006
India
E-mail address : anilmanhasfeb90@gmail.com
Manish Kumar
Department of Mathematics
University of Jammu
Jammu-180 006
India
E-mail address : manishbarmaan@gmail.com
