Abstract. We give a criterion for the approximation of a Lyapunov function by a smooth one. This improves results by F. Wesley Wilson obtained in 1969. We also show that we can obtain a smooth version of Conley's theorem on Lyapunov functions for flows, a fact that has been often claimed without proof.
Introduction
In this work, we address the problem of smoothing Lyapunov functions for dynamical systems.
For the introduction, we will restrict ourselves to the case of Lyapunov functions for flows.
We recall that a continuous flow on a topological space M is a continuous map ϕ : R × M → M such that ϕ 0 = Id M and (1.1) ϕ t+s = ϕ s • ϕ t , for every s, t ∈ R, where ϕ t : M → M is defined by ϕ t (x) = ϕ(t, x), for t ∈ R and x ∈ M . Equality (1.1) is known as the flow property. To emphasize this flow property, we will use the notation (ϕ t ) t∈R to denote such a flow.
A Lyapunov function for the flow (ϕ t ) t∈R is a function f : M → R which is non-increasing along orbits, i.e., f (ϕ t (x)) ≤ f (x), for every t ≥ 0 and every x ∈ M . Lyapunov functions were introduced by Lyapunov to find stable equilibriums. They have been used extensively in both theoretical and practical control problems. Since Conley's work [4, 5] (see Theorem 2.2 below), which showed the strong relation between Lyapunov functions and chain-recurrence, they are also used to study general dynamical systems.
Although continuous Lyapunov functions give a lot of qualitative information, it is much easier (and much more accurate) to compute by approximation a function which is smooth. This is of course crucial for reliable applications in control theory. For a general dynamical system, the continuous Lyapunov function constructed by Conley (see Theorem 2.2) allows us to separate different chain-recurrent components, but it is not clear that this can be done by a smooth hypersurface if the Lyapunov function is not smooth.
Before explaining our smoothing result, we describe what was known before about Lyapunov functions, especially smooth ones.
In his now famous work [4, 5] , Conley builds, for flows defined on compact metric spaces, continuous Lyapunov functions that decrease along orbits outside the chainrecurrent set (see [4, 5] or [11] for the definition of the chain-recurrent set). Conley did not address the problem of smoothness when the space is a manifold and the flow is smooth.
For homeomorphisms, existence of a Lyapunov function which is smooth, in Conley's theorem [4] is already known; see [1, Corollary, p. 55] , where it is shown that, for homeomorphisms, Conley's method can be improved to yield a smooth Lyapunov function. From this homeomorphism version, it is possible to show that for a flow which is C k , k ∈ [1, +∞] , the Lyapunov function in Conley's Theorem 2.2 can be chosen C k ; see [1, Section 6, Theorem 12] . We show in Corollary 2.3 that if the flow is defined by a locally Lipschitz vector field, we can find a C ∞ Lyapunov function that satisfies the requirements of Conley's Theorem 2.2.
We now introduce our smoothing result. In the sequel of this introduction, we will consider the case where the flow is defined by a locally Lipschitz vector field X.
Although, as we have already said, in his work [4, 5] Conley did not address the problem of smoothness, nonetheless it was usually believed (including by the first author of this paper) that the work of F. Wesley Wilson allowed him to approximate a continuous Lyapunov function by a smooth one; see for example [10, [18] :
In fact, one would expect that whenever there is given a C 0 Lyapunov function, then it can be smoothed by our methods.
In his work [18] , Wilson does not prove this claim. He only shows how to smooth a continuous Lyapunov function for a flow defined by a vector field X on any open set where the Lyapunov function admits a negative derivative in the direction of the vector field.
In fact, the approximation of Lyapunov functions by smooth (or even Lipschitz) ones is in general impossible: there exists a very simple C ∞ flow on the circle that admits a non-constant continuous Lyapunov function but no Lipschitz-Lyapunov function; see for example [8, Example 2.11, p. 1197] .
To state our smoothing theorem, we need to introduce the neutral set N (f ) of a Lyapunov function f : M → R for a flow (ϕ t ) t∈R on M . This neutral set is defined by (1.2) N (f ) = {x ∈ M | ∃t > 0, f(ϕ t (x)) = f (x)}. 
A more general statement is given below in Theorem 2.1. We just note that a subset of R is totally disconnected if and only if it has empty interior. In the example in [8] , mentioned above, the image of the neutral set is an interval with non-empty interior: in fact, the image of the neutral set is the whole image of the Lyapunov function.
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The proof of the approximation Theorem 1.1 is roughly done in two steps. The first one, which is the most difficult at least for the flow case, is to smooth the Lyapunov function outside the neutral set (keeping the Lyapunov property). For more details on this part see the end of Section 2 and the explanations following Theorem 5.1. The second step is done by composing the Lyapunov function, which we now assume smooth outside the neutral set, with a C ∞ increasing homeomorphism ψ : R → R which is extremely flat on f (N (f )).
In the last section, we state and prove the version of Theorem 1.1 for homeomorphisms. In that case, the proof is easier, because the first step is obvious. In fact, if h is a homeomorphism of M , a Lyapunov function is a function f :
and the Lyapunov condition outside the neutral set is f • h < f, which is clearly preserved by approximation of f (in the C 0 ) Whitney topology.
Statement of results
Before stating our results we need some more definitions. We assume that (ϕ t ) t∈R is a flow on the topological space M . If f : M → R is a function, we will say that f is differentiable along the flow if the derivative in t ∈ R of t → f (ϕ t (x)) exists, for all t ∈ R and all x ∈ M . By the flow property, it suffices to have a derivative at t = 0, for every x ∈ M . We use the usual notation d dt f (ϕ t (x)) |t=0 to denote the derivative at t = 0. We will say that f is continuously differentiable along the flow if, moreover, the derivative
When M is a manifold, we will say that the flow (ϕ t ) t∈R is generated by a continuous vector field if X(x) = d dt ϕ t (x) |t=0 exists for every x ∈ M and the vector field X is continuous on M . By the flow property, this implies that the curve t → ϕ t (x) is at least C 1 . Recall that by Peano's theorem a continuous vector field X on a manifold M always has an integral curve through any point in M . We will say that such a vector field is uniquely integrable if there is a unique integral curve of X through every point of M . As soon as X is locally Lipschitz, this is indeed the case by the Cauchy-Lipschitz theorem.
If the flow (ϕ t ) t∈R on M is generated by the continuous uniquely integrable vector field X, then all integral curves of X are necessarily (pieces of) orbits of (ϕ t ) t∈R .
When the flow (ϕ t ) t∈R is generated by a continuous vector field X and f : M → R is differentiable along the flow then at a point x where the derivative d x f exists the derivative
By analogy when (ϕ t ) t∈R is generated by the vector field X and f : M → R is differentiable along the flow, we will use the notation Xf to denote the function defined by
If we assume the function f : M → R is differentiable along the flow (ϕ t ) t∈R , which is defined by the vector field X, then f is Lyapunov if and only if Xf ≤ 0.
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The aim of this paper is to provide, for a flow generated by a continuous uniquely integrable vector field, a smoothing theorem for continuous Lyapunov functions, retaining the Lyapunov property. 
, the set of critical points of g, and Xg < 0 on M \ N (g).
As already said, Conley [5, Section 6.4] proved the existence of continuous Lyapunov functions decreasing along orbits not contained in the chain-recurrent set R(ϕ t ) of the flow; see [4, 5] or [11] for the definition of R(ϕ t ). As we already noted, a C k version, for k ∈ [1, +∞], of this result was known when the vector field X itself is C k ; see [1, Section 6, Theorem 12] . Note also that it follows from Sard's theorem that, in Corollary 2.3, the image by f of the chain-recurrent set is sent to a subset of R whose Lebesgue measure is 0.
Theorem 2.2 (Conley
Our results are based on general smoothing techniques and involve several steps. We start by reducing to the case where the neutral set is invariant. We then show how to make the Lyapunov function differentiable in the direction of the flow. After these simple preliminary steps, we smooth the Lyapunov function outside its neutral set. This is the most difficult part. Our procedure to smooth the Lyapunov function outside the neutral set is analogous to the technique in Wilson [18] , who uses an idea of Kurzweil [13] , although we use an equivalent technique, relying on the introduction of a degenerate non-symmetric Finsler type metric (a line element). We believe that this technique is more transparent; it has been used already elsewhere [9] . Then we show how to smooth a Lyapunov function on its neutral set, using the crucial hypothesis that the image of the neutral set is contained in a closed totally disconnected subset of R.
In Section 7, we give an example showing that Corollary 2.3 is false for a continuous flow that is not defined by a vector field. More precisely, we show that there exists a continuous flow on the sphere S 5 which does not admit a Lyapunov C ∞ function which is (strictly) decreasing along any orbit outside the chain-recurrent set.
Making the neutral set invariant
We will need to construct the approximating smooth functions as series. To avoid having to do tedious estimations, we will use the following well-known simple lemma whose statement is longer than its proof; see for example [7] . Lemma 3.1. Suppose that F is a Fréchet space on K = R or C. For any sequence (f n ) n∈N in F , we can find a sequence (η n ) n∈N of (strictly) positive numbers, such that the series n∈N n f n converges in F , for any K-sequence ( n ) n∈N such that | n | ≤ η n , except for finitely many n's. Remark 3.2. We can extend the lemma above in a useful way. Suppose that we have a finite or countable family (F i ) i∈I of Fréchet spaces. Suppose that, for each i ∈ I, we have a sequence (f i,n ) n∈N in F i . Then we can find a sequence (η n ) n∈N of (strictly) positive numbers such that, for every i ∈ I, the series n∈N n f n,i converges in F i , for any K-sequence ( n ) n∈N such that | n | ≤ η n , except for finitely many n's. To prove this, for each i ∈ I, by Lemma 3.1, we can find a sequence (η i,n ) n∈N of (strictly) positive numbers such that the series n∈N n f i,n converges in F i , for any K-sequence ( n ) n∈N such that | n | ≤ η i,n , except for finitely many n's. Since I is at most countable, we can find an injection θ : I → N. We then define
Note that η n is indeed a min, since θ is injective; therefore η n > 0. Moreover, if
It is then not difficult to see that η n is the sequence we are looking for.
We will use repeatedly this extension as if it were Lemma 3.1 itself.
In what follows this section we assume that f : M → R is a Lyapunov function for the continuous flow (ϕ t ) t∈R defined on the (not necessarily compact) manifold M .
One of the small problems that we face is that the neutral set N (f ) is not closed but rather an F σ . In fact, if we set
. Also some of our arguments are simpler when we can assume that the neutral set is invariant under the flow. In this section, we will show that we can reduce to that case.
It is helpful to introduce the following definition:
Lemma 3.3. The setN (f ) is closed. It is also the largest invariant set contained in the neutral set N (f ).
Proof. The fact thatN (f ) is closed follows from the continuity of f and the continuity of the flow (
Therefore we have shown that f (ϕ t (x)) = f (x), for all t ≥ 0. If we apply this to
Since a > 0 is arbitrary, this finishes the proof. 
Proof. For every integer
It is not difficult to see that f n is a continuous Lyapunov function for the flow (ϕ t ) t∈R . Since M is locally compact and σ-compact, note that the space of continuous functions C 0 (M, R), endowed with the compact open topology, is a Fréchet space. Therefore by Lemma 3.1, we can find a sequence ( n ) n≥1 of > 0 numbers such that n≥1 n f n converges in C 0 (M, R) and n≥1 n < 1. For every δ > 0, with δ ≤ 1,
The function g δ is a continuous Lyapunov function for (ϕ t ) t∈R , as a linear combination with positive coefficients of continuous Lyapunov functions. Note that
Since g δ is a linear combination with > 0 coefficients of the Lyapunov functions f and f n 's, we get f (ϕ t (x)) = f (x), and f n (ϕ t (x)) = f n (x), for every
From the definition of f n , we get f n (ϕ t (x)) = f (x), for all n ≥ 1 and all t ∈ R. Hence, by the definition of g δ , we obtain
for all t ∈ R. Therefore x ∈N (g δ ), and g δ (x) = f (x). 
Differentiability along the flow
Proof. By the previous Proposition 3. 4 , we can find a continuous Lyapunov functioñ f : M → R arbitrarily closely to f in the compact open topology and such that
It is not difficult to see that g is a continuous Lyapunov function and also that g →f as → 0, in the compact open topology. As in the proof of Proposition 4.1, we can show
We now show that g is differentiable along the flow and compute the derivative. Using the flow property, for t = 0, we get
Letting t → 0, we see that the derivative of g along orbits exists, and
Therefore, the derivative
We also conclude that 
Smoothing outside the neutral set
The goal of this section is to smooth a Lyapunov function outside its neutral set under assumption (A). This will follow from the following theorem, essentially due to Wilson [18] . Wilson's work [18] is not really well understood by the dynamical community. The difficulty is partly due to the fact that one has first to do a local approximation by a Lipschitz-Lyapunov function. To perform this step, Wilson uses an argument of Kurzweil [13] , which comes from optimization techniques that are not in the tool bag of non-specialists. We give a more geometric approach to this first step by introducing as in [9] a degenerate non-symmetric Finsler type line element. This allows us to define a non-symmetric semi-metric that is zero along oriented orbits. This semi-metric is in turn used through inf-convolution to produce the desired local approximation by Lipschitz-Lyapunov functions. By a usual convolution one can turn these Lipschitz-Lyapunov functions into smooth Lyapunov functions. The gluing of the smooth local approximation is done by a partition of unity argument.
Lipschitz local approximation.
In this section we carry out the local approximation by Lipschitz-Lyapunov functions. An intrinsic length. To prove Proposition 5.2, we first need to introduce a length element intrinsic to the problem. This intrinsic length will provide us with a kernel to use in an inf-convolution.
The length σ is obtained from the line element σ defined, for (x, v) ∈ B(0, r) × R n , by
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The quantity σ(x, v) is obviously positively homogeneous. It is also convex in v, by the convexity of the ray R + X(x). Therefore, we have
Therefore for each x ∈ B(0, r), the function σ(x, ·) is a non-symmetric semi-norm on R n . Moreover, we have
Since the vector field X does not vanish on B(0, r), one can check that σ :
Lemma 5.3. There exists η > 0 such that
Proof. Since p 0 (X(·)) > 0 on the compact set B(0, r) and X is continuous, we can find
where for the last inequality we used p 0 + p euc ≤ p 0 euc + η ≤ 1. Taking the infimum on w ∈ R + X(x), we obtain
Since σ(x, v) is positively homogeneous in v, we can define a σ-length for Lipschitz curves γ with image in B(0, r) by
The quantity l σ (γ) is invariant under orientation preserving reparametrization of γ, and we obtain from Lemma 5.3 that
We can now define the semi-metric S σ we will use as a kernel in the inf-convolution process for y, z ∈ B(0, r) the quantity
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where the last equality is obtained from the convexity of B(0, r). In particular S(y, y) = 0 for every y ∈ B(0, r). Moreover S satisfies the triangular inequality
S(x, z) ≤ S(x, y) + S(y, z).
Therefore S is Lipschitz with Lipschitz constant 1 in each argument since S(y, z) ≤ d euc (y, z). In fact, we have
Moreover, since X is continuous, if t ≥ 0 and
Hence S(y, ϕ t (y)) = 0. Conversely, we have the following lemma. 
(s) = X(γ(s))/ X(γ(s))
. In particular, the curveγ is C 1 . Since X(γ(s)) never vanishes and is continuous in s, we can reparametrize this C 1 curveγ to a C 1 curvẽ γ : [0, t 0 ] → B(0, r) such thatγ(s) = X(γ(s)). This implies thatγ is an integral curve of X. Since X is uniquely integrable, we getγ(t) = ϕ t (γ(0)) = ϕ t (y), for all t ∈ [0, t 0 ].
Inf-convolution.
We use the function S as an inf-convolution kernel to regularize functions to the Lipschitz class.
Assume h : B(0, r) → R is a function bounded from below. For K > 0 and y ∈ B(0, r) we define
Lemma 5.5. The function h K : B(0, r) → R is K-Lipschitz and non-increasing along orbits of X contained in B(0, r). Moreover, if the function h is continuous and non-increasing along pieces of orbits of (ϕ t ) t∈R contained in B(0, r) and X is uniquely integrable, then h
K → h uniformly on B(0, r) as K → +∞.
Proof. Let y, y ∈ B(0, r). For z ∈ B(0, r) we have h K (y ) ≤ h(z) + KS(z, y ) ≤ h(z) + KS(z, y) + KS(y, y ) by triangular inequality ≤ h(z) + KS(z, y) + Kd euc (y, y ) because S(y, y ) ≤ d euc (y, y ).

Taking the infimum on z leads to h K (y ) ≤ h K (y) + Kd euc (y, y ). Hence h K is Lipschitz with Lipschitz constant K.
Note that we also get from the second inequality above that h
Therefore h K is non-increasing along pieces of orbits of (ϕ t ) t∈R contained in B(0, r). Assume now that h is continuous and non-increasing along pieces of orbits of (ϕ t ) t∈R contained in B(0, r). Since S is non-negative the family (h K ) K>0 is non-decreasing with respect to K and thus converges, as K → +∞, monotonically pointwise to a function h, which satisfies h ∞ ≤ h by (5.3). We will show that h ∞ = h and prove at the same time uniform convergence by Dini's theorem because h is continuous.
Let y ∈ B(0, r). Since h and S are continuous, the infimum in the definition of h K is a minimum and for every K > 0 there is
In particular we get
By compactness of B(0, r), we can find a sequence K i +∞, as i → +∞, such that z K i → z ∞ ∈ B(0, r) as i → +∞. It follows from (5.5) that the quantity K i S(z K i , y) ≥ 0 is bounded. Necessarily S(z ∞ , y) = 0. Since h is non-increasing along orbits of X contained in B(0, r), we deduce from Lemma 5.4 that h(y) ≤ h(z ∞ ). Since S ≥ 0, from (5.4) we get h K (y) ≥ h(z K ); passing to the limit along Xf(z) = a < 0.
On the other hand, since p 0 (X(·)) > 0 on B(0, r) we have
Therefore setting
we have Xh ≤ 0 everywhere on B(0, r); i.e., h is non-increasing along orbits of (ϕ t ) t∈R contained in B(0, r). By Lemma 5.5 the function h K is Lipschitz, nonincreasing along orbits of (ϕ t ) t∈R contained in B(0, r), and converges uniformly to f − a b p 0 on B(0, r) as K → +∞. Again by Rademacher's theorem, the Lipschitz function h K is a.e. differentiable and thus, for a.e. z ∈ B(0, r), we have Using the h n x , Proposition 5.6 follows from the following claim. Claim. If h : W x → R is a Lipschitz function and δ > 0 is given, we can find a C ∞ function g : V x → R such that, for every y ∈ V x , we have |g(y) − h(y)| ≤ δ and Xg(y) ≤ sup z∈E Xh(z) + δ, where E ⊂ W x is any set of full measure in W x such that d z h exists for every z ∈ E (we recall again that the Lipschitz function h is differentiable a.e. on W x by Rademacher's theorem).
As we now show, using that h is Lipschitz, the claim can be proved by standard convolution techniques. We identify W x with an open subset of R n . We then (0, 1/l) . We now find l 0 large enough so that
We can now define for l ≥ l 0 the function
The function g l is C ∞ on V x and g l → h uniformly on V x as l → +∞. Choose K a Lipschitz constant for h on the compact set V 1/l 0 (V x ). For y ∈ V x and t > 0 small enough, we have
But |h(y +tX(y)−z)−h(y −z)| ≤ Kt||X(y)||, since K is a Lipschitz constant for h. Therefore the ratio (h(y + tX(y) − z) − h(y − z))/t is bounded. Moreover, since by Rademacher's theorem the Lipschitz function h is differentiable almost everywhere, the bounded ratio (h(y + tX(y) − z) − h(y − z))/t converges z-almost everywhere to d y−z h(X(y)) as t → 0. Hence, by Lebesgue's dominated convergence theorem, we get
Xg l (y) =
Note that ||d y−z h|| ≤ K wherever it is defined. Hence, for y ∈ V x and z ∈ B(0, 1/l) we have
where η : [0, +∞[→ [0, +∞[ is a modulus of continuity of X on V 1/l 0 (V x ). This yields
By integration since B(0,1/l) ρ l (z)dz = 1 we get
It suffices to choose l large enough so that Kη(1/l) ≤ δ and sup y∈V x |g l (y) − h(y)| ≤ δ.
Proof of Theorem 5.1.
Proof.
We consider the open cover V = (V x ) x∈U of U given by Proposition 5.6. We can find a locally finite cover (V i ) i∈I refining V such that V i is compact. Given i ∈ I, we can find
with Xg n i < α i everywhere and g n i → f uniformly on V i as n → +∞. Since V i is compact and (V i ) i∈I is locally finite, each set J(i) = {j ∈ I | V j ∩ V i = ∅} is finite. We set β i = max j∈J(i) α j < 0 and γ i = max j∈J(i) β j < 0. Note also that j∈J(i) V j = j∈J(i) V j is compact, by the finiteness of J(i). We now fix (ϕ i ) i∈I a C ∞ partition of unity subordinated to (V i ) i∈I . We set ψ(x) = i∈I |Xϕ i (x)|. The sum is locally finite; hence ψ is continuous. We now choose ε i > 0, i ∈ I, small enough such that (1) for every i ∈ I, we have 0 < ε i < inf x∈V i ε(x). This is possible since V i is compact and ε is a continuous and positive function; (2) for every i ∈ I, we have
2 . This is possible because γ i < 0 and j∈J(i) V j is compact.
We set g i = g n i i with n i large enough such that |g
. Again, the sum is locally finite so g is C ∞ , and we get
We now compute
Fix x ∈ V i . Since ϕ j (x) = 0 for j / ∈ J(i), the first term in the sum satisfies
For the second term we note again that for x ∈ V i we have
and 
Proof. If X(x) = 0, then ϕ t (x) = x for every t ≥ 0, because we assumed X to be uniquely integrable, and thus x ∈ N (f ) =N (f ). Hence X never vanishes on the
Let d be any metric defining the topology of M . If ε : M →]0, +∞[ is a given continuous function, we define on M the continuous functionε bȳ
Note that¯ does not vanish on
Since the continuous uniquely integrable X never vanishes on U = M \ N (f ) and Xf < 0, we can apply Theorem 5.1 to find a N (f ) ), the function g, extended by f on N (f ), is continuous on the whole of M and satisfies all the desired properties.
Smoothing on the neutral set
Our technique for smoothing when the image of the neutral set is just one point has already been used in [17] ; the first author explained it at that time to Antonio Siconolfi.
Note that this covers a gap in Wilson's paper [18, Theorem 3.2, p. 425]. In the proof of this theorem, Wilson claims that if
This cannot be true unless one knows much more about the properties of W , namely, the behavior of the derivatives near A.
Since this kind of error occurs in several instances, we state and prove a little elementary calculus lemma that shows that more care is needed.
We hope that this will clarify the situation and will avoid further occurrences of this kind of mistake in the literature. The mistake is fixed by our Lemma 6.3. Proof. Since ρ is not identically 0 in any neighborhood of 0, we can pick a sequence (t n ) n≥0 of > 0 numbers, (strictly) decreasing to 0, with ρ (t n ) = 0. We now pick any sequence (δ n ) n≥0 of > 0 numbers such that the intervals [1/n − δ n , 1/n + δ n ], n ≥ 1, are pairwise disjoint and contained in ]0, +∞[. Note that the intervals can only accumulate at 0.
We set η n = min{η(t) | t ∈ [1/n − δ n , 1/n + δ n ]} > 0. Since t n → 0, up to extraction, we can assume that
For a given n ≥ 1, we define the function θ n : R → R by
Since t n ∈]0, min(η n , 1/n)[, we can findδ n > 0, withδ n ≤ δ n , and
We now choose a C ∞ functionθ n : R → [0, 1] such thatθ n is identically 1 in a neighborhood of 1/n and identically 0 outside [1/n −δ n , 1/n +δ n ]. We then define the C ∞ function ψ n : R → R by
The properties of the C ∞ function ψ n we need to retain are 
since at any given t ∈ R only one term is not 0. It follows from (6.4) that 0 ≤ ψ ≤ η everywhere. Moreover, since the supports of the ψ n accumulate only at 0, the function ψ is C ∞ outside 0. Note that on ]−∞, 1/n], we have 0 ≤ ψ ≤ 1/n; therefore ψ is continuous everywhere. Using ψ(1/n) = ψ n (1/n), and ψ (1/n) = ψ n (1/n), from (6.4) we obtain
.
We conclude that ρ • ψ cannot be C 1 .
We now turn to the proof of the smoothing on the neutral set. Before stating our next lemma, we recall that a subset of R is totally disconnected if and only if it has an empty interior. Proof. We can find a decreasing sequence (V n ) n∈N of open neighborhood of A such that A = n∈N V n . By Lemma 6.2, for each n ∈ N, we can find a non-decreasing C ∞ function θ n : R → R, such that |θ n (t) − t| < δ, for all t ∈ R, the derivative θ n is > 0 on R \ V n , and θ n is locally constant at each point of A. From these properties, since f is C ∞ on M \ C and f (C) ⊂ A, we conclude that the composition θ n • f is C ∞ and C ⊂ Crit(θ n • f ). By Lemma 3.1, we can find a sequence ( n ) n∈N of > 0 numbers, with n≥1 n < 1, such that both series n≥1 n θ n •f and n≥1 n θ n converge in the C ∞ topology. We define ψ : R → R by
We have |ψ(t) − t| < δ, everywhere on R, since the same inequality is true for each θ n , and n≥1 n < 1. This implies that ψ is surjective. Moreover the convergence of the series n≥1 n θ n in the C ∞ topology implies that
Therefore, using n > 0 and n≥1 n < 1, we get ψ ≥ 0, everywhere, and ψ (t) = 0 if and only if θ n (t) = 0, for all ∈ N. This implies that ψ (t) = 0 if and only if t ∈ n∈N V n = A. In particular, it follows that ψ is increasing, since A is totally disconnected. Hence the increasing surjective map ψ : R → R is indeed a homeomorphism. We now note that
Since the series converges in the We claim that the C ∞ functions g and ψ satisfy all the desired conditions. We first check that g is 2δ-uniformly close to f . In fact, since n∈N η n = 1, we have
But |f n −f | < δ, and |ψ n (t) − t| < δ, for every t ∈ R. Therefore
By the C ∞ convergence of the series defining g, if x ∈ U , we have
Note that for every n ∈ N and every x ∈ U , we have Xf n (x) < 0. Moreover, for some n 0 ∈ N we have f n 0 (x) / ∈ A and thus ψ n 0 (f n 0 (x)) > 0. This implies that
We can now obtain the smooth version of Conley's theorem for flows. 
Moreover, we can assume that f is constant on every chain-transitive component and takes on distinct values on distinct chain-transitive components.
Proof. Conley's theorem (see also [12, 15] ) shows the existence of a continuous Lyapunov function f with N (f ) = R(ϕ t ), which is constant on every chain-transitive component and takes on distinct values on distinct chain-transitive components, and such that the compact subset f (N (f )) has vanishing Lebesgue measure. Since R(ϕ t ) is invariant by the flow, Theorem 6.5 can be applied to get the desired C ∞ Lyapunov function.
An example
In this section, we construct a continuous flow on the sphere S 5 which does not admit a Lyapunov C ∞ function which is (strictly) decreasing along any orbit outside the chain-recurrent set.
The construction is based on results of Edwards and Cannon on double suspensions of homology n-spheres, i.e., topological manifolds having the same integer homology as the n-sphere.
Recall 
The chain-recurrent set R(φ t ) of such a North-South flow (φ t ) t∈R on ΣY is reduced to the set of fixed points Fix(φ t ) = {N, S}. Of course, the projection π is a continuous Lyapunov function that decreases along every orbit in ΣY \ {N, S}.
We also note for further reference that the set of orbits in ΣY \ {N, S}, with the quotient topology, is homeomorphic to Y itself.
The double suspension of Y is the topological space Σ 2 Y = Σ(ΣY ). Edwards and Cannon proved the following; see [3, 6, 14] . Theorem 7.1 (Edwards, Cannon) . The double suspension Σ 2 H n of any homology sphere H n is homeomorphic to the sphere S n+2 .
On the contrary, the single suspension of a homology sphere does not have to be homeomorphic to a sphere. In fact, it can be shown (see [14] ) that any suspension of a homology sphere H n of dimension n ≥ 3 which is not simply-connected is not even a topological manifold. There exist many homology spheres of dimension n ≥ 2 which are not simply-connected, one example among others being given by the famous Poincaré's homology 3-sphere; see also [6] for other examples.
Let H be such a homology 3-sphere and consider a North-South flow (φ t ) t∈R on Σ 2 H. This flow cannot admit a C ∞ Lyapunov function f that decreases along orbits outside the chain-recurrent set. In fact, any non-empty regular level set of f of a value between f (S) and f (N ) which is a smooth manifold would be homeomorphic to the set of orbits contained in ΣH \ {N, S}. But as we have seen above this set of orbits is homeomorphic to ΣH, which is not even a topological manifold, since H is not simply-connected.
The discrete case
In this section, we explain the smoothing theorem for the case of homeomorphisms.
We will assume that h : M → M is a homeomorphism. A Lyapunov function f : M → R for h is a continuous function such that f (h(x)) ≤ f (x), for every Let us recall that the version of Corollary 2.3, i.e., the existence of smooth Lyapunov functions in Conley's Theorem 2.2 for homeomorphisms of smooth manifolds, was already known; see [1, Corollary, p. 55] .
We now sketch the steps of the proof of Theorem 8. The second step is to -approximate uniformlyf by a Lyapunov functionĝ : M → R such thatĝ is smooth on U = M \N (f ), and N (ĝ) =N (ĝ) =N (f ), witĥ g =f = f onN (f ). This can be done by making an approximation off |U (in the C 0 Whitney topology) to obtain a C ∞ functionĝ : U → R satisfying
for every x ∈ U , and then extending continuouslyĝ to M by settingĝ =f = f on N (f ). Thisĝ satisfiesĝ(h(x)) <ĝ(x), for all x ∈ U . For the last step, sinceĝ(N (ĝ)) = f (N (f )) is contained in a closed totally disconnected subset of R, we can apply Lemma 6.3 toĝ and N (ĝ) =N (f ) to obtain an increasing homeomorphism ψ : R → R, as uniformly close to the identity of R as we wish, such that g = ψ •ĝ is C ∞ .
Appendix A. Proof of the claim in Lemma 5.4
In fact, we will prove that σ(γ(s),γ(s)) = 0 at every s ∈ [0, 1[, whereγ(s) exists. Call K a common Lipschitz constant for all γ n : [0, 1] → B(x, r). Therefore we have γ n (s) ≤ K, at each n, and s whereγ n (s) exists.
We fix > 0. Since σ is continuous, by compactness, we can find δ > 0 such that
