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Cilj magistrske naloge je razviti napovedni model, s katerim bi lahko odkrivali po-
sebno vrsto prevare, ki se pojavlja na borzah za menjavo med kripto in navadnimi
valutami. Prevara poteka tako, da se na borzno platformo prijavi oseba z ukra-
deno ali na kakšen drugi način pridobljeno identiteto žrtve. Vložek žrtve v prvem
možnem trenutku zamenja v kriptovaluto in s tem onemogoči sledljivost nadaljnjih
transakcij, ki so zaščitene in anonimne. Ročno ugotavljanje prevarantov je časovno
zamudno in terja preverjanje velikega števila uporabnikov in zahtevno analizo njiho-
vega obnašanja. Z algoritmi strojnega učenja [16, 17] za razvrščanje v skupine bi iz
podatkov o obnašanju že znanih prevarantov poskušali zgraditi napovedni model, ki
za novega uporabnika menjalne borze zgodaj, še pred izpeljavo prevare, ugotovi, da
gre za prevaranta. Za potrebe učenja modela bomo uporabljali podatke o poslovanju
izbrane kripto menjalne borze v zadnjih dveh letih. Pri gradnji modela moramo biti
še posebej pozorni na dejstvo, da napovedujemo redek pojav in bo torej porazdelitev
vrednosti ciljne spremenljivke za napovedovanje zelo neenakomerna [14].
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Zgodnje odkrivanje prevar pri menjavi kriptovalut s strojnim učenjem
Povzetek
Z nastankom novih tehnologij, kot so kriptovalute, se pojavijo tudi novi načini pre-
var. Soočimo se s problematiko bančnih prevar na kripto borzah. Prevare želimo
identificirati in jih ustaviti, preden je prepozno. Primarno za to uporabimo metode
za nadzorovano strojno učenje, kjer se osredotočimo na drevesne metode, natančneje
na naključne gozdove. Napovedujemo redek pojav, zato imamo opravka z zelo neu-
ravnoteženo porazdelitvijo ciljne spremenljivke, kar rešujemo z uporabo metod pod-
in nad-vzorčenja učnih podatkov. Končni model smo zgradili z metodo naključnih
gozdov, kategorične spremenljivke pa smo pretvorili v numerične, saj smo pokazali,
da to pripomore k izboljšavi rezultatov. Rezultati na testnih podatkih kažejo, da je
končni model uporaben, saj identificira skoraj vse prevarante. Spodbuden rezultat
lahko uporabimo za nadaljnji razvoj modela in implementacijo v sistem borze.
Early-stage detection of crypto-trading frauds with machine learning
Abstract
With the emergence of new technologies, such as cryptocurrencies, new types of
fraud are born. We focus on bank fraud common on crypto exchanges. We want
to classify and distinguish fraudulent cases, so they can be prevented in advance.
We use machine learning algorithms for classification based on decision trees, more
specifically, random forests, i.e., ensembles of decision trees. Predicting the rare
event of fraud leads to a classification problem with unbalanced distribution of the
target variable, which we address with using methods for over- and under-sampling
of learning data. We build the final model with random forest method alongside with
transformation of categorical variables to numerical, which was proved to improve
the results. Test results show that the end model is very useful, as it identifies almost
all fraudulent cases. Encouraging results can be used for further development of the
model and its implementation into the exchanges’ system.
Math. Subj. Class. (2010): 68T05, 68T10, 62H10, 62F40
Ključne besede: strojno učenje, naključni gozdovi, napovedovanje redkih dogod-
kov, odkrivanje prevar, kriptovalute





Denarne prevare so del finančnega sveta, odkar ta obstaja. Izum novih tehnologij
poleg napredka monetarnega sistema prinaša tudi nov način pridobivanja sredstev
na nepošten način. Prevare povzročijo finančno škodo žrtvi, hkrati pa mečejo slabo
luč na sistem in negativno vplivajo na sprejemanje novih tehnoloških inovacij. Po-
tencialnim uporabnikom je varnost naložb in finančnih transakcij ena izmed ključnih
vrednot pri upravljanju njihovih financ.
Kriptovalute so svet ugledale leta 2009. Po besedah stvaritelja Bitcoina, Sato-
shija Nakamota, je to elektronska verzija denarja, ki omogoča, da se spletna plačila
izvedejo direktno med prejemnikom in pošiljateljem brez pomoči bank ter so nepo-
vrnljiva [21]. Bitcoinu so kmalu sledile tudi druge valute in ker se je potreba po
menjavi in nakupu kriptovalut povečevala, so nastale t.i. kripto borze. V magistr-
skem delu bomo obranavali prevare na borzah, kjer poteka menjava kriptovalut in
nedigitalnega denarja (npr. eura), imenovanega tudi fiat denar. Prevarant se na
borzo prijavi z ukradeno identiteto ali pa oškodovanca prepriča, naj to stori sam in
mu posreduje podatke. V naslednjem koraku osebo pripravi do tega, da na borzo
nakaže svoj denar, pogosto pod pretvezo, da je korak bližje bajnim zaslužkom. Ta-
koj, ko je plačilo izvršeno, prevarant fiat denar zamenja za kriptovaluto in opravi
nakazilo na svojo spletno denarnico. Specifika teh spletnih denarnic je, da so kripti-
rane in anonimne. Ugotavljanje, komu je bil denar nakazan, je tako brezpredmetno
in denar za vedno izgubljen.
S pomočjo strojnega učenja želimo prepoznati tipične vzorce prevarantov in jih
pravilno identificirati oz. jim dodeliti verjetnost prevare. Končni rezultat je imple-
mentacija v sistem borze, ki bi prevarantom onemogočila dvig kriptovalute in tako
prekinila krog. S tem bi zmanjšali količino ročnega pregledovanja in hkrati ustavili
prevaro, še preden se zgodi.
Osnovna motivacija je torej napovedati, ali je oseba prevarant ali ne. To nare-
dimo s pomočjo strojnega učenja klasifikacijskega modela iz podatkov o uporabnikih
izbrane kripto borze v obdobju dveh let. Ker so prevare načeloma redek pojav, se
tekom dela soočimo tudi z neuravnoteženo porazdelitvijo vrednosti razreda oz. ciljne
spremenljivke [11]. V našem vzorcu prevaranti predstavljajo le majhen delež, zato
smo pri modeliranju z ustreznimi metodami poskrbeli, da je ta razred ustrezno re-
prezentiran. Uporabili smo vzročne metode SMOTE, ki veljajo za eno izmed bolj
primernih rešitev opisanega problema [14].
Glede na to, da želimo imeti model z dobro napovedno močjo in nam je in-
terpretacija rezultatov sekundarnega pomena, smo za gradnjo napovednega modela
izbrali algoritem naključnih gozdov (angl. random forest) [16]. Pri izbiri in optimi-
zaciji modela smo upoštevali tudi, katera mera napovedne točnosti ustreza našemu
primeru. Zaradi poslovnih razlogov je pomembna predvsem prepoznava čim večjega
deleža prevarantov, kar je teoretično definirano kot občutljivost. Prav tako pa že-
limo pravilno klasificirati čim več primerov, kjer si pomagamo s ploščino pod krivuljo
ROC [19]. Preizkusimo različne vrednosti vhodnih parametrov algoritmov strojnega
učenja in izberemo tiste, ki vodijo k bolj točnemu modelu na danih podatkih.
Magistrsko delo sestoji iz treh ključnih delov. V prvem predstavimo problem,
postopek prevare in osnovne pojme, povezane s kriptovalutami. Nato podrobneje
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predstavimo osnovno podatkovno množico. Drugi del oriše temeljne definicije stroj-
nega učenja, teorijo klasifikacij, ansamble napovednih dreves ter mere za vrednotenje
napovednega modela. Opišemo tudi ključne metode, ki smo jih uporabili pri pred-
obdelavi podatkov. Mednje sodijo zgoraj omenjene metode SMOTE, nadomestitev
manjkajočih spremenljivk ter nadomestitev kategoričnih spremenljivk z umetnimi.
Zadnji del vsebuje analizo rezultatov in uspešnosti modela.
2 Predstavitev problema in podatkov
2.1 Kriptovalute in delovanje kripto borz
Kriptovalute so sistem, ki omogoča varna spletna plačila, denominirana v virtualnih
"žetonih" [12]. Prislov kripto izhaja iz tehnologije, ki kriptovalutam omogoča delo-
vanje. Kriptografija, ki izhaja iz antične grške besede kryptos (skrivnost) in graphein
(pisati), je veda in znanost tehnik za varno komunikacijo. Najbolj znana uporaba
kriptografije je verjetno enkripcija, definirana kot proces kodiranja sporočila ali in-
formacije na tak način, da je dostopna samo pooblaščenim osebam in nedostopna
ostalim [2]. S kriptografijo zagotovimo, da so kriptovalute varno prenešene h konč-
nemu prejemniku [7].
Kakor vsako drugo sredstvo tudi kriptovalute potrebujejo trg, kjer se jih lahko
kupi in proda. Delnice se prodajajo na delniških borzah, kot sta na primer New
York Stock Exchange ali Ljubljanska borza, in kriptovalutni ekosistem deluje po po-
dobnem principu. Poznamo več vrst kripto borz, v našem primeru pa obravnavamo
transakcije na centralizirani kripto borzi. Te operirajo podobno kot mednarodne
delniške borze. Njihova vloga je povezati kupce in prodajalce kriptovalut, kjer de-
lujejo kot vmesnik za vse menjave brez razkirtja identitete kupca ali prodajalca.
Obstajata dve glavni vrsti centraliziranih borz: fiat-v-kripto (angl. fiat-to-crypto)
in kripto-v-kripto (angl. crypto-to-crypto). Kot že ime pove, fiat-v-kripto borze
uporabniku omogočijo nakazilo fiat sredstva na njihov račun (npr. EUR, USD) in
menjavo v željeno kriptovaluto. Obratno kripto-v-kripto borze ne omogočajo fiat
transakcij in menjava poteka izključno med kriptovalutami. Za to pa je potrebno
na borzo predhodno naložiti kriptovaluto [2].
Kot smo omenili, uporabnik lahko na kripto borzi sredstvo bodisi kupi bodisi
proda. Ker pa na trgu prihaja do velikih nihanj, se cena med nakupom in dejansko
izvedbo naročila lahko spremeni. Zato je na trgu veliko dodatnih vrst naročil, s
katerimi kupec ali prodajalec ustrezno operira glede na željeno hitrost izvedbe in
prejeto vrednost. Omenimo le ključne štiri v naši raziskavi:
• tržno naročilo (angl. market order),
• instantno naročilo (angl. instant order),
• limitno naročilo (angl. limit order),
• dnevno naročilo (angl. daily order).
Tržno naročilo je menjalno naročilo za nakup ali prodajo sredstva po trenutni
tržni ceni. Glavna lastnost tržnega naročila je, da višine zneska, potrebnega za
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nakup ali prodajo, ne določa uporabnik. Ceno postavi trg. Tržna naročila so zato
podvržena visokemu tveganju zdrsa cene. Če je sredstvo zelo likvidno oziroma se z
njim veliko trguje, obstaja verjetnost, da bo pred izvršitvijo našega naročila izvršeno
drugo. To povzroči spremembo cene, ki jo na koncu moramo plačati [2].
Instantno naročilo je zelo podobno tržnemu z glavno razliko, da v primeru nakupa
določimo vrednost (npr. EUR), ki smo jo pripravljeni plačati. Če bi šlo za tržno
naročilo, bi v tem primeru določili količino valute, ki bi jo radi kupili.
Limitno naročilo je menjalno naročilo za nakup ali prodajo pri točno določeni
ceni. S to lastnostjo investitorjem prepreči nakup ali prodajo sredstva pri ceni, ki si
je ne želijo. Posledično se limitno naročilo ne izvede, če tržna cena ni enaka limitni
ceni [2].
Dnevno naročilo je vrsta naročila, ki določa pravila za nakup ali prodajo do
konca dneva trgovanja [8].
Zgornje vrste naročil se med seboj razlikujejo glede na čas, potreben za njihovo
izvedbo. Čas izvedbe oz. izvršitve (angl. execution time) meri koliko časa preteče
od postavitve naročila do njegove dejanske izvedbe [10]. Če bi naročila razvrstili po
njihovem času izvršitve, bi si po vsej verjetnosti sledila takole:
Instantno & Tržno ≤ Dnevno ≤ Limitno
Čas izvedbe vpliva na višino prejetega sredstva, saj si z limitnim naročilom lahko
zagotovimo bolj ugoden izkupiček, a moramo na to ponavadi malce počakati. Zato
se tisti, ki želijo menjavo opraviti takoj, poslužujejo predvsem tržnih in instantnih
naročil.
Celoten krog pridobitve kriptovalute lahko torej orišemo z naslednjimi koraki:
1. Uporabnik nakaže fiat denar (npr. EUR, USD) na borzo.
2. Denar zamenja za kriptovaluto, ki jo dobi na račun.
3. Po želji kriptovaluto prenese na svojo spletno denarnico.
Kriptovalute se lahko hrani na borzah ali pa v osebnih kriptovalutnih denarni-
cah. Tu lahko potegnemo vzporednice s spletnim bančništvom. Pri obeh gre za
digitalno denarnico, ki hrani sredstva, dostop pa je omejen z osebnim geslom. V
primeru spletnega bančništva banka ohranja nadzor nad sredstvi in jih lahko kadar-
koli zamrzne. Pri kriptovalutnih denarnicah pa je posameznik svoja osebna banka in
je odgovoren za svoja sredstva, kar je posledica decentralizirane narave kriptovalut.
Tako bi lahko do naših sredstev drugi dostopali samo v primeru kraje gesla [25].
2.2 Opis poteka prevare
Prevara se začne z registracijo uporabnika na borzo. To naredi bodisi žrtev bodisi
se z njeno identiteto prevarant registrira kar sam. Tu večina borz zahteva, da oseba
pošlje fotografijo sebe in osebnega dokumenta za dodatno preverjanje. A ker pri
veliko prevarah prevarant deluje kot posrednik, večina žrtev lahkomisleno upošteva
vsa njegova navodila. Naslednji korak je nakazilo na račun uporabnika, kar ponavadi
naredi kar žrtev sama. Ko je nakazilo izvršeno, se nedigitalen denar zamenja za
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Bitcoin ali katerokoli drugo valuto. Krog se sklene s prenosom kriptovalute na račun
oziroma denarnico prevaranta. Obravnava posameznih primerov razkrije, da žrtev
začetno nakazilo lahko opravi zavestno, a pogosto ne ve, kam denar pravzaprav
nakazuje. Velikokrat je ljudem obljubljeno, da bodo z nakazilom zaslužili veliko
denarja, kar je seveda past za ljudi, ki ne poznajo pregovora "Ni zastonj kosila"
(angl. no free lunch). Po nakazilu žrtev čez nekaj časa opazi, da se z njenim denarjem
ni zgodilo nič oziroma je izgubljen, začne raziskovati izvor odtujitve in stopi v stik z
borzo. Šele takrat kripto borza izve, da je šlo pri transakciji pravzaprav za zlorabo
oziroma prevaro, a takrat je v večini primerov že prepozno. Proces je ponazorjen s










Slika 1: Ponavljujoč proces bančnih prevar.
Cilj te magistrske je vpostaviti dovolj natančen klasifikacijski model za zanavanje
prevarantov. V praksi bi to izgledalo tako, da bi sistem uporabnika, klasificiranega
kot prevaranta, ustavil ob času prvega zahtevka za dvig kriptovalute. Dvig bi bil
tako onemogočen, nepovratna in nadaljna izguba denarja pa preprečena.
2.3 Podatki za gradnjo napovednega modela
Gradimo napovedni model, kjer bi vrednosti ciljne spremenljivke opredelile, ali je
oseba prevarant ali ne. V osnovni množici primerov torej ena stranka kripto borze
predstavlja en primer. Tako je število primerov v naši množici enako številu obrav-
navanih strank. Podatke o tem, ali je stranka bila prevarant ali ne, smo dobili preko
seznama, posredovanega z oddelka, ki skrbi za varnost borze in klientov. Tudi s tem
smo ponovno potrdili potrebnost dobrega modela, saj stvari niso avtomatizirane in
prihaja do veliko ročnega pregledovanja. Prav tako borza nima sistema za prepo-
znavo prevar in večino prijav prevar dobi od oškodovancev, kar ni dobro za njen
ugled in varnost klientov.
Napovedne spremenljivke lahko ločimo po izvoru podatkov. Prvi vir je profil
uporabnika, kjer uporabimo ključne karakteristike, ki definirajo posameznega upo-
rabnika, kot so npr. starost, država, datum registracije. Poleg tega pa smo za vir
uporabili tudi aktivnost klienta. Tu so zajete predvsem transakcije klienta. Le
te so namreč ključne pri prepoznavanju določenih vzorcev vedenja, značilnih za
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prevarante. Zaradi velikega in različnega števila transakcij potrebujemo izračun
agregatnih vrednosti (tipično vsota, minimum, maksimum, povprečje).
Podatkovno množico smo omejili do trenutka prvega kripto dviga, kar pomeni
da uporabimo vse podatke do in vključno z zahtevkom za prvi dvig. Borza namreč
zahtevkov po potrebi lahko tudi ne sprejme in tako dvig ni mogoč. Ko tekom dela
uporabljamo termin dvig, pravzaprav mislimo na zahtevek za prvi dvig. Kot rečeno
želimo prevaro ustaviti ob času dviga, zato ni smiselno, da se model uči na kasnejših
podatkih. To bi namreč lahko ustvarilo iluzijo točnosti napovednega modela, saj
ima ta na razpolago več informacij za napoved. Prav tako raziskava vključuje samo
račune fizičnih oseb in oseb, ki ne trgujejo prek ključa API. Poenostavljeno gre za
izključitev oseb, ki opravijo nešteto transakcij dnevno in za nas ne predstavljajo
dodatnih informacij, prav tako pa je API bolj izsledljiv in torej ne predstavlja vira,
preko katerega bi prevaranti vršili svoje transakcije.
Vhodne podatke smo pred uporabo še malo preuredili, bodisi smo iz datumskih
spremenljivk dobili numerične vrednosti ali izluščili skrite informacije, ki morda na
prvi pogled niso opazne.





• starejši od 50 let (age_more_than_50),
• geografsko tveganje (country_risk): tveganje, ki mu ga na podlagi dr-
žave določi interni sistem podjetja,
• tveganje KYC (kyc_risk): tveganje, ki ga glede na izpolnjen formular
KYC (ki zahteva podatke o namenu trgovanja in podobno) določi interni
sistem podjetja.
2. Transakcije uporabnika:
• vrednost prvega nakazila (first_deposit_size),
• tip prvega nakazila (is_first_crypto_deposit): podatek, ali je bilo
prvo nakazilo kriptovaluta ali fiat denar,
• minimum nakazila (deposit_min): najmanjša vrednost nakazila,
• maksimum nakazila (deposit_max): največja vrednost nakazila,
• število vseh nakazil (deposit_num),
• povprečna vrednost nakazil (deposit_avg),
• skupna trgovalna vsota (total_trad_volume): vsota vseh zamenjanih
valut, izražena v dolarjih,
• minimum trgovane vsote (trade_min): minimum vsote, ki je bila trgo-
vana, izražen v dolarjih,
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• maksimum trgovane vsote (trade_max): maksimum vsote, ki je bila tr-
govana, izražen v dolarjih,
• povprečna trgovana vsota (trade_avg): povprečje vseh trgovanih vsot,
izraženo v dolarjih,
• število naročil (order_num): število vseh naročil, ki so bila trgovana,
• najpogostejši vir (most_freq_source): najpogostejši vir ozrioma način,
preko katerega je stranka trgovala (npr. telefon, spletna stran, trgovalna
stran),
• najpogostejši tip naročila (most_freq_order): najpogostejši tip trgoval-
nega naročila (kupi ali prodaj),
• najpogostejša podvrsta naročila (most_freq_subtype): najpogostejša
podvrsta naročila (market, limit, instant),
• delež nakupnih naročil (buy_perc),
• delež limit naročil (limit_perc),
• delež market naročil (market_perc),
• delež instant naročil (instant_perc),
• vrednost prvega zahtevka za dvig (first_with_size): vrednost prvega
zahtevka za kripto dvig v dolarjih.
3. Časovne spremenljivke:
• datum registracije (date_joined),
• datum prvega nakazila (first_deposit_date),
• datum prve menjave (first_trade_date),
• datum prvega zahtevka za kripto dvig (first_with_date).
Časovne in nekatere druge spremenljivke so v naslednji iteraciji zamenjale izve-
dene:
• lokalni čas nakazila (local_time_of_deposit): ura, ko je bilo prvo nakazilo
sprocesirano,
• dan nakazila (deposit_weekday): dan v tednu, ko je bilo izvedeno prvo naka-
zilo,
• čas do prvega nakazila (first_trx_time): vsota časa do prvega nakazila,
• lokalni čas prvega zahtevka za kripto dvig (local_time_of_with): ura, ko je
bil zahtevan prvi dvig,
• dan zahtevka za dvig (with_weekday): dan v tednu, ko je bil zahtevan prvi
dvig,
• cikel (lifecycle): trajanje celotnega cikla (od prvega nakazila do prvega
zahtevka za kripto dvig),
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• je trgoval (had_a_trade): Podatek ali je stranka v tem času trgovala ali ne,
• kupil kripto (has_bought_crypto): ali je stranka v tem času kupila kripto,
• kupil fiat (has_bought_fiat): ali je stranka v tem času kupila fiat,
• ena kriptovaluta (single_crypto): ali je stranka vedno kupila samo eno vrsto
kriptovalute.
Največ težav je povzročala sprememba datuma in ure v lokalni čas posameznika,
ker smo imeli podano uro v času internega sistema podjetja. Z uporabo spremen-
ljivke država smo izvorni čas spremenili v ustrezen lokalni čas glede na to, v katerem
časovnem pasu se država nahaja.
Vzorec podatkov s katerimi smo delali se nahaja v Tabeli 1.
Tabela 1: Vzorec podatkov za gradnjo napovednega modela.
country first_deposit_size first_crypto_with_size deposit_min
AD 30095.38 47230.9 30095.38
AD l 588.4399 186.1 250.0
AE 1160855 4.9 1160855
AE 91.2 91.2 91.2
Pred začetkom modeliranja je pomembno preučiti tudi porazdelitev podatkov.
Poznavanje podatkov in ključnih karakteristik izvorne podatkovne množice je po-
membno za kasnejšo nadgradnjo modela.
2.4 Univariatna analiza
Pregled porazdelitev podatkov nam pomaga pri poznavanju podatkov, odkrivanju
vzrocev in pomembnih korelacij, prav tako pa nam v začetni fazi odkrije tudi kakšno
potencialno napako, ki smo jo naredili pri pripravi podatkov.
Vse univaratne porazdelitve smo ločili glede na to, ali je bil primer označen za
prevaro ali ne. Porazdelitev nekaterih spremenljivk smo zaradi poslovnih varnostnih
razlogov izpustili oziroma jih predstavili na drugačen način. Porazdelitve smo pri-
kazali v odvisnosti od deleža primerov, tako imajo vsi grafi na ordinatni osi zalogo
vrednosti med 0 in 1. Prav tako so v nadaljevanju (od Slike 4 dalje), kjer prika-
zujemo porazdelitev glede na razred ciljne spremenljivke, deleži odvisni odvisni od
razreda ciljne spremenljivke, saj bi sicer grafi bili precej neinterpretabilni.
Najprej se osredotočimo na porazdelitev ciljne spremenljivke. Ob pogledu na
graf (Slika 2) je jasno, da je zelo izkrivljena. To pomeni, da je število prevarantov
in nedolžnih oseb močno neuravnoteženo, saj samo 2% vseh primerov pripadata
množici prevarantov. Napovedovali bomo torej zelo redek pojav.
Nadaljujemo z napovednimi spremenljivkami. Začnimo s spremenljivkama, ki
opisujeta starost:
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Slika 2: Porazdelitev ciljne spremenljivke.
• age_more_than_50, binarna spremenljivka, ki ima vrednost 1, če je oseba
starejša od 50 let
Starost smo kategorizirali v štiri intervale, kjer je vsak (razen zadnjega) dolg 25 let.
Ob pogledu na graf (Slika 3) je zelo očitno, da je porazdelitev v primeru prevare
popolnoma drugačna. Žrtve prevar so predvsem starejši ljudje. V primeru prevare
je delež starejših od 50 let občutno večji kot pri običajnih strankah. Tam starejših
od 75 let praktično ni. Registracija starejših od 75 let je potemtakem lahko močen
signal za povečano pazljivost.
Sledi porazdelitev binarnih spremenljivk. To so spremenljivke, ki zavzemajo
samo dve vrednosti (običajno 0 in 1). V našem primeru število 1 ponazarja vse
primere, kjer trditev povezana s spremenljivko drži, 0 pa ravno obratno. Začnimo
z atributom dep_equal_with. Ta predstavlja trditev, ali je bila velikost prvega
nakazila enaka prvemu kripto dvigu, z deviacijo ustrezne velikosti (v našem primeru
5%). Oziroma:
prvo_nakazilo = ±5 % prvi_dvig.
Razlog za uporabo deviacije se skriva v volatilnosti kripto oziroma finančnih trgov
nasploh. Cena varira iz dneva v dan, minute v minuto, zato vrednost nakazila,
preračunana v dolarje, ni enaka vrednosti dviga, izraženega v dolarjih. To se odraža
predvsem v daljših časovnih intervalih, kar je našemu modelu v prid, saj sumimo, da
bo prevarant čimprej želel zaključiti cikel prevare, preden je ujet pri početju. Ceni
nakazila in dviga naj bi torej bili relativno enaki, kar lahko potrdimo z grafom (Slika
4), kjer je očitno, da je v primeru prevare nakazilo bolj kot ne enako dvigu.
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Slika 3: Primerjava porazdelitev starosti prevarantov in običajnih strank.
ponujajo nakazila v fiatu, vstopna točka za ljudi, ki želijo kupiti kriptovalute, ima
smisel, da bo prvo nakazilo uporabnika pogosteje fiat. Tu opazimo razliko v deležu
kripto nakazil, pri prevarantih je ta skoraj ničeln. To je razumljivo, saj se njihov
najbolj pogost način odtujitve denarja vedno začne s fiat nakazilom. Prav tako
mora oseba za kripto nakazilo imeti vsaj malo izkušenj s kriptovalutami, kar seveda
ni ciljna skupina prevarantov. Prevare so veliko lažje izvedljive, ko oseba nima veliko
informacij o stvari, v katero se spušča.
Ker smo našo podatkovno množico omejili do časa prvega kripto dviga in je prvo
nakazilo večinoma fiat, se v večini primerov zgodi, da uporabnik naredi menjavo.
To je edini način, da lahko fiat valuto zamenja za kripto. To upraviči visoko vre-
dnost indikatorja made_a_trade, ki ima vrednost 1, če je uporabnik opravil menjavo.
Opazimo, da pri prevarantih skoraj ni primera brez menjave.
Naslednja množica binarnih spremenljivk se osredotoča na vrsto kupljene valute.
To so lahko Bitcoin (BTC), Ethereum (ETH) ali druge valute, ki jih menjalnica
ponuja. Ker je vrst veliko, si poglejmo samo najbolj ključne oziroma tiste, ki pred-
stavljajo največji delež trgovalnega volumna na izbrani borzi. Generirali smo tudi
nov atribut, single_crypto, ki zavzame vrednost 1, če je uporabnik kupil samo eno
vrsto kriptovalute. Stvaritev atributa je posledica pomisleka, da v primeru prevare
oseba uporabi samo eno vrsto valute in z njo ponovno ne trguje, torej je ne zamenja
več. Prevarantov namen ni neprestano trgovanje na borzi, a preprosto čim hitrejša
enkratna menjava. Ker želi menjavo opraviti čimprej, bi načeloma izbral valuto, ki
ima na borzi največjo likvidnost, saj to poveča hitrost opravljene menjave. Valuta
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Slika 4: Primerjava porazdelitev vrednosti binarnih spremenljivk o obnašanju pre-
varantov in običajnih strank. Po vrsti se nanašajo na: enakost prvega nakazila in
dviga, tip prvega nakazila ter ali je stranka opravila menjavo.
močno dominanco na kripto trgu. Veliko menjav na trgu je opravljenih prav s to
valuto, kar posledično zagotavlja dobro likvidnost. To je tudi razlog, da jo po vsej
verjetnosti prevaranti najraje izberejo, saj izpoljnjuje vse zgoraj naštete pogoje.
Seveda ni zanemarljivo, da so likvidnost, hitrost in uporabnost všeč tudi ostalim
uporabnikom, zato je ta valuta tudi na splošno zelo priljubljena.
Z analizo grafov (Slika 5) se lahko prepričamo, da ima zgornji razmislek res ne-
kaj smisla. Medtem ko je nakup različnih kriptovalut pri ostalih uporabnikih dokaj
razpršen, se v primeru prevare največkrat uporabi samo BTC oz. samo ena vrsta
kriptovalute. To nakazuje graf single_crypto_buy, kjer opazimo močno diskre-
panco med obema skupinama. Pri običajnih strankah je vrednost dokaj enakomerno
porazdeljena, v primeru prevare pa skoraj ni oseb, ki bi kupile več različnih krip-
tovalut. Prav tako opazimo, da je v primeru prevare najbolj pogosta kriptovaluta
Bitcoin (BTC), saj so vrednosti pri ostalih valutah zanemarljive.
Oglejmo si še porazdelitev nekaterih kategoričnih spremenljivk. Gre za spre-
menljivke z vsaj dvema kategorijama. Začnimo s spremenljivkami, ki so povezane s
časom. Osredotočimo se na lokalen čas dviga, kjer izpostavimo dan v tednu ter del
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Slika 5: Primerjava porazdelitev vrednosti binarnih spremenljivk o kupljenih valutah
prevarantov in običajnih strank.
butom je skupno to, da so v primeru prevare vse transakcije opravljene med tednom,
zjutraj in popoldne. Sklepamo lahko, da večini prevarantov opravljanje prevar pred-
stavlja normalen poklic s standardnimi delovnimi urami. Najmanjše odstopanje je
pri atributu deposit_weekday, ki prikazuje dan v tednu, ko je bilo nakazilo na-
rejeno. Razlog je preprosto dejstvo, da je večina prvih nakazil obeh skupin v fiat
valuti, ki pa ima to omejitev, da banke med vikendom načeloma ne nudijo svojih
storitev. To pomeni, da se vsa fiat nakazila sprocesirajo tekom tedna. Pri pregledu
binarih spremenljivk smo že omenili, da večina prevarantov za prvo nakazilo upo-
rabi fiat oziroma nedigitalen denar, posledično je tudi število nakazil med vikendom
skoraj ničelno.
Največja razlika pa je pri kripto dvigih. Skoraj vsi kripto dvigi prevar so opra-
vljeni med tednom do večera. Tako močno neskladje z drugim razredom nam oriše
11
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Slika 6: Primerjava porazdelitev vrednosti kategoričnih spremenljivk o času dviga
oziroma nakazila prevarantov in običajnih strank.
Drugi del porazdelitev kategoričnih spremenljivk sestavljajo tipi naročil (angl. or-
der type) in podvrst naročil (angl. order subtype), predstavljeni na Sliki 7. Kot smo
omenili v razdelku 2.1, so naročila različnih vrst. Najbolj primarna delitev je na
nakupno in prodajno stran. V primeru prevare je najbolj pogosto naročilo nakup.
Vzrok najdemo v tem, da je večina prvih nakazil v fiat denarju in je potrebna me-
njava oz. nakup kriptovalute, da jo prevarant lahko neizsledljivo nakaže na svoj
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račun. Poleg anonimnosti pa je pomembna tudi hitrost, kar nas pripelje do na-
slednjega atributa most_freq_subtype oziroma najbolj pogosta podvrsta nakazila.
Od vseh naštetih se pri instantnem nakazilu menjava takoj izvede, medtem ko je pri
drugih potrebno počakati. To čakanje ima načeloma pozitiven učinek, če gre za na-
vadnega uporabnika, saj omogoča, da si sam določi ceno, pri katerem je pripravljen
kriptovaluto kupiti oziroma prodati. Za prevarante pa je hitrost bolj pomembna od
zaslužka ali izgube dodatnega denarja, zato je to naročilo pri prevarantih eno izmed
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Slika 7: Primerjava porazdelitev vrednosti kategoričnih spremenljivk najbolj pogoste
vrste in podvrste naročil prevarantov in običajnih strank.
Pri numeričnih spremenljivkah smo se poleg agregatov transakcij oprli predvsem
na ključne datumske prelomnice v ciklu uporabnika. Dva izmed njih, ki merita
količino časa, smo izračunali na naslednji način:
1. čas do prvega nakazila = dan prvega nakazila − dan registracije na borzi,
2. cikel = dan prvega kripto dviga − dan prvega nakazila.
Absciso omejimo na 60 dni. Vsebuje namreč osamelce, ki jo navidezno podaljšajo.
Pri času do prve transakcije oz. nakazila (first_trx_time) sta oba grafa (Slika
8) nagnjena in zgoščena predvsem na levi strani. Prevarant ali ne, uporabnik se
načeloma registrira, ker želi na borzi trgovati. Zato je pričakovano, da bo delež pri
obeh razredih večji v prvih dneh. V primeru prevare je ta zgoščenost občutno višja
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kot pri običajnih ljudeh, saj želijo čimprej preiti na naslednji korak - menjavo in
dvig.
Z dvigom in menjavo se zaključi t.i. cikel (lifecycle). Opazimo, da se primeru
prevare skoraj vsi cikli zaključijo v prvih petih dneh, največ pa se jih zaključi že
v enem dnevu. Pri drugi skupini je ta interval opazno bolj razpotegnjen in ima
nezanemarljive vrednosti tudi po tem, ko v primeru prevare skoraj ni opažanj. Pojav
zgoščenosti pri običajnih ljudeh lahko pojasnimo s tem, da obravnamo borzo, ki nudi
fiat nakazila, česar nekatere druge borze ne. S tem uporabniki nakažejo fiat denar,
ga zamenjajo v kriptovalute in trgovanje potem opravljajo tudi na drugih borzah,


























Slika 8: Primerjava porazdelitev vrednosti numeričnih spremenljivk o časovnem
intervalu izvedbe prve transakcije ter celotnem ciklu prevarantov in običajnih strank
z omejeno abscisno osjo.
Analizo porazdelitev zaključimo s ključnimi podatki agregatnih, transackijskih
spremenljivk. Zaradi občutljivosti podatkov smo vrednosti diskretizirali. Začinmo z
vrednostmi transakcij. Tu je potrebno poudariti, da obravnamo retail kliente, torej
uporabnike z osebnimi računi, kjer so zneski v povprečju manjši. Ker gre za zelo
volatilen trg, je tveganje ob nepoznavanju specifik trga samega toliko večje. Dodatno
drži tudi to, da ni vsak pripravljen vložiti vsega svojega premoženja. Nenapisano
14
pravilo namreč pravi, da vloži samo toliko, kolikor si pripravljen izgubiti. Vrednosti
transakcij smo razdelili v štiri skupine, kjer so vse enote izražene v dolarjih. Naj bo
x = velikost_transakcije. Potem velja:
f(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
majhna, 0 USD < x ≤ 500 USD
srednja, 500 USD < x ≤ 2000 USD
velika, 2000 USD < x ≤ 20000 USD
zelo velika, x > 20000 USD
Začnimo z vrednostmi prvega dviga in prvega nakazila. Z grafi (Slika 9) potr-
dimo, da imata oba razreda ciljne spremenljivke največjo koncentracijo primerov
pri transakcijah nižjih od 500 dolarjev. Del razloga smo opisali že prej, dodatno
pa v primeru prevare goljuf ne želi pritegniti prevelike pozornosti z večjimi zne-
ski. Nekateri prevaranti verjetno sklepajo, da imajo borze varovalne mehanizme,
ki velike transakcije dodatno preverijo, kar je tudi res. Pri vrednosti prvega kripto
dviga (first_crypto_with_size), ko oseba iz svojega računa nakaže kriptovalute
na drugo borzo ali svojo kriptovalutno denarnico, se pokažejo odstopanja med ra-
zredoma. Ker se z dvigom cikel prevare zaključi, je prevarantom načeloma vseeno,
če so zneski višji, saj jih po tem odgovorni organi težko izsledijo. Da je delež nižjih
vrednosti najvišji, pa je verjetno posledica želje po večih iteracijah. Tudi prevaranti
so odvisni od denarnega toka oškodovancev, ki načeloma dobiva konstantne prilive
na mesečni ravni s plačo ali starostno pokojnino. Zato morajo biti potrpežljivi in
prevaro večkrat ponoviti. Oškodovanec namreč morda nima na voljo takšne višine
sredstev, kot bi prevarant morda želel.
Nadaljujemo s povprečnimi, minimalnimi in maksimalnimi vrednostmi nakazil in
naročil. Opazimo (Slika 10) da so indikatorji podobno porazdeljeni pri obeh razredih.
Na podlagi tega bi težko rekli, da bo kakšen izmed njih koristen za napoved.
Naslednji sklop je število nakazil in menjav, opravljenih do prvega kripto dviga.
Tu lahko pričakujemo razliko, saj se vedenje navadnih uporabnikov razlikuje od
vedenja prevarantov. Pri prevarah gre velikokrat za ponavljujoč vzorec nakazila-
menjave-dviga, kjer je pomembno, da se celotni cikel izvede v čimkrajšem času. Zato
je smotrno pričakovati, da bo število nakazil nizko, saj želi prevarant nakazan denar
takoj zamenjati v kriptovaluto in jo čimprej nazkazati na svojo kripto denarnico.
Medtem v drugem razredu dvig ni tako pomemben. Večina ljudi svoj račun na borzi
večkrat napolni z dodatnimi nakazili in jim je manj pomembno, da se dvig zgodi
čimprej. To predvsem velja za ljudi, ki svoje kriptovalute hranijo kar na borzi. Če bi
namesto tega iskali arbitražo med borzami in trgovali razliko v ceni, bi to pomenilo
bolj pogoste dvige. A ti uporabniki načeloma trgujejo prek ključa API, ki smo iz
naše učne množice izključili. Diskretizacijo uporabimo tudi na številu transakcij.
Naj bo x = stevilo_transakcij. Potem velja:
f(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ena x = 1,
malo 1 < x ≤ 5,
srednje 5 < x ≤ 10,
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Slika 9: Primerjava porazdelitev vrednosti diskretiziranih spremenljivk velikosti pr-
vega nakazila ter kripto dviga prevarantov in običajnih strank.
Na grafu porazdelitev števila transakcij (Slika 11) je občutna razlika med obema
razredoma. Prevaranti očitno največkrat naredijo eno nakazilo (deposit_num_d),
ki mu sledi ena menjava (order_num_d), potem pa sredstva že prenakažejo na svojo
kripto denarnico. Zgodi se torej samo ena menjava, kar je jasno tudi iz grafa. Pri
prevarah nakazilih je delež, ki prikazuje vse primere, kjer je transakcij manj od
5, malce višji kot pri menjalnih naročilih. Prevaranti namreč želijo svoja sredstva
nakopičiti (v koliko je to mogoče) potem pa opraviti menjavo v enem kosu, ki ji
potem sledi dvig. Običajni uporabniki pa povečini svoja sredstva naložijo na račun,
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Slika 10: Primerjava porazdelitev diskretiziranih spremenljivk agregiranih vrednosti
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Slika 11: Primerjava porazdelitev vrednosti diskretiziranih spremenljivk skupnega
števila nakazil in menjav prevarantov in običajnih strank.
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2.5 Multivariatna analiza
Za preučitev povezanosti več spremenljivk smo uporabili večrazsežnostno lestviče-
nje (angl. multidimensional scaling, MDS ). Namen večrazsežnostnega lestvičenja je
vizualna predstavitev vzorca podobnosti oz. razlik v množici primerov, kjer večraz-
sežnostno podatkovno množico narišemo v dveh dimenzijah. Zmanjšanje dimenzije
prek večrazsežnostnega lestvičenja poteka tako, da se v prvotni množici primerov
izračuna mero razlike (razdalje) za vsak par primerov. Primere nato grafično pred-
stavimo v dveh dimenzijah, tako da razdalje med točkami na grafu kar se da dobro
predstavljajo njihove razdalje v večrazsežnostnem prostoru [20].
Večrazsežnostno lestvičenje lahko nariše koordinatni graf iz katerekoli mere po-
dobnosti oziroma razlik med primeri. Obstaja več različnih mer za izračun, najbolj
splošna je evklidska razdalja. Na tem mestu je potrebno podatke normalizirati, saj
razpon podatkov lahko vpliva na končen rezultat.
Normalizacija je proces, ki standardizira vse spremenljivke v podatkovni mno-
žici in jih enakomerno uteži, kar zmanjša vpliv odvečnih objektov ali vrednosti, ki
kvarijo porazdelitev celotne množice. Rezultat tega so veljavni in zanesljivi po-
datki, kar izboljša točnost modela [26]. V našem primeru bi lahko spremenljivka, ki
meri celotni menjalni obseg (total_trading_volume) prevladala nad številom vseh
nakazil (deposit_num), ker ima veliko večji razpon. Neenakomeren razpon lahko
utežimo na različne načine. Ena izmed bolj pogostih metod transformiranja atribu-
tov je min-max normalizacija. Proces transformira atribut tako, da so vse njegove
vrednosti med 0 in 1.






Atributu torej odštejemo njegov minimum ter ga delimo z njegovim celotnim raz-
ponom. Normalizirane vrednosti atributa lahko torej interpetiramo kot kako daleč
(v odstotkih) je prvotni atribut na celotnem razponu njegovega minimuma in ma-
ksimuma [19].
Drugi pogost način se imenuje normalizacija z-score, kjer od atributa odštejemo








Formula vsako vrednost atributa transformira glede na to, koliko standardnih od-
klonov so oddaljeni od povprečne vrednosti. Dobljen atribut ustreza lastnostim
normalne porazdelitve, kar pomeni, da je X = 0 ter StdDev(X) = 1. Vrednost
poimenujemo tudi z-score. Vrednost z-score pade v neomejen razpon negativnih in
pozitivnih števil. Za razliko od min-max metode tu ni predefiniranega minimuma
in maksimuma [19].
Izbor metode pogojujejo začetni podatki. Normalizacijo je potebno opraviti na
učni in testni množici, kar v primeru min-max normalizacije pomeni, da so lahko
minimalne in maksimalne vrednost bodočih primerov izven razpona, ki ga dobimo z
učno množico. V primeru, da možne minimume in maksimume poznamo, je njihova
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uporaba bolj priporočljiva od uporabne učnih minimumov in maksimumov. Alter-
nativno bi lahko uporabili normalizacijo z-score pod predpostavko, da imajo bodoči
primeri podobne povprečne vrednosti in standardne odklone kot učni.
V našem primeru, kjer minimalnih in maksimalnih vrednosti ne moremo na-
tančno določiti, se zdi uporaba normalizacije z-score bolj primerna izbira. Pričaku-
jemo lahko, da bo odstopanje veliko manjše pri povprečni vrednosti in standardnem
odklonu kot pri minimalnih in maksimalnih vrednostih. Za kategorične vrednosti,
kjer uporaba normalizacije odpade, uporabimo umetne spremenljivke, ki jih bomo
podrobno opisali v naslednjih poglavjih.
Po normalizaciji podatkov so le-ti pripravljeni na večrazsežnostno lestvičenje.
Podatke narišemo v dvodimenzionalnem grafu, kjer vsaka točka ustreza eni stranki,
barva pa nakazuje vrednosti ciljne spremenljivke. Ker zaradi velikosti naše osnovne
množice sistem večrazsežnostnega lestvičenja ni bil zmožen izvesti, večrazsežnostno
lestvičenje predstavimo na množici, kjer smo uporabili metodo SMOTE. Slednjo
opišemo v naslednjem poglavju. Množica je posledično veliko manjša, kar omogoča
njeno procesiranje. Z grafa (Slika 12) je razvidno, da imajo primeri, ki so označeni za
prevaro in obratno, podobne lastnosti, saj se držijo skupaj in med njimi ni velikega
prekrivanja. Točke, ki so si bližje, so med seboj bolj podobne. To optimistično na-
kazuje na to, da obstajajo atributi, kateri omogočajo relativno uspešno klasifikacijo


















 Je prevarant Ni prevarant
Slika 12: Vizualizacija podatkov v dveh dimenzijah, dobljenih z večrazsežnostnim
lestvičenjem.
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3 Uporabljene metode in pristop
3.1 Osnove strojnega učenja
Strojno učenje je področje računalniške znanosti, ki raziskuje konstrukcijo in študijo
algoritmov, posebnost katerih je zmožnost učenja in napovedi iz preteklih podatkov.
Taki algoritmi operirajo na podlagi modela, ki je zgrajen iz podatkov za učenje,
z namenom da vrši napoved in odločitve, ki temeljijo na podatkih, in ne vnaprej
določenih statičnih pravilih [3].
Večina strojnega učenja spada v eno izmed naslednjih kategorij: nadzorovano
učenje (angl. supervised learning) in nenadzorovano učenje (angl. unsupervised le-
arning). Pri prvem imamo množico p spremenljivk X1, X2, . . . , Xp, izmerjenih na
n primerih, in ciljno spremenljivko Y , ki je bila prav tako izmerjena istih n prime-
rih. Cilj je napovedati Y z uporabo X1, X2, . . . , Xp. Pri nenadzorovanem učenju
pa je osnova samo množica spremenljivk X1, X2, . . . , Xp izmerjena na n primerih.
Ne zanima nas napoved, ker nimamo ciljne spremenljivke Y . Namesto tega je cilj
učenja odrikiti zanimive stvari o meritvah na X1, X2, . . . , Xp. Med njimi sta npr.
vizualizacija celotne podatkovne množice ter odkritja podskupin med spremenljiv-
kami in primeri. Nenadzorovano učenje pogosto uporabljamo tudi za raziskovalno
analizo podatkov. Rezultate nenadzorovanega učenja je težko oceniti, saj ni uni-
verzalnega mehanizma, ki bi dovoljeval prečno preverjanje ali preverjanje rezultatov
na neodvisni množici podatkov. Razlog za takšno razliko je preprost. Če napove-
dni model naučimo s tehnikami nadzorovanega učenja, lahko kvaliteto našega dela
enostavno preverimo s tem, ko model uporabmo za napoved ciljne spremenljvike Y
na primerih, ki niso bili uporabljeni pri učenju modela. Vendar pa pri nenadzoro-
vanem učenju ta možnost ne obstaja, ker ne vemo resničnega rezultata - problem je
nenadzorovan [16].
V delu se osredotočimo predvsem na metode nadzorovanega strojnega učenja,
zato definirajmo nekaj ključnih uporabljenih pojmov.
Definicija 3.1. Naj bo S matrika dimenzij n× (p+ 1), ki jo lahko zapišemo kot
S =
⎡⎢⎢⎢⎣
x11 x12 . . . x1p | y1
x21 x22 . . . x2p | y2
. . .
... . . .
... | ...
xn1 xn2 . . . xnp | yn
⎤⎥⎥⎥⎦
Matriki S pravimo podatkovna množica za nadzorovano strojno učenje. Napove-
dne spremenljivke označimo z X1, X2, . . . , Xp, ciljno spremenljivko pa z Y . Vektor
napovednih spremenljivk lahko zapišemo kot X = (X1, X2, . . . , Xp).
Naj bo Y (ciljna) spremenljivka in X = (X1, X2, . . . , Xp) urejena p-terica na-
povednih spremenljivk (prediktorjev). Potem lahko predvidevamo, da med Y in X
obstaja razmerje, ki ga splošno lahko zapišemo kot
Y = f(X) + ϵ (3.1)
Tu f predstavlja fiksno, a neznano funkcijo spremenljivk X1, X2, . . . , Xp, ϵ pa na-
ključno napako, ki je neodvisna od X in ima pričakovano vrednost enako 0. V tej
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formuli f predstavlja sistematične informacije, ki jih vhodni podatki X priskrbijo za
Y [16]. Funkcija f povezuje vhodne podatke z izhodno spremenljivko in jo imenu-
jemo tudi model podatkov, ki ga lahko uporabimo za napoved. S pomočjo različnih
metod strojnega učenja želimo torej čim bolje oceniti funkcijo f .
Ker funkcije f načeloma ne poznamo, je potrebno k problemu pristopiti drugače.
Tega se lotimo tako, da na podlagi vhodnih spremenljivk, X1, X2, . . . , Xp, poizku-
šamo ugotoviti, kakšna je pravzaprav funkcija f . Pridobivanje vrednosti vhodnih
spremenljivk X pogosto ne predstavlja prevelikih težav, a enako ne velja za ciljno
spremenljivko Y . Z vedenjem, da je srednja vrednost napake enaka 0, lahko v tem
primeru Y napovemo z uporabo enačbe
Ŷ = f̂(X), (3.2)
kjer je f̂ naš približek za f , Ŷ pa predstavlja napoved za Y . V tem okviru se f̂
pogosto primerja z črno škatlo (angl. blackbox ) v smislu, da se ponavadi ne obreme-
njujemo z natančno obliko f̂ , če so rezultati napovedi za Y točni [16].
Definicija 3.2. Naj bo Y (ciljna) spremenljivka, katere vrednost napovedujemo,
in X = (X1, X2, . . . , Xp) urejena p-terica napovednih spremenljivk (prediktorjev).
Napovedni model je funkcija m, za katero velja
Y = m(X). (3.3)
Ta za podane vrednosti napovednih spremenljivk izračuna napoved, t.j., napove-
dano vrednost ciljne spremenljivke. Napoved označimo z Ŷ , posamezne napovedi za
konkretne primere pa ŷ [16].
Spremenljivke so lahko bodisi kvantitativne bodisi kvalitativne oz. kategorične.
Kvantitativne spremenljivke zavzamejo numerične vrednosti. Kot primer lahko vza-
memo starost osebe, število njenih nakazil ali pa velikost prvega nakazila. Ka-
tegorične spremenljivke pa zavzamejo vrednosti enega izmed K različnih razredov
oz. kategorij. Primer take spremenljivke je npr. država ali dan v tednu, ko je bil dvig
opravljen. Problem/model, kjer je ciljna spremenljivka kvantitativna (numerična),
imenujemo regresijski problem/model, sicer pa imamo opravka s klasifikacijskim pro-
blemom/modelom. Vrsta ciljne spremenljivke vpliva tudi na izbiro modela strojnega
učenja [16].
Definicija 3.3. Naj bo S podatkovna množica za nadzorovano strojno učenje. Al-
goritem nadzorovanega strojnega učenja na vhodu vzame učno množico S in kot
rezultat izračuna napovedni model m. Zapišemo ga kot
m = A(S). (3.4)
Definicija 3.4. Naj bo S podatkovna množica za nadzorovano strojno učenje s
kategorično ciljno spremenljivko Y . Točnost klasifikacijskega modela m na množici






I(yi = ŷi), (3.5)
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kjer ŷi predstavlja napoved modela m za i-ti primer iz S, I(b) je pa indikatorska
funkcija, ki ima vrednost 1, če je argument resničen (v tem primeru takrat, ko je
napoved ŷ enaka pravi vrednosti yi), in 0, sicer.
Točnost modela na testnih podatkih definiramo kot delež pravilno razvrščenih
primerov klasifikacijskega modela na testni podatkovni množici [16].
Ciljna spremenljivka Y bo v našem primeru kategorična spremenljivka z dvema
razredoma (Je prevarant, Ni prevarant). Z vhodnimi spremenljivkami, ki smo jih
predstavili v Poglavju 2, želimo zgraditi klasifikacijski model, ki bo čim bolje napo-
vedoval vrednosti te spremenljivke
3.2 Klasifikacija z odločitvenim drevesom
Ciljne spremenljivke so lahko bodisi kvalitativne bodisi kvantitativne. V našem pri-
meru napovedujemo, ali je oseba prevarant, torej ga kategoriziramo oz. napovedu-
jemo kvalitativno spremenljivko, kar je znano kot klasifikacija.
Obstaja več različnih metod strojnega učenja za klasifikacijo, med njimi so tudi
drevesne metode. Vključujejo delitev napovednega prostora v številna manjša obmo-
čja oz. podskupine. Za napoved danega primera ponavadi uporabimo aritmetično
sredino ali pa modus naših učnih primerov v opazovanem območju. Ker je množica
delitvenih pravil, uporabljenih za delitev napovednega prostora, lahko združena in
predstavljena v drevesu, tak pristop poznamo kot drevesne metode. Drevesne metode
so preproste in enostavne za interpretacijo, a včasih ne dosegajo enako natančnih
rezultatov kot ostale metode strojnega učenja. To lahko izboljšamo z metodami kot
so vrečenje, zankanje, naključni prostori in naključni gozd, ki jih bomo opisali v
naslednjih poglavjih. Gre pravzaprav za ustvarjanje več različnih odločitvenih dre-
ves, ki svoje napovedi združijo v eno napoved. To lahko drastično izboljša točnost
našega napovednega modela, a malenkost poslabša celotno interpretacijo [16].
Kot že ime pove, klasifikacijska drevesa uporabljamo za napoved kvalitativnih
spremenljivk. Drevo sestoji iz več odločitvenih pravil, ki se začnejo v korenu drevesa.
Delitvene regije so znane kot končna vozlišča ali listi drevesa. Grafično so drevesa
ponavadi predstavljena od zgoraj navzdol, kar pomeni, da se listi nahajajo na dnu
drevesa. Točke, kjer se napovedni prostor deli, poimenujemo notranja vozlišča, ki
jih med seboj povezujejo veje [16].
Poglejmo si poenostavljen in izmišljen primer drevesa za napoved prevarantov
(Slika 13). Drevo je primer napovednega modela m, ki za podane vrednosti na-
povednih spremenljivk izračuna vrednost napovedne spremenljivke. Sestavljajo ga
štiri notranja vozlišča in pet končnih vozlišč oz. listov drevesa. Predstavljeno drevo
interpretiramo takole: začetno oz. najvišje vozlišče predstavlja delitev na primere,
kjer vsota prvega nakazila enaka vsoti prvega (kripto) dviga. Leva veja predstavlja
večino primerov, kjer ta enakost velja, desna pa vse ostale primere, kjer to ne drži.
Levi del se potem ustavi pri vozlišču Dolžina celotnega cikla, kjer za primere,
kjer je cikel krajši od enega dneva, napove prevaro. Podobno nas desna veja za-
četnega vozlišča popelje do dneva dviga, ki vpliva na to, ali se spustimo v še eno
delitev ali pa je naš primer takoj označen za prevaro.
Listi klasifikacijskega drevesa, kjer se nahaja razred napovedane spremenljivke,
ustrezajo najbolj pogostemu razredu učne množice v podskupini oz. modusu pod-
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Prvo nakazilo = prvi dvig
Dolžina celotnega cikla < 1 dan
Da Ne
Dan dviga != vikend
Dolžina celotnega cikla < 1 dan
Da Ne
Da
Slika 13: Poenostavljen primer odločitvenega drevesa.
skupine. Če bi torej v to regijo padel še neviden primer, bi za njegovo napoved
uporabili modus podskupine. Zato nas pri interpretaciji klasifikacijskih dreves po-
gosto ne zanima samo napoved razreda v končnem vozlišču, ampak tudi porazdelitev
vrednosti v podskupini učne množice, ki pripada temu vozlišču [16].
Kot vse metode strojnega učenja pa imajo tudi odločitvena drevesa prednosti in
slabosti [4]. Ključne prednosti tega algoritma so:
1. Enostavna interpretabilnost: Odločitvena drevesa so lahko razumljiva tudi za
osebe brez analitičnega ozadja. Statistično znanje ni potrebno, da jih lahko in-
terpretiramo in razumemo, saj je njihova grafična predstavitev zelo intuitivna.
2. Uporabnost pri raziskovanju podatkov: Uporaba odločitvenega drevesa je eden
izmed hitrejših načinov identificiranja najbolj pomembnih spremenljivk ali raz-
merij med dvema ali večimi spremenljivkami. S pomočjo odločitvenih dreves
lahko ustvarimo nove spremenljivke, ki pomagajo bolje napovedati ciljno spre-
menljivko. Prav tako jih lahko uporabimo v začetni fazi raziskovanja podatkov,
ker identificirajo najbolj pomembne spremenljivke.
3. Odločitvena drevesa implicitno izvedejo pregled in izbiro spremenljivk.
4. Ne zahtevajo veliko predpriprave podatkov.
5. Potrebnega je manj čiščenja podatkov, saj osamelci nimajo posebnega vpliva.
Nekatere drevesne metode tudi dobro opravijo z manjkajočimi vrednostmi.
6. Vrsta podatkov ni problem: Drevesne metode lahko uporabijo numerične ali
kategorične spremenljivke.
7. Drevesne metode spadajo pod neparametrične metode, kar pomeni, da nimajo
predpostavk o porazdelitvi prostora in strukturi klasifikatorja.
8. Nelinearne odvisnosti med parametri ne vplivajo na uspešnost modela.
9. Število parametrov, ki jih je potrebno nastaviti in optimizirati, je skoraj ni-
čelno.
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Naštejmo še najbolj pogoste slabosti odločitvenih dreves.
1. Preprileganje: Učni modeli odločitvenih dreves lahko ustvarijo prekompleksna
drevesa, ki niso dobra posplošitev podatkov. Ta termin imenujemo preprilega-
nje in je ena izmed najbolj pogostih težav pri odločtvenih drevesih. Problem
rešimo z nastavljanjem spodnje meje števila primerov v listih oz. rezanjem
dreves.
2. Ker spremenljivke kategoriziramo, pri numeričnih spremenljivkah lahko pride
do izgube informacij.
3. Odločitvena drevesa so lahko nestabilna, saj majhne spremembe v učnih po-
datkih lahko povzročijo gradbo čisto drugačnega drevesa, kar povzroči njihovo
varianco. Ta problem rešimo z vrečenjem in zankanjem, ki sta opisana v na-
slednjih poglavjih.
4. Algoritem je požrešen in ne zagotovlja, da bo vrnil globalno najbolj optimalno
drevo. Problem zaobidemo z učenjem več dreves, kjer so učni vzorci naključno
določeni.
5. Odločitvena drevesa so lahko pristanska oziroma imajo predsodek, če nekateri
razredi dominirajo. Priporočena je uravnava porazdelitve ciljne spremenljivke,
preden naučimo model.
3.3 Ansambli odločitvenih dreves
3.3.1 Vrečenje
Pri klasifikaciji smo predstavili model odločitvenih dreves, kjer pa lahko prihaja do
velike variance, kar posledično lahko negativno vpliva na kakovost in napovedno
moč samega modela. Obstaja veliko naprednejših modelov, ki pravzaprav izvirajo
iz odločitvenih dreves, a naslovijo opisani problem. Dober začetek je vzorčenje pri-
merov, kjer med bolj znane sodita vrečenje (angl. bagging) ter njihova modifikacija,
naključni gozodovi (angl. random forests). Za lažje razumevanje se najprej osredo-
točimo na osnovno definicijo vrečenja in nato preidimo na naključne gozdove.
Odločitvena drevesa imajo velikokrat visoko varianco. To pomeni, da bi v pri-
meru, ko bi našo učno množico naključno razdelili na dve različni podmnožici in
naučili odločitveno drevo na obeh polovicah, lahko bili rezultati zelo različni. To
seveda ni dobro, saj želimo imeti zanesljiv in konsistenten model.
Nasprotno bo model z nizko varianco dosegal podobne rezultate, tudi če bo upo-
rabljen večkrat na različnih podatkovnih množicah. Agregacijsko zankanje oz. vreče-
nje je tehnika vzorčenja primerov s katero zmanjšujemo varianco statističnih metod
učenja [15].
Trditev 3.5. Naj bo Z1, Z2, . . . , Zt množica t neodvisnih naključnih spremenljivk,
vsaka s povprečjem µ in varianco σ2. Potem je varianca povprečja Z̄ enaka
Var(Z̄) = σ2/t (3.6)
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Dokaz. Z uporabo definicije povprečja lahko zgornjo enačbo prepišemo v:
Var(Z̄) = Var
(︃







































(σ2 + σ2 + · · ·+ σ2).








Opazimo, da se s povečevanjem t varianca povprečja znižuje. Povprečenje mno-
žice primerov zmanjšuje varianco in je naraven način zmanjševanja variance ter
posledično večanja napovedne točnosti metod strojnega učenja. Z uporabo večih
učnih množic iz populacije naučimo napovedni model in povprečimo dane napo-
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uporabo B različnih učnih množic, jih povprečili, da dobimo eno samo nizko vari-









Seveda v praksi to ni smiselno oz. mogoče, ker nimamo dostopa do večih učnih
množic. Namesto tega lahko uporabimo zankanje, kjer ponavljamo vzorčenje iz
(enotne) učne množice. S to tehniko vzročenja generiramo B različnih zankanih
učnih množic. Ko končamo z učenjem modela na še B-ti učni množici, kjer dobimo
f̂
B









Zgornji pristop se imenuje vrečenje ali bagging [16]. Uporaba vrečenja v klasifika-
cijskih drevesih je sledeča: Za vsak testni primer lahko dobimo razred, napovedan
pri vsakem izmed B dreves in upoštevamo glas večine: končna napoved je nabolj
pogost razred med B prediktorji. Veliko število dreves B ni kritično pri vrečenju,
saj velikost B ne vodi k pretiranem prileganju. V praksi je število B tolikšno, da
sta varianca in napovedna napaka zadostno nizki [16].
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3.3.2 Naključni gozdovi
Izboljšava vrečenja so naključni gozdovi, kjer za boljše rezultate poskrbi dekorelacija
dreves. Podobno kot pri vrečenju naučimo številna odločitvena drevesa na zankanih
učnih primerih. A vsakič, ko pri gradnji teh dreves pridemo do vozlišča, vzamemo
naključni vzorec m napovednih spremenljivk, ki je izbran kot del polne množice p
napovednih spremenljivk oz. prediktorjev. V vsakem vozlišču izberemo m napove-
dnih spremenljivk, kjer ponavadi velja m ∼ √p. Število napovednih spremenljivk
v vsakem vozlišču je torej približno enako kvadratnemu korenu vseh napovednih
spremenljivk [16].
Povedano drugače, pri grajenju naključnih gozdov algoritmu v vsakem vozlišču
ni dovoljena večina napovednih spremenljivk, ki so na voljo, kar morda zveni nenava-
dno, a stoji na trdnih temeljih. To ponazori slednje: predpostavimo, da imamo eno
zelo močno napovedno spremenljivko v naši podatkovni množici z ostalimi zmerno
močnimi napovednimi spremenljivkami. Potem bodo v zbirki vrečenih dreves vsa
drevesa uporabila to močno spremenljivko v zgornji delitvi oz. vozlišču. Posledično
bodo drevesa imela zelo podoben izgled, kar pa povzroči visoko korelacijo napovedi
vrečenih dreves. Na žalost povprečenje velikega števila visoko koreliranih spremen-
ljivk ne vodi v tako znatno znižanje variance, kot pri povprečenju nekoreliranih
spremenljivk. V tem primeru to pomeni, da vzorčenje ne bo imelo opaznega učinka
na znižanje variance v drevesu [16].
Naključni gozdovi ta problem zaobidejo s tem, da vsaka delitev upošteva samo
podmnožico preditkorjev. V povprečju (p − m)/p delitev sploh ne bo zajelo naj-
močnejše napovedne spremenljivke, zato imajo ostale več možnosti. Ta proces lahko
poimenujemo dekorelacija dreves, kjer je povprečje končnih dreves manj variabilno
in zato bolj zanesljivo. Velikost množice napovednih spremenljvik m določa razliko
med naključnimi gozdovi in vrečenjem. Na primer, če so naključni gozdovi grajeni
z m = p, potem je to enako vrečenju [16].
Pred uporabo naključnih gozodov na naši podatkovni množici podatkov ni po-
trebno normalizirati. Algoritem pri vsaki delitvi išče delitveno točko, kjer so ostale
vrednosti bodisi večje bodisi manjše od nje (velja za numerične spremenljivke). Z
normalizacijo bi torej spremenili samo velikost vrednosti in mesto delitve, relativna
delitvena točka pa bi ostala enaka.
3.4 Vrednotenje napovednih modelov
3.4.1 Mere točnosti
Pri vrednotenju modelov je ena izmed ključnih stvari njihova točnost. Naivno bi
lahko točnost merili samo kot delež pravilno klasificiranih napovedi od vseh na-
povedi. A to ima lahko velike posledice. Za primer lahko vzamemo model, ki
napoveduje diagnozo raka. Primer pravilno klasificira 9900 od 10000 primerov, kar
po definiciji pomeni 99% točnost, in napako enako 1%. Na prvi pogled imamo zelo
točen model. A najbolj pomembnih je ravno 100 primerov, ki so diagnositicirani
napačno, saj gre lahko za življenje. Model je točen, a ne v pravem pomenu.
Kljub temu, da obstaja veliko načinov, s katerimi lahko izmerimo klasifikatorjevo
uspešnost, je najboljša tista, ki zajame, ali je klasifikator učinkovit kot predvideno.
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Ključno je definirati mere uspešnosti, ki služijo uporabnosti, ne zgolj eksaktni toč-
nosti [19].
Pri definicij mer uspešnosti uporabljamo tabelo napačnih klasifikacij (angl. con-
fusion matrix ). Tabela kategorizira napovedi glede na to, ali se ujemajo z dejansko
vrednostjo. Ena dimenzija tabele poda informacijo o možnih kategorijah napoveda-
nih vrednosti, druga pa stori enako za dejanske vrednosti. Klasifikacija je pravilna,
ko je napovedana vrednost enaka dejanski. Pravilne napovedi se nahajajo na dia-
gonali tabele napačnih klasifikacij. Vrednosti izven diagonale definirajo primere, ko
napovedana vrednost ni bila enaka dejanski vrednosti. Imenujemo jih nepravilne
napovedi. Mere uspešnosti klasifikacijskih modelov so odvisne od števila napovedi,
ki se nahajajo na in izven diagonale [19].
Najbolj pogoste mere uspešnosti upoštevajo zmožnost modela razpoznati en ra-
zred med ostalimi. Razred našega interesa imenujemo poziviten razred, medtem ko
so vsi ostali znani kot negativni. Oznaki pozitiven in negativen sicer ne implicirata
nobene vrednosti razredu, gre zgolj za oznaki, ki sta poljubno izbrani [19].
Povezavo med pozitivnim in negativnim razredom lahko opišemo s tabelo napač-
nih klasifikacij dimenzije 2 × 2, ki pove, katera izmed napovedi pade v eno izmed
naslednjih štirih kategorij:
• True Positive (TP): Pravilno razvrščeni pozitivni primeri,
• True Negative (TN): Pravilno razvrščeni negativni primeri,
• False Positive (FP): Nepravilno razvrščeni pozitivni primeri,
• False Negative (FN): Nepravilno razvrščeni negativni primeri.
Tabelo predstavimo s spodnjim diagramom (Tabela 2).

















S tabelo napačnih klasifikacij lahko formaliziramo našo definicijo napovedne toč-
nosti (angl. accuracy), ki smo jo opisali že z Enačbo 3.5 [19]:
napovedna_točnost =
TP + TN
TP + TN + FP + FN
, (3.7)
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kjer TP, TN, FP in FN predstavljajo število napovedi v vsaki izmed teh kategorij.
Napovedna točnost je torej delež vseh pravilno razvrščenih pozitivnih in negativnih
primerov med vsem primeri.




TP + TN + FP + FN
= 1− napovedna_točnost. (3.8)
Kot rečeno pa napovedna točnost in napaka nista edini meri, s katerima lahko iz-
merimo moč našega modela. V nadaljevanju bomo predstavili ključne metrike, ki
so nam služile za izbiro optimalnega modela.
Občutljivost, senzitivnost (angl. sensitivity) ali priklic meri delež pozitivinih
primerov, ki so bili pravilno klasificirani (angl. true positive rate). Izračunamo jo
kot število pravilno pozitivnih deljeno s številom pozitivnih primerov, pravilno in





V našem primeru bi občutljivost predstavljala število prevarantov, ki smo jih pra-
vilno klasificirali, deljeno s številom vseh prevarantov. Optimalno bi torej bilo imeti
čim višjo občutljivost, saj želimo indentificirati čim več prevarantov.
Specifičnost (angl. specificity) meri delež negativnih primerov, ki so bili pra-
vilno klasificirani. Podobno kot občutljivost jo izračunamo kot število vseh pravilno





Ker borza ne želi postaviti preprek nedolžnim uporabnikom in jim onemogočiti čim
enostavnejše trgovanje in dvige, je tudi to mera, na katero je potrebno biti pozoren.
Če bo preveč nedolžnih uporabnikov označenih za prevarante, to lahko negativno
vpliva na status in ugled borze ter oslabi odnose s strankami. Delež napačno raz-
vrščenih negativnih primerov (angl. false positive rate) lahko posledično definiramo
kot
FPR = 1− specifičnost = FP
TN + FP
. (3.11)
Pri optimiziranju napak minimiziranje ene pogosto viša drugo. Tu nastopi krivulja
ROC (angl. Receiver Operating Characteristic), ki preučuje kompromis med od-
krivanjem pravilno razvrščenih pozitivnih primerov (TP) in izogibanjem nepravilno
razvrščenih negativnih primerih (FP). Kot morda razkrije ime v angleščini, so kri-
vulje ROC razvili inženirji v panogi komunikacij. V času druge svetovne vojne so
radarji in radio operaterji uporabljali krivulje ROC za mero sprejmnikove zmnožno-
sti razlikovanja med pravimi in lažnimi alarmi. Enake tehnike se danes uporabljajo
za vizualizacijo uspešnosti modelov strojnega učenja [19].
Karakteristike krivulje ROC so upodobljene v spodnjem grafu (Slika 14). Kri-
vulje na grafu so definirane kot delež pravilno razvrščenih pozitivnih primerov (TP)
na ordinalni osi in delež nepravilno razvrščenih negativnih primerov (FP) na ab-
scisni osi. Ker sta vrednosti enaki občutljivosti (true positive rate, TPR) in (1 -
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Slika 14: Primer krivulje ROC.
specifičnosti), (false positive rate, FPR), se diagram imenuje tudi graf senzitvnosti
in specifičnosti [19].
Različne točke na krivulji dobimo iz verjetnosti napovedi oz. iz modela, ki na-
poveduje ne le razred, temveč verjetnost pozitivnega razreda. Za napoved razreda
določimo prag verjetnosti, kjer je razred pozitiven. Tako bi lahko npr. vse napovedi,
kjer je verjetnost višja od 60% označili za pozitivne:
P (Je Prevarant|X = x) > 0.6. (3.12)
Točke, ki sestavljajo krivuljo ROC, prikazujejo občutljivost (true positive rate) ob
vseh možnih pozitivnih mejah oz. pragih [16]. Kreiranje krivulj poteka z razvrsti-
tvijo klasifkatorjevih ocenjenih verjetnosti napovedi pozitivnega razreda, z najvišjimi
vrednostmi na začetku. V izhodišču bo vsak vpliv napovedi na občutljivost in (1 -
specifičnost) krivuljo nagnil v vertikalno smer za pravilno napoved in horizontalno
za nepravilno napoved [19].
Za ilustracijo tega koncepta se obrnimo nazaj na Sliko 14. Na diagonali se na-
haja krivulja ROC klasifkatorja, ki nima napovedne vrednosti. Tak tip klasifikatorja
prepozna pravilno razvrščene pozitivne primere (TP) in nepravilno razvrščene ne-
30
gativne primere (FP) z enako jakostjo, kar pomeni, da ta klasifikator med primeri
ne zna razlikovati. Predstavlja spodnjo mejo za oceno moči ostalih klasifikatorjev.
Krivulja popolnega klasifikatorja bi obšla točko kjer je občutljivost (TPR) stoodsto-
tna in FPR predstavlja 0%. Zmožen je pravilno napovedati vse pozitivne primere,
preden napačno klasificira katerikoli negativen rezultat [19].
Seveda je večina klasifikatorjev v realnosti vsaj malo nepopolnih in se nahajajo
nekje vmes. Bolj kot je krivulja bližje popolnemu klasifikatorju, boljši je ta pri
identificiranju pozitvnih vrednosti. Mera, ki nam to pomaga ovrednotiti, je ploščina
pod krivuljo, AUC (angl. area under the ROC curve). AUC smatra diagram ROC
kot dvodimenzionalen prostor in izmeri ploščino pod krivuljo ROC.
Definicija 3.6. Naj TRP označuje občutljivost in FPR (1-specifičnost). Ploščino





Ploščina varira med 0.5 (klasifikator brez napovedne vrednosti, naključni model)
do 1.0 (popolni klasifikator). Pomembno je opozoriti na to, da sta dve krivulji
ROC lahko drugačne oblike, a imata isto ploščino, zato je lahko vrednost AUC tudi
zavajujoča. Izkaže se, da je najboljša praksa uporaba AUC v kombinaciji z vizualnim
preučevanjem krivulje ROC [19].
Poleg opisanih mer pa se pri ocenjevanju klasifikacijskih modelov strojnega uče-
nja uporablja tudi kriuvlja Gain, včasih poimenovana tudi krivluja Lift. Postopek
je sledeč:
1. Podatke gručimo glede na napovedano verjetnost prevare. Pogosta je uporaba
decilov, tako da je na koncu 10 skupin.
2. Izračunamo pravo verjetnost prevare (TPR) v skupini. To naredimo z delje-
njem števila vseh prevarantov s številom vseh pozitivnih primerov v skupini.
Ker je cilj modela napovedati verjetnost prevare, bi morala pri dobrem modelu
napovedana verjetnost biti proporcionalna pravi verjetnosti prevare. Z drugimi be-
sedami, visoka napovedana verjetnost prevare bi morala korelirati z visoko pravo
verjetnostjo. Obratno si želimo, da v primeru, ko ni prevare, tudi naš model napove
zelo majhno verjetnost prevare [13].
3.4.2 Delitev podatkov za učenje in vrednotenje
Za potrebe pravičnega učenja je potrebno začetno množico podatkov razdeliti na
učno in testno množico. Kot že ime pove, učna služi učenju modela, s testno pa
nato preizkusimo napovedno moč našega modela.
Točnost naučenega modela lahko preverjamo z merami, definiranimi v prejšnjem
poglavju. Potrebno je poudariti, da lahko izbira delitve množice vpliva na velikost
in varianco naše napake. Ker je delitev naključna, bi lahko ob drugačni delitvi učne
in testne množice dobili različne rezultate. To lahko ustvari lažni optimizem o napo-
vedni moči našega modela, zato se v praksi pogosto uporabi prečno preverjanje.
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K-kratno prečno preverjanje je tehnika, ki naključno razdeli podatke v k raz-
ličnih naključnih particioniranih podmnožic. Kljub temu, da je k lahko poljubno
število, je najbolj pogosta uporaba 10-kratnega prečnega preverjanja. Razlog, da
je število ravno 10, je v empiričnih dokazih, ki nakazujejo, da ob uporabi večjega
števila doprinos ni veliko večji. Za vsakih od 10 podmnožic (ki vsaka vsebujejo 10%
celotnih podatkov) se model strojnega učenja gradi na ostalih 90%. Ostalih 10% je
potem uporabljenih za vrednotenje modela. Po tem, ko je model 10-krat naučen in
ovrednoten (z 10-imi različnimi kombinacijami učne in testne množice), se izračuna
povprečna uspešnost vseh podmnožic [19]. Opisan proces vodi do bolj uravnotežene
in stabilne mere točnosti našega modela.
Za grajenje modela strojnega učenja smo uporabili knjižnjico caret, kjer lahko
že v osnovi nastavimo, če želimo uporabiti prečno preverjanje. Model učno množico
k-krat razdeli na učno in validacijsko množico, s katero potem računamo valida-
cijsko napako. S pomočjo validacijske in učne množice nato model izboljšujemo z
uporabo različnih parametrov. Ko je validacijska napaka na zadovoljivem nivoju,
zaključimo z izboljševanjem modela. Model nato naučimo na celotni učni množici,
nato pa s pomočjo testne množice izračunamo še testno napako. Celotni proces
lahko ponazorimo s spodnjim diagramom (Slika 15). Koraki so naslednji:
1. množico podatkov razdelimo na učno in testno množico,
2. učno množico še dodatno delimo na učno in validacijsko množico, pri čemer
uporabimo k-kratno prečno preverjanje,
3. model učimo, vrednotimo in izboljšujemo,
4. ko je izbira optimalnega modela končana, model naučimo na prvotni učni
množici in njegovo točnost izmerimo s pomočjo testne množice.
Učna množica Validacijska mn. Testna mn.










Slika 15: Delitev podatkov na učno, validacijsko in testno množico
32
3.5 Predobdelava podatkov
3.5.1 Uravnoteženje porazdelitve ciljne spremenljivke
Pri univariatni analizi ciljne spremenljivke (Slika 2) smo ugotovili, da obravnavamo
zelo redek pojav in je porazdelitev naše ciljne spremenljivke zelo izkrivljena. Učenje
klasifikacijskega modela na takšnih podatkih lahko povzroči znižano moč prepoznave
prevar. Razlogi za upad učinkovitosti pa so predvsem:
• če strojno učenje bazira na zmanjševanju celotne napake, bo manjšinjski razred
le malo prispeval k napaki. Slednje povzroči povečanje predsodka klasifikatorja
v smeri večinskega razreda,
• veliko klasifikacijskih metod predpostavlja enakomerno porazdelitev obeh ra-
zredov. Očitno je, da v našem primeru ta predpostavka ne drži,
• klasifikatorji pogosto predpostavljajo enakomerno škodo za nepravilno klasifi-
kacijo obeh razredov, kar velikokrat ni smiselno. V našem primeru bo škoda
veliko večja, če prevaranta razglasimo za nedolžnega (in mu s tem omogočimo
dvig kripta), kot pa nedolžnega razglasimo za prevaranta (in s tem le začasno
ukinemo dvig kripta). Še bolj nazoren primer pa je npr. v zdravstvu; veliko
bolj nevarno je klasificirati rakavo obolenje za navadno bolezen kot obratno [1].
Vzorčenje je ena izmed bolj popularnih metod pri reševanju problema neenako-
merne porazdelitve ciljne spremenljivke. Cilj metod vzorčenja je usvariti množico
podatkov, ki ima relativno enakomerno porazdeljene vrednosti ciljne spremenljivke,
zato da tradicionalni klasifikacijski modeli bolj uspešno prepoznajo odločitveno mejo
med manjšinskim in večinskim razredom. Ker je namen vzorčnih metod boljša kla-
sifikacija v manjšinjskem razredu, naj bi končna oz. vzorčena množica podatkov
predstavljala smiseln približek začetne oziroma izvirne množice. Natančneje, končna
množica naj bi vsebovala samo primere, ki so na nek način podobni tistim v izvirni
množici. Vsi primeri iz naše spremenjene množice morajo imeti isto ali podobno
porazdelitev kot primeri iz izvora. Rezultat metod vzorčenja ni nujno popolno ena-
komerna porazdelitev ciljne spremenljivke, ampak predvsem porazdelitev, ki bolj
ustreza klasifikacijskim metodam učenja [15].
Obstaja več načinov vzorčenja. Ena izmed bolj pogosto uporabljenih tehnik
je SMOTE (angl. Synthetic Minority Oversampling TEchnique), ki so jo zasnovali
Chawla et al [9]. Namesto ponavljanja in reproduciranja primerov iz manjšinskega
razreda se SMOTE osredotoči na kreiranje novih sintetičnih primerov. Učna mno-
žica je spremenjena z dodajanjem sintetično generiranih manjšinskih primerov, kar
povzroči enakomernejšo porazdelitev ciljne spremenljivke. Rečemo, da so primeri
ustvarjeni sintetično, ker tudi so. V splošnem pa so novi manjšinski primeri ekstra-
polirani in ustvarjeni iz obstoječega manjšinskega razreda [15].
Kreiranje novega primera poteka na spodaj opisani način.
1. Z uporabo evklidske razdalje izračuamo k najbljižjih sosedov (kNN ) za vsak
primer iz naše manjšinske množice. Evklidska razdalja med manjšinskima
primeroma x in y, od prvega atributa do atributa p (največje število atributov),
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(xa − ya)2, (3.14)
kjer a predstavlja posamezni atribut.
2. Nato so sintetični podatki ustvarjeni z uporabo interpolacije med dvema manj-
šinskima primeroma. Eden izmed kNN bo naključno izbran za kandidata v
umetni stvaritvi novega primera. Izviren manjšinski primer (x) in izbran kan-
didat (y) bosta uporabljena za generiranje novega sintetičnega primera med x
in y. Enačba za kreiranje sintetičnega primera med x in y za a-ti atribut je
SintetičniPrimera(x, y) = xa + r · (xa − ya), 0 ≤ r ≤ 1, (3.15)
kjer r predstavlja naključno število med 0 in 1. Enačbo potem uporabimo na
p atributih (torej vseh atributih posameznega primera). Proces ponavljamo,
dokler ni doseženo željeno število sintetičnih primerov [11].
V praksi izgleda uporaba SMOTE metod tako, da izberemo stopnjo prevzor-
čenja manjšinskega razreda - torej kakšen odstotek dodatnih sintetičnih primerov
želimo imeti (ponavadi je to število večje od 100), in stopnjo podvzorčenja večinskega
razreda (obratno je tu število načeloma manjše od 100, saj zmanjšujemo število ve-
činskega razreda), ki določa delež naključno izbranih primerov za končno množico.
Določi se tudi parameter k, ki določa število najbližjih sosedov za SMOTE algoritem.
Izbira parametrov je hkrati tudi pomankljivost metod vzorčenja, saj mora biti
nivo prevzročenja izbran s strani uporabnika, da čim bolj izboljša manjšinski razred,
hkrati pa ne pretirano prilega danih podatkov. Podobno mora biti stopnja podvzor-
čenja izbrana tako, da čim bolj obdrži informacije o večinskem razredu in obenem
spodbuja uravnoteženo porazdelitev razreda [15].
Pomembno je poudariti, da metod SMOTE ne uporabimo pred delitvijo učne in
testne množice. S tem bi namreč lahko prišlo do preprileganja in preoptimističnih
rezultatov [24]. Umetno generirani primeri morajo izhajati iz ločenih segmentov,
saj bi nasprotno lahko umetno generiran primer v učni temeljil na primeru iz testne
množice.
3.5.2 Nadomeščanje manjkajočih vrednosti
Naključni gozdovi za učenje potrebujejo popolno množico brez manjkajočih vredno-
sti. Pred učenjem modela smo raziskali, če se v našem modelu pojavijo manjkajoče
vrednosti. Ugotovili smo, da se to zgodi pri atributu starost za zgolj en sam primer.
Podatek smo raziskali in ugotovili, da gre za napako že v samem sistemu borze, ker
naj bi načeloma vse osebe, ki trgujejo, imele podan rojstni datum. Sklepamo, da je
tu izjema, ker je stranka navedena kot testni račun. Ker pa želimo imeti model, ki
bo deloval brezhibno tudi v prihodnje, z morda novimi podatki, smo se odločili za
nadomeščanje manjkajočih vrednosti.
To lahko naredimo na več različnih načinov, odločili smo se za uporabo medi-
ane in modusa. Če je spremenljivka numerična, uporabimo mediano, v primeru
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kategoričnih pa modus. Mediano in modus izračunamo na učni množici, kar potem
uporabimo tudi na testni množici. Podatki iz testne množice morajo namreč ostati
skriti pred učenjem modela, sicer učenje ni pravično in je posledično lahko preopti-
mistično. Prav tako bodo v produkciji primeri prevar v model prihajali individualno,
zato mediana oziroma modus testne množice ne bosta mogoča.
3.5.3 Pretvorba kategoričnih spremenljivk
Naša podatkovna množica sestoji iz numeričnih in kategoričnih spremenljivk. Med-
tem ko numerične spremenljivke nimajo težav s prilagajanjem modelom strojnega
učenja, so pri kvantitativnih oz. kategoričnih spremenljivkah pogosto potrebne trans-
formacije, ki omogočijo njihovo brezhibno procesiranje. Ena izmed rešitev ([19]) je
uporaba indikatorjev oz. t.i. umetnih spremenljivk (angl. dummy variable), kjer 1
nakazuje navzočnost neke kategorije, 0 pa njeno odsotnost. Za primer vzemimo spol
osebe, umetna spremenljivka je:
zenska =
{︄
1, če x = ženska,
0, sicer.
Umetna spremenljivka dvo-kategorične (binarne) spremenljivke spola je transfor-
mirana v novo spremenljivko ženska. Konstruckija dodatne spremenljivke za moški
spol ni potrebna, ker sta spola obojestransko izključujoča oz. disjunktna.
Velikokrat pa kategorične spremenljivke sestojijo iz več različnih razredov. Ka-
dar ima naša spremenljivka q razredov, zgornji proces ponovimo za vsakega iz-
med (q − 1) razredov. Tako bi lahko spremenljivko lokalni čas nakazila (v
modelu poimenovana local_deposit_time), ki ima zalogo vrednosti enako Zx =
(Jutro, Popoldne, Večer, Noč) prepisali na spodnji način:
jutro =
{︄








1, če x = Večer,
0, sicer.
Vedenje, da so spremenljivke jutro, popoldne in večer enake 0, indicira, da je
lokalni čas nakazila noč. Vidimo tudi, da za indikacijo večera ni potrebna nobena
dodatna spremenljivka.
Uporaba umetnih spremenljivk načeloma izboljša kakovost podatkov modela in
posledično pozitivno vpliva na uspešnost modela [23]. Vendar pa to ne velja za vse
metode strojnega učenja, kjer so v ospredju predvsem drevesne metode. Vzrok izvira
iz dinamike drevesnih metod. Za vsak drevesni algoritem obstaja pod-algoritem, ki
je uporabljen za delitev podatkovne množice na dva dela glede na spremenljivko in
vrednost. Delitveni algoritem upošteva vse možne delitve (glede na vse spremen-
ljivke in vse možne vrednosti, ki jih te spremenljivke lahko zavzamejo) in določi
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najbolj optimalno delitev, ki ustreza določenem kriteriju. Kriterij pod-algoritmu
omogoča izbiro delitve, ki minimizira nečistost delitve. Nečistost je oznaka za delež
pozitivnih ali negativnih primerov v določeni delitvi klasifikacijskega problema. Če
delitev obravnava numerično spremenljviko, potem obstaja veliko načinov izbire vre-
dnosti, ki določa delitev, in v večini primerov lahko drevo raste v obe smeri. Drevo,
ki ga večinoma sestavljajo numerične spremenljivke, ponazarja slika 16.
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Slika 16: Primer strukture drevesa zgrajenega iz numeričnih spremenljivk.
Kategorične spremenljivke so v tem primeru prikrajšane in imajo samo nekaj
delitvenih izbir, kar povzroči zelo redka odločitvena drevesa. Situacija se poslabša
pri spremenljivkah z manjšim številom razredov in uporaba umetnih spremenljivk
sodi zraven, saj sestojijo iz samo dveh razredov. Drevesa pogosto rastejo v eno
samo smer, ker ob vsaki delitveni točki kategorične spremenljivke obstajata samo
dve vrednosti (0 ali 1). Drevo raste v smeri ničel umetnih spremenljivk, za vsako
umetno spremenljivko pa je možna samo ena delitev, kar povzroči redkost dreves [23]
in posledično visoko varianco. Opisan problem je nazorno viden na sliki 17. Ta
problem lahko vpliva na napovedno moč modela in druge mere uspešnosti.
1. Z uporabo umetnih spremenljivk za kategorične spremenljivke v podatkovno
množico prinašamo redkost, kar ni zaželjeno.
2. Z vidika delitvenega algoritma so vse umetne spremenljivke neodvisne. Če
drevo določi delitev na eni izmed umetnih spremenljivk, je doprinos k čistosti
drevesa zanemarljiv. Posledično bo drevo malo verjetno izbralo kakšno izmed
umetnih spremenljivk, bližje ob izhodiščnem vozlišču [23].
Opisani problemi se izkažejo za težavne predvsem v primeru, ko bi imeli navaden
model odločitvenega drevesa. Z izbiro metode naključnih dreves, kjer generiramo
več različnih dreves, to ni tako problematično.
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Slika 17: Primer strukture drevesa zgrajenega iz umetnih binarnih spremenljivk.
Kadar je število spremenljivk veliko, delež pomembnih spremenljivk pa majhen,
je verjetno, da bodo odločitvena drevesa manj uspešna, kadar bo vrednost m (število
spremenljivk, uporabljenih v delitvenih točkah) majhna. Verjetnost izbire pomemb-
nih spremenljivk v delitvenih točkah je majhna. Nasprotno so ob povečanju števila
pomembnih spremenljivk naključna drevesa lahko zelo robustna in neobčutljiva na
povečanje nepomembnih spremenljivk. V primeru, ko imamo npr. 6 pomembnih in
100 nepomembnih spremenljivk (kamor bi lahko spadale tudi nekatere umetne spre-
menljivke), je verjetnost izbire pomembne spremenljivke v vsakem vozlišču enaka
0.46, kjer predpostavljamo, da velja m =
√
6 + 100 ≈ 10. Robustnost izhaja iz rela-
tivne neobčutljivosti na strošek nepravilne klasifikacije predsodka in variance ocen
verjetnosti v vsakem drevesu [17].
Dodatno omenimo še vpliv števila dreves. Smisel algoritma naključnih gozdov
je ravno to, da večkrat zgradi nekolerirana odločitvena drevesa (v našem primeru
bomo imeli na začetku 500 dreves) in jih povpreči, kar pomeni, da tudi v primeru
močno razvejanih dreves, kot so opisana zgoraj, ta ne bi znatno vplivala na končni
rezultat, saj model naključnih gozdov ustrezno poskrbi za varianco. Edini pomislek
tu je, da se napaka pri uporabi umetnih spremenljivk verjetno kasneje standardizira,
oz. potrebujemo več dreves, da se varianca napake umiri.
Vpliv uporabe umetnih spremenljivk bomo naslovili v poglavju z rezultati.
3.6 Pristop k reševanju zastavljenega problema
Pristop k celotnem problemu lahko v grobem razdelimo na tri dele:
1. Zbiranje podatkov:
• Iz podatkovne baze smo ustvarili primarno množico podatkov.




• Pregled porazdelitev in podatkov, univariatna in mutlivariatna analiza.
• Delitev na testno in učno množico.
• Nadomestitev manjkajočih vrednosti.
3. Modeliranje:
• Z metodo naključnih gozdov smo model naučili in ga vrednotili s pomočjo
10-kratnega prečnega preverjanja.
• Zaradi problema neuravnoteženega razreda smo zgornji proces ponovili
še na množici, kjer smo uporabili metode SMOTE.
• Preverili smo, ali uporaba umetnih spremenljivk prinese kakšne izbolj-
šave.
• S spreminjanjem vhodnih parametrov smo izbrali najbolj primerne za naš
model.
4. Končni model:
• Izbrane parametre smo uporabili pri učenju modela na celotni učni mno-
žici in izračunali testno napako.
4 Gradnja modela za ugotavljanje prevar
4.1 Osnovni model
Pred grajenjem modela smo primarno množico podatkov razdelili na učno in testno,
kjer učna predstavlja 90% vseh podatkov. Da se izgonemo problemu z izbiro množic,
za učenje uporabimo naključni vzorec. To pomeni, da bo naša podmnožica podatkov
izbrana naključno. Tekom vrednotenja smo uporabljali 10-kratno prečno preverjanje
brez ponovitev.
Modeliranje smo začeli z osnovnim modelom naključnih gozdov, kjer smo upora-
bili knjižnjico caret (v programu R). Vhodni parametri naključnih gozdov omenjeni
v razdelku 3.3 pri uporabi knjižnjice caret so:
• ntree: število dreves v ansamblu,
• mtry : število atributov obravnavanih v vsakem vozlišču.
Obravnavamo ansambel 500-tih dreves, katera na vsakem vozlišču uporabijo √p
naključnih atributov, kjer je p število vseh atributov v modelu. Cilj uporabe veli-
kega števila dreves je omogočanje učenja, kjer se vsak atribut pojavi vsaj v kakšnem
modelu [19]. To je tudi razlog, da je samodejna vrednost parametra mtry (število
atributov v vozlišču) enaka √p. Uporaba te vrednosti znatno omeji atribute, upora-
bljene v vsakem drevesu, kar povzroči naključno varianco med drevesi, podrobneje
opisano v razdelku 3.3.2.
Z uporabo 10-kratnega prečnega preverjanja smo izračunali validacijsko napako
učne množice za vrednotenje modela. Vrednosti občutljivosti in specifičnosti našega
modela so sledeče:
38
• občutljivost: Sens = 0.03120314,
• standardna deviacija občutljivosti: SensSD = 0.02007104,
• specifičnost: Spec = 0.9997414,
• standardna deviacija specifičnosti: SpecSD = 0.0001629302.
Ker specifičnost meri delež pravilno klasificiranih negativnih primerov, ni prese-
netljivo, da je število visoko. Večina primerov v naši množici je namreč negativnih,
kar pomeni, da ima model veliko podatkov za učenje, hkrati pa tudi nepravilno
napovedan razred ne vpliva na mero samo, ker je množica tako velika. Obratno
vidimo, da je občutljivost na veliko nižji stopnji, kot bi si želeli, zato je izboljšava
modela nujna. V primeru prevare bi kar 97% vseh prevar izpustili, kar definitivno
ni rezultat, ki bi si ga želeli.
Zaradi želje po bolj enakomernem odnosu med občutljivostjo in specifičnostjo si



















Slika 18: Krivulja ROC osnovnega modela, ocenjena na validacijski množici.
Ploščina pod krivuljo ROC, v nadaljevanju označena kot ROCAUC (ker AUC
lahko predstavlja tudi druge ploščine pod krivuljami, npr. krivuljo preciznosti in
priklica) je enaka:
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• ROCAUC = 0.9851081,
• njena standardna deviacija ROCAUCSD = 0.003704116.
To za prvi poizkus ni slabo, a tu je potrebno omeniti, da želimo ob visoki vredno-
sti ploščine pod krivuljo ROC imeti tudi zadosten nivo občutljivosti, ki trenutno ob
3% definitivno ni dosežen. Zato se v naslednjih poglavjih osredotočimo na izboljšavo
modelov.
4.2 Izboljšava napovednega modela
4.2.1 Podvzorčenje in nadvzorčenje
V prejšnjih poglavjih smo omenili, da je porazdelitev naše ciljne spremenljivke ne-
uravnotežena. Število prevarantov je namreč zastopano v občutni manjšini. Izbolj-
šavo smo naredili z uporabo vzročnih metod SMOTE, ki smo jih opisali v Poglavju
3.5.1. Te se izkažejo kot eno izmed boljših orodij za rešitev tega problema, pred-
vsem v primeru, ko je število primerov v manjšini zelo nizko (kar ustreza našemu
primeru) [14]. Razreda sta po uporabi enakomerno zastopana.
Znova smo uporabili učno množico, ki smo jo uporabili tudi pri grajenju osnov-
nega modela, in model smo zopet učili z 10-kratnim prečnim preverjanjem. Med
vsakim preverjanjem se primarna učna množica deli na (novo) učno ter validacijsko
množico, kjer smo SMOTE uporabili na vsakem segmentu posebej. Po uporabi se
občutljivost modela občutno izboljša, a na račun slabše specifičnosti (Tabela 3).
Tabela 3: Primerjava mer točnosti osnovnega modela in modela, kjer smo pri gradnji
uporabili metode SMOTE, ocenjenih na validacijski množici.
model osnovni SMOTE
občutljivost 0.03120314 0.9411483
standardna deviacija občutljivosti 0.02007104 0.0123643
specifičnost 0.9997414 0.9569756
standardna deviacija specifičnosti 0.0001629302 0.002554762
ROCAUC 0.9851081 0.9859393
standardna deviacija ROCAUC 0.003704116 0.001908749
Borza želi model, ki bo prepoznal čim več prevar, kar pomeni, da je občutljivost
zelo pomembna, saj predstavlja ravno delež pravilno identificiranih prevarantov. Na
ta račun smo se pripravljeni odreči delčku specifičnosti, ki je kljub temu še vedno
na dovolj visokem nivoju.
Višje vrednosti obeh mer kažejo na rahlo boljšo krivuljo ROC. Graf na Sliki 19
nakazuje na to, da je uporaba metode SMOTE večinoma boljša ali vsaj primerljiva
rešitev. To potrdimo tudi numerično, s primerjavo ploščin pod obema krivuljama
ROC, razvidnih v Tabeli 3.
Skupaj z občutljvostjo pa lahko sklenemo, da je uporaba metod SMOTE v pri-
meru nizke zastopanosti manjšinjskega razreda zelo primerna rešitev in pozitivno
vpliva na napovedno moč modela. Zato smo naslednje korake in izboljšave gradili





















Slika 19: Primerjava krivulj ROC osnovnega modela in modela, kjer smo pri gradnji
uporabili metode SMOTE, ocenjenih na validacijski množici.
4.2.2 Uporaba umetnih spremenljivk
Pri opisu metod smo naleteli na trditev, da lahko uporaba umetnih spremenljivk
vpliva na napovedno moč modela. Te kategorične spremenljivke zamenjajo z novimi
binarnimi spremenljivkami, kjer ima vsaka kategorija svojo spremenljivko. Veljav-
nost lahko za začetek preverimo s funkcijo pomembnosti obeh modelov, kjer opazu-
jemo katere spremenljivke se nahajajo na vrhu, torej imajo največji vpliv v delitvi
drevesa. Pomembnost spremenljivk je mera, ki pove, kako pogosto je bila spremen-
ljivka izbrana za delitev in koliko je to doprineslo k čistosti samega drevesa [23]. Za
izračun smo uporabili vgrajeno funckijo varImp. Ta za vsako drevo, ki je grajeno po
principu OOB - napovedih izven vreče (angl. out-of-bag) - izmeri napovedno točnost.
Pri vsaki iteraciji smo upoštevali le napovedi sestavin, ki niso naučene iz primera,
ki je izključen. Postopek ponovimo po permutiranju vsake napovedne spremenj-
livke. Nato razliko med točnostima povprečimo čez vsa drevesa in normaliziramo
s standardno napako [18]. Za večino modelov klasifikacije ima vsaka napovedna
spremenljivka ločeno pomembnost za vsak razred, in tako je tudi v našem modelu.
Osredotočimo se na 20 najpomembnejših spremenljivk (Slika 20). Na zgornjem
grafu se nahaja pomembnost spremenljivk, kjer smo za vse kategorične spremenljivke
uporabili umetne spremenljivke. Njihova imena smo definirali z uporabo njihove
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izvorne spremenljivke, podčrtaja ter imena razreda. Umetne spremenljivke poleg
vsega močno vplivajo na dimenzionalnost množice, saj namesto 50 obravnavamo
kar 283 različnih spremenljivk.
Spodnji graf prikazuje najpomembnejše spremenljivke v modelu brez uporabe
umetnih spremenljivk. To so: velikost prvega kripto dviga (first_crypto_with_
size), minimum izvedene menjave (min_trade) ter ali sta si prvo nakazilo in prvi






















































Slika 20: Primerjava porazdelitev pomembnosti 20 najpomembnejših napovednih
spremenljivk modelov, grajenih z in brez umetnih spremenljivk.
Opazimo, da sta med prvih 20 najpomembnejših spremenljivk uvrščeni samo
dve umetni spremenljivki, new_risk_Undetermined, ki pove, da ima stranka ne-
definirano interno tveganje (ker na primer ni vpisala vseh podatkov, ki določajo
tveganje) ter most_freq_sourceINTERFACE, kar pomeni, da je najbolj pogost vir,
preko katerega se opravi menjava, uporabniški vmesnik. Majhna količina umetnih
spremenljivk dodatno potrdi našo tezo, da te nimajo ključnega pomena pri delitvah.
Ravno zato, ker ima pri klasifikacijskih metodah vsaka spremenljivka definirano
pomembnost za vsak razred, med grafoma na prvi pogled ni videti večjih razlik.
Vseeno pa je vrstni red najbolj pomembnih spremenljivk rahlo drugačen. Poleg
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tega ima pomembnost modela brez umetnih spremenljivk občutno višje nivoje. Ko-
eficient padanja pomembnosti je bolj linearen pri modelu brez uporabe umetnih
spremenjivk, prav tako je skupna pomembnost spremenljivk višja.
Iz grafa lahko razberemo, da imamo pomembnih spremenljivk kar veliko, zato
vpliv umetnih spremenljivk morda ne bo tako znaten, kot bi pričakovali.
Primernost uporabe umetnih spremenljivk lahko najbolje preučimo z doseda-
njimi merami uspešnosti. Odločili smo se, da je občutljivost v našem primeru veliko
bolj pomembna od specifičnosti, zato te od sedaj naprej (predvsem pri primerjavi
modelov) ne bomo več tako pozorno analizirali. Začnimo s primerjavo občutljivosti
in njene standardne deviacije pri obeh modelih (Tabela 4):
Tabela 4: Primerjava mer točnosti osnovnega modela in modela grajenega z ume-
tnimi spremenljivkami, ocenjenih na validacijski množici. Kratica US označuje ter-
min umetna spremenljivka.
model brez US z US
občutljivost 0.9411483 0.9440191
standardna deviacija občutljivosti 0.0123643. 0.01194576
ROCAUC 0.9859393 0.9879835
standardna deviacija ROCAUC 0.001908749 0.002861896
Razlika je v prid napovednemu modelu, grajenem z umetnimi spremenljivkami,
in je minimalna.
Poglejmo še krivulji ROC (Slika 21). Opazimo, da sta krivulji ROC obeh mo-
delov skoraj identični, kar glede na pretekli razmislek in to, da uporabljamo pred-
nastavljena parametra, kjer je število dreves enako 500, število vozlišč pa korenu
vseh atributov, ni tako presenetljivo. Oba modela ravno zaradi specifike naključnih
gozdov dosegata podobne rezultate.
Ploščina pod krivuljo ROC obeh modelov (Tabela 4) kaže na to, da glede na re-
zultate, uporaba umetnih spremenljivk ne oslabi napovedne moči modela in dosega
podobno ali boljšo raven kot osnovni model. Zato je izbira umetnih spremenljivk
v našem primeru zelo arbitrarna odločitev. Ker bomo v naslednjih poglavjih opti-
mizirali še vhodne parametere, uporabljene v modelu, smo za primarno izbiro vzeli
model, kjer uporabimo umetne spremenljivke. Vhodne parametre bomo preučili
na obeh modelih, saj predpostavljamo, da je lahko število dreves, uporabljenih v
navadnem modelu, v tem primeru nižje. To je z vidika zahtevnosti računanja v
nadaljevanju in produkciji morda boljša odločitev.
4.2.3 Izbira vhodnih parametrov metode naključnih gozdov
Izbira pravih spremenljivk in vhodnih parametorv v naši podatkovni množici po-
membno vpliva na to, ali je naš model povprečen z dolgim časom učenja ali pa
imamo zelo uspešen model s kratkim časom učenja [5]. Ker obravnavamo model
naključnih gozdov, rezanje dreves (in manjšanje števila spremenljivk) nima prav
velikega učinka na uspešnost [17]. Zato smo se odločili, da parametra, ki določa




















Model SMOTE SMOTE + Umetne sprem.
Slika 21: Primerjava krivulj ROC modela, kjer smo uporabili metodo SMOTE ter
modela, kjer smo uporabili metodo SMOTE in kategorične spremenljivke nadome-
stili z umetnimi, ocenjenih na validacijski množici.
Knjižnjica caret, ki smo jo uporabili pri grajenju modela, vsebuje veliko poljubnih
vhodnih parametrov. Namesto naključne izbire konstant za parametre je izbiro
bolj smiselno narediti na podlagi tega, kaj je za naš model najboljše. V modelu
naključnih gozdov imamo dva ključna parametra, ki smo ju omenili že na začetku
poglavja:
• mtry : število atributov obravnavanih v vsakem vozlišču,
• ntree: število dreves v ansamblu.
Začeli smo z modelom, grajenim brez uporabe umetnih spremenljivk. Vgrajena
funckija mtry, ki predstavlja koren števila vseh atributov, je v našem primeru enaka√
50 ≈ 7. Smiselno je poizkusiti, ali se model bolje obnaša z manj ali več atributi
v vozlišču. Model smo naučili na mtry = (2 : 14), torej številih od 2 do 14 in
opazovali, katero število vozlišč je optimalno. Kot prej smo tudi tu uporabili 10-
kratno prečno preverjanje, da smo zmanjšali varianco napake. Dobljeni rezultati se
nahajajo v Tabeli 5.
Ploščina pod krivuljo ROC je največja, ko ima parameter mtry vrednost 14. Iz
tabele pa je razvidno, da je smiselno obravnati tudi mtry = 11 ali mtry = 13, saj
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Tabela 5: Rezultati mtry optimizacije modela brez umetnih spremenljivk, ocenjeni
na validacijski množici.
mtry ROC Sens Spec
2 0.9693418 0.9626794 0.8516255
3 0.9758070 0.9320574 0.9219356
4 0.9805824 0.9301435 0.9403660
5 0.9830458 0.9349282 0.9487737
6 0.9849215 0.9392344 0.9540481
7 0.9859547 0.9449761 0.9567639
8 0.9864299 0.9464115 0.9589959
9 0.9869155 0.9478469 0.9606775
10 0.9871629 0.9444976 0.9626312
11 0.9875940 0.9483254 0.9638712
12 0.9876653 0.9468900 0.9637805
13 0.9875944 0.9478469 0.9652503
14 0.9878159 0.9444976 0.9649902
takrat dosegamo enega izmed najvišjih nivojev občutljivosti, ob tem pa sta ploščina
pod krivuljo ROC ter specifičnost tudi na visoki ravni. Zato smo se odločili, da v
nadaljevanju uporabimo ta parametra, ker najbolj ustrezata željeni točnosti modela.



























Slika 22: Odvisnost ploščine pod krivuljo ROC in vrednosti parametra mtry pri
modelu brez umetnih spremenljivk, ocenjenih na validacijski množici.
Drug parameter, ki ga lahko optimizramo, je število dreves. Upoštevali smo
prejšnji sklep o številu vozlišč, privzamemo, da je začetno število vozlišč 13 in na-
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učimo model na različnih številih dreves. Dodatno smo preverili še, če se uspe-
šnost modela izboljša, če uporabimo mtry = 11, ker je to bila ena izmed bolj
prominentnih vrednosti parametra. Pomembno je opozoriti, da včasih veliko šte-
vilo dreves samo poveča stroške in čas izračuna in nima posebnega vpliva na uspe-
šnost. Raziskava Oshira et. al je analizirala 29 različnih podatkovnih množic, kjer
so ugotovili, da po 128 drevesih ne pride do večjih izboljšav [22]. Prepričali smo se,
ali to drži tudi v našem primeru. Model smo naučili na različnih številih dreves:
50, 100, 150, 250, 350, 450, 500, 700, 1000, kjer je ravno zaradi omenjene raziskave šte-
vilo dreves na začetku ločeno z manjšim korakom kot na koncu. Rezultati so zbrani
v Tabeli 6.
Tabela 6: Rezultati optimizacije števila dreves pri modelu brez umetnih spremen-
ljivk, ocenjeni na validacijski množici.
mtry ntree ROC Sens Spec
11 50 0.9866027 0.9492823 0.9611916
11 100 0.9869979 0.9483254 0.9620142
11 150 0.9871664 0.9488038 0.9635687
11 250 0.9872458 0.9488038 0.9622985
11 350 0.9874942 0.9430622 0.9630001
11 450 0.9872950 0.9483254 0.9631211
11 500 0.9873937 0.9492823 0.9629276
11 700 0.9874087 0.9473684 0.9633026
11 1000 0.9874940 0.9473684 0.9638409
13 50 0.9867176 0.9478469 0.9633510
13 100 0.9868198 0.9440191 0.9640163
13 150 0.9876083 0.9492823 0.9645728
13 250 0.9880115 0.9492823 0.9647482
13 350 0.9874659 0.9454545 0.9645849
13 450 0.9878808 0.9483254 0.9648934
13 500 0.9876024 0.9468900 0.9644337
13 700 0.9881264 0.9449761 0.9654015
13 1000 0.9877260 0.9497608 0.964312
Iz tabele lahko razberemo, da je največja vrednost ploščine pod krivuljo ROC
pri uporabi 700 dreves (ter vrednosti mtry = 13). V praksi je prečno preverjanje
700 dreves lahko računsko zelo zahtevno, zato je dovolj vzeti prvi lokalni minimum.
V našem primeru to pomeni vrednost parametra ntree = 250, s čimer potrdimo
tezo raziskave, ki pravi, da višje število dreves na koncu nima takšnega dodatnega
doprinosa. Če primerjamo še vrednost števila vozlišč, opazimo, da je nivo ploščine
krivulje ROC (Slika 23), kjer je število atributov v vozilšč samo 11, vedno pod
nivojem, kjer je število vozlišč enako 13, razen ko je število dreves enako 350.
Zatem smo postopek ponovili še na podatkovni množici, kjer smo namesto ka-
tegoričnih spremenljivk uporabili umetne. Kot smo omenili v prejšnjem poglavju,
so naključna drevesa dovolj robustna, da ob prepostavki, da imamo vsaj nekaj po-
membnih spremenljivk, ostale manj pomembne ne vplivajo tako močno na napove-


























Slika 23: Primerjava odvisnosti ploščine pod krivuljo ROC ter vrednosti parametrov
mtry in ntrees modela brez umetnih spremenljivk, ocenjenih na validacijski množici.
zanimivo videti, ali je pri umetnih spremenljivkah lokalni maksimum večji kot pri
zgornjem primeru. Začeli smo z izbiro optimalnega parametra mtry. Ker je bilo
število atributov tokrat enako 283, koren katerih znaša približno 17, smo za parame-
ter poiskusili naslednje vrednosti: 6, 8, 10, 12, 14, 16, 18, 20. Rezultati, predstavljeni
v Tabeli 7, kažejo na to, da je optimalno število vozilšč 20. To je načeloma večje od
korena vseh spremenljivk, a tu na vrsto pride ravno razmislek iz prešjnih poglavij,
kjer smo ugotovili, da bo v primeru, ko imamo malo relevantnih spremenljivk para-
meter mtry oz. število spremenljivk v vozlišču večje. V tabeli prav tako opazimo,
da je občutljivost najvišja, ko ima parameter mtry vrednost 14.
Tabela 7: Rezultati mtry optimizacije modela grajenega pri uporabi umetnih spre-
menljivk, ocenjeni na validacijski množici.
mtry ROC Sens Spec
6 0.9845672 0.9368421 0.9544292
8 0.9867115 0.9478469 0.9598246
10 0.9874173 0.9464115 0.9628368
12 0.9876331 0.9478469 0.9643127
14 0.9878668 0.9488038 0.9654620
16 0.9878833 0.9421053 0.9660305
18 0.9878530 0.9444976 0.9666959
20 0.9881179 0.9449761 0.9677181
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Tudi grafična predstavitev podatkov (Slika 24) potrdi, da se z zviševanjem iz-

























Slika 24: Odvisnost ploščine pod krivuljo ROC ter vrednosti parametra mtry pri
uporabi umetnih spremenljivk, ocenjenih na validacijski množici.
Nadaljujemo s številom dreves, uporabili smo enake vrednosti, torej ntree =
50, 100, 150, 250, 350, 450, 500, 700, 1000. Vzeli smo optimalno vrednost parametra
mtry, enako 20, zraven pa preizkusili še mtry = 14, saj je bila tu občutljivost naj-
višja. Dobljene vrednosti smo na sliki 25 združili z vrednostmi, kjer nismo uporabili
umetnih spremenljivk.
Opazimo nekaj ključnih razlik:
1. Število dreves, potrebnih za lokalni maksimum ploščine pod krivuljo ROC
modela z umetnimi spremenljivkami, je podobno kot pri navadnem modelu
(enako 250 ali pa 350).
2. Uporaba umetnih spremenljivk v splošnem prinaša boljše rezultate: z razme-
roma istim številom dreves je napovedna točnost modela boljša.
3. Oba modela relatvno hitro dosežeta lokalni maksimum, dodajanje večjega šte-
vila dreves nima posebnega učinka.
Zaradi razlik in razlogov navedenih zgoraj, smo potrdili, da je bila izbira modela,
kjer smo z umetnimi spremenljivkami nadomestili kategorične, pravilna odločitev.

























mtry 11 13 14 20
Slika 25: Primerjava ploščine pod krivuljo ROC ter vrednosti parametrov modela
grajenega z in brez uporabe umetnih spremenljivk, ocenjenih na validacijski množici.
49
4.3 Končni model
Izberemo model, grajen z metodo naključnih gozdov. Model naučimo na učnih po-
datkih, kjer za uravnavo porazdelitve ciljne spremenljivke izberemo metode SMOTE.
Kategorične spremenljivke smo pretvorili s pomočjo umetnih, saj smo pokazali, da
to pripomore k izboljšavi rezultatov. Izbira optimalnih parametrov je končana.
Upoštevali smo parametre, ki najbolj optimalno prispevajo k točnosti modela:
• mtry = 20,
• ntrees = 350.
S tem smo zaključili validacijski del in model lahko naučili na celotni učni množici,
testno pa uporabili za končno oceno uspešnosti.
Naučen model smo uporabili za napoved na primarni testni množici, ki vsebuje
18601 primerov. Model bo v praksi namreč razvrščal neuravnotežene testne podatke,
zato je pri testni napaki ključno, da jo preverimo na primarnih podatkih. Za napo-
vedi smo uporabili vgrajeno funkcijo predict. Dobljena tabela napačnih klasifikacij
se nahaja v Tabeli 8. Od 232 resničnih prevar smo napačno napovedali 9 primerov,
kar pomeni, da je dobljena občutljivost, merjena na testni množici, enaka 0.9612069.
Rezultat je celo boljši kot na učni množici. V praksi to pomeni, da izpustimo malo
manj kot 4% prevarantov. Glede na to, da trenutno sistema preprečevanja prevar
še ni, je to zelo spodbuden rezultat. Specifičnost znaša 0.96369, rahlo pod nivojem
učne oz. validacijske množice.


















Uspešnost smo preverili še vizualno s krivuljo ROC (Slika 26). Ploščina pod
krivuljo ROC znaša 0.9894. Podobno kot občutljivost tudi ploščina pod krivuljo
ROC dosega rahlo boljše rezultate kot v validacijskem delu, kar nas je navdalo z
optimizmom za prihodnji razvoj modela.
Nazadnje smo rezultate potrdili še z Gain krivuljo. S tem lahko na alternativni
način preverimo, ali so naše napovedi res smiselne. Gain krivulja naj bi načeloma





















Slika 26: Krivulja ROC končnega modela na testni podatkovni množici.
pozitivnih napovedi, če je naš model uspešen. Z grafom na Sliki 27 smo se prepričali,
da to res drži. Opazili smo, da se delež pozitivnih napovedi povečuje z deležom

































Slika 27: Krivulja Gain za končni model na testni podatkovni množici.
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5 Zaključek
Obravnavali smo gradnjo napovednega modela s strojnim učenjem, s katerim želimo
prepoznati prevaro in uporabniku onemogočiti dvig nezakonito pridobljenega dobro-
imetja, preden to prvič stori. Drevesne metode so eden izmed bolj pogostih načinov
napovedi in klasifikacije razredov. Ker so osnovne drevesne metode lahko podvr-
žene visoki varianci, smo v delu predstavili tudi bolj napredne metode, ki problem
ustrezno naslovijo. Ena izmed teh so naključni gozdovi, kjer naučimo številna odlo-
čitvena drevesa, ki imajo v vsakem vozlišču na voljo le del napovednih spremenljivk.
To povzroči dekorelacijo dreves in nižanje variance [16].
Prevare so načeloma redek pojav in v naši podatkovni množici predstavljajo
le majhen delež celote. V ta namen uporabimo tehnike pod in nadvzorčenja, kjer
umetno generiramo nove primere s ciljem uravnoteženja ciljne spremenljivke v učnih
podatkih. Učno množico spremenimo z dodajanjem sintetično generiranih manjšinj-
skih primerov s t.i. tehniko SMOTE [6].
Podatkovno množico za nadzorovano strojno učenje so sestavljale tudi katego-
rične spremenljivke. Raziskali smo, ali vpeljava umetnih spremenljivk, ki vsak se-
gment kategoričnih spremenljivk nadomestijo z binarno spremenljivko, doprinese k
uspešnosti modela [23].
Vrednotenje grajenega modela ima ključno vlogo pri razumevanju, kako uspešen
bo model pri novonastalih primerih. Tekom dela smo večino pozornosti namenili
dvema merama točnosti napovednega modela: občutljivosti ter krivulji ROC. Prva
meri delež pravilno napovedanih pozitivnih primerov, druga pa kako dobro lahko
napovedni model razlikuje razrede ciljne spremenljivke [19]. Zgoraj opisane metode
za predobdelavo podatkov smo uporabili pri gradnji modela in vrednotili z opisanima
merama. Izkazalo se je, da uporaba metod SMOTE znatno vpliva na uspešnost
modela, prav tako pa tudi umetne spremenljivke doprinesejo k izboljšanju napovedne
moči. Naključni gozdovi v vsakem vozlišču obravnavajo vnaprej določeno število
naključnih atributov, ki jih uporabijo za grajenje ansambla odločitvenih dreves [16].
Z alterniranjem različnih vhodnih parametrov zato ocenimo, kateri so pri gradnji
napovednega modela najbolj uspešni. Potrdimo raziskavo Oshire et al. [22], saj je
optimalna točnost (ob zadostni ploščini pod krivuljo ROC) dosežena z relativno
malim številom dreves.
Zgradili smo model strojnega učenja, katerega napovedna moč je dobra in pri-
merna za naslednje korake v razvoju. Po predstavitvi in pogovoru z ostalimi udele-
ženci v podjetju je bil model dobro sprejet. Naslovi namreč trenutno še neurejeno
področje, kajti procesa, ki bi prevarante ustavil, še ni. Osebe, ki jih bo model raz-
vrstil v razred prevarantov, bodo ob prvem dvigu primorane izvesti video klic. Gre
za ustaljen proces, preko katerega borze in nekatere novodobne banke ugotavljajo
identiteto klienta. Tako bo prevarantu otežen celotni proces, saj bo na videu mo-
rala biti ista oseba kot na osebnem dokumentu. Hkrati to ne bo preveč vplivalo na
aktivnost nedolžnih klientov, saj bi tudi v primeru, da jih model klasificira kot preva-
rante, lahko naredili video klic in nadaljevali dvig. Zato smo tekom dela upravičeno
stremeli k višji občutljivosti na račun slabše specifičnosti.
Prva iteracija bo testna - uporabnike, identificirane kot prevarante, bodo za-
dolženi pregledali in poročali rezultate. To bo pomembno za morebitne izboljšave
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modela. Ko in če bo model dosegal željeno točnost, bo implementiran v celotni sis-
tem borze. Model že sam po sebi dosega zadovoljive rezultate, v iteracijah pa bomo
preizkusili še dodatne spremenljivke, ter hkrati preizkusili model, ki ne bo uporabil
vseh prvotnih spremenljivk. Zaradi implementacije v sistem borze je navsezadnje
pomembna tudi hitrost računanja.
Ker se podjetje sooča tudi z drugimi oblikami prevar preko različnih načinov
plačila, se, ob morebitni uspešnosti pri iskanju bančnih prevar, obetajo tudi nadaljni
razvoji podobnih modelov. Na koncu je interes obeh, borze in strank, da prevare iz
redkega preidejo v zelo redek pojav.
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