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 1．緒   言
 モデル規範形適応制御系（MRACS）を構成するためには，制御対象の零点は安定（最小位
相系）でなければならない．これは適応制御装置が制御対象の零点を相殺する極を内部に発生
させるために，対象に不安定な零点が存在すると制御装置に不安定な極が発生して制御系の安
定性が保証されないからである（Goodwinet a1．（1980），Landau and Lozano（1981），Goodwin
and Sin（1984））．このような前提条件は連続時間系ではそれほど問題とはならないが，離散時
間系においては大きな制約となる．なぜなら離散時間系では，もとの連続時間系が最小位相系
であっても，零次ホールダを通して離散時間化すると非最小位相系になる場合があるからであ
る．特に連続時間表現のときに相対次数が2次以上の対象を，サンプリング時間を短くして離
散時間化すると，不安定な零点が発生することが知られている（Astrδm et a1．（1983））．以上
のことより離散時間非最小位相系に対してモデル規範形適応制御系を構成する手法を確立する
ことが，適応制御理論の課題の1つとされている．
 これに対して，本稿では多重サンプリングの手法（Chammas and Leondes（1978a，1978b），
Araki and Hagiwara（1983），Kaczorek（1985），Lozano（1989），Ortega and Kreisse1meier
（1990））を使って，非最小位相離散時間系に対してモデル規範形適応制御系を構成する手法に
ついて述べる．この手法の特色は，多重サンプリングに基づく周期フィードバックによって，制
御対象の極だけでなく零点も極零相殺によらずに自由に再配置することができる点である．
従って不安定な零点が存在しても，入力の一様有界性を保証しながら，適応的なモデル追従制
御が実現できる．本稿の構成を以下に示す．まず本論の問題設定と制御目的を第2章で述べて，
続く第3章で多重サンプリング系の表現方法を与える．第4章でこの表現を使って多重サンプ
リングに基づく周期フィードバックを用いたモデル追従制御について考察する．そこではまず
モデル追従制御系の一般形式を導出し，次に周期フィードバックの可解条件が陽に求められる
場合に議論を限定する．第5章では制御対象が未知の場合に，4章で求めた手法を用いて適応制
御系を構成する．5章までの議論でサンプル点にのみ着目した離散時間モデル規範形適応制御
系の構成が，離散時間非最小位相系についても可能になる．それに対応してサンプル点上の挙
動のみに着目した数値例を第6章で示す．続く第7章では本手法の問題点として，入力が振動
的になる現象が多く見られることと，それに伴い出力のサンプル点間の応答が劣化することを
指摘し，そのような問題点を解決する1手法について述べる．8章では7章で提案した手法の有
効性を，サンプル点間の応答も含む数値例で検証する．最後に第9章で結論を述べる．
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 2．問題設定
 以下に示す1入力1出力連続時間線形系を制御対象とする．
 （2．1）                 ツ（左）＝G（∫）m（云）＝exp（一∫τ）・Go（∫）m（ナ）
ただしG・（∫）は強プロパーな有理伝達関数で，τはむだ時間である．制御目的は，（2．1）式で表
わされる未知の制御対象の不時間ごとのサンプル値｛ツ（江）：タ＝0，！，2，．．．｝を，任意の一様有
界な目標信号（既知）｛yM（江）：云＝O，1，2，．．．｝に漸近的に追従させることであるとする．
 （2．2）        ツ（ゴT）→ル（ゴT）， （ゴ→・・）
このような問題を解くために，通常は目標信号のサンプル時間丁で制御対象の入出力を離散時
間化してFig．1に示すような離散時間制御系を構成する．このときの対象の離散時間モデルは
次のようになる．
（2．3）        y（グT）＝Gτ（z）m（ゴT）
（・刈    帥）一（・一ゴ倣・lGS）／
ただしLはラプラス変換であり，zτはサンプリング時間丁でのz変換である．しかしG（∫）
の相対次数が2次以上でサンプリング時間丁が小さいときに，この方法で導出された離散時間
モデルにおいて不安定零点が発生することがある（Astr6m et a1．（1983））．そのような場合に
は極零相殺を生じさせるモデル追従制御は適用できない（Goodwin et a1．（1980），Landau and
Lozano（1981），Goodwin and Sin（1984））．
 本稿では以上のような問題に着目して，不安定零点の極零相殺を防ぐために，出力のサンプ
リング時間丁に対して入力をT／m（m≧2）ごとに離散時間化する多重サンプリング方式を
採用する（Fig．2）．そのような制御系の構成のもとで入出力の有界性を保ちながら適応的に入
力を合成し，漸近的にモデル追従制御を実現する．ただし利用可能な信号は不時間ごとの出力，
T／mごとに変化する入力と，Tごとの目標信号（むだ時間に対応した未来情報も含む）だけ
とする．
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 3．多重サンプリング系の表現
 G。（∫）の次数をm’として，m’からmを次のように定義する．
 1）MT＝mτとなるような整数M（≧0）が存在するときには
 （3．1）            m…m’．
 2）それ以外のときには
 （3．2）            m…m’十1、
連続時間系の入出力をサンプリング時間丁／mで通常の方法（Fig．1）で離散時間化したときの
離散時間表現（状態空間表現）を（λ，ろ，o，D）（λ∈”xn，ろ，c∈”，D（integer）≧O）とする．
 （3．3）        戸・oτ（z∫一λ）一1トGη。（z）
ただしDはサンプリング時間丁／mの離散時間モデルのむだ時間であり（D＝［τ／（ηm）］），
Gη例（z）は（2．4）式で定義される．するとFig．2の多重サンプリング系は以下のように表わさ
れる．
 （3．4）       均。1＝ル。十ろm。一。  ノ＝0，1，2，．．．
 （3．5）       伽＝oτκ棚  ゴ＝0，1，2，．．．
ただし
（・・）  均一κ（糾 吻一・（劣），北・一ツ（1・）
である．あらためてr時間ごとの状態変数，出力，および目標信号を
 （3．7）   X（ゴ）≡κ（〃）＝κ｛。， y（ゴ）…ツ（ゴT）＝ツ物， ル（6）≡ル（江）
のようにおくと，（3．4），（3．5）式に対応して次式が得られる．
 （3．8）       X（タ十1）＝λmX（グ）十B（m〕σ（伽一D）
 （3．9）       y（タ）＝o「X（ゴ）
ただし
 （3．10）      β（m）≡［Am■’ろ，λm’2ろ，．．．，〃，ろ1
 （3．11）           σ（ゴm－D）…［刎mリ，〃m－D＋1，．．．，mm－o＋m－1］τ
である．ここで次式を満たす整数a（a；≧1）とK（1くKくm）が存在することに着目する．
 （3．12）         D：（a－1）m－K＋1
上式を（3．11）式に代入すると
 （3．13）  σ（伽一D）＝［mて用一。））。。。一。，mH。一。））。。κ，．．．，m（用一、））。。。一。，
              m（｛一（。一。））。，m（H。一。〕）。。。，．．．，m（ゴー〔。一。））。。κ一。］τ
を得る．さらに入力を次のように表記すると
 （3．14）  m尾（ゴ）…m。。尾一1 （后＝1，2，．．．，m）
 （3．15）  σ（伽一D）＝［m。（ト（a－1）），m。。ユ（ター（a－1）），．．．，m。（ト（a－1）），
              m、（ゴー（a－2）），m。（ゴー（ゴー2）），．．．，炊一。（ゴー（a－2））］τ
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制御対象（3．8），（3．9），（3．14），（3．15）は以下のようにm入力｛m1（タ），．．．，m。（ク）｝／1出力｛y（タ）｝
の離散時間系と見なすことができる．
                  κ一1                       m （3．16）   ツ（云）＝λ（z－1）ツ（ゴ）十Σ＆（2－1）籏（ト（a－1））十Σ且（z－1）刎（ターa）
                  左＝1                       ‘＝K
ただしzはシフトオペレータ（zy（ゴ）＝y（ゴ十1））であり
（3．17）   λ（2’1）…o12一’十…十〇、2一π＝1一戸det（z卜λm）
 （3．18）   B尾（z－1）≡ろ局。十るる。z－1＋…十るる、z一｛n一’）
              ＝z一（n■1〕o「adj（z∫一λm）λκ一1■尾う，  （1く后くK－1）
 （3．19）   B‘（z■’）≡ろエ1＋ろ～。z－1＋…十ろj，z一（n－1）
             ＝z■（n－1）cτadj（z∫一λm）λm－1＋κ一‘ろ，   （KくZくm）
である．
4．多重サンプリングに基づくモデル追従制御
 本章では制御対象が既知であると仮定して，多重サンプリングを利用したモデル追従制御系
の構成法について述べる．
 最初に多重サンプリングに基づく周期フィードバック制御の一般形を導く．周期フィード
バック制御は次のように表わされる．
            肌（グ）＝G尾（z－1）o（ト1），  （1く后くK－1）
 （4．1）
            刎（グ）＝Gエ（2一’）o（ダ），   （Kく5くm）
ただし多項式G尾（z－1）（1く后くm）
 （4．2）    G尾（z－1）＝9島。十幽。乏■1＋…十9。、、z－m・， （0くm。＜∞）
は次式を満足するように決定される．
                   m （4．3）            ΣG尾（z－1）B。（z－1）＝1
                   島＝1
またv（ク）は以下のようにして生成される信号である．
 （4．4）         L（z一）o（云）＝｛1－A〃（z■1）｝ツ〃（6＋a）一D（z’1）ツ（玄）
ここにL（Z’1），D（Z■1）
 （4．5）       工（2一ユ）＝1＋久2一’十…十Z。一1z■（d－1）
 （4．6）       D（z’1）＝あ十如一1＋…十ゴ、一、2’｛n－1）
は次のDiophantine方程式の解であり，
 （4．7）          ｛ユーλ（z■1）｝工（乏■1）十2－d－Z）（z■1）＝｛ユーλ〃（ガ1）｝
｛1－AM（2】1）｝は任意のHurwitz多項式である．
 （4．8）       ｛1一ん（z一’）｝＝1一価1z－L…一価、z■n
モデル追従制御を実現する周期フィードバック制御に関して，次の定理が得られる．
THE0REM1．制御系（3．8），（3．9），（3．14），（3．15）と制御則（4．1）～（4．8）において，（4．3）式
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を満足する多項式G島（z．1）（1く后くm）が存在すると仮定する．このとき任意の有界な目標信号
ル（ゴ）に対して，制御系の全ての信号は有界となり，出力誤差は漸近的に零に収束する．
 （4．9）                1im｛ル（ク）一y（グ）｝＝0
 証明．最初に（4．9）式を示す．周期フィードバック制御（4．1），（4．2）より次式が得られる．
 （4．10）        y（タ）＝A（z一’）y（ダ）十z－do（タ）
（4．10）式を（4．4）式に代入すると次のようになる．
 （4．11）    ［｛1一λ（2■’）｝L（z一’）十z－dD（2一’）1ツ（グ）＝｛1一ん（z一）｝〃（ゴ）
ここでDiophantine方程式（4．7）より次式が成立することに着目する．
 （4．12）    ［｛1－A（2一）｝工（2－1）十z－dD（ガ1）1y（ゴ）＝｛1一ん（z■’）｝γ（ゴ）
これより（4．11），（4．12）式から次式を得る．
 （4．13）       ｛1一ん（z’’）｝ツ（ゴ）＝／1－AM（ガ’）｝〃（タ）
｛1一ん（2．1）｝が安定であることから，漸近的なモデル追従（4．9）が実現する．
 次に。（ゴ）とm為（ゴ）が有界であることを示す．（4．10），（4．13）式から次式が得られる．
 （4．14）    ｛1一ん（2一’）｝o（ク）＝｛1一λ（乏一’）｝｛1一ん（z－1）｝ツ（ゴ十a）
                   ＝｛1一λ（2’1）｝｛1一λ〃（z－1）｝ル（ゴ十a）
ここに｛1一ん（z．1）｝が安定であることとル（ク）の有界性から，o（グ）も有界であることが示さ
れる．従って（4．1），（4．2）式よりmゐ（タ）（1く々≦；m）もまた有界であることがわかる．以上より
制御系の全ての信号が有界であることが示された．
 これ以後，本稿ではm＝mである場合（Case1：mが最大の場合，Method1）と，m＝2で
ある場合（Case2：mが最小の場合，Method2）の2通りの場合についてのみ考える．その2
通りの場合には（4．3）式の可解条件を求めることができる．
 Method1：m＝m
 mが最大になる場合を考える．mは以下のようにして定まる．
          ・一・一／；1二1蛎携二〇：整数）の場合
これから導かれる多重サンプリング方式はChammas and Leondes（1978a，1978b），Araki and
Hagiwara（1983），Kaczorek（1985），Lozano（1989），Ortega and Kreisse1meier（1990），
Miyasato（1991a，1991b，1992），宮里（1991．1992）らによって提案されたものと本質的に同じ
である．このとき制御系（3，8），（3．9），（3，14），（3．15）はm入力／1出力系と見なすことができる．
                 κ一1                       n （4．15）   ツ（ゴ）＝A（z－1）y（6）十Σ払（z－1）吻（クー（a－1））十Σ且（2．1）刎（ターゴ）
                 々＝1                      ユ＝κ
ただしA（z’1）と風（z－1）（1く后くm）は（3．17），（3．18），（3．19）式によって定義される．ここで
次の仮定をおく．
AssUMPTI0N1．（λ，ろ）は可制御で，（o，〃）は可観測である．
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すると尻（z■1）（1く后くm）に関して次の補題が得られる．
 LEMMA1．（A，ろ）が可制御，（o，〃）が可観測であると仮定する（Assumption1）．このと
き任意の力（z－1）（z－1についてm－1次）
 （4．16）      力（z－1）＝力1＋力2z－1＋…十カ、z■｛n－1〕   （加∈亙：1く后くm）
に対して次式を満足する｛伽∈R：々＝1，2，．．．，m｝が一意に存在する．
                   〃（4．17）         Σ伽B尾（z－1）＝力（2’’）
                   尾＝1
（証明は付録参照．）
 Lemma1より，m＝mのときにはAssumption1のもとで（4．3）式が一意解G尾（z■1）≡籔
（スカラー；m。＝0）（1く々くm）を有することがわかる．従って周期フィードバック制御は以下
のように表わされる．
              肌（ゴ）＝g〃（ト1），   （1く后くK－1）
 （4．18）
              m（ゴ）＝境。（ゴ），    （Kく7くm）
ただしg為（1く々くm）は次式を満足するように定められる．
                     π （4．19）     一         Σ9尾＆（2－1）＝1
                    為ヨ1
以上より，Assumption1のもとで多重サンプリング方式m＝m〈Method1）を使って安定な
モデル追従制御系を構成することができる（Miyasato（19916．1991b，1992），宮里（1991．
1992））．
 THE0REM2．m＝m（Method1）とおいたときの制御系（3．8），（3．9），（3．14），（3．15）式と制
御則（4．3）～（4．7），（4．18），（4．19）において，（A，う）が可制御，（o，〃）が可観測であると仮定
する（Assumption1）．このとき任意の目標信号ル（ゴ）に対して制御系の全ての信号は一様有界
となり，出力誤差は漸近的に零に収束する．
 （4．20）               1im｛ル（ゴ）一ツ（ゴ）｝＝0
Theorem2の証明はTheorem1とLemma1から容易に行えるあで省略する．（o，〃）の可
観測性に関して次の補題が得られる．
 LEMMA2．（A，ろ）が可制御のときλは。yc1icとなる．cyc1icなλに対して次の事項が成
立する．
 1）Aの固有値が互いに相異なるとき
     （c，〃）が可観測く＝⇒（o，λ）が可観測
 2）それ以外のとき
     （c，〃）が可観測仁⇒（o，A）が可観測で，Aの重複する固有値が非零
（証明は付録参照．）
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 Method2：m＝2
 次にm＝2の場合（mが最小となる場合）について考える．このとき制御系（3．8），（3．9），
（3．14），（3．15）は2入力／1出力系と見なすことができる．
（4．21）  y（ク）＝λ（z－1）ツ（ゴ）
                                   （K＝1）      B1（ZI1）m1（ゴーa）十B2（Z－1）m2（ゴーa），・／
                                   （K＝2）      3。（2■1）m1（ゴー（a－1））十B。（z■’）m。（トa），
ただしλ（2I1）は（3．17）式で定められ，B尾（z－1）（后＝1，2）は（3．18），（3．19）式あるいは次のよ
うに定められる．
 （4，22）    B、（z‘’）…ろ、。十ろ1．z－1＋…十ろ1，2L（n－1〕
              一！111111：：lll；1㌶二久1貢二1；
 （4．23）       B2（ゴ1）…う21＋ろ22z－1＋…十ろ2、ガ（”一1）
              一！11：ll：：：1：lll㌶二久樹
上式はMita et a1．（1990），新・北森（1983）による2－de1ay入力制御系と等価である．ここで
次の仮定をおく．
AssUMPTI0N2．B1（zI1）とB。（z－1）は既約である．
注意1．Mitaeta1．（1990）によると，（c，λ2）が可観測，（λ2，（〃十う））が可制御で
。Ti地十ろ）≠0のとき，Assumption2はほとんど全てのT（＞O）に対して成立する．
 m＝2（Method2）としたときに，Assumption2のもとで（4．3）式を満足する一意解
G。（z■1）（m。＝m－2）が存在する．
 （4．24）       G尾（z■1）＝g局1＋g島2z一十…十g尾、＿12一（件2〕，   （后＝1，2）
従って周期フィードバック制御は以下のように表わされる．
（…）  州一1：：lll：；lllし1人1隻：1；
 （4．26）       m。（6）：G。（z’1）o（ま）
ただしG。（zI1）（々＝1，2）は次のBezout等式を満足するように決定される．
 （4．27）       G1（z一）B。（z■’）十α（z一’）B。（z・’）＝1
以上よりAssumption2のもとで，多重サンプリング方式m＝2（Method2）を用いて安定な
モデル追従制御系を構成することができる（Miyasato（1993a，1993b））．
 THE0REM3．m＝2（Method2）としたときの制御系（3．8），（3．9），（3．14），（3．15）と制御則
（4．4）～（4．8），（4．24）～（4．27）において，Assumption2が成立するとする．このとき任意の有界
な目標信号〃（乞）に対して制御系の全ての信号は一様有界となり，出力誤差は漸近的に零に収
束する．
 （4．28）     ’          1im｛ル（タ）一ツ（ダ）｝＝0
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Theorem3の証明はTheorem1とAssumption2から自明である．
注意2．これまでに述べた以外に，mが3くmくm－1となる場合も考えることができるが，
このとき周期フィードバックG后（z’1）（1く后くm）は一意に定めることができない．
 5．多重サンプリングによる適応制御
 本章ではシステムパラメータが未知の場合に，パラメータを推定しながら適応的に入力を合
成する．m＝n（Method1）あるいはm＝2（Method2）のいずれのときも，適応制御系は
Theorem2またはTheorem3とCertainty Equiva1ence（Goodwin and Sin（1984））の原理に
基づいて構成される．制御系設計にあたって次の仮定をおく．
AssUMPTI0N3．制御対象の次数mとむだ時間Dが既知である（従ってaとKも既知）．
以上の準備のもとに適応制御系を構成する．まず制御対象を以下のような回帰形式で表わす．
（制御対象）
 （5．1）    ツ（ゴ）＝θ（m）τφ（m〕（6－1），  （m＝m or2）
                θ（m〕，φ（m）（クー1）∈Rm”十n
ただし
（5．2）  θ（n）τ…［α1，．．．，α。，ろ、。，．．．，ろ1。，ろ。。，．．．，ろ・。，．．．，ろ。1，．．。，伽。1τ（∈児n2＋m）
 （5．3）      φ（”）（公一1）≡［ツ（ター1），．．．，ツ（ゴーm），m1（ゴーa＋1），．．．，m1（6－a－m＋2），．．．，
             炊一1（ターa＋1），．．．，m。一1（ターa－m＋2），
             炊（ゴーa），．．．，mK（ゴーa－m＋1），．．．，
             m、（クーa），．．．，m、（トa－m＋1）1τ（∈〃2＋n）
 （5．4）      θ（2）T…［oユ，．．．，α、，ろユエ，．．．，ろユ、，ろ2ユ，．．．，ろ2、］τ （∈je3”）
 （5．5）    φ（2）（クー1）…［ツ（クー1），．．．，ツ（ターm），m。（ゴーa），．．．，m1（ゴー∂一m＋1），
             m。（トa），．．．，m。（トa－m＋1）］τ（∈児3n）， （K＝1）
 （5．6）    φ（2）（公一1）≡［y（ゴー1），．．．，y（ターm），m1（ゴーa＋1），．．．，m。（クーa－m＋2），
             m。（公一a），．．．，m。（トa－m＋1）1「（∈児3”）， （K＝2）
である．Assumption1（m＝m：Method1）あるいはAssumption2（物＝2：Method2）のも
とで次式が成立することに着目する．
（5．7）    det［B6n）（θ（m））1≠0， （m＝m，or2）
（5．8） 酬べllll11帥）
（5．9）
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j50（2）（θ（2））≡
ろ110
 ろ11’・
ろ1。
○ろ1。
○ろ210  0
   ろ。I’
0ろ2。
ろI10ろ2。
0
  （∈児2（n－1）x2（π一’））
ろ21
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以上の回帰形式に対して，次に示すような正規化システム，適応同定器，適応則（Lozano
（1992））と制御則を導入する．
（正規化システム）
（…）  伽（1）一11・）W（1一・）（・1＋綿、．1））
                      φ（m）（ゴー1）（511）   φ炉）（に1）≡1。φ（・）（、上1）
（適応同定器）
 （5．12）             夕（ゴ）＝θ‘m）（ゴー1）「φ（m）（ゴー1）
（・1・）  洲一∂（・〕（H）τφ舳一・）（・1＋糾，．1））
ただし∂（m）（6－1）（∈児mπ十n）は時刻（6－1）におけるθ（m〕の推定値である．
（適応則I）．
          一  ．  一  ．         P（剛（クー1）φ炉〕（ゴー1）（・・14）  θ（m）（1）＝θ（m〕（1■1）十。。φ炉）（，一。）・p（・）（、一）φ炉〕（、一。）ε・（・）
（5．15）
（5．16）
（5．17）
（5．18）
（5．19）
・（・）（1）一・（・）（1一・）一P｛mﾎ湾岸！綿）皇蒜；手1）
ε（ゴ）＝y（グ）一夕（ゴ）
・・（1）一価（1）一州（・1＋φ綿，．1））
P（刎）（O）＝P‘m〕（0）τ〉0
θ（m）（ゴ）＝θ（m〕（5）十P（m〕（タ）α（m）（ク）
ここにα（m）（ク）（∈”十舳）はク→∞とともに収束する有界なベクトルで，B。（物）（θ（m〕（ゴ））が正則
行列のときは零ベクトルとなる．
（制御則）
    （Method1：m＝m）
（5．20）
（5．21）
（5．22）
（5．23）
m尾（ゴ）＝星（ゴーa。）o（ゴー1），   （1く后くK－1）
刎（6）＝函（ゴーゴ。）o（ゴ），   （Kく7くm）
夏（・）（1）一／酬1ω（1））／－1・讐）（⇔払（1）臥ガ1）一・）
亘（η）（ク）≡ぽ1（タ），．．．，夏”（ゴ）］「（∈児n）
e1n）…［1，0，．．．，0F（∈”）
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（5．24）
（5．25）
（5．26）
（5．27）
（5．28）
（5．29）
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（Method2 m＝2）
    刎（1）一1三11二室1：ll；lllし1．1貢二1；
    m。（グ）＝G（ゴーa。，z一’）o（ゴ）， （K＝1，2）
    榊）一僻）（舳）■・戸）（⇔払（け恢（げ）一1）
    σ尾（ゴ，z．’）…夏山1（5）十ξ棚（タ）z’’十…十夏尾，、一、（5）z一（n－2〕， （后＝1，2）
    夏（2）（グ）≡［夏、。（ゴ），．．．，夏。，、一1（ク），ξ。。（ゴ），．．．，砿”一（タ）1T（∈児2（n■’））
    e12〕≡［1，0，．．．，O1τ（∈冊2（”一’））
    （Method1とMethod2）
 （5．30）     亙（ダ，z－1）＝5局1（タ）十5局2（云）2’1＋…十5ゐ、（ク）z一（”一1〕，   （1く々くm）
ただしゴ。（≧0）は計算による時間遅れ，5ゐゴ（ゴ）（1く后くm，1くノくm）はσ（m〕（ク）の要素であり，
o（ゴ）は以下のように決定される信号である．
 （5．31）    L（クー♂。，zI1）o（ゴ）＝｛1一ん（z一’）｝ツM（グ十a）一D（ターa。，z－1）ツ（タ）
（5．32）   ｛1一λ（ク，zI’）｝τ（ゴ，z一）十z■d万（ゴ，2－1）＝｛1一ん（z’’）｝
 （5．33）      L（ダ，2一工）…1＋71（ゴ）z－1＋…十Zか1（ク）z．（d－1〕
 （5．34）      D（ダ，2－1）…ao（ゴ）十ゴ1（タ）ガ1＋…十a、＿1（6）z’（n－1）
 （5．35）    A（ク，z一）＝π1（ダ）z一’十…十σ、（ゴ）z－n
ここにσゴ（6）（1くノくm）もθ（m〕（ク）の要素である．調整ベクトルα（n）（グ）（∈児mm＋n）は
B6m〕（θ（m）（ゴ））（m＝m or2）が正則となるように定められる（Lozano and Goodwin（1985），
Lozano（1992））．また（5．26）と（5．32）式における時変多項式の積を以下のように定義する
（Goodwin and Sin（1984））．
 時変多項式λ（乞，z■1）＝Σ疵后（づ）z一尾と肩（づ，z－1）＝Σ点5島（乞）z一みに対して
 （5．36）        λ（ゴ，z’1）吾（ゴ，2－1）…ΣΣ肌（ク）5～（5）z一（用）
                      尾 ～
                     （＝吾（ゴ，Z■1）λ（タ，ガ1））
 （5．37）     λ（タ，z■’）・B（タ，z－1）≡ΣΣσ島（ク）ろ｛（ト尾）2一（用）
                       尾  j
                     （≠肩（タ，z■1）・λ（タ，ガ1））．
以下の定理が本稿の主要な結果である．
 THE0REM4．制御対象（3．8），（3．9），（3．14），（3．15）に適応則（5．14）～（5．19）と制御則（5．20）
～（5．23）（Method1：m＝m），あるいは（5．24）～（5．29）（Method2：m＝2），（5．30）～（5．35）を
適用して構成される制御系を考える．Assumption1（Method1：m＝m）あるいはAssumption
2（Method2：m＝2）と，Assumption3が成立するとする．調整ベクトルα（m）（ゴ）（∈亙mn＋n）（有
界でゴ→・・とともに収束）を次式が成立するように決定する．
（5．38）    ldet［B6m〕（σ（m）（云））11≧δ＞0
           （θ｛m）（グ）＝θ（m）（タ）十ノ⊃（m〕（タ）α（m）（グ）），    （m＝m or2）
このとき任意の有界な目標信号〃（ク）に対して，制御系の全ての信号は一様有界となり，出力
誤差は漸近的に零に収束する．
（5．39）
多重サンプリングによる非最小位相系の適応制御
1im｛〃（ク）一ツ（タ）｝＝O
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証明． Lozano（1992）の結果から次の事項が導かれる．
 1） θv（6）→0， P｛腕）（タ）φ炉）（グ）一→0．
2）θ（m）（ダ）とP（m）（タ）が有界で収束する．
ここで以下のような拡張同定誤差を定義する．
 （5．40）        ξ（ゴ）≡ε（ゴ）一α（m〕（ゴー1）Tノ〕（m）（ター1）φ（m）（ター1）
           ＝ツ（タ）一σ｛m）（ゴー1）「φ（m〕（クー1）
 （5．41）        ξM（ゴ）≡εM（タ）一α〔m〕（ゴー1）「ノ〕（腕〕（公一1）φ炉）（乞一1）
一州（1）一び（剛（1一・）W）（1一・）（・1＋φ糾．1））
このとき次の事項が導かれる．
 3）ξ。（タ）→O．
 4）θ（m〕（タ）は有界で収束する．
さらに4）の事項と（5．39）より次の5）を示すことができる．
 5）夏尾（6）（1く々くm）（Method1：mこm）
   夏幻（6）（々＝1，2；1くノくm－1）（Method2：m＝2）
   ろ（ゴ）（1≦ノくa－1），あ（ゴ）（Oくノくm－1）
   は有界で収束する．
表記の簡単のためにA（z’1），A（乞，z■1）のかわりにA，A（グ）等のように記するものとする．以
下の信号を定義する．一
 （5．42）       〃（ゴ）三｛1－A（ゴ）｝・（1一ん）ツ〃（ゴ十a）
（5．43）       2（～）≡〆・（1一ん）ル（6＋a）
このとき制御系全体は入力がω（ク），z（玄）及びξ（タ）で，出力が。（云）及びツ（ゴ）となるような線
形時変システムとして表現できる．
（5．44） 1（1㍗小）（1．が、（グ）1［洲㌫縦1
ただし∠・（ゴ）（1くmく4）はz－1に関する時変多項式で，その係数はすべてづ→・・で零に収束
する．
 （5．45）     」m（ゴ）＝ム（タ，z－1）→0，  （as6→∞），  （1くmく4）
このとき線形時変システム（5．44）は特性多項式が｛1一λ〃（z－1）｝2であるような漸近指数安定
なシステムに収束する．つまり線形時変システム（5．44）の特性根（時変）は，｛1一ん（z■1）｝2＝
○の根（∈Z、…｛z：121＜1｝＝安定根の領域）に収束する．従ってゴ（≧M）（Mは十分大きな有
限の整数）に対して，システム（5．44）の特性根も領域Z、に含まれる（安定根の領域Z、は開
集合であるから）．以上の考察と信号〃（ゴ），z（ク）と多項式D（タ），τ（ゴ）の全ての係数が有界であ
ることから，以下の事項が成立する（Goodwin and Sin（1984））．
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 （5．46）                     1o（タ）1くM1＋M2sup lξ（ノ）1
                         ノく｛
 （5．47）                    1ツ（ゴ）1くM3＋M4sup lξ（ノ）1
                         ノく｛
                        （O＜M。，M。，M。，M。＜∞）
5）の事項と（5．20）（Method1：m＝m）あるいは（5．24），（5．25）（Method2：m＝2）を考慮す
ると
 （5．48）   l m冶（ゴ）1くM5＋M6sup lξ（ノ）1，  （0＜M5，M6＜∞），   （1く尾くm）
                ノくゴ
が得られ，これより次の不等式が導かれる．
 （5．49）       llφ（m〕（ゴー1）llくM＝。十M8suplε（ノ）1，   （O＜M＝。，M；。＜∞）
                     ノく’
従って3）の事項とKey Technica1Lemma（Goodwin and Sin（1984））より，φ（m）（云）とξ（云）
の一様有界性と，ξ（ゴ）が漸近的に零に収束することが示せる．
 （5．50）                 1imξ（5）＝0
以上より全ての信号の一様有界性が示された．
 次に出力誤差の収束性を示す．まず（5．44）より
 （5．51）   （1一ん）ツ（ク）十∠。（ク）ツ（ゴ）十∠。（乞）〃（タ）＝（1一ん）〃（ゴ）十L（グ）ξ（ゴ）
が得られる．4）と5）の事項と，（5．45），（5．50）及びツ（ゴ）と。（ク）の有界性から
 （5．52）            1im｛1一λ〃（z－1）｝｛ツ（ゴ）一ル（タ）｝＝0
が導かれる．ここに｛1－AM（z－1）｝が安定多項式であることから（5．39）が示される．
 注意3．Assumption1（Method1：m＝m）またはAssumption2（Method2：m＝2）のも
とでは，不等式（5．7）が成立する．その場合，あるδ（＞0）に対して（5．38）を満足し，ク→∞で
収束するような有界なベクトルα（m〕（ゴ）が存在する（α（m）（タ）を決定するアルゴリズムについて
はLozano and Goodwin（1985）とLozano（1992）を参照）．（5．38）を満足するα〔m）（ゴ）は有限
回のステップで求めることができる．
 注意4．それぞれの方法（Method1，Method2）において同定すべきシステムパラメータの
個数と計算すべき制御パラメータの個数は表1のとおりである．Method2（m＝2）においては
動的な周期フィードバックが必要となるが，次数mが大きいときはMethod2のほうが
Method1よりも構成が簡単になる（制御パラメータの数には大きな差はなし）が，同定すべきシ
ステムパラメータの数はMethod1のほうが大幅に多いから）．
 なお適応則としてはTheorem3で示したもの以外に固定トレース型の最小2乗法（Lozano
andGoodwin（1985））も考えることができる．
 THE0REM5．同じ制御則を採用する．しかし適応則は（5．14）～（5．19）のかわりに以下を採用
する．
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表1．調整パラメータの個数．
システムパラメータの個数 制御パラメータの個数
Method1（m＝m）
Method2（m＝2）
m2＋n
3m
2m＋a－1
3m＋a－3
（適応則II）
 （5．53）
（5．54）
             P｛m）（グー1）φ炉）（グー1）θ（m）（1）一θ（m）（1一・）・。。φ炉）（、一。）1．1・）（、一。）φ炉〕（、一・）ε・（1）
・（・）（・）一λと）1・（・〕（・一・）
」（m㊨??I綿）皇粛；竺1テ1）！
                 1       φ炉〕（ゴー1）τP｛m）（ター1）2φ炉）（5－1）（5・55）  λ（1）＝1■。r，cePl・〕（0）’1。φ炉）（、一1）1p（・〕（，一1）φ炉〕（、一1）
（5．56）   ε（ゴ）＝ツ（ゴ）一夕（ゴ）
（…） 敏（1）一ツ・（1）一・（・）（1一・）W）（1一・）（一1＋φ糾．1））
（5．58）   σ（m〕（乞）＝θ（n）（タ）十P（m）（ゴ）α（m〕（ゴ）
このとき同じ条件のもとで，制御系は一様有界となり出力誤差は漸近的に零に収束する．
証明はTheorem2とほぼ同様に行えるので省略する．
6．数値例（サンプル点にのみ着目した場合）
提案する手法の有効性を示すために数値実験を行った．以下のような連続時間系を考える．
                        1（61）       G（∫）＝（、十1）・
（・・（・）一（、÷1）・）
制御の目的は，制御対象（6．1）のサンプル出力y（江）をあらかじめ与えられた目標信号
ル（江）に追従させることである（ツ（クT）→ル（ゴT））．サンプリング周期はr＝1とした．この
とき通常のサンプリング手法（Fig．1）に基づくG（8）の離散時間モデルの極と零点は以下のよ
うになる．
           極：0．367879（安定）
           零点：一〇．123776（安定），一1．79896（不安定）
これより不安定な零点（一1．79896）のために，普通のモデル規範形適応制御方式（MRAC）は
適用できない．
 通常の手法に対し提案する手法では，入力のサンプリング周期はT／m＝1／3（Method1：m
＝m）またはT／2＝1／2（Method2：m＝2）であり，出力のサンプリング周期はT＝1となる．
目標信号と設計パラメータは以下のように選んだ．
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Fig．3．（a）Simu1ation results（Method1，Adaptive Law I）．Outputs．
   （b）Simu1ation results（Method1，Adaptive Law I）．Inputs．
         〃（1）一（一1）［去］，（Oく1＜70）； ル（1）一1，（1≧70）
         1一ん（z－1）＝1，a。＝O
         P（m）（0）＝108・∫
         B。（n〕（θ（n）（O））＝0．1・ム，（m＝m）
         B。（2）（θ｛2〕（0））＝0．1・ム，（m＝2）
         m’＝3，τ＝O
         m＝3，D＝O（m＝m），D＝0（m＝2），K＝1，a＝1
Fig．3（Method1）とFig．4（Method2）は適応則Iを用いたときの結果である．それらの数値
例ではB。（m〕（6（m〕（タ））が常に正則であったので，α（m）（ク）≡Oとおいた．不安定零点が存在するに
もかかわらず入力は有界で，出力誤差は漸近的に零に収束していることがわかる．ただしここ
ではサンプル点上の出力のみを問題としていることに注意する．
 o   y
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   （a）                   （b）
Fig．4．（a）Simu1ation resu1ts（Method2，Adaptive Law I）．Outputs、
   （b）Simulation resu1ts（Method2，Adaptive Law I）．Inputs．
 7．サンプル点間応答と入力特性の改善
 6章の数値例において入力が振動的になる現象が見られる．このような問題はMoore et a1．
（1993）でも指摘されているように，多重サンプリング方式が零点の再配置を行うために従来よ
り短い周期で入出力特性を切り換えているからであり，これにより当然のことながら出力のサ
ンプル点間応答は劣化する．本章では5章で述べた2つの方法のうち，調整するパラメータ数
や入力の切り換え回数の点からより実用的と思われるMethod2に対して，入力の振動を緩和
して出力のサンプル点間応答を改善する1手法を提案する（以後Method2’とする）．
 入力が振動的になるのは，（5．26）式から一意に決まる解σ局（ゴ，z－1）（后＝1，2）が互いに異な
るためである．これに対して自由度を増やすことで得られる解の集合の中から，望ましい特性
を持つフィードバック解を選択する．以下のように次数を大きくしたBezout等式の解σ。（タ，
z一j（々＝1，2）を考える．
         2（7，1）   Σα（タ，z一’凪（タ，z■’）＝1
         尾＝1
’（7．2）   σ尾（ゴ，z一’）＝夏島I（ゴ）十五局。（タ）z一’十…十昂，。十。2－m （后＝1，2）
（7．3）   m＝m－2＋グ；≧m－2  （プ1≧0）
σ尾（～，z■1）の次数m＝m－2＋プは，解が存在するために必要な最低次数m－2以上に設定する．
γが解の自由度になる．このとき自由度がプの一般解G危（ゴ，z■1）は以下のように表わされる．
36 統計数理 第42巻 第1号 1994
                       r（7．4）    σゐ（6，2’’）＝σ尾。（ゴ，z一’）十Σ乃σ肋（タ，z】1） （后＝1，2）
                      ゴ＝1
ただしγ5は自由パラメータ，σ助（5，．Z－1）は次式を満たす解（自由度の数だけ存在）であり，
              2 （7．5）        Σσ幻（ゴ，zL1）瓦（ク，2■1）＝0  （1くノくヅ）
              々＝1
σ冶・（ク，z】1）は最小次数（m＝m－2次）の通常のBezout等式の解である．ここで7個の自由パ
ラメータを入力の振動性を緩和するために用いる．つまり入力の振動性は
（7．6）       κ（ゴ，z一’）…σ（ク，z－1）一σ（云，2一’）
に起因することに着目し，∠0（タ，Z－1）のある種のノルムに関係する値，たとえば
 （7．7）  ∫1（ク）…ll［∠σ（ゴ，exp（一ノω1T）），∠σ（云，exp（一ノω2r）），．．．，∠σ（ク，exP（一ノω〃T））］l12
                                （0くω1～ω〃＜2π／T）
（・刈〃）・∫鮒1凪…（一〃））1・W（州ω （W（ωτ）：重み関数）
などのいずれかを最小化するように刀を決定する．そのような最適値篶は，m，ブ，ω。～ωM，M
が決まれば∫。（ク）に対しては解析的に求めることができる．また∫。（ゴ）については，豚（ωT）の
選び方により解析的に求められる場合もある．
 8．数値例（サンプル点間応答も考慮した場合）
 第6章と同じ対象について，前章で述べた手法Method2’を適用して入力特性とサンプル点
間応答を改善する（設定条件は6章と同じ）．
 まず通常のMethod2を用いたときの出力のサンプル点間も含めた応答をFig．5に示す．目
標信号が一定になっても入力が振動的であるために，出力白振動的になっていることがわかる
（ただしサンプル点上では目標信号に一致してし）る）．
 次に第7章で用いた手法Method2’を適用する．∫。（ク）と∫。（づ）を評価関数として入力特性を
改善するが，ここでは目標信号の特性と計算の簡単のために∫。（6）においてはM＝1，ω。＝0
（ステップ状の信号に対応），∫・（ゴ）においてはW（ωT）≡1（Oくω＜2π／T）とした．このとき
∫。（タ）は以下のようになって，最適値γ。は解析的に求められる．
                       m （8．1）           ∫。（グ）＝（2π／τ）Σ｛夏15（ク）一夏2ゴ（ク）｝2
                      5二1
またこの例題ではω、＝0，M＝1よりブ≧1に対して∫。（ク）＝0とすることができる（∫。（6）につ
いても最適値γ・は解析的に求められる）．Fig．6はプ＝1として∫・（タ）を最小にするようにγ1を
決定した場合である．最小値として∫1（タ）＝Oが実現されたことより，σ、（ク，zI1）とら（タ，z－1）の
定常ゲインが等しくなって
 （8．2）         σ（云，1）＝σ（ク，1）．
目標信号が一定のときは，隣接する入力の差も零に漸近的に収束している．またこれにより出
力も一定値に収束している（サンプル点間も含めて振動が生じない）．一方Fig．7はグ：1とし
て∫。（6）を最小化するようにγ。を決定した場合である．Fig．4，Fig．5に比べると入力の振動特
性と出力のサンプル点間応答に若干の改善がみられるが，Fig．6と異なり隣接する入力間の差
は残ったままであるし，出力も振動的である．最後にFig．8ではγ＝2として，最初に∫。（ゴ）を
Fig，5．
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Fig．7，（a）SimuIation results（Method2’，Adaptive Law I，ム（5））．0utputs（including
   intersampling reSponseS）．
   （b）Simulation results（Method2’，Adaptive Law I，五（ク））．Inputs．
最小化するようなγ1とγ。の関係式を求め，次にその中で∫。（ク）を最小化する（0にする）γ1と
γ。を特定化した．Fig．6と同様に目標信号が一定のときに隣接する入力の差が漸近的に零に収
束しているし（この場合も（8．2）が成立する），出力もサンプル点間を含めて一定値に収束して
いる．
 またこれ以外の他の目標信号の場合でもその周波数成分が特定化できるときには，その成分
に対応してω1～ωM，Mを設定して∫、（ゴ）＝Oとなるようにプを定めてフィニドバック解を求め
ると（本章の例ではω1＝0，M＝1，プ≧1），入力差m1（ゴ）一m・（ク）を零に収束させることができ
る．
 9．結   言
 多重サンプリングに基づく周期フィードバックを用いて，離散時間非最小位相系に対してモ
デル規範形適応制御系を構成する手法を提案した．本手法においては，制御対象の極だけでな
く零点も極零相殺によらずに自由に再配置できるので，入出力の有界性が保証されるモデル追
従型の制御系が実現される．本稿では周期フィードバックの可解条件が陽に求められる2通り
の制御系構成法を示したが，制御対象の次数が大きい場合には，同定するパラメータ数，調整
する制御パラメータ数，及び出力の1回のサンプリング間の入力の切り換え回数の点から，
Method2（m＝2）のほうがMethod1（m＝m）よりも有用な方法だと思われる（注意4）．
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Fig．8．（a）Simulation resu1ts（Method2’，Adaptive Law I，∫（ゴ），五（ク））．Outputs（inc1ud－
   ing intersampling reSponses）．
   （b）SimuIation resu1ts（Method2’，Adaptive Law I，∫（5），五（5））．Inputs．
 なお本手法により対象が非最小位相系であっても，サンプリング時点では入出力の有界性と
出力誤差の零収束性が保証される．しかしその一方で，多重サンプリングに伴い入出力特性が
短い周期で切り換えられることによる入力の振動現象が見られ，そのため出力のサンプル点間
応答が劣化する場合が多い．これに対してはMethod2を拡張して，Bezout等式の次数を上げ
て得られる自由度を使って，多重サンプリング間で入力のフィードバックゲインができるだけ
等しくなるようにすることで，入力の振動現象もある程度緩和させることができて，出力のサ
ンプル点間応答も改善されることを示した（Method2’）．Method2’のより一般的な表現
（Method1に対応する形式，またはより一般的な制御系の表現に対応する形式），さらに多くの
例題による検討，あるいは∫1（ゴ），∫。（ゴ）以外の別の評価の可能性について検討することは今後
の課題である．なお同様の方法と位相差に着目したフィードバック解についての考察が，水野・
藤原（1994）によっても一部行われていることを付言しておく．またサンプル点間応答をより
適切に評価するためには，サンプル点間応答もフィードバックする制御方式（ある種の出力時
変制御（Hagiwara and Araki（1988））や2－de1ay出力制御（Mita et a1．（1990）））も考慮に入
れなければならない．これも今後の研究課題としたい．
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 最後に貴重なコメントをいただいた査読者の方々にお礼申し上げます．また7章と8章の内
容について助言をいただいた名古屋工業大学水野直樹助教授に感謝します．
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A．1Lemma1の証明
 （C，〃）が可観測であるという仮定から，次式を満たす正則行列τ（∈”Xn）が存在する．
（可観測正準形）
                        ＊ 1 0 … 0
                        ＊ 0 1 … 0
 （A．1．1）            A”≡τ一1AnT＝
                        ＊ 0 … 1 0
                        ＊ 0 … 0 0
 （A．1．2）            δτ≡oτT＝［10…O］
この表現（A．1．1）と（A．1．2）を用いると，B尾（z－1）は以下のように表わされる．
 （A．1．3）      風（z－1）＝z一｛n】1〕oτadj（z∫一A”）AK一尾一1ろ
              ＝［1，z■1，．．．，z一（n－1〕］τ一1AK一々一1ろ，  （1く后くK－1）
 （A．1．4）      B、（z’1）＝z二（n－1）cTadj（z∫一An）A”十K一ト1ろ
              ＝［1，z’1，．．．，z■（n－1〕］r1λn＋κ■～■1う，  （KくZくm）
従って（4．17）が成立するためには，加（后＝1，2，．．．，m）を次のように定めればよいことがわか
る．
 （A．1．5）                 乃＝｛B（n）｝■17カ
ただし
 （A．1．6）             B（n）＝［A”■1ろ，λ”’2ろ，．．．，λろ，ろ］
 （A．1．7）             力＝［力1，力2，．．．，力、］T
 （A．1．8）             乃＝影K，．．．，乃、，力1，．．．，加■1］T
である．ここに（A，ろ）は可制御であるから，｛B（年1は存在して力は一意に決定される．
A．2Lemma2の証明
Lemma2の条件は，次式が成立するための条件から求められる．
（…）   ・…［、、㌦1一・（∀／∈・）
λの固有値が互いに異なるときは，1）の事項はλを対角化することで示すことができる．一
方，Aの固有値の中で重複するものがあるときは，AはJordan標準形に変換できる（（λ，6）
の可制御性からAは。yc1ic，つまりλの幾何学的多重度は1となるから）．このとき，もしA
の重複する固有値が0ならばλのJordan標準形を使って
 （A．2．2）                 rank Anくm－2
を示すことができる．従って2）の事項が成立することがわかる．
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Mode1Reference Adaptive Contro1for Non－minimum Phase Systems
                      by Mu1tirate Samp1ing
                        Yoshihiko Miyasato
                 （The Institute of Statistica1Mathematics）
   In most of the studies of mode1reference adaptive contro1（MRAC），contro11ed
systems are con自ned to mipimum phase systems，since MRAC techniques uti1ize contro1
1aws invo1ving cance11ations of zeros of systems．It makes the scope of app1ication of
MRAC too restrictive，for non－minimum phase discrete－time systems can often appear．
For examp1e，when continuous－time systems with re1ative degree greater than two，are
samp1ed at a fast rate，those give rise to non－minimum phase discrete⊥time systems．In
those cases，usua1MRAC methods which invo1ve cance11ations of unstab1e zeros camot be
uti1ized．Hence，the study of MRAC for non－minimum phase discrete－time systems is of
great importance．
    The purpose of the present paper is to propose design methods of MRAC for non－
minimum phase discrete－time systems by using mu1tirate samp1ing methods．In our
methods，not on1y po1es but a1so zeros of contro11ed systems are re1ocated by periodic
feedback contro1withmu1tirate samp1ing，andno cance11ation of zeros occurs．It is shown
that even if mstab1e zeros exist，the output error converges to zero asymptotica11y，whi1e
the contro1input remains uniform1y bounded．This paper is organized as fo11ows：the
contro1prob1em to be solved in this paper is stated in Section2．Section3shows how to
describe mu1tirate samp1ing systems．In Section4，we consider mode1－fo11owing contro1
by using periodic feedback based on mu1tirate samp1ing．First，we derive the genera1form
of the periodic feedback contro1with mu1tirate samp1ing．Next，we consider the restricted
cases where the so1vability conditions of the periodic feedback are given exp1icit1y，The
adaptive contro1by mu1tirate samp1ing is proposed in Section5．In Section6，severa1
simu1ation studies for non－minimum phase discrete－time systems show the effectiveness of
the proposed methods，However，on1y responses on the samp1ing instances are considered
in those simu1ation studies．In the fo11owing Section7，we propose a design method where
the input property of mu1tirate samp1ing and intersamp1ing response of the output are a1so
considered．The effectiveness ofthat method isshownbythe simulation studies in Section
8． Fina11y，Section g conc1udes this paper．
Key words：Mode1reference adaptive control，multirate sampling，periodic feedback．
