We develop a novel computational sensing framework for sensing and recovering structured signals. When trained on a set of representative signals, our framework learns to take undersampled measurements and recover signals from these measurements using a deep convolutional neural network. In other words, it learns a transformation from the original signals to a near-optimal number of undersampled measurements and the inverse transformation from measurements to signals. This is in contrast to conventional compressive sensing (CS) systems that use random linear measurements and convex optimization or iterative algorithms for signal recovery.
I. INTRODUCTION
Our goal is to show that by using deep learning techniques, we can design computational sensing frameworks that can overcome the limitations of random projections and 1minimization. Our new framework is able to learn an efficient and compressed representation of training signals, and also the corresponding inverse map from this representation onto the original signal space. We call our framework DeepCodec, where codec of course is the well known abbreviation of "coder-decoder". We give only a brief overview in this extended abstract, and refer the interested reader to the extended manuscript [1] for more details.
x
x II. DEEPCODEC Figure 1 shows the schematic of DeepCodec framework. Note that one may think of DeepCodec as a special form of the convolutional autoencoder. Here is a summary of how DeepCodec works:
• Receive input signal. • Rearrange input's components. If we denote the undersampling factor by r, signal entry by i, and feature map number by c, we can describe a rearranging layer as x(x, r) i,1,c = x i×r+mod(c,r),1,1 . • Reduce input's dimensionality through convolutional layers. We can mathematically formulate the i-th entry of the t-th feature map of the l-th convolutional layer as
• Boost measurements dimensionality through convolutional layers. • Transform the output to a reconstructed signal through a sub-pixel convolution layer. If r denotes the upsampling factor, we can describe our sub-pixel convolution layer asx(x, r) i,1,1 = x (i/r),1,mod(i,r) . If we denote the output of DeepCodec byx and assume that DeepCodec has d convolutional layers, then we can denote its set of parameters by Ω = {W j , b j } d j=1 and define a nonlinear mapping from the original signal to the reconstructed signal aŝ
that consists of s original signals, we can use the mean squared error (MSE) as a loss function over the training set D train
we can employ either stochastic gradient descent (SGD) to minimize L(Ω) and learn weights and biases.
