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Abstract
In this paper we study the complex representations of reductive groups over
local non-Archimedean fields. We use the building of the reductive group to
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give upper-bounds for the absolute value of the character of an admissible
representation and for the Weyl integration formula for certain regular ele-
ments. The upper-bound for the character of a representation is based on the
alternative description, depending on the building, of the character as given
by R. Meyer and M. Solleveld [MS12]. Once the character and the Weyl
integration formula are related to the building, the upper-bounds will follow
from a similar argument. Both upper-bounds generalize the upper-bounds
given by Harish-Chandra [HC70] to groups defined over fields of positive
characteristic. At last following Harish-Chandra’s method we combine both
upper-bounds to show that for a maximal torus T containing a maximal split
torus the character is locally summable on {gtg−1 : g ∈ G, t ∈ T}.
1 Introduction
Let F be a non-Archimedean local field with characteristic p and residue field
of order q. Let G be a reductive group over F. Let π be a complex admissible
representation of G. Let θ be the character of the representation π.
Conjecture 1. θ is locally integrable on G.
In the case that F has characteristic 0 this conjecture has been proven
by Harish-Chandra, see [HC99]. He transports the problem to the Lie alge-
bra with the exponential map. On the Lie algebra he shows that the θ can
locally be written as a linear combination of Fourier transforms of nilpotent
orbital integrals. Since the Fourier transforms of nilpotent orbital integrals
are locally summable that completes the proof. Up to and including the
moment of writing this paper the author is not aware of a proof of the con-
jecture for general F and G. There has been made progress on proving the
conjecture in two directions. It has been shown that the conjecture is true
for particular groups, e.g. SLn [Lem96] and GLn [Lem05, Rod85]. Also for
every group G defined over Z there is an N such that if p > N , then the
conjecture holds [CGH14]. In both [Rod85] and [CGH14] one more or less
generalizes the proof given by Harish-Chandra to fields of positive charac-
teristic. One follows the proof of Harish-Chandra to show that the trace is
a linear combination of Fourier transforms of nilpotent orbital integrals, to
prove the conjecture when the characteristic is large enough. For each step
in the proof one tries to generalize this step to positive characteristic and/or
keep track of the assumptions made, see for example [DeB02a]. That the
nilpotent distributions are locally summable in large positive characteristic
is shown by motivic integration in [CGH14]. Here one shows that θ is locally
summable in characteristic 0 if and only if it is locally summable for all large
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p.
Let g ∈ G be semi-simple. Define D(g) to be the Harish-Chandra D-
function: Let T be a maximal torus containing g. Define
D(g) :=
∏
α∈R(G,T )(α(g)− 1), where R(G, T ) is the root system of T and G.
Let λ(g) be such that qλ(g) = |D(g)|.
If π is a cuspidal representation Harish-Chandra proves (in characteristic
0) that θ is locally summable in an other way, see [HC70]. His proof consists
of four steps:
1. For every g ∈ G there exist a compact neighborhood ω of g, a C ∈ R>0
and n ∈ N such that for all γ ∈ ω
|θ(γ)| ≤ C|λ(γ)|n|D(γ)|− 12 .
2. For all ǫ ≥ 0∫
GT
|D(x)|− 12−ǫf(x)dx
= |NG(T )/T |−1
∫
T
|D(t)|
∫
G/T
|D(t)|− 12−ǫf(gtg−1)dgdt.
3. For every f ∈ C∞c (G) there exists a C ∈ R>0 such that for all regular
t ∈ T ∫
G/T
f(gtg−1)dg ≤ C|D(t)|− 12 .
4. For small ǫ ≥ 0 the function |λ(t)|n|D(t)|−ǫ is locally summable on T .
The local summability of the character on G follows from these four state-
ments, because, when the characteristic is 0, there are only finitely many
conjugacy classes of maximal F-tori:∫
GT
|fθ|dg ≤
∫
GT
Cθ|λ(g)|n|D(g)|− 12 |f(x)|dx
= |W |−1
∫
T
cθ|D(t)| 12
∫
GT
|λ(gtg−1|n|f(gtg−1)|dgdt
≤ CθCf|W |
∫
T
|λ(t)|ndt ≤ Cǫ
∫
T
|D(t)|−ǫdt
(1)
In this paper we give similar estimates as in statements 1 and 3 in the
case that γ ∈ ZG(S), and we prove statement 2 and 4. The advantage of our
method is that it also works in positive characteristic. To be more precise
we will proof the following:
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Theorem 2. For all maximal tori T of G:
1. For all ǫ ≥ 0∫
GT
|D(x)|− 12−ǫf(x)dx
= |NG(T )/T |−1
∫
T
|D(t)|
∫
G/T
|D(t)|− 12−ǫf(gtg−1)dgdt.
2. For small ǫ > 0 the function sd(t)n|D(t)|−ǫ is locally summable on T .
Let S be a maximal F-split torus and Φ the roots of S and G.
3. For every g ∈ G there exist a compact neighborhood ω of g, a C ∈ R>0
and n ∈ N such that for all γ ∈ ω ∩ GZG(S)
|θ(γ)| ≤ C(ht(Φ)sd(γ))n|D(γ)|− 12 .
If moreover T ⊂ ZG(S), then
4. For every f ∈ C∞c (G) there exists a C ∈ R>0 such that for all regular
t ∈ T ∫
G/T
f(gtg−1)dg ≤ C|D(t)|− 12 .
Here sd(γ) denotes the singular depth of γ, which measures how singular
γ is.
The first statement follows directly from the Weyl integration formula.
This formula is well-known if char F = 0, but the author could not find a
good reference for the general case. Therefore a proof of the Weyl integration
formula is added to this paper in the appendix.
As the calculation (1) shows, we get the following Theorem as conse-
quence.
Theorem 3. Let (ρ, V ) be a G-representation of finite length with character
θ and f ∈ C∞c (G), then for every torus T containing a maximal F-split torus:∫
GT
f(g)θ(g)dg <∞.
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Assume that γ ∈ ZG(S) is compact. We use an alternative description of
the character, which uses the reduced Bruhat-Tits building of the reductive
group G, given by Meyer and Solleveld in [MS10] and [MS12], for the local
upper-bound of the character. The non-compact case is deduced from the
compact case via Casselman’s method and the displacement function. For
the upper-bound of the Weyl integral
∫
G/T
f(gγg−1)dg we use the extended
and the reduced buildings. Both estimates are related to the fixed points of
γ in a reduced building.
After giving a definition and notation for the extended and reduced build-
ing, we study the distribution of γ-fixed points in the reduced building. Then
we give an upper-bound for the trace of a representation with finite level.
After that section we give an upper-bound for
∫
G/T
f(gtg−1)dg. In the last
section we combine both upper-bounds to a proof of the local summability
of θ on {gtg−1 : g ∈ G, t ∈ T}.
Most of the Lemma’s and Theorems about the fixed points in the building
and the relation between the Weyl integral and the fixed points are inspired
by examples such as SL2(F) and GL3(F).
2 Notations
Let F be a local non-archimedean field with valuation v : F× → R, ring of
integers O and uniformizer π. Define q to be the order of the residue field of
F. Let p be the characteristic of F. Let k be an algebraic closure of F.
G,S, T ,U are linear algebraic groups over F and G, S, T, U are the F-points
of these groups respectively. The Lie algebra of a group G is denoted by g.
G is a connected reductive group and T is a maximal torus in G.
Let Z = Z(G) be the center of G and Z(G)0 the identity component of
Z.
Let S be a maximal F-split torus of G.
Let S∆ := S ∩ Z(G)0, the maximal F-split torus in Z(G).
The Weyl group of S is denoted by W := NG(S)/ZG(S).
For ω ⊂ G, define Gω := {gwg−1 : w ∈ ω, g ∈ G}.
The root system of (G, S) is denoted by Φ. Let Φ+ be a system of positive
roots and ∆ the simple roots of Φ+. Define on Φ+ the height function
ht : Φ+ → N as usual:
ht(α) = 1 α ∈ ∆
ht(α + β) = ht(α) + ht(β) α, β, α+ β ∈ Φ+
Let ht(Φ) := maxα∈Φ+ ht(α). Define U
+ := Πα∈Φ+Uα and U
− := Πα∈Φ−Uα.
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Let γ be a regular semi-simple element. Let E be a field extension of
F such that T := ZG(γ) is E-split. Extend the valuation v of F to E. Let
Φ˜ := R(G, T ). Define the singular depth of γ as follows:
sd(γ) := max
α∈Φ˜
v(α(t)− 1).
3 The extended and the reduced building
In this section we give a construction of the reduced and the extended build-
ing.
For any reductive p-adic group Bruhat and Tits constructed a reduced and
an extended building in [BT72, BT84, Tit79]. We use the notation of [MS12].
The construction of the building goes as follows:
1. we construct the standard apartment: a vector space A with a NG(S)-
action
2. we define for each vector x ∈ A a subgroup Ux < G
3. the building will be B(G) := G×A/ ∼ where ∼ is a equivalence relation
defined by:
(g, x) ∼ (h, y)⇔ ∃n ∈ NG(S) [nx = y and g−1hn ∈ Ux].
Let Ae := X∗(S)⊗Z R and Aa := (X∗(S)/X∗(S∆))⊗Z R.
Define v : ZG(S)→ X∗(S)⊗Z R by:
〈v(z), χ|S〉 = −v(χ(z))
for all χ ∈ X∗(ZG(S)).
Let z ∈ ZG(S) act on Ae by x 7→ x+ v(z).
This action can now be extended to NG(S), v : NG(S)→ Aff(Ae).
The standard apartment of the extended building is Ae and Aa is the
standard apartment of the reduced building.
Define the linear map φ : Ae → Aa by extending the mapX∗(S)→ X∗(S)/X∗(S∆).
So φ is surjective.
The action of NG(S) on Ae gives an action on Aa via φ:
nφ(x) := φ(nx), for x ∈ Ae, n ∈ NG(S).
For α ∈ Φ, x ∈ Aa and y ∈ Ae, define
α(y) := 〈α, y〉 ,
α(x) := α(z),
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where z is any element in φ−1(x).
Now we continue by defining the subgroups Ux.
Following [Tit79] we construct subgroups Uα,r for α ∈ Φ and r ∈ R. Let rα
be the reflection associated to α. Let u ∈ Uα − {1}, then
U−αuU−α ∩NG(S) = {m(u)}.
Define r(u) = v(m(u)). The affine action r(u) is an affine reflection whose
vector part is rα. Let a(α, u) denote the affine function on Aa whose vector
part is α and whose vanishing hyper-plane is the fixed point set of r(u). We
define
Uα,r := {u ∈ Uα | u = 1 or a(α, u) ≥ α + r}.
In [MS12, §3] a more concrete description of the groups Uα,r is given:
Let E be a field extension of F such that G is E-split. Extend the valuation
v of F to E. Let T be a maximal E-split torus that contains S. Define
ΦT := R(G, T ). Choose a Chevalley basis on g, the Lie algebra of G. Such
a basis gives rise to an isomorphism uβ : E → Uβ(E) for all β ∈ ΦT . Define
Uβ,r := v
−1([r,∞)) for β ∈ ΦT . Let ρ : ΦT → Φ be the surjection defined by
restriction of the character of T to S. For α ∈ Φred and r ∈ R define
Uα,r := Uα ∩

 ∏
β∈ρ−1(α)
Uβ,r ×
∏
β∈ρ−1(2α)
Uβ,2r

 ,
U2α,r := U2α ∩ Uα,r/2.
Now Ux, for x ∈ Aa or x ∈ Ae, is the subgroup generated by
⋃
α∈Φ Uα,〈x,−α〉.
As announced Ba(G) := G× Aa/ ∼ and Be(G) := G× Ae/ ∼.
The equivalence relation ∼ for Ba(G) and Be(G) is:
(g, x) ∼ (h, y) iff there is a n ∈ NG(S) such that nx = y and g−1hn ∈ Ux.
If Ω ⊂ Aa or Ω ⊂ Ae we define
fΩ : Φ→ R ∪ {∞}, fΩ(α) := sup
x∈Ω
〈x,−α〉 .
This gives rise to the following subgroups of G:
UΩ := the subgroup generated by
⋃
α∈Φred
Uα,fΩ(α),
NΩ := {n ∈ NG(S) | nx = x for all x ∈ Ω},
PΩ := NΩUΩ = UΩNΩ.
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The group PΩ is the point-wise stabilizer of Ω.
If we drop G from the notation of the building it should be clear from the
context for which group G the building is: so Ba = Ba(G) and Be = Be(G).
Now we extend φ : Ae → Aa to a function Be → Ba which we also denote
by φ. So φ(g, x) = (g, φ(x)). The function φ is G-invariant and surjective.
Let Y := X∗(S∆) ⊗ R = X∗(Z(G)) ⊗ R. Define πY and πAa to be the
projections from Aa ⊕ Y to Y and Aa respectively. Now we have a bijection
Π : Ae → Aa ⊕ Y , such that φ = πAeΠ. For x ∈ Aa and y ∈ Y we have
x⊕ y ∈ Aa ⊕ Y . We write (x, y) := Π−1(x⊕ y) or x+ y = Π−1(x⊕ y).
For α ∈ Φ define nα to be the smallest r ∈ R+ such that Uα,r 6= Uα,r+.
For r ∈ R define the α-ceiling as: ⌈r⌉α := min{z ∈ nαZ | z ≥ r}. Let A be
equal to Ae or Aa. The affine hyperplanes
Aα,k := {x ∈ A | 〈x, α〉 = k} for α ∈ Φ and k ∈ nαZ
turn Aa into a polysimplicial complex. An element x ∈ Aa is a vertex if
it is the only element of an intersection of such affine hyperplanes. The
polysimplicial vertices in Ae are (dimZ(G))-dimensional hyperplanes. We
call x ∈ Ae a vertex if it is an element of a polysimplicial vertex of Ae. An
element x ∈ Ae is a vertex if and only if φ(x) is a vertex.
For each Ω ⊂ Ba that is contained in an apartment and each e ∈ R≥0
Schneider and Stuhler defined a group UeΩ in [SS97]. This group has the
following properties.
For a point x, a polysimplex σ and a general subset Ω of a apartment, the
following hold:
1. UeΩ is open if Ω is bounded.
2. UeΩ is compact and normal in PΩ.
3. if e ∈ Z≥0 and x is in the interior of σ, then Uex = Ueσ.
4. UeΩ ⊂ Ue′Ω whenever e ≥ e′.
5. Ueσ for e ∈ N form a neighborhood basis of 1 in G.
This is a part of [MS12, Theorem 5.5].
By definition a smooth representation has level greater or equal to e ∈ R≥0
if V =
∑
x∈Ba
V U
e
x .
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Define the bilinear symmetric form 〈 , 〉 on Aa as follows:
〈v, w〉 =
∑
α∈R+
α(v)α(w).
This form is W -invariant, since sαR
+ = R+ − α ∪ {−α} for all α ∈ ∆. Let
∆∨ be the dual basis of ∆ in Aa. Let v ∈ Aa − {0}. If v =
∑
α∨∆∨ cα∨α
∨
with cα∨ ≥ 0, then 〈v, v〉 > 0. Because the form is W -invariant, it is positive
definite. Thus 〈 , 〉 is aW -invariant positive definite symmetric bilinear form.
Choose on Ae = Aa⊕Y aW -invariant inner product, such that restricted
to Aa it is equal to 〈 , 〉 and Aa ⊥ Y . Such an inner product exists, because
Aa and Y are W -invariant subspaces. This inner product gives rise to a
G-invariant metric d on Be. Since Aa ⊥ Y one has
d(x+ y, x′ + y′) = (d(x, x′)2 + d(y, y′)2)
1
2 .
4 γ-fixed points and D(γ)
An element g ∈ G is called compact if and only if it is contained is a subgroup
K that is compact modulo Z(G).
This section gives a proof of the following Theorem.
Theorem 4. Let x, y ∈ Aa and γ ∈ ZG(S) be regular and compact, then
#{ux : u ∈ U+ ∩ Py | γux = ux} ≤ |D(γ)|− 12 .
In the proof of Theorem 4 we need Lemma 9. Besides some standard
facts the proof of Theorem 4 uses only this Lemma, which is trivial when G
is F-split. The main part of this section is dedicated to the proof of Lemma 9.
First we will discuss some consequences of the following Theorem.
Define Ga := (k,+) and Ga := Ga(F).
Theorem 5. Let G be a F-split solvable group, T be a maximal F-torus of G
and Gu the unipotent radical of G.
(a) There exists a F-isomorphism of varieties ψ : Gu → Gna with ψ(e) = 0
and a rational representation ρ of T in kn defined over F such that
ψ(tgt−1) = ρ(t)ψ(g) for all g ∈ G and t ∈ T .
(b) For x, y ∈ Gna we have ψ(ψ−1(x)ψ−1(y)) = x+ y+
∑
i≥2 Fi(x, y), where
Fi : Gna × Gna → Gna is a polynomial map of degree i.
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(c) The weights of T for ρ are the weights of T in g.
Proof. See Proposition 14.3.11 in [Spr98].
Corollary 6. Let S be a F-split torus, U be an F-split unipotent group with
an algebraic action of S. Let n = dimU . Assume that α ∈ X∗(S) is the only
weight for S on u and that α is non-trivial. Then there is a F-isomorphism
ψ between the groups U and Gna such that ψ(sus−1) = α(s)ψ(u) for all s ∈ S.
Proof. Apply Theorem 5 to G = S ⋉ U .
Let ψ : U → Gna be an F-isomorphism as in Theorem 5. Then
ψ(ψ−1(x)ψ−1(y)) = x+ y +
∑
i≥2
Fi(x, y),
where Fi(x, y) : Gna × Gna → Gna is a polynomial map of degree i.
The weights of S for ρ are the weights of S in g.
Since the only weight of S in u is α, the weight of S for ρ is α. Therefore
ρ(s) = α(s) for all s ∈ S. Also
ψ(sψ−1(x)ψ−1(y)s−1) = ρ(s)(x+ y +
∑
i≥2
Fi(x, y))
ψ(sψ−1(x)s−1sψ−1(y)s−1) = ψ(ψ−1(ρ(s)x)ψ−1(ρ(s)y))
= ρ(s)x+ ρ(s)y +
∑
i≥2
Fi(ρ(s)x, ρ(s)y).
Since im(ρ) ∼= k× and k is infinite, x + y +∑i≥2 Fi(x, y) is a homogeneous
polynomial map of degree 1. Therefore ψ(ψ−1(x)ψ−1(y)) = x+ y. So ψ is a
group homomorphism between U and Gna .
Lemma 7. Let S be a maximal F-split torus of the reductive group G. Let
T ⊂ ZG(S) be a maximal F-torus, α ∈ R(G,S) and Uα the unipotent group
for α. There are group isomorphisms ψ1 : Uα/U2α → Gma and ψ2 : U2α → Gna
such that for all r ≥ 0:
(a) ψ1(Uα,r/U2α,r) is an O-lattice in Uα/U2α,
(b) ψ2(U2α,r) is an O-lattice in Uα,
(c) The conjugation action of T on Uα/U2α (resp. U2α) gives rise to a
rational linear action ρ1 (resp. ρ2) of T on ψ1(Uα/U2α) (resp. ψ2(U2α)).
Moreover the weights of T for ρ1 (resp. ρ2) are the weights of T in
uα/u2α) (resp. u2α).
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Proof. We will only consider the case with ψ1 : Uα/U2α,2r → Gma . The proof
with ψ2 goes analogously.
Let E be a finite field extension of F such that T is E-split. The group Uα
is stable under conjugation with T , since T ⊂ ZG(S). Define ψS : Uα/U2α →
Gma to be a F-group isomorphism as in Corollary 6. Let {β1, . . . , βm} be
the subset of the roots of G relative to T such that βi|S = α. Define
ψT : Uα/U2α → Gma by its inverse: ψ−1T (x1, . . . , xm) :=
∏m
i=1 uβi(xi) mod U2α
where the uβi : Ga → Uβ are chosen in such a way that
Uα,r/U2α,r := {
m∏
i=1
uβi(xi) mod U2α : v(xi) ≥ r} ∩ Uα/U2α.
The map ψSψ
−1
T : Gma → Gma is an E-group isomorphism. Because ψSψ−1T
preserves the action of S, it is also an E-linear map. Therefore there is
a F-structure on Gma (in the sense of vector spaces) such that ψT is an F-
isomorphism between Gna (F) and Uα. The group ψT (Uα,r(E)/U2a,r(E)) is an
OE-lattice. So
ψT (Uα,r/U2α,r) = (ψT (Uα,r(E)/U2α,r(E)) ∩ Gma (F)
is an O-lattice.
The rank of the O-lattice is m:
For all x ∈ E, βi and r ∈ R one has
uβi(x) ∈ Uβi,r ⇔ uβi(πx) ∈ Uβi,r+1.
Since multiplication with π respects the F-structure on Gma (F) one has
[Uα,rU2α/U2α : Uα,r+1U2α/U2α] = q
l,
where l is the rank of the O-lattice ψ1(Uα,r/U2α).
For all βi one has
⋃
r∈R Uβi,r = Uβi and Uβi,r ≤ Uβi,s whenever s ≤ r. There-
fore also
⋃
r∈R Uα,rU2α/U2α = Uα/U2α. Because the rank of Uα,r is the same
for all r ∈ R one has that the rank of Uα,r is m.
By construction of ψT the weights of ρ1 are the same as the weights of the
conjugation action of T on uα/u2α.
Lemma 8. Let L′ < L be O-lattices in Fn (of rank n) and M ∈ GLn(F)
such that ML′ < L′ and ML < L. Let v ∈ L, then
#{l ∈ L/L′ :Ml + v ∈ L′} ≤ | detM |−1.
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Proof. We may assume that there exists at least one l ∈ L/L′ such that
Ml + v ∈ L′. Take n ∈ N such that L < π−nL′. Then
#{l ∈ L/L′ :Ml + v ∈ L′} = #{l ∈ L/L′ :Ml ∈ L′}
≤ #{l ∈ π−nL′/L′ :Ml ∈ L′}.
We will now estimate the last number.
Take a basis for L′.
Let D be the Smith-normal form of M with respect to L′, i.e. there are
P,Q ∈ GL(L′) such that PMQ = D and D is a diagonal form. Then
#{l ∈ π−nL′/L′ :Ml ∈ L′} = #{l ∈ π−nL′/L′ : Dl ∈ L′}
≤ | detD|−1 = | detM |−1.
The inequality follows from the fact that for all c ∈ F×, the number of
a ∈ O/πnO such that ca ≡ 0 mod πn is bounded by qv(c) = |c|−1.
For q, r ∈ R, define expq(r) := qr. Recall that T is a maximal torus of G
containing a maximal split torus S.
Lemma 9. Let t ∈ T be compact.
Let r, s ∈ R and r < s.
Let V be a set of representatives for the cosets of U2α,s in U2a,r and U be a
set of representatives for the cosets of Uα,sU2α,r in Uα,r.
(a) {uv : u ∈ U, v ∈ V } is a set of representatives for the cosets of Uα,s in
Uα,r.
(b) For w,w′ ∈ Uα,r one has
#{(u, v) ∈ U × V | w′[(uv)−1, t]w ∈ Uα,s} ≤ expq

 ∑
β∈ρ−1{α,2α}
v(β(t)− 1)

 .
Proof. Define ψ : Uα → Uα/U2α to be the quotient map.
We first prove the following:
#{u ∈ U | ψ(w′[u−1, t]w) ∈ ψ(Uα,s)} ≤ expq

 ∑
β∈ρ−1(α)
v(β(t)− 1)

 .
The set ψ(Uα,s) is an O-lattice and ψ(u) 7→ ψ([u, t]) is a linear action on the
lattice. Since this action has determinant
∏
β∈ρ−1(α)(β(t)− 1), the inequality
12
follows from Lemma 8.
Now we prove that for every u ∈ U :
#{v ∈ V | w′[((uv)−1, t]w ∈ Uα,s} ≤ expq

 ∑
β∈ρ−1(2α)
v(β(t)− 1)

 .
We may assume that ψ(w′[u−1, t]w) ∈ ψ(Uα,s).
So w′[u−1, t]w = uαv
′ with uα ∈ Uα,s and v′ ∈ U2α. Since U2α is in the center
of Uα and stable under conjugation with t, one has
w′[(uv)−1, t]w = w′[u−1, t]w[v−1, t] = uαv
′[v−1, t].
The latter is in Uα,s if and only if v
′[v−1, t] ∈ U2α,s. So
{v ∈ V | w′[((uv)−1, t]w ∈ Uα,s} = {v ∈ V | v′[v−1, t] ∈ U2α,s}.
One gets the upper-bound for the number of v’s in the last set in the same
way as in the case with U .
Combining both upper-bounds results in the upper-bound of the Lemma.
Proof of Theorem 4. Since γ is compact, it fixes Aa pointwise.
Let Φ+ = {α1, . . . , αk} be the positive roots associated with U+. Write u ∈
U+ ∩ Py as u =
∏k
i=1 uαi. Now γux = ux if and only if [u
−1, γ]αi ∈ Uαi,−αi(x)
for all i. We will count the number of fixed points in the orbit of x under
U+ ∩ Py.
Let Rα be a set of representatives of the cosets Uy,−α(y)/Ux,−α(x) for each
α ∈ Φ+.
We use the following bijection between
∏
α∈Φ+ Rα and {ux : u ∈ U+y }:
(uα)α∈Φ+ 7→
( ∏
α∈Φ+
uα
)
x.
Let v ∈ U+y .
CLAIM: The number of vβ ∈ Uβ,−β(y)/Uβ,−β(x) such that there is a u with
uα = vα for the roots α with ht(α) < ht(β), uβ = vβ and γux = ux is
bounded by expq
(∑
β˜∈ρ−1(b), β˜∈ρ−1(2b) v(β˜(t)− 1)
)
.
If γux = ux, then [u−1, γ]β ∈ Uβ,−β(x). Now [u−1, γ]β = w[u−1, γ]w′, where
w,w′ ∈ Uβ only depend on the uα with ht(α) < ht(β). Hence by Lemma 9
the number of vβ ’s is bounded by expq
(∑
β˜∈ρ−1(β), β˜∈ρ−1(2β) v(β˜(t)− 1)
)
.
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The claim allows us to prove with induction on the height of the roots
that
|{u ∈
∏
α∈Φ+
Rα | γux = ux}| ≤ expq

 ∑
β∈ρ−1(2Φ+),β∈ρ−1(Φ+)
v(β(t)− 1)

 .
Since T/S is compact, v(α(t) − 1) ≥ 0 for all α ∈ R(G, T ) with α|S = 0.
Thus
|{ux : u ∈ U+ ∩ Py | γux = ux}| = |{u ∈
∏
α∈Φ+
Rα | γux = ux}|
≤ expq

 ∑
β∈ρ−1(2Φ+),β∈ρ−1(Φ+)
v(β(t)− 1)

 ≤ |D(γ)|− 12
So {ux : u ∈ U+ ∩ Py | γux = ux} has at most |D(γ)|− 12 points. 
5 An upper-bound for the character
The first part of this section up to and including Theorem 12 is essentially
in [MS10] and [MS12].
Let (ρ, V ) be an admissible G-representation of level e.
For a open compact subgroup K of G we denote 1K for the indicator function
of K in G and 〈K〉 := 1K
vol(K)
.
Let B be the reduced building of G and A be the standard apartment of S
in B. Define O to be the origin of A. For a finite subcomplex Σ ⊂ B and
g ∈ G define
ueΣ :=
∑
σ∈Σ
(−1)dimσ 〈Ueσ〉 ,
τΣ(g) :=
∑
σ∈Σg
(−1)dimσǫσ(g)tr(ρ(g), V Ueσ),
where Σg is the set of g-stable polysimplices in Σ and ǫσ(g) is 1 if g preserves
the orientation of σ and −1 otherwise. For r ∈ R define
Aα+r := {x ∈ A | α(x) > r},
Aα0r := {x ∈ A | α(x) ∈ [−r, r]},
Aα−r := {x ∈ A | α(x) < −r}.
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For any map ǫ : Φ→ {+, 0,−} we write
Aǫr :=
⋂
α∈Φ
Aα ǫ(α)r .
Let Abr be the union of the bounded A
ǫ
r. Define Br := POA
b
r.
Lemma 10. [MS12, Lemma 8.2] Let r ∈ Z≥e and let Σ ⊂ B be any finite
convex subcomplex that contains Br−e. Then
〈U rO〉ueΣ = 〈U rO〉ueBr−e.
Take r such that Ab1 ⊂ AUrO . For n ∈ N≥1, then Abn ⊂ AUnrO . Define
Cn := POA
Unr
O = BU
nr
O . Now Cn is a finite PO-invariant convex subcomplex
containing Bn.
For Σ ⊂ B define Σ0 := {v ∈ Σ | v is a vertex of B}.
Theorem 11. For each f ∈ C∞c (PO) and finite PO-invariant convex subcom-
plex Σ0 such that im f ⊂
∑
x∈Σ00
V U
e
x one has
tr(f, V ) =
∫
PO
f(g)τΣ0(g)dg.
Proof. See the proofs in [MS10, Theorem 2.4 and Proposition 4.1].
Theorem 12. If γ ∈ ZG(S) is regular semi-simple, then
(a) tr is constant on γU
max(sd(γ),e)
O
,
(b) for all Σ ⊂ Ba, τΣ is constant on Umax(ht(Φ)sd(γ),e)x γ.
Proof. See the proof of [MS12, Theorem 7.2].
Corollary 13. Let γ ∈ PO and r ≥ ht(Φ)sd(γ), then
trρ(γ, V ) = τCr−e(γ).
Proof. Since γ ∈ PO and U rO ⊳PO, the endomorphisms ρ(γ) and ρ(〈U rO〉) com-
mute. Thus im ρ(γ 〈U r
O
〉) ⊂ V UrO. There exists a finite convex subcomplex Σ
containing Br−e such that 〈U rO〉ueΣV = V UrO, because U rO is an open compact
group and V admissible. So by Lemma 10 〈U r
O
〉ueBr−eV = V U
r
O . Since Br−e
is PO-invariant, the space u
e
Br−e
V is U r
O
-invariant. Thus V U
r
O ⊂ ueBr−eV . Now
Cr−e is convex and contains Br−e, so the requirements in Theorem 11 are
fulfilled for f = γ 〈U r
O
〉 and Σ0 = Cr−e. Therefore by Theorem 12
tr(γ, V ) = tr (γ 〈U rO〉 V ) =
1
vol(U r
O
)
∫
Ur
O
τCr−e(γg)dg = τCr−e(γ)
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Lemma 14. Let h ∈ Px. There exists a C such that for all g ∈ hU0x and all
simplices σ ∈ Bg:
|tr(ρ(g), V Ueσ)| ≤ C.
Proof. Denote Z(G) with Z. Let N be the order of the quotient group
Px/(ZU
0
x). Take z ∈ Z and k ∈ U0x such that hN = zk. Define k′ := gNz−1,
then k′ ∈ U0x and gN = zk′.
Since g and z fix σ, so does k′. Hence k′ is in U0x ∩Pσ. Let m := dimV Ueσ .
Choose on V U
e
σ a basis such that ρ(z) and ρ(g) are upper triangular matrices.
Now also ρ(k′) is an upper triangular matrix. Let κ1, . . . , κm, λ1, . . . , λm
and ν1, . . . , νm be the entries on the diagonal of the matrices ρ(g), ρ(z) and
ρ(k′), respectively. Define c(z, σ) :=
∑m
i=1 |λi|
1
N . Since k′ is contained in a
compact subgroup acting on V U
e
σ , |νi| = 1. Thus |κNi | = |λiνi| = |λi|. Hence
|tr(ρ(g), V Ueσ)| ≤∑mi=1 |λi| 1N = c(z, σ).
Because z is in the center of G, for all σ and σ′ in the same G-orbit,
c(z, σ) = c(z, σ′). (The eigenvalues and their multiplicity for ρ(z) on V U
e
σ and
V U
e
σ′ are the same.) Since there are only finitely many G-orbits of simplices
in B, there is a Cz such that c(z, σ) ≤ Cz for all simplices σ ∈ B. Thus
|tr(ρ(g), V Ueσ)| ≤ Cz for all σ ∈ Bg.
Recall that for regular semi-simple elements γ,
D(γ) :=
∏
α∈R(G,ZG(γ))
(α(γ)− 1).
Define n := dimAa.
Proposition 15. Let g ∈ Px. There exists a C ∈ R depending only on the
affine building of G, the element g and the representation (ρ, V ), such that
for all semi-simple regular γ ∈ GZG(S) ∩ gU0x :
|tr(γ, V )| ≤ C(ht(Φ)sd(γ) + 1)n|D(γ)|− 12 .
Proof. Take a cb ∈ R depending on the affine building such that for each
r ∈ N the number of simplices in Cr ∩ A is bounded by cbrn.
Let h ∈ G be such that γ ∈ ZG(hSh−1). Combining Theorem 12 and
Corollary 13 results in tr(γ, V ) = τhCht(Φ)sd(γ)(γ). The number of simplices in
hCht(Φ)sd(γ)∩hA is bounded by cb(ht(Φ)sd(γ)+1)n. By Theorem 4 the number
of γ-fixed simplices in hCht(Φ)sd(γ) is bounded by cb(ht(Φ)sd(γ)+1)
n|D(γ)|− 12 .
By Lemma 14 |tr(ρ(γ), V Ueσ)| ≤ C for all γ ∈ gU0x and σ ∈ Bγ. Thus
tr(γ, V ) = τhCht(Φ)sd(γ)(γ) =
∑
σ∈(hCht(Φ)sd(γ))γ
(−1)dimσǫσ(γ)tr(ρ(g), V Ueσ)
≤ Ccb(ht(Φ)sd(γ) + 1)n|D(γ)|− 12 .
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Now we have an upper-bound for the trace of the compact regular ele-
ments in ZG(S) in a neighborhood of a compact element of G. For a general
regular element in ZG(S) in a neighborhood of a general element of G we use
Casselman’s method to compute the character.
Let P be a F-parabolic subgroup of G, N its unipotent radical and M a
Levi factor of P . For a representation (ρ, V ) of G define
V (N) := 〈v − π(n)v : v ∈ V, n ∈ N〉
and VN := V/V (N). Now M acts on VN via the action of M on V . The
action of M on VN is denoted by ρM . The M-module (ρM , VN) is called the
Jacquet module of V .
For g ∈ G we have the parabolic subgroup contracted by g:
Pg := {p ∈ G : {gnpg−n : n ∈ N} is bounded} and
Mg := {p ∈ G : {gnpg−n : n ∈ Z} is bounded}.
By [MS12, Proposition 2.3] Pg is a parabolic subgroup of G, Mg is a Levi
subgroup and g is, viewed as element of Mg, compact. Roughly speaking by
looking at the group Mg, the center of the group containing g is enlarged in
such a way that g is compact modulo this enlarged center.
Definition 16. Let g ∈ G. We define the displacement function dg : Be → R
by dg(x) := d(x, gx). Let d(g) := infx∈Be dg(x).
Let l be a line contained in Ae. Let Φl be the set of roots α of S such
that 〈α, ·〉 is constant on l. Let Ml be the Levi subgroup of G generated by
ZG(S) and the groups Uα for α ∈ Φl.
Lemma 17. Let M be a Levi subgroup of a parabolic subgroup of G. Let S
be a maximal split torus in M .
The regular semi-simple elements in GZG(S)∩M are the regular semi-simple
elements in MZM(S) ∩M .
Proof. If γ ∈ GZG(S) ∩M and γ is regular, then ZM(γ) is a maximal torus
of M . Since the ranks of G and M are the same, ZM(γ) is also a maximal
torus of G. Now ZG(γ) is a maximal torus of G, so ZG(γ) = ZM(γ). Take
g ∈ G such that γ ∈ ZG(gSg−1). Thus gSg−1 < ZG(γ) = ZM(γ). Since
gSg−1 is a maximal split torus of G, it is also a maximal split torus of M .
Since M is reductive, maximal split tori in M are conjugated over M . So
there is a m ∈M such that gSg−1 = mSm−1. Thus γ ∈ ZM(mSm−1).
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The following is in the extended building.
For the moment let g ∈ G be non-compact modulo the center. Thus d(g) 6= 0.
Let l be a line in Be on which g acts by translations. Such a line exists by
[DeB02b, Lemma 3.4.4]. Let S be a maximal split-torus such that l is in
the apartment of S. By [DeB02b, Lemma 3.4.4] Mg = Ml. So in particular
S ⊂ Mg. Take x ∈ l, then dg(x) = d(g). Let H = P[x,gx]. From the proof of
[DeB02b, Lemma 3.4.7] we see that
d(gh) = d(g) for all h ∈ H . (2)
Lemma 18. Let h ∈ H. The group Mgh is conjugated with Mg by an element
of H.
If moreover gh ∈Mg, then Mgh =Mg.
Proof. Since h ∈ H , d(gh) = d(x, gx) = d(x, ghx). By the proof of [DeB02b,
Lemma 3.4.4] there is a line l′ such that the points (gh)nx for n ∈ Z are on
l′. This line lies in an apartment A′. Now [x, gx] ⊂ l ∩ l′. By [BT72, 7.4.9]
there is a ho ∈ H such that hoA = A′. In the apartment A (respectively
A′) there is only one way to continue the line segment [x, gx] namely l (l′ ,
respectively). Since ho fixes [x, gx] and maps lines to lines, we have hol = l
′.
So
Mgh =Ml′ =Mhol = hoMlh
−1
o = hoMgh
−1
o .
Assume that g′ := gh ∈ Mg. Since g′ fixes x in Ba(Mg), g′ is compact
modulo the center ofMg. Because g
′ is compact modulo the center, ifm ∈Mg
then {g′nmg′−n : n ∈ Z} is bounded. So Mg ⊂ Mg′ . Thus g ∈ Mg′ . Since g
fixes x in Ba(Mg′), also Mg′ ⊂ Mg. So Mgh =Mg′ =Mg.
Proposition 19. For every g ∈ G there exists a constant C ∈ R, such that
for all semi-simple regular γ ∈ GZG(S) ∩ gP[x,gx]:
|tr(γ, V )| ≤ C(ht(Φ)sd(γ) + 1)dimAa |D(γ)|− 12 .
Proof. If g is compact modulo the center we can use Proposition 15.
Assume that g is not compact, then d(g) 6= 0.
Let H = P[x,gx] for a x ∈ Be such that dg(x) = d(g). By conjugating g we
may assume that gzx ∈ Ae for all z ∈ Z.
Let Ng be the unipotent radical of Pg. Let (VNg , ρNg) be the Jacquet
representation of Mg for ρ.
To indicate the difference between the objects defined for G and Mg the
one corresponding with Mg are labelled by Mg, e.g. Be is the building of G
and Be(Mg) is the building of Mg, DMg is the Harish-Chandra function D
for Mg.
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By [DeB02b, Lemma 3.4.4] Ae is an apartment of Be(Mg) and the image
of x in Ba(Mg) is a g-fixed point.
Let γ be a semi-simple regular element in GZG(S).
Assume that γ ∈Mg and γ ∈ gPx. By Lemma 17 γ ∈ MgZMg(S)∩Mg. Also
γ ∈ gPx∩Mg = gPx(Mg). Let P be a parabolic subgroup containing Mg and
let N be the unipotent radical of P . By Proposition 15 applied to (ρN , VN),
there is a C ∈ R such that for all such γ with N = Nγ,
|tr(γ, VNγ)| ≤ C(ht(Φ)sdMg(γ) + 1)n|DMg(γ)|−
1
2 .
This C can and will be chosen independently of P and N , since there are
only finitely many parabolic subgroups containing Mg.
By Casselman [Cas77] tr(γ, V ) = tr(γ, VNg). Thus for all γ ∈ Mg with
γ ∈ gPx,
|tr(γ, V )| ≤ C(ht(ΦMg)sdMg(γ) + 1)n|DMg(γ)|−
1
2 . (3)
Lemma 20. There exists a C ′ ∈ R>0 such that for all semi-simple regular
elements γ ∈ gPx ∩Mg one has |D(γ)||DMg (γ)| ≤ C
′.
Proof. We are going to construct a continuous function on Mg, which on the
semi-simple regular elements γ takes the value D(γ)
DMg (γ)
.
Pick a basis b1, . . . , bn of g such that b1, . . . , bdimMg is a basis for mg. Let
g′ ∈ Mg. Write the matrix ad(g′) with respect to this basis. Let ϕ(g) be
determinant of the submatrix of ad(g′) in the lower right corner of dimension
dimG− dimMg. Then clearly ϕ :Mg 7→ F is continuous.
Let γ be a semi-simple regular element in Mg. Notice that the definition
of ϕ is independent of the choice of a basis with the property that the first
dimMg basis elements are in mg. Since γ is semi-simple regular, Tγ := ZG(γ)
is a maximal torus and contained in Mg. Choose as basis for g a basis for tγ
and the eigenvectors uα, α ∈ R(Mg, Tγ), supplemented with the eigenvectors
uβ for all β ∈ R(G, Tγ)−R(Mg, Tγ). So
ϕ(γ) =
∏
β∈R(G,Tγ )−R(Mg ,Tγ)
1− β(γ) =
∏
α∈R(G,Tγ )
1− α(γ)∏
α∈R(Mg ,Tγ)
1− α(γ) =
D(γ)
DMg(γ)
.
Since ϕ is continuous and gPx ∩Mg is compact, there is a C ′ such that
|D(γ)|
|DMg (γ)|
≤ C ′ for all semi-simple regular elements γ ∈ gPx ∩Mg.
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Continuation of the proof of Proposition 19. Combining Lemma 20 with the
estimate of the trace (3), sdMg(γ) ≤ sd(γ) and ht(ΦMg) ≤ ht(Φ) we get for
all semi-simple regular γ ∈ gPx ∩Mg:
|tr(γ, V )| ≤ C(ht(ΦMg)sdMg(γ) + 1)n|DMg(γ)|−
1
2
≤ C
√
C ′(ht(Φ)sd(γ) + 1)n|D(γ)|− 12 .
(4)
Assume that γ ∈G ZG(S) ∩ gP[x,gx]. There is, by Lemma 18, a h ∈ H
such that hMγh
−1 =Mg. Now hγh
−1 ∈Mg and hγh−1 ∈ gPx, because
hγh−1x = hγx = hgx = gx. Thus by (4):
|tr(γ, V )| = |tr(hγh−1, V )| ≤ C
√
C ′(ht(Φ)sd(hγh−1) + 1)n|D(hγh−1)|− 12
= C
√
C ′(ht(Φ)sd(γ) + 1)n|D(γ)|− 12 .
6 An estimate for the Weyl integration for-
mula
Let T := ZG(γ) be the maximal torus containing γ. Let n := dimAa.
In this section we want to give an estimate of the Weyl integration formula.
To be precise, we will show that for every f ∈ C∞c (G) there exists a C ∈ R
such that for all semi-simple regular γ ∈ ZG(S) the following inequality holds:
|
∫
T\G
f(g−1γg)dg| ≤ C(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 .
For g ∈ G define
B(g) := {x ∈ Be(G) | dg(x) = d(g)}.
Let g ∈ G and x ∈ B(g). We will first give an estimate in the case that
f := 1gP[x,gx]. Let γ ∈ ZG(S) ∩ gPx,gx be a semi-simple regular element. By
equation (2) d(γ) = d(g) = d(γx, x), so x ∈ B(γ). For simplicity we estimate
the integral of 1γPx instead of 1gP[x,gx]. Let φMγ : Be(Mγ) → Ba(Mγ) be the
canonical projection.
The relation between the integral and points in the building is due to the
fact that if 1γPx(g
−1γg) = 1, then gx ∈ B(γ) ⊂ Be(Mγ), since
d(gx, γgx) = d(gx, gγx) = d(x, γx) = d(γ).
So we need to identify the elements in Gx ∩ B(γ). Or more precisely, the
T -orbits in Gx ∩ B(γ), because we are integrating over T\G. To give an
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upper-bound for the number of T -orbits in Gx∩B(γ), we look at Ba,x(γ) =
φMγ (Gx ∩B(γ)). Now Ba,x(γ) consists of γ-fixed points. After some techni-
calities we get an upper-bound for the number of T -orbits of γ-fixed points.
This upper-bound can certainly be improved, since it takes the measure on
T\G into account.
Let F be the fundamental domain of T in Ae defined by
F := {x ∈ Ae | ∀t ∈ T [d(x,O) ≤ d(x, tO)]}.
Definition 21. Let x ∈ Aa and z ∈ Ba, then z is called above x if x is a
vertex and d(x, z) ≤ d(v, z) for all vertices v ∈ Aa.
Let x + y ∈ Ae be a vertex, with x ∈ Aa and y ∈ Y . Let z ∈ Be. Then z
is called above x + y and x + y is called below z if φ(z) is above φ(x) and
d(z, x+ y) ≤ d(z, x+ y′) for all y′ ∈ Y .
Lemma 22. Let x+ y, z+ y′ ∈ Ae, with x, z ∈ Aa and y, y′ ∈ Y . If u(z+ y′)
is above x+ y for u ∈ Ux = Ux+y, then y′ = y.
Proof. Let y′′ ∈ Y . Since u ∈ Ux = Ux+y′′ ,
d(u(z + y′), x+ y′′) = d(z + y′, x+ y′′).
Now d(z + y′, x+ y′′) = (d(z, x)2 + d(y′, y′′)2)
1
2 . Therefore y = y′.
Lemma 23. Let G and H be unimodular groups such that H is a closed
subgroup of G. Let K be an open compact subgroup of G. Suppose that the
measures of G, H\G and H are chosen in such a way that µH(H ∩ K) =
µH\G(HK) = µG(K) = 1. Then, for any g ∈ G,
µH\G(HgK) :=
[H ∩K : H ∩K ∩ gKg−1]
[H ∩ gKg−1 : H ∩K ∩ gKg−1] .
Proof. See [Ren10, II.3.9] for a proof of the existence of aG-invariant measure
on H\G. ∫
H
1gK(hg)dh =
∫
H
1gKg−1(h)dh = µH(gKg
−1 ∩H).
Thus
∫
H
1gK(hg
′)dh = µH(gKg
−1 ∩H)1HgK(g′) for all g′ ∈ G.
By the choice of the measure on H we have:
µH(gKg
−1 ∩H) = [gKg
−1 ∩H : K ∩ gKg−1 ∩H ]
[K ∩H : K ∩ gKg−1 ∩H ] .
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Since
∫
H\G
∫
H
1gK(hx)dhdx =
∫
G
1gK(x)dx = µG(gK) = 1,∫
H\G
1HgK(x)dx =
1
µH(gKg−1 ∩H)
∫
H\G
∫
H
1gK(hx)dhdx
=
[K ∩H : K ∩ gKg−1 ∩H ]
[gKg−1 ∩H : K ∩ gKg−1 ∩H ] .
Let K := Px. Take the measures on G, T and T\G as in Lemma 23.
L := {y ∈ Be | y is above a vertex of F}.
Lγ := {y ∈ L | y ∈ Gx and y ∈ φ−1Mγ (Bγa )}.
Lemma 24.
∫
T\G
1γPx(g
−1γg)dg ≤ |Lγ|.
Proof. We will prove the following inequalities:∫
T\G
1γPx(g
−1γg)dg =
∑
g∈T\G/P[x,γx]
1Px(γ
−1g−1γg)µT\G(TgP[x,γx]) (5)
≤
∑
g∈T\G/Px
µT\G(TgPx)1x(gx) (6)
≤
∑
g∈(T∩Px)\G/Px|gx∈Lγ
µT\G(TgPx) (7)
≤
∑
g∈(T∩Px)\G/Px|gx∈Lγ
|(T ∩ Px)gx| (8)
= |Lγ|. (9)
Since for g′ ∈ TgP[x,γx] we have
γgx = gγx⇔ γg′x = g′γx,
the function g 7→ 1γPx(g−1γg) is constant on double cosets T\G/P[x,γx].
Therefore we have equality (5).
Define 1x : Be → R by
1x(y) :=
{
1 ∃g ∈ G[y = gx ∧ γgx = gγx]
0 otherwise.
Now 1x(gx) = 1 if and only if there exists an h ∈ gPx such that 1Px(γ−1h−1γh) =
1. Also 1x(y) = 1x(ty) for all t ∈ T . So∑
h∈T\TgPx/P[x,γx]
1Px(γ
−1h−1γh)µT\G(ThP[x,γx])
≤
∑
h∈T\TgPx/P[x,γx]
1x(hx)µT\G(ThP[x,γx]) = 1x(gx)µT\G(TgPx).
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This gives inequality (6).
For every coset Tg there exists a g′ ∈ Tg such that g′x ∈ L. If moreover
1x(gx) = 1, then g
′x ∈ B(γ). So g′x ∈ Lγ and inequality (7) follows.
From Lemma 23 and gPxg
−1 = Pgx we get inequality (8):
µT\G(TgPx) =
[T ∩ Px : T ∩ Px ∩ gPxg−1]
[gPxg−1 ∩ T : T ∩ Px ∩ gPxg−1]
≤ [T ∩ Px : T ∩ Px ∩ gPxg−1] = |(T ∩ Px)gx|.
The group T ∩ Px fixes Ae pointwise and commutes with γ, so it acts on
Lγ . So the sum in (8) is over the (T ∩Px)-orbits in Lγ . Each orbit contributes
to the sum the number of elements in that orbit. Thus the sum is the number
of elements in Lγ . Therefore equality (9) holds.
6.1 γ-fixed points in the reduced building
In this subsection we assume that γ ∈ ZG(S) is a compact semi-simple regular
element of T .
Define Φ := Φ(G, S) and Φ˜ := Φ(G, T ). Let ρ : Φ˜→ Φ∪{0} be the canonical
projection. Define n := dimAa.
The goal of this section is to prove the following Theorem:
Theorem 25. There is a c ∈ R such that for all vertices x ∈ Aa and γ ∈
T ∩ PO the following holds. The number of vertices fixed by γ above x is
bounded by c(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 .
Let C be a Weyl chamber of Aa with vertex O, C the cone of C, ∆ =
{α1, . . . , αn} the set of simple roots associated to C and Φ+ the set of positive
roots.
Define for each simple root αi a vertex ai in Aa in the following way. Let Γ ⊂
∆ be the connected part of αi in the Dynkin diagram. Let β0 :=
∑
αj∈Γ
cjαj
be the longest positive root in the root system generated by Γ. Define ai to
be the vertex in Aa such that αj(ai) =
δij
ci
.
Lemma 26. For all i ∈ {1, . . . , n} one has d(O, x+tai) > d(O, x) for t ∈ R>0
and x ∈ C.
Proof. Recall that d(O, x) = 〈x, x〉 = ∑α∈Φ+ α(x)2. Since α(x) > 0 and
α(tai) > 0 for all α ∈ Φ+,
∑
α∈Φ+ α(x+ tai)
2 >
∑
α∈Φ+ α(x)
2.
Lemma 27. Let x ∈ Aa be a vertex. Assume that for y = x+
∑n
j=1 njcjaj ∈
x+ C one has ni = αi(y − x) ≥ ht(Φ˜)sd(γ) + 1 for some i ∈ {1, . . . , n}. Let
u ∈ U− ∩ Ux. If uy is fixed by γ, then d(uy, x+ ciai) < d(uy, x). So if uy is
fixed by γ, then uy is not above x.
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Proof. Let β ∈ Φ˜. Since uy is fixed by γ, v(u−β) ≥ β(y)−ht(β)sd(γ) [MS12,
Proposition 4.2]. Let α ∈ Φ+. Write
u−α =
∏
β∈ρ−1(α)
u−β
∏
β∈ρ−1(2α)
u−β.
Now v(uα) = min{v(u−β) : β ∈ ρ−1(α)}∪{v(u−β)/2 : β ∈ ρ−1(2α)}. The
lower-bound for v(u−β) and β(y) = ρ(β)(y) give that
v(u−α) ≥ α(y)− ht(Φ˜)sd(γ).
Now let α ∈ Φ+ with a non-zero coefficient for αi in the decomposition of
α as linear combination of the simple roots in ∆. So α =
∑n
j=1 djαj and
di ≥ 1.
v(u−α) ≥ α(y)− ht(Φ˜)sd(γ) = α(x) + α(y − x)− ht(Φ˜)sd(γ)
≥ α(x) + diαi(y − x)− ht(Φ˜)sd(γ)
≥ α(x) + di(ht(Φ˜)sd(γ) + 1)− ht(Φ˜)sd(γ) ≥ α(x) + di.
For all α ∈ Φ+ one has v(u−α) ≥ α(x), since u fixes x. Therefore with
the previous inequality v(u−α) ≥ α(x + ciai) for all α ∈ Φ+. We conclude
that u fixes x+ ciai. Hence
d(uy, x+ ciai) = d(y, u
−1(x+ ciai)) = d(y, x+ ciai) = d(y − ciai, x).
Since ni ≥ 1, y − ciai ∈ x+ C. So by Lemma 26
d(uy, x+ ciai) = d(y − ciai, x) < d(y, x) = d(uy, x).
Since αk(ciai) =
δkici
ci
∈ N for all simple roots αk, the translation y 7→ y+ciai
is an automorphism of the apartment. So x+ ciai is a vertex in Aa.
For α ∈ Φ define nα to be the smallest r ∈ R>0 such that Uα,r 6= Uα,r+.
For r ∈ R define the α-ceiling as: ⌈r⌉α := min{z ∈ nαZ | z ≥ r}.
Lemma 28. Let x ∈ Aa and y ∈ C. There is a system of positive roots Φ++
such that:
−α(x) ≥ −α(y) and ⌈−α(x)⌉α ≥ ⌈fC(α)⌉α for all α ∈ Φ++
−α(x) ≤ −α(y) and ⌈−α(x)⌉α ≤ ⌈fC(α)⌉α for all α ∈ −Φ++ = Φ−−
Proof. First there is a construction of Φ++ ⊂ Φ, then it will be proven that
it is a system of positive roots that satisfies the requirements. For α ∈ Φ+
the following rules decide whether α ∈ Φ++ or −α ∈ Φ++.
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If 0 < α(y) ≤ nα:
α(x) < α(y)⇒ +α ∈ Φ++
α(x) ≥ α(y)⇒ −α ∈ Φ++
If 0 = α(y):
α(x) ≤ α(y)⇒ +α ∈ Φ++
α(x) > α(y)⇒ −α ∈ Φ++
By definition of C one has ⌈fC(α)⌉α = nα if α ∈ Φ− and 0 if α ∈ Φ+.
First we check that the roots of Φ++ satisfy the requirements:
Certainly if α ∈ Φ++, then −α(x) ≥ −α(y).
Let α ∈ Φ+.
If α ∈ Φ++, one has α(x) < nα.
If α(x) < nα, then ⌈−α(x)⌉α ≥ 0 = ⌈fC(α)⌉α and ⌈α(x)⌉α ≤ nα =
⌈fC(−α)⌉α.
If −α ∈ Φ++, one has α(x) > 0.
If α(x) > 0, then ⌈α(x)⌉α ≥ nα = ⌈fC(−α)⌉α and ⌈−α(x)⌉α ≤ 0 = ⌈fC(α)⌉α.
Thus for α ∈ Φ++, one has ⌈−α(x)⌉α ≥ ⌈fC(α)⌉α and for α ∈ Φ−− one has
⌈−α(x)⌉α ≤ ⌈fC(α)⌉α.
By definition of Φ++ if −α(x) > −α(y), then α ∈ Φ++.
Clearly the half of the roots are in Φ++ and Φ++ ∩−Φ++ = ∅. Therefore
it is now enough to show that if α, β ∈ Φ++ and α+β ∈ Φ, then α+β ∈ Φ++.
Let α, β ∈ Φ+. Let i, j ∈ {−,+}. Assume that one has iα + jβ ∈ Φ and
iα, jβ ∈ Φ++. Case by case it can be shown that iα + jβ ∈ Φ++.
Theorem 29. Let y ∈ Aa.
Define Π := {Ψ ⊂ Φ | Ψ is a system of positive roots of Φ}. Define for
Ψ ∈ Π the group UΨ as the group generated by Uα for α ∈ Ψ. Then
B(G) =
⋃
Φ+∈Π
{ux : x ∈ Aa, u ∈ U−Φ+y | ∀α∈Φ+ α(x) ≥ α(y)}.
Proof. (See [MS12, §4.1]) Let x ∈ B(G), choose a retraction ρ to Aa centered
in C. Take Φ++ a set of positive roots such that −α(ρ(x)) ≤ −α(y) and
⌈fρ(x)(α))⌉α ≤ ⌈fC(α)⌉α for α ∈ −Φ++. Let D be a chamber in Aa whose
closure contains ρ(x) and for α ∈ Φ−− one has ⌈fD(α)⌉α = ⌈α(x)⌉α. Now
⌈fC(α)⌉α ≥ ⌈fρ(x)(α)⌉α = ⌈fD(α)⌉α for α ∈ Φ−−. Therefore U−−C ⊂ U−−D .
Since NC = ND, one has PC ⊂ U++C PD. Because PC acts transitively on
the sets of apartments containing C there exists a u ∈ U++C such that x =
uρ(x).
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(Notice that with the same proof Theorem 29 holds with Aa substituted
by Ae.)
Now we have all the ingredients to prove Theorem 25.
Proof of Theorem 25
Let x ∈ Aa be a vertex and let z be a vertex above x fixed by γ.
According to Theorem 29 there is a positive root system Φ+ and u ∈ U− such
that z = uy with y ∈ Aa and α(y) ≥ α(x) for α ∈ Φ+. Take ∆ = {α1, . . . , αn}
to be the set of simple roots of Φ+. Define for each root αi a vertex ai in Aa
in the following way. Let C := {y ∈ Aa : α(y) > 0 for all α ∈ Φ+}. Hence
y = x +
∑n
i=1 niciai with ni ∈ R≥0. Since γ fixes uy and uy is above x,
according to Lemma 27 ni < ht(Φ˜)sd(γ) + 1 for all i ∈ {1, . . . , n}. Since
dimAa = n, there is a c ∈ R such that for all γ ∈ T ∩ PO the number of
vertices in y ∈ Aa ∩ (x+ C) with αi(y − x) < ht(Φ˜)sd(γ) + 1 is bounded by
c(ht(Φ˜)sd(γ) + 1)n.
By Theorem 4
#{uy : u ∈ U− ∩ Px | γuy = uy} ≤ |D(γ)|− 12 .
Therefore there is a c ∈ R such that for all γ ∈ T ∩ PO and all vertices
x ∈ Aa the number of vertices fixed by γ and above x is bounded by
c(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 . 
Define the fundamental domain Fa for the action of S on Aa as follows:
Fa := {x ∈ Aa | ∀s ∈ S[d(x,O) ≤ d(x, sO)]}.
For γ ∈ ZG(S) and w ∈ Ba let
La,γ := {x ∈ Gw | x is above a vertex in Fa and γx = x}.
Corollary 30. There is a c ∈ R such that for all semi-simple regular γ ∈
ZG(S) ∩ Pw:
|La,γ | ≤ c(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12
Proof. Let N ∈ N be the number of vertices in Fa and C be the C of Theorem
25. Then c := NC will do.
6.2 An upper-bound for the Weyl integral
Theorem 31. Let h ∈ G and x ∈ B(h). Then there is a C ∈ R such that
for all regular semi-simple γ ∈ GZG(S)∫
ZG(γ)\G
1hP[x,hx](g
−1γg)dg ≤ C(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 .
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Proof. By conjugating h with a suitable element of G, x can be moved to Ae.
Both sides are invariant under conjugation withG. So without loss of general-
ity we assume that γ ∈ ZG(S). Define T := ZG(γ). If the integral is non-zero,
there is a g ∈ G such that g−1γg ∈ hP[x,hx]. Then d(γ) = d(g−1γg) = d(h)
by equation 2. Thus without loss of generality we assume that d(γ) = d(h).
Since γ ∈ ZG(S) and x ∈ Ae(S), x ∈ B(γ). Thus by Lemma 24∫
T\G
1γPx(g
−1γg)dg ≤ |Lγ|.
So it is enough to show that |Lγ| ≤ C(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 .
Let M be a Levi subgroup, such that ZG(S) ⊂M . Define
ZG(S)M := {γ ∈ ZG(S) | d(γ) = d(h), γ is regular semi-simple and Mγ =M}.
We will give an upper-bound for |Lγ| for all γ ∈ ZG(S)M .
Lemma 32. Let x ∈ Be(G) and let M a Levi subgroup. Then Gx ∩ Be(M)
consists of finitely many M-orbits.
Proof. If the Lemma holds forM it also holds for gMg−1. Thus without loss
of generality we assume that S ⊂M . If gx ∈ Be(M), there is an m ∈M such
that mgx ∈ Ae. Thus every M-orbit may and will be represented by a point
in Ae. Let Fa be the fundamental domain of S in Ae. Then every M-orbit
has at least one point in Fa. Since Fa is bounded and there is an r ∈ R such
that d(z, z′) ≥ r for distinct z, z′ ∈ Gx, there are only finitely many points
of Gx in Fa. So the number of M-orbits in G ∩ Be(M) is finite.
Recall the canonical map φM : Be(M)→ Ba(M). Define
Lx,γ(M) := {y ∈ φM(Gx ∩Be(M)) | y is above a vertex of Fa and γy = y}.
By Corollary 30 and Lemma 32 there is a c ∈ R such that for all γ ∈ ZG(S)M :
|Lx,γ(M)| ≤ c(ht(Φ˜M )sdM(γ) + 1)n|DM(γ)|− 12 .
Let YM := Be(Z(M)) = Ae(Z(M)).
Then Ae(M) = Aa(M)⊕ YM .
Define πM : Be(M)→ YM by (g, x+y) 7→ (g, y), for x ∈ Aa(M) and y ∈ YM .
Define D := πM(Fa).
Lemma 33. There is a c0 only depending onM such that |Lγ| ≤ c0|Lx,γ(M)|.
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Proof. For z ∈ Lx,γ(M) define
F (z) := φ−1M (z) ∩ Lγ .
Let z′ ∈ Aa(M), a ∈ Aa(M) and u ∈ Ua, such that z = uz′ and z′ is above
a. Let v ∈ φ−1M (z) ∩Lγ . Then there is a y ∈ YM such that v = u(z′ + y). Let
a + y′ ∈ Fa such that u(z + y) is above a + y′. By Lemma 22, then y = y′.
Thus if v ∈ φ−1M (z) ∩ Lγ , then u−1v ∈ (z′ +D) ∩Gx.
Because there exists an r ∈ R>0 such that d(z, z′) > r for all distinct z, z′ ∈
Gx, there exists a N ∈ N such that |(z′ +D) ∩Gx| ≤ N for all z′ ∈ Aa(M).
Thus |F (z)| ≤ N and the Lemma follows.
Continuation of the proof of Theorem 31. By Lemma 33 and Corollary
30 for all Levi subgroups M containing S, there is a CM ∈ R>0 such that for
all γ ∈ ZG(S) with Mγ =M :
|Lγ | ≤ CM(ht(Φ˜Mγ )sdMγ(γ) + 1)n|DMγ(γ)|−
1
2 .
By Lemma 20 and the fact that there are only finitely many Levi subgroups
containing S there is a C ∈ R such that for all γ ∈ ZG(S) with d(γ) = d(h):
|Lγ| ≤ C(ht(Φ˜)sd(γ) + 1)n|D(γ)|− 12 .
Proposition 34. Let f ∈ C∞c (G) and let ω ⊂ G be a compact subset of G.
Then there exists a C ∈ R such that for all γ ∈ ZG(S) ∩ ω
|
∫
ZG(γ)\G
f(g−1γg)dg| ≤ C(ht(Φ˜)sd(γ) + 1)dimAa |D(γ)|− 12 .
Proof. Let Ω ⊂ G be a compact subset. Let T := ZG(γ). Then there are
g1, . . . , gm ∈ G and x1, . . . , xm ∈ Be such that dgi(xi) = d(gi) and Ω ⊂⋃m
i=1 giP[xi,gixi]. Therefore∫
T\G
1Ω(g
−1γg)dg ≤
m∑
i=1
∫
T\G
1giP[xi,gixi](g
−1γg)dg.
So it is enough to give an estimate for
∫
T\G
1giP[xi,gixi](g
−1γg)dg.
Take hi ∈ G such that xi ∈ hiAe(S). Now apply Theorem 31 to x ∈
Ae(hSh
−1) and γ ∈ ZG(S) ⊂ GZG(hSh−1).
Since C∞c (G) is spanned as C-vector space by the 1Ω with Ω a compact subset
of G, the proposition follows.
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7 Local summability of the character on GT
(S ⊂ T )
In this section we combine the upper-bounds for the Weyl integration formula
and for the character of the representation to show that the character is
locally summable on GT for a maximal torus T containing a maximal split
torus S. It turns out that it is enough to show that sdk is locally summable
on T . Inspired by Harish-Chandra [HC70, Lemma 43] we show that even
sdk|D|−ǫ is locally summable on every maximal F-torus T of G for some
ǫ > 0 depending on T .
7.1 Local summability of sdk|D|−ǫ on T
In the first part of this subsection T is an arbitrary F-torus (not necessarily
contained in G).
Integrating a function in a small neighborhood of the identity in a F-split
torus can be translated to integrating a function in a small neighborhood of
0 in a F-vector space. Just apply the map e : O → O×, e(a) := 1 + πa. If
χ ∈ X∗(T ), then integrating the function |χ(t)−1|−ǫ in a small neighborhood
of id, becomes integrating |(1 + πx)n − 1|−ǫ over a small neighborhood of 0.
To study the integral |(1 + πx)n − 1|−ǫ over O, we want to have an estimate
for the measure of
Or := {x ∈ O | v((1 + πx)n − 1) ≥ r}
in O. For this we study first
Or(f) := {x ∈ O | v(f(x)) ≥ r}
for a polynomial f ∈ O[x], with f 6= 0. In the case that T is not an F-
split torus there is in general no polynomial bijection between Om and a
neighborhood of the identity. However, we are able to construct a surjective
map from OnE to Υ for some Galois extension E and compact subgroup Υ of
T , using a generalised norm map NE/F : T (E)→ T (F). This gives rise to the
study of the measure of
Onr (f) := {x ∈ On | v(f(x)) ≥ r}
in On for a polynomial f ∈ OE[x1, . . . , xn], with f 6= 0.
For f ∈ F[x1, . . . , xn], write f =
∑
a∈Nn c(a)
∏n
i=1 x
ai
i .
Define mi := max {l ∈ N | ∃a ∈ Nn[ai = l and c(a) 6= 0]}.
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Define mf := maximi.
Thus mf is the highest number that occurs as a power of any xi in the
expression of f .
Thus for f(x1, x2) := x1x
3
2 + x1x2 + 2 we have m1 = 1, m2 = 3 and mf = 3.
Lemma 35. Let E/F be a finite field extension.
Let f ∈ OE[x1, . . . , xn] and f 6= 0. There exists a C ∈ R>0 such that for all
r ∈ Q and N ∈ N with N ≥ r:
1
qnN
|{x ∈ (OF/πNOF)n | v(f(x)) ≥ r}| ≤ CNn−1q−
r
mf .
Proof. Since f ∈ OE[x1, . . . , xn], to ask for x ∈ (O/πNO)n, whether v(f(x)) ≥
r makes sense if N ≥ r.
We prove this lemma with induction on n.
Assume that n = 1, so f(x) :=
∑m
i=1 aix
i, with am 6= 0. Take α1, . . . , αn in
an algebraic closure of E such that f(x) = am
∏m
i=1(x− αi).
Assume that v(f(x)) ≥ r. Then for some i, v(am) +mv(x − αi) ≥ r. Thus
v(x− αi) ≥ r−v(am)m .
So the number of x ∈ OF/πNOF such that v(f(x)) ≥ r is bounded by
mqN−
r−v(am)
m . Hence
1
qN
|{x ∈ OF/πNOF | v(f(x)) ≥ r}| ≤ mq−
r−v(am)
m .
Assuming that we know the Lemma for n, we will prove the Lemma for
n + 1.
Let m := mf . Without loss of generality assume that m = mn+1. Take
g0, . . . , gm ∈ OE[x1, . . . , xn] such that f =
∑m
i=0 gix
i
n+1. Then gm 6= 0 and
m ≥ mgm . Now we apply the induction hypothesis on gm. Take a C ∈ R>0
such that for all r ∈ Q and N ∈ N with N ≥ r,
1
qnN
|{x ∈ (OF/πNOF)n | v(gm(x)) ≥ r}| ≤ CNn−1q−
r
mgm .
Define the following sets
Vr := {x ∈ (O/πNO)n | v(gm(x)) = r},
Or,s := {x ∈ (O/πNO)n+1 | v(gm(x1, . . . , xn)) = s and v(f(x)) ≥ r}.
Define, for x1, . . . , xn ∈ O/πNO and r ∈ Q, the set:
Ux1,...,xn,r := {x ∈ O/πNO | v(f(x1, . . . , xn, x)) ≥ r}.
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So
Or,s = {x ∈ (O/πNO)n+1 | (x1, . . . , xn) ∈ Vs and xn+1 ∈ Ux1,...,xn,r}.
By the proof of the lemma in the case n = 1 we have
|Ux1,...,xn,r| ≤ mqN−
r−v(gm(x1,...,xn))
m
whenever v(gm(x1, . . . , xn)) < N .
Let x1, . . . , xn ∈ O/πNO, such that v(gm(x1, . . . , xn)) = s < N . Then
1
qN
|Ux1,...,xn,r| ≤ mq−
r−s
m .
By the induction hypothesis on gm we have
1
qnN
|Vs| ≤ CNn−1q−
s
mgm .
Thus
1
q(n+1)N
|Or,s| = 1
q(n+1)N
∑
x∈Vs
|Ux,r| ≤ 1
qnN
∑
x∈Vs
mq−
r−s
m
=
1
qnN
|Vs|mq− r−sm ≤ CNn−1q−
s
mgmmq−
r−s
m
≤ mCNn−1q− rm .
Let e be the ramification index of E/F. So
1
q(n+1)N
|{x ∈ (OF/πNOF)n+1 | v(f(x)) ≥ r}|
≤ 1
q(n+1)N
|{x ∈ (OF/πNOF)n+1 | v(gm(x1, . . . , xn)) ≥ N}|+
eN−1∑
i=0
1
q(n+1)N
|Or, i
e
|
≤ 1
qnN
|{x ∈ (OF/πNOF)n | v(gm(x)) ≥ N}|+
eN−1∑
i=0
1
q(n+1)N
|Or, i
e
|
≤ CNn−1q− Nmgm +
eN−1∑
i=0
mCNn−1q−
r
m
≤ CNn−1q− rm + eNmCNn−1q− rm
≤ 2emCNnq− rm .
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Let E/F be a finite Galois extension such that T is E-split. Define the
function NE/F : T (E)→ T (F) as follows:
NE/F(t) :=
∏
σ∈Gal(E/F)
σ(t).
Since T is Abelian, NE/F(t) is invariant under the Galois action. Hence the
image of NE/F lies in T (F). The group Gal(E : F) acts on X
∗(T ) by
(σ · χ)(t) := σ(χ(σ−1(t))).
Let m = dimT and n = [E : F].
Let χ1, . . . , χm be a basis for X
∗(T ) and X1, . . . , Xm the dual basis for
X∗(T ). Parametrize T (E) by (E
×)n → T (E):
a 7→
m∏
i=1
Xi(a).
Define K := {∏ni=1Xi(ai) : ai ∈ 1 + πOE}.
Take α ∈ E such that OE = OF[α].
Define αi := α
i−1 for i = 1, . . . , n. So
n∑
i=1
aiαi ∈ πkOE ⇔ ∀i[ai ∈ πkOF].
Write E as F-vector space with basis 1, α2, . . . , αn. For a ∈ Em, we define,
for 1 ≤ i ≤ m and 1 ≤ j ≤ n, the elements aij ∈ F to be the coordinates of
ai with respect to this basis. Thus
ai =
n∑
j=1
aijαi.
Define p : (Fn − 0)m → T (E) by:
p(a) :=
m∏
i=1
Xi(
n∑
j=1
aijαj).
Lemma 36. Let χ ∈ X∗(T ). There exist f, g ∈ OE[x11, . . . , xmn], such that
χ ◦NE/F ◦ p(a) = f(a)
g(a)
.
Moreover if p(a) ∈ K, then f(a), g(a) ∈ O×E .
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Proof. Let a ∈ E×, then
χ ◦NE/F ◦Xi(a) =
∏
σ∈Gal(E/F)
χ(σ(Xi(a))) =
∏
σ∈Gal(E/F)
σ(a)zσ ,
where zσ = 〈σ−1 · χ,Xi〉. An automorphism σ ∈ Gal(E/F) is, with E viewed
as F-vectorspace with basis 1, α2, . . . , αn, a polynomial map:
gσ(x1, . . . , xn) :=
n∑
i=1
σ(αi)xi.
Then for a =
∑n
i=1 aiαi with ai ∈ F we have
gσ(a1, . . . , an) = σ(a).
Since α ∈ OE also σ(αi) ∈ OE for i ≥ 0. Therefore gσ ∈ OE[x1, . . . , xn].
Thus
χ ◦NE/F ◦Xi(
n∑
j=1
ajαj) =
∏
σ∈Gal(E/F)
gσ(a1, . . . , an)
zσ =
fi(a1, . . . , an)
gi(a1, . . . , an)
,
where fi, gi ∈ OE[x1, . . . , xn]. The first part of the lemma follows.
If a ∈ 1+πOE, then σ(a) ∈ 1+πOE for all σ ∈ Gal(E/F). Thus if p(a) ∈ K,
then f(a), g(a) ∈ O×E .
Fix χ ∈ X∗(T ).
For r ∈ 1
e
N define
Kr := {k ∈ K : v(χ ◦NE/F(k)− 1) ≥ r}.
Then Kr is a compact open subgroup of K.
Lemma 37. There exist c1, c2 ∈ R>0 such that
1
[K : Kr]
≤ c1⌈r⌉nm−1q−
r
c2 ,
for all r ∈ 1
e
N.
Proof. Take f, g ∈ OE[x11, . . . , xmn] as in Lemma 36.
Since the elements of T (F) are invariant under the Galois action:
χ ◦NE/F|T (F) = nχ|T (F).
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Since T (F) is Zariski dense in T , there is a t ∈ T (F) such that nχ(t) 6= 1. So
there is a t ∈ T (F) such that χ ◦NE/F(t) 6= 1. Thus f(a)g(a) 6= 1.
Let e : OE → 1 + πOE by e(a) := 1 + πa.
Let p′ : (OnF)m → K defined by
p′(a) :=
m∏
i=1
Xi(e(
n∑
j=1
aijαi)).
Then p′ is a bijection. Now
χ ◦NE/F ◦ p′(a) = ψ(f)(a)
ψ(g)(a)
,
where ψ : E[x11, . . . , xmn]→ E[x11, . . . , xmn] is the automorphism defined by
ψ(xij) :=
{
1 + πxij if j = 1
πxij otherwise.
The bijection p′ gives a set corresponding to Kr in (OnF)m:
(OnF)mr := p′−1(Kr) = {a ∈ (OnF )m | v
(
ψ(f)(a)
ψ(g)(a)
− 1
)
≥ r}.
Since for all x ∈ (OnF)m, ψ(g)(x) ∈ O× we have
v
(
ψ(f)(x)
ψ(g)(x)
− 1
)
= v(ψ(f)(x)− ψ(g)(x)).
Define h(x) := ψ(f)(x)− ψ(g)(x), then h ∈ OE[x11, . . . , xmn] and
(OnF)mr = {a ∈ ((OF)n)m | v(h(a)) ≥ r}.
Define K(N) := {∏ni=1Xi(ai) : ai ∈ 1 + πNOE}.
Now p′(a)K(N) = p′(a′)K(N) if and only if aij ≡ a′ij mod πN−1OF. Let
N ≥ r, then K(N) < Kr. Thus
1
[K : Kr]
=
1
qnm(N−1)
|{x ∈ (OF/πN−1OF)mn | v(h(x)) ≥ r}|.
By Lemma 35 there exists a C such that for all r and N with N ≥ r,
1
qnmN
|{x ∈ (OF/πNOF)mn | v(h(x)) ≥ r}| ≤ CNnm−1q−
r
mh .
Take N = ⌈r⌉+ 1. Thus 1
[K:Kr]
≤ C(⌈r⌉+ 1)nm−1q− rmh .
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Define Υ := NE/F(K). Since K is compact, Υ is a closed subgroup of
T (F). We have Υ < K. Let Υr := {s ∈ Υ | v(χ(s) − 1) ≥ r}. Define
T (F)r := {t ∈ T (F) : v(χ(t)− 1) ≥ r}.
Lemma 38. [K : Kr] = [Υ : Υr] ≤ [T (F) ∩K : T (F)r ∩K].
Proof. Since NE/F : K → Υ is surjective,
[Υ : Υr] = [K : Kr kerNE/F].
If k ∈ kerNE/F, then χ ◦ NE/F(k) = χ(1) = 1. Thus kerNE/F < Kr. So
Kr kerNE/F = Kr. Thus [K : Kr] = [Υ : Υr].
Since Υ < T (F) ∩K and Υr = T (F)r ∩K ∩Υ,
[Υ : Υr] ≤ [T (F) ∩K : T (F)r ∩K].
Proposition 39. There exists an ǫ > 0 such that |χ(t) − 1|−ǫ is locally
summable on T (F).
Proof. Let t0 ∈ T . If χ(t0) 6= 1, then |χ(t)− 1|−ǫ is constant on a neighbor-
hood of t0. Thus in particular |χ(t)− 1|−ǫ is locally summable around t0.
Assume that χ(t0) = 1 and
∫
K
|χ(t) − 1|−ǫdt < ∞ for some open compact
subgroup K < T . Since χ(t0t) = χ(t) for t ∈ K,∫
toK
|χ(t)− 1|−ǫdt =
∫
K
|χ(t)− 1|−ǫdt <∞.
So then |χ(t)−1|−ǫ is locally summable around t0. Thus it is enough to show
that for some open compact subgroup K∫
K∩T (F)
|χ(t)− 1|−ǫdt <∞.
Take K as before. Change µ such that µ(T (F) ∩K) = 1. Take c1, c2 ∈ R>0
as in Lemma 37. Then∫
K∩T (F)
|χ(t)− 1|−ǫdt ≤
∞∑
s=0
qǫ
s
eµ(T (F) s
e
) ≤
∞∑
s=0
qǫ
s
e
1
[K : K s
e
]
≤
∞∑
s=0
qǫ
s
eC
⌈s
e
⌉c1
q
− 1
c2
s
e =
∞∑
s=0
C
⌈s
e
⌉c1
q
(ǫ− 1
c2
) s
e ,
where the second inequality is due to Lemma 38. The last sum converges if
ǫ < 1
c2
.
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From now on T is a maximal F-torus in G. Let R(G, T ) be the roots of
T and G. Define
M := max
α∈R(G,T )
m
max
i=1
〈α,Xi〉 .
Corollary 40. Let α ∈ R(G, T ). The function |α(t)−1|−ǫ is locally summable
on T (F) for ǫ < 1
M [E;F]
.
Proof. By the proof of Proposition 39, if ǫ < 1
c2
for the c2 of Lemma 37,
the function |α(t)− 1|−ǫ is locally summable. The c2 of Lemma 37 is equal
to mh, where h = ψ(f) − ψ(g) for the g and f of Lemma 37. Therefore
mh ≤ max(mf , mg). The proof of Lemma 36 shows that
f(x11, · · · , xmn) =
m∏
i=1
fi(xi1, · · · , xin),
g(x11, · · · , xmn) =
m∏
i=1
gi(xi1, · · · , xin).
Thus mf = max
m
i=1mfi and mg = max
m
i=1mgi.
The fi and gi are such that
α ◦NE/F ◦Xi(
n∑
j=1
ajαj) =
∏
σ∈Gal(E/F)
gσ(a1, . . . , an)
zi,σ =
fi(a1, . . . , an)
gi(a1, . . . , an)
,
with zi,σ = 〈σ−1 · α,Xi〉. Therefore
max(mfi , mgi) ≤
∑
σ∈Gal(E:F)
|zi,σ| ≤ [E : F]M,
since σ−1 · α ∈ R(G, T ) for all σ ∈ Gal(E : F). Thus
mh ≤ max(mf , mg) = max( mmax
i=1
mfi,
m
max
i=1
mgi) ≤ [E : F]M.
Lemma 41. Let X be a space with measure µ and let f : X → R≥0 and
g : X → R≥0. Assume that f−ǫ and g−ǫ are locally summable if 0 < ǫ < ǫo.
Then (fg)−ǫ is locally summable if 0 < ǫ < ǫo
2
.
Proof. If f−ǫ is locally summable for all ǫ < ǫo, then (f
2)−ǫ is locally summable
for all ǫ < ǫo
2
. Thus f−ǫ and g−ǫ are locally square integrable for all ǫ < ǫo
2
.
Then (fg)−ǫ is locally summable for all ǫ < ǫo
2
.
Theorem 42. If ǫ < 1
2|R(G,T )|−1M [E:F]
, then |D(t)|−ǫ is locally summable on T .
Moreover if ǫ < 1
2|R(G,T )|M [E:F]
, then, for all n ∈ Z≥0, the function sd(γ)n|D(t)|−ǫ
is locally summable on T .
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Proof. That |D(t)|−ǫ is locally summable on T for 0 < ǫ < 1
2|R(G,T )|−1M [E:F]
follows from the Corollary 40 and Lemma 41.
First we show that sdnα is locally summable for all n ∈ Z≥0.
Let to ∈ T . If α(t) 6= 1, then sdα is locally constant on to and hence sdnα is
locally summable around to.
If α(to) = 1, then let U := α
−1(O) be a neighborhood of to. So it is enough
to show that sdnα is locally summable in U .
By Proposition 39 there is an ǫ > 0 such that |α(t) − 1|−ǫ is locally
summable on T . Since |α(t) − 1|−1 = qsdα(t) if v(α(t) − 1) ≥ 0, there is a
N ∈ N such that sdα(t)n ≤ N |α(t) − 1|−ǫ for all t ∈ U . Thus sdα(t)n is
locally summable on U , since N |α(t)− 1|−ǫ is.
If 0 < ǫ < 1
2|R(G,T )|M [E:F]
, then |D(t)|−2ǫ is locally summable by the first
statement of this Theorem. Since sdα(t)
n is locally summable for all n ∈ Z≥0,
also sd(t)2n is locally summable for all n ∈ Z≥0. Thus sd(t)n|D(t)|−ǫ is locally
summable for 0 < ǫ < 1
2|R(G,T )|M [E:F]
, because sd(t)2n and |D(t)|−2ǫ are locally
summable.
In the case that char F = 0 and ǫ is small, Theorem 42 has been proven
by Harish-Chandra in [HC70, Lemma 43].
7.2 Local summability of the character
Lemma 43. Let ω ⊂ G be compact and T a maximal torus. Then Gω ∩ T
is contained in a compact subset of T , i.e. is bounded.
Proof. Assume that T is F-split.
Let d : G→ R be the displacement function of Be.
CLAIM: For each r ∈ R the set {t ∈ T | d(t) ≤ r} is bounded.
By the proof of [BT72, Proposition 7.4.25] there is a retraction ρ : Be → Ae
defined by y = uρ(y) for some u ∈ U+. Now ρ is T -equivariant:
tux = tut−1tx, so ρ(tux) = tx = tρ(ux). Thus
d(x, tx) = d(ρ(ux), ρ(tux)) ≤ d(ux, tux).
Thus d(t) = d(tx, x) for x ∈ Ae(T ). Therefore d(t) = d(v(t),O). Since
there are only finitely many points x ∈ TO with d(x,O) ≤ r, the set
{t ∈ T | d(t) ≤ r} is bounded.
The function g 7→ d(g) is a continuous class function, see [Moy00] and
[DeB02b, Lemma 3.4.7]. Thus the image of Gω is compact in R. So Gω ∩ T
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is bounded.
Now we go to the general case:
Let E be a field extension of F such that T is E-split. Since G(E)ω ∩ T (E) is
bounded and Gω ∩ T ⊂ G(E)ω ∩ T (E), also Gω ∩ T is bounded.
If ω is compact modulo Z(G), then Gω∩T is also compact modulo Z(G).
This could be proven in the same way as Lemma 43; by the displacement
function on the reduced building. There is in this case a more elementary
proof using g 7→ det(ad(g)− x), see [HC70, Lemma 39].
Proposition 44. Let T be a maximal torus of G containing a maximal split
torus S. The function γ 7→ (ht(Φ˜)sd(γ)+1)m|D(γ)|− 12−ǫ is locally summable
on GT for small ǫ ≥ 0.
Proof. (See [HC70, VII,§1]) Let ω ⊂ G be compact open. By the Weyl
integration formula and Proposition 34:∫
GT
1ω(g)(ht(Φ˜)sd(g) + 1)
m|D(g)|− 12−ǫdg
= |W |−1
∫
T
|D(t)|
∫
T\G
1ω(g
−1tg)(ht(Φ˜)sd(g−1tg) + 1)m|D(g−1tg)|− 12−ǫdgdt
= |W |−1
∫
T
|D(t)|
∫
T\G
1ω(g
−1tg)(ht(Φ˜)sd(t) + 1)m|D(t)|− 12−ǫdgdt
≤ C
∫
T
1Ω(t)|D(t)| 12 (ht(Φ˜)sd(t) + 1)n+m|D(t)|− 12−ǫdt,
where Ω ⊂ T is compact and G(ω)∩T ⊂ Ω (see Lemma 43). The right-hand-
side is finite by Theorem 42.
Theorem 45. Let (ρ, V ) be a G-representation of finite length with character
θ and f ∈ C∞c (G), then for every torus T containing S:∫
GT
f(g)θ(g)dg <∞.
Proof. This follows from Propositions 19 and 44.
The following Corollary has already been proven by Van Dijk in [Dij72,
Theorem 3] by other means.
Corollary 46. Assume that G is quasi-split. Let χ be a representation
of T := ZG(S) of finite length. Then the character of ind
G
B(χ) is locally
summable.
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Proof. Since G is quasi-split, T is a maximal torus. Let γ be a regular
semi-simple element not in GT . Let K < G be a compact open subgroup
such that γK ⊂ GZG(γ) (see [MS12, Lemma 6.5] for a specific K). Let
Ko := K ∩ γKγ−1, then KoγKo ⊂ γK ⊂G ZG(γ). Thus GT ∩KoγKo = ∅.
So for every open compact subgroup K ′ ⊂ Ko we have TgK ′∩TgK ′γK ′ = ∅
for all g ∈ G. Since the character of indGBχ is supported on GT ,
tr(indGB(χ)(eK ′ ∗ γ ∗ eK ′)) = 0.
Hence the character of the induced representation is zero on the regular semi-
simple elements outside GT . Now apply Theorem 45.
8 Future work
This article is based on the study of fixed points in the reduced and extended
building of compact regular semi-simple element in the centralizer of a max-
imal split torus. The understanding of the distribution of these fixed points
gives the estimates for the character of an admissible smooth representation
and the Weyl integration formula. In the last chapter we saw that both
upper-bounds are small enough to prove that the character of a finite length
representation is locally summable on GT , for T containing a maximal split
torus.
A study of fixed points for general regular semi-simple elements should
lead to similar estimates. We hope that these upper-bounds can be chosen
small enough to prove that for every maximal torus T the character is lo-
cally summable on GT . In the case that there are finitely many conjugacy
classes of tori the locally summability of the character follows from the lo-
cally summability on GT . However in positive characteristic there could be
infinitely many conjugacy classes of tori. In that case the estimates should
be synchronized in some way.
In the last section we introduced a generalization of the norm map NE/F :
T (E)→ T (F). It would be interesting to see whether this map has analogous
properties as the regular norm map. In particular whether the norm map is
open and whether [T (F) : NE/F(T (E))] <∞.
9 Appendix
In this appendix we give a proof of the Weyl integration formula:
39
Theorem 47 (The Weyl Integration Formula). Let G be a p-adic reductive
group, T a maximal torus of G and W = NG(T )/T its Weyl group. Assume
that the measures on G, T and G/T are such that for all f ∈ C∞C (G):∫
G
f(g)dg =
∫
G/T
∫
T
f(gt)dtdg∗.
Let f ∈ C∞c (G), then∫
GT
f(g)dg =
1
|W |
∫
T
∫
G/T
f(gtg−1)dg∗dt.
The Weyl integration formula is a well-known result in the theory of
reductive groups. However the author could not find a ”spelled out” proof
of the formula for the p-adic case in the literature. Harish-Chandra [HC70,
Lemma 42] mentions that (in the characteristic 0 case) the proof is the same
as in the real case. The proof in the real case depends on the substitution rule
from the theory of analytic manifolds. For the readers, that are not quite
familiar with analytic/differential geometry, we give a couple of references
and results, before we start proving the Weyl integration formula.
We refer to [Ser65] for the definitions of an analytic manifold and of a
tangent space in a point.
Since G(F) is Zariski-dense in G and G is an affine linear algebraic group,
we have an analytic structure on G(F), by [PR94, §3.1].
For the integration on the group G we refer to [PR94, §3.5]. The G-invariant
measure on G can be defined as follows: Let ω ∈ ∧n T ∗e (G) with ω 6= 0, then
define ωg := L
∗
g−1ω. The map g 7→ ωg is a G-invariant n-form on G and leads
to a G-invariant measure.
Let H be an analytic submanifold of G. There is an unique analytic
structure on the quotient G/H making π : G → G/H into a submersion by
[Ser65, LG §4.5]. Now G is a so-called right principal H-bundle over the
base G/H , [Ser65, LG §4.5, Theorem 6]. In particular there is for every
b ∈ G/H an open set Ub and an analytic isomorphism τ : π−1Ub → Ub ×H ,
such that τ(x) = (π(x), φ(x)). The function τ is called the local trivialisation.
As shown in [DK00, §3.13] we can choose the differential forms on G,
G/T and T in such a way that∫
G
f(g)dg =
∫
T
∫
G/T
f(gt)dgdt.
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If τ : π−1U → T × U is a local trivalization, then∫
π−1U
f(g)dg =
∫
U
∫
T
f(τ−1(u, t))dgdt.
Proof of Theorem 47. The proof of [DK00, Theorem 3.14.1] in the real com-
pact case works in this case as well. We only take a different definition of
the subspace q. It has to be a Ad(T )-stable F-linear subspace of g, which
is complementary to t. When the characteristic of F is zero, the resulting
subspace is the same.
The Lie algebra t of T has a complementary Ad(T )-invariant space q
defined over F. We define q :=
⊕
α∈R(G,T ) gα. Then q is Ad(T )-invariant. If
T is F-split, then clearly gα is defined over F and hence also q is defined over
F. Take E a Galois-extension of F such that T is E-split. Let Γ := Gal(E : F).
Since T is E-split, q and gα are defined over E. Thus q is defined over F if
and only if it is Γ-invariant. Let x ∈ gα, then for all γ ∈ Γ:
tγ(x)t−1 = γ(γ−1(t)xγ−1(t−1)) = γ(α(γ−1(t))x) = γ(α(γ−1(t)))γ(x).
Thus γ(α(γ−1(·))) ∈ R(G, T ), hence γ(x) ∈ q.
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