The ability to decode atypical and degraded speech signals as intelligible is a hallmark of speech perception. Human adults can perceive sounds as speech even when they are generated by a variety of nonhuman sources including computers and parrots. We examined how infants perceive the speech-like vocalizations of a parrot. Further, we examined how visual context influences infant speech perception. Nine-month-olds heard speech and nonspeech sounds produced by either a human or a parrot, concurrently with 1 of 2 visual displays: a static checkerboard or a static image of a human face. Using an infant-controlled looking task, we examined infants' preferences for speech and nonspeech sounds. Infants listened equally to parrot speech and nonspeech when paired with a checkerboard. However, in the presence of faces, infants listened longer to parrot speech than to nonspeech sounds, such that their preference for parrot speech was similar to their preference for human speech sounds. These data are consistent with the possibility that infants treat parrot speech similarly to human speech relative to nonspeech vocalizations but only in some visual contexts. Like adults, infants may perceive a range of signals as speech.
Speech and language are privileged signals for young infants. Human newborns have listening biases for speech and rapidly tune their listening preferences such that by 3 months, they privilege speech compared to many nonspeech sounds (Butterfield & Siperstein, 1970; Colombo & Bundy, 1981; Shultz & Vouloumanos, 2010; Spence & DeCasper, 1987; Vouloumanos, Hauser, Werker, & Martin, 2010; Vouloumanos & Werker, 2004 . Infants also develop some expectations about the types of vocalizations associated with different species, matching speech to human faces but not to monkey faces by 5 months of age (Vouloumanos, Druhen, Hauser, & Huizink, 2009 ). However, little is known about how infants perceive atypical speech signals and which sources of information infants use during speech perception. We examine how infants perceive nonhuman speech-like vocalizations produced by a parrot, which has a markedly different vocal anatomy from that of humans. Specifically, we ask two related questions: (1) How do infants perceive speech-like sounds with an atypical acoustic structure? and (2) Does visual context influence infants' perception of atypical speech signals?
Although the structure of the human vocal tract is uniquely suited to the production of speech, some nonhuman animals also produce speech-like vocalizations. The mimicry of speech by birds is remarkable considering the striking differences between the human and avian vocal apparatuses. The descent of the human larynx and related vocal tract changes are often considered the critical evolutionary modifications that allowed humans to develop speech (cf. Fitch & Reby, 2001; Lieberman, Klatt, & Wilson, 1969) . However, the parrot and mynah bird are able to mimic human speech without a descended larynx. Morphological structures such as bronchi, tracheas, nasal cavities, larynxes, and tongues used in human speech production are also different in birds (Ladefoged, 2006; Patterson & Pepperberg, 1994; Warren, Patterson, & Pepperberg, 1996) . For example, whereas the parrot trachea appears to lengthen and contract as sounds are produced and thus act as a modifier, the human trachea plays a minor role in speech production, serving only to pass air from the lungs to the larynx (Ladefoged, 2006) . Further, the crucial vibratory structure during sound production varies between species: Humans use the larynx, but parrots use the syrinx (Nottebohm, 1976; Warren et al., 1996) . Moreover, where humans depend on their lips and teeth for articulation, birds appear to use their syrinx and air sacs, although both species modify their tongue shape (Patterson & Pepperberg, 1994) .
Despite their different vibratory and articulatory structures, parrots can mimic human speech such that human adults can perceive and label parrot utterances as speech (Bottoni, Masin, & LentiBoero, 2009; Klatt & Stefanski, 1974; Patterson & Pepperberg, 1994 . A comparative analysis of human and parrot vowel and stop consonant production suggests a possible basis for perceiving parrot speech-like vocalizations as speech. Vowels produced by parrots consistently yield second formants (F 2 s) 1 within the range of F 2 s produced by women and children during vowel production (Bottoni et al., 2009; Patterson & Pepperberg, 1994;  see Figure 1 ), while the first formant (F 1 ) in parrot vowels is variable and unlike human speech (Bottoni et al., 2009; Patterson & Pepperberg, 1994 . Consonants, like vowels, correlate with some but not all acoustic properties of human consonants (Patterson & Pepperberg, 1998) .
2 Place of articulation is consistent with humans for some stop consonants-such as /t/, /d/, /k/, and /g/-but not bilabials /p/ and /b/, which humans produce using the lips. Voicing is the most similar acoustic dimension between parrot stop consonants and human stop consonants. The perception of parrot speech-like sounds as speech may rely, in part, on F 2 for vowels, and place and voicing similarities for consonants.
How would humans perceive atypical speech sounds as speech? Both adults and infants process computer-synthesized speech syllables with relative ease, for example, extracting statistical and rule-based patterns in learning tasks (e.g., Endress, Scholl, & Mehler, 2005; Marcus, Vijayan, Bandi Rao, & Vishton, 1999; Saffran, Aslin, & Newport, 1996; Saffran, Newport, Aslin, Tunick, & Barrueco, 1997) . Adults are remarkably adept at perceiving speech as intelligible even when it has been spectrally and temporally distorted (e.g., Remez, Rubin, Pisoni, & Carrell, 1981; Saberi & Perrott, 1999; Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995) . Extensive experience with the acoustic structure of human speech could allow adults to interpret parrot vocalizations as speech by assimilating parrot vocalizations to known speech sounds (Bradlow & Alexander, 2007; Flege, 1984; Lieberman, 1963; Tsukada et al., 2005) .
Although infants have less exposure to speech than do adults, by 9 months, infants have sufficient exposure to recognize native language vowels (Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992; Polka & Werker, 1994) , rhythm (Nazzi & Ramus, 2003) , and phonotactics Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993; Jusczyk & Luce, 1994) but have not yet solidified their native language consonant categories (Narayan, Werker, & Beddor, 2010; Werker & Tees, 1984) . Thus, by 9 months, infants can use several different speech cues to recognize their native language and thus might have a more robust representation for native-language speech sounds than do younger infants. Infant speech perception abilities also differ from those of adults, with infants typically able to discriminate more sound differences than do adults (e.g., Aslin, Pisoni, Hennessy, & Perey, 1981; Kuhl et al., 1992; Werker & Tees, 1984) , suggesting a heightened sensitivity to the acoustic structure of speech. Infants may use this heightened sensitivity to the acoustic similarities (e.g., F 2 ) between human speech and parrot speech to interpret parrot speech-like vocalizations similarly to speech. Alternatively, heightened sensitivity to the acoustic differences (e.g., F 1 ) between parrot and human vocalizations may lead infants to perceive parrot speech similarly to nonspeech.
In addition to being influenced by the intrinsic acoustic structure of the signal, adult speech perception is influenced by extrinsic, or extralinguistic, contextual factors. Speech perception in adults can be modified with verbal instruction (Remez et al., 1981) , supporting syntactic and semantic context (Davis & Johnsrude, 2003; Ganong, 1980; Gaskell & Marslen-Wilson, 1997) , and perceptualmotor representations of speech (Gick & Derrick, 2009; Mann & Liberman, 1983; McGurk & MacDonald, 1976; Skipper, Nusbaum, & Small, 2005) . Adult speech perception thus recruits linguistic and extralinguistic information for interpreting the speech signal.
Infant speech perception also shows evidence of adult-like contextual influences. However, without access to an adult-like lexicon, syntax, or extensive perceptual-motor experience, young infants may rely on different sources of extralinguistic information 2 Consonants are typically described using three acoustic dimensions: place of articulation (based on the primary position of the tongue during articulation), manner of articulation (depending on the air-stream mechanism, oral or nasal, used in production), and voicing (depending on the timing of vibration of the vocal folds during sound production). This document is copyrighted by the American Psychological Association or one of its allied publishers.
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in their perception of speech. One important source of information is the visual percept, and indeed, by 9 months, infants show robust multimodal perception abilities (reviewed in Bahrick, Lickliter, & Flom, 2004) . They match faces with voices on the basis of age or maturity (Bahrick, Netto, & Hernandez-Reif, 1998) , gender (Walker-Andrews, Bahrick, Raglioni, & Diaz, 1991) , and emotion (Walker-Andrews, 1997), and this redundant intersensory information may even guide learning (Bahrick et al., 2004) . In audiovisual perception of speech segments, infants can integrate visual articulatory cues of dynamic human faces to generate a speech percept that differs from both the pure acoustic and the pure visual information available (e.g., Burnham & Dodd, 2004; Desjardins & Werker, 2004; Massaro, 1984; Pons, Lewkowicz, Soto-Faraco, & Sebastian-Galles, 2009 ). Infants' experience with speech being produced by humans (Vouloumanos et al., 2009 ) may lead them to associate and even expect to hear speech in the presence of a human face. Infants can use visual context, specifically mouth movements or distinct objects, to distinguish and categorize speech sounds (Teinonen, Aslin, Alku, & Csibra, 2008; Yeung & Werker, 2009) . Infants even listen to speech sounds differently in the presence of different visual stimuli: While speech presented with an unbounded checkerboard display induces infants to discriminate sounds, a bounded coherent object induces infants to treat speech as a label for the objects (e.g., Spelke, 1990; Stager & Werker, 1997) . Concurrent visual context (faces or objects) thus can change infants' percept from one speech sound to a different speech sound and can help categorize different speech sounds, but it is not known whether visual context can influence the perception of atypical speech sounds. In this experiment, we asked whether infants could perceive a speech-like vocalization produced by a parrot similarly to human speech. We examined two potential contributors to infants' perception of a sound as speech: (1) the similarities in acoustic structure between a parrot speech-like vocalization and human speech and (2) the influence of visual context, specifically a static image of a human face. We used infants' robust preference for listening to human speech (Butterfield & Siperstein, 1970; Colombo & Bundy, 1981; Shultz & Vouloumanos, 2010; Spence & DeCasper, 1987; Vouloumanos & Werker, 2004 as an index of their perception of a sound as speech.
First, to examine how infants perceive speech-like sounds with an atypical acoustic structure, infants heard two types of parrot vocalizations: one nonspeech vocalization (chirp/squawk) and one speech-like vocalization. If infants perceive the similarities between parrot speech-like vocalizations and human speech, they should prefer parrot speech to nonspeech, much like infants prefer human speech to human nonspeech sounds (e.g., Shultz & Vouloumanos, 2010) . Alternatively, if infants are rigid about the specific characteristics of potential speech sounds, they should treat parrot speech-like vocalizations similarly to nonspeech. We further sought to replicate the preference for human speech over nonspeech observed in prior studies (e.g., Vouloumanos & Werker, 2004 .
Second, we examined how visual context influences infant speech perception. In half the trials, infants heard the different vocalizations in the presence of a checkerboard, as is typical of speech perception tasks with infants (e.g., Stager & Werker, 1997) . In the other half of the trials, infants heard the different vocalizations in the presence of a static image of a human face. If the presence of a human face led infants to prefer parrot speech-like vocalizations to nonspeech, this would suggest that infants' detection of speech sounds is modulated by visual context. Alternatively, human faces could have no effect or a reverse effect on infants' preference for parrot speech-like vocalizations relative to nonspeech, suggesting either that human faces are not sufficient to cue infants to the presence of speech or that human faces make infants more selective about the characteristics of potential speech sounds.
Method
We examined infants' preferences for speech and nonspeech sounds from a parrot and from a human source. Sounds were presented with two different visual stimuli, a static checkerboard or a static image of a human face, to examine the effect of visual context on infants' detection of speech.
Participants
Infants were recruited at birth from a local hospital. Parents who agreed to be contacted were later approached by phone or e-mail to participate. All infants were full-term deliveries (37.5 weeks or later) and were exposed to a minimum of 40% English in their home environment.
Thirty-two 9-month-old infants (16 girls, 16 boys; M age ϭ 9 months, 9 days; range ϭ 8 months, 24 days to 9 months, 21 days) completed the study. An additional seven infants were excluded from analysis because of fussiness (1), overactivity and inattention (3), three looking times greater than 2.5 standard deviations from the mean (1), and technical errors (2). Caregivers gave informed consent on their infant's behalf. All procedures were approved by the university's institutional review board.
Materials
Auditory stimuli. Infants were presented with four types of sounds: human speech, human nonspeech, parrot speech, and parrot nonspeech. See Figure 1A for spectrograms of representative tokens from each of the four sound types. Human speech consisted of four different English tokens recorded by one adult female native speaker: truck, treat, dinner, and two. The same speaker recorded two tokens of human nonspeech sounds: throat clearing and whistling. The parrot speech-like and nonspeech vocalizations were extracted from video recordings of Alex, a research parrot studied by Irene Pepperberg (Brandeis University). Parrot speech included four tokens that consisted of the same four words as for human speech: truck, treat, dinner, and two. The two parrot nonspeech tokens consisted of a chirping sound that was similar to a human whistle and a squawk that was similar to human throat clearing.
Human whistles are produced similarly to speech. A stream of air is created through the mouth by puckering the lips and forcing that air through a small aperture (Ostwald, 1959) . The pitch of whistles is varied by using the tongue to change the shape of the mouth cavity as the air passes through. Whistles are less acoustically complex than speech. Specifically, whistles are often pure tones, with sound energy concentrated in a narrow band of the This document is copyrighted by the American Psychological Association or one of its allied publishers.
frequency spectrum (Ostwald, 1959) . The whistle used in the current study was produced at 1,700 Hz. Throat clearing is also produced similarly to speech. In fact, there is a specific vocal register known as low-pitch harsh voice that is said to resemble throat clearing. A throat clear is produced by using an airstream to flutter the aryepiglottic folds, known as aryepiglottic trilling, which produces a low-frequency sound at 50 -60 Hz, while intermittent voicing may contribute additional sound signals at higher frequencies (Edmondson & Esling, 2006; Esling & Harris, 2005) . Throat clearing sounds are acoustically different from speech. Specifically, the concentration and location of sound energy produced during the throat clear are constant throughout the vocalization, unlike speech, which is more variable in its energy.
A squeaky attention-getting sound was used during the pretest trials.
Acoustic analyses. Sound measurement and editing was done using Praat (Version 4.6.38; Boersma & Weenink, 2004) . Length and pitch for all sounds are reported in Table 1 . Spectrographic data were generated, and the frequencies of the first and second formants (F 1 and F 2 ) were measured. Once F 1 and F 2 were identified for a particular vowel, frequencies were measured at the center of the dark band of energy characteristic of formants for both F 1 and F 2 . Frequency measurements were then compared to measurements taken from peaks of energy seen on a spectrogram of the selected vowel section. Because previous analyses reported differences in F 1 but not F 2 between parrot and human speech (Bottoni et al., 2009; Patterson & Pepperberg, 1994) , we compared F 1 and F 2 . Although the mean F 1 and F 2 values were numerically different between parrot speech-like vocalizations (M F1 ϭ 688 Hz, M F2 ϭ 1,456 Hz) and human speech (M F1 ϭ 575 Hz, M F2 ϭ 1,628 Hz), this difference did not reach significance for F 1 , t(3) ϭ -1.14, p Ͼ .05, or F 2 , t(3) ϭ 0.29, p Ͼ .05, likely due to the small sample size (only four tokens from each species). Analysis over a larger set of vocalizations revealed a difference in F 1 , t(21) ϭ -2.30, p Ͻ .05, but not F 2 , t(21) ϭ 0.57, p Ͼ .05, between species, with F 1 higher in parrot speech (M ϭ 765 Hz) than human speech (M ϭ 676 Hz), replicating previous studies (Bottoni et al., 2009; Patterson & Pepperberg, 1994; see Figure 2 ).
Tokens were edited into 40-s sound files in which a given token was repeated with an interstimulus interval of 1,600 -1,800 ms for a maximum of 17-21 repetitions per trial. The files included 500 ms of silence at the beginning and end.
Visual stimuli. Visual stimuli consisted of a static and stationary black-and-white checkerboard pattern and static color photographs of five adult female human faces (see Figure 1B for a sample in black and white). Individuals were photographed from the neck up, and photos were cropped and positioned in front of a black background using Adobe Photoshop CS3 Version 10.0.1. The display size of each face was 5.5-6 in. wide by 8.3-9 in. tall.
Apparatus
Testing was conducted in a 6.5 ft ϫ 8 ft room, enclosed by cream-colored curtains and lit from above. Infants were seated on a caregiver's lap 3 ft away from a 30-in. Apple monitor and recorded for offline coding using a digital video camera placed 6 in. below the monitor. Sounds were played at an average amplitude of 57 dB (Ϯ3 dB; sound pressure levels were measured using the A scale, slow setting) using a speaker behind the monitor. Stimuli were presented from a Macintosh G5 using Habit ϫ 1.0 (Cohen, Atkinson, & Chaput, 2004) . Experimenters were blind to specific conditions and controlled stimulus presentation from outside the testing room while observing the infant's behavior through a closed-circuit television. The caregiver and experimenter listened to masking music over headphones.
Design and Procedure
Infants were seated on a caregiver's lap and tested using an infant-controlled sequential preferential looking procedure (e.g., Cooper & Aslin, 1994; Vouloumanos & Werker, 2004) . Between every trial, a red flashing light was presented on the monitor to attract the infant's attention. Once initiated, a trial ended when the infant looked away for more than 2 s or when the maximum trial length of 40 s was reached. When the infant looked back at the monitor, the next trial began. Trials were coded offline, and the offline data were used in the analyses. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Each participant was tested on two blocks (checkerboard, face), each with four trials (human speech, human nonspeech, parrot speech, parrot nonspeech), with block order and trial order counterbalanced between participants. Although infant speech perception studies generally present two or three different auditory stimulus types, here we present four types (as in, e.g., Shultz & Vouloumanos, 2010) . This increases the variability of the stimuli but allows us to vary two factors systematically: the source of sound (human or parrot) and the type of vocalization (speech or nonspeech) in a within-subject design. In the checkerboard block, infants heard one token from each of the four different sound types accompanied by a black-and-white checkerboard display. In the face block, infants heard one token from each of the four different sound types, accompanied by one of four different static faces. The order of the faces was constant across all infants (but the order of sounds were counterbalanced) so that, across infants, every sound was presented with different faces. Each block was preceded by a pretest in which infants heard a squeaky sound accompanied by either a checkerboard or a face, depending on the block. Each infant heard different words for the human and parrot speech tokens. For example, if a particular infant heard truck as the parrot speech token, the human speech token for that infant was one of the other three words (not truck).
Results
We calculated average looking times for each infant for each of the four sound types during the presentation of checkerboards and during the presentation of faces separately (see Figure 3) . Across the 32 infants, looking time values for seven (out of 256) trials either exceeded 2.5 standard deviations from the mean (four trials) or were subject to experimenter error (three trials) and were replaced for analyses sensitive to missing cases using multiple imputation (Schafer & Graham, 2002) .
While infants listened longer to human speech compared to nonspeech regardless of the visual stimulus, they listened to parrot speech longer than nonspeech only in the presence of faces. To ensure that we would replicate the findings of previous studies (e.g., Vouloumanos & Werker, 2004) , we compared infants' looking times to human speech and nonspeech. A 2 (visual: checkerboard, face) ϫ 2 (human sound type: speech, nonspeech) repeated-measures ANOVA confirmed that infants looked longer during human speech trials rather than during human nonspeech regardless of the visual stimulus, with a reliable main effect of sound type, F(1, 31) ϭ 9.40, p Ͻ .005, and no interaction between visual stimulus and sound type, F(1, 31) ϭ 2.63, p ϭ .12. Planned comparisons confirmed that infants looked longer during human speech than during nonspeech in the presence of checkerboards, t(29) ϭ 2.0, p ϭ .05, and in the presence of faces, t(29) ϭ 2.53, p ϭ .02. Once again infants looked longer overall at faces 3 To ensure the replicability of this finding, we ran 24 additional infants in a condition using checkerboards and cups as the visual stimuli. As in the main experiment, infants looked equally to parrot speech and nonspeech in the presence of checkerboards, t(23) ϭ 0.58, p ϭ .57, but looked longer during parrot speech trials than nonspeech trials in the presence of cups, t(23) ϭ 2.31, p ϭ .03. As in the main experiment, infants listened to human speech longer than nonspeech both in the presence of checkerboards, t(23) ϭ 2.55, p ϭ .02, and in the presence of cups, t(23) ϭ 2.43, p ϭ .02. This document is copyrighted by the American Psychological Association or one of its allied publishers.
(M ϭ 17.5 s, SE ϭ 1.6) than at checkerboards (M ϭ 9.0 s, SE ϭ 0.86), F(1, 31) ϭ 26.8, p Ͻ .0001.
To examine the effect of infants' language background on their looking time patterns, we conducted two analyses. First we reran the two ANOVAs on parrot vocalizations and human vocalizations separately with infants' percentage of English exposure as a covariate. This showed no significant effect of English or any interactions (all Fs Ͻ 1.8). Second, we classified infants as having either 100% English (monolingual) or less than 100% English (multilingual). This resulted in 16 infants in each group, and we ran the analyses separately with language group as a betweensubjects factor. The results are identical to the original analysis: For the parrot vocalizations, we again found a reliable main effect of visual stimulus, F(1, 30) ϭ 31.2, p Ͻ .0001, and interaction between visual stimulus and sound type, F(1, 30) ϭ 4.63, p ϭ .04. For the human vocalizations, we found a main effect of visual stimulus, F(1, 30) ϭ 26.05, p Ͻ .001, and a main effect of sound, F(1, 30) ϭ 9.17, p ϭ .005, with no interaction. There were no interactions with language group (all Fs Ͻ 2.2), except, interestingly, infants exposed to more than one language listened longer overall to all human vocalizations relative to the monolingual group (M bilingual ϭ 15.7 s, SE ϭ 1.5, vs. M monolingual ϭ 11.0 s, SE ϭ 1.4), t(30) ϭ 2.31, p ϭ .03. There was a similar trend for longer overall listening to parrot vocalizations (M bilingual ϭ 15.3 s, SE ϭ 1.8, vs. M monolingual ϭ 10.9 s, SE ϭ 1.4), t(30) ϭ 1.94, p ϭ .06.
Discussion
Infants' perception of an atypical speech-like vocalization depended on both the acoustics of the vocalization and the visual context. Infants showed no overall preference for parrot speech relative to nonspeech, listening longer to parrot speech only in the presence of faces but not checkerboards. Consistent with prior studies (e.g., Shultz & Vouloumanos, 2010; Vouloumanos & Werker, 2004) , infants preferred listening to human speech compared with nonspeech independent of the accompanying visual stimulus. Thus, infants listen longer to atypical speech-like vocalizations than nonspeech vocalizations in some visual contexts.
These results inform understanding of factors that influence infant speech perception. Contextual influences of both a semantic and a syntactic nature are well documented in adult speech perception (Davis, Johnsrude, Hervais-Adelman, Taylor, & McGettigan, 2005; Miller, Heise, & William, 1951; Norris, McQueen, & Cutler, 2003) . Here we show that infant speech perception may be also modulated by contextual information provided by visual displays. While prior studies have shown that visual context can change infants' percept from one speech sound to a different speech sound (e.g., Burnham & Dodd, 2004; Desjardins & Werker, 2004; Pons et al., 2009) , our data are consistent with the possibility that visual context leads infants to perceive the same sound as nonspeech in one visual context and as similar to speech in a different visual context. While faces influence infant speech perception, it is not yet clear which properties of human faces are modulating infants' percept. The human face may simply function as a coherent bounded object (e.g., Spelke, 1990) , which may signal a naming context (e.g., Stager & Werker, 1997) and thus lead infants to perceive the atypical acoustic signal as similar to speech. Alternatively, the face may have alerted infants to the presence of a human that may have cued other associated human properties including speech. Our replication of these data using a cup stimulus (reported in footnote 3)-a familiar artifact used by humans-is also consistent with an account in which naming context or human associates cue a speech perception mode (e.g., Eimas & Miller, 1992) .
Another related possibility is that faces cue different attentional states in infants in comparison with checkerboards. Infant attention is influenced by both exogenous (stimulus characteristics) and endogenous (the motivations and state of the infant) factors. At the same time, infants generally fixate longer on more complex visual displays with more elements and more information (e.g., faces over checkerboards; Cohen, 1972; Fantz & Fagan, 1975) . It is possible that when visual stimuli induced a heightened attentional state, infants were better able to perceive the properties of parrot This document is copyrighted by the American Psychological Association or one of its allied publishers.
speech sounds that are similar to human speech vocalizations and thus listen to parrot speech-like vocalizations for longer. Longer looking time is consistent with voluntary attentional engagement, which has been suggested to reflect information processing (e.g., Colombo, 2001) . By 9 months, infants can exert some control over their exogenous attention to maintain focus on a particular stimulus (Oakes, Kannass, & Shaddy, 2002) and thus increase their processing of particular stimuli of interest, in this case, the parrot speech-like vocalizations and human speech. Independent of speech likeness or attentional states, it is possible that complexity of the acoustic signal and visual display can account for our data. Both human faces and cups are more visually complex than checkerboards. Additionally, both human speech and parrot speech are more acoustically complex than human and parrot nonspeech sounds. If complexity alone were the driving force behind infants' looking behavior, then we might expect longer looking times when either the auditory or visual stimulus was more complex; however, infants did not look longer at a checkerboard when the more acoustically complex parrot speech was presented compared to the less acoustically complex nonspeech sounds. Infants only looked longer when complex parrot speech was presented (relative to simple nonspeech) when the accompanying visual display was also more complex. As such, the data are not consistent with a simple explanation in which complexity is additive. However, research has suggested that intersensory redundancies, information that is common across multiple modalities, may act as cues to relevant signals for infants (Bahrick et al., 2004) . To that end, the co-occurrence of complex information in the visual modality with a cup or a face, and in the auditory modality with parrot speech, may have attracted infants more than when parrot speech was paired with a checkerboard, where complexity across modalities was dissimilar. Infants may thus have been responding to equivalencies in complexity across auditory and visual modalities.
Whatever the relevant properties may be, these results add to the growing literature that human faces and objects enhance speech perception in infancy (Baldwin et al., 1996; Teinonen et al., 2008; Vouloumanos et al., 2009 ) and that information available through multiple senses may provide a processing advantage (Bahrick et al., 2004) . Future investigations should further qualify the kinds of contextual information that infants use during speech perception.
Current models of speech perception rely on effects of highlevel linguistic information as an integral part of the speechperception mechanism, but many of these linguistic resources are not available to infants. For example, the distributed cohort model (DCM) describes a recurrent neural network that is trained by both bottom-up and top-down processes (Gaskell & Marslen-Wilson, 1997 ). The TRACE model proposes that processing of linguistic properties-such as phonemic features, phonotactics, and lexical items-occurs simultaneously and continuously so that the interpretation of any one of these features can affect how other features are interpreted (McClelland & Elman, 1986) . Models of infant speech perception proposed to account for developmental changes in infant speech perception such as WRAPSA (Jusczyk, 1997) , PAM (Best, 1994) , NLNC (Kuhl, 2004) , and PRIMIR (Werker & Curtin, 2005 ) must also account for the possible emergence of a speech percept from nonspeech and for the modulating effect of extralinguistic cues. Current models of adult and infant speech perception provide an incomplete picture for the scope of speech perception during infancy.
These results may have implications for motor theories of speech perception (e.g., Liberman & Mattingly, 1985) , which suggest a tight coupling between speech perception and production. According to motor theories, humans perceive and code speech sounds through an implicit understanding of the intended articulatory gestures that produce these sounds. Moreover, the phonetic content of sounds is perceived directly, without having to recode initial auditory perceptions of sounds (Liberman & Mattingly, 1985) . Given that the source of the speech sounds in this study was a parrot, if articulatory speech gestures were recovered at all, they would have been very different from the intended articulatory gestures of traditional motor theories (Patterson & Pepperberg, 1994; Warren et al., 1996) . If infant listeners did in fact perceive the intended motor gestures when hearing the putative parrot speech sounds, one possibility is that their category of acceptable speech gestures would include overlapping gestures produced by a parrot vocal tract. If parrots, like humans, are primarily using tongue articulation to generate speech-like formants and mimic human speech (Beckers, Nelson, & Suthers, 2004; Nottebohm, 1976) , this shared articulatory gesture may be the object of infant perception, consistent with the motor theory.
How could infants perceive an acoustically atypical signal as speech? Theories of acoustic invariance may provide one possible explanation (Blumstein & Stevens, 1981) . Inasmuch as listeners use phonemic properties that do not vary across speakers to separate sounds into natural classes, they may treat a parrot as just another speaker with a variable vocal output and use the acoustic properties that are relatively invariant across speech sounds to make phonemic judgments about the sounds emitted by the parrot. Given a supporting visual context, parrot speech may provide sufficient acoustically invariant properties for infants to do this, based on the similarities between F 2 production in vowels and the shared voicing and place of articulation in stop consonants (Bottoni et al., 2009; Patterson & Pepperberg, 1994) . This predicts that any speech-like sound from any source that has a sufficient aggregate of invariant acoustic properties could be interpretable as speech with supporting contextual information, perhaps including synthesized speech, and speech produced by other nonhuman species, such as the mynah bird. Mynah birds use the same production source as do parrots (the syrinx) and produce formant patterns similar to those in human speech but do so using oscillations and modifications to the internal tympaniform membrane (Klatt & Stefanski, 1974) rather than vocal fold and vocal tract vibration typical of human formants (Ladefoged, 2006) . Speech, of course, is more than its component vowels and consonants-it is also intelligible because of signal modulation and suprasegmental properties (e.g., Remez et al., 1981; Saberi & Perrott, 1999; Shannon et al., 1995) . Examining infants' sensitivity to modulation and suprasegmental properties of speech that are critical for adult speech perception is an important question for future study.
Human infants listened longer to parrot speech vocalizations compared with parrot nonspeech vocalizations when sounds were presented with a human face. Although human speech is readily recognized and preferred by young infants (e.g., Colombo & Bundy, 1981; Shultz & Vouloumanos, 2010; This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Werker, , 2007 , even nonhuman vocalizations may be interpreted as similar to speech with the integration of relevant contextual information. The ability to perceive signals as intelligible despite large acoustic distortions is a hallmark of speech perception. Infants, like adults, may perceive a range of acoustic signals as speech.
