Determining the precise atomic structure of materials' surfaces, defects, and interfaces is important to help provide the connection between structure and important materials' properties. Modern scanning transmission electron microscopy (STEM) techniques now allow for atomic resolution STEM images to have down to sub-picometer precision in locating positions of atoms, but these high-precision techniques generally require large electron doses, making them less useful for beam-sensitive materials. Here, we show that 1-to 2-pm image precision is possible by non-rigidly registering and averaging a high-angle dark field image series of a 5-to 6-nm Au nanoparticle even though a very coarsely sampled image and decreased exposure time was used to minimize the electron dose. These imaging conditions minimize the damage to the nanoparticle and capture the whole nanoparticle in the same image. The high-precision STEM image reveals bond length contraction around the entire nanoparticle surface, and no bond length variation along a twin boundary that separates the nanoparticle into two grains. Surface atoms at the edges and corners exhibit larger bond length contraction than atoms near the center of surface facets.
Background
Many materials science problems require relating materials' properties to the atomic structure near the materials' surfaces, interfaces, extended defects, point defects, and other types of strain fields. Transmission electron microscopy (TEM) and scanning TEM (STEM) allow for the imaging of these atomic structures, helping us understand property-structure relationships. With the advent of aberration correctors for electron microscopes, sub-Angstrom atomic resolution is regularly achievable [1] . Once an atomic resolution image of a desired structure is acquired, the question becomes how well are the positions of the atomic columns known? Image spatial precision is a measure of the statistical spread of repeated distance measurements in an image and helps quantify the answer to this question. The best reported precision for TEM images is 1 to 3 pm [2] [3] [4] and for STEM images, until recently, was 4 to 5 pm [5, 6] , showing that precision much smaller than the resolution is achievable.
The signal-to-noise ratio (SNR) [7] of an image provides a fundamental limit for the precision, but in practice for STEM, instabilities usually limit the precision well above the SNR limit. The serial acquisition of pixels in STEM puts it at a disadvantage compared to the parallel acquisition of pixels in TEM because serial acquisition translates position instabilities of the probe and sample into displacements of the imaged atoms. Despite these disadvantages, high-angle annular dark field (HAADF) STEM imaging has the advantage of giving a faithful representation of the sample structure over a wide range of thickness and defocus, making it more interpretable and quantifiable than TEM imaging. Techniques have been developed to reduce the effect of the instabilities and increase the image SNR causing an improvement in image precision by averaging many short exposure frames that have been rigidly registered to one another [3, 5] . However, these techniques only can account for sample drift between frames, leaving the other instabilities still present in STEM images and limiting the image precision. We have developed a non-rigid (NR) registration scheme that enables the correction of instabilities in STEM image series at all time and length scales [8, 9] . NR registration allows for extremely high SNR images by averaging many frames that have strongly reduced distortions, enabling sub-picometer precision measurements of atom positions in aberration-corrected Z-contrast STEM images of singlecrystal materials and measurements of picometer-scale bond length variation at the surface of a Pt nanocatalyst [8] . It also enables standardless atom counting [10] with the best reported uncertainty by uniquely determining the number of atoms in a column in 60% of the imaged columns [8] .
The primary drawback to our high-precision STEM technique is the large dose resulting from the large amount of images required to get the increased SNR. This makes high-precision imaging either difficult or impossible for beam-sensitive materials. Four common methods to attempt to decrease the dose usually have adverse effects on the image precision. First, decreasing the pixel dwell time will decrease the dose to the sample, but it will also decrease the signal collected at each pixel and decrease the SNR, possibly compromising the image precision. Second, decreasing the probe current will decrease the dose to the sample, but it will also have a similar effect as decreased dwell time. Third, increasing the pixel size by sampling the same area of the specimen with a coarser grid will decrease the dose to the sample, but it will also decrease the number of pixels per atomic column, possibly reducing the ability to locate the atomic column positions and compromising the image precision. Fourth, increasing the pixel size by decreasing the microscope's image magnification while keeping the same number of pixels in the image will decrease the dose to the sample, but it could have a similar effect as using fewer pixels. Here, we show that decreasing the electron dose by acquiring course-sampled HAADF STEM images can preserve high precision in locating atomic columns.
Methods
STEM experiments were performed on a probe aberrationcorrected FEI Titan microscope (FEI, Hillsboro, OR, USA) operated at 200 keV with a 24.5-mrad probe semi-angle, 24.5-pA probe current, and STEM resolution of approximately 0.9 Å. HAADF STEM images were collected using a detector range of 54 to 270 mrad creating Z-contrast images where the atomic column intensity is approximately proportional to Z 1.7 , where Z is the atomic number of the atoms under the electron beam. The Au nanoparticle STEM sample was prepared by dispersing colloidal Au nanoparticles onto a non-porous 5-nm-thick Si membrane window grid. The colloidal Au nanoparticles had an average diameter of 5 nm and were synthesized using the phosphorus method in aqueous solution. Prior to STEM experiments, the sample was annealed under vacuum at 200°C for 48 h and then plasma-cleaned in a Fischione plasma cleaner in 25% oxygen-75% argon mixture for approximately 5 min to reduce organic carbon surface contamination. A HAADF STEM image series consisting of 240 images was acquired with 256 × 256 pixels and a 5 μs/pixel dwell time. A total dose of approximately 850 C/cm [2] was used to acquire the whole image series. This dose is still high compared to what is possible with TEM [11] , but for STEM, it is 1% of the dose previously used for sub-picometer precision on single-crystal samples and 19% of the dose used for a few picometer precision on a Pt nanoparticle [8] . The 240 image series was NR-registered [8, 9] and averaged to increase image SNR and to remove all sizes of distortions introduced by instabilities of the electron probe and sample during image series acquisition. The NR registration algorithm estimates sub-pixel shifts, but the registered images are resampled onto the original pixel grid using bilinear interpolation. The averaged image is then computed from the registered images.
To determine the position of the atomic columns in the image with sub-pixel accuracy, we fit a 4 × 4 pixel region around each atomic column to a twodimensional (2D) Gaussian function plus a constant defined by:
using the standard Levenberg-Marquart L 2 -norm minimization method, similar to the methods of Van Aert et al. [12] . x and y are the positions for the intensity I, and the fitted parameters are I 0 , A, x w , y w , x 0 , y 0 , and c. A Gaussian function was chosen for the fitting because the shape of the atomic column images is dominated by the incoherent source broadening, which is well approximated by a Gaussian function [13, 14] .
The measure of precision (σ) used here is the standard deviation in the measured interatomic separations, following Bals et al. [3] . Another measure of precision is the Gaussian fit error in locating atomic column positions if the image intensity is put in units of collected electrons and the Gaussian fit is weighted by the Poisson noise (square root of the number of collected electrons). Previously [8] , we showed that in similar data sets, both these measures result in similar precisions, but the standard deviation is more sensitive to shifts in atomic column position imposed by STEM instabilities, making it a more appropriate measure for these results. Therefore, only the standard deviation measure will be discussed here. The images in all figures have not been rotated, so the horizontal and vertical directions are the scan x and y directions, respectively. The image area at least five atomic planes from the nanoparticle surfaces in projection was used to calculate the precision to avoid the effect of surface atom bond length variation on the standard deviation of the measured interatomic separations. The image pixel size was calibrated so that the interatomic separations in this region match the known crystallographic separations. Because the nanoparticle analyzed here has a twin boundary defining two separate grains, the precision area was calculated separately in each grain at least five atomic planes from the boundary.
In order to measure the surface atom displacements, we constructed a perfect reference lattice that represents where the atomic columns would be if no surface bond length variation was present. The reference lattice was constructed by measuring the average lattice parameters in each grain separately from the image area used for precision analysis, then aligning the reference lattice to the image by minimizing the root mean squared displacement between the positions of the reference lattice and the atomic column positions of the precision area, and then extending the lattice to cover the whole nanoparticle. The vector difference between the measured position and the closest point on the reference lattice is the surface atom displacements. Figure 1a shows the first image of a 240 HAADF STEM image series of a Au nanoparticle along [10] . Figure 1b shows the averaged image after the image series was NR-registered, displaying the enhanced SNR ratio compared to the first frame. Figure 1b represents the average sample structure over the series acquisition time, and because of the long acquisition time, fast processes like thermal displacements and atom displacements from electron beam momentum transfer are not captured. Distortions from circular symmetry of the Au atomic columns are likely due to the electron probe's residual lower order aberrations. The Au nanoparticle displays two grains separated by a twin boundary. The atomic positions of the columns used for the precision analysis were determined by Gaussian fitting, as described in the previous section, and are shown by the red markers in Figure 2a ,b for the top and bottom grains, respectively. The interatomic separations were calculated in the a and b directions for the top grain and the c and d directions for the bottom grain, defined by the directions marked in yellow in Figure 2a . The image precision σ, defined as the standard deviation of the interatomic separations [8, 3] , is measured to be σ a = 2.00 pm, σ b = 1.96 pm, σ c = 1.38 pm, and σ d = 1.90 pm. Even though the pixel size in this data set is 59.93 pm/pixel, and only a 4 pixel by 4 pixel area was used to do each atomic column fitting, 1 to 2 pm precision is still achieved. Thus, NR registration of this data set allows atomic columns to be located with a precision of 3% of the pixel size. Picometer-scale precision in course sampled images enables the measurement of lattice strains to approximately 1% that are commonly associated with defects, interfaces, ion displacements, and surface relaxation at lower image magnification and lower dose than our previous work.
Results and discussion
We measured the bond length variation of the Au nanoparticle as shown in Figure 3a ,b,c. The red and blue markers in Figure 3a represent a perfect grid for the top and bottom grains where the atomic columns would be if no surface strains were present in the nanoparticle. Each atomic column of the nanoparticle was fit to a 2D Gaussian function as shown by the red markers in Figure 3b . The yellow arrows in Figure 3b are magnified displacement vectors between the fit positions and the perfect grid, representing the bond length variation near the nanoparticle surface. Figure 3c shows a magnified image of the area within the green rectangle in Figure 3b showing more detail of the bond length variations. For reference, the displacement vector labeled by the letter Figure 3c represents 39 pm. The twin boundary is labeled by the blue arrow in Figure 3c . Because STEM produces projection images, we cannot extract the displacement component along the [10] beam direction. However, with this limitation, the Au nanoparticle displays only bond length contraction around its surface. Edge and corner atoms are observed to have larger bond length contraction than atoms present in the middle of surface facets. The observed bond length contraction is primarily towards the particle center with very little lateral displacement. As expected, there is no bond length variation along the twin boundary.
A in
Our observations of bond length contraction of Au nanoparticles agree with theoretical and experimental results. The average bond length contraction at flat metal surfaces [15, 16] can be theoretically explained by the electronic surface charge rearranging to minimize the energy and creating an electrostatic force that shortens the bonds [17, 18] or by the lower coordination of surface atoms strengthening and shortening the remaining bonds [19] . Both explanations predict a larger bond length contraction of corner atoms near facet edges and steps, consistent with our observations. Our results agree with previous microscopic investigations of faceted Au NPs dispersed on graphene by Huang et al. using coherent electron nanodiffraction [20] . Their report of bond length contraction of surface atoms as large as 22 pm for edge and corner bonds is in reasonable agreement with our observations. Because high-precision STEM and TEM imaging usually involves taking many images of the same structure to increase SNR, it involves a large electron dose to the sample. For beam-sensitive materials, high-precision imaging is therefore a problem and sometimes not possible. Any means to decrease electron dose and still get the quantitative information from a sample is helpful. Here, we show that increasing the STEM image pixel size almost as large as possible while distinguishing atomic columns still allows for picometer-scale image precision using NR registration. The large pixels from lowering the magnification decreases the electron dose to the sample, reducing electron beam damage. Coarse sampling also allows for imaging larger sample areas and potentially larger structures of interest. This could be used for imaging whole nanoparticles with picometer-scale precision (as shown here) or imaging other larger structure such as surfaces, extended defects, far-reaching strain fields, and interfaces.
Another strategy to reduce dose is to reduce the number of images that are registered and averaged. In our previous work, precision saturated approximately half way through the data series [8] . That analysis has not been duplicated here; but in general, experiments using NR registration of identical frames can trade off dose for SNR and precision after acquisition depending on the magnitude of the displacements of interest and the beam sensitivity of the sample.
Conclusions
In conclusion, 1-to 2-pm image precision has been achieved by non-rigidly registering and averaging a series of short-exposure course-sampled HAADF STEM images of a 5-to 6-nm Au nanoparticle. These imaging conditions substantially reduce the dose to the sample by having a large pixel size and low exposure time, while still achieving high precision in locating atomic columns. Non-rigid registration also allows for reduced magnification, capturing the whole Au nanoparticle in one high-precision image. The high-precision image reveals only bond length contraction around the nanoparticle surface and no bond length variation along a twin boundary that separates the nanoparticle into two grains. Atoms present at the surface edges and corners show larger bond length contraction than atoms near the center of surface facets, consistent with theory and previous microscopic investigations.
