Abstract
Introduction
The execution time of an interference detection algorithm is obviously very tightly related to the complexity of the object models involved. If polyhedral models are used, and this is the most popular option, interference is checked by means of a number of very simple edge-face tests. In other words, the formulation is very easy from an algebraic point of view, but may be combinatorially expensive if the description of the object requires a large number of primitives. This is the case of objects with complicated shapes for which interference needs to be assessed exactly, in applications such as motion in contact, or assembly/disassembly problems. Therefore, tech-'This work has been partially supported by the Spanish Science and Technology Commission (CICYT) under contract TIC96-0721-C02-01 (project "Analysis of spatial constraints and its application to mechanical design and robotic task simulation").
niques that allow to perform interference detection with the fewest number of elemental descriptors are welcome. Here, one such complexitylowering technique is presented.
The first reduction of descriptors comes from the adoption of a decomposition-free approach to interference detection [15] . The problem is not the decomposition process per se, which in general has to be performed only once, but rather its result: the introduction of a large number of fictitious primitives, that have to be considered in the interference tests, although they do not correspond to actual features of the objects. This is avoided if no such decomposition is needed.
A further reduction in the number of polyhedral primitives to be considered can be attained by restricting as much as possible the parts of the polyhedra where the interference detection test must be applied. Among the different strategies devised to this end, we have to mention 0 the incremental minimum distance realization technique [13] used in the collision detection library LCOLLIDE [6] , where a neighborhood criterion is exploited together with coherence between time frames; originally relying on the convexity of the involved polyhedra, this technique has recently been extended to cope with nonconvex polyhedra 
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back-face culling [16] , where faces whose normal has a negative projection on the relative motion vector are eliminated;
the separating vector algorithm used to develop Q-COLLIDE [5] , which combines an efficient computation of the separating plane with time coherence; 0-7803-51 80-0-5199 $10.00 0 1999 IEEE and the applicability constraints [7] which permit detecting those vertex-face and edge-edge pairings that can really come into contact, if only translational motions are permitted.
These strategies rely on different criteria, some of which may be combined. Note, however, that the two latter methods work strictly for convex polyhedra. In particular, the last one has been exploited in [12] , where a geometric representation of the applicability relationships, called Spherical Face Orientation Graph (SFOG), was developed to efficiently restrict the search to those edgeface pairs that may contact first, when the objects are initially disjoint and their relative orientation is known. Experimental results showed a linear growing of the number of edge-face candidates with the complexity of the involved polyhedra (instead of the quadratic number of all possible edge-face combinations).
The present work deals with the extension of this strategy to nonconvex polyhedra. The particular features of the SFOG representation in the nonconvex case require an algorithmic treatment different from the one in the convex case. The proposed new algorithms, together with the experimental results that we have obtained, constitute the main contributions of this work.
The paper is structured as follows. For selfcontainment, Sections 2 and 3 review the items on which the present work is based: the edge-face intersection test, that allows a decomposition-free interference detection between nonconvex polyhedra, and its associated lower distance bound function This test can be realized through a logical combination of the truth values of basic contact predicates. Any contact between two polyhedra can be described in terms of the two basic contacts: the vertex -face and the edge -edge contact. The basic contact functions A,J and Bel,,, are computed using the coordinates of the features involved in these basic contacts, and the basic contact predicates A,,f and Bel,,, are the truth values associated to the signs of the basic contact functions.
The two parts of the intersection predicate can be easily identified (see where smin is a parity function corresponding to the exclusive OR connector.
If the edge and the face do not intersect, the sign of this function is negative. A lower bound on the distance between the polyhedra is computed by taking the maximum value of all these functions (for all the edge -face combinations). This has been stated in [15] and has been formally proved in [lo], where the degenerate case in which the function reports contact (is equal to zero) while the polyhedra may actually be apart, has been analyzed.
Geometric representation of ap-
The applicability constraints were developed in [7] as necessary and sufficient conditions for the two basic contacts (vertex -face and edge -edge)
between the features of two convex polyhedra whose relative orientation does not change. These constraints allow to restrict considerably the set of edge -face candidates for first intersection: if the contact of a vertex and a face is applicable, only one of the adjacent edges t o the vertex has to be considered for intersection with the face, whereas
for an applicable edge -edge contact, the candidates are the edges themselves and their adjacent faces. Despite specific worst cases, where the number of candidates generated by the applicability constraints is quadratic (in the number of features of the involved polyhedra), experimental evidence exists for the reduction of the set of candidates t o a linear size in the convex case [12] .
As nonconvex polyhedra are considered, the applicability constraints become necessary but not sufficient conditions for contact. A contact between features for which the applicability conditions hold is now said to be locally applicable, as other features of the polyhedra -not considered in the applicability conditions-may prevent the contact from being actually realizable. False candidates for edge -face intersection may arise, thus leading towards a conservative strategy.
In order to obtain efficiently all the applicable vertex -face and edge -edge pairings, a suitable representation needs to be used. In The issue is now to come up with an efficient algorithm to determine these node-in-region inclusions and intersections between arcs. In the convex case, this can be done by exploiting the connectivity of the representation, as described in Connectivity, however, cannot be exploited in the nonconvex case: concave arcs do not permit a progressive exploration of the sphere, and they give no information concerning applicability. In other words, concave arcs are better eliminated. This leads towards a setting where we have two sets of possibly disconnected arcs and nodes, where all the intersections between the arcs of the two sets have to be determined (as well as the node-in-region inclusions), and where intersections between arcs belonging to the same set may exist. This can be solved by means of a spherical sweep, as explained in the next section.
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Algorithms for finding applicable edge-face pairs
Algorithms to determine line segment intersections in the plane have been extensively studied in the field of Computational Geometry, all relying on the plane sweep technique. Therefore, we just have to adapt those algorithms to sweep a spherical surface. 
Brief review of plane sweep algorithms
The plane sweep technique (also known as line sweep or sweep line technique), can be described as follows: a sweep-line, assumed w.1.o.g. to be vertical, is swept through the whole plane. At a given instant, the sweep-line is intersecting some segments of the considered set. All the segment intersections to the left of the sweep-line have already been computed and will not be affected by subsequent intersections t o the right. The sweepline introduces in a natural way an adjacency relationship between the segments it intersects. This allows to consider for intersection only the adjacent segment pairs (contrarily to the brute-force approach which considers all possible pairings).
These adjacency relationships change each time a segment endpoint is encountered or two segments intersect. Therefore, the continuous sweep process can be discretized by means of the event point schedule, i.e., the sequence of abscissae that correspond to the segments' endpoints as well as the intersection points, and the structure that maintains the sweep line status will allow for queries concerning adjacency relationships, i.e., segment intersection candidates. The problem we are facing consists in determining the intersections between arcs of two sets (say "red" and "blue" arcs), where arcs inside the same set may also intersect, although we are not interested in determining these kr-r+kb-t, "monochromatic" intersections. This restricts considerably the type of algorithms to be considered in the whole taxonomy of segment intersection detection procedures (see [lo] for a description of this taxonomy and related references).
In 
Nake spherical sweep algorithm
It is straightforward to adapt the plane sweep principle to the sphere: the vertical sweep-line is replaced by a sweep-meridian, the sweep begins at an arbitrary point (as we cannot speak of a "leftmost" point), and proceeds eastwards (as the plane sweep from left to right). As in the planar case of line segment intersection detection, two arcs will intersect at most at one point, and monotonicity is ensured: one arc cannot intersect the sweep-meridian at more than one point simultaneously. As said before, the "first" endpoint is an arbitrary choice and, at this first instant, no lists of active arcs exist. Therefore, a second sweep will have to be performed to take into account all the purple intersections with arcs that are still-active after the last endpoint. Figure 3 depicts the purple intersections that can be detected along the first sweep and those which cannot be determined if no second sweep is performed.
As for node-in-region inclusions, they are computed during the same sweeping operation: each region defines an interval on the sweep-line and it has to be determined which intervals of the opposite color include the current endpoint. Each interval is defined by the upper and lower arcs bounding the region at every instant. Regions begin and end at given (not necessarily all) endpoints. The regions a, say, red node belongs to are computed by determining the blue arcs that cut the sweep-line above this node and then finding out if the regions underneath these arcs are also bounded by arcs that cut the sweep-line below that node.
Experimental results
Experiments have been carried out to quantify the benefits derived from the use of applicability constraints. Algorithm A implements the testing of all possible edge-face pairings for intersection (the pairs of polyhedra are supposed to be disjoint), and algorithm B is the implementation of the na'ive sphere sweep algorithm, plus the interference tests on the edge -face pairs obtained. We have to insist that this preprocessing has to be done only once. Note also that in both figures a logarithmic scale is used. The benefits of applicability constraints are not restricted to the lowering of the computational effort of interference detection, but have also a positive effect on the computation of a lower bound on the distance between the polyhedra. It is not difficult to prove that applicability constraints do not eliminate all edge -face pairs that can provide lower distance bounds, as has been done in [ l o ] .
Besides the savings in the computational effort needed to compute this lower distance bound, which mimics those for the interference detection case, experimental results show an improvement in the quality of the distance bound (Figure 6 ) , in the sense that this value, computed considering only the candidate edge -face pairs, is in general closer to the real distance between the polyhedra than the lower distance bound computed considering all the edge -face pairs (in the worst case, both values are equal). 
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* of the setting, as no fictitious features are introduced. Experimental evidence has been obtained for the increment in computational efficiency derived from this pruning: interference detection based on edge -face intersection tests performs 10 to 100 times faster if a previous selection of candidate pairs based on the applicability relationships is performed. Benefits extend to the related issue of computing a lower bound on the distance between the polyhedra, whose quality is improved. The next step is the integration of the static interference method in the dynamic domain, for collision detection. In [ll] details were given about such an integration: the trajectory parameteri- 
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