Utility-based data mining is a new research area interested in all types of utility factors in data mining processes [1] . The basic meaning of utility is the quantity sold, interest, importance & profitability of items to the users. Utility of items in a transaction database consists of two aspects:
INTRODUCTION 1.1 Data Mining
Data mining is concerned with analysis of large volumes of data to automatically discover interesting regularities or relationships which in turn leads to better understanding of the underlying processes. The primary goal of Data mining is to discover hidden patterns, unexpected trends in the data. Data mining activities uses combination of techniques from database technologies, statistics, artificial intelligence and machine learning.
Data mining has been used in the analysis of customer transactions in retail market research where it is termed as market basket analysis. Market basket analysis has also been used to identify the purchase patterns of the costumer, which play a key role behind the inception and design of a product. [26] 
Frequent Pattern Mining
Frequent Pattern Mining plays an essential role in many data mining tasks that try to find interesting patterns from databases, such as correlations, sequences, association rules, episodes, classifiers and clusters. Frequent pattern mining is beneficial for association rule mining. Association-rule mining discovers unordered correlations between items from a given database [3, 5] .
In general, the process of mining association rules can roughly be decomposed into two tasks:
(1) Finding frequent itemsets satisfying a user-specified minimum-support threshold from a given database.
(2) Generating interesting association rules satisfying a user specified minimum confidence threshold from the frequent itemsets found.
Utility Mining
Frequent itemset mining approach may not always satisfy a sales manager's goal. Because a retail businessman may be interested in identifying its most valuable customers (customers who contribute a major fraction of the profits to the business). The limitations of frequent itemset mining motivated researchers to conceive a utility based mining approach.
BACKGROUND
The goal of utility mining is to discover all the itemsets whose utility values are greater than or equal to a user specified threshold in a transaction database. We start from the definition of a set of terms that leads to the formal definition of utility mining problem. Consider a simple transaction table which contain item set and quantity [6, 7, 8] Table 1. Transaction table   TID  Transactions   T01  (C,18 Tq is a transaction in DB and is a subset of I ∈ Tq ∈ DB, Tq∈ I Let X be a set of items, called an itemset A k-itemset X has an associated set of transactions in DB, denoted as DBX, where DBX = {Tq ∈ DB | X ∈ Tq ∈I}. For example, in Table 1 , DB{C, D} = {T06,T08}.
Internal Utility
The internal utility value of item ip in transaction Tq, denoted as iu (ip ,Tq), is the value of ip in Tq.
For example, in Table 1 , iu (B; T02) = 6.
External utility
The external utility of item ip in a transaction database, denoted as eu(ip), is the value of ip in the utility table of the database.
For example, in Table 2 , eu(C) = 1 and eu (D) = 6.
Utility value
The utility value of item ip in transaction Tq, denoted as util(ip,Tq), is the product of iu(ip,Tq) and eu(ip). util (ip, T q) = iu (ip, Tq) × eu (ip), where ip ∈ Tq.
For example, in Tables 1 and 2 , util (B, T02) = 6 ×10= 60. This can be viewed as when a dealer sells 6 Bs and yields a profit of 10 dollars per item in the transaction T02.
The utility value of itemset X in transaction Tq, denoted as util(X, Tq), is the sum of the utility value of each item of X in Tq, where util(X, Tq)=∑ ip∈ X∈T util(ip, Tq).
For example, in Tables 1 and 2 
Local utility value
The local utility value of an itemset X in DB, denoted as Lutil(X), is the sum of the itemset utility values of X in DBX.
For example, in Table 1 
Total utility value
The total utility value of DB, denoted as Tutil(DB), is the sum of all transaction utility values in DB.
Tutil (DB) = ∑Tq∈DB util (Tq,Tq).
For example, Tutil(DB)= 425
as shown in Table 3 2
.6 Utility value of itemset
The utility value of itemset X in DB, denoted as UTIL(X), is the ratio of the local utility value of X to the total utility value in DB. That is, UTIL(X) = Lutil(X) /Tutil (DB). In other words, UTIL(X) indicates the percentage of the utility value that itemset X contributed in DB. 
Minimum local utility
Given a minUtil value, if UTIL(X) ≥ minUtil, the itemset X is a high utility itemset; otherwise X is a low utility itemset. The local utility value of the threshold is called the minimum local utility value, denoted as minLutil. minLutil=minUtil× Tutil(DB).
Consider the transaction database presented in Table 1 and minUtil =30%. Table 4 The itemset X is a high utility itemset.
TWO PHASE METHODS
To address the drawbacks in MEU, Ying Liu Wei-keng Liao Alok Choudhary proposes a novel Two-Phase algorithm that can effectively prune the candidate itemsets and simplify the calculation of utility. Two phase algorithms not only reduces the search space and the memory cost but also reduce computation complexity. In Phase I they define a transaction-weighted upward Closure Property". Those itemsets are High transactionweighted utilization itemsets are identified in this phase The size of candidate set is reduced by only considering the supersets of high transaction-weighted utilization itemsets. In Phase II, one database scan is performed to filter out the high transactionweighted utilization itemsets that are indeed low utility itemsets. This algorithm guarantees that the complete set of high utility itemsets will be identified correctly. [10, 11, 12] Then start level by transaction-weighted upward Closure Property. Generate one frequent item set and find one high utility item set, then two, three and so on For two candidate item set we use joining for each item with every other item From the table5,6,7 it is clear that high utility item set are
{( B ), (C), (D), (E) } {(B, D), (B, E), (C, E), (D, E) } { (B, D, E)}[12]

RELATED WORK
In 2004 Yao et al defined the problem of utility mining, a theoretical model called MEU, which finds all itemsets in a transaction database with utility values higher than the minimum utility threshold. The Mathematical model of utility mining was defined based on utility bound property and the support bound property. This laid the foundation for future utility mining algorithms [13, 27] In 2005 Y. Liu, W. Liao, and A. Choudhary proposed TwoPhase algorithm that can discover high utility itemsets with a high efficiency. Utility mining problem is at the heart of several domains, including retailing business, web log techniques, etc. In Phase I algorithm calculate a term transaction-weighted utilization, and proposed the transaction-weighted utilization mining model. In Phase II to filter out the overestimated itemsets. This algorithm requires fewer database scans, less memory space and less computational cost. [14, 15] In 2006 H. Yao et al formalized the semantic significance of utility measures in. Based on the semantics of applications, the utility-based measures were classified into three categories, namely, item level, transaction level, and cell level. The unified utility function was defined to represent all existing utility-based measures. The transaction utility and the external utility of an itemset was defined and general unified framework was developed to define a unifying view of the utility based measures for itemset mining. [16, 25] In 2008 Alva Erwin1, Raj P. Gopalan, and N.R. Achuthan proposed Efficient Mining of High Utility Itemsets from Large Datasets High utility itemsets mining extends frequent pattern mining to discover itemsets in a transaction database with utility values above a given threshold. Mining high utility itemsets presents a greater challenge than frequent itemset mining. Transaction Weighted Utility (TWU) mining proposed recently
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by various researchers, but it is an overestimate of itemset utility and therefore leads to a larger search space. Many proposed algorithm uses TWU with pattern growth based on a compact utility pattern tree data structure. These algorithm implements a parallel projection scheme to use disk storage when the main memory is inadequate for dealing with large datasets. [6, 17, 18] In 2010 Vincent S. Tseng1, Cheng-Wei Wu1, Bai-En Shie1, and Philip S. Yu2 proposed UP-Growth: An Efficient Algorithm for High Utility Itemset Mining high utility itemsets from a transactional database. In this paper, they proposed an efficient algorithm, namely UP-Growth (Utility Pattern Growth), for mining high utility itemsets with a set of techniques for pruning candidate itemsets. The information of high utility itemsets is maintained in a special data structure named UP-Tree (Utility Pattern Tree) such that the candidate itemsets can be generated efficiently with only two scans of the database. [18, 19] In 2011 S. Kannimuthu Dr. K. Premalatha proposed the improved version of FUM algorithm, (Improved Fast Utility Mining) iFUM for mining all High Utility Itemsets. The proposed algorithm is compared with existing popular algorithms like UMining and FUM using real life data set. iFUM algorithm is faster than other existing algorithms. iFUM avoid recalculation for generating high utility item set. The iFUM algorithm also scales well as the number of distinct items increases in the input database. [20, 21, 26] In 2012 Cheng Wei Wu, Bai-En Shie, Philip S. Yu, Vincent S. Tseng proposed Mining Top-K High Utility Itemsets. They proposed an efficient algorithm named TKU for mining top-k high utility itemsets from transaction databases. TKU guarantees there is no pattern missing during the mining process. The mining performance is enhanced significantly since both the search space and the number of candidates are effectively reduced by the proposed strategies [22, 27] .
PROBLEM STATEMENT
In the literature review there are several approaches have been proposed in recent years, they are unable to solve the problem of producing a large number of candidate itemsets for high utility itemsets. Such a large number of candidate itemsets degrades the mining performance in terms of execution time, search space requirement and in term of memory requirement. The situation may become worst when the database contains lots of transactions or long high utility itemsets. [23, 24] 
PROPOSED METHOD LIMINATING UNUSUAL ITEMS (EUI )
Proposed Eliminating Unusual Items (EUI) as an efficient way of eliminating unusual item set from the transaction to find out high utility item set. Now for two item set we are using self joining one high utility item set Now we delete those two item set which has utility value less than the given minimum utility minimum utility threshold value. So we delete tow item set (B,C),(C,D). Remaining itemset are high utility item set Now we delete those item set which has utility value less than the given minimum utility threshold value. So only (B, D, E) satisfy the minimum threshold and is high utility item set. The entire working process of Eliminating Unusual Items (EUI) methods has shown in the figure 1. From the figure it is clear that EUI not only reduce candidate set but also increase performance. 
EXPERIMENTAL EVALUATION AND PERFORMANCE STUDY
We evaluate the performance of Two-Phase (TP) algorithm and Mining using Expected Utility (MEU) and proposed Eliminating Unusual Items (EUI) by varying the size of the search space. We also analyze the scalability and result accuracy.
All the experiments were performed on a Pentium 3i 2GHz processor 2 GB Main memory, running the window 7 operating system.
The program is implemented in VB.Net version (10) . For the database we have used SQL server. Due to its simplicity, we also design simple GUI for user interactions. We use synthetic data and real world data for our evaluation purpose. We are using data set of electronics product for our experiments.
Comparison 
