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Abstract
We establish a discrete version of the celebrated Yorke and Wright 3/2-stability criterion for a family of
strongly nonlinear non-autonomous difference equations of the form xn+1 = xn + anfn(xn, . . . , xn−k).
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1. Introduction and main results
We study the attractivity properties of the zero solution to the scalar equation
xn+1 − xn = anfn(xn, . . . , xn−k), an > 0, n ∈ Z+, (1)
which can be viewed as a logarithmic form of the following discrete model arising in many
contexts in mathematical biology [3,6] or social sciences [10]:
yn+1 = ynFn(yn, yn−1, . . . , yn−k), yn > 0. (2)
Equation (1) has a continuous version in the form of functional differential equation
y˙(t) = w(t, yt ). (3)
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totic stability of the positive equilibrium of some of Eqs. (2) (including Ricker’s and Pielou’s
equations) implies its global stability. In fact, our main result stated below as Theorem 1.3 gives
an additional argument in favor of this conjecture, see discussion in [6]. On the other hand, we are
looking for a sharp global attractivity condition for (1) similar to the celebrated Yorke and Wright
3/2-stability criterion [2,5] for (3). Notice that Eq. (1) with the linear (fn(x) = −x) or with the
sublinear and having the negative feed-back (|fn(x)| < |x|, xf (x) < 0, x = 0) right-hand side
was studied recently by various authors (e.g., see [1,7]). The main result of these studies says
that (sub)linear equation (1) is globally stable when ∑aj = ∞ and
Λ
def= lim sup
m→+∞
m+k∑
i=m
ai <
3
2
+ 1
2(k + 1) . (4)
The sublinearity condition, which is essential in the above assertion, strongly limits the range
of applications (where sublinear genotype selection model [9] is the most popular); for example,
this result cannot be applied to the discrete logistic equation (the Ricker equation). Also, it was
not clear how good is condition (4).
Here, we work with both mentioned issues: first, our main result can be applied to strongly
nonlinear equations satisfying the generalized Yorke conditions [2], and second, we show that
(4) is sharp in the strongly non-autonomous case.
To state our key assumptions, we need the functional M :Rk+1 → R+ defined by M(z) =
max{0,maxki=0{zi}}. The following discrete version (H) of the generalized Yorke conditions was
introduced in [12]:
(H1) There exists ϑ :R → R such that fn(z) ϑ(s) for every z ∈ Rk+1, z = (z0, . . . , zk), with
min zi  s.
(H2) There is a rational function r(x) = −x/(1 + bx), with b > 0, such that
r
(M(z)) fn(z) r(−M(−z)), n ∈ Z+, (5)
where the first inequality holds for all z ∈ Rk+1, and the second one for all z ∈ Rk+1 such
that mini zi > −b−1 ∈ (−∞,0).
(H3) If {xn} is a sequence of real numbers such that limn→∞ xn = x∗ = 0, then
∞∑
n=0
anfn(xn, . . . , xn−k) diverges.
The next example reveals that, for Λ> 3/2 + 1/(2k + 2), it is possible to find Eq. (1) satisfying
(H) and whose trivial equilibrium is linearly unstable:
Example 1.1. Consider the following (2k + 1)-periodic linear difference equation:
xn+1 =
⎧⎪⎪⎨
⎪⎪⎩
xn − 1k+1x0 if n = 0, . . . , k − 1;
xn −
(
h− k
k+1
)
x0 if n = k;
x − 1 x if n = k + 1, . . . ,2k.n k+1 n−k
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xk+j+1 = x0
(
1 − h−
j∑
i=1
1
k + 1
(
1 − i
k + 1
))
, j = 1, . . . , k,
and maxm
∑m+k
i=m ai  h. Therefore
|x2k+1| =
∣∣∣∣x0
(
1 − h− k
(2k + 2)
)∣∣∣∣> |x0| if h > 32 + 1(2k + 2) .
It should be noticed that the strong non-autonomy (in both an and fn) is essential in con-
structing Example 1.1. On the other hand, one of the key inequalities in this note is given by
Lemma A.1, where, freely moving the points y1, . . . , yk we can equal the both sides of (A.1).
This liberty in moving yj is allowed thanks to the non-constancy of an. If an ≡ a is constant,
we should obtain a stronger stability result: for instance, the note [8] suggests the following
condition improving (4):
Conjecture 1.2. Assume that fn satisfy the hypotheses (H). Then every solution of the equation
xn+1 = xn + afn(xn, . . . , xn−k) converges to 0 if
a  min
j=1,2
4
k + sj + 1 +
√
(k + sj + 1)2 − 4sj (sj + 1)
,
where s1 is the integer part of (k − 1 +
√
k2 + k + 1 )/3 and s2 = s1 + 1.
Now, let us state our main result:
Theorem 1.3. Assume (H) and (4), then every solution of (1) converges to 0. Furthermore,
condition (4) is sharp within the class of equations determined by (H): for every Λ > 3/2 +
1/(2k + 2), there are periodic {an}, {fn} satisfying (H) and such that the zero solution of the
corresponding equation is linearly unstable.
Before proving Theorem 1.3 in the next section, we would like to give several applications of
it. It is worth to mention that the most restrictive hypothesis (H2) can be easily verified if fn has
negative Schwarzian, see [5,6] for details.
Example 1.4. Consider Ricker’s equation with delayed-density dependence [6,11]:
yn+1 = yn exp
(
an
(
1 −
k∑
j=0
bn,j yn−j
))
, n = 0,1, . . . , (6)
where an, bn,j > 0,
∑k
j=0 bn,j ≡ 1. Clearly, every solution of (6) having positive initial data,
remains positive for all n. Setting xn = − lnyn in (6), we obtain Eq. (1) with fn(xn, . . . , xn−k) =∑k
j=0 bn,j exp(−xn−j ) − 1. Now, the function fn(x, . . . , x) = e−x − 1 is decreasing, below
bounded and has negative Schwarzian: by [5,6], this assures that fn satisfy (H). Therefore (4)
implies the global attractivity of the positive equilibrium of (6).
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yn+1 = λ
anyn(
1 +∑kj=1 bn,j yn−j )an , λ = 1 +
k∑
j=1
bn,j , n = 0,1, . . . . (7)
Introducing the new variables xn = − lnyn, we transform (7) into Eq. (1) with fn(xn, . . . ,
xn−k) = ln(∑kj=0 bn,j exp(−xn−j ) + 1) − lnλ. Since fn(x, . . . , x) = ln((λ − 1)e−x + 1) −
lnλ is decreasing, below bounded and has negative Schwarzian, by the same argument as
in Example 1.4, we obtain the global attractivity of the positive equilibrium of (7) when
(λ− 1) lim supm→+∞
∑m+k
i=m ai < λ(3/2 + 1/(2k + 2)).
2. Proof of Theorem 1.3
SinceM(kφ) = kM(φ) for every k  0, φ ∈ Rk+1, and since the global attractivity property
of the zero solution of (1) is preserved under the scaling x = b−1z, the exact value of b > 0 does
not have importance; thus in the sequel we set b = 1.
Proof of attractivity of Eq. (1) when Λ < 3/2. This stability result was already proven in [6].
For the sake of completeness, we indicate briefly the main idea of the demonstration. It will also
help us obtain other necessary auxiliary statements. We notice that (1) is essentially the same
object as the delay differential equation
y′(t) = g(t, y([t]), y([t − 1]), . . . , y([t − k])). (8)
Here [·] :R → Z denotes the greatest integer function: [t] = n, if t ∈ [n,n + 1), and g(t, z0, z1,
. . . , zk) = anfn(z0, z1, . . . , zk) for t ∈ [n,n + 1), n ∈ Z+. This equation can be written as (3),
where w :R × C([−k − 1,0],R) → R is defined by w(t,φ) = g(t, φ(−{t}),φ(−{t} − 1),
. . . , φ(−{t} − k)), {t} = t − [t]. Now, with fn satisfying (H) mentioned above, we get w sat-
isfying the respective conditions (H) from [2]. In consequence, Theorem 2.5 from [2] ensures
the convergence of all solutions of (8) to zero. Let now {xn}n−k be a solution to (1). Con-
sider the initial value problem y(s) = ψ(s), s ∈ [−k − 1,0] for (8) with continuous ψ such
that ψ(j) = xj for j = −k, . . . ,0. A simple analysis shows that, in this case, xn = y(n), n 0.
Hence, if Λ< 3/2 then limn→+∞ xn = 0 for every solution xn of (1).
Similarly, the following result is a direct consequence of Lemma 2.1 from [2]:
Lemma 2.1. Let (H) hold and let {xn} be a solution of (1). Then lim supn→∞ xn = M ,
lim inft→∞ xn = m are finite. Moreover, if m 0 or M  0, then M = m = 0.
Basically, in view of Lemma 2.1, we have to consider oscillatory solutions of (1).
Lemma 2.2. For every oscillatory solution {xn} with m< 0 <M there are sequences of intervals
Aj = [aj + 1, bj ] ⊂ Z, A′j = [a′j + 1, b′j ] ⊂ Z and points ej ∈ Aj , e′j ∈ A′j such that xaj > 0,
xa′j < 0, ej − aj  k + 1, e′j − a′j  k + 1 while xej → m, xe′j → M and xn does not change
sign over Aj ,A′j . Moreover, ej and e′j can be chosen as the leftmost points of global maximum
of |xn| on Aj ,A′j .
Proof. Notice that, if xej−s  0 for s = 1, . . . , k + 1, then, by (H2),
xej = xej−1 + aej−1fej−1(xej−1, . . . , xej−1−k) xej−1,
contradicting to the choice of ej as the leftmost point of global minimum in Aj . 
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such Λ we will fix some h ∈ (Λ,3/2 + 1/(2k + 2)). Since ∑aj = +∞, we can represent
R+ as the union of an infinite sequence of disjoint intervals Aj = [αj ,αj+1) of length aj and
with α0 = 0. This decomposition of R+ suggests an appropriate way to manage coefficients
aj > 0 in (1). Namely, we will associate the trajectory Γ (x) = {(αn, xn), n ∈ N} ⊂ R+ × R to
every solution x = {xn} of (1). This justifies the use of notation x(αn) = xn. Observe that, for
sufficiently large j , every vertical strip [αj − h,αj ] × R contains at least k + 1 points of Γ (x).
Next, we will take an oscillating solution x and increasing sequences {tj }, {sj } of local maxima
and minima, respectively, such that x(αtj ) = xtj = Mj → M , x(αsj ) = xsj = mj → m.
Lemma 2.3. Let Λ,h ∈ Ik = [3/2,3/2 + 1/(2k + 2)) and Λ< h. We have
mR(M) = −
(
h− 12 − 12(k+1)
)2
M(
h− 12 − 12(k+1)
)+ (h− 16 + 16(k+1)2 )M
def= N(M)
D(M)
. (9)
Proof. Step I. First we take M < h(k+1)/(k+2) − 1, then M/r(M) ∈ (−h,0]. Set Mε = M + ε
and let ε > 0 be such that Mε/r(Mε) ∈ (−h,0]. Obviously, Mj < Mε for sufficiently large j .
By Lemma 2.2, there exists τj ∈ {sj − k − 1, . . . , sj − 1} such that x(ατj )  0 and x(αi) < 0,
i ∈ {τj + 1, . . . , sj }. Set v˜j = (Mε − x(ατj ))/r(Mε) + ατj and consider z(t) defined as Mε for
t  v˜j and, for t  v˜j , as
z(t) = r(Mε)(t − ατj )+ x(ατj ) = r(Mε)(t − α˜τj ).
Here α˜τj = ατj − x(ατj )/r(Mε). Notice that z(ατj ) = x(ατj ), and, for n = 0, . . . , k,
x(ατj−n) = x(ατj )−
n∑
i=1
aτj−ifτj−i
(
x(ατj−i ), . . . , x(ατj−i−k)
)
min
{
Mε; x(ατj )− r(Mε)
n∑
i=1
aτj−i
}
= z(ατj−n). (10)
Since αi+1 − h αi−k , using (H2), (10), and the monotonicity of z, we find that
mj = x(αsj ) = x(ατj )+
sj−1∑
i=τj
aifi
(
x(αi), . . . , x(αi−k)
)
 x(ατj )+
sj−1∑
i=τj
air
(M(x(αi), . . . , x(αi−k))) x(ατj )+
τj+k∑
i=τj
air
(
z(αi−k)
)
Σj = x(ατj )+ aτj+kr
(
z(ατj )
)+ aτj r(z(ατj+1 − h))+
τj+k−1∑
i=τj+1
air
(
z(αi+1 − h)
)
.
(11)
The points ατj −h · · · ατj+k −h ατj partition the interval [ατj −h,ατj ] on k+1 subinter-
vals [tj , tj+1], j = 0, . . . , k, of lengths aτj , . . . , aτj+k−1, aˇτj+k . Here aˇτj+k = ατj −ατj+k + h
aτj+k . We have ατj − h  v˜j but the sign of Δ = ατj+1 − h − v˜j can be arbitrary. First we
suppose that ατj+1 − h > v˜j . Minimizing Σj , we consider Δ and ς = x(ατj ) as nonnegative
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Σj  ς + (v˜j +Δ− ατj + h)r
(
z(v˜j +Δ)
)− k+1∑
j=2
z(tj )(z(tj )− z(tj−1))
(1 + z(tj ))ρ
 C = ς +
(
Δ+ Mε − ς
ρ
+ h
) −Mε −Δρ
1 +Mε +Δρ +
Mε − ς
ρ
+Δ− k
ρ
[
k
√
Mε + ρΔ+ 1
ς + 1 − 1
]
.
Here we have used Lemma A.1 from Appendix A to estimate the last sum in the first line. It can
be easily checked that C as a function of ς has a unique critical point
ς∗ = −1 + (1 +Mε + ρΔ)(1 +Mε)
k
k+1
((1 +Mε)2 +MερΔ) kk+1
.
Since C′′(ς) > 0, in fact, C reaches its global minimum at ς∗. Thus
C C(ς∗) = −Mε − ρΔ1 +Mε + ρΔ
(
Δ+ Mε
ρ
+ h
)
+ Mε
ρ
+Δ− (1 +Mε)
2 + ρMεΔ
Mε(1 +Mε + ρΔ)
+ k
ρ
− (k + 1)
ρ
(
(1 +Mε)2 + ρMεΔ
1 +Mε
) 1
k+1 = D(Δ).
Next, using the identity ρ + ρMε +Mε − hρMε = hM2ε /(1 +Mε), we find that
D′(Δ) = hMε
(1 +Mε)(1 +Mε + ρΔ)2 −
Mε
(1 +Mε) 1k+1 ((1 +Mε)2 + ρMεΔ) kk+1
.
In consequence, D′(Δ) 0 if (1+Mε+ρΔ)2  h(1+Mε+ρΔMε/(1 +Mε))k/(k+1). Since 1+
Mε +ρΔ 1 +Mε +ρΔMε/(1 +Mε), the latter inequality is true for Mε −1 +h(k+1)/(k+2).
This means that, for the indicated values of Mε , it holds mj  D(Δ)  D(0). Passing in this
inequality to the limit as j → ∞ and then as ε → 0+, we find that m F(M) R(M) for all
M ∈ (0, h(k+1)/(k+2) − 1), where
F(M) = −hM
M + 1 − 1 −
(k + 1)(M + 1)
M
(
1 − (M + 1) 1k+1 ),
and the inequality F(M) R(M) is proved in Lemma A.2 of Appendix A. Finally, we have to
consider the situation when ατj+1 − h v˜j , in such a case
Σj  x(ατj )+
∑
αi+1−hv˜j
air
(
z(αi+1 − h)
)+ ∑
v˜j<αi+1−h<ατj
air
(
z(αi+1 − h)
)
+ aˇτj+kr
(
z(ατj )
)+ (α˜τj − ατj )r(z(α˜τj ))
Mε + hρ +
[
(αs+1 − h− v˜j )r
(
z(αs+1 − h)
)+ as+1r(z(αs+2 − h))+ · · ·
+ aτj+k−1r
(
z(ατj+k − h)
)+ aˇτj+kr(z(ατj ))+ (α˜τj − ατj )r(z(α˜τj ))]
 hρ − 1 − k + 1 [ k+1√Mε + 1 − 1]= F(Mε),ρ
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This implies, after taking limits as j → ∞ and ε → 0, that m F(M).
Step II. Instead of considering values of M bigger that Tk(h) = h(k+1)/(k+2) − 1, we will
deal here with M > τk(h) = h − 1 − h lnh/(k + 2). We can do it since τk(h) < Tk(h) for
k ∈ N and h > 1. Since inequalities (11) hold for all M > 0, applying Lemma A.1 and setting
ς = x(ατj ) 0, ρ = r(Mε), we get
mj Σj  ς − h− (k + 1)
ρ
(
k+1
√
−ρh+ ς + 1
1 + ς − 1
)
 ς − h+ 2h(Mε + 1)
2(Mε + 1)(ς + 1)+ khMε/(k + 1) = E,
where we used the inequality (1+y)α −1 2αy/(2 + (1 − α)y), α ∈ (0,1), y > 0. The unique
critical point ς∗ of E = E(ς) can be found from the equation E′(ς∗) = 0: ς∗ = √h − 1 −
0.5h[k/(k + 1)][Mε/(Mε + 1)]. Notice that ς∗  0 only when
Mε Mk(h) = 2(k + 1)
(√
h− 1)[kh− 2(k + 1)(√h− 1)]−1.
E(ς) is concave on R+, we have therefore that E(ς)E(ς∗) for Mε Mk(h) and E(ς)E(0)
for M Mk(h). Thus, for M Mk(h), we obtain that
mj Σj E(0) = −h+ h1 + 0.5h[k/(k + 1)][Mε/(Mε + 1)] .
Furthermore, we claim that E(0)  R(Mε) for all M  τk(h). Indeed, E(0) − R(M) =
−Mα(M,h, k)/(2β(M,h, k)), where the function β(M,h, k) = 6D(M) (k+ 1)2(2Mk+ 2M +
2k + 2 + khM) is positive since it is proportional to the product of the denominators of R(M)
and E(0), and where
α(M,h, k) = (−24 + 48h− 48k + 120kh− 30k2 + 96hk2 − 30h2k3 − 90h2k2 + 24hk3
− 84kh2 − 24h2 + 12kh3 + 24k2h3 + 12k3h3 − 6k3)
+ ((−24 + 48h− 24h2)+ (−48 − 56h2 + 108h)k
+ (84h− 30 − 40h2)k2 + (−14h2 + 21h− 6)k3)M.
Using the above definition of α(M,h, k), we find easily that
α
(
τk(h),h, k
)= −h(k + 2)−1[24(h− 1)2(2 − ln(h))
+ kλ1(h)+ k2λ1(h)+ k3λ3(h)+ k4(2h− 3)(h− 1)
]
,
with λ3(h) = 24 − 44h+ 20h2 + (−14h2 + 21h− 6) lnh, λ2(h) = 72 − 140h+ 68h2 + (−30 +
84h−40h2) lnh, λ1(h) = 48(h−1)2(2− lnh)+12h lnh. A simple analysis shows that λi(h) > 0
for h ∈ [1.5,2]. In consequence, α(τk(h),h, k)  0. Since additionally ∂α/∂M  0 for h ∈
[1.5,2] and integer k, we conclude that α(M,h, k)  0 for M > τk(h) and h ∈ [1.5,2], k ∈ N.
This proves that mj E(0)R(Mε) and therefore (9) holds for all M max{Mk(h), τk(h)}.
Now, observe that τk(h) > Mk(h) for all k  17 and h ∈ [1.5,2]. Indeed, the difference
ψk(h) = τk(h) − Mk(h) is increasing in k for every h  1.5. Also it can be checked directly
that ψ17(h) > 0 for all h ∈ [1.5,2]. Hence, (9) holds for all M  τk(h) if k  17, h ∈ [1.5,2],
and thus step II is finalized for k  17.
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we have already established that m  R(M) if M Mk(h). Setting H(M) def= E(ς∗), we will
prove that, for M ∈ [τk(h),Mk(h)],
mj Σj H(M) = −khM2(k + 1)(M + 1) −
(
1 − √h )2 R(M). (12)
Indeed, ς∗(Mk(h)) = 0, so that H(Mk(h)) − R(Mk(h)) = E(0) − R(Mk(h))  0. Next, by
Lemma A.3, for every k ∈ {1, . . . ,16} there exists positive tk(h)  τk(h) such that H(tk(h)) >
R(tk(h)). Since H(0) < R(0), the graphs of the fractional linear functions H and R have
not intersections on the interval [tk(h),Mk(h)]. This means that H(M) > R(M) when M ∈
[τk(h),Mk(h)]. 
Corollary 2.4. r(m),R(m) are well defined if h ∈ Ik = [3/2,3/2 + 1/(2k + 2)).
Proof. Lemma 2.3 assures that m > R(+∞). Since, for h ∈ Ik , it holds that R(+∞) =
−(h − 1/2 − 1/(2k + 2))2(h − 1/6 + (k + 1)−2/6)−1 > −1, we conclude that r(m) is well de-
fined. Finally, since m>R(+∞), we have D(m) > D(R(+∞)) so that the denominator D(m)
in (9) is positive for every h 3/2 + 1/(2k + 2). 
Lemma 2.5. Let h ∈ [3/2,3/2 + 1/(2k + 2)), then M R(m).
Proof. The proof of this lemma is similar to the proof of step I of Lemma 2.3 (since m is
negative, the inequality m< h(k+1)/(k+2)−1 holds automatically so that we do not need to appeal
to step II of the demonstration). For convenience of the reader, we placed it in Appendix A, see
Lemma A.4. 
Proof of Theorem 1.3. Since for Λ < 1.5 the global attractivity of (1) was already proved
in [6], we take Λ,h ∈ [1.5,1.5 + 0.5/(k + 1)), Λ < h. Let {xn} be a solution of Eq. (1)
and set lim supn→∞ xn = M , lim infn→∞ xn = m. The cases M  0 and m  0 were consid-
ered in Lemma 2.1 and we may suppose that m < 0 < M . By Lemmas 2.3, 2.5, we have
M  (R ◦ R)(M). However, (R ◦ R)(x) < x for each x > 0 because of (R ◦ R)′(0) = (h −
1/2 − 1/(2k + 2))2 < 1, a contradiction. 
Appendix A
Lemma A.1. Let {yi}k+1i=0 and c = 0 be such that 1 + cyi > 0 for every i. Then
k+1∑
j=1
yj (yj − yj−1)
1 + cyj 
yk+1 − y0
c
+ k + 1
c2
[
k+1
√
cy0 + 1
cyk+1 + 1 − 1
]
. (A.1)
Proof. Since yj (yj −yj−1)/(1+ cyj ) = (yj −yj−1)c−1 − c−2 + c−2(1+ cyj−1)/(1+ cyj ), we
obtain
k+1∑
j=1
yj (yj − yj−1)
1 + cyj =
yk+1 − y0
c
− k + 1
c2
+ 1
c2
k+1∑
j=1
1 + cyj−1
1 + cyj ,
from which, by the arithmetic–geometric-mean inequality, we get (A.1). 
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[3/2,3/2 + 1/(2k + 2)), then F(x) < R(x).
Proof. Corollary 2.4 assures that, given h ∈ Ik , the denominator D(x) of R(x) = −(h − 1/2 −
0.5/(k + 1))2x/D(x) is positive for all x ∈ (R(+∞),1) ⊆ (−1,1). For odd integer n and α ∈
(0,1), we have Cnα = α(α − 1) · · · (α − n+ 1)/n! 0. Therefore, using the Taylor expansion of
(1 + x)α , we obtain that, for x ∈ (R(+∞),1) \ {0},
xF(x) = x
[ −hx
x + 1 +
(
1
2(k + 1) +
1
2
)
x +
(
−1
6
+ 1
6(k + 1)2
)
x2
]
+
+∞∑
m=2
(
1 +
1
k+1 − 2m+ 1
2m+ 1 x
)
(k + 2)
2m(k + 1)C
2m−1
1/(k+1)x
2m
> x
[ −hx
x + 1 +
(
1
2(k + 1) +
1
2
)
x +
(
−1
6
+ 1
6(k + 1)2
)
x2
]
> xR(x),
since, after multiplying by 6(x + 1)(k + 1)2D(x), the latter inequality is equivalent to
x4
[
36h+ (−12hx + 102h)k + (−30hx + 4 + 4x + 102h)k2 + (4 − 24hx + 4x + 42h)k3
+ (6h+ 1 − 6hx + x)k4]> 0,
which obviously holds for h ∈ (0,2), x ∈ (−1,1). 
Lemma A.3. For every k ∈ {1, . . . ,16} there exists a positive tk(h)  τk(h) = h − 1 − h lnh/
(k + 2) such that H(tk(h)) > R(tk(h)) for all h ∈ Ik .
Proof. Set ξk(h) = τk(h)/(
√
h− 1) and let us take tk(h) = ck(
√
h− 1), where c1 = 1 and ck =
ξk(1.5) for k ∈ {2, . . . ,16}. It is a simple matter to check that tk(h) τk(h). For example, ξk(u2)
is increasing in u ∈ [√3/2,√5/3] for every fixed k  2, so that tk(h) = ξk(1.5)(
√
h − 1) 
ξk(h)(
√
h− 1) = τk(h).
Finally, it can be easily verified that, for h ∈ [3/2,5/3], k ∈ {1, . . . ,16},
H
(
tk(h)
)−R(tk(h))= (√h− 1)2 Pk(
√
h)
Qk(
√
h)
> 0,
where Pk and Qk are some integer polynomials of at most fourth degree (for example, P1(u) =
8u3 − 24u2 + 19u− 2, Q1(u) = 4(8u3 − u− 5)). 
Lemma A.4. If h ∈ [3/2,3/2 + 1/(2k + 2)), then M R(m).
Proof. Notice that m/r(m) ∈ (−h,0]. Set mε = m − ε for some ε > 0 (small enough to have
r(mε),R(mε) well defined). Then mε/r(mε) ∈ (−h,0] and mj > mε for sufficiently large j .
By Lemma 2.2, there exists τj ∈ {tj − k − 1, . . . , tj − 1} such that x(ατj )  0 and x(αi) > 0,
i ∈ {τj + 1, . . . , tj }. Set v˜j = (mε − x(ατj ))/r(mε) + ατj and consider z(t) defined as mε for
t  v˜j and, for t  v˜j , as
z(t) = r(mε)(t − ατj )+ x(ατj ) = r(mε)(t − α˜τj ).
Here α˜τj = ατj − x(ατj )/r(mε). Notice that z(ατj ) = x(ατj ), and, for n = 0, . . . , k,
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n∑
i=1
aτj−ifτj−i
(
x(ατj−i ), . . . , x(ατj−i−k)
)
max
{
mε;x(ατj )− r(mε)
n∑
i=1
aτj−i
}
= z(ατj−n). (A.2)
Since αi+1 − h αi−k , using (H2), (A.2) and the monotonicity of z, we find that
Mj = x(αtj ) = x(ατj )+
tj−1∑
i=τj
aifi
(
x(αi), . . . , x(αi−k)
)
 x(ατj )+
tj−1∑
i=τj
air
(−M(−x(αi), . . . ,−x(αi−k)))
 x(ατj )+
τj+k∑
i=τj
air
(
z(αi−k)
)
Σj = x(ατj )+ aτj+kr
(
z(ατj )
)+ aτj r(z(ατj+1 − h))+
τj+k−1∑
i=τj+1
air
(
z(αi+1 − h)
)
.
The points ατj −h · · · ατj+k −h ατj partition the interval [ατj −h,ατj ] on k+1 subinter-
vals [sj , sj+1], j = 0, . . . , k, of lengths aτj , . . . , aτj+k−1, aˇτj+k . Here aˇτj+k = ατj −ατj+k +h
aτj+k . We have ατj − h v˜j but the sign of Δ = ατj+1 − h− v˜j can be arbitrary. First we sup-
pose that ατj+1 −h > v˜j . Maximizing Σj , we consider Δ 0 and ς = x(ατj ) 0 as parameters
while ρ = r(mε), v˜j and α˜τj are fixed:
Σj  ς +
(
v˜j +Δ− ατj + h
)
r
(
z(v˜j +Δ)
)− k+1∑
j=2
z(sj )(z(sj )− z(sj−1))
(1 + z(sj ))ρ
 C = ς +
(
Δ+ mε − ς
ρ
+ h
) −mε −Δρ
1 +mε +Δρ +
mε − ς
ρ
+Δ
− k
ρ
[
k
√
mε + ρΔ+ 1
ς + 1 − 1
]
,
where we have used Lemma A.1 to estimate the last sum in the first line. It can be checked easily
that C as a function of ς has a unique critical point
ς∗ = −1 + (1 +mε + ρΔ)(1 +mε)
k
k+1
((1 +mε)2 +mερΔ) kk+1
.
We first assume that ς∗ < 0 so that
(1 +mε + ρΔ) <
(
1 +mε + mερΔ
(1 +mε)
) k
k+1
. (A.3)
Since C′′(ς) < 0, in fact, C reaches its global maximum at ς∗. Thus
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(
Δ+ mε
ρ
+ h
)
+ mε
ρ
+Δ− (1 +mε)
2 + ρmεΔ
mε(1 +mε + ρΔ) +
k
ρ
− (k + 1)
ρ
(
(1 +mε)2 + ρmεΔ
1 +mε
) 1
k+1
= D(Δ).
Next, using the identity ρ + ρmε +mε − hρmε = hm2ε/(1 +mε), we find that
D′(Δ) = hmε
(1 +mε)(1 +mε + ρΔ)2 −
mε
(1 +mε) 1k+1 ((1 +mε)2 + ρmεΔ) kk+1
 0,
since, by (A.3), (1 +mε +ρΔ)2  h(1 +mε +ρΔmε/(1 +mε))k/(k+1). In consequence, for the
indicated values of mε , we get Mj D(Δ)D(0) = F(mε).
If ς∗ > 0, then C : (−1,0] → R reaches its global maximum at ς = 0 so that
C 
(
Δ+ mε
ρ
+ h
) −mε −Δρ
1 +mε +Δρ +
mε
ρ
+Δ− k
ρ
[
k
√
mε + ρΔ+ 1 − 1
]
 hρ − 1 + Δ
1 +mε +Δρ −
k
ρ
[
k
√
mε + ρΔ+ 1 − 1
]
 hρ − 1 − k + 1
ρ
[
k+1√
mε + 1 − 1
]
,
the latter inequality being got after single application of the arithmetic-geometric-mean inequal-
ity (k + 1) k+1√AA/B + k k√B with A = 1 +mε , B = 1 +mε +Δρ.
We have to consider now the situation when ατj+1 − h v˜j , in such a case
Σj  x(ατj )+
∑
αi+1−hv˜j
air
(
z(αi+1 − h)
)+ ∑
v˜j<αi+1−h<ατj
air
(
z(αi+1 − h)
)
+ aˇτj+kr
(
z(ατj )
)+ (α˜τj − ατj )r(z(α˜τj ))

[
(αs+1 − h− v˜j )r
(
z(αs+1 − h)
)+ as+1r(z(αs+2 − h))+ · · ·
+ aτj+k−1r
(
z(ατj+k − h)
)+ aˇτj+kr(z(ατj ))+ (α˜τj − ατj )r(z(α˜τj ))]+mε + hρ
 hρ − 1 − k + 1
ρ
[
k+1√
mε + 1 − 1
]= F(mε),
where we apply Lemma A.1 to estimate the sum in the square brackets.
Finally, passing in the inequality Mj  F(mε), which we get in every considered case, to the
limit as j → ∞ and then for ε → 0+, we find that M  F(m)R(m). Notice that the inequality
F(m)R(m) was proved in Lemma A.2. 
References
[1] L.H. Erbe, H. Xia, J.S. Yu, Global stability of a linear nonautonomous delay difference equation, J. Difference Equ.
Appl. 1 (1995) 151–161.
[2] T. Faria, E. Liz, J.J. Oliveira, S. Trofimchuk, On a generalized Yorke condition for scalar delayed population models,
Discrete Contin. Dyn. Syst. 12 (2005) 481–500.
[3] V.L. Kocic´, G. Ladas, Global Behavior of Nonlinear Difference Equations of Higher Order with Applications,
Kluwer Academic, Dordrecht, 1993.
[4] S.A. Levin, R.M. May, A note on difference delay equations, Theor. Pop. Biol. 9 (1976) 178–187.
912 V. Tkachenko, S. Trofimchuk / J. Math. Anal. Appl. 322 (2006) 901–912[5] E. Liz, M. Pinto, G. Robledo, V. Tkachenko, S. Trofimchuk, Wright type delay differential equations with negative
Schwarzian, Discrete Contin. Dyn. Syst. 9 (2003) 309–321.
[6] E. Liz, V. Tkachenko, S. Trofimchuk, Global stability in discrete population models with delayed-density depen-
dence, Math. Biosci., in press.
[7] H. Matsunaga, T. Hara, S. Sakata, Global attractivity for a nonlinear difference equation with variable delay, Com-
put. Math. Appl. 41 (2001) 543–551.
[8] O. Nenya, V. Tkachenko, S. Trofimchuk, On the global stability of one nonlinear difference equation, Nonlinear
Oscil. 7 (2004) 473–480.
[9] C. Qian, Global stability in a nonautonomous genotype selection model, Quart. Appl. Math. 61 (2003) 265–277.
[10] H. Sedaghat, Nonlinear Difference Equations. Theory with Applications to Social Science Models, Kluwer Acad-
emic, Dordrecht, 2003.
[11] H.-R. Sun, W.-T. Li, Qualitative analysis of a discrete logistic equation with several delays, Appl. Math. Com-
put. 147 (2004) 515–525.
[12] V. Tkachenko, S. Trofimchuk, Global stability in difference equations satisfying the generalized Yorke condition,
J. Math. Anal. Appl. 303 (2005) 173–187.
