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where x ∈ Rn and y ∈ [0,∞) with 0 < γ < 1, with free behavior on the set {y = 0},
are Holder continuous with exponent β = 2σ2−γ . These minimizers exhibit a free
boundary: along {y = 0}, they divide into a zero set {u = 0} and a positivity set
where {u > 0}; we call the interface between these sets the free boundary.
The regularity is optimal, due to the non-degeneracy property of the mini-
mizers: in any ball of radius r centered at the free boundary, the minimizer grows
(in the supremum sense) like rβ.
This work is related to, but addresses a different problem from, recent work
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This work addresses local properties (regularity and nondegeneracy) near
the free boundary for minimizers of an energy functional related to the fractional
Laplace operator with a penalty term. The work is inspired by recent work [5] on a
similar problem, and we explain the broader background first.
In the theory of one-phase free boundary problems arising from the mini-
mization of energy for the classical Laplacian, Alt and Caffarelli [2] analyzed min-
imizers of the energy J(u) =
∫
(∇u)2 + χu>0dx subject to non-negative Dirichlet




2 + udx with non-negative Dirichlet data is encompassed by the study
of the obstacle problem. An intermediate case is the case studied by Alt and Phillips





0 < γ < 1. In a heuristic sense, we can view the Alt-Caffarelli problem as the case
of γ = 0, and the case γ = 1 as a special case of the obstacle problem.
The problem we study is the analogue of the problem of Alt and Phillips for
the fractional, rather than standard, Laplace operator. The current work only covers
the regularity and nondegeneracy of energy minimizers, and is thus properly the
analogue of Phillips’ work in [19] and part of [18].
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This latter term is a nonlocal energy, and not very easy to manipulate. In [7], Caf-
farelli and Silvestre introduced the notion of extension to one extra spatial dimen-
sion and examining a particular PDE on the upper half-space, with the fractional
Laplacian being equivalent to the Dirichlet-to-Neumann map at the boundary. To
be precise:
Theorem 1.0.1 (Caffarelli-Silvestre Extension Result). Consider (x, y) ∈ Rn × R+
and a function u on the upper half-space satisfying
∇ · (y1−2σ∇u) = 0.
Then
(−∆)σu(x, 0) = −Cn,σ lim
y→0
y1−2σ∂yu(x, y).
The natural energy corresponding to the second-order equation on the half-
space is then J(u) =
∫
y1−2σ|∇u(x, y)|2dxdy. This is an energy where it is easier to
study the purely local properties of its minimizers.
The extension characterization of the fractional Laplacian has been used to
study both the obstacle problem ([9]) and the equivalent γ = 0 case ([5]). We will
2







in subsets of the upper half-space with parts of their boundary lying along y =
0, where we have 0 < γ < 1. Since this is a study of the one-phase problem,
we assume non-negative Dirichlet boundary conditions. The second term in the
energy penalizes non-zero values of u along the hyperplane {y = 0}. Hence, we can
consider separately the zero set of u (called the contact set), and its positivity set.
Restricted to {y = 0}, the interface between the two is the free boundary.
We prove that in any neighborhood of a free boundary point, our energy
minimizer u lies in the class Cβ with a Holder seminorm that depends only on the
distance to the free boundary, where β = 2σ2−γ is the critical scaling exponent for the
problem. This is called the optimal regularity of u, since we also prove the non-
degenerate nature of u, namely, that in any ball of radius r about a free boundary
point, supBr u ≥ Cr
β for a constant C that depends only on n, σ, and γ.
In the course of proving optimal regularity, we prove and use an improve-
ment on the boundary Harnack inequality of Caffarelli, Fabes, Mortola, and Salsa
[4], which may be of interest even to those not working in free boundaries.
The ideas behind the proof of the optimal regularity of energy minimizers
for fractional-order cases can be extended to a proof of optimal regularity for the
second-order case, which was first proved by Phillips [19]. Since the proof for the
second-order case illustrates the ideas in a less involved setting than the fractional-
order case, we provide it as well. The key ingredient for optimal regularity is the
3
construction of a lower barrier, or subsolution, for the energy minimizer which is
strictly positive at the center of a ball when the values near-by are “too large,” thus,
for a free boundary point to exist, the growth cannot be too great.
The organization of this thesis is as follows: in chapter 2, we provide a
proof of the key lemma of Phillips for the optimal regularity of the second-order
case, which illustrates the basic principles of the proof without technical difficulties
that arise in the fractional order case. In chapter 3, we discuss basic existence
results for our energy minimizers, and review certain classical results that we will
use extensively. Subsequently, in chapter 4, we will prove the optimal regularity,
and in chapter 5, the nondegeneracy properties of the minimizers.
4
Chapter 2
Optimal regularity for the 2nd order case
The optimal regularity for the problem in the 2nd order case was first ob-
tained by Phillips [19]. Our method for proving the optimal regularity of the frac-
tional case can be adapted to give an alternative proof for the 2nd order case. The
main intuition behind our proof in the 2nd order case is free of certain technical
issues that occur in the fractional case, and so we present it here first.







showing that u ∈ C1,β−1 where β = 22−γ , the scaling factor obtained by a calculation
like that in §3.2. As with the fractional case, we assume the boundary data is non-
negative, which allows us to assume the same for u. Notice that the Euler-Lagrange
equations tell us that, when u > 0, u satisfies
∆u = γuγ−1.
As with Phillips, we seek to prove




then u > 0 inside Br.
Since the scaling uλ(x) = 1λβ u(λx) preserves minimizers, we need only show
this for r = 1, and scaling would take care of the rest.
Our proof works by showing that, when the average on the boundary is
sufficiently large, a subsolution, or lower barrier to the energy minimizer, can be
constructed which is wholly positive in the interior of Br. There are two main
stages to the proof: first, we detail what it means to be a subsolution, second, we
construct a subsolution with the desired properties.
2.1 Subsolutions
We say that a function w is a subsolution, or lower barrier, to the energy
minimizer, if w satisfies
∆w ≥ Mwγ−1
whenever w > 0 inside Br, setting w = u along ∂Br for Dirichlet boundary condi-
tions, with M a large constant to be determined later. This terminology is natural
because, as we shall see, u ≥ w inside Br.
Let v = max(u,w), and consider the difference of energies given by







+ uγ − vγdx.

































(s − t)(γtγ−1 + Msγ−1)
for s > t ≥ 0. Clearly, φ(t) = ψ(t) = 0, and a bit of calculation assures us that
φ′(s) ≥ ψ′(s) for all s if we set M ≥ 2. Thus,























with equality holding in the last statement only if v ≡ u. Hence, u ≥ w, with M = 2.
2.2 Construction of a positive subsolution
Our goal is to create a positive function w on the unit ball, such that ∆w ≥
2wγ−1. We will define w in three parts:
w(x) = w1(x) + w2(x) + w3(x).
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Let η(x) be a radial, non-negative C∞ function satisfying η ≤ 1 everywhere,
η = 1 when |x| > 34 , η = 0 when |x| <
1
2 , and |∆η| ≤ C
′ and |∇η| ≤ C′ for some
constant C′. We define
w1(x) = λ
(
η(x)(1 − |x|)β + (1 − η(x))
)
,




for the correct choice of λ.
In the region in question, it is easy to see that















whence it is clear that a sufficiently large value of λ will suffice.
We set
w2(x) = µ(|x|2 − 1),
where we pick µ sufficiently large so that ∆w2 > −∆w1 + 1 everywhere inside B 7
8
.
It is clear from our design that −∆w1 is bounded inside the region in question.
Finally, we let w3 be the function which is harmonic inside B1, with the
same boundary values as the minimizer u along ∂B1.
We claim that when
>
∂B1
udS is sufficiently large
8
1. 1 ≥ 2wγ−1 on B 7
8
.
2. w ≥ 0 everywhere on B1.







To prove the first, it suffices if
>
∂B1




udS )γ−1. To prove the second, we bound w3 from below by a suitably scaled

















udS is sufficiently large.
Hence, we have w ≥ 0 everywhere, and on B 7
8
, we have
∆w ≥ 1 ≥ 2wγ−1
while on B1 \ B 7
8
we have








In this chapter we identify some technical points of interest. First, we prove
that minimizers of the energy exist. Second, we identify the scaling associated with
the problem. Third, we list certain properties of the equation and minimizer that are
known and will prove useful to our analysis.
3.1 Existence considerations and notation














the requirement u ≥ 0. We impose non-negative Dirichlet conditions on ∂B1 ∩ {y >
0}, where a = 1 − 2σ, 0 < σ < 1, 0 < γ < 1. For sake of convenience, we denote
Γ = B1 ∩ {y = 0}.
The energy can be interpreted as an averaging term which “lifts” the solution
towards the boundary conditions, and a term which punishes u for being nonzero
at y = 0, causing it to “stick.” The set {u = 0}, which necessarily lies in {y = 0},
is called the contact set of u. The interface between {u = 0} ∩ {y = 0} and {u >
0} ∩ {y = 0} is called the free boundary.
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Existence of minimizers is assured by the usual methods: consider a mini-
mizing sequence for the energy. The first term of the energy is lower semicontinu-
ous with respect to the norm for the usual reasons. The second term is continuous
with respect to the norm for L2(Γ). From the extension result of Caffarelli-Silvestre
we know that the trace of functions lying in H1(B+, a) lie in Hσ(Γ) [7], whence we
apply the usual Sobolev embedding of Hσ inside L2.
We will use X = (x, y), where x ∈ Rn and y ∈ R+.
3.2 Scaling of the problem









































3.3 Existence of a nontrivial free boundary
The Euler-Lagrange equations for J(u) tell us that, in a distributional sense,
the minimizer u satisfies
∇ · (ya∇u) = 0
in the interior of B+, and
lim
y→0
ya∂yu = γuγ−1 (3.1)
along Γ wherever u > 0. The behavior of u in the hyperplane y = 0 is of particular
interest: in this set, u separates into two behaviors; either u = 0 (the zero or contact
set), or u > 0 (the positivity set). The interface between the two sets in the topology
of Rn, is called the free boundary. When u > 0, the minimizer satisfies equation
(3.1).
Proposition 3.3.1 (Existence of nontrivial minimizers). There exist nontrivial en-
ergy minimizers u to our problem with nontrivial free boundaries. To be precise, if
sup u|∂B1∩{y>0} is sufficiently small, then along y = 0 there is a nontrivial zero set.
Proof. This will be a proof by contradiction. Suppose this is not true, that is to
say, sup u|∂B1∩{y>0} ≤ ε but u is uniformly positive along Γ. Take a C
∞ positive test
function φ with compact support contained within B1. Then the Euler-Lagrange


















Then the term on the first line grows faster than cεγ−1 as ε → 0, which is to say, it
becomes very large, while the terms on the second line are of O(ε) as ε→ 0. For ε
sufficiently small, this is a contradiction. 
3.4 Properties of the σ-Laplace operator
Caffarelli and Silvestre [7] showed that in the upper half space Rn+1+ , the





(this is just Theorem 1.0.1 repeated here for convenience). In addition to its in-
stantiation as a Neumann derivative-like operator for functions on the half-space,
the fractional Laplacian is also an integrodifferential operator, with Fourier symbol
|ξ|2σ. There is a large body of work studying the properties of this operator (the
sources for these properties are [20], chapter V of [21], [16]).
We list certain properties on which we will rely in the remainder of this sec-
tion which may not be commonly known; first, we list some useful properties aris-
ing (or most easily seen) through the extension technique in §3.4.1. Subsequently,
we list some others arising from direct examination of the fractional Laplace op-
erator itself (either as a Fourier multiplier or as an integrodifferential operator) in
§3.4.2.
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3.4.1 Properties arising from equations with A2 weights
Fabes, Jerison, Kenig, and Serapioni ([13],[11],[12]) extended the De Giorgi-
Nash-Moser theory of divergence-form elliptic equations to degenerate elliptic equa-
tions with Muckehnhoupt A2 weights; these are equations of the form
∇ · (A(X)∇u) = 0
where the matrix A satisfies
λw(X)|ξ|2 ≤
∑
Ai j(X)ξiξ j ≤ Λw(x)|ξ|2















for all balls B. These results apply to our problem, since if we let X = (x, y)
with w(x, y) = y1−2σ, then w is an A2 weight. In particular, such properties as the
strong maximum principle, interior Holder regularity of solutions, and the Harnack
inequality for nonnegative solutions all hold.
There are certain other properties, such as the De Giorgi Oscillation Lemma
and a more specific form of the De Giorgi-Nash-Moser Harnack inequality, which
follow directly from their work but are not explicitly stated. A discussion of those
properties follows.
For purposes of notation for this section, the equation satisfied is
∇ · (A∇u) = 0
where w(X)λ|ξ|2 ≤ ξT Aξ ≤ w(X)Λ|ξ|2 and w is some A2 weight.
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3.4.1.1 The De Giorgi oscillation lemma
Lemma 3.4.1. Suppose u is a positive supersolution in B2 with
|{X ∈ B1; u ≥ 1}| ≥ ε|B1|.





Although we prove the former statement, the obvious corollary concerning
subsolutions follows from applying the lemma to 1−u, and is what we actually use:
Corollary 3.4.2. Suppose u is a subsolution in B2 with
|{X ∈ B1; u ≤ 0}| ≥ ε|B1|






In line with [13], we let w(B) =
∫
B
yadxdy represent the integral of our
weight over a ball. The proof of this lemma depends on a Poincare inequality:
Lemma 3.4.3. For any ε > 0 there exists a C(ε, σ) such that for u ∈ H1(B1) with








Proof. It is a classical result (see, for example, Kinderlehrer and Stampacchia,
II.A.15 [15]) that for smooth functions u on Br that vanish on a set of measure







However, this is precisely the point of departure for Fabes, Kenig, and Serapioni







which is precisely the result we were looking for. 
The rest of the proof follows the proof given in [14], which is reasonably
short, so we reproduce it here.
Proof. Assume u ≥ δ > 0 - we will see that the final result is insensitive to δ, and
so we can let δ→ 0+ at the end.
Let v = (log u)−, then v is a subsolution to the equation, bounded by log δ−1.





























We set the test function φ = ζ
2
u for ζ ∈ C
1














whence we obtain ∫
yaζ2|∇(log u)|2dxdy ≤ C
∫
ya|∇ζ |2dxdy.
By fixing ζ = 1 on B1 and giving it bounded first derivative, we have∫
B1
ya|∇(log u)|2dxdy ≤ Cw(B2).































3.4.1.2 The De Giorgi-Nash-Moser Harnack Inequality
Theorem 3.4.4 (DeGiorgi-Nash-Moser Interior Harnack Inequality). Let u be a
non-negative solution in B1 to the equation. Then for r < 1, we have
sup
Br
u ≤ c(1 − r)−p inf
Br
u,
where c, p do not depend on r or the center of the ball.
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Proof. This fact is a straightforward extension of the standard interior Harnack in-
equality (proved in [13]), which simply states that, so long as the equation is satis-








where C > 1 is invariant under translation or dilation of the ball. In what follows,
we assume r > 12 , since the standard inequality proves the result for the case r ≤
1
2 ,
and that the balls are closed.
Suppose 12 > r >
1
4 . Consider the collection of balls B 12 (X), where X ∈ ∂B 12 .
The union of these balls, along with B 1
2
(0), is precisely B 3
4












Let X∗ ∈ B 1
2
be such that B 1
4






















inductively, and we get
sup
B1−2−k
u ≤ C2k−1 inf
B1−2−k
u
and so on, until we reach the first k such that 1−2−k > r. At this point, we recognize
that k ≈ − log(1 − r). Plugging in, we get the desired result. 
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3.4.2 Other properties
We will also use the fact that the operator given by Lu = ∇ · (ya∇u) has
no explicit dependence on the x-variable. Hence, solutions to ∇ · (ya∇u) = 0 are
not only Cα, but that regularity can be bootstrapped to provide estimates on the x
derivatives of u of all orders, a fact proved in [9]:


















where Dkx means any kth order derivative lying purely in the x directions, and [ f ]Cα
denotes the α-Holder seminorm of f .
By even reflection of u across the hyperplane y = 0, this result can also be
very useful when limy→0 ya∂yu = 0 and ∇ · (ya∇u) = 0 in Br(x, 0) ∩ {y > 0}.
A related estimate when limy→0 ya∂yu = −Cn,σ(−∆)σu , 0 was derived by
Silvestre in [20] from directly examining the fractional Laplacian:
Proposition 3.4.6. Let w = (−∆)σu. Assume w, u ∈ L∞(Rn). Then, for σ > 0, if
2σ ≤ 1, then for any α < 2σ, we have
‖u‖Cα(Rn) ≤ C(‖u‖L∞(Rn) + ‖w‖L∞(Rn)).
If 2σ > 1, then the same result holds for the C1,α−1 Holder norm.
19
It is often desireable, given boundary data on Rn × {0}, to find a function u
which satisfies ∇ · (ya∇u) = 0 in Rn+1+ . This can be done by means of convolution
with the following Poisson kernel (Caffarelli-Silvestre):
Proposition 3.4.7 (Poisson kernel for the extension [7]). Let










f (x′)P(x − x′, y)dx′
is a function satisfying ∇ · (ya∇u) = 0 on Rn+1+ .
The generalized Hopf lemma for σ-harmonic functions in Rn (first stated in
[5]) is useful:
Lemma 3.4.8 (Generalized Hopf Lemma for σ-harmonic functions). If a smooth
function v(x) satisfies (−∆)σv = 0 in some smooth domain Ω ⊂ Rn, v being non-
negative in general, and positive in the interior of Ω, and if there exists a point
x0 ∈ ∂Ω where v(x) = 0, then there exists C such that v(x) ≥ C((x − x0) · ν(x0))σ




The goal of this chapter is to obtain the optimal regularity of energy mini-
mizers u. In particular, we seek to show that u grows away from the free boundary
like a power of the distance. To be precise, u(X) ≤ Cdβ, where d is the distance of
X to the free boundary, and β = 2σ2−γ is the scaling factor obtained in §3.2.
As corollaries, we obtain some regularity results: restricted to {y = 0}, u lies
in the Holder space Cβ. If β > 1, we will prove that u ∈ C1,β−1, which by abuse of
notation we will still refer to as Cβ. In the interior domain where y > 0, we still
obtain u ∈ Cβ when β < 1. When β ≥ 1, we find that u ∈ Cα for any α < 1.
To obtain optimal growth, we consider a point p0 which is at some distance
(normalized to 1) from the nearest free boundary point, which we will take to be
0. We will use a variant of the boundary Harnack inequality due to Caffarelli to
compare the value of u(p0) with some point p1 in the interior of B+, specifically,
showing that u(p1) ≥ Mu(p0). We can then use the regular Harnack inequality
in the interior to show that, in a smaller ball about the free boundary point, the
boundary values are controlled by u(p1), and hence by u(p0). We then prove that, if
the boundary values in the upper half ball are too large at the right scale, then u(0)
is strictly positive, meaning that u(p0) cannot be too large. Subsequently, rescaling
21
obtains the desired regularity.
Our main tools to prove optimal growth are a variant of the Boundary Har-
nack Inequality1, and a lemma stating that if the values along the boundary of the
upper half-sphere are sufficiently large, then the minimizer of the energy taking
boundary conditions along the sphere has a positive value at the center.
Theorem 4.0.9 (Variant Boundary Harnack Inequality). Let u be a non-negative
solution of the equation ∇· (ya∇u) = 0 in B+, which satisfies limy→0 ya∂yu ≥ 0 along
{y = 0}, taking on some continuous boundary values along {y = 0}, with u(0, 14 ) = 1.
Then inside B+1
2
, we have u ≤ M for some constant M(n, σ).
Lemma 4.0.10 (Minimizers with large averages are positive at the center). Let u be
a minimizer of the energy J(u) inside Br ∩ {y > 0}, taking non-negative boundary
values along ∂Br ∩ {y > 0}. ∃c0 > 0 such that, if
u|∂B∩{y> r2 } ≥ c0,
then we have
u(x, y) > 0∀(x, y) ∈ B r
3
∩ {y ≥ 0},
and in fact there exists a constant c such that
u(x, y) ≥ c∀(x, y) ∈ B r
6
∩ {y ≥ 0}.
1There are two types of results which are, confusingly, both called the Boundary Harnack In-
equality in the literature. In addition to the result here, which states that values in the neighborhood
of the boundary are uniformly bounded in terms of the value at an interior point, there is a closely
related result which states that for two solutions which are both 0 along a stretch of the boundary,
their ratios are locally Holder-continuous. We follow the naming convention of Caffarelli and Salsa
[8] and call the first result the Boundary Harnack Inequality, and the second result the Boundary
Comparison Principle.
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Together, these suffice to prove our result, namely:
Theorem 4.0.11. There exists a constant K such that in any ball of radius r centered
at a point x0 where u(x0) = 0, we have
|u(x) − u(x0)| ≤ K|x − x0|β
for all x ∈ Br(x0) ∩ Γ where β = 2σ2−γ .
Proof. Without loss of generality, let 0 be a point such that u(0) = 0, and X∗ be a
point such that |X∗| = 1. We claim that u(X∗) ≤ K. Suppose this is not true, that is to
say, we can make u(X∗) as large as we wish. Then by the variant boundary Harnack





where M is the constant from the variant boundary Harnack inequality. By applying
the DeGiorgi-Nash-Moser Harnack inequality to u about we discover that we have
u(x, y) ≥ Cu(X∗)y,
whence, by invoking Lemma 4.0.10, we have u(0) > 0, a contradiction on our
original assumption. Thus, there exists a constant K such that u(X∗) ≤ K, as desired.
By rescaling the problem, we recover our desired result. 
Corollary 4.0.12. Let u be an energy minimizer in a subset of Rn+1+ containing B+1 ,
with 0 a free boundary point. Then considered as a function along the set {y = 0},
u is a Cβ function, with ‖u‖Cβ(B 1
2
) ≤ C, where C depends only on σ, γ, and n.
23
Corollary 4.0.13. Let u be an energy minimizer in a subset of Rn+1+ containing B+1




, u is a Cβ function, with ‖u‖Cβ(B+1
2
) ≤ C,
where C depends only on σ, γ, and n, if β < 1. If β ≤ 1, u is a Cα function for any
α < 1, with
‖u‖Cα(B+1
2
≤ C(σ, γ, n, α).
The proof of these statements, and a discussion of the Cβ norm estimates,
are covered in 4.3.
4.1 Variant Boundary Harnack Inequality
The proof of this variant of the boundary Harnack inequality follows the
same lines as the standard proof of the boundary Harnack inequality provided by
Caffarelli et alia [4]. The proof uses two classical facts from the De Giorgi-Nash-
Moser theory, which was extended to the theory of degenerate elliptic equations
with A2 weights by Fabes, Kenig, and Serapioni [13], a class that includes the equa-
tion ∇ · (ya∇v) = 0.
The first fact is the De Giorgi-Nash-Moser Harnack inequality (Theorem
3.4.4), which states that for a non-negative solution in B1,
sup
Br
u ≤ c(1 − r)−p inf
Br
u
where p > 0.
The second fact is the De Giorgi oscillation lemma (Lemma 3.4.1), which
says that a subsolution v in B1 satisfying
24
• v ≤ 1.
• |{v ≤ 0}| = a > 0.
has the property that
sup
B1/2
v ≤ µ(a) < 1.
We proceed by contradiction. Let u(0, 12 ) = 1, and extend u over the line
y = 0 by even reflection. Suppose there is no M which can bound values of u inside
the ball. Then u achieves its maximum in it M0 > M, at some point X0 = (x0, y0).
The Harnack inequality tells us that the distance to the boundary, y0, satisfies






We now proceed with a construction we repeat for each successive value of n, start-
ing with n = 0:
Consider now BKdn(xn, 0) (the projection of Xn to the plane y = 0), for K
large, greater than, say, 4. For points satisfying y > 2dn, we have, by the Harnack
inequality, that




The set {y > 2dn} has measure at least a fixed fraction of BKdn(xn, 0), independent of
K. Thus, if we let Mn+1 = supBKdn (xn,0) u, we see that inside, say, B2dn(xn, 0), by the
oscillation lemma, we have that










with µ→ 0 as K becomes large. Thus




We pick K sufficiently large that the factor on the right hand side is some fixed
positive λ > 1. We let Xn+1 be the point where u(Xn+1) = Mn+1 inside BKdn(xn, 0).
Thus we have a sequence of points Xn. Notice that K does not change, and
hence neither does λ. As n→ ∞, we have
u(Xn) ≥ λnM0 → ∞
while





The distances between the points satisfy
|Xn+1 − Xn| ≤ Kdn
and so the sequence has










which can be made to converge inside B 9
16
for M sufficiently large, giving us a
sequence of points Xn, with limit points where u blows up along y = 0. This
contradicts our original assumption that u continuously assumes values along the
boundary {y = 0}.
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4.2 The center is positive when the boundary is large
Our main lemma (Lemma 4.0.10) consists of demonstrating that when c0 is
sufficiently large, a subsolution which is purely positive in B 1
3
can be built, which
serves as a lower barrier to the solution.
4.2.1 Conditions for a subsolution
We seek sufficient conditions for a function to be a subsolution of our vari-
ational problem. One way to do this is to show that, for a subsolution w, where
u > w, we can improve the energy: if v = max(u,w), then











uγ − vγdx ≥ 0
since u is the energy minimizer. Clearly, the second term is negative; our approach
lies on setting conditions so that the first term dominates the second.
We assume u, v sharing the same Dirichlet boundary conditions along ∂B,
and integrate by parts:∫
1
2















(u − v) lim
y→0
ya∂y(u + v)dx.





along Γ, and ∇ · (ya∇w) = 0 in B1. Then limy→0 ∂yv ≥ Mvγ−1 on those portions
where v > u, whence we can write∫
ya(|∇u|2 − |∇v|2)dxdy ≥
∫
Γ∩{v>u>0}














Since u is the energy minimizer, we need for this term to be negative.
We consider the functions





(s − t)(γtγ−1 + Msγ−1).
Clearly, φ(t) = ψ(t) = 0. We now examine their behavior in the range 0 ≤ t < s.
When s > t,
ψ′(s) = γsγ−1 ≤ φ′(s) =
1
2
γtγ−1 + γMsγ−1 + γ(1 − γ)Mtsγ−2.
Thus, φ(s) > ψ(s) when s > t, and we can write


























with the last equality being strict if v differs from u on a set with positive measure.
This is satisfied if we set M = 2.
Hence, whenever such a w exists, we can decrease the energy of u, a contra-
diction on the definition of u as the energy minimizer. The construction of such a
w, which is positive on B 1
3
and greater than a fixed constant on B 1
6
, is thus sufficient
to prove Lemma 4.0.10.
4.2.2 Construction of such a subsolution
We want our subsolution w to have three properties: we would like our w
to take the same values as u along ∂B ∩ {y > 0}, we would like it to satisfy the
conditions
∇ · (ya∇w) = 0




wherever w > 0, and finally we want w > 0 in B 1
3
∩ Γ. We will define our w in two
parts.
w = w1 + w2.
We set w1 by setting, for x ∈ Rn,
ψ(x) =








be the Riesz potential of ψ. We need a technical lemma relying on classical results
in the theory of fractional integration and Riesz potentials, whose proof we defer to
§4.2.3:
Lemma 4.2.1. (I2σψ)(x) is well defined and continuous as a function, radial, has




)| ≤ C(1 − 3r)α
for 13 > r = |x| >
1
3 − δ where min(β, 1) > α > σ.
We let b(x) be equal to I2σψ on Rn \B 1
3




w̃(x) = (I2σψ)(x) − b(x).
b is the solution to the standard Dirichlet problem for the fractional Laplacian; its
existence is guaranteed by the standard theory (see, e.g., Landkof [16]). Notice
that w̃ is σ-subharmonic. This means it is negative inside B 1
3
, and 0 outside of
it. Furthermore, the maximum principle for σ-harmonic functions (Lemma 3.4.8)




)| ≤ C(1 − 3r)σ.
Now we let
w1(x, y) = Cn,σ
∫
y2σw̃(z)(





where z ranges over Rn. This is, of course, the Poisson kernel for the fractional
Laplacian convolved with w̃, giving us a w1 that satisfies ∇· (ya∇w1) = 0 in the inte-
rior, which takes on the values of w̃ along {y = 0}, satisfying limy→0 ya∂yw1(x, 0) =
ψ(x) (by the extension result of Caffarelli and Silvestre [7]).
For the sake of future estimations, it is helpful to bound −w1 from above by
an auxiliary function. We let q0 = 2 sup(−w1), and we let
q(x) =
q0 |x| < 13 − δ0 |x| > 13 .
and let q satisfy (−∆)σq = 0 on the annular ring 13 − δ < |x| <
1
3 . The comparison
principle for fractional-harmonic functions then tells us that q ≥ −w1 on Γ. We
extend q to Rn+1+ in the usual way via the Poisson kernel:
Q(x, y) = Cn,σ
∫
y2σq(z)(





Proposition 4.2.2. Q(x, y) ≥ |w1(x, y)| in the upper half-space Rn+1+ .
We set w2 with boundary conditions
w2(X) =
u − w1(X) X ∈ ∂B1 ∩ {y > 0}0 X ∈ Γ \ B 1
3
,
and let it satisfy the problem
∇ · (ya∇w2) = 0





when X ∈ Γ ∩ B 1
3
.
Now we need to estimate properties of w = w1 + w2, which we do by com-
paring w2 to Q
Proposition 4.2.3. For any λ > 0, a sufficiently large value of c0 will ensure that
w2(X) ≥ λQ(X) inside B+
Proof. Since both functions satisfy ∇ · ya(∇v) = 0 inside B+, it suffices to examine
their relative behavior along ∂B1 ∩ {y > 0} and along Γ.
Along ∂B1∩{y > 0}, the boundary comparison principle (see [12] for a proof
in the case of A2 weighted degenerate elliptic equations) tells us that
u(x, y) ≥ Cc0y2σ
since u ≥ c0 when y > 12 . We also have from the formula that Q(x, y) ≤ Cq0y
2σ.
Hence, we just need c0 to be sufficiently large.
The behavior along Γ is a touch trickier. We divide our analysis of the
behavior of w2 along Γ into two parts: the first part concerns the interior of B 1
3−δ
,
where δ is from Lemma 4.2.1, and the other in the thin annular ring 13 − δ < |x| <
1
3 .
Clearly, Γ \ B 1
3
is not taken care of, since w2 and Q are identically 0 there.
We note that w2|∂B∩{y>0} > 0, so that we can apply the Harnack inequality in
the interior. We bound w2 from below by a function ŵ2, which we define as follows:
let
ŵ2(X) =
u − w1(X) X ∈ ∂B1 ∩ {y > 0}0 X ∈ Γ
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and let it satisfy the problem
∇ · (ya∇ŵ2) = 0.
Clearly 0 ≤ ŵ2 ≤ w2 in the domain. Since we know w2 in {y > 12 } is greater than
c0, it follows that so too ŵ2 at interior points, such as, say, X = (0, 16 ), is linear in
c0, and hence so is w2. We apply the Harnack inequality to w2 inside the ball B 1
3
to
see that w2 ≥ Cc0 in B 1
3−δ
can be made as large as we wish, where δ is from lemma
4.2.1. Thus, inside B 1
3−δ
∩ Γ, we can choose c0 so that w2 ≥ Q.
In the annular ring proper, both Q(x, y) and w2(x, y) satisfy limy→0 ya∂yv = 0,
whence we can invoke the Hopf lemma to see that w2 ≥ Q. 
Corollary 4.2.4.
w = w1 + w2 ≥ (λ − 1)Q,
and hence by making λ sufficiently large we can make w ≥ Cq0 in B 1
6
.
We close our construction with a lemma, which shows that w has all the
desired properties of a subsolution.
Lemma 4.2.5.
w1 + w2 ≥ 0
and for λ from the previous proposition sufficiently large (which is really to say for




along Γ, wherever w , 0.
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Proof. Since w1 ≥ −Q and w2 ≥ λQ, we have
w = w1 + w2 ≥ w2 − Q ≥ 0.








= (1 − 3|x|)β−2σ
≥ (3δ)β−2σ.




On the annular ring, we invoke Lemma 3.4.8 to see that there is a constant
c such that
q(x) ≥ c(1 − 3|x|)σ,
whence we derive the relation
w(x) ≥ (λ − 1)c(1 − 3|x|)σ.
By setting λ sufficiently large, we can make
2
1
γ−1 (λ − 1)c(1 − 3|x|)σ ≥ (1 − 3|x|)β
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= (1 − 3|x|)β−2σ
= (1 − 3|x|)β(γ−1)
≥ 2((λ − 1)c(1 − 3|x|)σ)γ−1
≥ 2wγ−1.

4.2.3 Proof of Lemma 4.2.1
That the Riesz potential of a radial function is radial is clear from symmetry
considerations, and that it has the appropriate fractional Laplacian is classical: the
Riesz potential serves the same role for the fractional Laplacian as the Newtonian
potential does for the regular Laplacian (see, e.g., [21] or [16]).
The proof of this lemma uses facts from the theory of Riesz potentials. The
key facts we will use are given by the following theorem of Adams [1] (pp 772):
Theorem 4.2.6. If f ∈ Lp(Rn), 1 ≤ p < ∞, then
1. Iα1 f ∈ BMO if and only if Mα1 f ∈ L
∞(Rn).
2. Iα1 f ∈ BMO implies Iα1+α2 f ∈ C
α2 where 0 < α2 < 1.
where







is the fractional Hardy-Littlewood maximal function.
The plan is to set ψ(x) = (1 − 3|x|)β−2σχB 1
3
(x), show that ψ ∈ L1(Rn), and
subsequently that Mβ−2σψ ∈ L∞, whence we can apply the theorem to get the desired
result.










(1 − 3r)β−2σdr ≤ C
since β − 2σ > −σ > −1.
Next, we consider the fractional maximal function. It is clear that the points
of concern lie directly atop the singularity, that is, r = 13 . In balls Bρ about such
points, we see that ∫
Bρ( 13 )
ψ(x)dx ≤ Cρn+β−2σ,
which is precisely the scaling needed to see that Mβ−2σψ ≤ C.
Hence, we can apply the theorem of Adams and we conclude our lemma.
4.3 Cβ estimates for u
The goal of this subsection is to provide a proof for Corollaries 4.0.12 and
4.0.13.
For the first, we will do this by analyzing the effective equation satisfied
by u, restricted to Γ, in the neighborhood of a free boundary point. The estimates
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follow the spirit of the analysis conducted in Section III of [19]: we will first show
that appropriate Holder norms of u satisfy certain pointwise estimates in terms of
the value of u itself, and then put these estimates together to obtain a uniform Cβ
estimate.
For the second, we will follow a similar procedure, first using interior esti-
mates to get pointwise bounds on ∇u when y > 0, and then tie these together with
the Cβ estimate along {y = 0} to get a uniform Cβ estimate.
4.3.1 Along {y = 0}




and furthermore u ∈ C∞({u > 0}), such that the tangential derivatives of u, which
we represent by ∇xu, satisfy
|∇xu(p, 0)| ≤ C(u(p, 0))
β−1
β ,
and, moreover, that the tangential second derivatives of u, which we represent by
∇xxu, satisfy
|∇xxu(p, 0)| ≤ C(u(p, 0))
β−2
β
where p is any point in {u > 0} ∩ {y = 0}.
Proof. If p ∈ Γ is some point such that u(p, 0) > 0, then the variant Boundary
Harnack inequality tells us that u(p, δ) ≥ Cu(p, 0). If we make the usual dilation by
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λ about p, we see that uλ(x, y) = 1λβ u(λ(x − p) + p, λy) satisfies




For λ sufficiently small, cλ−βu(p, 0) can be made larger than the constant needed in
Lemma 4.0.10, whence uλ ≥ C > 0 in B 1
6
(p, 0), or, in the original u, we can say
u ≥ Cλβ > 0 in B λ
6
(p, 0) for λ sufficiently small.
Hence, the set u > 0 is open with respect to Γ, and, on every set D compactly
contained within {u > 0}, is bounded away from zero, hence
lim
y→0
ya∂yu = γuγ−1 ∈ L∞(D).
Consider now B = B 1
6
(p, 0). We let u1 be the Riesz potential of −γu
γ−1
λ χB,










and both of the ui satisfy ∇ · (ya∇ui) = 0.
Since the tangential derivatives of u2 also satisfy the same equations as u2,
we have that u2 ∈ C∞(B), with
|∇xu2(p, 0)| ≤ C,
and




(p, 0), by the estimates found in [9] (see Proposition 3.4.5). Similarly, we
can use the potential-theoretic estimates found in [20] iteratively to show that u1 ∈
C∞(B), with
|∇xu1(p, 0)| ≤ C,
and
|∇xxu1(p, 0)| ≤ C.
Hence, after rescaling, we can say that, for the tangential derivatives of u,
we have
|∇xu(p, 0)| ≤ Cλβ−1,
and
|∇xxu(p, 0)| ≤ Cλβ−2.
How small need λ be? Our condition was that cλ−βu(p, 0) ≥ c0, whence we
see that λ = (Cu(p, 0))
1
β suffices. The conclusion follows. 
Up to now, it has been possible to treat the cases where β ≥ 1 and β < 1 as
if they were the same. For the remaining two theorems, we have to recognize the
difference. The result here is proved very much the style of [19] and [6].
Theorem 4.3.2. Suppose β < 1. Then there exists a K = K(δ, n, β), such that if
x1, x2 ∈ Rn are in a δ-neighborhood of the free boundary, we have
|u(x1, 0) − u(x2, 0)| ≤ K|x1 − x2|β.
39
If β ≥ 1, there exists a K = K(δ, n, β), such that if x1, x2 ∈ Rn are in a δ-
neighborhood of the free boundary, we have
|∇xu(x1, 0) − ∇xu(x2, 0)| ≤ K|x1 − x2|β−1.
In either case, since away from the δ-neighborhood of the free boundary,
u ∈ C∞, this means we can put the two together to get a uniform Cβ norm for u.
Proof. As in the previous lemma, we notice that there is a constant C1, such that if
u(x1, 0) ≥ C1, then the variant boundary Harnack inequality tells us that u satisfies
the conditions for Lemma 4.0.10, and hence u ≥ C2 inside B 1
6
(x1, 0). Rescaling this
statement, we have that if u(x1, 0) ≥ C1rβ, then u ≥ C2rβ inside B r6 (x1, 0).
We now consider three cases:
1. u(x1, 0) ≥ C1(6|x1 − x2|)β and |x1 − x2| < δ4 .
2. u(x1, 0) ≥ C1(6|x1 − x2|)β and |x1 − x2| ≥ δ4 .
3. u(x1, 0), u(x2, 0) ≤ C1(6|x1 − x2|)β.
1) Consider the line segment joining x1 and x2, with r = 6|x1 − x2|. Since
u(x1, 0) ≥ C1rβ, we have u(x, 0) ≥ C2rβ inside B r6 (x1, 0), which happily is precisely
B|x1−x2 |(x1, 0). Hence, when β < 1, the mean value theorem applied along this line
segment tells us
|u(x1, 0) − u(x2, 0)| ≤ |∇xu(x′, 0)||x1 − x2|,
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where x′ is some point along our line segment. By applying the estimates from
Lemma 4.3.1, we have
|∇xu(x′, 0)||x1 − x2| ≤ C(u(x′, 0))
β−1
β |x1 − x2| ≤ C|x1 − x2|β.
When β ≥ 1, we consider instead
|∇xu(x1, 0) − ∇xu(x2, 0)| ≤ |∇xxu(x′, 0)||x1 − x2|,
and by applying the estimates on the tangential second derivatives, we have
|∇xxu(x′, 0)||x1 − x2| ≤ C(u(x′, 0))
β−2
β |x1 − x2| ≤ C|x1 − x2|β−1.
2) In this case, we simply say directly that, if β < 1,
|u(x1, 0) − u(x2, 0)| ≤ |u(x1, 0)| + |u(x2, 0)|
≤ Cδβ ≤ C|x1 − x2|β,
where we invoke Theorem 4.0.11 on the last step. If β ≥ 1, we say
|∇xu(x1, 0) − ∇xu(x2, 0)| ≤ |∇xu(x1, 0)| + |∇xu(x2, 0)|
≤ C(u(x1, 0))
β−1




where we invoke Theorem 4.0.11 on the last step.
3) The calculations are exactly like case 2, only instead of invoking Theorem
4.0.11 to bound u pointwise, we invoke the hypothesis. 
From this result, Corollary 4.0.12 is obvious.
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4.3.2 The estimates when y > 0
Note first that inside y > 0, u ∈ C∞, since ∇· (ya∇u) = 0 is uniformly elliptic
with smooth coefficients on any compact subset contained within {y > 0} (with
differing ellipticities, of course). We can thus assume that u is smooth far away, and
concentrate on its behavior for small values of y.
We start with an elementary lemma that gives us pointwise estimates on the
derivatives of u via rescaling:
Lemma 4.3.3. Let u be a non-negative function satisfying ∇ · (ya∇u) = 0 inside











whenever y0 > 0 and B y0
2
((x0, y0)) ⊂ BR.
Proof. Suppose first that y0 = 1 and B 1
2
(x0, 1) is inside BR. Then inside this ball, ya
is a bounded, C∞ coefficient, so the standard regularity theory for weak solutions
gives us the estimates
|∇u(x0, 1)| ≤ Cu(x0, 1),
and
|D2u(x0, 1)| ≤ Cu(x0, 1).
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For general y, we simply consider the rescaling w(x, y) = u(x0 + (x− x0)y0, y0y) and
write the estimate for w in terms of u. 
Next, we provide a boundary estimate on the growth of u away from the line
y = 0. We choose nice constants for the varius radii and the lines, bearing in mind
that we can rescale.
Lemma 4.3.4. Let u be an energy minimizer inside B8∩{y > 0} with nontrivial free
boundary. Then there exists a constant C such that, for y < 1 and (x, y) ∈ B3, we
have
|u(x, y) − u(x, 0)| ≤ Cyβ.
Proof. If u(x, 0) = 0 for any (x, 0) ∈ B3, then Theorem 4.0.11 suffices for that value
of x. Thus we only need consider values of x such that u(x, 0) > 0. For these values
of x, we have
lim
y→0
ya∂yu(x, y) = γuγ−1,




A bit of calculation shows us that u2−γ has ∇ · (ya∇(u2−γ)) ≥ 0. Let w = u2−γ
along y = 0 and y = 1 and also along ∂B8 ∩ {0 < y < 1}, and satisfy ∇ · (y
a∇w) = 0
inside. Then the maximum principle tells us that w ≥ u2−γ since u2−γ. Since u has
a nontrivial free boundary, Theorem 4.0.11 tells us that u, and hence w, is bounded
along y = 1, say, w|y=1 ≤ C′. Then that tells us that
w(x, y) ≤ w(x, 0) + C′y2σ
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inside B3 ∩ {0 < y < 1}. Hence,
|u2−γ(x, 0) − u2−γ(x, y)| ≤ C′y2σ.
Applying an elementary inequality, we have the desired result. 
With these two lemmata in hand, we can prove the analogue of Theorem
4.3.2 for the domain where y > 0.
Theorem 4.3.5. Suppose β < 1. Then there exists a K = K(δ, n, β), such that if
X1 = (x1, y1), X2 = (x2, y2) ∈ Rn+1+ are in a δ-neighborhood of the free boundary, we
have
|u(X1) − u(X2)| ≤ K|X1 − X2|β.
If β ≥ 1, there exists a K = K(δ, n, β, α), such that if X1, X2 ∈ Rn+1+ are in a δ-
neighborhood of the free boundary, we have
|u(X1) − u(X2)| ≤ K|X1 − X2|α
for any α < 1.
Proof. Without loss of generality, assume that y1 ≤ y2.
First, assume that β < 1. Suppose that y2 ≤ |X1 − X2|1−β . Then, using the
Cβ-regularity of u restricted to y = 0 and the previous lemma, we write that
|u(x1, y1) − u(x2, y2)| ≤ |u(x1, y1) − u(x1, 0)| + |u(x2, y2) − u(x2, 0)| + |u(x1, 0) − u(x2, 0)|
≤ C(yβ1 + y
β
2) + C|x1 − x2|
β
≤ 2C|X1 − X2|
β
1−β + C|X1 − X2|β
≤ C|X1 − X2|β.
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On the other hand, if y1 ≥ |X1 − X2|1−β, then we use our pointwise gradient
estimates and the special properties of this case to write that








|X1 − X2| ≤ C|X1 − X2|β,
where X̃ is some point on the line joining X1 and X2.
If y1 ≤ |X1 − X2|1−β and y2 ≥ |X1 − X2|1−β, then we consider:
|u(X1) − u(X2)| ≤ |u(x1, y1) − u(x2, |X1 − X2|1−β)| + |u(x2, |X1 − X2|1−β) − u(x2, y2)|.
The first term is controlled by the first method above, and the second term is con-
trolled by the second method.
For the case when β ≥ 1, simply let replace |X1 − X2|1−β in the preceding














possess the property they are non-degenerate, which is to say that near the free
boundary, they grow away from 0, and do not stay small. To be precise, our final
theorem is
Theorem 5.0.6. Let 0 be a point of the free boundary of u, a minimizer of J(u).




Our strategy for proving this theorem is first to show that at a fixed distance
away from the free boundary, there is a point which attains the desired growth.
Theorem 5.0.7. Let x0 ∈ Γ be a point such that d(x0, F(u)) = r, where F(u) is the
free boundary. Then, there exists a universal constant τ(n, σ, γ) > 0 such that
u(x1) ≥ τrβ,
where |x0 − x1| ≤ r4 .
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Proof. As is typical, we shall rely on the scaling property of energy minimizers,
specifically, that on λB+, 1λβ u(x0 + λX) is still an energy minimizer. Hence, we can
assume d(x0, F(u)) = 1 and we only need to show that there exists an x1 with
u(x1) ≥ c1,
for some x1 with |x0 − x1| ≤ 14 .
The standard Green’s identity applied to some test function φ ≥ 0 with












We notice that, along Γ ∩ B 1
2












∣∣∣∣∣ + ∣∣∣∣∣∫ u(x)∇ · (ya∇φ)dxdy∣∣∣∣∣ .
Now let us suppose to the contrary that there is no constant c1, that is to
say, for any ε > 0 there is a minimizer such that |u| ≤ ε inside B 1
2
(x0). Since
d(x0, F(u)) = 1, we have d(B 1
2
(x0), F(u)) ≤ 32 , and we apply optimal regularity to
bound the interior term: on B 1
2
(x0) ∩ {y > 0}, we have
u(x) ≤ C.








∣∣∣∣∣ + ∣∣∣∣∣∫ ε∇ · (ya∇φ)dxdy∣∣∣∣∣
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for arbitrarily small ε. Since the left hand side becomes very large and the right hand
side goes to zero, we have a contradiction: u cannot be made uniformly arbitrarily
small inside B 1
2
(x0) ∩ Γ, and thus there exists a constant τ such that u > τ at some
point, which we call x1. 
Now we begin the proof of Theorem 5.0.6, which is essentially identical to
that given in [5], and reproduced here for completeness:
Proof. The proof is divided into two steps.
Step 1. Let u be a local minimizer in BM such that
• 0 is a free boundary point,
• B1(e1, 0) ∩ Γ ⊂ {u > 0} ∩ Γ,
• u(e1, 0) = τ > 0 where τ is the constant from Theorem 5.0.7, known to be
bounded both from above and from below away from 0.




u ≥ (1 + λ)τ.
Suppose not. This implies the existence of a sequence of energy minimizers for our







From our regularity theorems, the family (uk)k is equicontinuous, and may be as-
sumed to converge uniformly on every compact subset of Rn+1+ to a function u∞
which satisfies limy→0 ya∂yu∞ ≥ 0. Moreover, u∞(·, 0) has a maximum at e1, thus it
is constant from the maximum principle. Hence u∞ ≡ τ, a contradiction because 0
is a free boundary point.
Step 2. Assume that 0 is a free boundary point. As in [8], we construct inductively
a sequence of points (xm)m ∈ Rn, such that
• u(xm+1, 0) ≥ (1 + λ)u(xm, 0).
• If rm = d(xm, {u = 0}) and x̃m is a free boundary point realizing the distance,
we have xm+1 ∈ BMrm(x̃m) with u(xm+1, 0) ≥ τr
β
m. This is from the construction
of Step 1 applied to the rescaling 1
rβm
u(x̃m + rmx, rmy).
In particular, we have
|xm+1 − xm| ≤ 2(M + 1)rm.
We end the induction at the first point xm which leaves B1. This is possible, since the
sequence u(xm, 0) grows geometrically in m, but is controlled by optimal regularity















|xm+1 − xm| because |xm+1 − xm| ≤ 1
≥ C′′′.
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The last step is justified because C′′, λ are both universal, and m0 is bounded uni-





which by rescaling Mr to r was precisely what we set out to prove. 
Corollary 5.0.8. In terms of n-dimensional Lebesgue measure, the positivity set
{u > 0} has positive density, bounded away from 0, in a neighborhood of any free
boundary point. That is to say,
|Br ∩ {u > 0}|
|Br|
≥ δ(n, σ, γ) > 0
for any ball Br centered about a free boundary point.
Proof. This is a consequence of nondegeneracy, which says that a sufficiently pos-
itive point exists, and of the Holder continuity of u (Theorem 4.3.2). 
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