We evaluate event studies of single firms using Bayesian methodologies. Event studies determine the effect of a public event on firms' stock returns. Securities litigation and antitrust investigations frequently use single-firm event studies to respectively determine loss causation\damages and anticompetitive behavior. The standard approach for inference assumes normally distributed returns; however, theoretical and applied evidence suggest normality does not necessarily hold, resulting in misleading results from inference. Assumptions of normality can be relaxed using Bayesian statistics. Using data from ten firms, eight of which were involved in securities litigation, we analyze various Bayesian models and methods of inference to compare to the classical, standard method. We also incorporate a flexible Bayesian model, replacing parametric likelihood functions with the empirical distribution function, allowing for a Bayesian event study analysis without parametric assumptions. Our results suggest that using a Bayesian event study with no assumption of normality can result in outcomes of loss causation and damages conflicting those determined by courts using the potentially invalid, standard methods.
Introduction
Event studies, commonly used in securities litigation or antitrust investigations, examine the effects of one or several events on a firm's stock return. In securities litigation, singlefirm event studies analyze the impact on stock prices of alleged fraudulent behavior, such as corrective or misleading disclosure statements. In antitrust investigations, an event study can reveal the financial market's expectations concerning the impact of a merger on firms' market valuations. An event study seeks to determine what would have happened to a firm's stock price "but for" the alleged fraud or potential merger. 1 The standard event study methodology uses a frequentist approach to inference based on an assumption of normally distributed stock returns. Such a method is advocated, if not mandated, by courts in securities litigation to establish materiality and loss causation, as well as to determine the amount of loss. 2 In Basic v. Levinson (1988) , the Supreme Court ruled that if a plaintiff establishes that the market for the alleged firm's security sufficiently provides all material information such that the security's price is quickly reflected in any public statements, then the reliance element of SEC Rule 10b-5 is met. Proving that the alleged misleading or omitted information would have affected the market's valuation of the security is a question of fact, so event studies are used to establish reliance. 1 We examine event studies concerning stock prices. However, bond prices also could be analyzed. Furthermore, while we focus primarily on securities litigation, our analysis and results apply to antitrust and merger event studies. See Cichello and Lamdin (2006) for an overview of event studies applied to antitrust.
2 For example, In re Omnicom Group, Inc. Securities Litigation (2010) turned on the improper use of the event study methodology, and inOscar Private Equity Investments v. Allegiance Telecom, Inc. (2007) the District Court found the expert's event study "untenable." Additionally, In re Williams Securities Litigation-WCG Subclass (2009), the Tenth Circuit Court of Appeals affirmed the lower court's decision to exclude the plaintiff's expert testimony for failure to perform an event study, and in In re Imperial Credit Industries, Inc. (2008) , the court dismissed the plaintiffs' expert testimony, which did not include an event study, granting summary judgment to the defendants.
Acceptance of a single-firm event study in securities litigation stems from court rulings finding that it satisfies what has become known as the Daubert standard. In Daubert v. Merrell Dow Pharmaceuticals, Inc. (1993) , the Supreme Court ruled that when expert testimony uses scientific evidence, the scientific technique or theories used to exhibit evidence must (i) be subjected to peer review; (ii) be found valid; (iii) be generally accepted; and (iv) yield a statistical error rate low enough to ensure reliable results. Kumho Tire Co. v.
Carmichael (1999) extended Daubert to non-scientific expert testimony, thereby treating economic, accounting and financial experts to the same standards. Until recent scrutiny, standard inference for single-firm event studies has been deemed to satisfy the Daubert standard.
Classical single-firm event studies use standard inference to analyze a firm's excess stock return from an event day (often called the event effect). With only one event date, the estimated event effect cannot be viewed as the average of a large number of random variables. Therefore, to be valid, standard inference requires the assumption that excess returns, also known as abnormal returns, are normally distributed Gelbach et al. (2010) ). Unless excess returns are exactly normally distributed, then standard inference is statistically invalid, in which case the Daubert standard is not satisfied. Since establishing loss under standard methods of inference may invoke invalid assumptions, alternative methods not only are sought after by scholars, but also are important in practice. 3 One alternative to the standard frequentist approach is a Bayesian analysis of an event study. Few have analyzed the event study methodology through a Bayesian perspective, and none consider a Bayesian analysis of a single-firm event study. This chapter evaluates ten single-firm event studies under various Bayesian models. First we provide a brief discussion of the standard event study methodology and the potential invalidity of standard inference that relies on the assumption of normally distributed abnormal returns. Then we discuss the Bayesian perspective and how a Bayesian approach overcomes this potential shortcoming. Our empirical analysis considers ten event studies using data from six firms that have experienced events resulting in a change in their stock prices. We consider Bayesian models that assume stock returns are distributed by a normal distribution and Student t distribution. After considering parametric Bayesian models, we move on to flexible Bayesian models, offering a form of nonparametric Bayesian analysis.
Generally, we offer a valid methodology for conducting single-firm event study inference that does not require a potentially invalid assumption of normality. This allows a court or regulator to argue the effects of an event using valid statistical methods. Our results offer insight into the benefits and implications of using a Bayesian event study, both parametric and flexible, rather than a standard event study.
The posterior distribution determined through the Bayesian approach allows us to conduct Bayesian inference for the event effect in a variety of ways. For each model, we analyze an event effect point estimate and a 95% credible set of the event effect's posterior distribution. The point estimate is determined by the median of the posterior distribution. We find that within the ten events we analyze, this point estimate remains quite similar among the various Bayesian models we consider, including our Bayesian model that replicates the frequentist's ordinary least squares point estimate. This does not imply that the same outcomes of inference result in both the Bayesian and frequentist settings. Because the Bayesian and frequentist perspectives differ, the interpretations from inference are distinct.
In particular, these differences may affect how loss causation is established and interpreted.
On the other hand, a total damages calculation may not be as affected by these differences in the two approaches.
Damage calculations in securities litigation frequently rely on the ordinary least squares estimate of the event effect. Typically, this point estimate is used to determine a per-share loss. Within each event and for each model we consider, because our resulting event effect medians are quite similar to each another and to the frequentist ordinary least squares point estimate, a calculation of per-share damages would be similar using any of Bayesian point estimates or the frequentist point estimate. 4 While the event effect's median point estimate might be used to determine total damages, other methods of Bayesian inference likely would be used by the parties to establish loss causation. Establishing loss causation in the frequentist setting relies on hypothesis testing of the event effect. In a Bayesian setting, parties would argue loss causation using the event effect posterior distribution, and determining loss causation may require more than just using a median point estimate. For example, Bayes factors, due to Jeffreys (1939) , is a Bayesian approach to hypothesis testing. Generally, this method of inference involves a ratio of Bayesian models to determine the posterior probability that one of the models is correct (see also Kass and Raftery (1995) ). This approach might be used to establish loss causation by comparing a model hypothesizing a nonzero event effect to a model hypothesizing a zero event effect. The Bayes factor is a ratio of the likelihoods of the event effect given the two hypotheses. The posterior odds that the event occurred is the Bayes factor times the prior odds that the event occurred. A posterior odds greater than one indicates that the data supports the hypothesis that the event effect is nonzero over the hypothesis that the event effect is zero. Establishing loss causation would then depend on the interpretation of this posterior odds value. Each party could argue significance of the model supporting the event using a scale developed by Jeffreys (1939) , often referred to as "Jeffrey's scale," used for evaluating a posterior odds value.
Another method of Bayesian inference is investigation of the event effect posterior distribution credible set. Within each event, while we find similar event effect posterior medians for each Bayesian model analyzed, the posterior credible sets are more varied. In fact, one Bayesian model for one of our events regarding the case Apollo Group Inc v. Policemen's Annuity and Benefit Fund of Chicago (2011) ("Apollo") results in a credible set unlike the 4 Within each event, the dissimilarities between the point estimates of each Bayesian model we examine become more economically significant in a damage calculation as the total shares affected increase. For example, the difference in total damages based on a 12 percent point estimate of the event effect loss versus a 12.5 percent estimate of the event effect loss becomes more profound as total shares affected increase.
other Bayesian models investigated, including the Bayesian model replicating the frequentist results. These differences may affect the determination of loss causation. Additionally, because a credible set might be used to determine a range of per-share damages, varied credible sets could affect the calculation of total damages. 5 A 95% credible set is the interval of event effects for which we have 95% belief that the true event effect lies therein. In the frequentist model, rejection of the null hypothesis that the event effect is zero with a five percent error rate is shown by exclusion of zero from the 95% confidence interval. Under Bayesian analysis, inference of the event effect could oppose inference results determined under frequentist methods. For example, in the aforementioned Apollo case, one Bayesian model we examine results in a credible set that does not contain zero. However, under standard frequentist inference, the researcher fails to reject the null hypothesis that Apollo's event effect is zero. Therefore, additional Bayesian inference could result in the researcher concluding one believes with high probability the event effect is not zero, contrary to the results from standard inference used by the court.
Overall, our results reveal that Bayesian single-firm event studies can overcome the potentially invalid assumption of normally distributed abnormal returns. We also exhibit the possibility that a Bayesian analysis of an event study may result in inference conflicting that of the classical, standard approach. Further, the Bayesian perspective may be attractive in a litigation setting.
Overview of the event study methodology
The purpose of an event study is to determine the reaction to a particular event, once public, on a firm's stock returns. Event studies are used in securities litigation to prove materiality and loss causation, as well as determine damages. Fama et al. (1969 ) and Brown and Warner (1980 ),(1985 provide the foundations for event study analysis.
5 Experts frequently provide a range of damage values that are presented to the court for damage calculations.
The key components of an event study are the event, the event window, and the factors used to identify the event effect. Any combination of market, industry, or firm-specific factors are used to identify the part of a firms's daily stock return affected by an event. An event study hinges on the analysis of "abnormal returns," which is the amount of return for each trading day analyzed that is not explained by the model. Inference is made on the event day abnormal return to determine statistical and economic significance.
The event day is the day or days the event was made public. Announcements of corrective disclosures, stock splits, or mergers are examples of events analyzed in event studies. To complete an event study, the researcher must determine the event window, as well as control period, called the pre-event or post-event period. In the standard event study approach, the pre-event period generally consists of the immediate 100 or 200 days prior to the first event in the event window. Determining the event window involves consideration of the event itself. An event window begins at the first event and continues, at the researcher's discretion, until or even following the last event. For example, an event window might include the day following the announcement, or it might include the thirty days in between a series of events. Multiple events can be jointly or individually analyzed. Securities litigation typically involves few events and often only one.
Upon regressing a firm's daily stock return on a vector of control factors, the estimated residuals determine the abnormal returns for that security. Inference for the event day abnormal return is based on a standard t-test. For valid inference under the standard approach, the data generating process must be normally distributed. However, evidence suggests the distribution of excess returns tends not normally distributed. 6 As previously discussed, even if excess returns are not normally distributed, inference based on normality could be valid if the estimated abnormal returns are asymptotically normal. However, in a single-firm and single-event setting like securities fraud litigation, asymptotic normality is beside the point because a central limit theorem cannot apply under such conditions. Several scholars have developed methods to overcome the potentially invalid inference 6 See Geweke (2005), Gelbach et al. (2010) , and Brown and Warner (1985) . that arises when assuming abnormal returns are normally distributed. Gelbach et al. (2010) provide evidence that an assumption of normally distributed abnormal returns does not necessarily hold in a single-firm setting. They offer an easily implementable, nonparametric test called the SQ test as an alternative, valid test of classical inference for a single-firm event study. Klick and Sitkoff (2008) provide an alternative method of inference through bootstrapping, as do Ikenberry et al. (1995) .
Analyzing abnormal returns through Bayesian statistics, rather than classical methods, offers another alternative. Gelfand and Sfiridis (1996) and Sfiridis and Gelfand (2002) survey the application of Bayesian methods to financial data, and Brav (2000) applies Bayesian methods to long-horizon event studies. None focus on Bayesian analysis of event studies in the single-firm setting. Zellner (1975) discusses general benefits of the Bayesian approach. At a minimum, analyzing abnormal returns with Bayesian statistics allows the researcher to address the potentially invalid assumption of normally distributed abnormal returns required for standard inference. With the increased ease of Bayesian computation, analyzing abnormal returns from a Bayesian perspective is less costly than it once might have been. Additionally, the Bayesian interpretation is particularly useful in a court setting, where the interested parties care primarily about the effect of a single event.
In a Bayesian setting, since the unknown parameters of the model are treated as random, inference is based on the posterior distribution of the unknown parameters. Generally, for an observed random variable Z = (z 1 , ..., z e ) and vector of unknown parameters θ, Bayesian statistics involves determining a posterior distribution of the unknown parameters θ given the vector of observed Z. By Bayes' rule, the conditional posterior density of the unknown parameters is:
The numerator is composed of the density of the data given the unknowns, i.e. the likelihood function, and the marginal density of the unknowns called the prior distribution. The denominator is the marginal density of the data. Since we condition on the observed data, treating the model's parameters as if they are random variables, then the marginal density for the data, f (Z), is a constant. Therefore, the conditional posterior distribution of the unknown parameters, p(θ|Z), is determined by the prior distribution of the unknown parameters, π(θ), updated by the data and multiplied by some constant. Since the conditional posterior density always will be known up to some constant, we write:
Depending on the composition of the likelihood and the marginal density, a closed form posterior may not exist. In this case, Markov chain Monte Carlo (MCMC) algorithms may be used to draw from the unknown posterior density. This gives the researcher a sample of draws from the posterior from which to conduct Bayesian inference on the parameters of interest. The posterior distribution's descriptive statistics, a credible set, or a predictive density might be used to conduct Bayesian inference.
Bayesian versus frequentist interpretation
The difference between the Bayesian and frequentist points of view lies in the interpretation of probability. In the frequentist framework, a probability is interpreted as the frequency of occurrence under repeated trials. However, probability represents a degree of believability in Bayesian statistics.
The frequentist approach assumes a model's parameter has a single, true value, and the data is random. Through multiple random experiments, with some probability the estimated parameter will be the true parameter. To express this probability, one presents a range of values that includes, with some level of "confidence," the true value of the parameter. A 95% confidence interval means one expects the true value of the parameter to fall within that interval 95% of the time a random experiment is conducted to determine the value of the parameter.
The Bayesian perspective, on the other hand, assumes the parameter of interest does not necessarily have one true value. Instead, the parameter's value is determined by a subjective prior probability distribution, based on beliefs (informative or noninformative) about that parameter. Thus, in the Bayesian world, the parameter value is random while the data is fixed, resulting from a single experiment. Then, using the observed data from the experiment, the Bayesian methodology updates this prior belief by the observed data, the combination of which determines a posterior distribution for the parameter(s) of interest.
A credible set presents an interval of values from this posterior distribution representing a particular probability of the data, such as 95%. Therefore, under frequentist analysis, one interprets a 95% confidence interval as the interval for which we expect (ex ante) 95% of the time to contain the true parameter value. On the contrary, under Bayesian analysis, a 95% credible set is the interval for which we believe (ex post) with 95% probability the true parameter lies in that interval.
In a single-firm, single-event study analysis, the Bayesian point of view is not necessarily unreasonable. In court, the frequentist must argue from an underlying belief that repeated random experiments allow one to determine with some probability the true value of the parameter and hence infer particular values for that parameter. However, plaintiffs, defendants, judges, jurors and regulators possibly care less about the probability of that event under realizations over repeated trials and more about the degree of belief regarding the particular event under review. A benefit of the Bayesian approach in this setting is it allows for inference based on data from the experiment of interest. Opponents of the Bayesian methodology, on the other hand, argue that the Bayesian approach requires one to believe not only the prior assumptions about the parameters, but also that one believes with some probability the true parameter value, a random variable, lies in that credible interval.
We proceed with our analysis by first setting up the event study model and describing the data. We consider various Bayesian models to independently analyze ten event studies among six firms. In Section 3.2, we present the classical results using the standard approach.
In Sections 4 and 5, our Bayesian analysis considers models based on normal and Student t likelihood functions with varying priors. Finally, in Section 6, we offer a flexible Bayesian model using an empirical distribution function with varying prior distributions. Throughout our analysis, inference of the event effect parameter is based on the posterior median and 95% credible set.
Setup of an event study
We employ a market returns model, commonly used in event studies, which assumes a linear relationship between the firm's daily stock return R s and market factors M s for each trading day s:
Multiple covariates could be included, but frequently assumed is a model based on a single explanatory variable, a market returns variable, using a market index such as the NASDAQ or the S&P 500. In our analysis, we assume an event window equal to one day, the event day. This event day occurs at trading day e = 101, with a pre-event period of e − 1 = 100 trading days.
In the classical event study methodology, ordinary least squares regression over preevent trading days s = 1, ..., e − 1 = 100 is used to estimate the parameters of the model, assuming (often implicitly) normally distributed abnormal returns: s ∼ N (0, σ 2 ). The event day abnormal return, e , is the event day actual return on the security less the predicted return on the security:
Standard inference in the classical event study methodology computes a standardized event date abnormal return and uses a t-test to determine statistical significance.
A convenient way to emphasize the effect of the event day is to rewrite the market returns model in equation (1) by defining the abnormal return, s , as follows:
Variable D s is defined by an indicator function equal to one on the event day and zero otherwise: D s = 1(s = e). Thus, on the event date, e = γ + µ e and all non-event observations yield s = µ s . Parameter γ is the event effect, or the part of the return from the event day that is not explained by the rest of the model. The market model from equation (1) now becomes:
In this case, a classical event study estimates the model's parameters using ordinary least squares regression for trading days s = 1, ..., e, then calculates the t-statistic for the estimated event effect,γ, to perform standard inference.
As discussed in Gelbach et al. (2010) , with exactly one event, the event date fitted abnormal return,μ e = R e −α −βM e −γ = 0, and the ordinary least squares estimateŝ α andβ are the same whether the parameters are estimated with or without the event day observation. These two facts imply that the estimated standard errorσ also is the same whether we include the event day observation or not. We use these facts later in our analysis.
Data and events
We observe daily stock returns and daily market returns originally obtained from the 
Benchmark: classical event study
Using the classical event study methodology described above, Table 1 summarizes the results from standard inference. Apollo's event effect is not statistically significant for a one-sided or two-sided test. Thus, the court did not consider this event as part of the plaintiffs' argument for materiality and loss causation. All other event effects are statistically significant at the one percent level of significance for both a one-sided and two-sided test.
7 Depending on the model, an event study might use log-returns rather than returns.
Accordingly, in the Belo, SunPower, and Bare Escentuals litigation cases, the classical event study provided evidence of loss causation. 
Bayesian analysis under normality
Next, we derive and present analytical results for a Bayesian event study model analogous to the classical event study. This Bayesian model, based on the assumption of normally distributed abnormal returns, generates a mean of the event effect posterior distribution equal to the estimated event effect from ordinary least squares. Then we offer graphical evidence that abnormal returns in our ten event studies in fact are not generated by a normal distribution.
Using market model equation (2), for trading day s define data vector Z s = (R s , X s )
, and let θ = (α, β, γ) and σ −2 = τ . Assume a flat prior on the location parameter θ and an inverse prior on the scale parameter τ :
where by Bayes' rule, π(θ, τ ) = π(τ )π(θ|τ ). Assume
A well known result is that the conditional distribution for θ is multivariate normal:
whereθ is the least squares estimator. The marginal posterior distribution for τ is a scaled chi-square distribution:
where k = 3 total regressors, e = 101 trading days, and the estimator for σ 2 is:
Because the conditional distribution for θ has a known functional form, we can directly draw from the event effect posterior distribution. 8
Comparison of Tables 1 and 2 reveals that the median of the event effect posterior distribution is nearly equivalent to the ordinary least squares event effect estimate,γ. 9
These results suggest a researcher can perform a single-firm event study using a Bayesian model that replicates the estimated event effect determined under the classical event study
8 Throughout our analysis of parametric Bayesian models, we use WinBUGS (Bayesian inference Using Gibbs Sampling), a statistical software for Bayesian analysis of statistical models requiring MCMC methods. For consistency, the results in Table 2 are based on a WinBUGS model with a normal likelihood, flat priors on the model's location parameters and an inverse prior on the standard deviation.
9 Computation error accounts for the differences; directly sampling from the known event effect posterior distribution yields a mean of the event effect posterior equivalent to the ordinary least squares estimate of the event effect. ology, additional inference based on the event effect posterior distribution other than the median might be used to determine loss causation, such as Bayes factors described above.
The median might be used to determine per-share damages, resulting in a similar damage calculation as under the frequentist approach.
The question remains whether the Bayesian model analyzed above is the correct model.
First, we have assumed abnormal returns are normally distributed. Second, we impose no information about the prior distributions of the parameters. Before we investigate models using more informative priors, first we explore the assumption of normally distributed abnormal returns.
Prior research suggests stock returns do not follow a normal distribution. As indicated above, Geweke (2005) discusses the evidence for a Student t distribution of financial data. Gelbach et al. (2010) and Brown and Warner (1985) offer evidence for lack of normality.
Figures 1, 2, and 3 for firms SunPower, Gold Kist event 1, and Hershey event 3, respectively, provide plots of the estimated kernel densities of fitted standardized abnormal returns with a superimposed standard normal density. These three density graphs, as well as the density graphs for the other seven events, reveal that for each event we consider, the estimated fitted abnormal returns generally are not generated exactly by a normal distribution. For most of the events studied, the estimated standardized abnormal returns densities have smaller spread than the standard normal density.
In each of the three graphs, the area to the left of the fifth quantile of the standard normal density ends left of the area representing the fifth quantile of the estimated standardized abnormal returns density. This implies that by using the standard approach, the researcher will reject the null hypothesis less than five percent of the time, therefore concluding abnormal returns are statistically significant less often than one should under valid standard inference. Since our graphical analysis suggests that stock returns are not generated from a normal distribution, we proceed with Bayesian models relevant to our beliefs about abnormal returns that do not rely on an assumption of normality.
Bayesian analysis under Student t models
Based on prior research that the distribution of stock returns has fatter tails than a normal distribution, we consider a Student t likelihood function under varying priors. An additional parameter of the Student t distribution is the degrees of freedom. We can fix the degrees of freedom, place a prior distribution on the degrees of freedom, or use an estimate of the degrees of freedom.
We implement three Bayesian models with fixed degrees of freedom 3, 10, and 40. Recall, a Student t distribution with infinite degrees of freedom is equivalent to a standard normal distribution. Results, provided in Tables 4 -13, reveal credible sets similar to that of the normal model with the same prior distributions on the remaining parameters. 10 With a Student t likelihood, the event effect posterior cannot be derived analytically. Therefore, 10 We also consider a prior distribution on the degrees of freedom based on estimating the degrees of freedom via maximum likelihood for a model with assumed Student t errors. However, since varying the degrees of freedom for the events we analyze does not yield substantial changes in inference, a model based on a maximum likelihood estimate of the degrees of freedom will add nothing.
we use Gibbs sampling to draw from the posterior distribution. As expected, as the degrees of freedom increase, a Student t model yields results closely resembling that of a model based on normality.
Within each event, each Student t model's event effect posterior median is nearly identical to the normal model's event effect posterior median. The larger difference in magnitudes are among the bounds of the credible sets. For every event except SunPower and Apollo, the bounds of each model's credible set become tighter as the degrees of freedom increase.
That is, the upper and lower bounds of the 95% credible sets decrease and increase, respectively, as we move closer to a Student t model that approximates a normal model. Given the redistribution of mass from the center to the tails of the Student t distribution as the degrees of freedom decrease, these results are reasonable.
To apply the results of Bayesian inference to a calculation of damages, a court could use the event effect posterior median as a measure of each share's loss due to the fraudulent behavior of the firm. In the case of Student t models, the value would differ only slightly from the event effect estimate determined under classical inference. However, total damages also depend on the total number of shares affected by the violation. Therefore, the more shares affected, the more sensitive the total damages calculation is to differences among the event effect posterior medians for various Bayesian models.
Thus far, our analysis reveals two main results. First, we show a Bayesian model assuming normally distributed abnormal returns yields a mean of the event effect posterior distribution identical to (accounting for computation error) the event effect's ordinary least squares estimate from a classical event study. However, both of these classical and Bayesian single-firm event study models assume normally distributed abnormal returns, which may fail to hold.
If the abnormal returns in fact come from a normal distribution, one advantage of the Bayesian approach over the classical approach is the determination of a posterior distribution of the event effect, rather than just a point estimate or confidence interval. One may use the event effect posterior distribution to conduct various types of inference. Additionally, the Bayesian interpretation of probability may be attractive in a litigation environment.
If the abnormal returns fail to come from a normal distribution, as often believed in the finance literature and as indicated by our evaluation of ten events, then the Bayesian methodology allows for an event study that does not rely on normally distributed abnormal returns. A belief that stock returns often follow at Student t distribution provides the basis for the second Bayesian model we consider. Our second main result reveals that for the ten events we analyze, the posterior median and 95% credible set for a Student t model with known degrees of freedom are nearly identical across degrees of freedom and nearly equivalent to the normal model. Accordingly, for the events we consider, if one believes abnormal returns follow a Student t distribution, a Bayesian analysis results in the median of the event effect posterior distribution nearly the same as the ordinary least squares estimate under the classical setting. However, in the Bayesian Student t model, inference does not rely on an assumption of normality, as does classical inference.
In practice, parametric Bayesian event study analysis of a single firm offers a method of statistical inference that does not require a potentially invalid assumption of normally distributed excess returns. Even if a Bayesian event study model assuming Student t abnormal returns results in valid inference, in a litigation setting parties may disagree on the distribution of abnormal returns. If abnormal returns do not exactly follow a Student t model, then even under Bayesian analysis, inference that plays a large role in determining the outcome and damages of a case will be inaccurate. Rather than assume a possibly incorrect distribution of abnormal returns, one could apply a nonparametric Bayesian analysis using the exact distribution of the pre-event abnormal returns data. In the next section, we investigate the benefits of a flexible Bayesian model.
Bayesian analysis under flexible models
Thus far we have assumed a parametric form on the distribution of the data. For the ten events we examine, since we graphically illustrate that abnormal returns do not exactly follow a normal distribution, our analysis indicates the results from standard inference are invalid. The distribution of abnormal returns might more closely resemble some other known distribution besides the normal and Student t. However, rather than investigate other potential parametric Bayesian models, we do away with assumptions on the form for the abnormal returns distribution and explore a flexible Bayesian event study model.
Gelbach et al. (2010) develop a nonparametric test for determining statistical significance
of a single-firm event study's estimated event effect. Rather than assume a distributional form for the abnormal returns, they use the empirical distribution function of the pre-event estimated residuals as an estimate of the unknown distribution of abnormal returns. Their "SQ test" for a five percent level of statistical significance compares the fifth most-negative pre-event estimated abnormal return to the ordinary least squares event effect estimate.
If the estimated event effect is less than or equal to this fifth percentile of the pre-event sample, then the researcher rejects the null hypothesis that the event had no effect on that firm's daily stock return.
Like Gelbach et al. (2010) , our flexible Bayesian analysis also estimates the cumulative distribution function of the abnormal returns by using the empirical distribution function for the pre-event abnormal returns. However, we proceed in a Bayesian rather than frequentist setting by using the empirical distribution function for the abnormal returns to form a conditional posterior distribution of the data.
A flexible model overcomes invalid inference that can result from an event study model, classical or Bayesian, based on an assumption of normally distributed abnormal returns.
However, a flexible model also has practical benefits. Agreement among expert witnesses regarding the correct model for a given situation is unlikely and therefore administratively costly for courts. Inference based on a flexible model has the added benefit of universal use by the courts. Assumptions for the most appropriate prior distribution of the event effect would be argued by each party. In our flexible model analysis, we explore informative and noninformative prior distributions and examine the implications of the results, as they relate to securities litigation. 
Since the pre-event period is relatively large, we ignore estimation error in the ordinary least squares estimatesα andβ and treat them as if they are the true parameters. We let α and β be the value ofα andβ. Therefore, uncertainty lies only in the event effect parameter, γ. On event date e, the market model equation reduces to:
For prior distribution π(γ) and likelihood function f Z (z e |γ), we desire to draw from the posterior distribution for event effect γ given the data:
We ignore estimation error inμ s , the fitted residual on day s from regressing pre-event daily returns on market returns, thereby assuming µ s is known, equivalent toμ s . LetF µ (t)
be the empirical distribution function of µ s :
We takeF µ (t) to be the distribution of µ s in order to form the likelihood function. The conditional distribution of the data, f Z (z e |γ), is transformed into a likelihood function in terms of abnormal returns µ in the following way: f Z (z e |γ) = P r(Z = z e |γ) = P r(γ + µ = z e |γ) = P r(µ = (z e − γ)|γ)
Typically, the likelihood function in a Bayesian model includes parameters for which the researcher places prior distributions. The empirical distribution function used as an estimate for the likelihood function acts as if the parameters of the likelihood have been determined outside of the Bayesian model. Our estimated, discrete likelihood function,
, yields the following posterior distribution for the event effect given the assumed-known parameter values α and β:
For various event effect prior distributions, π(γ), we use Monte Carlo simulation to draw from the posterior distribution. We begin with a flat prior, then consider more informative priors. Finally, we compare the results from five flexible models under various prior distributions on the event effect to the normal model analyzed in Section 4. For each model, the event effect posterior median and 95% credible set are provided in Tables 3, 14 -22 and discussed in Section 6.3.
Flexible model with a flat prior
With a flat prior distribution on the event effect, π(γ) ∝ 1, the event effect posterior distribution is determined by direct draws fromf µ (z e − γ). For j = 1, ..., J, we draw µ (j) fromF µ (t), then form γ (j) = z e − µ (j) . This yields J draws from the event effect posterior distribution p Γ (γ|Z = z e ) provided in equation (6). From these draws, we then determine the 95% credible set and median.
Flexible models with informative priors
In a litigation setting, parties could use ex ante beliefs about the event effect abnormal return to assume a flexible model with informative priors. With informative priors, since we cannot determine a functional form of the posterior distribution, we cannot directly draw from the posterior distribution. We employ importance sampling to draw from the event effect posterior distribution.
Importance sampling
Importance sampling is a method of estimating a desired statistic from a posterior distribution when no closed-form posterior distribution exists. Weighted draws from a "source density," also known as an importance function, are used in place of the target posterior density. The source density, which should include the support of the posterior density, is a convenient density from which we can directly draw. We weight these draws to correct for any bias. The better the approximation of the source density to the target posterior, the more reliable the importance sampling estimates.
Suppressing the conditioning on the data, define p Γ (γ) as the target posterior density and p I (γ) as the source density from which we can directly draw. Define the weighting function as the ratio of the target posterior to the source density:
Generally, for some function of the event effect, h(γ), rewrite the following expectation so it is taken over source density p I (γ), from which we can directly draw, rather than target density p Γ (γ), from which we cannot directly draw:
For draws j = 1, ..., J from the source density, use equation (7) to approximate E(h(γ)) by
.
In our flexible Bayesian model, we use the empirical distribution function as our importance function. Substituting the defined target posterior p Γ (γ) from above with the desired conditional posterior p Γ (γ|Z = z e ) from equation (6), the weighting function simplifies to the prior distribution of event effect γ:
We use importance sampling to generate draws from the target posterior density, then determine the median and a 95% credible set from those draws. For j = 1, ..., J, first we draw γ (j) from the source density: γ (j) = z e − µ (j) , where µ (j) is drawn fromF µ (t). Next we determine a weighted percentile for the median and bounds of the 95% credible set. To do this, we order the draws, calculate the weighting vector (based on the assumed prior distribution), then normalize the weighting vector. From the normalized weighting vector, we calculate the cumulative sum of the normalized weights. Using the cumulative sum vector, for the values nearest and not less than 0.025, 0.50, and 0.975, we determine each of the corresponding three ranks. For the draws from the source density, the corresponding order statistic for each of these three ranks determines each desired percentile, yielding a 95% credible set and median from draws from the target event effect posterior distribution.
Informative priors selection
In a model assuming an informative prior distribution for the event effect, an appropriate 
In cases where one believes the event had a negative impact on the firm's stock prices (abnormal returns are nonpositive), the most extreme prior belief is that the event effect is bounded by [−1, 0] since the daily return can decrease by no more than 100 percent and no less than zero percent.
For a more lenient bound on an event effect that could arguably reduce or increase the firm's value, we consider a prior belief that an event decreases returns by no more than 100 percent, and increases returns by no more than ten fold, a generous upper bound.
This results in a uniform event effect prior distribution with support [-1,10] . These two supports on the uniform distribution may be so generous that these two informative priors contribute to the updating of our posterior no more than the flat prior, resulting in the same posterior distribution as that determined under the flexible, flat prior model. Nonetheless, both parties likely would agree to these two prior distributions:
γ ∼ U(−1, 0) and γ ∼ U(−1, 10).
For our third flexible model with an informative prior, since many argue stock returns are generated from a Student t distribution rather than a normal distribution, we consider the prior belief that the event effect is generated by a Student t distribution with four degrees of freedom:
Finally, we also consider a prior belief that the event effect is generated by Laplace distribution, also known as a double exponential distribution, which is more peaked than a Student t distribution:
where η is the location parameter, which we assume known at 0.25. While one could assume prior distributions on the degrees of freedom for the Student t prior and the location parameter for the Laplace prior, we are interested in an investigation of the general methodology.
Thus, we keep the Bayesian models simple by assuming known values for these parameters.
Discussion of results
We compare the results from the five flexible Bayesian models to the normal model from Section 4. For convenience, credible sets and medians for the Apollo event are provided below in Table 3 , while results for the remaining nine events are provided in Tables 14 -22 .
First, notice that the medians for each posterior distribution for all flexible models within an event are nearly the same as each other and nearly the same as the median under the normal model. Recall that for all Bayesian models considered in our analysis, A closer comparison of the identical credible sets to those under the normal model reveals subtle differences in the credible sets among events. For example, for SunPower (Table 21) , the four identical flexible models result in larger event effect medians (corresponding to smaller negative event effects) than the normal model median. SunPower's credible sets' bounds are tighter (larger lower bound and smaller upper bound) than the bounds of the normal model.
However, for Bare Escentuals (Table 22) and Apollo (Table 3) , the respective identical flexible models' posterior medians are smaller (corresponding to a larger negative event effect) than the normal model's posterior median. Also, the bounds of the identical flexible models' credible sets are shifted right when compared to the bounds of the normal model, towards larger event effect bounds (corresponding to smaller negative event effect bounds).
Therefore, in the case of Bare Escentuals, for example, the defendant could offer the identical 95% credible sets from the flexible models as evidence of a range of values for which one believes with 95% probability the true event effect lies in that interval. Compared to the credible set from the normal model, these ranges of event effects are less negative than those of the normal model, resulting in an interval of lower per-share damages.
With respect to the double exponential model, for all three of Hershey's events (Tables   14 -16) , both of Belo's events (Tables 19 and 20) , and Gold Kist event 2 (Table 18) (Table 13) , and the remaining flexible models.
Since this result is unlike any of our other results, we examine the quantile-quantile Under the classical methodology, the 95% confidence interval contains zero, resulting in a failure to reject the null hypothesis that the estimated event effect is zero. Under a flexible Bayesian model, our 95% credible set excludes zero. Therefore, one might conclude from a Bayesian point of view that we believe with 95% probability the true event effect lies in that interval, which does not contain zero. However, one cannot necessarily conclude the event effect is nonzero. Fortunately, because the Bayesian methodology results in an entire posterior distribution for the event effect, other methods of Bayesian inference might yield further evidence of a zero or nonzero event effect for the Apollo case, which may or may not be in line with the court's decision not to consider the event.
Conclusion
We provide insight into the use of Bayesian analysis of single-firm, single-event studies
as a valid methodology for determining inference on the effects of an event on a firm's share or bond price. We show how the classical methodology is replicated in a Bayesian setting. 
