We consider the random walk on a simple point process on R d , d 2, whose jump rates decay exponentially in the α-power of jump length. The case α = 1 corresponds to the phonon-induced variable-range hopping in disordered solids in the regime of strong Anderson localization. Under mild assumptions on the point process, we show for α ∈ (0, d) that the random walk confined to a cubic box of side L has a.s. Cheeger constant of order at least L −1 and mixing time of order L 2 . For the Poisson point process we prove that at α = d there is a transition from diffusive to subdiffusive behavior of the random walk.
Introduction
We consider the following model of a random walk in random environment. We let ξ denote the realization of a simple point process on R d and identify ξ with the countable collection of its points. We study the continuous time Markov chain with state space ξ, with jump rate from x to y given by a negative exponential of the euclidean distance to some power α > 0:
r(x, y) = e −|x−y| α , x, y ∈ ξ .
(1.1)
The canonical example is obtained when ξ is the realization of a homogeneous Poisson point process but our assumptions on the environment will allow more general processes. We shall consider the random walk obtained by confining the particle to a cubic box Λ L ⊂ R d with side L, i.e. the random walk with rates (1.1) on ξ L := ξ ∩ Λ L . If ξ is the regular grid Z d then it is well known that the Cheeger constant or conductance of the Markov chain is of order at least L −1 and that the mixing time is of order L 2 , see e.g. [20] . We shall show that for dimension d 2, α < d these diffusive-type estimates continue to hold in our setting, for typical realizations of the underlying point process. We shall establish our results by way of estimates on the so-called isoperimetric profile of the random walk. This will be achieved by combining stochastic domination and percolation techniques. Similar results have been recently shown to hold in the case of a random walk on the super-critical percolation cluster [1, 15] . The case α > d, with ξ a Poisson point process will be shown to be sub-diffusive in the sense that Cheeger's constant is smaller than any inverse power of L, thus implying that the mixing time is larger than any power of L. In the critical case α = d we find a transition from sub-diffusive to diffusive behavior as the intensity of the process increases. In a separate work we will analyze the one-dimensional case [4] in detail. Before describing our results let us add a few lines to motivate our work.
In the recent work [7] a variant of this model with α = 1 has been studied where each point x ∈ ξ is given an independent random energy E x and the rates in (1.1) are multiplied by a Boltzmann-type factor involving the initial and final energies E x , E y . This can be seen as a model for the study of the phonon-induced hopping conductivity observed in disordered solids in the regime of strong Anderson localization, see [7] and references therein. Under suitable assumptions on the underlying point process the authors obtain an invariance principle for the random walk and prove, in dimension d 2, a lower bound on the effective diffusivity which coincides with the prediction of Mott law for the conductivity.
The invariance principle obtained in [7] is based on classical homogenization results [6] which allow to prove that the law of the rescaled random walk converges to the law of a brownian motion, in probability with respect to the environment. To prove almost sure convergence a different approach is required, see [3, 14] for two different ways of obtaining the almost sure invariance principle in the case of a random walk on the super-critical percolation cluster. The situation in our continuum model is slightly different and we shall come back to the almost sure convergence problem in future work. One of the byproducts of the isoperimetric inequalities we establish in the present paper is the almost sure Poincaré inequality for finite boxes which may be seen both as a first confirmation of the diffusive behavior of the random walk for almost all environment and, according to the approach of [14] , as a first step in the program of proving an almost sure invariance principle. In this context, the introduction of the energy marks E x at the points x ∈ ξ does not cause any additional technical difficulty and we will restrict here to the model defined by (1.1) corresponding to the case of all energies E x 's being equal.
Finally, we point out some technical features of the random walk considered here that make its analysis somewhat subtle, especially for a fixed environment: The random walk is genuinely non uniformly elliptic, the particle can perform arbitrarily large jumps and, when visiting a very isolated region of ξ, spends much time there but when leaving such a region it performs a very long jump. This trapping effect will become particularly clear in the analysis of the random walk on a Poisson point process, where the transition from diffusive to subdiffusive behavior comes from trapping in isolated points.
1.1. Main results. The main assumptions on the point process are described as follows. We consider a simple point process P on R d , d 2, i.e. a probability measure P on the set Ω of locally finite subsets ξ of R d , endowed with the σ-algebra F generated by the counting variables N Λ : ξ → #(ξ ∩ Λ) (cardinality function), Λ a bounded Borel subset of R d . We refer to [5] for a basic reference on point processes.
We write P * ,ρ if P is the homogeneous Poisson point process with intensity ρ > 0. Given a realization ξ of the point process and a bounded Borel subset Λ ⊂ R d we shall often write ξ(Λ) = N Λ (ξ) for the number of points of ξ belonging to Λ. For any
1. The configuration of good boxes may be described by the random field
where χ(A) denotes the indicator function of the event A. We can now state our main assumption.
Assumption (A1) We say that P satisfies assumption (A1) if for every 0 < p < 1 there exists K ∈ R + such that the random field σ(K) defined in (1.2) stochastically dominates the independent Bernoulli process on Z d with parameter p.
We recall that the above statement is equivalent to say that we can construct the process σ = σ(K) and the independent Bernoulli process Z on Z d with parameter p on the same probability space in such a way that σ x Z x almost surely. We refer to [12] for more on stochastic domination by Bernoulli product measures.
It is easy to check that P * ,ρ satisfies (A1), for any ρ > 0. We shall see (see Section 4 below) that this assumption is satisfied by processes with non-trivial correlation structure as well, provided a suitable mixing condition is satisfied. We will also consider the stochastic order between point processes defined in the standard way, see e.g. [8] . For two processes P, P ′ we write P ′ P if P ′ is stochastically dominated by P. This is equivalent to the existence of a coupling of the fields P, P ′ such that almost surely ξ ′ ⊂ ξ, with (ξ, ξ ′ ) denoting the random sets with marginal distributions given by P and P ′ respectively. In particular, it follows that if there exists ρ > 0 such that P P * ,ρ then P satisfies (A1).
For every L ∈ N, Λ L is the cubic box centered at the origin and ξ L denotes the restriction of the process to Λ L , i.e.
Before stating the results we need another regularity assumption which guarantees that local fluctuations in the number of points are not too large in our process. We shall consider the cubes Γ
Assumption (A2) We say that P satisfies assumption (A2) if for all C 1 < ∞ (here C 1 log L is the side of the cubes Γ x ) there exists C < ∞ such that P-almost surely
for L sufficiently large.
Here, and in all our statements below we use the following convention: Given a sequence of events {E L } L∈N we say that E L holds P-a.s. for L sufficiently large if there exists Ω 0 with P(Ω 0 ) = 1 such that for every ξ ∈ Ω 0 there is L 0 (ξ) < ∞ such that ξ ∈ E L for all L ∈ N with L L 0 (ξ). In particular, the statement (1.3) says that if we define the event
then E L holds eventually P-almost surely. The requirement (1.3) is certainly satisfied by Poisson point processes (see Section 4) and therefore by any process P such that P P * ,ρ for some finite intensity ρ. We refer to Section 4 for more examples.
Let us remark that a simple consequence of assumptions (A1) and (A2) is that there exists C < ∞ such that the inequalities
hold P-a.s. for L sufficiently large, where ξ(Λ L ) is the number of points of ξ in Λ L .
For any non-empty subset U ⊂ ξ L we define U c := ξ L \ U . The constant I U is given by
where #(U ) stands for the number of points in U . I U is sometimes called the conductance of the set U . For t ∈ (0, 1) the isoperimetric profile ϕ L (t) is defined by
(1.6)
Cheeger's constant is defined by Φ L := ϕ L ( 1 2 ). The main result is an almost sure lower bound on ϕ L (t) = ϕ L (t, ξ) for t ∈ (0, 1 2 ]. Theorem 1.1. Assume (A1) and (A2) and α < d. For every ε > 0 there exists δ > 0 such that P-a.s.
for all L sufficiently large. In particular, Cheeger's constant satisfies P-a.s.
for all L sufficiently large.
Recall that when ξ coincides deterministically with Z d , the standard isoperimetric inequality applies showing that ϕ L (t) δ t −1/d L −1 , for any 0 < t 1 2 , see e.g. [20] . Theorem 1.1 shows that up to scales that are smaller than any power of L these estimates continue to hold in our model.
The Poincaré constant γ(L) = γ(L, ξ) is defined by
(1.9)
This quantity is also known as the relaxation time and it coincides with the inverse of the spectral gap associated to the random walk defined as follows. Let X t = X t (ξ) denote the continuous-time Markov chain with state space ξ L and infinitesimal generator L(x, y), x, y ∈ ξ L given by L(x, y) = e −|x−y| α , x = y and L(x, x) = − z: z∈ξ L , z =x L(x, z) .
(1.10)
Then −L is a non-negative definite matrix and its smallest non-zero eigenvalue λ 1 (the spectral gap) is given by λ 1 = 1/γ(L). The estimate of Theorem 1.1 and an application of the well known bound γ(L) 8 Φ −2 L (see e.g. [20] ) imply that assuming (A1) and (A2) and α < d then there exists C < ∞ such that P-a.s. γ(L) C L 2 , (1.11) for all L sufficiently large. The Poincaré inequality (1.11) gives us some information on the speed with which the law of the random walk at time t converges to the (reversible) uniform distribution
Namely, let
t n n! L n (x, y) , (1.12) denote the kernel of the random walk on ξ L , i.e. the probability that X t = y conditioned on X 0 = x. We define the (uniform) mixing time τ (L) by
Well known bounds (see e.g. [20] ) then allow to estimate
From (1.11) and the fact that ξ(Λ L ) = O(L d ) almost surely (see (1.4) ) we obtain that for some C < ∞, P-a.s. τ (L) C L 2 log L , (1.15) for L sufficiently large.
Note that this estimate is only based on the bound Φ L δ L −1 for Cheeger's constant. Theorem 1.1 however shows that small sets can have a larger conductance. As first observed by Lovasz and Kannan [13] this fact can be used to obtain better bounds on the mixing time than (1.14). We will use refinements of this idea obtained recently in [16, 9] , to show that Theorem 1.1 implies the following improvement on (1.15). Note that (1.16) is a strengthening of the estimate (1.11), since it always holds (see e.g. [20] ) that γ(L) C τ (L) . so that
Suppose that there exists c > 0 such that P-a.s.
for L sufficiently large. Note that (1.19) always holds under assumption (A1). Suppose further that there exists C < ∞ such that P-a.s. 
for all L sufficiently large. From (1.17) we derive the same estimate for τ (L). We shall discuss the validity of (1.20) for several models in Section 4.
The estimates in (1.11), Corollary 1.2 and in (1.21) can be interpreted as the validity of diffusive behavior for the random walk with a fixed environment in the case α < d. Let us now turn to a discussion of the case α d. We restrict here to homogeneous Poisson point processes P = P * ,ρ but the same proof allows to establish analogous results in a larger class of models including e.g. diluted lattices. Points i) and ii) below give sub-diffusive estimates on the Poincaré constant γ(L) which, by (1.17) can be turned into estimates on τ (L). From points ii) and iii) we see that if α = d, for P = P * ,ρ there is a transition from sub-diffusive to diffusive behavior as the intensity ρ is increased.
The rest of the paper is organized as follows. In Section 2 we prove Theorem 1.1 and Corollary 1.2. In Section 3 we prove Theorem 1.3. In Section 4 we discuss examples of point processes satisfying the various assumptions required in the main statements.
2. Proof of Theorem 1.1 and Corollary 1.2 2.1. The basic construction. We shall partition the space R d according to three different scales: K, C 1 log L, C 2 (log L) 1 d , where K, C 1 , C 2 are suitably large constants (independent of L). Accordingly we will denote by B x the cubes of side K (as in the previous section), by Γ x the cubes of side C 1 log L and by W x the cubes of side C 2 (log L) 1 d . These are assumed to be of the form ax + [0, a) d , x ∈ Z d , for a = K, C 1 log L, C 2 (log L) 1 d respectively. At cost of replacing a with (L/2)/⌊(L/2)/a⌋ = a(1 + o(1)), with some abuse of notation we assume that the box Λ L is partitioned by the a-cubes.
The cluster of grey cubes.
Let us look at the partition into K-cubes B x . As in the introduction we call good a cube B x such that ξ(B x ) 1. On the same probability space of the point process we consider the independent Bernoulli process which assigns to a box B x the color grey with probability p and the color white with probability 1 − p. From our assumption (A1) we may assume that whenever a cube B x is grey then it is also good. A collection of cubes is said to be connected if any two cubes B x , B y belonging to it can be joined by a path of adjacent cubes, where two cubes B z and B z ′ are said to be adjacent if their centers are at distance K. We call C L the largest connected component of grey cubes B x such that B x ⊂ Λ L , see Figure 1 . This is well defined since with probability 1 there is eventually a unique cluster with maximal cardinality (see e.g. [10] ). We refer to C L as the cluster of grey cubes. 
2.1.2.
Density of the cluster of grey cubes. We shall use the following fact. Let {Γ x } x∈I L denote the collection of C 1 log L-cubes such that Γ x ⊂ Λ L for every x ∈ I L . Then there exists δ > 0 such that if K and C 1 are sufficiently large then P-a.s.
for all L sufficiently large. Here |C L ∩ Γ x | stands for the volume of the intersection as a subset of R d .
Due to (A1) the grey K-cubes correspond to a Bernoulli site percolation with parameter p that can be taken arbitrarily close to 1 by choosing K large. Hence it is enough to check the above result for Bernoulli site percolation with p < 1 sufficiently large. Indeed, for d = 2 it follows from the properties of the Kesten grid described in Section 2.1 of [15] , while for d 3 it can be derived from Theorems 1.2 and 3.1 in [17] . Note that these theorems concern Bernoulli bond percolation but one can adapt the arguments in [17] to the case of Bernoulli site percolation.
Another consequence of assumption (A1) is that every C 2 (log L) 1 d -cube W x included in Λ L must contain at least one grey K-cube B z , and hence at least one point of ξ L . Indeed, the probability that there exists one cube W x ⊂ Λ L containing no grey K-cube is bounded from above by
Borel-Cantelli lemma then shows that almost surely, every W x ⊂ Λ L contains at least one grey K-cube eventually.
2.1.3. Isoperimetric inequality for C L . As shown in [1] and [15] , if p is close to 1 it is not very hard to establish good isoperimetric bounds for the percolation cluster. We shall now state these estimates explicitly in our context.
For any collection A ⊂ C L of K-cubes we define ∂A as the collection of K-cubes B y 's such that B y ∈ C L \ A and B y is adjacent to some K-cube belonging to A. |A| and |∂A| will denote their respective volumes as subsets of R d . Lemma 2.1. For suitably large values of the constant K the following holds. There exist positive constants κ, C such that Palmost surely, for L sufficiently large, every collection
A similar result holds for Bernoulli bond percolation with parameter p < 1 close to 1 as stated in Lemma 2.6 of [1] . Note that Lemma 2.6 there covers the more general case of p super-critical but its proof requires more delicate renormalization arguments ( [1, 15] ) if p is not sufficiently large. In particular, for large p the proof of Lemma 2.6 in [1] is based only on Lemma 2.1 and Section 2.4 there. It is easy to adapt this proof to the case of Bernoulli site percolation with parameter close to 1 and check that the asymptotically almost sure estimates of [1] can be lifted to almost sure bounds via the usual Borel-Cantelli argument. Hence, due to assumption (A1), Lemma 2.1 follows by observing that the family of grey cubes corresponds to a Bernoulli site percolation with parameter arbitrarily close to 1 if K is chosen large enough.
When the collection A is such that 0 < |A| C (log L) d d−1 we simply observe that since ∂A is non-empty, |∂A| K d and therefore
(2.4)
Together with Lemma 2.1 this shows that for any A ⊂ C L such that
for a suitable constant κ > 0.
2.2.
Proof of Theorem 1.1. We are given an arbitrary set U ⊂ ξ L with #(U ) 1 2 ξ(Λ L ) and we have to estimate
where U c stands for the complement w.r.t. ξ L , i.e. U c = ξ L \ U . We call S = S(U ) the union of cubes B x ∈ C L which intersect U (see Figure 2 ):
Also, we let T = T (U ) denote the union of cubes B x ∈ C L which intersect U c :
Roughly speaking, the idea of the proof will be to exploit as much as possible the isoperimetric estimates for the region S as a subset of C L (Lemma 2.1). We shall consider two separate cases according to whether #(U ) > γ|S| or #(U ) γ|S|, where γ is a suitably large constant to be fixed below. If #(U ) > γ |S| we show that in this case the set U contains islands, whose number is (neglecting logarithmic corrections) proportional to #(U ), and each of which contributes at least L −ε to the numerator in I U . If #(U ) γ|S| and the set S is not too large we can essentially rely on Lemma 2.1. Finally, it remains to discuss the case when S is large in C L (e.g. S = C L ). In this case, either the set T is large as well, in which case we must have S ∩ T large and this produces a large numerator in I U , or T is small compared to #(U c ), in which case things can be handled as in the case #(U ) > γ |S| discussed above, by switching from U to U c . 
for some constant C < ∞. Special cubes are divided into strong and weak according to whether besides points of U they also contain points of U c . Namely, a special cube Γ is called strong if Γ ∩ U c = ∅ and weak if Γ ∩ U c = ∅, see Figure 3 . Suppose Γ w is a given weak special cube. Since Γ w ∩ U c = ∅, we must have
where, with some abuse, we identify a collection of cubes with their union. Indeed, if B y is a K-cube with B y ∈ Γ w ∩ C L then we must have B y ∩ ξ L = ∅ and B y ∩ U c = ∅, hence B y ∩ U = ∅ and therefore B y ∈ S. Thus, by the density property (2.1) we have
for some constant δ > 0. Letting m 1 denote the number of weak special cubes in Λ L and summing the contributions (2.11) of each weak special cube Γ w we obtain
Now, we observe that there are more strong special cubes than weak special cubes, i.e. that m 1 < m/2. Indeed, otherwise from (2.9) and (2.12) we would obtain 
for c = (2 √ d C 2 ) α . To establish (2.14) it is sufficient to show that we can find two vertices x, y ∈ Γ s such that x ∈ U , y ∈ U c and |x − y| 2 Figure 3 . Two special cubes, strong (left) and weak (right).
The two points x and y with the above property can be found as follows.
2) we know that each of the cubes W i contains at least one point of ξ L . Moreover, by definition of strong special cube we know that Γ s contains a point z ∈ U and one point z ′ ∈ U c . Let z = z 0 , z 1 , . . . , z n = z ′ denote a path joining the two points z, z ′ , such that Thanks to (2.15) and (2.9) we see that (recall that α < d here) for every ε > 0, for any L sufficiently large
This ends the case #(U ) > γ |S|.
Remark 2. We point out that the argument leading to (2.16) above never used the fact that #(U ) 1 2 ξ(Λ L ). This will be needed in the rest of the argument below. Remark 3. Also, we remark that (2.16) is the only piece of the proof using the assumption α < d. In fact, the same estimate as in (2.16) would hold in the case α = d if one could choose the constant c arbitrarily small. Since c = (2 √ d C 2 ) α , this can be achieved by taking C 2 small. However, the constant C 2 must be large enough in order to guarantee that almost surely all C 2 (log L) where δ = δ(d, K, α) is a positive constant. We now prove our claim under the assumption that |S| a|C L | for some given constant a ∈ 1 2 , 1 . We will remove this restriction afterwards. In this case we have
Using (2.5) we conclude that
(
2.19)
Since there is at least one point of U in each cube of S then |S| K d #(U ). Moreover, since |S # | |S| we arrive at the bound
(2.20)
We now have to remove the restriction |S| a|C L |. In particular, nothing prevents our set S to coincide with C L . Suppose then that |S| > a|C L |. Let T denote the set defined by (2.8) and assume that |T | 
Therefore #(U c ) > γ|T | if a is sufficiently close to 1, where γ has been fixed in the previous part of the proof. Now, since #(U ) #(U c ) we have I U I U c . Moreover, the collection of K-cubes T is for the set U c exactly what S is for U , see (2.7) and (2.8). As discussed in Remark 2 we can repeat the argument leading to (2.16) with U replaced by U c and S replaced by T since that argument applies despite the fact that now #(U c ) > 1 2 ξ(Λ L ). Thanks to the bound #(U c ) > γ|T |, we can therefore estimate as in (2.16) : 4), we point out that the proof given above can be easily adapted to show that for every ε > 0 there exists δ > 0 such that P-a.s., for all 0 < t 1/2, We sketch below the argument needed to derive (2.28). Fix z ∈ Λ 1 , consider U ⊂ ξ z,L−1 with #(U ) 1 2 #(ξ z,L−1 ) and set U c := ξ z,L−1 \ U . Replace in the previous proof C L with C L−2 and keep all the remaining notation (up to the above substitutions). Note that ξ z,L−1 ⊂ Λ z,L−1 ⊂ Λ L and that, due to (1.4),
29)
for suitable positive constants c 1 , c 2 which do not depend on z. Moreover, observe that (2.1) still holds with C L replaced with C L−2 and that, by choosing C 2 large enough, every C 2 (log L) 1 d -cube included in Λ L−2 must contain a point of ξ, and hence a point of ξ z,L−1 (see the derivation of (2.2)).
Consider the case #(U ) > γ|S| of Section 2.2.1. All the arguments before (2.14) remain true, but the explanation of (2.10) is now as follows: every K-cube in C L−2 contains a point in ξ L−2 ⊂ ξ z,L−1 and in particular, if B y is a K-cube with B y ∈ Γ w ∩ C L−2 , it must be B y ∩ ξ z,L−1 = ∅ and B y ∩ U c = ∅, hence B y ∩ U = ∅ and therefore B y ∈ S. In order to establish (2.14) we need to show that each strong special cube Γ s contains points x, y such that x ∈ U , y ∈ U c and |x − y| c(d) C 2 (log L) Both the case #(U ) γ|S| of Section 2.2.1 and the conclusions of Section 2.2.3 do not need any additional modification.
2.3.
Proof of Corollary 1.2. It suffices to apply the average conductance bound derived in Corollary 1.1 of [9] , see also [16] for a similar bound. In our context, this can be stated as follows. 
The proof of Lemma 2.2 is given in [9] for the case of a continuous-time Markov kernel H t as in (1.12) with generator L of the form K − 1 where K is a stochastic matrix. Our generator is not of this form (see (1.10)) but a close check of the proof in [9] (see Theorem 1.1 and its corollaries there) reveals that the estimate in Lemma 2.2 above holds without modification for our model.
To finish the proof of Corollary 1.2 we take ε = 1 2 in Theorem 1.1 and observe that neglecting multiplicative constants the integral in (2.30) can be bounded from above by
(2.31)
Since by (1.4) ξ(Λ L ) = O(L d ) almost surely, the first term contributes at most O(L log L).
The second and third terms are both O(L 2 ). This ends the proof.
Proof of Theorem 1.3
We start with the case α > d. Here we show that for any ρ > 0, for any δ > 0, P * ,ρ -a.s.
1) for L sufficiently large, where Φ L is Cheeger's constant. The claim (1.22) will then follow from the standard bound γ(L) 1 2 Φ −1 L , see e.g. [20] . To prove (3.1) we observe that P-a.s., for L sufficiently large, then at least one of the C 2 (log L) 1 d -cubes W x ⊂ Λ L has the property that there is exactly one point x * in ξ ∩ W x such that d(x * , W c x ) (euclidean distance from x * to the complement of W x ) is larger that 
Since there are L d /C d 2 log L cubes W x in Λ L , the probability that there is no W x ⊂ Λ L with the property above is bounded from above by
For every ρ > 0 we can find C 2 small enough so that e.g. q L d L d 2 , which implies that (3.3) is summable. Therefore our claim about the existence of the point x * follows from the Borel-Cantelli lemma.
Once we have the point x * as above we can choose U = {x * } and we obtain
Since α > d and ξ(Λ L ) = O(L d ) almost surely (see (1.4) ), this concludes the proof of (3.1).
We turn to the case α = d. Here the constant C 2 of the C 2 (log L) 1 d -cubes W x plays an important role. We start with the case ρ small. In this case we proceed with the same argument leading to (3.1). Namely, however large the constant C 2 , using (3.2) and (3.3) we see that if ρ is suitably small (e.g. ρ < d/(2C d 2 )) we can find the desired point x * as above with probability 1. Then, as in (3.4)
Since ξ(Λ L ) = O(L d ) almost surely, (3.1) follows by taking C 2 large (and ρ small) enough.
To prove the claim for ρ large we use the same argument as in the proof of Theorem 1.1. Recall that the only place where the constant α had a role in that proof was in (2.16). As explained in Remark 3, in the case α = d we need to take C 2 sufficiently small, so that (2.16) holds with, say, ε = 1 2 . Also, note that this value of ε in the estimate for the isoperimetric profile ϕ L in (1.7) is sufficient to prove Corollary 1.2, see (2.31).
Therefore, we only need to exploit the fact that if ρ is suitably large then C 2 can be small and we still have that almost surely all C 2 (log L)
Therefore the probability that there exists one such cube with ξ(W x ) = 0 is bounded above by L d e −ρ C d 2 log L . Thus, the Borel-Cantelli lemma shows that it suffices to take ρ > (d + 1)/C d 2 . This ends the proof of Theorem 1.3.
Examples
We are going to find sufficient conditions that guarantee that the process P satisfies assumptions (A1) and (A2). To check the stochastic domination requirement (A1) a very useful criterium is provided by one of the main results of [12] , which can be reformulated as follows in our setting. Recall that B x , x ∈ Z d are the cubes of side K and σ x is the indicator of the event ξ(B for P-a.a. ζ ∈ {0, 1} Z d , where p = p(D, K) is such that lim K→∞ p(D, K) = 1. Then there exists ρ = ρ(D, K) with lim K→∞ ρ(D, K) = 1, such that the random field {σ x } stochastically dominates the product Bernoulli process with parameter ρ.
Proof. This is a special case of Theorem 1.3 in [12] .
To check assumption (A2) one can use the following criterium. Recall that W x , x ∈ Z d are the cubes of side C 2 (log L) Then for all C 2 there exists C < ∞ such that for all
P-a.s. for L sufficiently large. In particular, P satisfies (A2).
Proof. This follows immediately from the Borel-Cantelli lemma. Indeed, for a fixed x ∈ Z d , (4.2) implies
Then if C is large enough, we see that
is summable in L ∈ N.
As discussed in Remark 1 the reverse bound γ(L) δ L 2 can be obtained as soon as (1.19) and (1.20) hold. While (1.19) is easily seen to hold under the ergodicity assumption or under assumption (A1), the bound (1.20) is slightly less obvious. The following lemma shows that (1.20) holds if we assume that P is dominated by a point process P satisfying a certain decay of correlations. Let N x , x ∈ Z d denote the number of points in the unit cubes x + [0, 1) d . Lemma 4.3. Suppose that P P, sup x∈Z d E P N 2
x < ∞ and that the following clustering property holds for P: there exists a decreasing function f : R + → R + and ε > 0 with lim sup ℓ↑∞ f (ℓ)ℓ 1+ε < ∞, such that for all {x i } ∈ Z d , i = 1, . . . , 4
Then, for any α > 0, (1.20) holds for P.
Proof. Let D denote the expression in the left hand side of (1.20). We can bound, by taking the constant C suitably large,
Then we only need to prove that W L C L d P-a.s. for L sufficiently large.
for some finite constant C 0 . Moreover, P P implies that
Therefore Chebyshev's inequality yields
Using (4.3)
By symmetry
This shows that Var P (W L ) C ′ L 2d−1−ε , for some constant C ′ . From (4.5)
for some other constant C, and the claim (1.20) follows from the Borel-Cantelli lemma.
We turn to some specific examples.
4.1. Poisson processes. Suppose P = P * ,ρ is the homogeneous Poisson point process with intensity ρ > 0. Then (A1) is obviously satisfied since ξ(B x ) are i.i.d. Poisson random variables with parameter ρ K d and σ x are independent Bernoulli variables with p = 1 − e −ρ K d . It follows that (A1) is satisfied by any P such that P P * ,ρ for some ρ > 0. Moreover, P * ,ρ satisfies the hypothesis of Lemma 4.2 with b = ρ(e a − 1) for any a > 0. Thus (A2) is satisfied by any P such that P P * ,ρ for some ρ > 0. In particular, if P is such that P * ,ρ 1 P P * ,ρ 2 , (4.6) with some 0 < ρ 1 < ρ 2 < ∞ then both (A1) and (A2) hold. The domination (4.6) holds in particular for non-homogeneous Poisson processes with intensity function ϕ(x) such that ρ 1 ϕ(x) ρ 2 , see e.g. [8] .
Using Lemma 4.3 it is easy to check that any point process P satisfying (4.6) must satisfy (1.19) and (1.20) so that the reverse bound γ(L) δ L 2 discussed in Remark 1 holds.
Thinning of point processes with uniform bounds on the local density.
Consider a point process ξ such that P-a.s.
for suitable constants n, ℓ > 0. Given p ∈ (0, 1], letξ be the p-thinning of ξ, namelyξ is obtained from ξ by erasing points of ξ independently with probability 1 − p. Note that ξ =ξ if p = 1. The processξ can model both crystal/quasi-crystal structures (p = 1) and their variants due to defects (p ∈ (0, 1)). Triviallyξ satisfies assumptions (A1), (A2) and conditions (1.19) , (1.20) of Remark 1 (recall that condition (1.19) is implied by (A1)) . A typical example of point processξ is given by the diluted Z d , defined as the p-thinning of ξ ≡ Z d .
4.3.
High-temperature/low-fugacity gas. Consider a Gibbsian random point field described by the following formal Hamiltonian function
where ϕ : R d → R is an even function (the two-body potential). It is known that under suitable hypothesis on ϕ and for sufficiently small values of the inverse temperature β and of the fugacity λ one can apply cluster expansion techniques to obtain a well defined Gibbs field P β,λ in the usual DLR sense, [19] . We now consider the case of non-negative finite range potentials in detail. We comment briefly on other models afterwards.
4.3.1.
Non-negative, finite range potential. Suppose ϕ : R d → R is a measurable even function such that ϕ 0 and ϕ(x) = 0 for |x| > R, for some R < ∞. Then a uniformly convergent cluster expansion has been obtained by several authors. In particular, at sufficiently small values of β, λ there exists a unique Gibbs measure P = P β,λ for the interaction (4.8). In [21] this is derived together with exponential clustering properties for the random field P that hold uniformly in the boundary conditions outside a given region. We write P η Λ for the Gibbs measure in a bounded Borel subset Λ ⊂ R d with boundary condition η as follows. Let Ω Λ denote the set of finite subsets of Λ, endowed with the σ-algebra F Λ generated by the counting functions
where f has been identified with a symmetric function on ∪ n 0 Λ n , Z η Λ is the normalizing constant, and for any finite ω ⊂ Λ and any locally finite
(4.10)
The following estimates have been established in [2] , Corollary 2.4 and Corollary 2.5, based on the expansion presented in [21] . We give some preliminary notation. The support of f is the smallest Λ such that f is F Λ measurable and is denoted by Λ f . Moreover,Λ f stands for its euclidean enlargement by R, where R is the range of the interaction, i.e. 
The above result implies in particular that for β, λ satisfying (4.11) the Gibbs field P = P β,λ is unique. Moreoever, P β,λ is stationary and ergodic. Lemma 4.5. Assume (4.11) . Then the Gibbs measure P = P β,λ satisfies (A1) and (A2). Moreover, it satisfies the estimates (1.19) and (1.20) in Remark 1.
Proof. We start with (A2). Since ϕ 0 it is easy to check that (4.2) holds, so that (A2) follows from Lemma 4.2. Indeed, let us prove (4.2) for P η Λ ℓ uniformly in η.
.
[e a ξ(Λ ℓ ) ] P(dη) and the stationarity of P.
We remark the fact that (A2) is satisfied could have also been derived from the stochastic domination P β,λ P * ,λ which can be shown to follow from non-negativity of ϕ (repulsive interaction), see [8] .
We turn to the proof of (A1). We shall establish (4.1) for the Gibbs measure P. Let us first observe that, from the ergodicity it follows P(σ x = 1) → 1 as K → ∞. We then use Lemma 4.4 to obtain the desired estimate in (4.1). Note that if |x − y| > D with D sufficiently large, then d(B x , B y ) > D K/2 for all K. Let Λ = Λ(D, K) denote the set
We write
(4.13) From (4.12), taking f = σ x , Λ f = B x and Λ = Λ(D, K) we see that for K large enough
− C e −m D K/2 , for any pair of boundary conditions η, τ , with some independent constant C. Then it follows that
, uniformly in η. Therefore using (4.13) we obtain
Now, the claim follows from E P [σ x ] = P(σ x = 1) → 1 as K → ∞. This ends the proof of (A1).
Since (1.19) follows from (A1) it remains to check the validity of (1.20). From Lemma 4.3 we know that it suffices to prove (4.3) for P. This is a special case of the exponential decay of covariances derived in Corollary 2.4 of [2]. 4.3.2. Other models. More generally assumptions (A1) and (A2) will hold for P β,λ whenever one has uniformly convergent high-temperature/low-fugacity expansion with clustering properties that hold uniformly in the boundary conditions, as in Lemma 4.4. This is known to be the case for some models with multibody interactions under the assumption that the pair potential ϕ satisfies ϕ(x) = +∞ for |x| < R 0 for some R 0 < ∞ (hard-core interactions) and under some mild additional assumptions [18] (in particular, one can remove the positivity and finite range requirement on ϕ). For more general models with only pair interaction, such as the one considered in [11] , where ϕ is only assumed to be stable and exponentially decaying at infinity, one can still establish (A2) using Lemma 4.2 above, but the clustering property derived in Theorem 2 of [11] is not sufficient to establish (A1) here because of the lack of uniformity in the boundary condition. In particular, a uniform result as in Lemma 4.4 is not available in this case. 4.4. Palm distribution. In [7] the authors consider a random walk on the support of a marked simple point process whose jump rates decay exponentially in the jump length and depend via a Boltzmann-type factor in the (energy) marks. The law of the process is the Palm distribution associated to a stationary ergodic marked simple point process. Since the Boltzmann-type factor in the marks is bounded from above and below by positive constants, the estimates of Cheeger's constant, spectral gap and mixing time for the random walk confined in a cubic box of side L reduce to the case of zero energy marks and hence are covered by the following discussion.
Recall that Ω denotes the Borel space of locally finite subsets ξ ⊂ R d , endowed with the σ-algebra F generated by the counting variables N Λ (ξ) = #(ξ ∩ Λ), and define Ω 0 as the Borel subset of Ω given by the subsets ξ containing the origin. Given a stationary simple point process on R d with law P and finite intensity ρ, i.e. ρ := EP (ξ(Λ 1 )) < ∞, the associated Palm distribution P 0 is the probability measure on Ω 0 such that P 0 (A) = 1 ρ Ω P(dξ) where Λ 1 = [− 1 2 , 1 2 ] d , ξ 1 = ξ ∩ Λ 1 , χ A denotes the characteristic function of the event A and τ z ξ denotes the translated subset ξ − z.
One can apply the results described in the introduction directly to the case P 0 . Since usually it is simpler to deal with the original law P than with the associated Palm distribution P 0 , it is useful to get the same results for P 0 under suitable assumptions on P instead P 0 . We prove that if P satisfies conditions (A1) and (A2) then the conclusions of Theorem 1.1 and Corollary 1.2 still hold for P = P 0 : Lemma 4.6. Suppose that P satisfies conditions (A1) and (A2) and α < d. For every ε > 0 there exists δ > 0 such that P 0 -a.s.
for all L sufficiently large. In particular, there exists C < ∞ such that P 0 -a.s. for all L sufficiently large.
Proof. As discussed in Section 2.3, (4.17) and (4.18) are a direct consequence of (4.16). In order to prove (4.16) consider the event A δ,ε,L 0 given by the subsets ξ ∈ Ω satisfying (4.16) for L L 0 , L ∈ N. Due to Remark 4, given ε > 0 there exists δ > 0 such that P(∃L 0 > 0 : τ z ξ ∈ A δ,ε,L 0 for all z ∈ ξ 1 ) = 1.
In particular, due to (4.15), lim L 0 ↑∞ P 0 (A δ,ε,L 0 ) = 1, thus implying (4.16) for L sufficiently large P 0 -a.s.
Finally we give a criterium to verify (1.19) and ( for L sufficiently large. Then P 0 -a.s. (1.19) and (1.20) hold for L sufficiently large.
Proof. Recall that A 1 = Λ L/2 , A 2 = Λ 3L/4 . Then (4.19) and (4.20) imply for a suitable positive constant C that P-a.s.
for all z ∈ ξ 1 if L sufficiently large. Hence the thesis follows from the identity (4.15).
Note that to verify (4. 19) , (4.20) it is enough to apply the same arguments suggested for the check of (1. 19) and (1.20) in the general case. In particular, it is simple to verify that (4.19) holds if P is ergodic or satisfies assumption (A1), while (4.20) holds if the assumptions of Lemma 4.3 are fulfilled.
