Introduction
Virtually all animals can alter their behavior based on past experience. What underlies this ability to store and retrieve information is synaptic plasticity, whereby existing connections among neurons are strengthened or weakened and new synapses are formed or existing ones removed. The capacity for synaptic plasticity and, by consequence, for learning and memory is not constant throughout life; it often peaks relatively soon after birth and then typically declines, at variable rates, with increasing age. In many brain systems and animals, there are distinct phases of greatly enhanced plasticity for specific sensory experiences or sensorimotor interactions. Such critical periods were first described for filial imprinting in several bird species. Here, during a brief, few hour period soon after hatching, fledglings are imprinted on their mother, which they will then closely follow around (Lorenz, 1935) . Similarly, first language acquisition in human infants follows a rather complex but stereotypical time course (Kuhl, 2010) . In the mammalian visual system, where critical periods are intensely studied, the effects of temporary closure of one eye on eye-specific responses of neurons in cat visual cortex have been found to be largely limited to a brief period early in life (Hubel and Wiesel, 1970) . These and many other examples make it clear that neuronal plasticity is particularly prominent in the developing brain.
On the other hand, synaptic plasticity in the adult brain is widespread and is a key feature of many brain regions, like the hippocampus, the striatum, or the cerebellum. Thus, although neuronal plasticity is certainly much more profound in the developing brain than in adulthood, it is not exclusively restricted to that period. In the following text, we describe examples of adult plasticity, discuss differences in the mechanisms of juvenile and adult plasticity, and finally point to potential translational aspects of enhancing plasticity in the adult brain.
Map Plasticity in the Neocortex
Traditionally it has been held that the neocortex is only plastic within the critical period, which occurs early during postnatal development (see above, Hubel and Wiesel, 1970) . This view was challenged when Michael Merzenich and colleagues began to study the representation of the body surface on the somatosensory cortex of the monkey. They paid particular attention to the representation of hand and fingertips and studied whether the cortical ''territory'' devoted to them depended on how much and how they were used by the animal. In an early study, Merzenich and colleagues (1984) amputated one finger and showed that the region in the somatosensory cortex deafferented by this procedure gained responsiveness over the course of time and started processing inputs from the two neighboring fingers. This finding was not that different from what Hubel and Wiesel had earlier shown for the developing visual cortex, the fundamental difference however being that this type of plasticity also occurred in the adult cortex (Merzenich et al., 1984) . Because of the similarity to a monocular deprivation experiment in the visual domain, it was thought that this result may-like ocular dominance plasticity-be explained by Hebbian plasticity mechanisms (Hebb, 1949) as well as by competitive interactions between the different inputs. To test this hypothesis, the same researchers conducted additional experiments in which they compromised the normal competition between the two fingers' inputs by surgically connecting two fingers (syndactyly) or by stimulating the two fingertips concurrently. They found that this resulted in a merged cortical representation of the two fingers, very similar to the one normally found for one finger (Clark et al., 1988; Figure 1A) . These experiments in somatosensory cortex, all done by multiple single-electrode penetrations, were the first to clearly indicate that relatively massive changes in cortical representation and therefore also in cortical circuitry can occur even in the adult brain. Despite the clear physiological demonstration of cortical plasticity, it would be many years until the anatomical underpinnings of such changes were investigated.
In another series of experiments, Robertson and Irvine (1989) and, again, Merzenich and colleagues (Recanzone et al., 1993) showed that adult plasticity can also occur in a different sensory modality, the auditory cortex. They performed lesions of the sensory organ by selectively ablating parts of the cochlea, thereby depriving the animal of hearing in one particular frequency range. This deprivation also resulted in substantial rearrangement of maps in the adult brain. The experiments showed, using multiple single-electrode penetrations in the auditory cortex, that the cortical region previously responsive to the deprived frequency range began to process neighboring frequencies (Robertson and Irvine, 1989) . Conversely, when a monkey was trained on a perceptual discrimination task with particular importance of a defined frequency range, the cortical area subserving this particular range of frequencies became enlarged over time (Recanzone et al., 1993; Figure 1B) .
Perhaps due to the fact that the critical period had most extensively been studied in the visual system, investigators in this domain were the last ones to address the question of adult cortical plasticity in a systematic manner. But on the positive side, the background knowledge in the visual system also made it easier to interpret the functional and structural changes observed for adult plasticity in this modality. In a landmark paper, Kaas and colleagues (Kaas et al., 1990) , soon followed by Gilbert and colleagues (Gilbert and Wiesel, 1992; Gilbert et al., 1990) , showed that, in the visual system, like in the other sensory systems, plasticity not only occurs in the juvenile state, but also substantially in the adult. Retinal lesions performed in corresponding locations of the two retinae, initially in monkeys (Gilbert et al., 1990; Kaas et al., 1990) and later also in cats (Gilbert and Wiesel, 1992) , resulted in plasticity in the visual cortex according to the following scheme: initially, for 2-4 weeks after the lesion, the cortical area that was originally innervated by the lesioned region of the retina, named the lesion projection zone (LPZ), became silent. Subsequently, the first neurons responding to visual field locations corresponding to the border of the retinal lesion were found in the LPZ. After that, successively more and more neurons in the LPZ started acquiring receptive fields just outside of this region. This process, termed ''filling-in'' (Gilbert and Wiesel, 1992; Gilbert, 1992;  Figure 1C ), therefore resulted in a distorted cortical representation, later also shown in mice (Keck et al., 2008;  Figure 1C ). It should be noted that later fMRI studies have called this finding, at least in monkeys, into question A) In the adult somatosensory cortex, surgically connecting two fingers (syndactyly) leads to receptive fields (in the gray region) that can be activated by either of the two fingers. Note that, normally, there is an abrupt transition from the representation of one finger to the next (digit 2/3 and digit 4/5). Reprinted with permission from Clark et al. (1988) . (B) In the adult auditory cortex, behavioral training leads to overrepresentation of those frequencies (2.5 kHz) that are important for the behavioral task that the monkey was trained on. Reprinted with permission from Recanzone et al. (1993) . (C) Retinal lesions lead, initially, to a zone in the visual cortex, which receives no visual input anymore (left). After some time, neurons in this zone start responding to locations in the visual field that lie outside of the visual scotoma (''filling-in,'' right) . This process occurs in the adult visual cortex of monkeys, cats (left), mice (right) and presumably many other mammals. Reprinted with permission from Gilbert (1992) (left) and Keck et al. (2008) (right) . (Smirnakis et al., 2005) , while other authors assert that fMRI is not the right tool to study spiking activity (Calford et al., 2005) . Without getting into the details of this argument, it seems that the accumulated evidence suggests that there is considerable adult plasticity after retinal lesions. A good-and nowadays completely feasible-experiment to resolve this issue would be to use two-photon calcium imaging to record chronically from the same neurons before and after a retinal lesion. This would conclusively answer whether and how far the response properties of single neurons can change in the adult visual cortex.
This recovery of cortical responses in the LPZ and the underlying functional and structural mechanisms were subsequently studied in great detail, taking advantage of the comprehensive knowledge that had been assembled about the visual cortex in the decades before. Giannikopoulos and Eysel (2006) demonstrated in cats that, soon after, the retinal lesion neurons in the LPZ became hyperactive, presumably by disinhibition, and subsequently cortical neurons in the LPZ attained new receptive field properties. In that context, it was observed (Giannikopoulos and Eysel, 2006; Gilbert and Wiesel, 1992 ) that the receptive fields were initially relatively large and became more refined as time progressed. The explanation put forward for this effect was that the disinhibition resulted in lower thresholds, and therefore neurons located in the LPZ began to be excited by previously subthreshold inputs, which came from outside of the LPZ. This enlargement of the receptive field therefore allowed neurons to become activated again, and the new receptive field developed after this activation, seeded by a previously weak input. Not only the spatial extent of the receptive fields broadened, but also the orientation tuning of cells in the LPZ was broader than normal and stayed that way throughout the experiment.
In 1994, Darian-Smith and Gilbert (1994) made the first attempt to experimentally address the structural underpinnings of the observed adult cortical plasticity. They injected biocytin at the border of the LPZ and measured after 2 weeks, 1 month, and 1 year the density of axons projecting into the LPZ andas a control-into adjacent cortical tissue. Remarkably, they found almost a doubling of axonal processes in the LPZ. Because bouton density remained of the same magnitude as in normal tissue, they concluded that the number of boutons must have doubled in the LPZ. This was a very surprising result, as it had been held that the amount of structural plasticity possible in the adult central nervous system (CNS) was rather limited due to inhibitory mechanisms that had been found in experiments addressing neuronal recovery from spinal cord injury (e.g., Schwab and Strittmatter, 2014; see below) .
The advent of new imaging techniques such as intrinsic optical imaging and two-photon imaging gave new impetus to the study of adult cortical plasticity, as this allowed longitudinal imaging of the changes occurring during and after sensory deprivation in single animals, down to cellular and subcellular resolution (Trachtenberg et al., 2002; Holtmaat et al., 2006) . The studies by the Gilbert lab (Darian-Smith and Gilbert, 1994) , for instance, were extended by repeated two-photon imaging, allowing not only counting the number of axonal processes, but also following single processes over time and identifying axonal boutons and their fate. Initial reports (Stettler et al., 2006) showed that, under baseline conditions, axonal branches in monkey visual cortex were remarkably stable and that structural changes on the level of single axons were minimal. Axonal boutons, however, were shown to be highly dynamic, providing great potential for plastic changes. These studies were then followed by experiments in which the same type of chronical observation was applied to the retinal lesion model used earlier (Yamahachi et al., 2009) . They showed that, during the first 2 weeks after the retinal lesions, axons became very plastic and many new branches formed in the LPZ. Over the following month, however, the number of axonal branches declined again due to subsequent pruning, and the overall number of axons remained partly elevated over the pre-lesion level.
In a complementary series of experiments performed in mouse visual cortex, Keck et al. (2008) combined intrinsic and two-photon imaging to study the plasticity of dendritic spines after retinal lesions, elucidating the postsynaptic mechanisms responsible for adult cortical plasticity. These studies showed that the filling-in originally observed after retinal lesions in cat and monkey also takes place in the mouse visual cortex ( Figure 1C ). In cats and monkeys, however, a central zone of the cortical scotoma, where no responsive cells could be found, was always retained. This was different in the mouse studies, where the filling-in covered the whole LPZ and visual responses returned almost completely. This can be explained in a straightforward manner by considering the size of the visual cortex of the mouse in relationship to the size of a typical dendritic tree, the corresponding axonal arbors, and the magnification factor, which describes how many degrees of visual space correspond to unit distance in the visual cortex. This ratio is very different in mice and monkeys/cats, such that a single dendritic tree could easily span the entire LPZ. Therefore, the more complete filling-in in mice may be explained by neurons in the LPZ having a better access to input from regions of the retina spared by the lesion. This is very different in cats and monkeys, with their far larger visual cortex and a substantially higher magnification factor, in particular, close to the representation of the area centralis or fovea. In these cortices, most neurons extending their dendrites a couple of hundreds of microns sideways will not reach outside of the LPZ.
The study of Keck et al. (2008) also addresses the question of how the functional changes described above are reflected in structural changes-in particular, those on the level of postsynaptic spines. Remarkably, it was found that, soon after a retinal lesion, the turnover of spines on layer 1 apical dendritic tufts of layer 5 cells inside the LPZ roughly tripled compared to controls, leading to an almost complete exchange of the complement of spines within 2 months. This increase in the rate of spine turnover was surprising in its magnitude, but it provided a good explanation for the strong degree of plasticity observed in this paradigm. Interestingly, the enhanced spine turnover only occurred if the retina was only partly lesioned, i.e., if there was competition between active and inactive visual inputs. Without competition, when the entire retina was lesioned, the increase in spine turnover was much smaller.
In a subsequent study, Keck et al. (2011) investigated the structural changes in inhibitory cells following a retinal lesion. They found a rapid drop in the number of synaptic in-and output structures of inhibitory neurons, most likely being a crucial step allowing the structural changes and plasticity seen in excitatory cells to take place (see below).
Ocular Dominance Plasticity
In mammals, neuronal signals coming from both eyes are combined at the level of individual neurons in the primary visual cortex, rendering many cells in the visual cortex sensitive to stimulation of either eye. For most of these cells, one eye exerts a stronger influence than the other one, a property for which Hubel and Wiesel (1962) coined the term ocular dominance (OD). They also found that, in higher mammals, the visual cortex is tessellated into alternating bands or patches dominated by one or the other eye, forming what is known as OD columns (Wiesel et al., 1974) . Hubel and Wiesel were also the first to show that closing one eye for several weeks had dramatic consequences for OD: the non-deprived eye gained control over cortical neurons at the cost of the temporarily closed eye (Wiesel and Hubel, 1963) . In a later study, they explored the developmental time course of OD plasticity in detail and found the effect to be strongest between 4 and 8 weeks after birth in kittens (Hubel and Wiesel, 1970) . After Lorenz's and others' initial observation on imprinting in birds, this was the first clear physiological evidence for a critical period during early development of the brain.
This changed to some extent after the study of OD plasticitythe prime model for experience-dependent plasticity in the mammalian brain (Espinosa and Stryker, 2012) -was extended to mouse visual cortex. This species lacks segregated OD columns, but most neurons in the binocular region of the visual cortex receive input from both eyes and differ distinctly in their ocular dominance. Although there is clearly a period with strongly enhanced susceptibility to MD around 4 weeks of age in the mouse (Gordon and Stryker, 1996) , a number of recent studies found a considerable degree of OD plasticity in adult mice, too (Hofer et al., 2006; Lickey et al., 2004; Sawtell et al., 2003; Tagawa et al., 2005) . Variability in the degree of adult OD plasticity seen between labs was initially thought to reflect methodological differences, like the anesthesia used (Heimel et al., 2007; Pham et al., 2004) , the method employed to record cortical responses (Morishita and Hensch, 2008) , or the specific mouse strain that was investigated (Heimel et al., 2008; Ranson et al., 2012) . More recent studies have eventually confirmed that adult mice show a substantial degree of OD plasticity that is, however, qualitatively different from critical period plasticity in some respects (Sato and Stryker, 2008) and that shows an age-dependent decline (Lehmann and Lö wel, 2008) . The latter study found that, in mice older than 4 months, even prolonged MD for 14 days was insufficient to induce an OD shift, though there are reports of OD plasticity in even older animals (Hofer et al., 2006) .
It has always been puzzling why robust OD shifts can be readily induced in adult mice, whereas rats, a closely related rodent species, do not seem to show a similar degree of plasticity (Fagiolini et al., 1994; Guire et al., 1999; Pizzorusso et al., 2002 ; but see Iny et al., 2006 for an example of limited plasticity in adult rats). One might have thought that this is simply due to the fact that, overall, many fewer MD studies have been carried out in rats, which, together with the above-described causes for variability, might have caused OD plasticity in adult rats to go unnoticed. A very recent study, however, points to a potentially very different-and illuminating-explanation for this apparent species difference. Olavarria and colleagues (Laing et al., 2014) found that the primary visual cortex in rats does have clearly segregated ocular dominance columns. This means that, on average, inputs from the two eyes are spatially relatively far apart, and therefore long distances would have to be bridged by newly formed connections to provide a neuron with input from the other eye. In contrast, in the mouse, with its ''salt and pepper'' type organization for OD (Mrsic-Flogel et al., 2007) , the next potential synaptic partner driven by the other eye is just a few micrometers away. Thus, as already pointed out above, an important factor determining the degree of plasticity in the adult brain may simply be the distance between neuronal elements that needs to be bridged between different inputs (Vorobyov et al., 2013) . It would be very interesting to test, in adult rats, but also in other animals with OD columns, whether neurons located near the border regions of the columns show a higher degree of plasticity then elsewhere in the visual cortex.
OD plasticity in adults notwithstanding, there are significant differences between juvenile and adult mice. In general, shifts in adults are weaker, they require longer durations of MD, and they show an age-dependent decline (Hofer et al., 2006; Lehmann and Lö wel, 2008; Sato and Stryker, 2008) . Although these differences might reflect an overall lower level of plasticity in the adult visual cortex, there is one distinctive feature of adult OD plasticity, which deserves attention. Studies over the last 10 years have shown that the shift in eye preference is brought about by two temporally and mechanistically separable processes, namely a rapid (within 2 days) weakening of deprived eye inputs and a delayed (after 5 days) strengthening of open eye inputs (Frenkel and Bear, 2004; Mrsic-Flogel et al., 2007; Ranson et al., 2012; Sato and Stryker, 2008) . The two components are clearly present during critical period MD, when they contribute about equally to the overall shift in OD. Following MD in adult mice, however, the delayed open eye strengthening becomes the dominant (Frenkel et al., 2006; Tagawa et al., 2005) or sole process carrying the shift in OD (Hofer et al., 2006; Ranson et al., 2012; Sato and Stryker, 2008; Sawtell et al., 2003) , thereby providing at least a partial explanation for the slower time course. Although there is still debate on the detailed cellular and molecular mechanisms underlying OD plasticity (Levelt and Hü bener, 2012) , it seems well established that deprived eye weakening is brought about by long-term depression (LTD) of deprived eye inputs (Heynen et al., 2003; Yoon et al., 2009) , probably due to a drop in correlation among these inputs (Bear et al., 1987) . In contrast, open eye strengthening might at least partially be driven by non-Hebbian, homeostatic plasticity (Kaneko et al., 2008; Mrsic-Flogel et al., 2007) , which is triggered by the overall decreased activity levels in the visual cortex after sensory input from one eye has been shut off. A recent study reported that, in fact, a homeostatic mechanism underlies open eye strengthening during OD plasticity in juvenile mice (Ranson et al., 2012) . This is distinctly different from adult mice, in which strengthening depends on a-calcium/calmodulin-dependent protein kinase II (aCaMKII; Ranson et al., 2012) , pointing to long-term potentiation (LTP) as the underlying mechanism.
This view is supported by data showing that MD in adult mice causes the formation of additional dendritic spines and thus-most likely-synapses on certain cells in mouse visual cortex (Hofer et al., 2009) . Although the inputs impinging onto these spines have not been identified yet, it is tempting to speculate that they are mostly from non-deprived eye inputs, thus contributing to open eye strengthening.
Although a few days of MD are sufficient to induce substantial OD shifts in mice as old as 3 months (Lehmann and Lö wel, 2008) , a number of interventions were found to increase the magnitude and speed of the shift and reinstate OD plasticity in even older animals (Figure 2) . Likewise, OD shifts can also be induced in adult rats, which normally show only very little plasticity. Lowering cortical activity levels, for instance, is one way to promote plasticity in the adult brain: dark rearing for 10 days reinstates juvenile-like OD plasticity in rats, characterized by strong closed eye depression, an effect that persisted for several days after the end of the dark rearing period (He et al., 2006) . Similarly, recovery from the effects of long-term MD is greatly enhanced by a period of dark rearing before allowing binocular vision (He et al., 2007) . Interestingly, a similar result is also found in cats (Duffy and Mitchell, 2013) , a species in which no other intervention has so far succeeded in reversing the effects of MD (Vorobyov et al., 2013) .
A very different yet effective way of enhancing OD plasticity in the visual cortex of adult mice is housing animals in an enriched environment (EE), i.e., as groups in large, spatially complex cages equipped with various toys and running wheels (Baroncelli et al., 2010; Greifzu et al., 2014; Sale et al., 2007) . Importantly, EE is even effective when it is started at a mature age when normally reared mice would not show OD plasticity anymore (Greifzu et al., 2014) . Potentially the most relevant aspect of EE might be that mice are not housed in social isolation, as a strong, positive effect on OD plasticity was observed when adult mice were kept in pairs during MD, in an environment that otherwise was not specifically enriched (Balog et al., 2014) . Apart from Matthies et al. (2013) . (E) Recovery from long-term MD is strongly facilitated by daily, head-fixed running on an air-suspended trackball during the presentation of visual stimuli (VS). Data show the strength of cortical responses elicited through the previously closed eye, assessed with intrinsic optical imaging. Gray box indicates values for non-deprived controls. Modified from Kaneko and Stryker (2014) . (F) Three days of MD are insufficient to change OD in naive mice but cause a strong shift in animals that had experienced an OD shift earlier in life. Data were obtained with intrinsic optical imaging. Modified from Hofer et al. (2006) . Note that the schematics do not necessarily reflect the actual rearing or experimental condition. Rather, they depict the critical parameter that was different between the control and test groups. EE, environmental manipulations that enhance activity in the animal's sensory or sensory-motor circuits promote adult OD plasticity. Lehmann and colleagues reported that prolonged, daily visual stimulation with moving gratings during the deprivation period was able to massively enhance the effect of MD, such that 10-month-old mice showed a robust OD shift after only 4 days of MD (Matthies et al., 2013) . Additionally, a recent study found that recovery from prolonged MD was greatly enhanced when mice were allowed to run head-fixed on a spherical treadmill while viewing visual stimuli (Kaneko and Stryker, 2014) . In the latter experimental setting, running in darkness or passive visual stimulation alone did not have this effect.
Not only are these findings interesting because they point to potential mechanisms promoting adult plasticity (see below), but they also shed light on the variability in the degree of adult OD plasticity in mice observed between labs. The amount of enrichment and the number of animals per cage are often not reported and likely differ between studies. Likewise, the ambient light levels and contrasts present in the room where the animals are housed, the opaqueness of the cages itself, or even the exact way of how the eye is sutured shut-also parameters not particularly standardized-potentially influence the degree of visual stimulation that the mice experience during deprivation and thus the strength of the OD shift.
Likely, some of the procedures described above influence circuits in the visual system in a similar manner. For example, the activity patterns evoked in the visual cortex when a mouse is running on a running wheel of the EE cage are probably quite similar to those when running head-fixed on a treadmill. Mechanistically, what is common to most of the interventions described above is that they cause lower levels of inhibition and thus alter the balance between excitation and inhibition (E/I balance) in the visual cortex (the role of inhibition has not yet been tested directly for high-contrast visual stimulation and social interactions). E/I balance has long been known to play a crucial role for the initiation of plasticity in the visual cortex (Takesian and Hensch, 2013) .
There are, however, also other ways to promote plasticity in the adult visual cortex, which likely act independently from alterations in E/I balance. Studies in mice have, for instance, shown that one MD episode early in life profoundly affects OD plasticity later in life, such that clear shifts can be induced in adults by a few days of MD, a duration totally ineffective in naive mice (Hofer et al., 2006; Ranson et al., 2013) . The effect did not result from a general enhancement of plasticity in the visual cortex, as the shift induced by MD of the respective other eye was not amplified (Hofer et al., 2006) . It is unlikely that the enhanced plasticity found in this study is brought about by the same mechanism that promotes OD plasticity after dark rearing (He et al., 2006 (He et al., , 2007 , as the effect of dark rearing had vanished after 7 days while the specific effect of one MD episode on the second one lasted over many weeks (Hofer et al., 2006) . A more likely mechanism mediating the rapid OD shift after the second MD is specific structural changes, reflected in the addition of dendritic spines on neurons in the binocular visual cortex caused by the first MD episode (Hofer et al., 2009 ). These new spines do not disappear after the end of the first MD; rather, they persist and are therefore a good candidate to form a structural memory trace that is reused to facilitate the rapid open eye potentiation after the second MD.
Structural traces of prior plasticity episodes are likely a more general principle facilitating adult plasticity. Knudsen and colleagues were, in fact, the first to report a similar effect in the barn owl's auditory localization circuit (Linkenhoker et al., 2005) . Here, rearing young owls with prism goggles causes a mismatch between the visual and auditory maps of space in the optic tectum. The misalignment is subsequently compensated by a gradual shift of the auditory map, such that the maps are brought back into register. The shift is due to the formation of additional axonal projections into the optic tectum, which are maintained even after the prisms have been removed and the auditory map has shifted back. This persistent projection is thought to enable map plasticity in adult barn owls, which otherwise do not show shifts (Knudsen, 1998) .
These examples of enhanced plasticity following earlier experiences of the same type are very reminiscent of what is referred to as ''savings'' in the psychological literature (Ebbinghaus, 1880) . This phenomenon describes the familiar fact that, once we have learned something (lists of nonsense syllables in the case of Ebbinghaus), it is much easier to relearn the same thing, even if-at least superficially-it seems that we have forgotten everything.
In summary then, even primary sensory areas of the adult neocortex can show substantial plasticity, though there are differences in the degree of plasticity between species that warrant further investigation. Plasticity in adult animals can be boosted by several interventions, some of which seem to act nonspecifically, enhancing plasticity generally, whereas others affect only the specific pathway that has been primed earlier.
A full understanding of these experiments depends crucially on knowing the actual levels and patterns of neuronal activity in the visual cortex during deprivation. Only very recently have studies started addressing this question by recording activity in the visual cortex of awake rodents, either electrically (Hengen et al., 2013; Kuhlman et al., 2013) or with two-photon calcium imaging (Keck et al., 2013) . These studies found that, after an initial drop, neuronal activity quickly recovered to predeprivation levels, most likely by homeostatic synaptic scaling and/or a transient drop in inhibition, which likely sets the stage for the subsequent plasticity. Obtaining similar data for experiments in which plasticity was enhanced by any of the interventions described above would be very important, as the levels and patterns of neuronal activity in different cortical neurons are what ultimately cause the synaptic changes that underlie OD plasticity.
A further important lesson to learn from experiments in which environmental enrichment, social interactions, and/or enhanced sensorimotor training promote plasticity is that these studies, in fact, demonstrate that ''normal'' levels of plasticity in the adult visual cortex are impaired by the rather impoverished environment that normal lab animals are often subjected to. This is again supported by experiments in adult barn owls, which showed much stronger map shifts during prism rearing, when they were allowed to hunt live prey instead of being fed from a feeder (Bergan et al., 2005) . In assessing the ''true'' capacity for plasticity in the adult neocortex, it is therefore desirable to carry out such experiments in an environment as close as possible to an animal's natural habitat.
The study by Bergan and colleagues (2005) also supports the general notion that, in the adult brain, plasticity depends crucially on attention (and thus shares similarities with learning), whereas purely passive sensory experience is often sufficient to drive plasticity in the critical period.
Translational Aspects of Adult Brain Plasticity
What makes the study of adult brain plasticity particularly relevant is that understanding its mechanistic detail may help developing treatments for pathological conditions in humans. The correction of developmentally miswired neuronal connections or rehabilitation after stroke or traumatic brain injury depend crucially on the adult brain's capacity for plasticity.
One common disorder in which the limited capacity of the adult human visual cortex for plasticity poses a serious problem for effective treatment is amblyopia, or lazy eye (Sengpiel, 2014) . Caused, for example, by misalignment of the optical axes of the two eyes (strabismus) in childhood, inputs from one eye either lose or fail to develop proper connections to their target circuits in the visual cortex, in turn leading to low acuity of this eye, loss of stereovision, and other vision deficits. Importantly, effective treatment by occluding the stronger eye is only possible up to around 10 years of age (Hertle et al., 2007) , when the critical period in humans ends (Vaegan and Taylor, 1979) . Because occlusion therapy requires daily eye patching over many months, lack of compliance often limits its outcome, such that many adults still suffer from the condition. A variety of approaches for improving vision in amblyopic adults have been tested, most of them based on visual training regimes and often entailing huge numbers of trials (Li et al., 2008) . In general, perceptual learning by intense training can have positive effects on the specific visual task trained, but it does not necessarily transfer to other tasks (Hussain et al., 2012; Li and Levi, 2004) , and it is often not clear whether the improvement is long-lasting.
A different, very promising approach to enhance plasticity in the adult brain is based on video game training (Anguera et al., 2013) . Li and colleagues (Li et al., 2011) found that 50 hr or so of video game playing-action as well as non-action-caused substantial improvements in several visual functions in amblyopic adults. In comparison to the more conventional visual training on just a single task, playing video games shares similarities with several of the above described interventions, which were found to be very effective in promoting adult OD plasticity in animal models, such as enriched environment (Greifzu et al., 2014; Sale et al., 2007) , sensory-motor interaction (Kaneko and Stryker, 2014) , or intense visual stimulation (Matthies et al., 2013) . In a similar vein, hunting live pray in barn owls (Bergan et al., 2005) and playing first-person shooter video games as in Li et al. (2011) both enhance plasticity in the adult brain. Other interventions, which have been employed in animal studies, however, have not been applied to human patients. This is particularly true for dark rearing, which strongly enhances recovery from the effects of early MD in cats (Duffy and Mitchell, 2013) and rats (He et al., 2007) . Before testing whether this relatively simple but apparently powerful intervention could serve as a treatment for amblyopia in human adults, one would of course have to determine effective parameters and potential side effects in nonhuman primates.
In the case of amblyopia, most approaches aiming to strengthen plasticity in the adult brain employ paradigms that in some way alter the level or pattern of neuronal activity in sensory or sensory-motor circuits. These changes act via modifications of the molecular machinery in neurons, which enhances or dampens synaptic plasticity. Thus, another way of promoting plasticity is to directly interfere with these molecular determinants of plasticity. This approach is frequently taken in another clinically relevant field, the regeneration of injured axons in the CNS. Unlike in the peripheral nervous system, where severed axons can regrow over long distances, long-range regeneration is normally absent in the adult mammalian CNS. The search for molecular factors that prevent the growth of CNS axons and limit adult plasticity has revealed a growing list of candidates, which are now collectively referred to as ''brakes on plasticity.''
The first of these brakes was found in CNS myelin and was named Nogo-A by Schwab and colleagues (Chen et al., 2000) . Blocking Nogo-A with a specific antibody was shown to promote axonal regeneration in the rat spinal cord (Schnell and Schwab, 1990) . Interestingly, the same molecular pathway is also involved in regulating plasticity in the visual cortex. Mice deficient for Nogo-A or the Nogo receptor showed greatly enhanced OD plasticity following MD in adulthood (McGee et al., 2005) . These changes in the visual cortex are likely not only mediated by Nogo's axon growth inhibiting effect. Nogo signaling also has a rapid, negative effect on LTP (Delekate et al., 2011) and influences dendritic and spine structure (Akbik et al., 2013; Zagrebelsky et al., 2010) , both likely important in OD plasticity. Thus, Nogo and other myelin-associated axonal growth inhibitors are important factors limiting plasticity throughout the adult CNS, and interfering with their signaling holds potential for the treatment of spinal cord injury, stroke, and diseases like multiple sclerosis as well as functionally induced deficits such as amblyopia.
Another molecular factor limiting adult plasticity resides in the extracellular matrix. Chondroitin sulfate proteoglycans (CSPGs) have been shown to inhibit axonal growth (Oohira et al., 1991) . Following spinal cord lesions in rats, local CSPG degradation promotes axonal growth and improves sensory and motor function in behavioral essays (Bradbury et al., 2002) , an effect that is probably largely due to enabling growing axons to cross the lesion-induced glial scar, which contains high levels of CSPGs (Asher et al., 2001 ). In the visual cortex, CSPGs appear relatively late in development, around the time when plasticity regresses (Pizzorusso et al., 2002) , making them one candidate factor contributing to critical period closure. Indeed, similar to Nogo-A, degradation of CSPGs enables OD shifts in the visual cortex of adult rats, which normally do not show any plasticity after MD (Pizzorusso et al., 2002) , though the effects on plasticity in cat visual cortex were found to be more limited (Vorobyov et al., 2013) .
CSPGs are expressed widely in the brain, but their specific role in limiting plasticity in the adult visual cortex is tightly linked to their organization into so called perineuronal nets (PNNs), dense structures ensheathing the somata and proximal dendrites of some classes of cortical neurons, among them parvalbumin (PV)-positive GABAergic neurons (Pizzorusso et al., 2002) . The presence or absence of PNNs around PV cells, whether in development or after experimental degradation, clearly correlates with the degree of cortical plasticity (Pizzorusso et al., 2002) .
The relative level of inhibition and the activity of PV neurons in particular are known to be involved in the opening of the critical period (Takesian and Hensch, 2013) , but how exactly PNNs around PV neurons should control plasticity is not clear. As in spinal cord regeneration (Zhao and Fawcett, 2013) , they might act as physical barriers for growing axons, thus preventing PV cell somata from receiving additional synaptic inputs. In addition, PNNs limit the lateral mobility of AMPA receptors in the membrane and thereby affect short-term plasticity (Frischknecht et al., 2009) . Finally, PNNs have also been suggested to serve as ''traps'' for diffusible factors that control plasticity. One such molecule is the transcription factor OTX2, which has been shown to be transported from the retina to the visual cortex, where it is specifically taken up by PV neurons to control critical period timing (Sugiyama et al., 2008) . Interfering with OTX2 binding to components of PNNs reduces the OTX2 level in PV neurons and enhances plasticity in adult visual cortex, such that early MD-induced amblyopia can be reverted in mice (Beurdeley et al., 2012) . Because specific blockade of OTX2 binding to PNN molecules is a much more precise intervention than enzymatically digesting PNNs altogether, this approach might turn out to be more feasible for clinical trials aiming to enhance plasticity in the brain. In the context of potential clinical applications, it is important to note that PNNs were also shown to protect fear memories from erasure (Gogolla et al., 2009) .
Signaling molecules long known in a completely different capacity, namely as mediators of cellular recognition in the immune system, were recently found to be involved in the control of adult plasticity. It was shown that the expression of class I major histocompatibility complex (MHCI) is regulated by the level of activity in the visual system (Corriveau et al., 1998) and that mice deficient for components of MHCI display impaired refinement of the projection from the two eyes in the LGN (Huh et al., 2000; Lee et al., 2014) . Again, OD plasticity in the visual cortex was used to further elucidate the function of MHCI signaling for regulating adult plasticity. Adult mice lacking one of the receptors for MHCI, paired-immunoglobulin-like receptor B (PirB), indeed show enhanced OD plasticity (Djurisic et al., 2013; Syken et al., 2006) . As is the case with Nogo and CSPGs, the effect is at least partially mediated by changes at the structural level, as PirB knockout mice show greatly enhanced spine densities and reduced motility of dendritic spines (Djurisic et al., 2013) . Importantly, in a stroke model, mice lacking either MHCI components or PirB showed enhanced recovery of motor function, possibly related to a greater number and length of corticospinal projections from the motor cortex in comparison to wild-type animals (Adelson et al., 2012) . Thus, as with Nogo signaling and CSPGs, removing these molecular factors that normally limit neuronal plasticity in the adult brain helps recovery of neural function. Interestingly, the above described molecular pathways are linked in several ways. PirB has been found to act as a receptor for Nogo-A (Atwal et al., 2008) , and CSPG components bind to Nogo receptor subtypes (Dickendesher et al., 2012) , mediating growth inhibition.
As pointed out before, the level of inhibition in the cortex is a crucial gating factor determining the degree of adult plasticity. Reducing intracortical inhibition in the adult visual cortex promotes ocular dominance plasticity (Harauzov et al., 2010; Kuhlman et al., 2013) , and drugs lowering inhibition should thus promote plasticity. One example of such a drug is the antidepressant fluoxetine, a selective serotonin reuptake inhibitor (SSRI). Adult rats chronically treated with fluoxetine showed clear shifts in OD, and amblyopia induced by long-term MD was rescued by the drug (Maya Vetencourt et al., 2008) . The exact pathways by which fluoxetine exerts its effect are, however, not yet clear. In addition to lowering the level of cortical inhibition, further experiments have shown that brain-derived neurotrophic factor (BDNF) is involved, but also epigenetic modifications of chromatin structure may be important (Maya Vetencourt et al., 2008; . In line with that, it has also been shown that BDNF itself (Maya Vetencourt et al., 2008) , as well as drugs enhancing histone acetylation levels (Putignano et al., 2007) , promote plasticity in adult rat visual cortex. In this context, it is noteworthy that fluoxetine (known under the name of Prozac in the US and UK) is very widely prescribed, such that trials aiming at assessing its function in promoting plasticity in the adult brain are relatively straightforward. In fact, a well-controlled clinical study found a significant improvement in motor recovery after acute ischemic stroke in patients treated with fluoxetine (Chollet et al., 2011) . Likewise, several histone-deacetylase (HDAC) inhibitors are in use for treating, among other conditions, mood disorders. Interestingly, a recent study in adult humans found that valproate, a commonly used HDAC inhibitor, was able to enhance the learning of absolute pitch, which normally takes place only during a critical period in childhood (Gervain et al., 2013) .
It has long been known that plasticity in many regions of the brain, including visual (Bear and Singer, 1986) and auditory cortex (Froemke et al., 2007) , is also influenced by neuromodulatory systems, for example, cholinergic inputs. Recently, it was found that, in adult mice Lynx1, a peptide negatively regulating the function of nicotinic acetylcholine receptors acts as a brake on plasticity: genetic deletion of Lynx1 promoted OD plasticity and recovery from long term MD induced amblyopia in adult visual cortex, as did drugs preventing acetylcholine breakdown (Morishita et al., 2010) . These findings open another potential avenue for pharmacological intervention, as many drugs targeting the cholinergic system are in use for decades.
In summary, several interconnected signaling systems act in concert to stabilize connectivity in the adult brain, at the same time serving as brakes on plasticity and limiting regeneration after injury. Although a number of molecular factors interfering with these brakes have been identified and have proven their principal usefulness in animal studies, human clinical trial data are still very scarce.
It is plausible to assume that combining alterations of sensory input or sensory-motor training with direct molecular interventions act synergistically to enhance plasticity and thereby promote recovery of function after injury. This was found to be true, for example, in a study in which the effect of joint CSPG degradation and training lead to improvements in behavioral performance (Gherardini et al., 2013) , and a recent study indicates that the correct temporal order of training and growth-enhancing therapy may by be crucial (Wahl et al., 2014) . But there are also examples in which combining drug treatment with behavioral training reduced the effectiveness of either treatment alone (Maier et al., 2009) . Such unwanted outcomes are probably not too surprising. After all, there are in all likelihood good biological reasons for brakes on plasticity in the adult brain. Loosening these is almost bound to result in inappropriate making and breaking of connections, ultimately interfering with stored memories and learned skills.
