Abstract. We introduce a degenerate nonlinear parabolic system that describes the chemical aggression of calcium carbonate stones under the attack of sulphur dioxide. For this system, we present some finite element and finite difference schemes to approximate its solutions. Numerical stability is given under suitable CFL conditions. Finally, by means of a formal scaling, the qualitative behavior of the solutions for large times is investigated, and a numerical verification of this asymptotics is given. Our results are in qualitative agreement with the experimental behavior observed in the chemical literature.
Introduction.
In this paper we introduce and investigate a differential model to describe the evolution of the chemical action of SO 2 (sulphur dioxide) in CaCO 3 (calcium carbonate) stones. Let Ω be a given region in R n , with n = 1, 2, 3, namely, our stone specimen. Our basic equations read, in their adimensional form, as ⎧ ⎨
⎩ ∂ t (ϕ(c)s) − ∇ · (ϕ(c)∇s) = −ϕ(c)sc,
for x ∈ Ω and t ∈ R. Here c and s are both nonnegative, since c stands for the local density of CaCO 3 and s for the porous concentration of SO 2 , namely, the concentration taken with respect to the volume of the pores; here the porosity ϕ is a linear function of the density c. For this problem we also have to specify the initial and boundary conditions, according to the problem under examination.
There is an extensive chemical literature about the deterioration mechanisms of natural building stones [22, 23, 14, 26, 18, 8] in connection with problems concerning both modern and historical buildings. Acidity in the air is essentially caused by pollutants, such as sulphur and nitrogen oxides, which are emitted into the atmosphere by sources related to industry, transportation, and heating. These species are transformed, through complex reaction pathways, into gaseous nitric and nitrous acids and into acidic sulphates as suspended particles. Although in recent years the levels of pollution in the urban areas of Europe have decreased, levels of HNO 3 and other aggressive pollutants such as sulphur dioxide and ozone have remained consistent. As is well known, SO 2 and NO 3 react with calcium carbonate stones to form sulphates and nitrates, which, due to their solubility in water, may be drained away or, if protected from the rain, may form crusts, which eventually exfoliate; see [8, 5] . Observe that the chemical deterioration is mainly expected to occur when the surface is wet. There is in fact a strong experimental relationship between deterioration and time of wetness [14] .
Effective simulation tools seem to be crucial in considering the fine-scale evolution of reaction pathways, possibly in complex geometries, as requested by an improved policy of prevention and monitoring of chemical damage on historical monuments. For instance, it should be important to assist stakeholders to assign a degree of priority for an optimal scheduling of cleaning operations, also taking into account the local geometry and the exposure of the concerned stones. Actually, the standard methods used for studying the evolution of this kind of damage have been the development of models of atmospheric corrosion; they are based on the statistic determination on the ratio of dose and response of the materials. For instance, the Lipfert formula [19] was applied, using an extended database containing values taken in the field (i.e., meteorological value and pollution of the air). If this procedure could be meaningful for the determination of corrosion for civil uses, this approach is clearly insufficient for artistic and historical artwork.
In this paper we introduce a different approach in the framework of hydrodynamic models by using some basic physical relations, the balance laws of the chemical reactions, and the Fick law, and by neglecting the permeability of the medium. As a particular feature, the model takes into account the effects of sulphation on carbonate rocks, by assuming a direct (linear) dependence of porosity and diffusivity on the density of calcium carbonate. The main issue of our model will be a proper determination of the thickness of the gypsum crust (CaSO 4 · 2H 2 O) formed as a product of the reaction of SO 2 with calcium carbonate stones. There are two main advantages in this approach: it is possible to solve numerically the equations by finite element or finite difference methods, and also in several space dimensions and for geometrically complex domains; time asymptotic analysis in one space dimension yields a precise characterization of the behavior of the limit solutions, which are expressed in terms of a simple free boundary problem.
Global existence of smooth solutions for this system is considered in a separate work [12] . A more general model, which includes convective effects due to the pressure gradient, for stones with a greater permeability, will be introduced and studied in [1] .
The paper is organized as follows. In section 2, we introduce in some detail a basic model starting from the main ideas of macroscopic modeling of filtration in porous media [3, 21] . Next, we propose some different numerical approximations, to both finite element and finite difference schemes, for the one-dimensional case, by proving some rigorous nonlinear stability and positivity results, under some proper CFL conditions. Numerical tests are given for comparison of the accuracy of different schemes. Finally, we investigate the asymptotic behavior of solutions and assess the agreement of the model with experimental tests. By scaling arguments, it is possible to show that the limit profile of solutions, for the case of the half-line x > 0 and with Dirichlet boundary conditions for s at x = 0, is given by the solution of a simple one-phase Stefan problem [20] . This approach is inspired by a related paper [15] , where a similar model was considered, but with constant porosity and diffusivity.
The analytical verification of this asymptotic behavior will be considered in a future work. Here we just give a numerical verification, which actually yields quite precise information on the propagation of the main front and on the rate of convergence of the solution toward its limit profile.
In particular, it is worth mentioning that the limit profile has a free boundary ζ(t) which gives the right limit of the gypsum crust and evolves according to a diffusive law:
This behavior is in good qualitative agreement with experimental data (see [22, 23, 18] ) and in particular with the results of the new laboratory tests performed in [10] , and the possibility of a successful calibration of the model against laboratory and in situ tests is shown.
Derivation of the model.
In [18, 8] the authors conducted experimental studies involving the exposure of different types of marble to 10 and 300 ppm SO 2 atmospheres. It was then possible to estimate practically the extent of damage to marble due to an industrial environment. Analogous experiments were conducted with dolomite rocks [26] . Other laboratory tests and in situ measurements can be found in [22, 23, 6, 5] .
Considering the mathematical description of the time evolution of the sulphation process, some models were proposed in [18] to give some measurements of the main physicochemical parameters. The different regions and time regimes were described by different parameters and then matched to fit the experimental behavior of the reaction. Here we develop a single mathematical model that in principle can take into account the full behavior of the solutions.
The path of reaction of SO 2 with calcite is revealed by the X-ray diffraction counts, which suggest that the reaction occurs in the following manner [2, 18] :
(see also [6, 9, 7, 26, 25] ). The CaSO 3 (calcium sulphite) reaches equilibrium soon after the initial reaction, and then the amount of gypsum continues to increase with the progress of the reaction. Therefore we can assume a simplified one-step reaction:
We neglect all heat effects and assume the air contains enough water to give rise to the reaction. Moreover, we assume that the change in concentrations of oxygen (O 2 ), water (H 2 O), and carbon dioxide (CO 2 ) does not affect the reaction.
Let Ω be the domain occupied by the specimen of calcite under consideration and set ρ s for the concentration of SO 2 ; c for the density of CaCO 3 ; and g for the density of CaSO 4 · 2H 2 O. All quantities are defined with respect to the whole volume, incorporating both solid and gaseous material, and depend on the position x ∈ Ω and on time t. Since we are including the bulk volume in the definition of c, g, ρ s , we will call them total concentrations or densities. We will define later the porous concentrations for SO 2 .
Following [3] , we assume that the total concentrations ρ s and c satisfy the balance laws,
where V s is the sulphur dioxide "fluid" velocity andṙ s ,ṙ c are rates of production (or consumption) of sulphur dioxide and calcite.
Following the usual model for the rate of production, we havė
Here, m s , m c are the masses of single molecules of sulphur dioxide and calcite, and, to complete the notations, let us set m g for the molecular mass of gypsum. The quantity ω > 0 measures the rate of reaction and according to [18] is given by
In general, the constant A depends on the temperature and on the activation energy. In the present paper we shall neglect this dependence.
Assuming initial densities c 0 and g 0 , for calcite and gypsum, we have the relation
which expresses the density of gypsum as a function of calcite.
Next, we introduce the porosity of the calcite specimen ϕ, which cannot be assumed constant, since the transformation of calcite in gypsum alters the volume of void (occupied by air and sulphur dioxide). Therefore, following [24] , it is reasonable to regard it as a function of the amount of gypsum or, equivalently, as a function of the amount of calcite, that is, ϕ = ϕ(c).
Let ϕ 0 be the porosity of the pure calcite specimen, i.e., for c = c 0 , g = 0, and ϕg the porosity of the final sulphate product, when all the calcium carbonate has been converted in gypsum, namely, when c = 0,g = mg mc c 0 . Then, according to the rigorous derivation in [1] , we can express the porosity of the specimen during the reaction as a linear combination of these porosities:
We denote by s the porous concentration of SO 2 , which is defined as the concentration taken with respect to the volume of the pores, which is related to the total concentration by
The seepage velocity v s is related to the fluid velocity V s by the classical DupuitForchheimer relation
The balance laws for ρ s and c become
To close the system (2.12)-(2.13), we need an expression for the seepage velocity v s . In the following we make the main assumption of our model, namely, that all the contributions given by the pressure gradient to the seepage velocity can be neglected. As shown in [1] , this corresponds to a zero permeability limit, which is a realistic assumption for many species of marble. Therefore, we shall express v s by the classical Fick law [21] ,
where D(c) = dϕ(c), and d is the (scalar) effective molecular diffusive coefficient. This yields
System (2.15)-(2.16) forms a closed set of nonlinear degenerate parabolic differential equations which have to be supplemented by initial conditions at time t = 0 for s and c, and by Dirichlet or Neumann boundary conditions for s. Let us also notice that in general we do not expect to give any boundary condition for c. Clearly, it is also possible to consider system (2.15)-(2.16) as a one parabolic equation coupled with an ordinary differential equation. Unfortunately, it is difficult to use this remark, since we have to take into account the strong coupling between s and c into the divergence term.
It is easy to see that we can recover the scaled model (1.1) just by taking the new variables
To improve the physical accuracy of our model, it should be possible to consider three main modifications. The first is to assume the dependence of the reaction rate A on the internal temperature and degree of wetness by introducing two supplementary equations related to the evolution of these quantities for some given initial and boundary conditions.
Another important modification arises if, according to [13] , we consider a more general nonlinear Fick law, sv s (Bs |v s | + 1) = −D∇s, (2.18) where B is the high concentration coefficient. The form (2.18) of the Fick law is best suited when the gradient of the concentration is very high.
Finally, let us mention that a more accurate model, which takes into account both the pressure gradient effects due to the Darcy law and the diffusivity given by the Fick law, will be considered in [1] .
3. Numerical approximation in one space dimension. In this section we construct numerical schemes for the one-dimensional version of model (1.1),
for x ∈ [0, 1], t ≥ 0 and where we recall that ρ s = ϕ(c)s and ϕ(c) is given by (2.9). In the following, we shall assume that the initial calcite density c 0 is a positive constant. Then, setting α = 1 c0 (ϕ 0 − ϕg) and β = ϕg, we can rewrite the function ϕ(c) in the following form:
In what follows, we shall assume that
with α, β > 0 and 0 < β ≤ ϕ(c) ≤ αc 0 + β < 1. The case ϕ 0 < ϕg is similar and can be considered by using the same arguments.
As initial conditions we have
where c 0 is a positive constant, and we impose the boundary conditions,
Here ρ s0 is a positive constant. The case where ρ s0 is a bounded measurable positive function can be treated in the same way.
It is easy to see that s satisfies the same initial condition as ρ s , and the boundary conditions read as
Two methods of solving this problem are under consideration. First, we use a finite element method, looking for s as a continuous piecewise linear function and c as a piecewise constant function. The second method is a finite difference scheme, where the main unknowns are ρ s and c. For some problems in one space dimension, finite element methods have an interpretation in terms of finite differences via mass lumping and staggered variables. However, the philosophies are quite different, and our aim is to study afterward two-or three-dimensional systems, with possibly complicated geometries. On the other hand, for the methods presented in this paper it is easier to modify the time discretization for the finite difference schemes. We compare these approaches and analyze the effect of time discretization modifications.
A finite element method.
Following [12] , we look for a smooth solution (s, c) of (3.1), (3.4), (3.6).
3.1.1. The scheme. To deal with the nonhomogeneous Dirichlet condition, we introduce the unknown σ(x, t) = s(x, t) − s(0, t), and we denote
The first equation of (3.1) can be written as
and a variational formulation of the problem is as follows:
Let us define a regular mesh
We denote by {p i , i = 1, . . . , N + 1} the classical P1 basis functions:
else.
The unknowns for s h are located on the nodes, while the ones for c h can be considered as approximations of the mean value of c on each cell [x i , x i+1 ]. The Dirichlet boundary condition at x = 0 is taken into account by putting ξ 1 
In practice, as usual for this kind of problem we write a (false) variational approach formulation with N + 1 basis functions {p 1 , . . . , p N +1 }, and we put the Dirichlet condition a posteriori:
In this formula, ϕ h is defined by
The first set of equations in (3.9) is a differential system which is linear with respect to ξ:
and the matrix K(η) is defined by
The second equation of problem (3.9) can be written as
or, equivalently,
We now discretize in time. The approximated quantities at time t n = n∆t are denoted with a superscript n, and for t ∈ [t n , t n+1 [ we put
In view of initial and boundary data we take
We first discretize (3.11) by fixing ξ = ξ n and solving exactly the equation. As α and β are positive, if the ξ n j and η n k are nonnegative, without any time step restriction, we obtain the intermediate value η
Then, we solve the differential system (3.10) by the θ method (θ ∈ [0, 1]):
This is a linear tridiagonal system UX = G.
The boundary condition is taken into account by replacing
), u 1j by δ 1j , and u i1 by δ i1 . This modified linear system is symmetric and positive and can be easily solved, for example, by a Choleski method.
This method is first order in time, even if θ = 1/2, because the matrices M and K depend on η(t). When ξ n+1 is computed we can set
or improve the approximation with the second order Heun method: we solve exactly (3.11) with ξ = ξ n+1 and initial value η n+1/2 k
. We obtain a second intermediate value η
n+1/2,1 k
, and, finally, we set
In the following, we call this finite element method FE-θ.
Stability.
It is well known that the discrete maximum principle does not always hold in the finite element method. We have the following stability results.
Proposition 3.1.
. If the time step satisfies the condition
) is a nonincreasing function of t and for all t ≥ 0, After the modifications due to boundary conditions, the system (3.13) has an N ×N symmetric irreducibly diagonally dominant matrix, still denoted [27] . In the right-hand side, we have for i ≥ 2,
Due to the condition on ∆x and the fact that η is nonincreasing, the third line is nonnegative. Consequently, the positivity is preserved if the following requirements are fulfilled:
For j = i, we have to consider j = i − 1:
Moreover, k ii is positive. Hence, the second requirement of (3.17) is fulfilled. So is the third for i = j. Consequently, we have to satisfy for all i and j = i ± 1,
For i = N + 1 the same lower estimate holds. For
The fact that condition (3.15) is not empty, i.e.,
is ensured by the conditions ∆x 2 < 3(3θ−1) c0
and θ > 1/3. As it is enough to consider the case η n+1 = η n+1/2 , the proof is complete. Remark 3.1. As usual, there is no upper limitation on ∆t in the fully implicit case θ = 1.
As far as we are concerned by the lower limitation on ∆t, let us point out that, as is well known, if the matrix M is lumped, this limitation disappears.
If the data are small enough, we can prove a uniform bound for ρ s,h . We fix the initial condition c 0 , and we determine for which values of ρ s0 the bound exists.
In what follows, we denote ϕ 0 = ϕ(c 0 ). Proposition 3.2. We make the same assumptions as in Proposition 3.1, and we take ∆t satisfying condition (3.15) . If, moreover, the two inequalities
are true, then the numerical solution has the additional bound
Let us point out that condition (i) on ∆t does not restrict condition (3.15) if the space step ∆x is small enough.
Proof. By Proposition 3.1 positivity is preserved, and for all n ≥ 0 and i ∈ {1, . . . , N} we have
and we have to show that
This inequality is true for n = 0:
Consider n ≥ 0 and suppose that X n satisfies (3.23). If
, then
This inequality reads as
Using (3.22) and denoting
, we obtain
Hence, X n+1 ≤ X n as soon as for all i = 1, . . . , N,
By (3.12) we have
and (3.25) can be written as
We are led to prove that g(∆t) ≤ 0 with g(τ ) = αϕ 0 (1 − e −γiβτ ) − τ β 2 e −γiβτ . We have g(0) = 0, and recalling that
, it is easy to see that g (τ ) < 0 as soon as conditions (i) and (ii) are satisfied.
The case where X n+1 = ξ n+1 N +1 is identical. As it is enough to consider the case η n+1 = η n+1/2 , the proof is complete.
Finite difference schemes.
Here the main variables are u = (ρ s , c). Denoting S(u) = −ρ s c we can write 
We look for u n m , an approximation of 1 ∆x
u(x, t n )dx, and we set u(t) = (u 1 (t), . . . , u m (t)) T , a smooth function such that u m (t n ) = u n m . We also denote by u n = (u n m ) 1≤m≤N the approximation of u at the time t n . It is clear that c n m plays the same role as η n k in the finite element method, while there is a staggering from vertices to cell centers between s and ρ s .
The most simple, consistent approximation of ∂ x (a(x)∂ x r) by means of Taylor expansions is the following first order one:
Hence, a scheme which is comparable to the finite element method FE-θ is the following: ρ Then discretize the first equation of (3.26) as follows:
with θ ∈ [0, 1]. In the following, we call this scheme FD1. We should have put a combination of explicit and implicit terms in the derivatives as well, but this leads to solving a linear system to find ρ s , and we want to avoid that because we lose the simplicity of the approach. Let us remark, moreover, that considering the scheme
leads us to solve a nonsymmetric linear system, while the finite element matrices are symmetric.
A second semi-implicit approximation, which we call FD2, is the following: Because the source term is quadratic, this scheme has an explicit representation: This discretization takes the interaction into account in a symmetric way, without computational cost. Notice also that for the single equation y = y 2 , the scheme y n+1 = y n + ∆ty n+1 y n is exact:
Finally, we construct another scheme by remarking that
This is a consistent centered approximation of
. More generally, we can put system (3.26) under the semiconservative form,
where
In the expression of f , c x is considered as a known function of (x, t). In practice, a difference formula is used to compute it. Hence in what follows we no longer mention the (x, t) dependence in f . Let us denote f = (f, 0), B = (B, 0), S = (S, S). System (3.31) can be written as
Now the convective part may be approximated by any method for conservation law. The particular form of our system allows the flux vector splitting,
and it is sufficient to take
Now, we can take the source term into account either like in FD1 or like in FD2. For example, let us take the same method as for FD1. The numerical scheme FD3 is the following: To take into account the initial and boundary conditions in each of these numerical schemes, we put
In the following, if ρ s,m ≥ 0, we take
Higher order in time.
To reach higher order in time for these three schemes, we remark that they all can be written in the conservative form:
Moreover, when ∆t tends to zero and u n and ∆x are fixed, u n+1 tends to u n , and G m (u n+1 , u n , ∆t) has a limit F m (u n ). We obtain the semidiscretized scheme:
For FD1 and FD2, F m is defined by
This is a new starting point at which to apply a temporal scheme, solving on [t n , t n+1 ] the ordinary differential system:
As a particular case, we may use an implicit method in order to have a large time step, and this involves the resolution of a nonlinear system. As we already have an implicit scheme with the finite element method, we prefer here to approximate u by means of the second order Heun method or by the optimal third order strong-stability preserving (SSP) Runge-Kutta (RK) method given by
introduced in [11] .
Stability.
The finite difference schemes FD1, FD3 preserve positivity under a suitable time step restriction.
The choice of the third order RK scheme (3.36) was dictated by further stability consideration. In fact, as shown by Gottlieb, Shu, and Tadmor in [11] , it is possible to relate the CFL condition for the temporal first order Euler scheme (3.33) to a strong stability property verified by the temporal third order scheme (3.36), at least for conservation laws. The rigorous extension of this property to the present case is beyond the aims of this paper, but we can expect that this scheme works for the same ∆t used in the Euler time discretization, thanks to the dissipation induced by the diffusion and by the source terms. (3.43) and condition (3.42) follows by a straightforward computation.
Remark 3.2. In practice, we update ∆t at each time step, and we use a less restrictive condition. More precisely, we require that in ( 
Numerical experiments.
This section is devoted to some numerical experiments. It is more significant to perform our tests on the original unscaled model (2.15)-(2.16), even if we observe that with the change of variable (2.17) the shape of the solutions is not dependent on the given parameters. The data are fixed as follows: 
for each component of the solution at the final time T max . Here, h = ∆x. We recall that schemes FD1 and FD3 are obtained by solving exactly the equation for c, and FD2 is obtained by a semi-implicit method. We call FD4 the scheme obtained by the same spatial discretization as for FD3, while the temporal resolution is the same semi-implicit one as FD2.
We first put θ = 1 and for FE, η n+1 = η n+1/2 . As there is no upper bound on ∆t for the finite element method in this case, we have chosen ∆t = ∆x. The scheme is first order in time. We do not experiment with FD2 and FD4 here, because they correspond to θ = 1/2. We obtain Tables 1-3. Scheme FD1, that is, when the nonlinear diffusion is approximated by formula (3.27), converges better than scheme FD3. For the finite element case, the choice of a large time step prevents one from a fast convergence. Nevertheless, the convergence holds, and as shown in Figures 1 and 2 , the solution is close to the one computed by FD1. Let us point out that a computation for ∆x = 0.0015625 and ∆t = ∆x is much faster than a computation for ∆x = 0.00625 and ∆t = C∆x 2 . Let us now make the same experiment with θ = 1/2. In that case, for the finite element method, we choose the Heun method for η n+1 with formula (3.14)
. Tables  4-8 show that numerically FD1, FD2, and FE-1/2 are second order accurate, while FD3 and FD4 remain less than first order accurate. Let us recall that unless a is a constant, the formula (3.27) used in FD1 and FD2 is only first order in space, and that for FD1 the choice of θ affects only the source term and not the diffusion term. Therefore, second order was not expected. This result can be explained by the fact that here the variations of c and a = ϕ(c) are small in space and in time; see Figure 1 , for example. On the contrary, the semiconservative formulation (3.31) used to construct schemes FD3 and FD4 does not allow such a gain. To end this part of the tests, in Tables 9 and 10 we give the numerical order for the third order time discretization applied to FD1 and FD2. The numerical order of accuracy is not sensitive to time order increasing, but the error u(h) − u(h/2) 1 is smaller. This is not surprising, since the spatial discretization remains unchanged. We do not present graphical results for high order in time discretizations because in all our experiments they coincide with what happens for first order. Taking into account that high time order makes the computation longer, we conclude that one should prefer first order schemes.
To complete these tests, we present some graphical results. In Figure 1 , we compare the results for finite element and finite difference FD1 methods, for θ = 1 and ∆x = 0.003125. Then in Figure 2 we make the same comparison for ∆x = 0.0015625, where both results coincide. In Figure 3 we show that for θ = 0.5 finite element and finite difference FD1 methods give very similar results for ∆x = 0.00625. This is because in this case both time steps are comparable, while for θ = 1 we take ∆t = ∆x in the finite element method. Hence, the figures confirm the observations made in the tables. We also remark that for finite difference method FD1, the results do not depend on the value of θ; see Figure 4 . All these results are computed at time t = 0.1. From now on, we take θ = 0.5, and we use the finite difference method FD1. Figure 5 shows the solution for different times, from t = 0 to t = 0.5, with A = 1.
Finally, we put A = 10000, and we plot the solution from t = 0 to t = 0.5 ( Figure 6 ). The solution has a very different qualitative aspect: the transition zone is smaller as the interaction coefficient A increases, so that the calcite deterioration is more important for the boundary of the sample, while the interior is not touched by SO 2 . The next section is devoted to the study of such solutions.
Qualitative behavior of the solutions.
In this section we discuss, by means of a formal scaling, the qualitative behavior of the solutions for large times, and we give a numerical verification of this asymptotics. These results will be very useful in calibrating our model against experimental tests.
A scaling argument.
Let us rewrite the system in the one-dimensional case and in the scaled form
For simplicity we assume that the domain is the half-line x > 0. Therefore we have to give the initial and boundary conditions. Here we consider the simple case of invariant data Following [15] , we make the scaling (kx, k 2 t) in the unknowns, which yields
Clearly, the new unknowns satisfy the scaled problem 5) with the same initial boundary conditions. Assume now that there exists the limit of the sequence (
in some suitable (strong) topology. Using the scaling properties of the sequence (s k , c k ), we have that (S, C) is a self-similar weak solution to the problem
with the initial boundary conditions (5.2)-(5.3). Self-similarity is just a consequence of the definition of the limit under the scaling (kx, k 2 t). Therefore we have that we can write Let us continue our solution by setting Σ ≡ 0 for ξ ≥ ξ 0 . Considering the unknowns S and C, let us denote by ζ(t) the curve where S = 0, which is now given by the equation
which gives
On the other side, we have to satisfy the Rankine-Hugoniot condition for the conservation law (5.9)-(5.10), which yields Therefore, by using (5.12), we obtain a relation for ξ 0 :
Since F (0) = 0 and lim ξ→∞ F (ξ) = ∞ and F > 0, there exists G = F −1 , the inverse function of F , and we take as ξ 0 the unique value ξ 0 = G( 2ŝ c0 ). Let us resume our situation. There exists a self-similar weak solution of problem (5.9)-(5.10), which is given by 16) where ξ 0 is the unique solution of (5.15). If we restrict our attention to the unknown S, we find that it is just a weak solution to the one-phase Stefan problem,
As is well known [20] , this problem has a unique explicit solution. Therefore we can find that the limit problem (5.8) also has a unique self-similar weak solution.
Let us now investigate the relation between this scaling and the asymptotic behavior of the solution (s, c) to (5.1), (5.2), (5.3). Assuming the limit (5.6), we have that, fixing t = 1,
Now, setting y = kx and τ = k 2 , we find that
The rigorous proof of this result is beyond the aims of this paper and will be considered in a future work. In the following we present a consistent numerical verification of this asymptotic behavior.
A numerical study.
Let us analyze numerically the asymptotic behavior of the solution. The following questions are under consideration:
• Does the approximate solution have the correct asymptotic limit?
• How does the front appear?
• What is the convergence rate to the limit? We consider the unscaled model (2. 
Here ξ 0 is the unique solution of
By strict convexity, Newton's method converges to solve this equation, and we find ξ 0 = 0.545 approximatively. As mentioned in section 4, the fully implicit finite element method (θ = 1) is the cheaper in terms of computation times, so we choose this method here. We compute the solution on a rather large space interval-[0, 10]-to avoid the influence of the right boundary condition. As the front position is x(t) = ξ 0 √ t, this allows us to compute the solution for t < 300. We take ∆x = 0.01 and ∆t ∆x = 0.5. To make sure that this choice is correct, we first compared the solution at t = 10 with the one obtained by explicit finite differences with ∆t ∆x 2 = C. Both results coincide; see Figure 7 . If we now compute the solution for large times and compare it to the theoretical limit, we obtain qualitatively a good agreement with our prediction, as shown in Figure 9 , where we represent the solution with respect to an x/ √ t-scale, in order to observe the convergence to the asymptotic state. Let us study the convergence more carefully. As suggested by theoretical results [15] , which were obtained for the case with constant porosity and constant diffusion, we expect that s converges on R + x while c converges out of the front. Let us denote
For p ∈ [1, +∞], we study ,t) ) . 
Suppose now that
Consequently, the convergence rates r s , r c do not depend on A. The other parameters are fixed by the physical properties of the calcite specimen and the SO 2 . From these considerations, we conclude that these convergence rates may be considered as specific to the problem. We have determined them experimentally for p = +∞, p = 1, p = 2.
As far as we are concerned with uniform convergence, the results are as expectedthe SO 2 concentration converges uniformly on R + and the calcite density does not:
We have then computed the maximum difference between the asymptotic limit and the computed solution, out of the front, for different values of δ in the range [0.01ξ 0 , 0.2ξ 0 ]. For δ ≥ 0.05ξ 0 we observe that
These results are shown in Figure 10 . In the legend we denoted d = δ/ξ 0 . The convergence rates are shown in Figure 11 . As we evaluate them at each time step, we obtain a function of time that is asymptotic to a constant value for large times. For SO 2 , we show only the result for δ = 0: we find that r s is about 0.45. For the second variable, the convergence rate r c is also about 0.4 for δ = 0.1ξ 0 . For the values considered here, it is an increasing function of δ. Observe that the rates begin to stabilize after the time t = 5, that is, the time for which we see the formation of the front.
The analysis of L 1 and L 2 convergences leads to similar results. In Figures 12  and 13 , we represented the L 1 and L 2 distances of the computed solution to the theoretical limit, out of the front. As we already have uniform convergence of s on R + , it is clear that s converges also in L p norm, and we actually observe it. With regard to the calcite density, we do not find out L 1 or L 2 convergence, where uniform convergence does not hold, although the curves for δ = 0.01ξ 0 are slightly decreasing. Finally, Figures 14 and 15 give the convergence rates, and they are similar to the ones for the L ∞ norm. We also remark that these numerical results are in sharp contrast to the analytical results of [16, 4] , where global strong convergence, i.e., up the front, of the reactive unknown c was proven for the case α = 0, namely, in the constant porosity case. Actually, this convergence is observed also at the numerical level by using our schemes. The main difference between the constant and the nonconstant porosity case is in the singular nonlinear term αc x s x , which appears in the nonconstant case by developing all the derivatives in (1.1). Actually, this is the main difficulty toward obtaining a rigorous proof of (5.18).
Comparison with experimental results.
The asymptotic profile (5.16) of our solutions shows that there exists a clear front of gypsum, which evolves as a linear function of √ t. Let us notice here that this behavior has been experimentally observed in many independent tests; see, for instance, [22, 23, 7, 8, 17] . In connection with the present research, some new laboratory tests were performed in [10] , and great care was given to force the monoaxial symmetry of the experiment and to establish a clear dependence of the speed of the front on the physical parameters. Figure 16 presents on the left the numerical simulation of the evolution of the front, plotted as a function of √ t, while the right presents the gypsum thickness values at different times, in the same scale, as given by the preliminary experimental results given in [10] .
It is possible to observe a good qualitative agreement between the numerical prediction and the experimental data, which gives the possibility of a future calibration of the parameters on a larger set of data. In this way it will be possible to quantify the real damage phenomena on the stone materials.
Conclusion.
We have considered a macroscopic hydrodynamic model for the evolution of the gypsum fronts in calcium carbonate stones, for which we have designed several finite element and finite difference discretizations. The finite element method involves the resolution of one tridiagonal linear system per time step. All the finite difference schemes have an explicit formulation and allow high order in time, but we have noticed that in our context, first order seems to be sufficient.
Our numerical experiments show that the approximations FD3 and FD4 are less efficient than the others. An interesting feature of the methods FE, FD1, and FD2 with θ = 1/2 is that for short times they are numerically second order accurate. We have also observed that the implicit finite element method FE-1 can be used with a hyperbolic like time step ∆t = C.∆x, which allows fast computations.
Numerical stability is established, and all those schemes give comparable shapes. We have produced asymptotic solutions for the model, and they are retrieved by the computational results. Moreover, this behavior is in qualitative agreement with the experimental tests. This is an important step in the validation of the model. In view of these encouraging facts, multidimensional computations on realistic complex geometries are now under consideration.
