An attempt has been taken to investigate the trend and variability pattern for annual and seasonal (Three crop seasons) average sunshine-hours (ASSH) for six divisional stations of Bangladesh: Dhaka, Khulna, Rajshahi, Barisal, Sylhet and Chittagong. The monthly ASSH (2008ASSH ( -2011 are forecasted applying the univariate Box-Jenkin's ARIMA (autoregressive integrated moving average) modelling technique on the basis of the minimum root mean square forecasting error. Several diagnostic techniques are used for detection of outlier and residual's stationarity and normality. The significant negative rates are observed for linear trend (LT) of Annual and Seasonal Average ASSH in all the six stations with only one minor positive rate for Prekharif season in Khulna. The findings support that the climate of Bangladesh is changing in terms of sunshine-hour which may have tremendous effects in the agricultural production.
Introduction
Sunshine-hour is one of the vital climatic phenomena for agriculture. Adequate sunshine and proper sunshine-hour are essential for required plant growth and development. Poor crop growth may occur due to lack of bright sunshine. Intense light protects the plants against injury. Daylight duration is important for raising crops in any latitude and it influences the flowering of plants. Sunlight plays a crucial role on stomata opening and photosynthetic capacity too. Inadequate light may cause different diseases, structural changes and alteration of color. Light saturation is a condition of a leaf or plant receiving that amount of light or more to produce the maximum photosynthate under prevailing conditions of CO 2 and light supply (Lenka, 1998) . Weather prediction is a complex process and a challenging task for reseasrhers. The prediction of atmospheric parameters is essential for various applications. Some of them include climate monitoring, drought detection, severe weather prediction, agriculture and production, planning in energy and industry, communication, pollution dispersal etc. Accurate prediction of weather parameters is a difficult task due to the dynamic nature of atmosphere. So, it is significant to study the temporal sunshine-hour and its forecasting for proper planning of expected production. In this paper, the within-year and between-year variability analyses are conducted for Annual and Seasonal ASSH and the univariate Box-Jenkin's ARIMA (autoregressive integrated moving average) models are developed for monthly ASSH. Box-Jenkins model is used as the alternative model for forecasting climatic data. ARIMA models provide maximum likelihood estimators that are unbiased when the data are seasonal and autocorrelated, and when a variable is lagged on itself. In within-year variability analysis, the maximum, mean and minimum ASSH and the coefficient of variation (CV) are used in detecting the pattern of sunshine-hour variability in annual and seasonal aspects for a year. But in between-year variability analysis, the trend lines are estimated to investigate the year-to-year variation of different years/seasons for various stations.
Keeping the above views in mind the present work was undertaken for Trend and Variability Analysis and Forecasting of Sunshine-Hour in Bangladesh
Sources of Data and Methodology
The sources of data and the methodology used are presented below under different captions.
Methodology
The within and between-year variability for annual and seasonal ASSH are calculated. The linear trend for annual and seasonal ASSH are fitted with the least square method taking the following equation-Y= a + bX Whe re, Y = ASSH X = time a and b = parameters Stationarity of residuals for ASSH trend is tested using the ACF and the PACF display and the normality is checked by normal probability plot. Classical 't' value is used for the identification of significant ASSH trend when residuals follow normality and stationarity pattern.
The Univariate Box-Jenkin's ARIMA model is fitted to forecast the monthly ASSH data for January 2008 to December 2011. After confirming that the series is stationary, an effort is made for an ARIMA model to express each observation as a linear function of the previous value of the series (autoregressive parameter) and of the past error effect (moving average parameter). The available data are divided into training, validation and test sets. The training set is used to build the model, the validation set is used for parameter optimization and the test set is used to evaluate the model. The adequacy of the above model is checked by comparing the observed data with the forecasted results. In this study, the data for the last two years are used to compare with the fitted model forecasts for the years and the models are selected for the minimum root mean square forecasting error of the data set of those two years. The diagnostic techniques: histogram of residuals, normal probability plot of residuals, ACF and PACF display of residuals, TS plots for residual versus fitted values and TS plots for residual versus order of the data are used for checking residuals of ARIMA models. The Box-Cox transformation is used for variance stabilization and the transformation of the data to get stationary series from nonstationary series (Pankraiz, 1991) . The software package "Minitab 13" is used to fit the ARIMA univariate models. A detailed description of the nonseasonal and seasonal ARIMA models and the standardized notation used in this paper is set in the Appendix 1.
Sources of Data
Data are taken from Bangladesh Meteorological Department, Dhaka. The monthly average sunshinehour are taken for Dhaka, Khulna, Rajshahi, Barisal, Sylhet and Chittagong divisions for 1961-2007, 1948-2007, 1979-2006, 1967-2007, 1961-2007, 1961-2007, respectively . The missing data are filled in by the median of the corresponding years. The seasonal data for the three crop seasons: Kharif, Prekharif and Rabi are made by averaging the monthly data taking from June-October, March-May and November-February, respectively 2.2.1. Box-Jenkins Modelling Strategy and ARIMA Model Box-Jenkins (1976) formalized the ARIMA modelling framework in three steps: (I) Identification, (II) Estimation and (III) Verification. In the 1st stage, it is tried to identify that how many terms to be included is based on the autocorrelation function (ACF) and partial autocorrelation function (PACF) of the differenced and/or transformed time series (Box Jenkins, 1976) . In the 2 nd stage, the coefficients of the model are estimated using the maximum likelihood method. The verification of the model is achieved through diagnostic checks of the residuals (histogram or normal probability (NP) plot of residuals, standardized residuals and ACF and PACF of the residuals). The credibility of the ARIMA models is often tested through comparison of prediction with observation not used in the fitted model. A suitable ARIMA model gives the least mean squared error forecasts among all the linear univariate models with fixed coefficients. It can produce point forecasts for each time period and interval forecasts constructing a confidence interval around each point forecast. To have the 95% interval for each forecast the formulae f ± 2s is used, where f denotes a forecast and s is its standard error. The forecasts for a stationary model converge to the mean of the series and the speed of converging movement depends on the nature of the model. For nonstationary model the forecasts do not converge to the mean.
Results and Discussions
The findings of the analyses of ASSH are presented below under different headings.
Decadal Variability for ASSH
The decadal averages for annual and seasonal ASSH of the six divisional stations are presented in the Table 1 
Within-Year Variability for ASSH
The within-year variabilities for annual and seasonal ASSH of the six divisional stations of Bangladesh are analyzed and the results are presented in the Table 3 . The Stationarity and normality of the residuals are examined and pointed out against each trend value. The respective 't' values are also presented. The growth rates for annual and seasonal average ASSH are found negative in all the six stations except a few. The highest negative rate of annual ASSH is allowed for Dhaka (-0.0443) and the residuals show nonstationarity while the lowest rate is experienced for Khulna (-0.0157) and the residuals show nonnormality. The significant negative rate is found for Rajshahi (-0.0185*), Barisal (-0.0337*), Sylhet (-0.0311*) and Chittagong (-0.0267*).
During Kharif season, the significant negative growth rates are accredited for Dhaka (-0.0354*) Barisal (-0.0266*), Sylhet (-0.0311*) and Chittagong (-0.0267*). The fairly high negative rates are observed for both Khulna (-0.0101) and Rajshahi (-0.0179).
During Prekharif season, the significant negative growth rates are attributed for Dhaka (-0.0361*), Rajshahi (-0.0255*), Barisal (-0.0343*), Sylhet (-0.0355*) and Chittagong (-0.0311*). The insignificant positive rate is observed only for Khulna (+ 0.0022).
During Rabi season, the significant negative growth rates are recognized for Dhaka (-0.0615*), Khulna (-0.0362*), Barisal (-0.0421*), Sylhet (-0.0442*) and Chittagong (-0.0383*). The fairly high negative rate is only observed for Rajshahi (-0.0141). 
Model Fitting and Forecasting
The estimated ARIMA models for nonseasonal and seasonal autoregression and moving average coefficients are presented in the 
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