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A RESTRICTION ISOMORPHISM FOR ZERO-CYCLES WITH
COEFFICIENTS IN MILNOR K-THEORY
MORTEN LU¨DERS
Abstract. We prove a restriction isomorphism for Chow groups of zero-cycles with coefficients
in Milnor K-theory for smooth projective schemes over excellent henselian discrete valuation
rings. Furthermore, we study torsion subgroups of these groups over local and finite fields.
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Introduction
Let OK be an excellent henselian discrete valuation ring with quotient field K and residue
field k = OK/πOK and always assume that 1/n ∈ k
×. Let X be a smooth and projective scheme
over SpecOK of fiber dimension d. Let XK denote the generic fiber and X0 the reduced special
fiber. By X(p) we denote the set of points of codimension p in X.
We call the groups
coker(
⊕
x∈X
(d−1)
0
KMj−d+1k(x)→
⊕
x∈X
(d)
0
KMj−dk(x))
and
H1(
⊕
x∈X(d−1)
KMj−d+1k(x)→
⊕
x∈X(d)
KMj−dk(x)→
⊕
x∈X(d+1)
KMj−d−1k(x))
as well as the higher Chow groups
CHj(X0, j − d)
and
CHj(X, j − d)
Chow groups of zero-cycles with coefficients in Milnor K-theory. Here H1(A → B → C) :=
ker(B → C)/im(A → B) for abelian groups A,B,C. We will see in Section 1 that the groups
coker(⊕
x∈X
(d−1)
0
KMj−d+1k(x) → ⊕x∈X(d)0
KMj−dk(x)) and CH
j(X0, j − d) are isomorphic. The
identification of H1(⊕x∈X(d−1)K
M
j−d+1k(x) → ⊕x∈X(d)K
M
j−dk(x) → ⊕x∈X(d+1)K
M
j−d−1k(x)) and
CHj(X, j − d) depends on the Gersten conjecture for a henselian DVR for higher Chow groups
if we work integrally. However, which is sufficient for our purposes, they are isomorphic if
considered with finite coefficients (see Section 1).
The author is supported by the DFG through CRC 1085 Higher Invariants (Universita¨t Regensburg).
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In this article we study the restriction homomorphism on higher Chow groups
resCH : CHj(X, 2j − i) −→ CHj(X0, 2j − i)
for i− j = d. We recall the definition of the restriction homomorphism resCH from [23, Sec. 2].
It is defined to be the composition
CHj(X, 2j − i) −→ CHj(XK , 2j − i)
·(−π)
−−−→ CHj+1(XK , 2j − i+ 1)
∂
−→ CHj(X0, 2j − i).
Here ·(−π) is the product with a local parameter −π ∈ CH1(K, 1) = K× defined in [2, Sec. 5]
and ∂ is the boundary map coming from the localization sequence for higher Chow groups (see
[21]). We call the composition
CHj(XK , 2j − i)
·(−π)
−−−→ CHj+1(XK , 2j − i+ 1)
∂
−→ CHj(X0, 2j − i)
a specialisation map and denote it by spCHπ . One notes that res
CH is independent of the choice
of π whereas spCHπ depends on it. We denote higher Chow groups with coefficients in a ring Λ
by CHj(X, j − d)Λ. From now on let Λ = Z/nZ. The main result of this article is the following:
Theorem 0.1. The restriction map
resCH : CHj(X, j − d)Λ −→ CH
j(X0, j − d)Λ
is an isomorphism for all j.
This was conjectured in [19, Conj. 10.3] by Kerz, Esnault and Wittenberg. More precisely,
they conjecture that the corresponding restriction homomorphism for motivic cohomology res :
H i,j(X,Z/nZ) → H i,jcdh(X0,Z/nZ) is an isomorphism for i − j = d. The case j = d was first
proved in [28] assuming that k is finite or separably closed and then generalised to arbitrary
perfect residue fields in [19] using an idea of Bloch put forward in [9].
For j = d + 1 and k finite, Theorem 0.1 also follows from the Kato conjectures. In fact,
Jannsen and Saito observe in [15] that for j = d+ 1 and k finite, the e´tale cycle class map
ρj,j−dX : CH
j(X, j − d)Λ → H
d+j
e´t (X,Λ(j))
fits into the exact sequence
...→ KH02+a(X,Z/nZ)→ CH
d+1(X, a)Λ → H
2d+2−a
e´t (X,Λ(d + 1))
→ KH01+a(X,Z/nZ)→ CH
d+1(X, a− 1)Λ → ...,
where KH0a(X,Z/nZ) denotes the homology of certain complexes C
0
n(X) in degree a defined
by Kato. For more details see Section 2. Note that we do not make any assumptions on k in
Theorem 0.1.
Theorem 0.1 implies the following two well-known corollaries:
Corollary 0.2. Let XK be a smooth projective scheme of dimension d with good reduction over
a local field K with finite residue field k of characteristic p. Then the groups
(1) CHj(XK , j − d)Λ are finite for all j ≥ 0.
(2) CHj(XK , j − d)Λ = 0 for j ≥ d+ 3.
Corollary 0.3. Let X be a smooth projective scheme over an excellent henselian discrete valu-
ation ring OK with finite or algebraically closed residue field. Then
ρj,j−dX : CH
j(X, j − d)Λ → H
d+j
e´t (X,Λ(j))
is an isomorphism for all j.
In the last two sections, we turn to torsion questions for Chow groups of zero-cycles with
coefficients in Milnor K-theory. We show the following two propositions:
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Proposition 0.4. Let XK be a smooth and proper scheme over a local field K with ring of
integers OK and finite residue field k of characteristic p. Assume that XK has good reduction
over OK and let n > 0 be a natural number prime to p. Then for all j ≥ 1 the groups
CHd+j(XK , j)[n]
are finite.
Proposition 0.5. Let Xk be a smooth projective scheme of dimension d over a finite field k of
characteristic p > 0. Then the group
CHd+1(Xk, 1)
is finite.
Acknowledgements. I would like to thank Moritz Kerz for many helpful comments and dis-
cussions. I would also like to thank Jean-Louis Colliot-The´le`ne for helpful comments on Section
6.
1. Identification of zero-cycles with coefficients in Milnor K-theory
We start by recalling some basic facts about Milnor K-theory.
Definition 1.1. Let k be a field. We define the n-th Milnor K-group KMn (k) to be the quotient
of (k×)⊗n by the Steinberg group, i.e. the subgroup of (k×)⊗n generated by elements of the form
a1 ⊗ ... ⊗ an satisfying ai + aj = 1 for some 1 ≤ i < j ≤ n. Elements of K
M
n (k) are called
symbols and the image of a1 ⊗ ...⊗ an in K
M
n (k) is denoted by {a1, ..., an}.
One can easily see that in KM2 (k) the following relations hold:
{x,−x} = 0 and {x, x} = {x,−1}
This implies the following lemma:
Lemma 1.2. Let K be a discrete valuation ring with ring of integers A, local parameter π and
residue field k. Then KMn (k) is generated by symbols of the form
{π, u2, ..., un} and {u1, u2, ..., un}
with ui ∈ A
× for 1 ≤ i ≤ n.
Keeping the notation of Lemma 1.2 and denoting the image of ui in K
M
n (k) by u¯i, one can
show that there exists a unique homomorphism
∂ : KMn (K)→ K
M
n−1(k)
satisfying
∂({π, u2, ..., un}) = {u¯2, ..., u¯n},
called the tame symbol, and a unique homomorphism
spπ : K
M
n (K)→ K
M
n (k)
satisfying
spπ({π
i1u1, π
i2u2, ..., π
inun}) = {u¯1, ..., u¯n},
called the specialisation map. Note that spπ, unlike ∂, depends on the choice of a local parameter
in K and that ∂({u1, u2, ..., un}) = 0, if ui ∈ A
× for all 1 ≤ i ≤ n.
We now return to the situation of the introduction: Let OK be an excellent henselian discrete
valuation ring with quotient field K and residue field k = OK/πOK and always assume that
1/n ∈ k×. Let X be a smooth and projective scheme over SpecOK of fiber dimension d. Let XK
denote the generic fiber and X0 the reduced special fiber. By X(p) we denote the set of points
x ∈ X such that dim({x}) = p, where {x} denotes the closure of x in X.
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We use the following notation for Rost’s Chow groups with coefficients in Milnor K-theory
(see [26, Sec. 5]):
Cp(X,m) =
⊕
x∈X(p)
(KMm+pk(x))⊗ Z/nZ,
Zp(X,m) = ker[∂ : Cp(X,m)→ Cp−1(X,m)],
Ap(X,m) = Hp(C∗(X,m))
and similarly for X0 (resp. XK) replacing X by X0 (resp. XK). Furthermore, let
Cgp (X,m) =
⊕
x∈Xg
(p)
(KMm+pk(x))⊗ Z/nZ
and
Zgp (X,m) = ker[∂ : C
g
p (X,m)→ Cp−1(X,m)]
be the corresponding groups supported on cycles in good position, i.e. the sum is taken over all
x ∈ X(p) such that {x} is flat over OK . Note that Ck(X,−k) = Zk(X) ⊗ Z/nZ, the group of
k-cycles on X, i.e. the free abelian group generated by k-dimensional closed subschemes of X,
tensored with Z/nZ.
Let now π be a local parameter of OK . We define the restriction map
resπ : Cp(X,m)→ Cp−1(X0,m+ 1)
to be the composition
resπ : Cp(X,m)→ Cp−1(XK ,m+ 1)
·{−π}
−−−−→ Cp−1(XK ,m+ 2)
∂
−→ Cp−1(X0,m+ 1),
where Cp(X,m) → Cp−1(XK ,m+ 1) is defined to be the identity on all elements supported on
X(p) \X0(p) and zero on X0(p) and ∂ is the boundary map induced by the tame symbol. For the
fact that this composition is compatible with the corresponding cycle complexes see [26, Sec.
4]. For more details see [23, Sec. 2]. We just recall that the restriction map resπ depends on
the choice of π but the induced map res : Ap(X,m)→ Ap−1(X0,m+ 1) is independent of such
a choice. From now on, we will fix a π ∈ OK and write res instead of resπ.
We now prove the identifications of the two versions of Chow groups of zero-cycles with
coefficients in Milnor K-theory stated in the introduction.
Proposition 1.3. For all j ≥ 0, there are the following isomorphisms:
(1) CHj(X0, j − d) ∼= coker(
⊕
x∈X
(d−1)
0
KMj−d+1k(x)→
⊕
x∈X
(d)
0
KMj−dk(x)).
(2) CHj(X, j − d)Λ ∼= A1(X, j − d− 1).
Proof. In [2, Sec. 10], Bloch proves the existence of the spectral sequence
(1.1) CHEp,q1 =
⊕
x∈X
(p)
0
CHr−p(Speck(x),−p − q)⇒ CHr(X0,−p− q).
Using the localization sequence for higher Chow groups for schemes over a regular noetherian
base (see [21]) and a limit argument, one also gets the existence of the spectral sequence
(1.2) CHEp,q1 =
⊕
x∈X(p)
CHr−p(Speck(x),−p − q)⇒ CHr(X,−p − q).
Setting j = r, and noting that CHr(k(x), r) ∼= KMr (k(x)), it follows from spectral sequence
(1.1) that CHj(X0, j − d) is isomorphic to the cokernel of⊕
x∈X
(d−1)
0
KMj−d+1k(x)→
⊕
x∈X
(d)
0
KMj−dk(x)
since E•,≥−j+11 = 0 as CH
s(k(x), t) = 0 for s > t.
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d d+ 1
−j + 1 0 0 0
−j ...
⊕
x∈X(d) CH
j−d(k(x), j − d) //
⊕
x∈X(d+1) CH
j−d−1(k(x), j − d− 1)
−j − 1 ...
⊕
x∈X(d) CH
j−d(k(x), j − d+ 1) //
⊕
x∈X(d+1) CH
j−d−1(k(x), j − d)
... ... ...
Figure 1. Table of CHEp,q1 for X/OK .
Similarly, we get from spectral sequence (1.2) that CHj(X, j− d)Λ is isomorphic to A1(X, j−
d− 1), noting that the map⊕
x∈X(d)
CHj−d(k(x), j − d+ 1)Λ →
⊕
x∈X(d+1)
CHj−d−1(k(x), j − d)Λ
is surjective for all j (see Figure 1). This can be seen as follows: Let x ∈ X(d+1) and let
y be the generic point of a regular lift Z of x to X which is flat over OK . Now by the
Beilinson-Lichtenbaum conjecture (see Theorem 2.3), CHj−d(k(x), j − d+ 1)Λ is isomorphic to
Hj−d−1(k(y),Λ(j − d)) and CHj−d−1(k(x), j − d)Λ is isomorphic to H
j−d−2(k(x),Λ(j − d− 1)).
The assertion now follows from the surjectivity of the map
∂ : Hj−d−1(k(y),Λ(j − d))→ Hj−d−2(k(x),Λ(j − d− 1)).
Since OZ,x is henselian, H
j−d−2(k(x),Λ(j − d − 1)) ∼= Hj−d−2(OZ,x,Λ(j − d − 1)) by rigidity
for e´tale cohomology. An element α ∈ Hj−d−2(k(x),Λ(j − d− 1)) corresponding to an element
α′ ∈ Hj−d−2(OZ,x,Λ(j − d − 1)) lifts to an element α
′ ∪ s ∈ Hj−d−1(k(y),Λ(j − d)), s being a
generator of the maximal ideal of OZ,x, with ∂(α
′ ∪ s) = α (see also [16, Lem. 1.4 (2)]). 
Remark 1.4. (1) For similar identifications for X0 with motivic cohomology see also [27].
(2) In order to show the isomorphism
CHj(X, j − d) ∼= H(
⊕
x∈X(d−1)
KMj−d+1k(x)→
⊕
x∈X(d)
KMj−dk(x)→
⊕
x∈X(d+1)
KMj−d−1k(x))
integrally, one would need to show the Gersten conjecture for a henselian DVR for higher
Chow groups, i.e. the exactness of the sequence
0→ CHr(SpecA, q)→ CHr(SpecK, q)→ CHr−1(Speck, q − 1)→ 0
for a henselian discrete valuation ring A with field of fractions K and residue field k.
(3) Let A be as in (2). If k is of characteristic p > 0, then the sequence
0→ CHr(A,Z/prZ, q)→ CHr(K,Z/prZ, q)→ CHr−1(k,Z/prZ, q − 1)→ 0
is exact. This follows from the fact that in this case CHr−1(Speck,Z/prZ, q− 1) = 0 for
r 6= q by [11, Thm. 1.1] and that
CHr(K,Z/prZ, r) ∼= KMr (K)/p
r → KMr−1(k)/p
r ∼= CHr−1(k,Z/prZ, r − 1)
is surjective which implies that the long exact localization sequence
...→ CHr(A,Z/prZ, q)→ CHr(K,Z/prZ, q)→ CHr−1(k,Z/prZ, q − 1)→ ...
splits (see also [10, Cor. 4.3]).
(4) If k is finite, then CHj(X0, j − d) = 0 for j > d + 1 since K
M
2 (k) = 0 in that case. If
K is a local field, then CHj(XK , j − d)Λ = 0 for j > d + 2 since K
M
n (K) is uniquely
divisible for n ≥ 3 (see [34, VI. 7.1]).
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2. Relation with Kato complexes
In this section we recall some facts about the Kato conjectures which we will need in the
following sections.
Let X be an excellent scheme. In [16], Kato defines the following complexes:
Cin(X) : ...→
⊕
x∈Xa
H i+a+1(k(x),Z/n(i + a))→ ...→
⊕
x∈X1
H i+2(k(x),Z/n(i + 1))
→
⊕
x∈X0
H i+1(k(x),Z/n(i))
Here the term ⊕x∈XaH
i+a+1(k(x),Z/n(i + a)) is placed in degree a. We denote the homology
of Cin(X) in degree a by KH
i
a(X,Z/nZ). The groups H
i+a+1(k(x),Z/n(i + a)) are the e´tale
cohomology groups of Speck(x) with coefficients in Z/n(i+ a) := µ⊗i+an if n is invertible on X
and Z/n(i + a) := WrΩ
i+a
X1,log
[−(i + a)] ⊕ Z/m(i) if n = mpr, (m, p) = 1, is not invertible on X
and X is smooth over a field of characteristic p.
The complex C0n(X) for a proper smooth scheme X over a finite field or the ring of integers
in a (1-)local field is the subject of the study of the Kato conjectures. The Kato conjectures say
the following and have been fully proved in case the coefficient characteristic is invertible on X
by Jannsen, Kerz and Saito (see [20]):
Conjecture 2.1. Let X be a proper smooth scheme over a finite field. Then
KH0a(X,Z/nZ) = 0 for a > 0.
Conjecture 2.2. Let X be a regular scheme proper and flat over Spec(Ok), where Ok is the
ring of integers in a local field. Then
KH0a(X,Z/nZ) = 0 for a ≥ 0.
In [15, Lem. 6.2], Jannsen and Saito relate the complex C0n(X) for a smooth scheme X over
a finite field to the e´tale cycle class map
ρr,2r−sX : CH
r(X, 2r − s)Λ → H
s
e´t(X,Λ(r))
for r = d. More precisely, they show that there is an exact sequence
...→ KH0q+2(X,Z/nZ)→ CH
d(X, q)Λ → H
2d−q
e´t (X,Λ(d))
→ KH0q+1(X,Z/nZ)→ CH
d(X, q − 1)Λ → ...
(2.1)
This sequence is a tool to deduce finiteness results for Chow groups of higher zero cycles with
finite coefficients from the Kato conjectures. The proof of the exactness of (2.1) uses the coniveau
spectral sequence for the domain and target of ρr,qX and the following theorem of Voevodsky:
Theorem 2.3. (Beilinson-Lichtenbaum conjecture, see [33]) Let X be a smooth scheme over a
field. Then the e´tale cycle map
ρr,2r−sX : CH
r(X, 2r − s)Λ → H
s
e´t(X,Λ(r))
is an isomorphism for s ≤ r.
We recall the following Proposition from [19, Prop. 9.1]:
Proposition 2.4. Let X be a proper smooth scheme over a finite or algebraically closed field.
Let Λ = Z/nZ and n be invertible on X. Then the e´tale cycle map
ρj,j−d+aX : CH
j(X, j − d+ a)Λ → H
j+d−a
e´t (X,Λ(j))
is an isomorphism for all j ≥ d and all a except possibly if k is finite, j = d and a = −1. In
particular the groups CHj(X, j − d+ a)Λ are finite if j ≥ d, a ≥ 0.
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Proof. We consider the spectral sequences
CHEp,q1 (X) = ⊕x∈X(p)CH
j−p(Speck(x),−p − q)Λ ⇒ CH
j(X,−p − q)Λ
and
(2.2) e´tEp,q1 (X,Λ(j)) = ⊕x∈XpH
q−p(k(x),Λ(j − p))⇒ Hp+qe´t (X,Λ(j)).
The e´tale cycle class map ρr,qX induces a map of spectral sequences
ρr,qX :
CH Ep,q1 →
e´t Ep,q+2j1
which by Theorem 2.3 is an isomorphism for q ≤ −j. By cohomological dimension, the difference
between the two spectral sequences is given by
e´tE•,j+11 = C
j−d
n (X)
which is equal to the zero-complex if j > d or if k is an algebraically closed field. If j = d, then
the complex e´tE•,d+11 = C
0
n(X) is exact except for possibly the last term on the right due to
Conjecture 2.1. 
We now turn to the arithmetic case (see also [20, Sec. 9]).
Proposition 2.5. Let X be a proper smooth scheme over a henselian discrete valuation ring
OK with finite residue field k. Let Λ = Z/nZ and n be invertible on X. Let d be the relative
dimension of X over OK . Then for j = d+ 1, there is an exact sequence
...→ KH02+a(X,Z/nZ)→ CH
d+1(X, a)Λ → H
2d+2−a
e´t (X,Λ(d + 1))
→ KH01+a(X,Z/nZ)→ CH
d+1(X, a − 1)Λ → ...
(2.3)
and for j > d+ 1, there are isomorphisms
CHj(X, j − d+ a)Λ → H
j+d−a
e´t (X,Λ(j)).
Proof. We keep the notation of the proof of Proposition 2.4. Like there, we get a map of spectral
sequences
ρr,qX :
CH Ep,q1 →
e´t Ep,q+2j1
which by Theorem 2.3 is an isomorphism for q ≤ −j. The difference between the two spectral
sequences is given by
e´tE•,j+11 = C
j−d−1
n (X)
if j ≥ d + 1 since all other rows vanish by cohomological dimension and Cj−d−1n (X) = 0 for
j ≥ d+ 2 again by cohomological dimension. This implies the proposition. 
Remark 2.6. For X be a scheme over an excellent henselian discrete valuation ring with finite
residue field and j = d we are in the situation of [28] which is more complex since there are two
rows (e´tE•,j+11 = C
−1
n (X) and
e´tE•,j+21 ) which might not be quasi-isomorphic to zero. In [28],
Saito and Sato show that KH−1a (X,Qn/Zn) = 0 for a = 2, 3.
We keep the notation of Proposition 2.5. It follows from Conjecture 2.2 that
resCH : CHd+1(X, a)Λ → CH
d+1(X0, a)Λ
is an isomorphism for all a. In the next section we generalise this result for a = 1 to arbitrary
residue fields. It remains an open problem if resCH : CHd+1(X, a)Λ → CH
d+1(X0, a)Λ is an
isomorphism for arbitrary residue fields for all a.
Conjecture 2.7. Let X be as in the introduction. Then the restriction map
resCH : CHi(X, j)Λ → CH
i(X0, j)Λ
is an isomorphism for all i ≥ d+ 1 and j ≥ 0.
This conjecture is a complement to the conjecture of Kerz, Esnault and Wittenberg in [19,
Sec. 10] saying that resCH is an isomorphism for i = d and j ≥ 0.
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j ...
⊕
x∈X(1) H
j−1(k(x),Λ(j − 1)) //
⊕
x∈X(2) H
j−2(k(x),Λ(j − 2))
j − 1 ...
⊕
x∈X(1) H
j−2(k(x),Λ(j − 1)) //
⊕
x∈X(2) H
j−3(k(x),Λ(j − 2))
... ... ...
2 ...
⊕
x∈X(1) H
1(k(x),Λ(j − 1)) //
⊕
x∈X(2) H
0(k(x),Λ(j − 2))
1 ...
⊕
x∈X(1) H
0(k(x),Λ(j − 1)) 0
0 ... 0 0
0 1 2
Figure 2. Table of E1p,q(X,Λ) for X/OK and d = 1.
3. Main theorem
We keep the notation of the introduction. In this section we prove Theorem 0.1. By the iden-
tifications of Proposition 1.3, this comes down to studying the following commutative diagram:
⊕
x∈X(d−1) K
M
j−d+1k(x)
sp //
∂

⊕
x∈X
(d−1)
0
KMj−d+1k(x)
∂
⊕
x∈X(d) K
M
j−dk(x)
sp //
∂

⊕
x∈X
(d)
0
KMj−dk(x)
⊕
x∈X(d+1) K
M
j−d−1k(x)
We first note the surjectivity of resCH resp. res.
Proposition 3.1. The specialisation map
res : A1(X, j − d− 1) −→ A0(X0, j − d)
is surjective for all j.
Proof. Let {u¯1, ..., u¯j−d} ∈ K
M
j−dk(x) for some x ∈ X
(d)
0 . Let y ∈ X
(d) be the generic point
of a lift Z of x which intersects X0 transversally in x. Let A be the stalk of Z at y and
denote by ui ∈ A
× a lift of u¯i to the units of A. Then res({u1, ..., uj−d}) = {u¯1, ..., u¯j−d} and
∂({u1, ..., uj−d}) = 0. 
Key Lemma 3.2. Let
α ∈ ker(Zg1 (X, j − d− 1)→ Z0(X0, j − d)).
Then α ≡ 0 ∈ A0(X, j − d− 1). In particular there is a well-defined map
φ : Z0(X0, j − d)→ A1(X, j − d− 1).
Proof. We start with the case of relative dimension d = 1. Let Λ := Z/n and Λ(q) := µ⊗qn . We
consider the coniveau spectral sequence
Ep,q1 (X,Λ(j)) = ⊕x∈XpH
q−p(k(x),Λ(j − p))⇒ Hp+qe´t (X,Λ(j))
for X and X0 respectively (see Figure 2 for E
1
p,q(X,Λ) for X/OK and d = 1) and the norm
residue isomorphism KMn (k)/m
∼= Hn(k, µ⊗nm ) to show that there are injective edge morphisms
A1(X, j − d− 1) = E
d,j
2 (X) →֒ H
d+j
e´t (X,Λ(j))
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and
A0(X0, j − d) = E
d,j
2 (X0) →֒ H
d+j
e´t (X0,Λ(j)).
The injectivity in the second case, i.e. forX0, is trivial since we just have two non-trivial columns
for dimensional reasons. In the first case, we have three columns but E2,j2 (X,Λ(c)) is equal to
zero for all j since the map
⊕x∈X(1)H
j−2(k(x),Λ(j − 1))→ ⊕x∈X(2)H
j−3(k(x),Λ(j − 2))
is surjective by the same arguments as in the proof of 1.3. The restriction map induces a map
between the respective spectral sequences for X and X0 and therefore a commutative diagram
A1(X, j − d− 1) // _

A0(X0, j − d) _

Hd+je´t (X,Λ(j))
∼= // Hd+je´t (X0,Λ(j))
whose lower horizontal morphism is an isomorphism by proper base change. It follows that
A1(X, j − d− 1)→ A0(X0, j − d) is injective.
Let now d > 1. We start with some reduction steps. Let
α ∈ ker(Zg1 (X, j − d− 1)→ Z0(X0, j − d)).
By definition,
α =
∑
x∈Xg
(1)
αx ∈ ker(res : ⊕x∈Xg
(1)
KMj−dk(x)→ ⊕x∈X(d)0
KMj−dk(x))
and α ∈ ker(∂ : ⊕x∈X(d)K
M
j−dk(x) → ⊕x∈X(d+1)K
M
j−d−1k(x)) with αx ∈ K
M
j−dk(x). We may
assume that
α ∈ ker(res : ⊕x∈Xg
(1)
KMj−dk(x)→ K
M
j−dk(x0))
for some x0 ∈ X
(d)
0 .
Let y ∈ Xg
(1)
be the generic point of a lift Z1 of x0 which intersects X0 transversally in x0.
We may now assume that
α = (αy, αz) ∈ ker(res : K
M
j−dk(y)⊕K
M
j−dk(z)→ K
M
j−dk(x0))
for some z ∈ Xg(1). This follows from the fact that for every z ∈ X
g
(1) which intersects X0 in x0,
we can lift res(αz) to an element αy ∈ K
M
j−dk(y) such that ∂(αy) = ∂(αz). This can be seen as
follows: Let α′y ∈ K
M
j−dk(y) be a lift of res(αz). If
∂(α′y)− ∂(αz) =
∑
s∈S
{u¯
(s)
1 , ..., u¯
(s)
j−d−1} 6= 0
for some u¯
(s)
i ∈ k(x0)
×, 1 ≤ i ≤ j − d− 1 and some finite index set S, then choosing u
(s)
i to be a
lift of u¯
(s)
i to a unit in the discrete valuation ring of k(y), we can set
αy := α
′
y −
∑
s∈S
{π, u
(s)
1 , ..., u
(s)
j−d}.
This has the required properties since res({π, u
(s)
1 , ..., u
(s)
j−d}) = 0 and ∂({π, u
(s)
1 , ..., u
(s)
j−d}) =
{u¯
(s)
1 , ..., u¯
(s)
j−d−1}.
We now apply an idea of Bloch to reduce our situation to the case that Z1 = {y} intersects
X0 transversally and that Z2 = {z} is regular (see [9, App.]). Let Z˜2 be the normalisation of Z2.
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Since OK is excellent, Z˜2 → Z2 is finite and projective. This implies that there is an imbedding
Z˜2 →֒ X
′ := X ×SpecOK P
N such that the following diagram commutes:
Z˜2 //

X ′ = X ×SpecOK P
N
prX

Z2 //

X

SpecOK
= // SpecOK
Let (Z˜2 ∩X
′
0)red = x
′
0 for x
′
0 an integral zero-dimensional subscheme of X
′
0. Let Z˜1 be a regular
lift of x′ in Z1 × P
N ⊂ X ′ which has intersection number 1 with X ′0. We denote the generic
points of Z˜1 and Z˜2 by y
′ and z′ respectively. Note first now that αz ∈ K
M
j−dk(z
′). Then, taking
into account ramification, we can lift res(αz) ∈ K
M
j−dk(x
′
0) to an element α
′
y ∈ K
M
j−dk(y
′) such
that (α′y, αz) lies in the kernel of res : ⊕x∈X′(d+N)K
M
j−d+1k(x)→ ⊕x∈X′(d+N)0
KMj−dk(x) as well as
the kernel of ∂ : ⊕x∈X′(d+N)K
M
j−dk(x) → ⊕x∈X′(d+N−1)K
M
j−dk(x) and such that, furthermore, we
have that prX((α
′
y , αz)) = (αy, αz). It therefore remains to show that (α
′
y, αz) is in the image
of the boundary map
∂ : ⊕x∈X′(d+N+1)K
M
j−d+1k(x)→ ⊕x∈X′(d+N)K
M
j−dk(x).
We show that the key lemma holds for
α = (αy, αz) ∈ ker(res : K
M
j−dk(y)⊕K
M
j−dk(z)→ K
M
j−dk(x0))
as above assuming that Z1 = {y} intersects X0 transversally and that Z2 = {z} is regular by
an induction on the relative dimension d of X over SpecOK .
Using a standard norm argument, we may assume that the residue field of SpecOK is infinite.
By standard Bertini arguments (cf. [19, Sec. 4] or [23, Lem. 2.6]), we can find smooth closed
subschemes S1, S2 ⊂ X with the following properties:
(1) S1 has fiber dimension one, S2 has fiber dimension d− 1.
(2) S1 contains Z1, S2 contains Z2.
(3) The intersection S1 ∩ S2 ∩X0 consist of reduced points.
Let Z3 denote the component of S1 ∩ S2 containing x0 and let t denote its generic point. Then
again there is an αt ∈ K
M
j−dk(t) such that res(αt) = res(αy) = −res(αz) and ∂(αt) = ∂(αy) =
−∂(αz). Now by our induction assumption, both (αy, αt) and (αx, αt) map to zero in A1(X, j−
d− 1) and therefore so does (αy, αz). 
Proposition 3.3. The restriction map
resCH : CHj(X, j − d)Λ −→ CH
j(X0, j − d)Λ
is an isomorphism.
Proof. By the identification of Proposition 1.3, it suffices to show that res : A1(X, j − d− 1) −→
A0(X0, j − d) is an isomorphism.
We need to show that the map φ : Z0(X0, j−d)→ A1(X, j−d−1) factorises through the group
A0(X0, j−d). In other words, we need to show that there is a φ : A0(X0, j−d)→ A1(X, j−d−1)
such that the following diagram commutes:
A0(X0, j − d)
φ
))❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
Z0(X0, j − d)
φ //
OO
A1(X, j − d− 1)
Then res ◦ φ = id and since φ is surjective the result follows.
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Let α0 = (α
1
0, ..., α
j−d+1
0 ) ∈ C1(X0, j − d) = ⊕x∈X(d−1)0
KMj−d+1k(x) be supported on some
x ∈ X
(d−1)
0 . As in the proof of [28, Lem. 7.2], we can find a relative surface Z ⊂ X containing
x which is regular at x and such that Z ∩X0 contains {x} with multiplicity 1. Let Z0 be the
special fiber of Z and denote by ∪i∈IZ
(i)
0 ∪ {x} the union of the pairwise different irreducible
components of Z0. Here the irreducible components different from {x} are indexed by I. Let z
be the generic point of Z. Now as in the proof of [23, Lem. 2.1], we can for all 1 ≤ t ≤ j− d+1
find a lift αt ∈ k(z)× of αt0 which specialises to α
t
0 in k(x)
× and to 1 in K(Z
(i)
0 )
× for all i ∈ I.
Let α = (α1, ..., αj−d+1). Then φ(∂(α0)) = ∂(α) = 0 in A1(X, j−d−1) which implies the above
factorisation.
The surjectivity of φ follows from the surjectivity of φ which follows from key Lemma 3.2:
Let α ∈ A1(X, j − d− 1). By arguments as in the last paragraph, one sees that Z
g
1 (X, j − d− 1)
generates A1(X, j − d− 1). We may therefore assume that α ∈ Z
g
1 (X, j − d− 1). Let α0 be the
restriction of α to Z0(X − 0, j − d) and α
′ be a lift of α0 to Z
g
1 (X, j − d − 1). Then, by key
Lemma 3.2, we have that α ≡ α′ ∈ A1(X, j − d− 1). 
4. Applications
We list some applications of Proposition 3.3:
Corollary 4.1. Let X be a smooth projective scheme of relative dimension d over an excellent
henselian discrete valuation ring OK with finite or algebraically closed residue field. Let Λ =
Z/nZ and n be invertible on X. Then
ρj,j−dX : CH
j(X, j − d)Λ → H
d+j
e´t (X,Λ(j))
is an isomorphism for all j.
Proof. Consider the diagram
CHj(X, j − d)Λ
ρ
j,j−d
X //
∼=

Hd+je´t (X,Λ(j))
∼=

CHj(X0, j − d)Λ
∼= // Hd+je´t (X0,Λ(j)).
The left vertical isomorphism follows from Proposition 3.3, the lower horizontal isomorphism
from Proposition 2.4 and the right vertical isomorphism from proper base change. This implies
that ρj,j−dX is an isomorphism for all j. 
Corollary 4.2. Let XK be a smooth projective scheme of dimension d with good reduction over
a local field K with finite residue field k of characteristic p. Then the groups
(1) CHj(XK , j − d)Λ are finite for all j ≥ 0.
(2) CHj(XK , j − d)Λ = 0 for j ≥ d+ 3.
Proof. Consider the localisation sequence
CHj−1(X0, j − d)Λ
i∗−→ CHj(X, j − d)Λ
j∗
−→ CHj(XK , j − d)Λ −→ CH
j−1(X0, j − d− 1)Λ.
By Proposition 3.3 and Proposition 2.4, the groups CHj(X, j−d)Λ are finite for all j and vanish
for j ≥ d+2. By Proposition 2.4, the groups CHj−1(X0, j−d−1)Λ are finite for all j and vanish
for j ≥ d+ 3. This implies that CHj(XK , j − d)Λ is finite for all j, vanishes for j ≥ d+ 3. 
5. Torsion
In this section we prove finiteness theorems for torsion subgroups of some higher Chow groups
of zero-cycles with coefficients in Milnor K-theory for smooth (projective) schemes over p-adic
local fields. These theorems generalise results of [7] (see also [8]) and [31].
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Notation 5.1. For an abelian group A we denote by A[n] the kernel of the multiplication by n.
For a prime l we denote by A{l} the l-primary torsion subgroups of A and by Ators the entire
torsion subgroup of A.
For X a scheme we denote by Hq(µ⊗mn ) the Zariski sheaf associated to the presheaf U 7→
Hqe´t(U, µ
⊗m
n ).
Let X be a smooth variety over a field. Recall that by [3] the Leray spectral sequence
associated to the canonical morphism of sites Xe´t → XZar
(5.1) Ep,q2 = H
p(X,Hq(µ⊗mn ))⇒ H
p+q
e´t (X,µ
⊗m
n )
and the coniveau spectral sequence
(5.2) Ep,q1 = ⊕x∈XpH
q−p(k(x), µ⊗m−pn )⇒ H
p+q
e´t (X,µ
⊗m
n )
agree from E2 onwards and that therefore in particular
Hp(X,Hq(µ⊗mn )) = 0 for p > q.
Proposition 5.2. Let S be a smooth surface over a field k. Let n > 0 be a natural number
prime to the characteristic of k. Then for all j ≥ 0 there is a surjection
CH2+j(S, j + 1,Z/nZ)։ CH2+j(S, j)[n]
and CH2+j(S, j+1,Z/nZ) is an extension of H1(S,KM2+j/n) by a finite group. Furthermore, we
have the following diagram:
H1(S,KM2+j/n)
≃

H1(S,H2+j(µ⊗2+jn ))
≃ // E1,2+j∞
F 1H3+j
OOOO
  // H3+je´t (S, µ
⊗2+j
n )
In particular, if k is either separably closed, local of dimension 1 or finite, then the groups
CH2+j(S, j)[n]
are finite.
Proof. The surjectivity of CH2+j(S, j + 1,Z/nZ) ։ CH2+j(S, j)[n] is clear. For the second
statement consider the spectral sequence
CHEp,q1 (S) = ⊕x∈S(p)CH
2+j−p(Speck(x),−p − q)Λ ⇒ CH
2+j(S,−p− q)Λ
and use Theorem 2.3 to show that E
1,−(2+j)
∞ (S) ∼= H1(S,KM2+j/n) and that E
2,−(3+j)
∞ (S) is finite.
We now turn to the sequence of arrows in the diagram of the proposition. By the Bloch-Kato
conjecture (see [33]) and the results recalled from [3] at the beginning of this section, we have
an isomorphism
H1(S,KM2+j/n)
∼= H1(S,H2+j(µ⊗2+jn ))
in the Zariski topology. Since dim(S) = 2, we have that H1(S,H2+j(µ⊗2+jn )) ∼= E
1,2+j
2
∼= E
1,2+j
∞
which is a quotient of F 1H3+j ⊂ H3+j(S, µ⊗2+jn ). If k is separably closed, then H
3+j
e´t (S, µ
⊗2+j
n )
is finite by [13, Ch. XVI, Thm. 5.2]. This implies the finiteness for k finite of local of dimension
1 by the Hochschild-Serre spectral sequence. 
Remark 5.3. (1) The case j = 0 of Proposition 5.2 was first shown in [7] and [8]. The case
j = 1 is shown in [31] assuming that S is proper.
(2) Let X be a smooth projective scheme of dimension d over a p-adic field K. In [1, Sec.
1, Sec. 5], Asakura and Saito show that neither the group CHd(X)tors nor the group
CHd+1(X, 1)tors may be expected to be finite.
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(3) It would be interesting to have a conjecture on the expected structure of CHj(X, j−d)∧p,
the p-completion of CHj(X, j − d), for X a variety over a p-adic field for j > 0. For
j = 0 see [5, Sec. 1].
For proper smooth schemes one can generalise the above proposition for j ≥ 1 to arbitrary
dimension:
Proposition 5.4. Let XK be a smooth and proper scheme over a local field K with ring of
integers OK and finite residue field k of characteristic p. Assume that XK has good reduction
over OK and let n > 0 be a natural number prime to p. Then for all j ≥ 1 the groups
CHd+j(XK , j)[n]
are finite.
Proof. For higher Chow groups we have the following exact sequence:
0→ CHs(XK , t)/n→ CH
s(XK , t,Z/nZ)→ CH
s(XK , t− 1)[n]→ 0
In order to study CHd+j(XK , j)[n], one can therefore study the group CH
d+j(XK , j+1,Z/nZ).
By Levine’s localization sequence for higher Chow groups, CHd+j(XK , j+1,Z/nZ) fits into the
exact sequence
CHd+j(X, j + 1,Z/nZ)→ CHd+j(XK , j + 1,Z/nZ)→ CH
d+j−1(Xk, j,Z/nZ).
By Proposition 2.4, Proposition 2.5 and the Kato conjectures, the groups CHd+j(X, j+1,Z/nZ)
and CHd+j−1(Xk, j,Z/nZ) are finite if j ≥ 1. This implies that CH
d+j(XK , j)[n] is finite if
j ≥ 1. 
6. A finiteness theorem
In [18], Kato and Saito prove the following theorem:
Theorem 6.1. ([18, Thm. 7.1]) Let F be a number field, OF the ring of integers of F and C
an open subset of OF . Let X be projective and integral over C and K be the function field of
X. Let d = dimX. Then the following statements hold:
(1) If n > d + 1, then the group HdΣ(XNis,K
M
n+1(OK ,I)) vanishes for any non-zero ideal I
of OK .
(2) For a sufficiently small non-zero ideal I of OK , there exists a canonical isomorphism
sX : H
d
Σ(XNis,K
M
d+1(OK ,I))
∼= µ(K).
Here KMd+1(OK ,I) := ker(K
M
d+1(OK) → K
M
d+1(OK/I)) and µ(K) is the group of all roots
of 1 in K. For the exact definition of HdΣ(XNis,K
M
d+1(OK ,I)) see [18, (1.4.1)]. We just note
that HdΣ(XNis,K
M
d+1(OK ,I)) = H
d(XNis,K
M
d+1(OK ,I)) if ch(K) 6= 0. Theorem 6.1 implies in
particular the finiteness of CHd+1(X, 1) for a smooth projective scheme X of dimension d over
a finite field. In this section we give a different proof of this finiteness using ideas of [7] and [8].
Note that CHd(X) is studied in unramified class field theory and treated for example in [8], [17]
and [32, Sec. 8].
Let X be a smooth scheme over a field k. Let Z(i) denote the motivic complex on the Zariski
site of X defined by Suslin and Voevodsky (see [30]). For a ring Λ we denote Z(i)⊗ Λ by Λ(i).
In the following let l be a prime number. We recall that Z(i) has the following properties:
(1) There is an isomorphism Hn(X,Z(i)) ∼= CHi(X, 2i − n).
(2) Let π : Xe´t → XZar be the canonical map of sites. Let
Z/lnZ(i) :=
{
µ⊗iln l 6= p
vn(i)[−i] l = p
in the derived category of e´tale sheaves on X. There are quasi-isomorphisms
π∗Z(i)⊗ Z/lnZ
∼=
−→ Z/lnZ(i),
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and
Z(i)⊗ Z/lnZ
∼=
−→ τ≤iRπ∗Z/l
nZ(i),
in the derived category of e´tale and Zariski sheaves on X respectively. For l 6= p these
isomorphisms are shown in [30] and [29] respectively if k is of characteristic 0 and without
assumption on k in [11] and [12]. For l = p they are shown in [11, Thm. 8.5].
We now note that for all j ≥ 0 we have the following commutative diagram:
H2d+j−1(X,Z/lnZ(d+ j))

// // CHd+j(X, j)[ln]

H2d+j−1e´t (X,Z/l
nZ(d+ j)) // H2d+je´t (X,Z/l
mZ(d+ j))
Let us recall the construction (cf. [31, Sec. 3], where the commutativity of the above diagram
is shown in detail, and [32, Sec. 8]):
(1) The upper horizontal map comes from the distinguished triangle
Z(i)
ln
−→ Z(i)→ Z/lnZ(i)→ Z(i)[1].
(2) The lower horizontal map comes from the exact sequence
0→ µ⊗d+jlm → µ
⊗d+j
lmn → µ
⊗d+j
ln → 0
on Xe´t inducing the distinguished triangle
Rπ∗µ
⊗d+j
lm → Rπ∗µ
⊗d+j
lmn → Rπ∗µ
⊗d+j
ln → Rπ∗µ
⊗d+j
lm [1].
in the D(XZar).
(3) The two vertical maps are induced by the change of sites map π : Xe´t → XZar, i.e.
H2d+j−1(X,Z/lnZ(d+ j))
≃
−→ H2d+j−1(X, τ≤d+jRπ∗Z/l
nZ(d+ j))
→ H2d+j−1(X,Rπ∗Z/l
nZ(d+ j))
≃
−→ H2d+j−1e´t (X,Z/l
nZ(d+ j))
and
H2d+j(X,Z(d + j))→ H2d+j(X, τ≤d+jRπ∗Z/l
nZ(d+ j))→ H2d+je´t (X,Z/l
nZ(d+ j)).
Taking the colimit over n and the limit over m in the above commutative diagram, we get
the following commutative diagram:
(6.1) H2d+j−1(X,Qℓ/Zℓ(d+ j))

// // CHd+j(X, j){l}

H2d+j−1e´t (X,Qℓ/Zℓ(d+ j))
// H2d+je´t (X,Zℓ(d+ j))
Proposition 6.2. Let X be a smooth projective scheme of dimension d over a finite field k of
characteristic p > 0. Then the group
CHd+1(X, 1)
is finite and the cycle map
ρ : CHd+1(X, 1){l} → H2d+1e´t (X,Zℓ(d+ 1))
is an isomorphism for l a prime different from p.
Proof. We first note that CHd+1(X, 1) = CHd+1(X, 1)tors. It therefore suffices to show the
finiteness of CHd+1(X, 1)tors.
Let us first show that CHd+1(X, 1) does not contain any p-torsion. Since KMX,∗ is p-torsion
free by [14], we get an exact sequence
0→ KMX,∗
pn
−→ KMX,∗ → K
M
X,∗/p
n → 0.
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This induces a surjection
Hd−1(X,KMX,d+1/p
n)։ Hd(X,KMX,d+1)[p
n] ∼= CHd+1(X, 1)[pn].
Since Hd−1(X,KMX,d+1/p
n) ∼= Hd−1(X, vn(d + 1)) = 0 by the Bloch-Kato-Gabber theorem, the
statement follows.
Let l be a prime different from p. For j = 1, diagram (6.1) takes the form
H2d(X,Qℓ/Zℓ(d+ 1))
∼=

// // CHd+1(X, 1){l}
ρ

H2de´t (X,Qℓ/Zℓ(d+ 1))
∼= // H2d+1e´t (X,Zℓ(d+ 1))
The left vertical morphism is an isomorphism by Proposition 2.4 (j = d + 1 and a = 1). That
the lower horizontal map is an isomorphism follows from the vanishing of H2de´t (X,Qℓ(d+1)) and
H2d+1e´t (X,Qℓ(d+ 1)) which follows from the fact that the groups
H ie´t(X,Zℓ(r))
are torsion for i 6= 2r, 2r + 1. This follows from the Weil conjectures (see [8, Sec. 2]). In
particular ρ is an isomorphism. The finiteness of CHd+1(X, 1)tors now follows from the above
diagram and the fact that for a smooth projective scheme X over a finite field k, the groups
H ie´t(X,Qℓ/Zℓ(r))
are finite for i 6= 2r, 2r + 1 and zero for almost all ℓ (see [7, Thm. 2] and [8, Sec. 2]) and the
fact that CHd+1(X, 1) does not contain any p-torsion which we showed in the beginning. 
Remark 6.3. Two remarks are in order:
(1) The injectivity of ρ, implying the finiteness of CHd+1(X, 1), may be reduced to curves as
follows: Let C be a smooth curve over k and l be a prime number prime to p. In this
case we have the following commutative diagram by the the same arguments as in the
proof of Proposition 6.2:
H2(C,Qℓ/Zℓ(2))
∼=

// // CH2(C, 1){l}

H2e´t(C,Qℓ/Zℓ(2))
∼= // H3e´t(C,Zℓ(2))
In particular, the map CH2(C, 1){l} → H3e´t(X,Qℓ/Zℓ(2)) is an isomorphism.
We now show that the map CHd+1(X, 1){l} → H2d+1e´t (X,Zℓ(d + 1)) is injective. Let
α ∈ ker(CHd+1(X, 1){l} → H2d+1e´t (X,Zℓ(d+1))). By the Bertini theorem of Poonen (see
[25]) and noting that
CHd+1(X, 1) ∼= coker(
⊕
x∈X(d−1)
KMd+2k(x)→
⊕
x∈X(d)
KMd+1k(x)),
we can find a smooth curve C containing the support of α. Since CH2(C, 1) is torsion,
α ∈ CH2(C, 1){lm} for m prime to l. Furthermore m is prime to p since CH2(C, 1) is
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p-torsion free. The injectivity now follows from the following commutative diagram:
CH2(C, 1){lm}

  // H3e´t(C,Zℓm(2))
≃

CHd+1(X, 1){lm} // H2d+1e´t (X,Zℓm(d+ 1))
CHd+1(X, 1){l} //
?
OO
H2d+1e´t (X,Zℓ(d+ 1))
?
OO
Note that the upper horizontal map is injective since H i
e´t
(X,Zℓm(r)) ∼= H
i
e´t
(X,Zℓ(r)) ×
H i
e´t
(X,Zm(r)). The isomorphism on the right follows from the weak Lefschetz theorem
(see [24, Thm. 7.1]) and the Hochschild-Serre spectral sequence (cf. [8, p. 793]).
(2) Let X be a smooth projective scheme of dimension d over a finite field k of characteristic
p > 0. For j = 0, diagram (6.1) takes the form
H2d−1(X,Qℓ/Zℓ(d))
∼=

// // CHd(X){l}

H2d−1e´t (X,Qℓ/Zℓ(d))
  // H2de´t (X,Zℓ(d))
The left vertical arrow is an isomorphism by Proposition 2.4 and the injectivity of the
lower horizontal map follows from the vanishing of H2d−1e´t (X,Qℓ(d)). In particular the
map CHd(X){l} → H2de´t (X,Zℓ(d)) is injective (see [8, Thm. 22(iii)] for the surface case).
Now again the fact that the groups
H ie´t(X,Qℓ/Zℓ(r))
are finite for i 6= 2r, 2r + 1 and zero for almost all ℓ (see [7, Thm. 2] and [8, Sec.
2]) implies that CHd(X){l} is finite and zero for almost all l. A similar argument
works for the p-primary torsion part. In fact there is a surjection CHd(X, 1;Z/pnZ)→
CHd(X)[pn] and CHd(X, q;Z/prZ)→ H2d−qe´t (X,Z/p
rZ(d)) is an isomorphism since the
Kato homology groups KH0i (X,Z/p
rZ) vanishes for 1 ≤ i ≤ 4 by [15, Thm. 0.3] (see
also the proof of [22, Lem. 6.7]). Noting that A0(X) is torsion (see [8, Prop. 4]), this
implies that
A0(X)
is finite. We therefore see that a reduction to surfaces, which was used in [6] (see also [4,
Sec. 5]), is not necessary if one uses the Kato conjectures. This was already remarked
upon in [32, p. 25].
Remark 6.4. That CHd+1(X, 1) is torsion is a special case of Parshin’s conjecture saying that
Ki(X) ⊗Q = 0 for a smooth projective scheme over a finite field if i > 0. Proposition 6.2 says
more: CHd+1(X, 1) is not just torsion but finite. This proves a special case of Bass’s finiteness
conjecture saying that CHr(X, q) should be finitely generated for all r, q ∈ N if X is of finite type
over Z or a finite field.
We finish with the following conjecture:
Conjecture 6.5. Let X be proper and of finite type over Z. Then the group
CHd+1(X, 1)
is finite.
ZERO-CYCLES WITH COEFFICIENTS IN MILNOR K-THEORY 17
References
[1] Masanori Asakura and Shuji Saito. Surfaces over a p-adic field with infinite torsion in the Chow group of
0-cycles. Algebra Number Theory, 1(2):163–181, 2007.
[2] Spencer Bloch. Algebraic cycles and higher K-theory. Adv. in Math., 61(3):267–304, 1986.
[3] Spencer Bloch and Arthur Ogus. Gersten’s conjecture and the homology of schemes. Ann. Sci. E´cole Norm.
Sup. (4), 7:181–201 (1975), 1974.
[4] Jean-Louis Colliot-The´le`ne. Cycles alge´briques de torsion et K-the´orie alge´brique. In Arithmetic algebraic
geometry (Trento, 1991), volume 1553 of Lecture Notes in Math., pages 1–49. Springer, Berlin, 1993.
[5] Jean-Louis Colliot-The´le`ne. L’arithme´tique du groupe de Chow des ze´ro-cycles. J. The´or. Nombres Bordeaux,
7(1):51–73, 1995. Les Dix-huitie`mes Journe´es Arithme´tiques (Bordeaux, 1993).
[6] Jean-Louis Colliot-The´le`ne and Wayne Raskind. On the reciprocity law for surfaces over finite fields. J. Fac.
Sci. Univ. Tokyo Sect. IA Math., 33(2):283–294, 1986.
[7] Jean-Louis Colliot-The´le`ne, Jean-Jacques Sansuc, and Christophe Soule´. Quelques the´ore`mes de finitude en
the´orie des cycles alge´briques. C. R. Acad. Sci. Paris Se´r. I Math., 294(23):749–752, 1982.
[8] Jean-Louis Colliot-The´le`ne, Jean-Jacques Sansuc, and Christophe Soule´. Torsion dans le groupe de Chow de
codimension deux. Duke Math. J., 50(3):763–801, 1983.
[9] He´le`ne Esnault and Olivier Wittenberg. On the cycle class map for zero-cycles over local fields. Ann. Sci.
E´c. Norm. Supe´r. (4), 49(2):483–520, 2016. With an appendix by Spencer Bloch.
[10] Thomas Geisser. Motivic cohomology over Dedekind rings. Math. Z., 248(4):773–794, 2004.
[11] Thomas Geisser and Marc Levine. The K-theory of fields in characteristic p. Invent. Math., 139(3):459–493,
2000.
[12] Thomas Geisser and Marc Levine. The Bloch-Kato conjecture and a theorem of Suslin-Voevodsky. J. Reine
Angew. Math., 530:55–103, 2001.
[13] A. Grothendieck and J.-L. Verdier. The´orie des topos et cohomologie e´tale des sche´mas. Tome 1: The´orie
des topos. Lecture Notes in Mathematics, Vol. 269. Springer-Verlag, Berlin-New York, 1972. Se´minaire de
Ge´ome´trie Alge´brique du Bois-Marie 1963–1964 (SGA 4), Dirige´ par M. Artin, A. Grothendieck, et J. L.
Verdier. Avec la collaboration de N. Bourbaki, P. Deligne et B. Saint-Donat.
[14] O. Izhboldin. On p-torsion in KM∗ for fields of characteristic p. In Algebraic K-theory, volume 4 of Adv. Soviet
Math., pages 129–144. Amer. Math. Soc., Providence, RI, 1991.
[15] Uwe Jannsen and Shuji Saito. Kato conjecture and motivic cohomoogy over finite fields. Preprint.
[16] Kazuya Kato. A Hasse principle for two-dimensional global fields. J. Reine Angew. Math., 366:142–183, 1986.
With an appendix by Jean-Louis Colliot-The´le`ne.
[17] Kazuya Kato and Shuji Saito. Unramified class field theory of arithmetical surfaces. Ann. of Math. (2),
118(2):241–275, 1983.
[18] Kazuya Kato and Shuji Saito. Global class field theory of arithmetic schemes. In Applications of algebraic
K-theory to algebraic geometry and number theory, Part I, II (Boulder, Colo., 1983), volume 55 of Contemp.
Math., pages 255–331. Amer. Math. Soc., Providence, RI, 1986.
[19] Moritz Kerz, He´le`ne Esnault, and Olivier Wittenberg. A restriction isomorphism for cycles of relative dimen-
sion zero. Camb. J. Math., 4(2):163–196, 2016.
[20] Moritz Kerz and Shuji Saito. Cohomological Hasse principle and motivic cohomology for arithmetic schemes.
Publ. Math. Inst. Hautes E´tudes Sci., 115:123–183, 2012.
[21] Marc Levine. Techniques of localization in the theory of algebraic cycles. J. Algebraic Geom., 10(2):299–363,
2001.
[22] Morten Lu¨ders. Algebraization for zero-cycles and the p-adic cycle class map. preprint, 2017.
[23] Morten Lu¨ders. On a base change conjecture for higher zero-cycles. Homology, Homotopy and Applications,
20(1):59–68, 2018.
[24] James S. Milne. E´tale cohomology, volume 33 of Princeton Mathematical Series. Princeton University Press,
Princeton, N.J., 1980.
[25] Bjorn Poonen. Smooth hypersurface sections containing a given subscheme over a finite field. Math. Res.
Lett., 15(2):265–271, 2008.
[26] Markus Rost. Chow groups with coefficients. Doc. Math., 1:No. 16, 319–393, 1996.
[27] Kai Ru¨lling and Shuji Saito. Higher chow groups with modulus and relative milnor k-theory. preprint.
[28] Shuji Saito and Kanetomo Sato. A finiteness theorem for zero-cycles over p-adic fields. Ann. of Math. (2),
172(3):1593–1639, 2010. With an appendix by Uwe Jannsen.
[29] Andrei Suslin and Vladimir Voevodsky. Singular homology of abstract algebraic varieties. Invent. Math.,
123(1):61–94, 1996.
[30] Andrei Suslin and Vladimir Voevodsky. Bloch-Kato conjecture and motivic cohomology with finite coeffi-
cients. In The arithmetic and geometry of algebraic cycles (Banff, AB, 1998), volume 548 of NATO Sci. Ser.
C Math. Phys. Sci., pages 117–189. Kluwer Acad. Publ., Dordrecht, 2000.
[31] Tama´s Szamuely. Sur la the´orie des corps de classes pour les varie´te´s sur les corps p-adiques. J. Reine Angew.
Math., 525:183–212, 2000.
18 MORTEN LU¨DERS
[32] Tama´s Szamuely. Corps de classes des sche´mas arithme´tiques. Aste´risque, (332):Exp. No. 1006, viii–ix, 257–
286, 2010. Se´minaire Bourbaki. Volume 2008/2009. Expose´s 997–1011.
[33] Vladimir Voevodsky. On motivic cohomology with Z/l-coefficients. Ann. of Math. (2), 174(1):401–438, 2011.
[34] Charles A. Weibel. The K-book, volume 145 of Graduate Studies in Mathematics. American Mathematical
Society, Providence, RI, 2013. An introduction to algebraic K-theory.
Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, 93040 Regensburg, Germany
E-mail address: morten.lueders@mathematik.uni-regensburg.de
