Abstract. We are interested in the problem of associating messages with multimedia content for the purpose of identifying them. This problem can be addressed by a watermarking system that embeds the associated messages into the multimedia content (also called Work). A drawback of watermarking is that the content will be distorted during embedding. On the other hand, if we assume that the database is available, the problem can be addressed by a retrieval system. Although no undesirable distortion is introduced when a retrieval system is used, the overhead of searching in large databases is fundamentally difficult (also known as the dimensionality curse). In this paper we present a novel framework that strikes a trade-off between watermarking and retrieval systems. Our framework avoids the dimensionality curse by introducing small distortions (watermark) into the multimedia content. From another perspective, the framework improves the watermarking performance, marked by significant reduction in distortion, by introducing searching ability in the message detection stage. To prove the concept, we give an algorithm based on the proposed notion of "active clustering".
Introduction
The recent invasion of digital multimedia into our everyday lives has brought forth two active areas of research, namely, multimedia retrieval systems and watermarking technology. Although both these areas are seemingly motivated by the need to address different aspects of multimedia management, a unifying element that brings them together is that both can be used for identification of multimedia content [18] .
The problem of multimedia content identification can be understood through the following example. Suppose we own a database of images that is released to the public. To track the images, possibly for the purpose of copyright protection, we could use a Web spider [12] that searches and identifies illegal copies of them in the public domain. Given a suspected image I, the Web spider needs to know whether I is in the database. Interestingly, in the above example, since we own the images, we can also modify (watermark) them, before they are released to the public, to facilitate the performance of the Web spider. We refer to the problem of locating a query image in a database, possibly modified, as the identification problem. This scenario is not just restricted to images; it could also be extended to video and audio. Following the trend set in [9] , we call the multimedia contents as Works.
Both watermarking and retrieval systems can be used for solving the identification problem. In watermarking, an identifying mark or message is embedded into the Work. The identification is done by extracting the message from the Work. Digimarc's MediaBridge Reader [2] is one of the few recent efforts toward using watermarking for multimedia content identification. It uses the concept of "smart images" wherein the watermarked message includes pointers to some knowledge structure on a local database or on the Internet. The watermark (message) detector extracts the message from the Work and subsequently extracts more information about the Work from the database. In retrieval systems, identification is usually done by extracting important features from the query and using some similarity matching technique to search through the database of precomputed features [17, 29] . The need for identifying multimedia data has brought forth several related issues like organizing multimedia content libraries [24, 25, 28] and designing multimedia retrieval systems [5, 14, 21, 27, 26, 31] that are able to effectively index a large amount of multimedia content and also efficiently retrieve them. Kalker et al. [18] bring out a relationship between watermarking and retrieval systems (using perceptual hashing), but no concrete technique to combine them is specified.
Motivated by the ideas in watermarking and retrieval systems, we reformulate the identification problem to one that allows us to look into the trade-off between watermarking and retrieval systems. Our method of achieving such a trade-off is based on active clustering.
Outline of this paper. Section 2 discusses the issues that lead to our proposed framework. In Sect. 3, we formulate the identification problem and highlight some similarities and differences with existing formulations. The proposed algorithm on active clustering is described in Sect. 4. Single-level clustering and its extension to multiple levels is discussed in Sects. 4.1 and 4.3, respectively. Section 5 gives experimental results to support our claims and compares its performance with the theoretical limit of watermarking. Extensions and variations of our formulation are discussed in Sect. 6.
Retrieval vs. watermarking
There are two views that lead to the proposed framework of looking for a trade-off: from a watermarking perspective and from a retrieval perspective.
Watermarking perspective. A watermarking scheme consists of an encoder and a decoder. The encoder embeds a given message m into a Work I, giving the watermarked I. The embedding is done in such a way that the distortion from I to I is small, and the message m can be successfully decoded from I even if I is corrupted by noise. The performance issues involved in this are that the distortion while embedding should be small and the probability of decoding the message m should be high. There are a number of watermarking models. Under non-blind watermarking, the decoder has the original copy of the watermarked Work. For blind watermarking, the decoder does not have the original Work. However, it knows the underlying distribution of the original Works. For instance, the results by Costa [7] require that both the encoder and the decoder know the distribution of the original Works. This motivates us to investigate the situation where the encoder and the decoder know the actual Works database. In some scenarios, communication with a server is possible (e.g., Digimarc MediaBridge Reader [2] and zero knowledge watermark detection [1] ). The watermarked Work can be sent to the server. The server then uses it to find the associated message. Because the actual database is available, the watermarking codes can be tailor made for this particular database. Unlike the predefined codes, these tailor-made codes are not well structured, and thus searching is required during decoding. This forms the motivation for our work wherein we view the identification problem as a variant of the watermarking coding problem but with additional knowledge of the joint distribution of the message and Work (i.e., the distribution of message and Work is not independent). With some searching ability the associated message can be efficiently retrieved and, along with that, watermarking performance improved.
Retrieval perspective.
A seemingly possible but inefficient alternative is a multimedia retrieval system. A retrieval system stores the Work-message pairs, (I 1 , m 1 ), (I 2 , m 2 ), . . ., in a database and takes the original Works I 1 , I 2 , . . . as indices. Given a query image, the associated message is obtained by searching the query image in the database.
However, the retrieval method has two limitations. First, it is inefficient because searching and maintaining the highdimensional Works are computationally intensive. In particular, the performance of this method relies heavily on the nearest-neighbor search, which can be stated as follows: given a set of points in d-dimensions, with preprocessing allowed, how quickly can a nearest neighbor of a given query point q be found? Nearest-neighbor search is an important operation in retrieval systems, and many algorithms have been proposed such as R-tree [16] , PMR quadtree [19] , k-d-trees [3] , and their variants [15, 23, 30] . The computing resources required by these algorithms are measured by the size of the index tree and the search time. In most algorithms, the required resources increase rapidly as the dimension of search space increases. This phenomenon is generally referred to as the dimensionality curse and is usually avoided by reducing the dimensionality of the search space. Our method for solving the identification problem is to be applied to Works that have very high dimensions. For example, the dimension of images can range from 500 to millions, depending on the underlying image transformations and feature space. Reducing the dimensionality for fast retrieval is not a good option here because it may lead to wrong retrieval.
Another limitation of the retrieval method arises when some of the original Works are similar. In the worst case, all Works are identical, say, I = I 1 = I 2 = . . .. Now, given a query I, it is impossible to decide which is the associated message. The watermarking method solves this ambiguity naturally. Under watermarking, the messages m 1 , m 2 , . . . are embedded into I separately, giving different watermarked I 1 , I 2 , . . .. Given I i as a query, the decoder can correctly output the message m i without ambiguity.
Although the retrieval method is computationally expensive and introduces ambiguity, it achieves zero distortion. This is in contrast to the watermarking solution, which generates undesirable distortions but achieves fast retrieval and resolves ambiguity. Hence, the interesting question is whether we can combine both techniques and find the right trade-off, achieving low distortion, enabling fast retrieval, and resolving ambiguity. This is the focus of this paper.
Problem formulation
Given the database I = I 1 , I 2 , . . . , I n , a distortion constraint , and robustness σ 2 , we want to preprocess I to obtain the watermarked I = I 1 , I 2 , . . . , I n and an index tree. Each 
The distortion should be small enough to meet the imperceptibility constraints of watermarking. In many perceptual models, imperceptibility is achieved by ensuring that the distortion (measured in 2-norm) is lower than a threshold. In our model, we use average distortion as the measure of performance (as indicated in Eq. 1). We can also replace this by "maximum distortion", given by max i { I i − I i 2 2 }. This ensures that the distortion of every image is lower than the required threshold .
The index tree facilitates searching such that, given the query I i , we can output i efficiently. The searching is robust in the sense that if I i is corrupted by additive white Gaussian nose (AWGN) with power σ 2 , the output is correct with high probability. Specifically, suppose
Then, taking I as the query, the algorithm gives the correct output (which is i) with probability at least (1 − 1/d). We choose the error probability to be 1/d so that asymptotically it goes to zero.
This formulation can be rephrased as an optimization problem. By fixing the distortion constraint, we want to find an index tree that maximizes the robustness σ 2 , or vice versa, fixing σ 2 and minimizing the distortion. In the above formulation, the messages associated with the Works are actually its indices. This is different from our original description, where the messages m i could be a string. This difference is not critical because the actual message m i can be easily looked up in a table.
Coding. A solution to our problem has to address two issues. The first concerns coding. If I 1 = I 2 = . . . = I n are identical, then the problem is the same as with non-blind watermarking, that is, watermarking with original Work available at the decoder. Because there is only one Work, we can use it as the reference point. This reduces the problem to finding the watermarked I 1 , I 2 , . . . , I n that are far apart but subject to Eq. 1, the distortion constraint i I i − I i 2 2 ≤ n . This is essentially channel coding, where is the power constraint and σ 2 the noise variance. Note that high dimensionality is required to encode large number of messages.
Searching. The other issue involves the computational aspect of searching. As we mentioned in Sect. 2, the dimensionality curse prevents fast searching. Fortunately, a few differences between our problem and the classical nearest-neighbor search can be exploited. The most notable difference is that, in our problem, the data points can be slightly modified (watermarked) for better searching performance. In the extreme case, with unlimited distortion, the problem is trivially solved by aligning the watermarked Works along a straight line. Since distortion is undesirable, we want to minimize the distortion while supporting fast retrieval.
Active clustering by watermarking
In this section, we propose an algorithm based on hierarchical clustering. This algorithm first finds a hyperplane that separates I into two balanced (within a constant factor) clusters. The Works are then modified (watermarked) so that none is located near the hyperplane. The modification is done by pushing the Work I in a direction H that is normal to the hyperplane. Finally, each cluster is recursively divided into subclusters. Let us call the slab (region between two parallel hyperplanes) that does not contain any watermarked Work the buffer zone and the distance of the hyperplane to the buffer zone's surface the buffer zone's width. Figure 1 shows that the modified WorkĨ is given by:Ĩ = I + k · H, where k is a constant, H is the watermark andĨ is the watermarked Work in vector representation. This is similar to simple additive watermarking in the spread spectrum watermarking method [8] . Note that the modifications are carried out to ensure that no Works are located near the hyperplane. Since the Works are modified to obtain better clusters, we call the proposed method active clustering. We also view the modification as a watermarking process. The region between the two dotted lines is the buffer zone, and its width is τ0. The point I is an original Work, I is the watermarked Work, and I is a corrupted query. The normal of the separating hyperplane H can be viewed as the "watermark". Those Works on the left half contain the watermark −H, while those on the right contain watermark H The hierarchical clustering method discussed above gives an index tree for searching. The root and the internal nodes of this tree are the separating hyperplanes, and the leaves are the indices of the only Work in the corresponding cluster. Given a query, say, the watermarked I i , it is easy to traverse the tree from the root down to the correct leaf (which is i). First of all, the inner product between the query and the root of the index tree is found to determine the position (left or right of the hyperplane) of the query with respect to the root. Then the query is recursively compared with the internal nodes of the tree. This eventually leads to the leaf to which the query belongs.
Under the influence of AWGN, the query becomes I = I i + z, where z is the noise. This additive noise might lead to error. Recall that the hyperplane is surrounded by a thick buffer zone. The width of this buffer zone is analytically determined, so that the probability of I crossing the hyperplane is extremely small. Thus, robustness is achieved. In Sect. 4.1, we will quantify how large the buffer zone should be to achieve the required robustness.
Since the index tree contains at most n hyperplanes, and each hyperplane can be represented by its normal and a point on its surface, the total size of the index tree is linear with respect to the size of I. Because the tree is balanced, the depth of the tree is O(log n). Thus, we have a compact data structure that facilitates searching in large data sets, overcoming the dimensionality curse. We tested our algorithm on Works generated from Gaussian source and natural images. In our experiments, the index trees are always successfully built by the proposed algorithm.
We will first describe single-level clustering (Sect. 4.1). In Sect. 4.3, we describe how to perform recursive clustering while ensuring that requirements on robustness and distortion are achieved. 
Single-level clustering
Single-level clustering attempts to solve this subproblem: Given I = I 1 , I 2 , . . . , I n , a distortion requirement 0 , and the buffer zone's width τ 0 , we want to find a hyperplane (represented by its normal H 0 and a point C 0 on the plane) and a watermarked I = I 1 , I 2 , . . . , I n such that:
2. For any watermarked I, the distance of I from the hyperplane is at least τ 0 (that is,
Furthermore, the hyperplane divides the watermarked hosts into two equal (within a constant factor) halves. That is, suppose I 0 is the set of watermarked I, where Figure 1 illustrates the result of a single-level clustering in two-dimensional space. This problem can be rephrased as an optimization problem by fixing the buffer zone's width τ 0 and minimizing the distortion, or vice versa.
Here is an approximation method based on the 2-mean algorithm:
1. Compute the 2 means, m 0 and m 1 , using the well-known iterative k-means method [13] . Let H = m 0 − m 1 and C = (m 0 + m 1 )/2. 2. Partition I into two clusters I 0 and I 1 , where I 0 contains all the Works in I that are nearer to m 0 , and I 1 contains the remaining Works. Specifically, if (I − C) · H > 0, then I is in I 0 . 3. Find the hyperplane that separates I 0 and I 1 . We want to find the hyperplane with the maximum distance from its nearest Work. This criterion is the same as the criterion in Support Vector Machine, which finds the separating hyperplane of two clusters with the largest margin. Here, the two clusters are I 0 and I 1 , and the margin corresponds to the buffer width. Support Vector Machine is an established technique, and the support vectors can be efficiently found using quadratic
Buffer Width
Number of Works programming [6] . The theory of Support Vector Machines and its use in single-level clustering is explained in Sect. 4.2. Let H 0 and C 0 be the normal and a point on this hyperplane, respectively. 4. For all I in the buffer zone, watermark them by shifting them along the direction H 0 and away from C 0 . They are shifted until they reach the surface of the buffer zone.
otherwise
Now we want to find the relationship between τ 0 and the required robustness σ 2 . We claim that, to achieve robustness σ 2 , the buffer width τ 0 should be
where A d is a slow-growing function, for example, log d. To see that, consider I in Fig. 1 . The point I = I + z is corrupted by noise z. Error occurs during searching if the noise vector z, after being projected onto the one-dimensional normal H 0 , is more than τ 0 (or −τ 0 , depending on which side I is on). Because the noise is AWGN with variance σ 2 , the distribution of the one-dimensional projected noise is also normally distributed, but with variance σ 2 /d. Since the probability of deviation from the standard deviation σ 2 /d is small, we can choose τ 0 to be
is a slow-growing function, for example, log d. In our experimental studies (Sect. 5), instead of a slow-growing function, we choose A d to be the constant 3. This gives the probability of error about 0.0015.
Remark on Support Vector Machines
Support Vector Machines have been deployed successfully in classification and regression tasks. In classification, Support Vector Machines are used to find an "optimal" separating hyperplane between two classes of data points. Among all separating hyperplanes, the optimal separating hyperplane is the one with the maximum distance from the nearest data points. Support vectors are those data points nearest to the optimal hyperplane. The optimal separating hyperplane can be found by solving a quadratic programming problem for which efficient algorithms exist. (For details see [4, 10] .) In this implementation we use a simplified Support Vector Machine to find a separating hyperplane H 0 . Although the separating hyperplane is not optimal, it serves as a good approximation for our purpose.
Our method for finding the separating hyperplane is as follows. Initially, the width w, i.e., the distance of the nearest point, is estimated based on the assumption that the data points are normally distributed. The separating hyperplane H 0 is found by an iterative algorithm. The initial guess for H 0 is taken as the perpendicular bisector of the line joining the center of the two classes. A few data points nearest to the hyperplane are identified. The hyperplane is then updated so that its distance from the data points is at least (w/2). This process is repeated for several iterations.
Extension to multi-levels
Extending the single-level clustering to multi-level clustering without special care might violate the robustness requirement. Recall that step 4 in Sect. 4.1 moves Works out of the buffer zone. There is a chance that the newly watermarked Works will reenter the buffer zone created in previous levels. Geometrically, the buffer zone is a union of slabs, and the non-buffer zone is divided into disjoint polyhedrons. The task of watermarking is to move original I out of the buffer zone and to the nearest point in the non-buffer zone that is on the surface of a polyhedra. For simplicity in implementation, instead of finding the nearest point on the polyhedrons, we iterate step 3 to ensure that buffer zones in all levels are empty. This iteration might not give the nearest point. However, it converges fast and gives good approximation.
In the optimization version (fixing overall distortion and maximizing overall robustness), the distortion can differ at different levels. Thus the allocation of "distortion" amounts to a resource allocation problem. Also, the allocation should be fair so that every level of clustering achieves the same robustness. This is because a low robustness at any intermediate level ultimately determines the robustness of the final stage. −i n, so the expected distortion at each level is Dist(2 −i n). The allocation of is done such that every level of clustering achieves the same robustness. We can obtain Dist(·) empirically.
Experimental results
We conduct two sets of experiments. In the first set, the Works are generated from a Gaussian source. In the second set, the database is comprised of natural images, using the downsampled 64 × 64 gray-scaled values as the features (Fig. 7) .
Random Works. In these experiments, Works are generated from a Gaussian source, more specifically, a multivariate Gaussian random variable I = (x 1 , x 2 , . . . , x d ) , where each x i is normally distributed with variance 1/d. The embedding is performed directly on the x i 's, in other words, on the "pixel domain". Figures 2, 3 , and 4 illustrate the performance of singlelevel clustering. Figure 2 gives the average distortion as the number of Works increases. When the number of Works increases, the computed 2-means in Sect. 4.1 step 1 is closer to the overall average. Thus, the distortion should increase. Figure 3 shows the distribution of the distance of the original Works from the hyperplane. Note that these are the distances before watermarking. Observe that the center region is empty. This is because the hyperplane is derived from the support vectors. Thus, the slab enclosed by the support vectors is empty, even before watermarking. The two peaks in the histogram are side effects of our approximation algorithm. The two vertical lines in the figure indicate the buffer zone with τ 0 = 2/ √ d. Works that fall between these two lines have to be watermarked. Figure 4 shows how the width τ 0 affects distortion. Observe from the histogram that the Works are concentrated around 0.025 and −0.025. Thus, for large τ 0 , the distortion is approximately the square of the distance of τ 0 from 0.025. This observation is confirmed in Fig. 4 , where the distortion is approximately equal to (τ 0 − 0.025) 2 . Fig. 6 Distortion vs. dimension. Logarithmic scale is used for the y-axis. The number of Works n = 512 and width τ = 3 2/d Figure 5 shows the overall distortion (generated by multilevel clustering) as the number of Works increases. The width of buffer zones in all levels is kept at τ 0 = 3 2/d. This value is chosen so that retrieval is robust under noise variance σ 2 = 2, that is, when the signal-to-noise ratio is at most 0.5. The distortion is generally very small. For example, at n = 2048, the distortion is 0.0027. This is much smaller than the energy of the Works (which is 1). It is also significantly smaller than the noise variance σ 2 = 2. Figure 6 illustrates how distortion decreases as the dimensionality increases with the number of Works n = 512 and buffer width τ = 3 2/d. Interestingly, performance improves as dimensionality increases. This is in contrast to general searching problems in high-dimensional space.
Dimension Distortion
Natural images. In this set of experiments, the database consists of 2048 natural images. The purpose of these experiments is to test our idea on a non-Gaussian source. The original size of each image is about 2000 × 1500 pixels. Although images are typically large, for watermarking purposes their dimension is usually reduced to remove redundancies and coherence among the pixels. Because image representation is not a key issue here, we simply take the down-sampled 64 × 64 gray-scaled pixels as the domain to work in. Thus d = 64
2 . Other representations like wavelet coefficients, DCT coefficients, features, etc. could also be used. Figure 7 shows samples from the database. Unlike the database of random Works, some of the images are similar. Similar images are more difficult to handle because they should be separated to resolve ambiguities.
The robustness σ 2 is chosen to be 2. This translates to the buffer zone's width of τ 0 = 3 2/d. Figure 8 shows three instances of corrupted queries. Our algorithm successfully retrieves the correct index for a and b but not for c. The experiment is repeated 1000 times, with the same noise variance but different noise instances. With a noise variance of 1 and 2, our algorithm outputs the correct index for all instances. With a noise variance of 4, it gives the correct index in 655 instances. In our implementation, the queries are normalized to unit energy before searching.
The average distortion generated is 8.5 × 10 −4 , and the maximum distortion among the images is 0.010. Figure 9 shows three watermarked images. The top row is the image with maximum distortion. Compared to the random Works (Fig. 5) , the average distortion for the image database is much lower (0.0027 for random Works), but the maximum distortion is higher (0.0052 for random Works). This is probably because natural images tend to form clusters, thus reducing the average distortion. On the other hand, a minority of the images might get too close and require larger distortion for separation. This small cluster of images increases the maximum distortion. Figure 10 shows selected nodes of the tree at the 1st, 4th, and 8th levels. These nodes are visited while searching for the top-right image in Fig. 7 . That is, the query image is first compared with (a, (d)) and finally compared with (c, (f)).
Comparison with watermarking
It is interesting to compare the performance of our algorithm with methods based solely on watermarking. For the purpose of comparison, we consider watermarking schemes that fall into the framework of Gaussian channel with side information. Costa [7] showed that the maximum achievable rate with distortion and robustness σ 2 is
That is, the maximum number of messages that can be embedded is 2 C . If we employ solely watermarking to solve the identification problem, with the constraint on distortion and robustness, the size of the database is bounded above by
. From the experimental data in Sect. 5, with robustness σ 2 = 2, dimension d = 64 2 , and distortion 0.0035, our method can have 2048 Works. In contrast, the 
Comparison with retrieval systems
Nearest-neighbor searching in high dimensions is both practically and theoretically difficult. The performance of all known and popular data structures for this problem degrades considerably for high dimensions. A brute-force method would take O(dn) time complexity. The average case analysis of popular heuristics such as k-d trees reveals an exponential dependence of d in the query time. It is well known that the k-d tree and its variants perform poorly in dimensions higher than 20. In such high dimensions, nearly the entire data structure is searched when it is queried for a near or nearest neighbor. Comparatively, in high dimensions, the brute-force method is more efficient.
There are many approximation algorithms, and [22] gives a theoretical construction of two algorithms that are close to our proposed method. The two algorithms perform theapproximate nearest-neighbor search in a d-dimensional euclidean space with a query time complexity
, where the O(·) notation suppresses terms that are quadratic in −1 . Also, much work has been devoted to "dimension-reduction" techniques such as principle component analysis [20] and latent semantic indexing [11] for reducing the complexity of similarity matching in high dimensions, yet the dimensions are quite high and hence query time complexity is high. Moreover, the performance comparison results analyzed in such techniques deal mainly with specialized data sets. In contrast, experimental studies show that our proposed method, with fixed distortion, can successfully build the index tree with high probability and query time O(d log n).
Variations and future work
In our present setting, the database remains unchanged (static) throughout the encoding and query processing stages. It will be interesting to study the dynamic setting. In this setting, the database I starts from one Work I 1 . New Works can be added to I but, once added, cannot be removed. Furthermore, the corresponding watermarked Work must be computed before the arrival of new Works. The watermarked Work, once computed, cannot be modified. The dynamic setting is motivated by applications where a stream of images are to be watermarked by a watermarking service provider before release to the public domain. The watermarking service provider does not know in advance the images to be watermarked, and the watermarked images, once released to the public domain, cannot be recalled for modification.
Another possible research direction is to study how the size of the index tree affects watermarking performance. Most watermarking formulations (for example, watermarking with side information) assume that the encoder and decoder know the distribution of the Works, but not the actual Works. In our formulation, the encoder and decoder has access to the index tree and thus has full information of the actual database. In applications where the decoding is to be performed on the client side, the index tree has to be sent over the network. This is practical only if the description of the database is small. Thus, it is useful to know how to obtain a compact description of the database and how to trade off its size with other watermarking performance measures.
Conclusion
In this paper, we introduce a retrieval problem variant where data points can be slightly distorted. This problem is motivated by the observation that the identification problem typically addressed by watermarking can also be treated as a searching problem. We provide an algorithm that is a combination of watermarking techniques and a clustering algorithm. This simple algorithm demonstrates that, from the perspective of a retrieval system, with watermarking we can search fast, even in very high dimensions. From the watermarking perspective, this algorithm demonstrates that, with some searching ability, we can significantly reduce distortion and thus improve watermarking performance.
