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Summary
Amethod for measuring individualized reliability of several tests on subjects with heterogenecity is
proposed. A regression model is developed based on three sets of generalized estimating equations (GEE).
The first set of GEE models the expectation of the responses, the second set of GEE models the response’s
variance, and the third set is proposed to estimate the individualized coefficient alpha, defined and used to
measure individualized internal consistency of the responses. We also extend our method to handle missing
data in the covariates. Asymptotic property of the estimators is discussed, based on which interval
estimation of the coefficient alpha and significance detection are derived. Performance of our method is
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evaluated through simulation study and real data analysis. The real data application is from a health
literacy study in Hunan province of China.
Keywords: reliability, coefficient alpha, missing data, generalized estimating equation, asymptotic
normality, confidence interval, hypothesis testing.
1 Introduction
For tests and questionnaires with multiple items, reliability is a fundamental elements in the
evaluation of the measurement quality. Coefficient alpha (or Cronbach’s alpha) was proposed
by (Cronbach, 1951(2), 1988(3); Cronbach and Shavelson, 2004(4)), and has been widely used in
social, behavioral, and education sciences as a main index of the reliability and internal consis-
tency (Bollen, 1989, p.215(1); Klaas, 2009(5)). Due to its extensive application in practice, coefficient
alpha has generated a great deal of discussion and evaluation on its use, abuse, virtues, limi-
tation and comparison with other methods for test reliability (Schmitt, 1996(6); Klaas, 2009(5);
Tavakol and Dennick, 2011(7); Zinbarg, Revelle, Yovel, and Li, 2005(8)). Meanwhile, development
of the methodology for coefficient alpha has been going on over several decades to meet the
need in its application. (Woodruff and Feldt, 1986(9)) presented and evaluated several statisti-
cal procedures to test the equality of m coefficient alphas from dependent samples. (Feldt and
Ankenmann, 1999(10); Bonett, 2002(11)) developed methods for constructing confidence intervals
and testing for coefficient alpha, as well as methods for determining the sample size required to
attain desired power for test of coefficient alpha. (Raykov, West and Traynor, 2015(12)) proposed a
method for point and interval estimation of coefficient alpha for complex sample design based on
latent variable modeling. And (Zhang and Yuan, 2016(13)) developed a robust procedure to esti-
mate covariance matrix of the responses and coefficient alpha. Their method ease the influence of
outlying observations on estimation and can deal with missing data in the responses.
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However, none of the aforementioned techniques are purposely developed for or can deal with
the situation that internal consistency of the responses varies with the heterogeneity of the sub-
jects. In another word, existing statistical methods only consider summary analysis of coefficient
alpha, thus are deficient in assessing the results of the investigation research, where internal con-
sistency of the test score is considered to be associated with some recorded characteristics of the
participants. In such studies, for example, (Gilmour et al, 1997(14))’s Cervical Ectopy Study, (Fein-
leib et al, 1977(15))’s NHLBI Veteran Twin Study, and (Shen et al, 2015(16))’s Health Literacy Study
in South China, reliability assessment is required to be performed considering the potential varia-
tion of the responses’ internal consistency from subjects to subjects that are characterized by some
covariates.
In this article, we introduce individualized coefficient alpha based on the form of overall coeffi-
cient alpha, defined to measure the internal consistency specified by the subject-specific covariates
of our interests. Andwe propose a regressionmodelling method based on three sets of generalized
estimating equations (Liang and Zeger, 1986(17); Prentice, 1988(21)) that estimates our defined
individualized coefficient alpha and models its association with the covariates. Similar work has
been done for the kappa coefficient by (Williamson, Lipsitz and Manatunga, 2000(18)). We discuss
asymptotic property of the estimators in our model, on which techniques of interval estimation
and hypothesis tests for the regression coefficients and coefficient alpha are based. In addition, we
accommodate nonmonotone missingness of the key covariate in our method.
The remainder of the article is organized as follows. Section 2 introduces definition and notation
in this article. Section 4 presents formulation of our model and its estimation procedure. Section 5
demonstrates consistent estimation of the parameters and coefficient alpha in our model. Section
6 presents and evaluates performance of our proposed method in simulation studies. Section 7
illustrates our methods’ application on the Health Literacy Dataset, from (Shen et al, 2015(16))’s
study in Hunan province of China.
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2 Notation
Suppose that n subjects are scored on k items and let Yip denote the score of the subject p on the
item i. Yip is a either discrete or continuous outcome. Denote that µip = E[Yip|Xip] and variance
σ2ip = Var[Yip|Zip], whereXip and Zip are some covariates of our concerned. Let S =
∑k
i=1 Yi, and
the definition of the population overall coefficient alpha is:
α =
(
k
k − 1
)(
1−
∑k
i=1 Var(Yi)
Var(S)
)
=
2k
∑
i6=j Cov(Yi, Yj)
(k − 1)Var(S) , (1)
which is equivalent to
(k − 1)α
k − (k − 1)α =
2
∑
i6=j Cov(Yi, Yj)∑k
i=1 Var(Yi)
=
2
∑
i6=j EYiYj − EYiEYj∑k
i=1 Var(Yi)
. (2)
To extend it to be a subject and item specified measurement of the internal consistency, we refer
to equation (2) to define αijp, coefficient alpha of the subject p and the pair of items (i, j), which is
introduced to quantify the internal consistency specified by subjects and items. Let
αijp
2− αijp = E
[
2(YipYjp − µipµjp)
σ2ip + σ
2
jp
∣∣∣∣∣Wijp
]
, (3)
and αijp is defined by equation (3). Here we reduce all of the k items in equation (2) to the pair
(i, j), and naturally extend the variance and covariance of the responses to the expectation of
YipYjp conditioned onWijp, the covariates of our interests. To allow wide use of our method, we
also consider missingness of covariates in the data. For the subject p, let δp denote an indicator for
the missingness of the covariate that δp = 0 for having missing values, and δp = 1, otherwise.
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3 Model
Assume that µip is associated with covariatesXip through link function g and the parameter β:
µip = µip(β) := g(X
T
ipβ). (4)
Noticing that σ2ip may not be determined by µip, for example, when some latent random effects
exists to affect Yip, or Yip is normally distributed marginally, we also parameterize it with function
h and parameter ω because it is not a nuisance parameter when we are modeling coefficient alpha:
σ2ip = σ
2
ip(ω) := h(Z
T
ipω). (5)
The range of our newly defined αijp is (−∞, 1] that is the same as α. To avoid the restriction of the
parameter space, we use the Fisher’s z-transformation:
αijp
2− αijp = ηijp(θ) :=
1− exp(WTijpθ)
1 + exp(WTijpθ)
, (6)
where θ is the regression coefficients, and it implies that αijp = 1− exp(WTijpθ). In practice, we are
more concerned about following parameters:
• αijp, measuring the internal consistency of p’s scores on the items i and j.
• Coefficients θ, reflecting the relationship between the value of the individualized coefficient
alpha αijp and the covariateWijp.
For missing data, we denote that pip = P(δp = 1|Qp), and assume
logit(pip) = Q
T
p γ, (7)
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where Qp is covariates related to the missingness of the data, and γ is the coefficients for Qp.
Our goal of modelling missing data is to obtain unbiased and low variance estimators for the
parameters of our concern.
4 Estimation
Since the joint distribution of the responses (Y1p, Y2p, · · · , Ykp) is not specified, we propose a
method based on (Liang and Zeger, 1986(17))’s generalized estimating equation (GEE) approach
to model the data, and to estimate the parameters β, ω and θ. Generalized estimating equation
is an extension of general linear model, and is useful to analyze correlated responses when their
distribution is not fully specified. Enlightened by (Prentice, 1988(21))’s two-set-GEE method, we
propose a three-set-of GEE method to achieve our goal of modeling the individualized coefficient
alpha. In order to obtain an unbiased estimators from the GEE, we refer to (Toledano and Gatso-
nis, 1999(19))’s methods of processing missing data in generalized estimating equations. Assume
the missing data mechanism is missing at random conditional on the observed covariateQp, and
we reweight each set of GEE with the inverse of observed probability pip, which is related toQp as
equation (7).
Denote that Yp = (Y1p, Y2p, · · · , Ykp)T and µp = (µ1p, µ2p, · · · , µkp)T . Firstly, we introduce the
first set of estimating equations to estimate β:
e1(β) =:
n∑
p=1
δp
pip
DTpV
−1
1p (Yp − µp) = 0, (8)
where Dp = dµp(β)/dβ, V1p = V1p(β, ν1) is the working covariance matrix of Yp, and ν1 is the
nuisance covariance parameter. According to (Liang and Zeger, 1986(17)), consistent property of
the parameter estimation is guaranteed with no need to correctly estimate ν1 and V1p. Noting from
equation (3) that estimation of Yip’s variance is necessary for estimating the coefficient alpha, we
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propose the second set of estimating equation to estimate σ2ip. Let Tp = (T1p, T2p, · · · , Tkp)T where
Tip = (Yip − µip)2, and Tp’s conditional expectation be σ2p = (σ21p, σ22p, · · · , σ2kp)T . We have
e2(β, ω) =:
n∑
p=1
δp
pip
ETpV
−1
2p (Tp − σ2p) = 0, (9)
where Ep = dσ
2
p(ω)/dω, and V2p = V2p(β, ω, ν2) is also the working covariance matrix. Then we
let
Uijp =
2(YipYjp − µipµjp)
σ2ip + σ
2
jp
, (10)
Up = (U12p, U13p, · · · , U(k−1)kp)T , and ηp = (η12p, η13p, · · · , η(k−1)kp)T . The third set of estimating
equations is proposed to estimate θ and the individualized coefficient alpha:
e3(β, ω, θ) =:
n∑
p=1
δp
pip
FTpV
−1
3p (Up − ηp) = 0, (11)
where Fp = dηp(θ)/dθ and the working covarianceV3p = V3p(β, ω, θ, ν3).
To solve the three sets of GEE, we firstly implement logistic regression to estimate γ. Denote the
estimator as γ̂ and pip = logit
−1(Qpγ̂). Then we implement Gauss-Newton algorithm to compute
(β̂, ω̂, θ̂), estimators for (β, ω, θ). The three set of GEE are solved successively. In the mth iteration
of solving each set of equations, we update the parameters by
β(m+1) = β(m) −
(
n∑
p=1
δp
pip
DTpV
−1
1p Dp
)−1 [ n∑
p=1
δp
pip
DTpV
−1
1p (Yp − µp)
] ∣∣∣∣∣
β=β(m),ν1=ν
(m)
1
, (12)
ω(m+1) = ω(m) −
(
n∑
p=1
δp
pip
ETpV
−1
2p Ep
)−1 [ n∑
p=1
δp
pip
ETpV
−1
2p (Tp − σ2p)
] ∣∣∣∣∣
(β,ω)=(β̂,ω(m)),ν2=ν
(m)
2
(13)
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and
θ(m+1) = θ(m)−
(
n∑
p=1
δp
pip
FTpV
−1
3p Fp
)−1 [ n∑
p=1
δp
pip
FTpV
−1
3p (Up − ηp)
] ∣∣∣∣∣
(β,ω,θ)=(β̂,ω̂,θ(m)),ν3=ν
(m)
3
,
(14)
while the nuisance parameters ν1, ν2 and ν3 are updated by the method of moments in each itera-
tion. In this way, β is estimated by iteratively implement (12) and updating ν1. Then we obtain ω̂ in
similar procedure using β̂. And θ is estimated based on β̂ and ω̂. Since e1(β) is not a function of ω
and θ, and e2(β, ω) is not a function of θ, there is no need to go back and forth between these three
set of estimating equations. This point is similar to the methods proposed by (Prentice, 1988(21))
and (Williamson, Lipsitz, and Manatunga, 2000(18)).
With θ̂ estimated by solving equation (9), (10) and (11), αijp is estimated by α̂ijp = 1 −
exp(WTijpθ̂). The asymptotic normality of β̂, ω̂ and θ̂ is given by theorem 1 in section 5. Then, by
theta method, we can also prove the asymptotic normality of α̂ijp, and estimate their asymptotic
variance.
5 Asymptotic Property of Estimators
In this section, we present and prove the result that the joint asymptotic distribution of
√
n(β̂−β),
√
n(ω̂ − ω) and√n(θ̂ − θ) is multivariate Gaussian with mean zero. Let
Gp =

Dp 0 0
0 Ep 0
0 0 Fp
 , Vp =

V1p 0 0
0 V2p 0
0 0 V3p
 , fp =

Yp − µp
Tp − σ2p
Up − ηp
 , (15)
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and the three sets of generalized estimating equations can be formulated jointly by
n∑
p=1
δp
pip
GTpV
−1
p fp = 0. (16)
The following theorem gives the large sample property of the regression coefficients:
Theorem 1. Denote that
Hp =

dµp/dβ 0 0
−dTp/dβ dσ2p/dω 0
−dUp/dβ −dUp/dω dηp/dθ
 . (17)
Assume that the missing data mechanism is missing at random conditional on Qp, and pip is bounded in
probability away from zero. Under mild regularity conditions, and given that the estimator for νl is
√
n-
consistent given β when l = 1, given (β, ω) when l = 2, and given (β, ω, θ) when l = 3, the estimator of
equation (16) is
√
n-consistent to (βT, ωT, θT)T that
√
n((β̂−β)T, (ω̂−ω)T, (θ̂−θ)T)T is asymptotically
multivariate Gaussian with the mean to be zero, and covariance matrix
Ψ = lim
n→∞
Γ−1n (Σn −ΥnΩnΥTn )Γ−1n , (18)
where
Γn =
1
n
n∑
p=1
δp
pip
GTpV
−1
p Hp,
Σn =
1
n
n∑
p=1
(
δp
pip
)2GTpV
−1
p fpf
T
p V
−1
p Gp,
Υn =
1
n
n∑
p=1
(
δp
pip
)2GTpV
−1
p fp
∂piTp
∂γ
,
Ωn =
1
n
n∑
p=1
1
pip(1− pip)
∂pip
∂γ
∂piTp
∂γ
.
(19)
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Theorem 1 indicates that the asymptotic variance of estimators in our model can be consistently
estimated with the estimators, the covariates and the responses. Referring to (Pierce, 1982(22);
Liang and Zeger, 1986(17); Toledano and Gatsonis, 1999(19)), we prove it as follow:
Proof. Let ν = (νT1 , ν
T
2 , ν
T
3 )
T , ζ = (βT , ωT , θT )T , Sn(ζ, ν, γ) = 1/n
∑n
p=1(δp/pip)G
T
pV
−1
p fp, and m
be the total number of the covariates included in the equation (16). Denote the
√
n-consistent estimator of ν
given ζ as ν̂ := ν̂(ζ). Under some regularity conditions,
√
n(ζ̂ − ζ) = −
[
∂Sn(ζ, ν̂(ζ), γ̂)
∂ζ
+
∂Sn(ζ, ν̂(ζ), γ̂)
∂ν
dν̂(ζ)
dζ
]−1√
nSn(ζ, ν̂, γ̂) (20)
Following a first-order expansion, we also have
√
nSn(ζ, ν̂, γ̂) =
√
nSn(ζ, ν̂, γ) +B1
√
n(γ̂ − γ) + om(1)
=
√
nSn(ζ, ν, γ) +B1
√
n(γ̂ − γ) +B2
√
n(ν̂ − ν) + om(1),
(21)
whereB1 = ∂Sn(ζ, ν̂, γ)/∂γ, andB2 = ∂Sn(ζ, ν, γ)/∂ν. Since the estimating equations are unbiased (the
MAR condition), and pip is bounded in probability away from zero, we have
E
[
∂
∂ν
(
δp
pip
GTpV
−1
p fp
)]
= E
[(
δp
pip
GTp
∂V−1p
∂ν
fp
)]
= 0, (22)
which indicates thatB2 = om(1). With the assumption that ν̂ is
√
n-consistent to ν given ζ, we have
B2
√
n(ν̂ − ν) = om(1) · Om(1) = om(1). (23)
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Noting that limn→∞Σn and limn→∞Ωn are the asymptotic covariance matrix of
√
nSn(ζ, ν, γ) and
√
n(γ̂ − γ) respectively, then by equation (21), results of (Pierce, 1982(22)) give that
√
nSn(ζ, ν̂, γ̂)
f−→ L ∼ N
(
0, lim
n→∞
(Σn −B1ΩnBT1 )
)
, (24)
where limn→∞B1 = limn→∞Υn, according to our assumptions. Meanwhile, it is not diffi-
cult to show that dν̂(ζ)/dζ is bounded, that limn→∞∂Sn(ζ, ν̂(ζ), γ̂)/∂ζ = limn→∞Γn, and that
limn→∞∂Sn(ζ, ν̂(ζ), γ̂)/∂ν = limn→∞B2 = 0. Substitute these and the equation (24) into the equation
(20), and we complete the proof.
6 Simulation Study
6.1 Simulation Settings
To assess the performance of our method in estimating parameters, evaluating the coefficient
alpha and detecting significance, we conduct series of simulation studies. To mimic Health Liter-
acy dataset (see section 7), we set the number of items to be 3 and sample size to be 2500, 3000
and 3500, and generate 500 datasets for each set of sample size. Number and distribution of the
covariates are also made close to the real data, too. Specifically, we let theYp = (Y1p, Y2p, Y3p)
T be
multivariate Gaussian and
E[Yip|Xip] = β0i + x1pβ1 + x2ipβ2 + x3ipβ3, (25)
where β01 = −0.6, β02 = 0.4, β03 = 0.3, β1 = 0.25, β2 = 0, β3 = 1.0, and covariates Xip =
(x1p, x2ip, x3ip)
T generated by x1p, x2ip ∼ Unif(−1, 1), x3ip ∼ N(0, 1). Set var(Yip|Xip) = 1 and
cov(Yip, Yjp|Wijp,Xip,Xjp) = [1− exp(WTijpθ)]/[1 + exp(WTijpθ)], (26)
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where
WTijpθ = θ0 + w1pθ1 + w2pθ2 + w3pθ3 + w4ijpθ4 + w5ijpθ5, (27)
and θ = (−0.6,−0.4, 0.05, 0.05,−0.2, 0)T . We generate Wijp = (w1p, w2p, w3p, w4ijp, w5ijp)T by
w1p ∼ Bern(0.5), w2p, w4ijp ∼ Unif(0, 1), w3p, w5ijp ∼ N(0, 1). In this way, the coefficient alpha
specified by subject p and pair of item (i, j) is given by αijp = 1 − exp(WTijpθ) according to our
definition in section 4. In addition, we generate random missingness of the covariates of subject p
with the probability of verification pip satisfying
logit(pip) = γ0 + q1pγ1 + q2pγ2, (28)
where γ = (2, 0.5,−0.6)T , and both q1p and q2p are generated from N(0, 1). In this way, the rate of
missingness of the key covariate is around 0.8, which is close to the property of Health Literacy
dataset, our motivating dataset.
6.2 Parameter Estimation
Based on our method’s results on the 500 datasets for each set of sample size, we estimate mean
value and root mean squared error (RMSE) of the estimators for the regression coefficient θ in the
GEEs. As one of our main concerns, estimators θ̂ of different settings for sample size are evaluated
in Table 1. The simulation results in Table 1 demonstrate good performance of our method on esti-
mating the regression coefficients in the third set of GEEs. As the sample size increases from 2500
to 3000, and from 3000 to 3500, mean values of the estimators become closer to the real value of
the coefficient, and RMSE of them decrease strictly. Meanwhile, bias and total errors are within an
acceptable scale. In summary, our method has good performance in parameter estimation, when
the sample size, verification probability and settings of the covariates are similar to Health Liter-
acy dataset. As the sample size increases by a moderate margin, there is an apparent tendency for
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Sample size 2500 3000 3500
Mean RMSE Mean RMSE Mean RMSE
θ0(= −0.6) -0.593 0.13 -0.602 0.123 -0.600 0.115
θ1(= −0.4) -0.405 0.127 -0.395 0.105 -0.405 0.102
θ2(= 0.05) 0.038 0.178 0.054 0.176 0.059 0.160
θ3(= 0.05) 0.046 0.056 0.050 0.051 0.046 0.047
θ4(= −0.2) -0.201 0.141 -0.204 0.129 -0.201 0.121
θ5(= 0) 0.001 0.041 0.002 0.037 -0.001 0.034
Table 1: Mean and RMSE of estimators for the coefficient in the third set of GEEs of our method
with the sample size set to be 2500, 3000 and 3500.
the estimators being close to the true values. This indicates their good unbiasedness and consistent
performance, though distribution of the responses is not specified in our model.
6.3 Significance Detection
Two types of hypothesis testing are in our main consideration in our method. One is whether the
values of the regression coefficients in the third set of GEEs are significantly different from 0, which
reflects the relationship between our defined individualized coefficient alpha and the covariates.
Another is to decide whether the coefficient alpha ranges in an acceptable scale, often chosen as
(0.7, 0.9), as suggested by (Tavakol and Dennich, 2011(7)) and (Streiner, 2003(20)). According to
section 4 and 5, these two types of hypothesis testing can be performed based on the estimators’
asymptotic normality.
In the simulation study, we evaluate our method’s performance on the significant detection
under different set of sample size by estimating their type I error rate, and estimate the power
when the true values of the parameters changes, or the true value of the coefficient alpha varies
with the covariates in our model. Under the settings described in section 6.1, we fix the significant
level to be 0.05, and estimate the type I error rate of the hypothesis testing θ5 = 0 in our 500
groups of simulation with different sample sizes. We also estimate the power of the testing, when
the true values of the parameters are respectively −0.6, −0.4 and −0.2. The results are presented
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in Table 2, which demonstrates that the type I error rates are well controlled, and get closer to
the significant level with the sample size’s increasing. The power grows fast with the parameters’
absolute values increases, too. These indicates good approximation of the estimators’ asymptotic
normality estimated by our method to the one with infinite sample size.
Sample size 2500 3000 3500
θ0(= −0.6) 99.7% 99.8% 100%
θ1(= −0.4) 93.6% 96.2% 98%
θ4(= −0.2) 30.4% 34.2% 40.6%
θ5(= 0) 4.4% 5.2% 5.0%
Table 2: Type one error of the hypothesis testing θ5 = 0, and power of the hypothesis testing
θ0 = 0, θ1 = 0, and θ4 = 0with the sample size set to be 2500, 3000 and 3500.
To evaluate our method’s power of the hypothesis tests for the range of the coefficient alpha, we
set the sample size to be 2000, 2500, 3000 and 3500 respectively, and let αijp = 1− exp(θ0 + θ1w1p).
Covariate w1p is generated from Unif(0, 1). Fix w˜1p to be 0.2, 0.5 and 0.8 respectively, and let θ0 =
log(0.3). While θ1 are set properly for each setting of simulation, to make α˜ijp = 1−exp(θ0+θ1w˜1p)
range from 0.7 to 0.9. For each set of sample size and value of α˜ijp, we estimate our method’s
powers for the hypothesis testing H0 : α˜ijp < 0.7 vs H1 : α˜ijp ≥ 0.7, and the hypothesis testing
H0 : α˜ijp > 0.9 vs H1 : α˜ijp ≤ 0.9, by performing our methods on 500 simulation datasets.
The resulted relationship between the power and true value of α˜ijp under different settings are
presented in Figure 1 (for H0 : α˜ijp < 0.7 vs H1 : α˜ijp ≥ 0.7) and Figure 2 (for H0 : α˜ijp > 0.9 vs
H1 : α˜ijp ≤ 0.9).
The hypothesis testing for the range of our introduced coefficient alpha is simulated to obtain
power of our method for different true values of the coefficient alpha, under two null hypothesis,
different sample sizes, and different values of the covariate w˜1p. In summary, the power increases
noticeably with the sample size’s growing, and reaches 1 when there is enough difference (says
0.1) between the true value of coefficient alpha with 0.7 or 0.9. These indicate that our estimated
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Figure 1: Set w˜1p = 0.2, w˜1p = 0.5 and w˜1p = 0.8 respectively, plots show the relationship between
power of the hypothesis testing H0 : α˜ijp < 0.7 vs H1 : α˜ijp ≥ 0.7 and true value of the coefficient
alpha α˜ijp, with the sample size set to be 2000, 2500, 3000 and 3500 respectively.
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Figure 2: Set w˜1p = 0.2, w˜1p = 0.5 and w˜1p = 0.8 respectively, plots show the relationship between
power of the hypothesis testing H0 : α˜ijp > 0.9 vs H1 : α˜ijp ≤ 0.9 and true value of the coefficient
alpha α˜ijp, with the sample size set to be 2000, 2500, 3000 and 3500 respectively.
asymptotic variance of parameters is within an acceptable scale, and will show a distinct decrease
as the sample size varies from 2000 to 2500, 3000 and 3500, which is comparable with the Health
Literacy dataset. Also, we can see the fastest rate of the power’s being close to 1 when w˜1p = 0.5,
which is actually the average value of w1p. This suggest our method give more reliable results on
subjects that are more common in the sample.
7 Health Literacy Data Analysis
Anational health literacy studywas conducted by (Shen et al, 2015(16)) via a scale-based investiga-
tion. Population-based sample of 3731 participants in Hunan Province was included in the study,
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investigated, and evaluated by the scale on their health literacy. In this section, we apply our pro-
posed method on the resulted Health Literacy Dataset, as an example to illustrate its application
in practice. Health Literacy dataset includes three dimensions of health literacy scores, knowledge
and attitude, behavior and lifestyle, and skills. Each participant’s literacy on each dimension is
evaluated via Chinese Resident Health Literacy Scale developed by the investigator. Meanwhile,
age (age), gender (gender), education (edu), number of family members (member), and income
(income) of the subjects were also investigated, in the interest of their association with the inter-
nal consistency of the three health literacy dimensions (items) in this study. After deletion of those
with missing values in more than one variables, totally 3375 subjects are remained, among which
382 are confronted with a missing value for the covariate income. With the missingness of income
considered, our method is used to model the internal consistency of the health literacy scores on
the three dimensions with the investigated covariates. Point and interval estimations of the coef-
ficients in the third set of GEE and our defined coefficient alpha, and significant detection on the
relationship between the coefficient alpha and covariates of our interested are presented in this
section.
7.1 Process Missing Data
For subject p, we introduce δp to denote the missingness of its income that δp = 0 for having a
missing value for income and δp = 1, otherwise. Logistic regression on δp using the other covari-
ates turns out that variables gender and edu are significantly related to the missingness of income,
while other covariates show no significant associationwith the verification probability. Denote that
P(δp = 1|gender, edu) = pip and pip be the estimator for pip in the logistic regression, then we have
logit(pip) = 3.26− 0.27gender− 0.26edu, (29)
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where the p-value of gender and edu’s coefficients are 0.01 and less than 0.001 respectively, indi-
cating their significance in the logistic model. Since personal information investigated in the study
seems to typically reflect the reasons for missingness in the covariate income, the logistic model
described above is plausible. And it is reasonable to assume that subject p’s income is missing at
random conditional on its gender and edu, which ensures the use of our method.
7.2 Results
Withmissing data processed, ourmethod is implemented on theHealth Literacy dataset to analyze
the covariates’ association with internal consistency of different items, measured by our defined
subject and item specific coefficient alpha. For the first, the second, and the third set of GEEs, we
respectively assume that
µip = β0i + β1age+ β2gender + β3edu+ β4member + β5income; (30)
σ2ip = σ
2
i ; (31)
WTijpθ = θ0 + θ1age+ θ2gender + θ3edu+ θ4member + θ5income, (32)
where i = 1, 2, 3 in equation (30) denote the three dimensions of health literacy respectively, and
subject p’s coefficient alpha on different pairs of items are assumed to be equal: αp , αijp =
1 − exp(WTijpθ). We implement our method to estimate the regression coefficients θ in equations
(32), estimate the asymptotic variance of the estimators, construct their 95% confidence intervals,
and compute their p-values in the regression model based on the estimators’ consistency. The
result are presented in Table 3.
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Estimate (95% CI) P-value
θ0 -4.41 (-10.17, 1.35) 0.129
age 1.05 (-0.68, 2.77) 0.196
gender 1.90 (-1.21, 5.01) 0.195
edu -4.05 (-15.59, 7.50) 0.315
member -2.65 (-8.05, 2.74) 0.250
income 0.559 (-1.83, 2.95) 0.359
Table 3: Estimation of the coefficients in the third set of GEEs, with 95% confidence interval and
p-values.
Results in Table 3 indicate there is no significant relationship between the internal consistency
of the three dimensions of health literacy scores and the covariates of our interests. This fact
demonstrates good homogeneity of coefficient alpha among the subjects. Since no variables are
significantly related to the coefficient alpha in our model, we drop all of them from the third set
of GEEs to simplify the design matrix and reduce the variance of the estimators, and then fit our
model again to estimate the coefficient alpha that is actually homogeneous among the samples.
The point estimation the coefficient alpha is 0.86, which is in (0.7, 0.9), the scale recommended by
(Tavakol and Dennich, 2011(7)). And its 95% confidence interval (CI) is (0.72, 1.00), estimated by
delta method. Though the length of the interval is relatively high, the 95% CI of the coefficient
alpha is still within an acceptable scale. The p-values of the regression coefficients in the third set
of GEEs shown in Table 3, as well as estimation of the coefficient alpha with all of the covaraites
dropped suggests good quality and reliability of the results in this health literacy test.
8 Discussion
To handle with heterogenicity of the samples, we define an individualized coefficient alpha for
measurement of the test scores’ internal consistency. We propose a three-set-of GEE method to
model the newly defined coefficient alpha with covariates of our interests. It is a quasi-likelihood
method, and one does not have to specify distribution of the responses. Missingness of a key
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covaraite is also considered in our method. Under mild assumptions, we can obtain consistent
estimators for the regression coefficients in GEE, and the individualized coefficient alpha, which
allows for interval estimation and hypothesis testing.
Simulation studies show that bias and mean squared errors of the estimators for our interested
parameters is reasonable, when the settings of the simulation datasets are near the real dataset
analyzed in this paper. As a results of the sample size’s mildly increasing:
• The means of the estimators get closer to the true value, and their RMSE decrease strictly.
• Type one error rate for the hypothesis testing on the negative variables approaches the given
significant level (0.05).
• Power for both testing on the regression coefficients and testing concerning our newly
defined coefficient alpha increases in a reasonable speed.
These results demonstrate good convergence and asymptotic performance of our method. Appli-
cation of our proposed method in Health Literacy data analysis also implies its potential and
promising use in practice.
A limitation of our proposed method is that it would be of less power and be poor in inter-
pretation if the variance of the parameters is high. Such high variance can result from relatively
poor sample size or high variation of the covariates in practice. And our newly defined αijp is
sensitive to individuals with outlying covariates. The sensitivity of the individualized coefficient
alpha could make it difficult for us to analyze the overall internal consistency in our proposed
framework. Thus, method for robust estimation of our defined individualized coefficient alpha is
desired in future work to reduce the potentially significant influence of outliers.
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