The Impact of IXPs on the AS-level Topology Structure of the Internet by Gregori, Enrico et al.
 C
 
Consiglio Nazionale delle Ricerche 
 
 
 
 
 
 
 
The Impact of IXPs on the AS-level Topology 
Structure of the Internet 
 
 
 
 
E. Gregori, A. Improta, L. Lenzini, C. Orsini 
 
 
 
 
 
IIT TR-17/2010 
 
Technical report 
 
 
 
 
Maggio  2010 
 
 
 
 
 
Iit 
 
Istituto di Informatica e Telematica  
 1 
The Impact of IXPs on the AS-level Topology Structure of the 
Internet 
 
Enrico Gregori1, Alessandro Improta2, Luciano Lenzini3, Chiara Orsini2  
 
 
 
1 Institute of Informatics 
and Telematics, 
Italian National Research 
Council, Pisa, Italy 
 
enrico.gregori@iit.cnr.it 
 
2 Information Engineering 
Department, University of 
Pisa, Italy 
/ Institute of Informatics and 
Telematics, 
Italian National Research 
Council, Pisa, Italy 
 
alessandro.improta@iet.unipi.it 
chiara.orsini@iet.unipi.it  
 
3
 Information 
Engineering 
Department, University 
of Pisa, Italy 
 
l.lenzini@iet.unipi.it 
 
 
 
Abstract. The AS-level topology of the Internet has been quite a hot research topic in the 
last few years. However, only a small number of studies have been developed that give a 
structural interpretation of this graph. Such an interpretation is crucially important in 
order to test protocols and optimal routing algorithms, to design efficient networks, and 
for failure detection purposes. Moreover, most research does not highlight the role that 
IXPs have on the AS-level structure of the Internet, although their role is recognized as 
fundamental.  
The initial contribution of this study is an analysis of the most important AS-level 
topologies that are publicly found on the web and an analysis of the topology obtained 
when they are merged. We compiled structural information from this topology making 
considerable use of the k-core decomposition technique to delineate various particular 
classes of nodes. Next, we associated node properties with a reasonable modus operandi 
of the ASs on the Internet. The second contribution is a study of the impact that ASs 
connected to IXPs and BGP connections crossing IXPs have on the AS-level topology. 
To achieve this, we developed a procedure to gather reliable information related to IXPs 
and their participants. 
 
 
1 Introduction 
 
The Internet is often described as a network of networks, a global system of 
interconnected computer networks using the standardized Internet Protocol Suite. A 
connected group of one or more IP prefixes run by one or more network operators that 
has a single and clearly defined routing policy is identified as an Autonomous System 
(AS). An AS shares routing information with other ASs using the Border Gateway 
Protocol (BGP). Establishing connections is driven more by business factors than 
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attempts to optimize performance. There are two main classes of connections: provider-
customer and peer-to-peer. In the former, an AS (customer) pays another AS (provider) 
to obtain Internet access (transit). In the latter, two networks (peers) exchange traffic 
between each other's customers for the mutual benefit of the two networks. Peer-to-peer 
connections can be settlement-free or paid, depending on the ASs interacting and the type 
of contract stipulated. In this environment, a particular role is played by Internet 
Exchange Points (IXPs). These are physical infrastructures which allow ASs to exchange 
Internet traffic, usually by means of mutual peering agreements, leading to lower costs 
(and, sometimes, lower latency) than in upstream provider-customer connections.  
There are several sources of Internet AS-level topology data (hereafter datasets) in 
different projects obtained using different methodologies which yield quite dissimilar 
topological views of the Internet. Most studies rely either on BGP-based data or on 
traceroute experiments. In both cases, the datasets are a biased view of the graph and are 
also largely incomplete. To date, there has been little attempt to provide a detailed 
analytical comparison of the most important topology properties extracted from the 
different data sources.  
 
This paper is organized as follows. In the first part of the paper we study the properties of 
existing datasets, comparing and merging these data. The results were very surprising: 
almost all datasets contributed to a topology discovery and the overlapping set of 
connections among them was frequently less than 50% of the total number of 
connections. Section 2 presents the related studies that have been developed so far and 
Section 3 describes all the data sources that were useful for our research, both regarding 
the AS-level map and the IXPs. In the second part of the paper we describe the structural 
properties of the Internet graph focusing on an analysis of connections crossing IXPs and 
their impact on the topology. We developed an algorithm to discover IXPs and their 
participants. We then used this database to highlight that IXPs are fundamental for the 
presence of well-connected zones. In addition, we attempted to delineate different AS 
behaviors using both a classical graph theory and k-core decomposition metrics. Section 
4 introduces the graph properties that were used in the structural analysis, which is 
covered in Section 5. In Section 6 we summarize our conclusions. 
 
 
2 Related works 
 
The discovery and analysis of the topological structure of the Internet is an important 
research field. The objective is to find a new and more accurate model that could 
approximate the Internet, in order to predict how new protocols and external conditions 
could impact on its structure. This issue was first studied in the mid 1990s, but gained 
further focus by the discovery made by the Faloutsos brothers in [1]. Despite the apparent 
randomness highlighted in those years (e.g. [2] and [3]), the authors discovered that the 
degree distribution of the Autonomous Systems (ASs) was correctly approximated by a 
power-law distribution, making the Internet a scale-free network. This discovery 
introduced several properties on the Internet AS-level topology, such as high tolerance to 
node failures ([4]), but also issues such as high fragility against attacks ([5] and [6]). This 
meant that all the Internet AS-level topology generators that have been developed so far 
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were invalidated since they were based on random graphs. The new idea was to exploit 
scale-free properties by developing new models (e.g. BRITE, described in [7]) based on a 
preferential attachment concept ([8] and [9]). These self-similar properties were also 
highlighted in [10] which, by using a k-core decomposition, revealed that there are k-
core-independent metrics. This methodology was introduced in 1983 by Seidman [11] to 
analyze the highly connected zone of large graphs. In 2004 it was applied to an Internet 
graph [12] in order to gain an understandable and compact graphical representation of the 
structure of the Internet. Other researchers, [13], used k-core to delineate the Internet AS-
level structure by developing the Medusa model.  
In the last few years, the scale-free properties of the Internet have been criticized and 
proved not to be completely correct ([14]). The main problems were the biases of the 
sources introduced, as stated in [15] and [16], and their incompleteness, which had led 
the previous studies to conclude that the power-law distribution was a property of the 
Internet, instead of a consequence of data collection. In particular, [14] showed that the 
degree distribution of the Internet is the composition of the contributions of two classes 
of connections. The provider-customer connections introduce a power-law-like 
distribution, while the peering connections can be approximated using a Weibull 
distribution. A large contribution to this deviation is given by Internet Exchange Points 
(IXPs), since they introduce a high number of peering relationships ([17] and [18]). Thus, 
the higher the number of connections identified as crossing on IXPs, the larger the 
deviation of the degree from the power-law distribution. A new methodology to discover 
the connections on IXPs was recently developed [17], but the impact of these connections 
has not yet been analyzed on a full Internet AS-level topology.  
 
Our contribution is two-fold. First, we analyze and merge currently available Internet 
topology datasets (Section 3) in order to create a much more detailed map. Secondly, we 
study the impact that both ASs connected to IXPs and BGP connections crossing IXPs 
have on the AS-level topology (Section 5). 
 
3 Data sources and methodologies 
 
In this section, we introduce some of the AS-level Internet topologies that can be found 
on the web and study their characteristics and biases.  
 
3.1 AS-level Topologies 
 
On the Internet there is no tool specifically designed to derive topology information, 
hence researchers have had to derive it using various indirect measurements that provide 
some information on the existence of ASs and the connections between them. Internet 
AS-level topology data collected within the framework of these projects were obtained by 
using different methodologies that yield quite different topological views of the Internet. 
To build the Internet AS-level topology, each project used different tools to gather data 
from the Internet. Some tools, based on traceroute measurements, take snapshots of the 
Internet dynamically by gathering a sequence of IP hops (via either UDP or ICMP probe 
packets) along the forward path from the source to a given destination. Other tools gather 
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both static snapshots of the BGP routing tables and dynamic BGP data in the form of 
BGP message dumps (UPDATEs and WITHDRAWALs BGP messages). 
Data collected by the traceroute and BGP approaches are very reliable but unfortunately 
they are largely incomplete. In this paper we use three Internet AS-level topology 
datasets that are publicly available and most frequently used by the research community: 
 
– The IPv4 Routed /24 AS Links dataset1. This dataset is developed by CAIDA 
(Cooperative Association for Internet Data Analysis) using the Archipelago2 (Ark) 
measurement infrastructure. The latter is composed of a worldwide distributed set 
of active monitors, which continuously send Scamper3 probes to destination IP 
addresses, which are connected to a central server. Next, the IP addresses found 
are mapped to AS numbers with Route Views4 BGP tables and the AS-level 
topology is retrieved. Probes are carried out by TCP-, UDP-, and ICMP-based 
measurements and Paris traceroute variations. IPv4 prefixes are created using 
updated Route Views BGP tables.  
– The Distributed Internet MEasurements and Simulations (DIMES) dataset5. This 
dataset is collected and archived by an Israeli scientific research project launched 
in September 2004 using an infrastructure composed of a geographically 
distributed set of agents downloaded by volunteers located all over the World. 
Each of these agents performs traceroute probes to a shared subset of IP addresses 
collected from a BGP prefix database and sends data gathered to a central server 
which collects the data and creates the topology. Further details are available in 
[19]. 
– The Internet Topology Collection at the Internet Research Lab (IRL) dataset6. 
This dataset, created by a team of researchers at UCLA, infers the topology using 
BGP routing tables and UPDATEs collected by several ongoing projects (i.e. 
Route Views, RIPE Routing Information Service7 (RIS), Abilene8 and collecting 
BGP data through route and looking glass servers.  
The above three datasets were originally built using two different methodologies. We 
then merged the data collected using the same methodology to form two datasets referred 
to as: 
• Traceroutes: the union of DIMES and CAIDA datasets, 
• BGP: the IRL dataset. 
 
                                                 
1
 The IPv4 Routed /24 AS Links Dataset, Y. Hyun, B. Huffaker, D. Andersen, E. Aben, M. Luckie, K.C. 
Claffy, and C. Shannon, http://www.caida.org/data/active/ipv4_routed_topology_aslinks_dataset.xml 
2
 http://www.caida.org/projects/ark/ 
3
 http://www.wand.net.nz/scamper/ 
4
 http://www.routeviews.org/ 
5
 http://www.netdimes.org/ 
6
 http://irl.cs.ucla.edu/topology/  
7
 http://www.ripe.net/ris/  
8
 http://syslog.abilene.ucaid.edu/bgp/  
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In addition, in this paper we often use the following dataset: 
• Merge: the fusion of DIMES, CAIDA and IRL datasets. 
It should be noted that data gathered9 from each of the projects was analyzed and 
controlled before being considered as correct. Specifically, we removed the following 
from the topology: 
• ASNs declared as private by IANA10, 
• AS 23456 which, according to RFC 4893 is reserved and assigned for 
AS_TRANS11, 
• AS 3130 which, according to the Cyclops website12, shows false AS adjacencies 
due to an experiment by Randy Bush13. 
Comparing the DIMES and CAIDA traceroute-derived graphs, we can see that the sets of 
their constituent connections are quite different (Figure 1 which shows the extent to 
which CAIDA and DIMES contribute to the Traceroutes dataset), i.e. 52% of 
connections are common to both datasets, while 22% are only present in CAIDA and 
26% are only present in DIMES. 
 
Figure 1 – CAIDA and DIMES contribution to Traceroutes dataset. 
 
Therefore, from the above considerations we can draw the following conclusions: a) both 
datasets enrich the Traceroutes dataset: b) measuring procedures using the same tool 
(traceroute) can lead to substantially different results.  
 
                                                 
9
 We collected datasets obtained from the measurements done by each of the projects between March, 8 and 
April,4 2010. 
10
  A full list of private ASN can be found on IANA website at http://www.iana.org/assignments/as-
numbers/as-numbers.xml 
11
  It is used by to permit peering between a BGP speaker using 2-octet ASN and a BGP speaker using 4-
octet ASN 
12
 http://cyclops.cs.ucla.edu/blog/?m=200904  
13
 http://psg.com/173-174  
 6 
Hereafter the topologies inferred from Traceroutes, BGP and Merge datasets will be 
termed Traceroutes, BGP and Merge “topologies” respectively. Furthermore, we will 
still continue to use the expressions Traceroutes and BGP “methodologies”. 
 
 # Nodes # Connections 
Traceroutes 29,145 86,677 
BGP 34,928 113,833 
Merge 34,955 145,680 
Table 1 –  Number of nodes and connections belonging to Traceroutes, BGP and Merge datasets. 
By analyzing the number of nodes in Table 1, we can observe that traceroute-based 
methods are able to discover a smaller number of ASs compared to BGP methods, while 
a very limited number of nodes (27 out of 34,955) were discovered only by Traceroutes 
methods but not by BGP methods. An analysis of the number of connections indicates 
that Traceroutes and BGP complement each other very well (e.g. Traceroutes increases  
the number of connections discovered by BGP by about 20%). This complementariness is 
highlighted by Figure 2, which shows that only 38% of the connections in the Merge 
dataset were discovered by both methods, while the remaining 62% of the connections 
was discovered either by the Traceroutes or the BGP methods. 
 
 
Figure 2 - Traceroutes and BGP contributions to the Merge dataset. 
 
An additional topology data source is represented by Internet registries, however their 
content is not completely reliable since the entries are inserted manually by 
administrators. We are currently not able to distinguish with our tools which entries are 
outdated or subject to human error from those which may be useful for our purposes. 
 
 
3.2 IXPs and their participants 
 
An IXP is a physical hub and spoke infrastructure, which enables ASs (participants14) to 
exchange traffic with each other as if they were connected directly via a physical link. 
                                                 
14
 ASs that are connected to at least one IXP will be termed as participants. We avoided using other terms, 
like members or customers, because these names depend on the IXP policies these ASs belong to. 
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There are financial advantages of an IXP for medium-sized ASs as they can avoid 
multiple ad-hoc point-to-point connection costs among participants, which are otherwise 
needed when BGP operates between (all or a subset of) them. IXPs also help Internet 
traffic to remain localized in the geographical region it belongs to. In fact, a large part of 
Internet traffic is directed inside national borders, since it is composed of language-
dependent content (e.g. national music, websites, videos) and IXPs typically host a lot of 
regional ASs. This prevents traffic between regional ASs from passing through expensive 
connections (e.g. satellite connections in the African region or submarine fiber 
connections in the Australian region), which other than improving network performances, 
saves costs. 
 
To highlight the impact of IXPs on the Internet AS-level topology structure, firstly we 
need to find them and then gather their lists of participants. To this end we applied the 
following procedure: 
 
Step 1 - A list of contacts (i.e. websites or e-mails) of potential IXPs were collected 
using web tools such as Packet Clearing House15 (PCH), peeringDB16, Euro-
IX17 and bgp4.as18. 
Step 2 - An e-mail to each administrator of the above IXPs (Step 1) was sent in order 
to: a) check if the facility was really working; b) request the list of members.  
Step 3 - All the available IXP websites that were found without any e-mail contacts 
or that did not reply to our e-mail (Step 2) were checked. Several IXPs 
display the full list of participants available on their locations on their 
websites. To consider these lists as useful and updated, the freshness of the 
websites were analyzed by checking if the news on the websites had been 
updated. 
Step 4 - For websites which passed Step 3 but that did not show a list of AS numbers,  
but just a list of http links to the homepages of the related companies, we 
derived the AS number lists using Robtex19 and Fixed Orbit20 online tools21. 
Step 5 - To retrieve the AS numbers for those IXPs that did not show a list of 
members or, alternatively, that showed a list of logos, we went through 
looking glass servers (if any) on those facilities by issuing the show ip bgp 
summary command. 
 
At the end of this procedure, which was carried out in April 2010, we got a collection of 
232 active IXPs from all over the world. In the following sections we will refer to these 
data as the database of IXPs. 
 
                                                 
15
 http://www.pch.net/   
16
 http://www.peeringdb.com/  
17
 http://www.euro-ix.net/ 
18
 http://bgp4.as/ 
19
 http://www.robtex.com/ 
20
 http://www.fixedorbit.com/ 
21
 These tools allow to detect the AS number owned by the network that hosts the given webpage. 
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The knowledge of an IXP participants list does not provide any information on the 
peering matrix, which represents the BGP connections (set up by AS administrators) 
among their participants. 
 
In fact, since ASs treat peering relationships between other participants as proprietary 
information, the current peering matrices of the IXPs in most cases is unknown. In order 
to infer relationships between IXP participants we need to make the following 
assumption: 
 
IXP-Link Assumption: let ASj and ASk be listed as participants of an IXP. If we know 
there is an edge between these two vertices, inferred for instance via the Merge dataset, 
then we assume that this edge is established via the IXP to which both ASs belong. 
 
This assumption maximizes the number of connections going through IXPs, since it may 
include connections that do not cross any IXP. If the topology registers a connection 
between two ASs, and they both coexist on an IXP, their connection does not necessarily 
cross that IXP. 
 
A new methodology for discovering connections crossing IXPs was proposed in [17]. 
Although the data gathered were carefully verified, the main limitation of this dataset is 
that it only provides, at least to the best of our knowledge, an Internet snapshot taken 
between February 2009 and April 2009, i.e. the dataset is not updated regularly. Due to 
the time shift, some entries of the dataset collected by [17] may be outdated (i.e. new 
connections may exist now and others may have been cancelled). Therefore, in our 
analysis the dataset in [17] will not be considered. 
 
4 Graph properties 
 
Each node in the network is characterized by a set of typical graph theory indices. In the 
following sections we will consider:  
• degree, which indicates the number of connections a node owns (degree is often 
proportional to node importance); 
• knn (average neighbor degree), which suggests the type of ASs that are connected 
to a node (e.g. we expect providers to have a degree larger than their customers); 
• clustering coefficient, which expresses the level of connectivity among a node 
neighbors; 
• betweenness centrality22, which gives an idea of the node centrality.  
 
We will use the betweenness index to mark ASs whose economic market is most 
probably not Internet-driven, i.e. they do not transit traffic for other ASs. To identify 
them, we search the graph for nodes with a betweenness value equal to 0. This property 
value indicates that if the Internet routing was shortest path driven, none of the ASs 
                                                 
22
 Betweenness centrality is defined as the sum of the shortest paths that traverse the considered node 
weighted by the number of shortest paths existent for each source-destination pair. Thus, nodes that occur 
on many shortest path in the graph are considered to be central to the graph. 
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would use the considered node as a transit. We know that the BGP routing process is 
mostly financially driven and may differ strongly from a shortest path routing. Therefore 
the betweenness index will not allow us to draw conclusions about traffic routing. 
However, these kinds of nodes still play a marginal role on the graph, since their removal 
would not in any way split the full Internet graph.  
In this paper, we will define as leaves the set of nodes whose betweenness value is equal 
to 0. In this set, we will find only nodes whose clustering coefficient is equal to 1, i.e. all 
the neighbors of the considered nodes are directly connected to each other and no shortest 
path will pass through it, or nodes whose degree is equal to 1, i.e. no shortest path 
traversing it can exist. Nodes whose betweenness is not equal to 0 will be tagged as non-
leaves. 
 
In addition to the above indices, we can exploit some indices associated with the k-core 
decomposition of a graph ([11]). This technique is based on the following definition: 
Consider a graph G=(V,E) of |V| vertices and |E| connections, we can assert that a 
subgraph of G, H, is a k-core iff it satisfies the following requirements:  
• the degree of every node induced in H is greater than or equal to k; 
• H is the maximum subgraph with this property. 
 
The most important index that has been defined from this decomposition is the shell 
index. A node i is said to have a shell index k if it belongs to the k-core but is not part of 
the k+1 core. All nodes whose shell index is equal to k form the k-shell. The maximum 
shell index is referred to as k-max. It follows that: a) each node that belongs to a k-shell 
has at least a degree equal to k, b) each node that belongs to a k-shell has at least k 
connections to nodes belonging to the k-core, c) each k-core contains at least k+1 nodes. 
We will use the term inner to refer to k-cores with k close to k-max and the term outer to 
refer to k-cores with k close to 1. 
 
The k-core decomposition is a much more complex measure of node connectivity than 
node degree. The node degree can be high, but if its k-shell index is small, then the node 
is not well-connected. For example, a high-degree hub of a star has a k-shell index of 1. 
The same result can be obtained considering nodes belonging to a perfect tree topology. 
On the other hand, if we consider a full mesh topology, we find that all nodes belong to 
the k-max core, where k-max is equal to the number of nodes in the graph minus 1.  
It follows that a network with a larger k-max will present a larger well-connected set of 
nodes, while a hierarchical network will tend to have a smaller k-max. At the same time, 
a k-shell index is not a measure of the centrality of the node. A low-degree node 
interconnecting a few high-degree hubs has a low k-shell index value, but intuitively it is 
in the center of the graph.  
 
The k-core decomposition is helpful in understanding the structure of the Internet AS-
level topology graph. The k-shell index associated with a specific node, provides 
information on “how deep in the core” the node is embedded. Thus, inner cores represent 
the most well-connected zones of the graph, while the outer cores represent the most 
loosely-connected zones. This technique will be particularly useful in finding well-
connected subgraphs composed of IXPs participants.  
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5 Internet AS-level Graph 
 
In this section, we focus on the overall Internet AS-level graph analysis. In Section 5.1 
we analyze the differences between Traceroutes and BGP topologies. Next, we propose a 
Merge topology and compare its features with the datasets that it is composed of. In 
Section 5.2 we present the properties related to the database of the IXPs and propose a 
methodology to reasonably infer connections that cross IXPs. In Section 5.3 and 5.4 we 
study the structural properties of the graph and the impact that IXP connections have on 
the Internet. 
 
5.1 Datasets: Comparison and Analysis 
 
In Section 3.1 we compared CAIDA, DIMES, Traceroutes and BGP datasets observing 
the number of ASs and connections discovered by each of them. In this section we go one 
step further  by comparing the Traceroutes, BGP and Merge datasets since they provide 
different additional pictures of the Internet AS-level topology. As shown by the data 
reported in Table 2, the differences between the various datasets are clear at a glance.  
 
 # Nodes # Connections Average Degree 
Average 
Clustering 
Coefficient 
Average 
Neighbor 
Degree 
Traceroutes 29,145 86,677 5.948 0.668 739.071 
BGP 34,928 113,833 6.581 0.440 548.338 
Merge 34,955 145,680 8.335 0.669 812.495 
Table 2 – Structural properties of graphs inferred from datasets. 
The number of connections that directly reflect the average degree, shows the high level 
of complementariety between BGP and Traceroutes. On the other hand, the average 
values of the clustering coefficients and neighbor degrees show that the graph obtained 
by the Traceroutes and BGP methods differ significantly. This indicates that both 
methods capture a different partial view of the Internet AS-level topology. As stated in 
[20], there are connections that cannot be discovered using both methods unless they 
have a monitor at the place where the connections are announced by the routing protocol. 
Moreover, as highlighted in [15] and in [16], Traceroutes introduce a specific bias. For 
example, in a traceroute-based sampling, a connection is much more likely to be visible if 
it is close to the root. Thus, a topology gathered using traceroute-based sampling more 
accurately catches the connections incident to nodes with a large degree value, which are 
likely to be close to the root. In addition, since the AS-level topology is derived from a 
collection of spanning trees, this sampling will never discover backup connections and is 
very unlikely to discover peering connections between medium-sized ASs, sometimes 
referred to as horizontal links. 
 
Table 2 highlights that the average values of the clustering coefficients and the neighbor 
degrees do not suggest any straightforward structural information, although they seem to 
indicate that the Traceroutes dataset is more accurate than the BGP dataset (both values 
are much closer to those obtained in the Merge dataset than the BGP case). To understand 
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this characteristic better, we derived the distributions of the average clustering 
coefficients and average neighbor degrees versus node degrees. 
 
 
Figure 3 - Average neighbor degree distribution vs. 
degree. 
 
Figure 4 - Average clustering coefficient distribution 
vs. degree. 
 
Figure 3 and Figure 4 indicate that Traceroute and Merge plots are very close only in 
terms of the degree range [1:30], while in the other region, i.e. 30>k , the BGP plot 
seems to be closer to the Merge plot than the Traceroutes plot. Since the vast majority of 
ASs fall in the degree range [1:30], the average values from Traceroutes are quite close 
to those obtained from Merge, though Traceroutes is far from capturing the average 
neighbor degrees and average clustering coefficient values in the inner part of the 
network, i.e. the set of medium-large sized ASs. 
 
These differences are well highlighted by applying a k-core decomposition. Merge and 
BGP datasets show a less hierarchical structure when compared to Traceroutes, as can be 
seen in Table 3.  
 
 k-max 
Traceroutes 35 
BGP 66 
Merge 71 
Table 3 - k-max values. 
These results reflect the fact that the Traceroutes dataset is more likely to catch vertical 
connections, which are responsible for a hierarchical graph, than the BGP dataset that. 
The latter, on the other hand, captures horizontal connections with a larger probability, 
thus tending to create a dense zone of the graph. 
 
For completeness, we also analyzed the degree distribution (Figure 5). This metric has 
been the subject of a hot debate that started in the 1999 ([1]), to do with being well 
approximated by a power-law distribution. In 2009, as reported in [14], this thesis was 
evaluated as being not completely correct, and the distribution was shown to be a 
composition of two different functions: power-law and Weibull. In our case, we can see 
that neither the BGP nor the Merge datasets display a power-law distribution, but deviate 
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from it forming a “knee” in its mid-section. On the other hand, the Traceroutes curve is 
much closer to the power-law distribution, with slight deviations in the highest degree 
values, thus confirming the concept introduced by [15] and [16] regarding the power-law 
discovery in biased methodologies.  
 
 
Figure 5 – Degree distribution (CCDF). 
 
5.2 Datasets: IXPs Related Statistics 
 
So far we have analyzed the Internet graph at an AS-level of abstraction, irrespective of 
whether or not the ASs were connected to IXPs. We now focus on the connections 
crossing IXPs, in an attempt to understand whether or not these connections affect the 
Internet AS-level topology structure. The database of IXPs show that there are 4,666 ASs 
connected at least to one IXP and, typically, they are connected to more than one of these 
facilities. This is confirmed in Figure 6 where the number of IXPs per AS participant is 
plotted. It can be seen that a set of ASs exists that is connected to a large number of IXPs. 
These participants are mostly large Content Delivery Networks (CDNs), e.g. Google (AS 
15169) and Limelight Networks (AS 22822). This can be easily understood by 
considering that IXPs allow CDNs to have connections with other ASs at a low cost and 
with a high performance.  
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Figure 6 –Presence of participants. 
In addition, Table 4 shows that IXP infrastructures are present worldwide, but they are 
not distributed uniformly. They are highly concentrated in Europe (108 out of 232, i.e. 
46.55% of the total number of IXPs) and North America (44 out of 232, i.e. 18.96%), 
while in other continents the number is smaller. These values highlight the different 
penetration of IXPs in the European and North American Internet sections.  
This difference is a consequence of several factors. First, Europe is made up of many 
countries so there are usually language barriers. Consequently there are several national 
telecommunication companies (e.g. France Telecom, Deutsche Telekom, British 
Telecom, Telecom Italia), which owned the monopoly of internal telecommunications 
until to the late 1990s. Other telecom companies also developed, taking advantage of the 
abolition of monopolies in the telecommunications sector.  
On the other hand, North America has a less divided background, and the leading Internet 
companies offer connectivity throughout the continent, leaving just a few spaces for 
development to other companies.  
The role of IXPs is thus very different between these continents. In Europe, ASs mostly 
use IXPs to create settlement-free23 peering connections to save various transit costs. In 
North America, they are mostly used to create a new common point of presence for large-
sized companies that offer transit connections24. IXPs also play another different role, 
exploited mostly within regions where technical difficulties are present, i.e. Oceania, 
Africa and South America. In these regions, the main problem is the lack of connections 
to the rest of the world, which makes the available connections very expensive. 
Specifically, there are parts of Africa that are still not reached by any fiber, and thus 
companies that need to be connected to the Internet must use costly satellite connections. 
Thus, IXP efforts in these regions involve maintaining the regional Internet traffic within 
regional borders, in order to lower costs. 
 
 
                                                 
23
 i.e. neither party pays the other for the exchanged traffic. 
24
 A valuable discussion on the different role of IXPs in both continents can be found at 
http://drpeering.net/a/Ask_DrPeering/Entries/2009/6/4_European_vs._U.S._Internet_Exchange_Points.html  
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Continents & Sub-Continents # IXPs Average Number of Members per IXP 
Africa 12 9.83 
Asia 32 28.34 
Europe 108 45.63 
Latin America 20 19.90 
North America 44 40.75 
Oceania 16 32.81 
World 232 37,37 
Table 4 - Geographical list of IXPs found. 
 
Regarding connections crossing IXPs, Table 5 and Figure 7 were derived from the 
hypothesis presented in Section 3.2 on BGP, Traceroutes and Merge datasets.  
 
 # Connections crossing IXPs 
Traceroutes 16,343 
BGP 46,771 
Merge 52,462 
Table 5 – Connections crossing IXPs. 
 
 
Figure 7 - Traceroutes and BGP contributions to connections on IXPs of Merge dataset. 
The BGP dataset is richer than Traceroutes (Section 5.1), and is able to catch much more 
connections on IXPs. The BGP-based connection retrieval method is able to identify 
backup connections ([21]), which are often deployed on the IXPs, and uses RIS projects, 
which rely on monitors positioned in many European IXPs. The Traceroutes dataset 
provides a minor contribution to the subsets of connections crossing the IXPs. As stated 
in Section 5.1, traceroute biases are responsible for this behavior (e.g. they are not able to 
find backup links and horizontal links are rarely discovered). Figure 7 also helps in 
gaining more insight on the k-max differences reported in Table 3, associated with 
Traceroutes and BGP datasets. In fact, the presence of IXPs increases the number of ASs 
that are well-connected to each other, since this is one of the main function of these 
facilities.  
This means that the more populated IXPs are, the more ASs will be shifted to higher k-
shells, including the k-max shell, which thus will have a larger population (i.e. a larger 
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number of ASs). It is also important to note that IXPs connections are often peering 
agreements that tend to flatten out the pyramidal (hierarchical) Internet structure. The fact 
that the Traceroutes dataset has a lower k-max with respect to the BGP dataset is 
compliant with the distribution of connections on IXPs in Figure 7. 
 
 
5.3 Structural Analysis 
 
This section is aimed at finding the structural properties of the Internet AS-level 
topology graph. To achieve this, the whole set of nodes will be categorized using two 
different methods. The first consists in associating each node with leaves or to non-leaves 
subsets (Section 4). The second uses the database of IXPs to separate nodes that 
participate in at least one IXP, i.e. on-IXP nodes, from the others, i.e. not-on-IXP nodes. 
In this way, using the leaves/non-leaves node categorization we can separate nodes that 
transit traffic for other ASs (i.e. nodes that actively participate in the structure of the 
Internet) from those that do not. Using the on-IXP/not-on-IXP node categorization on the 
other hand, we can select nodes whose properties are affected by the presence of IXPs 
from those that are not. The results obtained when combining the two methods are shown 
in Table 6.  
 
 non-leaves leaves 
on-IXP nodes 3,489 624 
not-on-IXP nodes 11,115 19,367 
Table 6 – Node distribution. 
 
We will use these categorizations to understand the role that each node has on the 
Internet and we will study their properties using both a k-core decomposition and basic 
graph theory indices. A particular feature of the Internet AS-level topology graph is that 
outer k-cores are much more populated than inner k-cores. This is illustrated in Figure 8 
and in Figure 9 where the population of the various k-cores is reported in terms of nodes  
and connections respectively. The k-core properties described in Section 4 suggest the 
existence of a dense nucleus made up of a very limited number of nodes and a loosely-
connected periphery made up of the vast majority of nodes, like the Medusa model in 
[13].  
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Figure 8 – Number of nodes in each k-core. 
 
 
 Figure 9 – Number of connections in each k-core. 
 
As can be seen in Figure 10, nodes on-IXP represent almost all of the highest k-core 
nodes, while leaves do not contribute to the creation of well-connected zones. This is also 
confirmed by Figure 11, which shows that connections crossing IXPs are fundamental for 
inner k-cores and that, on the other hand, connections involving leaves do not populate k-
cores higher than 16, i.e. the maximum shell index value of leaves. In addition, the k-max 
shell is composed almost entirely of connections crossing IXPs. 
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Figure 10 – Percentage of nodes vs. k-core.  
 
 
Figure 11 – Percentage of connections vs. k-core. 
To better highlight how the IXPs contribute to each shell, we extend our analysis of k-
core decomposition results by introducing a new property referred to as the IXP impact 
on the k-core. Consider a node i whose shell index is h and indicate with corehik −,  the 
number of neighbors that have a shell index higher or equal to h (i.e. number of 
connections which belong to the h-core) and with IXPoncorehik −−−,  the number of connections 
on IXPs that connect it to nodes in the h-core. Thus, the IXP-impact on the k-core of 
node i is defined as follows: 
100   
,
,
⋅=−−
−
−−−
corehi
IXPoncorehi
i k
k
corektheonimpactIXP  
 
This property quantifies, for each node, the contribution given by on-IXP connections in 
reaching the shell h25. 
 
                                                 
25
 Please note that each node takes a shell index value that depends on its  corekik −,  only. Node i would be 
part of the h-core even if all the connections to nodes with a lower shell index were removed. 
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Figure 12 - Shell index vs. IXP impact on k-core of each AS and average value. 
The relationship between this property and the shell index is shown in Figure 12. This is 
a more detailed analysis of the importance of connections crossing IXPs than the analysis 
shown in Figure 11. Since there are many nodes whose values overlap (e.g. all not-on-
IXP nodes have an IXP impact on the k-core equal to 0), we also plot the average value of 
the IXP impact on the k-core for each shell index with a continuous line. Altough the 
curve presents some fluctuations, the overall trend highlights that on-IXP connections 
play a determinant role in the highest shell index value assignation. Note that the lowest 
shell index values are strongly influenced by the presence of leaves (Figure 10).  
 
To summarize, IXPs are fundamental in the creation of well-connected zones, while 
leaves play a marginal role. However, this kind of analysis does not provide any detail of 
the characteristics of each node. In fact, a shell index value equal to k necessarily requires 
the presence of at least k well-connected neighbors in the k-core, thus that node must 
have a degree value greater than or equal to k. This does not imply an exact value of the 
degree. To this end, we refine our analysis introducing classical graph properties (e.g. 
degrees, clustering coefficients).  
Since each graph property introduced in Section 4 reflects a particular feature of the 
nodes, it is extremely useful to combine these properties. This helps to understand the 
behaviors of nodes and, thus, their role. To this end, we decided to rank nodes based on 
their clustering coefficient value and, thus, to assign each node a fixed position in the 
figures26. Although the x-coordinate is discrete, the monotonic not increasing clustering 
coefficient function is drawn continuously for ease of reading. We use clustering 
coefficient values as ranking parameters because we are interested in studying the 
presence of well-connected zones, which is well captured by this property. Ties are 
resolved by sorting nodes by their betweenness value (in reverse order) and, if necessary, 
with their AS number. 
 
 
                                                 
26
  In this way, we can easily compare properties shown in different figures. 
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Figure 13 is the first example of this technique. It shows the relationship between AS 
degrees and clustering coefficients. 
  
 
Figure 13 - Degree and clustering coefficient vs. ASs ranked by clustering coefficient values. 
 
The presence of several plateaus27 associated with the specific clustering coefficient 
values is due to the fact that a given node degree corresponds to a set of possible 
clustering coefficient values. To clarify this concept, consider nodes with a degree equal 
to 3. In this case, there are only three possible connections between its three neighbors, 
thus the clustering coefficient can be limited to 0, 0.33, 0.66, 1 values. In general, the 
neighbors of a node with degree N can share a maximum of ( )
2
1−× NN
 connections, i.e. 
there are only  ( ) 1
2
1
+
−× NN
 possible clustering coefficient values. Since a large fraction 
of the Internet is composed of ASs with low degree values, they are mainly responsible 
for most of the observed plateaus.  
 
Figure 13 highlights that ASs look like they are partitioned into three regions: 
• The left region, characterized by nodes with a clustering coefficient equal to 1. It 
is made up exclusively of 12,365 leaves28.  
• The right region, characterized by nodes with a clustering coefficient equal to 0. It 
is made up of 11592 nodes with very limited degree values ([1:11]), 7,626 of 
which are leaves (i.e. nodes whose degree is equal to 1). 
                                                 
27
 Plateaus are set of nodes sharing the same clustering coefficient and the same second parameter value. 
28
 As specified in Section 4, ASs with clustering coefficient value equal to 1 have betweenness value equal 
to 0 and therefore, by definition, they can only be leaves.  
 
 20 
• The central region, which includes nodes with clustering coefficient values 
spanning in the ]0:1[ interval. It is made up of 10,998 nodes that, by definition, 
cannot be leaves. 
It is clear that the above regions and leaves/non-leaves categorization are strictly 
associated, due to the adopted ranking method. Leaves can have clustering coefficient 
value equal to 1 or 0 only (Section 4), hence they can only populate the left and right 
regions. This means that leaves and non-leaves properties can be easily distinguished. 
The most noticeable difference between these kinds of nodes concerns the degree. The 
leaves present exclusively low degree values, while non-leaves get a much more 
heterogeneous set of values. Table 7 reports the average degree, the average knn and the 
number of both kinds of nodes. 
 
 non-leaves leaves 
Average degree 16.998 1.851 
Average knn 609.508 964.383 
Total number of nodes 14,964 19,991 
Table 7 – Average properties of leaves and non-leaves. 
Leaves have a low average degree and a high average knn. As expected, their degree 
standard deviation is very low ( 942779.02 =σ ), i.e. the vast majority of nodes in this 
group have a degree value close to their average degree. This implies that these nodes are 
typically not well-connected with the rest of the Internet and do not have the requisites to 
be transit ASs. It is reasonable that an AS that offers transit traffic to other ASs has at 
least a small number of transit connections (in order to achieve full Internet connectivity) 
and several connections with its customers. Moreover, as shown in Figure 14, these 
connections are mostly directed at nodes that show a large degree, i.e. transit providers.  
 
Figure 14 - knn CCDF related to leaves. 
To summarize, leaves probably do not transit traffic for other ASs and hence are likely to 
be customers in provider-customer relationships. In fact, leaves typically connect to non-
leaves, while there is a negligible percentage of connections between (Figure 15). 
Moreover, leaves do not contribute to the creation of well-connected zones (Figure 9) 
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and, typically, do not participate in any IXPs (Table 6). However, leaves that participate 
in these facilities do not show a particular degree or knn values, thus they use IXPs just to 
connect to their transit providers.  
 
 
Figure 15 - Leaves connections. 
Non-leaves differ more from each other and, as expected, their degree standard deviation 
value is very high ( 5758.982 =σ ). Thus, their average values in Table 7 are not 
sufficient to deduce a common behavior. This subset includes for example, 
intercontinental providers, research networks, small local providers and companies that 
do not transit Internet traffic. All these ASs have different objectives and thus different 
policies that affect their properties on the graph. 
 
 
Figure 16 - Non-leaves connections. 
Non-leaves connections are mostly directed at other non-leaves (Figure 16) and help to 
create well-connected zones (Figure 11). This contribution is mostly provided by ASs 
connected to IXPs, which represents just a small percentage of the total number of nodes, 
i.e. 12.80% (Table 6).  
We thus focus on non-leaves29 by analyzing on-IXP and not-on-IXP nodes separately. 
The average values of some metrics related to the two node categories in Table 8 
highlight that on-IXP nodes have a larger average number of connections (degree), hold a 
                                                 
29
 This action corresponds to the selection of the statistics related to the central region and to part of the 
right region. 
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more central (see betweenness centrality properties in Section 4) position in the AS-level 
topology graph30 (betweenness) and are part of more connected node zones (shell index).  
 
 Not-on-IXP nodes On-IXP nodes 
Average degree 5.939 48.935 
Average knn 625,097 564.772 
Average Betweenness 18,416.2 319,888 
Average shell index 4.075 17.601 
Table 8 - Non-leaves average indices. 
The average values can give us only an indication of the average behavior and hence they 
are not adequate to study the plethora of behaviors of Internet nodes. We thus widened 
the analysis by plotting the degree (Figure 17) and the shell index (Figure 18) values 
related to each non-leaf. 
 
 
 
On-IXP nodes. 
 
Not-on-IXP nodes. 
Figure 17 - Degree values over clustering coefficient ranges.  
 
On-IXP nodes. 
 
Not-on-IXP nodes. 
Figure 18 - Shell index values over clustering coefficient ranges. 
                                                 
30
 Nodes with a larger betweenness will probably hold also a more central position into the network, 
anyway this is not provable since BGP routing process is not shortest–path driven.  
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Figure 17 and Figure 18 show that there are many on-IXP nodes which typically have 
higher degree and shell index values than not-on-IXP nodes, accordingly with the average 
values presented in Table 8. Moreover, a comparison of the two subfigures in Figure 18 
shows that there is a clear set of on-IXP nodes which exhibit, at the same time, high shell 
index and high clustering coeffsicient values. Figure 18 also highlights the presence of 
nodes with high shell index and low clustering coefficient values.  This observation may 
seem counterintuitive thus we need to underline that the presence of well-connected 
groups of neighbors does not preclude the possibility that the node is also connected to 
loosely-connected sets of nodes. If so, the clustering coefficient may decrease 
significantly. Moreover, multiple well-connected groups of neighbors loosely-connected 
with each other may cause a low clustering coefficient value. For more details see the 
Appendix. 
 
This analysis allows us to outline the role of not-on-IXP nodes. The vast majority of these 
nodes have low degree and low shell index values. Thus, they are likely to be regional 
providers with a limited number of customers or ASs which do not offer transit to others, 
like leaves do. On the other hand, there is a small set of not-on-IXP nodes which shows 
high degree and rather small shell index values. These nodes are likely to be ASs that 
have a considerable number of customers and need to be connected to larger providers in 
order to transit traffic. An analysis of connections that not-on-IXP nodes establish, shown 
in Figure 19, confirms these behaviors. Connections to leaves suggest that some of the 
not-on-IXP nodes sell transit services to them, while the large number of connections to 
on-IXP nodes indicates that there is a strong dependence between these two categories of 
nodes. 
 
 
Figure 19 - Not-on-IXP nodes connections. 
On-IXP nodes consist of a much more heterogeneous set of ASs. This can be seen by 
comparing the standard deviation values related to the degree and shell index, which are 
larger than the not-on-IXP case. Specifically, the degree standard deviation is 
8331.112 =σ  for not-on-IXP nodes and 6.1772 =σ  for on-IXP nodes, while the shell 
index standard deviation is 20957.32 =σ  for not-on-IXP nodes and 3823.182 =σ  for on-
IXP nodes. The heterogeneity of these indices is probably mostly caused by the presence 
of a large number of horizontal peering relationships. The presence of IXPs strongly 
eases the creation of this kind of connection (Figure 11) which can be driven by a large 
number of factors. To list just a few, peering connections can be used to limit potentially 
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high transit costs, to bound regional traffic and to guarantee the full connectivity of the 
Internet. For example, some ASs located in East Africa tend to connect to each other on 
IXPs in order to limit the traffic via costly and slow satellite connections. The presence of 
these peering connections can also be proved by observing that there are many 
connections between on-IXP nodes (Figure 20). Not all the connections between on-IXP 
nodes exploit IXPs, since these nodes can belong to different IXPs. Specifically, almost 
80% of these connections are settled using an IXP. 
 
Figure 20 - On-IXP node connections.  
Despite the heterogeneity of nodes in this group, some of them have the same 
characteristics as the majority of not-on-IXP nodes. To highlight this subset of nodes, we 
split the on-IXP nodes using the 99th percentile of not-on-IXP nodes shell index, i.e. 18, as 
the threshold value. The first part, hereafter named Low shells, represents the desired 
subset of nodes, i.e. nodes with low degree and low shell index values. The second part, 
High shells, shows properties not seen in the analysis of both leaves and not-on-IXP 
nodes, i.e. high shell index and high degree values.  
 
 
Figure 21 - Degree related to on-IXP nodes. 
The results are shown in Figure 21. The Low shell subfigure shows nodes that behave like 
not-on-IXP nodes, thus we can characterize these nodes in the same way. One of the main 
factors behind this is that most of these nodes are connected to IXPs with a small number 
of participants (Figure 22). In this case, IXPs cannot influence much either the degree or 
the shell index values of the nodes.  
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High shell nodes show a completely different behavior, since each node has high shell 
index and high degree values. This means that these nodes create the densest part of the 
Internet and typically sell transit services to other ASs. A large section of the most well-
known31 worldwide transit providers has at least one connection on IXPs and are thus 
also considered as part of this category. Moreover, High shells are typically connected to 
more IXPs than the Low shells, and these IXPs usually have more participants32 (Figure 
22).  
 
 
Figure 22 - Average size of IXPs. 
In conclusion, the structural analysis would seem to show that the Internet is made up of: 
a) 19,991 leaves, nodes which are mostly connected to other groups to buy transit 
services; 
b) 11,115 not-on-IXP nodes, probably regional providers with a limited number of 
customers or nodes that behave like leaves; 
c) 3,849 on-IXP nodes, 2,801 of which behave like not-on-IXP nodes, i.e. Low shells 
nodes, and 1,048 that includes the most well-connected zone of the Internet and 
sell transit services, i.e. High shells nodes.  
 
This means  that the most well-connected zone of the Internet is created by less than 3% 
of ASs probably by exploiting IXP facilities. 
 
 
5.4 Connections crossing IXPs 
 
In the previous section we highlighted the fact that IXP facilities are fundamental for the 
creation of well-connected zones on the Internet and that most of the ASs that play a 
major role in the structure of the Internet are connected to at least one IXP. However, to 
                                                 
31
 To list only some of them: AS3356 (Level 3 Communications), AS7018 (AT&T WorldNet Services), 
AS701 (Verizon Business), AS174 (Cogent Communications), AS3549 (Global Crossing), AS2914 (NTT 
Communications). 
32
 On average High shells are connected to 3.343 IXPs where are located, on average, 170.458 participants. 
Low shells, on the other hand, are connected to 1.258 IXPs where are located, on average, 71.630 
participants.  
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the best of our knowledge, no previous analysis has ever focused on how ASs really 
exploit IXPs.  
In this section we will carry out a qualitative analysis of the connections that cross IXPs 
and introduce various special metrics tailored to these facilities: 
• IXP exploitation: indicates how each AS exploits a particular IXP. It is defined as 
the ratio between the number of connections crossing that IXP and the number of 
possible neighbors on that IXP, i.e. the number of participants minus 1. 
• Average neighbors IXP exploitation: indicates the exploitation of IXP of 
neighbors. It is defined as the average IXP exploitation related to the neighbors on 
a particular IXP. 
• Clustering on IXP: indicates how clustered the neighbors on the IXP are. It is 
defined as the clustering coefficient calculated considering only connections that 
cross the IXP.   
 
Since ASs can participate in more than one IXP simultaneously (Figure 6), we considered 
the average values of these metrics. For ease of analysis, we maintained the division 
between Low shell and High shell nodes. 
 
 Low shells High shells 
Average IXP exploitation 0.084 0.190 
Average clustering on IXP 0.648 0.713 
Average of the average neighbors IXP 
exploitation 
0.389 0.423 
Table 9 - IXP related properties. 
 
 
Figure 23 - Average IXP exploitation. 
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Figure 24 - Average neighbors IXP exploitation.  
 
Figure 25 - Average clustering on IXP. 
 
An analysis of the average (Table 9) and exact values (Figure 23, Figure 24 and Figure 
25) would seem to show that there are two different classes of participants.  
One class consists of the vast majority of Low shell and part of the High shell nodes. It 
can be identified by low average IXP exploitation (Figure 23), high average neighbors 
IXP exploitation (Figure 24) and high average clustering coefficient on IXP (Figure 25) 
values. The second class consists exclusively of High shell nodes and presents high 
average IXP exploitation (Figure 23), rather high average neighbors IXP exploitation 
(Figure 24) and variable average clustering coefficient on IXP (Figure 25) values. 
We highlighted the two classes in Figure 23 marking the first class with tag A and the 
second class with tag B. 
 
The properties of the two classes are strictly related to each other. First of all, nodes in 
the first class are likely to be connected to nodes in the second since their average 
neighbors IXP exploitation (Figure 24) is higher than their typical IXP exploitation value 
(Figure 23, class A). Furthermore the only way to have such a high average neighbors 
IXP exploitation is to be connected to the second class nodes (Figure 23, class B). 
Second class nodes are also connected with nodes in the same class. Their average 
neighbors IXP exploitation (Figure 24) is not as low as would be expected if they were 
only connected to first class nodes. Their interconnections form well-connected zones 
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since their first class neighbors experience a rather high average clustering coefficient on 
IXP value. In fact, the high average clustering coefficients on IXP values experienced by 
first class nodes (Figure 25) which, as already mentioned, are mostly connected to the 
second class.  
 
In conclusion, the fact that the highest k-cores of the Internet graph are mostly composed 
of connections on IXPs means that less than 3% of nodes, i.e. the percentage of nodes in 
the second class, make up the most well-connected part of the Internet and thus play a 
primary role in flattening the hierarchical structure of the Internet. 
 
6 Conclusions 
 
We have analyzed the nature of the nodes that make up the Internet AS-level topology. 
Firstly, we found that none of the available projects available on the web is complete 
(Section 5.1). The CAIDA, IRL and DIMES datasets showed not-completely overlapping 
sets of connections, thus displaying different views of the Internet. We then merged these 
datasets in order to create a more complete topology and to have a better insight into the 
real properties of the Internet. An important role for the connectivity of the Internet is 
played by the IXPs. For this reason, we enhanced the topology by identifying the nodes 
that participate in IXPs and the connections that are likely to cross these facilities 
(Section 5.2). Specifically, we found that 52,462 connections out of 145,680 probably 
cross IXPs, and that they are set up by a small percentage of the total number of nodes, 
i.e. 13.35%.   
We then studied the structural properties of the graph using both a k-core decomposition 
and basic graph theory indices (Section 5.3). The former method proved to be particularly 
useful in detecting well-connected zones of the Internet graph. First, we described the 
role of leaves. They represent 57.19 % of the Internet ASs and, typically, have a small 
number of connections directed at providers, i.e. nodes with a much larger number of 
connections. They are thus likely to be nodes that do not transit Internet traffic for other 
ASs.  
We then studied the remaining nodes comparing the different structural properties of 
nodes connected to IXPs and those not connected to these facilities. Nodes not connected 
to IXPs represent 31.79% of the Internet ASs and typically do not participate in well-
connected zones. By observing their connections, it is possible to assert that in this set 
mostly regional providers or leaves can be found. On the other hand, nodes connected to 
IXPs (i.e. 11.01% of the Internet ASs) deploy a higher number of connections and are 
mainly responsible for the creation of well-connected zones on the Internet. This set of 
nodes is populated, among others, by worldwide providers, regional providers, content 
providers and leaves. We then focused only on the connections on IXPs among this latter 
kind of nodes. We found that just a small set of nodes (less than 3.42% of Internet ASs)  
were mainly responsible for creating well-connected zones and, thus, for flattening the 
hierarchical structure of the Internet.  
 
It should be noted that the selection of connections crossing IXPs is strictly dependent on 
the validity of the hypothesis made in Section 3.2. This hypothesis is optimistic since it 
maximizes the number of connections crossing IXPs, however it is also realistic. 
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Assuming that two ASs are interconnected and are also participants in the same IXP, 
these ASs thus have the opportunity to set up their connection without deploying any 
additional private physical connection. From a financial standpoint, they establish their 
connection using the shared IXP. However, the main limitation of this hypothesis is that 
it cannot to detect whether the connections occur exclusively on IXPs or if they are also 
deployed outside these facilities. We plan to validate these connections, both analyzing 
BGP tables and using appropriately directed traceroute probes. We also plan to apply the 
hypothesis to data gathered from Internet registries and to validate the results in the same 
way in order to have an even more complete map of the connections that cross IXPs. 
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Appendix – Clustering coefficient considerations 
 
The clustering coefficient of node j can be computed considering the contribution of N 
groups of neighbors. We define neighborhoodi,j as a subset of nodes, denoted by i, which 
has the following properties: a) it consist of nodes connected to node j, b) it has a 
cardinality greater than 0 (i.e.  ik ji ∀≠    0, ), c) it is such that neighborhoodi,j are disjoint 
sets ( babaodneighborhoodneighborho jbja ≠∀∅=∩   ,    ,, ) d) it is such that the union 
of neighborhoodi,j is the complete set of i neighbors (U
i
iji neighborsodneighborho =, ). 
Using this definition, we can express the clustering coefficient as: 
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Equation 1 - Clustering coefficient of node i. 
 
where:  
• jc  is the clustering coefficient of node j; 
• jk  is the degree of node j; 
• jik ,  is the cardinality of neighborhoodi,j set; 
• jic ,  is the clustering coefficient of node j supposing that the whole set of j 
neighbors consists of nodes belonging to neighborhoodi,j only. 
 31 
• e  is the number of connections among nodes belonging to different 
neighborhoods. 
  
Now consider the example shown below where node j is connected to two 
neighborhoods: neighborhooda,j and neighborhoodb,j. Suppose they both represent fully-
connected zones, i.e. jac ,  and jbc ,  are both 1, and are not well interconnected, i.e. e  is 
very low (i.e. 3). The resulting clustering coefficient jc  is 0.51, while the shell index 
value is 5 (a high value considering a network of 11 nodes). This example demonstrates 
that the presence of well-connected zones is not sufficient to determine a high clustering 
coefficient, while it is sufficient to determine a high shell index. 
 
 
Figure 26 – An example of neighborhood partitioning. 
Generally, clustering coefficients are not able to identify a single modus operandi of a 
node. In fact, the same clustering coefficient may be the result of different scenarios. For 
example, a low clustering coefficient value can be generated by two or more well-
connected zones that are not connected to each other or by a single loosely connected set 
of neighbors. 
