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Abstract
Management of Parkinson’s Disease (PD) could be im-
proved significantly if reliable, objective information
about fluctuations in disease severity can be obtained
in ecologically valid surroundings such as the private
home. Although automatic assessment in PD has been
studied extensively, so far no approach has been devised
that is useful for clinical practice. Analysis approaches
common for the field lack the capability of exploiting
data from realistic environments, which represents a
major barrier towards practical assessment systems. The
very unreliable and infrequent labelling of ambiguous,
low resolution movement data collected in such envi-
ronments represents a very challenging analysis setting,
where advances would have significant societal impact
in our ageing population. In this work we propose an
assessment system that abides practical usability con-
straints and applies deep learning to differentiate dis-
ease state in data collected in naturalistic settings. Based
on a large data-set collected from 34 people with PD
we illustrate that deep learning outperforms other ap-
proaches in generalisation performance, despite the un-
reliable labelling characteristic for this problem setting,
and how such systems could improve current clinical
practice.
Introduction
Parkinson’s Disease (PD) is a degenerative disorder of the
central nervous system that affects around 1% of people over
60 in industrialised countries (de Lau and Breteler 2006).
People affected by PD show a variety of motor features that
gain in severity with the progression of the disease, which
include rigidity, slowness of motion, shaking and problems
with gait [among others]. The severity and nature of these
motor features vary over the course of the day, which has
a significant impact on the quality of life of people with
PD. Management of the condition relies on tailored treat-
ment plans that provide a specific schedule for the type and
dosage of a multitude of medications taken by each individ-
ual. Devising such treatment plans is a challenge as clinical
consultations may be infrequent and only provide a snapshot
of the condition, which may not give an adequate picture of
Copyright c© 2015, Association for the Advancement of Artificial
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the daily fluctuations beyond recall by the individual. Objec-
tive, automated means to assess PD in people’s daily lives
are therefore much desired.
In order to become a useful clinical tool, such automated
assessment systems have to be deployed in naturalistic, eco-
logically valid surroundings such as the private home. Sys-
tems based on, or evaluated in, such naturalistic settings are,
however, very rare. The reason for this apparent shortcoming
is clear: while capturing data in naturalistic environments
is straight-forward using e.g. body-worn movement sensors,
obtaining reliable labels useful for system development is
practically difficult, if not impossible, as even trained an-
notators would show only modest agreement with experts
(Palmer et al. 2010). In practice only unreliable and infre-
quent labels can be obtained in such surroundings, for exam-
ple using symptom diaries kept by each participant. Instead
of addressing this issue, current systems for the assessment
of PD rely on data captured in the laboratory, where daily
life is just simulated (Hoff and others 2001), or attempt to
recreate the laboratory in the private home using e.g. move-
ment tasks under remote supervision by a clinician (Giuf-
frida et al. 2009). Research on PD is missing adequate tools
that would allow data from ecologically valid surroundings
to be exploited in system development, as this problem with
its unique challenges, has received little attention from the
machine learning community. This represents a significant
barrier for practical assessment systems, overcoming which
may dramatically improve the quality of life of people af-
fected by PD.
In this paper we investigate the problem of predicting the
disease state in PD patients in naturalistic surroundings, i.e.
the daily life of individuals affected by PD. We illustrate that
assessment systems have to overcome significant challenges
in analysing large quantities of ambiguous, low-resolution
multi-variate time-series data for which only infrequent and
unreliable labels can be obtained due to practical usability
constraints. Labels are subject to various sources of noise
such as recall bias, class confusion and boundary issues and
do not capture the main source of variance in the data, as
people engage in many (unknown) physical activities that
have significant effect on the recorded sensor signals. Based
on a large data-set that contains approx. 5, 500 hours of
movement data collected from 34 participants in realistic,
naturalistic settings, we compare how deep learning and
other methods are able to cope with the characteristic label
noise. We find that deep learning significantly outperforms
other approaches in generalisation performance, despite the
unreliability of the labelling in the training set. We show
how such systems could improve clinical practice and argue
that such a setting could serve as a novel test-bed for unsu-
pervised or semi-supervised learning, where improvements
would have significant societal impact.
Assessing disease state in naturalistic
surroundings
The quality of life of people with PD is significantly af-
fected by fluctuations in the severity of the disease. Peri-
ods where motor symptoms (such as tremor or bradykine-
sia) are more prominent are typically referred to by clini-
cians and patients as ”off time”. Conversely, periods where
motor symptoms are well controlled are referred to as ”on
time”. As the condition progresses, motor fluctuations be-
tween these differing disease states become more frequent
and less predictable. Furthermore, prolonged medication us-
age is associated with the development of additional invol-
untary movements known as dyskinesia. Tailored treatment
plans aim to reduce the severity of these fluctuations. In this
work we focus on the assessment of disease state in PD, as
it represents a crucial component for improved management
of the condition in clinical practice.
In order to be useful for clinical practice, such assess-
ment systems have to be applicable in naturalistic, ecolog-
ically valid surroundings such as the private home. Yet re-
search on automated assessment in PD generally does not
address this issue. Systems are based on laboratory envi-
ronments, where participants engage in a series of move-
ment tasks that are part of the clinical assessment proce-
dure in PD (Goetz et al. 2008; Patel et al. 2009). With
extensive instrumentation of the participants those system
achieve very good results in e.g. detecting dyskinesia with
more than 90% accuracy (Tsipouras et al. 2010). However,
such scripted movement tasks, even if extended to include
activities of daily living to simulate daily live (Hoff and oth-
ers 2001), are only a very poor model of naturalistic be-
haviour. Some systems aim to re-create the clinical assess-
ment in the daily life of a subject while being supervised by
a clinician (remotely), effectively simulating such laboratory
conditions in naturalistic surroundings (Mera et al. 2012;
Giuffrida et al. 2009). Whether individual assessment sys-
tems generalise to naturalistic environments is rarely ex-
plored, where a recent review just found 3 out of 36 stud-
ies to include data recorded in naturalistic settings, although
the authors specifically focussed on this aspect (Maetzler
et al. 2013). Even where naturalistic data is gathered it is
not utilised during system development, but instead being
used to gain some insight into the performance of systems
based on medical prior knowledge (e.g. (Griffiths et al. 2012;
Hoff, Van Der Meer, and Van Hilten 2004)). This laboratory-
driven research represents a significant barrier towards prac-
tical assessment systems.
The reliance on controlled laboratory environments stems
from the difficulties encountered when collecting and ex-
ploiting data from in naturalistic surroundings. This issue is
split into two aspects. The most pressing concern from a ma-
chine learning perspective relates to obtaining ground-truth
information about disease state in PD in naturalistic environ-
ments. Even if e.g. video recordings can be obtained, which
is unlikely, it can be difficult for annotators to assess the dis-
ease state with high reliability (Palmer et al. 2010). Instead,
labels have to be obtained in cooperation with the patients,
where the common best practice are disease state diaries
(Reimer et al. 2004). Such diaries just provide an infrequent
(e.g. one sample per hour) and unreliable impression of the
disease state. Participants may have trouble identifying their
own disease state, or fill out the diary retrospectively (recall
bias). Additionally, the disease characteristics evolve gradu-
ally and are unlikely to change exactly on the hour, leading
to issues at the boundaries of the provided labelling.
The second aspect relates to usability aspects of the sens-
ing system. Recording (unlabelled) data in naturalistic set-
tings is straight-forward if sensing solutions require little
cooperation by the patient, do not rely on external infras-
tructure, abide by privacy constraints, and follow a suit-
able physical design of the devices (McNaney et al. 2011).
Any practical sensing system will necessarily be a compro-
mise between the obtainable sensing resolution (e.g. degrees
of freedom, number of sensors, ambiguity of recordings)
and abiding usability constraints of the target population to
maximise compliance. The most suitable sensing approach
for naturalistic deployments are small body-worn movement
sensors (Maetzler et al. 2013), which capture multi-variate
time-series data that give an impression of the participant’s
physical activity and overall behaviour with a large amount
of noise and inherent ambiguity. The main sources of vari-
ance in this movement data are the physical activities that
participants engage in, such as walking, and not the overall
disease state. The disease state rather has an effect on how
activities are performed (e.g. ”slower” while off ). However,
the activities that participants engage in are unknown, as col-
lecting additional activity logs to gain an impression of the
physical activities of participants would be too burdensome
for longitudinal settings, particularly if participants suffer
from cognitive decline. This also renders approaches such
as active learning (e.g. (Stikic, Van Laerhoven, and Schiele
2008)) difficult to apply for this population, as they also re-
quire significant cooperation by the individual.
We can summarise the challenges for exploiting natural-
istic data in this setting as follows: i) There is a significant
disparity between the frequency at which data is collected
(e.g. 100Hz) and the accessible labelling (e.g. one per hour);
ii) The participant-provided labelling is inherently unreli-
able, subject to recall bias, class confusion and boundary
issues; iii) The recorded data mostly reflects unknown ac-
tivities, across which an assessment system has to gener-
alise to obtain an impression of disease state in PD. Ad-
dressing these challenges through methodological advances
would have significant impact on clinical practice for PD
and other degenerative conditions where assessment faces
similar issues.
System overview
In response to these challenges we develop a novel approach
to the assessment of disease state in PD. Instead of bas-
ing the development of our approach on data collected in
a laboratory setting, we exploit large amounts of data gath-
ered in naturalistic surroundings, the daily life of people af-
fected by PD. In many applications of machine learning it is
easy to obtain large amounts of unlabelled data, and devising
systems capable of exploiting such data to improve recog-
nition performance has become a popular field in machine
learning. One approach that has been shown to be effective
for e.g. phoneme recognition (Deng, Hinton, and Kingsbury
2013) and object recognition (Lee et al. 2009) is deep learn-
ing, where unlabelled data is used to greedily initialise mul-
tiple layers of feature extractors. In this work we apply deep
learning to the problem of disease state assessment in PD
to explore if these methods can cope with the unreliable la-
belling that results from naturalistic recording environments.
Our system comprises a typical analysis pipeline common
for activity recognition in ubiquitous computing (Bulling,
Blanke, and Schiele 2014). First the captured data is seg-
mented using a sliding window procedure, after which a
hand-crafted set of features is extracted from each frame. In
cross-validation experiments these features are then used to
train a sequence of Restricted Boltzmann Machines (RBMs)
(Hinton, Osindero, and Teh 2006). A softmax top-layer is
added to the trained generative model which is further fine-
tuned using conjugate gradients to maximise classification
performance.
Wearable sensing system
Our sensing setup consists of two movement sensors, one
worn on each wrist of the participant, which have been used
in previous applications such as in Autism research (Plo¨tz
et al. 2012), and sports (Ladha et al. 2013). The movement
sensors contain a tri-axial accelerometer that measures ac-
celeration along three perpendicular axes with high tempo-
ral resolution (100 Hz). On a single charge, such devices
are able to capture acceleration data for up to 12 days. The
sensors are attached using comfortable velcro straps and are
waterproof. Colour coding ensured that the sensor location
and orientation remained constant throughout the study. This
sensing system represents a compromise between usability
and signal quality. The small number of sensors in a con-
venient location along with their high usability allow data
capture in the daily life of the participants with very high
compliance. However, for the sake of prolonged battery life
no further modalities beyond accelerometers were included
(e.g. gyroscopes, magnetometer).
Data collection
Overall 34 participants were recruited who exhibited mild
to severe level Parkinson’s Disease (Hoehn and Yahr stages
I-IV (Hoehn and Yahr 1998)), were not significantly cogni-
tively impaired and were taking immediate-release levodopa
medication. All participants provided informed consent for
involvement and ethical approval was obtained from the rel-
evant authorities. The study was split into two subsequent
phases:
Phase 1 (LAB) consists of lab-based recordings. Partici-
pants attended a movement research laboratory without hav-
ing taken their early morning dose of medication (where
possible) and spent on average 4 hours in the facility while
wearing the sensing system. At regular intervals (e.g. once
per hour or more), the current state of the disease was as-
sessed by a clinician. Based on video recordings, a sec-
ond clinician rated the disease state for each examination.
Assessments where the two clinicians disagreed where dis-
carded (overall agreement > 0.95). Data is extracted sur-
rounding each of the 141 remaining assessments. The as-
sessment itself is removed as participants engage in a series
of movements selected to assist within clinical evaluation
but are highly unlikely to be representative of naturalistic
behaviour. Data from phase 1 is denoted as LAB throughout
the rest of this work.
Phase 2 (HOME) corresponds to longitudinal recordings
in the participant’s private homes. After completing phase
1, participants wore the sensing system continuously over
the course of a week, including at night. Each participant
filled out a disease state diary, a pre-formatted document
where ticks indicate disease state for each hour, to the best
of their abilities. The diary included: asleep, off, on, and
(troublesome) dyskinesia. A total of approx. 5, 500 hours of
accelerometer data was collected, for which approx. 4, 500
hourly labels were provided by the participants ( 80% diary
compliance). The labels are inherently unreliable, as symp-
tom characteristics are very unlikely to change exactly on
the hour, participants may have trouble classifying their own
disease state, and diaries may be filled out retrospectively at
the end of the day. Data collected in phase 2 is denoted as
HOME throughout the rest of this paper.1
Pre-processing and feature extraction
Each disease state is characterised by different expressions
of the common motor features in PD. During the off state,
people with PD feel slow, stiff and may show increased
tremor. In the on state, symptoms are less severe and tremor
may disappear completely. Bouts of dyskinesia present as
somewhat repetitive involuntary movements that may in-
volve the wrists. Crucially the recorded data does not just
contain the expression of the disease states but includes (un-
known) naturalistic physical activities that have significant
effect on the recorded signal. We extract features from seg-
mented accelerometer data, where each segment spans one
minute in duration. In these relatively long segments we aim
to even out the impact of physical activities and try to cap-
ture the underlying characteristics, expressed as differences
in the distribution of the acceleration measurements.
From the raw recordings contained in each frame f t =
(f tL, f
t
R) ∈ Rn×6 the acceleration magnitudes for each sen-
sor mL,mR are estimated which are subsequently filtered
using a high-pass filter with a cut-off frequency of 0.5Hz
to remove the gravitational component. The filtered magni-
tudes are used to obtain their first derivatives (jerk) jL, jR.
1Data-set is available at http://di.ncl.ac.uk/naturalisticPD.
The magnitude of orientation change cL, cR is calculated
from the raw recordings of each sensor as follows:
cL =
{
cos−1 (fL,i · fL,i+1)
}
i=1···(n−1) , (1)
where (·) denotes the vector dot-product, fL,i ∈ R3 are the
recordings of sensor L at position i (relative time within
frame). cR is calculated accordingly for the sensor on the
right wrist. Based on mL and mR we estimate the power
spectral density pL, pR using a periodogram on 10 frequency
bands between 1 and 8 Hz to capture repetitive movements
typical for motor features in PD.
We capture the statistical characteristics of the movement
within a frame using the ECDF representation introduced in
(Plo¨tz, Hammerla, and Olivier 2011; Hammerla et al. 2013),
which corresponds to concatenated quantile functions along
with their mean. For each frame we obtain its feature rep-
resentation xt by concatenating the ECDF representations
of the acceleration magnitudes mL,mR, jerk jL, jR, ori-
entation change cL, cR and power spectral density pL, pR.
We further include the time spent not moving (threshold on
cL+cR) as in (Griffiths et al. 2012), energy, minimum, max-
imum, standard deviation of mL,mR and binary PD pheno-
type (tremor-dominant). Using 10 coefficients in the ECDF
representation we extract a total of 91 features from each
minute of sensor recordings. In the future, this hand-crafted
feature extraction will be substituted with a convolutional ar-
chitecture alleviating the need for medical prior knowledge.
Training procedure
The training procedure comprises of two steps. First the real-
valued features are normalised to have zero mean and unit
variance (per fold in cross validation). We then apply RBMs
to learn a generative model of the input features (Hinton,
Osindero, and Teh 2006). After training the first RBM, the
activation probabilities of its feature detectors are used as
input data for the next RBM. This way, RBMs can be used
to greedily initialise deep neural networks by adding more
and more layers (Hinton and Salakhutdinov 2006). We learn
at most two consecutive RBMs, where the first one contains
gaussian visible units (gaussian-binary) to model the real-
valued input features and the next one just contains binary
units (binary-binary). Learning rates were set to 10−4 for
the gaussian-binary RBM, and 10−3 for the binary-binary
RBM, with a momentum of 0.9 and a weight-cost of 10−5.
Each RBM is trained for 500 epochs with batches containing
500 samples. Crucially, this first phase of training does not
rely on any labels of the input data and is solely driven by
the objective to learn a generative model of the training data.
In the subsequent fine-tuning phase we add a top-layer
(randomly initialised, σ = 0.01) to the generative model.
This top-layer contains 4 units in a softmax group that cor-
respond to our 4 classes of interest: asleep, off, on, and dysk-
inetic. Using the labels for each input frame we perform 250
epochs of conjugate gradients with batches that gradually
increase in size from 256 up to 2,048 (stratified) samples.
In the first epoch the weights in all but the top layer remain
fixed. Training time averages to around one day per fold on
a GPU.
Experimental evaluation
Two scenarios are investigated in this work. In the first set-
ting, a variety of approaches and network architectures are
trained on the HOME data-set. To minimise the effect of
large pairwise similarity of subsequent minutes of recording
we follow a leave-one-day-out cross validation approach,
where e.g. the first day of recording from all patients consti-
tutes a fold. This represents a compromise between realistic
assessment of generalisation performance and the required
computational effort for training (which is extensive). The
second setting simulates best practice for assessment sys-
tems in PD, where the smaller but clinician validated LAB
data-set is used for training in a stratified 7-fold cross vali-
dation which is subsequently applied to the HOME data-set
to assess generalisation performance.
In total the HOME data-set contains approx. 270, 000 sam-
ples (minutes) and the LAB data-set contains 1, 410 samples
extracted from the recordings surrounding 141 individual
disease-state assessments. Additional minutes are extracted
for networks that span more than one minute in their input,
such that the overall number of samples is retained. Since
e.g. the HOME data-set is highly skewed towards asleep
(31%) and on (41%) we chose the mean F1 score as primary
performance metric:
2
c
c∑
i=1
preci × recalli
preci + recalli
, (2)
where preci corresponds to the precision, recalli to the
recall observed for class i and c to the number of classes. The
LAB data-set does not contain any instances of asleep and
the performance is evaluated just using the remaining three
classes, even though false positives for asleep are included
in the calculation of sensitivity and precision.
To illustrate the difficulty of the problem we compare the
approach proposed in this work with standard classification
methods typical for automated assessment systems in PD.
We apply decision trees (C4.5), Naive Bayes (NB), and near-
est neighbour classification(1-NN). We further apply sup-
port vector machines (SVM) with an rbf-kernel for train-
ing on the LAB data-set. On the HOME data-set we failed to
achieve convergence to non-trivial solutions in SVMs. In or-
der to investigate the impact of the layout of the deep ANN
proposed in this work we evaluate a number of different net-
work topologies the results of which are discussed below.
Results
Recognition results are illustrated in Figure 1. The left plot
shows the results for approaches trained on the HOME data-
set, while the right plot shows results for those trained on the
LAB data-set. Labels indicate the method or network topol-
ogy, e.g. “5m−2×1024” translates to 5 minutes of input and
two hidden layers with 1,024 units each. For each approach,
three results are reported: i) the performance on individual
frames in the HOME data-set (“raw”), ii) smoothed predic-
tions using a sliding window of 60m duration (“smoothed”)
and a step size of 20 minutes, and iii) the performance on
the LAB data-set. The rationale behind smoothing the pre-
dictions over time is that in clinical applications the fluctua-
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Figure 1: The left plot shows the performance of models trained on the HOME data-set, the right plot shows the performance for
models trained on the LAB data-set. Errorbars indicate one standard deviation, estimated based on the performance of individual
folds. Colour indicates the data-set used for evaluation. (*) indicates networks pre-trained on HOME and fine-tuned on LAB.
tions would be assessed over longer time-frames, instead of
being based on individual minute-by-minute predictions.
We first discuss systems trained on the HOME data-set.
Overall the traditional approaches perform rather poorly
in this setting. While smoothing slightly improves results,
KNN, and C4.5 show a drop in performance on the LAB val-
idation set. However, the various deep network topologies
investigated here not only show significantly better perfor-
mance than e.g. C4.5, but also (mostly) show a performance
on the LAB validation set that exceeds the performance on
the HOME data-set. We infer that the apparent increase in
performance on the validation set illustrates the poor qual-
ity of the participant-provided labelling in the training-set,
rather than an unexpected generalisation ability. Neverthe-
less it indicates that deep NNs are able to capture disease
characteristics that remain inaccessible to more traditional
methods, which may be reasoned in the gradient-based opti-
misation approach that implicitly placed a degree of weight
on each sample. Normalised confusion matrices for the best
performing network are illustrated in Figure 2. The class
with the lowest performance on the HOME data-set is dysk-
inesia. Interestingly that class shows high specificity in the
validated LAB data-set, indicating particularly unreliable la-
bels for this disease state in the training-set. Overall adding
a second layer and adding more units to the hidden layers
improves the results, which is in line with previous results
on this type of model. The best results are obtained for net-
works that span 5 minutes of input. If the input span is in-
creased further to 10 subsequent minutes we see a drop in
the performance on the validation set.
The results for systems trained on the LAB data-set differ
strongly to those above. While the recognition performance
on the LAB data-set (in cross-validation) is very good with
peak mean f1-score of 0.76, the generalisation performance
when applied to the HOME data-set is very disappointing.
We further found no evidence that pre-training a model on
the HOME data-set with subsequent fine-tuning on the val-
idated LAB data-set provided significant improvement in
generalisation performance (see “(*)” in Figure 1). Instead
we see a decline in the cross validation performance, which
supports our initial assumption that laboratory-based data is
just an incredibly poor model for naturalistic behaviour.
Figure 2: Normalised confusion matrices on both the
(smoothed) HOME data-set (left) and on the Lab data-set
(right) for a model with 5 minutes as input and two hid-
den layers with 2,048 units each. While the performance on
the class dys is relatively low in the HOME data-set, there are
just few false positives for this class in the laboratory setting.
Comparison to related approaches
When trained on the HOME data-set, we see a peak mean f1-
score of 0.581 on the LAB data-set, which corresponds to an
overall accuracy of 59.4%. On average the classes are differ-
entiated with a sensitivity of 0.57 and a specificity of 0.88. It
is difficult to compare these results to prior art, as no systems
exist that follow a similar training and evaluation methodol-
ogy. Hoff et al. (Hoff, Van Der Meer, and Van Hilten 2004)
report very similar performance figures with sens. and spec.
around 0.7 for on and off states over a 24h period on 15 par-
ticipants with PD (compared to 4 states in this work). How-
ever, their sensing approach was based on a network of 7
sensors placed across the body and their prediction relied on
thresholds set for each individual to maximise performance,
effectively limiting the practicality of their approach. For a
gold standard, consider that trained nurses may show rela-
tively low accuracy of 0.65 when assessing the severity of
motor complications (Palmer et al. 2010).
Systems trained on the LAB data-set show good perfor-
mance in cross validation experiments up to a mean f1-score
of 0.76. These results are comparable with other systems ap-
plied in laboratory settings (Maetzler et al. 2013). However,
our results indicate that the poor generalisation to realistic
behaviour of this artificial setting may also affect other sys-
tems based on similar laboratory environments, which has
so far not been demonstrated.
Figure 3: Predictions of the best performing network for
three consecutive days and the mean prediction for all 7 days
of three participants. Each subplot shows the colour-coded
predictions of the network over time (white=0 to red=1). The
blue lines indicate the diary entries recorded by each partic-
ipant (line omitted for missing entries). The bottom row in-
dicates the distribution of disease state according to patient
recall (UPDRS), diary (DIA) and our system (ACC).
Discussion
The quality of life of people affected by PD depends on the
management of their condition in the form of tailored treat-
ment plans. Devising such plans is a challenge, as objective
information about fluctuations in disease state is not accessi-
ble in clinical practice beyond recall by the individual. Cur-
rent best practice in automated assessment of PD is to ob-
tain data in laboratory conditions, where small amounts of
clinician-validated behaviour can be observed. While such
systems show good performance in this setting, it is un-
likely that they generalise to naturalistic behaviour in peo-
ple’s daily lives. In order to address this issue, assessment
systems have to be based on data collected in naturalistic,
ecologically valid surroundings such as the private home.
In this work we investigated the problem of the assess-
ment of disease state in PD based on a large data-set of
many weeks worth of movement data collected from 34 in-
dividuals. We developed a novel methodology for research
on this problem, which is based on large quantities of nat-
uralistic behaviour collected in the daily life of people af-
fected by PD. Such naturalistic environments pose signifi-
cant challenges for data acquisition in the form of usability
constraints as well as challenges that stem from unreliable
labelling obtainable in such settings. Labels that are accessi-
ble are infrequent with respect to the data sampling rates and
inherently unreliable, subject to recall bias, class confusion,
and boundary issues.
In our experiments we showed that deep learning seems
particularly suitable to discover disease characteristics de-
spite unreliable labelling of training-data, a setting in which
other methods such as decision trees provide poor (gener-
alisation) performance. Deep learning has been applied in
similar settings, such as speech (Deng, Hinton, and Kings-
bury 2013) or object recognition (Lee et al. 2009), where
unlabelled data is easily accessible. However, our results in-
dicate that the common approach to pre-train deep architec-
tures on unlabelled data with subsequent fine-tuning based
on a (smaller) set of labelled instances does not improve re-
sults in this problem setting. The behaviour observed in lab-
oratory conditions just appears to be a very poor model for
naturalistic behaviour, as systems trained on that data show
disappointing generalisation performance.
The performance of even the best model does not exceed
a mean f1-score of 0.6. To an extent such low results are
explained by the poor quality labelling. However, even this
relatively low performance is useful for clinical practice. Il-
lustrated in Figure 3 are the predictions for three consecutive
days for three participants of the best performing network,
where the predicted disease states clearly show very simi-
lar patterns of fluctuation compared to the diary entries for
each participant. Beyond the assessment of fluctuations in
disease state there are other clinical applications. A common
measure for the efficacy of interventions in PD is an overall
reduction in e.g. ”off time”, where the average activation of
output-units of our system (ACC) only shows little differ-
ence to the current best practice for this assessment (DIA)
(see Figure 3).
We have not observed any over-fitting to the naturalistic
behaviour in the HOME data-set. The unreliable labelling
leads to many inconsistencies, which naturally prevent over-
fitting. A more pressing concern is under-fitting, where auto-
matically adapting or omitting episodes with low confidence
may provide significant improvements over the current re-
sults. We found that it is crucial to utilise large mini-batches
during training (up to 2,048 samples), which may also stem
from the unreliable labelling. Another issue surrounds the
feature extraction. Effectively the disease state has little im-
pact on the movement data, whose primary source of vari-
ance are the physical activities the participants engage in,
such as walking. For systems to generalise across those ac-
tivities it is crucial to tailor a feature representation towards
the underlying movement characteristics. These should be
accessible to data-driven approaches that avoid manual fea-
ture engineering, such as convolutional architectures or tech-
niques like sparse coding (Bhattacharya et al. 2014).
In summary, the problem of disease state assessment in
PD is far from being solved. It appears that current chal-
lenges may be overcome if novel methodologies are em-
ployed in research on PD, where suitable machine learning
methods play a key role. Advances that address the unique
challenges of this problem setting will have significant soci-
etal impact, as not only individuals with PD but also many
other degenerative conditions would benefit from practical
assessment systems. Beyond possible impact, the character-
istic challenges of naturalistic settings make for a unique
machine learning problem, which could serve as a novel test-
bed for the development and evaluation of unsupervised or
semi-supervised learning approaches.
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