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s = {p(x，θ)}という確率分布の空聞を考える場合に，パラメータ 9の取り方に依存しない幾何構造(計量)
を決めたい.
また y=ν(x)という非線形関数があって，確率変数 Zをνに変換したとしよう.yの確率分布になったと










gij(θ) = EI "，-" logp一一logpl










(X， Y)= (TIX， TIホY)
で保存される構造を考える.このとき重要なのは3つの値(g，'¥1，'¥1つ
であり，この3つが双対構造を決める.'¥1='¥1ホならば自己双対で 図 3



















r(x， t) = tp(x) + (1-t)q(t) 
で表され，もう一つの測地線は対数をとった曲線



























L(O) =乞(抗 -OXi)2 






























































_ p(1， l)p(O， 0)() = loe: 




































































θ (WI，... ，Wm;ψ) 
とする.そして出力にノイズEが加わるとすると，出力関数は
Y=玄叫ψ(Wi.X) +正=f(x，8) +正

































d.8t = -1Jt Vl 
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