We consider Kac's 1D N -particle system coupled to an ideal thermostat at temperature T , introduced by Bonetto, Loss, and Vaidyanathan in 2014. We obtain a propagation of chaos result for this system, with explicit and uniform-in-time rates of order N −1/3 in the 2-Wasserstein metric. We also show well-posedness and equilibration for the limit kinetic equation in the space of probability measures. The proofs use a coupling argument previously introduced by Cortez and Fontbona in 2016.
Introduction and main result
1.1. Thermostated Kac particle system. We are interested in Kac's 1D particle system, subjected to interactions against particles taken from an ideal external thermostat, as studied for instance in [3, 18] . It can be described as follows: consider N particles characterized by their one-dimensional velocities, subjected to two types of random interactions:
Kac collisions: at rate λN , randomly select two particles in the system and update their velocities v, v * ∈ R according to the rule
where θ ∈ [0, 2π) is selected uniformly at random. This rule preserves the energy:
Thermostat interactions: at rate µN , randomly select a particle in the system and update its velocity v ∈ R according to the rule v → v cos θ − w sin θ,
where θ is again selected uniformly at random on [0, 2π), and w is sampled with the Gaussian density γ(w) = (2πT ) −1/2 e −w 2 /2T . This can be seen as an interaction against a particle taken from an ideal thermostat, that is, from an infinite reservoir at thermal equilibrium with temperature T > 0.
Here λ > 0, µ > 0 are given fixed constants representing the rate of Kac and thermostat collisions, respectively. The initial velocities of the N particles are chosen according to some prescribed symmetric distribution f N 0 on R N , and all previous random choices are made independently. These rules unambiguously specify the law of the particle system as an R N -valued pure-jump continuous-time Markov process, whose state at time t ≥ 0 is denoted V t = (V 1 t , . . . , V N t ), and we also write f N t = Law(V t ) for its symmetric distribution. For simplicity, in our notation we omit the dependence on N in the particle system V t .
Kac's original model [13] , corresponding to the case µ = 0, represents the evolution of a large number of indistinguishable particles that exchange energies via random collisions in a one dimensional caricature of a gas, as a simplification of the more realistic spatially homogeneous Boltzmann equation. The form of the collision rule (1) implies that the average energy 1 N i (V i t ) 2 is preserved a.s., and one typically assumes that the initial average energy is a.s. equal to 1. Thus, f N t is supported on the sphere S N = {v ∈ R N : i (v i ) 2 = N } for all t ≥ 0, and the dynamics has σ N , the uniform measure on S N , as the unique stationary distribution. Kac worked with initial conditions f N 0 having a density in L 2 (S N , σ N ), for which we now know that f N t equilibrates exponentially fast in the L 2 norm, with rates uniform in N , see [4, 12] . However, the L 2 norm is a crude upper bound for the L 1 norm; moreover, the L 2 norm of typical initial distributions f N 0 with a near-product structure (specifically, chaotic sequences, see below) grows exponentially with N , which means that one has to wait a time proportional to N in order for the L 2 bound to start providing evidence of convergence. Thus, one looks for alternative ways to quantify equilibration, such as convergence in relative entropy. The relative entropy of near-product measures grows linearly (and not exponentially) with N , which is a crucial advantage over the L 2 norm. The usual approach is to control the entropy production, in order to obtain an exponential rate of equilibration in relative entropy. Unfortunately, there exist sequences of initial distributions for which the entropy production degenerates as N → ∞, as shown in [9] . It is worth noting, however, that the sequence constructed in [9] is physically unlikely, in the sense that f N 0 gives half the total energy of the system to a small fraction of the particles. This raises the question of whether there is a smaller, but still rich, class of initial conditions for which one can have good control on the entropy production. We refer the reader to [5] for more details about Kac model and equilibration in relative entropy.
Picking up the challenge of choosing good (physical) initial conditions, and in order to avoid the badly behaved initial distributions for which entropy production degenerates, Bonetto, Loss, and Vaidyanathan [3] introduced the model (1)-(2), called the thermostated Kac particle system, to describe a system in which all but a few particles are at equilibrium. This thermostated particle system no longer preserves the energy, so f N t is supported on the whole space R N , and the equilibrium distribution is the N -dimensional Gaussian with density γ ⊗N (v) = i γ(v i ). In this case, the system approaches equilibrium in relative entropy exponentially fast, with rates uniform in the number of particles, see [3, Theorem 3] . Later, in [2] , the use of the ideal thermostat (2) was justified by approximating it with a finite but large reservoir of particles at equilibrium in a quantitative way.
Propagation of chaos.
Besides the long-time behaviour of the particle system, one can also study convergence of f N t as N → ∞. Notice however that this is not an easy task, because even if we consider particles whose velocities are independent at t = 0, the collisions amongst them will destroy this independence for later times. Nevertheless, for the thermostated Kac system, one expects the correlations between particles to become weaker as N grows. The following concept formalizes this idea of asymptotic independence: Definition 1 (chaos). For each N ∈ N, let f N be a symmetric probability measure on R N . The collection (f N ) N ∈N is said to be chaotic with respect to some given probability measure f on R, if for all k ∈ N, the marginal distribution of f N on the first k variables converges in distribution, as N → ∞, to the tensor product measure f ⊗k . That is: for every k ∈ N and every bounded and continuous function φ :
For Kac's model, that is, when µ = 0, we know that if the sequence (f N 0 ) N ∈N is chaotic to some probability measure f 0 on R, then for all t ≥ 0 the sequence (f N t ) N ∈N will also be chaotic to some f t ; this property is known as propagation of chaos. The limit f t is the solution to the so-called Boltzmann-Kac equation, which reads
in the case where f 0 , and thus every f t , has a density. This was first shown by Kac [13] in the special case where f N t has a density in L 2 (S N , σ N ). The solution to (3) also preserves the initial energy, i.e., v 2 f t (dv) = v 2 f 0 (dv) = 1 for all t ≥ 0. It is straightforward to verify that the Gaussian density with energy 1 is a stationary distribution of the equation, and it is known that the solution converges to it, see for instance [11, 13] .
When we introduce the thermostat to Kac's original model, propagation of chaos still holds, as shown in [3, Theorem 5], and the limit density satisfies
which we refer to as the thermostated Boltzmann-Kac equation, or simply the kinetic equation. As with the particle system, the solution to (4) does not preserve the initial energy, and its equilibrium distribution is γ, the Gaussian density with energy T . When the initial condition f 0 has a density with finite relative entropy, it follows from [3, Propostition 15 ] that there is exponential convergence to equilibrium in relative entropy. In Definition 3 we will provide a notion of weak solution for (4), which will allow us to work with probability measures instead of densities. Using this notion, we give an existence and uniqueness result in Theorem 5.
Main result.
Chaoticity, and thus propagation of chaos, can be made quantitative. For Kac's model this was done in [6] using Wasserstein distances, defined below, and providing explicit convergence rates in N which are uniform in time. Similar quantitative results for the spatially homogeneous Boltzmann equation can be found for instance in [8, 14] . The goal of the present article is to strengthen the propagation of chaos result for the thermostated Kac model in [3] , by making it quantitative in N with rates that are uniform in time. To quantify chaos we will use the following metric: given f, g probability measures on R k , their 2-Wasserstein distance is given by
where the infimum is taken over all pairs of random vectors X = (X 1 , . . . , Y k ) and Y = (Y 1 , . . . , Y k ) such that Law(X) = f and Law(Y) = g. This defines a distance in the space of probability measures with finite second moment. The infimum is always achieved by some (X, Y), and such a pair is called an optimal coupling; see [19] for details. We will use the following characterization of chaoticity, see for instance [15] : a sequence (f N ) N ∈N is f -chaotic if and only if for a sequence of random vectors X on R N with Law(X) = f N , it holds that the sequence of random empirical measures
almost surely converges to the constant probability measure f . We can now state our main result.
Theorem 2 (uniform propagation of chaos). Assume that |v| r f 0 (dv) < ∞ for some r > 4. Let (V t ) t≥0 be the thermostated Kac N -particle system described by (1)- (2), and let (f t ) t≥0 be the unique weak solution of (4). Then there exists a constant C depending only on λ, µ, T , r, and |v| r f 0 (dv), such that for all t ≥ 0 we have:
This theorem gives a uniform-in-time propagation of chaos rate of order N −1/3 , provided that the first term W 2 2 (f N 0 , f ⊗N 0 ) converges to 0 at the same rate or faster; for instance, one can simply take f N 0 = f ⊗N 0 , so the first term vanishes. The rate N −1/3 is not so far from the optimal rate N −1/2 , valid for the convergence of the empirical measure of an N -tuple of i.i.d. variables towards their common law, with the same metric as in (5) ; see [10, Theorem 1] . We remark that if one only assumes |v| r f 0 (dv) < ∞ for some 2 < r < 4, we can still deduce (5), but with a slower chaos rate of order N −η(r) for some 0 < η(r) < 1/3. We also remark that the value µ/2, corresponding to the rate of decay of the initial condition term in (5) (see also the contraction estimates given in Lemma 7 and Lemma 9 below), coincides with the spectral gap of the generator of the particle system, and also with the bound on the entropy production obtained in [3] ; see also [18] for the optimality of this bound.
The proof of Theorem 2 is based on a coupling argument developed in [7] and later used in [6] . This argument makes use of a probabilistic object called the Boltzmann process, which is a stochastic proces (Z t ) t≥0 satisfying Law(Z t ) = f t for all t ≥ 0. More specifically, we will construct our particle system V t = (V 1 t , . . . , V N t ) using a Poisson point measure, and couple it with a collection Z t = (Z 1 t , . . . , Z N t ) of Boltzmann processes, in a way that the two remain close on expectation.
The structure of the article is as follows. In Section 2 we provide a notion of weak solution for the thermostated Boltzmann-Kac equation (4), valid for collections (f t ) t≥0 of probability measures, and we then prove a well-posedness result for this notion. In Section 3 we specify the coupling construction mentioned above and we prove Theorem 2. Along the way, we will use this construction to prove some interesting results, such as the equilibration in W 2 for the particle system in Lemma 7, and an analogous result for the kinetic equation in Lemma 9. Some final comments are given in Section 4.
Well-posedness for the kinetic equation
In this section, we define a notion of weak solution to (4), and prove its well-posedness. We will not require each f t to have a density; instead, it will be an element of the space M of bounded non-negative Borel measures on R metrized by total variation · . We will see that, if f 0 is a probability measure, then f t will also be a probability measure for all t > 0. Similarly, if f 0 has a density, so will f t .
For convenience, let us introduce the mapping B : M × M → M, given by
for all bounded and continuous function φ. Notice that when ν 1 and ν 2 have densities g 1 and g 2 with respect to the Lebesgue measure, then B[ν 1 , ν 2 ], also denoted by B[g 1 , g 2 ], satisfies
We note that (4) is equivalent to
This motivates the following notion of weak solution:
We summarize some of the useful properties of the mapping B in the following lemma, which we state without proof. 
If ν 1 and ν 2 are bounded, signed, Borel measures, then
(iii) Second moments and arbitrary moments: If ν 1 and ν 2 in M have finite second moments e 1 and e 2 respectively, then
If ν 1 and ν 2 have finite r th moments n r and m r for some r > 0, then
We are now ready to state and prove our well-posednes result:
Theorem 5 (well-posedness). For every probability measure f 0 ∈ M, there is a unique solution f to (7) . f t is a probability measure for every t. If f 0 has a density or a finite r th moment for some r ≥ 2, then so does f t for all t.
Proof. We will use the following equivalent form of (6):
We use the iterative construction in [17] . Let f 0 be a Borel probability measure on R.
Define the sub-probability measures (u n t ) ∞ n=0 inductively by
Using Lemma 4 we see that u n t is continuous in t for each n, that u n t (R) ≤ 1, and that (u n t ) n is increasing in n. Hence, for each t, (u n t ) n converges to some element u t in M and u t (R) ≤ 1. Note that u t − u n t is a non-negative measure for each t, thus we have convergence in total variation, since
This, together with Lemma 4, implies that
Thus we can take the infinite n limit in (8) and establish that u t solves (7) . Being an increasing limit of continuous functions, u : [0, ∞) → M is lower semi-continuous, and thus measurable.
and the integrand above is in the Bochner space L 1 ([0, τ ], M) for all τ . This makes u t continuous. A consequence of this continuity is that: h(t) = u t (R) is differentiable and satisfies the differential equation
Since h(0) = 1, h(t) ≡ 1. Hence, u t is a probability measure for all t. To show the uniqueness of u t , let g t ∈ C([0, ∞), M) satisfy (7) . On one hand, g t ≥ u 0 t by definition. And thus, by induction, g t ≥ u n t a.e. t for all n. By the monotone convergence theorem, we have
for every measurable set A. On the other hand, using Lemma 4, for each t we obtain
which shows that g t is continuous in t, and just like u t , must be a probability measure for all t. Thus, g t − u t = g t (R) − u t (R) = 1 − 1 = 0.
To prove the last statement of the theorem, we note that if f 0 ∈ L 1 (R), then u n t ∈ L 1 (R) for all R and we use the completeness of L 1 under the total variation norm. If f 0 has a finite r th moment for some r > 0, then by Lemma 4 and induction, we see that, for each t, ( R u n t (dv)|v| r ) n is finite, monotone increasing, and bounded above by the solution R(t) to the following integral equation:
Here C r = 2 max{ r 2 ,1} 2π 0 | cos θ| r dθ 2π is as in Lemma 4. R(t) is finite due to Gronwall's inequality. The monotone convergence theorem implies that R(t) controls the r th moment of f t .
It is straightforward to verify
Remark 6. The uniqueness of the solution to (6) holds in the larger space L 2 loc ([0, ∞), M), provided we identify functions f t that agree t-a.s.
Coupling construction
3.1. Particle system. We provide an explicit construction of the particle system using an SDE, following [7] . To this end, for fixed N ∈ N, let R(dt, dθ, dξ, dζ) be a Poisson point
where i is the function that associates to a variable ξ ∈ [0, N ) the discrete index i(ξ) = ⌊ξ⌋ + 1 ∈ {1, . . . , N }. In words: at rate N λ, the measure R selects collision times t ≥ 0, and for each such time, it independently samples a parameter θ uniformly at random on [0, 2π), and a pair (ξ, ζ) ∈ [0, N ) 2 such that i(ξ) = i(ζ), also uniformly. The pair (i(ξ), i(ζ)) provides the indices of the particles involved in Kac-type collisions. The fact that we use continuous variables ξ, ζ ∈ [0, N ), instead of discrete indices in {1, . . . , N }, will be crucial to define our coupling with a collection of Boltzmann processes. Let Q 1 (dt, dθ, dw) , . . . , Q N (dt, dθ, dw) be a collection of independent Poisson point measures on [0, ∞)× [0, 2π)× R, also independent of R, each having intensity µdt dθ 2π γ(dw). Finally, let V 0 = (V 1 0 , . . . , V N 0 ) be an exchangeable collection of random variables with Law(V 0 ) = f N 0 , independent of everything else. The particle system V t = (V 1 t , . . . , V N t ) is defined as the unique jump-by-jump solution of the SDE
that starts at V 0 . Here, for v ∈ R N , the vectors a ij (v, θ) ∈ R N and b i (v, θ, w) ∈ R N are defined as
For any i = 1, . . . , N , from (10) it follows that particle V i t satisfies the SDE
where P i is defined as
and where we use −dθ to transform sin θ into − sin θ. Clearly,
As mentioned earlier, f N t = Law(V t ) converges exponentially fast to the Gaussian density γ ⊗N in relative entropy, as shown in [3, Theorem 3] . Similarly, the following result provides equilibration in W 2 , which does not require f N t to have a density: Lemma 7 (contraction and equilibration for the particle system). Let f N t andf N t be the laws of the thermostated Kac N -particle systems starting from (possibly different) symmetric initial distributions f N 0 andf N 0 , respectively. Then
Consequently, takingf N 0 as the stationary distribution γ ⊗N , gives
and (Ṽ t ) t≥0 be the solutions to the SDE (10) with respect to the same Poisson point measures R, Q 1 , . . . , Q N , but starting from initial conditions (V 0 ,Ṽ 0 ) which we take as an optimal coupling between f N 0
by exchangeability, with equality at t = 0. Thus, it suffices to study h(t). Since both V 1 t andṼ 1 t satisfy (11) with i = 1, when computing the increments of (V 1 t −Ṽ 1 t ) 2 the terms w sin θ cancel, thus obtaining
where we used that 2π 0 cos 2 θ dθ 2π = 1 2 = 2π 0 sin 2 θ dθ 2π and 2π 0 cos θ sin θ dθ 2π = 0. Notice that
thus the first term in (12) vanishes, which then gives h ′ (t) = − µ 2 h(t). The desired bound follows.
Coupling with Boltzmann processes.
For a given probability measure f 0 , let (f t ) t≥0 be the unique weak solution of (4) given by Theorem 5. We will now construct a stochastic process (Z t ) t≥0 , called the Boltzmann process, such that Law(Z t ) = f t for all t ≥ 0. This process is the probabilistic counterpart of (4), and it represents the trajectory of a single particle immersed in the infinite population. It was first introduced by Tanaka Consider also a random variable Z 0 with law f 0 , independent of P and Q. The process Z t is defined as the unique solution, starting from Z 0 , to the stochastic differential equation
Strong existence and uniqueness of solutions for this SDE is straightforward, since the rates of P and Q are finite on bounded time intervals. To show that Law(Z t ) = f t , the argument is classical: one first shows that ℓ t := Law(Z t ) solves
which is a linearized version of (6) . This equation has a unique solution in the space C([0, ∞), M) because the mapping ν → B[ν, f t ] is non-expanding in total variation for all t. Since f t is a solution of this linearized version, we must have that ℓ t = f t . Since Law(Z t ) = f t , we can thus use the Boltzmann process as a tool to prove properties of the solution of the thermostated Boltzmann-Kac equation (4) . For instance, we have the following lemma, which will be needed later to prove our uniform-in-time propagation of chaos result.
Lemma 8 (propagation of moments)
. Let (f t ) t≥0 be the weak solution to (4) . Let r ≥ 2, and assume that R |v| r f 0 (dv) < ∞. Then sup t≥0 R |v| r f t (dv) < ∞.
Proof. The case r = 2 follows from (9), so we assume r > 2. Let (Z t ) t≥0 be the Boltzmann process, i.e., the solution to (13) . Let h(t) = E|Z t | r = R |v| r f t (dv). We know from Theorem 5 that h(t) < ∞ for all t. Then h(t) satisfies
Note that E|Z t | r−1 ≤ h(t) 1−1/r and E|Z t | ≤ max{T, R v 2 f t (dv)} 1/2 , thanks to (9) and Jensen's inequality. Using the inequality (a + b) r ≤ a r + b r + 2 r−1 (ab r−1 + a r−1 b) valid for a, b ≥ 0, we thus obtain
where
and C 2 , C 3 > 0 are constants depending on λ, µ, r, T , R v 2 f t (dv), and some moments of γ of order at most r. The statement follows from (14) .
The Boltzmann process (13) is particularly useful in coupling arguments, as the next result shows. It provides contraction for the thermostated Boltzmann-Kac equation in W 2 -distance:
Lemma 9 (contraction and equilibration for the thermostated Boltzmann-Kac equation).
Let f t ,f t be the weak solutions to (4) starting from some possibly different probability measures f 0 ,f 0 . Then
Proof. For all t ≥ 0, let Π t be an optimal coupling between f t andf t , that is, Π t is a prob-
2π Π t (dz, dz), and define P(dt, dθ, dz) = S(dt, dθ, dz, R) andP(dt, dθ, dz) = S(dt, dθ, R, dz). In words, P andP are Poisson point measures, with intensities 2λdt dθ 2π f t (dz) and 2λdt dθ 2πf t (dz) respectively, which have the same atoms in the t and θ variables, and with optimally-coupled realizations of f t andf t on the z andz variables. Also, let Q(dt, dw) be a Poisson point measure with intensity µdtγ(dw) that is independent of S, and setQ = Q. Let also (Z 0 ,Z 0 ) be a realization of Π 0 , independent of everything else; in particular we have E[(Z 0 −Z 0 ) 2 ] = W 2 2 (f 0 ,f 0 ). Let Z t andZ t be the solutions to the SDE (13) with respect to (P, Q) and (P,Q), respectively, thus Law(Z t ) = f t and Law(Z t ) =f t . Consequently, we have
Using Itô calculus, we have:
where in the last step the cross term vanished because 2π 0 cos θ sin θdθ = 0. Since (z − z) 2 
, the integral in the last line is bounded above by 0. We thus obtain h ′ (t) ≤ − µ 2 h(t), which yields the result.
We now specify the coupling construction that will allow us to prove our main result. We closely follow [7] , see also [6] . The key idea is to define a system Z t = (Z 1 t , . . . , Z N t )
of Boltzmann processes such that, for each i = 1, . . . , N , the process Z i t mimics as closely as possible the dynamics of particle V i t . Comparing (11) and (13), we see that a way of achieving this is to define Z i t as the solution of (11), but replacing V i(ξ) t -, which is a ξ-realization of the (random) empirical measure 1 N −1 j =i δ V j t -, with a ξ-realization of f t . Moreover, we will do this in an optimal way. Specifically: we define Z i t as the unique jump-by-jump solution to
where we have used the same Poisson point measures P i and Q i as in (11) . Here,
∈ R with the following property: for any t ≥ 0, z ∈ R N , and any random variable U uniformly distributed on the set [0, N )\[i − 1, i), the pair (z i(U ) , F i t (z, U )) is an optimal coupling between the empirical measurez i := 1 N −1 j =i δ z j and f t . In other words,
. We refer the reader to [7, Lemma 3] for a proof of existence of such a function. The same result also ensures that F i t satisfies the following: for any exchangeable random vector X in R N , and any measurable function φ, one has for j = i
We take an initial condition Z 0 = (Z 1 0 , . . . , Z N 0 ) with distribution f ⊗N 0 and optimally coupled to V 0 , thus
by exchangeability. We have thus defined a collection Z t = (Z 1 t , . . . , Z N t ), where each Z i defines Z i t (i.e., the SDE (15)), except when Z i t has a simultaneous jump with Z j t for some j ∈ {1, . . . , k}, in which case eitherZ i t orZ j t will not jump. To compensate for the missing jumps, we will use an additional independent source of randomness to define new jumps. Since on expectation this occurs only a proportion k/N of the jumps of the collection Z 1 t , . . . , Z k t , this construction will give the desired estimate. To this end, letR be an independent copy of the Poisson point measure R introduced at the beginning of Section 3.1, and for i = 1, . . . , k, definẽ
which is a Poisson point measure with intensity 2λdtdθdξ1 {i(ξ) =i} /[2π(N − 1)], just as P i . Note that the Poisson measuresP 1 , . . . ,P k are independent by construction. Mimicking (15) , we defineZ i t as the solution, starting fromZ i 0 = Z i 0 , to the SDE
It is clear thatZ 1 t , . . . ,Z k t is an exchangeable collection of Boltzmann processes. Moreover, using the independence ofP 1 , . . . ,P k and the fact that F i t (z, ξ) has distribution f t for any z ∈ R N and any ξ uniformly distributed on [0, N )\[i−1, i), one can prove that the processes Z 1 t , . . . ,Z k t are independent. For a full proof of this fact in a very similar setting, we refer the reader to [7, Lemma 6] .
Call
. By exchangeability, we have
thus it suffices to obtain the desired estimate for h(t). From (15) and (19) , using Itô calculus, we obtain:
where ∆ 1 corresponds to the increment of (Z 1 t −Z 1 t ) 2 when Z 1 t andZ 1 t have a simultaneous Kac-type jump, ∆ 2 is the increment when only Z 1 t jumps, ∆ 3 is the increment when onlỹ Z 1 t jumps, and ∆ 4 is the increment when there is a thermostat interaction.
Thanks to the indicator 1 [0,k) (ξ), the fact that ∆ 2 and ∆ 3 involve only second-order products of f t -distributed variables, using (17) , and recalling that (9) implies that v 2 f t (dv) ≤ max v 2 f 0 (dv), T , we deduce that the second and third terms in (20) are bounded above by Ck N . On the other hand, since the term F i t (Z t -, ξ) appears in both (15) and (19), it will cancel out in ∆ 1 ; more specifically, we have
Similarly, it can be easily seen that
Thus, simply discarding the term ∆ 1 1 [k,N ) (ξ) ≤ 0 in the first line of (20), we deduce that
Thus h ′ (t) + (λ + µ 2 )h(t) ≤ Ck N . Since h(0) = 0, the desired bound follows from the last inequality by multiplying by e (λ+ µ 2 )t and integrating.
We now want to obtain an estimate for the decoupling property of the system of Boltzmann processes in terms of E[W 2 2 (Z t , f t )]; this is the content of Lemma 11 below. To this end, we will need to recall two results.
For a probability measure ν on R and for any k ∈ N, we will let ε k (ν) be given by
where X = (X 1 , . . . , X k ) is a collection of i.i.d. variables with law ν. The first result, see [10, Theorem 1], provides rates of convergence for ε k (ν): if ν has a finite r th moment for some r > 4, then there is a constant C r that depends only on r such that
The second result, which is a special case of [7, Lemma 7] , states that if X is any exchangeable random vector on R N and ν is any probability measure on R, then there is a constant C depending only on the second moments of X 1 and ν such that for any k ≤ N we have:
We are now ready to state and prove:
Assume that R f 0 (dv)|v| r < ∞ for some r > 4. Then there is a constant C depending only on λ, µ, T , r, and R f 0 (dv)|v| r , such that for all t ≥ 0 we have
Moreover, this bound also holds if we replaceZ t byZ
Proof. For k ≤ N , (22) applied to ν = f t and X = Z t gives:
where in the last step we used Lemma 10. The finite initial r th moment hypothesis, together with Lemma 8, implies that
Thus, from (21), we obtain ε k (f t ) ≤ C/k 1/2 for all t ≥ 0 (since r > 4). Taking k ∼ N 2/3 gives the result. The estimate forZ i t is deduced similarly, taking X = (Z j t ) j =i in (22).
We now prove Theorem 2.
Using Lemma 11 and exchangeability, we obtain
Thus, it suffices to prove that h(t) ≤ 2e − µ 2 t h(0) + CN −1/3 , because h(0) = W 2 2 (f N 0 , f ⊗N 0 ) thanks to (18) .
We thus study the evolution of h(t). We have
Here S K t corresponds to the Kac interactions coming from the P i terms in (11) and (15), and S T t corresponds to the thermostat interactions coming from the Q i terms. For brevity, let us call V i t = V i(ξ) t , Z i t = Z i(ξ) t , and F 1 t = F 1 t (Z t -, ξ). We now study each of S K t and S T t . For the Kac term S k t , we recall that the intensity of P 1 (dt, dθ, dξ) is
. Thus from (11) and (15) , using Itô calculus, for S K t we obtain:
where in the second equality the cross-term vanished since 2π 0 cos θ sin θdθ = 0. We now control the positive term in (23) by subtracting and then adding Z i t inside the square. Set a(t) to be E N 1 (Z i t − F 1 t ) 2 dξ N −1 , thus a(t) = E[W 2 2 (Z 1 t , f t )] thanks to (16) . Also note
which equals h(t) by exchangeability. Therefore, we have
where we have used the Cauchy-Schwarz inequality. Plugging this into (23) gives S K t ≤ λa(t) + 2λh(t) 1/2 a(t) 1/2 .
Next, for the thermostat term S T t , we recall that the intensity of Q 1 (dt, dθ, dw) is µdt dθ 2π γ(dw). Thus, again from (11) and (15), we have for S T t :
Joining the bounds for S K t and S T t , we see that
Lemma 11 showed that a(t) ≤ C/N 1/3 . Thus, the Theorem follows from (24) by a Gronwall-type inequality (see for example [1, Lemma 4.1.8]).
Conclusion
In this work we showed that the thermostated Kac N -particle system propagates chaos uniformly in time, at a polynomial rate of N −1/3 for the 2-Wasserstein metric, improving the propagation of chaos result in [3] . This illustrates that the coupling method in [7] can be adapted to include thermostats. We also use coupling arguments to deduce equilibration estimates for both the particle system and the kinetic equation. We plan on developing this coupling method further to a Kac-type model where, in addition to the particle collisions (1) and the thermostat interactions (2), the system has an energy restoring mechanism that pushes the total energy of the system to its initial value after each interaction with the thermostat. This is the subject of future research.
