INTRODUCTION

Ž .
Let U s U g be the quantum group associated to a semisimple Lie q Ž w x. algebra g of rank n by Drinfel'd and Jimbo see 6, 7 . The negative part y Ž w x w U of U has a canonical basis B see Kashiwara 8 and Lusztig 10,  x. 14.4.6 with some nice properties. For example, via action on highest weight vectors it induces bases for all of the finite-dimensional irreducible highest weight U-modules. To calculate the elements of B explicitly is a Ž w x. hard problem; it is solved completely only in types A and A see 9, 3.4 . Lusztig associates a quadratic form to these data, and shows that, given Ž . certain linear conditions on a , a , . . . , a g ‫,ގ‬ the monomial 1 is tight 1 2 m Ž . respectively semi-tight provided this quadratic form satisfies a certain Ž . positivity condition respectively, nonnegativity condition . Lusztig shows Ž . that the positivity condition for tightness always holds in type A and 3 
Ž
. asks when we have semi-tightness in type A . We show that, for a certain orientation of the Dynkin diagram, the positivity condition is always Ž w x. satisfied in type A as opposed to the claim in 11 . We also demonstrate 4 Lusztig's comment that things get more complicated in cases with higher rank in type A. In particular, we exhibit a reduced expression for w in 0 Ž . type A for any r G 6 with a quadratic form that does not even satisfy r the conditions for semi-tightness, for any orientation of the Dynkin diagram.
In Section 2, we describe the situation we are working in, and in Section w x 3 we summarize the results about tight monomials from 11 that we shall need. In Section 4 we show how they can be applied to the type A case, 4 and in Section 5 we explain how some techniques of linear programming Ž . providing spanning sets in a certain sense for cones can be applied to understanding the quadratic form. These techniques are applied to a tractable reduced expression in type A . In Section 6 we give the counter-5 examples mentioned above, and in Section 7 we give a general description Ž . in type A of the spanning vectors used in Section 5, showing how they n can be parametrized in a natural way by cycles in symmetric groups. These vectors seem to be interesting combinatorially and also should be of use in further understanding the quadratic form.
PRELIMINARIES
w x We use the treatment in 10, Sects. 1᎐3 . Let g be a semisimple Lie algebra, with root system ⌽, simple roots ␣ , ␣ , . . . , ␣ , and Killing form 1 2 n Ž .
, . Let h , h , . . . , h be a basis for a Cartan subalgebra h of g, 
TIGHT MONOMIALS
We start by describing the quadratic form mentioned in the Introducw x tion, and summarizing some results from Lusztig's paper 11 for the situation we are interested in. Let D be the Dynkin graph of the semisimple Lie algebra g. So D has vertices I and a set of edges ⍀. We take an orientation of D, i.e., two maps h ¬ hЈ and h ¬ hЉ from ⍀ to I such that Ž . the ends of h are hЈ, hЉ. Let i s i , i , . . . , i be a sequence in I. We
Let B : U y be the 
‫ޚ‬
Clearly the latter is necessary for Q to be weakly positive on P, so suppose q Ä 4 q Ä 4 that Q takes only positive values on P _ 0 , and let z g P _ 0 . For some 
SOME TIGHT MONOMIALS IN TYPE A 4
We now assume g is of type A , and we fix an orientation of D where Ž . function of the variables in S . It is then clear that condition a is w x satisfied. This is the approach used for some cases in 11 . However, we should note that it is not necessarily the case that Q is weakly positive if 1 Ž . condition a is satisfiedᎏwhen testing the weak positivity of Q we don't 1 assume that the eliminated variables are nonnegative. 
Ž .
Ž . 4 If no new element was added to L in step 3 , we are done, the Ž . algorithm ends and L is the list we want. Otherwise return to 2 .
Then a Maple program was written that would calculate for each reduced expression in our list, the quadratic form Q. The method described at the start of this section was then applied. For each i, p, we used the relation 
w x there is an algorithm to check for weak positivityᎏsee 1 , which is w x implemented in CREP 4 , which runs via Maple. This algorithm was used to show that in each case, Q is weakly positive. 1 Note that to fix the orientation of the Dynkin diagram D is not a severe Ž restriction, as we have a result independent of the orientation i.e., the . tightness of the corresponding monomial .
TYPE A 5
The same method applied to some reduced expressions for the longest word in case A did not workᎏthe quadratic form Q was not weakly 5 1 positive. Various other substitutions were attempted, without success. Note that such a result tells us nothing about the weak positivity of Q on P. A method is required which will give us an answer in these cases. Dr. H. von Hohne suggested using linear programming techniques to deduce from Q Ž a quadratic form QЈ which is weakly positive respectively, weakly nonneg-. Ž . ative if and only if Q is weakly positive respectively, weakly nonnegative w x on P. These techniques were found in 13 . The author thanks Dr. von Hohne for some useful discussions on the problem. It will be seen that for We have the quadratic form Q corresponding to i, defined on PЈ s ‫ޑ‬ l for some l, and the subspace P of ‫ޑ‬ l defined by certain relations on the coefficients. We want to look at the values of Q on the set of points of P where all of the coefficients are nonnegative, so we must understand this set. Let z g PЈ; then the relations can be written in the form Az s 0, q Ä where A is an integer matrix. We wish to understand the set P s z g PЈ:
Using linear programming techniques, we can find a finite set of vectors ,¨, . . . ,¨in P q so that
We summarize how this works.
To simplify things a bit, we fix i g I and consider only the subspace P This makes no difference to the resulting calculations. We order the Ž .
. With this ordering, the ma-
where an entry which doesn't appear is taken to be zero. We see that A is < Ž .< 3, 5, 2, 4, 1, 3, 5, 2, 4 . Note that here Z i s 3 for all i, so we only need the case k s 3. Using the ordering of vectors given above, the 25 = 25-matrix Ž . of the quadratic form QЈ was calculated with Maple , and found to be
from the definition of the quadratic form that if we used any orientation of the Dynkin diagram, the value of the quadratic form on such a z would be the same. Thus for any orientation of D the corresponding quadratic form is not weakly positive. We can represent any such z g P q in pictorial form in the following manner.
< < Draw a graph containing I rows of vertices, such that for each i g I Ž . the ith row contains one vertex corresponding to each element of Z i . Ž . Ž Such a representation makes it easy to calculate Q z for our fixed . w x orientation . Pairs r, s in 1, m should be thought of as intervals; contribu-Ž . tions to Q z come from certain types of intersections of these intervals Žthanks are due to Dr. von Hohne for the idea of thinking in terms of . intervals . For example, to calculate the contribution to Q from the first of the four terms in the definition, we should calculate for each i the product Žw x w x. of the labels on edges corresponding to pairs of intervals p, q , r, s appearing in the ith row of the pictorial representation which intersect in such a way that we have r F p -s F q. This includes identical pairs of Ž . intervals which don't appear in any of the other terms . Then we should add up the results coming from each i g I. The values of the other three terms can be calculated in a similar manner. In this example the picture is as in Fig. 1 . Ž Note the diagram indicates there is an edge from 4 to 14. We won't w x draw any z's where there are edges corresponding to intervals p, q and w x . r, s with q s r. Now we calculate the value of the first term of Q. We get 6 = 1 2 q 2 2 s 10 from the identical pairs of intervals. The interval w x w x Ž . 4, 9 intersects the interval 4, 14 in the correct way , and the interval w x w x 5, 10 intersects the interval 5, 15 . Thus we get a total of 10 q 2 s 12 for the first term. The contribution from the second term is 0ᎏno pairs of intervals corresponding to a fixed i intersect in the correct way. Since there are no loops in the Dynkin diagram, the third and fourth terms of Q can be written as
We thus get a contribution to this for every pair of intervals in adjacent rows which intersect such that neither completely contains the other. Ž Ž . . Note that we cannot have s s p as the sets Z i are disjoint. In our example we have a contribution of y1 from each of 12 intersections, a Ž . total of y12. Thus we have Q z s 12 y 12 s 0.
So, Q is not weakly positive on P, but the question remains as to whether it is weakly nonnegative on P. We need a criterion for checking that a quadratic form is weakly nonnegative, so we can check if this Ž . condition holds for QЈ and thus for Q on P . We use the following:
. Suppose f is a quadratic form and M s M t is the matrix of f. Then f is weakly nonnegati¨e if and only if for e¨ery principal submatrix
Ž .
D of M with det D -0 there is a cofactor of the last column of D which is negati¨e.
Proof. This is due to E. Keller and cited without proof as Theorem 4.2 w x w x in 3 ; see 15, 4.7 for a proof. Note that copositivity as referred to in these papers is the same as weak nonnegativity.
Ž
. Let M be the matrix of QЈ; the rank of M is 18 using Maple . Therefore we need only check principal submatrices of order F 18. Also 
Ž .
Therefore, since the first vector lies in the kernel, any principal subma-Ä 4 Ä 4 trix corresponding to a subset of 1, 2, . . . , 25 which contains 1, 2, 3, 4, 5 will have determinant zero, and needn't be checked, and similarly with the other vectors. A computer program in the C programming language was written to test the condition in the theorem for QЈ, using the short cuts described here. The algorithm used cycled through all subsets of Ä 4 1, 2, . . . , 25 of size F 18 and checked the corresponding submatrix if the subset didn't contain one of the subsets corresponding to the kernel vectors above. Determinants were calculated using row reduction. In the end QЈ was found to be weakly nonnegative. We conclude: i s 1, 2, 1, 3, 2, 1, 4, 3, 2, 1 , 5, 4, 3, 2, 1 which corresponds to a reduced expression for the longest word in the Weyl group. Define z g P q using the picture in Fig. 2 and all other coordinates are set to zero. Then a calculation as before Ž . Ž shows Q z s 0, so Q is at best weakly nonnegative on P. Note that as above the fact that always z r s s z sr ensures this result is independent of i i . orientation. However, to check if Q is weakly nonnegative or not on P using Theorem 5.3 as before would take too long because of the size of the matrix of the quadratic form involved. 
COUNTER-EXAMPLES
We now demonstrate that there are cases where Q is not even weakly nonnegative on P. We set g to be of type A and take our usual 6 orientation of the Dynkin diagram. We consider the sequence i s Ž . 1, 2, 1, 3, 2, 1, 4, 3, 2, 1, 5, 4, 3, 2, 1, 6, 5, 4, 3, 2, 1 , which corresponds to a reduced expression for the longest element in the Weyl group. We look at the corresponding quadratic form Q, and define z using the picture in Fig. 3 for any orientation of D the corresponding quadratic form is not weakly nonnegative. The above examples can clearly be generalized, with the help of the pictures. For example, suppose U is the quantum group of type A and n Ž . Ž i s i,i, . . . , i is a sequence for example, corresponding to a reduced 1 2 m . expression for the longest word in the Weyl group , such that the corre-Ž . sponding graph of the Z i 's admits such a construction as in the example Ž . above. Then the corresponding quadratic form for any orientation of D Q will not be weakly nonnegative on the subspace P given by the relations Ž . Ž Ž . . 2 and condition 2 in Theorem 3.1 will fail . This includes, for example, Ž . in type A , n G 6, the sequence i s 1, 2, 1, 3, 2, 1, . . . , r, r y 1, . . . , 2, 1 n Žwhich corresponds to a reduced expression for the longest word in the . Weyl group . In this case the picture is a triangle with r points in the first row, r y 1 in the second, and so on.
This also includes, in type A , n G 6, the reduced expression for the n longest word which is obtained in the following way. Let O be the Ž . sequence 1, 3, 5, . . . , o , where o is the largest odd number smaller than or Ž . equal to n, and let E be the sequence 2, 4, 6, . . . , e , where e is the largest even number smaller than or equal to n. Let OE be the concatenation of 1 the two. If n is even, let i be the sequence obtained by writing OE n 2 times followed by O, and if n is odd let i be the sequence obtained by 1 Ž . writing OE n q 1 times. Then i corresponds to a reduced expression for 2 the longest word in the Weyl group. Using the above construction, the corresponding quadratic form is not weakly nonnegative for any orientation of D. Thus we see that in higher cases, things do not work out nicely Ž . although it may turn out that the corresponding monomials are still tight .
CYCLES AND SPANNING VECTORS
Ž . In this section we give a general description for type A of a set of n vectors whose nonnegative rational linear span is P q ; existence is guarani teed by Lemma 5.1. Such a description should be helpful in further understanding the quadratic form Q and its application in the theory of Lusztig, as well as being interesting in its own right.
Recall that
where P X is the subspace of PЈ spanned by those z r s for which j s i, and . which is a k by k k y 1 matrix, and we must look at the k = k submatrices of B with non-zero determinant. We first need the following: contain S or SЈ, so each such determinant is zero. We conclude that Ž . det M s 0, a contradiction.
We would thus like to calculate the sets of up to k columns of A whose i sum is zero, such that no non-empty proper subset has zero sum. Note that there is a correspondence between the positive columns of A and the i Ä 4 intervals contained in 1, . . . , k y 1 , given by taking a column to the subset consisting of the numbers of the rows where 1's appear in the column. There is a similar correspondence for the negative columns. In the sequel, the identity permutation is considered not to be a cycle. The sets of columns we are interested in can be described in the following manner: , i y 1 , for i g 1, 2 , . . . , k with i -i. Then E j F is a set of at most k columns whose sum is zero, such that no proper subset has zero sum, and in fact e¨ery such set of columns arises in this way.
Proof. Let S be a set of columns from the matrix with zero sum such that no proper subset has zero sum. Let E be the set of positive columns in S and F y and the set of negative columns in S. Let F be the set of positive columns corresponding to the negative columns in F y . We will Ž . identify positive columns by their corresponding intervals of 1's , and talk about sums of intervals to mean sums of the corresponding positive columns. The fact that no proper subset of S has zero sum is equivalent to:
Ž . ) we can find no pair of non-empty subsets E : E and F : F 1 1 such that the sum of the intervals in E is equal to the sum of the intervals 1 in F , unless E s E and F s F. Proof. This lemma is the major step in proving the proposition. We will construct a ''loop'' in S. First, we define a directed graph, G, with vertices V given byċ
In the notation for vertices, E and F are treated merely as two distinct symbols. The edges are defined as follows: for all i, j, k g 1, 2 , . . . , k y 1 such that the two vertices exist.
It will turn out that this graph is merely a single cycle on its vertices. Ž . Suppose first that G contains no directed cycles. The first claim is that if Žw x . Ž . i, j , P where P s E or F is a vertex of the graph, there must be at Žw x . least one vertex connected to it, with the arrow going from i, j , P to the new vertex. Suppose no such new vertex exists and, firstly, that P s E.
Ž . Ž . Then by a and c there is Ž . w x i no interval j q 1, k in E, and Ž . w x ii no interval in F of the form k, j .
Ž
. We conclude that the j q 1 st entry in the sum of the columns in E is less than the jth entry by at least 1. This is because any interval in E Ž . containing j q 1 must also contain j, by i . We now consider what is happening in F at this point. It must be true that at least one interval finishes also at j, since the entries in the sum of the columns in F are the same as the entries in the sum of the columns in E. This is a contradiction, Ž . w x by ii . The argument is entirely similar if i, j is an interval in F. Thus we Žw x . have an arrow leading from i, j , P to another vertex. Žw x . Ž w x . Žw x . But now we can start at i, j , P , find an edge i, j , P ª i , j , P , 1 1 1 and repeat the process. But as we have assumed that G contains no cycles, we never repeat a vertex in this chain, a contradiction as S is finite. We conclude G contains at least one cycle. Let VЈ : V be the set of vertices in a minimal cycle in G, and GЈ the corresponding full subgraph. By minimality the graph GЈ must merely be a cycle on its vertices; there Ä Ž . can be no arrows other than those in the cycle. Let
We now show that the lemma is true for the pair EЈ, FЈ. Suppose that w x w x Ž . i , jand i, jЈ both occurred in EЈ with j, jЈ distinct . Then since GЈ is Žw x . Ž w x . just a cycle, there must be a unique a, b , P in V Ј such that a, b , P ª Žw x . i, j , E . But if P s E, then by definition of edges, b s i y 1 and Žw x . Žw x . a, b , E ª i, jЈ , E is also an edge, a contradiction to the structure of GЈ. Similarly, if P s F, then by the definition of edges, a s i, and we also Žw x . Žw x . have the edge a, b , F ª i, jЈ , E , a contradiction to the structure of GЈ. w x w x Ž . Suppose next that i, j and iЈ, j both occurred in EЈ j and jЈ distinct .
PsF, then b s j and iЈ, j , E ª a, b , F is also an edge. In both cases we get a contradiction to the structure of GЈ.
The arguments for the corresponding cases in FЈ are very similar. Next w x w x suppose that i, j is an interval in EЈ and j q 1, k is an interval in FЈ.
PsE we must have j q 1 s a and thus i, j , E ª a, b , E is an edge. Žw x . Žw x . If P s F we must have b s j and thus i, j , E ª a, b , F is an edge. In both cases we get a contradiction to the structure of GЈ. w x w x Finally, suppose that i, j is an interval in FЈ and j q 1, k is an
i, j , F is an edge. If P s F then we have a s j q 1 and thus Žw x . Žw x . a, b , F ª i, j , F is an edge. In both cases we get a contradiction to the structure of GЈ.
Next, the sum of the intervals in EЈ is equal to the sum of the intervals Žw x . Žw x . in FЈ. To see this, consider an edge i, j , E ª j q 1, k , E in GЈ. We Žw x . Ž Žw x . can replace this by a vertex i, k , E i.e., replace the vertices i, j , E Žw x . Žw x . Ž w x . and j q 1, k , E by i, j , E and replace the edge coming into i, j , E Žw x . with one going into i, k , E from the same vertex and similarly replace Žw x . Ž w x . the edge going out of j q 1, k , E with an edge going out of i, k , E and ending at the same vertex. We do this for each edge which is between Ž . two vertices of the form c, E . We do exactly the same thing with edges in Ž . GЈ between vertices both of the form c, F . Overall, we have just redrawn the graph with the same rules and the new reduced set of vertices. We are Ž . ) , we conclude that EЈ s E and FЈ s F. We have thus proved the lemma, since we know it already holds for EЈ and FЈ.
We now finish the proof of the proposition. We construct a permutation w x Ž . Ž . in S as follows. If i, j is an interval in E s EЈ , we define i to be k w x Ž . Ž . jq1. If i, j is an interval in F s FЈ , we define j q 1 to be i. For Ž . other i we define i s i. The lemma is exactly what is needed to ensure Ž is a well defined permutation. The proof of the lemma the structure . of the graph GЈ s G shows that in fact is a cycle. It is clear by construction that E and F arise from in the same way as in the statement of the proposition.
We next show that if is any cycle in S and E and F are the k corresponding sets of intervals as defined in the statement of the proposi-tion, then the sum of the intervals in E is equal to the sum of the intervals Ä 4 in F. Let l be the order of g S . Fix j g 1, 2 , . . . , k y 1 . We must k check that i: i F j F i y 1 s i: i F j F i y 1 . 5
Ž . Ž . Ž .
The left hand side is the jth entry in the column sum from E, and the right hand side is the jth entry in the column sum from F. Firstly note that
Ž . is drawn on the graph. Since j q is never an integer, the left hand side in 2 Ž . 5 is the number of passes up through this line the graph makes, and the Ž right hand side is the number of down passes. Note that the graph has no 1 . turning points on the line y s j q . It is clear that these two numbers 2 Ž . are equal. For example, take the case s 13524 , j s 2, and k s 5. The graph of is as in Fig. 4 . 1 We see that the graph of passes up through the line y s 2 exactly 2 twice, and down also exactly twice.
Thus, given a cycle in S we have two sets of intervals with the same k sum, E and F. From the construction of E and F, it is clear that the graph Ž . in the lemma for this pair must already be a cycle since is a cycle . 
Ž .
Suppose we had / EЈ : E and / FЈ : F satisfying ) such that the sum of the intervals in E was the same as the sum of the intervals in F. Then we could apply the lemma, and from its proof conclude that the Ž . corresponding graph for EЈ and FЈ was a cycle. But the graph for E and F is already a cycle, so we must have E s EЈ and F s FЈ.
So, given a cycle in S we have a pair E and F with equal sums
