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Abstract

Over the past few years, deep learning (DL) has been shown to significantly improve the state-of-the-art in a wide variety of machine learning applications. It is a
rich family of methods consisting of artificial neural networks (ANNs), optimization algorithms, and various unsupervised and supervised learning algorithms.
With the remarkable advancement of GPU-based computational frameworks and
the explosive availability of data, deep structured architectures with multiplelayer processing have recently made a strong renaissance. They can overcome the
limitations of conventional shallow networks in working with the raw forms of
natural multi-dimensional data.
Gabor filtering has attracted considerable research interest for neural networks and visual recognition due to its biological evidence. It has been shown to
analyze the oriented-frequency information occurring in an image region. Gabor
filters are therefore particularly useful for texture representation and discrimination. However, the main limitation of the existing Gabor-based methods is that
they utilize only manually-designed Gabor parameters for feature extraction.
Finding appropriate Gabor parameters for a certain problem is time-consuming
and requires significant domain expertise. Furthermore, most Gabor networks are
based on the traditional convolutional neural networks (CNNs) or the modulation
technique with standard convolutional kernels. They are not full deep networks
constructed from only Gabor filters with an end-to-end training algorithm.

iv

This thesis investigates existing deep learning methods and proposes new
Gabor neural networks using different sensing modalities. As representation
learning methods, the proposed approaches retain the benefits of layer-by-layer
processing to automatically learn the features from raw data. For feature extraction, we introduce two new layers: point-estimate Gabor layer and Bayesian Gabor
layer. The novelty of our methods is the kernel representation using Gabor parameters instead of randomly-initialized convolutional kernels. We demonstrate that
embedding the Gabor filtering within hierarchical layers is an efficient method to
improve the computational performance and the generalization capability of the
networks. Training a deep network with the proposed Gabor layers requires fewer
samples than training a conventional CNN with a massive number of weights to
be optimized.
From the proposed Gabor layers, we develop three new Deep Gabor Networks
for three practical machine learning problems: (i) human motion classification using radar signals; (ii) underwater mine detection using side-scan sonar imagery;
and (iii) pedestrian lane segmentation using colour images. The extensive experimental results on the real datasets show improvements of the proposed Deep
Gabor Networks compared to the existing state-of-the-art techniques. Our Gaborbased approach achieves competitive performance while having a significantly
smaller model size and shorter prediction time. Furthermore, due to the nature of
Bayesian inference, the proposed method also provides two full-resolution maps
of aleatoric uncertainty and epistemic uncertainty as well-calibrated confidence
measures. The results also indicate that our uncertainty maps are less noisy and
more meaningful than those of the existing Bayesian methods.
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Research motivation and objectives

Deep learning (DL) is a major area of machine learning that uses a multi-layer stack
of simple modules for representation learning [9]. Recently, DL methods have
been applied in a variety of domains with great success. They have achieved
the state-of-the-art results, and even exceed human-level performance in several
domains, such as image classification [2, 10, 11] and speech recognition [12, 13].
DL is a key component for most of recent breakthroughs in artificial intelligence.
Without DL, we would not have voice-enabled virtual assistants (e.g., Siri and
Cortana), chatbots, recommendation systems, or self-driving vehicles.
Although DL has become a method of choice in recent years due to its ability in
learning high-level features from raw data, several research gaps still remain to be
addressed. First, a deep neural network commonly requires a very large amount
of training data and consumes intensive computational resources. This is mainly
1
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because the network has a huge number of trainable weights to be adjusted by a
learning algorithm. Increasing the model complexity may also cause overfitting if
labeled data are not sufficient due to the cost and time of data acquisition. Second,
a point-estimate deep network does not produce a confidence measurement for
its prediction. The predictive probabilities obtained by a softmax layer at the end
of the network are often erroneously interpreted as model confidence [14, 15].
The network can be uncertain in its predictions even with high softmax outputs,
because the softmax layer uses point estimation without taking into account model
uncertainty. It can result in extrapolations with unjustified high confidence for
test points far from the training data.
Gabor filtering has attracted considerable research interest due to its biological
motivations. It is widely accepted that the Gabor-like spatial functions are closely
related to the mammalian vision systems, particularly in the perception of texture
[16, 17]. Several psychophysical experiments suggested that the simple-cell receptive fields in the primary visual cortex of humans can be approximated as a bank
of Gabor filters with selective orientation, spatial frequency, phase and bandwidth
[18, 19]. Interestingly, such orientation-sensitive functions may also be learned
by many machine learning algorithms, such as spike-and-slab sparse coding [20]
and convolutional neural networks (CNNs) [21] when applied to natural images.
As a linear filter for edge and texture analysis, a Gabor filter responds strongly
to patterns matching the orientation of sinusoidal strips, and suppresses those
perpendicular to the orientation. Gabor filtering enhances not only the scale and
orientation decomposition of images but also the invariant properties of extracted
features [22].
Recent advances of sensing modalities (e.g., radars, sonars, and hyperspectral
cameras) have greatly improved both the quality and feasibility of data acquisition
in many applications. Such emerging sensing modalities endow autonomous
machines with the abilities to see, hear, and perceive the real world as humans.
The term modality in this context refers to the type of stimulus (e.g., visible light,
2
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infrared light, sound, and temperature) used by sensors [23, 24]. There are two
types of sensors: active sensor and passive sensor. Passive sensors, such as
cameras and their variations, receive and measure energy naturally emitted by a
source. By contrast, active sensors, such as lidars and sonars, illuminate targets
and measure the backscattered energy.
The overall objective of this research project is to develop new deep Gabor
neural networks for three real-world applications using different sensing modalities (radar, sonar, and optical camera). Note that the three applications presented
in this project including classification, object detection, and semantic segmentation are the main tasks in computer vision research. Our Gabor-based approaches
address the aforementioned research gaps in the existing DL methods by proposing fast and compact deep models with a small number of trainable weights. The
novelty of this project is the kernel representation using Gabor parameters instead
of randomly-initialized convolutional kernels. Due to the nature of the Bayesian
inference, our approaches also provide well-calibrated uncertainty maps for the
user safety. The aims of this research project can be highlighted as follows:
• Provide a review of DL models and their applications for image classification, object detection, and semantic image segmentation.
• Develop a deep Gabor network for human motion classification using microDoppler radars.
• Develop a deep Gabor network for mine-like object detection using sonars.
• Develop a deep Bayesian Gabor network for pedestrian lane segmentation
in assistive navigation using optical cameras.

1.2

Thesis organization

This thesis is structured with six chapters:
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• Chapter 1 outlines the project motivations and objectives. This chapter also
highlights the research contributions and the related publications.
• Chapter 2 provides a brief overview of deep learning with an emphasis
on convolutional neural networks as the core DL methods widely used
for computer vision tasks. This chapter also reviews several major CNN
architectures and their main contributions.
• Chapter 3 presents a new Deep Gabor Network for human motion classification using micro-Doppler radars. The proposed method is constructed
from new Gabor layers that enable us to design compact neural networks
with fewer trainable weights than convolutional counterparts. This chapter also includes a literature review of radar signal theory and the existing
classification methods using micro-Doppler signals.
• Chapter 4 presents a new Deep Gabor Network for automatic detection of
mine-like objects in sonar imagery. The proposed Gabor-based detectors
is designed as a feature pyramid network to cope with various mine-like
object shapes and a limited number of training sonar images. This chapter
also provides a literature review of side-scan sonar imagery and the stateof-the-art detection methods.
• Chapter 5 presents a new Deep Bayesian Gabor Network with uncertainty
estimation for pedestrian lane segmentation in assistive navigation. In the
proposed method, each Gabor parameter is no longer a point estimate, but
modelled as a Gaussian distribution with a learnable mean and a learnable
variance using the variational Bayesian inference. This chapter also reviews
deep learning methods for semantic image segmentation.
• Chapter 6 summarizes the research findings and discusses future work.

4

1.3. Research contributions

1.3

Research contributions

The main contributions of this thesis are highlighted as follows:
• A review of deep learning is provided. Theoretical background and major
architectures of CNNs are also discussed. The state-of-the-art deep learning
methods for various sensing modalities are provided with the following
key components: i) classification task using micro-Doppler radars; ii) object
detection task using side-scan sonars; and iii) semantic segmentation task
using optical cameras.
• A novel point-estimate Gabor layer is introduced as a new generic feature
extractor for the design of deep neural architectures with a limited number
of learnable weights. In our approach, each filter channel is only represented by five Gabor parameters that are treated as learnable weights. The
experimental results validates that our proposed Gabor layer is an effective
way to control overfitting and improve computational efficiency. Unlike the
standard convolutional layers, our Gabor-based method enables sufficiently
large receptive fields to be designed without a rapid growth in the number
of learnable weights.
• A novel Bayesian Gabor layer is introduced for the design of uncertainty
models with fewer learnable parameters than the CNN-based methods.
Unlike the point-estimate Gabor layer, the proposed uncertainty estimation
approach parameterizes the neural network with probability distributions of
Gabor parameters using the variational Bayesian inference. Each filter channel
is represented with ten learnable parameters (i.e., means and variances of
the five Gabor parameters) regardless of the kernel size.
• From the proposed Gabor layers, we introduce three new deep neural networks for three different real-world applications: 1) Deep Gabor Network
for human motion classification (DGN-C); 2) Deep Gabor Network for mine5
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like object detection (DGN-D); and 3) Deep Bayesian Gabor Network for
pedestrian lane segmentation (DGN-B).

1.4

Publications

Following is the list of publications arising from this research project:
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Recognition (ICPR), 2018, pp. 3347-3352.
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Introduction to deep learning

Recent years have witnessed a high demand of using deep learning (DL) for
numerous computing applications, such as computer vision, natural language
8
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processing, sentiment analysis, and text mining. The DL-based methods have
been shown to solve the problems that have been challenges in the artificial
intelligence communities for years. They have achieved the state-of-the-art results, and even exceed human performance in several domains. For example, in
the Image Challenge 2015, Microsoft introduced a convolutional neural network
(CNN) called ResNet [25]. This deep model achieves an error rate of 3.5% that
is better than human performance in image classification. In 2017, researchers
at Queen Mary University London developed a multi-scale multi-channel CNN,
called Sketch-a-Net, for freehand sketch recognition [26]. It produced an accuracy
of 74.9% on the TU-Berlin sketch dataset, while the human participants correctly
recognized only 73.1% of the sketches.
Deep learning is a set of representation learning algorithms that allow a machine
to automatically learn the informative representations from raw data. The term
deep in this context refers to the deep structured architectures with multiple layers
for representing hierarchical abstractions of data [9, 27, 28]. Most traditional
ML methods requires a handcrafted feature extractor to transform raw data (e.g.,
image, voice, and text) into a feature vector that can be processed further by a
learning subsystem, notably a classifier. Finding an appropriate feature extractor
for a certain problem involves extensive engineering, and it is considered as a
domain expertise. Hence, conventional learning methods are limited in its ability
to cope with natural multi-dimensional data. By contrast, DL methods allow a
machine to be fed with raw data. Their feature extractors can be trainable to
discover salient features with multiple levels of representation (see Fig. 2.1). For
example, a deep convolutional neural network, which is a typical DL method,
performs both feature extraction and classification within the same architecture.
Cascaded features of various complexity are extracted in the early layers and then
mapped to the output in the last layers.
Despite its aforementioned advantages, DL was almost forsaken by the main-
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Data
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features

Data
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(b) Deep learning
Figure 2.1: Comparison between traditional machine learning flow and deep learning
flow. Shaded boxes indicate learnable components.

stream of ML communities until 2012. A natural question is what have contributed
to the huge boost of DL in recent years. The first factor is the explosive growth and
availability of large datasets with high quality labels. Unlike the traditional ML
methods, DL algorithms commonly require a massive amount of training data
due to their huge number of trainable weights that need to be tuned by a learning
algorithm. Recently, various accessible large-scale datasets have been provided to
train deep networks for computer vision tasks, such as ImageNet [29] with over 14
million labelled images and YouTube-8M [30] with over 8 million videos. These
high-quality labelled datasets have considerable significance for designing DL algorithms over the years. The second factor is the advances in parallel computing,
which significantly accelerate training process using GPU-based computation.
Since GPUs are well-suited for intensive vector multiplications involved in the
deep architectures, they can reduce running time from weeks to days. GPUs enable researchers to overcome the bottleneck of DL that is the computational cost
due to the repetitive calculation of gradients with respect to millions of parameters. The third factor is the emergence of better optimization algorithms (e.g.,
AdaGrad [31], Adam [32], and NAdam [33]) and regularization techniques (e.g.,
dropout [34], batch normalization [35], and transfer learning [36]). They allow
deep networks to learn faster and achieve better performance with near-optimal
solutions. The state-of-the-art regularization techniques are highly effective to
prevent overfitting that may be caused by an over-complex DL model.
10
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This chapter provides a brief overview of DL with an emphasis on convolutional neural networks (CNNs) as the core DL methods widely used in computer
vision. We also present several major CNN architectures, from the early model
VGG to the recent modern model HRNet. Understanding the main features of
these state-of-the-art CNNs is the key to develop new architectures or select a
suitable model for our tasks.
The remainder of this chapter is organized as follows. Section 2.2 presents the
major milestones in the development of DL. Section 2.3 provides a brief overview
of convolutional neural networks (CNNs), the core DL methods in computer
vision research. Section 2.4 presents several well-known CNNs with their key
contributions. Finally, Section 2.5 summarizes this chapter.

2.2

Historical milestones of deep learning

The initial move towards artificial neural networks (ANNs) started in 1943, when
McCulloch-Pitts (MCP) model [37] was introduced using electrical circuits to
mimic biological neurons in human brain. Although an MCP does not have
ability to learn from data, it can represent a few boolean functions and provide an
abstract formulation of artificial neurons. In 1949, Rosenblatt, motivated by the
activity of fly eyes, proposed the first learning electronic device, called perceptron
[38]. A single-layer perceptron encodes weights in potentiometers and updates
them using electric motors during learning process.
In 1960, Widrow and Hoff proposed the Delta learning rule [39] for updating
the weights of perceptrons, a predecessor of the gradient descent algorithm. In
1968, Ivakhnenko introduced a computer-based mathematical modelling called
Group Method of Data Handling (GMDH) [40], also knowns as polynomial neural
networks. Because this model consists of 8 cascaded layers with flexible number
of neurons in each layer, it can be considered as the first DL method of the feedforward multilayer perceptron type.
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In 1974, Werbos described an method using the chain rule for training ANNs
[41], a predecessor of backpropagation (BP) algorithm. In 1980, Fukusima made
a major milestone in DL research by proposing a hierarchical multilayer ANN,
called neocognitron [42], which is widely accepted as the inspiration of the modern
CNNs. A neocognitron consists of multiple S-cell layers and C-cell layers. The
S-cells serve as local feature extractors to capture simple patterns, which are then
subsampled and input to the succeeding C-cells to detect more complex patterns.
The idea of using such hierarchical layers bears strong relation to convolutional
layers and pooling layers commonly seen in the modern CNNs.

Figure 2.2: Network architecture of LeNet-5, the first CNN for hand-written digit recognition. Figure courtesy of [1].

In 1986, the term deep learning was first introduced by Dechter [43]. It was
used to describe the deep second-order learning with multiple-level representations from the first-order learning (i.e., shallow learning). In the same year,
Rumelhart et al. made a major step with the BP algorithm for general neural network learning tasks. It is the essence of computing the optimal weights of ANNs
and becomes a standard method for training deep models nowadays. In 1989, LeCun et al. first applied convolutional computations and the BP algorithm to build
an ANN for handwritten zip code recognition [44]. This work also introduced
many key terminologies widely used in DL, such as feature maps and weight
sharing.
In 1997, Hochreiter and Schmidhuber proposed the first supervised model
using recurrent network architecture, called Long Short-Term Memory (LSTM)
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[45]. Unlike the standard feed-forward ANNs, a LSTM has feedback connections
and prevents the vanishing gradient problem during backpropagation by allowing the information to flow along network. In 1998, LeCun et al. introduced the
first CNN, called LeNet-5 [1], based on the prototype proposed in 1989. This deep
network has two consecutive feature extraction blocks, where each block consists
of a convolutional layer and a subsampling layer (see Fig. 2.2). A fully-connected
layer with Euclidean radial basis function (RBF) activation is added at the top
of the network for classification tasks. Despite its simple architecture and costly
computations, the appearance of LeNet-5 was a significant milestone that led to
a new era of DL.
Because learning with more hidden layers and larger datasets was infeasible,
the heat for neural network research was over until the major resurgence in
2006. In this year, Hinton et al. first showed that a deep network stacked from
several shallow unsupervised networks can be efficiently trained using the greedy
layer-wise training strategy. This graphical model consists of multiple layers of
Restricted Boltzmann Machines, and it is called Deep Belief Network (DBN) [46].
In 2012, Krizhevsky et al. made a substantial breakthrough in computer vision
by proposing a CNN, called AlexNet [2], which won the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) for a wide margin. The major advances of
AlexNet include GPU-based training, rectifier linear units (ReLU), local response
normalization layers, dropout layers, and data augmentation. These standard
techniques have considerable significance for designing CNNs over the years,
and AlexNet is widely accepted as the start of the age of CNNs for computer
vision tasks.
The success of AlexNet have driven renewed interest in DL with various
derivative network architectures proposed in the following years. In 2014, the Visual Geometry Group Network (a.k.a., VGG) [47] and GoogLeNet (a.k.a., Inceptionv1) [11] were developed and submitted to the ILSVRC. These two well-known
CNNs showed an significant improvement with the top-5 errors of 7.3% and 6.7%,
13
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Figure 2.3: Network architecture of AlexNet, the first CNN won the ILSVRC in 2012.
Figure courtesy of [2].

respectively. GoogLeNet introduced a novel Inception module that allows convolutional computations to work in parallel branches. In 2015, the Microsoft Deep
Residual Network (a.k.a., ResNet) [25] was the winner of the ILSVRC. It uses an
ultra-deep learning architecture from 50 to 152 layers and achieved a significant
performance on the ImageNet dataset (3.57% top-5 error). That was the first time
a computer model beat human brains in image classification.
Since then, various well-known CNNs have been proposed, such as DenseNet
[48], ResNeXt [49], Xception [50], MobileNetV2 [51], EfficientNet [52], and HRNet
[53]. They have been recently employed as the essential pretrained backbones for
a wide range of computer vision tasks, such as object detection, semantic image
segmentation, and image recognition. DL is now a current boom in AI with
growing interest not only in the ML community but also in many inter-disciplinary
computing research areas (e.g., medical image analysis, autonomous vehicles,
traffic monitoring, and robotics). In March 2019, Geoffrey Hinton, Yann LeCun,
and Yoshua Bengio were recognized with the Turing Award for their contributions
to the conceptual and engineering breakthroughs in DL.

2.3

Convolutional neural networks

Convolutional neural network (CNN) is the most well-known DL method widely
used to process multi-dimensional data, notably 2D images. A basic deep CNN
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Table 2.1: Key milestones in the history of DL leading up to ResNet, the first computer
model surpassed human performance in image classification task.
Year

Milestone

Contribution

Contributors

1943

MCP model [37]

Abstract formulation of artificial neurons

McCulloch and Pitts

1949

Perceptron [38]

The first learning electronic device

Rosenblatt

1960

Delta learning rule [39]

Ancestor of gradient descent algorithm

Widrow and Hoff

1968

GMDH [40]

The first prototype of multilayer perceptron

Ivakhnenko

1974

Training ANNs [41]

Ancestor of BP algorithm

Werbos

1980

Neocognitron [42]

Ancestor of CNNs

Fukusima

1986

BP algorithm [54]

Standard method for training deep models

Rumelhart et al.

1989

Convolutional computations [44]

Prototype of CNNs

LeCun et al.

1997

LSTM [45]

ANNs with feedback connections

Hochreiter and Schmidhuber

1998

LeNet-5 [1]

The first CNN

LeCun et al.

2006

DBN [46]

Multiple layers of RBMs

Hinton et al.

2012

AlexNet [2]

Winner ILSVRC-2012

Krizhevsky et al.

2014

VGG [47]

Deeper CNNs

Simonyan and Zisserman

2014

GoogLeNet [11]

Winner ILSVRC-2014

Szegedy et al.

2015

ResNet [25]

Winner ILSVRC-2015

He et al

consists of multiple convolutional layers and pooling layers, followed by one or
more fully-connected layers. Convolution layers are used for feature extraction
while preserving the spatial relationship between the input pixels. Pooling layers
are used for scale analysis and dimensionality reduction. A fully-connected layer
is a traditional multi-layer perceptron with dense connections to the preceding
layer. CNNs have been shown to produce the state-of-the-art results not only
in computer vision tasks but also in other ML research tasks, such as speech
recognition [55, 56, 57] and text classification [58, 59, 60].
Deep CNNs have several major conceptual merits compared to the traditional
shallow ANNs. First, as the representation learning methods, CNNs provide
the layer-by-layer processing where high-level features emerge as the layers go
up from the bottom. The first few convolutional layers learn simple features
(e.g., edges, contours, and textures) whereas the deeper layers learn more abstract features from the non-linear combinations of the lower-level ones. CNNs
can therefore automatically learn hierarchical features of various complexity and
scales without using explicitly-handcrafted filters. The layer-by-layer processing is motivated by the biological mechanism of human visual cortex [42, 61].
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Second, CNNs preserve the local spatial correlation of input data. Unlike the
traditional ANNs that commonly ignore the spatial information by flattening the
data, CNNs apply convolutional computations to small patches of adjacent pixels.
They therefore take into account the meaningful relationships of feature locality
in an image. Third, CNNs share the weights for overlapped patches within a convolutional layer. This significantly reduces the number of trainable parameters
and improves the computational efficiency. Moreover, weight sharing can also
allow CNNs to be invariant to linear translations. Fourth, CNNs provide local
receptive field that are a small restricted region of the preceding layer (e.g., 3 × 3 or
5 × 5 pixels) contributing to the input of each neuron in the succeeding layer. Due
to the multiple-layer architecture, the receptive field of CNNs effectively becomes
larger as the layers go deeper. This allows CNNs to detect progressively from
local to global features in the input image. Note that, in traditional ANNs, the
receptive field is the entire region of the previous layer which is computationally
impractical for multi-dimensional data.

2.3.1

Convolutional layers

Convolutional layer is a critical component of CNNs, which contains a set of learnable filters. The weights of a 3-D convolutional filter are randomly initialized and
updated during training process by an optimizer. The number of filter channels
is typically the same as the number of input channels. Convolutional layer receives a 3-D input tensor (i.e., input feature maps) from the preceding layer, and
convolves it with each filter to produce new feature maps. These outputs are
then optionally added learnable biases and sent through a non-linear activation
function, such as sigmoid, ReLU, and LeakyReLU (see Fig. 2.4). The depth of the
output tensor (i.e., number of output feature maps) is determined by the number
of convolutional filters. Note that, although the computation is called convolution,
it is strictly speaking cross-correlation because it computes the dot product of the
weights and the input without flipping the filter [21]. Recently, several variants
16
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of convolutional layers have been developed for distinct demands, for example,
depth-wise separable convolutional layers [50], transposed convolutional layers
(a.k.a, deconvolutions) [62], and flattened convolutional layers [63].
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Figure 2.4: Illustration of convolutional computation between a three-channel input and a
single learnable filter. The stride is 2, the zero-padding is 1, the bias is 1, and the activation
function is ReLU. A typical convolutional layer consists of several such learnable filters
to produce multiple output feature maps.

Mathematically, let yli be the i-th feature map from the l-th layer, and wli, j be
the i-th 2-D filter plane of the j-th convolutional filter. The j-th output feature map
can be computed as
ylj

n
X
l
= f(
yl−1
i ∗ wi,j + b j ),

(2.1)

i=1

where ∗ denotes the 2-D convolution operator, and f represents a non-linear
activation function. Here, b j is a learnable scalar bias applied to the j-th kernel.
In a convolutional layer, there are three key spatial attributes that affect the
dimension of output feature maps:
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• Stride refers to the step size for sliding convolutional filters along input
feature maps vertically and horizontally. For example, a stride of 1 shifts
the filter 1 pixel at a time until it reaches the specified border of the input.
Note that, since larger strides produce less overlapping receptive fields, the
stride can be employed as a downsampling method to reduce the spatial
dimension of the input feature maps.
• Zero-padding refers to surrounding input tensor with zeros. It is commonly
used to prevent the shrinkage of spatial dimension caused by applying filters
larger than 1×1 pixel. The zero-padding therefore preserves the information
at the border of the input.
• Kernel size refers to the height and width of a 2-D filter plane (i.e., kernel).
It determines the local receptive field within a convolutional layer. CNNs
commonly use odd kernel sizes (e.g., 1, 3, 5, and 7) with padding to preserve
the spatial dimensionality. The larger sizes can be utilized in the early layers
to capture the global information, whereas the smaller ones are applied to
the successive layers to extract the local fine-grained information.
Let win × hin × din be the dimension of an input tensor, n be the number of
convolutional filters, k be the kernel size, p be the zero-padding, and s be the
stride. In a convolutional layer, the dimension of output tensor is computed as
wout = b(win − k + 2 p)/sc + 1, hout = b(hin − k + 2 p)/sc + 1, and dout = n. With the weight
sharing, the total number of learnable weights is given by (k × k × din + 1) × n.

2.3.2

Pooling layers

Pooling layers are commonly added after convolutional layers for dimensionality reduction (i.e., downsampling) by keeping the most salient features in the
activation maps. Although this may cause information loss, pooling layers are
beneficial for CNNs because they progressively reduce the computational complexity in upper layers and hence prevent overfitting. They are also employed
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to mitigate the sensitivity associated with distortions and translations in input
features (i.e., spatial invariance). Pooling layers scan the entire input tensor in
the same manner as convolutional layers. The outputs are computed based on
non-overlapping local regions, typically 2 × 2 pixels. However, since every feature
map is treated separately, pooling layers therefore do not affect the depth of input
tensor.
Max-pooling and average pooling layers are the most widely-used methods
for CNNs. A detailed theoretical analysis of the performance of these two pooling
types is provided in [64], where they are shown to achieve a fast convergence
and capture invariant features efficiently. There are also a number of pooling
variations recently developed in the literature, such as spatial pyramid pooling
[65, 66], global feature guided pooling [67], deformation constrained pooling [68],
and universal pooling [69].
Let win × hin × din be the dimension of an input tensor, k be the kernel size, and
s be the stride. In a pooling layer, the dimension of output tensor is computed as
wout = b(win − k)/sc + 1, hout = b(hin − k)/sc + 1, and dout = din . The zero-padding is
not often used for pooling layers.

2.3.3

Fully-connected layers

Fully-connected (FC) layers, also knowns as dense layers or linear layers, are
the conventional multi-layer perceptrons (MLPs) added to the top of CNNs for
classification tasks. A typical CNN consists of one or more FC layers. Since
FC layers only operate on 1-D vectors, the 3-D feature tensor (extracted by the
preceding convolutional units) needs to be flattened before feeding to FC layers.
In a FC layer, every neurons has dense connections to all activations of the input
vector, see Fig. 2.5. The output is first computed using a weighted sum as
a linear transformation, and then sent through a non-linear activation function
(e.g., ReLU, sigmoid, softmax, and softplus) to obtain a normalized vector. The
weights of FC layers can be trained together with the convolutional weights by
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an optimization algorithm in an end-to-end manner.

...

...

FC layer

Feature maps

...

Flattened vector

(a)

(b)

Figure 2.5: Illustration of a fully-connected layer with flattened vector from the preceding
convolutional layer (a), and a single neuron in the fully-connected layer (b).

Formally, let x be the input vector of size 1 × M, y be the output vector of
size 1 × N, and w be the weight matrix of size M × N. The output of a FC layer
is computed as y = f (wT .x + b), where f denotes a non-linear activation function
and b is the bias vector.

2.3.4

Skip connections

Skip connections (a.k.a, residual connections or shortcut connections), first introduced in [25], have been widely used in the modern CNNs. Note that, training
deeper neural networks are usually more difficult than shallower networks, because increasing the number of layers may lead to a higher training error rate.
This is known as accuracy saturation or degradation, that is not due to overfitting.
To overcome this problem, a deep network can use a residual learning framework
with skip connections to allow the gradient information from earlier layers to be
passed to the deeper layers. These connections simply apply identity mappings
to one or more layers in the network. They therefore do not increase the number
of learnable weights or the computational complexity. A convolutional block with
such connections is called as residual block that learns the residual function with
reference to the input.
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Figure 2.6: Comparison between a regular block with two convolutional layers and its
residual block counterpart. The activation is typically the ReLU function.

Formally, let x be input feature maps, and F (x) be the desired underlying
mapping to transform the features after several consecutive convolutional layers. A regular block learns the function F (x) directly from the weights of the
convolutional layers. Instead, a residual block learns the function F (x) − x, see
Fig. 2.6. Hence, it was named residual to refer to the difference between the desired
underlying mapping and the input.
Recently, several studies have provided a theoretical explanation of the effectiveness of skip connections [3, 70, 71]. The visualization of loss function
shows that skip connections significantly eliminate the local minima and produce
a smoother loss surface (see Fig. 2.7). The loss landscape has nearly convex
behaviours. By contrast, the model counterpart without skip connections has
a hill-slope loss surface, that may lead to a poor performance for the gradient
descent algorithm. Hence, skip connections can be used to prevent the explosion
of the non-convexity often occurring when networks go deeper.
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(a) Without skip connections

(b) With skip connections

Figure 2.7: Loss landscape of ResNet-56. Figure courtesy of [3].

2.4

Major CNN architectures

Since the breakthrough of AlexNet in 2012, there has been rapid development in
CNN architectures for visual recognition. This section reviews several major CNN
architectures, including VGG (Section 2.4.1), GoogLeNet (Section 2.4.2), ResNet
(Section 2.4.3), Xception (Section 2.4.4), and HRNet (Section 2.4.5). Understanding
the design philosophy of these state-of-the-art CNNs is important for developing
new architectures or selecting a suitable model for our tasks. Table 2.2 presents a
summary of the representative CNN architectures.

2.4.1

VGG

VGG [47] is a classic CNN proposed by Simonyan and Zisserman at Visual Geometry Group, University of Oxford, in 2014. Despite its simple feed-forward
architecture, VGG achieved huge success in many computer vision tasks. The
major contribution of VGG is to investigate the effects of network depth on the
classification accuracy. Instead of using large kernel sizes as AlexNet [2] and
ZefNet [72], VGG uses very small kernel size of 3 × 3 pixels for all convolutional
layers. Stacking several consecutive layers with a small kernel size produces the
same effective receptive field as the large-size filters (e.g., 7 × 7 or 11 × 11), but
the number of weights and computational cost are significantly reduced. This
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standard technique is the key for the later CNNs.
There are two variants of VGG proposed in [47]: VGG-16 and VGG-19. Both
use the same sequential network architecture, where the number of convolutional layers are 13 and 16, respectively. Spatial pooling is carried out by five
max-pooling layers with a window size of 2 × 2 pixels and a stride of 2. The
extracted features from the preceding convolutional units are feed into three FC
layers. The first two FC layers consist of 4096 neurons with the ReLU activation
function, whereas the last layer has 1000 neurons with the softmax activation for
the ILSVRC classification task. Unlike other CNNs, VGG-16 and VGG-19 remove
all normalization layers from the network architecture. In [47], the experimental
results showed that the local response normalisation (first used in AlexNet) often
leads to a significant memory consumption and not improve the classification
performance.
With the advances of the recent well-designed CNNs using the state-of-the-art
techniques (e.g., attention modules [73, 74], visual transformers [75, 76], and neural architecture search [77, 78]), VGG has received little attention from researchers
for years. However, in 2021, Ding et al. revisited this simple architecture and proposed a variant, called RepVGG [79], that outperforms many complicated CNNs.
RepVGG maintains two separate models: i) a multi-branch model (a VGG with
identity mappings) for training, and ii) a plain VGG model (without identity
mappings) converted from the trained multi-branch model for inference. It was
named RepVGG to imply the structural reparameterization technique used for
converting the model. Although the RepVGG uses a sequential architecture with
the basic layers, it achieves a top-1 accuracy of 80.52% on the ImageNet and shows
a favourable speed-accuracy trade-off compared to the state-of-the-art CNNs.

2.4.2

GoogLeNet

GoogleNet [11] (a.k.a, Inception-v1) was developed by the researchers at Google
in 2014. It was named GoogLeNet as an homage to Yann LeCun who introduced
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the first CNN, LeNet-5. The main finding of GoogLeNet is the efficient Inception
module performing multiple-scale convolutional transformations in parallel. An
Inception module consists of three convolutional branches with different filter
sizes (1 × 1, 3 × 3, and 5 × 5 pixels) and a max-pooling branch with a window size
of 3 × 3 pixels. The outputs obtained from the four branches are concatenated
to form feature maps for the next stage (see Fig. 2.8). To reduce the depth of
the feature tensors while preserving the spatial dimensions, a convolutional layer
with filter size of 1 × 1 (a.k.a., bottleneck layer) is applied to each branch. This aims
to prevent a rapid growth in the number of learnable weights and improve the
computational efficiency.
Concatenate

1x1 Conv2D

3x3 Conv2D

5x5 Conv2D

1x1 Conv2D

1x1 Conv2D

1x1 Conv2D

3x3 Maxpooling

Figure 2.8: Inception module with dimensionality reduction. Shaded yellow boxes indicate the bottleneck layers. Figure inspired by [11].

GoogLeNet has 22 layers including nine Inception modules and other essential
layers (dropout, pooling, and normalization). Instead of using several consecutive
FC layers, it utilizes a single global average pooling (GAP) layers before the
last FC layer as a regularization technique to significantly reduce the number of
learnable weights and avoid overfitting. The experimental results in [11] showed
that moving from FC layer to GAP layer produces an improvement of 0.6% in the
top-1 accuracy. Besides the last FC layer for the classification task, GoogLeNet
maintains two auxiliary FC layers attached to the intermediate layers. Their losses
contribute to the total loss of the network during the training time, and these two
layers are discarded during inference time. Unlike VGG [47], GoogLeNet remains
the local response normalization in the initial layers (i.e., stem) as AlexNet. It also
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applies a dropout layer with a probability of 70% to each FC layer. With the
advances of the Inception modules, GoogLeNet was the winner in the ILSVRC2014 with an top-5 error of 6.67%.
There are four well-known variants of GoogLeNet, including Inception-v2
[80], Inception-v3 [80], Inception-v4 [81], and Inception-ResNet [81]:
• For Inception-v2 [80], the 5 × 5 convolution in the Inception module is factorized into two consecutive 3 × 3 convolutions that produce the same effective
receptive field with cheaper computational cost. All 3 × 3 convolutions are
then further decomposed into combinations of 1 × n and n × 1 convolutions.
• For Inception-v3 [80], besides the above factorization techniques, the 7 × 7
convolution in the stem is replaced with three consecutive 3×3 convolutions.
The FC layer of the auxiliary classifier is also batch-normalized.
• For Inception-v4 [81], a multiple-branch stem was introduced to replace those
of the predecessors. The network is constructed from (i) three new Inception
modules (Inception-A, Inception-B and Inception-C) modified from the previous counterparts, and (ii) a Reduction module used to change the width
and height of the grid.
• For Inception-ResNet [81], the identity mappings from [25] are applied to
the three main modules in the Inception-v4. These custom modules are
called Inception-ResNet-A, Inception-ResNet-B, and Inception-ResNet-C.
Inception-ResNet also uses the same stem as the Inception-v4.
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Table 2.2: Representative CNN architectures for computer vision tasks. The top-1 accuracy refers to the performance of the models on the
ImageNet validation dataset.
Model
AlexNet [2]

Layers

# Weights

Top-1 accuracy (%)

Year

8

61,100,840

56.5

2012

Contributors

Main contributions

Krizhevsky et al. • First CNN won the ILSVRC
• Standard techniques: GPU-based training, ReLU, normalization,
dropout, and data augmentation
• Standard design style: Conv2D - Pooling - Norm

VGG-16 [47]

16

138,357,544

71.6

VGG-19 [47]

19

143,667,240

72.4

2014 Simonyan and
Zisserman

GoogleNet [11]

22

13,004,888

69.8

2015

Szegedy et al.

• Stacking of 3 × 3 Conv2Ds to enlarge the efficient receptive field
• Removing the local response normalisation
• Inception-v1 modules
• Using 1 × 1 Conv2D as the bottleneck layer
• Auxiliary FC layers for computing the intermediate loss
• Replacing FC layes with GAP layers

Inception-v3 [80]

48

27,161,264

77.3

2016

Szegedy et al.

• Factorization technique for obtaining the same receptive field
with cheaper computational cost
• Inception-v3 modules

18

11,689,512

69.8

ResNet-34 [25]

34

21,797,672

73.3

ResNet-50 [25]

50

25,557,032

76.1

ResNet-101 [25]

101

44,549,160

77.4

2016

He et al.

• Residual blocks with identity mappings
• Using batch-normalization
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ResNet-152 [25]

152

60,192,808

78.3

Inception-ResNet-v2 [81]

164

55,873,736

80.3

2017

Szegedy et al.

Inception-ResNet modules (using the identity mappings)

ResNeXt-101-32x8d [49]

101

88,791,336

79.3

2017

Xie et al.

Residual blocks with cardinality

Xception [50]

36

22,910,480

79.0

2017

Chollet

Depth-wise separable convolution

EfficientNet-B7 [52]

18

66,658,687

84.3

2019

Tan and Le

Effective compound scaling

HRNet-v1-W48 [53]

118

77,500,214

83.6

2020

Wang et al.

High-resolution representation

RepVGG-D2se [79]

48

110,960,312

83.5

2021

Ding et al.

Using the structural reparameterization technique to convert the
plain VGG model (for inference) from the trained multi-branch
model
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ResNet-18 [25]
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2.4.3

ResNet

ResNet [25] was proposed by the researchers at Microsoft in 2015. The model
was named ResNet to imply its main finding, the Residual block with identity
mapping. Such blocks allow the information to flow from the initial layers to the
last layers, hence they are useful to prevent the problem of vanishing gradient
often occurring in very deep networks. In [25], the authors introduced five
variants of ResNet: ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet152. Their names refer to the number of convolutional layers used in the models.
ResNet-18 and ResNet-34 use the standard Residual blocks, where the identity
mappings are applied to every two consecutive 3 × 3 convolutions. The deeper
ResNets (ResNet-50, ResNet-101, and ResNet-152) use the bottleneck Residual
blocks, where the two 3 × 3 convolutions are replaced with two bottleneck layers
(i.e., 1 × 1 convolutions) and a 3 × 3 convolutions for dimensionality reduction
and computational efficiency, see Fig. 1.8a. In the ILSVRC-2015, the single-model
ResNet-152 achieved a top-5 error of 4.49%, whereas the ensemble (combined
from all ResNets) led to an error of 3.57% and was the winner of the Challenge.

...
Conv2D 4@1x1

Conv2D 4@1x1

Conv2D 4@3x3

Conv2D 4@3x3

Conv2D 256@1x1

Conv2D 256@1x1

Conv2D 4@1x1
32 paths

...

Conv2D 4@3x3

Conv2D 256@1x1

...
Conv2D 256@1x1

+

+

+

(a)

(b)

Figure 2.9: Residual blocks used in ResNet and ResNeXt: (a) a regular bottleneck block
for ResNet; (b) a modified block with a cardinality of 32 for ResNeXt. Both have roughly
the same computational complexity. Figure inspired by [49].
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Unlike VGG [47] and GoogleNet [11], ResNet applies the batch-normalization
technique [35] to every convolution (before activation). This aims to (i) reduce
the internal covariant shift often caused by the change of the input distribution
in every mini-batch, and (ii) mitigate the dependence of gradients on the scale of
the weights or their initialized values. To maintain roughly the same number of
weights in each stage, the model periodically doubles number of convolutional
filters after every downsampling. However, instead of using max-pooling layers
as the previous CNNs [2, 11, 47], ResNet performs downsampling directly using
convolutional layers with a stride of 2. For the ILSVRC classification task, it ends
with a global average pooling layer and a 1000-neuron FC layer with the softmax
activation.
In 2017, Xie et al. revisited the ResNet architecture and proposed a new
variant, called ResNeXt [49]. The name ResNeXt refers to the next dimension,
called cardinality, that is the number of identical topology branches used in a
residual block (see Fig. 1.8b). In other words, the cardinality denotes the size
of the set of transformations. Due to using the same topology, fewer learnable
parameters are required when more layers are added into the network. In [49],
the experimental results showed that increasing cardinality is an effective method
to improve the network performance rather than going deeper or wider. ResNeXt
outperforms the single-model ResNet counterpart with an improvement of 0.8%
in the top-1 error. It was the runner-up in the ILSVRC-2017.

2.4.4

Xception

Xception [50] was proposed by Chollet at Google in 2017. Its main contribution
is to utilize the depth-wise separable convolution as an alternative for the standard
convolution. Theoretically, separable convolution first performs a depth-wise
spatial convolution that treats each input channel separately, and then performs
a point-wise 1 × 1 convolution to form the output feature maps (see Fig. 2.10).
Such convolution layers have been shown to improve the computation cost and
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memory consumption. The name Xception stands for extreme Inception, because
it is proved that the depth-wise separable convolution is almost identical to an
extreme version of the Inception module. Replacing the sophisticated Inception
modules with simple separable convolutions has considerable significance for
designing the later CNNs.

nxn Conv2D

Input feature maps

nxn Conv2D

Output feature maps

1x1 Conv2D

nxn Conv2D
point-wise convolution

nxn Conv2D

depth-wise convolution

Figure 2.10: Illustration of n × n depth-wise separable convolution. The input depth is 4,
and the output depth is 3.

Xception consists of 2 standard convolutions in the stem, followed by 34
separable convolutions. They are constructed into 14 modules. There are three
stages in the network: entry flow, middle flow, and exit flow. The entry flow
includes the stem and three multi-branch modules. The middle flow is composed
of eight repetitive residual modules. The exit flow has a multi-branch module
followed by two separable convolution layers and a global average pooling layer.
All separable convolutions in the modules employ the same filter size of 3 × 3
with a stride of 1. Inspired by the Inception networks [11, 80, 81], the Xception
remains a 3 × 3 max-pooling layer with a stride of 2 after every module. In [50],
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the experimental results showed that the Xception outperforms the Inception-v3
counterpart in terms of both the top-5 accuracy on the ImageNet (94.5%) and the
training time.

2.4.5

HRNet

High-resolution network (HRNet) [53] is a state-of-the-art CNN for visual recognition proposed by Wang et al. in 2020. Note that, the previous CNNs [11, 15, 25, 47]
following the design style of LeNet-5 usually employ a low-resolution representation, where the spatial size of feature maps is reduced gradually along the network
and the convolutions from high resolution are connected to low resolution in series. Using the low-resolution features for further classification step may cause
information loss and lead to a poor performance. To overcome this problem, HRNet maintains a high-resolution representation of the input data through the entire
process and combine the high-to-low resolution convolution streams in parallel
(see Fig. 2.11).

Stage 1

Stage 2

Stage 3
Stage 4

Outputs for
different tasks

Figure 2.11: Example of a high-resolution network with 4 stages. Figure inspired by [53].

In [53], there are three variants of HRNet using the four-resolution representations: HRNet-v1, HRNet-v2, and HRNet-v2p. They correspond to three kinds
of representation heads developed for different computer vision tasks:
• For the HRNet-v1, the outputs from the high-resolution stream are utilized
as the final features, whereas the three lower representations are discarded.
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This variant of HRNet has been shown to produce the state-of-the-art results
for the application of human pose estimation. On the COCO validation
dataset, it achieves an average precision (AP) of 76.3% at 10 object key-point
similarity (OKS) positions.
• For the HRNet-v2, the three lower representations are first upsampled using
the bilinear interpolation and then concatenated with the high-resolution
stream. Finally, a 1 × 1 convolution is employed to mix the four representations. This variant of HRNet is developed for the application of semantic
image segmentation. The experimental results in [53] showed that it outperforms the state-of-the-art CNN segmentors. On the Cityscapes test dataset,
HRNet-v2 achieves a mean intersection over union (mIoU) of 81.6% and
82.5% for the version without and with the object contextual representation
(OCR) module, respectively.
• For the HRNet-v2p, the final high-resolution outputs obtained from HRNetv2 are downsampled to multiple levels. This aims to construct a multi-scale
representation for the application of object detection. On the COCO validation dataset, HRNet-v2p with the Cascade R-CNN framework achieves an
AP of 44.6%.

2.5

Chapter summary

With the advancement of GPU-based computational frameworks and availability
of publicly large datasets, DL have gone through a renaissance period over the
past few years. It has recently been booming as the most widely-used approach for
many computing applications. In this chapter, we provide a concise discussion on
DL with an emphasis on CNNs as the core methods for computer vision research.
We also present several major CNN architectures with their main features, from
the classic model VGG to the state-of-the-art model HRNet. Our review is useful
to understand the key design styles of CNNs over the years and discover about
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recent developments in the field. That also provides a good starting point for
developing new architectures or selecting a suitable model for our tasks.
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With the advances in radar technology, there is an increasing interest in radarbased applications for automated surveillance, tracking, and recognition. Radars
capture the Doppler-induced frequency shifts, which can be utilized to recognize the small motions by vibrating or rotating parts of the target. This chaptera
introduces a fast and compact deep Gabor neural network for human motion
classification using backscattered signals from a continuous-wave Doppler radar.
The joint time-frequency representation produced by the S-method is employed
to depict the micro-Doppler signature of a walking person. We introduce a new
Gabor layer as a generic feature extractor for designing compact neural architectures. Each Gabor layer consists of several steerable Gabor filters that can be
trained to extract the salient micro-Doppler features and improve computation
efficiency. For human motion classification from a distance, the Deep Gabor Network (DGN) is trained in an end-to-end manner to process the local patches in
the time-frequency representation of the radar signal. A Bayesian optimization
technique is employed to select the optimal network hyperparameters. The experimental results on a real radar dataset show that the proposed method achieves
competitive classification rates compared to several existing approaches while
a Chapter
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having a significantly smaller model size and shorter prediction time.

3.1

Introduction

Automatic classification of human motions using radar signals is a challenging
problem that is of great interest for both civilian and military practical applications, e.g. through-wall human tracking [82, 83, 84], healthcare monitoring
[85, 86], elderly fall detection [87, 88], and pedestrian protection in self-driving
vehicles [89, 90]. Over the past two decades, Doppler radars have emerged as an
attractive sensing modality with several advantages. First, compared to optical
cameras, radars are less affected by the poor visibility in low-intensity lights or in
adverse weather conditions (fog, rain, or falling snow). Second, the transmitted
radio waves can propagate over a long range through opaque structures. Third,
radars are useful when faces or other visual properties should not be recorded
due to privacy concerns. Fourth, radars can be combined with other video-based
methods to enhance situational awareness against disguises or enclosed structures.
The micro-Doppler radar signals backscattered from moving objects contain
rich information about their motions. When a radar illuminates a target, the transmitted electromagnetic wave interacts with the target, and a portion of the energy
is backscattered towards the receiver. Changes in the time-frequency properties
of the transmitted signal can be utilized to recognize the micro-motions of the
target. The term micro-Doppler (µ-D) refers to the subtle motion characteristics of
a non-rigid target other than the translation characteristics [91, 92, 93]. A radar
echo signal has two main components: frequency shift and frequency modulations. The main Doppler frequency shift is caused by the target’s translational
motion, whereas the additional frequency modulations as sidebands around the
main frequency shift are induced by the target’s micro-movements, e.g. vibrations or rotations. These unique modulations are considered as a target signature,
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which can be exploited by an automatic recognition system. It is through the µ-D
signature that the dynamic characteristics of a non-rigid moving target (e.g., a
person) can be ascertained.

(a) AlexNet [2]

(b) GoogLeNet [11]

(c) DenseNet-201 [48]

(d) ResNet-18 [25]

(e) ResNet-50 [25]

(f) ResNet-101 [25]

Figure 3.1: Convolutional kernels learned by the first layer of several well-known CNNs.

This chapter presents a new approach that uses micro-Doppler radars for
human motion classification. Our proposed method is inspired by the concept
of Gabor filtering and deep learning. Gabor filtering has attracted considerable
research interest due to its biological motivations. Several psychophysical experiments suggested that the linear receptive field of the simple cells found in the
primary visual cortex of higher mammals can be approximated by Gabor functions [16, 94, 95, 96]. In [94], the mean spatial frequency bandwidth of simple cells
and complex cells in the macaque’s striate cortex was measured to be 1.4 octaves
and 1.5 octaves, respectively. Further neurophysiological studies conducted on
cats also interpreted the visual cortex as a bank of Gabor filters with a spatial
frequency bandwidth of 1 to 2 octaves and an orientation half-bandwidth of ±15◦
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[16, 95, 96].
Interestingly, many deep learning algorithms can learn feature extractors that
are reminiscent of the spatial Gabor functions. In convolutional neural networks
(CNNs), many adaptive feature extractors in the early layers are similar to the
receptive field of simple cells, after being trained from a random initialization [97].
In recurrent sparse autoencoders, the learned filters of decoder converge to Gaborlike functions when applied to image denoising tasks [98]. Several unsupervised
methods, such as spike-and-slab sparse coding [20] and restricted Boltzmann
machines [99], also discover the features with Gabor-like weight patterns.
Gabor filtering is widely considered as an effective method for pattern analysis
applications, such as fingerprint matching [100, 101], facial expression recognition
[102, 103], and iris recognition [104, 105]. It is useful to analyze the orientedfrequency information occurring in an image region. Features constructed from
the response of Gabor filters have also been shown to be particularly suitable for
extracting local features in µ-D signatures [106, 107, 108, 109, 110]. This is because
the Doppler shifts of the target of interest typically correspond to the directional
texture patterns in a spectrogram image, whereas the backgrounds are relatively
smooth. However, most existing Gabor-based methods use a bank of Gabor
filters with different scales and orientations to manually extract multiple Doppler
features that are then concatenated to form a 1-D feature vector for classification.
In this chapter, a deep Gabor neural network is proposed to classify human
motions using backscattered signals from a continuous-wave Doppler radar (see
Fig. 3.2). First, the time-frequency analysis is utilized to capture the µ-D signature
of a walking person. Second, the local patches are extracted along the processed
spectrogram. These patches, which exhibit stability against variations in the target’s speed, are then treated as two-dimensional input images for classification.
Third, a new Deep Gabor Network constructed from a stack of the proposed
Gabor layers is designed for predicting human motions. The network configuration parameters and the parameters of the optimizer, which are considered as
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hyperparameters, are obtained using a Bayesian optimization algorithm.

Figure 3.2: Block diagram of the proposed methods for human motion classification.

The research contributions of this chapter can be highlighted as follows:
1. We introduce a new parameterized Gabor layer for feature extraction, which
enables us to build compact neural networks with fewer free parameters
than convolutional neural networks. Gabor filtering enhances the scale
and orientation decomposition of images and the invariant properties of
the extracted features [22]. For network training, reducing the number of
learnable parameters is an effective way to control overfitting and improve
computational efficiency. For network design, the proposed Gabor-based
method represents each filter channel with only five parameters regardless of
the kernel size. This enables sufficiently large receptive fields to be designed
without a rapid growth in the number of learnable parameters.
2. We introduce a new Deep Gabor Network (DGN-C) for human motion
classification using µ-D radar signals. To our knowledge, the proposed
approach is the first to construct a full deep network from a stack of the
Gabor layers without convolutional kernels and modulation techniques.
Hence, the proposed DGN-C is in sharp contrast to the existing Gaborbased neural networks [111, 112, 113]. The network retains the benefits
of layer-by-layer processing in modern representation learning approaches.
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We also develop an end-to-end training algorithm for the proposed DGN-C,
where the Gabor parameters are treated as the learnable weights.
3. We evaluate the proposed DGN-C using a real radar dataset acquired for
human-motion classification research. Extensive experimental validation
demonstrates that the proposed method improves the classification rate
and the prediction time, and reduces the model size significantly. We have
also released the full radar data used in this chapter at http://documents.
uow.edu.au/˜phung/mdradar.html.
The remainder of this chapter is organized as follows. Section 3.2 presents
a literature review on human motion classification using micro-Doppler radars.
Section 3.3 describes the proposed Gabor-based classification method. Section 3.4
presents the experimental results and analysis of the proposed method. Finally,
Section 3.5 summarizes this chapter.

3.2

Literature review

In this section, we first presents a brief background on radar signal theory, including the fundamental of Doppler radars (Section 3.2.1), time-frequency analysis
(Section 3.2.2), and time-scale analysis (Section 3.2.3). Then we provide a review
of the existing motion classification methods using micro-Doppler signals (Section
3.2.4).

3.2.1

Fundamentals of Doppler radars

When a radar emits an electromagnetic wave to a target, the signal interacts with
the target and a portion of the transmitted signal is returned to the receiver, see
Fig.3.3. Any changes in the properties of the transmitted signal can be used to
detect the micro-motions (e.g. vibration or rotation) of the target. A complex
target, such as a person, can be represented as a set of point scatterers. The
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Doppler radar measures the backscattered power as a function of range and
velocity. Formally, let λw be the wavelength of the transmitted electromagnetic
wave and v be the relative velocity of the moving target. The received Doppler
radar signal is given by
Rrx (t) = a(t) e j(ωt+φ(t)) ,

(3.1)

where a(t) is the reflectivity of the target (i.e. time-varying amplitude), and ω
is the carrier angular frequency. Eq. (3.1) shows that Rrx (t) is a non-stationary
signal. The instantaneous time-varying phase change φ(t) associated with the
point scatterer is computed as
φ(t) = (2π)(2Rt /λw ) = 4πRt /λw ,

(3.2)

where Rt denotes the distance between the transmitter and the moving target.
Rt
fc
Carrier frequency

Rrx(t)
Returned radar signal

Moving target

Figure 3.3: Principle of a Doppler radar for human motion classification.

It can be seen that when the target moves with a changing velocity, the carrier
frequency of the received signal will be shifted. This phenomenon is known as
the Doppler effect [92]. Let fc be the carrier frequency, and c be the speed of light.
The Doppler frequency shift as a function of the wavelength λ and the relative
velocity v is defined as
fd =

2v 2v fc
=
.
λ
c

(3.3)

The Doppler frequency shift is positive if the target moves towards the trans40
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mitter of the Doppler radar, and is negative if the target moves away from the
transmitter. Eq. (3.3) also shows that the Doppler frequency is proportional to the
carrier frequency. Therefore, the higher carrier frequency used, the better Doppler
resolution we can achieve.

3.2.2

Time-frequency analysis

When a person is walking, the non-rigid body parts moving in different velocities cause Doppler shifts. To reveal the time-varying nature of the frequency
modulations induced by such parts, the received radar signal is analyzed through
a high-resolution T-F representation. We examine both the Short-time Fourier
transform (STFT) and S-method to convert a non-stationary radar signal into a
T-F representation.
The STFT segments a non-stationary signal into time intervals which are
sufficiently narrow to be considered stationary. The Fourier transform is employed then to provide the spectral information of each time segment. By sliding
a window function along the temporal axis, commonly a Hanning window or
Hamming window centered around zero, the time-dependent frequency contents
are obtained. Let Rrx (t) be a received µ-D signal measuring the backscattered
power of a walking person, and w(τ) be a window function. The continuous
STFT of the signal can be computed as
Z

∞

Rrx (t + τ) w(τ) e−jωτ dτ.

F(t, ω) =

(3.4)

−∞

The spectrogram is the squared magnitude of the STFT
FSP (t, ω) = |F(t, ω)|2 .

(3.5)

Note that the window size relates a trade-off between spectral and temporal
distributions stated by the Heisenberg uncertainty principle [114]. A narrow
window (i.e. narrowband transform) provides better time resolution at the cost of
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reduced frequency contents, whereas a wide window (i.e. wideband transform)
gives better frequency resolution but poor time resolution. To obtain a smoothed
spectrogram with balanced resolutions, the sliding window functions can be
overlapped for covering additional local frequency properties.
To achieve a better T-F resolution, the Wigner distribution (WD) [115] can be
employed based on the relation with STFT as
Z
WD(t, ω) =

∞

θ
θ
F(t, ω + ) F∗ (t, ω − )dθ,
2
2
−∞

(3.6)

where ∗ denotes the complex conjugate. Eq. (3.6) suggests that the WD is produced
by convolving the STFT and its corresponding conjugate along the frequency axis.
However, this interaction produces cross-terms which may cause difficulties in
interpreting the T-F distribution. To minimize the cross-term interferences, a
frequency window can be introduced to restrict the limit of the convolution along
the frequency axis. This cross-term free T-F representation is called the S-method
[116],
1
SM(t, ω) =
2π

Z

∞

θ
θ
ρ(θ) F(t, ω + ) F∗ (t, ω − )dθ.
2
2
−∞

(3.7)

Here, ρ(θ) is a finite frequency window whose width controls the cross-terms and
auto-term resolution of the T-F distribution. The S-method can produce a high
energy concentration for auto-terms and reduce the cross-terms in the WD.

3.2.3

Time-scale analysis

The wavelet transform has been shown as an efficient technique for the analysis of
rapidly changing transient signals [117, 118, 119]. One of the major benefits of the
wavelet transform is the ability to perform local analysis, which can potentially
provide more information (e.g. breakdown points and discontinuities) than traditional Fourier transform. This section introduces a joint T-S representation by the
wavelet transform as an alternative approach for depicting the µ-D signatures.
Compare to the Fourier analysis describing a signal as a linear combination of
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sinusoidal waveforms of various frequencies, the wavelet transform decomposes
the signal into shifted and scaled variations of a mother wavelet function. A
wavelet must satisfy two crucial conditions: i) the admissibility to ensure that
the function vanishes at the zero; and ii) the regularity to ensure that it has
some smoothness and concentration in both time and frequency domains [120].
Whereas the basis of Fourier analysis (i.e. sinusoids) are predictable without
a limited duration, the wavelets are irregular and asymmetric (see Fig. 3.4).
By sliding a scaled variation of mother wavelet along the temporal axis, the
coefficients reflecting the correlation between the variation and the radar signal
can be obtained. In other words, the wavelet transform provides a joint T-S
representation of the input signal.

(a) Morlet

(b) Coiflets-2

(c) Daubechies-2

(d) Meyer

(e) Symlets-2

(f) Mexican hat

Figure 3.4: Examples of mother wavelet functions.

Let ψ(t) be a mother wavelet function. The continuous wavelet transform
(CWT) of a µ-D signal Rrx (t) can be formulated as
Z
W(a, b) = hRrx , ψa,b i =

∞

−∞

Rrx (t) ψa,b (t) dt,

(3.8)

where a ∈ R+ is the scale factor, and b ∈ R is the shift along the temporal axis.
Here, the shifted and scaled variation ψa,b (t) of the mother wavelet function is
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defined by
t−b
1
).
ψa,b (t) = √ ψ(
a
a

(3.9)

The scalogram is the square modulus of the complex-valued wavelet coefficients
WSC (a, b) = |W(a, b)|2 .

3.2.4

(3.10)

Motion classification methods using micro-Doppler signals

Over the past two decades, several studies have been conducted on automatic
classification of human motion using Doppler radar. Most existing techniques
extract the µ-D features from the time domain, the frequency domain, the joint timefrequency (T-F) domain, or the joint time-scale (T-S) domain. This section provides
a review of the radar signal classification methods and the Gabor-based neural
networks for visual recognition. Table 3.1 presents representative methods for
µ-D signature classification.
Table 3.1: Representative methods for classifying human motions using µ-D signal.
Domain
Time

Frequency

T-F

Year

Features

Classifier

Fairchild et al. [121]

Authors

2012

EMD

SVM

Smith et al. [122]

2010

Raw time signal

DTW

Molchanov et al. [123] 2011

DCT coefficients

MLP

Bilik et al. [124]

2012

MFCC

Minimum divergence

Erol et al. [125]

2016 HWCC

SVM

Mobasseri et al. [126]

2009 2D-PCA

SVM

Kim and Ling [127]

Torso frequency, total bandwidth, offset,
2009 bandwidth without µ-D, standard devia- SVM
tion of the signal strengths, and period

Li et al. [128]

2012

Tivive et al. [106]

2015 Log-Gabor filters,

Bjorklund et al. [129]

2015

Kim et al. [130]

2016 Raw T-F

T-F and T-S

SVM
2D2 -PCA

CVD

SVM
SVM
CNN

Le et al. [131]

2018 Raw T-F

Bayesian-optimized CNN

Zeng et al. [132]

2020 Signature envelopes

Manhattan distance

Zeng et al. [133]

2020 Signature envelopes
DWT, LSTM
Lowest scale, ratio of the energies, and scale
2014
Mahalanobis distance
changing rate

Gadde et al. [134]

T-S

2D2 -PCA

Extreme frequency magnitude, frequency
SVM
ratio, and time span of event

Amin et al. [87]

2016

Le et al. [135]

2018 Raw T-F and T-S

Deep stacked autoencoder

In the time domain, a non-stationary radar signal is considered as a time series.
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In [121], Fairchild and Narayanan extracted salient time-varying features, called
the intrinsic oscillatory modes, by applying the empirical mode decomposition
(EMD). The extracted features are then classified using support vector machines
(SVMs). In [122, 136, 137], several authors employed dynamic time warping
(DWT) for human motion classification by comparing an input data series with a
previously classified reference dataset.
In the frequency domain, the periodicity information is exploited to extract
spectral features. In [123], Molchanov et al. employed the discrete cosine transform (DCT) coefficients as input features for a multilayer perceptron (MLP). In
[124], Bilik and Khomchuk proposed an audio-based representation of radar
signals with three features: real cepstrum, linear predictive coding (LPC), and
Mel-frequency cepstrum coefficients (MFCC). Several other methods have been
proposed based on the cepstral analysis [125, 138, 139]. In [125], Erol and Gurbuz computed a filter bank from the hyperbolically-warped cepstral coefficients
(HWCC) as an alternative set of µ-D features. In [138], Molchanov et al. utilized
the Gaussian mixture model (GMM) and maximum likelihood to classify discriminative features extracted in the form of bicepstral coefficients. In [139], Erol
et al. proposed the frequency-warped cepstral coefficients (FWCC) for data-driven
feature learning.
In the joint T-F domain, both the temporal and spectral characteristics are
exploited simultaneously. In [127], Kim and Ling proposed six features to present
µ-D signatures: 1) torso frequency, 2) total bandwidth of Doppler signal, 3) offset
of signal, 4) bandwidth without µ-D, 5) normalized standard deviation of signal strengths, and 6) period of the limb motion. Based on these six features, six
hierarchical SVMs are then trained to classify seven activities from twelve human subjects. In [126] and [128], the authors extracted a reduced set of features
from the spectrogram using 2D principal component analysis (2D-PCA) and twodirectional 2D PCA (2D2 -PCA) as dimensional reduction techniques. In [140],
Orovic et al. presented a classification rule based on the perimeters of periodic
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curves in a high-resolution spectrogram. In [141], Kim and Ling extracted six different Doppler features from the de-noised spectrogram to classify seven human
activities using a simple artificial neural network. To improve the classification
performance, Chen employed independent component analysis for decomposing
µ-D features into spatiotemporal components [142]. Several methods have extracted patches along spectrograms instead of manipulating the entire T-F image.
In [106], Tivive et al. utilized a set of log-Gabor filters with 2D2 -PCA for feature
extraction. In [131], Le et al. presented a CNN to classify three types of human
motion based on local patches extracted from spectrograms. In [143] and [129],
Bjorklund et al. obtained the salient periodicities in spectrograms by estimating
the cadence velocity diagram (CVD) from µ-D signatures along the time dimension. Instead of handling spectrograms directly, several methods have extracted
µ-D signature envelopes from spectrograms. An extracted envelope can be considered as a time series that is then classified using either the nearest neighbor
classifier with Manhattan distance [132], the DWT, or the long short-term memory
(LSTM) network [133].
In the joint T-S domain, a few methods have employed the wavelet transform
(WT) to analyze the signal at different scales and temporal shifts. In [134], Gadde
et al. used the Mahalanobis distance classifier for fall detection with three features
extracted from the wavelet domain: the lowest scale, the ratio of the energies,
and the rate of change of scale. In [87], Amin et al. analyzed radar signals using the wavelet transform and then extracted the features around the identified
event to classify different fall types. It can be seen that most existing studies have
handled features in either time, frequency, or joint time-frequency domain, where
the manual feature engineering is the major focus. Recently, Le et al. proposed a
deep stacked autoencoder to construct a multi-level latent representation of the
µ-D features from the scalograms [135]. After training the deep network with unsupervised learning, a fully-connected layer with the softmax activation function
is appended to the encoder for classification. Table 3.1 presents a summary of
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representative methods for radar µ-D classification.
In recent years, several studies have used Gabor filtering for neural networks
and visual recognition [111, 112, 113, 144, 145]. For example, in [111], Yao et
al. extracted Gabor features at three particular directions (0°, 45°, and 90°), then
combined three outputs into a 3-channel image for classification using a standard
CNN. In [112], Luan et al. proposed Gabor convolutional networks (GCNs), where
standard convolutional filters are modulated with Gabor filters, called Gabor orientation filters (GoFs), to produce enhanced feature maps. The number of Gabor
orientations and scales are fixed before the modulation and training processes.
In [113], Alekseev and Bobe placed constraints on the filters in the first layer of
a custom CNN, called GaborNet, to fit the Gabor functions. The main limitation
of the existing Gabor-based methods is that they utilize only manually-designed
Gabor parameters for feature extraction. Finding appropriate Gabor parameters
for a certain problem is time-consuming and requires significant domain expertise. Furthermore, most Gabor networks are based on the traditional CNNs or
the modulation technique with standard convolutional kernels. They are not full
deep networks constructed from only Gabor filters with an end-to-end training
algorithm.

3.3

Proposed classification method

This section presents the proposed classification method, including local patch
extraction (Section 3.3.1), the proposed DGN-C for radar signal classification
(Section 3.3.2), the proposed Gabor layer for feature extraction (Section 3.3.3), endto-end training algorithm (Section 3.3.4), and the Bayesian optimization algorithm
for network tuning (Section 3.3.5).
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3.3.1

Local patch extraction

To depict the µ-D signatures, our study uses the S-method [116] as the main signal
representation method. Compared to other representations (e.g. STFT and CWT),
the S-method provides a better T-F resolution with a high energy concentration
for auto-terms while suppressing the cross-terms of the Wigner distribution.
The joint T-F representation is pre-processed before feature extraction and
classification. The spectrogram of a walking person is cropped to remove the
redundant information from the background. Fig. 3.5 shows that the torso’s
Doppler shift is stable, whereas the µ-D modulations induced by arm and leg
motions are time-varying periodic curves around the torso line. The main peaks
correspond to the largest Doppler shifts caused by foot swings because the angular
velocity of feet is the highest among all the body parts. This observation suggests
that the spectrogram can be pre-processed by centering it at the torso frequency
shift. The height of the adjusted spectrogram is determined by the distance
between the foot and torso frequency components.
800
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Doppler frequency (Hz)
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600
400
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Figure 3.5: A representative extracted T-F local patch of a person walking with no-arm
swinging: (a) before contrast enhancement, (b) after using the Naka-Rushton normalization.

Next, overlapping patches are extracted along the pre-processed spectrogram
instead of manipulating the entire T-F image. Compared to the existing methods
[127, 141, 146], this strategy reduces the amount of data and improves the invariance to the translational speed of the target. Since the patch width relates to the
number of gait cycles, it is chosen so that the local patch covers sufficiently the
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Figure 3.6: Examples of extracted patches with higher noise in our radar dataset. The
spectrograms contain noisy horizontal lines (caused by the radar equipment itself) and
background clutter.

salient periodic µ-D features. Let τi be the time of the i-th main peak, ws be the
patch width, and ∆τ be the time duration between two consecutive peaks. The
time interval for local patch extraction is given by [τi + ∆τ/2, τi + ∆τ/2 + ws − 1].
Note that, when a person walks away from radar transmitter, the µ-D signatures become weak due to the signal path loss. Hence, the local patches need to
be enhanced before classification. In our study, the Naka-Rushton equation [147]
is employed as a contrast enhancement technique. This normalization not only
enhances the weak µ-D signatures but also mitigates the small amplitudes caused
by background noises. Let p be a pixel of an input patch. The normalized output
p̃ by the Naka-Rushton equation is computed as
p̃ =

1
,
1 + (m/p)r

(3.11)

where m denotes the mean gray value of input image and r is an adjustable scalar
controlling the slope of the input-output curve.

3.3.2

Network architecture

To classify the local patches, we develop a full neural network that performs both
feature extraction and classification within the same architecture. The proposed
DGN-C is designed as a sequential structure comprising three stages for feature
extraction, followed by a fully-connected layer with softmax activation function for
49

3.3. Proposed classification method
feature classification (Fig. 3.7). Each feature extraction stage consists of several
consecutive Gabor layers having the same spatial dimensions. To stabilize the
learning process, batch normalization is employed so that inputs to each Gabor
layer have a zero mean and a unit variance [35]. The rectified linear unit (ReLU)
function is then applied to the normalized responses. A max-pooling layer of size
2 with a stride of 2 is applied after each stage for spatial dimensionality reduction
and translation invariance.
Let NG be the number of Gabor layers (i.e., Gabor units) at each feature
extraction stage. The initial number of kernels used for the Gabor layers in
√
the first stage is set to 16/ NG , then doubled and quadrupled for the second
and the third stages, respectively. Our aim is to design a network with flexible
hyperparameters that can be tuned automatically by an optimization algorithm.
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Figure 3.7: The proposed Deep Gabor Network for patch classification.

3.3.3

Gabor layer

This section introduces the proposed feature extractor, called Gabor layer, which
can be trained in an end-to-end manner. Our approach integrates the Gabor
filtering with deep neural networks for feature extraction and computational
efficiency.
Let σx and σ y be the standard deviations of elliptical Gaussian envelope,
which control the spatial scale of a Gabor filter. Let φ be the phase offset, which
determines how much the sinusoidal component needs to be shifted with respect
to the origin. A complex Gabor filter channel with real and imaginary components
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representing orthogonal directions is defined as
1λ,θ,ψ,σ,γ = exp {−

x̃2 + γ2 ỹ2
x̃
}
exp
{i(2π
+ ψ)},
λ
σ2

(3.12)

where σ = σ y , and γ = σx /σ y is the spatial aspect ratio which reflects the ellipticity
of the envelope. Here, x̃ = x cos θ + y sin θ and ỹ = −x sin θ + y cos θ denote the
transformed coordinates, where θ specifies the orientation of the normal to the
√
parallel stripes. In Eq. (3.12), u0 = u2 + v2 is the center frequency, where u and v
are the spatial frequencies of the sinusoidal factors.
In practice, instead of specifying the value of σ directly, the receptive field is
determined by the half-response spatial frequency bandwidth β, which is given
by
β = log2

σ
λ
σ
λ

π+

q

π−

q

ln 2
2

.

(3.13)

ln 2
2

Here, λ denotes the wavelength associated with the spatial frequency of the
sinusoidal component. From Eq. (3.13), the standard deviation σ is related to the
wavelength by
σ 1
=
λ π

r

ln 2 2β + 1
.
2 2β − 1

(3.14)

Note that the spatial frequency bandwidth determines the cut-off of the filter frequency response as frequency moves away from the center frequency u0 (i.e., 1/λ).
The ratio σ/λ determines the number of parallel excitatory and inhibitory lobes
observed in the receptive field. In summary, a single filter channel is controlled
by five parameters λ, θ, φ, γ and β, which are treated as the learnable parameters
to be determined by the training algorithm.
Note that, in many image classification tasks, sufficient large receptive fields
(especially in the early layers) are required to learn the context around each pixel
[148]. However, increasing the receptive field size often leads to a rapid growth
in the number of learnable parameters and computational cost. For standard
convolutional kernels commonly used in deep networks, each filter plane has
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w2 learnable parameters, where w is the filter size. In contrast, each proposed
Gabor filter has only five learnable parameters, regardless of the filter size (i.e.,
receptive field). This enables sufficiently large receptive fields to be designed
with a small number of learnable parameters. Consequently, a deep hierarchical
network with the Gabor layers is more compact than a convolutional counterpart.
Furthermore, reducing the number of learnable parameters is an effective way to
control overfitting and improve computational efficiency.

3.3.4

End-to-end network training

The stochastic optimization method used for training the deep Gabor architecture
is the adaptive moment estimation (Adam) [32]. Let w denote the trainable
parameters of the DGN-C. To minimize the cross-entropy loss function E(w), the
Gabor parameters are updated as follows:
wt+1 = wt − α

(1 − bt1 )(

mt
q

vt
1−bt2

+ )

,

(3.15)

where α is a positive learning rate, and b1 and b2 are the exponential decay rates
for the first and the second moment estimates, respectively. Here,  is a very
small positive scalar used to prevent any division by zero caused by the vanished
gradients in the previous steps. In Eq. (3.15), the biased first moment estimate mt
is given by
mt = b1 mt−1 + (1 − b1 ) ∇w E(wt−1 ),

(3.16)

where ∇w is the gradient of the loss function with respect to the Gabor parameters,
see Appendix B for the derivation of ∇w . In Eq. (3.15), the biased second moment
estimate vt is computed as
vt = b2 vt−1 + (1 − b2 ) [∇w E(wt−1 )]2 .

(3.17)
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3.3.5

Bayesian optimization for network tuning

Model hyperparameters are referred to as non-learnable parameters, which are
initialized before the training process to control the behavior of a machine learning
model. Such hyperparameters define network configuration and typically affect
the performance of the model. The idea of using exhaustive enumeration, such as
grid search and random search, has received some attention to exploring the space
of hyperparameters. However, these blind search strategies are computationally
intensive, since their time complexity grows exponentially with the number of
tunable hyperparameters. Bayesian optimization (BO) has emerged as an effective alternative for scenarios in which a closed-form expression of the objective
function is unknown or highly expensive to evaluate [149, 150, 151]. Instead
of directly optimizing the costly objective function, BO maintains a probabilistic
belief obtained from a set of observations for reasoning about the objective function. The next evaluation point is selected ingeniously to improve the current best
based on the previous observations. This section describes the use of Bayesian
optimization (BO) to determine the optimal hyperparameters of the proposed
DGN-C.
Let H be the hyperparameter space, which in our case comprises four hyperparameters: 1) the number of Gabor units in each stage NG ; 2) the learning rate α;
3) the momentum µ; and 4) the L2 regularization coefficient λ. Tuning the DGN-C
optimally over H can be defined as finding h∗ ∈ H to minimize the total zero-one
loss produced on a validation set Xv :
|Xv |

1 X
L( ŷi (h), yi ),
h = arg min f (h) = arg min
h∈H
h∈H |Xv |
∗

(3.18)

i=1

where ŷi (h) denotes the performance of a trained DGN-C with specified hyperparameters h for the i-th patch. Here, f is an objective function defined by
f : H(NG , α, µ, λ) ⊂ R4 → R. This objective function can be considered as a blackbox function. Its closed-form expression is unknown but we can obtain the
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observations (i.e. performance of the network) at sampled hyperparameters.
, the global optimization probGiven a set of observations D = {hn , f (hn )}N
n=1
lem above can be solved by obtaining the posterior distribution of the unknown
objective function f using an appropriate Gaussian process (GP) prior:
p( f |D) = GP(µ(h|D), k(h, h0 |D)),

(3.19)

where µ(h|D) = E[ f (h|D)] is the mean, and k(h, h0 |D) = cov{ f (h|D), f (h0 |D)} is the
covariance of any two observations. In other words, instead of returning a scalar
for an arbitrary h, the GP over the random function f predicts the mean and
variance of normal distribution at h. This step aims to estimate the black-box
objective function with a surrogate function specified by the current beliefs. In
practice, the zero-mean function µ(h) = 0 is widely used as the prior mean. For
the covariance function, our study utilizes the automatic relevance determination
(ARD) Matern 5/2 kernel which is given by
√
√
5 d 5 d2
5d
+ 2 ) exp(−
),
k52 (h, h ) = σ (1 +
l
l
3l
0

2

(3.20)

where σ is the standard deviation and l is the characteristic length-scale. Here, d
denotes the Euclidean distance between h and h0 .
The choice of the next observation point is based on an acquisition function,
which is constructed from the current posterior distribution. The recommended
point is then included in D for updating the posterior distribution in the next
iteration. An acquisition function is typically inexpensive for evaluation, and
defined such that the highest acquisition exposes the most likely optimum of the
objective function.
One of the most well-known acquisition functions is the expected improvement (EI), first introduced in [152]. Let f + be the minimum value of surrogate
mean observed so far. The improvement, a reward if f (h) turns out to be better
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Algorithm 1 BO Algorithm for network tuning.
0
Input: Initial observation points D0 = {hn , f (hn )}N
n=1
The number of iterations Nmax
Output: Optimal hyperparameters h∗
1: for t = 1 : Nmax do
2:
Update the GP: f (h|Dt−1 ) ∼ GP(µ, k52 )
3:
Compute the acquisition function: EI(h)
4:
Find the next point: ht ← argmaxh∈H EI(h)
5:
Train a new network with ht
6:
Evaluate the network on the validation set: f (ht )
7:
Augment data: Dt ← Dt−1 ∪ {ht , f (ht )}
8: end for
9: return argmin f DNmax

than f + , is given by
I(h) = max(0, f + − f (h)).

(3.21)

The sampling rule is to evaluate f at the point which, in expectation, improves
upon f + the most. In other words, the next point is sampled based on the expected
amount of improvement in the objective function. This can be evaluated by taking
the expectation of the improvement function:
f + − µ(h)
f + − µ(h)
} + σ(h) φ{
},
EI(h) = E[I(h)] = ( f − µ(h)) Φ{
σ(h)
σ(h)
+

(3.22)

where Φ and φ denote the cumulative distribution function and the probability
density function of the standard normal distribution, respectively. The expectation over I(h) enables us to improve the understanding of the objective function
by balancing the trade-off between exploration (i.e. large surrogate variance) and
exploitation (i.e. high surrogate mean). The entire BO technique is summarized
in Algorithm 1.

3.4

Experimental results and analysis

In this section, we first describe radar data acquisition and annotation (Section
3.4.1. Then we analyze the effects of different parameters, including sampling
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Figure 3.8: The ST200 radar by Rfbeam used for our experiments.

rate (Section 3.4.2), signal-to-noise ratio (Section 3.4.3), and the Naka-Rushton
parameter (Section 3.4.4). Next, we compare the proposed Gabor layer with
standard convolutional layer in terms of weight reduction (Section 3.4.5). Finally,
we compare the proposed DGN-C with the existing methods, including the deep
neural networks for µ-D classification (Section 3.4.6), the feature-based methods
(Section 3.4.7), the Gabor-based networks (Section 3.4.8), and the pre-trained
CNNs (Section 3.4.9). Finally, we provide a discussion on the proposed method
(Section 3.4.10).

3.4.1

Radar data acquisition and annotation

This chapter considers three key types of human motions for security applications:
1) walking freely (two-arms swinging); 2) marching while carrying an object with
one hand (one-arm swinging); and 3) carrying a heavy object with both hands
(no-arm swinging). Note that the second and the third motion types resemble the
situations where a person is moving while holding a weapon or another person,
especially behind opaque structures (e.g., walls and wooden doors). Recognizing
human motions and detecting people using micro-Doppler signatures would be
of interest to security personnel, and there are several studies devoted to it using
the same motion types [106, 128, 131, 135, 153].
A continuous-wave Doppler radar, ST200 system by RFbeam, with a trans56
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mitted center frequency of 24 GHz, was employed for radar acquisition. This
16-bit radar system measures Doppler shifts based on the returned intermediate frequency signal, which is a combination of the transmitted and received
frequencies. The sampling rate for recording radar signals (after removing the
center frequency) was set to 125 kHz, which is the maximum rate of the radar
equipment ST200. The radar equipment was positioned at a height of 0.7 meters
from the ground to capture the swinging movements of the entire human body.
The beam width of the radar antenna was set to 70 horizontally and 250 vertically,
which is sufficient to cover the entire body from 30 meters. Table 3.2 presents
a summary of the radar system parameters and the experimental setup for data
collection.
A radar dataset from 20 persons, including 8 females and 12 males, was
acquired for quantitative evaluation in µ-D classification research. Each subject
walked towards the radar system from a range of 30 meters in the three types
of motions and performed three trials for every motion type. Collectively, 180
original µ-D signals of time duration 10 seconds were recorded.
For a comparison between the S-method and other signal analysis techniques,
the received radar signals were also annotated for two additional representations:
STFT and the continuous wavelet transform (CWT). The signals were downsampled by 16 before partitioned randomly into six cross-validation folds. The
downsampling aims to obtain an effective sampling rate for patch extraction and
to provide additional signal samples. Note that the sampling rate for recording
the radar signals is 125 kHz, so downsampling by 16 produces an actual sampling
rate of 7.8125 kHz. An analysis of the sampling rate is given in Section 3.4.2.
Collectively, each case of cross-validation contains 2400 µ-D signals for training
and 480 signals for testing.
From the six signal-level folds, we apply the time-frequency analysis and
the time-scale analysis (for comparison) to extract local patches. The number of
patches extracted from the six cross-validation folds are shown in Table 3.3. The
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Table 3.2: Summary of radar equipment and experimental setup for data acquisition.

Description

Specification

Radar system

ST200

Transmitted center frequency

24 GHz

Sampling rate

125 kHz

Resolution

16-bit

Beam width (horizontal/vertical)

70 /250

Height

0.7 m

Number of people
Signal duration
Range
Downsampled signals per class
Extracted T-F/T-S patches
Patch duration
Patch size (pixels)

20
10 s
1-30 m
960
45,656
2s
128 × 134

patch width is 134 pixels, which is equivalent to a time duration of 2 seconds. The
patch height determined by the distance between the foot and torso frequency
shifts is 128 pixels. Subsequently, for each iteration, one fold is used for testing
whereas the remaining five folds are used for training. This step is repeated six
times for different choices of the test fold, and the classification rate is averaged
over all folds. We have made the radar dataset available to the public at http:
//documents.uow.edu.au/˜phung/mdradar.html.

3.4.2

Analysis of sampling rate

In this experiment, the performance of the proposed DGN is evaluated for different signal sampling rates. To this end, the acquired signals in the six crossvalidation folds are sampled at rates from 3.906 kHz to 104.167 kHz. We then
apply the S-method to each downsampled fold and extract local patches from the
spectrograms for classification. Here, the value of 3.906 kHz is the minimum rate
to produce sufficiently high-resolution spectrograms, so that the periodic peaks
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Figure 3.9: A subject walking with three motion types towards the radar system and the
corresponding signal representations.

Table 3.3: The cross-validation folds by different signal representations used for our
experiments.

Folds
STFT

1

2

3

4

5

6

Train 37,988

37,963

38,047

38,001

38,000

37,941

7,600

7,625

7,541

7,587

7,587

7,647

Train 38,049

38,023

38,114

38,050

38,480

37,996

7,607

7,633

7,542

7,606

7,608

7,660

Train 38,469

38,440

38,542

38,483

38,471

38,440

7,700

7,729

7,627

7,686

7,698

7,729

Test
S-method

Test
CWT

Test
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corresponding to the largest Doppler shifts can be detected reliably.
Figure 3.10 shows the classification rates, obtained using the six-fold crossvalidation, of the proposed DGN as a function of sampling rate. The experimental
validation indicates that the suitable sampling rate is 7.8125 kHz, at which DGN
achieves the highest classification rate (CR) of 96.91%. Based on these results, we
employ the sampling rate of 7.8125 kHz for the subsequent experiments.

Figure 3.10: Classification rates of the proposed DGN-C as a function of the sampling
rate.

3.4.3

Analysis of noise sensitivity

In this experiment, the performance of the proposed classification method is
evaluated under noisy sensing conditions. We add complex white Gaussian noise
to the test radar signals. The signal-to-noise ratio (SNR) is varied from 0 to 30 dB
with a step of 2. For each noise level, the CR is averaged over six cross-validation
folds.
Figure 3.11 illustrates the CRs of the proposed method as a function of the
SNR. The experimental validation indicates that the proposed DGN-C achieves a
CR of 95.18% for SNRs larger than 20 dB. The CR decreased to 70% for SNRs below
12 dB. In other words, our method is effective for classifying human motions for
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SNRs of 20 dB or above.
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Figure 3.11: Classification rates of the proposed DGN-C as a function of the SNR of the
received signals.

3.4.4

Analysis of Naka-Rushton parameter

In the proposed method, the Naka-Rushton parameter for contrast normalization
may affect the quality of enhanced patches significantly. To investigate the effect
of the Naka-Rushton parameter r, we vary its value from 0.5 to 1.5 with a step
of 0.1. Figure 3.12 shows the CRs of the signal representation techniques as a
function of the Naka-Rushton parameter. The experimental results indicate that
the value range of the Naka-Rushton parameter giving the best performance is
[1.0, 1.1]. Based on these results, we employ the value of 1.0 for this parameter in
the subsequent experiments.
The S-method, which is utilized in our study, achieves the highest CR among
the evaluated signal representations (S-method, STFT, and CWT). The results
produced by the CWT fluctuate significantly during the experiment. The CWT
is outperformed by other methods when r is small, but it reaches similar CRs as
those of the S-method and STFT when r increases.
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Figure 3.12: Classification rates of the signal representation techniques as a function of
the Naka-Rushton parameter.

3.4.5

Comparison of Gabor layer versus convolutional layer

The proposed DGN-C is compared to its convolutional counterpart in terms of
weight reduction between the Gabor layer and the convolutional layer. For a fair
comparison, both networks use the same architecture, including the number of
layers NG in each stage, the number of kernels, and the last classification layers.
We investigate the model depth by varying the value of NG from 1 to 5 with a step
of 1. The Bayesian optimization algorithm is not considered in this experiment
for the sake of a fair comparison.
Table 3.4 presents the model size of the DGN and its convolutional counterpart
with different network architectures. It is clear that the Gabor layer is an effective
method to design a compact neural network whose model size is at least two times
smaller than that of the convolutional counterpart. The experimental results also
indicate that the more Gabor layers we use to form a deep network, the more
weight reduction we can achieve.
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Table 3.4: Model size of the proposed DGN-C and its convolutional counterpart with
different network depths. The trainable weights in the fully-connected and batch normalization layers are not included since they are the same for both networks.

NG

# Kernels in
each stage

1

16 / 32 / 64

Proposed DGN-C
# Weights in
each stage

CNN
size*

Model
(KB)

80 / 2,560 / 10,240

738

Reduction in
model size
Model size*
(DGN → CNN)
(KB)

# Weights in
each stage
3,616 / 25,120 / 18,496

1,194

1.62 ×

2

22 / 44 / 88

660 / 3,630 / 14,520

746

29,722 / 35,618 / 26,224

1,575

2.11 ×

3

27 / 54 / 108

855 / 4,050 / 16,200

757

38,502 / 39,744 / 29,268

1,733

2.29 ×

4

32 / 64 / 128

1,000 / 4,480 / 17,920

801

45,032 / 43,968 / 32,384

1,899

2.37 ×

5

35 / 70 / 140

1,015 / 4,410 / 17,640

811

45,710 / 43,288 / 31,892

1,902

2.35 ×

*

The entire model is saved into a HDF5 file.

Table 3.5: Classification performance of the proposed DGN-C and other deep neural
networks.
Method

# Total weights

Model size
(KB)

49,512

757

-

96.91 ± 0.87

101.09

135,921

1,733

2.29×

96.52 ± 1.27

45.87

27,194,553*

318,719

421.10×

96.03 ± 0.48

17.95

Proposed DGN-C
DCNN [131]
DAE [135]
*

Reduction in
model size

CR ± SD(%) Images/s

The final stacked model without decoders.

3.4.6

Comparison with existing deep network methods

The proposed DGN-C is compared to two deep learning techniques, namely the
deep CNN (DCNN) [131] and the deep stacked autoencoder (DAE) [135]. For the
DCNN, the number of convolutional units is 9; the kernel sizes applied to the first,
second, and third stages are defined as 15 × 15, 7 × 7, and 3 × 3, respectively. For the
DAE, the number of hidden layers is 3. The number of neurons per hidden layers
in the DAE is 1000, 500, and 250, respectively. All experiments are conducted on a
computer with Intel Xeon Gold 5115 2.40 GHz processor and an NVIDIA TITAN
Xp GP102 graphics card.
Table 3.5 presents the classification performance of three deep networks.
Compared to the DCNN, the proposed DGN-C achieves a 2.3 times reduction
in model size and a slightly better accuracy of 96.91%. The smaller standard
deviations (SD) yielded by the DGN-C indicate that its performance on the test
datasets is more stable than those of the DCNN. The experimental validation also
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indicates that the proposed method performs better than the DAE with a 421
times reduction in model size. In terms of prediction time, the proposed DGN-C
operates at a speed of 101.09 images/s, which is 2.2 times faster than the DCNN
and 5.6 times faster than the DAE.

Figure 3.13: Training process of three deep architectures.
α = 0.001, b1 = 0.9, b2 = 0.99.

Learning parameters:

Next, we analyze three deep networks in terms of the training process. For the
DAE, the last step of the greedy layer-wise training strategy to fine-tune the final
stacked model is considered for comparison. Figure 3.13 illustrates the training
loss of the deep architectures. Compared to the DAE, the result indicates that
the training process of the proposed DGN-C is more stable with a slightly lower
training error rate. Compared to the DAE, the proposed DGN has a more stable
training process and a slightly lower training loss. Compared to the DCNN,
although the DGN-C produces a higher training loss in the first several epochs, it
has the same training behavior as the DCNN after 40 epochs.
Finally, we compare three deep models in terms of generalization ability with
respect to various training sample sizes. In this experiment, the training subsets
are obtained by randomly selecting a number of samples from the original training
datasets, whereas the test datasets are kept the same. The number of samples in
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the training subsets is varied from 1,000 to 30,000 with a step of 2,000. Figure 3.14
presents the classification performance as a function of training samples. The
experimental results show that the proposed DGN-C performs better than other
deep networks when the number of training samples is small, and it reaches the
same accuracy level as the others when the number of training samples increases.
A possible explanation for this finding is that the prior form of the filters endows
the DGN-C with better generalization capability, especially from small training
datasets.

Figure 3.14: Classification rates with error bars versus the number of training samples of
three deep neural networks.

3.4.7

Comparison with existing feature-based methods

The proposed Bayesian-optimized DGN is compared to seven feature extraction
methods in different signal domains: i) EMD [121]; ii) MFCC [124]; iii) 2DPCA [126]; iv) 2D2 -PCA [128]; v) CVD [129]; vi) log-Gabor filtering combined
with 2D2 -PCA [106]; and vii) six selected features (6-SF) [127]. These existing
methods utilize SVMs to classify the motions from the extracted features. The
result produced by our DGN with the S-method is considered for comparison.
• For the EMD-based method [121], we extract the features from the energies
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of the intrinsic mode functions.
• For the MFCC-based method [124], we utilize 40 triangular bandpass filters
to yield 64 mel-scale cepstral coefficients.
• For the log-Gabor-based method [106], we use 4 scales and 9 orientations
(i.e., 36 log-Gabor filters).
• For the PCA-based methods (2D-PCA [126], 2D2 -PCA [128], and log-Gabor
+ 2D2 -PCA [106], we use a threshold of 0.98 to determine the number of
selected eigenvectors.
• For the CVD-based method [129], we use the first three harmonic frequencies
and the velocity profile at each harmonic frequency to form the feature
vectors.
• For the 6-SF method [127], we use a cut-off threshold of 0.7 to determine the
lower and upper bounds of the bandwidth (without µ-D) feature. The offset
feature is the mean value between the largest frequency and the smallest
frequency. The period feature is the averaged time of two consecutive main
peaks in the input patch. As suggested in [127], we also use the LibSVM tool
with the one-against-one strategy and a Gamma kernel parameter of 0.007.
Table 3.6 presents the classification rates of the evaluated feature-based methods in different signal domains. It is clear that the proposed DGN-C achieves a
significantly higher CR. The proposed method produces improvements of 57.67%
and 23.07% compared to the EMD-based method and the MFCC-based method,
respectively. Among the evaluated image-based methods, the proposed method
also achieves the highest CR of 96.91%, followed by the log-Gabor-based method
with the CR of 92.74%. In terms of prediction time, the proposed DGN-C is 16.1
times faster than the best feature-based method (i.e. log-Gabor) and 3.1 times
slower than the 2D2 -PCA method.
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Table 3.6: Classification performance of the proposed DGN and existing feature-based
methods.

Domain

CR ± SD (%) Images/second

Proposed DGN

96.91 ± 0.87

101.09

log-Gabor [106]

92.74 ± 0.36

6.28

2D-PCA [126]

88.89 ± 1.17

108.26

2D2 -PCA [128]

86.35 ± 0.61

316.06

6-SF [127]

70.93 ± 0.56

138.88

CVD [129]

63.76 ± 0.63

208.15

Frequency

MFCC [124]

73.24 ± 1.68

14.94

Time

EMD [121]

38.64 ± 2.42

74.04

T-F

3.4.8

Method

Comparison with the existing Gabor-based networks

The proposed DGN-C is compared to two existing Gabor-based networks: GCN
[112] and GaborNet [113].
• For the GCN method, we utilize the network with four Gabor convolutional
layers, as suggested in [112]. The number of Gabor scales employed in the
first, second, third, and fourth layers is set to 1, 2, 3, and 4, respectively. The
number of Gabor orientations (i.e., channels) is fixed to 4. The number of
output feature maps (i.e., groups of GoFs) in the four layers is 10, 20, 40, and
80. The Gabor convolutional layers are followed by a fully-connected layer
and a drop-out layer with a probability of 0.5.
• For the GaborNet method, we implement the network architecture consisting of 96 Gabor filters in the first layer, followed by four consecutive
convolutional layers, as suggested in [113]. Three fully-connected layers are
added at the end of the deep network for classification.
Table 3.7 presents the comparative performances of the proposed DGN-C and
the existing Gabor-based neural networks. Compared to the GaborNet method,
the proposed DGN-C achieves a significant improvement of 32.11%. The pro67
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posed DGN-C (std 0.47%) also has more stable classification rates than the GaborNet (std 34.43%). Compared to the GCN method, the proposed DGN-C has an
improvement of 3.1% in classification rate while having 10 times fewer trainable
weights. In terms of prediction time, the proposed DGN-C also outperforms the
existing Gabor-based neural networks because it is 1.2 times faster than the GCN
method and 1.4 times faster than the GaborNet method.
Table 3.7: Classification performance of the proposed DGN, the pre-trained CNNs, and
the existing Gabor-based neural networks.

Method

Model size # Total weights

CR ± SD (%) Images/s

Proposed DGN-C

757 KB

49,512

96.91 ± 0.87

101.09

ResNet-50 [25]

97.7 MB

25,557,032

90.71 ± 0.76

33.92

GoogLeNet [11]

25.4 MB

6,624,904

79.49 ± 1.83

47.61

AlexNet [2]

214 MB

61,100,840

93.61 ± 0.46

18.54

DenseNet-201 [48]

77.4 MB

20,013,928

93.32 ± 0.38

6.84

GCN [112]

2.16 MB

508,219

93.81 ± 0.36

86.54

GaborNet [113]

65.41 MB

5,436,451

64.80 ± 34.43

74.02

3.4.9

Comparison with the pre-trained CNNs

The proposed DGN-C is compared to four pre-trained CNNs: i) ResNet-50 [25];
ii) GoogLeNet [11]; iii) AlexNet [2]; and iv) DenseNet-201 [48]. The grayscale
T-F patches are converted to RGB images and then resized to fit the required
input shape of the networks. We employ transfer learning by replacing the last
classification layer with a new fully-connected layer. In the first 50 training epochs,
the pre-trained weights of the initial layers are frozen to protect the learned feature
representations, while the new last layer is trained on the cross-validation folds.
The entire network is then unfrozen and fine-tuned with a very low learning rate
of 0.0001.
Table 3.7 shows the performance of the pre-trained networks for µ-D classification. Clearly, the proposed DGN-C outperforms the CNNs with a significantly
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higher CR. The experimental results show that the CRs yielded by the pre-trained
networks varies from 79.49% to 93.61%. Compared to the AlexNet, the best pretrained CNN, the proposed DGN-C produces an improvement of 2.70% while
achieving a 289 times reduction in the model size and a 5 times reduction in the
prediction time.

3.4.10

Discussion

In this chapter, we have proposed a new Deep Gabor Network for micro-Doppler
signal classification. The proposed method has been evaluated on a humanmotion classification task that involves three motion types: one-arm swinging,
two-arm swinging, and no-arm swinging. Extensive experimental results demonstrate that the proposed Deep Gabor Network is fast, compact, and suitable for
real-time operations on edge computers. However, we acknowledge that this
current study can be extended by including more motion categories. Examples of
useful motion categories include running, crawling, fighting, or falling. We leave
the exploration of more extensive motion types to a future study.

3.5

Chapter summary

This chapter proposes a novel deep Gabor neural network for human motion
classification using micro-Doppler radar signals. We introduce a new parameterized Gabor layer for feature extraction, which enables us to build compact neural
networks with significantly fewer free parameters than convolutional neural networks. From the proposed Gabor layer, we introduce a new Deep Gabor Network
trained in an end-to-end manner to classify the human motions. Compared to
the existing feature-based classification methods, the proposed approach demonstrates a significant improvement in the accuracy. Compared to the relevant deep
learning techniques, our approach achieves competitive classification accuracy
while improving the prediction time and reducing the model size significantly.
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With the advances in sonar imaging technology, sonar imagery has increasingly
been used for oceanographic studies in civilian and military applications. Highresolution imaging sonars can be mounted on various survey platforms, typically
autonomous underwater vehicles, which provide enhanced speed and improved
data quality with long-range support. This chaptera addresses the automatic
detection of mine-like objects using sonar images. The proposed Gabor-based detector is designed as a feature pyramid network with a small number of trainable
weights. Our approach combines both semantically weak and strong features to
handle mine-like objects at multiple scales effectively. For feature extraction, we
introduce a parameterized Gabor layer which improves the generalization capability and computational efficiency. The steerable Gabor filtering modules are
embedded within cascaded layers to enhance the scale and orientation decomposition of images. The entire deep Gabor neural network is trained in an end-to-end
manner from input sonar images with annotated mine-like objects. An extensive
experimental evaluation on a real sonar dataset shows that the proposed method
achieves competitive performance compared to the existing approaches.
a Chapter
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4.1

Introduction

Over the past two decades, autonomous underwater vehicles (AUVs) have been
increasingly used to survey the seabed. AUVs provide an effective platform for
mounting high-resolution imaging sonars, e.g. side-scan or synthetic aperture
sonars. Compared to radars and lidars, sonars are well-suited to the detection
of small objects protruding from the seabed due to their abilities to visualize the
dynamic underwater environments. Sound waves can propagate over a longer
range than those of electromagnetic waves and light waves, due to their lower
attenuation and dispersion in water. Compared to optical sensors, sonars are a
more effective sensing modality for water-based activities in poor visibility, e.g.
low-light or turbid conditions.
Automatic detection of mine-like objects (MLOs) in sonar imagery, which is
a critical task for a mine clearance system, has attracted considerable research
interest. As a cost-effective method in asymmetric warfare, underwater mines
are commonly employed to block shipping lanes and restrict naval operations.
Underwater mines can also cause long-lasting environmental damage due to the
toxic explosive compounds. Despite its high demand in mine countermeasures,
developing an automatic system for MLO detection is challenging for several
reasons. First, a sufficient amount of labelled data is required to train a detection
model. However, in practice, mine samples are extremely limited compared
to other object detection tasks because of the costly and time-consuming data
acquisition. Second, the acoustic features of echoes vary significantly depending
on the range and aspect angle of sound pulses. As a result, an MLO (including
its shadow) is often imaged with various shapes that cause difficulties for the
detection process. Third, sonar imagery inherently includes the reverberation
generated when transmitted acoustic beams strike the boundaries (i.e., water
surface and seabed). The reverberation causes serious problems, especially in
shallow water, since the clutter can dominate the background and completely
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cover the target objects.

Figure 4.1: Examples of underwater mines for naval operations. Figure courtesy of [4].

Our Gabor-based approach is motivated by the biological and computational
evidence of the Gabor filtering. It is widely accepted that the Gabor-like spatial
functions are closely related to the mammalian vision systems, particularly in the
perception of texture [16, 17]. Simple-cell receptive fields in the primary visual
cortex of higher mammals are sensitive to orientations and spatial frequencies of
the visual signal. Several neurophysiological studies showed that the simple cells
found in the cat’s striate cortex respond primarily to oriented edges and sinusoidal
gratings, which can be approximated by the Gabor functions [95, 154]. Further
studies conducted on macaques [155, 156] and humans [18, 19] also interpreted
the computational models of the primary visual cortex as a bank of Gabor filters
with selective orientation, spatial frequency, phase and bandwidth. Interestingly,
such orientation-sensitive functions can be learned by many machine learning
algorithms when applied to natural images. Several unsupervised methods, such
as spike-and-slab sparse coding [20] and restricted Boltzmann machines [99],
discover the features with Gabor-like weight patterns. In deep convolutional
neural networks (CNNs) trained on large image datasets, many adaptive filters
also converge to the Gabor functions, even from random initialization.
This chapter introduce a Gabor-based neural network architecture for MLO
detection in sonar imagery. Inspired by the YOLOv3 method [157], our approach
adopts the detection framework with significant modifications in the network
architecture. First, the Gabor filtering is embedded in the deep neural network
for feature extraction and computational efficiency. As an effective way to control
73

4.2. Literature review
overfitting, the proposed Gabor layer has fewer trainable weights compared to the
standard convolutional layer. The full hierarchical Gabor-based detector is trained
in an end-to-end manner to discover the MLO features automatically. Second,
our compact architecture is designed as a feature pyramid network (FPN) [158],
where the low-resolution features are combined with the high-resolution features
to compensate the information loss caused by the pooling effects. Compared
to the original YOLOv3, the proposed Gabor detector enhances the semantic
information of the feature pyramid at more scale levels to handle various MLO
shapes (including shadows).
The main contributions of this chapter can be highlighted as follows.
1. We introduce a new Gabor Neural Network (DGN-D) for MLO detection
in sonar imagery. The proposed one-stage detector is constructed from the
Gabor layers, which can be used as generic feature extractors for the design
of compact neural architectures.
2. We conduct extensive experiments to evaluate the proposed method using
a real sonar dataset provided by the Defence Science and Technology Group,
Australia.
The remainder of this chapter is organized as follows. Section 4.2 introduces
a literature review on the automatic detection of MLOs. Section 4.3 describes the
proposed Gabor-based detection method. Section 4.4 presents the experimental
results and analysis, and finally, Section 4.5 gives the concluding remarks.

4.2

Literature review

In this section, we first present a brief background on side-scan sonar imagery,
and then provide a review of MLO detection methods.
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4.2.1

Side-scan sonar imagery

A side-scan sonar provides high-resolution seabed morphology from both sides
of an AUV, see Fig. 4.3. Typically, the sonar is mounted on a vehicle, which moves
along a straight track at constant speed and altitude. Transducers on either side
of the sonar periodically illuminate the seabed with fan-shaped beams of highfrequency acoustic signals perpendicular to the vehicle track. The backscattered
intensities (as individual scan-lines) are then concatenated to form a two-sided
sonar image. Note that such an image is represented in the time coordinate,
instead of the Cartesian coordinate, where the echo amplitudes are displayed as
image pixels. The vertical axis corresponds to the time when the acoustic pulse
is emitted from the transducer, and the horizontal axis corresponds to the time of
flight (i.e., slant range) in the across-track direction.

Figure 4.2: Sonar image formation from an object lying on the seabed.

The seabed is commonly modeled as a Lambertian surface [159], which scatters incident energy uniformly in all directions. In other words, the echo amplitude depends only on the local angle of incidence δ formed by the incident pulse
and the normal ~n to the surface. Let p = (~r, α) be a point on the seabed ensonified
by an anisotropic acoustic signal of intensity ϕ(p). The backscattered intensity at
p can be computed as
I(p) = κ ϕ(p) µ(p)

~r · ~n
,
k ~r k k ~n k

(4.1)
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where κ is a normalization constant, and µ(p) is the reflectivity coefficient of
the seabed at p dependent on the sediment type. An example of sonar image
formation is shown in Fig. 4.2.

Figure 4.3: Principle of a side-scan sonar mounted on an autonomous underwater vehicle.

4.2.2

Traditional mine-like object detection methods

Over the past two decades, there have been several studies on automatic detection
of MLOs using sonar imagery. This subsection presents a review of the traditional
MLO detection methods.
Most existing MLO detection methods have employed feature-based algorithms to identify suspicious pixel regions. In [160], Sawas and Petillot applied
the Haar-like features and a cascade of boosted classifiers, which were first introduced by Viola and Jones [161]. In [162], Barngrover et al. also utilized the
Haar-like feature classifier to generate image patches (around regions of interest),
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which are then processed by subjects using the rapid serial visual presentation
paradigm. Other feature-based methods used the geometric visual descriptors,
such as scale-invariant feature transform (SIFT) [163, 164, 165] and local binary
pattern (LBP) [166, 167]. In [165], Hollensen et al. adopted the dense SIFT feature
extraction with various window sizes for computing orientation histograms. In
[167], Barngrover et al. combined the LBP features and the AdaBoost algorithm
to create an optimized cascade of features for classifying image windows. The
existing feature-based methods have a limitation in that the feature extractors are
manually designed to generate a feature vector from the input image window.
However, finding an appropriate feature extractor to capture salient features of
MLOs requires significant domain expertise.
In recent years, MLO detection methods have used deep neural networks
to process sonar images in their raw form without manual feature engineering
[168, 169, 170]. In [168], Gebhardt et al. proposed various CNNs, where a global
average pooling (GAP) layer is employed before each fully-connected layer to produce a class activation map. In [169], Denos et al. introduced a four-step pipeline
of MLO detection including synthetic data generation, one-class classification,
background extraction, and binary classification. The second and fourth steps
are performed using an auto-encoder and a pre-trained network VGG-19, respectively. In [170], McKay et al. utilized transfer learning with several pre-trained
CNNs for mine feature extraction. The feature vectors are then used to train a
support vector machine (SVM) on a small sonar dataset. The main limitation of
the existing CNN-based methods is their computational cost. This is mainly due
to the use of sliding windows for locating MLOs, where separate predictions are
computed at every potential position. Furthermore, the existing methods do not
handle MLOs with various shapes effectively, since the sliding windows (with a
fixed aspect ratio) can lead to inaccurate bounding box detection.
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4.2.3

Generic object detection methods

MLO detection using sonar imagery can be considered as a subset of object detection. This subsection provides a brief survey of the generic object detectors in
computer vision, which can be applied for the MLO detection.
With recent advances in deep learning, several techniques for generic object
detection have been proposed, with state-of-the-art results. Such models can be
categorized into two main types: i) two-stage detectors, and ii) one-stage detectors. Two-stage detectors, notably the R-CNN and its variations [171, 172, 173],
perform object detection in two stages. In the first stage, a region proposal generation technique is used to remove most of the backgrounds. In the second stage, the
remaining regions are categorized into different class labels. In [171], Girshick et al.
first introduced a method, called R-CNN (Regions with CNN features), where a
selective search algorithm is employed to generate category-independent region
proposals. Each candidate region is then classified using the AlexNet with the
linear SVMs. In [172], Girshick proposed an improved version, called Fast RCNN, where the feature maps are produced once from the entire image instead of
region proposals. Based on the feature maps and the proposals suggested by the
selective search, fixed-length feature vectors are then extracted for classification
and regression using a region of interest (RoI) pooling layer. In [173], Ren et al.
developed the Faster R-CNN with a separate fully-convolutional network, called
Region Proposal Network (RPN), to predict candidate regions directly from the
convolutional feature maps.
One-stage detectors, notably YOLO (You Only Look Once) [157, 174, 175]
and SSD (Single Shot multi-box Detector) [176], predict bounding boxes directly
from input images, without region proposal generation. In [174], Redmond et al.
introduced the first version of YOLO, a real-time object detector. The main idea
is to divide the image into grid cells, which are responsible for predicting the
objects centered in these cells. For each grid cell, a CNN regressor is employed
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Table 4.1: Representative methods for MLO detection and generic object detection.
Application

Authors
Hollensen et al. [165]

Year

Technique

2011

SIFT features, SVMs

Sawas and Petillot [160] 2012 Haar-like features, boosted classifiers
MLO detection

Barngrover et al. [167]

2015 LBP features, boosted classifiers

Barngrover et al. [162]

2016 Haar-like features, RSVP paradigm

Gebhardt et al. [168]

2017 CNNs

McKay et al. [170]

2017 Transfer learning, SVMs

Denos et al. [169]

2017

Girshick et al. [171]

2014 R-CNN

Girshick [172]

2015 Fast R-CNN

Generic object detection Liu et al. [176]
Redmond et al. [174]

Auto-encoder, CNN

2016 SSD
2016 YOLOv1

Redmond et al. [175]

2017

YOLOv2

Ren et al. [173]

2017

Faster R-CNN

Redmond et al. [157]

2018 YOLOv3

to predict several bounding boxes and the corresponding confidence scores. In
[175] and [157], Redmond et al. adopted several powerful techniques to improve
the detection performance of YOLO. In YOLOv2 [175], the fully-connected layers
are removed from the base network Darknet-19, and multiple anchor boxes are
utilized at each grid cell for predicting bounding boxes (similar to the Faster RCNN). In YOLOv3 [157], the network Darknet-53 was proposed to make multiple
predictions at different scales. In [176], Liu et al. proposed an object detector, called
SSD, where six additional convolutional layers are appended to the base network
VGG-16. Each additional layer produces feature maps at a scale for the detection
prediction. SSD also adopts anchor boxes at multiple scales and aspect-ratios
to predict objects on multiple feature maps. Essentially, SSD employs lowerresolution feature maps to detect large objects, and high-resolution feature maps
to detect smaller objects. Table 4.1 presents a summary of representative methods
for MLO detection and generic object detection.
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4.3

Proposed detection method

This section presents the proposed detection method, including the deep Gabor
neural network architecture (Section 4.3.1), the proposed Gabor layer for feature
extraction (Section 4.3.2), the YOLOv3-based detection framework (Section 4.3.3),
the loss function for network training (Section 4.3.4), and additional remarks on
the conceptual contributions (Section 4.3.5).

4.3.1

Network architecture

The DGN-D utilizes a feature pyramid to make predictions at three different
scales (see Fig. 4.4). The network comprises 17 Gabor layers with large kernel
sizes in the early layers (i.e., 15 × 15 and 7 × 7 pixels) and smaller kernel sizes in
the succeeding layers (i.e., 3 × 3 and 1 × 1 pixels). Each Gabor layer is followed
by a batch-normalization layer and a LeakyReLU layer with the exception of the
outputs. The network employs four max-pooling layers of size 2 × 2 pixels with
stride of 2 for spatial dimensionality reduction.
Note that the high-resolution feature maps in the early Gabor layers are wellsuited to locating small objects, but they contain semantically weak features. By
contrast, the low-resolution feature maps in the succeeding Gabor layers contain
semantically strong features, but the locations of MLOs are not precise due to
the pooling effects. To overcome this problem, the proposed FPN architecture
combines low-level features with high-level features using a bottom-up pathway,
a top-down pathway, and two skip connections. This strategy not only enhances
the semantic information from both weak and strong features but also handles
objects at multiple scales effectively.
The bottom-up pathway, which is the feed-forward computation of the backbone Gabor network, produces a feature hierarchy by reducing the spatial dimension gradually. Given an input sonar image of size 832 × 832 pixels, the first scale
of 16 (i.e., 52 × 52 grid cells) is obtained at the top of the feature pyramid to predict
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large MLOs. The top-down pathway restores resolution from the semantically
stronger (but spatially coarser) features by upsampling. The upsampled feature
maps are then concatenated with those of identical spatial size from the bottomup pathway via the skip connections. As a result, the second and the third scales
of 8 and 4 (i.e., 104 × 104 and 208 × 208 grid cells) are produced to handle medium
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Gabor 18@1x1
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and small MLOs, respectively.

Figure 4.4: The proposed deep Gabor neural network for MLO detection in sonar images.

4.3.2

Gabor layer

A 2-D band-pass Gabor filter is an elliptical Gaussian envelope modulated by a
complex sinusoidal wave of specific frequency and orientation. The harmonic
component enables the filter to be sensitive to spatial frequencies, while the Gaussian component constrains the frequency sensitivity to localized regions of the
input image. As an edge detector, Gabor filter responds strongly to patterns
matching the orientation of sinusoidal strips, and suppresses those perpendicular
to the orientation. This subsection introduces our Gabor-based feature extractor,
called Gabor layer, which can be trained in an end-to-end manner.
For clarity and readability, a brief background on Gabor filtering is warranted.
Let λ be the wavelength of the sinusoidal component, θ be the orientation of the
normal to the parallel stripes, ψ be the phase offset, σ be the standard deviation
of the Gaussian envelope, and γ be the spatial aspect ratio. A convolution kernel
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of a complex Gabor function is defined as
1λ,θ,ψ,σ,γ = exp {−

x̃2 + γ2 ỹ2
x̃
}
exp
{i(2π
+ ψ)},
λ
σ2

(4.2)

where x̃ and ỹ are the transformed coordinates. The details on Gabor filters are
presented in Section 3.3.3.
In our approach, we employ the five Gabor parameters (λ, θ, σ, ψ, γ) as learnable weights to control the shape of filter channel. A Gabor kernel is organized
as a filter bank comprising several parameterized Gabor planes. In a deep neural
network, a Gabor layer employs several such Gabor kernels as steerable feature
extractors. These spatial kernels are then convolved with the input feature maps,
yielding a Gabor space:
ol+1
j

n
X
= f(
oli ∗ 1li, j ),

(4.3)

i=1

where oli is the i-th input feature map for the l-th Gabor layer, and 1li,j is the ith filter channel of the j-th Gabor kernel. Here, ∗ denotes the two-dimensional
convolution operator, and f represents a non-linear activation function.

Gabor kernel 1

Gabor kernel 2

Gabor kernel 3

Figure 4.5: Visualization of three example Gabor kernels with four input channels used
in a single Gabor layer. Here, the real components of the kernels are used.

We adopt the terminology commonly used in deep learning literature when
describing the network architecture [2, 174, 177]. Hereafter, a Gabor kernel is a 3D
tensor that comprises several Gabor planes organized as a filter bank (see Fig. 4.5)
so that the salient MLO features can be extracted at various orientations, scales
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and translations. In a deep hierarchical network, a Gabor layer employs several
parameterized Gabor kernels as steerable feature extractors. These spatial kernels
are then convolved with the input channels, yielding a Gabor space. We utilize
the real impulse response of the complex-valued kernels for the convolutional
computation since they resemble the receptive field found in the cat’s striate
cortex [178]. Mathematically, let Oli be the i-th feature map in the l-th Gabor layer,
and Gli,j be the i-th filter channel of the j-th Gabor kernel. The j-th output feature
map can be computed as
Ol+1
j

n
X
Oli ∗ Gli,j ),
= f(

(4.4)

i=1

where ∗ denotes the two-dimensional convolution operator, and f represents a
non-linear activation function for the extraction of non-linear features.

4.3.3

Detection framework

Each grid cell in a certain scale level employs three anchor boxes (i.e., prior boxes)
to predict bounding boxes. During the training phase, each object is assigned to
a grid cell containing the object’s center and an anchor box associated with the
highest intersection over union (IoU). The network makes prediction as a logistic
regression with six components: (i) four scores (x, y, w, h) reflecting the offset of
predicted bounding box; (ii) an objectness score s representing the IoU between
the predicted bounding box and the ground-truth; and (iii) a conditional class
probability p(class = MLO|object). Here, the coordinates (x, y) are the object’s
center relative to the grid cell, and (w, h) are the width and height relative to the
entire sonar image. Collectively, the prediction at each scale is encoded as a tensor
of size n × n × 3 × 6, where n is the number grid cells used in the scale level.
Note that our model predicts the relative offsets instead of the absolute coordinates. Inspired by the YOLOv3 detection technique [157, 175], we process the
relative offsets to generate the absolute coordinates for the final output. Briefly, the
predicted center coordinates (x, y) and the output objectness score s are squashed
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between 0 and 1 using a sigmoid function. Given the predicted sizes (w, h), the
absolute outputs are obtained by computing the exponential then multiplying by
the corresponding sizes of the anchor.
During the test phase, the predicted conditional class probabilities are multiplied by the corresponding objectness score to produce a class-specific score for
each bounding box [175]. In other words, the class-specific score implicitly encodes: (i) the probability of an MLO occurring in the predicted box, and (ii) how
well the box fits the object. Our method then removes detections with scores lower
than a predefined confidence threshold, and sorts the remaining bounding boxes
in the descending order of the class-specific score. An analysis of the confidence
threshold selection is given in Section 4.4.4. Since multiple proposal boxes can be
predicted for the same object, the non-maximum suppression (NMS) algorithm
[174] with a pre-defined IoU threshold is adopted to remove duplicate detections.

4.3.4

Loss function

During training, we minimize the YOLOv3-based loss function which is defined
as
L=

n×n X
3
X

1MLO
[l(xi , x̂i ) + l(yi , ŷi ))]
ij

i=1 j=1

+

n×n X
3
X

√
1MLO
[( wi −
ij

p

q
p
ŵi ) + ( hi − ĥi )2 ]
2

i=1 j=1

+

n×n X
3
X

1MLO
l(si , sˆi )
ij

(4.5)

i=1 j=1

+ 0.5

n×n X
3
X

1noMLO
l(si , sˆi )
ij

i=1 j=1

+

n×n
X

1MLO
l(pi , p̂i ).
i

i=1

Equation 4.5 can be explained as follows:
• The loss function L consists of three components: (i) localization loss, (ii)
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confidence loss, and (iii) classification loss.
• The first and second terms denote the localization loss, which measures
the errors in the offsets of the predicted bounding box. To consider the
regression errors with respect to the bounding box sizes, we apply the square
root operator, which reduces the significance of high regression errors for
large boxes.
• The third and fourth terms denote the confidence loss, which measures the
errors in the objectness score of the bounding box in both cases, with and
without an MLO detected in the box.
• The fifth term denotes the classification loss measuring the difference between the actual and predicted class probabilities if an MLO is present in
the grid cell.
= 1 if the j-th bounding box in the i-th grid cell is responsible for
• 1MLO
ij
detecting an MLO, otherwise 0, and 1noMLO
is the complement of 1MLO
.
ij
ij
The function l is a binary cross-entropy loss given by
l(a, â) = −a log â − (1 − a) log(1 − â).

4.3.5

(4.6)

Remarks and discussion

Before presenting the experimental results and analysis, we provide brief remarks
on the proposed Gabor layer and DGN-D to highlight the contributions.
It is worth noting that the number of trainable parameters of a single Gabor
kernel is independent of the kernel size. In designing deep networks, the receptive
field (the kernel size) needs to cover the entire relevant image region. A sufficiently
large receptive field is required to capture the local context around every single
pixel when making the prediction. Existing attempts to extend the receptive field
have used large convolutional kernels in the early layers [2], or stacking several
layers with small kernels [25, 47, 179]. However, increasing the receptive field size
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leads to a rapid growth in the number of trainable parameters and computational
cost. Given a standard convolutional layer, let k be the number of kernels of size
m × n pixels, and c be the number of input feature maps. The number of trainable
weights in this convolutional layer is (m × n × c + 1) × k. By contrast, the proposed
Gabor-based approach represents each filter channel with only five parameters,
regardless of the kernel size. Thus, the number of trainable weights is reduced to
(5 × c + 1) × k. As a generic feature extractor, the Gabor kernel enables us to design
compact networks with fewer free parameters compared to the convolutional
counterparts.
The DGN-D has several conceptual merits compared to the relevant approaches of MLO detection. In terms of network architecture, the proposed method
extracts MLO features at multiple scales, while maintaining a compact architecture
with fewer trainable parameters. Compared to the tiny YOLOv3 method which
decomposes the input image at two scales of 32 and 16, our network performs the
detection at three scales of 16, 8, and 4. In other words, the proposed detector employs smaller grid cells at various sizes to handle MLOs effectively. Compared to
the full YOLOv3 with the feature extractor Darknet-53 [157], the proposed DGND achieves roughly 30 times reduction in the total number of trainable weights.
A small network size enables the entire DGN-D model to be deployed on various
survey platforms (e.g., AUVs) as an efficient on-chip architecture.
In terms of detection framework, our approach processes the entire input sonar
image with a single feed-forward propagation through the Gabor network, instead
of using the sliding window and region proposal techniques. This improves the
detection speed and the contextual information of the extracted features. The
proposed one-stage method performs MLO detection as a regression problem,
where bounding box offsets and class probability are obtained directly from image
pixels. In other words, this enables us to maintain a simple detection pipeline
without the softmax and classification layers.
In terms of feature extraction, the Gabor filtering enhances not only the scale
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and orientation decomposition of images but also the invariant properties of the
extracted features [22]. Compared to the standard convolutional kernels with
randomly-initialized weights, the Gabor kernels follow patterns that are steerable
to specific frequencies. A bank of several Gabor filters can effectively extract
the directional texture features (e.g., shadows and strong edges) representing
structural properties of MLOs.

4.4

Experimental results and analysis

In this section, we first describe the data acquisition (Section 4.4.1) and the detection evaluation metrics (Section 4.4.2), then investigate the anchor box selection
(Section 4.4.3) and confidence threshold selection (Section 4.4.4). Finally, we compare the proposed method with six state-of-the-art generic object detectors in
computer vision (Section 4.4.5) and four relevant representative MLO detection
methods (Section 4.4.6).
GPS/Wifi antenna

Acoustic Doppler current profile

Light holder

Motor assembly

Magnetic
on/off switch

Conductivity and temperature

Side-scan sonar
Inertial navigation system

Figure 4.6: The REMUS100 AUV used for sonar data acquisition. Figure courtesy of
Maritime Survey Australia.

4.4.1

Sonar data acquisition and annotation

The sonar data are provided by the Defence Science and Technology (DST) Group
in a naval mine-shape recovery operation in Australia [180]. A Marine Sonic
Technology (MST) side-scan sonar with dual frequencies was employed for data
acquisition. This sonar equipment has: (i) a 900 kHz channel with a resolution of
0.2 m and a practical maximum range of 30 to 40 m; and (ii) a 1800 kHz channel
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Table 4.2: Summary of sonar data acquisition and experimental setup.

Description
Sonar equipment
Transmitted frequency

Specification
MST side-scan sonar
900 kHz

Maximum resolution

0.2 m

Operation range (port and starboard sides)

30 m

AUV
Image size

REMUS 100 AUV
1000 × 1024

Number of MLOs

216

Number of sonar images

190

Number of CV folds

5

Training/test images in each CV fold

153/37

Augmented training images in each CV fold

1,683

with a resolution of 0.05 to 0.1 m and a maximum range of 10 to 15 m. In the surveys conducted by the DST Group, the first channel of 900 kHz was used, and the
maximum range of sonar operation for both port and starboard sides was set to 30
m. The REMUS 100 AUV by Kongsberg Maritime was utilized as an unmanned
platform for rapidly detecting MLOs on the seabed (Fig. 4.6). The REMUS 100
AUV is a compact, lightweight vehicle designed for operation in coastal environments. It has a maximum depth of 100 m, and an endurance of up to 12 hours
at the standard cruising speed of 1.5 m/s (i.e., 3 knots) dependent on the sensor
configuration. The MLOs in the acquired sonar images were annotated by the
DST experts. There are 216 MLOs in 190 sonar images of size 1000 × 1024 pixels.
The original images are resized to 832 × 832 pixels to satisfy the designed input shape (i.e., multiple of 32) before being partitioned randomly into five crossvalidation folds. Thus, each case of cross-validation contains 153 sonar images
for training and 37 images for testing. For each fold, we apply data augmentation
to the training set to synthesize additional training images as follows. The annotated MLOs are extracted from the original images and then overlaid on seabed
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(a) Ground-truth 1

(b) Ground-truth 2

(b) Ground-truth 3

(d) Synthesized from (a)

(e) Synthesized from (b)

(f) Synthesized from (c)

Figure 4.7: Data augmentation for training the MLO detectors. Top row: original sonar
images with the MLO ground-truth. Bottom row: synthesized sonar images with the
MLO ground-truth. See electronic color images.
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backgrounds (without MLOs) at random locations. The overlaying is performed
such that the shadow direction of the MLO matched to the shadow direction in
the background image (i.e., across-track direction). Finally, each augmented case
of cross-validation contains 1,683 images for training and 37 images for testing. A
summary of sonar data acquisition and experimental setup is shown in Table 4.2.
Figure 4.7 presents three examples of original sonar images with MLOs and the
corresponding synthesized images for data augmentation in our dataset.

4.4.2

Detection evaluation metrics

To measure the detection performance, we adopt the evaluation metric of the
PASCAL Visual Object Classes (VOC) Challenge [181], which has been widely accepted as the benchmark for detection tasks. The principal quantitative metric is
the average precision (AP) using all-point interpolation, which can be closely estimated as the area under the precision-recall curve (AUC). Note that, to compute
the precisions and recalls, the detections are converted to classifications based on
a pre-defined threshold of IoU. The predicted bounding boxes having IoU scores
(with the ground-truths) above the threshold are considered as true positives, and
those with IoU scores below the threshold are considered to be false positives. If
multiple bounding boxes detect the same MLO, the box with the highest IoU is
counted as a correct detection, and the remaining boxes are interpreted as false
detections.
Let ri ∈ [0, 1] be the i-th recall value, and ρ(ri ) be the measured precision at ri .
A version of the precision-recall curve with precision monotonically decreasing
is obtained by setting ρ(ri ) to the maximum precision for any recall r̃ ≥ ri . The AP
(i.e., AUC) interpolated over n unique recall values can be computed as
AP =

n−1
X

(ri − ri−1 ) ρint (ri ),

(4.7)

i=2

where ρint (ri ) = max ρ(r̃).
r̃≥ri
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4.4.3

Anchor box selection

Anchor boxes (i.e., prior boxes) affect significantly the efficiency and accuracy of an
object detector. Such pre-defined boxes are commonly used to capture the aspect
ratio of specific object classes and handle multiple objects associated with the
same grid cell. Inspired by YOLOv2 [175], our approach present the anchor boxes
by running k-means clustering on the training MLO bounding boxes. Instead of
using Euclidean distance as in the standard k-means algorithm, we use the IoU
distance metric in clustering, which aims to avoid the errors caused by the scale
of boxes. The IoU metric is computed as
d(box, centroid) = 1 − IoU(box, centroid).

(4.8)

Figure 4.8: Relationship between the number of anchors and the average IoU.

To investigate the effects of the number of anchor boxes used for each grid
cell, we varied its value from 1 to 15 with a step of 1. Figure 4.8 shows the average
IoU as a function of the number of anchors. In practice, the average IoU should
be greater than 0.5, so that anchor boxes overlap well with bounding boxes in
the training data. Increasing the number of anchors improves the average IoU
measure, but using more anchor boxes may cause overfitting and increase the
computational cost [175]. Note that the number of anchors used in our case must
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be a multiple of 3, since the proposed Gabor detector produces three output scales.
Among the evaluated values, we selected nine candidate anchor boxes with an
average IoU of 0.813 for all subsequent experiments.
Table 4.3: Detection performance of the proposed DGN-D and other object detectors.

Method

AP*± SD (%) Images/s

# Total
weights

Model size
Model size**
relative to the
(KB)
DGN-D

Proposed DGN-D

79.93 ± 7.66

12.51

2,084,880

8,305

1×

R-CNN [171]

37.62 ± 11.85

0.30

25,502,912

100,632

12.11 ×

Fast R-CNN [172]

18.26 ± 3.90

1.29

25,436,865

100,371

12.01 ×

Faster R-CNN [173]

9.41 ± 3.16

2.89

25,703,510

101,423

12.21 ×

Tiny YOLOv3 [157]

70.54 ± 8.91

28.41

8,669,876

33,990

4.10 ×

Full YOLOv3 [157]

72.76 ± 9.53

15.07

61,523,734

241,082

29.01 ×

SSD300 [176]

27.08 ± 6.90

7.17

23,371,782

91,427

11.01 ×

AP is measured at IoU = 0.5 (as in PASCAL VOC metric).
SD stands for the standard deviation.
** Model size is calculated for the HDF5 file storage.

*

4.4.4

Confidence threshold selection

During the test phase, the proposed method employs a pre-defined confidence
threshold to discard weak detections. The higher is the threshold value, the more
candidate bounding boxes are removed from the final detections. To investigate
the effects of the confidence threshold on the detection performance, we varied its
value from 0.05 to 0.85 with a step of 0.05. The AP was measured at IoU = 0.5 as in
the PASCAL VOC metric. Figure 4.9 shows the AP as a function of the confidence
threshold. The experimental validation indicates that the suitable range for the
threshold is [0.05, 0.15], where the AP measure remains stable. Based on these
results, we employ the threshold value of 0.15 for the subsequent experiments.

4.4.5

Comparison with the state-of-the-art object detectors

The proposed DGN-D is compared to six state-of-the-art generic object detectors:
1) R-CNN [171], 2) Fast R-CNN [172], 3) Faster R-CNN [173], 4) SSD300 [176],
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Figure 4.9: Relationship between the confidence threshold and the detection accuracy.

5) tiny YOLOv3, and 6) full YOLOv3 [157]. All experiments are conducted on a
computer with Intel Xeon Gold 5115 2.40 GHz processor and NVIDIA TITAN Xp
GP102 graphics card.
• For the R-CNN detector and its variants (i.e., Fast R-CNN, Faster R-CNN),
the ResNet-50 [25] is employed as a backbone network for feature extraction. A new classification layer, a regression layer, and a ROI max-pooling
layer (applied to the Fast R-CNN and Faster R-CNN) are then added to the
backbone to support object detection. To generate the region proposals for
the R-CNN and the Fast R-CNN, we employe the Edge Boxes algorithm
[182], which has been shown to be more computationally efficient than the
Selective Search algorithm. The maximum number of strongest region proposals used for generating training samples is set to 2,000. The negative
and positive ranges, which are used to determine the negative and positive
training samples if the region proposals overlap with the ground-truths, are
set to [0, 0.3] and [0.3, 1], respectively.
• For the SSD300 detector, we utilize the standard input shape of 300 × 300
pixels. The confidence threshold for removing the weak detections was set
to 0.4.
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• For the tiny and full YOLOv3 detectors, we employ the pre-trained tiny
weights and Darknet-53 weights [157], respectively. The confidence threshold and the IoU threshold of the NMS algorithm [174] are set to 0.3 and 0.15,
respectively.

Figure 4.10: Precision-recall curves of the DGN-D and other object detectors over the five
cross-validation folds.

Table 4.3 presents the detection performance of the evaluated methods. In
terms of accuracy, it is clear that the proposed DGN-D outperforms the existing
object detectors. Among the evaluated methods, the proposed method achieves
the highest AP of 79.93%, while the AP yielded by the existing methods varies
from 9.41% to 72.76%. Compared to the full YOLOv3 and tiny YOLOv3, the
best and second-best existing detectors, the DGN-D produces an improvement
of 7.17% and 9.39%, respectively. In terms of model size, the proposed compact
DGN-D achieves a significant reduction compared to other methods. The model
size of the DGN-D is 4.1 times smaller than the tiny YOLOv3 detector.
In terms of detection speed, Table 3 shows that the proposed method is faster
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than the two-stage detectors (R-CNN, Fast R-CNN, and Faster R-CNN), and
slower than the existing one-stage detectors (YOLOv3 and SSD300). It can operate
at a speed of 3.01 frames/s, which is 10 times faster than the R-CNN, and 5 times
slower than the full YOLOv3. Note that our study focuses on improving the
detection accuracy due to the user demand of a reliable MLO detection algorithm.
Although the current detection speed is acceptable to the users, it would be
useful to improve the inference time by investigating more compact networks
and optimizing the Python implementation of the Gabor layer. Both directions
are feasible, and we leave their detailed explorations for future studies.
Figure 4.10 presents the precision-recall curves over the five cross-validation
folds for further insights into the detection capability of the evaluated object
detectors. Clearly, the precision-recall curve produced by the proposed DGN-D
is better than the others because it produces a higher precision at each level of
recall. The detection performance of the DGN-D is also more stable than those of
the existing methods. Several outputs of the DGN-D are presented in Fig. 4.11.
The experimental results show that the proposed method can detect MLOs with
various shapes, in different seabed terrains.
On our sonar image dataset, YOLOv3 is found to have better detection accuracy than Faster R-CNN. On benchmark datasets such as MS COCO, Faster
R-CNN is shown to have similar detection accuracy as YOLOv3 [157, 172, 173]. A
possible explanation for the different findings is the small number of sonar images
available for training. Our sonar dataset contains 190 sonar images (before data
augmentation) with 216 MLOs, as it costs several thousand dollar to deploy an
underwater mine, record sonar images, and retrieve the mine. In comparison, the
MS COCO dataset for object detection task contains more than 200,000 images
with over 500,000 object instances categorized into 80 classes [183]. Furthermore,
Faster R-CNN is a two-stage detector that uses an additional fully-convolutional
network (i.e. the RPN) for predicting candidate regions, whereas YOLOv3 is a
one-stage detector. It is possible that Faster R-CNN needs more training images
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to reach a similar detection performance as YOLOv3.

4.4.6

Comparison with the relevant MLO detection methods

The proposed DGN-D is compared to four representative existing methods that
were specifically designed for MLO detection: (1) Haar-like cascade detector [160],
(2) LBP cascade detector [167], (3) the pre-trained VGG-19 with an SVM classifier
[170], and (4) CNNs with GAP layer [168].
• For Method (1) and (2), we found that the number of cascade stages giving
the best performance is from 5 to 7, which agrees with [160]. Note that
the more cascade stages we use, the more image data are required to train
the detector. For the subsequent experiments, we employ the value of 5
which is well-suited to our available sonar data. A scaling factor of 1.1,
which determines the amount of scaling applied to the input image after
each increment, is employed to enable multi-scale detection.
• For Method (3) and (4), we implement the network architecture as suggested
in [168, 170]. A sliding window of fixed size 101 × 101 pixels and a sliding
step of 20 pixels is utilized to locate the MLOs. For Method (4), the network
consists of 9 convolutional layers and a GAP layer added after the last convolutional layer. The input image size of 832 × 832 pixels for these methods
is the same as those of the DGN-D.
Note that the cascade detectors do not produce the confidence scores, which
are employed to sort the detections before calculating the precisions and recalls.
The CNN-based methods merely classify the sliding window without returning
the offsets of bounding boxes. Hence, instead of using the AP metric to evaluate the detection performance, we recorded three performance measures: 1) the
number of correct detections (i.e., true positives), 2) the number of incorrect detections (i.e., false positives), and 3) the number of ground-truths not detected (i.e.,
false negatives). A predicted sliding window containing an MLO is considered
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as a correct detection. When multiple windows cover the same MLO, the first
predicted window is counted as a correct detection, and the remaining windows
are interpreted as incorrect detections. The scores were accumulated over the five
cross-validation folds.

(a) Ground-truth 1

(b) Ground-truth 2

(b) Ground-truth 3

(d) DGN-D output from (a)

(e) DGN-D output from (b)

(f) DGN-D output from (c)

Figure 4.11: Representative visual results produced by the proposed DGN-D. Top row:
Test sonar images with the MLO ground-truth. Bottom row: Detection results by the
DGN-D. See electronic color images.

Table 4.4 shows the performance of four existing MLO detection methods.
Clearly, the proposed DGN-D outperforms the existing methods in terms of both
the correct detection rate and the frame rate. The DGN-D achieves a detection
rate of 80.5% (i.e., 174/216), which is 3.8 times higher than that of the VGG19 method. The results also indicate that the DGN-D is more reliable than the
existing methods: it produced the smallest number of incorrect detections (46)
over the five test folds. Compared to the cascade detectors with a frame rate of
roughly 0.05 frames/s, the proposed method is 57 times faster. The CNN-based
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Table 4.4: Detection performance of the proposed DGN-D and relevant MLO detection
methods.
# Correct
detections

# Incorrect
detections

# Ground-truths
not detected

Images/s

Proposed DGN-D

174

46

42

3.018

Haar-like Cascade [160]

18

319

198

0.053

LBP Cascade [167]

23

267

193

0.051

VGG-19 + SVM [170]

46

107

170

0.004

CNN + GAP [168]

9

134

207

0.007

Method

(a) Ground-truth 1

(b) Ground-truth 2

(b) Ground-truth 3

(d) DGN-D output from (a)

(e) DGN-D output from (b)

(f) DGN-D output from (c)

Figure 4.12: Examples of failed detection by the proposed DGN-D. Top row: Test sonar
images with the MLO ground-truth. Bottom row: Detection results by the DGN-D. See
electronic color images.
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methods using sliding window are the slowest with the frame rates between 0.004
to 0.007 frames/s.

4.5

Chapter summary

This chapter introduce a novel Gabor-based deep neural network architecture
for automatic detection of MLOs in sonar imagery. The steerable Gabor filtering
modules are embedded within the cascaded layers to enhance the scale and orientation decomposition of images. The proposed DGN-D is designed as a FPN-like
architecture with a small number of trainable weights, which can be trained in an
end-to-end manner to extract the MLO features automatically. The experimental
results on a real sonar dataset, provided by the DST Group, Australia, indicates
that the proposed DGN-D is an effective MLO detection method for AUVs in
terms of the accuracy and the model size. Compared to the state-of-the-art object
detectors in computer vision, the proposed DGN-D demonstrates a significant
improvement of AP metric and at least 4 times reduction in the model size. Compared to the relevant MLO detection methods, our approach not only achieves a
higher detection rate but also improves the detection speed significantly.
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Automatic pedestrian lane detection is a challenging problem that is of great interest in assistive navigation and autonomous driving. Such a detection system
must cope well with the appearance variations of lane surfaces and illumination
conditions, so that a vision-impaired user can navigate safely in unknown environments. This chaptera proposes a new Deep Bayesian Gabor Network (DGN-B)
for camera-based detection of pedestrian lanes in unstructured scenes. The DGNB is designed as a compact panoptic feature pyramid network to segment a scene
image into lane and background regions. In our approach, each Gabor parameter
is no longer a point estimate, but modelled as a Gaussian distribution with a learnable mean and a learnable variance using the variational Bayesian inference. For
the safety of vision-impaired users, in addition to an output segmentation map,
the network provides two full-resolution maps of aleatoric uncertainty and epistemic uncertainty as well-calibrated confidence measures. Consequently, blind
users can rely on the predictive outputs and decide which regions of the scene
have high prediction uncertainties and should be avoided. With fewer learnable weights than the standard CNNs, our Gabor-based method is less prone to
overfitting and requires fewer operations to compute. Compared to the stateof-the-art semantic segmentation methods, the DGN-B maintains a competitive
segmentation performance while achieving a significantly compact model size
(between 25.4 and 231.2 times reduction), a fast prediction time (between 1.6 and
67.4 times faster), and a well-calibrated uncertainty measure. We also introduce
a new lane dataset of 10,000 images for objective evaluation in pedestrian lane
detection research.
a Chapter

5 is currently under peer review for publication.
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5.1

Introduction

Traveling safely and independently in unknown scenes is a major challenge for
vision-impaired people. Many assistive and autonomous navigation methods
have been developed to enable a vision-impaired person to navigate in a crowded
area. Among the vital micro-navigation tasks, pedestrian lane detection, which
is currently performed mostly using the traditional aids (e.g., white cane and
guide dog), has attracted considerable research interest. This task assists visionimpaired people to identify walkable paths and maintain their balance while
walking. It is also a core component of a lane departure warning system that
allows an assistive device (e.g., smart wheelchair and rollator) to operate autonomously with little guidance from disabled users. Automatic detection of
pedestrian lanes can be applied to self-driving vehicles [184] and robots [185] in
sensing off-limit areas and avoiding collision with pedestrians.

Figure 5.1: Segmentation performance vs. parameters of detection methods on the lane
dataset PLVP3.

There are several research gaps in this area. First, despite the importance of
assistive navigation, only a few automatic systems are developed for pedestrian
lane detection. Some methods have been proposed to identify the lanes in structured environments based on the white markers [186, 187]. However, signalized
intersections or pedestrian crossings with the white markers are only special cases,
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while many pedestrian paths have arbitrary lane surfaces. Other existing algorithms for unmarked lane detection rely on estimating vanishing points [188, 189]
or extracting manually-designed features [190, 191], which are often sensitive to
the scene variations. Recently, a novel uncertainty estimation method has been
specifically designed for pedestrian lane detection using a hybrid deep learninghierarchical Gaussian process (DL-HGP) to produce both segmentation map and
uncertainty map [6]. Although it yields promising segmentation performance,
this method still has a high computational cost and a large model size, which are
not well-suited to deployment on edge computers.
Second, many recent road-detection methods have achieved the state-of-theart performance [144, 192, 193]. However, these methods are mostly designed
for vehicle road lane detection, and they often fail to identify pedestrian lanes,
which is generally a more challenging problem. The surface textures, shapes, and
illumination conditions of walking paths typically vary more significantly than
vehicle roads.
Third, model uncertainty is important for preventing unintended behaviors of
an autonomous system. This is a fundamental aspect of AI safety. Although recent
deep learning (DL) models are able to learn powerful representations for mapping
high-dimensional inputs to an array of outputs, these mappings are treated as a
black box and the networks may have limited awareness of their own competence.
Note that, in a point-estimate neural network, predictive probabilities obtained
by a softmax layer are often erroneously interpreted as the model confidence
[14, 15]. The network may extrapolate inputs far from the observed data and
consequently exhibit unjustifiably high prediction confidence in scenarios that
could be life-threatening to users. For example, in May 2016, a self-driving
vehicle killed a man in the first fatal crash because the perception system failed
to distinguish a white tractor trailer from a bright sky [194]. Hence, for the safety
of vision-impaired users, a reliable algorithm must provide not only a detection
decision but also a confidence measure with which users can trust the decision.
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An autonomous navigation system can also employ these confidence measures
to sense off-limit regions and to keep users within the safe lane areas.

Figure 5.2: Comparison of pedestrian lanes vs. road lanes. Top row: Pedestrian lanes in
PLVP3 dataset with various shapes and unclear boundaries. The traditional vehicle road
detection methods based on lines are not practical in these cases. Bottom row: Road lanes
in Cityscapes dataset [5].

Chapter 5 addresses the aforementioned gaps in the existing approaches by
proposing a cost-effective uncertainty estimation method for the camera-based
detection of pedestrian lanes in unstructured scenes. To identify the lanes, we
cast pedestrian lane detection as a problem of semantic segmentation, where
image pixels are classified into pedestrian-lane and background categories. This
is because, unlike vehicle roads typically consisting of parallel boundaries with
highly visible markers on asphalt surfaces, pedestrian lanes have various shapes
with unclear boundaries. The pedestrian lanes refer to arbitrary areas where a
visual-impaired person can walk safely, and they are not necessarily bounded by
lines. Thus, identifying pedestrian lanes based on only the detection of lines is
not practical. Fig. 5.2 shows examples in our dataset of pedestrian lanes without
parallel lines. There are several studies devoted to the problem of lane detection
using semantic pixel-wise classification [6, 195, 196].
Gabor filtering is widely considered as an effective method for pattern analysis
applications, e.g. fingerprint matching [100, 101], facial expression recognition
[102, 103], and iris recognition [104, 105]. It is useful for analyzing the oriented104
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frequency information occurring in an image region. For road sensing, features
constructed from the response of Gabor filters have been shown to be particularly
suitable not only for detecting road boundaries [197, 198], but also for analyzing
road patterns [199, 200]. The textural features of road surfaces can be efficiently
extracted using a bank of Gabor filters. This is because road regions commonly
correspond to smoother textures (i.e., low frequencies), whereas off-road regions
have rough textures (i.e., high frequencies). Due to the nature of band-pass filters,
a well-designed bank of Gabor filters effectively separates road textures from offroad textures. Furthermore, it can capture the properties of orientation selectivity,
spatial locality, and spatial frequency selectivity to cope with the variations in
illumination [198]. The main contributions of this chapter can be highlighted as
follows.
1. We introduce a new light-weight Deep Bayesian Gabor Network (DGN-B)
for pedestrian lane segmentation. Due to the nature of Gabor filtering,
our method enhances the scale and orientation decomposition of images,
and the invariant properties of the extracted features. In our method, each
filter channel is represented by only ten learnable parameters (i.e., means
and variances of the five Gabor parameters) regardless of the kernel size.
This enables large receptive fields to be designed without a rapid growth
in the number of learnable parameters. Reducing the number of learnable
parameters is also an effective way to control overfitting and improve computational efficiency. We have made all code for this paper available at:
https://github.com/hthanhle/Bayesian-Gabor-Networks.
2. We apply variational Bayesian inference to Gabor neural network for semantic
image segmentation. To the extent of our knowledge, this work is the first
to parameterize a network with Gaussian distributions of Gabor parameters instead of point-estimates as the conventional Gabor neural networks
[97, 112, 113]. To compute the outputs at each layer, the Gabor parameters
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are sampled from their variational distributions. Due to the probabilistic
Bayesian nature, the proposed method provides two full-resolution maps
of aleatoric uncertainty and epistemic uncertainty as well-calibrated confidence measures for user safety.
3. We create a new dataset for quantitative evaluation in pedestrian lane detection research, named PLVP3. It is the largest pedestrian lane dataset in the literature. Our dataset consists of 10,000 images with the manually-annotated
ground-truth acquired from real indoor and outdoor scenes, at different
times of day and in different weather conditions. It includes unmarked
pedestrian lanes with various lane shapes, colors, textures, and surface materials (e.g., soil, concrete, brick, and carpet). We have also released the lane
dataset PLVP3 at: http://documents.uow.edu.au/˜phung/plvp3.html.
The remainder of this chapter is organized as follows. Section 5.2 introduces
the related work on the automatic detection of pedestrian lanes. Section 5.3
describes the proposed Bayesian Gabor Network for lane segmentation. Section
5.4 presents the experimental results and analysis, and finally, Section 5.5 gives
the concluding remarks.

5.2

Literature review

In this section, we provide a review on traditional pedestrian lane detection
methods and CNN-based semantic segmentation methods in computer vision,
which can be applied for lane detection. The existing Bayesian methods for
uncertainty estimation and Gabor neural networks are then discussed.

5.2.1

Traditional lane detection methods

Lane-boundary detection approach. It is generally assumed that pedestrian lane
boundaries have distinctive appearances with the lane regions. Several studies
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have identified the boundaries based on white stripes, which are commonly found
at traffic intersections. In [186], Uddin and Shioyama used the bipolarity-based
segmentation and projective invariant-based recognition for detection of zebracrossing. In [187], Khan et al. exploited the parallel nature of lane boundaries and
fixed lane widths to validate the detected lanes. A simple CNN was proposed to
detect the markers along the lane boundaries.
In general, the above methods do not cope well with unmarked pedestrian
lanes in unstructured scenes. To address this problem, several studies have
detected edge features using Hough Transform [201, 202] or the gradients of
the intensity value [203, 204]. However, the performance of these methods highly
depends on the variations of lane appearance and illumination conditions. They
are not effective when other objects with strong contrast occur on the lane surfaces,
such as shadows and brick patterns. To overcome this issue, several methods
have detected lane borders among the edges pointing to the vanishing point
[188, 189, 199]. In [188], Phung et al. employed local orientations of color edge
pixels to estimate vanishing points, which are then utilized for sample region
selection. The lane regions are determined using a matching score that combines
color, edge, and shape features. In [189], Yoo et al. proposed a probabilistic
voting procedure based on intersection points of line segments. The geometric
constraints are then applied to select candidate line segments. To identify the lane
boundaries from the candidates, a score function is used to remove the outliers.
Lane segmentation approach. The lane regions are segmented using different
color models [205, 206, 207] or applying semantic pixel-wise classification [6, 195,
196]. In [205], Tan et al. adopted multiple color histograms in the red-green-blue
(RGB) space to capture the variability of the lane and non-lane regions. In [206],
Sotelo et al. employed the hue-saturation-intensity (HSI) color space, instead of the
RGB components. A pixel is classified as lane category if its chromatic distance
and intensity distance to a predefined color set are lower than the predefined
thresholds. The main limitation of these color-model-based methods is the use
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of offline trained models, which is sensitive to the variation of lane surfaces.
To overcome this problem, a few CNN-based semantic segmentation methods
have been proposed recently. In [6], Nguyen et al. introduced an uncertainty
estimation method combining a convolutional encoder-decoder network and a
hierarchical Gaussian Process (HGP) classifier. In addition to a segmentation
map, this Bayesian method provides a map of calibrated uncertainty. In [195],
Selim et al. employed a feature pyramid network (FPN) with the pretrained
network ResNet-50 for the bottom-up pathway. In [196], Zhang et al. proposed a
multiple-task learning framework, where lane segmentation and lane boundary
detection are performed simultaneously. Two geometric prior constraints are
used to regularize the problem of lane detection.

5.2.2

CNN-based semantic segmentation methods

Pedestrian lane segmentation can be considered as a subset of semantic image
segmentation. This subsection presents a brief review on CNN-based semantic
image segmentation methods in computer vision.
One of the first CNN-based works is the fully convolutional network (FCN)
[62], which does not include any dense layers as in the traditional CNNs. Instead,
a final 1 × 1 convolution is used to perform the task of pixel-wise prediction.
Inspired by the FCNs, several methods have been proposed using the fully convolutional encoder-decoder architecture, notably SegNet [208] and U-Net [209].
In [208], Badrinarayanan et al. introduced a segmentation method, called SegNet,
which consists of (i) an encoder with 13 convolutional layers from the VGG-16,
and (ii) a decoder where each layer corresponds to the encoder layer. The decoder uses pooling indices computed in the max-pooling step of the encoder to
perform non-linear upsampling. In [209], Ronneberger et al. proposed U-Net,
an encoder-decoder model for segmenting biological microscopy images. Unlike SegNet, U-Net concatenates higher-resolution feature maps from the encoder
with upsampled features from the decoder to enhance the semantic information.
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Several studies have been proposed using the feature pyramid architecture
[210, 211], where semantically-stronger features are merged with features from
early layers. In [210], Zhao et al. proposed a pyramid scene parsing network
(PSPNet) by exploiting the global context through the pyramid pooling modules. In [211], Li et al. designed a pyramid attention network (PAN) using two
modules: i) feature pyramid attention (FPA) providing precise pixel-level attention for high-level features, and ii) global attention upsample (GAU) performing
global average pooling to capture global context. In general, the above featurepyramid-based methods aggregate contextual features at multiple scales for a
better representation ability.
Dilated convolution (a.k.a atrous convolution) is an effective way to handle
multi-scale features and enlarge the receptive field without increasing the computational cost. Chen et al. applied the atrous convolution to develop the DeepLab
models [212, 213, 214, 215] for semantic image segmentation. To refine segmentation maps, DeepLabv1 [212] employs fully-connected conditional random fields
(CRFs), which are probabilistic models for predicting values given the conditional
input of surrounding pixels. In addition to the atrous convolutions and the CRFs,
DeepLabv2 [213] uses the atrous spatial pyramid pooling (ASPP) for exploiting
multi-scale features with multiple parallel filters at different rates. DeepLabv3
[214] and DeepLabv3+ [215] are the improved versions, where a backbone (e.g.,
ResNet-101 [25] and Xception [50]) with the depth-wise separable convolutions
is utilized as the main feature extractor. The dense CRF post-processing is not
included in the later DeepLab models for computational efficiency. In [216], Yu
and Koltun developed a dilated-convolutional context module which aggregates
multi-scale contextual information without losing resolution. The module consists of seven 3 × 3 dilated convolutions with different dilation factors, followed
by a 1 × 1 standard convolution to produce the final feature maps. Since the output has the same form as the input, the module can be efficiently embedded in
existing segmentation models. In [56], Liu et al. proposed a self-cascaded archi109
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tecture, called ScasNet, using multi-scale dilated convolutions in the last layer of
the encoder. The dilated convolutions generate the global-to-local contexts, which
are then aggregated and refined by a coarse-to-fine strategy. To correct the latent
fitting residual caused by semantic gaps in multi-feature fusion, several residual
correction schemes are employed throughout the network.

5.2.3

Bayesian methods for uncertainty quantification

Bayesian neural networks. In recent years, there is an increasing interest in
applying Bayesian learning to neural networks for quantifying uncertainty of
predictions. Various Bayesian methods have been proposed to approximate
the intractable true posterior probability distribution. In [217], Blundell et al.
first introduced the variational inference for learning probability distribution
on the weights of a feed-forward network, called Bayes by Backprop algorithm.
The distributions are obtained by minimising the evidence lower bound (ELBO)
on the marginal likelihood. With the advances in CNNs, several studies have
placed probability distributions over convolutional kernels [14, 218, 219, 220]. In
[218], Gal and Ghahramani first showed that dropouts can be cast as approximate Bernoulli variational inference in Bayesian CNNs. This method produces a
considerable improvement in classification accuracy on the CIFAR-10 dataset as
compared to the non-Bayesian methods. Instead of randomly drawing Bernoulli
random variables, in [219], Kumar et al. applied the Bayes by Backprop algorithm to
CNNs with Gaussian variational posterior probability distributions. To estimate
the predictive uncertainties in a coherent manner, softplus normalization is used
in the last fully-connected layer.
Bayesian semantic segmentation methods. A few studies have been conducted
recently to predict pixel-wise class labels and provide a measure of model uncertainty [7, 8, 221]. In [7], Kendall et al. introduced a probabilistic pixel-wise
semantic segmentation, called Bayesian SegNet. The Monte Carlo (MC) sampling
with dropout at both training and test time is used to evaluate the posterior dis110
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tribution of the softmax outputs over the SegNet’s weights. Inspired by Bayesian
SegNet, Mukhoti and Gal modified DeepLabv3+ (with Xception backbone) to
create a Bayesian counterpart using the MC dropout and the concrete dropout as
inference techniques [8]. A dropout layer is inserted into the middle flow of the
network after every four Xception modules. Unlike Bayesian SegNet using the
variance of the softmax outputs, Bayesian DeepLabv3+ utilizes the mutual information and the predictive entropy to estimate the model uncertainty. The main
limitations of these dropout-based methods are the huge model size of the backbone and the manually-tuned dropout rates. Furthermore, using MC dropout
does not allow us to capture aleatoric uncertainty and epistemic uncertainty explicitly. Although several Bayesian neural networks have been proposed for
image classification task, there is few research on Bayesian methods for semantic
segmentation task using variational inference.

5.2.4

Gabor neural networks

In recent years, several studies have applied Gabor filtering to neural networks
and visual recognition. In [112], Luan et al. proposed Gabor convolutional networks (GCNs), where standard convolutional filters are modulated with Gabor
filters, called Gabor orientation filters (GoFs), to produce enhanced feature maps.
The number of Gabor orientations and scales are fixed before the modulation and
training processes. In [113], Alekseev and Bobe placed constraints on convolutional kernels in the first layer to fit Gabor functions. The model is known as
GaborNet. In [111], Yao et al. extracted Gabor features at three particular directions (0°, 45°, and 90°), which are then employed as a pseudo 3-channel image for
classification using a standard CNN.
A limitation of the existing Gabor-based methods is that they mainly utilize
manually-designed Gabor parameters for feature extraction. Finding appropriate
Gabor parameters for a certain problem is time-consuming and requires significant domain expertise. Most existing networks embed Gabor modules into CNNs
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or modulate standard convolutional kernels with Gabor filters. They are not full
deep networks constructed from only Gabor filters with an end-to-end training
algorithm. To the extent of our knowledge, there are no Gabor neural networks with
Bayesian learning reported in the literature.

5.3

Proposed Bayesian Gabor Network

This section presents the proposed Bayesian Gabor Network, including network
architecture of the DGN-B (Section 5.3.1), the probabilistic Gabor modeling with
variational inference (Section 5.3.2), training the DGN-B (Section 5.3.3), and uncertainty estimation in the DGN-B (Section 5.3.4), and discussion (Section 5.3.5).
Gabor filtering has attracted considerable research interest due to its biological motivations. It is widely accepted that the Gabor-like spatial functions are
closely related to the mammalian vision systems, particularly in the perception of
texture [16, 17]. Several psychophysical experiments suggested that the simplecell receptive fields in the primary visual cortex of humans can be approximated
as a bank of Gabor filters with selective orientation, spatial frequency, phase and
bandwidth [18, 19]. Note that such orientation-sensitive functions may also be
learned by many machine learning algorithms, such as spike-and-slab sparse coding [20] and CNNs [21] when applied to natural images. As a linear filter used for
edge and texture analysis, a Gabor filter responds strongly to patterns matching
the orientation of sinusoidal strips, and suppresses those perpendicular to the
orientation. Inspired by the biological and computational evidence of the Gabor
filtering, we propose a new Gabor neural network with the variational inference.
The background on Gabor filters are presented in Section 3.3.3.

5.3.1

Network architecture

Inspired by the panoptic feature pyramid network [222], DGN-B is designed as
a compact model where the rich multi-scale features are merged into a single
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output (see Fig. 5.3). The network comprises 13 Bayesian Gabor layers, which are
the probabilistic models of the Gabor filters. To compute the outputs at each layer,
we sample the five Gabor parameters of a Gabor filter (i.e., l, r, b, φ, and α) from
Gaussian distributions represented by learnable means and learnable variances.

Bayes Gabor 128@ 3x3

Upsampling 16x16
Upsampling 4x4

Bayes Gabor 128@ 3x3

Max-pooling 2x2/2

Max-pooling 2x2/2

Bayes Gabor 64@5x5

Max-pooling 2x2/2

Bayes Gabor 64@7x7

Max-pooling 2x2/2

Bayes Gabor 64@5x5
Bayes Gabor 64@5x5

Input image
(3 x 320 x 320)

Bayes Gabor 64@7x7

Bayes Gabor 32@15x15

Max-pooling 2x2/2

Bayes Gabor 32@15x15

Max-pooling 2x2/2

Bayes Gabor 32@15x15

The detailed description of Bayesian Gabor layer is presented in Section 5.3.2.

Segmentation map

+

Bayes Gabor 2@ 1x1

Upsampling 4x4

+

Bayes Gabor 32@ 3x3

Bayes Gabor 128@ 3x3

Bayes Gabor 128@ 3x3

Aleatoric uncertainty

Epistemic uncertainty

Figure 5.3: The proposed Bayesian Gabor Network for pedestrian lane detection.

We use the larger kernel sizes (15 × 15 and 7 × 7 pixels) in the early layers to
capture the global fine-grained information, and the smaller kernel sizes (5 × 5
and 3 × 3 pixels) in the successive layers to extract the local semantic information.
At each scale, we perform several progressively downsampling stages, followed
by a bilinear upsampling (except the first scale) to reach the same scale of 1/4.
The output feature maps at two adjacent scales are then element-wise summed.
A bilinear upsampling by a factor of 4 and a final Bayesian Gabor layer with a
kernel size of 1 × 1 pixels are utilized to generate the segmentation map at the
original image resolution.
Note that the high-resolution feature maps in the early Bayesian Gabor layers
are well-suited to capture the fine structures, but they contain semantically weak
features. By contrast, the low-resolution feature maps in the successive Bayesian
Gabor layers contain semantically strong features to accurately predict the perpixel class labels, but the spatial locations are not precise due to the pooling effects.
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Hence, DGN-B builds a feature hierarchy where the semantically weak features
are aggregated with the strong features to enhance the contextual semantic information. The compact backbone with a limited number of Bayesian Gabor layers
is designed for memory and computation efficiency.

5.3.2

Inference for the Bayesian Gabor Network

We introduce the proposed Bayesian modeling to the Gabor filters. A Gabor neural
network can be considered as a probabilistic model, which is parameterized by
the Gabor parameters θ. Following the Bayesian inference method for pixel-wise
classification, we can predict the output ŷ for a new pixel x̂ using the marginal
likelihood, which is the distribution of the observed data D marginalized over
the Gabor parameters θ:
Z
p(ŷ|x̂, D) =

p(ŷ|x̂, θ) p(θ|D) dθ.

(5.1)

Note that the predictive distribution (5.1) is intractable for the Gabor networks of
any practical size, because the computation is equivalent to the high-dimensional
integrals from an ensemble of possible Gabor parameters. Moreover, the true
posterior distribution p(θ|D) cannot be evaluated analytically.
To overcome this problem, we approximate the posterior distribution by a
computationally tractable function, called variational distribution q(θ|ω), where
ω denotes mean and standard deviation of a Gaussian distribution. In other
words, instead of using the point-estimate Gabor parameters θ, we parameterize
the neural network with the probability distributions of the Gabor parameters.
This can be done by minimizing the loss function L(ω, D), which is the KullbackLeibler (KL) divergence between q(θ|ω) and p(θ|D):
L(ω, D) = KL[q(θ|ω) k p(θ|D)]
= Eq(θ|ω) log q(θ|ω) − Eq(θ|ω) log p(θ)

(5.2)

− Eq(θ|ω) log p(D|θ).
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The loss function L(ω, D) describing in Eq. (5.2) is also known as the variational free energy. It comprises three terms: the first two prior-dependent terms
denoting the KL loss between q(θ|ω) and p(θ), and the last data-dependent term
denoting the negative log-likelihood loss. Because the loss function involves the expectations with respect to the variational distribution q(θ|ω), it can be evaluated
by using Monte Carlo sampling. Consequently, the loss function is obtained in
the following tractable form:
L(ω, D) ≈

n
X

[log q(θi |ω) − log p(θi ) − log p(D|θi )],

(5.3)

i=1

where n is the number of samples, and θi denotes the i-th sample drawn from q(θ|ω).
Since we work with mini-batch optimization, the loss can be summed over
the random partitioning of mini-batches. For each mini-batch, we sample once
from the variational distribution and then then re-weight the KL loss. The exact
loss form is given by
N
X
L(ω, D) ≈
[λi (log q(θ|ω) − log p(θ)) − log p(Di |θ)],

(5.4)

i=1

where N is the number of mini-batches, and λi =

2N−i
2N −1

is the weight denoting

the trade-off between the KL loss and the negative log-likelihood loss on the i-th
mini-batch Di . That way, the KL loss significantly affects the first few mini-batches
(when data are slight), and the negative log-likelihood loss greatly affects the later
mini-batches (when more data are seen).
In Eq. (5.4), the prior distribution p(θ) can be evaluated using a scale mixture of two zero-mean Gaussian densities as in [217]. The prior over the Gabor
parameters is computed as
p(θ) =

Y

[0.5N(θ j |0, σ21 ) + 0.5N(θ j |0, σ22 )],

(5.5)

j

where θ j is the j-th Gabor parameter of the network, and N(θ j |0, σ2k ) is the eval-
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uation of the k-th Gaussian component at θ j . The first mixture component has
a large standard deviation σ1 > 1, which provides a heavier tail than the normal
distribution. While the second mixture component has a small standard deviation
σ2  1, so that the priori tightly concentrates around zero. In our study, we utilize
a weight of 0.5 to balance the two Gaussian components.

5.3.3

Training the Bayesian Gabor Network

DGN-B can be considered as a non-deterministic mapping function. Training it
involves learning the parameters of the variational distributions q(θ|ω) instead
of the Gabor parameters directly. During a forward pass, Gabor parameters are
sampled from the variational distributions to evaluate the loss function. Note that
the data-independent KL loss in Eq. (5.4) is evaluated layer-wise, while the datadependent log-likelihood loss is computed at the end of the forward pass. During
a backward pass, the gradients with respect to the variational parameters ω (i.e.,
µ and σ) are calculated by the back-propagation algorithm, and then updated by
an optimizer.
To reduce the variance of the gradients caused by the stochastic sampling step
in the forward pass, we utilize the local reparameterization trick [223]. Instead of
sampling directly from the variational distribution, we draw a sample s from the
parameter-free distribution N(0, I), then shift it by the mean µ and scale by the
standard deviation σ. In practice, we represent the network with a learnable parameter ρ instead of σ directly, then transform ρ using a softplus function to obtain
σ = log(1 + exp(ρ)). This ensures that the standard deviations of the variational
distributions are always non-negative during the training process. Collectively, a
posterior sample of the Gabor parameter can be computed as
θ = µ + s ⊗ log[1 + exp(ρ)],

(5.6)

where ⊗ is the point-wise multiplication.
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5.3.4

Uncertainty quantification in Bayesian Gabor Network

Let x̂ be an input pixel, ω∗ be the optimized variational parameters after training,
and q(ŷ|x̂, ω∗ ) be the variational predictive distribution which approximates the
predictive distribution p(ŷ|x̂, D). At segmentation inference time, the predictive
variance for x̂ is computed as
Varq(ŷ|x̂,ω∗ ) (ŷ) = Eq(ŷ|x̂,ω∗ ) ([ŷ − Eq(ŷ|x̂,ω∗ ) (ŷ)]2 )

(5.7)

= Eq(ŷ|x̂,ω∗ ) (ŷ⊗2 ) − Eq(ŷ|x̂,ω∗ ) (ŷ)⊗2 ,

where v⊗2 = v vT is the outer product of v with itself. Following the definition of
expectation and the Fubini’s Theorem [221], Eq. (5.7) can be decomposed into
aleatoric and epistemic quantities, which allows the model to evaluate the room
for improvements:
Z
Varp(ŷ|x̂,θ) (ŷ) q(θ|ω∗ ) dθ

Varq(ŷ|x̂,ω∗ ) (ŷ) =

(5.8)

Z
+

⊗2

∗

[Ep(ŷ|x̂,θ) (ŷ) − Eq(ŷ|x̂,ω∗ ) (ŷ)] q(θ|ω ) dθ.

The first term in Eq. (5.8) is the expectation of the variance of the predicted
outputs. In other words, it denotes the aleatoric uncertainty regarding the input
pixel x̂ (i.e., heteroscedastic aleatoric uncertainty), which refers to the inherent randomness of ŷ. Note that, because ŷ is one-hot encoded, the variance Varp(ŷ|x̂,θ) (ŷ)
can be rewritten as
Varp(ŷ|x̂,θ) (ŷ) = Ep(ŷ|x̂,θ) (ŷ⊗2 ) − Ep(ŷ|x̂,θ) (ŷ)⊗2
⊗2

= diag{Ep(ŷ|x̂,θ) (ŷ)} − Ep(ŷ|x̂,θ) (ŷ) ,

(5.9)

where diag{Ep(ŷ|x̂,θ) (ŷ)} is the diagonal matrix with elements of the expected outputs. The aleatoric uncertainty captures noise inherent in the data [15, 221].
The second term in Eq. (5.8) is the expectation of the difference between the
predicted outputs and the averaged prediction that is caused by the variability
of θ. In other words, it refers to the uncertainty in the Gabor parameters sampled from the variational distribution q(θ|ω∗ ). This quantity is also known as the
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epistemic uncertainty. Since a DGN-B can be considered as an ensemble of Gabor
networks, the epistemic uncertainty captures the unawareness about which network generated the training data. This type of uncertainty can be reduced as the
size of training data increased [219, 221].
For the dense-pixel classification, we substitute Ep(ŷ|x̂,θ) (ŷ) = softmax[ fθ (x̂)]
into Eq. (5.8), and then sample from q(θ|ω∗ ). Collectively, the expectations in Eq.
(5.8) is approximated as
M

M

1 X
1 X
[diag(zi ) − zi zTi ] +
(zi − z̄)(zi − z̄)T ,
Varq(ŷ|x̂,ω∗ ) (ŷ) ≈
M
M
i=1

(5.10)

i=1

where zi = softmax[ fθi (x̂)] is the softmax-generated vector in the i-th prediction,
1 PM
and z̄ = M
i=1 zi is the averaged vector. Here, M is the number of repetitive
predictions for x̂.

5.3.5

Remarks and discussion

Compared to our previous work, DL-HGP [6], DGN-B has several conceptual
merits. First, DL-HGP is a two-stage uncertainty estimation method, whereas
DGN-B is a one-stage method. As a hybrid architecture, DL-HGP replaces the last
1×1 convolution of a full segmentation CNN, typically SegNet [208], with an HGP
module. The CNN is used as a backbone to generate multi-dimensional features
for each pixel in the input image, and the HGP (placed at the top of the CNN)
is separately used for pixel-wise classification and uncertainty quantification. In
contrast, DGN-B estimates uncertainty from its model weights without additional
GP modules, and the KL loss is accumulated layer-wise in a single forward pass.
Second, the computational cost of DGN-B is lower than DL-HGP. Considering
a single HGP module, its complexity in training time is O(NM2 ), where N is the
total number of image pixels in training setb , and M is the number of inducing
points. Thus, increasing image size or dataset size leads to a rapid growth of
b For

mini-batch optimization, the complexity is O(BM2 ), where B is the total number of image
pixels in a mini-batch.
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computational cost. The choice of the hyper-parameter M is also a trade-off
between the complexity and the approximation capability. In contrast, DGN-B
has a simple CNN-like network architecture, so its complexity is comparable to
the backbone of DL-HGP (excluding the HGP module). Note that the complexity
of a typical CNN is just linear in the number of input pixels. The results in Section
5.4.3 show that DGN-B outperforms DL-HGP in both segmentation accuracy and
(especially) inference time.
Third, DL-HGP does not provide separate well-calibrated measures for aleatoric
uncertainty and epistemic uncertainty. Its final uncertainty is the predictive variance using the Gauss-Hermite quadrature method. In contrast, DGN-B decomposes the predictive variance into aleatoric and epistemic quantities, which can
be used to identify improvements.
Although the proposed DGN-B has shown several benefits, it could still be
extended in two aspects. First, in our approach, Gabor filtering is utilized as
the prior knowledge instead of randomly-initialized weights as convolutional
kernels. Assuming the form of kernels endows DGN-B with a small number of
weights and an enhanced computational efficiency, which is particularly useful
for the problems with limited computational resources or scarce data. However,
this constraint could make the weights less flexible than those of CNNs, and the
network may focus only on specific texture features due to the nature of the Gabor
filters.
Second, the computation cost may grow rapidly when DGN-B goes deeper,
as it repetitively performs the Gabor computation for every filter channel after
updating the weights. An ablation study on the Gabor filtering approach and
further discussion are provided in Section 5.4.6. It is worth to improve the Gabor
layers by replacing standard Gabor filtering with a fast Gabor computation technique, notably the 2-D complex Gabor filtering with kernel decomposition [224].
We leave this plausible extension of our approach for a future study.
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5.4

Experiments and analysis

This section presents the experiments and analysis, including lane data acquisition
and annotation (Section 5.4.1), performance evaluation measures (Section 5.4.2),
comparisons with Bayesian segmentation methods (Section 5.4.3), comparisons
with feature-based lane detection methods (Section 5.4.4), comparisons with the
state-of-the-art segmentation methods (Section 5.4.5), and ablation study (Section
5.4.6).

Figure 5.4: Examples from PLVP3 dataset. Rows 1 and 3: Input colour images. Rows 2
and 4: The corresponding lane segmentation ground-truth.

5.4.1

Image dataset

Data acquisition. We acquired a new image dataset, named PLVP3, of pedestrian
lanes from real indoor and outdoor scenes. The images were taken at different times of day and in different weather conditions (e.g., rain, fog, and cloud
cover). Many images have extreme lighting variations, such as strong shadows
and low illumination. The dataset includes unmarked pedestrian lanes with var120
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ious shapes, colors, textures, and surface materials. For quantitative performance
evaluation, we created the ground-truth masks by manually annotating the lane
regions. Examples of images and the corresponding ground-truth from the lane
dataset PLVP3 are shown in Fig. 5.4.
Dataset statistics. The lane dataset PLVP3 is extended from PLVP2 dataset,
which has been previously introduced in [6]. In total, it has 10,000 labelled
images, including 5,000 images from PLVP2 and 5,000 new images. Compared
to PLVP2, we increased the percentage of images with concrete and pavement
surfaces (48.6% and 11.6%), which are typical walking paths commonly found in
urban scenes. We also collected more images with the normal lighting conditions
(78.5%), so that models can learn the lane patterns reliably. Statistics of PLVP2
and PLVP3 datasets are presented in Table 5.1. To the extent of our knowledge,
PLVP3 is the largest public dataset for pedestrian lane detection research in the
literature.
Table 5.1: Statistics of PLVP2 and PLVP3 lane datasets.

Description

PLVP2
#Images

Surface

Lighting
condition

PLVP3
%

#Images

%

Brick

1,558

31.16

2,917

29.17

Concrete

2,335

46.70

4,860

48.60

Pavement

431

8.62

1,164

11.64

Indoor

432

8.64

734

7.34

Others

244

4.88

325

3.25

Normal

3,485

69.70

7,845

78.45

Extreme

1,515

30.30

2,155

21.55

Experimental setup. The lane images are resized to the designed input shape
of 320 × 320 pixels. To evaluate the performance measures, we employ the fivefold cross-validation scheme where the lane dataset is divided randomly into five
equal-sized partitions. For each fold, one partition is used as the test set, and the
remaining four partitions are used as the training set. This step is repeated five
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times for different choices of the test partition. Each training set is further split into
90% of the samples for training and 10% of the samples for validation. Collectively,
each cross-validation fold consists of 7200 training images, 800 validation images,
and 2000 test images.

5.4.2

Performance evaluation measures

Segmentation metrics. To measure the segmentation performance, we use three
quantitative metrics which have been widely accepted in semantic segmentation
research: 1) pixel accuracy, 2) mean intersection over union, 3) and F1 score. The
metrics are computed for individual images and then averaged over the entire
test set to obtain the overall evaluation measures.
1) Pixel accuracy is the ratio between correctly-classified pixels versus the total
number of pixels.
2) Mean intersection over union (mIoU) computes the average IoU over all
semantic classes. Intersection over union (a.k.a. Jaccard Index) is defined as the
area of overlap between a predicted segmentation map S and a ground-truth G,
divided by the area of union between S and G:
IoU = Jaccard(S, G) =

TP
|S ∩ G|
,
=
|S ∪ G| TP + FP + FN

(5.11)

where TP, FP and FN refers to the number of true positives, the number of false
positives, and the number of false negatives, respectively.
3) F1 score (a.k.a. Dice Coefficient) is defined as the harmonic mean of the
precision and the recall:
F1-score =

2 × precision × recall
2 TP
=
.
precision + recall
2 TP + FP + FN

(5.12)

Here, recall is the percentage of actual lane pixels that are detected correctly, and
precision is the percentage of the machine-detected lane pixels that are actually
correct.
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Model calibration metrics. We use the Expected Calibration Error (ECE), which is
a standard confidence calibration metric for classification models [225, 226]. A
well-calibrated model produces predictive scores matching the accuracy; in other
words the model must not be overconfident for incorrectly-classified pixels. To
this end, we partition the predictive scores into K interval bins, and then calculate
the gap between the accuracy and the average predictive score within a bin Bk .
Let N be the total number of pixels and yi be the true class label for the i-th pixel,
the ECE can be computed as
K
X
1XX
1( ŷi = yi ) − p̂i ,
ECE =
N
k=1 i∈Bk

(5.13)

i∈Bk

where ŷi is the predicted class label, and p̂i is the predictive score for the i-th pixel.
To evaluate the quality of model uncertainty estimation, we follow the approaches in [220, 226, 227, 228] and compute the Area Under the Sparsification Error
(AUSE) metric. This measure reveals how well the estimated uncertainty matches
the prediction error (the difference between the predictive score and the groundtruth). To obtain a so-called sparsification plot, we first sort the pixels according
to the estimated uncertainties. An increasing percentage of the pixels is then
removed, and the total errors of the remaining pixels are calculated. To obtain a
so-called oracle, we sort and remove the pixels according to the prediction errors.
The AUSE measure is defined as the area between the sparsification plot and its
oracle. This paper utilizes the mean squared error (MSE) as the measure of error.

5.4.3

Comparisons with Bayesian segmentation methods

The proposed DGN-B is compared to three state-of-the-art Bayesian segmentation
methods. The configurations for these methods are as follows:
1. DL-HGP [6]: This method is specifically designed for pedestrian lane detection. In this experiment, the SegNet backbone with five encoder/decoder
units (total 26 convolutional layers) are employed for feature extraction. The
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number of inducing points and the initial number of local Gaussian Process
experts are set to 50 and 9, respectively. We use the Python code provided
by Nguyen et al. [6].
2. Bayesian SegNet [7]: We implement the network architecture as suggested
in the reference, where the dropout layers are inserted to the central six
encoders and decoders. By applying the dropouts to both training and test
time, the non-deterministic outputs are obtained from Monte Carlo samples
of the model. The mean and the variance of the predictions are considered
as the segmentation map and the uncertainty map, respectively. A dropout
rate of 0.5 is used for every dropout layer.
3. Bayesian DeepLabv3+ [8]: We implement this Bayesian model based on the
Xception backbone as suggested in the reference. A Monte Carlo dropout
is inserted into the middle flow of the backbone after every four Xception
modules. The mutual information and predictive entropy are used to capture epistemic uncertainty and aleatoric uncertainty, respectively. We also
set the dropout rate to 0.5.
All experiments are conducted on a computer with Intel Xeon Gold 5115 2.40 GHz
processor and NVIDIA TITAN Xp GP102 graphics card.
Table 5.2 shows the performance of the evaluated methods. In terms of
segmentation metrics, DGN-B achieves an mIoU score of 94.92%, which is higher
than DL-HGP (by 2.31%) and the Bayesian SegNet (by 1.48%). The t-tests confirms
that there is a statistically significant difference in the segmentation measures
between our methods and these methods. Furthermore, DGN-B also maintains
the baseline performance of Bayesian DeepLabv3+. The measures produced by
our method are statistically similar to Bayesian DeepLabv3+.
In terms of inference time and model size, our method achieves a significant
improvement compared to the existing Bayesian segmentation methods. It can
operate at a speed of 0.0147 seconds/image, which is 67.4 times faster than DL124
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Figure 5.5: Examples of pedestrian lane-detection results produced by DGN-B. A brighter
intensity in the uncertainty maps indicates a higher uncertainty level. Row 1: Input
images. Row 2: Ground-truth. Row 3: Output segmentation maps. Row 4: Output
aleatoric uncertain maps. Row 5: Output epistemic uncertain maps.

HGP, 4.2 times faster than Bayesian SegNet, and 1.7 times faster than Bayesian
DeepLabv3+. A possible explanation for this finding is the computational efficiency of the Gabor modules due to their significantly small number of learnable
parameters. The model size of our method is only 1.18 MB, which is 186.2 times
smaller than that of Bayesian DeepLabv3+.
Next, the four methods are analyzed in terms of the quality of the estimated
uncertainty. To produce uncertainty maps, we make 15 repetitive predictions for
each input image. For DGN-B, the aleatoric uncertainty is combined with the epistemic uncertainty as Eq. (5.9) to obtain a single uncertainty map for comparison.
For Bayesian DeepLabv3+, the predictive entropy is combined with the mutual
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Table 5.2: Performance of DGN-B and other lane-detection methods on PLVP3 dataset
using five-fold cross-validation. We computed two-sided statistical tests comparing the
proposed DGN-B and the others.
Technique

Bayesian

Manual features

Deep learning

Method

mIoU↑

Accuracy↑ F1-score↑

ECE↓

AUSE↓ Images/s #Params.

Model
size (MB)

DGN-B (ours)

94.92

97.34

96.90

0.0164

0.056

68.027

308.1 K

1.18

DL-HGP [6]

92.61∗

96.40∗

95.17∗

0.0259

0.063

1.008

29.4 M

113.36

Bayesian SegNet [7]

93.44∗

96.80∗

96.34∗

0.0308

0.285

16.181

29.4 M

112.46

Bayesian DeepLabv3+ [8]

94.86ns

97.37ns

96.84ns

0.0261

0.087

37.878

54.7 M

219.83

Edge-based method [199]

63.12∗

79.23∗

37.04∗

-

-

0.009

-

-

Geometric-based method [188] 75.69∗

89.64∗

70.79∗

-

-

0.762

-

-

SegNet (VGG-16)[208]

92.57∗

96.45∗

95.30∗

0.0373

-

14.450

29.4 M

112.43

FCN-8s (VGG-16)[62]

94.88ns

97.20ns

96.81ns

0.0496

-

27.778

14.7 M

56.24

U-Net [209]

93.64∗

96.89∗

96.42∗

0.0285

-

34.722

7.8 M

30.02

DeepLabv3+ (Xception) [215]

94.99ns

97.42ns

97.28ns

0.0207

-

40.322

54.7 M

219.83

PSPNet (ResNet-101)[210]

95.40∗

97.76∗

97.24ns

0.0189

-

30.303

68.0 M

272.90

(*): We reject the null hypothesis H0 : mDGN-B = mother at a confidence level of 98%.
That is, there is a significant difference compared to the proposed method.
(ns): We accept the null hypothesis.
That is, there is no statistically significant difference compared to the proposed method.
The mark ”-” means that the evaluation metric is not applicable.
An up (or down) arrow indicates a higher (or lower) measure is better.
The entire model is saved into a .PT file.

information. Representative visualizations of uncertainty maps produced by different Bayesian methods are shown in Fig. 5.7. Clearly, the uncertainty maps
produced by the proposed DGN-B are more meaningful than those produced by
the other methods. Its significantly less-noisy uncertainty maps indicate that our
model is more certain about its predictions. The regions of high aleatoric uncertainty are mostly along the lane boundaries and the lane surfaces far from the
camera, where the presence of noise in the dataset is highly probable (Fig. 5.5).
When the output segmentation map disagrees with the ground-truth, the aleatoric
uncertainty map reflects a lack of confidence around the incorrectly-classified
pixels. Furthermore, our method exhibits decreased epistemic uncertainty, which
captures the ignorance about which model generated the training data. The low
epistemic uncertainties reflect the reliability in the Gabor parameters due to a
sufficiently large dataset used for training. Our finding agrees with [15, 221] in
that a reliable segmentation model must provide low epistemic uncertainty and
high aleatoric uncertainty for semantically challenging pixels. A quantitative
evaluation of uncertainty estimation using the metric AUSE is discussed next.
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Table 5.2 shows that DGN-B achieves the best AUSE of 0.056 among the
Bayesian methods. Fig. 5.6 presents the sparsification plots of the evaluated
methods. The small gap between the oracle and the sparsification plot by DGN-B
shows that its estimated uncertainties are usually consistent with the normalized
MSE (i.e., the prediction errors), and the measure of uncertainty is well-calibrated.
The results also indicate a low prediction error level in the oracle of DGN-B, where
the total prediction errors of the remaining pixels reach 0 after removing 10% of
the highest-error pixels.
1.0

1.0

0.8

Normalized MSE

Normalized MSE

DGN-B

AUSE = 0.056

0.6
0.4
0.2

0.8
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0.6
0.4
0.2
0.0

0.0
0.0

0.8
0.2
0.6
0.4
Percentage of removed pixels

1.0

0.0

1.00

1.00
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AUSE = 0.087
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(b) DL-HGP [6]
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0.85
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0.75
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(c) Bayesian DeepLabv3+ [8]
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0.2
0.6
0.4
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1.0

(d) Bayesian SegNet [7]

Figure 5.6: Sparsification plots of different Bayesian segmentation methods over the
five cross-validation folds. The plots show the normalized MSE for each percentage of
pixels having the highest uncertainties removed. The oracles show the lower bounds by
removing each percentage of pixels sorted by the prediction errors.

Finally, we compare the Bayesian models in terms of model confidence calibration. In this experiment, the number of interval bins M is set to 10. Table 5.2
shows that DGN-B significantly outperforms the others; it has an ECE of 0.0164,
which is 1.9 times smaller than DL-HGP. It means that the average predictive
score (within a bin) by DGN-B is usually consistent with the accuracy. Our model
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is not overconfident for the pixels having high predictive scores.
Examples of failed segmentation are shown in Fig. 5.8. Note that, incorrectlyclassified pixels usually correspond with the regions of high uncertainty, where the
model is less certain about its predictions. Thus, although the model may produce
segmentation errors, its uncertainty map provides us with a useful confidence
measure for the prediction outputs. This has a major significance for user safety.

5.4.4

Comparisons with feature-based lane-detection methods

In this experiment, DGN-B is compared to two representative traditional featurebased methods for pedestrian lane detection. These methods detect the boundaries of unmarked lanes by finding edges pointing to the vanishing point of the
scene.
1. Color & geometric based method [188]: This method determines lane regions
using the vanishing points combined with the geometric and color features
of lane boundaries and surfaces. We use the MATLAB code provided by
Phung et al. [188].
2. Edge based method [199]: This method detects a vanishing-point constrained
group of dominant edges based upon an orientation consistency ratio (OCR)
feature. The two most dominant edges are then selected as the lane boundaries. In this experiment, the number of orientationally consistent points
for computing the OCR is set to 16. We use the MATLAB code provided by
Kong et al. [199].
Table 5.2 shows that our method significantly outperforms the traditional lanedetection methods in terms of both segmentation performance and inference time.
Compared to Method (1) and Method (2), DGN-B achieves an mIoU improvement
of 19.23% and 31.8%, respectively. Our method also demonstrates at least an
accuracy improvement of 7.7% and an F1-score improvement of 26.11%. The
inference time of DGN-B is 89.3 times faster than Method (1), and 6963.9 times
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faster than Method (2). Since these feature-based methods are non-Bayesian and
built on the fly, we do not compare the model size and the metrics of model
calibration.

Figure 5.7: Examples of uncertainty maps produced by different Bayesian segmentation
methods. Row 1: Input images. Row 2: DGN-B (combined from both aleatoric and
epistemic uncertainties). Row 3: DL-HGP [6]. Row 4: Bayesian SegNet [7]. Row 5:
Bayesian DeepLabv3+ [8].
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Figure 5.8: Examples of failed segmentation by DGN-B. Row 1: Input images. Row
2: Ground-truth. Row 3: Output segmentation maps. Row 4: Output uncertain maps
combined from both aleatoric and epistemic uncertainties.

5.4.5

Comparisons with non-Bayesian segmentation methods

In this experiment, DGN-B is compared to five state-of-the-art non-Bayesian methods for generic semantic segmentation:
1. DeepLabv3+ [215]: For a fair comparison with Bayesian DeepLabv3+, we also
use the Xception backbone [50], where the depthwise separable convolutions
are applied to both the atrous spatial pyramid pooling (ASPP) and the
decoder modules.
2. SegNet [208]: As with Bayesian SegNet, the VGG-16 network with 13 convolutional layers is also used as the encoder.
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3. FCN-8s [62]: We implement this model based on the VGG-16 backbone as
suggested in the reference. The final feature map is upsampled by a factor
of 8 and then element-wise summed with the feature maps from the third
and fourth pooling layers.
4. U-Net [209]: The encoder downsamples input image by a factor of 16 as
suggested in the reference.
5. PSPNet [210]: The pre-trained ResNet-101 network is used as the encoder. A
pyramid pooling module is applied then to fuse the features from four different pyramid scales. We use the GitHub repository provided by Zhao et al.c .
Table 5.2 presents a comparison between DGN-B and the state-of-the-art
semantic segmentation methods. The results demonstrate that our segmentation performance is competitive with the others. Compared to PSPNet and
DeepLabv3+, DGN-B shows a slight mIoU decrement of 0.48% and 0.07%, respectively. However, the t-tests indicate that there is no statistically significant
difference between our mean measures and those of DeepLabv3+. Compared to
SegNet, FCN-8s, and U-Net, DGN-B produces an mIoU improvement of 2.35%,
0.04%, and 1.28%, respectively. The t-tests also confirm that the null hypothesis
of identical mean measures is rejected for SegNet and U-Net; in other words, our
method is better than these methods statistically.
In terms of compactness, DGN-B significantly outperforms the others with
25.4 times reduction in the model size compared to U-Net, and 231.2 times reduction compared to PSPNet. In terms of the inference time, our method shows a
processing speed of 1.6 times faster than DeepLabv3+, and 4.7 times faster than
SegNet. The experimental results also indicate that the proposed method alleviates the overconfidence issue. The ECE produced by DGN-B is better than those
of PSPNet and DeepLabv3+; the improvement in percentage is 13.2% and 20.7%,
respectively.
c https://github.com/hszhao/PSPNet
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Table 5.3: Detailed architecture specifications of the DGN-Bs.

Branch 1

Branch 2

Branch 3

DGN-B
(
)
BayesGabor: 32@15 × 15
×2
Maxpooling: 2 × 2, s2
BayesGabor:
32@15×15
n
o
BayesGabor: 128@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 64@7 × 7
BayesGabor: 64@5×5
Upsampling:
4×4
n
o
BayesGabor: 128@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 64@5 × 5
Upsampling: 16×16
BayesGabor: 128@3×3

Output

5.4.6

DGN-B2
(
)
BayesGabor: 64@15 × 15
×2
Maxpooling: 2 × 2, s2
BayesGabor:
64@15×15
n
o
BayesGabor: 256@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 128@7 × 7
BayesGabor: 128@5×5
Upsampling:
4×4
n
o
BayesGabor: 256@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 128@5 × 5
Upsampling: 16×16
BayesGabor: 256@3×3
Upsampling: 4× 4
BayesGabor: 32@3×3
BayesGabor: 2@1×1

DGN-B3
(
)
BayesGabor: 16@15 × 15
×2
Maxpooling: 2 × 2, s2
BayesGabor:
16@15×15
n
o
BayesGabor: 64@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 32@7 × 7
BayesGabor: 32@5×5
Upsampling:
4×4
n
o
BayesGabor: 64@3 × 3 × 2
(
)
Maxpooling: 2 × 2, s2
×2
BayesGabor: 32@5 × 5
Upsampling: 16×16
BayesGabor: 64@3×3

Ablation study

In this section, we ablate important design elements in the proposed method.
For a fair comparison, all examined models use the same network architecture
as DGN-B.
Bayesian vs. non-Bayesian. For ablations of the Bayesian inference, we design
two non-Bayesian models: a Gabor network counterpart (GN) and a plain convolutional neural network counterpart (CNN). For the GN, we replace all Bayesian
Gabor layers with standard Gabor layers. The GN is modeled by point-estimate
Gabor parameters without Bayesian learning as in [97]. For the plain CNN, we
replace all Bayesian Gabor layers with standard convolutional layers.
Table 5.4: Ablation study on the Bayesian inference, Gabor filtering approach, and the
number of Bayesian Gabor modules.
Method

Bayesian
inference

Gabor

Accuracy↑ F1-score↑

ECE↓

92.97∗

96.62∗

96.07∗

0.0255

-

189.1

1.4 M

5.6 MB

78.88∗

88.71∗

87.45∗

0.0024

0.208

29.4

2.8 M

11.2 MB

X

92.55∗

96.45∗

95.85∗

1.0 MB

CNN
BCNN

X

GN

AUSE↓ Images/s #Params.

Model
size

mIoU↑

0.0047

-

80.6

256.8 K

DGN-B

X

X

94.92

97.34

96.90

0.0164

0.056

68.1

308.1 K

1.2 MB

DGN-B2

X

X

94.85ns

97.51ns

96.74ns

0.0132

0.047

45.2

1.2 M

4.9 MB

DGN-B3

X

X

76.62∗

87.67∗

86.00∗

0.0142

0.297

79.8

77.2 K

321.9 KB

(*): We reject the null hypothesis H0 : mDGN-B = mother at a confidence level of 98%.
That is, there is a significant difference compared to the proposed method.
(ns): We accept the null hypothesis.
That is, there is no statistically significant difference compared to the proposed method.
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Ablations of the Bayesian inference approach are reported in Table 5.4. The
results demonstrate that DGN-B with Bayesian inference outperforms the nonBayesian counterparts in terms of segmentation performance. Compared to the
GN and the CNN, DGN-B produces an mIoU improvement of 2.37% and 1.95%,
respectively. This indicates the effectiveness of using Bayesian inference to represent Gabor parameters with probability distributions. DGN-B can be considered
as an ensemble of the GNs, and its final prediction is made by the committee. In
terms of confidence calibration, DGN-B also significantly outperforms the CNN
(1.5× smaller ECE).
Gabor vs. Convolution. To investigate the impact of the Gabor filtering approach,
we compare DGN-B with two non-Gabor network counterparts: a Bayesian CNN
(BCNN) and the plain CNN as described above. For the BCNN, we replace all
Bayesian Gabor layers with Bayesian convolutional layers, which are introduced
in [219]. The BCNN parameterizes the weights in each convolutional filter with
probability distributions using variational Bayesian inference.
Table 5.4 shows that the segmentation performance produced by DGN-B is
better than those of the plain CNN and BCNN (by 1.95% mIoU and 16.04%
mIoU, respectively). In terms of inference speed, the CNN counterpart shows a
processing time of 2.7 times faster DGN-B. The results indicate that the computational cost of a single Bayesian Gabor module is more expensive than a single
convolutional module. This is because the Bayesian Gabor module performs an
additional Gabor computation before the convolutional computation. However,
a light-weight DGN-B with a small number of Bayesian Gabor modules has a
favorable speed-accuracy trade-off, compared to the huge CNNs.
Number of Bayesian Gabor modules. To investigate the impact of the Bayesian
Gabor modules, we analyze two variants of DGN-B, named DGN-B2 and DGN-B3,
where the number of filters in every Bayesian Gabor layer (except the output
branch) is doubled and halved, respectively. Table 5.3 presents the detailed architect specifications of the DGN-B variants.
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Figure 5.9: Ablation study on training behaviour. The performance is averaged on the
validation datasets of PLVP3 dataset.

Table 5.4 shows that DGN-B produces the best mIoU and F1-score among the
examined DGN-Bs (94.92% and 96.90%, respectively), whereas DGN-B2 achieves
the best accuracy (97.51%). However, the t-tests indicate that there is no statistically significant difference between the mean measures of DGN-B and DGN-B2.
The simplified model DGN-B3 with very small number of Bayesian Gabor modules has the most compact model size of 321.9 KB.
Training behavior. In this experiment, we investigate the training behavior of the
examined networks. Figure 5.9 illustrates the validation mIoU of the networks
during the training process. The non-Gabor networks (the plain CNN and BCNN)
has a faster speed of convergence than DGN-B and DGN-B2, which often converge
from the epoch of 40.
Compared to the GN, DGN-B demonstrates a significant improvement in both
the mIoU metric and the speed of convergence. This indicates that the inclusion
of Bayesian inference benefits the training process of the DGN-Bs. Among the
proposed DGN-Bs, DGN-B3 has an unstable training behavior with a poor segmentation performance for the first 120 epochs. It may be prone to underfitting
due to its too simple network configuration with regard to the data.
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Chapter summary

This chapter presents a new Bayesian method for the camera-based detection of
pedestrian lanes in unstructured scenes. The steerable Gabor filtering with variational Bayesian inference are embedded within the cascaded layers to enhance the
scale and orientation decomposition, and improve the computational efficiency.
From the proposed Gabor layer, we design a novel Bayesian Gabor Network as
a light-weight panoptic feature pyramid network to segment a scene image into
lane and background regions. Instead of learning the Gabor parameters directly
as in the traditional Gabor networks, DGN-B can be trained in an end-to-end manner to learn the probability distributions of the Gabor parameters. Compared to
the state-of-the-art DL-based methods in computer vision, our approach shows a
competitive segmentation performance while achieving a significantly compact
model size, a faster operation speed, and a well-calibrated confidence measure.
Furthermore, due to the nature of Bayesian inference, the proposed DGN-B provides two full-resolution maps of aleatoric uncertainty and epistemic uncertainty
for the safety of vision-impaired users. Compared to the existing Bayesian segmentation methods, DGN-B produces uncertainty maps that are significantly less
noisy and more well-calibrated. The proposed method is fast, compact, and
suitable for real-time operations on edge computers.
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Gabor filtering is widely considered as an effective method for pattern analysis applications due to its biological and computational evidence. It is useful to analyze
the oriented-frequency information occurring in an image region. However, most
existing Gabor-based methods use a bank of Gabor filters with different scales
and orientations to manually extract multiple salient features, which are then
concatenated to form a 1-D feature vector for classification. In this thesis, we propose new Deep Gabor Networks for three real-world applications using different
sensing modalities (radar, sonar, and optical camera). As representation learning
methods, the proposed networks retain the benefits of layer-by-layer processing
to automatically learn the features from raw data. The novelty of our approach is
the kernel representation using Gabor parameters instead of randomly-initialized
convolutional kernels.
The remainder of this chapter is organized as follows. Section 6.1 summarizes
the research contributions of the thesis. Section 6.2 outlines the future work and
research directions. Finally, Section 6.3 provides the concluding remarks.
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6.1

Research summary

The research activities have been documented in several chapters of this thesis.
They are summarized as follows.
• We provide a literature review on deep learning. An overview of convolutional neural networks and their theoretical background are discussed.
We also review several major CNN architectures with their main features.
[Chapter 2].
• We propose a Deep Gabor Network for human motion classification (DGN-C)
using micro-Doppler radar signals. We introduce a new point-estimate Gabor layer as a generic feature extractor for designing compact neural networks that have a small number of learnable parameters. In our approach,
each filter channel is parameterized by only five learnable weights (i.e., Gabor
parameters) regardless of the kernel size. The DGN-C constructed from the
Gabor layers can be trained in an end-to-end manner to process local patches
in the time-frequency representation of the radar signals. Compared to the
existing micro-Doppler classification methods, our Gabor-based approach
demonstrates an improvement in the accuracy while having a significantly
smaller model size and shorter prediction time. [Chapter 3].
• We propose a Deep Gabor Network for mine-like object detection (DGN-D)
using side-scan sonar imagery. The proposed DGN-D is designed as a
FPN-like architecture, where both semantically weak and strong features
are combined to handle the MLOs at multiple scales effectively. The experimental results on the real sonar dataset, provided by the DST Group,
Australia, indicates that the proposed DGN-D is an effective MLO detection
method for AUVs in terms of accuracy and inference time. [Chapter 4].
• We propose a Deep Bayesian Gabor Network for pedestrian lane segmentation (DGN-B) using colour images. In this approach, each Gabor parameter
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is no longer a point estimate, but modelled as a Gaussian distribution with
a learnable mean and a learnable variance using the variational Bayesian
inference. We design the DGN-B as a compact panoptic feature pyramid
network to segment a scene image into lane and background regions. Our
method shows a competitive segmentation performance while achieving a
significantly compact model size and a faster operation speed. Furthermore,
due to the nature of Bayesian inference, the proposed DGN-B provides two
full-resolution maps of aleatoric uncertainty and epistemic uncertainty as
well-calibrated confidence measures for the safety of vision-impaired users.
We also introduce a new lane dataset of 10,000 images for objective evaluation in pedestrian lane detection research. [Chapter 5].

6.2

Future work

Possible research directions can be summarized as follows:
• Improve the proposed Gabor layer using the fast Gabor computations. Although
the compact DGNs with a small number of standard Gabor filters have
shown their computational efficiency as compared to the convolutional
counterparts, the computation cost may grow rapidly when the networks go
deeper. This is because they repetitively perform the computation of Gabor
function for every filter after updating the weights. Hence, it is worth to
improve the Gabor layers by replacing the standard Gabor filtering with a
fast Gabor computation technique, notably the 2-D complex Gabor filtering with kernel decomposition [224]. This is a plausible extension of this
research project.
• Develop efficient methods for kernel representation. In our approach, the Gabor filtering is utilized as the prior knowledge instead of using randomlyinitialized weights as convolutional kernels. Assuming the form of kernels
endows the DGNs with a small number of weights and an enhanced capa138
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bility of generalization, which is particularly useful for the problems with
limited computational resources or scarce data. However, this constraint
could make the weights less flexible than those of CNNs, and the network
may focus only on specific texture features due to the nature of Gabor filters.
Therefore, it would be interesting to combine various filtering techniques for
a better kernel representation. The new network may extract more salient
features and can retain the conceptual merits of the DGNs.
• Develop a spectral representation of the Gabor networks. The main advantage of
processing images in the frequency domain is that the filtering is simply performed by multiplications rather than convolutions as in the spatial domain.
The computational cost in the frequency domain is therefore cheaper. Furthermore, the spectral pooling has been shown to preserve more information
than the spatial counterparts and reduce the feature maps to arbitrary size
[229]. Hence, it is worth to develop a spectral representation of the Gabor
networks. Input images are transformed to the frequency domain using
either discrete Fourier transform (DFT) or discrete cosine transform (DCT).
The spectral Gabor computations are then employed to extract the salient
frequency features, which can be further processed by a learning subsystem
(e.g., classifier or regressor).

6.3

Chapter summary

This thesis presents the Deep Gabor Networks applied to radar, sonar, and colour
image processing. The proposed methods include: (i) a novel point-estimate Gabor
layer as a new generic feature extractor for designing compact neural architectures; (ii) a novel Bayesian Gabor layer for designing uncertainty models with a
small number of learnable parameters; and (iii) three new Deep Gabor Networks
for human motion classification, mine-like object detection, and pedestrian lane
segmentation. We demonstrate that embedding the Gabor filtering within hier139
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archical layers is an efficient method to improve the computational performance
and the generalization capability of the networks.
For the task of radar signal classification, our Gabor-based approach outperforms the existing methods in terms of accuracy and prediction time. The
experimental results shows that the proposed Gabor network has a more stable
training behaviour and significantly smaller model size than the convolutional
counterparts. For the task of sonar detection, our approach demonstrates a significant improvement of AP metric with at least 4 times reduction in the model size as
compared to the state-of-the-art object detectors in computer vision. For the task
of semantic image segmentation, the proposed Bayesian Gabor network shows
a competitive performance while having a significantly compact model size, a
fast operation speed, and a well-calibrated confidence measure. The quantitative
evaluation indicates that the uncertainty maps obtained by our method are meaningful with the lowest AUSE metric among the examined Bayesian methods. The
proposed model is also not overconfident for the pixels having high predictive
scores. An autonomous navigation system can employ these well-calibrated uncertainty maps to sense off-limit regions and to keep users within the safe lane
areas.

140

Appendix

A

Derivation of Gabor Error
Gradient
This appendix presents the derivation of Gabor error gradient, which is used for
end-to-end training of DGN-C and DGN-D (Chapter 3 and Chapter 4).
1) olj (x, y) is the output of neuron (x, y) in the j-th feature map of the l-th Gabor
layer:
olj (x, y) = f (slj (x, y)),

(A.1)

where f denotes an activation function.
2) slj (x, y) is the weighted sum input to neuron (x, y) in the j-th feature map of the
l-th Gabor layer produced by convolutional computation:
slj (x, y) =

n XX
X
i=1

x0

0 0
1li,j (x0 , y0 ) ol−1
i (x , y ).

(A.2)

y0

3) 1li,j (x, y) is a real impulse response of the i-th filter plane in the j-th Gabor
kernel. The value of 1li, j (x, y) yielded from the trainable Gabor weights is defined
by Eq. (3.12).
4) Using the chain rule of differentiation, we can express the partial derivative of
the total error with respect to (w.r.t.) the k-th weight for the i-th filter plane in the
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j-th Gabor kernel (i.e., λli,j , θli, j , φli,j , γli, j and βli,j ) as
∂E
∂wli,j (k)

=

∂olj (x, y) ∂slj (x, y) ∂1li,j (x, y)

∂E

∂olj (x, y) ∂slj (x, y) ∂1li,j (x, y) ∂wli,j (k)

.

(A.3)

Assuming the rectified linear unit (ReLU) is used as the activation function,
we can rewrite Eq. (A.3) as
∂E
∂wli,j (k)

=

∂E

∂slj (x, y) ∂1li, j (x0 , y0 )

∂olj (x, y) ∂1li, j (x0 , y0 )

∂wli,j (k)

.

(A.4)

Substituting the derivative obtained from (A.2) into (A.4), we have
∂E
∂wli, j (k)

=

∂E
∂olj (x, y)

0 0
ol−1
i (x , y )

∂1li,j (x0 , y0 )
∂wli,j (k)

.

(A.5)

Here, the partial derivatives of the Gabor function with respect to Gabor
parameters γ and φ can be computed directly as
x̃2 /γ2 + ỹ2
∂1(x, y)
1
x̃2
2π
=
(
−
1)
exp
{−
} cos{ (x̃ + φ)},
2
2
2
2
2
λ
∂γ
2πσ γ γ σ
2σ

(A.6)

∂1(x, y)
x̃2 /γ2 + ỹ2
1
2π
=−
exp {−
} sin{ (x̃ + φ)}.
2
2
λ
∂φ
λγσ
2σ

(A.7)

For parameter θ, the partial derivative can be obtained using the chain rule as
follows:
x̃2 /γ2 + ỹ2 x̃
∂1(x, y) ∂1(x, y) ∂σ
1
2π
=
=−
exp {−
}[ sin{ (x̃ + φ)}+
2
2
λ
λ
∂λ
∂σ ∂λ
γλσ
2σ
2
2
2
1 x̃ /γ + ỹ
2π
(
− 2) cos{ (x̃ + φ)].
2
2π
λ
σ

(A.8)

Similar to (A.8), the partial derivative of the Gabor function with respect to parameter λ is given by
∂1(x, y) ∂1(x, y) ∂σ
x̃2 /γ2 + ỹ2 x̃
1
2π
=
=−
exp {−
}[ sin{ (x̃ + φ)}+
2
2
λ
λ
∂λ
∂σ ∂λ
γλσ
2σ
2
2
2
1 x̃ /γ + ỹ
2π
(
−
2)
cos{
(x̃ + φ)].
2π
λ
σ2

(A.9)

142

Using (3.14) and the chain rule, we obtain the partial derivative of the Gabor
function w.r.t. parameter β:
r
x̃2 /γ2 + ỹ2
∂1(x, y) ∂1(x, y) ∂σ
λ
ln3 2 2β
=
=
(
− 2)×
2 2β − 1
∂β
∂σ ∂β γπ2 σ3
σ2
x̃2 /γ2 + ỹ2
2π
} cos{ (x̃ + φ)}.
exp {−
2
λ
2σ

(A.10)
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Appendix

B

Experiments on Cityscapes
Dataset
The main aim of Chapter 5 is to develop a cost-effective uncertainty estimation
method for the detection of pedestrian lanes. However, besides the lane dataset
PLVP3, we run extensive experiments on the benchmark segmentation dataset
Cityscapes to evaluate the proposed DGN-B.
Cityscapes is a widely-used segmentation dataset, covering a broad range of
semantic classes for urban scene understanding [5]. In this experiment, we use the
fine annotations with 2,975 training images and 500 validation images. We retain
19 common classes for evaluation, and exclude the too-rare classes as suggested
in [5]. The segmentation performance on the validation set is reported. Following
the widely-used training strategy [53], the images are resized to 512 × 1024, and
the initial learning rate is set to 0.004. We compare two proposed methods, DGNB and DGN-B2, with three standard models: DeepLabv3+ [215], PSPNet [210],
and FCN-8s [62]. For the DGN-Bs, the pre-trained weights on PLVP3 dataset are
utilized.
Table B.1 shows the performance of the examined methods on Cityscapes val
set. Unlike the results on PLVP3 dataset, DGN-B2 with more complex network
configuration slightly outperforms DGN-B (+0.8% mIoU). It shows a favorable
trade-off between mIoU and model complexity. Among the examined methods,
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PSPNet achieves the best mIoU of 81.9%. Compared to PSPNet, DGN-B2 produces
a slight mIoU decrement of 1.8%, but it shows a significant improvement in the
number of model parameters (57× smaller).

DeepLabv3+ [215]

95.7

84

PSPNet [210]

96.7

84.9

43.2

46.4

59.1

56.5

60.7

68.4

91.5 56.4

61.7

65.7

90.9

64

90.4

75.2

79.2

91

74.1

78.5 91.6

bicycle

77.4 88.2 33.9

76.6

90

83.3

64.8

75.2

77.7

1.2 M

47.6

45.5

50.6

65.8

64.3

7.8 M

87.9

80.9

70.8 75.9

79.1

54.7 M

89.5

87.3 68.8

79.5

68.1 M

68.1

92.6

73.8

81.7

64

64.3

79.8

59.9

94.3 86.9

68.3

92.9

76.1

50.4

91.6

34.3

70

92.8

85

93.4

75

70.2

sky

96.4

fence

FCN-8s [62]

wall

88.2

building

83.5

93.3 84.8

70
69.9

94.4 75.7

motorcycle

77.9 91.7

97.4

72.3

92.6 85.3

train

69.6

DGN-B2

mIoU

81.6 76.6

bus

53.4 57.5 65.7

90.7 44.6 59.1

truck

terrain
55.4

85.5

car

vegetation
89.2

95

rider

traffic sign
77.4

DGN-B

person

traffic light
68.8

sidewalk

66.6

Method

road

pole

Table B.1: Per-class IoU results on Cityscapes val set.

75.5

#Params.
308 K
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