We present both numerical and analytical studies of charged spherically symmetric two-sided black holes in asymptotically flat space. With suitably large perturbations, we find the geometry contains both a null singularity at the Cauchy horizon and a spacelike singularity at areal radius r = 0. The strength of the singularity at r = 0 grows with time due to Price Law influxes. The geometry near r = 0 is a scalarized Kasner geometry.
I. INTRODUCTION
An interesting question in General Relativity is what is the final state of gravitational collapse? When a black hole forms, the external geometry relaxes to the Kerr-Newman solution. However, the interior geometry is not unique and depends on initial conditions. What then are the universal features of final state interior geometry? A natural guess is the existence and structure of singularities.
In asymptotically flat space one universal interior feature is a null singularity at the Cauchy horizon (CH), located at advanced time v = ∞ [36] . There are essentially two ingredients required to reach this conclusion. The first is Price's Law [1, 2] . A generic localized perturbation of the external geometry results in a wave packet of outgoing radiation propagating to r = ∞. This wave packet will continuously scatter off the black hole's gravitational potential, resulting in a small influx of radiation into the horizon. Price reasoned the influx decays like v −p where the power p depends on both the spin of the field and its angular momentum. The second ingredient is the well-known exponential blueshift near the CH. Observers can reach the CH in a finite proper time, meaning they can observe the entire evolution of the outside universe in a finite proper time. In their reference frame the Price Law influx appears unboundedly blueshifted as the CH is approached. Numerous studies have confirmed the exponential blueshift of Price Law tails leads to a null singularity at the CH [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] Recently we argued Price Law tails and the exponential blueshift also necessitate the existence of spacelike singularities in one-sided black holes coupled to a scalar field [37] . This was done for both for spherically symmetric charged black holes [21] and for neutral rotating black holes without any symmetry [22] . Both analyses relied on a late time expansion with expansion parameter e −κv , with κ the surface gravity of the inner horizon. The existence of this expansion parameter is intimately tied to the exponential blueshift near the CH. Both analyses found that the Kretschmann scalar K ≡ R µναβ R µναβ diverges * Electronic address: pchesler@g.harvard.edu near r = 0 like
where α > 0 is a constant related to the amplitude of Price Law influxes. The strength of the singularity at r = 0 increases with v due to buildup of a singular cloud of scalar radiation near r = 0 sourced by Price's Law. In the present paper we have two goals. First and foremost, to bolster the validity of the late time approximation scheme employed in Ref. [21] , we wish to perform numerical simulations of the interior geometry of spherically symmetric charged black holes. A secondary goal is to apply the analysis of [21] to spherically symmetric two-sided black holes. Two-sided black holes do not form via collapse and are in a sense eternal. To this end, we choose to study spherically symmetric charged black holes coupled to a real scalar field. In order to have a non-trivial electromagnetic field strength tensor, charged black holes in this theory must be two-sided. Fig. 1 shows two possible Penrose diagrams for twosided black holes. The ingoing branch of the CH is located at advanced time v = ∞ while the outgoing branch is located at retarded time u = ∞. For weakly perturbed initial data (i.e. that close to the Reissner-Nordström (RN) solution), the geometry only contains a null singularity on the CH [23] . Such a scenario is depicted in the left panel of Fig. 1 . Ref. [23] demonstrated the areal radius of the CH is r = r CH = r − − ε where
is the RN inner horizon radius, with M and Q the black hole mass and charge, and ε → 0 characterizes the size of arXiv:2001.02788v1 [gr-qc] 9 Jan 2020 the initial perturbations of the RN geometry. However, as the size of initial perturbations is increased, there is no reason to expect r CH ≈ r − . Indeed, numerical simulations of two-sided black holes with large perturbations indicate the CH contracts to r = 0, at which point it meets a spacelike singularity [11, 12] . This scenario is depicted in the right panel of Fig. 1 . In this case, at large but fixed v the geometry is regular until r = 0. The late time expansion employed by Ref. [22] requires regularity of the geometry at u < u * where u * intersects r = 0 at some finite v. Because of this, in this paper we restrict our analysis to two-sided black holes with large perturbations.
We use infalling Bondi-Sachs coordinates and rederive the late time approximation employed in Ref. [21] . Bondi-Sachs coordinates yield a somewhat simpler and more transparent analysis than the coordinate system used in Ref. [21] . As found in Ref. [21] , we find that the resulting geometry contains a null singularity at v = ∞ and a spacelike singularity at r = 0, with the curvature near r = 0 given by (1) . Moreover, near the spacelike singularity the geometry is that of a scalarized Kasner geometry. Additionally, all time-like curves inside r = r − end on a singularity within proper time ∆τ e −κv/2 . This time scale merely reflects the exponential blueshift near the CH and indicates that for time-like observers, the classical geometry effectively ends at r = r − . We then verify the validity of our late time approximation with numerical simulations.
An outline of the remainder of our paper is as follows. In Sec. II we present the system we study. In Sec. III we derive late time solutions to the equations of motion. In Sec. IV we present numerical solutions and compare them to our late time asymptotics. Finally, we discuss our results in Sec. V.
II. THE EINSTEIN-MAXWELL-SCALAR SYSTEM
We consider the dynamics of spherically symmetric charged black holes with a massless real scalar field Ψ. Einstein's equations, Maxwell's equations, and the Klein-Gordon equation read,
where ∇ is the covariant derivative and
are the scalar and electromagnetic stress tensors, respectively.
We employ infalling Bondi-Sachs coordinates where the metric takes the form [24] (5) with v advanced time and r the areal radial coordinate. Outgoing radial null geodesics satisfy
while infalling radial null geodesics satisfy v = const.
It will be useful below to define directional derivative operators along both infalling and outgoing null geodesics,
With spherical symmetry and our metric ansatz (5), Maxwell's equations (3b) are solved by the gauge field
with Q the charge of the black hole. Substituting (9) into (4b) we conclude
It follows that dynamics of A µ decouple from the Einstein-scalar system. With the electromagnetic stress tensor (10), Einstein's equations (3a) and the Klein-Gordon equation (3c) reduce to Eq. (11c) to dynamically evolve the value of V on some r = const. surface. Following Ref. [22] , we are interesting in solving the Einstein-scalar system (11) at asymptotically late times v (i.e. near the infalling branch of the CH shown in Fig. 1 ). Additionally, we restrict our attention to r ≤ r max for some r max < r − . Why not simply integrate all the way out to r = ∞? Firstly, numerical simulations indicate the geometry at r > r − simply relaxes to the relaxes to the RN solution (see e.g. [22] ). Second, numerically integrating Einstein's equations across r = r − is challenging due to shocks which form at r = r − [25] [26] [27] [28] . Nevertheless, at late times one can piece the geometry together with suitable boundary conditions at r = r max . In Sec. III we shall find that the solutions at r < r max do not depend on the precise choice of r max .
What are the appropriate boundary conditions at r = r max at asymptotically late times? One boundary condition simply comes from Price's Law. At asymptotically late times Price's Law dictates that the scalar field at r = r max decays like,
for some amplitude A and power p. As we shall see below, the factor of 1/r max accounts for the fact that ∂ v Ψ ∼ 1/r. For a spherically symmetric real scalar field p = 4 [1, 2, 29] . However, it will be useful to leave p arbitrary. Our second boundary condition is
where
is the surface gravity at r = r − of the associated RN solution (i.e. that with the same mass M and charge Q).
Where does the boundary condition (13) come from? Firstly, assuming the geometry at r > r − relaxes to the RN solution at late times, the metric at r > r − is given by B ≈ 0 and 2V ≈ 1 − 2M r + Q 2 r 2 . The event horizon is located at r + ≡ M + M 2 − Q 2 . In Fig. 2 we sketch a congruence of outgoing null geodesics in the RN geometry. All outgoing null geodesics between r − and r + asymptote to r − as v → ∞. This means that any outgoing radiation at r − < r < r + , which must exist due to scattering of Price Law influxes, becomes localized to a ball whose surface approaches r = r − as v → ∞. Correspondingly, Ψ must grow unboundedly large at r = r − as v → ∞. Eq. (11a) implies B = dr2πr(Ψ ) 2 , which means that B must abruptly decrease across r − with the magnitude of the effective discontinuity growing with v. In other words, an effective shock in B forms at r = r − [25, 26] . The Einstein-scalar system can be solved analytically near r = r − using geometric optics [21, 27] . Doing so shows that just inside r = r − , B decreases in accord with Eq. (13) [38] .
Physically, the boundary condition (13) simply encodes the exponential blueshift incurred near the CH. It implies that clocks belonging to observers attempting to cross the CH run exponentially slows than those of the outside universe. Moreover, the boundary condition (13) is necessary for mass inflation [7, 8] to occur. Additionally, note the boundary conditions (12) and (13) are strictly valid near the CH. Both boundary conditions presumably receive corrections suppressed by inverse powers of v.
Boundary data for V must be dynamically determined by integrating the radial constraint equation (11c) at r = r max . Using (11a) and the boundary conditions (12) and (13) , the radial constraint equation becomes
(15) Hence, V | r=rmax satisfies an ODE in v. Because of this, our dynamical evolution variables are the scalar field Ψ and the boundary value V | r=rmax ,
III. LATE TIME APPROXIMATION
Ref. [21] solved the Einstein-scalar system with a late time expansion, meaning in the limit v → ∞. In this section we follow an identical route. The analysis of Ref. [21] is especially simple in infalling Bondi-Sachs coordinates: one merely neglects terms in Eq. (11b) proportional to e 2B . Why is this justified? Eq. (11a) implies B can only decrease as r decreases. Together with the blueshift boundary conditions (13) , this means
everywhere inside r ≤ r max . With this approximation Eq. (11b) becomes
Note that the neglected terms, 1 2 e 2B 1 − Q 2 r 2 , naively become large when r ∼ e −κv . However, we shall see below that when r v 1/2−p , we have e 2B r αv e κv for some constant α > 0. This means that at late enough times the neglected terms are order e −κv everywhere, including near r = 0.
A. Solutions
Eq. (17) can be integrated to yield
with constant of integration ζ(v). ζ can be determined from the radial constraint equation (15) . Assuming ∂ r Ψ remains bounded at r = r max , Eqs. (15) and (18) imply
With V determined, the Klein-Gordon equation (11d) is a decoupled linear PDE for Ψ. For future utility we note Eq. (11d) implies the "energy" density E and "energy" flux S,
satisfy the conservation equation
Since both the explicit time dependence in the Klein-Gordon equation (that coming from V ) and the scalar boundary conditions (Price's Law) are arbitrarily slowly varying at late times, we must have
We do not know how to solve Eq. (11d) analytically. Nevertheless, approximate solutions can be obtained both away from r = 0 and near r = 0. Away from r = 0 and at late times we can neglect
With the Price Law boundary condition (12) , the solution to (22) reads
where f (r) depends on initial conditions. Note Ψ does not depend on r max , which justifies the factor of 1/r max in the Price Law boundary condition (12) . The energy flux associated with (23) reads
which of course is approximately constant. Near r = 0 Eq. (11d) can be solved with the Frobenius expansion
We shall see below in Sec. III C that the critical radius r c (v) is the outgoing null geodesic which intersects r = 0 at v = ∞. All coefficients Ψ (n) and ψ (n) with n ≥ 2 are determined by Ψ (0) and ψ (0) . The time dependence of Ψ (0) and ψ (0) is constrained by the quasi steady-state condition ∂ v S = 0, which near r = 0 requires
These equations are solved by
The A dependence in (27) follows from linearity and the fact that the scalar field is being driven by Price's Law. Demanding Ψ (n) , ψ (n) ∼ √ v when n ≥ 2, so higher order terms aren't parametrically larger than the n = 0 terms, requires the scaling
which agrees with Eq. (40) below. At which point do the solutions (23) and (25) match onto each other? The approximation that went into obtaining (23), namely neglecting V Ψ relative to ∂ v Ψ, breaks down when r ∼ r c . Evidently, the solution (23) transitions to (25) at r ∼ r c . We therefore conclude that at r r c , the scalar field grows like
The growth in (29) is sourced by the Price Law influxes. The influxes scatter off the gravitational potential at r ∼ r c , thereby sourcing a growing cloud of outgoing scalar radiation. It is noteworthy that the √ v growth is the same for all p. However, the radial extent of the scalar cloud, r r c ∼ v 1/2−p , is sensitive to the value of p.
Finally, we turn to B. First consider r r c . With the boundary condition (13) and the scalar field solution (23), Eq. (11a) is solved by
Next consider r r c . With the scalar field solution (29), Eq. (11a) is solved by where α ∼ +A 2 .
As already noted above, Eq. (11a) implies B can only decrease as r decreases. This means the constant of integration appearing in (31) must be ≤ − κv 2 . Therefore, at r r c e 2B r αv e −κv .
Eqs. (30) and (33) 
B. Singularities
The metric function B is singular at v = ∞ and at r = 0. To see that these singularities are physical, consider the Kretschmann scalar. Using the exact equations of motion (11) to eliminate derivatives wherever possible, the Kretschmann scalar reduces to
Our late time solutions imply the terms in the braces vanish with an inverse power of v as v → ∞. At r r c the dominant term is the first, which vanishes like v −2p . This together with Eq. (16) implies
indicating a null singularity at the CH. Likewise, Eqs. (16), (18) and (19) imply the mass function
blows up like
which is consistent with well known results from mass inflation [7, 8] . At r r c , the scaling relation (33) implies
indicating a singularity at r = 0. The strength of the singularity grows due to the growing cloud of scalar radiation near r = 0 sourced by the Price Law tails. The above behavior of the Kretschmann scalar is identical to that observed in Refs. [21, 22] for one-sided black holes.
C. Causal Structure of the spacetime
With V given by Eqs. (18) and (19) , the outgoing null geodesic equation (6) is solved by
Depending on the constant of integration, outgoing geodesics either terminate with a finite value of r at the CH, or plunge into r = 0 in a finite time v. The critical geodesic, which only reaches r = 0 at v = ∞, is given by
The fact that all null curves at r r c terminate at r = 0 in finite v implies the singularity at r = 0 must be spacelike.
Let us now consider time-like curves. Demanding the four velocity has unit norm means
Here τ is the proper time of the curve, meaning dv dτ is the temporal component of the four velocity. Just like the null curves discussed above, all time-like curves terminate at either r = 0 or at a finite value of r at the CH. Consider first infalling curves with dv dτ ∼ 1. Since e −2B e κv , these curves have dr dv e κv , and therefore terminate at r = 0 within proper time ∆τ e −κv . This is consistent with the Marolf-Ori shock phenomenon [25, 26] . As argued in Refs. [25, 26] , upon crossing r = r − infalling observers experience tidal forces of order e 2κv and receive an exponentially large kick inwards with dr dτ ∼ e κv . Time-like curves which terminate at the CH maximize 
Eqs. (42) and (43) merely reflect the exponential blueshift near the CH. Clocks belonging to observers attempting to cross the CH run exponentially faster than those of the outside universe. Since the cutoff r max is arbitrary and the blueshift kicks in at r < r − , we conclude that all time-like curves inside r − terminate at a singularity within proper time (43). Therefore, for time-like observers the classical geometry effectively ends at r − . Identical conclusions can be reached for the one-sided black holes studied in Refs. [21, 22] . Indeed, this conclusion should apply to any scenario with mass inflation.
IV. NUMERICAL SIMULATIONS

A. Setup
We numerically solve the Einstein-scalar system (11) subject to the boundary conditions (13) and (12) . Based on the fact both Ψ and B diverge near r = 0 like log r, we employ
as a radial coordinate. Likewise, since Eq. (18) implies V diverges like 1/r, we choose to work with the rescaled variable
Our discretization scheme is discussed at length in Ref. [30] . We employ pseudospectral methods with domain decomposition with 20 equally spaced domains in z. In each domain we expand the z dependence in terms of the first 8 Chebyshev polynomials. Derivatives w.r.t. z are defined by differentiating the Chebyshev polynomials.
We have found that when integrating very close to r = 0, the equations of motion become very stiff, at least initially. In fact this initial stiffness is what limits our ability to to integrate closer to r = 0. To combat this, we evolve forward in v using Matlab's stiff ODE solver, ode15s.
We fix mass M = 1 and charge Q = 0.8, which via Eqs. (2) and (14) yields r − = 0.4 and κ = 3.75. We choose Price Law amplitude A = 0.1 and powers p = 2, 3 and 4. Our radial computational domain is r ∈ (r min , r max ) with r min = 10 −8 , r max = 0.1.
We begin time evolution at time v = 2. For initial V | r=rmax we choose
For convenience we focus on initial scalar fields which vanish rapidly near r max . We employ two different initial scalar field profiles, Ψ = 10 1 − r 2 r 2 max 4 , Ψ = 10 cos 4 πr 2rmax .
We refer to these two sets of initial conditions as initial condition 1 (I.C. 1) and initial condition 2 (I.C. 2), respectively. Both scalar initial conditions yield large deviations from the RN geometry, with V < 0 throughout the entire computational domain. Note that since V < 0, no boundary condition on the scalar field is needed at r = r min : all excitations propagate towards r = 0. Instead, one must specify the amplitude of outgoing waves at r = r max , which also propagate inwards. The outgoing geodesic equation (6) means dr/dv ∼ −v −2p . Because of this, outgoing waves at r max essentially just stay at r = r max and do not affect evolution away from r max . For simplicity we set Ψ | r=rmax = 0.
To test the convergence of our code we monitor violations of the radial constraint equation (11c). In terms of I.C. 1 
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Eq. (49) is enforced exactly at r = r max , where it is used to evolve the boundary value V| r=rmax . In the continuum limit, the remaining equations of motion, (11a), (11b) and (11d), dictate Err = 0 throughout the computational domain. In Fig. 3 we plot |Err| for I.C. 1 (top row) and I.C. 2 (bottom row) with p = 2, 3 and 4 (left, middle and right columns). In all simulations we see that |Err| is largest at very early times. This is due to the aforementioned initial stiffness of the equations of motion. Nevertheless, for all simulations we have |Err| < 2 × 10 −5 when v ≥ 10 and |Err| < 10 −8 when v ≥ 25. This indicates our discretized equations of motion well-approximate the continuum limit.
B. Results
In Fig. 4 we plot (∂Ψ/∂ log r) 2 for I.C. 1 (top row) and I.C. 2 (bottom row) with p = 2, 3, 4 (left, middle, right columns). Superimposed on each plot is the critical radius r = r c ∼ v 1/2−p (red line). In all plots we see that at r r c , (∂Ψ/∂ log r) 2 ∼ v. This behavior is consistent with our late time analysis in Sec. III, where is was found that Ψ ∼ √ v log r when r r c . Note this behavior is most pronounced for smaller p. Why? For larger p the curve r = r c decreases more rapidly as v increases. Indeed, for p = 4, r = r c exits our computational domain around time v = 100.
As discussed in Sec. III, the √ v growth of the scalar field near r = 0 is driven by Price Law influxes. Recall that in our simulations we chose the Price Law boundary condition (12) to be the same for both I.C. 1 and I.C. 2. This is why the plots of (∂Ψ/∂ log r) 2 in Fig. 4 look identical for I.C. 1 and I.C. 2. Nevertheless, subleading static components of Ψ should be sensitive initial conditions. Near r = 0 and at late times v, it is reasonable to expect Ψ ∼ ( √ v + k) log r, where the constant k depends on the initial scalar field profile. In Fig. 5 we plot (∂Ψ/∂ log r) We now turn to the metric functions V and B. Note that by Eq. (11a), B = 2π r (∂Ψ/∂ log r) 2 . Hence Fig. 4 implies B ∼ v r when r r c . This is consistent with Eq. (31) in our late time analysis. In Fig. 6 we plot rV for I.C. 1 (top row) and I.C. 2 (bottom row) with p = 2, 3, 4 (left, middle, right columns). The red line in each plot shows −v −2p . Eq. (18) in our late-time analysis predicts V ∼ −v −2p /r. As is clear from Fig. 6 , all of our simulations are consistent with this result. The fact that V < 0 means the singularity at r = 0 must be spacelike.
Finally, in Fig. 7 we plot − ∂ log K ∂ log r for I.C. 1 (top row) and I.C. 2 (bottom row) with p = 2, 3, 4 (left, middle and right columns). Superimposed on each plot is the critical radius r = r c (red line). In all plots we see that at r r c , − ∂ log K ∂ log r ∼ v. This behavior is consistent with our late time analysis in Sec. III, where is was found that K ∼ r −2αv e 2κv when r r c . Fig. 7 clearly demonstrates α > 0, meaning the strength of the singularity at r = 0 grows with time v.
V. DISCUSSION
Our numerical simulations are completely consistent with our late time approximation scheme. Our analysis demonstrates that the late time behavior of the spacelike singularity at r = 0 is determined by Price Law influxes, with the curvature growing according to (1) . Moreover, all time-like curves inside r − terminate at a singularity at r = 0 or v = ∞ in an exponentially short proper time. This means that for time-like observers, the classical geometry effectively ends at r = r − , with a sub-Plackian volume of spacetime lying beyond r − .
It is instructive to compare our results to expectations from a BKL analysis. In vacuum the geometry near a BKL singularity is oscillatory and chaotic [31] . However, the presence of scalar field ameliorates the oscillatory structure, resulting in a monotonic singularity [32] . On general grounds it is expected that in the frame of an infalling observer asymptotically close to the singularity, the metric should only depend on proper time τ and take the form of the scalarized Kasner metric ds 2 = −dτ 2 + τ 2p1 dx 2 + τ 2p2 dx 2 + τ 2p3 dy 2 .
(51)
With a scalar field the Kasner exponents p i satisfy i p i = 1, but need not satisfy i p 2 i = 1, as they do for the Kasner geometry. Note spherical symmetry dictates two of the exponents are equal, e.g. p 2 = p 3 .
Using the late time solutions for V and B, Eqs. (18) and (31) , it is straightforward but tedious to find a coordinate transform which takes the Bondi-Sachs metric (5) near r = 0 to the scalarized Kasner metric (51). Doing so, we find p 1 = 1 − 4 αv + O(1/v 2 ), p 2 = 2 αv + O(1/v 2 ). (52)
Thus p 1 + 2p 2 = 1 as expected. The fact that p 1 → 1 indicates distances contract in the x direction while remaining constant in the transverse directions as the singularity is approached. To see that our numerics are consistent with the scalarized Kasner geometry at r r c , define
and
Note P 1 and P 2 are invariant under coordinate transformations that only mix time and radius. For the scalarized Kasner metric (51), P 1 = p 1 and P 2 = p 2 . We can therefore directly compute p 1 and p 2 from P 1 and P 2 in our coordinate system. Doing so we find P 1 + 2P 2 virtually indistinguishable from unity in our entire computational domain. Indeed, the equations of motion (11) imply
meaning up to exponentially small corrections, P 1 + 2P 2 = 1 everywhere in our computational domain.
In Fig. 8 we plot vP 2 for I.C. 1 (top row) and I.C. 2 (bottom row) with p = 2, 3, 4 (left, middle, right columns). Superimposed on each plot is the critical radius r = r c (red line). In all plots we see that at r r c , vP 2 ≈ const. This is consistent a scalarized Kasner geometry at r r c , with Kasner exponent p 2 ∼ 1/v.
