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Abstract We present a novel characterization of mix-
ing events associated with the propagation and over-
turning of internal waves, studied thanks to the simul-
taneous use of Particle Image Velocimetry (PIV) and
Planar Laser Induced Fluorescence (PLIF) techniques.
This combination of techniques had been developed ear-
lier to provide an access to simultaneous velocity and
density fields in two-layer stratified flows with interfa-
cial gravity waves. Here, for the first time, we show how
it is possible to implement it quantitatively in the case
of a continuously stratified fluid where internal waves
propagate in the bulk. We explain in details how the
calibration of the PLIF data is performed by an itera-
tive procedure, and we describe the precise spatial and
temporal synchronizations of the PIV and PLIF mea-
surements. We then validate the whole procedure by
characterizing the Triadic Resonance Instability (TRI)
of an internal wave mode. Very interestingly, the com-
bined technique is then applied to a precise measure-
ment of the turbulent diffusivity Kt associated with
mixing events induced by an internal wave mode. Val-
ues up to Kt = 15 mm
2 · s−1 are reached when TRI is
present (well above the noise of our measurement, typi-
cally 1 mm2 · s−1), unambiguously confirming that TRI
is a potential pathway to turbulent mixing in stratified
flows. This work therefore provides a step
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1 Introduction
Internal waves are ubiquitous in the ocean, due to the
stratification in temperature and salinity. They are gen-
erated either from the interaction of tidal currents with
submarine bathymetry (Garrett and Kunze 2007), or
by wind stress at the ocean surface (Munk and Wunsch
1998). They can travel long distances, to reach places
where they dissipate via various breaking mechanism
(Staquet and Sommeria 2002). In the dissipation pro-
cesses, they can produce mixing of the local stratifica-
tion. These mixing processes are still scarcely under-
stood, since in numerical simulations, they take place
at sub-grid scales, while in-situ measurements can only
provide a discrete sampling of oceanic regions (although
breaking internal waves have been observed in the ocean,
see Lamb (2014) for a review). It is important to under-
stand the mixing due to internal waves, since it could
be one of the mechanisms to convert kinetic energy into
potential energy, to maintain the ocean stratification
against the tendency of settling more and more denser
water at the bottom, via gravity currents (Kunze and
Smith 2004; Wunsch and Ferrari 2004).
Several experimental studies have dealt with the
mixing induced by breaking internal waves. Thorpe (1994)
observed overturning waves using dye lines as qualita-
tive tracers. Ivey and Nokes (1989) measured the ver-
tical mixing induced by the waves, using dye for qual-
itative visualization and conductivity probes for local
quantitative measurement of the density profile evo-
lution. The vertical evolution of a dye layer was also
used to determine vertical diffusivity induced by the
waves (Hebert and Ruddick 2003).
However, a direct characterization of mixing events
would involve, for example, a detailed measurement of
the vertical buoyancy flux, g 〈ρ′w′〉/ρ, induced by the
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waves, where ρ is the average density, g the gravity ac-
celeration, ρ′ and w′ the fluctuating parts of the density
and vertical velocity fields, while 〈·〉 indicates ensemble-
or time-averaging. In order to measure this quantity, a
simultaneous quantitative measurement of the velocity
and density fields in a continuous stratification is neces-
sary. PIV is a very convenient technique to measure the
velocity field. As to the density field, in general, in stud-
ies of internal waves, the synthetic Schlieren technique
is used to measure the density gradient field, associated
with wave propagation. Combined PIV-Schlieren mea-
surements have permitted to describe the mechanical
energy transported away by linear internal wave beams
(Dossmann et al. 2011). However, as soon as mixing
is involved, implying stochastic events and 3-D effects,
the Schlieren technique becomes inaccurate, since it re-
lies on the deterministic deviation of light beams by
refractive index gradients.
Another experimental technique used to measure
quantitatively the density field is Planar Laser Induced
Fluorescence (PLIF) (Karasso and Mungal 1997). Its
principle is the following: the stratified fluid is seeded
with fluorescent dye, proportionally to the local den-
sity difference. The fluid is then illuminated using a
laser planar sheet, at the excitation wavelength of the
dye. The light intensity emitted by the fluorescent dye
is then proportional to the dye concentration. Taking
pictures with a camera, the greyscale value in each pixel
of the image allows for the determination of the local
dye concentration. Providing that the diffusion coeffi-
cients of the fluorescent dye and the stratifying agent
are similar (to avoid a double diffusive problem), the
dye then serves as density marker. Using the same laser
sheet as excitation light for PLIF and particle diffusive
light for PIV, PLIF can usefully be combined with PIV
to study jets (Hu et al. 2000; Borg et al. 2001; Feng
et al. 2007), wakes (Hjertager et al. 2003) and gravity
currents (Odier et al. 2014). In the cases cited, a config-
uration of high optical contrast was obtained by using
one dyed fluid (in general the jet or the current) and
another undyed fluid (the ambient medium). The more
difficult case of a continuous stratification characterized
by a gradient of dye was tried by Barrett and Van Atta
(1991), who studied grid turbulence in a stratified fluid,
but, by the authors’ own admission, the PLIF data pro-
vided little quantitative measurement. The principal
reason for this is that in the former cases mentioned
(gravity currents, jets), the variation of dye concentra-
tion extends over a few cm, which is the interface region
between the jet or the current, and the ambient fluid,
while in the case of Barrett and Van Atta (1991), the
dye concentration gradients extends over a region of a
few tens of cm. For this reason, the intensity variations
associated to the motions studied are about 10 times
smaller than in the former cases.
This technique has also been used to investigate
mixing induced by internal waves (Troy and Koseff 2005;
Hult et al. 2011a;b). However, in these cases, whether
alone or combined with PIV, PLIF has only been used
to study waves at the interface of two fluids, one of
which was dyed, providing again a highly contrasted
configuration. The aim of this article is to present an
adaptation of the combined PIV/PLIF technique to
study internal waves in a continuously stratified fluid,
and to assess how information related to the mixing
induced by the waves can be extracted by such a tech-
nique. One of the challenges in this study is to be able
to provide quantitative measurements of quantities like
the buoyancy flux, in a continuously stratified environ-
ment where the PLIF signal/noise ratio will be much
lower, about a factor 10, as explained in the previous
paragraph, than in the two-fluid configuration. To the
best of our knowledge, such quantitative extraction of
information from a non-interfacial internal wave field
using PLIF has never been performed before, so we con-
sider that this work, in addition to presenting insights
on how internal wave induced mixing relates to internal
wave triadic instability, also provides a step on the path
to new possibilities of measurements for internal waves.
In section 2, the experimental apparatus and PLIF
technique are introduced, as well as its coupling to PIV
measurements. The validation of the technique is ex-
posed in section 3, in particular in a configuration of
triadic resonance instability (TRI). The determination
of eddy diffusivity induced by the TRI process is then
presented in section 4. Conclusions are drawn in sec-
tion 5.
2 Experimental techniques and data processing
2.1 Fluorescence: emission and absorption.
Fluorescence is the capacity of an organic compound to
absorb photons at a given wavelength λabs, and reemit
light at a different wavelength λfluo. In the present ex-
periments, rhodamine 6G was used, because its fluores-
cence is fairly independent of temperature, unlike rho-
damine B. In addition, its excitation spectrum, peak-
ing at 525 nm, is compatible with the laser we use (532
nm), unlike fluorescein (excitation peak at 490 nm). Its
fluorescence emission peaks at 550 nm (Crimaldi 2008).
The light intensity F emitted by a fluorescent solu-
tion can be expressed as (Patsayeva et al. 1999; Shan
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Fig. 1 Light intensity, F , emitted by a rhodamine 6G solu-
tion, normalized by its maximum value, versus its concentra-
tion. The line is a linear fit made on the range of concentration
going from 0 to 120 µg·L−1
et al. 2004)
F ∝ I
1 + I/Isat
C , (1)
with I, the exciting light intensity, Isat the saturation
intensity and C the dye concentration. The linearity of
the emitted intensity with the dye concentration was
observed by Shan et al. (2004) up to concentrations
of 48 µg·L−1. We extended the measurement range to
higher values as shown in Fig. 1. This measurement was
made in an optically thin configuration, so that atten-
uation and reabsorption do not play a role. The linear
behavior seems to prevail up to a dye concentration of
130 µg·L−1. Dye concentration below 100 µg·L−1 are
used in the present experiments. Eq. (1) also shows
that the fluorescence emission is only linear with the
excitation light intensity up to a certain point. The sat-
uration intensity for rhodamine 6G is 5 × 109 W·m−2
(Shan et al. 2004).
In the fluorescence process, energy is transferred
from the excitation beam to the emitted light. The
beam intensity thus decreases as it propagates through
the fluorescent medium. This decrease is expressed by
the Beer-Lambert law
I(r) = I(r0) exp
(
−
∫ r
r0
εC(s)ds
)
, (2)
giving the evolution of the light intensity for a beam
propagating from point r0 to point r, the distances be-
ing defined from the light source. The parameter ε is
the mass absorption coefficient of the dye and C(s) its
mass concentration along the optical path. Assuming
linearity of the fluorescence process with the local exci-
tation light intensity and with the local concentration,
the fluorescent intensity along the optical path can be
expressed as
F (r) ∝ I(r0) exp
(
−ε
∫ r
r0
C(s)ds
)
C(r) . (3)
2.2 Experimental set-up
Experiments are conducted in a 80 cm long, 17 cm
wide rectangular tank. It is filled to a height of 32 cm
with a linearly stratified fluid of density ρ(z). Stratifica-
tion is controlled via salinity. The buoyancy frequency
N = (−g∂zρ/ρ)1/2 is about 1 rad·s−1. A periodic inter-
nal wave is generated using a wave generator (Gostiaux
et al. 2007; Mercier et al. 2010) placed vertically on a
side of the tank. A mode-1 wave configuration propa-
gating from left to right is forced (see schematics of the
experimental set-up in Fig. 2). The generator forcing
frequency is imposed using a Labview program.
Images are recorded with a CCD Allied Vision Pike
camera, 14-bits, 2452 × 2054 pixels, placed at 280 cm
from the tank. An optical filter (high-pass in wavelength
with cut-off 550 nm), is placed in front of the camera to
allow only for the fluorescent light and to block the laser
scattered light. The camera is mounted with a 35 mm
lens, producing a 40 cm by 60 cm field of view.
The PLIF excitation light is produced by a Laser
Quantum Ti:Sapphire Opus laser of maximum output
power P = 2 W and wavelength 532 nm, reflected on an
oscillating mirror, creating a vertical light sheet, illumi-
nating a vertical cut of the stratified fluid, in the middle
of the tank width. The beam width is about 2 mm, re-
sulting in an excitation intensity of about 106 W·m−2,
much lower than the rhodamine 6G fluorescence satura-
tion intensity Isat, validating the linear approximation.
Using an oscillating mirror allows for the production
of a more homogeneous laser sheet, compared to the
classical cylindrical lens method (Crimaldi 1997). This
makes the calibration procedure easier by preventing
large calibration corrections due to illumination het-
erogeneities, therefore yielding a uniform signal/noise
ratio throughout the measurement domain. The mir-
ror oscillating frequency is adjusted so that an integer
number of oscillations occur while the camera shutter
is opened, providing a constant illumination for all im-
ages. Between two images, the mirror is non-moving,
deflected outside the tank. This helps to minimize the
photobleaching, which is the alteration of the fluores-
cent molecules by the laser light. We checked, by mea-
suring the time evolution of the fluorescence signal pro-
duced by a tank containing a stationary distribution of
dye, that for the largest duration of our experiments
(about 20 minutes), the photobleaching was negligible.
It was indeed not measurable, compared to the 1 to 2%
fluctuations of the laser intensity.
Sodium thiosulfate was added to the water, to neu-
tralize the chlorine present in the tap water, preventing
dye bleaching due to the chlorine.
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Fig. 2 The top panel presents the top view of the experimental set-up, while the bottom one shows a side view, with a raw
image placed as a background. Note that the greyscale of the black and white camera has been replaced by a color scale for
vizualisation purposes. The rest position of the front face of the wave generator is located at x =-5 cm. The calibration cell
containing a fixed rhodamine concentration can be seen in the top right corner of the raw image.
In general, a fluid stratified in density is also strat-
ified in refractive index. Indeed, the stratifying agent,
in our case salt, when mixed with water, increases its
refractive index as well as its density. When mixing
takes place, the index can then strongly vary locally,
due to isopycnal overturns. Hence mixing events can
induce transient (de)focalizing effects of incoming laser
beams as previously observed by Daviero et al. (2001).
This effect results in time dependent variations of local
laser illumination, thus preventing proper calibration
of the PLIF. For this reason, a refractive index match-
ing was used by Daviero et al. (2001). To accomplish
that, ethanol is used as a second stratifying agent, since
when mixed with water, it decreases its density while
increasing its refractive index. We performed precise
measurements of density and refractive index as a func-
tion of the salt and ethanol concentrations, coherent
with the measurements of Daviero et al. (2001). The
typical refractive index jump between salt water and
freshwater is ∆n = 0.080 before refractive index match-
ing. When salt and ethanol are used in a proportion of
mass concentration of 1 to 2.9, the refractive index is
uniform throughout the tank, with maximal variations
of 0.02∆n. We observed that this procedure seems effi-
cient to restore the necessary quality of the image, up
to concentrations of 80 g·L−1 for ethanol and 28 g·L−1
for salt.
Practically, the stratified tank is prepared using the
standard two-bucket method (Fortuin 1960; Oster and
Yamamoto 1963), where the first bucket is filled with
salt water at a chosen concentration, corresponding to
the desired stratification, and the second bucket is filled
with an ethanol solution mixed with water at 2.9 times
the salt concentration of the first bucket. Rhodamine
can then be added in either tank, depending on whether
one wants the rhodamine concentration increasing or
decreasing with depth. Note that the fluid viscosity can
experience maximum changes of 20% through depth
due to the added ethanol. However we expect the flow
to remain in the same regime as the Reynolds number
remains in a narrow range (between 1000 and 1500 for
a mode-1 wave of the amplitude considered here) for a
fixed forcing frequency and this change should not have
a direct effect on our measurements.
2.3 Image processing
The image processing described here is an adaptation
to the case of continuous stratification of the calibra-
tion technique described in Crimaldi (2008) and refer-
ences therein. In any experimental set-up using PLIF,
the beam attenuation is not only due to the dye, but
also, generally to a lesser extent, to all the other compo-
nents of the fluid, namely water and stratifying agent.
As a consequence, the attenuation expression in Eq. (2)
must also take into account these other components.
The unattenuated spatial intensity distribution of the
beam, which we will denote Iua(x, z, t), (the subscript
“ua” stands for “unattenuated”) depends on the shape
of the original beam and the optics forming the laser
sheet. It decreases as r−1 for the radial sheet used in the
experiments presented in this paper. Before any picture
of the fluid was taken with the cameras, a spatial cali-
bration was performed, using the PIV and PLIF camera
images of a calibrated grid, in order to establish the cor-
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respondance between pixel location (i, j) in an image
and coordinates in the physical space (x(i, j), z(i, j)).
The greyscale value at a given point (x(i, j), z(i, j)) in
the physical space and at a given time t can be ex-
pressed as
Gcam(x, z, t) = Gb(x, z, t)
+ αIua(x, z, t)Crhod(x, z, t) exp [−β(x, z, t)] (4)
where Gb(x, z, t) is the camera dark-response
1 and α
a proportionality coefficient characterizing the fluores-
cence efficiency, the camera sensitivity and the transfer
function of the optical filter. The light absorption term
exp [−β(x, z, t)] in the last factor of Eq. (4) is derived
from Eq. (2), taking into account the absorption by all
absorbents in the fluid. The absorption coefficients due
to different absorbents are additive, so that in our case
β(x, y, t) can be expressed as
β(x, z, t) =
∫ r
r0
(εrhodCrhod(s, t) + εsaltCsalt(s, t)
+ εethCeth(s, t) + aw)ds ,
(5)
where r is the path length at position (x, y) along a ray
path, r0 the path length at the point of entry of the ray
in the fluid, εrhod, εsalt, εeth the mass absorption coef-
ficients, Crhod, Csalt, Ceth the mass concentrations and
aw the absorption coefficient for water. In what follows,
we will use the quantity G = Gcam − Gb to eliminate
the camera dark-response in the equations and keep
only the greyscale level associated with fluorescence.
In order to apply an absorption correction along the
light path, the apparent position of the mirror needs to
be determined (due to the variation of refractive index
between air, plexiglas (PMMA) of the tank wall, and
water, it is not the real position). To do that, an ac-
quisition is performed at very low oscillating frequency
of the mirror compared to the camera frame rate. Each
image then gives the position of a ray at a given time.
Extending these rays to the right, their common inter-
section is the virtual mirror location. This position is
defined as the origin of a polar coordinate system which
will be used for the absorption correction. This transfor-
mation of the data into polar coordinate system allows
to compute the absorption correction simultaneously on
each ray path, saving computational time.
In polar coordinates, the greyscale level associated
with fluorescence can be rewritten as
G(r, θ, t) = α Iua(r, θ, t) e
−β(r,θ,t) Crhod(r, θ, t) , (6)
1 Experimentally, this term is computed by taking an image
with the lens cap on, leaving only the camera noise as signal.
where β is expressed by Eq. (5).
The laser intensity can vary slightly with time. We
can safely assume that this variation is an overall vari-
ation, with no change in the spatial distribution (the
typical time of these variations is much larger that the
mirror oscillation period.) This assumption allows us
to write Iua(r, θ, t) = f(t)Is(r, θ). In order to take into
account this time dependance, a small sample cell con-
taining a rhodamine 6G solution of known concentra-
tion Cref is placed in the laser field (it can be seen in
the top right corner of the image in Fig. 2). This cell
being small, absorption can be neglected and the aver-
age greyscale value corresponding to the pixels in the
cell can be expressed as Gsol(t) = αf(t)IcellCref, where
Icell is the average laser intensity in the cell (the dark-
response has also been subtracted to obtain Gsol). A
renormalized greyscale value for the whole image can
then be defined, canceling out the time dependance of
the laser intensity
H(r, θ, t) =
G(r, θ, t)
Gsol(t)
=
Is(r, θ)
Icell
Crhod(r, θ, t)
Cref
exp (−β(r, θ, t)) .
(7)
In order to correct for absorption, the factor Is(r, θ)
needs to be estimated. To do that, a direct measurement
of the initial stratification (before one generates waves)
is used. This measurement is made by a conductivity
probe that is slowly immersed in the stratified fluid,
down to the bottom.2 This measurement gives access
to all the concentrations appearing in equation (5).
The values of the mass absorption coefficients ε for
salt, ethanol and rhodamine 6G and of the absorption
coefficient for water aw can be found in Daviero et al.
(2001). However, using literature values did not seem
to optimize the absorption correction. In addition, these
values rely on measurements using an argon laser, while
we use a Ti:Sapphire laser, with a different wavelength.
For this reason, we chose to adjust these values in order
to optimize the correction. This was done by finding the
values that provide an evolution along r of the quantity
Iua closest to the expected evolution, namely a 1/r de-
crease. We found εrhod = 5.6·10−4 cm−1 ·µg−1·L, εeth =
3.5 · 10−5 cm−1·g−1·L, εsalt = 1.2 · 10−4 cm−1·g−1·L
and aw = 3 · 10−3 cm−1. Keeping in mind that a differ-
ent wavelength was used, making comparisons delicate,
these values are close to the ones found in Daviero et al.
(2001), except for εrhod, which is about twice larger, and
εeth, which is an order of magnitude smaller.
2 In order to take into account the presence of ethanol in
the fluid, in addition to the salt, the conductivity probe must
be calibrated with the mixture of salt and ethanol in the same
proportions, using a density meter Anton Paar DMA35.
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Fig. 3 Rhodamine concentration field Crhod when a mode-1 wave is propagating, obtained from Eq. (10). (a) Full field. (b)
Selected isopycnals of the same field. Colors represent the concentration in rhodamine which goes from zero at the top (blue)
to 40 µg·L−1 at the bottom (red).
It is interesting to note that with the concentrations
used in this experiment, the attenuation due to water,
salt and ethanol individually amount to about 10% of
the attenuation due to rhodamine 6G, which requires
taking them into account.
Knowing the values of the concentrations and
absorption coefficients, the absorption fraction
exp (−β(r, θ, 0)) can be computed for the image at t = 0
(before the waves start). The laser illumination field
Is(r, θ) can then be extracted using equation (7) taken
at t = 0
Is(r, θ) =
H(r, θ, 0)IcelCref
Crhod(r, θ, 0) exp (−β(r, θ, 0)) . (8)
The dye concentration at time t and position (r, θ)
can then be expressed as
Crhod(r, θ, t) =
H(r, θ, t)IcelCref
Is(r, θ)
exp (β(r, θ, t)) (9)
where Is(r, θ) is taken from Eq. (8).
However, the exponential factor exp (β(r, θ, t)) now
depends on the instantaneous concentrations along the
ray path between the entry in the tank and the consid-
ered point (r, θ). For this reason, it can only be com-
puted iteratively, using the dye concentration already
computed at the same time t and at lower values of r
(Odier et al. 2014). Assuming that there is no double
diffusion, the concentrations of salt and ethanol, also
needed to compute β(r′ < r, θ, t), can be derived from
the dye concentration.
The dye concentration at a given distance r from
the mirror can then be expressed iteratively
Crhod(r + dr, θ, t) =Crhod(r, θ, t)
H(r + dr, θ, t)
H(r, θ, t)
× Is(r, θ)
Is(r + dr, θ, t)
exp
(
∂β
∂r
(r, θ, t)dr
)
.
(10)
This method uses the known dye concentration field
at initial time, which is more accurate than the stan-
dard PLIF calibration method using a tank of uniform
concentration prepared before or after the actual data
runs.
Figure 3 shows an example of corrected PLIF im-
age, when the wave generator is in motion, generating
a mode-1 propagating horizontally. One can observe
the displacement of the isopycnals, due to the wave.
One can also observe that the mean position of the
isopycnals is horizontal, attesting that the absorption
correction was done accurately. In case of an error in
the model (absorption coefficients, concentrations), the
isopycnals in the initial stratification loose their hori-
zontality. This visualization also allows us an estimate
of the noise introduced by the correction: in Fig. 3,
the dye concentration varies from 0 to 40 µg·L−1 and
the width of the isopycnals shown in Fig. 3b is 0.4
µg·L−1, which is 1% of the vertical density variation.
Since the stratification is linear and extends over a 32
cm depth, the width of the isopycnals should be 3.2
mm. In Fig. 3b, their actual width can be estimated to
4 mm, which is close to the expected value. This dif-
ference is due to the camera noise, as well as the noise
introduced by the correction.
2.4 Coupled PIV-PLIF device
In order to measure the velocity field, the fluid is seeded
with PIV particles (hollow glass spheres, density 1.1
kg·m−3, average diameter 8 µm). The settling velocity
of these particles, slightly more dense than the fluid, is
negligible compared to the fluid velocity induced by the
waves. Next to the PLIF camera (about 10 cm apart),
a second identical camera is placed, mounted with the
same lens and a band-pass optical filter (530 ± 5 nm),
which blocks the fluorescence light while passing the
laser light, scattered by PIV particles. To avoid any
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Fig. 4 Schematics of the set-up used for temporal synchro-
nization between PIV and PLIF cameras.
acquisition problem, two computers are used to record
the data, one for PIV camera and one for PLIF camera.
The velocity fields are obtained by applying a PIV algo-
rithm, based on the Fincham & Delerce algorithm (Fin-
cham and Delerce 2000), on the image pairs provided
by the PIV camera. The PIV interrogation window size
is 21×21 pixels and the spatial resolution for the veloc-
ity field is 2.5 mm, while the spatial resolution for the
density field is 0.25 mm. If necessary, it can be coarse-
grained to match the PIV resolution.
To compute velocity-density correlations, one must
ensure that the velocity and density measurements are
performed at the same time and at the same location.
For time synchronization, the two cameras are trig-
gered with the same signal issued from one computer. It
consists in periodic square pulses controlled by a Lab-
view program. The time interval between two pulses is
Tacq = 1/6 s, which is adapted to the slow time evolu-
tion of the waves, but a faster frame rate could be used
without problems, should one want to measure faster
phenomena. Hence, PLIF and PIV images are synchro-
nized.
The same signal is sent to an Agilent generator
which provides the triangle signal controlling the os-
cillating mirror. About 60 PIV and PLIF images are
recorded per forcing period. When processing a cou-
ple of PIV images recorded at subsequent times t1 and
t2 = t1 + Tacq, the measured velocity field is actually
averaged between t1 and t2. Hence t1−2 ≡ (t1 + t2)/2 is
the actual measurement time for the velocity field. To
account for the lag of Tacq/2 between velocity and den-
sity measurements, the average density ρ(x, z, t1−2) =
(ρ(x, z, t1) + ρ(x, z, t2))/2 between t1 and t2 is com-
puted.
In order to perform the spatial adjustment of the
cameras, a calibration grid was placed in the field of
view. Each camera provides an image of this grid. Com-
paring these images with the real space grid, two spa-
tial transformations are defined: the first one transforms
the PLIF image into the real space and the second one
transforms the PIV image into the real space. This al-
lows us to define corresponding grid points for the ve-
locity and density measured fields.
3 Validation of the procedure
3.1 Wave detection through PIV/PLIF measurements
As an example of the results that can be obtained with
this coupled technique, Fig. 5a shows vertical velocity
and density time series measured at a location chosen at
the center of the field of view, once the spatial transfor-
mation has been applied to the two measured fields. For
a plane wave or a vertical mode, the following relation
can be derived between vertical velocity and density,
from the mass conservation equation
w = − 1
∂zρ
∂tρ. (11)
The time traces of vertical velocity and density must
thus have a quarter-phase delay, which can be qualita-
tively observed in Fig. 5a. To get a more precise infor-
mation, one can compute the cross-correlation of the
two signals, defined as
Γρw(τ) =
∫
ρ(u)w∗(u− τ)du. (12)
The result is shown in Fig. 5b, where one can see
that the maximum is obtained for a quarter of the wave
period, confirming that the vertical velocity behaves as
the derivative of the density (the minus sign in Eq. (11)
is cancelled out by the negative sign of ∂zρ). The cor-
rect spatial and temporal adjustment between the two
cameras is thus verified.
3.2 Observation of triadic resonance instability (TRI)
For a more quantitative test of the calibration proce-
dure, we use the obtained density field to study the pro-
duction of two secondary plane waves from a primary
mode-1 wave. This is the result of a triadic resonance
instability (TRI). 3 This instability will prove crucial
in the mixing processes that we will assess in the next
section. It was studied in detail in Joubaud et al. (2012)
and Bourget et al. (2013) using the standard Schlieren
technique to observe the waves. We try here to recover
the results using the PLIF data, as a test. This insta-
bility is a resonant 3-wave interaction, which is inher-
ent to internal waves. The two secondary waves fulfill
with the primary wave a temporal resonance condition
3 Note that the more commonly used acronym PSI (Para-
metric Subharmonic Instability) actually corresponds to a
particular case of TRI in the case where viscosity is negli-
gible; both unstable secondary waves then have a frequency
equal to half of the forcing frequency. We prefer to use TRI
to keep the generality.
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Fig. 5 (a) The solid blue curve presents the density fluc-
tuations, ρ′ = ρ − ρ measured at the center of the field of
view, vs time (T0 = 2pi/ω0 is the forcing period). Experi-
mental parameters: ω0/N = 0.88, mode-1 plate amplitude:
0.5 cm. The red dashed curve corresponds to the vertical ve-
locity of the fluid measured at the same point. (b) Cross-
correlation density/vertical velocity, Γρw(τ), as a function of
non-dimensional delay, τ/T0.
ω0 = ω1 + ω2, where ω0 is the primary wave frequency
and ω1, ω2 the secondary waves frequencies, as well as
a spatial resonance condition k0 = k1 + k2, where k0
is the wave vector of the primary wave and k1, k2 the
wave vectors of the secondary waves. We will use the
PLIF data to identify the secondary waves and mea-
sure their frequencies and wave vectors, for a mode-1
primary wave.
Figure 6a shows a time-frequency spectrum com-
puted from the density field. One clearly sees the pri-
mary wave at frequency ω0/N = 0.93 and after about
25 wave periods, two secondary frequencies appear:
ω1/N = 0.58 and ω2/N = 0.34. Their sum is equal
to the primary wave frequency, verifying the temporal
resonance condition. In order to measure the wave vec-
tors, a temporal filter is applied around the 3 measured
frequencies. Then, a 2D spatial spectrum is computed
t / T 0
ω
/N
20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
Fig. 6 Time frequency spectrum obtained from the density
field. The primary wave is a mode-1 at normalized frequency
ω0/N = 0.93 (N = 0.9 rad·s−1) and for a generator maxi-
mum plate displacement of 0.75 cm.
for each filtered signal, giving access4 to k0, k1 and k2.
The vectors obtained are shown in Fig. 7, where one can
check that they verify the spatial resonance condition.
Resolving the system of equations formed by the
temporal and spatial resonance conditions, together
with the dispersion relation for the 3 waves, one can
compute in the (`,m) plane the locus of the tip of vec-
tor k1 (see Bourget et al. (2013)). It is represented as
a solid black curve in Fig. 7. The measured value of k1
falls in the vicinity of this curve. Following again Bour-
get et al. (2013), by computing the growth rate of the
instability for the experimental conditions, we estimate
where in this curve vector k1 should fall. This position,
including error estimates, is represented in Fig. 7 by
a rectangle. One can observe that within errors (those
due to the measurement of the amplitude of the primary
wave and those due to the measurement of k1), the ex-
perimental measurement of k1 is compatible with its
theoretical expectation, validating the calibration pro-
cedure for the PLIF.
4 Assessment of mixing processes
The initial goal in applying the coupled PIV/PLIF tech-
nique to an internal wave set-up was to be able to char-
acterize the mixing induced by overturning waves. A
qualitative picture of such an event can be observed in
Fig. 8, showing the superposition of the velocity field
measured by PIV (arrows) and of the density field, rep-
resented by selected isopycnal (colored lines). The ve-
4 The field of view does not have enough vertical extension
to allow a measurement of the vertical component of k0. How-
ever, from the design of the wave generator, we know that this
component is equal to pi/H, where H is the generator height.
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Fig. 7 In the (`/k0,m/k0) plane (horizontal and vertical
components of the wave vectors, normalized by the module
of k0), the three arrows are the measurements of the three
wave vectors. The dark solid line represents the theoretical
resonance loci for the secondary wave vector k1 for a given k0.
The rectangle represents the theoretical most unstable mode
while the circles represent the measurement error on the wave
vectors.
Fig. 8 Mixing event observed with the PIV/PLIF set-up.
The arrows represent the velocity field, while the colored
lines represent selected isopycnals. Experimental parameters:
ω0/N = 0.92, mode-1 plate amplitude: 0.75 cm.
locity field shows the mode-1 wave rolls, superimposed
with regions of more turbulent motion (on the left).
The isopycnals illustrate local overturn events, coincid-
ing with the turbulent regions of the velocity field. In
these regions, the combination of these overturn events
and the presence of turbulence suggests that mixing is
likely to take place.
In order to get a more quantitative picture, the si-
multaneous measurement of density and velocity gives
access to quantities based on the correlation between
these two fields. For example, the buoyancy flux, de-
fined as (g/ρ)〈ρ′w′〉 where 〈·〉 stands for the Reynolds
average, represents the amount of buoyancy that is trans-
Fig. 9 (a) Density anomaly fields ρ′(x, z, t = 12 T0) (in
kg.m−3) superimposed with velocity vectors in expA. (b)
Associated turbulent diffusivity field Kt(x, z, t = 12 T0) (in
mm2·s−1). Experimental parameters: ω0/N = 0.50, mode-1
plate amplitude: 1 cm.
ported vertically by the velocity fluctuations, provid-
ing turbulent mixing. In oceanic simulations, it is often
parameterized using the eddy diffusivity assumption,
which assumes a linear relationship between the buoy-
ancy flux and the vertical buoyancy gradient (Chang
et al. 2005)
g
ρ
〈ρ′w′〉 = KtN2 , (13)
where Kt is the eddy diffusivity and N the buoyancy
frequency.
Note that the choice of the relevant energy flux de-
scribing irreversible mixing is under debate (Tailleux
2009). However, the eddy diffusivity defined above is
directly measurable in the present configuration and
provides a link between flow dynamics and irreversible
turbulent fluxes.
In addition, since the TRI process discussed in sec-
tion 3 has been suggested to participate in the energy
cascade towards mixing scales (MacKinnon et al. 2013),
we will evaluate the quantity Kt in cases with and
without TRI. Indeed, the secondary waves fulfilling the
resonance condition have smaller wavelengths than the
forcing internal waves, facilitating the production of ir-
reversible mixing.
Two experiments expA and expB combining simul-
taneous PLIF and PIV measurements are carried out
to investigate the evolution of Kt. The mode-1 plate
amplitude is 1 cm in both experiments. In expA, the
nondimensional forcing frequency ωA/N = 0.50 is too
low for the experiment to exhibit any TRI instability.
The radiation of a periodic mode-1 internal wave is ob-
served, as shown in Fig. 9a. After two to three forcing
periods, the interaction between the emitted and the re-
flected waves leads to a regime of stationary waves. No
TRI disturbances are observed in the course of expA.
On the contrary, in expB (ωB/N = 0.95), secondary
internal waves issued from the TRI mechanism are ex-
pected to develop efficiently (Bourget et al. 2013). Fig. 10
shows subsequent steps of the TRI onset on the veloc-
ity field. First, a mode-1 internal wave is radiated from
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Fig. 10 Vertical velocity field w(x, z, t) (mm·s−1) issued
from PIV measurements in expB at t = 8 T0 (top), t = 16 T0
(center) and t = 32 T0 (bottom).
left to right and, later, reflected at the right end wall.
After a few forcing periods, ripples superimposed to the
linearly propagating normal mode indicate that smaller
scale waves are at play. The primary internal wave mode
degenerates into a couple of secondary internal wave
beams fulfilling the temporal resonance condition for
TRI. Towards the end of the experiment they occupy
the whole tank. Although PLIF measurements are over-
all less smooth than PIV measurements, the secondary
waves are also observed in the density anomaly field in
Fig. 11, left panels, for t = 9, 11, 13, 15 and 26 T0.
In both experiments, the eddy diffusivity at time t
is computed using the average value for ρ′w′(x, z, t′)
between t − 2T0 and t + 2T0. The impact of the flow
dynamics on irreversible energy fluxes shows large dif-
ferences between expA and expB. In the former case
(see Fig. 9b), random fluctuations of Kt of the order of
1 mm2 ·s−1 are observed, defining the noise level of this
measurement. Hence no quantitative positive turbulent
buoyancy flux is measured in the configuration of low
forcing frequency.
In expB, a steady patch of intense eddy diffusivity
with a typical magnitude of 10 to 15 mm2 · s−1 is ob-
served (see right panels of Fig. 11). The largest values
of Kt in this patch are reached at mid-depth, where the
horizontal velocity shear has the largest amplitude. For
Fig. 11 Left panels, from top to bottom: Density anomaly
fields ρ′(x, z, t) (in kg·m−3), superimposed with velocity vec-
tors in expB for t = 5, 7, 9, 11, 13, 15 and 26 T0. Right panel:
Associated turbulent diffusivity fields Kt(x, z, t) (mm2·s−1).
Experimental parameters: ω0/N = 0.95, mode-1 plate ampli-
tude: 1 cm.
increasing time, the patch of intense mixing spreads to-
wards the tank interior. The vertical extent of the mix-
ing region increases linearly with the distance to the
generator. This vertical spreading matches the prop-
agation of secondary wave beams at constant angles
away from their generation zone. After 30 T0, heteroge-
neous patches with large Kt values are measured over
the whole tank length.
Hence, quantitative turbulent buoyancy fluxes are
enhanced in the region of TRI. They result in values
of Kt at least one order of magnitude larger than the
background value measured in the experiment with no
TRI. One can conclude that the TRI process partici-
pates in the direct energy cascade towards irreversible
mixing. Moreover, on the technical side, the combined
PIV-PLIF procedure described here allows us to pro-
vide a quantitative assessment of the turbulent diffu-
sivity field Kt.
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In order to assess the impact of the turbulent buoy-
ancy fluxes on the irreversible mixing of the background
stratification, a long term experiment expC was car-
ried out over three hours of forcing, corresponding to
1800 T0. The values for nondimensional forcing fre-
quency and the forcing amplitude are chosen to be the
same as in expB. Conductivity probes allow for high
resolution measurements of density profiles but this can
be performed only when the fluid is at rest, since the
conductivity probe cannot have a fast motion compared
to flow velocities. However, it is also interesting to as-
sess the evolution of the background stratification in
the course of a mixing event. Averaging PLIF images
recorded over one forcing period allows for the deter-
mination of the background stratification without stop-
ping the forcing. Density profiles are obtained from
PLIF images using a similar procedure as in section
2. Intensity profiles are averaged over 20 pixels closest
to the tank end-wall, in order to minimize attenuation.
Density profiles, displayed in Fig. 12a, are obtained af-
ter a calibration against a conductivity probe measure-
ment before starting the experiment. Subsequent den-
sity profiles are overall smooth and capture the evo-
lution of the background stratification. At t = 0, the
initial profile is linear (N = 1 rad·s−1). With increas-
ing time, the background stratification progressively de-
creases in the center of the density profile while it re-
mains sensibly constant in the top and bottom thirds
of the profile. As the fluid becomes less stratified, the
largest and weakest density values get closer to the
value at the center. Irreversible mixing of the back-
ground stratification is also reflected in terms of changes
in the squared Brunt-Va¨isa¨la¨ frequencyN2 (figure 12b),
obtained by derivating the density profiles. While values
of N2 remain close to the initial stratification in the top
and bottom parts, a large decrease of N2 down to 0.65
rad2·s−2 is measured in the central region, where the
TRI process occurs. Turbulent diffusivities enhanced by
the TRI process lead to substantial changes in the back-
ground stratification of the flow.
5 Conclusion
The PLIF technique, which we describe and validate
for a continuously stratified fluid, permits to carry out
quantitative field density measurements. The internal
wave dynamics is accurately captured using PLIF in a
configuration of secondary internal wave radiation via
the TRI process.
Combining this technique with simultaneous and
spatially synchronized velocity measurements via PIV
allows for the measurement of correlations between den-
sity and velocity fields, and in particular gives access to
Fig. 12 expC: (a) Background density profiles issued from
PLIF images averaging. Note that the deformation of the
profiles in the top 4 cm is due to local diffusion of the top
mixed layer (b) Squared background Brunt-Va¨isa¨la¨ frequen-
cies anomalies, obtained from derivating the curves in panel
(a).
the eddy diffusivity field Kt. The energy cascade occur-
ring during the TRI process yields values of Kt up to
15 mm2 · s−1, which are one order of magnitude larger
than the background eddy diffusivity for a linear nor-
mal mode propagation. The local mixing evidenced by
this measurement converts, during larger duration ex-
periments, into a deformation of the background den-
sity profile, highlighting the occurence of irreversible
mixing, attesting a gain of potential energy, taken from
the internal wave flow kinetic energy. This mixing takes
place principally in the middle part of the tank, where
the shear of the mode-1 is dominant.
The present values ofKt are obtained in an idealized
laboratory scale configuration and cannot be directly
used to assess oceanic turbulent diffusivities. However,
it is clear that TRI can substantially enhance internal
wave induced mixing away from topographies for quasi-
linear stratifications. Future experimental studies will
involve a full parametric study of the system, and could
investigate upon the relation between the dynamics of
TRI and induced mixing for non-uniform background
stratifications.
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