Abstract-Registration is a fundamental step in image processing systems where there is a need to match two or more images. Applications include motion detection, target recognition, video processing, and medical imaging. Although a vast number of publications have appeared on image registration, performance analysis is usually performed visually, and little attention has been given to statistical performance bounds. Such bounds can be useful in evaluating image registration techniques, determining parameter regions where accurate registration is possible, and choosing features to be used for the registration. In this paper, Cramér-Rao bounds on a wide variety of geometric deformation models, including translation, rotation, shearing, rigid, more general affine and nonlinear transformations, are derived. For some of the cases, closed-form expressions are given for the maximum-likelihood (ML) estimates, as well as their variances, as space permits. The bounds are also extended to unknown original objects. Numerical examples illustrating the analytical performance bounds are presented.
I. INTRODUCTION

I
MAGE registration is the process of matching two or more images that differ in certain aspects but essentially represent the same object. The images to be registered may be obtained using different viewpoints, sensors, or time instants. Many engineering problems involve such cases, including motion detection, where images taken at different time instants need to be registered; target recognition, where images taken from different viewpoints should be combined; and video processing, where different frames should be registered for more efficient compression. Other application areas are three-dimensional (3-D) modeling, where two-dimensional (2-D) images must be integrated to construct a 3-D model, and medical imaging, where combining information from different modalities is useful since each of them may have certain advantages, as well as registering images taken at different time instants to analyze tumor growth or regular child growth. In some of these applications, the deformation itself is of interest, for example in motion estimation or tumor growth, whereas in others deformation analysis is required only to correct or align the images, such as combining medical images obtained using different modalities.
There are excellent tutorials on image registration, including [1] focusing on geometric registration, [2] discussing intensity matching, and [3] , which presents a well-organized classification of image registration algorithms. Interested readers are encouraged to read these papers and the references therein for a more exhaustive background on image registration than the following summary.
Image registration can be of two main types, depending on the nature of the images and distortion model assumptions. The first is matching only the coordinates of the images assuming that the intensity values of the image pixels are not altered, but only their coordinates are transformed. This may occur in images taken from different viewpoints ignoring the effect of lighting, images taken at different time instants but under similar conditions (e.g., satellite images where the actual content of the image is moving), or simply as a preprocessing step for intensity matching. The second type of image registration is more general and includes both intensity matching and geometric correction (correcting the coordinates). Intensity values of two images representing the same real-world object can be different due to many reasons, including different sensors, lighting conditions, equipment settings, and environmental conditions (e.g., in satellite images).
Image registration methods can be classified in many ways other than the above two main clusters. These include dimension-based classification: registration of 2-D and 2-D images is the most common; 3-D and 3-D images, which occurs in medical imaging where 3-D images are available from tomographic imaging techniques; and 2-D and 3-D images in registering tomographic images to X-ray images. Another classification could be made based on the application areas, such as medical imaging or video processing. We can also distinguish between image registration algorithms, which are either fully automatic or semiautomatic, where a user interaction is required at a certain level. It is further possible to divide image registration algorithms into methods requiring preprocessing, versus others, that are applied directly to the images, and to group them as global (or space-invariant) or local (space variant) methods. Finally, it is possible to categorize them based on the methods that are used, such as intensity-based or information-based algorithms.
All image registration methods essentially use a features set (either extracted from the image or the image intensities), a similarity measure between these features sets, and a search for the maximum of this similarity measure.
The class of registration algorithms that preprocess the image before registration extracts the coordinates of the features that are common in both images and then match the images using these coordinates. The features used can be isolated points [4] , [5] , lines [6] , [7] , or surfaces [8] , [9] . These common features in the images can be found using feature extraction and segmentation algorithms when we have no access to the real-world object. In the case of some medical imaging techniques we may have access to the object and embed some artificial features that will be visible in both images and then use them for the registration as in [10] . After obtaining the features set we can use statistical methods to match the two images when there are enough number of features so that the linear system relating the images (or their features) to the real-world object (or its features) is overdetermined. Intensity matching is performed after a geometric correction is made.
The class of registration algorithms that directly uses the image intensity values (without preprocessing) simultaneously determines geometric deformation and intensity distortion. Such algorithms use voxel similarity measures, for instance, intensity difference [11] or correlation measures [12] . Other techniques based on information have been proposed [13] , [14] where the basic idea is to maximize the information shared by the images after the registration is performed.
Although many methods have been proposed for image registration, very little attention has been given to evaluating their performance and limitations. the common methods for evaluating registration include utilizing a gold standard which is rarely available e.g., in medical imaging techniques where fixed visible markers can be attached to the object [15] , visual evaluation [16] requiring interaction of trained personnels, and consistency measures [17] . A novel method that quantifies registration errors can be found in [18] , where the registration accuracy is evaluated using a "circular" approach; namely images from multiple modalities are registered serially ending with the modality that is the first in the series. In this way, a perfect registration should result in the identity operation and the deviations from the identity is related to the registration error [18] .
In this paper, we formulate the image registration problem as a statistical parameter estimation problem and derive Cramér-Rao bounds (CRBs) as performance measures (see also [19] ). The CRB is a lower bound on the covariance of any unbiased estimator and is asymptotically achieved by the maximum-likelihood (ML) estimator. It is an important benchmark performance measure that can be used to evaluate the efficiency of registration algorithms, to determine the parameter regions where good and poor estimates are expected, and to optimize image registration by selecting the features to be used. The CRB is widely studied in statistical signal processing areas, such as communications, radar, sonar, and biomedicine. Image registration literature lacks the study of this important bound except for a very limited deformation model (only translation) in the context of motion estimation [20] . This paper aims to fill this gap by deriving CRB expressions for a wide class of geometric deformation models including translation, rotation, scaling, shearing, rigid, more general affine and nonlinear transformations shown in Fig. 1 (see Section II for definitions and details).
In Section II, we present the image registration problem as a parameter estimation problem and give two basic frameworks: Registration using 1) isolated points in Section II-A and 2) the image intensities to be used in registration in Section II-C for geometric registration. We refer to these isolated points as simply "points" in the rest of the paper. We also derive CRBs using these two frameworks in Section II. The maximumlikelihood estimates (MLEs) and their variances are given for some of the cases as the space permits. Extensions to unknown real-world objects are also presented. We give numerical examples in Section III for easier visualization of the analytically derived bounds. Section IV is the conclusion and discussion.
II. PROBLEM FORMULATION AND PERFORMANCE ANALYSIS
Let be a real-world object of interest, and and two functions that represent the images to be registered of this object. The coordinates of the image are geometrically deformed versions of the coordinates of the image , as follows:
where and represent operators that map the coordinates (i.e., operate on coordinates and result in transformed coordinates). The intensity of the image is also distorted resulting in the image . Let represent an operator which alters the intensity values of the image, then the overall relationship between the images and is (2.2) Here, operates on the geometrically distorted image changing its intensity values and resulting in the other image. The image registration problem is estimating and , and according to some criterion using parametric models for the unknown geometric deformation and intensity distortion between and . In this paper, we focus on the geometric registration and assume that is not present resulting in (2.3)
A. Registration Using Isolated Points
Many registration algorithms use isolated points on the images to find the geometric distortion [4] , [5] and then determine the optimum intensity matching using geometrically aligned images. Let represent the points corresponding to features of be the corresponding isolated points of , and the isolated points of representing the same features. In this framework, and are the observations (hence, random functions due to measurement noise) and is the real-world coordinates set (assumed to be deterministic). Assuming a global geometric deformation (i.e., the same deformation for all isolated points), the statistical model is
where the subscripts of the block matrices denote their dimensions, the subscripts " " of the points denote the th component ( , or ) of the th point, is the identity matrix, a matrix with all zero entries, a matrix with all one entries, " " the Kronecker product, the geometric deformation, and the translation, and finally a matrix denoting additive noise. Equation (2.4) formulates two observations of the real landmarks. One of the observations is assumed to be a noisy version of the real locations, and the other one is a noisy version of the geometrically deformed real-world locations. The additive noise is assumed to be white Gaussian and independent for different points and directions [1] , [20] , [14] . This additive noise is essentially a result of the preprocessing step. Depending on the application and the preprocessing method, the Gaussian noise model may not be valid [21] . In this case the log-likelihood function and the bounds will have different forms, and the CRBs can be calculated following similar steps using the noise model that fits the physical problem.
The Gaussian noise is allowed to have different variances along different directions with covariance, as follows:
Let be the unknown parameters that define the geometric deformation and intensity distortion and the probability density function (pdf) of the random functions and given . The CRB matrix CRB for the unknown parameters is the inverse of the Fisher information matrix (FIM) denoted by [22] :
where denotes the th entry of the th component of , and denotes the expectation operator. We derive expressions for the FIM and CRB matrices for a wide class of geometric deformations. All of the derivations follow three main steps: i) finding
, ii) taking the partial derivatives, iii) calculating the expectation.
We present the general form of here, omit the special forms in the following derivations, and list the resulting FIM and CRB matrices. Considering the model in (2.4), we have constant (2.12) where (2.13)
Note that the first and last terms in (2.12) do not involve deformation parameters; hence, they become zero in computing the CRB because of the derivatives with respect to the parameters in step ii). Taking the derivatives and expectation gives the th element of FIM (2.14)
We now use (2.14) to calculate the FIMs and CRBs for a wide class of geometric deformations using the described framework. The MLEs for some of the deformation parameters and expressions of their variances are given. We also extend to unknown and observe how the bounds change for some of the cases. It is not possible to list all MLEs and extend all results to unknown because of limited space, but the derivations are essentially similar to those we give here.
1) 3-D Translation:
The CRBs on the translation parameters are previously given in [20] where images are used directly for the registration, in contrast to this case of isolated points. For 3-D translation, is the identity matrix and the only unknown parameters are the translation parameters, i.e., . The 3 3 FIM is (2.15) where the subscript "T" stands for translation. The CRB matrix is the inverse of the FIM CRB (2.16) This shows that the performance bounds for estimating a translation parameter in a certain direction is independent of the translation amount and the noise variance in other directions. It is further independent of the locations of the points used for the registration. The MLEs of the translation parameters can be obtained by solving the likelihood equation, i.e., finding the maximum of (2.12), resulting in (2.17) with the probability distribution (2.18) where denotes the Gaussian pdf. The FIM components for the translation parameters do not change compared with the FIM assuming known real-world object, but the whole CRB components are different than the MLE variances because of the cross terms. After some arithmetic manipulation, the CRB on the translation parameters becomes CRB (2.21)
Observe that estimation of increases the bounds by a factor of two. The MLEs of the translation parameters now have the distribution resulting in the error covariance , which is equal to the CRB for all values of .
2) 2-D Rotation: A 2-D rotation matrix is (2.22) where is the rotation angle. We assume that the rotation angle is in the lower left corner where the origin (0, 0) of the image is assumed to appear. The Fisher information and CRB become scalars since there is only one unknown parameter . Here (2.23) with CRB . For the case of equal variance in the and directions, simplifies to , and CRB . Observe that better rotation estimates (lower CRB values) are possible when 's and 's are larger. This is intuitive since points further from the rotation center will be affected more and hence will make it easier to estimate the rotation. Observe also that the bound is independent of the rotation angle for only equal variances.
The MLE of the rotation angle for the case of equal variances is The pdf of the random variable can be found using the derived pdf method, and we can find the variance of this estimator using the distribution of as follows: (2.26) where denotes the pdf of . Using the relationship between and , we have (2.27) This variance can be calculated by substituting the expression for , however we skip this here because of limited space; note that the pdf of has a complicated expression given in [23] .
Extension to unknown : The FIM has now components for and 's as well. Observe that larger and values result in higher information (better estimates) for the rotation angle for the choice of lower-left corner as the rotation origin. As simpler deformation models, the FIM values for the translation parameters depend only on the number of the points and the noise variances; however, there will be other factors due to the inversion when the CRB is calculated. The FIM has a block diagonal form resulting in a block diagonal CRB matrix. That is, the bounds for the parameters of the direction are independent of those of the direction. Observe also that the bounds do not depend on the deformation parameter values, but only on the points and noise variances.
Extension to unknown : The additional FIM entries are (2.51)
B. 3-D Deformations
We have derived the corresponding bounds for the 3-D rotation, 3-D rigid transformation, 3-D affine and 3-D nonlinear transformations, but we skip them here because of the limited space. These derivations and results, which are similar to the previous cases, can be found in [25] and [26] .
We summarize the results of this section in terms of the dependence of the registration bounds on associated aspects in Table I . 
C. Geometric Registration Using Images
In this case, no preprocessing is made on the images to extract the features; hence, we do not know the corresponding points. We also note that the two images will not have the same domain as explained in detail in [2] . Here, we will consider the overlapping domain sets of the two images. It is not possible to obtain explicit expressions for the MLEs since the unknown parameters are hidden in the coordinates and a search is necessary to find the maximum of the likelihood function.
We assume that the intensity values are not altered except for the additive noise. The statistical model we use is (2.52) (2.53) where , and are the transformed coordinates and is the additive noise. It is not possible to model the noise as an additive Gaussian model when different techniques are used to acquire images. In certain cases, e.g., in different modalities of medical imaging, the images are related by a nonlinear and nonrandom function. Therefore, the results we obtain here are valid for the same modality where additive Gaussian noise is a reasonable assumption. The unknown parameters are hidden in , and , as follows:
Using the short-hand notation for the image coordinates and , our observations are now , and the term is constant (2.55)
Here, the summation is over all the coordinates of the overlapping domain of the two images. In general this domain depends on the transformation for finite images. However, we assume that the registration is performed using a single domain that appears in both images for a certain set of values of the distortion parameters. Therefore, we ignore this dependence in the rest of the paper and assume that it is the same for the values of the deformation parameters that are of interest. It is possible to use several such domains when the change in the overlapping domain is significantly different. In that case, we would have to calculate FIMs for all domains separately, and each of these would be valid for the set of distortion parameters that corresponds to a specific domain.
With the above assumption, the first term does not depend on the unknown parameters and becomes zero during the derivative operation when calculating the FIM. We need to take the derivative of a function of three variables which are all functions of the elements of . Hence, we use the chain rule and " denote partial derivatives with respect to and , respectively. These derivatives of can be calculated by first interpolating the discrete image and then using the resulting interpolated continuous function for direct derivative calculation. It is also possible to approximate the derivatives using the difference function.
We now derive the FIM and CRB matrices for the deformation models that we described in Section II-A.
1) 3-D Translation:
In this case, depends on and FIM has the components (2.59) Taking the inverse would give the CRB components (explicit expressions are omitted here). The CRBs depend on the image derivatives and noise variances, and also on the amount of translation unlike the registration methods that use isolated points as in Section II-A-1). We also observe that the cross-terms are not zero in contrast to the methods using isolated points. The expressions in (2.59) for 2-D are given in [20] . We give the generalized 3-D version here to keep the flow of the paper.
2) 2-D Rotation: The Fisher information is a scalar since there is only one unknown parameter, namely the rotation angle , as follows: We observe that many cross-terms, which are zero when isolated points are used, are now nonzero due to the lack of knowledge of the corresponding points in the two images to be registered.
4) 2-D Skew:
We have (2.63) and the inverse gives the CRB matrix shown in (2.64) at the bottom of the page. We observe that the bounds now depend on the amount of shear, unlike the case of registration using isolated points as in Section II-A-4).
5) 2-D Affine Transform:
The FIM is The bounds on the variances of the estimates of the affine parameters depend on the parameter values as in translation, rotation, and rigid transformations using images for registration; note that they are independent of the parameter values when the isolated points are used for the registration, see Section II-A. The results of this subsection were independently derived in [24] .
6) 3-D Rotation and Rigid Transformations:
We skip the explicit forms of the FIM components here; however, the derivation is quite similar to the 2-D case. We note that larger derivatives result in better performances for registration using the images with the above deformation models. That is, images that change more rapidly are easier to register. This is, in fact, intuitive since smaller derivatives mean images closer to a constant background and the difference between the images to be registered is more difficult to detect.
D. Relation Between the Parameters and Image Coordinates
The bounds we have derived are on the variances of the distortion parameters, but not directly the image coordinates. In practice, the error between the coordinates of the registered images are of importance rather than the variance of the distortion parameters. We now explain how the variance of the distortion parameters can be used to obtain the information on the error of the image coordinates.
In practice, the estimated transformation is applied to and the registration error can be defined as the mean-squared error between the points of one image and registered version of the other image, as follows: where CRB are the components of the CRB of affine parameters that can be calculated using (2.42). The second term is (2.78) and the third term can be calculated using the estimates given by (2.45) (2.79) Similar steps can be followed to obtain a bound on . This concludes the relation between a lower bound on the registration error and CRBs on the distortion parameter estimates.
III. NUMERICAL EXAMPLES
We use basic examples to calculate and plot the CRBs and MLE variances that are analytically derived in Section II for better visualization. These plots illustrate the analytical results of Section II. We note that the bounds are strong functions of the images, hence the derived conclusions are valid for these specific examples, although it may be possible to get some insight using the following examples. 
A. Effect of Number of Points
We plot the CRB components and MLE variances for the case where points are used for registration. We use points that are uniformly distributed on the image in both directions ( and ) . Fig. 2(a) shows the MLE variance and CRB for the rotation angle (2.23) and (2.26) when the geometric deformation is only rotation. Fig. 2(b)-(d) shows the CRB and MLE variances for the affine parameters given by (2.43) and (2.47); (b) is for , (c) for , and (d) for . We observe that the CRBs are achieved by the MLEs when the number of points used is sufficiently large. We can also see that the CRBs for the translation parameter of the affine transformation is smaller when compared to others.
B. Registration Using Isolated Points
For this case, we use landmarks of a brain MRI slice as the points used for the registration. These landmarks are shown in Fig. 3(a) . We first plot the CRB on the variances of the estimate of rotation angle (2.23) as a function of the rotation angle. In Fig. 4 shows the CRBs for three different noise levels, . These noise levels correspond to a standard deviation around 3-5 pixels, which are reasonable error margins. We can see that the CRB approaches to a constant as the noise levels along and directions become closer. This is intuitive since equal noise variances bring an isotropy to the problem. This is clearer when we consider circular coordinates. The rotation angle depends on the ratio of the and coordinates, and when the variances are equal the effect is canceled resulting in a constant CRB. Next, we analyze the rigid transformation. Fig. 5 shows the CRBs on the rotation angle , the translation parameter (we only plot , since will have a similar form), and the cross CRB components, all given by (2.34). For this case, we use noise variances and translation parameters . It is interesting to note that the CRB for the rotation angle has a different minimum when compared with the case when the deformation is only rotation. This result shows the effect of the translation on the performance of estimating a rotation angle. 
C. Registration Using Images
We use the images shown in Fig. 3(b) and (c) for calculating the bounds in this section. All three images were obtained from a single image shown in Fig. 3(b) by applying artificial changes to obtain the image in Fig. 3(c) and manually determining landmarks to obtain the image in Fig. 3(b) . The image in part Fig. 3(c) has higher frequency content, hence larger derivative values, so that we can observe the effect of image content on the registration performance. The images have the size 110 110 with integer gray values between 0 and 255. We have used an additive noise of variance 100, resulting in a standard deviation of 10. We approximate the derivatives using the difference function (3.80) In the first row of Fig. 6 , we show the images that we used to calculate the CRB components for the rigid transformations. The CRBs (2.62) are plotted in the next three rows. The second row shows the CRB for the rotation angle, the third row the cross-component between the rotation angle and translation parameter, and the fourth row the CRB for the translation parameter.
These plots first show that we do not have a periodic structure of the CRBs. That is, the lack of knowledge of the corresponding points makes it very difficult to recover small deformations. In this case, CRB values are significantly larger for rotation angles smaller than approximately 15 . In the case where the landmarks are used, it was possible to obtain small CRB values for small deformations, basically because the corresponding points are known.
Observe also that the CRBs for the high-frequency image is smaller when compared with the image with low-frequency image. This suggests that preprocessing of images before registration has the potential to improve registration accuracy.
IV. CONCLUSION
We have derived statistical performance bounds for image registration algorithms. For some of the cases, we have derived also the expressions for the MLEs and their finite-sample variances. We have considered a wide class of geometric deformations for both registration using points and intensity values of the images. We summarize the results below.
Registration using isolated points:
• The bounds on the variances of the translation parameter estimates (when the deformation model is translation only) depend only on the number of points but not on the amount of translation of the locations of the points. The variances of the MLEs are equal to the CRB values for any number of points.
• Better estimates can be obtained for the rotation angle (if the deformation model is rotation only) when the points are further from the rotation origin. The bounds are independent of the rotation amount for the case of equal noise variances for the and directions. • For rigid transformations (rotation, and translation), better estimates are obtained for the rotation angle when points further from the rotation center are used for the case of equal noise variances for all directions.
• For 2-D skew, the bounds for the shear parameters along the two directions are decoupled. The bounds depend only on the number and locations of the points used but not on the shear amount. The MLE variances are equal to the CRB components.
• The bounds for the parameters of affine and bivariate polynomial transformations are independent of the parameter values, but depend only on the points and noise variances.
Registration using images:
• The bounds for all geometric deformation parameters depend on the values of the deformation parameters in contrast to some of the cases of registration using isolated points.
• Unlike the case of registration using points, the bounds achieve large values as the deformation amount is increased.
• Images with larger derivative values result in smaller CRB values and better performances for the distortion parameter estimates. As future work, it is possible to compare the CRBs to the performances of standard methods, such as information-based or intensity-similarity-based methods. It would also be useful to derive the confidence intervals for easier visualization.
Another direction is to consider the registration of video frames and exploit the fact that the deformation (e.g., the motion of a certain object in the video) is correlated in time. In this case, iterative estimation can be applied and the performance analysis for this case is of interest.
It would also be interesting to search for distance metrics other than mean-squared error. For instance, the error for the rotation angle may be represented using covariance of vector angular error [27] . The performance bounds will then be on these metrics rather than conventional mean-squared error.
