We consider the following overdetermined boundary value problem: ∆u = −λu− µ in Ω, u = 0 on ∂Ω and ∂u ∂n = ψ on ∂Ω, where λ and µ are real constants and Ω is a smooth bounded planar domain. A very interesting problem is to examine whether one can identify the constants λ and µ from knowledge of the normal flux ∂u ∂n on ∂Ω corresponding to some nontrivial solution. It is well known that if Ω is a disk then such identification of (λ, µ) is completely impossible. Some partial results have already been obtained. The purpose of this paper is to extend and to improve these results. Moreover we also examine the interesting case where ψ is constant.
§1. Introduction
Consider the elliptic boundary value problem ∆u = −λu − µ in Ω, (1.1) u = 0 on ∂Ω, (1.2) where λ and µ are real constants and Ω is a smooth bounded planar domain. An interesting problem is to examine whether one can identify the constants λ and µ from knowledge of the normal flux ∂u/∂n on ∂Ω corresponding to some nontrivial solution of (1.1)-(1.2). For more general right hand sides this inverse problem arises for instance in plasma physics in connection with the modelling of Tokamaks [2] . But even in the very particular case of an affine term the problem is difficult. It is well known that if Ω is a disk then such identification of (λ, µ) is completely impossible, even in the case where a sign is imposed on the right hand side of the equation: It is shown in [11] that there is a continuum of coefficient pairs (λ, µ λ ) ∈ R 2 , and therefore a continuum of affine functions, which give rise to the same normal derivative on the boundary. We refer the reader to paper [11] for a more detailed description of the problem in general and the difficulties encountered.
A partial answer to this problem was first obtained by Vogelius in [11] , and more recently we have also given a contribution [6] .
We briefly describe the results obtained in [11] . In the case where a sign is imposed on the right hand side of the equation, Ω is a bounded, strictly convex C 3,α domain which is not a disk. Then it suffices to assume that the normal derivative is not identically zero to show that there exist at most finitely many pairs of coefficients. For the case of solutions without the sign condition imposed extra conditions on the domain and conditions on the normal derivative are needed. The normal derivative is not identically constant and it has at most countably many zeros. Ω is a bounded, convex C 3,α domain whose boundary curvature is only zero at a countable number of points. Moreover Ω is not of constant width and has the so-called Schiffer property.
The width of a convex planar domain in a given direction is the distance between two parallel supporting lines perpendicular to that direction. A set of constant width has the same width in all directions. Clearly disks have constant width. However there are plenty of smooth domains which have constant width but which are not disks: See [3] , [8] and [11] .
A simply connected C 2,α domain Ω (α ∈ The Schiffer conjecture asserts that in any dimension balls are the only C 2,α domains with connected boundaries for which (1.3)-(1.4) has a nontrivial solution for even a single value of λ. If the above conditions are satisfied, then there exist at most finitely many pairs of coefficients.
In [6] we have also obtained a "finiteness" result, which is much more precise than in [11] . We have made some restrictions on the domain, but our assumption on the normal derivative is in a sense optimal: We assume that the normal flux is not identically constant. Indeed, we have the following wellknown conjecture (see Berenstein [1] ): If (1.1)-(1.2) with µ = 0 has a nontrivial solution with constant normal derivative, is Ω a disk? Our method of proof is completely different. However any domain in the class that we consider in [6] has the Schiffer property and is not of constant width.
In the present paper, we shall first study the case of domains with constant width, for which the proof given in [11] fails. We first treat a particular class of domains of constant width. Then we shall consider still other classes of domains.
We need some notations and some definitions. When ∂Ω is at least C 2 we denote by n = (n 1 , n 2 ) the exterior normal and by K the curvature. We first define l : ∂Ω → R by
for n ∈ Z and
and
(Notice that it may be the case that k j (f ) = ∞). 
We shall show that any domain of class B is of constant width.
Let Ω be a strictly convex planar domain. Given x ∈ ∂Ω, we denote by x * ∈ ∂Ω\{x} the only point such that the tangent lines to ∂Ω through x and x * are parallel.
Now we can state our first results.
valued function and assume that ψ is not identically constant and that
for some x ∈ ∂Ω. Let k 0 be defined as follows:
Then there exist at most
that the Cauchy problem
has a solution.
For domains of class B the inverse problem with a sign imposed on the right hand side is an easy consequence of Theorem 1.1. We have the following Corollary.
Corollary 1.1.
Let Ω ⊂ R 2 be of class B. Let ψ ∈ C ∞ (∂Ω) be a real valued function and assume that ( * ) holds for some x ∈ ∂Ω. Let k 0 be defined as follows:
We say that a convex planar domain is locally of constant width if there exist ξ 0 ∈ S 1 and an open neighborhood U of ξ 0 in S 1 such that the width of Ω is constant in all directions ξ ∈ U .
Definition 1.2.
Ω ⊂ R 2 is said to be of class C if the following conditions hold:
i) Ω is a bounded convex open set and ∂Ω is a C ∞ curve with positive cur-
iii) There exists n ∈ Z * such that d 2n (1) = 0.
iv) Ω is not locally of constant width.
We have the following results.
valued function and assume that ψ is not identically constant. Then
For domains of class C we have the following Corollary. 
In Section 2 we give some preliminary results. In Section 3 we first show that when Ω ⊂ R 2 is of class B then Ω is of constant width. Then we prove 
for some ψ ∈ C ∞ (∂Ω), where n = (n 1 , n 2 ) is the exterior normal to ∂Ω.
, be a parametrization of ∂Ω by arc length. We denote by τ (s) = (τ 1 (s), τ 2 (s)) the tangent to ∂Ω at x(s) and by ν(s) = (ν 1 (s), ν 2 (s)) the exterior normal to ∂Ω at x(s). We have
The Frenet formulas are
where κ = κ(s) is the curvature.
For any function f : ∂Ω → R, we definef = f • x.
Let p ≥ 1 be an integer. We define
Lemma 2.1. We have
and for p ≥ 1 we have
Proof. The proof follows from elementary calculation.
Lemma 2.2.
We havẽ
and for p ≥ 1
Proof. Since u = 0 on ∂Ω, we have
from which we getφ(1). Now we havẽ
Using Lemma 2.1 we deduce that
and for p ≥ 1φ
The result follows from (2.3), (2.4) and Lemma 2.1.
Lemma 2.3.
Let k ≥ 3 be an integer.
, where a j,k and b j,k are independent of λ and µ. Moreover
, where c j,k and d j,k are independent of λ and µ. Moreover
3) Finally we have:
where
Proof. The proof will be by induction on k. Assume first that k = 3. Using Lemmas 2.1 and 2.2 we obtaiñ
hence a 1,3 = 4κ.
If k = 4, using what we have just proved and Lemma 2.2 we get
. Now assuming that the result holds for k ≥ 4, we shall prove that it holds for k + 1. We have two cases to consider.
Case 1: k = 2p with p ≥ 2. Using the induction hypothesis, Lemma 2.2 and (2.1) we obtaiñ
Case 2: k = 2p +1 with p ≥ 2. Using the induction hypothesis, Lemma 2.2 and (2.1) we obtaiñ
Now we can prove 3). From the proof above it follows that
and for p ≥ 2
from which we deduce 3a). Now we have
and for p ≥ 3
and 3b) follows.
Lemma 2.4.
For all w ∈ C 2 (Ω) satisfying
we have
Proof. Using Green's formula we can write
and the lemma follows.
Lemma 2.5.
1) We have
where A and B are independent of λ and µ. Moreover
3) Let k = 2p with p ≥ 2. We have
where A j,k , B j,k and C j,k are independent of λ and µ. Moreover
Proof. 1) Taking w = x 1 u 2 − x 2 u 1 in Lemma 2.4 and integrating, we get
Using (2.4) with p = 1 and integrating we get
Using Lemma 2.2 we obtain
Using Lemma 2.3 we obtain
we obtain
The proof of the Lemma is complete.
where a and b are independent of λ and µ. Moreover
3) Let k = 2p + 1 with p ≥ 2. We have
where α j,k , β j,k and γ j,k are independent of λ and µ. Moreover
Proof. 1) Taking w = ϕ(1) in Lemma 2.4 and integrating, we get
2) Take w = ϕ(3) in Lemma 2.4. Using Lemmas 2.1 and 2.2 and integrating we get
Using Lemma 2.2 again we obtain
Now integrating by parts we have
and we obtain b.
3) Take w = ϕ(k) in Lemma 2.4. Using Lemmas 2.1 and 2.2 and integrating we get
We have
Using Lemma 2.3 3b) we obtain
hence using Lemma 2.3 1)
Finally from the proof above we have
Using Lemma 2.3 3a) we obtain
and using Lemma 2.3 2) the result easily follows. The proof of the Lemma is complete. Let µ = µ 1 − µ 2 and ψ ≡ 0 in Lemma 2.6 2). We obtain
and we arrive at a contradiction.
The next lemma is an immediate consequence of Lemma 2.6 2).
Lemma 2.8.
Assume that condition ii) in Definition 1.1 holds. Given any ψ ∈ C ∞ (∂Ω) satisfying d 3 (ψ 2 ) = 0, and given any µ ∈ R there exist at most one λ ∈ R such that the Cauchy problem (2.5) has a solution.
Lemma 2.9.
Assume that condition iii) in Definition 1.3 holds. Given any ψ ∈ C ∞ (∂Ω), and given any λ ∈ R there exist at most one µ ∈ R such that the Cauchy problem (2.5) has a solution.
Proof. Assume that there exists a λ ∈ R for which (2.
Let µ = µ 1 − µ 2 and ψ ≡ 0 in Lemma 2.5 2). We obtain
The next lemma is an immediate consequence of Lemma 2.5 2). Assume first that 0 ∈ Ω. Since ∂Ω has positive curvature, the curve ∂Ω turns continuously. To each point x = x(s) ∈ ∂Ω we can associate a unique θ (modulo 2π) and θ makes a complete circuit 0 ≤ θ ≤ 2π as 0 ≤ s ≤ L. For each angle θ, 0 ≤ θ < 2π, let h(θ) denote the distance from the origin to the supporting line of Ω with outward normal ν = (cos θ, sin θ). We have h(θ) = x·ν, and h has period 2π. From the Serret-Frenet formulas we can derive the following second order ordinary differential equation involving the support function h and the radius of curvature ρ:
When 0 /
∈ Ω, the support function is defined in the following way. By translation there exists a = (a 1 , a 2 ) ∈ R 2 such that 0 ∈Ω = a + Ω. Ifh denotes the support function ofΩ we have
We refer the reader to Flanders [7] and the references therein for a detailed discussion.
For any f :
n ∈ Z, the Fourier coefficients. We first show that when Ω ⊂ R 2 is of class B, then Ω is of constant width. Proof. We have d 2n (1) = c 2n (ρ) = 0 for n ∈ Z * . Since
we deduce that c 2n (h) = 0 for n = 0, hence
and this means that Ω is of constant width.
Proof of Theorem
for some ψ ∈ C ∞ (∂Ω) satisfying the conditions of Theorem 1.1.
We shall need the following lemma. Proof. We have seen in the proof of Proposition 3.1 that c 2n (h) = 0 for n ∈ Z * . In the same way we can show that c 2n+1 (h) = 0 for n ≥ m + 1 and c 2m+1 (h) = 0. Therefore we can write
the lemma follows easily.
Assume first that there exists n ∈ Z such that
for some n ∈ Z, where
Since c 1 (ρ) = c −1 (ρ) = 0, Lemma 2.6 1) implies that n ∈ Z\{−1, 0}. Then and Lemma 2.6 3) with µ = µ j , j = 1, 2, imply that λ satisfies two polynomial equations of degree k 1 (ψ)/2. Therefore there exist at most k 1 (ψ) different λ k . Using Lemma 2.7 we conclude that there exist at most k 1 (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution. Now, if c 3 (Ψ 2 ρ) = 0, Lemma 2.6 2) implies that λ is a polynomial of degree 2 in µ. Using (3.1) and Lemma 2.6 3) we deduce that µ satisfies a polynomial equation of degree k 1 (ψ). Using Lemma 2.8 we conclude that there exist at most k 1 (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution. Now suppose that (3.1) does not hold. Then we have
Since c 2j (h ) = 0 for j ∈ Z, using (3.2) we deduce that
Suppose that c 3 (Ψ 2 ρ) = 0. Then α = 0 and (3.2) implies that
for n ∈ Z. We can write Ψ 2 = A + B with
for θ ∈ [0, 2π]. (3.4) and (3.5) imply that
from which we deduce that
and we reach a contradiction with ( * ). Therefore c 3 (Ψ 2 ρ) = 0.
We claim that k 2,m (ψ) < ∞ or k 3,m (ψ) < ∞. Indeed suppose the contrary. Since ψ is not identically constant, there exists p ∈ {1, . . . , 2(2m + 1)} such that Then using Lemma 2.5 3) we deduce that µ satisfies a polynomial equation of degree k 3,m (ψ). With the help of Lemma 2.8 we conclude that there exist at most k 3,m (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution.
Remark 2.
In fact the proof of Theorem 1.1 shows that we can give a better result. Definẽ
If k 1 (ψ) = ∞, thenk 2 (ψ) < ∞ ork 3 (ψ) < ∞ and we can take Proof of Theorem
for some ψ ∈ C ∞ (∂Ω), which is not identically constant.
We can write h = h 1 + h 2 with
Using the same arguments as in the proof of Theorem 1.1 we obtain that k 1 (ψ) < ∞ and we conclude that there exist at most k 1 (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution.
Now suppose that (4.1) does not hold. Then we have
We claim that there exists n ∈ Z * such that
Indeed suppose the contrary. c 0 (h ρ) = 0 and by Lemma 2.
Using (4.2) and (4.4) we can write
for n ∈ Z. Now (4.2) implies that
for n ∈ Z. We have thus proved that
which implies that Ψ 2 h 1 ρ = αh 1 ρ. Using iv) in Definition 1.2 and the fact that ρ is positive we deduce that Ψ is identically constant and we reach a contradiction. Thus our claim is proved. Then
implies that µ satisfies a polynomial equation of degree 2. This equation has at most two real roots µ 1 and µ 2 . Lemma 2.5 2) and 3) with µ = µ j , j = 1, 2, imply that λ satisfies two polynomial equations of degree k 4 (ψ)/2. Therefore there exist at most k 4 (ψ) different λ k . Using Lemma 2.7 we conclude that there exist at most
that the Cauchy problem (1.5) has a solution. Now, if c 3 (Ψ 2 ρ) = 0, then Lemma 2.6 2) implies that λ is a polynomial of degree 2 in µ. Using (4.3) and Lemma 2.5 3) we deduce that µ satisfies a polynomial equation of degree k 4 (ψ). Using Lemma 2.8 we conclude that there exist at most k 4 (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution. Proof of Theorem
for some n ∈ Z. Since c 0 (h ρ) = 0, Lemma 2.5 1) implies that n ∈ Z * .
Then 
We claim that there exists n ∈ Z\{−1, 0} such that
Indeed suppose the contrary. c 1 (ρ) = 0 and by Lemma 2.6 1) c 1 (
Using (5.2) and (5.4) with the notations introduced in Section 4, and arguing as in the proof of Theorem 1.2 we obtain
and we reach a contradiction in the same way. Thus our claim is proved. By [7, Theorem 1 ] ∂Ω is real analytic. Then v is also analytic. Since ψ ≡ 0, using Lemmas 2.5 2) and 2.6 2) we obtain
and we have a contradiction in both cases. Now we shall study the case where ψ is a non zero constant. Assume that
satisfies the overdetermined Cauchy problem ∆u + λu + µ = 0 in Ω, u = 0 and ∂u ∂n = −1 on ∂Ω with the constant µ given by
We refer the reader to [11] for more details. Our purpose is to examine what happens when Ω is not a disk. In the particular case where µ = 0, Berenstein ([1, Proposition 3]) has shown that, when Ω is simply connected and Ω is not a disk, there exist at most finitely many eigenfunctions for the Dirichlet problem which have constant normal derivative. We give below some partial results in the general case where µ ∈ R.
Proposition 6.2.
Let Ω ⊂ R 2 be of class B. Let ψ be a non zero constant. Then
is finite and there exist at most
such that the Cauchy problem (1.5) has a solution.
Proof. For all n ∈ N * we have
and we deduce that ρ is constant, a contradiction with ii) in Definition 1.1. Therefore there exists p ∈ N such that d 2p+1 (K 2 ) = 0. Suppose that the set {n ∈ N; d 2n+1 (K 2 ) = 0} is finite and define
Therefore there exists s ∈ {1, . . . , 2(m + r + 1)} such that
where c s (1/ρ) = 0. Since c s (1/ρ)c 2m+1 (ρ) = c s+2m+1 (1) = 0, we reach a contradiction and the lemma is proved.
Proof of Proposition 6.2. In Lemma 2.6 we have
and for k = 2p + 1, p ≥ 2
By Lemma 6.1 k 7 < ∞. Then, using Lemma 2.6 with the above formulas, we deduce that µ satisfies a polynomial equation of degree k 7 . Using Lemma 2.8 we conclude that there exist at most k 7 (ψ) different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution.
Remark 6. In the setting of Proposition 6.2, condition ( * ) in Theorem 1.1 necessarily holds. Indeed suppose the contrary. Then we have
Since Ω is of constant width this implies that Ω is a disk, a contradiction with ii) in Definition 1.1. iii) There exists n ∈ Z * such that d 2n (1) = 0.
Remark 7.
Notice that C ⊂ C .
Proposition 6.3.
Let Ω ⊂ R 2 be of class C . Let ψ be a non zero constant. Define
Then there exist at most k 8 different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution.
Proof. In Lemma 2.6 2) a = 0. In Lemma 2.5 we have In Lemma 2.6 we have a = 0 and β 1,2p+1 = 0 for p ≥ 2. Using Lemmas 2.5 2) and 2.6 2) and 3) we deduce that µ satisfies a polynomial equation of degree k 10 . With the help of Lemma 2.10 we conclude that there exist at most k 10 different pairs of coefficients (λ k , µ k ) ∈ R 2 such that the Cauchy problem (1.5) has a solution. §7. Examples
We conclude this paper with some examples. For a sufficiently large we easily show that ρ(θ) > 0, 0 ≤ θ < 2π.
Then h must be the support function of a convex set Ω. We can verify that Ω is of class C ∩ D.
