This paper presents a theory for discretizing the affine Gaussian scale-space concept so that scale-space properties hold also for the discrete implementation.
Introduction
A basic fact when interpreting image information is that pointwise measurement of the image intensity f (x, y) at a single image point does usually not carry any relevant information, since it is dependent on external and unknown illumination. The essential information is instead mediated by the relations between the image intensities at neighbouring points. To handle this issue, the notion of receptive fields has been developed in both biological vision and computer vision by performing local image measurements over neighbourhoods of different spatial extent (Hubel and Wiesel [25, 26] ; DeAngelis et al. [14, 13] ; Conway and Livingstone [7] ; Johnson et al. [28] ; Shapley and Hawken et al. [60] ; Koenderink and van Doorn [30, 31] ; Young et al. [75, 76] ; Lindeberg [39, 45] ; Schiele and Crowley [58] ; Lowe [51] ; Dalal and Triggs [12] ; Serre et al. [59] ; Bay et al. [3] ; Burghouts and Geusebroek [5] ; van de Sande et al. [57] ; Tola et al. [64] ; Linde and Lindeberg [36] ; Larsen et al. [33] ; Krizhevsky et al. [32] ; Simonyan and Zisserman [61] ; Szegedy et al. [63] ; He et al. [23] ).
A fundamental problem in this context concerns what shapes of receptive field profiles are meaningful. Would any shape of the receptive field do? This problem has been addressed from an axiomatical viewpoint in the area of scale-space theory, by deriving families of receptive fields that obey scale-space axioms that reflect structural properties of the world. Over an isotropic spatial domain, arguments and axiomatic derivations by several researchers have shown that the Gaussian kernel and Gaussian derivatives derived from it constitutes a canonical family of kernels to model spatial receptive fields (Iijima [27] ; Witkin [74] ; Koenderink [29] ; Koenderink and van Doorn [30, 31] ; Lindeberg [39, 40, 43, 44, 46] ; Florack [19] ; ter Haar Romeny [21] ; Weickert et al. [73] ). Such Gaussian derivatives can in turn be used as primitives for expressing a large class of visual modules in computer vision, including feature detection, feature classification, surface shape, image matching and object recognition.
The underlying assumption about spatial isotropy that underlies the part of the scale-space theory that leads to receptive fields based on rotational symmetric Gaussian kernels is, however, neither necessary nor always desirable. For images of objects that are subject to variations in the viewing direction, the perspective mapping leads to non-isotropic perspective transformations that are not within the group of image transformations covered by rotationally symmetric Gaussians. If we locally at every point approximate the non-linear perspective mapping by its derivative, the effect of the perspective mapping can for locally smooth surfaces to first order of approximations be approximated by local affine image deformations. If we would like to base a vision system on a receptive field model that is closed under affine transformations, we should therefore replace the rotationally symmetric Gaussian kernels by affine Gaussian kernels (Lindeberg [39] ; Lindeberg and Gårding [49, 50] ). Interestingly, the family of affine Gaussian kernel and affine Gaussian derivatives can also be uniquely derived from basic scale-space axioms that reflect structural properties of the world in combination with a requirement about internal consistency between image representations at multiple spatial scales (Lindeberg [44] ).
The subject of this article is to address the problem of how to discretize receptive fields based on affine Gaussian derivatives while preserving scale-space properties also in a discrete sense. This work constitutes a continuation of a previously developed scale-space theory for discrete signals and images (Lindeberg [37, 39, 38] ), which was conceptually extended to a discrete affine scale-space in a conference publication (Lindeberg [41] ), while leaving out several details that are needed when implementing the theory in practice. The work is also closely related to other work on discretizing scale-space operations as done by Deriche [15] , Weickert et al. [70, 72] , van Vliet et al. [68] , Wang [69] , Florack [18] , Almansa and Lindeberg [1] , Lim and Stiehl [35] , Geusebroek et al. [20] , Farid and Simoncelli [17] , Bouma et al. [4] , Dollár et al. [16] , Tschirsich and Kuijper [65] , Slavík and Stehlík [62] , Lindeberg [47] and others.
It will be shown that by an implementation in terms of an explicit closed-form expression for the discrete Fourier transform, it is possibly to exactly compute convolutions with discrete affine kernels up to the numerical errors in a fast Fourier transform and that this can be achieved over a continuum over the multi-dimensional spatial scale parameter as parameterized by a family of spatial covariance matrices. It will also be shown that by a further discretization of this theory over the scale direction, it is possible to derive a model of compact 3 × 3-kernels that can be interpreted as discretizations of affine Gaussian kernels. Such kernels have a close relationship to recent developments in deep learning, where deep networks such as VGG-Net (Simonyan and Zisserman [61] ) and ResNet (He et al. [23] ) are specifically based on automated learning of compact 3 × 3 kernels that are repeatedly applied to the image data. With the theory presented in this paper, we open up for relating such kernels to scale-space operations, with the possibilities of building closer links between the empirical developments in deep learning and axiomatically derived scale-space theory with its in turn close relations to receptive fields in biological vision.
Affine Gaussian receptive fields over a continuous image domain
Starting from assumptions about (i) linearity, (ii) shift invariance, (iii) a semi-group structure over spatial scales and (iv) a requirement of not introducing new structures from finer to coarser scales in terms of non-enhancement of local extrema, which means that the value at a local maximum must not increase from finer to coarser scales and correspondingly the value at a local minimum must not decrease, it can be shown that affine Gaussian kernels
and their directional derivatives constitute a canonical model for spatial receptive fields over a two-dimensional image domain (Lindeberg [44] ). For the specific parameterization of the spatial covariance matrix Σ s = sΣ, convolution these kernels obeys the affine diffusion equation
with initial condition L(x, y; 0) = f (x, y). Convolution with affine Gaussian kernels also obeys the cascade smoothing property
To parameterize the affine Gaussian kernels, let us in the two-dimensional case consider the covariance matrix determined by two eigenvalues λ 1 , λ 2 and one orientation α. Then, the covariance matrix can be written Correspondingly, we can for two orthogonal directions ϕ and ⊥ϕ aligned to the eigendirections of the spatial covariance matrix parameterize the directional derivative operators in these directions according to
This leads to the following canonical model for affine Gaussian receptive fields over a spatial domain (Lindeberg [44] )
preferably with the angle ϕ in (5) and (6) chosen equal to the angle α in (4). Figure 1 shows a few examples of affine Gaussian kernels and their directional derivatives up to order two for one combination of the two eigenvalues determined such that the ratio between the scale parameters in the two eigendirections of the covariance matrix is equal to two, with the scale parameters σ 1 = √ λ 1 and σ 2 = √ λ 2 expressed in terms of dimension [length] .
Consider next the colour channels of a colour-opponent space defined from an RGB colour representation (Hall et al. [22] )
where yellow is approximated by the average of the R and G channels and f can be defined as a channel of pure intensity information. Then, affine Gaussian colouropponent receptive fields (U, V ) T = (C (1) , C (2) ) T can be defined by applying affine Gaussian receptive fields of the form (6) to the colour-opponent channels (c (1) , c (2) ): Figure 2 shows examples of such affine Gaussian spatio-chromatic receptive fields up to order two over red/green and yellow/blue colour-opponent space. More generally, one should consider affine receptive fields as being present for all positive definite covariance matrices Σ as parameterized by their eigenvalues λ 1 > 0 and λ 2 > 0 and for all directions α. This model is proposed in Lindeberg [44, Section 6] [45, Section 6.3]) as a model for the spatial component of simple cells in the primary visual cortex (V1) and in good agreement with neural cell recordings by DeAngelis et al. [14, 13] and Johnson et al. [28] . Figure 3 shows an example of the spatial dependency of a simple cell that can be well modelled by a first-order affine Gaussian derivative over image intensities. Figure 4 shows corresponding results for a color-opponent receptive field of a simple cell in V1 that can be modelled as a first-order affine Gaussian spatio-chromatic derivative over an R-G colour-opponent channel.
A theoretically very attractive property of the affine Gaussian model for spatial receptive fields is that this family of receptive fields is closed under affine transformations of the spatial domain. If we consider two images f L and f R that with vector notation for the image coordinates ξ = (ξ 1 , ξ 2 ) T and η = (η 1 , η 2 ) T are related by an affine image deformation (6) , (5), (1) and (4) for σ 1 = √ λ 1 = 0.6, σ 2 = √ λ 2 = 0.2 in units of degrees of visual angle, α = 67 degrees and with positive weights for the red-green colour-opponent channel U according to (8) and (7) represented by red and negative values by green. define corresponding scale-space representations according to
then these scale-space representations will be related according to (Lindeberg [39] ; Lindeberg and Garding [50] )
where x = (x 1 , x 2 ) T and y = (y 1 , y 2 ) T . In other words, given that an image f L is affine transformed into an image f R it will always be possible to find a transformation between the spatial covariance matrices Σ L and Σ R in the two domains that makes it possible to match the corresponding derived internal representations L(·; s L ) and R(·; s R ). If we in turn locally approximate the non-linear perspective image deformation between two images of the same scene by local affine deformations, this means that it will be possible to match the receptive field responses computed from different views of the same scene. This idea was originally proposed for reducing the shape distortions that arise when computing estimates of local surface orientation by shape-from-texture and shape-from-disparity-gradients (Lindeberg and Garding [49, 50] ) and has later been explored for image-based matching and recognition (Baumberg [ [67] ). Similar ideas of affine invariance as underlying these approaches based on affine shape adaptation have also been used for designing smoothing methods with a larger amount of smoothing along local image structures than across them (Weickert [71] ; Almansa and Lindeberg [1] ) and for constructing affine SIFT descriptors (Morel and Yu [54] ; Sadek et al. [56] ).
When implementing such affine covariance in practice, there are two main approaches to follow, either by adapting the shape of the affine Gaussian kernel as proposed in the affine shape adaptation methodology proposed in (Lindeberg and Garding [49, 50] ) or by representing all affine covariances matrices alternatively some sparse sampling of the resulting family of receptive fields. Figure 5 shows the resulting distributions of affine Gaussian receptive fields of different orientations and degrees of orientation as they arise from local linearizations of a perspective projection model if we assume that the set of surface directions in the world is on average uniformly distributed in the world and if the distributions of the local surface patterns on these object surfaces are in turn without dominant directional bias and uncoupled to the orientations of the local surface patches. In our idealized model of receptive fields, all these receptive fields can be thought of as being present at every position in image space, and corresponding to a uniform distribution on a hemisphere.
Discretizing affine Gaussian receptive fields
When implementing affine Gaussian receptive fields computationally, there are different approaches to follow. The most straightforward approach consists of sampling the affine Gaussian kernel or its derivatives at the grid points of the image domain or alternatively integrating these kernels over the support region of each image pixel. It is, however, known that sampling the Gaussian kernel is not the best way of implementing the regular scale-space concept based on rotationally symmetric Gaussian kernels, where local integration of the scale-space kernel is a better choice that remedies some of the artifacts (Lindeberg [37] ). More seriously with respect to computational efficiency, the resulting kernels will in general be inseparable and will therefore for truncated filter size of M along each dimension require M 2 operations as opposed to 2M operations for separable filtering. Implementing the affine Gaussian kernels in the Fourier domain is then an alternative option, but besides the technical need for additional extensions when handling image sizes that do not match well with even powers of 2, there are then also discretization issues to consider.
In this and following sections, we will develop a spatial discretization approach based on discrete scale-space theory that has been specifically designed to preserve scale-space properties to the discretization (Lindeberg [41, 42] ), and then discretize the corresponding semi-discrete scale-space over a continuum of spatial scale levels further to compact 3 × 3 kernels that are to be applied repeatedly and will lead to discrete scale-space kernels whose covariance matrices are exactly equal to the covariance matrices that would be obtained from the corresponding continuous theory.
An underlying motivation is to replace the training of the earliest layers in deep networks by theoretically derived scale-space filters and here specifically replace the repeated application of trained 3 × 3 kernels in VGG-Net (Simonyan and Zisserman [61] ) and ResNet (He et al. [23] ) by kernels that obey the algebra of affine Gaussian receptive fields to enable affine covariance of the deep network to in turn enable provably affine invariant recognition methods based on deep learning.
Continuous scale parameter scale space over a discrete image domain
In (Lindeberg [41, 42] ) different generalizations are presented of the discrete scalespace theory originally proposed in (Lindeberg [37, 39] ) for an isotropic spatial image domain and leading to rotationally symmetric scale-space kernels to non-isotropic spatial domains where the scale-space kernels are no longer required to be rotationally symmetric as well as to spatio-temporal image domains where the temporal dimension is treated in a conceptually different way than the spatial dimensions.
For signals defined over a D-dimensional discrete domain, it can be shown that non-enhancement of local extrema implies that the scale-space family L :
for some infinitesimal scale-space generator A characterized by
• the positivity constraint a ξ ≥ 0 if ξ = 0, and
This result follows from similar arguments as the proof of Theorem 4.10 in (Lindeberg [39] ), if the spatial symmetry requirements are relaxed (see appendix A for a formal proof). If we additionally require a spatial image domain to be mirror symmetric around the origin, then we should additionally require
• the symmetry condition a −ξ = a ξ .
To investigate the solutions of this equation, a general approach that we shall follow in this paper consists of computing the generating function
of the set of filter coefficients c n in the filter for computing the scale-space represen-
By formally transforming (13) into generating functions
where a ξ z ξ should be interpreted as multi-index notation of a ξ 1 ,...,ξ D z
In compact operator notion, the solution of (13) at scale s can equivalently be written
and this expression can be regarded as a general parameterization of scale-space kernels on discrete image domains. Alternatively, we obtain the Fourier transform of the kernel by substituting z = e −iω into the generating function with the multi-index interpretation z ξ = z
A main subject of this article is to interpret this result over a two-dimensional image domain and develop a theory for discrete affine scale space. The methodology we shall follow is to reparametrize the filter class in terms of the following basic difference operators, here over the dimension x and analogously for the dimension y
which will be used as a basis for expressing the degrees of freedom in the coefficients a ξ .
Discrete two-dimensional affine Gaussian scale space
For a two-dimensional spatial domain, the discrete counterpart of the affine Gaussian scale-space in (1) and (2) is obtained if we require the discrete filter kernels in (13) to be mirror symmetric through the origin, i.e., a i,j = a −i,−j . Then, the computational molecule of the infinitesimal operator A can be written as
for some A, B, C, D ≥ 0 and E = A+B +C +D. In terms of the previously mentioned difference operators, and with δ xy = δ x δ y and δ xxyy = δ xx δ yy , this computational molecule can with
be reparameterized as
Semi-discrete affine diffusion equation
With the parameterization in terms of C xx , C xy , C yy and C xxyy , the corresponding discrete affine Gaussian scale-space is given as the solution of the semi-discrete differential equation
which in turn can be interpreted as a second-order discretization of the diffusion equation associated with the continuous affine Gaussian scale-space
where C xx , C yy > 0 and C xx C yy − C 2 xy > 0 are necessary conditions for the infinitesimal operator A to be positive definite.
Generating function and Fourier transform
With the variable for the generating function over the x-dimension denoted by z and the variable for the generating function over the y-dimension denoted by w, the generating function (17) as parametrized by the coefficients C xx , C xy , C yy and C xxyy becomes
From well-known properties of the generating function, the corresponding discrete kernels have spatial mean vector
and spatial covariance matrix
Thus, by this definition of discrete affine Gaussian scale space, provided that the filter parameters C xx , C xy , C yy and C xxyy are chosen such that the semi-discrete affine diffusion equation (28) corresponds to a non-negative discretization of the continuous affine diffusion equation (29), the mean vectors and the covariances of the corresponding discrete affine Gaussian kernels are exactly equal to the mean values and covariance matrices of the corresponding continuous affine Gaussian kernels. Figure 6 : Examples of discrete affine Gaussian kernels h(x, y; Σ) and their equivalent directional derivative approximation kernels δ ⊥ϕ h(x, y; Σ) and δ ⊥ϕ⊥ϕ h(x, y; Σ) up to order two in the two-dimensional case, here as generated from the explicit expression of the Fourier transform (34) for λ 1 = 64, λ 2 = 16 and α = 0, π/6, π/3, π/2, 2π/3, 5π/6 and with C xxyy = |C xy | according to (52) . (Kernel size: 64 × 64 pixels.)
From the explicit expression for the Fourier transform, we can in turn obtain the continuous Fourier transform over an infinite discrete spatial domain by letting (z, w) = (e iu , e iv ), which gives
The corresponding discrete Fourier transform over a finite image of size M × N can then be obtained by setting u = 2mπ/M and v = 2nπ/N for m = 0 . . . M − 1 and n = 0 . . . N − 1, which gives
Besides numerical errors in an FFT algorithm, we can thereby from these explicit expressions for the Fourier transform of the discrete affine Gaussian kernels generate discrete affine Gaussian kernels and compute convolutions with them with spatial covariance matrices that are exactly equal to the corresponding spatial covariance matrices of the continuous theory. What remains is to determine the free parameter C xxyy in the spatial discretization as function of the parameters C xx , C xy and C yy that determine the spatial covariance matrix of the discrete affine Gaussian kernel.
Free parameter and positivity constraint
There is one free parameter C xxyy ≥ 0 in (28), which controls the addition of a discretization of the mixed fourth-order derivative L xxyy . From (23)- (26) and the positivity condition A, B, C, D ≥ 0 it follows that this parameter must satisfy
In practice, the feasibility condition |C xy | ≤ min(C xx , C yy ) arising from this positivity constraint is always more restrictive than the condition |C xy | ≤ C xx C yy for the infinitesimal operator in (29) to be positive semi-definite. This implies that highly eccentric affine Gaussian kernels cannot be represented by non-negative discrete scale-space kernels on a square discrete grid, unless the orientation of the filter is approximately aligned to the coordinate directions.
To analyse for which positive definite covariance matrices the positivity condition may be violated, let us reparameterize the covariance matrix in terms of its eigenvalues λ 1,2 > 0 as well as the orientation α of the eigenvectors
Then, the positivity requirement |C xy | ≤ min(C xx , C yy ) assumes the form
which can be rewritten as (40) or equivalently
The "worst case orientation" is given by α = π 8 , and violations of the positivity requirement start to occur when λ 1 and λ 2 obey the relation
corresponding to a ratio of the eigenvalues equal to
As long as the eccentricity of the affine Gaussian kernels is lower than this value, we can, however, represent the affine Gaussian scale-space kernels by a non-negative discretization.
A similar bound on the positivity requirement has been derived by Weickert [70] 
If we consider the task of representing the distribution of affine Gaussian kernels as parameterized by spatial covariance matrices on the hemisphere as illustrated in figure 5 , then the bound (43) 
we can with C xxyy = (C xx + C yy )/6 + ρ/3 rewrite this expression as
In the specific case when C xy = 0, we can note that the choice ρ = 0 implies that
and we obtain a Fourier transform in which the fourth-order terms have a similar angular dependency, here an elliptic shape, as the second-order terms. Indeed, this elliptic shape also coincides with the shape of the corresponding Fourier transform of the Gaussian kernel on a continuous spatial domain.
In the specific case when C xx = C yy = 1 and C xy = 0, the choice of C xxyy = (C xx + C yy )/3 does in turn correspond to the following discretization of the isotropic diffusion equation (Lindeberg [37, 39] )
for γ = 
which gives the 3 × 3 discrete approximation of the Laplacian operator with highest degree of rotational symmetry.
Choice of the free parameter C xxyy
In view of the above analysis, specifically with the condition (35) on a necessary relations between the free parameter C xxyy in relation to the parameters C xx , C xy and C yy of the covariance matrix, we can choose
This is the minimal choice and leads to the discrete kernel with lowest fourth-order moment. (Note that for continuous Gaussian kernels, the fourth-order moment should be zero.)
The bottom row in figure 6 shows examples of discrete affine kernels generated in this way from the explicit expression of the Fourier transform (34) and with C xxyy = |C xy | according to (52) .
Alternatively, one can use the degrees of freedom in the free parameter C xxyy to give a better approximation of rotational symmetry in the isotropic case or generalizations thereof in the affine case (47) and (46) or some other measure of the deviations from affine isotropy in combination with and restricted by the necessary positivity condition (35) . Since this becomes technically more involved and also the degree of higher order affine approximation starts interfering with the positivity requirements already for rather low eccentricities λ max /λ min > 2, we do not develop that theory further in this treatment.
Discrete approximation of scale-space derivatives
Given the above discrete affine Gaussian kernels, we can in turn compute discrete approximations to directional derivatives according to δ ϕ = cos ϕ δ x + sin ϕ δ y (53)
δ ϕϕ = cos 2 ϕ δ xx + 2 cos ϕ sin ϕ δ xy + sin 2 ϕ δ yy (55)
δ ⊥ϕ⊥ϕ = sin 2 ϕ δ xx − 2 cos ϕ sin ϕ δ xy + cos 2 ϕ δ yy (57) where δ xx , δ xy and δ yy denote discrete approximations to the partial derivative operators ∂ xx , ∂ xy and ∂ yy , respectively, and we can preferably choose the same discrete approximation operators as used for discretizing the continuous affine diffusion equation (2) into the semi-discrete affine diffusion equation (28) as well as in the generator of its solution (30) and (34) . The middle and the top rows in figure 6 show examples of discrete affine derivative approximation kernels generated in this way from discrete affine Gaussian kernels generated from the explicit expression of the Fourier transform (34) and with C xxyy = |C xy | according to (52) .
By applying corresponding discrete derivative approximation kernels to the colouropponent channels u and v according to a colour-opponent representation (7), we obtain discrete affine Gaussian colour-opponent directional derivative approximations analogous to the colour-opponent receptive fields shown in figure 2 .
Note that when we apply these affine Gaussian derivative approximation receptive fields in practice, we do never compute these kernels explicitly. Instead, we apply the compact support 3 × 3 discrete directional derivative approximation kernels (53)- (57) directly to the output of the discrete affine Gaussian smoothing as obtained after the FFT implementation of discrete affine Gaussian kernels.
Discretization over scale s into 3 × 3 iteration kernels
By further discretizing the semi-discrete affine diffusion equation (28) with respect to the scale parameter s using Euler's forward method (Dahlquist et al. [11] )
we obtain the discrete iteration formula
with the following computational molecule for forward iteration by a 3×3 filter kernel: 
and spatial covariance matrix Σ = Σ xx Σ xy Σ xy Σ yy = C xx ∆s C xy ∆s C xy ∆s C yy ∆s .
Thereby, in analogy with the semi-discrete affine Gaussian scale-space concept over a continuous scale parameter s, also the covariances matrices obtained from repeated forward iteration of the 3 × 3 kernel by K steps will be exactly equal to the covariance matrices of the corresponding continuous affine Gaussian kernels
Choice of scale step ∆s
In this section, we will analyse how large scale steps ∆s can be taken with the discrete iteration kernel (60) while preserving scale-space properties or transfers thereof.
Normalization of the parameters of the covariance matrix
Since the scale step ∆s interacts with the parameters C xx , C xy , C yy , C xxyy along a cone, we shall specifically choose to normalize the parameters C xx , C xy , C yy and C xxyy such that the maximum eigenvalue of the covariance matrix according to the parameterization (36), (37) and (38) is given by λ max = max(λ 1 , λ 2 ) = 1 (64) and thus the second eigenvalue is
With regard to our goal of discretizing the manifold of affine Gaussian receptive fields over all covariance matrices Σ as illustrated in figure 5 , this parametrization has a very natural geometric interpretation. Assume that the central point in a first image f of a scene shows a local surface pattern viewed from a point along the direction of the surface normal at some depth Z, and that we compute isotropic Gaussian receptive field responses at scale s with the parameters of the covariance matrix given by C xx = C yy = 1 and C xy = 1. Next, assume that we view the same local surface pattern from the same distance Z while from some other oblique direction with slant angle θ relative to the surface normal and corresponding to a local foreshortening factor of = cos θ. Then, the second view should in an affine covariant manner be represented at scale s for a covariance matrix with eigenvalues λ max = 1 and λ min ∈ [0, 1] with the parameter α that determines the eigendirections of the covariance matrix Σ is directly related to the local tilt direction.
In the following, we will throughout make use of such a parameterization of the covariance matrix Σ for expressing the magnitude of the scale step ∆s.
Analysis for the case of the isotropic diffusion equation
To illustrate how the choice of the complementary filter parameter C xxyy in (27) interrelates with how large scale steps one may take, let us initially consider a discretization of the isotropic diffusion equation for C xx = C yy = 1 and C xy = 0 for the specific choice of γ = 0 in (48) and corresponding to C xxyy = 0. This leads to a forward iteration kernel of the form 
In (Lindeberg [37, 39] ) a complete scale-space theory is developed for one-dimensional discrete signals and for isotropic higher-dimensional images over a symmetric spatial domain. In the one-dimensional version of this theory, spatial discretizations of the one-dimensional diffusion equation 
Based on the complete classification of discrete scale-space kernels over a one-dimensional domain, it is furthermore shown that such discretizations are true discrete scale-space kernels in the one-dimensional sense of guaranteeing non-creation of new local extrema or new zero-crossings from finer to coarser temporal scales only if and only if
Specifically, the boundary case ∆s = 1/2 corresponds to forward iteration with the binomial kernel 1 4
in which the central kernel value 1/2 is twice as large as its nearest neighbours having values equal to 1/4. If we apply a corresponding criterion to the two-dimensional forward iteration kernel (74), we obtain 1 − 2∆s ≥ 2∆s/2 leading to the requirement
If we next again for the isotropic case of C xx = C yy = 1 and C xy = 0, consider a discretization in the scale direction of (48) 
This kernel is a common iteration kernel for computing pyramid representations (Crowley [8] ; Crowley and Parker [10, 9] ; Lindeberg [37, 39] ; Lindeberg and Bretzner [48] Note that if we would apply the same value of ∆s = 1/2 to the kernel (74) that arises from a spatial discretization of the isotropic diffusion equation for γ = 0 and corresponding to C xxyy = 0, we would obtain a forward iteration kernel of the form k(1, 0, 1, 0, 
which would clearly not be a desirable kernel for scale-space filtering, for example, this kernel is not even unimodal. Thus, by the use of a non-zero value of γ and corresponding to a non-zero value of C xxyy , in this specific case corresponding to C xxyy = C xx /2 = C yy /2, we increase the value at the central position of the 3 × 3 kernel in relation to its nearest neighbours along the coordinate axes and are thereby able to take longer steps ∆s in the scale direction.
Analysis for the non-isotropic diffusion equation
In this subsection, we consider discretizations of the affine Gaussian diffusion equation for general non-zero values of C xy and C xxyy and also without assuming C xx = C yy . Specifically, with a normalization of the parameters of the covariance matrix Σ to maximum eigenvalue equal, we will consider the possibility of taking scale steps up to ∆s = 1/2 so that the discrete binomial kernel (73) that represents the maximum possible scale steps based on isotropic discrete scale-space theory is regarded as an upper bound on how much spatial smoothing is allowed in different spatial directions.
Requirement on the relations between the kernel values along the coordinate axes and the central point. If we inspired by the ratio of two between the kernel value 1/4 at the center and the value 1/8 at the nearest neighbouring points for the kernel (73) , 0), we obtain the conditions
which can be summarized into
If we inspired by the above theoretical analysis for the isotropic case would like to be able to take scale steps up to ∆s = 1/2 for general anisotropic discrete affine Gaussian kernels, we obtain the following condition for the values of the nearest four-neighbours to not exceed half the value at the central point
where specifically the case C xx = C yy = 1 corresponds to C xxyy ≥ 1/2.
Requirement on the relations between the kernel values at the corners and the central point. If we apply a condition that the kernel values at the corners having indices (i, j) ∈ {(−1, −1), (−1, 1), (1, −1), (1, 1)} should have values that are not greater than one fourth of the value at the central point, we obtain the condition
which can be simplified to to
If we again inspired by the theoretical analysis for the isotropic case would like to take scale steps up to ∆s = 1/2 for general anisotropic discrete affine Gaussian kernels, then we obtain the following condition for the values at the corners should not exceed one quarter of the value at the central point
For the specific assumption about the parameters C xx , C xy and C yy corresponding to a covariance matrix with maximum eigenvalue λ max = 1 and the other eigenvalue λ min ∈ [0, 1], this condition can according to (36) , (37) and (38) be written
The worst case condition arises when | sin α| = | cos α|, for which the inequality can be reduced to
and which is consistent with the assumptions thus showing that the condition (81) is guaranteed to hold for all relevant combinations of C xx , C xy and C yy .
Choice of the free parameter C xxyy
In view of the above analysis, specifically with the conditions (35) and (78) on necessary relations between the free parameter C xxyy in relation to the parameters C xx , C xy and C yy of the covariance matrix, we can given the a priori choice of scale step ∆s = 1/2 choose
This is the minimal choice and leads to the discrete kernel with lowest fourth-order moment. (Note again that for continuous Gaussian kernels, the fourth-order moment should be zero.) The bottom row in figure 7 shows examples of discrete affine kernels generated in this way from repeated application of 3 × 3-kernels of the form (60) for ∆s = 1/2 and with C xxyy according to (84).
Alternatively, one can to choose the degrees of freedom within the constraint max |C xy |,
to minimize the deviations of the fourth-order terms in the Fourier transform (46) from an elliptic behaviour or some other measure of the deviations from affine isotropy.
Since such an analysis does, however, become technically more complicated, we will not develop that theory further in this treatment.
Discrete approximation of scale-space derivatives
When computing discrete approximations to directional derivatives of these discrete affine Gaussian kernels, we can proceed in a similar way as for the discrete affine Gaussian kernels obtained via an FFT and define discrete directional derivative operators δ ϕ , δ ⊥ϕ , δ ϕϕ , δ ϕ⊥ϕ and δ ⊥ϕ⊥ϕ according to equations (53)- (57). The middle and the top rows in figure 7 show examples of discrete affine derivative approximation kernels generated in this way from repeated iteration of 3 × 3-kernels Figure 7 : Examples of discrete affine Gaussian kernels h(x, y; Σ) and their equivalent directional derivative approximation kernels δ ⊥ϕ h(x, y; Σ) and δ ⊥ϕ⊥ϕ h(x, y; Σ) up to order two in the two-dimensional case, here as generated from repeated iteration of 3 × 3-kernels of the form (60) for λ 1 = 64, λ 2 = 16 α = 0, π/6, π/3, π/2, 2π/3, 5π/6, ∆s = 1/2 and with C xxyy according to (84). (Kernel size: 65 × 65 pixels.) of the form (60) for λ 1 = 64, λ 2 = 16 α = 0, π/6, π/3, π/2, 2π/3, 5π/6, ∆s = 1/2 and with C xxyy according to (84).
Note that when we apply these affine Gaussian derivative approximation receptive fields in practice, we do never generate these kernels explicitly. Instead, we apply compact support 3 × 3 discrete directional derivative approximation kernels (53)- (57) directly to the output of iterative application of the 3 × 3-kernel (60), preferably combined with a spatial subsampling step at coarser levels of scales to implement an affine hybrid pyramid representation (as will be described in next section).
Affine hybrid pyramid
In this section, we will show how repeated filtering with the 3×3 kernel k(C xx , C xy , C yy , C xxyy , ∆ s ) according to (60) can be combined with spatial subsampling operations to compute the discrete affine Gaussian scale-space representations at coarser scales in a computationally more efficient manner compared using the same resolution at all levels of scale. By applying the scale step ∆s ≤ 1/2 relative to the current resolution h = 2 M after M spatial subsampling stages by a factor of 2, the effective bound on the spatial step will become ∆s ≤ 2 2M /2, thus implying larger scale steps and fewer iterations to reach coarser scale representations. This will lead to an extension of isotropic pyramid and hybrid pyramid representations (Burt and Adelson [6] ; Crowley [8] ; Crowley and Parker [10, 9] ; Lindeberg and Bretzner [48] ) to affine hybrid pyramid representations. [10, 9] and Lindeberg and Bretzner [48] ), let us describe the the transformation between two adjacent scale levels in a pyramid by a reduction operator. For simplicity, let us assume that the pyramid is separable and that the size N of the smoothing filter is the same over both the coordinate directions and odd. Then, the transformation from the representation L (i) at the current scale level i, to the representation L (i+1) at the next coarser level i + 1 is for some set of filter coefficients c : Z → R given by
Reduction operators
Next, let us assume that the smoothing operation can be decomposed into several smoothing steps:
where the notation Op + means that several operators of the form Op may occur.
ReduceCycle is thus composed of one or more smoothing operations followed by a subsampling. The subsampling operation is here defined by
(where we usually choose s = 2) and each smoothing step according to
Specifically, we assume that the coefficients of the smoothing operation originate from the 3 × 3-kernel (60) arising from the discretization of the diffusion operator repeated K times
Equivalent convolution and derivative approximation kernels
Since the representation at each level is constructed from a set of repeated smoothing and subsampling operations, which are all linear operations, the composed operation can equivalently be modeled as the result of applying one kernel κ (i,j) , termed equivalent convolution kernel , to the original image, followed by a pure subsampling step. If we define a dual operator to the ReduceCycle operator according to 
the equivalent convolution kernel corresponding to level (i, j) can be written
where δ (i,j) is a discrete delta function at level (i, j) and ExpandAll denotes the ExpandCycle operators corresponding to the set of all the ReduceCycle operators used for reaching this level.
Similarly derivative approximations are computed by taking the grid spacing h at the current into explicit account
at any level with resolution h in the pyramid, the corresponding equivalent derivative approximation kernel is given by
where higher dimensional difference approximations δ x r = δ x 1 r 1 δ x 2 r 2 ..δ x D r D are expressed in terms of the one-dimensional rth order difference operator
Measuring the subsampling rate
To describe how the grid spacing h depends on the scale parameter t in a hybrid pyramid, we introduce a subsampling factor ρ from the relation
where for reasons of computational efficiency we define the actual grid spacing as the maximum power of two that does not exceed this upper bound
Thus, a subsampling factor of ρ = 0 corresponds to preserving the original resolution at all levels of scales, whereas increasing values of ρ correspond to higher degrees of subsampling at coarser levels of scale.
7 Scale-normalized derivatives for affine Gaussian scale space
Continuous affine Gaussian derivative kernels. When defining scale-normalized derivatives for the continuous affine Gaussian receptive fields of the form g ϕ m ⊥ϕ n (x, y; Σ s ), we use the eigenvalues of the spatial covariance matrix Σ s as scale parameters
where γ 1 and γ 2 denote possibly different scale normalization powers for the two orthogonal directions ϕ and ⊥ϕ and specifically the choice γ 1 = γ 2 = 1 implies maximal scale invariance.
Discrete affine Gaussian derivative kernels. For discrete approximations of affine Gaussian derivatives obtained by applying the discrete directional derivative approximations according to (53) - (57) to either the semi-discrete affine scale-space concept according to (28) or the scale-discretized scale-space concept corresponding to repeated application of the 3 × 3-kernel (60), we can in a corresponding manner define variance-normalized affine Gaussian scale-space derivatives according to
with the implicit understanding that δ 2 ϕ = δ ϕϕ and δ 2 ⊥ϕ = δ ⊥ϕ⊥ϕ . Alternatively, we can define scale-normalized affine Gaussian derivatives from l pnormalization by requiring that the discrete l p -norm of the discrete Gaussian derivative kernel being equal to the continuous L p -norm of the corresponding continuous Gaussian derivative operator
with α(λ 1 , γ 1 , λ 2 , γ 2 ) determined such that
For scale-normalized derivatives in a hybrid pyramid representation, the definitions are analogous with only difference that the expression δ m ϕ δ n ϕ h(x, y; Σ s ) 1 in (105) should be replaced by κ 
Summary and discussion
We have presented a theory for discretizing the affine Gaussian scale-space concept so that scale-space properties hold also in a discrete sense for the discrete implementation. Specifically, we have presented two types of spatial discretizations of the continuous affine diffusion equation that describes the effect of convolution with affine Gaussian kernels: (i) a semi-discretization over space only while leaving the continuous scale parameter in terms of a spatial covariance matrix defined over a continuum and (ii) an additional discretization in the scale direction that leads to compact 3 × 3 kernels for repeated application and with their parameter having immediate interpretations in terms of the spatial covariance matrix of the composed smoothing effect and which optionally can be combined with spatial subsampling operations to compute affine hybrid pyramid representations. These two families of discrete affine Gaussian kernels can in turn be combined with discretizations of spatial directional derivative operators for computing discrete approximations of directional derivatives, leading to families of discrete affine Gaussian derivatives which are intended to serve as a basis for expressing later stage visual processes.
A limitation of the presented genuinely discrete affine Gaussian scale-space concepts is that the requirement of a positive discretization as implied by the discrete scale-space axioms underlying the formulation of the theory implies a bound on the ratio between the maximum and minimum eigenvalues of the spatial covariance matrix that determines the shape of the affine Gaussian kernels. By theoretical analysis we have shown that this upper bound = λ max /λ min = 3 + 2 √ 2 ≈ 5.8 corresponds to the amount of foreshortening caused by a slant angle of 65.5 degrees, which is within the bounds of basic use cases for expressing affine covariant image operations between multiple views of the same object.
If stronger affine image deformations need to be handled by the vision system, then alternative ways of discretizing the theory should be seeked. In our earlier work on affine shape adaptation, we have in such situations explored the affine covariant property of the continuous affine Gaussian scale-space concept (12) by first warping the original image by an affine transformation implemented in terms of spline interpolation, performing separable discrete scale-space smoothing in the warped domain and then warping the smoothed image back to the original image domain. Such an operation is usually faster than first generating a filter corresponding to the sampled affine Gaussian kernel or better using a locally integrated affine Gaussian kernel over the support region of each pixel and then performing inseparable convolution with the resulting discrete kernel. This form of discretization has also been used in most implementations of affine shape adaptation for interest point detection (Lindeberg and Gårding [50] ; Mikolajczyk and Schmid [52] ; Tuytelaars and Mikolajczyk [67] Lindeberg [43] ). Another alternative proposed by Geusebroek et al. [20] is to approximate the inseparable affine Gaussian kernel with a set of separable recursive filters. For implementations of these types, discrete scale-space properties are, however, not guaranteed to hold, so the relation to the underlying aims of scale-space theory rests more on the degree of accuracy by which equations obtained from the continuous scale-space theory are numerically approximated.
A Non-isotropic scale-space for discrete signals: Necessity and sufficiency
This appendix presents a general theoretical result concerning linear shift-invariant scale-space representations of discrete signals; the result is a generalization of earlier results presented in (Lindeberg [37, 39] ) for isotropic discrete scale space.
A.1 Definitions
Let us summarize this (minimal) set of basic properties a family should satisfy to be a candidate family for generating a linear scale-space.
Definition 1 (Discrete pre-scale-space family of kernels) A one-parameter family of kernels T : Z N × R + → R is said to be a discrete pre-scalespace family of kernels if it satisfies
• the semi-group property T (·;
Definition 2 (Discrete pre-scale-space representation) Let f : Z N → R be a discrete signal and let T : Z N × R + → R be a discrete pre-scale-space family of kernels. Then, the one-parameter family of signals L :
is said to be the discrete pre-scale-space representation of f generated by T .
for some linear and shift-invariant operator A.
Proof:
If f is sufficiently regular, e.g., if f ∈ L 1 , define a family of operators {T s , s > 0}, here from from L 1 to L 1 , by T s f = T (·; s) * f . Due to the conditions imposed on the kernels, the family satisfies the relation
where I is the identity operator. Such a family is called a strongly continuous semigroup of operators (Hille and Phillips [24, pages 58-59]) A semi-group is often characterized by its infinitesimal generator A defined by
The set of elements f for which A exists is denoted D(A). This set is not empty and never reduces to the zero element. Actually, it is even dense in L 1 (Hille and Phillips According to a theorem in Hille and Phillips [24, page 308] strong continuity implies ∂ s (T s f ) = AT s f = T s Af for all f ∈ D(A). Hence, the scale-space family L must obey the differential equation ∂ s L = AL for some linear operator A. Since L is generated from f by a convolution operation it follows that A must be shift-invariant.
Definition 4 (Pre-scale-space property: Non-enhancement of local extrema) A discrete pre-scale-space representation L : Z N ×R + → R of a smooth (infinitely continuously differentiable) signal is said to possess pre-scale-space properties, or equivalently not to enhance local extrema, if for every value of the scale parameter s 0 ∈ R + it holds that if x 0 ∈ Z N is a critical point for the mapping x → L(x; s 0 ) and if the Hessian matrix at this point is non-degenerate, then the derivative of L with respect to s satisfies ∂ s L ≤ 0 at a non-degenerate local maximum,
∂ s L ≥ 0 at a non-degenerate local minimum.
Definition 5 (Discrete scale-space family of kernels) A one-parameter family of discrete pre-scale-space kernels T : Z N × R + → R is said to be a discrete scale-space family of kernels if for any discrete signal f : Z N → R ∈ l 1 the discrete pre-scalespace representation of f generated by T possesses pre-scale-space properties, i.e., if for any signal local extrema are never enhanced.
Definition 6 (Discrete scale-space representation) A discrete pre-scale-space representation L : Z N × R + → R of a signal f : Z N → R generated by a family of discrete kernels T : Z N × R + → R, which are discrete scale-space kernels, is said to be a discrete scale-space representation of f .
A.2 Necessity
Theorem 7 (Scale-space for discrete signals: Necessity) A discrete scale-space representation L : Z N ×R + → R of a discrete signal f : Z N → R satisfies the differential equation
with initial condition L(·; 0) = f (·) for some infinitesimal scale-space generator A characterized by:
• the locality condition a ξ = 0 if |ξ| ∞ > 1,
• the zero sum condition ξ∈Z D a ξ = 0.
Proof: The proof consists of two parts. The first part has already been presented in Lemma 3, where it was shown that the requirements on the kernels imply that the family L obeys a linear differential equation. Because of the shift invariance AL can be written in the form (∂ s L)(x; s) = (AL)(
In the second part counterexamples will be constructed from various simple test functions in order to delimit the class of possible operators. 
Obviously, ξ 0 is a local maximum point for f 1 . From (13) one obtains ∂ s L(ξ 0 ; 0) = a 0 + a ξ 0 . It is clear that this value can be positive provided that ε is chosen small enough. Hence, L cannot satisfy (111). Similarly, it can also be shown that a ξ 0 < 0 leads to a violation of the non-enhancement property (112) (let ε < 0). Consequently, a ξ must be zero if ξ ∈ N + (0).
D.2.
With the given (weak) definitions of local extremum points it is clear that 0 is both a local maximum point and a local minimum point. Hence ∂ s L(0; 0) must be zero, and the coefficients sum to zero
D.3. Finally, by observing that due to the zero sum condition, (13) can be written 
for someξ in N (0) one easily realizes that a ξ must be non-negative if ξ ∈ N (0). The initial condition L(·; 0) = f is a direct consequence of the definition of pre-scale-space kernel.
A.3 Sufficiency 
where the coefficients a ξ satisfy
• the zero sum condition ξ∈Z D a ξ = 0, the solution of the diffusion equation
with initial condition L(·; 0) = f constitutes a discrete scale-space representation. Specifically, L obeys ∂ s L ≤ 0 at a non-degenerate local maximum,
Proof: From (117) it follows that the influence of L at any extremum point (x 0 ; s 0 ) in scale-space can be written 
If x 0 is a local maximum, then all differences L(x 0 − ξ; s 0 ) − L(x 0 ; s 0 ) are negative. Combined with the positivity of a ξ it follows that ∂ s L(x 0 ; s 0 ) < 0. If x 0 is a local minimum, we apply the same way of reasoning to −L.
