ABSTRACT. The main problem of subspace coding asks for the maximum possible cardinality of a subspace code with minimum distance at least d over F n q , where the dimensions of the codewords, which are vector spaces, are contained in K ⊆ {0, 1, . . . , n}. In the special case of K = {k} one speaks of constant dimension codes. Since this emerging field is very prosperous on the one hand side and there are a lot of connections to classical objects from Galois geometry it is a bit difficult to keep or to obtain an overview about the current state of knowledge. To this end we have implemented an on-line database of the (at least to us) known results at subspacecodes.uni-bayreuth.de. The aim of this recurrently updated technical report is to provide a user guide how this technical tool can be used in research projects and to describe the so far implemented theoretic and algorithmic knowledge.
INTRODUCTION
The seminal paper by Kötter and Kschischang [15] started the interest in subspace codes which are sets of subspaces of the F q -vector space F n q . Two widely used distance measures for subspace codes (motivated by an information-theoretic analysis of the Koetter-Kschischang-Silva model, see e.g. [21] ) are the subspace distance
and the injection distance The set of all k-dimensional subspaces of an F q -vector space V will be denoted by V k q . For n = dim(V ), its cardinality is given by the Gaussian binomial coefficient n k q = (q n −1)(q n−1 −1)···(q n−k+1 −1) (q k −1)(q k−1 −1)···(q− 1) if 0 ≤ k ≤ n; 0 otherwise.
A set C of subspaces of V is called a subspace code. The minimum distance of C is given by d = min{d S (U, W ) | U, W ∈ C, U = W }. If the dimensions of the codewords, i.e. the elements of C are contained in some set K ⊆ {1, . . . , n}, C is called a (n, #C, d; K) q subspace code. In the unrestricted case K = {0, . . . , n} we use the notation (n, #C, d) q subspace code. In the other extreme case K = {k}, we use the notation (n, #C, d) q and call C a constant dimension code.
For fixed ambient parameters q, K and d, the main problem of subspace coding asks for the determination of the maximum possible size A S q (n, d; K) := M of an (n, M, d) q subspace code and -as a refinement -the classification of all corresponding optimal codes up to isomorphism. Again, the simplified notations A S q (n, d) and A S q (n, d; k) are used for the unrestricted case K = {0, . . . , n} and the constant The work of the authors was supported by the ICT COST Action IC1104 and grant KU 2430/3-1 and WA 1666/9-1 -Integer Linear Programming Models for Subspace Codes and Finite Geometry from the German Research Foundation. dimension case K = {k}, respectively. Note that in the latter case
In general, the exact determination of A S q (n, d; K) is a hard problem, both on the theoretic and the algorithmic side. Therefore, lower and upper bounds on A S q (n, d; K) have been intensively studied in the last years, see e.g. [7] . Since the underlying discrete structures arose under different names in different fields of discrete mathematics, it is even more difficult to get an overview of the state of the art. For example, geometers are interested in so-called partial (k − 1)-spreads of PG(n − 1, q). Following the track of partial spreads, one can end up with orthogonal arrays or (s, r, µ)-nets. Furthermore, q-analogs of Steiner systems provide optimal constant dimension codes. For some sets of parameters constant dimension codes are in one-to-one correspondence with so-called vector space partitions.
The aim of this report is to describe the underlying theoretical base of an on-line database 1 maintained by the authors that tries to collect up-to-date information on the best lower and upper bounds for subspace codes. Whenever the exact value A S q (n, d; K) could be determined, we ask for a complete classification of all optimal codes up to isomorphism. Since the overall task is rather comprehensive, we start by focusing on the special cases of constant dimension codes, A S q (n, d; k), and (unrestricted) subspace codes, A S q (n, d), using the subspace distance as metric. For a more comprehensive survey on network coding we refer the interested reader e.g. to [2] . For algorithmic aspects we refer the interested reader e.g. to [16] .
The remaining part of this report is structured as follows. In Section 2 we outline how to use the tables. The currently implemented constructions and upper bounds are described in Section 3 and Section 4, respectively. The still rather unsteady Application programming interface (API) is the topic of Section 5. Finally we draw a conclusion in Section 6 and list some explicit tables on upper and lower bounds in an appendix.
HOW TO USE THE TABLES
On the website the two special cases A Table  yields the rough data that we will outline in this section. Selecting the item Constraints yields information abound the so far implemented general-purpose lower bounds, see Section 3, and upper bounds, see Section 4.
2.1. Constant dimension codes -CDC. For a constant dimension code the dimension n of the ambient space (first selection row) and the field size q (second selection row) can be chosen. The current limits are 4 ≤ n ≤ 19 and 2 ≤ q ≤ 9. For each chosen pair of those parameters a table with the information on lower and upper bounds on constant dimension codes over F n q is displayed. The rows of those tables are labeled by the minimum distance d = d S ( ) and the columns are labeled by the dimension k of the codewords. In the third selection row several views can be picked. The first three options, short, normal, and large, specify the subset of possible values for the parameters d and k. In the most extensive view large, k can take all integers between 0 and n. For d the integers between 1 and n are considered. As Thus, we may assume 2 ≤ k ≤ n/2 , 4 ≤ d ≤ 2k, and d ∈ 2N. These assumptions are implemented in the view short. The standard selection is given by n = 4, q = 2 and view short.
Given one of these three views, a table entry may consist of • a range l-u: An example is given by the parameters q = 2, n = 7, d = 4, k = 3, where l = 329 and u = 381. The meaning is that for the corresponding maximum cardinality of a constant dimension code only the lower bound l and the upper bound u is known, i.e., 329 ≤ A S 2 (7, 4; 3) ≤ 381 in the example.
• a bold number m: An example is given by the parameters q = 2, n = 10, d = 8, k = 4, where m = 65. The meaning is that the corresponding maximum cardinality of a constant dimension code is exactly determined, i.e., A S 2 (10, 8; 4) = 65 in the example.
• a bold number m with an asterisk and a number l in brackets: An example is given by the parameters q = 2, n = 6, d = 4, k = 3, where m = 77 and l = 5. The meaning is that the corresponding maximum cardinality of a constant dimension code is exactly determined and all optimal codes have been classified up to isomorphism, i.e., A S 2 (6, 4; 3) = 77 and there are exactly 5 isomorphism types in the example [14] . Another example is given for the parameters q = 2, n = 6, d = 4, and k = 2, where there are exactly 131, 044 isomorphism types of constant dimension codes attaining cardinality A S 2 (6, 4; 2) = 21 [18] . Each nontrivial table entry is clickable and then yields further information on several lower and upper bounds, see Section 3 and Section 4 for the details.
In some cases, e.g., for the parameters q = 2, n = 6, d = 4, and k = 3, the corresponding codes are also available for download using the button called "file". The format of these codes is GAP 2 . Besides the views short, normal, and large for the selection of ranges for the parameters d and k, there are some additional views. The views relative gap and ratio of bounds condense the current lack of knowledge on the exact value of A S q (n, d; k) to a single number. For the view relative gap this number is given by the formula upper bound − lower bound lower bound ,
i.e., we obtain a non-negative real number. While principally any number in R ≥0 can be obtained, the largest relative gap in our database is currently given by about 0.728 for the parameters q = 2, n = 19, d = 4, k = 9. A gap of 0.0 corresponds to the determination of the exact value A S q (n, d; k). The mentioned formula is also displayed on the webpage, when you move your mouse over the word relative gap. For the view ratio of bounds the corresponding number is given by the formula lower bound upper bound , which may take any real number in (0, 1]. The smallest ratio of bounds in our database is given by about 0.578 for the same parameters as above. Clearly, the largest relative gap yields the smallest ratio of bounds and vice versa as the function
A ratio of bounds of 1.0 corresponds to the determination of the exact value A S q (n, d; k). The mouse-over effect is also implemented in that case.
Another type of views arose from some of the various constructions described in Section 3. They are all labeled as amount pending dots and amount lifted mrd and condense the strength of a certain construction to a single number in R ≥1 . This number is always given as the quotient between the currently best known lower bound and the value obtained by the respective construction. Here, a value of one means that the currently best known code can be obtained by the respective construction. A value larger than 1 measures how much better a more tailored construction is for this specific set of parameters compared to the respective general construction method. We remark that amount pending dots is still experimental and in some cases there may still be better codes obtained from the underlying very general construction technique, which has quite some degrees of freedom. With respect to upper bounds the additional view amount mrd bound is introduced. Here the displayed single number is given by the currently best known lower bound divided by the so-called MRD bound, see Subsection 4.2.
Mixed dimension codes -MDC.
For a subspace code with mixed dimensions the field size q (selection row number one) can be chosen. The current limits are given by 2 ≤ q ≤ 9. For each chosen parameter a table with the information on lower and upper bounds on mixed dimension codes over F n q is displayed, see Figure 2 .
The rows of those tables are labeled by the distance d = d S ( ) and the columns are label by the dimension n of the ambient space F n q . In the second selection row several views can be picked. The view normal, c.f. Subsection 2.1, already incorporates the restriction to 1 ≤ d ≤ n ≤ 19. The views relative gap and ratio of bounds condense the current lack of knowledge on the exact value of A S q (n, d) to a single number. For the view relative gap this number is given by the formula upper bound − lower bound lower bound ,
i.e. we obtain a non-negative real number. While principally any number in R ≥0 can be obtained, the largest relative gap in our database is currently given by about 2.899 for the parameters q = 2, n = [21] ) For positive integers k, d, n with k ≤ n, d ≤ 2 min(k, n − k), and d ≡ 0 (mod 2), the size of a lifted MRD code in G q (n, k) with subspace distance d is given by
3.2. Echelon-Ferrers or multilevel construction. In [8] a generalization, the so-called multi-level construction, based on lifted MRD codes was presented. Let 1 ≤ k ≤ n be integers and v ∈ F n 2 a binary vector of weight k. By EF q (v) we denote the set of all k × n matrices over F q that are in row-reduced echelon form, i.e. the Gaussian algorithm had been applied, and the pivot columns coincide with the positions where v has a 1-entry. Theorem 3.3. (see [8] ) For integers k, n, δ with 1 ≤ k ≤ n and 1 ≤ δ ≤ min(k, n − k), let B be a binary constant weight code of length n, weight k, and minimum Hamming distance 2δ.
For each b ∈ B let C b be a code in EF(b) with minimum rank distance at least δ. Then, ∪ b∈B C b is a constant dimension code of dimension k having a subspace distance of at least 2δ.
Theorem 3.4. (see [8] ) Let F be the Ferrers diagram of EF q (v) and C ⊆ EF q (v) be a subspace code having a subspace distance of at least 2δ, then
where ν i is the number of dots in F, which are neither contained in the first i rows nor contained in the rightmost δ − 1 − i columns.
The authors of [8] conjecture that Theorem 3.4 is tight for all parameters q, F, and δ, which is still unrebutted.
Taking binary vectors with k consecutive ones we are in the classical MRD case. So, taking binary vectors v i , where the ones are located in positions (i − 1)k + 1 to ik for all 1 ≤ i ≤ n/k , clearly gives a binary constant weight code of length n, weight k, and minimum Hamming distance 2k.
Observation 3.5. (see e.g. [17] ) For positive integers k, n with n > 2k and n ≡ 0 (mod k), there exists a constant dimension code in G q (n, k) with subspace distance 2k having cardinality
We remark that a more general construction, among similar lines and including explicit formulas for the respective cardinalities, has been presented in [22] .
We remark that the general Echelon-Ferrers or multilevel construction contains the mentioned observation as a very easy special case. However, our knowledge on the size of an MRD code over EF(v) is still very limited. As mentioned, there is an explicit conjecture, which so far is neither proven nor disproven. The construction has even been fine-tuned to the so-called pending dots [9, 19] and the so-called pending blocks [20] constructions.
Nonconstructive bounds.
Theorem 3.6. (Sphere covering, see [15] )
This lower bound is implemented as sphere covering.
3.4.
Explicit, nonrecurring constructions.
This lower bound is implemented as graham sloane.
Theorem 3.8. (Linearized polynomials, see [15] )
This lower bound is implemented as lin poly. 
This lower bound is implemented as partial spread 3.
IMPLEMENTED UPPER BOUNDS
Assuming 0 ≤ k ≤ n we always have A S q (n, d; k) ≥ 1. Since we can take no more than all subspaces of a given dimension, we obtain the trivial upper bound A 
This upper bound is implemented as singleton. 
This upper bound is implemented as sphere packing.
These upper bounds are implemented as johnson 1 and johnson 2. 
This upper bound is implemented as anticode.
MRD bound.
Since the size of the lifted MRD code, see Theorem 3.1, is quite competitive it is interesting to compare the best known constructions with this very general explicit construction. Even more, lifted MRD codes are the basis for more involved constructions, see Subsection 3.2. From this point of view it is very interesting that an upper bound for the cardinality of constant dimension codes containing the lifted MRD code (of shape k × (n − k) and rank distance d/2) can be stated that is tighter than the best known general upper bounds:
Theorem 4.5. (see [9, Theorem 10 and 11]) Let C ⊆ G n (k, q), where n ≥ 2k, with minimum subspace distance d that contains the lifted MRD code.
• The corresponding exact value is implemented as upper bound spread.
Theorem 4.7. ( [3] ; see also [13] for the special case q = 2) For positive integers 1 ≤ k ≤ n be positive integers with n ≡ 1 (mod k) we have A S q (n, 2k; k) =
The corresponding exact value is implemented as upper bound partial spread 2. 
We remark that this theorem is also restated as Theorem 13 in [7] and as Theorem 44 in [10] with the small typo of not rounding down θ (Ω in their notation). The corresponding upper bound is implemented as partial spread 4. 
The corresponding upper bound is implemented as partial spread kurz q2. 
The corresponding upper bound is implemented as partial spread kurz q3.
APPLICATION PROGRAMMING INTERFACE
There is also an API available to access most data of the database. It is inspired by the REST (representational state transfer) style and only GET querys are supported. In order to access the data for the constant dimension case with parameters q, n, d and k, you query the URL http://subspacecodes.uni-bayreuth.de/api/q/n/d/k/ Similarly in the mixed dimension case, the URL is http://subspacecodes.uni-bayreuth.de/api/q/n/d/ The result is a JSON file which contains a subset of the following attributes:
• request = contains your specified q, n, d and k • {lower,upper} bound = lower or upper bound for the value A q (n, d; k)
• comments = commentaries to this entry • nondeduced = if the parameters are no parameters that are also viewable in the "short" mode, then they are trivial or computed using other parameters. nondeduced lists these other parameters.
• {lower,equal,upper} bound constraints = list of tuples which contain name, parameter and value of the applied constraints • classified = boolean that is true if A q (n, d; k) is classified up to isomorphism • known codes = list of tuples of size, details, file (to enable automatic downloads) and nrisotypes (the number of isomorphism types of this entry) • liftedmrdsizebound = the bound for codes that contains the lifted MRD code as described in 4.2 In order to download the codes, you have to use the attribute file above and the URL http://subspacecodes.uni-bayreuth.de/codes/file We want to remark that the API (as well as the whole homepage) is still in an early evolutionary phase and therefore changes are likely to occur. As an example, the URL http://subspacecodes.uni-bayreuth.de/api/2/6/4/3/ yields the output:
{"upper bound constraints": [{"parameter": "", "name": "all subs", "value": 1395}, {"parameter": "", "name": "anticode", "value": 93}, {"parameter": "2", "name": "ilp 2", "value": 93}, {"parameter": "4", "name": "ilp 3", "value": 93}, {"parameter": "", "name": "singleton", "value": 155}, {"parameter": "", "name": "sphere packing", "value": 1395}, {"parameter": "1", "name": "ilp 1", "value": 81}, {"parameter": "5", "name": "ilp 4", "value": 81}, {"parameter": "", "name": "johnson 1", "value": 81}, {"parameter": "", "name": "johnson 2", "value": 81}], "known codes": [{"nrisotypes": 5, "details": "", "file": "code 2 6 4 3 optimal size 77.zip", "size": 77}], "upper bound": 77, "classified": true, "lower bound": 77, "lower bound constraints": [{"parameter": "", "name": "HonoldKiermaierKurz n6 d4 k3", "value": 77}, {"parameter": "", "name": "construction 1", "value": 71}, {"parameter": "", "name": "sphere covering", "value": 15}, {"parameter": "", "name": "trivial 1", "value": 0}, {"parameter": "3", ], "request": [2, 6, 4, 3] , "liftedmrdsizebound": 71, "comments": "", "equal bound constraints": []}
CONCLUSION
The collection of the known results on lower and upper bounds for subspace codes is an ongoing project. So far we have merely implemented the tip of the iceberg of the available knowledge. We still hope that the emerging on-line data base and the accompanying user's guide is already valuable for researcher in the field at this early stage. If you want to support us in this task, please let us know any known constructions, bounds or papers that we have missed so far via daniel.heinlein@uni-bayreuth.de or the contribute-button in the upper right corner of the webpage subspacecodes.uni-bayreuth.de.
Tracing back results to their original source is a task on its own. We want to work on that issue more intensively in the future. If you observe possible enhancements in that direction, please let us know. Critique, suggestions for improvements and feature requests are also highly welcome.
