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12 étapes sont cruciales dans toute étude statistique:
1. Recueil des données
2. Analyse de ces données
Souvent l’accent est mis sur l’ensemble des méthodes d’analyse statistique 
des données, mais la question des méthodes de recueil est souvent négligée. 
Elle est souvent associée aux seules méthodes pour lesquelles elles ont fait 
l’objet de développements conjoints: l’analyse de variance pour les dispositifs 
expérimentaux et les estimations de moyennes ou de proportions pour 
l’échantillonnage. Mais toute étude statistique passe par un recueil de 
données.
2Tout recueil d'informations est conçu en fonction d'un objectif, et cet objectif 
conditionne la manière dont seront collectées les données et les questions 
auxquelles on tentera d'apporter une réponse.
On considère deux modes de recueil planifié de l'information : 
l'expérimentation et l’échantillonnage.
L’expérience recherche analytiquement des relations de cause à effet.
L’échantillonnage recherche la généralisation de conclusions d’observations à 
toute une population.
3Les problèmes rencontrés (en agriculture, en médecine, dans l’industrie…) et 
les connaissances préalables concourent à la définition d’une hypothèse à 
tester par la planification du recueil de données, ce qui aboutit à des résultats, 
sous la forme d’une hypothèse nouvelle. Ces résultats débouchent d’une part 
sur des propositions d’actions concrètes, d’autre part sur un enrichissement 
des connaissances, qui peuvent aussi être utilisées pour résoudre des 
problèmes similaires.
4Les facteurs, qui sont l'objet même de l'expérience, sont appelés facteurs 
étudiés. Ceux qui sont liés à la variabilité du milieu et introduits de façon à ce 
que leurs effets puissent être éliminés sont appelés les facteurs de contrôle 
(blocs).
Exemples de facteurs étudiés: la variété, la dose d'engrais, le médicament, etc.
Il faut noter que, pour éliminer des effets de bordure, on peut être amené à 
distinguer la parcelle utile sur laquelle sont effectuées les mesures et la 
parcelle expérimentale (= parcelle utile + bordures) qui reçoit le traitement. 
Cela peut se généraliser à toute unité, dès lors que l’on distingue l’unité sur 
laquelle est faite la mesure et celle qui reçoit le traitement.
Il faut aussi remarquer que la mesure sur chaque unité expérimentale peut être 
faite à partir d’un échantillonnage.
5Chaque observation est entachée d’une erreur expérimentale, ou erreur 
résiduelle, somme de l'erreur unitaire et de l'erreur technique. On appelle 
erreur technique, ou erreur de mesure, l'erreur que l'on fait lors de 
l'observation. Cette erreur doit être aussi petite que possible pour avoir des 
mesures fiables et précises, et par là avoir une expérimentation avec des 
résultats interprétables. On appelle erreur unitaire l'erreur due à 
l'hétérogénéité des unités expérimentales (quand bien même on y appliquerait 
le même traitement), appelée aussi erreur d'hétérogénéité. On l'appelle aussi 
erreur de randomisation, car c'est la randomisation qui en fait une variable 
aléatoire dont on peut étudier la distribution.
6Le choix de la population étudiée est important, car c’est tout l’objet de 
l’échantillonnage de connaître cette population et il conditionne le domaine 
sur lequel les résultats sont applicables.
L’échantillon résulte d’un tirage, aléatoire ou non aléatoire.
f = n / N est le taux de sondage
7Comme dans les expérimentations, l’observation est entachée d’erreur; celle-
ci est la somme de l’erreur de mesure et de l’erreur d’échantillonnage. 
L’erreur de mesure est l'erreur que l'on fait lors de l'observation et l’erreur 
d’échantillonnage est une erreur due au choix de l’échantillon particulier et à 
l’hétérogénéité des individus de la population étudiée.
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9Pourquoi la randomisation ? tout d'abord elle permet d'éviter tout biais plus ou 
moins conscient. En termes mathématiques, elle permet d'assurer que l'erreur 
unitaire est d'espérance nulle. Il est important de savoir que la randomisation 
n'annule pas, ni même ne diminue l'erreur. Elle permet d'éviter qu'elle soit 
systématique et de connaître suffisamment sa distribution pour assurer la 
validité du test des effets traitement.
Pourquoi des répétitions ? Pour permettre d'évaluer la part de l'erreur 
expérimentale dans l'observation. En effet, sans des répétitions de chaque 
traitement sur plusieurs unités, on ne peut pas distinguer l'effet dû au 
traitement de l'erreur expérimentale.
Enfin, il est nécessaire d'avoir une erreur expérimentale aussi petite que 
possible, c'est-à-dire de contrôler l'erreur : choisir un champ expérimental 
aussi homogène que possible, former des groupes homogènes de parcelles, ou 
blocs, lorsqu'une hétérogénéité est reconnue sur le terrain, et essayer de 
minimiser l’erreur de mesure.
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U est aussi appelé le champ d’expérience.
A chaque type de plan d’expérience correspond un sous-ensemble de toutes 
les applications S
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u(i,k) est une variable aléatoire qui prend les valeurs 1 ou 0 selon que la permutation aléatoire affecte 
ou non à l’unité u
la kième répétition du traitement i
13
On appelle aussi e(i,k) l’erreur d’hétérogénéité et (i,k) l’erreur technique; la somme des 2 est aussi 
appelée l’erreur résiduelle.
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Le modèle d’analyse de variance est asymptotiquement atteint, mais les contrastes ont des variances 
estimées de façon non biaisée, même si n reste petit.
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Soit le modèle Yij = μ + i + Eij on nomme A1 et A2 les estimations respectives de 1 et 2
s est une estimation de l’écart-type résiduel 
le risque α est une valeur préalablement fixée, alors que le risque β est une fonction des différences entre 
traitements dans le cadre d'une expérience. En fait β (et donc aussi la puissance 1-β ) est une fonction :
- du risque α,
- des différences vraies entre traitements,
- de la variabilité résiduelle,
- du nombre de répétitions.
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On teste l’hypothèse H0: α1 = α2 contre l’alternative H1: α1  α2
17
En fait, on ne peut connaître dl que si on a n. Dans la pratique, on procède de manière récursive, jusqu'à 
obtenir le nombre de répétitions adéquat respectant la formule ci-dessus.
On peut aussi se servir d'un abaque pour s'éviter des calculs. Un abaque de la fonction puissance du test 
de Student a été établi pour les niveaux 1% et 5%. La puissance est donnée en fonction de φ (= (Δn)/ 
2s)
On peut donc déduire la puissance 1-β à partir de n, Δ et s, ou bien le nombre de répétitions n à partir de 
s, Δ et 1-β.
Exercice d’application : essais de sélection de variétés de canne à sucre.
18
Tout recueil d'informations est conçu en fonction d'un objectif, et cet objectif 
conditionne la manière dont sont collectées les données et les questions 
auxquelles on tentera d'apporter une réponse.
L’échantillonnage recherche la généralisation des conclusions à toute une 
population.
19
Pour simplifier, on considère y unidimensionnel, mais réel, entier ou binaire 
(0 ou 1).
La fonction h est réelle; les exemples classiques sont h(y) = moyenne de y (ce 
qui correspond à la proportion de 1 lorsque y est binaire), ou bien h(y) = 
variance de y, mais on peut aussi s’intéresser à la médiane ou à un autre 
quantile
L’échantillon résulte d’un tirage, aléatoire ou non aléatoire. Si U est fini et 
que s=U, il s’agit d’un recensement.
L’efficacité mesure la petitesse de l’erreur T(s,ys) – h(y) et le coût est une 
fonction croissante de la taille de l’échantillon.
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Comme dans les expérimentations, l’observation est entachée d’erreur; 
l’erreur totale est la somme de 2 erreurs: l’erreur de modèle et l’erreur 
d’échantillonnage.
=(1, 2), 1 est donné par la nature et 2 par le chercheur qui conçoit le 
plan; les données sont fonction de :
  (s=S(2), Ys(1))
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Les plans non instructifs excluent les méthodes séquentielles par exemple.
Estimer h(Y(1)) n’est pas un problème d’inférence classique mais un problème de filtrage
La statistique bayésienne pose une loi a priori sur l’ensemble des lois M (cet ensemble connu 
de lois est appelé le modèle), loi a priori que ne pose pas la statistique classique (même si 
celle-ci prend en compte le modèle statistique).
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« selon le but » ou « purposive sampling »: on tient compte de la connaissance disponible sur 
le caractère par le modèle.
En focalisant sur le plan de sondage, on travaille indépendamment de la distribution de 
probabilité du caractère observé.
Le choix d’une stratégie (combinaison d’un plan de sondage et d’un estimateur) nécessite de 
pouvoir évaluer la qualité de la stratégie en mesurant un risque.
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Ce qui nous amène aux types de problèmes qui peuvent être résolus dans ce 
cadre (théorie de la décision):
• 1) calculer les risques Rc(P) et Re(M,P,T) pour loi M et stratégie (P,T) 
données,
• 1’) comparer les risques de 2 stratégies pour une loi M,
• 2) pour un modèle M et un plan P donnés, trouver un « bon » 
estimateur,
• 3) pour M et un budget B donnés, trouver une « bonne » stratégie (P,T) 
tq Rc(P)  B,
• 4) soit une fonction : M (M) MM, on cherche la stratégie (P,T) 
qui minimise Rc(P) tq Re(M,P,T)  (M).
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Dans toute la suite, on considèrera une partie des questions soulevées ci-
dessus au cas où y n’est pas aléatoire et où U est fini. On se limitera à des 
plans de sondage où il faut estimer une moyenne ou une proportion. Mais il 
est important d’avoir à l’esprit que le problème est plus général en réalité.
Nous nous focaliserons plus spécifiquement sur les plans de sondage. La 
notion de superpopulation se retrouve lorsque nous aborderons les 
compléments sur l’échantillonnage et les plans basés sur un modèle des 
données.
