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a b s t r a c t
A regular edge-transitive graph is said to be semisymmetric if it is not vertex-transitive. By
Folkman [J. Folkman, Regular line-symmetric graphs, J. Combin Theory 3 (1967) 215–232],
there is no semisymmetric graph of order 2p or 2p2 for a prime p and by Malnič, et al. [A.
Malnič, D. Marušič, C.Q. Wang, Cubic edge-transitive graphs of order 2p3, Discrete Math.
274 (2004) 187–198], there exists a unique cubic semisymmetric graph of order 2p3, the
so-called Gray graph of order 54. In this paper it is shown that a connected cubic semisym-
metric graph of order 6p3 exists if and only if p− 1 is divisible by 3. There are exactly two
such graphs for a given order, which are constructed explicitly.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider undirected finite connected graphs without loops or multiple edges. For a graph X , we use
V (X), E(X) and Aut(X) to denote its vertex set, edge set and automorphism group, respectively. For u, v ∈ V (X), denote
by uv the edge incident to u and v in X , and by NX (u) the neighborhood of u in X , the set of vertices adjacent to u in X . A
graph X˜ is called a covering of a graph X with projection p : X˜ → X if there is a surjection p : V (˜X) → V (X) such that
p|NX˜ (v˜) : NX˜ (v˜)→ NX (v) is a bijection for any vertex v ∈ V (X) and v˜ ∈ p−1(v). A covering X˜ of X with a projection p is said
to be regular (or K-covering) if there is a semiregular subgroup K of the automorphism group Aut(˜X) such that graph X is
isomorphic to the quotient graph X˜/K , say by h, and the quotient map X˜ → X˜/K is the composition ph of p and h (for the
purpose of this paper, all functions are composed from left to right). If K is cyclic or elementary abelian then X˜ is called a
cyclic or an elementary abelian covering of X , and if X˜ is connected K becomes the covering transformation group. The fibre
of an edge or a vertex is its preimage under p. An automorphism of X˜ is said to be fibre-preserving if it maps a fibre to a fibre,
while every covering transformation maps a fibre on to itself.
An s-arc in a graphX is an ordered (s+1)-tuple (v0, v1, . . . , vs) of vertices ofX such that vi−1 is adjacent to vi for 1 ≤ i ≤ s,
and vi−1 6= vi+1 for 1 ≤ i < s, in other words, a directed walk of length s which never includes a backtracking. For a graph
X and a subgroup G of Aut(X), X is said to be G-vertex-transitive, G-edge-transitive or G-s-arc-transitive if G is transitive on
the sets of vertices, edges or s-arcs of X respectively, and G-s-regular if G acts regularly on the set of s-arcs of X . Similarly,
a graph is G-semisymmetric if it is G-vertex-transitive but not G-edge-transitive. A graph X is said to be vertex-transitive,
edge-transitive, s-arc-transitive or s-regular if X is Aut(X)-vertex-transitive, Aut(X)-edge-transitive, Aut(X)-s-arc-transitive
or Aut(X)-s-regular respectively. In particular, 1-arc-transitive means arc-transitive or symmetric. It can be shown that a
G-edge-transitive but not G-vertex-transitive graph is necessarily bipartite, where the two partite parts of the graph are
orbits of G. Moreover, if X is regular these two partite sets have equal cardinality. A regular edge- but not vertex-transitive
graph will be referred to as a semisymmetric graph.
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The class of semisymmetric graphs was first introduced by Folkman [11], where several infinite families of such graphs
were constructed and eight open problems were posed which spurred the interest in this topic (see for example [2,3,14–
17,26,30,33]). A beautiful recent result on the automorphism groups of cubic semisymmetric graphs of twice odd order
was given by Parker [27]. Marušič [25] constructed the first infinite family of cubic semisymmetric graphs and as one
of the first applications of covering techniques, Malnič et al. [23] classified cubic semisymmetric cyclic coverings of the
bipartite graph K3,3 when the fibre-preserving group contains an edge- but not vertex-transitive subgroup. Semisymmetric
elementary abelian coverings of the Heawood graph were considered in [5,22]. Using the method developed in [21,22],
Malnič et al. [20] determined all pairwise nonisomorphic minimal semisymmetric elementary abelian regular covering
projections of the Möbius–Kantor graph, and Feng and Zhou [10] proved that the coverings corresponding to these covering
projections are indeed semisymmetric. Malnič et al. [24] classified cubic semisymmetric graphs of order 2p3 for a prime
p, while Folkman [11] proved that there is no cubic semisymmetric graphs of order 2p or 2p2. Note that a semisymmetric
graph cannot be a covering of the complete graph K4 of order 4 because K4 is not bipartite. A simple observation then shows
that there are finitely many connected cubic semisymmetric graphs of order 4p, 4p2, or 4p3. In fact, one can show that there
are no connected cubic semisymmetric graphs of order 4p, 4p2, or 4p3. There is no connected cubic semisymmetric graph of
order 6p (see [7]), and Lu et al. [18] classified connected cubic semisymmetric graphs of order 6p2. In this paper we classify
connected cubic semisymmetric graphs of order 6p3.
In order to state the main theorem we first construct examples of cubic semisymmetric graphs. Let p be a prime such
that 3 | (p − 1), and let µ and λ be elements of order 3 in Z∗p and Z∗p2 respectively. Let P = 〈a〉 × 〈b〉 with o(a) = p2 and
o(b) = p and N = 〈a, b, c | ap = bp = cp = 1, [a, b] = c, [c, a] = [c, b] = 1〉. Set V (K3,3) = {u, v,w, x, y, z} to be the
vertex set of the complete bipartite graph K3,3 of order 6 with partite sets {u, v,w} and {x, y, z}. The graphs AC and NC
are defined to have vertex sets V (K3,3)× P and V (K3,3)× N respectively with edge sets
E(AC) = {(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (v, x)(y, x), (v, x)(x, xa−λb),
(v, x)(z, xa), (w, x)(x, xa−1b−λ), (w, x)(y, xaλ), (w, x)(z, x)| x ∈ P} ,
E(NC) =
{
(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (w, x)(y, xaµc−6
−1
), (w, x)(z, x),
(w, x)(x, xaµb−µc−3
−1
), (v, x)(y, x), (v, x)(x, xb), (v, x)(z, xa) | x ∈ N
}
.
It will be shown in Lemma 3.3 that the graphsAC andNC are independent of the choice of λ and µ, and hence unique for
a given order. The following is the main result of this paper.
Theorem 1.1. Let p be a prime. Then X is a connected cubic semisymmetric graph of order 6p3 if and only if p − 1 is divisible
by 3, and X is isomorphic to either AC or NC.
2. Preliminaries related to coverings
Let X be a graph and K a finite group. By a−1 we mean the reverse arc to an arc a. A voltage assignment (or, K-voltage
assignment) of X is a function φ : A(X)→ K with the property that (a−1)φ = (aφ)−1 for each arc a ∈ A(X). The values of φ
are called voltages, and K is the voltage group. The graph X ×φ K derived from a voltage assignment φ : A(X)→ K has vertex
set V (X)× K and edge set E(X)× K , so that an edge (e, g) of X ×φ K joins a vertex (u, g) to (v, gaφ) for a = (u, v) ∈ A(X)
and g ∈ K , where e = uv. The voltage assignment φ on arcs extends to a voltage assignment on walks in a natural way, that




2 . . . a
φ
n .
Similarly, the graph X φ K derived from the voltage assignment φ is defined by replacing the edge (u, g)(v, gaφ) with
(u, g)(v, aφg) in the definition of X ×φ K . For all functions φ from A(X) to K satisfying the condition above, the graphs
X ×φ K are essentially same as the graphs X φ K because X ×φ K ∼= X ψ K where ψ is the voltage assignment defined by
aψ = (aφ)−1. However, if K is non-abelian, computations in X ×φ K and X φ K are distinct because the voltages onW are
aφ1 a
φ
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φ
1 , respectively (see Lemma 4.3).
Thus, we only consider the derived graph X ×φ K , which is a covering of X with the first coordinate projection p :
X ×φ K → X , called the natural projection. By defining (u, g ′)g = (u, gg ′) for any g ∈ K and (u, g ′) ∈ V (X ×φ K), K becomes
a subgroup of Aut(X ×φ K) which acts semiregularly on V (X ×φ K). Therefore, X ×φ K can be viewed as a K-covering. For
each u ∈ V (X) and uv ∈ E(X), the vertex set {(u, g) | g ∈ K} is the fibre of u and the edge set {(u, g)(v, gaφ) | g ∈ K} is
the fibre of uv, where a = (u, v). Conversely, each regular covering X˜ of X with a covering transformation group K can be
derived from a K -voltage assignment. Giving a spanning tree T of the graph X , a voltage assignment φ is said to be T-reduced
if the voltages on the tree arcs are the identity. Gross and Tucker [13] showed that every regular covering X˜ of a graph X can
be derived from a T -reduced voltage assignment φ with respect to an arbitrary fixed spanning tree T of X . It is clear that if φ
is reduced, the derived graph X ×φ K is connected if and only if the voltages on the cotree arcs generate the voltage group K .
Let X˜ be a K -covering of X with a projection p. If α ∈ Aut(X) and α˜ ∈ Aut(˜X) satisfy α˜p = pα, we call α˜ a lift of α, and
α the projection of α˜. Concepts such as a lift of a subgroup of Aut(X) and the projection of a subgroup of Aut(˜X) are self-
explanatory. The lifts and the projections of such subgroups are of course subgroups in Aut(˜X) and Aut(X) respectively. In
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particular, if the covering graph X˜ is connected, then the covering transformation group K is the lift of the trivial group, that
is, K = {α˜ ∈ Aut(˜X) : p = α˜p}.
Let X ×φ K → X be a connected K -covering derived from a T -reduced voltage assignment φ. The problem whether an
automorphism α of X lifts or not can be grasped in terms of voltages as follows. Given α ∈ Aut(X), we define a function α¯
from the set of voltages on fundamental closed walks based at a fixed vertex v ∈ V (X) to the voltage group K by
(Cφ)α¯ = (Cα)φ,
where C ranges over all fundamental closedwalks at v, and Cφ and (Cα)φ are the voltages on C and Cα , respectively. Note that
if K is abelian, α¯ does not depend on the choice of the base vertex, and the fundamental closed walks at v can be substituted
by the fundamental cycles generated by the cotree arcs of X .
The next proposition is a special case of [19, Theorem 4.2].
Proposition 2.1. Let X ×φ K → X be a connected K-covering derived from a T-reduced voltage assignment φ. Then, an
automorphism α of X lifts if and only if α¯ extends to an automorphism of K .
For a connected cubic G-semisymmetric graph, the action of a normal subgroup of Gwas considered by Lu, et al. [18].
Proposition 2.2. Let X be a connected cubic G-semisymmetric graph with partite sets L(X) and R(X), and let N be a normal
subgroup of G. If N is intransitive on both L(X) and R(X) then N acts semiregularly on L(X) and R(X). Furthermore, X is an
N-covering of a G/N-semisymmetric graph.
Two coverings X˜1 and X˜2 of X with projection p1 and p2 respectively, are said to be equivalent if there exists a graph
isomorphism α˜ : X˜1 → X˜2 such that α˜p2 = p1. We quote the following proposition.
Proposition 2.3 ([29]). Two connected regular coverings X ×φ K and X ×ψ K , where φ and ψ are T-reduced are equivalent if
and only if there exists an automorphism σ ∈ Aut(K) such that ((u, v)σ )φ = (u, v)ψ for any cotree arc (u, v) of X.
The next result is called the Schur–Zassenhaus Theorem.
Proposition 2.4 ([28, Theorem 9.1.2]). Let N be a normal subgroup of a finite group G. If |N| and |G : N| are relatively prime
then G has a subgroup H such that G = NH with N ∩ H = 1.
ByMalnič et al. [24, Theorem 1.1], every cubic edge-transitive graph of order 2p3 is vertex-transitive for a prime p greater
than 3, and by [8, Theorem 3.2], every cubic symmetric graph of order 2p3 is a normal Cayley graph on a group for an odd
prime p. Thus, we have the following proposition.
Proposition 2.5. Let p ≥ 5 be a prime and X a cubic edge-transitive graph of order 2p3. Then Aut(X) has a normal Sylow
p-subgroup.
The following lemma shows that there is no semisymmetric graph which has an abelian group of automorphisms acting
regularly on each partite set of the graph.
Lemma 2.6. Let X be a connected G-semisymmetric graph with partite sets L(X) and R(X), and let H ≤ G be abelian acting
regularly on L(X) and R(X), respectively. Then X is symmetric.
Proof. By the regularity of H , one may assume R(X) = {R(h) | h ∈ H} and L(X) = {L(h) | h ∈ H}. The action of h ∈ H
on R(X) and L(X) is just the left multiplication by h, that is R(g)h = R(hg) and L(g)h = L(hg) for any g, h ∈ H . Let
L(h1), L(h2), . . . , L(hd) be the neighbors ofR(1). Then the neighbors of R(g) are L(gh1), R(gh2), . . . , R(ghd), and the neighbors
of L(g) are R(gh−11 ), R(gh
−1
2 ), . . . , R(gh
−1
d ) because H is abelian. Now it is easy to check that the map R(h) 7→ L(h−1),
L(h) 7→ R(h−1), h ∈ H , is an automorphism of X interchanging R(X) and L(X). Thus, X is symmetric. 
3. Graph constructions and isomorphisms
In this section we construct some examples of cubic semisymmetric graphs of order 6p3 and determine isomorphisms
between them. Denote by V (K3,3) = {u, v,w, x, y, z} the vertex set of K3,3 as before.
Example 3.1. Let p be a prime such that p − 1 is divisible by 3 and let λ be an element of order 3 in Z∗p2 . Let P = 〈a〉 × 〈b〉
with o(a) = p2 and o(b) = p. The graphs AC1(λ), AC2(λ), AC3(λ) and AC4(λ) are defined to have the same vertex set
V (K3,3)× P and edge sets
E(AC1(λ)) = {(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (v, x)(y, x), (v, x)(x, xa−λb),
(v, x)(z, xa), (w, x)(x, xa−1b−λ), (w, x)(y, xaλ), (w, x)(z, x)| x ∈ P} ,
E(AC2(λ)) =
{
(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (v, x)(y, x), (v, x)(x, xa−λ
2
b),
(v, x)(z, xa), (w, x)(x, xa−λ
2
b−λ), (w, x)(y, xaλ), (w, x)(z, x)| x ∈ P
}
,
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E(AC3(λ)) =
{
(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (v, x)(y, x), (v, x)(x, xa−λ),
(v, x)(z, xa), (w, x)(x, xa−1b−λ
2





(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (v, x)(y, x), (v, x)(x, xa−λ),
(v, x)(z, xa), (w, x)(x, xa−λb−λ
2
), (w, x)(y, xaλ
2
b), (w, x)(z, x)| x ∈ P
}
,
respectively. All these graphs are bipartite with {(v, x), (u, x)(w, x) | x ∈ P} and {(y, x), (x, x)(z, x) | x ∈ P} as partite sets.
Example 3.2. Let p be a prime such that p − 1 is divisible by 3 and let µ be an element of order 3 in Z∗p . For any ` ∈ Z∗p ,
denote by `−1 the inverse of ` in Z∗p . Let P = 〈a, b, c | ap = bp = cp = 1, [a, b] = c, [c, a] = [c, b] = 1〉. The graphs
NC1(µ) andNC2(µ) are defined to have the same vertex set V (K3,3)× P and edge sets
E(NC1(µ)) =
{
(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (w, x)(y, xaµc−6
−1
), (w, x)(z, x),
(w, x)(x, xaµb−µc−3
−1





(u, x)(x, x), (u, x)(y, x), (u, x)(z, x), (w, x)(y, xb−µc6
−1µ2), (w, x)(z, x),
(w, x)(x, xb), (v, x)(y, x), (v, x)(x, xa−µc−6
−1µ), (v, x)(z, xa) | x ∈ P
}
,
respectively. Similarly, these graphs are bipartite with {(v, x), (u, x)(w, x) | x ∈ P} and {(y, x), (x, x)(z, x) | x ∈ P} as partite
sets.
Note that there are exactly two elements of order 3 either in Z∗p2 , that is, λ and λ
2, or in Z∗p , that is, µ and µ2. All graphs
in Examples 3.1 and 3.2 are regular coverings of the complete bipartite graph K3,3 of order 6, and it is easy to see that they
are pairwise non-equivalent. However, all graphs in Example 3.1 are isomorphic and also all graphs in Example 3.2 are
isomorphic, denoted byAC andNC as given in Theorem 1.1.
Lemma 3.3. The graphsNC1(µ),NC1(µ2),NC2(µ) andNC2(µ2) are pairwise isomorphic, and the graphsAC1(λ),AC2(λ),
AC3(λ),AC4(λ),AC1(λ2),AC2(λ2),AC3(λ2),AC4(λ2) are pairwise isomorphic.
Proof. Let P = 〈a, b, c | ap = bp = cp = 1, [a, b] = c, [c, a] = [c, b] = 1〉with 3 | (p− 1) and let µ be an element of order
3 in Z∗p . Let i, j, k ∈ Zp. To showNC1(λ) ∼= NC2(λ), we define a map α from V (NC1(µ)) to V (NC2(µ)) by
(u, x) 7→ (x, an1bn2cn3), (v, x) 7→ (y, an1+µbn2cn3+i+6−1µ), (w, x) 7→ (z, an1bn2−1cn3),
(x, x) 7→ (u, an1bn2cn3), (y, x) 7→ (v, an1+µbn2cn3+i+6−1µ), (z, x) 7→ (w, an1bn2−1cn3),
where x = aibjck, n1 = µ(i+ j), n2 = (µ+ 1)i and n3 = i(2−1i+ 3−1µ− 3−1)+ j(i+ 6−1µ)+ k. Clearly,
NNC1(µ)((v, x)) = {(y, aibjck), (x, aibj+1ck), (z, ai+1bjck−j)},
NNC2(µ)((v, x)




Now, one can easily show that
[NNC1(µ)((v, x))]α = NNC2(µ)((v, x)α).
Similarly, one can show that
[NNC1(µ)((e, x))]α = NNC2(µ)((e, x)α),
for e = u orw. This implies that α is an isomorphism fromNC1(µ) toNC2(µ) because the graphs are bipartite.
For i, j, k ∈ Zp, write x = aibjck, n4 = µ2i + µ2j, n5 = −6−1i + 2−1µj[j + 3−1(2µ − 1)] − µk, and n6 =
6−1µi − µj(i + 6−1µ) − µk. By a similar method as above, one can show that the following two maps are isomorphisms
from V (NCt(λ)) to V (NCt(λ2)) for t = 1 and 2 respectively:
(u, x) 7→ (u, an4b−µ2jcn5), (v, x) 7→ (w, an4b−µ2jcn5), (w, x) 7→ (v, an4b−µ2jcn5),
(x, x) 7→ (x, an4b−µ2jcn5), (y, x) 7→ (z, an4b−µ2jcn5), (z, x) 7→ (y, an4b−µ2jcn5);
(u, x) 7→ (u, a−µ2jb−µ2 icn6), (v, x) 7→ (w, a−µ2jb−µ2icn6), (w, x) 7→ (v, a−µ2jb−µ2icn6),
(x, x) 7→ (x, a−µ2jb−µ2 icn6), (y, x) 7→ (z, a−µ2jb−µ2icn6), (z, x) 7→ (y, a−µ2jb−µ2 icn6).
It follows thatNC1(µ),NC1(µ2),NC2(µ) andNC2(µ2) are pairwise isomorphic.
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Now let p be a prime such that 3 | (p − 1), and let P = 〈a〉 × 〈b〉 with o(a) = p2 and o(b) = p. Let λ be an element
of order 3 in Z∗p2 and set g1 = aib−λ
2 i−λj. Then for any i ∈ Zp2 and j ∈ Zp, one can show that the following four maps are
isomorphisms fromAC i(λ) toAC i(λ2) for i = 1, 2, 3, 4, respectively:
(u, aibi) 7→ (u, aλ2 ib−λ2j), (v, aibi) 7→ (w, aλ2 ib−λ2j), (w, aibi) 7→ (v, aλ2ib−λ2j),
(x, aibi) 7→ (x, aλ2ib−λ2j), (y, aibi) 7→ (z, aλ2ib−λ2j), (z, aibi) 7→ (y, aλ2 ib−λ2j);
(u, aibi) 7→ (u, g1), (v, aibi) 7→ (w, a−λ2g1), (w, aibi) 7→ (v, aλb−1g1),
(x, aibi) 7→ (z, g1), (y, aibi) 7→ (y, g1), (z, aibi) 7→ (x, g1);
(u, aibi) 7→ (u, aλ2 ibi−λj), (v, aibi) 7→ (w, aλ2 ibi−λj), (w, aibi) 7→ (v, aλ2 ibi−λj),
(x, aibi) 7→ (x, aλ2ibi−λj), (y, aibi) 7→ (z, aλ2 ibi−λj), (z, aibi) 7→ (y, aλ2ibi−λj);
(u, aibi) 7→ (u, aλibi−λ2j), (v, aibi) 7→ (w, aλibi−λ2j), (w, aibi) 7→ (v, aλibi−λ2j),
(x, aibi) 7→ (x, aλibi−λ2j), (y, aibi) 7→ (z, aλibi−λ2j), (z, aibi) 7→ (y, aλibi−λ2j).
Furthermore, write g2 = a−λ2 ibi+λj, g3 = a−λ2 ib−i+λj and g4 = a−ibλi+λ2j. The following three maps are isomorphisms
fromAC1(λ) toAC2(λ),AC3(λ) toAC4(λ) andAC1(λ) toAC3(λ) respectively:
(u, aibi) 7→ (u, g2), (v, aibi) 7→ (v, g2), (w, aibi) 7→ (w, aλ2bλg2),
(x, aibi) 7→ (z, g2), (y, aibi) 7→ (y, g2), (z, aibi) 7→ (x, g2);
(u, aibi) 7→ (u, g3), (v, aibi) 7→ (w, a−λ2b−1g3), (w, aibi) 7→ (v, a−1g3),
(x, aibi) 7→ (x, g3), (y, aibi) 7→ (y, g3), (z, aibi) 7→ (z, g3);
(u, aibi) 7→ (x, g4), (v, aibi) 7→ (y, aλg4), (w, aibi) 7→ (z, abλ2g4),
(x, aibi) 7→ (u, g4), (y, aibi) 7→ (v, aλg4), (z, aibi) 7→ (w, abλ2g4).
Thus,AC1(λ),AC2(λ),AC3(λ),AC4(λ),AC1(λ2),AC2(λ2),AC3(λ2) andAC4(λ2) are pairwise isomorphic. 
Remark. ByMalnič et al. [21, Corollary 3.3(a)], two connected regular covering projections X ×φ K 7→ X and X ×ψ K 7→ X
are isomorphic if and only if there is an automorphismα ∈ Aut(X) and an automorphism τ ∈ Aut(K) such thatWφτ = Wαψ
for all fundamental closed walksW at some base vertex v of X . With this result one can give another proof for Lemma 3.3.
For instance, in order to show that AC1(λ) ∼= AC1(λ2), take α = (v w)(y z) and τ ∈ Aut(P) defined on the generators
by aτ = aλ2 and bτ = b−λ2 , where P = 〈a〉 × 〈b〉 with o(a) = p2 and o(b) = p. Then one may prove that α maps the four
fundamental walks given in Table 1 with φ-voltages a−λb, a, a−1b−λ, aλ to walks with ψ-voltages a−1b−λ2 , aλ2 , a−λ2b, a,
respectively, which is indeed the mapping of voltages under τ . In this case, the graphs constructed in Examples 3.1 and 3.2
should be defined by assigning voltages on the four fundamental walks. However, in order to check the graph isomorphisms
constructed in the proof of Lemma 3.3, it may be better to list all the edges of related graphs as given in Examples 3.1 and
3.2.
4. Proof of Theorem 1.1
Let X be a semisymmetric graph of order 6p3 for a prime p. By Conder et al. [5], there is no connected cubic semisymmetric
graph of order 48, 162 or 750. Thus, p ≥ 7. First we shall prove that Aut(X) has a normal Sylow p-subgroup, say P , in
Lemma 4.1. Then X is a P-covering of the bipartite graph K3,3 of order 6 whose automorphism group Aut(X) projects to
a semisymmetric group of automorphisms of K3,3. The proof of Theorem 1.1 follows from Lemmas 4.2 and 4.3, where
pairwise non-isomorphic semisymmetric P-coverings of K3,3 with a lift of a semisymmetric group of automorphisms of
K3,3 are determined when P is abelian and non-abelian respectively.
Lemma 4.1. Let p ≥ 7 be a prime and let X be a connected cubic edge-transitive bipartite graph of order 6p3. Then Aut(X) has
a normal Sylow p-subgroup.
Proof. Denote by L(X) and R(X) the bipartite sets of X . Clearly, |L(X)| = |R(X)| = 3p3. Let A be the subgroup of Aut(X)
fixing L(X) and R(X) setwise. Then |Aut(X) : A| ≤ 2 and X is A-semisymmetric. Since X has valency 3, the connectivity of X
implies that |A| = 2r · 32 · p3 for some integer r ≥ 0. Thus, we only need to show that A has normal Sylow p-subgroups. Let
N be a minimal normal subgroup of A.
Suppose that N is nonsolvable. Then N = T × T × · · ·× T = Tm, where T is a non-abelian simple group. Since p ≥ 7 and
A is a {2, 3, p}-group, by Gorenstein [12, pp. 12–14] and Conway et al. [6], T is one of the following groups
L2(7), L2(8), L2(17), L3(3), U3(3), (1)
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Table 1
Voltages on fundamental cycles and their images under α1 , α2 , β , γ and δ.
C Cφ Cα1 (Cα1 )φ Cα2 (Cα2 )φ
uzvy z−11 vzwy z1z4 uxvz z
−1
3 z1





uxvy z−13 vxwy z3z
−1
2 z4 uyvz z1
uywz z−14 vyuz z
−1
1 uzwx z2
Cβ (Cβ )φ Cγ (Cγ )φ Cδ (Cδ)φ
xvzw z−13 z1z2 xwyv z
−1





xuyv z3 xuzw z2 xuzv z−11 z3
xuzw z2 xuyv z3 xuyw z−14 z2
xwyv z−12 z4z3 xvzw z
−1





with orders |L2(7)| = 23 · 3 · 7, |L2(8)| = 23 · 32 · 7, |L2(17)| = 24 · 32 · 17, |L3(3)| = 24 · 33 · 13 and |U3(3)| = 25 · 33 · 7.
Since 33 - |A|, one hasm ≤ 2 and hence p3 - |N|. It follows that N has at least p orbits on L(X) and R(X). By Proposition 2.2,
N is semiregular, which implies that |N| is a divisor of |L(X)| = 3p3, a contradiction.
Thus, N is solvable. For any prime divisor q of |A|, denote by Oq(A) the largest normal q-subgroup of A. Then, by
Proposition 2.2,Oq(A) is semiregular on L(X) and R(X) respectively. Since |R(X)| = 3p2, one hasO2(A) = 1. By the solvability
of N , either O3(A) 6= 1 or Op(A) 6= 1.
Let O3(A) 6= 1. By the semiregularity of O3(A) on R(X), O3(A) ∼= Z3. Denote by XO3(A) the quotient graph of X relative
to the orbits of O3(A), that is the graph with the orbits of O3(A) as its vertex set such that two orbits are adjacent in XO3(A)
whenever there is an edge between the two orbits in X . By Proposition 2.2, one may assume A/O3(A) ≤ Aut(XO3(A)). Note
that |A/O3(A)| = 2r · 3 · p3 and |V (XO3(A))| = 2p3. Let P be a Sylow p-subgroup of A. By Proposition 2.5, Aut(XO3(A)) has
normal Sylow p-subgroups and hence PO3(A)/O3(A) E A/O3(A). Thus, PO3(A) E A. Since O3(A) ∼= Z3, P is characteristic in
PO3(A), forcing that P E A, as required.
Thus, one may assume that Op(A) 6= 1. To finish the proof, we only need to show that |Op(A)| = p3. Suppose, by way
of contradiction, that |Op(A)| = pt for t = 1 or 2. Then Op(A) has at least p orbits on L(X) and R(X). Let G = A/Op(A) and
Y = XOp(A), the quotient graph of X relative to the orbits of Op(A). Then Op(G) = 1 and |G| = 2r ·32 ·p3−t . By Proposition 2.2,
Y is G-semisymmetric, and the two partite sets L(Y ) and R(Y ) of Y have cardinality 3p3−t . Furthermore, |Gv| = 2r · 3 for any
v ∈ V (Y ). By Proposition 2.2, O2(G) = 1. Let L be a minimal normal subgroup of G. Then L is either nonsolvable or solvable.
For the latter, O3(G) 6= 1 because Op(G) = O2(G) = 1.
Suppose that L is nonsolvable. Then L = Tm for a non-abelian simple group T . Consider the two cases |G| = 2r · 32 · p2 or
2r · 32 · p respectively. Clearly, m ≤ 2. Let |G| = 2r · 32 · p2. Then |L(Y )| = |R(Y )| = 3p2. If m = 1 then T is a non-abelian
simple group listed in (1), implying p2 - |T |. Thus, T is intransitive on both R(X) and L(X). By Proposition 2.2, |T | is a divisor
of 3p2, a contradiction. It follows thatm = 2. Since 33 - |A|, again by the simple groups listed in (1) one has L ∼= L2(7)×L2(7).
Furthermore, L is transitive on L(Y ) and R(Y ) and |Lv| = 26 · 3, which implies that Y cannot be symmetric because the order
of a stabilizer of any connected cubic symmetric graph is a divisor of 48 by Tutte [31,32]. Thus, Y is semisymmetric, which is
impossible because there is only one connected cubic semisymmetric graph of order 2 · 3 · 72 = 294 whose automorphism
has stabilizer order 6 by [5]. Let |G| = 2r · 32 · p. Then |L(Y )| = |R(Y )| = 3p. Since L cannot act semiregularly on L(Y ) and
R(Y ), |Lv| 6= 1 for any v ∈ V (Y ). Note that Gv acts primitively on the neighborhood of v in Y . Since Lv E Gv , |Lv| is divisible
by 3. Thus, 32 | |L|, and since 33 - |G|, by the simple groups listed in (1), L ∼= L2(8) or L2(17), which means that |Lv| = 24 or
48. The graph Y has order 42 or 102. By [5], there is no connected cubic semisymmetric graph of order 42 or 102. Thus, Y is
symmetric. By [9, Theorem 5.2], a cubic symmetric graph of order 42 has solvable automorphism group and so Y has order
102, which is the Smith and Biggs graph of order 102. By Biggs [1], Aut(Y ) ∼= L2(17). Thus, Aut(Y ) = L, which is impossible
because Aut(Y ) is transitive on vertices of Y , but L is not.
Thus, L is solvable and O3(G) 6= 1. By Proposition 2.2, L = O3(G) ∼= Z3, implying O3(G/L) = 1. Consider the quotient
graph YL of Y relative to the orbits of L. Then YL isG/L-semisymmetric and its two partite sets L(YL) and R(YL) have cardinality
p3−t . By Proposition 2.2, O2(G/L) = 1. Let B/L is a minimal normal subgroup of G/L. First assume that B/L is solvable. Since
O3(G/L) = O2(G/L) = 1, one has Op(G/L) 6= 1, say Op(G/L) = H/L 6= 1. Since L ∼= Z3 and p ≥ 7, a Sylow p-subgroup
of H is characteristic in H and so normal in G, contrary to the fact that Op(G) = Op(A/Op(A)) = 1. Now assume that B/L
is nonsolvable. Note that |G/L| = 2r · 3 · p2 or 2r · 3 · p. If |G/L| = 2r · 3 · p2 then the partite sets of YL have cardinality
p2. Since 32 - |G/L|, by the simple groups listed in (1), B/L ∼= L2(7), and by Proposition 2.2, B/L acts semiregularly on the
bipartite sets of YL, forcing that |L(YL)| is divisible by |L2(7)|, a contradiction. If |G/L| = 2r · 3 · p then B/L ∼= L2(7). In this
case, B/L is transitive on each of the partite sets of YL which has cardinality 7, and the stabilizer (B/L)v for any v ∈ V (YL) has
order 24. Thus, the graph Y is a cubic edge-transitive graph of order 42 such that any stabilizer of Aut(Y ) has order divisible
by 24. The graph Y cannot be symmetric because a connected symmetric cubic graph of order 42 must be 1-regular by [4].
It follows that Y is semisymmetric, which is also impossible because there is no connected semisymmetric cubic graph of
order 42 by [5]. This completes the proof. 
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Fig. 1. The complete bipartite graph K3,3 with voltage assignment φ.
Now we introduce some notation and terminology to be used throughout the remainder of the paper. There are exactly
five non-isomorphic groups of order p3 for an odd prime p, of which three are abelian, that is,
Zp3 , Zp2 × Zp and Zp × Zp × Zp,
and two are nonabelian defined by
N(p2, p) := 〈a, b | ap2 = bp = 1, [a, b] = ap〉,
N(p, p, p) := 〈a, b, c | ap = bp = cp = 1, [a, b] = c, [c, a] = [c, b] = 1〉.
Let {v,u,w} and {y, x, z} be the two partite sets of K3,3 (see Fig. 1). Set α1 = (u v w), α2 = (x y z), β = (u x)(v z)(w y),
γ = (u x)(v y)(w z) and δ = (v y w z)(u x). Then α1, α2, β, γ and δ are automorphisms of K3,3. Note that Aut(K3,3) ∼=
(S3×S3)oZ2. Thus, Aut(K3,3)has a unique Sylow3-subgroup P3, that is, P3 = 〈α1, α2〉. Clearly, each semisymmetric subgroup
of Aut(K3,3) contains P3 as a subgroup. Take a spanning tree T of K3,3 with edge set {{u, x}, {u, y}, {u, z}, {v, y}, {w, z}}
denoted by thick lines in Fig. 1.
Let P be a group of order p3 for a prime p and letX = K3,3×φ P be a connected semisymmetric P-covering of the graphK3,3
admitting a lift of a semisymmetric group of automorphisms of K3,3, where φ is a voltage assignment valued in the voltage
group P . By Conder et al. [5], we know that p ≥ 7. Assign voltage 1 to the tree arcs of T and voltages z1, z2, z3, z4 in P to the
cotree arcs (v, z), (w, x), (v, x), (w, y). By the connectivity of X , we have P = 〈z1, z2, z3, z4〉. Since P3 is the uniqueminimum
semisymmetric subgroup of Aut(K3,3), the group P3 lifts. Let B be the lift of P3. Then B ≤ Aut(X) and B ∼= P o (Z3 × Z3).
Denote by i1i2 · · · is the cycle with consecutive adjacent vertices i1, i2, . . . , is. There are four fundamental cycles uzvy, uxwz,
uxvy, and uywz in K3,3, which are generated by the four cotree arcs (v, z), (w, x), (v, x), and (w, y), respectively. Each cycle
maps to a cycle of the same length under the actions ofα1,α2, β , γ and δ. We list all these cycles and their voltages in Table 1,
in which C denotes a fundamental cycle of K3,3 and Cφ denotes the voltage on C .
Consider the mapping α1 from the set of voltages of the four fundamental cycles of K3,3 to the group P , defined by
(Cφ)α1 = (Cα1)φ , where C ranges over all these four fundamental cycles. Similarly, we can define α2, β , γ and δ. Since
P3 lifts, by Proposition 2.1, α1 and α2 can be extended to automorphisms of P , say α∗1 and α
∗
2 . By Table 1, z
α∗1






3 = z−11 . It follows that z1, z2, z3, z4 have the same order in P . For any z ∈ P , denote by o(z) the order of z in P . Then
o(z1) = o(z2) = o(z3) = o(z4). Since X is semisymmetric, β , γ and δ cannot be lifted, that is, β , γ and δ cannot be extended
to automorphisms of P . Now we have the following observation.
Observation. (1) p ≥ 7;
(2) P E B and B ∼= P o (Z3 × Z3);
(3) P = 〈z1, z2, z3, z4〉 and o(z1) = o(z2) = o(z3) = o(z4);
(4) α1 and α2 can be extended to automorphisms of P , but β , γ and δ cannot.
Lemma 4.2. Let P be an abelian group of order p3 and let X be a connected P-covering of the graph K3,3 admitting a lift of a
semisymmetric group of automorphisms of K3,3. Then X is semisymmetric if and only if P ∼= Zp2 × Zp with 3 | (p − 1) and
X ∼= AC.
Proof. Let X = K3,3×φ P be a connected semisymmetric P-covering of the graph K3,3 admitting a lift of a semisymmetric
group of automorphisms of K3,3. Then all statements listed in Observation above hold true. Let B be the lift of the Sylow
3-subgroup P3 of Aut(K3,3). Then X is B-semisymmetric. By observation (2), P E B and |B| = 9p3. Let R(X) and L(X) be the
two partite sets of the bipartite graph X . Then |R(X)| = |L(X)| = 3p3. Since P is abelian, P = Zp3 ,Z3p orZp2×Zp. To finish the
proof, it suffices to show that the first two cases cannot occur, and that in the latter case we have X ∼= AC with 3 | (p− 1)
whereAC is semisymmetric.
Case I: P = Zp3
Set C = CB(P), the centralizer of P in B. Then P ≤ C . If P = C then B/C = B/P . Aut(P), implying that B/P is cyclic.
It follows that B is abelian. Note that |B| = 9p3. Then B has the same stabilizers isomorphic to Z3 for all vertices in R(X),
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forcing X ∼= K3,3, a contradiction. Thus, P < C , that is, P is a proper subgroup of B. Let H be a Sylow 3-subgroup of C . Then
C = P × H . This implies that H E B because H is characteristic in C . By Proposition 2.2, H is semiregular on R(X) and hence
H ∼= Z3. Thus, C is regular on R(X) and L(X) respectively. Since C is abelian, by Lemma 2.6 X is symmetric, a contradiction.
Case II: P = Z3p
By observation (3), P = 〈z1, z2, z3, z4〉 and o(z1) = o(z2) = o(z3) = o(z4) = p. Suppose 〈z1〉 = 〈z3〉. Then z3 = zk1 for
some k ∈ Z∗p and hence zα
∗
1
3 = (zk1)α∗1 . By Table 1, z2z−13 z−14 = z−k1 z−k4 . It follows z2 = z1−k4 , implying 〈z2〉 = 〈z4〉. Thus,
P = 〈z1, z2〉, contrary to the hypothesis that P = Z3p . Suppose z2 ∈ 〈z1, z3〉. Considering the images of z2, z1, z3 under α∗2 ,
one has z−14 z2 ∈ 〈z−13 z1, z1〉 and hence z4 ∈ 〈z1, z3〉. Thus, P = 〈z1, z3〉, a contradiction. It follows that P = 〈z1〉× 〈z2〉× 〈z3〉.
One may assume z4 = z i1z j2zk3 for some i, j, k ∈ Zp. Then zα
∗
2

























−k. Since P = 〈z1〉 × 〈z2〉 × 〈z3〉 ∼= Z3p , the following equations hold in Zp:
i+ k− ij = 0, j2 − j+ 1 = 0, i+ jk = 0,
j− i− 1− i2 − ik = 0, k− ij− jk = 0, −k− j− ki− k2 = 0.
Since j2 − j+ 1 = 0 and p ≥ 7, one has−j 6= 0, 1. Furthermore, (−j)3 − 1 = (−j− 1)(j2 − j+ 1) = 0, implying that−j is
an element of order 3 in Z∗p . Note that i = −jk and 0 = −k− j− ki− k2 = −k− j+ jk2 − k2, that is, j(k2 − 1) = k2 + k.
Assume that k2 − 1 6= 0. Then j = k(k − 1)−1 and by j2 − j + 1 = 0, one has k2 − k + 1 = 0. Thus, −k is an element
of order 3 in Z∗p , implying j = k or j = −k2. Suppose j = k. Then k = 2 by j = k(k − 1)−1 and p = 3 by k2 − k + 1 = 0, a
contradiction. It follows that j = −k2 and i = −jk = −1. In this case, γ can be extended to the automorphism of P induced
by z1 7→ z1zk2z−k−13 , z2 7→ z−12 and z3 7→ z−13 , contrary to observation (4). Now assume k2 − 1 = 0, that is, k = 1 or −1. If
k = 1 then j(k2 − 1) = k2 + k implies that 2 = 0, a contradiction. If k = −1 then i = j because i + jk = 0. In this case,
it is easy to see that β can be extended to the automorphism of P induced by z1 7→ z−11 z−12 z3, z2 7→ z−13 and z3 7→ z−12 , a
contradiction.
Case III: P = Zp2 × Zp
Let P = 〈a〉 × 〈b〉with o(a) = p2 and o(b) = p. By observation (3), o(z1) = o(z2) = o(z3) = o(z4) = p2.
First assume P = 〈z1, z3〉. Then 〈z1〉∩〈z3〉 = 〈zp1〉 = 〈zp3〉 and hence zp3 = zrp1 for some r ∈ Z∗p . It follows that o(z−r1 z3) = p
and P = 〈z1, z−r1 z3〉. One may assume that z1 = a and z−r1 z3 = b. Thus,
z1 = a, z2 = aibj, z3 = arb, z4 = akbm, (2)
where i, k ∈ Zp2 and j,m ∈ Zp. Clearly, z2 = z i−jr1 z j3 and z4 = zk−mr1 zm3 . Consider the images of z2 = z i−jr1 z j3 under α∗1 and α∗2 .
By Table 1, z1z−13 = z jr−i1 z jr−i4 z−j4 z j2z−j3 and z−12 z4 = z jr−i1 z i−jr3 z−j1 , which implies the following equations by (2)
1+ i+ ik− jrk+ jk− ji− r = 0 (mod p2), (3)
−1+ im− jrm+ jm− j2 + j = 0, (4)
k− jr + j− ir + jr2 = 0 (mod p2), (5)
−j+m− i+ jr = 0. (6)
In what follows, all equations are to be taken modulo p (unless explicitly written mod p2) with the symbol mod p
omitted. This should cause no confusion. Similarly, by considering the image of z4 = zk−mr1 zm3 under α∗1 and α∗2 one obtains
z1 = zmr−k1 zmr−k4 z−m3 zm2 z−m4 and z−12 = zmr−k1 zk−mr3 z−m1 , which together with (2) implies the following equations:
1+ k+ k2 −mkr +mk−mi = 0 (mod p2), (7)
km−m2r +m2 −mj+m = 0, (8)
−i+ k−mr +m− kr +mr2 = 0 (mod p2), (9)
−j− k+mr = 0. (10)
By (8), eitherm = 0 or k−mr +m− j+ 1 = 0. Suppose k−mr +m− j+ 1 = 0. By (10),m = 2j− 1 and multiplying
Eq. (6) bym and adding to (4) we obtainm2 = j2 − j+ 1. Thus, 3j(j− 1) = 0, and since p ≥ 7, one has j = 0 or j = 1.
Assume j = 0. Then m = 2j − 1 = −1, and by (6) and (10), i = −1 and k = −r . One may let j = j1p (mod p2),
m = −1 + m1p (mod p2), i = −1 + i1p (mod p2) and k = −r + k1p (mod p2). By (3), (5), (7) and (9), the following
equations hold:
i1 − j1r − k1 + j1 − i1r + j1r2 = 0,
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k1 − j1r + j1 − i1r + j1r2 = 0,
−m1r + i1 +m1 − k1r +m1r2 = 0,
−i1 + k1 −m1r +m1 − k1r +m1r2 = 0.
By the first two equations, i1 = 2k1 and by the last two equations, k1 = 2i1. Thus, i1 = k1 = 0. It follows that z1 = a,
z2 = a−1, z3 = arb and z4 = a−rb−1. By Table 1, it is easy to check that γ can be extended to the automorphism of P induced
by a 7→ a−1 and b 7→ b−1, contrary to Observation (4).
Assume j = 1. Then m = 2j − 1 = 1, and by (6) and (10), i = r and k = r − 1. One may let j = 1 + j1p (mod p2),
m = 1+m1p (mod p2), i = r + i1p (mod p2) and k = r − 1+ k1p (mod p2). By (3), (5), (7) and (9), the following equations
hold:
k1 − j1 − i1 + ri1 − r2j1 + rj1 = 0,
k1 − rj1 + j1 − ri1 + r2j1 = 0,
m1r −m1 − i1 + k1r −m1r2 = 0,
−i1 + k1 −m1r +m1 − k1r +m1r2 = 0.
By the first two equations, i1 = 2k1, and by the last two equations, k1 = 2i1. Thus, i1 = k1 = 0, implying that z1 = a,
z2 = arb, z3 = arb and z4 = ar−1b. By Table 1, β can be extended to the automorphism of P induced by a 7→ a−1 and
b 7→ b−1, contrary to Observation (4).
Thus, m = 0. In this case, z1 = a, z2 = aibj, z3 = arb and z4 = ak, where i, k ∈ Zp2 and j ∈ Zp. Then z2 = z i−jr1 z j3 and
z4 = zk1 . This implies that, by replacing m with 0, Eqs. (3)–(10) hold. From Eqs. (7) and (9), k2 + k + 1 = 0 (mod p2) and
i = k(1− r) (mod p2), and from Eq. (10), j = −k. It follows that
z1 = a, z2 = ak(1−r)b−k, z3 = arb, z4 = ak.
By Table 1, bα
∗
2 = (z−r1 z3)α∗2 = z−r3 zr1z−11 = ar−r2−1b−r . Since b has order p, it must be that r2− r+1 = 0. Thus,−r has order
3 in Z∗p , and hence there is an integer ` such that−(r+`p) has order 3 in Z∗p2 , that is, (r+`p)2− (r+`p)+1 = 0 (mod p2).
Since a 7→ a and b 7→ a`pb induces an automorphism of P , by Proposition 2.3, one may assume that
z1 = a, z2 = ak(1−(r+`p))b−k, z3 = ar+`pb, z4 = ak.
Note that k and−(r + `p) are elements of order 3 in Z∗
p2
. Then p− 1 is divisible by 3. Since there are exactly two elements
of order 3 in Z∗
p2
, one has−(r + `p) = k or k2, implying either
z1 = a, z2 = a−1b−k, z3 = a−kb, z4 = ak, or
z1 = a, z2 = a−k2b−k, z3 = a−k2b, z4 = ak.
By Example 3.1, X = AC1(k) or AC2(k), and by Lemma 3.3, AC1(k) ∼= AC2(k) which is denoted by AC. Now we prove
thatAC is semisymmetric by showing thatAC1(k) is semisymmetric.
For the covering AC1(k), it is easy to check that α1 and α2 can be extended to the automorphisms of P induced by
a 7→ ak2 , b 7→ bk2 , and by a 7→ ak2b, b 7→ bk, respectively. Suppose β can be extended to an automorphism of P , say
β∗. By Table 1, bβ∗ = (zk1z3)β∗ = zk3z−k1 z−k2 z−12 = ak+2bk−1, which is impossible because o(ak+2bk−1) = p2. One may
obtain similar contradictions if γ or δ can be extended to an automorphism of P , say γ ∗ or δ∗, by noting the fact that
bγ
∗ = (zk1z3)γ ∗ = zk2z−k4 z−k3 z−13 = 1 and bδ∗ = (zk1z3)δ∗ = zk3zk4z−k2 z4z−12 = a2k+1bk−1. Recall that B is the lift of P3. Let
A = Aut(AC1(k)). Then B ≤ A and B ∼= PoZ23, which is edge-transitive onAC1(k). To show thatAC1(k) is semisymmetric,
it suffices to show that A is not vertex-transitive on AC1(k). Suppose to the contrary that AC1(k) is vertex-transitive. By
Lemma 4.1, P E A and hence A projects. In particular, there is an element of A interchanging the two partite sets of the
bipartite graphAC1(k), whose projection, say θ , interchanges the two partite sets of K3,3. If θ has order 6 then θ3 has order
2, which also interchanges the two partite sets of K3,3. Thus, one may let o(θ) = 2 or 4. Note that θ lifts. If o(θ) = 4 then
δ is a conjugate of θ under an element of P3, which implies that δ lifts, a contradiction. Let o(θ) = 2. By considering the
conjugate of θ under P3, one may obtain that either γ or δ lifts, a contradiction. Thus, A is not vertex-transitive and hence
AC1(k) is semisymmetric.
Now assume P 6= 〈z1, z3〉. Then 〈z1〉 = 〈z3〉. Let z3 = zt1 for some t ∈ Z∗p . Then zα
∗
1
3 = (zt1)α∗1 . By Table 1, z2z−13 z−14 =
z−t1 z
−t
4 . It follows that z2 = z1−t4 because z3 = zt1, implying 〈z2〉 = 〈z4〉. Thus, P = 〈z1, z4〉 and one may let
z1 = a, z2 = (arb)1−t , z3 = at , z4 = arb.
By considering the image of z3 = zt1 under α∗2 , one has z−11 = z−t1 zt3 from Table 1, that is, at2−t+1 = 1. Thus, t2 − t + 1 =
0 (mod p2). Similarly, bα
∗
1 = (z−r1 z4)α∗1 = ar2+r+1br and hence r2 + r + 1 = 0. Thus, r has order 3 in Z∗p and hence there is
an integer ` such that r + `p has order 3 in Z∗p2 , that is, (r + `p)2 + (r + `p)+ 1 = 0 (mod p2). Since a 7→ a and b 7→ a`pb
induces an automorphism of P , by Proposition 2.3, one may assume that
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z1 = a, z2 = (ar+`pb)1−t , z3 = at , z4 = ar+`pb.
Note that t2 − t + 1 = 0 (mod p2) implies that −t has order 3 in Z∗p2 and hence p − 1 is divisible by 3. Furthermore,
r + `p = −t or t2. Thus, we have either
z1 = a, z2 = a−1b−t2 , z3 = at , z4 = a−tb, or
z1 = a, z2 = atb−t2 , z3 = at , z4 = at2b.
It follows that X = AC3(−t) orAC4(−t) and by Lemma 3.3, X ∼= AC. 
Lemma 4.3. Let P be a non-abelian group of order p3 and X a connected P-covering of the graph K3,3 admitting a lift of a
semisymmetric group of automorphisms of K3,3. Then X is semisymmetric if and only if P = N(p, p, p) with 3 | (p − 1) and
X ∼= NC.
Proof. Let X = K3,3×φ P be the connected semisymmetric P-covering of the graph K3,3 admitting a lift of a semisymmetric
group of automorphisms of K3,3. Then all statements listed in Observation preceding Lemma 4.2 hold true. Let B be the lift of
the Sylow 3-subgroup P3 of Aut(K3,3). Then X is B-semisymmetric. By observation (2), P E B and B = Po (Z3×Z3). Let R(X)
and L(X) be the two partite sets of the bipartite graph X . Then |R(X)| = |L(X)| = 3p3. Since P is non-abelian, P = N(p2, p)
or N(p, p, p).
Case I: P = N(p2, p) = 〈a, b | ap2 = bp = 1, [a, b] = ap〉.
Set C = CB(P). Then B/C . Aut(P). Note that a Sylow 3-subgroup of B is isomorphic to Z3 × Z3. By Xu [34, Lemma
2.8], Aut(P) has a cyclic Sylow 3-subgroup. Thus, 3 | |C |. By Proposition 2.4, C has a Hall p′-subgroup, say H . This implies
that CP = P × H . Clearly, H is characteristic in CP and hence normal in B. By Proposition 2.2, H is semiregular on the
partite sets of the bipartite graph X , forcing that |H| | 3p3. Thus, |H| = 3. Consider the quotient graph XH of X relative to
H . By Observation (1), p ≥ 7, and by Proposition 2.2, XH is a cubic connected edge-transitive graph of order 2p3, which
is impossible because there is no such graph whose automorphism group has a Sylow p-subgroup isomorphic to N(p2, p)
by [24, Theorem 1.1] and [8, Theorem 3.2].
Case II: P = N(p, p, p) = 〈a, b, c | ap = bp = cp = 1, [a, b] = c, [c, a] = [c, b] = 1〉.
It is easy to see that P ′ = Z(P) = 〈c〉. Then for any x, y ∈ P and any integers i, j, one has [xi, yj] = [x, y]ij and










= 12 i(i− 1).
First assume that P = 〈z1, z3〉. It is easy to check that a, b, c have the same relations as do z1, z3, [z1, z3]. Then there
is an automorphism of P mapping z1 to a, z3 to b and [z1, z3] to c. By Proposition 2.3, one may let z1 = a, z3 = b,
z2 = aibjck for some integers i, j, k. Thus, z2 = z i1z j3[z1, z3]k. Considering the image of z2 = z i1z j3[z1, z3]k under α∗2 , one































. Then z4 = a−jbi+jc` = z−j1 z i+j3 [z1, z3]`
and by considering its image under α∗1 , one has a = z1 = (z−14 z−11 )−j(z−14 z2z−13 )i+j = (ajb−i−ja−1)−j(ajb−i−jaibjb−1)i+j.
Since P/P ′ = 〈aP ′〉 × 〈bP ′〉, aP ′ = a−j2+j+ij+j2+i2+ijbj(i+j)−(i+j)2+j(i+j)−(i+j)P ′, implying −j2 + j + ij + j2 + i2 + ij = 1 and
j(i + j) − (i + j)2 + j(i + j) − (i + j) = 0. Thus, j = −i and i2 + i + 1 = 0, which implies that 3 | (p − 1). It follows that























, and since i2+ i+ 1 = 0 one has k = −3−1, where





= −6−1. Then z1 = a, z2 = aib−ic−3−1 , z3 = b and z4 = aic−6−1 ,
where i2 + i+ 1 = 0. By Example 3.2, X = NC1(i) and by Lemma 3.3, X ∼= NC.
To show that NC is semisymmetric, it suffices to prove that NC1(i) is semisymmetric. By a similar argument as in
Lemma 4.2, we only need to show that α1 and α2 can be extended to automorphisms of P , but β , γ and δ cannot. By
Table 1, α1 and α2 can be extended to automorphisms of P induced by a 7→ a−(i+1)c6−1 , b 7→ b−(i+1)c−6−1 , c 7→ c i, and
a 7→ a−1b, b 7→ a−1, c 7→ c. Suppose β can be extended to an automorphism of P , say β∗. By Table 1, cβ∗ = [a−1, b−1]β∗ =
[z−11 , z−13 ]β∗ = [z−13 z1z2, z2] = [z−13 , z2][z1, z2] = [b−1, aib−i][a, aib−i] = c ic−i = 1, which is impossible. One may obtain
the same contradiction if γ or δ can be extended to an automorphism of P . Thus,NC1(i) is semisymmetric, as required.
Next assume that P 6= 〈z1, z3〉. There are two cases: |〈z1, z3〉| = p or |〈z1, z3〉| = p2. Suppose |〈z1, z3〉| = p. Then z3 = zr1.






r implies that z−11 = (z−11 z3)r = z−r+r
2
1 . Thus, r
2−r+1 = 0.Note that 〈z1〉 = 〈z3〉. By considering their
images under α∗1 , one has 〈z1z4〉 = 〈z3z−12 z4〉. Thus, P = 〈z1, z2, z3, z4〉 = 〈z1, z3, z1z4, z3z−12 z4〉 = 〈z1, z1z4〉 = 〈z1, z4〉 and
hence onemay assume z1 = a, z4 = b and z3 = ar . Considering the image of z3 = zr1 underα∗1 , one has z−14 z2z−13 = (z−14 z−11 )r ,
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implying z2 = z4(z−14 z−11 )rz3 = b(b−1a−1)rar = b1−rc(
r
2 ) = b1−rc−2−1 . In this case, z2 = z1−r4 c−2−1 , and hence
zα12 = (zα14 )1−r(cα1)−2−1 implies that z1z−13 = z1−r1 (cα1)−2−1 . This means cα1 = 1, a contradiction.
Thus, |〈z1, z3〉| = p2 and 〈z1, z3〉 = 〈z1〉 × 〈z3〉. Suppose z2 ∈ 〈z1, z3〉. By considering the images of z1, z2, z3 under α∗2 ,
one has z4 ∈ 〈z1, z3〉, contrary to observation (3). Thus z2 6∈ 〈z1, z3〉, forcing P = 〈z1, z2, z3〉. Suppose P 6= 〈z1, z2〉. Then
〈z1, z2〉 ∼= Zp × Zp and 〈z1, z2〉 ∩ 〈z1, z3〉 = Z(P) (this fact shows that any subgroup of order p2 of P contains c), implying





1 ∈ Z(P), that is, z3, z4 ∈ Z(P), implying that P is abelian, a contradiction. It follows that P = 〈z1, z2〉










2 ]j, one has ai2−i+1 ∈ P ′, forcing i2 − i+ 1 = 0. Similarly, by considering the image of z3 = z i1[z1, z2]j





′ = (z−14 z−11 )iP ′. This implies z i−14 P ′ = b−1P ′, that is, z4b−i ∈ P ′. Thus, z1 = a, z2 = b, z3 = aic j,
z4 = bick, where i2 − i+ 1 = 0.










2 ]j, one has k(i− 1) = 2j− 2−1i. It follows that j = 6−1i and k = 6−1i2. By Example 3.2, X ∼= NC2(−i),
and by Lemma 3.3, X ∼= NC. 
Remark. Let A = Aut(K3,3) and let P3 be the unique Sylow 3-subgroup of A. Let A∗ be the subgroup of A fixing the two partite
sets setwise. Then P3 ≤ A∗. There are three classes of involutions of A∗ under conjugacy of P3with representatives θ1 = (u v),
θ2 = (x z) and θ3 = (u v)(x z). It is easy to show that for the coveringAC1(λ), none of θ1, θ2 and θ3 lift, and for the covering
NC1(µ), θ2 lifts, but not θ1 and θ3. This implies that Aut(AC) ∼= (Zp2×Zp)o(Z3×Z3) and Aut(NC) ∼= N(p, p, p)o(Z3×S3)
by Lemmas 4.2 and 4.3.
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