into an equitable bandwidth allocation (in Bytes/s), but on the other hand it entails an unfair sharing of time, which This paper analyzes the effect of multi-rate transmissions in a reduces the throughput that fast stations can achieve. The CSMA wireless LAN environment. Observations in a real testbed problem was first described as a "performance anomaly" in showed that bandwidth resources (in Bytesls) are shared fairly [1] . These statements are verified in the example of fig. 1 We provide an analytical model that is validated through for the different physical layers. Each different scheme practical measurements and simulations. From this provides a different transmission rate, but the higher the formulation we derived an algorithm that was developed to chosen rate, the worse it performs in presence of noise and run in commercial IEEE 802.11 Access Points. The interference. As the quality of the signal gets worse, the algorithm performs an estimation of the maximum physical rate must be lowered in order to achieve an bandwidth that the Access Point (AP) can offer to each of its acceptable packet error ratio (PER). Furthermore, CSMA-associated stations. The results of the mechanism we present type access is used: a station wishing to transmit first probes can also be used to compute a load metric based on time the medium and transmits only if the medium is sensed idle, share, which describes the actual load of a cell more ensuring long-term channel access fairness among all active precisely than the number of active users or carried traffic. stations. In a multi-rate environment, this concept of fairness The use of our analytical method to provide the capacity that involves a considerable loss of efficiency for the whole cell, a network is able to offer to a given station avoids the since "slow" stations will capture the common medium for undesired effects of existing invasive mechanisms (e.g. see longer periods. In this way all stations obtain an equal [4] ), which consist of injecting real data over the air bandwidth (expressed in Bytes/s). In consequence fairness is interface, thus consuming valuable resources and possibly achieved at the cost of penalizing higher rate stations, which producing a negative impact on ongoing real-time leads to a loss of efficiency. In other words, on the one hand transmissions [5] [6]. fair access in a multi-rate CSMA/CA network is translated 1-4244-0992-6/07/$25.OO © 2007 IEEE
Introduction motivated by its application in multimedia transmissions
over WLANs. Most of the related previous work in the field The present popularity of WLANs, especially those based was focused on finding the maximum capacity for real-time on IEEE 802.11 standards, requires special attention with the flows based on saturation conditions and without considering aim of explaining all observable phenomena which affect background traffic [2] . In [3] a special interest was devoted their efficiency and their provision of quality. IEEE 802.11 to the effect of multi-rate stations. standards define several sets of modulations and coding rates We provide an analytical model that is validated through for the different physical layers. Each different scheme practical measurements and simulations. From this provides a different transmission rate, but the higher the formulation we derived an algorithm that was developed to chosen rate, the worse it performs in presence of noise and run in commercial IEEE 802.11 Access Points. The interference. As the quality of the signal gets worse, the algorithm performs an estimation of the maximum physical rate must be lowered in order to achieve an bandwidth that the Access Point (AP) can offer to each of its acceptable packet error ratio (PER). Furthermore, CSMA-associated stations. The results of the mechanism we present type access is used: a station wishing to transmit first probes can also be used to compute a load metric based on time the medium and transmits only if the medium is sensed idle, share, which describes the actual load of a cell more ensuring long-term channel access fairness among all active precisely than the number of active users or carried traffic. stations. In a multi-rate environment, this concept of fairness The use of our analytical method to provide the capacity that involves a considerable loss of efficiency for the whole cell, a network is able to offer to a given station avoids the since "slow" stations will capture the common medium for undesired effects of existing invasive mechanisms (e.g. see longer periods. In this way all stations obtain an equal [4] ), which consist of injecting real data over the air bandwidth (expressed in Bytes/s). In consequence fairness is interface, thus consuming valuable resources and possibly achieved at the cost of penalizing higher rate stations, which producing a negative impact on ongoing real-time leads to a loss of efficiency. In other words, on the one hand transmissions [5] [6] . fair access in a multi-rate CSMA/CA network is translated 3, 5 selection.
In(171Maut)or propose an architecture where the |~~~~~~~~~~~~~~~~-V A (11 Mbps) VV IVI .  1  LI  I  V  1  IVJIV  1  II  V  IV  tIVIV  IV   3 ;- the optimal parameters. Our contribution is thus the design and implementation of Alternatively, the AP could provide network information a mechanism that accurately performs an estimation of the to a network element operating at the application layer, so cell throughput and the achievable individual bandwidth for a that it is able to control the CODEC settings of endpoints set of stations transmitting within a WLAN cell, using wishing to initiate multimedia sessions. This model is similar potentially different modulations due to varying wireless to the approach followed by 3GPP for IP Multimedia environments.
sessions based on the Session Initiation Protocol (SIP) [9] . Being able to perform accurate throughput estimations is SIP proxies may modify media stream offers so that they of capital importance in several scenarios, and in particular in adapt to operator policies and capabilities. By connecting the the case of real-time multimedia applications. This information provided by the AP (running the proposed estimation can be used as a basis to perform a number of algorithm) to the policy functions implemented by the 3GPP decisions, such as:
IP Multimedia Subsystem (IMS) a decision can be made at -Audio / Video CODEC selection and parameterization any given time to determine the optimum set of encoding for multimedia sessions.
settings to be used, based on properly calculated throughput. -Admission Control and Policing based on network . .
conditions.~~~~~~~2.2. Admission Control adaptation conditions.
The rest of the paper is organized as follows: First, section In addition to CODEC selection, the proposed algorithm 2 presents the motivation of the proposed mechanism can be used to enhance the Admission Control strategy through a discussion of its applications. Section 3 briefly implemented by the AP. Effectively, the AP may use the introduces the basic concepts of IEEE 802.11 standards. The proposed algorithm to estimate the effect that a new user formulation and the algorithm used to compute the available would cause in the overall cell throughput. Consider for bandwidth is detailed through Section 4. In Section 5, example the case in which several multimedia sessions are implementation details are discussed. Section 6 presents the running smoothly under a given AP, and suddenly a new evaluation results, and finally our concluding remarks are node tries to connect using the lowest transmission rate. As givenuin intSection7.
we have explained above, the station with lower modulation severely affects the overall cell throughput. Different A first scope where this kind of mechanism can be used importance in others. Consider for example the case of a relates to the ability to adapt audio/video CODEC settings to GSM user that roams into a WLAN cell and wishes to make the actual network conditions. For example, a station under use of the Generic Access Network (GAN) functionality bad radio coverage conditions wishing to use a high quality adopted by 3GPP. This service makes use of the WLAN video stream may actually affect performance of all users infrastructure to replicate the GSM user experience, thus connected to the same AP (possibly with better radio alleviating operators from having to deploy costly indoor conditions). An AP implementing the proposed algorithm cellular coverage in complex environments. In this case, the would be able to periodically provide information about GSM user expects the same quality of experience (QoE) network conditions to all stations, so that they are able to from the GSM service, regardless of it being supported by a perform the best decision at any given time (e. 1case of DSSS-CCK modulations, for more details on OFDM see [15] . UMAC (Bytes)28 28 frame since its probability is negligible due to its short size time usage needed to compute the capacity available for a and the fact that it is usually transmitted at the slowest (i.e. single station ranges from 20 to 30 ms and the memory usage more reliable) bitrate.
reported by the OS is below 1.10%. On the other hand, the probability that a packet "sees" a collision (P,,I) is the same for all stations (including the AP). 6. Evaluation
Knowing its own Pf (# of packets not acknowledged / # of packets sent), the AP can do an estimation of PCO, and an In order to validate our mechanism, first of all, several estimation of any PP(i) following Opnet simulations were run using the 802.1 Ig standard set of parameters. Without losing generality, the simulated scenario Pf (i) = PER, + Pj01 -PER, PCO (12) consisted of a single IEEE 802.1 Ig cell with an AP and three stations (A, B and C): A used a physical rate of 48Mbps to 5.1. Implementation details carry the requirements of a greedy application (FTP), B offered traffic described by a 7Mbps UDP CBR source while The algorithm is fast and its implementation requires little transmitting at 24Mbps, and C increased its traffic demands resources. Therefore it is suitable for running on devices with linearly from 0 to 5Mbps using a physical rate of 12Mbps. limited features, such as any commercial AP. In order to Figure 3 shows the carried throughput measured at the prove the viability of our proposal, we implemented the application layer for all three stations. Solid lines are drawn algorithm in a commercial AP running a Linux-based OS:
for values obtained by simulation and the dotted lines are the the 4G Systems AccessCube 2. The algorithm presented in values provided by our algorithm. In saturation conditions section 4.2 with the modifications mentioned in 4.3 was and following (3), the throughput that any of these three programmed in standard C for Linux and cross-compiled to stations will obtain is about 5Mbps, and this is the value to run on the AccessCube's MIPS architecture. Some of this which each station converges, as seen in figure 3 . As C AP's features include:
increases its offered traffic, not only it is clear that less * 400MHz MIPS processor capacity is available for greedy stations, but also since C is * 32MB flash the slowest station, the global throughput is decreased as given rate, and the SNR of the last received packet. The Fig. 1 (SA= 725±51 kbps; SB= 698±44 kbps). Note that the driver also provides information about the performance of difference between the two stations' bandwidth is due to the the AP itself, e.g. packet discards, retransmission attempts, existence of packet losses: if Pf (A) = Pf (B) = 0, both stations etc. All these parameters allow an application to fill in the would get an identical bandwidth. The cell is fully loaded (L variables needed to process the algorithm in a timely manner, = 100%), but note that a load metric based on throughput so the effects of varying flows and channel conditions can be measurements will provide an erroneous notion of the actual taken into account. The testbed topology is shown in figure 5 . The stream used in a cell with three transmitters in saturation, and originated in A is sent to PC] while PC2 is the destination of sending maximum size frames; i.e. the curves in fig. 4 are an data flows originated in B and C. PC] and PC2 are directly upper bound for saturation. Observe that the presence of a connected to the AP by means of a 100Mbps Ethernet single node using the slowest modulation lowers drastically segment, so we can guarantee that the bottleneck resides in the global throughput, independently of the physical rates the air interface. A sends frames at 11Mbps, C uses 1Mbps used by the rest of the stations (see dotted surface in fig. 4 is and B decreases its bitrate one level (modulation) every 20s, nearly flat). Once these upper bounds are known, we can starting with 11Mbps. For this experiment, the AP runs the choose the appropriate offered traffic and physical rates for algorithm once per second to provide an estimation of the our scenario so that the undesired effects of multi-rate maximum capacity available for station A. contenders are clearly visible.
Measurements are shown in fig. 6 : during the first 10s Back to the testbed description (see fig. 5 ); there are three station A has to compete with only one element, station B, stations A, B and C, associated with the same IEEE 802.1 lb which is sending frames at 11Mbps. The measured capacity AP. All three stations have different traffic profiles: A is the is greater than A's requirements so A can therefore carry all source of an MPEG-2 video stream. The MPEG-2 video its offered traffic. From 10 to 20s, a burst of C's packets codec can be formatted as constant length packets of 188 makes the capacity measurements for A fall below 2Mbps, bytes (this is called Transport Stream) that can build which corresponds to the real throughput obtained by A's payloads of k x 188 bytes. The transport of TS packets over flow. During the period 20-28s, B sends frames at 5.5Mbps, IP/UDP/RTP usually includes 7 TS packets = 1316+40 bytes, and the capacity for A measured at the AP is again greater in order to approach the Ethernet MTU and maximize than. As it can be seen in the figure, the subsequent efficiency. A's packets are spaced out so that a 2Mbps CBR measurements are representative of the actual throughput stream is obtained. obtained in A's transmissions. This experiment has shown In B, a greedy application is always trying to send as many that the implementation in a commercial AP of the algorithm 1500 byte UDP packets as possible, while C follows a bursty presented in previous sections is able to detect significant pattern: the average time between consecutive bursts is 20s, capacity fluctuations that affect a given station. We argue the average duration of a burst is 8s; bursts consist of 1000 that this real-time knowledge in the AP will outperform any byte UDP packets in such a way that STA C reaches end-to-end estimation, in view of the fact that the AP is usually the system's bottleneck and is thus the best place to We also stated that the computation in terms of time provides 2500 an evaluation which is more representative of the actual cell =, 2000 load than the use of traffic (in Bytes/s). The availability of 2 1500 this metric has evident applications in the transmission of 1000 multimedia streams. These applications were widely 500 discussed in the paper. 0 As a proof of concept, an implementation of the studied 0 10 20 30 40 50 60 70 80 algorithm was developed to run in Linux-based commercial time (s) APs, showing the accuracy that can be provided in a real Fig. 6 . Real-time capacity measurements for A in the presence of scenario. Once the algorithm has been validated, in the near interference from B (greedy) and C (bursty) future this testbed will be extended to evaluate the benefits of Symposium on a World of Wireless, Mobile and Multimedia Networks, 
