. A central question raised by Lee and colleagues' work is how dynamin 2 is recruited to mitochondria. This answer might already be close at hand, because mitochondrial isoforms of key dynamin 2 binding proteins are already known. These include the BARdomain pro tein endophilin B1 (ref. 5 ) and the phosphatase enzyme synaptojanin 2A (ref. 6) , which targets the lipid phosphoinositide. However, the func tion of these proteins in mitochondrial division has not been well established. Another protein worth investigating is the dynamin 2 binding partner sorting nexin 9 (SNX9), which regu lates formation of vesicles from mitochondria 7 .
A key area for future work will be deter mining how the sequential constriction of mitochondria proceeds through the three stages described by Lee and colleagues: from the initial ERinduced constrictions to the Drp1 assembly that constricts the diameter of the mitochondrion, and finally the regu lated recruitment of dynamin 2 to the Drp1 constricted site that is required for membrane division. These are separable events, which should allow molecular dissection of each step individually.
For example, microscopy by Lee and colleagues revealed that, in the absence of dynamin 2, Drp1 was recruited to a con stricted mitochondrial tubule, giving rise to a 'frustrated' division event in which a narrow mitochondrial tubule covered with Drp1 pulled and contracted, but did not divide. Earlier work 8 showed that loss of Drp1 led to ERmediated partial constrictions, creating mitochondrial structures similar to beads on a string. Studying such intermediate states will help researchers to understand how each of the two dynamins is recruited and assembled to divide mitochondria.
Lee and colleagues' discovery means that mitochondria should be taken into consid eration when interpreting observations of dynamin inhibition by genetic or pharma cological means. For example, mutations in dynamin 2 are linked to human disorders such as Charcot-Marie-Tooth disease and centro nuclear myopathy 9 . Although research has focused on errors in endocytosis and vesicle transport to explain these diseases 9 , alterations in mitochondrial dynamics might contribute to the pathology. 
QUANTUM COMPUTING

Efficient fault tolerance
Dealing with errors in a quantum computer typically requires complex programming and many additional quantum bits. A technique for controlling errors has been proposed that alleviates both of these problems.
DA N I E L G O T T E S M A N
Q uantum computers have great potential for solving certain computational prob lems -such as simulating chemical reactions or exotic quantum materials -that seem to be intractable for regular comput ers. However, although the leading experi ments have achieved error rates of less than one error in every 1,000 operations 1 , a large quantum algorithm might require millions of operations, and even a single error could result in the wrong answer. Future largescale quantum computers will therefore need to be programmed in a 'faulttolerant' way so that they can get the correct answer in spite of a low but nonnegligible error rate. Unfortu nately, existing errorcorrection approaches come with a major drawback: they require many additional quantum bits (qubits). Writing in Physical Review X, Yoder et al. 2 propose a more efficient method for perform ing certain faulttolerant quantum operations using fewer qubits than existing approaches.
To deal with errors in a quantum computer, the computer's memory is protected by a quantum errorcorrecting code. The qubits that we wish to protect are supplemented by additional qubits that spread out the quantum information; a carefully designed code identifies errors by detecting changes in the correlations between the qubits. Errors in a quantum computation can be thought of as a disease that strikes certain qubits at random. The errorcorrection procedure is a cure for the disease, but one that is in limited supplyif the error rate is low enough, only a few qubits get sick and they can be cured efficiently, but if there are too many errors, our treatment abilities will be overwhelmed.
As long as the qubits simply sit there, error correction is relatively straightforward. But quantum computations require interactions between the qubits. If one qubit is sick, it can infect other qubits with which it interacts, and the error can propagate. Therefore, the 2 propose a technique for eliminating errors in a quantum computer. a, The authors first allow the quantum bits (qubits) of the computer to interact in small groups. An error (red) that occurs in one qubit can spread to other members of the same group (indicated by the arrows). b, After a potential outbreak, the qubits are immediately checked and the source of the error is identified. This source is corrected (green), and qubits that were in the same group are marked for tracking and later correction (denoted by stars). c, The qubits then interact in different groups. d, Finally, the qubits are checked again and the previously marked qubits corrected. This article was published online on 23 November 2016.
For a related paper on mitochondrial dynamics, see page 74.
errorcorrecting code described above needs to be upgraded to a faulttolerant protocol, which allows quantum computations to be performed while keeping the qubits protected against errors. A quantum computation can be broken down into quantum gates; these are the most elementary computational steps, such as add ing two qubits together. The most straight forward approach to creating faulttolerant quantum gates is called a transversal gate. For such gates, the qubits are quarantined into small groups, and interactions are allowed only within a group. Therefore, errors can be treated before they spread into an epidemic.
Unfortunately, a full quantum computation cannot use only transversal gates 3 -another kind of faulttolerant gate is always needed. The predominant strategy to overcome this limitation is to prepare special quantum states known as magic states 4 , which are 'injected' into the quantum computation to perform the desired gate. This injection procedure can be carried out with a controllable spread of errors, but reliably making a magic state is difficult.
One solution is to make many magic states, some of which will be tainted with errors. Using a procedure called magicstate distilla tion 5 , the states are compared with one another to find a few that are safe to inject into the computation. As one might expect, this pro cedure is extremely inefficient, requiring many attempts at making magic states to obtain even a small number that are almost errorfree. It has been estimated 6 that more than 90% of the resources in a largescale quantum computer would be devoted to magicstate distillation.
Consequently, there have been many efforts in the past five years either to reduce the resources needed for magicstate distil lation or to find alternatives. One approach has been to devise moreefficient procedures for the distillation. There has been some success in this direction 7 , but the process remains resourceintensive, perhaps because we lack a perfect understanding of how and why many magicstate distillation protocols work. Various research groups [8] [9] [10] have also proposed alternative ways of performing non transversal faulttolerant gates, the latest being Yoder and colleagues.
In their work, the authors propose slightly relaxing the quarantine that is used in trans versal gates and allowing the qubits to interact in groups of limited size (Fig. 1) . Of course, this can lead to a small outbreak in which errors propagate within a group of a qubits. However, by keeping track of each group and promptly performing error correction after a potential outbreak, the spread of errors can be limited to make sure that it remains under control. Yoder et al. find that their approach uses half as many qubits as does magicstate distillation -even if failed attempts at distillation are neglected.
But Yoder and collaborators only compare the efficiency of a quantum errorcorrecting code that is mediocre at eliminating errors, and which is therefore not a leading candidate for fault tolerance. The authors show how their construction can be applied to other codes, but not the most advanced ones being studied today 11, 12 . In particular, their protocol involves tracking outbreaks of errors that stem from a single qubit. Future work that uses the most advanced codes will require many outbreaks to be controlled simultaneously, which will proba bly call for a more complicated procedure. Nev ertheless, building a largescale, faulttolerant quantum computer is such a daunting task that every new approach is welcome. ■ Protein sorting to the ER has been studied for more than 40 years 1 , and three pathways [2] [3] [4] that transport proteins to the ER have been identified. However, there is still plenty to learn about this process because, on page 134, Aviram et al. 5 report a previously unknown pathway that can target membrane proteins to the ER in the yeast Saccharomyces cerevisiae.
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Sort of unexpected
A key step in a protein's entry to the secre tory pathway is the initial sorting process that directs proteins to the ER. The first ERtarget ing mechanism to be identified involved signal sequences 2 -stretches of 6-15 hydro phobic aminoacid residues 6 present at the amino terminus of a protein. Signal sequences are used to direct a protein to the ER, where the sequences are cleaved off. The trans membrane domains of membrane proteins can also function as noncleaved signal sequences.
Signal sequences are recognized and bound by an evolutionarily conserved 7 RNA-protein complex called the signal recognition particle (SRP). SRP is found in the cytoplasm and on the surface of the ER. It also binds to ribo somes 2, 3 , the cellular RNA-protein complexes that translate messenger RNA molecules to synthesize proteins. When SRP recognizes a signal sequence on a protein undergoing trans lation 3 , it targets this protein and the associated ribosomal complex to the ER, where protein translation is completed and the protein is simultaneously transferred into the ER 2, 3 . However, not all signal sequences are recognized by SRP. In yeast, signal sequences with less hydrophobic cores use an SRPinde pendent targeting pathway 4 mediated by the ERmembrane protein Sec62. Unlike the SRP system, which recognizes proteins only while they are being translated, proteins can undergo posttranslational targeting to the ER through the Sec62 pathway. The Sec62 pathway also operates in mammalian cells 8, 9 and is the most common ERtargeting pathway for secre tory proteins shorter than around 100 amino acids 8, 9 , probably because such proteins are released from the ribosome before they can efficiently engage with SRP.
Membrane proteins are targeted to the ER by the SRPtargeting pathway. However, tail anchored membrane proteins (those that have their transmembrane domain at the carboxy terminus of the protein) are released from the ribosome before SRP can engage with them 10, 11 . These membrane proteins are targeted to the ER by a different route, through the action of guided entry of tailanchored (GET) pro teins 10, 11 . Although many tailanchored mem brane proteins fulfil essential functions, yeast GET mutants are not lethal 12 . A lack of GET proteins has only modest effects on the cell,
