Abstract. Scattering of waves by a thin structure is considered in this work. The Helmholtz equation with variable coefficient models the wave phenomena. The scatterer is assumed to have a high index of refraction while at the same time it is very small in one of the dimensions. We show that if the index scales as O(1/h), where h is the thickness of the scatterer, then an approximate solution, based on perturbation analysis, can be obtained. The approximate solution consists of a leading order term plus a corrector, each of which solves an integral equation in two dimensions for a three-dimensional problem. We provide error analysis on the approximation. The approximate method can be viewed as an efficient computational approach since it can potentially greatly simplify scattering calculations. Numerical results provide an assessment of the accuracy of the approximate solution.
Introduction.
The problem under investigation arises in the study of photonic band gap (PBG) structures. Optical devices that exploit photonic band gap phenomena to guide and manipulate light are expected to play an important role in optical communication networks and optical computing. Thin-film or membrane devices are particularly attractive because of the relative ease with which they can be made.
A typical thin-film device is made of a material with a high index of refraction. The high index is needed to confine light within the structure. To manipulate light within the structure, holes are drilled into film. Typical structures under study can be found in several recent papers [3, 5, 6] .
In order to simulate how light behaves in such a structure, it is necessary to solve the wave equation. In most studies, the structure is surrounded by air. Thus, the domain in which the wave equation must be solved will be all of R 3 . The thin film structure can be modeled by prescribing index of refraction to a subdomain of R 3 . The classical approach to performing the required simulation of wave propagation in such a complicated structure is the finite-difference time-domain (FDTD) method [2] , with absorbing boundary conditions. While the computation proceeds in a straightforward manner, it is very time consuming.
In this paper, we propose an approximate method to solve the scattering problem. The method starts with the time-harmonic wave equations and applies a perturbation approach based on an identified small parameter. The advantage of our method is that it reduces the complexity of the computation by one dimension. The LippmannSchwinger formulation of the scattering problem will involve a three-dimensional (3-D) (volume) integral equation. Our method simplifies the calculation to solving a sequence of two-dimensional (2-D) integral equations.
The present work addresses only the case of the scalar wave equation. Maxwell's equation, which is the correct model for the propagation phenomena, will be treated in a separate, future work. This paper is organized as follows. We give a description of the problem we wish to solve in the next section. The perturbation approach is presented in section 3. Justification of the approximate method follows in sections 4 and 5. Section 6 contains numerical examples in two dimensions. The paper closes with a discussion.
thin scatterer incident wave where x = (x 1 , x 2 ) ∈ R 2 and z ∈ R. In (2.1) we call (x, z) the dielectric constant (an abuse in terminology), which will be set to unity in air and to some value in the structure. The field u(x, z) is of normalized real frequency k and comprises two components:
where the incident wave u i is given, and the scattered field u s satisfies the Sommerfeld radiation conditions
The thin structure is incorporated into the definition of (x, z). Let Ω×(−h/2, h/2) be the region occupied by the thin structure, where Ω is a bounded domain in R 2 . Then the dielectric constant is defined by
Thus, we have assumed that 0 (x) is supported in Ω.
The problem we wish to solve is to find the scattered field u s (x, z) given a thin structure (2.2) and an incident field u i (x, z). For the purpose of simulating waves in PBG structures, the total field u(x, z) for (x, z) in the thin structure, Ω×(−h/2, h/2), is of great interest.
3. Perturbation approach. One can rewrite the problem for u(x, z) in (2.1) as an integral equation [1] by observing that since
we have that
If G(x, z, x , z ) is the free space Green's function for the Helmholtz equation in R 3 , i.e., G satisfies
in R 3 with the Summerfeld radiation condition, then by using integration by parts and the decay at infinity, we get
Hence we have that the field satisfies the well-known Lippmann-Schwinger integral equation
We note that G(x, z, x , z ) is given by
See [1] for the full proof of equivalence. To solve for the field, we need to view (3.1) as an integral equation satisfied by u(x, z) for (x, z) ∈ Ω × (−h/2, h/2). Once we have found u(x, z) for (x, z) in the thin domain, we can then use (3.1) as a way to compute the field outside the thin domain. Therefore, our first step will be to find an asymptotic approximation for u inside the thin region.
To find a first order approximation, we will scale the variable in the z direction, z = hζ, so that the integral equation is now
Formally, we assume a perturbation series ansatz
The goal is now to obtain equations by which u 0 (x, z) and u 1 (x, z) can be found.
Substituting (3.3) into (3.2), we see that
The classical way to find u 0 and u 1 is to equate like powers of h on both sides of (3.4). However, the situation is complicated by the fact that G(x, z, x , z ) is singular.
We make the observation that if the integral
then, setting equal like powers of h in (3.4), we see that u 0 (x) satisfies the integral equation
We will justify this step in the next section and show that u 1 (x, z) can be calculated, as well as justified, in section 5.
Once we have solved for u 0 (x) and u 1 (x, z), we can insert them in the right-hand side of (3.1) to obtain an approximation of the field for all points outside the thin domain. Note that the equation for u 0 and, as we shall see, that for u 1 are 2-D integral equations. Therefore, in terms of computational cost we have reduced the dimension of the problem by one.
4.
Justification for the first term. Now we provide a rigorous error estimate for the approximation (3.5) derived above. The solution u(x, z) satisfies
The candidate for an approximation to u on the thin strip to substitute into (3.1) is u 0 (x), the solution to the lower dimensional problem:
To show this is a good approximation, let
For convenience define S to be the scaled strip
We will show the following uniform norm estimate. Proposition 1. There exists a constant C independent of h (but depending on k) such that
Using (4.2) and (4.3) and interchanging the order of integration, we can writẽ
We add and subtract appropriate terms to obtaiñ
For a given 0 ∈ L ∞ (Ω) which is also piecewise continuous, define the integral operator
By an abuse of notation, we will also use T to denote the same integral operator on the space of continuous functions, C 0 (S), equipped with the L ∞ norm:
(Note that T (f ) will always be independent of ζ, so the range of T is really only functions on Ω.) Thenũ − u 0 satisfies
The lemmas that follow are used to bound the right-hand side of (4.4) and to show that we can invert (I + k 2 T ).
Lemma 1. There exists a constant C independent of h and ζ but depending on
Proof. The difference of these Green's functions can be written as
We first work on the second term on the right-hand side of (4.5). Since we know that for (x, ζ) ∈ S,
there exists a constant C independent of h and ζ but depending on (real) k such that
which is integrable with respect to x on Ω, we have that
is bounded independently of h, ζ , and (x, z) ∈ S. This along with (4.6) gives that we can choose C independent of h, ζ , and (x, ζ) ∈ S such that
The integral of the first term on the right-hand side of (4.5) can be bounded as follows:
since the integrand is nonnegative. Now choose R large enough so that if B R (x) is the ball of radius R centered at x in R 2 ,
for all x ∈ Ω. Then the above is bounded by
Change to polar coordinates centered at x with
The integral transforms to
, where the constant is independent of (x, ζ) ∈ S and ζ ∈ (−1/2, 1/2). This, combined with the bounds on the first integral, proves the lemma. Recall that our scaled domain S is given as
is compact. Moreover, if we view T on the Banach space of continuous functions,
it is also a compact operator. Furthermore, (I + k 2 T ) is continuously invertible on both L 2 (S) and C 0 (S). Proof. Since 0 is piecewise continuous, the kernel 0 (x )G(x, 0, x , 0) is a finite sum of weakly singular kernels. Hence the fact that T is a compact operator on C 0 (S) follows from Theorem 1.11 of [1] . To show T is compact on L 2 (S), we will show that for any sequence
Then since g ∈ L 1 (D), there exists
In the estimates that follow we use a standard result (see, for example, [7] 
Let M = 0 ∞ . By adding and subtracting g m , we can bound the above by
with the last inequality obtained by using (4.7) with p = 2. Also, since
and f n L 1 (S) is bounded, by the Lebesgue dominated convergence theorem,
since {f n } goes to zero weakly. For any given ε > 0, choose m large enough so that
Then for this m we can choose n large enough that 
By a slight abuse of notation, in what follows we will use Ω to denote Ω × {0}. Using the equation for G, its conditions at infinity, and standard arguments of single layer potential theory [4] ,
where [·] denotes the jump across Ω, i.e.,
Let B R be any ball in R 3 containing Ω, multiply through by w, and integrate by parts to get
Since (I + k 2 T )f = 0, we conclude that f = −k 2 w on Ω. Substituting this and property (d) in the identity above, we get
We can now use the Rellich lemma (see Theorem 3.12 of [1] ) on any domain U ∈ R Note an immediate corollary of the above lemma is that u 0 exists, is unique, and is in C 0 (S). Proof of Proposition 1. Note that for each fixed h, the right-hand side of (4.4) is a continuous function. We take a Taylor expansion of the smooth incident wave u i for the first term. We then invoke Lemma 1 for the third term to obtain the bound
By the boundedness of (I + k
Since we know u 0 is continuous and u i is bounded in C 1 , we have that there exists a C 5 independent of h such that
from which the result follows for h small enough.
The next term and its justification.
First we find formally an equation for u 1 , the next term in the expansion. We begin with the ansatz and Taylor expansioñ
and, in order to obtain some sort of expansion for G, we consider the function v h ,
From Lemma 1, it seems that as
, where
So it seems reasonable to define
so that if the limit exists, we have
Insert these expansions into (4.3) and match like powers of h. The O(1) terms give the equation for u 0 . The terms of O(h) yield
We use the definition of the operator T defined in the last section to obtain
To complete our definition of u 1 we need to find an expression for v 1 (x, ζ).
Lemma 3. Given any fixed (x, ζ) ∈ S and any ρ small enough such that the 2-D ball around x of radius ρ, B x,ρ , is contained in Ω, then
Proof. Before dividing by h, the integral above can be written as
is integrable, one can compute
The second term,
Note that in the previous lemma, although the limit holds pointwise, it is not uniform as x approaches the boundary of Ω. It is this observation that will lead to a boundary correction which we will examine in a forthcoming paper. For shorthand, in what follows we use the notation
Proof. For any small ε > 0, choose ρ small enough so that
We first examine I 1 . For fixed ρ, we are away from the singularity and can expand the integrand. Define
By the mean value theorem, for y > 0,
Note that here,
Apply (5.2) with
This yields
where C is independent of h, x , and ζ . Since g ∈ L ∞ and ρ is fixed,
By Lemma 3,
For the last term,
by Lemma 1 and our choice of ρ. From the limits above, we can choose h small enough that
from which the result follows. Note that u 0 is continuous from Lemma 2. By setting g(x) = 0 (x)u 0 (x) in Proposition 2, we have that
pointwise almost everywhere in Ω, assuming 0 (x) is piecewise continuous. Using (5.1), this means that u 1 satisfies
To compute a simpler expression for u 1 , we first note that from the symmetry of the integral with respect to ζ we have
Hence u 1 (x, ζ) has the form
whereû 1 (x) is the solution to the lower dimensional integral equation
One can verify this by taking (I + k 2 T ) of both sides of (5.4) and using (5.3) to eliminate u 1 . We show the following convergence estimate.
Proposition 3. Suppose that 0 (x) is piecewise continuous. Letũ(x, ζ), u 0 (x), and u 1 (x, ζ) be given by (4.3), (4.2), (5.4), and (5.5), respectively. Then as h → 0,
Proof. Define the error by e =ũ − (u 0 + hu 1 ).
Then, by using the integral equations for each term we obtain
By adding k 2 T e to both sides and rearranging terms,
We will refer to each set of expressions on each line on the right-hand side of the above as term 1 
which from Proposition 1 and the boundedness of T is o(h) in L 2 (S). Consider term 3 /h. By Proposition 2 and the fact that g = 0 u 0 is piecewise continuous, this ratio approaches zero pointwise almost everywhere. So,
is a sequence of functions converging pointwise almost everywhere to zero, and by Lemma 1, they are uniformly bounded on a bounded domain (and hence in L 1 ). The Lebesgue dominated convergence theorem therefore yields term 3 /h → 0 in L 2 (S). Finally, for term 4 , we can again use Proposition 2 with g = 0 (ũ − u 0 ) to obtain
We have now shown that
The result follows from Lemma 2.
Numerical results.
In this section we will show some numerical results. Our goal is to demonstrate the properties of the approximation method, and in order to reduce the computational complexity, we consider 2-D scattering. We will compare results obtained using the approximate method with those obtained by solving the full Lippmann-Schwinger equation numerically.
In two dimensions, we reduce the region Ω to a line segment Ω = [−L, L]. Of course, more general regions consisting of multiple line segments can be considered. The fundamental solution in two dimensions is
where H In order to obtain solutions to which we compare our approximate solutions, we will solve a 2-D scattering problem. The equation we need to solve is the 2-D version of (3.1). We use piecewise bilinear functions to approximate the exact solution u and discretize the integral equation We will solve for the approximate solutions u 0 (x) using (3.5), and u 1 (x, z) using (5.4)-(5.5). To accomplish this, we discretize the integral equations using piecewise linear representations of u 0 (x) andû 1 .
The length of the scatterer is L = 5, and the thickness is h = 0.1. In solving the 2-D problem, we choose a mesh size of 0.02 in the direction of the membrane and 0.025 across its thickness. When solving for u 0 andû 1 , we discretize the interval with mesh size 0.02.
We will solve the scattering problem for three wave numbers, k = 4, 8, and 12. We choose the incident wave to be a plane wave of the form
The wavelengths in the scatterer under these conditions are computed and summarized in Table 6 .1. Therefore, one can compare the wavelength with the scatterer thickness h = 0.1. For example, at k = 8 the thickness is approximately 1/4 the wavelength when = 3 and approximately 1/3 the wavelength when = 9. We are particularly interested in the accuracy of the solution on the scatterer itself. In the first experiment, we solve the scattering problem with k = 8 with incident wave hitting a uniform scatterer at −45 o degrees. For dielectric constant = 3, the results are shown in Figure 6 .1. This is a good situation as the wavelength in the scatterer is more than 4 times the thickness. The error, as can be seen in the figure, is quite small, with the largest disagreement occurring at the bottom of the scatterer. There is also some discrepancy at the leading and trailing edges of the scatterer since we have not accounted for the boundary layer.
When the dielectric constant is 9, the approximation deteriorates. Under this condition, the wavelength is only 2.6 times bigger than the thickness of the scatterer. While the corrector u 1 does improve over the leading order approximation u 0 , the error is still quite noticeable. The results are shown in Figure 6 .2. A final example is given when is x dependent. The distribution of (x) is shown in Figure 6 .3, together with the solution at various z-values.
Next we calculate the relative L 2 error of the approximation. The L 2 norm is calculated by taking the values of a function at the node points of the regular mesh and interpolating with bilinear splines to obtain an estimate of the function. The interpolated function is then squared and integrated over the domain. The results of the calculations are displayed in Table 6 .2. When = 3, the error increases as a function of k. This is to be expected as the wavelength in the scatterer becomes smaller in comparison to the thickness. When = 9, the errors follow the same trend as k is increased. However, notice that the error is actually smaller for k = 4 when = 9 than when = 3. According to our estimates, for a fixed k, as we decrease h and scale as 1/h, the error should decrease according to o(h). The numerical examples presented here are meant to give an indication of the accuracy of our approximation.
7. Discussion. In this work, we developed an approximate method for solving a scattering problem where the scatterer is thin. We assume that the dielectric constant of the scatterer scales as 1/h, where h is the thickness of the scatterer. We formulate the scattering problem using the Lippmann-Schwinger equation. Solution to this equation is approximated by a series in h. Both the leading order solution and the first order corrector can be found by solving an integral equation involving one fewer spatial variable than the original problem. This could lead to substantial savings in realistic computations.
We show that the leading order approximation is O(h) accurate, while the approximation including the first order corrector is o(h) accurate. Boundary layer correctors will be needed to improve the approximation. Finally, we present numerical examples that provide some quantitative assessment of the accuracy of the approximation.
