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Abstract 
Data classification is process to determine the characteristics which correctly identify the class 
to which each instance belongs to. Data classification is very useful and widely applies in 
many fields: medical diagnosis, financial, education, business, and so on. One of the problems 
of single classifier is that the accuracy of classifier is not good enough. Therefore, methods of 
combining multiple classifiers are proposed to improve performance of the classification. 
Combining multiple classifiers is designed to utilize the advantages of each classifier. 
This thesis presents a new method of data classification by sequentially combining two 
classifiers with different optimization policy. The first classifier focuses on reducing False 
Negative (Classifier incorrectly predicts negative while it is actually positive), and the second 
classifier focuses on reducing False Positive (Classifier incorrectly predicts positive while it is 
actually negative). 
Our experiments use two different data sets of breast cancer; Wisconsin Breast 
Cancer (WBC) and Wisconsin Diagnosis Breast Cancer (WDBC) which are the most popular 
data set among the researchers for breast cancer diagnosis. The experimental results show that 
the proposed combination method is better than single classifiers. In addition, we compared 
the proposed method with a combination method (using “Vote class” in WEKA) with the 
same data sets. The experiment results show that our results are better, the accuracy for WBC 
data set we obtained 99.13 % and 98.49 % for WDBC data set, while their results are 96.99 % 
and 97.53 %, respectively. 
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CHAPTER 1 
INTRODUCTION 
1.1 General Background 
 
Today, communications through network system never stop working. The Internet is one of 
the most effective and efficient ways to communicate. Whether it is through Facebook, Gmail, 
Myspace, Yahoo, or another website, the Internet gives us the opportunity to connect with all 
kinds of different people and read news and information from all over the world. 
 Consuming data in web service and media through the Internet, we need to pay 
attention to the source of the information; is it reliable? Before we obtain the useful data, raw 
data need to be processed by many methods; one of the methods is data classification. Data 
classification is process to determine the characteristics which correctly identify the class to 
which each instance belongs to. Data classification is very useful and widely applied in many 
fields: medical diagnosis, financial, social, education, business, and so on. The accuracy of the 
data classification is very important because it influences to the decision making.  
 
1.2 Technical Background 
 
The large amount of data, the variety and complexity of data, and the demand of high accuracy 
data are challenging for researchers to design and develop a method for accurate data 
classification.  
 Combining multiple classifiers is a method for improving classification capability of 
single classifier [1], [2]. There is trade-off between False Positive (FP) and False Negative 
(FN), single classifier is challenging to achieve satisfied result (high accuracy); therefore, as 
one of the solutions, multiple classifiers combination methods have been proposed. The 
number of classifiers to combine is very important because it influences the performance, 
processing time, system design, and complexity to implement. In addition, it depends on 
where the system deploys, what kind of data to use, and who utilize it. The more number of 
classifiers the more complicated, the user needs to have enough knowledge to deal with. 
 Accuracy is the main issue that many researchers are interested. D. Lavanya and K. 
Usha Rani [3] proposed a hybrid approach named CART decision tree classifier with feature 
selection and boosting ensemble method; their results are around 95% accuracy, there are 
some failures of boosting such as little data, over training, and feature selection (preprocessing 
technique to identify significant attribute).The accuracy is not still enough; the proposed 
method has to solve it. The proposed method will be mentioned in the next section. 
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1.3 Research purpose and approach 
 
Our research purpose is to improve the accuracy of classification. To solve the problem of 
accuracy, we sequentially combine two classifiers. Since the accuracy depends on two factors 
(FN and FP), we design a combination method of two classifiers with different objectives in 
order to handle two types of false. The objective of classifier 1 responds to minimize FN with 
certain level of FP. The task of classifier 1 is the first filter which focuses on minimizing FN 
as low as possible. Classifier 2 is the second filter which responds to minimize FP generated 
by classifier 1.With combining two classifiers, classifier 1 minimizes FN and classifier 2 
minimizes FP. We can improve the performance of classifier. 
 
1.4 Contribution 
 
Contributions of this thesis are following: 
 A new design for a combination of two classifiers improves classification accuracy is 
proposed.  
 We have compared the proposed method with single classifiers, and also compared 
with methods of combination of classifiers. The proposed method outperforms the 
accuracy even for different data sets. 
 
1.5 Summary 
 
In this chapter, we described the general overview of data classification and the 
importance of the classifier. Moreover, we touched on problem of the classifier and 
proposed solution. Then we expressed the purpose of the research. Finally, we 
described the contribution.  
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CHAPTER 2 
LITERATURE REVIEW 
 
This chapter provides the literature review which includes various concepts, theories, and 
relevant researches needed to conduct this research. Section 2.1 consists of content of 
classification. Section 2.2 describes WEKA software for classification, and then Classification 
algorithms are shown in section 2.3. In section 2.4, we describe related researches about data 
classification. Finally, summarization of the chapter is given in Section 2.5. 
 
2.1 Classification 
 
Classification is process to determine characteristics which correctly identify the class to 
which each instance belongs to. The individual instance is analyzed and then categorized 
into a set of quantifiable properties, known as feature or attribute. The feature may be 
variously categorical such as blood type (type “A”, “B”, “AB”, or “O”), ordinal like “large”, 
“medium”, or “Small”, or real-valued.  
Classification is important and helpful in classifying the data. For example, classifying 
e-mail into “spam” or “non-spam” class. The problems of classification are the accuracy, time 
consuming, and so on. In our research, we focus on accuracy of classification. The challenges 
and difficulties of data classification are: 
 Design classification method: the design of method is very important; the performance 
is good or not depends on the design. This task is to determine how many components 
required, the procedure of classification, the number of classifier used, techniques 
applied to, and soon. 
 Select classifier algorithm: after designing, selecting algorithm is also important task 
because each algorithm obtains different advantages and disadvantages. We have to 
know what kind of classification, where it is employed, and what kind of data feeding 
to classifier. We have to analyze these conditions before selecting algorithm. 
 Construct classifier model: before classifying data, we need model to classify or 
estimate the data. The good model generates good output. To obtain good model, it 
requires suitable algorithm with effective parameter tuning. 
 Parameter tuning: the quality of the model depends on parameter tuning. With suitable 
values of parameter, we can obtain good model. 
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2.2 Evaluation Metrics for Classification Accuracy 
 
Referring to the performance of a classification model, it means an interest in 
the model’s ability to correctly predict or separate the classes.  In classification models, the 
primary source of performance measurements is a confusion matrix (classification matrix or a 
contingency table).  
 
Table 1: A simple confusion matrix. 
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Table 1 shows a confusion matrix for a two-class classification problem. For actual class 
we have two values Positive and Negative, and also two values for Prediction. There are four 
cases for two-class classification as following. 
 
1. True Positives (TP): the classifier correctly identifies positive as positive when it is 
actually positive. 
2. True Negatives (TN): the classifier correctly identifies negative as negative when it 
is actually negative.   
3. False Positive (FP): the classifier incorrectly identifies as positive when it is 
actually negative.   
4. False Negative (FN): the classifier incorrectly identifies as negative when it is 
actually positive.  
 
From Table1, we can directly calculate metrics of Accuracy, Precision, Recall, and F-
measure of the classifier respectively.  
 
2.2.1 Accuracy 
Accuracy is one important metric to indicate the correctness of the classifier model; therefore, 
all true and false values are computed. We can compute the accuracy by Eq. (2-1).The sum of 
correct classification divided by the sum of correct and incorrect classification.  
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2.2.2 Precision 
Precision is also another metric to consider for evaluation. Precision considers only positive 
prediction; it can be computed by Eq.(2-2).The total true positive value divided by true and 
false values of positive prediction.  
 
 
  𝐞 𝐢𝐬𝐢𝐨𝐧  
  
     
 (2-2) 
   
2.2.3 Recall 
Recall or sensitivity is one metric of classification. It is computed the total true positive value 
divided by sum of true positive value and false negative value.  It is defined by Eq. (2-3). 
 
 
𝐑𝐞  𝐥𝐥  
  
     
 (2-3) 
 
2.2.4 F-measure 
F-measure is the calculation of precision and recall value, it examines a classifier’s 
performance on rare class. It is two times of multiplication of precision and recall values 
divided by the sum of precision and recall values. It is presented by Eq. (2-4).  
 
 
 − 𝐌𝐞 𝐬  𝐞  
𝟐 ×    𝐞 𝐢𝐬𝐢𝐨𝐧 ×  𝐑𝐞  𝐥𝐥
  𝐞 𝐢𝐬𝐢𝐨𝐧  𝐑𝐞  𝐥𝐥
 (2-4) 
 
2.3 WEKA 
 
WEKA (Waikato Environment for Knowledge Analysis) is data mining software written in 
Java programming, and was developed at the University of Waikato in New Zealand. There 
are many machine learning algorithms provided to user. It is very convenient for user; 
moreover, it allows users to develop their source code and then they can run the code in 
WEKA environment. It obtains many useful tools for data preprocessing, classification, 
regression, clustering, association rules, and visualization. WEKA can run on many platforms. 
For instance, Windows, Linux, and Macintosh Operating Systems are platform of WEKA. 
WEKA is distributed under the terms of the GNU General Public License [4]-[6]. 
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Figure 1: WEKA software interface. 
 
There are four major applications in WEKA as the following: 
 Explorer: it is an application which responds for many tasks such as preprocessing, 
classification, clustering, attribute selection, and visualization. We use this application 
in our experiment.  
 Experimenter: it is an experimental environment. Its functions consist of Setting up, 
running, and analyzing, therefore, we can create, modify, run, and analysis experiment. 
 Knowledge Flow: This application has similar function as the explorer; moreover it 
provides drag-and-drop function. There are many tools such as Data Sources, Data 
Sinks, Filters, Classifiers, Clusters, Evaluation, and so on. 
 Simple CLI: it is a simple interface for user to execute commands from a terminal 
Windows. 
 
 
Figure 2: WEKA Explorer Interface. 
7 
2.4 Classifier Algorithms 
 
The performance of the classification method depends on many factors: the design of the 
method, algorithm, training process, and parameter tuning. To choose algorithm is very 
important, therefore we have to be careful in this step. Although there are many classification 
algorithms, we have selected well-known algorithms for our research such as SMO, Naïve 
Bayes Classifier (NB), J48, MLP, and IBK. These algorithms are used in many researches [8]-
[12], and also compare the result with the researches which are the same implementation, and 
the same data sets. The details of the classification algorithms are described in the next 
sessions. 
 
2.4.1 Support Vector Machine 
 
SVM is a well-known supervised learning model which can be used for classification analysis. 
It is capable to create a decision margin that is as wide as possible. SVM is used to analyze 
data and recognize patterns for classification is based on statistical machine learning 
theory[13]. 
There are linear SVM and non-linear SVM. Linear SVM separates input space. If the 
data cannot be separated by linear-SVM, SVM uses “kernel trick” to transform data into a 
higher dimension (feature space) where the data can be linear separated. 
 
 
Figure 3: SVM hyperplane in two dimensional feature space. 
 
2.4.1.1 Linear SVM 
 
Linear SVM linearly separates dataset to classify them. Let consider n points training vectors 
(     ) (     )   (     ) belonged to two labels of the classifier. We have training 
vector set:  
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(     )       
     {   − }                                                                    (2-5) 
 
Where    is training data that is a real d-dimensional input vector or vector of length d. 
 
If classifier is linearly separable, then the optimal hyperplane of the linear classifier 
defined as: 
 
                                                                                                    (2-6) 
 
Where w is the normal vector which is perpendicular to the optimal hyperplane and 
  is the input vector. Margin m is the distance between hyperplane of class one       
   and other hyperplane of class two       −   defined as:  
 
  
 
   
                                                                                                                (2-7) 
 
The hyperplane is determined by the support vector, which is the subset of training 
vector. Linear classifier function can be expressed as: 
 
 ( )      {∑   
   (    )   
  
   }                                                                   (2-8) 
 
Where    {           } is the Lagrange multipliers vector, and  
    are non-zero 
optimal solution for the classifier in Eq. (2-8).Above decision function is used to linearly 
separate data into two categories. 
 
2.4.1.2 Non-linear SVM 
 
If a classifier is non-linear, first we mapped the input space into a feature space using with 
non-linear mapping function. After that, the mapped input space is separated by a linear 
classifier. This non-linear SVM classifier defined as: 
 
 ( )      {∑   
    ( (  )  ( )   
  
   }                                                     (2-9) 
 
Decision function is expressed by kernel are: 
 
 ( )      {∑   
    (    )   
  
   }                                                              (2-10) 
 
Where  (    )  in Eq. (2-10) is kernel function which is satisfied by Mercer’s 
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conditions. There are four types of kernel function are used in nonlinear SVM classifier, they 
are linear, polynomial, Radial Basis Function (RBF), and Sigmoid. Among them, we use RBF 
kernel for the proposed method. RBF kernel is: 
 
 (    )     {−
      
 
   
}     {−    −   
 }                                          (2-11) 
 
Where   , it is a tunable parameter. 
 
2.4.2 Naïve Bayes 
 
Naïve Bayes Classifier is a probabilistic classifier based on Bayes theorem. It produces 
probability for each class value, it estimates the probability that a given instance belongs to 
that class. Naïve Bayes algorithm is a significant classifier, it is easy to construct and does not 
require parameter estimation. Then, it can be implemented by expert and non-expert 
researchers[8].  
 Consider Xas a data sample consisting n features, Ci is a class to be predicted. 
Classification is defined by P(Ci|X), probability for a class conditioned upon an observed data 
sample X, equals to its likelihood P(X|Ci) time its probability prior to any observed data 
sample P(Ci) divided by P(X).  
  (    )  
 (    ) (  )
 ( )
                                                                                         (2-12) 
 
 
Figure 4: Naïve Bayes Classifier with n nodes. 
 
 Figure 4showsNaïve Bayes Classifier with n nodes, X1 to Xn. the features Xn and class 
C are represented by nodes. An assumption is made in Naïve Bayes Classifier where features 
are conditionally independent from each other. Such assumption enables fast computation with 
limited computing resources. P(X) is constant, P(X|Ci) need to be maximized. 
 
 (𝑋   )   ∏  ( 𝑘
 
𝑘     )   (     ) ×  (     ) ×   (     ) (2-13) 
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 The assumption made in Naïve Bayes Classifier may not reflect the actual domain 
problem where features related to certain classes have complex relationship with each other. 
 
2.4.3 Multilayer Perceptron (MLP) 
 
The most common neural network model is Multi Layer Perceptron (MLP). MLP is known as 
a supervised network because it requires a desired output for learning. The goal of MLP is to 
create model that correctly maps the input to the output by using historical data.  
MLP is a neural network algorithm and uses back propagation to classify instances. 
With back propagation, input data is repeatedly presented to the neural network. The output of 
the neural network is compared to the desired output and error is computed. Then the error is 
fed back (back propagated) to the neural network and used to adjust the weights, the error 
decreases and the neural model gets closer to producing the desired output. This process is 
called “training.”Figure 5 shows the architecture of MLP. 
 
 
Figure 5: Multilayer perceptron architecture. 
 Input layer: a vector of predictor variable values is presented to the input layer. The input 
layer standardizes these values so that the range of each variable is -1 to 1. The input layer 
distributes the values to each of the neurons in the hidden layer. In addition to the 
predictor variables, there is a constant input of 1 called the bias that is fed to each of the 
hidden layers. The bias is multiplied by a weight and added to the sum going into the 
neuron. 
 Hidden layer: arriving at a neuron in the hidden layer, the value from each input neuron is 
multiplied by a weight, and the resulting weighted values are added together producing a 
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combined value. The weighted sum is fed into a transfer function. The outputs from the 
hidden layer are distributed to the output layer. 
 Output layer: arriving at a neuron in the output layer, the value from each hidden layer 
neuron is multiplied by a weight and the resulting weight values are added together 
producing a combined value. The weighted sum is fed into a transfer function. The y 
value is the output of the network. 
 
2.4.4 J48 
 
J48 is a decision tree that is used for classification using the information entropy concept, it 
implements Quinlan’s C4.5 algorithm to generate a pruned C4.5 tree. Decision tree is the most 
powerful approach in data mining. Decision is made by splitting each data attributers into 
smaller subsets to examine the entropy differences, and choose the attributes with the highest 
normalized information gain. The splitting stops when finding subset instances belong to the 
same class, and thus the leaf node gets created. If no leaf node is detected, J48 creates a higher 
up node decision based on the expected class value.  
 
 
Figure 6: J48 Decision tree. 
 Figure 6 is an example of J48 decision tree to make decision to play outside or not, 
there are 14 days (cases). If outlook is overcast, we play outside (4 of 14 days is overcast). In 
case outlook is not overcast, it is sunny or rainy, and then we have to see the second condition 
before making decision. If it is sunny and humidity is greater than 75 %, we do not play (no = 
3), otherwise we play (yes=2). The last case, outlook is rainy and we have to consider windy 
situation. If it is windy, we do not play (no = 2), otherwise we play (yes = 3).  
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2.4.5 IBK or K-Nearest Neighbor 
 
K-Nearest Neighbor (K-NN) classifier is called IBK in WEKA. It classifies instances based on 
their similarity to instances in the training data. K-NN is a popular algorithm for pattern 
recognition. K-NN is a non-parametric method used for classification and regression. In both 
cases, the input consists of the k closest training examples in feature space. The output 
depends on whether K-NN is used for classification or regression. 
 In K-NN classification, the output is a class membership. An instance is classified by a 
majority vote of its neighbors, with the object being assigned to the class most common 
among its k nearest neighbors (k is a positive integer and typically small).If k = 1, then the 
object is simply assigned to the class of that single nearest neighbor. 
 k-NN is a type of instance-based learning, where the function is only approximated 
locally and all computation is deferred until classification. 
 For classification, it can be useful to weight the contributions of the neighbors, so the 
nearer neighbors contribute more to the average than the more distant ones. For example, a 
common weighting scheme consists in giving each neighbor a weight of 1/d, where d is the 
distance to the neighbor.  
 The neighbors are taken from a set of objects for which the class or the instance 
property value is known. This can be thought of as the training set for the algorithm, though no 
explicit training step is required. 
 
2.5 Hybrid approach: CART Decision Tree Classifier with Feature Selection 
and Boosting Method 
 
In this thesis we compare the proposed method with the other classifier combination methods, 
and the detail of the comparison is presented in section 5.4 of chapter 5. The detail of each 
method describes at the following. 
 These methods are decision tree, feature selection, and boosting technique. 
 
2.5.1 Decision tree 
Decision tree is a popular and practical approach for pattern classification. It is constructed 
generally in a greedy, top down recursive manner. Decision tree structure consists of a root 
node, internal node, and leaf node. The classification rule is derived from the decision tree in 
the form of “if then else,” it is human readable rule and easy to understand. The rule is used to 
classify the records with unknown value for class label. The decision tree has two phases: 
1. Building phase: the best attribute is selected based on attribute selection measures such 
as information gain, gain ratio, Gini index. When the best attribute is selected then the 
tree is constructed with node as the root node and the distinct values of the attribute are 
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denoted as branches. 
2. Pruning phase:  the sub trees are eliminated which may over fit the data. The pruning 
handles the problem of over fitting the data. This phase generalizes the trees by 
removing the noise. This enhances the accuracy of a classification tree.  
 
2.5.2 Feature selection 
Feature selection is preprocessing technique in data mining. It plays an important role in 
classification. Feature selection is extensively used in the fields of statistics, pattern 
recognition and medical diagnosis. The task of feature selection is to reduce the number of 
attributes. The attributes are reduced by removing irrelevant attributes which do not have 
significance in classification. The processes of feature selection are as following: 
1. Generation of candidate subsets of attributes from original feature set using searching 
techniques. 
2. Evaluation of each candidate subset to determine the relevancy towards the 
classification using measures such as distance, dependency, consistency, classifier 
error rate. 
3. Termination condition to determine the relevant subset or optimal feature subset. 
4. Validation to check the selected feature subset.  
 
 
Figure 7: Feature selection process. 
 
If implement properly, feature selection can improve the performance of classification. 
 
2.5.3 Boosting 
 
Boosting is a machine learning algorithm for reducing bias in supervised learning. The aim of 
Boosting is to create a set of weak learners to be a single strong learner. A weak learner means 
a classifier which is slightly correlated with the true classification. And strong learner is a 
classifier that is arbitrarily well-correlated with the true classification. 
 The main variation between many boosting algorithms is their method of weighting 
training data and hypotheses. There are many boosting algorithms such as AdaBoost (very 
popular), LPBoost, TotalBoost, BrownBoost, and so on.  
Boosting creates ensemble of classifiers by replacing data as in bagging, classifiers are 
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combined by majority voting. Each training tuple is assigned with weight. After learning, the 
classifier updates the weights so that the subsequent classifier concentrates on misclassified 
tuples. The final classifier combines the votes of all the classifiers. 
 
2.6 Related work 
 
There are several studies have been presented about combining classifiers. These studies have 
applied different approaches, techniques, and algorithms to classify the data with high 
classification accuracy.  
 Gouda I. Salama, et al. [9] presented the class for combining classifiers in WEKA 
called Vote. They applied five algorithms such as decision tree J48, Multilayer Perceptron, 
Naïve Bayes, SMO, and Instance Based for K-Nearest Neighbor (IBK) with three different 
data sets: Wisconsin Breast Cancer (WBC), Wisconsin Diagnosis Breast Cancer (WDBC), and 
Wisconsin Prognosis Breast Cancer (WPBC). Their experiments include the combination of 
two classifier, three classifiers, and four classifiers. They implemented combination of SMO 
with NB for three data sets, we implemented only two data sets. Their results of combination 
of SMO and NB for WBC are 96.99% and 97.53% for WDBC. 
 D. Lavanya, et al. [3] proposed hybrid method called CART decision tree classifier 
with feature selection and boosting ensemble method. They evaluated their method with three 
different data sets such as Breast cancer, WBC, and WDBC. The results of experiment show 
that the CART with feature selection and Bagging, and CART with Feature selection and 
Boosting, are better than CART algorithm. They applied different algorithms and methods, but 
we applied the same data sets so that we want to compare our proposed method to this 
research. 
 Zhiyong Yang, et al. [1] proposed a method named KNC (K-Nearest Neighbor 
Classifier) algorithm for combining KNN algorithm and other three classifiers: C4.5, Naïve 
Bayes, and SVM, based on their classification capabilities on three different types of instances. 
They implemented the experiment with 20 UCI data sets, then compared KNC algorithms with 
KNN, SVM, NB, AdaBoost algorithms; one algorithm may has good result for this data set 
while the another algorithm may has good result for another dataset because each algorithm 
having individual characteristics. This method was applied many algorithms and data sets 
(including same data set). They combined KNN and C4.5, Naïve Bayes, and SVM which are 
different from our proposed method. Even though the single algorithm is the same, therefore, 
we do not compare with this method.  
 YaoYu, et al. [14] proposed a classifier learning algorithm based on decision tree. This 
method improved the accuracy of classification by combining boosting and decision tree. The 
main idea is to make full use of the advantages of ensemble algorithm learning and decision 
tree. They implemented experiment with UCI machine learning data sets show the 
effectiveness of the proposed algorithm. This method was applied C4.5, NB, SVM, and KNN, 
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they experiment is only single classifier. 
 H.S.Hota. [15] proposed an ensemble model by applying support vector machine and 
decision tree C5.0.They utilized feature selection technique to reduce feature. They obtained 
the accuracy of 92.52%. There is the same algorithm as our method that is SVM, but other 
algorithm is different.  
 
2.7 Summary 
 
This chapter touches on concepts of classification, and we presented evaluation metrics of 
accuracy, precision, recall, and f-measure. And then we gave introduction to WEKA software 
for our experiment; there are four main applications such as Explorer, Experimenter, 
Knowledge Flow, and Simple CLI. For our research we deployed Explorer application. 
Besides, we presented some classifier algorithms deployed in this research. We also described 
the difference of our method and comparative method in this chapter. Finally, we expressed 
some related works to our research. 
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CHAPTER 3 
PROPOSED COMBINATION METHOD 
 
In this chapter, section 3.1 we describe the overview of design of the proposed method, the 
concept of the design, and the importance what and how it improves. In section 3.2, we 
describe the procedures. 
 
3.1 Design overview 
 
D. Lavanya and K. Usha Rani [3] proposed CART decision tree classifier with feature 
selection and boosting ensemble method with three data sets. Feature selection is the task to 
reduce the number of attributes which are not significant in classification; sometimes the data 
set comprised of many attributes which not related to classification so we need to remove them 
otherwise it degrades the performance. The processes of feature selection consist of four 
processes. First, Generation of candidate subsets of attributes from original feature set using 
searching techniques. The second one is Evaluation of each candidate subset to determine the 
relevancy towards the classification using measures such as distance, dependency, consistency, 
classifier error rate. The third one is termination condition to determine the relevant subset or 
optimal feature subset. The last process is validation to check the selected feature subset. They 
also applied boosting method. Boosting method uses majority vote. Each training tuple is 
assigned with weight. After learning, the classifier will update its weights so subsequent 
classifier concentrates on misclassified tuples. The final classifier combines the votes of all the 
classifiers. The problems of boosting are the small amount of data set (the number of instances 
for WBC data set is 699 and 569 for WDBC), over training, limited ability to generalize where 
the data does not include misclassification errors. These are the reasons that affect the 
accuracy of this method. 
We proposed a new design for data classification illustrated in Fig.7.The aim is to 
improve accuracy of classifier by combining two classifiers. The proposed method 
sequentially combines classifiers to reduce FP and FN as much as possible. Since a relation 
between FN and FP is trade-off, it is difficult to reduce the both of them with satisfied level at 
only one classifier. Therefore, the proposed method combines of two different classifiers that 
focus on different purposes. To obtain classifier 1 and 2 in the training phase, we had to do 
experiment for many cases of different ratio of training and testing data set. Each case we did 
experiment five times then chose the best one of each case to calculate the average value for 
creating classifier model. From this step, we selected again for the best case (one of five) to be 
our classifier 1 and 2. This method is called training phase. After that, for evaluation the 
method is the testing phase as shown in the Fig. 7. There are two classifiers, the classifier 1 
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responds for minimizing FN as low as possible even though it obtained high FP, we remove all 
FN at classifier 1 and reduction of FP is the task of classifier 2. Classifier 2 responds for 
minimizing FP which is generated by the classifier 1, at this stage FN is not high because it is 
reduced by classifier 1. With this method, we obtain the small amount of FN by the classifier 1 
and FP by the classifier 2, and then the accuracy of our classifier is improved. 
 
 
Figure 7: Flowchart of the proposed method. 
 
3.2 Procedures of the proposed method 
 
There are three phases in the proposed method: selecting phase, training phase and testing 
phase (Fig. 8). The details are described in the following. 
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Figure 8: Procedures of the proposed method. 
 
Selecting phase: 
 Machine Learning (ML) Algorithms: we select two different ML algorithms for the 
classifier1 and the classifier 2. The classifier 1 and the classifier 2 are selected to 
reduce FN and FP, respectively. Parameter tuning is also needed for each classifier. 
The detail of two classifiers present in the next chapter. 
 
Training phase: 
 Training data: Training data is fed to build a model for classifier 1, and is also fed to 
build a model for classifier 2. 
 
Testing phase: 
 Testing data: Testing data is used to test the performance of the classifier. First all of 
testing data is inputted to classifier 1. 
 After classifier 1, we obtained two different results. The first one is TN with FN, and 
the second one is the TP with FP which is the input for classifier 2.Final result: after 
two classification processes, we obtain the final results including true (TP and TN), 
and false (FP and FP).From the block diagram, calculate true and false to evaluate 
accuracy as following: 
 TN = TN1 + TN2; TN1 and TN2 mean TN from the classifier 1 and classifier 2, 
respectively. 
 FN = FN1 + FN2; FN1 and FN2 mean false negative from the classifier 1 and 
classifier 2, respectively. 
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 TP = TP2; TP2 means True Positive from the classifier 2. 
 FP = FP; FP2 means False Positive from the classifier 2. 
Then, we can evaluate the performance of the classifier by calculating accuracy, 
precision, recall, and f-measure. 
 
3.3 Summary 
 
This chapter presents two major points. One is about design overview so the reader can get the 
picture of the structure design. The second point is about the procedure of how each 
component responds for; moreover, we describe classifier 1 and 2’s function which is the main 
of the design.  
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CHAPTER 4 
CLASSIFIER SELECTION AND PARAMETER TUNING 
 
4.1 Dataset 
 
The datasets in our experiment are publicly available on the Internet. We downloaded from the 
website of UCI Machine Learning Repository, Center for Machine Learning and Intelligent 
Systems[16]. We employed two datasets in our experiment Wisconsin Breast Cancer and 
Wisconsin Diagnosis Breast Cancer. A brief description of the data set is presented in Table 2. 
Each data set consists of different attributes and the number of instances, and we describe in 
the next section.  
 
Table 2: Description of the breast cancer data sets. 
Data set No. of 
Attributes 
No. of 
Instances 
No. of classes 
Wisconsin Breast Cancer 
(WBC) 
11 699 2 
Wisconsin Diagnosis 
Breast Cancer (WDBC) 
32 569 2 
 
4.1.1 Wisconsin Breast Cancer Data set 
 
WBC data set consists of 699 instances with 11 attributes, and 2 classes Benign and Malignant. 
The first attribute is sample code number is the ID number of the patient, the other attributes 
like clump thickness, uniformity of cell size, uniformity of cell shape, and so on obtain the 
value 1–10. The last attribute (class attribute) consists of two classes: class 2 for benign (non-
cancerous) samples, class 4 for malignant (cancerous) samples.  
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Table 3: Wisconsin Breast Cancer Data set. 
No Attribute Description  
1 Sample code number ID number 
2 Clump thickness 1 – 10  
3 Uniformity of cell size 1 – 10 
4 Uniformity of cell shape 1 – 10 
5 Marginal adhesion  1 – 10 
6 Single epithelial cell size 1 – 10 
7 Bare nuclei 1 – 10 
8 Bland chromatin 1 – 10 
9 Normal nucleoli 1 – 10 
10 Mitoses  1 – 10 
11 Class  2 for benign, 4 for malignant 
 
4.1.2 Wisconsin Diagnosis Breast Cancer Data set 
 
WDBC data set consists of 569 instances, 32 attributes, and 2 classes Malignant and Benign. 
The attributes of the dataset are ID number of the patient, Diagnosis attribute such as 
Malignant and Benign, Radius texture, Perimeter, Area, Smoothness, Compactness, Concavity, 
Concave points, Symmetry, Fractal dimension, and so on.  
 
4.2 Classifiers Selection 
 
When we combine two classifiers for our experiment, we would like to know which algorithm 
has good performance (strong classifier). There are many cases for parameter tuning for 
creating classifier model. For example, there are 25 cases of parameter tuning for classifier 1 
and 5 cases of parameter tuning for classifier 2, we cannot try all cases so we choose only the 
best classifier. In some cases for Classifier 1, we obtained many values of FN = 0 but we have 
to choose the better one with lower FP.  
Before selecting algorithm for our classifier model, we implemented experiment of 
some algorithms for WBC data set displayed in the Table 4. The result showed that SMO an 
NB algorithms achieved better performance compare to other algorithms. The performance of 
our proposed method depends on the combination of two classifiers. Even though we do not 
know which combination is the best, it might be the combination of SMO and MLP, or NB 
and SMO, J48 and IBK, and so on. However, we focus only two algorithms for our method. 
We decided to implement SMO and NB algorithm. 
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The same concept with WDBC data set, we also implemented experiment of the same 
algorithms. The result of the experiments are shown in Table 5, J48 obtained the lowest 
accuracy 93.86% while SMO obtained the highest accuracy 97.81%.  
In order to obtain good model for classifier, we have to choose the suitable value of 
parameters for each classifier. The parameter tuning methods are discussed in the following 
sections. 
 
Table 4: The result of model of five classifier algorithms for WBC data set. 
No Classifier Correctly 
classified (%) 
Incorrectly 
classified (%) 
1 SMO 96.71 3.29 
2 NB 95.99 4.01 
3 MLP 95.85 4.15 
4 J48 94.56 5.44 
5 IBK 95.14 4.86 
  
Table 5: The result of model of five classifier algorithms for WDBC data set. 
No Classifier Correctly 
classified (%) 
Incorrectly 
classified (%) 
1 SMO 97.81 2.19 
2 NB 94.30 5.70 
3 MLP 97.37 2.63 
4 J48 93.86 6.14 
5 IBK 95.61 4.39 
 
 
4.2.1 Classifier 1 
 
The main task of classifier 1 is to minimize false negative. We apply SMO algorithm which is 
the algorithm of SVM. SVM with Gaussian RBF kernel involves two hyperparameters: 
penalty parameter C, and the kernel width 𝛿 [17]. 
 
1. Penalty parameter or complexity penalty parameter C, C>0. 
2. Kernel width 𝛿,   
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This is RBF kernel 
 (    )     {−
      
𝟐
𝟐 𝟐
}  𝐞  {−    −   
𝟐}                                           (4-1) 
Gamma   parameter defines how far the influence of a single training example reaches, 
with low values meaning “far,” high value meaning “close.”The C parameter trades off 
misclassification of training examples against simplicity of the decision surface. A low C 
makes the decision surface smooth, while a high C aims at classifying all training examples 
correctly.  
To search for a good value of C and   , we fix the C value then change   value. 
Repeating the process, after that we observe the result and select the best choice. The tables 
below from Table6 to Table 10 are parameter tuning for WBC data set in different portion of 
training-testing. We look for the best result in each experiment in order to create classifier 
model 1, the results of experiment are below: 
 From Table 6 to 8, the row no.9 showed the best result of false negative value “zero” 
which we require for our classifier model 1; therefore we choose row no. 9. 
 In Table 9, we obtain the best value of false negative at row no.13; therefore, we choose 
this parameter setting to create classifier model 1. 
 In Table 10, we obtained the best result for false negative at row no. 17; therefore, we 
choose this parameter setting to create classifier model 1. 
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Table 6: Parameter tuning for classifier model 1 (training-testing 90%-10%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 63.75 36.25 0 228 
2 0.01 0.1 65.18 34.82 0 219 
3 0.01 1 96.18 3.82 14 10 
4 0.01 10 63.75 36.25 0 228 
5 0.01 100 63.75 36.25 0 228 
6 0.1 0.01 71.54 28.46 0 179 
7 0.1 0.1 95.54 4.46 12 16 
8 0.1 1 96.34 3.66 16 7 
9 0.1 10 93.16 6.84 43 0 
10 0.1 100 63.75 36.25 0 228 
11 1 0.01 95.54 4.46 11 17 
12 1 0.1 96.18 3.82 14 10 
13 1 1 96.50 3.50 16 6 
14 1 10 94.43 5.57 32 3 
15 1 100 86.00 14.00 88 2 
16 10 0.01 96.18 3.82 13 11 
17 10 0.1 96.34 3.66 14 9 
18 10 1 95.23 4.77 16 14 
19 10 10 94.75 5.25 30 3 
20 10 100 94.75 5.25 28 5 
21 100 0.01 96.18 3.82 14 10 
22 100 0.1 96.34 3.66 14 9 
23 100 1 94.75 5.25 17 16 
24 100 10 94.75 5.25 30 3 
25 100 100 87.28 12.72 80 4 
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Table 7: Parameter tuning for classifier model 1(training-testing 70%-30%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 60.32 39.68 0 194 
2 0.01 0.1 60.32 39.68 0 194 
3 0.01 1 94.27 5.73 8 20 
4 0.01 10 60.32 39.68 0 194 
5 0.01 100 60.32 39.68 0 194 
6 0.1 0.01 64.00 36.00 0 176 
7 0.1 0.1 94.47 5.53 11 16 
8 0.1 1 95.91 4.09 14 6 
9 0.1 10 89.57 10.43 51 0 
10 0.1 100 60.32 39.68 0 194 
11 1 0.01 94.47 5.53 11 16 
12 1 0.1 95.70 4.30 12 9 
13 1 1 95.70 4.30 16 5 
14 1 10 93.25 6.75 32 1 
15 1 100 82.00 18.00 85 3 
16 10 0.01 95.50 4.50 12 10 
17 10 0.1 96.11 3.89 13 6 
18 10 1 94.88 5.12 15 10 
19 10 10 93.86 6.14 29 1 
20 10 100 82.20 17.80 80 7 
21 100 0.01 96.11 3.89 12 7 
22 100 0.1 95.91 4.09 14 6 
23 100 1 93.86 6.14 15 15 
24 100 10 93.86 6.14 29 1 
25 100 100 82.20 17.80 82 5 
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Table 8: Parameter tuning for classifier model 1 (training-testing 50%-50%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 54.57 45.43 0 159 
2 0.01 0.1 54.57 45.43 0 159 
3 0.01 1 90.28 9.72 7 27 
4 0.01 10 54.57 45.43 0 159 
5 0.01 100 54.57 45.43 0 159 
6 0.1 0.01 54.57 45.43 0 159 
7 0.1 0.1 94.28 5.72 9 11 
8 0.1 1 94.85 5.15 13 5 
9 0.1 10 87.14 12.86 45 0 
10 0.1 100 54.57 45.43 0 159 
11 1 0.01 94 6 9 12 
12 1 0.1 95.14 4.86 10 7 
13 1 1 95.42 4.58 13 3 
14 1 10 92.57 7.43 25 1 
15 1 100 80.57 19.43 62 6 
16 10 0.01 94.57 5.43 10 9 
17 10 0.1 95.42 4.58 11 5 
18 10 1 94 6 13 8 
19 10 10 92.57 7.43 22 4 
20 10 100 81.42 18.58 57 8 
21 100 0.01 94.28 5.72 11 9 
22 100 0.1 95.14 4.86 13 4 
23 100 1 92 8 13 15 
24 100 10 92.57 7.43 25 1 
25 100 100 81.42 18.58 55 10 
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Table 9: Parameter tuning for classifier model 1 (training-testing 30%-70%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 58.09 41.91 0 88 
2 0.01 0.1 58.09 41.91 0 88 
3 0.01 1 58.09 41.91 0 88 
4 0.01 10 58.09 41.91 0 88 
5 0.01 100 58.09 41.91 0 88 
6 0.1 0.01 58.09 41.91 0 88 
7 0.1 0.1 90.95 9.05 4 15 
8 0.1 1 95.71 4.29 6 3 
9 0.1 10 92.85 7.15 7 8 
10 0.1 100 58.09 41.91 0 88 
11 1 0.01 89.52 10.48 4 18 
12 1 0.1 96.66 3.34 4 3 
13 1 1 96.66 3.34 7 0 
14 1 10 94.76 5.24 5 6 
15 1 100 84.28 15.72 30 3 
16 10 0.01 96.66 3.34 4 3 
17 10 0.1 96.66 3.34 6 1 
18 10 1 96.66 3.34 6 1 
19 10 10 94.76 5.24 3 8 
20 10 100 84.28 15.72 24 9 
21 100 0.01 96.66 3.34 5 2 
22 100 0.1 96.66 3.34 6 1 
23 100 1 96.66 3.34 6 1 
24 100 10 94.76 5.24 9 2 
25 100 100 84.28 15.72 30 3 
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Table 10: Parameter tuning for classifier model 1 (training-testing 10%-90%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 42.85 57.15 20 20 
2 0.01 0.1 42.85 57.15 20 20 
3 0.01 1 42.85 57.15 20 20 
4 0.01 10 44.28 55.72 23 16 
5 0.01 100 44.28 55.72 23 16 
6 0.1 0.01 42.85 57.15 20 20 
7 0.1 0.1 70 30 7 14 
8 0.1 1 92.85 7.15 4 1 
9 0.1 10 67.14 32.86 13 10 
10 0.1 100 42.85 57.15 20 20 
11 1 0.01 80 20 3 11 
12 1 0.1 94.28 5.72 3 1 
13 1 1 94.28 5.72 2 2 
14 1 10 91.42 8.58 3 3 
15 1 100 70 30 13 8 
16 10 0.01 94.28 5.72 3 1 
17 10 0.1 95.71 4.29 3 0 
18 10 1 94.28 5.72 1 3 
19 10 10 91.42 8.58 4 2 
20 10 100 71.42 28.58 11 9 
21 100 0.01 94.28 5.72 3 1 
22 100 0.1 90 10 4 3 
23 100 1 94.28 5.72 1 3 
24 100 10 91.42 8.58 4 2 
25 100 100 71.42 28.58 10 10 
 
 
We plot a graph for good range of parameters for the best case (low FN) of each 
training-testing ratio for WBC data set. The Table 11 and Figure 9 are the same information of 
the good range of parameter C and gamma which is from 0.1 to 10. The range of parameter C 
and gamma we use in our experiment is from 0.01 to 100.We can summarize the range as 
below 
 Range 0.01 to 0.1 is not good range for parameter C and gamma. 
 Range 0.1 to 10 is good range for parameter C and gamma. 
 Range 10 to 100 is not good range for parameter C and gamma. 
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Table 11: best case of parameter C and Gamma for WBC data set. 
Training-testing 
ratio 
Parameter C Parameter 
gamma 
Accuracy (%) FN 
90%-10% 0.1 10 93.16 0 
70%-30% 0.1 10 89.57 0 
50%-50% 0.1 10 87.14 0 
30%-70% 1 1 96.66 0 
10%-90% 10 0.1 95.71 0 
 
 
Figure 9: good range of parameter c and gamma. 
 
 The tables of parameter tuning below from Table 11 to Table 15 are for WDBC data set 
with different cases. The same procedure like WBC data set, the best result of each experiment 
that we select for creating our classifier model is following: 
 In Table 11, the best result is at the row no. 14 with FN = 6, is better than other result. 
 In Table 12, the best result is at the row no. 14 with FN = 5, is better than other result. We 
also obtained FN = 5 at row no. 19, but its FP is greater than row no. 14.  
 In Table 13, we choose the result of row no. 9 is the best with FN = 0 and FP = 90, less 
than other cases even though they obtained FN = 0 but FP is higher.  
 In Table 14, the result of row no. 9 is the best with FN = 0 and FP = 79, while other cases 
obtained higher FN compare to row no. 9.  
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 In Table 15, we obtained many results with FN = 0 and different value of FP. We have to 
choose the one with low FP that is the result of row no. 12. 
 
Table 12: Parameter tuning for classifier model 1 (training-testing 90%-10%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 61.32 38.68 0 198 
2 0.01 0.1 61.32 38.68 0 198 
3 0.01 1 71.28 28.72 0 147 
4 0.01 10 61.32 38.68 0 198 
5 0.01 100 61.32 38.68 0 198 
6 0.1 0.01 61.32 38.68 0 198 
7 0.1 0.1 92.38 7.62 2 37 
8 0.1 1 95.31 4.69 4 20 
9 0.1 10 66.99 33.01 0 169 
10 0.1 100 61.32 38.68 0 198 
11 1 0.01 92.57 7.43 2 36 
12 1 0.1 96.28 3.72 1 18 
13 1 1 97.65 2.35 4 8 
14 1 10 93.75 6.25 26 6 
15 1 100 61.32 38.68 0 198 
16 10 0.01 96.87 3.13 1 15 
17 10 0.1 98.24 1.76 1 8 
18 10 1 97.65 2.35 5 7 
19 10 10 93.35 6.65 28 6 
20 10 100 61.32 38.68 0 198 
21 100 0.01 97.85 2.15 2 9 
22 100 0.1 97.65 2.35 3 9 
23 100 1 95.70 4.30 13 9 
24 100 10 93.35 6.65 18 16 
25 100 100 61.32 38.68 0 198 
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Table 13: Parameter tuning for classifier model 1 (training-testing 70%-30%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 56.53 43.47 0 173 
2 0.01 0.1 56.53 43.47 0 173 
3 0.01 1 66.58 33.42 0 133 
4 0.01 10 56.53 43.47 0 173 
5 0.01 100 56.53 43.47 0 173 
6 0.1 0.01 56.53 43.47 0 173 
7 0.1 0.1 91.70 8.30 2 31 
8 0.1 1 95.47 4.53 7 11 
9 0.1 10 71.35 28.65 0 114 
10 0.1 100 56.53 43.47 0 173 
11 1 0.01 91.95 8.05 3 29 
12 1 0.1 96.48 3.52 2 12 
13 1 1 96.98 3.02 6 6 
14 1 10 91.45 8.55 29 5 
15 1 100 56.53 43.47 0 173 
16 10 0.01 96.48 3.52 3 11 
17 10 0.1 96.73 3.27 4 9 
18 10 1 96.48 3.52 6 8 
19 10 10 90.70 9.30 32 5 
20 10 100 56.53 43.47 0 173 
21 100 0.01 96.48 3.52 5 9 
22 100 0.1 97.23 2.77 2 9 
23 100 1 95.22 4.78 13 6 
24 100 10 90.70 9.30 22 15 
25 100 100 90.70 9.30 29 8 
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Table 14: Parameter tuning for classifier model 1 (training-testing 50%-50%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 50.87 49.13 140 0 
2 0.01 0.1 50.87 49.13 140 0 
3 0.01 1 50.87 49.13 140 0 
4 0.01 10 54.73 45.27 129 0 
5 0.01 100 50.87 49.13 140 0 
6 0.1 0.01 50.87 49.13 140 0 
7 0.1 0.1 90.87 9.13 6 20 
8 0.1 1 94.73 5.27 10 5 
9 0.1 10 68.42 31.58 90 0 
10 0.1 100 50.87 49.13 140 0 
11 1 0.01 91.22 8.78 6 19 
12 1 0.1 95.43 4.57 7 6 
13 1 1 96.84 3.16 6 3 
14 1 10 89.12 10.88 28 3 
15 1 100 54.03 45.97 131 0 
16 10 0.01 95.78 4.22 7 5 
17 10 0.1 97.19 2.81 3 5 
18 10 1 95.43 4.57 7 6 
19 10 10 88.42 11.58 29 4 
20 10 100 55.08 44.92 128 0 
21 100 0.01 97.19 2.81 3 5 
22 100 0.1 96.49 3.51 4 6 
23 100 1 96.14 3.86 4 7 
24 100 10 88.42 11.58 29 4 
25 100 100 55.08 44.92 128 0 
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Table 15: Parameter tuning for classifier model 1 (training-testing 30%-70%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 52.04 47.96 82 0 
2 0.01 0.1 52.04 47.96 77 5 
3 0.01 1 52.04 47.96 72 10 
4 0.01 10 53.80 46.20 70 9 
5 0.01 100 52.04 47.96 82 0 
6 0.1 0.01 52.04 47.96 80 2 
7 0.1 0.1 90.05 9.95 3 14 
8 0.1 1 93.56 6.44 8 3 
9 0.1 10 53.80 46.20 79 0 
10 0.1 100 52.04 47.96 78 4 
11 1 0.01 90.05 9.95 3 14 
12 1 0.1 97.07 2.93 1 4 
13 1 1 95.90 4.10 4 3 
14 1 10 85.38 14.62 22 3 
15 1 100 52.04 47.96 72 10 
16 10 0.01 96.49 3.51 1 5 
17 10 0.1 95.32 4.68 2 6 
18 10 1 93.56 6.44 5 6 
19 10 10 86.54 13.46 20 3 
20 10 100 52.04 47.96 62 20 
21 100 0.01 95.90 4.10 1 6 
22 100 0.1 95.90 4.10 2 5 
23 100 1 92.98 7.02 6 6 
24 100 10 86.54 13.46 20 3 
25 100 100 52.04 47.96 74 8 
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Table 16: Parameter tuning for classifier model 1 (training-testing 10%-90%). 
No Parameter 
C 
Parameter 
Gamma 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
False 
Positive 
False 
Negative 
1 0.01 0.01 80.70 19.30 9 2 
2 0.01 0.1 78.94 21.06 12 0 
3 0.01 1 78.94 21.06 4 8 
4 0.01 10 80.70 19.30 11 0 
5 0.01 100 80.70 19.30 9 2 
6 0.1 0.01 80.70 19.30 11 0 
7 0.1 0.1 80.70 19.30 11 0 
8 0.1 1 80.70 19.30 11 0 
9 0.1 10 80.70 19.30 11 0 
10 0.1 100 80.70 19.30 11 0 
11 1 0.01 80.70 19.30 11 0 
12 1 0.1 94.73 5.27 3 0 
13 1 1 96.49 3.51 1 1 
14 1 10 80.70 19.30 11 0 
15 1 100 80.70 19.30 11 0 
16 10 0.01 91.22 8.78 3 2 
17 10 0.1 96.49 3.51 1 1 
18 10 1 92.98 7.02 2 2 
19 10 10 80.70 19.30 11 0 
20 10 100 80.70 19.30 11 0 
21 100 0.01 96.49 3.51 1 1 
22 100 0.1 92.98 7.02 1 3 
23 100 1 92.98 7.02 2 2 
24 100 10 80.70 19.30 9 2 
25 100 100 80.70 19.30 9 2 
 
 
We plot a graph for good range of parameters for the best case (low FN) of each 
training-testing ratio for WDBC data set. The Table 17 and Figure 10 are the same information 
of the good range of parameter C and gamma which is from 0.1 to 10. The range of parameter 
C and gamma we use in our experiment is from 0.01 to 100. We can summarize the range as 
below 
 Range 0.01 to 0.1 is not good range for parameter C and gamma. 
 Range 0.1 to 10 is the good range for parameter C and gamma. 
 Range 10 to 100 is not good range for parameter C and gamma. 
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Table 17: • best case of parameter C and Gamma for WDBC data set. 
Training-testing 
ratio 
Parameter C Parameter 
gamma 
Accuracy (%) FN 
90%-10% 1 10 93.75 6 
70%-30% 1 10 91.45 5 
50%-50% 0.1 10 68.42 0 
30%-70% 0.1 10 53.8 0 
10%-90% 1 0.1 94.73 0 
 
 
Figure 10: good range of parameter c and gamma. 
 
4.2.2 Classifier 2 
 
We apply NB for our Classifier 2. Before making decision to select which parameter is good to 
create model, we have to do some experiments. In WEKA, there are four parameters with two 
values (True and False) to tune for NB algorithm. 
 
1. Debug: if set to TRUE, classifier may output additional info to the console. This 
parameter does not affect to the result so we do not need to consider. 
2. Display Model In Old Format: usage of old format for model output. The old format is 
better when there are many class values. The new format is better when there are fewer 
classes and many attributes. According to the rule above, we select “False” because we 
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have two classes, ten attributes so the new format is better for our case. 
3. Use Kernel Estimator: use a kernel estimator for numeric attributes rather than a 
normal distribution. We select “True” because the attribute of our data is numeric. 
4. Use Supervised Discretization: use supervised discretization to convert numeric 
attributes to nominal ones. The last parameter, we select “False” because our attributes 
are all numeric and we do not have to convert it. 
 
The tables of parameter tuning below from Table 16 to Table 20 are for WBC data set. 
To create good classifier model for classifier 2, we have to choose the best result of each 
experiment. The results of the experiment are below:  
 In Table 16 to 19, we choose the result of row no. 1 because they obtained low FP 
compare to other cases. 
 In Table 20, we choose the result of the row no. 4 because it obtained low FP and 
low FN.  
 
 
Table 18: Parameter tuning for classifier model 2 (training-testing 90%-10%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 97.29 2.71 15 2 
2 False False False False 95.86 4.14 20 6 
3 True True True False 96.50 3.50 17 5 
4 False False False True 95.54 4.46 24 4 
5 True  True  False  True 96.82 3.18 16 4 
 
Table 19: Parameter tuning for classifier model 2 (training-testing 70%-30%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 96.93 3.07 11 4 
2 False False False False 95.29 4.71 18 5 
3 True True True False 96.93 3.07 14 1 
4 False False False True 96.72 3.28 13 3 
5 True  True  False  True 96.72 3.28 13 3 
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Table 20: Parameter tuning for classifier model 2 (training-testing 50%-50%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 96.28 3.72 11 2 
2 False False False False 94.57 5.43 14 5 
3 True True True False 94.57 5.43 17 2 
4 False False False True 96 4 12 2 
5 True  True  False  True 96 4 13 1 
 
Table 21: Parameter tuning for classifier model 2 (training-testing 30%-70%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 97.61 2.39 3 2 
2 False False False False 95.23 4.77 8 2 
3 True True True False 97.61 2.39 5 0 
4 False False False True 97.61 2.39 5 0 
5 True  True  False  True 97.61 2.39 5 0 
 
Table 22: Parameter tuning for classifier model 2 (training-testing 10%-90%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 90 10 6 1 
2 False False False False 90 10 6 1 
3 True True True False 90 10 6 1 
4 False False False True 95.71 4.29 3 0 
5 True  True  False  True 91.42 8.58 4 2 
 
 
 The tables of parameter tuning below from Table 21 to Table 25 are for WDBC data set. 
The results are below: 
 In Table 21 to 24, we choose the result of row no. 1 because their results of FP value are 
better than the others. 
 In Table 25, we choose the result of row no. 2 because it obtained FP = 0 and FN = 2 
while the result of row no. 1 is also FP = 0 but FN = 4 which is higher than row no. 2. 
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Table 23: Parameter tuning for classifier model 2 (training-testing 90%-10%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 95.11 4.89 10 15 
2 False False False False 92.77 7.23 17 20 
3 True True True False 95.11 4.89 12 13 
4 False False False True 94.14 5.86 14 16 
5 True True  False  True  94.14 5.86 14 16 
 
 
Table 24: Parameter tuning for classifier model 2 (training-testing 70%-30%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 94.97 5.03 9 11 
2 False False False False 93.46 6.54 19 7 
3 True True True False 94.97 5.03 12 8 
4 False False False True 93.71 6.29 14 11 
5 True  True  False  True 93.91 6.29 14 11 
 
Table 25: Parameter tuning for classifier model 2 (training-testing 50%-50%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 95.08 4.92 5 9 
2 False False False False 91.57 8.43 9 15 
3 True True True False 95.08 4.92 7 7 
4 False False False True 92.63 7.37 12 9 
5 True  True  False  True 92.63 7.37 12 9 
 
 
Table 26: Parameter tuning for classifier model 2 (training-testing 30%-70%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 92.98 7.02 6 6 
2 False False False False 91.81 8.19 8 6 
3 True True True False 92.98 7.02 10 2 
4 False False False True 91.22 8.78 9 6 
5 True  True  False  True 91.22 8.78 9 6 
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Table 27: Parameter tuning for classifier model 2 (training-testing 10%-90%). 
No Debug  Display 
ModelIn 
OldFormat 
Use 
Kernel 
Estimator 
Use 
Supervised 
Discretization 
Correctly 
classified 
(%) 
Incorrectly 
classified 
(%) 
FP FN 
1 False False True False 92.98 7.02 0 4 
2 False False False False 96.49 3.51 0 2 
3 True True True False 92.98 7.02 2 2 
4 False False False True 96.49 3.51 1 1 
5 True  True  False  True 96.49 3.51 2 0 
 
4.3 Summary 
This chapter presents two data sets using in this research. Then we have initially tested 
these data sets with some classifier algorithms to analysis the performance before selecting 
them for our classifiers. After that, we implemented parameter tuning. We tried many different 
values of parameter (25 cases for SMO, and 5 cases for NB) to get the best option for creating 
classifier model 1 and 2.We cannot test all cases, we have to choose the best one for each 
classifier. For classifier 1, we want to minimize false negative so we looked for the best result 
only one with FN = 0 and low FP. In addition, classifier 2 we want to minimize false positive; 
therefore, we also choose only one result of the lowest value of FP of each case in order to 
create good classifier model for our classifier 2. 
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CHAPTER 5 
EXPERIMENT AND RESULT 
5.1 Environment Setup 
 
Our experiment is done on windows PC, and the specification of the experiment machine is 
shown in Table 26. 
 
Table 28: Specification of Laptop Panasonic CF-S10. 
Operating systems Microsoft Windows 7 Professional, Service Pack 1 
Processor IntelCore i5-2540M CPU @ 2.60GHz 
RAM 4.00 GB 
System type 64-bit Operating System 
Hard disk 286 GB 
 
5.2Dividing dataset for training and testing 
 
In order to obtain the reliable result in the experiment, the training dataset and testing data 
have to be different. Therefore we have divided our dataset into two groups training dataset 
and testing dataset. Then we have done experiment with many cases by changing the ratio of 
the training data set and testing data set. Ratios of training data and testing data are“90% and 
10%,”“70% and 30%,”“50% and 50%,”“30% and 70%,” and “10% and 
90%,”respectively.Table11 shows the detail of dividing for the two data sets. 
 
Table 29: Dividing data set for training and testing. 
Data set Percentage 
 
WBC 
Training  90% 70% 50% 30% 10% 
629 489 350 210 70 
Testing  10% 30% 50% 70% 90% 
70 210 349 489 629 
Total 699 699 699 699 699 
 
WDBC 
Training  90% 70% 50% 30% 10% 
512 398 285 171 57 
Testing  10% 30% 50% 70% 90% 
57 171 284 398 512 
Total  569 569 569 569 569 
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Training phase plays important role for building classifier model, the quality of the 
model relies on training phase. In this phase, the training dataset was used to build the 
classifier model for testing phase. We built two classifier models for each case of experiment, 
the first classifier model we trained our data by using SMO algorithm. The second classifier 
model we used Naïve Bayes algorithm. 
 
5.3 Experimental results 
 
In our experiment, we deployed two data sets(WBC and WDBC) and implemented with 
different five case studies by dividing the percentage of training and testing data set such as 
“90 % and 10%,”“70 % and 30%,”“50% and 50%,”“30% and 70%,” and “10% and 90%,” 
respectively. These ratios apply to the experiment for single classifier of SMO, NB algorithms, 
and the combination of two algorithms under the proposed combination design. The 
experimental results for single and combined classifier showed in Table 30.The results are the 
averaged value of five-time experiment for each case. 
  
5.4 Accuracy Comparison 
To evaluate performance of the classifiers, we have to consider its accuracy. In this research 
we have conducted experiment with single and combined classifiers. To analyze we have to 
compare the proposed method with other combined method as below. 
 
5.4.1 Accuracy comparison with single classifier SMO and NB 
 
Table 30showed the result of our proposed method (SMO + NB) and single SMO and single 
NB, and Figure 11and 12 shows the same results.  
The result shows in Table 30, for example, the accuracy of single SMO for WBC data 
set (training-testing 90%-10%) is 93.16%obtained from the experiment in the Table 6, we 
choose the best result and repeat it for five times, and then we obtain the averaged value 
showed in Table 30.And the same procedure, we repeat for WBC and WDBC with different 
portion of training-testing. 
The result of single NB shows in Table 30, for example, the accuracy of single NB for 
WBC data set (training-testing 90%-10%) is 97.29%, we obtained from the experiment in the 
Table 16we choose the best result and repeat five times in order to obtain averaged result . And 
also for the existing of WBC and WDBC data set for other cases of training-testing. 
The result of combination for SMO and NB shows in Table 30, for example, the accuracy of 
combination is 99.10% for WBC data set for 90%-10%, obtained from the result of Table 6 
and repeat the experiment for five time then we obtained the average value for classifier 1. 
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Furthermore, we have to implement for classifier 2, for example the case of 97.29% accuracy, 
we repeat the experiment for five times before obtaining the averaged value for classifier 2. 
Finally, we implement combination by utilizing the classifier 1 and 2, and the result is 99.10% 
in the Table 30. 
 We observed that the proposed combination method is better than single classifier in all 
five cases. For WBC data set, we observed that the large amount of training data (70%) and 
testing data (30%) are the best result 99.13% accuracy, when the number of training data 
reduced the result is degraded. For WDBC the best option is training and testing “70% and 
30%” which has few false, and achieves high performance with accuracy of 98.49%. 
 
Table 30: Accuracy of single and combined classifier in various percentages of training 
data and testing data set of WBC and WDBC. 
  Percentage of training-testing data set 
 Data 
set 
90% & 
10% 
70% & 30% 50%&50% 30% & 70% 10% & 90% 
SMO WBC 93.16 93.25 90.28 84.28 73.59 
WDBC 93.75 95.47 91.22 89.32 80.70 
NB WBC 97.29 95.38 89.57 82.47 67.34 
WDBC 94.14 94.97 92.63 92.98 89.98 
Combin
ation of 
SMO 
and NB 
WBC 99.10 99.13 98.62 97.30 91.67 
WDBC 97.71 98.49 96.13 92.71 91.82 
 
  
The values in the table 28are the averaged values from five times of experiment. We 
calculated averaged value (𝜇)by Eq. (5-1)is the sum of number of five-time experiment 
divided by five.. 
 
𝜇  
∑ xi
N
i=1
N
                                                                                                                  (5-1) 
 
Where N is the number of time of experiment, Xi is value of  i
th
 experiment.  
 
 We also calculated Standard deviation (𝜎) by Eq. (5-2). 
𝜎  √
 
𝑁
∑ (  − 𝜇) 
𝑁
                                                                                                                 (5-2) 
 
Table: Standard deviation of single and combined classifier in various percentages of 
training data and testing data set. 
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Table 31: Standard deviation of single and combined classifier in various percentages 
of training data and testing data set. 
  Percentage of training-testing data set 
 Data 
set 
90% & 
10% 
70% & 30% 50%&50% 30% & 70% 10% & 90% 
SMO WBC 2.15 1.01 1.82 7.35 9.48 
WDBC 5.49 1.95 4.84 9.09 6.12 
NB WBC 2.60 3.72 7.40 0.34 4.82 
WDBC 1.93 6.31 2.43 3.60 0.97 
Combin
ation of 
SMO 
and NB 
WBC 0.72 0.20 0.33 1.02 3.52 
WDBC 0.29 2.21 8.15 7.57 1.13 
 
 
 
 
Figure 11: comparison of accuracy of single SMO, NB, and combined SMO and NB 
for WBC data set. 
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Figure 12: comparison of accuracy of single SMO, NB, and combined SMO and NB 
for WDBC data set. 
 
5.4.2 Accuracy comparison with weak classifier 
 
Table 32(Figure 14and Figure15are the same information with Table32)shows the accuracy of 
experiments between combination of two strong classifiers and two weak classifiers.  
For a combination of strong classifiers (SMO + NB), we select strong SMO for 
classifier 1 and strong NB for classifier 2.Then we obtain results as in Table 32.For a 
combination of weak classifiers (SMO + NB), we select weak SMO for classifier 1 and weak 
NB for classifier 2.The results show in table 32.For example, weak SMO classifier 1 with 
63.75% accuracy shown in Table 6, and we chose weak NB for classifier 2 is 95.54% accuracy 
shown in the Table 18. We did experiment for five times then we calculated the averaged value. 
 The aim of this comparison, we want to see how can we improve two weak classifiers. 
For WBC data set we observed that the accuracy of combining two weak classifiers are not 
good enough rank from 68.71% (training – testing data 30% & 70%) to 83.46% (training-
testing data 10% & 90%), however they improved compare to their own. For WDBC, we 
observed that the accuracy of weak classifiers (30%-70% and 10%-90%) is better than the 
strong classifiers. The reasons why weak classifiers are better, referring to Table 14 for 
parameter tuning for classifier 1 (WDBC) we found that the strong classifier’s accuracy with 
FN = 0 is 53.80% and the weak classifier’s accuracy is 52.04% that is slightly different, and 
Table 24 for parameter tuning for classifier 2(WDBC) we found that the strong classifier is 
92.98% while weak classifier is 91.22% that is very small different.  
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Table 32: Accuracy of proposed method (strong classifiers and weak classifiers) in 
various percentages of training and testing data set. 
  Accuracy (%) 
 Training 
& testing 
ratio  
90 % & 
10 % 
70 % & 
30 % 
50 % 
&50 % 
30 % 
&70 %  
10 % 
&90 % 
Combine two 
strong 
classifiers 
WBC 99.10 99.13 98.62 97.30 91.67 
WDBC 97.71 98.49 96.13 93.71 91.82 
Combine two 
weak 
classifiers 
WBC 81.42 77.61 76.50 68.71 83.46 
WDBC 75.43 77.19 95.77 95.97 93.35 
 
 
Figure 13: Accuracy comparison of combination of strong and weak classifier for 
WBC. 
 
Figure 14: Accuracy comparison of combination of strong and weak classifier for 
WDBC. 
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5.4.3 Accuracy comparison with combining method of two classifiers 
 
To see the combination of other algorithms beside our proposed method (SMO + NB), We 
implemented experiment of combining two classifiers based on SMO algorithm. We changed 
the second classifier as NB, J48, IBK, and MLP while we keep SMO as the first classifier. For 
three algorithms J48, IBK, and MLP, we did not analyze their parameter in detail because we 
do not have enough time so we use the default parameter setting for three of them. For the 
detail of three algorithms parameter tuning, we will consider for the future work. 
 
The result showed that combination of SMO with NB obtained higher accuracy and the 
combination of SMO with IBK obtained lower accuracy. The results showed in Table 33, they 
are the combination of two classifiers. For classifier 1 (SMO), we implemented experiments 
with the best result of their parameters tuning for five times. After that, we obtained the 
averaged result of classifier 1.For classifier 2, as we mentioned previously that we do not have 
enough time so we just tried with default values of parameter setting. We conducted this 
experiment in order to see the result as the case study for us in the future work. The classifier 
model 2 just obtained directly from default setting. Then we started our estimation with first 
classifier SMO, after that we conducted experiment with classifier 2 (J48, IBK, and MLP). 
Finally, we obtained the results. The interesting matter that we observed even classifier 2 did 
not create with deep analysis but we still obtained good results like the combination of SMO 
and MLP is almost the same as our proposed method with deep analysis. 
 
Table 33: three algorithms for classifier 2. 
Algorithms 
(classifier 2) 
Correctly 
identified (%) 
Incorrectly 
identified (%) 
False Positive False Negative 
J48 93.25 6.75 16 17 
IBK 94.88 5.12 12 13 
MLP 93.45 6.55 21 11 
 
 
Table 34: Comparison of combining two different classifiers. 
Accuracy 
SMO + NB SMO + J48 SMO + IBK SMO + MLP 
99.13 % 98.57 % 95.71 % 99.07 % 
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Figure 15: accuracy of combining two different classifiers. 
 
5.4.4 Accuracy comparison with combining method using Vote class [9], and CART with 
feature selection and boosting [3]. 
 
To see the difference between our method and other methods, we compared the 
accuracy of our method (averaged value of five-time experiment) with other researches which 
implemented the same data set and the same algorithms, showed in Table35. Our method is 
better for both datasets. They applied feature selection and boosting. Feature selection is the 
task of reduce the number of attributes, and it may remove significant attributes. The drawback 
of Boosting is small amount of data set (WBC data set 699 and WDBC data set is 569).In 
boosting occur over training, limited ability to generalize where the data does not include 
misclassification errors. Our proposed method has clear goal, classifier 1 responds for 
minimizing FN only even though obtaining high FP. The high FP from classifier 1 is forward 
to classifier 2 which has the task to minimize FP. We had done five cases of training-testing 
percentage (90%-10%, 70%-30%, 50%-50%, 30%-70%, 10%-90%) for both classifiers. Each 
case, we did experiments for five times. Then we calculated averaged value of them. Finally, 
we obtained the averaged classifier model 1 and model 2 for five cases. After we obtained 
classifier 1 and classifier 2 (averaged one), we started evaluating our method. 
 
Table 35: comparison to other researches. 
 Accuracy (%) 
Method  WBC dataset WDBC dataset 
Gouda I, et al [9] 96.99 97.53 
D. Lavanya, et al [3] 95.56 95.43 
The proposed method  99.13  98.49 
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Figure 16: accuracy comparison. 
 
5.5 Summary 
 
This chapter focuses on experiment and result. We evaluate accuracy of the proposed method 
with changing training data size. The proposed method is compared with single classifier and 
other combination methods. We achieve good result; the proposed method obtains better result 
than single classifier. Moreover, it is better than method of using Vote class and CART 
decision tree with feature selection and boosting. The accuracy of proposed method is 99.13% 
and 98.49% for WBC and WDBC respectively, while Vote class method obtained 96.99% and 
97.53% for WBC and WDBC respectively, and the method of CART decision with feature 
selection and Boosting achieved 95.56% and 95.43%.However, in the future we have to 
evaluate our method with other data sets which are different properties and sizes. 
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CHAPTER 6 
CONCLUSION AND FUTURE STUDY 
 
This chapter covers the summary and future study of this research. Section 6.1 presents 
summary of the experiment results. And Section6.2 describes what we have not done in this 
research and future plans.  
6.1 Conclusion 
 
In this research we have designed a new method for data classification system applying a 
combination of two machine learning algorithms SMO and NB. The experiments were 
conducted through two phases. Training phase for the constructing of two classifier models, 
for model 1 we applied SMO algorithm which focuses on minimizing false negative, and NB 
algorithm for model 2 which concentrates on minimizing false positive generated by classifier 
model 1. By minimizing two types of false, we achieve high accuracy of classification. 
The performance of the proposed method is evaluated with WBC and WDBC dataset. 
The results show that the proposed method is better than single classifier. In addition we have 
compared the accuracy of our method with other researches which utilized the same datasets 
and the same algorithms. Our method result is 99.13 % while other two resultsare96.99 % and 
95.56% for WBC, and our result is 98.49 % while their resultsare97.53 % and 95.43% for 
WDBC dataset. 
We had designed a new method for data classification, which is different from two 
methods we compared even though we used the same algorithms and same data sets. We do 
not solve the problems in their methods. What we have done is we tried a new approach to 
improve the accuracy of the classification. 
 
6.2 Future Study 
 
The experiment conducted in our research achieve the better result compare to research of 
Gouda I, et al [9] and D. Lavanya, et al [3], however we would like to do more analysis and 
evaluate the method that is why we plan for the future study. In the future study, we would like 
to do more research on our method as the following. 
 
1. To work with source code of algorithms so that we can more control and configure 
parameters. 
2. To apply with various datasets such as IDS dataset and the other big datasets in order to 
evaluate our method, and then we can improve the proposed method. 
50 
3. We have to consider the time of classification, because processing time is also one 
important metric to indicate the method is promising or not.  
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