Application of the bootstrap to problems in multistage inference procedures are discussed in normal and other related models. After a general introduction to these procedures, here we explore in multistage fixed precision inference in models. We present numerical comparisons of these procedures based on bootstrap critical points for small and moderate sample sizes obtained via extensive sets of simulated experiments. It is expected that the procedure based on bootstrap leads to better results.
Introduction
This paper is intended to provide a brief overview of the multistage procedures based on bootstrapping that are used for drawing inferences in normal and other related models. Since Wald's sequential probability ratio test, sequential and multistage procedures have come a long way.
Suppose that the observations are independent identically distributed(iid) normal variables with unknown mean µ and unknown variance and one wants a confidence interval for µ of given length and given coverage probability 1 − α. This is the so called fixed-width confidence interval problem. Such an interval does not exist if one consider the fixed data X 1 , X 2 , . . . , X m for any m(≥ 1). It was solved by Stein (1945) using a two-stage sampling procedure. Stein (1945) proposed a kind of sequential inference procedure which is relevant only when the underlying distribution involves, besides the parameter of interest, some nuisance parameter. In such a procedure a pilot sample size is taken to estimate the nuisance parameter. The final number of observations is determined on the basis of this estimate, so that the procedure achieves a stipulated level of performance irrespective of the nuisance parameter. These procedures are generally two or multistage procedures and are naturally convenient when the cost of experiment depends on the number of stages. Sequential and multistage procedures are relatively not occurring regularly employed in practice. The reason is that the user does not know in advance how many observations will be required to reach a decision. When applying sequential and multistage procedures, prediction of quantities such as sample sizes is of great importance. The aim of this paper is to show that the bootstrap can be applied at any point during sequential and multistage procedures to predict the final values of these unknown quantities. How bootstrap methods can be applied at any stage of the multistage procedures to predict unknown quantities encountered. This method will be explained by considering the stopping rule. Such multistage procedures based on stopping rule are discussed in Section 2. All these procedures are approximates ones and the prescribed coverage probability 1 − α can only be guaranteed asymptotically as d → 0. We address the issue of fixed precision inference in models and multistage methodologies based on bootstrapping with a predetermined measure of accuracy in each case. Finally, The performance of the method for small and moderate sample sizes is investigated in Section 3, which contains the results of some simulations. We will simulate random samples from standard normal, a contaminated normal and from double exponential distribution. We want to see how well do the confidence intervals based on the normal approximation compare to the bootstrap approximation. An exhaustive overview of multistage procedures is given in Ghosh et al. (1997) .
Multistage Procedures for Fixed-Width Confidence Interval

Multistage procedures
Let X 1 , X 2 , . . . be iid normally distributed random variables with unknown mean µ, −∞ < µ < ∞. Now consider the problem of finding a confidence interval of width at most 2d, d > 0 and confidence coefficient α, 0 < α < 1. Let u 1−α/2 denote the 1 − α/2 quantile of the standard normal distribution. If σ 2 were known, then we could take a sample of size Lehmann (1959) showed that if σ 2 were unknown, then it is impossible to find a confidence interval of width at most 2d and confidence coefficient α > 0. Chow and Robbins (1965) proposed fully sequential procedure with the unknown variance. The stopping rule is given as the smallest integer exceeding c(d), i.e.,
where m ≥ 2 is the initial sample size and
is the sample variance of X i 's. They showed that the asymptotic coverage probability of the resulting confidence interval is really 1 − α. The fully sequential procedure involves a lot of computational effort. Also, in some situations, the data are obtained in batches and the price is more proportional to the number of batches instead of observations. Stein (1945) 
But, the two-stage procedure is less efficient than the fully sequential procedure. Stein's two-stage procedure tends to overestimate the optimal sample size, even asymptotically. This negative feature is due to the fixed starting sample size m, because the small d can cause a small change in the estimate of σ 2 , which causes big differences in the final sample size N . In order to circumvent some of these undesirable properties, Mukhopadhyay (1980) proposed a type of modification in two-stage procedure. We choose a real number γ > 0 and define the stopping rule
We start the experiment with this number of observation and continue as in the Stein's two-stage procedure to obtain N
The stopping rule is valid for both Stein's two-stage procedure and modified two-stage procedure. However in Stein's case m is a predetermined fixed value where as in modified two-stage. The asymptotic properties of this procedure shows the first order asymptotic efficiency, namely,
is a finite constant. Then the procedure is called asymptotically second order efficient. Later, Mukhopadhyay and Duggan (1997) suggested to improve the asymptotic properties of the two-stage procedure by adding the assumption that there exists a prior knowledge to justify that σ > σ L and σ L > 0 is known. In the first stage, we draw
In the second stage, we add N − m observations and obtain the confidence interval
The corresponding procedure still enjoyed the exact consistency property and asymptotically second order efficient. A drawback of this procedure might be the assumption concerning the lower bound σ L . It is clearly desirable to choose σ L as close to the real value of σ as possible. On the other hand, we have to be very careful that we do not choose σ L too large as we might easily overestimate the optimal sample size. The trade-off between asymptotic second order efficiency and operational convenience came in the form of three-stage procedure. Hall (1981) introduced the threestage procedure for normal mean which cuts the number of sampling operations to bare bones without sacrificing second order optimality. A general three stage procedure can be defined as follows: We choose a real number γ > 0 and take an initial sample m with the stopping rule
Next, for 0 < k < 1, we take additional N 1 − m observations to get an intermediate sample with
Finally, we take N 2 − N 1 observations with
Multistage procedures based on bootstrap
The multistage procedure rely on the normal approximation. So, the accuracy of those procedures depends on how good this normal approximation is. Hence, it is useful to consider approach based on bootstrap which was introduced by Swanepoel et al. (1983) . We briefly describe their procedure. Let F n (x) denote the empirical distribution function of
We have the bootstrap stopping rule
Multistage procedure based on bootstrap can be defined as follows. 1. Using the standardized bootstrap, the normal quantile u 1−α/2 is substituted by the 1 − α quantile of the conditional distribution of |X *
2. Using the studentized bootstrap, the normal quantile u 1−α/2 is substituted by the 1 − α quantile of the conditional distribution of |X *
The intermediate sample size and the final sample size are calculated similarly as in the multistage procedure with the bootstrap critical points replacing the quantile u 1−α/2 . The generalization of three-stage procedures using bootstrap approximation of critical points was proposed in Aerts and Gijbels (1993) .
Simulation
We have investigated the performance of the Stein's two-stage procedure, modified two-stage procedure with m 0 = 2, γ = 1/3, γ = 1/2, modified two-stage procedure with m 0 = 2, σ L = 0.75, σ L = 0.95 three-stage procedure with m 0 = 2, γ = 1/3, γ = 1/2 and three-stage procedure with m 0 = 2, σ L = 0.75, σ L = 0.95. We implement the bootstrap ideas in those procedures. A natural question could be raised as to how one may choose γ at the beginning of the experimentation. At this point, we can only give some empirical answers obtained by means of simulations. For analogous problems and a wide range of values of µ and σ, the reasonable choices of γ seem to lie between 0.1 and 0.5.
We considered α = 0.05. That is, we required a 95% fixed-width confidence interval for µ. Three major types of distribution functions F were considered, the standard distribution, contaminated normal distribution and double exponential distribution. We obtained random samples from those distributions via random number generation. For 
In the following Tables,  we report N denotes the normal critical points, SA stand for the standardized bootstrap critical points and SU denotes the studentized bootstrap critical points.
Simulation results for standard normal distribution
The coverage probabilities and stopping rules given Table 3 .1-3.5 suggest that threestage procedure tends to stop too early. The standardized bootstrap method tends to underestimate the optimal sample size. From the point of view of the coverage probability obtained for bootstrap method are not much worse. But, there is no advantage in using a bootstrap critical points instead of a normal critical points. Underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .2, 3.4, the numbers within (·) correspond to γ = 1/2. Similarly, underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .3, 3.5, the numbers within (·) correspond to σ L = 0.95.
Simulation results for contaminated normal distributions
Now we wish to explore the behavior of the proposed procedures when the population distributions are slightly different from normal. Consider a contaminated normal distribution with 0.95N (0, 1) + 0.05N (0, 3).
From the Table 3 .6-3.10, we see that the coverage probabilities of the three-stage procedure based on the standardized bootstrap method lie below the desired value. But the coverage probabilities of normal approximation and the studentized bootstrap based procedures lie in all cases closer to 0.95. Hence the procedure based on studentized bootstrap method can be recommended. Underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .7, 3.9, 3.12 and 3.14, the numbers within (·) correspond to γ = 1/2. Similarly, underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .8, 3.10, 3.13 and 3.15, the numbers within (·) correspond to σ L = 0.95. 
Simulation results for double exponential distribution
We simulated observations from the double exponential probability density function which is given by
From the Table 3 .11-3.15, we see that the three-stage procedure are better than the other procedures. The coverage probabilities for normal approximation and the bootstrap based on studentized critical points lie closer to the 0.95. Bootstrap based on standardized critical points seems to underestimate the optimal sample size. Underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .12 and 3.14, the numbers within (·) correspond to γ = 1/2. Similarly, underneath the column for mean and coverage probability, in the fourth block and fifth block of Table 3 .13 and 3.15, the numbers within (·) correspond to σ L = 0.95.
Concluding remarks
We recommend a three-stage procedure based on the studentized bootstrap critical points. Same recommendation is put forth even when the population distributions are somewhat nonnormal.
