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ABSTRAK 
Dalam tugas akhir ini dipelajari dan diaplikasikan Jaring Saraf Tiruan 
dalam bentuk alat untuk membaca karakter angka yang ditulis , engan tangan. 
Seperti sifat manusia, Jaringan Saraf Tiru~n dapat belajar da i pengalaman. 
Jaringan Saraf Tiruan dapat mencari sen'Qiri fungsi transferl1 dengan jalan 
mempelajari berbagai contoh yang diberikan. 
Implementasi Jaringan SarafTiruan untuk pengenalan pola~karakter angka 
ini dilakukan menggunakan Transputer T805. Transputer T805 'erupakan suatu 
I 
komputer dalam satu chip dimana di dalamnya sudah terdapat I prosesor, unit 
I 
floating-point, link komunikasi, memori internal dan interface m nori eksternal. 
Pelaksanaan proses belajar dan pemakaian Jaringan SarafTiruan n upun interface 
dengan scanner dilakukan oleh transputer. Sementara PC ber ugas melayani 
kebutuhan transputer baik input dari keyboard, akses ke disket m' upun tampilan 
ke layar monitor. 
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BAB I 
PENDAHULUAN 
1.1 Latar Belakang 
Manusia selalu berusaha untuk memudahkan hidupny dengan jalan 
menghindari pekerjaan-pekerjaan yang menjemukan dan memb atkan. Hal itu 
dilakukan dengan mengalihkan tugas-tugas tersebut kepada m sin yang salah 
satunya adalah komputer. Kelebihan komputer jika dibandingkan engan manusia 
I 
adalah sangat cepat dan tepat dalam melaksanakan pekerjaan ata instruksi yang 
i 
sudah diformulasikan untuknya. Akan tetapi manusia jauh leb h unggul pada 
komputasi yang lebih kompleks, yakni menanggapi arti infor asi manusiawi 
seperti audio dan video. 
Dengan kondisi seperti ini, maka manusia terus meningkat ,an kemampuan 
I 
komputer agar sedekat mungkin memiliki kemampuan yang ad pada dirinya. 
Salah satu kemampuan yang diharapkan adalah kemampuan untt k melihat, atau 
jika dipersempit lagi kemampuan untuk membaca karakter atau tul san yang ditulis 
oleh manusia. 
Algoritma Jaringan Saraf Tiruan (Artificial Neural Netw rk) merupakan 
I 
alternatif penyelesaian yang paling tepat untuk saat ini, karena s ngat luwes dan 
mempunyai pola pengembangan yang luas. Cara kerja jaringan i 1i meniru kerja 
dari jaringan saraf man usia yang mempunyai kemampuan beradap asi dan menjacli 
tidak peka terhadap perubahan-perubahan kecil dari masukann a sampai pada 
2 
tingkat tertentu. 
1.2 Permasalahan 
Bila seseorang menulis dua karakter yang sama, mak bentuk kedua 
karakter tersebut kemungkinan besar tidak akan sama persis.Per edaan ini akan 
semakin jelas bila dua karakter itu ditulis oleh orang yang berbe a. Akan tetapi 
tiap orang yang dapat membaca akan mengetahui karakter apa ya 1g ditulis. Yang 
menjadi permasalahan adalah bagaimana mesin, dalam hal ini komputer, 
mentolerir perbedaan-perbedaan ini. 
1.3 Pembatasan Masalah 
Dengan banyaknya pola-pola karakter yang ada yang haru dikenali, maka 
I 
dimensi dari jaringan akan semakin besar, dan ini jelas memb uhkan memori 
yang besar pula. Untuk itu dalam tugas akhir ini pengenalan dib tasi hanya pada 
pola angka. 
1.4 Tujuan 
Tujuan dari tugas akhir ini adalah mempelajari dan engaplikasikan 
jaringan saraf timan serta transputer dalam wujud peralatan untuk nembaca angka 
hasil tulisan tangan dari berbagai penulis dengan berbagai varia tulisannya. 
1.5 Metodologi 
Langkah-langkah yang dilakukan dalam menyelesaikan tugas akhir ini 
3 
adalah sebagai berikut : 
Langkah pertama adalah studi literatur mengenai Card T ansputer T805 
baik secara perangkat keras maupun perangkat lunaknya, juga ko unikasi dengan 
perangkat luar melalui serial link. Bersamaan dengan itu juga ilakukan studi 
literatur mengenai jaringan saraf tiruan secara umum yang lebih 
dikhususkan pada jaringan Error Back-Propagation. 
Kemudian direncanakan dan dibuat perangkat lunak pros s pelatihan dan 
pelaksanaan dari tugas pengenalan pola angka yang langsung 
1 
ijalankan pada 
'transputer. Untuk sementara input data disimulasikan dengan m use. 
Selanjutnya direncanakan dan dibuat perangkat keras u tuk pembacaan 
angka. Perangkat keras dan perangkat lunak yang sudah jadi di ba lagi dengan 
berbagai perubahan parameter pelatihan jaringan untuk melihat arakteristik dan 
i 
performa dari jaringan setelah dihubungkan dengan perang at keras yang 
merupakan bagian dari pre-processing (pengolahan awal). 
Langkah terakhir adalah penyusunan naskah laporan tug akhir. 
1.6 Sistematika 
Sistematika dari laporan tugas akhir ini adalah sebagai 
Bab I adalah pendahuluan yang berisi mengenai atar belakang, 
permasalahan, pembatasan masalah, tujuan, metodologi, sistemati 
1 
a dan relevansi. 
Bab II berisi mengenai jaringan saraf tiruan, baik pemod llan, konsep dan 
I 
kaidah belajarnya, dan juga lebih dalam mengenai jaring 1 n Error Back-
Propagation. Pada bab ini juga dibahas cara kerja secara umum d' ri jaringan saraf 
I 
4 
yang sesungguhnya. 
Bab III berisi mengenai uraian prosesor yang digunakan akni transputer 
T805. Dijelaskan karakteristik dari transputer secara umum an juga secara 
khusus pada type T805. 
Bab IV berisi perencanaan sistim perangkat keras, akni peralatah 
pengambil data pola angka atau scanner. 
Bab V berisi perencanaan perangkat lunak, baik perang at lunak untuk 
pemrosesan awal maupun Jaringan Saraf Tiruan. 
Bab VI berisi mengenai proses pengujian sistem yang tel h dibuat. 
Bab VII adalah penutup yang berisi kesimpulan dan sara . 
I 
1. 7. Relevansi 
Hasil Tugas akhir ini diharapkan dapat menjadi tamba an pengetahuan 
mengenai transputer dan jaringan saraf tiruan bagi mahasis a bidang studi 
Elektronika khususnya dan bagi mahasiswa Teknik Elektro pada
1 
umumnya. Dan 
juga diharapkan menjadi pemicu bagi riset-riset yang lebih jauh lam bidang ini. 
BAB II 
JARINGAN SARAF TffiUAN 
2.1 Pendahuluan 
Penemuan mesin-mesin sederhana, seperti tuas, roda dan katrol, sampa1 
mesin-mesin canggih semuanya ditujukan menggantikan manusi dalam tugas-
tugas yang sulit dan menjemukan. Sistem saraf tiruan merupakan lah satu mesin 
I 
yang mempunyai potensi kuat untuk lebih meningkatkan kualitas idup manusia. 
Kemampuan komputasi dari jaringan saraf tiruan didasark n pada harapan 
' 
I 
bahwa dapat disimulasikannya beberapa fleksibilitas dan ke;nampuan otak 
I 
manusia. Jaringan ini terdiri dari banyak sel yang dikenal s bagai neuron. 
I 
Masing-masing neuron terhubung dengan yang lainnya dengan atu: an tertentu dan 
I 
dengan kekuatan hubung yang disebut bobot (weight). Sel-s, 1 ini bertugas 
I 
melakukan perhitungan secara paralel terdistribusi dan juga sebag i unit threshold 
yang akan mengaktifkan outputnya bila total dari semua inputny ! melewati level 
tertentu. 
Berbeda dengan komputer konvensional yang diprogram u' tuk suatu tugas 
I 
yang telah ditentukan, jaringan saraf tiruan harus belajar atau ilatih. Semakin 
ban yak yang dilatihkan padanya, jaringan akan semakin pandai. I alam perangkat 
I 
. dalah program 
! 
lunak untuk implementasi jaringan saraf tiruan, yang dibuat 
pelatihannya, bukan apa yang harus dilakukannya. Jaringan s ' af tiruan akan 
menemukan sendiri fungsi transfer antara input dan output. 
5 
6 
Ada baiknya sebelum beranjak lebih jauh ke jaringan sar · tiruan untuk 
meninjau sepintas mengenai kerja dari sel saraf yang sesungguhn 
2.2 Sel Saraf Biologis 
2.2.1 Bagian-bagian sel saraf biologis 
Neuron adalah elemen dasar dari sistem saraf biologis. Ini I erupakan sel 
I 
yang sama dengan semua sel tubuh, tetapi spesialisasi tertentu ak n membentuk 
fungsi komputasi dan komunikasi tertentu dalam otak. 
CELL &ODY 
Gambar 2-1 
Bagian-bagian dari neuron 1 
1Wasserman, Philip D., Neural Network The01y and Practice, Van Nostran Reinhold, New 
York, 1989, hal, 192. 
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Seperti terlihat pada Gam bar 2-1, neuron terdiri dari tiga agian utama : 
i 
badan sel (soma), akson dan dendrit. Dendrit menerima sinyal-sin: al dari sellain 
I 
pada titik hubung yang disebut sinapsis. Dari sana sinyal- 'inyal tersebut 
i 
dilewatkan badan sel yang kemudian dirata-rata dengan sinyal-s nyal lain yang 
I 
sejenis. Jika hasil rata-rata ini, selama interval waktu yang pende , cukup besar, 
maka sel akan membuat outputnya aktif dan menghasilkan pul a pada akson. 
Akson meneruskan sinyal ini ke sel yang berikutnya. 
2.2.1.1 Badan Sel 
Neuron dari otak orang dewasa tidak melakukan regener si. Ini berarti 
i 
semua komponennya harus diganti secara kontinyu dan dibutuhka 1 pembaharuan 
bahan. Sebagian besar aktifitas pemeliharaan ini dilakukan dalam b I dan sel. Badan 
I 
sel juga mengatur energi dari neuron dan aktifitas-aktifitas lain d lam sel. 
i 
2.2.1.2 Dendrit 
Sinyal-sinyal input yang berasal dari neuron-neuron yang ,ain memasuki 
I 
sel melalui dendrit. Pada dendrit ini terdapat hubungan sinaptik, 1 imana sinyal-
1 
sinyal diterima dari akson yang lain. Tidak seperti rangkaian li trik, biasanya 
tidak ada hubungan fisik ataupun elektrik pada sinapsis. Namun 
1
terdapat celah 
I 
sempit yang dikenal dengan celah sinaptik (synaptic cleft) yan 1 memisahkan 
I 
dendrit dari akson. Zat-zat kimia tertentu dilepas oleh akson k dalam celah 
! 
sinaptik dan disemburkan ke dendrit. Zat-zat kimia ini, yang d kenai sebagai 
neurotransmitter, dilewatkan ke reseptor pada dendrit dan masu ke badan sel. 
8 
Badan sel menggabungkan sinyal-sinyal yang diterima melalui se ua dendritnya 
dan jika sinyal resultannya di atas nilai ambangnya akan dihasilk n sebuah pulsa 
yang dipancarkan melalui akson ke neuron yang lain. 
~SYAAPT1C tiEUROTRANS~ITnR~-------. 
AX~ 
2.2.1.3 Akson 
POST' SYNAPTIC 
lll!HDRITE .;;;..__--->! 
Gambar 2-2 
Sinapsis2 
Tidak seperti dendrit, akson aktif secara elektris dan beker a sebagai kanal 
output dari neuron. Akson adalah piranti threshold non-linear yan menghasilkan 
pulsa tegangan yang disebut dangan potensial aksi (action pote , ial). Potensial 
aksi yang mempunyai durasi seekitar 1 ms ini, akan terjadi bila po ensial di dalam 
I 
I soma melebihi ambang batas tertentu. 
I 
Berdekatan dengan ujungnya, akson mempunyai banya cabang, yang 
I 
2ibid., hal. 195. 
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masing-masing berakhir pada sinapsis, dimana sinyal dipancarkan ,e neuron yang 
I 
lain. Pada koneksi sinaptik terdapat struktur-struktur bola yang d kenai sebagai 
I 
! 
gelembung sinaptik (synaptic vesicle). Gelembung-gelembung ini erisi sejumlah 
I 
besar molekul-molekul neurotransmitter. Jika potensial aksi saraf n lewati akson, 
I 
beberapa dari gelembung ini akan melepas isinya ke celah sinaps s. Diperlukan 
I 
lebih dari satu potensial aksi sebelum sinapsis ter-trigger. Neurotr 1 nsmitter yang 
I 
dilepas oleh sinapsis akan terdifusi ke dalam celah, dan seca 1 kimia akan 
I 
mengaktifkan gerbang-gerbang dendrit pada dendrit, dimana ji I gerbang ini 
terbuka akan membuat ion-ion bermuatan mengalir. Aliran io inilah yang 
menggantikan potensial dendrit, dan memberikan pulsa tegangan I pada dendrit, 
yang kemudian diteruskan ke badan sel. Masing-masing dendrit da at mempunyai 
banyak akson yang beraksi padanya, sehingga diperoleh interkone si yang padat. 
Pada hubungan sinapsis, jumlah dari gerbang yang terbuka 1 pad a dendrit 
I 
tergantung pada jumlah neurotransmitter yang dilepas. Beb I apa sinapsis 
merangsang dendrit yang mereka pengaruhi, sementara yang lainny menghalangi. 
Ini bersesuaian dengan potensiallokal dari dendrit dalam arah posit' dan negatip. 
2.2.2 Proses belajar sistem biologis 
Suatu sistem sel saraf biologis dikatakan belajar jika terj di modifikasi 
I hubungan efektif antara satu sel dengan sel yang lain, pada hubu gan sinapsis. 
Mekanisme untuk memperolehnya adalah dengan memudahkan p lepasan lebih 
I 
banyak neurotransmitter. Ini mempunyai efek membuka lebih b nyak gerbang 
pada dendrit pada sisi post-sinapsis dari hubungan sinapsis. Peng 
1 
turan kopling 
10 
I 
sehingga memperkuat koneksi yang baik adalah hal yang pent ng bagi model 
jaringan saraf tiruan. Kopling efektif ini dikenal dengan pembo otan. 
2.3 Pemodelan Jaringan Saraf 
2.3.1 Pemodelan Sel Saraf 
I 
MILIK PE' 'USTAKAAN 
INSTITU TEKNOlOGI 
I 
SEPULUH ,- NOPEMBER 
Fungsi dasar dari sebuah neuron adalah menjumlahkan , mua inputnya, 
! 
I 
memberikan sebuah output atau mengaktifkan outputnya bila ju ah ini melebihi 
I 
nilai tertentu yang disebut nilai batas (threshold). Gambar 2-3 emperlihatkan 
model dari neuron. 
w, x,---..:....... 
0 
w. 
x.---.::..../ Neuron's processing node 
Multiplicative 
weights 
Gambar 2-3 
Model Neuron3 
Output dari neuron dinyatakan sebagai berikut : 
o = f(wtx) (2-la) 
3Zurada, Jacek M., Introducction to Artificial Neural Systems, Info Access istribution Pte Ltd., 
Singapore, 1992, hal. 32. 
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o =! [t w;x;] 
t=l 
(2-1 b) 
dimana w adalah vektor bobot yang didefinisikan sebagai 
dan x adalah vektor input : 
Vektor-vektor di atas adalah vektor kolom, tanda t menunjukkan tra spose vektor. 
I 
Fungsij(lVX) dikenal sebagaifimgsi aktivasi. Daerah asal fu gsi ini adalah 
I 
himpunan nilai aktivasi, net, dari neuron buatan, sehingga sering itulis sebagai 
f(net). Variabel net didefinisikan sebagai perkalian skalar dari ve tor bobot dan 
vektor input : 
(2-2) 
Ada dua fungsi aktivasi yang biasa digunakan, yaitu bipolm dan unipolar. 
Fungsi aktivasi bipolar dinyatakan sebagai berikut : 
2 f(net) ~ ---=--1 +e-f..net - 1 (2-3a) 
dimana A ( > 0) proporsional dengan penguatan neuron menentu ,an kecuraman 
I 
dari kurva fungsi. Persamaan (2-3a) merupakan fungsi aktivasi k ntinyu. Untuk 
A~ oo fungsi aktivasi kontinyu menjadi fungsi aktivasi biner (Pers maan (2-3b)). 
12 
f(net) f(net) 
1 .. 
net 
---------1---·---lf----
net 
(a) (b) 
Gambar 2-4 
Fungsi aktivasi kontinyu : (a) bipolar dan (b) unipolar 
{ 
+1 net > 0 /(net) ~ sgn(net) = _ 1: net < 0 (2-3b) 
Dengan rnenggeser dan rnen-skala fungsi bipolar akan di eroleh fungsi 
aktivasi unipolar kontinyu dan biner sebagai berikut : 
1 f(net) ~ ~--1 +e-N!e1 
/( t) a { 1 , net > 0 ne - 0, net < 0 
(2-4a) 
Fungsi aktivasi dapat dianggap seperti pendefinisian peng atan tak-linier 
I 
dalarn sistern elektronik analog. Penguatannya dihitung dengan car . rnencari rasio 
perubahan pada o terhadap perubahan kecil pada net. Jadi, pengua,an rnerupakan 
I 
kerniringan kurva pada suatu tingkat eksitasi tertentu, dan nilainy berubah dari 
' i 
harga yang kecil pada eksitasi negatif yang besar menjadi harga y! ng besar pada 
eksitasi nol, dan nilainya kernbali mengecil seiring dengan eksitas 
1 
yang semakin 
I 
besar dan positip. 
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Model sederhana neuron buatan ini mengabaikan sekali 
karakteristik neuron biologis yang sebenarnya. Misalnya, mo ,el ini tidak 
memperhitungkan waktu tunda yang mempengaruhi dinamika siste ; input dari 
I 
neuron buatan ini segera menghasilkan output. Lebih jauh lagi, m 1 del ini tidak 
melibatkan fungsi modulasi frekuensi yang oleh periset diang' ap penting. 
Meskipun demikian, jaringan saraf buatan ini menunjukkan hasil yan cukup baik. 
! 
I 2.3.2 Model-model Jaringan Saraf Tiruan I 
Jaringan saraf tiruan dapat didefinisikan sebagai interko eksi neuron-
neuron, seperti didefinisikan pacta persamaan (2-1) sampai (2-4
1
, sedemikian 
I 
hingga output neuron-neuron itu terhubung, melalui bobot-bobo , ke neuron-
1 
I 
neuron lain. Seiring dengan banyaknya riset yang dilakukan dala 1 bidang ini, 
i 
detinisi-definisi baru telah dikembangkan. Tetapi pada dasarnya a a dua model 
! 
dasar dari jaringan saraf tiruan, jaringan umpan-maju (feedforwardinetwork) dan 
I 
jaringan umpan-balik (bacJc..vard network). 
2.3.2.1 Jaringan Umpan-maju 
Gambar 2-5 memperlihatkan arsitektur jaringan saraf tiruan 
1
umpan-maju. 
I 
Jaringan ini mempunyai m sel yang menerima n input. Masing-11esing vektor 
output dan inputnya yaitu : 
0 = [o, 02 ... om]1 (2-5) 
x = [x1 x2 ... xJ1 
Bobot wij menghubungkan sel neuron ke-i dengan input sel ke-j. 
1 
ehingga nilai 
I 
aktivasi dari sel ke-i dapat dituliskan sebagai berikut : 
n 
net; = L wijxi, 
j=i 
untuk i = 1,2, ... ,m 
Kemudian dengan menggunakan fungsi aktivasi j(netJ, masing-m sing 
menghasilkan output : 
o; = f( w / x) , unruk i = I , 2, ... , m 
(2-6) 
sel akan 
(2-7) 
dimana vektor bobot wi berisi bobot yang langsung terhubung deng sel ke-i, dan 
didefinisikan sebagai : 
Gambar 2-5 
Jaringan umpan-maju lapisan tunggal4 
Dengan menggunakan operator matriks r, pemetaan input x ke utput o dapat 
dinyatakan : 
\bid., hal. 38. 
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o = r[Wx] (2-9) 
Pemetaan jenis umpan-maju ini merupakan pemetaan langsung (in tant), karena 
I 
I 
tidak adanya delay antara input x dan output o. Dapat ditulis lagi de 'gan penunjuk 
waktu t sebagai : 
o(t) = r[ W x(t)] (2-10) 
Tipe jaringan ini dapat disusun secara paralel untuk mengha ilkan jaringan 
I 
lapisan jamak (multilayer network). Dalam jaringan yang demikia,1, output dari 
I 
satu lapisan merupakan input dari lapisan berikutnya. 
2.3.2.2 Jaringan Umpan-balik 
Jaringan umpan-balik dapat diperoleh dari jaringan umpa -maju dengan 
jalan menghubungkan output dari sel ke inputnya. 
Inti dari jaringan umpan-balik ini adalah untuk dapat meng ntrol output oi 
melalui output o1, untukj = 1, 2, ... ,m. Kontrol ini sangat berarti ,'ka output saat I 
I 
ini, o(t), mongontrol output yang berikutnya, o(t+ ~). Selisih w . tu ~ an tara t 
I 
dan t+ ~ adalah elemen delay pada loop umpan-balik (Gam bar 2-6) 1 Pemetaan o(t) 
ke o(t+ ~) dapat ditulis sebagai berikut : 
O(t+~) = r[Wx(t)] (2-11) 
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Gamhar 2-6 
Jaringan umpan-balik5 
Yang penting dalam jaringan umpan-balik yaitu input x(t) hanya di unakan untuk 
inisialisasi jaringan sehingga o(O) = x(O). Setelah itu, untuk It > 0, input 
ditiadakan dan sistem akan berjalan sendiri. 
2.4 Pemrosesan Neural 
Jaringan saraf tiruan menghitung outputnya (a) untuk suatu! input (x) yang 
! 
diberikan. Proses perhitungan ini dikenal dengan sebutan recall. Re all merupakan 
I 
fase pemrosesan yang sesungguhnya untuk jaringan saraf tiruan ;dan tujuannya 
I 
adalah untuk mengambil kembali informasi yang disimpan di da, mnya. Recall 
bersesuaian dengan men-dekode informasi yang telah dienkode I ebelumnya di 
5ibid., hal. 42. 
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dalam jaringan. Ada dua proses recall dasar pada jaringan saraf tiruan, yakni: 
I 
Asosiasi dan Klasitikasi. 
2.4.1 Asosiasi 
Misalkan ada sekelompok pola disimpan dalam jaringan. emudian jika 
I jaringan diberi input sebuah pola yang sama dengan salah satu ang Pota kelompok 
I 
tersebut. Maka jaringan akan mengasosiasikan input tersebut den~an pola yang 
I 
terdekat. Proses ini disebut asosiasi. Biasanya pola input yang k~rang lengkap 
I 
atau kurang sempurna memberikan semacam isyarat atau pol dasar untuk 
penga.mbilan bentuk aslinya. Gambar 2-7(a) mengilustrasikan pro es ini. 
! 
Asosiasi dari pola-pola input dapat juga disimpan dalam eteroasosiasi. 
Dalam proses heteroasosiatif, disimpan asosiasi antara pasangan-p sangan pola. 
lnpul 
paltcm 
Auto-
associ at ton .. 
Input 
pancm 6.--0 
C => {.600} :=>D [J D--D 
square 
(a) 
Square Square or X _ 8 
dislorted 
square (b) 
Gamhar 2-7 
Respon Asosiasi : (a) autoasosiasi dan (b) heteroasosiasi6 
I 
,H.:tero>-
·~sodation 
I 
~PD 
Gambar 2-7(b) mengilustrasikan proses ini. Pola input bujur sang1Kar terdistorsi 
i 
yang diberikan pada input menghasilkan jajaran genjang pada jputput. Dapat 
I • 
I 
diartikan bahwa jajaran genjang dan bujur sangkar merupakan satu pasangan dari 
6ibid., hal. 53. 
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pola-pola yang disimpan. 
2.4.2 Klasifikasi 
Misalkan sekelompok pola input dibagi dalam sejumlah kela a tau katagori. 
Dalam me-respon ke salah satu pola input dari kelompok tersebut! klasifier me-
l 
recall informasi dengan memperhatikan keanggotaan kelas da i pola input. 
I 
Biasanya, kelas-kelas dinyatakan dengan vektor output dengan nilai diskrit. 
I 
Gambar 2-8(a) memperlihatkan respon klasifikasi untuk pola-pol ' yang dimiliki 
oleh tiga kelas. 
Input 
pattern 
{D. x o} 
(a) 
Cla.\s 
number 
[- :] 
Gambar 2-8 
Input 
pattern 
{D.XD 
(b) 
Respon Klasitikasi : (a) klasifikasi dan (b) recognition7 
Clas.\ 
Klasifikasi dapat dimengerti sebagai salah satu kasus dari eteroasosiasi. 
Asosiasi antara pola input dan anggota kedua dari pasangan heter I sosiatif, yang 
mengindikasikan nomor kelasnya. Jika respon jaringan yang dii I ginkan adalah 
nomor kelas tetapi pola inputnya tidak sama persis dengan salah ' atu pola yang 
I 
ada, prosesnya dikenal sebagai recognition. Proses recognition dip· rlihatkan pada 
Gambar 2-S(b). 
7ibid., hal. 54. 
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2.5 Konsep Belajar 
Karakteristik yang sangat menarik dari jaringan saraf tiruan adalah 
I 
kemampuannya untuk belajar. Setelah tahap belajar selesai, jarin an diharapkan 
I 
mampu untuk menghasilkan serangkaian output yang diinginka jika jaringan 
I 
diberi serangkaian input. Setiap input atau output teracu sebagai ' ektor. Proses 
! 
I 
belajar atau pelatihan dari jaringan ini dilakukan dengan jalan 1 embangkitkan 
vektor input secara berurutan dan mengatur bobot dengan pro edur tertentu. 
! 
Selama proses belajar, bobot secara bertahap akan berubah menuj 1 keadaan yang 
I vektor output sedemikian rupa sehingga setiap vektor input akan menghasilka 
yang diharapkan. 
2.5.1 Belajar dengan Pengawasan (Supervised learning) 
Pada belajar dengan pengawasan dibutuhkan adanya ve tor lain, yaitu 
I 
I 
vektor target (d). Vektor target berisi output yang diinginkan dari ektor input (x) 
yang diberikan. Sebuah vektor masukan dibangkitkan, output! dari jaringan 
I 
dihitung dan hasilnya dibandingkan dengan vektor target yang bers 1suaian. Selisih 
an tara output dengan target, rno[d,o], diumpanbalikkan. Selanjutny matriks bobot 
I 
W diatur menurut algoritma yang akan meminimkan selisih terse ut. 
X 
Ad.tplive 
network 
distance measure 
Gambar 2-9 
Belajar dengan pengawasan8 
2.5.2 Belajar tanpa Pengawasan (Unsupervised learning) 
20 
Belajar tanpa pengawasan tidak membutuhkan adanya vek or target, oleh 
karenanya tidak ada langkah membandingkan dengan outp~t ideal yang 
diinginkan. Karena output yang diinginkan tidak diketahui, infot~asi kesalahan 
eksplisit tidak dapat digunakan untuk memperbaiki respon jaring 'n. 
8ibid., hal. 57. 
91 . OC.Clt. 
Adaptive 
network 
,---7") II 
Gambar 2-10 
Belajar tanpa pengawasan9 
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Rangkaian pelatihan hanya berisi vektor input (x) saja. AI , ritma belajar 
mengubah bobot jaringan untuk menghasilkan vektor output yan 
2.6 Kaidah Belajar 
2.6.1 Kaidah belajar umum 
Ada berbagai kaidah belajar bagi jaringan saraf tiruan, t rgantung pada 
jaringan yang diaplikasikan. Tetapi semua kaidah belajar ini me11punyai kaidah 
I 
umum. I 
I 
Gam bar 2-11 memperlihatkan jaringan saraf tiruan yang 1 kan dilatih ( di 
I 
hanya berlaku untuk mode belajar dengan pengawasan). V )tor wi yang 
I 
mempunyai komponen wii menghubungkan input ke-j dengan neu n ke-i. Secara 
I 
umum input ke-j dapat berupa output dari neuron lain atau input ksternal. 
I 
x, 
10ibid., hal. 60. 
}-----t---+---i~ o, 
w, =[w,1w,2 ••• "·~J' is !he weigh! vector c 
undergoing training 
Gambar 2-11 
Neuron yang dilatih 10 
learning 
signal 
general or ~d, 
22 
Aturan belajar umum dapat dinyatakan sebagai berikut : Vektor bo ot wi = [wil, 
wi2 , ••• , win] bertambah secara proporsional dengan hasil perkalia: vektor input 
I 
x dengan sinyal belajar r. Sinyal belajar r adalah fungsi dari wix ,-dan sinyal di 
(untuk mode dengan pengawasan). Jadi untuk Gambar 2-10 dapat inyatakan : 
r = r(w;, x, d) (2-12) 
Kenaikan vektor bobot wi yang diperoleh dari step belajar pada sa t t adalah : 
~w;(t) =cr[w;(t), x(t), dlt)]x(t) (2-13) 
dimana c adalah bilangan positif yang disebut konstanta bela jar (lea .ing constant) 
I 
yang menentukan laju belajar. Vektor bobot yang diadaptasi pada saat t dipakai 
pada siklus belajar yang berikutnya : 
(2-14a) 
Untuk selanjutnya persamaan di atas akan ditulis dengan merna ai superscript 
I 
untuk indeks dari step latihan waktu-diskrit. Untuk step ke-k ditul s sebagai : 
k+l k ( k k dk) k W; = W; + C r W; , X , ; X (2-14b) 
Untuk belajar dengan waktu-kontinyu persamaan (2-14) da at dinyatakan 
! 
dengan : 
dw;(t) 
= c rx(t) 
dt 
2.6.2 Kaidah belajar Perseptron 
I 
(2-15) 
Dalam kaidah belajar perseptron, sinyal belajar adalah selisi, an tara respon 
I 
23 
yang diinginkan dengan respon sesungguhnya. Metode bel · arnya dengan 
pengawasan dan sinyal belajarnya didefinisikan sebagai : 
(2-16) 
dimana oi = sgn(w/x) dan di adalah adalah respon yang diinginka . Gambar 2-12 
memperlihatkan proses belajar kaidah perceptron. 
Pengaturan bobot dalam kaidah ini, ~wi dan ~wii, di eroleh sebagai 
berikut : 
(2-17a) 
untuk j 1,2, .. n (2-17b) 
TUJ 
nt•t, ±=; 
.,____~ -0 ,.,11-----t--+---i .... o, 
-I 
c 
Gambar 2-12 
Kaidah belajar Perseptron 11 
d, 
Kaidah belajar ini hanya berlaku untuk respon neuron biner. Me1 .urut kaidah ini, 
! 
i 
bobot-bobot diatur hanya jika oi tidak benar. Dan karena respon ang diinginkan 
11 ibid., hal. 64. 
24 
hanya dua macam yakni 1 atau -1, maka pengaturan bobot di lumuskan lagi 
sebagai: 
dw. = ±2cx (2-18) 
I 
dimana tanda plus dipakai bila di = 1, dan sgn(w~) = -1, da tanda minus 
dipakai bila di = -1, dan sgn(w~) = 1. 
2.6.3 Kaidah belajar Delta 
Kaidah belajar delta hanya berlaku untuk fungsi aktivasi ontinyu, dan 
! 
dalam mode belajar dengan pengawasan (supervised). Sinyal belaja untuk kaidah 
ini disebut delta dan didefinisikan sebagai berikut : 
r ~ [di-f(w/x)]f(w/x) (2-19) 
Faktorf'(w/x) adalah turunan dari fungsi aktivasi yang dihitung un uk net= w/x. 
Gambar 2-13 memperlih.atkan kaidah belajar delta. Aturan belajar lini diturunkan 
i 
dari kondisi least square error antara oi (output) dan di ( rget). Error 
didefinisikan sebagai : 
E ~ _!_(d.- o.)2 2 I I (2-20a) 
yang ekivalen dengan : 
(2-20b) 
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c 
Gumhur 2-13 
Kaidah belajar delta 12 
Diperoleh nilai vektor gradien error sebagai berikut : 
Komponen-komponen dari vektor gradien yaitu : 
, untuk j 
<!, 
(2-2la) 
1 ,2, ... (2-21b) 
I 
Karena untuk minimisasi error dibutuhkan perubahan bobot dala1 1 arah gradien 
negatif, maka diambil : 
(2-22a) 
dimana fJ adalah konstanta positif. Dari persamaan (2-20) dan (2- 1) diperoleh : 
(2-22b) 
Atau untuk pengaturan salah satu bobot manjadi : 
1\bid., hal. 67. 
2.7 Jaringan Error Back-Propagation 
2.7.1 Pandangan Umum 
I 
I 
I 
I 
I 
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(2-22c) 
Error Back-Propagation adalah jaringan saraf tiruan yang :paling banyak 
I 
digunakan dan telah berhasil diterapkan dalam berbagai bidang. Jik padajaringan 
I 
ini diberikan suatu pola input, maka akan memberikan pol output yang 
bersesuaian. Dan di antara berbagai macam model jaringan sara tiruan, Error 
Back-Propagation adalah model yang paling mudah dimeng rti. Prosedur 
belajarnya didasarkan pada konsep yang relatif sederhana: , jika jaringan 
I 
I 
memberikan jawaban yang salah, bobot-bobotnya akan dikore si sedemikian 
I 
hingga error berkurang dan sebagai hasilnya respon jaringan kemu' ian akan lebih 
mendekati kebenaran. 
I 
Error Back-Propagation mempunyai paling sedikit dua lapisan, yakni 
I 
lapisan input (input layer) dan lapisan output (output layer). Jika di mbahkan satu 
lapisan atau lebih di antara lapisan input dan lapisan output, maka lapisan 
tambahan ini dinamakan lapisan tengah (hidden layer). IGambar 2-14 
I 
memperlihatkan jaringan Error Back-Propagation dengan tiga lap san. 
I 
I 
Error Back-Propagation memakai kaidah belajar delta. J' a jaringan ini 
tidak mempunyai lapisan tengah, untuk prosedur penghitungan p gaturan bobot 
! 
dipakai kaidah belajar delta biasa. Sedangkan untuk menghitung p ngaturan bobot 
untuk lapisan tengah digunakan kaidah belajar delta yang sudah igeneralisasi. 
I 
I 
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Gambar 2-14 
Jaringan Error Back-Propagation tiga lapisan 13 
2.7.2 Kaidah Belajar Delta untuk Lapisan Perseptron Jamak 
Gambar 2-15 memperlihatkan jaringan lapisan tunggal d 
kontinyu. Nilai input dilambangkan dengan y1 dan output Maka y1, 
sinyal pada kolom sel ke-j dan kolom sel ke-k. Bobot wkj menghub,. .. ,.,.~ .... output 
dari sel ke-j dan input dari sel ke-k. 
Pernyataan error pada persamaan (2-20a) sekarang dig 
semua error pada output k = 1, 2, ... ,K : 
untuk polap, dimanap = 1, 2, ... , P. 
13Beale, R. dan T. Jackson, Neural Computing :An Introduction, lOP Pub! 
1990, hal. 67. 
I 
· untuk 
(2-23) 
Ltd., Bristol, 
28 
o, 
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Gambar 2-15 
Jaringan dengan perseptron kontinyu 14 
Pengaturan bobot untuk lapisan output dinyatakan sebagai berikut : 
ae Llwkj = -1]-
awkj 
Yang dengan kaidah rantai, dapat ditulis sebagai : 
aE a(netk) 
a(netk) awkj 
dimana 
Dan karena didefinisikan bahwa : 
14Zurada, Jacek M., op. cit., hal. 175. 
(2-24) 
(2-25) 
(2-26) 
(2-27) 
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maka diperoleh : 
aE 
= -o Y· o, J (2-28) 
E adalah fungsi komposit dari netk, sehingga persamaan (2-27) da at ditulis lagi 
sebagai : 
dim ana 
dan 
aE 
-a = -(dk -ok) 
ok 
Sehingga persamaan (2-29) dapat ditulis lagi : 
(2-29) 
(2-30) 
(2-31) 
(2-32) 
Akhirnya diperoleh pengaturan bobot untuk jaringan lapis n tunggal : 
(2-33) 
Pengaturaan bobot menjadi : 
untuk k = 1, 2, ... ,K dan j = 1, 1, ... ,J (2-34) 
I 
Persamaan (2-33) berlaku untuk sel dengan fungsi aktivasi.f(net) ang non-linier 
I 
I 
dan dapat diturunkan. Berikut ini tinjauan kaidah belajar delta u 1tuk dua fungsi 
30 
aktivasij(net) umum. 
Untuk fungsi aktivasi kontinyu unipolar seperti pada per amaan (2-4a), 
diperoleh f' (net) : 
Ini dapat ditulis lagi sebagai : 
e-nel 
f(net) = ---[ 1 + e-ne/]2 
f(net) =_I_ 
1 + e-nel 
1 + e-nel -1 
l•e -nel 
f(net) = o( 1 -o) 
Sehingga diperoleh : 
(2-35a) 
(2-35b) 
(2-35c) 
(2-36) 
Untuk fungsi aktivasi kontinyu bipolar seperti pada persam n (2-3a) dapat 
din yatakan : 
.f(net) = ~ (1 - o )2 (2-37a) 
Sehingga diperoleh : 
(2-37b) 
2. 7.3 Kaidah Belajar Delta Tergeneralisasi 
Kaidah belajar delta tergeneralisasi merupakan dari kaidah 
belajar delta yang diterapkan pada jaringan umpan-maju lapisan mak. Gambar 
31 
2-16 memperlihatkan jaringan yang mempunyai satu lapisan teng h. 
~--- Layer j o( OC:UI'Om -~I~--- uyc;r tor neurons ---1----1~ 
I 
I 
I 
z,_. 
(F~~ ~ 
. ; ~----·----~------~ 
mpul) =-I 
i--ih column 
of nodes neuron 
Gamhar 2-16 
Jaringan dengan satu lapisan tengah 15 
•• 
.t-th colu11111 
o(oodes 
Penurunan gradien negatif untuk lapisan tengah dinyatak dengan 
untuk j = 1, 2, ... ,J dan i 1,2, .. ,/ (2-38) 
dan 
Input untuk lapisan tengah ini adalah Z;, untuk i = 1, 2, ... ,I. M ka faktor kedua 
1\bid., hal. 182. 
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ae _ ae a(net) 
avji - a(nei). ---avji (2-39) 
dari persamaan (2-39) : 
(2-40) 
dan pengaturan bobot untuk lapisan tengah dapat dinyatakan den an : 
(2-41) 
dimana oYi adalah sinyal error dari lapisan tengah yang mempun · output y. 
Sinyal error ini sama dengan : 
s: -"' - ae , r k · 1 2 1 u un u J = , , ... , Y; a(net) (2-42) 
Berbeda dengan eksitasi netk pacta lapisan output, yang hanya mempengaruhi 
I 
output dari sel ke-k, maka netj mempengaruhi setiap kompo en error dari 
persamaan (2-23). Sinyal error oYi pacta sel ke-j dapat dihitung s agai berikut : 
I 
ae ayj 0 = -Y; ayj • a(net) (2-43a) 
dimana 
(2-43b) 
dan faktor kedua dari persamaan (2-43a) : 
ayj 
a(net) = J;' (net) 
Perhitungan persamaan (2-43b) menghasilkan : 
aE ~ t a(netk) 
- = - L..J (dk- ok)j (netk)---
ayi k=l ayj 
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(2-43c) 
(2-44a) 
(2-44b) 
Persamaan 1m dapat disederhanakan dengan menggunakan pe samaan (2-32) 
menjadi : 
(2-44c) 
Dengan menggabungkan persamaan (2-43c) dan (2-44c) diperole 
K 
oy = f/<net) L: 00 , w9 } k=l (2-45) 
Sehingga pengaturan bobot-bobot pacta lapisan tengah menjadi : 
K 
~vii = TJ.~'(net)z;L oo, w~1 (2-46) 
k=l 
2. 7.4 Alg01·itma Belajar Error Back-P1·opagation 
Dari kaidah perhitungan pengaturan bobot untuk lapisan ou put dan lapisan 
! 
I 
tengah dapat disusun suatu algoritma belajar untuk jaringan ! apisan jamak. 
Sebagai obyek dipakai jaringan yang mempunyai satu lapisan te gah. Diberikan 
34 
pola-pola latihan sebanyak P sebagai berikut : 
dimana zi adalah (/ x 1), d1c adalah (K x 1), dan i = 1, 2, ... , P. ,omponen ke-/ 
dari zi bernilai 1 untuk penambahan vektor input. Lapisan teng lh mempunyai 
i 
I 
output y dengan jumlah sel J. Komponen ke-J dari y bernilai 1 unt penambahan 
output dari lapisan tengah. Sedangkan output o mempunyai di (K x 1). 
Langkah-langkah dari algoritma ini adalah sebagai berikut : 
Langkah 1 : Dipilih rJ > 0 dan Emalcs 
Bobot W dan V diinisialisasi pada harga acak yang ecil; W adalah 
(K x f) dan V adalah (J x /). 
q +- 1, p +- 1 
Langkah 2 : Langkah belajar dimulai di sini. 
Input diberikan dan output masing-masing lapisan ihitung : 
z+-z d+-d P' p 
YpJ +- f(v/z), untuk j = 1,2, ... ,J 
dimana vi, sebuah vektor kolom, adalah baris ke-j ari V, dan 
o pk +- f( w k 1 y) , untuk k = 1 , 2, ... , K 
dimana wlc, sebuah vektor kolom, adalah baris ke- dari W. 
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Langkah 3 : Menghitung vektor sinyal error 00 dan oy untuk ke ua lapisan. 
Sinyal error untuk lapisan output : 
Sinyal error untuk lapisan tengah : 
K 
OYpj = Yp/1-yp)L oo,wkj' untuk k 1,2, ... ,K 
k:l 
I 
I 
Langkah 4 : Jika p < P maka p - p + 1, dan kembali ke angkah 2; jika 
tidak, melanjutkan ke langkah 5. 
Langkah 5 : Mengatur bobot pada lapisan output : 
p I 
wki E- wki + 'YJ 2; Oo)pj' 
p=l 
untuk k = 1,2, ... ,K dan j = 1 2, ... ,J 
Langkah 6 : Mengatur bobot pada lapisan tengah : 
p 
vji- vji+lJLOY}Pi' untukj = 1,2, ... ,1 dan i 1,' , ... ,/ 
p=l 
Langkah 7 : Menghitung nilai error : 
1 P K 2 
E = 2 ~ t; (dpk -opk) , untuk k = 1,2, ... ,K 
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Langkah 8 : Satu siklus belajar selesai. 
U n tuk E < Emaks proses pelatihan selesai. Menghasi kan W, V, q, 
dan E. I 
Jika E > Emaks• maka E ~ 0, p ~ 1, q ~ q + 1 an menuju ke 
! 
langkah 2 untuk memulai siklus belajar yang baru. 
2.7.5 Error 
Pada pembahasan di atas, error dihitung secara kumulatif artinya error 
I 
dihitung setelah semua pola latihan dimasukkan dan dihitung aktiv 
1 
sinya masing-
masing. Ini dinyatakan dengan : 
(2-47) 
Error ini penjumlahan dari P error yang dihitung untuk masin -masing pola. 
Definisi error semacam ini tidak dapat digunakan untuk membandi gkanjaringan-
, 
I 
jaringan dengan jumlah pola latihan yang berbeda dan sel output 1yang berbeda. 
I 
Jaringan dengan jumlah sel output K yang dilatih dengan pola latih 'n yang ban yak 
! 
akan menghasilkan error kumulatif yang besar. Demikian pula ' ngan jaringan 
I 
I 
yang mempunyai sel output yang banyak yang dilatih dengan po a latihan yang 
sama. Maka penghitungan error yang lebih sesuai dapat sebagai 
berikut : 
(2-48) 
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2. 7.3 Faktor-faktor dalam Pelatihan EBP 
2.7.3.1 Bobot Awal i 
I 
Bobot-bobot dalam jaringan yang dilatih biasanya diinisiali. asi pada nilai 
I 
acak yang kecil. Inisialisasi ini sangat mempengaruhi hasil akhi'. Jika semua 
I 
bobot awal diberi harrga yang sama, jaringan tidak akan terlatih , engan benar. 
I 
Jaringan mungkin saja akan gagal untuk belajar serangkaian 1 ontoh-contoh 
pelatihan dengan errornya yang tetap atau bahkan error akan nai ! begitu proses 
pelatihan diteruskan. Dari penelitian-penelitian yang telah dilakt kan diperoleh 
bahwa melanjutkan pelatihan di luar daerah error tertentu akan I menghasilkan 
bobot yang tidask diinginkan. Ini mengakibatkan error naik dan ku litas pemetaan 
jaringan akan turun. Untuk mengatasi masalah ini, jaringan harus I ilatih dengan 
bobot acak yang lain. 
2. 7 .3.2 Konstanta Belajar (Learning Constant) 
I 
Efektifitas dan konvergensi dari algoritma error-back pro gation sangat 
I 
tergantung pada nilai konstanta belajar (1J). Secara umum, nilai ptimal dari 11 
I 
tergantung pacta masalah yang sedang diselesaikan. Seperti yang elah diketahui 
I 
bahwa back-error propagation didasarkan pada penurunan I radien error. 
I 
Penurunan gradien ini merupakan metode yang efisien untuk me hasilkan nilai 
bobot yang meminimkan error. Tetapi seringkali bentuk pe mukaan error 
membuat prosedur ini menjadi lambat untuk kovergen. 
Pada minima yang lebar atau nilai gradiennya kecil, nil lJ yang besar 
akan menghasilkan konvergensi yang lebih cepat. Tetapi pada mini 1 na yang curam 
38 
dan sempit, harus dipilih nilai 'YJ yang kecil untuk menghindari o ershoot. Dari 
I 
kenyataan tersebut dapat disimpulkan bahwa 'YJ harus dipilil berdasarkan 
percobaan. 
Hanya dengan nilai 'YJ yang kecil yang akan memberikan pen runan gradien 
I 
dengan benar. Namun ini harus dibayar dengan jumlah iterasi y 'ng bertambah 
I banyak untuk mendapatkan hasil yang memuaskan. 
Meskipun pemilihan- konstanta belajar ini sangat ter an tung pada 
I 
I 
permasalahan dan arsitektur jaringan, tetapi ada rentang nilai 1 tertentu yang 
I 
diperoleh dari banyak eksperimen sukses yang telah dilakukan sel: rna ini, yakni 
I 
antara 10-3 sampai dengan 10. I 
2.7.3.3 Metode Momentum 
Tujuan dari metode momentum adalah untuk mempercep t konvergensi 
! 
dari algoritma Error Back-Propagation. Prinsip dari meto , e ini adalah 
I 
menambahkan sebagian dari perubahan bobot yang sebelumnya p da pengaturan 
bobot yang sedang berlangsung. Ini dapat dirumuskan dengan : 
~ w(t) = -rJV' E(t) +a~ w(t -1) 
dimana t dan t-1 menunjukkan langkah pelatihan yang sedang b rlangsung dan 
langkah sebelumnya. a adalah konstanta momentum yang berupa ilangan positif. 
. I 
Suku kedua pada ruas kanan menunjukkan sebagian dari peruba. an bobot yang 
I 
sebelumnya, disebut suku momentum. Untuk N langkah literasi dengan 
I 
I 
menggunakan metode momentum, perubahan bobot yang ekarang dapat 
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dinyatakan sebagai berikut : 
N 
6w(t) = -?JL an'VE(t-n) 
n=O 
biasanya a dipilih antara 0,01 dan 0,8. 
2.8 Aspek-aspel{ Jaringan Saraf Tiruan 
2.8.1 Konvet·gensi 
Jika pelatihannya hasil dengan baik, jaringan akan mem erikan jawaban 
yang benar. Ini memerlukan suatu ukuran kuantitatif dari pelatih . Ukuran yang 
biasa digunakan adalah error RMS (Root Mean Square). Ukuran ·,1i menunjukkan 
I 
sampai sejauh mana jaringan akan memberikan jawaban yang b ar. 
Jawaban yang diberikan jaringan bukanlah ya atau tid . Karena nilai 
i 
target dari jaringan berupa bilangan real, demikian pula outpu 1 nya. Untuk itu 
I 
diperlukan adanya nilai batas untuk menentukan apakah jawaba · yang diberikan 
· · b ·1 · b I output Janngan erm a1 enar. 
Konvergensi adalah proses dimana nilai RMS semakin mendekati nol. 
Konvergensi tidak selalt1 mudah dicapai karena kadang-kadang j ringan terjebak 
I 
di minimum lokal dan pelatihan terpaksa dihentikan. Jaringan B ck-Propagation 
I 
biasanya mudah untuk konvergen ke nilai RMS yang bagus jik pola-pola input 
latihannya benar-benar jelas perbedaannya. 
2.8.2 Minimum Lokal 
Salah satu masalah dalam minimisasi nilai error adalah adanya 
40 
minimum lokal dalam fungsi error. Gambar 2-17 memperlihatka potongan dari 
I 
fungsi error dalam dimensi bobot tunggal. Terlihat bahwa error ad 'ah fungsi non-
negatif dari variabel bobot. Pemetaan yan ideal akan mereduksi :nus ke arah 0. 
i 
Fungsi error pacta Gambar 2-17 mempunyai satu minimu 1 global (pacta 
I 
w8) di bawah nilai Enns minimum, dan juga mempunyai dua minit :urn lokal pada 
I 
w11 dan Wa, dan satu titik stasioner pacta W5 • Prosedur belajar akan erhenti secara 
dini jika dimulai dari titik 2 atau 3; sehingga jaringan yan dilatih tidak 
memberikan performa sesuai dengan yang diinginkan. 
E,-u 
0 
2.8.2 Generalisasi 
w, 
I, 2. 3: Sl1Jling points 
I 
I 
I 
I I I 
------1----1--+----
1 I I 
I I I 
I I I 
G run bar 2-17 
Enu, sebagai fungsi bobot tunggal 16 
w 
Satu ciri khas dari jaringan saraf tiruan adalah kemam uannya dalam 
! 
generalisasi, yakni dapat mengklasifikasikan pola yang tidak p 'rnah diberikan 
sebelumnya. Multilayer perceptron melakukan generalisasi dengan jalan 
16ibid., hal. 207. 
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mendeteksi ciri-ciri khas dari pola input yang telah diberikan dan k 11udian meng-
kode-kan dalam bentuk bobot. Dengan demikian pola yang t dak diketahui 
I 
diklasifikasikan dengan pola lainnya yang mempunyai kesamaan 1iri. Ini berarti 
I 
bahwa input yang mengandung noise dapat diklasifikasikan d' ngan melihat 
kesamaannya dengan pola input yang asli. 
Secara umum, jaringan saraf tiruan bagus pada interpola , tetapi tidak 
begitu bagus pada ekstrapolasi. Mereka mampu mendeteksi pola pola yang ada 
I 
I 
pada input-input, dan memperbolehkan kedudukan menengah yan belum pernah 
I 
dilihat sebelumnya. Tetapi, input-input yang merupakan perluasa . dari rentang 
I 
I 
pola-pola yang dilatihkan akan lebih sulit diklasifikasikan, kar 1na hanya ada 
sedikit bagian yang dapat dibandingkan. 
o(x) 
o Good gencr3lir..auun 
o Bad gcncnlii .. riun 
(2) 
I X-lraining 
data 
I I 
·+---~-·-!....-.t----.----...-~ 
.r, •• .., .{ 
Gamhar 2-18 
Generalisasi dari suatu jaringan17 
Gambar 2-18 mengilustrasikan generalisasi yang bagus d n yang buruk 
I 
pada data-data pola yang baru dan berada di antara pola-pola la ihan. Jaringan 
dilatih menggun.akan data-data x1 sampai x5• 
I 
17ibid., hal. 54. 
BABIII 
TRANSPUTER 
3.1 Pendahuluan 
Kemampuan komputer yang ada saat ini sangat mengag mkan dengan 
kecepatannya yang semakin tinggi. Tetapi untuk aplikasi-aplikasil tertentu yang 
ditujukan untuk menghasilkan model dunia nyata yang lebih baik omputer yang 
i 
ada masih belum cukup memadai. Sebagai contoh di sini ad lah membuat 
I 
komputer untuk melakukan sesuatu selayaknya otak manusia, sep ti pengenalan 
I 
suara, analisa citra dan pengenalan pola, pengelihatan buatan, d n pemahaman 
bahasa. Untuk itu dibutuhkan komputer dengan kemampuan yang 1 ih tinggi lagi. 
Para pakar berusaha untuk mengembangkan kecepatan k 
mereka menemui beberapa keterbatasan. Yang paling utama adal 1 batasan fisik 
yakni kecepatan cahaya. Untuk mendekati kecepatan ini saj 
1 
adalah tidak 
mungkin. Salah satu upaya mengatasi masalah kecepatan yaitu pe emuan sirkuit 
I 
photonic yang menggumikan cahaya kilat, termasuk arus llistrik, untuk 
I 
mentransformasikan informasi digital melalui serat optik. Serat o tik ini hampir 
tanpa desipasi panas dan tidak membutuhkan insulasi elektris. Ko sep yang lebih 
radikal dari sirkuit photonic adalah biochip, yaitu komponen tig dimensi yang 
dibuat dari molekul-molekul organik. Molekul-molekul ini d at dipaketkan 
I 
bersama-sama dalam densitas yang lebih besar dari komponen se 1ikonduktor. 
Pengembangan ke arah tersebut sangat. menarik teta i tidak dapat 
42 
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diwujudkan untuk pemakaian komersial saat ini juga memerluk n biaya yang 
! 
sangat tinggi untuk tiap unit dan sistem. Super komputer menggu akan Gallium 
Arsenide atau supercooled sirkuit CMOS yang membutuhkan mem ri yang sangat 
cepat dan trilyunan rupiah untuk memiliki serta mengoperasikan. 
Berdasarkan kendala-kendala diatas, multi proses adalah sala satu alternatif 
yang paling mungkin. Transputer adalah prosesor yang didesai untuk dapat 
I 
bekerja secara paralel dengan satu atau lebih transputer lainnya. T 1 nsputer dapat 
meningkatkan kecepatannya dengan mengeksekusi bagian-bagia: dari sebuah 
persoalan secara bersama-sama. Sebuah transputer menangani bagian yang 
berbeda dari sebuah persoalan dengan cara mengeksekusi tiap I bag ian secara 
bergantian dengan cepat atau sebuah jaringan dari transputer men ngani bagian-
1 
bagian tersebut secara simultan dengan mendistribusikanny ke tiap-tiap 
transputer. Untuk membagi suatu masalah menjadi bagian-bag an yang akan 
diproses oleh masing-masing transputer secara efisien dan efe tif diperlukan 
pembagian beban kerja yang seimbang pada tiap transputer (load talancing). 
Pada bab ini akan dibahas mengenai arsitektur umum dari ransputer baik 
konfigurasi dasar, yaitu fasilitas-fasilitas standar pada setiap trans uter, tipe-tipe 
yang ada pada keluarga transputer, sistem pengalamatan maupun ' gister-register 
I 
pada prosesornya. Kemudian dilanjutkan dengan pembahasan m ngenai proses 
sekuen dan konkuren. Berikutnya adalah mengenai konsep yang paling penting 
dalam dunia transputer, yaitu channel yang terdiri atas channel it ternal atau so.fi 
channel dan channel eksternal atau hard channel yang lebih diket 1 sebagai link. 
Pembahasan mengenai link dilanjutkan lebih detil pada bagian k munikasi antar 
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proses. Selanjutnya ada pembahasan khusus pada transputer ti e T805 yang 
I 
dipakai dalam tugas akhir ini. Dan akhir dari bab menampilkan pi nti perantara 
I 
komunikasi transputer dengan dunia luar baik periferal (I/0) ma pun prosesor 
jenis lain. Piranti ini disebut dengan Link Adaptor. 
3.2 A1-sitektur Transputer 
3.2.1 Konfigurasi Dasar 
Komponen dasar dari semua mikroprosesor adalah eksekus instruksi dan 
unit dekoding, yang sering disebut dengan Central Processing U 1 it (CPU) dan 
I 
External Memory Interface (EMI). CPU membaca instruksi dari emori melalui 
EMI dan melaksanakannya secara sekuensial (berurutan). Desai chip modern 
I 
ditujukan untuk menjadikan kombinasi prosesor standar dan interf' ce memori ini 
berjalan secepat mungkin. Hal ini dilakukan dengan jalan melengk i chip dengan 
fungsi-fungsi yang sebelumnya membutuhkan ko-prosesor eksternal. Fungsi-fungsi 
I 
ini adalah manajemen memori, aritmatika floating-point, serta cac 1e instruksi dan 
data. 
I . 
Perangkat keras manajemen memori memetakan ruang al mat virtual ke 
memori fisik. Tiap proses dapat mempunyai ruang alamat terpisa dan pemetaan 
yang berbeda ke memori fisik, sehingga memori yang digunakan leh satu proses 
dapat dicegah dari peng-aksesan oleh proses lain. Perangkat eras dekoding 
i 
j. 
alamat dapat dibuat berjalan jauh lebih cepat jika modul man 1 emen memori 
diintegrasikan ke dalam chip yang sama dengan CPU. 
Tambahan yang umum pada chip adalah cache, yakni pel takan data atau 
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kode yang sering diakses ke dalam chip. Keluarga transputer enggunaakn 
pendekatan lain, yakni dengan as:lanya on-chip RAM (memori intern I) yang dapat 
I 
dipakai sama seperti memory eksternal tetapi dengan kecepatan 2 a . u 3 kali lebih 
I 
cepat. Tidak seperti cache, pada transputer dibutuhkan pemro raman yang 
menentukan apakah RAM ini berisi kode, data atau keduanya. 
Fungsi utama yang merupakan kelebihan transputer adalah engan adanya 
I 
komunikasi on-chip. Dengan fasilitas ini transputer mempunyai kern mpuan untuk 
komunikasi secara langsung dengan transputer lain. 
System 
ce:rulce 
On-chip 
IAH 
Exi:.ernoal 
Memory 
1---4 LinkOut 
IE--- Llnkln 
[E~ EvantReq 
EventAck 
Application- speslflc 
ttardware 
Gambar 3-1 
Konfigurasi dasar transputer18 
18Graham, Ian dan Tim King, 11ze Transputer Handbook, Prentice Hall Intern tiona! (UK), 1990, 
I 
hal. 8. I 
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I 
Fasilitas-fasilitas standar yang ada pada transputer dap t disimpulkan 
sebagai berikut : 
Prosesor integer berkecepatan tinggi dengan pe · adwal proses 
terkode-mikro 
Memori statis cepat dalam chip 
2 atau 4 link komunikasi 
Timer internal 
Interface memori eksternal 
3.2.2 Keluarga Transputer 
Keluarga transputer terdiri dari tiga kelompok utama : s ri T2 (16-bit), 
seri T4 (integer 32-bit) dan seri T8 (32-bit dengan Floating Pont Unit (FPU) 
32/64 bit). Grup ini hanya membedakan prosesor dalam besar AM internal, 
demikian semua transputer memiliki model arsitektur dasar yan~ serupa. Tabel 
3-1 memperlihatkan anggota dari keluarga transputer. 
Tahel 3-1 
Keluarga Transputer (Desember 1989)19 
transputer 16 bi~ 
Panjang word 
Internal RAM 
Jumlah Link 
Instruksi lanjut 
lnstruksi Debug 
19ibid., hal. 16. 
T212 
16 
2K 
4 
n 
n 
T222 T22 
16 16 
4K 4K 
4 4 
y y 
n y 
M212 
16 
2K 
2 
n 
11 
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transputer 32 hi 
T400 T414 T425 TSOO II TSOJ T805 
Panjang word 32 32 32 32 32 32 
Internal RAM 2K 2K 4K 4K 4K 4K 
J umlah Link · 2 4 4 4 4 4 
Hardware FPU n n n y y y 
3.2.3 Pengalamatan memori 
3.2.3.1 Rentang alamat 
Semua transputer dialamati menurut byte. Gabungan dari b te membentuk 
word. Pada tipe T2xx satu word terdiri atas 2 byte, dan pada tipe 8xx dan T4xx 
satu word adalah 4 byte. Panjang alamat selalu ditulis dalam ord (integer). 
Transputer 16 bit (T2xx) mempunyai ruang alamat sebesar 64 Kb te. Transputer 
32 bit (T8xx dan T4xx) mempunyai ruang alamat 4 Gbyte. 
16. bit 32 bit 
-.- Maxlnt I?FFF 17FFFFFFF 
- Ul888 lljl81188888 
-'-Minlnt 18888 1688118888 
Gamhur 3-2 
Rentang alamat transputer 
Pengalamatan memori transputer merupakan pengalamatan linier. Rentang 
! 
alamatnya tidak seperti pada prosesor umumnya, yang dimul i dari #00 .. 00 
sampai #FF .. FF. Tetapi alamat transputer merupakan bilangan i 1teger bertanda 
yang dimulai dari #80 .. 00 samapi dengan #7F .. FF, dengan alamat
1
#00 .. 00 berada 
I 
di tengah-tengah. #80 .. 00 disebut dengan Minlnt dan #7F .. FF axlnt. 
I 
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3.2.3.2 Peta memori 
Gambar 3-3 memperlihatkan peta memori yang diterapkan p da transputer. 
ttaw:lwt 
( l/0 ) 
18 
.. e .. orv 
On-ch h• RAI'1 
t'l in lnt 
Gambar 3-3 
Peta memori transputer 
Memori internal (2 atau 4 Kbyte) berada di bagian paling baw::lh dari rentang 
alamat, dimulai pada Minlnt. Peletakan ini sudah ditetapkan oleh 1 erangkat keras 
transputer. Memori intrnal ini sangat cepat dan diakses dalam satu siklus 
prosesor. Pemakaian memori internal yang baik akan meningka kan performa. 
Memori internal ini biasanya digunakan sebagai stack. Memori in ernal dapat di-
non-aktif-kan dengan pin DisablelntRam. 
Memori eksternal terletak tepat di atas memori internal. A ses ke memori 
eksternal lebih lambat daripada ke memori internal. Sistem aka berjalan lebih 
cepat bila pemilihan letak data maupun kode dilakukan dengan t pat. 
Jika diinginkan sistem yang berdiri sendiri (stand-alone), n :aka dibutuhkan 
I 
adanya ROM. ROM ini harus diletakkan di bagian paling at s dari rentang 
i 
memori. Hal ini karena alamat reset (alamat dari instruksi yang p tama kali akan 
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dijalankan pacta saat sistem di-reset) dari prosesor adalah #7F .. F . 
i 
Sedangkan piranti input output (110) atau periferal diletak an di tengah-
tengah, yaitu mulai dari alamat #00 .. 00. 
3.2.3.3 Memori yang dicadangkan 
Pacta bagian bawah dari rentang alamat, yang dimulai dari inlnt sampai 
dengan MeniStmi, terdapat blok memori yang dicadangkan Memori ini 
I 
digunakan oleh prosesor untuk tujuan-tujuan khusus. Pemakai dap t membaca isi 
memori ini, tetapi menulis ke alamat memori ini akan sangat berbl haya. Ukuran 
memori ini tergantung pacta tipe transputer, 36 byte pada T225 da 112 byte pacta 
T805. 
Memori ini terletak pacta memori internal (on-chip AM), untuk 
I 
memastikan tetap adanya memori fisik walaupun tidak ada me1' ori eksternal. 
I 
Artinya transputer tetap dapat menjalankan program dengan tanpa memori 
eksternal. Ruang memori yang dicadangkan ini digunakan untuk tiga tujuan : 9 
I 
word pertama digunakan oleh link dan Event, 2 word berikutnya igunakan oleh 
timer dan sisanya adalah daerah penyimpanan interupsi. Tabel 3 2 berisi daftar 
memori yang dicadangkan. 
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Tabel3-2 
Lokasi memori yang dicadangkan (T225 dan T805)20 
Alamat Word Nama Kegu paan 
Mintlnt+28 MemStart T805,T800 lf425,T225 
... dicadang .an untuk 
... instruksi llanjutan 
Minlnt+ 18 MemStart T414,T2 2,M212 
Minlnt+ 17 EreglntSaveLoc 
Minlnt+ 16 ST ATUSintSaveLoc 
Minlnt+ 15 CreglntSaveLoc 
Minlnt+ 14 BreglntSaveloc daerah p nyimpan 
Minlnt+ 13 AreglntSaveloc reg ster 
Minlnt+12 lptrlntSaveloc 
Minlnt+ 11 W desclntSaveLoc 
Minlnt+ 10 TptrLoc1 timer prio tas rendah 
Minlnt+9 TPtrLocO timer prio itas tinggi 
Minlnt+8 Event kana! ,event 
Minlnt+7 Link3Input 
I 
Minlnt+6 Link2Input 
Minlnt+5 Linkllnput 
Minlnt+4 LinkOinput kontro word 
Minlnt+3 Link30utput li 1k 
Minlnt+2 Link20utput 
Minlnt+ 1 Link !Output 
Minlnt LinkOOutput 
I 
I 
3.2.4 Register-register Transputer 
Prosesor dari transputer mempunyai hanya sejumlah kecil r gister. Ada 6 
register yang digunakan dalam pelaksanaan proses sekuen. K nam register 
I 
tersebut yakni : A, B, C, W, I dan 0. Register A, B dan C men akan register 
evaluasi yang berupa stack. A, B dan C adalah source dan desti ation register 
I 
untuk sebagian besar operasi aritmatika dan logika. Hanya registe 1 A yang dapat 
diakses langsung, baik dibaca maupun ditulisi. Menulis ke registe A akan mem-
push isi register A yang lama ke register B, dan isi register B yang lama ke 
register C, dan isi C yang lama akan hilang. Mengambil nilai dari egister A akan 
20ibid., hal. 15. 
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mem-pop isi B ke A, dan isi C ke B. 
Register W, I dan 0 merupakan register kontrol proses se uen. Register 
W berisi Workspace pointer yang menunjuk alamat terbawah daera penyimpanan 
I 
data dimana variabel lokal dari suatu proses berada. Register I be isi Instruction 
pointer yang menunjuk instruksi berikutnya yang akan dilaksanak n. Sedangkan 
I 
register 0 berisi operand dari instruksi yang sedang dilaksanakan.l 
Registers 
FrontPtrl 
BackPtrl 
Low-priority queue 
front and back pointers 
... 
FrontPtrO 
BackPtrO 
H1gh-priority queue 
front and back pointers 
I 
I I u 
Workspace 
pomter w 
Operand -
____ J-~--~~~--v~l 
reg1ster 
Next 
mstruc!IOn 
'"'""~ { stack
-
21 ibid,. hal 12. 
0 
I 
A 
8 
c 
Process work spaces 
Gamhar 3-4 
Register-register transputer~' 
Memory 
II 
--
Code 
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Register-register FrontPtr (FPtr) dan BackPtr (Bptr) dig makan dalam 
! 
proses-proses konkuren. Alamat dari proses urutan pertama atau te depan terletak 
I 
pada FPtr, dan sebaliknya BPtr menunjuk proses di urutan tera hir. Ada dua 
I 
macam FPtr yaitu FPtrO dan FPtrl, demikian pula ada dua B ltr, BPtrO dan 
BPtrl. FPtrO dan BPtrO digunakan untuk daftar eksekusi proses d ngan prioritas 
tinggi. FPtrl dan BPtrl untuk daftar prioritas rendah. 
3.3 Penjadwal Proses (Process Scheduler) 
Sebuah proses dimulai untuk menjalankan sujumlah instru si. Proses ini 
dapat berhenti dengan dua kemungkinan, proses belum selesai da proses sudah 
selesai. Biasanya sebuah proses merupakan serangkaian instru i. Transputer 
dapat menjalankan banyak proses secara paralel (konkuren). Proses-proses 
tersebut dapat diberi prioritas tinggi atau rendah. 
Prosesor transputer mempunyai sebuah penjadwal prose terkodemikro 
yang memungkinkan sejumlah proses dijalankan bersama-sama. In menggantikan 
kebutuhan akan kernel perangkat lunak . 
Pada suatu saat, sebuah proses konkuren dalam keadaan ktif atau non-
aktif. Suatu proses aktif bila sedang dieksekusi atau sedang dala1 daftar tunggu 
I 
untuk dieksekusi. Sedangkan suatu proses disebut non-aktif bi a sedang siap 
menerima input, siap mengirim data (output) atau menunggu selan a selang waktu 
tertentu. 
Penjadwal bekerja sedemikian hingga proses yang ti ak aktif tidak 
I 
memakan waktu prosesor. Proses-proses aktif yang sedang m nunggu untuk 
I 
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dieksekusi dimasukkan dalam dua daftar berantai dari daerah-kerj, (workspace) 
proses, satu untuk proses-proses prioritas tinggi dan satu untuk pr
1
oritas rendah. 
I 
Masing-masing daftar diimplementasikan menggunakan dua regis er, satu untuk 
I 
proses pertama dan satu untuk proses terakhir, seperti dijelaska pada sub-bab 
3.2.4. Dalam Gambar 3-5, proses S sedang dieksekusi; P, Q dan R proses aktif 
yang sedang menunggu eksekusi. 
3.4 Channel 
Gamhar 3-5 
Daftar proses beranta?2 
Jalur komunikasi antara dua proses dikenal dengan se utan Channel. 
Dalam transputer, channel merupakan konsep yang penting. Cham
1
el memberikan 
komunikasi yang dibutuhkan dalam pemrograman real-time dan p rallel. Channel 
I bekerja dengan baik pada proses-proses dalam satu transputer· maupun an tar 
I 
transputer. Channel antara proses-proses dalam transputer yang s ma disebut soji 
channel atau channel internal. Hal ini dilakukan oleh prosesor den an jalan meng-
1 
copy data dari daerah data satu proses ke daerah data proses yan lain. Channel 
22
----, Transputer Technical Spesijications, Computer System Architects, U A, 1990, hal. 10. 
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an tara proses-proses pada transputer yang berbeda disebut hard' channel atau 
channel eksternal. Ini dilakukan oleh port komunikasi transputer yang dikenal 
sebagai link. 
3.4.1 Channel Internal 
Satu channel hanya dapat digunakan oleh dua proses paralle . Proses yang 
I 
satu mengirim dan yang lain menerima. Proses penerima yang su . ah siap harus 
menunggu sampai proses pengirim juga siap. Jika prosesor menlberi instruksi 
I 
i 
input atau output, prosesor memberitahu apakah proses di sisi ya1 g lain (proses 
kedua) telah siap. Jika belum siap, proses tersebut harus menungg 1. Pointer dari 
proses ini disimpan, dan jika proses yang lain telah siap, prosesor memberi tahu 
bahwa proses pertama sedang menunggu, sehingga komunikasi dap2 t dimulai. Jika 
transfer data telah selesai, kedua proses diaktifkan kembali. 
Channel 
Workspace dari 
proses yang 
menunggu 
Gambar 3-6 
lmplementasi channel 
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Channel diimplementasikan dalam memori sebagai word unggal. Word 
i 
ini digunakan untuk menyimpan alamat dari proses yang sed 'ng menunggu 
I 
(Gambar 3-6). Hanya satu proses yang dapat menunggu pada satu at. Jika kedua 
proses telah siap kemudian dilakukan komunikasi. 
Dengan melihat word channel, prosesor dapat memberita u apakah ada 
proses yang sedang menunggu. Tidak seperti port konvensional,
1 
channel tidak 
I 
berisi data. Jika sebuah proses mengirim lewat channel, proses in tidak menulis 
I 
ke channel. Word channel hanya digunakan sebagai pointer pros s yang sedang 
menunggu. Pada prinsipnya, dua proses memiliki data terpisa dalam ruang 
terpisah di memori. Komunikasi dilakukan dengan meng-copy Ian sung data dari 
proses yang satu ke proses yang lain. 
Sebelum digunakan untuk komunikasi channel haru diinis' lisasi terlebih 
dahulu, rutin-rutin berikut digunakan untuk alokasi dan inisialisas channel : 
int ChanReset(Channel *c) 
Cannel *ChanA/locO 
ChanReset() untuk mereset channel dan ChanAlloc() memberik n pointer dari 
channel. 
Ada 6 rutin yang disediakan untuk komunikasi melalui ch nnel : 
- ChanOut(Channel *c, (char *)ptr, int n) : mengirim n yte data. 
- ChanOutChar(Channlel *c, char data) : mengirim 1 yte data. 
I 
- ChanOutlnt(Channel *c, int data) : mengirim. 1 1 ord data. 
I 
- Chan1n(Channlel *c, (char *), int n) : menerima n yte data. 
I 
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- int Chanln/nt(Channel *c) : menerima 1 w rd data. 
- char ChanlnChar(Channlel *c) : menerima 1 b e data. 
dimana : 
c = pointer channel 
ptr = pointer data 
3.4.2 Channel Eksternal (Link) 
Channel eksternal atau link merupakan jalur hubungan tran uter dengan 
dunia luar, baik dengan transputer lain, periferal maupun proses r lain. Link 
merupakan hubungan titik ke titik (point-to-point) dan mempun 
1
ai dua arah. 
Masing-masing link merupakan dua channel dengan arah yang 
1 
berlawanan. 
Transputer mempunyai dua atau empat buah link. Masing-masing li mempunyai 
dua pin, yaitu Linkln dan LinkOut. Linldn untuk sinyal-sinyal ya g masuk dan 
LinkOut untuk keluar. Sinyal-sinyal ini aktif dengan logik tinggi d mempunyai 
level TTL. 
Link ini sangat fleksibel dan dapat digunakan untuk berbagai
1
tujuan, untuk 
interface dengan periferal melalui link adaptor maupun komu ikasi dengan 
prosesor lain. Tapi yang paling penting dalam hal ini link untuk 
berkomunikasi dengan transputer lain. 
Channel eksternal tidak membutuhkan inisialisasi maupun alokasi lagi, 
karena sudah didefinisikan pada alamat tertentu. Untuk transputer engan empat 
link, definisi kedelapan pointer channel tersebut yaitu : 
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#define LINKOOUT ((Channel*) Ox80000000) 
#define LINKOOUT ((Channel *) Ox80000004) 
#define LINKOOUT ((Channel *) Ox80000008) 
#define LINKOOUT ((Channel *) Ox8000000C) 
#define LINKOOUT ((Channel *) Ox80000010) 
#define LINKOOUT ((Channel*) Ox80000014) 
#define LINKOOUT ((Channel *) Ox80000018) 
#define LINKOOUT ((Channel*) Ox8000001C) 
Maka instruksi untuk mengirim data sebanyak 10 byte dengan po nter awal data 
ptr melalui LINKO adalah sebagai berikut : 
ChanOut(LINKOOUT, (char *)ptr, 10). 
3.5 Komunikasi antar transputer 
Komunikasi antara dua transputer harus sinkron. Oleh kar na itu masing-
1 
masing pesan harus di-acknowledge. Komunikasi ini dilakuka I dengan jalan 
menghubungkan link interface suatu transputer dengan link inter ace transputer 
. I 
I 
yang lain dengan dua jalur sinyal, dimana data dikirim secara ser al. 
I 
Masing-masing pesan dikirimkan sebagai serangkaian k munikasi byte 
tunggal, sehingga hanya membutuhkan adanya buffer byte tunggal ada transputer 
penerima untuk memastikan bahwa tidak ada informasi yang hila 'g. 
I 
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Tr•nspvter 1 Tr•nsput er 2 
I 
I 
"' I I 1 
pro••• w pro••• x 
I 
v I 
I ,~ I 
pl"os• • w ,,.o •• s z 
Gamhar 3-7 
Komunikasi link antar proses23 
Masing-masing byte dikirimkan dengan urutan : start bit d ikuti satu bit, 
I 
kemudian delapan bit data, dan diakhiri dengan stop bit. Setelah' itu pengirim 
menunggu sampai acknowledge diterima, yang berupa start bit yar g diikuti zero 
bit (Gambar 3-8). Acknowledge ini menandakan bahwa sebuah proses telah 
menerima data tersebut, dan bahwa link penerima siap menerima b~te yang lain. 
Link pengirim mendaftar ulang (reschedule) pengirim hanya setelat acknowledge 
untuk byte terakhir dari pesan yang dikirim telah diterima. 
Do. to. 
~rt b;t 
Acknowt~dge 
rn 
. ) s • 
I 
Gmnhar 3-8 
Link protokol24 
J 
3.6 Karakteristik Transputer IMS T805 
I • I 
Transputer yang dipakai dalam tug as akhir m1 adalah T805. T805 
I 
23
----, Tran~JJUter Architecture and Overview, Computer System Architects, U' A, 1990, hal. 6. 
2\bid., hal. 7. 
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mempunyai fasilitas standar yang dimiliki oleh keluarga transp ter : Prosesor 
I 
integer (32-bit), link komunikasi (4 buah), RAM internal (4 K yte), External 
Memory Interface (EMI), Event dan Timer. Dan pada tipe ini ada tambahan 
Floating Point Unit (FPU) 64-bit. Gambar 3-9 memperlihatkan di gram blok dari 
transputer T805. 
vee 
GND 
Cap PluS 
capMinus 
Reset 
Analyse 
Errortn 
Error 
BootfromROM 
elocldn 
ProcSpeedSelectG-2 
DlsablelntRam 
ProeCJockOut 
notUemSQ.4 
notMemWrB0-3 
notMemRd 
notMemRf 
Ref reshPending 
MemWalt 
MemConfig 
UemReq 
MemGrantecl 
System 
serviceS 
Floating Point Unit 
Gambar3-9 
32 bit 
Processor 
Diagram Blok Transputer T80525 
25
----, Transputer Technical Specifications, op.cit., hal. 3. 
I ~· 
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3.6.1 Prosessor 
Prosessor integer 32-bit berisi instruksi proses logika, pointe instruksi dan 
proses, dan sebuah register operand. Prosessor mengakses seca I langsung 4 
Kbyte memori internal kecepatan tinggi, yang dapat digunakan unt k menyimpan 
I 
data atau program. Bila jumlah memori yang dibutuhkan besar m, ka prosessor 
dapat mengakses sampai 4 Gbyte memori melalui Interface Me1 I ori Eksternal 
(Eksternal Memory Interface EMI). I 
I I. 
3.6.2 Floating Point Unit I 
Floating Point Unit (FPU) 64-bit menyediakan perhitun 1 an aritmatik 
floating point 32-bit dan 64-bit. Dengan adanya FPU, memung inkan operasi 
I 
aritmatik FP secara konkuren dengan prosessor (CPU), dengan ecepatan 3,3 
I 
Mflops pada clock 30 MHz. Semua komunikasi data antara me1 110ri dan FPU 
dibawah kendali CPU. 
FPU terdiri dari penghitung terkodemikro dengan 3 re ister evaluasi 
floating point untuk manipulasi bilangan-bilangan desimal. Regis er-register ini 
yakni FA, FB dan FC, masing-masing dapat menerima 32 bit at u 64 bit data. 
Kelakuan dari register FPU seperti pada register prosesor integer (CPU). 
Walaupun CPU dan FPU dapat bekerja secara kunkuren 1 tapi ada saat 
dimana yang satu harus menunggu yang lain. Titik pada sede etan instruksi 
dimana dibutuhkan transfer data dari atau ke FPU disebut titik sin ronisasi. Pada 
titik sinkronisasi, unit pemrosesan yang selesai lebih dulu (CPU a . u FPU) harus 
I 
menunggu yang lain selesai. Untuk kemudian dilakukan transfer ata dan kedua 
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prosesor akan berjalan lagi secara konkuren. Untuk memanfaatk n konkurensi 
I 
secara maksimal, alamat-alamat asal (source) dan tujuan (destinat on) dari data 
I 
floatng dapat dihitung oleh CPU semen tara FPU melakukan operasi ada data-data 
sebelumnya. 
3.6.3 Memori 
Transputer IMS T805 mempunyai 4 Kbytes memori tatik internal 
kecepatan tinggi untuk meletakkan data. Setiap akses ke m internal 
membutuhkan satu cycle prosesor ProcClockOut. Transpute I juga dapat 
I 
mengakses eksternal memori sebesar 4 GByte. Memori interna dan memori 
eksternal adalah bagian dari ruang alamat linier yang sama. RAM Internal dapat 
I 
di-non-aktifkan dengan memberi logika tinggi pada pin Disablelnt am . Setelah 
itu semua alamat-alamat internal akan dipetakan kepada memori e sternal. 
Memori internal dimulai dari alamat paling negatif #800 0000 sampai 
I 
#80000FFF (untuk tipe T805). Memori yang boleh digunakan oleh pemakai 
dimulai dari #80000070; lokasi ini dinamakan MemStart. Instruksi lidmemstartval 
digunakan untuk mendapatkan harga dari MemStart. 
Memori eksternal dimulai dari #80001000 melewati #00 0000 sampai 
dengan #7FFFFFFF. Data konfigurasi memori dan instruksi bootst p ROM harus · 
I 
dalam ruang alamat paling positif, yaitu masing-masing dimulai pa a #7FFFFF6C 
dan #7FFFFFFE. Ruang alamat tepat dibawah daerah ini biasa ya digunakan 
untuk instruksi-instruksi lain dalam ROM. 
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3.6.4 Timer 
T805 mempunyai timer 32-bit yang akan ber-'detak' se ara periodik. 
Timer memberikan pewaktuan proses yang akurat, memungkinka suatu proses 
untuk di-deshedule beberapa saat. 
Transputer mempunyai dua timer, untuk prioritas rendah dan prioritas 
I 
tinggi. Timer untuk prioritas tinggi berdetak setiap 1 mikrodetik. Se' angkan timer 
untuk prioritas rendah berdetak setiap 64 mikrodetik, memberika 15625 detak 
setiap detik. 
3.7 Link Adaptor 
Link adaptor adalah komponen interface yang digunakan eh transputer 
untuk berhubungan dengan periferal ataupun bus. Komunikasi link ni merupakan 
komunikasi full duplex dan dilakukan dengan cara mengkonversi data serial ke 
data paralel ataupun sebaliknya (bi-directional). I 
Dalam keluarga transputer !NMOS ada dua tipe komponel link adaptor 
untuk dua tujuan. IMS COil adalah adaptor untuk interface peri ,eral dan IMS 
I 
C012 untuk interface bus. Dengan adanya link adaptor , link d at digunakan 
sebagai general purpose l/0. IMS COil mempunyai dua mode op rasi : mode 1 
memberikan terminal input dan output 8 bit yang terpisah; seda gkan mode 2 
memberikan terminal input dan output dua arah yang digunakan ntuk interface 
dengan bus dari suatu sistem mikroprosesor. Mode 2 ini merupak n fungsi yang 
! 
identik dengan C012. 
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3.7.1 Operasi Mode 1 COli 
Gambar 3-10 memperlihatkan diagram blok dari C011 ya g beroperasi 
pada mode 1. Pada mode ini, C011 digunakan sebagai interface pe iferal dengan 
terminal input dan output terpisah. 
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Diagram blok COll mode 126 
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Gamhur 3-11 
Diagram waktu input dan output data COll mode 127 
I 
... 
Gam bar 3-11 (a) memperlihatkan diagram waktu dari ham shaking untuk 
I 
I 
I 
26
----, Transputer Ha11dbook, op.cit., hal. 114. 
27
----, Inmos IMS COil Link Adaptor Engineering Data. 
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input data ke link adaptor. Data di-set-up pada input I0-17. waktu 
I 
minimum unttik set-up data, periferal memulai handshaking de1 gan memberi 
I 
logika tinggi pada !Valid. Kemudian link adaptor mengirimkan d ta ini melalui 
serial link, dan menunggu acknowledge yang menandakan bah I a data sudah 
diterima. Jika acknowledge sudah diterima melalui link input, lin adaptor akan 
menge-set lAck ke logika tinggi. Selanjutnya periferal mengembal kan !Valid ke 
logika rendah dan link adaptor mengembalikan lAck ke logika rendah untuk 
men yelesaikan handshaking. 
Gam bar 3-11 (b) memperlihatkan diagram waktu dari han haking untuk 
output data dari link adaptor. Data yang diterima pada link diletakk n pada output 
QO-Q7, dan QValid diberi logika tinggi untuk menandakan bah a data output 
telah siap. Jika data telah diterima, periferal akan memberi logi a tinggi pada 
I QAck. Kemudian link adaptor mengirimkan acknowledge ke link dan 
mengembalikan QValid ke logika rendah. 
Delay minimum antara sisi naik pada QValid dan QAc adalah nol, 
I 
demikian pula pada sisi turunnya. Oleh karena itu keduanya (QV lid dan lAck) 
dapat dihubungkan secara langsung. Ini memberikan handshaking s 1 cara otomatis; 
artinya setiap ada data yang diterima dari link, akan dikeluarkan ke QO-Q7 dan 
lang sung di -acknowledge. 
3.7.2 Operasi Mode 2 COil 
Gambar 3-12 memperlihatkan diagram blok COli yang 'eroperasi pada 
mode 2. 
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Diagram blok COil mode 228 
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65 
Pada mode ini CO 11 digunakan sebagai interface an tara lin dengan bus 
mikroprosesor, dan biasanya didekoding ke dalam address space se erti layaknya 
periferal. Register internal yang mengontrol status input dan utput dipilih 
menggunakan RSO dan RSl bersama-sama dengan RnotW. Sinyal- 1·nyal interupsi 
dibangkitkan pada lnputlnt dan Outputlnt untuk menandakan ba wa data yang 
diterima telah ada, atau bahwa output siap menerima data. 
28
----, Tramputer Handbook, loc.cit. 
BABIV 
PERENCANAAN PERANGKAT KE 
Perangkat keras yang dibuat merupakan bagian dari pe rosesan awal. 
Gambar 4-1 memperlihatkan diagram hubungan perangkat keras 
!HOST 
(PC 386DX> 
SERIAL LINK 
IHTERFACE 
li 
LlNK0 
IILINK3 
CARD LINK2 
TRAHSPUTEIR !'-
TOllS 
,---.--
DRIVER SCAHHER SCAHHER 
Gambar 4-1 
Diagram blok sistem 
'-------'! 
I 
ang dipakai. 
I 
Pacta tugas akhir ini yang direncanakan dan dibuat oleh penu is adalah blok 
scanner dan drivernya serta serial link interface. 
4.1 Sensor 
Sensor yang digunakan adalah fotoreflektor. Fotoreflekto I ini terdiri atas 
2 bagian, yakni dioda sebagai pemancar dan transistor sebagai pent rima. Pancaran 
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dari dioda dipantulkan oleh bidang pantul (kertas). Pada bidang pant 1 terang atau 
I 
putih, sebagian besar pancaran diterima oleh transistor. Pada I keadaan ini 
konduktivitas transistor naik, arus kolektor naik, sehingga tegangan atuh pada Rc 
(V Re) naik dan v out rendah. Sebaliknya pada bidang pantul gela atau hi tam, 
konduktivitas turun sehingga v out naik. 
Vee 
Gambar 4-2 
Rangkaian fotoret1ektor 
Arus steady state normal dari dioda (IF) menurut data sheet dalah 50 mA. 
Dalam perencanaan, penentuan besar aros ini dipengaruhi oleh jar k sensor dari 
kertas dan luas daerah pemancaran. Dipilih R0 = 390 Ohm, sehi ga diperoleh 
: IF= (Vee- V0 ) I R0 • Dari percobaan dapat diketahui V0 = 1 2 Volt. Maka 
IF = ( 12 - 1,2 ) I 390 = 27,7 mA. 
Arus yang timbul pada transistor (Ic) mempunyai orde ratusan 
mikroAmpere. Sedangkan saat terdeteksi warna hitam arus aka turun hingga 
puluhan mikroAmpere, yang oleh karenanya tegangan jatuh pada e akan turun 
dan V 0111 naik. Pemilihan Rc dilakttkan sedemikian hingga pada ·aat terdeteksi 
warna hi tam V out berada di sekitar 5 Volt. Untuk itu dipilih Rc seb 'sar 39 KOhm. 
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4.2 Multiplekser Analog 
Karena sensor (fotoreflektor) yang digunakan sebanyak 1 buah, untuk 
i 
menentukan sensor yang akan diambil datanya digunakan multip ekser analog. 
Dalam hal ini dipilih IC CMOS 4067 dengan 16 input termultiple s. 
u u 
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Gambar 4-3 
Rangkaian Multiplekser 
I 
.......... 1 (+) 
llo•••r• or 
Dipilih Von sebesar 12 Volt. Tegangan ini masih di bawah no maksimum 
I 
untuk CMOS sebesar 15 Volt. Dengan V rm sebesar ini teganga' analog yang 
dapat dilewatkan adalah 0 - 12 Volt. 
Pada Vno sebesar 12 Volt, tegangan input kontrollevel r ndahnya (V,L) 
I 
sebesar 3,5 Volt maksimum, dan tegangan input level tingginya ( H) sebesar 8,5 
Volt minimum. Karena tegangan level rendah maksimum untuk C, 11 adalah 0,8 
Volt dan tegangan level tingginya maksimum adalah 2,4 Volt, m. ka diperlukan 
I 
level translator ke dalam daerah tegangan CMOS di atas. Untuk i ditambahkan 
transistor (BC 54 7) dan resistor pull-up pada setiap input kontrol , 
I 
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4.3 Komparator 
Pada saat sensor mendeteksi adanya warna hitam, output k 1mparator akan 
I 
berlogika tinggi. Komparator bertugas untuk mendeteksi apakah t gangan output 
melewati ambang batas. 
Untuk rangkaian komparator digunakan IC LM311 ya g merupakan 
I 
komparator presisi. IC dipilih karena kefleksibelannya. Outputnya daklah ± Vsat 
seperti komparator biasa, tetapi dapat dipilih dengan jalan mem-pu 1-up outputnya 
ke tegangan yang diinginkan. Resistor pull-up dipilih sebesar 56010hm. 
Vin 
UHsK 
+-t:ZV l·SV 
-l2V 
Gambar 4-4 
Rangkaian Komparator. 
Tegangan referensi diatur berdasarkan tebal garis yang p ling tipis yang 
dapat dideteksi oleh fotoreflektor. 
4.4 Driver Motor Steppe•· 
Sensor dapat digerakkan dalam arah sumbu X dan sumb Y. Untuk itu 
digunakan dua motor stepper. Motor stepper yang digunakan me 1punyai empat 
I 
koneksi kumparan medan atau lebih dikenal dengan motor st pper 4 phase. 
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Rangkaian driver untuk motor empat phase ini lebih sederhana. 
Gambar 4-5 memperlihatkan rangkaian driver motor stepp r yang dipakai 
sebagai penggerak sensor dalam arah X. 
D4 
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1 91( 
Gamhar 4-5 
Rangkaian driver motor stepper x. 
18V 
Pada rangkaian tersebut terdapat dioda clamp untuk membatasi tegangan pada 
kumparan medan dari motor dan mencegah rusaknya transistor kibat tegangan 
induksi yang terlalu pada saat transistor tidak menghantar. 
Motor stepper yang digunakan mempunyai nilai nominal L = 6,8 Volt, 
! 
I = 0, 75 Ampere. Untuk driver digunakan transistor MJE2955. U 1 tuk menambah 
I 
I 
torsi motor, diberikan tegangan catu sebesar 10 Volt dan ditamb kan resistor R 
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yang besarnya dapat dihitung sebagai berikut : 
R = (Vee - v CE - v JII 
R = (10- 1 - 6,8)/0,75 = 2,2/0,75 = 2,93 Ohm 
Dipilih harga R sebesar 3,3 Ohm. 
Motor stepper yang kedua digunakan untuk menggerakka , sensor dalam 
arah Y mempunyai data sebagai berikut: VL = 8,4 Volt dan I = 
1
0,12 Ampere. 
I 
Untuk driver digunakan IC ULN2803 yang berisi delapan transisto 1 driver. IC ini 
I 
cukup kuat untuk menangani arus yang dibutuhkan motor s epper. Untuk 
I 
menambah torsi motor, diberikan catu tegangan sebesar 10 Volt da ditambahkan 
resitor R yang besarnya dapat dihitung sebagai berikut : 
R = (Vee- VeE- VJII 
R = (10- 1- 8,4)/0,12 
R = 0,6/0,12 = 5 Ohm 
Untuk itu dipilih harga R = 5,6 Ohm. 
01 oz 
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Gamhar 4-6 
Diagram koneksi ULN2803 
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4.5 Serial Link Interface 
Gamhar 4-7 
Driver motor stepper y. 
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Untuk rangkaian serial link interface digunakan IC dari keluar a transputer 
INMOS, yaitu IMS COil. IC ini dapat dioperasikan dalam dua mode, mode 1 dan 
'I 
mode 2.Dalam tugas akhir ini dipakai mode 1. Mode 1 dipilih d ngan jalan 
menghubungkan pin SeparateiQ ke V cc (untuk keperluan 10 Mbit/ tk) atau ke 
Clockin (untuk kecepatan 20 Mbit/dtk). 
,, "'''""'''' ~ 
Gambar 4-8 
Serial Link Interface 
u 
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73 
Pin Clockin dihubungkan osilator dengan frekuensi tandar untuk 
komponen-komponen keluarga transputer, yaitu 5 Mhz. Kestabi I n osilator ini 
sangat penting, untuk itu digunakan osilator kristal. Frekuensi os· ator eksternal 
ini akan dikalikan oleh Phase Lock Loop (PLL) on-chip untuk men hasilkan clock 
internal. Ini membutuhkan kapasitor dekopling sebesar 1JLF yan I dihubungkan 
I 
an tara pin V cc dan CapMinus. Kapasitor dekopling ini harus be kualitas tinggi 
dan sesuai untuk frekuensi tinggi, untuk itu digunakan kapasitor ntalum. 
Pin LinkOut dan Linkln masing-masing dihubungkan den 1 an differential 
driver and receiver yang dikemas dalam IC DS8921. Different,al Driver and 
I 
Receiver ini memberikan kekebalan yang maksimum terhadap no se. 
4.6 Perencanaan Mekanik 
4.6.1 Tata Letak Sensor 
Kepala scan yang dirancang terdiri atas 16 fotoreflektor; di dalam satu 
karakter ketinggian dari karakter adalah sebanding dengan 16 pe ambilan data. 
Dengan pertimbangan meminimkan ukuran karakter yang akan di an dan karena 
ukuran fisik fotoreflektor yang cukup besar (tinggi 3,5 mm dan ebar 2,5 mm), 
maka peletakan fotoreflektor dilakukan dengan cara khusus. 1 Keenambelas 
fotoreflektor diatur dalam 4 kolom (masing-masing kolom 1terdiri atas 4 
fotoreflektor). Jarak an tar kolom adalah 7,5 mm. Sedangkan posis" horisontal dari 
kolom pertama dengan kolom kedua mempunyai beda tinggi seb sar 1 ,25 mm. 
Dengan demikian jika data pertama dari satu kolom pada karakt r diambil oleh 
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fotoreflektor teratas dari kolom pertama pacta kepala scan, maka ta kedua akan 
diambil oleh fotoreflektor teratas dari kolom kedua pacta kepala sc n. Jadi, tinggi 
karakter maksimum yang dibaca sekitar 20 mm. 
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Gambar 4-9 
Tata letak: fotoreflektor. 
4.6.2 Konstruksi Mekanik 
Scanner yang dirancang mempunyai dua arah gerakan ke ala scan, yaitu 
arah X dan arah Y. Pacta saat scanning, yang bekerja hanyalah I gerakan dalam 
i 
I • 
arah X, sedangkan gerakan arah Y digunakan untuk menentukan etak bans yang 
akan di-scan. Gambar 4-10 memperlihatkan tampak atas dari kon truksi mekanik 
scanner. 
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Gamhar 4-10 
Tampak atas konstruksi mekanik scanner. 
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BABV 
PERENCANAANPERANGKATLUNAI( 
Perangkat lunak dalam tugas akhir ini terbagi dalam dua 
I 
lagian, yakni 
I 
5.1 Pendahuluan 
yang berada di PC (host) dan di transputer. Perangkat lunak i transputer 
merupakan inti dari sistem, sedangkan perangkat lunak di PC bertu as melayani 
I 
kebutuhan transputer baik input keyboard, akses ke disket, maupu 1 tampilan ke 
monitor. 
Perangkat lunak di transputer pada prinsipnya terbagi me · adi 3 tugas, 
yaitu pengambilan data, pengolahan awal dan jaringan saraf tiru 1n. Perangkat 
lunakjaringan yang direncanakan adalah Error Back-Propagation, ya g terdiri atas 
proses pelatihan (training) dan pelaksanaan atau pemakaian jaring I • 
Perangkat lunak di transputer menggunakan compiler Logi al Systems C 
versi 89.1 yang memang dikembangkan untuk transputer, sedangka untuk di PC 
digunakan compiler Borland C. 
5.2 Aspek-aspel{ dalam perangkat lunak t..ansputer 
Dalam merancang perangkat lunak untuk transputer pada asarnya sama 
I 
dengan perancangan pada PC. Hanya saja ada beberapa aspe yang perlu 
I 
diperhatikan agar tidak terjadi hal-hal yang tidak diinginkan. Te. masuk dalam 
I 
aspek-aspek ini yaitu : pengalokasian memori dinamik dan tran :fer data antar 
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proses maupun transfer data dengan host (PC). 
5.2.1 Alokasi memod dinamik 
Untuk merencanakan perangkat lunak jaringan saraf tiru n yang perlu 
diperhatikan adalah masalah alokasi memori. Kemudahan alokasi 1emori dalam 
jumlah besar untuk penyimpanan bobot sementara dan param ter-parameter 
selama proses pelatihan menunjukkan kelebihan transputer. Hal i · tidak seperti 
DOS yang membatasi alokasi memori maksimum 64 KB untuk ekali alokasi. 
I 
Transputer memungkinkan untuk alokasi sebanyak yang diingin n tergantung 
pada jumlah memori yang ada. Akan tetapi rutin yang tersedia (m .lloc()) hanya 
mengijinkan alokasi maksimum 128 KB, baik untuk sekali alokas ataupun total 
dari bebarapa kali alokasi. Untuk mengatasi masalah ini, maka 
sendiri. Rutin ini merupakan rutin alokasi memori yang pe alokasiannya 
dilakukan di ruang memori di atas heap asli dari program. 
Pada awal program ditentukan terlebih dahulu awal dari h ap yang baru 
I 
(my_ heapstart), yaitu diatas dari heap yang asli - heap yang asli b 1 ada pad a 128 
I 
KB pertama di atas kode program. Kemudian meletakkan pointer d ri ujung heap 
pada my_heaptop. Pointer my_heaptop menunjukkan posisi awal ari setiap kali 
alokasi memori. 
my_ heaps tart = heapstart + 128* 1 024,· 
my_heaptop = my _heaps tart; 
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5.2.2 Transfer data antar proses 
Dalam tingkat perangkat lunak, transfer data an tar proses d am transputer 
I 
maupun transfer data dengan host dilakukan melalui channel. omunikasi ini 
harus sinkron, artinya penentuan jumlah byte data yang akan diterma oleh suatu 
I 
proses harus sama dengan jumlah byte yang dikirim oleh pr ses pengirim. 
I 
Kesalahan dalam komunikasi ini dapat mengakibatkan dua kem ngkinan, yang 
pertama transfer data terhenti (deadlock) karena data yang harus terima kurang 
atau ada sisa data yang tidak bisa dikirim, kedua adanya kekeli uan data yang 
diterima. 
5.3 Pemrosesan A wal 
Sebelum diumpankan ke jaringan saraf tiruan, serangkai n input harus 
diproses terlebih dahulu. Proses ini dikenal sebagai pemrose an awal (pre-
processing). Pemrosesan awal ditujukan agar format input sesuai dengan format 
input jaringan. Selain itu pemrosesan awal yang baik akan mena bah performa 
sistem. 
Perangkat keras yang telah dirancang merupakan bagian ari pemrosesan 
I 
awal. Sedangkan perangkat lunak yang direncanakan terdiri atas erangkat lunak 
untuk pemrosesan awal dan perangkat lunak jaringan saraf tirua 
I 
Pemrosesan awal dimulai dengan pengambilan data dan dimasukkan ke 
buffer. Dari buffer, data diambil per karakter untuk dicari leba dan tingginya, 
kemudian dikonversi ke format 16x 16 yang merupakan format i put jaringan. 
Gambar 5-l memperlihatkan diagram dari perangk lunak untuk 
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pemrosesan awal. 
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Nonnalisasi Data 
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Gambar 5-l 
Urutan proses pengolahan data 
5.3.1 Pengambilan data 
Untuk merencanakan algoritma pengambilan harus men njau kembali 
Gambar 4-9 yang memperlihatkan tata letak dari sensor. Juga erlu dihitung 
dahulu gerakan linier putaran motor stepper. Motor stepper 
I 
mempunyai 
spesifikasi 1,8 derajat per step dan jari-jari diameter roda gigi 13,51 mm. Gerakan 
linier dari motor stepper X dapat dihitung sebagai berikut : 
x = -;r/180 x 1,8° x13,5 mm 
x = 0,424 mm 
I 
Jadi, satu step memberikan gerak linier sepanjang 0,424 mm. Jar 1 k antar kolom 
I 
pada kepala sensor adalah 7,5 mm, atau 7,5/0,424 = 18 step. Pe
1
gambilan data 
dilakukan setiap dua step atau 0,848 mm, atau disini digunakan istilah 1 step-
sensor = 2 step motor. Dengan demikian dapat dibuat algoritma s bagai berikut: 
Jika untuk pengambilan data pertama pada kolom pertama dari kar ter, clilakukan 
pacla step-sensor ke 0 oleh sensor teratas pada kolom sensor pert ma (sensor 0), 
I 
maka untuk data kedua akan cliambil oleh sensor teratas pada kolo 1 sensor kedua 
(sensor 1) pada step-sensor ke-9, dan pada step-sensor untuk data 
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berikutnya. Demikian seterusnya hingga keenambelas data unt k satu kolom 
karakter terlengkapi. Gambar 5-2 memperlihatkan diagram al r dari proses 
pengambilan data. 
L _____ N_-< 
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step>= 9 'r-L--~ 
? 
Baca sensor 
1, 5, 9, 13 
Masukk,an buffe 
N -~--=r__, 
Baca sensor I 
step >= 18 ,__Y:o____"~ 2, 6, 10, 14 
? Masukkan buffe 
step>= 2 
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stop? 
Gambar S-2 
Baca sensor I' 
3, 7, 11, 15 
LMasukkan buffe 
Diagram alir proses pengamhilan data 
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5.3.2 Penentuan Iebar dan tinggi karakter 
Pertama kali yang harus dilakukan adalah mencari lebar darilkarakter yang 
dibaca. Proses ini mengambil satu per satu 16 data pertama kolo pertama, dan 
dicek apakah ada data yang tidak sama dengan nol. Jika belum da data yang 
I 
tidak sama dengan nol pengecekan dilanjutkan ke kolom berikutn a. Jika sudah 
I 
ada satu data yang lebih dari nol pada kolom tersebut indeks kolo (batas kanan) 
diberi nilai nol. 
Pengecekan dilanjutkan ke kolom-kolom berikutnya sam ai ditemukan 
semua data pada satu kolom bernilai nol. Pada kolom sebelum olom tersebut 
I 
merupakan batas kiri dari karakter. Dengan demikian dipero eh lebar dari 
karakter. 
Setelah didapatkan batas kiri dan batas kanan dari kar kter, langkah 
selanjutnya adalah mencari batas atas dan batas bawah untuk me entukan tinggi 
karakter. Pengecekan dimulai dari baris paling atas; apakah ada ata yang tidak 
I 
nol. Jika tidak ada, dilanjutkan ke baris berikutnya sampai ditem kan data yang 
I 
tidak nol. Baris ini merupakan batas atas dari karakter. Untuk 1 mencari batas 
bawah dilakukan langkah yang sama, tetapi pengecekan dimulai ari bawah. 
Langkah berikutnya adalah mengirimkan lebar dan tinggi rakter beserta 
data-data yang ada dalam batas-batas tersebut kepada proses yan mengkonversi 
ke format 16 x 16. 
5.3.3 Transformasi Data ke Format 16 x 16 
Jaringan saraf tiruan Error Back-Propagation yang d rancang untuk 
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mengenali pola angka ini mempunyai input sebanyak 256 (16 x 16 . Jumlah input 
ini dipilih berdasarkan pertimbangan, dengan input sebanyak ini tel h mempunyai 
I 
resolusi yang memadai untuk membedakan 10 angka. Tetapi mung ·n sajajumlah 
ini terlalu sedikit jika diterapkan pada huruf atau karakter yang 1 ih kompleks. 
Transformasi format 
sehingga memenuhi format 
data ditujukan untuk mengubah ,ata yang ada 
I 
I 
16 x 16. Pertama kali yang dil kukan adalah 
I 
transformasi tinggi karakter. Tinggi karakter maksimum adalah sesuai dengan 
banyaknya sensor, yakni 16 data. Jika karakter yang di-scan me punyai tinggi 
kurang dari 16, atau rasionya (r) kurang dari satu, maka yang h rus dilakukan 
adalah ekspansi data. 
II 
1/ 
1 ~ ~ 
Xn-1 Xn Xn+l 
Yi 
.. ,J ~-1 ale bk 
K >1 
Gambar 5-3 
Ekspansi Data 
I 
x adalah vektor hasil scan suatu karakter untuk satu kolom yang anyaknya sama 
I 
dengan tinggi karakter. y adalah vektor yang diperoleh setelah tr, nsformasi, dan 
I 
mempunyai elemen sebanyak 16. Dianggap panjang tempat lokasi ,mtuk x maupun 
i 
y pada Gambar 5-3 adalah sama. Sehingga jika panjang satu ele 1 1en x adalah 1, 
maka panjang elemen y adalah r (r < 1). Jika jumlah elemen x 1 = nx, maka : 
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untuk nx = 16 --- > y = x 
n = n + 1 
dimana: 
Sedangkan jika lebar karakter yang di-scan mempunyai dua emungkinan, 
I 
lebih dari 16 atau kurang dari 16. Jika kurang dari 16, algoritma trnsformasinya 
I 
sama dengan di atas. Jika lebih dari 16, atau rasionya lebih dari , maka harus 
dilakukan ekstraksi data. 
Xn-1 
l/ 
r\ 
1 
Xn 
-71 
Xn+l 
Yi 
I ak-1 I bk-1 I ak I bk 
Gambar 5-4 
Ekstraksi Data 
I 
x adalah vektor hasil scan suatu karakter untuk satu kolom yang b nyaknya sama 
dengan lebar karakter. y adalah vektor yang diperoleh setelah tr sformasi, dan 
mempunyai elemen sebanyak 16. Dianggap panjang tempat lokasi 1 ntuk x maupun 
y pacta Gambar 5-4 adalah sama. Sehingga jika panjang satu ele 'en x adalah 1, 
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maka panjang elemen y adalah r (r > 1). Jika jumlah elemen x nx, maka : 
r = nJ16 
untuk nx = 16 ---> y =X 
n = n + 1 
dimana: 
Data yang telah ditransformasikan siap untuk dimasukkan input jaringan 
I 
untuk dikenali, atau disimpan ke dalam file untuk persiapan pros pelatihan. 
5.4 Jaringan Error Back-Propagation I 
.I 
Dalam implementasi jaringan saraf tiruan ada beberapa llangkah yang 
dilakukan. Langkah-langkah tersebut yakni : pertama adalah persi 1 pan pelatihan, 
yang menyiapkan parameter-parameter jaringan serta alokasi m ori dinamik; 
kedua tahap pelatihan; dan yang ketiga tahap pemakaian jaringan 
5.4.1. Persiapan pelatihan 
Host (PC) membaca parameter-parameter pelatihan untu dikirimkan ke 
! 
program pelatihan yang berada di transputer. Parameter-para eter tersebut 
yaitu : 
Jumlah semua pola yang akan dipelajari (nPattern 
Jumlah iterasi (nlterations). 
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Banyaknya titik pada lapisan input/Input layer (nln utNodes). 
Banyaknya titik pada lapisan tengah/hidden layer (n iddenNodes). 
Banyaknya titik pada lapisan output/output layer (n utputNodes). 
Konstanta bela jar (learning constant, Y/, eta). 
Konstanta momentum (a, alpha). 
Setelah transputer menerima parameter ini, langkah beri utnya adalah 
I mengalokasikan memori untuk peletakan sementara dari : 
I 
Output dari lapisan input (outO), lapisan tengah (out ), dan lapisan 
I 
output ( out2) untuk setiap pola input. 
Delta dari lapisan output (delta2) dan tengah (delta ) untuk setiap 
pola input. 
Bobot (w) dan perubahan bobot (.iw) yang menghub ngkan lapisan 
input (wl) dengan lapisan tengah, dan lapisan ngah dengan 
lapisan output (w2). 
Target dari masing-masing pola input. 
Kemudian program membaca bobot-bobot awal dan me takkannya ke 
memori yang telah dialokasikan. Bobot-bobot awal ini dibuat ac 
1 
k dan bernilai 
I 
antara -0,3 sampai dengan 0,3. Langkah terakhir dari tahap persi pan ini adalah 
membaca semua pola input dan targetnya yang akan dilatihkan. 
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5.4.2 Pelatihan 
Langkah pertama tahap pelatihan ini adalah menghitung ou ut (aktivasi) 
dari lapisan tengah maupun lapisan output. Dapat dirumuskan seb ai berikut : 
outl h = f(L wl 11iout0) 
j 
out21 = f(L w1h outl 11) 
h 
dimana : = jumlah titik pada lapisan input 
h = jumlah titik pada lapisan tengah/hidden 
J = jumlah titik pada lapisan output 
f() = fungsi sigmoid 
f(x) = I I (l + exp(-x) ) 
(5-1) 
(5-2) 
Langkah berikutnya adalah menghitung o untuk lapisan outp t (delta2) dan 
dilanjutkan dengan penghitungan o untuk lapisan tengah (deltal). 
delta21 = (target1 - out2)out2il - out2) 
delta I 11 = L (delta21 wp) outl 11 (1 - outl,) j 
(5-3) 
Setelah penghitungan delta dari lapisan output dan tengah untu semua pola 
I 
selesai, kemudian dilakukan penghitungan koreksi bobot (~w) seb gai berikut : 
p 
6w(t) = TIL (delta2PJ outlph) + a6w(t-l) (5-4) 
p=l 
untuk bobot yang menghubungkan lapisan tengah dengan lapisan utput, dan 
87 
p 
6w(t) = YJL (de/tal ph outOp;) + a6w(t-1) (5-5) 
p=l 
untuk bobot yang menghubungkan lapisan input dengan 1 isan tengah, 
dimana: 
6w(t) = koreksi bobot sekarang 
6w(t-1) = koreksi bobot sebelumnya 
p = jumlah pola input 
Koreksi bobot pada suatu saat disimpan untuk digunakan lagi pa a perhitungan 
koreksi bobot berikutnya. 
Setiap kali seluruh pola dimasukkan dan dihitung aktivasi rta delta dari 
lapisan-lapisannya, error rata-rata untuk error dari setiap titik outp t untuk setiap 
pola dihitung : 
1 p J 
E = - L L (targetpj - out2P)2 
PI p=t j=t 
(5-6) 
Tahap pelatihan berhenti setelah error telah mencapai level error y ng diinginkan 
a tau j umlah iterasi yang diinginkan terpenuhi. Nilai bobot akhir sert nilai aktivasi 
dari masing-masing pola input dikirimkan ke host untuk disimpan dalam bentuk 
file. 
5.4.3 Tahap Pemakaian 
(START) 
Inisialisasi bobot 
dan persiapan pola 
Hitung output dari lapisan] 
tengah dan lapisan output 
untuk pola ke-p 
Erms < N >----y 
c~t:) 
Gambar 5-5 
Diagram alir pelatihan EBP 
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Tahap pemakaian ini mempunyai langkah yang sama . engan dengan 
I 
langkah pertama dari tahap pelatihan, yakni mengumpankan nput ke input 
jaringan dan menghitung aktivasinya (Pers. (5-l) dan (5-2)). ,ari aktivasi ini 
89 
I 
dapat ditentukan apakah pengenalan telah dilakukan dengan baik. H nya saja input 
jaringan bukan lagi dari pembacaan file, melainkan langsun ! diambil dari 
pembacaan scanner. Scanner membaca karakter, membuat I rmalisasinya, 
mengirimkan hasilnya ke jaringan, dan jaringan menghitung aktiv si outputnya. 
BABVI 
PENGUJIAN SISTEM 
Untuk mengetahui sampai sejauh mana performa dari sis. m yang telah 
I 
dibuat, diperlukan adanya suatu pengujian. Ada tiga tahap p 1 ngujian yang 
dilakukan, yakni: pengujian perangkat keras pengambilan 
pengujian jaringan saraf tiruan dan pengujian sistem secara kese ruhan dengan 
mengaplikasikannya secara langsung. 
6.1 Pengujian perangkat keras 
6.1.1 Pengujian serial link interface 
Link Interface dipasang pada LINKJ. Untuk output d secara free 
I 
running, QAck dan QValid dihubungkan secara langsung. Setela 
1 
itu dikirimkan 
data dengan perintah ChanOutTimeFail() dengan besar data· seb sar 1 byte dan 
I 
batas waktu sebesar 8000 tick (0.5 detik). Jika pada interval w u tersebut data 
belum terkirim, berarti terdapat kesalahan pada modul. Pengirim yang berhasil 
dapat dites lang sung pada pin-pin QO - Q7. 
6.1.2 Pengujian scanner 
Modul serial link interface pertama dihubungkan dengan L NKl dan modul 
kedua dengan LINK2. Modul yang pertama digunakan untuk
1 
mengendalikan 
I 
motor stepper X dan seleksi sensor. Sedangkan modul kedua untu mengendalikan 
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motor stepper Y. 
6.1.2.1 Pengujian gerak X-Y 
Kedua motor stepper diberi data yang dirotasi. Setiap ste , counter step 
dinaikkan. Counter ini menunjukkan posisi dari kepala scan terha p posisi awal. 
I 
Instruksi untuk kembali ke posisi awal dengan jalan merotasi d 1 ta dalam arah 
yang berlawanan dengan jumlah step yang sama. Dalam peng jian ini motor 
stepper berjalan baik. 
6.1.2.2 Pengujian sensor 
Pengujian dilakukan untuk mengetahui nilai tegangan dari tput rangkaian 
sensor pada bidang putih dan bidang hitam. Kepala sensor diletak 'an pada bidang 
putih di salah satu sudut bidang scan. Tegangan dari masing-masi,1g fotoreflektor 
I 
diukur untuk melihat nilai tegangan yang paling tinggi (Vr1). Bid g putih diganti 
bidang hitam dengan posisi kepala tetap. Tegangan masing-masi g fotoreflektor 
I 
diukur lagi. Ditentukan tegangan yang paling rendah pada saat m ndeteksi warna 
hitam (Yh1). Hal yang sama dilakukan pada sudut bidang scan ya g lain sehingga 
! 
diperoleh Yr2 dan Vh2 • Ditentukan VP tertinggi dan Vh tere dah. Tegangan 
I 
referensi dari rangkaian komparator diset pada tegangan antara V dan Y11 (sekitar 
7,5 Volt). 
6.2 Pengujian Jaringan Saraf Tiruan 
Pada bagian ini akan dibahas mengena1 pengujian performa dan 
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karakteristik dari jaringan saraf tiruan yang diaplikasikan untuk p genalan pola 
karakter angka tulisan tangan. 
Pengujian dilakukan terhadap tiga parameter jaringan, konstanta 
belajar 11, konstanta momentum a dan arsitektur jaringan yang alam hal ini 
adalah jumlah sel dalam lapisan tengah (hidden layer). Ukuran ang dijadikan 
pedoman dalam pengujian ini adalah hasil perhitungan error serta melihat 
langsung kebenaran dari keputusan yang diambil oleh jaringan. 
6.2.1. Persiapan pengujian 
Jaringan Back-Propagation membutuhkan pengawasan alam proses 
pelatihannya (supervised learning). Maka sebelum proses p latihan perlu 
dipersiapkan lebih dahulu pola-pola yang akan dilatihkan. Pola-pol ini terdiri dari 
pasangan pola-pola input dan pola-pola targetnya. 
Pola input latihan ditulis di atas kertas dan di-scan. Hasil ya yang telah 
dinormalisasi disimpan ke dalam file bersama-sama dengan target asing-masing. 
Pola yang disiapkan sebanyak 65 pola yang mencakup berbagai va 
1
' asi dari angka 
I 
'0' sampai '9'. Gambar 6-1 memperlihatkan pola-pola yang ipakai dalam 
pelatihan. 
Selain pola latihan dipersiapkan juga pola-pola tes sebanya 29 pola. Pola 
ini digunakan untuk melihat hasil belajar jika jaringan diberi in 1 ut yang tidak 
sama persis dengan pola-pola yang dilatihkan. Gambar 6-2 memp rlihatkan pola-
pola yang dipakai untuk pengetesan jaringan. 
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6.2.2. Pengujian awal 
Sebelum dilakukan penguJian terhadap berbagai perub an parameter 
I 
pelatihan, dilakukan dahulu pengujian awal. Pengujian awal d tujukan untuk 
mencari harga error standar yang nantinya akan dijadikan batas 1 rror maksimal 
bagi pengujian selanjutnya. 
Untuk pengujian awal dipilih nilai 'Y'/ = 0,015 dan a = 0, 1. Harga batas 
I 
I 
maksimum error ditentukan 0,01. Kemudian dilakukan iterasi sa bil memonitor 
I 
error. Pada iterasi ke-306 perhitungan berhenti, error yang dihas lkan 0,009976 
sedangkan error tes 0,030746. Dilihat hasillatihan baik terhadap I ola-pola yang 
! 
dilatihkan maupun hasil tes. Semua pola latihan sudah dikenali dengan cukup 
baik, walaupun ada beberapa aktivasi pola latihan yang masih bel m cukup kuat. 
Sebagian besar pola tes (27 pola) dari 29 pola sudah dikenali. 
Dengan asumsi bahwa error maksimum sebesar 0,01 sud h cukup, error 
ini dijadikan batas bagi pengujian selanjutnya. I 
6.2.3. Pengujian Parameter Belajar dan Arsitektur Jaringan : 
I 
Pengujian karakteristikjaringan yang dilakukan pertama ka · adalah dengan 
. I 
perubahan nilai konstanta momentum a dengan nilai konstanta belajar 'Y'/ yang 
I 
tetap. Kemudian dilakukan lagi untuk nilai konstanta belajar yang lain. Pengujian 
I 
ini diterapkan terhadap dua arsitektur jaringan, masing-masing de gan jumlah sel 
lapisan tengah 30 dan 40. Tabel 6-1 dan 6-2 memperlihatkan asil pengujian 
! 
masing-masing untuk jumlah sel 30 dan 40. 
SR menunjukkan banyak pola yang dikenali dengan benar.IFR banyak pola 
I 
I 
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yangd I ikenali dengan salah, yaitu pengenalan mengarah ke pola ka , akter lain, a tau 
I 
tidak dikenali sama sekali. 
Tabel 6-1 
Pengujian arsitektur 256-30-10 
'Y) 01 Error Etcs, Iterasi SR FR 
0,0 0,009962 0,030829 464 27, 2 
0,01 0,009980 0,030844 459 271 2 
0,01 0,1 0,009954 0,030781 418 27 2 
0,5 0,009957 0,030414 238 21 2 
0,6 0,009993 0,029871 198 2'j 2 
0,8 0,009969 0,026850 296 251 4 
0,0 0,009980 0,030755 309 21, 2 
I 
0,15 0,01 0,009976 0,030746 306 21 2 
0,1 0,009940 0,030658 279 21 2 
0,5 0,009883 0,029789 164 2 2 
I 
0,6 0,009994 0,028758 143 2 2 
0,8 0,009988 0,025547 419 2: 4 
I 
0,0 0,009961 0,030640 232 ~~ 2 0,01 0,009934 0,030608 230 2 
! 
0,02 0,1 0,009895 0,030508 210 2 2 
0,5 0,009965 0,028972 128 2 2 
0,6 0,009904 0,027936 123 2 2 
0,8 0,009951 0,024056 808 2 5 
I 
0,0 0,009887 0,028437 101 2 2 
0,01 0,009976 0,028481 100 2 2 
0,05 0,1 0,009802 0,027829 96 2 1 
0,5 0,009952 0,031367 93 2 4 
0,6 0,009877 0,032150 101 2 4 
I 
I 
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Tabel 6-2 
Pengujian arsitektur 256-40-10 
! 
'Y/ a Error Etc .. lterasi SR 1 j FR 
0,02 0,1 0,009911 0,034596 186 25 I 
I 
4 
! 
0,5 0,009861 0,034368 114 25 ' 4 
II 
0,05 0,1 0,000149 0,034015 107 251 4 
0,5 0,000144 0,029849 496 25 4 
i 
0,15 0,005 0,000144 0,0151 600 281 1 
0,075 0,000148 0,0150 980 28 I 1 I 
0,14 0,005 0,000149 0,0153 510 2811 1 
0,075 0,000148 0,0151 630 
I 
28 1 
I 
Tabel 6-1 merangkum hasil belajar jaringan dengan jumlah sel dalam lapisan 
tengah sebanyak 30. Di sini terlihat pengaruh ditambahkannya met e momentum. 
I 
Dengan memberikan konstanta momentum a yang semakin ' sar diperoleh 
konvergensi yang semakin cepat. Tetapi untuk tiap harga kon I anta belajar rJ 
terdapat harga batas a, dimana di atas batas ini konvergensi me ·adi lebih lama 
I 
dan walaupun error tes lebih kecil tetapijumlah pola yang dikenali erkurang. Hal 
I 
ini karena jaringan kuat pada sebagian pola-pola namun untuk beb · rapa pola yang 
lain respon jaringan jauh berkurang. Di sini juga terlihat bahwa 
1
Semakin tinggi 
I 
harga rJ semakin sedikit iterasi yang diperlukan, dan harga bat s a menurun. 
Tetapi rJ pun mempunyai harga batas, harga rJ yang terlalu tinl gi dapat 
menyebabkan keakuratan jaringan berkurang, rJ yang terlalu renda menyebabkan 
perhitungan menjadi lama. 
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Gam bar 6-3 memperlihatkan visualisasi pengaruh metoda 
momentum dalam proses belajar. Semakin besar konstanta 
error semakin cepat, namun a yang terlalu besar membuat kon"P'r"''"''" 
Gambar 6-4 memperlihatkan visualisasi pengaruh kenaikan 
belajar 'YJ terhadap jumlah iterasi. 'YJ yang lebih besar memb 
berjalan cepat. Sedangkan Gambar 6-5 memperlihatkan visualisasi 111"\PT'n':ln 
arsitektur jaringan antara jumlah sellapisan tengah 30 dengan 40 
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Gambar 6-5 
Perbandingan arsitektur 256-30-10 dan 256-40-10 
6.3 Pengujian Sistem 
Setelah masing-masing bagian dari sistem yaitu 
pengambilan data dan jaringan saraf tiruan diuji, pengujian 
gkat keras 
tkan dengan 
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mengaplikasikan langsung sistem untuk mengetahui prosentase benaran dari 
sistem. Arsitektur jaringan yang diuji di sini adalah 256-40-10 de gan konstanta 
I 
! 
belajar 17=0,15 dan a=0,075. Pola-pola yang dipakai, yang m rupakan hasil 
I 
tulisan tangan yang belum pernah diberikan pada jaringan sebelumnya, 
diperlihatkan pada Gambar 6-6. Hasilnya, dari 29 pola yang dibe ilcan sebanyak 
26 pola dikenali dengan benar (89,7%). 
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BABVll 
PENUTUP 
7.1 Kesimpulan 
Dari hasil proses perencanaan, pembuatan dan pengujian sistem dalam 
tugas akhir ini dapat ditarik beberapa kesimpulan : 
1. Jaringan saraf tiruan mempunyai kemampuan yang da at diandalkan 
sebagai satu alternatif pemecahan masalah pengenala pola dengan 
jalan menemukan sendiri fungsi transfernya. 
2. Untuk suatu arsitektur jaringan tertentu dibutuh an pemilihan 
parameter-parameter belajar yang tepat. 
I 
3. Pemilihan parameter yang tepat akan mempercepat ko ~vergensi tanpa 
mengurangi performajaringan, dan sebaliknya pemilih n yang kurang 
I 
I 
tepat dapat mempercepat konvergensi namun ti · ak menjamin 
dihasilkannya performa yang bagus. 
4. Selama proses belajar, sangat penting untuk selalu m monitor error; 
plot error yang turun dengan drastis dan kemudian c nderung stabil 
I 
menandakan pemilihan parameter kurang tepat. 
I 
5. Ban yak dan variasi pola latihan yang dipelaja i menentukan 
kemampuan jaringan dalam mengklasifikasikan pola · 
6. Pemrosesan awal sangat menetukan keberhasilan dar proses belajar 
jaringan saraf tiruan. 
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7. Transputer memberikan kemudahan dalam pemrogram n parallel. 
8. Dalam sistem transputer dengan basis PC, Transputer T805 dengan 
fasilitas unit floating-point dan link komunikasinya d at digunakan 
dan berfungsi dengan baik. 
7.2 Saran 
Untuk pengembangan lebih lanjut penulis memberikan sara -saran sebagai 
berikut: 
1. Penggunaan sensor jenis lain yang memperbaiki scanner, 
I 
misalnya RAM optik, akan memungkinkan peralatan d 1pat diterapkan 
secara nyata. 
2. Untuk proses yang lebih kompleks lagi dapat digunaka lebih dari satu 
tranputer. 
DAFTAR PUSTAKA 
1. Beale, R., Neural Computing : An Introduction, lOP Pu ,lishing Ltd., 
I 
Philadelphia, 1990. I 
2. Cok, Ronald S., Parallel Programs for the Transputer, rentice Hall 
Englewood Cliffs, New Jersey, 1991. 
I 
3. Dayhoff, Judith E., Neural Network Architectures :An Intr, duction, Van 
Nostrand Reinhold, New York, 1990. 
4. Eberhart, Russel J., dan Roy W. Dobbins, Neural N etw rk PC Tools 
I 
Practical Guide, Academic Press Inc., San Diego, 990. 
I 
5. Freeman, James A. dan David M. Skapura, Neural Network: Algorithms, 
Applications and Programming Techniques, A dison-Wesley 
Publishing Company, 1991. 
6. Graham, Ian dan Tim King, The Transputer Handbook, 
1 
Prentice Hall 
International (UK) Ltd., 1990. 
7. Hall, Douglas V., Microprocessor and Interfacing : Pro ·amming and 
Hardware, McGraw-Hill, Singapore, 1986. 
8. INMOS Limited, Transputer Technical Notes, Prentice Ha International 
i 
(UK) Ltd.' 1989. I 
I 
9. Lippmann, Richard P., An Introduction to Computing wit Neural Nets, 
IEEE ASSP Magazine, April 1987. 
10. Wasserman, Philip D., Neural Computing : 11zeory and Practice, Van 
Nostrand Reinhold, New York, 1989. 
105 
106 
11. Zurada, Jacek M., Introduction to Arlificial Neural System Info Access 
Distribution Pte Ltd., Singapore, 1992. 
12. ---,Transputer Education Kit: User Guide, Computer Syste Architects, 
USA, 1990. 
I 
I 
13. ---, Transputer Education Kit: Workbook, Computer Syste Architects, 
USA, 1990. 
14. ---, Transputer Architecture and Overview, Computer Syst m Architects, 
USA, 1990. 
15. ---, Transputer Technical Specifications, Computer Syst Architects, 
USA, 1990. 
16. ---,Logical Systems Cfor The Transputer: Version 89.1 ser Manual, 
Computer System Architects, USA, 1990. 
