Abstract: In order to accomplish cooperative tasks, multi-robot systems are required to communicate among each other. Thus, maintaining the connectivity of the communication graph is a fundamental issue. In this paper we extend the connectivity maintenance control strategy introduced in (Sabattini et al., 2012) , in order to explicitly take into account the presence of communication delays. When dealing with interconnected robotic systems, in fact, assuming instantaneous exchange of data is often unrealistic. For this reason, we provide a solution to the connectivity maintenance problem for interconnected Lagrangian dynamical agents, in the presence of communication delays.
In the literature, several approaches to connectivity maintenance have been proposed. These approaches can be divided into two categories: approaches to maintain the local connectivity, and approaches to maintain the global connectivity.
Maintaining the local connectivity entails designing a controller that ensures that, if a communication link is active at time t = 0, it will be active ∀t ≥ 0. Examples of decentralized algorithms for local connectivity maintenance can be found in (Ji and Egerstedt, 2007; Cao and Ren, 2010; Hsieh et al., 2008; Ajorlou et al., 2010) . The main advantage of these control algorithms is that the formal proof of connectivity maintenance is generally shown. Nevertheless, imposing the maintenance of each single communication link is often too restrictive. In case of robots trapped due to the presence of obstacles in the environment, the requirement of local connectivity maintenance could impose to the system a rigid behavior, that is the entire group may get trapped.
To ensure that information exchange among all the robots is possible, it is necessary to guarantee only the global connectivity of the communication graph. Loosely speaking, it is acceptable that a few links are broken, as long as the overall graph is still connected: if necessary, redundant links can be removed, and new ones can be introduced. Thus, imposing the global connectivity maintenance ensures that none of the robots loses connectivity from the rest of the group, while maintaining the ability of the robots to operate in cluttered environments.
While most of the connectivity maintenance control strategies proposed in the literature deal only with purely kinematic systems (Zavlanos et al., 2011) , the dynamics of real robots have been explicitly taken into account in (Sabattini et al., 2012) . More specifically, a control strategy was introduced to guarantee connectivity maintenance exploiting decentralized estimation of the algebraic connectivity of the communication graph, that is the second smallest eigenvalue of the Laplacian matrix (Fielder, 1973) .
In this paper we extend the scope of this control strategy, explicitly considering the presence of communication delays among the robots. We will cast the problem in an energy based framework and we will exploit the passivation strategy proposed in (Robuffo Giordano et al., 2011) for guaranteeing the connectivity mainenance.
The outline of the paper is as follows. In Section 2 we provide some background on graph theory. In Section 3 the connectivity maintenance control strategy and estimation procedure introduced in (Sabattini et al., 2012) are summarized In Section 4 we extend the scope of the previously described control strategy, to take into account the presence of communication delays. In Section 5 we describe simulation results, for validation purposes. Concluding remarks are provided in Section 6.
BACKGROUND ON GRAPH THEORY
In this section we summarize some of the main notions on graph theory used in the paper. Further details can be found for instance in (Godsil and Royle, 2001) . Given N mobile robots, we describe the communication architecture among them as an undirected graph. Each robot corresponds to a node of the graph, and each link between two robots corresponds to an edge of the graph. Let N i be the neighborhood of the i-th robot, i.e. the set of robots that can exchange information with the i-th one. The communication graph can be described by means of the adjacency matrix A ∈ R N ×N . Each element a ij is defined as the weight of the edge between the i-th and the j-th robot, and is a positive number if j ∈ N i , zero otherwise. Since we are considering undirected graphs, we assume a ij = a ji . The degree matrix of the graph is defined as D = diag ({d i }), where d i is the degree of the i-th node of the graph, i.e.
a ij . The (weighted) Laplacian matrix of the graph is defined as L = D − A. The unweighted Laplacian matrix, L * , is defined as a special case of Laplacian matrix, where all non-zero entries of the adjacency matrix are equal to one. The Laplacian matrix exhibits some remarkable properties:
(1) Let 1 be the column vector of all ones. Then, L1 = 0. (2) Let λ i , i = 1 . . . , N be the eigenvalues of the Laplacian matrix.
• The eigenvalues can be ordered such that 0 = λ 1 ≤ λ 2 ≤ . . . ≤ λ N (1) • λ 2 > 0 if and only if the graph is connected: then, λ 2 is defined as the algebraic connectivity of the graph.
CONNECTIVITY MAINTENANCE AND ESTIMATION PROCEDURE
In this section we summarize the main results on the connectivity maintenance control strategy first introduced in (Sabattini et al., 2012) , where we considered a group of N interconnected Lagrangian systems. Let p i ∈ R m be the state vector of the i-th Lagrangian agent, and let
T ∈ R N m be the state vector of the multiagent system.
Consider the following dynamic model:
where u i is the control input. The matrix M (p i ) is the symmetric positive definite inertia matrix, the term C (p i ,ṗ i )ṗ i represents the Coriolis effects, the matrix D represents a dissipative term due to friction, and g (p i ) is the gravity term. Further details can be found in (Ortega et al., 1998) .
Centralized connectivity maintenance control strategy
The connectivity maintenance control action introduced in (Sabattini et al., 2012 ) is defined as follows:
where the term F i is defined to perform a gradient descent of an appropriately defined potential energy function V (·), namely:
Consider the control law in Eq. (3). It is worth noting that, as we are exploiting passivity based analysis, adaptive gravity compensation is possible (Spong, 1996) .
We now introduce the connectivity potential energy function V (·). Definition 1. Let ǫ > 0 represents the desired lowerbound for λ 2 . Then, a connectivity potential energy function
exhibits the following properties:
It is non-increasing with respect to λ 2 , ∀λ 2 > ǫ.
(P4) It approaches a constant value, as λ 2 increases. (P5) It suddenly increases, as λ 2 approaches ǫ > 0, namely lim
As an example, in (Sabattini et al., 2012 ) the following potential energy function was exploited ( Fig. 1 ): In this paper, we consider bidirectional communication among the interconnected Lagrangian systems. Hence, the communication architecture may be modeled as a weighted undirected graph. Let a ij be the weight of the edge between the i-th and the j-th agents: Definition 2. The edge-weights a ij exhibit the following properties, ∀i, j = 1, . . . , N :
is a smooth function of its arguments.
(P4) a ij (p i , p j ) does not increase as the distance between i-th and the j-th agents increases.
Estimation of the algebraic connectivity of the graph
In order to implement in a decentralized manner the control strategy described in Eq. (3), a decentralized estimation procedure of the algebraic connectivity, first introduced in (Sabattini et al., 2011) , is exploited. Specifically, the estimation of λ 2 is computed by exploiting the estimation of the corresponding eigenvector v 2 . The power iteration procedure described in (Trefthen and Bau, 1997) is utilized to design the following decentralized update law:
where k 1 , k 2 , k 3 , k 4 > 0 are the control gains, N i is the i-th robot's neighborhood,ṽ i 2 ∈ R is defined as the i-th robot's estimate of v i 2 , the i-th component of the eigenvector v 2 ,
Moreover, z i 1 , z i 2 ∈ R are the outputs of two PI average consensus estimators, defined in (Freeman et al., 2006) as follows:
Specifically, each robot runs two PI consensus estimators:
• the first one, with input α i,1 =ṽ where Ave (·) is the averaging operation.
Letλ 2 be the value that the second smallest eigenvalue of the Laplacian matrix would take ifṽ 2 were the corresponding eigenvector. As demonstrated in (Yang et al., 2010) , λ 2 can be computed as follows:
Furthermore, ∂λ 2 ∂p i can be computed as in (Yang et al., 2010) :
where the edge-weights a ij (p i − p j ) are defined according to Definition 2. Further details can be found in (Sabattini et al., 2011) .
The actual value ofλ 2 can not be computed by each agent. In fact, the real value of Ave ṽ i 2
is not available. Nevertheless, an estimate of this average, namely z i 2 , is available to each agent. Hence, the i-th agent can compute its own estimate of λ 2 , namely λ i 2 , as follows:
As shown in (Sabattini et al., 2011) , λ i 2 is a good estimate of both λ 2 andλ 2 . More specifically, it has been proven that ∃Ξ, Ξ ′ > 0 such that
From Eq. (11), we can conclude that
It is worth noting that, even though the actual value of λ 2 is not available to each agent, the partial derivatives of λ 2 can be computed by each agent. In fact, Eq. (9) can be implemented in a decentralized manner.
Decentralized connectivity maintenance control strategy
In (Sabattini et al., 2012) , the control law introduced in Eq. (3) was implemented in a decentralized manner exploiting the estimation procedure described in Section 3.2. More specifically, the potential energy function was defined as
according to Definition 1.
Connectivity maintenance has been formally proven in (Sabattini et al., 2012, Proposition 1) . For the sake of clarity, the proof will now be summarized, slightly modifying the original version. As will be shown in the next Section, this proof highlights the fact that the control law introduced in Eq. (3) ensures connectivity maintenance only if communication delays are not considered.
The multi-robot system can be considered as a set of N Lagrangian systems, whose interconnection is modeled as a spring-like element, that implements the connectivity maintenance control action.
The total energy of the system may then be computed as follows:
where V (p) corresponds to the potential energy stored in the spring-like element, defined according to Eq. (13), and K i (p i ,ṗ i ) represents the kinetic energy of the i-th Lagrangian agent, namely:
With a slight abuse of notation, hereafter we will refer to W (t), V (t) and K i (t), even though W (·), V (·) and K i (·) are not explicit functions of time.
Consider the total energy of the system defined in Eq. (14). The time derivative of W (t) may be computed as follows:
As shown in (Sabattini et al., 2012 , Proposition 1), Eq. (16) may be rewritten as follows:
Hence, ∀t ≥ 0, W (t) ≤ W (0),∀t ≥ 0. From Eq. (14), it follows that V (t) ≤ W (t), ∀t ≥ 0. Thus, we can conclude that V (t) ≤ W (0), ∀t ≥ 0.
According to Definition 1, we know that V is monotonically decreasing with respect toλ 2 , ∀λ 2 >ǫ. Moreover, according to Eq. (12), the fact that the initial value of λ 2 is greater thanǫ + Ξ + Ξ ′ ensures that the initial value of λ 2 is greater thanǫ.
Thus, it is possible to conclude that ∃λ 2 >ǫ such that λ 2 (t) ≥λ 2 , ∀t ≥ 0. Hence, according to Eq. (12), this implies that λ 2 ≥ ǫ =ǫ − 2Ξ − Ξ ′ .
COMMUNICATION DELAYS
In the presence of communication delays among the robots in the network, connectivity maintenance may no longer be guaranteed.
In fact, the multi-robot system can be considered as the interconnection of mechanical systems (the Lagrangian agents) through an elastic element (the connectivity maintenance control action). As is well know, the presence of delays causes instable behaviors in this kind of interconnection (Secchi et al., 2007) .
In this section we will show how to modify the proposed control strategy, in order to guarantee connectivity maintenance in the presence of communication delays.
Consider now the presence of delays in the communication network. More specifically, we consider a communication delay δ: each agent acquires data from its neighbors with a maximum delay equal to δ. Define now F δ i as the force computed using the delayed data. Clearly,
Hence, considering the presence of communication delays, Eq. (17) may be rewritten as follows:
which is not necessarily non-positive. Hence, in the presence of communication delays, it is possible to obtain
In order to avoid this effect, the control law may be modified, in order to force a passive behavior for the system. More specifically, the control law in Eq. (3) may be modified as follows:
where β i > 0 introduces a dissipative effect. The aim of this additional term is to force the energy absorbed by the masses to be lower or equal to the energy released by the spring.
The next Proposition demonstrates that, for an appropriate choice on the parameter β i , computable in a decentralized manner, the control law in Eq. (19) ensures connectivity maintenance in the presence of fixed communication delays. Proposition 3. Consider the dynamic described by Eq. (2). Let Ξ, Ξ ′ be defined according to Eq. (11), and let ǫ = ǫ + 2Ξ + Ξ ′ . If the initial value of λ 2 >ǫ + Ξ + Ξ ′ , then the control law defined in Eq. (19) ensures that the value of λ 2 never goes below ǫ, if the parameter β i is defined such that
Proof. Consider the total energy of the system defined in Eq. (14). The time derivative of W (t) may be computed as follows:
More specifically, any increase of the total energy of the system is due kinetic energy stored by the Lagrangian agents, or to potential energy stored by the spring-like interconnecting element.
According to Eq. (4):
Considering the well known properties of the Lagrangian model in Eq. (2), and considering the control law described in Eq. (19), the variation of the kinetic energyK i may be rewritten as follows:
24) Consequently, the time derivative of the total energy in Eq. (18) may be rewritten as follows:
where
Integrating Eq. (26), it is possible to obtain
Let Γ (t) be defined as the kinetic energy absorbed by the Lagrangian systems at time t, namely:
Moreover, let Λ (t) be defined as the energy absorbed by the spring-like interconnecting element at time t, namely:
Then, according to Eq. (27), it is possible to conclude that
Considering the definition of Γ (t) given in Eq. (28), integrating Eq. (24) we obtain:
where, for the sake of clarity, the dependence on time has been omitted for all the quantities inside the integral.
It is always possible to find β i such that the condition in Eq. (32) holds. However, since V (·) is a function of the global parameter λ 2 , it is not possible, for each agent, to compute V (0) using only local information. Nevertheless, being V (t) ≥ 0 ∀t, then the inequality in Eq. (32) may be guaranteed imposing Γ (t) ≤ 0. This can be obtained by imposing the following constraint:
Since D ≥ 0, then the inequality Eq. (34) may be satisfied imposinġ (20) may lead to numerical issues, in case ṗ i is close to zero. However, this issues can be avoided introducing a sufficiently wide dead zone.
SIMULATIONS
In order to validate the control strategy presented in this paper, we implemented several Matlab simulations. Specifically, we considered the dynamical model of 6-degree-of-freedom spacecraft vehicles.
Dynamical model of 6-DOF spacecraft vehicles
In this section we describe the dynamical model of 6-degree-of-freedom spacecraft vehicles, introduced in (Kristiansen et al., 2007) .
Specifically, the configuration of these vehicles is described by the following state vectors:
where x i ∈ R 3 represents the position of the i-th robot, and θ i represents the rotation of the i-th robot, expressed in terms of Euler parameters (Arfken and Weber, 2005) . v i ∈ R 3 and ω i ∈ R 3 are the linear and angular velocity of the i-th robot, respectively.
The following relationship holds:
where T (p i ) is a properly defined transformation matrix.
Referring to Eq. 2, the matrices that describe the dynamics of each spacecraft vehicle are defined as follows:
where 0 ζ×ξ is a zero matrix with ζ rows and ξ columns, and I ξ is the identity matrix of size ξ. The value m s represents the mass of the spacecraft, while J s (p i ) is the matrix representing the moments of inertia.
From Eq. (38) it's easy to see that translations and rotations are decoupled, and can be independently controlled. Hence, hereafter we will consider only the translational dynamics of the system. The matrix C t (x i ,ẋ i ) is a Coriolislike skew-symmetric matrix, and is defined as follows:
The gravity term g t (x i ) is defined as follows:
where r s is the average radius of the orbit of the spacecraft. Let G be the universal constant of gravity, and let M e be the mass of the Earth: then, µ ≈ GM e .
As in (Sabattini et al., 2012) , the connectivity model is defined as follows: two robots can communicate if their Euclidean distance is less than or equal to R. Hence, let p ij = p i − p j , and let H ≥ 0 be some properly defined constant matrix. The matrix H is then defined such that the j-th agent is inside N i if p T ij Hp ij ≤ R 2 , for some parameter R > 0. Namely:
With this definition of H, we obtain that p T ij Hp ij is exactly the Euclidean distance between the i-th and the j-th robot. According to the definition of the edge-weights introduced in Definition 2, the i-th and the j-th agents are neighbors if their Euclidean distance is less than or equal to R.
Simulation results
In order to validate the proposed control strategy, we implemented several Matlab simulation, varying both the number of agents and their initial position. As in (Sabattini et al., 2012) , tested the connectivity maintenance control strategy within a rendezvous task: robots are supposed to converge to a common position, while avoiding collisions with randomly placed obstacles.
The results of simulations are collected in a video clip, freely available for download 1 . Specifically, four robots (colored pyramids in the video), starting from random initial positions, are supposed to converge to a common point, while avoiding collisions with randomly placed point obstacles (blue dots in the video).
In the simulations, the edge-weights are defined as follows, according to Definition 2: The results of a typical run of the simulations are shown in Fig. 2 , considering a communication delay δ = 0.3s. Specifically, the picture represents the value of the algebraic connectivity of the communication graph, as the system evolves, respectively with the connectivity maintenance control strategy introduced in (Sabattini et al., 2012 ) (blue dashed line) and with the one introduced in this paper (red solid line).
As expected, in the presence of communication delays, the control strategy introduced in (Sabattini et al., 2012) does not guarantee connectivity maintenance. Conversely, the control strategy introduced in this paper is robust to the presence of communication delays.
CONCLUSIONS
In this paper we have presented a decentralized control strategy for the maintenance of the connectivity of the communication graph for groups of Lagrangian systems. This control strategy extends the scope of the work introduced in (Sabattini et al., 2012) , taking explicitly into account the presence of communication delays.
The algorithm relies on a decentralized estimation procedure, that allows each robot to compute a local estimate of the algebraic connectivity of the graph, exploiting only local information. Connectivity maintenance has been formally demonstrated by means of analytical proofs.
Simulations have been also provided to validate the control strategy for a group of spacecraft satellites performing a rendezvous task, while moving through randomly placed obstacles.
Current work aims at providing an alternative formulation for the term β i in Eq. (19), exploiting the concept of tanks (Robuffo Giordano et al., 2011) . Tanks are artificial energy storing elements that keep track of the energy dissipated by each agent: this energy may then be used without violating the passivity of the interconnected system.
