Abstract. We determine all the possible torsion groups of elliptic curves over cyclic cubic fields, over non-cyclic totally real cubic fields and over complex cubic fields.
Strategy for determining the Galois groups of degree d points on a curve
The problem described in the introduction easily translates into the question which cubic fields can occur as the field of definition of degree 3 points on certain modular curves. Ignoring the totally real and complex cubic field questions for a moment and only focussing on the Galois group, one is then led to the more general question which Galois groups can occur as the Galois group of a degree d point on some curve X/Q. For the rest of this section X/Q will be a smooth projective and geometrically irreducible curve.
Let L/Q be a degree d extension, L be its normal closure and G := Gal( L/Q) its Galois group. A choice of an enumeration σ 1 , . . . , σ d of the d elements in Hom Q (L, L) allows one to see G which naturally acts on Hom Q (L, L) as acting on 1, . . . , d so that G ⊆ S d . Let now H ⊂ S d be any subgroup, then H naturally acts on X d by permuting the factors of the direct product, the corresponding quotient X d /H will be called the H-symmetric product of X and denoted by X (H) := X d /H. If H = S d then the H symmetric product X (S d ) is nothing other then the d-th symmetric product X (d) , note that contrary to X (d) it is not always true that X (H) is smooth, the simplest non-smooth example is X (Z/3Z) , however X (H) is smooth if one stays away from the fixed points of H, in particular it is smooth away from the image of ∆(X d ), the locus in X d where at least two coordinates coincide. If one lets s ∈ X(L) be a point and define s (σ) := (σ 1 (s), . . . , σ d (s)) ∈ X d ( L) and let s (H) be its image in X (H) ( L), then by definition one has that s (H) ∈ X (H) (Q) if one has that the action of G = Gal( L/Q) on s (H) is trivial. By construction the latter happens if G ⊆ H as subgroups of S d , and if additionally s ∈ X(L) is not definable over any subfield of L then one even has that the action of G on s (H) is trivial if and only if G ⊆ H.
Remark 2.1. In fact there is a converse to this construction, namely every x ∈ X (H) (Q) that does not come from some X (H ′ ) (Q) for some H ′ H has to be of the from s (H) as above.
So this turns the study of degree d points on X whose Galois group is isomorphic to H to a study of the rational points of X (H) (that do not come from X (H ′ ) (Q) for some H ′ H). This can be a difficult problem in general depending on what X, d and H are. For example for X = P 1 this problem is equivalent to the inverse Galois problem for H, and for X = E an elliptic curve and H = Z/dZ this is closely related to the rank growth of E over cyclic extensions -see for example [8, Section 4] .
The cases that need to be dealt with in this paper are however more feasible than the general problem, because we restrict only to d = 3. In this case there are only the groups S 3 and Z/3Z to consider and the question becomes which points on X (3) (Q) come from X (Z/3Z) (Q) and which do not. For most of the relevant modular curves that actually have a cubic point it is easy to construct infinitely many points on X (3) (Q) that come from X (Z/3Z) (Q) as well as infinitely many that don't (see Theorems 4.1, 6.1 and 6.2 and their proofs, as well as [9] ). This is done for example by constructing functions f ∈ Q(X) such that the function field extension Q(f ) ⊂ Q(X) has either Galois group Z/3Z or S 3 . The most problematic cases are X 1 (16) and X 1 (20) , both of which have functions of degree 3 where the function field extension has Galois group S 3 , but there are no obvious constructions for cubic points with Galois group Z/3Z. However, in these two cases one can prove that every point of degree 3 on X 1 (N ) comes from a function f : X 1 (N ) → P 1 of degree 3 (see Corollary 4.8) and that additionally there are only finitely many functions of degree 3 (see Lemmas 4.9 and 4.11) . So the question is now what the Galois group of f −1 (t) can be for t ∈ P 1 (Q).
Going back to the more general case, let f : X → P 1 be a function of degree d and Q(X) be the normal closure of Q(X) seen as a finite extension of Q(P 1 ) and let H ⊂ S d be its Galois group.
The generic point of X gives a point η ∈ X(Q(X)). Since Gal( Q(X)/Q(P 1 )) = H one has that η (H) ∈ X (H) ( Q(X)) is actually a Q(P 1 )-valued point. Define f * : P 1 → X (H) to be the morphism corresponding to η (H) . Now if t ∈ P 1 (Q) is not a ramification point and s ∈ f −1 (t) is a point whose field of definition L is of degree d, then one has f * (t) = s (H) . So the question whether the Galois group of L is smaller than H becomes equivalent to whether f * (t) ∈ X (H) (Q) comes from a rational point on X (H ′ ) for some
is a curve, so the question whether the Galois group can get smaller than H has been turned into a question about rational points on curves. The generic fiber of C H ′ is just Q(X) H ′ with the map η (H ′ ) . This means that it is possible to compute explicit equations for the normalisation of C H ′ . In the case that H = S d and H ′ = A d one can even be more explicit. Indeed if one writes
Previously known results
In this section we describe known results, some of which we will use in our proofs. As mentioned in the introduction, for quadratic fields we have a classification of which torsion groups appear over real and which over imaginary quadratic fields. Although the result is not used in this paper, we state it for completeness, as it is not explicitly stated in [3] , although it follows directly from the results proved in this paper.
Theorem 3.1. [3] a) Let E be an elliptic curve over an imaginary quadratic number field K. Then E(K) tors is isomorphic to one of the following groups: Z/nZ for n = 1, . . . , 12, 14, 15, 16
Each of the cases arises for infinitely many non-isomorphic elliptic curves. b) Let E be an elliptic curve over a real quadratic number field K. Then E(K) tors is isomorphic to one of the following groups: Z/nZ for n = 1, . . . , 16, 18
Each of the cases arises for infinitely many non-isomorphic elliptic curves.
The following result tells us which are the possible torsion groups of elliptic curves over all cubic fields. There exists 1 curve with torsion Z/21Z.
Remark 3.3. The one curve with Z/21Z torsion was found in [16] and is defined over a cyclic cubic field.
Jeon [9] determined the groups that appear over cyclic cubic fields infinitely often.
Theorem 3.4.
[9] There exists infinitely many elliptic curves over cyclic cubic fields with torsion: Z/nZ for n = 1 . . . 15, 18,
No other torsion group appears over infinitely many cyclic cubic fields.
In this paper, we will among other things solve the problem of which torsion groups appear at all (not just infinitely often) over cyclic cubic fields.
A recent result of Bruin and the second author shows that the torsion group Z/2Z×Z/14Z appears only over cyclic cubic fields. 
Torsion groups over cyclic cubic fields
In this section we classify the possible torsion groups of elliptic curves over cyclic cubic fields. We want to prove: Theorem 4.1. Let E be an elliptic curve over a cyclic cubic field K. Then E(K) tors is isomorphic to one of the following groups:
Z/nZ for n = 1 . . . 16, 18, 21, Z/2Z × Z/2mZ for m = 1 . . . 7.
For each group G from the list above there exists a cyclic cubic field K and an elliptic curve E/K such that E(K) tors ≃ G.
From Theorem 3.4, it follows that all of the groups in the list apart from Z/16Z and Z/21Z appear. The group Z/21Z appears by Remark 3.3. Thus, by Theorem 3.2, it remains to show that Z/16Z appears (finitely many times) and Z/20Z does not. To do this we have to show that X 1 (20) has no non-cuspidal cubic points over any cyclic cubic field and find all such points on X 1 (16). Definition 4.2. Let C be a curve over a perfect field K then the new part of C (d) (K) is defined to be
Where ι i :
is the map sending effective divisors of degree i and d − i to their sum. 
is surjective for all integers e > d as well.
Proof. Let x ∈ Z(K) be a point and define
Then φ x is an isomorphism and hence any ∈ Pic e (C)(K) can be written as
where (e − d)x + D is in the domain of µ e because e − d > 0. It follows that µ e is surjective.
Lemma 4.6. Let C be a curve over a field K with
is surjective, then every point in
denotes the pullback of x along f as divisor. 
be the closed subscheme consisting of the cusps. Then the maps µ 3 :
Proof. For X 1 (16) this follows from lemma 4.5 because according to [3, Lemma 4.8 .] the conditions of lemma 4.5 are satisfied for d = 2.
For X 1 (20) this is slightly more work. To determine J 1 (20)(Q), an easy computation in Magma shows that J 1 (20)(F 3 ) ≃ Z/60Z, and the subgroup of J 1 (20)(Q) generated by Q-rational divisors supported on the cusps is isomorphic to Z/60Z, showing that J 1 (20)(Q) and hence Pic 3 X 1 (20)(Q) has cardinality 60.
So it suffices to compute the cardinality of the image of µ 3 :
The curve X 1 (20) has 6 rational cusps, 3 pairs of Galois conjugate cusps over quadratic extensions and no cusps with a cubic field of definition, hence the cardinality of C 1 (20) (3) (Q) is 74 = 56 + 18 with a contribution of
= 56 coming from triples of rational cusps and a contribution of 6 · 3 = 18 coming from a rational cusp together with a pair of Galois conjugate cusps. Computing the map
can be done using modular symbols as in [6, Section 4] , this shows that µ 3 has 54 fibers containing exactly one element, 2 fibers with 4 elements (these two fibers are swapped by the action of the diamond operators) and 4 fibers containing 3 elements (these 4 fibers are again permuted by the diamond operators), this gives a total of 60 nonempty fibers and hence µ 3 is surjective.
Combining lemma 4.6 and proposition 4.7 one gets the following corollary:
Corollary 4.8. Let N = 16 or 20, then any point of degree 3 over Q on Y 1 (N ) occurs in an inverse image of the form f −1 (t), with f ∈ Q(X 1 (N )) a function of degree 3 and t ∈ P 1 (Q).
The above corollary says that in order to explicitly describe all degree 3 points on either X 1 (N ) for N = 16 or 20 one just needs to find all Q-rational functions of degree 3 on these curves. However Proposition 4.7 also gives a hint on how to find all these functions explicitly, indeed it says that every degree 3 function is (up to an automorphism of P 1 ) a pole supported at the cusps. This means that Lemmas 4.9 and 4.11 can now easily be proved by computing which elements C ∈ C 1 (N ) (3) (Q) are the pole divisor of a function of degree 3. And then grouping these elements together by linear equivalence and taking one of them under the action of the diamond operators. What follows is a description of what happens for X 1 (16) and X 1 (20) when doing this computation.
Lemma 4.9. There are 4 (up to the action of the diamond operators on X 1 (16) and automorphism of P 1 ) maps X 1 (16) → P 1 of degree 3.
Proof. The modular curve X 1 (16) has an affine model (see [20] )
We can identify C 1 (16)(C) with Γ 1 (16)\P 1 (Q) an explicit set of representatives of this is given by
Under the action of Galois this splits up into 9 orbits, namely:
This means that C 1 (16) (3) (Q) consists of
= 56 divisors supported at the 6 rational cusps and 6 · 2 divisors of the form P 1 + P 2 where P 1 is one of the 6 rational cusps and P 2 is the sum of the points in either of the two pairs of Galois conjugate cusps. By explicit computation one checks that each of the 12 effective divisors of degree 3 not supported at the rational cusps is linearly equivalent to a divisor supported on the rational cusps, so that up to automorphisms of P 1 every function of degree 3 has a pole divisor supported on the rational cusps. It turns out that of the 56 effective divisors of degree 3 supported on the rational cusps, there are exactly 32 that are the pole of a degree 3 function. These 32 divisors are divided into 10 linear equivalence classes of size 2 and 4 linear equivalence classes of size 3, for a total of 14 linear equivalence classes, hence up to the automorphisms of P 1 there are exactly 10+4 = 14 functions of degree 3 on X 1 (16). The 10 linear equivalence classes of size 2 form one orbit of size 2 and two orbits of size 4 under the diamond operators, while the 4 linear equivalence classes of size 3 are one diamond orbit. So that the 14 functions form 4 distinct orbits under the action of the diamond operators. Finally the explicit equations for these functions where obtained by finding an f whose divisor is the difference between divisors in the same linear equivalence class. Given a degree 3 function g i ,
one can compute its minimal polynomial over Q(x) as an element
The explicit equations for the 4 maps X 1 (16) → P 1 of degree 3 that we obtain are: Proof. The modular curve X 1 (20) has an affine model (see [20] )
We can identify C = 56 divisors supported at the 6 rational cusps and 6 · 3 divisors of the form P 1 + P 2 where P 1 is one of the 6 rational cusps and P 2 is the sum of the points in either of the three pairs of Galois conjugate cusps. By explicit computation one checks that 12 of the 18 effective divisors of degree 3 not supported at the rational cusps do not occur as the pole of a function of degree 3 and that the other 6 are linearly equivalent to a divisor supported on the rational cusps, so that up to automorphisms of P 1 every function of degree 3 has a pole divisor supported on the rational cusps. It turns out that of the 56 effective divisors of degree 3 supported on the rational cusps, there are exactly 14 that are the pole of a degree 3 function. These 14 divisors are divided into 4 linear equivalence classes of size 2 and 2 linear equivalence classes of size 3, for a total of 6 linear equivalence classes, hence up to the automorphisms of P 1 there are exactly 6 functions of degree 3 on X 1 (20) . The 4 linear equivalence classes of size 2 form one orbit under the diamond operators, as do the 2 linear equivalence classes of size 3. So that the 6 functions form only 2 distinct orbits under the action of the diamond operators. Finally the explicit equations for these functions where obtained by finding an f whose divisor is the difference between divisors in the same linear equivalence class.
As in the proof of Lemma 4.9, the degree 3 functions g i will be written down as elements
and f i ∈ Q(x)[t] will denote the minimal polynomial of g i over Q(x). The explicit equations for the 2 maps X 1 (20) → P 1 of degree 3 that we obtain are:
Remark 4.12. Notice that from the computations in the proof of Lemma 4.11 one can also see that the image of µ 3 : C 1 (20) (3) (Q) → Pic 3 X 1 (20)(Q) has 60 elements and hence is surjective.
Lemma 4.13. The only elliptic curve E with Z/16Z torsion over a cyclic cubic field K is
where
α is a root of x 3 − 8x 2 − x + 8/9 and K = Q(α).
Proof. Since we've proved in corollary 4.8 that all cubic points on X 1 (16) can be obtained by the action of diamond operators on the inverse images of P 1 (Q) under the maps (1), (3), (5) and (7), this allows us to describe all elliptic curves with Z/16Z torsion over cubic fields as a union of parametric families E t /K t , where each curve E t is defined over the cubic field K t . Thus we have to find all values t such that ∆(K t ) is a square, since these will correspond to values of t for which K t is cyclic. This is equivalent to finding all the values t such that the discriminant ∆(f i ) is a square for 1 ≤ i ≤ 4, and where the f i are given in (2), (4), (6) and (8) .
This leads us to consider the following 4 hyperelliptic curves; each curve C i is obtained by having y 2 = ∆(f i ).
The curve C 4 has genus 2, while the other three curves have genus 3. Using 2-descent for hyperelliptic curves in Magma we get that the Jacobian of the curve C 1 has rank 0, while the Jacobians of the remaining 3 curves have rank 1.
Since the Jacobian of the curve C 1 has rank 0, it is easy to find all the rational points on C 1 . We find that # Aut(C 1 ) = 4, so C 1 has automorphisms which are not the identity and not the hyperelliptic involution. Let w of C 1 be the automorphism defined by w(x, y) = x x−1 , y x−1 . The quotient curve C 1 / w is isomorphic to the elliptic curve with LMFDB label 26.a2 (Cremona label 26a1). This elliptic curve has 3 rational points and the only rational points on C 1 in the preimages of the rational points on 26a2 are
We obtain that the cubic points corresponding to C 1 (Q) are cusps.
Computing the rational points on the curve C 4 is straightforward -since C 4 has genus 2, the Chabauty method is implemented in Magma, and Magma returns all the rational points. We get that
From the value t = −1/4 we get the exceptional curve (13) , while the values t = 0 and ±∞ correspond to cusps of X 1 (16) .
Finding C 2 (Q) and C 3 (Q) is much more technically difficult and requires the combined use of the Mordell-Weil sieve and the Chabauty method. An additional difficulty is that the Chabauty method is not implemented in Magma for genus > 2 curves; this required us to write our own implementation for the Chabauty method for genus > 2 hyperelliptic curves in Magma. As the methods used in the determination of the rational points on C 2 and C 3 is similar to what we use in determining the points on a curve in Lemma 4.14, we give a detailed explanation of the determination of rational points on C 2 and C 3 in Section 5 and in particular in Theorem 5.3.
We obtain
and that the cubic points on X 1 (16) corresponding to C 2 (Q) and C 3 (Q) are cusps.
Lemma 4.14. There are no elliptic curves with torsion Z/20Z over cyclic cubic fields.
Proof. Since we've proved in Lemma corollary 4.8 that all cubic points on X 1 (20) can be obtained by the action of diamond operators on the inverse images of P 1 (Q) under the maps (9) and (11), this allows us to describe all elliptic curves with Z/20Z torsion over cubic fields as a union of parametric families E t /K t , where each curve E t is defined over the cubic field K t . Thus, as in the proof of Lemma 4.13 we have to find all values t such that ∆(K t ) is a square, since these will correspond to values of t for which K t is cyclic. This is equivalent to finding all the values t such that the discriminant ∆(f i ) is a square for i = 1, 2, and where the f i are given in (10), and (12) .
We obtain the following hyperelliptic curves; each curve C i is obtained by taking y 2 = ∆(f i ):
The genus 3 curve C 1 has an obvious degree 2 map f to the rank 0 elliptic curve
We find that E(Q) ≃ Z/6Z and the only Q-rational points in f −1 (E(Q)) are
Finding C 2 (Q) is much more technically difficult and requires the combined use of the MordellWeil sieve and the Chabauty method. We describe these methods and how they were used in detail in Section 5 and in particular in Theorem 5.3 (as they are similar to the ones used in the proof of Lemma 4.13).
and that the cubic points on X 1 (20) corresponding to C 2 (Q) are cusps.
Explicit rational point computations
In the previous section we determined the rational points on C 1 (16), C 4 (16) and C 1 (20) . This was relatively easy since they either had a map to a rank 0 elliptic curve whose rational points are easy to compute, or were of genus 2 and the Jacobian had rank 1 so that Magma could compute the set of rational points using explicit Chabauty. For the remaining three curves C 2 (16), C 3 (16) and C 2 (20) the r < g condition needed for explicit Chabauty is satisfied, so from a theoretical point of view it should be easy to compute all rational points on these three curves using Chabauty-Coleman (see [15] ) in combination with some Mordell-Weil sieving (see [2] ). However a general implementation for explicit Chabauty for hyperelliptic curves of genus > 2 is not implemented in Magma yet so we briefly describe how we manually computed all rational points on these three curves. Before the actual computations, we briefly describe how to do Mordell-Weil sieving without knowing the full Mordell-Weil group.
5.1.
Mordell-Weil sieving with partial Mordell-Weil information. Mordell-Weil sieving, as explained for example in [2] , is a useful tool that helps find all rational points on a curve C using the Mordell-Weil group of its Jacobian J. In order to simplify the exposition * we fix a rational point ∞ ∈ C(Q) and a finite set of primes S = {p 1 , . . . , p k } of good reduction for C and use the point ∞ as a base point for the maps µ : C(Q) → J(Q) and µ : C(F p ) → J(F p ) for all primes p ∈ S. Then for every integer N we have the following commutative diagram:
.
The usefulness of this commutative diagram is that one can show that for a fixed q ∈ S one has that
In particular one can show that certain points in C(F q ) have no rational points reducing to them if the map in eq. (20) is not surjective. However in order to compute the fiber product in eq. (20) one has to know all of J(Q). In practice (for example for the curves relevant to his article) one sometimes can find explicit generators of a finite index subgroup Γ ⊆ J(Q). Even though computing J(Q) using the knowledge of Γ is a finite computation, this is not always that easy in practice. This is where the following lemma comes in useful:
Lemma 5.1. Let C be a curve with Jacobian J, S := {p 1 , . . . , p k } a finite set of primes of good reduction, N a positive integer, Γ ⊆ J(Q) a subgroup of finite index, e such that eJ(Q) ⊆ Γ and d := gcd(N, e), then for every q ∈ S the map C(Q) → C(F q ) factors via:
where in the above fiber product the map p∈S C(
is just the reduction map. * At the cost of some technical difficulties one could drop the assumption on the existence of a rational point and the assumption that the primes in S are of good reduction. Additionally one can even let S consist of prime powers instead of primes Proof. The definition of d assures the existence of an integer f such that d ≡ ef mod N , so the lemma follows from the following commutative diagram:
The above lemma allows one to circumvent the computation of J(Q) because one can often compute d without knowing J(Q) or e. 
each have exactly 3 rational points, namely the affine point P 1 = (0, 0) and the two points P 2 = (1 : 1 : 0), P 3 = (1 : −1 : 0) ∈ C(Q) at infinity. Furthermore, their Jacobians are of rank 1 over Q and the three rational points generate a finite index subgroup of the Jacobian.
Proof. In the parts of the proof below which are the same for all three curves we will just write C for the curve and J for the Jacobian of C.
Magma has an implementation of two-descent for hyperelliptic curves, and the result of a twodescent computation is that the rank is at most one for each of the three curves, and one easily checks that [P 1 − P 2 ] = −[P 1 − P 3 ] is a point of infinite order on J(Q) for all three curves. So this proves the "furthermore" part of Theorem 5.3. What remains is to do explicit Chabauty and then some Mordell-Weil sieving to actually compute the rational points.
Since these curves are hyperelliptic, it is easy to give a basis for the Kähler differentials, namely
where g is the genus of the curve. And if p is a prime of good reduction this is even a Z p -basis. The next step in the Chabauty method is to find p-adic differentials ω ∈ H 0 (C, Ω 1 C/Zp ) that vanish on J(Q) under the p-adic integration pairing
Since [P 1 − P 2 ] generates a subgroup of J(Q) of finite index one has that a p-adic 1-form ω vanishes on all of J(Q) if and only if
ω i up to some p-adic precision allows one to find a i ∈ Z p such that
we use p = 5 from now on, and for C = C 3 (16) and C = C 2 (20) we use p = 3. The result of this computation gives
One easily verifies that these ω have no zeros at the P i,Fp ∈ C(F p ) so that the conclusion of the Chabauty computation is that the residue discs of the P i,Fp contain exactly one rational point. What remains to do in order to show that C(Q) = {P 1 , P 2 , P 3 } is to show that there are no rational points reducing to the points in C(F p ) \ {P 1,Fp , P 2,Fp , P 3,Fp }; this is done using Mordell-Weil sieving.
Computing #J(F p ) for the first 20 primes of good reduction shows that #J(Q) tors is either 1 or 3. Instead of computing the exact 3-torsion we will use Lemma 5.1 in order to do Mordell-Weil sieving without computing the 3-torsion. In all three cases the finite index subgroup Γ will be the group
Mordell weil sieving for C 2 (16) . The primes we will use to sieve with are 5 and 11. The group structures of the Jacobian at these primes are J(F 5 ) ∼ = Z/3 · 11 2 Z and J(F 11 ) ∼ = Z/2Z × Z/2 5 · 3 · 11Z. For N we will take 22 in order to exploit the interference between the 11 torsion of J(F 5 ) and J(F 11 ) and the non-cyclicity of the 2 torsion of J(F 11 ).
The image of x = [P 1 − P 2 ] in J(F 5 )/22J(F 5 ) is of order 11 and a generator. The 11 points in C 2 (16)(F 5 ) map to 0x, 2x, 2x, 4x, 4x, 5x, 5x, 7x, 7x, 9x and 10x in J(F 5 )/22J(F 5 ) respectively, where 0x, 9x and 10x correspond to the known 3 rational points. The image of x in J(F 11 )/22J(F 11 ) is of order 22 so that as in Example 5.2 we can use d = 1. It is also clear that x generates a subgroup of index 2. Of the 16 points in C 2 (16)(F 11 ) there are 8 that map to a multiple of x, the multiples are 0, 3, 10, 10, 17, 20, 21 and 21. In particular the image of MWS Γ,22,{5,11},1 → C(F 5 ). (25) consists exactly of the rational points so that we are done by Lemma 5.1.
Mordell weil sieving for C 3 (16) . In this case only a single prime, namely p = 3, is used for sieving, but we use the auxiliary prime 17 in order to show that Γ ⊆ J(Q) is saturated at 2. The group structures of the Jacobian at these two primes are J(F 3 ) ∼ = Z/2 · 3 3 Z and J(F 17 ) ∼ = Z/2 · 3 2 · 293Z.
In this case there is the nice coincidence that the 3 points in C 3 (16)(F 3 ) having a known rational point in their residue class are all sent to 0 in J(F 3 )/2J(F 3 ) ∼ = Z/2Z while the two other points in C 3 (16)(F 3 ) are sent to the nonzero element. Furthermore, the image of Γ in J(F 3 )/2J(F 3 ) is 0 so that just using the Mordell-Weil sieve at the prime 3 using N = 2 gives the desired answer as soon we can prove that the finite index submodule Γ ⊆ J(Q) is saturated at 2. But the latter is indeed saturated at 2 since J(Q) has no two torsion and the generator of Γ is sent to the nonzero element in J(F 17 )/2J(F 17 ).
Mordell weil sieving for C 2 (20) . The primes we will use to sieve with are 3 and 37. The group structures of the Jacobian at these primes are J(F 3 ) ∼ = Z/3·47Z and J(F 37 ) ∼ = Z/3Z×Z/3·47·4651Z. For N we will take 47 in order to exploit the interference between the 47 torsion of J(F 3 ) and J(F 37 ).
The image of x = [P 1 − P 2 ] in J(F 3 )/47J(F 3 ) is of order 47 and a hence a generator, so that due to Example 5.2 we can use d = 1. The 5 points in C 2 (20) (F 3 ) map to 0x, 19x, 26x, 45x and 46x in
