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Abstract
We have added a new multigrid in energy (MGE) preconditioner to the Denovo
discrete-ordinates radiation transport code. This preconditioner takes advantage of
a new multilevel parallel decomposition. A multigroup Krylov subspace iterative
solver that is decomposed in energy as well as space-angle forms the backbone of
the transport solves in Denovo. The space-angle-energy decomposition facilitates
scaling to hundreds of thousands of cores. The multigrid in energy precondi-
tioner scales well in the energy dimension and significantly reduces the number
of Krylov iterations required for convergence. This preconditioner is well-suited
for use with advanced eigenvalue solvers such as Rayleigh Quotient Iteration and
Arnoldi.
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1. Introduction
The steady-state Boltzmann equation for neutron transport finds “where all
the neutrons are” in a nuclear system. The more accurately this is known, the
more accurately new systems can be developed. Challenging transport problems
today are three-dimensional with up to thousands × thousands × thousands of
mesh points, use up to ∼150 energy groups, include accurate expansions of scat-
tering terms, and are solved over many angular directions. Such discretizations
create systems with 109−10 coupled algebraic equations. High-fidelity, coupled,
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multi-physics calculations are the next generation of “grand challenge” problems
for reactor analysis, requiring that the finely-resolved neutron flux be calculated
quickly and accurately.
Very large computers, like the the Jaguar machine [1], are now available to
perform such high-fidelity calculations. Access to such machines has changed the
types of neutron transport problems that can be solved practically. However, most
existing solution methods are not able to take full advantage of new computer
architectures, or they have convergence properties that limit their usefulness for
difficult problems.
The deterministic transport equation is often solved with iterative methods,
and Krylov methods are becoming an increasingly popular choice. Low-cost pre-
conditioners that can reduce the number of iterations needed for convergence are
invaluable. Benzi’s 2002 survey paper on preconditioning techniques for large
linear systems states “it is widely recognized that preconditioning is the most crit-
ical ingredient in the development of efficient solvers for challenging problems in
scientific computation”[2]. Ten years later, this is still true. The need for precon-
ditioning is particularly high for Krylov methods because the memory required
and cost per iteration increase dramatically with the number of iterations [2].
This work aims to improve convergence behavior for 3-D transport calcula-
tions with a new preconditioner that can use leadership-class machines fully. A
multigrid in energy preconditioner (MGE) that uses a Krylov solver to do the
multigroup transport solves has been added to the code Denovo [3]. The MGE
preconditioner reduces the number of Krylov iterations in both fixed source and
eigenvalue problems. This success has been demonstrated on large, realistic prob-
lems of interest. The preconditioner is particularly well-suited for the fine energy
structures needed in challenging discrete-ordinates calculations.
This paper is organized as follows: Section 2 gives background information
about solving the transport equation. Section 3 provides an overview of multigrid
preconditioners used in the nuclear community. The MGE method, usage options,
and how it is parallelized are presented in Section 4. Finally, test results demon-
strating the preconditioner’s impact and the associated conclusions are presented
in Sections 5 and 6, respectively.
2. Background
To understand MGE and how it can enable the use of leadership-class comput-
ers, the mathematical details of the transport equation and how it is solved must
be discussed first.
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2.1. Transport Equation
The fixed source form of the steady state Boltzmann transport equation is
[Ωˆ · ∇+ Σ(~r, E)]ψ(~r, Ωˆ, E) = qex(~r, Ωˆ, E)
+
∫ ∞
0
dE ′
∫
4pi
dΩˆ′ Σs(~r, E ′ → E, Ωˆ′ · Ωˆ)ψ(~r, Ωˆ′, E ′) , (1)
where the quantities are at location ~r, at energy E, and are traveling in direction
Ωˆ. The angular neutron flux in neutrons per unit length squared per steradian
is ψ(~r, Ωˆ, E), which expresses the location of the neutrons in phase space; qex
is an external source; Σx is the cross section that represents the likelihood of
interaction x (here s is for scattering, f is for fission, and no subscript indicates
all interactions) in units of inverse length [4].
In the presence of fission, the external source is replaced by a fission source,
χ(E)
∫ ∞
0
dE ′ νΣf (~r, E ′)
∫
4pi
dΩˆ′ ψ(~r, Ωˆ′, E ′) . (2)
Here χ(E) is the spectrum specifying the energy distribution of neutrons born
from fission, and ν is the average number of neutrons released per fission [4].
It is often of interest to know the asymptotic behavior of a system with fis-
sion. A reactor is called “critical” if the chain reaction is self-sustaining and time-
independent. If the system is not in equilibrium, then the asymptotic neutron
distribution, or fundamental mode, will grow or decay exponentially over time.
A convenient way to capture this behavior is to assume ν can be adjusted to ob-
tain a time-independent solution by replacing it with ν
k
, where k is the parameter
expressing the deviation from critical. A spectrum of eigenvalues can be found,
but at long times only the non-negative solution corresponding to the largest real
eigenvalue will dominate [4].
A brief aside about some properties of the transport equation will aid in un-
derstanding the solution techniques. In a void, the transport equation is like a
hyperbolic wave equation. For highly-scattering regions where Σs is close to Σ,
the equation becomes elliptic for the steady-state case. If the scattering is forward-
peaked then the equation is parabolic. All of these classes of equations have dif-
ferent solution strategies, so it is difficult to find one method that works well in all
cases of physical interest [5].
To numerically solve Equation (1) it is discretized in space, angle, and en-
ergy. This work uses the multigroup energy approximation, the scattering term
is expanded in Legendre polynomials (Pl), and discrete ordinates (SN ) are used
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to treat direction of neutron travel. There are many spatial differencing methods
available, the discussion of which is beyond the scope of this document as the
proposed work is not dependent upon the spatial discretization employed [6]. To
ensure the new methods apply to the most general cases, it will be assumed that
the matrices resulting from discretization are not necessarily symmetric.
After all of the discretizations are performed, the multigroup SN equations can
be written in operator form as
Lψ = MSφ+ q , (fixed source) (3)
Lψ = MSφ+
1
k
MχfTφ . (eigenvalue) (4)
Here L is the first-order linear differential transport operator;M is the moment-to-
discrete operator that projects the angular flux moments, φ, onto discrete angles; S
is the scattering matrix; f contains the fission source, νΣf ; and q is a source term.
The angular flux moments are related to the angular flux through the discrete-to-
moment operator:
φ = Dψ . (5)
Using this relationship, Equations (3) and (4) can be rearranged such that they
are a function of only φ. The formulation is aided by defining T = DL−1 and
F = χfT [7]:
(I−TMS)φ = q , (fixed source) (6)
(I−TMS)φ = 1
k
TMFφ . (eigenvalue) (7)
Once the matrices are multiplied together, a series of single “within-group”
equations that are each only a function of space and angle result. If the groups
are coupled together by neutrons scattering from a low energy group to a higher
energy group, then iterative “multigroup” solves over the coupled portion of the
energy range may be required. If the eigenvalue is desired, an additional “eigen-
value” solve is needed [8].
2.2. Multigroup Solve
Traditionally, the multigroup solve has been done with Gauss Seidel (GS). GS
is iterative in energy. A space-angle solve using a within-group solver, such as
source iteration or a Krylov method, is performed for each energy group in series.
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The groups are solved from g = 0, the highest energy, to g = G, the lowest. For
a group g and an energy iteration index j this is [3]
(
I−TMSgg
)
φj+1g = TM
( g−1∑
g′=0
Sgg′φ
j+1
g′ +
G∑
g′=g+1
Sgg′φ
j
g′ + qg
)
. (8)
The first term on the right includes downscattering contributions from higher
energies, and the second term represents upscattering contributions from lower
energy groups that have not yet been converged for this energy iteration. Groups
that only contain downscattering are simply solved once since the second term on
the right is zero. Groups with upscattering, however, must be iterated until they
converge. Convergence of GS is governed by the spectral radius of the system,
so the method can be very slow when upscattering has a large influence on the
solution [5]. GS is fundamentally serial in energy because of how the group-to-
group coupling is treated.
A recently-added multigroup (MG) Krylov solver removes the traditional
“within-group” / “multigroup” iteration structure. This allows the solver to handle
upscattering efficiently, and enables parallelization in the energy dimension. The
solver has been shown to successfully scale to hundreds of thousands of cores.
For example, a fixed-source test scaled from 69,102 cores to 190,080 cores with
98% efficiency [9].
The MG Krylov solver combines the space-angle and energy iterations to
make one space-angle-energy iteration level. This allows the energy groups to
be decomposed such that they can be solved in parallel. The space-angle-energy
iterations are much like the within-group space-angle iterations, except that the it-
eration is over a block of groups instead of just one group. The block can include
all groups or just upscattering groups, in which case the downscattering groups are
treated in series as before. An added benefit of this solver is that Krylov methods
generally converge more quickly than GS [10].
The multigroup Krylov method applied to the upscattering block is shown
here, where Sup block contains the upscattering groups and Sup source has the down-
scattering only groups:
(I−TMSup block)︸ ︷︷ ︸
A˜
φn+1up block = TM(Sup sourceφ
n+1
up source + q) . (9)
Trilinos [11] provides Denovo’s Krylov solver, with a choice of either GMRES
or BiCGSTAB [3]. The Krylov solver is given an operator that implements the
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action of A˜, or the matrix-vector multiply and sweep. In the MG Krylov solver,
A˜ is applied to an iteration vector, v, containing the entire upscattering block
instead of just one group:
1. matrix-vector multiply: y = MSup blockv,
2. sweep: z = Ty,
3. return: v ← v − z.
To implement the energy parallelization, the problem is divided into energy
sets, with groups distributed evenly among sets. After each set performs its part
of the matrix-vector multiply, a global reduce-plus-scatter is the only required
inter-set communication. Since each set uses the entire spatial mesh with the
same spatial decomposition, the established performance of spatial scaling does
not change. The space-angle decomposition in Denovo comes from the KBA
wavefront algorithm [12]. Evans et al. [6] showed scaling in space is limited to
about 20,000 cores with a 500 million cell spatial mesh.
The added energy decomposition offers the ability to further decompose a
problem, even if the performance limit of spatial decomposition has been reached.
The total number of cores is equal to the number of computational domains, that
is, the product of the number of energy sets and the number of spatial blocks. For
20,000 spatial blocks and 10 energy sets, which is a reasonable decomposition,
200,000 cores will be used. See Ref. [7] for more details.
The MG Krylov solver makes it possible to use very large machines and fine
energy structures. The addition of this solver is one of the key motivators for the
MGE preconditioner because Krylov methods often need to be preconditioned to
converge in a small number of iterations. A preconditioner that can scale well and
handle many energy groups is essential for using the MG Krylov solver.
2.3. Eigenvalue Solve
When the eigenvalue form of the transport equation is used, another iteration
level is needed outside of the multigroup solves. A common way to solve the
eigenvalue problem is with power iteration (PI). This method is attractive because
it only requires matrix-vector products and two vectors of storage space. PI’s
convergence can be very slow for problems of interest, however, because the error
is reduced in each iteration by a factor of A’s dominance ratio, λ2
λ1
, where the λs
are A’s eigenvalues ordered as |λ1| > |λ2| ≥ · · · ≥ |λn| ≥ 0.
For the standard form of power iteration, we define an energy-independent
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eigenvalue, Γ = fTφ. Then, Eq. (7) can be written as
AΓ = kΓ , where (10)
A = fT (I−TMS)−1TMχ .
Note that this is the ordinary form of the eigenvalue problem with eigenpair (Γ, k).
The power iteration method, with i as the iteration index, is then
Γi+1 =
1
k
AΓi . (11)
Inside of power iteration, the application of A to Γ requires the solution of a
multigroup problem that looks like a fixed source problem,
(I−TMS)yi = TMχΓi , (12)
Γi+1 = fTyi . (13)
Power iteration is just one of the eigenvalue solvers in Denovo. An Arnoldi
solver and Rayleigh Quotient Iteration (RQI) are also available. For details about
these methods and their implementation in Denovo see references [7] and [13],
respectively.
3. Multigrid Preconditioning
For many kinds of problems the total number of multigroup iterations required
to adequately converge the transport equation is large. To reduce iteration count,
a preconditioner can be applied to transform the system of interest into another
equivalent system that has more favorable properties and is easier to solve.
Right preconditioning leaves the right hand side of the equation unaffected and
does not change the norm of the residual, which is used for convergence testing
in most iterative methods. Right preconditioning is therefore often preferred over
left or split preconditioning for iterative solvers [14]. A right preconditioner was
implemented in this work, and the remaining discussion will be presented in right
preconditioner format.
Let G be a non-singular preconditioner. Then Ax = b can be transformed as
AG−1y = b, x = G−1y . (14)
The matrixAG−1 is not formed in practice. The preconditioner can be applied by
using some method to solveGy = c→ y ≈ G−1c, or by otherwise implementing
the action of G−1 without explicitly forming and inverting G [2].
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There are many different types of preconditioners. These methods often are
dependent upon the choice of spatial discretization employed, only apply to
within-group iterations, or have other important limitations. As a result, precondi-
tioning Krylov methods for solving the 3-D neutron transport problem is an active
and vital area of research. We elected to investigate multigrid preconditioners with
the goal of making a preconditioner that is independent of spatial discretization
and can take advantage of the MG Krylov solver.
Multigrid methods are stationary iterative schemes that can be used alone or
as preconditioners for other methods. Beginning in the late 1980s the nuclear
community started using spatial multigrid and/or angular multigrid as both solvers
and preconditioners. The first use of spatial multigrid for transport equations in
1-D and 2-D was investigated by Nowak et al. Since that time, multigrid has been
used in multiple dimensions, for both isotropic and anisotropic scattering, and for
various spatial discretizations [5]. Some highlights from recent work are discussed
below. All are applied to the SN neutron transport equation unless otherwise
noted.
In 1998, multigrid in space and multigrid in angle were used as precondi-
tioners for Krylov methods and were tested for the 1-D, one-group, modified lin-
ear discontinuous (MLD) neutron transport equations by Oliveira and Deng [15].
They looked at isotropic scattering without absorption, isotropic scattering with
absorption, and anisotropic cases. They had better results with multigrid than
when using an Incomplete LU factorization method as a preconditioner.
In 2007, Chang et al. [16] used 2-D spatial multigrid for the isotropic scat-
tering case, with corner balance finite difference in space and a four-color block-
Jacobi relaxation scheme. A bilinear interpolation operator and its transpose were
used for grid transfer. The method had some trouble with heterogeneous prob-
lems. The authors assert their algorithm is parallelizable.
In 2010, Lee [17] developed a method to do multigrid in space and angle
simultaneously for two and three dimensions, isotropic and anisotropic scattering,
one energy group, and a variety of spatial discretizations. The method can perform
multigrid in only space, only angle, or some combination thereof. It also handles
thick and thin cells.
3.1. Two-Grid
The two-grid acceleration method developed by Adams and Morel [18] was
one of the earlier spatial multigrid methods, and it has been built upon by others.
It is intended to accelerate convergence of the outer iterations when upscattering
is present. The outer iteration method is Gauss Seidel and acceleration is only
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applied to upscattering groups. The original work was done for slab geometries
with a linear discontinuous (LD) discretization.
The two-grid method finds a correction for the isotropic component of the so-
lution by solving a collapsed, one-group diffusion equation for the error. It is as-
sumed that the zeroth moment of the error is a product of a spectral shape function
and a space-dependent modulation function. To find the shape function, Fourier
analysis is performed on GS. The zeroth moment of the cross sections is used to
create the Fourier matrix, and then an eigenproblem is formed. Because the shape
function is material-dependent, one such calculation is needed in each material
region. Note that by using the zeroth moment, only the isotropic component of
the solution is accelerated.
The diffusion equation in the two-grid approach differs slightly from the stan-
dard diffusion equation in that there is an extra term containing the gradient of the
shape function. This is zero in homogeneous regions, but undefined at material
interfaces. Adams and Morel found that neglecting the gradient term all together
still gave good results for their test problems. This may not be true for more
complex cases.
The two-grid method requires the diffusion operator to be consistent with the
transport operator. This requirement can be difficult to meet for multi-dimensional
problems, particularly for some spatial discretizations.
3.2. Two-Grid in Denovo
Denovo has a two-grid acceleration scheme based on the one developed by
Adams and Morel. As mentioned, the iteration procedure uses a collapsed one-
group diffusion equation to correct the low-order Fourier modes. Adams and
Morel showed that the slowest converging spatial modes are diffusive and can
be exactly computed in the infinite homogeneous case [18].
The original method can fail for systems of interest because of the consistency
requirement for the discretization of the diffusion operator in multi-dimensional
and multi-material problems. To make it applicable for the desired cases, the orig-
inal two-grid method was modified by Evans et al. [6] by using a one-group trans-
port equation instead of the diffusion equation. The modified method is called
transport two-grid (TTG). The TTG method was derived to give the correct error
estimation in the diffusive limit noted above.
To execute the TTG scheme in Denovo, a transport sweep is conducted in
each group, a residual is calculated, the low-order transport solve is performed,
an error form the transport sweep is calculated, and the scalar flux is updated. As
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with the original two-grid method, the TTG method is limited to correcting only
the isotropic flux moments.
The additional cost of the method is like solving one extra group, so for cases
with many upscattering groups the cost can be amortized. The acceleration equa-
tion can be preconditioned with Diffusion Synthetic Acceleration for additional
speed. Finally, a reduced quadrature set can be used inside TTG to limit the cost.
Some tests have shown TTG to be quite effective in improving the speed
of convergence for upscatter problems when compared to unaccelerated GS [6].
While TTG solves the spatial discretization issue, it still only works with GS and
the traditional within-group + multigroup iteration structure.
4. Multigrid In Energy
Preconditioning is important for increasing the robustness of Krylov methods.
This is particularly true for the multigroup Krylov solver. This solver can create
large Krylov subspaces because it forms the subspaces with multiple-group-sized
vectors. As a result, any reduction in iteration count will have a significant ben-
efit in terms of memory and cost per iteration. Prior to this work, there was no
preconditioner in Denovo that could work with the MG Krylov solver.
The new preconditioner does multigrid in the energy dimension. To under-
stand why multigrid in energy makes sense for neutron transport, some highlights
about these methods are discussed here. See A Multigrid Tutorial by Briggs, Hen-
son, and McCormick [19] for a thorough and approachable explanation of what
multigrid methods are and why they work.
The error in xi, the ith guess for Axi = bi, can be written as a combination of
Fourier modes. Each Fourier mode has a frequency, and the frequencies can range
from low-frequency (smooth) to high-frequency (oscillatory). Iterative methods,
also referred to as smoothers or relaxers, remove high-frequency error components
quickly, but take many iterations to remove the low-frequency ones.
The idea of multigrid methods is to take advantage of the smoothing effects
of iterative methods by making smooth errors look oscillatory and thus easier to
remove. Errors that are low-frequency on a fine grid can be mapped onto a coarser
grid where they are high-frequency. A relaxer is applied on the coarser grid to
remove the now oscillatory error components. The remaining error is mapped to
a still coarser grid and smoothed again. The problem is restricted to coarser and
coarser grids until it is on a grid which is coarse enough to directly invert the
equations.
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Next, the coarsest result is prolonged back to the next-finer grid and used to
correct the solution there. A few relaxations are done on this finer grid. The errors
are prolonged back up the chain, continuously correcting on finer grids, until the
finest grid is reached. This entire process is called a V-cycle.
Multigrid methods are differentiated by how many times the V-cycle is done
and how many grids are used. The optimal combination of grids and cycles may
depend on problem type. The addition of more grids and cycles will reduce error,
but at an added cost.
A multigrid method was selected for many reasons. Multigrid methods re-
move the low-frequency error modes that require many Krylov iterations. The
preconditioner was designed to take advantage of the energy decomposition used
by the MG Krylov method. Each energy set can do work on its own grids and
does not need to communicate with other energy sets. This is a communication
savings compared to using grids in space or angle. An additional benefit is the
simplicity of energy grids. Energy is one-dimensional, which allows for simpler
coarsening and refinement than spatial or angular grids.
4.1. Method
Recall that right preconditioning is applied as AG−1Gφ = b, where
A = I−TMS. To implement this in Denovo, y is defined asGφ and the problem
is broken into two steps:
1. with a Krylov method solve
AG−1y = b , (15)
2. after finding y, calculate
φ = G−1y . (16)
To build energy grids, the energy group structure is coarsened so that each
lower grid has fewer groups. The finest grid is the input energy structure, and the
coarsest grid has one or a few groups. Each level has half as many groups as the
previous level, rounded up if applicable. If there are G + 1 groups on the fine
grid there will be either G+1
2
or G+2
2
groups on the coarse grid. This is conceptu-
ally straightforward because the energy groups can be combined (restricted) and
separated (prolonged) linearly.
There are a variety of options that must be considered in designing a multigrid
scheme: the restriction and prolongation operators, the relaxation method, the
number and/or pattern of V-cycles to use, the number of relaxations to do on
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each grid level, and the depth of the V-cycle. Among these, the number of V-
cycles, the number of relaxations per level, and the depth of the V-cycle have been
implemented as user input options; the others are fixed.
The implemented restriction operator is a simple averaging scheme. Neigh-
boring fine data are averaged together to make coarse data. Recall that in multi-
grid methods the variables being restricted and prolonged are error modes. For
a grid with spacing h and a next-coarser grid 2h, the errors are restricted as
e2hg =
1
2
(eh2g + e
h
2g+1) for g = 0, ..., Gend. If G is even then Gend =
G
2
; if G
is odd then Gend = G−12 and the lowest energy group’s datum is just copied. This
scheme was chosen so that the thermal energy groups would be more resolved,
which should improve accuracy for thermal reactors. The errors are restricted
every time there is a transfer to a coarser grid.
The cross sections are restricted from the finest to the coarsest grid during
problem initialization, and they do not change thereafter. The total and fission
cross sections are restricted in the same way as the errors. Scattering is slightly
more complicated since it has two indices, g and g′. When there are an even
number of groups all cross sections are treated the same way: for g′ = 0, ..., G′end
and g = 0, ..., Gend,
Σ2hs (g, g
′) =
1
4
[Σhs (2g, 2g
′) + Σhs (2g + 1, 2g
′)
+ Σhs (2g, 2g
′ + 1) + Σhs (2g + 1, 2g
′ + 1)] . (17)
Unless there is upscattering in every group, some of the entries in Equation (17)
will be zero. When there are an odd number of groups, the cross sections for the
last g and g′ groups are
Σ2hs (Gend, G
′
end) = Σ
h
s (2G, 2G
′) , (18)
for g′ = 0, ..., G′end :
Σ2hs (Gend, g
′) =
1
2
[Σhs (2G, 2g
′) + Σhs (2G, 2g
′ + 1)] , (19)
for g = 0, ..., Gend :
Σ2hs (g,G
′
end) =
1
2
[Σhs (2g, 2G
′) + Σhs (2g + 1, 2G
′)] . (20)
The cross sections could be flux-weighted and re-restricted every time a new
value for the flux were available, i.e. every new application of the preconditioner,
to more accurately preserve physics. The experience of the computational com-
munity, however, has been that preconditioners do not need to rigorously and
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accurately preserve physics to be effective. The trade-off between the physics
preservation and the performance of the preconditioner cannot be known a priori.
The assumption in this work is that the cost of recomputing the cross sections
in every preconditioner application is greater than the benefit of more accurately
representing the physics.
To prolong from a coarse to a fine grid, the points that line up between the
grids are mapped directly: eh2g = e
2h
g for g = 0, ..., Gend. To fill in the intermediate
points on the fine grid, the adjacent coarse values are averaged: eh2g+1 =
1
2
(e2hg +
e2hg+1) for g = 0, ..., Gend − 1. In the eh2g+1 case, Gend = G−12 when G is even to
preserve the direct transfer of points that line up between the grids. The errors are
prolonged every time there is a transfer to a finer grid. Since cross sections do not
change, they are never prolonged.
There are other restriction and prolongation operators that are more rigorous
and would preserve more accuracy when transferring between grids than those
implemented. For example, a full weighting restriction operator would be more
rigorous in combination with the current prolongation method than the current
restriction operator is [19]. This change would be straightforward to implement.
An example of a more accurate and complex prolongation operator is to use
shape functions to prolong from a coarse grid to a fine grid. The shape functions
could be based on the previous iterate of the fine-grid vector, some known de-
sirable expansion, etc. Such a change would be more difficult to implement and
require more research.
These issues were not investigated in this work since the chosen operators,
which were simple to code and check for correct implementation, were sufficient
in practice. Any error added by the restriction and prolongation operators was
largely removed by the relaxations. In addition, because this is a preconditioner,
all of the pieces do not need to be rigorous. Complex grid transfer operators are
unlikely to be worth the expense; however, it may be of value to investigate other
simple operators.
The user chooses the number of V-cycles done for each preconditioner appli-
cation. One V-cycle proceeds from the finest grid to the coarsest grid and back to
the finest. The input option specifies the number of V-cycles that are concatenated
together, with a default of 2. Each additional V-cycle should remove more error,
but has a computational cost.
The depth of the V-cycle can also be specified by the user. The default behavior
is determined by the number of groups, such that the grids will be coarsened until
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there is only one energy group. The number of grids needed is given by [20]
floor
(
log2(G− 1)
)
+ 2 . (21)
How this is handled when using energy sets is discussed below.
Some number of relaxations are performed on each level while traversing
down and up the grids in a V-cycle. The number of relaxations per level is a
user input choice with a default of 2. Performing more relaxations per grid should
remove more error, but has a computational cost. The implemented relaxation
method is weighted Richardson iteration. When applied to the transport equation,
we obtain
φm =
(
I+ ω(TMS− I))φm−1 + ωbm−1 , (22)
where ω is a constant selected by the user that defaults to 1.
An important principle is that the preconditioner is only attempting to ap-
proximately invert A. It is therefore reasonable to use a less accurate angular
discretization in the preconditioner than the rest of the code. For example, the
whole problem may be solved at S10, but the preconditioner could only use S2.
There is an input option to specify an angular quadrature set to use in the precon-
ditioner different from the angular quadrature set used in the rest of the problem;
the default is to use the same set in both. At this time, this option has only been
implemented for vacuum boundary conditions.
4.2. Parallelization
A key attribute of this preconditioner is that it is parallelizable in energy. This
is because it uses the energy sets introduced by the MG Krylov solver. There are
two ways to handle energy grids and energy sets together. One way is to restrict
from G groups down to 1 group just as if there were no energy sets. This requires
cross-set communication as soon as there are fewer groups than sets. This also
causes some logistical difficulties related to what data are held by which sets at
various points in the calculation.
The other approach is to prohibit cross-set communication by having each set
do its own “mini” V-cycle. Each set restricts, prolongs, and relaxes on only its own
groups. This strategy requires there to be at least two groups on every set. With
an unequal number of groups per set, there is a choice between forcing all sets to
have the same grid depth or allowing those with more groups to have deeper Vs.
The first option enforces energy load balancing between sets, while the second
allows the sets with more groups to remove more error.
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The preconditioner is implemented so that all sets use the same grid depth.
The benefit of load balancing is likely to be greater than having some sets use an
extra grid. Thus, each set restricts to one or two group(s), giving approximately
num sets total groups across all sets at the coarsest level. The number of grids
needed is determined by the set with the minimum number of groups, since it will
be the first to reach a grid with one group. This modifies Equation (21) to be
num gmin = floor
(num groups
num sets
)
, (23)
num grids = floor
(
log2(num gmin)
)
+ 2 . (24)
The communication costs and logistical complications of the first strategy
seem likely to overwhelm the benefit gained by going to one group instead of
num sets groups. The second strategy was chosen because it involves much less
communication and overhead cost. The value of this choice will become apparent
in the results section.
With the implemented energy set strategy, there are trade-offs between the
number of sets and the number of grids for a fixed number of groups. When
there are more sets, more cores can be used at once and wall time should de-
crease. When there are fewer sets each V-cycle can go deeper, so the precondi-
tioner should be more effective at reducing iteration count.
5. Results
Some tests were done to characterize the impact of preconditioning several
problem types, as well as to investigate how different variables affect the precon-
ditioner’s behavior. The preconditioning parameters are the Richardson iteration
weight, wk, the number of V-cycles per preconditioner application, and the num-
ber of relaxations per level.
The syntax used throughout this section will be that w# is the weight, r#
is the number of relaxations per level, and v# is the number of V-cycles, e.g.
w1r1v1 is one relaxation per level, one V-cycle, and a weight of 1. Using more
preconditioning means using larger values of w and/or r and/or v. Other issues
investigated are changing the depth of the V-cycle, using a different quadrature set
inside the preconditioner than in the rest of the problem, and strong scaling.
The goal of using the preconditioner is to improve convergence behavior of the
multigroup Krylov solves. The best metric for measuring this is the total number
of multigroup Krylov iterations used in a calculation because it is the most con-
sistent and fair measure. The number of eigenvalue iterations is also compared for
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the eigenvalue tests. This is a point of interest rather than a measure of goal at-
tainment. The total number of Krylov iterations is the best proxy for convergence
behavior as it encompasses the work that is done within each eigenvalue iteration.
Timing comparisons should be considered heuristically unless otherwise spec-
ified. In cases where the calculations were done on a single core, the machine was
not dedicated to these calculations and times could vary if the same calculations
were repeated. Some problems use an optimized version of the code and others
use a debug version. These should give the same iteration count, but not neces-
sarily the same relative times between problems. Further, little effort has been
made to optimize the preconditioner for speed. Once the multigrid in energy pre-
conditioner has been optimized for efficiency, the preconditioned times should
decrease. How much improvement can be gained is a matter for future study.
Unless otherwise noted, all test problems used a step characteristic spatial
solver, level-symmetric angular quadrature, and the grid depth was determined
using the default approach, Equation (21) or Equation (24). The Krylov solver
was GMRES, which is set to limit the number of multigrid iterations to 1,000 if the
problem does not converge earlier. The convergence tolerances are noted for each
problem. The tolerance for the multigroup solve is the convergence tolerance used
by GMRES in Trilinos [11]. The eigenvalue tolerance is used by PI to determine
if the eigenvalue has converged. In Denovo, PI also checks the L2-norm and the
infinity-norm of the difference in the fission source between iterations. The default
L2-norm tolerance is 1.0 and infinity-norm tolerance is 0.01.
5.1. Fixed Source Parameter Studies
Some fixed source tests are discussed first, with the selection of precondition-
ing parameters informed by initial scoping tests that are not reported here. Fixed
source calculations are particularly useful because the preconditioner can be stud-
ied apart from eigenvalue iterations. These tests used a debug version of Denovo
on a single core.
The first test was a small, vacuum boundary problem. It contained one material
and used ten groups, five upscattering groups, P0 scattering, an S4 level-symmetric
angular quadrature set, a 3 × 3 × 3 grid, and a multigroup tolerance of 1 × 10−6.
The first three groups contained an isotropic source.
In one set of tests, the weight, w, was varied while the relaxations per level,
r, and number of V-cycles, v, were both set to 1 (w#r1v1). The results are in
Table 1. In this and all subsequent results an r, v, and/or w of 0 corresponds to the
unpreconditioned case. The table heading “Krylov Iters” indicates the number of
Krylov iterations needed for convergence.
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It is clear that increasing the weight is initially beneficial, reducing the itera-
tion count to 6 from the unpreconditioned 10. After a certain level, increasing
weight begins to increase the number of iterations. The number of iterations
needed to converge generally continued to increase above a weight of 1.9, and
the problem failed to converge beginning with a weight of 2.1. Near a weight
of 2 there was some behavior inconsistent with this trend. This issue is under
investigation and is not material to the overall conclusions of this work.
Table 1: Small Fixed Source Problem with Vacuum Boundaries, Weight Variation Study
Weight Relaxations V-cycles Krylov Iters
0.0 0 0 10
1.0 1 1 7
1.1 1 1 6
1.2 1 1 6
1.3 1 1 6
1.4 1 1 7
1.5 1 1 8
1.6 1 1 10
1.7 1 1 13
1.8 1 1 20
1.9 1 1 265
Next, the number of relaxations per grid and the number of V-cycles were
varied with the weight fixed at 1.0 (w1r#v#). These results are shown in Table 2.
Recall that an r of 3 means the preconditioner performed 3 relaxations per level,
and a v of 3 means the preconditioner conducted 3 V-cycles per application.
Initially, increasing r and v reduced the number of iterations needed for con-
vergence. After enough preconditioning was done that only 4 iterations were
needed, no additional amount of preconditioning reduced the iteration count fur-
ther.
Another calculation using a large amount of preconditioning, w1.3r10v10,
also yielded 4 iterations. This both confirms that more preconditioning did not
improve results, and demonstrates that a large amount of preconditioning does
not cause breakdown.
The previous problem configuration was modified with reflecting boundary
conditions. Both weight and r/v were varied. The multigroup tolerance and was
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Table 2: Small Fixed Source Problem with Vacuum Boundaries, Relaxation Count and V-cycle
Variation Study
Weight Relaxations V-cycles Krylov Iters
0.0 0 0 10
1.0 1 1 7
1.0 2 2 4
1.0 3 3 4
1.0 4 4 4
1.0 5 5 4
1.0 6 6 4
1.0 7 7 4
1.0 10 10 4
again 1 × 10−6. Results for varying the weight using 1 relaxation per level and 1
V-cycle are in Table 3. The results for varying the number of relaxations per grid
and the number of V-cycles using a weight of 1 can be seen in Table 4. A few r/v
variations using a weight of 1.3 instead of a weight of 1 are also in Table 4.
Table 3: Small Fixed Source Problem with Reflecting Boundaries, Weight Variation Study
Weight Relaxations V-cycles Krylov Iters
0.0 0 0 15
1.0 1 1 11
1.1 1 1 10
1.2 1 1 10
1.3 1 1 10
1.4 1 1 11
1.5 1 1 13
1.6 1 1 19
1.7 1 1 50
1.8 1 1 1000
The behavior of this problem was similar to the vacuum case. For this test
a weight of 1.8 rather than 2.1 prevented convergence. Like the vacuum test, in-
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Table 4: Small Fixed Source Problem with Reflecting Boundaries, Relaxation Count and V-cycle
Variation Study
Weight Relaxations V-cycles Krylov Iters
0.0 0 0 15
1.0 1 1 11
1.0 2 2 5
1.0 3 3 3
1.0 4 4 2
1.0 5 5 2
1.0 6 6 2
1.0 7 7 2
1.0 10 10 1
1.3 2 2 4
1.3 3 3 2
1.3 4 4 2
1.3 7 7 2
creasing the weight parameter above 1 decreased the number of iterations initially,
and then the number of iterations increased with increasing weight. No anomolous
behavior was observed for this problem.
The r and v study showed two new things compared to the vacuum case. One
is that with fewer iterations per level and fewer V-cycles, a weight of 1.3 was better
than a weight of 1. The other was that the number of iterations could be decreased
to 1 when a large amount of preconditioning was done. Whether and when 1
iteration can be reached for a given problem is related to how well Richardson
iteration works for that problem’s characteristics.
These two sets of results show that increasing r and/or v decreases Krylov
iteration count. They also indicate that using a small amount of weight can be
beneficial, but a large amount is not. These two small and simple test cases provide
a foundation for choosing parameters for testing with larger and more complex
problems.
5.2. Fixed Source Angle Comparisons
For preconditioners to be effective, it is helpful if they are fast. One simple
way to reduce preconditioning time is to use fewer angles for the preconditioner
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solves than for the overall problem. A half iron, half graphite, fixed source prob-
lem with an isotropic source assigned to all groups in all spatial cells was used
to test this feature. The problem has vacuum boundaries, 27 energy groups, 13
of which have upscattering, and a P0 scattering expansion. For this calculation a
grid of 20 × 20 × 20 was used and the multigroup tolerance was 1 × 10−6. The
preconditioning parameters were w1r2v2. The overall problem was solved with
an S8 angular quadrature.
To compare the effect of the reduced angular quadrature, the quadrature order
within the preconditioner was varied from S2 to S8. The problem was spatially
decomposed over four cores and an optimized version of Denovo was used. The
results are shown in Table 5.
Table 5: Iron Graphite Fixed Source Problem, Preconditioner Quadrature Order Study
Preconditioner SN Time (s) % Diff Time Krylov Iters
8 221.66 n/a 17
6 133.93 39.58 17
4 98.67 55.49 17
2 59.15 73.31 18
For this problem, changing the number of solution directions inside the pre-
conditioner had little or no impact on the number of iterations needed for conver-
gence. Reducing the number of ordinates used inside the preconditioner reduced
solution time in all cases, with S2 giving the largest improvement: 73% speedup.
As expected, changing the preconditioner did not change the solution more than
the convergence tolerance. Using fewer solve directions inside the preconditioner
had a very positive impact: it reduced time but did not meaningfully change the
solution.
5.3. Multiple Energy Sets
Another important area of investigation was how the preconditioner faired
when using multiple energy sets. This preconditioner was built to take advantage
of multiple energy sets and be able to scale efficiently.
To investigate the effect of multigrid in energy with multiple energy sets on
the Krylov iterations without worrying about the impact on an eigenvalue calcula-
tion, the iron-graphite fixed source problem was considered first. These data were
calculated using an optimized version of the code.
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For this study, the spatial grid was increased to 50×50×50 and an S4 quadra-
ture set was used instead of S8. The unpreconditioned version was compared to
one with w1r2v2 on 1 to 10 sets. Note that with 27 groups, 10 is the maximum
number of energy sets compatible with the preconditioner. The problem was also
decomposed over 2 × 2 spatial blocks. The calculations therefore used between 4
and 40 cores.
The preconditioned calculation took 27 GMRES iterations while the unpre-
conditioned took 123 iterations, regardless of the number of energy sets used.
Because the number of iterations did not change with sets, the only thing to com-
pare is time. The focus is on relative change in time rather than absolute time
since there is still room to optimize the preconditioner.
Two plots are shown in Figure 1. The top plot shows the wall time for the pre-
conditioned and unpreconditioned (“regular”) calculations as a function of num-
ber of energy sets. The bottom plot shows the efficiency of the regular and pre-
conditioned tests, where the base case is 1 set. Figure 2 is a plot of the relative
difference between the two times.
Figure 1: Iron-Graphite Fixed Source Problem, Preconditioned Multiple Energy Set Study
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Figure 2: Relative Time Difference In Iron-Graphite Fixed Source Multiple Energy Set Study
The 1-set wall time without preconditioning was 8.00 × 102 seconds and the
10-set time was 1.37×102 seconds. Another way to say this is that using 1 set took
about 6 times longer than using 10 sets. If the problem scaled linearly in energy,
it would have taken 10 times longer. The unpreconditioned efficiency degraded
slowly with increasing energy sets, and the efficiency with 10 sets was less than
60%.
With preconditioning, the 1-set time was 3.64 × 103 seconds and the 10-set
time was 3.63 × 102 seconds. Going from 1 to 10 sets in this case was linear.
The efficiency changed a bit with the number of energy sets, but ranged between
about 90% and 110%. Thus, for some sets, the preconditioned case gave better
than linear speedup. While the exact efficiencies may not be accurate because of
timing variability, the general trend is clear.
The difference between the efficiencies in the preconditioned and regular tests
means that the preconditioned tests were accelerated more by using multiple en-
ergy sets than the unpreconditioned tests. As a result, the preconditioned times
approached the regular times as more sets were used. This can be seen in the
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Figure 2 plot of relative difference between the times.
This test was modified and repeated for 1 set and 10 sets. The angular quadra-
ture was S8 and the problem was not decomposed in space. These choices were
made to increase the runtime, ensuring that most of the reported time is solve time
rather than setup or completion time. For the preconditioned cases, the precondi-
tioning parameters were increased. Based on the first experiment, it is expected
that the scaling will be the same or better when more preconditioning is used.
With w1.3r4v4, an unnecessarily-large amount of preconditioning for this
problem, but an amount good for investigative purposes, the number of Krylov
iterations was 11. With 1 set this took 6.49 × 104 seconds to complete. With 10
sets this was reduced to 5.02 × 103 seconds. A 10-fold increase in computing
power gave nearly a 13-fold decrease in run time, or an efficiency of 129%.
Without preconditioning, 124 Krylov iterations were required, the 1-set wall
time was 8.81×103 seconds, and the 10-set time was 1.04×103 seconds. The ratio
of 1-set to 10-set time was about 8.5, or 85% efficient. This problem configuration
scaled better than the previous configuration whether or not it was preconditioned.
The comparison between the preconditioned and unpreconditioned cases show the
same trends as the first energy scaling test.
A similar scaling-in-energy test was done with an infinite medium, 27-group,
eigenvalue problem. The same trends were observed.
There are some clear reasons for the preconditioner’s linear or super-linear
scaling in energy. One is that this problem has a group structure that is not al-
ways balanced between sets. The multigrid preconditioner mitigates the penalty
of energy-group load imbalance. Recall that each set uses the same number of
grids, even if the number of groups per set is different. This causes the work
in the preconditioner to be energy-load-balanced in all cases. Thus, the relative
amount of time spent waiting because of load imbalance decreases when the pre-
conditioner is used.
The main reason for the preconditioner’s good scaling is that as the number of
sets increases, each application of the preconditioner becomes less costly. The to-
tal preconditioning cost goes down because the V-cycle becomes shallower. That
is, each application of the preconditioner performs fewer total relaxations, and is
therefore less time intensive. This effect becomes more pronounced with larger
r and v. If the total number of Krylov iterations remains constant with sets, then
there is no trade-off, and the preconditioner simply costs less with increased en-
ergy parallelization.
An important outcome of this study is that the number of GMRES iterations
did not change with the number of sets in the preconditioned cases. This means
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convergence improvement from the preconditioner does not come from the depth
of the V-cycle, at least not for the problems tested. Only restricting down one or
two grids had as much of an impact as restricting down something like six. This
indicates it is not necessary to coarsen to one group.
From an error mode reduction standpoint, this conclusion suggests what a
Fourier expansion of the error in energy might look like. Because using a few
somewhat-coarse grids had a large impact but using many much coarser grids did
not, the bulk of the error might be intermediately oscillatory in energy. If the low-
frequency error were dominant, then the coarsest grids would likely be necessary.
Only solving on a fine grid, however, was not good enough, so the error is not
only high-frequency either. This leaves the presence of modes that are between
the two extremes as the likely culprit for slow convergence.
The linear to super-linear energy scaling of the preconditioner warrants more
discussion. Restricting down to and relaxing on the coarsest energy grids that
were only created in the few-set cases did not provide convergence benefit. Much
non-beneficial work was therefore done when only a few sets were used. When
many sets were used and only a few grids that were not as coarse were created, all
of this work was eliminated without any negative consequences. Thus, the energy
scaling was very good.
These results show that limiting the number of energy grids to two or three
is likely preferable for many problems since this strategy eliminates the non-
beneficial work. By using fewer grids, the preconditioner will probably not cause
the entire calculation to scale as well in energy. However, the preconditioner does
not communicate between sets and it does load-balance in energy. The precondi-
tioner should then, at worst, leave the energy scaling behavior unchanged.
5.4. V-cycle Depth
The results of the multiple energy set study prompt an investigation of the
V-cycle depth. The iron-graphite problem with a 50 × 50 × 50 mesh was used
for this purpose. The total problem quadrature was S8, with S2 used inside the
preconditioner. The preconditioning parameters were w1r2v2. The problem was
solved with an optimized version of Denovo on 25 cores on the orthanc cluster at
ORNL, divided into 5 x-blocks, 5 y-blocks, 1 z-block, and 1 energy set.
The depth of the V-cycle was varied from 1 to 6. A depth of 1 creates only
1 grid and a depth of 6 is the maximum possible for 27 energy groups. The test
results are shown in Table 6. The last row is the unpreconditioned case and the
time difference is computed as (tunPre − t)/tunPre ∗ 100. The minimum number
of groups column indicates the minimum number of groups on the coarsest grid.
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Table 6: Iron Graphite Fixed Source Problem, V-cycle Depth Study
Depth Min # Groups Solve Time (s) % Diff Time Krylov Iters
6 1 694.78 53.36 28
5 2 678.78 54.48 28
4 4 643.52 56.80 28
3 7 583.16 60.85 28
2 14 462.77 68.94 28
1 27 387.37 74.00 48
n/a n/a 1489.69 0.00 124
The 1-grid case was the fastest. Increasing to 2 grids reduced the iteration
count, though it also increased the time. Using more than 3 grids increased the
solve time but did not change the iteration count. All cases took less time and
used fewer Krylov iterations than the unpreconditioned case.
This is the first problem presented in this paper that the preconditioned cases
both used fewer iterations and took less time. Part of this success is that the pre-
conditioner took less time per iteration because it used a reduced angular quadra-
ture and a reduced grid depth. It was also the largest and most challenging of the
previous test problems.
These results confirm the multiple energy set study findings that using only a
few grids is better than using many. The optimal number of grids will be problem
dependent, since the shape of the error varies by problem. Without that knowledge
a priori, choosing a V-cycle depth of 2 is likely to give the best results. A V-cycle
depth of 2 provides a significant reduction in iteration count while keeping the
solve time low.
5.5. Eigenvalue
All of the test problems presented have been fixed source. The MGE precon-
ditioner will also be useful for eigenvalue calculations because it accelerates the
multigroup solves in each eigenvalue iteration. Two eigenvalue test cases using
Power Iteration are discussed here. These two tests are the most realistic so far.
The eigenvalue tests have two main goals. One is to see if the preconditioner’s
general behavior is the same inside of an eigenvalue problem. The other is to
see if the reduced Krylov iteration count is a beneficial trade-off for the cost of
the preconditioner when used with Power Iteration. Because PI is such a simple
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solver, it may not be able to take advantage of the preconditioning as well as some
more advanced eigenvalue solvers like Arnoldi or RQI.
5.5.1. 3-D C5G7 Benchmark Study
The preconditioner was applied to the 3-D version of the C5G7 mixed oxide
(MOX) benchmark problem [21]. This was solved with an optimized version of
Denovo. The problem used three enrichment levels, an external mesh file, 10 ma-
terials, 7 groups, 4 upscattering groups, quadruple range angular quadrature using
4 polar and 6 azimuthal angles per octant, a P0 scattering expansion, a multigroup
convergence tolerance (or simply tolerance) of 1 × 10−4, an eigenvalue tolerance
(or k tolerance) of 1 × 10−5, and k0 set to 1.14. The problem’s dominance ratio
is 0.7709, and the reference k is 1.18655 ± 0.008. The problem was solved on
the medium-sized OIC cluster at Oak Ridge, and each calculation was given 720
cores with 40 x-blocks, 18 y-blocks, and 5 z-blocks. The wall time limit was 12
hours.
One drawback of this problem is that it is still fairly simple. The dominance
ratio is not particularly high, so PI should not have much difficulty solving it.
Further, there are not many energy groups, and the quadrature order is low. The
primary goal of this calculation, though, was see whether the lessons learned about
preconditioning parameters still hold in an eigenvalue problem. It is also good
practice to test new methods on benchmark problems to verify they still calculate
the correct solution.
The results are in Table 7. The relative time is found by comparing the pre-
conditioned wall time to the unpreconditioned wall time of 4.46× 103 seconds. A
number larger than 1.0 indicates the preconditioned case took longer. In all cases
the computed ks were within the eigenvalue tolerance of one another, but none of
them were within the uncertainty bounds of the reported benchmark; they were
low by about 0.011. Subsequently, it was determined that using Gauss-Legendre
product quarature with 6 polar and 8 azimuthal angles per octant with a linear
discontinuous spatial solver instead of QR-4-6 and step characteristic gives the
correct k.
The 3-D benchmark study shows the preconditioner with PI can reduce the
total number of required Krylov iterations substantially. The number of iterations
was cut nearly in half by using w1r1v1, and to one-third with w1.2r1v2. The
w1.2r1v2 and w1.2r2v1 cases both took less time than w1r1v1. These two cases
also took less time than the tests using more preconditioning.
An intermediate amount of preconditioning gave the best trade-off between
iteration count reduction and computational effort. Using less preconditioning
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Table 7: 3-D C5G7 Benchmark, Preconditioning Parameter Scoping with Power Iteration
Weight Relaxations V-cycles Krylov PI Rel Timea
0.0 0 0 1,224 32 1.00
1.0 1 1 708 32 5.90
1.2 1 2 448 32 5.33
1.2 2 1 448 32 5.37
1.3 2 2 288 32 6.37
1.0 3 3 126 14b 9.05
1.5 3 3 192 32 8.36
acompared to unpreconditioned, 4.46× 103 seconds
btolerance = 1× 10−5, k tolerance = 1× 10−3
cost less per iteration, but the extra iterations cost more time overall. Using more
preconditioning reduced the iteration count, but the extra cost per iteration resulted
in longer total times.
The number of eigenvalue iterations for a given tolerance set were not changed
by preconditioning. This means the preconditioner did not change the solution
vector error in a way that had an impact on Power Iteration’s behavior.
These results continue to confirm that a small amount of weight works well.
Increasing r and v decrease iteration count, but at what can be a high time penalty.
The simplicity of the problem, the characteristics of using MGE with PI, or both,
keep the preconditioner from being a time win for this test. The main conclusion is
that an intermediate amount of preconditioning will likely provide the best balance
of reduced iteration count for the time invested for problems that do benefit from
the preconditioner.
5.5.2. Full PWR
The next eigenvalue calculation was a whole-core pressurized water reactor
(PWR) [7]. The core has a height of 4.2 m, assembly height of 3.6 m, and a lattice
pitch of 1.26 cm. There are 157 fuel assemblies and 132 reflector assemblies.
Each 17 × 17 assembly has 1/4 symmetry and the fuel pins vary from 1.5% to
3.25% enrichment. The pins in the model are homogenized.
In Denovo, each fuel pin has 2× 2× 100 spatial cells. The calculations were
done using an S12 angular quadrature, P0 scattering, and 44 energy groups, giving
a total of 1.73 trillion unknowns. The PWR was decomposed over 137,984 cores
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on the Jaguar supercomputer using 578 x- and y-blocks, 700 z-blocks, and 11
energy sets. When the preconditioner was applied, the inside quadrature was S2,
the grid depth was 2, and w1r2v2 was selected.
With tolerances of 1×10−2, the unpreconditioned case converged in 24 eigen-
value iterations, using 901 Krylov iterations and taking 92.09 wall-minutes. When
preconditioning was added, the eigenvalue iteration count was 28, the number of
Krylov iterations was reduced to 312, but the time was increased to 250.09 wall-
minutes. The preconditioner reduced the total number of required Krylov itera-
tions by a factor of three, but took much longer. The Denovo-estimated dominance
ratio for this tolerance is 0.938.
Both eigenvalue tests demonstrated that the multigrid in energy preconditioner
dramatically reduces the Krylov iterations needed for convergence. Power itera-
tion does not take advantage of this benefit. This motivates the need for advanced
eigenvalue solvers.
Note that unpreconditioned PI converged these two reactor problems without
trouble. We know that there are problems of interest that PI cannot solve quickly,
or at all. These are the problems that require advanced eigenvalue solvers like
RQI and Arnoldi, and will need preconditioners that can work with those solvers.
The MGE preconditioner will likely be more useful for these solvers, and it is
the only preconditioner available in Denovo that can operate on the multigroup
Krylov solver.
A recent study of RQI in Denovo showed that it did not converge for challeng-
ing problems without preconditioning [13]. This is a solver for which the MGE
preconditioner could work well. For example, RQI could not solve the 3-D C5G7
benchmark without preconditioning. With preconditioning it behaved very well.
There are other initial results showing the MGE preconditioner provides substan-
tial improvement for RQI, and that preconditioned RQI converges more quickly
than PI for difficult problems. Details about these results will be reported soon.
6. Conclusions
With larger computers comes the potential to do more challenging neutron
transport than ever before. To fulfill that potential, preconditioners that can scale
efficiently are required. This paper discussed a new multigrid in energy precondi-
tioner that can scale to hundreds of thousands of cores.
Preconditioning has been an important area of study in the transport commu-
nity for many years. The use of a multigrid solver as a preconditioner for neutron
transport began in the 1980s. Until now, multigrid methods have largely been
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conducted in the space and angle dimensions. This is the first multigrid in energy
preconditioner for 3-D, large-scale, neutron transport.
A variety of tests were done to characterize the MGE preconditioner imple-
mented in Denovo. These tests showed that performing 1 or 2 relaxations per
V-cycle and using 1 or 2 V-cycles per preconditioner application provided the
best overall combination of error reduction for the time invested. A weight of 1
when using the weighted Richardson method as the smoother was the most reli-
able choice.
The preconditioner has the ability to use a lower-order quadrature than the rest
of the problem, and this option should be selected whenever practical. Explicit
investigation into the effect of limiting V-cycle depth showed that using a fairly
shallow depth is sufficient. Truncating the V-cycle reduces calculation time while
providing equivalent convergence benefit. The preconditioned cases converged
more quickly and in fewer iterations than without preconditioning when these
options were combined for the most difficult fixed source test.
The eigenvalue calculations with PI showed that the MGE preconditioner can
significantly reduce the total number of Krylov iterations. For these two tests,
however, using the preconditioner with PI was not faster than using PI alone. It
may be that this preconditioner is not particularly well-suited to PI, or that it will
only prove beneficial with more challenging problems. Initial results have shown
that the preconditioner works quite well with RQI.
The true potential value of the MGE preconditioner is its ability to capitalize
on the new energy scaling capability. The multigroup Krylov solver has been
shown to be extremely useful. It converges faster than Gauss Seidel, scales well
in energy, and enables calculations with a new level of fidelity. MGE goes hand-
in-hand with this solver.
The new preconditioner can operate on entire multigroup vectors unlike other
preconditioners in Denovo. MGE inherently provides load balancing across en-
ergy groups, and there is no inter-set communication during its application. Thus,
it scales well in energy and can scale to hundreds of thousands of cores. It also fa-
cilitates the use of very fine energy structures. These are crucial traits for solving
“grand challenge” transport problems.
Overall, the MGE preconditioner reduces the number of Krylov iterations re-
quired. When parameters and options are chosen to reduce the time spent in the
preconditioner, it can provide a time benefit as well. Important areas of future
study are solving more difficult problems, using MGE with hundreds of energy
groups, and studying its impact on advanced eigenvalue solvers like RQI.
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