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C´ılem pra´ce je vytvorˇen´ı syste´mu, ktery´ by doka´zal generovat z paraleln´ıch dvojjazycˇny´ch
text˚u prˇekladove´ slovn´ıky. Jsou popsa´ny prˇ´ıklady, jak lze takove´ dokumenty z´ıskat, a jake´
kroky je vhodne´ nad daty podniknout, aby z nich bylo mozˇne´ extrahovat pozˇadovanou
informaci. Za t´ımto u´cˇelem byly prozkouma´ny a vyuzˇity zejme´na statisticke´ metody stro-
jove´ho prˇekladu. Kromeˇ popisu vytvorˇene´ho syste´mu lze v pra´ci nale´zt rozbor proble´mu˚,
ktere´ jsou s te´matem spojeny, a hodnocen´ı dosazˇeny´ch vy´sledk˚u.
Kl´ıcˇova´ slova
slovn´ık, korpus, strojovy´ prˇeklad, GIZA++, hunalign, fra´ze
Abstract
Goal of this thesis is to implement system, capable of extracting bilingual dictionaries from
parallel texts. Reader may find examples of how to obtain such documents and description
of steps leading to successfull acquirement of desired information. Mainly statistical machine
translation methods were examined and used for this purpose. Besides description of created
system, short analysis of problems linked with the subject can be found as well as evaluation
of results.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı




principy strojove´ho prˇekladu 3
1.1 Lingvistika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Morfologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Se´mantika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Dalˇs´ı obory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.5 Nove´ discipl´ıny . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Strojovy´ prˇeklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Prˇeklad rˇ´ızeny´ pravidly . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Metody zalozˇene´ na prˇ´ıkladech . . . . . . . . . . . . . . . . . . . . . 5
1.2.3 Statisticke´ metody . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.4 Kombinovane´ metody . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Lemmatizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Na´vrh a realizace syste´mu 10
2.1 Prˇ´ıprava korpus˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Zdroje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Vy´beˇr text˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Lemmatizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Z´ıska´n´ı zarovna´n´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Zarovna´n´ı veˇt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Zarovna´n´ı slov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Generova´n´ı slovn´ık˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Program pro generova´n´ı slovn´ık˚u . . . . . . . . . . . . . . . . . . . . 14
2.3.2 Hodnocen´ı slovn´ık˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Automatizace pr˚ubeˇhu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Za´veˇr 21
3.1 Z´ıskane´ vy´sledky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Vliv vstupn´ıch dat na vy´sledky . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Shrnut´ı pr˚ubeˇhu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
A Popis vytvorˇeny´ch skript˚u 27
B Forma´ty soubor˚u 30
C Instalace syste´mu 32
D Struktura me´dia 33
1
U´vod
Sveˇt se pro lidstvo kazˇdy´m dnem ”zmensˇuje“, prˇedevsˇ´ım v d˚usledku pokroku v oblasti
dopravy a komunikacˇn´ıch technologi´ı. Rozvoj v teˇchto oblastech zp˚usobil velke´ zmeˇny ve
spolecˇnosti a v˚ubec v pohledu, jaky´m se modern´ı cˇloveˇk d´ıva´ na sveˇt. Soucˇa´st´ı dnesˇn´ıch
trend˚u je vy´razneˇjˇs´ı prol´ına´n´ı kultur, ktere´ se historicky vyv´ıjely oddeˇleneˇ, a s t´ım souvisej´ıc´ı
potrˇeba komunikace. V doba´ch minuly´ch nebyla tato potrˇeba azˇ tak cˇasta´ a pro jej´ı naplneˇn´ı
postacˇovalo neˇkolik tlumocˇn´ık˚u. Dnes jizˇ by vsˇak tento prˇ´ıstup jisteˇ neobsta´l. Lide´ se nyn´ı
ucˇ´ı i neˇkolika jazyk˚um, k cˇemuzˇ vyuzˇ´ıvaj´ı beˇzˇneˇ dostupne´ materia´ly a pomu˚cky. Za´kladem
by´va´ dvojjazycˇny´ slovn´ık, v neˇmzˇ lze nale´zt prˇeklady vy´raz˚u v jednom jazyce do jazyka
jine´ho.
Vytvorˇen´ı takove´ho slovn´ıku nen´ı zdaleka trivia´ln´ım u´kolem, protozˇe pocˇet slov v lidske´m
jazyce by´va´ znacˇny´ a k prˇekladu cele´ slovn´ı za´soby zdrojove´ho jazyka je zapotrˇeb´ı take´ od-
pov´ıdaj´ıc´ı znalost jazyka c´ılove´ho. Slovn´ıky jsou proto sestavova´ny i neˇkolik let. S rozvojem
vy´pocˇetn´ı techniky se vsˇak objevily zcela nove´ mozˇnosti. Na´pln´ı te´to pra´ce bude neˇktere´
z teˇchto mozˇnost´ı prozkoumat a pokusit se o jejich vyuzˇit´ı k zisku slovn´ık˚u z paraleln´ıch
elektronicky´ch dokument˚u. Paraleln´ı texty vznikaj´ı v d˚usledku potrˇeby urcˇitou informaci
sdeˇlit lidem s odliˇsny´mi jazykovy´mi znalostmi. Protozˇe je prˇeda´vana´ informace totozˇna´,
lze prˇedpokla´dat, zˇe budou pro jej´ı vyja´drˇen´ı v r˚uzny´ch jazyc´ıch pouzˇity konstrukce se
shodny´m vy´znamem, ktere´ se pokus´ıme rozpoznat. Z´ıskane´ slovn´ıky mohou slouzˇit bud’
samostatneˇ, cˇi jako podklad k obohacova´n´ı slov´ık˚u jizˇ existuj´ıc´ıch.
Pra´ce je cˇleneˇna do trˇ´ı hlavn´ıch cˇa´st´ı. V prvn´ı jsou strucˇneˇ popsa´ny neˇktere´ souvisej´ıc´ı
pojmy a teoreticke´ za´zemı´ syste´mu. Ve druhe´ cˇa´sti na´sleduje na´vrh syste´mu a popis postupu





Automaticke´ generova´n´ı slovn´ık˚u z paraleln´ıch text˚u je te´matem, ktere´ souvis´ı s rˇadou
odveˇtv´ı v informacˇn´ıch technologi´ıch, prˇedevsˇ´ım z oblasti umeˇle´ inteligce. V souhrnu se tato
odveˇtv´ı v literaturˇe vyskytuj´ı pod oznacˇen´ım ”strojovy´ prˇeklad“, cozˇ je obor, spadaj´ıc´ı do
aplikovane´ lingvistiky.
Na´sleduje strucˇny´ popis lingvisticky´ch discipl´ın, ktere´ hraj´ı v ra´mci te´to pra´ce neˇjakou
roli. Jako zdroj informac´ı poslouzˇila zejme´na publikace [9]. Da´le bude veˇnova´na veˇtsˇ´ı po-
zornost mozˇnostem strojove´ho prˇekladu a nakonec kra´tke´ vysveˇtlen´ı pojmu lemmatizace,
s n´ımzˇ je v textu na neˇkolika mı´stech pracova´no.
1.1 Lingvistika
Lingvistika je veˇdn´ı discipl´ına zaby´vaj´ıc´ı se zkouma´n´ım jazyka. Lidsky´ jazyk jako prostrˇedek
komunikace zpravidla procha´z´ı slozˇity´m historicky´m vy´vojem, v pr˚ubeˇhu neˇhozˇ vstrˇeba´va´
vsˇemozˇne´ aspekty a potrˇeby lidske´ho zˇivota, socia´ln´ıch podmı´nek a kultury, a sta´va´ se tak
velmi komplexn´ım u´tvarem. Lze jej zkoumat z mnoha znacˇneˇ odliˇsny´ch u´hl˚u pohledu, cozˇ
vyu´stilo v rozcˇleneˇn´ı lingvistiky na mensˇ´ı discipl´ıny, vysˇetrˇuj´ıc´ı jeho konre´tneˇjˇs´ı elementy.
1.1.1 Morfologie
Morfologie je veˇda, ktera´ se zaby´va´ skladbou slov, tedy jaky´m zp˚usobem jsou slova tvorˇena,
a popisuje pravidla, ktera´ se v tomto procesu uplatnˇuj´ı a tvorˇ´ı gramatiku jazyka. Du˚lezˇity´m
pojmem tohoto oboru je morfe´m, cozˇ je oznacˇen´ı za´kladn´ı, da´le nedeˇlitelne´ jednotky, ktera´
nese se´mantickou nebo gramatickou informaci. Jako samostatne´ morfe´my se tedy oznacˇuj´ı
prˇedpony, prˇ´ıpony, koncovky a korˇeny slov. Aplikace poznatk˚u te´to veˇdy zvana´ morfologicka´
analy´za spocˇ´ıva´ v dekompozici slov na jednotlive´ morfe´my a hleda´n´ı vztah˚u mezi nimi.
1.1.2 Syntax
Prˇi snaze vyja´drˇit urcˇitou informaci pomoc´ı jazyka by cˇasto existence slov jako vy´razove´ho
prostrˇedku nepostacˇovala, nebo by bylo takove´ vyja´drˇen´ı prˇinejmensˇ´ım slozˇite´. Proto by´vaj´ı
slova podle urcˇity´ch pravidel sdruzˇova´na do veˇtsˇ´ıch celk˚u – slovn´ıch spojen´ı a veˇt. Syntax
je obor lingvistiky, ktery´ se zaby´va´ pravidly, podle nichzˇ lze slova do teˇchto celk˚u spojovat
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tak, aby ve vy´sledku nebyla porusˇena jina´ pravidla, a zkouma´ vztahy mezi slovy v takovy´ch
seskupen´ıch.
1.1.3 Se´mantika
U´cˇelem samotne´ existence jazyk˚u je potrˇeba cˇloveˇka neˇjaky´m zp˚usobem popsat sveˇt a deˇje
v neˇm, tedy urcˇitou informaci. Gramaticka´ a syntakticka´ pravidla na´m poskytuj´ı na´vod,
jak ma´ vyja´drˇen´ı v dane´m jazyce vypadat, vy´znamem slov a slovn´ıch seskupen´ı se zaby´va´
jiny´ obor – se´mantika. Vy´znam mensˇ´ıch celk˚u je veˇtsˇinou pevneˇ urcˇen na za´kladeˇ obecneˇ
prˇijaty´ch znalost´ı, vy´znam veˇtsˇ´ıch celk˚u lze pak odvodit z vy´znamu˚ d´ılcˇ´ıch element˚u uzˇit´ım
jisty´ch pravidel, ktera´ prˇiˇrazuj´ı vy´znam naprˇ´ıklad konkre´tn´ım syntakticky´m jev˚um.
1.1.4 Dalˇs´ı obory
Veˇdn´ıch obor˚u povazˇovany´ch za lingvisticke´ discipl´ıny je mimo dosud uvedeny´ch jesˇteˇ
mnoho, naprˇ´ıklad dialektologie, historicka´ lingvistika, sociolingvistika a rˇada dalˇs´ıch, ktere´
vsˇak v ra´mci te´to pra´ce nejsou tolik vy´znamne´.
1.1.5 Nove´ discipl´ıny
S prˇ´ıchodem informacˇn´ıch technologi´ı a jejich rozmachem v bl´ızke´ minulosti se dostal jazy-
koveˇdc˚um do ruky apara´t, umozˇnˇuj´ıc´ı i nove´ prˇ´ıstupy prˇi zkouma´n´ı jednotlivy´ch discipl´ın.
Vznikly tak odnozˇe lingvisticky´ch obor˚u, ktere´ se zaby´vaj´ı pra´veˇ vyuzˇit´ım vy´pocˇetn´ı tech-
niky ve vy´zkumu noveˇ se objevuj´ıc´ıch potrˇeb z lingvisticke´ oblasti a interpretace sta´vaj´ıc´ıch
tak, aby byly t´ımto apara´tem zpracovatelne´. Objevily se tak pojmy jako pocˇ´ıtacˇova´ lingvis-
tika, matematicka´ lingvistika cˇi korpusova´ lingvistika.
Pocˇ´ıtacˇova´ lingvistika
Pocˇ´ıtacˇova´ lingvistika zahrnuje prˇedevsˇ´ım sestavova´n´ı jazykovy´ch model˚u. Takove´ modely
mohou popisovat syntax dane´ho jazyka, gramaticka´ pravidla a morfologii, zpracova´vat akus-
tickou stra´nku a lze nale´zt i rˇadu dalˇs´ıch uplatneˇn´ı. V pocˇa´tku se prˇedpokla´dalo, zˇe se podarˇ´ı
jazyky pomoc´ı pocˇ´ıtacˇovy´ch model˚u zcela popsat, ocˇeka´va´n´ı se vsˇak dosud zcela nenaplnilo.
Matematicka´ lingvistika
Jak na´zev napov´ıda´, jedna´ se o oblast, zahrnuj´ıc´ı metody zpracova´n´ı jazyka, ktere´ vyuzˇ´ıvaj´ı
matematicky´ch, zejme´na statisticky´ch, princip˚u. Nacha´z´ı uplatneˇn´ı prˇi strojove´m prˇekladu,
zpracova´n´ı rˇecˇi a dalˇs´ıch aplikac´ıch. Jistou meˇrou se doty´ka´ prakticky vsˇech oblast´ı pocˇ´ıtacˇove´
lingvistiky.
1.2 Strojovy´ prˇeklad
V te´to oblasti se v soucˇasnosti vyskytuje neˇkolik prˇ´ıstup˚u k problematice. Jako za´kladn´ı
bych pouzˇil rozcˇleneˇn´ı na metody rˇ´ızene´ pravidly (jedna´ se o metody zalozˇene´ na grama-
ticky´ch pravidlech, syntaxi dane´ho jazyka, se´mantice vy´raz˚u apod.), zalozˇene´ na prˇ´ıkladech
a metody statisticke´.
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1.2.1 Prˇeklad rˇ´ızeny´ pravidly
Tato skupina metod zahrnuje postupy vycha´zej´ıc´ı z prˇepokladu, zˇe jazyk mu˚zˇe by´t do
znacˇne´ mı´ry popsa´n jisty´m souborem pravidel, ktere´ lze forma´lneˇ definovat a uplatnit au-
tomaticky pro generova´n´ı jazykovy´ch celk˚u. Podstatou je tedy pra´veˇ definova´n´ı teˇchto pra-
videl a jejich uplatneˇn´ı prˇ´ı z´ıska´va´n´ı prˇeklad˚u mezi dany´mi jazyky. Pokud by bylo mozˇne´
pro zkoumany´ jazyk nale´zt soubor pravidel, ktere´ jej kompletneˇ a jednoznacˇneˇ definuj´ı,
nebylo by pochyb o vhodnosti takove´hoto popisu a rˇesˇen´ım proble´mu by bylo jen nale-
zen´ı vhodne´ho vy´pocˇetn´ıho modelu a jeho implementaci. Nanesˇteˇst´ı je realita takova´, zˇe
podobny´ idea´ln´ı jazyk v praxi cˇasto nepotka´me, pra´veˇ naopak. Prostrˇedky mezilidske´ komu-
nikace jsou tradicˇneˇ slozˇite´ a bohate´ na neobvykle´ vazby. Hleda´n´ı formalismu, ktery´ by pro
dany´ jazyk splnil pozˇadavky na u´plnost i jednoznacˇnost, se tak sta´va´ veˇtsˇinou nerˇesˇitelny´m
u´kolem. Proto se v te´to oblasti da´le rozvinulo neˇkolik odliˇsny´ch prˇ´ıstup˚u, jak jazyk popsat
dostatecˇneˇ pro konkre´tn´ı potrˇeby.
Nejjednodusˇsˇ´ım modelem z te´to rodiny je prˇeklad pomoc´ı slovn´ık˚u, kdy se pouze nahrad´ı
slova zdrojove´ho jazyka slovy jazyka c´ılove´ho tak, jak se vyskytuj´ı ve slovn´ıku. Vy´sledky
tohoto prˇ´ıstupu jsou ve vy´sledku veˇtsˇinou pouze orientacˇn´ı a vyzˇaduj´ı znacˇne´ korekce.
U pokorocˇilejˇs´ıch technik se prˇi hleda´n´ı pravidel vycha´z´ı z r˚uzny´ch princip˚u, za´kladn´ı
mysˇlenka je ale takrˇka vzˇdy stejna´ a spocˇ´ıva´ v nalezen´ı zp˚usobu, j´ımzˇ jsou generova´ny
jazykove´ celky v jednom jazyce a koresponduj´ıc´ı celky v jazyce c´ılove´m. Samotny´ prˇeklad
pak sesta´va´ z deko´dova´n´ı zdrojovy´ch dat, prˇida´n´ı informace o jejich strukturˇe v r˚uzne´ mı´ˇre
abstrakce a na´sledneˇ synte´ze celk˚u se stejny´m cˇi dostatecˇneˇ podobny´m vy´znamem v jazyce
c´ılove´m. Fa´zi deko´dova´n´ı tvorˇ´ı veˇtsˇinou morfologicka´ a syntakticka´ analy´za a vede k urcˇen´ı
mluvnicky´ch kategori´ı jednotlivy´ch slov (naprˇ. slovn´ı druh, rod, pa´d, cˇas apod.), da´le je zde
cˇasto zahrnuto zjednoznacˇneˇn´ı slov, ktera´ mohou vystupovat ve v´ıce mozˇny´ch rol´ıch (naprˇ.
jako jiny´ slovn´ı druh) na za´kladeˇ kontextu. V prˇ´ıpadeˇ model˚u urcˇeny´ch jen pro dvojici
jazyk˚u je mnozˇstv´ı prˇidane´ informace v teˇchto kroc´ıch za´visle´ na podobnosti uvazˇovany´ch
jazyk˚u. Jsou-li dostatecˇneˇ prˇ´ıbuzne´, postacˇuje trˇeba jen syntakticky´ rozbor, jindy je nutne´
analyzovat azˇ na u´rovenˇ se´mantiky jednotlivy´ch vy´raz˚u. U syste´mu˚, ktere´ si kladou za c´ıl
umozˇnit prˇeklad mezi v´ıce jazyky, by´va´ analy´za velmi detailn´ı a vy´stupem te´to fa´ze je
reprezentace informac´ı ve formeˇ neˇjake´ho univerza´ln´ıho intern´ıho jazyka. Dalˇs´ım krokem
je nahrazen´ı slov zdrojove´ho a c´ılove´ho jazyka za vyuzˇit´ı slovn´ıku a volba slovn´ıch tvar˚u
tak, aby vyhovovaly c´ılove´ synatxi (naprˇ. pro cˇesˇtinu vhodny´ rod a cˇ´ıslo slovesa, zmeˇna
porˇad´ı slov atd.). Nakonec jsou nalezene´ jazykove´ celky upraveny do c´ılove´ formy, aby co
nejveˇrohodneˇji odpov´ıdaly ocˇeka´vane´mu vy´sledku.
1.2.2 Metody zalozˇene´ na prˇ´ıkladech
Jiny´m prˇ´ıstupem k problematice, ktery´ se objevil, jsou metody zalozˇene´ na prˇ´ıkladech.
Jako ba´ze znalost´ı slouzˇ´ı u teˇchto metod dvojjazycˇny´ korpus, v neˇmzˇ jsou zarovnane´ ko-
responduj´ıc´ı veˇty zdrojove´ho a c´ılove´ho jazyka. Tato data jsou analyzova´na a z´ıska´vaj´ı se
mensˇ´ı celky na za´kladeˇ podobnosti zdrojovy´ch veˇt a jejich prˇeklad˚u. Prˇi potrˇebeˇ prˇelozˇit
veˇtu jednoho jazyka do druhe´ho takovy´mto modelem se pak hleda´ jej´ı podobnost s veˇtami
v pouzˇite´m korpusu a z jej´ıch prˇeklad˚u se vyb´ıraj´ı nejvhodneˇjˇs´ı vzory, ktere´ se vza´jemneˇ
kombinuj´ı do veˇty c´ılove´.
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1.2.3 Statisticke´ metody
V soucˇasnosti se znacˇne´ populariteˇ teˇsˇ´ı syste´my postavene´ na statisticky´ch modelech. Po-
dobneˇ jako u metod zalozˇeny´ch na prˇ´ıkladech, slouzˇ´ı i zde jako ba´ze znalost´ı dvojjazycˇny´
korpus. Velkou vy´hodou oproti model˚um, zalozˇeny´m na pravidlech, je neza´vislost teˇchto
rˇesˇen´ı na konkre´tn´ıch jazyc´ıch. Take´ odpada´ potrˇeba na´rocˇne´ho sestavova´n´ı jazykovy´ch
pravidel a za´vislost´ı, namı´sto toho jsou vztahy mezi jazyky popsa´ny matematicky´m mo-
delem. Parametry syste´mu potrˇebne´ pro samotny´ prˇeklad jsou pak z´ıska´ny tre´nova´n´ım na
vstupn´ıch datech, zpravidla za vyuzˇit´ı neˇktere´ho z optimalizacˇn´ıch algoritmu˚.
Vy´choz´ım prˇedpokladem je zvy´sˇena´ frekvence vy´skytu koresponduj´ıc´ıch rˇeteˇzc˚u v tex-
tech, ktere´ si vy´znamoveˇ odpov´ıdaj´ı. Zpocˇa´tku se prˇedpokla´da´, zˇe jake´koliv slovo zdrojove´ho
jazyka je potencia´ln´ım prˇekladem libovolne´ho slova jazyka c´ılove´ho. Pro kazˇdou dvojici veˇt
(s, t) je pocˇ´ıta´na pravdeˇpodobnost, zˇe veˇta t c´ılove´ho jazyka je prˇekladem veˇty s zdro-
jove´ho jazyka, oznacˇena´ P (t|s). Podle Bayesova teore´mu mu˚zˇeme pravdeˇpodobnost, zˇe je s
prˇekladem veˇty t, zapsat jako:
P (s|t) = P (s)·P (t|s)
P (t)
(1.1)
Zde P (s) by´va´ nazy´va´no jazykovy´ model a vyjadrˇuje mı´ru, do jake´ je veˇta s spra´vna´
vzhledem ke gramaticky´m a jiny´m pravidl˚um jazyka, ze ktere´ho pocha´z´ı, a P (t|s) zastupuje
mı´ru, do jake´ si odpov´ıdaj´ı slova v s a t. Snahou je, nale´zt pro dane´ t nejvhodneˇjˇs´ı veˇtu
zdrojove´ho jazyka s˜ takovou, aby P (s|t) byla co nejvysˇsˇ´ı. Protozˇe t je pevneˇ dane´, mu˚zˇeme
P (t) z rovnice (1.1) vypustit a nasˇe u´loha prˇecha´z´ı na:
s˜ = arg max
s
P (s)·P (t|s) (1.2)
Hleda´n´ı maxima je klasickou optimalizacˇn´ı u´lohou, ktera´ mu˚zˇe by´t rˇesˇena vhodny´m al-
goritmem, proble´mem vsˇak sta´le z˚usta´va´ vyja´drˇen´ı P (s) a P (t|s). Tyto hodnoty mohou
by´t urcˇeny odliˇsny´mi prˇ´ıstupy a zohledneˇn´ım r˚uzny´ch krite´ri´ı, cozˇ je prˇedmeˇtem vy´zkumu˚
v te´to oblasti.
Statisticke´ zarovna´va´n´ı slov
Pojem zarovna´n´ı slov znamena´ v podstateˇ mapova´n´ı mezi slovy zdrojove´ veˇty a slovy, ktera´
vznikla jako jejich prˇeklad ve veˇteˇ c´ılove´ho jazyka. Prˇedpokla´da´ se, zˇe neˇktera´ slova jsou
jednodusˇe prˇelozˇena ekvivalentn´ım vy´razem v ciz´ım jazyce, jina´ vsˇak jednoduchy´ ekvivalent
nemaj´ı a jejich prˇekladem je slov hned neˇkolik. Zvla´sˇtn´ım prˇ´ıpadem jsou pak jesˇteˇ slova,
ktera´ hraj´ı ve veˇteˇ pouze roli syntaktickou - nejsou tedy generova´na jako prˇeklad zˇa´dne´ho
zdrojove´ho slova (naprˇ. urcˇite´ a neurcˇite´ cˇleny a jine´ syntakticke´ entity). V takovy´chto
prˇ´ıpadech je do zdrojove´ veˇty prˇida´no pomyslne´ ”pra´zdne´“ slovo NULL, ktere´ pak slouzˇ´ı
jako zdroj vy´skytu takovy´ch slov.
Pokud ma´ veˇta s m slov a veˇta t l slov, mu˚zˇeme nale´zt lm mozˇny´ch spojen´ı mezi slovy
teˇchto veˇt. Mnozˇinu vsˇech mozˇny´ch zarovna´n´ı (s, t) budeme da´le v textu oznacˇovat A(s, t),
jej´ı mohutnost je da´na pocˇtem vsˇech mozˇny´ch zarovna´n´ı, tedy 2lm. Pravdeˇpodobnost, zˇe je




P (t, a|s) (1.3)
Suma prob´ıha´ prˇes vsˇechny prvky mnozˇiny A(s, t). Vy´raz P (t, a|s) znacˇ´ı pravdeˇpodobnost
jevu, kdy ma´me-li dane´ zarovna´n´ı a a zdrojovou veˇtu s, bude vygenerova´na veˇta t. Tato
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pravdeˇpodobnost je pra´veˇ prˇedmeˇtem navrzˇeny´ch model˚u a pocˇ´ıta´ se v za´vislosti na r˚uzny´ch
parametrech. Da´le v textu budou popsa´ny neˇktere´ takove´ modely, ktere´ byly navrzˇeny
pod za´sˇtitou IBM T.J. Watson Research Center a staly se na poli statisticke´ho prˇekladu
prakticky standardem. Pro podrobneˇjˇs´ı informace bych se odka´zal na zdroj [2], ze ktere´ho
jsem cˇerpal, zde bude hloubeˇji popsa´n pouze nejjednodusˇsˇ´ı z nich, slozˇiteˇjˇs´ı modely jen
principia´lneˇ.
IBM modely
Veˇty s a t mu˚zˇeme rozlozˇit na jednotliva´ slova, ktera´ jsou da´le oznacˇena indexy (pocˇ´ınaje
od 1, tedy s1 je prvn´ı slovo zdrojove´ veˇty). IBM modely prˇedpokla´daj´ı, zˇe kazˇde´ slovo c´ılove´
veˇty t bude zarovna´no k nejvy´sˇe jednomu slovu zdrojove´ veˇty s. Zarovna´n´ı samotne´ potom
mu˚zˇeme reprezentovat vektorem a = (a1, a2, .., am) o de´lce shodne´ s de´lkou veˇty t, jehozˇ
prvky rˇ´ıkaj´ı, ze ktere´ho slova zdrojove´ veˇty bylo prˇ´ıslusˇne´ slovo c´ılove´ veˇty vygenerova´no
(tedy naprˇ. vy´raz a2 = 4 znamena´, zˇe druhe´ slovo veˇty t bylo generova´no kv˚uli vy´skytu
zdrojove´ho slova na cˇtvrte´ pozici).
Pro potrˇeby IBM model˚u je vy´choz´ı rovnic´ı:
P (t, a|s) = P (m|s)
∏
a
P (aj |aj−11 , tj−11 ,m, s)P (tj |aj1, tj−11 ,m, s) (1.4)
Symbol l je de´lka veˇty s, m je de´lka veˇty t, tj−11 vyjadrˇuje cˇa´st veˇty t, pocˇ´ınaje prvn´ım
slovem a koncˇe slovem na pozici j − 1, a soucˇin prob´ıha´ opeˇt prˇes vsˇechny prvky mnozˇiny
A(s, t). Model 1 je nejjednodusˇsˇ´ı a prˇedpokla´da´, zˇe P (m|s) =  je konstantn´ı a je rovna
neˇjake´mu male´mu cˇ´ıslu . Dalˇs´ım prˇedpokladem je, zˇe cˇlen P (aj |aj−11 , tj−11 ,m, s) za´vis´ı jen
na de´lce zdrojove´ veˇty s a je roven (l + 1)−1 a cˇlen P (tj |aj1, tj−11 ,m, s) za´vis´ı pouze na fj
a saj , proto je zjednodusˇen na T (tj |saj ), cozˇ je pravdeˇpodobnost zarovna´n´ı slova veˇty t
na pozici j se slovem veˇty s na pozici dane´ hodnotou aj . Po zjednodusˇen´ı p˚uvodn´ı rovnice
z˚usta´vaj´ı parametry syste´mu  a T (fj |saj ) a rovnice (1.4) prˇecha´z´ı na:
















T (tj |saj ) (1.5)
Doplneˇne´ sumy jsou pouze vyja´drˇen´ım, zˇe bereme v u´vahu vsˇechna mozˇna´ zarovna´n´ı -
vsˇechny prvky mnozˇiny A(s, t). Pro dalˇs´ı potrˇeby jsou pravdeˇpodobnosti T (tj |saj ) nor-
mova´ny, aby pro kazˇde´ slovo s platilo:∑
t
T (t|s) = 1 (1.6)
. Z teˇchto vyja´drˇen´ı se vycha´z´ı prˇi sestaven´ı rovnice pro nalezen´ı extre´mu. Hledany´m
extre´mem je maxima´ln´ı pravdeˇpodobnost, zˇe jsou veˇty s a t svy´mi ekvivalenty v dany´ch ja-
zyc´ıch. Tato pravdeˇpodobnost je vyja´drˇena kombinac´ı pravdeˇpodobnost´ı zarovna´n´ı jednot-
livy´ch slov v teˇchto veˇta´ch, proto kdyzˇ se na´m podarˇ´ı ji maximalizovat, mu˚zˇeme prˇedpokla´dat,
zˇe bylo nalezeno nejlepsˇ´ı mozˇne´ zarovna´n´ı jednotlivy´ch slov. Postup odvozen´ı rovnice je
popsa´n v [2], vy´sledkem je:
T (t|s) = λ−1s
I∑
i=1





c(t|s, si, ti) (1.7)
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Zde λ−1s znacˇ´ı, zˇe hodnota ma´ by´t normova´na, I je pocˇet pa´r˚u veˇt v tre´novac´ıch datech, ti
a si vyjadrˇuje i-tou veˇtu po rˇadeˇ c´ılove´ho a zdrojove´ho jazyka v tre´novac´ıch datech a cˇlen
c(t|s, ti, si) je definova´n jako
c(t|s, ti, si) = T (t|s)
T (t|s0) + · · ·+ T (t|sl)
m∑
j=1
δ(t, tj)︸ ︷︷ ︸
kolikra´t je slovo t v ti
l∑
i=1
δ(s, si)︸ ︷︷ ︸
kolikra´t je slovo s v si
(1.8)
Je zrˇejme´, zˇe v rovnici pro hleda´n´ı extre´mu (1.7) jsou pro z´ıska´n´ı T (t|s) pouzˇity samotne´
hodnoty T (t|s) (viz. definice cˇlenu c(t|s, ti, si) v rovnici (1.8)), mohlo by se tedy zda´t, zˇe
proble´m je nerˇesˇitelny´. Bylo vsˇak oveˇrˇeno, zˇe hodnoty T (t|s) lze na pocˇa´tku odhadnout a
opakovany´m pouzˇit´ım rovnice (1.7) je zprˇesnˇovat. Tento postup je nazy´va´n EM algoritmus1
a odkaz na d˚ukaz o jeho konvergenci pro tento prˇ´ıpad je uveden te´zˇ v [2]. Pro zlepsˇova´n´ı
vy´sledk˚u je tedy trˇeba prove´st prˇepocˇet parametr˚u v neˇkolika iterac´ıch, v kazˇde´ jsou aktu-
alizova´ny hodnoty λs pro vsˇechna zdrojova´ slova v tre´novac´ıch datech a T (t|s) pro vsˇechny
pa´ry (slovo prˇekladu, zdrojove´ slovo). Je vhodne´ poznamenat, zˇe s mnozˇstv´ım dat by te-
oreticky meˇla r˚ust prˇesnost z´ıskany´ch parametr˚u, ovsˇem znacˇneˇ vzrostou take´ vy´pocˇetn´ı
na´roky syste´mu.
Model 2 se pokousˇ´ı oproti modelu 1 zohlednit v rovnici (1.4) take´ vza´jemnou polohu
slov ve zdrojove´ a c´ılove´ veˇteˇ. Cˇlen P (aj |aj−11 , tj−11 ,m, s), ktery´ byl v modelu 1 vyja´drˇen
jako (l + 1)−1, je zde nahrazen vy´razem D(aj |j,m, l), s podmı´nkou
∑l
i=0D(i|j,m, l) = 1.
Pravdeˇpodobnost zarovna´n´ı veˇt je v tomto modelu pak





T (tj , si)D(i|j,m, l) (1.9)
Opeˇt byla odvozena rovnice pro nalezen´ı maxima a v iterac´ıch ”zlepsˇuje“ hodnoty svy´ch pa-
rametr˚u. Oproti prˇedch˚udci je zde pocˇ´ıta´no take´ s pravdeˇpodobnostmi, zˇe je slovo prˇekladove´
veˇty t de´lky m na pozici j vygenerova´no jako prˇeklad slova zdrojove´ veˇty s de´lky l na pozici
i.
V modelu 3 je zohledneˇn dalˇs´ı jev, a sice s jakou pravdeˇpodobnost´ı vyprodukuje ktere´
zdrojove´ slovo s jaky´ pocˇet slov v c´ılove´m jazyce. Take´ jsou zde uvazˇova´ny prˇ´ıpady, kdy
nejsou neˇktera´ slova v c´ılove´ veˇteˇ vyprodukova´na jako d˚usledek prˇ´ıtomnosti urcˇite´ho slova
ve veˇteˇ zdrojove´, ale z d˚uvod˚u jiny´ch (naprˇ. syntaxe jazyka). Podobneˇ pro slova, ktera´
nemaj´ı v c´ılove´ veˇteˇ zˇa´dny´ prˇeklad.
Model 4 da´le rozva´d´ı mysˇlenku o umı´steˇn´ı slov generovany´ch prˇi prˇekladu. Zaby´va´ se
prˇedpokladem, zˇe neˇktera´ slova jsou prˇelozˇena jako souslov´ı - cele´ fra´ze, na cozˇ model 3
nen´ı koncipova´n. K urcˇen´ı, ktera´ slova budou uvazˇova´na jako potencia´ln´ı soucˇa´sti fra´ze, je
vyuzˇito rozdeˇlen´ı vsˇech slov do trˇ´ıd podle jejich vy´skytu v tre´novac´ıch datech.
Model 5 si klade za u´kol odstranit nedostatky odhalene´ ve dvou prˇedchoz´ıch modelech.
Jednak je trˇeba rozhodnout situace, kdy syste´m umı´st´ı v´ıce slov na stejnou pozici ve veˇteˇ,
dalˇs´ım proble´mem je prˇ´ıpad, kdy jsou pro slova nalezena vhodna´ umı´steˇn´ı mimo meze c´ılove´
veˇty.
Pro potrˇeby model˚u s vysˇsˇ´ım oznacˇen´ım nezˇ 2 je v´ıce nezˇ vhodne´ vyuzˇ´ıt parametr˚u,
z´ıkany´ch modelem prˇedchoz´ım. To je take´ d˚uvod, procˇ i s prˇ´ıchodem dalˇs´ıho modelu
z˚usta´vaj´ı prˇedesˇle´ sta´le aktua´ln´ı. Jejich existence je d˚ulezˇita´ pro prvotn´ı odhad parametr˚u




U zarovna´va´n´ı veˇt lze nale´zt opeˇt neˇkolik prˇ´ıstup˚u, prˇedevsˇ´ım zarovna´n´ı na za´kladeˇ de´lek
(krite´riem de´lky mu˚zˇe by´t pocˇet slov cˇi p´ısmen) [3], da´le metody vyuzˇ´ıvaj´ıc´ı slovn´ık [7],
prˇ´ıpadneˇ zalozˇene´ na podobnosti veˇt (tento prˇ´ıstup zrˇejmeˇ nen´ı vhodny´ pro jazyky z r˚uzny´ch
jazykovy´ch rodin). Pocˇ´ıtat u veˇt pravdeˇpodobnosti podobneˇ jako u slov se nezda´ by´t
vhodne´, jelikozˇ neobmeˇneˇna´ veˇta se v lidske´m jazyce nevyskytuje ani zdaleka s takovou
frekvenc´ı, jako slovo. Proto je pro za´rovna´n´ı veˇt vyuzˇito mensˇ´ıch celk˚u – pra´veˇ podobnosti
cˇi pocˇtu slov, pocˇtu znak˚u, mu˚zˇe by´t vyuzˇito interpunkce nebo jine´ dostupne´ informace
jako pevny´ch bod˚u apod.
1.2.4 Kombinovane´ metody
Podobneˇ jako v jiny´ch oborech, kde jsou pouzˇ´ıva´ny natolik rozmanite´ prˇ´ıstupy, objevuj´ı
se i v prˇ´ıpadeˇ strojove´ho prˇekladu tendence vyuzˇ´ıt prˇ´ınos˚u jednotlivy´ch na´hled˚u za´rovenˇ
a pokud mozˇno soucˇasneˇ eliminovat jejich nedostatky. Naprˇ´ıklad prˇedzpracova´n´ı korpusu
pro tre´nova´n´ı statisticke´ho modelu s vyuzˇit´ım morfologicke´ analy´zy a lemmatizace u ja-
zyk˚u s bohatou morfologi´ı, se mu˚zˇe i velmi vy´razneˇ sn´ızˇit pocˇet slov v korpusu (vsˇechny
tvary slovesa, ktere´ by se v kazˇde´m tvaru pocˇ´ıtaly za neza´visle´ slovo, se pak objev´ı vzˇdy
v za´kladn´ım tvaru), cozˇ mu˚zˇe znacˇneˇ ovlivnit jak vy´sledky na´sledne´ho statisticke´ho zpra-
cova´n´ı, tak i potrˇebnou vy´pocˇetn´ı s´ılu.
1.3 Lemmatizace
Lemmatizace je proces, prˇi ktere´m se hleda´ ke slovu jeho za´kladn´ı tvar (naprˇ. v cˇesˇtineˇ
ke slovesne´mu tvaru infinitiv, k podstatne´mu jme´nu 1.pa´d singula´ru atd.). Naprˇ´ıklad prˇi
vyhleda´va´n´ı je t´ımto umozˇneˇno nale´zt i slova, ktera´ jsou s vyhleda´vany´m vy´razem spojena´
pra´veˇ prˇes tento za´kladn´ı tvar. Prˇitom se mohou od samotne´ho vy´razu znacˇneˇ liˇsit. Jiny´m
vyuzˇit´ım mu˚zˇe by´t jizˇ zmı´neˇne´ prˇedzpracova´n´ı dat pro vyuzˇit´ı neˇkterou statistickou meto-
dou zarovna´n´ı. Soucˇa´st´ı procesu by´va´ zpravidla prˇida´n´ı znacˇek (tag˚u), ktere´ nesou informaci
o strukturˇe textu, mozˇny´ch morfologicky´ch kategori´ıch slov a dalˇs´ı potrˇebne´ u´daje.
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Kapitola 2
Na´vrh a realizace syste´mu
C´ılem pra´ce je automaticka´ tvorba slovn´ık˚u z prˇekladovy´ch text˚u. Aby bylo mozˇne´ tohoto
dosa´hnout, je trˇeba z´ıskat vstupn´ı data, prˇipravit je pro dalˇs´ı zpracova´n´ı, zjistit zarovna´n´ı
slov, vytvorˇit z teˇchto zarovna´n´ı slovn´ık a ohodnotit, do jake´ mı´ry je vy´sledek u´speˇsˇny´.
Pro z´ıska´n´ı zarovna´n´ı bylo zvoleno pouzˇit´ı prˇeva´zˇneˇ statisticky´ch metod, konkre´tneˇ pro
zarovna´n´ı veˇt hybridn´ı algoritmus hunalign [7] a jeho stejnojmenna´ implementace a pro
zarovna´n´ı slov pak GIZA++ [8], implementuj´ıc´ı popsane´ IBM modely.
2.1 Prˇ´ıprava korpus˚u
2.1.1 Zdroje
Jako hlavn´ı zdroj prˇekladovy´ch text˚u byly zvoleny titulky k filmu˚m. Administra´tor serveru
www.opensubtitles.org poskytnul cˇeske´ a anglicke´ titulky, prˇ´ıtomne´ na serveru k 8.8.2008.
V teˇchto datech je prˇ´ıtomno 40805 titulek v cˇeske´m jazyce a 65025 v jazyce anglicke´m. Cˇ´ısla
bohuzˇel nejsou zcela prˇesna´, protozˇe u neˇktery´ch titulek byl chybneˇ specifikova´n jazyk a
do dat se tak dostaly i titulky ve zcela jiny´ch jazyc´ıch (mad’arsˇtina, slovensˇtina a dalˇs´ı).
Jednotlive´ titulky jsou ulozˇeny jako komprimovane´ archivy. Informace o obsahu archiv˚u
jsou ulozˇeny oddeˇleneˇ ve dvou textovy´ch souborech a lze z nich zjistit u´daje jako jazyk
titulk˚u, identifikacˇn´ı cˇ´ıslo filmu1, na kolik d´ıl˚u je rozdeˇleno video, pro ktere´ jsou titulky
urcˇeny, pro kterou cˇa´st je urcˇen tento konkre´tn´ı soubor, rok vzniku filmu, datum nahra´n´ı
titulk˚u na server a dalˇs´ı.
Vedle filmovy´ch titulek byl jako dalˇs´ı dostupny´ zdroj dat pouzˇit korpus sesta´vaj´ıc´ı
ze souboru evropsky´ch pra´vn´ıch norem, nazvany´ JRC-Acquis corpus [11]. V porovna´n´ı
s prˇedchoz´ım zdrojem lze u teˇchto dat ocˇeka´vat doslovneˇjˇs´ı prˇeklad a ve vy´sledku tak i
prˇesneˇjˇs´ı zarovna´n´ı a kvalitneˇjˇs´ı slovn´ık, ktery´ bude vzhledem k povaze teˇchto dat monote-
maticky´.
Pro demonstraci jazykove´ neza´vislosti statisticky´ch metod zarovna´n´ı byla zpracova´na
francouzkso-anglicka´ cˇa´st korpusu, nazvane´ho Europarl [5], ktery´ je sestaven ze za´pis˚u
jedna´n´ı Evropske´ho parlamentu.
2.1.2 Vy´beˇr text˚u
Z dostupny´ch informac´ı bylo zjiˇsteˇno, zˇe jsou ve vstupn´ıch datech k dispozici v anglicke´m
i cˇeske´m jazyce titulky k 5455 filmovy´m titul˚um. Toto cˇ´ıslo se mu˚zˇe zda´t male´ vzhledem
1podle databa´ze filmu˚ Internet Movie Database www.imdb.com
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k mnozˇstv´ı vsˇech titulk˚u, avsˇak v teˇchto se cˇasto vyskytuje i 20 alternativ k jedine´mu
filmu, prˇ´ıpadneˇ jsou titulky urcˇeny pro verzi filmu, rozdeˇlenou na v´ıce cˇa´st´ı a pro kazˇdou
cˇa´st je urcˇen samostatny´ soubor. V cˇesˇtineˇ jsou prˇ´ıtomny titulky k 5458 titul˚um, v jazyce
anglicke´m k 5479 titul˚um. Rozpozna´no bylo 14439010 cˇesky´ch a 17078641 anglicky´ch slov
(432429 a 230254 r˚uzny´ch).
Pro dalˇs´ı zpracova´n´ı musela by´t provedena jesˇteˇ dalˇs´ı selekce. V jizˇ zmı´neˇne´ situaci,
kdy jsou titulky urcˇeny pro video rozdeˇlene´ na v´ıce cˇa´st´ı, mohou by´t tyto cˇa´sti v r˚uzny´ch
verz´ıch a prˇi slozˇen´ı titulk˚u nena´lezˇej´ıc´ıch k sobeˇ by mohlo doj´ıt k prˇekryt´ı. Cˇa´st textu
by pak byla ve vy´sledku dvakra´t, nebo by naopak chybeˇla. Pro eliminaci tohoto proble´mu
byly da´le zpracova´va´ny pouze titulky urcˇene´ pro nerozdeˇlene´ video. Filmove´ titulky se
v prˇeva´zˇne´ veˇtsˇineˇ vyskytuj´ı v jednom z forma´t˚u nazy´vany´ch sub a srt. Pro tyto forma´ty
byl proto vytvorˇen pomoc´ı regula´rn´ıch vy´raz˚u jednoduchy´ parser, ktery´ z dat extrahuje
pouze samotny´ text a odstran´ı informace, ktere´ nejsou pro dalˇs´ı postup relevantn´ı.
U pra´vn´ıch prˇedpis˚u evropske´ unie bylo k dispozici 6305 cˇesky´ch a 8184 anglicky´ch
text˚u, z nichzˇ se podarˇilo vybrat 6138 pa´r˚u, ktere´ byly da´le zpracova´ny. V teˇchto souborech
se vyskytovalo celkem 3643315 cˇesky´ch a 4214030 anglicky´ch slov (108535 a 63857 r˚uzny´ch).
Korpus Europarl je opeˇt dostupny´ ve formeˇ 658 paraleln´ıch text˚u, v nichzˇ je obsazˇeno
1461429 anglicky´ch a 1487459 francouzsky´ch veˇt.
2.1.3 Lemmatizace
Jak bylo naznacˇeno v prvn´ı kapitole, prˇi statisticke´m zpracova´n´ı lze prˇedpokla´dat zlepsˇen´ı
vy´sledk˚u zarovna´n´ı, je-li korpus lemmatizova´n. K tomuto u´cˇelu jsem se sezna´mil s dalˇs´ımi
na´stroji. Pro lemmatizaci cˇesky´ch text˚u s na´stroji, dostupny´mi jako soucˇa´st projektu ”Pra-
gue Dependency Treebank“ [4], [12]. Prazˇsky´ za´vislostn´ı korpus, verze 2.0, byl vytvorˇen
U´stavem forma´ln´ı a aplikovane´ lingvistiky, http://ufal.mff.cuni.cz. K lemmatizaci anglicˇtiny
pak byl vyuzˇit na´stroj TreeTagger, vyvinuty´ na Universita¨t Stuttgart, Institute for Natural
Language Processing [10].
Vy´stupy teˇchto programu˚ nemaj´ı jednotny´ forma´t. Pro jejich zpracova´n´ı byly vytvorˇeny
jednoduche´ skripty v jazyce Python. Princip jejich funkcionality je prakticky stejny´. Slova,
k nimzˇ se podarˇilo urcˇit za´kladn´ı tvar, jsou jednodusˇe ve vy´sledne´m korpusu t´ımto tvarem
nahrazena. Vy´sledkem je vy´razne´ sn´ızˇen´ı pocˇtu unika´tn´ıch slov vyskytuj´ıc´ıch se v korpusu.
Konkre´tneˇ u filmovy´ch titulek se sn´ızˇil pocˇet cˇesky´ch slov z 432429 na 219426, v jazyce
anglicke´m z 230254 na 193917. Z teˇchto u´daj˚u je patrne´, jak bohata´ je cˇeska´ morfologie.
2.2 Z´ıska´n´ı zarovna´n´ı
2.2.1 Zarovna´n´ı veˇt
Za´kladem pro dalˇs´ı postup je z´ıska´n´ı zarovna´n´ı veˇt. Pro splneˇn´ı tohoto u´kolu byl zvolen
na´stroj hunalign, ktery´ vyuzˇ´ıva´ hybridn´ı algoritmus, spocˇ´ıvaj´ıc´ı v zarovna´n´ı veˇt na za´kladeˇ
podobnosti pocˇtu slov v kombinaci s bilingua´ln´ım slovn´ıkem, je-li k dispozici. Takovy´ slovn´ık
byl pro zarovna´n´ı cˇesko-anglicky´ch korpus˚u z´ıska´n konverz´ı slovn´ıku, dostupne´ho na sˇkoln´ım
stroji minerva1 (minerva1:/mnt/data/nlp/projects/dicts2olif/LedaParser/out.xml).
Program hunalign byl prima´rneˇ vyvinut pro zarovna´va´n´ı anglicˇtiny a mad’arsˇtiny.
Vzhledem k algoritmu, ktery´ vyuzˇ´ıva´, je vsˇak dobrˇe pouzˇitelny´ pro prakticky libovolny´
jazykovy´ pa´r, obzvla´sˇteˇ pokud je k dispozici slovn´ık. Algoritmus uvazˇuje i prˇ´ıpady, kdy je
jedna veˇta zarovna´na ke dveˇma veˇta´m jazyka druhe´ho, prˇ´ıpadneˇ dveˇ veˇty ke dveˇma, nen´ı-li
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tato mozˇnost potlacˇena. Vstupem jsou soubory s paraleln´ımi texty a soubor se slovn´ıkem
(lze pouzˇ´ıt i pra´zdny´ slovn´ık). Paraleln´ı texty musej´ı by´t nejprve upraveny do forma´tu, ktery´
program vyzˇaduje, cozˇ obna´sˇ´ı rozdeˇlen´ı textu na veˇty, kazˇdou na samostatne´m rˇa´dku. Sou-
bor prˇedstavuj´ıc´ı vy´stup obsahuje na kazˇde´m rˇa´dku zarovna´n´ı a ohodnocen´ı, ktere´ pro neˇj
bylo algoritmem z´ıska´no. Nakonec program vyp´ıˇse i souhrnne´ sko´re pro celou proceduru.
Vzhledem k povaze vstupn´ıch dat se uka´zalo jako vhodne´ za´rovna´n´ı veˇt prova´deˇt po
jednotlivy´ch titulkovy´ch pa´rech, korpusy JRC-Acquis a Europarl jsou cˇleneˇny podobneˇ
po jednotlivy´ch textech. V tomto kroku je snahou urcˇit koresponduj´ıc´ı veˇty v korpusu a
spa´rovane´ titulky cˇi jednotlive´ pra´vn´ı vyhla´sˇky a za´pisy lze povazˇovat za autonomn´ı celky,
ktere´ nemus´ı s ostatn´ımi texty nikterak souviset. Neda´ se tedy uzˇ z principu ocˇeka´vat
zlepsˇen´ı vy´sledk˚u prˇi spojova´n´ı soubor˚u do veˇtsˇ´ıch seskupen´ı. S mysˇlenkou, zˇe rozsa´hle´
texty lze rozdeˇlit na mensˇ´ı logicke´ celky (odstavce, kapitoly apod.), byl vyv´ıjen i samotny´
program hunalign, ktery´ prˇi zpracova´n´ı velky´ch soubor˚u skoncˇ´ı s hla´sˇen´ım, zˇe byl prˇekrocˇen
limit na velikost vyuzˇ´ıvane´ pameˇti. Ma´me-li mensˇ´ı celky k dispozici, bylo by kontraproduk-
tivn´ı se takove´ho cˇleneˇn´ı zbavovat, protozˇe pocˇet veˇt ve zdrojovy´ch a c´ılovy´ch textech se
neˇkdy znacˇneˇ liˇs´ı. Tento jev by mohl prˇi spojen´ı vsˇech soubor˚u negativneˇ ovlivnit i za-
rovna´n´ı u text˚u, ktere´ jsou si veˇrny´m prˇekladem. Podobneˇ v prˇ´ıpadech, kdy byly chybneˇ
vyplneˇny u´daje prˇi nahra´va´n´ı titulk˚u na server a mohou patrˇit dokonce ke zcela jine´mu
filmu, je dobre´ odhalit nekvalitn´ı prˇeklad jizˇ na te´to u´rovni a nenechat jej negativneˇ ovliv-
nit vy´sledky u dalˇs´ıch dat. Nekvalitn´ı prˇeklady jsou zahozeny na za´kladeˇ n´ızke´ho sko´re
pro zarovna´n´ı vstupn´ıch soubor˚u. Mimo to je take´ dobre´ vhodneˇ nastavit parametr pro-
gramu --thresh=n, ktery´ zamezuje vy´pisu zarovna´n´ı, jejichzˇ ohodnocen´ı neprˇesa´hlo n100 .
Na za´kladeˇ experiment˚u byla nastavena tato hodnota na 10.
2.2.2 Zarovna´n´ı slov
Kazˇdy´ vy´stup zarovna´n´ı programem hunalign je znovu rozdeˇlen do soubor˚u, v nichzˇ
se na kazˇde´m rˇa´dku vyskytuj´ı odpov´ıdaj´ıc´ı si zarovnane´ veˇty v jednotlivy´ch jazyc´ıch.
(V neˇktery´ch prˇ´ıpadech ne pouze jedna, ale dveˇ veˇty dane´ho jazyka, ohodnotil-li hunalign
takove´ zarovna´n´ı jako nejpravdeˇpodobneˇjˇs´ı.) Vsˇechny takove´ soubory jsou posle´ze sjedno-
ceny do dvou soubor˚u, ktere´ jsou urcˇeny jako vstup do dalˇs´ı etapy – hleda´n´ı zarovna´n´ı
slov.
Nezˇ se vsˇak k samotne´mu zarovna´va´n´ı slov prˇistoup´ı, jsou data nejprve zbavena znak˚u,
jejichzˇ prˇ´ıtomnost negativneˇ ovlivnˇuje vy´sledky. Prˇedevsˇ´ım se jedna´ o interpunkcˇn´ı zname´nka.
Du˚vodem je vn´ıma´n´ı slov pouzˇity´m programem GIZA++, ktery´ za slovo povazˇuje jakoukoliv
sekvenci jiny´ch nezˇ b´ıly´ch znak˚u. Protozˇe interpunkcˇn´ı zname´nka mezi b´ıle´ znaky nepatrˇ´ı,
jsou pak interpretova´na jako soucˇa´sti slova. V d˚usledku je pak stejne´ slovo, vyskytuj´ıc´ı se
naprˇ´ıklad jednou na konci veˇty a jednou uprostrˇed, hodnoceno jako slova r˚uzna´. Za´meˇrnou
vy´jimkou prˇi odstranˇova´n´ı interpunkce byl znak apostrof, ktery´ ma´ v anglicke´m jazyce
zvla´sˇtn´ı u´lohu u zkracova´n´ı neˇktery´ch slov a prˇi pouzˇit´ı prˇ´ıvlastnˇovac´ıch adjektiv.
Dalˇs´ı prˇedzpracova´n´ı dat je provedeno programy, ktere´ jsou distribuova´ny spolu s pro-
gramem GIZA++ a nesou na´zev plain2snt.out a mkcls. Prvn´ı z uvedeny´ch slouzˇ´ı k prˇeveden´ı
textovy´ch soubor˚u do forma´tu, ktery´ je programem GIZA++ ocˇeka´va´n na vstupu. V pod-
stateˇ pouze procha´z´ı vstupn´ı soubory a nahrazuje slova cely´mi cˇ´ısly, pod ktery´mi je ukla´da´
do slovn´ık˚u (ty jsou zapsa´ny v samostatny´ch souborech) a pa´ruje veˇty na odpov´ıdaj´ıc´ıch
si rˇa´dc´ıch. Vy´stupem jsou pak kromeˇ slovn´ık˚u dva soubory, jejichzˇ forma´tem je opakuj´ıc´ı
se sekvence trojice rˇa´dk˚u. Na prvn´ım je cˇ´ıslo, uda´vaj´ıc´ı pocˇet vy´skyt˚u veˇtne´ho pa´ru v kor-
pusu, na druhe´m a trˇet´ım jsou rˇa´dky vstupn´ıch soubor˚u, v nichzˇ jsou jizˇ slova nahrazena
12
prˇiˇrazeny´mi cˇ´ısly. Tento krok by principia´lneˇ ani nebyl nutny´. Jedna´ se v podstateˇ o op-
timalizaci pro pouzˇit´ı algoritmu˚, implementovany´ch programem GIZA++, na soucˇasny´ch
pocˇ´ıtacˇ´ıch, u nichzˇ jsou operace porovna´n´ı nad cely´mi cˇ´ısly tradicˇneˇ prˇ´ımo v instrukcˇn´ıch
sada´ch procesor˚u. Pra´ce s rˇeteˇzci znak˚u by´va´ podstatneˇ slozˇiteˇjˇs´ı a teˇchto operac´ı se
v dalˇs´ıch kroc´ıch chysta´me prova´deˇt nemale´ mnozˇstv´ı. Podobneˇ potrˇeba operacˇn´ı pameˇti
pro ulozˇen´ı cele´ho cˇ´ısla by´va´ oproti znakove´mu rˇeteˇzci nizˇsˇ´ı.
Program mkcls slouzˇ´ı k rozdeˇlen´ı slov do trˇ´ıd, ktere´ jsou pouzˇity v IBM modelech
s cˇ´ıselny´m oznacˇen´ım vysˇsˇ´ım nezˇ 3. Pokud se tedy nechysta´me teˇchto model˚u vyuzˇ´ıt, nen´ı
nutne´ program v˚ubec spousˇteˇt.
Experimenta´lneˇ bylo zjiˇsteˇno, zˇe je take´ vhodne´ prˇed dalˇs´ım krokem korpus zbavit
velmi dlouhy´ch veˇt a veˇtny´ch pa´r˚u, jejichzˇ de´lky se prˇ´ıliˇs liˇs´ı. Sice se tak prˇipravujeme
o potencia´lneˇ vy´znamnou informaci, na druhou stranu vsˇak takove´ situace znatelneˇ zvysˇuj´ı
cˇasovou na´rocˇnost vy´pocˇtu. Bez tohoto kroku trva´ tre´nink statisticky´ch jazykovy´ch model˚u
vy´razneˇ de´le.
Po prˇipraven´ı vstupn´ıch soubor˚u jizˇ na´sleduje spusˇteˇn´ı programu GIZA++, cˇasoveˇ i
vy´pocˇetneˇ nejslozˇiteˇjˇs´ımu kroku v cele´ procedurˇe. GIZA++ umozˇnˇuje volbu mnoha para-
metr˚u vy´pocˇtu, nejpodstatneˇjˇs´ımi z nich jsou pocˇty iterac´ı jednotlivy´ch model˚u. IBM mo-
dely vyuzˇ´ıvaj´ı EM algoritmu a v kazˇde´ iteraci zprˇesnˇuj´ı odhady svy´ch parametr˚u, avsˇak
zejme´na prˇi zpracova´n´ı veˇtsˇ´ıho mnozˇstv´ı dat znamena´ kazˇda´ iterace prodlouzˇen´ı beˇhu pro-
gramu, je proto trˇeba volit uva´zˇliveˇ. Byla provedena rˇada experiment˚u s r˚uzny´mi konfigu-
racemi. Nakonec bylo ponecha´no implicitn´ı nastaven´ı programu, ktere´ se zda´ by´t zvoleno
vhodneˇ ve smyslu kvality vy´sledk˚u a dobeˇ vy´pocˇtu (hodnoceno cˇisteˇ subjektivn´ımi dojmy),
a bude rozumneˇjˇs´ı se zameˇrˇit sp´ıˇse na prˇ´ıpravu vstupn´ıch dat a zpracova´n´ı vy´stup˚u tohoto
programu. Za t´ımto u´cˇelem je program GIZA++ spusˇteˇn dvakra´t, protozˇe IBM modely jsou
za´visle´ na smeˇru prˇekladu a vy´sledne´ zarovna´n´ı je r˚uzne´, je-li naprˇ´ıklad zvolen jako zdro-
jovy´ jazyk anglicˇtina a jako c´ılovy´ cˇesˇtina nebo naopak. Vy´sledkem jsou tedy po tomto
kroku parametry jednotlivy´ch model˚u ulozˇene´ v definovany´ch souborech. Jejich vy´znam lze
nale´zt v dokumentaci k programu a bylo by zbytecˇne´ je zde detailneˇ popisovat. Pro dalˇs´ı
postup jsou d˚ulezˇite´ ty, uvedene´ v na´sleduj´ıc´ım vy´cˇtu:
Du˚lezˇite´ vy´stupy fa´ze zarovna´n´ı slov
*.A3.final soubory obsahuj´ıc´ı zdrojovy´ text a zarovna´n´ı mezi slovy zdrojove´ho jazyka a
c´ılove´ho jazyka ve veˇta´ch.
*.t3.final v teˇchto souborech lze nale´zt pravdeˇpodobnosti zarovna´n´ı mezi slovy zdrojove´ho
a c´ılove´ho jazyka.
*.snt zdrojova´ data, kde jsou k sobeˇ prˇiˇrazeny drˇ´ıve zarovnane´ veˇty a slova jsou nahrazena
cˇ´ıselny´mi identifika´tory (vy´stup programu plain2snt.out).
*.vcb slovn´ıky, obsahuj´ıc´ı mapova´n´ı mezi cˇ´ıselny´mi identifika´tory a prˇ´ıslusˇny´mi slovy.
2.3 Generova´n´ı slovn´ık˚u
Prˇepokladem pro dalˇs´ı krok je u´speˇsˇne´ dokoncˇen´ı vsˇech prˇedchoz´ıch fa´z´ı, tedy i existence
soubor˚u, prˇedstavuj´ıc´ıch vy´stup z fa´ze prˇedchoz´ı. Ma´me k dispozici zarovna´n´ı slov v obou
smeˇrech a nyn´ı lze konecˇneˇ prˇistoupit k posledn´ımu kroku – vygenerova´n´ı slovn´ık˚u. Slovn´ık
ve forma´tu slovo – prˇeklad je za´kladem, a meˇl by by´t pokud mozˇno co nejprˇesneˇjˇs´ı. Takovy´
slovn´ık ale cˇasto nepostacˇuje a hlavneˇ nereflektuje neˇktere´ informce, ktere´ by teoreticky
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mohl. Konkre´tneˇ se jedna´ o slovn´ı spojen´ı, ktera´ maj´ı jako kombinace zvla´sˇtn´ı se´mantiku,
a jsou proto cˇasto prˇekla´da´na jako jeden celek.
Ke zpracova´n´ı vy´sledk˚u z prˇedchoz´ı fa´ze je vyuzˇito slovn´ık˚u pro GIZA++ a take´ dostupne´
reprezentace korpusu ve forma´tu snt (popsa´no vy´sˇe), za u´cˇelem u´spory potrˇebne´ vy´pocˇetn´ı
s´ıly. Da´le jsou zpracova´ny soubory *.A3.final, v nichzˇ je ulozˇeno nejlepsˇ´ı zarovna´n´ı slov,
ktere´ GIZA++ z´ıska´va´ procesem tre´nova´n´ı. Jde sp´ıˇse o vedlejˇs´ı produkt tohoto programu,
pro z´ıska´n´ı konecˇny´ch vy´sledk˚u syste´mu ma´ vsˇak steˇzˇejn´ı u´lohu. Pro generova´n´ı slovn´ık˚u
z teˇchto dat byl implementova´n program, jehozˇ popis na´sleduje.
2.3.1 Program pro generova´n´ı slovn´ık˚u
Jako za´kladn´ı vy´stup bude generova´n jednoduchy´ slovn´ık ve forma´tu slovo – prˇeklad. Kromeˇ
neˇj se program pokus´ı identifikovat veˇtsˇ´ı celky – shluky slov, ktery´m budeme rˇ´ıkat fra´ze
nebo souslov´ı, z nich vybrat ty ”nejlepsˇ´ı“ a ulozˇit je jako dalˇs´ı slovn´ık. Postup byl inspirova´n
publikac´ı [6].
Prˇi zpracova´n´ı dat vyprodukovany´ch v minule´m kroku se bude postupovat po veˇta´ch,
ktere´ jsou v *.snt i *.A3.final souborech ulozˇeny na trˇech rˇa´dc´ıch. Na prvn´ım z nich
jsou informace o veˇtne´m pa´ru (identifikace veˇty, pocˇet vy´skyt˚u, souhrnne´ sko´re z´ıskane´
prˇi zarovna´n´ı), na dalˇs´ıch dvou lze pak nale´zt veˇtu ve zdrojove´m a c´ılove´m jazyce. (Toto
tvrzen´ı nen´ı zcela prˇesne´, pokud bylo prˇi zarovna´n´ı veˇt urcˇeno jako nejvhodneˇjˇs´ı zarovna´n´ı
dvou veˇt k jedne´, pak jsou na prˇ´ıslusˇne´m rˇa´dku veˇty dveˇ.) Jak bylo prˇedesla´no, pro intern´ı
reprezentaci slov je vhodne´ vyuzˇ´ıt informace z dostupny´ch soubor˚u *.snt, kde jsou slova
nahrazena cˇ´ıselny´mi identifika´tory, v souborech *.A3.final je obsazˇeno nalezene´ zarovna´n´ı.
Pro zpracova´n´ı veˇtne´ho pa´ru je tedy nutne´ prˇecˇ´ıst trˇi rˇa´dky z neˇktere´ho *.snt souboru a
trˇi rˇa´dky z kazˇde´ho *.A3.final souboru, abychom z´ıskali zarovna´n´ı v obou smeˇrech.
Ke kazˇde´ veˇteˇ je vytvorˇena v obou smeˇrech zarovna´n´ı matice, v n´ızˇ rˇa´dky odpov´ıdaj´ı
slov˚um zdrojove´ veˇty na dane´ pozici a podobneˇ sloupce slov˚um veˇty c´ılove´. Kazˇdy´ prvek
takove´ matice mu˚zˇe naby´vat jen dvou hodnot, protozˇe nese pouze informaci, zda jsou slova
na pozic´ıch, uda´vaj´ıc´ıch indexy prvku, k sobeˇ zarovna´ny cˇi nikoliv. Jedna´ se tedy o rˇ´ıdkou
matici, jej´ızˇ nepra´zde´ polozˇky reprezentuj´ı body zarovna´n´ı – mapova´n´ı mezi slovy zdrojove´
a c´ılove´ veˇty nalezene´ v prˇedchoz´ım kroku.
Po z´ıska´n´ı takovy´ch matic z obou smeˇr˚u prˇekladu je jedna z nich invertova´na a spocˇ´ıtaj´ı
se matice s body zarovna´n´ı, ktere´ se objevily v obou smeˇrech soucˇasneˇ (da´le v textu na-
zvana´ pr˚unik) a alesponˇ v jednom smeˇru (da´le sjednocen´ı). Pr˚unik poslouzˇ´ı mimo jine´ pro
generova´n´ı za´kladn´ıho slovn´ıku. Pouzˇite´ statisticke´ modely jsou zalozˇeny na mysˇlence, zˇe
se slova c´ılove´ho jazyka vyskytuj´ı v textu jako d˚usledek prˇ´ıtomnosti urcˇite´ho slova jazyka
zdrojove´ho a zˇe jedno slovo jazyka zdrojove´ho mu˚zˇe takto generovat obecneˇ v´ıce slov ja-
zyka c´ılove´ho, ne vsˇak naopak. V d˚usledku je tak cˇasto ke zdrojove´mu slovu zarovna´no
neˇkolik slov v c´ılove´m jazyce, protozˇe se model snazˇ´ı urcˇit, ze ktere´ho zdrojove´ho slova
bylo slovo generova´no s nejveˇtsˇ´ı pravdeˇpodobnost´ı, a dane´ zdrojove´ slovo se s c´ılovy´m jed-
nodusˇe ve zdrojovy´ch datech vyskytuje cˇasteˇji nezˇ ostatn´ı slova zdrojove´ veˇty. To je za´kladn´ı
mysˇlenkou statisticke´ho prˇ´ıstupu a v principu ky´zˇeny´ jev. Ovsˇem v situac´ıch, kdy se c´ılove´
slovo v datech objevuje zrˇ´ıdka, je velmi pravdeˇpodobne´, zˇe tento prˇ´ıstup zvy´hodn´ı cˇasto se
vyskytuj´ıc´ı zdrojova´ slova, ktera´ maj´ı veˇtsˇ´ı sˇanci se s c´ılovy´m ve veˇta´ch ”potkat“, a nasta´va´
tak rozpor – vza´cna´ slova jednoho jazyka jsou prˇekla´da´na cˇasto se vyskytuj´ıc´ım slovem ja-
zyka druhe´ho. Omezen´ı teˇchto prˇ´ıpad˚u lze sice do jiste´ mı´ry doc´ılit vhodny´m nastaven´ım
pravdeˇpodobnosti, zˇe je slovo do c´ılove´ veˇty vlozˇeno (nen´ı prˇekladem zˇa´dne´ho ze zdro-
jovy´ch slov), jako vhodneˇjˇs´ı se vsˇak jev´ı pra´veˇ pouzˇit´ı vhodne´ kombinace zarovna´n´ı v obou
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smeˇrech. Pokud bylo zarovna´n´ı dvojice slov nalezeno v obou smeˇrech, je pravdeˇpodobne´,
zˇe se tak nestalo v d˚usledku popsane´ho jevu a zˇe jsou tedy skutecˇneˇ svy´mi prˇeklady. Tyto
dvojice jsou ulozˇeny do slovn´ıku, ve ktere´m se da´le uchova´va´ pocˇet prˇ´ıpad˚u, kdy se tak
stalo, aby bylo mozˇne´ posoudit mı´ru d˚uveˇryhodnosti, a po docˇten´ı vstup˚u je ulozˇen do
souboru.
Matice pr˚uniku je take´ pouzˇita jako vy´choz´ı bod k extrakci fra´z´ı. K teˇmto bod˚um za-
rovna´n´ı jsou da´le prˇida´ny body zarovna´n´ı z matice sjednocen´ı, ktere´ s jizˇ prˇ´ıtomny´mi ”prˇ´ımo
soused´ı“. T´ım je mysˇleno, zˇe maj´ı v pomyslne´m sourˇadne´m syste´mu, ktery´ je urcˇen indexy
rˇa´dk˚u a sloupc˚u v matici, pouze jedinou sourˇadnici r˚uznou pra´veˇ o 1. V dalˇs´ım kroku jsou
prˇida´ny jesˇteˇ dalˇs´ı body zarovna´n´ı tak, aby shluky vytva´rˇely pravou´hla´ seskupen´ı. Postup
prˇida´va´n´ı bod˚u zarovna´n´ı je zna´zorneˇn na na´sleduj´ıc´ım obra´zku:
Obra´zek 2.1: Postup prˇida´va´n´ı bod˚u zarovna´n´ı v matici
Vy´sledne´ shluky pak pokla´da´me za za´klad pro urcˇen´ı fra´z´ı. Jako potencia´ln´ı fra´ze jsou
uvazˇova´ny vsˇechny kombinace rˇa´du 1-N (N je minimum z hodnot ”rozmeˇr shluku“ a ma-
xima´ln´ı de´lka fra´ze) z index˚u, vyskytuj´ıc´ıch se ve shluku pro dany´ rozmeˇr.
Obra´zek 2.2: Shluky slov naznacˇene´ v matici
Na obra´zku je naznacˇen prˇ´ıpad, kde jsou patrne´ dva shluky. Jeden je tvorˇen slovy na pozic´ıch
2 a 3 veˇty v jednom jazyce a slovy na pozic´ıch 1, 2 a 3 jej´ıho prˇekladu, druhy´ prˇedstavuje
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pouze bod z pr˚uniku, kde byla k sobeˇ zarovna´na slova na pozici 4. Za prˇedpokladu, zˇe
rˇa´dky matice reprezentuj´ı slova prvn´ı veˇty a maxima´ln´ı de´lka fra´z´ı je veˇtsˇ´ı nezˇ 2, do-
staneme z prvn´ıho shluku potencia´ln´ı fra´ze (rˇ´ıd´ı), (d˚ustojnicky´) a (rˇ´ıd´ı, d˚ustojnicky´) pro
cˇesˇtinu, z anglicke´ veˇty pak (he), (runs), (officers’), (he, runs), (runs, officers’) a (he, runs,
officers’). Z druhe´ho shluku by byly v tomto prˇ´ıpadeˇ extrahova´ny pro oba jazyky pouze jed-
noslovne´ fra´ze (klub) a (club). Pro kazˇdy´ shluk je uchova´n karte´zsky´ soucˇin mnozˇin, jejichzˇ
obsahem jsou z´ıskane´ fra´ze pro oba jazyky. Tak je mozˇne´ pozdeˇji urcˇit, ktera´ fra´ze jednoho
jazyka je pravdeˇpodobny´m prˇekladem fra´ze jazyka druhe´ho. Heuristicka´ funkce pouzˇita´ pro
hodnocen´ı fra´z´ı bude popsa´na da´le v textu.
Na´vrh trˇ´ıd a datovy´ch struktur
K implementaci popsane´ho konceptu byl zvolen programovac´ı jazyk C++, protozˇe umozˇnˇuje
objektoveˇ orientovany´ prˇ´ıstup, nab´ız´ı kontrolu vyuzˇit´ı operacˇn´ı pameˇti, kompila´tory tohoto
jazyka jsou beˇzˇneˇ dostupne´ a vy´sledne´ programy mı´vaj´ı velmi dobre´ parametry z hlediska
rychlosti, cozˇ je vzhledem k problematice d˚ulezˇite´. Prˇedpokladem pro vznik ”pouzˇitelne´“
aplikace byl uva´zˇlivy´ prˇ´ıstup prˇi na´vrhu datovy´ch struktur a trˇ´ıd, jelikozˇ mu˚zˇe by´t vyzˇadova´no
zpracova´n´ı velke´ho mnozˇstv´ı dat a uchova´va´n´ı zbytecˇne´ informace by tak vedlo nejen
k ply´tva´n´ı pameˇt´ı, ale v d˚usledku i k prodlouzˇen´ı doby vy´pocˇtu.
Za´kladem popsane´ho postupu je matice bod˚u zarovna´n´ı. Byl jizˇ uvedeno, zˇe se jedna´
o rˇ´ıdkou matici, jej´ızˇ prvky mohou naby´vat pouze dvou hodnot. Implementova´na byla jako
vektor mnozˇin, v neˇmzˇ kazˇda´ mnozˇina reprezentuje rˇa´dek matice a obsahuje celocˇ´ıselne´
indexy teˇch sloupc˚u, pro neˇzˇ je v matici bod zarovna´n´ı. Rˇa´dky, v nichzˇ nen´ı zˇa´dny´ bod
zarovna´n´ı, reprezentuje pra´zdna´ mnozˇina, aby bylo mozˇne´ se odkazovat na slova ve zdrojove´
veˇteˇ stejny´mi indexy jako na rˇa´dky matice.
K nacˇ´ıta´n´ı vstupn´ıch soubor˚u jsou definova´ny struktury, uchova´vaj´ıc´ı z´ıskana´ data. Pro
rˇa´dek *.snt soubor˚u je to vektor celocˇ´ıselny´ch identifika´tor˚u slov. Slovn´ıky vytvorˇene´ pro
potrˇeby programu GIZA++ jsou nacˇ´ıta´ny do vektoru rˇeteˇzc˚u, ktere´ jsou ulozˇeny na pozic´ıch,
odpov´ıdaj´ıc´ıch jejich celocˇ´ıselne´ reprezentaci. Indexy, ktere´ nebyly pro zˇa´dne´ slovo prˇiˇrazeny,
jsou vyplneˇny pra´zdny´m rˇeteˇzcem, aby byl pozdeˇji hledany´ rˇeteˇzec z´ıska´n s konstatntn´ı
cˇasovou slozˇitost´ı. Dalˇs´ım typem soubor˚u, ktere´ jsou prerekvizitou pro beˇh programu, jsou
soubory *.t3.final, kde jsou spocˇ´ıtane´ pravdeˇpodobnosti zarova´n´ı jednotlivy´ch slov. Tato
data jsou uchova´na v asociativn´ım kontejneru std::map, v neˇmzˇ je jako kl´ıcˇe pouzˇito pa´ru
cely´ch cˇ´ısel – identifika´tor˚u slov zdrojove´ho a c´ılove´ho jazyka po rˇadeˇ. Hodnotou je pak
cˇ´ıslo v plovouc´ı rˇa´dove´ cˇa´rce typu double – pravdeˇpodobnost, zˇe jsou slova tvorˇ´ıc´ı kl´ıcˇ
svy´m prˇekladem.
Dalˇs´ı datovou strukturou je trˇ´ıda reprezentuj´ıc´ı za´kladn´ı slovn´ık (BaseDict), do neˇjzˇ
jsou ukla´da´ny pa´ry slov z matice pr˚uniku spolu s informac´ı o cˇetnosti vy´skytu tohoto jevu,
podle n´ızˇ lze posuzovat d˚uveˇryhodnost zarovna´n´ı. Tento slovn´ık je ve strukturˇe, tvorˇene´ opeˇt
kontejnerem std::map se shodny´m kl´ıcˇem jako v prˇ´ıpadeˇ pravdeˇpodobnost´ı, hodnotou je
tentokra´t celocˇ´ıselny´ u´daj o pocˇtu prˇ´ıpad˚u, kdy byl pro pa´r nalezen bod zarovna´n´ı v matici
pr˚uniku. Trˇ´ıda nab´ız´ı metody pro prˇida´n´ı pa´ru, prˇida´n´ı za´znamu˚ prˇ´ımo z matice s body
zarovna´n´ı, za´pis slovn´ıku do souboru cˇi jeho uvolneˇn´ı z pameˇti.
Trˇ´ıdou, ktera´ ovlivnˇuje pr˚ubeˇh zpracova´n´ı nejv´ıce, je slovn´ık fra´z´ı nazvany´ PhraseDict.
Fra´ze jsou reprezentova´ny vektorem celocˇ´ıselny´ch identifika´tor˚u a jsou ukla´da´ny pro kazˇdy´
jazyk oddeˇleneˇ ve strukturˇe, ktera´ krom fra´ze samotne´ obsahuje pocˇet jej´ıch vy´skyt˚u v kor-
pusu a da´le vektor s referencemi na fra´ze z druhe´ho jazyka, ktere´ jsou jej´ım potencia´ln´ım
prˇekladem, a pocˇet prˇ´ıpad˚u, kdy byla s teˇmito fra´zemi spa´rova´na. U´cˇelem ukla´da´n´ı jazyk˚u
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oddeˇleneˇ je zejme´na u´spora operacˇn´ı pameˇti. Vyuzˇit´ım referenc´ı je fra´ze samotna´ vzˇdy
v pameˇti pouze jednou, bez ohledu na pocˇet fra´z´ı druhe´ho jazyka, k nimzˇ byla zarovna´na.
K dispozici jsou metody pro prˇida´n´ı pa´ru, zjiˇsteˇn´ı pocˇtu fra´z´ı v obou jazyc´ıch, metody
zprˇ´ıstupnˇuj´ıc´ı slovn´ıky jednotlivy´ch jazyk˚u prostrˇedn´ıctv´ım reference a za´pis aktua´ln´ıho
obsahu teˇchto slovn´ık˚u do souboru v definovane´m forma´tu, jehozˇ popis lze nale´zt v prˇ´ıloze.
Jako dalˇs´ı byla vytvorˇena trˇ´ıda pro nacˇ´ıta´n´ı soubor˚u ve forma´tu, v neˇmzˇ ukla´da´ sv˚uj
obsah trˇ´ıda PhraseDict, nazvana´ PartResReader. Kromeˇ samotne´ho cˇten´ı za´znamu˚ v ta-
kove´m souboru do vnitrˇn´ı struktury umozˇnˇuje operace, ktere´ usnadnˇuj´ı dalˇs´ı zpracova´n´ı.
Mezi jiny´mi je to naprˇ´ıklad definovana´ operace scˇ´ıta´n´ı, ktera´ nacha´z´ı uplatneˇn´ı prˇi zpra-
cova´va´n´ı v´ıce takovy´ch soubor˚u a kombinova´n´ı jejich obsahu.
Dosud popsane´ struktury jsou navrzˇeny jako prostrˇedky pro rˇesˇen´ı d´ılcˇ´ıch proble´mu˚, je
proto trˇeba vne´st do projektu prvek, ktery´ by se postaral o koordinaci jejich cˇinnosti a rˇ´ıdil
tak cely´ proces od nacˇten´ı vstup˚u po za´pis vy´sledk˚u. Takovou roli hraje trˇ´ıda Phraser,
ktera´ vyuzˇ´ıva´ prostrˇedk˚u nab´ızeny´ch ostatn´ımi prvky a zastrˇesˇuje veˇtsˇinu aplikacˇn´ı lo-
giky. Podmı´nkou pro instanciaci te´to trˇ´ıdy je doda´n´ı neˇkolik parametr˚u, prˇedevsˇ´ım na´zvy
vstupn´ıch soubor˚u – vy´stup˚u prˇedchoz´ı fa´ze. V konstruktorech dojde k pokusu o otevrˇen´ı
teˇchto soubor˚u a vytvorˇen´ı adresa´rˇe, urcˇene´ho pro ulozˇen´ı vy´stup˚u. Dojde-li prˇi te´to ope-
raci k neˇjake´ chybeˇ, je nastavena intern´ı promeˇnna´ Errcode, jej´ızˇ stav lze zjistit meto-
dou int GetErrCode(), na nenulovou hodnotu. Pro uzˇivatele nejzaj´ımaveˇjˇs´ı metodou je
int Process(), ktera´ se postara´ o cely´ pr˚ubeˇh zpracova´n´ı azˇ po za´pis vy´sledk˚u. Posloup-
nost krok˚u, ktere´ jsou touto metodou vykona´ny, je naznacˇena da´le, pro popis ostatn´ıch
metod, jejich prerekvizit, vy´stup˚u a mozˇnost´ı vyuzˇit´ı se odka´zˇi na dokumentaci k programu.
Postup zpracova´n´ı
Po u´speˇsˇne´m vytvorˇen´ı objektu trˇ´ıdy Phraser a vyvola´n´ı metody int Process() probeˇhne
zpracova´n´ı vstupn´ıch soubor˚u. Jako jeden z parametr˚u konstruktoru je mozˇne´ uve´st pocˇet
segment˚u, na ktere´ se maj´ı vstupy prˇi pr˚ubeˇhu rozcˇlenit, implicitneˇ je pocˇet segment˚u
nastaven na 1, tedy bez segmentace. Pokud je tento parametr nastaven na hodnotu veˇtsˇ´ı nezˇ
1, je prvn´ım krokem zjiˇsteˇn´ı pocˇtu veˇt, spadaj´ıc´ıch do jednoho segmentu. Je-li ponecha´na
prˇednastavena´ hodnota, je tento krok prˇeskocˇen. Pocˇet veˇt je z´ıska´n jako pocˇet rˇa´dk˚u *.snt
souboru podeˇlen trˇemi, cozˇ je platny´ u´daj, je-li v souboru dodrzˇen prˇedepsany´ forma´t.
Pote´ jsou postupneˇ cˇteny veˇtne´ pa´ry se zarovna´n´ım slov, pro kazˇdy´ pa´r jsou nacˇteny trˇi
rˇa´dky ze *.snt souboru a trˇi rˇa´dky z kazˇde´ho z *.A3.final souboru, v nichzˇ je zarovna´n´ı
slov. Z teˇchto dat jsou sestaveny matice s body zarovna´n´ı a je proveden jejich pr˚unik
a sjednocen´ı. Matice pr˚uniku je zakomponova´na do za´kladn´ıho slovn´ıku a jsou prˇida´ny
dalˇs´ı body zarovna´n´ı popsany´m postupem. V takto vznikle´ matici jsou urcˇeny shluky bod˚u
zarovna´n´ı. Ze shluk˚u se extrahuj´ı potencia´ln´ı fra´ze a ulozˇ´ı se spolu s informacemi o zarovna´n´ı
do slovn´ıku fra´z´ı. Prˇi pouzˇit´ı segmentace je slovn´ık fra´z´ı po docˇten´ı prˇ´ıslusˇne´ho pocˇtu veˇt
ulozˇen do docˇasny´ch soubor˚u a uvolneˇn z pameˇti. Jakmile je prˇecˇten posledn´ı pa´r veˇt,
jsou nacˇteny ostatn´ı vstupn´ı soubory – *.vcb a *.t3.final, jejichzˇ obsah je potrˇebny´
pro za´pis vy´sledk˚u programu. Pote´ jsou jizˇ zapsa´ny z´ıskane´ slovn´ıky. Pokud nebyla pouzˇita
segmentace, jsou jizˇ vsˇechny potrˇebne´ informace v pameˇti, veˇty jsou ohodnoceny, a je-li
jejich hodnocen´ı dostatecˇne´, jsou vypsa´ny jako vy´sledek. Cˇ´ıslene´ identifika´tory slov jsou
nahrazeny zpeˇt jejich p˚uvodn´ı podobou. Jestlizˇe byla segmentace vyuzˇita, prˇicha´z´ı ke slovu
trˇ´ıda PartResReader, jej´ızˇ instance jsou postupneˇ vytva´rˇeny nad vsˇemi docˇasny´mi soubory
s cˇa´stecˇny´mi vy´sledky. Postupny´m cˇten´ım jsou z´ıska´ny fra´ze podobneˇ jako v prˇ´ıpadeˇ bez
segmentace, opeˇt na´sleduje hodnocen´ı a za´pis vy´sledku. Za´kladn´ı slovn´ık se zpracova´va´
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neza´visle na pouzˇit´ı segmentace, prˇi jeho za´pisu jsou pouze nahrazena cˇ´ısla za jejich p˚uvodn´ı
textovou podobu a je vypsa´n pocˇet vy´skyt˚u pa´ru slov v matic´ıch pr˚uniku.
Segmentace
Pouzˇit´ı segmentace je vhodne´ prˇedevsˇ´ım u velky´ch soubor˚u, mu˚zˇe se vsˇak uplatnit i prˇi
zpracova´n´ı soubor˚u mensˇ´ı velikosti z d˚uvodu zrychlen´ı vy´pocˇtu. Je vsˇak trˇeba dobrˇe volit
pocˇet segment˚u, jelikozˇ cˇa´stecˇne´ vy´sledky jsou zapisova´ny do soubor˚u a vstupneˇ-vy´stupn´ı
operace mohou zast´ınit vy´hody, spojene´ s prohleda´va´n´ım mensˇ´ıch datovy´ch struktur. Pra´veˇ
vyhleda´va´n´ı je velmi cˇastou operac´ı, ktera´ spotrˇebova´va´ znacˇnou cˇa´st vy´pocˇetn´ıho vy´konu,
zejme´na u slovn´ıku fra´z´ı. Ten je opeˇt implementova´n s vyuzˇit´ım STL2 asociativn´ıho kon-
tejneru std::map, ktery´ ma´ prˇi vyhleda´va´n´ı logaritmickou trˇ´ıdu slozˇitosti v za´vislosti
na velikosti. Logaritmicka´ trˇ´ıda slozˇitosti je umozˇneˇna d´ıky uchova´va´n´ı prvk˚u struktury
serˇazeny´ch podle kl´ıcˇe, cozˇ vsˇak zvysˇuje rezˇii prˇi prˇida´va´n´ı novy´ch prvk˚u. Prˇida´n´ı nove´ho
prvku je totizˇ vzˇdy spojeno s kontrolou, zda prvek se shodny´m kl´ıcˇem jizˇ neexistuje – tedy
jeho vyhleda´n´ım. Serˇazenosti je prˇi segmentaci vyuzˇito take´ k za´pisu cˇa´stecˇny´ch vy´sledk˚u
do docˇasny´ch soubor˚u a jejich pojmenova´n´ı.
Kl´ıcˇem pro slovn´ık fra´z´ı je vektor cely´ch cˇ´ısel. Pro za´pis cˇa´stecˇne´ho vy´sledku – obsahu
slovn´ıku fra´z´ı po docˇten´ı segmentu, je vytvorˇeno zpravidla neˇkolik soubor˚u, v jejichzˇ na´zvech
se odra´zˇ´ı jak cˇ´ıslo segmentu, ke ktere´mu na´lezˇ´ı, tak i ”trˇ´ıdu“, do n´ızˇ patrˇ´ı prvn´ı slovo kl´ıcˇe.
Trˇ´ıdy jsou urcˇeny jednodusˇe minima´ln´ı a maxima´ln´ı hodnotou identifika´toru slov, ktera´
do dane´ trˇ´ıdy na´lezˇ´ı. Implicitneˇ je rozsah nastaven na 100 slov pro kazˇdou trˇ´ıdu. Docˇasne´
soubory jsou vytva´rˇeny ve vy´stupn´ım adresa´rˇi, specifikovane´m prˇi konstrukci objektu trˇ´ıdy
Phraser, a jejich na´zvy zaznamena´ny do vektoru. Tohoto vektoru je vyuzˇito k jejich cˇten´ı
prˇi zpeˇtne´m slucˇova´n´ı cˇa´stecˇny´ch vy´sledk˚u.
Cˇten´ı cˇa´stecˇny´ch vy´sledk˚u umozˇnˇuje trˇ´ıda PartResReader, ktera´ k instanciaci vyzˇaduje
soubor otevrˇeny´ pro cˇten´ı spolu s jeho na´zvem. Cˇa´stecˇne´ vy´sledky jsou otev´ıra´ny s rous-
touc´ı trˇ´ıdou prvn´ıho slova zdrojove´ fra´ze. Pro aktua´lneˇ zpracova´vanou trˇ´ıdu jsou soucˇasneˇ
otevrˇeny cˇa´stecˇne´ vy´sledky z´ıskane´ ze vsˇech segment˚u. Z teˇchto soubor˚u jsou postupneˇ
vyb´ıra´ny ulozˇene´ za´znamy, v nichzˇ jsou pro kazˇdou zdrojovou fra´zi ulozˇeny vsˇechny jej´ı
potencia´ln´ı prˇeklady z dane´ho segmentu spolu s pocˇty prˇ´ıpad˚u, kdy se v te´to roli objevily.
U´daje jsou nyn´ı scˇ´ıta´ny pro vsˇechny segmenty a vyuzˇity pro hodnocen´ı fra´z´ı. Aktua´lneˇ
vyhodnocova´na je vzˇdy nejmensˇ´ı3 zdrojova´ fra´ze ze vsˇech cˇteny´ch soubor˚u, ktere´ jsou po
vyhodnocen´ı posledn´ıho za´znamu smaza´ny.
Hodnocen´ı fra´z´ı
Zkouma´n´ı potencia´ln´ıch fra´z´ı uka´zalo, zˇe je trˇeba definovat vhodnou heuristickou funkci,
ktera´ by umozˇnila ohodnotit jejich spra´vnost a vybrat pouze ty ”dobre´“. Aby byla tato
funkce dostatecˇneˇ u´cˇinna´, rozhodnul jsem se v n´ı zohlednit co nejv´ıce informac´ı, ktere´ jsou
v tuto chv´ıli k dispozici. Teˇmi jsou pocˇet vy´skyt˚u fra´z´ı v korpusu, pocˇet prˇ´ıpad˚u, kdy se
objevila fra´ze c´ılova´ jako jej´ı prˇeklad, de´lky obou fra´z´ı a pravdeˇpodobnosti zarovna´n´ı jed-
notlivy´ch slov tvorˇ´ıc´ıch fra´ze, urcˇene´ programem GIZA++. Nejvhodneˇjˇs´ı nalezena´ kombinace
teˇchto paramet˚u ma´ tvar:














Heuristika pouzˇita´ pro hodnocen´ı dvojice fra´z´ı
2Standart Template Library
3nejmensˇ´ı ve smyslu lexikograficke´ho usporˇa´da´n´ı vektor˚u cely´ch cˇ´ısel.
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V uvedene´ rovnici je p pocˇet vy´skyt˚u dane´ho pa´ru fra´z´ı, s pocˇet r˚uzny´ch prˇeklad˚u
zdrojove´ fra´ze, m a l jsou po rˇadeˇ pocˇty slov ve zdrojove´ a c´ılove´ fra´zi, a Pij uda´va´
pravdeˇpodobnost, zˇe je slovo zdrojove´ fra´ze na pozici i prˇekladem slova ve fra´zi c´ılove´ na po-
zici j. Pravdeˇpodobnosti zarovna´n´ı slov z´ıskane´ pro oba smeˇry zarovna´n´ı jsou pr˚umeˇrova´ny.
Do vy´sledne´ho slovn´ıku fra´z´ı jsou pak zapsa´ny vsˇechny pa´ry, ktere´ z´ıskaj´ı hodnocen´ı vysˇsˇ´ı
nezˇ 0.
2.3.2 Hodnocen´ı slovn´ık˚u
Po u´speˇsˇne´m z´ıska´n´ı slovn´ık˚u je vhodne´ neˇjaky´m zp˚usobem zjistit jejich kvalitu. K hodno-
cen´ı kvality slovn´ık˚u nebyly vsˇak nalezeny zˇa´dne´ obecne´ metriky. Jako za´kladn´ı hodnocen´ı
se nab´ız´ı porovna´n´ı s neˇjaky´m slovn´ıkem referencˇn´ım. T´ımto prˇ´ıstupem lze vsˇak z´ıskat urcˇite´
poveˇdomı´ o kvaliteˇ pouze u slovn´ıku za´kladn´ıho, u slovn´ıku fra´z´ı jizˇ se neda´ ocˇeka´vat cˇasta´
shoda prˇi porovna´n´ı na rovnost cely´ch rˇeteˇzc˚u, zejme´na prˇi zpracova´va´n´ı jazyk˚u s bohaty´m
tvaroslov´ım. Slovn´ık fra´z´ı tak nezby´va´ nezˇ hodnotit subjektivn´ım dojmem cˇloveˇka, tedy
”rucˇneˇ“. Tento zp˚usob hodnocen´ı byl uplatneˇn take´ prˇi hleda´n´ı pouzˇite´ hodnot´ıc´ı funkce.
Prˇi hodnocen´ı kvality slovn´ıku porovna´n´ım s jiny´m slovn´ıkem vyvsta´va´ dalˇs´ı proble´m,
j´ımzˇ je kvalita samotne´ho slovn´ıku referencˇn´ıho. V idea´ln´ım prˇ´ıpadeˇ by byl k tomuto u´cˇelu
pouzˇit slovn´ık, obsahuj´ıc´ı mapova´n´ı kompletn´ı slovn´ı za´soby obou zpracova´vany´ch jazyk˚u.
Takovy´ slovn´ık vsˇak bohuzˇel prakticky nikdy neexistuje a z d˚uvodu kontinua´ln´ıho vy´voje
jazyk˚u ani jeho existenci nelze ocˇeka´vat (pokud by nav´ıc existoval, byla by tato pra´ce
vlastneˇ zbytecˇna´).
Jako referencˇn´ı byl pro anglicko-cˇeske´ vy´sledky pouzˇit dalˇs´ı ze slovn´ık˚u, dostupny´ch na
sˇkoln´ım serveru minerva1 (/mnt/data/nlp/projects/dicts2olif/LedaParser/outf.xml).
Tento byl upraven do jednodusˇsˇ´ıho forma´tu a zbaven za´znamu˚, obsahuj´ıc´ıch cele´ veˇty cˇi
slovn´ı spojen´ı. S referencˇn´ım slovn´ıkem jsou totizˇ porovna´va´ny pouze za´kladn´ı slovn´ıky,
v nichzˇ jsou za´znamy tvorˇeny vy´hradneˇ pa´ry slov. Ve vy´sledku je celkem 136489 za´znamu˚,
sestaveny´ch z 56861 cˇesky´ch a 42890 anglicky´ch unika´tn´ıch slov. Pr˚umeˇrny´ pocˇet prˇeklad˚u
cˇeske´ho slova je tedy asi 2,4, anglicke´ho zhruba 3,18.
Pro hodnocen´ı anglicko-francouzsky´ch dat byl upraven slovn´ık z projektu freedict.org.
Obsahuje pouze 6643 francouzsky´ch slov a 7068 slov anglicky´ch, za´znamu˚ je celkem 13193,
cˇili pr˚umeˇrneˇ 1,986 prˇeklad˚u na francouzske´ slovo a 1,867 pro slovo anglicke´.
Nejveˇtsˇ´ı slovn´ıky cˇeske´ho jazyka obsahuj´ı okolo 250000 slov [13]. Pro slovn´ı za´sobu
anglicˇtiny je prˇijaty´m standartem slovn´ık Oxford English Dictionary, ktery´ obsahuje 291500
za´znamu˚ [1]. Velikost slovn´ı za´soby jazyka nelze prakticky nikdy prˇesneˇ vyja´drˇit, z u´daj˚u je
vsˇak zrˇejme´, zˇe i porovna´n´ı s referencˇn´ım slovn´ıkem, ktery´ byl pouzˇit, je pouze orientacˇn´ı.
Mu˚zˇe totizˇ odra´zˇet jak kvalitu slovn´ıku hodnocene´ho, tak i nekvalitu slovn´ıku referencˇn´ıho.
2.4 Automatizace pr˚ubeˇhu
Pro realizaci popsany´ch krok˚u byla vytvorˇena rˇada skript˚u, s jejichzˇ pomoc´ı je z´ıska´n´ı
slovn´ık˚u z paraleln´ıch text˚u znacˇneˇ usnadneˇno. Prˇedpokladem jejich pouzˇit´ı je u´speˇsˇna´ in-
stalace vsˇech potrˇebny´ch na´stroj˚u, zejme´na programu˚ hunalign, GIZA++ a dictextractor
(viz. prˇ´ıloha).
Jisteˇ nejzaj´ımaveˇjˇs´ım skriptem je alca.py. Vyzˇaduje na vstupu cesty k pouzˇity´m pro-
gramu˚m a paraleln´ım text˚um, z nichzˇ popsany´m zp˚usobem z´ıska´ slovn´ıky a ulozˇ´ı je do
zadane´ho adresa´rˇe. Program hunalign ma´ v za´kladn´ım nastaven´ı omezeno maxima´ln´ı
mnozˇstv´ı vyuzˇ´ıvane´ pameˇti. Prˇi pra´ci s velky´mi korpusy je proto pravdeˇpodobne´, zˇe skoncˇ´ı
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chybou. Z tohoto d˚uvodu je umozˇneˇno prove´st zarovna´n´ı veˇt po mensˇ´ıch celc´ıch, jejichzˇ
velikost je nastavena prˇ´ıslusˇny´m prˇep´ınacˇem. Teoreticky tak lze zpracova´vat libovolneˇ
obsa´hle´ soubory, prˇicˇemzˇ rozd´ıl pocˇtu veˇt v nich obsazˇeny´ch je do vznikly´ch segment˚u
distribuova´n rovnomeˇrneˇ. Take´ je umozˇneˇno prove´st tento krok jiny´m zp˚usobem a dodat
pak na vstup korpus jizˇ zarovnany´ na u´rovni veˇt. Vy´stupem jsou pak slovn´ıky ve forma´tu
slovo ||| prˇeklad ||| hodnocenı´, kde hodnocen´ı je u za´kladn´ıho slovn´ıku pocˇet prˇ´ıpad˚u,
kdy byla k sobeˇ tato slova zarovna´na v obou smeˇrech zarovna´n´ı soucˇasneˇ, u fra´z´ı je pak
hodnocen´ım vy´sledek uvedene´ heuristicke´ funkce. Pro prezentaci vy´sledk˚u je vhodne´ ome-
zit vy´stupy a za´znamy ve slovn´ıc´ıch jesˇteˇ filtrovat. Zpravidla lze urcˇit neˇjake´ minima´ln´ı
hodnocen´ı, pod jehozˇ hranic´ı se nacha´z´ı jen ma´lo spra´vny´ch a veˇtsˇina chybny´ch za´znamu˚.
K z´ıska´n´ı slovn´ıku ve shodne´m forma´tu, ktery´ jizˇ obsahuje jen za´znamy s hodnocen´ım
prˇevysˇuj´ıc´ım urcˇitou hodnotu, je k dispozici skript threshdict.py.
Jednotlive´ kroky spojene´ s prˇ´ıpravou korpusu jsou zastoupeny na´sleduj´ıc´ımi skripty:
pro vycˇiˇsteˇn´ı korpusu od interpunkcˇn´ıch zname´nek a jiny´ch nevhodny´ch znak˚u clear.py,
odstraneˇn´ı prˇ´ıliˇs dlouhy´ch veˇt a veˇt, mezi nimizˇ je prˇ´ıliˇs velky´ nepomeˇr v jejich de´lce
(zp˚usobuj´ı vy´razne´ prodlouzˇen´ı beˇhu programu GIZA++) dellonglines.py, k vy´beˇru pa´r˚u
titulek z dostupne´ databa´ze pak dbasealigner.py. Pro pra´ci s morfologicky´mi analyza´tory
byly vytvorˇeny skripty lemmaen.py, parseenlemma.py a parse_csts.py.
Mezi dalˇs´ımi jsou k dispozici program pro porovna´n´ı slovn´ık˚u comparedicts.py, za
u´cˇelem zjiˇsteˇn´ı statistik o databa´zi titulk˚u pak stats.py.





Ze vstupn´ıch dat byly extrahova´ny slovn´ıky, jejichzˇ hodnocen´ı bude nyn´ı uvedeno. Ne vzˇdy
byly nad daty provedeny vsˇchny kroky zpracova´n´ı, za u´cˇelem demonstrace jejich vlivu na
pr˚ubeˇh a vy´sledky. Filtrova´n´ım veˇt je mysˇleno odstraneˇn´ı veˇtny´ch pa´r˚u, v nichzˇ pocˇet
slov neˇktere´ z veˇt prˇesa´hnul hranici 30 nebo je pomeˇr jejich de´lek vysˇsˇ´ı nezˇ 9,0. Doba
beˇhu programu GIZA++ je soucˇtem cˇas˚u, potrˇebny´ch k z´ıska´n´ı zarovna´n´ı v obu smeˇrech.
U za´kladn´ıch slovn´ık˚u byl omezen vy´pis za´znamu˚ pouze na ty pa´ry, ktere´ se objevily v matici
pr˚uniku alesponˇ dvakra´t, a pomeˇr vy´skytu slov, z nichzˇ je za´znam utvorˇen, neprˇesa´hnul
hodnotu 1,5. Velikost slovn´ık˚u fra´z´ı je uvedena po odfiltrova´n´ı za´znamu˚, jejichzˇ hodnocen´ı
je nizˇsˇ´ı nezˇ 20,0. Za pocˇty hesel obsazˇeny´ch v za´kladn´ım slovn´ıku je v za´vorce uva´deˇno, kolik
procent z r˚uzny´ch slov, ktere´ se v korpusu vyskytuj´ı, je tak zastoupeno. Podobneˇ za u´dajem
o pocˇtu za´znamu˚ nalezeny´ch v referencˇn´ım slovn´ıku na´sleduje vyja´drˇen´ı v procentech ze
vsˇech za´znamu˚ za´kladn´ıho slovn´ıku.
Korpus z filmovy´ch titulk˚u
Pouze filtrova´n´ı veˇt:
Cˇesky´ch slov v korpusu celkem/r˚uzny´ch:. . . . . . . .14439010/416355
Anglicky´ch slov v korpusu celkem/r˚uzny´ch: . . . . . 17078641/197272
Velikost za´kladn´ıho slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 95284 za´znamu˚
Cˇesky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . . . 55247 (13.27%)
Anglicky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 45110 (22.87%)
Za´znamu˚ nalezeny´ch v referencˇn´ım slovn´ıku: . . . . . . . 8680 (9.11%)
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ v za´kladn´ım slovn´ıku: . . . . . . . . . . 40
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ nenalezeny´ch v referencˇn´ım s.: . .25
Velikost slovn´ıku fra´z´ı: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26077
Doba beˇhu programu GIZA++: . . . . . . . . . . . . . . . . . . . . . . . . 115247[s]
Doba beˇhu programu dictextractor: . . . . . . . . . . . . . . . . . . . . . . 21783[s]
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Filtrova´n´ı veˇt, odstraneˇna interpunkce a jine´ nevhodne´ znaky, pouzˇita lemmatizace:
Cˇesky´ch slov v korpusu celkem/r˚uzny´ch:. . . . . . . .14379885/214582
Anglicky´ch slov v korpusu celkem/r˚uzny´ch: . . . . . 17955621/189077
Velikost za´kladn´ıho slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 85531 za´znamu˚
Cˇesky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . . . 43443 (20.25%)
Anglicky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 39294 (20.78%)
Za´znamu˚ nalezeny´ch v referencˇn´ım slovn´ıku: . . . . . 13674 (15.99%)
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ v za´kladn´ım slovn´ıku: . . . . . . . . . . 67
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ nenalezeny´ch v referencˇn´ım s.: . .26
Velikost slovn´ıku fra´z´ı: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26173
Doba dvoj´ıho beˇhu programu GIZA++: . . . . . . . . . . . . . . . . . 61343[s]
Doba beˇhu programu dictextractor: . . . . . . . . . . . . . . . . . . . . . . 11227[s]
JRC-Acquis corpus
Filtrova´n´ı veˇt, odstraneˇna interpunkce a jine´ nevhodne´ znaky:
Cˇesky´ch slov v korpusu celkem/r˚uzny´ch: . . . . . . . . .3643315/108535
Anglicky´ch slov v korpusu celkem/r˚uzny´ch: . . . . . . . 4214030/63857
Velikost za´kladn´ıho slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 31463 za´znamu˚
Cˇesky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . . . 23937 (22.05%)
Anglicky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 21478 (33.63%)
Za´znamu˚ nalezeny´ch v referencˇn´ım slovn´ıku: . . . . . . 3150 (10.01%)
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ v za´kladn´ım slovn´ıku: . . . . . . . . . . 45
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ nenalezeny´ch v referencˇn´ım s.: . .34
Velikost slovn´ıku fra´z´ı: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6097
Doba dvoj´ıho beˇhu programu GIZA++: . . . . . . . . . . . . . . . . . 18829[s]
Doba beˇhu programu dictextractor: . . . . . . . . . . . . . . . . . . . . . . . . 411[s]
Europarl
Filtrova´n´ı veˇt, odstraneˇna interpunkce a jine´ nevhodne´ znaky:
Francouzsky´ch slov v korpusu celkem/r˚uzny´ch: . 12836938/104398
Anglicky´ch slov v korpusu celkem/r˚uzny´ch: . . . . . . 12697308/71536
Velikost za´kladn´ıho slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 24693 za´znamu˚
Francouzsky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . 14687 (14.07%)
Anglicky´ch hesel ve slovn´ıku: . . . . . . . . . . . . . . . . . . . . . 13289 (18.58%)
Za´znamu˚ nalezeny´ch v referencˇn´ım slovn´ıku: . . . . . . . 2323 (9.41%)
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ v za´kladn´ım slovn´ıku: . . . . . . . . . . 50
Pr˚umeˇrne´ hodnocen´ı za´znamu˚ nenalezeny´ch v referencˇn´ım s.: . .30
Velikost slovn´ıku fra´z´ı: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3285
Doba dvoj´ıho beˇhu programu GIZA++: . . . . . . . . . . . . . . . . 169175[s]
Doba beˇhu programu dictextractor: . . . . . . . . . . . . . . . . . . . . . . 17432[s]
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3.2 Vliv vstupn´ıch dat na vy´sledky
Z uvedeny´ch cˇ´ısel lze vypozorovat neˇkolik skutecˇnost´ı. Naprˇ´ıklad zˇe se opravdu vyplat´ı pra´ce
na prˇ´ıpraveˇ korpusu prˇed zarovna´n´ım slov. Prˇedzpracova´n´ı korpusu titulek vede ke zkra´cen´ı
beˇhu programu˚ GIZA++ i dictextractor te´meˇrˇ na polovinu, prˇicˇemzˇ z´ıskany´ slovn´ık ma´
lepsˇ´ı pokryt´ı slov v korpusu, porovna´n´ı s referencˇn´ım slovn´ıkem i pr˚umeˇrne´ hodnocen´ı
za´znamu˚. Pouzˇit´ı lemmatizace ma´ vsˇak jednu velkou nevy´hodu, spocˇ´ıvaj´ıc´ı v jej´ı jazykove´
za´vislosti. Z tohoto d˚uvodu take´ nen´ı zacˇleneˇna prˇ´ımo do automatizovane´ho pr˚ubeˇhu a je
nutne´ pouzˇ´ıt zvolene´ na´stroje k tomuto u´cˇelu urcˇene´ ”rucˇneˇ“. Samozrˇejmeˇ i prˇedzpracova´n´ım
dat spotrˇebujeme urcˇitou vy´pocˇetn´ı s´ılu, ktera´ nen´ı v hodnocen´ı zohledneˇna, na´roky na tyto
u´pravy jsou vsˇak podstatneˇ nizˇsˇ´ı nezˇ zisk, ktery´ prˇina´sˇej´ı.
V prˇ´ıpadeˇ titulkove´ho korpusu se do vy´sledne´ho slovn´ıku dostala kv˚uli proble´mu˚m spo-
jeny´m s kvalitou teˇchto dat, ktere´ byly naznacˇeny drˇ´ıve, i slova z jiny´ch jazyk˚u, nezˇ ktere´
byly prˇedpokla´da´ny. Jejich pocˇet vsˇak nen´ı prˇ´ıliˇs vy´znamny´, lze se proto jejich vy´skytu ale-
sponˇ cˇa´stecˇneˇ vyvarovat tak, zˇe uzna´me jako relevantn´ı pouze za´znamy ve slovn´ıku, jejichzˇ
hodnocen´ı prˇesa´hlo urcˇitou hodnotu. Ani takto se vsˇak nevyhneme jine´mu u´kazu, j´ımzˇ je
vy´skyt za´znamu˚, kde nejsou spa´rovana´ slova svy´mi prˇeklady, ale byla k sobeˇ prˇiˇrazena
v d˚usledku cˇaste´ho vy´skytu neˇktery´ch slov v korpusu. Takovy´mi slovy jsou naprˇ´ıklad
neˇktera´ za´jme´na, prˇedlozˇky a podobneˇ. Omezit pocˇet vy´skyt˚u i shora zrˇejmeˇ nebude nej-
lepsˇ´ım prˇ´ıstupem, protozˇe tak bychom se prˇipravili i o pa´ry, ktere´ jsou korektn´ımi prˇeklady
slov cˇasto pouzˇ´ıvany´my ve zdrojovy´ch datech v obou jazyc´ıch. Jako rˇesˇen´ı tohoto proble´mu
je mozˇne´ z urcˇeny´ch pa´r˚u vybrat pouze takove´, u nichzˇ pomeˇr pocˇtu vy´skyt˚u jednotlivy´ch
slov v korpusu neprˇesa´hne urcˇitou hodnotu, cozˇ lze ucˇinit nastaven´ım prˇ´ıslusˇne´ho parame-
tru programu dictextractor. (Tato omezen´ı byla pouzˇita i pro hodnocene´ slovn´ıky, pro
d˚uveˇryhodneˇjˇs´ı vy´sledky by je vsˇak bylo dobre´ jesˇteˇ zprˇ´ısnit.)
Zaj´ımave´ jsou take´ neˇktere´ u´daje u slovn´ıku, z´ıskane´ho z korpusu Acquis Communau-
taire. Bylo ocˇeka´va´no, zˇe jazyk pouzˇity´ v pra´vn´ıch norma´ch bude obsahovat omezenou
slovn´ı za´sobu, vyply´vaj´ıc´ı z monotematicˇnosti tohoto souboru dokument˚u, cozˇ se do jiste´
mı´ry naplnilo. Pocˇty r˚uzny´ch slov, ktere´ se v korpusu vyskytuj´ı, jsou sice pomeˇrneˇ vysoke´,
nezanedbatelnou roli v nich vsˇak hraj´ı r˚uzne´ a jine´ u´daje, takzˇe skutecˇneˇ pokryta´ slovn´ı
za´soba je nizˇsˇ´ı. Prˇestozˇe je tento korpus podstatneˇ mensˇ´ı, ma´ z´ıskany´ slovn´ık v porovna´n´ı
se slovn´ıkem ”titulkovy´m“ dobre´ vy´sledky i bez pouzˇit´ı lemmatizace. Potvrdil se tak jiny´
prˇedpoklad, a sice zˇe tento korpus byl jizˇ prˇi sve´m vzniku prˇekla´da´n prˇesneˇji, nezˇ je tomu
u filmovy´ch titulk˚u. Snad v˚ubec nejzaj´ımaveˇjˇs´ı jsou vsˇak u´daje o dobeˇ zpracova´n´ı teˇchto
dat, v tomto ohledu jsou prˇednosti tohoto korpusu nesporne´.
Francouzsko-anglicka´ cˇa´st korpusu Europarl byla zpracova´na prˇedevsˇ´ım k demonstraci
jazykove´ neza´vislosti syste´mu, prˇesto bych se u vy´sledk˚u kra´tce pozastavil. Oproti ostatn´ım,
nebyl v tomto prˇ´ıpadeˇ pouzˇit ve fa´zi zarovna´n´ı veˇt zˇa´dny´ slovn´ık, cozˇ jisteˇ neblaze ovlivnilo
kvalitu vy´sledk˚u – z´ıskany´ slovn´ık je pomeˇrneˇ maly´ (vzhledem k obsa´hlosti korpusu). Dalˇs´ım
znevy´hodneˇn´ım prˇi hodnocen´ı je v tomto prˇ´ıpadeˇ obsa´hlost referencˇn´ıho slovn´ıku, ktery´ je
zhruba desetkra´t mensˇ´ı nezˇ referencˇn´ı slovn´ık cˇesko-anglicky´. Prˇestozˇe cˇ´ısla nejsou v tomto
prˇ´ıpadeˇ prˇ´ızniva´, po nahle´dnut´ı do vy´sledku lze zjistit, zˇe jsou obsazˇene´ za´znamy skutecˇneˇ
velmi cˇasto ekvivalentn´ımi vy´razy.
3.3 Shrnut´ı pr˚ubeˇhu
Pra´ce byla velmi zaj´ımava´, zejme´na ve fa´zi zkouma´n´ı pouzˇ´ıvany´ch metod. Zpracova´va´n´ı
dat a experimentova´n´ı s r˚uzny´mi prˇ´ıstupy se uka´zalo cˇasoveˇ na´rocˇne´ a nejednou skoncˇilo
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neu´speˇchem, cozˇ negativneˇ ovlivnilo produktivitu. Vytvorˇeny´ syste´m je vsˇak jisteˇ pouzˇitelny´,
jsou-li vy´stupy vhodneˇ omezeny, aby byla jejich kvalita dostacˇuj´ıc´ı pro konkre´tn´ı vyuzˇit´ı.
Neˇktere´ proble´my se bohuzˇel i prˇes vynalozˇene´ u´sil´ı nepodarˇilo eliminovat, zejme´na prˇi
hodnocen´ı fra´z´ı by bylo jisteˇ mozˇne´ dosa´hnout dalˇs´ım vy´vojem znatelneˇ lepsˇ´ıch vy´sledk˚u.
Pouzˇite´ metody byly voleny tak, aby byl syste´m vyuzˇitelny´ neza´visle na zpracova´vany´ch
jazyc´ıch, cozˇ se snad podarˇilo demonstrovat zpracova´n´ım francouzsko-anglicke´ho korpusu.
V dalˇs´ım postupu by bylo tedy vhodne´ zejme´na hledat u´cˇinneˇjˇs´ı heuristiku pro hodno-
cen´ı fra´z´ı. Take´ by bylo mozˇne´ neˇktere´ kroky paralelizovat a prove´st hlubsˇ´ı optimalizace,
k realizaci teˇchto u´vah vsˇak jizˇ nebyl dostatek cˇasu.
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Pro proveden´ı jednotlivy´ch u´kon˚u, vedouc´ıch azˇ k z´ıska´n´ı vy´sledny´ch slovn´ık˚u, bylo imple-
mentova´no neˇkolik programu˚, veˇtsˇinou v jazyce Python. Jejich funkcˇnost byla testova´na
a oveˇrˇena s pouzˇit´ım interpretu tohoto jazyka ve verzi 2.5.2. Vsˇechny spustitelne´ skripty
prova´deˇj´ı zbeˇzˇnou kontrolu parametr˚u, v prˇ´ıpadeˇ jejich neplatnosti cˇi nedostatecˇnosti ke
spra´vne´mu beˇhu je zpravidla vypsa´na kra´tka´ na´poveˇda.
Automaticke´ generova´n´ı slovn´ık˚u
alca.py - program provede prˇi spra´vne´ konfiguraci vsˇechny kroky nutne´ k z´ıska´n´ı slovn´ık˚u
z prˇekladovy´ch text˚u. Z popisu v teˇle te´to zpra´vy je zrˇejme´, zˇe vy´sledky vytvorˇene´ho
syste´mu jsou za´visle´ na cele´ rˇadeˇ parametr˚u. Vy´cˇet vsˇech voleb je mozˇne´ z´ıskat spusˇteˇn´ım
s parametrem -h, prˇ´ıpadneˇ --help. Aby nebylo trˇeba vypisovat jednotlive´ argumenty prˇi
kazˇde´m spusˇteˇn´ı aplikace znovu, je v tomto prˇ´ıpadeˇ umozˇneˇno nastaven´ı pomoc´ı konfi-
guracˇn´ıho souboru. Za´kladn´ı konfiguracˇn´ı soubor je vytvorˇen v ra´mci instalacˇn´ıho skriptu
(viz. da´le). Vy´nam jeho jednotlivy´ch polozˇek je popsa´n v souboru README.alca, ktery´ je
doda´n spolu s programem.
Prˇ´ıklad uzˇit´ı:
./alca.py -f alca.cfg -c ../src.txt -e ../trg.txt -o ../out -A
– program je spusˇteˇn s konfigurac´ı, prˇipravenou v souboru alca.cfg, prˇep´ınacˇ -A rˇ´ıka´, zˇe
jsou subory jizˇ zarovna´ny na u´rovni veˇt. Soubory ../src.txt a ../trg.txt jsou tak zpra-
cova´ny porgramem GIZA++ a pote´ jsou extrahova´ny slovn´ıky programem dictextractor.
Vy´sledky a soubory, vznikle´ v pr˚ubeˇhu zpracova´n´ı jsou ulozˇeny do adresa´rˇe ../out, ve
ktere´m je pro slovn´ıky vytvorˇen jesˇteˇ podadresa´rˇ dicts.
Cˇiˇsteˇn´ı korpusu
clear.py - skript vyzˇaduje prˇi spusˇteˇn´ı dva argumenty – po rˇadeˇ na´zvy vstupn´ıho a
vy´stupn´ıho souboru. Ve vstupn´ım souboru jsou nahrazena interpunkcˇn´ı zname´nka, za´vorky
a podobne´ znaky mezerami. Da´le je ucˇineˇn pokus o prˇeveden´ı velky´ch p´ısmen na mala´ a
jsou odstraneˇny mezery na zacˇa´tku a konci rˇa´dk˚u.
Prˇ´ıklad uzˇit´ı:
./clear.py input output
– cˇte soubor input a jeho obsah bez nezˇa´douc´ıch znak˚u ulozˇ´ı do souboru output
threshsentences.py - prˇedpokla´da´ na vstupu dvojici soubor˚u, prˇedstavuj´ıc´ıch vy´stup
z fa´ze zarovna´n´ı veˇt. K sobeˇ zarovnane´ veˇty jsou v nich ulozˇeny na odpov´ıdaj´ıc´ıch si rˇa´dc´ıch.
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Do vy´stupn´ıch soubor˚u (stejne´ho jme´na jako soubory na vstupu s prˇidany´m rˇeteˇzcem
”.out”) jsou zapsa´ny pouze ty rˇa´dky, ktere´ splnˇuj´ı na´sleduj´ıc´ı podmı´nky: v aktua´lneˇ cˇtene´m
pa´ru veˇt ani jedna neobsahuje v´ıce slov, nezˇ je definova´no (implicitneˇ 20), a pomeˇr pocˇtu
slov ve veˇta´ch neprˇesa´hne urcˇitou hranici (implicitneˇ 9.0). Tato u´prava je doporucˇena prˇed
spusˇteˇn´ım programu GIZA++.
Prˇ´ıklad uzˇit´ı:
./threshsentences.py input1 input2 30 9.0
– ze soubor˚u input1 a input2 ulozˇ´ı so vy´stupn´ıch soubor˚u input1.out a input2.out ty
rˇa´dky, u nichzˇ pocˇet slov ani v jednom ze vstup˚u neprˇesa´hne 30 a pomeˇr pocˇt˚u slov na
rˇa´dc´ıch je mensˇ´ı nezˇ 9.0.
Pra´ce se slovn´ıky
threshdict.py - je urcˇen k vytvorˇen´ı nove´ho souboru, v neˇmzˇ jsou obsazˇeny pouze za´znamy
ze zdrojove´ho slovn´ıku, jejichzˇ hodnocen´ı prˇesahuje urcˇitou mez.
Prˇ´ıklad uzˇit´ı:
./threshdict.py 4.0 basedict basedict.out
– v souboru basedict.out budou jizˇ vypsa´ny pouze za´znamy s hodnocen´ım vysˇsˇ´ım nezˇ
4.0.
comapredicts.py - sluzˇ´ı k porovna´n´ı slovn´ık˚u, jejichzˇ obsahem jsou dvojice slov. Refe-
rencˇn´ı slovn´ık mu˚zˇe by´t bud’ ve forma´tu pouzˇ´ıvane´m programem hunalign nebo ve forma´tu,
v neˇmzˇ jsou zapisova´ny vy´sledky programu dictextractor. Kromeˇ z´ıskany´ch statistik,
ktere´ jsou vypsa´ny na standardn´ı vy´stup, jsou vytvorˇeny v aktua´ln´ım adresa´rˇi dalˇs´ı dva
soubory. Prvn´ı nese na´zev matches a jsou v neˇm ulozˇeny za´znamy, ktere´ byly nalezeny
v referencˇn´ım i zkoumane´m slovn´ıku. Druhy´ se jmenuje notinref a jsou v neˇm vypsa´ny




– porovna´ slovn´ık basedict s referencˇn´ım slovn´ıkem reference.
Zpracova´n´ı korpusu filmovy´ch titulk˚u
dbasealigner.py - trˇ´ıda, obsahuj´ıc´ı metody pro cˇten´ı soubor˚u s informacemi o titulkove´m
korpusu, prˇevod titulek z forma´t˚u .sub a .srt do proste´ho textu a pro zarovna´n´ı titulek,
nalezeny´ch pro stejny´ film v obou jazyc´ıch. Implementace je znacˇneˇ jednou´cˇelova´. Parame-
try jako struktura korpusu, cesty a stejneˇ tak struktura ukla´da´n´ı vy´stup˚u je pevneˇ dana´ a
v prˇ´ıpadeˇ zmeˇny by bylo proto nutne´ je upravit prˇ´ımo v ko´du.
aligndbase.py - spustitelny´ skript, urcˇeny´ k nastaven´ı parametr˚u a vyuzˇit´ı instanc´ı trˇ´ıdy
dbasealigner. Jako parametry spusˇteˇn´ı lze zadat cˇ´ıslo rˇa´dku, od ktere´ho se maj´ı zpra-
cova´vat za´znamy ve zvolene´m souboru s informacemi o titulka´ch, kolik rˇa´dk˚u tohoto sou-
boru ma´ by´t zpracova´no, a da´le cesty k tomuto souboru a k soubor˚um s titulky.
Prˇ´ıklad uzˇit´ı:
./aligndbase.py --start 0 --count 1000 --file 1
– prˇi te´to konfiguraci je prˇecˇteno a zpracova´no prvn´ıch 1000 rˇa´dk˚u souboru export.txt,
ktery´ se nacha´z´ı na implicitneˇ dane´m umı´steˇn´ı.
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autoaligndbase.py - tento skript spousˇt´ı skript aligndbase.py a postupneˇ jsou tak zpra-
cova´ny vsˇechny titulky. Prˇep´ınacˇem lze nastavit pocˇet proces˚u, ktere´ maj´ı by´t spousˇteˇny
soucˇasneˇ. Tato hodnota je implicitneˇ nastavena na 4, jelikozˇ na serverech, na ktery´ch bylo
pracova´no, jsou prˇ´ıtomny pra´veˇ cˇtyrˇi procesory.
Prˇ´ıklad uzˇit´ı:
./autoaligndbase.py --start 0 --count 1000 --file 1 --processes 2
– je zpracova´no 1000 rˇa´dk˚u ze souboru export.txt na umı´steˇn´ı, nastavene´m jako implicitn´ı
v programu aligndbase.py. Pra´ce je rozdeˇlena mezi dva procesy pracuj´ıc´ı soucˇasneˇ.
corpal.py - skript slouzˇ´ıc´ı ke sjednocen´ı vsˇech soubor˚u po zarovna´n´ı veˇt. Vy´sledne´ soubory
prˇedstavuj´ı pak vstup do fa´ze zarovna´n´ı slov. Na vstupu je ocˇeka´va´na cesta k adresa´rˇ˚um,
v nichzˇ jsou ulozˇeny mimo jine´ vy´sledky zarovna´n´ı programem hunalign. Tyto soubory
maj´ı pevneˇ dany´ na´zev, ktery´ sesta´va´ ze jme´na adresa´rˇe, k neˇmuzˇ je prˇipojen rˇeteˇzec
”.utf.aligned“. Program je urcˇen pro pouzˇit´ı v kombinaci s trˇ´ıdou dbasealigner, jej´ızˇ in-
stance ukla´daj´ı jednotliva´ zarovna´n´ı pra´veˇ do takove´to struktury.
Prˇ´ıklad uzˇit´ı:
./corpal.py directory
– procha´z´ı adresa´rˇ s na´zvem directory a spojuje vy´sledky zarovna´n´ı do souboru all.txt.utf
v aktua´ln´ım adresa´rˇi.
stats.py - program pro zjiˇsteˇn´ı informac´ı o z´ıskane´m titulkove´m korpusu. Jako argumenty
ocˇeka´va´ cesty k soubor˚um s informacemi o databa´zi a adresa´rˇ s ulozˇeny´mi vy´sledky za-
rovna´n´ı.
Prˇ´ıklad uzˇit´ı:
./stats.py infofile1 infofile2 directory
– cˇte soubory infofile1 a infofile2 a sb´ıra´ z jejich obsahu statistiky. Na´sledneˇ se po-
kus´ı procha´zet podadresa´rˇe v adresa´rˇi directory a prˇida´va´ statistiky o stavu korpusu po




V syste´mu se pracuje s celou rˇadou r˚uzny´ch forma´t˚u soubor˚u, souhrn nejd˚ulezˇiteˇjˇs´ıch je
uveden zde.
hunalign
Programu hunalign jsou na vstupu doda´va´ny soubory, jejichzˇ obsahem jsou veˇty v textove´
formeˇ, jedna na kazˇde´m rˇa´dku, a slovn´ık. Ve slovn´ıku se prˇipousˇt´ı i cele´ fra´ze, na kazˇde´m
jeho rˇa´dku je ulozˇen jediny´ za´znam ve tvaru:
fra´ze cı´love´ho jazyka @ fra´ze zdrojove´ho jazyka
Sekvence ” @ “ slouzˇ´ı jako oddeˇlovacˇ. Za´znam z cˇesko-anglicke´ho slovn´ıku v tomto forma´tu
mu˚zˇe vypadat na´sledovneˇ:
on completion of the course @ po absolvova´nı´ kursu
Vy´stupem programu je potom soubor, v neˇmzˇ jsou na kazˇde´m rˇa´dku spa´rovane´ veˇty
(i neˇkolik) ze vstupn´ıch dat spolu s hodnocen´ım jejich zarovna´n´ı. Veˇty zdrojove´ho a c´ılove´ho
jazyka jsou oddeˇleny tabula´torem, stejneˇ jako c´ılova´(e´) veˇta(y) od hodnocen´ı. Je-li z neˇktere´ho
jazyka pouzˇito v´ıce veˇt, je mezi neˇ vlozˇena sekvence ”˜˜˜“. Naprˇ´ıklad:
At’ si sedne kam chce. ~~~ Ok. Let him sit where he wants. 0.207764
GIZA++
Tento program pracuje s celou rˇadou r˚uzny´ch forma´t˚u, popsane´ budou pouze ty, ktere´ jsou




Prvn´ı polozˇkou za´znamu je cˇ´ıselny´ identifika´tor, j´ımzˇ je nahrazova´no slovo (druha´ polozˇka
za´znamu) v pr˚ubeˇhu zpracova´n´ı, posledn´ı polozˇkou na rˇa´dku je pocˇet vy´skyt˚u tohoto slova
v korpusu.
Vedle slovn´ık˚u je vstupem soubor ve forma´tu snt. Za´znam v tomto forma´tu sesta´va´ ze
trˇ´ı rˇa´dk˚u:
1
49 50 51 52 53 38 54 55 56 57 58
61 62 49 63 3 64 65 66 67 68
Prvn´ı rˇa´dek obsahuje pocˇet vy´skyt˚u veˇtne´ho pa´ru v korpusu, na druhe´m a trˇet´ım jsou
po rˇadeˇ veˇty zdrojove´ho a c´ılove´ho jazyka, v nichzˇ jsou slova nahrazeny jejich cˇ´ıselny´mi
identifika´tory.
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Na vy´stupu programu je pro nasˇe potrˇeby nejd˚ulezˇiteˇjˇs´ım soubor *.A3.final. Za´znamy
jsou opeˇt na trˇech rˇa´dc´ıch:
# Sentence pair (8) source length 2 target length 3 alignment score: 0.0049
let’s go bob
NULL ({ }) pojd’ ({ 1 2 }) bobe ({ 3 })
Na prvn´ım rˇa´dku za´znamu jsou u´daje o de´lka´ch veˇt a hodnocen´ı zarovna´n´ı, na´sleduje veˇta
c´ılove´ho jazyka a nakonec veˇta jazyka zdrojove´ho, do n´ızˇ je doplneˇno zvla´sˇtn´ı slovo NULL
a nalezene´ mapova´n´ı mezi slovy obou veˇt.
Dalˇs´ım vy´stupn´ım souborem je soubor *.t3.final. Jeho za´znamy maj´ı podobu:
0 42 3.43486e-07
Prvn´ı cˇ´ıslo je identifika´tor slova zdrojove´ho jazyka, druhe´ indentifika´tor slova z c´ılove´ho ja-
zyka, cˇ´ıslo v plouvouc´ı rˇa´dove´ cˇa´rce je pravdeˇpodobnost, zˇe jsou tato slova svy´m prˇekladem.
dictextractor
U te´to aplikace se kromeˇ forma´t˚u, popsany´ch u prˇedchoz´ıho programu, setka´me s dalˇs´ımi
dveˇma. Prvn´ım z nich je forma´t soubor˚u, do nichzˇ jsou ukla´da´ny cˇa´stecˇne´ vy´sledky prˇi
pouzˇit´ı segmentace. Jejich struktura je na´sleduj´ıc´ı:
[41006 ]
7499 471 ||| 1
[41010 78 ]
154 648 ||| 1
154 46 ||| 1
Rˇa´dky obsahuj´ıc´ı v hranaty´ch za´vorka´ch neˇkolik cˇ´ısel (identifika´tor˚u slov) maj´ı vy´znam
fra´ze zdrojove´ho jazyka. Tyto rˇa´dky jsou na´sledova´ny neˇkolika odsazeny´mi. Sekvence cˇ´ısel
prˇedstavuj´ı fra´ze c´ılove´ho jazyka, slova jsou opeˇt zastoupena cˇ´ıselny´mi identifika´tory. Za
rˇeteˇzcem ||| na´sleduje pocˇet prˇ´ıpad˚u, kdy byly zdrojova´ a c´ılova´ fra´ze k sobeˇ prˇiˇrazeny.
Jednotlive´ za´znamy jsou oddeˇleny pra´zdny´m rˇa´dkem.
Posledn´ı forma´t soubor˚u, pouzˇity´ch v ra´mci syste´mu, je urcˇen pro vy´sledne´ slovn´ıky a
byl jizˇ v textu naznacˇen. Neˇkolik za´znamu˚ za´kladn´ıho slovn´ıku mu˚zˇe vypadat naprˇ´ıklad
takto:
charakteristiky ||| features ||| 11
olivove´ho ||| olive ||| 91
oleje ||| oil ||| 154
Jednotlive´ polozˇky v za´znamech jsou oddeˇleny sekvenc´ı ||| . Po rˇadeˇ se jedna´ o slovo
zdrojove´ho jazyka, slovo c´ılove´ho jazyka a hodnocen´ı tohoto pa´ru. Vy´nˇatek ze slovn´ıku
fra´z´ı bude vypadat velmi podobneˇ:
s prˇesnostı´ do ||| accurate within +- ||| 8.50209
s pouzˇitı´m ||| using ||| 28.8497
s la´tkami ||| trafficking ||| 8.93717
Vy´znam polozˇek je prakticky stejny´ jako u za´kladn´ıho slovn´ıku – fra´ze zdrojove´ho jazyka,




Syste´m je tvorˇen popsany´mi skripty v jazyce python, ktere´ vyzˇaduj´ı ke sve´mu beˇhu pouze
vhodnou verzi interpretu tohoto jazyka. Dalˇs´ımi soucˇa´stmi jsou programy, zapsane´ v jazyce
C++ – GIZA++, hunalign a dictextractor. Tyto je trˇeba zkompilovat do spustitelne´ formy
vhodny´m prˇekladacˇem, u´speˇsˇny´ prˇeklad byl proveden pomoc´ı aplikce gcc ve verz´ıch 4.2.4
a 4.3.2. U vsˇech trˇ´ı programu˚ jsou dostupne´ soubory, umozˇnˇuj´ıc´ı automaticky´ prˇeklad
za vyuzˇit´ı utility make. Syste´m je urcˇen k nasazen´ı na stroj´ıch, pracuj´ıc´ıch pod neˇktery´m
z *NIX-like operacˇn´ıch syste´mu˚, vzhledem k pouzˇity´m programovac´ım jazyk˚um by vsˇak
nebyla u´prava programu˚ pro jine´ platformy prˇ´ıliˇs problematicka´.
V ra´mci uzˇivatelske´ prˇ´ıveˇtivosti je na prˇilozˇene´m me´diu bash skript install.sh, ktery´





Na prˇilozˇene´m me´diu jsou ulozˇeny vsˇechny soucˇa´sti syste´mu. Mimo pouzˇit´ıch programu˚ a
uvedeny´ch skript˚u jsou doda´na i vstupn´ı data a slovn´ıky, z´ıskane´ jejich zpracova´n´ım. Ad-
















Adresa´rˇ corpora obsahuje ve svy´ch podadresa´rˇ´ıch zdrojova´ data, jejichzˇ popis je uveden
v souboru README, ktery´ se v tomto adresa´rˇi take´ nacha´z´ı. Struktura adresa´rˇe dicts je prak-
ticky totozˇna´, jsou zde ulozˇeny slovn´ıky, z´ıskane´ ze vstupn´ıch dat. Slozˇka utils obsahuje
podadresa´rˇe se skripty a ostatn´ımi na´stroji. Podrobneˇjˇs´ı informace lze opeˇt nale´zt v souboru
README, spolu s popisem spustitelne´ho skriptu install.sh, jehozˇ u´cˇelem je prˇipraven´ı a
konfigurace syste´mu k pouzˇit´ı.
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