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Between Two Worlds: An amalgamation of quantum mechanics and diffraction experiments 
is a magnifying lens for the quantum phenomena in molecules and materials. In this Review, 
the new research domain "quantum crystallography" is debated in the context of current 
research fields. The perspective of becoming an independent natural science is outlined.
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<?><?>Please provide academic titles<?><?>Crystallography and quantum mechanics have 
always been tightly connected because reliable quantum mechanical models are needed to 
determine crystal structures. Due to this natural synergy, nowadays accurate distributions of 
electrons in space can be obtained from diffraction and scattering experiments. In the original 
definition of quantum crystallography (QCr) given by Massa, Karle and Huang, direct 
extraction of wavefunctions or density matrices from measured intensities of reflections or, 
conversely, ad hoc quantum mechanical calculations to enhance the accuracy of the 
crystallographic refinement are implicated. Nevertheless, many other active and emerging 
research areas involving quantum mechanics and scattering experiments are not covered by 
the original definition although they enable to observe and explain quantum phenomena as 
accurately and successfully as the original strategies. Therefore, we give an overview over 
current research that is related to a broader notion of QCr, and discuss options how QCr can 
evolve to become a complete and independent domain of natural sciences. The goal of this 
paper is to initiate discussions around QCr, but not to find a final definition of the field.
1._Introduction
Properties of materials as well as modes of action of drugs are directly related to their 
electronic structure. Therefore, one of the most important challenges in modern science is the 
accurate determination of the electronic structure, from which structure--function 
relationships can be derived. One way of obtaining information on electronic structure is by 
calculating wavefunctions of the materials or compounds under investigation using quantum 
mechanics. Wavefunctions are mathematical objects that intrinsically contain all the 
information of quantum mechanical systems in specific pure states. They can be obtained as 
approximate solutions of the Schrödinger equation (e.g., through numerical calculations) and 
allow to determine various expectation values that can be directly measured through 
experiments. Another class of experimental "observables" are available only by means of 
modeling, namely through optimizations of some parameters that replicate a physical quantity
within the assumptions of a given theoretical framework (for example, electron density, 
magnetization, etc.). At the same time, some models based on electron density functions may 
return partial information also on the wavefunction: for example, an approximate form of the 
spin part of the wavefunction or an approximate part of the atomic or molecular orbitals. Due 
to the increasing computational power and the continuing development of sophisticated 
methods and software, wavefunctions can provide profound insights into electronic 
distributions and are becoming increasingly important.
Although quantum chemistry has reached great maturity and a broad base of 
applications, it is worth bearing in mind that even the most rigorous first principle calculations
for systems bigger than the hydrogen atom depend on approximations. Therefore, their 
predictions must find validations. In quantum chemistry, this is particularly cogent because 
the uncertainty intrinsically associated with the approximation chosen for the calculation is 
unknown. One can only evaluate the performance of a given theoretical method by using a set
of experimental values as benchmarks. In molecular quantum chemistry, the experimental 
validations often come from spectroscopy. However, in materials science and solid-state 
chemistry, the best "eye" to probe the quantum behavior of matter is the scattering of radiation
or particles of sufficient energy, typically X-ray, γ-rays, electrons and neutrons. The measured 
diffraction pattern is a representation of the charge-density distribution in the compound under
examination. X-rays and γ-rays interact with the thermally smeared electrons in a crystal, so 
that one can model either the dynamic electron density or the positive and negative charge-
density distributions independently after deconvolution into atomic displacement parameters 
and static electron density. Neutrons interact with nuclear particles and, therefore, they map 
the probability distribution of atomic nuclei, from which one can easily derive the positive 
charge density distribution. Electrons interact with the electrostatic potential generated by 
electrons and nuclei. There is an additional benefit from measuring scattering of ordered 
matter, such as crystals (or even quasi-crystals), namely the cooperative effect of molecules, 
which represents a kind of magnifying lens of the scattering of individual objects.
Thus, theoretical calculations and scattering experiments are complementary 
approaches to gain insight into the electronic structure of compounds. Actually, X-ray 
diffraction and wavefunctions have always been intimately related, because modeling crystal 
structures requires a theoretical framework to interpret the measured data, that is, charge 
density is an "observable" available by means of modeling. The simplest model assumes that 
diffraction is caused by a combination of non-interacting atoms, each of them represented by 
a spherically averaged ground-state electron density.[1] This model, universally known as 
Independent Atom Model (IAM), implies calculation of atomic wave functions, thus relying 
on quantum mechanics (QM).[2] The vast majority of modern crystal structure refinements 
adopts this model to obtain comparably accurate atomic positions and displacement 
parameters for non-hydrogen atoms.[3,^4] However, already in 1915, Debye pointed out that 
there is more information in the measured X-ray diffraction pattern than the atomic positions. 
In particular, he recognized that "it should be possible to experimentally determine the special
arrangements of the electrons inside an atom".<ffnr1>[5] More than half a century later, this 
proposal became reality.[6] Today, more accurate crystallographic models are available, which 
allow to obtain a picture of the "special arrangements of the electrons" (namely, the electron 
density) from X-ray diffraction measurements.[7]
<ffn1>German original: "...muss es dann gelingen, die besondere Anordnung der Elektronen 
im Atom experimentell festzustellen."
In this context, besides maximum entropy methods,[8--10] the most popular technique is 
the atomic multipolar expansion of the electron density, based on the projection of the 
electron density in atomic terms.[11--15] The multipole model is the result of necessary 
approximations. In fact, a rigorous treatment of two-center scattering would be quite 
complicated even for simple compounds, although reported for some diatomic molecules.[16] 
Furthermore, the modeling of atomic displacements initially led to additional problems in case
of two-center electron density functions.[17,^18] The one-center expansion led to a much easier 
formalism, by which radial and angular parts derived from atomic orbitals are used as atomic 
density functions, and where pseudo-atoms are naturally defined.[19] The radial decay of the 
pseudo-atoms and the core and valence scattering factors in multipole models are directly 
calculated from wavefunctions and hence the analytical shape of the refined electron density 
is significantly influenced by quantum chemistry. It is important to mention that, to a good 
approximation, the set of multipolar orbitals may be related to atomic hybridization states[20] 
and even to some individual orbital occupancies, for example that of d-orbitals in transition 
metals,[21] and more recently that of f-orbitals in lanthanides.[22] Moreover, an extension of the 
traditional multipole model is the spin-polarized multipole model, adding the spin-density 
information to the charge density.[23]
Cross-fertilized by charge-density research, ways of directly fitting the shapes of 
orbitals and wavefunctions to the measured diffraction pattern were also devised. This is at 
the heart of the original definition of quantum crystallography (QCr) given by Massa, Karle 
and Huang, which encompasses methods where the information resulting from traditional 
quantum chemistry calculations is enhanced by external information intrinsically contained in 
the experimental crystallographic data.[24] The first discussion about the perspective of 
obtaining wavefunctions from X-ray scattering (here: Compton scattering) goes back to 1964 
and the first Sagamore conference,[25,^26] whereas the first quantum crystallographic method 
according to the original definition[24] and based on X-ray diffraction was proposed by Clinton
and Massa in 1972.[27] Nowadays, Jayatilaka’s X-ray constrained wavefunction (XCW) fitting 
approach[28--32] and its later developments[33--40] are the most popular modern versions of the 
original quantum crystallographic methods based on X-ray diffraction. They practically aim at
determining wavefunctions that minimize the energy, while reproducing, within the limit of 
experimental errors, X-ray structure factor amplitudes collected experimentally. As an 
alternative, joint refinement methods for the complete reconstruction of N-representable one-
electron density matrices exploit both X-ray diffraction and inelastic Compton scattering data.
[41--43] More detailed reviews of methods can be found in Ref.^^<litrsn><litr44></litrsn> and 
Ref.^^<litrsn><litr45></litrsn>.
In 1999, Massa, Huang and Karle also pointed out[46] that there is another stream of 
quantum crystallographic techniques that directly use wavefunctions and orbitals----not 
multipoles----to improve the accuracy and information contents of crystallographic 
refinements. This is basically the converse of their original definition of QCr. In this converse 
sense, the first developments are associated with Quantitative Convergent-Beam Electron 
Diffraction (QCBED),[47--50] for which the knowledge of the wavefunction describing the high-
energy electron passing through the crystal is essential for solving the dynamical electron 
scattering equations. The solutions to these equations give the scattered intensities in 
calculated diffraction patterns that are compared to experimental ones in QCBED refinements.
Another area in which the converse definition of QCr plays an important role is 
macromolecular crystallography,[51,^52] where quantum mechanically derived restraints are 
successfully exploited to supplement the limited resolution and amount of diffraction data 
compared to the number of parameters needed to model atomic positions and displacements in
large systems. Finally, the most recent technique in this framework is the Hirshfeld Atom 
Refinement (HAR),[53,^54] which exploits ad^^hoc Hartree--Fock (HF) or DFT computations to
derive fragment electron densities for refinements that provide the most accurate and precise 
structural results currently attainable from X-ray data. In reference [45] both aspects of the 
Massa--Huang--Karle QCr definition were discussed in detail. From here on, these two 
aspects together are termed "original quantum crystallography".
This viewpoint paper has been initiated at the Discussion Meeting "Quantum 
Crystallography: Current Developments and Future Perspectives" (Nancy, France, 19--20 
June 2017) under the umbrella of the European Centre for Atomic and Molecular Calculation 
(CECAM, Centre Européen de Calcul Atomique et Moléculaire), which was organized to 
discuss the meaning and perspectives of quantum crystallography in light of the recent and 
significant increase in the use of this term and related techniques in the scientific literature 
(Figure^^1<figr1>).[55--58] Therefore, in the following section, we will show how this increased
interest in QCr manifests itself in method developments and applications that are not 
necessarily within the original definition of QCr or in the framework of conventional 
multipole-based experimental charge density research as discussed above. In fact, if all fields 
and applications where quantum chemistry and experimental approaches based on diffraction 
and scattering mutually enrich each other are to be accommodated within a unified research 
area, the original definition of QCr is too narrow. In this light, in section^^3 we will present 
and discuss the different points of view on QCr as they emerged during the recent CECAM 
meeting. This will highlight different ways in which the rapid and fruitful scientific evolutions
touched upon in section^^2 could eventually lead to a broadened definition of quantum 
crystallography and to the foundation of a new and flourishing research field and community 
(see Figure^^1<xfigr1>).
2._Current Developments
In this section, the authors of this paper will outline current highlights from their own 
research activities to exemplify the wide scope of methods and applications that might be 
included into a broadened definition of quantum crystallography. This section can neither be 
an exhaustive review nor will it cover all possible areas of overlap and interest for QCr. It will
show the diversity of the field, not a unified picture, so that it will pave the way for 
discussions about the meaning and usefulness of QCr.
In the first three subsections, we will present the two traditional ways to conduct 
quantum crystallographic investigations, namely the completely theoretical approach 
(subsection^^2.1) and the completely experimental approach----the latter discussed both in 
terms of new technical and instrumental developments (subsection^^2.2) and in terms of the 
traditional experimental charge density methods (subsection^^2.3). We will afterwards 
illustrate techniques in the framework of both aspects of the original definition of quantum 
crystallography by introducing density-matrix-based and wavefunction-based refinement 
strategies (subsections^^2.4 and 2.5, respectively), quantum crystallographic techniques to 
refine crystal structures of biological macromolecules (subsection^^2.6) as well as the Kernel 
Energy Method (KEM, subsection^^2.7). We will conclude the overview of the methods of 
the original definition of QCr by discussing dynamic quantum crystallography (particularly 
the NoMoRe approach, subsection^^2.8) and the quantitative convergent-beam electron 
diffraction (QCBED) technique (subsection^^2.9). In subsection^^2.10, we will present 
techniques to derive information on chemical bonding from wavefunctions and electron 
densities. In the last five subsections, we will show how quantum crystallographic approaches
are already fundamental for many interesting applications in different fields, such as in crystal
engineering (subsection^^2.11), in the determination of magnetic properties 
(subsection^^2.12), in the study of molecular and extended solids (subsection^^2.13), in 
materials science (subsection^^2.14) and in crystal structure prediction (subsection^^2.15).
2.1._Theoretical quantum crystallography
Quantum mechanical methods are one of the main ingredients of QCr. We briefly 
discuss here the most important approximations involved and some of the available computer 
codes.
Any quantum mechanical method starts with an idealization of the atomic structure. 
Isolated molecules can be accurately represented by a set of atomic coordinates. Solids are 
typically represented as perfect, infinite crystals, defined by a unit cell and a lattice, under 
periodic boundary conditions. However, real crystals differ from this ideal situation, due to 
defects, impurities, surface relaxations, non-stoichiometry, and disorder. A strength of theory 
is that model systems can be simulated irrespective of their existence in nature, allowing the 
investigation of effects associated with different modifications on system properties.
The direct solution of the many-particle Schrödinger equation is an intractable task for
most systems of interest in QCr. Simplifying the electronic wavefunction to a single Slater 
determinant leads to the Hartree--Fock method.[59] The often severe deviation of the HF 
solution from the exact one is collectively termed as electron correlation. There are many so-
called post-HF methods,[59] which approximate electron correlation and yield accurate many-
electron wavefunctions, for example, configuration interaction and coupled cluster methods, 
as sketched in Figure^^2<figr2>. However, the additional accuracy comes at the price of 
steeply increasing computational cost.
An alternative route is DFT with the much simpler ground-state electron density
ρ(r )  as the main variable. The ground state energy E  of a system is a functional of
ρ (r ) ,[60] whose mathematical form is however unknown, thus requiring approximations. 
Kohn and Sham[61] (KS) proposed a scheme to make DFT calculations feasible by mapping 
the interacting system of electrons onto a non-interacting one that leads to the true density. 
The search for better DFT energy functionals is an active field of research (see, e.g., 
Ref.^^<litrsn><litr59>,^<litr62></litrsn>). The main categories of functionals are, in order of 
increasing complexity (see Figure^^2<xfigr2>): the Local Density Approximations (LDA),
[61,^63] the Generalized Gradient Approximation (GGA)[64,^65] and meta-GGAs.[66] These 
functionals depend upon the local values of ρ , ¿∇ ρ∨¿ , ∇2 ρ  and/or τ  (the 
kinetic energy density). It is interesting to note that these same quantities are also used in the 
topological analysis of the chemical bond (see section^^2.10). Hybrid functionals[67] 
additionally include a certain fraction of HF exchange. Unfortunately, there is not a single 
optimal DFT functional that works well for all cases and properties. Hence, compromises are 
necessary. We refer the reader to a recent paper[68] critically analyzing DFT functionals in 
terms of accuracy and addressing their differences for molecules and solids.
There are several computer codes for molecular and solid-state quantum mechanical 
simulations, for example, Quantum ESPRESSO,[69] Turbomole,[70] and WIEN2k,[62,^71] 
implementing three very different approaches (plane waves and pseudopotentials, Gaussian 
basis-sets, all-electron augmented plane waves). The variety of computer codes is very useful,
since each code has a different focus, but raises the issue of reproducibility of results obtained
by different codes. Recently, the calculated values for the equation of states were compared 
using 40^^different DFT method types showing that deviations between the accurate codes 
are smaller than those of experiments.[72] A comparison of charge densities obtained with 
different methods (DFT or HF-based) and different basis sets (plane waves, Gaussians) has 
been done in Ref.^^<litrsn><litr73></litrsn>. In summary, approximations make simulations 
feasible but need to be verified and improved if necessary. The combination of QM and 
diffraction/scattering experiments within QCr is certainly a promising route for future 
progress in this field. For example, there are numerous examples that demonstrate that 
experiments guided by QM are often the only way to an unambiguous atomic structure 
determination of low-dimensional systems.[74] As a further example, the usage of modern non-
local functionals coupled with molecular dynamics has allowed to interpret experimental 
results in molecular crystals at finite temperature.[75]
2.2._Development of experimental techniques and instruments
Outstanding data quality is required for performing a traditional multipole 
refinement[15] or an X-ray Wavefunction Refinement (XWR).[76] In addition to highest quality 
crystals, a high-end experimental setup is the key to extracting a meaningful crystallographic 
outcome.
Coupled to multilayer X-ray optics, high-brilliance microfocus sealed tubes[77] and 
rotating anode sources dramatically increase the available X-ray flux density in comparison to
conventional sealed tubes, a major benefit in the field of experimental charge density 
research. Data collection times can thereby be reduced from weeks to days/hours and weakly 
diffracting samples can now be studied more easily. Modern short-wavelength sources 
(Ag/In^Kα) extend the data resolution limit and minimize X-ray absorption and extinction. In 
parallel, large-scale facilities (synchrotrons) are becoming more widely accessible. Properties 
like the extraordinary X-ray flux and a tunable wavelength make them attractive, although 
"only a minor fraction of the published electron density literature" data is collected there.[78] 
This may seem surprising but is explained with the fact that there is no dedicated charge 
density beam line satisfying the special requirements to collect high-quality charge density 
data.[77]
Alongside source development, major accomplishments in the field of X-ray detection 
have been achieved. Today’s HPADs (Hybrid Pixel Array Detector) and CPADs (Charge 
Integrating Pixel Array Detector) are detectors based on Complementary Metal-Oxide-
Semiconductor (CMOS) technology and these are capable of fast shutterless data collection. 
This removes significant sources of errors such as read-out overhead, shutter jitter and 
goniometer repositioning inaccuracies. The HPAD technology is presently the standard 
technology at protein synchrotron end stations. Such detectors are known for their sensitivity, 
high speed, and dynamic range. However, HPADs do have limitations for charge density 
experiments. Strong low-resolution reflections, which contain the bonding electron density 
information, may suffer from count-rate saturation[79] and charge-sharing effects can lead to 
information loss.[78,^80,^81]
The appearance of X-ray Free Electron Laser (XFEL) facilities led to the development
of CPADs to overcome these limitations.[82] The high-frequency readout and mixed mode 
operation, combining the advantages of integration for strong signals with the photon 
counting approach for weak signals, recently became available for the home laboratory. 
Although CPADs have excellent count-rate linearity, they can suffer from pixel saturation, 
leading to missing reflections. Sophisticated data-scaling programs aid to ensure data 
