Abstract-This paper considers how to detect structural change in persistence between ( 
I. INTRODUCTION
While fixed parameter autoregressive models have a long history in time-series econometric modeling, there is growing evidence to suggest that the parameters of autoregressive models fitted to many economic and financial time-series are not fixed across time. Being able to correctly characterize a time series into its separate trend-stationary, and difference-stationary, (1) I components, should they exit, has important implications for effective model building and accurate forecasting in economics and finance. Recently, a number of testing procedures have suggested that aim to distinguish such behaviour. These include, inter alia, ratio tests (Kim [1] , Kim et al. [2] , Leybourne and Kim [3] , Harvey et al. [4] ), LBI test (Busetti and Taylor [5] , Leybourne and Taylor [6] ), CUSUM of squares-based tests (Leybourne et al [7] ). As a general discussion about ratio tests and LBI test, we refer the reader to Perron [8] . More recetly, Carvaliere and Taylor [9] have considered persistence change tests under the non-statioanry volatility innovation case, Sibberten and Kruse [10] have studied the long-range dependence innovation case. Hassler and Scheithauer [11] have applied ratio tests and LBI tests to detect change points from short to long memory. Since the multiple change point is also an important issue in change point analysis, Leybourne et al. [12] proposed a multiple change point detection procedure based on sequences of doubly-recursive implementations of regression-based unit root statistic of Elliott et al. [13] .
Most of the work in statistic and econometric literatures has concentrated on the case where innovations are Gaussian. In fact, debates related to persistence changes are important in context of the infinite variance sequences, which have many intriguing mathematical properties. Investigation of non-Gaussian cases has been partly driven by empirical evidence that financial time series can be very heavy-tailed. Guillaume et al. [14] and Anderson and Meerschaert [15] have argued that many types of data from economics and finance have the same character: a heavier tail than the normal variables, and it is more suitable to model these heavy-tailed data by some processes belonging to the domain of attraction of a stable law with stable index  , where the stable index can reflect the heaviness of the data. The variance of  stable processes is infinite when 2   . Examples of modeling of heavy-tailed data in finance and economics are given by Kokoszka and Wolf [16] ; in communication systems by Samorodnisky and Taqqu [17] . Such data sets are poorly described by a Gaussian model, but can be well described by a heavy-tailed distribution. There are now reliable computer programs to computer heavytailed densities, distribution functions and quintiles. For more details about this heavy-tailed with infinite-varaince sequence we refer the reader to Horvath and Kokoszka [18] , Rosadi [19] and Jin et al. [20] [21] 10 H , is that
H implies the level of the process is fixed pre-change-point, so that 10 H implies this behaviour post-change-point, the model is (1) with 1
closed subset of (0,1) .
III. TEST AND ESTIMATION PERSISTENCE CHANGE

A. Test for Persistence Changes
When innovations have finite variance, Leybourne and Taylor [6] have proposed ``modified ratio-based tests'' for the null hypothesis that is t y is a constant (0) I process against an (0) I -(1) I shift at some unknown point in the sample. These tests are constructed using the sequence of ratios . In discussing the properties of the ratio tests, Leybourne and Taylor [6] recommended that setting 0 m  in the modified tests, the choice delivers most of the available size improvements under a given scenario yet not sacrificing too much test power against persistence change processes.
Where the potential change point,   , is known the null of no persistence change is rejected for large values of ()    . In the more realistic case where   is unknown, Kim [1] and Busetti and Taylor [2] consider three statistics based on the sequence of statistics { ( ), }     . These are:
In each case, the null is rejected for large values of these statistic and the tests are consistent at rate precisely, 3 The result shows that the estimator   is robust even the innovations is infinite variance, and it plays an important role on subsampling procedures in Section IV.
IV. SUBSAMPLING PERSISTENCE CHANGE TESTS
In this Section, we consider the subsampling test and develop an approximation to the asymptotic distribution of ( ,0)   under null hypothesis. To describe the idea, we focus on model (1) and construct the steps as follows:
Step Step 2: Compute the estimator of innovations
tT    and
tT    , where
Step 3: Compute the centered estimator of innovations tT    .
Step 4: Set 
We will show that, in Theorem 3.1, the empirical distribution () b x  converges pointwise in probability to () Gx. 1 H , it is true that for every and 500 with the first 200 observations discarded to control for initial effects. As is typical we take the search set  to be [ H ):  in all the cases under consideration. Also, the standard deviation of the estimate is quite small in all the cases. We now report the empirical rejection frequencies of the tests against data generated by Model 1 and 2. We observe that for tables II-III, first of all, size distortions tend to be worse, ceteris paribus, for all tests in the case of de-mean and de-trend vis-à -vis de-mean data, echoing the findings of subsampling tests. the smaller stable index  is, the more(large) probability a series will contain `oscillations', and the easier the residuals have very different distributions before and after the change that could strongly affect the performance of test. Generally, as sample size T increase power values become higher and higher in each of the tests. Since our tests are consistent, power values will convergence to unity for all cases as T tends to infinity. The simulation evidence is intensely in favors of using our procedures to detect mean change point with heavy-tailed innovations.
VI. CONCLUDING REMARKS
In this article we have proposed the ratio-based tests for a change in persistence with heavy-tailed innovations. The test is based on the ratio of maximized (standardized) cumulative sums of squared sub-sample OLS residuals obtained from realizations of the process. Neither the direction of change nor the location of the change need be assumed know. We derive the null distribution that is a complicated function of Levy process, however, the asymptotic distribution is dependent on the unknown stable index  . To overcome the problem, we adopt an approach based on subsampling which is a variation on the subsampling methodology. Unlike the asymptotic test, the subsampling procedure does not require any knowledge of the often very complex asymptotic distribution. Numerical evidence suggests that our procedures work well in practice. As a by-product of our analysis we have also proposed estimators for the timing of the persistence change which appear to fair quite well in practice. In conclusion, the ratio tests based on subsampling constitutes a functional tool for detecting changes in persistence with heavy-tailed innovations.
