Abstract-Many problems in electromagnetic signal analysis exhibit dynamics on a wide range of time scales against nonstationary clutter and noise. We consider a problem in which the relevant time scales can range from nanoseconds to hours or days (12 or 13 orders of magnitude). We present a hybrid algorithm currently designed to capture the dynamic behavior at scales from nanoseconds to milliseconds (6 orders of magnitude) while remaining robust to clutter and noise. We draw from techniques of adaptive feature extraction, statistical machine learning, and discrete process modeling and present results on a simulated multimode problem. Our goals are to find a representation of the signal that allows us to identify which pulses were produced by a target emitter and to determine the operational mode of the target.
I. INTRODUCTION
We consider the problem of detecting nuclear proliferation activities using electromagnetic (EM) data. Like many problems in EM signal analysis, these data can exhibit dynamics on a wide range of time scales. In these problems, the data may be collected with a sampling interval on the scale of nanoseconds, while the activities of interest might last hours or days, a span of 12 to 13 orders of magnitude. Contrast this to problems in speech processing in which the audio recordings are typically collected with a sampling interval on the scale of hundreds of microseconds while the output of interest (words or conversations) is considered at a scale of hundreds of seconds, a span of 6 orders of magnitude.
These rich temporal characteristics can present challenges for standard modeling approaches, particularly in the presence of nonstationary noise and competing emissions. In this paper we use a simulated data set to demonstrate a hybrid algorithm designed to capture the dynamic behavior of a target emitter at time scales from nanoseconds to milliseconds while remaining robust to clutter and noise. We expect to extend this approach in a hierarchical fashion to identify activities of interest that last hours or days. We draw from techniques of adaptive feature extraction, statistical machine learning, and discrete process modeling to construct our hybrid algorithm.
In Section II we describe the characteristics of our simulated data sets, which include a target emitter operating in two modes in the presence of varying levels of noise and clutter. In Section III we define sliding windows across these data sets and use adaptive feature extraction to choose feature sets representing each window. We then apply classification algorithms to these feature sets to identify the windows in which the target emitter was on; we present these results in Section IV. The sequence of ON-OFF labels from this classification step is then used to identify the mode in which the target emitter was operating as described in Section V.
II. SIMULATED DATA SET
We consider simulated data consisting of a target emitter of chirped pulses that operates in two modes, A and B, as shown in Fig. 1 . We wish to identify these target pulses (marked in red in Fig. 1 ) in the presence of white noise (indicated in black) and a cluttered background of competing chirped pulse emitters (blue and cyan) and continuous wave (CW) communications signals (purple). We then want to determine the operational mode of the target emitter.
In both modes, our target emitter produces a train of three chirped pulses in a narrow frequency band. While the pulses are identical in both modes, we can distinguish Mode A from Mode B by the lengths of the time intervals between pulses within a train and between pulse trains, as indicated by the brackets in Fig. 1 .
In the analyses that follow, we consider two noise levels (low and high) for the white noise process, and two clutter scenarios ("no clutter" and "with clutter") for the CW clutter and competing emitter pulses. Table I outlines the parameters governing the noise and clutter components. We do not present results on the low noise, no clutter case since it is not reflective of realistic scenarios. In the clutter cases, the clutter pulses have amplitudes equal to or greater than the amplitudes of the target emitter pulses. Some of these clutter pulses are in the same frequency band as our target emitter, often overlapping the pulses from the target. Because these pulses are out of phase with our target emitter, the clutter is nonstationary with respect to our target.
These simulated data sets show dynamics on the level of nanoseconds (the raw time series) to hundreds of microseconds (the length of a single chirped pulse from the target emitter) to milliseconds (the length of a single pulse train). In the next section, we begin to scale up from nanoseconds to thousands of nanoseconds using adaptive feature extraction.
III. REPRESENTING THE DATA: ADAPTIVE FEATURE EXTRACTION
The sensitivity and robustness of automated methods for analyzing signals against cluttered, nonstationary backgrounds depends on the basis chosen to represent the data at the feature extraction stage. Orthogonal bases such as the Fourier basis or particular wavelet bases are often well suited for representing some components of the data but not others. For instance, the basis that best captures the CW clutter in the simulated data sets described above will not yield an efficient representation of the chirped pulses of the target emitter. We therefore explore formal approaches for combining bases into a nonorthogonal, redundant "dictionary" of elemental functions, called atoms. We then find compact representations of our data in this dictionary using matching pursuit [1] .
Research in the field of adaptive audio signal processing [2] shows how to construct approximations to a nonstationary audio signal using matching pursuit (MP) on a dictionary of chirping Gabor wavelets ("chirplets"). In our work we consider windows of 4,096 samples (one nanosecond/sample) and apply MP with a chirplet/Gabor/Fourier dictionary to represent the mixture of chirped target emissions, chirped clutter pulses, CW clutter, and white noise in the window. For each window, matching pursuit uses a greedy, iterative approach, described below, to identify a set of atoms from the dictionary to represent the data. Each atom consists of a vector of characteristics: frequency, chirp rate, time shift, and scale. Repeating this process for each window (with a window overlap of 2,048 samples), we produce a sequence of feature sets characterizing the record.
As mentioned above, matching pursuit is a greedy algorithm that iteratively decomposes a signal into atoms from the dictionary. At the first iteration, MP selects the atom with the largest inner product with the signal. The contribution of this atom is then subtracted from the signal, and the process is repeated on the residual. This continues until some predetermined stopping point (either number of atoms or size of the residual). Thus, unlike an orthogonal basis in which all feature vectors represent the same basis elements in the same order for every time window, the atoms selected by MP can differ from time window to time window, and the ordering can also be different. We therefore refer to these selected atoms as feature sets rather than feature vectors as we would if we were using an orthogonal basis. Note that the order of the atoms carries information about which atoms best fit the data at each iteration. This characteristic will come into play when we apply classification algorithms to the MP feature sets in the next section; see also [3] [4].
For comparison, we also consider an orthogonal basis, the short-time Fourier transform (STFT). In the next section we present results for these STFT feature vectors as well as for the MP feature sets in terms of classification accuracy.
IV. IDENTIFYING THE TARGET EMITTER:
STATIC CLASSIFICATION Given a feature vector or feature set for each time window, we want to identify the time windows that contain pulses from the target emitter and give these the label ON. The other time windows will be labeled OFF. To separate the Classification Accuracy (%) effects of the chosen classifier from the effects of the feature extraction technique, we used the WEKA data mining software [5] to apply a diverse collection of classification algorithms to both the short-time Fourier transform feature vectors and the matching pursuit feature sets. Fig. 2 shows the results on the three noise/clutter scenarios outlined in Table I . The dashed blue line at 66.67% shows the classification accuracy obtained by simply labeling every time window OFF. In the low noise case with clutter, the STFT feature vectors produce excellent classification results for all non-trivial classifiers (STFT2-11 in Table II ). In contrast, the STFT feature vectors fail in the two high noise cases. Even in the absence of clutter, no classifier operating on STFT feature vectors performs better than always guessing OFF.
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We contrast these results to those achieved with the MP feature sets. Before describing these results and the classification algorithms used to obtain them, we first recall that matching pursuit feature sets can have a different composition and ordering of atoms from time window to time window. As an example, nonstationary clutter can cause a different set of atoms to be selected depending on which clutter elements (competing chirped pulses or CW) are present in a particular window.
Because of this inconsistency from time window to time window, many standard classifiers, including most of those shown in the STFT results in Fig. 2 , cannot be applied to MP feature sets. One exception is the Ripper rule learning algorithm [6] , seen in STFT2 and MP1. We applied Ripper to the top 10 atoms returned by matching pursuit; these 10 atoms formed our feature set. The results shown in Fig. 2 demonstrate that matching pursuit features have much more classification power than the STFT features (78.92% accuracy vs. 63.05% on average in the no clutter case; 73.56% vs. 61.82% in the clutter case).
Examining the rules learned by Ripper, we noted that it was using the characteristics of individual atoms to determine whether the target emitter was active. That is, if any atom in the feature set matched the characteristics of a pulse from the target emitter, Ripper classified the record as ON. We hypothesized that by explicitly separating the classification process into two steps, first considering the characteristics of each atom individually, then combining the results, we might obtain better classification accuracy.
To test this hypothesis, we applied the following method. For each of the 10 atoms in the feature set, we used a decision tree to classify whether the target emitter was represented in that atom. We then combined these ten decision tree classifications with a simple OR; that is, if any decision tree returned the label ON, the entire time window was labeled ON. This process (MP2 in Fig. 2 ) produces a slight increase in average classification accuracy compared to Ripper (MP1) at the expense of greater variance.
Because the OR operator ignores the ordering of the atoms in the feature set (giving each one equal weight), and because we know that the ordering of the atoms carries information, we hypothesized that an algorithm that learned weights for combining the decision tree classifications of each atom would outperform the algorithm that used the OR operator. To test this hypothesis we modified MP2 as follows. Rather than using an OR to combine the classifications of the ten decision trees, we used the classifications as input to a logistic model tree [7] . This approach (MP3 in Fig. 2 ) produced significantly better results than direct application of the Ripper algorithm (MP1), with substantially smaller variance than was obtained using the simple OR (MP2). In the no clutter case the null hypothesis that the MP1 and MP3 means are equal can be rejected with p = 2.5 × 10 −6 ; in the clutter case, the null hypothesis can be rejected with p = 0.012.
These results demonstrate that matching pursuit feature sets . This is what we would expect to see if our classification of the feature sets from Section IV were perfect. Note that the pulse length is the same in both modes; as seen earlier in the spectrograms in Fig. 1 , only the between-pulse and between-train spacings change from Mode A to Mode B.
offer substantial improvement in classification accuracy over STFT features in low signal-to-noise environments, and that matching pursuit features can be useful in cluttered environments if the classification strategy treats them as feature sets rather than feature vectors.
V. DETERMINING THE OPERATIONAL MODE: DENSITY ESTIMATION
Taking the sequence of time-ordered ON/OFF labels from the classifier, we now want to identify whether the target emitter is operating in Mode A or Mode B. Recall that the labels have a sampling interval of 2,048 ns (the amount of overlap in our time windows as described in Section III). Our goal now is to label each pulse train with an A or a B according to the operational mode, where each pulse train contains three chirped pulses over 635 time windows. The time scale of the operational mode labels is therefore approximately 1 ms. Fig. 3 shows examples of sequences of labels from Mode A and Mode B that would be obtained from a perfect classifier and used as input for determining the operational mode.
We demonstrate our approach to identifying the operational mode in Fig. 4 . From top to bottom the figure shows clean labels (labels that would result from perfect classification of the feature sets), noisy labels (10% noise added to the clean labels), and the noisy labels smoothed with a median filter of window size 7. The left panels show sequences of labels like those seen in Fig. 3 . The right panels of Fig. 4 show the predicted labels (ON and OFF) as a function of sequence duration for ten pulse trains of each mode. Here a sequence means a run of consecutive ON (or consecutive OFF) labels.
In the clean label case (top panels of Fig. 4) , we can see that sequences from Mode A and Mode B lie in non-overlapping regions of this parameter space. In particular, we can see that each mode produces two clusters of the OFF labels, one corresponding to the interval between pulses, the other to the interval between pulse trains. (Recall that the pulses are the same length in both modes, so the clusters of ON labels are not useful for discrimination.) The test case of unknown mode (the red crosses in the figure) are perfectly supported by Mode A and have no overlap with Mode B.
In the noisy label case (middle panels), the two modes cannot be distinguished by sequence length. When the noisy labels are smoothed (bottom panels), we can see the clusters from the top panels along with other sequence lengths due to the noise. Again the test case is well supported by Mode A but not by Mode B.
These observations motivate the use of density estimation to differentiate the operational modes. We construct density estimates for each mode and use these conditional density estimates to compute the probability of observing a sequence of labels given the mode. We use a top hat kernel to construct our kernel density estimates. That is, we place a top hat density function at each data point and compute the sum of the density functions over the range of the data. From the density conditional on a given mode, we can obtain the likelihood (or log-likelihood) of a new sequence of labels.
For both the clean data in the top panels of Fig. 4 and the smoothed data in the bottom panels, the log-likelihood of the test data conditional on Mode A is greater than that conditional on Mode B, confirming what we see in the plot. Likewise, the log-likelihoods in the noisy case are approximately equal for both modes, meaning that we cannot distinguish between the two modes.
The noisy data are intended to approximate what might happen if our classifier from Section IV fails at random. However, we might expect some systematic error, such as if the classifier always returns the wrong label in the presence of a particular clutter pulse. In that situation we would need to explore other filtering methods in order to use this approach for determining the operational mode.
One natural approach is to use hidden Markov models (HMMs) to obtain the mode classification. HMMs have a long history in the speech recognition literature [8] and can be well suited for taking noisy sequences of discrete input labels (such as our ON and OFF labels) and assigning a discrete output label. However, a known difficulty with conventional HMMs is the way they model sequences of observations emitted by the same hidden state, such as the sequence of ON labels we expect from a pulse that lasts several time steps. In our simulation, a pulse has a duration of around 49 time windows. Thus, if the probability of staying in the pulse state is p, then the probability of seeing a pulse of a particular duration in a conventional first-order HMM has a geometric distribution, p 49 in this case. This distribution doesn't accurately capture the dynamics of our problem.
The problem of learning the structure of an HMM from data, especially from data with durations, is an open one; see, e.g., [9] . Based on the calculations illustrated in Fig. 4 , we propose a technique to learn the HMM geometry and sequence lengths from the data. The clusters of sequence lengths seen in the figure can define states of a Markov (not a hidden Markov) model. In future work, we will investigate extending this method to learn transitions between states, thus allowing us to learn the structure as well as the parameters of our models.
VI. CONCLUSIONS
In this paper we present a hybrid algorithm for processing cluttered, noisy, nonstationary data. Our simulated data sets demonstrate two key characteristics that we wish to address: dynamic behavior on more than one time scale, plus noise and clutter that might not generalize to future data sets. We employ robust methods to achieve competitive classification accuracy in this difficult environment, and describe a density estimation approach for classifying operational modes.
