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ABSTRACT
The Spatio-Temporal Crowd Flow Prediction (STCFP) problem is
a classical problem with plenty of prior research efforts that ben-
efit from traditional statistical learning and recent deep learning
approaches. While STCFP can refer to many real-world problems,
most existing studies focus on quite specific applications, such as
the prediction of taxi demand, ridesharing order, and so on. This
hinders the STCFP research as the approaches designed for different
applications are hardly comparable, and thus how an application-
driven approach can be generalized to other scenarios is unclear.
To fill in this gap, this paper makes two efforts: (i) we propose
an analytic framework, called STAnalytic, to qualitatively inves-
tigate STCFP approaches regarding their design considerations
on various spatial and temporal factors, aiming to make different
application-driven approaches comparable; (ii) we construct an
extensively large-scale STCFP benchmark datasets with four dif-
ferent scenarios (including ridesharing, bikesharing, metro, and
electrical vehicle charging) with up to hundreds of millions of flow
records, to quantitatively measure the generalizability of STCFP ap-
proaches. Furthermore, to elaborate the effectiveness of STAnalytic
in helping design generalizable STCFP approaches, we propose a
spatio-temporal meta-model, called STMeta, by integrating gener-
alizable temporal and spatial knowledge identified by STAnalytic.
We implement three variants of STMeta with different deep learn-
ing techniques. With the datasets, we demonstrate that STMeta
variants can outperform state-of-the-art STCFP approaches by 5%.
CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting; Ubiquitous and mobile computing design and evaluation
methods.
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1 INTRODUCTION
The Spatio-Temporal Crowd Flow Prediction (STCFP) prob-
lem refers to the problem that resides in a spectrum of urban pre-
dictive applications related to both spatial and temporal human
mobility dynamics, e.g., the predictions of taxi demand [42], metro
human flow [29], and electrical vehicle (EV) charging usage [1]. The
STCFP problems play a vital role in today’s smart city management
and organization, e.g., traffic monitoring and emergency response.
Traditionally, the STCFP problems are often formulated as a
time series prediction problem, where statistical methods such as
ARIMA (AutoRegressive Integrated Moving Average) [13, 31] are
widely used. In recent years, with the advance of machine learn-
ing, especially deep learning techniques, a variety of new efficient
models have been developed for the STCFP. Today, researchers
can be quickly overwhelmed by numerous STCFP related papers
that continuously emerge in top-tier computer science conferences
and journals [2, 10, 17, 19, 42]. However, most efforts focus on the
sophisticated application-specific model design and then test their
models on limited data of one or few specialized applications, e.g.,
ridesharing [10] or bikesharing [2, 35]. Although the proposed mod-
els can conceptually be applied to other STCFP scenarios, whether
the performance can still be as good as their specialized applica-
tions remains unclear. In other words, for researchers, it becomes
rather difficult to analyze whether an STCFP model can be quickly
generalized over various scenarios. Indeed, the generalizability is a
fundamental and key property of an STCFP model, and significantly
determines the potential impact scope (i.e., whether the model can
benefit other STCFP scenarios beyond the ones specified in the cur-
rent model). In this regard, it is highly urgent to require a general
analytic framework that can help investigate and compare differ-
ent application-driven STCFP models. Furthermore, the insights
derived from the analytic framework can help guide researchers
to justify the generalizability of these models, with respect to their
own STCFP applications.
To fill this research gap in the STCFP literature and attract more
researchers into this area to put forward its development, this paper
aims to make efforts from the following aspects:
(i) To make different application-driven STCFP approaches com-
parable, we propose an analytic framework, called STAnalytic, to
help investigate the STCFP approaches from their considered high-
level spatial and temporal factors. Particularly, STAnalytic maps an
STCFP model into a two-level hierarchical analysis process where
the first level is spatial and temporal perspective, and the second
level is knowledge and modeling perspective. Then, every STCFP
ar
X
iv
:2
00
9.
09
37
9v
1 
 [c
s.L
G]
  2
0 S
ep
 20
20
Conference’17, July 2017, Washington, DC, USA Leye Wang, Di Chai, Xuanzhe Liu, Liyue Chen, Kai Chen
model can be analyzed as two research questions: (1) “what effort
is done from temporal and/or spatial perspective?” ; and (2) “which
spatial/temporal knowledge is considered with which modeling tech-
niques?”. We will later demonstrate that the qualitative analysis can
provide useful insights about whether an STCFP model can be well
generalized to various scenarios even before we run quantitative
experiments over the model.
(ii) To alleviate the issue that today’s STCFP research studies
usually conduct experiments on certain specific applications and do
not justify the generalizability among various applications quantita-
tively, we build a set of large-scale STCFP benchmark datasets
including four scenarios, i.e., ridesharing, bikesharing, metro, and
electric vehicle charging. The datasets cover eight cities, where the
longest time duration spans four years and the largest number of
crowd flow records is more than 400 million. We have released this
dataset repository, and will maintain it by continuously adding new
crowd flow prediction datasets into the repository.1
To elaborate the effectiveness of STAnalytic in terms of helping
design generalizable STCFP models, we further propose a spatio-
temporal meta-model, called STMeta, based on the analysis re-
sults of the STCFP over state-of-the-art in literature [10, 17, 19, 42].
STMeta is a “model of model” (meta-model) which can flexibly and
efficiently integrate generalizable temporal and/or spatial knowl-
edge investigated by STAnalytic from literature. With state-of-the-
art deep learning techniques such as graph convolution [6] and
attention mechanisms [23], we implement three variants of STMeta.
The experiments with our datasets including four scenarios verify
that our STMeta variants are more generalizable than state-of-the-
art STCFP approaches designed for specific scenarios. Across all
the four scenarios, the best STMeta variant can reduce on average
5% of prediction error compared to the best existing approach [10].
To summarize, this paper makes the following contributions:
• We develop an analytic framework, namely STAnalytic, fol-
lowing which existing STCFP approaches can be qualita-
tively explored. To the best of our knowledge, this is one of
the first studies that propose such an analytic framework for
the STCFP problem.
• We build a new meta-model called STMeta based on the in-
sights derived from STAnalytic over state-of-the-art research
achievements [10, 17, 19, 42]. Based on the analysis insights,
STMeta can flexibly and efficiently take into accountmultiple
spatial and temporal knowledge for building a generalizable
STCFP model.
• We build a set of large-scale STCFP benchmark datasets. The
datasets cover four scenarios, eight cities, and up to hundreds
of millions of flow records for one scenario. The benchmark
results on the datasets verify that the models implemented
with STMeta outperform state-of-the-art approaches.
2 PROBLEM STATEMENT AND STATUS QUO
First, we formulate the Spatio-Temporal Crowd Flow Predic-
tion problem. Suppose that there are a set of n locations L =
{l1, l2, · · · , ln }, and for each li ∈ L, it has a historical series of
flow records from time slot 1 to the current slot k , denoted as
Fi = { fi1, fi2, · · · , fik }. Then, we want to predict the flow for each
1Please visit the code and data repository at https://uctb.github.io/UCTB/.
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Figure 1: STAnalytic: an analytic framework for STCFP.
li in the next time slot k + 1 to minimize,
error ( fˆi(k+1), fi(k+1)) ∀li ∈ L (1)
where fˆi(k+1) is the predicted flow of li in the next time slot k + 1,
and fi(k+1) is the ground truth; the error function may be RMSE
(root mean square error).
This STCFP problem is an abstraction of many real-world smart
city applications that are reported and studied in literature:
• Grid-based Ridesharing Demand Prediction [10]:With the pop-
ularity of ridesharing services, one fundamental problem is
to predict howmany ridesharing demands (transactions) will
emerge in every area of a city, which will help ridesharing
companies to schedule available drivers in advance. Usually,
a city will be first split into a set of equal-size grids (e.g.,
1km * 1km), and then one needs to predict the demand for
each grid in near future (e.g., next 30 minutes). Taking each
grid as a location, then the grid-based ridesharing demand
prediction is an STCFP problem.
• Station-based Bikesharing Demand Prediction [2]: Bikesharing
is another quickly developed service in many cities nowa-
days. One major type of bikesharing services builds a set of
fixed stations in a city and then users can borrow and return
bikes at any of those stations. As each station has a limited
number of docks to hold bikes, it is important to predict how
many users will borrow or return bikes in near future, so that
the bikesharing company can re-balance the distributions of
bikes in advance (e.g., by truck). Taking each bike station as
a location, the station-based bikesharing demand prediction
is thus an STCFP problem.
• Other Applications. In literature, a lot of other specific prob-
lems can also be converted to STCFP problems. Actually,
most of them can be categorized to grid-based or station-
based problems. For example, for taxi flow prediction, the
problem is often formulated same as ridesharing demand
and the grid size needs to be pre-defined [42]; for metro and
electric vehicle charging stations, their flow prediction prob-
lem formulations are similar to the station-based bikesharing
case [1, 29].
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3 STANALYTIC: AN ANALYTIC FRAMEWORK
As the STCFP problem can be formulated as a high-level abstraction
by capturing the commonality, it is ideal that a model designed for
one application can be quickly generalized to another. However,
the preceding mentioned efforts provide effective solutions for
very specific contexts and scenarios, and the generalizability is
hard to justify. In this section, we propose an analytic framework,
called STAnalytic, with which we aim to investigate and compare
different application-driven STCFP approaches and further justify
their generalizability.
3.1 Framework Overview
Our framework STAnalytic is illustrated in Figure 1. Overall, the
framework considers STCFP approaches from two distinct aspects:
temporal and spatial factors by answering three research questions.
RQ1: Does the approach consider temporal and/or spatial
factors in predicting crowd flow?
RQ2: What knowledge has been taken into building the
STCFP approach for temporal factors? For each considered
temporal knowledge, how does the approach model it?
RQ3: What knowledge has been taken into building the
STCFP approach for spatial factors? For each considered spa-
tial knowledge, how does the approach model it?
Regarding RQ1, the STCFP approaches based on traditional time-
series analysis techniques, such as autoregressive integrated mov-
ing average (ARIMA), consider only temporal factors [13, 14]. Other
studies leveraging more advanced temporal learning techniques,
such as long short-term memory (LSTM) [22], also belong to this
temporal-factor-only category. In comparison, more recent STCFP
approaches mostly consider both temporal and spatial factors ex-
plicitly into the model design, especially with state-of-the-art deep
learning techniques such as convolution networks [2, 42].
Regarding RQ2 and RQ3, it needs more efforts to answer for an
STCFP approach. To help answer RQ2 and RQ3, next subsection will
review and summarize common temporal and spatial factors that
have been considered in the STCFP literature. Then, when analyzing
a new STCFP approach, we can quickly check ‘whether the temporal
and spatial factors in consideration belong to our summarized ones’
and ‘whether there is new temporal or spatial knowledge beyond our
summarized ones’, so as to answer RQ2 and RQ3.
3.2 Revisiting Temporal and Spatial Factors
To help answer RQ2 and RQ3, we investigate the temporal and
spatial knowledge that has been well studied in literature.
1) RQ2: Temporal Knowledge Factors and Modeling
Modeling temporal factors has beenwell studied in STCFP, which
can be traced back to a very classical research area, time-series
analysis [14]. In general, most time series analysis techniques can
be applied into STCFP; for clarity, we just highlight some most
widely used temporal knowledge and its related techniques. The
most widely considered temporal knowledge includes temporal
closeness, daily periodicity, and weekly periodicity:
Temporal Closeness. One of the most intuitive ways to predict
future crowd flow is checking back the crowd flow of the recent
time slots, which is called closeness. In other words, for the models
considering closeness (in fact, almost all the models consider close-
ness), they would take the recent a few k time slots’ crowd flow as
input and then predicts the future.
In literature, many classical statistical methods have been pro-
posed to extract meaningful closeness patterns from the time-series
data. The most famous model is perhaps ARIMA [13]. In brief,
ARIMA models the crowd flow of a future slot as a linear combi-
nation of the flow of recent slots. As non-linear relations are hard
to find with ARIMA, recently researchers started using non-linear
models such as tree-based models (e.g., XGBoost [4]) and recurrent
neural networks (e.g., LSTM [11]). Note that, regardless of the mod-
eling techniques, if an approach takes recent a few time slots’ flow
as input, then its temporal consideration factor is closeness.
Daily Periodicity. As human activity has high regularity, the
crowd flow dynamics, whatever the specific application, also often
has obvious patterns. The daily periodicity is one among the most
significant patterns. For example, in workdays around 8:00 a.m.,
people get out of home and go toworkplaces, leading to themorning
rush hours when many types of crowd flow (metro, taxis, buses,
etc.) will go from residence area to the working area. In general, if
a model considers daily periodicity, it will put the crowd flow of
previous days at the same time (e.g., the same hour) into the input.
To model the daily periodicity, the seasonal component can be
added to ARIMA [31]. Another widely used method is selecting the
historical crowd flow at the same daily time slot during last a few
days into the input, and then use non-linear models to extract daily
patterns [42].
Weekly Periodicity. Similar to daily periodicity, the crowd
flow of certain scenarios may also follow weekly periodicity. As
an example, the Saturday’s crowd flow will usually be much more
similar to last Saturday instead of Friday.
In practice, the difference of modeling weekly periodicity com-
pared to daily periodicity is the temporal lags. For example, suppose
we want to predict the crowd flow of ‘8:00-8:30 a.m. Oct. 15’. By
considering daily periodicity, we take the crowd flow of ‘8:00-8:30
a.m. Oct. 14’ as input; in comparison, by considering weekly period-
icity, we take that of ‘8:00-8:30 a.m. Oct. 8’ as input. Apart from the
different-lag inputs, the modeling techniques are almost the same
for weekly and daily periodicity, such as seasonal ARIMA [32].
2) RQ3: Spatial Knowledge Factors and Modeling
Compared to temporal knowledge modeling, spatial knowledge
modeling recently attracts more interests from researchers as it is
more complicated and heterogeneous. For different scenarios, the
spatial knowledge may also be different from each other.
Geographic Proximity. To model geographic proximity, one
widely used method is: for a target location, firstly select the time-
series crowd flow data in near locations into the input, and then
leverage methods such as K nearest neighbors to aggregate near
locations’ knowledge. More recently, convolution neural networks
(CNN) have been widely used to extract the geographic proximity
patterns, especially for grid-based crowd flow problems [42]. CNN
is good at this because it learns a small m*n parameter matrix (e.g.,
3*3 or 5*5) that can well aggregate a (grid) location’s data together
with its nearby (grid) locations. As CNN can be stacked to a very
deep structure (e.g., by ResNet [42]), then the geographic proximity
pattern can be extracted at different levels.
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Table 1: Analysis of representative STCFP approaches with STAnalytic.
Model Name RQ2: Temporal Knowledge RQ3: Spaital Knowledge Technique
Temporal Only
Hamed et al. 1995 — closeness — ARIMA
Williams et al. 1998 — closeness, daily periodicity — Seasonal ARIMA
Williams et al. 2003 — closeness, weekly periodicity — Seasonal ARIMA
Temporal & Spatial
Zhang et al. 2017 ST-ResNet closeness, daily & weekly periodicity proximity Residual CNN (only for grids)
Liang et al. 2018 GeoMAN closeness functionality LSTM + Attention (one station, one model)
Li et al. 2018 DCRNN closeness proximity GRU + Diffusion Convolution
Geng et al. 2019 ST-MGCN closeness, daily & weekly periodicity proximity, functionality, connectivity GRU + Graph Convolution
Location Functionality. Functionality is one fundamental char-
acter of a location. For example, some locations are residence area,
some locations are shopping area, and others are industry area.
Apparently, these characteristics, if obtained, can greatly improve
our understanding of these locations’ crowd flow patterns [41].
In practice, one of the most widely used data sources to charac-
terize the functionality of a location is points-of-interests (POIs)
[10] and/or their related social media open check-ins [26, 34]. For
example, the number or the distribution of different types of POIs
are often used as a spatial feature vector for a location in litera-
ture [12, 19]. With such feature vectors, different modeling methods
can be leveraged to extract the hidden patterns about the location
functionality that are related to the crowd flow [38]. Note that, if
we have a large amount of historical data among many locations,
it is probable that we can directly infer the location functionality
from its historical crowd flow records, so some existing studies also
develop methods to use crowd flow pattern or similarity to describe
location functionality [3, 7, 26].
Inter-Location Relationship. In real-world applications, there
are many types of spatial relationships between different locations
which may indicate the the crowd flow patterns. For example, in
traffic volume prediction, the locations connected by the samemajor
city road (e.g., circle road in Beijing) will probably have related flow
patterns; in metro station flow prediction, the stations in the same
metro line may also hold certain correlations in the flow patterns.
To model such diverse inter-location relationships, a natural way
is to build a graph to link locations with certain relationships. That
is, we see each location as a graph node, and then link two location
nodes with an edge if they have some relationship (e.g., connected
by the same road). Recently, graph convolution techniques have
become very powerful tools to extract hidden spatial knowledge
from such constructed inter-location relation graphs [2, 10].
It is worth noting that, the aforementioned geographic proximity
and location functionality can also be seen as special instances
of inter-location relationship. For geographic proximity, nearby
locations can be linked in the graph; for location functionality, the
locations with similar functionality (e.g., similar POI distribution or
check-in activities) can also be connected with each other [10]. This
indicates that inter-location relationship is promising to be generalized
for various spatial knowledge for crowd flow prediction.
3.3 Analyzing Existing Approaches
With the preceding issues, now we summarize representative re-
search studies on STCFP with STAnalytic. Since in recent years
we have witnessed numerous STCFP efforts, we cannot enumerate
all of them due to the page limit. We thus select some representa-
tive studies from both classical statistical learning and new deep
learning methodologies to give an overview.
Regarding RQ1, we select two main streams of crowd flow pre-
diction studies to analyze with STAnalytic. The first stream only
considers the temporal factors with classical statistical methods
such as ARIMA; the second stream leverages the deep learning tech-
niques with both temporal and spatial knowledge in consideration.
As shown in Table 1, the first stream of works is much older,
including Hamed et al. 1995 [13], Williams et al. 1998 [31], and
Williams et al. 2003 [32]. All of them take the crowd flow prediction
problem as time-series data analysis and thus solve the problem
with ARIMAmethods. The results from [31, 32] reveal that the daily
and weekly periodicity widely exists and thus it is important to
consider them in the temporal factors of the crowd flow prediction.
For the second stream of works, we list the representatives in-
cluding Zhang et al. 2017 [42], Liang et al. 2018 [19], Li et al. 2018
[17], and Geng et al. 2019 [10]. All of these studies apply deep
learning techniques into STCFP with both temporal and spatial
knowledge in consideration. Note that their modeling techniques
are distinct from each other (see ‘modeling technique’ in Table 1),
thus not directly comparable from the technique perspective. How-
ever, with STAnalytic, we put more focus on analyzing which types
of temporal and spatial knowledge are taken into consideration,
and then these studies are clearly comparable as follows:
• From temporal knowledge (RQ2), Zhang et al. 2017 [42] and
Geng et al. 2019 [10] consider both closeness and daily/weekly
periodicity, while others only consider the closeness.
• From spatial knowledge (RQ3),Geng et al. 2019 [10] considers
multiple factors including proximity, functionality and road
connectivity. In comparison, other studies only consider one
spatial knowledge of proximity or functionality.
Based on the above comparison, among these approaches inves-
tigated by STAnalytic, we can infer that Geng et al. 2019 (ST-MGCN)
[10] is probably more generalizable over various scenarios, as it con-
siders more temporal and spatial factors which have been verified
effective in literature. That is, the more knowledge, the better pre-
diction. Later in Section 5, we will implement these approaches
and quantitatively compare them with large-scale STCFP datasets
covering various scenarios to check whether this claim stands.2
2Liang et al. 2018 (GeoMAN) [19] learns one distinct deep model for each location,
which is very time-consuming (other approaches learn one model for all the locations).
So we did not have enough time to test it on our datasets.
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4 STMETA: A META-MODEL
To show the effect of STAnalytic in further guiding the design of
generalizable STCFP approaches, we propose a meta-model called
STMeta, which can consider multiple generalizable spatial and tem-
poral knowledge identified by STAnalytic from literature.
4.1 Design Principles
Before describing the details of STMeta, we first illustrate the key
design consideration of STMeta from two aspects:
(1) From the modeling perspective, we aim to fully leverage the
state-of-the-art deep learning techniques, which can extract latent
features and representations very effectively, especially when we
can collect a large amount of historical crowd flow data with ad-
vanced IT infrastructures nowadays.
(2) From the spatio-temporal knowledge perspective, we attempt to
consider the representative and generalizable knowledge captured by
STAnalytic, so that the knowledge that has already been validated
from literature can contribute to our model.
Note that STMeta is a ‘meta-model’ of model: many components
of STMeta are not restricted to specific types of learning techniques,
but can be implemented by alternative techniques that suit the
modeling purpose. Next we will describe the details of STMeta.
4.2 Meta-Model Details
The overview of STMeta is in Figure 2. The key components in
STMeta include the spatio-temporal modeling, temporal aggregation,
and spatial aggregation units. We illustrate them as follows.
Spatio-Temporal Modeling
The spatio-temporal modeling part of STMeta includes two key
steps. First, we decide which input format is suitable for the tem-
poral and/or spatial knowledge. Second, we need some modeling
techniques to extract useful patterns from the temporal and/or
spatial knowledge inputs.
To consider the temporal knowledge including closeness, daily
periodicity, and weekly periodicity, our model has constructedmul-
tiple time-series data regarding different temporal knowledge as
the input. Particularly, for closeness, the time-series consists of the
crowd flow data in recent time slots; for daily (or weekly) periodic-
ity, the time-series includes the crowd flow data in the same time
slot of last a few days (or the same weekday-time slot in last a few
weeks). The use this input format because it is flexible and can be
generalized to other cases. For example, if certain crowd flow has bi-
weekly/monthly/yearly periodicity patterns, it is easy to implement
them into STMeta by adding a corresponding time-series.
To consider spatial knowledge, we adopt the inter-location
relationship graph as the input because of its generality [2, 10]
(Details in ‘Inter-Location Relationship’ of last section). Then, for
specific STCFP scenarios, researchers can build the suitable inter-
location relations graphs, e.g., proximity and functionality, to en-
code the useful spatial knowledge.
Given the temporal and spatial inputs, the key component of our
model is the spatio-temporal unit that can simultaneously take
the time-series data (temporal knowledge) and the graph structure
(spatial knowledge) into account. Recent deep learning research
has developed some techniques such as graph convolutional long
short-term memory (GCLSTM) [2] and diffusion convolutional gated
recurrent unit (DCGRU) [17].
(1) GCLSTM: Graph convolution works on a graph G = (V ,A)
where V is the vertices and A is the adjacency matrix. Let L =
I − D−1/2 ∗ A ∗ D−1/2 be the normalized Laplace matrix, where
Dii =
∑
j Ai, j is the diagonal degree matrix. The graph convo-
lution can be computed by Chebyshev approximation [6] : X ′ =∑K
k=0Tk (L) ∗ X ∗ θk whereTk (L) is the k-th Chebyshev polynomial
and θk is a parameter matrix. To implement GCLSTM, we modify
the input Xt and the hidden state ht−1 of the LSTM unit to a graph
convoluted version:
X ′t =
K∑
k=0
Tk (L) ∗ Xt ∗ θk , h′t−1 =
K∑
k=0
Tk (L) ∗ ht−1 ∗ θk (2)
The graph convolution part in GCLSTM can consider the spatial
information while the LSTM part can take temporal information.
(2) DCGRU : From the design concept, DCGRU is very similar to
GCLSTM. That is, DCGRU also re-designs the recurrent neural unit
by considering node relations in a graph. The difference is that it
uses GRU instead of LSTM, and also replaces the graph convolution
operation with the diffusion convolution one.
Spatial and Temporal Knowledge Aggregation
As shown in Figure 2, after the spatio-temporal modeling unit,
STMeta will first conduct temporal aggregation to integrate multi-
temporal knowledge, and then spatial aggregation to merge multi-
spatial knowledge. Similar to the spatio-temporal model unit, there
are many candidate deep learning techniques that can be used for
temporal and spatial aggregation.
(1) Graph Attention Layer. After firstly introduced by Google
[23], the attention mechanism has quickly been popular in deep
network structure design. One of its main usages is to aggregate
multiple features into an integrated one by learning weights for
each feature. Particularly, we introduce a method of using graph
attention layer (GAL) [24] to merge multiple features. The input
of GAL is a set of node features h = [h1,h2, ...,hN ], hi ∈ RF , each
node being the feature learned from one specific temporal or spatial
knowledge (e.g., for three temporal features as closeness, daily and
weekly periodicity, h has three elements). We first conduct linear
transform parametrized by a shared weight matrixW ∈ RF ,F ′ , and
then perform self-attention on each node using a shared attention
parameter a ∈ R2F ′ :
ei, j = a · [hi ·W ;hj ·W ] (3)
where ei, j represents the importance of hj to hi . To make the at-
tention coefficient comparable, we normalize them using softmax:
αi, j = so f tmax j (ei, j ) (4)
The output of GAL at hi can then be represented as
h′i = σ (
∑
j
αi, j ∗ (hj ·W )) (5)
where σ is the activation function and we use leaky RELU [24]. To
make the self-attention process more robust, we add the multi-head
mechanism into the model [23] (M is the number of multi-head):
h′i =
1
M
M∑
m=1
σ (
∑
j
αmi, j ∗ (hj ·Wm )) (6)
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As each node has its own feature after GAL, we then use an average
pooling layer to aggregate h′i into a feature vector:
h¯ = AveraдePoolinд(h′i ) (7)
where h¯ is the final GAL aggregated feature representation from a
set of features h.
(2) Concatenation with Dense Layer. Another widely used tech-
nique in deep learning to combine multiple features is the con-
catenation. Then, dense layers can be applied on the concatenated
features so as to extract useful representations for the target task:
hˆ = Dense([h1;h2; ...;hN ]) (8)
For the temporal or spatial aggregation unit in Figure 2, either
of the above two techniques can be selected in implementation.
Combing Together
With the spatio-temporal modeling unit and the temporal and
spatial aggregation unit, we can then implement concrete STCFP ap-
proaches following STMeta. Particularly, after spatial aggregation,
we can simply stack several dense network layers on the aggregated
spatio-temporal representations to predict the future crowd flow.
TMeta: Considering Only Temporal Factors
It is worth noting that, following the design principle of STMeta,
we can have a simplified version by considering only temporal
factors, called TMeta (Figure 3). The temporal modeling unit can
be implemented by LSTM [11] or GRU [5]. Later in the benchmark
experiments, we will also check how TMeta performs so as to
investigate how much improvement can be brought in practice by
encoding spatial knowledge.
5 BENCHMARK EXPERIMENT
In this section, we evaluate STMeta and a number of state-of-the-art
STCFP methods with eight large-scale benchmark datasets in four
scenarios. We first introduce the datasets, experiment settings, and
then illustrate the results.
5.1 Benchmark Datasets
Eight datasets are used in the experiment, covering four scenarios
including bikesharing demand, ridesharing order, metro flow and
electric vehicle charging station usage. The city area and the loca-
tions for each dataset is shown in Figure 4. The dataset statistics are
listed in Table 2. The length of time slot has three different settings,
15/30/60 minutes. Our task is to predict the flow at the next time
slot (next 15/30/60 minutes).
5.1.1 Bikesharing. The bikesharing datasets are collected from U.S.
open data portals including New York City, Chicago and DC3. The
dataset time span for all the three cities are more than four years.
The total number of historical flow records is around 49 million, 13
million, and 14 million in NYC, Chicago, and DC, respectively, and
each record contains the start station, start time, stop station, stop
3NYC bikesharing data: https://www.citibikenyc.com/system-data
Chicago bikesharing data: https://www.divvybikes.com/system-data
DC bikesharing data: https://www.capitalbikeshare.com/system-data
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(a) Bikesharing: New York (b) Bikesharing: Chicago (c) Bikesharing: D.C. (d) Ridesharing: Xi’an
(e) Ridesharing: Chengdu (f) Metro: Shanghai (g) Metro: Chongqing (h) EV Charging: Beijing
Figure 4: Visualization of each dataset. For ridesharing, a point is the center of a grid; for others, a point is a station.
time, etc. We predict the number of bikesharing demands in each
station (i.e., the number of bike borrowers) .
5.1.2 Ridesharing. The ridesharing order datasets are collected
from DiDi’s open research collaboration project, including Chinese
cities of Xi’an and Chengdu. The time span is two months, and the
total number of the historical ridesharing orders is around 6 and
8 million for Xi’an and Chengdu, respectively. The order records
contain start location, start time, end location and end time. The
location information has longitude and latitude.We divide the cities’
area into 16 ∗ 16 grids with size of 0.5km ∗ 0.5km for each grid, then
we predict the number of taxi orders in each grid.
5.1.3 Metro. The metro datasets are collected from Shanghai and
Chongqing. For Shanghai, the time span is three months with
around 333 million records; for Chongqing, the time span is one
year with around 409 million records. Each metro trip record has
the check-in time, check-in station, check-out time, and check-out
station. We target at predicting the check-in flow amount for all
the metro stations.
5.1.4 Electrical Vehicle (EV). The EV charging station usage dataset
is collected from Beijing in forms of stations’ occupation at different
time slots, i.e., number of available and occupied docks. The holder
of the stations is one of the largest EV charging station companies
in China. The dataset time span is six months and the total number
of EV charging station usage records is more than one million. We
predict the number of docks in use for each station as this is a
demand indicator of the EV charging stations.
5.2 Experiment Settings
5.2.1 Train/Validation/Test Split. We choose the last 10% duration
in each dataset as test data, the 10% data before the test for validation.
The prediction granularity is set to three settings including 15, 30,
and 60 minutes for all datasets.
5.2.2 Training Stopping Criteria. In training, as different datasets
and methods need varying number of epochs for convergence,
we thus leverage t-test for the training stopping criteria instead
of setting a fixed number of epochs. Particularly, we divide the
validation loss of recent epochs (the number of recent epochs is
called early stop patience) into two halves. For example, if the early
stop patience is 100, then the two halves are last 1-50 epochs and
last 51-100 epochs. Then, we perform the independent sample t-
test on the validation losses of the two halves. When the p-value
is smaller than a threshold (we set it to 0.1), the validation losses
of the two halves are statistically different, and thus we continue
training. The setting of early stop patience is critical, as a small
value may stop training too early when the model is still unstable,
while a large value may let early stop become useless and lead to
overfitting. With trial-and-error, the early stop patience values of
the bikesharing, ridesharing, metro, and EV datasets are set to 200,
1000, 400, and 400, respectively, in our experiments.
5.2.3 Spatio-Temporal Factors in Consideration. Following the anal-
ysis results of the literature in Section 3.2, we consider the following
spatio-temporal knowledge in our experiments.
Temporal: We consider temporal closeness, daily, and weekly
periodicity in our experiments. To consider each temporal factor in
STMeta, we build a corresponding time-series data.
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Table 2: Dataset statistics
Bikesharing Ridesharing Metro EV
NYC Chicago DC Xi’an Chengdu Shanghai Chongqing Beijing
Time span 2013.07-2017.09 2013.07-2017.09 2013.07-2017.09 2016.10-2016.11 2016.10-2016.11 2016.07-2016.09 2016.08-2017.07 2018.03-2018.08
#Records 49,100,694 13,130,969 13,763,675 5,922,961 8,439,537 333,149,034 409,277,117 1,272,961
#Locations 820 585 532 256 256 288 113 629
Table 3: Inter-location relationship graph thresholds
Bikesharing Ridesharing Metro EV
Proximity (meter) 1,000 7,500 5,000 1,000
Functionality (correlation) 0 0.65 0.35 0.1
Interaction (#rec./month) 40 30 — —
Spatial: For all the datasets, we consider the spatial information
including proximity and functionality. For proximity, we build a
graph by linking locations whose distance is smaller than a thresh-
old. For functionality, we use the Pearson correlation of the histori-
cal crowd flow between two locations to indicate their functionality
similarity, and link locations with a large correlation. For rideshar-
ing and bikesharing cases, we also build an interaction graph by
linking the two locations with frequent interactions (many users
go from one location to anther) [2]; for metro, we construct a same-
line graph by linking the stations in the same line together. The
thresholds for building the graphs are shown in Table 3. We select
these thresholds so that the average number of connections for
each node is around 20–30% of the total number of nodes, which
performs well in our experiments.
5.2.4 STMeta Implementations. As shown in Table 4, we imple-
ment three variants of STMeta by changing the techniques used in
spatio-temporal modeling and aggregation units (see Section 4.2).
We also implement TMeta (only temporal factors) with LSTM [11].
5.2.5 Benchmark Approaches. We implement a number of bench-
mark approaches in literature. These approaches fall in two types,
the first only considers the temporal factors and the second consid-
ers both temporal and spatial factors.
Approaches with only temporal factors:
• HM: Historical Mean predicts the crowd flow at a certain
time slot according to the mean value of the historical record.
Our implemented HM averages not only recent time slots
(closeness), but also the historical records in the same time of
last day (daily periodicity) and last week (weekly periodicity),
thus considering multiple temporal factors.
• ARIMA [32]: ARIMA is a widely used time series prediction
model, which mainly considers the temporal closeness.
• GBRT [18]: GBRT (Gradient Boosted Regression Trees) can
be applied to predict the crowd flow for each location using
the previous flows as features. Our GBRT implementation
uses historical flow data as features, not only from recent
time slots, but also from last day and last week. Hence, GBRT
considers multiple temporal factors.
• XGBoost [4]: Similar to GBRT, XGBoost is another widely
used tree based machine learning model.
Table 4: STMeta and TMeta implementations. (ST-Unit:
Spatio-Temporal Unit; TA-Unit: Temporal AggregationUnit;
SA-Unit: Spatial Aggregation Unit)
ST Unit TA Unit SA Unit
STMeta-GCLSTM-GAL GCLSTM GAL GAL
STMeta-GCLSTM-CON GCLSTM Concat.&Dense GAL
STMeta-DCGRU-GAL DCGRU GAL GAL
TMeta-LSTM-GAL LSTM GAL —
• LSTM [22]: LSTM neural network can take the recent time-
slot crowd flow data as inputs (closeness) and predict the
future flow.
Approaches with both temporal and spatial factors:
• ST-ResNet [42]: ST-ResNet leverages residual convolution
networks to consider spatial proximity and also considers
temporal closeness, daily and weekly periodicity simulta-
neously. Note that ST-ResNet can only work for grid-based
crowd flow prediction (ridesharing scenarios).
• DCRNN [17]: DCRNN is one of the state-of-art deep graph
models for spatio-temporal prediction. It combines diffusion
convolution and recurrent networks for capturing spatio-
temporal features. The original DCRNN model only consid-
ers the temporal closeness and the spatial proximity graph.
• ST-MGCN [10]: ST-MGCN is a recent work capturing mul-
tiple spatial relations with graph convolutions. It also con-
siders temporal factors with closeness, daily and weekly
periodicity. However, not like STMeta, ST-MGCN directly
concatenates the inputs regarding different temporal factors
into one time-series data.
5.3 Experiment Results
5.3.1 Metric. We use RMSE (root mean square error) to measure
the prediction error. As we target at evaluating the generalizability
of various methods in multiple datasets, we compute an aggregation
score to indicate the overall performance of an approach x ∈ X (X
is the set of all approaches) among all the datasets D:
AvдNRMSEx = averaдed ∈D (
RMSEx,d
minx ′∈X(RMSEx ′,d )
) (9)
where RMSEx,d is the RMSE of approach x in the dataset d . The
meaning of the score is the average of the normalized RMSE (nor-
malized by the smallest RMSE for every datasetd). Then, the smaller
the score is, the better the approach performs. Ideally, if an approach
can perform the best among all the datasets, then its AvgNRMSE
would be 1.
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Table 5: 60-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with ‘*’. (TC:
Temporal Closeness; TM: Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors)
Bikesharing Ridesharing Metro EV Overall
NYC Chicago DC Xi’an Chengdu Shanghai Chongqing Beijing AvgNRMSE WstNRMSE
Temporal
ARIMA (TC) 5.609 3.835 3.604 9.474 12.526 792.15 578.18 0.982 2.586 6.234
LSTM (TC) 4.556 3.370 2.915 7.399 10.113 368.84 196.17 1.585 1.629 2.441
HM (TM) 3.992 2.976 2.631 6.186 7.354 197.97 120.30 1.016 1.169 1.310
XGBoost (TM) 4.124 2.925 2.656 6.733 7.738 185.00 117.05 0.833 1.149 1.262
GBRT (TM) 3.999 2.842 2.617 6.446 7.588 186.74 113.92 0.828 1.126 1.236
TMeta-LSTM-GAL (TM) 3.784 2.790 2.547 5.814 7.048 182.28 97.50 0.833 1.063 1.206
Temporal & Spatial
DCRNN (TC+SP) 4.186 3.277 3.086 8.202 11.505 326.97 122.31 0.988 1.437 2.164
ST-ResNet (TM+SP) — — — 6.084 7.146 — — — — —
ST-MGCN (TM+SM) 3.723 2.883 2.485 5.874 7.032* 181.55 118.86 0.827 1.090 1.282
STMeta-GCLSTM-GAL (TM+SM) 3.504 2.655* 2.425 5.891 7.062 151.11* 92.74* 0.815* 1.007* 1.024*
STMeta-GCLSTM-CON (TM+SM) 3.438* 2.663 2.411 5.755* 7.097 158.21 98.86 0.821 1.017 1.066
STMeta-DCGRU-GAL (TM+SM) 3.478 2.661 2.388* 5.955 7.043 156.58 101.78 0.815* 1.022 1.097
Table 6: 30-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with ‘*’. (TC:
Temporal Closeness; TM: Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors)
Bikesharing Ridesharing Metro EV Overall
NYC Chicago DC Xi’an Chengdu Shanghai Chongqing Beijing AvgNRMSE WstNRMSE
Temporal
ARIMA (TC) 3.178 2.428 2.228 5.035 6.618 212.01 180.53 0.755 1.758 3.687
LSTM (TC) 3.018 2.493 2.212 4.950 6.444 195.60 104.61 0.755 1.524 2.596
HM (TM) 2.686 2.230 1.956 4.239 4.851 108.59 74.55 0.864 1.206 1.523
XGBoost (TM) 2.704 2.376 1.956 4.172 4.915 81.82 69.50 0.686 1.125 1.420
GBRT (TM) 2.682 2.355 1.928 4.135 4.873 83.94 72.99 0.689 1.131 1.491
TMeta-LSTM-GAL (TM) 2.511 2.133* 1.927 3.847 4.678 85.19 53.18 0.686 1.045 1.130
Temporal & Spatial
DCRNN (TC+SP) 2.618 2.246 2.118 4.529 6.258 116.15 65.72 0.757 1.232 1.541
ST-ResNet (TM+SP) — — — 3.903 4.673 — — — — —
ST-MGCN (TM+SM) 2.513 2.177 1.903 3.886 4.732 88.76 50.96 0.691 1.050 1.178
STMeta-GCLSTM-GAL (TM+SM) 2.410* 2.170 1.856 3.808 4.650 75.36* 49.47 0.670 1.006* 1.017*
STMeta-GCLSTM-CON (TM+SM) 2.411 2.133* 1.859 3.772* 4.613* 80.69 50.01 0.667* 1.012 1.071
STMeta-DCGRU-GAL (TM+SM) 2.411 2.182 1.852* 3.833 4.635 77.49 48.96* 0.670 1.010 1.028
Similarly, we also propose the an aggregation score which quan-
tifies the worst performance of a method under various datasets:
WstNRMSEx =maxd ∈D (
RMSEx,d
minx ′∈X(RMSEx ′,d )
) (10)
If a method is generalizable, itsWstNRMSE should be close to 1, i.e.,
in the worst dataset, its performance is still near the best one.
5.4 Experiment Results
Table 5/6/7 shows our evaluation results for 60/30/15-minute time
slot. For each approach, we mark in the bracket that which temporal
and/or spatial factors are considered following STAnalytic. The best
two results for each dataset are highlighted in bold.
5.4.1 Knowledge Impact on Prediction. First, we analyze the results
to see how the considered knowledge will impact the prediction
results. From the overall results, we can observe that the best se-
ries of approaches regarding knowledge is the ones that consider
the most parts of the knowledge, i.e., the approaches marked as
‘TM+SM’ (multi-temporal and multi-spatial factors). This in fact
supports the hypothesis that we have made when we analyze the
existing research approaches with the STAnalytic (Section 3.3), i.e.,
the more knowledge, the better prediction.
(i) Temporal Knowledge
Particularly, when focusing on the ‘temporal’ approaches, we
can also see this trend, i.e., considering more temporal knowl-
edge will always improve the performance significantly. For
example, in 60-minute prediction (Table 5), the worst ‘TM’ method
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Table 7: 15-minute prediction error. The best two results are highlighted in bold, and the top one result is marked with ‘*’.
EV dataset is collected in a 30-minute frequency, so we do not have its results for 15-minute. (TC: Temporal Closeness; TM:
Multi-Temporal Factors; SP: Spatial Proximity; SM: Multi-Spatial Factors)
.
Bikesharing Ridesharing Metro Overall
NYC Chicago DC Xi’an Chengdu Shanghai Chongqing AvgNRMSE WstNRMSE
Temporal
ARIMA (TC) 1.874 1.784 1.689 3.088 3.948 83.54 67.11 1.418 2.138
LSTM (TC) 1.989 1.802 1.678 3.051 3.888 80.40 55.37 1.360 1.964
HM (TM) 1.892 1.668 1.555 2.828 3.347 49.75 45.26 1.139 1.442
XGBoost (TM) 1.712 1.672 1.559 2.799 3.430 47.89 35.70 1.076 1.170
GBRT (TM) 1.708 1.667 1.552 2.775 3.363 44.55 33.29 1.048 1.088
TMeta-LSTM-GAL (TM) 1.818 1.623 1.540 2.917 3.286 45.88 33.34 1.061 1.121
Temporal & Spatial
DCRNN (TC+SP) 1.712 1.718 1.594 2.889 3.743 56.00 37.07 1.137 1.368
ST-ResNet (TM+SP) — — — 2.686 3.314 — — — —
ST-MGCN (TM+SM) 1.687 1.646 1.545 2.714 3.293 46.54 32.72 1.041 1.137
STMeta-GCLSTM-GAL (TM+SM) 1.659 1.607* 1.527 2.653 3.244 41.67 31.39* 1.005* 1.018*
STMeta-GCLSTM-CON (TM+SM) 1.673 1.629 1.512* 2.637* 3.241* 43.83 38.21 1.045 1.217
STMeta-DCGRU-GAL (TM+SM) 1.654* 1.609 1.517 2.648 3.254 40.94* 36.90 1.027 1.176
HM (TM)’s AvдNRMSE = 1.169; in comparison, the best ‘TC’
method, LSTM (TC)’s AvдNRMSE = 1.629, which is much worse
than HM (TM) by a huge gap of ∼40%.
Besides, in certain scenarios, purely using temporal knowl-
edge can already achieve good or even the best performance
among all the methods. Take the best ‘TM’ approach, TMeta-
LSTM-GAL, as an example. We observe that AvgNRMSE of TMeta-
LSTM-GAL ranges from 1.045 to 1.063, meaning that it is worse
than the best method by only 4.5%–6.3% on average. This also
indicates that extra spatial knowledge may help improve ∼5% be-
yond temporal knowledge, and we will discuss spatial knowledge
in detail next. In particular, for Bikesharing-Chicago (30-minute),
TMeta-LSTM-GAL performs the best (tie with STMeta-GCLSTM-
CON). This reveals that temporal knowledge can dominate the
spatio-temporal factors in some cases.
(ii) Spatial Knowledge
To analyze how spatial knowledge helps improve prediction, we
compare the ‘SM’ approaches to the approach with only partial
spatial knowledge. Since our STMeta implementations consider
‘TM+SM’, so we want to find some approaches considering ‘TM’
and partial spatial information.4 To this end, for the 60-minute
prediction, we implement some variants of the best method, STMeta-
GCLSTM-GAL, with only partial spatial information, i.e., one of the
proximity, functionality, and interaction/same-line graphs.
Results are shown in Table 8. The bikesharing, metro, and EV
scenarios benefit from the integration of multiple spatial knowl-
edge more significantly than the ridesharing scenario. Particularly,
in ridesharing, the STMeta implementation with multiple spatial
knowledge may perform worse than the approach with only one
type of spatial knowledge. This inspires that, while generally
considering spatial knowledge can improve prediction, se-
lecting which specific spatial knowledge should be carefully
4Among existing benchmark approaches, only ST-ResNet considers ‘TM’ and partial
spatial information (‘SP’); however, it only works for grid-based STCFP.
determined for a specific application. Otherwise, there is cer-
tain possibility that the overall prediction performance can be de-
graded by adding more spatial knowledge.
5.4.2 Modeling Technique Impact on Prediction. We investigate
how different modeling techniques will impact the prediction accu-
racy. To reduce the impact of knowledge variation on our analysis,
we just compare different approaches with the same spatial and
temporal knowledge. For ‘TM’ approaches, we find that their over-
all performance AvgNRMSE ranges from 1.063/1.045/1.061 (TMeta-
LSTM-GAL) to 1.169/1.206/1.139 (HM) for 60/30/15-minute time
slot. On one hand, this validates that advanced modeling techniques
can actually improve the prediction (e.g., state-of-the-art deep learn-
ing techniques of TMeta compared to naive historical mean of HM).
On the other hand, it reveals that the general improvement
brought by modeling technique is around 10-20%, which is
much smaller than the improvement brought by the extra
temporal knowledge (LSTM (TC) is worse than HM (TM) by
∼40%). We also analyze the ‘TM+SM’ approaches, the conclusion is
similar: advanced deep modeling techniques that we have included
in STMeta can bring some enhancement from the benchmark ap-
proach such as ST-MGCN, while the improvement is limited to be
around only 5%.
5.4.3 Time Slot Length Impact on Prediction. We have conducted
experiments for three different time slot lengths, i.e., 60/30/15 min-
utes. In general, the ‘TM+SM’ methods outperform other methods,
which indicates that considering multiple temporal and spatial
factors would usually help crowd flow prediction in various time
slot lengths. Besides, with the decrease of the time slot length, the
AvgNRMSE of ‘TC’ methods also reduces, i.e., the performance gap
between the ‘TC’ methods and the best method is shortened. For ex-
ample, in the 60-minute experiment, the AvgNRMSE of LSTM (TC)
is 1.629 (62.9% worse than the best method); in the 15-minute ex-
periment, it is reduced to 1.360 (36.0% worse than the best method).
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Table 8: Spatial knowledge evaluation (60-minute). The base model is STMeta-GCLSTM-GAL. The best result is in bold.
Bikesharing Ridesharing Metro EV
NYC Chicago DC Xi’an Chengdu Shanghai Chongqing Beijing
Only Functionality 3.696 2.798 2.458 5.944 7.272 189.21 99.53 0.821
Only Proximity 3.632 2.718 2.538 5.794 7.043 171.62 100.45 0.837
Only Interaction/Same-line 3.788 2.701 2.462 5.871 7.021 168.94 93.73 —
Aggregation Together 3.504 2.655 2.425 5.891 7.062 151.11 92.74 0.815
This observation signifies that the temporal closeness (TC)
factor becomes more and more important when the time
slot length is decreasing. This also fits our expectation — the
correlation between the next 15-minute crowd flow and the recent
15-minute should be higher than the correlation between the next
60-minute crowd flow and the recent 60-minute, as the time differ-
ence of the two continuous slots in the former case is much smaller
than the latter case.
Another interesting observation is the traditional machine learn-
ing method, GBRT (TM) performs very competitive to the more
advanced deep learning methods in 15-minute experiments. In par-
ticular, WstNRMSE of GBRT (TM) in 15-minute prediction is 1.088
(i.e., in the worst dataset, GBRT is only worse by 8.8% compared
to the best mdoel), which ranks top two among all the approaches
(even better than two variants of STMeta considering both temporal
and spatial knowledge). As our performance comparison runs on
a large number of benchmark scenarios, we do not believe that it
happens only because of randomness. We think that for the short-
length time slot prediction, classical machine learning methods may
be more competitive, because the crowd flow relations between con-
tinuous time slots become more obvious and thus classical methods
can already capture the relations well.
5.4.4 Effectiveness of STMeta. Finally, we highlight the effective-
ness of our STMeta variants. From the overall results in Table 5/6/7,
we can see that the three different variants of STMeta are usually
ranked among the top methods. Particularly, the top method of the
three experiments with different time slot lengths is always STMeta-
GCLSTM-GAL regarding both AvgNRMSE andWstNRMSE, which
verifies the better generalizability of our proposed meta-model
STMeta compared to other benchmark approaches. For example,
STMeta-GCLSTM-GAL outperforms the best benchmark approach
ST-MGCN by reducing around 5% of prediction error on average.
This indicates that our STMeta has the potential to serve as
a generalizable STCFPmeta-model to guide future approach
design for a variety of scenarios. Regarding different variants,
which one is better depends on the application scenario. This also
matches our expectation as we believe that the concrete compo-
nent implementations in STMeta can have alternative choices (e.g.,
GCLSTM or DCGRU for the spatio-temporal modeling unit) de-
pending on scenarios. In the future, if new modeling techniques
are proposed, it is possible to apply them in STMeta to implement
new variants.
It is also worth noting that, the simplified version of STMeta
with only temporal factors, i.e., TMeta, performs surprisingly well,
ranked fourth in 60/30-minute experiments regarding AvgNRMSE
(only behind three STMeta variants), even better than some ap-
proaches considering both temporal and spatial factors. This is
perhaps because if there exists a long duration of data, it is possible
to learn the crowd flow dynamic pattern only from a location’s own
historical data. This inspires: (i) Spatial knowledge needs more
careful design to take effect; (ii) When designing an STCFP
model for a new scenario, one can first try TMeta as it is easy
to implement and consistently performs well in various scenarios.
6 BENCHMARK IMPLICATIONS
Based on the previous analysis and benchmark experiment results,
we discuss the implications.
6.1 Importance of Knowledge vs. Modeling
With the popularity of machine learning, especially deep learn-
ing techniques, more and more studies focus on applying novel
modeling techniques to the STCFP model design, while which tem-
poral or spatial knowledge is considered often lacks detailed analy-
sis.However, our benchmark results indicate that, for STCFP
model design, it is probable that which part of knowledge in
consideration is more important than which modeling tech-
nique in use. For example, when we consider complete tempo-
ral closeness, daily and weekly periodicity together in the naive
historical mean method, HM (TM) can significantly outperform
the advanced deep modeling technique with inadequate temporal
knowledge, LSTM (TC) that considers only the temporal closeness in
all the benchmark scenarios. In a word, regarding the knowledge and
modeling techniques, we believe that researchers and practitioners
should make more efforts on the knowledge part, i.e., considering
more carefully about the temporal and spatial knowledge that may
be suitable for the target STCFP scenario.
6.2 STCFP Model Design Guidelines
For the researchers who need to design STCFP models for their
interested applications, we summarize the following guidelines.
Guideline 0 (most important):Always think deeply about which
knowledge (either temporal or spatial) should be encoded in the model
design before focusing on the sophisticated modeling tricks. For a
targeted STCFP scenario, finding a good set of knowledge suitable for
the scenario is a prerequisite and fundamental step before designing
model details.
Guideline 1: For temporal knowledge, consider temporal closeness,
daily and weekly periodicity together. They are perhaps the most gen-
eralized and robust knowledge for various STCFP scenarios, as these
are fundamental human activity patterns. Other scenario-specific
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temporal knowledge may also be carefully designed. For example, if
we predict crowd flow in special seasons such as the Spring Festival
Travel Season in China, yearly periodicity is critical.
Guideline 2: For spatial knowledge, it needs more careful consider-
ation. Instead of simply aggregating all the varieties of spatial knowl-
edge, conduct trial-and-error tests to select the best spatial knowledge
combination for the target scenario.
Guideline 3:Our proposed STMeta can be used as a meta-model to
integrate multiple temporal and spatial knowledge. With STMeta, re-
searchers only need to consider how to find effective spatial knowledge
and encode the knowledge into a inter-location relationship graph.
Guideline 4: As an easy-to-implement baseline, to deal with a
new STCFP scenario, we recommend firstly building a TMeta model
(e.g., TMeta-LSTM-GAL) with only temporal knowledge as it is more
generalized than the spatial knowledge. Especially for short-length
time slot settings, the model with only temporal knowledge may be
very competitive to the sophisticated spatio-temporal models.
7 RELATEDWORK
The STCFP problem is useful for many urban computing scenar-
ios including ridesharing demand, public transportation flow, EV
charging station usage [2, 10, 42]. Our paper has investigated some
representative studies while there are still many others not men-
tioned in detail, such as [15, 20, 21, 37, 38, 43]. Due to the page and
time limitation, we have not yet analyzed these approaches and
re-implemented their methods for evaluation. We will continue the
analysis by selecting more representative studies and include them
in our future technical report version.5
There are also some research topics closely related to STCFP:
Traffic speed prediction aims to predict vehicles’ speed in road
segments with sensing data from road loop sensors or vehicle GPS
devices [33, 40, 44]. This task is very close to crowd flow predic-
tion as spatial and temporal patterns widely exist. Hence, a natural
extension of our meta-modeling and analytic framework is gener-
alization to traffic speed prediction cases. We will consider it in the
future work.
Sensory time-series processing focuses on mining time-series data
generated by pervasive sensors, e.g., accelerometers, gyroscopes,
and magnetometers [38] to facilitate applications such as mobile
sensing [16, 45] and activity recognition [25]. Compared to crowd
flow data, usually the time slot length of the sensory time-series
data can be much shorter (e.g., in seconds), and thus the temporal
knowledge in consideration can be different. However, we still
think that STAnalytic may inspire a similar analysis framework for
sensory time-series data.
Individual mobility prediction targets at predicting an individual
person’s future visiting locations [8, 9]. While this is individual
level and STCFP is crowd level, there are many commonality in the
leveraged knowledge for building the prediction model. For exam-
ple, periodicity is recently added by DeepMove [8] into individual
mobility prediction and offers significant improvement. Hence, an-
alyzing the literature on individual mobility prediction following a
framework similar to STAnalytic can be interesting and valuable. It
5We plan to frequently update a version of this work (e.g., on ArXiv), by continuously
adding the analysis results of new STCFP studies published in the future.
is also possible that crowd flow prediction and individual mobility
prediction can learn from each other from such analysis.
8 FUTUREWORK
As one of the pioneering efforts to analyze the generalizability
of STCFP studies, there are still a lot of work to do for further
improving both STAnalytic and STMeta.
Exogenous Factors. In this work, we have not thoroughly dis-
cussed some exogenous factors that may be leveraged in STCFP
approaches. A representative example is the weather data [15, 42].
In the future, wewill also add the exogenous factors such as weather
into our analysis framework and the meta-model.
Data Scarcity. This research focuses on the STCFP problems
where we have enough historical crowd flow data. In reality, for
some locations or even a whole city, there may only exist a small
amount of historical data [27]. Under the data-scarcity scenario,
how to extract temporal and spatial knowledge will face new chal-
lenges, such as long-term temporal pattern being hard to extract.
For example, with only small historical data, it may be impossible
to find the weekly periodicity pattern (e.g., the historical data is
shorter than one week [26]). Recent studies begin to leverage trans-
fer or meta learning to deal with the data-scarcity STCFP problems
[26, 30, 36], and we will take the data scarcity issue into our future
analysis framework.
Multi-Type Crowd Flow Joint Modeling. In this research, we
model a single time-series of crowd flow data for every location.
In practice, one location can have multiple types of crowd flow,
e.g., for a metro station, besides of the metro crowd flow, there
are also taxi/ridesharing and bikesharing flows. Simultaneously
modeling multi-type time series data has been shown effective for
prediction in literature [19, 28, 39]. We will also consider this into
our framework in the future.
Multi-Step Crowd Flow Prediction. This work focuses on
one-step prediction. In reality, applications may also need multi-
step prediction, e.g., next two or three time slots. There exist some
general frameworks that can extend the one-step prediction method
to multi-step, while error aggregation is often inevitable. It would
be interesting to investigate how state-of-the-art STCFP methods
perform under the multi-step prediction scenario systematically.
9 CONCLUSION
In this paper, we propose an analytic framework, called STAna-
lytic, for investigating and comparing existing models proposed
for spatio-temporal crowd flow prediction (STCFP). Existing re-
search efforts on STCFP do not take into account whether a model
designed for one specific scenario can be generalized to other sce-
narios. STAnalytic can help researchers and practitioners to in-
vestigate different application-specific STCFP models in a unified
way, thus making them comparable. Particularly, with STAnalytic,
researchers can investigate and compare what high-level spatial
and/or temporal knowledge is exploited in STCFP models, and
further justify which model can be possibly generalized to other
STCFP scenarios. Additionally, we propose a “model of model”, i.e.,
the meta-model, called STMeta, to flexibly integrate multiple gener-
alizable spatio-temporal knowledge identified by STAnalytic from
literature.With our constructed eight large-scale STCFP benchmark
Exploring the Generalizability of Spatio-Temporal Crowd Flow Prediction Conference’17, July 2017, Washington, DC, USA
datasets, we have demonstrated that STMeta can generally work
well on a variety of STCFP scenarios, rather than just on certain
specific scenario.
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