In this paper we show that between PDE's and crystallographic groups there is an unforeseen relation. In fact we prove that integral bordism groups of PDE's can be considered extensions of crystallographic subgroups. In this respect we can consider PDE's as extended crystals. Then an algebraic-topological obstruction (crystal obstruction), characterizing existence of global smooth solutions for smooth boundary value problems, is obtained. These results, are also extended to singular PDE's, introducing (extended crystal singular PDE's). An application to singular MHD-PDE's, is given extending some our previous results on such equations, and showing existence of (finite times stable smooth) global solutions crossing critical nuclear energy production zone.
Introduction
New points of view were recently introduced by us in the geometric theory of PDE's, by adopting some algebraic topological approaches. In particular, integral (co)bordism groups are seen very useful to characterize global solutions. The methods developed by us, in the category of (non)commutative PDE's, in order to find integral bordism groups, allowed us to obtain, as a by-product, existence theorems for global solutions, in a pure geometric way. Another result that is directly related to the knowledge of PDE's integral bordism groups, is the possibility to characterize PDE's by means of some important algebras, related to the conservation laws of these equations (PDE's Hopf algebras). Moreover, thanks to an algebraic characterization of PDE's, one has also a natural way to recognize quantized PDE's as quantum PDE's, i.e., PDE's in the category of quantum (super)manifolds, in the sense introduced by us in some previous works. These results have opened a new sector in Algebraic Topology, that we can formally define the PDE's Algebraic Topology. (See Refs. [42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70] , and related works [2, 3, 4, 35, 71, 72, 73] .) Aim of the present paper is, now, to show that PDE's can be considered as extended crystals, in the sense that their integral bordism groups, characterizing the geometrical structure of PDE's, can be considered as extended groups of crystallographic subgroups. This fundamental relation gives new insights in the PDE's geometrical structure understanding, and opens also new possible mathematical and physical interpretations of the same PDE's structure. In particular, we get a new general workable criterion for smooth global solutions existence satisfying smooth boundary value problems. In fact, we identify the obstruction for existence of such global solutions, with an algebraic-topologic object (crystal obstruction). Since it is easy to handle this method in all the concrete PDE's of interest, it sheds a lot of light on all the PDE's theory. Finally we extend above results also to singular PDE's, and we recognize extended crystal singular PDE's. For such equations we identify algebraic-topological obstructions to the existence of global (smooth) solutions solving boundary value problems and crossing singular points too. Applications to MHD-PDE's, as introduced in some our previous papers [65, 67] , and encoding anisotropic incompressible nuclear plasmas dynamics are given. The paper, after this Introduction, has three more sections, and four appendices. In Section 2 we consider some fundamental mathematical properties of crystallographic groups that will be used in Section 3. There we recall some our results about PDE's characterization by means of integral bordism groups. Furthermore we relate these groups to crystallographic groups. The main results are Theorem 3.16, Theorem 3.18 and Theorem 3.19. The first two relate formal integrability and complete integrability of PDE's to crystallographic groups. (It is just this theorem that allows us to consider PDE's as extended crystallographic structures.) The third main theorem identifies an obstruction, (crystal obstruction), characterizing existence of global smooth solutions in PDE's. Applications to some under focous PDE's of Riemannian geometry and Mathematical Physics are given too. (Further applications are given in Refs. [64, 65, 66, 67] .) Section 4 is devoted to extend above results also to singular PDE's. The main results in this section is Theorem 4.30 that identifies conditions in order to recognize global (smooth) solutions of singular PDE's crossing singular points. There we characterize 0-crystal singular PDE's, i.e., singular PDE's having smooth global solutions crossing singular points, stable at finite times. Applications of these results to singular MHD-PDE's, encoding anisotropic incompressible nuclear plasmas dynamics are given in Example 4.33.
Here, by using some our previous recent results on MHD-PDE's, we characterize global (smooth) solutions crossing critical nuclear zone, i.e., where solutions pass from states without nuclear energy production, to states where there is nuclear energy production. The stability of such solutions is also considered on the ground of our recent geometric theory on PDE's stability and stability of global solutions of PDE's [63, 64, 65, 66, 67] . In appendices are collected and organized some standard informations about crystallographic groups and their subgroups in order to give to the reader a general map for a more easy understanding of their using in the examples considered in the paper.
2. CRYSTALLOGRAPHIC GROUPS Definition 2.1. Let (E, (E,ḡ), α) be a d-dimensional Euclidean affine space, where α : E×E → E is the action mapping of the n-dimensional vector space E on the set E of points, andḡ is an Euclidean metric on E. Let us denote by A(E) = E⋊GL(E) the affine group of E, i.e., the symmetry group of the above affine structure and by M (E) = E ⋊ O(E) the group of Euclidean motions of E, i.e., the symmetry group of the above euclidean affine structure. (The symbol ⋊ denotes semidirect product, i.e., the set is the cartesian product and the multiplication is defined as (a, u)(b, v) = (ab, u + av).) 1 Let us denote by R(E) = E ⋊ SO(E) the group of all rigid motions of E, i.e., the symmetry group of the above oriented euclidean affine structure, where the orientation is the canonical one induced by the metric. One has the following monomorphisms of inclusions: R(E) < M (E) < A(E). One has the natural split exact commutative diagram (ii) G(d) has a subgroup G < G(d) mapped by π isomorphically onto G, i.e., G(d) = i(T).G and i(T) ∩ G = {1}. (iii) G(d) has a subgroup G < G(d) such that every element a ∈ G(d) is uniquely expressible in the form a = i(h)g, h ∈ T,g ∈ G.
(iv) The short exact sequence (2) is equivalent to the extension
Proof. The equivalence of the propositions (i)-(iv) follows from the Definition 2.5 and standard results of algebra. (See, e.g., [11] .) Proof. Even if this result refers to standard subjects in homological algebra, let us enter in some details of the proof, in order to better specify how the theorem works. In fact these details will be useful in the following. In the case G acts trivially on T, so that the group G(d) = T × G, the splitting of (2) are in 1-1 correspondence with homomorphisms G → T. In general case the splitting correspond to derivations (crossed homomorphisms) d : G → T satisfying d(ab) = da + a.db, for all a, b ∈ G.
In fact, let us consider the extension (3) . A section s : G → T ⋊ G has the form s(g) = (dg, g), where d is a function G → T. One has s(g)s(g ′ ) = (dg + g.dg ′ , gg ′ ). So s will be a homomorphism iff d is a derivation. Two splitting s 1 , s 2 , are called T-conjugate if there is an element h ∈ T such that s 1 (g) = i(h)s 2 i(h) −1 , for all g ∈ G. Since (h, 1)(k, g)(h, 1) −1 = (h + k − gh, g) in T ⋊ G, the conjugacy relation becomes d 1 g = h + d 2 g − gh, in terms of the derivations d 1 , d 2 corresponding to s 1 and s 2 respectively. Thus d 1 and d 2 correspond to T-conjugate splittings iff their difference d 2 − d 1 is a function (principal derivation) G → T of the form g → gh − a for some fixed h ∈ T. Therefore T-conjugacy classes of splittings of a split extension of G by T correspond to the elements of the quotient group Der(G, T)/P (G, T), where Der(G, T) is the abelian group of derivations G → T, and P (G, T) is the group of principal derivations. On the other hand, considering the cochain complex C • (G, T), we see that Der(G, T) is the group of 1-cocycles and P (G, T) is the group of 1-coboundaries. Thus we get the theorem. Proof. The proof follows directly by the following standard lemmas of (co)homological algebra.
Lemma 2.9. [12] Let G be a group and A a G-module. Let E(G, A) be the set of equivalence classes of extensions of G by A corresponding to the fixed action of G on A. Then, there is a bijection E(G, A) ∼ = H 2 (G, A).
Lemma 2.10. [12] For any exact sequence
of G-modules and any integer n there is a natural map δ :
such that the sequence
In fact, it is enough to take Proof. The 18th Hilbert's problem put at the beginning of 1900, has been first proved in 1911 by L. Bieberbach [9] . For modern proofs see also L. S. Charlap. [15] . 8 Example 2.14. (3-dimensional crystal-group types). Up to isomorphisms, there are 17 crystallographic groups in dimension 2 and 219 in dimension 3. However, if the spatial groups are considered up to conjugacy with respect to orientationpreserving affine transformations, their number is 230. These last can be called affine space-group types. These are just the F.S. Fedorov and A. Schönflies groups 4 ZG is the free Z-module generated by the elements of G. The multiplication in G extends uniquely to a Z-bilinear product ZG × ZG → ZG so that ZG becomes a ring called the integral group ring of G. A G-module A, is just a (left)ZG-module on the abelian group A. This action can be identified by a group homomorphism G → Homgroup(A). 5 The lattice subgroups of a group G is a lattice under inclusion. The identity 1 ∈ G identifies the minimum {1} < G and the maximum is just G. In the following we will denote also by e = 1 the identity of a group G. The subgroup T ⊂ G(d) is called also the Bieberbach lattice of G(d). 6 For example if E is identified by means of an infinite graph, (see, e.g., [84] ), then the unit cell is the corresponding fundamental finite graph. Of course d-dimensional chains can be associated to such graphs, so that also the corresponding unit cells can be identified with compact d-chains. 7 Note that a space group is characterized other than by translational and point symmetry, also by the metric-parameters characterizing the unit cell. Thus the number of space groups is necessarily infinite. 8 See also Refs. [1, 5, 7, 8, 30, 41, 75, 79, 81] , and works by M. Gromov [23] and E.Ruh [79] on the almost flat manifolds, that are related to such crystallographic groups. [19, 80] . 
gives the same action of H on M .
(iii) The extension
Example 2.16. With K = Z one has the crystallographic groups.
Example 2.17. A complex crystallographic group is a discrete group of affine transformations of a complex affine space (V, V), such that the quotient X ≡ V /G is compact. This is a generalized crystallographic group with K = C. 11
In the following we give some examples of crystallographic subgroups in dimension d = 3. In fact, it will be useful to know such subgroups in relation to results of the next section.
Example 2.18. (The group Z Z). This is the crystallographic subgroup, of the crystallographic group G(3) = Z 3 × Z 1 , with point group C 1 = Z 1 (triclinic syngony). Let us emphasize that Z Z is crystallographic since it can be identified with the 2-dimensional crystallographic group G(2) = Z 2 × Z 1 = p1, generated by translations parallel to the x and y-axes, with point group Z 1 . 3, 4, 6) . These are subgroups of the crystallographic groups G(3) = Z 3 ⋊ Z n , n = 2, 3, 4, 6, (point groups Z n , monoclinic, hexagonal, tetragonal, trigonal syngony respectively). Furthermore, Z 2 × Z n , 9 Let A, B and C groups and B ¡ A, B ¡ C, the amalgamated free product A⋆ B C is generated by the elements of A and C with the common elements from B identified. 10 , is the order of G, resp. H. If aH = Ha, for any a ∈ G, then H is said to be a normal subgroup. Every subgroup of index 2 is normal, and its cosets are the subgroup and its complement. 11 See also the recent work by Bernstein and Schwarzman on the complex crystallographic groups [8] . n = 2, 3, 4, 6, can be considered also subgroups of the 2-dimensional crystallographic groups G(2) = Z 2 ⋊ Z n = pn, n = 2, 3, 4, 6, (point groups Z n , oblique, trigonal, square, hexagonal syngony respectively), generated by translations parallel to the x and y-axes, and a rotation by π/n, n = 2, 3, 4, 6, about the origin.
Example 2.20. (The groups Z 2 Z 2 ). This group coincides with the amalgamated free product Z 2 ⋆ e Z 2 that is generated by reflection over x-axis and reflection over y-axis. It is a subgroup of the crystallographic group G(3) = Z 3 ⋊ D 4 , (point group D 4 , tetragonal syngony). (See Appendix A and Appendix C.) The group Z 2 Z 2 is also a subgroup of the 2-dimensional crystallographic groups G(2) = Z 2 ⋊D 4 = p4m and G(2) = Z 2 ⋊ D 4 = p4g that have both point group D 4 = Z 2 × Z 2 , and square syngony. (See in Appendix A, Tab.6 and Tab.8.)
. This group is generated by rotation of π, rotation by π/2 and reflection over the x-axis. It can be considered a subgroup of some crystallographic group G(3), (see Appendix C).
Definition 2.22. The subgroups of GL d (Z) that are lattice symmetry groups are called Bravais subgroups. Every maximal finite subgroup of GL d (Z) is a Bravais subgroup.
is a crystallographic group whose lattice of parallel translations has lower symmetry. 
INTEGRAL BORDISM GROUPS VS. CRYSTALLOGRAPHIC GROUPS
In the following we shall relate above crystallographic groups to the geometric structure of PDE's. More precisely in some previous works we have characterized the structure of global solutions of PDE's by means of integral bordism groups. Let us start with the bordism groups. 12 Theorem 3.1. (Bordism groups vs. crystallographic groups). Bordism groups of closed compact smooth manifolds can be considered as subgroups of crystallographic ones. More precisely one has the following: (i) To each nonoriented bordism group Ω n , can be canonically associated a crystallographic group G(q), (crystal-group of Ω n ), for a suitable integer q, (crystal dimension of Ω n ), such that one has the following split short exact sequence:
So Ω n is at the same time a subgroup of its crystal-group, as well as an extension of this last. If there are many crystal groups satisfying condition in (7) , then we call respectively crystal dimension and crystal group of Ω n the littlest one.
(ii) To each oriented bordism group + Ω n , n ≡ 0 mod 4, can be canonically associated a crystallographic group G(d), (crystal-group) of + Ω n , for a suitable integer d, crystal dimension) of + Ω n , such that one has the following short exact sequence:
Proof. Let us recall the structure of bordism groups. [83, 86, 91] . A closed n-dimensional smooth manifold V , belonging to the category of smooth differentiable manifolds, is bordant in this category, i.e., V = ∂M , for some smooth (n+1)-dimensional manifold M , iff the Stiefel-Whitney numbers < w i1 · · · w ip , µ V > are all zero, where i 1 + · · · + i p = n is any partition of n and µ V is the fundamental class of V . Furthermore, the bordism group Ω n of n-dimensional smooth manifolds is a finite abelian torsion group of the form:
where q is the number of nondyadic partitions of n. 13 Two smooth closed ndimensional manifolds belong to the same bordism class iff all their corresponding Stiefel-Whitney numbers are equal. Furthermore, the bordism group + Ω n of closed n-dimensional oriented smooth manifolds is a finitely generated abelian group of the form:
where infinite cyclic summands can occur only if n ≡ 0 mod 4. Two smooth closed oriented n-dimensional manifolds belong to the same bordism class iff all their corresponding Stiefel-Whitney and Pontrjagin numbers are equal. 14 12 For general informations on bordism groups, and related problems in differential topology, see, e.g., Refs. [29, 36, 38, 48, 74, 78, 82, 83, 86, 87, 88, 89, 91, 92] . 13 A partition (i 1 , · · · , ir) of n is nondyadic if none of the i β are of the form 2 s − 1.
14 Pontrjagin numbers are determined by means of homonymous characteristic classes belonging to H • (BG, Z), where BG is the classifying space for G-bundles, with G = Sp(n). See, e.g., Refs. [36, 38, 78, 83, 86, 87, 88, 91, 92] .
Let us recall that a group G is cyclic iff it is generated by a single element. All cyclic groups G are isomorphic either to Z p , p ∈ Z + or Z. G ∼ = Z p iff there is some finite integer q such that g q = e, for each g ∈ G.
Here e is the unit of G. A group G is virtually cyclic if it has a cyclic subgroup H of finite index. All finite groups are virtually cyclic, since the trival subgroup H = {e} is cyclic. Therefore, to compute the finite virtually cyclic subgroups of the d-dimensional crystallographic groups is equivalent to compute the finite subgroups. Of course can be there also infinite virtually cyclic subgroups. For these we can use the following lemma. [82] ). Given a group G, the only infinite virtually cyclic subgroups of G will be semidirect products H ⋊ α Z and amalgamated free products A⋆ B C for H, A, B, C < G.
The finite subgroups of the crystallographic groups may be derived exclusively from their point groups. The following lemmas are useful to gain the proof. Furthermore, let x = (v, 1) be a translation. Then, f commutes with
Proof. (a) It follows directly by computation.
Since in this direct product the generator x ∈ Z commutes with all f ∈ F and x belongs to the Bieberbach lattice T ′ of G ′ (d), there are at most (d − 1) independent elements t ∈ T ′ which do not commute with a given f ∈ F . Therefore, F must be a subgroup of some (d − 1)-dimensional crystallographic group.
Lemma 3.5. If a crystallographic group G(d) admits a subgroup F ⋊ α Z for some finite group F and some homomorphism α : Z → Aut(F ), then G(d) also admits a subgroup F × Z.
Proof. Since Z is cyclic, α is completely determined by the α(1). Since F is finite, Aut(F ) is also finite, hence one has α(1) q = 1 for some finite q. Therefore the elements y = x pq ∈ Z, ∀p ∈ Z, commute with any f ∈ F , hence F ⋊ α Z contains as a subgroup F × Z, identified with the couples (f, y), were y are above defined elements. (This means that if we identify the conjugacy classes of authomorphisms of a given group, we need to consider only one element of each class to evaluate the candidacy of all automorphisms in that class.) Lemma 3.8. If the presentation of the amalgamated free product contains two or more elements of order two that do not commute, then the amalgamated free product is not a subgroup of any three dimensional crystallographic group.
Proof. In three dimension there are only three possible elements of order two, inversions, π rotation, and reflection. All these symmetry commute. Therefore, an amalgamated free product with two order two elements that do not commute cannot exist in 3-dimenions.
Let us first note that for bordism groups identified with some finite or infinite cyclic groups, theorem is surely true by considering the following two standard lemmas.
Lemma 3.9. If H is a finite subgroup of a group G, every element a ∈ H generates a finite cyclic subgroup < a >≡ Z n ⊂ H, where n is the order of a, and a −1 = a n−1 , or equivalently a n = e, where e is the unit of H (and also that of G.)
Lemma 3.10. Every element a of a group G generates a cyclic subgroup < a >⊂ G.
If a has infinite order, then < a > ∼ = Z.
Thus if Ω p ∼ = Z 2 , or + Ω p ∼ = Z, it follows that theorem is proved. Now, let us consider the more general situation. We shall consider the following lemma.
Lemma 3.11. The group Z s ⋊ Z s 2 can be considered a crystallographic group in the Euclidean space R s .
Proof. The Z s -conjugacy classes of splittings of the split extension (11) 0
We have used the fact that for any finite cyclic group K of order i one has (13)
Furthermore, the Künneth theorem for groups allows us to write the unnatural isomorphism:
for any two groups G 1 and G 2 . Taking into account that T or Z (A, B) = 0 for projective Z-module A (or B), we get that H 1 (Z s 2 ; Z) = 0. Thus we conclude that there is an unique split in (11) . Furthermore, the set of equivalence classes of s-dimensional crystallographic groups with such a point group are in 1-1 correspondence with
Therefore if Ω n = Z s 2 = Z 2 × · · · s · · · × Z 2 it can be identified with a point group G of a crystallographic group G(q), belonging to one of these equivalence classes, such that G(q) < M (R q ). So one has the exact sequence
that proves that Ω n admits a crystallographic group as its extension. Now, since G(q) contains also as subgroup Z q ×Z q 2 , that contains as subgroup Z q 2 , it follows that G(q) contains also as subgroup Ω n . So one has also the following exact sequence: (17) is the split sequence of (16), and vice versa. Let us consider, now, the oriented case. Let us exclude the case n ≡ 0 mod 4. Then we can write + Ω n = Z r × Z s 2 . Let us assume r ≥ s. Then we can consider in R r the crystallographic group G(r) = Z r ⋊ Z s 2 . This contains as subgroup Z r × Z s 2 = + Ω n . Therefore one has the following exact sequence:
Let us assume, now, that r < s, then one has the following sequence of subgroups:
. So we have the following short exact sequence (20) 0
Therefore we can conclude that + Ω n is a subgroup of the crystallographic group
It is important emphasize that crystallographic groups and bordism groups, even if related by above theorem, are in general different groups. In other words, it is impossible identify any crystallographic group with some bordism group, since the first one is in general nonabelian, instead the bordism groups are abelian groups.
We can extend above proof also by including bordism groups relatively to some manifold.
Theorem 3.13. Bordism groups relative to smooth manifolds can be considered as extensions of crystallographic subgroups.
Proof. Let us recall that a k-cycle of M be a couple (N, f ), where N is a kdimensional closed (oriented) manifold and f : N → M is a differentiable mapping. A group of cycles (N, f ) of an n-dimensional manifold M is the set of formal sums
The quotient of this group by the cycles equivalent to zero, i.e., the boundaries, gives the bordism groups Ω s (M ). We define relative bordisms Ω s (X, Y ), for any pair of manifolds (X, Y ), Y ⊂ X, where the boundaries are constrained to belong to Y . Similarly we define the oriented bordism groups + Ω s (M ) and + Ω s (X, Y ). One has Ω s ( * ) ∼ = Ω s and + Ω s ( * ) ∼ = + Ω s . For bordisms, the theorem of invariance of homotopy is valid. Furthermore, for any CW-pair (X, Y ), Y ⊂ X, one has the isomorphisms:
One has a natural group-homomorphism Ω s (X) → H s (X; Z 2 ). This is an isomorphism for s = 1. In general, Ω s (X) = H s (X; Z 2 ). In fact one has the following lemma.
Lemma 3.14. (Quillen). [74] One has the canonical isomorphism:
In particular, as Ω 0 = Z 2 and Ω 1 = 0, we get Ω 1 (X) ∼ = H 1 (X; Z 2 ). Note that for contractible manifolds, H s (X) = 0, for s > 0, but Ω s (X) cannot be trivial for any
So we get the following short exact sequence:
Therefore by using Theorem 3.1 we get the proof soon.
Let us, now, consider a relation between PDE's and crystallographic groups. This will give us also a new classification of PDE's on the ground of their integral bordism groups.
Definition 3.15. We say that a PDE E k ⊂ J k n (W ) is an extended 0-crystal PDE, if its integral bordism group is zero.
The first main theorem is the following one relating the integrability properties of a PDE to crystallographic groups. Theorem 3.16. (Crystal structure of PDE's). Let E k ⊂ J k n (W ) be a formally integrable and completely integrable PDE, such that dim E k ≥ 2n + 1. Then its integral bordism group Ω E k n−1 is an extension of some crystallographic subgroup. Furthermore if W is contractible, then E k is an extended 0-crystal PDE.
Proof. Let us first recall some definitions and results about integral bordism groups of PDE's. (For details see Refs. [48, 50, 51, 52, 54, 56, 57] , and the following related works [2, 3] .) Let W be an (n+m)-dimensional smooth manifold with fiber structure π : W → M over a n-dimensional smooth manifold M . Let E k ⊂ J k n (W ) be a PDE of order k, for n-dimensional submanifolds of W . For an "admissible" pdimensional, p ∈ {0, · · · , n−1}, integral manifold N ⊂ E k , we mean a p-dimensional smooth submanifold of E k , contained in an admissible integral manifold V ⊂ E k , of dimension n, i.e. a solution of E k , that can be deformed into V , in such a way that the deformed manifold N is diffeomorphic to its projection X ≡ π k,0 ( N ) ⊂ W . In such a case the k-prolongation X (k) = N . The existence of p-dimensional admissible integral manifolds N ⊂ E k is obtained solving Cauchy problems of dimension p ∈ {0, · · · , n − 1}, i.e., finding n-dimensional admissible integral manifolds (solutions) of a PDE E k ⊂ J k n (W ), that contain N . Existence theorems for such solutions can be studied in the framework of the geometric theory of PDE's. For a modern approach, founded on webs structures see also [2, 3] . A geometric way to study the structure of global solutions of PDE's, is to consider their integral bordism groups. Let N i ⊂ E k , i = 1, 2 be two (n−1)-dimensional compact closed admissible integral manifolds. Then, we say that they are
This is an equivalence relation and we will denote by Ω E k n−1 the set of all E k -bordism classes [N ] E k of (n−1)-dimensional compact closed admissible integral submanifolds of E k . The operation of taking disjoint union defines a structure of abelian group on Ω E k n−1 . In order to distinguish between integral bordism groups where the bording manifolds are smooth, (resp. singular, resp. weak), we shall use also the following symbols Ω E k n−1 , (resp. Ω E k n−1,s , resp. Ω E k n−1,w ). 15 Let us first consider the integral bordism group Ω E k n−1,w (or Ω E k n−1,s ), for weak solutions (or for singular solutions). We shall use Theorem 2.15 in [56] , that we report below to be more direct. (See also [2, 3] .) Theorem 2.15 in [56] . Let E k ⊂ J k n (W ) be a formally and also completely integrable PDE, such that dim E k ≥ 2n + 1. Then one has the following canonical isomorphism:
Furthermore, if W is an affine fiber bundle π : W → M over a n-dimensional manifold M , one has the isomorphisms: 16
So we can write for the weak integral bordism group
Then one has that Ω E k n−1,w is an extension of the bordism group Ω n−1 . Hence by using Theorem 3.1 we get the proof. Let us now consider the integral bordism group Ω E k n−1 for smooth solutions. This bordism group is related to previous one, and to singular bordism group Ω E k n−1,s , by means of the exact commutative diagram (26) . Furthermore, the relation between Ω E k n−1 , Ω E k n−1,w and Ω n−1 is given by means of the exact commutative diagram (27), 15 Let us recall that weak solutions, are solutions V , where the set Σ(V ) of singular points of V ,
We denote such a set by Σ(V ) S ⊂ Σ(V ), and, in such cases we shall talk more precisely of singular boundary of V , like (∂V ) S = ∂V \ Σ(V ) S . However for abuse of notation we shall denote (∂V ) S , (resp. Σ(V ) S ), simply by (∂V ), (resp. Σ(V )), also if no confusion can arise. Solutions with such singular points are of great importance and must be included in a geometric theory of PDE's too [56] . Let us also emphasize that singular solutions can be identified with integral (n − 1)-chains in E k , and in this category can be considered also fractal solutions, i.e., solutions with sectional fractal or multifractal geometry. (For fractal geometry see, e.g., [18, 33, 37] .) 16 The bording solutions considered for the bordism groups are singular solutions if the symbols g k and g k+1 are different from zero, and for singular-weak solutions in the general case. Here we have denoted Ω p (X) the p-bordism group of a manifold X. For informations on such structure of the algebraic topology see. e.g. [29, 48, 74, 78, 83, 85, 86, 87, 88, 91, 92] .
where
From this we get that also Ω E k n−1 can be considered an extension of Ω n−1 if Ω E k n−1,w is so. Therefore we can apply Theorem 3.1 also to the integral bordism group for smooth solutions whether it can be applied to the integral bordism group for weak (or singular) solutions. Therefore theorem is proved.
Definition 3.17. We say that a PDE E k ⊂ J k n (W ) is an extended crystal PDE, if conditions of above theorem are verified. We define crystal group of E k the littlest crystal group such Theorem 3.16 is satisfied. The corresponding dimension will be called crystal dimension of E k .
In the following we relate crystal structure of PDE's to the existence of global smooth solutions, identifying an algebraic-topological obstruction. Proof. In fact the short exact sequence (27), identifies for duality the following one
On the other hand from the short exact sequence
identifying Ω n−1 with a crystallographic subgroup, we get for duality the following exact sequence Proof. Let us first consider the following lemma that gives some criteria to recognize (n − 1)-dimensional admissible integral manifolds in E k . Lemma 3.20. (Cauchy problem solutions criteria). 1) Let E k ⊂ J k n (W ) be a formally integrable and completely integrable PDE on the fiber bundle π : W → M , dim W = m + n, dim M = n. Let N ⊂ E k be a smooth (n − 1)-dimensional integral manifold, diffeomorphic to X ≡ π k,0 (N ) ⊂ W . Then, there exists a (weak, or singular, or smooth) solution V ⊂ E k , such that N ⊂ V .
2) Furthermore, if the symbols g k and g k+1 , of E k and E k+1 respectively, are different from zero, then V can be a singular or smooth solution. Moreover, if there exists a nonzero smooth characteristic vector field ζ : E k → T E k , transversal to N , then a smooth solution V passing through N can be built by means of the flow φ associated to ζ.
Then, there exists a (singular, or smooth) solution V ⊂ E k , such that N ⊂ V . 17 In relation to the exact sequence (24) we can say that
is an Hopf algebra in extended sense, i.e. it contains the Hopf algebra R Ω n−1 as a subalgebra. (See also [51] .) An integral manifold N ⊂ E k , as above defined and contained into a solution V ⊂ E k , is called admissible.
In particular, if g k = 0, and g k+1 = 0,Ỹ is a singular (or smooth) solution, and so can be also V . Moreover, in the case that N is transversal to a characteristic smooth vector field ζ :
then also E k is a strong retract of J k n (W ), so we can reproduce above strategy used to build a solution passing for N . 
is an affine fiber subbundle of the affine fiber bundle π 2,1 : JD 2 (W ) → JD (W ), with associated vector bundle identified with the symbol g 2 : ζ = ζ tt ∂u tt + ζ tx ∂u tx ∈ g 2 . So we can apply Lemma 3.20(3). Therefore, if N ⊂ E 2 is a (compact) 1-dimensional integral manifold, diffeomorphic to its projection π 2,0 (N ) ≡ X ⊂ W , we can find solutions V ⊂ E 2 , passing from N . In particular, whether N is diffeomorphic to a smooth space-like curve u = h(x), we get that N is the image of a mapping, say γ :
Then one can see that the integral curve γ is represented in coordinates (t, x, u, u t , u x , u tt , u tx ) on E 2 , by the following equations:
where κ(x) is an arbitrary smooth function. Then, by considering that the Fourier's heat equation is a formally integrable and completely integrable PDE, we can see, by taking the first prolongation of E 2 , that must be κ(x) = d 4 h dx 4 (x). So we can built solution also by using Lemma 3.20(1). 18 Let us, now, N 0 , N 1 ⊂ E k be two closed compact (n − 1)-dimensional admissible integral manifolds of E k . Then there exists a weak, (resp. singular, resp. smooth)
∈ Ω E k n−1 ). On the other hand there exists such a smooth solution iff X ∈ [0] ∈ Ω n−1 and X has zero all its integral characteristic numbers, i.e., are zero on X all the conservation laws of E k . Since these last can be identified with the Hopf algebra Definition 3.22. We define crystal obstruction of E k the above quotient of algebras, and put: 
on a Riemannian n-dimensional manifold (M, g), can be encoded by means of a second order differential equation (RF ) ⊂ JD 2 (E) over the following fiber bun-
is the open subbundle of non-degenerate Riemannian metrics on M . In [56] we have calculated the integral bordism group of such an equation. In particular if M is a 3-dimensional closed compact smooth simply connected manifold, we get Ω
is not an extended 0-crystal PDE. Taking into account exact commutative diagram (27) , we get also the short exact sequence 0 → K
Taking into account Example 2.19 we can consider Ω (RF ) 3
as an extension of a subgroup of the crystallographic group G(3) = Z 3 ⋊Z 2 or G(2) = Z 2 ⋊Z 2 . Therefore the integral bordism group of the Ricci-flow equation on S 3 is an extended crystal PDE, with crystal group G(2) = Z 2 ⋊Z 2 = p2 and crystal dimension 2. Furthermore, from the exact commutative diagram (27) we get also the following short exact sequence
→ Ω 3 → 0. Taking into account that Ω 3 = 0, we can have cry(RF ) = 0. On the other hand let us consider admissible only space-like integral Cauchy manifolds satisfying the following conditions: (i) They are diffeomorphic to S 3 or to M , assumed any smooth 3-dimensional Riemannian, compact, closed, orientable, simply connected manifold; (ii) M is homotopy equivalent to S 3 . Such integral manifolds surely exist, since we can embedd in E both manifolds M and S 3 and identify these, for example, with space-like smooth admissible integral manifolds of the subequation
Here π 2 is the canonical projection (RF ) → R, induced by π 2 : JD 2 (E) → R. In fact, in (RF ), (∂t.g ij ) is solved with respect to R ij . For such an integral manifold necessarily passes a solution of (RF ), (hence it is admissible), since (RF ) is formally integrable and completely integrable. (It is enough to consider any 4-dimensional tubular neighbourhood V = N × I of N ⊂ E in E, and consider its prolongation V 3) ⊂ JD 3 (E). Taking into account that (RF ) +1 ⊂ JD 3 (E) is a strong retract of JD 3 (E), with 19 An extended 0-crystal PDE E k ⊂ J k n (W ) does not necessitate to be a 0-crystal PDE. In fact E k is an extended 0-crsytal PDE if Ω retraction mapping r, one has that Y ≡ r(V 3) ) ⊂ (RF ) +1 is a solution of (RF ) +1 , passing for the first prolongation N (1) of N . Hence V ≡ π 3,2 (Y ) ⊂ (RF ) is a local solution of (RF ), passing for N . Furthermore, also S 3 can be identified with an admissible integral 3-dimensional manifold of (RF ). This is agree with a previous result by Hamilton, that proved the existence of non-singular solution bording S 3 with an oriented 3-dimensional simply connected closed compact Riemannian manifold M , with positive Ricci curvature homotopy equivalent to S 3 . Now, for any of two of such integral manifolds, N 0 and N 1 , we can find a smooth solution V bording them, V = N 0 . N 1 iff they integral characteristic numbers are equal, i.e. all the conservation laws of (RF ) valued on them give equal numbers. By the way, under our assumptions we can consider N 0 and N 1 homotopy equivalent. Let f : N 1 → N 0 be such an homotopy equivalence. Let ω be any conservation law for (RF ). Then one has
So any possible integral characteristic number of N 0 must coincide with ones with N 1 and vice versa. Thus we can say, that with this meaning of admissibility (full admissibility hypotesis) on the Cauchy integral manifolds, one has cry(RF ) = 0, i.e., (RF ) becomes a 0-crystal. Thus there are not obstructions on the existence of smooth solutions V of (RF ) bording N 0 and N 1 , ∂V = N 0 . N 1 , i.e., solutions without singular points. This has as a by-product that M and S 3 are homeomorphic manifolds. Hence the Poincaré conjecture is proved. With this respect we can say that this proof of the Poincaré conjecture is related to the fact that under suitable conditions of admissibility for the Cauchy integral manifolds, the Ricci-flow equation becomes a 0-crystal PDE. 20 
In [56] we have calculated the integral bordism groups of such an equation. In particular for M = T 2 , the 2-dimensional torus, one has Ω to some ideas pionered by Hamilton [24, 25, 26, 27, 28] , and followed also by Perelman [39, 40] . However the arguments used here are completely different from ones used by Hamilton and Perelman. (For general informations on the relations between Poincaré conjecture and Ricciflow equation, see, e.g., Refs. [6, 16, 17] and papers quoted there.) Here we used our general PDE's algebraic-topological theory, previously developed in some works. Compare also with our previous proof given in [2, 3] , where, instead was not yet introduced the relation between PDE's and crystallographic groups. 
Thus the Tricomi equation on T 2 , (resp. S 2 ), is an extended crystal PDE with crystal group p4m, (resp. p2), and crystal dimension 2, (resp. 2). 
] is the algebra of real valued analytic functions of (x k ). 21 We have proved in Refs. [51, 58] 
. . , x n ]] denotes the algebra of formal series P i 1 ,...,in a i 1 ···in (x 1 ) i 1 · · · (x n ) in , with a i 1 ···in ∈ R. Real analytic functions in the indeterminates (x 1 , . . . , x n ), are identified with above formal series having non-zero converging radius. Thus real analytic functions belong to a subalgebra of R[[x 1 , x 2 , x 3 ]]. This last can be also called the algebra of real formal analytic functions in the indeterminates (x 1 , . . . , x n ).
EXTENDED CRYSTAL SINGULAR PDE's
Singular PDE's can be considered singular submanifolds of jet-derivative spaces. The usual formal theory of PDE's works, instead, on smooth or analytic submanifolds. However, in many mathematical problems and physical applications, it is necessary to work with singular PDE's. (See, e.g., the book by Gromov [23] where he talks of "partial differential relations", i.e., subsets of jet-derivative spaces.) So it is useful to formulate a general geometric theory for such more general mathematical structures. On the other hand in order to build a formal theory of PDE's it is necessary to assume some regularity conditions. So a geometric theory of singular PDE's must in some sense weak the regularity conditions usually adopted in formal theory and admit existence of subsets where these regularity conditions are not satisfied. With this respect, and by using our formulation of geometric theory of PDE's and singular PDE's, we study criteria to obtain global solutions of singular PDE's, crossing singular points. In particular, some applications concerning singular MHD-PDE's, encoding anisotropic incompressible nuclear plasmas dynamics, are given following some our recent works on this subject. The origin of singularities comes from the fact that there are two regions corresponding to different components PDE's having different Cartan distributions with different dimensions. However, by considering their natural embedding into a same PDE, we can build physically acceptable solutions, i.e., satisfying the second principle of the thermodynamics, and that cross the nuclear critical zone of nuclear energy production. A characterization of such solutions by means of algebraic topological methods is given also. The main result of this section is Theorem 4.30 that relates singular integral bordism groups of singular PDE's to global solutions passing through singular points, and Example 4.33 that for some MHD-PDE's characterizes global solutions crossing the nuclear critical zone and satisfying the entropy production energy thermodynamics condition. Let us, now, resume some fundamental definitions and results on the geometry of PDE's in the category of commutative manifolds, emphasizing some our recent results on the algebraic geometry of PDE's, that allowed us to characterize singular PDE's. 22 Definition 4.1. (Algebraic formulation of PDE's). Let π : W → M be a smooth fiber bundle, dim W = m + n, dim M = n. We denote by J k n (W ) the space of all kjets of submanifolds of dimension n of W and by J k (W ) the k-jet-derivative space of sections of π. Furthermore we denote by JD k (W ) the k-jet-derivative space for sections of π. One has JD k (W )
is an open subset of J k n (W ). Let A k be the sheaf of germs of differentiable functions JD k (W ) → R. It is a sheaf of rings, but also a sheaf of R-modules. A subsheaf of ideals B k of A k that is also a subsheaf of R-modules is a PDE of order k on the fiber bundle π : W → M . A regular solution of B k is a section s : M → W such that f • D k s = 0, ∀f ∈ B k . 22 For general informations on the geometric theory of PDE's see, e.g., [10, 13, 14, 20, 21, 22, 23, 31, 32, 35, 87, 88, 89] . In particular, for singular PDE's geometry, see the book [54] and the recent paper [4] where many boundary value problems are explicitly considered. For basic informations on differential topology and algebraic topology see e.g., [10, 22, 29, 36, 38, 43, 78, 83, 82, 86, 87, 88, 89, 91, 92] .
The set of integral points of B k (i.e., the zeros of B k on JD k (W ) is denoted by J(B k ). The first prolongation (B k ) +1 of B k is defined as the system of order k + 1 on W → M , defined by the f •π k,k−1 and f (1) 
). In local coordinates (x α , y j , y j α ) the formal derivative f (1) is given by f (1) 
The system B k is said to be involutive at an integral point q ∈ JD k (W ) if the following two conditions are satisfied: (i) B k is a regular local equation for the zeros of B k at q (i.e., there are local sections F 1 , ..., F t ∈ Γ(U, B k ) of B k on an open neighbourhood U of q, such that the integral points of B k in U are precisely the points q ′ for which F j (q ′ ) = 0 and dF 1 ∧ · · · ∧ dF t (q) = 0, that is F 1 , · · · , F t are linearly independent at q; and (ii) there is a neighbourhood U of q such that π −1 k+1,k (U ) J((B k ) +1 ) is a fibered manifold over U J(B k ) (with projection π k+1,k ). For a system B k generated by linearly independent Pfaffian forms θ 1 , · · · , θ k (i.e., a Pfaffian system) this is equivalent to the involutiveness defined for distributions.
Theorem 4.2. [32]
Let B k be a system defined on JD k (W ), and suppose that B k is involutive at q ∈ J(B k ). Then, there is a neighbourhood U of q satisfying the following. If q ∈ J((B k ) +s ) and π k+s,k ( q) is in U , then there is a regular solution s of B k defined on a neighbourhood p = π k+s,−1 ( q) of M such that D k+s s(p) = q. Theorem 4.3. (Cartan-Kuraniski prolongation theorem). [32, 54] Suppose that there exists a sequence of integral points q (s) of (B k ) +s , s = 0, 1, · · · , projecting onto each other, π k+s,k+s−1 (q (s) ) = q (s−1) , such that: (a) (B k ) +s is a regular local equation for J((B k ) +s ) at q (s) ; and (b) there is a neighborhood U (s) of q (s) in J((B k ) +s ) such that its projection under π k+s,k+s−1 contains a neighborhood of q (s−1) in J((B k ) +(s−1) ) and such that π k+s,k+s−1 : U (s) → π k+s,k+s−1 (U (s) ) is a fibered manifold. Then, (B k ) +s is involutive at q (s) for s large enough.
The algebraic characterization of singular PDE's can be given by adopting the methods of the algebraic geometry, combined with the differential algebra. (See e.g., [54] .) Let us go here in some details about. Definition 4.4. A differential ring is a ring A with a finite number n of commutating derivations d 1 , · · · , d n , d i d j − d j d i = 0, ∀i, j = 1, · · · , n. A differential ideal is an ideal a ⊂ A which is stable by each d i , i = 1, · · · , n.
A differential ring (A, {d j } 1≤j≤n ) identifies a subring (subring of constants): C ≡ cst(A) ≡ {a ∈ A|d j a = 0, ∀j = 1, · · · , n} ⊂ A. We may extend each d i to a derivation of the full ring of fractions, Q(A), still denoted by d i and such that d i (a/r) = (rd i a − ad i r)/r 2 , for any 0 = r, a ∈ A.
Example 4.5. If K is a differential field with derivations ∂ 1 , · · · , ∂ µ and y k , k = 1, · · · , m, are indeterminates over K, we set y k 0 = y k . Then the polynomial ring K[y] d = K[y k µ , k = 1, · · · , m, µ = µ 1 · · · µ s , |µ| ≥ 0], can be endowed with a structure of differential ring by defining the formal derivations d i ≡ ∂ i + y k µ+1i ∂y µ k . Of course K[y] d is not a Noetherian ring. We write K[y q ] d = K[y k µ |k = 1, · · · , m; 0 ≤ |µ| ≤ q] and one has K(y q ) d = Q(K[y q ] d ). We set also K(y) d = Q(K[y] d ).
Definition 4.6. A differential subring A of a differential ring B is a subring which is stable under the derivations of B. Similarly we can define a differential extension L/K of differential fields, and such an extension is said to be finitely generated if one can find elements η 1 , · · · , η m ∈ L such that L = K(η 1 , · · · , η m ). Then the evaluation epimorphism is defined by K[y] d → K[η] d ⊂ L, y k → η k . Its kernel is a prime differential ideal. [54] Let < S > d denote the differential ideal generated by the subset S ⊂ A, where A is a differential ring. If A is a differential ring and a, b ∈ A, then one has the following:
If a is a radical differential ideal of the differential ring A and S is any subset of A, then a : S ≡ {a ∈ A|aS ⊂ a} is again a radical differential ideal of A. 23 (iv) If a is a differential ideal of a differential ring A, then rad(a) is a differential ideal too.
(v) One has the following inclusion: a rad < S > d ⊂ rad < aS > d , ∀a ∈ A, and for all subset S ⊂ A. (vi) If S and T are two subsets of a differential ring A, then
(vii) If S is any subset of a differential ring A, then we have: rad < S, a 1 , · · · , a r > d = rad < S, a 1 > d ∩ · · · ∩ rad < S, a r > d . Definition 4.8. A differential vector space is a vector space V over a differential field (K, ∂ i ) 1≤i≤n such that are defined n homomorphisms d i , i = 1, · · · , n, of the additive group V such that: d i (av) = (∂ i a)v + a(d i v), ∀a ∈ K, ∀v ∈ V . Then we say that K is a differential field of definition. Proposition 4.9.
[54] Let V be a differential vector space over a differential field K, with derivations d i , i = 1, · · · , n, and let {e j } j∈I be a basis of V . Then the field of definition κ of a differential subspace W ⊂ V is a differential subfield of K if it contains the field of definition of each d 1 e i , · · · , d n e i with respect to {e i }. Definition 4.10. A family η = (η 1 , · · · , η m ) of elements in a differential extension of the differential field K is said to be differentially algebraically independent (or a family of differential indeterminates) over K, if the kernel of the evaluation epimorphism K[y] d → K[η] d is zero. Otherwise the family is said to be differentially algebraically dependent (or differentially algebraic) over K.
Proposition 4.11. If K/κ and L/κ are two given differential extensions with respective derivations d K and d L , there always exists a differential free composite field of K and L over κ.
Proof. The ring K κ L has a natural differential structure given by
On the other hand there is a finite 23 If a is any ideal of A, the radical of a is the following ideal r(a) ≡ √ a ≡ {x ∈ A|x n ∈ a for some n > 0} ≡ rad(a). If √ a = a, then a is called radical ideal or perfect. One has also that r(a) is the intersection of all prime ideals p ⊂ A, containing a. In particular, the radical of the zero ideal < 0 > is the nilradical, nil(A), of A, i.e., the set of all nilpotent elements of A. Therefore nil(A) is the intersection of all prime ideals, (since all ideals must contain 0). One has also nil(A) ⊂ rad(A), where rad(A) is the ideal of A defined by intersection of all maximal ideals m ⊂ A. If a is a radical ideal, then A/a is reduced, i.e., the set of its nilpotent elements is reduced to {0}. In particular A/nil(A) is reduced. If π : A → A/a is the canonical projection, then π −1 (nil(A/a)) = r(a). number of prime ideals p i ⊂ K κ L such that i p i = 0 and p i + p j =< 1 >, ∀i = j. Now we have the following lemma.
Lemma 4.12. If a 1 , · · · , a r are ideals of a differential ring A such that a i +a j = A, ∀i = j, and a 1 ∩ · · · ∩ a r is a differential ideal of A, then each a i is a differential ideal too.
Therefore we can conclude that each p i is a differential ideal, hence the proposition is proved. Lemma 4.13. A family η is differentially algebraic over K iff a differential polynomial P ∈ p exists such that (∂y P .P ) ∈ p, where y P is the highest power of y p appearing in P . S P ≡ (∂y P .P ) is called the separout of P . (The initial of P is the coefficient of the highest power of y P appearing in P and it is denoted by I P . More precisely one has P = I P (y P ) r + terms of lower degree.) Proposition 4.14.
[54] If S is any subset of a differential ring A and r ≥ 0 is any integer, we call r-prolongation of S, the ideal
One has the following properties:
(iii) Let a be a differential ideal of the differential ring K[y] d . We set a q = a∩K[y q ] d , a 0 = a ∩ K[y] d , a ∞ = a. We call the r-prolongation of a q , the following ideal:
One has:
(a q ) +r ⊆ a q+r , (a q ) +∞ ⊆ a, (a q ) +r ∩ K[y q ] d = a q , ∀q, r ≥ 0.
With algebraic sets it is better to consider radical ideals. Hence if r ⊂ K[y] d is a radical differential ideal, then r q is a radical ideal of K[y q ] d , for all q ≥ 0. Then if E q = Z(r q ) is the algebraic set defined over K by r q = I(E q ), we call r-prolongation of E q the following algebraic set: (E q ) +r = Z((r q ) +r ). In general one has (r q ) +r ⊆ r q+r , hence rad((r q ) +r ) ⊆ r q+r . Therefore, in general one has:
Proposition 4.15. [54] Let p ⊂ K[y] d be a prime differential ideal. Then we can identify each field L q = Q(K[y q ] d /p q ) with a non-differential subfield of L = Q(K[y] d /p) and we have: K ⊆ L 0 ⊆ · · · ⊆ L ∞ = L. Then there are vector spaces R q over L q or L defined by the following linear system:
where η is a generic solution of p and P 1 , · · · , P t are generating p q . Such result does not depend on the generating polynomials. We can also define the vector space g q (symbol) over L q or L, by means of the linear system:
For the prolongations (g q ) +r one has, in general, g q+r ⊆ (g q ) +r , ∀q, r ≥ 0. Definition 4. 16 . We say that R q or g q is generic over E q , if one can find a certain number of maximum rank determinants D α that cannot be all zero at a generic solution of p. Proposition 4.17. R q or g q is generic if we may find polynomials A α , B τ ∈ K[y q ] d such that: [54] . Let p q ⊂ K[y q ] d and p q+1 ⊂ K[y q+1 ] d be prime ideals such that p q+1 = (p q ) +1 and p q+1 ∩ K[y q ] d = p q . If the symbol g q of the variety R q defined by p q is 2-acyclic and its first prolongation g q+1 is generic over E q , then p = (p q ) +∞ is a prime differential ideal with p ∩ K[y q+r ] d = (p q ) +r , for all r ≥ 0. Let r q ⊂ K[y q ] d and r q+1 ⊂ K[y q+1 ] d be radical ideals such that r q+1 = (r) +1 and r q+1 ∩ K[y q ] d = r q . If the symbol g q of the algebraic set E q defined by r q is 2-acyclic and its first prolongation g q+1 is generic over E q , then r = (r q ) +∞ is a radical differential ideal with r ∩ K[y q+r ] d = (r q ) +r , for all r ≥ 0. Proof. In fact one has the following lemma.
Lemma 4.20. If p is a prime ideal of K[y] d , then for q sufficiently large, there is a polynomial P ∈ K[y q ] d such that P ∈ p q and P p q+r ⊂ rad((p q ) +r ) ⊂ p q+r , for all r ≥ 0.
After above lemma the proof follows directly.
Every radical differential ideal of K[y] can be expressed in a unique way as the nonredundant intersection of a finite number of prime differential ideals. The smallest field of definition κ of a prime differential ideal p ⊂ K[y] is a finitely generated differential extension of Q.
Example 4.21. With n = 2, m = 2, q = 1. Let us consider the differential polynomial P = y 1 1 y 2 2 − y 2 1 y 1 2 − 1. We obtain for the symbol g 1 :
Setting v k i = y k l w l i we obtain (y 1 1 y 2 2 − y 2 1 y 1 2 )(w 2 2 + w 1 1 ) = 0 and thus w 2 2 + w 1 1 = 0 on E 1 . Hence g 1 is generic. One can also set P 1 = y 1 2 , P 2 = y 2 1 and we get the relation: y 2 2 P 1 − y 1 2 P 2 − P ≡ 1. A similar result should hold for E 1 . g 1 is involutive and the differential ideal generted by P in Q < y 1 , y 2 > is therefore a prime ideal.
Definition 4.22.
A differentially algebraic extension L over of a differential field K is a differential extension over K where every element of L is differentially algebraic over K. The differential transcendence degree of a differential extension L/K is the number of elements of a maximal subset S of elements of L that are differentially transcendental over K and such that L becomes differentially algebraic over K(S). We shall denote such number by trd d (L/K). 
The character α n q and the smallest non-zero character only depend on the differential extension L/K and not on the generators. In particular, one has: trd d (L/K) = α n q . If ζ is differentially algebraic over K(η) d and η is differentially algebraic over K, then ζ is differentially algebraic over K. If L/K is a differential extension and ξ, η ∈ L are both differentially algebraic over K, then ξ + η, ξη, ξ/η, (η = 0), and d i ξ are differentially algebraic over K. Proof. If y is a differential indeterminate over A, we may introduce the formal derivatives d 1 , · · · , d n which are such that d i d j − d j d i = 0, ∀i, j = 1, · · · , n, and are defined by: d i (ay) = (∂ i a)y + a(d i y). We shall write d i y = y i , d i y µ = y µ+1i , where µ is the multi-index µ = (µ 1 , · · · , µ n ) with length |µ| = µ 1 + · · · + µ n . If y = (y 1 , · · · , y m ), we set d µ = (d 1 ) µ1 · · · (d n ) µn and d µ y k = y k µ . Any differential operator of order q over A can be written in the form P = 0≤µ≤q a µ d µ , a µ ∈ A. Set ord(P ) = q. Then, we can write D(A) ∼ = A[d 1 , · · · , d n ] ≡ A[d] the ring of partial differential operators over A with derivatives d 1 , · · · , d n . The addition rule is clear. The multiplication rule comes from the Leibniz formula:
Here we have put µ! = µ 1 ! · · · µ n !. With these rules D(A) becomes a non-commutative ring and a bimodule over A. In fact, the previous formula defines the right action of A on D(A). The left action of A on D(A) is simply the multiplication on the left by A, that is aP = a( 0≤µ≤q a µ d µ ) = 0≤µ≤q aa µ d µ . Now, the filtration of D(A) is naturally induced by filtration of spaces of differential operators. Let Z q = Z(p q ) be the variety defined by means of ideal p q ⊂ K[y q ] d such that the following conditions are verified:
Then (p q ) +∞ = p ⊂ K[y] d is a prime differential ideal, where p is the differential ideal generated by a finite number of differential polynomials P 1 , · · · , P t , defining E q , and E q is formally integrable. If one of these conditions is not satisfied we get that p is not a prime ideal, hence we have a factorization of p. In other words the PDE is not formally integrable.
Proof. For a detailed proof see [54] . 
, one associates the corresponding algebraic sets
These algebraic sets are in bijective correspondence with the corresponding radicals: 
a≡<p1,p2>⊂A,b≡<q1,q2>⊂A,c≡<r1,r2,r3>⊂B.
Let us consider in some details the singular PDEẼ 1 ⊂ JD (F ), in order to see existence of global algebraic singular solutions and characterize their stability. We have the following representation:
In (38) we put s(1) = 1 and s(2) = −1. A 3 ∼ = R 4 is the set of singular points of E 1 . Instead A 1 and A 2 are formally integrable and completely integrable PDE's. In fact, one has the following exact commutative diagrams, with j = 1, 2:
This can be seen rewriting equations in (38) in the following equivalent way:
The first prolongation (A j ) +1 , j = 1, 2, is given by the following equations:
Then by using (42)(9) to substitute u 2 yx in (42)(1), and by using the two different expressions of u 1 xy in (42)(5) and (42)(6) to obtain an explicit expression of u 2 yy , we get the following equations for the first prolongation of (A j ) +1 :
Therefore also (A j ) +1 are analytic submanifolds of JD 2 (F ), for j = 1, 2. Furthermore, since (dim(A j ) +1 = 11) = (dim(A j = 8) + (dim(g 1 ) +1 = 3), we see that the canonical projections π 2,1 : (A j ) +1 → A j , j = 1, 2, are affine subbundles of JD 2 (F ) → JD (F ), with associated vector bundles (g 1 ) +1 → A j , j = 1, 2. Finally the symbol dim(g 1 ) q∈Aj = 3, j = 1, 2, and dim(∂x⌋(g 1 ) q∈Aj ) = 0. Therefore, (g 1 ) q∈Aj are involutive. This is enough to conclude that A j are formally integrable, and since they are also analytic they are completely integrable too. Furthermore, taking into account that dim A j = 8 > 2 × 2 + 1 = 5, we can apply Theorem 2.15 in [56] , (here reported in Section 3), to calculate the weak and singular integral bordism groups of A j . One has Ω Aj 1,w = Ω Aj 1,s = 0, j = 1, 2. Therefore, A j are extended 0-crystal PDE's. So for any two admissible closed 1-dimensional smooth integral manifolds N 0 , N 1 ⊂ A j , there exists a (singular) 2-dimensional integral manifold, 24 Such a solution is smooth iff all the integral characteristic numbers of N 0 are equal to ones of N 1 . The Cartan distribution onẼ 1 is given by the following vector fields
Let us emphasize that by using Lemma 3.20 we can identify admissible smooth 1-dimensional integral manifolds in A j , j = 1, 2. In fact, A j are formally integrable and completely integrable PDE's. So we can use Lemma 3.20(1), but also Lemma 3.20(3), since π 1,0 (A j ) = F , and A j → F are affine subbundles of JD(F ) → F , with associated vector bundle the symbol g 1 .
such that the following equations are satisfied:
x X x + u 3 y X y ) = 0. Therefore dim(E 1 ) q∈Aj = 5, j = 1, 2. For example on A 1 , one has the following expression of the Cartan vector field:
. Instead, since equations (47) are identities for q ∈ A 3 , we get that (E 1 ) q∈A3 = E 1 (F ) q∈A3 , i.e., in the singular points the Cartan distribution ofẼ 1 coincides with the Cartan distribution of JD (F ) that is just given by vector fields given in (46) for arbitrary functions X x , X y , Y {q 0 } ∼ = N 1 , and such that there exists a disk D 2 ǫ ⊂Ṽ , centered on q 0 , with radius ǫ and boundary ∂D 2 ǫ ≡ N ǫ ⊂ A j . (Let us emphasize that dim F = 5, hence we can embedd in F any 2-dimensional smooth compact manifold. See, e.g., [29] .) LetV be the submanifold ofṼ such that ∂V = N ǫ . N 1 . Then, since A j is a strong retract of J 1 2 (F ), we can deformV , obtaining a solution V ′′ ǫ ⊂ A j , such that ∂V ′′ ǫ = N ǫ . N 1 . By taking the limit ǫ → 0, we can see that the solution V ′′ ǫ identifies a solution V ′′ ⊂ A j , such that V ′′ . {q 0 } = V ′ ⊂Ẽ 1 is just an algebraic singular solution of the singular equationẼ 1 . Note that the symbol (g 1 ) q∈A3 = G 1 ≡ T M ⊗ F , i.e., (g 1 ) q∈A3 coincides with the symbol of the trivial PDE JD (F ) ⊆ JD (F ). In fact the components of the symbol onẼ 1 , must satisfy the following equations:
These equations are identities on q ∈ A 3 . As a by-product, we get that above considered algebraic singular solutions are, in general, unstable in finite times. . Let E k ⊂ J k n (W ) be a singular PDE, that splits in irreducible components A i , i.e., E k = i A i . Then, we say that E k admits an algebraic singular solution V ⊂ E k , if V A r ≡ V r is a solution (in the usual sense) in A r for at least two different components A r , say A i , A j , i = j, and such that one of following conditions are satisfied:
Then we say that the algebraic singular solution V is in the case (a), weak, singular or smooth, if it is so with respect to the equation (ij) E k . In the case (b), we can distinguish the following situations: (weak solution): There is a discontinuity in V , passing from V i to V j ; (singular solution): there is not discontinuity in V , but the corresponding tangent spaces T V i and T V j do not belong to a same n-dimensional Cartan sub-distribution of J k n (W ), or alternatively T V i and T V j belong to a same n-dimensional Cartan sub-distribution of J k n (W ), but the kernel of the canonical projection (π k,0 ) * : T J k n (W ) → T W , restricted to V is larger than zero; (smooth solution): there is not discontinuity in V and the tangent spaces T V i and T V j belong to a same n-dimensional Cartan sub-distribution of J k n (W ) that projects diffeomorphically on W via the canonical projection (π k,0 ) * : T J k n (W ) → T W . Then we say that a solution passing through a critical zone bifurcate. 25 Definition 4.29. (Integral bordism for singular PDE's). Let N 1 , N 2 ⊂ E k ⊂ J k n (W ) be two (n − 1)-dimensional admissible closed integral manifolds. We say that N 1 algebraic integral bords with N 2 , if N 1 and N 2 belong to two different irreducible components, say N 1 ⊂ A i , N 2 ⊂ A j , i = j, such that there exists an
In the integral bordism group Ω E k n−1 (resp. Ω E k n−1,s , resp. Ω E k n−1,w ) of a singular PDE E k ⊂ J k n (W ), we call algebraic class a class [N ] ∈ Ω E k n−1 , (resp. [N ] ∈ Ω E k n−1,s , resp.
[N ] ∈ Ω E k n−1 ,), with N ⊂ A j , such that there exists a closed (n − 1)-dimensional 25 Note that the bifurcation does not necessarily imply that the tangent planes in the points of V ij ⊂ V to the components V i and V j , should be different.
admissible integral manifolds X ⊂ A i ⊂ E k , algebraic integral bording with N , i.e., there exists a smooth (resp. singular, resp. weak) algebraic singular solution Proof. In fact, we have the following lemmas.
Then, one has the following isomorphisms:
So we can find a weak algebraic singular solution V ⊂ E k such that ∂V = N 0
, then one has also the following isomorphisms: 
Proof. In fact, under the previous hypotheses one has that we can apply Theorem 3.16 to each component A i , A j and (ij) E k to state that all their weak integral bordism groups of dimension (n−1) are isomorphic to r+s=n−1 H r (W ; Z 2 )⊗ Z2 Ω s . Furthermore, under the above hypotheses on nontriviality of symbols, we can apply Theorem 2.1 in [51] . So we can state that weak integral bordism groups are isomorphic to the corresponding singular ones.
Then Ω (ij) E k n−1,s = 0. 26 Proof. In fact, let Y ⊂ (ij) E k be an admissible closed (n − 1)-dimensional closed integral manifold, then there exists a smooth solution
This solution is singular in general.
After above lemmas the proof of the theorem can be considered done besides the algebraic singular solutions integrability conditions. . Navier-Stokes e F (5) ≡F (5) ≡v k /k =0 (continuity equation) e F (5) ≡F (5) α ≡ẋ k (∂xα.G j jk )+ẋ k α G j jk +ẋ s sα =0 (first-prolonged continuity equation) e F (6) ≡F (6) i ≡ρ δv i δt −P ik /k −F i (body) =0, (motion equation) e F (7) ≡ρCv δθ δt + δw
Then the solution V has boundary ∂V = N 0 X0 P X1 N 1 . (For details see Refs. [65, 67] There can be also found the explicit expressions of the differential polynomials defining (M HD).) In [67] we proved that we can identify a sub-equation (M HD) ⊂ (M HD) such that in some neighbourhood of its points, there exist entropy-regular-solutions passing from such initial conditions. More precisely, we can represent θ 2 R as a polynomial differential of first order on JD ( 
and by calculating the corresponding explicit differential polynomial expression for 
Let us resume the proof given in [67] , since this is necessary to understand the further developments reported below. Let us define
Then, (M HD) is a connected, simply connected bounded domain in (M HD). In fact, we can split (M HD) in the following way One can see that this equation is not formally integrable, but becomes so if we add the first prolongation of R = 0. So we can prove that the following equation (60) (+,+) Y 2 ⊂ JD 2 ( (+,+) W ) : R = 0, R α = 0, F (s) = 0 is formally integrable and completely integrable. Similar considerations can be made on the part Y 3 , and we can identify, the corresponding formally integrable PDE Y 3 . We skip on the details. By conclusion we get that
is the formally integrable and completely integrable constraint in (M HD), where for any initial condition, passes an entropy-regular-solution for (M HD). Then we can apply Theorem 3.16 to conclude that (M HD) is an extended crystal singular PDE.
Furthermore, taking into account that it results Ω (M HD) t2 , t 1 = t 2 , such that if both N i , i = 1, 2, belong to the same component, in the split given in (61), there exist (singular) entropy-regular-solutions V such that ∂V = N 1 X1 P X2 N 2 , and such that their boundaries X 1 ≡ ∂N 1 , X 2 ≡ ∂N 2 , should be orientable and propagating with an admissible 3-dimensional integral manifold P . (For details see [65] .) 27 The stability properties of (M HD) and its solutions, can be studied by utilizing our recent geometric theory on the stability of PDE's [63, 64, 65, 66, 67] . More precisely, (M HD) is a functionally stable singular PDE, in the sense that slpits in components that are functionally stable PDE's. Furthermore, smooth entropy-regular-solutions, i.e., smooth solutions of (M HD), do not necessitate to be stable. However, all they can be stabilized and the stable extended crystal singular PDE of (M HD), i.e., a singular PDE slpit in components that are stable extended crystal PDE's. This last is just (S) (M HD) = (M HD) (+∞) . There, all smooth entropy-regular-solutions, belonging to only one of the components, in the split representation (61) are stable at finite times. Let us, now, find global solutions of (M HD), crossing the singular sets corresponding to states without nuclear energy production, to ones whereh > 0, i.e., passing from (+,+)Ỹ1 to (+,+,+) (M HD). Let V ⊂ (M HD) be a time-like solution such that the following conditions are satisfied: (i) V is a regular entropy solution;
Then we can give the following split surgery representation of V :
We call a solution V of (M HD), such that holds the surgery property given in ( . Furthermore, V is represented by a smooth integral manifold at Y , with respect to the slpit given in (62) , if the tangent space
where E 2 (M HD) is the Cartan distribution of (M HD). In fact the dimesion of the Cartan distribution E 2 of (M HD) in the points q ∈ (+,+,+) (M HD) is higher than in the points q ∈ (+,+)Ỹ1 ). This can be seen by direct computation. Let us denote by Note that even if the points of (+,+)Ỹ1 can be considered singular one, with respect to the Cartan distribution of (M HD), the embedding (M HD) ⊂ (M HD) allows us to prolonge a solution from (+,+)Ỹ1 to (+,+,+) (M HD), according to Theorem 4.30 and surgery representation (62) . Then such solution V in general bifurcates along Y . By summarizing, we can say that the crossing nuclear critical zone solution V ⊂ (M HD) is represented by an integral manifold V ⊂ (M HD) that is smooth in a neighborhood of X ⊂ Y , iff for its tangent space T V , the following condition is satisfied: T (+) V | X = T Z| X ⊂ E 2 ( M HD)| X . Now, in order to surgery a smooth solution V ′ ⊂ (+, +, +)(M HD), passing through a compact smooth space-like 3-dimensional manifold N 1 , with X 1 ≡ ∂N 1 orientable, with suitable smooth solutions of (+,+)Ỹ1 it is enough that the following conditions should be satisfied: . There it identifies an horizontal 4-plane H ⊂ E 2 ( (+,+,+) (M HD) (+∞) ), contained in the Cartan distribution of (+,+,+) (M HD) (+∞) . Then H identifies also an horizontal 4-plane, that we continue to denote with H, in the Cartan distribution of (M HD) +∞ , that on ( (+,+)Ỹ1 ) +∞ , coincides with the Cartan distribution of this last equation. Then we can smoothly prolonge (+,+) V (∞) into ( (+,+)Ỹ1 ) +∞ , identifying there a smooth solution (+) V (∞) . The projection of this algebraic singular solution on (+,+)Ỹ1 (+,+,+) (M HD) identifies a smooth solution V that has the split surgery property (62) . Therefore, it is enough to prove that solutions with the property (65) exist in (+,+,+) (M HD). Now, we can see that a Cartan vector field ζ of (+,+,+) (M HD) is given in (63) and subject to the condition ζ.F (s) = 0. Then conditions (65) are satisfied iff X αh α = 0. Since this condition can be satisfied for suitable functions X α on (+,+,+) (M HD), we recognize that in the set of smooth solutions of (+,+,+) (M HD) exist solutions that smoothly surgery with smooth solutions of (+,+)Ỹ1 . Such solutions are not finite times stable in (M HD since there the symbol is not trivial in each components (+,+)Ỹ1 and (+,+,+) (M HD). However, by using their formal integrability and complete integrability properties, we can state that in ( (M HD) +∞ such solutions are finite times stable. So (M HD) +∞ is the stable extended crystal singular PDE associated to (M HD.
APPENDIX A -THE AFFINE CRYSTALLOGRAPHIC GROUP TYPES [G(3)] AND [G(2)]
Tab. Cn=Zn ∼ ={0,1,2,3,··· ,n−1} (cyclic abelian groups); Ci=S2; Cs=m; C3i=S6
Dn: group with an n-fold axis plus a two-fold axis perpendicular to that axis.
Dn is a non abelian group for n>2. The group order is 2n.
D nh : Dn with a mirror plane symmetry perpendicular to the n-fold axis.
Dnv : Dn with mirror plane symmetries parallel to the n-fold axis.
O: symmetry group of the octahedron. The group order is 24. One has the isomorphism O ∼ =Td.
O h : O with improper operations (those that change orientation). The group order is 48.
T : symmetry group of the tetrahedron, isomorphic to the alternating group A4. The group order is 12.
T d : T with improper operations. Non abelian group of order 24.
T h : T with the addition of an inversion.
An: group of even permutations on a set of length n. The group order is n! 2 .
Octahedron and Tetrahedron 3-chains in R 3 28 . 28 The tetrahedron is a 3-chain in R 3 , identified with a regular 4-faced polyhedron, where each face is an equilateral triangle. It can be derived from the octahedron by extending alternate faces until they meet (this also shriks the opposing set of alternate faces until they disappear).
Tab.6 -Diehdral groups D2m, m≥1 m D2m
The generator of Z2 acts on Zm as multiplication by −1 2 D4 ∼ =Z2×Z2 (Klein four-group)
Warn that in crystallography diehdral groups are usually denoted by Dm=D2m, m≥2. This is just the notation used in Tab.2. (For the body-centerd case (B=I), the infinite translation group is {Z 3 ,Z 3 +( Subgroup Index
