Abstract-We explore the use of end-to-end multicast traffic as measurement probes to infer network-internal characteristics. We have developed in an earlier paper [2] a Maximum Likelihood Estimator for packet loss rates on individual links based on losses observed by multicast receivers. This technique exploits the inherent correlation between such observations to infer the performance of paths between branch points in the multicast tree spanning the probe source and its receivers. We evaluate through analysis and simulation the accuracy of our estimator under a variety of network conditions. In particular, we report on the error between inferred loss rates and actual loss rates as we vary the network topology, propagation delay, packet drop policy, background traffic mix, and probe traffic type. In all but one case, estimated losses and probe losses agree to within 2 percent on average. We feel this accuracy is enough to reliably identify congested links in a wide-area internetwork.
I. INTRODUCTION

A. Background and Motivation
Fundamental ingredients in the successful design, control and management of networks are mechanisms for accurately measuring their performance. Two approaches to evaluating network performance have been (i) collecting statistics at internal nodes and using network management packages to generate link-level performance reports; and (ii) characterizing network performance based on end-to-end behavior of point-topoint traffic such as that generated by TCP or UDP. A significant drawback of the first approach is that gaining access to a wide range of internal nodes in an administratively diverse network can be difficult. Introducing new measurement mechanisms into the nodes themselves is likewise difficult because it requires persuading large companies to alter their products. Also, the composition of many such small measurements to form a picture of end-to-end performance is not completely understood.
Regarding the second approach, there has been much recent experimental work to understand the phenomenology of endto-end performance (e.g., see [13, [31, [151, POI, [221, [231 [ 111 is under evaluation as a tool for inferring link-level statistics from end-to-end point-to-point measurements. However, much work remains to be done in this area.
In a recent paper [2], we considered the problem of characterizing link-level loss behavior through end-to-end measurements. We presented a new approach based on the measurement and analysis of the end-to-end loss behavior of multicast probe traffic. The key to this approach is that multicast traffic introduces correlation in the end-to-end losses measured by receivers. This correlation can, in turn, be used to infer the loss behavior of the links within the multicast routing tree spanning the sender and receivers. Our principal analytical tool is a Maximum Likelihood Estimator (MLE) of the link loss rates. This estimate is derived under the assumption that link losses are described by independent Bernoulli losses. The data for this inference is a record of which of n probes were observed at each of the receivers. We have shown that these estimates are strongly consistent (converge almost surely to the true loss rates). Moreover, the asymptotic normality property of MLEs allows us to derive an expression for their rate of convergence to the true rates as n increases. The presence of spatial and temporal correlation between losses would violate the assumptions of the model. However, we showed in [2] that spatial correlations deform the Bernoulli based estimator continuously (i.e. small correlations give rise to only small inaccuracies). Moreover, the deformation is a second order effect in that it depends only on the change in loss correlations between different parts of the network. Temporal correlations do not alter the strong consistency of the estimator; they only slow the rate of convergence.
We envisage deploying inference engines as part of a measurement infrastructure comprised of hosts exchanging probes in a wide-area network (WAN). Each host will act as the source of probes down a multicast tree to the others. A strong advantage of using multicast rather than unicast traffic is efficiency. N multicast servers produce a network load that grows at worst linearly as a function of N . On the other hand, the exchange of unicast probes can lead to local loads which grow as N 2 , depending on the topology.
B. Contribution
Whereas the experimental component of our previous work focused on comparing inferred and actual probe losses, the focus of this paper is on asking how close are the inferred losses to those of background traffic. We do this under a variety of network configurations. These are specified by varying the following: (i) network topology (ii) background traffic mix (iii) packet drop policy (iv) probe traffic type, and (v) network propagation delay. In analyzing potential differences between inferred and actual losses we identify three potential causes.
The first is the statistical variability expected on the basis of the loss model. The general theory of MLE's furnished the asymptotic variance of the estimators as the number of probes grows. These tell us how many probes must be used in order to achieve measurements of a desired level of accuracy. It can be shown that the asymptotic variance of each estimated loss probability is, to first order, equal to the true loss probability and otherwise independent of the topology. The role of such theoretical values is to establish a baseline for variance of loss estimates of background traffic.
The second potential cause of differences is the nonconformance of probe losses to the Bernoulli model. In practice we find quite close agreement between inferred and actual probe losses. An examination of the underlying loss process shows that deviations from the Bernoulli model are quite small. The correlation between packet losses on different links is usually less than 0.1.
The main contribution to the difference comes from differences in the loss patterns exhibited by probe and background traffic. We have mainly used TCP background traffic in the simulations, reflecting the dominant use of TCP as a transport protocol on the Internet [32] . However, TCP flows are known to exhibit correlations. A well-known example of this is synchronization between TCP flows which can occur as a result of slow start after packet loss [lo] . This mechanism can be expected to give rise to spatial and temporal correlations between losses. However, we believe that large and long-lasting spatial dependence is unlikely in a real network because of traffic heterogeneity. In our experiments we investigated the effects of two different discard methods: Drop from Tail and Random Early Detection (RED) [7] . One of the motivations for the introduction of RED has been to break dependence introduced through TCP.
The choice of probe process is one means by which we can aim to improve the accuracy of inference. A constraint on the interprobe time is that probe traffic should not itself contribute noticeably to congestion. Beyond the question of the mean, the choice of interarrival time distribution can affect the bias and variance of the MLE. Probes with exponentially distributed spacings will see time averages; this is the PASTA property (Poisson Arrivals See Time Averages; see e.g. [33] ). This approach has been proposed for network measurements [24] and is under consideration in the IP Performance Metrics working group of the IETF [9] . We compare the effect of using constant rate probes and Poisson probes. In most cases the difference in accuracy is quite small. We find a far greater degradation in accuracy when network round trip times were reduced below the interprobe time.
The remaining sections of the paper are organized as follows. After a review of related work, in Section I1 we describe the loss model, in Section I11 the MLE and its properties. In Section IV we describe the algorithm used to compute the MLE from data. We discuss our framework for quantifying the errors in inference in Section V. The simulations themselves are reported in Section VI.
C. Related Work
In the opening paragraphs we listed a number of ongoing measurement infrastructure projects in progress ([6] , [8], [ 
141,
[31 I). We believe our multicast-based techniques would be a valuable addition to these measurement platforms.
Simultaneously with the present work, Ratnasamy and McCanne [26] have proposed using a multicast-based loss estimator to infer topology. The emphasis in their study is on grouping multicast receivers, rather than estimating the loss probabilities themselves. They use the same estimate as we do for loss on the shared path to two receivers, and this gives rise to an algorithm for inferring binary trees. Ad hoc extensions to trees with higher branching ratios are proposed.
There is a multicast-based measurement tool, mtrace [17] , already in use in the Internet. mtrace reports the route from a multicast source to a receiver, along with other information about that path such as per-hop loss and delay statistics. Topology discovery through mtrace is performed as part of the tracer tool [13] . However, mtrace suffers from performance and applicability problems in the context of large-scale measurements. First, mtrace traces the path from the source to a single receiver by working back through the multicast tree starting at that receiver. In order to cover the complete multicast tree, mtrace needs to run once for each receiver, which does not scale well to large numbers of receivers. In contrast, the inference techniques described in this paper cover the complete tree in a single pass. Second, mtrace relies on multicast routers to respond to explicit measurement queries. Current routers support these queries. However, Internet service providers may choose to disable this feature since it gives anyone access to detailed delay and loss information about paths in their part of the network. (We have received reports that this is already occurring). In contrast, our inference techniques do not rely on cooperation from any network-internal elements.
There has been some ad hoc, statistically non-rigorous work on deriving link-level loss behavior from end-to-end multicast measurements. An estimator proposed in [34] attributes the absence of a packet at a set of receivers to loss on the common path from the source. However, this is biased, even as the number of probes n goes to infinity.
DESCRIPTION OF THE LOSS MODEL
Let 7 = (V, L ) denote the logical (as opposed to physical) multicast tree, consisting of the set of nodes V , including the source and receivers, and the set of links L, which are ordered pairs ( j , k) of nodes, indicating a (directed) link from j to k.
The set of children of node j is denoted by d ( j ) ; these are the nodes with a link coming from j . For each node j , other than the root 0, there is a unique node f(j), the parent of j, such that j E d(f(j)). Each link can therefore be identified by its "child" endpoint. We define "ancestors" (grandparents and the like) in an obvious way, and likewise "descendants". The difference between a logical and a physical tree is that, whereas it is possible for a node to have only one child in the physical tree, in the logical tree each node except the root and leaves must have at least two children. A physical tree can be converted into a logical tree by deleting all nodes, other than the root, which have one child and adjusting the links accordingly.
The root 0 E V represents the source of the probes and the set of leafnodes R C V (i.e., those with no children) represents the receivers.
A probe packet is sent down the tree starting at the root. If it reaches a node j a copy of the packet is produced and sent down the link toward each child of j. As a packet traverses a link k (recall that k denotes the endpoint), it is lost with probability (Yk = 1 -'Yk and arrives at k with probability Ctk. We shall use the notation E! = 1 -Q for any quantity a (with or without subscripts) between 0 and 1. The losses on different links are assumed to be independent and to occur with the probabilities E!k as described. In [2] we have discussed the potential limitations of this model, and how the model can be corrected if there are dependencies between the losses. The two-leaf logical multicast tree is shown in Figure 1 .
We describe the passage of probes down the tree by a stochastic process X = ( X k ) k E V where each x k equals 0 or I: x k = 1 signifies that a probe packet reaches node k , and 0 that it does not. The packets are generated at the source, so X O = 1. For all other k E V , the value of x k is determined as follows. If X k = 0 then X j = 0 for the children j of k (and hence for all descendants of k ) . If X k = 1, then for j a child of k, X j = 1 with probability a j , and X j = 0 with probability E j , independently for all the children of k. We write a0 = 1 to simplify expressions concerning the a k .
-
MAXIMUM LIKELIHOOD ESTIMATION OF LOSS
If a probe is sent down the tree from the source, the outcome is a record of whether or not a copy of the probe was received at each receiver. Expressed in terms of the process X , the outcome is a configuration X ( R ) = ( X k ) k E R of zeroes and ones at the receivers (1 = received, 0 = lost). Notice that only the values of X at the receivers are observable; the values at the internal nodes are invisible. The state space of the observations X ( R ) is thus the set of all such configurations, R = (0, l } R . For a given set of link probabilities a = ( Q k ) k E V , the distribution of X ( R ) on R will be denoted by Pa. The probability mass function for
Let us dispatch n probes, and, for each x E $2, let n ( x ) denote the number of probes for which the outcome x is obtained. The probability of n independent observations xl, . . . , xn (with each
We estimate a using maximum likelihood, based on the data ( n (~) ) ,~n , and we find that the usual regularity conditions that imply good large-sample behavior of the MLE are satisfied in the present situation. This is useful for the applications we have in mind because (a) we want to assess the accuracy of our estimates via confidence intervals, and (b) it is important to determine the smallest number n of probes needed to achieve the desired accuracy. We want to minimize n because, although sending out probes is inexpensive in itself, networks are subject to various fluctuations (e.g., [20] ) which can perturb the model, and the measurement process itself ties up network resources.
We begin with a review of our main results on the existence and uniqueness of the MLE. Another question, not treated here, but which is important for applications, is the feasibility and organization of the computations. We work with the loglikelihood function
In the notation we suppress the dependence of L on n and d , . . . , xn. For each node k , let R(k) be the set of outcomes z E R such that xj = 1 for at least one receiver j E R which is a descendant of k , and let
where p^(x) := n ( x ) / n is the observed proportion of trials with outcome x. We will show how to find a as a function of the y. The MLE 6 is precisely that a which maximizes L ( a ) :
We shall see that, at least for large n, li. = r-'(T), using the inverse of the function I? that expresses the yk in terms of the a k . Candidates for the MLE are solutions z of the likelihood equation: (i) The model is identifiable in B, i.e., a , a' E B and Pa = Pa! implies a = a'. Thus, distinct link probabilities a produce distinct statistical behavior of the 7 as n + CO.
(ii) As n + CO, & + a , with Pa-probability 1, i.e., the MLE is strongly consistent.
(iii) With probability 1, for sufficiently large n, 6 = 2, i.e., the solution of the likelihood equation maximizes the likelihood. This is proven using large sample theory for MLE, such as in '31 = g l l ) +?(IO) + F(Ol),
and equations (6) for & in terms of the y k yield
(9)
Note that although it is possible that 61 > 1 for some finite n, this will not happen when n is sufficiently large, due to Theorem 2.
Iv. COMPUTATION OF THE MLE ON A GENERAL TREE
In this section we describe the algorithm for computing Z on a general tree. An important feature of the calculation is that it can be performed recursively on trees. First we show how to calculate the T k . These can be calculated by reconstruction of a
i n f e r ( j , Ak ) ;
sample path of the full process ( X k ) k e " that is consistent with the measured data XtR,, . . . , XiR, from n probes. We define the n-element binary vector ( X k ) k E V recursively by
A 'yk = n -' C z k ( i ) .
i = l
For simplicity we assume now that ? E I'((O,l)#'). The calculation of 2 can be done by another recursion. We formulate both recursions in pseudocode in Figure 2 . The procedure f i n d x calculates the x k and y k , assuming X k initializes to x k for k E R and 0 otherwise. The procedure i n f e r calculates the G k . The procedures could be combined. The full set of link probabilities is estimated by executing main ( 1 ) ; recall 1 is the single descendant of the root node 0. Here, an empty product (which occurs when the first argument of i n f e r is a leaf node) is understood to be zero, Here s o l v e f o r is a routine that finds the unique solution A k in (0,1] to (6). The recursive nature of the algorithm has important consequences for its implementation in a network setting. The calculation of T k and A k depends on X only through the ( % j ) j E d ( k ) .
In a networked implementation this would enable the calculation to be localized in subtrees at a representative node. The computational effort at each node would be at worst proportional to the depth of the tree (for the node which is unlucky enough to be the representative for all distinct subtrees to which it belongs). The network load induced by the communication of data could be kept local, e.g., by scoped multicast amongst sibling representatives. We evaluated our loss inference algorithm using the ns simulator [ 191. This enabled us to investigate the effectiveness of the estimator over a range of network topologies, link delays, packet drop policies, background traffic types, and probe traffic types. In particular we were able to determine the actual loss experienced by background traffic, and by probe traffic, and compare these values to those predicted by the inference algorithm on the basis of measurements at the leaf nodes. The experiments show that the agreement between inferred and probe loss is extremely good. This shows that the model of probe loss and the associated inference technique are quite effective in the small networks used in the simulation. This is encouraging since we expect flow synchronization effects (that would violate the model) to be more noticeable amongst a smaller numbers of flows. Agreement between inferred loss and background traffic loss is quite reasonable, although not as close as between inferred and probe loss. Some difference is expected due to the difference in temporal statistics of TCP flows and probes.
A. Comparing Loss Probabilities
We describe our approach to comparing two sets of loss probabilities p and q. For example p could be an inferred probability on a link, q the corresponding actual probability. For some error margin E > 0 we define the error factor wherep(E) = max{&,p} and q ( E ) = max{E, q } . Thus, we treat p and q as being not less than E , and having done this, the error factor is the maximum ratio, upwards or downwards, by which they differ. Unless otherwise stated, we used the default value E = in this paper. The choice of this metric is motivated by the expectation that it is desirable to estimate the relative magnitude of loss ratios on different links in order to distinguish those which suffer higher loss. In summarizing the relative accuracy of a set of loss measurements, we will calculate statistics of the error factor, such as mean and quantiles of F, ( p i , q i ) where p = (pi) and q = ( q i ) are two sets of loss probabilities (inferred and actual, say). Here the index i runs over a set of links, a set of measurements on the same link made at different times or during different simulations, or some combination of these.
B. Summary Statistics of the Error Factor
In describing the mean and variability of the error factors, we shall use the following summary statistics. We shall estimate the center of the distribution of a set of error factors I C~ by the two-sided quartile-weighted median (17) where Qp denotes the pth quantile of the IC;. m is particularly suited to skewed distributions; see [29] for further detail. We characterize the high values of the error factors through the 90th percentile. Both these summary statistics are robust, being independent of any assumption on the distribution of the error factors. 
C. 1 Network Topology
We investigated three topologies. We used the two-leaf binary tree of Figure 1 to explore the variables listed below within a tightly controlled environment. We also explored two larger binary topologies: the regular 8 leaf binary tree of Figure 3(left) , and the irregular tree of Figure 3 (right). In both of the larger trees we arranged for some heterogeneity between the edges and the center in order to mimic the difference between the core We explored the performance of the inference algorithm un- and edges of a large WAN, with the interior of the tree having higher capacity (SMb/sec) and latency (50ms) than at the edge (lMb/sec and 1Oms).
C.2 Packet Discard Method
Each node had a buffer capacity of 20 packets, independent of packet size. We compare the effects of two methods of packet discard: Drop from Tail (DT), and discard based on Random Early Detection (RED) [7] . One of the benefits expected from the deployment of RED is increased utilization through the breaking of synchronization that can occur due to slow start of TCP after congestion, as identified in [lo] . We used the ns default parameters of RED in the simulations.
C.3 Background Traffic
Each of the trees was equipped with a variety of flows of background traffic. Flows were of t w o types: infinite data sources that use the Transmission Control Protocol (TCP), and on-off sources using the Unreliable Datagram Protocol (UDP), the on and off periods having either a Pareto or an exponential distribution. In most of the simulations on the larger trees we used predominantly TCP, with a mixture of UDP. We chose this mix because TCP is the dominant transport protocol on the Internet [32] .
C.4 Probe Characteristics
It is desirable that probe traffic only use a small part of the available link capacity. For the experiments in the large topologies we used 40-byte probes with a mean interprobe time of 16ms, i.e. a 20 kbit/sec stream. This is just over 1% of the capacity of the smallest link used; it would be a far smaller fraction of capacities commonly used in today's Internet backbones. We used two types of probes: constant rate probes and Poisson probes. The use of the latter has been proposed We investigated the effects of network roundtrip time on esThis is potentially important because the roundtrip time determines the time it takes TCP to respond to packet losses. Thus the relative size of this time and the interprobe time determines the number of probe packets that sample congestion due to TCP traffic. In these experiments we reverted to a uniform link latency of between lms and 100ms.
VI. SIMULATION RESULTS
A. Qualitative Sample Path Behavior
We start by illustrating some properties of sample paths of the MLE. We shall make mostly qualitative observations initially; quantitative statistical measures of the accuracy of inference will be applied later.
In the regular topology of Figure 3 (left) we conducted experiments of 240 seconds duration. Background traffic was generated by 30 infinite F W sources using TCP, and another 30 on-off UDP sources, mostly with low rates and either exponential or Pareto distributed. There was one experiment for each of the four combinations of DropTail or RED packet discard and Poisson or CBR probes. The mean time between probes was 16ms, so about 15,000 probes were used in each experiment.
For each of the experiments we calculated 6 on a moving window of a given width, using jumps of half the width. We display the mean error factor as a function of window size in Figure 4 . On the left we show the error factor between inferred and actual probe loss; on the right between inferred and actual background loss. The main points to observe are that (i) error factors decrease as window size increases; (ii) the error factor between inferred and probe losses is small when compared with that between inferred and background losses; (iii) the error factors are reasonably insensitive to choice of packet discard method and probe type. To the extent that there are differences, mean error factors between inferred and background losses for CBR probes are slightly smaller than for Poisson probes, at least for larger window sizes (about 1.2 compared with about 1.5). Error factors for RED are marginally worse than for DropTail. We shall comment upon these differences later.
B. Dynamic Tracking of Loss
In Figure 5 we display the time series of background, probe and inferred loss on one link over the moving windows of a sim- Seconds .
-.
--- 1--1 ulation similar to that just described. However, we arrange for some additional sources to be turned on after 60 seconds have elapsed. We display how inferred losses track the real ones on a 5 second window (left) and a 20 second window (right). There is considerable variability between the inferred and actual loss at the 5 second window, not all of which is removed by increasing to a 20 second window. However, even at the 5 second window it appears that the estimator responds rapidly to the increase in actual loss that occurs after 60 seconds have elapsed.
From Figure 5 it is evident that the inferred loss tracks the probe loss more closely than the loss of background packets. Increasing the window size narrows some of the difference. We illustrate this for a single window in Figure 6 . For a 5 second and a 240 second window, we display how the ordering of the links according to loss probability differs according to whether the loss used for ordering is that for background or probe or inferred loss. To do this we have placed each set of probabilities on an axis (background loss on left, probe loss in middle and inferred loss on right) and joined the values for given links. The flatter the lines, the greater the accuracy; the less they cross, the better the ordering is preserved. In this example, both accuracy and ordering are improved by using the larger window. It is clear in this example that despite error factors of about 2 between some of the inferred and background traffic losses, the inference is sufficiently accurate to distinguish the links with the highest loss for either probe or background packets.
C. Quantitative Statistical Measures of Accuracy
We now present some broad statistical measures of the accuracy of the inference in different network configurations in topologies with 15 links. We conducted 10 experiments of 240 seconds duration for each of the four combinations of DropTail or RED packet discard with CBR or Poisson probes. We then calculated the center m and 90th percentile of the 150 error factors (10 experiments x 15 links).
The results are tabulated for the regular topology with mixed TCP and UDP sources in Table I ; for the regular topology with TCP source only in Table 11 ; and for the irregular topology with mixed sources in Table 111 . Taking these as a group, the accuracy of inference of probe loss is striking. Looking at the first pair of columns in each table we see that the error is no more than 2% of the true value on average (i.e. an error factor 1.02), the 90th percentile of the error being 17% of the true value at worst (i.e. an error factor 1.17).
The error factors between actual probe loss and background traffic loss are somewhat larger; this difference is then the main contribution to errors in inferring the background traffic loss by the probe loss. The center m is less than 1.5, and the 90th per- centile is less than 2.2. Pure TCP background traffic has somewhat higher error factors than mixed TCP and UDP. The irregular topology has somewhat higher error factors than the regular topology. The average utilization in these simulations was about 60%. We also conducted simulations at up to 90% utilization on the two-leaf binary tree with approximately the same number of probes. In most cases the summary statistics were of the same order.
Comparing the different packet discard methods, we see that RED always gives somewhat lower values for m and the 90th percentile than the corresponding DropTail. This fits with our expectation that the randomization induced by RED will break correlations induced by TCP flow control, and hence cause patterns of loss for background traffic to more closely resemble the Bernoulli loss model.
Comparing the different packet probe types, we see that CBR has m and 90th percentile consistently slightly lower than for Poisson probes. The reason for this small difference is not clear at present. Poisson probes see time averages [33] and hence yield unbiased measurements. It is possible though that they exhibit higher variances for the reason that the potentially extreme (long or short) interarrival times lead to worse sampling of network congestion events.
We examined the influence of network propagation delay on error factors. For DropTail packet discard and Poisson queueing, we find (see Table IV ) that error factors increase as propagation delay decreases. A possible explanation for this is the following. We observe an increase in utilization as the propagation delay is decreased, the utilization being close to 100% on some links when propagation delay is lms. Since recovery after TCP losses will be correspondingly quick, any spare capacity will be rapidly exploited, and congestion may be long lived, leading to temporal correlations between probe losses. Whereas this would not alter the asymptotic accuracy of the MLE, it would slow the rate of convergence as the number of probes is increased, leading to high estimator variance. This hypothesis is supported by Table IV: at lms feedback delay, most of the error is between the inferred and probe loss. lms is far shorter than the minimum link propagation delays on the Internet, so we do not expect this phenomenon to occur in practice. We stress, however, that it remains to obtain a full understanding of the effect on accuracy of the interactions between interprobe time, propagation delay and variables such as packet discard method and probe type.
We summarize all our experiments hitherto in Figure 7 , where we show a scatter plot of pairs of (inferred loss, probe loss) on the left, and pairs of (inferred loss, background loss) on the right. Thus each point corresponds to a single link on a single simulation run. Also included here are points for experiments conducted with the combinations of traffic types, discard method, probe distribution and topology described above, but with a more variable flow duration. The flow durations were obtained by choosing random beginning and end times for each flow in a given simulation, rather than having the flows present for the whole simulation. In these examples, inferred loss is a better predictor of background loss when the latter is at least 1%: for this subset of data points the mean error factor is 1.20 compared with 1.28 for the complete set.
VII. CONCLUSIONS
In this paper we have analyzed the efficacy of multicast-based inference in estimating loss probabilities in the interior of a network from end-to-end measurements. The principal tool was a Maximum Likelihood Estimator of the link loss probabilities. Probes are multicast from a source; the data for the MLE is a record of which probes were received at each leaf of the multicast tree. Although the method assumes that losses are independent, we have shown in some cases that it is relatively insensitive to the presence of spatial loss correlations; temporal correlations increase its variance, so that a longer measurement period is required; see [2] .
We evaluated the method by conducting ns simulations that used topologies and traffic flows with quite a rich structure, with several hops per flow and flows per link. We compare inferred and actual loss probabilities on the links of the logical multicast tree. The experiments showed that the loss probabilities for probe packets were inferred extremely closely by the MLE.
The probe traffic was typically only 1% to 2% of the traffic on each link. We investigated how closely loss rates for background traffic were inferred. We examined the effect of changing traffic mix, topology, packet discard method and probe type. We found small differences between these, compared with the inherent variability of the estimates. Varying the network feedback delay also affected the accuracy of inference. For very short propagation delays we believe that the aggressive behavior of TCP slow start is a factor in decreasing accuracy. We intend to investigate this phenomenon more fully.
Over a range of experiments our summary statistics show that the relative error of the inferred and actual losses had a distribution whose center was no greater than about 1.5 and whose 90th percentile was no worse than a factor of about 2.2. If one is limited to using inferred probe loss to estimate background traffic loss, this would mean that only in 1 % of the worst cases would a single inference fail to distinguish between two background loss rate that separated by a factor of 5. We believe that this is sufficiently accurate to identify the most congested links.
