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Introduction and main result (Theorem 1)
Fifty years ago in [Sto63] Markov processes where considered which have in common that their state spaces are closed subsets of the real line and that their random trajectories "do not jump over points". When put in their "natural scale" these processes are determined by their "speed measure". Stone argues that in some sense the processes depend continuously on the speed measures. The most classical example is the symmetric simple random walk on Z which, after a suitable rescaling, converges to standard Brownian motion. If you rescale edge lengths by a factor 1 √ n and speed up time by a factor n, then you might think of the rescaled random walk as such a process with speed measure 1 √ n q( √ n ·), where q denotes the counting measure on Z, and of the standard Brownian motion as such a process whose speed measure equals the Lebesgue measure on R.
In the present paper we want to extend this result from R-valued Markov processes to Markov processes which take values in tree-like metric spaces. Before we state our main result precisely, we do the preliminary work and define the space of rooted metric boundedly finite measure trees equipped with pointed Gromov-vague topology and give our notion of convergence in path space. Definition 1.1 (Rooted metric boundedly finite measure trees).
(i) A pointed Heine-Borel space (X, r, ρ) consists of a Heine-Borel space 1 (X, r) and a distinguished point ρ ∈ X. (ii) A rooted metric tree is a pointed Heine-Borel space (T, r, ρ), which is both 0-hyperbolic, i.e. for all x 1 , x 2 , x 3 , x 4 ∈ T ,
(1.1) r(x 1 , x 2 ) + r(x 3 , x 4 ) ≤ max r(x 1 , x 3 ) + r(x 2 , x 4 ), r(x 1 , x 4 ) + r(x 2 , x 3 ) , and fine, i.e., for all x 1 , x 2 , x 3 ∈ T there is a (necessarily unique) point c(x 1 , x 2 , x 3 ) ∈ T , such that for i, j ∈ {1, 2, 3}, i = j,
(1.2) r x i , c(x 1 , x 2 , x 3 ) + r x j , c(x 1 , x 2 , x 3 ) = r(x i , x j ).
The point c(x 1 , x 2 , x 3 ) is referred to as branch point, and the distinguished point ρ ∈ T as the root.
(iii) In a rooted metric tree (T, r, ρ) we define for a, b ∈ T the intervals We say that x, y ∈ T are connected by an edge, in symbols x ∼ T y or simply x ∼ y, iff
(1.4) x = y and [x, y] = {x, y}.
If x ∼ y and x ∈ [ρ, y], we call (x, y) an oriented edge of length r(x, y). (iv) A rooted metric boundedly finite measure tree (T, r, ρ, ν) consists of a rooted metric tree (T, r, ρ) and a measure ν on (T, B(T )) which is finite on bounded sets and has full support, supp(ν) = T .
Remark 1.2 (R-trees versus trees with edges).
A metric tree is connected (i.e. is an R-tree) if and only if it has no edges. Due to separability, there can be only countably many edges.
We will establish a one-to-one correspondence between rooted metric boundedly finite measure trees (T, r, ρ, ν) and strong Markov processes X = (X t ) t≥0 with values in (T, r) starting at ρ. When (T, r) is compact such a process can be characterized by the occupation time formula given in (0.1) (see Proposition 5.1). For general rooted metric boundedly finite measure trees the corresponding Markov process is associated with a regular Dirichlet form (see Definition 2.7). We will refer to this Markov process as speed-ν motion on (T, r) or variable speed motion associated to ν on (T, r). If (T, r) is path-connected, then X has continuous paths and equals the so-called ν-Brownian motion on (T, r), which was recently constructed in [AEW13] . On the other hand, if (T, r) is discrete, X is a continuous time nearest neighbor Markov chain which jumps from v to v ′ ∼ v at rate (1.5)
(see Lemma 2.11).
The invariance principle which we are going to state says that a sequence of variable speed motions converges in path space to a limiting variable speed motion whenever the underlying metric measure trees converge in the pointed Gromov-Hausdorff-vague topology which was recently introduced in [ALW] . In particular, it was shown that convergence in pointed GromovHausdorff-vague topology is equivalent to convergence in pointed Gromovvague topology together with the uniform local lower mass-bound property, i.e., for each δ, R > 0, ν n B n (x, δ) > 0 (see Proposition 3.8). Here, B n (x, R) = y ∈ T n : r n (x, y) < R is the ball around x with radius R in the metric space (T n , r n ). In the introduction we recall only the definition of Gromov-vague topology. For a more elaborate discussion of the topology, we refer the reader to Section 3. We call two rooted metric measure trees (T, r, ρ, ν) and (T ′ , r ′ , ρ ′ , ν ′ ) equivalent iff there is an isometry ϕ between (T, r) and (T ′ , r ′ ) such that ϕ(ρ) = ρ ′ and ν • ϕ −1 = ν ′ . Denote by T the space of equivalence classes of rooted metric boundedly finite measure trees. Let X := (T, r, ρ, ν), X 1 := (T 1 , r 1 , ρ 1 , ν), X 2 := (T 2 , r 2 , ρ 2 , ν), . . ., be in T. We say that (X n ) n∈N converges to X in pointed Gromov-vague topology iff there are a pointed metric space (E, d E , ρ E ) and isometries ϕ n : T n → E with ϕ(ρ n ) = ρ E , for all n ∈ N, as well as an isometry ϕ n : T → E with ϕ(ρ) = ρ E such that the sequence of image measures ϕ n * ν n ↾ B(ρ E ,R) restricted to the ball of radius R around the root converges weakly for all but countably many R > 0.
Before we are in a position to state our main scaling result, notice that the approximating Markov processes may live on different spaces. We therefore agree on the following: Definition 1.3 (A notion of convergence in path space). For every n ∈ N ∪ {∞}, let X n be a càdlàg process with values in a metric space (T n , r n ).
(i) We say that (X n ) n∈N converges to X ∞ in path space (resp. f.d.d.) if there exists a metric space (E, d E ) and isometric embeddings φ n :
We say that (X n ) n∈N converges to X ∞ in the one-point compactification in path-space (resp. f.d.d.) if there exists a locally compact space (E, d E ) and embeddings as in (i) such that we have pathspace (resp. f.d.d.) convergence in the one-point compactification E ∪ {∞}, where the processes are defined to take the value ∞ after their lifetimes.
To be in a position to state our invariance principle, we recall the notion of the one-point compactification E := E ∪{∞} of a separable, locally compact (but non-compact) metric space E, and the life time ζ of a E-valued strong Markov process, i.e., (1.7)
ζ := inf t ≥ 0 : X t = ∞ .
Our main result is the following:
Theorem 1 (Invariance principle). Let X := (T, r, ρ, ν), X 1 := (T 1 , r 1 , ρ 1 , ν 1 ), X 2 := (T 2 , r 2 , ρ 2 , ν 2 ), . . . be in T. Let X be the speed-ν motion on (T, r) starting in ρ, and for all n ∈ N, let X n be the speed-ν n motion on (T n , r n ) started in ρ n . Assume that the following conditions hold:
(A1) The sequence (X n ) n∈N converges to X pointed Gromov-vaguely.
(A2) The uniform local lower mass-bound property (1.6) holds. Then the following hold:
(i) X n converges in the one-point compactification in path-space to a process Y , such that Y stopped at infinity has the same distribution as the speed-ν motion X. In particular, if X is conservative (i.e. does not hit infinity), then X n converges weakly in path-space to X. (ii) If sup n∈N diam(T n , r n ) < ∞, where diam is the diameter, and we assume (A1) but not (A2), then X n converges f.d.d. to X.
Remark 1.4 (Entrance law). Let X := (T, r, ν), X 1 := (T 1 , r 1 , ν 1 ), X 2 := (T 2 , r 2 , ν 2 ), . . . in T be such that X n −→ n→∞ X Gromov-Hausdorff-vaguely. The statement of Theorem 1(i) reflects the fact that it is possible that the approximating speed-ν n motions on (T n , r n ), as well as their limit processes on the one-point compactification, are recurrent but the speed-ν motion on (T, r) is not. Note that in such a situation we obtain an entrance law and that the limit processes can not be strong Markov processes. We explain this in detail in Example 5.5.
We want to briefly illustrate this invariance principle with a first nontrivial example which was established in [Cro08] . Further examples and the relation of Theorem 1 to the existing literature are discussed in Section 7. Example 1.5 (RWs on GW-trees converge to BM on the CRT). Consider a Galton-Watson process in discrete time whose offspring distribution has finite (positive) variance σ 2 . For each n ∈ N, let T n be the corresponding GW-tree conditioned on having n vertices. Given T n , whenever
, and let ν n ({v}) :=
for all v ∈ T n . Notice that given T n , the speed-ν n random walk on (T n , r n ) is the symmetric nearest neighbor random walk on T n with edge lengths rescaled by a factor σ √ n and with exponential jump rates
Denote by µ ske n the normalized length-measure (see Section 2.1) on the path-connected tree T n spanned by T n . Then it is known that (T n , r n , µ ske n ) converges Gromov-vaguely in distribution to some random, compact, pathconnected metric measure tree (T , r, µ), where (T , r) is the so-called Brownian continuum random tree (or shortly, the CRT), and µ the "leaf-measure" (see, for example, [Ald93, Theorem 23]). As the Prohorov distance between ν n and µ ske n is not greater than σ 2 √ n , (T n , r n , ν n ) also converges Gromovvaguely to (T , r, µ) by [ALW, Lemma 2.10]. Furthermore it is known that the family {ν n ; n ∈ N} satisfies the uniform local lower mass-bound property (compare [Ald93, Corallary 19] together with Proposition 3.8).
We can therefore conclude from Theorem 1 that given a realization of a sequence (T n ) n∈N converging Gromov-weakly to some T , the symmetric random walk with jumps rescaled by 1 √ n and time speeded up by a factor of n 3 2 converges to µ-Brownian motion on the CRT. This was first conjectured in [Ald91, Section 5.1] and proved in [Cro08] . A more general result on homogeneous scaling limits of random walks on graph trees towards diffusions on continuum trees was established in [Cro10] . We will discuss in Section 7.3 how this result is covered by our invariance principle.
For the proof of the invariance principle we use the following approach. We first use techniques from Dirichlet forms to construct the speed-ν motion on (T, r). We continue showing tightness based on a version of Aldous' stopping time criterion (Proposition 4.2), and then identify the limit. As we are working with Dirichlet forms, one might be tempted to show f.d.d.-convergence of the motions by verifying Mosco-convergence. It turns out, however, that this is tedious, and we rather identify the limit via the occupation time formula (0.1). For that, we first restrict ourselves to limit metric (finite) measure trees which are compact, and show that any limit point must be a strong Markov process satisfying (0.1). We then reduce the general case to the case of compact limit trees by showing that there are suitably many hitting times which converge.
The rest of the paper is organized as follows: In Section 2 we construct the speed-ν motion on (T, r) and present occupation time formula (0.1). In Section 3 we introduce all the topological concepts needed to deal with convergence of the underlying metric measure spaces. In Section 4 we prove the tightness of a sequence of speed-ν n motions on (T n , r n ) provided that the underlying spaces (T n , r n , ν n ) n∈N converges. In Section 5 we show that any limit point satisfies the strong Markov property and that its occupation time formula agrees with that of the limit variable speed motion. In Section 6 we collect all the ingredients to present the proof of Theorem 1. Finally, in Section 7 we present examples and relate our result to the existing literature.
The speed-ν motion on (T, r) and its Dirichlet form
In this section we will use Dirichlet form techniques to construct the variable speed motions. We will follow the lines of [AEW13] where the variable speed motion was constructed on path-connected rooted metric measure trees, or rooted measure R-trees for short. The main idea behind the generalization to arbitrary rooted metric measure trees is the presentation of a universal notion of the length measure and the gradient. This will be given in Subsection 2.1. In Subsection 2.2 we associate the variable speed motion with a Dirichlet form and establish in Subsection 2.3 the occupation time formula. We will revise (where necessary) the proofs given in [AEW13] to the larger class of underlying rooted metric measure trees.
2.1. The set-up. In this subsection we discuss preliminaries that are required to construct the variable speed motions.
Recall rooted metric trees and rooted R-trees from Definition 1.1, and notice that a rooted metric tree can be embedded isometrically into an Rtree, i.e. a path-connected rooted metric tree (see, for example, Theorem 3.38 in [Eva08] ). In the following we denote by (T ,r, ρ) the smallest R-tree which restricted to T equals (T, r, ρ).
Given a rooted metric tree (T, r, ρ), we can define a partial order (with respect to ρ), ≤ ρ , on T by saying that x ≤ ρ y for all x, y ∈ T with x ∈ [ρ, y].
To be in a position to capture that our variable speed motions are processes on "natural scale" we need the notion of a length measure. For R-trees it was first introduced in [EPW06] . It turns out that this measure can be constructed on any separable 0-hyperbolic metric space provided that we have fixed a reference point, say the root ρ. Let therefore (T, r, ρ) be a rooted metric tree, and B(T ) the Borel-σ-algebra of (T, r). We denote the set of isolated points (other than the root) by Iso(T, r, ρ), and define the skeleton of (T, r, ρ) as (2.1)
Recall that rooted metric trees are Heine-Borel spaces and thus separable, and observe that if T ′ ⊂ T is a dense countable set, then (2.1) holds with T replaced by T ′ . In particular, T o ∈ B(T ) and
Definition 2.1 (Length measure). Let (T, r, ρ) be a rooted metric tree. The unique σ-finite measure λ (T,r,ρ) satisfying (2.2) and λ (T,r,ρ) (T \ T o ) = 0 is called the length measure of (T, r, ρ).
Remark 2.2 (Length measure; particular instances).
(i) If (T, r) is an R-tree, then λ (T,r,ρ) does not depend on the root ρ, and is the trace onto T o of the 1-dimensional Hausdorff-measure on T .
(ii) If (T, r) is discrete, the length measure shifts all the "length" sitting on an edge to the end point which is further away from the root. In this case it does explicitly depend on the root. (iii) In general, let (T ,r) be the R-tree spanned by (T, r) and π :T → T defined by
for all x ∈T . Note that π is well defined because T is closed and satisfies (1.2). It is therefore easy to check that
In order to characterize the variable speed motion analytically (via Dirichlet forms), we use a concept of weak differentiability. Denote the space of continuous functions f : T → R by C(T ). We call a function f ∈ C(T ) locally absolutely continuous if and only if for all ε > 0 and all subsets S ⊆ T with
f is locally absolutely continuous . 
for all x, y ∈ T . Moreover, g is already uniquely determined (up to λ (T,r,ρ) -zero sets) if we only require (2.6) to hold for all x ≤ ρ y.
Proof. For f ∈ A, we define the linear extensionf :T → R byf ↾ T := f and
whenever (x, y) is an edge of T and v ∈ [x, y] ⊆T . By [AEW13, Proposition 1.1], there isḡ :T → R such that (2.6) holds for x, y ∈T andλ := λ (T ,r) instead of λ. It is easy to see from the definition off thatḡ is constant on edges of T and hence g : T → R is well defined by g • π :=ḡ, with π defined in Remark 2.2(iii). By (2.4),
dλ g.
Uniqueness and integrability of g follow from the corresponding properties ofḡ.
The statement of Proposition 2.3 yields a general notion of a gradient.
Definition 2.4 (Gradient). The gradient, ∇f = ∇ (T,r,ρ) f, of f ∈ A is the unique up to λ (T,r,ρ) -zero sets function g which satisfies (2.6) for all x, y ∈ T .
2.2. The regular Dirichlet form. In this subsection we recall the construction of the so-called ν-Brownian motion on an R-tree given in [AEW13] , and extend it to arbitrary rooted metric measure trees.
As usual, we denote by C(T ) the space of continuous functions f : T → R, and the subspace of functions vanishing at infinity by 
For technical purposes we also introduce for all closed subsets A ⊆ T the domain (2.12)
We first note that the bilinear form (E,
Remark 2.5 (Closing the form might not be necessary). The procedure of closing the form is unnecessary if the global lower mass-bound property holds on T \ A, i.e., for all δ > 0,
The following lemma is an immediate consequence of Proposition 2.4, Lemma 3.4, and Proposition 4.1 in [AEW13] .
Lemma 2.6 (Regular Dirichlet form). Let (T, r, ν) be a metric boundedly finite measure tree, and A ⊆ T a closed subset. Then the following hold:
(ii) Dirac measures are of finite energy integral.
(iii) If A is non-empty the Dirichlet form is transient.
It follows immediately from [FOT94, Theorem 7.2.1] that there is a unique (up to ν-equivalence) ν-symmetric strong Markov process (2.14)
on (T, r) associated with the regular Dirichlet form (E,D(E)).
Definition 2.7 (Speed-ν motion on (T, r)). Let (T, r, ν) be a metric boundedly finite measure tree. In the following we refer to the unique ν-symmetric strong Markov process associated with (E,D(E)) as the speed-ν motion on (T, r).
• If (T, r) is discrete, then the speed-ν motion on (T, r) is referred to as speed-ν random walk on (T, r).
• If (T, r) is an R-tree, then the speed-ν motion on (T, r) agrees with the ν-Brownian motion on (T, r) constructed in [AEW13] .
Remark 2.8 (Variable speed motion does not depend on root). Notice that although the definition of the length measure and the gradient depend on the root, the Dirichlet form does not. Therefore the variable speed motion is independent on the choice of the root.
Remark 2.9 (Connectedness and continuous paths). Notice that the Dirichlet form satisfies the local property if and only if the underlying space is connected. Thus the variable speed motion on (T, r) has continuous paths if and only if (T, r) is an R-tree.
Recall the explosion time ζ from (1.7). Notice that the Dirichlet form need not be conservative, which means that the speed-ν motion might exist only for a (random) finite life time. This happens when it explodes in finite time, i.e., ζ < ∞.
Remark 2.10 (Finite versus infinite life time). Let (T, r, ν) be a rooted boundedly finite measure tree, and X the speed-ν motion on (T, r). Whether or not ζ = ∞, almost surely, depends on the tree topology and the measure ν. Lemma 2.11 (Variable speed motion on discrete trees is a Markov chain). Let (T, r, ν) be a metric boundedly finite measure tree such that (T, r) is discrete. Then the speed-ν random walk on (T, r) is a continuous time nearest neighbor Markov chain with jumps from
Proof. Recall from Definition 1.1 that (T, r) is a Heine-Borel space. Thus each ball around ρ contains only a finite number of branch points, and in consequence the nearest neighbor random walk with the jump rates (γ vv ′ ) v∼v ′ is a well-defined strong Markov process. Its generator Ω acts on the space C c (T ) of continuous functions which depend only on finitely many v ∈ T as follows:
Notice that for all f, g ∈ C c (T ),
The statement therefore follows from Example 1.2.5 together with Exercise 4.4.1 in [FOT94] .
2.3. The occupation time formula. We conclude this section by recalling here the occupation time formula as known from speed-ν motions on R or the ν-Brownian motion on compact metric trees (see, for example, [AEW13, Proposition 1.9]).
As usual, we denote for each x ∈ T by (2.17)
the first hitting time of x. An standard calculation shows the following:
Proposition 2.12 (Occupation time formula). Let X be a speed-ν motion on (T, r). If X is recurrent, then for all x, z ∈ T ,
for all bounded, measurable f : T → R. Moreover, the process X ·∧τz is transient for all z ∈ T .
Proof. Let (T, r, ν) be a metric boundedly finite measure space, and z ∈ T fixed. By Lemma 2.6(iii), the Dirichlet form (E,
] is the resolvent of the speed-ν motion killed on hitting z, i.e.,
By following the proof of Lemma 3.7 and Corollary 3.10 in [AEW13] (2.20)
Preliminaries on the Gromov-vague topology
Recall the notion of a rooted metric (boundedly finite) measure space (T, r, ρ, ν) from Definition 1.1. Once more, we call two rooted metric measure trees (T, r, ρ, ν) and (T ′ , r ′ , ρ ′ , ν ′ ) equivalent iff there is an isometry ϕ between supp(ν)∪{ρ} and supp(ν ′ )∪{ρ ′ } such that ϕ(ρ) = ρ ′ and ν •ϕ −1 = ν ′ , and denote by (3.1)
T := the space of equivalence classes of rooted metric measure trees.
In this section we want to equip T with the so-called Gromov-Hausdorffvague topology on which the convergence of the underlying spaces in our invariance principle is based on. We refer the reader to [ALW] for many detailed discussions. We recall the definition of the pointed Gromov-weak topology on finite metric measure spaces in Subsection 3.1 and then extend it to a Gromov-vague topology on T in Subsection 3.2. Finally we compare the notions of Gromov-weak and Gromov-vague convergence in Subsection 3.3.
3.1. Gromov-weak and Gromov-Hausdorff-weak topology. In this subsection we restrict to compact metric spaces and recall the Gromov-weak topology. This topology originates from the work of Gromov [Gro99] who considers topologies allowing to compare metric spaces who might not be subspaces of a common metric space. The Gromov-weak topology on complete and separable metric measure spaces was introduced in [GPW09] . In the same paper the Gromov-weak topology was metrized by the so-called Gromov-Prohorov-metric which is equivalent to Gromov's box metric introduced in [Gro99] , as was shown in [Löh13] . The topology is closely related to the so-called measured Gromov-Hausdorff topology which was first introduced by [Fuk87] , and further discussed in [KS03, EW06] .
Remark 3.1 (Full support assumption). Note that, by our definition, the measure ν of a metric boundedly finite measure tree (T, r, ρ, ν) is required to have full support. This is usually not assumed for metric measure spaces, but it is only a minor restriction, because, whenever ρ ∈ supp(ν) we can choose representatives with full support.
Consider also the subspace
We shortly recall the basic definitions of the Gromov-weak and GromovHausdorff-weak topologies on T c . Definition 3.2 (Gromov-weak and Gromov-Hausdorff-weak topology). Let for each n ∈ N ∪ {∞}, X n := (T n , r n , ρ n , ν n ) be in T c . We say that (X n ) n∈N converges to X ∞ in (i) pointed Gromov-weak topology if and only if there exists a complete, separable rooted metric space (E, d E , ρ E ) and for each n ∈ N ∪ {∞} isometries ϕ n : T n → E with ϕ n (ρ n ) = ρ E , and such that
(ii) pointed Gromov-Hausdorff weak topology if and only if there exists a compact metric space (E, d E , ρ E ) and for each n ∈ N ∪ {∞} isometries ϕ n : T n → E with ϕ n (ρ n ) = ρ E , and such that
Remark 3.3 (Supports do not convergence under Gromov-weak topology). Consider, for example, T n :≡ {ρ, ρ ′ } and r n (ρ, ρ ′ ) ≡ 1, and put
Clearly, (T n , r n , ρ, ν n ) n∈N converges pointed Gromov-weakly to the unit mass pointed singleton ({ρ}, ρ, δ ρ ). The supports, however, do not converge. This shows that Gromov-weak is in general weaker than Gromov-Hausdorff-weak convergence.
In order to close the gap between Gromov-weak and Gromov-Hausdorffweak convergence, we define for each δ > 0 the lower mass-bound function
Notice that m δ (X ) > 0 for all δ > 0 if X ∈ T c . Definition 3.4 (Global lower mass-bound property). We say that a family Γ ⊆ T c satisfies the global lower mass-bound property if and only if the lower mass-bound functions are all bounded away from zero uniformly in Γ, i.e., for each δ > 0,
The following is Proposition 5.1 in [ALW] .
Proposition 3.5 (Gromov-weak versus Gromov-Hausdorff weak topology). Let for each n ∈ N ∪ {∞}, X n := (T n , r n , ρ n , ν n ) be in T c such that (X n ) n∈N converges to X ∞ pointed Gromov-weakly. Then the following are equivalent:
The sequence (X n ) n∈N satisfies the global lower mass-bound property.
Gromov-vague and Gromov-Hausdorff-vague topology.
Recently, in [ADH13] , the Gromov-Hausdorff-weak topology on rooted compact length spaces was extended to complete locally compact length spaces equipped with locally finite measures. In this subsection we want, in similar spirit, extend the Gromov(-Hausdorff)-weak topology on T c to the Gromov(-Hausdorff)-vague topology on T.
The restriction of X = (X, r, ρ, ν) ∈ M to the closed ball B(ρ, R) of radius R > 0 around the root is denoted by (3.7)
X ↾ R := (X, r, ρ, ν↾ B r (ρ,R) ).
Definition 3.6 (Gromov-vague topology). Let for each n ∈ N ∪ {∞}, X n := (T n , r n , ρ n , ν n ) be in T. We say that (X n ) n∈N converges to X ∞ in (i) pointed Gromov-vague topology if and only if there exists a complete, separable rooted metric space (E, d E , ρ E ) and for each n ∈ N ∪ {∞} isometries ϕ n : T n → E with ϕ n (ρ n ) = ρ E , and such that
for all but countably many R > 0. (ii) pointed Gromov-Hausdorff vague topology if and only if there exists a rooted Heine-Borel space (E, d E , ρ E ) and for each n ∈ N ∪ {∞} isometries ϕ n : T n → E with ϕ n (ρ n ) = ρ E , and such that (3.8) and
hold for all but countably many R > 0.
Once more we want to close the gap between Gromov-vague and GromovHausdorff-vague convergence. Define therefore for all δ > 0 and R > 0, the local lower mass-bound function m R δ : T → R + ∪ {∞} as (3.10) m R δ (T, r, ρ, ν) := inf ν B r (x, δ) : x ∈ B(ρ, R) . Notice that m R δ (X ) > 0 for all X ∈ T, and δ, R > 0. Definition 3.7 (Local lower mass-bound property). We say that a family Γ ⊆ T satisfies the local lower mass-bound property if and only if the lower mass-bound functions are all bounded away from zero uniformly in Γ, i.e., for each δ > 0 and R > 0,
The following is Corollary 5.2 in [ALW] .
Proposition 3.8 (Gromov-vague versus Gromov-Hausdorff vague). Let for each n ∈ N∪{∞}, X n := (T n , r n , ρ n , ν n ) be in T such that (X n ) n∈N converges to X ∞ pointed Gromov-vaguely. Then the following are equivalent:
The sequence (X n ) n∈N satisfies the local lower mass-bound property.
3.3. Gromov-weak versus Gromov-vague convergence. Note that the concept of Gromov-vague convergence on T is not strictly an extension of the concept of Gromov-weak convergence on T c because in the limit parts might "vanish at infinity", and hence a non-converging sequence of compact spaces with respect to the Gromov-weak or the Gromov-Hausdorff-weak topology may converge in the "locally compact version" of the corresponding topology.
Remark 3.9 (Gromov-vague versus Gromov-weak). Consider the subspaces T finite and T probability of T consisting of spaces X = (T, r, ρ, ν) ∈ T where ν is a finite or a probability measure, respectively. Then on T probability the induced Gromov-vague topology coincides with the Gromov-weak topology. However, on T finite and even on T c this is not the case as the total mass might not be preserved under Gromov-vague convergence. In fact, for X , X n = (T n , r n , ρ n , ν n ) ∈ T finite the following are equivalent:
(i) X n → X Gromov-weakly.
(ii) X n → X Gromov-vaguely and ν n (T n ) → ν(T ). Moreover, X n → X ∈ T c Gromov-Hausdorff-weakly if and only if X n → X Gromov-Hausdorff-vaguely and the diameters of (T n , r n ) are bounded uniformly in n (except for finitely many n).
Tightness
Recall the speed-ν motion on (T, r), X (T,r,ν) , from Definition 2.7. In this section we prove that the sequence {X (Tn,rn,νn) ; n ∈ N} is tight provided that Assumptions (A0), (A1) and(A2) from Theorem 1 are satisfied. The main result is the following:
Proposition 4.1 (Tightness). Let X := (T, r, ρ, ν) and X n := (T n , r n , ρ n , ν n ), n ∈ N, be rooted metric boundedly finite measure trees. Assume that for all n ∈ N, X n is discrete, and that the following conditions hold:
(A1) The sequence (X n ) n∈N converges to X in Gromov-vague topology as n → ∞. (A2) The local lower mass-bound property holds uniformly in n ∈ N.
Then there is a Heine Borel space (E, d), such that T and all T n , n ∈ N, are embedded in (E, d) and the sequence X n , n ∈ N, of speed-ν n random walks on (T n , r n ) is tight in the one-point compactification of E. Proposition 4.2 (Aldous tightness criterion). Let X n = (X n t ) t≥0 , n ∈ N, be a sequence of càdlàg processes on a complete, separable metric space (E, d).
Assume that the one-dimensional marginal distributions are tight, and for any bounded sequence of X n -stopping times τ n and any δ n > 0 with δ n → 0 we have
Then the sequence (X n ) n∈N is tight.
To verify Proposition 4.2, we have to show that it is unlikely that the walk has moved more than a certain distance in a sufficiently small amount of time, uniformly in n and the stating point.
Corollary 4.3. Let (E, d) be a locally compact, separable metric space. For each n ∈ N, let T n ⊆ E and (X n , (P x ) x∈Tn ) a strong Markov process on T n . Assume that for every ε > 0
Then for every initial distributions µ n ∈ M 1 (T n ) the sequence (X n ) n∈N is tight as processes on the one-point compactification of E.
Proof. Let E = E ∪ {∞} be the one-point compactification of E. E is metrizable, and we can choose a metricd withd
where z 0 := x, z n+1 := y, and U 1 ⊆ U 2 ⊆ · · · are (fixed) open, relatively compact subsets of E with E = n∈N U n . By the strong Markov property, (4.3) implies (4.2) for d and hence also ford. By Proposition 4.2, (X n ) n∈N is tight on E.
From here we proceed in several steps. We first give an estimate for the probability to reach a particular point in a small amount of time. We are then seeking an estimate for the probability that the walk has moved more than a given distance away from the starting point. For that we will need a bound on the number of possible directions the random walk might have taken until reaching that distance.
Recall from (2.17) the first hitting time τ x of a point x ∈ T .
Lemma 4.4 (Hitting time bound). Let (T, r, ρ, ν) be a discrete rooted metric boundedly finite measure tree, x ∈ T , X the speed-ν random walk on (T, r) started in x. Fix v ∈ T and δ ∈ (0, r(x, v)). Denote by S := B(x, δ) the subtree δ-close to x and let R := r(S, v). Then, for all t ≥ 0,
Proof. Let w be the unique point in S with r(v, w) = R. Obviously, if X starts in x then it must pass w before hitting v. Neglect the time until w and assume X starts in w instead of x. For u ∈ S, let t u be the (random) amount of time spent in u before hitting v, r u := r(w, u), and m u := ν {u} . Using that a geometric sum of independent, exponentially distributed random variables is again exponentially distributed, it is easy to see that the law of t u is
where Exp(λ) denotes an exponential distribution with expectation 1 λ , and δ 0 the Dirac measure in 0.
As τ v ≥ u∈S t u , we find that for every a > 0,
Now we pick a := 2t ν(S) and obtain (4.8)
which together with (4.6) and the fact that r u ≤ 2δ gives the claim.
To get bounds on the probability to move sufficiently far from bounds on the probability to hit a pre-specified point, we need a bound on the number of directions the random walk can take in order to get far away. With ε-degree of a node x we mean the number of edges that intersect the ε-sphere around x and are connected to points at least 2ε away from x.
Definition 4.5 (ε-degree). Let (T, r) be a discrete metric tree. For ε > 0, x ∈ T , let B := B(x, ε) be the ε-ball around x. The ε-degree of x is
We also define the maximal degree as Lemma 4.6 (Topological bound). Let X n := (T n , r n ), n ∈ N, and X := (T, r) be discrete metric trees, and assume that X is compact. If (X n ) n∈N converges to X in Gromov-Hausdorff topology, then for every ε > 0,
Proof. Fix ε > 0. As X n → X in Gromov-Hausdorff topology, for each n ∈ N there exists a finite ε-net S in T , an ε-nets S n in T n , and for all sufficiently large n, S n has the same cardinality as S (see, for example, [BBI01, Proposition 7.4.12]). Obviously, this common cardinality is an upper bound for {deg ε (T n ); n ∈ N}.
With the notion of an ε-degree of a tree, we can immediately conclude the following.
Lemma 4.7 (Speed bound). Let (T, r, ρ, ν) be a discrete metric boundedly finite measure tree, x ∈ T , and X the speed-ν random walk on (T, r). Then for every ε > 0, δ ∈ (0, ε) and t < (ε − δ)m, where m := ν B(x, δ) ,
Proof. Let v 1 , . . . , v N be the points outside B(x, ε) that are neighbours of a point inside B(x, ε) and on the way from x to a point outside B(x, 2ε). Then N ≤ deg ε (T ). Under P x , if r(X s , x) > 2ε for some s ≤ t, X must have hit at least one point in {v 1 , . . . , v N } before time s. Hence the claim follows from Lemma 4.4.
Proof of Proposition 4.1. According to Proposition 3.8, there is a rooted Heine-Borel space (E, d, ρ E ), such that T n , T ⊆ E and ρ E = ρ = ρ n for all n ∈ N. Let E = E ∪ {∞} be the one-point compactification of E, metrized by a metricd withd ≤ d on E 2 (see, for example, (4.4)). For each x ∈ E and N ∈ N, write Bd(x, 1 N ) := {y ∈ E :d(x, y) < 1 N } and put (4.13)
To show tightness, we show that condition (4.3) of Corollary 4.3 is satisfied for the metricd, i.e., for given ε,ε > 0, we can construct t 0 > 0 such that (4.14) sup
for all t ∈ [0, t 0 ] and all n ∈ N. be the supremum of edge-lengths emanating from points in T n ∩K N , and note that e N < ∞ by assumption. Now choose M > N such that
. Using the strong Markov property at τ K M , we obtain for all n ∈ N, x ∈ T n , (4.16)
Applying Lemma 4.7, we conclude for all δ ∈ (0, ε) and t < 1 4 (ε − δ)m δ , where m δ := inf n∈N inf y∈Tn∩K M ν n B(y,
Recall that Assumptions (A1) and (A2) together are equivalent to X n ↾ R → X ↾ R , for all but countably many R > 0, in Gromov-Hausdorff-weak topology by Proposition 3.8. As D := sup n∈N deg ε m δ > 0 by the local lower mass-bound property (A2), we can choose δ > 0 small enough such that ε−δ ε+δ > 1 −ε 4D , and subsequently t 0 < 1 4 (ε − δ)m δ such that exp(− 4t 0 εm δ ) > 1 −ε 4D . Inserting this into (4.17), we obtain (4.14) and tightness follows from Corollary 4.3.
Identifying the limit
In this section we identify the limit process. For this purpose, we use a characterization from [Ald91, Section 5], where the existence of a diffusion process on a particular non-trivial continuum tree, the so-called Brownian CRT (T, r, ν) from Example 1.5, was shown. Aldous defines this diffusion as a strong Markov process on T with continuous path such that ν is the reversible equilibrium and it satisfies the following two properties:
(ii) The occupation time formula (0.1) holds.
While (i) reflects the fact that this diffusion is on "natural scale", (ii) recovers ν as the "speed" measure. At several places in the literature constructions of diffusions on the CRT and more general continuum random trees rely on Aldous' characterisation (see, for example, [Kre95, Cro08, Cro10] ). Albeit the diffusions can be indeed characterised by (i) and (ii) uniquely, a formal proof for this fact has to the best of our knowledge never been given anywhere. We want to close this gap, and even show that the requirement (i) is redundant.
The following result will be proven in Subsection 6.1.
Proposition 5.1 (Characterization via occupation time formula).
Assume that (T, r) is a compact metric (finite) measure tree, and that we are given two T -valued strong Markov processes X and Y such that for all x, y ∈ T , and bounded measurable f : T → R + ,
Assume further that X ·∧τy is transient for all y ∈ T . Then the laws of X and Y agree.
We will rely on Proposition 5.1 and show for compact limiting trees that any limit point satisfies the strong Markov property in Subsection 5.1 and the occupation time formula (0.1) in Subsection 5.2. Note that, if X n = (T n , r n , ρ n , ν n ) converges to X = (T, r, ρ, ν) pointed Gromov-Hausdorffvaguely (i.e. we assume (A1) and (A2) of Theorem 1), then compactness of X together with assumption (A0) of Theorem 1 is equivalent to the uniform diameter bound sup n∈N diam(T n , r n ) < ∞.
5.1.
The strong Markov property of the limit. In this subsection we show that any limit point has the strong Markov property. To be more precise, the main result is the following:
Proposition 5.2 (Strong Markov property). Let X := (T, r, ν) and X n := (T n , r n , ν n ), n ∈ N, be metric boundedly finite measure trees. Assume that all X n , n ∈ N, are discrete with sup n∈N diam(T n , r n ) < ∞, and that the sequence (X n ) n∈N converges to X Gromov-Hausdorff-vaguely as n → ∞. If X n is the speed-ν n random walk on (T n , r n ) and X n =⇒ n→∞X in path space, thenX is a (strong Markov) Feller process.
As usual, let D E := D E (R + ) be the space of càdlàg paths equipped with the Skorohod metric d Sk , and equip the space M 1 (D E ) of probability measures on D E with the Prohorov distance. In order to prove Proposition 5.2, we will first show that under its assumptions the family of functions {P n : n ∈ N} where for each n ∈ N,
is uniformly equicontinuous. Here, L x (X n ) denotes the law of X n started in x ∈ T n . Lemma 5.3 (Equicontinuity). Let X := (T, r, ν) and X n := (T n , r n , ν n ), n ∈ N, be metric boundedly finite measure trees. Assume that all X n , n ∈ N, are discrete with sup n∈N diam(T n , r n ) < ∞, and that X n → X GromovHausdorff-vaguely. If for each n ∈ N, X n is the speed-ν n random walk on (T n , r n ), and P n : T n → M 1 (D E ) is defined as in (5.2), then the family {P n : n ∈ N} is uniformly equicontinuous. Furthermore, for every fixed t ≥ 0, the family of maps {x → L x (X n t ) : n ∈ N} is also uniformly equicontinuous.
Proof. Fix ε > 0. We need to find a δ > 0, independent of n, such that P x n and P y n are ε-close whenever x, y ∈ T n and r n (x, y) < δ. Fix n ∈ N, and denote for any two x, y ∈ T n by X x and X y speed-ν n random walks on (T n , r n ) starting in x and y, respectively, which are coupled as follows: let the random walks X x , X y run independently until X x hits y for the first time, i.e., until τ := inf{t ≥ 0 : X x t = y}, and put X x τ +· = X y . Given a realisation (X x , X y ) we estimate the Skorohod distance between the paths using the "time deformation" (5.3) λ(t) = λ ε (t) := t + τ ∧ tε.
The logarithmic dilatation of λ is bounded above by Moreover, X x t = X y λ(t) for t ≥ τ /ε. Therefore, the Skorohod distance (see, e.g., [EK86, Chapter 3.5]) is bounded by (5.5)
r n (x, X x s ) + r n (y, X y s ) + r n (x, y) .
Whenever r n (x, y) ≤ ε 3 , we therefore obtain for any c > 0,
The Gromov-Hausdorff-vague convergence together with the uniform diameter bound on (T n , r n ) implies that (T, r) is compact and (T n , r n ) converges to (T, r) in Gromov-Hausdorff topology. Hence, by Lemma 4.6, sup n∈N deg ε 6 (T n ) < ∞. Furthermore, the global lower mass-bound property is satisfied, i.e. for every ε ′ > 0, m ε ′ := inf n∈N, x∈Tn ν n B n (x, ε ′ ) > 0. We can thus apply Lemma 4.7 to obtain a sufficiently small c > 0, independent of n, such that the second probability in (5.6) is bounded by ε 3 . To estimate the first probability, we note that M := sup n∈N ν n (T n ) < ∞ because of the diameter bound, and obtain (5.7)
Then for all x, y ∈ T n with r n (x, y) < δ, P (x,y) {τ > c} < ε 3 . Summarizing, P{d Sk (X x , X y ) > ε} ≤ ε, which implies the equicontinuity. The second claim follows immediately from (5.7).
The proof of Proposition 5.2 relies on the following modification of the Arzelà-Ascoli theorem, which is proven in the same way as the classical theorem.
Lemma 5.4 (Arzelà-Ascoli). Let (E, d) be a compact metric space, (F, d F ) a metric space, T, T n ⊆ E closed and f n : T n → F for n ∈ N. Further assume that the family {f n ; n ∈ N} is uniformly equicontinuous with modulus of continuity h, and that for all x ∈ T there exists x n ∈ T n such that x n → x and {f n (x n ) : n ∈ N} is relatively compact in F . Then there is a function f : T → F , a subsequence of (f n ) n∈N , again denoted by (f n ), and ε n > 0 with ε n → 0 such that for all n ∈ N, for all x ∈ T and z ∈ T n ,
Note that (5.8) in particular implies that f is continuous with the same modulus of continuity h, and that f n (x n ) → f (x) whenever x n → x.
Proof of Proposition 5.2. By assumption there is a compact metric space (E, d) such that T, T 1 , T 2 , . . . ⊆ E, d↾ T = r, d↾ Tn = r n for all n ∈ N, and (T n , r n , ν n ) n∈N converges Hausdorff-weakly to (T, r, ν).
According to Proposition 4.1 and Lemma 5.3, the assumptions of Arzelà-Ascoli are satisfied for the family of functions P n , n ∈ N, defined in (5.2). Thus we obtain a continuous subsequential limit P : T → M 1 (D E ), x → P x . Let S = (S t ) t≥0 and S n = (S n t ) t≥0 be the corresponding operators on C(T ) and C(T n ), respectively. That is S t f (x) := E x [f (X t )] and
We show that S is indeed a semigroup, using the semigroup property of S n , n ∈ N.
Because T n converges to T in the Hausdorff metric, we find g n : T n → T such that (5.9)
W.l.o.g. we may also assume that T 1 , T 2 , . . ., are disjoint. As the spaces are discrete, the map
It is enough to show S t+s f = S t (S s f ) for Lipschitz continuous f ∈ C(T ) with Lipschitz constant (at most) 1 and f ∞ ≤ 1. We can extend every such f to a function on E with the same properties. Let Lip 1 = Lip 1 (E) be the space of such (extended) f and recall that the Kantorovich-Rubinshtein metric between two measures µ,μ ∈ M 1 (E),
is uniformly equivalent to the Prohorov metric (see [Bog07, Thm. 8.10 .43]). Applying (5.8) to the Kantorovich-Rubinshtein metric, we obtain for all n ∈ N,
where h is a joint modulus of continuity, and ε n is obtained in Lemma 5.4. For x ∈ T , there exists x n ∈ T n with x n → x and thus (5.13)
Now it is standard to see that S comes from a Feller process, and this process has to beX.
We can conclude immediately from Proposition 5.2 that in the general locally compact case any limit process has the strong Markov property at least up to the first time we are hitting the boundary at infinity.
The following example shows that in general we loose the strong Markov property once we hit infinity.
Example 5.5 (Entrance law). Let (T, r, ρ) be the discrete binary tree with unit edge-lengths, i.e., (5.14)
T := n∈N {0, 1} n ∪ {ρ}, r(ρ, x) := n for all x ∈ {0, 1} n , and there is an edge x ∼ y if and only if y = (x, i) or x = (y, i) for i ∈ {0, 1}. Put h(x) := r(ρ, x), and consider the speed measure ν({x}) := e −h(x) , x ∈ T . Obviously, the speed-ν random walk on X is transient, as h(X) is a reflected random walk on N with constant drift to the right. Now consider (T n , r, ρ, ν) with T n := x ∈ T : h(x) ≤ n , where the metric and the measure are understood to be restricted to T n . Because T n is finite and the speed-ν n random walk X n has no absorbing points, it is positive recurrent. We may therefore conclude from Proposition 2.12 that for all x ∈ T , n ∈ N suitably large,
Therefore, in contrast to the transience of the speed-ν random walk on (T, r), any "limiting" process Y of the speed-ν n random walks on (T n , r n ) is also positive recurrent. This shows that in Theorem 1 we indeed have to stop limiting processes at infinity in order for them to coincide with the speed-ν motion on (T, r). Consequently, this also means that the speed-ν motion has an entrance law on (T, r) from infinity, which we obtain by considering excursions of Y away from infinity. Finally, the limit Y obviously looses its strong Markov property at hitting infinity, because, in the one-point compactification, we are identifying all ends at infinity.
5.2.
The occupation time formula of the limit. In this section we assume that the limiting tree is compact and show that all limit points satisfy the occupation time formula (0.1). The main result is the following:
Proposition 5.6 (Occupation time formula). Let X := (T, r, ν) and X n := (T n , r n , ν n ), n ∈ N, be metric boundedly finite measure trees. Assume that all X n , n ∈ N, are discrete with sup n∈N diam(T n , r n ) < ∞, and that X n → X Gromov-Hausdorff-vaguely as n → ∞. If X n is the speed-ν n random walk on (T n , r n ) and X n =⇒ n→∞X in path space, thenX satisfies (0.1).
To prove this formula, we need a lemma about semi-continuity of hitting times in Skorohod space. This semi-continuity does not hold in general, but we rather have to use that the limiting path satisfies a certain regularity property.
If supp(ν) is not connected, the paths of the limit process are obviously not continuous. They satisfy, however, the following weaker closedness condition.
Definition 5.7 (Closed-interval property). Let E be a topological space. We say that a function w : R + → E has the closed-interval property if w [s, t] ⊆ E is closed for all 0 ≤ s < t.
Lemma 5.8 (Speed-ν motions have the closed-interval property). The path of the limit processX has the closed-interval property, almost surely.
Proof. Let A ⊆ T be the set of endpoints of edges of T . Recall from Remark 1.2 that A is at most countable. Jumps of the limit processX can only occur over edges of T , hence X t− := lim sրt X s = X t implies X t− ∈ A.
Fix a ∈ A. We first show that if σ a := inf{t > 0 : X t− = a} denotes the first time when the left limit of X reaches a, we haveX σa = a almost surely, i.e.,X does not jump at time σ a almost surely. Indeed, for every ε > 0 we can use the right-continuity of the paths ofX together with Feller-continuity to find s 0 > 0 and δ > 0 such that for all x ∈ B(a, δ),
Define the stopping times τ n := inf t ≥ 0 : r(X t , a) ≤ 1 n , and note that
Since ε is arbitrary, this proves X τ = a almost surely. Because A is countable, this implies that X u : u ∈ [0, t] is closed for all t ≥ 0, almost surely. Again using the Markov property, we also obtain almost surely closedness of X u : u ∈ [s, t] for all t ≥ 0, s ∈ Q + , which implies closedness for all s ≥ 0 by right-continuity.
We omit the proof of the following lemma, because it is straight-forward.
Lemma 5.9 (Semi-continuity of the occupation time functional). Let E be a Polish space and D E = D E (R + ) the corresponding Skorohod space. For a set A ⊆ E, define
Then if A is open, σ A is upper semi-continuous, and if A is closed, the set of lower semi-continuity points of σ A contains the set of paths with the closed-interval property.
Remark 5.10. For A ⊆ E closed, σ A is in general not lower semi-continuous.
Proof of Proposition 5.6. Fix x, y ∈ T . It is enough to show (0.1) for nonnegative f ∈ C b (T ). Because T is closed in E, we can extend f to a bounded continuous function on E, again denoted by f . For A ⊆ E, recall the definition of σ A from (5.18) and consider the function
It follows from the definition of the Skorohod topology that whenever w is a lower-or upper semi-continuity point of σ A , the same is true for F A . Hence it follows from Lemma 5.9 that every w with the closed-interval property is a lower semi-continuity point of F A for closed sets A, and an upper semicontinuity point for open sets A. We abbreviate F y := F {y} . Choose x n , y n ∈ T n with y n → y and x n → x, and denote for each ε > 0 the closed ε-ball in E around y by A ε . Note that y n ∈ A ε for all sufficiently large n. Furthermore, as the path ofX almost surely has the closed-interval property by Lemma 5.8, σ Aε (X) converges almost surely to σ {y} (X) = τ y , as ε → 0. Hence
Note that the functions (x n , y n , z n ) → 2r n y n , c n (x n , y n , z n ) on T 3 n and (x, y, z) → 2r y, c(x, y, z) on T 3 have a common Lipschitz continuous extension to E given by
Therefore, we obtain from Proposition 2.12 that (5.23)
On the other hand, for every sufficiently small ε > 0 and large n ∈ N, there is a unique point y ′ n ∈ B(y n , 2ε) ∩ T n closest to x n , and (5.24)
The claim follows with ε → 0.
Proof of Theorem 1
In this section, we collect all the pieces we have proven so far and present the proof of our invariance principle.
As we have stated all the results which characterize the limiting process for approximating rooted metric measure trees (T n , r n , ρ n , ν n ) where (T n , r n ) was assumed to be discrete, we start with a lemma which states that each rooted metric boundedly finite measure tree can be approximated by discrete trees.
Lemma 6.1 (Approximation by discrete trees). Let (T, r, ρ, ν) be a rooted metric boundedly finite measure tree X . Then we can find a sequence X n := (T n , r n , ρ, ν n ) of rooted discrete metric boundedly finite measure trees such that X n → X pointed Gromov-Hausdorff vaguely.
Proof. Let (T, r, ρ, ν) be a rooted metric boundedly finite measure tree, and for each n ∈ N, S n a finite 1 n -net of B(ρ, n) containing {ρ}. Let T n be the union of S n and all branching points x ∈ T with (6.1) r(x, s 1 ) = 1 2 r(s 1 , s 2 ) + r(s 1 , s 3 ) − r(s 2 , s 3 ) , for some s 1 , s 2 , s 3 ∈ S n . As usual, let r n be the restriction of r to T n .
Consider for each n ∈ N the map ψ n : T → T n which sends a point in T to the nearest point on the way from x to ρ which belongs to T n , i.e.,
Finally, put (6.3) ν n := ψ n * ν↾ B(ρ,n) .
Then, obviously, the Prohorov distance between ν and ν n is not larger than 1 n . Thus (T n , r n , ρ, ν n ) converges pointed Gromov-vaguely and also pointed Gromov-Hausdorff vaguely to (T, r, ρ, ν). 6.1. Compact limit trees. In this subsection we restrict to the case where the limiting tree is compact. We start with the proof of Proposition 5.1, on which we shall rely the characterization of the limit process.
Proof of Proposition 5.1. Consider X and Y satisfying the assumption on Proposition 5.1. In particular, assume that X ·∧τy is transient for all y ∈ T . Consider for each y ∈ T the family of resolvent operators {G 
Therefore by uniqueness of the Laplace transform,
for all y ∈ T and for all t > 0. Therefore the one dimensional distributions of X ·∧τy and Y ·∧τy are the same for all y ∈ T . By the strong Markov property, this implies that the laws of X and Y agree.
Proposition 6.2 (Theorem 1 holds for compact limit trees). Let X := (T, r, ρ, ν), X 1 := (T 1 , r 1 , ρ 1 , ν 1 ), X 2 := (T 2 , r 2 , ρ 2 , ν 2 ), . . . be rooted metric boundedly finite measure trees with sup n∈N diam(T n , r n ) < ∞. Let X be the speed-ν motion on (T, r) starting in ρ, and for all n ∈ N, X n the speed-ν n motion on (T n , r n ) started in ρ n . Assume that the following conditions hold:
(A2) The uniform local lower mass-bound property (1.6) holds.
Then the following hold:
(i) X n converges weakly in path-space to X.
(ii) If we assume only (A1) but not (A2), then X n converges in finite dimensional distributions to X.
Proof. Assume w.l.o.g. that (X n ) n∈N are discrete trees (the general result is then obtained by Lemma 6.1 and a diagonal argument). Let X n be a sequence of ν n -random walks on (T n , r n ) starting in ρ n . (i) By Proposition 4.1 we know that the sequence is tight. LetX be a weak subsequential limit on (T, r). Then in particular,X 0 = ρ almost surely. From Proposition 5.2 together with Proposition 5.6 we know thatX is a strong Markov process and E x [ τz 0 ds f (X s )] = 2 ν(dy) r(z, c(x, y, z))f (y). Let X be the speed-ν motion on (T, r) starting in ρ. Then X is the strong Markov process associated with the Dirichlet form (E, D(E)). X is recurrent as clearly 1 ∈ D(E) and E(1, 1) = 0. Thus X satisfies (0.1) by Proposition 2.12. Moreover, it follows from Lemma 2.6 that X ·∧τy is transient for all y ∈ T . Therefore the laws ofX and X agree by Proposition 5.1.
(ii) Using that X n converges Gromov-weakly to X and X is compact, we can construct subsets A n ⊆ T n with ν n (A n ) → 0, ρ n ∈ A n , such that (T n , r n , ρ n , ν n ), whereT n := T n \ A n , satisfies the lower mass-bound (1.6) and still converges Gromov-weakly to X . LetX n be the ν n -random walk on (T n , r n ). ThenX n converges in distribution to X by part (i). We show that every finite-dimensional marginal ofX n is weakly merging with the corresponding marginal of X n . For this it is enough to show for all t ≥ 0 the uniform merging of one-dimensional marginals, i.e.
(6.9) lim
where r Pr n is the Prohorov metric associated to r n . The finite-dimensional statement then follows from the Markov property of the speed-ν motions.
We can couple X n andX n by a time transformation such thatX n t = X n L −1
, where L −1 n (t) = inf{s ≥ 0 :
Consider the accumulated time difference between X n andX n until X n hits y, Then, by the occupation time formula, (6.11) sup
The right-hand side tends to zero as n tends to infinity, because diam(T n ) is uniformly bounded by assumption. Therefore, for every fixed ε > 0, also P x {δ y n > ε} tends to zero, uniformly in x and y. Hence eventually, on the event {t ≤ τ y }, the distance between X n t andX n t is with high probability bounded by the distanceX n can move in time ε. This distance can be made arbitrarily small by Lemma 4.7. Now for y, z ∈T n , let τ 1 y = τ y , τ k z = inf{t > τ k y : X n t = z} and τ k+1 y = inf{t > τ k z : X n t = y}. Then for given t, ε > 0, we find a k, independently of n, and y n , z n ∈T n such that P x {t > τ k yn } < ε for all x ∈T n . Now the occupation time formula yields (6.12) E
and, with the same arguments as above, Lemma 4.7 gives the desired convergence (6.9).
We conclude this subsection with examples showing how the violation of the tightness condition (A2) destroys convergence in path space while f.d.d. convergence still holds. (i) Let T n = {0, 1}, and ν n = δ 0 + 1 n δ 1 for n ∈ N. Then X n := (T n , r, 0, ν n ) converges pointed Gromov-vaguely to X := ({0}, r, 0, δ 0 ). The speed-ν n motion X n is a two-state Markov chain that jumps from 0 to 1 at rate . Then (T n , r, 0, ν n ) converges pointed Gromovvaguely to {0, 1}, r, 0, ν with ν = δ 0 + δ 1 . The speed-ν motion X is the symmetric Markov chain on {0, 1} with jump-rate 1 2 , and the speed-ν n motions X n are sticky Brownian motions on [0, 1] with diverging speed on (0, 1), as n tends to ∞. As X n has continuous paths for each n ∈ N but X has discontinuous paths, the convergence cannot be in path space. The finite dimensional distributions of X n , however, converge to those of X, as the processes X n spend less and less times in discontinuity points.
6.2. From compact to locally compact limit trees. In this subsection we extend the proof of Theorem 1 to locally compact trees equipped with boundedly finite speed measures. In order to reduce this to the compact case, we stop the processes upon reaching a height R. For that purpose we need the following lemma whose proof is straight-forward and will therefore be omitted.
Recall the closed interval property from Definition 5.7.
Lemma 6.4 (Continuity points). Let (E, d) be a Polish space, ρ ∈ E, and R > 0. Define the function (6.13)
Assume that w ∈ D E has the closed-interval property, and that the map t → d ρ, w(t) does not have a local maximum at height R. Then w is a continuity point of ψ R .
Proof of Theorem 1.
(ii) has already been shown in Proposition 6.2.
(i) We call a point v ∈ T extremal leaf of T if the height function h : T → R + , x → r(ρ, x) has a local maximum at v. Note that, although there can be uncountably many extremal leaves, the set of heights of extremal leaves is at most countable due to separability of T . Now choose R k > 0, k ∈ N, with R k → ∞ such that there is no extremal leaf of T at height R k and ν x ′ ∈ T : r(ρ, x ′ ) = R k = 0.
Let X be the speed-ν motion on (T, r) started in ρ, and recall that X = X ·∧ζ , where ζ := inf{t ≥ 0 : r(ρ, X t ) = ∞}. We show that the law of X coincides with the law ofX ·∧ζ := ψ ∞ (X), whereX is any limit process. Using that there is no extremal leaf of T at height R k and thatX and X have the closed-interval property, we obtain from Lemma 6.4 that (the paths of)X and X are almost surely continuity points of ψ R k .
Let X n k be the speed-ν n motion on the compact metric measure tree T n ↾ B(ρn,R k ) and X k the speed-ν motion on the compact metric measure tree T ↾ B(ρ,R k ) . Then, for every k ∈ N, X n k =⇒ n→∞ X k , as n → ∞, by Proposition 6.2. Furthermore, for every k there is an ℓ = ℓ k , such that the laws of ψ R k (X n ) and ψ R k (X n ℓ ) coincide; and the same is true for ψ R k (X) and
By continuity of ψ R k inX and X, we obtain (6.14)
and on the other hand
Examples and related work
We conclude the paper with a discussion on how our invariance principle relates to results from the existing literature. These results have often been proven via quite different techniques but they all follow in a unified way from Theorem 1.
In Subsection 7.1 we revisit [Sto63] which proves the invariance principle in the particular situation when the underlying metric trees are closed subsets of R, or equivalently, linear trees. In Subsection 7.2 we connect our invariance principle with the construction of diffusions on so-called dendrites, or equivalently, R-trees, which is given in [Kig95] . We continue in Subsection 7.3 with [Cro10] , where the classical convergence of rescaled simple random walks on Z to Brownian motion on R is generalized in a different direction than in [Sto63] . Namely, simple random walks on discrete trees with uniform edge-lengths are proven to converge to Brownian motion on a limiting rooted compact R-tree which additionally has to satisfy some conditions. Finally, in Subsection 7.4 we consider the nearest neighbor random walk on a size-biased branching tree for which the suitably rescaled height process averaged over all realizations is tight according to [Kes86] , while for almost every fixed realization it is not tight by [BK06] .
7.1. Invariance principle on R. In this subsection, we consider the special case of linear trees, i.e., closed subsets of R.
Let ν, ν n , n ∈ N, be locally finite measures on R, T := supp(ν) and T n := supp(ν n ). Denote the Euclidean metric on R by r. Then (T, r, 0, ν) and (T n , r, 0, ν n ) are obviously rooted metric boundedly finite measure trees in the sense of Definition 1.1. Also note that the speed-ν motion is conservative (i.e. does not hit infinity), because the tree (T, r) is recurrent (see, e.g., [AEW13, Theorem 4]). Now if ν n converges vaguely to ν, and the uniform local lower mass-bound (1.6) holds, Theorem 1 implies that the speed-ν n motions converge in path-space to the speed-ν motion. This (essentially) is Theorem 1 (i) obtained in [Sto63] .
The methods used in [Sto63] are quite different from ours. In that paper all processes are represented as time-changes of standard Brownian motion and a jointly continuous version of local times is used.
Example 7.1 (Standard motion on disconnected sets). A particular instance of Stone's invariance principle was studied in detail in [BEPR08] . Put for each q > 1, T q := {±q k ; k ∈ Z; k ∈ Z} ∪ {0} and ρ q = 0. Then {T q ; q > 1} is dense in R with respect to the Hausdorff distance. Recall the length measure from (2.2). Obviously, as the length measure is always boundedly finite on linear trees, the embedding which sends a rooted tree (T, ρ) with T ⊆ R to the measure tree (T, ρ, λ (T,ρ) ) is a homeomorphism onto its image. Thus (T q , 0, λ (Tq ,0) ) converges Hausdorff-vaguely to (R, 0, λ), as q ↓ 1, where λ is the Lebesgue measure. It therefore follows that the speed-λ (Tq ,0) motion on T q converges in path space to the standard Brownian motion on R by Theorem 1. The latter is Proposition 5.1 in [BEPR08] .
7.2. Diffusions on dendrites. In [Kig95] diffusions on dendrites (which are R-trees) are constructed via approximating Dirichlet forms rather than processes. In this subsection we relate our invariance principle to this construction.
Let (T, r, ρ, ν) be a rooted boundedly finite measure R-tree. Let furthermore (T m ) m∈N be an increasing family of finite subsets of T . Put for all f, g :
Assume for each m ∈ N that T m contains all the branch points of the subtree spanned by T m (see our condition (1.2)). Then for all m ≤ m ′ , and for all f : T m → R,
That is, (T, r) together with (T m ) m∈N are compatible in the sense of Definition 0.2 in [Kig95] . Assume further that T * := ∪ m∈N T m is dense, and consider the bilinear form
with domain (7.4) F Kigami := f : T * → R : limit on r.h.s. of (7.3) exists .
Let D(E Kigami ) be the completion of F Kigami ∩ C c (T ) with respect to the
It was shown in Remark 3.1 in [AEW13] that the unique ν-symmetric strong Markov process associated with (E Kigami ,D(E Kigami )) is the speed-ν motion on (T, r).
The bilinear form E Kigami describes the discrete time embedded Markov chains evaluated at T n , n ∈ N. The fact that it is a resistance form means that the projective limit diffusion is on "natural scale", which we additionally equip with speed measure ν. We can, of course, also approximate the speed-ν motion on (T, r) by continuous time Markov chains evaluated at T n , n ∈ N. Similar as in the proof of Lemma 6.1, consider for each n ∈ N the map ψ n : T → T n which sends a point in T to the nearest point on the way from x to ρ which belongs to T n , i.e., (7.5) ψ n (x) := sup y ∈ T n : y ∈ [ρ, x] , and equip T n with (7.6) ν n := ψ n * ν.
As T * is dense, (ν n ) n∈N converges vaguely to ν, and thus (T n , r, ν n ) n∈N converges Gromov-Hausdorff vaguely to (T, r, ν). It therefore follows from our invariance principle that the continuous time Markov chains which jump from v ∈ T n to a neighboring v ∼ v ′ at rate (2ν n ({v})r(v, v ′ )) −1 converges weakly in path space to the speed-ν motion on (T, r).
7.3. Invariance principle with homogeneous rescaling. In this subsection we relate our invariance principle to the one obtain earlier in [Cro10] . We first recall the excursion representation of a rooted compact measure R-tree. We denote by (7.7) E := e : [0, 1] → R + e is continuous, e(0) = e(1) = 0 the set of continuous excursions on [0, 1]. From each excursion e ∈ E, we can define a measure R-tree in the following way:
• r e (x, y) := e(x) + e(y) − 2 inf , r e , π e (0) , is a rooted compact R-tree.
• We endow this space with the probability measure µ e := π e * λ [0, 1] which is the push forward of the Lebesgue measure on [0, 1].
We denote by g : E → T c the resulting "glue function", (7.8) g(e) := T e , r e , ρ e , µ e , which sends an excursion to a rooted probability measure R-tree. Recall T c from (3.2). Given X := (T, r, ρ, ν) ∈ T c , we say that X satisfies a polynomial lower bound for the volume of balls, or short a polynomial lower bound if there is a κ > 0 such that In [Cro10] the following subspace of T c is considered:
(7.10) T * := X = (T, r, ρ, ν) ∈ T c :
(a) ν is non-atomic, (b) ν is supported on the leaves, and (c) ν satisfies a polynomial lower bound.
Let ((T n , ρ n )) n∈N , be a sequence of rooted graph trees with #T n = n, whose search-depth functions e n in E with uniform topology satisfy (7.11)
1 an e n −→ n→∞ e for a sequence (a n ) n∈N and some e ∈ E with (T e , r e , 0, µ e ) ∈ T * . In Theorem 1.1 of [Cro10] , it is shown that the discrete-time simple random walks on T n starting in ρ n with jump sizes rescaled by 1/a n and speeded up by a factor of n · a n converge to the µ e -Brownian motion on T e starting in 0. To connect the above construction with Theorem 1 notice that the map g from (7.8) is continuous if T c is endowed with the rooted Gromov-Hausdorffweak topology, and E with the uniform topology (see [ADH12, Proposition 2.9]; compare also [Löh13, Theorem 4.8] for a generalization to lower semi-continuous excursions). Thus it follows from (7.11) that if we put ν n := µ a −1 n en , then (T n , ν n ) converges to (T e , µ e ) rooted Gromov-Hausdorffweakly. Analogously to Example 1.5 we obtain that d (Tn,rn) Pr (ν n ,ν n ) ≤ a −1 n , where (7.12)ν n ({v}) := deg(v) 2n , and that thus also (T n ,ν n ) converges to (T e , µ e ) rooted Gromov-Hausdorffweakly by [ALW, Lemma 2.10]. Theorem 1 then implies that unit rate simple random walks with edge lengths rescaled by a −1 n and speeded up by n · a n converge to the speed-µ e motion on (T e , r e ). As µ e always has full support, the requirement that µ e is supported on the leaves already implies that (T e , r e ) is an R-tree and thus the speed-µ e motion on (T e , r e ) has continuous paths.
Note that in contrast to [Cro10] our Theorem 1 does not require any additional assumptions on the limiting tree, which also does not have to be an R-tree. The polynomial lower bound or that ν is non-atomic and supported on the leaves are not required. Also note that Theorem 1.1 of [Cro10] does only allow for homogeneous (non-state-dependent) rescaling. This means, for example, that in the particular case where the trees (T n , r n ) are subsets of R, only the case T n = a −1 n Z ∩ [0, na −1 n ] and ν n {x} = n −1 , x ∈ T n , is covered. 7.4. Random walk on the size-biased branching tree. Theorem 1 applies to trees that are complete and locally compact. The extension from compact to complete, locally compact trees is relatively straight forward. However this extension helps us to cover the random walk on the size-biased Galton-Watson tree studied in [Kes86] in the annealed regime and in [BK06] in the quenched regime. In this subsection we want to illuminate these results and put them in the context of our invariance principle.
Consider a random graph theoretical tree T Kesten which is distributed like the rooted Galton-Watson process with finite variance mean 1 offspring distribution conditioned to never die out. Let X be the (discrete-time) nearest neighbor random walk on T Kesten . Consider the rescaled height process In [Kes86] it is shown that if τ B c (ρ,N ) := inf n ≥ 0 : d(ρ, X n ) = N , then for all ε > 0 there exists λ 1 , λ 2 such that under the annealed law P * , P * λ 1 ≤ N −3 τ B c (ρ,N ) ≤ λ 2 ≥ 1 − ε, for all N ≥ 1. Moreover under P * , the process Z (n) converges weakly in path space to a non-trivial process Z with continuous paths. In contrast to this annealed regime, in [BK06] (in the continuous time setting) it is shown that for almost all realizations of T Kesten , the family {Z (n) ; n ∈ N} is not tight.
These two statements relate to our invariance principle as follows. Recall from (7.7) the space of continuous excursions on [0, 1] and from (7.8) the glue map g which sends an excursion e ∈ E to a rooted metric tree ([0, 1]/∼ e , r e , 0) as well the map π e which, given e ∈ E, sends a point from the excursion interval [0, 1] to T e . We can easily extend the maps g and π e to the space (7.14) E ∞ := e : R + → R + e is continuous, e(0) = 0, lim x→∞ e(x) = ∞ of continuous excursions on [0, ∞). Then g(e) is a rooted locally compact metric measure tree with a boundedly finite measure, for all e ∈ E ∞ . It is not hard to show that the map g from (7.8) is continuous if T is endowed with the rooted Gromov-Hausdorff-vague topology, and E ∞ with the uniform topology on compacta.
In the particular case of a geometric offspring distribution, T Kesten can be associated with the random excursionW , where for all t ≥ 0, Given a realization e ofW , define e n := n −1/3 e(n 2/3 ·) ∈ E ∞ and denote by ν n the rescaled degree measure on T en , i.e., for all A ⊆ T en , By Proposition 2.8 in [BK06] , for almost all realizations e ofW , and thus the sequence {ν n ; n ∈ N} does not converge. Consider once more the map which sends all points of a half edge to its end point, and notice that the image measure of µ en = (π en ) * λ R + under this map equals ν n . Thus the Prohorov distance between µ en and ν n is at most n −1/3 , and thus for almost all realizations e ofW , also the sequence {µ en ; n ∈ N} does not converge. Hence the assumptions on our invariance principle fail for almost all realizations of T Kesten . Notice that we can choose for each n ∈ N a realization e n of n −1/3W n 2/3 · , and a realization e ofB, such that e n −→ n→∞ e, almost surely. To understand why the quenched rescaling failed, notice that e n −→ n→∞ e cannot be realized via a coupling such that all the e n come from the same realization ofW . As now g(e n ) clearly converges to g(e) by continuity of g, Theorem 1 implies that the speed-µ en random walk on (T en , r en ) starting in ρ en converges weakly in path space to the speed-µ e Brownian motion X = (X t ) t≥0 on (T e , r e ) started in ρ e for almost all realizations, and thus also under the annealed law. As X is recurrent by Theorem 4 in [AEW13] , its life time is infinite and its height process Z t := r e (ρ e , X t ) is non-trivial.
