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Abstract
We determine forcing linearity numbers of modules V over rings R with nontrivial
idempotents. If 1 = e1 + · · · + en, n  2, where the ei are orthogonal idempotents,
we determine the forcing linearity number of V in terms of certain modules over the
rings eiRei . Thus if each eiRei is a division ring we obtain precise answers. Also, as
a consequence, we find the forcing linearity numbers for all modules over Artinian rings.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let R be a ring and V an R module. All rings in this paper will be associative,
have an identity 1, and all modules will be unital. As usual let EndR V denote the
ring of R homomorphisms of V and let MR(V )= {f :V → V | f (rv)= rf (v),
∀r ∈ R, ∀v ∈ V }, the near ring of R-homogeneous functions of V . If R is any
complete matrix ring of size at least two over any ring S, and V is any R module,
then one has the rather surprising result that MR(V ) = EndR V . That is, every
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homogeneous function is linear. On the other hand, there are many classes of rings
which do not have this property. Hence one is led to the problem of determining
how much linearity is needed on submodules of V to have linearity on V , i.e.,
how much local linearity is needed on a module to imply global linearity.
Precisely we say a nonempty collection C = {Cα | α ∈A} of proper submod-
ules of V forces linearity if, whenever f ∈MR(V ) and f is linear on eachCα ∈ C ,
then f ∈ EndR V .
Definition 1.1. The forcing linearity number of RV , denoted by fln(RV ), is
a nonnegative integer, or ∞, uniquely determined as follows:
(a) If MR(V )= EndR V then fln(RV )= 0;
(b) If MR(V ) = EndR V and there exists a finite collection C of proper sub-
modules of V , with (say) |C| = s, that forces linearity, and no collection C ′ of
proper submodules with |C ′|< s forces linearity, then fln(RV )= s;
(c) If neither (a) nor (b) hold, then fln(RV )=∞.
The concept of fln was introduced in [13] where the fln’s of vector spaces were
calculated. In subsequent studies fln’s have been determined for modules over
several classes of rings, e.g., projective modules over commutative Noetherian
rings [11], modules over PID’s [8,9], and modules over some noncommutative
domains [12,14].
In the above definition we considered functions from V to V . One can general-
ize the above concepts of forcing linearity and fln’s to pairs of R modules V,W in
the obvious manner, using the Abelian groupsMR(V,W) and HomR(V,W). One
then defines when a nonempty collection C = {Cα} of proper submodules forces
linearity on MR(V,W) and also define the concept of forcing linearity numbers
for the pair R(V,W). These more general concepts will be used in the remainder
of the manuscript.
If a ring R is decomposable then there exist central, orthogonal idempotents
e1, e2 in R such that 1= e1 + e2. Then, it is straightforward to show that, for any
faithful module V ∈R-mod, {e1V, e2V } forces linearity, hence fln(RV ) 2. One
could then say that in this case, little local linearity is needed to obtain global
linearity. What if the ring R is indecomposable? If R is a domain then forcing
linearity numbers greater than two can occur [13,14]. In these cases R has only the
trivial idempotents 0,1. Here we determine forcing linear numbers for modules
over rings with nontrivial idempotents. Thus we take 1= e1 + e2 + · · · + en with
n 2 where the ei are orthogonal idempotents and determine flnR V in terms of
certain modules over the rings eiRei . If one of the idempotents ei is central, then
we know flnR V  2. For this case our work determines when flnR V = 0, 1, or 2.
If each eiRei is a semisimple ring then we get precise answers ([11] and/or [13]).
In particular, we completely determine forcing linearity numbers for structural
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matrix rings with entries from a division ring. (For basic notions of structural
matrix rings see [15] or [16].)
In the next section we first introduce some terminology and obtain some
general results. In Section 3 we use these results to determine forcing linearity
numbers. Then in Section 4 we discuss some applications. In particular, we spe-
cialize our results to the formal matrix rings
[
A U
L B
]
investigated by Green [6], and
to the formal upper triangular matrix rings
[
A U
0 B
]
. For recent work on these rings,
see [7] and the references given there. Moreover, in a recent paper, it is shown that
many classes of rings have upper triangular matrix representations so our results
apply to these rings as well (see [3]).
In Section 5 we apply some of our results in a slightly different direction.
Instead of focusing on a special decomposition of certain modules we focus on
properties of the rings eiRei . In fact we suppose each eiRei is a local ring with
a T -nilpotent radical. Perfect rings are examples of such rings as are (one-sided)
Artinian rings [10]. As a result we obtain a complete determination of the forcing
linearity numbers for modules over Artinian rings.
2. General results
We start this section by introducing some terminology and notation. Let R
be a ring and V ∈ R-mod. We suppose the identity 1 of R has a decomposition
1= e1 + e2 + · · · + en, n 2, where the ei are idempotents with eiej = 0 for all
i = j . Let Rij = eiRej , Ri =Rii , and Vi = eiV . For i, j ∈Nn = {1,2, . . . , n} let
ImRij =
{∑
finite
eirej vj
∣∣∣∣ r ∈R, vj ∈ Vj
}
and for i ∈ Nn, let Ii =∑nj=1, j =i ImRij . Further define kerRij = {vj ∈ Vj |
rij vj = 0, ∀rij ∈ Rij } andKj =⋂ni=1, i =j kerRij . Directly from these definitions
we obtain the next lemma.
Lemma 2.1.
(a) For each i ∈Nn, Vi ∈ Ri -mod.
(b) V = e1V ⊕ · · · ⊕ enV , a group direct sum. For each v ∈ V we have v =
v1 + · · · + vn where vi = eiv.
(c) For f ∈ MR(V ), f (Vi) ⊆ Vi, ∀i ∈ Nn. Hence f |Vi ∈ MRi (Vi) and for
v ∈ V , f (v) = f |V1(v1) + · · · + f |Vn(vn). This in turn implies MR(V ) =
EndR(V ) if and only if for each f ∈MR(V ), f |Vi is linear.
(d) ImRij and Ii are Ri submodules of Vi, ∀i ∈Nn.
(e) kerRij and Kj are Rj submodules of Vj , ∀j ∈Nn.
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In our next result we characterize when a collection of functions defined on
the Vi can be extended to a homogeneous function on V .
Theorem 2.2. For i ∈ Nn, let fi :Vi → Vi be functions on Vi and let f :V → V
be defined by f (v)=∑ni=1 fi(eiv). Then f ∈MR(V ) if and only if
fi(ri1e1v+ · · · + rinenv)= ri1f1(e1v)+ · · · + rinfn(env), (†)
∀i ∈Nn, ∀rij ∈Rij , and ∀v ∈ V.
Proof. Suppose f =∑fi ∈MR(V ). Then for i ∈Nn, rij ∈ Rij , and v ∈ V , we
have:
fi(ri1e1v + · · · + rinenv) = f (ri1e1v + · · · + rinenv)
= f ((ri1 + · · · + rin)v)
= (ri1 + · · · + rin)f (v)
= (ri1 + · · · + rin)
(
f1(e1v)+ · · · + fn(env)
)
= ri1f1(e1v)+ · · · + rinfn(env).
Conversely, suppose we have the condition (†) and define f =∑fi . Recall
that rij = eirej . Then f (rv) = ∑fi(ri1e1v + · · · + rinenv) while rf (v) =
(
∑
rij )(f1(e1v) + · · · + fn(env)) =∑i (ri1f1(e1v) + · · · + rinfn(env)), hence
the result. ✷
We give several corollaries which will be used in our determination of forcing
linearity numbers.
Corollary 2.3. For each i ∈ Nn let fi ∈ MRi (Vi,Ki) have the property that
fi(vi +wi)= fi(vi) if w ∈ Ii . Then f =∑fi ∈MR(V ).
Proof. Note that fi(ri1e1v + · · · + rinenv) = fi(riieiv) since by assumption
fi(vi + wi) = fi(vi) when wi ∈ Ii . Also, since fi(ui) ∈ Ki for each ui ∈ Vi ,
we have ri1f1(e1v) + · · · + rinfn(env) = riifi(eiv). Using the fact that fi is
homogeneous, the result follows from the previous theorem. ✷
Corollary 2.4. Let f ∈MR(V ), v ∈ Vi, w ∈ Ii for i ∈ Nn. Then f (v + w) =
f (v)+ f (w).
Proof. Via an induction argument, it suffices to show f (v + rij uj ) = f (v) +
f (rij uj ) for any rij ∈ Rij and uj ∈ Vj with j = i . The result follows
immediately from Theorem 2.2 since f (v+ rij uj )= fi(v)+ rij fj (uj )= f (v)+
f (rij uj ). ✷
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Corollary 2.5. Each f ∈MR(V ) is linear on Ii, ∀i ∈Nn.
Corollary 2.6. Fix i ∈Nn. Suppose Vi =Xi+Ii for some Ri submoduleXi of Vi .
Let f ∈MR(V ) and suppose f is linear on Xi . Then f |Vi is linear.
Proof. From Corollary 2.4, f (v + w) = f (v) + f (w) for v ∈ Xi , w ∈ Ii . By
hypothesis, f is linear on Xi and by Corollary 2.5, f is linear on Ii . ✷
Corollary 2.7. Fix j ∈Nn. Let f ∈MR(V ) and suppose Yj is a Rj submodule of
Vj with Yj ∩Kj = {0} and f |Vj (Vj ) ⊆ Yj . Then f |Vj is linear. In particular, if
Kj = {0} then f |Vj is linear.
Proof. Let v,w ∈ Vj and define u := f (v +w)− f (v)− f (w). By hypothesis,
u ∈ Yj . Suppose u = 0. Since Yj ∩Kj = {0}, u /∈ Kj and so, for some i ∈ Nn,
i = j , there exists s ∈Rij such that su = 0. But 0 = su= f (sv+ sw)− f (sv)−
f (sw) = 0 since we know f is linear on Ii . This contradiction forces u = 0
and so f is linear on Vj . The final remark follows from Kj = {0} and letting
Vj = Yj . ✷
We now make an additional assumption. We assume for each i ∈Nn that there
exist Ri submodules, Xi and Yi , of Vi such that Vi = Xi ⊕ Ii = Yi ⊕ Ki . The
main reason for assuming Xi is a direct summand of Vi is so that we can extend
functions with domain Xi to functions with domain Vi . Also, we wish to project
onto the complement Ki but Yi does not appear in the statements of any of our
results. Since Xi ∼= coker Ii = eiV /Ii our work is independent of the choice of Xi .
We now give one further corollary to be used frequently in the sequel. We will
henceforth refer to as the Extension Theorem (ET).
Corollary 2.8 (ET). For each i ∈ Nn let fi ∈ MRi (Xi,Ki). Then there exists
f ∈MR(V ) such that f |Xi = fi .
Proof. For vi ∈ Vi , vi has a unique representation, vi = xi+wi, xi ∈Xi, wi ∈ Ii .
Define fˆi :Vi → Ki by fˆi (vi) = fi(xi) and let f =∑ fˆi . From Corollary 2.3,
f ∈MR(V ) and we see that f |Xi = fi . ✷
As a result of the above, we can now characterize when every homogeneous
map on V is linear.
Theorem 2.9. MR(V ) = EndR(V ) if and only if ∀i ∈ Nn, MRi (Xi,Ki) =
HomRi (Xi,Ki).
Proof. Suppose MR(V ) = EndR(V ). For any summand T of Vi we let πT :
Vi → T be the projection homomorphism. Suppose for some i ∈ Nn that
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MRi (XiKi)HomRi (Xi,Ki) and let gi ∈MRi (Xi,Ki)\HomRi (Xi,Ki) and let
fi = giπXi . For j = i , let fj = 0. Then using (ET) we get f =
∑n
$=1 f$ ∈MR(V )
and so by hypothesis, f ∈ EndR(V ). But this means f |Xi is linear, a contradiction.
Conversely, suppose MRi (Xi,Ki) = HomRi (Xi,Ki) for each i ∈ Nn and
let f ∈ MR(V ). We show fi = f |Vi is linear for each i . From Corollary 2.4
fi = fiπXi + fiπIi . Moreover, we have fi = πYi fi + πKifi so fi = πYi fi +
πKifiπXi +πKifiπIi . From Corollary 2.5, πKifiπIi is linear. From Corollary 2.7,
πYi fi is linear and πKifiπXi is linear by hypothesis. Hence fi is linear on each Vi
and so by Lemma 2.1(c), f is linear on V . ✷
We apply the above results to give another proof of Theorem 2.9 of [4].
Corollary 2.10 [4]. Let n ∈ N, n  2 and let R =Mn(T ) be the ring of n× n
matrices with entries from the ring T . Let V be an R-module. Then every
homogeneous function on V is linear.
Proof. Let vi ∈ Vi . Recall that the eij are the elements in R = Mn(T ) with
1 in the (i, j)th position and zeros elsewhere and Vi = eiiV . Then for j = i ,
ejivi ∈ Vj and vi = eij ejivi ∈ Ii , thus Ii = Vi . Moreover, for vj ∈ Vj , if vj = 0
then eij vj = 0 since ejieij vj = vj . Thus kerRij = {0} and Kj = {0}. The result
follows from Corollary 2.5 or 2.7. ✷
3. Determination of forcing linear numbers
We again start with some notation. Recall that for each i ∈ N, Xi and Yi are
Ri submodules such that Vi =Xi ⊕ Ii = Yi ⊕Ki .
Definition 3.1. For $=−1,0,1,2, . . . ,∞ define S$ ⊆Nn as follows:
(a) i ∈ S−1 if Xi = {0};
(b) i ∈ S0 if Xi = {0} but flnRi (Xi,Ki)=0 (i.e., HomRi (Xi,Ki)=MRi (Xi,Ki));
(c) For $ 1, i ∈ S$ if flnRi (Xi,Ki)= $.
For example, if each Ri is a division ring then i ∈ S−1 if and only if Xi = {0}
and i ∈ S0 if and only if codimVi Ii = 1 or codimVi (Ii )  1 and Ki = {0}. For
1  $ <∞, i ∈ S$ if Ki = {0} and codimVi (Ii )  3 and |Ri | = $ − 2. Further
i ∈ S∞ if Ki = {0} and codimVi (Ii ) = 2 or Ki = {0}, codimVi (Ii )  2 and
|Ri | =∞ (see [13]).
In terms of the above definition,Nn = S−1∪S0 is equivalent to MRi (Xi,Ki)=
HomRi (Xi,Ki) for each i ∈Nn. Thus Theorem 2.9 becomes
Theorem 3.2. fln(RV )= 0 if and only if Nn = S−1 ∪ S0.
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Therefore if |S−1| = n we are finished so we take |S−1| n− 1. We consider
separately the case |S−1| = n − 1 and |S−1|  n − 2 but first give some further
general lemmas requiring only that Vi =Xi ⊕ Ii = Yi ⊕Ki . For any subset T of
V let 〈T 〉R denote the R-submodule of V generated by T .
Lemma 3.3. If 〈Xj 〉R = V then Ij = {0}.
Proof. Let w ∈ Ij . Then w = ∑ni=1, i =j ej reivi where vi ∈ Vi and, since
〈Xj 〉R = V , each vi is the sum of elements of the form rij xj , xj ∈Xj . But then
w ∈ Ij ∩Xj = {0}. ✷
In the next few results we relate forcing linearity numbers of Ri (Xi,Ki) to
those of RV . Let C be any R submodule of V . We will be interested in the
condition
C ∩ Vk ⊆ (C ∩Xk)⊕ Ik. (††)
This condition will be satisfied if C ⊇ Ik for then, by the modular law,
C ∩Vk = C ∩ (Xk ⊕ Ik)= (C ∩Xk)⊕ Ik . Note also that (††) is in fact equivalent
to C ∩ Vk = (C ∩Xk)⊕ (C ∩ Ik). For, if (††) holds then
C ∩ Vk = (C ∩ Vk)∩
(
(C ∩Xk)⊕ Ik
)= (C ∩Xk)⊕ (C ∩ Vk ∩ Ik)
= (C ∩Xk)⊕ (C ∩ Ik).
Lemma 3.4. Let C = {Cα} force linearity on V and for j ∈ Nn let CXj :=
{Cα ∩Xj | Cα ∈ C}. If Cα ∩Xj  Xj for all Cα ∈ C and (††) holds for k = j ,
then CXj forces linearity on Rj (Xj ,Kj ).
Proof. Suppose CXj does not force linearity on Rj (Xj ,Kj ). Let gj ∈MRj (Xj ,
Kj )\HomRj (Xj ,Kj ) but gj is linear on CXj . Also, let gk = 0 for k = j . Now
use (ET) to get g =∑gi in MR(V ). We show g is linear on each Cα and thus g
will be linear on V . But this in turn implies g|Xj = gj is linear, a contradiction,
hence the result.
To this end note, for Cα ∈ C, Cα = Cα1 ⊕ · · · ⊕ Cαn where Cαi ⊆ Vi , hence
Cα ∩ Vi = Cαi . Therefore Cα =
∑n
i=1(Cα ∩ Vi). Let v, v¯ ∈ Cα . By hypothesis
Cα ∩ Vj ⊆ (Cα ∩ Xj) ⊕ Ij so v = x + y , v¯ = x¯ + y¯, where x, x¯ ∈ Cα ∩ Xj
and y, y¯ ∈∑ni=1, i =j Vi ⊕ Ij . Therefore, from the definition of g, g(v + v¯) =
g(x+ y+ x¯+ y¯)= g(x+ x¯) and since g is linear on Cα ∩Xj , we get g(x+ x¯)=
g(x)+ g(x¯)= g(x + y)+ g(x¯ + y¯)= g(v) + g(v¯). So now g is linear on each
Cα and the result follows. ✷
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Lemma 3.5. Assume Xj = {0} and let DXj = {Dα} be a collection of i Rj
submodules of Xj which forces linearity on Rj (Xj ,Kj ). Let
D :=
{
n∑
$=1, $ =j
V$ + (Dα + Ij )
∣∣∣∣∣Dα ∈DXj
}
.
Then D forces linearity on V and thus flnR V  i .
Proof. Note first that each
∑n
$=1, $ =j V$+ (Dα+ Ij ) is a proper R submodule of
V since Dα Xj for each Dα ∈DXj . Let f ∈MR(V ) such that f is linear onD.
By definition, f |V$ is linear for $ = j . Also, fj = f |Vj is linear on eachDα . Then,
by hypothesis πKj fj |Xj ∈ HomRj (Xj ,Kj ) and so from Corollary 2.6, πKj fj is
linear on Vj . From Corollary 2.7, πYj fj is linear on Vj so fj = πYj fj + πKj fj
is linear on Vj . Consequently f is linear on V which means D forces linearity
on V , so flnR V  |D| i . ✷
Lemma 3.6. Let 〈X1∪ · · · ∪Xn〉R = V . If W  V , then W =W + I1+ I2 +· · ·+
In is an R submodule of V and W ⊆ W  V .
Remark. Note that W + I1 + I2 + · · · + In = (e1W + I1)⊕ · · · ⊕ (enW + In).
Proof of Lemma 3.6. Let Iij = RijXj . Since 〈X1 ∪ · · · ∪ Xn〉R = V we
see that Ii = ∑nj=1, j =i Iij . If e1W = e1V then Ij1 ⊆ ejW so W = e1W ⊕
(e2W + I21) ⊕ · · · ⊕ (enW + In1)  V . On the other hand, if e1W  e1V ,
consider e1W ⊕ (e2W + I21) ⊕ · · · ⊕ (enW + In1), an R submodule of V
since R1j Ij1 ⊆ I1 ∩ X1 = {0} and Rkj Ij1 ⊆ Ik1 for k = 1. Since e1W  e1V ,
e1W ⊕ (e2W + I21) ⊕ · · · ⊕ (enW + In1)  V . In either case we find a proper
submodule W1 := e1W1 ⊕ e2W1 ⊕ · · · ⊕ enW1 of V with the properties e1W1 =
e1W and Ij1 ⊆ ejWj for j = 1. Now, if e2W1 = e2V then Ij2 ⊆ ejW1, j = 2. If
e2W1  e2V , let W2 := (e1W1+I12)⊕e2W1⊕(e3W1+I32)⊕· · ·⊕(enW1+In2),
again a proper submodule of V . Continuing in this manner we obtain Wn =
e1Wn ⊕ · · · ⊕ enWn where eiWn ⊇∑nj=1, j =i Iij = Ii and Wn  V . ✷
Suppose 〈X1∪· · ·∪Xn〉R = V and fln(RV )= i . Suppose further that C = {Cα}
forces linearity on V . Using the above lemma we may assume Cα ⊇ Ij for each
Cα ∈ C . Hence (††) is satisfied for these j . In summary we have
Corollary 3.7. Let 〈X1 ∪ · · · ∪Xn〉R = V .
(1) flnR V  flnRj (Xj ,Kj ), ∀j ∈Nn \ S−1.
(2) If flnR V =∞ then flnRj (Xj ,Kj )=∞, ∀j ∈Nn \ S−1.
(3) If {C1,C2, . . . ,C$} forces linearity on V then {C1 ∩ Xj,C2 ∩ Xj , . . . ,
C$ ∩ Xj } forces linearity on Rj (Xj ,Kj ) provided Cs ∩ Xj  Xj for
s = 1, . . . , $.
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Proof. We get (1) and (2) from Lemma 3.5 (without 〈X1∪· · ·∪Xn〉R = V ). Also
(3) follows from the above discussion. ✷
We now handle the cases |S−1| = n− 1 and |S−1| n− 2.
3.1. |S−1| = n− 1
Let {j } = Nn \ S−1. If j ∈ S0 then from Theorem 3.2, flnR V = 0 so we take
j ∈ Si, i  1. Note that Xj = {0} but X$ = {0} for $ = j . Suppose 〈Xj 〉R  V
and let f ∈MR(V ) with f linear on 〈Xj 〉R . From Corollary 2.6, f is linear on
Vj and since V$ = I$ for $ = j, f is linear on V$, hence f is linear on V and
flnR V = 1. Hence we take 〈Xj 〉R = 〈X1 ∪ · · · ∪ Xn〉R = V . If C is a proper
submodule of V then C ∩Xj Xj , for if C ∩Xj =Xj , then Xj ⊆ C which in
turn implies V = 〈Xj 〉R = C, a contradiction since C is proper. Using parts (1)
and (3) of Corollary 3.7, we see that, in this case, flnR V = flnRj (Xj ,Kj ). We
have the following theorem.
Theorem 3.8. Let |S−1| = n− 1 and let {j } =Nn \ S−1. Then
(1) flnR V = 0 if and only if j ∈ S0;
(2) flnR V = 1 if and only if j ∈ S1 or 〈Xj 〉R  V ;
(3) flnR V = i  2 if and only if j ∈ Si and 〈Xj 〉R = V .
3.2. |S−1| = n− 2
We know if S−1 ∪ S0 =Nn then flnR V = 0 so we take S−1 ∪ S0 Nn.
Lemma 3.9. flnR V  2.
Proof. Let j1, j2 ∈Nn \ S−1. Define
C =
(
n∑
$=1, $ =j1
V$
)
⊕ Ij1 and D :=
n∑
$=1, $ =j2
V$ ⊕ Ij2 .
Let f ∈MR(V ) such that f is linear on C and D. But then f is linear on each Vi ,
i ∈Nn and hence linear on V . ✷
Lemma 3.10. If S0 ∪ S1 = ∅ then flnR V = 1.
Proof. If j ∈ S0, define C :=∑n$=1, $ =j V$ ⊕ Ij . If f ∈MR(V ) is linear on C
then f |V$ is linear for $ = j . Moreover, since j ∈ S0, πKj f |Xj :Xj → Kj is
linear and this in turn implies f |Vj is linear. Thus flnR V = 1 since we are taking
flnR V > 0.
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If j ∈ S0 ∪ S1, let Cj be a proper Rj -submodule of Xj which forces linearity
on Rj (Xj ,Kj ). Let D :=
∑n
$=1, $ =j V$ ⊕ (Cj ⊕ Ij ), a proper submodule of V .
Let f ∈ MR(V ) with f linear on D. Since f |Xj is linear on Cj we get f |Vj
linear on Xj and thus on Vj . Therefore, using the definition of D we get f linear
on each V$ and thus on V . ✷
Lemma 3.11. If 〈X1 ∪ · · · ∪Xn〉R  V , then flnR V = 1.
Proof. If f ∈MR(V ) is linear on 〈X1 ∪ · · · ∪Xn〉R then f |Vi is linear on Xi so
linear on Vi . But then f is linear on V . ✷
As a result of the above two lemmas we have that flnR V = 2 implies
S0 ∪ S1 = ∅ and 〈X1 ∪ · · · ∪Xn〉R = V . We now obtain the converse.
Lemma 3.12. If S0 ∪ S1 = ∅ and 〈X1 ∪ · · · ∪Xn〉R = V then flnR V = 2.
Proof. By way of contradiction suppose flnR V < 2 and let W be a proper
submodule of V which forces linearity. From Lemma 3.6, we may assume
W ⊇ I$, $ = 1,2, . . . , n. We have W = e1W ⊕ · · · ⊕ enW . Suppose W ∩Xj =
ejW ∩Xj =Xj for each j ∈ Nn \ S−1. Then Xj ⊆ ejW for each such j and so
〈X1 ∪ · · · ∪Xn〉R ⊆ 〈e1W ∪ · · · ∪ enW 〉R =W , a contradiction to W  V . Thus
for some j ∈Nn \S−1, W ∩Xj Xj . From Corollary 3.7(3), flnRj (Xj ,Kj ) 1
so j ∈ S0 ∪ S1, a contradiction. Thus flnR V = 2. ✷
Theorem 3.13. Let |S−1| n− 2. Then
(1) flnR V = 0 if and only if |S0| = n− |S−1|;
(2) flnR V = 2 if and only if S0 ∪ S1 = ∅ and 〈X1 ∪ · · · ∪Xn〉R = V ;
(3) flnR V = 1, otherwise.
4. Applications and remarks
We apply our results to the rings
[
A U
L B
]
and
[
A U
0 B
]
mentioned in the
introduction. Recall that
[
A U
L B
]
where A,B are rings, U is an A-B bimodule,
L is a B-A bimodule is defined by[
A U
L B
]
=
{[
a u
$ b
] ∣∣∣∣ a ∈A, u ∈U, $ ∈ L, b ∈B
}
with the usual matrix addition and multiplication. For further details about this
ring, see [6]. Let R denote the ring [ A U
L B
]
. Here we have 1 = e1 + e2 where
e1 is the identity of A and e2 the identity of B . For V ∈ R-mod we have
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V = e1V +e2V . Define ImL=∑w∈e1V Lw and note that ImL is a B submodule
of e2V . In fact, it is straightforward to verify that ImL = I2 as previously
defined and in the same manner ImU = I1. Each $ ∈ L determines a group
homomorphism, $ : e1V → e2V and ⋂$∈L ker$ is an A submodule of e1V . Let
K1 =⋂$∈L ker$ and in the same manner K2 =⋂u∈U keru. As above we assume
that Ii and Ki , i = 1,2 are direct summands of Vi . Of course each complementXi
of Ii is isomorphic to coker Ii . We could now translate our results from Section 3
to the ring
[
A U
L B
]
using ImL, ImU , K1, K2, coker(ImL), and coker(ImU).
Instead of doing this and in order to simplify the notion, we will restrict to
formal triangular matrix rings S = [ A U0 B ], i.e., L = {0}. These rings have been
the objects of many investigations. They appear often in the representation theory
of Artinian rings and algebras [2]. They are also used to provide examples and
counter examples in ring theory [5]. For a recent investigation of modules over
formal triangular matrix rings we refer to [7]. We remark that our results could be
stated using the terminology of [7].
Since L = {0} we have ImL = I2 = {0}, K1 = e1V , and so coker(ImL) ∼=
X2 = e2V . We assume e2V = {0}, otherwise V is just an Amodule. Thus 2 /∈ S−1.
Theorem 4.1. Let S denote the formal triangular matrix ring [ A U0 B ] and let
V ∈ S-mod.
(1) If ImU = e1V then for i ∈ {0,1,2, . . .} ∪ {∞}, flnS V = i if and only if
flnB(e2V,K2)= i .
(2) If ImU  e1V then
(i) flnS V = 0 if and only if flnA(coker(ImU), e1V ) = 0 and flnB(e2V,
K2)= 0,
(ii) flnS V = 2 if and only if and flnA(coker(ImU),K1) 2 and flnB(e2V,
K2) 2,
(iii) flnS V = 1 otherwise.
Proof. If ImU = e1V then S−1 = {1} so |S−1| = n−1. Moreover 〈e2V 〉s = V . If
ImU  e1V then S−1 = ∅ so |S−1| = n−2. The result follows from Theorems 3.8
and 3.13. Notice that we always have that 〈X1 ∪X2〉R = V . ✷
If A and B are division rings then, from [13] we know all of the forcing
linearity numbers in the above theorem.
We conclude with some remarks. We focus first on the hypotheses “Ii and Ki
are direct summands of Vi .” We give an example to show that if the identity 1 is
the sum of at least three idempotents, say 1 = e1 + e2 + · · · + en, n 3, then it
could be better to use the rings Ri, i = 1,2, . . . , n, than to combine idempotents
to obtain a matrix ring
[
A U
L B
]
. In our example we see that the modules eiV are
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completely reducible when we use each idempotent separately but this is not the
case with a combination of them.
Example 4.2. Let K be a field and let
R =



 a b c0 d 0
0 0 e

 ∣∣∣a, b, c, d, e ∈K

 ,
a subring of the 3× 3 matrix ring over K . Let V =K3. We take 1= e1 + e2 + e3
where ei is as usual the 3 × 3 matrix with 1 in the (i, i) position. Using this
decomposition, we find Ri is a field for i = 1,2,3, hence the eiV are vector
spaces, hence completely reducible as Ri modules. On the other hand suppose we
consider R as
[
A U
0 B
]
, where
A=



 a b 00 d 0
0 0 0



 , B =



 0 0 00 0 0
0 0 e



 , and
U =



 0 0 c0 0 0
0 0 0



 .
We have
e1V =



 x1x2
0



 and e2V =



 00
x3



 .
Here,
I1 = ImU =



 y10
0




but I1 is not an A-direct summand of e1V . This can be seen from the observation
that if
w1w2
0

 ∈ e1V \ I1,
then w2 = 0 and hence
A

w1w2
0

∩ I1 = {0}.
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We again remark on the “direct summand” hypothesis. Of course this
hypothesis can be satisfied in several ways. For instance if each eiV is
a completely reducible Ri module which happens if each Ri is a semisimple
ring. Moreover, if V is a completely reducible R module then each eiV is
a completely reducible Ri module. To illustrate this we use i = 1. Let T be
a R1 submodule of e1V . Then T ⊕ R21T ⊕ · · · ⊕ Rn1T is an R submodule of
V so there exists W ∈ R-mod such that (T + R21T + · · · + Rn1T ) ⊕ W = V .
From this we conclude that T ⊕ e1W = e1V as R1 modules. However, as the
following example shows, the eiV may be completely reducible as Ri modules
but V need not be a completely reducible R module.
Example 4.3. Let K be a field and let
R =




α 0 γ 0
0 α 0 γ
β 00 0 β


∣∣∣∣∣ α,β, γ ∈K

 ,
a subring of the 4 × 4 matrices over K . Let V = K4 with the natural basis
{b1, b2, b3, b4}. Then e1V = 〈b1, b2〉K and e2V = 〈b3, b4〉K . Therefore e1V
and e2V are completely reducible Ri modules. However, V is not a completely
reducible R module. In fact, let T = 〈b1, b2, b4〉R and suppose there exists
W ∈ R-mod with V = T ⊕ W as R-modules. Then 0 = w ∈ W implies w =
α1b1 + α2b2 + α3b3 + α4b4 with α3 = 0. But

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0




α1
α2
α3
α4

=


α3
α4
0
0


is in T , contrary to T ∩W = {0}.
5. Forcing linearity numbers for modules over Artinian rings
In this section, instead of focusing on properties of the decomposition of the
modules eiV , we focus on properties of the rings eiRei . In particular we suppose
that each of these rings, Ri , is a local ring with T -nilpotent radical. Perfect
rings are examples of such rings and consequently, so are (one-sided) Artinian
rings [10]. The next theorem is of independent interest.
Theorem 5.1. Let R be a local ring with T -nilpotent radical, J , and let V,W be
nonzero R modules. Then
flnR V = flnR(V,W)
= fln {f :V →W ∣∣f ∈MR(V,W) and f (v +w)= f (v) if w ∈ JV }
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= flnR/J (V /JV )
= flnR/J (V /JV,R/J ).
The proof of this theorem will be broken into a sequence of lemmas. The first
lemma is quite general.
Lemma 5.2. Let R be a ring, V ∈ R-mod with V , a direct sum of copies of
a submodule W . Then flnR(V,W)= flnR(V ).
Proof. We consider MR(V,W)⊆MR(V ). Let C = {Cα} force linearity on V and
let f ∈MR(V,W) with f linear on each Cα ∈ C . Since we also have f ∈MR(V ),
we find that f is linear on V , hence flnR(V,W)  flnR(V ). For the reverse
inequality, suppose C = {Cα} does not force linearity on V . Thus there is some
f ∈MR(V ) with f linear on each Cα ∈ C but not linear on V . Thus there exist
x, y ∈ V such that 0 =w := f (x + y)+ f (x)− f (y). Thus for some projection
πW,πWf is not linear. But πWf is linear on each Cα ∈ C so C does not force
linearity on R(V,W), hence the result. ✷
Corollary 5.3. If V is a free R module then flnR(V )= flnR(V,R). That is, one
only needs to consider homogeneous functionals. In particular, if R is a local ring
with radical J then flnR/J (V /JV )= flnR/J (V /JV,R/J ).
Lemma 5.4. Under the hypotheses of Theorem 5.1, if F = {f ∈ MR(V,W) |
f (v +w)= f (v) if w ∈ JV }, then flnR/J (V /JV,R/J ) flnF .
Proof. Let C = {Cα} be a collection of proper submodules of V which forces
linearity on F . Without loss of generality we take Cα ⊇ JV . For, if {Cα} forces
linearity so does {Cα+JV } andCα+JV  V since J is T nilpotent andCα  V .
Suppose C := {Cα/JV | Cα ∈ C} does not force linearity on MR(V/JV,R/J ).
Let η ∈MR/J (V /JV,R/J ) be linear on C but not linear on V/JV .
Denote by cv ∈ R a coset representative of η(v + JV ) and let 0 = y ∈
AnnW(J ). (Note that such a y exists since J is T nilpotent [10]). Define
g :V → V by g(v) = cvy . Note g is well-defined, g(v + w) = g(v) if w ∈ JV
and since η is homogeneous so is g. Moreover, g is linear on each Cα ∈ C ,
hence g is linear on V . However, there exist x + JV, y + JV in V/JV such
that η(x + y + JV ) = η(x + JV )+ η(y + JV ) so cx+y − cx − cy /∈ J , hence
g(x + y) = g(x) + g(y). This contradiction shows that C forces linearity so
flnR/J (V /JV,R/J ) flnF . ✷
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Proof of Theorem 5.1. Since F (as defined in Lemma 5.4) is a subset of
MR(V,W), we have from the above lemmas flnR/J (V /JV ) = flnR(V/JV,
R/J ) flnF  flnR(V,W). Since V = {0}, dimR/J (V /JV ) 1. If dimR/J (V /
JV ) = 1 then V is cyclic and all of the above fln’s equal to 0. If dimR/J (V /
JV )= 2 or dimR/J (V /JV ) 2 and R/J is an infinite field, then all of the above
fln’s are equal to∞ [13]. In the remaining cases dimR/J (V /JV ) 3 and |R/J | =
q <∞ we have flnR/J (V /JV )= q+2. We now show flnR(V,W) q+2 which
gives the desired result. In fact, as in [13], the following setD of q+2 submodules
of V forces linearity. Let B := {ei + JV | i ∈ I } be a basis for V/JV over R/J
and let R/J := {0+JV,α1+JV, . . . , aq−1+JV }. DefineD1 := 〈e1, e2〉R+JV ,
D2 := 〈ei | i = 1〉 + JV, D3 := 〈ei | i = 2〉 + JV , and for i = 1,2, . . . , q − 1,
define Ci = 〈e1 + αie2, ej | j = 2〉 + JV . Then D = {D1,D2,D3,C1, . . . ,Cq−1}
forces linearity on V .
Now by taking V =W we get the final equality in Theorem 5.1. ✷
We next introduce some notation for this section. Let Ii be as above and let
I∗i = Ii + JiVi and Ii = I∗i /JV . Let X∗i be an Ri submodule of Vi containing
JiVi such that Vi/JiVi =X∗i /JiVi ⊕Ii . To simplify we let Xi :=X∗i /JiVi, Vi =
Vi/JiVi, Ri :=Ri/Ji , and d(Xi)= dimRi (Xi). The following sets will play roles
similar to the Si ’s of Section 3. For j =−1, 0 and integers of the form q+2 where
q is a power of a prime we define Tj ⊆Nn as follows:
(1) i ∈ T−1 ⇔X∗i = {0};
(2) i ∈ T0 ⇔ d(Xi)= 1 or X∗i = {0} and Ki = {0};
(3) i ∈ Tg+2 ⇔ d(Xi) 3 and Ki = {0} and |Ri | = q ; and
(4) i ∈ T∞ ⇔ (Ki = {0} and d(Xi) = 2) or (Ki = {0} and d(Xi)  2 and
|Ri | =∞).
Note that from these definitions and Theorem 5.1 we have for j = −1, i ∈ Tj
if and only if flnRi (X∗i ,Ki)= j and X∗i = {0}.
Theorem 5.5. Let 〈X∗j 〉R = V and Kj = {0}. Then X∗j = Vj and flnRj X∗j =
flnRj Vj = flnR V .
Proof. Let vj ∈ Vj . Then vj =∑i ej st ej xt , st ∈ R, xt ∈ X∗j , hence vj ∈ X∗j ,
i.e., X∗j = Vj .
Now suppose Dj = {D} is a collection of submodules forcing linearity on Vj .
Let D := {D +∑i =j Vi |D ∈Dj }, a collection of proper submodules of V . But
then D forces linearity on V so flnR V  flnRj Vj . (Note, this did not use the
hypothesis that 〈X∗j 〉R = V .) We next show that flnR V  flnRj Vj . Recall from
Corollary 5.3 that flnRj Vj = flnFj whereFj := {f ∈MRj (Vj ,Kj ) | f (v+w)=
f (v) if w ∈ JjVj }. Suppose C = {C} forces linearity on V and let Cj := {C ∩Vj |
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C ∈ C}. Note that C ∩ Vj = Vj (= X∗j ) implies V = 〈X∗j 〉R = 〈C ∩ Vj 〉R ⊆ C,
a contradiction. Therefore Cj is a collection of proper submodules of Vj . Since
Vj = X∗j , we get Ij = {0}, hence I∗j ⊆ JjVj and Ij ⊆ JjVj . From Corollary 2.3
we see that each map gj in Fj can be extended to a map g on MR(V ) with
g|Vi = 0 if i = j . For each C ∈ C, C =∑ni=1(C ∩ Vi) so if gj is linear on each
C ∩ Vj ∈ Cj then g ∈ EndR V which in turn implies gj is linear on Vj . Thus
flnRj Vj  flnR V and hence the result. ✷
Theorem 5.6. Let 〈X∗1 ∪X∗2 ∪ · · ·∪X∗n〉R = V and let W  V be an R submodule
of V . If W = W + I1 + · · · + In + JV , then W is an R submodule of V and
W ⊆ W  V .
Proof. We note first that
JV =
n∑
i=1
JiVi +
∑
i =j
eiJ ejV ⊆
n∑
i=1
JiVi +
n∑
i=1
Ii ,
so W = (e1W + I1 + J1V1) ⊕ (e2W + I2 + J2V2) ⊕ · · · ⊕ (enW + In +
JnVn). Since each Ji is T nilpotent, so is J [1, Lemma 28.10]. Thus W ⊆
W + JV =: W0  V . Let W1 := e1W0 ⊕ (e2W0 + I21)⊕ · · · ⊕ (enW0 + In1).
Since 〈X∗1 ∪ · · · ∪X∗n〉R = V , I21 consists of sums of elements of the form
e2re1x1, x1 ∈ X∗1 . Thus R12I21 ⊆ X∗1 ∩ I∗1 ⊆ J1V1 ⊆ e1W0 and in gen-
eral, Rkj Ij1 ⊆ Ik1 , k = 1. Thus we see that W1 is an R-submodule of V ,
W0 ⊆ W1, and W1  V . For if e1W0 = e1V then W1 = W0  V while if
e1W0  e1V then W1  V . Continuing in this manner we obtain a sequence
W0,W1,W2, . . . ,Wn−1,Wn of proper R submodules of V where
Wn = (e1Wn−1 + I1n)⊕ · · · ⊕ (en−1Wn−1 + In−1,n)⊕ enWn−1
=
(
e1W0 +
∑
i =1
I1i
)
⊕
(
e2W0 +
∑
i =2
I2i
)
⊕ · · · ⊕
(
enW0 +
∑
i =n
Ini
)
= (e1W0 + I1)⊕ (e2W0 + I2)⊕ · · · ⊕ (enW0 + In)
= (e1W + I1 + J1V1)⊕ · · · ⊕ (enW + In + JnVn)
= W + I1 + · · · + In + JV. ✷
Theorem 5.7. Let W be an R submodule of V which forces linearity and let W
be as defined in Theorem 5.6. Then W ⊇∪{X∗i | d(Xi) 2 and Ki = {0}}.
Proof. By way of contradiction, suppose X∗j  W but d(Xj) 2 and Kj = {0}.
We construct a nonlinear function, f ∈MR(V ), which is linear on W thus giving
a contradiction. To this end we note that since Vj = Xj+Ij we haveVj =X∗j +Ij
and so ej W = ej W ∩ Vj = ej W ∩ (X∗j + Ij )= ej W ∩X∗j + Ij since ej W ⊇ Ij .
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Let η¯ ∈MRj (Xj, Rj) be nonlinear, but linear on (X∗j ∩ ej W)/JjVj . Let γvj be
a coset representative of η¯πXi (vj + JjVj ) ∈ Rj . Choose 0 = d ∈ AnnKj (Jj ) and
define fj :Vj → Kj by fj (vj ) = γvj d . As in Theorem 5.5, one finds that fj
is a well-defined Rj -homogeneous map and is nonlinear on Vj . For i = j let
fi :Vi →Ki be the zero homomorphism. Then, from Corollary 2.3, f =∑ni=1 fi
is in MR(V ) but is nonlinear. To complete the proof, we show f is linear onW and hence on W . Let a, b ∈ W . Since W =∑ni=1 ei W , we get a = a1 + a2
where a1 ∈ ej W ∩ X∗j and a2 ∈ (
∑
i =j Vi + Ij ). Similarly, b = b1 + b2 so
f (a+ b)= f (a1 + b1+ a2+ b2)= f (a1 + b1)= f (a1)+f (b1) since η¯ is linear
on (ej W ∩X∗j )/JjVj . Moreover, f (a1)= f (a1 + a2) and f (b1)= f (b1 + b2),
hence f (a + b)= f (a)+ f (b) ∀a, b ∈ W . ✷
We now present the main result of this section.
Theorem 5.8. Let eiRei be local and Ji be T -nilpotent for i = 1,2, . . . , n. Let V
be an R module.
(1) flnR V = 0⇔Nn = T−1 ∪ T0.
(2) flnR(V )= 1⇔ flnR(V ) = 0 and (〈X∗1 ∪ · · · ∪X∗n〉R = V or T0 = ∅).
(3) flnR(V )= 2⇔ flnR(V ) 2 and |T−1| n− 2.
(4) flnR(V )= i  3⇔ Ti = {j } and 〈X∗j 〉R = V for some j ∈Nn. (Note this also
includes i =∞.)
Proof. (1) Suppose Nn = T−1 ∪ T0. Thus d(Xj)  2 and Kj = {0} for some
j ∈Nn. Since d(Xj)  2, there exists η¯ ∈ MR(Xj , Rj) which is nonlinear.
Let ρvj be any coset representative of η¯πXj (vj + JjVj ) and choose 0 = d ∈
AnnKj Jj . If we define fj :Vj →Kj by fj (vj )= ρvj d , then, as above, we obtain
f ∈MR(V ) which is nonlinear so flnR(V ) = 0.
Conversely suppose d(Xi) 1 or Ki = {0} for each i ∈Nn. Let f ∈MR(V ). If
Ki = {0}, then from Corollary 2.7, f |Vi is linear. If d(Xi) 1 then Vi =Rixi+Ii
(for some x ∈X∗i ) and so by Corollary 2.6, f |Vi is linear. Since f |Vi is linear for
all i ∈Nn, f is linear on V , and flnR V = 0.
(2) Assume flnR(V ) = 1 but 〈X∗1 ∪ · · · ∪ X∗n〉R = V and T0 = ∅. Let W be
a proper submodule of V which forces linearity. From Theorem 5.6, we have
W ⊆ W =W+I1+· · ·+In+JV  V and W ⊇∪{X∗i | d(Xi) 2 andKi = {0}}
from Theorem 5.7. But, since T0 = ∅ and 〈X∗1 ∪ · · · ∪X∗n〉R = V we get W = V ,
a contradiction.
For the converse we first note that the proper submodule 〈X∗1 ∪ · · · ∪ X∗n〉R
forces linearity on V (Corollary 2.6). Suppose j ∈ T0. If d(Xj) = 1, then as we
have seen in the proof of part (1), f ∈MR(V ) is linear on Vj . Hence∑i =j Vi+Ij
forces linearity on V . Since flnR V = 0 we get flnR V = 1.
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(3) If flnR V = 2 then |T−1| = n, 〈X∗1 ∪ · · · ∪ X∗n〉R = V , and T0 = ∅. Thus|T−1| n−2 since otherwise, for some j, 〈X∗j 〉 = V and Kj = {0}which implies
(from Theorem 5.5) that flnR(V ) = flnRj (Vj ). But Rj is a local ring and, using
Theorem 5.1 with results from [13] we see that no module over a local ring with
T -nilpotent radical has a forcing linearity number of 2.
Suppose for the converse that j1, j2 /∈ T−1 with j1 = j2. Then {W1,W2} forces
linearity where
W1 :=
(∑
i =j1
Vi
)
+ Ij1 and W2 :=
(∑
i =j2
Vi
)
+ Ij2 .
Since flnR V  2 we have the result.
(4) We take flnR V = i  3. Thus |T−1| = n− 1, 〈X∗1 ∪ · · · ∪X∗n〉R = V , and
T0 = ∅ since otherwise flnR V  2. Therefore for some j ∈ Nn, 〈X∗j 〉R = V ,
and Kj = {0}. Hence from Theorem 5.5, i = flnR V = flnRj (Vj )= flnRj (X∗j )=
flnRj (X∗j ,Rj ) where this last equality follows from Theorem 5.l. But this means
j ∈ Ti .
Moreover, the above argument is reversible. For if {j } = Ti then flnRj (X∗j ,
Kj ) = i , so flnRj (X∗j ) = i from Theorem 5.l. Since 〈X∗j 〉R = V , we get i =
flnRj (Vj )= flnR(V ) from Theorem 5.5. ✷
In Theorem 3.8, Lemma 3.9, Theorems 4.1 and 5.8 we state characterization
results for forcing linearity numbers i, i  3. We mention that it remains an
open problem whether or not there exists a ring R and V ∈ R-mod such that
flnR V = 3. In Theorem 5.8 we actually show that one cannot find flnR V = 3 for
any module V over an Artinian ring R.
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