Abstract. An algebraic approach to Rellich's theorem is given which states that any analytic family of matrices which is normal on the real axis can be diagonalized by an analytic family of matrices which is unitary on the real axis. We show that this result is a special version of a purely algebraic theorem on the diagonalization of matrices over fields with henselian valuations.
Introduction
This paper aims at reviewing some more or less well known material from analysis and algebra which hopefully is put into some new perspective (at least it was new for the authors) by systematically exploring the relations between algebra and analysis. It is motivated by a well known theorem of analytic perturbation theory due to Rellich [Re] : Near z = 0, the eigenvalues of an analytic family A(z) of matrices which is hermitian (resp. normal) for real values of z can be chosen to be analytic, even in the case of eigenvalue degeneracies.
This theorem is presented in several textbooks (see [Ba, Ka, RS] ) where it is proven by use of a rather strong algebraic result: The branching behaviour of the eigenvalues of any analytic family of matrices is explicitly given in terms of Puiseux series. The proof of Rellich's result then boils down to the observation that hermiticity (or normality) of the family excludes branching. While Rellich's approach only leads to local solutions, methods from differential equations also provide the existence of eigenvalues, eigenprojections, and even eigenfunctions globally near the real axis provided A(z) is hermitian (resp. normal) for real z (cf. [Ka] ).
In spite of the algebraic flavour of these results the proofs are almost purely analytic and one might ask how much analysis is really needed or how much algebra is hidden behind the analytic arguments. Since the algebraic properties of the matrices over a field F are basically determined by the field F itself, we have to concentrate our investigation on the algebraic properties of the field F of all holomorphic functions where two cases must be distinguished: the local case, i.e. Rellich's result near a point z = a, and the global case near the real axis. It turns out that the global case can be reduced to the local one by elementary arguments from linear algebra and the fact that F can be written as F = K(i) where K is formally real pythagorean. From the algebraic point of view the local case is more rewarding. The ring R of all holomorphic functions near a point z = a is endowed canonically with a discrete valuation v which counts the zeros, i.e., v(f (z)) = (v(z − a)) n if f (z) has a zero of order n at z = a. Moreover, R is the corresponding valuation ring where the constants form the residue field R ∼ = C. The crucial point is that v is henselian, which is an immediate consequence of the implicit function theorem for analytic functions. The connection between Hensel's Lemma and the implicit function theorem, as well as the Weierstrass preparation theorem, is one of the classical fundamental results expressing the interaction between algebra and complex analysis, resp. algebraic geometry. As soon as one realizes that v is henselian, Rellich's result becomes a special version of a purely algebraic theorem on the diagonalization of matrices over fields with henselian valuations. This result is interesting in many respects. Firstly, we see that Rellich's theorem is a purely algebraic result where the implicit function theorem is the key to algebra. Secondly, Rellich's result for convergent power series also holds true for formal power series, and both cases can be treated simultaneously, since the ring of all formal power series also carries a henselian valuation with residue field C. Finally, if one is not too enthusiastic about the algebraic approach, the algebraic arguments can be translated to complex analysis to give a new and elementary proof of Rellich's result where for instance Hensel's Lemma is replaced by the Weierstrass preparation theorem.
To make this note self-contained we proceed as follows: In Section 2, the algebraic part, we first recall the basic material from algebra up to the diagonalization of normal matrices over an appropriate class of fields. We then give a short exposition of valuation theory including two forms of Hensel's Lemma which correspond to the implicit function theorem as well as the Weierstrass preparation theorem and prove an algebraic generalization of Rellich's theorem. In Section 3, the analytic part, we explain the relevance of the algebraic results for analysis but we also sketch how a streamlined proof of the analyticity of suitable choices of eigenvalues, eigenprojections, and eigenvectors could be obtained with minimal input from algebra.
The algebraic part
Linear algebra. In the first part of this section we provide the background from Linear Algebra, which is needed in what follows. Probably everything is more or less well known, but for the sake of completeness and readability we also keep an eye on elementary arguments.
A field K is said to be formally real if −1 cannot be written as a sum of squares in K. While each ordered field K is obviously formally real it turns out that formally real fields possess at least one ordering, i.e., as a set K can be ordered linearly and for all a, b, c ∈ K the following hold:
(i) If a < b, then a + c < b + c.
(ii) If a < b and c > 0, then a · c < b · c. A field K is said to be real closed if it is formally real, and if any algebraic extension of K which is formally real must be equal to K. For instance, C is not formally real since −1 is a square in C and R is a maximal formally real subfield of C, i.e., R is real closed since C is algebraically closed. If K is formally real such License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use THE PRINCIPAL AXIS THEOREM FOR HOLOMORPHIC FUNCTIONS 327 that every sum of squares in K is a square in K, then K is called formally real pythagorean and for such a K the mapping
, is a positive definite symmetric bilinear form. Furthermore, v, v is the square of a uniquely determined positive element of K for every nonzero v ∈ K n . For instance, R is formally real pythagorean while Q is not.
Lemma 2.1. Let K be a formally real pythagorean field and let A be a symmetric n × n matrix over K with characteristic polynomial χ A such that χ A = f · g, where f, g ∈ K[x] are nonconstant polynomials. Then there exists an orthogonal n × n matrix U over K such that
Proof. Let degf ≥ deg g and put k=degf . If g(A) is the zero matrix, then for any nonzero v ∈ K n the set {v, Av, . . . ,
by the CayleyHamilton-Theorem we see that {v, Av, . . . , A deg f −1 v} generates a subspace V of K n having the same properties as above. Since K is formally real pythagorean, we may choose an orthonormal basis {v 1 , . . . , v l } of V and complete this set to an orthonormal basis {v 1 , . . . , v n } of K n . Let U be the n × n matrix over K whose i-th column vector equals v i . Clearly, U is orthogonal and it remains to show that the ij-component b ij of U t AU is zero whenever 1 ≤ i ≤ l, l < j ≤ n. But this is obvious since b ij = Av i , v j = 0 by Av i ∈ V and w, v j = 0 for all w ∈ V by construction of v l+1 , . . . , v n . Corollary 2.2. Let K be a formally real pythagorean field and let A be a symmetric n × n matrix over K. Then there exists an orthogonal matrix U over K such that U t AU is diagonal if and only if the characteristic polynomial χ A of A splits over K completely into linear factors.
If K is formally real pythagorean, then K(i) is a proper field extension of K where i 2 = −1. Every element of K(i) can be written uniquely in the form a + ib with a, b ∈ K and a − ib is called its conjugate.
n is endowed canonically with a positive definite hermitian form ·, · , and as usual for an n× n matrix A we define A * as the n × n matrix which can be obtained from A t by replacing each entry by its conjugate. Furthermore, A is called hermitian if A = A * , unitary if AA * = E n , and normal if AA * = A * A. Clearly, any hermitian or unitary matrix is normal.
Lemma 2.3. Let K be a formally real pythagorean field and let A be a normal n×n matrix over
Proof. Put F = K(i) and let ϕ :
. If χ A (a) = 0 for all a ∈ F , then χ A has at least two distinct irreducible divisors by assumption. As in the proof of Lemma 2.1 there exists a proper subspace W = 0 of F n such that ϕ(W ) ⊆ W . Let dim W be minimal and let χ be the characteristic polynomial of ϕ W . Again, as in the proof of Lemma 2.1 there exists a proper subspace U = 0 of W such that ϕ(U ) ⊆ U whenever χ is reducible, which would contradict the minimality of dim W . Thus χ is irreducible and for any k ∈ N we define
This means that there exists k ∈ N such that
and U k is a nonzero ϕ-as well as ϕ * -invariant subspace of F n . We put V = U k , and to show that V is proper we assume
, which is a contradiction since χ A has at least two different irreducible divisors.
We turn to the proof of Lemma 2.3. Letting V be as above we choose an orthonormal basis {v 1 , . . . , v l } of V which can be completed to an orthonormal basis {v 1 , . . . , v n } of F n . Again, let U be the n × n matrix over F whose i-th column vector equals v i . Clearly, U is unitary and v i , Av j = 0 for i > l and j ≤ l since V is ϕ-invariant and
Corollary 2.4. Let K be formally real pythagorean and let A be a normal matrix over K(i) such that the characteristic polynomial splits completely over K(i). Then there exists a unitary matrix
If K is real closed, then K(i) is algebraically closed and χ A splits completely into linear factors over K(i). By Corollary 2.4 there exists a unitary matrix U over K(i) such that U * AU is diagonal where the diagonal elements a l + ib l (a l , b l ∈ K) are precisely the eigenvalues of A. More generally, if K is an intersection of real closed fields K ν , then K is formally real pythagorean. Since 2a 1 , . . . , 2a n are the eigenvalues of A * + A and 2b 1 , . . . , 2b n the eigenvalues of i(A * − A), we conclude a 1 , . . . , a n , b 1 , . . . , b n ∈ K, i.e., χ A splits completely over K(i), and this shows Corollary 2.5. Let K be an intersection of real closed fields and let A be a normal n × n matrix over K(i). Then there exists a unitary matrix U over
Valuation theory. Here we give some basic definitions from valuation theory which are important in connection with complete fields and Hensel's Lemma as well as formal power series. Let K be a field; by a valuation on K we understand a real-valued function v : K → R + 0 such that the following hold for all x, y ∈ K:
Given any valuation v on K, we define
It is easily verified that B v is a subring of K which is called the valuation ring of v and moreover
is the unique maximal ideal of B v , i.e., B v is a local ring. The residue class ring B v /M v is a field which is called the residue class field of v denoted by B v and the canonical homomorphism
can be extended to a homomorphism of the corresponding polynomial ring via
a n x n + a n−1 x n−1 + . . . + a 0 −→ a n x n + a n−1 x n−1 + . . . + a 0 .
The following example is central in the application of valuation theory in geometry and complex analysis: Let k be any field and let k(x) be the rational function field of k in one variable x. We choose a polynomial p over k which is irreducible over k. Then any nonzero rational function q in x over k can be written as
We define v p by setting
where δ ∈ R, 0 < δ < 1 is arbitrary but fixed and v p (0) = 0. Then v p is a valuation on k(x) which is called the p-adic valuation on k(x). If k is algebraically closed, then p is linear and we may take p(x) = x − a for some a ∈ k. In this case B v consists of all rational functions for which a is not a pole. If a is a pole or a zero of q, then ν is the corresponding order. Any field K with valuation v possesses a completionK which is characterized by the following properties.
(C1)K is a field extension of K with valuationv which extends v, i.e., v(x) = v(x) for all x ∈ K.
(C2) K is dense inK, i.e., for any ∈ R + and x ∈K there exists y ∈ K, such thatv(x − y) < .
(C3)K is complete, i.e., every Cauchy sequence inK is convergent inK.
In connection with complete fields the notation of henselian valuations is central. Here a valuation v on K is said to be henselian if the following statement is satisfied: Henselian valuations and Hensel's Lemma have many applications in various branches of mathematics, e.g., algebraic number theory, algebraic geometry, and the theory of finite-dimensional division algebras. The classical example of henselian valuations is given by complete valued fields, i.e., if v is a valuation on K such that K is complete with respect to v, then v is henselian. But in general, henselian valued fields need not be complete. In order to prove that a given valuation is henselian it is very useful to have equivalent versions of Hensel's Lemma which are simpler to verify than the one given above (cf. [E, R] ). Clearly, in the version above we can restrict to the case where a = 0 since
We give an example. Let k be a field, a ∈ k, and let v x−a be the (x − a)-adic valuation on k(x). Then the completion of k(x) with respect to v x−a is the field k((x−a)) of all formal Laurent series in x−a (cf. [E, Section 5] ), where the nonzero elements of k((x − a)) can be expressed in the form
where ν ∈ Z and a ν = 0. The sum ψ + ϕ of two Laurent series ψ and ϕ is defined by adding the coefficients of the same (x − a)-powers and the product ψ · ϕ is the usual Cauchy product. With respect to these operations k((x − a)) is indeed a field andv x−a is defined byv x−a (0) = 0 and
where ϕ and δ are as above. Furthermore,
and Bv x−a = k. Since k((x − a)) is complete with respect tov x−a we conclude that v x−a is henselian.
The Principal Axis Theorem. A field K is said to have the Principal Axis
Property if for any symmetric matrix A over K there exists an orthogonal matrix U over K such that U t AU is diagonal. For instance, K has the Principal Axis Property if K = R or more generally if K is real closed. By Corollary 2.2, K has also the Principal Axis Property if K is an intersection of real closed fields. Proof. First of all we show that K is formally real pythagorean. Let a 1 , . . . , a n be nonzero elements of K such that a 2 1 + . . . + a 2 n = 0 and let v(a 1 ) ≥ v(a i ), i ≥ 2. We can assume that v(a 1 ) = 1, since otherwise we divide both sides of the equation by a 1 . After passing to the residue class field we obtain a 1 2 + . . . + a n 2 = 0, which is a contradiction since a 1 = 1 and B v ∼ = R is formally real. To show that K is pythagorean let a, b be nonzero elements of has two distinct roots which shows that x 2 = 1 + (a −1 b) 2 has a solution c in K by Hensel's Lemma and a 2 + b 2 = (ac) 2 . We turn to the main part of the proof. Let A = (a ij ) be a symmetric n×n matrix over K and we prove the theorem by induction on n where the case n = 1 is trivial. Since the claim holds true for A if and only if it holds for A − a 11 E n , we are also assuming that a 11 is 0. Furthermore, let v(a νµ ) = max {v(a ij ) | 1 ≤ i, j ≤ n} > 0. Since the claim holds true for A if and only if it holds for a −1 νµ A, we can finally assume that all entries of A are in B v and that at least one entry is equal to 1. Consider the n×n matrix A which can be obtained from A by replacing each a ij by a ij . The field B v ∼ = R has the Principal Axis Property and therefore χ A = χ A splits completely over B v into linear factors. If at least two linear factors are different, then χ A is reducible by Hensel's Lemma and we are done by the induction hypothesis and Lemma 2.1. It remains to discuss the case χ A = ±(x − a) n and we will show that this will lead to a contradiction. There exists an n × n matrix U over B v such that U t A U = aE n , i.e. A = aE n . By a 11 = 0 we conclude a = 0 but we also know that at least one entry of A must be equal to 1.
Remarks. 1) If K is as in the theorem above, then the arguments used in the beginning of the proof of Theorem 2.6 show that a 1 , . . . , a n ∈ B v for all a 1 , . . . , a n ∈ K whenever a 2 1 + . . . + a 2 n ∈ B v . Thus, if U = (u ij ) is any orthogonal n × n matrix over K, then all u ij must be in B v and at least one u ij must be a unit in B v since u 2 i1 + . . .+ u 2 in = 1 for every 1 ≤ i ≤ n. This shows that the entries of an orthogonal matrix U lie in B v and that U is an orthogonal matrix over B v .
2) Since the proof above also shows that K has the Principal Axis Property if B v is real closed or an intersection of real closed fields, we obtain the following more general version: Theorem 2.7. Let K be a field with henselian valuation v. If B v is an intersection of real closed fields, then K has the Principal Axis Property.
Let K be a field with valuation v such that B v ∼ = R and we consider normal matrices over K(i). Since x 2 + 1 is irreducible over B v , the valuation v has a unique extension v to K(i) via
and this means that v is henselian if and only if v is henselian. Under this assumption, an adaptation of the proof above (where Lemma 2.3 and Corollary 2.5 are used) shows immediately that normal matrices over K(i) are diagonalizable by unitary matrices. Clearly, the same is true if B v is real closed or an intersection of real closed fields (cf. Corollary 2.5) and this verifies 
Remarks. 1) In [CC, MSV] it is shown that the intersections of real closed fields are precisely the fields with the Principal Axis Property. Thus, in Theorems 2.7 and 2.8 the residue class field B v can be any field with the Principal Axis Property.
2) The same arguments as used in Remark 1 after Theorem 2.6 show that the unitary matrix U in Theorem 2.8 has entries in B v .
3) The valuations considered in this paper are also called real valuations since the values are real numbers and only these valuations are interesting in our application to complex analysis. In a more general setting one usually deals with so-called Krull -valuations (cf. [E, Section 7] ) and it is obvious to a reader who is familiar with this that Theorems 2.6, 2.7, and 2.8 also hold for Krull-valuations.
The analytic part
We shall first discuss a local problem where the complex square matrix
j A j is a convergent power series in some complex neighborhood of z = a. Without loss of generality we shall always take a = 0.
In the notation of the previous section, K is the field of convergent Laurent series with real coefficients and K(i) is the field of convergent Laurent series with complex coefficients (or alternatively the field of germs of meromorphic functions at z = 0). A normal (hermitian) matrix over K(i) thus corresponds to a meromorphic germ A(z) which is normal (hermitian) for z ∈ R. We remind the reader that the * operation in K(i) only acts on the coefficients in the series expansion of A(z) and not on z. Thus, if A(z) is considered as a function of z ∈ C, normality as defined after Corollary 2.2 means normality for z ∈ R in the usual language of analysis. Let v, resp. v , be the x-adic valuation on K, resp. K(i), i.e., if f ∈ K, resp. f ∈ K(i), is a meromorphic germ at z = 0, then v(f) = v(x) n , resp. v (f) = v (x) n , whenever f has a zero or pole at z = 0 of order n. Here we use the notation of Theorem 2.8. The valuation ring B v , resp. B v = B v (i), consists of all germs of holomorphic functions at z = 0 (with real coefficients in the first case) and B v ∼ = R, resp. B v ∼ = C. Finally, v is henselian since Hensel's Lemma in the form (HL2) holds true in view of the implicit function theorem for analytic functions [Hi] . Thus Theorem 2.8 and the subsequent Remark 2) imply Rellich's theorem: Theorem 3.1. Near z = 0, an analytic family of matrices A(z) which is normal (hermitian) for z ∈ R can be diagonalized by an analytic family of matrices U (z) which is unitary for real z. In particular, the eigenvalues, the associated eigenprojections and the associated eigenfunctions can be chosen to be germs of analytic functions.
We remark that the analogous theorem for formal power series in z follows from the same arguments since the x-adic valuation v on the field of formal Laurent series is henselian too as mentioned in Section 2. In applications to asymptotic perturbation theory (see e.g. [KS] ) this result is often proven by hand, i.e. deduced from Theorem 3.1 by truncating the formal expansion of the matrix and checking that the expansions of the eigenvalues obtained for this polynomial approximations only differ in high orders in z if the truncation is changed. Roughly speaking this extraction of the leading powers in z is formalized in the algebraic machinery of the previous chapter.
For the sake of completeness we shall next indicate how for the special case of analytic families of matrices the arguments of the previous section may be partly replaced by more pedestrian ones from analysis. The main problem arises from multiple eigenvalues of A(0) which lead to a factorization
of the characteristic polynomial of A(0) for some k > 1 and some polynomial q(t) with q(b) = 0. Setting w.l.o.g. b = 0, the Weierstrass preparation theorem (which replaces the implicit function theorem used in the case k = 1) then provides a factorization
with coefficients analytic in z such that q(t, 0) = q(t). This factorization allows us to mimick the proof of Theorem 2.8 by use of (some form of) Lemma 2.3 without ever mentioning valuation theory.
In fact, the Weierstrass preparation theorem can thus be used to prove the stronger form (HL1) of Hensel's Lemma in this special case by applying it successively to each linear factor of the characteristic polynomial det(A(0) − t) (see [F] ).
Furthermore, even the use of the Weierstrass preparation theorem may be avoided by use of the Riesz projection and the standard calculus of residues. In the situation described by equation (1), let γ be a contour encircling the multiple eigenvalue b of A(0) such that all the other eigenvalues of A(0) are outside γ. Then, for z near zero, the projection
is well defined, has dimension k, and reduces A(z). If B(z) andB(z) denote the restriction of A(z) to the range RanΠ(z) of Π(z) and the complementary space RanΠ(z), respectively,Π(z) = 1 − Π(z), one gets
which proves the factorization in equation (2). Thus, using the Riesz projection Π(z), one obtains a very simple version of the usual proof of the Weierstrass preparation theorem by the calculus of residues [H1] . Writing an arbitrary polynomial in t as the characteristic polynomial of a matrix, it proves this theorem for polynomials in t. Finally, we recall that the diagonalization of an analytic family A(z), where z belongs to a subdomain Ω ⊂ C and A(z) is normal on the real axis (intersected with Ω), is of a more global nature than the local result in Theorem 3.1. Away from the real axis the eigenvalues, eigenprojections and (local choices of) eigenfunctions may have branchpoints or stronger algebraic singularities. However, on the real axis the eigenvalues, eigenprojections and even the eigenfunctions of A(z) can be chosen to be analytic: Theorem 3.2. Let A(z) be an analytic family of matrices for z ∈ Ω ⊂ C which is normal (hermitian) for z ∈ R ∩ Ω. Then there is a complex neighborhood of R ∩ Ω on which A(z) can be diagonalized by an analytic family of matrices U (z) which is unitary for real z. In particular, the eigenvalues, the associated eigenprojections and the associated eigenfunctions can be chosen as germs of analytic functions on R ∩ Ω.
The analyticity of the eigenvalues and the eigenprojections follows from the local result in Theorem 3.1 because they are uniquely determined. The only subtle point concerns the possibility of choosing the eigenvectors (which then provide the diagonalizing matrix U (z)) globally as analytic functions of z. The standard reference for this fact is [Ka] , where methods from the theory of differential equations are used to construct an analytic family of unitary matrices U (z), globally for z ∈ R, which diagonalizes A(z). An alternative analytical approach is to use arguments from cohomology, i.e. basically the Mittag-Leffler theorem leading to "every holomorphic vector bundle over a noncompact Riemann surface is holomorphically trivial".
Here we shall provide a different proof which is purely algebraic: We show that Theorem 3.2 is an immediate consequence of Corollary 2.4 where a suitable field K must be considered.
Algebraic proof. To apply the results of Section 2, we consider the matrix A(z) as a square matrix with entries in the field F of germs of meromorphic functions on R∩Ω, i.e., each element f ∈ F is represented by a function which is meromorphic in some neighborhood of R∩Ω, and all functions which coincide in some neighborhood of R ∩ Ω are identified. F is the quadratic extension K(i) of the field K of (germs of) real meromorphic functions on R ∩ Ω. To apply Corollary 2.4 we shall show that K is formally real pythagorean. Using the standard arguments of uniqueness of analytic continuation along R ∩ Ω it suffices to prove this locally for the field of real meromorphic germs at a point which without loss of generality can be taken as the origin. But this follows immediately from Theorem 2.6. Since the eigenvalues of A(z) are analytic on R ∩ Ω the characteristic polynomial of A(z) completely splits over K(i) and thus A(z) can be diagonalized by a unitary matrix U (z) with entries in K(i) in view of Corollary 2.4. Of course, the entries of U (z) are actually analytic on R ∩ Ω since they are analytic in a neighborhood of each point in view of Remark 2) following Theorem 2.8.
