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Abstract
We studied several wetting boundary conditions (WBCs) in the simulation of binary fluids based on phase-field
theory. Five WBCs, three belonging to the surface energy (SE) formulation using the linear, cubic and sine
functions (denoted as LinSE, CubSE and SinSE), the fourth using a geometric formulation (Geom), and the
fifth using a characteristic interpolation (CI), were compared with each other through the study of several
problems: (1) the static contact angle of a drop; (2) a Poiseuille flow-driven liquid column; (3) a wettability
gradient (WG)-driven liquid column; (4) drop dewetting. It was found that while all WBCs can predict the
static contact angle fairly accurately, they may affect the simulation outcomes of dynamic problems differently,
depending on the driving mechanism. For the flow-driven problem, to use different WBCs had almost no effect
on the flow characteristics over a large scale. But for other capillarity-driven problems, the WBC had some
noticeable effects. For the WG-driven liquid column, Geom gave the most consistent prediction between the
drop velocity and dynamic contact angles, and LinSE delivered the poorest prediction in this aspect. Except
for Geom, the dynamic contact angle differed from the prescribed (static) one when other WBCs were used.
For drop dewetting, Geom led to the most violent drop motion whereas CubSE caused the weakest motion;
the initial contact line velocity was also found to be dependent on the WBC. For several problems, CubSE
and SinSE gave almost the same results, and those by Geom and CI were close as well, possibly due to similar
consideration in their design. Besides various comparisons, a new implementation that may be used for all
WBCs was proposed to mimic the wall energy relaxation and control the degree of slip. This new procedure
made it possible to allow the simulations to match experimental measurements well.
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1 Introduction
Two-phase flows near solid walls are encountered in our daily life, in many industries, and also in some new
technologies like lab-on-a-chip. Computer simulations of such flows have gradually become mature in the past
few decades. The popular simulation methods include the front-tracking (FT) [40], volume-of-fluid (VOF) [35],
level-set (LS) [8], and phase-field (PF) / diffuse-interface methods [1, 24]. For isothermal near-wall two-phase
flows, there are two additional key issues in their computer simulations as compared with single-phase flows: (1)
to handle properly the interface motion and the coupling between the interfacial tension effects and the flow; (2)
to handle the wetting of the fluids on the solid wall and the motion of contact lines. Among various simulation
methods, the PF-based one has solid physical basis in dealing with the interface and wetting since it is closely
connected with the theory for fluids near critical points [1, 6]. It is also a popular method in material science [26]
and has been applied in other challenging fields like complex fluids [48] and tumor growth modeling [10]. Under
the general phase-field or diffuse-interface framework, there exist two approaches according to the way to solve
the governing equations: one directly solves the Navier-Stokes equations (NSEs) and the interface evolution
equation (usually the Cahn-Hilliard equation (CHE)), and the other is the free energy-based lattice Boltzmann
method (LBM) [9, 36, 38, 37], which solves the evolution equations of some particle distribution functions.
The two approaches differ from each other in a few aspects, but the key components related to interface and
wetting modeling are similar or even exactly the same. In this work the way to solve the governing equations
is not a major concern, and we will not discuss such differences in the following. Our main focus is the wetting
condition on a wall.
For small scale near-wall two-phase flows, which usually have low Reynolds and capillary numbers, it is especially
important to capture the dynamics of the interfaces and the flows near the wall accurately. Because of this
requirement, the wetting condition on a wall has become a key issue in the PF-based simulation of such
flows (it is also important in other methods like the VOF and LS methods, but we concentrate on the PF-
based here). There are several kinds of implementations of the WBC based on different considerations. Many
early studies employed the surface energy (SE) formulation with a linear form SE density (denoted as LinSE)
[33, 3, 4, 5], although the cubic form SE density (denoted as CubSE) was considered and used even earlier
by Jacqmin [25]. Because CubSE avoids the appearance of the wall layer (a layer enriched with one of the
fluids while depleted in the other) [25, 30], it has been employed by many others [41, 27, 47, 43, 29, 20]. With
additional phenomenological parameter introduced, even more complicated (yet more sophisticated) WBCs
using CubSE have been proposed and employed by Carlson et al. [7] and by Yue and Feng [45] (we note that
this more general WBC was already discussed much earlier by Jacqmin although he did not actually use it [25]).
Qian et al. used a somewhat different form of SE which employed a sine function [34] (denoted as SinSE). Both
CubSE and SinSE can ensure that the normal gradient of the order parameter (nearly) vanishes in the bulk
region of each fluid. Another different approach is the geometric formulation proposed by Ding and Spelt [12]
(denoted as Geom). The special feature of this formulation is that the local microscopic contact angle is always
enforced. It has been employed for contact angle hysteresis modeling by Ding and Spelt (in PF simulation) [13],
and by Wang et al. (in LBM simulation) [42]. Yet another recent development of WBC was proposed by Lee
and Kim [28] based on a characteristic interpolation (denoted as CI), which was claimed to possess certain
numerical advantages. It actually resembles the geometric formulation because in essence it also tries to enforce
the microscopic contact angle on the wall (but via a somewhat different means).
In the literature, there have been some studies on different WBCs. Ding and Spelt [12] compared the SE and
geometric formulations for an axisymmetric drop spreading on a homogeneous surface and a three-dimensional
(3-D) drop subject to a shear flow. However, they only considered one particular form of SE formulation, and the
problems they studied were limited as well. Liu and Lee [30] compared three forms (linear, quadratic and cubic)
of SE. But they focused on non-ideal gas (single-component fluid) rather than bindary fluids, and they studied
static cases only. Wikland et al. [43] compared both LinSE and CubSE for a static drop on a homogenous wall
and also for the capillary intrusion problem. But they did not consider the geometric formulation and their
problem settings were limited as well (only 2-D cases were studied). In view of many versions of WBC and the
variety of drop problems, it is necessary and worthy to examine various WBCs under more situations so as to
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gain useful insights on their similarities and differences for future simulations of similar problems. Besides, the
inclusion of wall energy relaxation in SE formulation has been very effective to improve the simulation results
noticeablely [7, 45]. One may become curious whether it is possible to bring this (or a similar) concept into
other kinds of WBCs like Geom or CI to achieve similar improvement. Thus, the purpose of the present work
is to further broaden our understanding of the effects of WBC on near-wall drop simulations by comparing
different WBCs, including the SE formulations (LinSE, CubSE and SinSE), the geometric formulation and the
CI-based WBC, for a few typical drop problems in 2-D and/or axisymmetric geometry. And the feasibility
of including wall energy relaxation in a simple way for WBCs other than CubSE will also be demonstrated.
The numerical method employed from the present study is a hybrid lattice-Boltzmann finite-difference method
recently developed [22] that can be used for axisymmetric two-phase flow problems.
The paper is organized as follows. In Section 2, the phase-field model for binary fluids and the five WBCs on
a wall to be studied are described. The numerical method, originally presented in Ref. [22], is also very briefly
described in this section. In Section 3, several drop problems, including the static contact angle of a drop, a
flow-driven liquid column, a liquid column driven by a stepwise WG, and drop dewetting on a lyophobic wall,
are investigated with different WBCs or their variants, and the respective results are compared and discussed.
Section 4 summarizes the findings and concludes this paper.
2 Phase-Field Model, Wetting Boundary Condition and Numerical
Method
2.1 Phase-Field Model
In the phase-field model, different fluids are distinguished by an order parameter φ, based on which a free energy
functional F is defined as,
F(φ,∇φ) =
∫
V
(
Ψ(φ) +
1
2
κ|∇φ|2
)
dV +
∫
S
ϕ(φS)dS, (2.1)
where Ψ(φ) is the bulk free energy density and takes the following double-well form,
Ψ(φ) = a(φ2 − 1)2, (2.2)
with a being a constant. This form indicates that φ varies between −1 in one of the fluids and 1 in the other
fluid. (Note that in some works the concentration C, instead of the order parameter φ, is used and C varies
between 0 and 1; but the two formulations using φ and C can be converted into each other through a linear
transformation, thus there are no essential differences between them.) In Eq. (2.1) the second term is the
interfacial energy density with κ being another constant, and the last term in the surface integral, ϕ(φS), is
the surface energy (SE) density with φS being the order parameter on the surface. The specific form of ϕ(φS)
will be discussed later.
By taking the variation of the free energy functional F with respect to the order parameter φ, one obtains the
chemical potential µ as,
µ =
δF
δφ
=
dΨ(φ)
dφ
− κ∇2φ = 4aφ(φ2 − 1)− κ∇2φ. (2.3)
The coefficients a in the bulk free energy and κ in the interfacial energy are related to the interfacial tension σ
and interface width W as [18],
a =
3σ
4W
, κ =
3σW
8
. (2.4)
Equivalently, the interfacial tension σ and interface width W can be expressed in terms of a and κ as,
σ =
4
3
√
2κa, W =
√
2κ
a
. (2.5)
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By assuming that the diffusion of the order parameter is driven by the gradient of the chemical potential, one
has the following evolution equation for φ [24],
∂φ
∂t
+ (u ·∇)φ =∇ · (M∇µ), (2.6)
where M is the mobility (i.e., the diffusion coefficient, which is taken as a constant here). Eq. (2.6) is known
as the (convective) Cahn-Hilliard equation (CHE).
Eqs. (2.3) and (2.6) must be supplemented with certain boundary conditions. Here we only discuss the
conditions near a wall which are closely related to the wetting and contact line. As seen in Eq. (2.6), the fluid
velocity also appears. In this work, we assume the no-slip condition for the fluid velocity u on a wall and focus
on the conditions for the PF variables. It should be noted that in PF simulations the interface slip on a wall is
allowed because of the diffusion in Eq. (2.6).
2.2 Wetting Boundary Condition
Near a solid wall, suitable boundary conditions are required for both the order parameter φ and the chemical
potential µ. Different WBCs differ only in the condition for φ, while they share the same condition for µ. The
boundary condition on a surface for the chemical potential µ is the no-flux condition given by,
nw ·∇µ|S = ∂µ
∂nw
∣∣∣∣
S
= 0, (2.7)
where nw denotes the unit normal vector on the surface pointing into the fluid. The different part (i.e., the
condition for φ) is described for the five WBCs considered in this work as follows.
2.2.1 WBC with the linear SE
When the linear SE (LinSE) is used, one has the following form of ϕ(φS) in Eq. (2.1),
ϕ(φS) = −ωφS, (2.8)
where ω is a parameter related to the wetting property of the surface. Young’s equation determines the (static)
contact angle θw on the wall (measured in fluid 1 with φ = 1) as,
cos θw =
1
2
[(
√
1 + ω˜)3 − (
√
1− ω˜)3], (2.9)
where the dimensionless parameter ω˜ is defined as,
ω˜ =
ω√
2κa
. (2.10)
The boundary condition for the order parameter φ (the natural boundary condition) reads [5],
κnw ·∇φ|S = κ ∂φ
∂nw
∣∣∣∣
S
=
dϕ(φ)
dφ
= −ω = −
√
2κaω˜. (2.11)
By using Eq. (2.5), one finds,
∂φ
∂nw
∣∣∣∣
S
= −
√
2a
κ
ω˜ = − 1
W/2
ω˜. (2.12)
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2.2.2 WBC with the cubic SE
When the cubic SE (CubSE) is used, one has ϕ(φS) in the following form [47],
ϕ(φS) = −σ cos θw φS(3− φ
2
S)
4
+
1
2
(σw1 + σw2), (2.13)
where ϕ(±1) gives the fluid-solid interfacial tensions σw1 and σw2 between the wall and fluid 1 (with φ = 1)
and fluid 2 (with φ = −1), respectively. Similarly, Young’s equation determines θw as,
cos θw =
σw2 − σw1
σ
. (2.14)
Now the boundary condition for the order parameter φ reads [47] (note that due to different definitions of the
unit normal vector nw, there is a change in the sign here as compared with Ref. [47]),
κnw ·∇φ|S = κ ∂φ
∂nw
∣∣∣∣
S
=
dϕ(φ)
dφ
= −3σ
4
cos θw(1− φ2S). (2.15)
By using Eq. (2.4), one finds,
∂φ
∂nw
∣∣∣∣
S
= − 1
W/2
cos θw(1− φ2S). (2.16)
When Eq. (2.16) is compared with Eq. (2.12), it is found that the constant for LinSE ω˜ is replaced by
cos θw(1 − φ2S) for CubSE (which is a function of φS). Therefore, the WBC using CubSE is somewhat more
complicated than that with LinSE and its implementation requires the order parameter on the surface, φS ,
which has to be found by some means first.
2.2.3 WBC using a sine function SE
As mentioned earlier, in the literature there is another form of SE proposed in [34] that uses a sine function
(SinSE),
ϕ(φS) = −σ
2
cos θw sin
(
π
2
φS
)
. (2.17)
Now the boundary condition for the order parameter φ reads,
κnw ·∇φ|S = κ ∂φ
∂nw
∣∣∣∣
S
=
dϕ(φ)
dφ
= −σ
2
cos θw
[
π
2
cos
(
π
2
φS
)]
. (2.18)
By using Eq. (2.4), one finds,
∂φ
∂nw
∣∣∣∣
S
= − 1
W/2
cos θw
[
π
3
cos
(
π
2
φS
)]
. (2.19)
When Eq. (2.19) is compared with Eq. (2.12), it is found that the constant for LinSE ω˜ is replaced by
cos θw[
pi
3
cos(pi
2
φS)] for SinSE (which is also a function of φS). Therefore, like above for CubSE, the WBC using
SinSE is also more complicated than that with LinSE and its implementation also requires to find the order
parameter on the surface (φS) by certain means.
It is seen from Eqs. (2.16) and (2.19) that the conditions for CubSE and SinSE are actually quite similar and
the only difference is in the function on the right hand side (RHS). Denote fs1(φ) = (1 − φ2S) and fs2(φ) =
pi
3
cos(pi
2
φS). It is not difficult to find out that both fs1(φ) and fs2(φ) satisfy the following conditions,
fs(φ) ≥ 0 (for − 1 ≤ φ ≤ 1), fs(1) = fs(−1) = 0,
∫ 1
−1
fs(φ)dφ =
4
3
. (2.20)
When one plots the two functions for −1 ≤ φ ≤ 1, it is easy to see that they appear to be rather close to each
other. Thus, it is expected that they would give results that are close as well (which will be examined later).
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2.2.4 WBC in geometric formulation and the CI-based WBC
The WBC in geometric formulation (Geom) differs significantly from the SE formulation presented above. It
abandons the surface energy integral and starts from some geometric considerations. Specifically, it assumes
that the contours of the order parameter in the diffuse interface are parallel to each other, including in the
region near the surface. Then, the normal vector to the interface, denoted by ns, can be written in terms of
the gradient of φ as [12],
ns =
∇φ
|∇φ| . (2.21)
By taking note that φ’s gradient may be decomposed as,
∇φ = (nw ·∇φ)nw + (tw ·∇φ)tw, (2.22)
where tw is the unit tangential vector along the surface, one finds that at the contact line the contact angle can
be expressed by,
tan
(
π
2
− θw
)
=
−nw ·∇φ
|∇φ− (nw ·∇φ)nw| =
−nw ·∇φ
|(tw ·∇φ)tw| . (2.23)
Thus, in Geom one has,
∂φ
∂nw
∣∣∣∣
S
= − tan
(
π
2
− θw
)
|tw ·∇φ|. (2.24)
In the design of Geom, the following fact has been taken into account: the tangential component of φ’s gradient
cannot be modified during simulation and the local (microscopic) contact angle can only be enforced through
the change of the normal component [12]. Therefore, it does better than the SE formulation to make sure that
the local contact angle matches the specified value (which will be confirmed by the numerical results later).
As noted before, the CI-based WBC is much like Geom except the way to enforce the microscopic contact angle.
Because the key of CI is embedded in the specific implementation after spatial discretization, we will introduce
it later in Section 2.4.
2.3 Governing Equations and Numerical Method
In the above, the basics of PF model for binary fluids and five WBCs were introduced. Next, the governing
equations and the method for their numerical solution are described. For flows of binary fluids, there are two
types of dynamics: the hydrodynamics for fluid flow and the interfacial dynamics. The equation for the latter
has been given, i.e., Eq. (2.6) supplemented with Eq. (2.3). For axisymmetric problems, they read,
∂φ
∂t
+ ur
∂φ
∂r
+ uz
∂φ
∂z
=M
(
∂2µ
∂r2
+
1
r
∂µ
∂r
+
∂2µ
∂z2
)
, (2.25)
µ = 4aφ(φ2 − 1)− κ
(
∂2φ
∂r2
+
1
r
∂φ
∂r
+
∂2φ
∂z2
)
. (2.26)
With the interfacial tension effects modeled by the PF model, the governing equations for the incompressible
axisymmetric flow of binary fluids having uniform density and viscosity may be written as,
∂ur
∂r
+
ur
r
+
∂uz
∂z
= 0, (2.27)
∂ur
∂t
+
(
ur
∂ur
∂r
+ uz
∂ur
∂z
)
= −∂Sp
∂r
+ ν
(
∂2ur
∂r2
+
1
r
∂ur
∂r
+
∂2ur
∂z2
− ur
r2
)
− φ∂µ
∂r
,
(2.28)
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∂uz
∂t
+
(
ur
∂uz
∂r
+ uz
∂uz
∂z
)
= −∂Sp
∂z
+ ν
(
∂2uz
∂r2
+
1
r
∂uz
∂r
+
∂2uz
∂z2
)
− φ∂µ
∂z
,
(2.29)
where Sp is a term similar to the hydrodynamic pressure in single-phase incompressible flow [24]. Note that for
simplicity the density and viscosity have been assumed to be uniform and more focus is given to the WBC. To
use the notation for 2-D Cartesian coordinates, we replace (z, r) with (x, y). Besides, (uz, ur) are replaced by
(u, v). For 2-D problems (which may be encountered in some of the following studies), the governing equations
are simplified. Specifically, they may be obtained by removing the term M 1r
∂µ
∂r from Eq. (2.25), the term
−κ 1r ∂φ∂r from Eq. (2.26), the term urr from Eq. (2.27), the two terms, ν 1r ∂ur∂r and ν(−urr2 ), from Eq. (2.28), and
the term ν 1r
∂uz
∂r from Eq. (2.29).
In the hybrid lattice-Boltzmann finite-difference method [22], the LBM is employed to simulate the hydrodynam-
ics, described by the Navier-Stokes equations (NSEs, specifically, Eqs. (2.27), (2.28) and (2.29) for axisymmetric
problems), whereas the equation for the interface motion (the CHE, Eq. (2.6)), is solved by the finite-difference
method for spatial discretization and the 4th−order Runge-Kutta method for time marching. The details of
this hybrid method can be found in the Ref. [22] and will not be repeated. Here more attention is paid to the
specific implementations of different WBCs. We note that there are different choices for several components in
the hybrid method in [22]. The present work uses the multiple-relaxation-time (MRT) collision model for LBM,
the centered formulation for the forcing terms, and the isotropic discretization based on D2Q9 velocity model
(i.e., the iso scheme in [22]) to evaluate the spatial gradients of the PF variables.
The domain of simulation is a rectangle specified by 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly. It is discretized into Nx × Ny
uniform squares of side length h, thus, Lx = Nxh and Ly = Nyh. The distribution functions in LBM and the
discrete phase-field variables, φi,j and µi,j , are both located at the centers of the squares (like the cell centers
in the finite-volume method). The indices (i, j) for the bulk region (i.e., within the computational domain) are
1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny.
2.4 Implementation of Different WBCs
As seen in Section 2.2, all WBCs (except CI) involve the enforcement of the normal gradient of the order
parameter φ on the wall. Consider the case with the lower side of a rectangle being a wall with a given contact
angle θw. The enforcement of φ’s normal gradient is realized by adding a ghost layer of squares having the same
size as those in the bulk region, the centers of which are h/2 below the wall with the index j = 0. Although the
normal gradient of φ is not directly enforced in CI, it also specifies the value of φ in the ghost layer.
When LinSE is used, after discretization, Eq. (2.12) becomes,
φi,1 − φi,0
h
= − 2
W
ω˜, (2.30)
giving the order parameter in the ghost layer,
φi,0 = φi,1 +
2
W/h
ω˜ = φi,1 +
2
W˜
ω˜, (2.31)
where W˜ = W/h is the dimensionless interface width (i.e., W measured in the grid size h). Similarly, when
CubSE is used, one finds,
φi,0 = φi,1 +
2
W˜
cos θw(1 − φ2S), (2.32)
and for SinSE one has,
φi,0 = φi,1 +
2
W˜
cos θw
[
π
3
cos
(
π
2
φS
)]
. (2.33)
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When Geom is used, one has,
φi,0 = φi,1 + tan
(
π
2
− θw
)
|tw ·∇φ|h. (2.34)
It is seen that, unlike Eq. (2.31), Eqs. (2.32), (2.33), and (2.34) contain additional unknowns which must be
found by some means. In Eq. (2.32) and (2.33), φS is the order parameter on the wall. For θw 6= 90◦ (cos θw 6= 0),
when CubSE is used, φS can be found from the following equation (derived by assuming a quadratic profile for
φ as a function of the coordinate normal to the wall; see [20] for more details),
φ2S +
8
3q
φS − 1 + 8φi,1 − (φi,2 − φi,1)−3q = 0, with q =
2
W˜
cos θw, (2.35)
and when SinSE is used, φS satisfies,
8φS − qπ cos
(
π
2
φS
)
− (9φi,1 − φi,2) = 0. (2.36)
Note that Eq. (2.35) has two solutions and it is necessary to discard one of them that is not suitable (e.g.,
out of the range of φ). The solution of Eq. (2.36) may be found by Newton’s method with the initial guess
of φS obtained from a simple linear extrapolation as φS = 1.5φi,1 − 0.5φi,2. For θw = 90◦ (cos θw = 0), it is
straightforward to find from Eq. (2.32) or Eq. (2.36) that φi,0 = φi,1. For Geom, Eq. (2.34) contains the
tangential component of φ’s gradient on the wall, tw ·∇φ|S , and it is evaluated by the following extrapolation
scheme,
tw ·∇φ|S = 1.5tw ·∇φ|i,1 − 0.5tw ·∇φ|i,2, (2.37)
where the tangential gradients on the RHS are calculated by the 2nd-order central difference scheme, for example,
tw ·∇φ|i,1 = ∂φ
∂tw
∣∣∣∣
i,1
=
φi+1,1 − φi−1,1
2h
. (2.38)
It is noted that in [12] Eq. (2.34) was applied only in the interfacial region (specified by 0.001 < Ci,1 < 0.999).
Since away from the interface the gradient of the order parameter is negligible, it is acceptable to apply Eq.
(2.34) everywhere along the layer near the wall (which is adopted in this work).
In the CI-based WBC, the values of φ in the ghost layer are found by drawing the respective characteristic lines
(contours of φ) from the centers of the squares in the ghost layer, which intersect the wall at the given contact
angle θw, and linearly interpolating the values of φ at the intersection points of such characteristic lines and
the layer nearest to the wall (i.e., the layer with the index j = 1). The illustration of the idea may be found
in Fig. 4 of [28] and the specific formulas to obtain φi,0 were given in [28] as well. Both Geom and CI aim to
enforce exactly the microscopic contact angle right on the wall directly (of course, with certain approximations
embedded in the numerical evaluations of derivatives or in the extrapolations and interpolations). Thus, it is
expected that they would likely give similar results.
Once the order parameter in the ghost layer below the wall is specified according to the respective formulas,
the WBC is implemented completely. For a wall along some other directions, the formulas for different WBCs
are similar (only some changes to the indices are required). For conciseness they are not given here.
2.5 Inclusion of an Additional Procedure Mimicking the Wall Energy Relaxation
In [7, 45], an additional parameter was introduced to control the speed of the establishment of local equilibrium
on the wall. As pointed by Yue and Feng [45], the additional parameter may be explored as a phenomenological
parameter to match the simulation results with experimental ones. Here we propose the inclusion of an additional
simple procedure in the implementation of the WBC which serves a similar purpose. This additional step is
also partly inspired by the implementation of the contact angle hysteresis (CAH) model by Ding and Spelt [13].
Specifically, this step is about the update of the value of φ in the ghost layer. We still use the lower wall to
illustrate the details. In the above, the equations to obtain φi,0 have been presented (for different WBCs the
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equation differs, for instance, Eq. (2.32) is from CubSE). For concreteness, we take CubSE as an example: Eq.
(2.32) is employed to update φi,0 at every time step (or sub-step), and the values of φi,0 in previous steps are
not used at all. By contrast, for the CAH model implemented according to [13], when the local contact angle is
between the advancing and receding contact angles, φi,0 is not updated (i.e., keeps its value in previous step) so
that the hysteresis effects are taken into account. For convenience, denote the value of φi,0 at the new step (or
sub-step) in case of no slip (i.e., completely hysteretic) as φhyi,0 (equal to its value in previous step or sub-step)
and that in case of full slip as φsli,0 (its value given by Eq. (2.32)). Now we propose the following procedure to
calculate φi,0 at each new time step (or sub-step),
φi,0 = φ
hy
i,0 + rwr(φ
sl
i,0 − φhyi,0) = rwrφsli,0 + (1 − rwr)φhyi,0, (2.39)
where rwr (0 ≤ rwr ≤ 1) is a newly introduced parameter to control the rate of relaxation on the wall, and
∆φi,0 = φ
sl
i,0−φhyi,0 corresponds to the change of φi,0 in case of full slip. It is easy to see that rwr = 0 corresponds
to the case of no slip and rwr = 1 corresponds to the case of full slip. As compared to the relevant equations
in [7] and [45], Eq. (2.39) is more simple and does not involve the discretization of time derivatives. Besides,
the meaning of the new parameter rwr is obvious (i.e., the weight to control how much slip is allowed).
3 Results and Discussions
3.1 Characteristic Quantities, Dimensionless Numbers and Common Setups
Before presenting the results, we first introduce the characteristic quantities and dimensionless numbers, as well
as some common setups for the problems to be studied. In each problem, we study a drop with a radius R
or a liquid column with a height or diameter H , and R or H is chosen to be the characteristic length Lc (for
convenience, we use R in the following general formulas). The (constant) density is selected as the characteristic
density ρc. The interfacial tension is σ and the kinematic viscosity is ν (thus, the dynamic viscosity is η = ρcν).
As in some previous works [27, 22], here we use the following characteristic velocity Uc,
Uc =
σ
ρcν
, (3.1)
leading to a characteristic time Tc given by,
Tc =
Lc
Uc
=
Rρcν
σ
. (3.2)
For problems on drop motion, one may derive another set of characteristic quantities (which are typically used
in inviscid dynamics [15]),
Uc,inv =
√
σ
ρcR
, Tc,inv =
Lc
Uc,inv
=
R
Uc,inv
=
√
ρcR3
σ
. (3.3)
All other quantities of length, time and velocity below are scaled by Lc, Tc and Uc by default (sometimes Tc,inv
and Uc,inv are used instead of Tc and Uc). There are two important physical parameters in drop problems: (1)
the capillary number, which reflects the ratio of the viscous force over the interfacial tension force, and with
the above definition of Uc, is found to be always unity,
Ca =
ρcνUc
σ
= 1, (3.4)
(2) the Reynolds number, which reflects the ratio of the inertial force over the viscous force and is found to be
(if Uc is used),
Re =
UcR
ν
=
σ
ρcν
R
ν
=
σR
ρcν2
. (3.5)
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It is noted that based on Uc,inv one may define another capillary number and Reynolds number as [39],
Caσ =
ρcνUc,inv
σ
=
1√
Re
, Reσ =
Uc,invR
ν
=
√
Re. (3.6)
In addition, the Ohnesorge number Oh is also often used for drop dynamics [44]. If the drop radius (instead of
the drop diameter in [44]) is used, Oh reads,
Oh =
ρcν√
ρcσR
, (3.7)
which is found to be related to the other dimensionless numbers as Oh = 1/
√
Re = 1/Reσ = Caσ.
In PF simulations, there are two additional parameters: (1) the Cahn number, defined to be the ratio of interface
width over the characteristic length,
Cn =
W
Lc
, (3.8)
(2) the Peclet number, measuring the relative magnitude of convection over diffusion in the CHE,
Pe =
UcL
2
c
Mσ
. (3.9)
We note that Yue et al. [47] studied the convergence of numerical results by PF simulations towards the sharp-
interface limit and proposed the use of an alternative parameter S (instead of Pe) defined by,
S =
√
Mν
Lc
, (3.10)
which reflects the diffusion length scale at the contact line (relative to the characteristic length) [47] and could
be more appropriate for problems involving contact lines. In this work both Pe and S are provided. In the
literature, there are some investigations and discussions on how to choose Cn and Pe (or S) to obtain reliable
results for different problems [24, 47]. We will also carry out some studies in this aspect for one of the problems
below (drop dewetting). It is noted that the present definition of Cahn number differs from some others because
of different definitions of the interface width. In [47, 14] the interface width ε is related to the present one as
ε =W/(2
√
2) whereas in [41] the interface width ξ is related to W as ξ =W/
√
2.
In all simulations, the lower side is the symmetric axis on which the symmetric boundary conditions are applied,
and the upper side is a stationary solid wall with wall boundary conditions applied. The wettability of the
upper wall and the boundary types of the left and right sides differ in different problems, and they will be
stated later individually. The simulations are performed in the temporal range 0 ≤ t ≤ te, where te denotes
the time (measured in Tc by default, or in Tc,inv when specified so) at the end of the simulation. Suppose the
characteristic length Lc is discretized by NL uniform segments and the characteristic time Tc (as defined in Eq.
(3.2)) is discretized by Nt uniform segments, then one has the grid size h and time step δt as follows,
h =
Lc
NL
, δt =
Tc
Nt
. (3.11)
Recall that the domain of size Lx×Ly is discretized into Nx×Ny uniform squares (Lx = Nxh and Ly = Nyh),
one has h = Lc/NL = Lx/Nx = Ly/Ny.
3.2 Common Quantities of Interest
In all problems, we are concerned about the centroid (average) velocity (of the drop or liquid column) in the
x-direction. Take the drop under the cylindrical geometry as an example: the average velocity Ud(t) may be
calculated by,
Ud(t) =
∫
V N(φ)u(t)dΩ∫
V
N(φ)dΩ
≈
∑
i,j yi,jui,j(t)N(φi,j)∑
i,j yi,jN(φi,j)
, (3.12)
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where V denotes the domain, dΩ(= 2πrdrdz) = 2πydydx ≈ (2πh2)yi,j under the cylindrical geometry, and the
function N(φ) is defined by,
N(φ) =
{
1 if φ > 0
0 if φ ≤ 0 . (3.13)
For a liquid column under the same geometry, the centroid (average) velocity (denoted by vlc) is also calculated
by Eq. (3.12) (under 2-D geometry, the formula is more simple because dΩ = dxdy). In addition, from Eq.
(2.23), a local dynamic contact angle θd,l (in degree
◦) may be calculated from the local gradients of the order
parameter on the wall as,
θd,l =
180◦
π
(
π
2
− arctan −
∂φ
∂nw
| ∂φ∂tw |
)
. (3.14)
It should be noted that far away from the interfaces | ∂φ∂tw | may become zero and Eq. (2.23) is thus for the inter-
facial region only. In the results presented below, the interfacial region is specified by the following conditions:
| ∂φ∂tw | ∗ h > 0.1 and −0.998 ≤ φ ≤ 0.998; outside this region, we set θd,l = 0. Near the interface (where φ = 0)
the dynamic contact angle on the wall is denoted simply as θd. Besides, the dynamic contact angle near the
wall (obtained one grid away from the wall) is denoted as θd,NW . These two dynamic contact angles and the
nodes involved in their calculation are illustrated in Fig. 1 for the case with a wall on the lower side.
(i,1)
(i,2)
(i,0)
(i-1,1) (i+1,1)
(Wall)
(Near-Wall)
φ=0 φ=∆φφ=−∆φ
θ
θ
d,NW
d
Figure 1: Illustration of the definitions and calculations of the local contact angle on the wall, θd, and that near
the wall, θd,NW .
3.3 Study of the Static Contact Angle
First, we study the static contact angle of a drop on a homogeneous wall. Specifically, we investigate whether a
drop having an initial shape corresponding to an initial contact angle of θi and also in touch of a wall with the
wettability specified by an contact angle θw (θw 6= θi) can evolve to reach an equilibrium state with a contact
angle equal to θw. In this study (and that on drop dewetting), the other common setups besides those given
above are as follows. Both the left and right sides are stationary walls. The contact angle of the left wall is θw
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which may take different values, and those of the upper and right walls are 90◦ (which is not quite important
because the drop does not touch them). The initial position of the drop center (actually the center of the circle
of which the middle cross section of the drop is a part) is (xc, yc) with yc = 0 (as required by the fact that
the lower side is a line of symmetry). From simple geometrical relations, the initial (given) contact angle θi (in
degree ◦) corresponding to the initial drop shape is related to xc as,
θi =
180◦
π
×
{
(π − arccos xcR ) if xc > 0
arccos −xcR if xc ≤ 0
. (3.15)
In this work, we fix the initial drop center as (xc, yc) = (0, 0), giving an initial contact angle θi = 90
◦. The
domain size is Lx × Ly = 4× 4. Figure 2 illustrates the basic setup and also the initial condition for the study
of static contact angle (and also for drop dewetting). Note that only the region near the drop is shown, and the
upper and right walls are not included in Fig. 2. We monitor the drop height on the x−axis Hx = Hx(t) and
the drop radius on the left wall Ry = Ry(t) (i.e., the radius of the circle on the wall formed by the contact line).
The illustrations of Hx and Ry are also given in Fig. 2. If the drop shape (in the middle cross section) is part
of a circle (which is reasonable if inertial effects are relatively small or negligible), the instantaneous contact
angle θd,sf = θd,sf(t) (obtained by fitting the drop shape at t, also in degree
◦) may be deduced from Hx and Ry
as (using the relation similar to Eq. (3.15)) [19],
θd,sf =
180◦
π
(
π − arccos
(
1− k2r
1 + k2r
))
, with kr = Ry/Hx. (3.16)
Even if the inertial effect plays a role during the evolution, the above assumption for calculating θd,sf is well
satisfied at the end (t = te) when the static equilibrium is almost reached.
y (r)
x (z)
R y
Hx
Wall with contact angle θw
Figure 2: Illustration of the problem setup for the study of static contact angle (and also for drop dewetting).
The outer and inner dashed lines correspond to φ = −0.9 and φ = 0.9, respectively, whereas the solid line
corresponds to φ = 0.
For this study, the physical parameters are Re = 1000 (Oh = 0.032), Ca = 1, and the numerical parameters
are Cn = 0.2, Pe = 5000 (S = 0.014), NL = 20 (W˜ = 4), Nt = 80, te = 500 (large enough to ensure that
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θd,sf becomes almost constant). The focus of this problem is the final state and the temporal evolution is not
concerned. Figure 3 compares the equilibrium contact angle θeqd,sf (as obtained from Hx and Ry using Eq. (3.16)
at t = 500) under several given contact angles (θw = 45
◦, 60◦, 75◦, 105◦, 120◦, and 135◦) of the left wall by
using LinSE, CubSE, SinSE, Geom and CI. It is seen that for each θw upon reaching equilibrium all the WBCs
can give a contact angle that agrees reasonably well with the given one. For θw being far away from 90
◦, the
deviations become somewhat larger, but the numerical ones are still fairly close to the theoretical values. Thus,
the differences between the five WBCs, if any, should mainly exist under dynamic situations.
40
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100
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140
40 50 60 70 80 90 100 110 120 130 140
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Geom
CI
Theory
Figure 3: Comparison of the equilibrium contact angle θeqd,sf at different values of contact angle θw by using
different WBCs. The parameters are Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.2, Pe = 5000 (S = 0.014),
NL = 20, Nt = 80, te = 500.
3.4 Study of a Liquid Column Driven by a Poiseuille Flow
Next, we will study some dynamic problems. This first is the steady motion of a liquid column inside a cylindrical
tube with a diameter H driven by a Poiseuille flow. The parabolic Poiseuille velocity profile is imposed on the
left and right sides (inlet and outlet). The average of this Poiseuille velocity profile is V . This is also an
axisymmetric problem and can be simplified as a pseudo 2-D problem. Again, the symmetry about the axis
(y = 0) allows us to use only the upper half domain (0 ≤ y ≤ 0.5H) in simulation. The characteristic length
is the tube diameter (Lc = H). Figure 4 illustrates the setup for this problem. Initially, the liquid column
has a width of Wlc = 2H and its center is located at (1.5H, 0). The (static) contact angle of the tube wall
(the upper wall in Fig. 4) is θw = 98
◦. On the left and right sides, inlet and outlet boundary conditions are
employed for the distribution functions (in the ghost layers which are not involved in LBM calculations): the
equilibrium parts are calculated from the given parabolic Poiseuille velocity profile whereas the non-equilibrium
parts are obtained from bounce-back rules. For the PF variables, periodic boundary conditions are employed
on these two sides. Driven by the imposed Poiseuille flow, the liquid column is gradually accelerated towards
the right end and achieves a steady motion after certain time. In most of the cases studied here, the length of
the domain is Lx = 5H , which is long enough for the liquid column to achieve the steady state (note in some
cases it is extended up to Lx = 15H to satisfy this requirement). To reach the steady state, the simulation time
ranges from 3 to 10 Tc,inv depending on the specific parameters like the average velocity V and the relaxation
parameter rwr in the boundary condition. For this study, the physical parameters are Re = 100 (Oh = 0.1),
Ca = 1, and the numerical parameters are Cn = 0.125, Pe = 5000 (S = 0.014), NL = 32 (W˜ = 4). The
temporal discretization parameter Nt was varied from 320 to 3200 depending on the average velocity V .
In this problem, we are only concerned about the steady state, in which the liquid column moves at a constant
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Inlet Outletθ=98
0
Wall
Axis
Advancing
Interface 0.5H
Figure 4: Problem setup for a liquid column inside a cylindrical tube driven by an imposed Poiseuille flow.
Only the upper half of the middle cross section is shown.
speed (just equal to V ). Based on V , one can define another capillary number as,
CaV =
ρcνAV
σ
, (3.17)
where νA is the kinematic viscosity of the liquid column. We focus on the advancing interface on the right. It is
noted that there is no obvious difference in the advancing interfaces between a liquid column of a finite length
(which is long enough to keep the advancing and receding interfaces apart during the motion) and that of an
infinite length when the steady state is reached. This allows us to compare the current simulations with those
reported by Fermigier and Jenffer [17], who studied the motion of a liquid-liquid interface inside a tube. Two
key dimensionless parameters were mentioned in their experiments, namely, the capillary number (CaV defined
here) and the (dynamic) viscosity ratio rη (defined as rη = ηA/ηB with ηA and ηB being the dynamic viscosities
of the displacing liquid and the displaced liquid, respectively). Here we focus on one set of experimental data
reported in their work with a viscosity ratio rη = 0.9. For simplicity the viscosity ratio in our simulations is set
to be rη = 1 (without introducing large deviations). The advancing contact angle θA is obtained by least-square
fitting the middle part (0 ≤ y ≤ 0.25H) of the advancing interface with a circle. It was found that the velocity of
the liquid column became steady relatively fast (the time taken depends on the capillary number). The steady
velocity of the liquid column obtained numerically by using Eq. (3.12) matched the average of the imposed
Poiseuille flow (V ) very well for all capillary numbers and WBCs. At the same time, it took longer time for
θA to become steady: in fact, it was found that θA fluctuates around some value for each CaV even after long
time and the oscillation amplitude decreases with increasing CaV . Fortunately, the fluctuations remained small
(around 2◦ for the smallest CaV considered). For convenience, the value of θA at the end of simulation is taken.
Besides θA, we also looked into the dynamic contact angle on the upper wall (at y = 0.5H near the advancing
interface where φ = 0), θrigd , and the dynamic contact angle near the upper wall, θ
rig
d,NW , obtained one grid away
from the wall (at y = 0.5H − h) near the interface.
It was observed that when the full slip condition was used (i.e. rwr = 1), different WBCs gave almost the
same results for both vlc and θA even though the dynamic contact angles on and near the wall (θ
rig
d and θ
rig
d,NW )
were slightly different (the results given by LinSE differed from the others the most). For conciseness, the
detailed results are not shown here. In addition, the role of wall energy relaxation was also studied for two
WBCs (CubSE and Geom). Figure 5 shows the variations of the advancing contact angle θA (obtained by
the least-square fitting of the middle portion of the interface as mentioned above) with the capillary number
CaV from both the present simulations with different WBCs and different values of the relaxation parameter
rwr, and the experimental measurements by Fermigier and Jenffer [17]. It is seen the prediction by simulations
using CubSE with rwr = 1 differ from the experimental data significantly. By properly adjusting the relaxation
parameter rwr, both CubSE and Geom can give very good predictions that match closely the experimental data
over a wide range of capillary number. It is noted that the substantial improvement due to proper wall energy
relaxation has been reported by Yue and Feng [45] in the study of a similar problem and by Carlson et al. [7]
in the study of very fast drop spreading. For the two WBCs (CubSE and Geom), the main difference seems
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to be only in the suitable value of relaxation parameter rwr (which differ slightly: 3.5 × 104 for CubSE and
3.2× 104 for Geom). The agreement becomes not so good when CaV is so large that θA is near 180◦. This may
be caused by the fact that when θA is near 180
◦ (wetting failure is about to occur) it is difficult to accurately
fit the interface with an arc, and large deviations exist in θA obtained by the least-square fitting. Based on the
above observations, it may be concluded that for mechanically driven two-phase flows it is not quite sensitive
on which WBCs to be used if the feature of bulk flow (away from the wall) is concerned.
80
100
120
140
160
180
0.001 0.01 0.1
θ A
CaV
CubSE, rwr = 1
CubSE, rwr = 3.5× 10−4
Geom, rwr = 3.2× 10−4
Exp
Figure 5: Variations of the advancing contact angle θA with the capillary number CaV by current simulations
using CubSE with rwr = 3.5 × 10−4 and rwr = 1 (full slip), using Geom with rwr = 3.2 × 10−4, and also from
the experiments by Fermigier and Jenffer [17].
3.5 Study of a Liquid Column Driven by Wettability Gradient
The second dynamic problem has a different driving mechanism: in stead of an imposed flow, a given wettability
gradient (WG) is applied to drive a liquid column. Specifically, we consider a liquid column inside a channel
composed of two horizontal flat plates (located at y = −0.5H and y = 0.5H) under 2-D geometry and also
another one inside a cylindrical tube (with a diameter H). The 2-D case was used as a validation case recently
in [23] and a similar problem was investigated in [16]. The problem under cylindrical geometry is studied here for
the first time (as far as we know), and it can also be simplified as a pseudo 2-D problem. For completeness, we
briefly reintroduce the problem setup here. Under either 2-D or cylindrical geometry, the problem is symmetric
about the middle horizontal line y = 0, thus only the upper half (0 ≤ y ≤ 0.5H) is used. The characteristic
length is chosen to be the channel height or the tube diameter (Lc = H). Figure 6 illustrates the problem
setup. Note only part of the upper half (the region near the liquid column) is shown in Fig. 6 because of the
relatively large domain length (Lx ≫ H). Initially, the liquid column has a (nominal) width of Wlc = 4H (the
distance between the two three-phase points (TPPs) in x−direction is roughly Wlc). The x−coordinate of the
middle point between the two TPPs is xmid = 3.5H , giving the x−coordinates of the left and right TPPs as
xlef = 1.5H and xrig = 5.5H . In the region x > xmid the wettability of the wall is specified by a (static) contact
angle θrigw , and for x ≤ xmid the contact angle is θlefw (θlefw > θrigw ). The initial right and left interface shapes are
specified to be two arcs that intersect the wall with angles θrigw and θ
lef
w , respectively. Both the right and left
parts of the wall are assumed to be geometrically smooth and have no hysteresis. Because of the difference in
the contact angle (which results in a stepwise WG), the liquid column is driven by the interfacial tension forces
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to move right (i.e., towards the more lyophilic part). Boundary conditions for a stationary wall are applied on
the upper side (y = 0.5H). Periodic boundaries are assumed on the left and right sides. The length of the
domain is Lx = 20H . To ensure that the liquid column is always under the action of the WG, the position of
the middle point xmid = (xlef + xrig)/2 is monitored at each step and the wettability distribution is updated
based on xmid to maintain the WG.
0.5Hlef rigθ θw w
Figure 6: Problem setup for a liquid column inside a channel with a height H (under 2-D geometry) or a
cylindrical tube with a diameter H (under cylinderical geometry) subject to a stepwise wettability gradient.
After certain time, the liquid column gradually reaches a steady state, which indicates a balance between the
interfacial tension forces and the viscous resistances. Note that the dynamic contact angle on the wall θd could
be equal or not equal to the static contact angle θw, depending on the WBC used. By assuming that the velocity
across the channel takes a parabolic Poiseuille velocity profile (which should be acceptable if the regions covered
by the interfaces occupy only a small portion of the whole domain), Esmaili et al. [16] obtained an approximate
analytical solution for the evolution of the centroid velocity of the liquid column vlc under 2-D geometry as (the
equation given here has been simplified for cases with uniform density ρc),
vlc =
σH [2(cos θrigd − cos θlefd )]
12ρc[νAWlc + νB(Lx −Wlc)] (1− e
−t/ts), (3.18)
with ts = H
2Lx/[12(νAWlc + νB(Lx −Wlc))] where νB is the kinematic viscosity of the fluid outside the liquid
column, and θrigd and θ
lef
d are the dynamic contact angles at the right and left TPPs (note it is not clear whether
the dynamic contact angles were calculated by Esmaili et al. [16] in the same way as described above). Here we
have further derived the formula under cylindrical geometry based on similar assumptions, which reads,
vlc =
σH(cos θrigd − cos θlefd )
8ρc[νAWlc + νB(Lx −Wlc)] (1 − e
−t/ts), (3.19)
with ts = H
2Lx/[32(νAWlc+νB(Lx−Wlc))]. From the above equations, it is seen that as t/ts →∞ the velocity
approaches a constant value Vlc for either the 2-D or axisymmetric case, specifically,
V 2Dlc =
σH [2(cos θrigd − cos θlefd )]
12ρc[νAWlc + νB(Lx −Wlc)] , V
Axisym
lc =
σH(cos θrigd − cos θlefd )
8ρc[νAWlc + νB(Lx −Wlc)] . (3.20)
It must be noted that in the derivation of Eqs. (3.18) and (3.19) it is assumed that both dynamic contact angles,
θrigd and θ
lef
d , are constant. This assumption might not always be true. However, even if they are time-dependent,
usually they should vary in a small range for the parameters considered here. In that case, one may express the
dynamic contact angle as,
θd(t) = θd(0)[1 + ǫ(t)], where |ǫ(t)| ≪ 1. (3.21)
Then Eqs. (3.18) and (3.19) may be obtained when the leading order terms are used.
For this problem, all the five WBCs were tried (without wall energy relaxation, i.e., rwr = 1). The common
parameters are Re = 100 (Oh = 0.1), rν = 1 (i.e., νA = νB), θ
rig
w = 47
◦, θlefw = 59
◦, Cn = 0.125, Pe = 5000
(S = 0.014), NL = 32, Nt = 320. Figure 7 shows the evolutions of the centroid velocity of the liquid column
vlc obtained by using the five different WBCs for 0 ≤ t ≤ 30Tc,inv. Note that for this problem Uc,inv and Tc,inv
were derived as in Eq. (3.3), with the drop radius R replaced by the channel height / tube diameter H . In
Fig. 7 the velocity and time are scaled by Uc,inv and Tc,inv respectively. In actual simulations, the dynamic
contact angles on the upper wall, θrigd and θ
lef
d , were monitored and found to vary with time when LinSE, SinSE,
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WBC LinSE CubSE SinSE Geom CI
Deviation in vlc (2D, using θd) 57.8 % 5.9 % 7.6 % 1.0 % 8.0 %
Deviation in vlc (2D, using θd,NW ) 31.1 % 3.4 % 3.2 % -0.5 % 3.6 %
Deviation in vlc (Axisym, using θd) 49.9 % 12.2 % 11.6 % 4.3 % 12.2 %
Deviation in vlc (Axisym, using θd,NW ) 35.9 % 4.8 % 4.1 % 2.2 % 7.3 %
Table 1: Deviations of the centroid velocity of the liquid column vlc at te = 30 (Tc,inv) driven by a stepwise
WG under 2-D and cylindrical geometries obtained by using five different WBCs when compared with those
predicted by Eqs. (3.18) and (3.19) using (θrigd (te), θ
lef
d (te)) and (θ
rig
d,NW (te), θ
lef
d,NW (te)) respectively.
WBC LinSE CubSE SinSE Geom CI
vlc/Uc,inv (2D) 0.0121 0.0116 0.0116 0.0141 0.0143
vlc/Uc,inv (Axisym) 0.0095 0.0091 0.0091 0.0109 0.0111
Table 2: Comparison of the (steady) velocity of the liquid column vlc (measued in Uc,inv) at te = 30 (Tc,inv)
driven by a stepwise WG under 2-D and cylindrical geometries obtained by using five different WBCs.
CubSE and CI were used though the variations were within certain small ranges. When Geom was used, these
angles remained to be always exactly the same as the given ones, i.e., θrigd = θ
rig
w and θ
lef
d = θ
lef
w . Also shown
in Fig. 7 are the theoretical predictions of vlc given by Eqs. (3.18) and (3.19) for 2-D and axisymmetric cases,
respectively. Note that in Fig. 7 the dynamic contact angles (θrigd and θ
lef
d ) actually vary with time (except
for Geom). However, because the variations are small the plots may be still useful (as they provide rough
estimates on the expected vlc based on the contact angles). Besides, the dynamic contact angles near the upper
wall, θrigd,NW and θ
lef
d,NW , obtained one grid away from the wall (at y = 0.5H − h) near the interfaces, were
also recorded and found to be time-dependent for all of the five WBCs. The different velocities vlc calculated
from θrigd,NW (t) and θ
lef
d,NW (t) are also plotted in Fig. 7. Table 1 shows the deviations in vlc at the end of
simulation (te = 30Tc,inv), when compared with the respective theoretical values predicted by the two equations,
Eqs. (3.18) and (3.19), using the two sets of dynamic contact angles (on the wall, θrigd and θ
lef
d , and near the
wall, θrigd,NW and θ
lef
d,NW ) for 2-D and axisymmetric problems, respectively. The deviations were calculated as
(vnumlc −vlc(θrigd , θlefd ))/vlc(θrigd , θlefd )×100% and (vnumlc −vlc(θrigd,NW , θlefd,NW ))/vlc(θrigd,NW , θlefd,NW )×100%. From Fig.
7 and Table 1, it is seen that the results by all WBCs (except for LinSE) agree roughly (in many cases, reasonably
well) with the respective theoretical predictions using the dynamic contact angles. When the dynamic contact
angles near the wall are used, the agreement seems to improve for all cases considered. The deviations by
LinSE are the largest among all. This could be due to that the dynamic contact angles were not well captured
because the parallel contours of the order parameter in the interfacial region were not well preserved when
LinSE was used (as will be shown later). The deviations by Geom are the smallest (less than 5% for both 2-D
and axisymmetric cases using either set of dynamic contact angles). The other three WBCs (CubSE, SinSE and
CI) had comparable performances in terms of the deviation in vlc (the maximum deviations are around 10%).
It can also be found from Fig. 7 that in all cases the time for the liquid column to reach nearly steady state
agrees well with the theoretical predictions except for LinSE.
It would be helpful to make some comparisons between different WBCs as well. Figure 8 compares the evolutions
of vlc by using different WBCs under 2-D and axisymmetric geometries. Table 2 gives the details of vlc at the
end of simulation by using all five WBCs. It is obvious that the steady velocity in 2-D is in general greater than
that in axisymmetric geometry for each of the WBCs. Under both geometries, CubSE and SinSE almost give
identical evolutions of vlc and the steady velocities by them are the smallest among all. The results by Geom
and CI are very close to each other as well and their predictions of the steady velocities are larger than those
by the others. This may be due to the fact that both Geom and CI aim to enforce the local contact angles on
the wall to be the static ones. Finally, the predictions by LinSE lie in between those by the other two groups.
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Figure 7: Comparison of the evolutions of the centroid velocity of the liquid column vlc driven by a stepwise
WG under 2-D and cylindrical geometries obtained by using the five different WBCs with those predicted by
Eqs. (3.18) and (3.19) for 2-D and axisymmetric problems, respectively: (a) LinSE; (b) CubSE; (c) SinSE; (d)
Geom; (e) CI. The common parameters are Lx = 20, Ly = 0.5, Re = 100 (Oh = 0.1), θ
rig
w = 47
◦, θlefw = 59
◦,
Cn = 0.125, Pe = 5000 (S = 0.014).
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Figure 8: Comparison of the evolutions of the liquid column velocity vlc driven by a stepwise WG under (a) 2-D
and (b) cylindrical geometries obtained by using five different WBCs. The common parameters are Lx = 20,
Ly = 0.5, Re = 100 (Oh = 0.1), θ
rig
w = 47
◦, θlefw = 59
◦, Cn = 0.125, Pe = 5000 (S = 0.014).
Based on the above comparisons between the simulated results and theoretical predictions as well as between
those by different WBCs, it may be concluded that (1) all WBCs, except LinSE, can give fairly consistent
results of the velocity and the dynamic contact angles for the motion of a liquid column driven by a stepwise
WG; (2) the use of different WBCs can lead to noticeable differences in the results of the velocity; (3) among
the five WBCs considered, CubSE and SinSE give very close results whereas Geom and CI belong to another
group; (4) although the consistency in the results by LinSE is not quite satisfactory, it could be still used to
predict the velocity.
3.6 Study of a Drop Dewtting from a Lyophobic Surface
The third dynamic problem is the dewetting of a drop from a lyophobic surface under cylindrical geometry.
Drop dewetting may appear during the dewetting of a thin liquid film on a nonwetting surface [2, 32]; it
may also be encountered when a drop sits on a surface with dynamically changing wettability, for instance,
controlled by electric field in microfluidic devices [31, 20]. While drop spreading has been investigated heavily
[27, 12, 11, 7, 45], studies on drop dewetting are relatively scarce (Huang et al. did some studies with LBM on
drop dewetting [18], but their study focused mainly on two-dimensional (2-D) problems and only used LinSE).
Therefore, the present study has significance because it provides some insights not only on various WBCs in
PF simulations but also on the important problem of drop dewetting.
As mentioned before, the problem setup in the study of drop dewetting is the same as that in the study of static
contact angle in Section 3.3. Based on the recorded drop radius on the left wall Ry(t), one can calculate the
contact line velocity Vcl by using backward differentiation. For instance, V
t
cl at time t is found from,
V tcl =
1
∆t
(Rty −Rt−∆ty ), (3.22)
where ∆t is the change in time and may take kδt with k being a positive integer (note V
t
cl is more smoothed out
at larger ∆t). Because at t = 0 the initial contact line velocity V 0cl can not be calculated by the above formula,
we assume V 0cl ≈ V 1cl (in other words, the forward differentiation is employed to calculate V 0cl .) We also look into
the local dynamic contact angle. Since the interfacial region covers a few grid points in PF simulations, it may
occur that the local contact angle θd,l obtained from Eq. (3.14) varies across these grid points. The maximum
and minimum values of θd,l across the interfacial region, θ
max
d,l and θ
min
d,l , are recorded at each time step for the
drop dewetting problem. For the flow field, we monitor the maximum velocity magnitude over the domain at
time t defined as, √
u2 + v2|max(t) = max
i,j
√
(ui,j(t))2 + (vi,j(t))2. (3.23)
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3.6.1 Effects of the Cahn number and Peclect number
As noted in Subsection 3.1, the Cahn number Cn and the Peclect number Pe (or the parameter S) are two
additional parameters in PF simulations. In the study of previous problems, we simply used some suitable
values for these numbers. In this section, we carry out some studies on the effects of these two parameters for
the problem of drop dewetting. For conciseness, we only consider one of the WBCs for the study of the effects
of Cn and Pe (S).
For macroscopic continuum simulations, Cn should be ideally zero. But in actual simulations, this is impossible
and Cn must take some finitely small value. Fortunately, for a small enough Cn the simulation results can be
reasonably close to the sharp-interface limit [47]. Here we pick one case with these physical parameters: the
wettability of the left wall is specified by a (static) contact angle θw = 135
◦, the initial configuration corresponds
to an initial contact angle θi = 90
◦, the Reynolds number (Ohnesorge number) and capillary number are
Re = 1000 (Oh = 0.032) and Ca = 1. We fix the Peclet number at Pe = 5000 (S = 0.014), and perform
a series of simulations using different Cahn numbers to investigate its effects. The WBC uses the geometric
formulation (Geom). Figure 9 compares several average, extreme or local quantities, including the drop height
on the x−axis Hx, the drop radius on the left wall Ry, the average drop velocity Ud in the x−direction, and the
maximum velocity magnitude
√
u2 + v2|max under four Cahn numbers, Cn = 0.2, 0.13, 0.1, 0.08 (corresponding
to NL = 20, 30, 40, 50 while fixing W˜ = 4), for the selected case. It is first helpful to analyze the basic dewetting
process. Because the initial configuration corresponds to θi = 90
◦, which is less than θw = 135
◦, the surface
stresses along the wall are not balanced. This initial unbalance of force drives the drop towards the equilibrium
configuration, making Ry decrease and Hx increase during the early stage, as found in Fig. 9a&b. At the same
time, the drop gradually gains certain momentum in the x−direction (see Fig. 9c), and the maximum velocity
magnitude increases very quickly (see Fig. 9d). After some time, Hx reaches a peak and starts to decrease,
and subsequently experiences some oscillations with the amplitude slowly decaying. Decayed oscillations are
also seen in the evolution of Ry, Ud and
√
u2 + v2|max. From Fig. 9, it is found that as Cn decreases the local
quantities (Hx and Ry) show relatively large changes (not during the early stage but after certain time, e.g., for
Hx, t > 150, and for Ry, t > 75). We note that in the late stages both Hx and Ry decrease, which means the
drop shrinks. This is related to the intrinsic property of the PF model and closely tied to Cn [46, 27]. Thus, the
differences in Hx and Ry under different Cn are more related to this shrinkage rather the dewetting process.
What is more, as Cn decreases the differences also decrease. Such drop shrinkage should be acceptable as long
as it is controlled to a certain extent during the course of simulation. Unlike the local quantities, the average
and extreme quantities (U d and
√
u2 + v2|max) change only a little with the variation of Cn; in fact, noticeable
differences are found only between Cn = 0.2 and Cn = 0.13 for these two quantities. To have a good balance
between the computational cost and the accuracy of the results, we use Cn = 0.1 for most of the simulations in
the study of drop dewetting.
At the beginning, the unbalance of the surface forces along the wall is the strongest. As found in Fig. 9b,
initially Ry decreases very sharply. Thus, we are especially interested in the contact line velocity during the
early stage. Figure 10 shows the contact line velocity Vcl obtained with ∆t = δt in the early stage 0 < t ≤ 1
under different Cahn numbers: Cn = 0.2, 0.13, 0.1, 0.08. From Fig. 10, one finds that the magnitude of Vcl
at the beginning increases as Cn decreases, and such a change with Cn is in fact quite noticeable (for example,
from about 0.8 at Cn = 0.1 to about 1.2 at Cn = 0.08). Although large differences are observed in Vcl at the
beginning, such differences decay very fast and become almost negligible at t = 1. Besides, they seem to have
no significant effect on subsequent drop motion, as seen in Fig. 9. Thus, unless it is necessary to resolve the
details of drop dewetting at the start, it should be acceptable to use Cn = 0.1.
Next, the effects of Pe (or the parameter S) are briefly investigated while Cn is fixed at 0.1. It is already
known that Pe controls the diffusion in the CHE. In our study, it was found that when Pe is too small (i.e.,
the diffusion is too strong), the drop shrinkage rate becomes too large to be acceptable. At the same time, Pe
must not be too large (to keep sufficient diffusion) so that the profile of φ in the interfacial region can be well
maintained [24]. Besides, it has been found that the diffusion length scale at the contact line is related to Pe
(S) [47]. Here we do not intend to dig into this issue and only consider two values of Pe (S) (which we deem
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Figure 9: Comparison of (a) the drop height on the x−axis Hx (b) the drop radius on the left wall Ry (c) the
average drop velocity Ud in the x−direction (d) the maximum velocity magnitude
√
u2 + v2|max under different
Cahn numbers for θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1 and Pe = 5000 (S = 0.014) by using
Geom.
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Figure 10: Comparison of the evolutions of the contact line velocity Vcl obtained at ∆t = δt in the early stage
0 < t ≤ 1 (with t plotted in log scale) under different Cahn numbers for θw = 135◦, θi = 90◦, Re = 1000
(Oh = 0.032), Ca = 1 and Pe = 5000 (S = 0.014) by using Geom.
21
to be in the suitable range): Pe = 5000 (S = 0.014) and Pe = 10000 (S = 0.01). For the study of Pe’s effects,
the WBC employed is CubSE. Figure 11 compares the evolution of (a) the average drop velocity Ud in the
x−direction and (b) the contact line velocity Vcl (in the early stage 0 < t ≤ 1) under the two Peclet numbers.
It is observed from Fig. 11a that the results on Ud obtained with Pe = 5000 and Pe = 10000 are overall very
close to each other. The evolution of Ud with Pe = 5000 (larger diffusion) shows slightly larger amplitude of
oscillation (i.e., larger maximum and smaller minimum). From Fig. 11b one finds that, similar to what is seen
in Fig. 10, Pe (or S) affects the contact line velocity at the beginning quite significantly: V 0cl at Pe = 5000
(S = 0.014) is almost twice of that at Pe = 10000 (S = 0.01). At the same time, the difference in Vcl caused
by the change of Pe decays quickly with time, and could nearly be ignored at t = 1. To reduce the dimension
of the parameters we use Pe = 5000 (S = 0.014) below. However, it is noted that under certain circumstances
(not encountered here), Pe could become a critical parameter to affect the final results (e.g., see [18]).
(a)
-0.004
-0.002
0
0.002
0.004
0.006
0.008
0 50 100 150 200 250 300 350 400 450 500
U
d
t
P e = 5× 103
Pe = 1× 104
(b)
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.001 0.01 0.1 1
V
c
l| ∆
t=
δ
t
t
P e = 5× 103
Pe = 1× 104
Figure 11: Comparison of the evolutions of (a) the average drop velocity Ud in the x−direction (b) the contact
line velocity Vcl obtained at ∆t = δt (in the early stage 0 < t ≤ 1 with t plotted in log scale) under different
Peclet numbers for θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.1 by using CubSE.
3.6.2 Effects of the WBC
In this part, we study how the use of different WBCs affects the outcome of simulation of drop dewetting. The
Cahn number is fixed at Cn = 0.1 and the Peclet number is fixed at Pe = 5000 (S = 0.014). The initial contact
angle is θi = 90
◦, and the (static) contact angle of the left wall is θw = 135
◦.
We study a case at a relatively large Reynolds number, Re = 1000 (Oh = 0.032), by using all five WBCs (LinSE,
CubSE, SinSE, Geom and CI). First, we found that the key observables of interest by using CubSE and SinSE
were very close to each other for this problem of drop dewetting; besides, the results by using Geom and CI just
had small differences. Thus, we will focus only on three WBCs (LinSE, CubSE and Geom). As mentioned in
Section 1, many researchers prefer to use CubSE rather than LinSE because it avoids the appearance of the wall
layer for θw 6= 90◦. We note that in general PF simulations φ may deviate from its equilibrium values ±1 [46],
but the deviation is usually small under a small Cn (e.g., Cn = 0.1). However, a wall layer could appear if
LinSE is used and then φ on the wall could take values that deviate much more from its equilibrium values
(±1) when θw is far away from 90◦. For instance, on a lyophobic wall (θw > 90◦), the analytical prediction
for φ is φw = −
√
1 + |ω˜| if φ = −1 in the bulk fluid [33, 21]. For θw = 135◦, it is found that φw ≈ −1.21.
As key indicators of this wall layer, the maximum and minimum values of φ, φmax and φmin, are monitored
during the simulation. Figure 12 compares the evolutions of φmax and φmin by using different WBCs. It is seen
from Fig. 12b that φmin by using LinSE deviates from −1 much more (> 10%) than those by using CubSE
and Geom (< 2%). From Fig. 12a one finds that φmax by using any of the three WBCs does not exceed
10% and the one with CubSE deviates from 1 relatively more (about 5% to 6%). A further examination of
the contour plots (not shown here) indicates that the large deviation in φmin by using LinSE indeed occurred
inside the wall layer whereas both CubSE and Geom were free from such wall layers. The observed value
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φmin ≈ −1.12 (for LinSE) is slightly larger than theoretical one −1.21, but one should notice that φw is to be
taken exactly on the wall (0.5h away from the outmost computational nodes) and the normal gradient of φ is
large for θw = 135
◦. Some previous studies have found that the appearance of the wall layer could make the
simulations less accurate [43]. We note that for binary fluids with non-equal densities and/or viscosities larger
deviations in φ from its equilibrium values (possibly due to the wall layer) can cause larger errors in the density
and viscosity calculations because the density and viscosity are dependent on φ through some linear functions
or functions of some other suitable forms (e.g., see [12, 29]). Base on such considerations, it seems that CubSE
and Geom are indeed more preferable than LinSE for PF simulations involving contact lines on a lyophobic or
lyophilic wall (i.e., θw 6= 90◦).
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Figure 12: Comparison of the evolutions of φmax and φmin by using different WBCs. The parameters are
θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.1, Pe = 5000 (S = 0.014), NL = 40, Nt = 240.
Next we examine the drop height Hx along the x−axis, the drop radius on the left wall Ry, the average drop
velocity Ud in the x−direction, and the maximum velocity magnitude
√
u2 + v2|max for this case. Figure 13
compares the evolutions of these four quantities obtained by using LinSE, CubSE and Geom. It is observed
from Fig. 13 that all WBCs predict similar trends for all these quantities, and the evolutions of the Ud and√
u2 + v2|max by different WBCs are closer to each other than those of Hx and Ry. This could be due to that
Hx and Ry are two local quantities and more sensitive to the change of WBC. Among all WBCs, Geom gives
the strongest oscillations (with the largest amplitudes) for all the four quantities, whereas CubSE predicts the
weakest oscillations. The results by LinSE are located somewhere in between. This is similar to the observation
reported in Section 3.5 for a liquid column driven by WG. At the same time, the periods of oscillation for
Hx and Ry predicted by LinSE are slightly larger. Since by using Geom one always imposes θw exactly (for
instance, at the beginning the interface near the contact line is suddenly bent from θi = 90
◦ to match the given
one θw = 135
◦), it is not hard to understand that under this condition the drop dewets more violently and
shows larger oscillations. It seems that less surface energy was converted into kinetic energy when CubSE was
applied. The reason remains to be explored.
In Section 2.2.4, when deriving Geom, it was assumed that the contours of the order parameter φ are parallel
to each other across the interface near the contact line. In Section 3.1, a local contact angle θd,l was calculated
from the local gradients of φ in the interfacial region (c.f. Eq. (3.14)). Now we examine θd,l when different
WBCs are used for the above case. Figure 14 compares θd,l in the interfacial region at t = 100 for the three
WBCs. Note that the tangential gradient in Eq. (3.14) was exactly on the wall (obtained from extrapolations
like Eq. (2.37)) and the normal gradient was also exactly on the wall (calculated by finite difference scheme
using φ located in the two neighboring layers that are 0.5h away from the wall). It is found from Fig. 14 that,
except when Geom is applied, θd,l in the interfacial region shows some deviations from θw. The deviations
are relatively small (mostly less than 5◦) when CubSE is applied. But when LinSE is used, large fluctuations
(with deviations as large as 15◦) are seen in θd,l. This indicates that the contours of φ are no longer parallel to
each other, which is confirmed by Fig. 15, which compares such contours near the contact line at the selected
moment (t = 100) for the three WBCs. At the same time, Fig. 15 shows that when CubSE or Geom is applied,
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Figure 13: Evolutions of (a) the drop height on the x−axis Hx (b) the drop radius on the left wall Ry (c)
the average drop velocity Ud in the x−direction (d) the maximum velocity magnitude
√
u2 + v2|max by using
different WBCs. The parameters are θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.1,
Pe = 5000 (S = 0.014), NL = 40, Nt = 240.
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the contours of φ appear to be indeed parallel. The large fluctuations of θd,l by using LinSE are very likely
to be related to the wall layer, which may distort the profile of φ near the contact line. Besides the particular
moment t = 100, the maximum and minimum values of θd,l in the interfacial region during the whole simulation
are shown in Fig. 16. It is seen that θd,l is always equal to θw when Geom is used. When LinSE is applied,
θmaxd,l itself shows large fluctuations during the simulation (especially in the early stage) whereas θ
min
d,l fluctuates
much less violently. When CubSE is applied, θd,l is almost always smaller than θw, and for most of the time,
θmaxd,l and θ
min
d,l are both within the band delimited by θw and the minimum value of θd,l when LinSE is used.
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Figure 14: Comparison of the local contact angle θd,l in the interfacial region near the contact line at t = 100 by
using different WBCs. The parameters are θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.1,
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Figure 15: Comparison of the contours of φ in the interfacial region near the contact line at t = 100 by using
different WBCs: (a) LinSE; (b) CubSE; (c) Geom. The parameters are θw = 135
◦, θi = 90
◦, Re = 1000
(Oh = 0.032), Ca = 1, Cn = 0.1, Pe = 5000 (S = 0.014), NL = 40, Nt = 240. The left dashed line represents
the actual location of the wall, which is 0.5h away from the left boundary shown here.
In addition to the above quantities, we also studied the contact line velocity Vcl when different WBCs were
applied. Figure 17 compares the evolutions of two contact line velocities: one obtained at each half characteristic
time Tc (∆t = 120δt, see Fig. 17a) and the other obtained at each time step (∆t = δt, see Fig. 17b). Based on
Fig. 17a, it is observed that over a relatively large time scale (0 ≤ t < 200) the contact line velocities Vcl|∆t=120δt
by using different WBCs are close to each other, and oscillations are observed in Vcl|∆t=120δt for all the WBCs
in the early stage (0 ≤ t < 75, see the inset in Fig. 17a for a closer view of 20 ≤ t ≤ 60). At the same time,
it is seen that when LinSE is used, Vcl|∆t=120δt oscillates at a relatively large amplitude as compared to those
obtained by using the other two WBCs. This could be attributed to the wall layer and the high non-uniformity
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of the local contact angle across the interfacial region near the contact line discussed above. On the other hand,
at the very early stage (0 ≤ t < 1) over a much smaller time scale, the contact line velocities Vcl|∆t=δt appear
to be much smoother under all WBCs, as found from Fig. 17b. Besides, one finds from Fig. 17b that Vcl|∆t=δt
at the beginning (t = 0) obtained with Geom has the largest magnitude (about 0.8) whereas that obtained
with LinSE has the smallest magnitude (about 0.4), and that with CubSE lies in between (about 0.6). This
is somewhat different from previous observations of the evolutions of Ry and Ud over a larger time scale. In
that situation, as discussed above, the motions of the contact line and the drop were the weakest when CubSE
was applied. Such differences between the very early stage and the later stage for different WBCs are not yet
known and requires further study.
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Figure 17: Comparison of the evolutions of the contact line velocity Vcl (a) in 0 ≤ t < 200 obtained at ∆t = 120δt
(equivalent to 0.5Tc) (b) in 0 ≤ t < 1 (with t plotted in log scale) obtained at ∆t = δt by using different WBCs.
The parameters are θw = 135
◦, θi = 90
◦, Re = 1000 (Oh = 0.032), Ca = 1, Cn = 0.1, Pe = 5000 (S = 0.014),
NL = 40, Nt = 240.
26
4 Concluding Remarks
To summarize, we have examined five different wetting boundary conditions, using the linear, cubic and sine
forms of surface energy (LinSE, CubSE and SinSE), the geometric formulation (Geom) and the characteristic
interpolation (CI) respectively, in phase-field-based simulations of several drop problems. It has been found
that they may be categorized into three groups: (1) LinSE; (2) CubSE and SinSE; (3) Geom and CI. Among
each of the latter two groups, the WBCs gave similar (or even nearly identical) predictions of key observables of
the flow. While it may lead to different results for capillarity-driven flows by using different WBCs, all WBCs
had very close predictions for the mechanically-driven liquid column. For the WG-driven liquid column, Geom
did the best in terms of the consistency in the predicted drop velocity and dynamic contact angles, whereas
LinSE was the worst in this aspect. For drop dewetting, several local and average quantities were examined
under different WBCs. The drop underwent stronger motions during the dewetting process with Geom than
with CubSE applied, and the initial contact line velocity was found to be dependent on many factors, including
the WBC, as well as the Cahn number and Peclet number. When LinSE was employed for a wall with a contact
angle not equal to 90◦, a wall layer appeared and the local contact angle near the contact line showed large
fluctuations. Although LinSE has deficiencies mentioned above, it gave results on many quantities of interest
somewhere in between those by the other two groups. When its extreme simplicity is further considered, LinSE
might still be regarded as a good candidate for preliminary studies. In addition to the comparisons, a simple
procedure to mimic the wall energy relaxation has been proposed based on the hybridization of the existing
WBCs with another implementation of complete hysteresis. This simple additional step can significantly improve
the agreement between the simulated results and the experimental data when the hybridization parameter is
tuned properly. This study not only discloses the dynamics and certain characteristics of several basic drop
problems, but may also provide useful guidelines on the choice of the WBC and some new valuable development
for future work.
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