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a b s t r a c t
In this paper, a distributed consensus control strategy is presented for a team of unicycle agents subject to
external disturbances. Bounded disturbances with unknown dynamics on both translational and angular
velocities are applied to the system. The key idea is to design the control inputs of each agent in such
a way that, after a finite time, agents move with an acute angle with respect to a reference vector
typically used for the consensus control of disturbance-free single-integrator agents. Convergence to
consensus is then proved using Lyapunov theory. Simulation results confirm the efficacy of the proposed
controller.
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This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Cooperative control of multi-agent systems has attracted sig-
nificant attention in the past decade due to its wide range of ap-
plications in various fields of science and technology. Multi-agent
networks arewidely used in both civilian andmilitary applications,
such as rescue missions, forest fire detection, border patrol, and
reconnaissance missions [1–4]. In these types of systems, the lo-
cal control laws are designed for each particular agent such that a
global objective is achieved over the entire network with appro-
priate information exchange among the agents. Various tasks can
be considered as the global objective, including consensus, ren-
dezvous, containment, and formation [5–10].
This work concentrates on the cooperative control of a network
of autonomous agentswith unicycle dynamics. Different aspects of
this problem are thoroughly studied in the literature [11–17]. Nec-
essary and sufficient conditions for the feasibility of a class of for-
mations are presented in [11]. Yamaguchi [12] presents a different
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4.0/).type of time-varying control strategy for group formations. In [13],
the formation control problem for a network of unicycle agents
is investigated, and a relationship between formation infeasibil-
ity and flocking behavior of a nonholonomic multi-agent system is
provided. In [14], the connectivity preservation problem is investi-
gated as a further design specification in the distributed control of a
network of unicycle agents. A class of bounded distributed control
strategies is also presented in [14] to preserve the connectivity of
an initially connected network. A connectivity preserving contain-
ment control strategy for unicycles is presented in [15]. As another
problem of practical interest, the obstacle avoidance specification
is investigated in [16] by introducing a novel formation control law
based on artificial potential functions for a network of nonholo-
nomic vehicles. The problem of controlling a team ofmobile robots
navigating in a terrain with obstacles is investigated in [17].
The disturbance rejection problem in distributed control
of multi-agent systems has been investigated for agents with
different types of dynamics. The authors of [18] derive a static
state feedback controller for an interconnected network of linear
agents, to reach consensus with optimal H2 performance in the
presence of external disturbances. In [19], the robust decentralized
servomechanism problem is investigated for a multi-input multi-
output (MIMO) linear time-invariant (LTI) system subject to
parameter uncertainty. Necessary and sufficient conditions are
derived to achieve disturbance rejection and reference tracking
for the case where disturbances and reference signals have linear
dynamics.
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ternal disturbances is also studied for agentswith single-integrator
and double-integrator dynamics. The consensus control design
for a directed network of single-integrator agents with exter-
nal disturbances and model uncertainty is investigated in [20].
Conditions are provided under which the agents reach consen-
sus with the desired H∞ performance. The authors of [21] pro-
pose a so-called ‘‘lazy policy’’ for the ε-consensus of a network of
single-integrator agents only perceiving a disturbedmeasure of the
neighbors’ state. In [22], the authors consider the consensus and
formation control problem for a multi-agent system composed of
single integrators subject to unknown and persistent disturbances.
The effect of disturbances is then compensated by introducing
an integral action embedded in the proposed control laws. The
work presented in [23] studies the consensus of double-integrator
agents in the presence of linear disturbances. It provides conditions
in the form of linear matrix inequalities (LMI) to guarantee con-
vergence to consensus. In [24], a distributed finite-time consen-
sus control strategy for double integrators is proposed. It is shown
that in finite time the agents reach consensus when there is no dis-
turbances, and converge to a consensus region in the presence of
disturbances. The robust consensus control design for the case of
double-integrator agents aswell as a class of higher-order agents is
studied in [25,26].
This paper presents a distributed consensus control strategy for
a network of unicycle agents subject to disturbances in all input
channels corresponding to translational and angular velocities.
The authors have investigated the problem for the case of linear
disturbances in [27]. However, in [27] it is assumed that the
disturbance dynamics are known a priori, and only the initial
conditions are unknown. In many applications, disturbances are
not linear and their dynamics are not known. The present work
studies such practical cases, and assumes that only upper bounds
on the magnitude of disturbances are available. The key idea is
to design the control inputs in such a way that agents eventually
move within a π2 -angular distance of a reference control vector
which is typically used for the consensus of disturbance-free
single-integrator agents. This is achieved by using sufficiently large
gains in the translational and angular velocities of the agents.
Lyapunov analysis is then used to show convergence to consensus.
The proposed controller may lead to chattering in the headings
of the agents, in general. This drawback is addressed by forcing
the agents to stop as soon as all of them enter a 2D ball of pre-
specified radius. Simulations confirm the validity of the proposed
controllers.
The remainder of the paper is outlined as follows. In Section 2,
the problem is formulated mathematically and the main objective
is presented subsequently. The consensus control problem in the
presence of disturbances is solved in Section 3, as the main
contribution of the present work. Simulation results are presented
in Section 4, and finally the concluding remarks are drawn in
Section 5.
2. Problem formulation
Consider a set of n nonholonomic agents moving in a plane.
Let qi = [xi yi]T and θi denote the position and heading of agent
i ∈ Nn := {1, 2, . . . , n}, respectively. The dynamics of each agent
is given by
x˙i = (vi + di) cos θi,
y˙i = (vi + di) sin θi,
θ˙i = ωi + σi,
(1)
where vi and ωi are the translational and angular velocities
of agent i, and di and σi represent disturbances on these two
inputs. The dynamics of the disturbances are unknown, but upperbounds on the magnitudes of the disturbances are assumed to be
available. More precisely, it is assumed that there exist positive
scalars dM1 , . . . , d
M
n such that the magnitude of the translational
disturbance for agent i is upper bounded by dMi , i.e.
∥di(t)∥ ≤ dMi , (2)
for any i ∈ Nn and all t ≥ 0. Similarly, the angular disturbances are
assumed to satisfy
∥σi(t)∥ ≤ σMi , (3)
for any i ∈ Nn and all t ≥ 0, where σM1 , . . . , σMn are known positive
scalars.
The information exchange structure among the agents is
represented by an undirected graph called information flow graph,
which is assumed to be connected and static. Let this graph be
denoted by G = (V , E), where V = {1, . . . , n} is the set of vertices
and E ⊆ V × V is the set of edges. Two nodes are said to be
neighbors if there is an edge between them in the graph. Denote
the set of neighbors of agent i in G by Ni(G), and the degree of
agent i inG by ni(G). Each agent is capable ofmeasuring the relative
positions and relative velocities of its neighbors in the information
flow graph.
The main objective of this paper is to design a set of distributed
controllers so that the agents converge to consensus in the
presence of the disturbances described above. The agents are said
to converge to consensus, if qi(t) − qj(t) → 0 as t → ∞, for all
i, j ∈ Nn. Define the disagreement function γ as
γ = 1
2

(i,j)∈E
∥qi − qj∥2. (4)
Convergence to consensus in this work means that γ → 0 as
t →∞.
3. Controller design
For any i ∈ Nn, define ri as the negative sum of the relative
positions of the neighbors of agent i, i.e.
ri = −

j∈Ni(G)
(qi − qj), (5)
and denote by θ∗i the angle of ri, i.e. θ
∗
i = atan2(riy, rix), where
ri = [rix riy]T . The vector ri given by (5) is, in fact, used to construct
a control law that leads to consensus for a set of disturbance-free
single-integrator agents [5].
Consider a controller of the form
vi = vMi , (6a)
ωi = θ˙∗i − κi(θi − θ∗i ), (6b)
where vMi and κi are constant design parameters satisfying the
inequalities
vMi > d
M
i , (7a)
κi >
2σMi
π
, (7b)
for every i ∈ Nn. It is claimed that under these controllers the
agents converge to consensus. It is worth mentioning that calcu-
lating θ˙∗i requires both the relative position and relative velocity
measurements (as it depends on both ri and r˙i).
Lemma 1. Under the controllers given by (6), there exists a finite time
T > 0 after which the heading of every agent makes an acute angle
with its reference control vector ri. In other words, for any i ∈ Nn and
t ≥ T , the inequality ∥αi(t)∥ < π2 holds, whereαi(t) = θi(t)−θ∗i (t).
Moreover, there exist real positive constants β1, . . . , βn such that
cosαi(t) > βi, for any i ∈ Nn and t ≥ T .
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α˙i = −κiαi + σi. (8)
By solving the above differential equation one arrives at
αi(t) = e−κitαi(0)+
 t
0
e−κiτσi(τ )dτ . (9)
Thus
∥αi(t)∥ ≤ e−κit∥αi(0)∥ + σMi
 t
0
e−κiτdτ
≤ e−κit∥αi(0)∥ + σMi
1− e−κit
κi
≤ e−κit∥αi(0)∥ + σ
M
i
κi
. (10)
The assumption κi >
2σMi
π
implies π2 −
σMi
κi
> 0. Hence, for
sufficiently large values of t , the inequality e−κit∥αi(0)∥ < 12 (π2 −
σMi
κi
)holds. This, alongwith (10), yields ∥αi(t)∥ < π2− 12 (π2−
σMi
κi
) <
π
2 , for sufficiently large values of t . Moreover, for such values of t ,
cosαi(t) > cos(π2 − 12 (π2 −
σMi
κi
)) = sin( 12 (π2 −
σMi
κi
)) > 0. The proof
of the lemma is completed by choosing βi = sin( 12 (π2 −
σMi
κi
)), for
any i ∈ Nn. 
It is deduced from the above lemma along with the fact that, for
every i ∈ Nn, vi + di = vMi + di > 0, that after a finite time every
agent will move with an acute angle with respect to its reference
control vector, and cos−1 βi < π2 , i ∈ Nn, gives an upper bound on
this acute angle. This will be used in the next theorem to prove the
convergence of the agents to consensus.
Theorem 1. Consider a team of unicycles of the form (1) with
unknown disturbances upper-bounded as described by (2) and (3).
Then, under the controller given by (6) the agents converge to
consensus, asymptotically.
Proof. For the purpose of stability analysis, one can consider the
system after time T , where T is given by Lemma 1. As a result, one
can assume that αi possesses the properties stated in the lemma,
for any i ∈ Nn and t ≥ T . Consider the disagreement function
γ as defined in (4). On noting that ri = ∥ri∥[cos θ∗i sin θ∗i ]T and
q˙i = (vi + di)[cos θi sin θi]T , one can show that
γ˙ = −
n
i=1
rTi q˙i
= −
n
i=1
∥ri∥(vi + di) cos(θi − θ∗i )
≤ −
n
i=1
∥ri∥(vMi − dMi ) cosαi
≤ −
n
i=1
∥ri∥(vMi − dMi )βi. (11)
It is to be noted that due to the uncertain and possibly time-varying
nature of the disturbances, the system will not be autonomous. In
order to apply LaSalle’s invariance principle for non-autonomous
systems (see Theorem 8.4 in [28]), defineW (q) =ni=1 ∥ri∥(vMi −
dMi )βi, where q = [qT1 . . . qTn]T (note that W (q) is a positivesemi-definite function). Now the inequality γ˙ ≤ −W (q) implies
that the system converges to the set W (q) = 0, and as a result
ri = 0, for every i ∈ Nn. Moreover,
(i,j)∈E
∥qi − qj∥2 = −
n
i=1
qTi ri, (12)
where ri is given by (5). It follows from the above relation and
ri = 0 that on the positive limit set of the system, q1 = q2 = · · · =
qn. This proves convergence to consensus for the agents under the
proposed control strategy. 
Remark 1. Choosing larger values for vMi and κi can improve
convergence to consensus because first of all, it is implied from
(10) that with a larger κi the headings of the agents will faster be
positioned within the π2 angular-neighborhood of ri (the desired
direction). When there, the disagreement function γ decays with
a rate which increases with vMi according to (11).
Remark 2. Thebehavior of controller (6) is similar to that of sliding
mode controllers [28]. Since the effective translational velocity of
agent i (i.e. vi + di) is always positive and bounded from below by
the positive constant vMi − dMi (which follows from (2), (6a) and
(7a)), for every i ∈ Nn, the agents will not stop after they reach the
consensus point. While deviating from the consensus point, each
agent has to rotate instantaneously tomake an acute anglewith the
newly created reference vector ri, in order to return to consensus.
This will introduce chattering in the heading of each agent, and
will result in an impulsive component in the angular velocities of
the agents. As a remedy, the control law can be modified slightly
to stop the agents as soon as all of them enter a 2D ball of pre-
specified radius ε.
4. Simulation results
To evaluate the performance of the proposed consensus
controller in the presence of bounded unknown disturbances,
a network of 4 unicycles with dynamics of the form (1) is
considered. The initial configuration and information flow graph of
the network are as depicted in Fig. 1. Let the sinusoidal unknown
disturbance vectors
d = [0.12 sin(t + 10°), 0.21 sin(2t + 20°), . . .
0.15 sin(3t + 30°), 0.19 sin(4t + 40°)]T (13)
and
σ = [−0.46 sin(t + 10°), 0.14 sin(2t + 20°), . . .
−0.22 sin(3t + 30°), 0.04 sin(4t + 40°)]T (14)
be applied to the translational and angular velocity channels,
respectively.
Given the upper bound vectors dM = [0.12, 0.21, 0.15, 0.19]T
and σM = [0.46, 0.14, 0.22, 0.04]T on the element-wise mag-
nitude of disturbance vectors d and σ , consider vMi = 0.31 and
κi = 0.55 as design parameters in (6) for every i ∈ N4. These design
parameters satisfy the conditions given in (7). Also, assume that
simulation stops once all agents enter a 2D ball of radius ε = 0.1
in order to avoid chattering, as explained in Remark 2. The trajec-
tories of the agents driven by controller (6) are shown in Fig. 2. It
can be seen from this figure that all agents reach consensus in the
presence of bounded unknown disturbances in their translational
and angular input channels. Fig. 3 depicts the angular velocities of
the agents while converging to consensus.
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of the agents.
Fig. 2. The agents’ planar motion in the presence of bounded unknown
disturbances.
Fig. 3. The angular velocities ω1, . . . , ω4 in the presence of bounded unknown
disturbances.
5. Conclusions
This paper presents a distributed consensus control strategy
for unicycles in the presence of bounded disturbances withunknown dynamics on the translational and angular velocities of
the agents. Although the consensus control design in the presence
of such disturbances is investigated in the literature for agents
with single-integrator and double-integrator dynamics, designing
such controllers for unicycles is the novel and unprecedented
contribution of the presentwork. The controller is designed in such
a way that, after a finite time, every agent will move with an acute
angle with respect to a reference vector which is typically used
for consensus control of disturbance-free single-integrator agents.
This property is used along with the Lyapunov theory to prove the
convergence of the agents to consensus. In the simulations, the
efficacy of the proposed consensus control scheme is verified by
considering sinusoidal disturbances.
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