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In this column, written by one of the occupants of the position of editor-in- 
chief and included in every volume whose number is divisible by twenty (except 
those divisible by loo), we relate comments from authors and readers con- 
cerning papers that have recently appeared in Linear Algebra Appl. The column 
will contain errata, additional references, and historical and other comments 
that we believe will be of interest to readers of the journal. 
J.K. Merikoski, U. Urpala, A. Virtanen, T.-Y. Tam, and F. Uhlig: A Best 
Upper Bound for the 2-norm Condition Number of a Matrix, 254: 355-365 
(1997). J. Merikoski has written that he and his co-authors have recently dis- 
covered that parallel results have been obtained in the paper “Bound for the P- 
condition number of matrices with positive roots” by C. Davis, E. Hayns- 
worth, and M. Marcus (J. Res. Nat. Bur. Stand., Sec. B, 65B (1961), 13-14). In 
fact, the bound (8) of this paper is the same as their bound (5), although dif- 
ferent notation is used. However, Davis et al. neither discuss the equality 
conditions nor show that this bound is the best possible. Merikoski et al. were 
motivated by the paper “A simple estimate of the condition number of a linear 
system” by H.W. Guggenheimer, A.S. Edelman, and C.R. Johnson (College 
Math. J. 26 (1995) 2-5), which also did not refer to the paper by Davis et al. 
Merikoski writes that they have also recently found that the main result of 
Guggenheimer et al. follows directly from Lemma 2 of Kato’s paper “Esti- 
mation of iterated matrices, with application to the von Neumann condition” 
(Numer. Math. 2 (1960) 22-29). 
V. Mehrmann, A Step toward a Unified Treatment of Continuous and 
Discrete Time Control Problems, 241-243: 749-779 (1996). In this paper 
(Example 15) the matrix discrete algebraic Riccati equation 
X - F’XF + F’XB(/ + B’XB)-‘B’XF - H = 0 (*) 
is considered, where 
F= [; ;I. BB’= [; ;], H= [; :] 
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The equation (*) has exactly two solutions: 
*I = [: *+y *2= [; *-*Js]. 
As noted by Mehrmann, it is presumed that the matrix I + B’XB in the 
equation (*) is invertible otherwise it makes no sense to write down the 
equation and consider its solutions. 
V.B. Larin has written to say that if one chooses 
then 
0 0 BB’ = o 1 , 
[ 1 
and I + B’XB being the scalar 0 is not invertible. By perturbing the above 
Riccati equation, replacing F with 
and taking the limit of the solutions of the perturbed equation, the matrices 
can be interpreted as solutions of (*). Indeed asymptotic expansion of the 
solutions of the perturbed system lead to the solutions X3 and X4. Larin also 
points out that these same solutions can also be obtained using the Cayley 
transformation as described in: R. Kondo and K. Furuta, On the Bilinear 
Transformation of Riccati Equations (IEEE Trans. Automat. Control, AC-3 1, 
no. 1, 50-54). Mehrmann also suggests replacing the inverse in (*) by a gen- 
eralized inverse. 
