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Using sophisticated techniques of Algebraic Ge-
ometry Jouanolou in 1979 showed that if the num-
ber of invariant algebraic hypersurfaces of a poly-
nomial vector field in Rn of degree m is at least(n+m−1
n
)
+ n, then the vector field has a rational
first integral. Llibre and Zhang used only Linear
Algebra provided a shorter and easier proof of the
result given by Jouanolou. We use ideas of Llibre
and Zhang to extend the Jouanolou result to poly-
nomial vector fields defined on algebraic regular hy-
persurfaces of Rn+1, this extended result completes
the standard results of the Darboux theory of in-
tegrability for polynomial vector fields on regular
algebraic hypersurfaces of Rn+1.
1. Introduction
In many branches of applied sciences appear
nonlinear ordinary differential equations. For a dif-
ferential system or a vector field defined in R2 the
existence of a first integral determines completely
its phase portrait. In Rn with n > 2 the existence
of a first integral of a vector field reduces the study
of its dynamics in one dimension, with the time
real or complex, respectively. So the following
natural question arises: Given a vector field on
Rn, how to recognize if this vector field has a first
integral? This question has no satisfactory answers
up to now. Many different methods have been
used for studying the existence of first integrals
of vector fields. Some of these methods based on:
Noether symmetries [Cantrijn & Sarlet,1981], the
Darboux theory of integrability [Darboux, 1878],
the Lie symmetries [Olver, 1986], the Painleve´
analysis [Bountis et al.,1984], the use of
Lax pairs [Lax, 1968], the direct method
[Giacomini et al.,1991, Hietarinta, 1987]
and, the linear compatibility analysis
method [Strelcyn & Wojciechowski, 1988],
the Carleman embedding procedure
[Andrade & Rauth, 1981, Carleman,1932], the
quasimonomial formalism [Bountis et al.,1984],
etc. For polynomial vector fields and rational
first integrals the best answer to this question
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was given by Jouanolou [Jouanolou, 1979] in 1979
inside the Darboux theory of integrability. This
theory of integrability provides a link between the
integrability of polynomial vector fields and the
number of invariant algebraic hypersurfaces that
they have.
The objective of this paper is to extended the
result of Jouanolou on the existence of rational first
integrals of polynomial vector fields of Rn+1 to poly-
nomial vector fields defined on regular algebraic hy-
persurfaces of Rn+1.
Darboux [Darboux, 1878] in 1878 showed how
can be constructed a first integral of polynomial
vector fields in Rn possessing sufficient invariant
algebraic hypersurfaces. In particular he proved
that if a polynomial vector field in Rn of degree m
has at least
(m+n−1
n
)
+ 1 invariant algebraic hyper-
surfaces, then it has a first integral, which can be
computed using these invariant algebraic hypersur-
faces. Jouanolou [Jouanolou, 1979] in 1979 showed,
using sophisticated techniques of Algebraic Geome-
try, that if the number of invariant algebraic hyper-
surfaces of a polynomial vector field in Rn of degree
m is at least
(
n+m−1
n
)
+n, then the vector field has a
rational first integral, which also can be computed
using the invariant algebraic hypersurfaces.
In [Llibre & Zhang, 2010] Llibre and Zhang
used only Linear Algebra for provided a shorter and
easier proof of the result given by Jouanolou .
In this paper we use ideas of
[Llibre & Zhang, 2010] to extend the Jouanolou
result to polynomial vector fields defined on
algebraic regular hypersurfaces of Rn+1.
En [Llibre & Zhang, 2002] Llibre and Zhang
extended the Darboux theory of integrability in Rn
to polynomial vector fields on regular algebraic hy-
persurfaces of Rn+1. However, the conditions for
the existence of a rational first integral only are
provided for the particular case of vector fields de-
fined on the quadric surfaces and two-dimensional
torus embedded in R3. So our extension of the
Jouanolou’s result completes the standard results
of the Darboux theory of integrability for polyno-
mial vector fields on regular algebraic hypersurfaces
of Rn+1.
The paper is organized as follows. In section 2
we provide some definitions and we state our main
result. In section 3 we state some auxiliary results.
Finally in section 4 we prove the extension of the
Jouanolou’s result to polynomial vector fields on
regular algebraic hypersurfaces of Rn+1.
In fact all the results of this paper can be
extended to polynomial vector fields in Cn+1 but
working with meromorphic first integrals, here we
prefer to present the results in Rn+1.
2. Basic Concepts and Statement of the
Main Result
Let Ω be a hypersurface given by
Ω = {(x1, . . . , xn+1) ∈ Rn+1 : G(x1, . . . , xn+1) = 0},
where G : Rn+1 → R is a C1 map. Without
loss of generality, by the Implicit Function Theo-
rem we can assume that xn+1 = g(x1, . . . , xn) for
all (x1, . . . , xn+1) ∈ Ω except perhaps in a set of
Lebesgue measure zero, with g : pi(Ω)→ R of class
C1 being pi : Rn+1 → Rn the projection along the
xn+1–axis, this is pi(x1, . . . , xn+1) = (x1, . . . , xn).
The hypersurface Ω is regular if the gradient
of G does not vanish on Ω. We say that Ω is an
algebraic hypersurface if G is a polynomial. If the
degree of the polynomial G is d, then we say that Ω
is algebraic of degree d. In the rest of this article all
the hypersurfaces that appear are algebraic regular
hypersurfaces.
Let X = (P1, . . . , Pn+1) be a polynomial vector
field of Rn+1 given by
X =
n+1∑
i=1
Pi(x1, . . . , xn+1)
∂
∂xi
,
where (x1, . . . , xn+1) ∈ Rn+1 and each Pi for i =
1, . . . , n + 1 is a polynomial of degree at most m.
We say that X defines a polynomial vector field on
the regular hypersurface Ω if it satisfies that
XG = (P1, . . . , Pn+1) · ∇G = 0, (1)
on all points of Ω.
The vector field X on Ω, except for a set of
Lebesgue measure zero, is also written making use
of xn+1 = g(x1, . . . , xn), as X˜ = (P˜1, . . . , P˜n) satis-
fying X˜ G˜ = 0. In general, the notation f˜ applied
to a function f : A ⊂ Rn+1 → R represents the
function f restricted to Ω, i.e.
f˜ = f˜(x1, . . . , xn)
= f(x1, . . . , xn, g(x1, . . . , xn)),
(2)
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where (x1, . . . , xn) ∈ pi(A).
As usual we denote by C[x1, . . . , xn+1] the ring
of all polynomials in the variables x1, . . . , xn+1
with coefficients in C. Let f(x1, . . . , xn+1) ∈
C[x1, . . . , xn+1]\C. We say that {f = 0}∩Ω ⊂ Rn+1
is an algebraic invariant hypersurface of the vector
field X on Ω (or simply an invariant algebraic hy-
persurface of Ω) if it satisfies:
(i) There exists a polynomial k ∈ C[x1, . . . , xn+1]
such that
Xf =
n+1∑
i=1
Pi
∂f
∂xi
= kf on Ω,
the polynomial k is the cofactor of f = 0 on
Ω;
(ii) the two hypersurfaces f = 0 and Ω have
transversal intersection; i.e. ∇G ∧ ∇f 6= 0
on the hypersurface {f = 0} ∩ Ω, where ∧
denotes the wedge product of two vectors in
Rn+1.
We remark that in the definition of algebraic in-
variant hypersurface f = 0 we allow that this hyper-
surface be complex; that is f ∈ C[x1, . . . , xn+1] \C.
This is due to the fact that sometimes for real poly-
nomial vector fields the existence of a real first in-
tegral can be forced by the existence of complex
invariant algebraic hypersurfaces. Thus sometimes
the real integrability can occur by the underlying
complex structure. If the polynomial vector field
X is real and has a complex invariant algebraic hy-
persurface, then we know that its conjugate must
also be an invariant algebraic hypersurface. Since
the first integral that provides the Darboux theory
uses conjugate pairs of these functions, the first in-
tegral obtained is real.
Let f and g polynomials of Cm−1[x1, . . . , xn+1],
i.e. the ring of all polynomials of C[x1, . . . , xn+1]
up to degree m − 1. We say that f and g are re-
lated, f ∼ g, if they coincide on Ω, i.e. there is
a polynomial h of degree at most m − d − 1 such
that f − g = hG. This relationship defines the quo-
tient space Cm−1[x1, . . . , xn+1]/ ∼, we denote its di-
mension by N = N(n,m, d), called the dimension
of Cm−1[x1, . . . , xn+1] on Ω. The following result
gives us this dimension, for a proof see for instance
[Llibre & Zhang, 2002].
Proposition 2.1. The dimension N(n,m, d) of
Cm−1[x1, . . . , xn+1] on Ω is given by
N(n,m, d) =
(
n+m
n+ 1
)
−
(
n+m− d
n+ 1
)
.
We say that an invariant algebraic hypersur-
face f = 0 is irreducible in C[x1, . . . , xn+1] if the
polynomial f is irreducible in C[x1, . . . , xn+1].
The next theorem is the main result of this ar-
ticle, it provides the conditions for determining if
a polynomial vector field defined on a regular alge-
braic hypersurface Ω admits or not a rational first
integral.
Theorem 2.2. Let Ω be a regular algebraic hy-
persurface of degree d in Rn+1. The polynomial
vector field X on Ω of degree m > 0 admits
N(n,m, d)+n invariant algebraic hypersurfaces ir-
reducible in C[x1, . . . , xn+1] if and only if X has a
rational first integral on Ω.
Under the assumptions of Theorem 2.2 all the
orbits of the vector field X are contained in invari-
ant algebraic hypersurfaces.
3. Preliminary Results
Before presenting the proof of main result we need
to prove an auxiliary result. First we provide some
concepts such as first integral and k-functionally in-
dependent first integrals for polynomial vector fields
on regular algebraic hypersurfaces which we will
need in the development of this theory.
Let B be an open subset of Rn+1 (or respec-
tively Ω). We denote by µB the Lebesgue measure
of Rn+1 (or respectively Ω) restricted to B, thus
µB(A) is the Lebesgue measure of the set A ⊂ B.
We say that the Lebesgue measure of A is full in B,
or simply full if µB(B \ A) is zero.
Let Hi : Rn+1 → R with i = 1, . . . , p be
functions of class C1 defined in Rn+1 except per-
haps in a set of Lebesgue measure zero. We say
that H1, . . . ,Hp are k-functionally independent in
Ω if the rank of the matrix n × p formed by the
gradients ∇H˜1(x), . . . ,∇H˜p(x) is k for all x =
(x1, . . . , xn+1) ∈ pi(Ω) except perhaps in a set of
Lebesgue measure zero in pi(Ω). If H1, . . . ,Hp are
p-functionally independent in Ω simply we say that
they are functionally independent in Ω. Of course,
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we say that H1, . . . ,Hp are functionally dependent
on Ω if they are not functionally independent in Ω.
Let D ⊂ Ω be an open subset of full Lebesgue
measure in Ω. We say that the function H : D → R
of class C1 is a first integral of the polynomial vector
field X on Ω if XH = 0 on D, or also X˜ H˜ = 0
on pi(D). If moreover H is a rational function in
variables x1, . . . , xn+1 of Rn+1, then H is called a
rational first integral of the vector field X on Ω.
Theorem 3.1. Let H1, . . . ,Hp be first integrals of
class C2 of the polynomial vector field X of Rn+1
on the hypersurface Ω ⊂ Rn+1 given by (1). As-
sume that H1, . . . ,Hp defined on a subset D of Ω
of full measure in Ω are k–functionally independent
on Ω. Without loss of generality we can assume
that ∇H˜1, . . . ,∇H˜k are functionally independent.
(a) For each s ∈ {k + 1, . . . , p} there exist func-
tions Cs1(x), . . . , Csk(x) of class C
1 defined
on a full Lebesgue measurable subset of Ω such
that
∇Hs(x) = Cs1(x)∇H1(x)+· · ·+Csk(x)∇Hk(x).
(b) For every s ∈ {k+1, . . . , p} and j ∈ {1, . . . , k}
the function Csj(x) (if not a constant) is a
first integral of X on Ω.
Proof. (a) By the hypotheses the gradients
∇H˜1(x), . . . ,∇H˜k(x) are linearly independent for
all x ∈ pi(D), and for each s ∈ {k +
1, . . . , p} the vector ∇H˜s(x) is linearly dependent
of ∇H˜1(x), . . . ,∇H˜k(x) for all x in a set D˜ of full
Lebesgue measure in pi(D). Therefore there are
functions {C˜s1(x), . . . , C˜sk(x)} defined in D˜ such
that
∇H˜s(x) = C˜s1(x)∇H˜1(x) + · · ·+ C˜sk(x)∇H˜k(x).
From which we get the system of size n× k
∂H˜1(x)
∂x1
· · · ∂H˜k(x)
∂x1
...
...
...
∂H˜1(x)
∂xn
· · · ∂H˜k(x)
∂xn

 C˜s1(x)...
C˜sk(x)

(3)
=

∂H˜s(x)
∂x1
...
∂H˜s(x)
∂xn
 .
Since the dimension of Ω is n, the maximum num-
ber of independent first integrals of the vector field
on Ω is at most n− 1, this is k ≤ n− 1. Thus from
the system (3) we can extract a subsystem whose
associated matrix As(x) of size k × k has nonzero
determinant. Assume that this matrix As(x) con-
sists of the rows i1, . . . , ik of the matrix of (3). We
can apply the Cramer rule and find the solutions of
the subsystem with matrix As(x), i.e.
C˜si(x) =
detAis(x)
detAs(x)
,
where Ais(x) is the matrix obtained by replacing
the i–th column of As(x) for the column vector(
∂H˜s(x)
∂xi1
, . . . ,
∂H˜s(x)
∂xik
)T
.
Since the functions H˜j with j = 1, . . . , p are
first integrals of class C2 and they are defined on the
set D˜ of full Lebesgue measure in Ω, the functions
C˜s1(x), . . . , C˜sk(x) defined over D˜ are of class C
1,
this completes the proof of statement (a).
(b) Let x ∈ D˜. For all i, j ∈ {1, . . . , n}, from
(3) we have
∂H˜s
∂xi
= C˜s1
∂H˜1
∂xi
+ · · · + C˜sk(x)∂H˜k
∂xi
and
∂H˜s
∂xj
= C˜s1
∂H˜1
∂xj
+ · · ·+ C˜sk(x)∂H˜k
∂xj
.
We derive these two equations with respect to xj
and xi respectively and we obtain
∂
∂xj
∂H˜s
∂xi
=
∂C˜s1
∂xj
∂H˜1
∂xi
+ C˜s1
∂2H˜1
∂xj∂xi
+ · · ·
+
∂C˜sk
∂xj
∂H˜k
∂xi
+ C˜sk
∂2H˜k
∂xj∂xi
,
∂
∂xi
∂H˜s
∂xj
=
∂C˜s1
∂xi
∂H˜1
∂xj
+ C˜s1
∂2H˜1
∂xi∂xj
+ · · ·
+
∂C˜sk
∂xi
∂H˜k
∂xj
+ C˜sk
∂2H˜k
∂xi∂xj
.
Subtracting these two equations we get
∂C˜s1
∂xi
∂H˜1
∂xj
− ∂C˜s1
∂xj
∂H˜1
∂xi
+ · · ·
+
∂C˜sk
∂xi
∂H˜k
∂xj
− ∂C˜sk
∂xj
∂H˜k
∂xi
= 0.
(4)
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Since k ≤ n − 1, we consider two cases. First, we
suppose that k = n− 1. From (4) we obtain
∑
1≤i<j≤n
((
∂C˜s1
∂xi
∂H˜1
∂xj
− ∂C˜s1
∂xj
∂H˜1
∂xi
+ · · ·
+
∂C˜sk
∂xi
∂H˜k
∂xj
− ∂C˜sk
∂xj
∂H˜k
∂xi
)
·∑
σ(k1,k2,...,kn−2)
(−1)τ(ij k1, k2 ... kn−2) ∂H˜2
∂xk1
∂H˜3
∂xk2
· · · ∂H˜n−1
∂xkn−2
)
= 0,
(5)
where σ is a permutation of {1, . . . , n} \ {i, j}. We
take the second term over all possible permutations
and τ evaluated on a permutation of {1, . . . , n} is
the minimum number of transpositions for passing
the permutation to the identity.
We can write the equality (5) as
∑
1≤i<j≤n
(
∂C˜s1
∂xi
∂H˜1
∂xj
− C˜s1
∂xj
∂H˜1
∂xi
)
·
∑
σ(k1,...,kn−2)
(−1)τ(ij k1 ... kn−2) ∂H˜2
∂xk1
· · · ∂H˜n−1
∂xkn−2
+ · · · +∑
1≤i<j≤n
(
∂C˜sk
∂xi
∂H˜k
∂xj
− ∂C˜sk
∂xj
∂H˜k
∂xi
)
·
∑
σ(k1...,kn−2)
(−1)τ(ij k1 ... kn−2) ∂H˜2
∂xk1
· · · ∂H˜n−1
∂xkn−2
= 0.
Using Laplace’s rule for the calculation of a deter-
minant we have∑
1≤i<j≤n
(
∂C˜s1
∂xi
∂H˜1
∂xj
− C˜s1
∂xj
∂H˜1
∂xi
)
·
∑
σ(k1,...,kn−2)
(−1)τ(ij k1 ... kn−2) ∂H˜2
∂xk1
· · · ∂H˜n−1
∂xkn−2
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂C˜s1
∂x1
∂C˜s1
∂x2
· · · ∂C˜s1
∂xn
∂H˜1
∂x1
∂H˜1
∂x2
· · · ∂H˜1
∂xn
∂H˜2
∂x1
∂H˜2
∂x2
· · · ∂H˜2
∂xn
...
...
. . .
...
∂H˜n−1
∂x1
∂H˜n−1
∂x2
· · · ∂H˜n−1
∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and for l = 2, . . . , k we obtain
∑
1≤i<j≤n
(
∂C˜sl
∂xi
∂H˜l
∂xj
− ∂C˜sl
∂xj
∂H˜l
∂xi
)
·
∑
σ(k1...,kn−2)
(−1)τ(ij k1 ... kn−2) ∂H˜2
∂xk1
· · · ∂H˜n−1
∂xkn−2
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂C˜sl
∂x1
∂C˜sl
∂x2
· · · ∂C˜sl
∂xn
∂H˜l
∂x1
∂H˜l
∂x2
· · · ∂H˜l
∂xn
∂H˜2
∂x1
∂H˜2
∂x2
· · · ∂H˜2
∂xn
...
...
. . .
...
∂H˜n−1
∂x1
∂H˜n−1
∂x2
· · · ∂H˜n−1∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
Therefore equation (5) can be written as∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂C˜s1
∂x1
∂C˜s1
∂x2
· · · ∂C˜s1
∂xn
∂H˜1
∂x1
∂H˜1
∂x2
· · · ∂H˜1
∂xn
...
...
. . .
...
∂H˜n−1
∂x1
∂H˜n−1
∂x2
· · · ∂H˜n−1
∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (6)
From (6) we have that for every x ∈ D˜, the vec-
tor ∇C˜s1 belongs to the vector space (n − 1)-
dimensional generated by ∇H˜1(x), . . . ,∇H˜n−1(x)
denoted by Pn−1(x), because k = n − 1 and
∇H˜1(x), . . . ,∇H˜k(x) are linearly independent.
By definition of first integral in Ω, we have for
each x ∈ D˜,
∂H˜j(x)
∂x1
P˜1(x) + · · ·+ ∂H˜j(x)
∂xn
P˜n(x) = 0,
with j = 1, . . . , n− 1.
So for every x ∈ D˜, the vector X˜ (x) is orthog-
onal to the space Pn−1(x), and hence ∇C˜s1 is or-
thogonal to X˜ (x), i.e.
∂C˜s1
∂x1
P˜1(x) + · · · + ∂C˜s1(x)
∂xn
P˜n(x) = 0,
for all x ∈ D˜.
This proves that the function C˜s1 (if not a con-
stant) is a first integral of the vector field X˜ defined
on D˜, that is, Cs1 is a first integral of X on Ω.
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Similar arguments can be used to prove that
the functions C˜sj (if not a constant) are also first
integrals of X on Ω for j = 2, . . . , k. Therefore the
statement (b) is proved for k = n− 1.
Now we assume k < n−1. Taking into account
that H1, . . . ,Hk are functionally independent in D
and working in a similar way to the case k = n− 1
we have
rank

∂C˜s1
∂x1
∂C˜s1
∂x2
· · · ∂C˜s1
∂xn
∂H˜1
∂x1
∂H˜1
∂x2
· · · ∂H˜1
∂xn
...
...
...
...
∂H˜k
∂x1
∂H˜k
∂x2
· · · ∂H˜k
∂xn

= k,
instead of (6). This means that for all x ∈ D˜, ∇C˜s1
belongs to the vector space k–dimensional gener-
ated by {∇H˜1(x), . . . ,∇H˜k(x)}, denoted by Pk(x).
Since the functions H˜j(x) for j = 1, . . . , k are
first integrals of the vector field X˜ , the vector X˜ (x)
is orthogonal to ∇C˜s1(x) for all x ∈ D. So the
function C˜s1 (if not a constant) is a first integral of
the field X on Ω.
Using similar arguments we can show that the
functions C˜sj for j = 2, . . . , k, are also first integrals
of X on Ω. This completes the proof of statement
(b) of the theorem.
4. Proof of Main Result
In this section we shall prove our main result.
Proof of Theorem 2.2. First, we suppose that the
polynomial vector field X has a rational first inte-
gral H on Ω given by
H(x1, . . . , xn+1) =
g1(x1, . . . , xn+1)
g2(x1, . . . , xn+1)
,
with (x1, . . . , xn+1) ∈ Ω and g1, g2 ∈
R[x1, . . . , xn+1]. Let h1 = H(y1, . . . , yn+1) for
some (y1, . . . , yn+1) ∈ Ω. We define
f(x1, . . . , xn+1) =
g1(x1, . . . , xn+1)− h1g2(x1, . . . , xn+1).
Note that all points (x1, . . . , xn+1) contained in the
hypersurface f = 0 satisfy that H(x1, . . . , xn+1) =
h1. Then, since H is a first integral of X on Ω, if a
trajectory of X on Ω has a point on f = 0, the full
trajectory is contained in f = 0. That is, we obtain
that f = 0 is an invariant algebraic hypersurface X
on Ω.
Since for every (y1, . . . , yn+1) ∈ Ω we can de-
fine an invariant algebraic hypersurface of the vec-
tor field X on Ω, we obtain the proof of the “if”
part of the theorem.
Now we prove the “only if” part. We writeN =
N(n,m, d). Let fi(x) = 0 for i = 1, . . . , N + n be
invariant algebraic hypersurfaces of the vector field
X on Ω with cofactor ki(x). So Xfi(x) = ki(x)fi(x)
on Ω, i.e. Xfi(x)|Ω = ki(x)|Ωfi(x)|Ω. Therefore we
can assume that ki(x) ∈ Cm−1[x1, . . . , xn+1]/ ∼.
Let q be the dimension of the vector sub-
space of Cm−1[x1, . . . , xn+1]/ ∼ generated by
{k1(x), . . . , kN+n(x)}. Then, by Proposition 2.1
we have q ≤ N . In order to simplify the proof
and the notation we will assume that q = N and
that k1(x), . . . , kN (x) are linearly independent in
Cm−1[x1, . . . , xn+1]/ ∼. If q < N the proof would
be similar using the same arguments.
For every j ∈ {1, . . . , n} there exists a vector
(σj1, . . . , σjN , 1) ∈ CN+1 such that
σj1k1(x) + . . .+ σjNkN (x) + kN+j(x) = 0, (7)
on Ω. From the definition of the invariant algebraic
hypersurface fj = 0 we get that kj = Xfj/fj . Then
from (7) we obtain
σj1
Xf1(x)
f1(x)
+ . . . + σjN
XfN (x)
fN
+
XfN+j(x)
fN+j(x)
= 0.
As X (fσjj ) = σjf
σj−1
j X (fj) we have
X (fσjj )
f
σj
j
=
σj
X (fj)
fj
. Then
X (fσj11 )
f
σj1
1
+ . . .+
X (fσjNN )
f
σjN
N
+
X (fN+j)
fN+j
= 0,
thus
X (log fσj11 ) + . . .+ X (log fσjNN ) + X (log fN+j) = 0,
and hence
X (log(fσj11 . . . fσjNN fN+j)) = 0,
for j = 1, . . . , n on Ω. This means that for j =
1, . . . , n the functions Hj = log(f
σj1
1 . . . f
σjN
N fN+j)
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are first integrals of the vector field X on Ω, defined
on a convenient full Lebesgue measurable subset
D1 ⊂ Ω.
We claim that the n first integrals Hj’s are
functionally dependent on any subset of Ω with pos-
itive Lebesgue measure. Now we prove the claim.
Assume that there exists a Lebesgue measurable
subsetD2 ⊂ Ω with positive measure in Ω such that
the functions Hj ’s are functionally independent in
D2. Then from the definition of first integral we
have
∂H˜j(x)
∂x1
P˜1(x) + · · ·+ ∂H˜j(x)
∂xn
P˜n(x) = 0,
for j = 1, . . . , n and for every x ∈ pi(D2). And from
the definition functional independence this homo-
geneous linear system of size n × n has the trivial
solution P˜j(x) = 0 for j = 1, . . . , n on pi(D2), and
consequently the vector field X = 0 in Ω. This con-
tradicts the assumption that X has degree m > 0.
So the claim is proved.
We define r(x) = rank{∇H˜1(x), . . . ,∇H˜n(x)}
and k = max{r(x) : x ∈ pi(D1)}. Then there exists
an open subset O of pi(D1) such that k = r(x) for
all x ∈ O and k < n. Thus, the n first integrals Hj’s
are k–functionally independent on Ω. Without loss
of generality we can assume that
rank

∂H˜1
∂x1
∂H˜1
∂x2
· · · ∂H˜1
∂xn
...
...
...
...
∂H˜k
∂x1
∂H˜k
∂x2
· · · ∂H˜k
∂xn
 = k,
for all x ∈ O.
By Theorem 3.1(a) for every x ∈ O ⊂ D1 there
exist Cs1(x), . . . , CsN (x) such that
∇Hs(x) = Cs1(x)∇H1(x) + · · ·+ Csk(x)∇Hk(x)
(8)
for each s = k+1, . . . , n. And by Theorem 3.1(b) we
have that the function Csj(x) (if not a constant) for
j ∈ {1, . . . , k} is a first integral of the vector field
X on O ⊂ Ω.
Since Hi = log(f
σi1
1 . . . f
σiN
N fN+i) we know that
each ∇Hi is a vector of rational functions. More-
over the vectors ∇H1(x), . . . ,∇Hk(x) are linearly
independent for each x ∈ O, then solving system
(8) we get a unique solution (Cs1, . . . , Csk) on O
for each s = k + 1, . . . , n. So each function Csj for
j = 1, . . . , k and s = k + 1, . . . , n is rational. Since
O is an open subset of Ω and Csj is rational, it
should satisfy the last equation in Ω except possi-
bly a subset of Lebesgue measure zero where Csj is
not defined. Hence if some of the functions Csj(x)’s
is not a constant, it is a rational first integral of the
vector field X on Ω.
Now we will prove that some function Csj is
not a constant. Equation (8) implies that if all the
functions Cs1, . . . , Csk are constants then
Hs(x) = Cs1H1(x) + · · ·+ CskHk(x) + logCs,
for s = k + 1, . . . , n and Cs is a constant. So
log(fσs11 . . . f
σsN
N fN+s) =
Cs1 log(f
σ11
1 . . . f
σ1N
N fN+1) + · · ·+
Csk log(f
σk1
1 . . . f
σkN
N fN+k) + logCs.
From this last equation we obtain
fσs11 . . . f
σsN
N fN+s = (f
σ11
1 . . . f
σ1N
N fN+1)
Cs1 · · ·
(fσk11 . . . f
σkN
N fN+k)
CskCs,
and therefore
fN+s = Csf
Cs1σ11+···+Cskσk1−σs1
1 . . .
fCs1σ1N+···+Cskσk1−σsNN f
Cs1
N+1 · · · fσskN+k,
for all s ∈ {k + 1, . . . , n}. This contradicts the fact
that the polynomials f1, . . . , fN+n are irreducible
and pairwise different. Hence we must have a non-
constant function Cs0j0(x) for some j0 ∈ {1, . . . , k}
and some s0 ∈ {k + 1, . . . , n}. This completes the
proof of Theorem 2.2.
5. When Ω is a Quadric or a 2–Torus
As mentioned in the introduction, in
[Llibre & Zhang, 2002] were presented the ex-
tension of the Darboux theory of integrability to
polynomials vector fields defined on a quadric or
on a bidimensional torus. It is well known that
the quadrics can be classified into seventeen types.
Since here we only consider real polynomial vector
fields defined on real hypersurfaces, we omit the
five types of imaginary quadrics. Also we omit
the three types of quadrics that are formed by
planes since the study of the Darboux theory of
integrability of the vector fields on these planes
is reduced to the classic study of the Darboux
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Parabolic cylinder: Elliptic cylinder:
z2 − x = 0 x2 + z2 − 1 = 0
Hyperbolic paraboloid: Ellipsoid or sphere:
y2 − z2 − x = 0 x2 + y2 + z2 − 1 = 0
Hyperboloid of two Cone:
sheets: x2 + y2 − z2 = 0
x2 + y2 − z2 + 1 = 0
Hyperbolic cylinder: Hyperboloid of one
x2 − z2 − 1 = 0 sheet:
x2 + y2 − z2 − 1 = 0
Fig. 1. Quadrics and their canonical forms.
theory of integrability of planar polynomial vector
fields. Thus we only work with the remainder
nine quadrics. The conditions that guarantee the
existence of rational first integrals of a polyno-
mial vector field defined over one of these nine
quadrics and the 2–dimensional torus were given
in [Llibre & Zhang, 2002]. Here we reobtain these
conditions as an application of Theorem 2.2. In
Figures 1 and 2 are represented the nine quadrics
considered here, the bidimensional torus and their
canonical forms. Now we calculate the number of
Elliptic paraboloid: 2-dimensional torus:
y2 + z2 − x = 0 z2 + (
√
x2 + y2 − a)2 = 1
a > 1.
Fig. 2. Quadrics, torus and their canonical forms.
invariant algebraic curves necessary for guarantee
the existence of a rational first integral of a poly-
nomial vector field X of degree m in R3 when it
is defined on a quadric (d = 2) or a bidimensional
torus (d = 4).
By Proposicio´n 2.1 we have that
N(n,m, d) =
(
n+m
n+ 1
)
−
(
n+m− d
n+ 1
)
.
For the quadrics n+ 1 = 3, d = 2 and m ≥ 3, so
N(2,m, 2) =
(
2 +m
3
)
−
(
m
3
)
= m2,
in the case of 2–torus we have that n+1 = 3, d = 4
and m ≥ 5, thus
N(2,m, 4) =
(
2 +m
3
)
−
(
m− 2
3
)
= 2m2−4m+4.
So from Theorem 2.2 results that N(2,m, 2) + 2 =
m2+2 is the number of invariants algebraic curves
that guarantee the existence of a rational first in-
tegral for the case of a polynomial vector field of
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degree m ≥ 3 defined on a quadric. If the poly-
nomial vector field of degree m ≥ 5 is defined on
a bidimensional torus the minimum number of in-
variant algebraic curves is N(2,m, 4) + 2 = 2m2 −
4m+6. These results agree with those obtained in
[Llibre & Zhang, 2002].
6. Some Algebraic Surfaces Ω
Now we shall apply Theorem 2.2 to polynomial vec-
tor fields of R3 defined on well known algebraic sur-
faces. For each surface we determine the number of
invariant algebraic curves which guarantee the ex-
istence of a rational first integral.
6.1. Fermat cubic
Assume that Ω = {G = 0} is the Fermat cubic
surface [Ness, 1978], i.e. x3 + y3 + z3 = 1. It is
easy to see that this surface is regular since ∇G
vanishes only at the origin but this point is not in
the surface. The surface is represented in Figure 3.
Applying Proposicio´n 2.1 we calculate N(n,m, d).
Fig. 3. Fermat cubic
In this case we have that n = 2, m ≥ 4 and d = 3.
Thus,
N(2,m, 3) =
(
m+ 2
3
)
−
(
m− 1
3
)
=
1
2
(3m2 − 3m+ 2).
(9)
Then from (9) and by Theorem 2.2 we can con-
clude that the number of invariant algebraic curves
necessary for a polynomial vector field X of degree
m ≥ 4 defined on the Fermat cubic surface pos-
sesses a rational first integral is N(2,m, 3) + 2 =
3(m2 −m+ 2)/2.
6.2. Clebsch surface
Let Ω = {G = 0} the surface of Clebsch
[Hirzebruch, 1976] given by
x3 + y3 + z3 + 1− (x+ y + z + 1)3 = 0.
Its gradient is
∇G = x2 − 3(1 + x+ y + z)2, 3y2−
3(1 + x+ y + z)2, 3z2 − 3(1 + x+ y + z)2),
which vanishes at the points(−1
2
,
−1
2
,
±1
2
)
,
(−1
2
,
1
2
,
−1
2
)
,
(−1
4
,
−1
4
,
−1
4
)
,
(
1
2
,
−1
2
,
−1
2
)
.
Since none of these points are on the surface we
obtain that G is regular. This surface is repre-
sented in Figure 4. In this case we have that n = 2,
Fig. 4. Clebsh surface
m ≥ 4 and d = 3. Thus N(n,m, d) corresponds
to the same value obtained for the Fermat surface
(9). Then by Theorem 2.2 we can conclude that
the number of invariant algebraic curves necessary
for a polynomial vector field X of degree m ≥ 4 de-
fined on the Clebsh surface possesses a first integral
rational is N(2,m, 3) + 2 = 3(m2 −m+ 2)/2.
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6.3. Goursat surface
Let Ω = {G = 0} the Goursat surface
[Goursat, 1897] given by
x4 + y4 + z4 − (x2 + y2 + z2) = 1.
Its gradient is the vector
∇G = (−2x+ 4x3,−2y + 4y3,−2z + 4z3),
which vanishes in 27 points that do not belong to
the surface. Therefore Ω is a regular surface. This
surface is represented in Figure 5. Here we have
Fig. 5. Goursat surface
that n = 2, m ≥ 5 and d = 4, thus N(n,m, d)
corresponds to the value obtained for the case of the
bidimensional torus, i.e. N(2,m, 4) = 2m2−4m+4.
Then, by Theorem 2.2, the number of invariant
algebraic curves required for a polynomial vector
field X of degree m ≥ 5 defined on the Goursat
surface Ω has a rational first integral is N(2,m, 4)+
2 = 2m2 − 4m+ 6.
6.4. Superficie Racor
Let us show that the surface G(x, y, z) = x2y2 +
x2z2+y2z2−1 is regular in R3. Its gradient is given
by∇G = (2x(y2+z2)2y(x2+z2), 2z(x2+y2)). Since
∇G does not vanish at any point of the surface we
obtain that G is regular. This surface is represented
in Figure 6.
In this case we have that n = 2, m ≥ 5 and d =
4. Thus, the number of invariant algebraic curves
required for a polynomial vector field X of degree
m ≥ 5 defined on the algebraic surface G possesses
a rational first integral is the same as obtained for
the Goursat surface.
Fig. 6. Racor surface
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