The B + → D * − K + π + decay potentially provides an excellent way to investigate charm meson spectroscopy. The decay is searched for in a sample of proton-proton collision data collected with the LHCb detector at centre-of-mass energies of 7 and 8 TeV, corresponding to an integrated luminosity of 3 fb −1 . A clear signal is observed, and the ratio of its branching fraction to that of the B + → D * − π + π + normalisation channel is measured to be
The B → D ( * ) hh decays, where h ( ) = π, K, provide an excellent way to investigate the spectroscopy of excited charm mesons. The constrained initial and final states lead to comparatively low backgrounds and excellent mass resolution, and furthermore amplitude analysis can be used to determine the quantum numbers of any intermediate resonant states through their angular distributions. By contrast, very large yields are available through inclusive production of excited charm states, but studies of such processes cannot in general result in unambiguous determinations of quantum numbers, and the sizable backgrounds tend to lead to large systematic uncertainties.
The amplitude analysis approach has been pursued extensively for B → Dhh decays. For the cases where both hh particles are pions, the [11] and LHCb [12] , respectively, but more detailed investigations are necessary to understand the spectrum of states.
Decays of the form B → D ( * ) Kπ are also important in the context of determining the angle γ of the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [13, 14] . Sensitivity to γ arises when amplitudes proportional to the CKM matrix elements V ub V * cs and V cb V * us interfere, and so the D ( * ) meson must decay into a final state accessible to both charm flavour eigenstates. This is not possible for D ( * )+ decays. However, the relative rates of
resonance can be used to determine the relative magnitude of the two amplitudes [15] , as was recently done for B + → D ± K + π ∓ decays [7, 16] . This information may subsequently be used as an external constraint in a determination of γ from decays of the same resonance in the B + → D ( * ) K + π 0 final state. Moreover, as an increasingly wide range of decays are being used to obtain constraints on γ [17] , it is important to improve knowledge of modes such as B → D * hh which may cause backgrounds and hence systematic uncertainties in the analyses.
In this paper, the first search for the Fig. 1 . The inclusion of charge-conjugate processes is implied throughout the paper. The analysis is based on procedures used for previous analyses of similar decay modes [6, 7] . An important feature is that signal decays have a narrow peak in the distribution of ∆m, the difference between the D * − and D 0 candidate masses; imposing a requirement on ∆m greatly reduces the range of possible sources of background. The analysis is based on a sample of proton-proton collision data collected with the LHCb detector at centre-of-mass energies of 7 and 8 TeV, corresponding to an integrated luminosity of 3 fb −1 . The LHCb detector [18, 19] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum, p, of charged particles with relative uncertainty that varies from 0.5 % at low momentum to 1.0 % at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with a resolution of (15 + 29/p T ) µm, where p T is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.
Online event selection is performed by a trigger, which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, in which all tracks with p T > 500 (300) MeV/c are reconstructed for data collected in 2011 (2012) . At the hardware trigger stage, events are required to contain either a muon with high transverse momentum or a particle that deposits high transverse energy in the calorimeters. For hadrons, the transverse energy threshold is typically 3.5 GeV. The software trigger used in the analysis reported in this paper requires a two-, threeor four-track secondary vertex with significant displacement from any PV. At least one charged particle must have p T above a threshold of 1.7 (1.6) GeV/c in the √ s = 7 (8) TeV data. This particle must also be inconsistent with originating from any PV, as quantified through the difference in the vertex fit χ 2 of a given PV reconstructed with and without the considered particle (χ 2 IP ). A multivariate algorithm [20] is used for the identification of secondary vertices consistent with the decay of a b hadron. In the offline selection, the objects that fired the trigger are associated with reconstructed particles. Selection requirements can therefore be made not only on the particular trigger that fired, but on whether the decision was due to the signal candidate, other particles produced in the pp collision, or a combination of both [21] . Candidates are retained from events in which the hardware trigger is caused either by the signal candidate or by other particles in the event.
In the former case, it is further required that the trigger is caused by the deposits of the signal decay products in the calorimeters. It is also required that the software trigger decision must have been caused entirely by tracks that form the signal candidate.
Simulated events are used to characterise the detector response to signal and certain types of background events. In the simulation, pp collisions are generated using Pythia [22] with a specific LHCb configuration [23] . Decays of hadronic particles are described by EvtGen [24] , in which final-state radiation is generated using Photos [25] . The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [26] as described in Ref. [27] .
Candidates consistent with the decay chains candidate, this is referred to as the associated PV). The B + candidate must also satisfy requirements on its invariant mass and on the cosine of the angle between the momentum vector and the line joining the B vertex to the associated PV. The value of ∆m is required to be less than 5 MeV/c 2 from the known difference between the D * − and D 0 masses [28] . A neural network [29] is used to further separate signal from background. The network is trained using a simulation sample to represent signal and data from a D * − K + π + mass sideband region to represent background. The network exploits differences between signal and background in the distributions of 16 input variables related to the kinematics and topology of the decay. The most discriminatory variables are the B + candidate χ 2 vtx and quantities related to the characteristic flight distances of the B + and D 0 mesons. It is verified that none of the input variables, nor the neural network output, are strongly correlated with the B + candidate mass or with position in the phase space of the B + meson decay. The selection requirement on the neural network output is optimised using a figure of merit that does not depend on the assumed signal branching fraction [30] . In this procedure, the relative efficiency of the neural network output requirement is determined from simulation, while the expected background under the signal peak in the B + candidate mass is obtained by extrapolating from a D * − K + π + mass sideband region. The same requirement is applied to both D * − K + π + and D * − π + π + candidates. The combined efficiency of the geometrical acceptance, online and offline selection (excluding particle identification) requirements is around 0.5 % for both
Information from the ring-imaging Cherenkov detectors is combined with input from other subdetectors into variables designed to distinguish kaons from pions [31] . Requirements on the values of these variables for the pions and kaons originating directly from the B + decay and for the kaon from the D 0 decay are imposed. These are optimised using the same figure of merit as for the neural network output, with the signal efficiency determined from high-yield control samples of kaons and pions weighted to match the kinematic properties of signal decays. Application of the same procedure to the pions from the D * − and D 0 decays indicates that no requirement is needed on the particle identification information associated with these particles. The combined efficiency of the particle identification requirements is about 60 % for the B + → D [32] , which share a common peak position and have tails on opposite sides. The ratio of widths of the CB shapes and the fraction of entries in the narrower CB shape are constrained within their uncertainties to the values found in fits to simulated signal samples. The tail parameters of the CB shapes are fixed to those found in simulation. The combinatorial background in both samples is modelled with an exponential function. Partially reconstructed background is modelled by the convolution of a Gaussian with an ARGUS function [33], as this shape has been previously found to provide a good description of the kinematic limit for this component near m B − m π [34, 35]. The crossfeed background is modelled with a CB function with parameters obtained from a fit to B + → D * − π + π + data reconstructed with the kaon mass assigned to one of the daughters, weighted according to the misidentification probability obtained from control samples.
The results of the fits are shown in Fig. 2 . The fit to the D * − K + π + sample has nine free parameters, which are the signal yield (744 ± 29), the yields of the three background components, the peak position and width parameter of the signal shape, the slope of the combinatorial background and the two shape parameters of the partially reconstructed background. The fit to the D * − π + π + sample has one fewer free parameter as no cross-feed component is included, and gives a signal yield of 17 450 ± 140. The fit procedure is validated with ensembles of pseudoexperiments; any possible bias on the fitted yields is found to be negligible.
The ratio of branching fractions for B + → D * − K + π + and B + → D * − π + π + decays is calculated by applying event-by-event efficiency corrections as a function of position in the B + decay phase space,
where all candidates in the fitted data sample, W i is the signal weight for candidate i and is determined using the sPlot procedure [36] from the fits in Fig. 2 , and i is the efficiency for candidate i. The efficiencies are evaluated including contributions from the LHCb detector acceptance, selection and trigger. The acceptance and most selection efficiencies are calculated from simulated samples with, where appropriate, data-driven corrections applied, while the particle identification efficiency is determined from control samples [31] . The phase space for a P → V P P decay, where V (P ) indicates a vector (pseudoscalar) particle, has four degrees of freedom, but for . A detailed investigation of the distribution of decays across the phase space is left for future study. The statistical uncertainty evaluated from Eq. (1) includes contributions from the weighting and from the floated shape parameters in the fit [37] . Systematic uncertainties are assigned due to approximations made in the fit used to determine the yields and due to uncertainties in the efficiency. Variations of the fit model are made by modifying fixed parameters within their uncertainties, replacing the shapes used to describe each component with alternative functions, and, in the fit to the D * − π + π + sample, introducing a component to account for cross-feed from B + → D * − K + π + decays. Uncertainties on the efficiency arise due to the limited size of the simulation samples, possible variation of the efficiency with D * − decay angles, possible imprecision of the data-driven method to determine particle identification efficiencies and due to selection requirements that remove particular regions of phase space. The magnitudes of each of these contributions are summarised in Table 1 . The total systematic uncertainty on the ratio of branching fractions is 7.4 %.
The ratio of branching fractions is determined from Eq. (1) to be
where the first uncertainty is statistical and the second is systematic. This constitutes the first observation of the B + → D * − K + π + decay. The change in √ −2 ln L between fits with and without the signal component included, where L is the fit likelihood modified to account for systematic uncertainties that affect the yield, gives a value of 24, showing clearly that the significance is far in excess of the 5 σ threshold normally used to claim observation.
In summary, the B + → D * − K + π + decay has been observed for the first time in a data sample corresponding to 3 fb 
where the third uncertainty is due to the precision of the knowledge of the normalisation channel branching fraction. Inspection of the phase-space distribution of signal decays confirms that this mode can be used to investigate charm meson spectroscopy. 
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