We propose a general Bayesian criterion for model assessment for categorical data called the weighted L measure, which is constructed from the posterior predictive distribution of the data. The measure is based on weighting the observations according to the sampling variance of their future response vector. The weight component in the weighted L measure plays the role of a penalty term in the criterion, in which a greater weight assigned to covariate values implies a greater penalty term on the dimension of the model. A detailed justification is provided for such a weighting procedure and several theoretical properties of the weighted L measure are presented for a wide variety of discrete data models. For these models, we examine properties of the weighted L measure, and show that it can perform better than the unweighted L measure in a variety of settings. In addition, we show that the weighted quadratic loss L measure is more attractive than the unweighted L measure and the deviance loss L measure for categorical data. Moreover, a calibration for the weighted L measure is motivated and proposed, which allows us to compare formally the L measure values of competing models. A detailed simulation study is presented to examine the performance of the weighted L measure, and it is compared to other established model-selection methods. Finally, the method is applied to a real dataset using a bivariate ordinal response model.
S
We propose a general Bayesian criterion for model assessment for categorical data called the weighted L measure, which is constructed from the posterior predictive distribution of the data. The measure is based on weighting the observations according to the sampling variance of their future response vector. The weight component in the weighted L measure plays the role of a penalty term in the criterion, in which a greater weight assigned to covariate values implies a greater penalty term on the dimension of the model. A detailed justification is provided for such a weighting procedure and several theoretical properties of the weighted L measure are presented for a wide variety of discrete data models. For these models, we examine properties of the weighted L measure, and show that it can perform better than the unweighted L measure in a variety of settings. In addition, we show that the weighted quadratic loss L measure is more attractive than the unweighted L measure and the deviance loss L measure for categorical data. Moreover, a calibration for the weighted L measure is motivated and proposed, which allows us to compare formally the L measure values of competing models. A detailed simulation study is presented to examine the performance of the weighted L measure, and it is compared to other established model-selection methods. Finally, the method is applied to a real dataset using a bivariate ordinal response model.
I
There has been much recent activity in Bayesian methods for model assessment and model comparison, including George & McCulloch (1993) , Madigan & Raftery (1994) , Ibrahim & Laud (1994) , Bernardo & Smith (1994) , Laud & Ibrahim (1995) , Kass & Raftery (1995) , Raftery et al. (1995) , George et al. (1996) , Gelman et al. (1996) , Raftery et al. (1997) , Gelfand & Ghosh (1998) , Clyde (1999) , Ibrahim et al. (2001) and Spiegelhalter et al. (2002) . A related frequentist approach is considered by Taylor et al.
46
M.-H. C, D. K. D  J. G. I (1996) . Bayesian model assessment can be investigated via model diagnostics, goodnessof-fit measures, posterior model probabilities or Bayes factors. A comprehensive account of model diagnostics and related methods for model assessment is given in Geisser (1993) and the many references therein.
Many methods rely on posterior model probabilities or Bayes factors, for which proper prior distributions are needed. It is usually a major task to specify prior distributions for all models under consideration, especially if the model space is large; see Ibrahim & Laud (1994) , Laud & Ibrahim (1995) , Chen, Ibrahim & Yiannoutsos (1999) and Ibrahim & Chen (2000) . In addition, it is well known that Bayes factors and posterior model probabilities are generally sensitive to the choice of prior parameters, and thus one cannot simply select vague proper priors to circumvent the elicitation issue. Alternatively, criterion-based methods can be attractive in the sense that they do not require proper prior distributions in general and thus have an advantage over posterior model probabilities in this sense. However, posterior model probabilities are intrinsically well calibrated since probabilities are relatively easily interpreted, in contrast to criterion-based methods. Thus, one needs to find a way of calibrating these criteria so that they can be more easily interpreted.
In this paper, we propose a Bayesian model assessment criterion for categorical data, called the weighted L measure, and propose a calibration for it. The weighted L measure extends the L measure proposed in Gelfand & Ghosh (1998) and Ibrahim et al. (2001) . The proposed weighted L measure is novel in that it provides a unified approach for Bayesian model assessment for categorical data, including binary regression, ordinal regression, multivariate correlated categorical data and discrete choice data. The weighted L measure is based on weighting the observations according to the sampling variance of their future response vector, which amounts to weighting the cases appropriately according to their covariate values. Thus, the weighted L measure provides a scaling for the L measure proposed by Ibrahim & Laud (1994) , which is crucial for categorical data. This scaling gives the new measure better properties compared to the unweighted version. The weights in the weighted L measure play the role of a penalty term, so that the larger the weight assigned to the covariate values, the greater the penalty term in the model. Thus, the covariates play a major role in determining the value of the model selection criterion.
The weighted and unweighted L measures are well defined under improper priors, so that direct comparisons to  (Akaike, 1973) ,  (Schwarz, 1978) and  (Spiegelhalter et al., 2002) can be carried out. Also, the weighted or unweighted L measure can accommodate prior information via an informative prior on the parameters, whereas  and  cannot. This attractive feature is illustrated in Example 2. In this paper, we examine the weighted L measure in detail for binary regression, ordinal regression, multivariate correlated categorical data and discrete choice data. Several properties of the weighted L measure are derived. We also examine the types of loss function that can be used for the L measure. Possible choices include the quadratic loss and deviance loss functions, and we examine both of these. As pointed out by Gelfand & Ghosh (1998) , the L measure in its most general form may be viewed as a negative utility function in a decision theoretic context. Through simulation, we examine situations where the method is superior to other model selection criteria as well as settings where it may not be as good, with respect to several considerations, including performance for the variable subset selection problem, performance for small and large sample sizes, performance for small and large models, performance for correlated and uncorrelated covariates and performance under a wide variety of settings to assess robustness. Bayesian model assessment
B  
2·1. Models Suppose we observe a binary (0-1) response variable y i for the ith subject, and let
, . . . , x ip )∞ be the corresponding p×1 vector of covariates for i=1, 2, . . . , n. We note that x i1 may equal 1 for all i, which corresponds to an intercept in the model. Let y=(y 1 , y 2 , . . . , y n )∞ denote the vector of responses, let D=(n, y, X) denote the observed data, where X is the n×p covariate matrix with ith row equal to x∞ i , and let b=(b 1 , b 2 , . . . , b p )∞ denote the p×1 vector of regression coefficients. Furthermore, let p i =pr( y i =1) and 1−p i =pr( y i =0). In binary response models, it is usually assumed that
where F(.) denotes a cumulative distribution function, and F−1 is called the link function. Three common forms for F(.) in (1) are: the probit model,
the logistic model,
and the complementary log-log model,
In (2), W(.) denotes the standard normal cumulative distribution function. For other examples see Agresti (1990 , Ch. 4), McCullagh & Nelder (1989 , Ch. 2), Chen & Dey (1998 and Chen, Dey & Shao (1999) . We assume that, given b, y 1 , . . . , y n are independent, so that the likelihood function of b, denoted by L (b|y), is given by
In the Bayesian paradigm, given a prior density p(b) for b, the posterior density of b is given by
2·2. Quadratic loss L measure The quadratic loss L measure was originally proposed by Ibrahim & Laud (1994) and Laud & Ibrahim (1995) , and later extended by Gelfand & Ghosh (1998) and Ibrahim et al. (2001) . Let z=(z 1 , z 2 , . . . , z n )∞ denote a future response vector with the same sampling density as y|b. Gelfand & Ghosh (1998) and Ibrahim et al. (2001) consider the quadratic loss L measure
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where the expectation is taken with respect to the posterior predictive distribution of z|D. The statistic in (7) takes the form of a weighted discrepancy measure. The vector a=(a 1 , a 2 , . . . , a n )∞ is an arbitrary location vector, to be chosen, and k is a nonnegative scalar that weights the discrepancy based on the future values relative to the observed data.
In scalar notation, (7) can be written as
where
and var(z i |x i , D)=m i (1−m i ). We follow Gelfand & Ghosh (1998) by selecting a as the minimiser of (8), so that
where n=k/(k+1), and substitution in (8) leads to the criterion
Clearly, 0∏n<1, where n=0 if k=0, and n 1 as k 2. A smaller L measure L q (y, n) indicates a better model.
2·3. Weighted quadratic loss L measure
When two cases have very different covariate vectors, their impact on the model may be quite different, and in such cases one may want to weight the two cases differently. In this subsection, we propose the weighted L measure, which is particularly useful in the context of categorical data. In addition, we show that the weighted L measure can also be viewed as a scale invariant version of the L measure in (7). This scaling creates a dimensionless measure, which is more desirable than (7) since it intrinsically accommodates the scale in which the observations were measured.
The weighted L measure is defined by
where the first expectation is with respect to the posterior predictive distribution of z and b* is a fixed value of b, which can be chosen as the posterior mean or mode. Let W=diag(w 1 , w 2 , . . . , w n ), for 0∏w i ∏1, and let var(z|WX, b*) and var( y|WX, b*) denote the n×n sampling variance-covariance matrices of z and y respectively, given the design matrix WX and b=b*. For the independent binary regression model, we have
We see that (13) is a diagonal weight matrix, which weights each observation by the inverse of its sampling variance. We show in § 6 that (12) has better properties as a model selection criterion than the unweighted L measure in (11). Bayesian model assessment
To obtain a more explicit form for (12), let
After some algebra, (12) reduces to
where var(z i |x i , D) and m i are defined in (8). The a which minimises (15) is again
If F corresponds to a symmetric distribution, then we can show that the weight t2(w i x∞ i b*) is an increasing function of w i . For an asymmetric link F−1, we may modify the weight to
where j 0·5 is the median of F; j 0·5 =0 for any symmetric link. Then it can be shown that t2(w i x∞ i b*) is still increasing in w i . Note also that we may not want to assign large weights to observations with extremely small values of var(z i |w i x i , b*). In this case, it is more desirable and numerically more stable to use
where e 0 is chosen to be a very small value, such as e 0 =0·001. Other forms of the weight function can also be considered, such as t2(w i x∞
, which is a function of b. In this case, it can be shown that the weighted quadratic loss L measure is given by
where all expectations are taken with respect to the posterior distribution of b. We see that it is quite straightforward to evaluate either (16) or (17) computationally, since only samples from the posterior distribution of b are needed to evaluate L wq . Finally, we mention that Taylor et al. (1996) show that, under certain conditions, a weighted sum across the design points of the variance of the quantity of interest is equal to the dimension of the model parameters. This result demonstrates that the variance carries the information of the dimension of the model, and partially explains why the weight function t2(w i x∞ i b*) plays the role of a dimension penalty term in the criterion.
2·4. Deviance loss L measure
Following Gelfand & Ghosh (1998), we consider the following deviance loss L measure with a continuity correction, given by
We can show that a @ i given by (10) minimises (18). Substituting a @ i in (18) leads to the deviance criterion
where m i is defined by (9). It can also be shown that
One of the drawbacks of the deviance loss L measure is the arbitrariness involved in adding 1 2 and 3 2 so that (18) is well defined. At first sight, one might think that the deviance loss L measure is more natural for discrete data than the quadratic measure. However, in § 6, we show that, under several simulation settings, the weighted quadratic loss L measure outperforms the deviance loss L measure as a model selection criterion.
I    Suppose y i
is an ordinal response and takes the values 0, 1, . . . , J−1 with probabilities
for j=0, 1, . . . , J−1 and i=1, 2, . . . , n, where
are cut-points. Here, we assume that c 1 =0 to ensure identifiability; see Chen & Shao (1999) for a detailed explanation. In (20), F−1 is again a link function. Bayesian model assessment Note that, when J=2, y i reduces to a binary response. Note also that model (20) can be rewritten by using the latent variable approach of Albert & Chib (1993) , and the link function for the ordinal regression model can be determined by the distribution of an underlying latent variable. To be specific, we define
where F e is a known cumulative distribution function. The c j are cut-points that divide the real line into J intervals. The latent variable model defined by (21) and (22) reduces to model (20) if we let F e (j)=F(j). Even without covariates, binary response models belong to the exponential family but ordinal response models do not. Thus, the deviance loss L measure originally proposed by Gelfand & Ghosh (1998) based on the exponential family is not applicable to ordinal regression models. Also, for an ordinal response, the difference between y i =0 and y i =1 is not necessarily the same as the difference between y i =2 and y i =1. Thus, the weighted quadratic loss L measure for binary response data given in (11) is not directly applicable to ordinal response data. However, a multivariate version of the quadratic loss L measure can be developed for ordinal response data. To see this, we dichotomise the ordinal response by defining
. . , n. We note that, for each binary vector y* i , there is only one component with a value of 1. Let
where e j =(0, . . . , 1, . . . , 0)∞ with a 1 only in the jth component, for j=1, 2, . . . , J, and c=(c 2 , . . . , c J−1 )∞. Using the dichotomised binary responses, we define the quadratic loss L measure as
Similarly to (10), the a which minimises (23) is
and n=k/(1+k), for i=1, 2, . . . , n. Upon substitution in (23), we obtain the measure
One major drawback of (25) is that it is sensitive to the scale of the ordinal responses. For example, when J=3, (1, 0, 0) and (0, 1, 0) are just symbolic representations of two possible values, y i =0 and y i =1, of an ordinal response. Therefore, y i =1 could be coded as (0, 10, 0) instead of (0, 1, 0) without losing the equivalence between the original and dichotomised representations for an ordinal response. However, the measure given by (25) would be very sensitive to dichotomised sequences coded as (1, 0, 0) and (0, 10, 0) for example. Thus, for ordinal response data, a weighted quadratic loss L measure is much more appropriate than the unweighted version, and we now develop such a measure.
For notational convenience, we write h=(b∞, c∞)∞. Similarly to (12), we let var(z* i |w i x i , h*) and var( y* i |w i x i , h*) denote the sampling variance-covariance matrices of z* i and y* i , respectively, given w i x i and h=h*, where 0∏w i ∏1 for i=1, 2, . . . , n and h* is either the posterior mean or the posterior mode of h. For the ordinal regression model (20), we have
for jNj*, and j, j*=1, 2, . . . , J. Since y* i and z* i are the dichotomised vectors of an ordinal response, it is well known that the variance-covariance matrix S(w i x i , h*) is of rank J−1. Thus, we cannot directly define a measure based on the inverse of S(w i x i , h*). To overcome this difficulty, we need a dimension-reduction technique. To be specific, let A denote any (J−1)×J constant matrix of rank J−1. Then we define
where a i is a (J−1)-dimensional vector. It can be shown that
for i=1, 2, . . . , n. After some algebra, (27) reduces to
where S(x i , h) is (26) with w i =1 and h*=h. It can be shown that the a which minimises (29) is
where n=k/(1+k). Plugging (30) into (29) yields the weighted quadratic loss L measure
The next theorem states that L o wq (y, n, A) does not depend on a particular choice of A. 
The proof of the theorem is given in Appendix 1. The result given in Theorem 1 is powerful and useful. Since L o wq (y, n, A) is invariant in the class of (J−1)×J matrices of rank J−1, we can simply choose A=(e 1 , e 2 , . . . e J−1 )∞ for computing the weighted quadratic loss L measure.
E 4·1. Multivariate categorical response models
Suppose that we observe an ordinal or binary response y ig , which takes values 0, 1, . . . , J g −1, for the ith observation and gth variable, and let x ig =(x ig1 , . . . , x igp g )∞ be the corresponding p g ×1 vector of covariates for i=1, 2, . . . , n and g=1, 2, . . . , G. Denote (y i1 , y i2 , . . . , y iG )∞ by y i and assume that, given the parameters, y i1 , y i2 , . . . , y iG are dependent ordinal or binary random variables, whereas y 1 , y 2 , . . . , y n are independent random vectors. Let D = (n, y, X) denote the data, where y = (y∞ 1 , y∞ 2 , . . . , y∞ n )∞, X=(x 1 , x 2 , . . . , x n ), and Let
With notation similar to (21) and (22), the model for multivariate categorical responses can be written as
where R is a G×G correlation matrix, the l i are independently drawn from p(l), k(l i ) is a positive function of a one-dimensional positive-valued scale mixing variable l i , and p(l) is a mixing distribution which is either discrete or continuous. In (33),
are the cut-points for g=1, 2, . . . , G. The deviance loss L measure is again not applicable. The forms of the quadratic loss L measure and weighted quadratic loss L measure are almost identical to (25) and (31); the formulae are omitted here for brevity.
4·2. Discrete choice models Of interest here is to model the relationship between several independent variables and a discrete choice response variable; for a comparative review see Z. Chen's unpublished 2001 Ph.D. Thesis from the University of Connecticut. Suppose we observe a multinomial choice, 1-to-J, response y i on the ith subject, and let x ij =(x ij1 , x ij2 , . . . , x ijp )∞ be the corresponding p-dimensional vector of covariates, for j=1, 2, . . . , J and i=1, 2, . . . , n.
We consider a multinomial scale mixture of multivariate normal link model using latent variables. Let j* i =(j* i1 , j* i2 , . . . , j* iJ )∞ be a J-dimensional latent random vector such that
Assume that
where X* i is a J×p design matrix defined by
∞ is a p-dimensional vector of regression coefficients, and S j* is a J×J variance-covariance matrix. In (37), the l i and k(l i ) follow the same observations as in § 4·1. Let j ij =j* ij −j* iJ , for j=1, 2, . . . , J−1. To reduce the dimensionality of the problem, we re-code (36) as
Áj ij* , for all j*Nj, and j ij >0, J, if j ij ∏0, for all j=1, 2, . . . , J−1.
Let j i =(j i1 , j i2 , . . . , j i,J−1 )∞, and assume that
where X i is a (J−1)×p matrix of the form
) is a (J−1)×(J−1) variance-covariance matrix. Without loss of generality, we further assume that s 11 =1 to ensure identifiability. Z. Chen's thesis provides more details, and for model choice he uses pseudo-Bayes factors computed by a Monte Carlo method. However, such a method is expensive and generally inefficient when J is relatively large. The quadratic loss weighted L measure proposed in § 3 for univariate ordinal response data is an attractive alternative. If we dichotomise the discrete choice response variable y i , L o q (y, n) and L o wq (y, n, A) defined by (25) and (31) can be directly used for discrete choice data.
C   L 
The minimum criterion value rule for selecting a model is not satisfactory in general, since it does not allow for a formal comparison of criterion values between two or more Bayesian model assessment competing or nonnested models. Thus, it is desirable to have a calibration statistic to compare criterion values formally between the candidate models. The L measure does not require a proper prior in general but, in order to calibrate the L measure, we will need a proper prior to define the calibration statistic. If we prefer to use improper or noninformative priors in our analysis, then we should use the minimum criterion value rule for selecting a model and not consider calibration. If, however, meaningful informative priors are available then we can calibrate the L measure. Thus, calibration would be very attractive, for example, when using the power prior of Ibrahim & Chen (2000) .
For ease of notation, we drop indices and let L (y, n) denote a general L measure. To motivate the calibration, let c denote the candidate model under consideration, and let t denote the criterion-minimising model. Furthermore, let L c (y, n) and L t (y, n) denote the L measures for the two models. The quantity L t (y, n) is a random variable in y, and depends on n. Now consider computing the marginal distribution of L t (y, n) with respect to the marginal prior predictive distribution of y under model t. This prior predictive distribution has density p{L t (y, n)}=
where h denotes the collection of all model parameters. Thus, the marginal prior predictive density of L t is defined as
We call p L the calibration distribution. Ibrahim et al. (2001 Ibrahim et al. ( , 2002 introduced p L in the context of generalised linear models and right censored survival data. A useful summary for comparing several models using (41) 
where L * c (y, n) is the observed value of the L measure for candidate model c, and the P t denotes the probability calculated using (41). The larger the value of  c , the better the model. By definition  t Á c , for all c. If  c and  t are similar, then the two models can be considered equally good. We see from (41) that, for p L to be well defined, we need a proper prior distribution for h. This definition of the calibration distribution in (41) is appealing since it avoids the potential problem of a double use of the data as discussed by Bayarri & Berger (1999) . It is also computationally attractive, since it only requires the calculation of one distribution, p L , based on the criterion-minimising model.
I 
6·1. Simulation study We examine by simulation the performance of the quadratic loss L measure L q (y, n), the weighted quadratic loss L measure L wq (y, n), and the deviance loss L measure L d (y, n) given by (11), (16) and (19) in the context of variable selection for logistic regression. We also compare these three L measures to  (Akaike, 1973) ,  (Schwarz, 1978) and  (Spiegelhalter et al., 2002 ).
We consider the following simulation design. For each simulated dataset, n independent Bernoulli observations are generated with success probability
for i=1, . . . , n, where x i =(x i1 , x i2 , x i3 , x i4 )∞ are independently and identically distributed random vectors from a multivariate normal distribution with means (0, 0, 0, 0) and variances (16, 9, 0·3, 3). We consider two cases: (i) x i1 , x i2 , x i3 and x i4 are correlated with a correlation matrix
and (ii) x i1 , x i2 , x i3 and x i4 are independent. In (43), we use
which correspond to the true models (
, that is the full model, respectively. We use sample sizes of n=100, n=250 and n=500.
For each combination of (n, b), we generate 500 independent datasets using (43). For each simulated dataset, we fit 24−1=15 models, so that each model includes an intercept. 
with p i given in (43). Finally, we compute the weighted L measure L wq (y, n) in (16) using b*=b : . Our model performance evaluation criterion in all simulations, see Tables 1 and  2 , is a 0-1 loss function, the loss being 0 if the true model is selected and 1 otherwise. Note that, for each model selection criterion measure under consideration, the model that has the smallest criterion value will be selected. This is different from a performance evaluation criterion in which the goal is prediction, and not variable selection. Tables 1 and 2 show results for correlated as well as independent covariates. For L wq , we set w 1 =w 2 =. . .=w n =w 0 . The L measures with n=0·5 were reported, because results for n=0·4 and n=0·6 were almost identical to those for n=0·5. Thus, in a real-data Bayesian model assessment analysis, a value of n=0·5 should suffice. This finding is consistent with the theoretical exploration by Ibrahim et al. (2001) . In Table 1 , for the case of n=100 with true model (x 1 ), L wq with n=0·5 and w 0 =0·8 picks up the true model 371 times out of the 500 simulations. Thus L wq did better than  and  in this case. In Tables 1 and 2 , we saw that no single measure is dominant in all cases. However, the quadratic loss L measure performed consistently well in a wide variety of settings and scenarios. It was often a better measure, and when it was not the best measure it was competitive with the top measure. This was not the case for the other measures, including the unweighted L measure, the deviance L measure and . In certain scenarios the other measures had a worse performance and were not as robust as the weighted L measure. From Tables 1 and 2 , we observed that the weighted L measure generally has better performance than the other measures for smaller sample sizes. Of course, it also performed well for large sample sizes. The weighted L measure performed relatively better than the other measures, ,  and , when the covariates were moderately correlated, as compared to simulations in which the covariates were uncorrelated. Tables 1 and 2 also demonstrate the behaviour of the weighted L measure with respect to the choice of w 0 . The weighted L measure is quite robust in the range 0·3∏w 0 ∏0·6. Also, smaller values of w 0 tend to prefer more complex models, and larger values of w 0 tend to prefer more parsimonious models. Thus, the choice of w 0 can govern parsimony in the model selection procedure with the weighted L measure. Finally, our simulation study showed that the unweighted L measure is powerful in identifying large models, and in particular the full model, and ,  and  generally perform better when small 58 M.-H. C, D. K. D  J. G. I models are the truth. The weighted L measure was quite superior to the unweighted L measure when the true model is small. The degree of parsimony identified by the weighted L measure is governed to a great extent by w 0 .
6·2. Prostate cancer study To illustrate the methodology we consider datasets, to be called the Brigham data and the Pennsylvania data, from two prostate cancer studies conducted at Brigham and Women's Hospital and the Hospital of the University of Pennsylvania. All patients involved in these two studies had undergone surgery. Our analysis further demonstrates the applicability of the weighted L measure for ordinal response data, the natural way of including historical data in the weighted L measure, which is not possible using the  and  criteria, and calibration of the weighted L measure, which is particularly useful in real data analysis, since then we do not know the true model.
The Brigham data come from a prospective study of n=104 patients with prostate cancer, treated between August 1995 and April 1996. The Pennsylvania data contain n 0 =713 patients and the same pathologist was involved for all patients from 1989 to 1995. For illustrative purposes, we consider two clinical categorical response variables, namely Pathological Extracapsular Extension () and Pathological Positive Surgical Margins (), and three predictors namely Prostate Specific Antigen (), Clinical Gleason Score (), and Clinical Stage (). Here  is an ordinal response that takes the value '0', '1' or '2': a '0' indicates that there is no cancer present in or near the capsule, a '1' indicates that the disease extends into but not through the capsule and a '2' means that the disease has penetrated through the capsule. We have that  is another ordinal response taking the value '0', '1' or '2', which distinguishes whether the cancer has been completely removed or not: a '0' indicates a negative outcome and a '2' indicates a positive outcome, while a '1' gives an outcome between 'negative' and 'positive'. We also have that  and  are two continuous covariates and  is a binary variable;  was coded as 1 if the clinical stage was the 1992 American Joint Commission on Cancer clinical T-category 1 and 2 if the clinical stage was T-category 2 or higher. A summary of the Brigham and Pennsylvania data can be found in an unpublished 1997 Worcester Polytechnic Institute Master's Thesis by A. M. Desjardin.
We fit the Brigham data using the bivariate ordinal response model defined by (33)-(35) with a probit link; that is, in (35), we take k(l)=1 with probability 1. For patient i, we let y i1 and y i2 denote  and  and let x i1 and x i2 denote the vectors of covariates, which include an intercept and some or all of ,  and . Since both y i1 and y i2 have three levels, we have G=2 and J 1 =J 2 =3, which implies that there are only two unknown cut-points, namely c=(c 12 , c 22 )∞. Finally, let D=(n, y, X) denote the entire Brigham data, with n=104.
As discussed in § 5, for the calibration distribution to be well defined, we need a proper prior, and we create an informative prior from the Pennsylvania data. The Pennsylvania data are similar to the Brigham data, and they were also collected earlier. Let D 0 =(n 0 , y 0 , X 0 ) denote the Pennsylvania data, with n 0 =713, and let j 0i =(j∞ 0i1 , j∞ 0i2 )∞ be the latent variable vector associated with those data. Let p 0 (h) be the initial prior density for h=(b, c, R), where the correlation matrix is 
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Bayesian model assessment
We consider the class of power priors (Ibrahim & Chen, 2000; Ibrahim et al., 2003) , and take a prior of the form
) if y 0ij =l, for j=1, 2, and a 0 is a specified prior parameter. Chen & Shao (1999) also used a version of this prior. In (45), the quantity 0∏a 0 ∏1 is a fixed scalar prior parameter that weights the complete-data likelihood of the historical data relative to the current study. For illustrative purposes, we take a 0 =0·5, which reflects a moderate weight assigned to the historical data. We refer the reader to Ibrahim & Chen (2000) for more details about informative prior elicitation.
Let x 1 , x 2 and x 3 denote ,  and . For the Brigham data, we wish to compare the following 16 models:
). We note that the notation is that, for example, (x 1 ; x 1 , x 2 ) implies that j i1 =b 11 +b 12 x i1 +e i1 and j i2 =b 21 +b 22 x i1 +b 23 x i2 +e i2 in (35). Thus, (x 1 ; x 1 ) is the model with the fewest predictors while
) is the full model with the largest model dimension. Also note that an intercept and  are included in every model. This is because it is well known that  is the most important clinical variable in predicting the outcomes of  and , and also the inclusion of  in every model makes our illustration more manageable. In addition, we consider different combinations of the three covariates for each ordinal response, since each of these three predictors may have a different effect on each of the two ordinal responses.
For the initial prior p 0 (h), we let
Then we take an improper uniform prior for b A and a Wishart distribution W 2 (K 0 , Q 0 ), with degrees of freedom K 0 and mean matrix K 0 Q 0 , for (S B )−1, where Q 0 is a 2×2 positive definite matrix. In all computations, we use K 0 =3 and Q−1 0 =0·001I 2 , where I 2 is the 2×2 identity matrix, and h*=h : , where h : is the posterior mean of h. Based on the propriety conditions established in Chen & Shao (1999) , the above choice of the hyperparameters leads to proper prior distributions p(h|a 0 , D 0 ) for all 16 models. In addition, we standardise the covariates and use 20 000 Gibbs iterations with a burn-in of 1000 iterations. Under the full model (x 1 , x 2 , x 3 ; x 1 , x 2 , x 3 ), the posterior mean, the posterior standard deviation and the 95% highest posterior density interval for r 12 are 0·795, 0·022 and (0·752, 0·837), respectively, which indicates that there is a moderate correlation between the two ordinal responses. Furthermore, the posterior mean, the posterior standard deviation and the 95% highest posterior density interval are 1·945, 0·082 and (1·787, 2·108) for the cut-point c 12 , and 1·704, 0·090 and (1·529, 1·880) for the cut-point c 22
. To obtain an extension of the weighted quadratic loss L measure L o wq (y, n, A) given by (31) for bivariate ordinal response data, we first dichotomise the three-level ordinal responses ( y i1 , y i2 ) by defining y* i =(y* i1 , . . . , y* i6 )∞ such that y* i,j+1 =1 if y i1 =j and y* i,j+1 =0 if y i1
Nj, for j=0, 1, 2, and y* i,4+j* =1 if y i2 =j* and y* i,4+j* =0 if y i1 Nj*, for j*=0, 1, 2. We then compute the 6×6 sampling variance-covariance matrix S(w i x i , h) based on the bivariate ordinal response model defined by (33)-(35) with a probit link. Finally, we take
, e 2 , e 3 , e 4 )∞. Using the proper informative prior p(h, a 0 |D 0 ) in (45) based on the Pennsylvania data and taking w 1 =w 2 =. . . .=w n =w 0 , we computed L o wq (y, n, A) for all 16 models using several values of n 0 and w 0 . Table 3 lists the values of L o wq (y, n, A) for n=(0·4, 0·5, 0·6) and w 0 =0·5. Since a smaller value of L o wq (y, n, A) indicates a better model, it is easy to see that (x 1 , x 3 ; x 1 , x 2 , x 3 ) is the best model. In fact, for n=0·4, 0·5, 0·6, and 0·4∏w 0 ∏0·6, the model (x 1 , x 3 ; x 1 , x 2 , x 3 ) consistently yields the smallest weighted quadratic loss L measure, and (x 1 , x 3 ; x 1 , x 2 , x 3 ), (x 1 , x 3 ; x 1 , x 2 ), (x 1 , x 3 ; x 1 , x 3 ) and (x 1 , x 3 ; x 1 ) are consistently the top four models based on the weighted L measure. 
(x 1 , x 2 , x 3 ; x 1 , x 2 , x 3 ) 713·52 0·117 781·82 0·064 850·18 0·026 Table 3 shows the Bayesian p-values based on w 0 =0·5 and n=(0·4, 0·5, 0·6). The calibration was based on 1000 Markov chain Monte Carlo samples; see Appendix 2 for details. The calibration distinguishes between the models quite well. For example, under n=0·4, for the full model, (x 1 , x 2 , x 3 ; x 1 , x 2 , x 3 ), the Bayesian p-value is 0·117. The relative decrease in the Bayesian p-value from the full model compared to the best model is (0·205−0·117)/0·205=42·9%, which is substantial. Also, the worst model, (x 1 , x 2 ; x 1 ), has a Bayesian p-value of 0·038, which corresponds to a relative decrease of 81·5% compared to the top model. Furthermore, the three other top models, (x 1 , x 3 ; x 1 , x 2 ), (x 1 , x 3 ; x 1 , x 3 ) and (x 1 , x 3 ; x 1 ), have Bayesian p-values that are quite similar to that of the best model. Since all top four models select (x 1 , x 3 ) for the ordinal response , it is clear that (x 1 , x 3 ) is the best marginal model in predicting the  outcome. Thus, we conclude that (x 1 , x 3 ; x 1 , x 2 ) is the best fitting model according to the weighted L measure. The results suggest that we may also consider all top four models as a set of candidate models for further analysis.
A
The authors wish to thank the editor, the associate editor and a referee for helpful comments and suggestions, which have led to an improvement of this paper. The authors' research was partially supported by grants from the U.S. National Institutes of Health. Bayesian model assessment Similarly, we can show that I 3i (B)=I 3i (A), which completes the proof. %
A 2
Computation of L measure and Bayesian p-value First, we briefly describe how to compute the L measure. Let {b(q), q=1, 2, . . . , Q} denote a Markov chain Monte Carlo sample from the joint posterior distribution p(b|D). For the quadratic loss L measure L q (y, n) given by (11), a Monte Carlo estimate can be obtained by
where m @ i =Q−1 WQ q=1 F(x∞ i b(q)) for i=1, . . . , n. For the weighted quadratic loss L measure, the Monte Carlo estimates of the terms on the right-hand side of (17) are given by
and E C {t2(w i x∞ i b)|D}=Q−1 WQ q=1 t2(w i x∞ i b(q)). In a similar fashion, we can obtain Monte Carlo estimates for the other versions of the L measure based on a Markov chain Monte Carlo sample.
Next, we briefly describe how to compute the Bayesian p-value. For the criterion minimising model t, we generate a pseudo-observation y A from the prior predictive distribution p t (y|h)p t (h) and
