Inspection images of power transmission line provide vision interaction for the operator and the environmental perception for the cable inspection robot (CIR). However, inspection images are always contaminated by severe outdoor working conditions such as uneven illumination, low contrast, and speckle noise. Therefore, this paper proposes a novel method based on Retinex and fuzzy enhancement to improve the image quality of the inspection images. A modified multi-scale Retinex (MSR) is proposed to compensate the uneven illumination by processing the low frequency components after wavelet decomposition. Besides, a fuzzy enhancement method is proposed to perfect the edge information and improve contrast by processing the high frequency components. A noise reduction procedure based on soft threshold is used to avoid the noise amplification. Experiments on the self-built standard test dataset show that the algorithm can improve the image quality by 3-4 times. Compared with several other methods, the experimental results demonstrate that the proposed method can obtain better enhancement performance with more homogeneous illumination and higher contrast. Further research will focus on improving the real-time performance and parameter adaptation of the algorithm.
Introduction
To improve the efficiency and safety of inspection and maintenance of power transmission line, especially those distributed in complex environments (e.g., mountains and forests), several live-line inspection robots [1] [2] [3] [4] running along cables have been developed. The detection efficiency and accuracy of multiple targets attached to the powerline largely depend on the quality of images and videos captured by the cameras mounted on the robot [5] . However, due to the uncontrollable lighting condition in the wild, the illumination distributed on the surface of the inspection images is always uneven, especially in the case of backlighting or partial lighting. It also leads to low global and local image contrast as well as relatively weak details in the dark region. Moreover, small volume and low-cost CCD or CMOS cameras are used in view of the volume, weight and cost of the inspection robot [6, 7] . However, it generates some speckle noise and limited dynamic range, which make the situation worse. Therefore, there is an urgent need to study an illumination correction method to obtain better visual effects which can facilitate the monitoring for users and increase the detection or recognition performance for the following vision processing procedure.
During the last few decades, many image enhancement approaches have been reported, which can generally be classified into two categories: spatial domain based methods and transform domain based the spatial domain. The basic theory is to treat the given image as the product of two components such as the illumination image and the reflection image. Work of Si et al. [14] proposed a new hybrid algorithm (SSRBF) which is based on the SSR and bilateral filter (BF) to handle the low illumination and uneven illumination problem to enhance the image quality of the mining face videos. Work of Xie et al. [15] introduced a novel enhancement method based on guided filter (GF) and SSR for finger vein image under uneven light which is caused by the difference of the capacities and percentages of finger tissues between different people. A fast mean filtering technique combined with SSR was used to compensate the uneven illumination image in Work of Xiao et al. [16] . Work of Tao et al. [17] used the MSR framework combined with region covariance filter, CLAHE, non-local means filter and GF to correct illumination, eliminate noise and enhance details simultaneously. Thus, these methods have their characteristics and limitations in practice. For example, the SSRBF method can eliminate noise and enhance details to a certain extent by using BF filter which considers spatial proximity and intensity similarity between pixels of an image simultaneously. However, it fails to correct the illumination properly, which leads to relatively low global contrast. The SSRGF method can achieve better visual perception but cannot eliminate noise in the image. The method proposed in [17] can obtain image with high quality, little noise and enhanced details, but it consumes vast computation resources and affects the real-time performance.
There are many studies on image enhancement methods based on transform domain, which can roughly be divided into two categories: homomorphic filtering (HF) and wavelet methods. Work of Fan et al. [18] proposed an image enhancement method based on homomorphic filter for face recognition under varying illumination. The illumination correction is obtained by reducing the low frequency part but magnifying the high frequency part by varying the parameters of the selected high pass filter. Work of Faraji et al. [19] introduced an adaptive homomorphic filter to improve the face recognition accuracy under dynamic illumination. The adaptive factor for enhancement performance is obtained by the statistics of frequency magnitude. However, the effect of illumination uniformity is far more dissatisfactory because the homomorphic filter cannot separate the illumination and reflection accurately. To address this problem, wavelet based methods are proposed to achieve better visual effects because of their spatial and frequency characteristics and multi-resolution properties. Work of Łoza et al. [20] proposed an automatic contrast enhancement method based on local statistics of wavelet coefficients for low-light and uneven images. Combined with the shrinkage function in the wavelet domain, the uneven illumination is compensated and noise amplification is avoided for single image and videos. Work of Shen et al. [21] introduced an uneven illumination correction (UIC) algorithm to obtain better image quality by changing the coefficients of low and high frequency components of each channel property for the remote sensing images covered with thin clouds. Work of Kim et al. [22] proposed an image contrast enhancement algorithm by maximizing the entropy defined in wavelet domain, which can correct the uneven illumination in the image and increase the image quality. For this method, there is no need to implement the post-processing for the noise reduction procedure because of the characteristic of the entropy scaling. For cephalometric images with poor quality, Work of Kaur et al. [23] introduced a contrast enhancement algorithm based on wavelet-based modified adaptive histogram equalization, which can result in uniform illumination distribution. Work of Jung et al. [24] developed a method based on dual-tree wavelet transform (DT-CWT) for low-light and uneven illumination image enhancement. These methods can persevere the edge details perfectly and handle the low-light case thoroughly, but the compensation effect of the uneven illumination is not well enough.
Based on the observation of the methods mentioned above, none of them can compensate uneven illumination, remove noise and enhance the details simultaneously to increase the quality of the inspection images. Hence, we propose a hybrid method based on the integration of modified MSR and fuzzy enhancement to meet the above three demands at the same time. The input image is decomposed into one low frequency component and three high frequency components by DWT. An improved MSR framework has been applied to the low frequency component to compensate the uneven illumination. Then, a combination technique is used to merge the three results processed by improved SSRs to obtain one single enhanced low frequency components. For these three high frequency components, a soft threshold based image noise reduction is processed firstly to eliminate the noise. Then, the image details are classified into high contrast edges and low contrast edges according to the proposed contrast measurement defined in the wavelet domain. After that, a modified membership function and a fuzzy enhancement function are applied to each high frequency component to enhance the edges and increase the contrast properly. Finally, an inverse DWT is used to transform the results of four components to compensate the uneven illumination, remove noise and enhance the contrast at the same time.
The rest of the article is arranged as follows. Section 2 shows the inspection image acquisition and its spectrum analysis. Section 3 shows the details of the proposed method including low and high frequency components enhancement. The effectiveness of the proposed method is validated in Section 4 by conducting several experiments and qualitative and quantitative analysis. The conclusion and further work are presented in Section 5.
Inspection Image Acquisition and Spectrum Analysis

Inspection Image Acquisition
As shown in Figure 1a , the vision system of CIR consists of two hand-eye cameras and two Pan-Tilt-Zoom (PTZ) network cameras. The hand-eye cameras are mainly used to recognize overhead ground wire (OGW) when crossing the obstacles such as dampers and tower head from a top view. The PTZ cameras are mainly used to captured images and videos of towers, transmission lines and other interest targets. Because of the particular installation position of hand-eye camera with limited field of view (FOV), the distribution of the illumination is always uneven as the arm keeps out of the nature light (as shown in the first column of Figure 1b ), and the difficulties to detect OGWs increase obviously when the OGWs is in the dark region. Moreover, due to the limitations of the LUX of the cameras, the noises are generated in the shadow region and the contrast is relatively low. The PTZ cameras are installed on both sides of the robot body with broader FOV. However, the uneven illumination is presented in the frequently occurred backlight or polarizing scenes, as shown in the second column of Figure 1b . The local contrast of the dark region is low, and, unfortunately, important image details such as bolts, dampers, and insulator are always located in this region. Thus, it is a challenge to recognize and locate these valuable targets in the inspection image. In addition, different lighting intensity and lighting angles will also cause a large range of dynamic changes of image lighting, which will result in more severe lighting condition. Hence, to obtain high quality images which can facilitate the subsequent detection and identification, it is necessary to correct the illumination, remove noise and increase the local contrast for enhancing the image details information. 
Spectrum Analysis
The changing intensity distribution of the gray levels can be observed in spectrum image after 2D Fourier transformation. To correct the illumination, remove the noise and enhance the image details, it is necessary to conduct spectral analysis for the image in advance. In general, image details such as the edge of ground wire are considered to have large variation in grayscale and should be located in the high-frequency domain of the spectrum image. Moreover, noise also generally exists in the high frequency range. However, the illumination information of the image is generally corresponding to the lower frequency range. To visualize the distribution of the illumination, noise and edges of the inspection image under different brightness, spectrum distribution maps of four sampled inspection images in the same scene with varying illuminance are shown in Figure 2 .
In Figure 2a ,c, we can see that the spectrum has sufficient illuminance. There are two clear close vertical lines distributed in the second and fourth quadrants, which correspond to the edges of OGW and robot body in Figure 2a . When the illumination of the image becomes less uniform and darker, as shown in Figure 2b -d, the two bright straight lines become more fuzzy and the distribution of the center spectrums becomes wider. Besides, there are more signals in the middle frequency domain. These characteristics indicate that, as the image illumination unevenness is strengthening and the local contrast of the image is decreasing, the noise information is mostly distributed in the intermediate frequency.
Therefore, the method based on Retinex theory is proposed to compensate the uneven illumination in the low-frequency domain, while a fuzzy enhancement method is proposed to enhance the local contrast in the high frequency domain. The soft threshold based method is used to remove noise in the high frequency domain simultaneously. However, since the noise and edge information are almost in the same frequency band, it is difficult for conventional low pass and high pass filters to retain the complete edge information while removing the noise. Hence, DWT method is adopted to obtain multi-scale image expression to achieve image enhancement. 
The changing intensity distribution of the gray levels can be observed in spectrum image after 2D Fourier transformation. To correct the illumination, remove the noise and enhance the image details, it is necessary to conduct spectral analysis for the image in advance. In general, image details such as the edge of ground wire are considered to have large variation in grayscale and should be located in the high-frequency domain of the spectrum image. Moreover, noise also generally exists in the high frequency range. However, the illumination information of the image is generally corresponding to the lower frequency range. To visualize the distribution of the illumination, noise and edges of the inspection image under different brightness, spectrum distribution maps of four sampled inspection images in the same scene with varying illuminance are shown in Figure 2 . 
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Therefore, the method based on Retinex theory is proposed to compensate the uneven illumination in the low-frequency domain, while a fuzzy enhancement method is proposed to enhance the local contrast in the high frequency domain. The soft threshold based method is used to remove noise in the high frequency domain simultaneously. However, since the noise and edge information are almost in the same frequency band, it is difficult for conventional low pass and high pass filters to retain the complete edge information while removing the noise. Hence, DWT method is adopted to obtain multi-scale image expression to achieve image enhancement. In Figure 2a ,c, we can see that the spectrum has sufficient illuminance. There are two clear close vertical lines distributed in the second and fourth quadrants, which correspond to the edges of OGW and robot body in Figure 2a . When the illumination of the image becomes less uniform and darker, as shown in Figure 2b -d, the two bright straight lines become more fuzzy and the distribution of the center spectrums becomes wider. Besides, there are more signals in the middle frequency domain. These characteristics indicate that, as the image illumination unevenness is strengthening and the local contrast of the image is decreasing, the noise information is mostly distributed in the intermediate frequency.
Therefore, the method based on Retinex theory is proposed to compensate the uneven illumination in the low-frequency domain, while a fuzzy enhancement method is proposed to enhance the local contrast in the high frequency domain. The soft threshold based method is used to remove noise in the high frequency domain simultaneously. However, since the noise and edge information are almost in the same frequency band, it is difficult for conventional low pass and high pass filters to retain Figure 3 . The flowchart of the proposed inspection image enhancement method.
Discrete Wavelet Transformation (DWT)
The discrete wavelet transformation (DWT) proves to be useful in image processing [25, 26] , which is capable of providing the fine to coarse representation of the input image according to the different scales of independent decomposition [27] . Moreover, the advantage in the joint spatialfrequency representation [28] over the Fourier transformation makes it be a better choice to analyze the image in the frequency domain such as filtering and noise reduction. Hence, the DWT is used to transform the inspection images into frequency domain.
For the 2Ddiscrete wavelet decomposition, an image can be decomposed into four sub-bands, which is represented as LL, HL, LH and HH, respectively ( Figure 3 ). The LL, which is also called low frequency component, can be decomposed into another four parts to obtain higher level coefficients representation. Another three sub-bands are called high frequency components. As we know, the illumination part of an image corresponds to the low frequency component and the intrinsic features correspond to the high frequency components. Hence, the illumination compensation can be obtained in the LL sub-band, and the local contrast enhancement can be achieved in the HL, LH and HH sub-bands. The one-level Haar wavelet DWT is applied in this paper for its celerity and simplicity.
Low Frequency Component Enhancement Based on Improved MSR
Basic Principal of Image Enhancement Based on Retinex Model
Retinex assumes the color constancy of color image under varying illumination condition, and the color constancy refers to gray intensity constancy. Theoretically, the source image I(x,y) is the product of the illumination image L(x,y) and the reflection image R(x,y), as shown in the following equation:
where x and y are the coordinate indexes of pixel in the image. The illumination image L(x,y) represents the overall light intensity around the foreground objects, which has nothing to do with the objects. However, the reflection image R(x,y) describes the intrinsic characteristic of the image such as the edge details, which have nothing to do with the surrounding lighting conditions as well. Hence, if the illumination image and reflection image can be separated, the image enhancement could be achieved by varying the proportion of illumination part and reflection part in the original 
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where G(x,y) is Gaussian function (surrounding function) with the scale parameter σ, and "*" is the convocation operation. Figure 4 , and it is proved that Gaussian function could accurately estimate the illumination image, which can be represented as
where G(x,y) is Gaussian function (surrounding function) with the scale parameter σ, and "*" is the convocation operation. Retinex based methods are widely used to solve the problems of illumination compensation and image enhancement, and the enhancement effect largely depends on the standard deviation. Since the value of the parameter σ affects the dynamic compression capability and the gray intensity constancy, it can be set between 50 and 100 empirically. However, one single SSR could not provide sufficient dynamic compression capability and accurate gray intensity constancy, MSR were proposed to solve this problem and can be represented as
where K denotes the quantity of the surrounding functions, Gk is the kth scale surrounding function and Wk is the corresponding weight factor. The excellent enhancement performance can be achieved by adopting MSR with three different scales (K = 3) according to work of Xue, Gao et al. [29, 30] .
Implementation of the Low Frequency Component Enhancement Algorithm Based on Improved MSR
The enhancement effects of the traditional MSR algorithm largely depend on the scale parameter σ. Unreasonable deviations would result in under-or over-enhanced effects, especially for those highest and lowest brightness areas. To solve this problem, Xue [29] and Fu and Liu [31] proposed two improved MSR algorithm by using different Gaussian functions to process the source image, and the filtered image are combined to obtain good enhancement effects. However, since these two methods applied MSR algorithm to the original gray image, the denoising process and the details enhancement process cannot be completed, which cannot satisfy the image enhancement of inspection images in the environment of uneven illumination, low contrast, etc.
Considering the above imperfections, this paper proposes an improved MSR image enhancement algorithm for the low frequency component in the wavelet domain. Gaussian functions with three different scales (K = 3) are used to filter the low frequency image, and the detailed steps are shown in Figure 5 . Retinex based methods are widely used to solve the problems of illumination compensation and image enhancement, and the enhancement effect largely depends on the standard deviation. Since the value of the parameter σ affects the dynamic compression capability and the gray intensity constancy, it can be set between 50 and 100 empirically. However, one single SSR could not provide sufficient dynamic compression capability and accurate gray intensity constancy, MSR were proposed to solve this problem and can be represented as
where K denotes the quantity of the surrounding functions, G k is the kth scale surrounding function and W k is the corresponding weight factor. The excellent enhancement performance can be achieved by adopting MSR with three different scales (K = 3) according to work of Xue, Gao et al. [29, 30] .
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The low components are combined as follow, Step 1: Decompose the given gray image I by Haar wavelet functions into four components which are low frequency component I LL1 (i, j), and three high frequency components I HL1 , I LH1 and I HH1 .
Step 2: Convert the coefficients into grayscale range. Considering the particularity of the wavelet coefficients which are float numbers with positive and negative symbols, the SSR algorithm designed for the grayscale images with integer intensity values in range (0, 255) cannot be applied to I LL1 (i, j) directly. The coefficients of the I LL1 (i, j) should be scaled to (0, 255) before Retinex by the following equation.
Step 3: Modify MSR, apply three SSR algorithm shown in Figure 5 to I LL1 (i, j), and then use Gaussian functions with three different standard deviation σ to get reflection part of the image R LL1 (i, j). Finally, the results of these three modified SSRs are R 1
, as shown in Figure 5 .
Step 4: Convert the result image R LL1 (i, j) to the range [I LL1 (i, j) min , I LL1 (i, j) min ] by using the following equation:
where R LL1 (i, j) max and R LL1 (i, j) min are the maximum and minimum values of the result of the previous steps. R LL1 (i, j) is the normalization result. Then, as in Step 1, the wavelet decomposition with Haar wavelet functions are applied to the three R LL1 (i, j) to obtain corresponding low frequency and high frequency components.
Step 5: Conduct combination procedure. The high frequency component reflects the image details. The max operation is performed on the three results obtained by previous steps to get more details, and the equations are as follows.
The low components are combined as follow,
Step 6: Apply wavelet reconstruction procedure to R LL2 , R HL2 , R LH2 and R HH2 to get the final enhancement result.
To get the optimal effect, the scale factors σ of the MSR algorithm are set as 25, 80, and 100, respectively, by conducting intensive experiments.
High Frequency Components Enhancement Based on Fuzzy Enhancement
After the wavelet decomposition, the detail edge information and noise are mainly located in the high frequency component. Hence, the purpose of the enhancement is to increase the local contrast which highlights edge details and reduces noise simultaneously in this frequency range. Moreover, according to the characteristic of the wavelet decomposition, the coefficient of the detailed information is basically larger than that of the noise. Therefore, it is quite possible to separate these two parts and handle them separately. Thus, the noise reduction of the high frequency components is carried out first, and then an improved fuzzy enhancement algorithm is applied under the motivation of work of Du, Pal et al. [32, 33] to extract useful edge information.
Noise Reduction
The methods of noise reduction in wavelet domain can be generally divided into two categories: hard thresholding methods and soft thresholding methods. For the hard thresholding method, the image edge information can be persevered well but the noise reduction performance is unsatisfactory. However, the soft thresholding method can obtain relatively smooth visual effect and handle the noise well. Proposed by work of Bichao et al. [34] , Shrink threshold estimation method considering the prior information of the coefficients of original image without noise is used to calculate the threshold as follow:
where l represents the different scale, k represents the index of high frequency components in each scale, and k = 1, 2, 3 denotes the LH, HL and HH components, respectively. The variance σ ∧ n of noise can be obtained from this component using Median Absolute Deviation (MAD) method. The variance σ ∧ l,k of original image without noise in scale l and k component can be calculated as following equation using maximum likelihood estimation method in work of Bichao et al. [34] .
Three soft threshold values corresponding to three high components can be obtained by Equation (9) and applied to reduce noise in the high frequency components.
Implementation of Local Contrast Enhancement in the High Frequency Components Based on Fuzzy Enhancement
After the previous steps, some of the noises contained in the high frequency components are removed. Therefore, image edges and some noises are distributed in high frequency components. Moreover, large values in high frequency component represent the detailed information of high contrast, while small ones often belong to the detailed information of noise and low contrast. To improve visual quality and targets detection accuracy, the high contrast edge details such as the texture of the OGW and its two border lines should be enhanced, while the edge details with lower contrast such as the texture of the background should be weakened.
The high frequency components after the first wavelet decomposition own large values and a wide distribution range. To analyze the distribution of low-contrast and high-contrast edge information, the three high frequency wavelet components mentioned previously are firstly compressed into the original gray-scale range of the image, i.e., (0, 255). Figure 6 shows histograms of the normalized wavelet horizontal, vertical and diagonal components, in which the horizontal axis represents the gray scale of the compressed wavelet coefficients and the vertical axis represents the occurrence frequency of this gray value in the whole image. When these three histograms are enlarged, several signals are still in the gray levels from 60 to 255, which can hardly be distinguished by us since they are too weak relative to those data in the range of (0, 60). Interestingly, these signals correspond to the high contrast detailed information that we want to enlarge. The detailed information of low contrast and some of the noises are mainly distributed in the range of (0, 60). Based on this analysis, we propose an improved fuzzy enhancement algorithm to enhance the high frequency components. The detailed steps are shown in Figure 7 . the occurrence frequency of this gray value in the whole image. When these three histograms are enlarged, several signals are still in the gray levels from 60 to 255, which can hardly be distinguished by us since they are too weak relative to those data in the range of (0, 60). Interestingly, these signals correspond to the high contrast detailed information that we want to enlarge. The detailed information of low contrast and some of the noises are mainly distributed in the range of (0, 60). Based on this analysis, we propose an improved fuzzy enhancement algorithm to enhance the high frequency components. The detailed steps are shown in Figure 7 . Step 1: Construct the fuzzy set. These three high frequency components are converted to fuzzy set by using the proposed improved membership function. Because the component can be roughly divided into noise part and detailed information part in terms of the coefficient intensity, the intensity level of each component can be used as fuzzy feature. Moreover, considering the distribution of the coefficients, a power function is selected as the membership function for its simplicity and effectiveness in separating the two parts. The function is as follows
where ij C is the coefficient intensity value in each high frequency component, and β is the critical parameter for the shape of the membership function, which is in range (0, 1).
Step 2: Fuzzy set transformation. To increase the separability of the fuzzy set, a power function is applied to alter the fuzzy set for its flexibility. The optimal image enhancement effects can be obtained by varying the power. The enhancement function is as follows.
Step 3: Transform the fuzzy set back to the image high frequency component. Opposite to Step 1, the features in fuzzy set domain are inversely transformed to high frequency component domains by using Equation (12) . The results are the enhanced high frequency coefficients.
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The improved fuzzy enhancement algorithm discussed above is applied to three high frequency components: Interestingly, these signals correspond to the high contrast detailed information that we want to enlarge. The detailed information of low contrast and some of the noises are mainly distributed in the range of (0, 60). Based on this analysis, we propose an improved fuzzy enhancement algorithm to enhance the high frequency components. The detailed steps are shown in Figure 7 . Step 1: Construct the fuzzy set. These three high frequency components are converted to fuzzy set by using the proposed improved membership function. Because the component can be roughly divided into noise part and detailed information part in terms of the coefficient intensity, the intensity level of each component can be used as fuzzy feature. Moreover, considering the distribution of the coefficients, a power function is selected as the membership function for its simplicity and effectiveness in separating the two parts. The function is as follows
The improved fuzzy enhancement algorithm discussed above is applied to three high frequency components: Step 1: Construct the fuzzy set. These three high frequency components are converted to fuzzy set by using the proposed improved membership function. Because the component can be roughly divided into noise part and detailed information part in terms of the coefficient intensity, the intensity level of each component can be used as fuzzy feature. Moreover, considering the distribution of the coefficients, a power function is selected as the membership function for its simplicity and effectiveness in separating the two parts. The function is as follows
where C ij is the coefficient intensity value in each high frequency component, and β is the critical parameter for the shape of the membership function, which is in range (0, 1).
The improved fuzzy enhancement algorithm discussed above is applied to three high frequency components: I LH1 , I HL1 and I HH1 . The enhanced components are denoted I HL , I LH and I HH .
The enhancement effect is controlled by two parameters β and γ which determine the shape of the fuzzy enhancement curve. To increase the enhancement effect as much as possible, the values of β and γ should be determined reasonably. We discuss how to choose the values in detail in the next section.
Experimental Results and Analysis
Parameters Selection
To obtain the optimal performance, the parameters of the proposed method should be chosen reasonably. The parameters selection of the proposed method are discussed in detail in the following section.
The Parameters for Improved MSR
The single scale Retinex (SSR) cannot provide good dynamic range compression (detailed information such as edges) and fine tonal rendition (brightness information) at the same time. In fact, there is a distinct trade-off between dynamic range compression and tonal rendition, controlled by the scale of the surrounding function, which can only be improved at the cost of reducing others. It has been verified by many researchers of the work of Zia-Ur, Rahman et al. [35, 36] that the combination of multiple surroundings, namely multi-scale Retinex (MSR), is necessary to alleviate the trade-off. Of course, the scales number used for the MSR depends on the application. It has been found empirically, however, that a combination of three scales representing narrow, medium, and wide surrounds is sufficient to provide both dynamic range compression and tonal rendition of the work of Zia-Ur, Rahman et al. [35, 36] . More details information and brightness information are provided by narrow and wide scale respectively. Figure 8 shows the representative input inspection image: Figure 8b -d shows the results when the different surround functions are applied to the original image, and Figure 8e shows the effect of the MSR. As shown in Figure 8 , single scale Retinex cannot obtain ideal enhancement result. As shown in Figure 8b ,c, the imperfection of the narrow and medium surround cases is self-evident. The wide surround case produces a better output image, but the edges are not clear enough, as shown in Figure 8d . The MSR image contains features from all three scales simultaneously, providing fine edge details and uniform brightness, as shown in Figure 8e 
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The Parameters for Improved MSR
The single scale Retinex (SSR) cannot provide good dynamic range compression (detailed information such as edges) and fine tonal rendition (brightness information) at the same time. In fact, there is a distinct trade-off between dynamic range compression and tonal rendition, controlled by the scale of the surrounding function, which can only be improved at the cost of reducing others. It has been verified by many researchers of the work of Zia-Ur, Rahman et al. [35, 36] that the combination of multiple surroundings, namely multi-scale Retinex (MSR), is necessary to alleviate the trade-off. Of course, the scales number used for the MSR depends on the application. It has been found empirically, however, that a combination of three scales representing narrow, medium, and wide surrounds is sufficient to provide both dynamic range compression and tonal rendition of the work of Zia-Ur, Rahman et al. [35, 36] . More details information and brightness information are provided by narrow and wide scale respectively. Figure 8 shows the representative input inspection image: Figure 8b -d shows the results when the different surround functions are applied to the original image, and Figure 8e shows the effect of the MSR. As shown in Figure 8 , single scale Retinex cannot obtain ideal enhancement result. As shown in Figure 8b ,c, the imperfection of the narrow and medium surround cases is self-evident. The wide surround case produces a better output image, but the edges are not clear enough, as shown in Figure 8d . The MSR image contains features from all three scales simultaneously, providing fine edge details and uniform brightness, as shown in Figure 8e . The narrow-surround acts as a high-pass filter to obtain the edge details, but some brightness information is lost. The wide-surround captures the right brightness information, but some detailed information is lost. The MSR is the average of the three renditions.
The mechanism of MSR is the combination of three SSR with narrow, medium and wide surround functions. Of course, the optimal values of these parameters depend on the application. However, we found that there was no significant difference between the cases when the three The narrow-surround acts as a high-pass filter to obtain the edge details, but some brightness information is lost. The wide-surround captures the right brightness information, but some detailed information is lost. The MSR is the average of the three renditions.
The mechanism of MSR is the combination of three SSR with narrow, medium and wide surround functions. Of course, the optimal values of these parameters depend on the application. However, we found that there was no significant difference between the cases when the three parameters were in a limit range. The narrow, medium and wide surrounds are in the ranges (5, 30) , (30, 90) and (90, 150), respectively. That is why there are minor differences in the selection of the three parameters in many studies of the work of Rahman, Jobson, Wang et al. [36] [37] [38] using MSR algorithm. Based on this practical experience, the three parameters in our work are set as 25, 80 and 100. The effectiveness of these parameters is verified in the following section.
The Parameters for Fuzzy Enhancement
There are two parameters in high-frequency components enhancement, including membership function coefficient β and image enhancement factor γ.
The parameter γ affects the shape of enhancement curve. For the given fuzzy features µ obtained by Equation (10), different γ lead to varying enhancement results, and the curves corresponding to Equation (11) are shown in Figure 9 . Any given value of γ tends to strengthen the higher fuzzy features and suppress the lower fuzzy features to amplify the high contrast details and restrain the low contrast details information. Specifically, when γ = 1, it is a linear transformation, which has no effect on the given fuzzy features. As the value of γ increases, the enhancement effect on the image becomes more obvious. However, when γ ≥ 4, most of the fuzzy values lower than 0.3 or bigger than 0.7 are set to 0 or 1, respectively. This will lead to over-enhancement. Hence, to obtain relatively optimal enhancement results, γ is set to 3 in our work.
The parameter γ affects the shape of enhancement curve. For the given fuzzy features µ obtained by Equation (10), different γ lead to varying enhancement results, and the curves corresponding to Equation (11) are shown in Figure 9 . Any given value of γ tends to strengthen the higher fuzzy features and suppress the lower fuzzy features to amplify the high contrast details and restrain the low contrast details information. Specifically, when γ = 1, it is a linear transformation, which has no effect on the given fuzzy features. As the value of γ increases, the enhancement effect on the image becomes more obvious. However, when γ ≥ 4, most of the fuzzy values lower than 0.3 or bigger than 0.7 are set to 0 or 1, respectively. This will lead to over-enhancement. Hence, to obtain relatively optimal enhancement results, γ is set to 3 in our work. The parameter β of modified membership function determines the local detail contrast enhancement performance. The optimal value of β is obtained in (0, 1) by simulation experiments. The enhanced results of the given original image based on the proposed method with five different β are shown in Figure 10 . To see the details clearly, the selected regions in red boxes are enlarged. The parameter β of modified membership function determines the local detail contrast enhancement performance. The optimal value of β is obtained in (0, 1) by simulation experiments. The enhanced results of the given original image based on the proposed method with five different β are shown in Figure 10 . To see the details clearly, the selected regions in red boxes are enlarged.
The parameter γ affects the shape of enhancement curve. For the given fuzzy features µ obtained by Equation (10), different γ lead to varying enhancement results, and the curves corresponding to Equation (11) are shown in Figure 9 . Any given value of γ tends to strengthen the higher fuzzy features and suppress the lower fuzzy features to amplify the high contrast details and restrain the low contrast details information. Specifically, when γ = 1, it is a linear transformation, which has no effect on the given fuzzy features. As the value of γ increases, the enhancement effect on the image becomes more obvious. However, when γ ≥ 4, most of the fuzzy values lower than 0.3 or bigger than 0.7 are set to 0 or 1, respectively. This will lead to over-enhancement. Hence, to obtain relatively optimal enhancement results, γ is set to 3 in our work. The parameter β of modified membership function determines the local detail contrast enhancement performance. The optimal value of β is obtained in (0, 1) by simulation experiments. The enhanced results of the given original image based on the proposed method with five different β are shown in Figure 10 . To see the details clearly, the selected regions in red boxes are enlarged. In Figure 10 , noise exists and is amplified in the enhanced image with β < 0.2 because lower β means that it tends to enhance the low contrast regions which consist of noises. The images are over-enhanced with loss of image details when β > 0.3. We can conclude that the best enhancement effects can be obtained by β in range (0.2, 0.3). Image entropy is an indicator of the richness of the detail information of the given image. The image with high local contrast and clear details will lead to higher entropy value and vice versa. The image entropy can be calculated as follow:
where P i represents the ratio of pixels with intensity i to the number of all the pixels in the image, and the intensity level is assumed to be 256. Therefore, to evaluate the enhancement performance objectively, we conduct another experiment to evaluate the image entropy of the selected enlarged images using 21 values in range (0.15, 0.35) with an interval of 0.01. The results are plotted in Figure 11 , which shows the maximum entropy can be obtained when β = 0.24. Hence, β was set to 0.24 for the following experiments.
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In Figure 10 , noise exists and is amplified in the enhanced image with 0.2   because lower β means that it tends to enhance the low contrast regions which consist of noises. The images are over-enhanced with loss of image details when 0.3
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. We can conclude that the best enhancement effects can be obtained by β in range (0.2, 0.3). Image entropy is an indicator of the richness of the detail information of the given image. The image with high local contrast and clear details will lead to higher entropy value and vice versa. The image entropy can be calculated as follow:
where i P represents the ratio of pixels with intensity i to the number of all the pixels in the image, and the intensity level is assumed to be 256. Therefore, to evaluate the enhancement performance objectively, we conduct another experiment to evaluate the image entropy of the selected enlarged images using 21 values in range (0.15, 0.35) with an interval of 0.01. The results are plotted in Figure  11 , which shows the maximum entropy can be obtained when 0.24   . Hence, β was set to 0.24 for the following experiments. 
Validation of the Effectiveness of the Proposed Method
To verify the effectiveness of the proposed algorithm in this article, four categories of most representative inspection images were selected as test samples. The first kind of inspection images was single overhead ground wires which were captured by hand-eye camera, providing a basis for robot to automatically cross obstacles. The other three types of images were captured by the Pantile-zoom (PTZ) camera. The first is the image of the tower head and suspension clamp, which could provide important visual navigation information for the robot to make intelligent behavior planning. The second is the spacer image on multi-split conductors, which can be used to see whether there are safety hazards such as shedding or loose bolt. The third category is insulator images provided with electrical insulation. By analyzing the images, it can be observed that there may be potential safety hazards such as insulator shedding, cracks and pollution.
Firstly, considering different lighting environments, noise and other factors, three most common images are selected as test samples from each category. After the processing by the algorithm proposed in this paper, the effectiveness of the algorithm is verified by observing the final processing effect.
Visual Analysis
With the above parameters, the effects of the algorithm proposed in this paper on four types of images are shown in the following figures. 
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Visual Analysis
With the above parameters, the effects of the algorithm proposed in this paper on four types of images are shown in the following figures. Figure 12 shows three overhead ground wire (OGW) images under different illumination condition and its corresponding enhancement results. Image Figure 12a is characterized by low overall brightness, uneven illumination distribution and low image contrast. After processing the algorithm with the above parameters, the overall brightness of the image is raised and the brightness distribution is more uniform than before. Moreover, the image contrast is enhanced, and the texture of the OGW is clearly visible, which provides a guarantee for the detection and recognition of the OGW. The brightness distribution of image Figure 12b is uneven, and the OGW is in a darker area, while the OGW in Figure 12c is just opposite to Figure 12b , which is in a brighter area. From the results of enhanced images (Figure 12e,f) , the light on the surface of OGW becomes more uniform in both cases, and the contrast between the OGW and the background is enhanced. Therefore, the method proposed in this paper can achieve uniform illumination and enhanced image contrast for OGW images under different lighting conditions. overall brightness, uneven illumination distribution and low image contrast. After processing the algorithm with the above parameters, the overall brightness of the image is raised and the brightness distribution is more uniform than before. Moreover, the image contrast is enhanced, and the texture of the OGW is clearly visible, which provides a guarantee for the detection and recognition of the OGW. The brightness distribution of image Figure 12b is uneven, and the OGW is in a darker area, while the OGW in Figure 12c is just opposite to Figure 12b , which is in a brighter area. From the results of enhanced images (Figure 12e,f) , the light on the surface of OGW becomes more uniform in both cases, and the contrast between the OGW and the background is enhanced. Therefore, the method proposed in this paper can achieve uniform illumination and enhanced image contrast for OGW images under different lighting conditions. Figure 13 shows three tower head and suspension clamp images under different lighting condition and its corresponding enhancement results. Figure 13a ,b shows images taken in the backlight with a brighter background, resulting in the lack of clarity in the details of the tower head such as the shock hammer and the suspension clamp. After the image enhancement, the uneven illumination was reduced, and the contour of the hammer and the suspension clamp became visible. Figure 13c shows an image taken under normal light. From the enhancement results, the image details were enhanced while the illumination of the image did not change much. Therefore, it can be seen that the proposed algorithm in this paper can enhance the inspection images in the case of uneven light, while not reducing the image quality and clear content with uniform light. Figure 13 shows three tower head and suspension clamp images under different lighting condition and its corresponding enhancement results. Figure 13a ,b shows images taken in the backlight with a brighter background, resulting in the lack of clarity in the details of the tower head such as the shock hammer and the suspension clamp. After the image enhancement, the uneven illumination was reduced, and the contour of the hammer and the suspension clamp became visible. Figure 13c shows an image taken under normal light. From the enhancement results, the image details were enhanced while the illumination of the image did not change much. Therefore, it can be seen that the proposed algorithm in this paper can enhance the inspection images in the case of uneven light, while not reducing the image quality and clear content with uniform light. Figure 14 shows three spacer images under cloudy condition and its corresponding enhancement results. The inspection images under cloudy conditions are generally dark, resulting in low image contrast. Some details such as bolts at the junction between the spacing bar and the wire are not clear enough. Seen from the enhancement effect (Figure 14d-f Figure 15a was taken on a cloudy day. In Figure  15b , the overall brightness of the image is increased, the illumination distribution is more uniform, and the details of the image such as the contour of the insulator plate are clearer. Figure 15b shows an insulator image taken under the condition of strong illumination, which is characterized by strong light, resulting in unclear details. In Figure 15e , although the illumination uniformity of the image is not improved, the details of the image are enhanced. Figure 15c is an insulator image taken from a distance. It is characterized by complex background and low contrast with noise. In Figure  15f , the contrast of the image is enhanced. Hence, the proposed algorithm can not only enhance the image with low illumination and non-uniformity, but also enhance the image with high illumination and noise. Figure 15a was taken on a cloudy day. In Figure  15b , the overall brightness of the image is increased, the illumination distribution is more uniform, and the details of the image such as the contour of the insulator plate are clearer. Figure 15b shows an insulator image taken under the condition of strong illumination, which is characterized by strong light, resulting in unclear details. In Figure 15e , although the illumination uniformity of the image is not improved, the details of the image are enhanced. Figure 15c is an insulator image taken from a distance. It is characterized by complex background and low contrast with noise. In Figure  15f , the contrast of the image is enhanced. Hence, the proposed algorithm can not only enhance the image with low illumination and non-uniformity, but also enhance the image with high illumination and noise. Figure 15 shows three insulator images under different lighting condition and their corresponding enhancement results. The image in Figure 15a was taken on a cloudy day. In Figure 15b , the overall brightness of the image is increased, the illumination distribution is more uniform, and the details of the image such as the contour of the insulator plate are clearer. Figure 15b shows an insulator image taken under the condition of strong illumination, which is characterized by strong light, resulting in unclear details. In Figure 15e , although the illumination uniformity of the image is not improved, the details of the image are enhanced. Figure 15c is an insulator image taken from a distance. It is characterized by complex background and low contrast with noise. In Figure 15f , the contrast of the image is enhanced. Hence, the proposed algorithm can not only enhance the image with low illumination and non-uniformity, but also enhance the image with high illumination and noise. 
Image Quality Analysis
From the visual analysis presented above, it can be seen that the enhanced image is clearer and the illumination is more uniform, and the image quality is definitely improved. To evaluate the effectiveness of the proposed method more objectively, the image quality evaluation for the inspection images before and after the enhancement is conducted and compared. Since the robot has carried out many inspection tests, mny inspection images have been accumulated. According to the four categories mentioned above, 50 images of the five light levels were selected for each category to form the image quality test dataset. The five light levels are, respectively, too low, low, normal, strong, and too strong, and they are expressed in terms of 1-5. Due to the uncontrolled illumination condition, it is often difficult to get reference images. Thus, two kinds of classical methods of image quality evaluation without reference are used in this paper, namely, Natural Image Quality Evaluator (NIQE) [39] and Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [40] . Both methods represent the statistics of mean subtracted contrast normalized (MSCN) coefficients. The former obtains the regression model through support vector regression (SVR) method on the training dataset, while the latter learns the mixed Gaussian model on the training dataset, and the obtained models are used to predict the image quality. In this article, some of the images in the LIVE database are used as training sample. As different methods score the image quality in different ways, and the order of magnitude is different, the image quality ratio R is adopted to verify the effectiveness of the method proposed in this paper, which is represented by Q After Befor Q R  (14) where QBefor and QAfter represent the pre-enhancement and post-enhancement image quality scores under the same image quality assessment method, respectively. The results are shown in the following figures.
In Figure 16 , the proposed method can effectively improve the image quality. When the illumination of the image is low, the image quality is improved to the maximum multiple, indicating that this method has the best enhancement effect on the dark non-uniform image. At the same time, when the light is strong, the image quality is improved by a relatively small multiple, which indicates that the enhancement effect of this method on uneven images under the strong light is not as good as that when the light is low. When the image is under normal light, although the method proposed in this paper can enhance the image contrast to a certain extent and improve 
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where Q Befor and Q After represent the pre-enhancement and post-enhancement image quality scores under the same image quality assessment method, respectively. The results are shown in the following figures. In Figure 16 , the proposed method can effectively improve the image quality. When the illumination of the image is low, the image quality is improved to the maximum multiple, indicating that this method has the best enhancement effect on the dark non-uniform image. At the same time, when the light is strong, the image quality is improved by a relatively small multiple, which indicates that the enhancement effect of this method on uneven images under the strong light is not as good as that when the light is low. When the image is under normal light, although the method proposed in this paper can enhance the image contrast to a certain extent and improve the image quality, the image quality improvement is the least multiple due to the high quality of the image itself. 
Comparison with Other Methods
To further verify the advantages of the proposed method, the performance of the proposed method was compared with two histogram based techniques, HE [8] and CLAHE [11] ; three Retinex theory based techniques, SSR [13] , MSR [17] and SSR + BF [14] ; and two transform domain based techniques, HF [19] and UIC [21] . The most representative image was selected from each type of image (four types) as the test image for further analysis. Figure 17 shows the comparison of a low-light and uneven illumination image captured by the hand-eye camera. There is an OGW wire in the right part of the image, and the background contains the slideway, the pincher roller and the ground. The image is dim and the brightness of the robot surface is much higher than that of the OGW which is the detection target. Hence, the details of the OGW are almost cannot be observed. All eight methods corrected the uneven illumination and enhanced the contrast. However, the visual effects are different from each other. HE method enhances the overall contrast of the images and the details of the OGW texture. However, it over-enhances the image since there are some distinct dark and bright regions which may shelter important details in the enhanced image. Moreover, it amplifies noise and generates some artifacts. The CLAHE method solves the over-enhancement problem to some extent by restricting the enhancement of contrast, and enhances the details of the OGW and the pinch roller. However, it does not sufficiently enhance the brightness of image and the noise is still magnified because the technique is still based on histogram equalization (HE). The enhancement results using SSR and MSR methods tend to make the given image have day-light-like visual effects and do not enhance the local contrast. SSR results in some halo artifacts by reducing the intensity of the pixels which are 
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Comparison with Other Methods
To further verify the advantages of the proposed method, the performance of the proposed method was compared with two histogram based techniques, HE [8] and CLAHE [11] ; three Retinex theory based techniques, SSR [13] , MSR [17] and SSR + BF [14] ; and two transform domain based techniques, HF [19] and UIC [21] . The most representative image was selected from each type of image (four types) as the test image for further analysis. Figure 17 shows the comparison of a low-light and uneven illumination image captured by the hand-eye camera. There is an OGW wire in the right part of the image, and the background contains the slideway, the pincher roller and the ground. The image is dim and the brightness of the robot surface is much higher than that of the OGW which is the detection target. Hence, the details of the OGW are almost cannot be observed. All eight methods corrected the uneven illumination and enhanced the contrast. However, the visual effects are different from each other. HE method enhances the overall contrast of the images and the details of the OGW texture. However, it over-enhances the image since there are some distinct dark and bright regions which may shelter important details in the enhanced image. Moreover, it amplifies noise and generates some artifacts. The CLAHE method solves the over-enhancement problem to some extent by restricting the enhancement of contrast, and enhances the details of the OGW and the pinch roller. However, it does not sufficiently enhance the brightness of image and the noise is still magnified because the technique is still based on histogram equalization (HE). The enhancement results using SSR and MSR methods tend to make the given image have day-light-like visual effects and do not enhance the local contrast. SSR results in some halo artifacts by reducing the intensity of the pixels which are positioned near the brighter pixels. MSR reduces the halo effects to some degree by considering the illumination information at different scales. As shown in the sixth row of the first column, the BFR can eliminate image noise partially. However, the brightness is not enhanced as much as for CLAHE method. Moreover, the details of the OGW are blurry and not clear enough, while HF method enhances the details successfully. However, the overall illumination is not bright enough. UIC method can correct the uneven illumination effectively. However, the details are not clear enough and there is still some noise in it. The proposed method achieves the best enhancement results. The enhanced images are natural looking with uniform illumination, clear details and higher contrast, which is similar to UIC method except that the noise is reduced more completely and the local contrast is higher.
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Quantitative Comparison
To evaluate the enhancement performance of the proposed method objectively and its advancement, seven image enhancement methods were used for comparison. Five measurement criteria were used: mean value (Mean), standard deviation (STD), peak signal noise ratio (PSNR), 
To evaluate the enhancement performance of the proposed method objectively and its advancement, seven image enhancement methods were used for comparison. Five measurement Symmetry 2018, 10, 570 20 of 24 criteria were used: mean value (Mean), standard deviation (STD), peak signal noise ratio (PSNR), image entropy (Entropy) and average gradient (AG). The calculations for these five measurements are shown below.
(a) Average intensity value represents the overall brightness of the image:
(b) Standard deviation represents the overall contrast of the given image. Higher standard deviation value means more contrast information in the image:
(c) Mean square error (MSE) and peak signal ratio (PSNR) represent the de-noising performance of the method:
where MAX I is the maximum intensity value in image I. Higher PSNR value means less noise in the image. (d) Image entropy is an important factor that represents the richness of the information of an image.
Higher entropy value means more details in the image, and the entropy of the enhanced image should be larger than that of given image:
where P i is the ratio between the number of pixels with intensity i to the whole pixels numbers. (e) Average gradient represents the local contrast of the details by considering the intensity difference of pixels. The larger the average gradient value is, the higher the local contrast among the details in the image will be: Table 1 shows the quantitative results of the enhanced image by different method on four images, A, B, C and D, which correspond to the original images in Figures 17-20 , respectively. The statistical analysis results in Table 1 are shown in Figure 21 with a block diagram.
In term of mean intensity value of image, most of the methods increase this value, which will brighten the overall image since the illumination of the four given image are relatively low. However, the HF method does not improve the brightness since it suppresses the illumination, which is seen as low-frequency component in the image. To objectively evaluate the illumination correction performance, the image histograms of different methods are shown in Figure 21 . In the figure, the gray level of the image are limited to (0, 200) and there are many details drowned in the darkness. Most methods extend the dynamic range except the HF method, although it may enhance the details in the dark to a certain degree. The mean value of the SSR and MSR are larger than that of the other methods which gives the enhanced image a day-like lighting visual appearance. The proposed method obtains an approximate uniform illumination distribution. It proves that the proposed methods can effectively compensate the uneven illumination of the image. Figure 21 . Box plots on the evaluation results in Table 1 .
The above results validate the effectiveness and superiority of the proposed method, but its calculation efficiency should be further verified. The computational complexity was analyzed in terms of MATLAB execution delay for enhancement on a 2.5-GHz Inter Core i7 CPU with 4 GM RAM system running Window 10 OS. Table 2 indicates that the time cost of the method based on transform domain is larger than that of the method based on spatial domain. Because the proposed method is based on the frequency domain and involves the conversion between the spatial domain and frequency domain, it is time consuming. Therefore, the algorithm can only be used in offline or non-real-time scenes at present. However, to further improve the intelligence of the CIR, the real-time processing of the algorithm is an engineering problem that must be solved. Given that the time is measured by using unoptimized MATLAB codes, more efficient C/C++ compilable implementation of the proposed method will significantly improve the applicability of the In term of standard deviation of the image, HE method achieves the largest value since it over-enhances the image with overall strong contrast which gives the image an unnatural sense of vision. The proposed method achieves the next highest standard deviation. It proves that the proposed method can enhance the local contrast while correcting uneven illumination.
In terms of peak signal noise ratio, BFR method achieves the best results since it uses a bilateral filter to reduce noise. HE, SSR and MSR obtain relatively lower PSNR value since they amplify noise in the process of compensating the uneven illumination. The proposed method obtains the second highest PSNR, which proves that it can eliminate noise effectively.
In terms of image entropy, which stands for the richness of details in the image, the proposed method achieves the maximum value since the fuzzy enhancement procedure enhances the high contrast region emphatically. The results show that the enhancement factor selected by the parameter selection procedure is optimal. The image entropy of HE is relatively high due to its over-enhanced characteristic for low-light and uneven illumination image. The CLAHE method also obtains a higher value, but still lower than that of HE, since it alleviates the over-enhancement tendency and can always reveal more details. The image entropy of SSR and MSR methods is relatively low since the illumination component of the image is hard to estimate accurately. The BFR shares the same characteristic with SSR. The image comparisons with different methods prove that the proposed method can enhance the local contrast and the image details effectively.
In terms of the average gradient of the image, which stands for the local contrast of the image, since HE methods get the highest value, as it over-enhances the local contrast. Thus, HE method is left out during the analysis of the average gradient. The proposed method gets the next highest value after the HE method. It also proves the contrast and details enhancement function of the proposed method.
The above results validate the effectiveness and superiority of the proposed method, but its calculation efficiency should be further verified. The computational complexity was analyzed in terms of MATLAB execution delay for enhancement on a 2.5-GHz Inter Core i7 CPU with 4 GM RAM system running Window 10 OS. Table 2 indicates that the time cost of the method based on transform domain is larger than that of the method based on spatial domain. Because the proposed method is based on the frequency domain and involves the conversion between the spatial domain and frequency domain, it is time consuming. Therefore, the algorithm can only be used in offline or non-real-time scenes at present. However, to further improve the intelligence of the CIR, the real-time processing of the algorithm is an engineering problem that must be solved. Given that the time is measured by using unoptimized MATLAB codes, more efficient C/C++ compilable implementation of the proposed method will significantly improve the applicability of the proposed method. 
Conclusions
In this paper, a novel image enhancement method based on Retinex and fuzzy enhancement algorithm in the wavelet domain is proposed for inspection images obtained by the cable inspection robot. It can compensate the uneven illumination, reduce noise and enhance the local contrast simultaneously. The effectiveness of the proposed method is validated by visual analysis and image quality assessment. It can obtain the best enhancement effect to the uneven illumination under the low light condition, and the effect is worse when the illumination is stronger. It is also found that the algorithm can enhance the contrast to some extent even for well-lit images. In general, this method is suitable for outdoor lighting conditions and can improve image quality. Compared with seven other effective methods using five measurements, the proposed method achieves the best performance of illumination compensation and contrast enhancement, which obtains uniform illumination for the four given images and reveals abundant image details such as the texture of the OGW, the shape detail of the shock damper, the bundle conductor and the texture of the surface of the electrical insulator under backlighting. The results show that the proposed method can be applied to the CIR to enhance the quality of the image, which can provide high quality inspection images for the operator and increase the detection performance of the targets on the inspection cable lines inevitably.
For the proposed method, the key parameters such as the three scale factors and the parameter β of modified membership function are set to fixed values, which are broadly feasible. However, since the inhomogeneous characteristic of each image is slightly different, the method with fixed parameters may not enhance the image effectively. Thus, our future work is to investigate an adaptive parameter selection method for obtaining better enhancement results. Considering that the algorithm is time-consuming at present and cannot meet the requirement of real-time processing, improving the real-time performance of the algorithm is also one of the key points for further research. 
