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ABSTRACT
We present the first high angular resolution study of giant molecular clouds (GMCs) in the nearby
spiral galaxy NGC 300, based on observations from the Submillimeter Array (SMA). We target eleven
500 pc-sized regions of active star formation within the galaxy in the 12CO(J=2-1) line at 40 pc
spatial and 1 km s−1 spectral resolution and identify 45 individual GMCs. We characterize the
physical properties of these GMCs, and find that they are similar to GMCs in the disks of the Milky
Way and other nearby spiral galaxies. For example, the GMC mass spectrum in our sample has a
slope of 1.80± 0.07. Twelve clouds are spatially resolved by our observations, of which ten have virial
mass estimates that agree to within a factor of two with mass estimates derived directly from 12CO
integrated intensity, suggesting that the majority of these GMCs are bound. The resolved clouds
show consistency with Larson’s fundamental relations between size, linewidth, and mass observed in
the Milky Way. We find that the linewidth scales with the size as ∆V ∝ R0.52±0.20, and the median
surface density in the subsample is 54 M pc−2. We detect 13CO in four GMCs and find a mean
12CO/13CO flux ratio of 6.2. Our interferometric observations recover between 30% and 100% of the
integrated intensity from the APEX single dish 12CO observations of Faesi et al. (2014), suggesting
the presence of low-mass GMCs and/or diffuse gas below our sensitivity limit. The fraction of APEX
emission recovered increases with the SMA total intensity as well as with the star formation rate.
Subject headings: galaxies: individual (NGC 300) – galaxies: ISM – ISM: clouds – ISM: molecules –
radio lines: galaxies – techniques: interferometric
1. INTRODUCTION
Giant Molecular Clouds (GMCs) are the localized,
cold, high-density condensations that are found within
the interstellar medium (ISM), and in which gas is con-
verted into stars. The majority of these structures are
located in the disks of spiral galaxies such as the Milky
Way, and thus galaxy disks represent the primary mode
of star formation in the local universe (e.g., Brinchmann
et al. 2004) and out to redshift z ∼ 2, where the cos-
mic star formation rate density peaks (e.g., Rodighiero
et al. 2011). To understand the fundamental process of
star formation, and in particular the initial conditions
which GMCs represent, it is thus of key importance to
investigate the physical properties of GMCs. The Milky
Way presents a fruitful yet limiting laboratory for such
investigations. The high spatial resolution achieved in
local studies has led to detailed knowledge of the struc-
ture and physical properties of the nearest GMCs from
core (< 0.1 pc) to cloud (10-100 pc) scales (e.g., Heyer &
Dame 2015, and references therein). However, our van-
tage point within the Milky Way disk leads to difficulty
in separating clouds along a given line-of-sight, particu-
larly when observing toward the inner Galaxy. Further-
more, derived physical distances are notoriously uncer-
tain within the Galaxy, leading to large uncertainties in
fundamental GMC physical properties that depend on
distance, such as size and mass.
Observing populations of GMCs within nearby spiral
galaxies largely alleviates the problems discussed above:
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all clouds are at essentially the same distance, allowing
a systematic comparison of properties within a sample,
and, providing the galaxy is close to face-on, line-of-sight
confusion is typically absent since galaxy disks are thin.
The biggest challenges in conducting extragalactic obser-
vations of GMCs are resolution (spatial and spectral) and
sensitivity (to detect faint, low column density molecu-
lar gas at cloud edges that is near the minimum col-
umn density for H2 self-shielding). Millimeter and sub-
millimeter interferometers are thus the ideal facilities for
probing extragalactic GMC populations, and numerous
studies over the past two decades have conducted ob-
servations of the low-level CO rotational transitions to
construct GMC catalogs in the Large Magellanic Cloud
(e.g., Fukui et al. 2008), M31 (e.g., Lada et al. 1988; Kirk
et al. 2015), M33 (e.g., Engargiola et al. 2003; Gratier
et al. 2012), M51 (Colombo et al. 2014), and other nearby
(∼few Mpc) spiral galaxies (e.g., Rebolledo et al. 2012;
Donovan Meyer et al. 2013). Comparison with the best
(if limited) catalogs in the Milky Way suggests a general
similarity in GMC properties between galaxies (e.g., Bo-
latto et al. 2008; Fukui & Kawamura 2010, and references
therein). For example, GMCs in the Milky Way, M33,
and M31 show similar characteristic surface densities and
levels of internal turbulence, as exhibited by a similar
size-linewidth relation (Bolatto et al. 2008). Measure-
ments of the GMC mass spectrum have suggested some
differences in slope between disk galaxies in the nearby
universe (e.g., Rosolowsky 2005), but intercomparison
is challenging due to differences in cloud identification
methodologies, physical resolution, and selection effects
between studies. Other investigations suggest a similar
mass spectrum slope between nearby galaxies (Fukui &
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Table 1
SMA observations
Date Source Array # Dmin Dmax 〈τ0〉a On-source Project code
Configuration Antennas (m) (m) (225 GHz) Time (min)
2011 Dec 6 DCL88-69 compact 8 16.4 77.0 0.11 200.3 2011B-S062
2013 Aug 6 DCL88-114 compact 5 16.4 69.1 0.07 234.4 2013A-S062
2013 Aug 9 DCL88-137C compact 5 16.4 69.1 0.16 297.2 2013A-S062
2013 Aug 12 DCL88-137C compact 5 16.4 69.1 0.20 297.7 2013A-S062
2013 Dec 24 DCL88-137B compact 6 16.4 69.1 0.07 209.2 2013B-S074
2013 Dec 29 DCL88-52 compact 6 16.4 69.1 0.11 171.6 2013B-S074
2014 Jan 8 DCL88-79 compact 6 16.4 69.1 0.06 198.8 2013B-S074
2014 Sept 21 DCL88-41 compact-north 8 16.4 139.2 0.12 297.7 2014A-S085
2014 Oct 9 DCL88-23 compact 7 16.4 77.0 0.19 297.2 2014A-S085
2014 Oct 11 DCL88-76C compact 7 16.4 77.0 0.23 296.7 2014A-S085
2014 Oct 12 DCL88-119C compact 7 16.4 77.0 0.13 281.9 2014A-S085
2014 Oct 13 DCL88-127 compact 6 16.4 68.4 0.09 312.0 2014A-S085
2014 Nov 8 DCL88-76C compact 7 16.4 77.0 0.18 297.7 2014A-S085
a Track-averaged zenith opacity at 225 GHz.
Kawamura 2010). The differences in GMC properties
within an individual galaxy have been less well explored,
although Colombo et al. (2014) note that the GMC mass
spectrum shape and slope in M51 GMCs differ signif-
icantly in different dynamical environments within the
galaxy. Further investigation into the GMC populations
of nearby face-on spiral galaxies is necessary to address
fundamental questions of cloud formation, evolution, and
star formation.
We have commenced a study of the nearest low-
inclination spiral galaxy in the southern sky, NGC 300.
To look at molecular gas on large scales, we first tar-
geted a subset of the H II regions identified by De-
harveng et al. (1988) using the APEX 12m millime-
ter telescope to measure CO(2-1), and analyzed pub-
licly available Spitzer 24µm, GALEX far-ultraviolet, and
ESO 2.2m Hα maps to derive star formation rates (Faesi
et al. 2014). The APEX beam has a FWHM of 27′′ at
230 GHz, and thus only resolves structures of physical
sizes d ∼ Dθ ∼ 250 pc at the 1.93 Mpc distance of
NGC 300 (Gieren et al. 2004). In order to study the
molecular gas distribution on size scales characteristic of
GMCs and cloud complexes (tens of pc), we have now
followed up on the APEX study using interferometric
observations with the Submillimeter Array (SMA). This
is the first spatially resolved study of GMCs in NGC 300.
We observed 11 regions from Faesi et al. (2014), each of
which exhibited CO(2-1) emission in the APEX obser-
vations. These regions span a broad range of star for-
mation rates (SFRs) and galactocentric radii. Section 2
presents our observations. Section 3 describes the process
by which we identified GMCs within our CO data cubes
and the derivation of physical parameters. We present
our GMC catalog in Section 4, and discuss these results
in the context of GMC populations in our own and other
galaxies in Section 5.
2. SMA OBSERVATIONS
Table 1 presents a log of our successful SMA observa-
tions of NGC 300 taken during SMA observing semesters
2011B, 2013A, 2013B, and 2014A. Our 11 targets, which
represent several of the brightest CO(2-1) single dish de-
tections from the APEX-observed H II region sample of
Faesi et al. (2014), were successfully observed with 13
SMA tracks over 13 nights between December 2011 and
November 2014, with one source observed per track. Sev-
eral additional assigned observing nights had inadequate
phase coherence and/or unacceptably high atmospheric
opacity, and data from these nights were not used in
our analysis. Although the array nominally consists of
eight antennas, we observed with between 5 and 8 anten-
nas depending on the number in operation at the time
of observation. All observations were carried out in ei-
ther the compact or compact-north configuration, with
minimum baselines Dmin of 16.4 m and maximum base-
lines Dmax ranging between 68 and 139 m, depending on
configuration. Our average synthesized beam size was
6.1′′ by 2.6′′. u,v coverage varied due to the night-to-
night difference in observation time, array configuration,
and number of operational antennas, but was typically
reasonable within the range of u,v distances spanned by
the configuration, thanks to long observing tracks (3-
6 hours). Figure 1 shows the 11 regions we observed
with the SMA overlaid on a Spitzer/Multiband Imaging
Photometer (MIPS; Rieke et al. 2004) 24 µm image of
NGC 300. The observed regions span a range of galac-
tocentric radii out to ∼ 4 kpc and range of SFRs from
3 × 10−4 to 8 × 10−3 M yr−1 (Faesi et al. 2014). The
SMA primary beam is ∼ 51 ′′ (FWHM) at 230 GHz.
2.1. Setup and Data Reduction
As a backend, we used the Application-Specific Inte-
grated Circuit (ASIC) correlator in dual sideband mode.
The lower sideband extended from 219-223 GHz and
the upper sideband encompassed 229-233 GHz. Each
∼ 4 GHz sideband consisted of 48 spectral windows
having 64 channels of width 1.624 MHz each. The
12CO(J=2-1) spectral line was placed in the center of
the upper sideband, and the three spectral windows near-
est the expected sky frequency of this line were config-
ured for high resolution (256 channels, width 406 kHz
[0.528km s−1 at the CO(2-1) rest frequency]). Our spec-
tral setup also covered 13CO(2-1), C18O(2-1), and SiO(4-
3), but of these lines only 13CO(2-1) was detected and
only in a few of the brightest 12CO peaks in two partic-
ular regions (see § 4.3). Due to a tuning error, the 12CO
line was placed in the lower sideband instead of the up-
per sideband in the DCL88-69 track, but we were still
able to fully utilize this data in our analysis.
Data were reduced using the Millimeter Interferome-
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Figure 1. The 11 H II regions we observed with the SMA (green solid circles), which represent a subset of the full APEX sample of Faesi
et al. (2014) (blue dotted circles), overplotted on a Spitzer/MIPS 24 µm image. The solid circle sizes match the SMA half-power primary
beam size of 51′′ (at 230 GHz), while the dotted circle sizes match the APEX FWHM of 27′′.
ter Reduction (MIR) IDL software4 following standard
procedures, which we summarize briefly here. We first
flagged the raw data to remove pointing observations and
bad scans. Next, we used the measured system tempera-
tures in each antenna to scale the detected voltages into
physical flux units. System temperatures were estimated
during observations using the standard chopper wheel
method (e.g., Ulich & Haas 1976). We calibrated for vari-
ations in phase and amplitude across the passband using
observations of the quasars 3c84 and/or 3c454.3. Obser-
vations of two gain calibrators (from amongst 0137-245,
2333-237, 2258-279) were interleaved with science obser-
vations in order to correct for phase and amplitude gain
variations with time. We used observations of Uranus
and the online planet visibility calculator for the SMA5
for final flux calibration. We adopt a conservative flux
calibration uncertainty of 20% based on comparison of
our measured flux and gain calibrator visibility ampli-
tudes with the SMA online database.
2.2. Imaging
After calibration, the data were exported into the
Miriad software package (Sault et al. 1995) for imag-
ing in the 12CO(2-1) line. The 16 channels on either
edge of each high resolution (256 channel) spectral win-
dow were excised, and the raw visibilities were then Han-
ning smoothed, resulting in a final spectral resolution of
1.056 km s−1. To account for any residual continuum
emission and correct potential spectral baseline errors,
4 https://www.cfa.harvard.edu/$\sim$cqi/mircook.html
5 http://sma1.sma.hawaii.edu/planetvis.html
we subtracted a first-order polynomial fit to the line-free
channels from each integrated visibility spectrum. We
imaged 100 channels centered roughly on the APEX CO
line velocity, with a pixel size of 0.5′′. The corresponding
velocity range (105.6 km s−1) was chosen such as to leave
a factor of at least ∼ 4 times the APEX spectral FWHM
(derived from a spectral Gaussian fit to the APEX CO(2-
1) spectrum) in line-free channels from which to compute
the continuum RMS, and to oversample the narrowest di-
mension of the beam by a factor of at least four. To max-
imize sensitivity, we used natural weighting, resulting in
synthesized beams of 6.1′′ by 2.6′′ (57 by 24 pc) on aver-
age (see Table 2 for synthesized beam sizes for each obser-
vation). The imaged cubes were deconvolved using the
Steer et al. 1984 (SDI) algorithm, which minimizes the in-
troduction of ripples (“CLEAN stripes”) in the final im-
ages. Images were cleaned to 1.5 times the average RMS
(computed from emission-free channels), and then re-
stored using the derived model for the synthesized beam.
Final RMS noise estimates are listed in Table 2. The typ-
ical 1σ RMS is about 52 mJy beam−1 per 1.056 km s−1
channel, which corresponds to a column density of ap-
proximately 4 M pc−2 (using a CO(2-1)/CO(1-0) line
ratio of 0.7 [Leroy et al. 2009] and a CO(1-0)-to-H2 con-
version factor of 2.25 × 1020 cm−2 (K km s−1)−1, which
is the average for the regions studied here using the
radial-dependent formula from Faesi et al. (2014), includ-
ing a correction for helium). We assumed a linewidth
of 5 km s−1 in this calculation. As a final step be-
fore analysis, we corrected each data cube for atten-
uation due to the SMA primary beam. The fully re-
4 Faesi et al.
duced and primary beam-corrected data cubes are pub-
licly available for download (Faesi 2016, Dataset: http:
//dx.doi.org/10.7910/DVN/IN7FZS).
Sources with multiple observations were reduced sep-
arately on a per-night basis in MIR then combined
at the beginning of the imaging procedure in Miriad.
The DCL88-137B and DCL88-137C fields overlap signif-
icantly (∼ 11′′ separation between pointing centers), and
so we mosaicked these observations into a single data
cube using a joint imaging approach in Miriad. Each
pointing was individually imaged and then all images
were linearly combined, with weights for each pixel de-
termined by the combination of the primary beam at-
tenuation factor and the expected noise level. Deconvo-
lution of the mosaic was handled using the Miriad task
MOSSDI, which implements an SDI clean on a mosaic.
The final mosaic has an effective size over which primary
beam attenuation has been corrected in a 80′′ by 40′′
field. Using a mosaic for imaging leads to significantly
increased sensitivity in the large overlap area between the
two observed regions as compared to imaging the regions
separately.
In addition, we imaged the 13CO line (rest frequency
220.39868 GHz) similarly to 12CO. In the observing cam-
paigns of 2011 and 2013, we used a correlator setup with
high resolution (1.056 km s−1 after Hanning smoothing)
channels placed at the 13CO sky frequency, and for these
we used an identical imaging procedure to that described
above for 12CO. For the other observations, we achieved
a final velocity resolution of 4.42 km s−1 for the 13CO
images. 13CO was only detected in the brightest 12CO
clouds in DCL88-79 and DCL88-137. In DCL88-79, we
also imaged C18O, but did not detect this line. In § 4.3
we set limits on the CO isotopologue ratios based on the
measured RMS in the raw images. We also imaged the
full 4 GHz continuum (excluding the 12CO and 13CO
spectral windows) using natural weighting, but did not
detect any of our 12CO sources in the 225 GHz contin-
uum.
3. CLOUD IDENTIFICATION AND PROPERTIES
We adopted a physically-motivated approach to the
challenging task of identifying and characterizing GMCs
from a low signal-to-noise, finite resolution data set. We
employed the CPROPS algorithm (Rosolowsky & Leroy
2006, hereafter RL06), which we briefly describe here.
Note that in this paper we use the terms “GMC” and
“cloud” interchangeably.
3.1. GMC Identification
To identify clouds, the CPROPS algorithm first searches
the three-dimensional data cube for pairs of adjacent vox-
els with signal-to-noise > 4σ, where σ is the local RMS
noise level per channel. It then additionally includes all
other adjacent voxels with signal-to-noise > 2σ and de-
fines each such distinct set of voxels as an “island” of
emission. Each island is then divided into GMCs ac-
cording to the following procedure. We use physical pri-
ors based on empirical knowledge of GMCs in the Milky
Way to set the numerical values discussed here. First,
the island is searched for local maxima, where in or-
der to be considered, a candidate local maximum must
have a brightness greater than that in all spatial pix-
els within a range equal to 15 pc, and also greater than
that in all neighboring velocity channels within 2 km s−1.
Next, each local maximum is subjected to several critical
tests: (1) the emission uniquely associated with it must
be larger in area than a single synthesized beam; (2)
the local maximum must be at least6 1 K (15 pc/[beam
FWHM in pc])2 above the merge level with the emission
associated with other local maxima, where the scaling
factor accounts for beam dilution, and; (3) for pairs of
local maxima in a given island, the fractional change in
the moments of the emission between that computed in-
cluding and excluding one of the maxima must be larger
than 50%, otherwise they will not be considered distinct.
The surviving local maxima are considered kernels, and
all emission uniquely associated with each is considered a
“cloud”, i.e. a GMC. The above criteria are empirically
motivated based on the observed physical properties of
GMCs (e.g., Solomon et al. 1987, see also Appendix 3 of
RL06). In addition to the criteria imposed by CPROPS,
we also require GMCs to have central pixels located in-
side the primary beam FWHM (51 ′′), as the noise level
at this point is a factor of two higher than at the image
phase center. We also require that clouds have a central
velocity less than 20 km s−1 different from the APEX
CO central velocity of the region from Faesi et al. (2014),
as detections outside this velocity range likely represent
emission physically unassociated with the galaxy at that
location. This removal only affects two candidate clouds
in DCL23, both of which are at vastly different velocities
(+41 and +49 km s−1) from the APEX CO velocity.
3.2. GMC Properties
CPROPS uses the voxels assigned to each cloud to
compute its physical properties. The primary param-
eters of interest for our purposes are the GMC size
R, FWHM linewidth ∆V , and mass M . These quan-
tities are computed according to the RL06 algorithm,
which we summarize here. R and ∆V are calculated us-
ing the intensity-weighted second moments of the one-
dimensional spatial and velocity distributions, respec-
tively, of voxels within the cloud. In general, the second
moment σ of a one-dimensional distribution is the dis-
persion from the mean, which reflects a measure of the
width of a distribution along that dimension. The gen-
eral form for the intensity-weighted second moment σq
of the discrete variable q with intensities given by f(q) is
σq =
[∑
i f(qi)(qi − q¯)2∑
i f(qi)
]1/2
, (1)
where f(qi) is the intensity of element i, q¯ =∑
i f(qi)qi/
∑
i f(qi) is the intensity-weighted first mo-
ment (i.e., the mean) of q, and the summation runs over
all elements in the distribution. In the subsections be-
low we explain how Equation (1) is applied in CPROPS to
derive the size and linewidth of each cloud. In the en-
suing discussion, the brightness temperature T replaces
the general f in the equation above.
3.2.1. GMC Sizes
6 The Jansky-to-Kelvin conversion factor at 230 GHz is given
by 23.68([bmaj/
′′][bmin/′′])−1 ≈ 1.49 Jy beam−1 per K on average,
with exact values computed based on the synthesized beam size for
each observation.
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Table 2
Source properties
Region R.A. (J2000) decl. (J2000) rms a Synthesized beam
(h m s) ( ◦ ′ ′′) (mJy beam−1) majb minb PAd
(′′ / pc) (′′ / pc) (degree)
DCL88-23 00 54 28.36 −37 41 48.3 51.3 5.9 / 55 2.7 / 25 4.4
DCL88-41 00 54 38.75 −37 41.23.5 45.5 4.9 / 46 2.5 / 23 12.1
DCL88-52 00 54 42.89 −37 40 01.5 73.9 6.8 / 64 2.9 / 27 10.3
DCL88-69 00 54 48.11 −37 43 31.3 31.5 5.5 / 51 2.5 / 23 -13.0
DCL88-76C 00 54 50.89 −37 40 23.6 48.1 5.6 / 52 2.9 / 27 -10.8
DCL88-79 00 54 51.15 −37 38 22.8 45.4 6.5 / 61 2.5 / 23 9.5
DCL88-114 00 55 02.20 −37 39 42.0 51.3 6.5 / 61 2.3 / 22 -17.8
DCL88-119C 00 55 02.87 −37 43 13.2 52.2 6.2 / 58 2.8 / 26 0.0
DCL88-127 00 55 07.53 −37 41 47.8 45.5 6.4 / 60 2.9 / 27 -13.1
DCL88-137Bc 00 55 12.70 −37 41 23.1 79.4 6.2 / 58 2.4 / 22 -0.7
DCL88-137Cc 00 55 13.86 −37 41 36.9 79.4 6.2 / 58 2.4 / 22 -0.7
a rms computed from line-free channels in dirty image.
b Major and minor axis FWHM.
c rms noise and synthesized beam parameters for a mosaicked image.
d Measured counterclockwise from the North.
To compute the size, the CPROPS algorithm first ro-
tates the x and y axes to align with the major and minor
axes of the cloud, whose orientations are determined us-
ing principal component analysis. Next, Equation (1) is
applied for q = x and q = y to compute σx and σy, the
spatial second moments along the major and minor axis,
respectively. These moments are then extrapolated to
the 0 K contour, which we assume represents the outer
boundary of the cloud, using a linear least-squares fit
to the full set of measured contour levels above the in-
tensity level of the cloud boundary. This extrapolation
procedure corrects for the underestimation of cloud size
due to the effects of finite sensitivity. Finally, the spa-
tial beam is deconvolved from the extrapolated spatial
moments to derive the direction-averaged deconvolved
spatial second moment σr. For this calculation, we use
a recently modified version of CPROPS7 kindly provided
by E. Rosolowsky which generalizes the deconvolution
procedure to allow for an elliptical synthesized beam at
arbitrary position angle.
The size R is then calculated to be R = ησr, where
the numerical factor η relates the one-dimensional RMS
spatial second moment to the radius of a spherical cloud.
We choose η = 1.91 to match the Solomon et al. (1987)
empirical definition for Milky Way clouds and to facil-
itate direct comparison with existing Galactic and ex-
tragalactic studies (e.g., Rosolowsky et al. 2003; Bolatto
et al. 2008; Heyer et al. 2009). This is similar to the
value of η ≈ 2.45 one would calculate analytically assum-
ing a spherical cloud with power-law density distribution
ρ ∝ R−β and exponent β = 1 (e.g., RL06). For clouds
with observed sizes smaller than the synthesized beam
along any axis, the GMC is considered unresolved and
its size is not able to be computed.
3.2.2. GMC Linewidths
The velocity dispersion σv is calculated using Equa-
tion (1) for q = v. σv is then extrapolated to the 0 K con-
tour using linear least squares fitting as described above
for σr. We then deconvolve a Gaussian approximation
of the spectral response function from the extrapolated
velocity dispersion σv,ex in order to account for the ef-
7 https://github.com/low-sky/cprops
fects of finite instrumentation resolution. Specifically,
σv,ex,dc = [σ
2
v,ex −∆V 2chan/(2pi)]1/2, where σv,ex,dc is the
deconvolved velocity dispersion extrapolated to the 0 K
contour, and ∆Vchan is the width of a velocity resolu-
tion element. Following RL06, we greatly simplify the
deconvolution calculation by treating the channel shape
as Gaussian instead of square. The factor of 2pi is the
normalization such that a Gaussian-shaped channel will
have the same integrated area as a square channel with
width ∆V . Finally, the FWHM linewidth ∆V is given
by ∆V =
√
8 ln(2)σv,ex,dc.
3.2.3. GMC Masses
We compute two different masses for each GMC: a lu-
minous mass Mlum, calculated by summing the CO emis-
sion over the cloud and assuming that the CO intensity is
proportional to the total molecular mass; and, a dynam-
ical or virial mass MVT, which takes as an assumption
that GMCs are bound objects.
For the luminous mass, we first compute the zeroth mo-
ment of the distribution of voxels in each cloud, i.e. the
CO(2-1) flux FCO =
∑
i Ti δx δy δv, where the δ factors
are the voxel sizes (in ′′, ′′, and km s−1) in the x, y, and v
directions, respectively, and Ti is the brightness tempera-
ture at voxel i. FCO thus has units of K km s
−1 arcsec2.
FCO is then extrapolated to the 0 K contour, but this
time using a quadratic fit, which recovers the total inte-
grated intensity of a model cloud more accurately than a
linear fit (see RL06). FCO is then converted into a CO(2-
1) luminosity LCO using the distance to NGC 300 (see
RL06, Equation [16]), and then to molecular mass us-
ing the “X-factor” αCO (see below). Since NGC 300 has
subsolar metallicity with an outwardly decreasing metal-
licity gradient, we use the customized values for the con-
version factor αCO computed in Faesi et al. (2014), which
accounts for the local metallicity in an azimuthally av-
eraged sense. The luminous mass Mlum is then given
by
Mlum = αCOR
−1
21 LCO, (2)
where LCO is the CO(2-1) luminosity and R21 is the CO
2-1 to 1-0 line ratio. We take R21 = 0.7, which is the typ-
ical line ratio in the Milky Way and nearby galaxy disks
6 Faesi et al.
(e.g., Sakamoto et al. 1997; Leroy et al. 2009). While in
reality R21 is likely to change modestly due to region-
to-region differences in excitation conditions, we do not
have any independent constraint on the intrinsic line ra-
tio in our NGC 300 sources and simply acknowledge the
added uncertainty to our results.
For those GMCs we resolve (i.e., those which have ob-
served sizes larger than the SMA synthesized beam size),
we can additionally compute a virial mass, which is the
gravitational mass necessary for the cloud to remain viri-
alized (i.e., in a dynamical state in which twice the ki-
netic energy equals the potential energy, as described
by the simplified virial theorem) given its size, velocity
dispersion, and geometry. We assume spherical clouds
with a truncated power law density distribution given by
ρ ∝ r−β , where ρ is the volume density and β = 1 is the
assumed exponent, chosen for simplicity and to match
previous work (e.g., Solomon et al. 1987). We also im-
plicitly assume in using the simplified virial theorem that
the energy contributed by magnetic fields and external
pressure is negligible. With these assumptions, and we
arrive at the following (Solomon et al. 1987, RL06):
MVT = 3
5− 2β
3− β
σ2vR
G
= 125
5− 2β
3− β
(
∆V
km s−1
)2(
R
pc
)
M
MVT = 189
(
∆V
km s−1
)2(
R
pc
)
M. (3)
3.2.4. Uncertainties in GMC properties
We ran CPROPS using the BOOTSTRAP flag, which calcu-
lates uncertainties on all quantities using a bootstrapping
technique which we summarize here. In brief, for each
cloud, the algorithm runs an additional 1000 independent
times. Each time, an artificial realization of the original
data set is constructed by drawing i sets of (xi, yi, vi, Ti)
one at a time from the full distribution of these quanti-
ties in the original cloud, with repetition allowed. Each
moment (σx, σy, σv, and FCO) is then computed, and the
variations in moments across all 1000 realizations is taken
to be the uncertainties in those moments. The uncertain-
ties reported in Table 3 are those computed through this
bootstrap method.
There are additional potential sources of uncertainty in
the properties CPROPS reports. As a test of the reliability
of extrapolated source sizes in the resolved subsample, we
compared the FWHM major and minor axis lengths com-
puted by CPROPS to those derived by a simple 2d Gaus-
sian spatial fit to the CO integrated intensity map. For 2
of the 12 sources, a direct comparison was not possible,
as 2d spatial fitting failed due to the integrated inten-
sity map containing highly overlapping structures. For
an additional 2 sources, the 2d Gaussian fit was success-
ful, but the fit had to include additional pixels beyond
those in the cloud being compared, and thus the source
sizes derived were significantly larger. For the remain-
ing eight sources, 2d Gaussian spatial fitting produced
sources that appeared to reasonably represent the clouds
CPROPS found. For these eight sources, 2d fitting leads
to estimated FWHM major and minor axes on average
13% larger than the extrapolated moments from CPROPS,
although there is a range in this difference from smaller
by 20% to larger by 38%. Position angles between these
two methods always agree to within twice the reported
uncertainty on position angle from the Gaussian fitting
procedure. The difference in FWHM axis lengths leads
to an even larger discrepancy in deconvolved source sizes.
Source sizes computed from simple 2d fits are on average
50% larger than those from CPROPS, and as high as 140%
larger in one case. This larger discrepancy comes from
the nonlinearity of the deconvolution calculation – the
more similar the observed size and beam size, the big-
ger a change in deconvolved source size due to a minor
change in observed size. We thus caution that in addi-
tion to the uncertainties reported by CPROPS, there may
be a 50% systematic uncertainty in source size.
One source in particular deserves additional mention:
DCL79-2. It is the most massive GMC in our sample,
and is resolved, but only marginally so (its deconvolved
minor axis is 0.8 ′′). Thus its deconvolved size is esti-
mated to be only 10 pc, which causes it to fall signifi-
cantly off the scaling relations expected for GMCs (see
ensuing sections). Due to the extreme nonlinearity of the
deconvolution algorithm when the source size is similar
to the beam size, we performed a series of tests to assess
any additional uncertainties that may have led to an un-
derestimate of this source’s size. For one, we find that
even small changes in the position angle could lead to
drastic changes in the deconvolved size: simply rotating
the cloud by only 6◦ leads to an increase in deconvolved
size by a factor of two. Another potential uncertainty is
that this source shows an extremely high central concen-
tration, and so the intensity-weighted spatial moments
appear small compared to the extent of the source out
to its 2σ contour. This may indicate that it follows a
steeper relation than the ρ ∝ R−1 assumed in the calcu-
lation of R. We do not attempt to correct for these ef-
fects, but simply caution the reader that this source may
appear to be an outlier in parameter spaces involving
the size. Investigation of the density profiles of GMCs in
NGC 300 would help better address this issue, but will re-
quire higher resolution observations than those presented
here. The effects discussed here for DCL79-2 are mini-
mized in the other resolved sources in our sample because
their deconvolved axis lengths are sufficiently large.
4. RESULTS
In this study we successfully resolve the CO emission
seen with APEX as a single 250 pc pixel into individ-
ual Giant Molecular Clouds at ∼ 40 pc resolution. Fig-
ure 2 shows individual 12CO integrated intensity maps
of the 10 observed fields with ellipses representing the
CPROPS-derived major and minor axis lengths overlaid.
Each single field is approximately 470 pc across. We
find that each region consists of multiple (2 to 7) dis-
creet GMCs, with a total of 45 GMCs across all regions.
Table 3 presents the properties of these 45 GMCs, in-
cluding the (intensity-weighted) central position in equa-
torial coordinates, central velocity, FWHM major and
minor axis lengths, total CO(2-1) luminosity LCO, phys-
ical size R, linewidth ∆V , mass (both luminous mass
Mlum and virial mass Mvir), and the associated uncer-
tainties on these properties as computed by CPROPS’s
bootstrap method. Twelve of these clouds have well-
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Table 3
NGC 300 GMC Properties
cloud ID ra dec v0 dmaj
a dmin
a PAb R ∆V Mlum Mvir LCO
(J2000) (km s−1) (′′) (′′) (◦) (pc) (km s−1) (104M) (104M) (K km s−1 pc2)
DCL23-1 00h54m28.28s -37d41m53.5s 172.3 6.3 2.7 10 · · · 4.0± 1.1 7.1± 1.3 · · · 6.44± 1.16× 103
DCL23-2 00h54m27.31s -37d42m03.0s 180.4 5.3 3.8 2 · · · 2.9± 1.2 6.5± 3.0 · · · 5.92± 2.72× 103
DCL41-1 00h54m40.11s -37d41m17.6s 159.0 5.0 3.1 43 · · · 3.5± 5.8 2.2± 1.2 · · · 2.54± 1.40× 103
DCL41-2 00h54m39.83s -37d41m18.1s 161.0 3.7 2.8 -11 · · · 4.1± 3.1 2.9± 3.4 · · · 3.36± 3.90× 103
DCL41-3 00h54m39.33s -37d41m20.8s 163.4 7.8 4.8 82 16.4± 7.2 4.2± 1.8 8.7± 10.0 5.5± 5.4 1.00± 1.15× 104
DCL41-4 00h54m38.71s -37d41m25.9s 168.4 7.2 4.1 9 31.4± 10.7 8.3± 2.0 9.1± 2.0 40.3± 23.4 1.05± 0.23× 104
DCL41-5 00h54m36.79s -37d41m29.0s 174.8 3.9 1.2 33 · · · 3.1± 1.4 1.2± 1.0 · · · 1.38± 1.16× 103
DCL41-6 00h54m36.88s -37d41m32.4s 172.8 3.2 1.8 14 · · · 4.7± 4.0 3.2± 3.2 · · · 3.75± 3.71× 103
DCL41-7 00h54m39.28s -37d41m40.6s 176.7 5.2 3.0 35 · · · 3.8± 1.3 4.0± 2.0 · · · 4.63± 2.27× 103
DCL52-1 00h54m41.96s -37d40m19.6s 177.8 6.1 4.2 2 · · · 3.1± 1.7 3.1± 1.5 · · · 3.83± 1.88× 103
DCL52-2 00h54m42.47s -37d40m17.5s 177.7 7.4 3.0 8 8.6± 11.5 2.8± 2.1 2.6± 3.4 1.3± 2.3 3.28± 4.23× 103
DCL52-3 00h54m42.43s -37d39m49.0s 179.0 5.2 5.3 36 · · · 2.9± 2.5 2.0± 1.3 · · · 2.47± 1.58× 103
DCL69-1 00h54m47.97s -37d43m30.5s 129.7 6.6 1.6 -14 · · · 7.1± 3.8 1.4± 1.0 · · · 1.62± 1.25× 103
DCL69-2 00h54m48.24s -37d43m38.2s 142.1 9.5 4.0 -24 36.3± 5.4 7.7± 1.6 15.3± 1.2 40.0± 19.2 1.81± 0.15× 104
DCL69-3 00h54m46.76s -37d43m13.7s 142.7 4.8 4.2 -78 · · · 4.7± 1.8 5.4± 1.7 · · · 6.38± 1.98× 103
DCL76C-1 00h54m48.94s -37d40m28.0s 149.1 5.8 3.5 -7 12.6± 11.8 6.9± 1.7 6.3± 2.6 11.4± 12.8 8.78± 3.60× 103
DCL76C-2 00h54m50.20s -37d40m37.2s 148.4 6.0 3.1 -24 · · · 4.2± 1.8 2.7± 2.1 · · · 3.74± 2.88× 103
DCL76C-3 00h54m50.35s -37d40m29.6s 150.1 7.1 2.8 -7 · · · 4.3± 1.4 4.3± 2.3 · · · 5.96± 3.22× 103
DCL76C-4 00h54m51.52s -37d40m27.5s 155.1 6.8 3.5 -22 17.4± 8.2 4.9± 1.7 3.1± 1.1 7.7± 6.7 4.37± 1.49× 103
DCL76C-5 00h54m50.75s -37d40m18.7s 156.6 4.2 2.2 -17 · · · 4.1± 5.0 1.9± 4.1 · · · 2.64± 5.76× 103
DCL76C-6 00h54m50.86s -37d40m25.8s 159.6 5.6 2.9 -0 · · · 2.0± 2.1 0.7± 1.6 · · · 0.95± 2.23× 103
DCL79-1 00h54m50.48s -37d38m18.5s 149.4 5.1 1.9 -1 · · · 2.4± 1.7 0.6± 0.7 · · · 7.78± 7.94× 102
DCL79-2 00h54m50.06s -37d38m20.2s 156.0 8.3 4.2 -14 10.1± 1.4 7.4± 0.6 74.7± 7.5 10.2± 2.4 9.06± 0.91× 104
DCL79-3 00h54m51.35s -37d38m22.5s 155.0 7.1 2.8 1 · · · 6.1± 0.9 10.9± 1.1 · · · 1.32± 0.13× 104
DCL79-6 00h54m51.81s -37d38m38.0s 158.3 6.0 3.1 3 · · · 6.7± 2.4 4.7± 3.1 · · · 5.73± 3.72× 103
DCL79-7 00h54m51.70s -37d38m30.7s 159.0 5.7 3.0 -7 · · · 4.1± 4.1 0.5± 0.8 · · · 6.01± 9.80× 102
DCL114-2 00h55m02.44s -37d39m52.2s 111.8 7.8 2.8 -8 · · · 3.5± 1.5 2.5± 0.9 · · · 3.03± 1.12× 103
DCL114-3 00h55m02.38s -37d39m57.3s 121.1 6.9 3.4 -21 17.5± 4.2 4.5± 0.8 13.0± 1.2 6.8± 2.8 1.60± 0.14× 104
DCL114-5 00h55m01.11s -37d39m31.2s 127.2 7.1 3.5 -22 19.5± 14.9 5.0± 4.0 1.9± 1.2 9.0± 19.1 2.27± 1.52× 103
DCL114-6 00h55m01.66s -37d39m31.4s 126.8 8.7 2.2 -22 · · · 5.0± 1.7 3.8± 0.9 · · · 4.64± 1.16× 103
DCL114-7 00h55m02.14s -37d39m42.3s 131.1 7.3 2.2 -16 · · · 5.7± 1.7 3.3± 1.2 · · · 4.08± 1.47× 103
DCL119C-1 00h55m04.01s -37d42m54.6s 101.9 6.6 3.5 -53 · · · 4.3± 1.8 3.8± 2.2 · · · 4.60± 2.67× 103
DCL119C-2 00h55m03.58s -37d43m24.1s 107.5 6.2 2.6 -12 · · · 1.9± 2.3 1.3± 2.3 · · · 1.55± 2.77× 103
DCL119C-3 00h55m03.91s -37d43m26.2s 107.6 10.6 3.4 19 · · · 6.7± 3.6 5.6± 1.8 · · · 6.76± 2.16× 103
DCL119C-4 00h55m02.06s -37d43m14.1s 109.6 6.1 3.9 25 · · · 4.3± 1.9 1.8± 1.7 · · · 2.19± 2.01× 103
DCL119C-5 00h55m02.08s -37d43m30.2s 121.7 6.3 1.9 -10 · · · 1.8± 2.1 1.3± 1.6 · · · 1.53± 1.97× 103
DCL127-1 00h55m08.95s -37d41m43.6s 93.5 5.0 3.2 -40 · · · 3.2± 1.2 2.5± 0.7 · · · 2.98± 0.83× 103
DCL127-2 00h55m07.93s -37d41m43.9s 99.0 7.2 4.7 3 22.3± 6.2 4.7± 1.2 7.0± 0.8 9.3± 6.3 8.25± 0.99× 103
DCL127-3 00h55m07.06s -37d41m45.9s 97.3 5.3 2.6 -16 · · · 4.2± 3.5 0.7± 2.0 · · · 0.83± 2.34× 103
DCL127-4 00h55m06.75s -37d41m36.9s 99.2 6.1 5.4 80 · · · 2.1± 0.8 2.4± 2.7 · · · 2.82± 3.21× 103
DCL137-1 00h55m10.92s -37d41m34.8s 90.7 5.7 3.2 -3 · · · 5.2± 3.0 6.0± 4.9 · · · 6.30± 5.17× 103
DCL137-2 00h55m13.96s -37d41m31.5s 96.1 9.1 4.4 5 37.7± 5.7 6.1± 0.9 28.3± 2.3 26.3± 8.9 2.99± 0.24× 104
DCL137-3 00h55m12.80s -37d41m25.4s 88.3 7.2 2.5 -7 · · · 4.3± 1.6 3.1± 2.5 · · · 3.25± 2.63× 103
DCL137-4 00h55m11.57s -37d41m16.2s 93.7 6.1 2.9 5 · · · 5.6± 0.9 22.9± 2.1 · · · 2.41± 0.22× 104
DCL137-6 00h55m12.34s -37d41m18.1s 95.6 8.7 5.7 -12 42.1± 10.5 5.8± 1.6 12.6± 5.5 27.0± 15.9 1.33± 0.59× 104
a Extrapolated spatial FWHM diameter along the major and minor axes of the cloud (prior to deconvolution from the synthesized beam).
b Measured counterclockwise from the northern declination axis, computed prior to deconvolution.
determined sizes from CPROPS; we refer to this ensem-
ble of clouds as the “resolved subsample” in the ensu-
ing discussion. The masks generated from CPROPS are
publicly available for download along with the fully re-
duced SMA CO(2-1) data cubes (Faesi 2016, Dataset:
http://dx.doi.org/10.7910/DVN/IN7FZS).
4.1. GMC Physical Properties
The GMCs in our sample have linewidths ranging from
1.8 to 8.3 km s−1, (luminous) masses from several thou-
sand to several hundred thousand M, and deconvolved
sizes of 9 to 42 pc (for those that are resolved) – num-
bers that are within the range of GMC properties in
other galaxies (e.g., Bolatto et al. 2008), as well as the
Milky Way (Solomon et al. 1987). The position angles
of the resolved subsample of clouds after deconvolution
range from −75◦ to +90◦, and do not appear to be cor-
related with the beam position angles. Note that due
to symmetry, the full range of position angles is −90◦
to 90◦, so the resolved subsample essentially spans this
whole space. Figure 3 shows a general agreement be-
tween the luminous and virial masses of the resolved
subsample, with the exception of clouds whose spectra
show evidence for multiple unresolved velocity compo-
nents (see below). For the majority of the GMCs, the
ratio MVT/Mlum is consistent with being between one
and two, suggesting that the clouds are approximately
virialized. The clouds with virial masses more than a
factor of two higher than their luminous masses appear
a priori unbound, but may be confined by external pres-
sure, but it is mostly likely that CPROPS has mistakenly
identified multiple small clouds as a single larger object,
and the linewidth of the falsely identified GMC is artifi-
cially increased due to the inflated velocity extent of the
underlying unresolved clouds. The latter is certainly the
case for the two clouds with obvious multiple-component
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Figure 2. 12CO integrated intensity maps of the 9 regions observed with a single SMA pointing in grayscale, with CPROPS-identified GMCs
overplotted as black contours. Contour levels are in integer multiples of the integrated intensity RMS noise beginning at 1σ, except for
DCL79 and DCL137, for which we plot contours spaced by powers of two times the RMS noise starting at 1σ. The grayscale shows the
integrated intensity in linear stretch from 0 Jy km s−1 to 80% the image maximum. Red ellipses show the FWHM sizes and orientations of
all CPROPS clouds. The synthesized beam in each image is indicated by the ellipse in the lower left. The green circle in each panel indicates
the APEX 27′′ (∼ 250 pc) FWHM pointing from Faesi et al. (2014).
spectra (DCL41-4 and DCL114-5; see Section 4.2). Note
that DCL79-2 is likely an outlier primarily due to its size
(and thus virial mass) being underestimated (see Sec-
tion 3.2.4).
4.2. Extracting GMC spectra
To further investigate whether the clouds extracted us-
ing CPROPS are individual GMCs (to the limit of our spec-
tral and spatial resolution), we have extracted spectra
summed over the spatial regions assigned to each cloud.
Figure 4 shows these spectra for the 12 GMCs in the re-
solved subsample. We conducted a single Gaussian non-
linear least-squares fit to each spectrum with the python
SCIPY.OPTIMIZE.CURVE FIT routine, using the spectral
flux maximum, the CPROPS cloud central velocity, and
CPROPS velocity dispersion as initial guesses for the Gaus-
sian amplitude, velocity centroid, and velocity width pa-
rameters, respectively. Ten of the twelve clouds are very
well fit by a Gaussian function, while two GMCs, DCL41-
4 and DCL114-5 are reasonably fit but also show evidence
for a second velocity component that causes the single-
function fit quality to suffer. The linewidths computed
by CPROPS for these clouds are thus likely overestimates,
as the voxels in the cloud contribute emission from multi-
ple line-of-sight components that are inaccurately taken
to be the distribution from which the velocity second mo-
ment is computed. Therefore the virial masses for these
clouds are likely overestimated as well. These candidate
multiple-component GMCs are indicated in all figures
with open symbols to delineate them from the rest of the
sample.
Resolving GMCs in NGC 300 9
Figure 2. (Continued.)
Figure 3. GMC masses computed using CO luminosity and the
X-factor (Mlum) vs. virial masses MVT for the resolved subsam-
ple. The dashed and dotted lines indicate a one-to-one and two-to-
one relation, respectively, between the virial and luminous masses.
Clouds with evidence for multiple components in their spectra are
shown as open circles, while clouds that are well-fit by a single
Gaussian are shown as solid circles. The majority (9/10) of single-
component GMCs are bound or virialized, i.e. they have virial and
luminous masses consistent with being within a factor of 2 of one
another.
4.3. CO Isotopologues
Our spectral setup included 13CO(J = 2 − 1) and
C18O(J = 2 − 1) for most of our observations (though
notably not DCL88-69). We detect 13CO emission in
only two regions, DCL79 and DCL137, and only near
the brightest peaks in 12CO. We do not detect C18O at
any significance in any region. Based on the RMS noise
in the C18O spectrum of DCL79-2 (our brightest cloud
in 12CO), we estimate a conservative lower limit on the
12CO/C18O line ratio of 19 (3σ). We present in Figure 5
the 13CO spectra of the four GMCs (DCL79-2, DCL137-
2, DCL137-4, and DCL137-6) in which it was detected
overplotted on their 12CO spectra. We compute the
12CO/13CO line ratio, which we define as F12CO/F13CO,
on a channel-by-channel basis. Over the range of veloc-
ities within twice the 12CO FWHM where both 12CO
and 13CO emission are greater than two times their re-
spective RMS values, the median 12CO/13CO line ratio
ranges from 5.1 to 7.7 in these four GMCs. The mean
12CO/13CO line ratio across the sample of four clouds is
6.2 – very similar to the ratio measured in Milky Way
GMCs (5.5; Solomon et al. 1979).
5. DISCUSSION
5.1. GMC Mass Spectrum
The distribution of GMCs by mass is a critical diag-
nostic of a GMC population and provides clues to GMC
formation pathways. It may also be one of the only
characteristics of GMC populations that varies between
galaxies (e.g., Rosolowsky 2005). In this section we will
discuss the GMC differential mass spectrum, which is
expressed in the form dN/dM ∝ M−γ , in our sample
of 45 clouds in NGC 300. The slope γ is the critical
parameter, and describes the relative fraction of clouds
at low and high mass. For this analysis we choose to
use the CO-derived masses Mlum over virial masses for
several reasons: (1) we have a reliable estimate of Mlum
for all 45 GMCs in our sample, unlike MVT which is
only available for the resolved subsample; (2) Mlum does
not require assumptions about the dynamical state of the
GMC; (3) for convention with existing resolved studies of
GMCs in the Milky Way and other galaxies (e.g., Heyer
et al. 2001; Engargiola et al. 2003). We follow a similar
procedure to Faesi et al. (2014), binning the sample loga-
rithmically by mass in ∼ 0.26 dex bins. This corresponds
to about twice the mean fractional uncertainty in Mlum
across the sample. We estimate the value of each bin by
dividing the number of clouds by the (linear) width of
the bin. To calculate the slope of the mass spectrum, we
fit the histogram above our estimated completeness limit
using linear least squares fitting, with the uncertainties
on each bin assumed to be Poissonian. We estimate the
mass completeness limit by multiplying our 3−σ column
density sensitivity limit of 12 M pc−2 by the average
synthesized beam area of 1400 pc2, arriving at a cloud
mass sensitivity of 1.7 × 104 M. We include all bins
entirely above this completeness limit in this fit, and ar-
rive at a slope of γ = 1.80± 0.07. We present the GMC
mass spectrum in our eleven SMA-observed regions in
Figure 6. Changing the bin size between 0.21 (the min-
imum bin size to have at least one GMC per bin) and
0.41 dex (about three times the average fractional un-
certainty in Mlum) results in derived slopes ranging from
γ = 1.64 to 1.90, with uncertainties on γ of about 0.2
and no systematic trend in slope with bin size.
The slope (γ = 1.8) we derive here is intermediate be-
tween that of the inner Milky Way (γ = 1.5; Solomon
et al. 1987) and outer Milky Way (γ = 2.1; Heyer et al.
2001). This suggests that in NGC 300, both high and low
mass GMCs contribute significant amounts of molecular
mass, and likely star formation, to the galaxy. We un-
fortunately do not have sufficient statistics to divide the
sample by galactocentric radius and determine if there is
a real difference in the mass spectrum slope between the
10 Faesi et al.
Figure 4. Summed spectra (solid histograms) for the resolved subsample of GMCs along with Gaussian fits (dotted lines) to each spectrum.
The region number and cloud number are indicated in the upper right of each panel, and the best-fit velocity centroid v0 and velocity
FWHM in the upper left. The majority of cloud spectra are relatively well-fit by a single Gaussian, with the notable exception of DCL41-4
and DCL114-5, which show clear evidence for a second velocity component at a comparable amplitude to the primary feature.
inner and outer regions of the galaxy, as there appears
to be in the Milky Way.
Comparing to other galaxies in which resolved GMC
measurements are available, and assuming our sample of
GMCs is representative of the full GMC population of
NGC 300, we find that NGC 300’s mass spectrum has
a similar slope to that of the Large Magellanic Cloud
(γ = 1.75; Fukui et al. 2008), but a shallower slope than
M33 (γ = 2.6; Engargiola et al. 2003) when taken as a
whole. However, note that in the inner regions of M33
(within 4 kpc, which is also the largest galactocentric
radius in our sample in NGC 300), the slope is signifi-
cantly shallower (1.6 in the inner 2 kpc, and ∼ 2.1− 2.3
between 2 and 4 kpc; Rosolowsky et al. 2007; Gratier
et al. 2012). Our derived slope is also shallower than
that of the mass spectrum across M51 (γ = 2.3), but
again similar to the slope in M51’s spiral arms (γ ≈ 1.8;
Colombo et al. 2014). Since we are specifically target-
ing regions with active star formation, our sample likely
better resembles the inner galaxy and spiral arm samples
in the galaxies discussed above rather than the more dif-
fuse outer Milky Way or M33. As Colombo et al. (2014)
point out, galactic environment can play a strong role
in shaping the GMC mass spectrum, to the point that
the slope changes significantly with environment (for ex-
ample, becoming steeper with increasing galactocentric
radius). This can be interpreted theoretically as a change
in the relative formation and destruction times of molec-
ular clouds such that in more diffuse regions, the lack
of availability of dense material leads to an increase in
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Figure 5. 12CO (solid blue lines) and 13CO spectra (dashed red lines) of the four GMCs in which we significantly detect 13CO, DCL79-2,
DCL137-2, DCL137-4, and DCL137-6. The 13CO spectra were multiplied by a factor of 5 to aid visibility. Spectra were constructed by
integrating the emission over all pixels in the cloud as defined by 12CO. The mean 12CO/13CO line ratio is 6.2.
Figure 6. GMC mass spectrum for the full sample of 45 clouds in
our NGC 300 sample. GMC luminous masses were binned into log-
arithmically spaced bins of width 0.26 dex. A fit to the distribution
using all bins fully above the completeness limit of 1.7 × 104 M
(indicated by the vertical dotted line) yields a slope of 1.80± 0.07;
varying the bin width over a reasonable range results in similar
slopes, to within a factor of ∼ 3 times the quoted uncertainty.
formation time while the destruction time remains rela-
tively constant (Inutsuka et al. 2015).
Faesi et al. (2014) found the mass spectrum of GMC
Complexes (at 250 pc scales) in NGC 300 to have a very
steep slope of γ = 2.7±0.5 above a completeness limit of
∼ 1.5×105 M. However, they did not resolve individual
clouds, and we can see from our data that each APEX
GMC Complex breaks up into two or more GMCs at
high resolution. Furthermore, only 4 of the 45 clouds
in our SMA sample have individual masses higher than
the completeness limit from Faesi et al. (2014)), so we
are clearly probing different mass regimes as well as size
scales. Further studies of NGC 300 will be necessary to
connect these differing regimes and assess whether the
GMC and GMC Complex mass spectra are related.
5.2. The Larson Relations in NGC 300
Larson (1981) first demonstrated the existence of em-
pirical relations between the size, linewidth, and luminos-
ity of GMCs in the Milky Way. In the first such relation,
the linewidth scales with approximately the square root
of the size (Solomon et al. 1987), i.e.
∆V ≈ 1.69R0.5. (4)
This relation reflects the equilibrium conditions of su-
personic turbulence in molecular clouds: turbulence ap-
pears to be injected on large scales and cascades down
to smaller scales, decreasing in kinetic energy as it does
so. The mechanisms that inject and maintain this tur-
bulence are still debated, and may include feedback from
newly formed stars, energy from supernova explosions,
and/or galaxy-scale effects including spiral shocks and
shear instabilities. Regardless of the origins, it has some-
what surprisingly been shown that a size-linewidth rela-
tion holds amongst GMCs in many nearby spiral galaxies
(e.g. Rosolowsky et al. 2003; Bolatto et al. 2008; Dono-
van Meyer et al. 2013), although M51 at least appears
to be an exception (Colombo et al. 2014). These re-
sults suggest that there is some universality in the tur-
bulent equilibria of the molecular ISM in many galaxies,
independent of spiral galaxy mass and morphology. We
present the size-linewidth relation for the resolved sub-
sample in NGC 300 in Figure 7, compared with Milky
Way GMCs from the Five Colleges Radio Astronomy
Observatory Galactic Ring Survey (GRS; Jackson et al.
2006; Heyer et al. 2009) and the M33 GMC sample of
Rosolowsky et al. (2003). Note that the GRS sample
consists of the same clouds from Solomon et al. (1987)
but with properties recomputed based on higher resolu-
tion data, and also utilizing 13CO observations instead of
12CO. We take the GRS cloud properties to be accurate,
and thus for the relation shown in Figure 7, we have re-
computed the intercept in Equation (4) using the GRS
data. The NGC 300 GMCs appear consistent in their
sizes and linewidths to those in the Milky Way and M33.
Taken alone, our data suggest an increasing trend be-
tween size and linewidth, and we perform an orthogonal
distance regression on the logarithms of these quantities
in the resolved subsample to determine the best-fit power
law relation between them. To perform the fitting, we
utilize the SCIPY.ODR package, which accounts for errors
in both variables. We use the Solomon et al. (1987) re-
lation to provide initial guesses for the parameters a and
b to the equation log ∆V = a+ b logR. The formal best
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Figure 7. Linewidth-size relation for the resolved subsample of
GMCs, compared to Milky Way clouds from the GRS (Jackson
et al. 2006; Heyer et al. 2009, black triangles) and M33 clouds
(Rosolowsky et al. 2003, green squares). The black dotted line
indicates the ∆V ∝ R0.5 relation, with the intercept from Equa-
tion (4) recalculated from the GRS data, while the red dashed
line traces the extragalactic size-linewidth relation from Bolatto
et al. (2008). The blue solid line shows the best-fit relation from
the NGC 300 data alone, ∆V ∝ R0.52±0.20. The NGC 300 cloud
properties are consistent with those in the Milky Way and M33.
fit relation in the NGC 300 clouds is
log ∆V = (0.08± 0.24) + (0.52± 0.20) logR, i.e.,
∆V = 1.1R0.52±0.20. (5)
This exponent, while uncertain, is fully consistent with
the value of 0.5 found by Solomon et al. (1987) for the
Milky Way, and within the uncertainties of the Bolatto
et al. (2008) value for nearby galaxies. Thus quantita-
tively as well as qualitatively, the size-linewidth relation
in NGC 300 is in agreement with the general trend in
disk galaxies in the local Universe, including the Milky
Way. We do note that the relatively large uncertainties in
CPROPS-derived size and linewidth and limited dynamic
range in our sample make it difficult to draw firm conclu-
sions as to the physical implications of the size-linewidth
correlation beyond the general empirical trend discussed
above. Further high-resolution studies in NGC 300 are
needed to better constrain these GMC parameters and
improve the dynamic range in cloud properties.
Larson’s third relation (and the second we discuss
here), which originally related the average volume den-
sities and sizes of clouds, has received much attention
recently in the literature (e.g., Heyer et al. 2009; Lom-
bardi et al. 2010; Kritsuk et al. 2013). Larson found that
the volume density nH2 scaled with size roughly as
nH2 ∝ R−1.1, (6)
i.e. the mass scales as size like M ∝ R1.9. One key impli-
cation is that the column density Σ of GMCs, which goes
as M/R2, is approximately constant. Lombardi et al.
(2010) showed that, using high-fidelity near-infrared ex-
tinction maps to trace cloud column densities, the value
Figure 8. Mass-size relation for the resolved subsample of GMCs,
compared to Milky Way clouds from the GRS (Jackson et al. 2006,
black triangles) and M33 clouds (Rosolowsky et al. 2003, green
squares). The blue solid line represents the relation M ∝ R2 with
the normalization set by the average surface density in our sample,
54 M pc−2. The cyan dashed line is the same relation with the
average surface density from the Milky Way sample of Lombardi
et al. (2010), 41 M pc−2. GMC mass appears to increase sys-
tematically with size in the resolved subsample in NGC 300. The
NGC 300 points also lie within the locus defined by the Galactic
and M33 clouds, with the exception of DCL79-2, which may have
an erroneously small computed size (see the text).
of this constant surface density is Σ ≈ 41 M pc−2, with
very little scatter in the relation. This result is based on
analysis in which the cloud is considered to extend out to
an extinction threshold of A0 = 0.1 mag in the K-band.
Heyer et al. (2009) find a similar value of 42 M pc−2
when re-analyzing the GMCs from the Solomon et al.
(1987) sample in a consistent manner using GRS 13CO
data. We present the mass-size relation in the resolved
subsample in NGC 300 in Figure 8, again compared to
Milky Way GRS data and M33. We again find that the
NGC 300 data are consistent with the mass-size relation
in the Milky Way and M33. The median surface density
in our sample is 54 M pc−2, slightly higher than the
Milky Way average (Lombardi et al. 2010). We also note
that surface densities in our sample range widely, from
15 to 125 M pc−2, but with very large uncertainties
(factors of one to a few). This discrepancy may reflect
more on the large potential systematic uncertainties in
deconvolved sizes (see Section 3.2.4), which enter the sur-
face density calculation to the power of two, than on any
intrinsic variation of surface density in GMCs. We note
that one GMC, DCL79-2, appears to have an exception-
ally high surface density, but this is likely a result of its
size being underestimated (see Section 3.2.4).
We present the final Larson’s relation, the mass-
linewidth relation, for NGC 300 in Figure 9, As only
two of the three Larson relations are independent, it fol-
lows naturally that since the NGC 300 resolved subsam-
ple shows similar behavior to GMCs in the size-linewidth
and mass-size relations in other galaxies (including the
Milky Way), it also is similar in the mass-linewidth re-
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Figure 9. Linewidth-mass relation for the resolved subsample of
GMCs, compared to Milky Way clouds from the GRS (Jackson
et al. 2006, black triangles) and M33 clouds (Rosolowsky et al.
2003, green squares). The large blue points represent the resolved
subsample of NGC 300 clouds, while the small blue points are
the unresolved NGC 300 clouds. The black dotted line traces the
relation M = 65.6 (∆V )4 from Solomon et al. (1987). Similar to
the case for the other two relations, the linewidth-mass relation
in the NGC 300 resolved subsample appears consistent with the
relation observed in the Milky Way and M33.
lation. We attempted to fit power law functions to the
mass-size and mass-linewidth relations, but the large un-
certainties in these quantities led to indeterminate fits.
5.3. Comparing Interferometric and Single Dish
Measurements
With both pure interferometric and single dish data
of the same regions, we can compare our results directly
with those of the APEX survey of Faesi et al. (2014)
to assess what fraction of the single dish flux we recover
with the SMA. To make this comparison, we perform the
following procedure on the SMA primary beam-corrected
data cubes. First, we mask all pixels (each of which is
a one-dimensional spectrum) in the data cubes that do
not show significant CO emission. Specifically, we re-
quire for inclusion that a pixel have at least one veloc-
ity channel in the spectral region including the line ex-
hibiting emission greater than twice the spectral RMS.
The spectral region here is taken to include all channels
within twice the APEX spectral FWHM on either side
of the APEX line center, as determined by single Gaus-
sian fits to the APEX spectra. The spectral RMS is
calculated from the portion of the spectrum outside this
region. This criterion ensures that we do not include pix-
els in the spectral sum that are purely noise. Next, we
multiply each plane of the SMA primary beam-corrected
data cube by the APEX beam profile, which we approxi-
mate as a 27′′ FWHM circular Gaussian, centered at the
APEX pointing position. Then, we sum all unmasked
pixels in each plane over a circular region the size of the
SMA primary beam, and the sequence of all such planes
forms the SMA spectrum. Finally, we use the trapezoidal
rule to numerically integrate this spectrum over a veloc-
ity range encompassing twice the APEX spectral FWHM
and centered at the APEX central velocity to determine
the APEX-attenuated SMA integrated intensity, ISMA.
The uncertainty σISMA on ISMA is given formally (e.g.,
Faesi et al. 2014) by
σISMA = σFSMA
√
∆v w
= σFSMA∆v
√
N,
(7)
where N = w/∆v is the number of channels across w, the
velocity range over which the integration is performed,
and ∆v is the velocity width of a channel. σFSMA is
calculated as the quadrature sum of the line-free spectral
RMS and the 20% flux calibration uncertainty.
The fraction of the APEX integrated intensity re-
covered by the SMA, Frec, is then finally Frec =
ISMA/IAPEX and the uncertainty is computed by propa-
gating uncertainties in the standard way. We take IAPEX
and the corresponding uncertainty directly from Faesi
et al. (2014). The mean recovered fraction is 〈Frec〉 =
0.62± 0.12, which demonstrates that our SMA observa-
tions do not generally recover the full emission detected
by APEX. One likely cause could be the relative sensitiv-
ities of the APEX and SMA observations combined with
our masking procedure. The APEX observations have a
median RMS noise of 11 mK per 1.389 km s−1 channel
(Faesi et al. 2014), while these SMA observations have an
RMS of 27 mK when scaled to the same channel velocity
width. Thus there may be real CO emission (e.g., from
low-mass GMCs) that contributes to the APEX spec-
trum that we are simply not sensitive enough to detect
with the SMA. Observations with increased sensitivity
and better angular resolution would be likely to detect
such clouds if they exist (e.g., Rosolowsky et al. 2013).
Another possibility is that there is diffuse and extended
CO emission that is resolved out due to incomplete u,v
coverage of the SMA observations. The shortest base-
line of 16.4 m corresponds to a maximum recoverable
size scale of 16 ′′, which is about 150 pc at the distance
of NGC 300. Although we should recover most of the
APEX emission with a characteristic scale size smaller
than this, diffuse emission with > 150 pc scales would be
filtered out in our SMA observations. However, it seems
implausible that diffuse emission could explain the entire
discrepancy for the lowest Frec regions, as this would im-
ply that more than 50% of the CO emission detected by
APEX is extended, diffuse emission. Indeed in the Milky
Way, only about 25% of the global molecular gas reser-
voir is in diffuse form (Roman-Duval et al. 2016), and
much of this is likely less extended than 150 pc.
We note that Frec does vary on a region-by-region ba-
sis, from 0.32 (DCL88-52) to about unity (DCL88-137B)
across the sample. We examine potential causes of this
variation in Frec visually in Figure 10, which shows Frec
as a function of four parameters: (1) the 250 pc scale
APEX region molecular mass; (2) galactocentric radius;
(3) the 250 pc scale SFR; and, (4) ISMA. Frec is flat with
APEX region mass (which is proportional to IAPEX).
This indicates that there is no systematic trend in how
much emission the SMA recovers with single dish inte-
grated intensity. There is also no correlation in Frec with
galactocentric radius. There is a hint of a trend is in
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Figure 10. ISMA/IAPEX, the fraction of the APEX CO integrated intensity recovered by the SMA as a function of APEX region molecular
mass (upper left), galactocentric radius (upper right), 250 pc-scale star formation rate (SFR; lower left), and total molecular mass in GMCs
(lower right) from this study. There is no clear correlation between ISMA/IAPEX and APEX molecular mass or galactocentric radius, but
the fraction appears to correlate with ISMA. A weak trend is also present with the SFR for SFR & 5× 10−4 M yr−1.
the Frec-SFR relation at moderate to high SFRs: above
5 × 10−4 M yr−1, the fraction of single dish emission
recovered appears to increase with the region’s SFR. Fi-
nally, there is a clear trend in Frec with ISMA. This lat-
ter trend may result from a systematic variation in the
relative amounts of emission from large GMCs detected
by both APEX and SMA and some combination of low
mass GMCs and potentially some diffuse molecular gas
detected only in the APEX observations. In regions with
very bright CO emission (massive GMCs), emission from
these bright regions dominates and so the relative con-
tribution of the low-level emission is small, leading to a
higher Frec. Conversely, in regions with only moderate
mass GMCs, the relative contribution of the undetected
emission can be significant, as suggested by Frec lower
than 50%.
We also briefly speculate here on a potential physical
origin for the weak Frec-SFR trend at moderate to high
SFRs. One explanation is that regions having the ma-
jority of their molecular gas in large, massive GMCs are
more actively star-forming than regions where the ma-
jority of molecular gas is exterior to large GMCs. Feed-
back from active star formation is energetically capable
of efficiently disrupting diffuse molecular gas and small,
low mass GMCs in short timescales through a high flux
of ultraviolet radiation. Thus in the most actively star-
forming regions (those with the highest SFRs), feedback
is effectively disrupting the majority of the diffuse gas or
low-mass GMCs that were present, while the molecular
gas in massive GMCs (i.e., those we have the sensitivity
to detect) is shielded enough to remain in the harsh ra-
diation field for significant timescales. In quiescent (low
SFR) regions, diffuse gas and low-mass GMCs may be
able to better survive due to the weaker radiation fields
present. The disagreement with the trend for the very
lowest SFRs (below 5 × 10−4 M yr−1) may be (1) a
result of these regions being in an earlier (pre-star form-
ing) state of evolution (and thus SFRs underestimated
using the method that relies on tracers of young massive
stars), but with the majority of their gas bound in GMCs
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that will soon but has not yet formed stars, or (2) a sign
that the trend discussed above is not universal.
6. SUMMARY
In this study we have mapped the 12CO emission at
∼ 40 pc spatial and ∼ 1 km s−1 spectral resolution in
eleven star forming regions in the nearby spiral galaxy
NGC 300 with the Submillimeter Array. We used the
CPROPS algorithm with physically motivated priors to
identify GMCs within our 12CO data cubes and compute
their masses, linewidths, and (where possible) sizes. We
find that the CO emission seen as a single pixel in the
APEX survey of Faesi et al. (2014) is resolved into two or
more discreet GMCs in each region. Our sample consists
of 45 total GMCs, 12 of which are spatially resolved (the
“resolved subsample”).
1. We extracted spectra from each GMC, and find
that the majority of spectra are well-fit by a sin-
gle Gaussian, suggesting that these GMCs are in-
deed individual clouds to the limit of our spectral
resolution. Two of the resolved subsample appear
to show evidence for multiple emission components
and therefore we may have overestimated their ac-
tual line widths and virial masses in this analysis.
2. We detect 13CO in four of the most massive clouds
in the sample, and in those clouds find an average
12CO/13CO flux ratio of 6.2.
3. We find that masses derived directly from CO lumi-
nosity and virial masses are in relative agreement
for those GMCs without evidence for multiple spec-
tral emission components. This suggests that the
majority of the NGC 300 clouds are virialized, sim-
ilarly to GMCs in the Milky Way and other nearby
galaxies. The exception, DCL79-2, likely has a size
underestimated by CPROPS and potentially a steep
mass density profile.
4. We fit the GMC mass spectrum in this sample of
NGC 300 clouds and derive a slope of γ = 1.8±0.07.
This value is intermediate between the slopes of
the mass spectra in the inner (γ = 1.5) and outer
(2.1) Milky Way, and similar to the mass spectrum
slopes in the inner regions of M33 (1.6) and in the
spiral arms of M51 (1.8). Since our sample con-
sists of GMCs near H II regions and at galacto-
centric radii less than 4 kpc, this result suggests a
similarity in mass spectrum slope in inner galaxy
star-forming environments across galaxies.
5. The resolved subsample shows consistency with
the Larson (1981) size-linewidth, mass-size, and
mass-linewidth relations seen in the Milky Way
and many other galaxies. We fit the resolved sub-
sample data using orthogonal distance regression
fitting and find a statistical significant trend of
∆V ∝ R0.52±0.20. This result is in agreement with
studies of other nearby galaxies, though our data
preclude any conclusive statements regarding the
origin and nature of the turbulence in GMCs. The
surface densities of the resolved clouds range from
25 to 125 M pc−2, with a median of 54 M pc−2,
similar to GMC surface densities in Milky Way
clouds.
6. The fraction of the APEX single dish integrated
intensity we recover with the SMA ranges from
30% to nearly 100% across our sample. Low de-
tection fractions are likely due to being unable to
detect low-mass GMCs with our limited sensitivity
observations as compared with the single dish mea-
surements, and also possibly the presence of some
diffuse gas. The SMA/APEX integrated intensity
ratio is not correlated with the APEX molecular
mass or galactocentric radius. There is however a
trend with the SMA integrated intensity, suggest-
ing systematic variation in the contribution of mas-
sive GMCs to the total CO intensity of the region.
In addition, for regions with star formation rates
larger than 5× 10−4 M yr−1, we tend to recover
a higher fraction of the single dish flux in regions
with high SFRs than in those with low SFRs. This
result could be explained by the dissociation of low
mass clouds and diffuse gas due to energetic ultravi-
olet radiation from the many newly formed massive
stars in the high SFR regions.
To test these conclusions, additional high-resolution
observations of a larger sample size of NGC 300 clouds
will be needed. With the resolution and sensitivity of
ALMA, for example, the entire GMC sample of ∼ 50 re-
gions from Faesi et al. (2014) could be studied at ∼ 10 pc
resolution in a very reasonable amount of observing time.
Such studies will be crucial to understanding the general
properties and broad populations of GMCs.
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