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Chapter 1
Introduction
1.1 Background and overview
The main contents of this dissertation are ﬁve research papers and two notes.
All of the papers and the ﬁrst note deal in some way with intrinsic quantities
of geometric objects.
In computational geometry, one often needs to calculate lengths, angles,
areas and other intrinsic quantities. In themselves, they are interesting be-
cause they give information about the geometric object we are studying.
They are also essential in almost every geometric computation or algorithm,
from the interpolation of points to form a curve to the mapping of a texture
image to a surface. One of the most important aspects of these intrinsic
quantities is the connection with parametrization.
For curves the issue of parametrization may seem easy, since there is a
unique parametrization of the curve, the arc-length parametrization, that is
the “best”. Why is this the best? I will give just one possible answer: the
formulas and algorithms for calculating intrinsic properties such as length and
curvature have the simplest possible form when the curve is parametrized by
arc-length. For example the tangent vectors of such a curve will always have
unit length, and the length of a curve segment will be given by the length of
the corresponding parameter interval.
However, there are cases when such a parametrization is not what we
want. Consider for example a curve representing the trajectory of a ball.
Clearly, we are not just interested in the geometry of the path of the ball,
but also the speed of the ball. Parametrizing this curve by arc-length would
lose that information. Still, we would like to be able to compute its length
and curvature. Methods suitable for this may be found in Papers 1 and 3,
and in Note 1.
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For a surface the perfect parametrization would be one that takes the
surface isometrically to the plane. Unfortunately, for most surfaces such a
parametrization does not exist, and we have to ask ourselves what we mean
by a good parametrization.
One way to approach this is to look at some property of the arc-length
parametrization and try to generalize it to the surface case. One example
could be the equality of arc-length and the length of the corresponding pa-
rameter interval. For a surface, we could require that the area of a part of
the surface is equal to the area of the corresponding region in the parameter
domain. This would be an area-preserving parametrization.
Our choice is to start from the following property: for curves, the arc-
length parametrization is a harmonic function from the curve to the param-
eter interval. So for surfaces, we deﬁne a good parametrization as one that
is a harmonic map from the surface to the parameter plane. This still leaves
us with some freedom, namely the mapping of the boundary. In our case, we
mandate that the boundary curves will be parametrized by scaled arc-length.
Papers 4 and 5 deal with this in detail.
In the rest of introduction I attempt to cover the necessary background
theory for the included papers. In all cases I have tried to give a sparse yet
readable account of the theory.
Section 1.2 covers the theory of parametric curves, including their deﬁni-
tion, regularity, intrinsic properties, curvatures and harmonic functions.
Section 1.3 covers the theory of parametric surfaces. We look at regularity,
the ﬁrst fundamental form, area and also harmonic functions on surfaces.
1.2 Parametric curves
1.2.1 Basic deﬁnitions
We start with a few deﬁnitions and their immediate consequences.
Deﬁnition 1 (Parametric curve) A parametric curve f is a continuous
function from a closed interval to some Euclidian space:
f : [a, b] → Rd.
A parametric curve may be written as a d-tuple (f1(t), f2(t), . . . , fd(t)). Here
t ∈ [a, b] is called the parameter of the curve. Note that some authors, for
example Do Carmo [1] or Montiel and Ros [4] specify an open interval and
not a closed one. Kreyszig [3] uses a closed interval.
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Figure 1.1: A parametric curve
f(a)
f(t)
f(b)
Deﬁnition 2 (Ck parametric curve) A parametric curve f : [a, b] → Rd
is Ck if and only if its k’th derivative f (k) exists and is continuous.
At the endpoints, derivatives are understood to be one-sided. Continuity on
a closed interval implies boundedness, so it follows from the deﬁnition that
the k’th derivative is bounded, not just continuous.
Deﬁnition 3 (Regular parametric curve) A parametric curve f : [a, b] →
R
d is regular if and only if it is at least C1 and satisﬁes
f ′(t) = 0
for all t ∈ [a, b].
We write | · | for the Euclidian norm in Rd. For a regular curve f , it is clear
that there exists an  > 0 such that |f ′(t)| >  for all t. This is because |f ′|
is continuous on a closed interval and thus attains its minimum, which must
be greater than 0 by the deﬁnition of regularity.
Deﬁnition 4 (Tangent vector) The tangent vector of a regular paramet-
ric curve f at a parameter t is f ′(t).
By the above, a tangent vector will always be nonzero. Alternatively we
could have deﬁned tangent vectors for all C1 curves, allowing zero tangent
vectors, then deﬁned regular curves to be those with nonvanishing tangents.
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Figure 1.2: A example of a non-regular parametric curve
f(a)
f(b)
1.2.2 Reparametrization, intrinsic properties
Any parametric curve may be reparametrized. We deﬁne the following:
Deﬁnition 5 (Reparametrization) Let f : [a, b] → Rd be a Ck parametric
curve and let φ : [α, β] → [a, b] be Ck and at least C1. Let φ′(τ) > 0 for all
τ ∈ [α, β]. Then f ◦ φ : [α, β] → Rd is a Ck parametric curve. The curve
f ◦ φ is said to be a reparametrization of f by φ.
Some properties of curves do not change with reparametrization, we call
those intrinsic properties. Another equivalent statement is that intrinsic
properties only depend on the locus of the curve, by which we mean its
image set in Rd.
Intrinsic properties include arc-length and curvature.
1.2.3 Arc-length
We will derive the formula for the arc-length of a parametric curve from a
limiting process. Consider any ﬁnite partition t of the interval [a, b], given
by
a = t0 < t1 < · · · < tn = b.
We deﬁne |t|, the mesh size of t, by
|t| := max(ti − ti−1) i = 1, . . . , n.
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Figure 1.3: A sum of chords
f(a = t0)
f(t1)
f(t2)
f(t3)
f(b = t4)
We now consider the sum
Lf ,t :=
n∑
i=1
|f(ti)− f(ti−1)|.
If those sums converge as |t| → 0 we call the curve rectiﬁable. If the curve
is at least C1, the limit will have a particularly convenient form, as shown
by the following theorem.
Theorem 1 (Convergence of chordlength sums) Let f : [a, b] → Rd be
a parametric curve that is at least C1. Given any  > 0, there exists δ > 0
such that for all partitions t of [a, b] with |t| < δ,∫ b
a
|f ′(t)| dt− Lf ,t < .
Proof. This proof is following the approach used in [4]. Recall that the fj
are the component functions of f , and consider the function
F (t1, . . . , td) :=
√√√√ d∑
j=1
(f ′j(tj))2.
Since f is C1, this function is continuous on [a, b]d. Since this is a compact
set, F is in fact uniformly continuous, and given  > 0 we can ﬁnd δ > 0
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such that if maxj |sj − tj| < δ, then
|F (s1, . . . , sd)− F (t1, . . . , td)| < /(b− a).
Now let t be a partition with |t| smaller than the δ found above. We apply
the mean value theorem to the component functions fj of f on the interval
[ti−1, ti] to obtain
fj(ti)− fj(ti−1) = f ′j(ξji )(ti − ti−1),
d∑
j=1
(fj(ti)− fj(ti−1))2 = (ti − ti−1)2
d∑
j=1
(f ′j(ξ
j
i ))
2,
|f(ti)− f(ti−1)| = F (ξ1i , . . . , ξdi )(ti − ti−1),
Lf ,t =
n∑
i=1
F (ξ1i , . . . , ξ
d
i )(ti − ti−1).
Here, for all j, ti−1 ≤ ξji ≤ ti.
Now we apply the integral mean value theorem to |f ′(t)| on the interval
[ti−1, ti], which yields∫ ti
ti−1
|f ′(t)| dt = |f ′(ηi)|(ti − ti−1),∫ b
a
|f ′(t)| dt =
n∑
i=1
F (ηi, . . . , ηi)(ti − ti−1).
Here, ti−1 ≤ ηi ≤ ti.
Now since for all i, maxj |ξji − ηi| ≤ ti − ti−1 < δ, we obtain∣∣∣∣
∫ b
a
|f ′(t)| dt− Lf ,t
∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
(
F (ηi, . . . , ηi)− F (ξ1i , . . . , ξdi )
)
(ti − ti−1)
∣∣∣∣∣
≤
n∑
i=1
∣∣(F (ηi, . . . , ηi)− F (ξ1i , . . . , ξdi ))∣∣ (ti − ti−1)
<
n∑
i=1

b− a(ti − ti−1) = .

The theorem motivates the following deﬁnition of arc-length:
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Deﬁnition 6 (Arc-length function) The arc-length function of a C1 para-
metric curve f : [a, b] → Rd is given by
Lf ,a(t) :=
∫ t
a
|f ′(u)| du. (1.2.1)
We will often use the shortcut s(t) for Lf ,a(t). We have claimed but not yet
shown that arc-length is an intrinsic property. However, it is not hard to
show. Let f ◦ φ : [α, β] → Rd be a reparametrization of f by φ. Then by the
chain rule and a change of variables
Lf◦φ,α(τ) =
∫ τ
α
|(f ◦ φ)′(v)| dv
=
∫ τ
α
|f ′(φ(v))|φ′(v) dv
=
∫ φ(τ)
a
|f ′(u)| du = Lf ,a(φ(τ)).
So the following diagram commutes:
t
τ
φ

Lf◦φ
 s.
L
f

For regular curves we may ﬁnd the inverse of the arc-length function, writ-
ten L−1f ,a or more brieﬂy t(s). It satisﬁes the requirements of a reparametriza-
tion:
f˜(s) := f(t(s)).
The resulting parametric curve is said to be parametrized by arc-length. Any
reparametrization of f will give the same f˜ , so we may call this the intrinsic
parametrization of the curve. We will now show this property.
Let g := f ◦ φ : [α, β] → Rd be a reparametrization of f . Recall that
Lf◦φ,α = Lf ,a ◦ φ, and therefore
τ(s) = L−1f◦φ,α = φ
−1 ◦ L−1f ,a = φ−1 ◦ t(s).
This gives
g˜(s) = g(τ(s)) = f(φ(τ(s)))
= f(φ(φ−1(t(s)))) = f(t(s)) = f˜(s).
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Thus any properties derived from the arc-length parametrization of a
curve will be intrinsic. As a notational shortcut, we may drop the tilde and
write f(s).
1.2.4 Curvature
The curvature of a curve measures the rate of change in the tangent. Since the
tangent of a curve parametrized by arc-length has unit length, the curvature
really only measures the rate of change of the tangent direction:
Deﬁnition 7 (Curvature) Let f : [a, b] → Rd be a curve parametrized by
arc-length, i.e. |df/ds| ≡ 1. We deﬁne the curvature κ of the curve by
κ(s) :=
∣∣∣∣ d2ds2 f(s)
∣∣∣∣
By the previous section, κ(s) is intrinsic. The deﬁnition allows us to com-
pute the curvature, if we have an expression for the arc-length parametrized
version of some given curve. If not, we need an expression for κ(s(t)), which
we derive as follows:
The chain rule gives df/ds = df/dt · dt/ds. Since s(t) = ∫ t
a
|f ′(u)| du,
ds/dt = |f ′(t)| and dt/ds = 1/|f ′(t)|. Now with a slight abuse of notation
we write
κ(t) := κ(s(t))
=
∣∣∣∣ d2ds2 f(s(t))
∣∣∣∣
=
∣∣∣∣ dds f
′(t)
|f ′(t)|
∣∣∣∣
=
∣∣∣∣ f ′′(t)|f ′(t)|2 − f
′(t) (f ′(t) · f ′′(t))
|f ′(t)|4
∣∣∣∣ (1.2.2)
=
|f ′(t)× f ′′(t)|
|f ′(t)|3 . (1.2.3)
Expression (1.2.3) is of course only valid as written for curves in R3. In the
above, primes always denote derivatives with respect to t, derivatives with
respect to s are written d/ds.
It is possible to ﬁnd more intrinsic quantities of curves. We will now
investigate the so-called higher curvatures of a curve, following Gregory’s
article [2]. We will give no proofs in the following, see [2] for more detail.
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Deﬁnition 8 (Frenet frame) Let f : [a, b] → Rd be a Cd regular para-
metric curve, and the (d− 1) derivatives {f (i)(t)}d−1i=1 be linearly independent
for t ∈ [a, b]. Then the Frenet frame of f is the orthonormal set of vectors
{vi(t)}di=1 deﬁned by the following Gram-Schmidt process for i = 1, . . . , d−1:
vi =
ui
|ui|
ui = f
(i) −
i−1∑
j=1
(f (i) · vj)vj.
Finally, vd is chosen such that the Frenet frame is a right handed orthonormal
system, i.e. such that detv1, . . . ,vd = 1.
In R2, the Frenet frame consists of the tangent direction and the unit
normal. In R3 one adds the binormal.
The Frenet frame satisﬁes a system of Lie-type diﬀerential equations,
called the Frenet equations, given by
(v′1(t), . . . ,v
′
d(t))
T
= K (v1(t), . . . ,vd(t))
T .
The matrix K is a (d× d) tri-diagonal skew-symmetric matrix:
K = |f ′(t)|
⎛
⎜⎜⎜⎜⎜⎝
0 κ1(t)
−κ1(t) 0 κ2(t)
. . . . . . . . .
−κd−2(t) 0 κd−1(t)
−κd−1(t) 0
⎞
⎟⎟⎟⎟⎟⎠ .
Now the κi(t) turn out to be intrinsic, and we call κi(t) the i’th curvature of
f .
1.2.5 An intrinsic diﬀerential equation
If we write a diﬀerential equation in terms of the arc-length parameter s, it
will be intrinsic. As an example, consider the second order boundary value
problem
d2
ds2
u(s) = 0 s ∈ (0, L)
u(0) = u0
u(L) = uL.
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which has the solution
u(s) = u0 +
s
L
(uL − u0) .
Instead of thinking of the above as an equation on R, we may interpret
it as an equation on a curve with length L. We may then proceed to rewrite
the equation in terms of derivatives in t instead of s. As before we use the
chain rule:
d2
ds2
u(s(t)) = 0,
d
ds
u′(t)
|f ′(t)| = 0,(
u′(t)
|f ′(t)|
)′
1
|f ′(t)| = 0,(
u′(t)
|f ′(t)|
)′
= 0. (1.2.4)
If we had not developed the equation from its intrinsic form, it would not
have been as trivial to see that it is invariant under reparametrization.
With boundary conditions u(a) = ua and u(b) = ub we have the solution
u(t) = ua +
ub − ua
L
∫ t
a
|f ′(τ)| dτ.
Interestingly, up to scaling and translation, this is the arc-length func-
tion. Setting ua = 0 and ub = L gives us u = Lf ,a. We can turn our
reasoning around, and look at any reparametrization f ◦φ. Now if φ−1 solves
equation (1.2.4) with the above boundary conditions, φ−1 = Lf ,a and the
reparametrization is by arc-length. We could have used this as the starting
point for discussing intrinsic properties of curves.
We will later encounter the corresponding equation for surfaces, called
the Laplace-Beltrami equation. In fact, equation (1.2.4) could be called the
Laplace-Beltrami equation for curves, given here in local coordinates. Its
solutions are called harmonic functions on the curve f .
1.3 Parametric surfaces
The notion of a surface is quite intuitive and accessible, yet when it comes to
deﬁnitions there is some variation between diﬀerent authors. Our deﬁnition
is tailored for the problems we will deal with.
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1.3.1 Deﬁnitions
Deﬁnition 9 (Parametric surface) Given an open, bounded set Ω in R2,
a parametric surface f is a continuous function from its closure Ω¯ to some
Euclidian space,
f : Ω¯ → Rd.
Letting x = (x1, x2) be the coordinates of R
2, we may write f(x) =
(f 1(x1, x2), f
2(x1, x2), f
3(x1, x2)). We do not let the domain of f be any
arbitrary closed and bounded set, since then parametric curves would be
(trivial) surfaces. As in the curve case, some authors specify an open domain
for f , but this is not universal.
Deﬁnition 10 (Ck parametric surface) A parametric surface f : Ω¯ →
R
d is Ck if and only if its partial derivatives Dαf exist and are continuous
for all multiindices α with |α| ≤ k.
The meaning of the multiindex notation is
Dαf = D(α1,α2)f = Dα11 D
α2
2 f ,
where D1, D2 denotes partial diﬀerentiation with respect to x1, x2. Also,
α1 ≥ 0, α2 ≥ 0 and |α| := α1 + α2.
Deﬁnition 11 (Regular parametric surface) A parametric surface f :
Ω¯ → Rd is regular if and only if it is at least C1 and the vectors D1f(x) and
D2f(x) are linearly independent for all x ∈ Ω¯.
By the compactness of Ω¯ it follows that iﬀ a parametric surface is regular,
there is a constant β > 0 such that |D1f(x)×D2f(x)| > β. Another equiva-
lent property is that the Jacobian matrix Jf = (Djfi) has rank 2 everywhere.
1.3.2 The ﬁrst fundamental form
At any point p = f(x) of a surface, we may consider the vector space spanned
by {D1f(x), D2f(x)}. If the surface is regular, these two vectors are linearly
independent, and thus span a plane. This we call the tangent plane of the
surface at p, denoted Tp(f). On this tangent plane there is an inner product,
induced by the natural inner product on R3. We denote this inner product
by (·, ·)p. If v and w are two vectors in Tp(f), (v,w)p is equal to their inner
product as vectors in R3. From the inner product on Tp(f) we will deﬁne the
ﬁrst fundamental form:
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Deﬁnition 12 (First fundamental form) The quadratic form Ip : Tp(f) →
R given by
Ip(v) = (v,v)p
is called the ﬁrst fundamental form of f at p.
It is common to write the ﬁrst fundamental form in the basis given by
{D1f(x), D2f(x)}. We let v = v1D1f(x) + v2D2f(x). Then
Ip(v) = (v1D1f(x) + v2D2f(x), v1D1f(x) + v2D2f(x))p
= v21(D1f(x), D1f(x)) + 2v1v2(D1f(x), D2f(x)) + v
2
2(D2f(x), D2f(x))
=: v21g11 + 2v1v2g12 + v
2
2g22.
So with v written in that basis, v = (v1, v2), the ﬁrst fundamental form is
simply
Ip(v) = v
TGv, G =
(
g11 g12
g12 g22
)
= (Jf)T (Jf).
In the above, G is a function of x, and if f is a Ck surface, then G ∈ Ck−1.
Observe also that |D1f×D2f |2 = detG, so if a surface is regular, it follows
that detG(x) > 0 for x ∈ Ω¯.
1.3.3 Reparametrization and intrinsic properties
As for curves, we would like to investigate properties and equations that
are invariant under reparametrization. For surfaces, intrinsic properties are
those that only depend on the ﬁrst fundamental form. We will show that it
is invariant under reparametrization, but ﬁrst we must deﬁne that term.
Deﬁnition 13 (Surface reparametrization) For k ≥ 1, let f : Ω¯1 → R3
be a Ck parametric surface, and let φ = (φ1, φ2) : Ω¯2 → Ω¯1 be a Ck mapping
whose Jacobian matrix has rank 2 everywhere. Then f ◦φ is a Ck parametric
surface. The surface f ◦ φ is said to be a reparametrization of f by φ.
Under this deﬁnition, if f is regular, then so is f ◦ φ. This follows from a
short calculation:
rank J(f ◦ φ) = rank(Jf ◦ Jφ) = min(rank Jf , rank Jφ) = 2.
Now we prove that the ﬁrst fundamental form is invariant under repara-
metrization. Since by deﬁnition 12, at any point p on the surface it only
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depends on the tangent plane, it will be suﬃcient to show that the repara-
metrized surface has the same tangent plane at all points. We apply the
chain rule to Di(f ◦ φ), obtaining
Di(f ◦ φ)(x) = D1f(φ(x))Diφ1(x) + D2f(φ(x))Diφ2(x).
Since the Di(f ◦ φ) are linear combinations of the Dif , the tangent plane of
f ◦φ at x is contained in the tangent plane of f at φ(x). Since by deﬁnition
13 the Jacobian of φ has rank 2 at all points, they must be the same.
Any property or operator that only depends on the ﬁrst fundamental form
or the inner product (·, ·)p is said to be intrinsic to the surface.
1.3.4 Length and area
The length of a curve lying on a regular surface is intrinsic. To see this, let
c : [a, b] → Rd be a parametric curve lying on a regular surface f . Then we
may ﬁnd a planar curve d : [a, b] → R2 so that c = f ◦ d. The length Lc of c
is given by deﬁnition 6 as
Lc =
∫ b
a
|c′(t)| dt =
∫ b
a
|f(d(t))′| dt
=
∫ b
a
|Jf(d(t))d′(t)| dt
=
∫ b
a
√
d′(t)TG(d(t))d′(t) dt.
Since the expression above only depends on G and not on f itself, it shows
that the lengths of curves on surfaces are intrinsic.
An even more important intrinsic property is area. We will state our deﬁ-
nition in terms of an intrinsic formula, making area intrinsic by construction.
Deﬁnition 14 (Surface area) The area Af of a parametric surface f :
Ω¯ → Rd is given by
Af =
∫
Ω
|D1f(x)×D2f(x)| dx =
∫
Ω
√
detG(x) dx.
It is also possible to deﬁne the area geometrically, as a limit of approx-
imations based on increasingly ﬁne partitions of the surface, much as was
done in the curve case. The limit of this process is then given by the formula
above.
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The formula for integrating a function over a surface follows logically from
the above formula. If S = f(Ω) and g(p) is a function deﬁned on S, then one
writes ∫
S
g dA =
∫
Ω
g(f(x))
√
detG(x) dx.
1.3.5 The Laplace-Beltrami equation
Let us ﬁrst deﬁne the intrinsic gradient operator on a surface S, taking func-
tions on S into vector ﬁelds on S (formally into sections on the tangent
bundle, but we will not need to go into that kind of detail). Let u be a
function on S deﬁned in the local coordinate system given by the mapping
f , i.e. u : Ω → R. Then ∇fu will be a mapping taking x ∈ Ω to a vector in
Tf(x)(f) deﬁned by
∇fu(x) = Jf(x)G−1f (x)∇u(x),
where ∇u (without the subscripted f) denotes the usual gradient of a func-
tion in the plane. We will show that ∇f is intrinsic. Let f˜ := f ◦ φ be a
reparametrization of f , with φ : Ω˜ → Ω. Let u˜ := u ◦ φ. Then
∇f˜ u˜ = J(f ◦ φ)G−1f◦φ∇u˜
= JfJφ
(
(JfJφ)T (JfJφ)
)−1
(Jφ)T∇u
= JfJφ
(
JφTJfTJfJφ
)−1
(Jφ)T∇u
= JfJφJφ−1
(
JfTJf
)−1
Jφ−T (Jφ)T∇u
= JfG−1f ∇u = ∇fu.
Assume that we have a regular parametric surface f . Consider the fol-
lowing equation:
∫
S
∇fu(x) · ∇fψ(x) dA = 0, ∀ψ ∈ C∞0 (Ω). (1.3.1)
Clearly this equation is intrinsic, since it only involves the intrinsic gradient
and the surface integral. This is the weak formulation of the Laplace-Beltrami
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equation. In coordinates, this becomes
0 =
∫
S
∇fu(x) · ∇fψ(x) dA
=
∫
S
(
Jf(x)G−1f (x)∇u(x)
)T (
Jf(x)G−1f (x)∇ψ(x)
)
dA
=
∫
S
∇u(x)T G−Tf (x) Jf(x)T Jf(x)G−1f (x)∇ψ(x) dA
=
∫
S
∇u(x)T G−1f (x)∇ψ(x) dA
=
∫
Ω
2∑
i,j=1
aijDiuDjψ dx1 dx2,
where, letting gij denote the elements of G−1f ,
(aij) =
√
detG(gij) =
1√
detG
(
g22 −g12
−g12 g11
)
.
For suﬃciently smooth u, we may use integration by parts to obtain∫
S
Δfu(x) · ψ(x) dA = 0, ∀ψ ∈ C∞0 (Ω),
and therefore
Δfu(x) = 0,
which is the strong, classical formulation. The operator Δf is the Laplace-
Beltrami operator, which in coordinates takes the form
Δf =
1√
detG
2∑
i,j=1
Di(
√
detGgijDj) =
1√
detG
2∑
i,j=1
Di(aijDj).
Solutions to the Laplace-Beltrami equation are called harmonic functions
on the surface f . Part of our motivation for studying this equation is the
following: harmonic parametrizations for surfaces corresponds to arc-length
parametrizations for curves, since the arc-length parametrization function is
harmonic on the curve.
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Chapter 2
Summaries of papers and notes
Paper 1:
Point-based methods for estimating the length
of a parametric curve.
This paper studies a general method for estimating the length of a parametric
curve f : [a, b] → Rd using only samples of points. In general it is not
possible to ﬁnd a closed form for the arc-length function deﬁned by equation
(1.2.1), even when the curve is given by polynomials. Applying numerical
quadrature directly involves computing the ﬁrst derivative of f at m+1 points
q = q0, q1, . . . , qm on the curve, computing Euclidian norms, and taking a
weighted sum:
L(f |[a,b]) =
∫ b
a
|f ′(t)| dt ≈
m∑
i=0
wi|f ′(qi)|,
Our methods do not require ﬁrst derivatives, and may therefore be applied in
cases when they are expensive to compute or even unavailable. Our methods
also exhibit a little more robustness than direct quadrature, requiring one less
degree of smoothness of f for methods with the same order of convergence.
The methods are based on interpolating the curve at a sequence of n+ 1
points t = t0, t1, . . . , tn in [a, b] with a polynomial curve pn of degree n, and
then approximating its length by quadrature,
L(f |[a,b]) ≈ L(pn|[a,b]) ≈
m∑
i=0
wi|p′n(qi)|.
This gives a large family of methods, as one may vary both the interpolation
nodes t and the quadrature nodes q.
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We show that for arbitrary t and f ∈ Cn+1, the approximation satisﬁes
|L(f |[a,b])− L(pn|[a,b])| = O(hn+1),
where h := b − a. Then we prove that by making a special choice of points
t, namely the Gauss-Lobatto nodes, we get optimal order of approximation
for f ∈ C2n, similar to Gauss-Legendre quadrature:
|L(f |[a,b])− L(pn|[a,b])| = O(h2n+1).
By using a quadrature rule of matching order, the order of the full method
is the same.
Some known methods ﬁt into this framework, which may therefore be used
to show their approximation order. This includes the method of accumulated
chord length, which is second order. Finally we give some new methods that
are fourth order and a new sixth order method.
Paper 2:
A point-based method for estimating surface
area.
This paper extends the approach of the previous paper to computing the
areas of parametric surfaces using a rectangular grid of point samples. The
area of a parametric surface s deﬁned over a domain Ω is given by
A(s) =
∫∫
Ω
|su × sv| du dv.
Again, a direct quadrature would require the computation of ﬁrst derivatives
of s, and again, our method does not. It is a tensor-product type extension of
the curve method, based on interpolating s at a rectangular tensor-product
grid of nodes with a bidegree (n, n) polynomial pn. Then A(pn) is approx-
imated by a tensor-product quadrature rule. For arbitrary grid nodes and
s ∈ Cn+1,n+1, we get that
|A(s)− A(pn)| = O(hn+2),
where h is the largest dimension of the assumed rectangular domain Ω. Then
we show that by choosing the interpolation nodes {(ui, vj)}ni,j=0 to be Gauss-
Lobatto nodes and requiring s ∈ C2n,2n, we achieve
|A(s)− A(pn)| = O(h2n+2).
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Figure 2.1: The ’diagonal rule’
d1
d2
As before, approximating A(pn) with a quadrature of matching accuracy
yields a method with the same total order of approximation.
As an example method, we consider the ’diagonal rule’ shown in ﬁgure
2.1, which exactly computes the area of planar quadrilaterals as one-half the
length of the cross product of its diagonals: A ≈ |d1 × d2|/2. We show
that this can be interpreted as applying the midpoint rule to integrating
|p1,u × p1,v|, with p1 being the bilinear surface deﬁned by the corners. Our
analysis shows that this method is second order accurate when applied to
general curved surfaces. We also give an example of a fourth order method.
Paper 3:
Extrapolation Methods for Approximating Arc-
Length and Surface Area.
This paper goes back to the simplest second order methods discussed in
the previous two papers, and shows that they are suited for extrapolation
methods.
For curves, it considers the accumulated chord length method over the
interval [0, 1], showing that it has an h2-expansion. This is done in two stages,
ﬁrst showing that if we let dh := f(t+h/2)−f(t−h/2), then |dh(t)|/h has an
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h2-expansion. From this, the Euler-Maclaurin formula is used to show that
the composite chord length approximation given by
Lh(f) =
n−1∑
i=0
|d((i + 1/2)h)|
has an h2-expansion.
For surfaces, the ’diagonal’ method shown in ﬁgure 2.1 is considered,
and as in the curve case, the composite approximation is shown to have an
h2-expansion.
The signiﬁcance of the h2-expansions is that extrapolation methods may
be used to obtain more precise solutions. Such methods include Richardson
extrapolation and Romberg extrapolation. Their strength is the ability to
produce high-order accurate results with simple algorithms, that are easy to
code.
The smoothness of the curve or surface puts a limit on how far the expan-
sion can be carried out, thereby limiting the extent to which extrapolation
methods may be used to obtain higher order methods. It is conjectured that
order 2k methods are possible with C2k mappings, as was proven for the
basic k = 1 cases in the previous two papers.
Finally, the surface method is compared with a method investigated by
Lyness, which also has an h2-expansion.
Paper 4:
Finite elements for the Laplace-Beltrami equa-
tion on parametric surfaces.
In this paper, we analyze the Laplace-Beltrami equation on a parametric
surface f : Ω → Rd where Ω is a rectangular domain. The equation may
be given as in equation (1.3.1), and is intrinsic to the surface. A detailed
analysis shows that we may expect the solution to lie in H2(Ω) as long as
the underlying surface is at least C2. Higher regularity of the solution is
not possible in general, even with smoother underlying surfaces, due to the
corners of the domain.
A ﬁnite element analysis is carried out, both for linear and quadratic
elements, taking into account three necessary approximations: The ﬁrst is
replacing the solution space H1(Ω) by a ﬁnite-dimensional element space.
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The second is the evaluation of the bilinear form
a(u, v) =
∫
Ω
2∑
i,j=1
aij(x)Diu(x)Djv(x) dx
by quadrature, yielding an approximate bilinear form ah(·, ·). The third ap-
proximation is replacing the exact boundary values by approximate, piecewise
linear or quadratic boundary values.
It is shown that it is possible to construct ah(·, ·) in such a way that
the method is ’point-based’, that is, it does not require the evaluation of
derivatives of the surface. In the particular case of linear elements, this
construction is shown to yield the so-called ’discrete harmonic’ or ’cotangent’
weights. This enables us to analyze that method with the ﬁnite element
machinery, and it is shown to be second order accurate in the L2(Ω) norm.
For the quadratic element method, one could hope for third order accuracy,
but this does not hold in general, since the solution can only be shown to be
in H2(Ω).
Finally, a numerical example is given. A parametric surface with a ’bad’
parametrization is given, and a Poisson-type problem with known exact so-
lution is solved with the quadratic element method. Experimentally the
solution seems to converge with an O(h3) rate, demonstrating that in spite
of disappointing theoretical predictions in terms of order, the quadratic ele-
ment method still performs markedly better than the linear element method
for this problem.
Paper 5:
Reparametrization of surfaces using PDE meth-
ods.
This paper applies the theory and methods of the previous paper to a par-
ticular problem in geometric modeling, namely to reparametrize a given
parametric surface. Reparametrization is a process taking a parametric sur-
face f : Ω → Rd with ’bad’ parametrization and building a new, better
parametrization f˜ : Ω˜ → Rd, keeping the surface locus invariant, that is,
f(Ω) = f˜(Ω˜). This may be done by computing a reparametrization mapping
φ : Ω˜ → Ω and considering the composite mapping f ◦ φ, or by making a
grid of points on the surface and building a new surface by interpolation or
approximation methods. For the second method, we only have f(Ω) ≈ f˜(Ω˜).
Our criteria for what constitutes a good parametrization of a surface are
ﬁrst, that the boundary curves are parametrized by scaled arc-length, and
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second, that the mapping is close to conformal. Given the mapping of the
boundary, the closest one can get to a conformal map is a harmonic map,
that is, the coordinate functions solve the Laplace-Beltrami equation.
We apply both linear and quadratic ﬁnite elements to approximate these
maps, computing a map uh that is an approximation of the exact harmonic
map. Then we let φ = u−1h . A section is devoted to the problem of ﬁnding
this inverse mapping, given a piecewise linear or quadratic uh. It is also
possible to adapt the grid better to the problem by exploiting the computed
solution, and by iterating one may achieve a more accurate solution.
Finally, numerical examples are given. These include a simple distorted
square, which demonstrates the ability of the method to give a fully uniform
parametrization in the limit. In this example, the quadratic element method
performs the best, experimentally achieving third order convergence. Three
real-world surfaces are also reparametrized, and qualitatively show great im-
provements from applying our method.
Note 1:
A point-based Clenshaw-Curtis type algorithm
for computing curve length.
This note returns to the subject of computing the arc-length of parametric
curves. A new point-based method is considered, which may still be said
to belong to the family investigated in the ﬁrst paper. Recall that the two-
stage method of that paper consisted of ﬁrst approximating the curve by a
polynomial pn, then approximating the length of pn by quadrature.
If the interpolation node t = t0, t1, . . . , tn are chosen to be the Cheby-
shev points, the interpolation polynomial may be closely approximated very
quickly by the FFT. Also, we may compute its ﬁrst derivative in an eﬃcient
manner, and integrate its Euclidian norm with a Clenshaw-Curtis quadra-
ture. The combined method will not have the optimal order of the Gauss-
Lobatto points found in the ﬁrst paper, but on the other hand, the interpola-
tion nodes may be nested. That property, together with the fast computation
of nodes and weights by the FFT, makes the method well suited for iteration
with increasing n, giving close to spectral accuracy for analytic curves.
Some numerical examples are given, supporting the claims of accuracy.
Some interesting phenomena arising from the fact that the Euclidian norm
is not analytic are also observed.
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Note 2:
Indirect quadrature.
In this last note, we investigate the computation of integrals of the type
If =
∫ b
a
F (f(t), f ′(t), . . . , f (k)(t)) dt.
This is a generalization of the work on curve length and surface area, in that
those problems may be written in the form above, for k = 1. Here, however,
we limit ourselves to analytic F , in order to simplify analysis and notation.
We analyze the two-stage method applied to this problem. First, we
approximate f by a polynomial p of degree n interpolating f at some nodes
t = t0, t1, . . . , t1. Second, we approximate the integral Ip by some quadrature
method.
We show that we attain an optimum order of convergence of O(h2(n−k)+3)
by choosing particular points t, namely the zeros of the polynomial
ω(t) = (t− a)k(t− b)kP (k)n−k+1,
where Pn is the degree n Legendre polynomial on the interval [a, b]. For
k = 0, t is the roots of Pn+1, just as in Gauss-Legendre quadrature. For
k = 1, we get the Gauss-Lobatto nodes. For higher k, the interior nodes are
the roots of P
(k)
n−k+1, which is the same as the Jacobi polynomial P
(k,k)
n−2k+1. But
the boundary roots are now multiple, meaning that the optimal interpolation
for k > 1 is a Hermite-type interpolation.
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