The well known fact is that the performance of the Speech Recognition System degrades drastically in Adverse Environments. Additive noise is one of the major element of adverse noisy environment. Detecting voiced, un-voiced 
Introduction
A simplistic approach to noise estimation is to apply voice activity detection (VAD) and estimate the noise as the average over the segments of the utterance classified as noise. This approach, however, is known to be unreliable at low signal-to-noise ratios (SNRs) [10] .
The quality of the enhanced signal is depending on the correct noise estimation and elimination. The noise estimation and elimination should be balanced. The residual noise may cause problem if estimation of noise is too low, while if the noise estimate is too high, speech may lose its originality [34] .
The simplest approach is to estimate and update the noise spectrum during the silent segments of the signal using a voice-activity detection (VAD) algorithm [5] .
VAD is a very useful technique for improving the performance of speech recognition systems working in these scenarios. A VAD module is used in most of the speech recognition systems within the feature extraction process for speech enhancement. The different VAD methods include those based on energy thresholds, pitch detection, spectrum analysis, and zero-crossing rate periodicity measure, higher order statistics in the LPC residual domain or combinations of different features.
The noise statistics such as its spectrum are estimated during non-speech periods in order to apply the speech enhancement algorithm (spectral subtraction or Wiener filter). On the other hand, nonspeech frame-dropping (FD) is also a frequently used technique in speech recognition to reduce the number of insertion errors caused by the noise. It consists on dropping non-speech periods (based on the VAD decision) from the input of the speech recognizer.
Although such an approach might work satisfactorily in stationary noise (e.g., white noise), it will not work well in more realistic environments (e.g., in a restaurant) where the spectral characteristics of the noise might be changing continuously.
Hence there is a need to update the noise spectrum continuously over time and this can be done using noise-estimation algorithms. Some of the noise estimation algorithms (noise trackers) are discussed in following sections. The paper is organized as in section 2 Voice Activity Detector (VAD) and their algorithms are explained. In Section 3 various Alternative Techniques for Noise Tracking are discussed. A Comparative Study of noise-estimation algorithms is given in section 4. Finally concluding remarks are given in section 5.
Voice Activity Detector (VAD)
VADs [6] are widely evaluated in terms of the ability to discriminate between speech and pause periods at different SNR levels of 20dB, 15dB, 10dB, 5dB, 0dB and -5dB. These noisy signals have been recorded at different places (suburban train, crowd of people (babble), car, exhibition hall, restaurant, street, and airport and train station). Detection performance as a function of the SNR [36] was assessed in terms of the non-speech hit-rate (HR0) and the speech hit-rate (HR1) defined as the fraction of all actual pause or speech frames that are correctly detected as pause or speech frames, respectively. Most of the VAD algorithms [35] fail when the level of background noise increases and the noise completely masks the speech signal. The noise reduction algorithm has been implemented as a single Wiener filtering stage without mel-scale warping.
A VAD module is used in most of the speech recognition systems within the feature extraction process for speech enhancement. The noise statistics such as its spectrum are estimated during nonspeech periods in order to apply the speech enhancement algorithm (spectral subtraction or Wiener filter). On the other hand, non-speech frame-dropping (FD) is also a frequently used technique in speech recognition to reduce the number of insertion errors caused by the noise After the speech enhancement process is applied, the Mel frequency cepstral coefficients and its first and second-order derivatives are computed in a frame-to-frame basis to form a feature vector suitable for recognition. 
1. Voice Activity Detection in Noisy Environments
In many areas of speech processing, it is difficult to determine the presence of speech periods, in a given signal. This task can be identified as a statistical hypothesis problem and its purpose is the determination to which category or class a given signal belongs. The decision is made based on an observation vector, frequently called feature vector, which serves as the input to a decision rule that assigns a sample vector to one of the given classes. The classification task is often not as trivial as it appears since the increasing level of background noise degrades the classifier effectiveness, thus leading to numerous detection errors. Detecting speech presence in a noisy signal when the level of background noise increases and the noise completely masks the speech signal. The selection of an adequate feature vector for signal detection and a robust decision rule is a challenging problem that affects the performance of VADs working under noise conditions [35] . Most algorithms are effective in numerous applications but often cause detection errors mainly due to the loss of discriminating power of the decision rule at low SNR levels (ITU, 1996; ETSI, 1999). For example, a simple energy level detector can work satisfactorily in high signal-to-noise ratio (SNR) conditions, but would fail significantly when the SNR drops. VAD results more critical in non-stationary noise environments since it is needed to update the constantly varying noise statistics affecting a misclassification error strongly to the system performance.
A voice activity detector (VAD) gives better performance only when noise is stationary [37] . Therefore, the different VAD methods [34] 
Robust VAD Algorithms
This section summarizes three VAD algorithms that yield high Speech / non-speech discrimination in noisy environments.
1. Long-Term Spectral Divergence
The speech/non-speech detection algorithm proposed in (Ramírez et al., 2004) assumes that the most significant information for detecting voice activity on a noisy speech signal remains on the timevarying signal spectrum magnitude. It uses a long-term speech window instead of instantaneous values of the spectrum to track the spectral envelope and is based on the estimation of the so called LongTerm Spectral Envelope (LTSE). The decision rule is then formulated in terms of the Long-Term Spectral Divergence (LTSD) between speech and noise.
Multiple Observation Likelihood Ratio Test
An improvement over the LRT proposed by [5] is the multiple observation LRT (MO-LRT) proposed by Ramírez (Ramírez et al., 2005) . The performance of the decision rule was improved by incorporating more observations to the statistical test.
3. Order Statistics Filters
Order statistics filters (OSFs) have been also evaluated for a low variance measure of the divergence between speech and silence (noise).
Once the input speech has been de-noised by Wiener filtering, the log-energies for the l-th frame, E(k,l), in K subbands (k= 0, 1, …, K-1), are computed.
Alternative Techniques for Noise Tracking

1. Minimum Statistics (MS)-Based Approach
Minimum Statistics (MS)-based noise trackers [7, 8] offer a more advanced alternative to VAD based methods. This method uses the property that the minimum power level in a particular frequency bin seen across a sufficiently long time interval is due to the noise process. From this minimum, the average noise power can be estimated by applying a bias compensation.
The size of the time interval should be such that there is at least one noise-only observation within the window. The minimum size of the time window is therefore dependent on the duration of speech presence in a frequency bin. If the time window is chosen too short and speech energy is constantly present in the search window, MS will track the power spectral density (PSD) of the noisy speech instead of the noise PSD. This will lead to an overestimate of the noise level. If, on the other hand, the time window is chosen too long, changes in the noise power level are not tracked or can only be tracked with a large delay.
Eigenvalue Decomposition Based Approach
Eigenvalue Decomposition Based Approach [1] for noise tracking, which updates the noise power spectral density PSD for each DFT coefficient even when both speech and noise are present. This method is based on the eigenvalue decomposition of correlation matrices that are constructed from time series of noisy DFT coefficients, these correlation matrices can be decomposed using an eigenvalue decomposition into two sub-matrices of which the columns span two mutually orthogonal vector spaces, namely a signal (+ noise) subspace and a noise-only subspace. The speech signals seen in a particular frequency bin can be expressed as a linear combination of a small number of complex exponentials [9] . In that case, the eigenvalues that describe the energy in the noise-only subspace allow for an update of the noise statistics, even when speech is constantly present. Noise types that are described by a low-rank model itself, i.e., deterministic types of noise, will be represented in the signal subspace as well and need different measures to be estimated.
Fourier Transform (DFT)-Based Methods
Single-channel speech enhancement methods can be used to reduce the noise level. Among them is the group of discrete Fourier transform (DFT)-based methods [1] that have received significant interest recently because of their relatively low complexity and good performance. These methods estimate the clean DFT coefficients by applying either a gain function to the noisy DFT coefficients or to the magnitude of the noisy DFT coefficients. Gain functions have been derived under minimum mean square error (MMSE) and maximum a posteriori (MAP) criteria, where speech DFT coefficients are assumed to have a super-Gaussian density [2, 3] . Recently, estimators based on Garch models [4] have also been proposed.
All these gain functions rely on knowledge of the noise power spectral density (PSD), which has to be estimated from the noisy speech signal. An overestimation of the noise PSD will lead to oversuppression and, as a consequence, to a potential loss of speech quality, while an underestimation will lead to an unnecessary high level of residual noise. An accurate tracking of the noise PSD is therefore essential to obtain proper quality of the enhanced speech signal. Furthermore, fast tracking is important for non-stationary noise. However, both fast and accurate noise tracking is very challenging, especially under these non-stationary noise conditions.
4. State-Space Model Based Approaches
These techniques use prior knowledge about the distributions of speech and noise for speech feature enhancement.
A crucial element for their performance is a precise estimate of the noise.
Spectral domain approaches are
1) Minimum Statistics [20, 21] , 2) (Iterated) Minima-Controlled-Recursive Averaging ((I)MCRA) technique [22, 23] , 3) Subspace method [24] .
These methods compute a time-varying point estimate of the noise spectrum. For statistical speech feature enhancement; however, an estimate of the probability density function (PDF) of log-spectral or cepstral noise feature vectors is required. Otherwise no tradeoff between the prior knowledge about speech and noise and the observations would be possible.
Voice Activity Detector and Noise Trackers for Speech Recognition System in Noisy Environment
Urmila Shrawankar, Vilas Thakare
In [25] , Stouten has investigated to approximate the variance of the noise PDF as a function of the point estimates obtained with the noise estimation methods proposed by [21] and [23] .
Several methods have been proposed for the noise density estimation, which are reviewed in the following in the context of the feature enhancement approach in which they have been applied.
5. Vector Taylor Series (VTS) Method
One of the first approaches to model-based speech feature enhancement was the Vector Taylor Series (VTS) method [16, 10] . In this approach, a VTS expansion of the observation model is applied to compute an approximate minimum mean square error (MMSE) estimate of the clean speech feature vector. The mean and covariance of the noise model are either estimated from the first noise-only frames of an utterance or an expectation-maximization (EM) algorithm is employed to improve on this initial estimate [16, 26, 27] . Usually a block EM algorithm is employed which operates on a segment of speech, typically one utterance, and delivers an estimate which is constant, i.e., time-invariant over the whole utterance.
While the variance of the noise prior has to be estimated alongside the mean in the linearised, firstorder approximation of the observation model, it is not employed in the actual MMSE estimation of the clean speech feature vector in the original VTS approach.
6. ALGONQUIN Method
A more precise statistical method, where in contrast to [14] the variances are considered in the MMSE estimation, is the so-called ALGONQUIN method, an iterative application of Laplace's method [14] . Here the complete posterior density of the noise is estimated independently for each speech frame and used in the model-based speech feature enhancement [14] .
To be able to track non-stationary noise sequential EM algorithms [28, 29] operating in the feature domain have also been proposed to obtain frame-dependent time-variant noise estimates.
7. Time-Variant Estimate Approach
Another method to obtain a time-variant estimate is to replace the EM algorithm by the iteration of an SNR variable, which is carried out for each frame separately and which delivers a point estimate of the noise [14] .
While the need for a time-variant estimate [38] of the log-spectral or cepstral noise vector was often motivated by the presence of non-stationary noise, a frame-dependent estimate is also advantageous in stationary noise conditions, since even if the noise is stationary, the Short-Term Fourier analysis leads to time-variant spectra. As analyzed frames overlap there is a correlation among subsequent spectra and thus subsequent noise log-spectral or cepstral feature vectors.
8. Switching Linear Dynamic Model (SLDM)
Model-based speech feature enhancement can be extended consistently to the modeling of interframe correlations. For this purpose the statistical dependencies between speech features in subsequent frames can be modeled with a switching linear dynamic model (SLDM) [11, 13, 15, 17, 18] . Droppo and Acero [13] have introduced an SLDM in which the posterior of the cepstral speech features is calculated by application of a Generalized Pseudo Bayesian (GPB) algorithm where a bank of filters derived in [14] is employed. Kim et al. [15] have modeled the stationary part of the speech signal with a hidden, non-observable state variable whose dynamics are described with an SLDM.
Further, model-based speech feature enhancement allows for uncertainty decoding [19, 30, 31] . In this approach, instead of a point estimate of the clean speech, the overall clean speech posterior is used for speech recognition.
9. Bayesian Estimation Framework
An improved estimate of the noise density causes not only an improved point estimate but also an improved estimate of the overall posterior density of the speech.
An estimate of the posterior density of the noise can be obtained alongside the clean speech estimate by augmenting the state variable in a state-space based Bayesian estimation framework to include the noise vector, in addition to the clean speech feature vector [11, 12, 15] .
10. Random-Walk State Model
A random-walk state model, which has been originally introduced in [32] , is assumed for the dynamics of the noise, where the state model variance is set to a fixed value. The parameters of this model can be estimated from noise-only training data [33] .
Comparative Study of Noise-Estimation Algorithms
Algorithm
Basic Idea Advantage Disadvantage
Doblinger, 1995
Updated the noise estimate by continuously tracking the minimum of the noisy speech in each frequency bin.
More efficient than the method in ).
It fails to differentiate between an increase in noise floor and an increase in noisy speech power.
Hirsch and Ehrlicher, 1995
Updated the noise estimate by comparing the noisy speech power spectrum to the past noise estimate.
Method is also simple to implement
It fails to update the noise estimate when the noise floor increases abruptly and stays at that level
Stahl et al., 2000
Estimates the noise spectrum based on the qth quantile of the noisy speech power spectrum.
Method estimates nonstationary noise.
This method might fail to estimate the noise floor correctly if the noisy speech contains highly-varying noise Updates the noise estimate based on tracking the minimum of the noisy speech spectrum. Hence the adaptation time of the noise estimate depends on the adaptation time of the local minimum.
For non-stationary noise conditions where the noise power varies slowly over time, method has the same adaptation time like other methods for increasing noise levels, the adaptation time might be slightly more than 1.5 s
Ris and Dupont, 2001
Combined the techniques with narrowband spectral analysis which allowed estimation of the noise levels in the valleys between harmonics of voiced speech segments.
Their approach refines the spectral resolution of the noise level
Longer time windows were required to achieve the required spectral resolution. It does not adapt faster to increasing noise levels.
Cohen, 2002
Updates the noise estimate by tracking the noise-only regions of the noisy speech spectrum.
Noise-only regions are found by comparing the ratio of the noisy speech to the local minimum against a threshold.
Lags by at most twice that window length when the noise spectrum increases abruptly.
Cohen, 2003
A different method was used to track the noise-only regions of the spectrum based on the estimated speech-presence probability.
Algorithm incurs roughly the same delay as the MCRA algorithm for increasing noise levels.
do not adapt quickly to increasing noise levels
Rangachari et al., 2004
The noise estimate was updated in each frame based on voice-activity detection. If speech was absent in a specific frame, the noise estimate was updated with a constant smoothing factor The speech-presence decision made in each speech frame was based on the ratio of noisy speech spectrum to its local minimum.
Updates the noise estimate faster than the above methods and also avoids overestimation of the noise level. The noise-estimation algorithm took only 0.5 s to adapt to sudden increases in noise levels compared to 1-1.5 s required by other algorithms.
It takes slightly more than the duration of the minimumsearch window to update the noise spectrum when the noise floor increases abruptly.
Rangachari et al., 2006
Updates the noise estimate in each frame using a time-frequency dependent smoothing factor computed based on the speech-presence probability.
Takes only 0.5 s to update to the higher noise floor.
Conclusion
These noise-estimation algorithms were based on statistical principles and operated at the feature level (e.g., MFCC coefficients) in the log-spectral domain. The noisy speech feature vectors were modeled using a mixture of Gaussians, and the noise feature vectors were obtained by maximizing a conditional likelihood function based on a recursive EM algorithm. Stochastic approximations were made to sequentially update the noise feature vectors. A voice activity detector (VAD) is effective when the noise is stationary Most of the VAD algorithms fail when the level of background noise increases. Most of the aforementioned noise estimation algorithms developed for speech-enhancement algorithms do not adapt quickly to increasing noise levels.
There is a need to update the noise spectrum continuously over time and this can be done using combination of difference noise-estimation algorithms. The hybrid noise tracking algorithms will help in improving performance of speech recognition system in adverse noisy environment for humancomputer interaction.
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