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Chiral and non-chiral p-form gauge fields have gravitational anomalies and anomalies of Green-
Schwarz type. This means that they are most naturally realized as the boundary modes of bulk
topological phases in one higher dimensions. We give a systematic description of the total bulk-
boundary system which is analogous to the realization of a chiral fermion on the boundary of a
massive fermion. The anomaly of the boundary theory is given by the partition function of the
bulk theory, which we explicitly compute in terms of the Atiyah-Patodi-Singer η-invariant.
We use our formalism to determine the SL(2,Z) anomaly of the 4d Maxwell theory. We also
apply it to study the worldvolume theories of a single D-brane and an M5-brane in the presence
of orientifolds, orbifolds, and S-folds in string, M, and F theories.
In an appendix we also describe a simple class of non-unitary invertible topological theories
whose partition function is not a bordism invariant, illustrating the necessity of the unitarity con-
dition in the cobordism classification of the invertible phases.
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1 Introduction and summary
Non-chiral and chiral p-form gauge fields in d dimensions are known to have various anomalies.1
Let us recall some well-known examples:
1. A compact scalar can be regarded as a 0-form field. In two dimensions, it has two U(1)
symmetries corresponding to the momentum and the winding number in the S1 target space.
There is a mixed anomaly between them. The compact scalar is dual to a free fermion
when the radius of the compact scalar is appropriately chosen. Then the mixed anomaly of
the compact boson can be identified with the mixed anomaly of the vector and axial U(1)
symmetries of a free fermion, see e.g. [1].2
2. The 2-form field in ten-dimensional N = 1 supergravity theories with E8 × E8 or SO(32)
gauge groups contributes to the gauge and gravitational anomalies via the Green-Schwarz
mechanism [4].
1 In this paper, d is the spacetime dimension on which an anomalous theory resides. The corresponding bulk
topological phase correspondingly has the spacetime dimension d+ 1.
2This classic question was recently revisited in [2, 3].
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3. A four-dimensional free Maxwell field is a 1-form gauge field. It has U(1) 1-form electric
and magnetic symmetries [5]. There is a mixed anomaly between these 1-form symmetries.
4. A chiral compact scalar is dual to a chiral fermion in two dimensions. It has gravitational
anomaly as well as U(1) anomaly.
5. A 2-form chiral field in six dimensions gives a generalized Green-Schwarz contribution to
gauge and gravitational anomalies [6, 7].
6. In general, p-form chiral fields in d = 2p + 2 dimensions for even p have gravitational
anomalies and anomalies of Green-Schwarz type. The perturbative gravitational part was
determined in [8], and the global part was investigated in a series of papers [9–20] by
S. Monnier and his collaborators.
7. When p is odd, a single p-form gauge field does not allow chirality projection, but once we
consider the duality action it effectively becomes chiral and has anomalies. For example, the
electromagnetic duality, or more generally the SL(2,Z) duality group, of Maxwell theory
in 4 dimensions has anomalies [21, 22].
The purpose of this paper is to give a systematic treatment of these theories and their anomalies,
including global anomalies as well as perturbative anomalies, when they can be formulated on
spin manifolds.3 In particular, we give a careful definition of a chiral p-form field in d = 2p + 2
dimensions for d = 2, 6 and 10 on spin manifolds, which leads to a precise computation of
the anomaly. The essential idea is to use a Chern-Simons-type bulk theory in d + 1 dimensions
on a space with a boundary, where the chiral p-form field resides as a boundary mode.4 The
bulk d + 1-dimensional theory is essential to make the theory well-defined via anomaly inflow
mechanism [24, 25]. We also discuss some applications of the formalism to string theories, M-
theory, and F-theory.
1.1 Outline
We would like to give an outline of the discussions in this paper. We neglect many subtle but
important details here, and only try to give an overall picture of the paper.
p-form gauge fields as boundary modes at the level of differential forms: Examples listed
above are either non-chiral or chiral fields. However, a non-chiral p-form field B can be described
as a chiral theory if we include both p-form fieldB1 and (d−p−2)-form fieldB2 in the theory, and
impose the self-duality condition of the schematic form dB1 ∼ ∗dB2, where ∗ is the Hodge dual.
Therefore, the general case is a chiral theory. In the following discussions, we only talk about
p-form fields, but there is also another d− p− 2-form field in the case of a non-chiral theory.
3 Among the theories listed above, the Green-Schwarz mechanism in 10-dimensions is very subtle at the nonper-
turbative level. See [23] for the case of Type I superstring theory. We do not discuss this case in detail in this paper,
but we will discuss an analog of it in Type IIB superstring theory.
4In this paper we use the phrases ‘edge mode’ and ‘boundary mode’ interchangeably.
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If the theory has a p-form field B, it has a U(1) (d− p− 2)-form symmetry whose conserved
current is given by j ∼ ∗dB. There is another U(1) p-form symmetry whose conserved current
is dB, but for a chiral field dB ∼ ∗dB (or dB1 ∼ ∗dB2), it is equivalent to a current of the form
∗dB. Let C be the background (d − p − 1)-form field of the symmetry. The coupling between
B and C is schematically given by
∫
C ∧ dB. In the Green-Schwarz mechanism and its gen-
eralization, the anomalies are produced by taking the background C to be a Chern-Simons form
of gauge and gravitational fields. Thus, once we obtain a complete description of the anoma-
lies of the (d − p − 2)-form symmetry, we immediately get the complete understanding of the
Green-Schwarz mechanism.
Therefore, what we need to understand is a description of a chiral field B which is coupled to
a general higher-form background field C. Such a theory can have an anomaly of the higher-form
symmetry as well as gravity. In the modern understanding (see e.g. [26, 27]), an anomalous the-
ory is most naturally realized as a boundary mode of a (d + 1)-dimensional symmetry protected
topological (SPT) phase or invertible field theory in (d + 1) spacetime dimensions. Here, an in-
vertible field theory, originally introduced in [28], is characterized by the condition that its Hilbert
space on any closed manifold is one-dimensional. Therefore, to define an anomalous theory in
d dimensions, we seek a bulk theory in (d + 1) dimensions and the behavior of the theory on a
manifold Y with boundary X = ∂Y . However, we remark that many of the following discus-
sions are also applicable to the cases of non-invertible theories, or in other words topologically
ordered phases. These cases are also interesting in the context of fractional quantum Hall effects
and six-dimensional superconformal field theories.
The bulk (d + 1)-dimensional theory is given by a (p + 1)-form field A with the following
schematic action in Euclidean signature:
−S ∼ 2π
∫
Y
(
− 1
2e2
dA ∧ ∗dA + iκ
2
A ∧ dA + iC ∧ dA
)
. (1.1)
Here A is a dynamical field, and C is the background field of the higher-form symmetry. e2 is a
positive parameter which we will take to be very large, e2 → ∞. κ ∈ Z is an integer parameter.
The bulk theory is the generalization of the topologically massive gauge theory of Jackiw-Deser-
Templeton [29, 30] to higher dimensions. The equation of motion is given by
(−1)p+1d ∗ dA + iκe2dA = 0. (1.2)
On this theory, we impose the boundary condition, which we denote as L, that the restriction
of A to the boundary should vanish:
L : A|∂Y = 0. (1.3)
Under this boundary condition, we can find a localized chiral field. Let τ ≤ 0 be the coordinate
which is orthogonal to the boundary. The boundary is at τ = 0 and the bulk is τ < 0. Under the
above boundary condition L, there is a localized solution of the form
A = d(e|κe
2|τ ) ∧B, (1.4)
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where B is a p-form which depends only on the coordinates of the boundary. For this to be a
solution of the equations of motion, B is required to satisfy
∗dB + i(−1)p+1sign(κ)dB = 0, d(∗dB) = 0. (1.5)
These are precisely the equations of a chiral p-form field in d dimensions. (The imaginary unit i
is just an artifact of the Euclidean signature metric.) In this way, we can realize the chiral p-form
field as a boundary mode of a bulk (d+ 1)-dimensional theory (1.1).
This realization is mostly in parallel to that of a chiral fermion as a boundary mode of a bulk
massive fermion under a local boundary condition. See [31] for a systematic treatment of such a
fermion system and the anomaly. The above discussion is valid for any value of nonzero κ. The
choice κ = ±1 gives an invertible field theory in the bulk and an anomalous theory on the bound-
ary. For more general κ, we get what is called relative field theory on the boundary [32], generaliz-
ing the Chern-Simons/Wess-Zumino-Witten correspondence, which was described e.g. in [33–35]
in d = 2.
We note that in a holographic context, this program of realizing a p-form field on a boundary
of a bulk theory which is massive was studied in previous works. In [36–38], the bulk was taken to
be topological field theory with boundary conditions consistent with the topological theory. The
importance of keeping the bulk mass very large but finite with different boundary conditions to
realize an additional U(1) field was emphasized in [35, 39]. In this paper we simply consider the
case that the boundary X = ∂Y of the bulk Y is at finite distance, and the boundary condition
(1.3) produces a massless p-form gauge field propagating on the boundary. This is sufficient for
our purpose of the study of p-form gauge fields.
We also note that there have been many attempts to define the chiral p-form theory only by
using the manifold X of dimension d without taking the manifold Y of dimension d + 1, see
e.g. [40, 41] and many others. But each attempt has its own merits and demerits. When we would
like to analyze the anomaly of a chiral p-form theory, in particular at the non-perturbative level,
we need to introduce the manifold Y whose boundary is X . Our point is that we can then use
a massive theory with the action (1.1) on Y to give a satisfactory definition of the chiral p-form
theory onX . From this point of view, it is not surprising that it is extremely difficult to define the
theory only by usingX without taking Y ; basically the obstruction to defining the theory by using
onlyX is the anomaly of the theory.
Nontrivial topology and the necessity of quadratic refinements: The above analysis was done
at the level of differential forms. More precisely, the gauge field A can have nontrivial topology
and it is not just a differential form. A 0-form field is a compact scalar with periodicityA ∼ A+1.
(In this paper we normalize fields to have integer values for flux integrals.) A 1-form field is a
U(1) connection (multiplied by i
2π
). The generalization to general p-forms is known under the
name of differential cohomology [42, 43]. By using this formalism, we can make sense of the
pairing between two fields A and B which is schematically given by
(A,B) =
∫
A ∧ dB ∈ R/Z. (1.6)
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We call it the differential cohomology pairing. It takes values inR/Z as in the usual Chern-Simons
invariant. We cannot define it as a real number in R; in other words, the integer part is ambiguous
by gauge transformations.
The coupling between the dynamical field A and the background field C in (1.1) is well-
defined. The problem is the second term in (1.1), which is 2πi times κ
2
A ∧ dA. If κ is even, this
term also makes sense by using the pairing (A,A). However, the dimension of the Hilbert space
of the theory (1.1) on a closed d dimensional manifold X behaves roughly like |κ| 12 dimHp+1(X),
or |κ|dimHp+1(X) for a non-chiral theory. Therefore, to realize an invertible field theory, we need
to take |κ| = 1. Then we have to make sense of one half of (A,A) as an element in R/Z. Let us
denote it as Q(A),
Q(A) ∼ 1
2
∫
A ∧ dA. (1.7)
It is characterized by the property that
Q(A+B)−Q(A)−Q(B) +Q(0) = (A,B). (1.8)
We call such a Q as a quadratic refinement of the differential cohomology pairing. It is required
to make the action (1.1) well-defined.
The importance of using quadratic refinements to analyze chiral p-form field theories was
recognized in [44] and further studied in the literature. See e.g. [16–20, 23, 35, 38, 43, 45, 46] for
a partial list. We would like to emphasize that the quadratic refinement is simply necessary for us
to write down the action of the bulk theory (1.1).
Quadratic refinements from spin structures in d + 1 = 3, 7, 11: To formulate a quadratic
refinement for general dimensions of the form d+ 1 = 4ℓ+ 3 with arbitrary ℓ, one needs what is
called a Wu structure [16, 43]. However, for dimensions relevant to applications to string theories
and condensed matter physics, the spacetime dimensions d can be restricted to d+1 ≤ 11. In this
range of d, a spin structure of manifolds gives a canonical quadratic refinement whose expression
is also naturally motivated by string theory considerations. These are the quadratic refinements
we use in the present paper.
Let us briefly comment on them. They all involve the Atiyah-Patodi-Singer (APS) η-invariant
[47–49] in one way or another.
For d+1 = 3, the bulk fieldA is just a 1-formU(1) field. Then we can use the APS η-invariant
of the Dirac operator coupled to U(1) for the definition ofQ(A).
For d + 1 = 7, we can motivate the fact that the quadratic refinement follows from the spin
structure by the following M-theory consideration. A chiral 2-form field is realized on an M5-
brane, and if we put the M5-brane on top of the Horˇava-Witten wall [50, 51], we get the E-string
theory [52, 53] which is a strongly coupled superconformal theory. It has two different vacuum
moduli spaces, one of which describes the M5-brane away from the wall, and the other describes
the moduli space of an E8-instanton. The instanton breaks E8 to E7, and there are chiral fermions
in the 56-dimensional representation ofE7. Then the anomaly of the chiral 2-form is matched with
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the anomaly of the chiral fermions. Moreover, the 3-form potential in M-theory, which plays the
role of the background field C for the 2-form chiral field B, can be related to the Chern-Simons
3-form of the E8 gauge group [54, 55], or its E7 subgroup. By using these facts, it is possible
to define the quadratic refinement by using the η-invariant of the Dirac operator coupled to the
56-dimensional representation of E7.
For d+1 = 11, our consideration is relevant for RR-fields in string theory, including the 4-form
chiral field in Type IIB string theory. RR-fields are described by K-theory [46, 56, 57]. Elements
of K-theory groups are basically vector bundles, and we can define the quadratic refinement by
using the η-invariant of a Dirac operator coupled to an appropriate K-theory element.
For d + 1 = 5, we can consider a Maxwell theory as a chiral theory if there is nontrivial
SL(2,Z) duality background. The anomaly of this theory is most naturally described by the T 2
compactification of the 2-form chiral field in six dimensions.
Computation of the bulk partition function: Let us restrict our attention to the case κ = ±1.
Having defined the quadratic refinement, the theory (1.1) now has an explicit action. By the
modern general understanding, the anomaly of the chiral theoryB which appears on the boundary
is characterized by the partition functions of the bulk theory on closed manifolds. In the low
energy limit, we neglect the first term in (1.1). At the one-loop level, the partition function of the
theory (1.1) on a (d+ 1)-dimensional closed manifold Y turns out to be given by
Z1-loop ∼ exp 2πi
(
−κ
2
∫
Y
C ∧ dC − κ
8
· 2η(D˜sigY )
)
, (1.9)
where the operator D˜sigY is related to the second term of (1.1) as A ∧ dA ∼ A ∧ ∗(D˜sigY A), and
η(D˜sigY ) is the associated η-invariant. The term proportional to D˜sigY comes from the one-loop
determinant of the kinetic termA∧dA, after taking the limit e2 →∞. This is analogous to the case
that the partition function of a massive fermion is given by the corresponding η-invariant [58,59].
The APS index theorem states the following. Suppose that the manifold Y is a boundary
of one-higher dimensional manifold Z, ∂Z = Y . Then the signature σ(Z) of Z (which is a
topological invariant of Z) is given by
σ(Z) =
∫
Z
L+ 2η(D˜sigY ), (1.10)
where L is the Hirzebruch L-polynomial, which is a polynomial of the Riemann curvature such
that
∫
Z
L gives the signature of Z if Z is closed. Therefore, by neglecting the topological invariant
σ(Z) for the moment, the one-loop partition function may be written as
Z1-loop ∼ exp
(
2πiκ
∫
Z
(
−1
2
dC ∧ dC + 1
8
L
))
. (1.11)
The second term 1
8
L is precisely the perturbative gravitational anomaly of the chiral p-form field
obtained by Álvarez-Gaumé and Witten [8]. The first term is the perturbative anomaly of the
higher-form symmetry of the Green-Schwarz type. Notice that whether the boundary mode B is
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self-dual or anti-self-dual depends on the sign of κ as can be seen in (1.5). Corresponding to this
fact, the above anomaly also depends on the sign of κ.
At the non-perturbative level, the above analysis must be done more carefully, the detail of
which will be presented in this paper. We find that the complete expression of the anomaly is
given by
Z(Y ) = exp
(
2πiκ
(
−Q˜(Cˇ)− 1
8
· 2η(D˜sigY ) + Arfw(Y )
))
, (1.12)
where Q˜(Cˇ) := Q(Cˇ) − Q(0), η(D˜sigY ) is the η-invariant as above, and Arfw is a correction
term which arises from a sum over the torsion fluxes. We remark that Cˇ here is not exactly the
same as the C appearing in (1.11). In the case d = 6, they are different by a shift by a quantity
constructed from the metric tensor. Consequently, the anomaly at Cˇ = 0 is not the same as 1
8
L
even at the perturbative level. The additional metric dependence is incorporated in Arfw(Y ). At
the nonperturbative level, there seems to be no canonical zero point in the space ofC (i.e. the point
which can be regarded as C = 0). In applications to M-theory, it is related to the phenomenon of
shifted quantization found in [54].
We will show that the last two terms combine to simplify and gives:
−1
8
· 2η(D˜sigY ) + Arfw(Y ) =

η(DDiracY ), (d+ 1 = 3),
28η(DDiracY ), (d+ 1 = 7),
−η(DDirac⊗TYY ) + 3η(DDiracY ), (d+ 1 = 11).
(1.13)
where DDiracY is the usual Dirac operator without coupling to additional bundles and DDirac⊗TYY
is the Dirac operator on the spinor bundle tensored with the tangent bundle. The simplification
happens due to interesting physics in each dimension: in d = 2, a chiral boson is equivalent to a
chiral fermion; in d = 6, a chiral 2-form can be continuously deformed to 28 fermions using the
E-string; and in d = 10, the anomaly cancellation of the Type IIB string says that the anomaly of
a chiral 4-form cancels against the contribution of a spin-3/2 fermion and a spin-1/2 fermion.
More abstractly, our computation can be formulated as follows. The low-energy limit of the
bulk action is
− S = 2πi(κQ˜(Aˇ) + (Aˇ, Cˇ)). (1.14)
We can then complete the square by shifting the dynamical field by defining Aˇ′ := Aˇ+ κCˇ:
− S = 2πiκ(Q˜(Aˇ′)− Q˜(Cˇ)). (1.15)
Therefore, we have the factorization
Z(Y, Cˇ) = exp(−2πiκQ˜(Cˇ))Z(Y, Cˇ = 0). (1.16)
Now,Z(Y, Cˇ = 0) is the partition function of a (d+1)-dimensional theory which is invertible and
depends only on the spin structure. From the general results of [60, 61], such a theory is uniquely
determined by its anomaly polynomial, since the spin bordism group Ωspind+1 = 0 in dimensions
d + 1 = 3, 7, 11 are zero. Then a careful examination of the metric dependence gives the result
(1.13).
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Applications: The formulas presented above can be used to study the consistency of various
string/M/F theory backgrounds. In particular, we will discuss the following applications. Consider
a brane with dimension d, such as D(d− 1)-branes and M5-branes for which d = 6. It is coupled
to some d-form field under which the brane is electrically charged. We denote the curvature of that
d-form field as Fd+1. This is a (d + 1)-form field. A naive application of the Dirac quantization
condition implies that Fd+1 must obey the quantization condition
∫
Y
Fd+1 ∈ Z, where Y is a
(d + 1)-dimensional closed submanifold of the spacetime. However, it has been observed for
decades that the fluxes
∫
Y
Fd+1 in various string, M and/or F-theory backgrounds obtained from
stringy considerations are not integers, against the requirement from the naive Dirac quantization
condition.
The point is that, in the presence of the anomaly of the worldvolume theory, the Dirac quan-
tization condition is modified. We denote the partition function of the bulk invertible field theory
on Y as
Z(Y ) = exp(2πiA(Y )). (1.17)
We call A as the anomaly of the boundary theory. Then the consistency of the brane requires the
modified Dirac quantization condition given by5∫
Y
Fd+1 +A(Y ) ∈ Z. (1.18)
This implies that the integral
∫
Y
Fd+1 is not necessarily an integer, but its fractional part is con-
trolled by the anomaly of the worldvolume theory.
One of the consequences of the above formula is as follows. Suppose that Y is a boundary of
a d + 2 dimensional manifold Z. The anomaly polynomial I is defined as A(∂Z) = ∫
Z
I. Then
the above equation implies the modified Bianchi identity
dFd+1 + I = 0. (1.19)
This equation reproduces some supergravity equations such as dF5 = F3 ∧H3 in Type IIB super-
gravity and dF7 = 12F4 ∧ F4 − I8 in 11-dimensional supergravity, where I8 is a polynomial of the
Riemann curvature. Notice that worldvolume fermions do not contribute to terms like F3 ∧ H3
and 1
2
F4 ∧ F4, so it is essential to incorporate the anomalies of p-form fields under higher form
symmetries, or equivalently the Green-Schwarz contributions.
The modified Bianchi identity depends only on the perturbative anomaly. As explicit examples
which require nonperturbative treatment, we can consider O-planes in string theory, orbifolds in
M-theory, and S-folds in F-theory. If we take a submanifold which surrounds such singularities,
we get real projective spaces RPd+1 and lens spaces Sd+1/Zk. For simplicity we consider cases in
which d is even. AsH i(Sd+1/Zk,Z) for 0 < i < d+1 is torsion, the topology of the background
(d − p− 2)-form field C is controlled by a torsion group Hd−p−1(Sd+1/Zk,Z). This means that
5 Throughout the paper we assume that the normal bundle to the brane is trivial. The following discussion may
require modifications or refinements in the presence of a nontrivial normal bundle, as already known in the case of
M5-branes [62].
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the computation of the anomaly requires a careful analysis than the perturbative one discussed
above. More concretely,
• We perform this analysis and and confirm that the condition (1.18) is satisfied for Oq-planes
with q ≥ 2, as an extension of the work [63];
• we compute the fractional charge of the M-theory orbifold R3 × R8/Zk in this manner and
reproduce the result of [64, 65];
• and we confirm the condition (1.18) for the case of S-folds in F-theory [66,67] by computing
the anomaly of the SL(2,Z) duality group of Maxwell theory.
All the results of our detailed computations show perfect consistency with known results in the
literature, computed using various string dualities.
1.2 Organization of the paper
The rest of the paper is organized as follows. In section 2, we review the basics of differential
cohomology. We emphasize that it is not more than a precise description of what physicists think
how p-form gauge fields should behave. Unfortunately, however, it is not widely used in physics
community, and we explain the basic properties which are necessary for this paper. In section 3,
we study non-chiral p-form fields by using the formalism of differential cohomology. In the case
of non-chiral theory, there is an alternative description of the total bulk-edge system which does
not introduce a bulk dynamical field A as in (1.1). This alternative description is simpler when
available and sheds additional insight into the theory. We also discuss its applications to O3-
planes. In section 4, we give a precise definition of the quadratic refinement in each dimension
d+1 = 3, 7 and 11. Then in section 5, we use the quadratic refinement to define the precise version
of the system (1.1) on a manifold Y with boundary X = ∂Y and the local boundary condition
L given by (1.3). We also give a general discussion about how to think about anomalies of the
theory which is realized by a local boundary condition imposed on a bulk theory. In section 6, we
compute the partition function of the bulk theory on closed manifolds and derive the formulas for
the anomalies. We obtain two expressions for the anomaly. One expression involves the signature
η-invariant η(D˜sigY ) and the Arf invariant which comes from the sum over topologically nontrivial
sectors. Another expression involves only the η-invariant of a Dirac operator acting on fermions.
We apply these formulas for the anomalies in section 7 to M5-branes in M-theory, and study the
orbifold singularity R3 × R8/Zk in detail. We also draw some lessons about O2-planes and the
Maxwell field on D4-branes. Finally, in section 8, we study the anomaly of the SL(2,Z) duality
group of the d = 4Maxwell theory, and discuss its applications to S-folds in F-theory.
We also have several Appendices. Appendix A summarizes our notations and conventions.
In Appendix B, we study some sign factors in M-theory which are necessary for the precise
computations. In two Appendices C and D, we present computations of cohomology pairings
and η-invariants on lens spaces S2m−1/Zk in different methods. In the first of the two, we use an
appropriate disk bundle over the complex projective space, whose boundary is the lens space in
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question. We obtain analytic expressions for cohomology pairings and η-invariants mod 1 which
are useful for the applications to M-theory orbifold. In the second of the two, we use the orbifolds
of the torus and the equivariant index theorem to compute the η-invariants as real numbers. Finally,
in the last Appendix E, we provide a simple set of non-unitary topological invertible phases whose
partition function is not a bordism invariant. This illustrates the necessity of the unitarity condition
in the cobordism classification of the invertible phases.
2 p-form gauge fields and differential cohomology
This paper is concerned with somewhat subtle topological properties of higher-form gauge fields,
such as the Maxwell field, the RR p-form fields C and the NSNS 2-form fields B. Most physicists
think that they know how they should behave in topologically nontrivial situations. Its precise
mathematical formulation is the differential cohomology [42, 43]. We briefly review this concept
to the extent needed in this paper, following the original paper [42]. See also [68,69] for a review
for physicists. We do not try to make the discussion completely rigorous, and also we neglect
many important details, for which we refer the reader to [43].
2.1 Differential cohomology
We denote the space of differential p-forms on a manifold X as Ωp(X), and the space of closed
differential forms (i.e. ω ∈ Ωp(X) with dω = 0) as Ωpclosed(X). When we talk about a p-form
gauge field A, the physically important information is the following.
• The field strength F ∈ Ωp+1closed(X). It is roughly dA.
• Holonomy functionM 7→ χ(M) ∈ U(1) for p-dimensional subspacesM which are closed
(∂M = 0). It is denoted as χ(M) = exp(2πi
∫
M
A) where A is roughly equivalent to A.
• The relation between the field strength and holonomy, χ(∂N) = exp(2πi ∫
N
F), for (p+1)-
dimensional subspaces N with boundary ∂N .
A pair (F, χ) of field strength F and holonomy function χ is a called a differential character. This
is the precise meaning of a p-form gauge field.
For some purposes, χ is not convenient to deal with. It is more convenient to consider the
corresponding “gauge field” A. To obtain it, we may first extend χ to subspacesM which are not
necessarily closed, ∂M 6= 0. This extension can be done in an arbitrary manner. We denote the
space of p-dimensional subspaces of X which are not necessarily closed as Cp(X) (i.e. the space
of chains), and the space of closed subspaces as Zp(X) ⊂ Cp(X). So χ is now extended from a
function χ : Zp(X) → U(1) to a function χ : Cp(X) → U(1) in an arbitrary way. Next, we also
take the logarithm of χ as A = 1
2πi
log(χ) in an arbitrary way. This is a function from Cp(X) to
R, which we denote by using the notation of integral asM 7→ ∫
M
A ∈ R.
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From a function A : Cp(X) → R, we can define δA : Cp+1(X) → R (i.e. coboundary) as∫
N
δA =
∫
δN
A. Then from the equation
exp(2πi
∫
N
F) = χ(∂N) = exp(2πi
∫
∂N
A) (2.1)
we get
∫
N
(F− δA) ∈ Z. Therefore, there is a function N : Cp+1(X)→ Z such that
δA = F− N. (2.2)
We denote the triplet (N,A, F) as
Aˇ = (N,A, F). (2.3)
This has some gauge redundancies. First, we extended χ from the set of closed subspaces to
arbitrary subspaces. Corresponding to this, A has an ambiguity given as A → A + δa, where a is
a function a : Cp−1(X) → R. Also, when taking the log of χ, there is an ambiguity of shifting A
by integers as A → A + n, where n is a function n : Cp(X) → Z. Therefore, the triplet (N,A, F)
has an ambiguity given by
(N,A, F)→ (N− δn,A+ δa+ n, F). (2.4)
This can be regarded as a gauge transformation of Aˇ = (N,A, F). The Aˇ up to this kind of gauge
transformations contain the same information as the original pair (F, χ) of the field strength and
the holonomy.
The set of triplets (N,A, F) up to gauge transformations is called differential cohomology, and
is denoted by Hˇp+1(X):
Hˇp+1(X) = {Aˇ = (N,A, F) : (N,A, F) ∼ (N− δn,A+ δa+ n, F)}. (2.5)
For example, Hˇ2(X) is the space of ordinary U(1) gauge fields on X . One can check that the set
Hˇ1(X) is the space of compact scalar fields which take values in U(1).
Let us introduce a few standard notations. Let A be an abelian group (such as A = Z,R,R/Z,
etc.). Then, the space of linear functions Cp(X) → A is denoted as Cp(X,A). We can define
the coboundary δ: Cp(X,A) ∋ x 7→ δx ∈ Cp+1(X,A) as before. We denote the space of closed
elements x ∈ Cp(X,A), δx = 0 as Zp(X,A). A generic element x ∈ Cp(X,A) is called a
cochain, and if x satisfies δx = 0 (i.e. x ∈ Zp(X,A)), it is called a cocycle. If x = δy for some
y ∈ Cp−1(X,A), it is called a coboundary. Because δδ = 0, we have δCp−1(X,A) ⊂ Zp(X,A)
and we define the cohomology with the coefficients inA asHp(X,A) = Zp(X,A)/δCp−1(X,A).
Now let us study a few properties of Hˇp+1(X). The Stokes theorem
∫
∂L
ω =
∫
L
dω for a
differential form ω ∈ Ωp(X) means that δω = dω. By using the fact that dF = 0, we get
δN = δF− δ2A = 0. (2.6)
Thus N ∈ Zp+1(X,Z), and hence it gives an element
[N]Z ∈ Hp+1(X,Z). (2.7)
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From the gauge transformation rule above, we see that [N]Z ∈ Hp+1(X,Z) is invariant under
gauge transformations. We call this the (integer) flux of the gauge field Aˇ.
By the embedding of Z into R, we can obtain an element NR ∈ Zp+1(X,R) from N ∈
Zp+1(X,Z), and correspondingly we get [N]R ∈ Hp+1(X,R). Then, (2.2) implies that the
de Rham cohomology [F] ∈ Hp+1(X,R) of F ∈ Ωp+1closed(X) is the same as [N]R,
[F] = [N]R. (2.8)
Therefore, [N]Z contains more refined information than the flux [F] at the differential form level,
because [N]R can be obtained from [N]Z but the converse is not true. For example, [N]Z can be a
non-zero torsion element, for which [N]R = 0. One of the reasons that we introduce differential
cohomology in this paper is that we want to study the cases in which [N]Z 6= 0 with [F] = 0.
Let us consider two special cases to get more insight. One is a topologically trivial gauge field,
and the other is a flat gauge field.
Topologically trivial field. Suppose that [N]Z = 0 ∈ Hp+1(X,Z). This means that N = δn
for some n, and hence we can set N = 0 by a gauge transformation. Moreover, the de Rham
cohomology of F is zero, [F] = [N]R = 0. Thus we can take A to be a differential form such that
F = dA.6
In any topologically trivial open set U ⊂ X inX , we haveHp+1(U,Z) = 0 and hence we can
always locally represent the gauge field Aˇ by a differential form. This is what is usually done in
physics.
It might also be interesting to study gauge transformations (2.4) which keep N = 0 and A
being a differential form. To keep N = 0, we must have δn = 0. To keep A to be a differential
form, we need f := δa+n to be a differential form, f ∈ Ωp(X). Because δf = δ2a+ δn = 0, this f
is a closed form, f ∈ Ωpclosed(X). Then the triplet aˇ := (n, a, f) with f = δa+ n defines an element
of the differential cohomology group Hˇp(X) with one lower degree than Aˇ.
Flat gauge field. A gauge field Aˇ with F = 0 is called a flat gauge field. In this case, we have
δA = N. By using R → R/Z ∼= U(1), we get AR/Z ∈ Cp(X,R/Z) which satisfies δAR/Z = 0.
Therefore, it defines an element [A]R/Z ∈ Hp(X,R/Z).
Conversely, if we are given an element [A]R/Z ∈ Hp(X,R/Z), we can recover the triplet
Aˇ = (N,A, 0). The reason is as follows. From [A]R/Z ∈ Hp(X,R/Z) we get AR/Z ∈ Zp(X,R/Z)
which is defined up to gauge transformations AR/Z → AR/Z + δaR/Z for aR/Z ∈ Cp−1(X,R/Z).
Then we uplift AR/Z to A ∈ Cp(X,R) in an arbitrary way. The ambiguity of doing so is given by
a gauge transformation A→ A+ n for some n ∈ Cp(X,Z). Therefore, the total ambiguity is just
given by A→ A+ δa+ n. By using A, we define N := −δA which can be regarded as an element
6 In more detail, a proof is as follows. Since [F] = 0, there exists a differential form A0 ∈ Ωp(X) such that
F = dA0. By using (2.2) with N = 0, we get δ(A− A0) = 0 and hence A− A0 ∈ Zp(X,R). By de Rham theorem,
there exists a closed differential form A1 ∈ Ωpclosed(X) such that A−A0 = A1+δa for some a ∈ Cp−1(X,R). Thus,
up to gauge transformations, we get A = A0 + A1 ∈ Ωp(X).
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of Cp+1(X,Z) because δAR/Z = 0. In this way we uniquely get an element of the differential
cohomology Aˇ = (N,A, 0) ∈ Hˇp+1(X) from [A]R/Z ∈ Hp(X,R/Z).
As a byproduct, we get a map β defined by
β : Hp(X,R/Z) ∋ [A]R/Z 7→ [N]Z ∈ Hp+1(X,Z). (2.9)
This map is called the Bockstein homomorphism associated to the exact sequence 0→ Z→ R→
R/Z→ 0. Namely, the Bockstein homomorphism β is a map which gives the flux [N] from a flat
gauge field [A]R/Z. Notice also that for any cyclic group Zk, we can embed Zk → U(1) ∼= R/Z
which gives a map Hp(X,Zk) → Hp(X,R/Z). By using it, we can also define the Bockstein
homomorphism
β : Hp(X,Zk)→ Hp+1(X,Z). (2.10)
This special case is also sometimes important, especially when we consider a p-form discrete Zk
gauge field. However, we remark that for continuous gauge fields, the more general homomor-
phism is the one from the differential cohomology to integer cohomology which takes the integer
flux of the gauge field,
β : Hˇp+1(X) ∋ Aˇ 7→ [N]Z ∈ Hp+1(X,Z). (2.11)
2.2 Product in differential cohomology
From two differential forms ω1 ∈ Ωp1(X) and ω2 ∈ Ωp2(X), we can get their wedge product
ω1 ∧ ω2 ∈ Ωp1+p2(X). The wedge product has the properties that d(ω1 ∧ ω2) = dω1 ∧ ω2 +
(−1)p1ω1 ∧ dω2 and ω1 ∧ ω2 = (−1)p1p2ω2 ∧ ω1.
We want to define a product between differential cohomology elements Aˇ1 ∈ Hˇp1+1(X) and
Aˇ2 ∈ Hˇp2+1(X), denoted as Aˇ1 ⋆ Aˇ2 ∈ Hˇ(p1+1)+(p2+1)(X), which has the property that its field
strength is given by FA1⋆A2 = FA1 ∧FA2 . Here we use the notation that for a differential cohomol-
ogy element Bˇ, we distinguish the corresponding triplet by using a subscript as
Bˇ = (NB,AB, FB). (2.12)
To define the product Aˇ1 ⋆ Aˇ2, we need some preliminary technical discussions.
It is known in cohomology theory that from two cochains x1 ∈ Cp1(X,A1), x2 ∈ Cp2(X,A2)
and a homomorphism A1 × A2 → A3 (such as Z × R ∋ (n, r) 7→ nr ∈ R), there is a product,
called the cup product, x1 ∪ x2 ∈ Cp1+p2(X,A3). It satisfies
δ(x1 ∪ x2) = (δx1) ∪ x2 + (−1)p1x1 ∪ (δx2). (2.13)
Also, it is known that there exists a homomorphism (x1, x2) 7→ P (x1, x2) ∈ Cp1+p2−1(X,A3)
(defined for any p1, p2) such that the equation
(−1)p1p2x2 ∪ x1 − x1 ∪ x2 = P (δx1, x2) + (−1)p1P (x1, δx2) + δP (x1, x2). (2.14)
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holds.7 By using these properties, we can see that for cohomology elements y1 ∈ Hp1(X,A1)
and y2 ∈ Hp2(X,A2), we can obtain a well-defined product y1 ∪ y2 ∈ Hp1+p2(X,A3) with
y2 ∪ y1 = (−1)p1p2y1 ∪ y2.
The cup product ∪ is not unique on cochains. For example, we could define another ∪′ as
x1 ∪′ x2 := (−1)p1p2x2 ∪ x1. Any two cup products ∪ and ∪′ on cochains which are related as in
x1 ∪′ x2 − x1 ∪ x2 = Q(δx1, x2) + (−1)p1Q(x1, δx2) + δQ(x1, x2), (2.15)
for some Q give the same cup product for cohomology.8
In particular, differential forms ω can also be regarded as cochains. By abuse notations, we
denote a differential form ω and its associated cochain ι(ω) by the same symbol ω. We identify δ
with d. The ∧ product on differential forms is related to a ∪ product on cochains as
ω1 ∧ ω2 − ω1 ∪ ω2 = Q(δω1, ω2) + (−1)p1Q(ω1, δω2) + δQ(ω1, ω2). (2.16)
for some Q. We note that Q(ω1, ω2) is a cochain but is not a differential form.
By using the above facts, we can define the product Aˇ1 ⋆ Aˇ2 ∈ Hˇp1+1(X) of two differential
cohomology elements Aˇ1 ∈ Hˇp1+1(X) and Aˇ2 ∈ Hˇp2+1(X). First, F and N are simple to define:
FA1⋆A2 = FA1 ∧ FA2 , (2.17)
NA1⋆A2 = NA1 ∪ NA2 , (2.18)
which also implies [NA1⋆A2 ] = [NA1 ] ∪ [NA2 ].
The definition of AA1⋆A2 is slightly more complicated. We first present the definition and check
that it defines a differential cohomology element, and then discuss two special cases (topologically
trivial fields and flat fields) in which the expression becomes much simpler.
The definition is given as follows.
AA1⋆A2 = AA1 ∪ NA2 + (−1)p1+1FA1 ∪ AA2 +Q(FA1 , FA2). (2.19)
One can check that the defining equation of differential cohomology,
δAA1⋆A2 = FA1⋆A2 − NA1⋆A2 , (2.20)
is satisfied by a straightforward computation using (2.13) and (2.16):
δAA1⋆A2 = (δAA1) ∪ NA2 + FA1 ∪ (δAA2) + δQ(FA1 , FA2)
= (FA1 − NA1) ∪ NA2 + FA1 ∪ (FA2 − NA2) + (FA1 ∧ FA2 − FA1 ∪ FA2)
= FA1 ∧ FA2 − NA1 ∪ NA2 . (2.21)
7P (x1, x2) in (2.14) is often denoted by x1 ∪1 x2 and is called the cup-1 product, in the case of cellular cochains.
8A cup product satisfying (2.13) is a chain map ∪ :⊕q Cq ×Cp−q → Cp, where δ on⊕q Cq ×Cp−q is defined
by δ(x1, x2) = (δx1, x2)⊕ (−1)p1(x1, δx2). We have δ · ∪ = ∪ · δ. ThenQ is a chain homotopy between two chain
maps, ∪′ − ∪ = Q · δ + δ ·Q.
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One can also check that gauge transformations of Aˇ1 and Aˇ2 affect Aˇ1 ⋆ Aˇ2 only by gauge trans-
formations, so that AA1⋆A2 is well-defined. It is also known that
Aˇ2 ⋆ Aˇ1 = (−1)(p1+1)(p2+1)Aˇ1 ⋆ Aˇ2 + (gauge transformation), (2.22)
although its derivation is more complicated. This is consistent with the corresponding prop-
erty of wedge and cup products, FA2 ∧ FA1 = (−1)(p1+1)(p2+1)FA1 ∧ FA2 and [NA2 ] ∪ [NA1 ] =
(−1)(p1+1)(p2+1)[NA1 ] ∪ [NA2 ].
From Aˇ1 ⋆ Aˇ2, we can define the holonomy function as χA1⋆A2(M) = exp(2πi
∫
M
AA1⋆A2) for
(p1 + p2 + 1)-dimensional subspacesM ∈ Zp1+p2+1(X). This gives a differential character.
Now let us discuss two special cases which may give further insight into the product defined
above.
Topologically trivial field. Suppose that Aˇ1 (but not necessarily Aˇ2) is a topologically trivial
gauge field. This means that we can take NA1 = 0 and we can assume AA1 to be a differential
form up to gauge transformations. Then we also have FA1 = dAA1 . In this case, (2.16) gives
Q(dAA1 , FA2) = AA1 ∧ FA2 − AA1 ∪ FA2 − δQ(AA1 , FA2). (2.23)
Therefore, we can simplify AA1⋆A2 defined in (2.19) as
AA1⋆A2 = AA1 ∪ NA2 + (−1)p1+1(δAA1) ∪ AA2 + AA1 ∧ FA2 − AA1 ∪ FA2 − δQ(AA1 , FA2)
= AA1 ∧ FA2 + δ
(
(−1)p1+1AA1 ∪ AA2 +Q(AA1 , FA2)
)
. (2.24)
This means that, up to gauge transformations, AA1⋆A2 can be regarded as a differential form:
AA1⋆A2 = AA1 ∧ FA2 + (gauge transformation). (2.25)
This is the usual Chern-Simons type product of two higher-form gauge fields.
Notice that even if Aˇ1 is not topologically trivial, its fluctuation in the same topological sector
can always be represented by a topologically trivial field Bˇ1 as Aˇ1 + Bˇ1, NB1 = 0. Then we can
use the above formula for Bˇ1. This observation is sometimes useful.
Flat gauge field. Next let us consider the case that Aˇ1 (but not necessarily Aˇ2) is a flat gauge
field, FA1 = 0. In this case, (2.19) is simplified as
AA1⋆A2 = AA1 ∪ NA2 . (2.26)
Notice that Aˇ1⋆Aˇ2 is also flat, FA1⋆A2 = 0. Then AA1 and AA1⋆A2 give elements in the cohomology
[AA1 ]R/Z ∈ Hp1(X,R/Z) and [AA1⋆A2 ]R/Z ∈ Hp1+p2+1(X,R/Z), with the relation
[AA1⋆A2 ]R/Z = [AA1 ]R/Z ∪ [NA2 ]Z. (2.27)
Therefore, it is determined by the ordinary cohomology theory.
16
For computations, the Poincaré-Pontryagin duality is convenient. It states that the pairing
between Hp(X,R/Z) and Hd−p(X,Z) on a closed oriented d-dimensional manifold is a perfect
pairing. This means the following. Consider the pairing
Hp(X,R/Z)×Hd−p(X,Z) ∋ (x, y) 7→
∫
X
x ∪ y ∈ R/Z. (2.28)
If
∫
X
x ∪ y is zero for all y for a given x, then that x is zero. Also if ∫
X
x ∪ y is zero for all x
for a given y, then that y is zero. By using this fact, it is possible to show that the differential
cohomology pairing (Aˇ1, Aˇ2) 7→
∫
X
AˇA1⋆A2 is also a perfect pairing for not necessarily flat Aˇ1,2.
Now suppose that both Aˇ1 and Aˇ2 are flat, FA1 = FA2 = 0. In this case, the cohomology
element [AA1⋆A2]R/Z actually depends only on [NA1 ]Z and [NA2 ]Z. This can be shown as follows.
Suppose that AA1 and A
′
A1
give the same [NA1 ]Z, that is, [NA1 ]Z = −[δAA1 ]Z = −[δA′A1 ]Z. This
implies that there exists a cochain with integer coefficients x ∈ Cp1(X,Z) such that we have
δ(A′A1 − AA1) = δx. This in turn implies that y := A′A1 − AA1 − x is closed, y ∈ Zp1(X,R). Let
us consider the cup product
A′A1 ∪ NA2 = AA1 ∪ NA2 + x ∪ NA2 + y ∪ NA2 . (2.29)
The second term of the right hand side, x∪NA2 , is a cochain with integer coefficients Z and hence
it does not contribute when the coefficients are reduced to R/Z. The third term y∪NA2 is actually
exact, y ∪ NA2 = −y ∪ δAA2 = −(−1)p1δ(y ∪ AA2) where we have used the fact that y is closed,
δy = 0, and also the fact that δAA2 = FA2 − NA2 = −NA2 . Therefore, we get
[A′A1 ∪ NA2 ]R/Z = [AA1 ∪ NA2 ]R/Z. (2.30)
This shows that [AA1 ]R/Z ∪ [NA2 ]Z depends only on [NA1 ]Z and [NA2 ]Z and hence we get a map
Hp1+1(X,Z)×Hp2+1(X,Z) ∋ ([NA1 ]Z, [NA2 ]Z)
7→ [AA1 ]R/Z ∪ [NA2 ]Z ∈ Hp1+p2+1(X,R/Z). (2.31)
This is called the torsion pairing between [NA1 ]Z and [NA2 ]Z. Let us denote it as T ([NA1]Z, [NA2 ]Z).
Since it is derived from the differential cohomology pairing, it satisfies T ([NA1]Z, [NA2 ]Z) =
(−1)(p1+1)(p2+1)T ([NA2]Z, [NA1 ]Z). By Poincaré-Pontryagin duality, it is also a perfect pairing
between torsion subgroupsHp+1tor (X,Z) andH
d−p
tor (X,Z).
2.3 Chern-Simons as differential cohomology
For gauge fields of a compact Lie group G, we can define Chern-Simons invariants associated
to characteristic classes. G need not be connected, and it may even be a discrete group like
Zk. These generalizations of the Chern-Simons action to non-connected groups, including finite
groups were first discussed in physics literature by Dijkgraaf and Witten in [70], and it is now
customary to refer to finite group gauge theories with this type of actions as Dijkgraaf-Witten
theories. Differential cohomology gives a unified description of these cases.
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We use the following fundamental fact. There exists a space BG, called the classifying space
of G, with the following property. There is a G-bundle PG on BG such that any G-bundle on an
arbitrary space X can be realized as a pull back of PG under some map f : X → BG.9
Just for simplicity of presentation, let us also assume that theG gauge field (connection) onX
is also obtained by the pull back of some universal connection on PG if we choose f appropriately.
This assumption is not essential. (The reason is that the difference of Chern-Simons invariants
between two connections in the same topological class can be expressed by an integral of a gauge
invariant polynomial of the curvature tensor without any topological subtleties. Thus it is enough
to define the Chern-Simons invariant for a single connection in each topological sector.)
Now let us discuss how a general Chern-Simons invariant is constructed as differential coho-
mology. Because any bundle on any X can be obtained as a pullback of the bundle on BG, it is
enough to construct a differential cohomology element on BG. Then we can simply pull it back
toX by the map f : X → BG.
Thus we try to construct a differential cohomology element on BG. First, we take an element
cZ ∈ Hp+1(BG,Z), called a characteristic class of G-bundles. Next, we consider the reduction
of c to real coefficient cR ∈ Hp+1(BG,R). It is known that the Chern-Weil theory gives a repre-
sentative of cR in terms of a polynomial of the curvature of the G-connection. Namely, there is
a gauge invariant polynomial c(F ) of the curvature F of the G-connection such that its de Rham
cohomology [c(F )] gives cR = [c(F )]. We denote it as Fc = c(F ). (If cR = 0, this polyno-
mial is simply zero.) Let us also take an arbitrary Nc ∈ Zp+1(BG,Z) such that its cohomology
[Nc]Z ∈ Hp+1(BG,Z) gives cZ = [Nc]Z. In the real coefficients we have [Fc] − [Nc]R = 0, so
there exists an Ac ∈ Cp(BG,R) such that δAc = Fc − Nc. The triplet Aˇc := (Nc,Ac, Fc) gives a
differential cohomology element.
The choice of Nc does not matter because different choices of Nc are related by gauge trans-
formations. However, the choice of Ac may matter, depending on the degree p and the group G.
Let A′c be another one with δA
′
c = Fc−Nc. Then we have δ(A′c−Ac) = 0 and hence x := A′c−Ac
is closed, x ∈ Zp(BG,R). Now, suppose that Hp(BG,R) = 0. Then, x is exact and there exists
y ∈ Cp−1(BG,R) such that x = δy. In this case, A′c and Ac differ by just gauge transforma-
tions. Therefore, from c ∈ Hp+1(BG,Z), we uniquely get Ac up to gauge transformations. If
Hp(BG,R) 6= 0, then Aˇc is not unique and we have to specify additional data.
The elements of the real cohomologyHp(BG,R) are represented by gauge invariant polyno-
mials of the curvature. The curvature F is a 2-form and it is nonzero only if G is a continuous
9 Such a space can be obtained as follows. First let us discuss the case G = U(n). In this case, let us show that
we can take BU(n) = Gn(CN ) with sufficiently large N , where Gn(CN ) is the Grassmannian manifold which is
the set of complex n-dimensional planes inside CN . The reason is as follows. Suppose we have a U(n) bundle onX .
A U(n) bundle is equivalent to an n-dimensional complex vector bundle E. It is not too hard to show (e.g. by using
partition of unity argument associated to local patches of X) that E can be embedded into a trivial N -dimensional
bundle CN (= CN ×X) for some sufficiently largeN , i.e. E ⊂ CN . Then, for each p ∈ X , we get an n-dimensional
subspace Ex ⊂ CN . This defines a map f : X → BU(n) = Gn(CN ). From this construction, it is clear that E is a
pullback of the tautological n-dimensional bundle of Gn(CN ) whose fiber is just the n-dimensional plane.
For an arbitrary compact Lie groupG, we take a faithful unitary n-dimensional representation of G. This gives an
embedding G → U(n). Let PU(n) be the universal U(n) bundle on Gn(CN ). Then, we can consider the G-bundle
PU(n) ×G G whose base is BG = PU(n)/G. This gives an example of a classifying space of G.
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group. Therefore, Hp(BG,R) = 0 if p is odd or G is discrete. These are the cases which usually
appear in applications. The case of odd p is the usual Chern-Simons, and the case of discrete G
was first discussed by Dijkgraaf and Witten as an example in [70].
In summary, there is a way to construct a differential cohomology element Aˇc ∈ Hˇp+1(BG)
from a given characteristic class cZ ∈ Hp+1(BG). This construction is unique (up to gauge trans-
formations) if Hp(BG,R) = 0. After constructing Aˇc on BG, we can obtain the corresponding
differential cohomology element on X by the pullback f ∗Aˇc by f : X → BG which we may
denote just as Aˇc by abusing the notation. The holonomy exp(2πi
∫
Ac) is the Chern-Simons
invariant.
2.4 Twisted coefficients
Let us make a brief comment on a generalization concerning the coefficients. Up to now, we have
discussed coefficients Z,R and R/Z which do not depend on the position of the manifold X .
However, it is also possible to consider the following generalization. Let us consider a GL(k,Z)
bundle onX , and let us take a representation ρ of GL(k,Z) acting on Zn. By using ρ, we can de-
fine an associated bundle Z˜nρ onX whose fiber is Z
n and whose transition functions are described
by the transition function of the GL(k,Z) bundle represented by ρ. By tensoring Z˜nρ with R and
R/Z, we also get R˜nρ and R˜
n
ρ/Z˜
n
ρ .
A chain, which is an element of Cp(X) can always be decomposed into a sum of small pieces.
Each piece∆p is then topologically trivial, and hence the bundle ρ can be trivialized on∆p. Then,
for a twisted coefficient A˜ρ (where A = Zn,Rn,Rn/Zn), we can define Cp(X, A˜). An element
x ∈ Cp(X, A˜ρ) maps ∆p to the bundle A˜ρ, where the bundle is trivialized on ∆p. The relation
such as
∫
∆p
δx =
∫
∂∆p
x is also well defined by using that local trivialization. Zp(X, A˜ρ) and
Hp(X, A˜ρ) are defined in the same way.
We can also consider differential forms twisted by ρ. They are simply sections of (∧pT ∗X)⊗
R˜nρ . We denote them as Ω
p(X, R˜nρ). Differential d : Ω
p(X, R˜nρ) → Ωp+1(X, R˜nρ) is also defined
without any change because transition functions are constant and hence d does not act on transition
functions.
From the above facts, we can define differential cohomology with twisted coefficients, which
may be denoted by Hˇp+1(X, Z˜nρ). Most of the discussions are unchanged. One of the points
which may need clarification is as follows. Suppose we have Aˇ1 ∈ Hp1+1(X, Z˜nρ1) and Aˇ2 ∈
Hp2+1(X, Z˜nρ2). If the tensor product ρ1 ⊗ ρ2 contains ρ3, we can define a product 〈Aˇ1 ⋆ Aˇ2〉ρ3 .
Let us give an example. We consider a bundle with structure group SL(2,Z). Let ρ be its
defining 2-dimensional representation. Then ρ ⊗ ρ contains a trivial representation which is de-
scribed as follows. If (m1, n1) ∈ Z2 and (m2, n2) ∈ Z2 are acted by SL(2,Z), we can take
m1n2−n1m2 which is invariant under ρ. This is the trivial representation. Then we can define the
product of Aˇ1 ∈ Hp1+1(X, Z˜2ρ) and Aˇ2 ∈ Hp2+1(X, Z˜2ρ) as an element of (untwisted) differential
cohomology 〈Aˇ1 ⋆ Aˇ2〉 ∈ Hˇp1+p2+2(X). In this case, exchanging Aˇ1 and Aˇ2 gives an additional
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sign
〈Aˇ2 ⋆ Aˇ1〉 = −(−1)(p1+1)(p2+1)〈Aˇ1 ⋆ Aˇ2〉 (2.32)
because m1n2 − n1m2 is antisymmetric between (m1, n1) and (m2, n2). The SL(2,Z) twisted
case will be important when we discuss the Maxwell theory with SL(2,Z) duality group in Sec. 8.
Another point which may require clarification is how to define the holonomy χ from a dif-
ferential cohomology with twisted coefficients. By tensoring ∆p ∈ Cp(X) with Z˜nρ (using local
trivialization as before), we define a chain with twisted coefficients Cp(X, Z˜nρ). Now, given a
representation ρ, we take the dual representation ρ′ = (ρ−1)T . Then, as a domain of the holon-
omy function, we take Zp(X, Z˜nρ′). Then we can define exp(2πi
∫
M
AA) forM ∈ Zp(X, Z˜ρ′) and
Aˇ ∈ Hˇp+1(X, Z˜nρ ) by using the invariant inner product between ρ and ρ′.
For example, suppose that we want to integrate a differential cohomology element on an unori-
ented submanifoldM . Such a manifold is not an element of Zp(X). However, it can be regarded
as an element of Zp(X, Z˜o), where Z˜o is a local coefficient system on X which agrees with the
orientation bundle of M when restricted to M . Then, if we consider the differential cohomol-
ogy Hˇp+1(X, Z˜o), we can integrate its elements on M . In this way we can obtain the holonomy
χ(M) = exp(2πi
∫
M
AA). This case is relevant to string theory, since some of the p-form fields in
string theory are represented by elements of such twisted differential cohomology Hˇp+1(X, Z˜o).
We discuss examples in Sec. 3.4.
3 Non-chiral p-form gauge fields and their anomaly
In this section we consider a dynamical p-form gauge field Aˇ ∈ Hˇp+1(X) which is coupled to
background (p+ 1)-form and (d− p− 1)-form gauge fields Bˇ ∈ Hˇp+2(X) and Cˇ ∈ Hˇd−p(X) in
a d-dimensional manifold X . Bˇ is interpreted as a background field for the p-form electric sym-
metry, and Cˇ is interpreted as a background field for the (d−p−2)-form magnetic symmetry [5].
By using the formalism of differential cohomology, we describe a precise coupling between
the dynamical field Aˇ and the background fields Bˇ and Cˇ. In particular, we will derive a mixed
anomaly between electric and magnetic higher-form symmetries. This is essentially the Green-
Schwarz mechanism, and it was also discussed in the context of higher-form symmetries in [5].
In this section we take into account subtle topological effects which are not captured at the level
of differential forms.
One typical question for which a precise formulation might be useful is as follows. A U(1)
Maxwell field can be described by a differential cohomology element in Hˇ2(X). Let Aˇ ∈ Hˇ2(X)
be the U(1) Maxwell gauge field on a D-brane with worldvolume X . Let Bˇ ∈ Hˇ3(X) be the
NSNS 2-form B field. The NSNS B field can be regarded as a background field for the electric
symmetry of the Maxwell field A on the worldvolume. At the level of differential forms, the
combination dA + B is gauge invariant, and therefore the field strength H = dB = d(B + dA)
must be exact when pulled back to the D-brane worldvolume. This gives a constraint on which
cycle a D-brane can wrap. However, at the level of integer cohomology H3(M,Z) rather than
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differential forms, it was argued [71,72] that the pullback ofH to the worldvolume is [H ]Z = W3,
whereW3 is a torsion element of H3(M,Z), or its twisted version H3(M, Z˜). We want to have a
correct understanding of this kind of topological phenomena which is finer than the discussion at
the level of differential forms.
We will still neglect any K-theoretic nature of higher-form fields which may be necessary for
some string theory applications; we will see that ordinary differential cohomology can already
describe many properties relevant for D-branes.
3.1 Differential form analysis
Let us first neglect topological subtleties and describe the system at the level of differential forms.
The p-form dynamical field is denoted as A. The theory has higher-form symmetries, the electric
p-form symmetry and the magnetic (d − p − 2)-form symmetry. We denote their corresponding
background fields asB andC, respectively. The fieldsA,B andC are here regarded as differential
forms. The action of the theory, including the background fields, is given by
−S = − 2π
2g2
∫
X
(dA+B) ∧ ∗(dA+B) + 2πi
∫
X
C ∧ dA. (3.1)
where g is a free positive parameter, corresponding to the coupling constant in the case of Maxwell
theory, and ∗ is the Hodge star.
The gauge transformation of the fields B and C are given by
B → B + db, C → C + dc. (3.2)
For the first term of (3.1) to be gauge invariant, we requireA to transform asA→ A−b. However,
the second term is not invariant under this transformation of A.
One might try to make the second term invariant under B → B + db and A → A − b by
modifying the second term as 2πi
∫
C ∧ (dA+B). However, now this term is not invariant under
the transformation C → C + dc. Therefore, one of the gauge symmetries of B and C is always
violated. This is the anomaly at the perturbative level.
For example, if d = 2 and p = 0, the above anomaly is a well-known anomaly of a compact
scalar (which is denoted by A here) whose target space is S1. A compact scalar has two U(1)
symmetries. One is associated to the momentum in the target space S1, and the other is associated
to the winding on S1. There is a mixed anomaly between these two U(1) symmetries. At a special
radius of S1, the compact scalar is dual to a free Dirac fermion, and the above anomaly is the
mixed anomaly between the vectorU(1) symmetry and the axial U(1) symmetry of the fermion.10
10As we discuss later, the anomaly of the bosonic theory is dC ∧ B. On the other hand, the fermion side is as
follows. Let us say that the left-movers couple to AL and the right-movers couple to AR. Then their anomalies is
given by 12
∫
dAL ∧ AL − 12
∫
dAR ∧ AR. We note that the factors of 12 needs to be taken care of using quadratic
refinements utilizing spin structures as we review in Sec. 4. B and C on the compact boson side is known to be given
by B = AL +AR and 2C = AL −AR. The mechanism realizing it is a bit subtle. Let us start from the free fermion
theory. We can obtain the boson theory by summing over spin structures, or in other words the (−1)F gauge field,
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Another example is d = 10, p = 2 and we take A to be the NSNS B-field of the heterotic
string theories (although it is denoted as A here). There, we take the fields B and C to be certain
Chern-Simons forms of the heterotic gauge and gravitational fields. Then we get Green-Schwarz
mechanism which produces a gauge and gravitational anomaly from the NSNS field.11
In the recent understanding of anomalies, we extend the spacetime manifold X to one higher
dimensional manifold Y with ∂Y = X , and also extend all background fields to Y . Then we
construct a gauge invariant action on Y . The anomaly is understood not as a violation of gauge
transformations, but as the dependence of the action on how to take the extension to Y .
Let us follow this understanding. We replace the second term of (3.1) by a new term
2πi
∫
Y
dC ∧ (dA+B), (3.3)
Notice that this is completely gauge invariant. However, it depends on the choice of the extension
to Y . To quantify this dependence, let us take another Y ′ to which the background fields are
extended in a certain way. The difference of the term defined by using the extensions Y and Y ′ is
given by
2πi
∫
Y
dC ∧ (dA +B)− 2πi
∫
Y ′
dC ∧ (dA+B) = 2πi
∫
Yclosed
dC ∧ (dA+B), (3.4)
where Yclosed = Y ∪ Y ′ is a closed manifold obtained by gluing Y and the orientation reversal Y ′
of Y ′ along the common boundary X . By Stokes’ theorem we have
∫
Yclosed
dC ∧ dA = 0, so this
difference depends only on the background fields B and C and not on the dynamical field A.
We define the anomaly A as A(Yclosed) = 12π argZ(Yclosed) ∈ R/Z, where Z(Yclosed) is the
bulk partition function on a closed manifold Yclosed. By the above discussion, it is given by
A(Yclosed) =
∫
Yclosed
dC ∧ B =
∫
Yclosed
(−1)d−pC ∧ dB. (3.5)
This is the anomaly at the differential form level.
of the fermion theory. Each of left and right U(1) symmetries U(1)L,R has a mixed anomaly between the (−1)F
symmetry, which can be seen by putting the fermion on a Riemann surface with unit flux of the U(1)L (or U(1)R)
gauge field, and see that the path integral measure contains a single zero mode which is odd under (−1)F . Since we
are gauging (−1)F as a dynamical field, we want to avoid this anomaly. This can be done by taking the symmetry
groups as vector and axial U(1) symmetries, U(1)V and U(1)A, whose gauge fields AV and AA are related to AL,R
as AL = AV +AA and AR = AV −AA. Notice that U(1)L ×U(1)R = [U(1)V ×U(1)A]/Z2, so U(1)V ×U(1)A
is a Z2 extension of U(1)L × U(1)R. Now there is no mixed anomaly between (−1)F and U(1)V × U(1)A, and
we can sum over (−1)F . The sum over (−1)F is equivalent to a sum over (say) Z2 ⊂ U(1)V , because (−1)F and
(−1) ∈ U(1)V has the same effect on the fermion. Therefore, the symmetry group after summing over (−1)F is
U(1)V /Z2 instead of U(1)V , and the corresponding gauge field is B = 2AV . The U(1)A is unchanged and we
rename the gauge field as C = AA. Thus we finally get B = AL + AR and 2C = AL − AR. For more discussions,
see [2].
11Beyond the perturbative level, the Green-Schwarz anomaly cancellation is very nontrivial and the formalism of
quadratic refinement using the spin structure may be necessary. See [23] for the case of Type I superstring theory. To
the best of the authors’ knowledge, the case of E8 × E8 has not been studied.
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From the above result, it is easy to guess the anomaly for topologically nontrivial fields beyond
the differential form level. First of all, the fields A, B and C should be regarded as elements of
differential cohomology, Aˇ, Bˇ and Cˇ. Then we can guess that the anomaly should be given as∫
Yclosed
(−1)d−pAC⋆B. (3.6)
See (2.25) for the expression of the product in differential cohomology for topologically trivial
fields.
The anomaly will be indeed given by (3.6). However, precise descriptions and interpretations
of the couplings to Bˇ and Cˇ are subtle (even without considering the anomaly) and we discuss
them in the following subsections.
3.2 Background field couplings and the anomaly
Now we try to make the action (3.1) precise. We first consider the coupling to the background
fields by setting one of Bˇ or Cˇ to be zero. Then we will turn on both Bˇ and Cˇ.
Electric symmetry background. We first focus on nontrivial Bˇ, which means that we set Cˇ = 0
for the time being. The kinetic term contains the combination dA+B at the differential form level.
How can we make sense of this term in differential cohomology? When Bˇ = 0, we naturally
expect that the kinetic term is written by FA.
We may interpret dA +B to correspond to
FA + AB. (3.7)
For the kinetic term to be well-defined, this combination must make sense as an element of
Ωp+1(X).
The requirement that FA + AB is an element of differential forms means that AB is required
to be a differential form. Thus, we have NB = 0, FB = dAB and hence Bˇ must be topologically
trivial.
A natural question is how to interpret the case of nontrivial Bˇ. When [NB]Z 6= 0, it is not
possible to set NB = 0 even if we use gauge transformations. One might conclude that the
theory cannot be coupled to topologically nontrivial Bˇ. However, we interpret it in a different
way: we simply declare that the partition function in such situations is zero. In more detail,
recall that the partition function Z of the theory is a function of Bˇ as well as other fields such
as the background metric. Then we interpret the above observation as follows. The theory can
be coupled to topologically nontrivial Bˇ, but we define the partition function to be zero, Z = 0,
unless [NB]Z = 0. This definition might look ad hoc, but we will explain in Sec. 3.3 from various
points of view why such a definition should be chosen.
If [NB]Z = 0, AB can always be represented by differential forms up to gauge transformations
as explained in Sec. 2.1. After setting NB = 0 and AB to a differential form, the remaining gauge
transformation is AB → AB + δa + n where a ∈ Cp(X,R) and n ∈ Zp+1(X,Z). They must be
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constrained in such a way that f := δa + n is a differential form. Then the triplet (n, a, f) gives a
differential cohomology element. Let us denote this element as aˇ = (Na,Aa, Fa) = (n, a, f). The
gauge transformation of AB is given by AB → AB + Fa and NB → NB − δNa.
Now the coupling of the above Bˇ to the theory can be done simply by taking the kinetic term
as
−S = − 2π
2g2
∫
(FA + AB) ∧ ∗(FA + AB), (3.8)
where AB is understood to be a differential form. The remaining gauge symmetry of Bˇ is pre-
served by
AB → AB + Fa, Aˇ→ Aˇ− aˇ (3.9)
for differential cohomology elements aˇ ∈ Hˇp+1(X). Notice that Aˇ itself may be viewed as the
gauge degrees of freedom of Bˇ. This viewpoint will be important later.
Magnetic symmetry background. Next let us take Cˇ 6= 0 but Bˇ = 0. In this case, the second
term of (3.1) can be made precise by differential cohomology product,
2πi
∫
X
AC⋆A. (3.10)
Thus the coupling is straightforward in the framework of differential cohomology.
Both backgrounds. Finally we introduce both Bˇ and Cˇ. The fact that Bˇ on X must be of the
form
Bˇ = (0,AB, dAB) (3.11)
follows in the same way as before. Let us first take the topological coupling as
2πi
∫
X
AC⋆A; (3.12)
we will later modify this coupling. This is not invariant under the gauge transformation (3.9). The
change is given by −2πi ∫
X
AC⋆a. We might try to cancel it by changing the topological coupling
to C ∧ (dA+B) by introducing AC ∪AB . However, it cannot completely cancel the above change
−2πi ∫ AC⋆a, and moreover it is not at all invariant under gauge transformations of C.
Bulk-boundary couplings and the anomaly. Thus, there is an anomaly which cannot be can-
celled in d dimensions. We try to cancel it by introducing a (d + 1)-dimensional bulk Y such
that ∂Y = X . Such a bulk with one higher dimension is called a symmetry protected topological
24
(SPT) phase. Motivated by the differential form analysis around (3.6), let us consider the bulk
theory whose action is given by12
2πi(−1)d−p
∫
Y
AC⋆B
= 2πi(−1)d−p
∫
Y
(
AC ∪ NB − (−1)d−p−1FC ∪ AB +Q(FC , FB)
)
. (3.13)
In the bulk, the Bˇ needs not be restricted to be of the form Bˇ = (0,AB, dAB) with a differential
form AB . Only the restriction of B to the boundary ∂Y must have this form.
Let us perform gauge transformations. Under
AC → AC + δa+ n, (3.14)
the above bulk action changes as
2πi(−1)d−p
∫
Y
((δa− n) ∪ NB)
= 2πi(−1)d−p
∫
X
a ∪ NB − 2πi(−1)d−p
∫
Y
n ∪ NB
= 0 mod 2πi, (3.15)
where we have used the fact that on the boundary X = ∂Y the Bˇ is restricted as NB = 0, and
also used the fact that
∫
Y
n ∪ NB is integer. Thus the bulk action is invariant under the gauge
transformation of AC .
Next, consider the gauge transformation
AB → AB + δa+ n, NB → NB − δn. (3.16)
We require that the pair (a, n) becomes (Aa,Na) for some differential cocycle aˇ = (Na,Aa, Fa) on
the boundaryX so that the transformation on the boundary is AB → AB + δAa + Na = AB + Fa.
The change of the bulk action is given by
2πi(−1)d−p
∫
Y
(
AC ∪ (−δn)− (−1)d−p−1FC ∪ (δa+ n)
)
= 2πi(−1)d−p
∫
X
(
(−1)d−pAC ∪ n+ FC ∪ a
)− 2πi ∫
Y
(δAC ∪ n− FC ∪ n) . (3.17)
The second term becomes 2πi
∫
Y
(FC − δAC)∪ n = 2πi
∫
Y
(NC ∪ n) = 0 mod 2πi. The first term
is completely on the boundaryX and hence we can set a = Aa and n = Na,
2πi
∫
X
(
AC ∪ Na + (−1)d−pFC ∪ Aa
)
= 2πi
∫
X
(AC⋆a −Q(FC , Fa)). (3.18)
12 In this section, we are actually working not with differential cohomology elements, but with differential cocycles,
meaning that we consider Aˇ, Bˇ, Cˇ before dividing by gauge transformations.
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The first term precisely cancels the change of the topological coupling (3.12) under the gauge
transformation Aˇ→ Aˇ− aˇ. The second term can be cancelled by introducing the counterterm on
X which is given by
2πi
∫
X
Q(FC ,AB). (3.19)
This is well-defined because AB is a differential form on X . The gauge variation of this term
under AB → AB + Fa is 2πi
∫
M
Q(FC , Fa).
Summary. We can summarize the above results as follows. The precise definition of the cou-
plingC∧dA on d-manifoldX requires extending it to (d+1)-manifold Y with boundary ∂Y = X .
The background fields Bˇ, Cˇ (but not the dynamical field Aˇ) are extended to the bulk Y . Then the
coupling can be defined as
2πi
∫
X
(AC⋆A +Q(FC ,AB)) + 2πi(−1)d−p
∫
Y
AC⋆B, (3.20)
which expands to
= 2πi
∫
X
(AC⋆A +Q(FC ,AB))
+ 2πi(−1)d−p
∫
Y
(
AC ∪ NB − (−1)d−p−1FC ∪ AB +Q(FC , FB)
)
. (3.21)
This is the gauge invariant action combining the bulk SPT phase and the boundary topological
term. The bulk SPT phase itself is described by 2πi(−1)d−p ∫
Y
AC⋆B if there is no boundary
∂Y = 0. The anomaly of the boundary dynamical theory Aˇ is A = (−1)d−p ∫
Y
AC⋆B .
We can look at the above result in another way. Let us start from the bulk action given by
2πi(−1)d−p ∫
Y
AC⋆B . Suppose that we want to make this action gauge invariant on a manifold Y
with boundaryX . It may not be possible unless the field Bˇ is topologically trivial at the boundary
[NB]Z = 0 so that B = (0,AB, dAB). Even then, there still remains the gauge transformation
which reduces to AB → AB + Fa on the boundary. This gauge degrees of freedom is described
by differential cohomology element aˇ. We take advantage of this fact and, roughly speaking,
promote the gauge degrees of freedom aˇ to a physical field Aˇ on the boundary so that the gauge
invariance is recovered. This is a kind of Stueckelberg field, but only lives on the boundary. It also
has similarity with the symmetry extension method of [73–76] which was discussed for discrete
symmetries, and it would be interesting to study its generalization to the continuous case.
3.3 Some remarks
Why is it OK to set Z = 0 when [NB]Z 6= 0? We saw above that for the electric background
Bˇ, we had to define the partition function to be zero if it is topologically nontrivial, [NB]Z 6= 0.
This definition might have looked rather ad-hoc. Here we provide various arguments why this
procedure is consistent.
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Let us first consider the simplest case p = 0 and d = 2. In this case, the pair (A,B) is usually
denoted instead by (φ,A). We note that φ is a section of an S1 bundle coupled to the U(1) gauge
background A. Then what we found above simply means that A needs to be topologically trivial
when there is a section φ. We said above that we set Z = 0 when A is topologically nontrivial.
Why is this a consistent operation?
• One argument is to realize the compact scalar φ as the phase degree of freedom of a complex
scalar field Φ with a potential term V (|Φ|) ≤ 0 such that V = 0 iff Φ = Re2πiφ. Any
topologically nontrivial A forces Φ to take the value Φ = 0 at a number of points. This
costs a lot of energy, and by scaling V (Φ) by a large positive factor, the contribution of such
configurations to the partition function Z becomes zero.
• Another argument is as follows. Decompose X into two pieces, X = X1 ∪ X2, such that
X1 and X2 are glued along their common boundary S1. Even when A is topologically
nontrivial onX , A is topologically trivial onX1 andX2. As such, the path integral overX1
andX2 produces nonzero states |X1〉 and |X2〉 onH(S1). Recall that an elementH(S1) is a
functionalΨ[φ(x)] where φ(x) is a function φ : S1 → S1. The space of functions splits into
disconnected components labeled by the winding number. Then |X1〉 as a wave functional
is concentrated on a single winding number, say n1, and similarly, |X2〉 is concentrated on
another winding number n2. The topology enforces that n1 − n2 is the Chern number of
the U(1) bundle A on X . Therefore, when A is topologically nontrivial, we have n1 6= n2.
This means that |X1〉 and |X2〉 are supported on different winding numbers, and Z(X) =
〈X1|X2〉 = 0. Therefore setting Z(X) = 0 is not an ad hoc procedure; it follows from the
basic gluing axiom of quantum field theory.
• Yet another argument uses fermionization. Recall that a compact scalar in d = 2 is equiva-
lent to a non-chiral Dirac fermion when the radius of the scalar is appropriately chosen. In
this description, what happens whenA is topologically non-trivial is that there are fermionic
zero modes. Therefore, the partition function vanishes, Z = 0 unless we insert fermion op-
erators to absorb the zero modes.
• The preceding argument can be modified so that it can be applied at an arbitrary radius of
the compact scalar, not just on the free fermion radius. Recall that there is a mixed anomaly
between the momentum U(1) symmetry and the winding U(1) symmetry. This means that
when the background for the momentumU(1) is topologically nontrivial and has the Chern
number n, the spacetime has the anomalously-induced winding number n, so that the corre-
lation function vanishes unless we insert a set of operators with total winding number −n.
We note that in the path integral language, the argument given here simply means that to
have a nonzero partition function, we need to insert the operators of nonzero winding num-
ber to cancel the winding number introduced by the momentum U(1) background gauge
field. Therefore, the partition function vanishes Z = 0 if there are no insertions. This ar-
gument is admittedly somewhat circular, since a precise formulation of the mixed anomaly
requires the fact the electric background is topologically trivial on the space X in which φ
lives.
27
Let us come back to the case of general d and p. One way to convince ourselves that setting
Z = 0 when [NB ]Z 6= 0 is the correct definition is by the following argument. The dynamical
p-form theory Aˇ is expected to have the electromagnetic dual description in terms of a (d−p−2)-
form field. For example, when d = 2 and p = 0, it is the T-duality of a compact scalar field.
For d = 4 and p = 1, it is the usual electromagnetic duality of Maxwell theory. The duality for
general d and p may be shown along the lines of arguments in [77]. Under the duality, the roles
of Bˇ and Cˇ are exchanged. Below, we are going to show that the partition function is zero if the
topological class of the magnetic background Cˇ is nonzero, [NC ]Z 6= 0. Then by electromagnetic
duality, it is reasonable to require that the partition function is zero if the electric background is
topologically nontrivial, [NB ]Z 6= 0.
Let us show that the partition function is zero if [NC ]Z 6= 0. For this purpose, we set the
dynamical gauge field as Aˇ = Aˇ0 + Aˇ′, where Aˇ′ is a flat field, i.e. FA′ = 0, such that it gives an
element of cohomology [AA′ ] ∈ Hp(M,R/Z). Then we perform path integral over Aˇ′. Because
Aˇ′ is flat, it does not affect the kinetic term FA ∧ ∗FA, so the flat Aˇ′ only affect the topological
coupling. For flat Aˇ′, it was shown in Sec. 2.2 that the product gives
2πi
∫
X
AC⋆A′ = 2πi(−1)d−p
∫
X
[NC ] ∪ [AA′ ]. (3.22)
By Poincaré-Pontryagin duality, the product between [NC ] ∈ Hd−p(X,Z) and [AA′ ] ∈ Hp(X,R/Z)
is non-degenerate. Therefore, by integrating over all [AA′ ] ∈ Hp(X,R/Z), the partition function
becomes zero unless [NC ] = 0.
The electromagnetic duality was derived in [77] in the following manner. Here we present
it with a coupling to a single background field. We start with a dynamical p-form field Aˇ, a
dynamical (p+1)-form field Gˇ, a dynamical (d− p− 2)-form field Aˇ, and a background (p+1)-
form field Bˇ. The action is
− S = − 2π
2g2
∫
X
(FA + AG) ∧ ∗(FA + AG) + 2πi
∫
X
AA⋆G − 2πi
∫
X
AA⋆B. (3.23)
This action can be studied in two different ways. The first approach goes as follows. We gauge-fix
Aˇ = 0 by using the gauge transformationAG → AG+Fa and Aˇ→ Aˇ−aˇ. Then AG is a differential
form, and can be integrated out. We then get
− S = −2πg
2
2
∫
X
FA ∧ ∗FA − 2πi
∫
X
AA⋆B. (3.24)
The second approach is to integrate out A. From the perfectness of the differential cohomology
pairing, we see that Gˇ is gauge-equivalent to Bˇ, and in particular there is a p-form field aˇ such
that AG = AB + Fa. We shift Aˇ by aˇ, and find that the action is now
− S = − 2π
2g2
∫
X
(FA + AB) ∧ ∗(FA + AB). (3.25)
As one sees, the argument is somewhat circular, since when we made both Aˇ and Gˇ dynamical,
we needed to use the fact that the path integral concentrates to the configurations where Gˇ is
topologically trivial. Still we believe our argument helps in demonstrating the overall consistency.
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We also note here that a similar analysis can be carried out in the case of Zn p-form gauge
theories. There, too, the partition function becomes zero when either the electric or the magnetic
background fields are topologically nontrivial [73–76, 78, 79].
Why is it not OK to require Bˇ = 0 on the boundary? So far, we argued that it is natural to
set the partition function of the boundary theory to be zero when the electric background field
is topologically nontrivial, [NB]Z 6= 0. This may raise the following question. If we restrict the
field Bˇ to be completely zero at the boundary, the action is invariant under gauge transformations
which preserves Bˇ = 0 at the boundary. Then it seems that we do not need any degrees of freedom
at the boundary. Is it possible to put an SPT phase on a manifold with boundary, but no boundary
degrees of freedom? What forbids us from doing so? We do not try to give a complete answer to
this question, but let us sketch an idea why it is forbidden.
We are working with Euclidean signature metric, and hence there is no distinction between
space and time. Then it is possible to see the boundary as a time slice rather than a spatial
boundary. If we look the boundary as a time slice, we get a Hilbert space of the bulk SPT phase
which is described by an invertible field theory. This point of view is considered to be essential
for general understanding of anomalies [26], and indeed played a crucial role [31,80] in a general
understanding of chiral fermion anomalies. The defining property of an invertible field theory is
that it has a one dimensional Hilbert space on any background on the time slice. In particular,
we do not want to restrict to the background allowed for the bulk invertible phase to [NB]Z = 0
on the time slice; we should allow completely general Bˇ for an invertible field theory. We note
that restricting to [NB]Z = 0 could have been possible if the Hilbert space had zero dimension for
[NB]Z 6= 0. But this contradicts with the definition of invertible field theory.13 So we would like
to consider general Bˇ, and try to preserve the gauge invariance by introducing some degrees of
freedom on the boundary.
Then, we can justify the restriction to [NB]Z = 0 on the boundary X = ∂Y only if the
boundary theory has the property that its partition function is zero when [NB]Z 6= 0. In the previous
subsections, we have argued that this is the case for the p-form gauge theory. Strictly speaking,
the fact that the partition function is zero for [NB]Z 6= 0 was imposed by hand, but we have given
various physical justifications of this claim. More generally, whether we can take the partition
function to be zero on a certain class of the background should be answered by the principle that
such a choice is consistent with the axioms of quantum field theory (i.e. locality, unitarity, etc.).14
13 For more general theories which are not invertible, it is possible that the Hilbert space dimension becomes
zero for certain backgrounds. For example, let us consider a 3-dimensional abelian Chern-Simons theory with level
κ, coupled to a background field B. (Here we use a sloppy description without using differential cohomology and
precise quadratic refinement.) The action is 2piiκ2
∫
A∧dA+2πi ∫ B ∧dA where we normalized fields so that fluxes
are integers. The equation of motion of A is κdA = −dB. Now consider the Hilbert space H(Σ) on a Riemann
surface Σ. If the flux
∫
Σ
dB of the background is not a multiple of κ, the above equation of motion implies that the
Hilbert space is empty, dimH(Σ) = 0. The case κ = 1 is an invertible field theory, and in this case ∫
Σ
dB is always
a multiple of κ = 1 and dimH(Σ) = 1.
14 As an example which violates the axioms of quantum field theory, suppose that the partition function is zero
on Sd with topologically trivial backgrounds. Moreover, for simplicity, we assume that the theory is a topological
quantum field theory. In that case, it is possible to show by the axioms of topological quantum field theory that all
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For the p-form theory, we do not try to prove the consistency of taking the partition functions to
be zero for [NB ]Z 6= 0, but the consistency is suggested by e.g. the electromagnetic duality.
3.4 Applications to D3-brane in O3-plane background
Now we consider some applications of the above results to D-branes in string theory. On a single
D-brane, there is a Maxwell field which is described by Aˇ ∈ Hˇ2(X)whereX is the worldvolume.
It is also coupled to the background NSNSB-field and RRC-field, although there is a subtle detail
which we will explain later. First we need to make a few preliminary remarks.
So far we discussed the case of coefficients which do not depend on the positions on X . But
it is possible to consider twisted coefficients as discussed in Sec. 2.4. There is no change in the
discussions of this section beyond what has already been mentioned in Sec. 2.4.
Next, we have to distinguish an ordinary U(1) field and a field which appears as a spinc con-
nection. A spinc connection is a U(1) part of the connection of [Spin(d) × U(1)]/Z2, where
Spin(d)/Z2 = SO(d) is the spacetime Lorentz symmetry (in Euclidean signature). The gauge
field which appears on a D-brane is actually a spinc connection. For the purpose of the present
discussion, it is enough to consider a spinc connection as a sum of an ordinary U(1) connection
and a certain background field constructed as follows.
We have Stiefel-Whitney classes wq ∈ Hq(X,Z2) of a manifold X . Then we can canon-
ically define a differential cohomology element wˇq corresponding to wq as follows. First, we
can regard Z2 as half integers 12Z mod integers Z. Next, we can uplift wq to a real cochain
A(wq) ∈ Cq(M,R). This uplift is unique up to gauge transformations A(wq)→ A(wq) + δa+ n.
Then, define N(wq) = −δA(wq). The N(wq) takes values in cochains with integer coefficients,
because wq is closed as a cochain with Z2 coefficients. By definition of Bockstein homomorphism
β defined in Sec. 2.1, the topological class of N(wq) is [N(wq)] = β(wq) ∈ Hq+1(M,Z). Then we
can define the differential cohomology element as wˇq := (N(wq),A(wq), 0). This is unique up to
gauge transformations.
We consider a spinc connection as an ordinary U(1) field Aˇ ∈ Hˇ2(X) coupled to the electric
background given by wˇ2, where w2 is the second Stiefel-Whitney class of X . This means that
the field strength of the spinc connection is FA + A(w2). Let BˇNSNS be the NSNS 2-form field of
string theory. The total electric background field is given by
Bˇ = BˇNSNS + wˇ2. (3.26)
The field strength appears in the kinetic term in the combination FA + AB .
By the discussion of the previous subsections, the constraint on a single D-brane
[HNSNS]Z = W3 (3.27)
partition functions are zero, and in particular, partition functions on S1×X are zero for arbitraryX . (See e.g. Sec. 3
of [61] for how to prove this claim.) This is inconsistent if the theory has any Hilbert space of nonzero dimensions
at all. More nontrivial versions of this kind of argument have been used to get useful constraints on the partition
function of topological field theories [81, 82].
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can be easily understood, where [HNSNS]Z := [NBNSNS] is the flux of the NSNS 2-form field in
integer cohomology, and W3 := β(w2). We emphasized that Bˇ must be topologically trivial,
[NB]Z = 0, for the partition function to be nonzero. Then, we get [NBNSNS + N(w2)]Z = 0. Here
[HNSNS]Z = [NBNSNS ] and W3 = β(w2) = [N(w2)]Z. W3 is a 2-torsion 2W3 = 0, so we get the
desired result.
We conclude that a single D-brane can be wrapped on a cycle X only if we have [HNSNS]Z =
W3 on that cycleX . It reproduces the result in [71,72] by a somewhat different line of reasoning.
The above result is valid only for the abelian gauge field, and it is modified for multiple D-branes.
Another application is the anomaly of the Maxwell field on the D-brane. As we have shown,
the anomaly is given by
A = (−1)d−1
∫
Y
AC⋆B , (3.28)
where d is the dimension of the D-brane worldvolume, and we have set p = 1. Bˇ is given as
in (3.26), and we expect Cˇ to be shifted similarly as Cˇ = CˇRR + · · · , where CˇRR is the d − 2-
form RR-field. However, the RR-fields are actually described by differential K-theory (or its
generalization in the presence of other backgrounds) rather than ordinary differential cohomology.
Thus the above anomaly is not really a complete answer. Nevertheless, let us try to understand
some consequences of the above anomaly to the extent that it works.
Let us consider a D3-brane (i.e. d = 4) in Type IIB string theory. By the S-duality of Type
IIB string, we expect that the relation between the total magnetic background field Cˇ and the RR
background field CRR is given by
Cˇ = CˇRR + wˇ2. (3.29)
This is the S-dual of the relation (3.26).
In particular, let us consider a D3-brane in the presence of an O3-plane. See [72] for the
background about O3-planes used in the following discussion.
The O3-plane geometry is given by
R
4 × R6/Z2. (3.30)
Given a worldvolume X of a D3-brane, we have to take an extension to one higher dimension Y
with ∂Y = X to make the action (and hence the partition function) well-defined. The dependence
on Y is the anomaly. In particular, let us compare the difference between Y and Y ′ in the case
that the closed manifold Yclosed = Y ∪ Y ′ obtained by gluing them is given by
Yclosed = {0} × RP5 ⊂ R4 × R6/Z2. (3.31)
The anomaly is A = − ∫
RP
5 AC⋆B .
The background fields BˇNSNS and CˇRR are elements of differential cohomology with twisted
coefficients Hˇ3(RP5, Z˜), where the twisting of Z˜ is such that the sign is changed by going around
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the nontrivial loop π1(PR
5) = Z2. For the topological classification of these fields, the relevant
cohomology group is
H3(RP5, Z˜) = Z2. (3.32)
In the O-plane background, the fields are flat, FB = FC = 0. So
∫
RP
5 AC⋆B is given by the torsion
pairing of [NB]Z and [NC ]Z which was discussed in Sec. 2.2. The torsion pairing is known to be a
perfect pairing. This implies that if both [NB]Z and [NC ]Z are nonzero element of H3(RP
5, Z˜) =
Z2, then we get
∫
RP
5 AC⋆B = 1/2 mod 1. This is a consequence of the Poincaré-Pontryagin
duality mentioned in Sec. 2.2. If either [NB]Z or [NC ]Z is zero, we have
∫
RP
5 AC⋆B = 0 mod 1.
For the Z2 coefficients, the twisting has no effect, Z˜2 = Z2 since 1 ≡ −1 mod 2. Thus
w2 can be regarded as an element of H2(RP
5, Z˜2). Then we have the Bockstein homomorphism
β : H2(RP5, Z˜2) → H3(RP5, Z˜). It is known15 that W3 = β(w2) is the nonzero element of
H3(RP5, Z˜). Thus the shifts in Bˇ = BˇNSNS + wˇ2 and Cˇ = CˇRR + wˇ2 are nontrivial.
Let us represent the elements of H3(RP5, Z˜) = Z2 by 0 and 1 mod 2. By using the facts dis-
cussed above, we get the following values of the anomaly− ∫
RP
5 AC⋆B . We abbreviate [NSNS]Z =
[NBNSNS ]Z and [RR]Z = [NCRR ]Z.
Z2 flux ([NSNS]Z, [RR]Z) (0, 0) (1, 0) (0, 1) (1, 1)
type of O-plane O3− O3+ O˜3
−
O˜3
+∫
RP
5 AC⋆B mod 1 1/2 0 0 0
(3.33)
The correspondence between the fluxes and the types of O-plane was discussed in [72]. This is a
reasonable result, because three O-planes O3+, O˜3
−
and O˜3
+
are related by the SL(2,Z) duality
of Type IIB string while O3− is a singlet under the SL(2,Z).
The anomaly leads to an ambiguity of the partition function. For the consistency of string
theory, the total ambiguity must be cancelled. There are two other sources for the anomaly. One
source is the anomaly of the worldvolume fermion which we denote as Afermion mod 1. Another
source is the coupling to the RR 4-form field C4 (which is different from the above RR 2-form
C = C2). Naively the coupling of the D3-brane to C4 is given by
∫
X
C4. However, we need to
take an extension Y such that X = ∂Y , and define it as
∫
Y
F5, where F5 is the field strength of
C4. Then the ambiguity, or the anomaly, from this coupling is given by∫
Yclosed
F5, (3.34)
where Yclosed is as before.16 In particular, we are now concerned with the case that Yclosed = RP
5 as
in the above discussion. Therefore, for the total anomaly cancellation, we must have the condition
15It can be shown by using part of the long exact sequenceH2(RP5, Z˜) −→ H2(RP5, Z˜2) −→ H3(RP5, Z˜) and
the fact that H2(RP5, Z˜) = 0. These facts imply that H2(RP5, Z˜2) −→ H3(RP5, Z˜) is injective, and this map is
the Bockstein homomorphism β. The second Stiefel-Whitney class w2 is nonzero in RP
5 and henceW3 = β(w2) is
nonzero.
16For ordinary differential cohomology,
∫
Yclosed
F is defined to be an integer. However, in the presence of O-planes,∫
Yclosed
F5 is not an integer. Therefore,C4 is not precisely a differential cohomology element.
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that ∫
RP
5
F5 + (−1)
∫
RP
5
AC⋆B +Afermion(RP5) = 0 mod 1. (3.35)
In [63], it was shown that
∫
RP
5 F5+Afermion(RP5) = 0 for theO3+-plane. The fluxes ([NSNS]Z, [RR]Z)
do not affect the fermions, so Afermion is independent of the types of O-planes.
The O3− has RR-charge −1/4 while O3+, O˜3− and O˜3+ have RR-charge +1/4. Then the
value of
∫
RP
5 F5 is −1/4 for O3− and +1/4 for the others. The anomaly cancellation of O3+
requires Afermion = −1/4. (See [63] for more details.) From these results and (3.33), we see that
the anomaly cancellation condition (3.35) is satisfied for all O3-planes. This result was announced
in [22].
The above analysis has been done assuming that Bˇ and Cˇ are flat. It is also interesting to
note the following point. Suppose now that they are not flat. Let us take a 6-manifold Z with a
boundary ∂Z. The anomaly cancellation must also hold in ∂Z for arbitrary Z, and hence we get
0 =
∫
∂Z
F5 + (−1)
∫
∂Z
AC⋆B +Afermion(∂Z) =
∫
Z
(dF5 − FC ∧ FB) (3.36)
where we have used the fact that Afermion(∂Z) = 0 and FC⋆B = FC ∧ FB . The above equality
must hold for arbitrary Z, and hence we get
dF5 = FC ∧ FB. (3.37)
This is a well-known equation of motion of F5 in Type IIB supergravity. Therefore, this super-
gravity equation is necessary for the well-definedness of a D3-brane.
4 Quadratic refinement of differential cohomology pairing
In the previous section we have described non-chiral p-form gauge fields as boundary modes of
bulk SPT phases. The relevant anomaly was the mixed anomaly between electric and magnetic
higher-form symmetries. Such theories can be described by differential cohomology, as we have
seen.
In the rest of the paper we would like to study chiral, or (anti-)self-dual p-form fields. The
spacetime dimensions must be d = 2p+2. If the coefficients are just single Z (and the associated
R,R/Z), the (anti-)self-dual condition is only possible in dimensions d = 4n+2 and p = 2n. For
more general coefficients such as Z2, other dimensions such as d = 4 are also possible.
If we try to formulate such theories uniformly for all dimensions of the form d = 4n + 2, we
need what is called the Wu structure [16, 43]. However, for most purposes of string theory and
condensed matter physics, we only need dimensions d = 2, 6, 10. In these cases, spin structure,
rather than Wu structure, can be directly used to formulate chiral p-form fields. Requiring spin
structure (or its generalization such as spinc) is more natural in physics because we already have
fermions in relevant physical systems, so we will use only spin structure in this paper. The cost
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is that we have to study each case d = 2, 6, 10 in somewhat dimension-dependent way, although
the underlying idea, which involves Atiyah-Patodi-Singer (APS) η-invariant, is common to them.
The case d = 4 with the coefficients Z2 can be deduced from the d = 6 case by compactifications
on T 2, which we will study in detail in Sec. 8.
4.1 Basic properties of quadratic refinements
To formulate chiral p-form fields in d dimensions, we will need a quadratic refinement of pairing
in differential cohomology in d+ 1 dimensions. First we define the pairing of Aˇ1 and Aˇ2 as
(Aˇ1, Aˇ2) =
∫
Y
AA1⋆A2 ∈ R/Z. (4.1)
where Y is a d + 1-dimensional manifold, and A1, A2 ∈ Hˇp+2(Y ) are p + 1-form fields. (The
reason that we need p+1-forms rather than p-forms will become clear in Sec. 5). Then a quadratic
refinement Q is a map
Q : Hˇp+2(X) ∋ Aˇ 7→ Q(Aˇ) ∈ R/Z ∼= U(1) (4.2)
such that
Q(Aˇ1 + Aˇ2)−Q(Aˇ1)−Q(Aˇ2) +Q(0) = (Aˇ1, Aˇ2). (4.3)
This is the defining property of a quadratic refinement. Note that we do not require thatQ(0) = 0.
We will also use
Q˜(Aˇ) := Q(Aˇ)−Q(0) (4.4)
which is also a quadratic refinement. From the above definition, we need d + 1 = 2p + 3 and
(Aˇ1, Aˇ2) = (Aˇ2, Aˇ1) which (for coefficients Z) requires p to be even.
Basically, we will use Q to write down the action of the gauge field Aˇ. Thus it is convenient
to know how Q behaves under infinitesimal changes Aˇ → Aˇ + Bˇ, where Bˇ is infinitesimal. In
particular, Bˇ is topologically trivial and hence can be represented by a differential form Bˇ =
(0,AB, dAB). We write
Q(Aˇ+ Bˇ) = Q(Aˇ) + (Aˇ, Bˇ) + Q˜(Bˇ). (4.5)
The term Q˜(Bˇ) is linear in Bˇ, because if Bˇ1 and Bˇ2 are infinitesimal, we get Q˜(Bˇ1 + Bˇ2) =
Q˜(Bˇ1) + Q˜(Bˇ2) where we neglected the higher order term (Bˇ1, Bˇ2). Therefore, we expect that
there exists a differential form w ∈ Ωp+2(Y ) (whose explicit form will become clear in later
subsections) such that
Q˜(Bˇ) =
∫
Y
w ∧ AB. (4.6)
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Also, we recall the formula (2.25) which is valid for topologically trivial Bˇ. Then we get
Q(Aˇ + Bˇ) = Q(Aˇ) +
∫
Y
(FA + w) ∧ AB (4.7)
for infinitesimal Bˇ.
If Aˇ is topologically trivial and represented by a differential form Aˇ = (0,AA, dAA), we can
simplifyQ(Aˇ) as follows. For a topologically trivial Aˇ, the multiplication sAˇ by an arbitrary real
number s ∈ R makes sense. Then we have
Q((s+ ds)Aˇ) = Q(sAˇ) + ds
∫
(sFA + w) ∧ AA. (4.8)
where ds is infinitesimal, and FA = dAA. By integrating it, we get
Q(Aˇ) = Q(0) +
∫ (
1
2
AA ∧ dAA + w ∧ AA
)
. (4.9)
Thus, roughly speaking, the quadratic refinement Q(Aˇ) is one half of (Aˇ, Aˇ) up to a linear term.
But dividing (Aˇ, Aˇ) by 2 does not make sense because (Aˇ, Aˇ) takes values in R/Z rather than
R. This is the reason why we need more sophisticated constructions. In fact, it is not possible to
define Q on arbitrary manifolds. We will define it when manifolds have spin structures.
We can see a few properties of w. First, it is closed. This can be seen by performing a small
gauge transformation AA → AA + da for a ∈ Ωp(Y ) and requiring that Q is invariant under
it. Next, at least in d + 1-dimensions, its de Rham class is in the image of integral cohomology
Hp+2(Y,Z), or in other words its integrals
∫
M
w on p+2-cyclesM are integers. This can be seen
by performing a large gauge transformation AA → AA+ Fa for aˇ ∈ Hˇp+1(Y ), and taking Fa to be
the Poincaré dual ofM . However, we remark that it is not generally true that w is in the image of
integral cohomology in dimensions d+ 2 and larger.17
4.2 Atiyah-Patodi-Singer index theorem
For the definition of quadratic refinement in d + 1 = 3, 7, 11, the APS η-invariant and the index
theorem [47] play important roles. (See also [83–85] for recent discussions on the APS theorem.)
Let us briefly review them.
The η-invariant is defined as follows. Let DY be a Dirac-type operator on a d+1-dimensional
manifold Y and λ be its eigenvalues. Then the definition of η, in our convention, is
η(DY ) = 1
2
(∑
sign(λ)
)
reg
, (4.10)
where the sum runs over all eigenvalues including multiplicities, sign(λ) = +1 for λ ≥ 0 and
sign(λ) = −1 for λ < 0, and the subscript “reg” means that some appropriate regularization
should be done for the infinite sum.
17More precisely, it is known that 2w is a differential form representative of an integral lift of the p+2-dimensional
Wu class νp+2. On a manifold with dimension less than 2(p + 2), we automatically have νp+2 = 0 and hence
w = (2w)/2 becomes integral.
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From the definition, one can see that η(DY ) can have jumps by integer values when some of
the eigenvalues cross zero. But exp(−2πiη) is smooth under any smooth change of eigenvalues
and hence under any smooth change of the metric and gauge field.
Let us consider a (d + 2)-dimensional manifold Z with boundary ∂Z = Y . On Z, suppose
that we have a Dirac operator DZ and a Z2 grading matrix ΓZ (which may be called the chirality
operator on Z) such that {DZ ,ΓZ} = 0. It is possible to define the index of DZ (under some
appropriate boundary condition on ∂Y ) as indexDZ = n+ − n−, where n± are the number of
zero modes with ΓZ = ±1, respectively.
Near the boundary, we assume that Z is a direct product (−ǫ, 0]× Y ⊂ Z such that the metric
is also a direct product and the gauge fields are pulled back from Y . Let s be the coordinate of
(−ǫ, 0]. Then the Dirac operator DZ near the boundary can be written as DZ = iΓs(∂s + D′Y ),
where Γµ are the gamma matrices. The operator D′Y is defined on Y , and one can see that it
commutes with ΓZ . Therefore, we can restrict it to the subspace with ΓZ = +1. We define this
restriction as DY = D′Y |ΓZ=+1.
Under the above conventions, the APS index theorem states the following; see [63,80] for the
precise sign factors used here. Let Aˆ(R) be the Dirac A-roof genus given in terms of the Riemann
curvature tensor, and ch(F ) = tr exp( i
2π
F ) be the Chern character of the gauge bundle given in
terms of the curvature tensor F . The index is given by
indexDZ =
∫
Z
Aˆ(R)ch(F ) + η(DY ). (4.11)
In particular, the right hand side is an integer.
We will also use the following fact in our later discussions. The Dirac operator DZ acts on the
space of sections Γ(SZ) of a bundle SZ (which is typically the tensor product of the spin bundle
and a gauge bundle). It splits as SZ = S+Z ⊕ S−Z according to the Z2 grading by ΓZ . Suppose that
S±Z are pseudoreal. This means that there is an antilinear map C : S±Z → S±Z such that C2 = −1.
Because C preserves the Z2 grading, C commutes with ΓZ , CΓZ = ΓZC. By modifying C by
ΓZ as C → C · ΓZ if necessary, we may also assume that C commutes with the Dirac operator,
CDZ = DZC. More explicitly, by using properties of the representations of Clifford algebras (see
e.g. [86] for a review), one can construct such C when dimZ = d+ 2 = 0 mod 8 and the gauge
representation is pseudoreal, or when dimZ = d+2 = 4 mod 8 and the gauge representation is
strictly real.
If the C with the above properties exits, each eigenvalue of the Dirac operator appears twice in
the spectrum. The reason is that if Ψ is an eigenmode with DZΨ = λΨ, then DZCΨ = λCΨ and
hence CΨ is also an eigenmode, and CΨ is different fromΨ since C2 = −1. Because C commutes
with ΓZ and DY acts on SY := S+Z |Y , the same is true for DY .
In particular, the index indexDZ is even, and η(DY ) jumps only by even integers. We divide
the index theorem by 2 to get
1
2
indexDZ = 1
2
∫
Z
Aˆ(R)ch(F ) +
1
2
η(DY ). (4.12)
and both sides are still integers. The exponential exp(−πiη) is a smooth function of the metric
and the gauge field.
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4.3 d+ 1 = 3
Here we construct the quadratic refinement on a manifold Y with dimY = d + 1 = 3. The
importance of the quadratic refinement, or equivalently the spin structure in this situation, was
emphasized by [87]. The relevant differential cohomology element Aˇ ∈ Hˇ2(Y ) is just an ordinary
U(1) gauge field. By using this fact, we define the quadratic refinement as follows. Let DY be the
Dirac operator coupled to the U(1) bundle with the gauge field Aˇ. Then we define
Q(Aˇ) = −η(DY ). (4.13)
To show that this gives a quadratic refinement, we use the following fact. Any 3-dimensional spin
manifold Y with U(1) bundle can be extended to a 4-dimensional spin manifold Z with U(1)
bundle such that ∂Z = Y .18 By the APS index theorem, we get
−η(DY ) =
∫
Z
(
1
2
FA ∧ FA + Aˆ1(R)
)
mod Z, (4.14)
where Aˆk(R) is a 4k-form part of Aˆ(R), and we have used the fact that F = −2πiFA and hence
ch(F ) = exp(FA). The index indexDY drops out when we take mod Z. By using it, we get
Q(Aˇ1 + Aˇ2)−Q(Aˇ1)−Q(Aˇ2) +Q(0)
=
∫
Z
FA1 ∧ FA2 =
∫
Z
FA1⋆A2 =
∫
Y
AA1⋆A2 . (4.15)
ThusQ satisfies the defining equation of the quadratic refinement.
As is clear from the above derivation, we could also define Q directly as
Q(Aˇ) =
∫
Z
(
1
2
FA ∧ FA + Aˆ1(R)
)
. (4.16)
The index theorem guarantees that this definition does not depend on how we extend Y to Z.
For the purposes of practical computations, it is helpful to know both of the definitions, using the
η-invariant and the extension to higher dimensions. The same remark applies to the case d+1 = 7
below.
4.4 d+ 1 = 7
The quadratic refinement on a d + 1 = 7 dimensional manifold is not as simple as the case
d + 1 = 3. First let us give one definition by using the extension to 8-dimensions. We again
use the fact that a 7-dimensional spin manifold Y with Aˇ ∈ Hˇ4(Y ) can be extended to an 8-
dimensional spin manifold Z in which Aˇ is also extended.19 Then we define
Q(Aˇ) =
∫
Z
(
1
2
FA ∧ FA − 1
4
p1(R) ∧ FA + 28Aˆ2(R)
)
. (4.17)
18This follows from Ωspin3 (BU(1)) = 0. See e.g. [88] for a convenient collection of results for various bordism
groups.
19This follows fromΩspin7 (K(4,Z)) = 0 [19,89], whereK(4,Z) is an Eilenberg-MacLane space of the appropriate
type. Note also that BU(1) = K(2,Z).
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where p1(R) = −12 tr( R2π )2 is the first Pontryagin class represented by the Riemann curvature R.
It is related to Aˆ1(R) as Aˆ1(R) = − 124p1(R). From this definition of Q, the property (4.3) can
be easily checked. However, what is nontrivial is that this definition does not depend on how
we extend Y to Z if Y and Z are spin manifolds. We will show it by using the index theorem
following [54].
We will use the Dirac operator coupled to the 56 dimensional representation of E7 gauge
field. The reason that E7 is relevant to the current problem can be motivated by some M-theory
consideration [22], but we proceed formally by a mathematical argument.
The point is that the topological classification ofE7 bundles on Z is the same as the topological
classification of Aˇ, which is done by H4(Z,Z). E7 has homotopy groups πk(E7) = 0 for k ≤ 10
and k 6= 3. The homotopy group π3(E7) is related to the instanton number of E7 bundles which
is completely captured by some characteristic class c(E7) ∈ H4(Z,Z) defined explicitly below.
Then E7 bundles are completely classified by c(E7) on a manifold with dimensions dimZ ≤ 11.
Moreover, any element of H4(Z,Z) can be realized as c(E7) of some E7 bundle. (The precise
arguments for these claims require obstruction theory. See [90] where the case of E8 is discussed.
The discussion for E7 is completely the same except for the upper bound dimZ ≤ 11 for the
dimensions.)
Let Sˇ ∈ Hˇ4(Z) be the Chern-Simons 3-form of E7 gauge fields defined as a differential coho-
mology element as in Sec. 2.3 by using the characteristic class c(E7). Then the facts mentioned
above imply that for any Aˇ, we can always find an E7 bundle such that Aˇ − Sˇ is topologically
trivial. So we set Aˇ = Sˇ + aˇ, where aˇ = (0,Aa, dAa) is given by a differential form [54, 55].
We can rewrite (4.17) as
Q(Aˇ) =
∫
Z
(
1
2
(FS + dAa) ∧ (FS + dAa)− 1
4
p1(R) ∧ (FS + dAa) + 28Aˆ2(R)
)
= Q(Sˇ) +
∫
Y
(
1
2
Aa ∧ dAa + Aa ∧ FS − 1
4
p1(R) ∧ Aa
)
. (4.18)
The second term is defined on Y and hence it is manifestly independent of the extension to Z. So
we only need to check thatQ(Sˇ) is independent of Z.
We define the curvature representation of c(E7) (i.e. the FS of the Chern-Simons Sˇ) as
FS =
1
24
tr56
(
i
2π
FE7
)2
, (4.19)
where FE7 is the E7 gauge field strength, and the trace is taken in the 56-dimensional representa-
tion. The normalization is chosen as follows. E7 has a subgroup SU(2)× Spin(12) under which
the pseudoreal representation 56 decomposes as 56 → 2 ⊗ 12 ⊕ 1 ⊗ 25, where 25 is one of the
two spinor representations of Spin(12). A minimal instanton of E7 is realized by an instanton in
the SU(2) subgroup. The above normalization is taken so that the minimal instanton gives 1 for∫
c(E7), i.e. when the E7 background is actually an SU(2) background, we have
FS =
1
2
tr2
(
i
2π
FSU(2)
)2
. (4.20)
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Thus FS can be regarded as the differential form representation of an integer cohomology element.
We will also need tr56( i2πFE7)
4 in later discussions. By the fact thatE7 bundles are completely
classified by c(E7), it should be possible to expand it by FS . By using the above decomposition
56→ 2⊗ 12⊕ 1⊗ 25 again, we see that
tr56
(
i
2π
FE7
)4
= 24(FS)
2. (4.21)
Let us consider the index of the Dirac operator DZ coupled to the 56 dimensional representa-
tion of E7 on an 8-dimensional manifold Z with boundary Y . By APS index theorem, it is given
as
indexDZ − η(DY ) =
∫
Z
Aˆ(R) tr56 exp
(
i
2π
FE7
)
=
∫
Z
Aˆ(R)(56 + 12FS + (FS)
2)
=
∫
Z
(
FS ∧ FS − 1
2
p1(R)FS + 56Aˆ2(R)
)
. (4.22)
Moreover, let us recall the fact that the spinor representation is strictly real in 8-dimensions
and the 56 dimensional representation of E7 is pseudoreal. Thus the bundle on which DZ acts is
pseudoreal. Therefore, as remarked in Sec. 4.2, indexDZ is even and we get
−1
2
η(DY ) =
∫
Z
(
1
2
FS ∧ FS − 1
4
p1(R)FS + 28Aˆ2(R)
)
mod Z
= Q(Sˇ). (4.23)
The η-invariant is defined on Y and hence independent of Z.
In summary, we have obtained the formula
Q(Aˇ) = −1
2
η(DY ) +
∫
Y
(
1
2
Aa ∧ dAa + Aa ∧ FS − 1
4
p1(R) ∧ Aa
)
, (4.24)
for Aˇ = Sˇ + aˇ where Sˇ is the Chern-Simons of E7 and aˇ = (0,Aa, dAa) is a differential form.
This completes the proof that Q is independent of how we extend Y to Z.
We have used E7 because it has a natural motivation in M-theory and the above definition
of Q has the direct relevance to the anomaly of chiral 2-form fields as we will see later in this
paper. However, there is no problem for the above argument to use E6 instead of E7 since the
homotopy groups are πk(E6) = 0 for k ≤ 8 and k 6= 3. (See e.g. Table 1 of [91] for convenient
summary of homotopy groups.) There is a subgroup E6 × U(1) ⊂ E7 (or more precisely there is
a homomorphismE6 ×U(1)→ E7) such that the 56 dimensional representation becomes (271 ⊕
13)⊕ c.c. where the subscripts are U(1) charges, and c.c. is the complex conjugate representation.
TheU(1) here can be used as a spinc connection, so that the chiral 2-form field may be formulated
not only on spin manifolds, but also on spinc manifolds. In our applications in this paper, we will
only consider spin manifolds, so we do not study the detail of the spinc case.
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4.5 d+ 1 = 11
It is not known how to construct a quadratic refinement for ordinary differential cohomology in the
dimension d+ 1 = 11 by using only spin structure. However, for the application to the chiral RR
4-form field in Type IIB string theory, what we actually need to classify the topological classes of
the RR fields is K-theory rather than ordinary cohomology. Therefore, what we need in this case
is not the ordinary differential cohomology, but differential K-theory [23, 43, 92]. We construct a
quadratic refinement in differential K-theory in d+ 1 = 11 dimensions, or more generally in any
dimensions of the form d+ 1 = 8ℓ+ 3. In particular, it includes the case d+ 1 = 3 of Sec. 4.3 as
a special case. The content of this subsection is out of the main line of discussions in this paper,
and the reader can safely skip it.
We need to define differential K-theory. First let us outline its ingredient. The topology is
classified by elements V ∈ Kp(Y ) for p = 0 or p = −1 mod 2. Once the topological class
is fixed, the dynamical fluctuations in that topological class are given by differential form fields
whose degrees are equivalent to p+ 1 mod 2. We denote them as C = Cp+1 + Cp+3 + Cp+5 + · · ·
where Cp+1 ∈ Ωp+1(Y ) and so on. A subtle point is that we need some quantity which represents
V by a concrete differential geometric object. For p = 0, it is a connection B on V represented
as a difference of vector bundles. For p = −1, it is a map U : Y → U(N) for sufficiently large
N . However, B or U is not a dynamical field, so we need to impose some equivalence relation or
gauge transformations so that the degrees of freedom of B or U can be gauged away. B or U play
an analogous role as the E7 connection in the construction of the case d+ 1 = 7 in Sec. 4.4.
Now we are going to define differential K-theory Kˇ(Y ) on a manifold Y as follows. We define
it for K = K0, but a similar definition is possible for K−1.20 An element of Kˇ(Y ) consists of a
triplet
Aˇ = (V,B,C). (4.25)
V ∈ K(Y ) is an element of the topological K-group K(Y ). B is a unitary connection on V
represented as a difference of hermitian vector bundles. C ∈ Ωodd(Y ) is a sum of differential
forms C = C1 + C3 + · · · , where Ωodd(Y ) =
⊕
k Ω
2k+1(Y ) and C2k+1 ∈ Ω2k+1(Y ).
We impose the following equivalence relation to gauge away the degrees of freedom of B. Let
Bt (0 ≤ t ≤ 1) be a homotopy between B0 and B1. Then we can regard Bt as a connection of V
on [0, 1]× Y which we denote as B′. Let G′ be its field strength G′ = d′B′ + B′ ∧ B′ where d′ is
the differential on [0, 1]× Y . Then, we get∫
[0,1]
ch(G′) ∈ Ωodd(Y ). (4.26)
20 The differential K-theory here is relevant to the dynamical field of the d+ 1 = 11 dimensional bulk topological
phase. From it, we will later construct a chiral 4-form field as part of the boundary mode in d = 10 dimensions. If the
relevant generalized cohomology for the bulk dynamical field isK0(Y ), the generalized cohomology relevant for the
boundary mode will beK−1(X) as we will discuss at the end of Sec. 5.3. Conversely, if the d+ 1 = 11 dimensional
bulk dynamical field is described byK1(Y ), the boundary mode is described byK0(X).
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Here the integral is defined by
∫
[0,1]
(dt ∧ ω1(t) + ω2(t)) =
∫ 1
0
dt ω1(t) for ω1(t), ω2(t) ∈ Ω•(Y ).
The above integral is independent of how to take the homotopy between B0 and B1. We regard
(V,B0,C0) and (V,B1,C1) to be gauge-equivalent if they satisfy the relation∫
[0,1]
√
Aˆ(R)ch(G′) = C0 − C1, (4.27)
where
√
Aˆ(R) only depends on Y and can be taken outside of the integral. This factor
√
Aˆ(R) is
put to simplify the quadratic refinement defined later, and it is also conventional in string theory.
The equivalence relation implies that the actual connection B in a given topological class is
not an invariant information. We can set B to any connection we like, as long as we also change
C accordingly. In particular, in a topologically trivial case, we can simply set B = 0.
The equivalence relation in particular implies the following. Let G = dB+ B ∧ B be the field
strength of B on Y . From the equivalence relation, one can check that the combination
F :=
√
Aˆ(R)ch(G) + dC ∈ Ωeven(Y ) (4.28)
is invariant under the equivalence relation. It can be proved by noticing that the differential d on
Y and d′ on [0, 1]× Y are related as d′ = d + dt∂t, and hence
d
∫
[0,1]
ch(G′) = −
∫
[0,1]
d ch(G′) =
∫
[0,1]
(−d′ + dt∂t)ch(G′) = ch(G1)− ch(G0), (4.29)
where the sign in the first equality comes from a careful examination of the order of the differential
and the integration. By applying d to (4.27) and using the above result, we get the invariance of F.
The invariant differential form F in differential K-theory roughly corresponds to the quantity
with the same symbol F in differential cohomology. Also, V ∈ K(Y ) roughly corresponds to
[N]Z ∈ Hp(Y,Z), although the relevant generalized cohomology theories are different.
In addition to the above equivalence relation, we also impose the gauge equivalence
C ∼ C+ f (4.30)
where f is the field strength of differential K-theory elements in Kˇ−1(Y ). This is the analog of
the gauge equivalence AA ∼ AA + Fa for Aˇ ∈ Hˇp+1(Y ) and aˇ ∈ Hˇp(Y ) in ordinary differential
cohomology which have played an important role in Sec 3.2. Here Kˇ−1(Y ) may be defined as
follows. The group K−1(Y ) is a subgroup of K(S1 × Y ) such that V ∈ K−1(Y ) ⊂ K(S1 × Y )
becomes trivial when restricted to {0} × Y ⊂ S1 × Y . If we regard S1 × Y as obtained from
[0, 1] × Y by gluing the two ends of the interval [0, 1], we can construct V ∈ K−1(Y ) by using
a unitary transition function U : Y → U(N) (for some sufficiently large N) which is used to
glue the bundles at the two ends of the interval [0, 1]. On this bundle, we take a connection
B = tU−1dU, where t ∈ [0, 1] is the coordinate of the interval. The Chern character of U is
defined by ch(U) =
∫
[0,1]
tr exp( i
2π
G), where G = dB + B ∧ B = dtU−1dU + (t2 − t)(U−1dU)2.
It is a sum of odd differential forms, ch(U) ∈ Ωodd(Y ). By using it, we define Kˇ−1(Y ) as having
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elements of the form (V,U,C), where now C is a sum of even dimensional forms C ∈ Ωeven(Y ).
We impose a similar equivalence relation on (U,C) as in the case of Kˇ(Y ) which in particular
implies that F :=
√
Aˆ(R)ch(U) + dC is invariant.
In ordinary differential cohomology Hˇp+1(Y ), we have the holonomy function χ(M) =
exp(2πi
∫
M
A). The corresponding quantity in differential K-theory Kˇ(Y ) is given by the APS
η-invariant. Let M be an odd-dimensional spinc submanifold of Y , and let DM(B) be the Dirac
operator coupled to the gauge field B and spinc connection. Let RM be the Riemann curvature of
M , and let c1(FM) = i2πFM , where FM is the curvature of the spin
c connection. Then we define
the holonomy function χ as
χ(M) = exp 2πi
−η(DM(B)) + ∫
M
Aˆ(RM)e
c1(FM )
C√
Aˆ(R)
 . (4.31)
Here R = RY is the Riemann curvature of Y . One can check by the APS index theorem that this
holonomy function is invariant under the equivalence relation (V,B0,C0) ∼ (V,B1,C1) defined
above. The connection B is introduced to make this definition possible. Notice that if we neglect
the η-invariant, the above expression is the familiar one in the worldvolume action of D-branes.
The product Aˇ1 ⋆ Aˇ2 is defined as follows. First, we simply define VA1⋆A2 = VA1 ⊗ VA2
which is the product in K-theory, i.e. the tensor product of bundles. Also we define BA1⋆A2 =
BA1 ⊗ 1 + 1⊗ BA2 which is a connection on VA1 ⊗ VA2 . Finally we define
CA1⋆A2 =
1√
Aˆ(R)
CA1 ∧ dCA2 + CA1 ∧ ch(BA2) + ch(BA1) ∧ CA2 . (4.32)
One can check that this is invariant up to gauge equivalence when Aˇ1 and Aˇ2 are changed using
the equivalence relations. In particular we have
FA1⋆A2 =
1√
Aˆ(R)
FA1 ∧ FA2 . (4.33)
Before defining the quadratic refinement, we need to define the pairing between Aˇ1 and Aˇ2.
First, we define the involution Aˇ→ Aˇ∗ = (V∗,B∗,C∗). Here V∗ is the complex conjugate bundle
to V. B∗ is the complex conjugate connection. C∗ depends on the degrees of the forms and is
defined as C∗2k−1 = (−1)kC2k−1. In particular, we have F∗2k = (−1)kF2k. Then we define the
pairing (Aˇ1, Aˇ2) as
(Aˇ1, Aˇ2) = − 1
2πi
logχA1⋆A∗2(Y ), (4.34)
where χA1⋆A∗2 is the holonomy function associated to Aˇ1 ⋆ Aˇ
∗
2, and it is evaluated on the entire
manifold Y which we assume to be spin. One can show that the pairing is symmetric, (Aˇ2, Aˇ1) =
(Aˇ1, Aˇ2) as follows. The point is that if the dimension of Y is of the form d + 1 = 4k + 3, the
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spin bundle is either pseudo real or strictly real, and hence the η-invariant has the property that
η(B) = η(B∗). In particular we have η(B1+B∗2) = η(B
∗
1+B2). Also it is straightforward to show
that CA1 ∧ dC∗A2 = CA2 ∧ dC∗A1 + (exact form) in d+ 1 = 4k + 3 and so on.
We require that the quadratic refinement Q satisfies the property that
Q(Aˇ1 + Aˇ2)−Q(Aˇ1)−Q(Aˇ2) +Q(0) = (Aˇ1, Aˇ2). (4.35)
Such a Q can be defined as follows if the dimension is of the form d + 1 = 8ℓ + 3. Given
Aˇ = (V,B,C), we consider Aˇ ⋆ Aˇ∗. The bundle VA⋆A∗ = V ⊗ V∗ and the connection BA⋆A∗ =
B ⊗ 1 + 1 ⊗ B∗ are strictly real. On the other hand, the spin bundle in 8ℓ + 3 dimensions is
pseudoreal. Therefore, for the Dirac operatorDY (B⊗1+1⊗B∗) coupled to it, the exponentiated
η-invariant exp(−πiη(DY (B ⊗ 1 + 1 ⊗ B∗))) is a smooth function of the metric and the gauge
field. Then we define
Q(Aˇ) = 1
2
η(DY (B⊗ 1 + 1⊗ B∗))
− 1
2
∫
Y
(
C ∧ dC∗ +
√
Aˆ(R) (C ∧ ch(B∗) + ch(B) ∧ C∗)
)
. (4.36)
The factor
√
Aˆ(R) in the definition (4.28) of F of Kˇ(Y ) was introduced to simplify the term
CA ∧ dCA∗ in this expression. The overall sign was chosen so that the middle dimensional form
C4ℓ+1 appears as +12
∫
C4ℓ+1 ∧ dC4ℓ+1. (Note C∗4ℓ+1 = −C4ℓ+1.)
Notice that
(VA1 ⊕ VA2)⊗ (V∗A1 ⊕ V∗A2)
= (VA1 ⊗ V∗A1)⊕ (VA2 ⊗ V∗A2)⊕ (VA1 ⊗ V∗A2)⊕ (VA2 ⊗ V∗A1). (4.37)
Also notice that the η-invariants of the Dirac operators coupled to (VA1 ⊗ V∗A2) and (VA2 ⊗ V∗A1)
are the same by the pseudoreality of the spin bundle. Therefore, we can see that Q satisfies the
equation (4.35).
We remark that there is similarity and difference between d+1 = 7 and d+1 = 11 . We have
usedE7 bundle d+1 = 7, and we have used the K-theory bundleV in d+1 = 11. The construction
of the quadratic invariant involved the η-invariant coupled to the 56-dimensional representations
of the E7 bundle in d+ 1 = 7, and the η-invariant of the real bundle V ⊗ V∗ in d+ 1 = 11.
The case d + 1 = 3. The above formulation might seem complicated, and it may be helpful
to see the case of d + 1 = 3 in a little more detail. We will see that the K-theoretic formulation
essentially coincides with the formulation in Sec. 4.3.
We restrict our attention to the case that ch0(V ) (i.e. the virtual dimension of V ) is zero. The
reason is that it basically represents a “tadpole” and the partition function of the theory developed
in Sec. 5 vanishes unless it is zero. This is due to the fact that there is a coupling 2πi · ch0(V )Cd+1
in the action and the path integral over Cd+1 requires ch0(V ) = 0 for the partition function to be
nonzero. Also, the field Cd+1 appears only in this term and its only role is to set ch0(V ) = 0, so
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we can neglect this field Cd+1 for most purposes after setting ch0(V ) = 0. In d + 1 = 3, we only
need to consider the 1-form C1 and we denote it as C for simplicity.
We can always take V = E − CN , where E is a complex vector bundle and CN is the trivial
bundle. For ch0(V ) = 0, the rank of E is N .
Now consider d + 1 = 3 dimensional manifold Y . In this case, there is a simplification. The
fibers of the bundle E have complex dimension N or real dimension 2N . Then, by dimensional
reason, E has a section on a 3-manifold which is everywhere nonzero if N > 1. (Generically, 2N
real functions of d + 1 coordinates (x1, · · · , xd+1) do not simultaneously vanish if 2N > d + 1.)
Therefore, by repeatedly taking nonzero sections, any complex vector bundle E can be reduced to
a bundle of the form E ∼= L⊕ CN−1, where L is a one-dimensional (line) bundle on which U(1)
acts as the structure group.21 Therefore, we can take V = L − C. We take the connection on C
to be trivial, and hence the connection B is nontrivial only on L. By abuse of notation, we denote
the connection on L by B.
The equivalence relation (4.27) is simplified for theU(1) connection B as i
2π
B0+C0 =
i
2π
B1+
C1. Thus, up to the equivalence relation the differential K-theory depends only on
A :=
i
2π
B+ C. (4.38)
Notice that we have neglected the 3-form field C3, and hence A is just a U(1) connection (up to
the normalization by i
2π
).
For a map U : Y → U(N), we have ch1(U) = i2π tr(U−1dU) = i2πd log u, where u = detU.
Therefore, the equivalence relation (4.30) is given by A ∼ A+ i
2π
d log u+dc0, where c0 ∈ Ω0(Y )
and u : Y → U(1). This is just an ordinary gauge transformation of the U(1) gauge field A.
The field strength F is just the field strength of A. If M is a 1-dimensional circle S1 with
the antiperiodic spin structure, the APS index theorem or a direct computation of the η-invariant
shows that −η(DS1(B)) =
∫
S1
i
2π
B mod 1. (A direct computation shows that the result is valid
also for the periodic spin structure and V = L − C.) Thus the holonomy function (4.31) is just
given by χ(S1) = exp(2πi
∫
S1
A).
Finally, let us check that the quadratic refinement (4.36) essentially coincides with the one
in Sec. 4.3 up to a minor difference. (The pairing is uniquely determined from the quadratic
refinement.) To see this, note that V⊗V ∗ = −(L⊕L∗)+C2. Therefore, we get 1
2
η(DY (V⊗V ∗)) =
−η(L) + η(0) where we used η(L∗) = η(L). Thus we get
Q(Aˇ) = −η(L) + η(0) +
∫
Y
(
1
2
C ∧ dC+ i
2π
dB ∧ C) = −η(A) + η(0), (4.39)
where η(A) is the η-invariant of the U(1) connection A and we have used the APS index theorem
on the manifold [0, 1] × Y with the gauge field At = i2πB + tC, t ∈ [0, 1]. This Q(Aˇ) coincides
with that in Sec. 4.3 up to the term η(0) which is independent of Aˇ.
21 Equivalently, this reduction of the structure group of E also follows from the fact that the embedding U(1) →
U(N) gives the isomorphisms πk(U(1)) = πk(U(N)) for k = 0, 1, 2.
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4.6 Other dimensions
We can formally regard non-chiral p-form fields in d dimensions as a self-dual theory by intro-
ducing both a p-form field and a (d− p− 2)-form field and imposing the duality relation between
them. Correspondingly, we can always define the following quadratic refinement in (d + 1) di-
mensions without using any spin structure. We assume that the field Aˇ consists of a pair of fields
Aˇ = (Aˇ1, Aˇ2) ∈ Hˇp+2(Y )× Hˇd−p(Y ). Then we take the quadratic refinement as
Q(Aˇ) = (Aˇ2, Aˇ1) =
∫
Y
AA2⋆A1 . (4.40)
The corresponding pairing (Aˇ, Bˇ) between two such pairs Aˇ = (Aˇ1, Aˇ2) and Bˇ = (Bˇ1, Bˇ2) is
given by
(Aˇ, Bˇ) = Q(Aˇ+ Bˇ)−Q(Aˇ)−Q(Bˇ) +Q(0) = (Aˇ2, Bˇ1) + (Bˇ2, Aˇ1). (4.41)
The discussions in the later sections can be applied to this quadratic refinement and we get another
realization of the p-form theory on the boundary in addition to the realization discussed in Sec. 3.
More interesting case is the case in which d = 2p + 2 and p is odd, such as p = 1 and d = 4.
By using the totally antisymmetric tensor ǫij (i, j = 1, 2) with ǫ21 = −ǫ12 = 1, we can write
(Aˇ, Bˇ) = ǫij(Aˇ
i, Bˇj), Q(Aˇ) = 1
2
ǫij(Aˇ
i, Aˇj). (4.42)
Therefore, there is an SL(2,Z) symmetry acting on the index i at the differential form level. At the
more precise level of differential cohomology theory, we need to make sense of the factor 1
2
which
appears in the definition ofQ(Aˇ). But it can be done if we consider an appropriate spin structure,
which gives rise to new anomalies involving the SL(2,Z) symmetry. This SL(2,Z) duality is the
generalization of the electromagnetic duality of Maxwell theory. We will discuss more details
about it in Sec. 8.
5 Chiral p-form fields as boundary modes
By using the quadratic refinement Q(Aˇ), we can now construct chiral or equivalently (anti-)self-
dual p-form fields Bˇ ∈ Hˇp+1(X) in (d = 2p+2)-dimensions as the boundary modes of bulk SPT
phases.22
5.1 The theory
As the bulk theory, we take the theory described by a dynamical field Aˇ ∈ Hˇp+2(Y ) in d + 1 =
2p+ 3 dimensions. The Euclidean action is given by
−S = −
∫
2π
2e2
FA ∧ ∗FA + 2πiκ(Q(Aˇ)−Q(0)) + 2πi(Aˇ, Cˇ), (5.1)
22In d = 10, the cohomology should be changed to the appropriate K-theoretic cohomology group as discussed in
Sec. 4.5. Then the following discussions are valid also in that case with minor modifications.
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where e2 > 0 and κ ∈ Z are parameters, and Cˇ ∈ Hp+2(Y ) is a background field of the U(1)
p-form symmetry of the theory. The pairing (Aˇ, Cˇ) between differential cohomology elements
was defined in (4.1).
The term Q(0) depends only on the background metric and not on the dynamical field Aˇ. The
reason that we take the difference Q(Aˇ)−Q(0) rather than Q(Aˇ) itself will be explained later.
The parameter e2 has a dimension of mass, and the theory has massive particles whose mass is
of order |κ|e2. We take e2 to be very large so that there is no propagating degrees of freedom in the
low energy limit. In the strict large e2 limit and the trivial background Cˇ = 0, the action is given
by −S = 2πiκ(Q(Aˇ)− Q(0)). This is a generalization of the spin abelian Chern-Simons theory
studied in [87]. The metric dependence will be important later when we consider the gravitational
anomaly of the boundary mode.
If we quantize the theory (5.1) on a spatial manifold Sp+1×Sp+1, the dimension of the Hilbert
space is given by |κ| in the limit e2 →∞.23 Thus the bulk theory would be a topologically ordered
phase if |κ| > 1. Such a topologically ordered phase is very interesting in itself. However, in this
paper we mainly focus on invertible field theories, i.e. those theories whose Hilbert spaces are
always one-dimensional, for the purpose of considering anomalies. Thus we restrict our attention
to the case κ = ±1. This was the essential reason that we need the quadratic refinement: Without a
quadratic refinement, we could have defined the theory by using an action 2πi(Aˇ, Aˇ) + · · · which
is roughly 2Q(Aˇ). But such a theory has a Hilbert space on Sp+1 × Sp+1 whose dimension is
greater than 1. To get a one-dimensional Hilbert space to have an invertible field theory, we need
a quadratic refinement.
If κ = ±1, it turns out that the partition function on an arbitrary closed manifold Y has unit
norm |Z(Y )| = 1 (up to local counterterms), and in particular |Z(S1 × X)| = 1 on any spatial
manifoldX in the low energy limit. This Z(S1 ×X) is the dimension of the Hilbert space onX ,
so the Hilbert space dimension is always one.
The discussion so far is valid on a closed manifold. Now we define the theory on a manifold
Y with boundary X = ∂Y . We need to impose an appropriate boundary condition. We adopt the
Dirichlet type boundary condition which requires that the restriction Aˇ|X of the bulk gauge field
Aˇ to the boundary is zero. We denote this boundary condition as L,
L : Aˇ|∂Y = 0. (5.2)
Such a boundary condition is physically sensible. (For example, it is an elliptic boundary condi-
tion which guarantees well-defined perturbation theory; see [94] for a review.)
23 This quantization is done in the standard way, basically following [93]. By (4.7), and also by using the fact
that w in that equation is zero on Sp+1 × Sp+1, the equation of motion requires that the field is flat, FA = 0. On
Sp+1 × Sp+1, the flatness also implies that Aˇ is topologically trivial, and hence it can be written by a flat differential
form Aˇ = (0,AA, 0). The gauge invariant degrees of freedom are φi =
∫
Sp+1
i
AA, where the subscript i = 1, 2
distinguishes the two spheresSp+1. These variables take values inR/Z. The Lagrangian (in Lorentz signature) is then
given by L = 2πκφ1∂tφ2. The canonical quantization of this theory by regarding φ := φ2 as the canonical position
coordinate gives ̟ := 2πκφ1 as the canonical momentum coordinate. The wave functions are Ψm(φ) = e2piimφ
for m ∈ Z, but φ1 ∼ φ1 + 1 or in other words ̟ ∼ ̟ + 2̟κ implies that the states Ψm and Ψm+κ should be
identified. Thus we get |κ| states. The quantization here is rather ad hoc, but a more precise treatment by regarding
wave functions as holomorphic sections of a line bundle on T 2 = {(φ1, φ2)} would give the same result.
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We have defined the pairing (Aˇ, Cˇ) and the quadratic refinement Q(Aˇ) only on closed man-
ifolds. Thus we need to explain how to define them on a manifold with boundary. Let us take
a copy of the orientation reversal of Y , which we denote as Y , and make a closed manifold
Yclosed = Y ∪ Y which is obtained by gluing the two manifolds along the common boundary X .
The boundary condition Aˇ|X = 0 implies that we can extend the gauge field Aˇ on Y to a gauge
field on Yclosed in such a way that it is zero on Y , Aˇ|Y = 0. After extending Aˇ to Yclosed in this
way, we define (Aˇ, Cˇ) and Q(Aˇ) on Y as these quantities on Yclosed.
Let us check a consistency of the above definition. If Y is closed, ∂Y = 0, then Yclosed = Y ∪Y
is just the disjoint union of Y and Y . Then the action S(Yclosed) defined by using Yclosed is just
the sum of the action on Y and Y , S(Yclosed) = S(Y ) + S(Y ). For a closed manifold Y , the
consistency of the original definition of the action and the new definition requires that S(Y ) = 0.
This is indeed the case, because the gauge field Aˇ is trivial on Y and the action vanishes for the
trivial gauge field. This statement is true only after subtracting Q(0) from Q(Aˇ) as in (5.1). In
fact, the termQ(0)would give additional gravitational anomaly of the boundary theory, and hence
its presence would change the theory in a significant way.
5.2 The boundary mode: differential form analysis
We have defined the theory whose action is (5.1) and the boundary condition is (5.2). Now we
would like to see that a chiral p-form field Bˇ ∈ Hˇp+1(X) is realized as the boundary mode of
the bulk theory Aˇ ∈ Hˇp+2(Y ). First we show the existence of the mode by the differential form
analysis. After that, we discuss the topology of Bˇ.
We consider a topologically trivial field Aˇ = (0,AA, dAA) at the differential form level. For a
topologically trivial Aˇ, the quadratic refinement Q(Aˇ) is given as in (4.9),
Q˜(Aˇ) := Q(Aˇ)−Q(0) =
∫
Y
(
1
2
AA ∧ dAA + w ∧ AA
)
, (5.3)
where w = 0 in d + 1 = 3 and d+ 1 = 11, and w = −1
4
p1(R) in d + 1 = 7. (In d + 1 = 11, AA
here was denoted as CA in Sec. 4.5). The action is given by
−S = 2π
∫
Y
(
− 1
2e2
dAA ∧ ∗dAA + iκ
2
AA ∧ dAA + i(κw + FC) ∧ AA
)
, (5.4)
where FC is the field strength of the background field Cˇ. Here e2 is taken to be very large. But
for the present purpose of finding the localized mode Bˇ, it is important to keep e2 finite no matter
how large it is.
The equation of motion is
(−1)p+1
e2
d ∗ dAA + iκdAA + i(κw + FC) = 0. (5.5)
From the equation of motion, one can see that the massm of the field AA is given by
m = e2|κ|. (5.6)
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We will consider the homogeneous equation of motion
(−1)p+1d ∗ dAA + im sign(κ)dA = 0. (5.7)
The reason is that any solution of the equation of motion is given by the sum of a particular
solution of the inhomogeneous equation and a general solution of the homogeneous equation. In
particular, any fluctuations are given by homogeneous solutions.
Now a localized (anti-)self-dual p-form field Bˇ is obtained as follows as a homogeneous
solution of the above equation. We assume that near the boundary, Y is of the product form
(−ǫ, 0] ×X ⊂ Y . The metric is also the product, and the background is a pullback from X . We
denote the coordinate of (−ǫ, 0] as τ . The boundary is at τ = 0. Under the boundary condition
(5.2), we can have the following ansatz A(L)A of a localized solution:
A
(L)
A = d (e
mτ ) ∧ AB, (5.8)
where AB is independent of τ and only depends on the coordinates of the boundary X . This
ansatz is consistent with the boundary condition (5.2) because dτ |∂Y = 0. In our convention, the
coordinate τ is negative inside Y and the above solution is localized exponentially to the boundary.
It is localized more and more as the massm is increased. The field strength is
F
(L)
A = dA
(L)
A = −d (emτ ) ∧ FB, (5.9)
where FB = dAB . The Hodge dual is
∗Y F(L)A = −memτ (∗XFB), (5.10)
where the subscripts in ∗Y and ∗X indicate that the Hodge star is taken in the manifolds Y andX ,
respectively.
Let us substitute the above ansatz into the homogeneous equation of motion (5.7). Then we
get two equations from the terms with and without dτ ,
0 = ∗XFB + i(−1)p+1sign(κ)FB, (5.11)
0 = d(∗XFB). (5.12)
The first equation is the self-dual or anti-self-dual equation depending on the sign of κ. The
imaginary unit i appears because we are working in Euclidean signature. In Lorentz signature,
this imaginary unit disappears and we get the standard (anti-)self dual equation of the chiral p-
form field. The second equation is the equation of motion for FB = dAB . Therefore, we conclude
that there is a localized (anti-)self-dual field living on the boundary when we impose the local
boundary condition given by (5.2).
5.3 Topology of the boundary mode
We have seen that there is a localized mode Bˇ on the boundary. The discussion so far assumed
that Aˇ and Bˇ are topologically trivial. Let us now consider what kind of non-trivial topology is
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allowed for Bˇ. First we remark that the topology of the bulk field is classified by Hp+2(Y,X,Z)
i.e. cohomology on Y which vanishes on the boundary X = ∂Y . The reason is that the field is
trivial on the boundary due to the boundary condition L : Aˇ|∂Y = 0.
We have assumed that the manifold Y looks like (−ǫ, 0] × X near the boundary. The funda-
mental property of a localized mode is that it decays quickly inside Y , and in particular it is very
small at τ = −ǫ. This implies that the localized mode Bˇ is topologically trivial at τ = −ǫ. Also,
the boundary condition L says that Bˇ is topologically trivial at τ = 0.
The above facts imply the following. Let I = [−ǫ, 0] be the interval on which the localized
solution is concentrated. For a solution Aˇ(L) which gives a localized solution Bˇ, its topological
class [NA(L) ] ∈ Hp+2(Y,X,Z) must be trivial on the boundary of I ×X . Such a topological class
is always of the form
[NA(L) ] = µ ∪ [NB ], (5.13)
where [NB] ∈ Hp+1(X,Z) is some topological class in X , and µ ∈ H1(I, ∂I,Z) is the unique
cohomology class in I which vanishes on the boundary ∂I . This is interpreted as the fact that the
topology of Bˇ is classified by [NB] ∈ Hp+1(X,Z).
The discussion above was formulated in the case of ordinary differential cohomology. More
abstract version of the above discussion is as follows; readers who are not familiar with algebraic
topology may skip the next paragraph. The argument there is essential in the case of d = 10,
where we need to use differential K-theory, discussed in Sec. 4.5.
The topology of Aˇ(L) is such that it is concentrated on I ×X and it is trivial on ∂I ×X . Then
we can consider that it comes from the suspension SX which is obtained from I×X by collapsing
each of {−ǫ} × X and {0} × X to a point. Let Ep+2(Y ) be the generalized cohomology group
which classifies the topology of Aˇ. Then the topology of Aˇ(L) is classified by Ep+2(SX). By the
axioms of generalized cohomology, we have Ep+2(SX) = Ep+1(X). This is the cohomology
group which classifies the topology of Bˇ. This more abstract reasoning applies not only for
the case of differential cohomology for which Eq = Hq, but also to the case of differential K-
theory for which Eq = Kq. For example, for Type IIB string theory, we consider a d + 1 = 11
dimensional theory with Aˇ ∈ Kˇ(Y ) whose topology is classified by K0(Y ). Then the topology
of Bˇ is classified by K−1(X). This Bˇ is the RR-field in d = 10 dimensions.
In our formulation, the manifoldX appears as the boundary of Y . In this case, there is another
point which needs to be taken into account in the path integral of the bulk theory Aˇ. For concrete-
ness we discuss it for ordinary cohomology, but the discussion would be valid for generalized
cohomology if an appropriate Poincaré duality theorem would be available.
We consider the homomorphism δ : Hp+1(X,Z)→ Hp+2(Y,X,Z) which is given by embed-
ding I × X into Y in the way described above. This is the map which appears in the long exact
sequence of the pair (Y,X),
· · · → Hp+1(Y )→ Hp+1(X)→ Hp+2(Y,X)→ · · · . (5.14)
Now, even if an element [NB] ∈ Hp+1(X,Z) is nontrivial, its image [NA(L) ] ∈ Hp+2(Y,X,Z)
under the above map may be zero. Roughly speaking, the map δ reduces half of the elements of
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Hp+1(X,Z). Let us neglect torsion elements of cohomology groups for simplicity. Let A = ker δ
and let B be such that Hp+1(X,Z) = A⊕ B. The Poincaré duality and the above exact sequence
imply that the pairing (a, b) ∈ A × B → ∫
X
a ∪ b ∈ Z is a perfect pairing while ∫
X
a1 ∪ a2 = 0
for a1, a2 ∈ A.24 We can also choose B in such a way that
∫
X
b1 ∪ b2 = 0 for b1, b2 ∈ B.
The image of A is topologically trivial and hence the corresponding localized solution is un-
stable and decays to the trivial solution. Thus the bulk path integral only sums over the image of
B. In this way the topology of the boundary mode Bˇ is restricted.
Splitting as Hp+1(X,Z) = A⊕B and summing only over one of them (say B) is the prescrip-
tion used in the definition of the partition function of chiral p-form fields discussed in [44–46]
without introducing the bulk Y . It would be interesting to reproduce the precise partition function
of [44–46] by using our formalism.
5.4 Local boundary condition and the anomaly
Now we describe the anomaly of the boundary mode Bˇ. The discussion here follows the one
given in [31]. There, the case that chiral fermions appear as boundary modes was discussed. The
bulk theory is a massive fermion L = −Ψ¯( /D −m)Ψ (with m > 0) with the boundary condition
L specified by L : (1− γτ )Ψ|∂Y = 0, where γτ is the gamma matrix in the direction τ orthogonal
to the boundary. The localized chiral fermion appears in the ansatz
Ψ = exp(mτ)χ, γτχ = χ, DXχ = 0, (5.15)
where DX is the Dirac operator on X = ∂Y . Notice the similarity between (5.15) and (5.8),
(5.12). Chiral fermions and chiral p-form fields are realized in a similar way from a bulk theory
with a mass gap.25
In fact, many of the discussions in [31] can be made abstract and general without specifying
the theory. We would like to present this abstract argument.
24 This is shown as follows. For simplicity we consider real coefficients R so that cohomology groups can be
regarded as vector spaces. First, the exact sequence (5.14) implies that ker δ is the image ofHp+1(Y )→ Hp+1(X).
So let us uplift a1, a2 ∈ A to elements of Hp+1(Y ). Then
∫
X
a1 ∪ a2 =
∫
Y
δ(a1 ∪ a2) = 0. Next, notice that
δ : B → Hp+2(Y,X) is injective since A is the kernel. Let βi (i = 1, 2, · · · ) be a basis of B. The Poincaré duality
betweenHp+2(Y,X) andHp+1(Y ) implies that there are dual elementsαi ∈ Hp+1(Y ) such that ∫
Y
δ(βj)∪αi = δij .
But
∫
Y δ(βj) ∪ αi =
∫
Y δ(βj ∪ αi) =
∫
X βj ∪ αi, so we get
∫
X βj ∪ αi = δij . This in particular implies that αi
regarded as elements ofA ⊂ Hp+1(X) are linearly independent, and hence dimA ≥ dimB. Because ∫X a1∪a2 = 0
for any a1, a2 ∈ A, the Poincaré duality in Hp+1(X) is possible only if αi span the entire A and dimA = dimB.
We conclude that αi and βj are bases of A and B with
∫
X α
i ∪αj = 0 and ∫X βj ∪αi = δij . By shifting βj by linear
combinations of αi if necessary, we can also take βj such that
∫
X
βi ∪ βj = 0.
25 There is one difference between the cases of fermions and p-form gauge fields. In the case of fermions, chiral
fermions are often realized in the literature as domain wall fermions in which we vary the mass parameter from
positive to negative values as a function of space coordinatesm(y), y ∈ Y . However, such a domainwall construction
by a varying parameter is not possible in the case of p-form gauge fields. The parameter κ is quantized and cannot be
changed as a function of the space coordinate. Also, the parameter e2 is positive and hence it does not make sense to
change e2 from positive to negative values. In this case, what is physically sensible is the local boundary condition L.
Thus the strategy of [31] becomes especially important for the purposes of the present paper.
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Abstractly, suppose that we have a theory T in (d + 1) dimensions. We assume that there
is a mass gap m which is very large. We also assume that the low energy limit of T is not
topologically ordered, which means that the ground state |Ω〉 is unique up to a phase on any
d-dimensional (spatial) manifoldX .
We put the theory T on a manifold Y with boundary X = ∂Y . We impose a local boundary
condition which we denote as L. L is assumed to preserve all relevant symmetries of the bulk
theory so that the background field on Y is not restricted on the boundaryX .
We want to study the partition function Z(Y, L) of the theory T on Y with the boundary
condition L. If we perform the path integral of the theory on Y (or more abstractly by axioms of
quantum field theory), we get a state vector |Y 〉 ∈ HX . Here HX is the Hilbert space on X . The
local boundary condition L also corresponds to some state vector 〈L| ∈ H∗X in the dual spaceH∗X .
(See [31] for the explicit construction of 〈L| in the case of fermions.) In this point of view, the
partition function is given by the inner product
Z(Y, L) = 〈L|Y 〉. (5.16)
When the bulk has a large mass gap and the boundary has a boundary mode, we want to regard
this partition function as the partition function of the boundary mode.
The path integral in the region (−ǫ, 0]×X near the boundary gives a Euclidean time evolution
e−ǫH where H is the Hamiltonian on X . Because of the large mass gap, this Euclidean time
evolution is dominated by the ground state,
e−ǫH → |Ω〉 〈Ω| (mǫ→∞). (5.17)
This means that the state vector |Y 〉 is proportional to the ground state in the large mass-gap limit
|Y 〉 ∝ |Ω〉 . (5.18)
By using this property, we can split the partition function as
Z(Y, L) = 〈L|Ω〉〈Ω|Y 〉. (5.19)
Roughly speaking, 〈Ω|Y 〉 is the bulk contribution, and 〈L|Ω〉 is the boundary mode partition
function. In [31], it was explicitly shown that the absolute value of 〈L|Ω〉 is the absolute value of
the partition function of the boundary chiral fermion. We refer the reader to [31] for more precise
expressions including the phase factor. Also, it is shown in [39] that 〈L|Ω〉 gives the Maxwell
partition function when d = 4 and the bulk d+1 = 5-dimensional theory is taken to be the theory
which is analogous to the one given by (5.1). It would be very interesting to do more general
analysis in the case of the theory (5.1).
In general, the ground state vector |Ω〉 has phase ambiguities due to Berry phases. Therefore,
in general, it is not possible to fix the phase of 〈L|Ω〉. However, the combination Z(Y, L) =
〈L|Ω〉〈Ω|Y 〉 does not suffer from such phase ambiguity and we want to interpret Z(Y, L) as the
partition function of the boundary mode. The problem is that the definition of Z(Y, L) requires
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the (d + 1)-dimensional manifold Y rather than X on which the boundary mode lives. So let us
study the dependence of Z(Y, L) on Y .
For this purpose, we need some preparation. When Y has a boundary, we set Z(Y ) = |Y 〉 ∈
H∂Y . (In particular, the Hilbert space on an empty spaceH∅ is taken to be C and hence Z(Y ) is a
complex number for closed manifolds.) Now we claim that Z(Y ) has the unit norm |Z(Y )| = 1,
if we add appropriate local counterterms to the theory T . The reason is as follows. The theory
T has only one state |Ω〉 in the low energy limit, so we can regard it almost as an invertible field
theory in low energies. If we have an invertible field theory T whose Hilbert space HX is always
one-dimensional on anyX , then we can define another invertible field theory |T | as follows. The
Hilbert space of |T | is not only one-dimensional, but is defined to be canonically isomorphic to C
on any space X . We also define Z of the theory |T | to be the absolute value of Z of the theory
T , |Z|. The theory |T | defined in this way satisfies the axioms of quantum field theory due to the
property that HX is always one-dimensional. We can also take the inverse |T |−1 in the obvious
way. This invertible field theory |T |−1 can be regarded as a local counterterm, and the modified
theory T ⊗ |T |−1 has Z which have unit norm. In the following we assume that we have added
such a local counterterm to T .
In particular, 〈Ω|Y 〉 is a pure phase, |〈Ω|Y 〉| = 1 since |Y 〉 has unit norm. Now we can
study the dependence of Z(Y, L) on Y . Let us take another manifold Y ′ with ∂Y ′ = X . Let
Yclosed = Y ∪ Y ′ be the closed manifold obtained by gluing Y and Y ′. Then we have
Z(Y, L)
Z(Y ′, L) =
〈Ω|Y 〉
〈Ω|Y ′〉 = 〈Y
′|Ω〉〈Ω|Y 〉 = 〈Y ′|Y 〉 = Z(Yclosed), (5.20)
where we have used the fact that |Y 〉 ∝ |Ω〉 as shown in (5.18). Notice that the boundary contri-
bution 〈L|Ω〉 cancels out in the ratio.
We conclude that ifZ(Yclosed) = 1 on any closed manifold Yclosed, thenZ(Y, L) is independent
of Y and hence can be regarded as the partition function of the boundary mode. In other words,
nontrivial value of Z(Yclosed) is the anomaly of the boundary theory; see Sec. 3 of [31] for details
about more precise statement.26 We also denote the anomaly as
A(Yclosed) = 1
2πi
logZ(Yclosed). (5.21)
This concludes the general discussion of the anomaly of the boundary theory which is constructed
from the theory T with local boundary condition L.
6 Computation of the anomaly of the chiral p-form field
We have seen that the anomaly of the chiral p-form field is given by the partition function of the
theory whose action is given by (5.1). For the bulk computation, we can take the low energy limit
26 In the above discussion, we have considered the specific invertible field theory |T |. However, we can consider
any invertible field theory Tcounterterm whose Hilbert spaces are canonically isomorphic to C, and modify T as
T ⊗ Tcounterterm. Anomalies are classified by invertible field theories T up to such counterterms Tcounterterm.
e2 → ∞ to neglect the first term. (It was necessary to keep e2 to be finite but very large for the
purpose of deriving the localized boundary mode as in Sec. 5.2. Without the boundary, we can
safely take the limit e2 →∞.)
We also assume |κ| = 1 throughout this section. However, we remark that some of the com-
putations in this section are valid in the cases of |κ| > 1 which are topologically ordered. Those
cases |κ| > 1may be relevant to fractional quantum hall effects in d = 2 and some superconformal
field theories in d = 6.
When κ = ±1, we can modify the definition of Cˇ as Cˇ → κCˇ. This modification is not
essential at all but it simplifies later equations somewhat. Then we get the action
−S = 2πiκQ˜(Aˇ) + 2πiκ(Aˇ, Cˇ), (6.1)
where Q˜(Aˇ) = Q(Aˇ)−Q(0). We take this action as the starting point of this section and compute
its partition function.
The partition function can be computed in two steps. The first step is to find classical saddle
points. The second step is to take into account the one-loop determinant.
Suppose that the gauge field Aˇ is given as
Aˇ = Aˇ0 + aˇ, (6.2)
where aˇ = (0,Aa, dAa) is topologically trivial. By the general results of Sec. 4.1 and the concrete
constructions of Sec. 4.3, 4.4 and 4.5, the above action is expanded in aˇ as
−S = 2πiκ
(
Q˜(Aˇ0) + (Aˇ0, Cˇ) +
∫ (
1
2
Aa ∧ dAa + (FA0 + w + FC) ∧ Aa
))
, (6.3)
where w = 0 in d + 1 = 3 and d + 1 = 11, and w = −1
4
p1(R) in d + 1 = 7. In particular, it
stops at the quadratic order in aˇ and the theory is free without interactions if the metric and Cˇ are
background fields. Thus the classical action at the saddle points and the one-loop determinants
around them are sufficient to obtain the complete nonperturbative result.
We point out that a careful path-integral analysis of abelian Chern-Simons theories was pre-
sented in [95, 96] for d + 1 = 3. We also point out that the general formula of the anomaly
in terms of the signature index and the Arf invariant, (6.47), was previously found by Monnier
from a different approach, see e.g. [11,13]. There are two major differences of our approach from
Monnier’s: the first is that we started from the coupled bulk-boundary system with a known action
in the bulk and a specific boundary condition L realizing a chiral p-form field on the boundary,
whereas Monnier tried to characterize the holonomy of the line bundle on which the partition func-
tion of the boundary theory takes values in by an indirect argument. The second is that Monnier
worked in general spacetime dimensions equipped with Wu structures, whereas we only consider
spacetime dimensions where a spin structure induces a canonical Wu structure and a quadratic
refinement. This also allows a significant simplification of the final formula which is given simply
in terms of the η-invariant of the fermion, (6.49), for d+ 1 = 3 and 7.
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6.1 The structure of the partition function
Classical saddle points are found by solving the equations of motion which can be easily obtained
from (6.3). If Aˇ0 is a classical solution, we get from (6.3) that FA0 + w + FC = 0. Let us set
Aˇ1 = Aˇ0 + Cˇ. (6.4)
For a classical solution Aˇ0, the action simplifies to
−S = 2πiκ
(
−Q˜(Cˇ) + Q˜(Aˇ1) +
∫
1
2
Aa ∧ dAa
)
, (6.5)
where we have used Q˜(Aˇ1) = Q˜(Aˇ0) + Q˜(Cˇ) + (Aˇ0, Cˇ). Aˇ1 is constrained by the condition that
FA1 = −w. (6.6)
The moduli space of classical solutionsM has the following structure, as was nicely illustrated
in [38]. If Aˇ1 and Aˇ′1 are two classical solutions, then Aˇ1−Aˇ′1 is a flat gauge field. Then the moduli
space is split based on the topological class as
M = ⊔j∈JMj, (6.7)
where the elements of eachMj have a fixed topology [NA1 ]Z ∈ Hp+2(Y, Z) such that [NA1]R =
−[w], where [w] is the de Rham cohomology class of w. The index set J is thus a torsor over
Hp+2(Y,Z)tor and is (not necessarily canonically) isomorphic to it. Here Hp+2(Y,Z)tor is the
kernel of the map Hp+2(Y,Z) → Hp+2(Y,R). Then each Mj is a torsor over the space of
topologically trivial flat gauge field Hp+1(Y,Z) ⊗ R/Z, and in particular is (not canonically)
isomorphic to it. In particular, this is independent of j ∈ J . The classical action is constant on
each connected componentMj , and hence the path integral overHp+1(Y,Z)⊗R/Z gives a fixed
factor which we denote as N0 > 0.
Let us take Aa to be topologically trivial gauge fields which are orthogonal to flat gauge fields.
The part of the action which contains Aa can be rewritten as
−S ⊃
∫
2πiκ
2
Aa ∧ ∗(∗dAa), (6.8)
where we have inserted ∗2 which is identity in odd dimensional manifold. The path integral over
Aa gives a one-loop factor det
′(−iκ ∗ d)− 12 . Here, the prime in det′ means that we omit flat gauge
fields which are zero modes of d. We will discuss more about this determinant later.
The total partition function is given by
Z(Y ) =
(
N0 exp(−2πiκQ˜(Cˇ))
)(∑
j∈J
exp(2πiκQ˜(Aˇ(j)1 ))
)
det′(−iκ ∗ d)− 12 . (6.9)
The first factor comes from the integral over topologically trivial flat fields. The second factor
comes from the sum over different topological sectors which are labelled by j ∈ J , and Aˇ(j)1 ∈Mj
is an arbitrary point ofMj . Finally, the third factor is the one-loop determinant.
54
The background field Cˇ for the p-form symmetry appears in the above result only as a factor
exp(−2πiκQ˜(Cˇ)). Therefore, we can already see that the p-form symmetry has the anomaly
described by this factor. The other factors give the gravitational anomaly of the chiral p-form
field. Let us study these factors.
For the computation of det′(−iκ ∗ d)− 12 , we first review the signature index theorem. Readers
who are not interested in technical details may skip the next subsection and go to Sec. 6.3. The
reason that the signature index theorem becomes important is that the phase part of det′(−iκ∗d)− 12
will be given by the exponential of the η-invariant of the Dirac-type operator associated to the
signature index. The fact that the signature index theorem is important for the anomaly of a chiral
p-form field was first found in perturbation theory in [8].
6.2 Signature index theorem
As preliminaries to the computation of the one-loop factor, we review some technical details of
the signature index theorem. One of the purposes is to study all the sign factors carefully. It is
also useful for practical computations of the signature η-invariant.
On 2m-dimensional oriented manifolds, the signature operator can be defined as follows by
using a Dirac operator.
Let S = S+ ⊕ S− be the spin bundle, where S± are spin bundles with positive and negative
chirality, respectively. Then S ⊗ S∗ is isomorphic to⊕k ∧kT ∗W . More explicitly, a section Φ of
the bi-spinor bundle S ⊗ S∗ can be identified with a sum of k-forms ω(k) as
Φ =
2m∑
k=0
ik
k!
ΓI1···Ikω
(k)
I1···Ik
, (6.10)
where ΓI1···Ik is defined by anti-symmetrizing the product of gammamatrices ΓI1 · · ·ΓIk (e.g. Γ1···k =
Γ1 · · ·Γk). The factor ik is introduced for later convenience.
We have a formula
ΓIΓI1···Ik = ΓII1···Ik +
k∑
j=1
(−1)j−1gIIjΓI1···Îj ···Ik , (6.11)
where the hat on Îj means that we omit that index. Using this formula, we see that
iΓIDIΦ =
2m∑
k=0
ik
k!
ΓI1···Ik(kDI1ω
(k−1)
I2···Ik
−DIω(k+1)II1···Ik)
=
2m∑
k=0
ik
k!
ΓI1···Ik(dω(k−1) + d†ω(k+1))I1···Ik . (6.12)
This implies that for the sum
ω =
2m∑
k=0
ω(k) (6.13)
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the action of the Dirac operator Dsig = iΓIDI on Φ is equivalent to the action of (d+ d†) on ω,
DsigΦ ⇐⇒ (d + d†)ω. (6.14)
Let us define the chirality operator in d = 2m dimensions as
Γ = i−mΓ1 · · ·Γ2m, (6.15)
which has the standard properties Γ
†
= Γ, Γ
2
= 1. We have a formula
ΓΓI1···Ik =
i−m(−1) 12k(k+1)
(2m− k)! ǫ
I1···IkIk+1···I2mΓIk+1···I2m . (6.16)
By using this formula, we get
ΓΦ =
2m∑
k=0
ik
k!
· i
−m(−1) 12k(k+1)
(2m− k)! ǫ
I1···IkIk+1···I2mΓIk+1···I2mω
(k)
I1···Ik
=
2m∑
k=0
i2m−k
(2m− k)! · i
k(k−1)+mΓIk+1···I2m(∗ω(k))Ik+1···I2m, (6.17)
where ∗ is the Hodge dual. Thus the chirality operator Γ acting on Φ is equivalent to the Hodge
operator up to a phase factor. Let K be the operator which gives the degree of a form, such that
Kω(k) = kω(k). Then Γ is equivalent to ∗ · iK(K−1)+m,
Γ ⇐⇒ ∗ · iK(K−1)+m, (6.18)
where ∗ · iK(K−1)+m maps ω(k) to ik(k−1)+m ∗ ω(k).
In particular, if the dimension is 4ℓ (i.e. m = 2ℓ), the chirality operator on 2ℓ-form coincides
with the Hodge dual ∗. The signature is defined as the number of zero modes of d + d† with
∗ = +1 minus the number of zero modes with ∗ = −1. Thus the index of the Dirac operator Dsig
coincides with the signature.
The characteristic class relevant for the above index theorem is given by
L = Aˆ(R) trS exp
(
i
2π
R
)
=
m∏
i=1
xi coth(xi/2), (6.19)
where the trace is taken in the spin representation S, and ±xi are Chern roots, i.e. formal eigen-
values of the Riemann curvature 2-form R. We have, Aˆ(R) =
∏m
i=1
xi/2
sinh(xi/2)
On a closed manifold Z, the signature is given by
indexDsig =
∫
Z
L. (6.20)
If the 2m-dimensional manifold Z has a boundary ∂Z = Y , the relevant η-invariant is defined as
follows. From now on we put subscript Z, Y etc. to quantities on the respective manifolds. See
Sec. 4.2 for the general description of the APS index theorem.
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On Y , we restrict attention to the modes with P+Φ = Φ, where P+ = 12(1+ΓZ). We represent
the Dirac operator DsigZ on Z near the boundary (−ǫ, 0]× Y as
DsigZ = iΓIZDI = iΓsZ(∂s + ΓsZΓI
′
ZDI′) = iΓ
s
Z(∂s +D′sigY ), (6.21)
where s is the coordinate s ∈ (−ǫ, 0], the index I ′ runs over the directions of Y , and I runs over
the directions of Z. The operator DsigY = P+D′sigY is the relevant operator for the η-invariant.
We want to see how the operatorDsigY looks like on differential forms ω(k). We first decompose
ω(k) near the boundary as
ω(k) = ω
(k)
1 + ds ∧ ω(k−1)2 , (6.22)
where ω(k)1 and ω
(k−1)
2 do not contain ds. The condition P+Φ = Φ and the fact that ΓZ corresponds
to ∗Z · iK(K−1)+m implies that ω(k)1 and ω(2m−k−1)2 are related to each other, so we can restrict
attention to ω(k)1 . The ω
(k−1)
2 is just determined by ds ∧ ω(k−1)2 = ∗Z · iK(K−1)+m
(
ω
(2m−k)
1
)
. Let
us define
Φ1 =
2m−1∑
k=0
ik
k!
Γ
I′1···I
′
k
Z (ω
(k)
1 )I′1···I′k . (6.23)
Then Φ = Φ1 + ΓZΦ1.
We are going to show the following correspondence
DsigY Φ ⇐⇒
(∗Y dY iK(K−1)+m − dY ∗Y iK(K+1)+m)ω1. (6.24)
This operator was given by Atiyah-Patodi-Singer in a slightly different convention [47]. To show
this correspondence, we need some technical computation.
We act DsigY on Φ to get
DsigY (Φ1 + ΓZΦ1) =
1
2
(1 + ΓZ)Γ
s
ZΓ
I′
ZDI′(1 + ΓZ)Φ1
= ΓZΓ
s
ZΓ
I′
ZDI′Φ1 + Γ
s
ZΓ
I′
ZDI′Φ1. (6.25)
When we expand the bi-spinor in terms of the products of gamma matrices ΓIZ , the first factor
ΓZΓ
s
ZΓ
I′
ZDI′Φ1 does not contain Γ
s
Z (because ΓZ contains one Γ
s
Z which cancels another Γ
s
Z),
while the second factor ΓsZΓ
I′
ZDI′Φ1 contains one Γ
s
Z . Therefore, to see the action on ω1, we study
ΓZΓ
s
ZΓ
I′
ZDI′Φ1.
The operator iΓI
′
ZDI′ on Φ1 corresponds to dY + d
†
Y on ω1,
iΓI
′
ZDI′ ⇐⇒ dY + d†Y . (6.26)
Thus we need to study−iΓZΓsZ . We define it as ΓY .
Taking s as the I = 1 direction, we have
ΓY := iΓ
s
ZΓZ = i
−m+1Γ2Z · · ·Γ2mZ . (6.27)
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It has the property that
ΓY Γ
I′1···I
′
k
Z = i
−m+1(−1) 12k(k−1) 1
(2m− 1− k)!ǫ
I′1···I
′
k
I′
k+1···I
′
2m−1
Y (ΓZ)I′k+1···I′2m−1 . (6.28)
By using this equation to (6.23), we obtain
ΓYΦ1 =
2m−1∑
k=0
i2m−1−k
(2m− 1− k)! · i
k(k+1)+m+2 · (ΓZ)I′
k+1···I
′
2m−1
(∗Y ω(k)1 )I
′
k+1···I
′
2m−1 , (6.29)
where ∗Y is the Hodge dual on the boundary Y . Thus we get the correspondence
ΓY ⇐⇒ ∗Y · iK(K+1)+m+2. (6.30)
Therefore, DsigY = ΓY (iΓI′DI′) corresponds to
DsigY ⇐⇒ ∗Y · iK(K+1)+m+2 · (dY + d†Y ). (6.31)
In odd dimensions, we have
∗2Y = 1, d†Y = ∗Y dY ∗Y (−1)K . (6.32)
The operator dY raises the degree by one, and d
†
Y lowers the degree by one. Thus we get
(∗Y · iK(K+1)+m+2) · (dY + d†Y ) = ∗Y dY i(K+1)(K+2)+m+2 + dY ∗Y i(K−1)K+m+2+2K
= ∗Y dY iK(K−1)+m − dY ∗Y iK(K+1)+m. (6.33)
This completes the proof of the correspondence (6.24).
For the signature, we can further simplify the result by noticing the following. We can multiply
Φ by ΓY from the right as ΦΓY , and this operation commutes with the Dirac operator on Y . This
right multiplication of ΓY changes even differential forms Ωeven(Y ) to odd differential forms
Ωodd(Y ) and vice versa. Therefore, DsigY acting on Ωeven(Y ) and DsigY acting on Ωodd(Y ) have
completely the same spectrum. For the computation of the η-invariant, we can thus just restrict
our attention to Ωeven(Y ) or Ωodd(Y ) and then multiply η by a factor of 2. In particular, for the
purpose of the present paper, we will consider forms Ωm−1+2•(Y ) whose degree ism−1 mod 2.
There is one more simplification which comes from the following point [47]. (We again use a
slightly different convention from that of [47].) We decompose differential forms as
Ωk(Y ) = Hk(Y )⊕ dYΩk−1(Y )⊕ d†YΩk+1(Y ), (6.34)
where Hk(Y ) is the space of harmonic forms (i.e. forms which are annihilated by dY + d
†
Y ).
Notice that operators ∗Y dY and dY ∗Y map these forms as
∗Y dY : d†YΩk+1(Y )→ d†YΩ2m−1−k(Y )
dY ∗Y : dYΩk−1(Y )→ dYΩ2m−1−k(Y ). (6.35)
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They annihilate other spaces. Now, if an operator T maps one space V1 to another V2 isomor-
phically, the operator T ⊕ T † acting on V1 ⊕ V2 always has eigenvalues which are pairs of pos-
itive and negative eigenvalues, (+λ,−λ). Thus they cancel each other in the definition of the
η-invariant. Therefore, we can neglect them in the computation of the η. The operator DsigY acting
on Ωm−1+2•(Y ) always changes the degrees of the forms, except for
D˜sigY := ∗Y dY iK(K−1)+m : d†YΩm(Y )→ d†YΩm(Y ). (6.36)
Therefore, only this part contributes to the η-invariant (except for zero modes). We will see the
physical interpretation of this fact later.
Based on the simplification discussed above, the η-invariant of DsigY is given as follows:
η(DsigY ) = 2η(D˜sigY ) +
∑
•
dimHm−1+2•(Y,R). (6.37)
The factor 2 in 2η(D˜sigY ) is due to the fact that Ωeven(Y ) and Ωodd(Y ) contribute the same way to
the η-invariant. By definition, D˜sigY acts on d†YΩm(Y ) which does not have zero modes. The con-
tribution of the zero modesHk(Y ) to the η-invariant is given by the term
∑
• dimH
m−1+2•(Y,R).
As discussed in [47], the difference indexDsigZ −
∑
• dimH
m−1+2•(Y,R) has a particular
geometric meaning, which is called the signature of a manifold Z with boundary ∂Z = Y ,
σ(Z) = indexDsigZ −
∑
•
dimHm−1+2•(Y,R). (6.38)
The APS index theorem is now given by
σ(Z) =
∫
Z
L+ 2η(D˜sigY ). (6.39)
The topological meaning of σ(Z) is that we consider the image of the mapHm(Z, ∂Z)→ Hm(Z)
on which the intersection form (x1, x2)→
∫
x1∪x2 is well-defined, and then σ(Z) is the signature
of this intersection form. See [47] for details.
6.3 One-loop determinant
What we have found in the previous subsection is summarized as follows. For a manifold Z of
dimension d + 2 = 2p+ 4 with boundary ∂Z = Y , the signature of Z, which is denoted as σ(Z)
and defined in [47], is given by the APS index theorem as
σ(Z) =
∫
Z
L+ 2η(D˜sigY ). (6.40)
Here, L is the Hirzebruch polynomial defined in (6.19). The operator D˜sigY is the one defined in
(6.36),
D˜sigY = ip(p+2)+2 ∗ d : Ω˜p+1(Y )→ Ω˜p+1(Y ). (6.41)
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where Ω˜p+1(Y ) = d†Ωp+2(Y ) is the subspace of Ωp+1(Y ) which is orthogonal to the space of
the closed forms Ωp+1closed(Y ). In other words, Ω˜
p+1(Y ) is the subspace which is orthogonal to the
kernel of D˜sigY .
We want to compute the phase part of the one-loop determinant det′(−iκ ∗ d)− 12 . From the
discussion of Sec. 6.1, we see that the determinant det′ is taken exactly in the space Ω˜p+1(Y ).
The reason is as follows. The determinant is taken over the space of fields Aa ∈ Ωp+1(Y ). In this
space, the space of exact forms dΩp(Y ) is just gauge degrees of freedom and hence we neglect
it.27 Also, the space of closed forms which are not exact are flat gauge fields which are excluded
in det′; their contribution is already taken into account as the factor N0 in (6.9). Therefore, we
only need to consider Ω˜p+1(Y ) = d†Ωp+2(Y ).
If the coefficients are not twisted, the chiral p-form field and its associated bulk theory is
possible only if p is even, p = 2ℓ. Then we have D˜sigY = − ∗ d and
det′(−iκ ∗ d)− 12 = det(iκD˜sigY )−
1
2 . (6.42)
Now we compute the determinant. The eigenvalues λ of the operator iκD˜sigY are nonzero, and
we get
det(iκD˜sigY ) =
∏
λ
iκλ
=
∏
λ
|λ| exp
(
iπ
2
sign(κλ)
)
= N−21 exp
(
iπκη(D˜sigY )
)
. (6.43)
where N−21 :=
∏
λ |λ| > 0 is a positive factor. Therefore, we conclude that
det′(−iκ ∗ d)− 12 = N1 exp
(
−2πiκ
8
· 2η(D˜sigY )
)
. (6.44)
6.4 Total partition function
In the partition function (6.9), the remaining factor which we have not explicitly computed yet
is the factor
(∑
j∈J exp(2πiκQ˜(Aˇ(j)1 ))
)
. The index set is isomorphic to Hp+2(Y,Z)tor. Let us
define it as (∑
j∈J
exp(2πiκQ˜(Aˇ(j)1 ))
)
= N2 exp(2πiκArfw(Y )), (6.45)
27 For the computation of the absolute value of det′(−iκ ∗ d)− 12 , it is necessary to perform gauge fixing and do
the computation more carefully. However, for the phase contribution, we can just neglect these gauge fixings. The
underlying reason is as follows. Introducing gauge fixings and ghosts would ultimately give an elliptic operatorDsigY
acting on the space of all forms Ωp+1+2•(Y ). See [93] for the explicit construction of it in the case of p = 0.
However, only the part (6.36) contributes to the η-invariant of Dsig. This means that all the contributions cancels out
except for Ω˜p+1(Y ).
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where N2 > 0. Here the subscript w is to remember that the sum is over Aˇ1 with FA1 = −w. The
appearance of the phase factor with a factor κ is easily seen by complex conjugation.
The partition function is now given by
Z(Y ) = N0N1N2 exp 2πiκ
(
−Q˜(Cˇ)− 1
8
· 2η(D˜sigY ) + Arfw(Y )
)
. (6.46)
We can see thatN0N1N2 = 1 (possibly up to regularization-dependent local counterterms) by the
following formal argument. We have integrated over Aˇ whose action is 2πiκQ˜(Aˇ) and obtained
the above partition function. Now let us integrate over Cˇ. It appears as −2πiκQ˜(Cˇ) in (6.46).
The only difference from the action of Aˇ is κ → −κ. Therefore, the phases coming from the
integration over Aˇ and Cˇ cancel each other and we get (N0N1N2)2. On the other hand, if we go
back to the action (5.1) and integrate over Cˇ before integrating over Aˇ, we get the delta function
δ(Aˇ). Then we integrate over Aˇ to get 1. Therefore we conclude that (N0N1N2)2 = 1. As N0,1,2
are all positive almost by definition, the statement follows.
A consequence of the above result N0N1N2 = 1 is that |Z(Y )| = 1 on any manifold Y . In
particular, we have |Z(S1×X)| = 1 for any spatial manifoldX . This quantity Z(S1×X) (with
the antiperiodic spin structure on S1) counts the dimension of the Hilbert space HX on X . Thus
we have established that the Hilbert space is one-dimensional and the theory is an invertible field
theory.
The anomaly A(Y ) is the phase part of Z(Y ) and it is given by
A(Y ) = κ
(
−Q˜(Cˇ)− 1
8
· 2η(D˜sigY ) + Arfw(Y )
)
. (6.47)
The terms −1
8
· 2η(D˜sigY ) + Arfw(Y ) give the gravitational anomaly of the theory. We denote it as
Agrav,
Agrav = −1
8
· 2η(D˜sigY ) + Arfw(Y ). (6.48)
We can simplify the above gravitational anomaly. We will argue that it is given as follows
depending on the dimension:
Agrav =

η(DDiracY ), (d+ 1 = 3),
28η(DDiracY ), (d+ 1 = 7),
−η(DDirac⊗TYY ) + 3η(DDiracY ), (d+ 1 = 11),
(6.49)
where DDiracY is the usual Dirac operator (without coupling to additional bundles) and DDirac⊗TYY
is the Dirac operator acting on the spinor bundle tensored with the tangent bundle. The physical
reason that we expect this result is as follows.
In d = 2, a chiral (p = 0)-form field (a chiral compact scalar) is dual to a chiral fermion, and
hence we expect their anomaly is the same.
In d = 6, a chiral (p = 2)-form field is not equivalent to chiral fermions. However, there is an
anomaly matching between a chiral 2-form field and 28 chiral fermions which can be shown by
using E-string theory as discussed in [22].
61
In d = 10, the Type IIB superstring theory should be anomaly free. This means that the
anomaly of the 4-form chiral fields can be canceled by the anomaly of the the gravitino and
the dilatino. The gravitino on X corresponds to the Dirac operator acting on the spinor bundle
tensored with TX minus an ordinary fermion. Considering also the fact that TY |∂Y=X = TX⊕R,
the anomaly of the gravitino is captured by η(DDirac⊗TYY )−2η(DDiracY ).28 Since the dilatino has the
chirality opposite to the gravitino, we need to subtract another contribution of η(DDiracY ), leading
to the combination η(DDirac⊗TYY )− 3η(DDiracY ).
The formula (6.49) can be shown in the following way. We study the perturbative anomaly,
or in other words the continuous dependence of (6.48) to the metric. Then we argue that the
perturbative anomaly is enough to determine the complete answer.
First we study the metric dependence of Arfw. For this purpose, we take a manifold Z which
is topologically [0, 1]× Y , but the metric on Y is a function of s ∈ [0, 1], which we denote as gs.
Let Q˜(Aˇ(j)1 )(gs) be the value of Q˜(Aˇ(j)1 ) on the metric gs. We have
Q˜(Aˇ(j)1 )(g1)− Q˜(Aˇ(j)1 )(g0) =
∫
Z
(
1
2
FA1 ∧ FA1 + w ∧ FA1
)
. (6.50)
Here Aˇ1 is extended to Z. This is possible because Z is topologically [0, 1] × Y which is con-
tractible to Y . Its field strength FA1 is constrained as FA1 = −w, so we get
Q˜(Aˇ(j)1 )(g1)− Q˜(Aˇ(j)1 )(g0) = −
1
2
∫
Z
w ∧ w. (6.51)
In particular, it is independent of the torsion part of the topological class of Aˇ1, so we get
Arfw(g1)− Arfw(g0) = −1
2
∫
Z
w ∧ w. (6.52)
The metric dependence of the part 2η(D˜sigY ) can be determined by the signature index theorem
(6.40). The signature of Z = [0, 1]× Y is zero, σ(Z) = 0. Therefore we get
−1
8
(
2η(D˜sigY )(g1)− 2η(D˜sigY )(g0)
)
=
1
8
∫
Z
L. (6.53)
Thus the dependence of the anomaly on the metric is given by
Agrav(g1)−Agrav(g0) = 1
8
∫
Z
(L− 4w ∧ w) . (6.54)
Recall that w = 0 in d + 2 = 4, 12 and w = −1
4
p1(R) in d + 2 = 8. By straightforward
computation, one can check the following. For d+ 2 = 4,
1
8
(L− 4w ∧ w) |4-form = 1
24
p1 = −Aˆ|4-form (6.55)
28 The chirality of the 5-form field strength given by (5.12) is ∗F = iκF. The Agrav is the gravitational anomaly
in the case κ = +1, so suppose that ∗F = iF. In that case, it can be shown (see e.g. [63]) that the chirality of the
gravitino is negative, Γ = −1. Therefore, the anomaly of the gravitino is η(DDirac⊗TYY )− 2η(DDiracY ) including the
sign.
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For d+ 2 = 8,
1
8
(L− 4w ∧ w) |8-form = −p
2
1 + 7p2
23 · 32 · 5 −
p21
25
= −28 · 7p
2
1 − 4p2
27 · 32 · 5 = −28Aˆ|8-form (6.56)
Similarly for d+ 2 = 12,
1
8
(L− 4w ∧ w) |12-form = Aˆ(R)
(
tr exp
(
i
2π
R
)
− 4
)∣∣∣∣
12-form
. (6.57)
The last case is the celebrated result originally shown in [8].29
By using the above results (6.55), (6.56), (6.57) and also the index theorem of the Dirac
operator, we get
1
8
∫
Z
(L− 4w ∧ w) =

η(DDiracY )|g1−g0 , (d+ 1 = 3),
28η(DDiracY )|g1−g0, (d+ 1 = 7),
−(η(DDirac⊗TYY )− 3η(DDiracY ))|g1−g0, (d+ 1 = 11),
(6.58)
where X|g1−g0 is an abbreviation for X(g1)−X(g0). By this result and (6.54), we conclude that
(6.49) holds at the perturbative level.
Let us denote the right-hand-side of (6.49) as A′grav. Then the combination Agrav − A′grav (or
more precisely its exponential) defines an invertible field theory which is relevant to the anomaly
of the chiral p-form field and some number of fermions. Moreover it is independent of the con-
tinuous deformation of the metric as we have shown above, so it represents a global anomaly.
In unitary quantum field theory, such a quantity must be a spin-cobordism invariant [60, 61, 98].
However, Ωspin3 = 0, Ω
spin
7 = 0 and Ω
spin
11 = 0, from the determination of the additive structure
of the spin bordism group by Anderson-Brown-Peterson [99, 100].30 Therefore, it must vanish,
Agrav −A′grav = 0.
We remark that if we consider non-unitary theories, invertible field theories need not be cobor-
dism invariant. We discuss examples in Appendix E.
29It is known that L/8 is given by an integer linear combination of the Aˆ genus of the Dirac operator coupled to a
tensor power of the tangent bundle in arbitrary dimensions of the form d+2 = 8ℓ+4, see [97]. In fact, the integrality
of L/8 in dimensions d + 2 = 8ℓ + 4 would probably be required by the consistency of the differential K-theory
in d + 1 = 8ℓ + 3 dimensions developed in Sec. 4.5. The reason is that the anomaly polynomial after taking the
background Cˇ to be zero is given by L/8 since w = 0 in differential K-theory.
30The spin bordism groups are given by
d 0 1 2 3 4 5 6 7
Ω
spin
d Z Z2 Z2 0 Z 0 0 0
d 8 9 10 11 12 13 14 15
Ωspind 2Z 2Z2 3Z2 0 3Z 0 0 0
d 16 17 18 19 20 21 22 23
Ωspind 5Z 5Z2 6Z2 0 6Z+ Z2 Z2 2Z2 3Z2
according to [99, 100].
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We conclude that the anomaly A(Y ) of the chiral p-form field Bˇ is given by
A(Y ) = κ
(
−Q˜(Cˇ) +Agrav
)
. (6.59)
where Agrav is given by (6.49) or (6.48). Here κ = ±1 is the parameter which specifies whether
the field strength is self-dual or anti-self-dual. In Euclidean signature and p = even, it is given by
(5.12),
∗FB = iκFB . (6.60)
The imaginary unit i is just an artifact of the Euclidean signature metric. The result for A(Y ) is
valid in d = 2, 6 and 10. In the cases d = 2 and d = 6, we have chosen the definitions of Q in
Sec. 4 in such a way that the constant termQ(0) (which have played no role up to now) coincides
with −Agrav. Thus the above result is simplified as
A(Y ) = −κ(Q˜(Cˇ) +Q(0)) = −κQ(Cˇ) (6.61)
for d = 2, 6.
Finally, let us make one comment on the consistency of the above results. The equivalence
between (6.49) and (6.48) requires the following expression for the signature. Let Z be a (d+2)-
dimensional manifold with boundary Y . Then, the APS index theorem and the equality of (6.49)
and (6.48) implies that the signature σ(Z) mod 8 is given by
σ(Z) = 8Arfw +
∫
Z
(2w)2 mod 8. (6.62)
A formula which is very close to this equation was proved, see Theorem 4.3 of [101]. 2w is a
differential form representative of the Wu class. The right-hand-side is independent of the metric
due to (6.52). We do not perform detailed comparison between (6.62) and the theorem of [101],
but nevertheless the above formula might be regarded as a consistency check of our results.
6.5 Remark on the case d = 6
Álvarez-Gaumé and Witten computed the perturbative gravitational anomaly of a chiral p-form
field in d = 2p + 2-dimensions [58]. They have obtained the result that the anomaly polynomial
is given by 1
8
L. This corresponds to the term A(Y ) ⊃ −1
8
· 2η(D˜sigY ) since the signature theorem
(6.40) relates this term to 1
8
L. In d = 2 and d = 10, the Arf invariant Arfw is independent of the
metric and hence it does not contribute to the perturbative anomaly.
However, in d = 6, Arfw depends on the metric as can be seen explicitly by the formula (6.52)
and w = −1
4
p1(R). Thus it contributes to the perturbative gravitational anomaly. Naively, it might
look that it contradicts with the result of [58]. There is no contradiction, and the situation is as
follows.
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Let Y be a 7-manifold and Z be an 8-manifold such that ∂Z = Y . We can represent Q(Cˇ) as
Q(Cˇ) =
∫
Z
(
1
2
F2C + w ∧ FC + 28Aˆ2(R)
)
=
∫
Z
(
1
2
(FC + w)
2 − 1
8
L
)
, (6.63)
where we have used (6.56). In M-theory, the 3-form field in 11-dimensions is usually defined so
that its field strength is shifted as
FshiftedC = FC + w = FC −
1
4
p1(R). (6.64)
Then one might interpret the part 1
2
(FshiftC )
2 as the anomaly of the higher-form symmetry, and−1
8
L
as the gravitational anomaly. At the perturbative level, there is no problem in this interpretation.
Under this interpretation, the gravitational anomaly is as obtained in [58].
We have chosen not to use the shifted quantity like FshiftedC = FC + w in this paper. Before
explaining why we did so, let us review some topological facts.
The Pontryagin class p1 can be defined for any SO bundle as an element of the integr coho-
mologyH4(Y,Z). In the case of a spin bundle, we can refine it as p1 = 2c(Spin), where c(Spin)
is an integer cohomology class normalized in such a way that the minimal instanton number of the
Spin group corresponds to
∫
c(Spin) = 1.31 The reduction of c(Spin) to Z2 coefficients coincides
with the 4-th Stiefel-Whitney class w4, c(Spin)Z2 = w4.
32
The above facts are valid for any spin bundle. Now let us restrict our attention to spin man-
ifolds and the spin bundle associated to the tangent bundle. If the dimension D of the manifold
is D ≤ 7, it is known that w4 = 0.33 Therefore, by using the long exact sequence associated to
0 → Z → Z → Z2 → 0, there exists wZ ∈ H4(Y,Z) such that c(Spin) = −2wZ, and hence
p1 = −4wZ. Thus the de Rham cohomology class of −14p1(R) can be represented as an image of
the integer cohomology wZ. This implies that there exists a differential cohomology Cˇw ∈ Hˇ4(Y )
such that FCw = −14p1(R) = w and [NCw ] = wZ. There may not be a natural choice of such an
element Cˇw, but anyway by choosing one such Cˇw, we can define
Cˇshifted = Cˇ + Cˇw (6.65)
31More precisely it can be defined by using the obstruction theory argument as reviewed e.g. in [90], based on the
fact that π0(Spin) = π1(Spin) = π2(Spin) = 0 and π3(Spin) = Z. We can also use πk(BSpin) = πk−1(Spin) and
the Hurewicz theorem to findH4(BSpin,Z) = Z and get the characteristic class c(Spin).
32The c(Spin)Z2 is the generator of H
4(BSpin,Z2) = Z2. So the only possibilities are w4 = 0 identically or
w4 = c(Spin)Z2 . We can consider a vector bundle whose fiber is C
2 and which has a minimal instanton number of
SU(2) acting on C2. By viewing C2 ∼= R4, it gives an example for which w4 = (e)Z2 = (c2)Z2 6= 0, where c2 is the
2nd Chern class of the complex bundle C2, and e is the Euler characteristic class of C2 ∼= R4. This bundle is also a
Spin(4) bundle. A minimal instanton of an Spin(4) bundle gives an example thatw4 is nontrivial, sow4 = c(Spin)Z2 .
33 On manifolds we have the Wu class ν = 1+ ν1+ ν2+ · · · ν[D/2], where [D/2] is the largest integer which does
not exceedD/2. It is known to satisfy Sq(ν) = w, where Sq = 1+ Sq1+Sq2+ · · · is the total Steenrod square and
w = w1 + w2 + · · · is the total Stiefel-Whitney class of the manifold. See e.g. [102] for details. On spin manifolds,
we have w1 = 0, w2 = 0, w3 = 0 corresponding to π0(Spin) = 0, π1(Spin) = 0, π2(Spin) = 0 respectively. Then
we get ν1 = 0, ν2 = 0, ν3 = 0. By dimensional reason, we conclude ν = 1 if D ≤ 7 and hence w = 1.
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so that it has the field strength FshiftedC .
However, on a manifold W with dimension dimW ≥ 8 such as the 11-dimensional bulk in
M-theory, w = −1
4
p1(R) is not guaranteed to be an image of integer cohomology, and hence
Cˇshifted is not guaranteed to be an ordinary differential cohomology element. It requires the use of
shifted differential cohomology, which we choose not to use in this paper.
The concept of shifted differential cohomology can be avoided as far as we can analyze the
system (or M-theory in the current case) in a consistent manner without it. The flux quantization
of the 3-form Cˇ is relevant to M2-branes, so let us consider the partition function of a single
M2-brane in M-theory [73].
For simplicity we neglect quantum fluctuations of scalar fields on theM2-brane which does not
contribute to the following discussion. This means that the position of the M2-brane is considered
to be fixed. The worldvolume of the single M2-brane contains Majorana fermions in the spin
representation of [Spin(3)×Spin(8)]/Z2, where Spin(3) is the spin group associated to the tangent
bundle, and Spin(8) is the normal bundle of the M2-brane in 11-dimensions. We only consider
the case in which all manifolds are oriented. (More generally, M-theory has the parity symmetry
and we can consider non-orientable manifolds.)
Let M be the worldvolume of the M2-brane (dimM = 3). The partition function of the
M2-brane is expected to be of the form
ZM2(M) = Zfermion(M) exp(2πi
∫
M
AC), (6.66)
where Zfermion is the fermion partition function.
The definition of Zfermion requires care. It is given as
Zfermion(M) = pf(DM) exp(2πiB), (6.67)
where DM is the Dirac operator acting on the fermions, pf is the pfaffian, and B ∈ R/Z is some
phase which we will specify later. The pfaffian is possible because the bundle of the fermion is
pseudoreal and hence each eigenvalue appears twice. We define pf(DM) by using the Pauli-Villars
(PV) regularization with PV mass mPV. Let λ be eigenvalues of DM , and let
∑′
λ and
∏′
λ be the
sum or product over pairs of the same eigenvalues (λ, λ). Then we define [58],
pf(DM) =
∏
λ
′ iλ
iλ+mPV
= | pf(DM)| exp
(∑
λ
′πi
2
sign(λ)
)
= | pf(DM)| exp
(
1
2
πiη(DM)
)
. (6.68)
This partition function has the standard parity anomaly [58,103–105]. By changing the orientation
ofM , the phase of the partition function changes by exp (−πiη(DM)).
Let us take a manifold N such that ∂N = M and all gauge fields are extended from M to
N . Then APS index theorem and the pseudoreality of the bundle (which implies that the index is
even) gives
1
2
η(DM) ≡ −1
2
∫
N
(
− 8
24
p1(RN ) + p1(Rnormal)
)
mod 1, (6.69)
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whereRN is the Riemann curvature onN , andRnormal is the curvature of the SO(8) = Spin(8)/Z2
normal bundle. LetR be the bulk Riemann curvature. Topologically p1(R) = p1(RN)+p1(Rnormal)
up to total derivative. Then we can write
1
2
η(DM) ≡
∫
N
(
2
3
p1(RM)− 1
2
p1(R)
)
mod 1. (6.70)
We partially cancel the parity anomaly by introducing the signature η-invariantB = η(DsigM )which
satisfies
−η(DsigM ) ≡
∫
N
1
3
p1(RN ) mod 1. (6.71)
However, the second term of (6.70) cannot be cancelled and we leave it as it is. The fermion
partition function is now
Zfermion(M) = | pf(DM)| exp(πiC(M)), (6.72)
where
C(M) := 1
2
η(DM) + 2η(DsigM ). (6.73)
The function exp(πiC(M)) is not smooth in R/Z, and it jumps by 1
2
whenever some eigenvalue
of DM crosses zero.
The M2-brane partition function is now given by
ZM2(M) = | pf(DM)| exp 2πi
(∫
M
AC +
1
2
C
)
. (6.74)
Physically, the important point related to the shift (6.65) is as follows. The M-theory has time-
reversal symmetry, so we may want to define the M-theory 3-form in such a way that its holonomy
function χshift(M) would be given by
χshift(M) := exp 2πi
(∫
M
AC +
1
2
C
)
. (6.75)
Then the parity symmetry acts simply as χshift(M)→ χshift(M)∗. When N = ∂M , we also have
χshift(M) = (−1)index(DN ) exp 2πi
∫
N
(
FC − 1
4
p1(R)
)
, (6.76)
where index(DN) is the APS index. Notice that we have already encountered the combination
FshiftedC = FC − 14p1(R) in (6.64). However, χshift(M) is not smooth since exp(πiC(M)) is not.
It changes the sign when some eigenvalue of DM crosses zero. A related fact is that we have
the unwanted factor (−1)index(DN ) in (6.76). From these reasons, the function χshift(M) cannot
be regarded as a holonomy function of an ordinary differential cohomology element. This is the
physical reason behind the phenomenon of the shift.
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The non-smoothness of χshift(M) is not a problem: it appears in the M2-brane partition func-
tion asZM2(M) = | pf(DM)|χshift(M). The absolute value | pf(DM)| is also not smooth precisely
when some eigenvalue of DM crosses zero, so that the two factors | pf(DM)| and χshift(M) com-
bine together to make the partition function smooth.
In this paper, we prefer to keep the smoothness of various quantities so that we can use the
basic formalism of differential cohomology reviewed in Sec. 2. Thus we did not consider the
shifted holonomy χshift(M) or shifted differential cohomology Cˇshift, and instead we consider
the unshifted Cˇ associated to χ(M) = exp(2πi
∫
N
AC). There is no problem in this description,
although the time-reversal symmetry becomes not manifest.
7 Applications to M-theory
On a singleM5-brane in M-theory, there is a chiral 2-form field Bˇ and two chiral fermions χ. They
contribute to the anomaly of the worldvolume theory. We use the convention that the supercharge
QM5 preserved by the M5-brane has negative chirality under the worldvolume chirality operator
Γ
M5
,
Γ
M5
QM5 = −QM5. (7.1)
The worldvolume chiral fermions χ are obtained from the worldvolume scalar as χ ∼ [QM5, φ]
and hence they have negative chirality
Γ
M5
χ = −χ. (7.2)
The chiral 2-form field strength FB is obtained as FB ∼ {QM5, χ¯}. Thus, as a bi-spinor, it has
Γ
M5
= −1. By the relation between bi-spinor and p-forms discussed in Sec. 6.2 and in particular
by (6.18), we see that its field strength satisfies the duality equation
∗FB = iFB. (7.3)
Thus, by (6.60), it corresponds to the case κ = +1.
Throughout this section, we assume that the normal bundle to the worldvolume of the M5-
brane is trivial and does not contribute to the anomaly. However, we consider nontrivial 3-form
backgrounds Cˇ from the bulk 3-form field in M-theory. (Our Cˇ is not shifted; see Sec. 6.5 for
the details.) A single chiral fermion with negative chirality contributes to the anomaly as +η(D),
where D is the ordinary Dirac operator. By the APS index theorem it is related to Aˆ as
+η(D) = −
∫
Z
Aˆ2(R) mod 1. (7.4)
The anomaly of Bˇ is given by −Q(Cˇ) as discussed around (6.61). The total anomaly from the
fields Bˇ and χ is given by
A = −Q(Cˇ) + 2η(D) = −
∫
Z
(
1
2
FC ∧ FC − 1
4
p1(R) ∧ FC + 30Aˆ2(R)
)
mod 1. (7.5)
68
7.1 Cancellation of the anomaly and the flux for M5-branes
M-theory must be consistent. This means that the anomaly of the chiral fields Bˇ and χ on an M5-
brane should be somehow cancelled. The anomaly cancellation for the M5-brane including the
contributions of the normal bundle was discussed in [62]. In this section, we restrict our attention
to the cases where the normal bundle is trivial, and adopt the argument in [106] originally carried
out for F1 and D1 strings instead. We postpone the extension of our argument when the normal
bundle is nontrivial to future work.
We denote the 11-dimensional bulk as W , and the worldvolume of the M5-brane as X . The
fact that the worldvolume fields Bˇ and χ have the anomaly means that their partition function
Zmatter depends on how to extend X to Y such that ∂Y = X . In particular, we take Y to be a
subspace of the bulkW . We denote the partition function defined by using Y ⊂W as Zmatter(Y ).
There is also another contribution to the M5-brane partition function. Roughly, the field
strength F4 of the 3-form field C3(∼ Cˇshift) can be dualized as
∗F4 ∼ F7 ∼ dC6 + · · · , (7.6)
where C6 is some 6-form field. The M5-brane is coupled to this 6-form as 2πi
∫
X
C6. When we
have the extension of X to Y such that ∂Y = X , we express this coupling as 2πi
∫
Y
F7. The total
M5-brane partition function is given by
ZM5 = Zmatter(Y ) exp(2πi
∫
Y
F7). (7.7)
This does not depend on how to take Y if its value on a closed manifold Yclosed is trivial by the same
argument as in Sec. 5.4. This means that Zmatter(Yclosed) exp(2πi
∫
Yclosed
F7) = 1 or equivalently
A(Yclosed) +
∫
Yclosed
F7 = 0 mod 1. (7.8)
This is the condition for the anomaly cancellation.
Let us check this discussion in the 11-dimensional supergravity. By taking Z such that ∂Z =
Yclosed, the anomaly cancellation condition above becomes
0 =
∫
Z
(
−1
2
F4 ∧ F4 + I8 + dF7
)
, (7.9)
where
F4 := FC − 1
4
p1(R), (7.10)
I8 :=
1
32
p1(R)
2 − 30Aˆ2(R) = −p
2
1 − 4p2
192
. (7.11)
For the above equation to be valid for any Z, we must have −1
2
F4 ∧ F4 + I8 + dF7 = 0.
We assume the precise duality relation between F7 and F4 as
∗F4 = iF7, (7.12)
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where the factor i comes from the fact that we are working in Euclidean signature metric. See
Appendix B for details about the precise sign. Therefore, we get
d ∗ F4 = idF7 = i
(
1
2
F4 ∧ F4 − I8
)
. (7.13)
This equation follows from the well-known supergravity action which is roughly given by
−S = −
∫
W
2π
2
F4 ∧ ∗F4 + 2πi
∫
W
(
1
6
C3 ∧ F4 ∧ F4 − C3 ∧ I8
)
, (7.14)
where roughly F4 = dC3. A more precise definition of this supergravity action is given in [54].
We see that the anomaly cancellation condition (7.8) is consistent with the supergravity. In
particular, (7.8) implies that the flux of F7 is not quantized to be integers, but is shifted by the
anomaly −A of the degrees of freedom on the M5-brane,∫
F7 ∈ −A+ Z. (7.15)
This type of phenomenon was studied in [63] in the case of orientifold planes in Type II string
theories, based on the earlier discussions in [73].
7.2 M5-brane in M-theory orbifold backgrounds
We now consider an application of the formalism to M-theory orbifold of the form
W = R3 × (R8/Zk). (7.16)
We denote the coordinates as xI with I = 0, 1 · · · , 10. We are working with Euclidean signature
metric, and the coordinate x0 may be regarded as a Euclidean time direction.
We assume that theM5-brane is confined within {0}×(R8/Zk). In particular, we are interested
in the case that Yclosed is the lens space S7/Zk which surrounds the orbifold point of (R8/Zk). For
simplicity we just denote it as Y ,
Y = S7/Zk. (7.17)
The quantization rule for the flux is given by∫
Y
F7 = −A(Y ) = Q(Cˇ)− 2η(D) mod 1. (7.18)
Before computing the values of the anomaly, let us discuss the implication of the above result.
Suppose that the 11-dimensional manifold is just a flat spaceW = R11, and instead of the orbifold
singularity, we have M2-branes with M2 charge q extending in the direction R3 × {0} with the
orientation given by the volume form dx0 ∧ dx1 ∧ dx2. We denote the orthogonal direction as
~z = (x3, · · · , x10). The action of the 3-form field C3 (at the differential form level) is given by
−S = −
∫
2π
2
dC3 ∧ ∗dC3 + 2πiq
∫
C3 ∧ δ(~z), (7.19)
70
where δ(~z) = δ(x3)dx3 ∧ · · · ∧ δ(x10)dx10. The equation of motion is
d(∗F4) = iqδ(~z). (7.20)
By using ∗F4 = iF7, we conclude that the integral of F7 over Y = S7 is given by∫
Y
F7 = q. (7.21)
Therefore,
∫
Y
F7 measures the M2 charge. Thus we can interpret (7.18) as the M2-charge of the
orbifold singularity. In particular, the anomaly gives the fractional part of the orbifold M2-charge.
Now we want to compute the anomalyA = −Q(Cˇ)+2η(D). We assume that the background
Cˇ is flat, FC = 0. Then Cˇ is completely characterized by the torsion part of the cohomology
groupH4(Y,Z) where Y = S7/Zk. It is known that
H4(S7/Zk,Z) = H
3(S7/Zk,R/Z) = Zk. (7.22)
In Cˇ = (NC ,AC , 0), [AC ]R/Z is an element of H3(S7/Zk,R/Z), and [NC ]Z = −[δAC ]Z is an
element ofH4(S7/Zk,Z) such that [NC ]Z = β[AC ]R/Z, where β is the Bockstein homomorphism.
Let Cˇ1 be a differential cocycle corresponding to a generator of (7.22). (We will specify more
details of this generator later.) Then we consider Cˇ = ℓCˇ1 for ℓ ∈ Z. By using the property
that Q˜(Cˇ) := Q(Cˇ)−Q(0) is a quadratic refinement of the differential cohomology pairing with
Q˜(0) = 0, we get
Q˜(ℓCˇ1) = Q˜((ℓ− 1)Cˇ1) + Q˜(Cˇ1) + (ℓ− 1)(Cˇ1, Cˇ1), (7.23)
where (Aˇ, Bˇ) =
∫
AA⋆B is the differential cohomology pairing. By induction we get
Q˜(ℓCˇ1) = ℓQ˜(Cˇ1) + ℓ(ℓ− 1)
2
(Cˇ1, Cˇ1). (7.24)
Also recall that Q(0) = −28η(D) by the definition of Q in Sec. 4.4. Thus the anomaly is given
by
A = 30η(D)− ℓQ˜(Cˇ1)− ℓ(ℓ− 1)
2
(Cˇ1, Cˇ1). (7.25)
We need to compute each term of the right hand side.
Let us study Q˜(Cˇ1) in more detail. From Sec. 4.4,Q can be expressed by using the η-invariant
of the 56-dimensional representation of E7. Let us recall this construction. The E7 contains a
subgroup SU(2)× Spin(12) ⊂ E7 under which the 56 dimensional representation is decomposed
as 2⊗ 12⊕ 1⊗ 25. If we restrict the gauge field to the SU(2) subgroup, we get
c(E7) = −c2(SU(2)). (7.26)
where c2 is the second Chern class which in the de Rham cohomology is represented by the
curvature of SU(2) as−1
2
tr2
(
i
2π
FSU(2)
)2
, see (4.19) and (4.20). If we further restrict the SU(2) to
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theU(1) subgroup, the bundle associated to the two-dimensional representation of SU(2) becomes
a sum of U(1) bundles L⊕ L−1, and
c(E7) = c1(L)2, (7.27)
where c1(L) is the first Chern class of L. The bundle associated to the 56 dimensional represen-
tation of E7 becomes
(L ⊕ L−1)⊕12 ⊕ C32, (7.28)
where C is the trivial bundle.
Now we define the basic line bundle L1 as follows. Let ~z ∈ C4 be a complex vector of unit
length |~z| = 1 which represents points on S7. We consider a trivial U(1) bundle S7 × C on S7,
and divide it by Zk which acts as
S7 × C ∋ (~z, v) 7→ (e2πi/k~z, e−2πi/kv), (7.29)
Then we get the line bundle over the lens space S7/Zk,
L1 = (S7 × C)/Zk. (7.30)
The cohomology H4(S7/Zk,Z) = Zk is generated by c1(L1)2. (The entire cohomology
H•(S7/Zk,Z) is generated as a ring from c1(L1).) We take Cˇ1 in such a way that
[NC1 ] = c(E7) = c1(L1)2. (7.31)
Notice that L1 is a flat bundle and hence its curvature is zero, which is consistent with the fact that
the curvature of Cˇ1 is zero. Then by the construction of Sec. 4.4, the quadratic refinement Q(Cˇ1)
is given by the −1/2 of the η-invariant coupled to (7.28). It is given by
Q(Cˇ1) = −1
2
(12η(D1) + 12η(D−1) + 32η(D0)) = −12η(D1)− 16η(D0), (7.32)
where Ds is the Dirac operator coupled to L⊗s1 , and in particular D0 = D. In the above equality,
we have used the fact that η(D−1) = η(D1) which follows from the fact that the 7-dimensional
spin bundle is pseudoreal.
By using the above facts, we can represent the anomaly as
A = 30η(D0) + 12ℓ(η(D1)− η(D0))− ℓ(ℓ− 1)
2
(Cˇ1, Cˇ1). (7.33)
We want to know (Cˇ1, Cˇ1) and η(Ds).
Let us first present the results. It turns out that
(Cˇ1, Cˇ1) ≡ −1
k
mod 1,
12 (η(D1)− η(D0)) ≡ k
2 − 1
2k
mod 1,
30η(D0) ≡ Kk(Kk − k)
2k
+
k2 − 1
24k
mod 1, (7.34)
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where
Kk =
1
2
k(k + 1)− 1. (7.35)
The total anomaly is simplified if we use
n = ℓ+Kk. (7.36)
Then we get from (7.32) that
A ≡ k
2 − 1
24k
− n(k − n)
2k
mod 1. (7.37)
This is the result for the anomaly.
From what we have explained around (7.21) and (7.15), we conclude that the fractional part
of the M2-charge of the orbifold singularity q is given by
q ≡ −k
2 − 1
24k
+
n(k − n)
2k
mod 1. (7.38)
This is exactly as known in the literature [64, 65, 107]. We cannot determine the integer part
because it does not contribute to the anomaly. More physically, we can put ordinary M2-branes
on top of the orbifold singularity to change the integer part of q without affecting the consistency
of the theory.
Our remaining task is to show (7.34) for the values of (Cˇ1, Cˇ1), 12(η(D1) − η(D0)) and
30η(D0) modulo integers. This is done in Appendix C. We also have another Appendix D where
the η-invariants of the lens spaces (but not the pairing (Cˇ1, Cˇ1)) are computed as real numbers R
by using different techniques than Appendix C.
7.3 D4-brane in O2-plane backgrounds
By the result of the M5-brane anomaly in the orbifold background, we can also determine the
anomaly of a D4-brane in an O2-plane background. In M-theory, we consider the geometry
R
3 × (R7 × S1)/Z2. (7.39)
This geometry has two orbifold singularities. In Type IIA description, it corresponds to an O2-
plane,
R
3 × (R7/Z2). (7.40)
Each of the two orbifold singularities in M-theory can have two discrete fluxes. Correspondingly,
we have four types of O2-planes. By using the label n (= ℓ + 2 ≡ ℓ mod 2) defined in (7.36) for
the flux of a single M-theory orbifold, we denote the corresponding O2-plane as O2(n1, n2) where
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n1 = 0, 1 and n2 = 0, 1 corresponds to the flux at each singularity. The D2-charge of O2(n1, n2)
modulo integers is given by
q(n1, n2) = −1
8
+
n1(2− n1)
4
+
n2(2− n2)
4
. (7.41)
From this, we see that O2(0, 0) is the O2−-plane, O2(0, 1) and O2(1, 0) are the O2+-plane and
O˜2
+
-plane, and O2(1, 1) is the O˜2
−
-plane. The anomaly of a D4-brane around the O2-plane is
given by the fractional part of this charge up to a sign.
We can decompose the anomaly into the contribution of the fermions and the U(1) Maxwell
field on the D4-brane. First we determine the anomaly of the chiral 2-form field on the M5-brane
in the single orbifold background. It is given by
A2-form(S7/Z2) = 28η(D0) + 12(n− 2)(η(D1)− η(D0))− (n− 2)(n− 3)
2
(Cˇ1, Cˇ1). (7.42)
The value of η(D0) mod 1, rather than 30η(D0) mod 1, can also be computed, see Appendix C or
Appendix D. It is given for k = 2 by
η(D0) = − 1
32
. (7.43)
Therefore we get
A2-form(S7/Z2) = 1
8
− n(2− n)
4
. (7.44)
TheMaxwell theory on the D4-brane is obtained by the dimensional reduction of the chiral 2-form
field on the M5-brane. Therefore, its anomaly on the O2(n1, n2)-plane background S6/Z2 = RP
6
is given by
AMaxwell(RP6) = 1
4
− n1(2− n1)
4
− n2(2− n2)
4
. (7.45)
This takes the following values:
AMaxwell(RP6) =

+1/4 for O2−,
0 for O2+ and O˜2
+
,
−1/4 for O˜2−.
(7.46)
Let us make a few comments on this result.
The cancellation of the anomaly against the fractional part of the flux was shown in the case of
the O2+-plane in [63]. There, only the contribution of the fermions was taken into account. This
is consistent, since the anomaly from the Maxwell theory happens to vanish for the O2+ case, as
can be seen from the above result.
In the cases of O2− and O˜2
−
, there is a nonzero contribution to the anomaly from the Maxwell
field. Notice that the value of the anomaly is ±1/4. Naively, the Maxwell theory in five dimen-
sions is a non-chiral theory which seems to be describable using the framework of Sec. 3. But the
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value ±1/4 means that the framework of Sec. 3 is not general enough. This is because the mixed
anomaly between the electric and the magnetic higher-form symmetries discussed in Sec. 3 can
produce only values which are integer multiples of 1/k if the background is flat and if the relevant
cohomology group is Zk.
The reason is as follows. The mixed anomaly there is given by a differential cohomology
pairing of the form (Bˇ, Cˇ), where Bˇ and Cˇ are the background fields for the electric and magnetic
higher-form symmetries. When these backgrounds are flat and the relevant cohomology is Zk, we
have kBˇ = kCˇ = 0 up to gauge transformation. Then we get k(Bˇ, Cˇ) = (kBˇ, Cˇ) = 0. More
explicitly, the relevant cohomology in the case of the O2-plane background RP6 is
H4(RP6,Z) = H3(RP6, Z˜) = Z2, (7.47)
where Z˜ is the coefficient system twisted by the orientation bundle on RP6. Therefore, the mixed
anomaly of a non-chiral theory which is formulated by ordinary differential cohomology can only
produce anomalies which are 1/2 or zero.
The discussions above imply that the Maxwell theory on the D4-brane in the presence of
the O2− and O˜2
−
planes must have subtler topological couplings than those discussed in Sec. 3.
We note that the expected anomaly of the Maxwell theory on the Dp-brane in the presence of
the O(6 − p)-plane background is given by 2p−4 up to sign. This follows from the fact that the
difference of the charges of O(6− p)+ and O(6− p)− is given by 2p−4, and the fractional part of
the flux of O(6− p)+ is cancelled by the fermion anomaly alone [63]. This means that for O1 and
O0, the situation becomes worse.
In the case of the D4-brane, we fortunately had the lift to the M5-brane as above, which
allowed us to circumvent this question. In principle, a dimensional reduction should allow us to
find the action of the Maxwell theory on the D4-brane, but this is not immediate. Type IIA string
theory is basically an S1 reduction of M-theory, but the detail is very subtle at the topological
level. For example, Type IIA is formulated by K-theory, but M-theory is not. Their equivalence is
not at all obvious, and requires careful analyses. See [108] for details. Similarly, the chiral 2-form
field on the M5-brane may be formulated by ordinary differential cohomology, and the quadratic
refinement of ordinary differential cohomology pairing can give values ±1/4 and ±1/8 even if
the relevant cohomology group is Z2. This was the technical reason why we could reproduce the
anomaly ±1/4 in our method. However, for D5 and D6 branes in the backgrounds of O1 and O0
planes, there is no such M-theory lift, and we need to produce ±1/8 and ±1/16.
Here it seems important to recall the fact that the NSNS and RR fields in Type II string theories
are not ordinary differential cohomology elements. We need to use some twisted K-theoretic
formulation of these fields, as was studied in [46, 56, 57, 109]. We also note that the K-theoretic
RR-fluxes produced by O-planes were studied in [110,111]. It would be very interesting to find the
precise formulation of the Maxwell theory, and compute the correct anomaly in that framework.
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8 Electromagnetic duality of four dimensionalMaxwell theory
In d = 4 dimensions, the Maxwell theory has the electromagnetic duality. Let bˇ be the Maxwell
field whose action in Euclidean signature is given by.
−S = 1
2
∫ (−2πiτ F−b ∧ F−b − 2πiτ¯ F+b ∧ F+b ) , (8.1)
where F±b =
1
2
(Fb ± ∗Fb), and τ is given in terms of the electric coupling g and the θ angle as
τ = θ
2π
+ 2πi
g2
. In the presence of the electric and magnetic currents je and jm, it satisfies the
equations of motion
je = d
(
τ F−b + τ¯ F
+
b
)
, jm = dFa. (8.2)
These equations are formally invariant if we introduce a dual field bˇ′ whose field strength is given
by
F−b′ = −τ F−b , F+b′ = −τ¯ F+b . (8.3)
In terms of the dual coupling τ ′ = −1/τ , we get
je = −dFb′ , jm = d
(
τ ′ F−b′ + τ¯
′ F+b′
)
. (8.4)
This duality is also justified at the quantum level [77].34
In terms of the description which uses either bˇ or bˇ′, the electromagnetic duality is not manifest.
However, we can regard theMaxwell theory as a chiral (self-dual) theory as follows. We introduce
both bˇ and bˇ′, and reduces the degrees of freedom by imposing the self-duality equations (8.3).
Then the electromagnetic duality, or more generally SL(2,Z) duality, can be made manifest.
We cannot formulate the Maxwell theory with manifest SL(2,Z) duality group only within
d = 4 dimensions. There is an anomaly of the SL(2,Z) group [21, 22, 77]. We still expect that it
can be formulated as the boundary mode of a d + 1 = 5 theory, which is exactly what we do in
this section. This allows us to determine the SL(2,Z) anomaly. The results of this section have
been reported in the letter [22]. We provide more details of that letter and justify the claims made
there.
34The study of the electromagnetic duality and its anomaly has a long history. The duality does not seem to be
known to Maxwell himself, since he used the electric potential φ and the vector potentialA in his original paper [112]
from 1865; his notation was cumbersome to the extent that he used different alphabets for each component of A. It
was Heaviside [113,114] in 1885 who eliminated φ andA in favor ofD, E,H andB; it was also him who introduced
both the vector calculus and the standard alphabetical symbols into electromagnetism. The duality should have been
evident to Heaviside in his notation; he even introduced magnetic currents in addition to electric currents. We now
note that when the quantization of electric and magnetic charges is ignored, the duality group is U(1)D under which
E ± iB has charge ±1. Equivalently, it assigns the charge ±1 depending on the circular polarization of light, and
a positive/negative helicity photon has charge ±1. In other words, the total U(1)D charge is the total helicity of
the photon. That this U(1)D can be implemented at the Lagrangian level was noted in [115, 116] in the late 70s
and the early 80s. Then already in the late 80s, the mixed U(1)D-gravitational anomaly was derived perturbatively
in [117–120]. This in particular means that there is an anomalous generation of the total helicity of light when the
spacetime Pontryagin density ∝ trR ∧R is nonzero, with a very specific coefficient. This line of investigations was
recently revisited in [121]. TheU(1)D symmetry of the Maxwell equation is also being revisited in the field of atomic
and molecular physics too, see e.g. a paper from 2013 [122] where mostly classical aspects were discussed.
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8.1 From d = 6 to d = 4
The most concrete way to realize the Maxwell theory with manifest SL(2,Z) is to start from the
d = 6 chiral 2-form theory. In d + 1 = 7, we consider a 3-form field Aˇ ∈ Hˇ4(Y7). Now let us
assume that the 7-dimensional manifold Y7 is a T 2 fiber bundle
T 2 → Y7 → Y5. (8.5)
We describe T 2 by using a coordinate
z = s1 + τs2, s1 ∼ s1 + 1, s2 ∼ s2 + 1, (8.6)
where τ is the complex moduli of T 2. The metric on T 2 is taken to be
1
Im τ
|dz|2 = Gijdsidsj , (8.7)
where
(Gij) = (Im τ)−1
(
1 Re τ
Re τ |τ |2
)
. (8.8)
The overall scale of the metric is taken so that the volume of the T 2 is independent of τ . We also
assume that the fiber has a section. This means that we can assume that 0 ∈ T 2 is unchanged
under transition functions of the fiber bundle.
Associated to the T 2 bundle, there is a principal SL(2,Z) bundle P on the base Y5 which acts
on T 2 in the usual way. More precisely, let s = (s1, s2)T ∈ T 2. Then an element of the T 2
bundle is described by a pair (p, s) ∈ P × T 2 with the equivalence relation (pg, g−1s) ∼ (p, s)
for g ∈ SL(2,Z). The T 2 bundle is thus P ×SL(2,Z) T 2. In the same way, we can define a local
coefficients system Z˜2 = P ×SL(2,Z)Z2 which is twisted by the SL(2,Z) bundle. For the treatment
of bundles acted by SL(2,Z), it is convenient to use totally antisymmetric matrices ǫij and ǫij with
ǫ12 = −ǫ21 = +1 and ǫ12 = −ǫ21 = −1. We raise and lower indices by using them.
Under the assumption of the existence of a section 0 ∈ T 2, there exists a differential coho-
mology element sˇ = (sˇ1, sˇ2)T ∈ Hˇ1(Y7, Z˜2), where the coefficients system Z˜2 is pulled back
from the base Y5 to the total space Y7. The field strength is given by Fs = ds = (ds1, ds2)T ,
where s = (s1, s2)T are the coordinates of the fiber T 2 as discussed above. Also, the values
As ∈ C0(Y7, R˜2) are defined as As = s mod Z˜2.
We perform dimensional reduction of the 3-form field Aˇ ∈ Hˇ4(Y7) from Y7 to Y5 along the
fibers, and neglect all Kaluza-Klein (KK) modes. KK modes have momenta labelled by Z˜2, and
hence the fields with zero momentum along T 2 are well-defined. Among these zero modes, we get
a 2-form field aˇ as well as 1-form and 3-form fields. We neglect the 1-form and 3-form fields and
only keep the 2-form field. It is described by a differential cohomology element aˇ = (aˇ1, aˇ2)T ∈
Hˇ3(Y5, Z˜
2). In other words, we take Aˇ to be
Aˇ = sˇi ⋆ aˇj = ǫij sˇ
i ⋆ aˇj := sˇ ⋆ aˇ, (8.9)
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where aˇi = ǫij aˇj and the summation over repeated indices is implicit. Notice that it is invariant
under SL(2,Z). The field strength is given by FA = dsi ∧ (Fa)i.
In this section we are interested in aˇ and its boundary modes. We can define its quadratic
refinementQ(aˇ) on Y5 simply as the quadratic refinementQ(Aˇ) on Y7, where Aˇ is given by (8.9).
If Y5 is a boundary of Z6 on which the SL(2,Z) bundle is extended, the total space Y7 can be
extended to the T 2 fiber bundle Z8 and we get
Q(aˇ) =
∫
Z8
(
1
2
FA ∧ FA + w ∧ FA + 28Aˆ2(R)
)
=
∫
Z8
(
1
2
(dsi ∧ (Fa)i) ∧ (dsj ∧ (Fa)j) + w ∧ (dsj ∧ (Fa)j) + 28Aˆ2(R)
)
=
∫
Z6
(
−1
2
ǫij(Fa)i ∧ (Fa)j
)
=
∫
Z6
(
1
2
ǫij(Fa)
i ∧ (Fa)i
)
, (8.10)
where we have used the fact that there is no invariant 3-forms and 6-forms constructed from the
Riemann tensor and hence the terms involving w and Aˆ2 vanish after the dimensional reduction.
This in particular implies that there is no perturbative gravitational anomaly in d = 4 dimensions.
We take the background field Cˇ ∈ Hˇ4(Y7, Z˜2) as Cˇ = sˇi ⋆ cˇi. The product Cˇ ⋆ Aˇ is computed
as
Cˇ ⋆ Aˇ = −(sˇi ⋆ sˇj) ⋆ (cˇi ⋆ aˇj). (8.11)
Since cˇ and aˇ have no dependence on the T 2 coordinates, its integral over fibers T 2 may be given
by− ∫
T 2
dsi∧dsj(cˇi⋆aˇj) = −ǫij cˇi⋆aˇj = ǫij cˇi⋆aˇj := cˇ⋆aˇ. Therefore, the differential cohomology
pairing (Cˇ, Aˇ) is given by
(Cˇ, Aˇ) =
∫
Y5
Ac⋆a := (cˇ, aˇ). (8.12)
We also define the kinetic term of aˇ as the integral of FA ∧ ∗FA on Y7. On T 2 with the metric
(8.7), the Hodge dual is given by
∗dsi = ǫijGjkdsk, (8.13)
where Gjk is defined above. By using this matrix, the kinetic term is
− 2π
2e2
∫
Y7
FA ∧ ∗FA = − 2π
2e2
∫
Y5
Gij(Fa)i ∧ ∗(Fa)j. (8.14)
Combining them, the action for aˇ in the presence of the background field cˇ is given by
−S = − 2π
2e2
∫
Y5
Gij(Fa)i ∧ ∗(Fa)j + 2πiκ
(
Q˜(aˇ) + (cˇ, aˇ)
)
. (8.15)
Now most of the discussions in Sec. 5 and Sec. 6 can be applied without much change. Some finer
points will be discussed it in the next subsection.
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At this point, we remark that the partition function of this theory in the limit e2 → ∞ is
completely the same as the full d+ 1 = 7 dimensional theory compactified on T 2 which includes
all KK modes as well as 1-form and 3-form fields, if we restrict the background fields to the
form Cˇ = sˇi ⋆ cˇi. The reason is as follows. The 1-form and 3-form fields dˇ and eˇ with zero KK
momentum appear as
Aˇ ⊃ (ǫij sˇi ⋆ sˇj) ⋆ dˇ+ eˇ. (8.16)
Therefore, they are invariant under SL(2,Z). There is no pure gravitational anomaly in d = 4
dimensions. Thus dˇ and eˇ can only contribute to the anomaly of the type discussed in Sec. 3. By
restricting the background fields to be of the form Cˇ = sˇi ⋆ cˇi, there is no contribution to the
anomaly at all.
The KKmodes in the bulk contribute to the KKmodes of the boundary, because their momenta
along the fiber T 2 correspond to each other. The boundary KK modes are massive fields and they
do not contribute to the anomaly. Thus, we expect that there is no contribution to the anomaly from
the KKmodes in the bulk. This does not necessarily mean that the KKmodes of the bulk field give
no contribution to the partition function. In fact, there are examples that KK modes give nonzero
contributions to the η-invariant, such as S1 fiber bundles without a section. However, they should
not contribute to the anomaly, so they must be given by an integral of a local density,
∫
Y
I , where I
is some gauge invariant polynomial of the curvature tensors. Bulk partition functions of this type
do not contribute to the anomaly of the boundary theory because
∫
Y
I makes perfect sense on a
manifold with boundary. Now, in the case of d+1 = 5 dimensions, there is no candidate for such
local density I . Thus the contribution of the KK modes in the dimensional reduction Y7 → Y5 is
completely zero. Therefore, the partition function of the full theory on Y7 and the reduced theory
(8.15) on Y5 are completely the same.
Let us see the duality equation for the localized field bˇ which appears on the boundary of the
theory described by aˇ. We take the ansatz that the localized mode bˇ near the boundary is given (at
the differential form level) by
A(L)a = d (e
mτ ) ∧ Ab. (8.17)
We have seen in (5.12) that Bˇ = sˇ ⋆ bˇ satisfies the self-duality equation
∗X6FB = iκFB (8.18)
on a 6-dimensional manifold X6 which is now a T 2 bundle over a base X4. The field strength is
given by FB = dsi ∧ (Fb)j . By using (8.13), we get
ǫijGjk ∗X4 (Fb)i = iκ(Fb)k. (8.19)
Let us define F±b =
1
2
(Fb ± ∗X4Fb). Then we get iκ(F±b )2 = ±(Im τ)−1
(
(F±b )
1 + Re(τ)(F±b )
2
)
which can be written as
(F±b )
1 + (Re(τ)∓ iκ Im(τ)) (F±b )2 = 0. (8.20)
These are the same form as the equations (8.3), where (Fb)2 = Fb,there and (Fb)1 = Fb′,there.
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8.2 The anomaly of SL(2,Z) duality group
Basically as in (6.47) of Sec. 6, the phase of the partition function of the theory (8.15) consists
of the one-loop contribution described by the η-invariant and the sum over nontrivial topological
sectors which gives the Arf invariant. Here we discuss some detail of the computation of the
η-invariant in the present case of twisted coefficients.
The following computation can be done in any dimensions d+ 1 = 2p+ 3 as in Sec. 6.2. For
the computation of the η-invariant which gives the one-loop contribution, we can assume that the
gauge fields are topologically trivial and can be treated by a differential form. We denote them
as Aia. In the case of the electromagnetic duality, the index runs over i = 1, 2 on which SL(2,Z)
acts. But it is not difficult to generalize it to arbitrary twisted coefficients systems Z˜h, R˜h etc. and
i = 1, . . . , h. We assume that there is a non-degenerate invariant tensor ǫij which is antisymmetric
if p is odd and symmetric if p is even, ǫji = (−1)pǫij . We also assume that there is a positive
definite metric Gij on the bundle R˜h which is compatible with ǫij in the sense that Gij = ǫikǫjlGkl
is the inverse matrix of Gkl. One can check that these assumptions are satisfied in the case of the
SL(2,Z) bundle with G given by (8.7).
These assumptions in particular imply the following. Let us define a matrix J ij = Gikǫkj .
Then we get (J2)ij = (−1)p and J ikJ jlGkl = Gkl. For odd p, J defines the complex structure
of R˜h which is compatible with the metric. The eigenvalues of J are ±ip. We define V± ⊂ C˜h
(where C˜h = C⊗R˜h) as the eigenspace of J with eigenvalue±ip(p+2). Here the exponent p(p+2)
(rather than p) is taken just for later convenience. Thus we can split C˜h = V+ ⊕ V−.
The part of the action which is relevant for the one-loop determinant is
−S = 2πiκ
2
∫
Y
ǫijA
i
a ∧ dAja =
2πiκ
2
∫
Y
GijAia ∧ ∗(J jk ∗ dAka). (8.21)
The one loop factor is thus given by the determinant of the operator −iκJ ∗ d. This operator
acts on d†Ωm(Y, C˜h) ⊂ Ωm−1(Y, C˜h), which is the space of (m − 1)-forms with twisted local
coefficients C˜h and which is orthogonal to the space of closed forms.
As in (6.41), we define an operator D˜sig± which is now coupled to the bundle V± as
D˜sig± = ip(p+2)+2 ∗ d = ∓J ∗ d. (8.22)
It acts on d†Ωm(Y, V±) ⊂ Ωm−1(Y, V±) on which J = ±ip(p+2).
By the same computation which leads to (6.44), we get the one-loop factor
det′(−iκJ ∗ d)− 12 = N1 exp
(
−2πiκ
8
· 2
(
η(D˜sig+ )− η(D˜sig− )
))
. (8.23)
The η-invariant appearing here can be computed as follows. Let S be the spin bundle of Y . Then
we consider the bundle S⊗((S∗⊕S∗)⊗V±). LetDsig± be the Dirac operator acting on this bundle.
By the results of Sec. 6.2, the η-invariants of the operators DsigY and D˜sigY are related as
η(Dsig± ) = 2η(D˜sig± ) +
1
2
dimY∑
i=0
dimH i(Y, V±). (8.24)
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In other words, η(D˜sig± ) is the same as the η-invariant of the Dirac operator acting on S⊗(S∗⊗V±)
excluding the contribution of the zero modes.
As in (6.47), the anomaly is given by
A(Y ) = κ
(
−Q˜(cˇ)− 1
8
· 2
(
η(D˜sig+ )− η(D˜sig− )
)
+Arf(Y )
)
. (8.25)
In the case of p = 1 and d = 5, the bundles V+ and V− are complex conjugates of each other, and
the bundle S ⊗ S∗ is real. Then the η-invariants are related by η(D˜sig− ) = −η(D˜sig+ ).
Let us return to the description of the SL(2,Z) case realized as the T 2 bundle T 2 → Y7 →
Y5. We need to be more specific about the structure group which is used to define the quadratic
refinement Q˜(cˇ). To define the quadratic refinement, we need a spin structure on the total space
Y7 of the T 2 fiber bundle. SL(2,Z) may be regarded as a Lorentz symmetry on T 2, and its spin
cover is denoted as Mp(2,Z). Then the spin structure on Y7 requires that the Lorentz symmetry
SO(D) of the base space, where D = 5 is the dimension of the base manifold Y5, is extended to
Spin(D)×Mp(2,Z)
Z2
. (8.26)
We call such a lift of the Lorentz group as the spin-Mp(2,Z) structure. The existence of such
structure is a sufficient condition for the definition of the quadratic refinement.
There is no perturbative anomaly of the spin-Mp(2,Z) structure, so all the anomalies are
global anomalies. It is detected by the bordism group Ωspin-Mp(2,Z)5 . This will be determined in
Sec. 8.4.
By using the description of the theory as a dimensional reduction from Y7 to Y5, we can get
another representation of the anomaly as follows. When the background Cˇ is zero, we have seen
in d + 1 = 7 that the anomaly of the chiral 2-form theory is equal to that of −28κ copies of
chiral fermions, where the sign is determined by whether the fermions have positive or negative
chirality, see (6.49). Therefore, the part −1
8
· 2
(
η(D˜sig+ )− η(D˜sig− )
)
+ Arf(Y ) should coincide
with the anomaly of −28κ copies of fermions reduced on T 2.
The reduction of fermions on T 2 is described as follows. First, notice that the bundle R˜2
is exactly the tangent bundle of T 2. By a straightforward computation, one can check that the
complex structure J ij = Gikǫkj = −ǫikGkj acts on the complex coordinate z = s1 + τs2 as
J
(
z
z¯
)
=
(
iz
−iz¯
)
. (8.27)
Recall that V− was defined as JV− = −ip(p+2)V− = +iV−, so it is the complex tangent bundle
TC(T
2) of T 2 spanned by the basis vector ∂
∂z
. V+ is its complex conjugate. Let Γ1 and Γ2 be
gamma matrices on T 2. By noticing that Γ1 + iΓ2 = Γ1(1− i−1Γ1Γ2), the spin bundle on T 2 with
negative chirality i−1Γ1Γ2 = −1 is V 1/2− while the bundle with positive chirality i−1Γ1Γ2 = +1 is
V
1/2
+ . Thus, the spin bundle SY7 on Y7 is reduced to
SY7 → (S ⊗ V 1/2+ )⊕ (S ′ ⊗ V 1/2− ). (8.28)
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Here, S and S ′ are the spin bundles on Y5, or more precisely they are representations of Clifford
algebra as follows. On SY7 , the representation of the gamma matrices is taken as
i−3Γ1 · · ·Γ7 = 1. (8.29)
We refer the reader to Appendix A for the conventions for more general dimensions. Then S and
S ′ are representations of gamma matrices given by
S : i−2Γ1 · · ·Γ5 = +1, S ′ : i−2Γ1 · · ·Γ5 = −1. (8.30)
The fermions which take values in S in 5-manifold Y5 give positive chirality fermions on the
boundary X4 = ∂Y5, while fermions with S ′ give negative chirality fermions. This claim can be
checked by explicitly finding a localized chiral fermion as (5.15).
We do not necessarily have bundles S or V 1/2+ separately. However, the bundle (S ⊗ V 1/2+ )
must exist, and it gives a spin-Mp(2,Z) structure of Y5.
The η-invariant of (S ′⊗V 1/2− ) is the same as that of (S⊗V 1/2+ ).35 LetD+ be the Dirac operator
of the fermions which take values in S ⊗ V 1/2+ . A single fermion on Y7 gives two fermions on
Y5 which take values in S ⊗ V 1/2+ and S ′ ⊗ V 1/2− respectively, and hence the contribution to the
boundary anomaly is given by −2η(DY ). The contribution to the anomaly of the theory (8.15) is
−28κ times this value, so we get
κ
(
−1
8
· 2
(
η(D˜sig+ )− η(D˜sig− )
)
+Arf(Y )
)
= 56κη(D+). (8.31)
and (8.25) becomes
A = κ
(
−Q˜(cˇ) + 56η(D+)
)
. (8.32)
The equations (8.25) and (8.32) are the main results of this subsection. They were announced
in [22].
8.3 D3-brane in S-fold backgrounds
Now we apply the formulas obtained in the previous subsection to D3-branes in the background
of S-folds. They are codimension-6 planes in Type IIB or F-theory whose special cases are O3-
planes. The F-theory geometry is given by
R
4 × (R6 × T 2)/Zk, (8.33)
where T 2 is the F-theory elliptic fiber.
35 For a general bundle E in five dimensions, the η-invariants of S ⊗ E and S ′ ⊗ E are negative of each other.
Also, the η-invariants of S ⊗E and S ⊗E∗ are negative of each other. Hence the η-invariants of S ⊗E and S ′ ⊗E∗
are the same.
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We focus on the case that the S-fold preserves N ≥ 3 supersymmetry [66, 67].36 The Zk
action is given as follows. Let ~z = (z1, z2, z3) be complex coordinates of R6 ∼= C3. Also let w be
the coordinate of T 2. We define the Zk action as
(~z, w) 7→ e2πij/k(~z, w) (j = 0, 1, · · · , k − 1). (8.34)
The complex moduli parameter τ is assumed to be invariant under the Zk action, which is possible
for k = 2, 3, 4, 6.
Let v be the coordinate of the bundle V+. We have seen that it is the anti-homomorphic tangent
bundle of T 2, and hence it transforms under the Zk action as
(~z, v) 7→ e2πij/k(e2πij/k~z, e−2πij/kv) (j = 0, 1, · · · , k − 1). (8.35)
This action needs to be lifted to the spin group, which corresponds to specifying the spin-Mp(2,Z)
structure. We use the uplift specified as follows. On the supercharge Q of Type IIB string, the
action is uplifted to
Q→ e−πij/kR(j/k)Q, (8.36)
where
R(t) = exp
(−πt (Γ1Γ2 + Γ3Γ4 + Γ5Γ6)) , (0 ≤ t ≤ 1). (8.37)
Then one can check that it preserves N ≥ 3 supersymmetry. Another possible choice for even
k is to take Q → (−1)je−πij/kR(j/k)Q which gives a different spin structure and breaks more
supersymmetry when k > 2 [123]; we do not consider this case here. Equivalently, we have
defined the spin lift so that the S-fold in Type IIB string can be lifted to M-theory orbifolds which
we studied in Sec. 7.2.
Let us restrict our attention to the manifold Y7 = (S5 × T 2)/Zk and Y5 = S5/Zk. We want
to compute the anomaly evaluated on Y5. The matter content of a D3-brane follows from the T 2
compactification of an M5-brane. By the analysis of dimensional reduction in Sec. 8.2, and also
from the discussion in M-theory given in Sec. 7.1, we conclude that the total anomaly is given by
A(Y5) = −Q˜(cˇ) + (56 + 4)η(D+). (8.38)
where 56 are from the Maxwell field and 4 are from fermions. Let q be the S-fold charge. By the
result of [63], the value of q mod 1 is related to the anomaly as
q = −A(S5/Zk) mod 1. (8.39)
The charge q was computed in [67] using string dualities and we can compare the anomaly with
the charge. The result there is summarized as follows:
k 2 3 4 6
q ±1
4
±1
3
±3
8
− 5
12
(8.40)
36Less supersymmetric cases are also discussed in [123, 124].
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where the signs ± correspond to different types of S-folds. For example, we have O3± and O˜3±
for k = 2.
The relevant η-invariant η(D+) is computed in Appendix D, where the spin structure above
corresponds to Ds=1/2 in the notation of the appendix. Looking up the results there, the anomaly
for the case cˇ = 0 is given as follows:
k 2 3 4 6
60η(D+) mod 1 14 13 −38 512
(8.41)
These values are consistent with the relation (8.39).
We can perform additional consistency checks by comparing (8.25) and (8.32). These equa-
tions require (8.31),
Arf(Y5) =
1
2
η(D˜sig+ ) + 56η(D+). (8.42)
where we have used η(D˜sig− ) = −η(D˜sig+ ). This equality was a consequence of comparing the
partition function of the 5-dimensional theory (8.15) and the dimensional reduction of the anomaly
of the d = 6 theory. This was argued by a rather indirect argument, so let us test it directly in the
current setting. The following discussions may also be regarded as a consistency check of charges
in (8.40) which are not realized by (8.41).
The right hand side of (8.42) is computed by using the result of Appendix D. Notice that the
cohomologies with twisted real coefficients H i(S5/Zk, R˜2) are all zero,37 and hence (8.24) gives
η(D˜sig+ ) = 12η(Dsig+ ). The values of η(Dsig+ ) are computed in Appendix D, where the transformation
of V+ corresponds to Dsigt=1 in the appendix. We get the results:
k 2 3 4 6
1
2
η(D˜sig+ ) + 56η(D+) mod 1 12 −14 18 0
(8.43)
Next let us determine the Arf invariant. Let us first recall the definition of the Arf invari-
ant. We consider the cohomology with twisted integer coefficient H3(Y5, Z˜2). If we require
aˇ ∈ Hˇ3(Y5, Z˜2) to be flat, it is completely determined by [Na] ∈ H3(Y5, Z˜2) up to gauge trans-
formations. Therefore, we regard aˇ just as an element of H3(Y5, Z˜2). Then Q˜(aˇ) is the quadratic
refinement of the torsion pairing on H3(Y5, Z˜2) which is reduced to have Q˜(0) = 0. The Arf
invariant is defined as
Arf(Y5) =
1
2π
arg
 ∑
aˇ∈H3(Y5,Z˜2)
exp(2πiQ˜(aˇ))
 . (8.44)
Thus it depends on the quadratic refinement.
The relevant cohomology group H3(S5/Zk, Z˜2) was determined in [67]. We do not directly
compute the quadratic refinement Q(aˇ). Rather, we determine it from the relation (8.39) and the
known results (8.40). We study each case k = 2, 3, 4, 6 separately.
37 Elements of Hi(S5/Zk, R˜2) would be represented by harmonic differential forms annihilated by d + d†. By
pulling back them to S5 under S5 → S5/Zk, we would get harmonic forms on S5, which is possible only if i = 0, 5.
The cases i = 0, 5 are eliminated by the nontrivial twisting R˜2.
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The case k = 2. This case is the standard O3-planes which are discussed in Sec. 3.4. The coho-
mology is H3(S5/Z2, Z˜2) = Z2 × Z2. We denote the corresponding elements of H3(S5/Z2, Z˜2)
simply as (n1, n2)where n1, n2 = 0, 1 mod 2. The result (8.41) and the relation (8.39) imply that
the S-fold with the trivial background cˇ = 0 corresponds to the O3− plane. Then other O-planes
cˇ = (1, 1), (1, 0) and (0, 1) corresponds to O˜3
±
and O3+ planes. They have charge q = +1/4.
By requiring (8.39), we conclude that Q(cˇ) is given as Q(n1, n2) = 1/2 for (n1, n2) 6= (0, 0).
Namely, the quadratic refinement is given by
Q˜(n1, n2) = 1
2
(n1n2 + n1 + n2) mod Z. (8.45)
One can see that Q˜(cˇ1+ cˇ2)−Q˜(cˇ1)− Q˜(cˇ2) gives a non-degenerate pairing on Z2×Z2. We can
compute ∑
aˇ∈H3(S5/Z2,Z˜2)
exp(2πiQ˜(aˇ)) = (+1) + (−1) + (−1) + (−1) = 2 exp(πi). (8.46)
Thus we get Arf = 1/2 mod 1. This agrees with (8.43).
The case k = 3. In this case we haveH3(S5/Z3, Z˜2) = Z3. We denote its elements as n = 0,±1
mod 3. The S-fold with q = −1/3 corresponds to the trivial background cˇ = 0. The S-fold with
q = +1/3 is reproduced only if Q˜(cˇ) = 2/3 mod 1. We may also expect a symmetry n → −n
which comes from the center −1 ∈ SL(2,Z). Therefore, we conclude that Q˜(±1) = 2/3. The
quadratic refinement is hence given by
Q(n) = 2
3
n2 mod 1. (8.47)
One can see that Q˜(cˇ1 + cˇ2)− Q˜(cˇ1)− Q˜(cˇ2) gives a non-degenerate pairing on Z3. By using it,
we compute ∑
aˇ∈H3(S5/Z3,Z˜2)
exp(2πiQ˜(aˇ)) = (+1) + e4πi/3 + e4πi/3 =
√
3 exp(−πi/2). (8.48)
Thus we get Arf = −1/4 mod 1. This agrees with (8.43).
The case k = 4. In this case we have H3(S5/Z4, Z˜2) = Z2. We denote its elements as n = 0, 1
mod 2. The S-fold with q = +3/8 corresponds to the trivial background cˇ = 0. The S-fold
with q = −3/8 is reproduced only if Q˜(cˇ) = −3/4 = 1/4 mod 1. Therefore, we conclude that
Q˜(1) = 1/4. The quadratic refinement is hence given by
Q(n) = 1
4
n2 mod 1. (8.49)
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One can see that Q˜(cˇ1 + cˇ2)− Q˜(cˇ1)− Q˜(cˇ2) gives a non-degenerate pairing on Z2. By using it,
we compute ∑
aˇ∈H3(S5/Z4,Z˜2)
exp(2πiQ˜(aˇ)) = (+1) + eπi/2 =
√
2 exp(πi/4). (8.50)
Thus we get Arf = 1/8 mod 1. This agrees with (8.43).
The case k = 6. In this case we have H3(S5/Z6, Z˜2) = 0. Thus the Arf invariant is trivial,
Arf = 0 mod 1. This agrees with (8.43).
We have confirmed the relation (8.42) for all k = 2, 3, 4, 6, as promised in [22]. It would be
interesting to give an independent computation of the quadratic refinement without relying on the
values of q given in (8.40).
8.4 Classification of global anomalies
The d = 4 dimensional theories with spin-Mp(2,Z) structure do not have perturbative anomalies,
and all the anomalies are global anomalies. The classification of global anomalies is done by
the (torsion part of the) bordism group Ωspin-Mp(2,Z)5 . As a final computation in this paper, let us
determine this group, and compute the anomaly of the Maxwell theory for all the generators.
First we note that Ωspin-Mp(2,Z)5 can be identified as the twisted spin bordism group
Ωspin5 (BSL(2,Z), ξ) (8.51)
which is described as follows. ξ = R˜2 is a real vector bundle over BSL(2,Z) associated to the
SL(2,Z) bundle on BSL(2,Z). The SL(2,Z) action preserves the orientation, and hence ξ has
a vanishing first Stiefel-Whitney class. Then we consider maps f : Y → BSL(2,Z) such that
the spin-Mp(2,Z) structure on Y corresponds to a spin structure on TY ⊕ f ∗(ξ). Such Y is an
element of Ωspin5 (BSL(2,Z), ξ).
Then we can apply the Atiyah-Hirzebruch spectral sequence (AHSS) for this twisted spin bor-
dism group. In particular, the E2 page of Ωspin5 (BSL(2,Z), ξ) is the same as that of the untwisted
group Ωspin5 (BSL(2,Z)) and is given by
38
E2p,q = Hp(BSL(2,Z),Ω
spin
q (pt)). (8.52)
38 Elements of Ωspink (BSL(2,Z), ξ) may be constructed by Pontryagin-Thom construction as follows. The space
BSL(2,Z) has the bundle ξ, and we consider the Thom space T (ξ) associated to ξ which is obtained by collapsing
all points at infinity of ξ to a single point. Then, we consider a spin manifold Yk+2 with dimension k + 2, and a
map F : Yk+2 → T (ξ). By taking F sufficiently generic, we assume that the image of Yk+2 intersects transversally
to the zero section of ξ in T (ξ). We take Yk to be the inverse image of the zero section, which is a k-manifold. Its
normal bundle inside Yk+2 is isomorphic to the pullback f∗(ξ), where f is the restriction of F to Yk ⊂ Yk+2. Since
Yk+2 is spin, the bundle TYk ⊕ f∗(ξ) has a spin structure. This construction, and its inverse, implies that the group
Ωspink (BSL(2,Z), ξ) is equivalent to Ω˜
spin
k+2(T (ξ)), where Ω˜ is the reduced group which, roughly speaking, does not
care what happens away from the zero section of ξ. The AHSS for generalized cohomology is applied to it with the
E2 page given by H˜p+2(T (ξ),Ω
spin
q (pt)) = Hp(BSL(2,Z),Ω
spin
q (pt)) where we have used the Thom isomorphism
theorem.
86
The cohomology groups of BSL(2,Z) with integer coefficients are known to be given as follows:
H2m−1(BSL(2,Z),Z) = Z12, m ≥ 1
H2m(BSL(2,Z),Z) = 0. m ≥ 1, (8.53)
see [21] for references. We note that these are the same as those of the lens space S5/Z12 in the
range of our interest. The spin bordism group of a point is given by
q 0 1 2 3 4 5 6
Ωspinq (pt) Z Z2 Z2 0 Z 0 0
(8.54)
By the universal coefficients theorem, we get
p 0 1 2 3 4 5
E2p,5−p 0 Z12 0 Z2 Z2 Z12
(8.55)
It tells us that the order of the group is bounded as follows:
|Ωspin-Mp(2,Z)5 | = |Ωspin5 (BSL(2,Z), ξ)| ≤
∏
p
|E2p,5−p| = 576. (8.56)
The groupMp(2,Z) is described as follows. The group SL(2,Z) is generated by generators S
and T which satisfy S2 = (T−1S)3 and S4 = 1. The groupMp(2,Z) is the spin cover of SL(2,Z)
and it is generated by S and T with the relations S2 = (T−1S)3 and S8 = 1. This group admits a
homomorphism
Mp(2,Z)→ Z24 (8.57)
given by the abelianization. This means that we map S, T to s, t with an additional commutativity
relation st = ts. Then S2 = (T−1S)3 and S8 = 1 give s = t3 and t24 = 1. Therefore the
abelianization gives Z24. We can also define two homomorphisms
Z8 → Mp(2,Z), Z3 → Mp(2,Z). (8.58)
The first homomorphism maps the generator of Z8 to S. The second one maps the generator of
Z3 to (T−1S)4.
Notice that spin-Z24 = (spin-Z8)×Z3 because Z24 ∼= Z8×Z3 and the subgroupZ2 is included
in Z8. From the above homomorphisms, we get homomorphisms of bordism groups
Ωspin-Z85 ⊕ Ωspin5 (BZ3)→ Ωspin-Mp(2,Z)5 → Ωspin-Z245 . (8.59)
Their composition,
Ωspin-Z85 ⊕ Ωspin5 (BZ3)→ Ωspin-Z245 , (8.60)
is based on the isomorphism Z8 × Z3 ∼−→ Z24.
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The map (8.60) is known to be isomorphism [125]. Therefore, (8.59) implies that the homo-
morphism Ωspin-Z85 ⊕ Ωspin5 (BZ3)→ Ωspin-Mp(2,Z)5 must be injective. This implies that the orders of
the groups are |Ωspin-Mp(2,Z)5 | ≥ |Ωspin-Z85 | × |Ωspin5 (BZ3)|. We have [125],39
Ωspin-Z85 ⊕ Ωspin5 (BZ3) = (Z32 ⊕ Z2)⊕ Z9 (8.61)
and in particular |Ωspin-Z85 | × |Ωspin5 (BZ3)| = 576. Combining these facts with (8.56), we conclude
that the homomorphismΩspin-Z85 ⊕Ωspin5 (BZ3)→ Ωspin-Mp(2,Z)5 is in fact an isomorphism and hence
Ω
spin-Mp(2,Z)
5 = Z32 ⊕ Z2 ⊕ Z9. (8.62)
More explicitly, the generators of each factor Z32, Z2 and Z9 are given as follows [125, 126].
The lens space S5/Zk can be embedded in C3/Zk. We can specify the spin or spin-Z2k structure
on the lens space by specifying how the Zk acts on the spinor on C3. Let us consider a structure
defined by the Zk action which is specified by a parameter s ∈ 1/2 + Z,
Ψ→ e−2πijs/kR(j/k)Ψ (j = 0, 1, · · · , k − 1). (8.63)
where R(t) was defined in (8.37). In Sec. 8.3, we have considered the case s = 1/2 to preserve
N = 3 supersymmetry. However, we need more general cases for the generators of the bordism
groups. Let (S5/Zk)s be the lens space with the structure specified by the parameter s. Then the
generators are as follows:
Z32 : (S
5/Z4)s=1/2 ∈ Ωspin-Z85 ,
Z2 : (S
5/Z4)s=3/2 + 9(S
5/Z4)s=1/2 ∈ Ωspin-Z85 ,
Z9 : (S
5/Z3)s=1/2 ∈ Ωspin5 (BZ3).
(8.64)
Here we have used the fact that Ωspin-Z85 ⊕Ωspin5 (BZ3)→ Ωspin-Mp(2, Z)5 is an isomorphism due to the
above discussion. The last one (S5/Z3)s=1/2 is an element of Ω
spin
5 (BZ3) because (S
5/Zk)s=k/2
is a spin manifold for odd k, and 1/2 ≡ k/2 mod 1. The manifold (S5/Z3)s=1/2 can be detected
by the Dirac operator with Z3 charge 1, and the manifolds (S5/Z4)s=1/2 and (S5/Z4)s=3/2 are
detected by the Dirac operators with Z8 charge 1 and 3.40
We have already tested (8.42) for (S5/Z4)s=1/2 and (S5/Z3)s=1/2, so let us test it for the
remaining generator (S5/Z4)s=3/2. This means that we take the relevant bundle S ⊗
√
V+ to be
39As in the case of SL(2,Z), AHSS shows that |Ωspin-Z85 | ≤ 64 and |Ωspin5 (BZ3)| ≤ 9. We will later present
explicit generators which can be detected by η-invariants computed in Appendix D. Those generators saturate the
above bounds.
40 For the spin-Z8 structure to be well-defined, fermion charges under Z8 must be odd. For a charge q fermion, the
value of s is effectively changed to s→ qs. Let η(D(q)) be the η-invariant of the Dirac operator of a fermion with Z8
charge q. By using the values of the η-invariants in Appendix D, one can check that η(D(3)) and η(D(1)) + 9η(D(3))
generate the dual of the bordism groups, Hom(Z32,U(1)) and Hom(Z2,U(1)), where Z32 and Z2 are the ones
appearing in Ωspin-Z85 = Z32 ⊕ Z2. A generator of Hom(Z9,U(1)) (where Z9 = Ωspin5 (BZ3)) is η(D(1)) in a similar
notation. They are precisely the dual basis of (8.64).
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the bundle specified by (S5/Z4)s=3/2. For the signature we consider the bundle S ⊗ S∗ ⊗ V+. By
the result of Appendix D, we get
1
2
η(D˜sig+ ) + 56η(D+) = −
1
8
mod Z. (8.65)
Thus the Arf invariant must be Arf = −1/8 for (8.42) to be valid. This value is reproduced if the
quadratic refinement of the torsion pairing in H3(S5/Z4, Z˜2) = Z2 for the current spin structure
is given by
Q(n) = −n
2
4
(n ∈ Z2). (8.66)
It would be interesting to confirm it by a direct computation of Q. However, we remark that the
only possible values of the Arf invariant for Z2 is ±1/8, so it is already a nontrivial check that the
above value of 1
2
η(D˜sig+ ) + 56η(D+) coincides with either of ±1/8.
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A Notations and conventions
• i = √−1 : the imaginary unit.
• d: the exterior differential.
• X, Y, Z,M,N, ... : generic symbols for manifolds. (For general discussions, the dimensions
are dimX = d, dimY = d+ 1, dimZ = d+ 2.)
• X : the orientation reversal of a manifoldX .
• Hp(X,A) : the cohomology on X with coefficients A(= Z,R,R/Z). Coefficients with a
tilde, such as A˜, stand for twisted coefficient systems.
• Ωp(X) : differential forms of degree p, i.e. a p-form.
• Ωpclosed(X) : closed differential p-forms.
• Square bracket [x]A : the cohomology element corresponding to a cocycle x with coeffi-
cients A. (The subscript A may be omitted if it is clear from context.)
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• Hˇp(X) : the differential cohomology group on X .
• A,B,C, a, b, c, ... : generic symbols for gauge fields as used usually by physicists.
• Aˇ, Bˇ, Cˇ, aˇ, bˇ, cˇ... : generic symbols for gauge fields as differential cohomology elements.
• Aˇ = (NA,AA, FA) : the triplet representation of a differential cohomology element Aˇ.
• Z : the partition function.
• A ∈ R/Z : the phase = 1
2πi
logZ of the partition function Z of the bulk anomaly theory on
closed manifolds. We simply call this A as the anomaly.
• Q ∈ R/Z : a quadratic refinement, possibly with Q(0) 6= 0. We also use Q˜(Aˇ) = Q(Aˇ)−
Q(0).
• η(D) : the APS η-invariant for a Dirac operator D.
• index(D) : the index of a Dirac operator D.
• spin-G: a tangential structure on a manifoldX such that the tangent frame bundle SO(dimX)
is uplifted to [Spin(dimX) × G]/Z2, for a group G. A choice of an injection Z2 → G is
assumed.
• ΓI : gamma matrices. ΓI1I2···Im = 1
m!
∑
σ sign(σ)Γ
Iσ(1) · · ·ΓIσ(m) , where the sum is over all
permutations σ.
• Γ: the chirality operator or the Z2 grading on spin bundles (or Clifford modules).
We also have some remarks related to index theorems:
• In even spacetime dimensions 2m, the gamma matrices Γ1, · · · ,Γ2m and the chirality oper-
ator Γ are related as Γ = i−mΓ
1 · · ·Γ2m. In odd dimensions 2m + 1, the gamma matrices
are usually taken as i−mΓ1 · · ·Γ2m+1 = +1. When the bundle with opposite representation
i−mΓ1 · · ·Γ2m+1 = −1 appears, we explicitly mention it.
• ∂Y , the boundary of a manifold Y , is taken with the orientation given by the following
convention. If the neighborhood of the boundary has the form (−ǫ, 0] ×X ⊂ Y , then the
oriented volume forms ωY and ωX of Y and X = ∂Y are related as ωY = dτ ∧ ωX , where
τ ∈ (−ǫ, 0] and τ = 0 is the boundary. This is the standard orientation for Stokes’ theorem,
but it is different from the usual convention for the APS index theorem in the literature. This
leads to a sign change in the APS index theorem in front of the η-invariant. Namely, the
APS index theorem on a manifold Z with boundary Y is of the form
index(DZ) =
∫
Z
(local density)+ η(DY ). (A.1)
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• In the conventions of the gamma matrices and the η-invariant used above, the anomaly of
a chiral fermion with positive chirality Γ = +1 is given by A = −η for a Dirac fermion
(i.e. the bulk partition function is Z = exp(−2πiη)), andA = −1
2
η for a Majorana fermion
(i.e. the bulk partition function isZ = exp(−πiη)). For negative chirality fermions, the sign
is reversed.
B Some sign factors in M-theory
The purpose of this appendix is to fix various sign factors which appear in M-theory. In particular,
let FM4 and F
M
7 be M-theory 4-form and 7-form field strength. We will determine the sign s in the
duality equation
∗FM4 = siFM7 . (B.1)
We want to determine whether it is s = 1 or −1. After fixing some conventions of the Mp-branes
and the fields FMp+2, the value of s is not a convention, but is fixed.
In this appendix, we are only concerned with sign factors, and hence we neglect topology of
p+ 1-form fields CMp+1 and treat them as differential forms. In particular, F
M
p+2 = dC
M
p+1.
B.1 Convention of Mp-branes and (p+ 1)-form fields
We always use Euclidean signature for the metric unless otherwise stated. For gamma matrices,
we take Γ0 to be imaginary antisymmetric and other ΓI (I = 1, · · · , 10) to be real symmetric. (In
Lorentzian signature, all gamma matrices are real.) Then we see that the matrix
C = iΓ0 (B.2)
has the properties that
CΓIC−1 = −(ΓI)T = −(ΓI)∗ (I = 0, 1, · · · , 10). (B.3)
Moreover, we take them to satisfy
i−5Γ0Γ1 · · ·Γ10 = 1. (B.4)
We use these conventions for the gamma matrices.
For M5 and M2 branes, we use the following conventions. Let QM be the supercharge in
11-dimensions. An Mp-brane preserves the subgroups SO(p + 1) × SO(10 − p) ⊂ SO(11) of
the Lorentz symmetry and half of the supersymmetry. Then, if we put it on xp+1 = · · ·x10 = 0
with the orientation determined by the volume form ωp+1 = dx0 ∧ · · · ∧ dxp, it is clear that the
supercharges preserved by the Mp-brane should be given by
QMp = (1± Γ10Γ9 · · ·Γp+1)QM. (B.5)
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Here the ambiguity is only sign factors± and not a general complex phase, becauseQM in Lorentz
signature metric is real. The sign just specifies which we call as Mp-branes and which as anti-Mp-
branes. We use the convention that Mp-branes (as opposed to anti-Mp-branes) with the worldvol-
ume orientation
ωp+1 = dx
0 ∧ · · · ∧ dxp : positive volume form (B.6)
are specified by the unbroken supercharges
QMp = (1 + Γ10Γ9 · · ·Γp+1)QM, (B.7)
or more explicitly
M5 : QM5 = (1 + Γ10Γ9Γ8Γ7Γ6)QM, (B.8)
M2 : QM2 = (1 + Γ10Γ9Γ8Γ7Γ6Γ5Γ4Γ3)QM. (B.9)
These are just conventions.
Let us slightly rephrase the above conditions. The supersymmetry transformations are written
as
ǫTCQM (B.10)
where ǫ is the supersymmetry parameter, and C(= iΓ0) is the matrix defined above. The super-
symmetry parameter for Mp-branes must satisfy,
1
2
ǫTpC(1 + Γ
10 · · ·Γp+1)QM = ǫTpCQM (B.11)
or
Γp+1 · · ·Γ10ǫp = (−1)pǫp. (B.12)
This is the supersymmetry parameter relevant for Mp-branes.
The sign convention of (p+1)-form fieldsCMp+1 coupled to Mp-branes is determined by the fol-
lowing requirement. Let us consider the above Mp-brane with the orientation of the worldvolume
ωp+1 given by (B.6). Let us also define
δ10−p(~z) := δ(x
p+1) · · · δ(x10)dxp+1 ∧ · · · ∧ dx10, (B.13)
where
~z = (xp+1, · · · , x10). (B.14)
Then the coupling of CMp+1 to the Mp-brane is given by
−S ⊃ 2πi
∫
CMp+1 = 2πi
∫
CMp+1 ∧ δ10−p(~z). (B.15)
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The sign of CMp+1 is defined by this coupling.
Including the kinetic term, the action contains
−S ⊃ −2π
2
∫
dCMp+1 ∧ ∗dCMp+1 + 2πi
∫
CMp+1 ∧ δ10−p(~z), (B.16)
where we are using the Planck unit 2πℓM = 1. The equation of motion is
(−1)p+1d ∗ FMp+2 + iδ10−p(~z) = 0. (B.17)
Now suppose that we have the duality equation of field strength
∗FMp+2 = isp+2FM9−p, (B.18)
where sp+2 = ±1 are sign factors which we want to determine. Notice that we have already
defined the sign convention for the fields Cp+1 and hence there is no freedom to modify this
self-dual condition.
Then we get
dFM9−p = (−1)psp+2δ10−p(~z). (B.19)
Because ∗2 = 1 in odd dimensional Riemann manifold, we have (isp+2)(is9−p) = 1 or sp+2s9−p =
−1. Let us set s := s4. Then s7 = −s and∫
S7
FM7 = s,
∫
S4
FM4 = s, (B.20)
where S9−p is the sphere surrounding the Mp-brane. We will see that the value of s is given by
s = +1.
Before computing s, let us explain more about the structure of various signs and why they are
important for the anomaly of M5-branes. The signs of Cp+1 are defined by (B.15), that is, Cp+1
and −Cp+1 are distinguished by the coupling to Mp-branes. The distinction between Mp-branes
and anti-Mp-branes are defined by (B.8) and (B.9). They affect the computation of the anomaly
in the following way.
First, the supercharge (B.8) determines the chirality of the worldvolume fields of the M5-
brane. The chirality operator Γ
M5
on the M5-brane with the orientation ω6 = dx0 ∧ dx1 ∧ dx2 ∧
dx3 ∧ dx4 ∧ dx5 is given as
Γ
M5
= i−3Γ0Γ1Γ2Γ3Γ4Γ5. (B.21)
By using (B.4), it can be written also as Γ
M5
= −Γ6Γ7Γ8Γ9Γ10. Under this chirality operator,
QM5 has a definite chirality as
Γ
M5
QM5 = −QM5. (B.22)
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From this, the worldvolumes fermions χ ∼ [QM5, φ] (where φ represent worldvolume scalars) has
negative chirality Γ
M5
χ = −χ and so on. The chirality of the worldvolume fields affects the sign
of the anomaly.
Next let us explain (B.9). We are interested in the M2-charge of the M-theory orbifold
R
3 × (R8/Zk). (B.23)
Here the orbifold action on the coordinate
~z = (z1, z2, z3, z4) = (x3 + ix4, x5 + ix6, x7 + ix8, x9 + ix10) (B.24)
is given by
~z → e2πij/k~z, (j = 0, 1, · · · , k − 1). (B.25)
The question is how to define the uplift of this action to spinors. We define the action in such
a way that the supercharges preserved by this orbifold action is a subset of the supercharges
(B.9). In other words, adding M2-branes to the orbifold does not break supersymmetry, while
adding anti-M2-branes breaks it. The uplift of (B.25) on spinors Ψ is either Ψ → +R(j/k)Ψ or
Ψ→ −R(j/k)Ψ, where
R(t) = exp
(−πt (Γ3Γ4 + Γ5Γ6 + Γ7Γ8 + Γ9Γ10)) . (B.26)
In fact, one can check
R(t)−1
(
Γ1+2q + iΓ2+2q
)
R(t) = e2πit
(
Γ1+2q + iΓ2+2q
)
(q = 1, 2, 3, 4). (B.27)
which corresponds to (B.24). The sign ambiguity in Ψ → ±R(j/m)Ψ is the standard one in
going from SO to Spin, and it determines the spin structure of R8/Zk. By requiring that R(j/k)
preserves some of the charge QM2, we conclude that the sign must be such that
Ψ→ +R(j/k)Ψ. (B.28)
For example, R(1/2) = Γ3Γ4Γ5Γ6Γ7Γ8Γ9Γ10 and R(1/2)QM2 = QM2, and hence +R(1/2) pre-
serves the same supercharges as M2-branes, while −R(1/2) preserves the same supercharges as
anti-M2-branes. The choice (B.28) determines the spin structure of R8/Zk, and the spin structure
affects the value of the η-invariant on S7/Zk. In this way the choice (B.9) affects the anomaly of
the orbifold.
B.2 Supergravity background and supersymmetry
Mp-branes are realized as extremal black p-brane solutions in supergravity. As we will see, the
remaining supersymmetries (i.e. Killing spinors in the extremal black brane solutions) depend on
the sign of the flux F9−p. Our strategy is to relate the remaining supersymmetries (B.12) and the
fluxes (B.20) and determine the sign factor s.
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The Killing spinor equation has the following schematic form
(DI + c1ΓI /F
M
4 + c2 /F
M
4 ΓI)ǫ = 0, (B.29)
where ǫ is the Killing spinor,DI is the covariant derivative, and
/F
M
4 =
1
4!
(FM4 )JKLMΓ
JKLM , (B.30)
where ΓJKLM = Γ[JΓKΓLΓM ] is the product of gamma matrices with the indices J,K, L,M
antisymmetrized. The above form of the Killing spinor equation may be inferred just by simple
considerations of Lorentz structure and a counting of mass dimensions if we recover the Planck
scale 2πℓM. It is much more nontrivial to determine the coefficients c1,2. According to the equation
(13.13) of [127] , they are given by |c1| = 1/24, |c2| = 1/8 and c1c2 < 0. The overall sign of
c1, c2 depends on the convention of FM4 .
41
Let us consider the Killing equation when the Lorentz index I is in the direction parallel to
the Mp-brane, which we denote by the Greek letter µ. Then by translational invariance, we have
∂µǫ = 0. However, the covariant derivativeDµ is still nonzero. The metric of the extremal black
p-brane solution is of the form
ds2 = E(r)2(dx20 + · · ·+ dx2p) + F (r)2(dx2p+1 + · · ·+ dx210), (B.31)
where r = |~z|. In this metric, we can take the orthonormal frame eaI as eaµ = E(r)δaµ as long as µ
is in the tangent direction. Then the spin connection ωµIJ is
1
4
ΓIJωµˆIJ =
1
2
ΓµˆΓ
rˆF (r)−1∂r logE(r), (B.32)
where Γµˆ and Γrˆ are gamma matrices in the directions xµ and r normalized in such a way that
(Γµˆ)2 = (Γrˆ)2 = 1, and ωµˆIJ = E(r)−1ωµIJ . Therefore, the Killing spinor equation is simplified
to (
1
2
ΓµˆΓ
rˆF (r)−1∂r logE(r) + c1Γµˆ /F
M
4 + c2 /F
M
4 Γµˆ
)
ǫ = 0. (B.33)
In the M5 case (p = 5), the FM4 does not contain µ components and hence /F
M
4 Γ
µ = +Γµ /F
M
4 . On
the other hand, in the M2 case (p = 2), the term ∗FM4 ∝ FM7 does not contain µ and r, and hence
schematically FM4 ∼ dxµ1 ∧ dxµ2 ∧ dxµ3 ∧ dr. Thus we get /FM4 Γµ = −Γµ /FM4 . Therefore, we get
ǫ = −Z(r)−1(c1 ± c2)Γrˆ /FM4 ǫ, (B.34)
where Z(r) = 1
2
F (r)−1∂r logE(r), and the sign in±c2 depends on the sign in /FM4 Γµ = ±Γµ /FM4 .
41 By comparing (13.12) of [127] and (7.14) of this paper, we see that our C3 is the negative of A3 of [127]. Then
the values of c1 and c2 in this paper are c1 = −1/24 and c2 = 1/8. In particular, c2 is positive. This will be consistent
with what we will find later.
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It is possible to rewrite /F
M
4 in terms of /F
M
7 which is defined in the similar way as in (B.30).
Let us first notice that
1
4!
ǫI1···I7J1···J4ΓJ1···J4 = −iΓI1···I7, (B.35)
which follows from (B.4). Also, we have FM4 = is ∗ FM7 (because ∗FM4 = isFM7 and ∗2 = 1)
which is explicitly written as
(FM4 )J1···J4 = (is) ·
1
7!
(FM7 )
I1···I7ǫI1···I7J1···J4. (B.36)
Therefore,
/F
M
4 =
1
4!
(FM4 )J1···J4Γ
J1···J4 =
1
4!7!
(is)(FM7 )
I1···I7ǫI1···I7J1···J4Γ
J1···J4 =
1
7!
s(FM7 )
I1···I7ΓI1···I7
= s/F
M
7 . (B.37)
For the Mp-brane solution, the flux F9−p is such that∫
S9−p
FM9−p = s (B.38)
as we have seen in the previous subsection. Then we have
Γrˆ /F
M
9−p = s|FM9−p|Γp+1 · · ·Γ10, (B.39)
where the factor |FM9−p| ∼ 1/r9−p is a positive function of r. Therefore (B.34) is written for the
Mp-brane solution as
ǫ =
(
KpZ(r)
−1|FM9−p|
)
Γp+1 · · ·Γ10ǫ, (B.40)
whereKp is defined by
Kp =
{ −s(c1 + c2), (p = 5),
−(c1 − c2), (p = 2). (B.41)
Now let us notice that the sign of Z(r) = 1
2
F (r)−1∂r logE(r) is independent of whether we
consider branes or anti-branes, or whether we consider M2 or M5, because gravity is always an
attractive force. (Its absolute value depends on whether we consider M2 or M5.) More explicitly,
logE(r) ∼ −1/r8−p and hence Z(r) > 0. Therefore, the sign of the right-hand-side of (B.40)
is determined simply by the sign of Kp. By requiring that (B.40) coincides with (B.12), we get
Z(r) = |Kp||FM9−p| and
sign(Kp) = (−1)p. (B.42)
The actual values of c1 and c2 are such that |c2| > |c1| and hence sign(c2 ± c1) = sign(c2). Then
(B.41) and (B.42) give c2 > 0 and
s = +1, (B.43)
which is what we wanted to show.
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C Cohomology pairing and η-invariantmodulo 1 on lens spaces
In this appendix we compute the differential cohomology pairing on S7/Zk and the η-invariants
mod 1 which are required in Sec. 7.2, and provide the values already quoted in (7.34). The strategy
for the computation is to find a manifold Z whose boundary is Y = S7/Zk. For our purposes, Z
does not have to be spin; a spinc structure suffices. We also extend L1 and Cˇ1 to Z, and use this
Z to compute the quantities appearing in (7.34). Most of the discussions here can be generalized
for S2m−1/Zk without much difficulty, so we take m to be general. Then we obtain a formula for
the η-invariant mod 1 for lens spaces of general dimensions when the Dirac operator is coupled
to general flat line bundles. We note that we basically follow the discussion in [107]. We also
emphasize that the computation in this section only gives the η-invariants mod 1, and not the η-
invariants themselves. This is enough for the purposes of Sec. 7.2, but may not be enough for some
other purposes, such as using the η-invariant of the signature operator Dsig which is multiplied by
1/8. A different computation of the η-invariants of lens spaces which gives their values as real
numbers will be presented in Appendix D.
C.1 The geometry and the differential cohomology pairing
First, we consider CPm−1 and define a line bundleO(r) for an arbitrary integer r ∈ Z as
[S2m−1 × C]/U(1), (C.1)
where the U(1) acts as42
S2m−1 × C ∋ (~z, u) 7→ (eiα~z, eirαu) (α ∈ R). (C.2)
We denote the equivalence class of (~z, u) under the equivalence relation (~z, u) ∼ (eiα~z, eirαu) as
[~z, u]. Then O(r) = {[~z, u]}.
Now we take the total space of O(−k), and consider its subspace given by
Z = {[~z, u] | |u| ≤ 1}, (C.3)
Y = {[~z, u] | |u| = 1}. (C.4)
On Y , we can fix “the gauge symmetry” (~z, u) ∼ (eiα~z, e−ikαu) by taking u = 1. Then the
remaining gauge transformation is generated by [~z, 1] = [e2πi/k~z, 1]. Therefore, we conclude
that Y = S2m−1/Zk. The manifold Z has this lens space as the boundary, Y = ∂Z. One can
also check that the orientation of Z as a complex manifold is compatible with the orientation of
S2m−1/Zk induced from the standard orientation of S2m−1.
On Z, we define a line bundle Ls (s ∈ Z) by
Ls = {[~z, u, v]}/(~z, u, v) ∼ (eiα~z, e−ikαu, e−isαv). (C.5)
42 This line bundle O(r) can also be represented as [(Cm \ {0})× C]/C∗ which makes manifest the fact that it is
a holomorphic line bundle over CPm−1. The holomorphic sections of O(r) are degree r polynomials of ~z as can be
seen from this definition of O(r). This is a well-known fact in algebraic geometry.
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Notice that Ls = L⊗s1 . The line bundle L1 extends the one defined in (7.30) from Y = S2m−1/Zk
to Z. This is a pullback of O(−1) from CPm−1 to the total space of O(−k).
Let us consider a connection on L1 which becomes the flat connection in Y = S2m−1/Zk. We
represent the connection by using a differential cohomology element Aˇ ∈ Hˇ2(Z). Consider the
holonomy exp(2πi
∫
AA) of this connection around a loop
[e2πit/k~z0, u0] (0 ≤ t ≤ 1) (C.6)
in Y = S2m−1/Zk for a fixed (~z0, u0). The parallel transport of an element [~z0, u0, v] of L1 is
given by [e2πit/k~z0, u0, v]. From the fact that
(e2πi/kz0, u0, v) ∼ (z0, u0, e2πi/kv), (C.7)
we can see that the holonomy of the flat connection around the loop is e2πi/k.
Next consider a two dimensional disk
D = {[~z0, u]; |u| ≤ 1} ⊂ Z (~z0: fixed). (C.8)
Notice that the loop (C.6) is equal to ∂D because [eit/k~z0, u0] = [~z0, eitu0]. From the above
holonomy, we see that its curvature integral on the disk is given by43∫
D
FA =
1
k
. (C.9)
In particular, L⊗k1 has a connection kAˇwhich is trivial on Y and has the curvature integral given by∫
D
kFA = 1. This implies that the connection kAˇ can be continuously deformed (without chang-
ing the boundary values) to a connection which is trivial on Y and whose curvature is localized
on
M = {[~z, u = 0]} ⊂ Z. (C.10)
This M is isomorphic to CPm−1. The localization of the curvature means kFA ∼ δ(M) where
δ(M) is the delta function localized onM .44
We compute ∫
Z
(FA)
m =
1
k
∫
Z
(FA)
m−1δ(M) =
1
k
∫
M
(FA)
m−1
=
1
k
∫
M
(c1(L1))m−1 = 1
k
∫
CP
m−1
c1(O(−1))m−1 = (−1)
m−1
k
. (C.11)
where we have used the fact that L1 restricted to M ∼= CPm−1 is O(−1), and also used the
standard fact that
∫
CP
m−1 c1(O(t))m−1 = tm−1 for any t ∈ Z.
43The holonomy constrains
∫
D FA ∈ 1k + Z. We can modify the connection if necessary by using the connection
whose curvature is localized on CPm−1 = {[~z, u = 0]} ⊂ Z to get (C.9).
44 In the terminology of algebraic geometry,M is a divisor class associated to the bundle L⊗k1 .
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Now we have done all the preparations to compute the pairing of Cˇ1 on Y = S7/Zk. In this
paragraph we restrict our attention to the original casem = 4. We define Cˇ1 as Cˇ1 = Aˇ ⋆ Aˇ which
indeed gives [NC1 ] = c1(L1)2 on Y as we have defined in (7.31). Then the pairing on Y is given
by
(Cˇ1, Cˇ1) =
∫
Z
(FC1)
2 =
∫
Z
(FA)
4 = −1
k
. (C.12)
Thus we have obtained the first equation in (7.34). The pairing takes values in R/Z, so this
equation is meaningful only mod 1.
C.2 The η-invariant
Next we want to go to the computation of the η-invariant. In this appendix we are interested not
in η itself, but only η mod 1 for the purposes of computing anomalies. Thus we can use the APS
index theorem to compute it by integrating the corresponding characteristic class on Z.
One point which we need to be careful is the following. We want to use the manifold (C.4).
It is not always a spin manifold depending on the values of k (and m). However, the manifold Z
(or any complex manifold) is a spinc manifold. For the purpose of computing the η-invariant, it is
enough to have a spinc structure.
First let us discuss why Z is not necessarily spin. If we restrict to the submanifold M ∼=
CP
m−1 defined in (C.10), the tangent bundle of Z splits as TZ = TCPm−1⊕O(−k). The reason
is that the normal bundle toM in Z is O(−k) which follows from the definition of Z as the total
space of theO(−k) bundle over CPm−1. It is also well-known that if we add a trivial bundle C to
TCPm−1, we get a sum ofm copies of O(1),
TCPm−1 ⊕ C ∼= mO(1). (C.13)
The bundle mO(1) ⊕ O(−k) has a spin lift only if m + k is even. This is the obstruction to the
existence of a spin structure on Z.
Instead of spin structure, we consider the following bundle on a complex manifold Z. The
following discussion is generally true for any complex manifold and is well-known in algebraic
geometry. Let T ∗Z be the complex cotangent bundle of the complex manifold Z, and let T
∗
Z
be its complex conjugate bundle. (This T
∗
Z is isomorphic to the complex tangent bundle TZ by
introducing an explicit hermitian metric on TZ. Using the bundle T
∗
Z may be more natural in
the context of Dolbeault complex without an explicit hermitian metric.) We define
Sc =
dimC Z∑
ℓ=0
∧ℓ(T ∗Z), (C.14)
where ∧ℓE of a vector space E means the ℓ-th antisymmetric product of E. This is spinc by the
following reason. Let ΓI (I = 1, . . . , 2 dimCW ) be the gamma matrices of dimRW = 2dimCW
dimensional Clifford algebra. We take ai = (Γ2i−1 + iΓ2i)/2 and a
†
i = (Γ2i−1 − iΓ2i)/2. They
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may be regarded as creation and annihilation operators with {ai, a†j} = δij . Then we can find a
representation of the Clifford algebra by first taking |0〉 such that ai |0〉 = 0, and then consider
a†i1 . . . a
†
iℓ
|0〉. By this construction, we can see that Sc defined above is a spinc bundle (or more
precisely an irreducible Clifford module) on which the Clifford algebra acts. More explicitly, on
the bundle Sc, the actions of ai and a†i are given by a†i = dz¯i∧ and ai = ι∂¯i , respectively, where
dz¯i∧ is an operator which acts on a differential form ω as ω → dz¯i ∧ ω, and ι∂¯i is its adjoint.
The ‘chirality’, or equivalently the Z2 grading of the bundle, is determined by the degree ℓ of
∧ℓ(T ∗W ) mod 2.
The canonical line bundle of a complex manifoldW is defined by
K = ∧dimCW (T ∗W ). (C.15)
Then, if there exists a square root K1/2 of the canonical line bundle, we can define a spin bundle
as
S = K1/2 ⊗ Sc. (C.16)
Therefore, K1/2 measures the difference between S and Sc.
Let us return to the case of our manifold (C.4). Near the boundary, the manifold Z = {[~z, u]}
is embedded as a subspace of Cm/Zk by taking ~w = u1/k~z as the complex coordinates of C4/Zk
as far as ~w 6= 0. The equivalence relation is ~w ∼ e2πi/k ~w.45 The tangent bundle TZ is described
by tangent vectors ∆~w with the equivalence relation (~w,∆~w) ∼ e2πi/k(~w,∆~w). From this, we
see that TZ near the boundary is mL−1 = (L1)−1 ⊕ · · · ⊕ (L1)−1, i.e. the sum of m copies of
L−11 . The canonical bundle near the boundary is K = L⊗m1 = Lm. A square root of K exists near
the boundary ifm is even, and we take it to be K1/2 = L⊗(m/2)1 . Now we define
S ′ = L⊗(m/2)1 ⊗ Sc (C.17)
on Z. We soon explain the case of oddm.
When restricted to the boundary Y = ∂Z, the bundle S ′ gives a spin structure of Y =
S2m−1/Zk. The spin structure is not unique when k is even, because we can take a line bun-
dle associated to a homomorphism Zk → Z2 and modify the spin bundle by this line bundle.
However, the spin structure of S ′ coincides with the one which is realized in the M-theory orb-
ifold (which is given in (B.28) of Appendix B) as one can check by representing all bundles as a
sum of powers of L1.
Inside Z, S ′ is not spin, but spinc. However, that is not a problem in computing the η-invariant
on Y = S2m−1/Zk. We multiply the bundle by Ls1 to get
Ss := Ls1 ⊗ S ′ = L⊗(s+m/2)1 ⊗ Sc. (C.18)
This is a spinc bundle on Z. For the purpose of the computation of (7.34), we need to consider the
η-invariant of the bundles with s = 0 and s = 1.
45In fact, our manifold Z is a blowup of Cm/Zk at the singular point.
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Although it is not directly relevant to (7.34), let us also comment on the case of oddm. In this
case, S ′ is not well-defined. In fact, for oddm and even k, S2m−1/Zk is not a spin manifold as we
explained before. However, the bundle Ss is well-defined if we take s +m/2 to be integer. The
following computation is valid also for these cases.
Recall that Z is described as the total space of the O(−k) bundle on CPm−1, and L1 is the
pullback of O(−1) to this total space. In particular, the canonical bundle K of Z is topologically
given byK = KCPm−1 ⊗O(k) = O(k−m). Here we have used the fact that the canonical bundle
of CPm−1 is given by KCPm−1 = O(−m), which follows from (C.13). The bundles O(s) here are
understood as a pullback of O(s) from CPm−1 to Z. In fact, O(k) = L⊗(−k)1 is trivial near the
boundary Y = S2m−1/Zk, so this canonical bundle reduces to what we have discussed above, that
is, K = L⊗m1 near the boundary. The expression K = L⊗(m−k)1 is valid even inside Z.
Therefore, at the level of differential forms of the curvature (which is what is necessary for the
computation of η by using the higher dimensional manifold), we can split the bundle as
Ss = L⊗(s+m/2)1 ⊗ Sc = L⊗(s+k/2)1 ⊗ S, (C.19)
where we have formally set S = K1/2 ⊗ Sc. Such a formal expression is valid when we consider
the characteristic polynomial of the curvature in the index theorem. Let Aˆ(R) be the A-roof genus
of Z defined explicitly in terms of the Riemann curvature tensor R. Let FA be the curvature of the
connection Aˇ on L1 which was considered in the computation of (C.11). We can now compute
the η-invariant on Y = S2m−1/Zk by using the APS index theorem. Let Ds be the Dirac operator
acting on to the (positive chirality part of) Ss restricted to Y . From (C.19) we get
−η(Ds) ≡
∫
Z
exp
(
(s+
1
2
k)FA
)
Aˆ(R) mod 1. (C.20)
We can further simplify this expression as follows. The tangent bundle TZ is topologically
the same as TCPm−1 ⊕ O(−k). The characteristic class does not change even if we add a trivial
bundle C, and we have the splitting (C.13) Therefore, we get
TW ⊕ C = Lk1 ⊕L−11 ⊕ · · · ⊕ L−11 := L⊕(k,−1,··· ,−1)1 , (C.21)
where there arem copies of L−11 . Let Aˆ(L⊕(k,−1,··· ,−1)1 ) be the corresponding A-roof genus which
is equal to Aˆ(R) (up to the continuous deformation of the connection from the Levi-Civita con-
nection on TZ to the connection on L⊕(k,−1,··· ,−1)1 determined by the connection Aˇ on L1). This
can be represented as a polynomial of FA. Explicitly, it is given by
Aˆ(L⊕(k,−1,··· ,−1)1 ) =
(
kFA/2
sinh(kFA/2)
)(
FA/2
sinh(FA/2)
)m
. (C.22)
The η is now given by
−η(Ds) ≡
∫
Z
exp
(
(s+
k
2
)FA
)
Aˆ(L⊕(k,−1,··· ,−1)1 ). (C.23)
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The integrand is just a polynomial of FA. Moreover, we know from (C.11) that∫
Z
(FA)
m =
(−1)m−1
k
. (C.24)
By using these results, we can compute the desired η-invariant.
The above result can be summarized as follows. Let us define power series of variables
y, x1, · · · , xm+1 which we denote (by abuse of notation) as ch(y) and Aˆ(x1, · · · , xm+1), and
p(x1, · · · , xm+1), by the following formulas:
ch(y) =
∑
i
chi(y) = e
y,
Aˆ(x1, · · · , xm+1) =
∑
i
Aˆi(x1, · · · , xm+1) =
m+1∏
i=1
(
xi/2
sinh(xi/2)
)
,
p(x1, · · · , xm+1) =
∑
i
pi(x1, · · · , xm+1) =
m+1∏
i=1
(1 + x2i ), (C.25)
where chi is the degree i part of ch, and Aˆi and pi are the degree 2i parts of Aˆ and p, respectively.
Aˆ can be expanded by p as
Aˆ0 = 1, Aˆ1 = − 1
24
p1, Aˆ2 =
7p21 − 4p2
5760
, . . . . (C.26)
By using these notations, the η(Ds) is obtained from (C.23) and (C.24) as
(−1)mη(Ds) ≡ 1
k
∑
i+2j=m
chi (s+ k/2) Aˆj(k, 1, · · · , 1) mod 1. (C.27)
This result was obtained by Gilkey [128] by a different method.
Now let us restrict to the casem = 4. We get
p1(k, 1, 1, 1, 1) = k
2 + 4, p2(k, 1, 1, 1, 1) = 4k
2 + 6. (C.28)
Then we can compute the following, where all equalities are valid mod 1:
12(η(Ds)− η(D0)) ≡ 12
k
(ch4(s+ k/2)− ch4(k/2))− 1
2k
p1 (ch2(s+ k/2)− ch2(k/2))
≡ s
2(k2 − 2 + s2)
2k
. (C.29)
By putting s = 1, we get the second equation in (7.34). We can perform a consistency check
of this result. For the background labeled by s, the gauge field sAˇ gives a 3-form background
Cˇ = (sAˇ) ⋆ (sAˇ) = s2Cˇ1. Therefore, we have
12(η(Ds)− η(D0)) = −Q˜(s2Cˇ1) = −s2Q˜(Cˇ1)− s
2(s2 − 1)
2
(Cˇ1, Cˇ1). (C.30)
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By using −Q˜(Cˇ1) = (k2 − 1)/2k and (Cˇ1, Cˇ1) = −1/k, this equation gives the same result as
(C.29) for general s.
We also compute
30η(D0)− Kk(Kk − k)
2k
≡ 30
k
ch4(k/2)− 5
4k
p1ch2(k/2) +
7p21 − 4p2
192k
− Kk(Kk − k)
2k
=
k2 − 1
24k
− k(k + 1)(k − 1)
6
≡ k
2 − 1
24k
. (C.31)
This is the last equation in (7.34).
D Computation of the η-invariant on lens spaces
In this appendix we present methods for computing the values of the η-invariant on lens spaces
S2m−1/Zk which are different from the method in Sec. C. We compute them as elements of R
rather than R/Z.
The basic setup is as follows. Let
~z = (z1, · · · , zm) ∈ Cm. (D.1)
We consider the lens space defined by dividing the sphere S2m−1 = {|~z| = 1} by the Zk action
~z → e2πij/k~z, (j = 0, 1, · · · , k − 1). (D.2)
We denote this space as S2m−1/Zk.
On this space, we consider a spinc connection as follows. Let SCm be the trivial spinc bundle
on Cm. We denote the coordinate of the fiber SCm as Ψ. Then we define the action of Zk by
Ψ→ e−2πijs/kR(j/k)Ψ (j = 0, 1, · · · , k − 1). (D.3)
where s ∈ 1
2
Z is a parameter which specifies the spinc connection, and
R(α) = exp
(−πα (Γ1Γ2 + · · ·+ Γ2m−1Γ2m)) (0 ≤ α ≤ 1). (D.4)
Here ΓI (I = 1, · · · , 2m) are gamma matrices on Cm ∼= R2m. For this action to be a Zk action,
we must have
e−2πis exp
(−π (Γ1Γ2 + · · ·+ Γ2m−1Γ2m)) = 1, (D.5)
or equivalently
s ∈ m
2
+ Z. (D.6)
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Then we define a bundle on S2m−1/Zk as,
Ss = {(~z,Ψ) | |~z| = 1, ΓΨ = +Ψ}/Zk, (D.7)
where Γ is the chirality operator on SCm . This is a spinc bundle on S2m−1/Zk.
We may use the notation that Ss = S ⊗ Ls, where S = Ss=0 is the spin bundle defined by the
above construction with s = 0, and Ls is a line bundle. This splitting is possible only for evenm,
but we may also formally use such splitting for odd m. Such a formal splitting is possible if we
are only concerned with curvatures of the bundles.
We also consider bundles associated to bi-spinor fields Φ. The relevant bundle on Cm for the
bi-spinor is SCm ⊗ SCm ⊗ Lt, which means that Φ transforms as
Φ→ e−2πijt/kR(j/k)ΦR(j/k)−1 (j = 0, 1, · · · , k − 1). (D.8)
Here t ∈ Z is an integer parameter. We construct the corresponding bundle on S2m−1/Zk by
restricting the bi-spinor to ΓΦ = Φ. We denote the bundle as Ssigt ; see Sec. 6.2 for the details of
the signature index theorem.
Let Ds and Dsigt be the Dirac operator acting on sections of Ss and Ssigt , respectively. We want
to compute their η-invariant. We sometimes denote the η-invariant on a manifold Y as η(Y ) if the
operator D is clear from the context, or if D is a general operator.
We present two methods: In Sec. D.1, we use Zk orbifolds of the torus T 2m to deduce the
η-invariant. This method only uses the standard APS index theorem, but is only applicable to
k = 2, 3, 4, 6. In Sec. D.2, we introduce and utilize the equivariant APS index theorem. This
requires the reader to learn an additional mathematical machinery, but it allows the computation
for arbitrary k. These two subsections can be read mostly independently.
D.1 APS index theorem on T 2m/Zk
Here we describe a method which only uses the APS index theorem, but is restricted to the cases
k = 2, 3, 4, 6. It is done by computing the index on T 2m/Zk. The method here was used e.g. in
[59, 63].
The (singular) manifold T 2m/Zk is defined as follows. We first consider a torus T 2m whose
complex coordinate is denoted as ~z = (z1, · · · , zm). It satisfies equivalence relations of the form
~z ∼ ~z + ~p + τ~q, where ~p and ~q are vectors whose components are integers, and τ is the standard
period matrix of the torus. For k = 2, 3, 4, 6 with specific τ for each k, we can act Zk on the torus
as in (D.2). Then we get T 2m/Zk. We can define spin
c bundles in the same way as above.
The APS index theorem on T 2m/Zk can be applied as follows. First, notice that the manifold
T 2m/Zk has orbifold singularities. Let Bi be a small ball which is centered around a orbifold
singularity labelled by i. The boundary is ∂Bi = S2n−1/Zℓi where ℓi is a divisor of k and depends
on i. The index is defined as the APS index on a manifold which is obtained by subtracting Bi
from T 2m/Zk,
Z = T 2m/Zk −
⊔
i
Bi. (D.9)
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This is nonsingular, and has as the boundary
∂Z =
⊔
i
Bi =
⊔
i
S2n−1/Zℓi (D.10)
where the overline means orientation reversal.
By the APS index theorem, we get
index(T 2m/Zk) = η(∂Z) = −
∑
i
η(S2n−1/Zℓi), (D.11)
where we denote the η-invariant of the operator Ds or Dsigt on a manifold Y as η(Y ), and also
similarly for the index. The minus sign is due to the fact that η(Y ) = −η(Y ).
More explicit form is determined by careful examination of the geometry. In the case m = 1,
one can see directly the following. T 2/Z2 has four orbifold points with ℓi = 2. T 2/Z3 has three
orbifold points with ℓi = 3. T 2/Z4 has two orbifold points with ℓi = 4, and one orbifold point
with ℓi = 2. T 2/Z6 has one orbifold point with ℓi = 6, one orbifold point with ℓi = 3, and one
orbifold point with ℓi = 2.
Notice that if i is an orbifold point of T 2/Zk with Zℓi orbifold singularity, its pre-image in T
2
consists of k/ℓi points. Notice also that if i and j are two points in T 2 with orbifold singularity of
type Zℓi and Zℓj respectively, then {i} × {j} ∈ T 2 × T 2 = T 4 is a fixed point with Zℓ orbifold
singularity, where ℓ is given by the greatest common divisor of ℓi and ℓj . From these facts, one
can determine the orbifold points of T 2m/Zk from the knowledge of T 2/Zk.
The answer is given by
− index(T 2m/Z2) = 22mη(S2m−1/Z2),
− index(T 2m/Z3) = 3mη(S2m−1/Z3),
− index(T 2m/Z4) = 2mη(S2m−1/Z4) + 2
2m − 2m
2
η(S2m−1/Z2),
− index(T 2m/Z6) = η(S2m−1/Z6) + 3
m − 1
2
η(S2m−1/Z3) +
22m − 1
3
η(S2m−1/Z2). (D.12)
By solving these equations, we can determine the η-invariants as
η(S2m−1/Z2) = −2−2m index(T 2m/Z2),
η(S2m−1/Z3) = −3−m index(T 2m/Z3),
η(S2m−1/Z4) = −2−m index(T 2m/Z4) + 2
−m − 2−2m
2
index(T 2m/Z2),
η(S2m−1/Z6) = − index(T 2m/Z6) + 1− 3
−m
2
index(T 2m/Z3) +
1− 2−2m
3
index(T 2m/Z2).
(D.13)
The APS index theorem is valid under some boundary condition. In the present case of (D.9),
the boundary condition is given by the following condition. We can shrink Bi to zero size, and
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we extend the zero modes to the entire T 2m/Zk. The APS boundary condition is such that the
extended zero modes remain finite at the orbifold points. This in turn implies that the zero modes
come from the zero modes on T 2m which are invariant under the Zk action.
Therefore the index on T 2m/Zk counts the net number of zero modes on T 2m which are in-
variant under Zk. The zero modes on T 2m are just constant modes ∂IΨ = 0. The reason is
that the Dirac operator is given by iΓI∂I , and 0 = (iΓI∂I)2Ψ = −∂2Ψ which implies that
0 =
∫
T 2m
Ψ†(−∂2Ψ) = ∫
T 2m
∂IΨ
†∂IΨ. Therefore, we just need to count the number of com-
ponents of the spinor field Ψ which are invariant under Zk.
Let us consider the spinor fieldΨwhich transforms like (D.3). We consider operators i−1Γ2i−1Γ2i
for i = 1, · · · , m. We denote the eigenvalues of i−1Γ2i−1Γ2i as σi = ±1. The chirality operator Γ
is given by
Γ =
m∏
i=1
(
i−1Γ2i−1Γ2i
)
, (D.14)
and hence its eigenvalues are
∏m
i=1 σi. The condition that Ψ is invariant under (D.3) is given by
s+
1
2
m∑
i=1
σi ≡ 0 mod k. (D.15)
We need to count the number of components of Ψ satisfying this condition, and also determine
the eigenvalues of Γ of these components. For this purpose, we rewrite the equation as
m∑
i=1
1− σi
2
≡ s+ m
2
mod k. (D.16)
Thus, the number of components which has σi = −1 is of the form kj + s + m2 for j ∈ Z. The
chirality of such components is Γ = (−1)kj+s+m2 . Therefore, the index is given by using the
binomial coefficient as
index(T 2m/Zk) =
∑
j
(−1)kj+s+m2
(
m
kj + s+ m
2
)
. (D.17)
By putting this formula into (D.13), we get the values of the η-invariant.
The index of the operator acting on the bi-spinor field Φ transforming as (D.8) is more compli-
cated. But the basic idea is the same. We just count the number of components which are invariant
under (D.8).
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We list some examples. For the operator Ds, we get
k 2 3 4 6
index(T 4/Zk)s=0 −2 −2 −2 −2
η(S3/Zk)s=0
1
8
2
9
5
16
35
72
index(T 4/Zk)s=±1 2 1 1 1
η(S3/Zk)s=±1 −18 −19 − 116 572
index(T 6/Zk)s=1/2 4 3 3 3
η(S5/Zk)s=1/2 − 116 −19 − 532 − 35144
index(T 6/Zk)s=3/2 −4 0 −1 −1
η(S5/Zk)s=3/2
1
16
0 − 3
32
− 5
16
index(T 8/Zk)s=0 8 6 6 6
η(S7/Zk)s=0 − 132 − 227 − 964 −329864
index(T 8/Zk)s=±1 −8 −3 −4 −4
η(S7/Zk)s=±1
1
32
1
27
1
64
−119
864
. (D.18)
For the operator Dsigt , we get
k 2 3 4 6
index(T 4/Zk)t=0 0 −2 −2 −2
η(S3/Zk)t=0 0
2
9
1
2
10
9
index(T 6/Zk)t=1 0 3 4 3
η(S5/Zk)t=1 0 −19 −12 −149
index(T 6/Zk)t=3 0 0 −4 0
η(S5/Zk)t=3 0 0
1
2
0
index(T 8/Zk)t=0 0 6 8 6
η(S7/Zk)t=0 0 − 227 −12 −8227
. (D.19)
Some of the results here were announced and used in [22].
D.2 Equivariant index theorem
The equivariant index theorem states the following. Let Z be a manifold with boundary ∂Z =
Y . Suppose that a group G acts on the space Z (and any vector bundle on Z in which we are
interested). We consider an element g ∈ G such that the fixed points of the g action on Z are
isolated points p ∈ Z which are not at the boundary, p /∈ Y . In particular, g acts freely on Y .
Let DZ be a Dirac operator which acts on sections of a bundle SZ on Z. Let Γ be the chi-
rality (or Z2 grading) operator {DZ ,Γ} = 0. Then the index can be defined as index(DZ) =
tr(Γe−τD
2
Z), where the trace is over the space spanned by the modes of DZ , and τ > 0 is an
arbitrary positive constant. We can modify this definition by including g ∈ G as
index(DZ , g) = tr(gΓe−τD2Z), (D.20)
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where on the right hand side g acts on the modes of DZ .
We also define the η-invariant twisted by g as follows. Consider the Dirac operator DY on Y
which is constructed from DZ as described in Sec. 4.2. Let ψj be eigenmodes of DY which is in
an irreducible representation Rj(g) of G. Any mode in a single irreducible representation has the
same eigenvalue λj . Then we define
η(DY , g) = 1
2
(∑
j
sign(λj) trRj(g)
)
reg
, (D.21)
where the subscript reg means an appropriate regularization.
If a point p is fixed by g, this element g acts on the fiber (SZ)p of the bundle SZ by some
matrix. We denote this matrix as ρp(g). Also, g acts on the fiber (TZ)p of the tangent bundle TZ
and we denote this matrix as τp(g).
Nowwe can state the equivariant index theorem [129]. The index index(DZ , g) for g satisfying
the above conditions is given by
index(DZ , g) = η(DY , g) +
∑
p∈{fixed points}
tr(Γρp(g))
det(1− τp(g)) . (D.22)
The sum is over the fixed points of g on Z. The trace tr(Γρp(g))may also be called the supertrace
of ρp(g) under the Z2 grading Γ.
The above equivariant index theorem may be understood as follows. We may try to prove the
index theorem by the heat kernel method, which means that we use the expression (D.20) and take
the limit τ → +0. Very roughly speaking, the boundary condition used in the APS index theorem
is such that the boundary modes with sign(λi) = +1 contributes to (D.20) with Γ = +1, and the
boundary modes with sign(λi) = −1 contributes to (D.20) with Γ = −1. This gives the boundary
contribution η(DY , g) to the index. The bulk contribution is understood as follows. We can regard
H = D2Z as a Hamiltonian of a quantum mechanical particle living on Z [130]. Then e−τD2Z is the
Euclidean time evolution operator. Within a very short time τ → +0, it is very hard for a particle
to go from a point p ∈ Z to another point g · p ∈ Z unless these points are the same, p = g · p.
This implies that only the fixed points p = g · p contribute in the heat kernel method.46 Near each
fixed point p, we can approximate the manifold Z by a flat space RD such that p corresponds to
0 ∈ RD, where D = dimZ. Then the trace tr(gΓe−τD2Z) near the point p is given by
tr(Γρp(g))
∫
dDxdDk
(2π)D
e−ik·(τp(g)x)e−τk
2
eik·x
= tr(Γρp(g))
∫
dDk e−τk
2
δ ((1− τp(g))k)
=
tr(Γρp(g))
det(1− τp(g)) . (D.23)
46This intuition is not valid on the boundary Y , because the APS boundary condition is non-local. This is the
reason that we have the contribution η(DY , g) even if g acts freely on Y .
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This is what appears in (D.22).
Now suppose that G is a finite group whose elements, except for the identity element 1 ∈ G,
satisfy the above conditions. We can use the equivariant index theorem to compute the η-invariant
on a manifold Y/G which is smooth because of the assumption that G acts freely on Y . The
η-invariant on this manifold is given by
η(DY/G) = 1|G|
∑
g∈G
η(DY , g), (D.24)
where |G| is the number of elements of the finite group G. The η(DY , g) for g 6= 1 is given by
(D.22), while for g = 1 we simply use the ordinary APS index theorem
index(DZ , 1) = η(DY , 1) +
∫
Z
ch(F )Aˆ(R) (D.25)
where F and R are gauge and Riemann curvatures on Z which are relevant to the index of the
Dirac operator DZ . Therefore, we get
η(DY/G) = − 1|G|
∑
g 6=1
∑
p∈{fixed points}
tr(Γρp(g))
det(1− τp(g)) +
∫
Z
ch(F )Aˆ(R)−
∑
g
index(DY , g)
 .
(D.26)
This is the general expression.
In a special case that there are no zero modes of DZ and no curvature (F = 0 and R = 0), the
formula becomes simple. This is the case for Z = B2m = {~z ∈ Cm; |~z| ≤ 1}, Y = S2m−1 and
all the backgrounds are trivial. We take G = Zk which acts as (D.2). There is only a single fixed
point p = 0 ∈ B2m. On this point we get
det(1− τ(j)) = |1− e2πij/k|2m, (D.27)
where j ∈ Zk. The matrix ρ(g) is determined from (D.3) or (D.8). In each case the trace
tr(Γρp(g)) is given by
tr(Γρ(j)) =
{
e−2πijs/k(e−πij/k − eπij/k)m, (Dirac),
e−2πijs/k(e−πij/k − eπij/k)m(e−πij/k + eπij/k)m, (signature). (D.28)
where we have used the fact that the chirality is given by Γ =
∏m
i=1 (i
−1Γ2i−1Γ2i) . Therefore, the
equivariant index theorem gives
η(Ds) = − i
−m
k
k−1∑
j=1
e−2πijs/k
(2 sin(πj/k))m
, (D.29)
η(Dsigt ) = −
i−m
k
k−1∑
j=1
e−2πijt/k
(tan(πj/k))m
. (D.30)
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As examples, we list the values for the case ofm = 4, s = 0 and t = 0.
k 2 3 4 5 6 7 8 9 10
η(Ds=0, S7/Zk) − 132 − 227 − 964 − 625 −329864 −47 −105128 −9281 −1221800
η(Dsigt=0, S7/Zk) 0 − 227 −12 −3625 −8227 −387 −354 −106481 −46825
. (D.31)
Notice the agreement with the results in Sec. D.1 for k = 2, 3, 4, 6. The present method is valid
for any k.
E Non-unitary counterexamples to cobordism classification
The recent understanding of the anomaly and the corresponding invertible phases states that uni-
tary topological invertible phases are in bijection to the Pontryagin dual of the bordism classes
[60,61,98,131]. This statement is often called the cobordism classification of the invertible phases.
In particular, the partition function of a unitary topological invertible phase is a bordism invariant.
Here we present a simple class of non-unitary invertible topological phases whose partition
function is not a bordism invariant; in particular, its partition function on SD is −1. These ex-
amples illustrate the necessity of the unitarity condition in the cobordism classification. In this
Appendix,D is the spacetime dimensions of the bulk invertible phase, which was denoted by d+1
in the main part of the text.
E.1 The simplest example
The simplest example is given by a “massive bc ghost system” in D = 1 dimensions,
L = b
(
i
d
dt
−m
)
c = −b
(
d
dτ
+m
)
c, (E.1)
where t is the time coordinate, and τ = it is the Euclidean time coordinate. b and c obey Fermi-
Dirac statistics, but they are not spinors; we will discuss their representations under Lorentz sym-
metry later for the case of general dimensions D, but for D = 1 one can think of them just as
scalars. We regularize this theory by Pauli-Villars regularization with Pauli-Villars mass M , and
we take m = −M and M → ∞. Because |m| → ∞, its Hilbert space is one-dimensional and
spanned by the ground state. We need only SO(D) symmetry to define this theory, and no spin
structure is necessary.
When |M | = |m|, the partition function on S1 is given by
Z(S1) = det(
d
dτ
+m)
det( d
dτ
+M)
=
m
M
. (E.2)
It is Z(S1) = −1 form = −M . Obviously S1 is trivial in the bordism group Ω1SO(pt). This gives
a counterexample to the cobordism classification.
The point is that b and c obey the periodic boundary conditions and the zero mode contribute
the above factor m/M . (Nonzero modes do not contribute to the phase of the partition function.)
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If we instead consider a massive fermion, the circle S1NS which is trivial in Ω
1
spin(pt) has the anti-
periodic boundary condition, and in that case we get Z(S1NS) = +1. This is consistent with the
cobordism classification. For the periodic boundary condition, we get Z(S1R) = −1 which is of
course consistent because S1R is the nontrivial element of Ω
1
spin(pt) = Z2.
E.2 Abstract description
The abstract description of the system which is closely related to the above one was discussed
in [60]. Here we reproduce a sketch of the argument; we refer the reader to [60, 61] for more
details on the axioms used below.
First we give general discussions. If we have two Hilbert spaces HA andHB , thenHA ⊗HB
and HB ⊗ HA are isomorphic. We want a way to identify their elements, so we want to have a
map
τ : HA ⊗HB →HB ⊗HA. (E.3)
such that
τ : |a〉 ⊗ |b〉 7→ ǫa,b |b〉 ⊗ |a〉 , (E.4)
where ǫa,b is a sign factor. Mathematically, we need such τ to define the symmetric monoidal
category of super vector spaces.
Physically, we might expect the states |a〉 and |b〉 to have statistics deg(a) and deg(b).47 Math-
ematically this is the Z2 grading in super vector spaces. deg is even for Bose-Einstein statistics
and odd for Fermi-Dirac statistics. Then we expect
ǫa,b = (−1)deg(a)deg(b). (E.5)
Now we want to compute the partition function on S1. For this purpose, we first consider an
interval I = [0, β] and glue the two ends. The amplitude on the interval I is
e−βH =
∑
e−βEa |a〉 ⊗ 〈a| ∈ HA ⊗H∗A (E.6)
in the obvious notation. To glue the two ends we need to exchange |a〉 ⊗ 〈a| to 〈a| ⊗ |a〉 and then
use a natural map (gluing) 〈a| ⊗ |b〉 → 〈a| b〉. However, this exchange gives the sign
τ : |a〉 ⊗ 〈a| 7→ (−1)deg(a) 〈a| ⊗ |a〉 . (E.7)
Let us also consider another quantity, which we denote as f(a) and is defined by
(−1)F |a〉 = (−1)f(a) |a〉 . (E.8)
47 On non-compact spaces, there are physical states which have more nontrivial statistics than signs deg(a) = ±1,
such as anyon particles in 3-dimensions. However, on compact spaces, it seems that such generalized statistics do not
arise and hence we assume that it is described just by signs.
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Here (−1)F ∈ Spin(D) is in the center. This quantity determines whether the state |a〉 is a spinor
or not.
Now the partition function on S1 is given by48
Z(S1R) =
∑
e−βEa(−1)deg(a), (E.9)
Z(S1NS) =
∑
e−βEa(−1)deg(a)+f(a), (E.10)
where we have used the fact that S1NS has an additional insertion of (−1)F ∈ Spin(D). What
makes the usual thermal partition function positive definite is the spin-statistics theorem deg(a)+
f(a) = 0 mod 2.
The massive bc system considered above has deg(Ω) = 1 but f(Ω) = 0, where |Ω〉 is the
ground state, which is the only state in the limit of large mass gap. Therefore, we getZ(S1) = −1.
E.3 Generalizations to odd dimensions
We generalize the above system to theories in dimension D = 2n + 1. The following discussion
is generally valid for D = 4ℓ + 1, but for D = 4ℓ + 3 we will need to restrict to some specific
dimensions as we discuss later.
Consider a manifold Y with dimY = D = 2n+ 1. We take c and b to be sections of S ⊗ S∗,
where S is the spin bundle on Y and S∗ is the dual to S. For this theory itself, we do not need
spin structure because of the relation
S ⊗ S∗ ∼=
n∑
i=0
∧2iT ∗Y. (E.11)
Notice that only even degrees appear. There is an isomorphism ∧2iT ∗Y ∼= ∧D−2iT ∗Y , so we
could have used odd degree instead. Sec. 6.2 for the details.
The Lagrangian of the theory is
L = −b( /D +m)c. (E.12)
Here gamma matrices ΓI of /D = ΓIDI only act on the first factor S in S⊗S∗, while the covariant
derivative DI acts on both factors. Thus D := i /D is the Dirac operator relevant for the signature
index theorem, which we discussed in detail in Sec. 6.2. However, we remark thatDsigY in Sec. 6.2
acts on S ⊗ (S∗ ⊕ S∗), so η(DsigY ) of that section is twice the η(D) of this appendix.
As before, we takem = −M andM →∞. Then the partition function is
Z(Y ) = exp(−2πiη(D)). (E.13)
48 We implicitly assume 〈a| a〉 = 1 on the Hilbert space on the space which is a single point pt. For the case of the
massive bc ghost system, this may be true since its quantization on pt can be done in the same way as the massive
fermion. However, the nontrivial S1 partition function implies that the Hilbert space on pt ⊔ pt may have a negative
inner product.
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The zero modes of the operator D is given by the zero modes on∑ni=0 ∧2iT ∗Y . Let us define
b =
n∑
i=0
dimH2i(Y,R), (E.14)
which is the sum of the Betti numbers of even dimensional cohomology. Then the number of zero
modes is given by b, and
η(D) = b
2
+
1
2
∑
λ6=0
λ
|λ| , (E.15)
where the sum is over nonzero eigenvalues of D. By the discussion in Sec. 6.2, this sum over
nonzero eigenvalues is the same as η(D˜sigY ) of that section and hence we get η(D) = b/2+η(D˜sigY ).
Suppose that Y is a boundary of a D + 1-manifold Z. By the signature index theorem (6.40)
and the fact that η(D) = b/2 + η(D˜sigY ), we have
η(D) = 1
2
(
b+ σ(Z)−
∫
Z
L
)
. (E.16)
Here the signature is defined by the pairing on the relative cohomologyH•(Z, ∂Z,R).
Let us consider the partition function on Y = SD. It has b = 1 coming from H0(SD,R).
We emphasize that HD(SD,R) does not contribute because we summed only over even-degree
cohomology. We can take the (D+1)-manifold as Z = BD+1, which is the (D+1)-dimensional
ball. The signature σ(Z) and the Hirzebruch polynomial L (for a round sphere metric) are zero
on the ball BD+1. We conclude that
η(DSD) = 1
2
(E.17)
and hence
Z(SD) = −1. (E.18)
Notice that SD = ∂BD+1 is trivial in the bordism groups of both SO and Spin.
The above discussion was general for anyD = 2n+1. ForD = 4ℓ+1, there is no perturbative
gravitational anomaly in d = 4ℓ and hence the invertible theory on D = 4ℓ + 1 is topological. In
fact, in these dimensions nonzero modes always cancel and we have
Z(Y ) = (−1)b = (−1)
∑
i dimH
2i(Y ). (E.19)
It is interesting that the partition function is determined by Betti numbers.
In dimensions D = 7 and D = 8ℓ + 3, we can combine the above theory with the anomaly
theories relevant to fermions and self-dual 2-form fields to cancel the perturbative anomaly. Then
we get a topological theory. The anomaly theories for fermions and 2-form fields are unitary, and
hence they do not change the above conclusion Z(SD) = −1.
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