We study how pairs of neurons transfer correlated input currents into correlated spikes. Over rapid time scales, correlation transfer increases with both spike time variability and rate; the dependence on variability disappears at large time scales. This persists for a nonlinear membrane model and for heterogeneous cell pairs, but strong nonmonotonicities follow from refractory effects. We present consequences for population coding and for the encoding of time-varying stimuli. DOI: 10.1103/PhysRevLett.100.108102 PACS numbers: 87.18.Sn, 05.40.ÿa, 05.45.Xt, 87.19.lt External signals common to a group of neurons are a typical source of correlations [1, 2] , prompting experimental and theoretical efforts [3] [4] [5] [6] to characterize the transfer of correlated input currents to correlated spikes for pairs of uncoupled neurons. We have recently shown that in response to fluctuating input currents with fixed correlations, the spike (output) correlation between pairs of neurons increases with spiking rate, nearly independently of the spiking variance [7] . Here, we give asymptotic arguments demonstrating that this is true even for heterogeneous cell pairs, when correlations are computed over sufficiently large time windows. However, when examined on a finer time scale, output correlations (synchrony) increase with both the firing rate and spike train variability. These findings have important implications for neural coding: (i) heterogeneously tuned cells will encode sensory stimuli with related patterns of firing rate and population correlation [8] and (ii) time-varying stimuli will be encoded by both rate and synchrony [9] .
External signals common to a group of neurons are a typical source of correlations [1, 2] , prompting experimental and theoretical efforts [3] [4] [5] [6] to characterize the transfer of correlated input currents to correlated spikes for pairs of uncoupled neurons. We have recently shown that in response to fluctuating input currents with fixed correlations, the spike (output) correlation between pairs of neurons increases with spiking rate, nearly independently of the spiking variance [7] . Here, we give asymptotic arguments demonstrating that this is true even for heterogeneous cell pairs, when correlations are computed over sufficiently large time windows. However, when examined on a finer time scale, output correlations (synchrony) increase with both the firing rate and spike train variability. These findings have important implications for neural coding: (i) heterogeneously tuned cells will encode sensory stimuli with related patterns of firing rate and population correlation [8] and (ii) time-varying stimuli will be encoded by both rate and synchrony [9] .
Model. -The model consists of two integrate-and-fire (IF) neurons receiving stochastic inputs: Fig. 1(a) ]. Here, V i denotes the membrane voltage of cell i, is the membrane time constant, and f defines the subthreshold dynamics. We mostly take fV i ÿV i (leaky IF), but in one section use fV i V 2 i (quadratic IF). We adopt the standard threshold-spike-reset condition:
at such times, a spike is emitted, after which the voltage is held at V R during a refractory period r . We set 1, V T 1 and V R 0 in all figures and report quantities in units of and resetthreshold difference.
The input current I i t to cell i has a constant (dc) component i , and a stochastic component with amplitude i . The latter is the sum of two independent white noise processes, i t and t, with h i t j t 0 i ij t ÿ t 0 ; note that t is common to both cells. The weights 1 ÿ c p and c p (c 0) imply a correlation coefficient c between inputs I 1 t and I 2 t.
Of interest are the output spike trains y i t P i t ÿ t k i , where t k i is the kth spike time of the ith neuron. The firing rate of the ith cell is i hy i ti. We focus on the correlation coefficient T between the spike counts, n i t R tT t y i sds. The size of the time window, T, sets the time scale over which correlations are assessed, and is of critical importance. The coefficient T is computed from C ij hy i ty j t i ÿ i j , the spike auto (i j) and cross (i Þ j) correlation functions [4, 10] :
Extending the derivation in [7] , we next find an expression for T valid to linear order in c. Using the Fourier R T 0 e i!t y i t ÿ i dt, the cross spectrum of the spike trains y 1 t and y 2 t is given by P 12 ! hỹ 1 !ỹ 2 !i, which may be expanded as
where P ! h !!i 1 [2, 7] . Here, A i ; i ! is the susceptibility function [11] [12] [13] of a neuron driven by i i i t.
Using the Wiener-Khinchine Theorem, it follows that
where
The identical relationship connects the autocorrelation C ii t of y i t with its power spectrum P i !. Therefore, to lowest order in c,
Here S T , the correlation susceptibility [7] , characterizes the transfer between input correlation c and output correlation T . (Because inputs are white, c T c.)
Here we have used the following: the Wiener-Khinchine Theorem yields P 12 0 R 1 ÿ1 C 12 tdt, the susceptibility to dc input is A i ; i 0
, and for renewal point processes, C ii 0 CV 2 i i , where CV i is the coefficient of variation of the interspike interval distribution [14] .
Large T correlations.-We first study Eq. (4) in the case where the input statistics to both cells are identical ( i j ; i j ) [7] , and show analytically that S is approximately a function of firing rate only. When the response rates are low (i.e., < V T and 0 < 1) we can treat the voltage of each cell as a particle in the potential V V ÿ 2 =2. Kramer's theory can then be applied to calculate the terms in S, by computing the mean (m) and the variance (var) of hitting times of the threshold voltage V T , and by noting that m r ÿ1 and CV 2 2 var. Asymptotic results [11] give, to lowest order in , p expÿ 2 4 g;
and
, where
. Moreover, CV 2 1 to lowest order in , as the threshold crossing times are exponentially distributed in this limit. Substituting into Eq. (4), we obtain S 2 ÿ 1= 2 . Equation (5) may be inverted for sufficiently small (large ) to yield g ÿ1 . Therefore, for small , asymptotically S is a function of alone [ Fig. 1(b) ]:
Using asymptotic approximations for and CV at large , we obtain for fixed and large
Thus, S approaches 1 (0) in the large limit when r 0 ( r > 0): Fig. 1(b) . More generally, assume that and increase jointly so that = is constant [following a ray in Fig. 1(b Fig. 1(b) ]. Thus, a nonzero refractory period implies the neuron is ''best-tuned'' to transfer input correlations to output correlations at a particular rate.
These observations, together with numerical evaluations of Eq. (4) at intermediate rates, show that S is approximately a function of alone, a fact that greatly simplifies the statistical description of the LIF model. These findings hold for the quadratic IF model [ Fig. 1(c) ], and hence do not depend on the linear subthreshold dynamics or the ''hard'' threshold condition of the LIF model.
Effects of heterogeneity.-We now return to the general case of heterogenous responses and sample the input parameters f 1 ; 1 ; 2 ; 2 g over a wide range, producing very different combinations of i and CV i (i 1, 2) . Remarkably, when is plotted vs 1 2 p using Eq. (4), we see approximately the same correlation-rate relationship as for the homogeneous case [ Fig. 2(a) ]. At low 1 2 p , this relationship becomes almost independent of the ratio h 1 = 2 ( 1 > 2 ); at higher 1 2 p , it depends only weakly on h & 20. Thus, in the limit of small c we have
Here, the first approximation follows from our results for the homogenous case, and the second follows from the empirical observation thatŜ behaves at low as a power law,Ŝ / ( 0:8, not shown). To illustrate how surprising the result is, we show four voltage traces, each of which displays either a high or low CV, and a high or low rate [ Fig. 2(a) insets] . Despite the strongly distinct correlation functions obtained, any combination of these cases yielding the same i j p (AB, AC, BD, CD) gives the same S, within less than 1% (square on graph).
To explore the validity of the approximation
, we study the case PRL
100, 108102 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending 14 MARCH 2008
108102-2 where the ratio i i = i 1 is identical for both cells [ Fig. 2(b)] . We plot the level sets of S (thick black lines) along with the level sets of i j p (thin black lines) in the ( 1 , 2 ) plane [ Fig. 2(b) ]. For low i j p , the curves almost superpose for h < 4 (shaded areas). For larger i j p the level sets start to diverge. However, even when heterogeneity is quite large, h < 10, S along level sets of i j p does not vary by more than 10%. This agreement stands in contrast to that between level sets of S and of the arithmetic mean 1 2 =2, shown as gray lines (red online). The choice of the geometric mean is therefore special in capturing the rate dependence of S.
We tested this result in pairs of cortical cells recorded in vitro [ Fig. 2(c) ]. Neurons in mouse brain slices were injected with correlated, noisy currents, replicating the configuration of Fig. 1(a) (see [7] for experimental methods). The coefficient computed from heterogeneous paired spike trains shows the same qualitative trend obtained with the LIF model [ Fig. 2(c) ].
The observed rate-correlation relationship has immediate consequences for population coding. Consider N neurons whose rates i (i 1; . . . ; N) are tuned to a sensory variable (e.g. the orientation of a visual stimulus, Fig. 3  top) , with preferred s varying uniformly with i [15] . Assuming that all pairs in the population receive a uniform, stimulus-independent fraction of common fluctuating input, i.e., c ij c, Eq. (7) implies that the correlation ij between any pair will be tuned to . Thus, is encoded in not only the population rates but also in the population correlation structure: Fig. 3(a) vs 3(b) (cf. [8] ). For simple stimuli, such as single gratings, cells will be strongly correlated with similarly-tuned ''neighbors'' [ Figs. 3(a)  and 3(b) ]; richer stimuli generate more complex ij patterns, correlating cells of different preferred orientations [ Fig. 3(c) ]. Such an extension of stimulus selectivity from rate [16] to correlation tuning has broad and novel implications for information encoding in spiking neurons.
Finite T correlations.-To investigate related coding consequences for encoding of temporally modulated stimuli (cf. [17] ), we must measure correlations over finer time scales T [9, 10, 18, 19] . We therefore study the dependence of S T on T for homogeneous cell pairs: Fig. 4(a) shows that S provides a good approximation to S T for T * 5 ÿ 10, with faster convergence at higher CV. However, for lower T values, not only does S T decrease (cf. [20] ), but the approximate independence of S T from CV is lost. This effect is prominent for T (bar in inset), i.e., where correlations are assessed on a time scale comparable to the membrane time constant; we refer to such correlations as synchrony. Thus the synchrony susceptibility S T , at fixed small T, increases substantially with both rate and CV [ Fig. 4(b) ]. To appreciate this latter dependence, consider a neuron pair firing a low rate 0:05 and large CV 0:9 (point A). Next, consider the effect of a stimulus which boosts the firing rate to 0:8. If the stimulus current is mean-driven (MD), i.e., produced via a change in mean current , this results in a decreased CV 0:3 and a relatively unchanged S T (point C). By contrast, if the stimulus current is fluctuation-driven (FD) via a change of , the variability remains large CV 1 but S T increases substantially (point B).
This has strong implications for the response to dynamic stimuli st, which can likewise yield MD modulation of the inputs [t / st with fixed ] or FD modulation [t / st with fixed ] [Fig. 4(c) , red and black traces, respectively]. In either case, the rate tracks the stimulus, PRL 100, 108102 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending 14 MARCH 2008 108102-3 although t shows a slightly larger delay with respect to st in the MD case [21] . The variability decreases strongly with t for the MD case, but remains near the maximum value of 1 for the FD case. By analogy with the points A-B-C in Fig. 4(b) , the instantaneous synchrony t is strongly modulated by the stimulus [tracking t] for the FD input, but not for the MD input. The same result is obtained in the heterogeneous case, with T t then tracking 1 t 2 t p , as anticipated from Fig. 2(a) . In sum, for FD stimuli, correlations are expected to dynamically track stimulusevoked firing rates. The large variability typically reported in cortical recordings (FF 1 independent of firing rate [22] ) suggests that the cortex operates in such a regime, so that time-varying stimuli encoded in the modulation of firing rates will also be encoded via temporal modulation of synchrony [9] . Equation (3) holds for more complex cell models, inviting experimental applications; modifications enable studies of temporally colored inputs [4] . Moreover, extensions of Eq. (3) to include coupling terms can elucidate properties of structured networks (as in [2] ), thus serving to connect spiking network dynamics with the emerging role for correlations in sensory coding.
We 
