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“There are only two ways to live your life. One is as though nothing is a miracle. The
other is as though everything in a miracle.”
Albert Einstein (1879 - 1955)
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Graphene is an atomically thin two-dimensional (2-D) crystal with unique thermal,
mechanical, and electronic transport properties such as the high mobility of carriers,
perfect 2-D confinement and linear dispersion, etc., has been attracted many interest
as a promising candidate for nano-scale devices over the past decades. Multilayer
stacks of graphene and other stable, atomically thin, 2-D materials offer the prospect
of creating a new class of heterostructure materials. Hexagonal boron- nitride (hBN),
is a great candidate to be stacked with graphene due to an atomically 2-D layered
structure with a lattice constant very similar to graphene (1.8% mismatch), large
electrical band gap (⇠ 4.7 eV) , and excellent thermal and chemical stability. The
graphene/hBN based tunneling transistors show the resonant tunneling and strong
negative differential resistance (NDR). These devices which have potential for future
high-frequency and logic applications such as high-speed IC circuits, signal generators,
data storage, etc., has been studied both theoretically and experimentally recently.
The aim in this dissertation has been to study the effect of the uniaxial strain on
the graphene nanoribbon resonant tunneling transistors (RTTs). The uniaxial strain
may be induced either by an external stress applied to the graphene in a particular
direction or by a substrate due to deposition of graphene on top of the other materials.
The strain modifies distances between carbon atoms which leading to different hopping
amplitudes among neighboring sites.
viii
A resonant tunneling transistor consisting of armchair graphene nanoribbon (AGNR)
electrodes with three layers of hBN tunnel barrier between them has been consid-
ered. By using the nearest-neighbor tight-bind (TB) method and the nonequilibrium
Green function (NEGF) formalism, the electronic transport characteristics of RTT
is calculated. In this work, we focus on how the strain affects the current-voltage
characteristics of AGNR/hBN RTT.
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1.1 Why nonequilibrium Green’s function (NEGF)?
Today, the semiconductor industry is a giant market with over $300 billion value
achieving tremendous development in decreasing costs of processing, transmission
and storage capabilities. One of the fundamentals of semiconductor research is under-
standing how electronic devices operate. Device physics along with the computational
electronics can accurately predict the operational behaviors of an electronic device
without any actual fabrication of the device which offers many advantages such as de-
creasing industrial design cycle time, providing problem diagnostics, gaining insights
for future products, and shortening time to market.
The transport behavior of electrons and holes, two basic charge carriers in semicon-
ductor devices, determines the operation of semiconductor electronics. Traditionally,
charge carriers are moving through the device driven by electric field act as the semi-
classical particles expressing by drift-diffusion equations. For the most simple devices,
such as field-effect-transistors, the diffusive carriers transport is adequate and the tra-
ditional TCAD tools solve the drift-diffusion equation, current continuity equation,
self-consistently with the Poisson’s equation in the simulation process. This semi-
classical approach can describe properly devices in micrometer and sub-micrometer
scale.
In 1965, Gordon Moore noticed that the number of transistors per square inch
on integrated circuits had doubled every year leading to the rapid scaling down of
semiconductor feature size 1. Today, the whole device engineering scaled down to the
nanoscale range. There is the scaling limit of a few nanometers for the traditional
devices based on silicon. So, investigating new devices built from semiconductor
1
Although, the number of transistors per square inch has since doubled approximately every 18
months. This is used as the current definition of Moore’s law.
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nanowires, graphene, carbon nanotubes and organic molecules becomes a trend nowa-
days. Although, the electrical properties of materials are sensitive to the structures
in atomistic level due to quantum confinement and a semi-classical picture of the car-
rier transport is no longer valid in this regime [1]. Examining the semiconductors at
atomistic scale is also difficult and challenging experimentally. Therefore, more fun-
damental physics is required to seek a practical analyzing and simulation approaches
for nanomaterial engineers. In this approach, the electrons and holes shall be treated
quantum mechanically in atomistic scale rather than continuous one.
When the device dimensions are comparable to the scattering length due to phonons,
photons and other electrons (dimensions below 10nm), the modeling approach should
capture mechanisms such as quantum tunneling, quantum confinement, and scatter-
ing mechanisms. In these cases, even using the basic Schrödinger’s equation instead
of drift-diffusion equation is not adequate and a more powerful modeling approach
is required. The nonequilibrium Green’s function (NEGF) approach [1, 2, 3] based
on the self-consistent coupling of Schrödinger and Poisson equations, is designed to
capture decoherence effects including electron-phonon scattering.
The main features of NEGF can be briefly described as follows:
• The main ingredient of the method is the Green’s function, which is a function
of two spacetime coordinates and it is useful to calculate physical quantities such
as currents and densities, electron addition and removal energies and the total
energy of the system.
• In the absence of external fields the NEGF method reduces to the equilibrium
Green function method which has had important applications in quantum chem-
istry.
• The method can be applied to both extended and finite systems.
• The strong external fields (such as electron-electron interactions) can be treated
non-perturbatively in the method by considering infinite summations.
• Dissipative processes and memory effects in transport that occur due to electron-
electron interactions and coupling of electronic to nuclear vibrations can be
clearly diagrammatically analyzed.
1.2. Graphene based heterestructures 3
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Chapter 1 Introduction 
1.1 Significance of Graphene 
Graphene is the name given to a flat monolayer of carbon atoms tightly packed into a two-dimensional 
honeycomb lattice, and is a basic building block for graphitic materials of all the other dimensionalities.  
It can be wrapped up into 0D buckyballs, rolled into 1D nanotubes or stacked into 3D graphite (Shown in 
Figure 1.1). Although it has been theoretically studied for sixty years [1], graphene was presumed not to 
exist in free state until Novoselov et.al in 2005 reported its formation and the anomalous features it 
exhibited [2, 3].  This experimental breakthrough has generated much excitement within the physics 
community. This can be clearly seen by studying the number of papers appearing in the search result on 
Web of Science containing the word “graphene” in the abstract shown in Figure 1.2.  
 
Figure 1.1 Graphene is a 2D building material for carbon materials of all other dimensionalities. [3] 
Figure 1.1: Graphene is a 2-D building material for carbon materials
of all other dimensionalities [8]
In Ref. [4], many practical aspects of implementing the NEGF method are dis-
cussed in a rather pedagogical way using the matrix representation of the Green
functions of the two terminal structures.
1.2 Graphene based heterestructures
Graphene, a single sheet of carbon atoms tightly packed into a two-dimensional hon-
eycomb lattice has been experimentally discovered in 2005 by Novoselov et.al [5, 6].
The strictly two-dimensional graphene can be seen as the basic building block for
the other graphite materials, having different dimensionalities, see Fig. (1.1). It can
be wrapped up into 0D buckyballs (the spherical molecule called fullerene which was
found in 1985), rolled into 1D nanotubes (produced in 1991), or stacked into 3D
graphite. Graphene properties have been theoretically investigated for sixty years
now (see Refs. [7]).
In addition to being a purely 2-D crystal of only one atomic layer thickness,
graphene has a unique electronic structure which is fundamentally different from other
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materials and make this material interesting for both theoreticians, experimentalists,
and engineers. One of the most important features of graphene is its linear energy
spectrum at low energies. This kind of spectrum is known from high-energy physics
where it corresponds to massless particles like neutrino. Consequently, graphene is
an experimentally accessible condensed matter system for studying relativistic quan-
tum mechanics. Relativistic-like dispersion relation is responsible for such effects as
Klein tunneling -unimpeded penetration of particle through the infinitely large po-
tential barrier [9]. The electrons in graphene propagate at extremely high velocities,
only 300 times smaller than the velocity of light acting like Dirac fermions with ef-
fective mass. This makes graphene the best known conductor with mobility up to
200,000 cm2 V–1s–1 at room temperatures. Another fascinating feature of graphene is
the minimum conductivity of order 2e2h at the Dirac (neutrality) point, even though
the density of states vanishes at that point. Furthermore, it is known, that the two
basic edge shapes, namely zigzag and armchair, lead to different electronic spectra for
graphene nanoribbons.
The possible applications of graphene are very extensive. Graphene is considered
as the main candidate for a future post-silicon electronics [10] due to its high mobility.
Another particular application of graphene is transistors operating at ultrahigh radio
frequencies [11]. Due to its high optical transmittance (⇡ 97.7%), graphene is pro-
posed to be used as a flexible transparent electrode in touchscreen devices [12]. Also,
graphene posses a broad spectral bandwidth and fast response times, which makes
this material attractive for optoelectronics and, in particular, phototransistors [13].
Meanwhile, other 2-D materials have also attracted the attention of researchers.
One of them, in particular, is hBN, material that possesses a hexagonal structure
made up of boron and nitrogen atoms. It’s a lattice constant only differs from that
of graphene by 1.8% but has huge 4.7 eV band gap due to the boron and nitrogen
bonding. The wide band gap means that hBN can function as a good insulator
with an atomically flat surface. When hBN is used as a substrate for graphene, the
electron mobilities in graphene can easily exceed 10,000 cm2 V–1s–1 compared to that
in graphene on SiO2 surface which is only 7000 cm2 V–1s–1 . hBN is very resistant both
to mechanical manipulation and chemical interactions, so it can be used to encapsulate
materials [14]. Additionally, hBN may provide an atomically smooth surface free of
dangling bonds and charge traps, which is the ideal material for gate dielectrics [15].
Single-layer hBN, atomically thin, can be used as tunneling barriers for the devices
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[16, 17, 18]. hBN substrates leave the band structure of graphene near the Dirac point
virtually unperturbed and dramatically improve the mobility of graphene devices [19].
Looking beyond this field, isolated atomic planes can also be reassembled into
heterostructures made layer by layer in a precisely chosen sequence to achieve new
properties that differ from that of the original materials. Basically, the single layer of
two-dimensional materials is constructed with strong covalent bonds in the plane. The
few layers of the two-dimensional materials are made up by weak interactions between
neighboring two-dimensional layers (in the out of plane direction), namely van der
Waals force which is sufficient to allow influences between the layers of 2-D materials.
Specific electronic and optical properties that arise in van der Waals heterostructures
are convenient for controlling the generation, transportation and recombination of
charge carriers, excitons, photons, and are beneficial for the design of unique electronic
and photoelectronic devices.
The van der Waals heterostructures provide the chance for engineering a new
device at the atomic level, so as to invent the ultra-thin, low-power and flexible device.
For example, placing graphene on hBN improves the electronic mobility and if the
lattice of graphene is well aligned with that of hBN, self-replicas of the Dirac cones
can be observed due to many-body interactions.
1.3 Thesis outline
We begin with an introductory part consisting of Chapters 2 and 3. In Chapter 2,
we present the general techniques and computational methods used within this thesis
such as Landauer-B üttiker formalism, tight-binding model, and Green’s function
formalism.
Chapter 3 is dedicated to graphene. In this chapter, we present the widely used
single-band, single-electron tight-binding Hamiltonian. The band structure of the
graphene is studied and its linear properties are described. Two different types of
graphene nanoribbons are introduced briefly. The chapter ends with exploring the
effect of uniaxial strain applied on the graphene band structure. In Chapter 4, we
theoretically explore the effect of uniaxial strain on the Current-Voltage,I – V, charac-
teristic of an AGNR-hBN-AGNR multilayer heterostructure device. In such devices,
resonant tunneling occurs if the applied gate voltage align the Dirac points of the top
and bottom graphene electrodes. Applying strain on the device deforms the Dirac
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points of the graphene (electrodes) so will result in deforming the transport proper-
ties of the device. We consider the uniaxial strain applying in the armchair or zigzag
direction of both electrodes, such that it changes the intra-layer atomic distances in
all layers in the same way. For simplicity, we have ignored the mismatch of the lattice
constant between hBN and graphene. By using the tight-binding model and nonequi-
librium Green’s function formalism the current-voltage characteristic of the device is
calculated in the presence of the uniaxial strain.






Measurements revealed that the phase coherence length of electrons in graphene is
up to several microns long [20]. As a result, electronic transport properties of small
graphene devices will rely strongly on quantum coherence effects. The theoretical
framework commonly used to describe transport through these so-called mesoscopic
devices is the Landauer-Büttiker approach. In this section, we briefly will review
the Landauer-Büttiker approach and explain how current can be described in terms
of transmission probabilities. The Landauer-Büttiker approach is a well-established
method and detailed reviews can be found in Refs. [4, 21, 22, 23, 24].
The standard setup for the theory consists of a mesoscopic device connected to
electron reservoirs via leads (See Fig. (2.1)). The reservoirs provide thermalized
electrons to occupy the states of the leads. The contacts between leads and reservoirs
are considered to be reflectionless, so that electrons coming from the leads can enter
the reservoir without suffering reflections, and are thermalized before being re-emitted.
Furthermore, the leads are considered perfect; i.e., they are translational invariant
in the propagating direction. The finite width in the transverse direction, however,
leads to quantized transverse modes. The wavefunctions in the leads are thus of the
form eikx n(y). The transverse modes  n(y) are referred to as eigenchannels.
The conductance through the sample can now be expressed in terms of transmis-
sion probabilities Tn; i.e., the probability for an electron in channel n to be transmitted
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Figure 2.1: Set up for Landauer-Büttiker formalism.
where h is the Planck constant, e is the electron charge, EF is the Fermi energy, and
G is the conductance.
We will now give an intuitive derivation of the Landauer formula, for more details
see Refs. [4, 24].
The population of the states in the leads is given by the Fermi-Dirac distribution
f(E – ma), where ma is the chemical potential of the reservoir a = 1, 2,... The electrical






Tn(E) v(k) f(E – ma), (2.2)
where L is the length of the device. The factor 2 accounts for the spin, v(k) is the
group velocity of the electrons and Tn(E) gives the transmission probability of channel
n at energy E(k) .
The net current is calculated from the difference between the currents originating
from the different leads and must be summed over all quantum channels (n). For
2.1. Landauer-Büttiker formalism 9










Tn(E) v(k) (f(E – m1) – f(E – m2)), (2.3)








dE Tn(E) (f(E – m1) – f(E – m2)), (2.4)















At low temperatures and for low voltages eV = m1 – m2, one can make the following
Taylor expansion around the Fermi energy, (EF)
f(E – m1) – f(E – m2) ⇡ d(E – EF) (m1 – m2). (2.7)
Substituting the Eq. (2.7) into the Eq. (2.4), the conductance through the system






Tn(EF) (m1 – m2), (2.8)
For the systems with more than two leads, a sum over all leads (indexed by a and






[Tba(EF)ma – Tab(EF)mb], (2.9)
where Tba(EF) is the total transmission coefficient from lead a to lead b (sum of all
transmission probabilities Tnba(EF)) . Introducing the electric potential Va = mae , this
10 Chapter 2. Techniques










describe the conductance between the different leads.
From a physical point of view, we need to ensure current conservation and gauge
invariance. Current conservation implies for a multi-terminal geometry that
’
a
Ia = 0. (2.12)
The gauge invariance means that no current arises when all chemical potentials are






Gab = 0. (2.13)




Gba(E)[Va – Vb]. (2.14)
Consequently, calculating transport properties of a mesoscopic device essentially
boils down to determining transmission coefficients [4, 24].
2.2 Tight-binding model
In order to numerically compute physical quantities, such as the transmission coeffi-
cients (T(E)) in the Landauer-B üttiker formalism, one needs to represent a numerical
model of the problem that is straightforward, simple to use, and sufficiently unre-
stricted. To this end, a tight-binding representation in one dimension and its extension
to a layered structure are considered in this section.
The tight-binding of a system can be calculated by discretizing the Hamiltonian
on a lattice. It should be kept in mind that each lattice site is not necessarily cor-
responding to an atom as in first-principal calculations; instead, a site may serve a
2.2. Tight-binding model 11
Figure 2.2: One dimensional lattice points xq = qa.
region containing many atoms. which is small compared to physically relevant quan-
tities such as Fermi wavelength [25].
2.2.1 Tight-binding in one-dimension







For a system described by a set of one-dimensional lattice point, Fig. (2.2), with
uniform spacing a, Hamiltonian can be written as ( xq = qa and assuming that only






]x=qa +Vqyq , (2.16)
where q is an integer, V is the electrostatic potential, yq ! y(x = qa) is the wave-
function at point x = qa, and Vq ! V(x = qa).
Using the method of finite difference to approximate the derivative operator [4]







[yq+1 – yq], (2.17)






[yq–1 – 2yq + yq+1]. (2.18)
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Introducing t ⌘ ~2
2ma2




onsite energy, then Hamiltonian can be written as
[Hy(x)]x=qa = –tyq–1 + eyq – tyq+1. (2.20)
Therefore by substituting Eq. (2.20) in the Schrödinger’s equation, we have





–t E – e –t
–t E – e –t


















Here, e and t represent the onsite potential energy and interaction between nearest
neighbor lattice points q and q – 1 or q + 1 respectively.
By using Bloch’s theorem [1], the solution of Eq. (2.21) can be verified as
E(k) = e + 2 t cos(ka), (2.22)
 q(k) = e
i kqa. (2.23)
Finally, we write a general nearest neighbor tight binding Hamiltonian by [1],
– tq,q–1yq–1 + (E – eq)yq – tq,q+1yq+1 = 0. (2.24)
2.2.2 Tight-binding for layered structures
A layer can be considered as a planar arrangement of lattice points in a certain
desirable configuration. As an example consider the structure in Fig. (2.3). Here,
layer q consists of three lattice points a, b and c. The form of the Hamiltonian remains
the same as in Eq. (2.24) except the fact that eq and tq,q+1 or tq,q–1 must now be
replaced by (3 ⇥ 3) matrices and yq by a (3 ⇥ 1) vector as given below
2.2. Tight-binding model 13




















































where eaq, ebq and ecq are the diagonal elements of the Hamiltonian at grid points a,
b and c ,respectively, in layer q. Furthermore, the entries tijq,p represent interaction
between the lattice point i in layer q and the lattice point j in layer p, while i, j 2 a, b, c
[1].
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2.3 Green’s function formalism
Assuming a tight-binding model, a numerical representation of the system was es-
tablished in the previous section. We still need a mathematical formalism in which
various physical characteristics can be calculated. To this end, Green’s functions offer
themselves as a precious. One of the advantages is the relative ease with which they
can be calculated compared with the direct numerical solution of the Schr ödinger’s
equation. In particular, a highly efficient recursive approach is available to obtain the
Green’s functions which are essential for the evaluation of the transmission coefficients
in the Landauer-B üttiker formalise [4, 21]. This approach is discussed in detail in
this section.
2.3.1 Green’s function: the principle
In quantum physics, Ĝ(E) as the single-particle Green’s function of a system which is
described by a hamiltonian Ĥ can be defined as the solution for the operator equation
[4, 21, 26]
[E – Ĥ] Ĝ(E) = 1̂. (2.28)
A formal solution for this equation is given by Ĝ(E) = (E – Ĥ)–1. However, this
solution is not well-defined for values of E corresponding to the eigenvalues of the
Hamiltonian [25]. The Eq. (2.28) can be written in the position space as
[E – Ĥ(r)]G(r, r0, E) = d(r – r0), (2.29)
where G(r, r0, E) =< r |Ĝ(E)| r0 > is called the Green’s function of the system which
can be considered as a wavefunction at position r responding to a Dirac delta function
excitation localized at r0 . However, we also take G into account as the source for
such excitation. In fact, both solutions satisfy Eq. (2.28), but they correspond to
various boundary conditions: if H is the Hamiltonian for a particle which moves in a
constant potential, the first solution corresponds to an out-going wave from the point
r0, whereas the second one is an incoming wave. To include such boundary condi-
tions into a unique definition for the Green’s function, we may add an infinitesimal
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imaginary variable into the energy, leading to
G±(r, r0, E) ⌘ limh!0+G(r, r0, E ± ih), (2.30)
where the functions G± satisfy the equation
[E ± ih) – H(r)]G±(r, r0, E) = d(r – r0). (2.31)
The functions G+ and G– are called retarded and advanced Green’s function,
respectively. In the above example, the retarded Green’s function corresponds to
the outgoing wave and the advanced Green’s function to the incoming one. Actually,
Fourier transforming the functions G± to the time domain by a closed contour integral
in the complex plane, the resulting functions relate to the casual and anti-casual
solutions [27].
Consequently, the retarded and advanced Green’s function for any value of E are





E ± ih – Ĥ
. (2.32)
For brevity of notation the hat in Ĝ, will be omitted in the next subsection. From
the context, it is obvious that Green’s function stands for a function, a matrix in the
discrete system, or an operator. Besides, we will drop the subscript ± which distin-
guishes retarded from advanced Green’s function. There, G will denote a retarded
Green’s function. From Eq. (2.32), it is evident that the advanced Green’s function
corresponds to the Hermitian conjugate of the retarded Green’s function, meaning
that G+ = (G–)† ⌘ G† [25].
2.3.2 Transmission coefficients and the Green’s function
In the Landauer-Büttiker formalism discussed in Section 1, a central device is con-
nected to perfect leads, and we express I-V characteristics in terms of the transmission
coefficients between the leads. The transmission coefficients are related to the Green’s
function of the device. In a tight-binding representation [28, 29], the transmission co-
efficient between the leads p and q can be written as
Tpq = trace[ p Gpq  q G
†
pq], (2.33)
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where Gpq is a submatrix of the whole system’s Green’s function: it includes only the
elements of Green’s function between the sites in the central device that is connected
to the leads p and q. The matrix  p in Eq. (2.33) is the so-called broadening function
of the lead p and it can be expressed in terms of the self-energy  p of the lead.
 p = i( p –  
†
p), (2.34)
As will be clear momentarily the self-energy is relevant to the elements of G be-
tween sites at the surface of the leads [25]. Further details will be provided in the
following subsection.
2.3.3 Lattice Green’s function approach
Judged superficially one might have the impression that all is necessary has already
been stated about Green’s function method: one just obtains the tight-binding Hamil-
tonian of the system under consideration, writes it down in the form of a matrix, and
calculates the Green’s function by using the inversion of matrix E + ih – H . Hence,
physical quantities such as transmission coefficients of the Landauer - Büttiker for-
malism can be calculated by expressing them in terms of the Green’s function.
However, since we are dealing with an open system (semi-infinite leads connected
to the device) the tight-binding Hamiltonian matrix which describes the whole system
is infinite dimensional and thus cannot be inverted numerically. Thus, even if we are
able to meaningfully truncate the Hamiltonian matrix, inverting it directly would be
numerically highly expensive. We will discuss these and related issues in this section.
In our discussion, we will use the notation Gnn0 to indicate a submatrix of the whole
Green’s function matrix G. Here, Gnn0 describes the connection between the sites of
columns n and n0; i.e.,
< m|Gnn0(E)|m
0 >= Gnm,n0m0(E) =< nm|G(E)|n
0m0 >, (2.35)
where (m, n) label the sites in the tight-binding lattice [4, 21].
2.3.4 Semi-infinite leads: self-energy description
In the Landauer-B üttiker formalism, the system consist of a central device which is
connected to the leads, Fig. (2.1). Consequently, we subdivide its Hamiltonian as
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follows








where HC is the Hamiltonian of the central device and Hil is the Hamiltonian of lead
i. Vild describes the coupling between lead (l) and device (d). Numerically, it is
impossible to obtain the Green’s function by a direct inversion [E + ih – H]–1, since
each Hil have infinite dimension.
The standard approach to solve this problem accounts for the influence of the lead
by a self-energy term. In this approach, the central device including the effects of the
leads can be described by a finite dimensional Hamiltonian [21, 29]




where  i is the retarded self-energy of the lead i defined as





Here, gil is the Green’s function of the isolated semi-infinite lead: g
i




At first sight, it seems that the problem has just been shifted, since for the cal-
culation of gil we still require the inversion of infinite dimensional Hamiltonian H
i
l.
However, based on the fact that a nearest-neighbor tight-binding model is used, the
matrices Vidl and V
i
ld have nonzero elements only when the sites on the surface of the
leads and their neighbor sites in the device are considered. This reflects that only
the surface Green’s function (gil)11 is required in Eq. (2.38), see Fig. (2.4). The key
point is that various methods are available in order to calculate the associated Green’s
function: Major methods utilized in this work will be discussed in Chapter 4.
The Hamiltonian of the central device includes N lattice sites, HC can be repre-
sented by a 2N ⇥ 2N matrix (the factor 2 accounts for the spin). Thus, the corre-
sponding Green’s function can be obtained from the following expression
GC = [E + ih – HC]–1. (2.39)
However, the number of floating point operations which are essential for inverting
a 2N ⇥ 2N matrix scales as (2N)3, and thus the inversion in Eq. (2.39) causes heavy
constraints on the numerically reachable system size. There is an efficient recursive
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Figure 2.4: The influence of an lead can be described by adding its
self-energy to the Hamiltonian of the device [25].
method to obtain GC, which is presented in the next subsection.
2.3.5 Recursive method: standard approach
Recursive methods which are the most useful methods to evaluate the Green’s function
are based on the division of the device in smaller parts. These parts are glued together
by using Dyson’s equation [27]
G = g + g V G, (2.40)
which allows us to relate the Green’s function g of two disconnected subsystems to the
Green’s function G of the connected system. Here, V denotes the hopping between
the subsystems.
Before we start a detailed discussion on the recursive Green’s function method,
we will illustrate the use of Dyson’s equation by an example, shown in Fig. (2.5).
Consider a system composed of two parts with the known isolated Green’s function g.
We would like to obtain GN1, which is the elements of the Green’s function between
the first and the last column of the coupled device. This can be done by projecting
Eq. (2.40) between columns N and 1
GN1 =< N|G|1 > (2.41)
=< N|g|1 > +
’
|a>, |b>
< N|g|a >< a|V|b >< b|G|1 > (2.42)
=< N|g|n >< n|V|n + 1 >< n + 1|G|1 > (2.43)
= gNn Vn,n+1 Gn+1,1 . (2.44)
In obtaining the Eq. (2.43), we have used the fact that the hopping matrix V
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Figure 2.5: Connecting two isolated sections with Dyson’s equation
to evaluate Green’s functions for the connected system [25].
between disconnected systems has only nonzero elements between columns n and n+1
in the nearest-neighbor tight-binding model. Furthermore, we have gN1 = 0, because
g is only for the disconnected system. Now, we proceed to find the unknown Gn+1,1
in Eq. (2.44) by taking again the appropriate matrix elements of Dyson’s equation.
We follow this procedure until we find a closed set of equations as
Gn+1,1 = gn+1,n+1 Vn+1,n Gn1 (2.45)
Gn1 = gn1 + gnn Vn,n+1 Gn+1,1. (2.46)
By using the above equations, we obtain
Gn+1,1 = [1 – gn+1,n+1 Vn+1,n gnn Vn,n+1]
–1gn+1,n+1 Vn+1,n Gn1. (2.47)
Substituting this relation in Eq. (2.44), we will obtain an equation for GN1 in
terms of Green’s functions for the isolated parts, which was our original objective.
Now, we have sufficient technical knowledge to proceed to the recursive Green’s
function method [21, 30]. In the following, we will consider a central device which is
discretized on a rectangular tight-binding lattice composed of M rows and N columns
Fig. (2.6) .The influence of the leads which are connected to this central device will
be explained by their self-energy, which give rise to a finite dimensional Hamiltonian
HC for the device, as explained in the previous subsection. We will assume that all
leads are connected at the right and left edges of the central device so that their
self-energies only affect sites of the first and last columns of the device (illustrated in
gray in the figures). If this is not the case, self-energy terms can introduce efficient
hopping between lattice columns which are not the nearest neighbors, and under this
condition, the recursive method cannot be used. For instance in the above example,
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Figure 2.6: Subset of device Green’s functions required to calculate
the desired physical quantities. The leads connected to the central
device are shown in gray [25].
if V has nonzero contributions between columns different from n and n + 1, then the
Eq. (2.43) is much more complicated.
We write a wide range of physical quantities of such a system in terms of the
small subset of Green’s function matrices. In Fig. (2.6), the elements of the Green’s
function between the first or last column of the device and any intermediate one are
displayed. The first step to calculate these quantities consists of separating the device
in isolated columns and calculating the Green’s function Gisolii for all of the isolated
columns i = 1, 2, ..., N by performing a direct inversion
Gisoli,i = [E + ih– < i|HC |i >]
–1, (2.48)
where < i|HC |i > is the tight-binding Hamiltonian of column i. This step is shown
in Fig. (2.7a). The next step is assembling the whole device gluing together one by





nn of a strip of n columns which are connected together. We add the
superscript L to indicate the fact that they only provide a section of the device (namely





n+1,n+1 for a part of n+1 columns by projecting Dyson’s Equation;
i.e., Eq. (2.40) between the appropriate columns, in the same way as performed in
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Figure 2.7: Standard recursive method. (a) The device is separated
into its isolated columns and (b) Dyson’s equation is applied to glue
them in order to obtain the relevant Green’s function [25].
the simple example explained above. Here, we will only write the final result
















When we start from the leftmost column n = 1 with GL1,1 = G
isol
1,1 , we continue
in this direction (left to right) through the total sample and calculate GLn,1, G
L
1,n and
GLn,n for all n. After connecting the last column, we obtain the Green’s function
submatrices GLN1, GN1 and G
L
1N, G1N which connect the first and last column of the
device. These steps finalize the standard recursive Green’s function approach, and
they suffice to describe transport quantities in the Landauer-Büttiker formalism [21,
30]. In fact, all leads are attached to the right and left edge of the system, and the
Eq. (2.33) expresses the transmission coefficient in terms of the Green’s function GN1
or G1N [31, 32].
By reviewing the Eqs. (2.48) - (2.51), we observe that the computational opera-
tions which are essential in obtaining the final Green’s functions are either products
or inversions of (2M ⇥ 2M) matrices, and the total amount of these operations is pro-
portional to the length N of the system. Since the computational effort for a matrix
inversion or product scales as (2M)3 in the number of floating point operations, the
total numerical effort for the recursive method scales as M3N for the large systems
(N   1). Consequently, we gain a factor N2 in efficiency compared with the direct
inversion of the whole 2MN ⇥ 2MN matrix E + ih – HC , which scaled as M3N3. The
price one has to pay for increased efficiency is that one can only calculate a smaller
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subset of Green’s functions (direct inversion will give us Gnn0 for all n and n0 ).
Recursive method: an extension
The standard recursive method has been extended with the aim of obtaining the
additional Green’s functions GNn, GnN, Gn1, G1n and Gnn depicted in Fig. (2.6). After
we have completed the standard method, we begin from the Green’s functions of the
isolated columns, and glue them together as we did previously on the basis of Dyson’s
equation, but now we start from the right column. This procedure is shown in Fig.


























starting from GRNN = G
isol






nn for all n =
N – 1, N – 2, ..., 1. Again, we have added superscript R to indicate that these are
Green’s function for a subsection of the whole device.
The last step is composed of attaching the calculated Green’s functions GL and
GR in pairs as shown in Fig. (2.8b). We attach a strip of connected columns 1 to
n (known Green’s function GLn1 and G
L
nn) to the strip of columns n + 1 to N (known
Green’s function GRN,n+1 and G
R
n+1,n+1), and this can be done for all n = 1, ..., N. Again,
projecting Dyson’s equation results in the relevant mathematical relations












n+1,n+1 Vn+1,n Gnn, (2.56)








N,n+1 Vn+1,n Gnn, (2.58)
GnN = Gnn Vn,n+1 G
R
n+1,N. (2.59)
These additional steps include several matrix multiplications and inversions which
scales linearly in N. The numerical computation of the additional Green’s functions
with the extended recursive approach has the same efficiency as the standard method.
Access to these additional Green’s functions allows obtaining important quantities
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Figure 2.8: Extension of the standard recursive method. (a) The
isolated columns are glued together, but now we begin from the right
side. (b) The last step is adding these strips of columns to the ones
calculated in Fig. (2.7), [25].
such as the current density distribution. Furthermore, particular quantities can be
calculated with the higher efficiency using these additional Green’s functions than just






Graphene, a single layer of carbon atoms arranged in hexagonal cells, has emerged as
a fascinating system for fundamental studies in condensed matter physics, as well as a
promising candidate material for future applications in nano-electronics and molecular
devices [5, 6]. Graphene has unique electronic properties due to its peculiar band
structure: it is an interesting mix of a semiconductor (zero density of states) and
a metal (gaplessness) and has properties of soft matter. Since the spectrum has a
conical shape near the Fermi energy, electrons effectively behave as ultra-relativistic
particles as they move through the carbon lattice (vF ⇠ c/300). Therefore, graphene’s
properties are very different from the usual materials and semiconductors.
On the other hand, these properties can be easily modified with the application of
electric and magnetic fields, addition of layers, control of its geometry, and chemical
doping. Moreover, graphene can be directly and relatively easily probed by vari-
ous scanning probe techniques from mesoscopic down to atomic scales. This makes
graphene one of the most flexible systems in condensed matter research. Besides the
unusual basic properties, graphene has the potential for a large number of applications
[6], from chemical sensors [33, 34] to transistors [35] .
3.2 Graphene’s honeycomb lattice
Graphene is a truly 2-D crystal made of carbon atoms arranged in a hexagonal lattice.
Carbon has 6 electrons in the configuration 1s2 2s2 2p2. The 2 electrons which fill the
inner shell 1s, are irrelevant for chemical reactions. The 4 electrons which fill the 2s
and 2p orbitals are in the ground state. However, in the presence of other atoms such
as H, O, or C, one electron from 2s orbital excites and fills the third 2p orbital. So,
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Figure 3.1: Schematic view of the sp2 hybridization. The orbitals
form angles of 120o in the horizontal xy-plane. The remaining unhy-
bridized 2pz orbital is perpendicular to the plane.
the carbon atoms form covalent s bonds between each other which is energetically
favorable. This excitation is called sp2 hybridization, see Fig. (3.1). The remained
electron fills the unhybridized 2pz orbital which is perpendicular to the plane and
yields the p bonds. Since each carbon atom contributes one electron to the p-band,
this p-band is half-filled for clean graphene. These electrons are responsible for the
electronic properties at low energies, while the electrons participating in the strong s
bonds form energy bands far away from the Fermi energy.
The graphene’s honeycomb lattice is not a Bravais lattice, rather it consists of
two sublattices A and B, as depicted in Fig. (3.2). Thus, we may consider it as a
triangular Bravais lattice with a two-atom basis (A and B). The distance between
nearest neighbor carbon atoms is aCC = 0.142 nm. The triangular Bravais lattice is
spanned by the basis vector



















The direct and reciprocal lattice vectors satisfy the following relation
ai.bj = 2p di,j , (i, j = 1, 2) . (3.3)
The first Brillouin zone represents a set of inequivalent points in the reciprocal




















































Figure 3.2: Left: Graphene lattice. Lengths along the x and y direc-
tions are measured in units of a =
p
3 aCC and b =
p
3/2 a, respectively.
The distance between Carbon atoms is aCC = 0.142 nanometers. The
vectors a1 and a2 are basis vectors of the triangular Bravais lattice.
The vectors d1, d2, and d3 connect a site on the A sublattice to the
nearest neighbors on the B sublattice with hopping parameters denoted
by t1, t2 and t3. Right: First Brillouin zone (BZ). Reciprocal lattice
primitive vectors are b1 and b2. K1 = (4p/3a, 0) and K01 = (–4p/3a, 0)
are two inequivalent Dirac points.
space. Inequivalent points refer to the points which may not be connected to one an-









At these points, the conduction and valence bands meet, as discussed in the next
section.
3.3 Band structure of graphene
Since the energy regions accessible experimentally are close to the Fermi energy, we
are interested in the energy bands of p electrons which were calculated using the tight-
binding model for the first time [7]. The pz-orbitals of different atoms are only weakly
overlapping, thus rendering a description in terms of the “tight-binding approxima-
tion” is appropriate. In the Hamiltonian of the tight-binding model in the nearest
neighbor approximation, the coupling of electrons that are more than one atom apart
is neglected.
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Generally, the band structure of a solid is obtained by solving the time-independent
Schrödinger’s equation
Ĥy(k, r) = E(k)y(k, r), (3.5)
where Ĥ is the Hamiltonian operator that operates on the wavefunction y to produce
the allowed energies E(k). The Hamiltonian for an independent electron in a periodic








U(r – Ri), (3.6)
where the former term in the Hamiltonian is the kinetic energy operator and the latter
term is the potential energy operator. Ri is the i-th Bravais lattice vector, N is the
number of primitive unit cells, and U(r–Ri) is the potential energy contribution from
the atom-centered in the i-th primitive unit cell.
The acceptable wavefunctions in a crystalline solid must satisfy Bloch’s theorem,
y(r +R) = eik.R y(r), (3.7)
where R is a Bravais lattice vector. In addition, periodic boundary conditions are
imposed on the wave functions to determine the allowed values of the wave-vector
that leads to running waves
y(r) = y(r + S) = eik.S y(r),! eik.S = 1, (3.8)
where S is the size vector whose lengths in all the coordinates of space are the spatial
dimensions of the lattice.
For graphene, with two sites A and B, the tight-binding wavefunction is a weighted
sum of the two sublattice Bloch functions
y(k, r) = CA(k)P̃
A
z (k, r) + CB(k)P̃
B
z (k, r), (3.9)
where the subscripts A and B denote the two different atoms in the graphene unit cell,
see Fig. (3.2). The weights (CA, CB) are in general, functions of wavenumber k but
independent of r. The ansatz expresses the Bloch functions as a linear combination
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of the atomic orbitals or wave-functions which are assumed to be known
P̃
A






eik.RAj Pz(r – RAj) , (3.10)
P̃
B






eik.RBj Pz(r – RBj) , (3.11)
where N is the number of unit cells in the lattice and RA (RB) are the Bravais lattice
vectors identifying the locations of all type A (B) atoms in the graphene lattice. The
atomic orbitals Pz belong to a class of functions known as Wannier functions, which
are orthonormal and sufficiently localized such that, at distances increasingly removed
from the center point Rj , the functions decay to zero very rapidly. The sum is over
all the lattice vectors, and 1/
p
N serves as the normalization constant for the Bloch
functions in the strict limit when the Wannier function in cell j has zero overlaps with







) >= dk,k0 da,b. (3.12)
Substituting the Eq. (3.9) into Eq. (3.5) we obtain
CA(k) Ĥ|P̃
A
z (k) > +CB(k)Ĥ|P̃
B
z (k) >= E(CA(k) |P̃
A




Multiplying by the < P̃Az (k)| , and separately by the < P̃
B














































The Bloch functions are not exact wavefunctions because they are not normalized when we
include some finite overlap. However, they are the best tight-binding ansatz we have that is not
overly complicated and is still suitable for analysis with useful accuracy.
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where for simplicity we ignore the subscript z in our notation. Since the two atoms
in the unit cell are identical, the overlap between all type-A atoms must be the same
as the overlap between all type-B atoms
HAA = HBB, H
⇤
BA = HAB. (3.18)





















The diagonal elements HAA and HBB give the onsite energies which are assumed
to be zero as the reference point of energy. By assuming the nearest-neighbor approx-
imation in tight binding model, the off-diagonal matrix element of the Hamiltonian




















(Rj) > . (3.20)
It is clear from Fig. (3.2) that any A atom interacts with 3-nearest neighbor B
atoms connected to A using the d1, d2, and d3 vectors





































3 aCC and b = 32 aCC =
p
3
2 a. Substituting the Eqs. (3.21) - (3.23) into Eq.
(3.20) one can rewrite the HAB as
HAB = e
ik.d1 < PA(RA)| Ĥ |P
B
(RB1) >
+ eik.d2 < PA(RA)| Ĥ |P
B
(RB2) >
+ eik.d3 < PA(RA)| Ĥ |P
B
(RB3) > . (3.24)
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By defining the hopping parameter as t =< PA(RA)| Ĥ |PB(RB) >, the HAB can be
written as
HAB ⌘  0(kx, ky) = t







The HBA ⌘  ̄0(kx, ky) which is the complex conjugate of  0(kx, ky). It is clear from
Eq. (3.25) that  ̄0(kx, ky) =  0(kx, –ky).
In the absence of spin-orbit interactions, spin-up and spin-down electrons are
degenerate. The SU(2) symmetric Hamiltonian and four-component spinor wave-
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The eigenenergies can be obtained by diagonalizing the Hamiltonian of Eq. (3.26) as
E± = ±
p
 0  ̄0 = ± t
r
3 + 2 cos(kx a) + 4 cos(
kx a
2
) cos(kyb) , (3.27)
where E+ gives the energy of the conduction band, and E– gives the energy of the
valence band. Two inequivalent Dirac point in k space can be obtained from Eq.
(3.27) in which E = 0 as illustrated in Fig. (3.2).
Since the spin-up and down subspace are decoupled from each other, we write the
Schrödinger’s equation just in the spin-up subspace as
©≠
´
0 |  | ei a
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Figure 3.3: (a) The band structure E(kx, ky), of monolayer graphene
around the first Brillouin Zone. The conduction band and valence band
meet at 6 Dirac points where E = 0. Around the touching points, the
spectrum has a conical shape. (b) contour plot of the conduction band
of graphene. The Dirac points are at E = 0.






































eikx x eiky y,
(3.29)
where ± indicates the sign of energy and " and # are spin’s degree of freedom.
The conduction and valence band of a monolayer graphene is plotted in Fig. (3.3).
In this plot, the value of t is assumed to be 2.7 eV . Each band is double degenerate. In
the first Brillouin zone, six double cones meet at E = 0 eV, which are called the Dirac
points or neutrality points. The band gap which is defined as the energy range between
the valence band and the conduction band is zero for graphene. For an undoped sample
of graphene, the Fermi level is situated at this Dirac point. Therefore, the valence
band is completely filled with electrons and the conductance band is empty. Due to its
zero band gap, graphene is considered as a semi-metal or zero-bandgap semiconductor,
in contrast to a regular metal where Fermi energy is typically in the conduction band,
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or a regular semiconductor where EF is located inside a finite bandgap.
3.3.1 Low energy dispersion
The band structure of graphene near the Fermi energy has a linear dispersion and
electrons near these points can be described by a Dirac-like Hamiltonian [36]. We
expand the Hamiltonian of graphene, Eq. (3.26) around the K and K0 points by
replacing k –! K(K0)+k. Therefore, the effective low energy Hamiltonian is obtained
as
HK = ~ vF
©≠
´
0 kx – i ky
kx + i ky 0
™Æ
¨
= ~ vFk.s, (3.30)
where vF is called the Fermi velocity and is approximately vF ' 106m/s. The Pauli
matrices s = (sx,sy) operate on the sublattice degrees of freedom instead of spin,





The spectrum around the Dirac points is linear
















where ± refers to the conduction and valence band, respectively. Also, h = ± for K or
K0 valley.
Graphene is very peculiar for this linear dispersion relation and electron-hole sym-
metry. The low energy description of graphene is equivalent to the massless Dirac
equation in 2+1 dimensions, with an effective speed of light, that is roughly 300 times
smaller than the real speed of light. One of the direct results of this linear relation is
the chiral nature of the states. The helicity or chirality operator is the projection of
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Figure 2.4 The two inequivalent Dirac cones at K+ and K− points of the first Brillouin zone,
together with direction of the pseudospin parallel or antiparallel to the momentum p of selected
energies in conduction and valence bands.
Indeed,





which makes explicit the linear energy dispersion E±(p) = ±vF|p| and the electron–









The index s = ±1 is the band index (s = +1 for the conduction band and s = −1
for the valence band) and ξ the valley index as stated before (ξ = +1 (K+), ξ = −1
(K−)). Using this explicit form for the eigenstates we can directly verify that they are
also eigenstates of the appropriate helicity operator (also called chirality operator) with
eigenvalues ±1.
Around K+ (ξ = +1), the pseudospin of eigenstates in the conduction band is paral-
lel to the momentum and antiparallel for eigenstates in the valence band. The chirality
in this case is simply the band index. The property around K− (ξ = −1) is reversed as
illustrated in Fig. 2.4. This peculiarity has a strong influence in many of the most intrigu-
ing properties of graphene. For example, for an electron to backscatter (i.e. changing p
to −p) it needs to reverse its pseudospin. But as the pseudospin direction is locked to
that of momentum, backscattering is not possible if the Hamiltonian is not perturbed by
a term which flips the pseudospin (this is also termed absence of backscattering(Ando,
Nakanishi & Saito, 1998)).
Although we are dealing all the time with both valleys separately, it is important to
keep in mind that the full structure of the eigenstates is described by a four-component
spinor wavefunction, (|#K+,A⟩, |#K+,B⟩, |#K−,A⟩, |#K−,B⟩)t. The full Hamiltonian of
5 Also, by comparison with the relativistic expression, E(p) = ±
#
p2v2F + m∗2c4 enforces a zero effective
mass.
Figure 3.4: Th direction f the pseudospin parallel or antipa allel to
e mome tum p of selected energies in co duction and valence bands.
Figure is taken from [38].
Since the low energy effective Hamiltonian commutes with the helicity operator, the
projection of the pseudospin is a well-defined conserved quantity. It is positive or
negative if the pseudospin and momentum are parallel or anti-parallel, respectively
(see Fig. (3.4)).
Around K, the pseudospin of eigenstates is parallel to the momentum in the con-
duction band and antiparallel in the valence band. The chirality, in this case, is
simply the band index. The chirality around K0 is reversed as indicated in Fig. (3.4).
This feature plays an important role in the properties of graphene. For example, the
backscattering of electron is not possible in the pure graphene, because it needs the
change of p –! –p. Since pseudospin direction is locked to the momentum, backscat-
tering is not possible if the Hamiltonian is not perturbed by a term which flips the
pseudospin [37].
3.3.2 Graphene’s density of state
Since the e ergy dispers on, Eq. (3.32) is linear around the Dirac points, the to al
density of states is proportional to energy and carrier density is proportional to energy
squared.















where gs = 2 and gv = 2 are the spin and valley degeneracies, respectively. So, the
density of states (DoS) varies linearly with E for all E up to E ⇠ 1eV. The carrier
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Figure 2.3: Schematic plot of the density of states for electrons in graphene in the
absence of nnn hopping. The dashed line indicates the density of states obtained at linear
order in the continuum limit.
shown in Fig 2.3. In agreement with the result (2.42) obtained at linear order
in the continuum limit, it vanishes linearly at zero energy. The divergencies at
±t, called van-Hove singularities, are due to the saddle points of the energy
dispersion at the M points at the borders of the first BZ (see Fig. 2.2).
This divergency may be understood qualitatively from Eq. (2.42) – roughly
speaking, the derivative of the energy dispersion occurs in the denominator
of the expression for the density of states and, thus, causes a divergency
whenever it becomes zero, such as at the extrema or saddle points of the
energy dispersion.
Second order in |q|a
Although most of the fundamental properties of graphene are captured within
the e ective model obtained at first order in the expansion of the energy
dispersion, it is useful to take into account second-order terms. These cor-
rections include nnn hopping corrections and o -diagonal second-order con-
tributions from the expansion of  k. The latter yield the so-called trigonal
warping, which consist of an anisotropy of the energy dispersion around the
Dirac points.
The diagonal second-order correction, which stems from the nnn hopping,
Figure 3.5: Schematic plot of the density of states for electrons
in graphene by considering the nearest neighbor tight-binding model.
The dashed line indicates that the density of states is linear near the
Dirac point (Fermi energy) [39].
density is given by







The full density of states is schematically shown in Fig. (3.5). The dashed line
indicates that the density of the state is linear near the Dirac points as it is shown in
Eq. (3.35). There are some saddle points in the energy dispersion at the M points at
the border of first Brillouin zone which causes the divergencies in the density of state
at E = ± t, called van-Hove singularities [39](see Fig. (3.3)).
3.4 Graphene nanoribbons
Graphene nanoribbons, GNR, are quasi 1-D structures cut from graphene sheet in
particular orientations. The GNR’s electronic properties depend strongly on the shape
of the edges and width of the nanoribbons. Here, we will focus on two types of ideal
GNRs: Armchair GNR (AGNR) and Zigzag GNR (ZGNR) which are illustrated in
Fig. (3.6). The GNRs are labeled by the number of armchair or zigzag chains present
in the width direction of the AGNR and ZGNR, respectively. Let Na be the number
of armchair chains and Nz is the number of zigzag chains, so the nanoribbon can be
denoted by Na-AGNR and Nz-ZGNR, respectively. In Fig. (3.6), it has shown how
to count the number of chains for example for a 9-AGNR and a 6-ZGNR. The width
of GNR can be expressed in terms of the number of lateral chains as
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Figure 3.6: The honeycomb structure of GNRs. a) The lattice of a
6-ZGNR and (b) the lattice of a 9-AGNR. The dashed box represent
the primitive unit cell. the bold gray lines are the armchair or zigzag











where a is the graphene lattice constant depicted in Fig. (3.2). The length of the
primitive unit cells is la = 2 b and lz = a for AGNR and ZGNR, respectively. The
small width of GNRs can lead to quantum confinement of electrons which restricts
their motion to one dimension along the length of the nanoribbon, in contrast to a
large graphene sheet where electrons are free to move in a 2-D sheet. As a result of
several factors, including the quantum confinement, particular boundary conditions
at the edges, and the effect of states arising from carbon atoms at the edges (known as
edge states), the band structure of GNRs is generally complex and departs significantly
from that of the 2-D graphene sheet. The numerical computations reveal that armchair
and zigzag GNRs show metallic or semiconducting electronic properties depending on
the nanoribbons width. The semiconducting property in armchair GNRs occurs when
N = 3p or N = 3p + 1 while metallic property occurs when N = 3p + 2, where N
is the number of dimer lines and p is an integer. The energy bands for a graphene
nanoribbon with periodic boundary conditions in one direction are illustrated in Fig.
(3.7). The band structures of insulating and metallic armchair nanoribbon are also
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shown in Fig. (3.7b, and (c)), respectively [40, 41].
3.5 Uniaxial strain
When graphene is grown on top of the substrate, deformations can be observed nat-
urally lead to change the electronic properties of graphene. Some theoretical calcula-
tions [43] have predicted that these deformations can change the interatomic distance
up to 20% without permanently deform the graphene which is observed experimentally
as well [44].
Consider a graphene lattice under a uniform tension T, with angle j with respect
to the Ox axis which is always in the zigzag direction of the lattice. With this chosen
coordinates, the tension is T = (T cos(j) , T sin(j) ). According to the generalized
Hooke’s law for solids, the stress is related to the tension as
tij = Cijkl  kl ,  ij = Sijkl tkl , (3.39)
where Cijkl and Sijkl are the stiffness and compliance tensor components respectively.
For the planar tension, the stress and strain tensors reduce to two dimensions. On the
other hand, graphene is elastically isotropic [45], means that the elastic components of
these tensors are coordinate independent. In the principal coordinate system Ox0y0,
the strain is simply   0ij = Sijklt
0
kl . By substituting the tension T = Tex0 , we have
  0ij = T Sijkldkxdlx = T Sijxx. (3.40)
The compliance tensor has only five independent components for graphite [46]
Sxxyy, Szzyy, Sxxzz, Szzzz, Syzyz. (3.41)
Therefore, the non-zero components of the strain tensor are
  0xx = T Sxxxx ,  
0
yy = T Sxxyy , (3.42)
which represent the longitudinal deformation and Poisson’s transverse contraction. By
defining the Poisson’s ratio as s = –Sxxxy/Sxxxx, the strain in the Ox0y0 coordinate is
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Figure 3.7: Examples of energy bands for a graphene nanoribbon
with periodic boundary conditions in one direction. k is the wavevector
parallel to the nanoribbon edge, measured with respect the center of
the Brillouin center. (a) Ribbon terminated in zigzag edges with 56
atoms in the unit cell. The dispersionless states correspond to confined
surface states. The band structures of insulating and metallic armchair
nanoribbons are shown in (b) and (c) respectively [41].
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tion. The fixed Cartesian system is chosen in a way that Ox
always coincides with the zigzag direction of the lattice. In
these coordinates the tension, T, reads T=T cos!!"ex
+T sin!!"ey.
As for any solid, the generalized Hooke’s law relating
stress, "ij and strain #ij has the form
"ij = Cijkl#kl, #ij = Sijkl"kl !2"
where Cijkl!Sijkl" are the components of the stiffness !compli-
ance" tensor. Since we address only states of planar stress,
we resort to the two-dimensional reduction of the stress and
strain tensors. In general the components Cijkl depend on the
particular choice of the Cartesian axes. Incidentally, for an
hexagonal system under planar stress in the basal plane, the
elastic components are independent of the coordinate system.
This means that graphene is elastically isotropic.14
The analysis of strain is straightforward in the principal
system Ox!y! where we simply have T=Tex!
#ij! = Sijkl"kl! = TSijkl$kx$lx = TSijxx !3"
Given that only five compliances are independent in graphite
!viz., Sxxyy ,Sxxyy ,Sxxzz ,Szzzz ,Syzyz",15 it follows that the only
nonzero deformations are
#xx! = TSxxxx, #yy! = TSxxyy , !4"
which represent the longitudinal deformation and Poisson’s
transverse contraction. If we designate the tensile strain by
#=TSxxxx, the strain tensor can be written in terms of Pois-
son’s ratio, %=−Sxxxy /Sxxxx:
#! = ##1 0
0 − %
$ . !5"
This form shows that graphene responds as an isotropic elas-
tic medium. For Poisson’s ratio we use the value known for
graphite: %=0.165.15 It should be mentioned that when stress
is induced in graphene by mechanically acting on the sub-
strate !i.e., when graphene is adhering to the top of a sub-
strate and the latter is put under tension as is done in Ref.
12", the relevant parameter is in fact the tensile strain, #,
rather than the tension T.16 For this reason, we treat # as the
tunable parameter. Since the lattice is oriented with respect
to the axes Oxy, the stress tensor needs to be rotated to ex-
tract information about bond deformations. The strain tensor
in the lattice coordinate system reads
  = ## cos2 ! − % sin2 ! !1 + %"cos ! sin !!1 + %"cos ! sin ! sin2 ! − % cos2 ! $ . !6"
III. BOND DEFORMATIONS
If v0 represents a general vector in the undeformed
graphene plane, its deformed counterpart is given to leading
order by the transformation
v = !1 +  " · v0. !7"
Especially important are the deformations of the nearest-
neighbor bond distances. Knowing #ij one readily obtains the
deformed bond vectors using Eq. !7". The deformed bond
lengths are then given by










%!2% = 1 + #22 !8b"










Of particular interest are the cases !=0 and !=& /2 since
they correspond to tension along the zigzag !Z" and armchair
!A" directions






#%, %!2% = 1 − #% !9a"






#%, %!2% = 1 + # !9b"
The modification of these distances distorts the reciprocal
lattice as well, and the positions of the high-symmetry points
shown in Fig. 2!b" are shifted. The primitive vectors of the
reciprocal space are denoted by b1,2 and in leading order,
change according to
FIG. 1. !Color online" Tension geometry considered in the text.
The zigzag direction of the honeycomb lattice is always parallel to
the axis Ox.
(b)(a)









2 " connect A sites
!red/dark" to their B site !blue/light" neighbors. !b" The first Bril-
louin zone of undeformed graphene with its points of high
symmetry.
PEREIRA, CASTRO NETO, AND PERES PHYSICAL REVIEW B 80, 045401 !2009"
045401-2
Figure 3.8: A planar tension is applied to a graphene lattice. The
zigzag direction of the honeycomb lattice is always parallel to the axis
Ox. Figure is taken from [42]
written as








which means that graphene responds to the tension as an isotropic elastic medium.
The known value for the Poisson’s ratio of graphene is s = 0.165 [46].




cos2 j – s sin2 j (1 + s) cosj sinj




In this thesis, we are interested in cases where the graphene is adhering to the top
of a substrate and strain is induced in graphene by mechanically put the substrate
under the stress. So, here we consider e0 as a tunable parameter determining the
strength of strain.
3.5.1 Bond deformation
When graphene lattice is under strain, the interatomic distance of lattice change
according to
dsi = (1 +  ) · di , (3.45)
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where di and dsi are the vectors that define the nearest neighbor in the graphene
without and with applied strain, 1 is the identity matrix and   is the strain matrix.
In this thesis, we consider only two types of uniaxial strain: j = 0 and j = p/2 cor-
responding to tension along the zigzag (Z) and armchair (A) directions, respectively.
According to the Eq. (3.45), the dsi vectors along the zigzag and armchair directions
are given by
Z direction A direction
ds1 = a
⇣












































Therefore, the bond lengths deform differently along the Z and A. By assuming
the small strain, these bond lengths are given by
Z : |ds2 | = |d
s
3 | = aCC
 




, |ds1 | = aCC (1 – e0s) , (3.46a)
A : |ds2 | = |d
s
3 | = aCC
 




, |ds1 | = aCC (1 + e0) . (3.46b)
Changing the the bond lengths Eq. (3.46) leads to different hopping amplitudes
among neighboring sites. One of most used methods to obtain the new hopping
parameters suggests that ts(di) / 1/(|di |)2 [47]. Although, this dependency comes
from matching the tight-binding and free electron dispersions of simple systems in
equilibrium and fails away from the equilibrium distance [48]. A more reasonable
assumption is an exponential decay [49]
ts = t0e
–3.37( |dsi |/ |di |–1) , (3.47)
where ts is the hopping parameter for a bond of length |dsi | and t0 is the hopping
parameter for the bond with length |di |. The rate of decay is extracted from the
experimental result [50]. According to Eq. (3.47), the next nearest neighbor hopping
(t0) in graphene would have the value t0(a) = 0.23 eV, which is in consistence with the
existing estimates of t0 in graphene [51].
















































Figure 3.9: The ratio of t1/t2 vs t3/t2 as a function of strain mod-
ulus, e0, and strain direction j. Each closed line is plotted for the
constant e0 in the region of (0, 0.4) for different value of j ranges from
0 to p. The zigzag direction is along j = 0, and the armchair direction
is at j = p/2. The red closed curve is plotted for the value of e0 ⇡ 0.23
corresponds to the gap threshold. Inside the gray area the spectrum
is gapless.
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The general form of the Hamiltonian matrix element in Eq. (3.24) with arbitrary
hoppings t1, t2, and t3 is
HAB = t1 e
ik.ds1 + t2 e
ik.ds2 + t3 e
ik.ds3 , (3.48)
and the band energies are given by
E(kx, ky) = ±
   t1 eik.ds1 + t2 eik.ds2 + t3 eik.ds3
    . (3.49)











is satisfied [42]. The gray area in Fig. (3.9) shows the region of validity of this
condition. In this figure, we have plotted the evolution of hopping ratios with e0 and
j. The red close curve is plotted for the value of e0 ⇡ 0.23 corresponds to the gap
threshold. The figure shows that for the values of e0 less than 0.23, there is no band
gap. The general results of this figure can be expressed as:
• The gap threshold is ⇠ 20% at e0 ⇡ 0.23.
• The behavior of the system is periodic in j with period p/3, in consistence with
the symmetry of the lattice.
• Tension along the zigzag direction (j = 0, p/3, . . . ) is more effective in opening
the gap.
• Tension along the armchair direction never open a gap.
The isotropic point (1, 1) in Fig. (3.9) is where there is no strain. The fact that
there is a gray area around this point means that gapless structure of the energy
dispersion is robust and in order to generate a gap in the band structure, a critical
strain is needed. So, while the applied strain is inside this region, there is no band
gap.
In Fig. (3.10), we plot the ratio of tsa/t0 , ( a = 1, 2, 3 ), versus j for different
values e0 . The strain modulus is e0 = 0.05, 0.15, 0.23 in Fig. (3.10a), (b) and
(c) respectively. The blue curve shows the armchair bond, while the red and green
curves indicating the zigzag bonds. The relative change in the bond hopping strongly
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depends on the direction of strain j . For instance, when tension is applied along the
zigzag direction, see Fig. (3.2), the hopping parameter of zigzag bonds ( t2,3 ) show
the highest relative change. While the hopping t1 changes more strongly when tension
is applied along the armchair direction j = p/2 .
Changing the hopping parameters distort the dispersion relation. In Fig. (3.11a)
we plot the conduction and valence band of graphene versus kx under the strain in
zigzag direction with different strain modulus. We have renormalized the kx by the
lattice constant in each case and ky = 0 for all of them. The blue curves, show the
bands without strain e0 = 0. We see that by increasing the strain modulus, two Dirac
points get closer to each other and finally at e0 = 0.23 they merge (red curves). This
is the critical value for the gap threshold. By increasing e0 from this critical value,
a gap has emerged. The black curves show a relatively large band gap at e0 = 0.4.
The same strain is applied in the armchair direction and the resultant bands are
plotted in Fig. (3.11b). As we expected, by applying strain in the armchair direction
two nonequivalent Dirac cones move in opposite directions and never meet. So, the
dispersion relation remains gapless.
In order to see how the whole first Brillouin zone change under the strain, we show
the contour plot the conduction band of graphene under the same strain modulus
applied in the zigzag direction in Fig. (3.12). It can be seen that the cones always
approach each other and will eventually merge, as we see in Fig. (3.11a) before. The
Fig. (3.13) show the conduction band under the strain in armchair direction. Despite
the zigzag direction, two Dirac coins move opposite each other and never meet.


































































Figure 3.10: (Color online) Plot of t1/t0, t2/t0 and t3/t0 as a func-
tion of j for different values of strain modulus a) e0 = 0.05, b) e0 = 0.15,
and c) e0 = 0.23 which is the gap threshold. When tension is applied
along the zigzag direction, the hopping parameter of zigzag bonds (t2,3)
show the highest relative change. While the hopping t1 changes more
strongly when tension is applied along the armchair direction j = p/2.





















































Figure 3.11: (Color online) The conduction and valence band of
graphene versus kx under the strain in a) zigzag direction and b) arm-
chair direction with different strain modulus. Applying strain larger
than ⇡ 0.23 in zigzag direction, eventually open a gap in the band
structure, while strain in the armchair direction never opens a gap.
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(a) (b)
(c) (d)
Figure 3.12: (Color online) The density plots of the energy dis-
persion, E(kx, ky), for a) {e0 = 0, j = 0}, b) {e0 = 0.15, j = 0}, c)
{e0 = 0.23, j = 0}, d) {e0 = 0.4, j = 0}. As we see from the plots, two
nonequivalent Dirac cone approach each other and eventually merge
at e0 = 0.23.
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(a) (b)
(c) (d)
Figure 3.13: (Color online) The density plots of the energy disper-
sion, E(kx, ky), for a) {e0 = 0, j = p/2}, b) {e0 = 0.15, j = p/2}, c)
{e0 = 0.23, j = p/2}, d) {e0 = 0.4, j = p/2}. As we see from the plots,









Van der Waals heterostructures, composed of individual two-dimensional material
have been developing very fast. Recently, multilayer stacks of graphene [52, 53] and
other two dimensional atomic layers, such as hexagonal boron-nitride (hBN), Molyb-
denum disulfide, black phosphorus, etc., has attracted immense attentions [54, 55,
16]. Graphene, exhibiting outstanding electronic and mechanical properties, such as
high mobility of carriers, linear dispersion, perfect 2-D confinement and symmetric
electronic band structure have sparked many interest [56, 57]. While hexagonal boron-
nitride is an insulator with a large energy bandgap and has a great potential to use
as the dielectric layer in functional heterostructure devices. Graphene and hBN share
the same crystal structure and have very similar lattice constant ( There is 1.8 %
mismatch in the lattice constant between hBN and graphene which is ignored) [58,
59, 60].
In this chapter, we consider a resonant tunneling device in which carriers tunnel
through thin hBN layers sandwiched between two graphene layers across which a bias
voltage is applied. These devices have potential for future high-frequency and logic
applications [61, 62, 63]. In the present study, we investigate the effect of uniaxial
strain on the layers of a resonant tunneling transistor.
We use the nonequilibrium Green’s function (NEGF) formalism, combined with
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a nearest-neighbor tight-binding method to calculate the electronic transport char-
acteristics of a resonant tunneling transistor which consist of two metallic armchair
graphene nanoribbon (GNR) electrodes and a thin hBN tunnel barrier [64, 65, 66,
67]. We focus on how applied strain can affect the current-voltage characteristics of
GNR/hBN resonant tunneling transistors.
4.2 Modeling
4.2.1 Structure of the device
We consider a resonant tunneling transistor which is schematically shown in Fig. (4.1).
The active part is placed on a thick hBN substrate on top of a silicon oxide substrate.
A few layers of hBN sandwiched between two metallic armchair graphene nanoribbon
electrodes, which the bottom graphene electrode acts as the source and the top one
acts as the drain. The doped Si substrate act as a gate electrode of the device.
A tunnel current can be generated when we apply a bias voltage Vb, between
the bottom and the top graphene nanoribbon electrodes, and the gate voltage Vg,
is applied between the doped Si and the bottom electrode. We will have resonant
tunneling current (see Appendix. A) when the Dirac points of two GNR electrodes
are aligned and this alignment can be tuned by adjusting Vg [65, 68].




(N – 1)a, (4.1)
where N is the number of dimer lines (N = 6p + 2 where p = 1, 2, 3, ...) and a is the
lattice constant of graphene, see Fig. (3.2). We consider undoped metallic armchair
GNR (AGNR) electrodes and assume that AGNR/(hBN)q/AGNR has AB stacking
(Bernal Order) shown in Fig. (4.2a) and also the lattice constant of hBN is equal to
the GNR (shown in Fig. (4.2b)).
4.2.2 Non-equilibrium Green’s function simulation
We use nearest neighbor tight-binding method to obtain tunneling current for the
device [65, 4, 68], which composed of NL layers (NL = 2 + q).
We assign below indices to specify each lattice point:
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Figure 4.1: The active part of resonant tunneling transistor in length
L and width W , which consists of two GNR electrodes and a few hBN
layers between them, is placed on a thick hBN substrate on an oxidized
Si substrate.
Figure 4.2: Stacking arrangement of the device from top view[65].
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• Index l is for each layer, i.e., l = 1 for the bottom AGNR layer, l = 2, 3, ..., NL – 1
for the hBN layers and l = L for the top AGNR layer.
• Index j is for each unit cell, while it can be decomposed into four slices with
index k, i.e., k = 1, 2, 3, 4(shown in Fig. 4.2 (c and d)).
• In a single layer of a slice, there are NW(= N2 = 4) atoms and we assign index i
for each atom, i.e., i = 1, 2, 3, 4.
So, a lattice point can be specified by a combination of a unit cell index j, a slice
index k, a layer index l and an atom index i. The tight-binding parameters which are
needed to build the Hamiltonian matrices are on-site energies (EC, EB and EN), intra-
layer transfer energies (TC–C and TB–N) and inter-layer transfer energies (tC–B, tB–N
and tC–N).
In order to obtain the number of unit cells, M in a device, we use this relation






where, L is the device length and a is the lattice constant.















where Hj, (j = 1, 2, ..., M) is the Hamiltonian matrix of size (4NWNL) ⇥ (4NWNL)
describing an isolated unit cell and S is the transfer matrix between the neighboring
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In Eqs. (4.4) and (4.5) , Hk is the Hamiltonian matrix of the size (NWNL)⇥(NWNL)
for an isolated slice k and Skk0 represents the transfer matrix between the slices k and





































is the inter-layer transfer matrix between the layers l and l0, tkk0
ll0
is the trans-
fer matrix between corresponding layers in slice k and k0 and hkl is the Hamiltonian












where Eai , (a = C, B and N) is the on-site energy for each atom, i in a layer l and a slice
k. The potential has been taken uniform in a single layer. Therefore, the potential
energy for a layer l, denoted by Vl, is included into the diagonal part of hkl in the Eq.
(4.8). Evaluating These potential energies are discussed in the next subsection.
As depicted in Fig. (4.1), there are two semi-infinite leads connected to the device.
The bottom-left and top-right electrodes act as a source and drain, respectively. We
obtain the influence of each lead on the device as a self-energy matrix of size (NW⇥NW)
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by the method which will be explained in the Section 4.2.4. In the following, the the
self-energies for the bottom-left and top-right leads are denoted by sL(E) and sR(E),
respectively.
For consistency in the calculation, we have to build the left and right electrode







































T(E)[fs(E) – fd(E)]dE, (4.12)
where, f(E) is the Fermi-Dirac distribution function and mL/R represents the Fermi
level of the left (top) and right (bottom) graphene layers. T(E) is the transmission
function given by [65, 4, 68]
T(E) = trace[ L(E)G(E)  R(E)G
†
(E)], (4.13)
where G(E) = [E – Ĥdev –  ̂(E)]–1 is the Green’s function of the device,  L(E) =
i[ ̂L(E) –  ̂
†
L(E)] and  R(E) = i[ ̂R(E) –  ̂
†
R(E)] are the broadening functions.
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We have used the recursive method discussed in Chapter 2 to calculate the Green’s
function G(E).
4.2.3 Evaluation of potential energies of layers
As depicted in Fig. (4.1), two voltages have been applied to the device; a gate volt-
age, Vg and a bias voltage, Vb. These voltages can control induced carrier densities
in the bottom,nB and the top,nT AGNR electrodes, respectively. We evaluate the in-
ternal potential energies of layers, Vl (l = 1, ..., NL) by converting the external applied
voltages (Vg, and Vb) within a capacitance model which compromises the quantum
capacitance [69].
We assume the electronic charge is defined as e > 0 and nB,T > 0 for holes and
nB,T < 0 for electrons. When Vg = Vb = 0, then nB = nT = 0 and chemical potentials
(Fermi energies) for the bottom and top AGNR layers are at the Dirac point. One
can obtain the potential energies, V1 and VL, of the source and the drain electrodes
by self- consistently solving the following two equations
e2 nT
eBN
dBN + mT – mB = e Vb (4.16)
e2 (nT + nB)
eg
dg + mB = e Vg, (4.17)
where eBN = eg = 3.9 are the permittivity constants, dg is the oxide thickness, dBN
is the hBN thickness, mT and mB are the chemical potentials of graphene electrodes
defined as mT(B) = ±~vF
p
p |nT(B) | with vF being the Fermi velocity of graphene. Note
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Figure 4.3: An explanation of the resonant tunneling in the presence
of external voltages[57].
that in this letter, the chemical potential is defined as the Fermi energy of graphene
electrodes minus their respective Dirac points [70].
In this study, we use a theoretical prediction ( Vb = –0.01 Vg ) which is derived
from the physical model of the device [57] to evaluate of potential energy of layers.
Since the metallic graphene layers have much higher conductivity than hBN, the
applied bias voltage rigidly shifting the electrostatic potential of the bottom graphene
electrode by the amount equals to U = –eVb, while the electrostatic potential of the
top graphene layer remains zero. The electrostatic potential at each of the sandwiched
hBN layers is obtained by assuming a linear potential profile between the bottom
and the top electrodes. The bias voltage controls the chemical potential of contacts
mB = –eVb and mT = 0 for bottom and top graphene layers, respectively (See Fig.
4.3). The gate voltage shift the electrostatic potential at the bottom electrode by
 U = – 0.01e Vg [57].
4.2.4 Evaluation of self-energy
In order to calculate the self-energy of the leads attached to the device, it is essential
to evaluate the surface Green’s function of the isolated leads, gil as




where Hil is the Hamiltonian of the isolated lead.
By using the nearest neighbor tight-binding model, we will only need the Green’s
function between sites in the first column of the lead that attaches to the central
device.
In this subsection, we focus on the comparison of three methods to calculate the
self energy of lead.
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Figure 4.4: A schematic view of the model where AGNR and leads
are sketched with discrete unit cells specified by integer numbers.
First method
Here, we follow the method introduced by [31] where two leads (left and right) and
AGNR are sketched with discrete unit cells depicted in Fig. (4.4). We label the unit
cells in the left lead as 0, -1, -2, ... and in the right lead as 1, 2, 3, ... and so on. The
central device between two leads is labeled by C.
In the following description, we evaluate the self-energy corresponding to the right
leads and then we could determine the self-energy for the left lead in the same way.




(E + ih)I – H1,1 H1,2 0 0 · · ·
H†1,2 (E + ih)I – H2,2 H2,3 0 · · ·
0 H†2,3 (E + ih)I – H3,3 H3,4 · · ·









where, Hi,i are the Hamiltonian elements of the unit cells and Hi,j describe the transfer
matrix between nearest neighbor unit cells.





H1,1 H1,2 0 0 · · ·
H†1,2 H2,2 H2,3 0 · · ·
0 H†2,3 H3,3 H3,4 · · ·











g1,1 g1,2 g1,3 g1,4 · · ·
g2,1 g2,2 g2,3 g2,4 · · ·
g3,1 g3,2 g3,3 g3,4 · · ·
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where, we assume H1,1 = H2,2 = H3,3 = · · · , and H1,2 = H2,3 = H3,4 = · · · .
From Eq. (4.20), we write a set of equations for the unit cells as
[(E + ih)I – H1,1] g1,1 = I +H1,2 g2,1 ,
[(E + ih)I – H1,1] g2,1 = H
†
1,2 g1,1 +H1,2 g3,1 ,
[(E + ih)I – H1,1] g3,1 = H
†
1,2 g2,1 +H1,2 g4,1 ,
...
[(E + ih)I – H1,1] gn,1 = H
†
1,2 gn–1,1 +H1,2 gn+1,1, (n   2). (4.21)
By defining
t0 = [(E + ih)I – H1,1]–1 H
†
1,2 ,
t̃0 = [(E + ih)I – H1,1]–1 H1,2 , (4.22)
the general expression for gn,1 is
gn,1 = t0 gn–1,1 + t̃0 gn+1,1. (4.23)
Substituting gn,1 into the expression of gn–1,1 and gn+1,1, we rewrite
gn,1 = t1 gn–2,1 + t̃1 gn+2,1 (n   3). (4.24)
This process can be continued and repeated iteratively. After ith-iteration, we will
have




ti = (I – ti–1 t̃i–1 – t̃i–1 ti–1)
–1t2i–1 ,




The iteration continues until ti, t̃i  d where d is an arbitrary small number. Then,
we determine the Green’s function of a unit cell in terms of the Green’s function of
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the following or preceding unit cell by using Eq. (4.25) as
g2,1 = T g1,1 , (4.27)
and
g1,1 = T̃ g2,1. (4.28)
Here, T is defined as the transfer matrix
T = (t0 + t̃0 t1 + t̃0 t̃1 t2 + · · · + t̃0 t̃1 t2 · · · tn) ,
T̃ = (̃t0 + t0 t̃1 + t0 t1 t̃2 + · · · + t0 t1 t̃2 · · · t̃n) . (4.29)
After some algebraic calculations, the surface Green’s function of the right lead,
g1,1 can be obtained from Eq. (4.21) as
g1,1 = [(E + ih)I – H1,1 – H1,2T]
–1. (4.30)
The surface Green’s function of the left lead can be calculated in the same manner.
Finally, the surface Green’s function of left and right lead can be written as




gR1,1 = [(E + ih)I – H1,1 – H1,2T]
–1. (4.32)











where HC,1 is the central device to the right lead and H0,C is left lead to the central
device transfer matrices, respectively [71].
Second method
We will briefly explain the method which was first derived in Ref. [72] to obtain the
surface Green’s function [25, 73]. From Eq. (4.19), we write the matrix representation
of E + ih – Hl as
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(E + ih)I – Hl =
©≠≠≠≠≠≠≠≠≠≠≠
´
d –A 0 0 · · ·
–B D –A 0 · · ·
0 –B D –A · · ·









where d , D , A , B are all 4NW⇥4NW matrices. The matrix D describe an isolated unit
cell in the lead, while matrices A and B represent the hopping parameters between
neighboring unit cells. The matrix d is equal to matrix D, but it just represents the
first unit cell at the lead’s surface and therefore, is shown by a separate notation.
Then we write the partitioned total Green’s function g as
©≠≠≠≠≠≠≠≠≠≠≠
´
d –A 0 0 · · ·
–B D –A 0 · · ·
0 –B D –A · · ·











g1,1 g1,2 g1,3 g1,4 · · ·
g2,1 g2,2 g2,3 g2,4 · · ·
g3,1 g3,2 g3,3 g3,4 · · ·









Here, we are interested in the surface Green’s function which is given by g1,1.
By calculating the first column of the matrix product in Eq. (4.35), we obtain the
following (infinite) set of equations for g1,1 as
d g1,1 = 1 +A g2,1, (4.36)
and
D gp,1 = B gp–1,1 +A gp+1,1 (p   2). (4.37)
In order to calculate the surface Green’s function, g1,1 we need to know all matrices
gp,1 with p   2. By using Eq. (4.37), we express gp,1 with even indices p = 2r(r =




By inserting Eq. (4.38) into Eqs. (4.36) and (4.37), we obtain g1,1 as a function
of only gp,1 with p odd
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(d – AD–1B) g1,1 = 1 + (AD
–1A) g3,1, (4.39)
(D – AD–1B – BD–1A) g2r+1,1 = (BD
–1B) g2r–1,1 + (AD
–1A) g2r+3,1. (4.40)
By comparing above equations with Eqs. (4.36) and (4.37), one can see that they
have exactly the same form if we define the renormalized matrices as
d0 = d – AD–1B, (4.41)
D0 = D – AD–1B – BD–1A, (4.42)
A0 = AD–1A, (4.43)
B0 = BD–1B, (4.44)
g0r,1 = g2r–1,1, r = 2, 3, ... (4.45)
We iterate the previous procedure on the renormalized equations over and over
again. This procedure can be physically interpreted as: Each layer is composed of
single unit cells and after the first iteration, the lead is seen as a two unit cell, with
renormalized interaction matrices A0 and B0 between neighboring unit cells. By each
iteration, the number of unit cells is doubled. After iteration n, we will find a relation
for the surface Green’s function as
dn g1,1 = 1 +An g2n+1,1. (4.46)
For a sufficiently large number of iteration, n the effective interaction An will





Once we have the surface Green’s function, the self-energy of leads can be obtained
using the Eq. (4.33).
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Figure 4.5: Time comparison of three methods to calculate the self-
energy.The second method is more efficient and very faster than the
two other methods.
Third method
In this method, we consider the first unit cell of the lead (for example unit cell 1 in
the Fig. (4.4)) as an Identity matrix, gL1,1 = I and then by using the following relation





–1, (j, 2, ..., N). (4.48)
the Green’s function of the next unit cells can be calculated.
We iterate the procedure until it converges at, N (the iteration number). The
final gLN,N is considered as the surface Green’s function of the left lead. The same
procedure can be done by using the following iteration relation to obtain the surface
Green’s function of the right lead





–1, (j, 2, ..., N). (4.49)
where again we assume that gR1,1 = I. As such by having the surface Green’s functions,
the self-energy of leads can be obtained by Eq. (4.33).
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Figure 4.6: Current-Voltage characteristics as a function of bias volt-
age Vb at fixed gate voltages at T = 300K for AGNR/(hBN)3/AGNR
resonant tunneling transistor with W = 7.6nm and L = 6.8nm.
Comparison of methods
We have compared all three methods based on time of calculation of the self-energies
for following fixed parameters: Vg = –45 V, Vb = 0.5 V, eC = 0 eV, TC–C = 2.64 eV,
N = 62, E = 0.2 eV and h = 10–5. As the results shown in Fig. (4.5), the second
method is more efficient and very faster than other two methods. Therefore, this
method is used to simulate of the device in the Section 3.2.2.
4.3 Results
Figure (4.6) shows the I-V characteristics for the AGNR/(hBN)3/AGNR resonant
tunneling transistor with N = 62 (W = 7.6 nm) and M = 16 (L = 6.8 nm) at T = 300 K.
The table. (4.1) represents the tight-binding parameters used in this simulation [74,
75]. The inter-layer distance between AGNR and hBN layers is 0.36 nm, the inter-
layer distance between the hBN layers is 0.33 nm, and the relative dielectric constant
of the insulator is taken to be 3.9.
In this study, we are interested in the effect of uniaxial strain on the current-
voltage characteristics of the device. We assume that the uniaxial strain applied on
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Figure 4.7: Schematic geometry of the armchair nanoribbon. The
X direction is along the Armchair edge, while the Y-axes is along the
zigzag edge. The distance between the nearest-neighbors are demon-
strated by di, while ti show the hopping between nearest sites. By
applying strain, these distances are changed depends on the direction
of the strain which lead to change the hopping parameters. a is the
lattice constant.
Figure 4.8: (Color online) The transmission function as a function of
energy. The dashed black lines show the energy window determined by
the Dirac points of two electrodes for e0 = 0.04 in armchair (j = p/2)
and zigzag (j = 0) directions.
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Table 4.1: The nearest-neighbor tight-binding parameters used in
this paper [74, 75]
on-site energies intra-layer hopping inter-layer hopping
EC = 0 eV tC–C = 2.64 eV tB–N = 0.6 eV
EB = 3.34 eV tB–N = 2.79 eV tC–B = 0.43 eV
EN = –1.4 eV tC–N = 0.43 eV
Figure 4.9: (Color online) The transmission function as a function
of energy. The dashed black lines show the energy window determined
by the Dirac points of two electrodes for e0 = 0.1 in armchair (j = p/2)
and zigzag (j = 0) directions.
our multilayer device is the same in each layer. It means that all graphene and hBN
layers are in the same tension and this tension does not affect the distance between
inter-layer atoms and inter-layer hopping parameters. Fig. (4.7) shows a schematic
geometry of armchair nanoribbon. The Y direction is along the zigzag edge, while the
X -axes are along the armchair edge. The distance between the nearest-neighbors are
demonstrated by di , while ti shows the hopping between nearest sites. By applying
strain, these distances change depending on the direction of the tension which leads
to change the hopping parameters, see Section 3.5 for more details. Using modified
hopping parameters in our simulation yields to the new interesting results explained
below.
In Fig. (4.8), the transmission function is plotted for different strain modulus
applied in both zigzag and armchair directions for Vg = –45(V) and Vb = 0.45(V). The
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current is calculated by integrating the transmission function in the energy window
bounded by the electrode’s Fermi levels, Eq. (4.12). The dashed black lines in Fig.
(4.8) show the bounds of the energy window such that the main contribution to the
current comes from the main peaks in this region. The transmission functions show
the electrons at E = 0 eV see a stronger barrier when tunneling between AGNR layers.
For the relatively small strain e0 = 0.04 in zigzag direction (j = 0) the main peak in
Fig. (4.8) is enhancing but becoming sharper which leads to a smaller current. The
behavior of the transmission function for the applied strain in the armchair direction
(j = p/2) is generally the same: peaks are enhancing and becoming sharper. By
increasing the strain modulus (See Fig. (4.9) for e0 = 0.1) the main peaks in the
active energy regions in both directions collapse due to localizing the Pz orbitals of
the atoms in the honeycomb lattice.
The resultant I-V characteristic of the device for different strain modulus applied
in the zigzag direction, j = 0 and armchair direction, j = p/2 are plotted in Fig.
(4.10) and Fig. (4.11), respectively. See Appendix B for the Mathematica code which
is written to obtain I-V characteristics shown in Figs. (4.10) and (4.11). Our results
show that the applied strain in the j = 0 results in narrowing the main peak of
current simultaneously decrease the maximum amount of the current. Also, the next
smaller peak becomes closer to the main peak and collapse to zero rapidly. While
applying strain in the armchair direction yields widening the main peak of current
over a bigger region in the bias voltage domain, although the maximum of the current
still decreases. The current decreasing faster when the same strain applied in the
armchair direction rather than the zigzag direction.
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Figure 4.10: (Color online) The current-voltage characteristic of the
device under the uniaxial strain in zigzag direction(j = 0). The gate
voltage is -45 V. Increasing the strain modulus causes decreasing the
current.
Figure 4.11: (Color online) The current-voltage characteristic of the
device under the uniaxial strain in armchair direction(j = p/2). The






Although graphene was discovered only in 2004 experimentally, it has been theoret-
ically investigated for over 60 years now. Today, graphene and its heterostructures
are a rapidly growing field of theoretical and experimental physics. Due to its ex-
tremely high mobility of the charge carriers, graphene is a promising candidate for
future technological applications, such as transistors.
The device considered in this thesis composed of a few layers of hBN sandwiched
between two metallic armchair graphene nanoribbon (AGNR) electrodes, with the
bottom and top graphene electrodes acting as the source and the drain, respectively.
The hBN layers act as a barrier between two metallic electrodes and form a vertical
tunneling transistor. In such devices, resonant tunneling occurs if the applied gate
voltage aligns the Dirac points of the top and bottom graphene electrodes.
In order to simulate the I-V characteristic of such AGNR-hBN-AGNR multilayer
heterostructure device, the nonequilibrium Green’s function approach can be em-
ployed due to its favorable properties. In Chapter 2, relevant theoretical and numeri-
cal techniques required for the device simulation, e.g., Landauer-Büttiker formalism,
tight-binding model, and Green’s function formalism were explained. The recursive
method has been used to calculate the device Green’s function.
In Chapter 3, the graphene lattice and its peculiar properties in the context of the
nearest-neighbor tight-binding model were described. Furthermore, it was investigated
how the applied strain can modify the lattice structure and therefore distort the band
structure of graphene. Studies reveals that strain larger than ⇡ 20% can open a gap
in the graphene bands which is not favorable in our studies. Therefore, we considered
the strain less than the gap threshold in this thesis.
In the course of this thesis, the effect of mechanically applied strain on the multi-
layer heterostructure transistor was investigated theoretically. Applying strain on the
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device deforms the Dirac points of the graphene layers (electrodes) thus modifying
the transport properties of the device.
In Chapter 4, the uniaxial strain was applied in the armchair and zigzag direction
of the nanoribbons, changing the intra-layer atomic distances in all layers in the
same form. For simplicity, it was assumed that inter-layer distances and consequently
inter-layer hopping parameters are not all affected by the tension. By using the tight-
binding model and nonequilibrium Green’s function formalism the current-voltage
characteristic of the device was calculated in the presence of the uniaxial strain. The
results demonstrated that the strain decreased the amount of the current in both
cases; however, the quantitative behavior of the I-V plot turned out to be different for
the strain in different directions. The current collapsed more rapidly when the strain
was applied in the armchair direction.
The uniaxial strain effect on the chosen device enables control the current by
applying the relevant tension to the layers and obtaining (designing) the desired I-V
characteristics. This property may offer attractive applications in NEMS devices.
The results obtained in this work suggest that by considering the effect of inter-
layer hopping parameters changes in simulations, applying different tensions in differ-
ent directions (by varying j), and comparing them with the first principle calculations
will provide deeper insights and valuable guidelines for future theoretical and experi-





Recently, the increasing demand for electronic devices with higher computing power,
smaller dimensions, and lower power consumption leads to down scale the semiconduc-
tor components to length scales in which the electrical device characteristics are dom-
inated by quantum-mechanical effects. The quantum-mechanical tunneling of charge
carriers through regions that are classically forbidden is one of the most interesting
quantum effects. Specially, resonant tunneling in semiconductor structures have been
advertised for both fundamental research and applications in high speed electronics.
The typical semiconductors such as GaAs with their excellent crystalline quality and
high mobility [76, 77] exhibit resonant tunneling. Recently, graphene has attracted
many attention due to its higher mobility [5]. Resonant tunneling is exhibited in the
new devices using the graphene-based van der Waals heterostructures.
In this appendix, we give a brief physical description of quantum mechanical tun-
neling and tunneling in semiconductor devices which is necessary to get deeper insight
in the graphene based heterostructure devices.
A.2 Quantum tunneling
Consider an electron with energy E in the left side of a one dimensional potential
barrier, EB in Fig. (A.1a). Classically, if E is greater than EB, the electron passes
over the barrier. If E is less than EB, then the electron will be reflected from the
barrier.
However quantum mechanically, electrons are treated as wavefunctions which do
not end abruptly at a wall or barrier, but decay quickly, as the wavefunction and
its derivative must be continuous at the barrier boundary [78]. If the barrier is thin




Figure A.1: (a) According to classical mechanics, an electron with
the energy higher than the potential of barrier, E > EB can passover
the barrier, while the electrons with lower energy E < EB will be
reflected completely. (b) According to wave properties of particles in
quantum mechanics, when an electron hits a barrier, the wavefunction
of electron decays quickly. If the barrier is thin, then the electron can
tunnel through the barrier and if the barrier is thick, the wave doesn’t
get past. (c) A metal-insulator-metal device can be considered as a
tunneling barrier.
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enough, then it is possible that an electron with energy less than the barrier’s energy
can tunnel through the barrier. This possibility goes to zero for wider barriers, Fig.
(A.1b). These barriers can practically constructed by sandwiching an insulator with
a large band gap between two metals, Fig. (A.1c).
According to the Schrödinger’s equation, a free particle can be expressed as a plane
wave of the form




where E is the energy of the free particle. Now, consider a potential barrier of height,
V0 which divides the space to three different regions illustrated in Fig. (A.2). The










y = Ey, (A.2)
where V(x) is V0 at region II and it is zero at regions I and III. One can solve the
Schrödinger’s equation in each region independently. If the energy of the particle is
larger than V0, the solutions are
yI(x) = AR ei k0 x +AL e–i k0 x , (x < 0)], , (A.3)
yII(x) = BR ei k1 x + BL e–i k1 x , (0 < x < a) , (A.4)
yIII(x) = CR ei k0 x + CL e–i k0 x , (x > 0) , (A.5)
where the coefficients AL, BL, CL are constants of the waves moving toward the
left direction in different regions, while the AR, BR, CR are coefficients of the waves




~2 , (x < 0 or x > a) , (A.6)
k1 =
r
2 m (E – V0)
~2 , (0 < x < a) . (A.7)
Since the plane wave of incoming particle incident from the left side, then AR = 1.
Also, the CL = 0 because there is no particle coming from the right. The boundary
conditions require that the wavefunction and its derivative to be continuous at the
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barrier edges (x = 0 and x = a) which give rise to
1 +AL = BR + BL , (A.8)
i k0 (1 – AL) = i k1(BR – BL) , (A.9)
BR e
i a k1 + BL e
–i a k1 = CR e
i a k0 , (A.10)
i k1(BR e
i a k1 – BL e
–i a k1) = i k0 CR e
i a k0 . (A.11)
By solving the above equations, one may find the reflection (AL) and transmission
(CR) coefficients as follows
t := CR =
4 k0 k1 e–i (k0–k1)
(k0 + k1)2 – e2 i a k1(k0 – k1)2
, (A.12)










So the tunneling probability for an electron of E > V0 is








Then, the reflection probability is R := |r|2 = 1 – T is not zero for an electron with the
energy higher than the barrier. This probability goes to zero as E >> V0.
Now, if the electron energy E is less than V0, the solution of the Schrödinger’s
equation in the region II will be
yII(x) = BR ekx + BL e–kx , (0 < x < a) , (A.15)









Therefore, as we see from the Eq. (A.16), the probability of quantum tunneling
depends on the thickness and height of the barrier, as well as the energy of the
electron.








                       region(I)                   region(II)             region(III) 
Figure A.2: A potential barrier of height, V0 which divides the space
to three different regions.
A.3 Tunneling in semiconductor devices
There are two possible ways for electrons to tunnel in different layers of the semicon-
ducting devices. In the process known as direct tunneling, electrons tunnel between
energetic states in different layers of the device which conserve the energy and mo-
mentum of electrons. On the other hand, electrons can tunnel between layers due to
elastic or inelastic scattering events. Since, there are always some imperfections in
semiconductor crystals, such as impurities or deformations in the lattice structure, the
tunneling due to scattering is very common in such devices. The energy of electron is
conserved in the elastic event, while its momentum changes during the collision. Both
energy and momentum of electron change due to an inelastic scattering event. Gen-
erally, electron-phonon interactions are responsible for the most inelastic scattering
events [79].
In1950s, tunneling was utilized in semiconductor devices [80] such as Esaki diodes
inventing in 1957 [81]. In such tunneling devices, the current decreases by increasing
the voltage. This phenomenon which is known as negative differential conductance
(NDC), has attracted many attention for the generation of high-frequency electromag-
netic waves. For instance, microwave generators were developed using the transferred
electron diodes [82, 83, 84] based on n-type GaAs and InP. The strong NDC was exhib-
ited in the semiconductor superlattices [85, 86] and double-barrier resonant tunneling
diodes (DBRTDs) [87, 88, 89, 79] as well.
Here we briefly explain the tunneling mechanism through the simplest tunnel diode
composed of two semiconductors. The semiconductors are doped oppositely to form
an Esaki p – n junction. The left semiconductor which is doped with the acceptor
impurities normally called p-type semiconductor. In this semiconductor, the states
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close to the top of the valence band are empty and the Fermi level is inside the valence
band. On the other side, the n-type semiconductor is doped with donor impurities.
So, the Fermi level is above the band gap and in the conduction band.
A depletion layer is located between two doped semiconductors whose width de-
pends on the amount of impurities added to the semiconductors. In the heavily doped
semiconductors the depletion layer becomes very thin (⇠ 10 nm with carrier concen-
trations of ⇡ 1019cm3) which increases the probability of tunneling.
A typical current-voltage I-V characteristic of a tunneling device is plotted in Fig.
(A.3a), with the NDC region shown in yellow. Here we explain the critical points
(A-E) in the I-V characteristic [79]:
• Point A: When there is no bias voltage, the Fermi level of two semiconductors
are aligned, and therefore there is no current flow. This is shown in Fig. (A.3b).
• Point B: By applying a small forward bias, the Fermi energy of the p-type
semiconductor (left) shift with respect to the n-type one (right) and as a result
electrons from the conduction band in the right side can tunnel through the
junction to the valence band of left semiconductor, see Fig. (A.3c).
• Point C: By increasing the bias voltage the overlap between the available va-
lence states (between EF and EV in the p-layer) and the filled conduction states
(between EF and EC in the n-layer) becomes maximum at Vb = Vpeak and
therefore the resonant peak is observed in the I-V characteristics. This is shown
in Fig. (A.3d).
• Point D: For voltages larger than V = Vpeak, the current reduces because the
number of states available for tunneling decreases. In this case, the filled con-
ductance states are in a higher level of energy with respect to the empty valence
states, see Fig. (A.3e). In this region, increasing the applied bias voltage de-
creases the current and hence it is known as the negative differential conductance
(NDC) region.
• Point E: The current decreases by increasing the voltage until the states are
so energetically misaligned such that tunneling is not possible to occur, see Fig.
(A.3f). Although, in this case, the electrons conduct over the barrier which leads
to increasing the current.
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Figure A.3: (a) The general I-V characteristics of a tunnel diode,
with the NDC region highlighted yellow. Points A-E mark bias volt-
ages for which the band structure is plotted in (b-f). (b) The band
structure of a tunnel diode, with a positively doped semiconductor on
the left, negatively doped semiconductor on the right. The conduction
band energy, EC and valence band, EV are shown, and filled states
are colored grey. Here, the applied voltage is 0 V, i.e. point A in (a).
Fermi levels, EF , in the p and n regions are aligned and no current
flows. (c) A small forward bias is applied and electrons in the con-
ductance band of the n region will tunnel to the empty states in the
valence band of the p region. This leads to a small tunnel current
(point B). (d) A larger applied voltage leads to a large number of elec-
trons in the n-region having the same energy as empty states in the
p-region, thus giving a maximum tunnel current of the peak at C. (e)
For Vb   Vpeak, Vb energetically shifts the available tunneling and
empty states such that the tunneling decreases and thus the current at
point D is lower. (f) As the forward bias further increases, the tunnel
current drops to zero, but electron-hole injection increases due to the





We have provided here the Mathematica code which describes the algorithm utilized
to obtain I-V characteristics shown in Figs. (4.10) and (4.11).
General input parameters
eVg = –45; (* Gate voltage *)
mT = 0; (* Chemical potential of the top AGNR layer *)
k = 8.617342 ⇤ 10–5; (* Boltzmann constant in eV/ K *)
T0 = 300; (* Temperature in K *)
Numerical precision
precision = 20; (* Numerical Precision *)
h = 10–5; (* Small number added to the Hamiltonian *)
Lattice parameters without strain
aCC = 0.42; (* Carbon-Carbon distance in nanometer (nm) *)
TCC = –2.64; (* Intra-layer Carbon-Carbon transfer energy in eV *)
TBN = –2.79; (* Intra-layer Boron-Nitride transfer energy in eV *)
tBN = –0.6; (* Inter-layer Boron-Nitride transfer energy in eV: not affected under strain *)
tCB = –0.43; (* Inter-layer Carbon-Boron transfer energy in eV: not affected under strain *)
tCN = –0.43; (* Inter-layer Carbon-Nitride transfer energy in eV: not affected under strain *)
eC = 0; (* Carbon on-site potential energy in eV *)
eB = 3.34; (* Boron on-site potential energy in eV *)
eN = –1.4; (* Nitride on-site potential energy in eV *)
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Strain matrix inputs; Eq. 3.44
j = p/2; (* Direction of the strain *)
e0 = 0.02; (* Modulus of the strain *)
a = 3.37; (* The decay rate of transfer energies, see Eq. (3.47) *)
s = 0.165; (* Poisson’s ratio for graphene *)
strain = e0
  
Cos[j]2 – sSin[j]2, (1 + s)Sin[j] Cos[j]
 
, 
(1 + s)Sin[j] Cos[j], Sin[j]2 – s Cos[j]2
  
; (* strain matrix *)
Vectors connecting site A to the nearest neighbor sites B



















; (* no strain; See Fig. 4.7 *)
ds[i_]:=d[i] + strain.d[i]//Simplify; (* vectors under the applied strain *)





















Dimensions of the device
M = 16; (* The number of unit cells *)
m = 31; (* The number of atoms in each slice of an unit cell (NW) *)
Zo[m_]:=Table[0, {i, 1, m}, {j, 1, m}]; (* Zero matrix of (m ⇥ m) *)
Zop[p_, q_]:=Table[0, {i, 1, p, 1}, {j, 1, q, 1}]; (* Zero matrix of (p ⇥ q) *)
This procedure calculate the self energy of leads
SelfEnergy[e_, V_]:=
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Module[{e1, K1, T12, T21, T23, T32, T34, T43, T41, T14, d, A,
F, B, nf, df, g11, Tdl,  LL,  RR,  L,  R, iteration},
e1 = 10–300.;
K1 = Table[If[i == j, (e + Ih) – eC – V, 0], {i, 1, m}, {j, 1, m}];
T12 = Table[If[i == j, TCC, If[i == j + 1, TCC, 0], 0], {i, 1, m},
{j, 1, m}];
T21 = T12†;
T23 = Table[If[i == j, TCC, 0], {i, 1, m}, {j, 1, m}];
T32 = T23†;
T34 = Table[If[i == j, TCC, If[i + 1 == j, TCC, 0], 0], {i, 1, m},
{j, 1, m}];
T43 = T34†;
T41 = Table[If[i == j, TCC, 0], {i, 1, m}, {j, 1, m}];
T14 = T41†;
d[0] = ArrayFlatten[{{K1, T12, Zo[m], Zo[m]}, {T21, K1, T23, Zo[m]},
{Zo[m], T32, K1, T34}, {Zo[m], Zo[m], T43, K1}}];
A[0] = ArrayFlatten[{{Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m]}, {Zo[m], Zo[m], Zo[m], Zo[m]},
{T41, Zo[m], Zo[m], Zo[m]}}];
F[0] = ArrayFlatten[{{K1, T12, Zo[m], Zo[m]}, {T21, K1, T23, Zo[m]},




d[i] = d[i – 1] – A[i – 1].Inverse[F[i – 1]].B[i – 1];
A[i] = A[i – 1].Inverse[F[i – 1]].A[i – 1];
B[i] = B[i – 1].Inverse[F[i – 1]].B[i – 1];
F[i] = F[i – 1] – A[i – 1].Inverse[F[i – 1]].B[i – 1]–
B[i – 1].Inverse[F[i – 1]].A[i – 1]
, {i, 1, n, 1}];
{A[n][[3m + 1, 1]], d[n]} );
nf = Catch[Do[ If[Abs[iteration[n][[1]]]  e1, Throw[n]],
{n, 1, 2000, 1} ]];
df = iteration[nf][[2]];
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g11 = Inverse[df];
Tdl = ArrayFlatten[{{Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m]}, {Zo[m], Zo[m], Zo[m], Zo[m]},
{T41, Zo[m], Zo[m], Zo[m]}}];
 LL = Tdl.g11.(Tdl)†;
 RR = Tdl.g11.(Tdl)†;
 L = Table[ LL[[i, j]], {i, 1, m}, {j, 1, m}];
 R = Table[ RR[[i, j]], {i, 3m + 1, 4m}, {j, 3m + 1, 4m}];
{g11,  LL,  RR,  L,  R}];
This function calculate the I-V characteristics:
FuncI[eVb_]:=
FuncI[eVb] =
Module[{V5, V4, V3, V2, V1, mB, h, s, H, t, T, Hu, Tu, tr, list, f},
Layers potential
V5 = (–0.01eVg – eVb);
V4 = 3/4(–0.01eVg – eVb);
V3 = 2/4(–0.01eVg – eVb);
V2 = 1/4(–0.01eVg – eVb);
V1 = 0;
mB = –eVb; (* Chemical potential of the bottom AGNR layer *)
Building the Hamiltonian of a unit cell; see Section 4.2.2
h[1][1, 1] = (eC +V1)IdentityMatrix[m];
h[1][2, 2] = (eB +V2)IdentityMatrix[m];
h[1][3, 3] = (eN +V3)IdentityMatrix[m];
h[1][4, 4] = (eB +V4)IdentityMatrix[m];
h[1][5, 5] = (eC +V5)IdentityMatrix[m];
h[2][1, 1] = (eC +V1)IdentityMatrix[m];
h[2][2, 2] = (eN +V2)IdentityMatrix[m];
h[2][3, 3] = (eB +V3)IdentityMatrix[m];
h[2][4, 4] = (eN +V4)IdentityMatrix[m];
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h[2][5, 5] = (eC +V5)IdentityMatrix[m];
h[3][1, 1] = (eC +V1)IdentityMatrix[m];
h[3][2, 2] = (eB +V2)IdentityMatrix[m];
h[3][3, 3] = (eN +V3)IdentityMatrix[m];
h[3][4, 4] = (eB +V4)IdentityMatrix[m];
h[3][5, 5] = (eC +V5)IdentityMatrix[m];
h[4][1, 1] = (eC +V1)IdentityMatrix[m];
h[4][2, 2] = (eN +V2)IdentityMatrix[m];
h[4][3, 3] = (eB +V3)IdentityMatrix[m];
h[4][4, 4] = (eN +V4)IdentityMatrix[m];
h[4][5, 5] = (eC +V5)IdentityMatrix[m];
s[1][1, 2] = tCBIdentityMatrix[m];
s[1][2, 3] = tBNIdentityMatrix[m];
s[1][3, 4] = tBNIdentityMatrix[m];
s[1][4, 5] = tCBIdentityMatrix[m];
s[2][1, 2] = Zo[m];
s[2][2, 3] = Zo[m];
s[2][3, 4] = Zo[m];
s[2][4, 5] = Zo[m];
s[3][1, 2] = tCBIdentityMatrix[m];
s[3][2, 3] = tBNIdentityMatrix[m];
s[3][3, 4] = tBNIdentityMatrix[m];
s[3][4, 5] = tCBIdentityMatrix[m];
s[4][1, 2] = Zo[m];
s[4][2, 3] = Zo[m];
s[4][3, 4] = Zo[m];
s[4][4, 5] = Zo[m];
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H[1] = ArrayFlatten[{{h[1][1, 1], s[1][1, 2], Zo[m], Zo[m], Zo[m]}, 
s[1][1, 2]†, h[1][2, 2], s[1][2, 3], Zo[m], Zo[m]
 
, 
Zo[m], s[1][2, 3]†, h[1][3, 3], s[1][3, 4], Zo[m]
 
, 
Zo[m], Zo[m], s[1][3, 4]†, h[1][4, 4], s[1][4, 5]
 
, 
Zo[m], Zo[m], Zo[m], s[1][4, 5]†, h[1][5, 5]
  ⇤
;
H[2] = ArrayFlatten[{{h[2][1, 1], s[2][1, 2], Zo[m], Zo[m], Zo[m]}, 
s[2][1, 2]†, h[2][2, 2], s[2][2, 3], Zo[m], Zo[m]
 
, 
Zo[m], s[2][2, 3]†, h[2][3, 3], s[2][3, 4], Zo[m]
 
, 
Zo[m], Zo[m], s[2][3, 4]†, h[2][4, 4], s[2][4, 5]
 
, 
Zo[m], Zo[m], Zo[m], s[2][4, 5]†, h[2][5, 5]
  ⇤
;
H[3] = ArrayFlatten[{{h[3][1, 1], s[3][1, 2], Zo[m], Zo[m], Zo[m]}, 
s[3][1, 2]†, h[3][2, 2], s[3][2, 3], Zo[m], Zo[m]
 
, 
Zo[m], s[3][2, 3]†, h[3][3, 3], s[3][3, 4], Zo[m]
 
, 
Zo[m], Zo[m], s[3][3, 4]†, h[3][4, 4], s[3][4, 5]
 
, 
Zo[m], Zo[m], Zo[m], s[3][4, 5]†, h[3][5, 5]
  ⇤
;
H[4] = ArrayFlatten[{{h[4][1, 1], s[4][1, 2], Zo[m], Zo[m], Zo[m]}, 
s[4][1, 2]†, h[4][2, 2], s[4][2, 3], Zo[m], Zo[m]
 
, 
Zo[m], s[4][2, 3]†, h[4][3, 3], s[4][3, 4], Zo[m]
 
, 
Zo[m], Zo[m], s[4][3, 4]†, h[4][4, 4], s[4][4, 5]
 
, 
Zo[m], Zo[m], Zo[m], s[4][4, 5]†, h[4][5, 5]
  ⇤
;
t[1, 2][1, 1] = Table[If[i == j, TCCu, If[i == j + 1, TCCd, 0], 0],
{i, 1, m}, {j, 1, m}];
t[1, 2][2, 2] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[1, 2][3, 3] = Table[If[i == j, TBNu, If[i == j + 1, TBNd, 0], 0],
{i, 1, m}, {j, 1, m}];
t[1, 2][4, 4] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[1, 2][5, 5] = Table[If[i == j, TCCu, If[i == j + 1, TCCd, 0], 0],
{i, 1, m}, {j, 1, m}];
T[1, 2] = ArrayFlatten[{{t[1, 2][1, 1], Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], t[1, 2][2, 2], Zo[m], Zo[m], Zo[m]},
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{Zo[m], Zo[m], t[1, 2][3, 3], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], t[1, 2][4, 4], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m], t[1, 2][5, 5]}}];
t[2, 3][1, 1] = Table[If[i == j, TCCs, 0], {i, 1, m}, {j, 1, m}];
t[2, 3][2, 2] = Table[If[i == j, TBNu, If[i == j + 1, TBNd, 0], 0],
{i, 1, m}, {j, 1, m}];
t[2, 3][3, 3] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[2, 3][4, 4] = Table[If[i == j, TBNu, If[i == j + 1, TBNd, 0], 0],
{i, 1, m}, {j, 1, m}];
t[2, 3][5, 5] = Table[If[i == j, TCCs, 0], {i, 1, m}, {j, 1, m}];
T[2, 3] = ArrayFlatten[{{t[2, 3][1, 1], Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], t[2, 3][2, 2], Zo[m], Zo[m], Zo[m]},
{Zo[m], Zo[m], t[2, 3][3, 3], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], t[2, 3][4, 4], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m], t[2, 3][5, 5]}}];
t[3, 4][1, 1] = Table[If[i == j, TCCd, If[i + 1 == j, TCCu, 0], 0],
{i, 1, m}, {j, 1, m}];
t[3, 4][2, 2] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[3, 4][3, 3] = Table[If[i == j, TBNd, If[i + 1 == j, TBNu, 0], 0],
{i, 1, m}, {j, 1, m}];
t[3, 4][4, 4] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[3, 4][5, 5] = Table[If[i == j, TCCd, If[i + 1 == j, TCCu, 0], 0],
{i, 1, m}, {j, 1, m}];
T[3, 4] = ArrayFlatten[{{t[3, 4][1, 1], Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], t[3, 4][2, 2], Zo[m], Zo[m], Zo[m]},
{Zo[m], Zo[m], t[3, 4][3, 3], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], t[3, 4][4, 4], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m], t[3, 4][5, 5]}}];
t[4, 1][1, 1] = Table[If[i == j, TCCs, 0], {i, 1, m}, {j, 1, m}];
t[4, 1][2, 2] = Table[If[i == j, TBNd, If[i + 1 == j, TBNu, 0], 0],
{i, 1, m}, {j, 1, m}];
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t[4, 1][3, 3] = Table[If[i == j, TBNs, 0], {i, 1, m}, {j, 1, m}];
t[4, 1][4, 4] = Table[If[i == j, TBNd, If[i + 1 == j, TBNu, 0], 0],
{i, 1, m}, {j, 1, m}];
t[4, 1][5, 5] = Table[If[i == j, TCCs, 0], {i, 1, m}, {j, 1, m}];
T[4, 1] = ArrayFlatten[{{t[4, 1][1, 1], Zo[m], Zo[m], Zo[m], Zo[m]},
{Zo[m], t[4, 1][2, 2], Zo[m], Zo[m], Zo[m]},
{Zo[m], Zo[m], t[4, 1][3, 3], Zo[m], Zo[m]},
{Zo[m], Zo[m], Zo[m], t[4, 1][4, 4], Zo[m]},
{Zo[m], Zo[m], Zo[m], Zo[m], t[4, 1][5, 5]}}];
The unit cell Hamiltonian
Hu = ArrayFlatten[{{H[1], T[1, 2], Zo[5m], Zo[5m]}, 
T[1, 2]†, H[2], T[2, 3], Zo[5m]
 
, 
Zo[5m], T[2, 3]†, H[3], T[3, 4]
 
, 
Zo[5m], Zo[5m], T[3, 4]†, H[4]
  ⇤
;
The transfer matrix between unit cells
Tu = ArrayFlatten[{{Zo[5m], Zo[5m], Zo[5m], Zo[5m]},
{Zo[5m], Zo[5m], Zo[5m], Zo[5m]},
{Zo[5m], Zo[5m], Zo[5m], Zo[5m]},
{T[4, 1], Zo[5m], Zo[5m], Zo[5m]}}];
The transmission function as a function of energy
tr[e_]:=Module[{gL, gR,  L,  L1, gL,  L2,  R, gR, GL, G, TLR},
 L1 = SelfEnergy[e, V1][[5]];
 L = ArrayFlatten[{{ L1, Zop[m, 20m – m]},





; (* The broadening functions of left lead *)
 L2 = SelfEnergy[e, V5][[5]];
 R = ArrayFlatten[{{Zop[20m – m, 20m – m], Zop[20m – m, m]},





; (* The broadening functions of right lead *)
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The recursive method to evaluate the Green’s function
GL[1, 1] = Inverse[eIdentityMatrix[4 ⇤ 5m] – Hu –  L];
Do[GL[i, i] = Inverse[eIdentityMatrix[4 ⇤ 5m] – Hu–
Tu†.GL[i – 1, i – 1].Tu
⇤
, {i, 2, M – 1}
⇤
;
Do[GL[1, i] = GL[1, i – 1].Tu.GL[i, i], {i, 2, M – 1}];
GL[M, M] = Inverse[eIdentityMatrix[4 ⇤ 5m] – Hu–
Tu†.GL[M – 1, M – 1].Tu –  R
⇤
;
G[1, M] = GL[1, M – 1].Tu.GL[M, M];
TLR = Tr[gL.G[1, M].gR.G[1, M]†]//Chop//Quiet
]//Quiet;
Integrating the transmission function over the energy window to evaluate the current in meV
list = {#, tr[#]//Quiet//Chop}&/@
Range[–(eVb + 0.201), 0.201, 0.01];


















{e, –(eVb + 0.2), 0.2}] ⇤ 103
]
Evaluating the I-V plot; purple curve in Fig. (4.11)
ProgressIndicator[Dynamic[eVb], {0, 1}]
Do[Print[eVb, “ I =”, Timing[FuncI[eVb]]//Chop], {eVb, 0, 1, 0.01}];
ListI = {#, FuncI[#]//Chop}&/@Range[0, 1, 0.01]
fI = Interpolation[ListI, InterpolationOrder ! 1];
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