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Abstract
Diagnostic tests play an important role in health care and the statistical evaluation
of their accuracy is imperative before they are used in practice. The receiver operating
characteristic (ROC) curve is the most widely used measure to evaluate the discrimina-
tory performance of a continuous diagnostic test. In some diagnostic situations, covariate
information that affects the test’s performance is also available and this additional in-
formation should be taken into account when evaluating the accuracy of the test. When
there are more than two possible disease status, ROC curves give rise to ROC surfaces.
The statistical analysis of diagnostic data has traditionally used parametric methods.
Nonparametric and semiparametric approaches are advantegeous because they provide
flexible and robust inferences. In this thesis we developed nonparametric and semipara-
metric estimators as well as new methodologies for the evaluation of continuous diagnostic
tests.
In the first part of this thesis, we developed a flexible and robust Bayesian non-
parametric approach based on mixtures of finite Polya trees priors to estimate the ROC
surface. We thus relaxed the strong distributional assumptions of the existing approaches.
In the second part, we proposed a Bayesian nonparametric ROC regression estimator
based on dependent Dirichlet processes, which allows for modeling directly the entire
conditional distribution in the healthy and diseased populations. This model also easily
accomodates multiple predictors, either categorical or continuous.
In the third part of the thesis, we have developed ROC regression methodology for
the case where the covariate is functional, rather than univariate or multivariate. To this
end, semiparametric and nonparametric ROC regression estimators were proposed.
A large number of simulations and example analysis illustrate the performance of the
proposed estimators.
Keywords: area under the curve; Bayesian nonparametrics; diagnostic tests; depen-
dent Dirichlet process; functional data; functional linear model; functional nonparametric
model; Markov chain Monte Carlo; mixtures of finite Polya trees; ROC analysis.
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Resumo
espac¸o
Os testes de diagno´stico sa˜o um instrumento fundamental em medicina e o seu desem-
penho deve ser avaliado antes de serem utilizados em larga escala na pra´tica cl´ınica. A
qualidade ou bom desempenho de um teste de diagno´stico traduz-se na sua capacidade
de classificar corretamente os indiv´ıduos em dois grupos clinicamente relevantes (por
norma, doentes e sauda´veis/na˜o doentes). E´ admitido que o verdadeiro grupo a que cada
indiv´ıduo pertence e´ conhecido, i.e., e´ admitido que existe um teste perfeito que classi-
fica corretamente todos os indiv´ıduos doentes como sendo doentes e todos os indiv´ıduos
sauda´veis como sendo sauda´veis. Este teste e´ vulgarmente designado por padra˜o a´ureo
(do ingleˆs, gold standard). A curva ROC (do ingleˆs, Receiver Operating Characteristic) e´
uma ferramenta amplamente utilizada para avaliar o desempenho de testes de diagno´stico
que sa˜o medidos numa escala ordinal ou cont´ınua. Nesta tese apenas estamos interessa-
dos em testes que sa˜o medidos numa escala cont´ınua. A a´rea abaixo da curva ROC e´ a
mais popular medida suma´ria da capacidade discriminac¸a˜o de um teste de diagno´stico.
Um teste totalmente incapaz de discriminar indiv´ıduos doentes de na˜o doentes, tem uma
a´rea abaixo da curva de 0.5. Por oposic¸a˜o, um teste que classifica corretamente todos
os indiv´ıduos tem uma a´rea abaixo da curva de 1. A a´rea abaixo da curva representa a
probabilidade de que, escolhidos dois indiv´ıduos aleatoriamente, um doente e outro na˜o
doente, o indiv´ıduo doente tenha um resultado no teste de diagno´stico superior ao re-
sultado de teste do indiv´ıduo na˜o doente. A maioria dos testes de diagno´stico tem a´reas
abaixo da curva entre 0.5 e 1. Em diversas situac¸o˜es de diagno´stico, existe informac¸a˜o
adicional dispon´ıvel sob a forma de covaria´veis. Ignorar o efeito das covaria´veis conduz
a infereˆncias enviesadas, ao passo que estratificar por valor da covaria´vel se revela pouco
pra´tico quando a covaria´vel e´ cont´ınua. Determinar em que subgrupos, i.e., para que
valores da covaria´vel, o teste tem um bom desempenho, e´ crucial e deve ser o primeiro
passo a ser dado aquando da avaliac¸a˜o da capacidade de discriminac¸a˜o de um teste. Em
diversas situac¸o˜es pra´ticas existem mais do que dois grupos de interesse nos quais quer-
emos classificar os ind´ıviduos, i.e., o padra˜o a´ureo ao inve´s de bina´rio, e´ ordinal. Neste
caso, as curvas ROC da˜o origem a superf´ıcies ROC.
A literatura dedicada a` avaliac¸a˜o estat´ıstica de dados resultantes de testes de di-
agno´stico, apesar de extensa, baseia-se essencialmente em modelos parame´tricos. Os
modelos parame´tricos, apesar de conceptualmente intuitivos e u´teis, assentam em pres-
supostos demasiado restritivos para poderem ser aplicados de forma generalizada em
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situac¸o˜es pra´ticas. E´ por isso u´til considerar alternativas mais flex´ıveis. Os modelos
semiparame´tricos e na˜o parame´tricos sa˜o uma boa alternativa aos modelos parame´tricos,
sendo mais flex´ıveis e robustos, e consequentemente, capazes de lidar com um maior
espectro de dados. Nesta tese propomos modelos semiparame´tricos e na˜o parame´tricos
assim como novas metodologias para a avaliac¸a˜o de dados de diagno´stico.
No Cap´ıtulo 2 desta tese debruc¸amo-nos sobre a superf´ıcie ROC, no caso em que
existem treˆs grupos de diagno´stico de interesse onde queremos classificar os indiv´ıduos.
As abordagens existentes na literatura, ou sa˜o demasiado simplistas, baseando-se em
distribuic¸o˜es emp´ıricas, ou demasiado restritivas, admitindo que os resultados do teste
seguem uma distribuic¸a˜o normal em cada grupo. Neste cap´ıtulo propomos um modelo
Bayesiano na˜o parame´trico baseado numa mistura finita de a´rvores de Polya para mod-
elar os resultados do teste de diagno´stico em cada um dos treˆs grupos de interesse. Este
modelo e´ bastante robusto e flex´ıvel permitindo lidar de forma eficiente, por exemplo,
com distribuic¸o˜es assime´tricas e/ou multimodais. Uma caracter´ıstica importante deste
estimador e´ o facto de ser centrado numa distribuic¸a˜o parame´trica, o que permite obter
infereˆncias com um ‘bom grau de precisa˜o’ quando a assunc¸a˜o parame´trica e´ verificada.
Realc¸amos que a aplicac¸a˜o de modelos Bayesianos permite realizar de forma imediata
infereˆncias na˜o so´ para a pro´pria superf´ıce ROC, como para qualquer um dos seus fun-
cionais, por exemplo, para o volume abaixo da superf´ıce ROC.
No terceiro cap´ıtulo desta tese foi proposto um estimador Bayesiano na˜o parame´trico,
baseado em processos de Dirichlet dependentes, para a curva ROC na presenc¸a de co-
varia´veis. Ignorar as covaria´veis pode resultar em infereˆncias enviesadas, enquanto que
estratificar por valor da covaria´vel e´ imposs´ıvel no caso de covaria´veis cont´ınuas. A es-
trate´gia de estimac¸a˜o passa por modelar diretamente os resultados de teste como func¸a˜o
das covaria´veis no grupo dos doentes e no grupo dos na˜o doentes e posteriormente cal-
cular a curva ROC espec´ıfica para cada valor de interesse da covaria´vel. Realc¸amos que
neste contexto, para cada valor de interesse da covaria´vel, obtemos uma curva ROC e
uma a´rea abaixo da curva diferentes. Ao contra´rio dos estimadores ja´ existentes, este
estimador na˜o se restringe a covaria´veis univariadas. Com efeito, este estimador permite
que a covaria´vel seja univariada ou multivariada, catego´rica ou cont´ınua. O desempenho
deste estimador e´, em algumas situac¸o˜es, superior ao dos estimadores ja´ existentes. A im-
plementac¸a˜o deste estimador Bayesiano na˜o parame´trico foi feita no software estat´ıstico
R e disponibilizada na func¸a˜o LDDProc do pacote DPpackage, que pode ser descarregado
de http://cran.r-project.org/web/packages/DPpackage/, estando por isso acess´ıvel
a toda a comunidade.
iii
No Cap´ıtulo 4, foi desenvolvida metodologia de regressa˜o para a curva ROC para o
caso em que a covaria´vel e´ funcional, ao inve´s de univariada ou multivariada. Ao contra´rio
do que e´ usual, no contexto funcional, os dados na˜o sa˜o representados por pontos, mas
por func¸o˜es, sendo por isso a sua natureza mais complexa. Realc¸amos que analisar
dados funcionais com te´cnicas multivariadas pode conduzir a infereˆncias extremamente
enviesadas. Com o objetivo de propoˆr uma classe versa´til de modelos para o caso em que
a covaria´vel tem uma estrutura funcional, foram propostos estimadores semiparame´tricos
e na˜o parame´tricos. O estimador semiparame´trico baseia-se num modelo funcional linear
homoceda´stico, enquanto que o estimador na˜o parame´trico e´ baseado em extenso˜es dos
me´todos de tipo nu´cleo para o caso funcional. O estimador semiparame´trico tem mel-
hor desempenho quando o efeito da covaria´vel e´ linear, enquanto que o estimador na˜o
parame´trico e´ mais robusto e flex´ıvel, tendo ainda um bom desempenho, se o efeito da co-
varia´vel e´, de facto, linear. Foi assim proposta uma classe versa´til de modelos que permite
ao investigador escolher qual a abordagem mais adequada para o seu problema/conjunto
de dados.
O comportamento dos estimadores e me´todos propostos e´ validado atrave´s de mu´ltiplos
estudos de simulac¸a˜o. Nos estudos de simulac¸a˜o e´ tambe´m comparado o desempenho dos
estimadores propostos com o desempenho dos estimadores ja´ existentes na literatura.
Todos os me´todos sa˜o tambe´m ilustrados atrave´s da ana´lise de dados reais.
Palavras-chave: ana´lise ROC; a´rea abaixo da curva; dados funcionais; me´todos
Bayesianos na˜o parame´tricos; modelo funcional linear; modelo funcional na˜o parame´trico;
processos de Dirichlet dependentes; me´todos Monte Carlo via cadeias de Markov; mistura
finita de a´rvores de Polya; testes de diagno´stico.
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1
Introduction
This thesis deals with three distinct problems related to the statistical evaluation of
diagnostic tests: (1) flexible estimation of the ROC surface when there are three diag-
nostic classes; (2) flexible estimation of the ROC curve in the presence of (univariate or
multivariate) covariates; (3) development of ROC regression methodology for the case of
functional covariates. Before going into the details of thesis, it is convenient to introduce
some basic background knowledge on medical diagnostic tests/ROC analysis, Bayesian
nonparametric methods, and functional data analysis techniques. This is the purpose of
this introduction.
1.1 ROC analysis
1.1.1 Diagnostic tests and ROC analysis
Screening and diagnostic tests play an important role in health care and it is imperative
that accuracy of tests is assessed before they are used in practice (see Zhou et al., 2002;
Pepe, 2003 for an overview). The purpose of a diagnostic test, also referred throughout
as a marker, is to accurately classify a subject drawn from the population as healthy
(D = 1) or diseased (D = 2). Compared to the truth, one is interested in determining
how well the test performs. The true disease status is assumed to be measured without
error using a definitive gold standard test. There is an extensive literature that deals
with the topic of an imperfect or missing gold standard (Hui and Walter, 1980; Hui and
Zhou, 1998; Johnson et al., 2001, among others), but this is out of the scope of this thesis.
A diagnostic test result can be dichotomous, ordinal or continuous. A dichotomous
test result simply provides the diagnosis as positive or negative, for example, home
1
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pregnancy tests. Ordinal tests are widely used in radiology for examining X-rays and
other imaging devices (computed tomography, magnetic ressonance imaging, etc). A
five point scale is often used for interpreting these images. For example, when dealing
with malignancies, the following scale can be used: definitely benign, probably benign,
possibly malignant, probably malignant and definitely malignant. Blood pressure and
the glucose levels in blood are examples of continuous tests. In what follows our focus
is on continuous markers. In such case, the diagnostic procedure has to be made by
comparing the test result Y with a threshold or cutoff point c ∈ R. Supposing that
larger values of the test result are more indicative of the disease, the diagnosis will be
the following:
• if Y > c then the subject is classified as diseased (positive result);
• if Y < c then the subject is classified as healthy (negative result).
Ideally, we would be able to find a threshold value c such that all diseased subjects have
a test result which is greater than c and all healthy subjects have a test result which is
less than c; this would mean that the diagnostic test is perfect in its diagnosis. However,
that is rarely the case and, in practice, erros are made. Two types of error can occur:
• some diseased subjects may have a test result which is less than c and they will be
diagnosed as healthy,
• some healthy subjects may have a test result exceeding c and so they will be
diagnosed as diseased.
Hence, the threshold value chosen for the test is an essential ingredient in the diagnostic
procedure. Each threshold value gives rise to the following probabilities:
• a true positive rate, or sensitivity, TPR(c) = P(Y > c | D = 2) (the probability
that a diseased subject as a positive test result),
• a false positive rate, or 1-specificity, FPR(c) = P(Y > c | D = 1) (the probability
that a healthy subject has a positive test result).
The ROC curve provides a graphical measure of the diagnostic performance. It is ob-
tained as the set of all (FPR(c),TPR(c)) points that can be obtained by making the
threshold c varying
{(FPR(c),TPR(c)) = (1− F1(c), 1− F2(c)), c ∈ R},
2
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where F1 and F2 are the cumulative distribution functions of the test results in the
healthy and diseased groups, respectively. The ROC curve can also be represented as
ROC(p) = 1− F2(F−11 (1− p)), 0 < p < 1,
with F−11 being the quantile function of the healthy group, i.e., F
−1
1 (1 − p) = inf{z :
F1(z) > 1− p}.
ROC curves have several appealing features. First, an ROC curve displays the trade-
offs between the true and false positive rates as the threshold c varies. Second, an ROC
curve can be interpreted as a measure of the amount of separation of the distribution
of the test results in the healthy and diseased groups. The more separeted the distribu-
tions, the closer the ROC curve is to the upper left corner and, consequently, farther the
curve from the diagonal line indicating a useless test. Thus, an ROC curve can be used
to visually compare the accuracy of different tests. An ROC comparison is particularly
useful when tests are measured either in different units or different scales.
Related to the ROC curve several measures are considered as univariate summaries
of the diagnostic accuracy. The most commonly used is the area under the ROC curve
(AUC). It is defined as
AUC =
∫ 1
0
ROC(p)dp.
Under the assumption between groups, the AUC corresponds to the probability that the
test result for a randomly chosen diseased subject exceeds that for a randomly chosen
healthy subject
AUC = P(Y2 > Y1),
where Y1 and Y2 are random variables with distributions F1 and F2, respectively. Values
of the AUC range from 0.5, suggesting that the test is no better than chance alone, to
1, indicating a perfect test. Figure 1.1.1 (a) shows the probability distributions in the
healthy and diseased groups of an hypothetical diagnostic test, the corresponding ROC
curve and AUC are presented in Figure 1.1.1 (b).
In the last years there has been an increasing interest dedicated to estimating the
ROC curve/AUC under a variety of scenarios. Parametric and nonparametric estima-
tors are available, using either frequentist or Bayesian approaches (Hsieh and Turnbull,
1996; Zou et al., 1997; Zhou and Harezlak, 2002; Erkanli et al., 2006; Branscum et al.,
2008, among others).
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Figure 1.1.1: (a) Probability distributions of an hypothetical diagnostic test in healthy (solid line)
and diseased (dashed line) groups ; (b) Corresponding ROC curve and AUC.
1.1.2 Covariate information
Recently, interest has move towards determining covariate factors that affect test’s ac-
curacy. For example, blood pressure and glucose levels may change with age. With the
aim of gaining a better understanding of a test, researchers are interested in determinig
covariates that affect the test accuracy. By doing so, it is possible to identify populations
or conditions where a test is more or less accurate, which can be useful in determining
how best to use a test. Ignoring such covariates yields biased or oversimplified inferences,
whereas stratifying by covariates may be either impractical (for continuous covariates)
or incur in a loss in power.
Various methods have been proposed to assess possible covariate effects on the ROC
curve. A review of the three major approaches is provided in Pepe (1998) and further
discussed in Zhou et al. (2002) and Pepe (2003). The first approach, also referred as
induced approach, uses separate regression models for the diseased and healthy groups
and then computes the induced form of the ROC curve (Pepe, 1998; Faraggi, 2003;
Gonza´lez-Manteiga et al., 2011; Rodr´ıguez-A´lvarez et al., 2011a). The second approach,
direct approach, regresses the shape of the ROC curve directly onto covariates through a
generalized linear model (Pepe, 1998; Alonzo and Pepe, 2002; Pepe, 2003; Chang et al.,
2004). The third approach models the effect of the covariates on the AUC (Dodd and
Pepe , 2003; Brumback et al., 2006). An important advantage of the direct approach
is that one can relate each point of the ROC curve to the associated threshold value
c. This is important if the clinician wants to determine the threshold value for the test
4
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in addition to examining the overall test accuracy. In this thesis, we focus on induced
approaches.
Within the induced approaches, generally, a location-scale regression model for the
test result in each group is assumed
Y1 = µ1(X1) + σ1(X1)ε1, (1.1.1)
Y2 = µ2(X2) + σ2(X2)ε2, (1.1.2)
where X1 and X2 are continuous covariates, µ1 and µ2 are the regression functions,
and σ21 and σ
2
2 are the variance functions. The errors ε1 and ε2 are uncorrelated with
the covariates X1 and X2, respectively, have mean zero, variance one, and distribution
functions G1 and G2. We remark that G1 and G2 will be used throughout this thesis
to denote the empirical distribution of the standardized residuals in the healthy and
diseased groups, respectively. It is worth to mention that the markers Y1 and Y2 are
evaluated at possibly different covariate values, and this justify the use of X1 and X2,
instead of just X. Further, we are often interested in estimating the covariate-specific
ROC curve for a fixed covariate value X = x, which were not measured in either group
or both.
Based on the regression models (1.1.1) and (1.1.2) and on the above considerations, for
a fixed covariate value X = x, the induced covariate specific ROC curve has the form:
ROCX=x(p) = 1−G2
(
G−11 (1− p)
σ1(x)
σ2(x)
+
µ1(x)− µ2(x)
σ2(x)
)
, 0 < p < 1.
For the covariate value X, the covariate specific AUC is given by
AUCX =
∫ 1
0
ROCX(p)dp.
We get a different ROC/AUC for each covariate value. An example is provided in Figure
1.1.2.
1.1.3 Three-way ROC analysis
Until now, we have assumed that there are only two possible disease status (diseased/healthy,
presence/absence of a certain condition), i.e., we have assumed that the gold standard
is binary. However, in medical practice, there are situations in which the presence or
absence of disease is not sufficient in describing the severity and progress of the disease.
For example, cognitive function declines from normal function to mild impairment, to
severe impairment or dementia. For these diagnostic tasks, one potential solution is to
5
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Figure 1.1.2: Supposing Y0 | X0 = 0.5 + X0 + 1.5ε0 and Y1 | X1 = 2 + 4X1 + 2ε1, X0 and X1 are
uniformly distributed in [−1, 1]. (a) ROC curves corresponding to a fixed X = −1 (solid line), X = 0.15
(dashed line), and X = 1 (dotted line); (b) AUC curve corresponding to each fixed covariate value in
[−1, 1].
dichotomize the gold standard so that the existing methods for binary classification can
be applied. However, Obuchowski (2005) has shown that creating this artifical binary
gold standard can induce a bias in the estimation of the test’s accuracy. In the literature,
the ROC methodology has been extended to the three class disease status problems by
several authors (Scurfield , 1996; Mossman, 1999; Nakas and Yiannoutsos, 2004, among
others). ROC surfaces have been proposed for the evaluation of the diagnostic accu-
racy in ordered three-class problems as a direct generalization of the ROC curve. The
difficulty in generalizing the ROC curve to more than two disease classes results from
the fact that a decision rule for a K-group classification will produce K true class rates
and K(K − 1) false class rates. When there are three disease classes, a decision rule
that classifies subjects in one of these classes can be defined as follows: for two ordered
threshold values c1 < c2
1. IF Y < c1 THEN assign subject to class 1,
2. ELSE IF c1 6 Y 6 c2 THEN assign subject to class 2,
3. ELSE assign subject to class 3.
Let Y1, Y2, and Y3 be random variables with distribution function F1, F2, and F3, respec-
tively. From the pair of thresholds (c1, c2) ∈ R2, the probabilities of correct classification
6
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into the three classes are the following:
p1 = P(Y1 < c1) = F1(c1),
p2 = P(c1 6 Y2 6 c2) = F2(c2)− F2(c1),
p3 = P(Y3 > c2) = 1− F3(c2).
The ROC surface is the 3-dimensional plot in the unit cube depicting (F1(c1), F2(c2) −
F2(c1), 1 − F3(c2)), for all thresholds (c1, c2), with c1 < c2. By writing p2 as a function
of p1 and p3, we obtain the functional form of the surface
ROCS(p1, p3) =
F2(F
−1
3 (1− p3))− F2(F−11 (p1)), if F−11 (p1) 6 F−13 (1− p3),
0, otherwise.
The volume under the ROC surface (VUS) can be a useful index for the accuracy of a
three class diagnostic test. It has been shown (Mossman, 1999) that the VUS equals the
probability that diagnostic measurements of any three subjects, one from each class, are
in the correct order
VUS = P(Y1 < Y2 < Y3).
A VUS of 1/6 corresponds to a test without descriminating power, and a VUS of 1
corresponds to a perfect test. Figure 1.1.3 (a) presents the probability distribution of an
hypothetical diagnostic tests with three disease classes. In Figure 1.1.3 (b) is shown the
corresponding ROC surface. The VUS corresponding to this test is 0.36.
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Figure 1.1.3: (a) Probability distributions of an hypothetical three-class diagnostic test in group 1
(solid line), group 2 (dashed line), and group 3 (dotted line). TCi stands for the probability of correct
classification in class i, (i = 1, 2, 3.); (b) Corresponding ROC surface. Thus VUS is 0.36.
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1.2 Bayesian nonparametric methods
A key issue in developing general models for diagnostic data involves, as we have seen in
Section 1.1, the specification of F1 and F2 (and F3 in three-class problems). Parametric
approaches are often too restrictive to capture non-standard features such as multimodal-
ity, skewness, and nonlinearity. Bayesian nonparametric models allow for broadening the
class of models under consideration, and hence for a widely applicable approach that can
be used for practically any population and for a large number of diseases and diagnostic
measures.
Parametric modeling has dominated the Bayesian inference in the last decades. In the
parametric setting, data are modeled according to parametric families of distributions
{Fθ : θ ∈ Θ}, which requires prior distributions over Θ. In opposition, nonparametric
modeling begins with the specification of a broad class of models for F . We seek a richer
class of models, i.e., {F : F ∈ F}, which requires nonparametric prior distributions over
F , the space of all probability measures. General review papers on Bayesian nonpara-
metrics include, among others Walker et al. (1999) and Mu¨ller and Quintana (2004).
We remark that the term nonparametrics does not mean that there are no parameters
in the models. In fact, Bayesian nonparametric models are massively parametric. The
term nonparametric is used in the sense that models are free of restrictive, inappropriate
constraints that are implied by particular parametric models. In this section, we discuss
the two most used Bayesian nonparametric priors, namely, Dirichlet Processes and Polya
trees.
1.2.1 Dirichlet processes
Ferguson (1973, 1974) introduced the Dirichlet process (DP) as a prior, say F , in the
space of all probability measures F . A DP is defined by a concentration parameter (or
precision), α > 0, and a base distribution (or location) F0. F is said to follow a DP prior,
DP(α, F0), if for any measurable partition (A1, . . . , Ak) of the sample space, the vector
(F (A1), . . . , F (Ak)) has a Dirichlet distribution with parameter (αF0(A1), . . . , αF0(Ak)):
(F (A1), . . . , F (Ak)) ∼ Dirichlet(αF0(A1), . . . , αF0(Ak)).
The DP is centered at F0 in the sense that
E {F (·)} = F0(·).
The parameter α is referred to as the precision parameter because it controls the prior
8
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variance
Var {F (·)} = F (·)(1− F (·))
α+ 1
In fact, the DP variance is small for large α, which means that a sampled F is very likely
to be closer to F0.
Conjugacy is an appealing feature of the Dirichlet Process. If
y1, . . . , yn | F i.i.d.∼ F,
F | α, F0 ∼ DP(α, F0).
Then the posterior distribution of F is
F | y1, . . . , yn ∼ DP (α∗, F ∗0 ),
α∗ = α+ n,
F ∗0 (·) =
α
α+ n
F0(·) + 1
α+ n
n∑
i=1
δyi(·),
where δy(·) denotes a point mass at y, e.g., δy(A) = 1, if y ∈ A, and zero otherwise.Hence,
the posterior point estimate for F (t) is
E(F (t) | y1, . . . , yn) = α
α+ n
F0(t) +
n
α+ n
Fn(t),
where Fn(t) is the empirical distribution function of the data.
Stick-breaking representation
Measures drawn from a Dirichlet Process are discrete with probability one (Ferguson,
1973). This property is made explicit in the stick-breaking representation of Sethuraman
(1994), who showed that if F ∼ DP(α, F0), then with probability one:
F (·) =
∞∑
l=1
ωlδvl(·),
where with zl ∼ Beta(1, α), the ωl’s are defined as ω1 = z1, ωl = zl
∏
r<l(1 − zr), l =
2, 3, . . ., and vl
i.i.d.∼ F0, for l = 1, 2, . . .. It is important to note that
∑∞
l=1 ωl = 1, almost
surely. The stick-breaking terminology arises because, starting with a unit probability
stick, z1 is the proportion of the stick broken and assigned to v1, z2 is the proportion of
the remaining 1− z1 length stick allocated to v2, and so on for succesive breaks.
Using the stick-breaking representation, Figure 1.2.1 plots realizations of the DP with
a standard normal distribution as base measure, for different values of α. The influence
of α in the determination of the number of clusters is evident. For values of α close to
9
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zero, the DP prior will tend to assign all the probability weight to a single value/cluster.
For small values of α, e.g. α = 1, almost all probability weights are allocated to few
values. On the other hand, for large α, each value is assigned a small weight, so that
F resembles F0. Figure 1.2.2 shows ten corresponding cumulative distribution functions
(CDF) sample paths of the DP. The role of α is reinforced in this figure, where for small
α, the sampled distributions vary widely around the baseline measure, and as α increases
the distributions look smoother and tend to be close to the standard normal. Both Figure
1.2.1 and Figure 1.2.2 were obtained by truncating the stick-breaking representation in a
way that the weights ωl sum up to one. In the majority of the applications, as a default
choice, it is quite common to let α = 1. A prior distribution can also be placed on this
parameter (Escobar and West , 1995).
The stick-breaking representation is probably the most versatile definition of the
Dirichlet process. It has been exploited to generate efficient MCMC algorithms and as
the starting point for the definition of generalizations that allow dependence across a
collection of distributions, such as the dependent Dirichlet process (MacEachern, 1999).
1.2.2 Mixtures of Dirichlet processes
Antoniak (1974) generalized the DP by considering random probability base measures
F0, since centering the DP on a fixed F0 may be inappropriate for most of the problems.
The aim is to embed a parametric family in the broad class of models F . The mixture
of Dirichlet processes (MDP) model is
y1, . . . , yn | F i.i.d.∼ F,
F | α, Fθ ∼ DP(α, Fθ),
θ ∼ p(dθ).
Usually, we write F ∼ ∫ DP(α, Fθ)p(dθ). This representation shows that F is literally
distributed as a mixture of DPs. MDP priors, just like, regular DP’s, are almost surely
discrete and conjugate.
1.2.3 Dirichlet process mixtures
Since the DP and MDP models put probability one on the space of discrete measures,
they are typically not good choices for modeling continuous data. Instead, they are more
naturally employed as priors on the random mixing distribution over the parameters of
a continuous distribution, say Fθ, resulting in a DP mixture (DPM) model (Antoniak,
10
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1974; Lo, 1984). The DPM model is specified as
y1, . . . , yn | F i.i.d.∼ F,
F (·) ∼
∫
Fθ(·)dG(θ),
G | α,ψ ∼ DP(α,G0), G0 = G0(· | ψ),
α, ψ ∼ p(α)p(ψ).
Since G is random, the distribution F is also random. In opposition to DP prior models,
the DP mixture prior F can model both discrete distributions (e.g., Fθ might be Poisson
or binomial) and continuous distributions, either univariate (Fθ can be, e.g., normal,
gamma, beta, or uniform) or multivariate (with Fθ, say, multivariate normal). The
DPM induces a prior on F indirectly through a prior on the mixing distribution G. Due
to the discrete nature of the DP prior, the DPM model divides the observations into
independent groups, each one of them assumed to follow a distribution implied by Fθ.
The stick-breaking representation of the DP allows us to express F as a countably infinite
mixture of parametric distributions
F (·) =
∞∑
l=1
ωlFθ(·; vl),
with the ωl’s and vl’s defined according to the Sethuraman’s representation.
Computation for Dirichlet Process Mixtures
The most popular MCMC algorithm used to fit DPM models is the blocked Gibbs sampler
of Ishwaran and James (2001). The blocked Gibbs sampler relies on approximating G
through truncation of the stick-breaking representation. It is worth to note that the
probability weights assigned to the components decrease rapidly as the index l increases.
This suggests that it is reasonable to replace the infinite sum with a sum across the first
L terms, for L sufficiently large. The truncation level should be set greater than the
expected number of components, equal to at most the sample size, such that the mixing
distribution is approximated by
GL(·) =
L∑
l=1
ωlδvl(·),
where with zl ∼ Beta(1, α), l = 1, . . . , L − 1 and zL = 1 (so that
∑L
l=1 ωl = 1), the
ωl’s are defined as ω1 = z1, ωl = zl
∏
r<l(1 − zr), l = 2, . . . , L and vl i.i.d.∼ G0, for
l = 1, . . . , L. The main advantage of this truncation is that, at each Gibbs iteration, one
11
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only needs to compute L stick-breaking weights, therefore reducing what was an infinite
sum to a finite dimensional problem so that sampling algorithms used in traditional
mixture models can be used. Ishwaran and James (2001) proved that GL converges to a
Dirichlet process, when L→∞. The main drawback of the blocked Gibbs sampler, and
of other approaches that rely on truncation, is that samples only approximately follow
the desired distribution. A related approach is the retrospective sampler (Roberts and
Papaspilopoulos, 2008), who also used the stick-breaking representation of the Dirichlet
process to generate a sampler that avoids truncation, but shares some of the advantages
of the blocked sampler.
1.2.4 Dependent Dirichlet process
In the previous sections we were focused on the problem where a single distribution is
assigned a nonparametric prior, specifically, a DP or DPM prior. However, in many ap-
plications, the objective is modeling a collection of distributions, say {Fx : x ∈ X ⊂ Rp},
where Fx denotes the random probability measure at location (covariate value) x ∈ X
and X is the sample space for covariates. One obvious option to model such collec-
tion of distributions is to assume that the distribution is the same everywhere, e.g,
Fx ≡ F ∼ DP(α, F0) for all x, but this is too restrictive. Alternatively, we can assume
that all distributions are independent and identically distributed, e.g., Fx ∼ DP(α, F0)
independently for each x. A reasonable approach would be something in between these
two extremes. To address the problem of modeling collections of related random proba-
bility measures several approaches have been proposed (Teh et al., 2006; Dunson, Pillai,
and Park, 2007; Jara and Hanson, 2011, among others), with the dependent DP (DDP)
being the most popular.
The DDP originally proposed by MacEachern (1999, 2000) relies on replacing the
weights and/or the locations underlying the Sethuraman’s stick-breaking representation
by appropriate stochastic processes on X. In its most general version, the DDP is spec-
ified as follows:
Fx(·) =
∞∑
l=1
ωl(x)δvl(x)(·), ∀x ∈ X,
where ω1 = z1(x), ωl(x) = zl(x)
∏
r<l(1 − zr(x)), with zl(x) independent and iden-
tically distributed realizations from a stochastic process on X with marginals zl(x) ∼
Beta(1, α(x)) and vl(x) also i.i.d. from a (centering) stochastic process F0,x. The cen-
tering stochastic process F0,x plays a role similar to the base measure F0 of the DP, and
may correspond, for example, to a Gaussian process. A key property of the DDP is that
for any fixed x, Fx follows a DP. As with DPs, the DDP is usually employed as a prior to
model the distribution of the parameters in a hierarchical model—DDP mixture models.
12
1.2. BAYESIAN NONPARAMETRIC METHODS
One of the most popular variates of the DDP is the “single-p” model, where the
weights are assumed to be constant over X, while the locations are allowed to vary,
resulting in the following specification:
Fx(·) =
∞∑
l=1
ωlδvl(x)(·), (1.2.1)
with ω = z1, ωl = zl
∏
r<l(1 − zr), l = 2, 3, . . . , with zr independent and identically
distributed Beta(1, α), i.e., the “single-p” DDP model can be written as a regular DP
model with locations arising from stochastic processes. Therefore, standard Gibbs sam-
pling algorithms can be used to perform inferences for these models.
De Iorio et al. (2004) and De Iorio et al. (2009) consider a special case of the “single-
p” DDP model, where for any covariate value x, the atoms of the mixing distribution
(1.2.1) follow linear (in the parameters) models, i.e., vl(x) = βxl, where the βl’s are
vectors of regression coefficients. This class of models is denominated as linear DDP
(LDDP).
1.2.5 Polya trees
Polya tree (PT) priors have been discussed as early as Freedman (1963), Fabius (1964),
and Ferguson (1974). Lavine (1992, 1994) developed the theory and modeling aspects of
PTs, while Hanson (2006) developed some computational details. An excellent overview
is given by Christensen et al. (2008). Unlike the Dirichlet process, the Polya tree can
assign continuous distributions with probability one.
A finite Polya tree (with J levels) for a random probability measure F is constructed
by dividing the sample space into finer-and-finer disjoint sets using successive partition-
ing. At the first level of the tree, the sample space is partitioned into two sets with
two corresponding branch probabilities defining the marginal probabilities of these sets.
The jth level partition has 2j sets and the same number of corresponding conditional
probabilities (probability of being in a set in this partition, given that it is contained in
the parent set in the previous level). Starting from the first level of the tree, there is a
unique path that leads to the sets at level J . The marginal probability of any set at a
certain level of the tree is simply the product of the conditional probabilities that lead
to that set. To make this clear, for the first level, j = 1, the space is split into two sets
B(1, 1) and B(1, 2) with corresponding probabilities
F [B(1, 1)] = X1,1, F [B(1, 2)] = X1,2 = 1−X1,1.
13
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Each set is further partitioned into another two sets, for level j = 2. Thus B(1, 1) is split
into B(2, 1) and B(2, 2) with probabilities
F [B(2, 1) | B(1, 1)] = X2,1, F [B(2, 2) | B(1, 1)] = X2,2 = 1−X2,1,
and B(1, 2) is split into B(2, 3) and B(2, 4) with
F [B(2, 3) | B(1, 2)] = X2,3, F [B(2, 4) | B(1, 2)] = X2,4 = 1−X2,3.
We continue these binary partitions until level j = J . Define the random vector of con-
ditional probabilities X = {(Xj,2k−1, Xj,2k), j = 1, . . . , J, k = 1, . . . , 2j−1}, the sequence
of nested partitions pij = {B(j, k), k = 1, . . . , 2j}. The distribution F is said to have a
Polya tree distribution if the following hold:
1. (Xj,2k−1, Xj,2k) ∼ Dirichlet(cρ(j), cρ(j)), for c > 0, and ρ an increasing positive
function,
2. the elements in X are independent,
3. for every B(j, k) ∈ pij , the random probability of the set is
F [B(j, k)] =
j∏
l=1
Xl,Int{(k−1)2l−j+1}.
For example, consider J = 3. pi1 contains the sets B(1, 1) and B(1, 2). pi2 contains
the sets B(2, k), k = 1, 2, 3, 4 = 22. pi3 contains the sets B(3, k), k = 1, . . . , 23. To
find the random probability of, say, B(3, 5), note that B(3, 5) ⊂ B(2, 3) ⊂ B(1, 2),
so F [B(3, 5)] = X3,5X2,3X1,2. Note that (Xj,2k−1, Xj,2k) ∼ Dirichlet(cρ(j), cρ(j)) im-
plies that Xj,2k−1 Beta(cρ(j), cρ(j)) and Xj,2k = 1 − Xj,2k−1, for j = 1, . . . , J and
k = 1, . . . , 2j−1. In most of the applications ρ(j) = j2 is used as this guarantees an
absolutely continuous F with probability 1 in an infinite (J =∞) tree (Ferguson, 1974).
The parameter c, also referred to as the weight parameter, acts much like as the precision
parameter α in a Dirichlet process. As c tend to zero, the posterior baseline is almost
entirely data-driven. As c tends to infinity we obtain a fully parametric analysis. This
parameter can either be fixed or treated as unknown by placing a prior distribution on
it.
The random F can be centered at a fixed parametric base measure Fθ. The sets
B(j, k) are defined in terms of Fθ, denoted by Bθ(j, k), and defined as (F−1θ ((k −
1)/2j), F−1θ (k/2
j)). The corresponding nested partitions are denoted by pijθ = {Bθ(j, k) :
k = 1, . . . , 2j}, with Πθ = ∪Jj=1pijθ. Under the standard parametrization E{F [Bθ(j, k)]} =
14
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Fθ[Bθ(j, k)], and so the process F is centered at Fθ. A major criticism of Polya trees is
that, unlike the DP, inferences are somewhat sensitive to the choice of a fixed partition.
Mixtures of finite Polya trees (MFPT) mitigate this drawback by allowing θ to be random
and placing a prior on it, p(dθ), and thus the base measure becomes a family of proba-
bility measures. The idea of centering the MFPT at a parametric family is that if the
data really follow the parametric family, the MFPT should be more efficient than other
nonparametric families. Moreover, MFPTs are nonparametric (but highly parametrized)
procedures, so that they should accommodate most forms of the data.
The basic MFPT model is represented as
y1, . . . , yn | F i.i.d.∼ F,
F | θ, c ∼ FPTJ(Fθ, c),
θ ∼ p(dθ),
where FPTJ(Gθ, c) denotes a finite Polya tree prior with J levels, centered at Fθ, with
weight parameter c. Like the Dirichlet process, the Polya tree also has the feature of
conjugacy. If the above latter model holds, then the posterior distribution is obtained
by simply updating the Beta parameters corresponding to the conditional probabilities
Xj,k (j = 1, . . . , J, k = 1, . . . , 2j) from cj2 to cj2 +
∑n
i I(yi ∈ Bθ(j, k)). In words, we
update the Beta parameters by counting the number of observations that fall in each set
of each level of the tree.
Let p(k) = F{Bθ(J, k) | X , θ} denote the probabilities of the set k (k = 1, . . . , 2J) at
the level J of the tree and let kθ(y) ∈ {1, . . . , 2J} index the set in piJθ , at level J , that
contains y. Hanson (2006) established the following forms for the density, cumulative
distribution, and quantile functions of a probability measure F that is modeled as an
MFPT:
f(y | X , θ) = 2Jp(kθ(y))fθ(y), (1.2.2)
F (y | X , θ) =

kθ(y)−1∑
k=1
p(k)
+ p(kθ(y)){2JFθ(y)− kθ(y) + 1}, (1.2.3)
F−1(q | X , θ) = F−1θ
{
q −∑Nk=1 p(k) +Np(N)
2Jp(N)
}
, (1.2.4)
where N indexes the set at level J such that
∑N−1
k=1 p(k) < q <
∑N
k=1 p(k), and fθ is
the density corresponding to the parametric base measure Fθ. Note that the density
function in (1.2.2), at stage J , is just the product of a weight function, 2Jp(kθ(·)), and
the original parametric density fθ(·). When all conditional probabilities Xj,k are 0.5, for
any observation we have that p(kθ(·)) = 1/2J and then f(· | X , θ) = fθ(·). We recall that
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very large values of c force the conditional probabilities to be close to 0.5 regardless of
the data, which in turn, as we just saw, impose the underlying parametric distribution.
Thus, these conditional probabilities adjust the shape of the Polya tree posterior density
function relative to the parametric centering family. A Gibbs sampler for the MFPT
model requires sampling θ and the elements of X . See Hanson (2006) and Chapter 2 for
additional details.
Finally, since we are dealing with finite Polya trees, a natural question is how to choose
the number of levels J . Hanson (2006) suggests to determine it as a function of the
sample size and that a reasonable choice seems to be J = log2(n).
1.3 Funcional data analysis techniques
Data arising in a wide range of fields are often obtained in a form of functions or curves,
which are measured densely over time, often by a machine. This differs from most cases
in which solely a data point is presented. We emphasize that in functional data analysis,
the individual data is a whole function defined in some interval, rather than focusing on
the observed value at a particular time point. To give some intuition of how a functional
variable looks like we use the dataset of Chapter 4. In the study of the referred chapter we
are interested in examining how the accuracy of the gamma-glutamyl-transferase (GGT),
as a diagnostic test to detect metabolic syndrome, is affected by the nocturnal arterial
oxygen saturation, which was measured densely over the patient’s sleep. Figure 1.3.1
shows the arterial oxygen saturation, our functional variable, in the diseased and healthy
groups.
Due to the nature of functional data, modeling such type of data requires to consider
adequately function spaces, such as Hilbert spaces, and each functional observation is
viewed as a realization generated by a random mechanism in the spaces. For a review of
functional data analysis techniques see Ramsay and Silverman (2005) and Ferraty and
Vieu (2006). Here our focus is on regression, where we aim to predict a scalar response
by a functional covariate.
1.3.1 Functional linear model
The functional linear model has been popularized by Ramsay and Delzel (1991). In the
simplest setting, the functional covariate and the scalar response are related by a linear
operator. Given a scalar response y on R and a smooth random predictor process X on a
compact support T that is square integrable (i.e.,
∫
T
X2(t)dt <∞), the functional linear
16
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model relates y and X by
y = 〈X,β〉+ ε =
∫
T
X(t)β(t)dt+ ε. (1.3.1)
Here 〈·, ·〉 denotes the usual inner product on L2(T ), the Hilbert space of square integrable
functions defined on T . The regression parameter function β is also assumed to be smooth
and square integrable and ε is a real random variable with zero mean and finite variance
σ2, such that E[X(t)ε] = 0, for t ∈ T . For simplicity, we assume that both variables are
centered, i.e., E[X(t)] = 0, for t ∈ T and E[y] = 0.
Our aim is to estimate the functional parameter β. Suppose now we observe a random
sample {(yi, Xi)}ni=1, where yi is a scalar response and Xi is a functional covariate. The
model in (1.3.1) suggests to estimate β by minimizing the residual sum of squares
RSS(β) =
n∑
i=1
(yi − 〈Xi, β〉)2 . (1.3.2)
As noted in Ramsay and Silverman (2005), minimizing the sum of squares in (1.3.2) yields
a regression estimator that adapts perfectly to the sample points but is not very informa-
tive. As pointed out by Cai and Hall (2006) this is an infinite dimensional problem and,
thus, to reduce the dimension of the parameter β, an intermediate step of regularization
is needed. A standard approach is to exapand both β and Xi using orthonormal basis.
Common choices are Fourier basis or the functional principal components of X. In what
follows, we use the latter approach, which was developed by Cardot et al. (1999) and
further analyzed by Cai and Hall (2006). This estimation method works as follows. Let
ΓX be the sample covariance operator of X1, . . . , Xn which transforms any function Z
in L2(T ) into another function in L2(T ), given by
ΓXZ =
1
n
n∑
i=1
〈Xi, Z〉Xi.
The sample covariance operator ΓX admits a spectral decomposition in terms of the
orthonormal eigenfunctions {vk}k=1,2,..., which forms a complete basis of the functional
space, with associated nonnegative and nondecreasing eigenvalues {λk}k=1,2,..., such that
ΓXvk = λkvk, for k > 1. By the well-known Karhunen–Loe`ve expansion, the predictor
process admits the following representation
Xi(t) =
∞∑
k=1
γikvk(t),
where γik = 〈Xi, vk〉 are the principal component scores. Recall that the regression
parameter function β is square integrable and {vk}k=1,2,... form a complete orthonormal
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basis, we have
β(t) =
∞∑
k=1
βkvk(t),
where βk = 〈β, vk〉, for k > 1. Using these expansions, we can write the residual sum of
squares in (1.3.2) as
RSS(β) =
n∑
i=1
(
yi −
∞∑
k=1
γikβk
)2
.
To tackle the infinite dimensional problem, Cardot et al. (1999) proposed to estimate β
by taking βk = 0, for k ≥ kn + 1, where kn is some positive integer such that kn < n and
λkn > 0, and estimating the coefficients βk, for k = 1, . . . , kn, by minimizing the residual
sum of squares given by
RSS(β(1:kn)) =
n∑
i=1
(
yi −
kn∑
k=1
γikβk
)2
=
∥∥Y − γ(1:kn)β(1:kn)∥∥2 ,
where Y = (y1, . . . , yn)′, β(1:kn) is the kn-vector β(1:kn) = (β1, . . . , βkn)
′ and γ(1:kn) is the
n × kn matrix whose kth column is the vector γ.k = (γ1k, . . . , γnk)′, the kth principal
component score, which verifies γ′.kγ.k = nλk and γ
′
.kγ.l = 0, for k 6= l. As we can
see kn defines the dimension of the projecting space and plays the role of a smoothing
parameter. Using standard arguments, the least squares estimate of β(1:kn) is
β̂(1:kn) =
(
γ′.1Y
nλ1
, . . . ,
γ′.knY
nλkn
)
,
which, finally, allows us to write the least-squares estimate of β, denoted by β̂(kn)
β̂(kn) =
kn∑
k=1
β̂kvk =
kn∑
k=1
γ′.kY
nλk
vk.
To determine the cutoff kn in an automatic data-driven way, we have chosen the
cutoff that minimizes the predictive cross validation criterion
PCV(k) =
n∑
i=1
(
yi −
〈
Xi, β̂(−i,k)
〉)2
, k = 1, . . . , kmax,
where β̂(−i,k) is the least squares estimate of β using the cutoff k and leaving out the ith
observation (yi, Xi) in the estimation.
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1.3.2 Functional nonparametric model
The parametric model imposes a linear constraint on the regression relationship, which
is particularly useful when the curves are very distant from each other on the functional
space. This linear constraint may be inappropriate for some applications and, thus, there
is a need for a more flexible alternative. The functional nonparametric model has been
studied recently and is an interesting and complementary alternative to the functional
linear model and is based solely on the assumption that the effect of the continuous
covariate follows a smooth function. In this section, we focus on the following functional
nonparametric regression model
Y = µ(X) + ε,
where Y is a scalar response variable, X is a functional covariate, µ is an unknown but
smooth regression function and the error ε has finite variance and is uncorrelated with
the predictor process.
Nadaraya (1964) and Watson (1964) proposed to estimate µ as a locally weighted average
using a kernel as a weighting function. Recently, Ferraty and Vieu (2006) extended to
the functional context the Nadaraya–Watson estimator; they proposed to estimate µ as
µ̂(X) =
n∑
i=1
Wi,h(X)yi, with Wi,h(X) =
K(h−1d(X,Xi))∑n
i=1K(h−1d(X,Xi))
,
where X1, . . . , Xn are a sample of curves, for which the corresponding responses y1, . . . , yn
have been observed and X is an additional fixed curve. Additionally, K is an asymmetric
decreasing kernel function, h is a positive smoothing parameter or bandwidth, and d is
a suitable semimetric in the functional space.
It is easy to see that the weights Wi,h(X) sum up to one and therefore the estima-
tor is a weighted average of the yi’s. It is clear that the smaller d(X,Xi), the larger
K(h−1d(X,Xi)), i.e., the closer Xi is to X, the larger is the weight assigned to yi. The
implementation of this estimator requires three choices: the bandwidth, the semimetric
and the kernel function.
The parameter h plays a major role because it controls the amount of weighting given
to the yi’s. The smaller h is, the more µ̂(X) is sensitive to small variations of the yi’s.
In the opposite case, the larger h is, the larger is the weight assigned to distant observa-
tions. In other words, if h is too small, the estimator will be too rough; but if it is too
large, important features will be smoothed out. Cross-validation is a popular method to
automatically select h. The criterion is
CV(h) =
n∑
i=1
(yi − µ̂−ih (Xi))2,
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where µ̂−ih (Xi) indicates the estimate at Xi leaving out the ith element of the sample.
We pick the h that minimizes this criterion.
The choice of the semimetric is also crucial to the performance of the estimator
and must be related to the particular features of the dataset. Commonly families of
semimetrics are:
• the derivative based family of semimetrics, dderivativeq , based on the derivatives of
order q of the curves:
dderivativeq (Xi, X) =
√∫ (
X̂qi (t)− X̂q(t)
)2
dt,
where X̂qi (t) and X̂
q(t) are estimates of the qth derivative of Xi and X, respectively,
at t. This family includes the Euclidean L2 distance between the curves as a
particular case when q = 0. Estimating the derivative relyies on smooth curves.
• the principal components analysis (PCA) family of semimetrics, dPCAq , based on a
certain number q of principal components of the data
dPCAq = (Xi, X) =
√√√√ q∑
k=1
(∫
(Xi(t)−X(t))v̂k(t)dt
)2
,
where v̂k, k = 1, . . . , q is the kth estimated eigenfunction of the principal compo-
nents analysis of the curves. When the curves are rough, this class of semimetrics
is the default choice.
Regarding the choice of the asymmetrical kernel, any sensible choice will produce accept-
able results, and thus this choice is much less important than the choice of h and the
semimetric. We assume that the asymmetrical kernel function has its peak at zero and
decreases monotically as the argument increases. This assumption ensures that if X is
close to Xi, the response value Yi plays in the estimate of µ̂(X) a more important role
as a Yj which observation Xj is far from X. Figure 1.3.2 shows some of the most used
asymmetrical kernel functions.
1.4 Thesis outline
This thesis consists of three papers. The order in which they are presented does not
faithfully reproduce the time sequence in obtaining the results. Their content is briefly
summarized below.
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Nonparametric Bayesian estimation of the three-way receiver operating
characteristic surface by Vanda Ina´cio, Anto´nia A. Turkman, Christos T. Nakas, and
Todd A. Alonzo
This work provides a nonparametric Bayesian approach for estimating the three-way
ROC surface based on mixtures of finite Polya trees priors. In this work, we address
the difficulties in modeling continuous diagnostic data with skewness, multimodality or
other nonstandard features, and how parametric approaches can lead to misleading re-
sults in such cases. Robust, data-driven inference for the ROC surface and for the VUS
is obtained. The proposed ROC surface estimator works well in the simulations, indi-
cating that even when the parametric assumption holds, Polya tree priors give accurate
results. The simulation study also shows a good performance of the proposed estimator
with small sample sizes. The method is illustrated with data from a magnetic ressonance
spectroscopy (MRS) study on human immunodeficiency virus patients.
This work was my idea. I contacted C. Nakas and he sent me the MRS data. I
worked out the methedological details, implemented the fitting procedure, conducted all
simulations and data analysis and wrote a draft of the manuscript. A. Turkman, C.
Nakas, and T. Alonzo commented on the draft, which I finished.
Bayesian nonparametric ROC regression modeling by Vanda Ina´cio, Alejan-
dro Jara, Timothy E. Hanson and Miguel de Carvalho
This work presents a Bayesian nonparametric ROC regression estimator based on
dependent Dirichlet processes. Our methodology allows for the entire distributions to
smoothly change as a function of covariates in the healthy and diseased groups . Full
inference for the covariate-specific ROC as well as for the AUC is easily obtained using
a MCMC implementation of the model that we developed. The practical performance of
our proposed estimator was evaluated under different scenarios and compared with the
existing approaches. This simulation study revealed a good performance of our estima-
tor. In our application we have examined how age influences the discriminatory power
of the glucose as a diagnostic test to accurately detect diabetes.
This work was my idea and I got advice from T. Hanson to use dependent Dirichlet
processes to model the covariate-specific ROC curve. A. Jara implemented the LDDProc
function, which fits a LDDP model for each group and extracts ROC curves for any co-
variate value, in the freely available package, DPpackage (Jara, 2007; Jara et al., 2011),
in the R program (R Development Core Team, 2012). I concucted all the simulations
and data analysis and wrote a draft of the manuscript. A. Jara, T. Hanson, and M. de
Carvalho commented on the manuscript, which I finished.
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Extending induced ROC methodology to the functional context by Vanda
Ina´cio, Wenceslao Gonza´lez-Manteiga, Manuel Febrero-Bande, Francisco Gude, Todd A.
Alonzo, and Carmen Cadarso-Sua´rez
This work extends induced ROC regression to the case where the covariate is func-
tional. In the previous work, we dealt with univariate covariates, although the model
also allows the inclusion of categorical/multiple covariates, but the case of a functional
covariate had not been yet addressed in the literature. Semiparametric and nonparamet-
ric induced ROC regression estimators were proposed and the simulation study proved
the good performance of our estimators under a wide range of scenarios. The need for
this modeling approach was motivated by a real data example, where we evaluated the
effect of arterial oxygen saturation (measured densely over night) on GGT’s discrimina-
tory capacity to detect metabolic syndrome in women.
This work was a joint idea with W. Gonza´lez-Manteiga, who suggested the method-
ology to use. F. Gude and C. Cadarso-Sua´rez gave me explanations about the dataset.
M. Febrero-Bande clarified my computational doubts. I worked out the methedological
details, implemented the fitting procedure, conducted all simulations and data analysis
and wrote a draft of the manuscript. W. Gonza´lez-Manteiga, F. Gude, and T. Alonzo
commented on the manuscript, which I finished.
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Figure 1.2.1: Illustrations for a DP centered on a N(0, 1), for different values of α. The spiked lines
are located at 1000 sampled values drawn from a N(0, 1) with heights given by the weights ωl of the
stick-breaking representation (a truncated version was used and so that the weights sum up to one).
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Figure 1.2.2: CDF’s sample paths (10) from a DP centered on a N(0, 1), for different values of α. The
heavy smooth line indicates the N(0, 1) cdf.
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Figure 1.3.1: Covariate trajectories in the diseased and healthy groups.
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Figure 1.3.2: Four typical asymmetrical kenel functions.
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Vanda Ina´cio, Anto´nia A. Turkman, Christos T. Nakas and Todd A. Alonzo
Biometrical Journal
Volume 53, Number 6, 1011–1024. 2
Nonparametric Bayesian estimation of the
three-way receiver operating characteristic
surface
We describe a nonparametric Bayesian approach for estimating the three-way ROC sur-
face based on mixtures of finite Polya trees (MFPT) priors. Mixtures of finite Polya
trees are robust models that can handle nonstandard features in the data. We address
the difficulties in modeling continuous diagnostic data with skewness, multimodality or
other nonstandard features, and how parametric approaches can lead to misleading re-
sults in such cases. Robust, data-driven inference for the ROC surface and for the volume
under the ROC surface (VUS) is obtained. A simulation study is performed to assess
the performance of the proposed method. Methods are applied to data from a magnetic
ressonance spectroscopy (MRS) study on human immunodeficiency virus (HIV) patients.
2.1 Introduction
Receiver operating characteristic (ROC) analysis is a popular method for evaluating the
performance of a diagnostic test that classifies subjects into two populations: diseased
and non-diseased. In clinical practice, clinicians often face situations that require a de-
cision among three or more diagnostic alternatives. ROC surfaces and the volume under
the surfaces have been proposed for settings with more than two disease classes (Moss-
man, 1999; Nakas and Yiannoutsos, 2004, among others).
In this chapter, we consider diagnostic tests which distinguish subjects each from one
of three ordered classes. One eminent such example is the classification of disease state
or injury based on measurements obtained from proton magnetic ressonance into HIV-
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negative, HIV-positive neurologically asymptomatic or suffering from HIV-related cogni-
tive impairment. The metabolite n-acetyl aspartate over creatinine measured by proton
magnetic ressonance has been widely considered as a marker of neuronal metabolism in
the brain. In our study, we are interested to assess the accuracy of the n-acetyl aspar-
tate over creatinine in discriminating between subjects into the three groups referred to
above.
There is a vast literature on parametric and nonparametric ROC curve analysis (Pepe,
2003). The amount of existing work on ROC surface analysis is, by comparison, limited.
This is especially true for the issue of estimating the ROC surface. Relevant works in-
clude Heckerling (2001), who proposes a simple parametric frequentist approach under
the assumption that test results all follow normal distributions and Li and Zhou (2009)
who develop a frequentist nonparametric and semiparametric approach. The nonpara-
metric approach is based on the empirical counterparts of the distribution functions of
the test results in each group, whereas the semiparametric approach attempts to gen-
eralize a parametric (normal) functional form of the ROC surface. However, this latter
approach, as pointed out by the authors, relies heavily on the normality assumption.
Parametric models are often not sufficiently flexible to capture skewness, multimodal-
ity or other nonstandard features of the data. Hence, there is a need for flexible,
distribution-free models that can handle such nonstandard features, without the need
to know in advance their existence. Obviously, a nonparametric estimate using empirical
distributions can easily be obtained. Although the resulting estimator is robust, the
surface is not smooth, especially for small sample sizes, so that the clinical interpretation
of the diagnostic accuracy would be quite different even for close threshold values. This
jagged behavior of the surface estimator can be seen in Figure 2.1.1.
In this chapter, we propose a Bayesian nonparametric approach that uses a mixture
of finite Polya trees (MFPT) model to estimate the ROC surface. Bayesian nonparamet-
ric models allow for broadening the class of models under consideration, and hence for
a widely applicable approach that can be used for practically any population and for a
large number of diseases and diagnostic measures. Particularly, an important feature of
Polya tree priors, besides that they can accommodate most forms of data, is that they
can include a parametric distribution in the larger nonparametric family. This general-
ization has the potential to make the inference robust to departures from an assumed
parametric distribution while still having good performance if the actual distribution is
the parametric one. An additional advantage of these models is that the obtained esti-
mators of the ROC surface are smooth.
The models presented are used to obtain data-driven inferences for the underlying
distributions of the populations and thus for the receiver operating characteristic surface
and their functionals such as the volume under the ROC surface.
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Figure 2.1.1: Empirical ROC surface for 20 measurements from y1l ∼ N(0, 1), y2l ∼ N(1, 1.1), y3l ∼
N(1.4, 1.3), l = 1, . . . , 20. TCi stands for the probability of correct classification into class i (i = 1, 2, 3).
2.2 Outline of the chapter
The remainder of the chapter is organized as follows. In Section 2.3, we provide back-
ground material on ROC surfaces and on the Bayesian nonparametric prior models that
we use in this work. The model framework to estimate the ROC surface as well as some
computational issues are presented in Section 2.4. In Section 2.5, a simulation study is
carried out to assess the performance of the proposed model. In Section 2.6, we apply
our estimation procedure to assess the ability of n-acetyl aspartate over creatinine to
accurately diagnose neurological impairment in HIV-patients. We conclude the chapter
in Section 2.7 with some final remarks.
2.3 Background
2.3.1 ROC surface
ROC surfaces have been proposed for the evaluation of diagnostic accuracy in ordered
three class classification problems as a direct generalization of the ROC curve (Nakas and
Yiannoutsos, 2004). Suppose that each subject is from one of three different classes and
that a continuous diagnostic test is used for the discrimination of the patients from these
classes. Assume further that subjects from class 3 tend to have higher measurements
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than subjects in class 2 and the latter tend to have higher measurements than class 1-
subjects.
Let yi = (yi1, . . . , yini) denote the test results on ni subjects from class i. Test results
for the individuals from class i are modelled according to distribution Fi (i = 1, 2, 3).
Denote the whole set of observations as y = (y1, . . . , yn1+n2+n3). A decision rule that
classifies subjects in one of the three classes can be defined as follows: for two ordered
threshold points c1 < c2,
1. IF yj 6 c1 THEN assign subject to class 1.
2. ELSE IF c1 < yj 6 c2 assign subject to class 2.
3. ELSE assign to class 3.
Repeat the procedure for j = 1, . . . , n1 + n2 + n3 to make diagnostic decisions for all
subjects.
For a pair of thresholds (c1, c2) ∈ R2, the probabilities of correct classification into
the three classes can be computed,
p1 = P(y1i 6 c1) = F1(c1) correct classification of class 1,
p2 = P(c1 < y2i 6 c2) = F2(c2)− F2(c1) correct classification of class 2,
p3 = P(y3i > c2) = 1− F3(c2) correct classification of class 3,
where Y1, Y2, and Y3 are random variables with distribution F1, F2, and F3. The ROC
surface is the 3-dimensional plot in the unit cube depicting (F1(c1), F2(c2)− F2(c1), 1−
F3(c2)), for all cutoff points (c1, c2), with c1 < c2, in the support of the diagnostic marker
measurements. By writing p2 as a function of p1 and p3, we obtain the functional form
of the surface
ROCS(p1, p3) =
8<:F2(F
−1
3 (1− p3))− F2(F−11 (p1)), if F−11 (p1) 6 F−13 (1− p3),
0, otherwise.
(2.3.1)
The volume under the ROC surface is a summary index of the overall diagnostic accuracy.
It is defined to be
VUS =
∫ 1
0
∫ 1
0
ROCS(p1, p3)dp1dp3.
As noticed by Mossman (1999), under the assumption of independence between popula-
tions, the volume under the ROC surface is equal to the probability that the results of the
diagnostic test from a randomly selected triple with one individual from each diagnostic
group will be ranked in the correct order, i.e.,
VUS = P(Y1 < Y2 < Y3).
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The volume under the surface varies from 0 to 1. It takes the value 1/6 when the three
distributions completely overlap (useless test) and the value 1 when the three populations
are perfectly discriminated in the anticipated ordering.
The accuracy of the estimation of the entire ROC surface can be measured by the
integrated absolute error (IAE) as in Gu et al. (2008) :
IAE =
∫ 1
0
∫ 1
0
|R̂OCS(p1, p3)− ROCS(p1, p3)|dp1dp3, (2.3.2)
where R̂OCS(p1, p3) is an estimate of ROCS(p1, p3). In practice, we have approximated
(2.3.2) by
IAE ≈ 1
np1
1
np3
np1∑
l=1
np3∑
r=1
|R̂OCS(p1l, p3r)− ROCS(p1l, p3r)|, (2.3.3)
where np1 = np3 = 20, and both p1l and p3r lay on an evenly-spaced grid over [0, 1].
2.3.2 Finite Polya trees
The nonparametric model we develop involves finite Polya tree priors for F1, F2 and
F3. Polya tree priors have been discussed as early as Freedman (1963), Fabius (1964)
and Ferguson (1974). However, the natural starting point for understanding their poten-
tial use in modeling data is Lavine (1992, 1994), while Hanson (2006) considered some
computational details. Recent applications of these priors in ROC curve analysis can be
found in Branscum et al. (2008) and in Hanson et al. (2008b).
Polya trees can accommodate most forms of data. A finite Polya tree prior with
J levels on a random probability measure F augments a standard family of cumulative
distributions {Fθ : θ ∈ Θ} with 2J−1 additional parameters X that stochastically adjust
the density fθ(.) to place additional mass in areas where data are seen more often than
expected under fθ(.). The idea of centering the Polya tree at a parametric family is that
if the data really follow the parametric family, the Polya tree should be more efficient
than other nonparametric priors.
A finite Polya tree for a distribution F is constructed by dividing the sample space
into finer-and-finer disjoint sets using successive binary partitioning. Denote the series
of nested partitions by Π1, . . . ,ΠJ where, for 1 6 j 6 J , Πj+1 is a refinement of the
partition Πj in that each set in Πj is the union of two sets in Πj+1. At level j 6 J of the
tree, the sample space is partitioned into 2j sets each with a corresponding branch prob-
ability. The products of the branch probabilities that leads to sets at level j provides the
marginal probabilities of those sets. The sets that partition the sample space at the jth
level of the tree are denoted by Bθ(j, k), k = 1, . . . , 2j , and the standard parametrization
defines Bθ(j, k) = (F−1θ ((k − 1)/2j), F−1θ (k/2j)), for a parametric distribution Fθ. The
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corresponding random branch probabilities, denoted by Xj,k, are modeled according to
independent beta distributions, namely, Xj,k ∼ Beta(cj2, cj2) with Xj,k+1 = 1 − Xj,k,
j = 1, . . . , J , k = 1, . . . , 2j−1. The weight parameter c > 0 determines how concentrated
F is around Fθ. Larger values of c lead to inferences that approach those for a para-
metric analysis, whereas small values allow less concentration and thus lead to a more
nonparametric analysis. In practice c is often set to a fixed value. For instance, setting
c = 1 allows for a great deal of prior flexibility. In this chapter, we fix c, although a prior
distribution could be placed on it as discussed for general MFPT models by Hanson
(2006). The notation F ∼ FPTJ(Fθ, c) is used to denote that F has a finite Polya tree
prior with J levels, centered at Fθ with weight parameter c. Finite Polya tree priors treat
θ as a constant, while mixtures of finite Polya trees model θ with a prior distribution,
θ ∼ p(dθ).
2.4 Model and methodology
2.4.1 Nonparametric model
In this section we present the completely nonparametric model for the ROC surface
estimation as well as some issues regarding the computational framework and the infer-
ences. To shorten notation, hereafter we assume that i, j, k are in {1, 2, 3}, {1, . . . , Ji}
and {1, . . . , 2j}, respectively, unless stated otherwise. Further, let the support of Fi be
the real line and let D = {yi}.
The model is specified hierarchically and involves the specification of independent fi-
nite Polya tree priors for Fi, conditional on hyperparameters. The general nonparametric
model is
yi ∼ Fi,
Fi|ci,θi ∼ FPTJi(Fθi , ci),
θi ∼ p(dθi).
We center random Fi at Fθi = N(µi, σi), where θi = (µi, σi). Let Xi = {Xi,j,k} denote
the set of branch probabilities for Fi. The mixing parameters µi have independent normal
priors N(aµi , bµi), whereas σi have independent gamma priors Γ(aσi , bσi), all with fixed
hyperparameters. The levels of the finite Polya trees are set equal to Ji and determine
the level of detail that is accommodated by the model. We also fix the weight parameter
ci.
The likelihood L(D|X1,X2,X3,θ1,θ2,θ3) is proportional to
n1Y
l=1
f1(y1l|X1,θ1)×
n2Y
l=1
f2(y2l|X2,θ2)×
n3Y
l=1
f3(y3l|X3,θ3), (2.4.1)
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with fi being the density corresponding to Fi. The cumulative distribution function
Fi(y|Xi,θi) is
Fi(y|Xi,θi) =

kθi (Ji,y)∑
k=1
pXi(k)
+ pXi(kθi(Ji, y)){2JiFθi(y)− kθi(Ji, y) + 1},
where kθi(Ji, y) = Int{2JiFθi(y) + 1} ∈ {1, . . . , 2Ji} denotes the label corresponding to
the set at level Ji of the tree defining Fi that contains y,
with pXi(k) =
∏Ji
m=1Xi,m,Int{(k−1)2m−Ji+1} being the corresponding Fi probability of
that set. Here, Int(z) stands for the integer part of z. The corresponding density is
fi(y|Xi,θi) = 2JipXi(kθi(Ji, y))fθi(y).
Assuming that θ1, θ2, θ3, X1, X2 and X3 are a priori independent, the joint posterior
distribution is proportional to
L(D|X1,X2,X3,θ1,θ2,θ3)p(dθ1)p(dθ2)p(dθ3)p(dX1)p(dX2)p(dX3),
where L(D|X1,X2,X3,θ1,θ2,θ3) is the likelihood function presented in (2.4.1). The joint
posterior distribution is approximated via Markov chain Monte Carlo (MCMC) methods.
Given F1, F2 and F3 (i.e., given (X1,θ1,X2,θ2,X3,θ3)) the expression of the ROC
surface in formula (2.3.1) can be computed. An expression for the quantile function
needed to perform the computation is
F−1i (q|Xi,θi) = F−1θi
{
q −∑Nk=1 pXi(k) +NpXi(N)
2JipXi(N)
}
,
whereN is the label of the set at level Ji of the tree that defines Fi such that
∑N−1
k=1 pXi(k) <
q 6
∑N
k=1 pXi(k).
2.4.2 Computational issues
The mixture of finite Polya trees model can be fitted using MCMC with simple Metropolis–
Hastings steps. The mixing parameters µi and σi are updated with random-walk type
proposals centered at the previous values. The updating scheme follows.
1. µi is updated by sampling µ∗i ∼ N(µi, s1i) and accepted with probability
min
(
1,
exp{−0.5b−2µi (µ∗i − aµi )2}
exp{−0.5b−2µi (µi − aµi )2}
Qni
l=1 pXi (kµ∗i ,σi (Ji, yl))Qni
l=1 pXi (kµi,σi (Ji, yl))
exp{−0.5σ−2i
Pni
l=1(yl − µ∗i )2}
exp{−0.5σ−2i
Pni
l=1(yl − µi)2}
)
.
Parameter s1i is a tuning parameter that needs to be calibrated in order to achieve
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a desirable acceptance rate.
2. σi is updated by sampling σ∗i ∼ Γ(σis2i, s2i) and accepted with probability
min
(
1,
fΓ(σ
∗
i ; aσi , bσi )
fΓ(σi; aσi , bσi )
Qni
l=1 pXi (kµi,σ∗i (Ji, yl))Qni
l=1 pXi (kµi,σi (Ji, yl))
σ
ni
i exp{−0.5σ∗i −2
Pni
l=1(yl − µi)2}
σ
∗ni
i exp{−0.5σ−2i
Pni
l=1(yl − µi)2}
fΓ(σi;σ
∗
i s2i, s2i)
fΓ(σ∗i ;σis2i, s2i)
)
,
where fΓ(x; a, b) is the probability density function of the Gamma(a, b) distribution
with mean a/b and variance a/b2. Parameter s2i has the same meaning as s1i.
3. Due to the conjugacy property enjoyed by Polya tree priors (Hanson, 2006), the
update of the branch probabilities is performed in the beta parameters. Hence, for
j = 1, . . . , Ji and k = 1, 3, . . . , 2j − 1
Xi,j,k ∼ Beta
 
cij
2 +
niX
l=1
I{yil ∈ Bθi (j, k)}, cij2 +
niX
l=1
I{yil ∈ Bθi (j, k + 1)}
!
2.4.3 Inference
Inferences are based on MCMC iterates {(F (t)1 , F (t)2 , F (t)3 ) : t = 1, . . . , T}. Each itera-
tion of the MCMC algorithm is used to obtain ROCS(t)(p1, p3) = F
(t)
2 (F
−1(t)
3 (1− p3))−
F
(t)
2 (F
−1(t)
1 (p1)) and VUS
(t) =
∫ 1
0
∫ 1
0
ROCS(t)(p1, p3)dp1dp3, where Monte Carlo inte-
gration is used to evaluate the integrals.
The ROC surface is estimated as ROCS(p1, p3) = 1T
∑T
t=1 ROCS
(t)(p1, p3). Point
estimates of the VUS can be based on the MCMC mean (or median) and 95 per cent
credibility intervals can also be obtained based on the MCMC iterations.
2.5 Simulation
In this section we present a simulation study. To assess the performance of our method,
we conducted simulations under three different scenarios. In each of the three scenarios,
we ran a total of 50 replications because simulations are computationally time-consuming.
The efficiency and robustness of our model was studied by comparing it to the Bayesian
parametric approach, the empirical approach and the semiparametric method of Li and
Zhou (2009).
The Bayesian parametric approach uses normal distributions for F1, F2 and F3 (tri-
normal model) and was implemented using a Metropolis–Hastings algorithm with dif-
fuse independent priors for the means and standard deviations, namely, N(0, 100) and
Γ(1, 0.1), respectively. The trinormal model and these prior distributions were also used
in the underlying parametric component of the MFPT analysis. For all the scenarios we
set c1 = c2 = c3 = 1 with J1 = J2 = J3 = 4. The empirical estimator was obtained
by replacing all the distribution functions in (2.3.1) by their empirical counterparts. For
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the semiparametric method, Li and Zhou (2009) propose two methods with similar esti-
mation accuracy. For comparison purposes we only used method 1. More details on the
existing methods are given in Appendix.
To quantify the discrepancy between each estimator of the ROC surface and the true
ROC surface, the IAE presented in (2.3.3) was calculated for each simulation run. Table
2.1 summarizes the VUS and IAE for each approach and scenario.
Table 2.1: VUS and IAE estimates for the three scenarios considerated.
Scenario 1 average VUS sd VUS average IAE
(true VUS=0.702)
MFPT 0.693 0.045 0.046
Parametric 0.687 0.042 0.040
Empirical 0.683 0.050 0.056
Semiparametric 0.704 0.052 0.051
Scenario 2 average VUS sd VUS average IAE
(true VUS=0.759)
MFPT 0.756 0.028 0.046
Parametric 0.775 0.020 0.077
Empirical 0.748 0.031 0.045
Semiparametric 0.752 0.032 0.052
Scenario 3 average VUS sd VUS average IAE
(true VUS=0.345)
MFPT 0.329 0.053 0.057
Parametric 0.330 0.047 0.050
Empirical 0.313 0.053 0.068
Semiparametric 0.318 0.051 0.060
2.5.1 Scenario 1
Test scores for the three classes were generated from three diferent normal populations:
y1l ∼ N(7, 2), y2l ∼ N(9, 3) and y3l ∼ N(16, 2), where l = 1, . . . , ni and n1 = n2 = n3 =
50. For each approach and scenario, the ROC surfaces obtained in one representative
simulation run as well as the true surface are shown in 2.5.1.
The true volume under the surface is 0.702. The average VUS obtained in the 50
simulations under the MFPT, the Bayesian parametric, the empirical and the semipara-
metric analyses are 0.693 (s.d. = 0.045), 0.687 (s.d. = 0.042) and 0.683 (s.d. = 0.050)
and 0.704 (s.d. = 0.052 ), respectively.
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Figure 2.5.4 (a) presents box plots of IAEs obtained from the four models. In terms
of the integrated absolute error, the parametric analysis is the most accurate. However,
the performance of the MFPT is competitive with it. The MFPT model outperforms
both the semiparametric and empirical models.
2.5.2 Scenario 2
We consider a scenario where the distribution of the test results for class–2 individuals
is a mixture of two normal distributions, namely, y2l ∼ 0.5 ·N(9, 1) + 0.5 ·N(15, 1), with
l = 1, . . . , n2 and n2=100. The other two groups and the respective sample sizes are
identical to those in Scenario 1.
The parametric and semiparametric model fits are unable to capture the features of
the true ROC surface for this example, whereas the estimated ROC surface using the
MFPT is nearly indistinguishable from the true ROC surface (Figure 2.5.2).
The true VUS is 0.759 to 3 decimal places. The average VUS for the MFPT is 0.756
(s.d. = 0.028) and 0.775 (s.d. = 0.02) for the parametric analysis, while the average
VUS is 0.748 (s.d. = 0.031) for the empirical analysis and 0.752 (s.d. = 0.032) for the
semiparametric analysis. The estimated VUS from the parametric and semiparametric
analysis are fairly accurate but this may be due to both underestimating and overesti-
mating different parts of the ROC surface.
The results in terms of the IAE are shown in Figure 2.5.4 (b). Unlike the estimated
volumes, the IAEs presented in the box plot clearly show a better performance of the
MFPT approach when compared to the parametric and semiparametric approaches. The
parametric and semiparametric approaches clearly yield biased results in this scenario.
2.5.3 Scenario 3
In this scenario we generated unbalanced data with means and standard deviations that
were close to each other for the three groups so that the VUS is low. Particularly, we
generated 50 independent datasets, where y1l ∼ N(−1.15, 1.15), y2l ∼ N(−0.7, 0.9) and
y3l ∼ N(−0.3, 0.7), with l = 1, . . . , ni and n1 = 125, n2 = 55 and n3 = 15.
The true volume under the surface is 0.345. The average volumes are 0.329 (s.d. =
0.053), 0.330 (s.d. = 0.047), 0.313 (s.d. = 0.053) and 0.318 (s.d. = 0.051) under the
MFPT, parametric, empirical and semiparametric models, respectively. The surfaces
produced in one simulation run for each method are presented in Figure 2.5.3.
In Figure 2.5.4 (c) the box plot of the integrated absolute errors produced by the four
approaches is presented. Although the parametric model yielded the best results, the
MFPT and semiparametric models are competitive with it. The errors produced by the
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empirical model are larger than the errors from the MFPT model, which may be due to
the small n3.
2.6 An application to HIV data
HIV invades the central nervous system causing structural and metabolic changes in the
brain resulting in varying degrees of cognitive, motor, and behavioral impairment (Navia
et al., 1986a). Pathological studies performed on the brain of deceased HIV-infected pa-
tients have shown significant abnormalities including injury and loss (Navia et al., 1986b).
With recent advances in anti-HIV therapies, which have dramatically improved survival
rates among HIV-infected persons, in-vivo approaches are needed to detect neuronal in-
jury thus identifying HIV-infected patients who may be at risk for cognitive impairment.
A number of studies have shown that an image technique called magnetic ressonance
spectroscopy (MRS) provides a reliable in-vivo, noninvasive method for the assessment
of HIV-associated brain injury (see, for example, Lo´pez-Villegas et al., 1997). Proton
MRS produces spectral peaks that correspond to matabolite levels in the brain. The
area under each spectral peak is associated with the concentration of a metabolite that
reflects activity in a specific cell type in response to signal in its microenvironment. A
frequently measured metabolite is n-acetyl aspartate (NAA), a marker of mature neurons
and axons (Nadler and Cooper, 1972). Usually, the ratio of NAA over creatinine (Cr)
is obtained to reduce the variability of the measurement. Reduced levels of NAA/Cr,
reflecting either neuronal injury or loss, have been observed in HIV-infected individuals
in both the neuroasymptomatic and cognitively impaired stages (e.g., Lo´pez-Villegas et
al., 1997; Meyerhoff et al., 1993, 1994).
NAA/Cr levels in the white matter were available for 135 subjects (37 HIV-negative
individuals (NEG), 39 HIV-positive non-sympotomatic subjects (NAS), and 59 HIV-
positive subjects with AIDS dementia complex (ADC)). Detailed description of recruit-
ment and cohort characteristics has been reported elsewhere (Chang et al., 2004). In the
present application we are interested in assessing the accuracy of the NAA/Cr marker in
discriminating between patients in NEG, NAS, and ADC groups. It is anticipated that
NAA/Cr levels will be highest among HIV-negative controls and lowest among HIV-
positive neurologically impaired patients, with the NAS group being intermediate to the
other two. That is, the anticipated ordering is ADC<NAS<NEG (Chang et al., 2004).
Depending on the threshold values, the accuracy for each class may vary. To ascertain
the diagnostic performance, we conducted a three–way ROC analysis.
We estimated the ROC surface with the methodology proposed in Section 2.4. We
implemented our MFPT model that used the NAA/Cr levels to discriminate between
the three populations referred to above. We generated 150,000 Markov chain iterates.
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The full chain was then sub-sampled every 500 steps after a burn in period of 15,000
iterates. We modeled the densities of the three groups using a mixture of finite Polya
trees that were truncated at J1 = J2 = J3 = 4 and we set c1 = c2 = c3 = 1. We used
uninformative independent priors — N(0, 100) priors for means and Γ(1, 0.1) priors for
standard deviations.
Estimates of f1, f2 and f3 using our MFPT model are given in Figure 2.6.1. The
nonparametric ROC surface is shown in Figure 2.6.2(a). The surface is useful to examine
the diagnostic accuracy of the test for the three classes at different threshold values. The
three axes correspond to the probabilities of correct classification into the three groups.
Practitioners can then choose appropriate cutpoints to ensure a desired classification
accuracy in each group. The produced ROC surface has the appealing feature of being
continuous and smooth, thus allowing for useful interpretation of the diagnostic perfor-
mance at all thresholds. The estimated VUS was 0.307 and a 95% credible interval was
(0.229, 0.414). This value was constrasted to the uninformative level of 1/6 (≈ 0.167),
which led us to conclude that the NAA/Cr marker has a reasonable discriminative power.
The accuracy of this biomarker can then be compared to other tests with similar diag-
nostic purposes.
We also compared our results with the Bayesian parametric approach, the empirical
analysis and the semiparametric method of Li and Zhou (2009). The resulting ROC
surfaces are presented in Figure 2.6.2 (b), (c) and (d), respectively. The estimated VUS
were 0.312(0.230, 0.408), 0.297(0.210, 0.397) and 0.293(0.207, 0.401) for the parametric,
empirical and semiparametric analysis, respectively. The values in parenthesis corre-
spond to credible intervals in the case of Bayesian approaches and to confidence intervals
when frequentist analysis are used. From these results, we can conclude that for this
particular analysis all methods lead substantially to the same conclusions.
2.7 Discussion
To overcome the strict assumptions of parametric models, we have proposed a Bayesian
nonparametric model that involves mixtures of finite Polya trees for ROC surface esti-
mation. Since the distributions of outcome values for the three diagnostic groups were
modeled nonparametrically, our approach allows for great flexibility in terms of the shapes
of these distributions. In fact, because a nonparametric approach was taken, the pre-
sented methodology is applicable to a wide range of continuous diagnostic tests and for
a wide range of diseases.
Nonparametric, parametric and semiparametric approaches were considered for esti-
mating the ROC surface and the VUS. Simulation results indicate that even when the
parametric assumption holds, Polya tree priors give accurate results. These priors are
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especially useful when modeling data with nonstandard features such as skewness and
multimodality, as shown in the second scenario of the simulation study. Even with small
sample sizes, the MFPT approach behaves quite well. Moreover, it is our experience that
this approach fits normal data well and is robust enough to fit data generated from, for
example, exponential and gamma distributions and mixtures of beta distributions. We
also note that full inference is available with the Bayesian approach that we employ. For
instance it is often of interest to know the pair of thresholds that should be used to make
the diagnostic decision. Once models have been fitted, a posterior distribution for the
optimal thresholds can easily be obtained. One approach is to maximize an extension of
the Youden index to the three-class setting (Nakas et al., 2010).
No rule of thumb exists to say whether a parametric or nonparametric model should
be used; the choice of models is data dependent. As we already mentioned, since the
MFPT prior is centered at a parametric family, it can inherit the overall shape of the
underlying density when the weight parameter is relatively large. However, if the para-
metric assumption holds, a natural option is to use a parametric model. More flexible
parametric models can be formulated, for instance, by using finite normal mixtures to
obtain inferences that are comparable with those resulting from MFPT models. How-
ever, to do that it is necessary to know the number of mixture components, say K, or
place a prior on it. Placing a prior on K leads to a model that changes dimension (num-
ber of parameters) with K. Such trans-dimensional models tend to be quite difficult to
implement efficiently; one approach would be reversible jump MCMC. Polya trees, in
turn, bypass the model selection problem since they do not need knowledge about K.
An empirical estimator can easily be obtained with much less computational effort, and
if the number of observations is large enough, both estimators work well. However, as
it can be seen in the simulation scenarios and in the application, even with moderate
sample sizes the empirical estimator produces an ROC surface that is jagged, making the
clinical interpretation difficult. The MFPT ROC surface estimator has the nice feature
of being smooth.
The described methodology addresses directly the question of the marker discrimi-
natory performance over all three classes under study. In the application provided the
VUS produced for the MRS-measured NAA/Cr levels shows that a trend exists between
HIV-negative subjects, HIV-positive neurologically asymptomatic patients, and HIV-
positive patients suffering from neurological complications associated with the infection.
This observation has profound implications for the use of this marker in clinical diag-
nosis of HIV-associated neurological impairment as well as clinical consequences for our
understanding of HIV-related neuronal injury. Because NAA/Cr levels of HIV-positive
unimpaired patients were between those of HIV-negative and neurologically impaired
subjects, the suggestion is that neurological injury occurs among HIV-infected individu-
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als well before clinical symptoms (leading to an ADC diagnosis) are observed (Chang et
al., 2004). A three-class ROC surface analysis of these data therefore is a useful means
of illuminating these relationships.
Generalization to K classes (K > 3) is straightforward. An ROC hypersurface can
be constructed (but not visualized) by defining a diagnostic rule with K − 1 ordered
decision thresholds. The estimation of the ROC hypersurface using MFPT models can
be similarly derived, following a similar construction.
2.8 Appendix
2.8.1 Empirical estimation
The empirical estimator of the ROC surface can be obtained by replacing all the distri-
bution functions in equation (2.3.1) with their empirical counterparts. The estimator is
constructed as
R̂OCSe(p1, p3) =
Fˆ2(Fˆ
−1
3 (1− p3))− Fˆ2(Fˆ−11 (p1)), if Fˆ−11 (p1) 6 Fˆ−13 (1− p3),
0, otherwise.
where Fˆ1, Fˆ2 and Fˆ3 are the empirical distribution functions for test results from the
three classes.
2.8.2 Semiparametric estimation
Li and Zhou (2009) consider the following parametric functional form for the ROC sur-
face:
ROCSΦ(p1, p3) =
8<:Φ(β1 + β2Φ−1(1− p3))− Φ(β3 + β4Φ−1(p1)), if β3 + β4Φ−1(p1) 6 β1 + β2Φ−1(1− p3),0, otherwise.
where Φ is the standard normal distribution and β = (β1, β2, β3, β4), which specifies
the characteristics of the ROC surface. If the normality assumption is correct, β may be
expressed as functions of the means and variances of the three normal distributions, i.e.,
β1 =
µ3 − µ2
σ2
, β2 =
σ3
σ2
, β3 =
µ1 − µ2
σ2
, β4 =
σ1
σ2
.
The authors proposed two estimation procedures to find estimates for β. We will focus
on method 1 which we consider in this chapter. The method is based on solving the
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following estimation equation:
N1∑
i=1
N3∑
j=1
∇ROCSΦ(p1i, p3i)[R̂OCSe(p1i, p3i)− ROCSΦ(p1i, p3i)] = 0,
where {p1i : i = 1, . . . , N1} and {p3i : i = 1, . . . , N3} are choosen partition points on (0,1).
∇ROCSΦ(p1, p3) is the partial derivative of ROCSΦ(p1, p3) with respect to β. The
solution of the method can be reached via numerical optimization techniques (e.g., the
Newton–Raphson method).
2.8.3 Bayesian parametric estimation
Under the assumption that all test results follow normal distributions, the functional
form of the ROC surface can be written as
ROCSp(p1, p3) =
8><>:Φ
„
µ3−µ2
σ2
− σ3
σ2
Φ−1(p3)
«
− Φ
„
µ1−µ2
σ2
+
σ1
σ2
Φ−1(p1)
«
, if µ1 + σ1Φ
−1(p1) 6 µ3 − σ3Φ−1(p3),
0, otherwise.
To find estimates for all parameters, a MCMC scheme is needed. A Metropolis–Hastings
algorithm or, since the full conditional distributions are available, a Gibbs sampler can be
applied. We chose the Metropolis–Hastings algorithm with uninformative normal priors
for the means and also uninformative but gamma priors for the standard deviations.
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(a) (b)
(c) (d)
(e)
Figure 2.5.1: ROC surfaces for simulation scenario 1: (a) True ROC surface; (b) MFPT; (c) Paramet-
ric; (d) Empirical, and (e) Semiparametric.
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(a) (b)
(c) (d)
(e)
Figure 2.5.2: ROC surfaces for simulation scenario 1: (a) True ROC surface; (b) MFPT; (c) Paramet-
ric; (d) Empirical, and (e) Semiparametric.
43
CHAPTER 2. NONPARAMETRIC BAYESIAN ESTIMATION OF THE ROC
SURFACE
(a) (b)
(c) (d)
(e)
Figure 2.5.3: ROC surfaces for simulation scenario 1: (a) True ROC surface; (b) MFPT; (c) Paramet-
ric; (d) Empirical, and (e) Semiparametric.
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Figure 2.5.4: IAEs for simulation (a) scenario 1; (b) scenario 2; (c) scenario 3.
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Figure 2.6.1: (a) Estimated density of the NAA/Cr levels in the group 1 (ADC group) - f1 ; (b)
Estimated density of the NAA/Cr levels in the group 2 (NAS group) - f2; (c) Estimated density of the
NAA/Cr levels in the group 3 (NEG group) - f3.
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(a) (b)
(c) (d)
Figure 2.6.2: Estimated ROC surfaces for NAA/Cr levels in the white matter for the classification
ADC<NAS<NEG using: (a) MFPT, (b) Parametric, (c) Empirical and (d) Semiparametric.
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3
Bayesian nonparametric ROC regression
modeling
The receiver operating characteristic (ROC) curve is the most widely used measure for
evaluating the discriminatory performance of a continuous biomarker. Often, covariate
information that affects the biomarker performance is also available and several regression
methods have been proposed to incorporate covariates in the ROC framework. We pro-
pose a Bayesian nonparametric ROC regression estimator based on dependent Dirichlet
processes. Our approach allows for the complete distributions in the diseased and healthy
groups to change as a function of the covariates, provides exact posterior inference up
to a Monte Carlo error, and can easily accomodate multiple continuous and categorical
predictors. The proposed covariate-adjusted ROC estimator works well in simulations
and when applied to real data concerning diagnosis of diabetes.
3.1 Introduction
The development and statistical evaluation of diagnostic and screening procedures, such
as biomarkers and imaging technologies, are of great importance in public health and
medical research. The receiver operating characteristic (ROC) curve is a popular method
for evaluating the performance of continuous biomarkers and it is widely used in medi-
cal studies. Based on the concept of using a threshold to classify subjects as healthy
or diseased, the ROC curve is a plot of the true positive rate (TPR, the probabil-
ity that a diseased subject has a positive test) versus the false positive rate (FPR,
the probability that a healthy subject has a positive test), across all possible thresh-
old values, say k. That is, the ROC curve represents the plot {(FPR(k),TPR(k)) =
(1 − F1(k), 1 − F2(k)),−∞ < k < ∞}, where the marker is distributed according to F1
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in the healthy population and F2 in the diseased population. For 0 < u < 1, the ROC
curve is given by ROC(u) = 1 − F2(F−11 (1 − u)). Related to the ROC curve, several
measures, such as the area under the curve (AUC) or the Youden index, are considered
as summaries of the discriminatory accuracy of the biomarker. The AUC is most com-
mon and it is given by
∫ 1
0
ROC(u)du, which can be interpreted as the probability that
the marker value of a randomly selected diseased individual exceeds that for a randomly
selected nondiseased individual. The AUC takes values between 0.5 (useless biomarker
that correctly classifies disease state no better than chance) and 1 (biomarker with per-
fect discriminatory ability).
Often, covariate information that affects biomarker performance is also available; ig-
noring such covariates yields biased or oversimplified inferences, whereas stratifying by
covariates may be either impractical (for continuous covariates) or incur a loss in power.
In our study we are interested in examining how age influences the discriminatory power
of the glucose to accurately detect diabetes. Various methods have been proposed to
assess possible covariate effects on the ROC curve. Induced methodology models the
healthy and diseased populations separately and then computes the induced form of
the ROC curve (Pepe, 1998; Faraggi, 2003; Gonza´lez-Manteiga et al., 2011; Rodr´ıguez-
A´lvarez et al., 2011a). Alternatively, direct methodology regresses the shape of the ROC
curve directly onto covariates through a generalized linear model (Alonzo and Pepe, 2002;
Pepe, 2003; Cai, 2004). For a comparative study of both methodologies see Rodr´ıguez-
A´lvarez et al. (2011b).
A crucial aspect of such methodologies is how to parametrically model the continuous
effect of covariates on the ROC curve, e.g. in the induced approaches the parametric
model for the locations of F1 and F2. Misleading results may be obtained if the effects are
incorrectly specified. Although there is a vaste literature dedicated to the nonparametric
estimation of the ROC curve in the absence of covariates (Hsieh and Turnbull, 1996; Zou
et al., 1997; Lloyd, 1998; Zhou et al., 2002; Peng and Zhou, 2004), in the presence of
covariates, few approaches have been developed to estimate nonparametrically the con-
ditional ROC curve.
In this work we present a Bayesian nonparametric approach for modeling covariate
effects on the ROC curve within the induced methodology context. Our methodology,
based on dependent Dirichlet processes, allows for the entire distributions to smoothly
change as a function of covariates in the healthy and diseased groups . Full inference
for the covariate-specific ROCs as well as for the AUC is easily obtained using a Markov
chain Monte Carlo (MCMC) implementation of the model that we develop. Bayesian
nonparametric techniques allow for broadening the class of models under consideration
and hence for the development of a widely applicable approach that can be used for
practically any population and for a large number of diseases. Recent applications of
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Bayesian nonparametric models in ROC analysis can be found in Erkanli et al. (2006),
Branscum et al. (2008), Hanson et al. (2008a), Hanson et al. (2008b), and Ina´cio et al.
(2011).
The current approaches to ROC regression, within the induced context, are based on
homoscedastic linear models with parametric errors (Faraggi, 2003), unspecified error dis-
tributions (Pepe, 1998), and heterocedastic nonparametric models based on kernel-type
regression methods (Gonza´lez-Manteiga et al., 2011; Rodr´ıguez-A´lvarez et al., 2011a).
Unlike the kernel-based approaches whose accuracy relies upon asymptotics, requir-
ing large samples, the accuracy of our approach is assessed a posteriori by combining a
likelihood function with the prior distribution. Prior distributions can take into account
subjective beliefs about the accuracy of a marker based on expert opinion or historical
information. In contrast, kernel methods cannot use any form of prior information. We
also point out that the current kernel approaches to ROC regression suffers from the
limitation of solely being able to address a single continuous covariate. In turn, our in-
duced covariate-specific ROC estimator can easily accomodate multiple continuous and
categorical predictors.
3.2 Outline of the chapter
This chapter is organized as follows. In Section 3.3 we provide background material on
the dependent Dirichlet process. The modeling framework to estimate the conditional
ROC curve as well as some computational issues are presented in 3.4. In Section 3.5,
a simulation study is carried out to assess the performance of the proposed estimator.
In Section 3.6, we apply our method to the analysis of the aformentioned diabetes data.
Concluding remarks are given in Section 3.7.
3.3 Dependent Dirichlet processes
The Dirichlet process (DP) (Ferguson, 1973) is a probability model for random proba-
bility distributions and is characterized by two parameters, the precision parameter α
and the base measure G∗. One of its critical properties is the almost sure discreteness of
the random measure G ∼ DP (α,G∗). Sethuraman (1994) provides a constructive defi-
nition. Let δ· denote the Dirac measure. Write G =
∑∞
l=1 ωlδθl for the discrete random
probability measure G with weights wl at locations θl. The weights ωl are generated
by the following stick-breaking scheme: ω1 = z1, ωl = zl
∏l−1
r=1(1 − zr), l = 2, 3, . . .,
with zl
i.i.d.∼ Beta(1, α) and the locations θl are independent and identically distributed
samples from the random measure G∗.
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In many data applications the discreteness of the Dirichlet process is inappropriate.
DP mixture (DPM) models (Antoniak, 1974) avoid the discreteness by introducing an
additional convolution with a continuous kernel f(·|θ). The typical DPM model assumes
yi
ind.∼
∫
f(yi|θ)dG(θ), G ∼ DP(α,G∗)
that is, a mixture with a DP prior on the random measure G.
MacEachern MacEachern (1999, 2000) proposed the dependent DP (DDP) to define
a prior model for a set of dependent random measures {Gx : x ∈ X ⊂ Rp} indexed
by covariates x. Recall Sethuraman’s stick-breaking representation for the DP random
measure, Gx =
∑∞
l=1 ωxlδθxl . The key idea behind the DDP is to introduce dependence
across the measures Gx by assuming the distributions of the point masses θxl to be
dependent across different levels of x, but independent across l. In the basic version of the
DDP the weights are assumed to be the same across x, that is, ωxl = ωl. Each ωl arises
from a stick-breaking construction: ω1 = z1 and for l = 2, 3, . . ., ωl = zl
∏
r<l(1 − zr),
with zl | α i.i.d.∼ Beta(1, α), l = 1, 2, . . ., and α > 0. In what follows, we fix the weights ωxl
across covariates and introduce the dependence through the point mass locations θxl.
De Iorio et al. (2009) consider a special case of the general model introduced by
MacEachern (2000) where the component of the atoms defining the location in a DDP
mixture model follows a linear regression model, i.e., θxl = (x′βl, σ2l ), where x is the
design vector and the βl are the vectors of regression coefficients, which are i.i.d. from
the distribution G∗, (βl, σ2l )
i.i.d.∼ G∗. This model, referred to as the linear DDP (LDDP),
is simply a DPM of linear (in the coefficients) regression models, when the model is
convolved with a normal kernel. Hereafter, we use the normal distribution as the kernel.
More specifically, letting (yi,xi), i = 1, . . . , n be the regression data, the model reduces
to
yi
ind.∼
∫
φ(yi|x′iβ, σ2)dG(β, σ2) =
∞∑
l=1
wlφ(yi; x′iβl, σ
2
l ),
where φ(·|µ, σ2) stands for the probability density function of the normal distribution
with mean µ and variance σ2, (w1, w2, . . . ) follow the stick breaking representation ,
and (βl, σ2l ) are i.i.d. from G
∗. This linear specification is highly flexible and can in-
clude standard nonlinear transformations of the predictors, for example, additive models
based on B-splines (Lang and Brezger, 2004), linear forms in the continuous predictors
themselves and categorical predictors. This model includes a wide variety of regression
and mixture models as special cases, including normal linear regression (considered by
Faraggi 2003), linear regression with the residual density modeled as finite or infinite
mixtures of Gaussian distributions (similar to Pepe 1998) and finite mixtures of Gaus-
sian linear regressions (akin to mixtures of experts models).
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Linear dependent Dirichlet process mixtures are considered for F1 and F2. Thus,
our model can be viewed as a heteroscedastic version of Pepe (1998) where the error
term changes smoothly with covariate values. Dunson, Pillai, and Park (2007) note that
for predictor x the LDDPM has mean x′β, where β =
∑∞
l=1 wlβl. For this reason, we
recommend using a flexible, but low-rank mean structure such as a cubic B-spline with
only a few interior knots. Cubic B-splines include linear and quadratic trends as special
cases, but allow substantial flexibility beyond simple polynomial fits.
3.4 Models and methods
3.4.1 Induced LDDP ROC regression model
Let {(y1i,x1i)}n1i=1, {(y2j ,x2j)}n2j=1 be the data from the healthy and diseased populations,
respectively, where y ∈ R stands for the marker result and x ∈ X ⊂ Rp for the covariate
value. We assume that, given the covariates, the marker results are independent in the
healthy and diseased groups and that
y1i | x1i ind.∼ f1(· | x1i), i = 1, . . . , n1,
and
y2j | x2j ind.∼ f2(· | x2j), j = 1, . . . , n2,
where f1(· | x) and f2(· | x) denote the conditional densities of the marker given the
predictors x, in the healthy and diseased group, respectively.
We propose a model for the conditional ROC curves based on the specification of
a probability model for the entire collection of densities F1 = {f1(· | x) : x ∈ X}
and F2 = {f2(· | x) : x ∈ X}. Instead of specifying a location-scale regression model
for the marker values in each population (Pepe, 1998; Gonza´lez-Manteiga et al., 2011;
Rodr´ıguez-A´lvarez et al., 2011a), we model the conditional densities in each group using
a DP mixture of Gaussian regression models
f1(· | x1) =
∫
φ(· | x′1β1, σ21)dG1(β1, σ21),
G1 | α1, G∗1 ∼ DP(α1, G∗1),
and
f2(· | x2) =
∫
φ(· | x′2β2, σ22)dG2(β2, σ22),
G2 | α2, G∗2 ∼ DP(α2, G∗2).
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We assume a conjugate normal–gamma distribution for the baseline measure, i.e., we
take
G∗1 = Np(β1|µ1,Σ1)Γ(σ−21 |τ11/2, τ12/2)
as well as
G∗2 = Np(β2|µ2,Σ2)Γ(σ−22 |τ21/2, τ22/2).
According to the Sethuraman’s representation, the corresponding conditional cumulative
distribution functions are given by
F1(· | x1) =
∞∑
l=1
ω1lΦ(y|x′1β1l, σ21l), (3.4.1)
and
F2(· | x2) =
∞∑
l=1
ω2lΦ(y|x′2β2l, σ22l), (3.4.2)
where Φ(·|µ, σ2) is the normal distribution function with mean µ and variance σ2, and
each collection of ωs follows the stick-breaking construction. For a given value x of the
covariate, the conditional ROC curve is defined by, for 0 < u < 1,
ROCx(u) = 1− F2(F−11 (1− u|x)|x), (3.4.3)
and where F−1 stands for the conditional quantile function. The corresponding AUC is
AUCx =
∫ 1
0
ROCx(u)du.
The infinite sums in (3.4.1) and (3.4.2) are accurately approximated by finite sums within
a specified tolerance (Muliere and Tardella 1998) over a fine mesh of values of x ∈ X , for
each MCMC iteration.
3.4.2 Prior information and posterior simulation
To complete the model specification we assume the following independent hyperpriors:
α1 | a1, b1 ∼ Γ(a1, b1), τ12 | τs11 , τs12 ∼ Γ(τs11/2, τs12/2),
µ1 |m1,S1 ∼ Np(m1,S1), Σ1 | ν1ψ1 ∼ IWp(ν1, ψ1),
and
α2 | a2, b2 ∼ Γ(a2, b2), τ22 | τs21 , τs22 ∼ Γ(τs21/2, τs22/2),
µ2 |m2,S2 ∼ Np(m2,S2), Σ2 | ν2ψ2 ∼ IWp(ν2, ψ2),
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all with fixed hyperparameters. Here, IWp(ν, ψ) denotes a p-dimensional inverted-
Wishart distribution with ν degrees of freedom and scale matrix ψ.
There are two approaches to obtaining inference in Dirichlet process mixture models,
marginalized or unmarginalized. Marginalized versions make use of the Polya urn repre-
sentation of the Dirichlet process predictive measure (Blackwell and MacQueen, 1973),
whereas unmarginalized versions use the Sethuraman (1994) stick-breaking representa-
tion of the Dirichlet process; we used the latter as the resulting algorithm is easier to
implement. Relevant full conditional distributions are given in Appendix. The function
LDDProc for fitting the two LDDP models and extracting ROC curves for any covariate
x has been included in the freely available R package DPpackage (Jara, 2007; Jara et al.,
2011), downloadable from CRAN (http://cran.r-project.org/).
3.4.3 Inference
Inferences are based on Markov chain Monte Carlo (MCMC) iterates {(F (t)1x , F (t)2x ), t =
1, . . . , T}. Each iteration of the MCMC algorithm is used to obtain ROCx(u) = 1 −
F
(t)
2 (F
−1(t)
1 (1 − u|x)|x) and AUC(t)x =
∫ 1
0
ROC(t)x (u)du, where Monte Carlo integration
is used to evaluate the integral.
The ROC curve is estimated as ROCx(u) = (1/T )
∑T
t=1 ROC
(t)
x (u). Point estimates
of the AUC can be based on the MCMC mean (or median) and 95% credible intervals
can also be obtained based on the MCMC iterates.
3.5 Simulation study
To evaluate the practical performance of our estimator, we conducted simulations under
three different scenarios, namely: (a) a linear scenario, (b) a nonlinear scenario with
constant variance, and (c) a nonlinear scenario with nonconstant variance. In each of the
three scenarios we ran a total of 100 replications, because simulations are computationally
time-consuming, and we considered the same sample sizes n = n1 = n2 = 50, 100, 200.
The efficiency and robustness of our estimator was studied by comparing it with its
main competitors, namely the semiparametric model of Pepe (1998) and the nonpara-
metric kernel estimators of Gonza´lez-Manteiga et al. (2011) and Rodr´ıguez-A´lvarez et
al. (2011a). The main difference between these latter two models is the order of the
local polynomial kernel smoothers used for estimating the regression functions; whereas
Gonza´lez-Manteiga et al. (2011) uses a local constant fit (order 0), Rodr´ıguez-A´lvarez
et al. (2011a) uses a linear fit (order 1). Since local constant regression suffers from
boundary–bias problems (Fan and Gijbels, 1996), we followed Rodr´ıguez-A´lvarez et al.
(2011a). Given that these kernel estimators are only developed for univariate covariates,
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we restricted the simulation study to this framework. We also compared our results to
Pepe’s model fitted with a B-spline trend; although the author did not do that in the
original paper. To distinguish between the two semiparametric models, we have desig-
nated Pepe’s original estimator as semiparametric linear and the other as semiparametric
B-spline.
To implement our LDDProc estimator, we fitted a mixture of B-splines models with
z′β = β0+
∑3
j=1 Υj(x)βj , where Υk(x) corresponds to the kth B-spline basis evaluated at
x. This trend specification was also used in the semiparametric estimator modeled with
B-splines. The following values for the hyperparameters were considered: a1 = a2 = 5,
b1 = b2 = 1, m1 = m2 = (0, 0, 0, 0), S1 = S2 = 102 × I4, ν1 = ν2 = 6, ψ1 = ψ2 = I4,
τs11 = τs21 = 6.01, τs12 = τs22 = 2.01, and τ11 = τ21 = 6.01. In all cases, 2000 iter-
ations of the MCMC algorithm were kept after a burn-in period of 2000 iterates. For
the implementation of the kernel estimator, regression and variance functions were es-
timated using local linear and local constant fits, respectively. The Gaussian kernel
K(u) = (1/
√
2pi) exp(−u2/2) was chosen and generalized cross-validation was used to
select the optimal bandwidth. More details on the implementation of the kernel methods
are given in Appendix.
Following Rodr´ıguez-A´lvarez et al. (2011a) and Gonza´lez-Manteiga et al. (2011), the
discrepancy between estimated and true ROC curves was measured in terms of the em-
pirical global mean squared error
MSE = EX
{∫ 1
0
(R̂OCx(u)− ROCx(u))2du
}
=
∫
X
∫ 1
0
(R̂OCx(u)− ROCx(u))2dudx
≈ 1
nx
nx∑
l=1
1
nu
nu∑
r=1
(R̂OCxl(ur)− ROCxl(ur))2,
where nx = 25, nu = 100, and the xl and ur lay on an evenly-spaced grid over X
and [0, 1], respectively. Table 3.1 summarizes the average MSE along with the standard
deviation for each scenario, method and sample size.
3.5.1 Scenario 1—linear scenario
The purpose of including a linear scenario is to ascertain the loss of efficiency of our
estimator when the semiparametric assumption holds, i.e., when the effect of the covariate
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Table 3.1: Averages (and standard deviations) of the estimated mean squared errors obtained
from the 100 datasets simulated according to Scenarios 1, 2 and 3, for different sample sizes and
different approaches.
Scenario 1 Semiparametric Semiparametric Kernel LDDP
(B-spline trend)
n = 50 0.0084 (0.0057) 0.0140 (0.0080) 0.0131 (0.0073) 0.0138 (0.0080)
n = 100 0.0045 (0.0026) 0.0076 (0.0048) 0.0074 (0.0043) 0.0075 (0.0045)
n = 200 0.0022 (0.0014) 0.0037 (0.0023) 0.0036 (0.0020) 0.0040 (0.0024)
Scenario 2 Semiparametric Semiparametric Kernel LDDP
(B-spline trend)
n = 50 0.0385 (0.0056) 0.0122 (0.0058) 0.0130 (0.0064) 0.0106 (0.0056)
n = 100 0.0364 (0.0037) 0.0076 (0.0037) 0.0079 (0.0041) 0.0070 (0.0035)
n = 200 0.0345 (0.0022) 0.0045 (0.0015) 0.0042 (0.0017) 0.0049 (0.0032)
Scenario 3 Semiparametric Semiparametric Kernel LDDP
(B-spline trend)
n = 50 0.0534 (0.0090) 0.0218 (0.0112) 0.0302 (0.0156) 0.0160 (0.0093)
n = 100 0.0499 (0.0057) 0.0127 (0.0052) 0.0155 (0.0064) 0.0087 (0.0047)
n = 200 0.0470 (0.0036) 0.0091 (0.0032) 0.0098 (0.0041) 0.0056 (0.0028)
is linear. We generated data from:
y1|x1 ∼ N(0.5 + x1, 1.52),
y2|x2 ∼ N(2 + 4x2, 22),
where the covariates x1 and x2 are independently generated from U(−1, 1). Figure 3.5.1
depicts the estimated AUC along the 2.5% and 97.5% simulation quantiles. All the four
methods recover the functional form of the true AUC successfully. As expected, the semi-
parametric (linear) estimator has better performance. The kernel, the semiparametric
B-spline, and the LDDP approaches have similar performances, although the kernel esti-
mator is slightly better. The variance of all estimators decreases as sample size increases
and this happens also in the following scenarios.
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3.5.2 Scenario 2—nonlinear scenario
In this scenario the effect of the covariate is far from linear. We generated data from:
y1|x1 ∼ N(sin{pi(x1 + 1)}, 0.52),
y2|x2 ∼ N(0.5 + x22, 12),
where the covariates x1 and x2 are independently generated from U(−1, 1). In this
scenario, as can be seen in Figure 3.5.2, the LDDP, the kernel, and the semiparametric
B-spline estimators successfully recover the functional form of the true AUC; as expected,
the estimators of the semiparametric linear model are clearly unsuitable. The results in
terms of the MSEs are shown in Figure 3.5.4 (row 2). These boxplots show that the
LDDP estimator is competitive with the other nonparametric estimators, providing even
slightly better results for small (n = 50) and moderate (n = 100) sample sizes.
3.5.3 Scenario 3—mixture model scenario
As a final, challenging scenario we simulated data for the diseased group from a two-
component mixture model with nonlinear mean and smoothly changing error distribution
with nonconstant variance. The healthy group has a nonlinear mean function with the
variance depending on the covariate. In short, we simulated data from:
y1|x1 ∼ N(sin(pix1), 0.2 + 0.5 exp(x1)),
y2|x2 ∼ e
x2
1 + ex2
N(x1, 0.52) +
1
1 + ex2
N(x32, 1),
where x0 and x1 are independently generated from U(−1, 1). Figure 3.5.3 depicts the
estimated AUC along the 2.5% and 97.5% and from this figure we can see that the
nonparametric estimators recover the true AUC successfully, whereas the semiparametric
estimator is unable to recover it. Figure 3.5.4 (row 3) shows the boxplot of the MSEs
for this scenario. As can be seen, the MSEs produced by the semiparametric linear
estimator are much larger than the ones produced by the nonparametric estimators and
the semiparametric B-spline estimator. The LDDP estimator, under this scenario, clearly
outperforms the kernel and the semiparametric B-spline estimators, providing smaller
MSEs (with also smaller variance), for all sample sizes considered.
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Figure 3.5.1: True AUC (solid line) versus the average of simulated AUCs, along with
2.5% and 97.5% simulation quantiles (dashed line), for Scenario 1. Row 1: n = 50, Row
2: n = 100, Row 3: n = 200.
59
CHAPTER 3. BAYESIAN NONPARAMETRIC ROC REGRESSION MODELING
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
LDDP
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Kernel
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (linear)
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (B−spline)
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
LDDP
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Kernel
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (linear)
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (B−spline)
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
LDDP
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Kernel
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (linear)
Continuous covariate
AU
C
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Semiparametric (B−spline)
Continuous covariate
AU
C
Figure 3.5.2: True AUC (solid line) versus the average of simulated AUCs, along with
2.5% and 97.5% simulation quantiles (dashed line), for Scenario 2. Row 1: n = 50, Row
2: n = 100, Row 3: n = 200.
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Figure 3.5.3: True AUC (solid line) versus the average of simulated AUCs, along with
2.5% and 97.5% simulation quantiles (dashed line), for Scenario 3. Row 1: n = 50, Row
2: n = 100, Row 3: n = 200.
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Figure 3.5.4: Row 1: MSE for simulation Scenario 1; Row 2: MSE for simulation Scenario
2, Row 3: MSE for simulation Scenario 3.
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3.6. APPLICATION TO DIABETES DIAGNOSIS
3.6 Application to diabetes diagnosis
3.6.1 Data description and motivation
Diabetes is a metabolic disease mainly characterized by high blood sugar concentration
and insulin deficiency or resistance. It is believed that the aging process may be associated
with relative insulin deficiency or resistance among persons who are healthy (Smith and
Thompson, 1996). Diabetes doubles the risk of cardiovascular disease (Sarwar et al.,
2010). In 2000, according to the World Health Organization, at least 171 million people
worldwide suffered from diabetes, which corresponds to 2.8% of the World population.
Its incidence is increasing rapidly, and it is estimated by 2030, this number will almost
double (Wild et al., 2004).
Our data are from a population-based pilot survey of diabetes in Cairo, Egypt, in
which postprandial blood glucose measurements were obtained from a fingerstick on 286
subjects. The gold standard for diagnosing diabetes, according to the World Health
Organization criteria, consists of a fasting plasma glucose value > 140 mg/dl or a 2 hour
plasma glucose value > 200 mg/dl following a 75g oral glucose challenge (Smith and
Thompson, 1996). Based on these criteria 88 subjects were classified as diseased and 198
as healthy. This data has also been analyzed in Smith and Thompson (1996), Faraggi
(2003), and in Gonza´lez-Manteiga et al. (2011).
We applied the ROC methodology proposed in this chapter to this diabetes study,
with the aim of using glucose levels to detect patients having a higher risk of diabetes
problems, and to assess the effect of age on the accuracy of this marker.
3.6.2 LDDP ROC modeling
The data analysis is divided into two parts. First, we examine the glucose performance
as a marker to diagnose diabetes and then we conducted our ROC regression analysis
which takes into account the effect of age.
ROC analysis of the discriminatory ability of glucose
We carried out an initial analysis to evaluate the discriminatory capacity of glucose to
detect diabetes, ignoring the age effect. Here and in the subsequent analysis we used
the log-transformed glucose levels. Figures 3.6.1 (a) and (b) show the DPM of normals
estimated densities of the glucose levels in the healthy and diseased populations. As
expected, diseased subjects tend to have more probability mass for higher values of
glucose. In Figure 3.6.1 (c) is presented the corresponding DPM of normals estimator of
the ROC curve. The curve lies well above the diagonal line, indicating a good marginal
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discriminatory performance of the glucose to distinguish subjects whith diabetes from
those who are healthy. This can also be seen from the AUC, which is 0.891(0.827, 0.939).
Induced LDDP ROC regression analysis
After analyzing the discriminatory capacity of glucose, we conducted our ROC regression
analysis, which takes into account the affect of age. We used the same prior specification
as in the simulation study.
Figure 3.6.2 shows the scatterplot of the data for the healthy and diseased populations
along with the estimated mean functions and its corresponding 95% credible intervals.
We can see that the relationship between age and glucose is nonlinear in the diseased
population and also that older healthy subjects tend to have high values of glucose.
This agrees with Smith and Thompson (1996) who suggest that the aging process is
associated with relative insulin deficiency or resistance among people who are healthy.
The different behavior between the diseased and nondiseased populations is evident,
especially for younger ages, and this is reinforced by Figure 3.6.3, where we plot the
conditional densities of the log glucose levels at different ages. We can understand from
this figure how the probability mass changes over different age profiles. A more complete
view is depicted in Figure 3.6.4, where we show a surface of conditional densities, with
each profile corresponding to a conditional density analogous to the ones shown in Figure
3.6.3.
The estimated covariate specific ROC surface is shown in Figure 3.6.5. For each
profile of this surface we get a covariate specific ROC curve, i.e., we get a ROC for a
specific age value. In Figure 3.6.6 we present the estimated ROC curves for ages 20,
40, and 80. The corresponding AUC (95% credible intervals) are 0.936(0.522, 0.999),
0.893(0.787, 0.966), and 0.570(0.073, 0.972), respectively. Comparing these values with
the AUC value that was obtained ignoring the age effect, which is 0.891(0.827, 0.939), we
clearly see that ignoring the covariate age leads to misleading conclusions, specifically,
to over and underestimated AUC’s for certain ages.
To examine the age effect further , Figure 3.6.7 provides the estimates for the AUC
along a range of age values (from 20 to 90). A pointwise 95% credible interval is also
shown to give an indicator of the variability of the estimates. This figure clearly show
that age have an impact on the discriminatory capacity of the glucose, with this marker
having a much better performance for young ages than for old ages. The AUC that was
obtained while ignoring age can be seen from Figure 3.6.7 to correspond to an age of
41 years. Thus, ignoring age will result in an underestimated AUC for subjects under
tha age of 41 years and in an overestimated area for those older than 41 years old. We
also point out that inference is more precise for younger ages than for older ages, where
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the credible band is huge. Given the strong falling of the AUC values, the glucose levels
should be used in clinical practice with caution when screening older people.
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Figure 3.6.1: (a) DPM of normals estimated densities of the glucose levels in healthy
and; (b) diseased populations; (c) ROC curve of the glucose levels with no age effect:
Bayesian estimator using DPM of normals.
3.7 Discussion
We have presented a flexible BNP model to estimate the ROC curve in the presence
of covariates based on LDDP priors. Since the conditional distributions of the marker
results were modeled nonparametrically, our approach allows for great flexibility in terms
of the shapes of these distributions. In fact, because a nonparametric approach was used,
the presented model is applicable to a wide range of markers and for a wide range of
diseases.
Semiparametric and nonparametric kernel approaches were considered for estimating
the ROC curve and the AUC. Simulation results indicate that even when the linearity
assumption holds, our BNP estimator gives relatively accurate results. The performance
of our estimator is competitive with, and in some cases significantly better than, the
kernel-based estimator. It is, however, relatively easy to obtain nonparametric estimates
of conditional ROC curves utilizing the kernel based approaches, while our LDDP ap-
proach requires intensive computations and can be time-consuming.
No rule of thumb exists to say whether a parametric or nonparametric model should
be used, the choice of models is data dependent. If the parametric assumption holds, a
natural option is to use a parametric model. However, given that the linear specification
of the LDDP is highly flexible, including, for example, linear and nonlinear transforma-
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Figure 3.6.2: Scatterplot of the data along with the estimated mean functions in the
healthy (dashed line) and diseased group (solid line) and its 95% credible bands. The
diseased group is represented by circles and the healthy group by crosses.
tions of the predictors, different models can be fitted.
In our application we evaluated the effect of age on the glucose discriminatory capac-
ity to detect diabetes. We found out that older ages reduce the accuracy of the glucose
to distinguish between healthy and diseased subjects. This observation should be taken
into account on the use of this marker in clinical diagnosis of diabetes.
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Figure 3.6.3: Top: Estimated densities for glucose conditional on a range of values of the
age (ages 20, 40, and 80) for the diseased population and 95% credible intervals. Bottom:
Estimated densities for glucose conditional on a range of values of the age (ages 20, 40,
and 80) for the healthy population and 95% credible intervals.
3.8 Appendix
3.8.1 Full conditional distributions
Without loss of generality we consider the healthy population. Analogous results can be
obtained for the diseased population. The truncated approximation
GN1 (·) =
N∑
l=1
ωlδβ1l,σ21l(·)
is used (Ishwaran and James, 2001; Ishwaran and Zarepour, 2000, 2002), where N is
chosen to be large, e.g., N = 20 (Chung and Dunson, 2009). Here zN = 1 and
z1, . . . , zN−1 | α1 i.i.d.∼ Beta(1, α1),
ωl = zl
∏
k<l
(1− zk).
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Figure 3.6.4: Estimated density surfaces for glucose conditional on age for (a) diseased
population; (b) healthy population.
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Figure 3.6.5: Estimated ROC surface.
Introduce membership indicators (Diebolt and Robert, 1994) such that s1i = l when y1i
comes from N(x′1lβ1l, σ
2
1l). The full conditional distributions are as follows.
zl | else ∼ Beta
(
n1l + 1, α1 +
∑
k>l
n1k
)
,
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Figure 3.6.6: Estimated conditional ROC curves along with 95% credible intervals for
ages 20, 40, and 80.
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Figure 3.6.7: Estimated AUC as a function of age with a 95% credible interval.
where n1l =
∑n1
i=1 I{s1i = l} is the number of observations from component l.
P (s1i = l | else) ∝ ωlφ(y1i|x′1iβ1l, σ21l)
σ−21l | else ∼ Γ
(
0.5[τ11 + n1l], 0.5
[
τ12 +
∑
i:s1i=l
(y1i − x′1iβ1l)2
])
,
β1l | else ∼ Np
Vl
Σ−11 µ1 + σ−21l ∑
i:s1i=lx1iy1i
 ,Vl
 ,
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where
Vl =
[
Σ−11 + σ
−2
1l
∑
i:s1i=l
x1ix′1i
]−1
,
Σ1 | else ∼ IWp
ν1 +N,[ψ−11 + N∑
l=1
(β1l − µ1)(β1l − µ1)′
]−1 ,
τ12 | else ∼ Γ
(
0.5(τs11 +Nτ11), 0.5
(
τs12 +
N∑
l=1
σ−21l
))
,
µ1 | else ∼ Np
(
V
[
S−11 m1 + Σ
−1
1
N∑
l=1
β1l
]
,V
)
,
where
V =
[
S−11 +NΣ
−1
1
]−1
,
α1 | else ∼ Γ
(
a1 +N, b1 −
N−1∑
l=1
log(1− zl)
)
.
3.8.2 Details on existing methods
Semiparametric linear model (Pepe, 1998)
Let {(y1i,x1i)}n1i=1 and {(y2j ,x2j)}n2j=1 be two independent randon samples drawn from
the healthy and diseased populations, respectively and let X be p−dimensional covariate
vector. This method is based on specifying a homoscedastic linear regression model for
the healthy and diseased groups, i.e.,
Y1 = X˜
′
β1 + σ1ε1
Y2 = X˜
′
β2 + σ2ε2,
where X˜ = (1,X′)′, β1 = (β10, . . . , β1p) and β2 = (β20, . . . , β2p) are (p+ 1)-dimensional
vectors of unknown parameters, and ε1 and ε2 are i.i.d. (0, 1), with distribution functions
G1 and G2, respectively. The estimation procedure consists of the following steps:
1. estimate β1 and β2 by ordinary least squares, on the basis of samples {(y1i,x1i)}n1i=1
and {(y2j ,x2j)}n2j=1;
2. estimate σ21 and σ
2
2 as
σˆ21 =
∑n1
i=1(y1i − x˜′1iβˆ1)2
n1 − p− 1 and σˆ
2
2 =
∑n2
j=1(y2j − x˜′2jβˆ2)2
n2 − p− 1 ;
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3. estimate the cumulative distribution functions G1 and G2 on the basis of the em-
pirical distributions of the standardized residuals
Gˆ1(y) =
1
n1
n1∑
i=1
I
[
y1i − x˜′1iβˆ1
σˆ1
6 y
]
and Gˆ2(y) =
1
n2
n2∑
j=1
I
[
y2j − x˜′2jβˆ2
σˆ2
6 y
]
;
4. For a given covariate value x, calculate the covariate specific ROC curve
R̂OCx(u) = 1− Gˆ2(x˜′βˆ + αˆGˆ−11 (1− u)), 0 < u < 1,
where βˆ = (βˆ1 − βˆ2)/σˆ2 and αˆ = σˆ1/σˆ2.
Nonparametric model (Gonza´lez-Manteiga et al., 2011, Rodr´ıguez-A´lvarez et
al., 2011a)
Let {(y1i,x1i)}n1i=1 and {(y2j ,x2j)}n2j=1 be two independent randon samples drawn from
the healthy and diseased populations. In this method a nonparametric heterocedastic
regression model is assumed for the test result
Y1 = µ1(X) + σ1(X)ε1
Y2 = µ2(X) + σ2(X)ε2,
where X is a continuous covariate, µ1 and µ2 are the regression functions, and σ1 and σ2
are the variance functions. ε1, ε2 i.i.d., have zero mean, unit variance, are assumed to be
independent of the covariate X, and have distribution functions G1 and G2, respectively.
The proposed estimation procedure is as follows:
1. For a given value x of the covariate, estimate the regression functions µ0 and µ1 as
µˆ1(x) = ψˆ(x, {(y1i, x1i)}n1i=1, h1, p1),
µˆ2(x) = ψˆ(x, {(y2j , x2j)}n2j=1, h2, p2),
where ψˆ is the local polynomial kernel estimator (Fan and Gijbels, 1996), h1 and
h2 are the smoothing parameters or bandwidths, and p1 and p2 are the order of
polynomials, in the healthy and diseased populations, respectively;
2. estimate the variance functions σ21 and σ
2
2 in a similar fashion
σˆ21(x) = ψˆ(x, {(z1i, x1i)}n1i=1, g1, q1),
σˆ22(x) = ψˆ(x, {(z2j , x2j)}n2j=1, g2, q2),
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where z1i = (y1i − µˆ1(x1i))2, z2j = (y2j − µˆ2(x2j))2, g1 and g2 are the bandwidths
and q1 and q2 are the order of the polynomials;
3. estimate the cumulative distribution functions G1 and G2 on the basis of the em-
pirical distributions of the standardized residuals
Gˆ1(y) =
1
n1
n1∑
i=1
I
[
y1i − µˆ1(x1i)
σˆ1(x1i)
6 y
]
and Gˆ2(y) =
1
n2
n2∑
j=1
I
[
y2j − µˆ2(x2j)
σˆ2(x2j)
6 y
]
;
4. For a fixed covariate value x, compute the covariate specific ROC curve as follows:
R̂OCx(u) = 1− Gˆ2
(
µˆ1(x)− µˆ2(x)
σˆ2(x)
+
σˆ1(x)
σˆ2(x)
Gˆ−11 (1− u)
)
, 0 < u < 1.
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Extending induced ROC methodology to the
functional context
The receiver operating characteristic (ROC) curve is the most widely used measure for
evaluating the discriminatory performance of a continuous marker. Often, covariate
information is also available and several regression methods have been proposed to in-
corporate covariate information in the ROC framework. Until now, these methods are
only developed for the case where the covariate is univariate or multivariate. We ex-
tend ROC regression methodology for the case where the covariate is functional, rather
than univariate or multivariate. To this end, semiparametric and nonparametric induced
ROC regression estimators are proposed. A simulation study is performed to assess the
performance of the proposed estimators. The methods are applied to and motivated by
a metabolic syndrome study in Galicia (NW Spain).
4.1 Introduction
The receiver operating characteristic curve is a popular method for evaluating the per-
formance of continuous markers and its presence is widespread in medical studies. Para-
metric and nonparametric estimators are available (Zou et al., 1997; Pepe, 2003; Peng
and Zhou, 2004, among others). Often, covariate information that affects the marker
performance is also available and ignoring such covariates can yield biased or oversimpli-
fied inferences. Various methods have been proposed to assess possible covariate effects
on the ROC curve. Induced methodology is based on using separate regression models
for the healthy and diseased populations and then computing the induced form of the
ROC curve (Pepe, 1998; Faraggi, 2003; Zheng and Heagerty, 2004; Gonza´lez-Manteiga et
al., 2011; Rodr´ıguez-A´lvarez et al., 2011a). Alternatively, direct methodology assumes a
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regression model for the ROC curve itself, with the effects of the covariates being directly
evaluated on the ROC curve (Alonzo and Pepe, 2002; Pepe, 2003; Cai, 2004). For a com-
parative study of both methodologies see Rodr´ıguez-A´lvarez et al. (2011b). Until now,
these methodologies are only developed for the cases where the covariate is univariate
or multivariate, although in some settings of practical interest the covariate can have a
more complex structure.
In this chapter, we extend the estimation of the conditional ROC curve for the cases
where the covariate is functional, within the induced context. A functional covariate
means that the explanatory variable is valued in an infinite-dimensional space. Examples
of functional variables include minute by minute values of a speculative asset, meteoro-
logical and pollution monitoring data, seismic data, growth curves and heart rates, and
a large number of examples in a wide range of fields. Analysing functional data with
standard multivariate methods that ignore the functional nature of the data, may signifi-
cantly impact the inferences. Thus, there is a need for specific techniques that can handle
such data and extract relevant information from it. For an overview of this topic see,
for instance, Ramsay and Silverman (2005) or Ferraty and Vieu (2006). Our approach
is motivated by a medical study, conducted in Galicia—Spain, concerning the use of the
gamma-glutamyl-transferase (GGT) as a diagnostic test to detect women with metabolic
syndrome. Recent investigations suggest an association between the GGT levels and
nocturnal hypoxemia (decrease in arterial oxygen saturation). To this end, the arterial
oxygen saturation was measured every 20 seconds during the patient’s sleep. It is our
aim to investigate how the discriminatory ability of GGT to detect metabolic syndrome
is affected by the oxygen saturation. We should remark that our approach is different
from the existing approach for longitudinal markers (Etzioni et al., 1999; Zheng and Hea-
gerty, 2004). First, longitudinal and functional data are different in nature. While in the
context of longitudinal data analysis, a random function typically represents a subject
that is often observed at a small number of time points; in the functional setup, the
data are recorded densely over time, often by a machine (Zhao et al., 2004). Second, in
longitudinal studies, the concepts of false positive rate and true positive rate incorporate
both the time-varying nature of the marker and the clinical onset time of the disease,
whereas in our case, sensitivity and specificity are not time-dependent and the subjects
do not change of state of health during the study.
For the most appropriate analysis of a given set of data, one desires a variety of
readily available models, from which the data analyst can choose the most appropriate
approach. In this work, we present two estimators of the induced covariate-specific ROC
curve: (1) a semiparametric estimator based on a homocedastic functional linear model,
and (2) a nonparametric estimator based on an extension to the functional context of
kernel regression techniques. The functional linear model has been popularized by Ram-
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say and Delzel (1991) and it imposes a linear constraint on the regression relationship.
The linear constraint is useful when the curves are very distant in the space but may
be inappropriate for some applications. It is therefore of interest to consider a flexible
alternative. The functional nonparametric model (see Ferraty and Vieu, 2002, for a first
study of this model and Ferraty and Vieu, 2006, for an overview) has been studied re-
cently and is an interesting and complementary alternative to the functional linear model
and is based solely on the assumption that the effect of the continuous covariate follows
a smooth function.
4.2 Outline of the chapter
This chapter is organized as follows. In Section 4.3, we provide background material
on functional regression models. The estimation procedures used to derive the induced
functional covariate-specific ROC curve are presented in Section 4.4. In Section 4.5, a
simulation study is carried out to assess the performance of the proposed models. Appli-
cation of the proposed methods to a real example concerning the diagnosis of metabolic
syndrome is presented in Section 4.6. Concluding remarks are given in Section 4.7.
4.3 Background
4.3.1 Functional linear model
In the simplest setting, the functional predictor and the scalar response are related by a
linear operator. Given a scalar response y on R and a smooth random predictor process
X on a compact support T that is square integrable (i.e.,
∫
T
X2(t)dt <∞), the classical
functional linear model relates y and X by
y = 〈X,β〉+ ε =
∫
T
X(t)β(t)dt+ ε. (4.3.1)
Here 〈·, ·〉 denotes the usual inner product on L2(T ), the separable Hilbertian space of
square integrable functions defined on T , the regression parameter function β is also
assumed to be smooth and square integrable and ε is a real random variable with zero
mean and finite variance σ2, and such that E[X(t)ε] = 0, for t ∈ T . For simplicity, we
assume that both variables are centered, i.e., E[X(t)] = 0, for t ∈ T and E[y] = 0.
Suppose now we observe a random sample {(yi, Xi)}ni=1. The model in (1.3.1) suggests
to estimate β by minimizing the residual sum of squares
RSS(β) =
n∑
i=1
(yi − 〈Xi, β〉)2 , (4.3.2)
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which may be accomplished by the principal components approach developed by Cardot
et al. (1999) and further analyzed by Cai and Hall (2006) and Febrero-Bande et al.
(2010), among others. This estimation method works as follows. Let ΓX be the sample
covariance operator of X1, . . . , Xn which transforms any function Z in L2(T ) into another
function in L2(T ), given by
ΓXZ =
1
n
n∑
i=1
〈Xi, Z〉Xi.
The sample covariance operator ΓX admits a spectral decomposition in terms of the
orthonormal eigenfunctions {vk}k=1,2,..., which forms a complete basis of the functional
space, with associated nonnegative and nondecreasing eigenvalues {λk}k=1,2,..., such that
ΓXvk = λkvk, for k > 1. By the well-known Karhunen–Loe`ve expansion, the predictor
process admits the following representation
Xi(t) =
∞∑
k=1
γikvk(t),
where γik = 〈Xi, vk〉 are the principal component scores. Recall that the regression
parameter function β is square integrable and {vk}k=1,2,... form a complete orthonormal
basis, we have
β(t) =
∞∑
k=1
βkvk(t),
where βk = 〈β, vk〉, for k > 1. Using these expansions, we can write the residual sum of
squares in (4.3.2) as
RSS(β) =
n∑
i=1
(
yi −
∞∑
k=1
γikβk
)2
.
As noted in Ramsay and Silverman (2005), minimizing such sum of squares, with respect
to β1, β2, . . . yields a regression estimator that adapts perfectly to the sample points but
is not very informative. To tackle this problem, Cardot et al. (1999) proposed to estimate
β by taking βk = 0, for k ≥ kn + 1, where kn is some positive integer such that kn < n
and λkn > 0, and estimating the coefficients βk, for k = 1, . . . , kn, by minimizing the
residual sum of squares given by
RSS(β(1:kn)) =
n∑
i=1
(
yi −
kn∑
k=1
γikβk
)2
=
∥∥Y − γ(1:kn)β(1:kn)∥∥2 ,
where Y = (y1, . . . , yn)′, β(1:kn) is the kn-vector β(1:kn) = (β1, . . . , βkn)
′ and γ(1:kn) is the
n × kn matrix whose kth column is the vector γ.k = (γ1k, . . . , γnk)′, the kth principal
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component score, which verifies γ′.kγ.k = nλk and γ
′
.kγ.l = 0, for k 6= l. Using standard
arguments, the least squares estimate of β(1:kn) is
β̂(1:kn) =
(
γ′.1Y
nλ1
, . . . ,
γ′.knY
nλkn
)
,
which, finally, allows us to write the least-squares estimate of the slope β, denoted by
β̂(kn)
β̂(kn) =
kn∑
k=1
β̂kvk =
kn∑
k=1
γ′.kY
nλk
vk. (4.3.3)
To determine the cutoff kn in an automatic data-driven way, we have chosen the cutoff
that minimizes the predictive cross validation criterion
PCV(k) =
n∑
i=1
(
yi −
〈
Xi, β̂(−i,k)
〉)2
, k = 1, . . . , kmax, (4.3.4)
where β̂(−i,k) is the least squares estimate of β using the cutoff k and leaving out the ith
observation (yi, Xi) in the estimation. We pick the k that minimizes this criterion.
4.3.2 Functional nonparametric model
The functional nonparametric model is an interesting and complementary alternative to
the functional linear model. Moreover, when dealing with functional data, it is difficult
to gain an intuition on whether the linear model is adequate or which parametric model
would best fit the data. We focus on the following functional nonparametric regression
model
Y = µ(X) + ε,
where Y is a scalar response variable, X is a functional covariate, µ is an unknown but
smooth regression function and the error ε satisfies E[ε|X] = 0 and E[ε2|X] = σ2 <∞.
Nadaraya (1964) and Watson (1964) proposed to estimate µ as a locally weighted average
using a kernel as a weighting function. Recently, Ferraty and Vieu (2006) extended to
the functional context the Nadaraya–Watson estimator; they proposed to estimate µ as
µ̂(X) =
n∑
i=1
Wi,h(X)yi, with Wi,h(X) =
K(h−1d(X,Xi))∑n
i=1K(h−1d(X,Xi))
, (4.3.5)
where X1, . . . , Xn are a sample of curves, for which the corresponding responses y1, . . . , yn
have been observed and X is an additional fixed curve. Additionally, K is an asymmetric
decreasing kernel function, h is a positive smoothing parameter or bandwidth, and d is
a suitable semimetric in the functional space.
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It is easy to see that the weights Wi,h(X) in (4.3.5) sum up to one and therefore the
estimator is a weighted average of the yi’s. It is clear that the smaller d(X,Xi), the larger
K(h−1d(X,Xi)), i.e., the closer Xi is to X, the larger is the weight assigned to yi. The
parameter h plays a major role because it controls the amount of weighting given to the
yi’s. The smaller h is, the more µ̂(X) is sensitive to small variations of the yi’s. In the
opposite case, the larger h is, the larger is the weight assigned to distant observations.
In other words, if h is too small, the estimator will be too rough; but if it is too large,
important features will be smoothed out. In Figure 1 of the supplementary material
we show the effect of the bandwidth on the ROC curve estimate. Cross-validation is a
popular method to automatically select h. The criterion is
CV(h) =
n∑
i=1
(yi − µ̂−ih (Xi))2, (4.3.6)
where µ̂−ih (Xi) indicates the estimate at Xi leaving out the ith element of the sample.
We pick the h that minimizes this criterion.
The choice of the semimetric is also crucial to the performance of the estimator and
must be related to the particular features of the dataset at hand. Ferraty and Vieu (2006,
p. 223) suggest to choose the semimetric based on the smoothness or roughness of the
predictor curves X1, . . . , Xn. Specifically, when the curves are smooth they suggest to use
the L2 norm of the qth derivative of the curve, while for rough curves they recommend
semimetrics based on principal component analysis. For the definition of this class of
semimetrics see Ferraty and Vieu (2006, p. 28-30).
Regarding the choice of the kernel, any sensible choice will produce acceptable results,
and thus this choice is much less important than the choice of h and the semimetric.
4.4 Induced ROC regression methodologies
4.4.1 Regression model
A location-scale regression model is assumed for the marker result in both healthy (D =
1, where D stands for the disease status) and diseased (D = 2) populations. More
specifically, let
Y1 = µ1(X) + σ1(X)ε1, and Y2 = µ2(X) + σ2(X)ε2,
where X denotes the functional covariate, µ1 and µ2 are the regression functions, and
σ21 and σ
2
2 are the variance functions. The errors ε1 and ε2 are independent of each
other with zero mean, unit variance and distributions G1 and G2, respectively. To guard
against misspecification of error distributions, we do not assume specific distributions for
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the errors.
Based on the above location-scale regression models, the covariate-specific ROC curve
can be expressed as
ROCX(p) = 1−G2
(
G−11 (1− p)
σ1(X)
σ2(X)
− µ2(X)− µ1(X)
σ2(X)
)
, 0 < p < 1,
where G−11 (1− p) = inf{y : G1(y) ≥ 1− p}. The most popular summary measure of the
diagnostic accuracy is the area under the curve (AUC), which is given by
AUCX =
∫ 1
0
ROCX(p)dp.
For an useless test, AUC = 0.5 and for a perfect test, AUC = 1.
4.4.2 Semiparametric induced ROC regression estimator
We extend to the functional context the semiparametric model of Pepe (1998). In this
model, the variance parameters are not allowed to depend on covariates, i.e., we are
dealing with homocedastic linear models. In such case, σ1(X) = σ1, σ2(X) = σ2, and
the covariate effect on the ROC curve is contained in the covariate effect on the difference
in means between diseased and nondiseased subjects, µ1(X) − µ2(X), where µ1(X) =
〈X,β1〉 and µ2(X) = 〈X,β2〉.
Let {(y1i, X1i)}n1i=1 and {(y2j , X2j)}n2j=1 be two independent random samples, of size
n1 and n2, from the healthy and diseased populations, respectively. The estimation
procedure is as follows:
1. Estimate β1 and β2 using the estimators proposed in (4.3.3), on the basis of
samples {(y1i, X1i)}n1i=1 and {(y2j , X2j)}n2j=1, respectively; as in Section 4.3.1 we
are assuming that both the covariate and the test result are centered.
2. Estimate σ21 and σ
2
2 as
σ̂21 =
∑n1
i=1 (y1i − µ̂1(X1i))2
n1 − kn1 − 1
and σ̂22 =
∑n2
j=1 (y2j − µ̂2(X2j))2
n2 − kn2 − 1
,
where kn1 and kn2 are the number of principal components chosen by the predictive
cross validation criterion.
3. Estimate distribution functions G1 and G2 on the basis of the empirical distribution
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of the standardised residuals
Ĝ1(y) =
1
n1
n1∑
i=1
I
[
y1i − µ̂1(X1i)
σ̂1
≤ y
]
, Ĝ2(y) =
1
n2
n2∑
j=1
I
[
y2j − µ̂2(X2j)
σ̂2
≤ y
]
.
4. Calculate the covariate-specific ROC curve as follows
R̂OCX(p) = 1− Ĝ2
(
Ĝ−11 (1− p)
σ̂1
σ̂2
− µ̂2(X)− µ̂1(X)
σ̂2
)
, 0 < p < 1.
4.4.3 Nonparametric induced ROC regression estimator
While the semiparametric approach has the advantage of being more efficient if the para-
metric form of the model is correct, it may misspecify the correct model form. Nonpara-
metric models provide an alternative solution and are more robust and data-adaptive.
Within this context, the robustness is achieved by means of not assuming any parametric
forms for the mean and variance functions and the errors can depend heterocedastically
on the functional covariate X through σ1(X) and σ2(X). The proposed estimation
scheme is the following:
1. Estimate the covariate dependent regression functions µ1 and µ2 using the kernel
smoother estimator proposed in (4.3.5).
2. Estimate the covariate dependent variance functions σ21 and σ
2
2 through the Nadaraya–
Watson estimator presented in (4.3.5), but using as responses the transformed
samples {(z2i, X2i)}n2i=1 and {(z1i, X1i)}n1i=1, where z2i = (y2i − µ̂2(X2i))2 and
z1i = (y1i − µ̂1(X1i))2.
3. Estimate the distribution functions G1 and G2 by the empirical distribution of the
standardised residuals
Ĝ1(y) =
1
n1
n1∑
i=1
I
[
y1i − µ̂1(X1i)
σ̂1(X1i)
≤ y
]
, Ĝ2(y) =
1
n2
n2∑
j=1
I
[
y2j − µ̂2(X2j)
σ̂2(X2j)
≤ y
]
.
4. Finally, compute the covariate-specific ROC curve as follows
R̂OCX(p) = 1− Ĝ2
(
Ĝ−11 (1− p)
σ̂1(X)
σ̂2(X)
− µ̂2(X)− µ̂1(X)
σ̂2(X)
)
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4.5 Simulation study
In this section we present the results of a simulation study conducted to evaluate the
small sample performance of the proposed methods. Two different simulation scenarios
were considered, namely: (a) a linear scenario; and (b) a non-linear scenario, which, from
an applied standpoint, appears plausible given the results obtained in the data analysis
(see Section 4.6).
Each predictor trajectory was observed discretely over the domain [0, 1] on an equally
spaced grid of N = 51 points and all of them were generated with a trend function
X0(t) = t+ sin(t), 0 < t < 1, and a covariance function derived from two eigenfunctions
v1(t) =
√
2 sin(0.5pit) and v2(t) =
√
2 sin(1.5pit) associated with eigenvalues λ1 = 4,
λ2 = 1, as well as, λm = 0, m > 3. The predictor functional principal component (FPC)
scores are γm ∼ N(0, λm), m = 1, 2. In short, the predictor trajectories were generated
using the following
X(t) = X0(t) +
2∑
m=1
γmvm(t). (4.5.1)
Figure 4.5.1 (a) in gives an idea of their shape. In both scenarios the response was
generated from a single regression function β(t) = v1(t)+v2(t). The scenarios considered
were as follows:
• Scenario 1
Y1 = 1.5 + 〈β,X1〉+ ε1, and Y2 = 2 + 1.5 〈β,X2〉+ 2ε2
• Scenario 2
Y1 = 〈β,X1〉+ 1.5ε1, and Y2 = 1 + 0.5
〈
β,X22
〉
+ 2ε2
In both scenarios X1 and X2 were independently generated using (4.5.1),X22 was obtained
as the square of each element X2(t), 0 < t < 1, and ε1 and ε2 have the standard normal
distribution. In the functional setting it is not straightforward identifying the covariate
to induce the ROC curve. We have considered covariates of the form
Xz(t) = X0(t) + zv1(t),
where z lies between (−2√λ1, 2
√
λ1) and (−1.5
√
λ1, 1.5
√
λ1) in the simulation Scenario
1 and 2, respectively. By varying z, we cover a wide range of possible covariates. Figure
4.5.1 (b) gives an idea of their shape.
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To perform the computations we determined the number of principal components
retained by the PCV criterion in (4.3.4), and the bandwith needed for the nonparametric
model was chosen by the cross-validation criterion in (4.3.6). We also need to specify
the asymmetrical kernel as well as the most appropriate semimetric. The asymmetrical
Gaussian kernel, k(t) =
√
2/pi exp(−t2/2), for t ∈ (0,∞) was used and the class of
semimetrics {dderivativeq }2q=0 was applied , where dderivativeq denotes the L2 norm of the qth
derivative of the curve.
The discrepancy between the estimator and the true ROC curve is measured in terms
of the empirical version of the global mean squared error
MSE =
1
nXz
nXz∑
l=1
1
np
np∑
r=1
(
R̂OCXzl (pr)− ROCXzl (pr)
)2
.
The results are based on 1000 repetitions and, in all cases, the same sample size was
considered, with n1 = n2 = 50, 100, 200. Under Scenario 1, Figures 4.5.2 and 4.5.3
show the true ROC curve along with 2.5% and 97.5% simulation quantiles, for z =
−1.25, 0, and 2, for the semiparametric and nonparametric estimators, respectively. The
covariates corresponding to these z values are presented in Figure 4.5.1. As can be seen,
although the semiparametric estimator displayed the lowest variance, both estimators
recover the functional form of the true ROCs successfully. This can also be seen in Figure
4.5.6. As expected, the variance of the estimates decreases as sample size increases. For
Scenario 2, where the covariate effect was far from linear, the estimates obtained by the
semiparametric model were clearly unsuitable, as can be checked both from the covariate
specific ROCs (Figure 4.5.4) and from the AUC curve (top of Figure 4.5.7). In turn,
the good performance of the nonparametric estimator is evident, with it recovering the
functional form of the true ROCs (Figure 4.5.5) and the true AUC successfully (bottom
of Figure 4.5.7).
Table 4.1 summarizes the mean squared error for each approach and scenario. In
Scenario 1, the errors produced by the nonparametric approach are larger than the
errors from the semiparametric approach. On the other hand, in Scenario 2, the errors
produced by the semiparametric approach are much larger than the ones produced by
the nonparametric approach. The mean squared error decreases as sample size gets
larger. Figure 4.5.8 presents boxplots of the mean squared errors produced by the two
approaches, for the different sample sizes considered.
Bearing in mind the distribution of the errors, we have also simulated, 1, and 2,
from a Student-t distribution with two degrees of freedom (and hence with heavy tails),
and from a skew normal distribution with shape parameter four (Azzalini, 1985); this
shape parameter leads to a heavy skewness in the errors distributions. The results in
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terms of the MSEs, for both scenarios and estimators, are presented in Table 4.2 (skew
normal errors) and in Table 4.3 (with Student-t errors). We found out that methods
are robust to departures from normality; the results with skew normal distributed errors
are competitive with the results of normal errors. With Student-t distributed errors,
the difference is a little bit more pronounced, but still give good results. From our
simulation study, we can conclude that the correct modeling of the covariate effect is far
more important than the error distribution.
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Figure 4.5.1: (a) 50 simulated predictor trajectories; (b) covariates used to induce the ROC curve in
the simulation study; (c) covariates corresponding to z = −1.25 (solid line), to z = 0 (dashed line), and
to z = 2 (dotted line).
Table 4.1: Average (and standard deviation) of the estimated mean squared error obtained
from the 1000 datasets simulated according to scenarios 1 and 2, for different sample sizes and
for different approaches (normal errors).
Scenario 1 Semiparametric Nonparametric
n1 = n2 = 50 0.008 (0.006) 0.017 (0.011)
n1 = n2 = 100 0.004 (0.004) 0.009 (0.006)
n1 = n2 = 200 0.002 (0.002) 0.007 (0.004)
Scenario 2 Semiparametric Nonparametric
n1 = n2 = 50 0.043 (0.015) 0.020 (0.011)
n1 = n2 = 100 0.035 (0.008) 0.013 (0.008)
n1 = n2 = 200 0.032 (0.004) 0.008 (0.004)
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Figure 4.5.2: True ROC curve (solid line) versus the average of simulated ROCs (dashed line), along
with 2.5 and 97.5 simulation quantiles, for different covariate values, for Scenario 1 (normal errors) and
for the semiparametric estimator. Row1: n1 = n2 = 50; Row 2: n1 = n2 = 100; Row 3: n1 = n2 = 200.
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Figure 4.5.3: True ROC curve (solid line) versus the average of simulated ROCs (dashed line), along
with 2.5 and 97.5 simulation quantiles, for different covariate values, for Scenario 1 (normal errors) and
for the nonparametric estimator. Row1: n1 = n2 = 50; Row 2: n1 = n2 = 100; Row 3: n1 = n2 = 200.
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Figure 4.5.4: True ROC curve (solid line) versus the average of simulated ROCs (dashed line), along
with 2.5 and 97.5 simulation quantiles, for different covariate values, for Scenario 2 (normal errors) and
for the semiparametric estimator. Row1: n1 = n2 = 50; Row 2: n1 = n2 = 100; Row 3: n1 = n2 = 200.
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Figure 4.5.5: True ROC curve (solid line) versus the average of simulated ROCs (dashed line), along
with 2.5 and 97.5 simulation quantiles, for different covariate values, for Scenario 2 (normal errors) and
for the nonparametric estimator. Row1: n1 = n2 = 50; Row 2: n1 = n2 = 100; Row 3: n1 = n2 = 200.
87
CHAPTER 4. FUNCTIONAL ROC REGRESSION MODELING
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 50
z
AU
C
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 100
z
AU
C
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 200
z
AU
C
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 50
z
AU
C
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 100
z
AU
C
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
n1 = n2 = 200
z
AU
C
Figure 4.5.6: True AUC (solid line) versus the average of simulated AUCs, along with 2.5 and 97.5 sim-
ulation quantiles (dashed line), for Scenario 1. Top: semiparametric approach. Bottom: nonparametric
approach.
Table 4.2: Average (and standard deviation) of the estimated mean squared error obtained
from the 1000 datasets simulated according to scenarios 1 and 2, for different sample sizes and
for different approaches (skew normal errors).
Scenario 1 Semiparametric Nonparametric
n1 = n2 = 50 0.008 (0.006) 0.017 (0.011)
n1 = n2 = 100 0.004 (0.004) 0.009 (0.006)
n1 = n2 = 200 0.002 (0.002) 0.007 (0.004)
Scenario 2 Semiparametric Nonparametric
n1 = n2 = 50 0.043 (0.015) 0.020 (0.011)
n1 = n2 = 100 0.035 (0.008) 0.013 (0.008)
n1 = n2 = 200 0.032 (0.004) 0.008 (0.004)
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Figure 4.5.7: True AUC (solid line) versus the average of simulated AUCs, along with 2.5 and 97.5 sim-
ulation quantiles (dashed line), for Scenario 2. Top: semiparametric approach. Bottom: nonparametric
approach
Table 4.3: Average (and standard deviation) of the estimated mean squared error obtained
from the 1000 datasets simulated according to scenarios 1 and 2, for different sample sizes and
for different approaches (Student-t errors).
Scenario 1 Semiparametric Nonparametric
n1 = n2 = 50 0.020 (0.023) 0.022 (0.017)
n1 = n2 = 100 0.011 (0.015) 0.013 (0.010)
n1 = n2 = 200 0.006 (0.010) 0.009 (0.008)
Scenario 2 Semiparametric Nonparametric
n1 = n2 = 50 0.037 (0.017) 0.027 (0.015)
n1 = n2 = 100 0.030 (0.011) 0.019 (0.011)
n1 = n2 = 200 0.026 (0.008) 0.015 (0.009)
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Figure 4.5.8: Top: MSE for simulation scenario 1; Bottom: MSE for simulation scenario 2 (normal
errors).
4.6 Application: metabolic syndrome study
Metabolic syndrome describes a cluster of abnormalities characterized by insulin resis-
tance along with specific risk factors, including visceral adiposity, dyslipidaemia and high
blood pressure (Despres and Lemieux, 2006). Individuals with metabolic syndrome are
at increased risk for cardiovascular disease (Lakka et al., 2002).
Serum gamma-glutamyl transferase (GGT) is a well-known marker of alcohol con-
sumption and liver dysfunction. GGT is also associated with components of metabolic
syndrome. Baseline serum GGT concentration appears to be an independent risk factor
for the development of metabolic syndrome and the occurrence of cardiovascular disease
and death (Lee et al., 2007). A hypothesis that appears to be consistent with these
findings is that elevations of GGT are a marker of the presence of the metabolic syn-
drome. An important practical issue is whether, GGTs predictive properties can be used
to identify people at high risk so that intervention to improve outcomes can be initiated.
It is certainly easy and cheap to measure. In a recent study, Gude et al. (2009), found,
however, that serum concentrations of GGT are strongly associated with markers of noc-
turnal hypoxemia, particularly with arterial oxygen saturation levels during sleep. Since
some conditions such as sleep disordering breathing or chronic obstructive pulmonary
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disease are very prevalent, it is important to study whether or not the performance of
GGT at diagnosing metabolic syndrome may vary at different levels of arterial oxygen
saturation.
With the aim of investigating this possible relationship, a study was conducted using
a sample of 220 individuals. The present study took advantage of a survey of the general
adult population from the municipality of A-Estrada, in northwestern Spain; detailed
descriptions of study methodology and population sample characteristics have been re-
ported elsewhere (Gonza´lez-Quintela et al., 2003; Gude et al., 2009).
The recording of arterial oxygen saturation was performed at the patient’s home us-
ing a pulse oximeter with a finger probe. The arterial oxygen saturation was measured
every 20 seconds thus leading to genuine functional data. As it is known that nocturnal
oxygen arterial saturation has different patterns during the several sleep phases, for all
individuals we skipped the first two hours of measurements and saved the next three
hours. Hence, at the final we had a total of 540 measurements. Since GGT values are
elevated among regular drinkers, we restricted the analysis to 115 women who reported
no alcohol consumption. Thus possible higher levels of GGT were not due to alcohol con-
sumption and differences between genders. In short, the data analysed here consist of 35
diseased and 80 healthy women. Our purpose is to investigate how the collected samples
of arterial oxygen saturation affect the ability of GGT to accurately detect metabolic
syndrome. The data analysis is divided into two parts. First, we examined the GGT
performance as a marker to diagnose metabolic syndrome and then we conducted our
functional ROC analysis which takes into account the effect of arterial oxygen saturation.
4.6.1 ROC analysis of GGT discriminatory’s capacity
We carried out an initial analysis to evaluate the discriminatory capacity of the GGT
in women, ignoring the arterial oxygen saturation effect. Here and in the subsequent
analysis we used the log-transformed GGT levels. Figure 4.6.1 (a) shows the densities of
the log-transformed GGT levels in healthy and diseased populations, whereas in Figure
4.6.1 (b) are the corresponding empirical and nonparametric kernel (Zou et al., 1997)
estimators of the ROC curve. The curves lie well above the diagonal line, indicating a
good discriminatory performance of GGT to distinguish between women with metabolic
syndrome and those who are healthy. This can also be seen from the AUC, which is
0.773 (0.688, 0.857) for the empirical estimator and 0.769 (0.689, 0.846) for the Zou et al.
(1997) estimator.
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Figure 4.6.1: (a) Densities of the log-transformed GGT levels in healthy (dashed) and diseased popula-
tions (solid) ; (b) ROC curve of log-transformed GGT measurements with no arterial oxygen saturation
effect. The dashed curve is the empirical estimator and the solid line is the estimator proposed by Zou
et al. (1997).
4.6.2 Induced functional ROC regression analysis
After analysing the GGT’s discriminatory capacity, we conducted our functional ROC
analysis using the procedures described in the previous sections. It is known that
the nocturnal arterial oxygen saturation shows different patterns between subjects with
metabolic syndrome and healthy subjects (Gude et al., 2009). In Figure 4.6.2 (top left
and right) we can see clearly such difference. In the bottom panel of Figure 4.6.2 are
shown the smoothed mean and variance trajectories of the arterial oxygen saturation in
each group (the smoothness of the curves was achieved with kernel smoothing). Once
more, the different behavior of arterial oxygen saturation for healthy and diseased indi-
viduals is visible, with healthy subjects having higher arterial oxygen saturation levels
and lowest variance.
We carried out a functional principal components analysis for the predictor process
by pooling together the 115 trajectories. The FPC scores displayed in Figure 4.6.3 (a)
show a separation between diseased and healthy subjects. These first two components
account for 81% of the variation in the data. Additionaly, when we examined the plot of
the log GGT levels against the estimated FPC scores, in Figure 4.6.3 (b), the separation
between the two groups still continue to be apparent.
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To induce the covariate specific ROC curve we have considered covariates of the form
Xz = X¯ + zv̂1,
where X¯ is the mean trajectory function of the pooled data, z is a weight parameter and
v̂1 is the estimated eigenfunction associated with the first principal component. By in-
spection of Figure 4.6.3 (a) in supplementary material, z was chosen to lie in the interval
(−50, 50). By varying z we cover a wide range of covariate values and we therefore can
investigate those covariates for which the marker is useful. Figure 4.6.4 (a) shows the 50
covariates we have used to induce the ROC and Figure 4.6.4 (b), shows the covariates
corresponding to z values of −40, 1, and 40. We remark that low values of z correspond
to low values of arterial oxygen saturation, while higher values of z, correspond to higher
values of the oxygen saturation; as z increases, the arterial oxygen saturation curves also
take higher values.
To determine whether the assumption of linearity is plausible for the data at hand,
Chiou and Muller (2007) suggested to use the plots of the functional principal components
scores of the predictors curves against the response values. These authors have shown
that if the model is correct, these plots may show linear relationships between the scores
and the responses. Figure 4.6.5 shows the plots for the first five principal components in
the diseased group and the first three principal components in the healthy group, which
appear to have a very slight relationship among some scores and the GGT values. To
select the cutoff kn, the PCV criterion in (4.3.4) was computed. Figure 4.6.6 (a) shows
the corresponding AUC curve. We have also included in the graph a confidence interval
for the AUC, obtained by bootstrap. We use a bootstrap of residuals, which are real
random variables, to resample the regression models, and then the percentile method to
obtain pointwise bootstrap confidence intervals for the AUC (500 bootstrap resamples).
For further details, see Gonza´lez-Manteiga and Mart´ınez-Calvo (2011) for the parametric
case and Ferraty et al. (2010) for the nonparametric one.
We then relaxed the linearity assumption and applied the nonparametric procedure.
The smooth shape of the curves (top of Figure 4.6.2) suggests to use the class of semi-
metrics {dderivativeq }2q=0. We have also used the asymmetrical Gaussian kernel and the
bandwidth was determined in a data-driven way using (4.3.6). In Figure 4.6.6 (b) are
shown the corresponding estimates of AUC.
A large discrepancy between the two approaches is apparent. Based on the low val-
ues of the correlation between the FPC scores and the log GGT levels and based also
on the results of our simulation study, this may indicate that the linearity assumption
may not be valid for this dataset. The nonparametric approach is more suitable due to
its robustness, indicating that the arterial oxygen saturation affects the discriminatory
93
CHAPTER 4. FUNCTIONAL ROC REGRESSION MODELING
capacity of the GGT as a marker to diagnose metabolic syndrome, with high values of
oxygen saturation being associated with a better discrimination performance. In fact,
Figure 4.6.6 (b) suggests that GGT has a better performance at the high values of oxy-
gen saturation. These values are normal in healthy people (whithout chronic obstructive
pulmonary disease or sleep apnea). At the low values GGT has bad performance discrim-
inating people with metabolic syndrome. At very low values there are few cases, and the
confidence intervals are wide. Thus, ignoring the oxygen saturation effect, will result in
an underestimated AUC for healthy subjects (those with high values of arterial oxygen
saturation) and an overestimate for those suffering from chronic obstructive pulmonary
disease and apnea (and hence with low values of oxygen saturation during night). These
findings indicate that nocturnal hypoxemia should be taken into account when interpret-
ing serum levels of GGT in clinical practice. Specifically, performance of GGT is good
in “healthy” subjects, but not in individuals with chronic obstructive pulmonary disease
or sleep apnea.
4.7 Discussion
In this chapter, we discuss the extension to the functional context of induced ROC
methodology. The need for this modeling approach was motivated by a real data ex-
ample, where we evaluated the effect of arterial oxygen saturation (measured densely
over night) on GGT’s discriminatory capacity to detect metabolic syndrome in women.
Semiparametric and nonparametric approaches were considered for estimating the in-
duced functional ROC curve. Simulation results indicate a better performance of the
semiparametric approach when the linearity assumption holds. On the other hand, the
nonparametric approach—even with a loss of accuracy in the parametric case—overcomes
the linearity issue, being thus more robust and flexible enough to model many practical
situations. We thus provided a versatile class of models to estimate the induced ROC,
from which the data analyst can choose the most appropriate one for the data at hand.
We point out that the methods are not computationally time-consuming. Extensions to
the functional context of direct ROC methodology warrant future research.
4.8 Appendix
Here we give a brief idea about the consistency of the proposed estimators. We have
expressed the covariate-specific ROC curve as
ROCX(p) = 1−G2
(
G−11 (1− p)
σ1(X)
σ2(X)
− µ2(X)− µ1(X)
σ2(X)
)
, 0 < p < 1,
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Figure 4.6.2: Smoothed predictor trajectories in the diseased group (top left) and in the healthy group
(top right). Mean (bottom left) and variance (bottom right) predictor trajectories. Solid and dashed
lines correspond, respectively, to the diseased and healthy groups.
and we have estimated it as
R̂OCX(p) = 1− Ĝ2
(
Ĝ−11 (1− p)
σ̂1(X)
σ̂2(X)
− µ̂2(X)− µ̂1(X)
σ̂2(X)
)
, 0 < p < 1.
If R̂OCX(p) is a consistent estimator of ROCX(p), then R̂OCX(p)
a.s.→ ROCX(p), or
R̂OCX(p)
p→ ROCX(p). We split the proof in two parts as follows.
4.8.1 Consistency of the nonparametric estimator
Ferraty and Vieu (2006, p. 63) show that under some regularity conditions
sup
X
|µ̂1(X)− µ1(X)| a.s.→ 0. (4.8.1)
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Figure 4.6.3: (a) FPC scores of the arterial oxygen saturation trajectories for healthy (crosses) and
diseased subjects (circles) ; (b) log GGT levels against FPC scores of the arterial oxygen saturation
trajectories.
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Figure 4.6.4: (a) Covariates, resembling the arterial oxygen saturation trajectories, used
to induce the ROC curve; (b) Covariates corresponding to z = −40 (solid), z = 1
(dashed), and z = 40 (dotted).
The same is valid to µ̂2(X). The variance was estimated as
σ̂21(X) =
n1∑
i=1
(y1i − µ̂1(Xi))2Wi(X), with Wi(X) = K(h
−1d(X,Xi))∑n1
i=1K(h−1d(x,Xi))
,
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Figure 4.6.5: Principal components (PC) of the arterial oxygen saturation trajectories against log
GGT values. The correlation among both variables is above each plot. (a) Diseased group. (b) Healthy
group.
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Figure 4.6.6: AUC (solid line) together with the corresponding 95% bootstrap confidence bands
(dashed lines). (a) Semiparametric functional model; (b) nonparametric functional model.
which can be rewritten as
σ̂21(X) =
n1∑
i=1
{y1i − µ̂1(X) + µ̂1(X)− µ̂1(Xi)}2Wi(X)
=
n1∑
i=1
(y1i − µ̂1(X))2Wi(X) +
n1∑
i=1
(µ̂1(X)− µ̂1(Xi))2Wi(X) +
+ 2
n1∑
i=1
(y1i − µ̂1(X))(µ̂1(X)− µ̂1(Xi))Wi(X).
From (4.8.1) it is clear that
n1∑
i=1
(y1i − µ̂1(X))2Wi(X) a.s.→ σ2(X).
For the behavior of
∑n1
i=1(µ̂1(X)− µ̂1(Xi))2Wi(X), we can rewrite this term as
n1∑
i=1
(µ̂1(X)− µ1(X) + µ1(X)− µ1(Xi) + µ1(Xi)− µ̂1(Xi))2Wi(X).
Because supX |µ̂1(X)−µ1(X)| a.s.→ 0, we just have to control
∑n1
i=1(µ1(X)−µ1(Xi))2Wi(X).
But under the Lipschitz-type regularity hypothesis presented in Ferraty and Vieu (2011)
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we have that∣∣∣∣∣
n1∑
i=1
(µ1(X)− µ1(Xi))2Wi(X)
∣∣∣∣∣ 6
n1∑
i=1
Cd(X,Xi)2βWi(X)
a.s.→ 0,
for some β > 0 and C < +∞. Lastly, ∑n1i=1(y1i − µ̂1(X))(µ̂1(X) − µ̂1(Xi))Wi(X) a.s.→ 0
as a consequence of the Ho¨lder inequality. Thus, we can conclude that σ̂21(X)
a.s.→ σ21(X).
Similarly, we can conclude that σ̂22(X)
a.s.→ σ22(X).
So far, we have established that
µ̂2(X)− µ̂1(X)
σ̂2(X)
a.s.→ µ2(X)− µ1(X)
σ22(X)
, as well as
σ̂21(X)
σ̂22(X)
a.s.→ σ
2
1(X)
σ22(X)
.
It remains to study the empirical distribution and quantile functions of the standardised
residuals. Generally,
Ĝ1(z) =
1
n1
n1∑
i=1
I
[
y1i − µ̂1(Xi)
σ̂1(Xi)
6 z
]
,
rewriting the standardised residuals we have
y1i − µ̂1(Xi)
σ̂1(Xi)
=
y1i − µ̂1(Xi)
σ̂1(Xi)
− y1i − µ̂1(Xi)
σ1(Xi)
(4.8.2)
+
y1i − µ̂1(Xi)
σ1(Xi)
− y1i − µ1(Xi)
σ1(Xi)
(4.8.3)
+
y1i − µ1(Xi)
σ1(Xi)
. (4.8.4)
Given that, supX |σ̂1(X) − σ1(X)| a.s.→ 0, the right side of (2.2) is op(1). For a similar
reason, given that supX |µ̂1(X) − µ1(X)| a.s.→ 0, we have that (2.3) is op(1). Hence, we
have
y1i − µ̂1(Xi)
σ̂1(Xi)
=
y1i − µ1(Xi)
σ1(Xi)
+ ξn(Xi),
where, supXi |ξn(Xi)|
p→ 0. Now, as in Cheng (2002), using a similar construction,
supz |Ĝ1(z) − G1(z)| p→ 0. An analogous argument can be used to establish the consis-
tency of G2(z), i.e., to establish that supz |Ĝ2(z)−G2(z)| p→ 0.
Finally, by definition,
Ĝ−11 (u) = inf{X : Ĝ1(X) > u} = inf{X : G1(X)−G1(X) + Ĝ1(X) > u} =
= inf{z : G1(z) > u− (Ĝ1(z)−G1(z))} = G−11 (u− α̂(z)),
where α̂(z) = Ĝ1(z) − G1(z). Since supz |α̂(z) − α(z)| p→ 0, it implies that Ĝ−1(u) p→
G−1(u), and so we have established that R̂OCX(p)
p→ ROCX(p).
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4.8.2 Consistency of the semiparametric estimator
Cardot et al. (1999) have shown that ‖β̂ − β‖ p→ 0, and so we have
sup
X
|µ̂1(X)− µ1(X)| = sup
X
| < X, β̂ > − < X, β > |
6 sup
X
‖X‖‖β̂ − β‖ p→ 0.
From this, one can easily see that
σ̂21 =
∑n1
i=1(y1i − µ̂1(Xi))2
n1 − kn1 − 1
=
∑n1
i=1(y1i − µ1(Xi) + µ1(Xi)− µ̂1(Xi))2
n1 − kn1 − 1
p→ σ21
Similar arguments can be used to obtain consistent estimates of µ2(X) and σ22 . The
consistency of G2(y) and G−11 (y) can be achieved using exactly the same arguments used
in the case of the nonparametric estimator. Hence, we can conclude that R̂OCX(p)
p→
ROCX(p).
100
5
Discussion and future work
This thesis dealed with three distinct problems involving the statistical evaluation of
continuous diagnostic tests.
In Chapter 2, we have proposed a Bayesian nonparametric approach that involves mix-
tures of finite Polya trees for the estimation of the ROC surface and its functionals (such
as the VUS), thus overcoming the strict assumptions of the existing parametric models.
Since the distribution of the test result in each group was modeled nonparametrically,
our approach allows for great flexibility in terms of the shapes of theses distributions.
The results of the simulation study indicate that even when the parametric assumption
holds, Polya tree priors give accurate results. Even with smal sample sizes, the MFPT
approach behaves quite well. The methodology was applied to data from a MRS study
on HIV patients. The estimated VUS for the MRS-measured NAA/Cr levels shows that
a trend exists between HIV-negative subjects, HIV-positive neurologically asymptomatic
patients, and HIV-positive patients suffering from neurological complications associated
with the infection. Because NAA/Cr levels of HIV-positive unimpaired patients were
between those of HIV-negative and neurologically impaired subjects, the suggestion is
that neurological injury occurs among HIV-infected individuals well before clinical symp-
toms. Generalization to K classes (K > 3) is straightforward. An ROC hypersurface can
be constructed (but not visualized) by defining a diagnostic rule with (K − 1)-ordered
decision thresholds. The estimation of the ROC hypersurface using MFPT models can
be similarly derived, following a similar construction. We remark that computations are
time-consuming, and the use of adaptive MCMC algorithms can improve the computa-
tional time.
In Chapter 3, a Bayesian nonparametric approach for modeling covariate effects on
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the ROC curve is presented. This methodology, based on dependent Dirichlet processes,
allows for the entire distributions to smoothly change as a function of covariates in the
healthy and diseased groups. In the simulation study, semiparametric and nonparametric
kernel approaches were considered for estimating the ROC curve and the AUC. Simula-
tion results indicate that even when the linearity assumption holds, our estimator gives
relatively accurate results. As an application of the proposed methodology, the effect of
age on the glucose discriminatory capacity to detect diabetes was evaluated. We found
out that older ages reduce the accuracy of the glucose to distinguish between healthy
and diseased subjects. This observation should be taken into account on the use of this
marker in clinical diagnosis of diabetes.
In Chapter 4, we extend ROC regression methodology for the case where the covari-
ate is functional, rather than univariate or multivariate. The need for this modeling
approach was motivated by a real data example, where we evaluated the effect of arterial
oxygen saturation (measured densely over night) on GGT’s discriminatory capacity to
detect metabolic syndrome in women. Semiparametric and nonparametric approaches
were considered for estimating the induced functional ROC curve. Simulation results
indicate a better performance of the semiparametric approach when the linearity as-
sumption holds. On the other hand, the nonparametric approach—even with a loss of
accuracy in the parametric case—overcomes the linearity issue, being thus more robust
and flexible enough to model many practical situations. We thus provided a versatile class
of models to estimate the induced ROC, from which the data analyst can choose the most
appropriate one for the data at hand. Methods are not computationally time-consuming.
Some interesting future directions that we are currently working on are:
• Nonparametric Bayesian estimation of the Youden index and its associ-
ated optimal threshold. In this thesis the focus was given on the evaluation of
the accuracy of the tests. Once this step is done, it is important to know which
threshold use to screening people in practice. Although the AUC is the most used
global summary measure, the Youden index (Youden, 1950) is also frequently used
in practice. The Youden index can be defined as
J = max
c
{F1(c)− F2(c)}. (5.0.1)
The value of c where the maximum is achieved is considered the optimal threshold
c∗. The estimation of J, and subsequently, the estimation of c∗ is carried out by
estimating F1 and F2 and substituting these estimates in (5.0.1). We are approach-
ing this topic using Dirichlet process mixtures and mixtures of finite Polya trees to
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estimate F1 and F2. This is joint work with T. Hanson and M. de Carvalho.
• A semiparametric mixture approach for ROC curve estimation in the
presence of covariates. Parametric and nonparametric models are available to
estimate the ROC curve in the presence of covariates. When the model is cor-
rectly specified, parametric estimators are more efficient than nonparametric ones.
However, if the model is misspecified, parametric estimators can lead to biased
inferences, and nonparametric models are used as a tool to achieve robustness and
flexibility, and the shape of the ROC curve is mainly driven by the data. Nonpara-
metric estimators, when compared to parametric estimators, are less efficient and
make the extrapolation beyond the observed data difficult. To retain the advantage
of both estimators, we are working on a new estimator that is a weighted average
of the two.
103

Bibliography
Alonzo, T.A. and Pepe, M.S. (2002). Distribution-free ROC analysis using binary re-
gression techniques. Biostatistics 3, 421–432.
Antoniak, C.E. (1974). Mixtures of Dirichlet processes with applications to Bayesian
nonparametric problems. Annals of Statistics 2, 1152–1174.
Azzalini, A. (1985). A class of distributions which includes the normal ones. Scandinavian
Journal of Statistics 12, 171–178.
Blackwell, D. and MacQueen, J.B. (1973). Ferguson distributions via Polya urn schemes.
Annals of Statistics 1, 353–355.
Branscum, A.J., Johnson, W.O., Hanson, T.E. and Gardner, I.A. (2008). Bayesian
semiparametric ROC curve estimation and disease diagnosis. Statistics in Medicine
27 2474–2496.
Brumback, L.C., Pepe, M.S. and Alonzo, T.A. (2006). Using the ROC curve for gauging
treatment effect in clinical trials. Statistics in Medicine 25, 575–590.
Cai, T. (2004). Semiparametric ROC regression analysis with placement values. Bio-
statistics, 5 45–60.
Cai, T.T. and Hall, P. (2006). Prediction in functional linear regression. Annals of
Statistics 34, 2159–2179.
Cardot, H., Ferraty, F. and Sarda, P. (1999). Functional linear model. Statistics and
Probability Letters 45, 11–22.
Chang, L., Lee, P.L., Yannoutsos, C.T., Ernst, T., Marra, C.M., Richards, T., Kolson,
D., Schifitto, G.,Jarvik, J.G., Miller, E.N., Lenkinski, R., Gonzalez, G. and Navia,
B.A. (2004). A multicenter in vivo proton-MRS study of HIV-asociated dementia and
its relationship to age. Neuroimage 23 1336–1347.
Cheng, F. (2002). Consistency of error density and distribution function estimators in
nonparametric regression. Statistics & Probability Letters 59, 257–270.
Chiou, J. M. and Muller, H. G. (2007). Diagnostics for functional regression via residual
processes. Computational Statistics and Data Analysis 51, 4849–4863.
Chung, Y. and Dunson, D.B. (2009). Nonparametric Bayes conditional distribution
modeling with variable selection. Journal of the American Statistical Association 104,
1646–1660.
105
BIBLIOGRAPHY
Christensen, R., Hanson, T.E. and Jara, A. (2008). Parametric nonparametric statistics;
an introduction to mixtures of finite Polya trees. The American Statistician 62, 296–
306.
De Iorio, Mu¨ller, P., Rosner, G.L. and MacEachern, S.N. (2004). An ANOVA model
for dependent random measures. Journal of the Americal Statistical Association 99,
205–215.
De Iorio, M., Johnson, W.O., Mu¨ller, P. and Rosner, G.L. (2009). Mixtures of Dirichlet
processes with applications to Bayesian nonparametric problems. Biometrics, 65 762–
771.
Despres, J. P. and Lemieux, I. (2006). Abdominal obesity and metabolic syndrome.
Nature 444, 881–887.
Diebolt, J. and Robert, C.P. (1994). Estimate of finite mixture distributions through
Bayesian sampling. Journal of the Royal Statistical Sciety, Series B 56, 363–375.
Dodd, L. and Pepe, M.S. (2003). Semiparametric regression for the area under the Re-
ceiver Operating Characteristic curve. Journal of the American Statistical Association
98, 409–417.
Dunson, D.B., Pillai, N.S. and Park, J-H. (2007). Bayesian density regression. Journal
of the Royal Statistical Society, Series B 69, 163–183.
Erkanli, A., Sung, M., Costello, E.J. and Angold, A. (2006). Bayesian semiparametric
ROC analysis. Statistics in Medicine, 25 3905–3928.
Escobar, M. and West, M. (1995). Bayesian density estimation and inference using
mixtures. Journal of the American Statistical Association 90, 577–588.
Etzioni, R., Pepe, M. S., Longton, G., Hu, C. and Goodman, G. (1999). Incorporating
the time dimension in receiver operating characteristic curves: a case study of prostate
cancer. Medical Decision Making 19, 242–251.
Fabius, J. (1964). Asymptotic behavior of Bayes’ estimates. Annals of the Institute of
Statistical Mathematics 35, 846–856.
Faraggi, D. (2003). Adjusting receiver operating characteristic curves and related indices
for covariates. The Statistician 52, 179–192.
Fan, J. and Gijbels, I. (1996). Local Polynomial Modelling and Its Applications. Chapman
& Hall, London.
106
BIBLIOGRAPHY
Febrero-Bande, M., Galeano, P. and Gonza´lez-Manteiga, W. (2010). Measures of in-
fluence for the functional linear model with scalar response. Journal of Multivariate
Analysis 101, 327–339.
Ferguson, T.S. (1973). A Bayesian analysis of some nonparametric problems. The Annals
of Statistics 1, 209–230.
Ferguson, T.S. (1974). Prior distributions on spaces of probability measures. The Annals
of Statistics 2, 615–629.
Ferraty, F. and Vieu, P. (2002). The functional nonparametric model and application to
spectrometric data. Computational Statistics 17, 545–564.
Ferraty, F. and Vieu, P. (2006) Nonparametric Functional Data Analysis. Springer, New
York.
Ferraty, F., Van Keilegom, I. and Vieu, P. (2010). On the validity of the bootstrap in
non-parametric functional regression. Scandinavian Journal of Statistics 37, 286–306.
Ferraty, F. and Vieu, P. (2011). Kernel regression estimation for functional data. The
Oxford Handbook of Functional Data Analysis(Eds. F Ferraty and Y. Romain), 72–129.
Freedman, D.A. (1963). On the asymptotic behavior of Bayes’ estimates in the discrete
case. Annals of the Institute of Statistical Mathematics 34, 1194–1216.
Gonza´lez-Manteiga, W. and Mart´ınez-Calvo, A. (2011). Bootstrap in functional linear
regression. Journal of Statistical Planning and Inference 141, 453–461.
Gonza´lez-Manteiga, W., Pardo-Fernande´z, J.C. and Van Keilegon, I. (2011). ROC curves
in non-parametric location-scale regression models. Scandinavian Journal of Statistics
38, 169–184.
Gonza´lez-Quintela, A., Gude, F., Boquete, O., Rey, J., Meijide, L. M., Suarez, F.,
Ferna´ndez-Merino, M. C.,Pe´rez, L.F. and Vidal, C. (2003). Association of alcohol
consumption with total serum immunoglobulin E levels and allergic sensitization in an
adult population-based survey. Clinical and Experimental Allergy 33, 199–205.
Gu, J., Ghosal, S. and Roy, A. (2008). Bayesian bootstrap estimation of ROC curve.
Statistics in Medicine 27, 5407–5420.
Gude, F., Rey-Garcia, J., Fernandez-Merino, C., Meijide, L., Garc´ıa-Ortiz, L., Zamarron,
C. and Gonzalez-Quintela, A. (2009). Serum levels of gamma-glutamyl transferase are
associated with markers of nocturnal hypoxemia in a general adult population. Clinica
Chimica Acta 407, 67–71.
107
BIBLIOGRAPHY
Hanson, T.E. (2006). Inference for mixtures of finite Polya tree models. Journal of the
American Statistical Association 101, 1548–1565.
Hanson, T.E., Branscum, A. and Gardner, I. (2008). Multivariate mixtures of Polya
trees for modelling ROC data. Statistical Modelling 8, 81–96.
Hanson, T.E., Kottas, A. and Branscum, A.J. (2008). Modelling stochastic order in the
analysis of receiver operating characteristic data: Bayesian non-parametric approaches.
Journal of the Royal Statistical Society: Series C 57, 207–225.
Heckerling, P.S. (2001). Parametric three-way receiver operating characteristic surface
analysis using Mathematica. Medical Decision Making 20, 409–417.
Hsieh, F. and Turnbull, B. (1996). Nonparametric and semiparametric estimation of the
receiver operating characteristic curve. Annals of Statistics 24, 24–40.
Hui, S.L. and Walter, S.D. (1980). Estimating the error rates of diagnostic tests. Bio-
metrics, 36 167–171.
Hui, S.L. and Zhou, X.H. (1998). Evaluation of diagnostic tests without gold standards.
Statistical Methods in Medical Research 7, 354–370.
Ina´cio, V., Turkman, A.A., Nakas, C.T. and Alonzo, T.A. (2011). Nonparametric
Bayesian estimation of the three-way receiver operating characteristic surface. Bio-
metrical Journal 53, 1011–1024.
Ishwaran, I. and James, L.F. (2001). Gibbs sampling methods for stick-breaking priors.
Journal of the American Statistical Association 96, 161–173.
Ishwaran, I. and Zarepour, M. (2000). Markov chain Monte Carlo in approximate Dirich-
let and Beta two-parameter process hierarchical models. Biometrika 87, 371–390.
Ishwaran, I. and Zarepour, M. (2002). Exact and approximate sum representation for
the Dirichlet process. Canadian Journal of Statistics 30, 269–283.
Jara, A. (2007). Applied Bayesian semi- and non-parametric inference using DPpackage.
Rnews 7, 17–26.
Jara, A. and Hanson, T.E. (2011). A class of mixtures of dependent tail-free processes.
Biometrika 98, 553–566.
Jara, A., Hanson, T., Quintana, F., Mu¨ller, P. and Rosner, G.L. (2011). DPpackage:
Bayesian semi- and nonparametric modeling in R. Journal of Statistical Software 40,
1–30.
108
BIBLIOGRAPHY
Johnson, W.O., Gastwirth, J.L. and Pearson, L.M. (2001). Screening without a gold
standard: the Hui-Walter paradigm revisited. American Journal of Epidemiology 153,
921–924.
Lakka, H. M., Laaksonen, D. E., Lakka, T.A., Niskonen, L. K., Kumpuselo, E., Tuomile-
hto, J. and Salonen, J. T. (2002). The metabolic syndrome and total and cardiovascular
disease mortality in middle-aged men. Journal of the American Medical Association
288, 2709–2716.
Lang, S. and Brezger, A. (2004). Bayesian P-splines. Journal of Computational and
Graphical Statistics 13, 183–212.
Lavine, M. (1992). Some aspects of Polya tree distributions for statistical modeling. The
Annals of Statistics 20 1222–1235.
Lavine, M. (1994). More aspects of Polya tree distributions for statistical modeling. The
Annals of Statistics 22 1161–1176.
Lee, D.S., Evans, J.C., Robins, S.J., Wilson, P.W., Albano, I., Fox, C.S., Wang, T.J.,
Benjamin, E.J., Vasan, R.S. (2007). Gamma glutamyl transferase and metabolic syn-
drome, cardiovascular disease, ans mortality risk: the Framingham Heart Study. Ar-
teriosclorosis, Trombosis, and Vascular Biology 27, 127–133.
Li, J. and Zhou, X.H. (2009). Nonparametric and semiparametric estimation of the
three way receiver operating characteristic surface. Journal of Statistical Planning and
Inference 139, 4133–4142.
Lloyd, C.J. (1998). Using smooth receiver operating characteristic curves to summarize
and compare diagnostic systems. Journal of the American Statistical Association 93,
1356–1364.
Lo, A.Y. (1984). Bayesian nonparametric estimates: I. density estimates. The Annals of
Statistics 12, 351–357.
Lo´pez-Villegas, D., Lenkinski, R.E. and Frank, I. (1997). Biochemical changes in the
frontal lobe of HIV-infected individuals detected by magnetic ressonance spectroscopy.
Proceedings of the National Academy of Sciences of the United States of America 94,
9854–9859.
MacEachern, S.N. (1999). Dependent nonparametric processes. In ASA Proceedings
of the section on Bayesian Statistical Science, Alexandria, VA. American Statistical
Association.
109
BIBLIOGRAPHY
MacEachern, S.N. (2000). Dependent Dirichlet processes. Technical Report, Department
of Statistics, Ohio State University.
Meyerhoff, D., McKay, S., Bahman, L., Poole, N., Dillon, W., Weiner, M.W. and Fein, G.
(1993). Reduced brain n-acetylaspertate suggest neuronal loss in cognitively impaired
human immunodeficiency virus-seropositive individuals: in vivo H magnetic ressonance
spectroscopic imaging. Neurology 43, 509–515.
Meyerhoff, D., McKay, S., Bahman, L., Poole, N., Dillon, W., Weiner, M.W. and Fein,
G. (1993). N-acetylaspertate reductions measured by H-MRSI in cognitively impaired
HIV-seropositive individuals. Magnetic Ressonance Imaging 12, 653–659.
Mossman, D. (1999). Three-way ROCs. Medical Decision Making 19, 78–89.
Muliere, P. and Tardella, L. (1998). Approximating distributions of random functionals
of Ferguson-Dirichlet priors. The Canadian Journal of Statistics 26, 283-297.
Mu¨ller, P. and Quintana, F.A.(2004). Nonparametric Bayesian data analysis. Statistical
Science 19, 95–110.
Nadaraya, E.A. (1964). On estimating regression. Theory of Probability and its Applica-
tions 9, 141–142.
Nadler, J.V. and Cooper, J.R. (1972). N-acetyl-aspartic acid content of human neural
tumors and bovine peripheral nervous tissue. Journal of Neurochemistry 19, 313–319.
Nakas, C.T. and Yiannoutsos, C.T. (2004). Ordered multiple-class ROC analysis with
continuous measurements. Statistics in Medicine 23, 3437–3449.
Nakas, C.T., Alonzo, T.A. and Yiannoutsos, C.T. (2010). Accuracy and cut-off point
selection in three-class classification problems using a generalization of the Youden
index. Statistics in Medicine 29 2946–2955.
Navia, B.A., Jordan, B.D. and Price, R.W. (1986a). The aids dementia complex: I.
Clinical features. Annals of Neurology 19, 517–524.
Navia, B.A., Cho, E.S., Petito, C.K. and Price, R.W. (1986b). The aids dementia com-
plex: II. Neuropathology. Annals of Neurology 19, 525–535.
Obuchowski, N.A. (2005). Estimating and comparing diagnostic test’s accuracy when
the gold standard is not binary. Academic Radiology 12, 1198–1204.
Peng, L. and Zhou, X.H. (2004). Local linear smoothing of receiver operating character-
istic (ROC) curves. Journal of Statistical Planning and Inference 118, 129–143.
110
BIBLIOGRAPHY
Pepe, M.S. (1998). Three approaches to regression analysis of receiver operating charac-
teristic curves for continuous test results. Biometrics 54 124–135.
Pepe., M.S. (2003). The Statistical Evaluation of Medical Tests for Classification and
Prediction. Oxford University Press.
R Development Core Team (2012). R: A language and environment for statistical com-
puting. R Foundation for Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0,
URL http://www.R-project.org.
Ramsay, J. O. and Delzel, C. J. (1991). Some tools for functional data analysis. Journal
of the Royal Statistical Society, Series B 53, 539–572.
Ramsay, J. O. and Silverman, B. (2005) Functional Data Analysis. Springer, New York.
Roberts, G. and Papaspilopoulos, O. (2008). Retrospective Markov chain Monte Carlo
methods for Dirichlet process hierarchical models. Biometrika, 95 169–186.
Rodr´ıguez-A´lvarez, M.X., Roca-Pardin˜as, J. and Cadarso-Sua´rez, C. (2011). ROC curve
and covariates: extending the induced methodology to the non-parametric framework.
Statistics and Computing 21, 483–495.
Rodr´ıguez-A´lvarez, M.X., Tahoces, P.C., Cadarso-Sua´rez, C. and Lado, M.J.(2011).
Comparative study of ROC regression techniques—Applications for the computer-
aided diagnostic system in breast cancer detection. Computational Statistics and Data
Analysis 55, 888–902.
Sarwar, N., Gao, P., Seshasai, S.R., Gobin, R., Kaptoge, S., Di Angelantonio, E., In-
gelsson, E., Lawlor, D.A., Selvin, E., Stampfer, M., Stehouwer, C.D., Lewington, S.,
Pennells, L., Thompson, A., Sattar, N., White, I.R., Ray, K.K. and Danesh, J. (2010).
Diabetes mellitus fasting blood glucose concentration and risk of vascular disease: a
collaborative meta-analysis of 102 prospective studies. The Lancet 375, 2215–2222
Scurfield, B.K. (1996). Multiple-event forced-choice tasks in the theory of signal de-
tectability. Journal of Mathematical Psychology 40, 253–269.
Sethuraman, J. (1994). A constructive definition of Dirichlet process prior. Statistica
Sinica 2, 639–650.
Smith, P.J. and Thompson, T.J. (1996). Correcting for confounding in analyzing receiver
operating characteristic curves. Biometrical Journal 7, 857–863.
Teh, Y.W., Jordan, M.I., Beal, M.J., and Blei, D.M. (2006). Sharing clusters among
related groups: Hierarchical Dirichlet processes. Journal of the American Statistical
Association 101, 1566–1581.
111
BIBLIOGRAPHY
Walker, S.G., Damien, P., Laud, P.W., and Smith, A.F.M. (1999). Bayesian nonpara-
metric inference for random distributions and related functionals. Journal of the Royal
Statistical Society, Series B 61, 485–527.
Watson, G.S. (1964). Smooth regression analysis. Sankhya˜ 26, 359–372.
Wild., S., Roghic, G., Green, A., Sicree, R. and King, H. (2004). Global prevalence of
diabetes: estimates for 2000 and projection for 2030. Diabetes Care 27, 1047–1053.
Youden, W.J. (1950). Index for rating diagnostic tests. Cancer 3, 32–35.
Zhao, X., Marron, J. S. and Wells, M. T. (2004). The functional data analysis view of
longitudinal data. Statistica Sinica 14, 789–808.
Zheng, Y. and Heagerty, P. J. (2004). Semiparametric estimation of time dependent
ROC curves for longitudinal marker data. Biostatistics 4, 615–632.
Zhou, X.H., Harezlak, J. (2002). Comparison of bandwidth selection methods for kernel
smoothing of ROC curves. Statistics in Medicine 21, 2045–2055.
Zhou, X.H., Obuchowski, N.A. and McClish, D.K. (2002). Statistical Methods in Diag-
nostic Medicine. Wiley, New York.
Zou, K.H., Hall, W.J. and Shapiro, D.E. (1997). Smooth nonparametric receiver operat-
ing characteristic (ROC) curves for continuous diagnostic tests. Statistics in Medicine
16, 2143–2156.
112
BIBLIOGRAPHY
mm
113
