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Let S = kx1; : : : ; xn be a polynomial ring, and let ωS be its canonical module.
First, we will define squarefreeness for n-graded S-modules. A Stanley–Reisner ring
k1 = S/I1, its syzygy module Syzik1, and ExtiSk1;ωS are always square-
free. This notion will simplify some standard arguments in the Stanley–Reisner ring
theory. Next, we will prove that the i-linear strand of the minimal free resolution of
a Stanley–Reisner ideal I1 ⊂ S has the “same information” as the module structure
of ExtiSk1∨;ωS, where 1∨ is the Alexander dual of 1. In particular, if k1 has
a linear resolution, we can describe its minimal free resolution using the module
structure of the canonical module of k1∨, which is Cohen–Macaulay in this case.
We can also give a new interpretation of a result of Herzog and co-workers, which
states that k1 is sequentially Cohen–Macaulay if and only if I1∨ is componentwise
linear. © 2000 Academic Press
1. INTRODUCTION
Let 1 ⊂ 2n be a simplicial complex, where n = 1; : : : ; n. It is easy
to see that 1∨ x= F  n \ F 6∈ 1 is also a simplicial complex. We call
1∨ the Alexander dual simplicial complex of 1. This terminology is justified
by the isomorphism eHi1yk ∼= eHn−i−31∨yk. Recently, Alexander dual-
ity has become one of the most active topics in the study of the Stanley–
Reisner ring theory (cf. [1, 3, 9, 12, 14, 20, 21]). First, Eagon and Reiner [3]
proved a fundamental result, which states that k1 is Cohen–Macaulay if
and only if I1∨ has a linear resolution. Extending this result, Terai [20]
showed that proj-dimk1 = regI1∨. Their results are based on the cor-
respondence between certain graded components of the local cohomology
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module Himk1 and TorSj k; I1∨. In this paper, we will establish the re-
lationship between the module structure of the local cohomology modules
and the differential maps of the minimal free resolution of I1∨ .
In Section 2, we will study squarefree modules. We say a finitely gener-
ated n-graded S-module M =La∈n Ma is squarefree, if the multiplica-
tion map Ma 3 y 7→ xiy ∈ Ma+0; :::; 1; :::; 0 is bijective for all a ∈ n and all
i ∈ suppa. A Stanley–Reisner ring k1, its syzygy module Syzik1, and
ExtiSk1;ωS are always squarefree. For a squarefree S-module M, we
will construct a chain complex •M of free S-modules, which is acyclic (af-
ter suitable shifting of the homological degree) if and only if M is Cohen–
Macaulay. In this paper, we just study Alexander duality for squarefree
monomial ideals, but the notion of squarefree modules is very convenient
for our study. It would be an interesting problem to find an appropriate def-
inition of the Alexander dual module of a squarefree module. If there exists
such a duality, it seems that the Alexander dual module of k1 should be
I1∨ , not k1∨.
In Section 3, we will study the basic properties of the Alexander duality
for Stanley–Reisner rings. In Section 4, we will show that the i-linear strand
of the minimal free resolution of I1 is isomorphic to •ExtiSk1∨;ωSi,
where i represents the shifting of the homological degree by i places. In
particular, if I1 has a d-linear resolution (in this case, k1∨ is Cohen–
Macaulay of Krull dimension n − d by [3]), then this linear resolution is
isomorphic to •ωk1∨d. Thus, when we know the module structure
of the canonical module ωk1∨ well, we can easily describe the minimal
free resolution of I1 explicitly. For example, if 1∨ is a geometric subdivi-
sion of a simplex, we can describe the minimal free resolution of k1 very
explicitly (see Remark 4.4(a)). This resolution has a somewhat similar fla-
vor to the co-Scarf resolution of a cogeneric monomial ideal constructed
by Sturmfels [19]. We will also study sequential Cohen–Macaulayness and
componentwise linearity.
The author is grateful to Mitsuyasu Hashimoto, Naoki Terai, and Ken-
ichi Yoshida for stimulating discussions. He also thanks the referee for
valuable comments.
2. SQUAREFREE n-GRADED MODULES
Let S = kx1; : : : ; xn be a polynomial ring over a field k. Consider
a natural n-grading on S. Let m x= x1; : : : ; xn be the graded maxi-
mal ideal. For a = a1; : : : ; an ∈ n, we set suppa x= i  ai 6= 0 ⊂
n = 1; : : : ; n. For a monomial xa = xa11 · · ·xann , we also set suppxa x=
suppa. We say a ∈ n is squarefree if ai = 0; 1 for all i ∈ n. If a ∈ n
is squarefree, we sometimes identify a and F x= suppa. For example, we
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denote xa by xF and Ma by MF , where M =
L
b∈n Mb is a 
n-graded
S-module. Denote the vector 0; : : : ; 1; : : : ; 0 ∈ n corresponding to i
by ei.
Definition 2.1. We say a finitely generated n-graded S-module M =L
a∈n Ma is squarefree, if the multiplication map Ma 3 y 7→ xiy ∈Ma+ei is
bijective for all a ∈ n and all i ∈ suppa.
A Stanley–Reisner ring k1 is a squarefree S-module. And many mod-
ules appearing in the Stanley–Reisner ring theory are squarefree. If M is
squarefree, then the multiplication map Ma 3 y 7→ xby ∈ Ma+b is bijective
for all a; b ∈ n such that suppb ⊂ suppa. Thus we have dimkMa =
dimkMsuppa for all a ∈ n, and M is generated by its squarefree part
MF  F ⊂ n. Moreover, the Krull dimension of M is maxF  MF 6= 0.
Next we will study the associated primes of a squarefree module. The
associated primes of a finitely generated n-graded S-module are monomial
ideals, and any monomial prime ideal is of the form PF x= xi  i 6∈ F for
some F ⊂ n. It is easy to see that if M is squarefree then anny ⊂ PF
for 0 6= y ∈Ma and F = suppa.
Lemma 2.2. Let M be a squarefree S-module. Then PF ∈ AssM if and
only if there is some y ∈MF such that anny = PF .
Proof. It suffices to prove the necessity. Assume that PF ∈ AssM.
Then there is a homogeneous element y ′ ∈ Ma such that anny ′ = PF . It
is easy to see that suppa ⊂ F . Replacing y ′ by y ′ · xF , we may assume
that suppa = F . Since M is squarefree, there is an element y ∈ MF and
a monomial z ∈ S such that y ′ = yz. Note that suppz ⊂ F . It is obvious
that anny ⊂ anny ′ = PF . So it suffices to show that anny ⊃ anny ′.
Assume the contrary, that is, wy 6= 0 for some monomial w ∈ anny ′ = PF .
Set wy ∈ Mb. We have wy ′ = wyz = wyz 6= 0, since suppz ⊂ F ⊂
suppb. This is a contradiction. So we have anny = anny ′ = PF .
Lemma 2.3. Let M and N be squarefree S-modules. Then the following
hold:
(a) If f : M → N is a degree-preserving map, then both kerf  and
cokerf  are squarefree.
(b) Let L be an n-graded module with a short exact sequence 0 →
M
f→ L g→ N → 0, where f and g are degree-preserving maps. Then L is
squarefree.
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Proof. The squarefreeness of kerf  follows from the following diagram:
0 kerf a Ma Na
0 kerf a+ei Ma+ei Na+ei
f
xi· xi· xi·
f
The remaining assertions also follow from similar arguments.
Corollary 2.4. If M is a squarefree module, then so is its syzygy module
SyziM for all i.
Proof. Since M is generated by its squarefree part, and a free module
S−F is squarefree for any F ⊂ n, the assertion follows from the above
lemma.
Proposition 2.5. An n-graded S-module M is squarefree if and only if
there is a filtration of n-graded submodules 0 =M0 ⊂M1 ⊂ · · · ⊂Mt =M
such that each quotient Mi/Mi−1 is isomorphic to S/PFi−Fi for some Fi ⊂n.
Proof. Note that S/PF−G is squarefree if and only if G ⊂ F . In par-
ticular, S/PF−F is squarefree. Hence the sufficiency easily follows from
Lemma 2.3. Next we will prove the necessity. Let PF ∈ AssM be a min-
imal prime with dim S/PF = dimM. By Lemma 2.2, there is a short ex-
act sequence 0 → S/PF−F → M → M ′ → 0. By Lemma 2.3, M ′ is
squarefree. And we have either dimM ′ < dimM or dimM ′ = dimM and
degM ′ < degM. So we can prove the necessity using double induction over
dimM and degM.
In case M = k1, the next result has been proved by Mustat¸aˇ [14] inde-
pendently.
Theorem 2.6. If M is a squarefree S-module, then so is ExtiSM;ωS for
all i.
In an earlier version of this paper, we used Proposition 2.5 to prove the
above result, but the referee showed us a more direct proof. We will give
this new proof here.
Proof. By Lemma 2.3, a graded minimal free resolution • of M
is a complex of squarefree modules. More precisely, each term of •
is a direct sum of copies of S−F for various F ⊂ n. As we have
HomS−F;ωS = S−Fc, HomS•;ωS is also a (cochain) complex
of squarefree modules. Here Fc = n \ F . Since ExtiSM;ωS is the ith
cohomology of HomS•;ωS, it is squarefree by Lemma 2.3.
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Corollary 2.7 (cf. [13, 16]). Let M be a squarefree S-module of Krull
dimension d. Then the following conditions are equivalent:
(a) M is a Buchsbaum module.
(b) M is equi-dimensional (i.e., all minimal primes of M have the same
codimension), and the localization MP is Cohen–Macaulay for all prime ideals
P 6= m.
(c) dimk HimM <∞ for all 0 ≤ i < d.
(d) HimM = HimM0 for all 0 ≤ i < d.
Proof. The implications (a) ⇒ (b) ⇔ (c) are basic results of Buchs-
baum ring theory (see [18]). The equivalence (c)⇔ (d) follows from Theo-
rem 2.6, since HimM is the Matlis dual of Extn−iS M;ωS. The implication
(d) ⇒ (a) follows from [18, I, Prop. 3.10]. This implication also follows
from Proposition 2.8 below and [18, I, Theorem 2.10].
Proposition 2.8 (cf. [13]). Let M be a squarefree S-module. Then
ExtiSk;Ma 6= 0 implies −a is squarefree, and the natural map
ExtiSk;M0 → HimM0
is bijective for all i.
Proof. Easy calculation shows that
ExtiSk; S/PF−F =
M
G⊃F
G=i
kG \ F;
and the natural map ExtiSk; S/PF−F0 → HimS/PF−F0 is
bijective for all i (note that HimS/PF−F = 0 for i 6= F , and
HimS/PF−F0 = k for i = F ). So the assertion follows from an
argument using a filtration.
Let M be a squarefree S-module. For each F ⊂ n, let MFc be a
k-vector space with a canonical bijection ψF : MF → MFc, and let the
degree of MFc be Fc. Set •M x=
L
F⊂nMFc ⊗k S: For y ∈ MF , we
denote ψFy ∈ MFc by yc. The differential map
dyc ⊗ 1 =X
i 6∈F
−1αi; Fxiyc ⊗ xi
makes •M a n-graded chain complex of free S-modules, where
αA;B x= #a; b  a > b; a ∈ A; b ∈ B
for A;B ⊂ n. Let the homological degree of LF =jMFc ⊗k S be n− j.
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Lemma 2.9. In the above situation, we have
HimM−F ∼= Hn−i•MFc
for all F ⊂ n.
Proof. To compute HimM, we consider the following cochain complex:
K•: 0→ K0 → K1 → · · · → Kn→ 0;
Kt = M
G⊂n
G=t
MxG:
Here MxG is the localization of M at the multiplicative set xGn  n ∈ ,
and the differential is composed of the maps
−1αi;Gnat: MxG →MxG∪i
for i 6∈ G. It is well known that HiK• = HimM (cf. [2, Theorem 3.5.6]).
Since M is squarefree,
MxG−F ∼=

MG if G ⊃ F ,
0 otherwise.
For i 6∈ G, the natural map MxG−F → MxG∪i −F corresponds to
the multiplication map MG 3 y 7→ xiy ∈ MG∪i. Hence the chain
complex K•−F is isomorphic to
L
G⊃F MG with the differential map
dy =Pi 6∈G−1αi;Gxiy.
On the other hand, it is easy to see that •MF is isomorphic to a
chain complex of k-vector spaces
L
G⊃Fc MG with the differential dy =P
i 6∈G−1αi;Gxiy. So we can check that HimM−F ∼= HiK•−F ∼=
Hn−i•MFc for all F ⊂ n and all 0 ≤ i ≤ n.
Theorem 2.10. Let M be a squarefree S-module of dimension d. Then
M is Cohen–Macaulay if and only if Hi•M = 0 for all i 6= n− d.
Proof. For all a ∈ n and i ∈ suppa, the map •Ma 3 yc ⊗ z 7→
yc ⊗ xiz ∈ •Ma+ei gives an isomorphism •Ma ∼= •Ma+ei of
chain complexes. So we only have to check the squarefree part •MF to
see the vanishing of the homology groups. On the other hand, we have
HimMa = Extn−iS M;ωS−a by local duality. Since Extn−iS M;ωS is
squarefree, HimM = 0 if and only if HimM−F = 0 for all F ⊂ n.
So the assertion easily follows from Lemma 2.9.
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3. ALEXANDER DUALITY FOR STANLEY–REISNER RINGS
Let 1 ⊂ 2n be a simplicial complex; i.e., if F ∈ 1 and G ⊂ F then
G ∈ 1 (we do not assume the vertex set of 1 is whole n). The elements of
1 are called faces, and the maximal faces are called facets. The dimension,
dimF , of a face F is the number F  − 1. We distinguish between the void
simplicial complex Z, which is the empty collection of subsets of n, and
the simplicial complex Z, which is the collection consisting only of Z ⊂
n. If 1 is not void, 1 contains Z as a face (of dimension −1).
Let eC•1 be the augmented oriented chain complex of 1 over k. For
the reader’s convenience, we give the definition here. eC•1 is the chain
complex of k-vector spaces with the differential map ∂ such that
eCq1 = M
F∈1
dimF=q
k · F and ∂F =X
i∈F
−1αi; FF \ i:
If 1 = Z, then eCq1 = 0 for all q. If 1 6= Z, then eC−11 = k. The qth
reduced homology group of 1 with coefficients k, denoted by eHq1yk, is
defined to be the qth homology group of eC•1. Note that eH−11 6= 0 if
and only if 1 = Z.
The link of a face F ∈ 1 is the simplicial complex defined by lk1 F x=
G ∈ 1  F ∪G ∈ 1; F ∩G = Z: If F ∈ 1 is a facet, then lk1 F = Z.
For F 6∈ 1, we set lk1 F = Z.
For a simplicial complex 1 ⊂ 2n, set 1∨ x= F  Fc 6∈ 1. It is easy
to see that 1∨ is also a simplicial complex. We call 1∨ the Alexander dual
simplicial complex of 1. We have 1∨∨ = 1. Note that Z∨ = 2n \ n
and Z∨ = 2n.
For a simplicial complex Z 6= 1 ⊂ 2n, the Stanley–Reisner ideal of 1 is
the squarefree monomial ideal I1 = xF  F 6∈ 1 of S. If 1 = Z, set I1 = S.
We call the quotient ring k1 x= S/I1 the Stanley–Reisner ring of 1. It is
well known that PF is an associated prime of k1 if and only if F is a facet
of 1.
In the following, we will compute the Hilbert functions of ExtiSk1;ωS
and SyziI1 in terms of 1 and 1∨. The methods of computation are well
known to specialists, but we will not skip them, since these arguments will
be used in the next section, and we have to describe the correspondence
explicitly.
Hochster gave a formula on the Hilbert function of the local cohomol-
ogy module Himk1 using the reduced homology groups of certain sub-
complexes of 1 (cf. [2, 17]). We can also compute the Hilbert function
of ExtiSk1;ωS in a similar way. Since ExtiSk1;ωS is squarefree by
Theorem 2.6, it suffices to compute the squarefree parts ExtiSk1;ωSF .
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Consider the chain complex of k1 modules
E•: 0 −→ En −→ En−1 −→ · · · −→ E0 −→ 0;
Ei =
M
F ′∈1
F ′ =i
S/PF ′ ;
whose differential map is composed of the maps
−1αj; F ′nat: S/PF ′ → S/PF ′\j
for j ∈ F ′. We have HiE• ∼= Extn−iS k1;ωS by [2, Theorem 5.7.3] (in
[2], it is written that HiE• ∼= Extn−iS k1; S, but the right-hand side
should be “Extn−iS k1;ωS,” if we consider the n-grading). Let F ′ ∈ 1
be a face with F ′ = i, and x¯F ∈ S/PF ′ F ⊂ EiF the image of the mono-
mial xF ∈ S. It is easy to see that x¯F 6= 0 if and only if F ⊂ F ′. Set
ξix¯F x= −1αF ′; FF ′ \ F ∈ eCi−F −1lk1 F yk if F ′ ⊃ F , and ξix¯F x= 0
otherwise. Easy calculation shows that ξ = ξii≥0 gives an isomorphism
E•F ∼= eC•lk1 F yk−F  − 1 of chain complexes. Here “−F  − 1” rep-
resents the shifting of the homological degree. So we have the following.
Proposition 3.1 (cf. [2]). We have an isomorphism
ξ: Extn−iS k1;ωSF
∼=−→ eHi−F −1lk1 F yk:
Next we will study the module structure of ExtiSk1;ωS. Since
ExtiSk1;ωS is squarefree, it suffices to know the multiplication
ExtiSk1;ωSF 3 y 7→ xjy ∈ ExtiSk1;ωSF∪j for j 6∈ F . For
F ⊂ n and j 6∈ F , we can define a chain homomorphism φj: eC•lk1 F →eC•lk1F ∪ j−1 as follows
φjqG =
 −1αF∪G; jG \ j if j ∈ G,
0 if j 6∈ G,
where G is a q-face of lk1 F .
Proposition 3.2. Let F ∈ 1 be a face. If j 6∈ F , the multiplication map
vj : Extn−iS k1;ωSF 3 y 7→ xjy ∈ Extn−iS k1;ωSF∪j is induced by
φj . More precisely, the following diagram is commutative:
Extn−iS k1;ωSF Extn−iS k1;ωSF∪j
eHi−F −1lk1 F yk eHi−F −2lk1F ∪ jyk
vj
φj
ξ ξ
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Proof. We can check the assertion from Gra¨be’s result [7] on the module
structure of Himk1. But we give a direct proof here. With the same
notation as in the argument before Proposition 3.1, the multiplication map
vj is induced by the multiplication by xj on Ei =
L
F ′∈1; F ′ =i S/PF ′ . Easy
calculation shows that the above diagram is commutative.
Set V x= x1; : : : ; xn = S1, and K• = S ⊗k ∧•V the Koszul com-
plex of S with respect to x1; : : : ; xn. For G = i1; : : : ; iq ⊂ n with
i1 < i2 < · · · < iq, we denote xi1 ∧ xi2 ∧ · · · ∧ xiq by ∧Gx. We have
TorSi I1; ka = HiI1 ⊗S K•a for all i ≥ 0 and a ∈ n. Since the
syzygy module Syzik1 is a squarefree module by Corollary 2.4,
TorSi I1; ka 6= 0 implies a is squarefree. So it suffices to compute
TorSi I1; kF = HiI1 ⊗S K•F = HiI1 ⊗k ∧•V F for F ⊂ n. The
k-vector space I1 ⊗k ∧•V F has a basis consisting of all expressions of the
form xF\G ⊗ ∧Gx satisfying
G ⊂ F and F \G 6∈ 1: (1)
It is easy to see that G ⊂ n satisfies the condition (1) if and only if
G ∈ lk1∨ Fc. Moreover,
ηq: eCq−1lk1∨ Fc 3 G 7→ xF\G ⊗ ∧Gx ∈ I1 ⊗k ∧qV F
gives an isomorphism η: eC•lk1∨ Fc−1 ∼=−→ I1 ⊗k ∧•V F of chain com-
plexes. So we have the following.
Proposition 3.3 (cf. [2]). We have an isomorphism
η: eHi−1lk1∨ Fcyk ∼=−→ TorSi I1; kF :
Combining Propositions 3.1 and 3.3, we get the following.
Theorem 3.4. The composite map
η ◦ ξ: ExtiSk1∨;ωSF
∼=−→ TorSFc−iI1; kFc
is an isomorphism for any F ⊂ n and any i ∈ .
Remark 3.5. Theorem 3.4 has also been obtained by Mustat¸aˇ [14] inde-
pendently.
Since Himk1 is the Matlis dual of Extn−iS k1;ωS, we have
Himk1−F ∼= Tori−F k; I1∨Fc . So the following well-known results
follow from Theorem 3.4:
• k1 is Cohen–Macaulay if and only if I1∨ has a linear resolution
(Eagon and Reiner [3]).
• Furthermore, proj-dimk1 = regI1∨ (Terai [20]).
Recently, Miller [12] studied Alexander duality for arbitrary (i.e., not nec-
essarily squarefree) monomial ideals. He gave a relation between the Betti
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numbers of a monomial ideal I and the Bass numbers (with respect to
monomial prime ideals) of the Alexander dual ideal Ia [12, Theorem 4.9].
Theorem 3.4 is also derived from his result (and Proposition 2.8). In this
sense, [12, Theorem 4.9] is a generalization of the above-mentioned results
of Eagon and Reiner [3] and Terai [20], although these results themselves
do not hold in non-squarefree case.
Following Eisenbud and Koh [6], we introduce the Nd; i condition for
a graded ideal of S. Note that our definition is slightly different from the
original one (we do not assume that regI ≤ d + 1).
Definition 3.6. Let I ⊂ S be a -graded ideal (here we consider the
standard grading setting degxi = 1). For i ≥ 1, we say I satisfies the
condition Nd; i if TorSl k; Ij = 0 for all l < i and j 6= d + l.
Thus I satisfies Nd; 1 if I is generated by elements of degree d, and I
satisfies Nd; 2 if, in addition, all the relations among these generators are
linear, etc.
Corollary 3.7 (with Terai). Let k1 be a Stanley–Reisner ring of codi-
mension d. For i ≥ 2, the following conditions are equivalent:
(a) k1 satisfies Serre’s condition Si.
(b) I1∨ satisfies Nd; i.
It is easy to see that I1∨ satisfies Nd; 1 if and only if all associated primes
(equivalently, all minimal primes) of I1 have the same codimension d. On
the other hand, k1 is always reduced; in particular, it satisfies S1. So
the above theorem does not hold when i = 1.
Proof. If k1 satisfies S2, all associated primes of I1 have the same
codimension d (cf. [8, Remark 2.4.1]). On the other hand, if I1∨ satisfies
Nd; 1, then all associated primes of I1 have codimension d. So we may
assume that I1 has pure codimension d. Using local duality, it is easy to
see that k1 satisfies Si if and only if dimExtjSk1;ωS ≤ n − j − i
for all j > d, when i ≥ 2. So the assertion follows from Theorem 3.4.
4. THE LINEAR STRANDS OF THE MINIMAL FREE
RESOLUTION OF A STANLEY–REISNER IDEAL
Let M be a finitely generated -graded S-module, and let
L•M: 0 −→ Lr dr−→ Lr−1 dr−1−→ · · · d1−→ L0 d0−→M −→ 0;
Ll =
M
j∈
S−jβl; jM;
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be its minimal free resolution. For an integer i, the i-linear strand of L•M
is defined to be the complex
Li• M: 0 −→ Lir d
i
r−→ Lir−1
d
i
r−1−→ · · · d
i
1−→ Li0
d
i
0−→ 0;
where
L
i
l = S−l − i
L
βl; l+iM
and the differential map dil : L
i
l → Lil−1 is the corresponding component
of dl: Ll =
L
j∈ L
j
l → Ll−1 =
L
j∈L
j
l−1. Note that L
i
• M is not acyclic
in general. If L•M ∼= Li• M for some i, we say M has an i-linear reso-
lution or, simply, linear resolution.
Recently, Reiner and Welker [15] described Li• I1 in a combinatorial
manner (essentially the same as the first equality of the equation (2) below).
But we will show that Li• I1 is nothing other than •ExtiSk1∨;ωS.
Theorem 4.1. Let 1 ⊂ n be a simplicial complex, and 1∨ its Alexander
dual. For all i ≥ 0, the i-linear strand of the minimal free resolution of the
Stanley–Reisner ideal I1 is isomorphic to •ExtiSk1∨;ωSi as a chain
complex of free S-modules.
Proof. Set V x= x1; : : : ; xn. We can define two differential maps ∂ and
∂′ on I1 ⊗k ∧•V ⊗k S as
∂y ⊗∧Gx⊗ z = X
j∈G
−1αG; jxjy ⊗∧G\jx⊗ z
and
∂′y ⊗∧Gx⊗ z = X
j∈G
−1αG; jy ⊗∧G\jx⊗ xjz:
It is easy to check that ∂∂′ + ∂′∂ = 0, and the lth homology group of the
chain complex I1 ⊗k ∧•V ⊗k S; ∂ is isomorphic to the lth free module of
the minimal free resolution of I1, which is denoted by Ll. Moreover, in [4,
pp. 107–109], [11, Theorem 5.1], it is shown that
L
i∈ d
i
l : Ll → Ll−1 (i.e.,
the i-linear part of dl) is induced by ∂′. We can identify eC•lk1∨ Fc−1⊗k S
and I1 ⊗k ∧•V F ⊗k S by Proposition 3.3. Then
∂′: eCl−1lk1∨ Fc ⊗k S −→M
j∈F
eCl−2lk1∨ Fc ∪ j ⊗k S
can be described
∂′G⊗ 1 = X
j∈G
−1αG; j G \ j ⊗ xj
=X
j∈F
−1αFc; jφjG ⊗ xj;
(2)
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where φj is the chain homomorphism defined before Proposition 3.2.
Recall that there is the canonical isomorphism η ◦ ξ ⊗k S fromM
F⊂n
F =l+i
ExtiSk1∨;ωSFc ⊗k S to Lil =
M
F⊂n
F =l+i
TorSl I1; kF ⊗k S
by Theorem 3.4. Set yc x= η ◦ ξy ∈ TorSl I1; kF for y ∈ ExtiSk1∨;
ωSFc . From (2), the differential map
d
i
l :
M
F⊂n
F =l+i
TorSl I1; kF ⊗k S −→
M
F ′⊂n
F ′ =l+i−1
TorSl−1I1; kF ′ ⊗k S
is given by
d
i
l yc ⊗ 1 =
X
j 6∈Fc
−1αFc; j xjyc ⊗ xj:
So Li• I1 is isomorphic to •ExtiSk1∨;ωSi as a chain complex.
Corollary 4.2. Suppose that I1 has a d-linear resolution (thus k1∨ is
a Cohen–Macaulay ring of codimension d by [3]). The minimal free resolution
of I1 is isomorphic to •ωk1∨d.
In particular, we have:
Corollary 4.3 (Terai). If k1∨ is a Gorenstein ring of Krull dimension
d, then the minimal free resolution of I1 is isomorphic to •k1∨−Fn−
d. Here F = the vertices of 1∨ \ core1∨ (see Section 5.6 of [2] for the
definition).
Before the author started the study of this paper, Terai told him about
the above fact. His description of •k1∨ is more combinatorial than the
one given in this paper.
The author thanks Terai for contributing the above result to this paper.
Remark 4.4. (a) Let 1 be a Cohen–Macaulay simplicial complex such
that 1 is a manifold with nonempty boundary ∂1. If k∂1 is Gorenstein,
then the ideal xF  F ∈ 1 \ ∂1 ⊂ k1 is isomorphic to the canonical
module ωk1 (cf. [17, II, Theorem 7.3]). So, in this case, we can describe
the minimal free resolution of I1∨ in a very simple way.
(b) Let 1 be a d − 1-dimensional Cohen–Macaulay simplicial com-
plex. We also assume that eHd−11yk 6= 0 and k1 is level; i.e., the canon-
ical module ωk1 is generated by its degree 0 part ωk10. We can vieweC•1 as a k-vector subspace of k1 simply by identifying the elements
F ∈ eC•1 with xF ∈ k1. Then eHd−11yk is identified with a k-vector
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subspace of (the degree d part of) k1. Let J1 ⊂ k1 be the ideal gen-
erated by eHd−11yk. By [2, Theorem 5.7.7], we have ωk1−d ∼= J1
as -graded S-modules. We can also determine the n-graded module
structure of ωk1 from this identification. In fact, ωk1a ∼= xa · z  z ∈eHd−11yk ⊂ k1 for a ∈ n. So we can describe the module structure
of ωk1 explicitly. In this sense, we know the minimal free resolution of
I1∨ well. Similarly, we can describe L
d
• I1∨ for d x= mini  I1∨i 6= 0
in a relatively explicit way, even if k1 is not Cohen–Macaulay. In fact, if
TorSF −dI1∨; kF 6= 0, then it is isomorphic to the top dimensional homol-
ogy group of 1′ x= lk1 Fc and can be “embedded” in k1′. This description
of Ld• I1∨ was first obtained by Reiner and Welker [15].
For a finitely generated graded S-module M, we always have dim ExtiSM;
ωS ≤ n− i by [5, Theorem 1.1]. Moreover, for a homogeneous prime ideal
P with htP = i, we have P ∈ AssM if and only if P is a minimal prime of
ExtiSM;ωS. Vasconcelos [22] says a prime ideal P is a homologically associ-
ated prime of M if P is an associated prime of ExtiSM;ωS for some i (not
necessarily i = htP). We can characterize the homologically associated
primes of a Stanley–Reisner ring k1 using the minimal free resolution of
k1∨.
Theorem 4.5 (cf. [14, Theorem 3.4]). A monomial prime ideal PF is an
associated prime of ExtiSk1;ωS if and only if there is an element 0 6= τ ∈
TorSFc−ik; I1∨Fc such that diFc −iτ = 0.
Proof. Follows from Lemma 2.2 and Theorem 4.1.
Remark 4.6. (a) Note that ExtiSk1;ωS may have an embedded as-
sociated prime. See [14, Example 1].
(b) This remark does not concern Alexander duality, but gives a
simple combinatorial characterization of certain homologically associated
primes. Let 1 be a pure (i.e., all facets have the same dimension) simpli-
cial complex, and PF a monomial prime ideal with htPF = i + 1. Then
PF ∈ AssExtiSk1;ωS if and only if dimF ≤ dim1− 2 and lk1 F is not
connected. We can easily prove this from Proposition 3.1. Note that the in-
tersection of homologically associated primes of this type is the non-S2
locus of k1; see the proof of Corollary 3.7.
Finally, we will give a new interpretation of a result of Herzog and
Hibi [9] and Herzog et al. [10], which states that k1 is sequentially Cohen–
Macaulay if and only if I1∨ is componentwise linear.
Definition 4.7 (Stanley [17]). We say k1 is sequentially Cohen–
Macaulay if the module ExtiSk1;ωS is either 0 or Cohen–Macaulay of
Krull dimension n− i for all 0 ≤ i ≤ n.
stanley–reisner rings 643
There are a few (equivalent) definitions of sequential Cohen–Macaulay-
ness. But the definition above is the most suitable for our study.
Defintion 4.8 (Herzog and Hibi [9]). Let M be a finitely generated -
graded S-module. For i ∈ , set Mi to be the submodule of M generated
by the degree i component Mi. We say M is componentwise linear if Mi
has a linear resolution for all i.
The associated graded module grmM x=
L
i≥0 m
iM/mi+1M of M is
very useful to studying the componentwise linearity of M. Set Mi x=
Mi/mMi−1 for each i. Then it is easy to see that grmM ∼=
L
i∈Mii,
as grmS ∼= kX1; : : : ;Xn ∼= S-modules.
Proposition 4.9. For a -graded module M, the following conditions are
equivalent:
(a) M is componentwise linear.
(b) Li• M is acyclic for all i.
(c) grmM has a linear resolution.
The above fact might be more or less well known to the specialists. How-
ever, as far as the author knows, it has not been mentioned in the litera-
ture. So we will give a proof here. See [4] for the basic properties of the
(Castelnuovo–Mumford) regularity. To prove the proposition, we need the
following lemma.
Lemma 4.10. Let M be a -graded S-module. Set d x= mini ∈  Mi 6=
0 and t x= maxdeg y  y is a minimal generator of M. Then we have the
following:
(a) If Mt has a linear resolution, then regM = t.
(b) M is componentwise if and only if Mi has a linear resolution for
all i ≤ t.
Proof. (a) If t = d, then M = Mt has a t-linear resolution. Thus
regM = t. So we may assume that t > d. Since M/Mti = 0 for all i ≥ t,
we have regM/Mt ≤ t − 1. On the other hand, we have regMt = t,
since Mt has a t-linear resolution. By the exact sequence 0 → Mt →
M →M/Mt → 0, we have regM = t.
(b) It suffices to prove the sufficiency. Assume that Mi has a linear
resolution for all i ≤ t. By (a), we have regM = t. For i > t, consider the
exact sequence 0 → Mi → M → M/Mi → 0. Since regM = t < i and
regM/Mi ≤ i− 1, we have either regMi = i or Mi = 0. Hence Mi
has an i-linear resolution.
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Proof of Proposition 4.9. a ⇒ b Let t and d be as in Lemma 4.10.
We will prove the assertion by induction over t − d. If t = d, then M it-
self has a linear resolution, and we are done. Next we assume that t > d.
Let M<t be the submodule of M generated by
L
i<t Mi. It is easy to
see that M<t is componentwise linear by Lemma 4.10. Hence L
i
• M<t
is acyclic for all i by the induction hypothesis. Consider the short ex-
act sequence 0 → M<t → M → M/M<t → 0. Since regM<t < t and
M/M<ti = 0 for all i < t, we have Li• M<t ∼= Li• M for i < t, and
L
i
• M ∼= Li• M/M<t for i ≥ t. In particular, Li• M is acyclic for all
i < t. Next consider the short exact sequence 0 → M<tt → Mt →
Mt/M<tt → 0: Since M<tt and Mt have t-linear resolutions, so
does Mt/M<tt ∼= M/M<t . Thus Li• M ∼= Li• M/M<t is acyclic for
all i ≥ t.
b ⇒ c Follows from [11, Theorems 4.1 and 5.1].
c ⇒ a We will prove this implication by induction over i ≥d.
Since grmM ∼=
L
i≥d Mii, Md ∼= Md has a d-linear resolution.
Assume that Mi−1 has an i − 1-linear resolution. Consider an exact
sequence 0 → mMi−1 → Mi → Mi/mMi−1 → 0. By Lemma 4.10,
mMi−1 ∼= Mi−1i has an i-linear resolution. On the other hand,
Mi/mMi−1 = Mi has an i-linear resolution. So Mi has an i-linear
resolution by the above exact sequence.
Corollary 4.11 (Herzog and Hibi [9] and Herzog et al. [10]). k1 is
sequentially Cohen–Macaulay if and only if I1∨ is componentwise linear.
Proof. Follows from Theorems 2.10 and 4.1 and Lemma 4.9.
Note. After (the first version of) this article was submitted, the author
received the following two preprints:
T. Ro¨mer, Generalized Alexander duality and applications.
E. Miller, The Alexander duality functors and local duality at monomial ideals.
In these papers, the authors constructed the Alexander dual module of
a squarefree module, independently. Here, the dual module of k1 is the
ideal I1∨ . This duality gives an exact and contravariant functor from the
category of squarefree modules to itself.
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