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Excitonic Structure in Atomically-thin Transition Metal Dichalcogenides
Xiaoxiao Zhang
The strong and distinctive excitonic interactions are among one of the most interesting
aspects of the newly discovered family of two-dimensional semiconductors, monolayers
of transition metal dichalcogenides (TMDC). In this dissertation, we explore two types
different types of excitonic states in these materials beyond the isolated exciton in its
radiative ground state.
In the first part of this thesis, we examine higher-order excitonic states, involving cor-
relations between more than a single electron and hole in the usual configuration of an
exciton. In particular, we demonstrate the existence of four-body correlated or biexciton
states in monolayer WSe2. The biexciton is identified as a sharply defined state in photolu-
minescence spectra at high exciton density. The biexciton binding energy, i.e., the energy
required to separate it into to isolated excitons, is found to be 52 meV , which is more
than an order of magnitude greater than that in conventional quantum-well structures.
Such high binding energy arises not only from the two-dimensional carrier confinement,
but also from reduced and non-local dielectric screening. These results open the way for
the creation of new correlated excitonic states linking the degenerate valleys in TMDC
crystals, as well as more complex many-body states such as exciton condensates or the
recently reported dropletons.
In the second part of this thesis, two chapters are devoted to the identification and
characterization of intrinsic lower-energy dark excitonic states in monolayer WSe2. These
optically forbidden transitions arise from the conduction band spin splitting, which was
previously neglected as it only arises from higher-order spin-orbit coupling terms. First,
by examining light emission using temperature-dependent photoluminescence and time-
resolved photoluminescence, we indirectly probe and identify the existence of dark states
that lies ∼ 30meV below the optically bright states. The presence of the dark state is
manifest in pronounced quenching of the bright exciton emission observed at reduced
temperature. To extract exact energy levels and actually utilize these dark states, as the
second step, we sought direct spectroscopic identification of these states. We achieve
this by applying an in-plane magnetic field, which mixes the bright and spin forbidden
dark excitons. Both neutral and charged dark excitonic states have been identified in this
fashion, and their energy levels are in good agreement with ab-initio calculations using
GW-BSE approach. Moreover, due to the protection from their spin structure, much en-
hanced emission and valley lifetime were observed for these dark states. These studies
directly reveal the excitonic spin manifolds in this prototypical two-dimensional semi-
conductor and provide a new route to control the optical and valley properties of these
systems.
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At reduced dimensions, all motions of microscopic degrees of freedom are restricted and
confined, leading to the emergence of novel and unique physical phenomena. For crys-
talline solids, the ultimate limit of confinement is the thickness of an atom. It is therefore
unsurprising that the two-dimensional (2D) atomically-thin material, which reaches this
geometrical limit, but still maintains intriguing electronic band structure, has stood out
and attracted the most attention despite its relatively short history [1, 2].
In 2004, the first atomically-thin material, graphene (a monolayer of Van der Waals
crystal graphite) was first isolated from the bulk [3]. The change in crystal symmetry
leads to drastic change in graphene’s electronic structure [4]. As shown in Fig. 1.1, at K
and K ′ points in Brillouin zone, band gap closes with a Dirac cone-like structure. In this
aspect, although composed of pure carbon atoms, graphene behaves surprisingly like a
semimetal. Most significantly, carriers near the Fermi level in graphene can be regarded
as Dirac Fermions, a concept raised in high energy physics, but was now first realized in
this 2D carbon sheet. Ever since the discovery of graphene, numerous studies have come
out, revealing the rich and intriguing physics in this seemingly most simple material.
Up till now, many more family members in Van der Waals materials have been thinned
down to monolayers, which hold distinctively different and novel physical properties [2].
Thin flakes of boron nitride (BN), with bandgap around 6 eV, can act as good insulator
and nano-scale tunneling barriers [6]. When stacked on top of graphene, Morie pattern
forms, creating size-controllable super lattice of graphene [7–9]. NbSe2 holds charge den-
sity order at monolayer limit, and has been proved to be the first superconductor at the
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Figure 1.1: Bandstructure of monolayer graphene. CB and VB touches at K and K ′ valley
points, with linear band structure as shown in the zoomed-in image. Figure adapted from
Ref. [5].
true 2D limit [10–12]. Transition metal dichalcogenides (TMDCs), especially compounds
of Mo/WX2 (X= S, Se), are semiconductors with band gap in the visible light range, mak-
ing them ideal optical study. Due to their 2D nature, the enhanced geometrical confine-
ment and reduced dielectric screening lead to exceptionally strong Coulomb interaction in
these monolayer TMDC materials [13–16]. In addition, a new degree of freedom: valley,
emerges in TMDC monolayers, which can be explicitly manipulated with optical meth-
ods [17, 18]. All these combine to make monolayer TMDCs an excellent platform to study
excitonic response in a true 2D world.
This thesis will focus on exploration of excitonic states in monolayer TMDCs that are
beyond the fundamental ground state exciton. In Chapter 1, basic material properties
of TMDC will be reviewed, followed by an introduction on the optical and excitonic re-
sponse in this material. Since this thesis focus on exploring several new excitonic states in
monolayer TMDC, I would briefly summarize previous studies of these excitonic in other
systems . In Chapter 2, the relevant experimental techniques will be presented. Chapter 3
will focus on the identification and characterization of biexcitons: new four-body quasi-
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Figure 1.2: a, Representation of monolayer atomic structure of a typical TMDC material:
MoS2. b, Top down view showing the overall honey comb lattice of MoS2. Figures cited
from Ref. [19]
particles formed at intermediate high exciton density and low temperature. The following
two chapters, Chapter 4 and 5, are dedicated for the study of intrinsic lower-energy dark
excitonic states in monolayer WSe2, which arises from conduction band spin splitting. By
tracing the temperature dependence of light emitting properties in Chapter 4, we provide
an indirect approach to probe these intrinsic lower energy dark state. In Chapter 5, we
work on directly brightening of these dark states by mixing the bright and dark excitons
with an in-plane magnetic field.
1.1 Direct Band Gap Semiconductors in 2D:
Transition Metal Dichalcogenides(TMDC)
1.1.1 Material Description
Transition metal dichalcogenides are semiconducting materials in the form of MX2, with
M representing a transition metal atom, and X a chalcogenide atom (S, Se or Te). Bulk
TMDCs are layered Van der Waals materials, and have been used as dry lubricants, just
like graphite. For the most widely studied compounds in optics ( Mo/WX2, X= S, Se),
monolayers of atomically thin sheets can also be easily isolated from bulk by mechanical
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Figure 1.3: Schematic illustration of monolayer lattice structure of a 2H phase, b 1T phase,
and c 1T’ phase, from the out-of-plane and in-plane directions respectively. Figures cited
from Ref. [20]
exfoliation, and stay stable in ambient condition for months [2]. A monolayer of TMDC
material is composed of three atomic layers: one layer of transition metal atoms sand-
wiched by two layers of chalcogenide atoms(Fig. 1.2). The crystal structure of monolayer
TMDC is often compared to that of graphene. From top view, monolayer TMDC lattice is
similar to graphene lattice, with the metal atom and the chalcogen atom corresponding to
the A and B sublattice. In terms of chemical bonds, because of the mirror symmetry with
respect to the M atom, the total covalent bonds from X-M-X is pointing in plane. As a
result, although MX2 monolayer consists of three layers of atoms, the effective chemical
bondings of the transition metal atom stay in the same atomic layer, and can be read-
ily compared to graphene. There are, however, two major characters that makes TMDC
distinguishably different from graphene: inversion symmetry broken and spin-orbit cou-
pling (SOC). The inversion symmetry broken arises from the arrangement of the top and
bottom layer of chalcogen atoms, and the strong SOC comes from the heavy transition
metal atoms. These differences give TMDC monolayers distinguishably different elec-
tronic band structure, which will be discussed in details in the next section.
Before going into further discussion, I would like to emphasize that the TMDC mono-
layer discussed in this thesis is the most stable 2H phase crystal, in which each transition
metal atom forms a trigonal prismatic geometry with six chalcogen atoms (as depicted
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Figure 1.4: Side view of a 2H phase TMDC bulk and b 3R phase TMDC bulk. Blue and
red spheres correspond to transition metal atoms and chalcogenide atoms. Dashed lines
indicate unit cells. Figures cited from Ref. [24]
in Fig. 1.2a). Although not discussed in this thesis, there are other possible phases of
TMDC materials that are also attracting increasing interests. For the crystal structure
within a monolayer, instead of the 2H phase, a metastable 1T/1T’ phase could also be
achieved via treatments involving Li intercalation [20, 21]. 1T/1T’ phase crystal has octa-
hedral/twisted octahedral geometry. Distinguishably different from the 2H phase (shown
in Fig. 1.3), such 1T/1T’ TMDCs are metallic. Prototypes of in-plane heterostructure of
metallic 1T/1T’ and semiconducting 2H TMDC has been experimentally realized [22, 23],
which might greatly improves the contact quality for device fabrication.
Apart from the different crystal structure for a single layer of TMDC, the bulk structure
could have different stacking geometry. In 2H phase bulk, bilayer forms a unit cell with
inversion symmetry restored. However, 3R phase also exists in stable mode, in which the
unit cell consists of a trilayer where the inversion symmetry is kept broken in bulk [24].
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Since the broken inversion symmetry is directly linked to one of the most interesting
properties of monolayer TMDC: the spin-valley coupling, the existence of such stable 3R
phase indicates we can preserve the interesting spin-valley selection rule into the bulk/few
layers form [24], which might be more applicable than monolayers in terms of future
industrial use.
1.1.2 Electronic Band Structure
The similarity in crystal structure between monolayer TMDC and graphene leads to the
similarity in electronic band structure. For graphene, it is gapless and can be classified
as a semimetal. The conduction band and valence band in graphene touches at K and K’
points in Brillouin zone, where the most novel and unique physics happens. Close to the
K/K’ valley: carriers in graphene obey linear dispersion between energy and momentum,
and thus can be regarded as massless Dirac Fermions.
Based on the band structure of graphene, let us first see the significance arises from
the broken inversion symmetry in monolayer TMDC. Inherited from the similar 2D hon-
eycomb structure, monolayer TMDC also possesses the K and K’ valleys in momentum
space like graphene. However, conduction and valence bands no longer touches at K and
K’ points. The inversion symmetry breaking opens up a bandgap at K/K’ valley, making
the carriers in TMDC in the vicinity behave like massive Dirac Fermions. The band struc-
ture in the K/K’ valley could then be approximated to be parabolic bands, with conduction
and valence bands having similar effective masses (unlike the case of the well-established
quantum well, a quasi-2D system) [25]. As a result, monolayer TMDCs are semiconduc-
tors. Both the theory and experiments have verified that these monolayer TMDCs (specifi-
cally W/MoX2,X = S, Se) are direct bandgap materials, with lowest-energy bandgap hap-
pening exactly at the K and K’ valley [26][27]. The value of the bandgap is different for
different TMDC compounds, but in general ranges from visible to near-IR.
In fact, breaking the inversion symmetry in graphene-like systems have been widely
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discussed before people start to get interested in monolayer TMDCs. The bandgap open-
ing at K/K’ valley is due to symmetry consideration, and will significantly enhance the
on/off ratio for building field-effect-transistor [28]. More relevant for our interest in
TMDC and of more physical significance, is the emergence of a new degree of freedom:
the valley index, which is similar to the role of spin [29, 30]. Under broken inversion
symmetry, K and K’ valleys possess non-zero and opposite Berry curvatures. The carriers
in the K and K’ valleys now have an intrinsic out-of-plane magnetic moment associated
with the valley index. Such variation in Berry curvatures leads to valley contrasting opti-
cal selection rule in the inversion symmetry broken graphene-like materials, namely, σ+
light would only excite carriers in K valley, while σ− would only create excitation in K’
valley. Experimentally, bilayer graphene has been studied in this context, where the in-
version symmetry needs to be explicitly broken by applying external modulation [31][32].
For example, a widely tunable bandgap up to mid-IR could be achieved by applying an
out-of-plane electric field in a dual-gated device [31].
In monolayer TMDC, the inversion symmetry is intrinsically broken. With the direct
bandgap within visible light range at the K and K’ valley, it is easy to selectively create
valley population with different circularly polarized light from regular light source.
What makes the monolayer TMDC more unique and interesting is the presence of
strong spin-orbit coupling. All bands are split by the SOC except for the high symmetry
point [33]. At the K and K’ valleys, the conduction band mainly consist of the dz2 orbital
of the transition metal atom, and the valence band mainly comes from the x2 − y2 and
the xy orbitals [18]. Consequently, the valence bands at K/K’ valley experience huge SOC
strength, and are split into two spin-polarized bands separated by hundreds of meV as
shown in Fig. 1.5. The spin polarization is pointing out-of-plane, which could be under-
stood by considering the mirror symmetry with respect to a horizontal plane. The explicit
spin ordering is opposite in K and K’ valley due to the time-reversal symmetry. On the
other hand, the conduction band experiences a similar, but much smaller SOC, and was at
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Figure 1.5: Solid (dashed) lines indicates band polarization of down and up along the out-
of-plane direction. Due to the large splitting in VB, optical excitation of ωu < hν < ωd
will only excite the upper VB. Spin and valley is rigidly coupled under such excitation
condition. Figures cited from Ref. [18]
first considered degenerate. Indeed from theoretical calculations, the splitting energy for
conduction bands is in general only 1/10 of the valence bands, and MoS2, the first widely-
studied TMDC, has an exceptional small splitting [25]. However, as would be discuss in
Chapter 4 and Chapter 5, the conduction band splitting can have significant effects the
optical properties in TMDC, and leads to excitonic states possessing unique properties.
Details about the electronic band structure in conduction band would be presented in
Chapter 4. Combing the strong spin-orbit coupling and the optical valley selection, there
exists a strong coupling between the spin and valley degrees of freedom [18] (see Fig. 1.5).
The significance of such spin-valley coupling will be explained in the next session, where
we discuss the excitonic response in TMDC.
Apart from the properties of the monolayer, the evolution of band structure from
bulk to the monolayer limit is also very interesting, and manifests the influence of strong
quantum confinement. In the bulk and few layers form, the TMDC remains a indirect
bandgap material. As the layer number decreases, the indirect bandgap (Q in conduction
8
Figure 1.6: Band structure evolution of MoS2 from the bulk form to monolayer, taken from
Ref. [27].
Figure 1.7: Atomic orbital weights. a d orbitals of the metal atom, and b p orbitals of
the chalcogen atoms. The size of each symbol is proportional to the weight of the atomic
orbital (SOC neglected). Image and captions cited from Ref. [33].
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band to Γ in valence band) keeps on increasing, while the direct bandgap at K/K’ valley
changes little. In the end, when thinned down from bilayer to monolayer, TMDC transits
into a direct banggap material, with minimal bandgap happening at the K and K’ valley
(see Fig. 1.6). This step change from bilayer to monolayer has been verified with various
experimental methods, and is especially pronounced in the photoluminescence(PL) mea-
surements [26][27]. Theoretically, such variation could be understood qualitatively by
noticing the different contributing orbitals at different regions in Brillouin zone. At K/K’
valley, bands mainly come from the d orbitals of transition metal atoms, which has little
interlayer coupling, and therefore unchanged with different number of layers. On the
hand, band edges at Γ in valence band has contribution from pz orbitals of the chalcogen
atoms (Fig. 1.7), and therefore would have much stronger modification when thinning to
monolayer [27].
1.2 Excitons in 2D Land: Optical Properties of
Atomically-thin TMDC
1.2.1 What Is an Exciton?
An exciton is a quasiparticle of a bound electron-hole pair, created by optical excitation in
materials like semiconductors, insulators and organic crystals. When forming an exciton,
a photon is absorbed and excite an electron from the valence band to the conduction band,
leaving a hole in the valence band. Such electron-hole pair is correlated by Coulomb inter-
action and behaves distinctively different from separate charge carriers. Exciton physics
is rich and could be described at different levels of sophistication. We first start with the
analogy of hydrogen atom. Although the physical nature of an exciton is drastically dif-
ferent from a hydrogen atom, they are all composed of one positive charge particle and
one negative charge particle. In solving for the exciton’s energy levels and wavefunc-
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Figure 1.8: Schematic representation for an exciton: coherent superposition of Bloch elec-
trons and holes.
tion distribution, it is straightforward and instructive to compare the results to that of the
well-established hydrogen atom. The binding energy of an exciton could be compared to
the ionization energy. The most probable distribution of the wavefunction of an exciton
can characterized by Bohr radius. And just like hydrogen atoms, there are also various
excited states of an exciton that have different energy and symmetry (1s, 2s, 2p, etc.).
We can classify excitons into Wannier type and Frenkel type. Wannier excitons have
wavefunction extended over many unit cells. Therefore the Wannier exciton can “see”
the band structure (Bloch bands) of the crystal, and effective mass model could be legally
applied. On the other hand, Frenkel excitons are localized with Bohr radius smaller than
lattice constant, and the picture of Bloch bands no longer holds. In general, in semicon-
ductors we have Wannier excitons, while Frenkel excitons exist in insulators and organic
crystals.
Excitons in monolayer TMDC are considered Wannier excitons. So here in this thesis,
we discuss only the Wannier type where excitons can “see” the band structure properly.
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However, photons create collective excitation, and the electron/hole in an exciton is not
the Bloch electron/hole in the effective mass model. Instead, it creates coherent super-
position of Bloch electrons/holes near the band minima/maxima, with different weights
with respect to their momentum. A schematic of an exciton composition in Bloch bands
is shown in Fig. 1.8.
1.2.2 Excitons in Reduced Dimensionality
Excitons and excitonic responses are first studied in bulk materials in the 3D form. With
developments of nanotechnology, novel materials of reduced dimension are introduced,
some of which are ideal for study of excitonic responses. Quantum wells are quasi-2D
systems, quantum wires and carbon nanotubes are 1D system, while quantum dots are
0D systems. Characters of charge carriers in reduced dimension is modified significantly,
which leads to corresponding changes in excitons in these nanomaterials. Quantum con-
finement coming from the geometric restrictions enhance the Coulomb interaction and
therefore are expected to give rise to stronger excitonic responses.
1.2.3 Excitons in 2D Land: Monolayer TMDC
Monolayer TMDC material is a perfect platform to study exctions in 2D. The strong spin-
valley coupling and optical valley selection provides a unique playground to explore the
new valley physics and spintropics with optical control [17].
Although excitons in 2D has been previously studied extensively in quantum well sys-
tems, monolayer TMDC represents a true 2D system. This atomically thin sheet is directly
exposed to the surrounding environment, which is impossible for quantum wells. Both
theory and experiment have given huge exciton binding energy between 0.3 to 0.8 eV [13–
16], almost two orders of magnitude larger than those in quantum well systems. Experi-
mental methods that measure the energy levels of the excited excitonic states (1s, 2s, 2p,
3s, 3p, etc.) combine with theoretical calculation to give an estimation of binding energy.
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Figure 1.9: Comparison of experimental determined exciton excitation spectrum of mono-
layer WSe2(left) and that of a 2D hydrogenic system (right). Figures cited from Ref. [15].
The s-type excited states were measured by linear absorption and SHG[13][34][15][35],
where a peak would be observed when excitation light hits the resonance of 2s, 3s, and
higher excited s state. On the other hand, two-photon photoluminescence measurements
were carried out to identify the parity forbidden states of 2p, 3p and etc.[14][15][35]. The
origin of such huge binding energy comes first from the quantum confinement, but what
is more significant is the enhancement from the dielectric environment. A large portion
of the electric field of the electron-hole pair goes out of the material and into the vacuum.
Unlike the case of quantum wells, dielectric screening is much reduced. The Coulomb po-
tential in monolayer TMDC has a particularly strong spatial dependence, and therefore
the resulting exciton picture deviates a lot from the standard hydrogen atom(for example,
see Fig. 1.9 for comparison).
The abnormally strong exciton binding energy makes the excitons in monolayer
TMDC stable well above the room temperature, while in quantum wells they generally
dissociate above tens of kelvins. Traditionally unstable states that are difficult for obser-
vation in quantum wells is now pronounced in monolayer TMDC. The trion, a three-body
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Figure 1.10: With near resonant circular polarization, the emitted PL could retain close
to 100% circular polarization. Under such excitation, the left figure compares the of two
different circular polarization component of monolayer MoS2 PL. The Left figures is the
corresponding degree of circular polarization at a function of photon energy. Figures cited
from Ref. [36].
quasiparticle, which is classically analogous to hydrogen anion, can be easy to identify
especially at lower temperature (e.g. liquid nitrogen temperature).
What makes the optical properties more interesting is the presence of strong spin-
valley coupling. As explained the previous chapters, different handness of circularly po-
larized light can selectively excite carries in different valley. And because of valence band
spin splitting from SOC, when using near resonant circularly polarized light for excita-
tion, only the upper valence band in one valley will be excited, and hence carriers in only
one valley of a certain spin is excited. Therefore photoluminescence can retain the circu-
lar polarization of excitation light (near resonant) [36][37][38], as shown in Fig. 1.10. In
the aspect of spintronics, it can also opens up new ways to manipulate the spin with light
and vise verse.
1.3 Excitons Beyond Fundamental Excitation
In the previous section, we have focused on the properties of fundamental excitation
in monolayer TMDC. Here by fundamental excitation, we mean the electron-hole pair
directly created by absorbing a photon. There are more excitonic species beyond such
fundamental excitation. The exceptionally strong Coulomb interaction with rich valley
physics all indicate that there are more to be found. Although we are exploring a brand
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new material with unique and novel properties, nothing just comes out of thin air. Similar
concepts have been raised and extensively studied in other systems, which provides guid-
ance on our investigation of new materials. On the other hand, by comparison, we would
have a deeper understanding of the physical significance of these new 2D materials. In
this section, I would give some basic introduction for the excitonic species which would
be discussed in this thesis, with a review of previous results in other materials.
1.3.1 Higher-Order Excitonic States
Semiconductors have different response at different optical excitation density. At low
excitation density, linear response dominates and excitons form. In this regime, the aver-
age separation between two excitons is much larger than the exciton’s Bohr radius so that
exciton-exciton interaction could be neglected. At higher excitation density, as more exci-
tons are created, exciton-exciton interaction starts to kick in. At this stage of intermediate
high exciton density, instead of a single electron-hole pair, biexciton could start to form.
Biexciton is a four-body correlated quasiparticle, consisted of two electron-hole pairs.
Another possibility from exciton-exciton interaction, Auger annihilation might happen,
which acts as a non-radiative decay channel. When the excitation density is even higher,
the picture of quasiparticles of exciton breaks down. Strong screening from the photo ex-
cited carriers significantly reduce the Coulomb interaction between electrons and holes
to the extent that they are no longer bonded. In such case, plasma response dominates.
In Chapter 3, we would present our experimental evidence for stable biexcitons in
monolayer WSe2. Here I would like to give a briefly review about biexcitons in other well-
established systems. It has been theoretically shown that biexciton is a bound state for all
dimensionality and any e/h effective mass ratio [39]. Biexciton formation represent the
nonlinear regime of the light-matter interaction, and is only significant at high excitation
condition. Since one biexciton is composed of two excitons, the hallmark of biexciton is
the observation of a quadratic (or superlinear) dependent growth.
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As mentioned before, with reduced dimensionality, Coulomb interaction gets stronger
due to the geometric confinement, which would therefore leads to a stronger binding in
biexcitons. Especially in the systems of quasi-2D quantum well and 0D quantum dots,
biexcitons have been studied intensively. Biexcitons in such two systems, however, are
actually pretty different in nature. In quantum well systems, biexcitons are free excitonic
species. Formation of free biexcitons indicates a stronger correlation between excitons,
and could be regarded as a first step towards condensation of the Boson quasiparticles of
excitons. Binding energy of biexcitons in conventional III-V quantum wells are sub-meV,
and only observable at very low temperature. On the other hand, in quantum dots, all
excitonic species are localized and all strictly confined on one site. The much stronger
Coulomb interaction coming from the 0D confinement gives rise to a much larger biex-
citon binding energy. Biexciton formation conditions are much relaxed due to the strong
localization. For quantum information study utilizing quantum dots, biexcitons play a
crucial role and serve as the source for generating entangled photon pairs in the quantum
cascade regim [40].
1.3.2 Spin-Flip Forbidden Transitions
Not all excitons are allowed in direct optical excitation/recommbination. Only those
that conserve all relevant physical quantities are considered optically bright. For exam-
ple, only excitons having momentum smaller than the corresponding photon momentum
(those residing in the so-called radiative-cone), are bright. Angular momentum can an-
other reason that forbids direct optical access, e.g., p state of excitons could only be access
by two-photon processes. The dark excitons we mainly discussed in this manuscript are
the excitons that corresponds to a spin-forbidden transition.
During an optical excitation, a photon excite an electron from the valence band to
the conduction band. Because the spin interacts weakly with the magnetic field of the
light, spin-flip of the photoexcited electron is considered forbidden. Leaving behind in
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the valence band is a correlated hole with opposite spin. The created exciton therefore
has a total spin of zero (spin singlet). On the hand, spin triplet states with total spin of ±1
are not allowed in direct optical excitation and recombination, and are therefore optically
dark.
In previously studied systems, such spin-forbidden transition normally originates
from the exchange interaction of the e-h pair. The e-h exchange is a repulsive force
present for spin singlets and absent for triplets, making these dark excitons occupying
a lower energy state. Since the exchange splitting is intrinsic for correlated e-h pairs,
the triplet dark states exist all materials in all dimensions. Especially well studied are
the cases in reduced dimensionalities, where the exchange interaction is enhanced by the
compression of exciton wavefunction.
At zero dimension, semiconductors quantum dots (QDs) have been well studied in this
context. Exchange splitting is large due to the extreme geometric confinement. Although
splitting is still below meV range, with the sharp µeV linewidth emission features, it is
easy to identify and study the dark excitons. Possible ways to access dark excitons in-
clude applying an in-plane magnetic field [41], which mixes the singlet and triplet stats,
and conversion through biexciton relaxation [42]. Study of dark excitons in QDs not only
elucidates the nature of e-h exchange interaction, but also be important for the develop-
ment of quantum qubits in QDs, as dark states have lifetime beyond the radiative limit of
the bright one.
In quasi-2D system of quantum wells, previous studies also shows dark excitons that
come from similar physics origin as the QD system. The e-h exchange interaction splitting
cause the triplet states having a lower energy. And similarly, an in-plane magnetic field
will be able couple the singlet and triplet states [43].
More unique and complicated physics happen in dark excitons in 1D material: single-
walled carbon nanotube (CNT). Unlike other conventional materials where optical tran-
sition happens at Γ point, the most important physics happen at the K and K ′valleys.
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The valley and spin degrees of freedom gives rise to 16 excitonic states in total, with only
one of them being optically bright [44, 45]. When applying an in-plane magnetic field,
Aharonov-Bohm (AB) effects arising from the flux going through the CNT cross sec-
tion. AB effects can efficiently modify the original band structure and brighten another
excitonic state [46–48]. The brightened dark exciton originates from the bonding/anti-
bonding of the KK and K ′K ′. From another aspect, the presence of these dark excitonic
states affect the light emission properties of CNT at low temperature. By tracing the






The legend of Scotch tape goes on in TMDC materials, making it relatively easy to prepare
high quality single crystal samples, ideal for the study of their intrinsic properties. Most
of the monolayer samples we studied are mechanically exfoliated from the bulk crystal.
Below I will describe the exfoliation process briefly. First, the bulk crystal is expanded
on Scotch tap/blue tape, until it roughly reaches the area of the target substrate size. This
original tape, with still very thick crystal on it, could serve as a “parent tape”. Once the
parent tape is prepared, one can get a clean tape and press it against the parent tape to
do further thinning of the crystal. Then one repeats the same and get new tapes with
thinner and thinner crystals, until the thickness is ideal for exfoliation. It depends on the
“transparency” of the crystals on the tape and the specific type of substrate to determine
when the tape is ready for exfoliation. Although this whole process is almost identical as
the exfoliation of graphene, it is realized that thicker TMDC crystals is more likely to give
large and nice monolayers, while for graphite, the remaining crystals on the tape needs
to be much thinner. This difference might be related to the fact graphene is stronger than
monolayer TMDC in mechanical strength.
After the tape with appropriate thickness TMDC crystal is obtained, it is pressed very
gently and gradually against the selected substrate. And then, depending on the sub-
strate, massage the tape to make sure no air bubbles are present between the tape and the
substrate. For the finale step, we gently and slowly lift up the tape, leaving many flakes
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of different thickness on the substrate. During our exfoliation, the crystal needs to have
close contact with the substrate, so that the Van der Waals force between the substrate
and the crystal would be strong enough to pull down a thin flake of crystal from the bulk
form. On the other hand, one should limit the force applied onto the crystal during the
exfoliation process. The crystal might break into small pieces, and become very messy if
they experience large tensile force.
For regular optics measurements, we use Si substrate coated with 285 nm SiO2 as sub-
strate. The SiO2 layer would give rise different interference effect one different thickness
(nanometer scale) of material is put on top of it. As a result, one can easily identify
monolayer graphene and TMDC by just looking at the optical image of the substrate un-
der a microscope. The interference effects are different for different thickness of SiO2.
285nm would work for graphene and TMDC, but would not be able to give monolayer
BN enough “color” to be distinguished from substrate. Under such situation, a differ-
ent thickness coating could be used. Alternatively, another commonly used substrate
in optics is fused silica. This transparent substrate would be ideal for measurements in-
volving absorption/reflection, for example pump-probe experiments. Although it is more
difficult to identify monolayer on a transparent substrate by just searching under optical
microscope, it can avoid distortion in spectrum due to interference effects.Other transpar-
ent substrates include PDMS films, which are flexible and could be used for transferring
monolayers and strain related studies.
Monolayers prepared in this method tend to be limited in size, and ranges from a few
microns to tens of microns. For optical studies, since the laser spot is often focused down
to a few microns, the exfoliated samples are sufficient enough for accurate measurements.
Chemically synthesized monolayer can have large size, but at the same time, often suffer
inhomogeneity and smaller single crystal domain.
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2.2 Device Fabrication
Many fabrication techniques developed in the study of graphene are readily applicable for
TMDC. There are some modifications, which are mainly due to the presence of chalcogen
atoms in the materials. Heating monolayer TMDC in air would cause defects to increase,
as could be concluded by comparing the PL efficiency of the same monolayer sample
before and after the heating. Because of this, one should be careful to avoid heat up
the sample in air when drying the polymer. In using graphene for device fabrication,
people normally anneal the sample in hydrogen to remove chemical residues. However,
hydrogen gas would damage TMDC monolayers, because it will create more vacancies in
the chalcogen atoms. Taking these in mind, basic fabrication procedures are otherwise
the same as those in graphene. Here in this thesis, we only deposit electrodes either for
doping control, or for mark of sample position, so the contact resistance was not an issue
for us. But if one wish to perform transport measurements, the huge mismatch of Fermi
levels between the semiconducting TMDC and metal contacts will be a challenging issue.
In addition, dangling bonds and charge impurities from the SiO2 substrate would create
many scattering sites that greatly reduce the mobility. BN encapsulation can improve
the sample quality [54], and people have used graphite and 1 T metallic phase TMDC
as contacts in order to reduce the Schottky barrier. Improving the monolayer TMDC
mobility and contact quality are still among the most heated and important topics in this
field.
2.3 PL Spectroscopy with Femtosecond Pulsed
Excitation
Details of time-resolved PL (TRPL) will be presented in this section. Focusing the output
of a 80 MHz Ti:sapphire laser onto a BBO crystal, we generated 400 nm light with pulse
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Figure 2.1: Schematics of experimental setup for time-resolved PL using APD detector.
Time interval between each sampling point is 4 ps
duration of < 200 fs as the excitation source. The excitation blue light is guided through
a microscope and through a 40× objective with correction collar. The laser spot is focus
on the sample in the optical cryostat, with spot size ∼ 1.5 µm. The experimental setup is
shown in Fig. 2.1. PL signal is collected in the back-scattering configuration, and measured
with a grating spectrometer and a liquid-nitrogen cooled CCD for spectroscopic analy-
sis. Alternatively, we use the spectrometer as a monochromater, and guide the desired
wavelength light to the second exit of the spectrometer. The output signal is focused by
a 20× objective mounted on a three dimensional stage onto a fast avalanche photodiode
(PicoQuant PDM). The temporal profile of the emission is analyzed by time-resolved sin-
gle photon counting (PicoQuant PicoHarp 300). The trigger signal for the single photon
counting come from the Ti:sapphire signal focused onto a photodiode.
The energy range of selected output signal could be tuned by adjusting the slit width
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of the spectrometer exit, which allows us to study specific spectral features separately.
Normally in our experiment, the slit width is set so that the window size of the measured
signal is 10 nm. Narrower slit is used when we try to resolve finer features.
We determine the instrument response function (IRF) of the TRPL setup using 800
nm femtosecond pulses from the Ti:sapphire laser. Although the IRF has a wavelength
dependence, response at 800 nm is almost identical as that of our signal (∼ 700nm to
800nm). In general, the full-width-half-maximum (FWHM) of our system IRF is ∼ 44
ps. However, after deconvoluting our signal with the IRF function, we can fit signal with
lifetime down to 20 ps, smaller than the IRF FWHM.
2.4 Optical Measurements under High Magnetic Field
Experiments presented in Chapter 5 are done in National High Magnetic Field Laboratory
in Tallahassee. Optical measurements under magnetic field have many more restrictions
compared to regular low temperature measurements. We designed the specific probe to
perform PL measurements under in-plane magnetic field.
In our experiments, we performed experiments in two different magnet. One is a
resistive magnet, with maximum field of 31 T. Fiber-based optical probe was used for this
magnet due to the tight magnet-bore. Another is a superconducting magnet with 17.5 T
maximum field. This superconducting magnet has a larger magnet bore which allow us
to perform free space optical experiments.
For the 31 T magnet, the inner diameter of the cryogenic insert is 24 mm. Schematics
of the measurement probe is shown in Fig. 2.2a. Two optical fibers deliver excitation light
and collected emission to/from the optical head. The excitation light from a 532 nm laser
is injected into a polarization maintaining single mode fiber, guiding the excitation to the
sample stage inserted into a helium-flow variable temperature cryostat, and focused by
a NA = 0.5 lens on the sample mounted in the Voigt geometry (magnetic field lying
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Figure 2.2: a, Design of probe head for fiber-based measurements in 31T resistive magnet.
532nm cw light source was used. b, Design of probe head for free-space measurements
in 17.5T superconducting magnet. 647nm near-resonant cw excitation and fs pulsed
400nm excitation were employed to study the circular dichroism and time dynamics.
in-plane). The sample stage is mounted on a piezoelectric x-y-z positioner (Attocube)
allowing accurate adjustment of the focal point on the sample. The collected PL signal
is directed through a 50/50 beamsplitter into a 200 µm core optical fiber and guided to
a spectrometer (Princeton Instrument, IsoPLane 320) equipped with a TE-cooled CCD
camera (model). Appropriate band-pass filters and apertures are installed in the excitation
and collection channels to reduce the background signal and achieve the optimum light
spot size of about 3.3 µm. Linear polarized excitation and unpolarized collection were
employed in our measurements.
For the free-space optical probe, to achieve a micron-size laser focus in the space con-
fined by the vertical bore of the superconducting magnet, two sets of aspheric achromatic
lenses (NA = 0.3) and a right-angle mirror are employed in our probe (as shown in
Fig. 2.2b). The sample is mounted to a 3 dimensional attocube for precise positioning.
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White light could also be coupled into the same optical path, to help locate the micron-
size exfoliated sample. To get a tight focus, the excitation beam is expanded to fill the
clear aperture of the aspheric lenses. The emitted PL signal is collected in a back reflection
configuration, and goes through the same path as excitation, until reflected by a dichroic
beamsplitter into a spectrometer (Princeton Instrument, 120 l/mm). The CCD for PL sig-
nal detection is cooled by liquid nitrogen. For polarization resolved PL, the excitation
wavelength is 647 nm. A λ/4 Fresnel Rhomb is used to produce circularly polarized exci-
tation light. The back-scattered PL signal goes through the same Fresnel Rhomb, and then
analyzed by a linear polarizer before entering spectrometer. All optical elements (except
for dichroic beamsplitter) are without coating to reduce wavelength dependent distortion
of light polarization. For the data presented in main text, polarization has been calibrated.
For the TRPL measurements under magnetic field, setup and excitation is similar the one
described in Section 2.3.
25
Chapter 3
Biexciton Formation in Monolayer WSe2
TMDC crystals have been shown to exhibit notably strong excitonic responses at the
monolayer limit [26, 27]. As introduced in the Chapter 1, a manifestation of these many-
body interactions includes the formation of stable excitons and charged excitons [13–15,
19, 55]. At higher exciton density, new physical phenomena is expected to emerge as the
correlation effects become stronger. In this chapter, we demonstrate the existence of four-
body, biexciton states in monolayer WSe2 through the discovery of a sharp new emission
peak at high exciton density, cryogenic temperature. We further probe the properties of
the biexciton state through measurements of its ultrafast dynamics, valley polarization
and thermal stability. We establish a biexciton binding energy of 52 meV, more than an
order of magnitude larger than those found in conventional quantum well structures [39].
This unusually high binding energy is compatible with results of a variational analysis of
biexcitonic states performed using a non-locally screened Coulomb potential to describe
the interactions of charges in the atomically thin 2D material.
3.1 Experimental Methods
Monolayer WSe2 crystals were prepared by mechanical exfoliation on a Si substrate cov-
ered by an oxide layer (285 nm) and exhibited unintentional n-doping. Freely suspended
monolayer samples were also examined to assess the influence of the enviroment and
of different dielectric screening. Suspended samples were prepared by exfoliating on a
SiO2/Si substrate that had been lithographically patterned with etched holes of 3µm di-
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ameter.
To control the doping level of a supported sample, Cr/Au electrodes are deposited
onto exfoliated sample on SiO2/Si substrate using e-beam lithography. In these samples,
electrostatic gating was achieved by applying a bias voltage between the sample and the
Si substrate.
The samples were studied in an optical cryostat using an inverted microscope. The
excitation source for the photoluminescence measurements consisted of femtosecond
laser pulses with a photon energy of 3.06 eV for the fluence-dependence study and time-
resolved PL. These pulses, of 100 fs duration, were produced by the frequency-doubled
output of a modelocked Ti:sapphire laser operating at 80 MHz. For circular polarization
measurements, femtosecond excitation pulses with a photon energy centered at 1.82 eV
and a 1 MHz repetition rate were used. We obtained these pulses by filtering the super-
continuum radiation produced by focusing an amplified modelocked fiber laser (Impulse,
Clarke-MXR) in an undoped YAG crystal. Continuous radiation at 1.92 eV for the com-
parison study was provided by a solid-state laser.
3.2 Fluence Dependence PL: Observation of Biexciton
Formation in Monolayer WSe2
To identify the biexciton states, we have studied the photoluminescence under ultrafast
pump radiation at different fluences, producing different exciton densities. We compare
the PL spectra for a WSe2 monolayer at a temperature of 50 K for two excitation fluences
(Fig. 3.1a). The higher applied fluence of 12µJ · cm−2 yields an exciton density up to
5× 1011cm−2. Several distinct emission features are observed in the PL spectra, most of
which have been identified in previous investigations at low excitation density [56]. In
particular, the peak at 1.74 eV arises from emission from neutral excitons (X) and the
peak at 1.71 eV from negative trions (X−). At lower photon energies, we see additional
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Figure 3.1: a, PL spectra at 50K for pulsed excitation under applied fluences of 0.8µJ ·
cm−2. The spectra are normalized to yield the same emission strength for the neutral
exciton. b, PL spectra and spectral fitting at 10K for the indicated applied fluences. The
major emission features are the same as those in a. The vertical grey lines show that there
is no peak shift of the features with fluence. The black dots are experimental data, and
the solid blue lines are based on a fit with one feature for each peak, where only the peak
amplitudes are changed for the different spectra. The component of the P0 peak is shown
separately in red. c, Logarithmic plot of the P0 emission strength, IP0 , as a function of the
exciton emission strength IX . The red line is a power-law fit: IP0 ∝ IαX , with α = 1.39.
For comparison, a linear relation is shown as a dashed black line.
emission features, which we label as P0 to P3. Features P1 to P3 grow more slowly than
exciton emission with increasing pump fluence, exhibiting sublinear fluence dependence.
We assign P1 to P3 to emission from bound excitons at defect sites [57], in agreement with
previous PL studies [56, 58].
The behavior of peak P0 at 1.68 eV is, however, quite different from that of the other
lower-energy features. This feature grows superlinearly with fluence. To probe the
properties of emission feature P0 in more detail, we have measured PL spectra at 10 K
over a wide range of excitation fluence (Fig. 3.1b). At high excitation densities, feature
P0emerges as the strongest emission channel.
For a quantitative analysis of the different emission states, we fit the emission spectra
to a form with one symmetrical feature for each of the P0–P3, X , and X− peaks. Here we
briefly describe the fitting procedure. We first analyzed a spectrum of moderate fluence
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(3µJ/cm2) in terms of the six identified peaks: X , X−, P0, P1, P2, and P3. Each features
was described by a Voigt line shape, the convolution of Gaussian and Lorentzian profiles.
To generate spectra for different pump fluences, we then adjust the amplitudes of these
components. We do not allow changes in the peak position or line shape. As shown in
Fig. 3.1b , this produces excellent fits at all fluences.
Our primary interest lies in understanding the superlinear behavior of the P0 feature.
To minimize the influence of defect states, we analyze emission from the P0 feature in
terms of the strength of the neutral exciton emission. Since the emission times of X , X−,
and P0 show no significant variation with fluence (see below), we associate the strengths
of the PL features with the population of the corresponding emitting species. Fig. 3.1c
shows the emission strength IP0 of the P0 species as a function of the emission intensity
IX of the neutral exciton. TheP0 data can be described adequately by a power-law relation
of the form IP0 ∝ IαX , with α = 1.39.
Based on the superlinear strength of emission from the P0 species with respect to X
emission, we identify this feature as arising from a biexciton (XX) state. Under conditions
of full thermal equilibrium (neglecting any possible rise in temperature with increased ex-
citation fluences), we would expect a quadratic relation between the density of biexcitons
and excitons, i.e., IXX ∝ IαX with α = 2. However, in quantum-well systems, for which
biexcitons have been extensively studied [39], exponents of α = 1.2 − 1.9 are typically
observed and attributed to the lack of equilibrium between the states [59, 60]. Specifically,
in Section 3.9, we present our simulation using exciton-biexciton coupled rate equation
to reproduce the observed superlinear power dependence.
For a more detailed analysis of all emission features, the complete fluence dependence
of each emission features are shown in Fig.3.2. We can describe the fluence dependence
of the emission of these species over the measured range of fluences adequately by a sim-
ple power-law relation. The inferred exponents are αX = 1.20, αX− = 1.12, αXX =
1.67, αP1 = 0.92, αP2 = 0.82, and αP3 = 0.86. The key observations are that the exciton
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Figure 3.2: a, PL intensity of the excitonic (X,X−andXX) and b, defect-related
(P1, P2andP3) features as function of applied fluences, with exponents of αX =
1.20, αX− = 1.12, αXX = 1.67, αP1 = 0.92, αP2 = 0.82, and αP3 = 0.86. The dashed
lines represent a linear dependence (α = 1) for comparison.
and trion peaks exhibit slightly superlinear growth with fluence, while the defect peaks
P1, P2, and P3 show sublinear variation. The sublinear growth of the defect-related states
is understood in terms of partial filling of the available defect sites. The slightly superlin-
early growth of the exciton and trion peaks is then be attributed to the loss of exciton and
trion population to the defect states at low densities. The sublinear growth of the defect
states thus induces a slightly superlinear growth of the exciton and trion populations with
fluence.
We note that our analysis may underestimate the true rate of increase of the biexci-
ton feature with fluence, since we have not allowed for any possible contribution to our
measured P0 signal from defect states near P0. For cw excitation of heavily n-doped sam-
ples, a PL feature has been reported at an emission energy of 1.69 eV [56]. This feature
may contribute to the apparent strength of P0 at lower fluences, thus reducing the rate of
increase of the P0 intensity with fluence.
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3.3 Ultrafast Dynamics
To further examine the biexciton state, we have investigated its dynamics using TRPL. In
Fig. 3.3a, we compare TRPL traces for XX emission with those from the excitonic states
(X,X−) and from the strongest defect species (P1, P2). All of the time traces can be fit to
a rapid rise, comparable to the instrumental response, but the decay times differ strongly.
The lifetimes of the exciton, trion, and biexciton states are 10s of ps, while the emission
lifetime for P1 and P2 defect features exceeds 100 ps. This result provides further evidence
for the validity of the assignment of theP0 emission as arising from biexcitons, rather than
from any type of defect state. The short emission times of X,X− and XX features are
compatible with the lack of full thermal equilibrium between the exciton and biexciton, as
mentioned above. The emission times of the exciton and biexciton states were investigated
as a function of the pump fluence. No appreciable variation in the emission time with
fluence was observed. The result indicates that depletion of excitons by an exciton-exciton
annihilation process [61, 62] is not significant under our experimental conditions.
We can use the inferred single exciton dynamics to predict the biexciton dynamics
and compare with the observed biexciton TRPL. Under the assumption of full thermal
equilibrium, the biexciton density NXX will vary quadratically with the exciton density
NX at all times [63]. From the measured dynamics for NX , we then predict the TRPL for
biexciton emission (Fig. 3.3b), which clearly does not match experimental results. On the
other hand, the measured biexciton TRPL is compatible with predictions (Fig. 3.3b) of a
non-thermalized model based on a simple rate-equation:
dNXX
dt
= βN2X − γNXX (3.1)
Here β = 1.1cm2/s represents the biexciton formation rate from collisions of exci-
tons, where we have assumed in the analysis that each absorbed photon initially produces
32
Figure 3.3: a, Time-resolved PL traces for X,X−, XX, P1 and P2 species (dots, with solid
lines as guides to the eye) and the IRF. The two defect-related peaks, P1 and P2 have decay
times > 100 ps, whereas the X,X− and XX features decay rapidly. Based on a single
exponential fit, the emission lifetimes are τX = 14 ps, τX− = 25 ps and τXX = 31 ps,
with uncertainties of ±5 ps. b, Experimental TRPL for the biexciton species compared
with the expected behaviour based on the measured exciton dynamics. The green line is
a fit based on an equilibrium model with a quadratic relation between the biexciton and
exciton populations. The blue line is based on the rate equation Eq. 4.1
an exciton. Using kinetic theory for thermalized excitons, we infer from β¹ a cross-section
for biexciton formation of ∼ 4nm, comparable to the exciton Bohr radius [65]. Our fitting
procedure yields a biexciton relaxation time of γ−1 = 27ps, which is attributed primarily
to non-radiative decay channels. In section 3.9, we will presents an expanded discussion
on the coupled exciton-biexciton coupled rate equation. From the results of this simpli-
fied rate equation, the biexciton dissociation process is suppressed at low temperatures,
as discussed below. This effectively decouples the exciton and biexciton dynamics, per-
mitting a longer lifetime for biexcitons than for excitons. A similar experimental finding
of longer biexciton than exciton lifetime has been previously reported in the literature for
(Zn, Cd)Se/ZnSe quantum wells [66].
¹Please refer to our original paper [64] methods for details
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3.4 Polarization Dependence and Valley
Configuration
The nature of biexcitonic states and the valley occupancy of these states can be probed
through investigation of the polarization characteristics of the photoluminescence. To
this end, we used near-resonant circularly polarized excitation (Methods) to produce ex-
citons preferentially in one valley (K or K’) [37, 38, 67]. For low exciton density under cw
laser excitation, the X , X−, and defect-related emission peaks are observed (Fig. 3.4a); at
high exciton density produced by pulsed laser excitation, we also observe XX emission
(Fig. 3.4b). The peaks for X , X− and XX (under pulsed excitation) all exhibit signif-
icant circular polarization. The two major defect-related emission peaks, on the other
hand, show no measurable circular polarization character. This result provides additional
evidence that defects do not play a role in the peak identified as the biexciton.
The polarization of the biexciton emission also reflects the valley character of this
many-body state. Exchange and correlation effects could induce differences in the sta-
bility of biexcitons formed from two excitons in the same valley or in opposite valleys.
For near-resonant excitation with circularly polarized light, we observe biexciton emis-
sion with both the same and opposite circularly polarized state (Fig. 3.4b). We expect
the former to arise more strongly from intravalley excitons than the latter. The biexciton
emission spectra for these two cases, as well as for linearly polarized excitation and exci-
tation with higher photon energy, are indistinguishable. The measurements thus suggest
that both intra- and intervalley biexcitons can be formed and that they exhibit the same
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Figure 3.4: a, b, PL spectra for the same (blue) and opposite (red) circularly polarized
states for the WSe2 monolayer at 15K . The emission energies for neutral (X), charged
(X−) excitons and the biexciton (XX) state are indicated by dashed lines. a, Results for
low exciton density with cw excitation at a photon energy of 1.92 eV . Defining the degree
of circular polarization as ρ = [I(σ+) − Iσ−]/[I(σ+) + I(σ−)], where σ± demotes the
polarization state detected for σ+ excitation, we obtain ρ(X) = 0.20 and ρ(X−) = 0.38,
whereas |ρ| < 0.05 for the defect states. b, Results for high exciton density with pulsed
excitation at a photon energy of 1.82 eV . The biexciton feature is now present in the
PL spectra and exhibits significant circular polarization, with ρ(XX) = 0.16. The other
features show similar behaviour as for the case of low excitation density, with ρ(X) =
0.30 and ρ(X−) = 0.50, whereas |ρ| < 0.005 for the defect states.
3.5 Biexciton Binding Energy
Taken together, the observed fluence dependence, temporal dynamics, and circular po-
larization properties of the P0 feature provide strong evidence for its assignment as a
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biexciton feature. We now consider experimental observations related to the biexciton
binding energy.
The biexciton binding energy is defined as the difference in energy between two free
excitons and the biexciton state: ∆XX = 2EX − EXX . We determine EXX through ob-
servation the biexciton photoluminescence at energy hωXX/2π and information about
the remaining excitation in the material. If we assume that radiative decay of the biexci-
ton produces an exciton, then EXX = hωXX/2π + EX = hωXX/2π + hωX/2π, where
hωX/2π denotes the exciton emission energy. Thus, the biexciton binding energy is given
by the spectral shift: ∆XX = hωX/2π−hωXX/2π = 52meV . We note that in this system
there are other types of excitons, i.e., trions and dark excitons [68]. We will then discuss
the possible influence on biexciton binding energy from these species in details in Section
3.9.
Finally, it is instructive to compare the biexciton binding energy in WSe2 monolayers
with that of conventional quasi-2D structures. The value of ∆XX = 52meV for the for-
mer exceeds that found in III-V quantum wells by almost two orders of magnitude [39].
This remarkably large ∆XX must, however, be considered in light of the overall strength
of the Coulomb interactions. If we normalize ∆XX in WSe2 to the exciton binding energy
in the same system, recently reported as 370 meV [15], we obtain a ratio, the so-called
Haynes factor, of 0.14. This ratio is similar to that found in quantum-well systems. The
large ∆XX in monolayer WSe2 thus scales with the overall strength of the Coulomb in-
teraction.
3.6 Biexciton Thermal Stability
We investigated the stability of the biexciton using temperature-dependent PL measure-
ments. Under the same excitation condition, the biexciton emission intensity shows a
plateau at low temperature, but decreases significantly for temperature T > 70K(Fig. 3.5).
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Figure 3.5: The squares show the relative PL emission measured from the biexciton state
as a function of sample temperature for an applied laser fluence of 0.8µJ · cm−2. The
solid curves are predicted emission strengths based on the thermal dissociation model
described in the text for the indicated energies Ea and pre-factors 0
Several factors can contribute to the variation in emission strength with temperature,
including changes in the radiative rate and emission time of the biexciton species. As
noted above, the measured emission time did not exhibit significant dependence on tem-
perature. The variation of the biexciton radiative rate with temperature is not as directly
accessible to measurement. The observed variation in biexciton emission with tempera-
ture is, however, unlikely to originate from this effect. Indeed, within the relevant tem-
perature range (10 K - 70 K), the measured biexciton emission line width exhibited little
variation with temperature.
In view of these considerations, we expect that the observed variation in PL intensity
with temperature is predominantly a reflection of the biexciton population. The charac-
teristic increase and saturation in emission with decreasing temperature are compatible
with full thermal equilibrium between free excitons and the biexciton species. However,
the plateau in biexciton emission at low temperature would then imply a strong depletion
of free excitons, which is precluded by the PL data.
We can, however, explain the observed trend in the temperature-dependent PL based
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on a simple model of biexciton formation in competition with thermal dissociation. Full
thermal equilibrium is not achieved because of the short lifetime of the exciton and biexci-
ton species. Since the dominant effect is the thermal activation of the dissociation process,
we neglect, as a simple approximation, the temperature dependence of the biexciton for-
mation rate. We can then model the formation of biexcitons as a function of temperature
by equation:
γ(T ) = τ−1XX + k0exp (−Ea/kBT ) (3.2)
where we take all parameters except the biexciton dissociation rate γ as temperature
independent.
This trend can be explained by a model in which biexcitons have a roughly constant
rate of formation as a function of T, but exhibit a thermally activated dissociation channel,
corresponding to a decay rate in Eq. 3.2 of the form γ(T ) = τ−1XX + k0exp (−Ea/kBT ).
The observed temperature dependence is compatible with activation energies Ea from 30
– 50 meV.
3.7 Data from Samples of Different Conditions
We further extended our investigation of biexcitons in samples of different dielectric en-
vironments and in different dielectric environment.
3.7.1 Sample at Different Dielectric Environment
Reduced dielectric screening between charges in the sample is expected to enhance the
exciton binding energy and to result in a correspondingly larger biexciton binding en-
ergy. We have examined this issue by studying the influence of the external dielectric
environment on the biexciton emission feature. In particular, we have prepared a freely
suspended WSe2 sample for comparison with the original WSe2 samples supported on ox-
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idized silicon wafers. As shown in Fig. 3.6, the spectral shift between the exciton and biex-
citon peak implies that the exciton binding energy increases by 1.7 meV for a suspended
sample compared to a sample supported on the oxide surface. Difficulties in fabrication
limited our study to a single suspended sample. The reproducibility of our measurement
of the biexciton binding energy, however, suggests that this relatively small observed
change in binding energy is a robust quantity: from the spectral shifts of the exciton
/ biexciton emission features, we obtained binding energies for the three different sup-
ported samples of 52.8 meV, 52.4 meV and 51.7 meV, with a standard deviation of just 0.6
meV. We expect no greater uncertainty in the determination of the binding energy of the
suspended sample.
The observed enhancement of binding energy is thus ∼ 4% for the suspended sam-
ple compared to a supported one. In addition to the fact that we are only changing the
external medium on one side of the sample, such relatively small difference might also re-
flect unintentional water adsorption on samples (both supported and suspended), which
would further reduce contrast of dielectric screening between the suspended and sup-
ported samples. We note that defect emission peaks in Fig. 3.6, unlike the biexciton peak,
do not show any change in energy relative to the exciton feature, further confirming the
difference in the origin of the biexciton peak.
3.7.2 Sample at Different Doping Level
We have also examined the influence of carrier doping on the biexciton feature. To this
end, we also prepared and characterized an electrostatically gated WSe2 monolayer. When
biased to achieve strong n-doping for comparison with ungated sample, the PL was found
to be dominated by charge-related emission features (Fig. 3.7), as discussed by A. Jones et
al. [56]. Unintentional doping effects prevented study of the p-doped region.
Interpretation of these measurements is complicated by the fact that fabrication of the
device induces degradation of the sample. This in turn causes strong photodoping effects
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Figure 3.6: The black and red solid curves are, respectively, PL spectra of supported and
suspended samples under pulsed laser excitation. The spectra have been shifted to match
the energy of the neutral exciton emission (blue dashed line). The biexciton emission ener-
gies are marked by black (supported) and red (suspended) dashed lines. The spectral shift
of biexciton emission with respect to neutral exciton emission for suspended samples ex-
ceeds that for supported samples by 1.7meV , implying a higher biexciton binding energy
for the former. The spectral shifts for emission from defect-related states are unchanged
for the two cases (gray dashed lines).
under laser excitation, in addition to the pronounced defect-related emission described
above. For these reasons, we were not able to identify any spectral shift in the biexciton
emission peak with doping.
The data in Fig. 3.7 does, however, indicate that the biexciton peak is significantly re-
duced in strength relative to that found in ungated samples. In particular, the dominant
emission feature in the strongly doped sample is the trion feature. This result is com-
patible with our assignment of peak P0 as the biexciton. At high doping levels, rather
than initially forming neutral excitons, the sample will contain almost exclusively trions.
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Figure 3.7: a, PL spectra for a low doping level and b, for heavy n-doping. For each
case, emission spectra are presented for low and high excitation fluence, normalized to
the same peak emission strength in each case. For the lightly doped case, an emission
component (red curve) is present at the energy of the biexciton peak for high excitation
fluence, which is absent at low excitation fluence. For the case of the highly doped sample,
the spectrum is dominated by emission from the trion at both high and low fluence. There
is only a small emission component corresponding to the biexciton (red curve).
Unlike the case for collisions of neutral excitons, we expect that for these charged entities
there will be a large Coulomb barrier to the formation of biexcitons. This would lead to
the formation of far fewer biexcitons, just as observed experimentally. Thus, although
we are unable to observe spectral shifts of the biexciton under gating analogous to the
influence of dielectric screening described above, the results of our study with respect to
the biexciton emission strength also support our assignment of the biexciton feature.
3.8 Variational Calculation
To obtain deeper physical insight into the biexciton state, we collaborated with theory
group to perform quantum-mechanical calculations of these correlated four-particle states
(as depicted in Fig. 3.8a). Since I didn’t contribute to the theoretical calculations, I will
simply list the main results for the completion of this topic. Please refer to our original





























Figure 3.8: a, Schematic representation of biexciton as four-body quasiparticles. With
increasing exciton density, biexcitons are formed from excitons. b,Real-space representa-
tion of the biexciton projected onto the WSe2 plane as determined by the variational cal-
culation. The red regions indicate distribution of the total charge of the two electrons in
the biexciton when the two holes (blue spikes) are fixed at a typical separation of 3.3nm.
The scale bar is 1nm.
Although biexciton states have been previously investigated for quasi-2D sys-
tems [69–71], the results cannot be directly applied to the TMDC monolayers because of
the distinctive character of the e-h interaction in these atomically thin materials. As has
been discussed in the recent theoretical literature [65, 72] and revealed in the spectrum
of the excited exciton states [13–15], the strongly inhomogeneous dielectric environment
gives rise to a non-local screening effect for the e-h interaction potential: the screening is
strong at short range, but weak at long range. Using a biexciton Hamiltonian with such
an e-h interaction potential, we have carried out a variational calculation that yields a
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biexciton binding energy of 37 meV for WSe2. Based on comparison with existing numer-
ically exact results for a conventional screened Coulomb potential [73], we expect that
the true biexciton binding energy should exceed our variational bound by an additional
40-50%. This yields a predicted ∆XX ∼ 50−60meV , in good agreement with experiment.
The nature of the biexciton states in WSe2 monolayers is elucidated by examining
the real-space structure of the biexciton complex predicted by our variational calculation.
The biexciton consists of two distinct excitons, each with a Bohr radius equal to that of a
single exciton (1 nm), separated by a distance 3-4 times larger (Fig. 3.8b). Given the large
separation between charges, the screening of the Coulomb interaction will be strongly
influenced by that of the external media, rather than the intrinsic screening of the WSe2
monolayer. We thus expect the biexciton states to be particularly sensitive to the nature
of the surrounding media.
3.9 More Discussion of Experimental Conditions and
Interpretation
Estimation of Exciton Density
For the 3.06 eV excitation, we computed the applied laser fluence on the sample using
the measured spot diameter of 1.4µm produced by a 40× microscope objective. Taking
into account the influence of the substrate and the dielectric function of the WSe2 mono-
layer [74], we find that the absorbed fluence is 2.2% of the applied fluence. An upper
bound for the exciton density is obtained assuming full conversion of the absorbed pho-
tons into excitons. This is likely an overestimate of the true exciton density, since recent
reports indicate incomplete relaxation of carriers produced at higher photon energies to
band-edge excitons [75]. The pump laser radiation, in addition to producing excitons,
can potentially change the nature of the sample by altering the charge density (through
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photodoping) or the temperature (through heating effects). Although some photodoping
was observed, the degree of photodoping was essentially independent of laser fluence, as
will be explained below. Hence, this process does not influence the measured fluence-
dependent properties. Similarly, equilibrium heating was shown to be negligible based
on the lack of spectral shifts.
Photodoping Effects
Photodoping effects are known to occur in TMDC samples prepared as in our studies [67].
Such possible changes in doping level with laser excitation could complicate interpreta-
tion of our fluence dependent measurements. We investigated this effect by examining
the relative strength of charged and neutral exciton emission, as well as by following
changes in the emission energy of the charged exciton, which is known to be sensitive to
the doping level [56]. We did, in fact, observe a slight photodoping effect for excitation
with the 3.06-eV pulsed laser. We saw an increase in relative emission of the charged exci-
ton compared to the neutral species, as well as a shift of about 1 meV in the trion emission
energy compared to the behavior for cw laser excitation at a lower photon energy (1.92
eV). The photodoping effect was, however, essentially saturated at the lowest excitation
fluences used in our pulsed laser measurements. This is confirmed by the lack of any shift
in the trion emission energy (< 1meV in Fig. 3.1a and b) or any meaningful alteration of
the ratio of charged to neutral exciton emission (Fig. 3.2). Thus, there is no appreciable
change in doping induced by a variation of the pump laser fluence, which is the critical
question for analysis of our fluence dependence. We also confirmed the unimportance




The laser pump radiation could, in principle, also give rise to heating, either as a cu-
mulative effect or as a transient response from a single excitation pulse. In either case,
assuming full thermal equilibrium, we can estimate the effective temperature rise based
on the photon energy of the exciton PL peak. From the lack of spectral shifts (< 0.5 meV)
of this feature in Fig. 3.1b in the main text, we obtain an upper bound of 5 K for the laser-
induced heating at peak fluence (using the measured shift of 0.1 meV/K in the relevant
temperature range). Since the spectral shifts are assumed to be related to the phonon
temperature, these observations do not exclude the possibility of initial hot carrier effects
in the materials.
Calibration of Circular Polarization
To obtain accurate measurements, care was needed to ensure that the pump light arriving
on the sample was circularly polarized and also that the measured components of the PL
truly corresponded to the two circularly polarized components of the light emitted from
the sample. The complications arise from wavelength-dependent depolarization effects
associated with the optical objective and the beam splitter, which deflects the emitted
radiation from the path of the incident light, as well as from the polarization sensitivity
of the CCD detector. For the case of the laser excitation, the polarization of the pump
radiation is pre-compensated with a variable wave-plate adjusted to ensure that the light
at the sample surface is precisely circularly polarized.
For detection of the photoluminescence, we made use of a Fresnel rhomb and a lin-
ear polarizer to analyze both circular polarization states. We performed calibration mea-
surements using white light separately prepared in both circularly polarized states and
directed from the sample position towards the detection system. The spectra measured
for the two analyzer settings corresponding to the nominally circularly polarized states
for these defined source polarizations were used as wavelength-dependent calibration
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factors.
Spectral Analysis of Biexciton Binding Energy
We have already discussed the case when the biexciton are composed of two bright ex-
citons, inferring the 52 meV spectral shift as the biexciton binding energy. In fact, in
addition to the bright A excitonic states (X), theory predicts the existence different types
of dark excitons [25, 33] (intra- and intervalley), which we denote generically asX’. These
dark states may have energies similar to or few 10’s of meV lower than the bright exci-
ton states. Here we consider how these dark states may be involved in the formation of
the observed biexciton state and how this influences the interpretation of the biexciton
binding energy in terms of spectral shifts. In addition to the formation of the observed
biexciton state from two bright excitons (X +X), we also consider the production of the
biexcitons from a bright and a dark exciton (X + X’). We exclude the possibility of a
biexciton produced from two dark excitons. We assume that such a state will have a low
radiative rate and would not correspond to the emissive biexciton state that we observe
in our PL measurements. We now generalize our definition of binding energy ∆XX to
one that reflects the difference in energy between the initial state of two excitons and the
final state of a single biexciton in the two cases:
EX + EX = EXX +∆XX (3.3)
or
X + E ′X = EXX +∆XX , (3.4)
where EX(E ′X) is the energy of bright (dark) exciton, and EXX is the energy of the
observed biexciton state. To relate these definitions to experimentally measurable quan-
tities, we obtain information about the energy of the biexciton by consideration of the
radiative decay process. We assume that emission of a photon from the biexciton elimi-
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nates the bright exciton component. Then in the two cases above, we have
EXX = hωXX/2π + EX (3.5)
or
EXX = hωXX/2π + E
′
X (3.6)
From the above equations, we then find that the binding energy is given in either case
by the spectral shift between the bright exciton and biexciton emission, namely,
∆XX = EX − hωXX/2π = hωX/2π − hωXX/2π, (3.7)
where hωX/2π = EX denotes the emission energy of the bright exciton state. We
note that the same argument holds if we replace the dark state with a trion. This scenario,
however, appears to be unlikely, since charged biexcitons in 2D systems (specifically in
the scenario of quantum wells) are predicted to be unstable when formed with electrons
and holes of similar mass [73].
Exciton-biexciton Coupled Rate Equation Model
Here we present modeling of fluence dependence of the biexciton and exciton emission
features and temporal dynamics in terms of coupled rate equations, expanding on the
discussion provided in Section 3.3. Eq. 3.2 in the main text is a simplified version of a
more complex set of coupled rate equations that have been introduced in the literature to
describe exciton and biexciton populations [63]. The full set of equations include terms
for biexciton formation, decay, and dissociation. These coupled rate equations predict
quadratic biexciton and linear exciton density variation with laser fluence at lower densi-
ties, but sub-quadratic behavior and sublinear behaviors at sufficiently high laser fluence
(exciton densities). The deviation at high laser fluences arises from a depletion effect and
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was cited to explain the observed super-linear, but sub-quadratic behavior of biexciton
emission in prior research [63, 66].
Apart from possible depletion effects, in our case, the photon energy of the laser exci-
tation is about 1 eV higher than that of the exciton. This suggests that hot carrier effects
could be significant. In particular, we expect that an increase in exciton kinetic energy
with pump fluence, particularly in the initial period of incomplete equilibration. The in-
creased exciton kinetic in turn increases the amount of energy dissipation required to form
the bound biexciton state and is expected to lead to a reduction in the biexciton formation
rate. Indeed, the role of such exciton heating effects on the formation of biexcitons has
been considered by D. Birkedal et al. [60] to explain the sub-quadratic power dependence
of the biexcitons observed in quantum wells. In this work, the authors could identify the
presence of carrier heating effects from detailed signatures in the spectroscopic widths of
different emission species.
As a simple model of this heating effect in our experiment, we assume the biex-
citon formation rate β introduced in the main text varies with exciton fluence F as
β = β0/[1 + F/F0], where the parameter F0 characterizes the fluence at which the re-
combination rates drops to half its low fluence value. Including this effect, we can then
apply the standard coupled rate equations in the literature [63] to describe simultaneously
the fluence dependence and the temporal dynamics observed in our measurements. (As
discussed in the main text, we expect that the biexciton thermal dissociation rate to be
negligible for the low temperature measurements and have, for clarity, omitted this term
from the rate equations.) The temporal evolution of exciton density NX and biexciton
density NXX are then governed by the coupled equations:
dNX
dt
= −γXNX + γXXNXX − 2γN2X (3.8)
dNXX
dt
= −γXXNXX + βN2X , (3.9)
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Figure 3.9: The main figure shows the biexciton emission plotted logarithmically against
the exciton emission strength. The blue points are the experimental data and the red trian-
gles are the results of solving the coupled rate equation model with a fluence-dependent
biexciton formation rate β = β0/[1 + F/F0]. Here F is the excitation fluence and
F0(= 5µJ/cm
2) is fluence at which the recombination rates drops to half its low flu-
ence value. The model also simultaneously fits the temporal dynamics of the biexciton
and exciton emission, as shown in the inset. The solid points represent the experimen-
tal data (for a fluence of F = 8.1µJ/cm2 ) and the solid curves are the results of the
simulation with β0 = 1.0cm/s, γ−1X = 7 ps, and γ−1XX = 27 ps.
where β = β0/[1+F/F0] with γX and γXX representing, respectively, the density in-
dependent decay rates for the exciton and biexciton populations from combined radiative
and non-radiative channels. The decay of the biexciton is assumed to lead to the gener-
ation of an exciton. In integrating Eq. 3.8 and 3.9, we assume an initial exciton density
given by the density of absorbed pump photons. The exciton population is taken to rise
instantaneously in accord with the sub-picosecond duration of the excitation pulse.
These simple rate equations allow us to reproduce the key experimental result of the
relation between the biexciton and exciton emission as a function of excitation density
(Fig. 3.9). We are also able to model the temporal dynamics of each species (Fig. 3.9,
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Figure 3.10: Numerical simulation of exciton and biexciton temporal dynamics from the
coupled rate equations. a, Exciton and b, biexciton dynamics after excitation with a short
pulse based on Eq. 3.8 and Eq. 3.9. The results are convoluted with our IRF for compar-
ison with experiment. Idep denotes the fluence at which depletion of excitons becomes
significant, with comparable exciton and biexciton populations. As the pump fluence is
increased, the model predicts little change in the biexciton dynamics, but a slight increase
in the exciton lifetime.
Figure 3.11: Experimental results for the exciton and biexciton temporal dynamics. a,
Time-resolved exciton photoluminescence for the two indicated pump fluences and b,
the biexciton dynamics at the higher pump fluence. At the lower fluence, the biexciton
emission is too weak to record the dynamics. The sample temperature was 10K .
inset). For a comparison of the predicted temporal dynamics with experiment, we have
convoluted the results of the model with the IRF for the time-resolved PL measurements.
Since the exciton and biexciton populations are coupled through Eq. 3.8 and Eq. 3.9,
their recombination dynamics are expected to exhibit dependence on the pump fluence.
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Fig. 3.10 shows that within the range of experimentally relevant pump fluences, there
is, however, essentially no predicted change in biexciton emission dynamics; the exciton
emission lifetime increases slightly with increasing excitation fluence as a consequence
of the biexciton decay into an exciton.
In our experimental data, there seems a weak trend for the exciton lifetime to increase
at higher pump fluence (Fig. 3.11a). Unfortunately because of the weak biexciton PL at
low fluence, we are unable to obtain a time trace of the biexciton emission time in this
regime.
3.10 Conclusions and Perspectives
The results presented here demonstrate that under appropriate conditions the strongest
channel for light emission can occur through a biexciton channel. The prominence of such
four-body correlated states in the material reflects the unusual strength of many-body
interactions in atomically thin TMDC semiconductors. Monolayer TMDC materials are
thus very favorable candidates for other many-body processes, such as multiple-exciton
generation [76], and for the creation of new higher-order correlated states, such as exciton
condensates or the recently introduced dropletons [77]. The existence of the degenerate K
and K’ valleys also offers the possibility of creating optically bright biexciton states with
pairs of carriers in distinct valleys. This not only induces new types of quantum coherent
excitation within the solid, but also offers the possibility of the creation, through cascaded




Influence of Dark Excitons on Optical Properties: Thermal
Activation of Bright Exciton Population in Monolayer WSe2
Due to the large SOC in monolayer TMDCs, both the conduction band and the valence
band are spin split at K/K’ valleys . Consequently, in WX2 monolayers, the lowest energy
excitonic states are expected to be optically dark according to calculational results. This
chapter and the following Chapter 5 will present an indirect and direct way to probe and
identify these dark excitons. The presence of such lower energy dark states has a huge im-
pact on the optical properties and reduces the effective radiative rate in WX2 compounds.
On the other hand, these dark excitons provide a route to highly stable excited states with
ultralong lifetime, making them an important platform to produce novel quantum states
of matter.
4.1 Physical Origin of Dark Excitons: Conduction
Band Splitting
In TMDC monolayers, the strong SOC splits the bands at K/K’ valleys, where the direct
band-gap occurs, into states with well-defined electron spin perpendicular to the plane of
the crystal. In contrast to the large and widely discussed splitting of the valence bands
(VBs), the weaker splitting of the conduction bands (CBs) haven often been ignored. This
is because at the zeroth order approximation, only contributions from dz2 orbitals are
considered for CBs , therefore yielding an zero SOC strength.
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Figure 4.1: Schematic illustration of WX2(left) and MoX2(right) band structures in the
vicinity of K valley in Brillouin zone. The blue and red color indicates the up and down
spin polarization of bands. The spin-split bands are labeled as shown. The band structure
in K’ valley is the time-reversal version of that in K valley.
However, after including higher-order contributions, we would actually get a CB split-
ting around 10% of that of the VB. There are mainly two terms that are competing in the
contribution to this CB splitting[25]. The first arises from the firt-order term of p orbitals
of the chalcogen atoms; the second is the second-order coupling to the remote bands of
dxz and dyz orbitals of the transition metal atom. When we compare MoX2 and WX2,
the spin ordering of the split CB bands is opposite for W and Mo compounds, which is
distinctly different from the case of VB splitting. Qualitatively, this could be understood
by noticing that W atom is heavier than Mo atom, and therefore the second term (from
dxz and dyz orbitals) weights heavier for WX2 compounds. As depicted in Fig. 4.1, near
the K and K’ points in Brillouin zone, the band polarization in the highest VB is opposite
to that of the lowest CB in WX2, while for MoX2 the ordering is reversed.
54
Figure 4.2: Schematic of the WSe2 band structure near the K and K’ points in Brillouin
zone. Blue(red) color indicate the sz = +1(−1) spin polarization of the corresponding
bands. The spin-split bands are labeled as according to their relative energies. Dashed
lines indicates the two types of dark excitonic states that have lower energies compared
to the bright excitonic ground state. The intravalley dark excitons, i.e., |Ke↑Kh↑⟩, and the
intervalley dark excitons, i.e., |Ke↑K ′h↓⟩.
4.2 Intravalley and Intervalley Dark Excitons
As explained the Chapter 1, because optical transitions in semiconductors in general occur
without change in the spin state of the electron, only excitons with total zero spin are
considered optically bright. The non-degenerate spin bands can consequently give rise to
manifolds of optically allowed and forbidden transitions. We have in total 2 spin indexes
and 2 valley indexes. Considering that VB2 has hundreds of meV higher energy compared
to VB1 (as labeled in Fig. 4.2), here we are only interested in the relevant states involving
the lower-energy VB1. Furthermore, because of the time-reversal symmetry, we could
simplify our consideration by counting the excitons with hole in one valley only (for
example, here we take K valley). The case with hole in K’ valley would then just be the
time-reversal mirror of that in K valley. Below we will only consider these 4 excitonic
states (from 4 degrees of freedom of the photoexcited electron) and compare their energy
levels.
Taking the complete band structure as shown in Fig. 4.1, the lowest energy optically
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allowed transition is KVB1 → KCB1 in WX2, and KVB1 → KCB2 in MoX2. This is the only
bright excitonic states, and the other 3 states are all optically dark. Depending on their
valley configurations, we can classify them into intravalley dark excitons and intervalley
dark excitons. Among them, the ones of the most interest are the those having a lower
energy compared to the bright states. In a single particle picture, bright states in MoX2
already occupy the lowest energy. As illustrated in Fig. 4.2, in WX2, the lower energy
dark states corresponds to intravalley transition KVB1 → KCB2(excitons of |Ke↑Kh↑⟩)¹ and
another with intervalley configuration KVB1 → K′CB2 (excitons of |Ke↑K ′h↓⟩). They are op-
tically forbidden states due to different physical origin: the intravalley one corresponds
to a spin-forbidden transition; the intervalley one is dark because it possesses crystal mo-
mentum of K.
4.3 Experimental Methods
We investigated monolayers of WSe2 (and, for comparison, of MoS2) prepared by mechan-
ical exfoliation of bulk crystals. For supported samples, we used a Si substrate with 285 nm
SiO2 overlayer, while suspended samples were exfoliated directly over etched holes in the
same substrate. We also examined samples with variable charge density in a field-effect
transistor structure. For this case, we applied a potential between the sample, connected
by Ti/Au electrodes formed by e-beam lithography, and the Si substrate. Photolumines-
cence spectra was measured using a microscope coupled to a spectrometer with a CCD
detector. For the TRPL measurements, we utilized time-correlated single photon count-
ing. A frequency-doubled modelocked Ti:sapphire laser provided pulsed laser excitation
of 100 fs duration and 400 nm wavelength at a repetition rate of 80 MHz. Throughout the
experiment, low excitation fluence (< 1.2µJ · cm−2) was used to avoid such phenomena
as exciton-exciton annihilation [61, 62, 78] and biexciton formation [64], which are know
¹The hole spin is defined as the opposite to that of the corresponding electron. For example, after
excitation of a spin up electron, the left-behind hole has spin polarization pointing down.
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to occur at high exciton density.
4.4 Abnormal Temperature Dependence of PL
Intensity:WSe2 vs MoS2
We first present results of the temperature dependence observed in a time-integrated pho-
toluminescence from monolayer WSe2. This measurement already indicates the presence
of a dark state in this system. For a high-quality suspended monolayer, the PL spec-
trum is dominated over the relevant temperature range by emission from the neutral A
(band-edge) exciton [Fig. 4.3a], with a weak charged exciton emission feature emerging
at low temperature. Fig. 4.3b displays the significant decrease in the A exciton PL inten-
sity observed when cooling from room temperature down to 110K . The decreasing PL
with decreasing temperature suggests that there is a lower-lying dark state that quenches
emission from the bright states. Since the trend in the PL is similar for excitation both
with near-resonant and higher-energy photons, the possible temperature dependence of
the transfer efficiency [75] from the initially excited state to the band-edge exciton stats
appears to be insignificant under our experiment conditions (see analysis in section 4.9).
Similar quenching of the PL intensity with decreasing temperature has been observed in
semiconducting single-walled carbon nanotubes [49, 52, 53] and attributed to theoreti-
cally predicted [50, 51] lower-lying dark states. By way of comparison, for a MoS2 mono-
layer, precisely the opposite trend in the temperature dependence of the PL is observed:
we find that the PL intensity of monolayer MoS2 increases with decreasing temperature,
in agreement with previous reports for monolayer MoS2 and MoSe2 [79–81]. The behavior
of MoX2 can be understood on the basis of improved exciton-photon coupling associated
with a larger fraction of the excitons lying within the radiative cone at reduced tempera-
ture [82]. Such drastic contrast in the temperature dependence of PL between WX2 and
MoX2 was also reported by other groups [81, 83].
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Figure 4.3: a, PL spectra of suspended monolayer WSe2 at different temperatures, excited
by pulsed 400nm radiation. To facilitate comparison, the spectra at temperatures above
110K have been shifted horizontally to align the A exciton emission feature (dashed line).
The spectrum at 260K has, for example, been blue shifted by 51meV . b, Comparison of
temperature dependence of the time-integrated PL intensity of WSe2 and MoS2. In both
cases, the maximum intensity is normalized to unity. Excitation for the MoS2 spectra was
provided by a cw 532-nm laser.
4.5 Temperature Dependence of PL Emission
Dynamics of WSe2
The observed temperature dependence of the time-integrated PL suggests the presence
of a lower-lying dark state in WSe2. Such a state would be preferentially populated at
low temperature. It would thus reduce the population in the higher-lying bright state and
the corresponding PL signal. While it is tempting to analyze the variation in PL intensity
directly in terms of the shift in the equilibrium population from the bright to the dark
state as a function of temperature, such measurements are, in fact, strongly influenced by
other factors. In particular, in addition to the expected variation of the radiative rate with
temperature alluded to above, competing non-radiative decay channels could also exhibit
a significant temperature dependence. The temperature dependence of these rates will
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Figure 4.4: TR-PL from a suspended monolayer of WSe2. a,Time traces for A exciton emis-
sion measured at several temperatures by time-correlated single photon counting. The ex-
citation is provided by a 400nm pulsed laser with constant pump power. The magnitudes
of the curves can be compared directly. The PL decay is fit (dashed lines) by the sum of
three exponential terms I = [A1exp (−t/τ1)]fast+[A2exp (−t/τ2)+A3exp (−t/τ3)]slow
convolved with IRF. The fitted time traces are indicated by black dashed lines. b, The
corresponding deconvoluted PL time traces. The fast and slow decay components can be
readily identified at all temperatures.
directly affect the observed time-integrated PL intensity. Further, to extract energy dif-
ferences between the bright and dark states from the measured temperature dependence
of the PL also requires that emission process be governed by equilibrium populations in
the different states. This situation will not apply immediately after the creation of excita-
tion in the material.
Below we make use of TRPL to address these important issues. Our approach is es-
sentially to measure the initial TRPL signal, choosing a time after the excitons have ther-
malized, but before significant population decay through slower non-radiative channels.
This initial thermalized TRPL signal is then directly proportional to the total exciton pop-
ulation in the bright state ². It only needs to be corrected for the radiative decay rate, the
²The total exciton population includes both excitons in the light-cone, and the large-momentum ex-
citons outside the light-cone. The temperature dependent radiative rate accounts for the varying ratio of
59
temperature dependence of which can be modeled by basic considerations of momentum
conservation.
The measured TR-PL traces from a suspended monolayer of WSe2 are shown in
Fig. 4.4a for selected temperatures. These data fit well to a rapid exponential decay
(< 10 ps), followed by a slower biexponential decay. The underlying decay dynamics
for each temperature, after deconvolution of the instrument response function (IRF), are
presented in Fig.2b. In our data, we observe for all temperatures one fast and one rela-
tively slow relaxation component for the A exciton emission. At room temperature, the
exciton relaxation time is long. With decreasing temperature, while some excitons decay
through slower channels (60 ps−1 ns), there is an increasing portion that relaxes on an
ultrafast time scale (< 10 ps). Eventually, at low temperature, the fast relaxation process
dominates, in agreement with previous reports [58, 78, 84]. The deconvoluted emission
dynamics in Fig. 4.4b reveal a clear distinction between the fast and slow decay compo-
nents.
4.6 Extracting and Fitting of the Temperature
Dependence of Bright Exciton Population
We interpret the fast decay component in the TR-PL as corresponding to an initial non-
thermalized regime. For our analysis, we consequently consider the longer-lived re-
sponse. The longer decay dynamics reflect both the radiative lifetime and non-radiative
decay channels. To further reduce the influence of these decay channels, the thermalized
emission intensity is extrapolated back to t = 0 and Ithermal(t = 0) is taken as propor-
tional to thermalized bright exciton population before any significant decay has occurred.
An example of this way of extraction is shown in Fig. 4.5. To convert the measured emis-
sion signal to a quantity proportional to the total exciton population in the bright state, we
excitons inside and outside the light-cone
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Figure 4.5: TR-PL from the measured sample at 200K after deconvolution with IRF. The
initial sharp decay are excluded because it represent the non-thermal component of the
PL. The shaded area is the part of emission that is considered thermalized Ithermal(with
slow decay time). Ithermal(t = 0) is taken for extraction of exciton population.
need to consider the temperature variation of the radiative relaxation rate. Considering
the momentum constraint for exciton recombination, only excitons within the radiative
light-cone can contribute to light emission. In 2D systems, this leads to a radiative rate
krad varying inversely with temperature [82, 85]. Therefore, the initial thermalized exci-
ton population in the bright state scales asNX ∝ Ithermal(t = 0)·k−1rad ∝ Ithermal(t = 0)·T .
We apply this method to extract the temperature variation of the exciton population
in the bright state for three different monolayer WSe2 samples, with varying doping lev-
els, defect densities, and prepared as suspended and supported layers. Data and analysis
on others samples are shown in the following session in details. Here, we first present the
summarized results in Fig. 4.6. Despite the different sample conditions, the variation with
temperature is consistent: with decreasing temperature, the thermalized exciton popula-
tion in the bright state decreases sharply. At temperature below 80K , excitons mostly
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Figure 4.6: Temperature dependence of the thermalized exciton population in bright
states, NX , for three different samples, compared to a fit (red solid line)of a simple two-
level model, with an activation energy of ∆ = 30meV . The red symbols correspond
to a gated sample tuned to close to charge neutrality, the green symbols to a suspended
sample, and the blue triangle to a supported sample on a SiO2/Si substrate. Both ungated
samples are unintentionally n-doped. The error bars reflect the inhomogeneity over dif-
ferent spatial regions of large supported samples.
recombine through the fast (hot) relaxation channel. There are extrinsic factors that might
contribute to a reduction of the A exciton population, including the possible formation
of trions and localized defect/trap states at lower temperature. The estimated densities
of these species are, however, too low to account for the observed quenching of neutral
exciton population, as manifested in their almost identical trends of thermal population
in various samples.
We first analyze the bright state population in a simple two-level model with a lower-





exp (−∆/kBT ) + 1
· const, (4.1)
with ∆ representing the bright-dark energy splitting. From fitting Eq. 4.1 to experi-
mentally determined variation of NX with temperature, we obtain ∆ = 30 ± 5meV , as
shown in Fig. 4.6. In our analysis, we have used the nominal sample temperature as rep-
resentative of the exciton temperature defining occupancy of the states. This approach is
justified by the fact that our TRPL measurements exclude the initial non-thermal regime,
and we fitted mostly to data above 80K³. From the lack of a shift in the PL emission
peak with laser fluence, and estimation of the maximum single pulse heating, we deduce
a temperature rise of less than 5K for laser induced sample heating. We also note that al-
though intervalley dark excitons could recombine radiatively through a phonon-assisted
process [86], we see no evidence for the corresponding lower-energy emission feature.
Significant emission at lower photon energies is present only at sample temperature below
70K , which we attribute to defect-related emission. This suggests the phonon-assisted
emission of the dark states is negligible under our experimental conditions.
4.7 Analysis of the charged and bound exciton states
in the low-temperature photoluminescence
The analysis presented above in section 4.6 is based on PL spectra obtained at tempera-
tures above 110 K. In this regime, the emission features associated with both the charged
exciton and excitons bound to defect states (appearing at lower energies than the A ex-
citon in the PL spectra) are weak. Here we extend our analysis to show that even at
temperatures lower than 100 K, the presence of these alternative lower-energy states for
the excitons does not account for the observed depletion of the A exciton state. In contrast
³Please refer to our paper [68]supplementary information part for a more detailed account.
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Figure 4.7: Temperature dependence of photoluminescence from a gated monolayer sam-
ple of WSe2, with measurements performed for a gate voltage near the point of charge
neutrality. a, PL spectra excited by a 647nm cw (left column) and the 405nm pulsed
(right column) laser sources for temperatures from 77, K to 250K . The spectra takuen-
taken with 405nm pulsed source indicates a somewhat higher doping level the higher
trion-to-neutral exciton peak ratio. b, The measured temperature dependence of the time-
integrated PL intensity of the neutral A exciton in monolayer WSe2 for excitation with
647nm cw radiation. The behavior is very similar to that observed for a suspended sam-
ple and presented in Fig. 4.3. The temperature-dependent emission from the neutral A
exciton in monolayer MoS2 (excitedation by a 532nm cw laser) is shown for comparison.
to the dark state, the density of defect states and free charges to form trions is sufficiently
low that they do not play a significant role in depleting the concentration of neutral bright
excitons.
To investigate the role of trions, we examined a back-gated sample with a doping
level tuned close to the charge neutrality point. The dominant emission arises from the
neutral A exciton [Fig. 4.7a and Fig. 4.7b], even at low temperatures. For the case of the
gated sample excited by femtosecond laser pulses at 405nm, the trion signal is somewhat
stronger due to a higher doping level from a photo-gating effect [67]. The trend in the
variation of the neutral A exciton emission with temperature is similar [Fig. 4.7b] to that
observed for the suspended sample, although the latter has a higher doping level, but a
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lower defect density. ⁴
Here we present a quantitative analysis of the trion population for comparison to that
of the neutral bright exciton. To interpret the emission strengths in the cw PL data in
terms of population, we need to know the emission time. Because of the weakness of
the trion emission (especially for the back-gated sample), it was difficult to measure the
temperature-dependent trion emission time experimentally. As a simple approximation,
we assume that trions have emission dynamics and radiative decay rates similar to those
of the neutral A excitons. Fig. 4.8 shows the inferred trion population compared to the
neutral exciton population as a function of sample temperature. Clearly, the decrease
in the neutral exciton population cannot be explained by a conversion of these species
into trions. Beyond the insufficient magnitude of the trion population, the temperature
dependence of the trion population deviates strongly from the “missing” neutral exciton
population (grey dashed line in Fig. 4.8).
The fact that trions do not play a role in the reduction of the neutral exciton popula-
tion of the gated samples is fully compatible with expected equilibrium behavior for trion
formation. Given the trion binding energy of about 30 meV [56], one can apply an equilib-
rium thermal analysis using the Saha equation to determine the charge density required
to explain the observed decrease in the neutral exciton population as the consequence of
the creation of trions. A charge density of ∼ 2× 1012cm−2 would be needed. The actual
doping level of the gated sample, as estimated from our gate-voltage dependence of the
PL, is, however, less than 1011cm−2.
In our samples, we can show that the density of trapped excitons is also too low to
explain the depletion of the neutral exciton population with decreasing temperature by
a conversion into these species. The three distinct types of samples (gated, suspended,
and supported, but ungated) are presented in Fig. 4.6. They exhibit substantially different
defect densities, but show very similar behavior for the temperature dependence of the
⁴Fabrication of the gated device leads to an increased defect density.
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Figure 4.8: Temperature dependence of the population of neutral and charged excitons
in monolayer WSe2 inferred from photoluminescence spectra for a, a suspended sample
and b, a gated sample biased near the point of charge neutrality. The blue dots represent
the extracted population of neutral excitons using the method described in main text.
The red dotted curves are guides to the eye. The grey dots represent the estimated trion
population, assuming that the trion and neutral exciton have similar dynamics. If the
reduction in neutral exciton population were attributable to the formation of trions, then
the trion population should follow the grey dashed line.
neutral exciton population.
Although the emission intensity from the defect states in the cw PL spectra is large
at low temperature (< 60 K), this situation reflects the much longer emission time for the
defect states compared to the neutral exciton. At low temperature, the emission time
for the defect states has been measured to be hundreds of ps, while that of the neutral
exciton is tens of ps [58, 64]. To infer population of defect-bound excitons compared
to the free neutral excitons from the cw PL spectra, we must then divide the relative
emission strengths by a factor on the order of ten. Taking this correction into account,
we realize that the role of defect states is expected to be slight. (We should note that
this discussion implicitly assumes comparable radiative decay rates for free and bound
excitons. Bound excitons are actually expected to have a faster radiative rate, with the
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Figure 4.9: Strength of emission of the neutral A exciton (blue points) and of the inte-
grated defect features (magenta points) for a suspended WSe2 monolayer as a function of
temperature
light-cone constraint removed under strong confinement [39, 87].) We further note that
the variation of A exciton intensity with temperature does not mirror the change in the
defect emission: We observed a decrease in the A exciton emission over a temperature
range of 250K to 100K (Fig. 4.6). The sharp increase in the defect emission occurs,
however, only at temperatures below 50 K (Fig. 4.9).
4.8 Calibration of Other Temperature Dependent
Factor
Our analysis of the variation of the bright exciton population with temperature implicitly
assumes that we initially generate the same total exciton density for different sample
temperatures. Since we excite the sample with a laser at a fixed photon energy, we need
to consider possible changes in the sample absorption with temperature. As a simple
approximation to the variation in absorption with temperature, we consider a rigid shift
of the room temperature spectrum over the relevant spectra range.
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Figure 4.10: Absorption spectra for a suspended and b a supported WSe2 monolayers.
The room-temperature data (black curves) is taken from [74]. We present rigidly shifted
spectra to approximate the influence of temperature dependence of band gap, as discussed
in the text. The blue dashed line corresponds to 405 nm excitation and the red dashed line
to 647 nm excitation.
Fig. 4.10a displays the room temperature absorption spectrum for a suspended sample
from literature measurements of monolayer WSe2 on transparent substrate and analysis
of the relevant thin-film optics [74]. We approximate the effect of cooling the sample by
a rigid shift of this spectrum. Based on our measured shifts of the A exciton in the PL
spectrum, we expect a blue shift of about 75 meV when the sample temperature decreases
from 290 K to 15 K. Although the excitonic peak could be expected to narrow, we do
not expect changes in the shape of the spectrum to be important for the wavelengths of
interest under our excitation conditions. From this analysis, we estimate that the change
in the absorption at 3.06 eV (405 nm radiation) and 1.92 eV (647 nm radiation) is less
than 10% over the entire temperature range in our study. Fig. 4.10b shows the calculated
absorption spectrum for the WSe2 monolayer supported on a 285 nm thick SiO2 on a
silicon substrate, the case relevant for our supported samples. We again approximate
the temperature dependent changes in absorption by a rigid spectral shift. Also for this
case, the predicted temperature dependence of the absorption for the relevant excitation
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Figure 4.11: Temperature dependence of the time-integrated photoluminescence for
405 nm pulsed excitation and 647 nm cw excitation for a suspended WSe2 monolayer.
Within the experimental uncertainty, the same trend is observed.
wavelengths is slight, even smaller than the case of suspended sample.
In addition to the temperature-dependent change in absorption, a second factor may
be relevant in the analysis of our experiment, namely, the temperature dependence of the
conversion of the initially created electron-hole pair into an A exciton. Particularly for
the case of excitation at a wavelength of 405 nm (3.06 eV), conversion of the electron-hole
pair generated by the absorption of a photon into an A exciton may occur with less than
unity quantum efficiency [75]. In this case, the initially generated carriers must scatter to
different parts of the Brillouin zone and recombine before forming an A exciton, a process
that might exhibit a temperature dependence.
To address this issue, we compare the measured PL efficiency for monolayer WSe2 as
a function of temperate for 405 nm excitation and 647 nm laser excitation. For the latter
case, the excess energy of the initial electron-hole pair compared to the A exciton is much
smaller. For both cases we observe (Fig. 4.11) essentially identical variation of the PL with
temperature. This strongly suggests that any temperature dependence of the probability
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of relaxing to the A exciton is insignificant under our experimental conditions.
4.9 Discussion Beyond the Simple Two-Level Model
As discussed in section 4.2, in WSe2, there are two lower energy dark excitonic state. As
already depicted in Fig. 4.2, one is the intravalley dark state (spin triplet), and the other is
the intervalley dark state (spin singlet). In our discussion, we first neglect e-h exchange in-
teractions (related modification discussed later). The energies of bright and dark excitons
are then determined by the band splitting ⁵. Under such approximation, the triplet-like
intravalley excitons and the singlet-like intervalley excitons are degenerate and have the
lowest energy. The triplet-like intervalley excitons have a higher energy, which is the
same as that of the bright excitons. In thermal equilibrium, the fraction of the total ex-
citon population in bright states is given by exp (−∆/kBT )
2exp (−∆/kBT )+2 . This expression yields the
same characteristic temperature variation as the simple two-level model introduced above
and ∆ = 30 ± 5meV . Here we are neglecting the charged species in our fitting based
on two experimental facts. The first is that we are utilizing data at higher temperature
when trion states mostly dissociate. The next reason is because we didn’t observe notable
difference in NX(T ) between samples of different doping.
With respect to the mechanism leading to equilibrium between these different states,
we are concerned with the behavior on the time scale longer than ∼ 60 ps in our mea-
surement. Bright states can relax to dark states by intervalley electron scattering or by
spin flip of the electron. We expect that the spin-conserving intervalley scattering will be
efficient in view of the availability of appropriate phonons for the process [88] and that
thermal equilibrium will be established between these states on the time scale relevant for
optical emission. Indeed, fast intervalley scattering (on time scale of ps) has been inferred
from recent time-resolved spectroscopy measurements [89, 90]. In our measurements,
⁵Here we neglect the possible difference in the binding energy of different excitonic species present
within an effective mass model.
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the excitation conditions (linearly polarized light) do not favor one valley over the other.
Within the single particle picture, the occupation of all four conduction bands will be gov-
erned by equilibrium population based on rapid intervalley scattering by spin-conserving
processes.
In out discussion above, we have neglected the influence of e-h exchange interactions.
These interactions would lead to a more complex spectrum of states, which will be dis-
cussed intensively in Chapter 5. In particular, the long-range component of exchange
interaction is expected to increase the energy of intravalley excitons with a singlet-like
configuration compared to that of triplet-like excitons [91]. This trend has been exper-
imentally verified in III-V quantum well systems, in which both long-range and short-
range contributes [43, 92]. The exchange interaction would affect intervalley excitons
in a similar way, but is expected to be weaker [56]. Therefore, including the exchange
interactions would not change the ordering of bright and dark excitons for WSe2, but
the precise energy splitting will deviate from the spin splitting of conduction band, and
intravalley and intervalley dark exciton energies become non-degenerate. Within this
picture, we should then interpret the obtained ∆ as reflecting the conduction band split-
ting, modified by an averaged intra- and intervalley exchange interaction. For the case of
monolayer MoS2, where the predicted conduction band splitting is only 2− 3meV and of
opposite sign compared to exchange splitting, the role of exchange interactions may be
more critical in defining the ordering of dark and bright states.
4.10 Conclusions and Perspectives
The presence of the dark states identified in this study leads to a reduction in light emission
for the complex of band-edge excitons. Population in the dark state must be thermally
activated for radiative emission. At reduced temperatures, thermal activation from the
dark state can be strongly suppressed. Although the spin splitting in CB has been pre-
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dicted theocratically, this work is the first experimental confirmation of this behavior. In
this case, the lifetime of excitons in the dark state, in the absence of radiative decay chan-
nels, can become very long. This presents an opportunity to investigate new many-body
effects, such as Bose-Einstein condensation, without the complication of rapid radiative
channels [93, 94].
In this chapter, by extracting the thermal activation properties of bright excitons in
WSe2, we provide experimental evidence for the predicted lower energy dark exciton and
CB spin splitting. However, limited by the nature of such statistics-based measurements,
the fitted bright-dark energy splitting have a large error bar. In the next chapter, we
will provide clear spectroscopic evidence of these dark excitons through another method,
which in the end turns out to agree well with fitted results presented here.
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Chapter 5
Direct Brightening of Spin-forbidden Transition in Monolayer
WSe2
In this chapter, we directly observed and characterized the lower-energy spin-forbidden
dark excitons by the application of a weak perturbation which mixes the bright and dark
states. We achieve this through the use of an in-plane magnetic field, and brightened
both the spin-forbidden dark exciton as well as its corresponding dark trion state. The
spectroscopic observation of these dark excitons allows precise extraction of their energy
levels, and further provide crucial information the explicit band splitting and strength
of many-body interaction. On the other hand, our experimental findings provide access
to characterize and manipulate these dark states, which possess unique properties that
bright states don’t have.
5.1 Experimental Methods
Both exfoliate monolayers and chemically synthesized monolayers are measured for the
experiments presented in this chapter. The main results come from the exfoliated mono-
layers which have sharper spectral linewidth and few defect states.
To find the micron-size monolayer inside the magnet bore is one of the major difficul-
ties. Substrates with large metallic marks are used to help location of the small sample.
Fig. 5.1 shows an example of exfoliated sample with gold mark. We first perform the
exfoliation on Si substrate coated with 300 nm PMMA. Then this PMMA film was lifted
and isolated in water and then transferred onto the pre-patterned Si/SiO2 substrates with
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Figure 5.1: Prepared exfoliated monolayer on substrate with gold mark for measurements
in magnetic field under a, ×5 objective and b, ×100 objective.
gold bars as indicated in Fig. 5.1.
When performing experiments inside the magnet bore, one use the reflection of exci-
tation laser light to identify the gold pattern. Especially for the experiments with fiber-
based probe, there is no whitelight image of the sample. When the laser light stays on
gold, the reflection is higher than when focused on Si/SiO2. By this, we step by step go to
the region close to the sample, and then scan the stage until we find the PL signal from
the sample.
5.2 Mechanism for Magnetic Brightening of Dark
Excitons
The role of an in-plane magnetic field can be readily understood by describing the CB
splitting for the spins as the result of an effective internal magnetic field Bint, which is
oriented perpendicular to the plane of the 2D layer, acting on the electron spin (Fig. 5.2a).
Given the expected CB spin splitting, the magnitude of Bint is in the range of hundreds
of Tesla. Now, when we apply an external in-plane magnetic field B∥, the total effective
magnetic field acting on the CB electrons will be tilted slightly away from the normal
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direction (Fig. 5.2b). Since the SOC is ∼ 10 times stronger in VB, the tilting of the spins
in the VB is negligible and omitted from our discussion. The in-plane magnetic field B||
causes the spin state of an electron in the lower CB to have a finite projection on the upper
VB. Radiative recombination consequently becomes weakly allowed for the originally
forbidden transition (Fig. 5.2b). Although the oscillator strength induced by the magnetic
field remains small, emission from the lower energy dark states can still be prominent
at low temperature due to the large population of the dark state and the lack of thermal
access to higher-energy bright states. In fact, in-plane magnetic fields have served as a
means to brighten optically dark excitons in quantum dots [41] and carbon nanotubes [46,
47], although different physical mechanisms are involved.
5.3 Observation of Dark Excitonic Species under
In-Plane Magnetic Field
To examine magnetic brightening experimentally, photoluminescence (PL) spectra from
an exfoliated monolayer of WSe2 were measured under in-plane magnetic fields up to
B∥ = 31T . We first present the PL spectra of the WSe2 at 30 K as a function of B∥ in
Fig. 5.2c. With increasing magnetic field, the emission from the optically bright states re-
mains unchanged. We see, however, the emergence of two new emission features, which
do not shift in energy with increasing magnetic field, but grow in strength. Fig. 5.3a shows
the emission spectra for several different magnetic field strengths. We first describe the
PL spectrum in the absence of an applied magnetic field. The highest-energy peak (1.750
eV) arises from the optically allowed transition of the neutral A exciton. The associated
trion state (1.717 eV) is also present due to unintentional n doping from the substrate. In
addition, we observe two lower-energy peaks L1 and L2, attributed to localized excitons
associated with defect states. As B|| is increased, two additional peaks (1.704 eV and 1.683
eV) grow in. The red peaks describe the additional emission induced by B∥. As can be
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Figure 5.2: a, SOC acting on CB band electrons serves effectively as a strong out-of-plane
magnetic field, splitting CB into spin-polarized bands (CB1 and CB2). For 1L WSe2, the
lowest conduction band (CB2) electrons have the opposite spin polarization compared to
highest VB electrons. Since spin flipping is not allowed in optical transitions, the lowest
energy exciton (electron from CB2 and hole from VB) is optically dark. b, On applying an
external in-plane magnetic field, the total effective filed Beff is tilted, resulting in a tilted
spin polarization of CB electrons. Now finite portion of electrons in CB2 gained opposite
spin polarization, and are radiatively allowed to recombine with holes in VB, emitting
photons (hνD) of lower energy comparing to the zero-field case (hν0). This schematic
plot is for demonstration and not true to scale. c, Color plot of 1L WSe2 emission spectra
at different external in-plane magnetic field at 30 K. The displayed energy range includes
neutral A exciton emission (∼1.750 eV), its associated trion (∼1.717 eV), and the dark state
and dark trion emission induced by magnetic field (∼1.704 eV and 1.683 eV).
seen, these features become prominent at high field strengths. On the other hand, the
original bright states show little response to the applied field ¹. As will be justified be-
low in detail, the new two peaks arise from the brightened emission of the dark excitonic
states. Specifically, we assign the peak at 1.704 eV to emission from the neutral dark
exciton XD and the peak at 1.683 to the charged dark exciton XD−.
The WSe2 emission spectrum is simplified at higher temperatures where the localized
excitonic states are absent and the trion feature becomes less prominent, as we see in
¹Trion quenches and blue shifts linearly with in-plane field ONLY significant at temperature < 10K ,
which might originate from the competition of two types of trion states with different configurations. Fur-
ther studies needed to explain this observation.
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Figure 5.3: a, At 30K, PL spectra at selected magnetic field. Neutral exciton emission fea-
ture remains unchanged, while the dark emission peak grows with field strength. Energy
separation between these two (∆ED) is constant over different fields. b, Dark state emis-
sion is still robust at 100 K. The extracted dark state emission have the same linewidth
as the X0 (within fitting uncertainty), which is half of the linewidth of X−. c, Time in-
tegrated PL intensity of dark state and dark trion emission(black square) is quadratic to
magnetic field, IXD ∝ B2.
Fig. 5.3b for a temperature of 100 K. Under an in-plane magnetic field of 31 T, within our
experimental signal-to-noise ratio, we see only the emergence of neutral XD dark exciton
peak. The inset of Fig. 5.3b shows that the extracted XD dark state has the same width as
that the X peak, which is significantly smaller than that of the trion.
We present here the grounds for the assignment of these peaks as dark excitons. First,
the new peaks appear only with the application of an in-plane magnetic field, but not
for an application of an out-of-plane field. As reported previously in the literature and
presented as one of our comparison group study, an out-of-plane field induces Zeeman
energy shift of the original emission features, but does not giving rise to additional peaks.
Further, the induction of the new peaks does not depend on the direction of the in-plane
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field with respect to the crystallographic axes of the sample. Second, the integrated PL
intensities of XD and XD− features increase quadratically (Fig. 5.3c) with the in-plane
magnetic field strength (with a constant offset for XD−). This behavior is just as expected
for the brightened emission from a spin-forbidden transition. The in-plane magnetic field
acts as a linear perturbation of the spin state of the CB electrons and therefore induces a
quadratic increase of the dark exciton oscillator strength, as will be discussed later. Third,
the two new peaks do not shift in energy with magnetic field strength. This behavior
is expected for the assigned intrinsic dark states, but would not be anticipated if these
features came from extrinsic defect/trap states ². Fourth, the XD and XD− features in
monolayer WSe2 are observed in samples of different doping levels and defect types, and
both in exfoliated samples and monolayers grown by chemical vapor deposition (CVD)
(see section 5.5). A final argument for the assignment is based on the distinctive polar-
ization characteristics of emission from the XD and XD− under excitation with circular
polarized light and its relation to valley characteristic of the material, as will be discussed
below.
5.4 Dark Exciton Dynamics
Emission decay dynamics further reveal the difference between the bright and dark exci-
tons.
To avoid complications from using fiber to conduct ultrafast measurements, we use
the free space optical probe in the 17.5 T superconducting magnet³.
The time-resolved PL of dark trion XD− energy was measured and is shown in
Fig. 5.4a. At zero field, there is non-zero background emission from the defect peak L1,
which decays time is fitted to be∼ 100 ps (blue curve in Fig. 5.4). With increasing in-plane
²Excitons bound to defect/trap states could be compared to quantum dot-like system. Large energy
shift for both the bright and dark state peaks are expected for quantum dot system.
³Please refer to Chapter 2 for experimental details
78
Figure 5.4: a, Comparison of time-resolved PL of dark trion at zero field and 17.5 T in-
plane magnetic field. The difference between the 17.5 T curve (dark trion + background)
and 0 T curve (background) corresponds to the dark trion emission decay. The extracted
difference is plotted in the inset figure. b, Comparison of time-resolved PL of the bright
and dark trion, excited by 400 nm fs laser. The decay trace of bright trion is close to the
instrument response function (IRF), which has around 44 ps full-width-half-maximum.
magnetic field, dark trion emerges and the observed emission dynamics become longer,
as shown as the red curve in Fig. S8. Under the assumption the amplitude and lifetime
of the background defect state have no change, we can then extract the corresponding
lifetime of ∼ 300 ps for dark trion (the inset of Fig. 5.4). . This assumption is based on the
comparison with measurement of the other lower energy defect peak L2, which shows
negligible change in both intensity and dynamics. XD emission dynamics was not pre-
sented because of the difficulty to make precise measure and lifetime extraction. Under
our excitation condition, the biexciton PL feature, which is close to XD in energy, was
also present. When measuring the small dark exciton feature, which lies on top of the
large trion and biexciton peak shoulder, its emission dynamics was dominated by the
fast response from the background of trion and biexciton. Extraction of the longer tail
of such dynamics is affected by the longer tail of our instrument response, and therefore
imprecise.
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Time-resolved PL spectra of the bright and dark trion states are compared in Fig. 5.4b.
At 4.3 K, under 17.5 T in-plane magnetic field, the extracted decay traces could be fitted
to a single exponential decay of 275 ps, while trion decay is close to instrument responses
function and shorter than 20 ps. The dark states are distinguishably longer lived than the
bright ones, and in fact, this can also serve as experimental evidence that dark excitons
have a much longer radiative lifetime than the bright one, which will be explained in
details in section 5.5.
5.5 Decomposing the Bright-dark Energy Separation:
Interplay between Exchange Interaction and
Conduction Band Splitting
From statistics over 4 K to 140 K on exfoliated monolayers, the spectral shift consistently
yields a energy separation ∆ED (energy splitting between XD dark exciton X0 bright
exciton) of 47 ± 1meV . This value is comparable to the room temperature thermal en-
ergy, and again confirms that the existence of these lower-lying dark states should affect
optical properties of WSe2, especially at low temperature. What might be surprising at
first thought, however, is that the energy difference of bright and dark trion states ∆EDT
is 32± 1meV , unambiguously smaller than the splitting between neutral states. The ap-
preciable difference between ∆ED and ∆EDT actually reflects their different many-body
effects, which are associated with the different effective mass of two CBs as well as the
spin configuration of the corresponding bright and dark exciton states. Below we present
our theoretical results and analysis into the excitonic energy levels of dark states, which
provides further verification of our peak assignment and allows estimation of the strength
of many-body interactions.
For the energy levels of the bright and dark excitons, their difference arises not only
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Figure 5.5: The red and blue lines represent spin down bands respectively. a, Spin-valley
configuration of charge neutral bright and dark excitons. The black arrow line indicates
the e-h exchange interactions between the Sz = 0 e-hpair, which lifts the bright exciton
transition by Ex. ∆ECB indicates the energy splitting of the two CBs. b, Spin-valley
configuration of the lowest energy n-type bright and dark trion states. In the dark trion,
there also exists e − h exchange interaction for the intervalley Sz = 0e − h pair, as
connected by the black arrow line. This exchange is denoted by Ex′.
from the energy difference of the two branches of CB (CB1 and CB 2 in Fig. 5.5a), but also
from the variation in their exciton binding energies. Here we first consider the neutral
bright and dark excitons. We used the ab initio GW method [95] to calculate the quasi-
particle band structure and the ab initio GW-BSE approach [91] to calculate the excitonic
states of a WSe2 monolayer, employing the BerkeleyGW package. ∆ED is calculated to
be 57meV , in reasonable agreement with the experimental results. Within such split-
ting, ∆ECB , the CB splitting, contributes to the energy difference in a single-particle
picture. The bright and dark exciton binding energy difference is more complicated. But
after separate evaluation of each possible component, we conclude that this binding en-
ergy difference comes from mainly two factors: the different spin configuration between
bright and dark excitons, and the different effective mass between CB1 and CB2. Com-
pared to the SZ = ±1 dark exciton, the Sz = 0 bright exciton experiences an extra
repulsive e − h exchange interaction, which shifts the bright exciton energy level by Ex
(as depicted in Fig. 5.5). On the other hand, from quasiparticle band structures, in WSe2,
the lower CB2 has a larger mass than the higher CB1, leading to a larger binding energy
for the dark exciton. We denote this energy difference, arising from CB1 and CB2 differ-
81
ent masses, as δE0. Therefore, ∆ED could be broken down to mainly three parts, and we
have ∆ED ≈ ∆ECB + Ex + δE0.
For the bright and dark trion states, due to the observed spectral shift between neu-
tral exciton and trion, we consider the sample is n-type, according to the non-symmetric
n− and p− type trion shifts observed before [56]. Based on the asymmetric energy split-
ting of the n- and p- type trions observed in WSe2 [56], we conclude the observed trion
state in our sample is n-type. In Fig. 5.5b, we plot the corresponding lowest energies
configurations of bright and dark trions respectively. ∆ECB still gives the single-particle
contribution for ∆EDT . However, unlike the neutral species, the charged bright and dark
trions experience similar e − h exchange interactions, because their spin configurations
are almost identical, apart from the different valley occupation (see Fig. 5.5b). After the-
oretical examination, we conclude that Ex and Ex’ are actually close in energy, as the
e − h wavefunction overlap of the Sz = 0 exciton is almost identical for the intervalley
and intravalley configurations. There is still a similar term from the different masses of
CB 1 and CB 2, denoted by δET , which is expected to be smaller than δE0. As a result, for
the charged species, ∆EDT ≈ ∆ECB + δET , and this splitting should indeed be smaller
than ∆ED, agreeing with our observations. In fact, separate calculations of each many-
body interaction component indicate that ∆ED − ∆EDT ≈ 11meV , also in agreement
with our experimental result of 15meV .
Combined with theoretical investigation, we can then estimate the strength of CB
splitting from our measurements. If we assume the δET ≈ 0.5δE0, a first order approxi-
mation from averaging the electron effective, we have∆ED−∆EDT ≈ Ex+δET . Taking
our experimental data, and note thatEx > 0, we then expect 17meV < ∆ECB < 32meV .
Further, taking theoretically estimated δET ≈ 6meV and the measured 32meV∆EDT ,
∆ECB is thus inferred to be ∼ 26meV . This estimated value of ∆ECB indicates electro-
static gating can become effective in modulating the portion of spin for n-type carriers
within one valley in monolayer WSe2.
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5.6 B∥ as A Weak Perturbation to the Bright-Dark
Two-Level System
The coupling between the bright and dark state induced by the B∥ determines the radia-
tive lifetime of the dark exciton, which is exceptionally long because of the nature of the
weak perturbation. In contrary, the bright excitons have been experimentally verified to
have ultrafast intrinsic radiative lifetime of sub-picosecond, which represents an intrinsic
limit of light emission time, and also a limit in many optoelectronic applications. Now
knowing the precise energy spacing between the bright and dark states, we can go on and
analyze the radiative properties of brightened dark states in our experiments. Since the
orbital magnetic response at 2D is absent for in-plane magnetic field, the coupling effec-
tively originate from the bare electron response having a form of µBB∥. In the bright-dark
two-level system, under weak-perturbation regime, mixing between these two state is lin-
ear to B∥. Correspondingly the gained oscillator strength of the dark state fD increases
quadratically with the in-plane field strength (µBB∥/∆E)2, where ∆E is the bright-dark
exciton energy splitting. The increase of fD, with respect to the original bright exciton
oscillator strength, is plotted as a function of in-plane magnetic field in Fig. 5.5e. The
dark exciton radiative lifetime τrad−D, which is inversely proportional to fD, can there-
fore be estimated based on the bright exciton radiative lifetime τrad−B . Specifically, for
our experimental condition of TRPL measurements (Fig. 5.4b), taking previously reported
150 fs [96] as intrinsic τrad−B , we would have τrad−D ≈ 30 ns. So our measured 275 ps
emission lifetime is dominantly determined by the non-radiative processes, and the dark
exciton lifetime can improves substantially with higher quality crystal.
This simple two-level model can readily gives results that are in pretty good agree-
ments with our experimental observations. Zeeman shift under such in-magnetic field
is expected to be (µBB∥)2/∆E. For the maximum field in our experiment, it yields en-
ergy shift of about 0.1 meV and is indeed beyond our experimental resolution. Indeed,
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negligible energy shift of the bright states was observed while varying the B∥. At 31 T
in-plane magnetic field, the gained oscillator strength of the spin-forbidden dark state
would be around 0.1% of the spin-allowed bright state. Although this value seems small,
one should note that at low temperature, most of the exciton population is the dark state,
so the resulting emission from this originally dark state can still be prominent. We made
a simplified estimation of our magnetically-gained oscillator strength based on our ex-
perimental data. We took our data measured at 100 K. This temperature is high enough
that thermlized emission dominates (based on our previous measurements [68]). The
PL intensity from the dark state is ∼ 10% of that of the bright state (fitted results from
spectrum of Fig. 5.3b). The assumptions used are that bright and dark states experience
the same non-radiative rates, and their population distributes according to Boltzmann
statistics (with energy separation of ED). Under such approximation, our data indicates
that 0.04% of the dark excitons are brightened. This value is sitting in the same order of
magnitude as theoretical prediction.
5.7 Abnormal Valley Occupancy of Dark Exciton
One of the most interesting features in monolayer TMDC is its strong valley-spin cou-
pling, which manifests in the robust valley-selective circular dichroism for bright exci-
tons. It is therefore compelling to investigate the valley properties of these magnetically
brightened dark excitons. Under circularly-polarized and near-resonant excitation, we
measured and analyzed the circular polarization of the PL emission, via a free-space opti-
cal setup with maximum field of 17.5 T.The main results are summarized in Fig. 5.6a and
b. At zero field, X0 and X− retained the circular polarization of the excitation source,
and the lower energy defect-related states show negligible degree of circular polariza-
tion. Under external 17.5 T in-plane magnetic field, while the neutral exciton and trion
still remains finite degree of circular polarization similar to the zero field case, the dark
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state XD and dark trion XDT emission show opposite circular polarization. This intrigu-
ing result reflects the distinctive nature of the dark excitons, and can provide insights into
the related formation information and dynamics. Here we provide a possible explanation
by considering the different relaxation pathways of photoexcited electrons. Under ideal
valley-selective excitation, only electrons within one valley are excited from the VB to the
spin-allowed CB in the same valley. In monolayer WSe2, as depicted in Fig. 5.6c, photo-
excited electrons initially occupy a higher energy CB. At low temperature, these electrons
tend to relax to lower energy CBs, either by going through spin-flipping process into the
opposite spin CB in the same valley, or by spin-conserved intervalley scattering into the
same spin CB in the other valley. We expect the intervalley scattering to be much more
efficient due to the availability of corresponding phonon modes, and its experimentally
reported fast relaxation rate. On the other hand, spin flipping rate at low temperature is
expected to be significantly slower. Consequently, efficient relaxation through interval-
ley scattering guarantees a larger electron population in the other, which might give rise
to the opposite circular polarization of dark states.
The observed valley polarization for the dark states indicates the lifetime of circular
polarization here is comparable to the dark exciton emission time. As explained earlier in
Fig. 5.4b, the emission lifetime of dark trion is around 300 ps. Taking this value, together
with the measured circular polarization degree of the dark trion, valley exciton lifetime
of > 75 ps is inferred, which is much longer than the measured valley lifetime for the
bright excitons. Although the exact reason for the fast depolarization of bright excitons
is not settled yet, there are many evidences that the valley exchange interaction may play
a crucial role. One possible reason for the preservation of the long valley lifetime for
theses dark excitons is the lack of intervalley exchange scattering. The out-of-plane spin
component of these unlike-spin exciton states is +1 at K valley and −1 at K’ valley, direct
exchange coupling needs conservation of spin and is therefore forbidden.
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Figure 5.6: Valley properties of dark excitons. Circularly polarized PL under a zero mag-
netic field, and b 17.5 T in-plane magnetic field. c Schematics of the scattering process for
dark exciton valley polarization.
5.8 Comparison Study
5.8.1 WSe2 under Out-of-Plane Magnetic Field
We also performed PL measurements with out-of-plane magnetic field (Faraday configu-
ration) on the same exfoliated monolayer WSe2, to verify whether the two peaks assigned
to dark exciton and dark trion are indeed only present under in-plane field. The PL spec-
trum under different out-of-plane field is summarized in Fig. 5.7. The collection of PL
signal does not distinguish different circular polarization. The neutral exciton peak is
broadened with applied field because of the Zeeman splitting of K and K’ valleys. The
trion peak is also shifted and changes amplitude due to the splitting from Zeeman effects.
One of the defect peak exhibits large g-factor, and splits into two separate peaks, which
also agrees with previous reports on WSe2 magneto PL results. But unlike the case of in-
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Figure 5.7: PL spectra of monolayer WSe2 under different out-of-plane magnetic field.
plane magnetic field, there is no trace of additional peaks growing with minimal energy
shift. The comparison of magneto PL of Faraday and Voigt configuration proves that our
assigned dark exciton and dark trion are only activated by in-plane magnetic field.
5.8.2 CVD WSe2 under In-Plane Magnetic Field
In order to verify the dark states we observed are indeed universal for WSe2 of different
conditions. We performed the same measurements on CVD WSe2 on sapphire with in-
plane magnetic field up to 17.5 T. The CVD monolayer WSe2 has significantly different
doping level and defect density comparing to the exfoliated ones. Without magnetic field
at 4 K, the linewidth of neutral emission is more than five times broader than the exfoliated
ones, suggesting there exists more defect sites that cause a higher scattering rate. There
is no clear spectral trace of trion. Its defect related emission is about 100 meV below
the neutral exciton peak. The comparison of PL spectra with and without the in-plane
magnetic field is shown in the inset figure of Fig. 5.8a. After subtraction with zero field
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Figure 5.8: a, Similar field induced PL spectra change is observed for monolayer CVD
WSe2 on sapphire, although CVD sample shows significantly different doping level and
defects emission. Comparison of PL spectra is shown in inset figure. PL spectrum was
taken at 4 K. b, Black squares are time-integrated PL intensity of dark exciton as a function
of magnetic field. The red line corresponds to the quadratic fit of the data.
spectrum, the PL spectral feature induced by different in-plane magnetic field is shown in
Fig. 5.8a. Similar to the results of exfoliated monolayers, we can see how the dark exciton
is brightened gradually. Consistent with the exfoliated case, there is negligible energy
shift of this magnetic field induced PL peak, and the peak integrated PL intensity increases
quadratically with field strength (Fig. 5.8b). Because we didn’t observe a separate bright
trion peak, no separate dark trion could be resolved. The energy separation between
the dark and dark exciton peak is ∼ 54 meV , slightly larger than the exfoliated case.
We would like to note here that the extraction of energy separation is not accurate, not
only because of the broad linewidth of each feature, but also because the emission from
defect states of sapphire substrates at around 1.78 eV. The CVD grown sample has different
strain level comparing to the exfoliated ones, which might all contribute to the difference
in bright-dark exciton energy separation.
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Figure 5.9: a, Energy level for intravalley dark exciton in monolayer WSe2. ∆ED =
ECBS + Eexchange. b, Corresponding energy level for intravalley dark exciton in mono-
layer MoSe2. ECBS has opposite sign to Eexchange and these two terms almost cancels
out, resulting in ∆ED ≈ 0; c, No obvious change is observed for monolayer MoSe2 under
in-plane magnetic field. Dark exciton is predicted to be at the same/higher energy with
bright exciton.
5.8.3 MoSe2 under In-Plane Magnetic Field
We repeat the same in-plane magnetic field measurements on monolayer MoSe2, to ex-
plore the response from material with opposite sign conduction bands SOC splitting. In
MoSe2the CB splitting is calculated to be ∼ −20 meV . However, the second major con-
tributing term for ED, the e-h exchange interaction, is decided by the exciton internal
structures, and therefore does not differ appreciably between similar materials like MoSe2
and WSe2. Consequently, ordering of like-spin and unlike-spin excitonic states in MoSe2
differs a lot from WSe2. As shown in Fig. 5.9a and b., unlike the case of WSe2, there is
negligible spectral change with in-plane magnetic field for MoSe2 5.9c, indicating that the
unlike-spin dark exciton has a similar/higher energy comparing the bright exciton.
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5.9 Conclusions and Perspectives
The identification and direct access to the spin-forbidden transition in TMDC provides a
new platform to control the lifetime of its excitonic properties. The large exciton popula-
tion with long lifetime at this lower energy dark state also suggests monolayer WSe2 as a
promising candidate to realize exciton Bose-Einstein condensation.
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