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Polynomial optimization, as its name suggests, is the problem of optimizing a poly-
nomial function subject to polynomial inequality constraints. More precisely, given
polynomials f, g1, . . . , gm ∈ R[x] in n variables x = (x1, . . . , xn), we consider the fol-
lowing optimization problem, which is the general form of a polynomial optimization
problem:
fmin,K := inf f(x) s.t. x ∈ K := {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}. (1.1)
Analogously, we denote
fmax,K := sup f(x) s.t. x ∈ K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}.
In particular, when the polynomials f, g1, . . . , gm are affine, problem (1.1) becomes
a linear programming problem. Thus, polynomial optimization contains linear pro-
gramming (LP) as a special case. Moreover, since the binary integrality constraints
xi ∈ {0, 1} (i ∈ [n] := {1, . . . , n}) can be expressed by the polynomial equality con-
straints xi(1 − xi) = 0 (i ∈ [n]), polynomial optimization also captures 0-1 integer
linear programming, where the constraints xi ∈ {0, 1} (i ∈ [n]) are added to general
linear programs.
In this thesis, we will mainly consider the special cases where the set K is a standard
simplex or a hypercube. For an overview of polynomial optimization, see, e.g., the




Polynomial optimization is a fundamental model in optimization and has very wide
applications, e.g., in combinatorial optimization, control theory, signal processing and
mathematical finance. To motivate our study, we illustrate some sample applications
of polynomial optimization below.
In fact, many combinatorial optimization problems can be formulated as 0-1 integer
linear programs; this is the case, e.g., for assignment, scheduling and packing prob-
lems (see, e.g., [88]). Thus, they can be reformulated as polynomial optimization
problems, since polynomial optimization contains 0-1 integer linear programming as
a special case. In particular, we recall two hard problems in graphs, the maximum
stable set problem and the maximum cut (max-cut) problem, which we will consider
in this thesis. As we see below, they can be reformulated as polynomial optimization
over the standard simplex and the hypercube, respectively.
Given a graph G = (V,E), a set S ⊆ V is stable if no two distinct nodes of S
are adjacent in G. The maximum stable set problem asks to find the maximum
cardinality of a stable set in G, which is denoted by α(G) and called the stability
number of G. Let A denote the adjacency matrix of G and let I denote the identity






xT (I + A)x, (1.2)
where
∆|V | :=





denotes the standard simplex.
Given a graph G = (V,E) with edge weights w ∈ R|E|, the max-cut problem asks
to find a partition (V1, V2) of the node set V so that the total weight of the edges
cut by the partition is maximized. As observed in [77], setting di =
∑
j∈V :ij∈E wij,
the maximum weight of a cut in G, denoted as mc(G,w), can be computed via the









In mathematical finance, a representative instance would be the so-called mean-
variance-skewness-kurtosis portfolio decision problem. Given n risky assets, we de-
note the return of asset i ∈ [n] at the end of a planning period by Ri (seen as a
2
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random variable). A portfolio is represented by a point x ∈ ∆n, where xi (i ∈ [n])
denotes the proportion of the investor’s capital invested in asset i. Thus the return
on the portfolio is the random variable R =
∑n
i=1 xiRi, say. Let µi = E[Ri] (i ∈ [n])
so that the expected return on the portfolio is E[R] =
∑n
i=1 xiµi. Similarly, for
i, j, k, l ∈ [n], let
σij = E[(Ri − µi)(Rj − µj)],
ςijk = E[(Ri − µi)(Rj − µj)(Rk − µk)],
κijkl = E[(Ri − µi)(Rj − µj)(Rk − µk)(Rl − µl)].
(In practice these values are estimated from historical data.) Now the variance
of R is E[(R − E(R))2] =
∑n
i,j=1 xixjσij; the skewness of R is E[(R − E(R))3] =∑n
i,j,k=1 xixjxkςijk; the kurtosis of R is E[(R−E(R))4] =
∑n
i,j,k,l=1 κijklxixjxkxl. The
goal is to maximize the expected value of R as well as its skewness, while minimizing















s.t. x ∈ ∆n,
where the nonnegative parameters λ1, λ2, λ3, λ4 measure the investor’s preference to
the four moments, and they sum up to one, i.e.,
∑4
i=1 λi = 1; see, e.g., [42, 43] for
more details on the model. In particular, if one only considers the first two central
moments (i.e., λ3 = λ4 = 0), the above model becomes the celebrated Markowitz’s
mean-variance model [66]. For more applications in mathematical finance, see, e.g.,
[52] and the references therein.
1.1.2 Relaxation methods for polynomial optimization
From a complexity point of view, while there exist polynomial time algorithms for
solving linear programming, no such algorithm is known for general polynomial opti-
mization. The polynomial optimization problem (1.1) is in fact NP-hard in general,
even for some special cases. In fact, minimizing a quadratic polynomial over the
standard simplex or the unit hypercube is already NP-hard, as it contains the max-
imum stable set problem in (1.2) and the max-cut problem in (1.4) as special cases,
and these two problems are NP-hard by Karp [41]. For NP-hard optimization prob-
lems, a common strategy is to design some tractable relaxations, which can give
3
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upper/lower bounds for the optimal value in polynomial time. For more information
about the complexity and relaxation methods for polynomial optimization, see, e.g.,
the book [61] by Li et al. and the survey [16] by De Klerk.
In particular, about fifteen years ago, Lasserre [47] and Parrilo [79, 80] proposed the
so-called SOS (sums of squares) method for the polynomial optimization problem. It
uses sums of squares of polynomials to construct tractable hierarchies of approxima-
tions, which converge asymptotically to the global optimum. This method is based
on some celebrated developments in real algebraic geometry which give representa-
tions for positive polynomials in terms of sums of squares of polynomials. It also
uses the fact that deciding whether a polynomial is a sum of squares of polynomials
can be verified via a semidefinite program. Indeed, testing whether a polynomial σ
of degree 2r is a sum of squares of polynomials amounts to testing whether there





, satisfying σ(x) = [x]TrM [x]r,
where [x]r = (x
α)α∈Nn,∑ni=1 αi≤r is the vector containing all monomials of degree at
most r. Then by equating the coefficients of the monomials in the polynomials σ(x)






call that semidefinite programming (SDP) is a generalization of linear programming,
where vector variables are replaced by positive semidefinite matrix variables (see,
e.g., [56] for an overview). In recent years, semidefinite programming has been used
in many relaxation methods, since it can be solved in polynomial time to any fixed
accuracy, e.g., by the ellipsoid method [6, 91] or the interior point method [85, 15].
When applying the SOS method to problem (1.1), one starts with reformulating
fmin,K as
fmin,K = sup λ s.t. f − λ is nonnegative on K.
Recall that a polynomial f is nonnegative (resp., positive) on K if f(x) ≥ 0 (resp.,
f(x) > 0) for all x ∈ K.
Then, lower bounds for fmin,K can be obtained by using sufficient conditions to re-
place the nonnegativity of f − λ on K. These representations lead to hierarchies of
relaxations that can be computed with linear programming or semidefinite program-
ming. See Section 1.2.1 for more details.
Additionally, there is another type of approach proposed by Lasserre [47, 53] to
construct hierarchies of upper bounds for the minimum fmin,K. The idea is to re-
formulate the problem of computing fmin,K as the problem of finding a probability
measure with support K such that the expected value of f under this measure is
minimized. Then, by selecting some probability measure on K, one can obtain an
upper bound for fmin,K. For more details, see Section 1.2.2.
4
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In this thesis, we study several popular hierarchies of relaxations. Our main interest
lies in understanding their performance, in particular how fast they converge to the
global optimum. Then, by getting good estimates on the rate of convergence, one
can judge the qualities of these hierarchies. Next we introduce these hierarchies of
relaxations.
1.2 Hierarchies of relaxations
1.2.1 Representations for positive polynomials
In this section we introduce some approaches to construct hierarchies of lower bounds
for fmin,K as already mentioned before. With P(K) denoting the set of real polyno-
mials that are nonnegative on the set K, problem (1.1) can be rewritten as
fmin,K = sup λ s.t. f − λ ∈P(K). (1.5)
In the above formula, the nonnegativity condition f − λ ∈ P(K) is hard to test
in general. Then, the idea is to replace the hard nonnegativity condition by some
tractable and sufficient conditions. For instance, if the polynomial f−λ can be writ-




1 · · · gαmm , where the parameters cα are nonnegative scalars
or more generally sums of squares of polynomials, then f − λ must be nonnegative
on the set K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}. Based on these conditions, one
can construct LP/SDP-based hierarchies of lower bounds for fmin,K.
In what follows, we introduce four results, by Pólya, Handelman, Schmüdgen and
Putinar, respectively, which give different types of representations for positive poly-
nomials. We recommend the references [67, 52, 58] for an overview. Among these
results, the results by Pólya and Handelman lead to LP-based hierarchies of lower
bounds, while the results of Schmüdgen and Putinar lead to SDP-based approxima-
tions.
Throughout this section, we consider a polynomial f of degree d, written as f =∑
β∈N(n,d) fβx









Recall that the degree of the monomial xβ is |β| :=
∑n













where β! := β1! · · · βn!.
Pólya’s representation theorem
We first consider the special case when the set K is the standard simplex ∆n ={
x ∈ Rn+ :
∑n
i=1 xi = 1
}
from (1.3).
This is already interesting, since the problem of computing fmin,∆n , the minimum of
f on ∆n, contains the maximum stable set problem (1.2) as a special case. Note that
one can assume w.l.o.g. that f is homogeneous, which means that all monomials in
f have the same degree.




f(x) has nonnegative coefficients
for some integer r ≥ 1, then f must be nonnegative on ∆n. In fact, Pólya [82] proves
that the reverse implication also holds if we restrict to polynomials that are strictly
positive on ∆n. Moreover, Powers and Reznick [83] give an explicit bound on the




f(x) has nonnegative coefficients.
Theorem 1.1. [82, 83] Suppose f is a homogeneous polynomial of degree d and
consider the parameter L(f) from (1.6). If f is positive on the standard simplex ∆n,













Since f is homogeneous of degree d, fmin,∆n can be equivalently formulated as






≥ 0 ∀x ∈ Rn+. (1.7)
Indeed, from (1.5), we have fmin,∆n = sup{λ : f(x) − λ ≥ 0,∀x ∈ ∆n}. Note that
f(x)−λ ≥ 0 for any x in ∆n if and only if f (y/(
∑n
i=1 yi))−λ ≥ 0 for any nonzero y
in Rn+. Then, combining with the fact that f is homogeneous of degree d, we obtain
the above formulation (1.7).
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Then, based on Theorem 1.1, a lower bound for fmin,∆n can be constructed as follows.
For any integer r ≥ d, define the parameter
f
(r−d)





)r−df − λ( n∑
i=1
xi
)d ∈ R+[x], (1.8)
where R+[x] denotes the set of polynomials with nonnegative coefficients.
Observe that the parameters f
(r−d)
min with increasing r form a hierarchy of lower bounds





min ≤ · · · ≤ f
(r)
min ≤ · · · ≤ fmin,∆n .
Note that, for fixed r ≥ d, the parameter f (r−d)min can be computed via a linear program
in the variable λ. This linear program is obtained by checking the nonnegativity for








Based on this, for any polynomial f =
∑
β∈Nn fβx
β of degree d, one can prove (see











where I(n, r) := {x ∈ Nn :
∑n






i for α, β ∈ Nn. Thus, one can compute f
(r−d)










at the points x ∈ I(n, r).
For more information on the hierarchical approximations based on Pólya’s representa-
tion theorem, see, e.g., [14, 21, 92]. In particular, De Klerk et al. [21] study the qual-
ity of the bounds f
(r−d)
min and show the following upper estimates for fmin,∆n − f
(r−d)
min
in terms of fmax,∆n − fmin,∆n , the range of values of f on ∆n.
Theorem 1.2. (i) [21, Theorem 1.3] Let f be a homogeneous quadratic polynomial









(ii) [21, Theorem 3.2] Let f be a homogenous polynomial of degree d and r ≥ d an












Later in Chapter 4, we will consider the lower bound f
(r−d)
min together with the follow-
ing upper bound f∆(n,r) for fmin,∆n , defined as
f∆(n,r) := min f(x) s.t. x ∈ ∆(n, r) := {x ∈ ∆n : rx ∈ Nn}. (1.9)
(For more details about f∆(n,r), see Chapters 2, 3 and 4.) More precisely, we will
study the link between the two parameters f∆(n,r) and f
(r−d)
min . This will enable us to
prove upper bounds for the range f∆(n,r) − f (r−d)min that refine earlier results obtained
by separately upper bounding the two ranges f∆(n,r) − fmin,∆n and fmin,∆n − f
(r−d)
min .
See Chapter 4 for more details.
Handelman’s representation theorem
When the set K is a full-dimensional polytope, Handelman [38] shows the following
result.
Theorem 1.3. [38] Assume that the set K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}
in (1.1) is a full-dimensional polytope and that its defining polynomials g1, . . . , gm
are linear polynomials. For any polynomial f ∈ R[x], if f is strictly positive on K,






1 · · · gαmm , for scalars cα ≥ 0, (1.10)
where cα > 0 holds for finitely many α ∈ Nm.
Powers and Reznick [83] give a constructive proof for Theorem 1.3 and give an
upper bound for the degree of the polynomials involved in the representation (1.10).
Moreover, a more general result holds when K is a compact semialgebraic set, as
proved by Krivine [45, 46], see, e.g., [58] and the references therein.
We now present a hierarchy of lower bounds for fmin,K based on Theorem 1.3. We
let g denote the set of polynomials g1, . . . , gm. For an integer r ≥ 1, define the






1 · · · gαmm : cα ≥ 0 for all α ∈ N(m, r)
 ,
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and the corresponding Handelman bound of order r as
f
(r)
han := sup{λ : f − λ ∈ Hr(g)}. (1.11)
Clearly, any polynomial in Hr(g) is nonnegative on K and one has the following
chain of inclusions:
H1(g) ⊆ . . . ⊆ Hr(g) ⊆ Hr+1(g) ⊆ . . . ⊆P(K),
giving the chain of inequalities:
fmin,K ≥ · · · ≥ f (r+1)han ≥ f
(r)
han ≥ · · · ≥ f
(1)
han for r ≥ 1.
When K is a full-dimensional polytope and g1, . . . , gm are linear polynomials, the
asymptotic convergence of the bounds f
(r)
han to fmin,K (as the order r increases) is
guaranteed by Theorem 1.3 above.
Moreover, for fixed r, f
(r)
han can be computed via a linear program in the variables
cα, obtained by identifying the coefficients of the monomials on both sides of the




1 · · · gαmm .
We mention two cases where some results are known about the quality of the Handel-
man bounds, when K is the standard simplex or the hypercube. These two specific
cases are already interesting to study, since they capture some well-known NP-hard
problems, e.g., the maximum stable set problem (1.2) and the max-cut problem (1.4).
Application to optimization on the standard simplex. We first consider the
case when K in (1.1) is the standard simplex ∆n, which can be written as
∆n =
{






xi − 1 ≥ 0
}
. (1.12)
It turns out that the corresponding Handelman bound f
(r)
han coincides with the LP
bound f
(r−d)
min introduced in (1.8), as proved in the following Lemma 1.4. Therefore,
the results of De Klerk et al. [21] in Theorem 1.2 for f
(r−d)
min also hold for f
(r)
han.
Lemma 1.4. Let f be a homogeneous polynomial of degree d. Consider the bound
f
(r)
han from (1.11) defined for the standard simplex (in (1.12)) and the parameter f
(r−d)
min








Proof. The proof is similar as the proof of [20, Proposition 2], and we give it here
for clarity. Let 〈1 −
∑n
i=1 xi〉 denote the ideal in R[x] generated by the polynomial
1−
∑n
i=1 xi and, for an integer r, let 〈1−
∑n
i=1 xi〉r denote its truncation at degree
r, consisting of all polynomials of the form u(1−
∑n
i=1 xi) where u ∈ R[x] has degree
at most r− 1. Moreover, let R+[x]r be the subset of R+[x] consisting of polynomials
of degree at most r. With g standing for the set of polynomials{








one can easily see that the Handelman set of order r is given by











r−d ∈ R+[x] for some scalar λ ∈ R.
By writing
∑n
i=1 xi = 1 + (
∑n







r, one obtains a decomposition of f − λ in R+[x]r + 〈1 −
∑n
i=1 xi〉r. This





Conversely, assume that f − λ ∈ R+[x]r + 〈1 −
∑n
i=1 xi〉r for some scalar λ ∈ R.
This implies that f − λ(
∑n
i=1 xi)
d = q + u(1 −
∑n
i=1 xi), where q ∈ R+[x]r+d and
u ∈ R[x]r+d−1. By evaluating both sides at x∑n
i=1 xi








)r−df − λ( n∑
i=1
xi












Application to optimization on the hypercube. We now turn to the case when
K is the hypercube Qn := [0, 1]
n. Using Bernstein approximations, De Klerk and
Laurent [18] show the following error estimates for the Handelman hierarchy.
Theorem 1.5. [18, Theorem 1.4] Let K = Qn = [0, 1]
n and let g stand for the set of
polynomials x1, . . . , xn, 1 − x1, . . . , 1 − xn. Recall that the parameter L(f) is defined
in (1.6). When f is a polynomial of degree d, we have:













1.2. HIERARCHIES OF RELAXATIONS
(ii) For any integer t ≥ 1, we have







nd ∈ Hr(g) for some integer r ≤ max{tn, d}.











In the quadratic case a better estimate can be shown.
Theorem 1.6. [18, Theorem 2.1] Let f = xTAx + bTx be a quadratic polynomial.









We observe that the above result in Theorem 1.6 holds only for relaxations f
(r)
han with
order r ≥ n. Moreover, if f is a square-free quadratic polynomial (i.e., Aii = 0 for
all i), then the equality fmin,Qn = f
(n)
han holds and the Handelman relaxation of order
n gives the exact value fmin,Qn .
For order r ≤ n, Park and Hong [78] give an error analysis in the quadratic square-
free case (see Theorem 6.7). This error analysis applies in particular to the bounds
obtained by applying the Handelman hierarchy to the maximum stable set problem.
Indeed, the maximum stable set problem can also be reformulated as a square-free
quadratic polynomial optimization problem over the hypercube (see (1.20) below).
This motivates us to investigate Handelman’s hierarchy for the maximum stable set
problem. Chapter 6 is devoted to this issue.
Schmüdgen’s Positivstellensatz
Recall that Pólya’s theorem holds when K is the standard simplex, while Handel-
man’s theorem holds when K is a polytope, and both of them lead to LP-based
hierarchies of lower bounds for fmin,K. Now we consider Schmüdgen’s Positivstellen-
satz [87], which holds when K is a general compact set, and leads to an SDP-based
hierarchy of lower bounds for fmin,K.
Theorem 1.7. [87] Assume the set K in (1.1) is compact. For any polynomial






1 · · · gαmm , where σα are sums of squares of polynomials. (1.13)
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We let Σ[x] be the set of sums of squares of polynomials. Then, for an integer r ≥ 1,






1 · · · gαmm : deg{σαg
α1
1 · · · gαmm } ≤ r, σα ∈ Σ[x]

and the corresponding Schmüdgen bound of order r as
f
(r)
sch := sup{λ : f − λ ∈ Tr(g)}.
Similarly as for Hr(g) and f (r)han, one has
T1(g) ⊆ . . . ⊆ Tr(g) ⊆ Tr+1(g) ⊆ . . . ⊆P(K),
giving the chain of inequalities:
fmin,K ≥ · · · ≥ f (r+1)sch ≥ f
(r)
sch ≥ · · · ≥ f
(1)
sch for r ≥ 1.
The asymptotic convergence of the bounds f
(r)
sch to fmin,K (as r increases) follows
directly from Theorem 1.7.
For fixed r, the bound f
(r)
sch can be computed via a semidefinite program. Recall that
checking whether a polynomial is a sum of squares of polynomials can be expressed
as a semidefinite program. Hence, the problem of testing membership in Tr(g) can be
reformulated as a semidefinite program involving 2m positive semidefinite matrices












holds. Thus, if K = [0, 1]n, then the results for the parameter f
(r)
han in Theorems 1.5
and 1.6 also hold for the parameter f
(r)








and thus the results in Theorem 1.2 for the parameter f
(r−d)




In the general case, when K is contained in (−1, 1)n, Schweighofer [89] gives the




1.2. HIERARCHIES OF RELAXATIONS
Theorem 1.8. [89] Assume the set K in (1.1) satisfies K ⊆ (−1, 1)n and consider
the parameter L(f) from (1.6). Then, there exist integers c, c′ > 0 satisfying the
following properties:











(ii) For every polynomial f of degree d and for all integers r ≥ c′dc′nc′d, we have












Under an additional assumption on the polynomials g1, . . . , gm defining the set K
in (1.1), Putinar [84] shows an analogue of Schmüdgen’s Positivstellensatz, which
only involves m+ 1 sums of squares of polynomials instead of 2m sums of squares of
polynomials in Schmüdgen’s Positivstellensatz.






σigi : σi ∈ Σ[x], i = 0, 1, . . . ,m
}
.
The quadratic module M(g) is called Archimedean if




Note that the Archimedean assumption implies that K is compact, since it is con-
tained in the ball BR(0) := {x ∈ Rn : ‖x‖ ≤ R}.
Then Putinar’s Positivstellensatz can be stated as follows.
Theorem 1.9. For the set K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}, assume that
the quadratic module M(g) is Archimedean. For any polynomial f ∈ R[x], if f is
strictly positive on K, then f can be written as
f = σ0 +
m∑
i=1
σigi, where σi ∈ Σ[x], i = 0, 1, . . . ,m.
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Then, for any integer r ≥ 1, the truncated quadratic module of degree 2r, denoted as
Mr(g), is defined as the subset of M(g) where the sums of squares of polynomials
σ0, ..., σm meet the additional degree conditions:
deg(σ0) ≤ 2r, deg(σigi) ≤ 2r (i = 1, . . . ,m).
Lasserre [47] introduces the following hierarchy of lower bounds for fmin,K
f
(r)
las := sup{λ : f − λ ∈Mr(g)},
whose convergence to the global minimum fmin,K (as r increases) is guaranteed by
Theorem 1.9.
One can easily see that Mr(g) ⊆ T2r(g), which implies f (r)las ≤ f
(2r)
sch ≤ fmin,K. How-
ever, the Schmüdgen bounds are more expensive to compute. Indeed, for each fixed
r, one can compute the parameter f
(r)
las via a semidefinite program, involving m + 1





, while computing the parameter
f
(2r)
sch needs solving a semidefinite program with 2







Lasserre’s hierarchy has some nice properties. For instance, it exhibits finite conver-
gence (i.e., f
(r)
las = fmin,K holds for some r), for some classes of convex polynomial
optimization problems (see Lasserre [51] and De Klerk and Laurent [19]). More-
over, finite convergence also holds when the description of K includes polynomial
equations admitting only finitely many real solutions (see Laurent [57] and Nie [76]).
Recently, Nie [75] shows that, under the Archimedean condition, Lasserre’s hierarchy
has finite convergence generically. Hence, finite convergence holds except for a set
of data polynomials of Lebesgue measure zero. Nie and Schweighofer [74] show the
following result about the quality of the bound f
(r)
las .
Theorem 1.10. [74, Theorems 6 and 8] Assume the set K in (1.1) is contained
in (−1, 1)n and consider the parameter L(f) from (1.6). Then, there exist integers
c, c′ > 0 satisfying the following properties:
(i) Every polynomial f of degree d which is positive on K belongs to Mr(g) for some
integer r satisfying
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For more information about Lasserre’s hierarchy and its applications, see, e.g., [52,
55, 58, 31] and the references therein.
1.2.2 Optimization over measures
One can also reformulate polynomial optimization problems as optimization problems
over measures, as introduced by Lasserre [47]. Assume K is compact. For computing
the parameter fmin,K, the basic, fundamental idea of Lasserre [47] is to reformulate
the problem as a minimization problem over the set M(K) of probability measures









denotes the expected value of f over the probability measure µ.
The above identity (1.14) is simple. As f(x) ≥ fmin,K for all x ∈ K, one can integrate




f(x)µ(dx) ≥ fmin,K. For the reverse inequality, let µ∗ be the Dirac
measure at a global minimizer x∗ of f over K, so that
∫
K





Thus, in order to upper bound fmin,K it suffices to choose a suitable probability
measure on the set K.
Later in this thesis we will investigate this approach which we will apply, in particular,
to fixed-degree polynomial optimization over the standard simplex. We will consider
some upper bounds, obtained by selecting some discrete probability distributions
over the standard simplex. The multinomial distribution is used in Chapter 2 to
give a much simplified convergence analysis for a known hierarchy of bounds, and
the multivariate hypergeometric distribution is used in Chapter 3 to show a sharper
rate of convergence.
Additionally, Lasserre [53] shows the following result, which roughly speaking says
that, in (1.14), we may restrict to the Lebesgue measure with an arbitrary sum of
squares of polynomials density function.
Theorem 1.11. [53, Theorem 3.2] Let K ⊆ Rn be compact and let f be a continuous











By adding degree constraints on the polynomial density h we get a hierarchy of upper










h(x)dx = 1, (1.16)
where Σ[x]r denotes the set of sums of squares of polynomials with degree at most
2r.
Obviously, one has
fmin,K ≤ · · · ≤ f (r+1)K ≤ f
(r)
K






= fmin,K holds by Theorem 1.11.
Moreover, if we know the explicit values of the moments
∫
K
xαdx for any α ∈ Nn
(which holds, e.g., when K is a full-dimensional simplex, hypercube, or a Euclidean
ball), then we can compute f (r)
K
by solving a semidefinite program.
In Chapter 5 we will analyze the quality of this hierarchy of upper bounds, and show
that its rate of convergence satisfies f (r)
K
− fmin,K = O( 1√r ).
1.3 Notation
In this section we collect all notation we use in this thesis.
1.3.1 Sets
We use R, R+, Q, Z and N to denote the sets of real numbers, nonnegative real
numbers, rational numbers, integers, and nonnegative integers, respectively, and we
use Rn, Rn+, Qn, Zn and Nn to denote the corresponding sets of n-dimensional vectors.
Given a finite set V and an integer t, P(V ) denotes the collection of all subsets of
V , Pt(V ) := {I ⊆ V : |I| ≤ t}, and P=t(V ) := {I ⊆ V : |I| = t}. We denote
[n] = {1, 2, . . . , n}.
For two vectors α, β ∈ Nn, the inequality α ≤ β is coordinate-wise and means that
αi ≤ βi for any i ∈ [n]. The support of x ∈ Rn is the set {i ∈ [n] : xi 6= 0}. For
x ∈ Rn and S ⊆ [n], we denote x(S) :=
∑
i∈S xi. We let e denote the all-ones vector
and let e1, . . . , en denote the standard unit vectors. For I ⊆ [n] we set eI :=
∑
i∈I ei,
and use |I| to denote the cardinality of I.
Throughout, we let




denote the n-dimensional unit hypercube and
Bε(a) = {x ∈ Rn : ‖x− a‖ ≤ ε}
denote the Euclidean ball centered at a ∈ Rn with radius ε > 0. Moreover, the sets









denote, respectively, the standard simplex and the full-dimensional simplex in Rn.
Given an integer r ≥ 1, define




∆(n, r) = {x ∈ ∆n : rx ∈ Nn},
and




The set of symmetric n× n matrices is denoted as Sn. A matrix A ∈ Sn is positive
semidefinite (resp., copositive) if xTAx ≥ 0 for all x ∈ Rn (resp., xTAx ≥ 0 for all
x ≥ 0). Then, S+n denotes the set of n× n positive semidefinite matrices, and Cn is
the set of n× n copositive matrices.
1.3.2 Polynomials and functions
Let R[x] = R[x1, . . . , xn] denote the set of multivariate polynomials in n variables
with real coefficients. We denote monomials in R[x] as xα = xα11 · · ·xαnn for α ∈ Nn,
with degree |α| =
∑n
i=1 αi. For a polynomial f =
∑
α∈Nn fαx
α, its degree is defined
as deg(f) = max{α:fα 6=0} |α|, and f is called homogeneous if all its monomials have
the same degree. Furthermore, we set φα(x) := x
α.
Let R+[x] denote the set of polynomials with nonnegative real coefficients. For an
integer r ≥ 1, R[x]r denotes the set of polynomials of degree at most r, and R+[x]r
consists of all polynomials with nonnegative real coefficients of degree at most r.
17
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Σ[x] is the set of sums of squares of polynomials, and Σ[x]r consists of all sums of
squares of polynomials with degree at most 2r. Moreover, let Hn,d denote the set of
all multivariate real homogeneous polynomials in n variables with degree d.
The monomial xα is square-free (or multilinear) if α ∈ {0, 1}n and a polynomial f
is square-free if all its monomials are square-free. For I ⊆ [n], we use the notation
xI :=
∏




Given a set K ⊆ Rn, we say that f is positive (resp., nonnegative) on K when
f(x) > 0 (resp., f(x) ≥ 0) for all x ∈ K. Furthermore, we denote P(K) as
the set of polynomials that are nonnegative on K. Given a set K ⊆ Rn, we use
wmin(K) to denote the minimal width of K, which is defined as the minimum distance
between two distinct parallel supporting hyperplanes of K, and we use D(K) =





For x ∈ R and d ∈ N, we denote xd = x(x−1)(x−2) · · · (x−d+1) and thus xd = 0 if





For α ∈ Nn, we denote α! = α1!α2! · · ·αn!.
We use Γ(·) to denote the Euler gamma function. For integers n, k ∈ N, the Stirling
number of the second kind S(n, k) counts the number of ways of partitioning a set of
n objects into k nonempty subsets. Thus S(n, k) = 0 if k > n, S(n, 0) = 0 if n ≥ 1,




k · (k − 2) · · · 3 · 1, if k > 0 is odd,
k · (k − 2) · · · 4 · 2, if k > 0 is even,
1 if k = 0 or k = −1.
Let f(x), g(x): R→ R be two non-negative real-valued functions. We write f(x) =
O(g(x)) if there exist positive numbers M and x0 such that f(x) ≤ Mg(x) for all
x ≥ x0. Moreover, we write f(x) = Ω(g(x)) if there exist positive numbers M and
x0 such that f(x) ≥Mg(x) for all x ≥ x0; see, e.g., [69, Definition B.1].
1.3.3 Graphs
Given a graph G = (V,E), G = (V,E) denotes its complementary graph whose
edges are the pairs of distinct nodes i, j ∈ V (G) with ij /∈ E. Throughout we also
set V = V (G), E = E(G) and we always assume V (G) = [n]. Kn denotes the
complete graph on n nodes, and Cn denotes the circuit on n nodes.
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A set S ⊆ V is stable (or independent) if no two distinct nodes of S are adjacent in
G and a clique in G is a set of pairwise adjacent nodes. The maximum cardinality of
a stable set (resp., clique) in G is denoted by α(G) (resp., ω(G)); thus ω(G) = α(G).
The chromatic number χ(G) is the minimum number of colors needed to color the
nodes of G in such a way that adjacent nodes receive distinct colors.
For a node i ∈ V , G− i denotes the graph obtained by deleting node i from G, and
G	 i denotes the graph obtained from G by removing i as well as the set N(i) of its
neighbours. For U ⊆ V , G\U denotes the graph obtained by deleting all nodes of U .
For an edge e ∈ E, let G\e denote the graph obtained by deleting edge e from G,
and let G/e denote the graph obtained from G by contracting edge e. Consider two
graphs G1 = (V1, E1) and G2 = (V2, E2) such that V1 ∩ V2 is a clique of cardinality t
in both G1 and G2. Then the graph G = (V1 ∪V2, E1 ∪E2) is called the clique t-sum
of G1 and G2.
1.4 Contents of the thesis
The rest of this thesis is divided into three parts. In what follows, I elaborate about
the contents of this thesis in the three parts.
1.4.1 Polynomial optimization over the standard simplex
In Part I, we consider the problem of minimizing a polynomial over the standard
simplex, i.e., the problem of computing fmin,∆n . A well studied approach to approx-
imate fmin,∆n is to consider the hierarchy of upper bounds, obtained by minimizing
over the set of regular grid points in the standard simplex, with a given denominator.
That is, consider the parameters f∆(n,r) as defined in (1.9).
For any homogeneous polynomial f ∈ Hn,d, De Klerk et al. [21] study the parameter










where C(d) is a constant depending only on d (see Theorem 2.1 for details). Observe





evaluations of f .
Hence, it can be computed in polynomial time for any fixed r. Thus the parameters
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f∆(n,r) with increasing r lead to a polynomial time approximation scheme (PTAS,
see Definition 2.2) for fixed-degree polynomial optimization.
In Chapter 2, we give a much simplified proof for the inequality in (1.18). The idea
for our new proof can be described as follows. As in (1.14), we can reformulate f∆(n,r)




where Eµ(f) is defined in (1.15).
Then our strategy is to study an upper bound for f∆(n,r), obtained by choosing the
multinomial distribution as the probability measure on ∆(n, r). It turns out that
this upper bound is closely related to Bernstein approximation, which is a classical
tool in approximation theory. Namely, the upper bound boils down to the Bernstein
approximation of f over the standard simplex. Then the convergence analysis is
based on using some properties of Bernstein approximation. Moreover, our analysis
completes the analysis of the random walk approach proposed by Nesterov [72] to
upper bound the parameter f∆(n,r).
Then, we show in Chapter 3 that by using another distribution on ∆(n, r), the multi-
variate hypergeometric distribution, we can sharpen the analysis for the convergence





where the constant C(f) depends on the polynomial f but not on r. Namely, this
result holds for the quadratic case (i.e., when f is quadratic), and it also holds in
the general case assuming the existence of a rational global minimizer. However, the
best-known upper estimates for C(f) are exponential in n in general, which means
that the estimate in (1.19) does not yield a PTAS for the problem of minimizing a
quadratic polynomial over the standard simplex.
In addition, in Chapter 4 we consider the upper bound f∆(n,r) together with the
lower bound f
(r−d)
min , which we introduced earlier in (1.8). We uncover their mutual
relationship and give refined upper bounds for the range f∆(n,r) − f (r−d)min in terms of
the range fmax,∆n − fmin,∆n .
1.4.2 Polynomial optimization over a compact set
In Part II we investigate the more general problem of minimizing a continuous func-
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When f is a polynomial, this hierarchy has been investigated in [47, 53]. In particular,
for fixed r, the parameter f (r)
K
can be computed in polynomial time for some cases,
e.g., when K is a full-dimensional simplex, hypercube, or a Euclidean ball. However,
no information about its convergence rate is known.
In Chapter 5, we show that its convergence rate is in O(1/
√







for any r large enough,
where ζ(K) is a constant depending only on K, and Mf is the Lipschitz constant
of f on K (see Theorem 5.7 for details). Our result applies to the case when f is
Lipschitz continuous and K is a full-dimensional compact set satisfying some geo-
metrical condition (which is satisfied, e.g., for any full-dimensional compact convex
set). The main idea is to use the Taylor series of the Gaussian distribution function
truncated at degree 2r as the sum of squares density function in order to carry out
the analysis.
In addition, we indicate how to sample feasible points in K from the probability dis-
tribution defined by the optimal density function h∗, obtained as the optimal solution
of the program (1.16). We also present numerical results for several polynomial test
functions on the hypercube. In these examples, we observe that the sampling based
on h∗ generates ‘better’ feasible solutions than the uniform sampling from K.
1.4.3 An application in graph theory
In part III we consider the maximum stable set problem in graph theory. In partic-
ular, we analyze the following formulation for α(G) considered by Park and Hong
[78]: given a graph G = (V,E), its stability number α(G) can be computed via the









Hence, we can use the representation result of Handelman [38], as explained earlier
in Section 1.2.1, to build a hierarchy of upper bounds for α(G). It turns out that this
21
CHAPTER 1. INTRODUCTION
hierarchy converges in finitely many steps. Then we focus on the smallest number
of steps needed for the finite convergence, which is called the Handelman rank (see
Definition 6.10). More precisely, we consider the following question: given a graph,
what is its Handelman rank?
We relate the Handelman rank with structural properties of graphs. In particular, we
use fractional clique covers to upper bound the Handelman rank for perfect graphs
and we determine its exact value in the vertex-transitive case. Moreover, we show
two upper bounds on the Handelman rank in terms of the (fractional) stability num-
ber of the graph, and we compute the Handelman rank for several classes of graphs
including odd circuits and wheels and their complements. We also point out links
to several other classical hierarchies of bounds by Sherali-Adams, Lovász-Schrijver,
Lasserre and De Klerk-Pasechnik. Additionally, we give an explicit formulation for
the Handelman hierarchy applied to the max-cut problem in terms of valid inequal-
ities of the cut polytope.
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As we have mentioned before, this problem is NP-hard, even if f is a quadratic
function, as it contains the maximum stable set problem (1.2) as a special case. For
more information about the complexity of optimization over the simplex, see, e.g.,
[16, 17].
Observe that one can assume w.l.o.g. that f is homogeneous (say, of degree d).
Indeed, if f =
∑d
s=0 fs, where fs is homogeneous of degree s, then minx∈∆n f(x) =







We focus on the bound
f∆(n,r) = min f(x) s.t. x ∈ ∆(n, r) = {x ∈ ∆n : rx ∈ Nn},
which was defined in (1.9).
Error bounds for f∆(n,r) have been shown by De Klerk and Bomze [8] (for quadratic
polynomial f), and by De Klerk et al. [21] (for general polynomial f). They show









where C(d) is a constant depending only on d, see Theorem 2.1 for details.
In Chapter 2, we give a new proof for the above inequality, and we also refine the




where M(∆(n, r)) denotes the set of probability measures on ∆(n, r) and Eµ(f) =∫
∆(n,r)
f(x)µ(dx) denotes the expected value of f over the probability measure µ.
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Then the main idea is to study an upper bound for f∆(n,r), obtained by choosing the
multinomial distribution as the probability measure on ∆(n, r). It turns out that
this upper bound is equal to the Bernstein approximation of f over the standard
simplex, and the convergence analysis uses some properties of Bernstein approxima-
tion. Moreover, our analysis in Chapter 2 is closely related to Nesterov’s random
walk on ∆(n, r) in [72]. However, Nesterov [72] considers only polynomials of degree
at most 3 and square-free polynomials. Hence, we complete his analysis for general
polynomials by placing it in the well-studied framework of Bernstein approximation
and clarifying the link to the multinomial distribution.
In Chapter 2 several examples are investigated and it turns out that ρr(f) = O(1/r
2)
holds for all of them, which is sharper than the O(1/r) proved bound. Thus an open
question raises: does ρr(f) = O(1/r
2) hold in general?
In Chapter 3 we show that by using another distribution on ∆(n, r), the multivari-






holds, where C(f) depends on the polynomial f . More precisely, this result holds
for the quadratic case (i.e., when f is quadratic), and also holds in the general case
assuming the existence of a rational global minimizer. However, the best-known
upper bounds on C(f) are exponential in n in general.
Finally, in Chapter 4 we consider f∆(n,r), together with the parameter
f
(r−d)









defined as in (1.8), which is a lower bound for fmin,∆n obtained from Pólya’s theorem
(Theorem 1.1). In fact, both f∆(n,r) and f
(r−d)
min have been studied in the literature.
In particular, De Klerk et al. [21] show upper bounds for f∆(n,r) − fmin,∆n and
fmin,∆n − f
(r−d)
min separately. We show upper bounds for f∆(n,r) − f
(r−d)
min and refine
the previous known upper bounds, obtained by adding up the upper bounds for





New proof for a polynomial time
approximation scheme (PTAS)
2.1 Introduction
For the problem of computing fmin,∆n , many approximation methods have been stud-
ied in the literature. In fact, when f has fixed degree d, there is a polynomial time
approximation scheme (PTAS, see Definition 2.2 below) for this problem, as is shown
by Bomze and De Klerk [8] (for quadratic f), and by De Klerk, Laurent and Par-
rilo [21] (for general fixed-degree f). The PTAS is particularly simple: it takes the
minimum of f on the regular grid
∆(n, r) = {x ∈ ∆n : rx ∈ Nn}









evaluations of f , which
is polynomial in n for fixed r.
Several properties of the regular grid ∆(n, r) have been studied in the literature.
In Bos [10], the Lebesgue constant of ∆(n, r) is studied in the context of Lagrange
interpolation and finite element methods. Given a point x ∈ ∆n, Bomze, Gollowitzer
and Yildirim [9] study a scheme to find the closest point to x on ∆(n, r) with respect
to certain norms (including `p-norms for finite p). Furthermore, as the sequence of
f∆(n,r) may not be monotone non-increasing for increasing values of r, Sagol and
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Yildirim [86] and Yildirim [100] consider the parameter minx∈∪rk=2∆(n,k) f(x) (which
is monotone non-increasing for increasing values of r) for homogeneous quadratic
polynomial, and analyze its quality.
The following error bounds are known for the approximation f∆(n,r) of fmin,∆n .
Theorem 2.1 ((i) Bomze-De Klerk [8] and (ii) De Klerk-Laurent-Parrilo [21]).
(i) For any quadratic polynomial f ∈ Hn,2 and r ≥ 2, one has




(ii) For any polynomial f ∈ Hn,d and r ≥ d, one has










where rd = r(r − 1) · · · (r − d+ 1).




), and thus the above results imply the existence of a PTAS
in the sense of the following definition, that has been used by several authors (see,
e.g., [5, 17, 21, 73, 96]).
Definition 2.2. [PTAS] Given any compact set K, a value ψε approximates fmin,K
with relative accuracy ε in [0, 1] if
|ψε − fmin,K| ≤ ε(fmax,K − fmin,K).
The approximation is called implementable if ψε = f(xε) for some feasible xε. If a
problem allows an implementable approximation ψε = f(xε) for each ε ∈ (0, 1], such
that the feasible xε can be computed in time polynomial in n and the bit size required
to represent f , then we say that the problem allows a polynomial time approximation
scheme (PTAS).
The main contribution of this chapter is to provide new insight into the PTAS by
establishing precise connections with the multinomial distribution and Bernstein
approximation. More precisely, we give simplified proofs of the PTAS result. In
particular, our proof for the quadratic case is completely elementary, and much
simpler than the proof given in [8]. We also refine the relevant error bound in the
special case of degree three polynomials. In addition, our analysis in this chapter is





To analyze the quality of the parameter f∆(n,r), we start by reformulating f∆(n,r) as









Then we can obtain an upper bound for f∆(n,r) by setting the measure µ to be a
suitable probability measure on the regular grid ∆(n, r). In this chapter we focus on
the upper bound obtained by selecting the multinomial distribution with appropriate
parameters as measure µ. It turns out that this upper bound boils down to the
Bernstein approximation of f over the standard simplex ∆n. Moreover, our approach
is closely related to Nesterov’s random walk in the standard simplex [72].
Next we review some necessary background material on the multinomial distribution,
Nesterov’s random walk, and Bernstein approximation.
2.2.1 The multinomial distribution
Recall that the multinomial distribution with parameters r, n, and x1, . . . , xn (where
x ∈ ∆n) can be explained by rolling a loaded dice. More precisely, consider a loaded
dice with n sides. We roll the dice r times, and at each trial the probability of seeing
i is xi. We let the random variable Yi denote the number of times that i is seen.
Then, Y = (Y1, . . . , Yn) has the multinomial distribution, with parameters r, n, and
x1, . . . , xn (where x ∈ ∆n). Given α ∈ I(n, r) = {α ∈ Nn :
∑n
i=1 αi = r}, the
probability of obtaining the outcome Y = α, is equal to
Pr [Y1 = α1, . . . , Yn = αn] =
r!
α!
xα, α ∈ I(n, r). (2.2)
Then the normalized random variable X = 1
r
Y takes its values in ∆(n, r), and the










Since the random variable X takes its values in ∆(n, r), this implies directly that
the expected value of f(X) is at least the minimum of f over ∆(n, r). That is,
f∆(n,r) ≤ E[f(X)]. (2.4)
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As we will see in (2.7) below, it turns out that E[f(X)] is equal to Br(f)(x), the
Bernstein approximation of f of order r at the point x ∈ ∆n. Our new proof will
be based on exploiting the properties of Bernstein approximation on the standard
simplex.
On the other hand, as mentioned before, this analysis is closely related to Nesterov’s
random walk in the standard simplex proposed in [72]. Next we illustrate the precise
connection.
2.2.2 Nesterov’s random walk in the standard simplex
Nesterov [72] proposes an alternative probabilistic argument for estimating the qual-
ity of the bounds f∆(n,r). He considers a random walk on the standard simplex ∆n,
which generates a sequence of random points x(r) ∈ ∆(n, r) (r = 1, 2, . . . ). Thus the
expected value E[f(x(r))] of the evaluation of the polynomial f at x(r) satisfies:
f∆(n,r) ≤ E[f(x(r))].
For completeness, we describe Nesterov’s approach as follows.
Let x ∈ ∆n and let ζ be a discrete random variable taking values in {1, . . . , n} where
the probability of the event ζ = i is given by xi. That is,
Pr[ζ = i] = xi (i = 1, . . . , n). (2.5)
Consider the random process:
y(0) = 0 ∈ Rn, y(r) = y(r−1) + eζr (r ≥ 1),
where ζr are independent random variables distributed according to (2.5). In other
words, y(r) equals y(r−1) + ei with probability xi. One can easily check that y
(r) has
the multinomial distribution, with parameters r, n and x1, . . . , xn (where x ∈ ∆n).
Hence, by (2.2), for any given α ∈ I(n, r), the probability of the event y(r) = α is
given by








y(r) ∈ ∆(n, r) (r ≥ 1).
Thus one has





















Note that the value of E[f(x(r))] in (2.6) is equal to the value of E[f(X)] in (2.3).
Thus, in this sense, our approach using Bernstein approximation is equivalent to the
random walk approach of Nesterov [72].
On the other hand, in [72] the link with Bernstein approximation is not made, and
the author calculates the values E[f(x(r))] from first principles for polynomials up to
degree four and for square-free polynomials. Based on this Nesterov [72] gives the
error bounds in Theorems 2.8 and 2.14 below for the quadratic and square-free cases.
However, he does not consider the general case. Thus the analysis in this chapter
completes the analysis in [72].
2.2.3 Bernstein approximation on the standard simplex
We now review some necessary background material for Bernstein approximation.
The Bernstein approximation of order r ≥ 1 on the standard simplex of a continuous

















i . For instance, for the constant polynomial









r by the multinomial theorem, and thus to 1 for any x ∈ ∆n.
There is a vast literature on Bernstein approximation, and the interested reader may
consult, e.g., the papers by Ditzian [28, 29], Ditzian and Zhou [30], the book by
Altomare and Campiti [2], and the references therein for more details than given
here.
Here we state one well-known result that shows uniform convergence of the Bernstein
approximations Br(f) to f as r increases to infinity.
33
CHAPTER 2. POLYNOMIAL TIME APPROXIMATION SCHEME
Theorem 2.3 (See, e.g. [2], Section 5.2.11). Let f : Rn → R be any continuous
function defined on ∆n and let Br(f) be as defined in (2.7). One has







where ω denotes the modulus of continuity:
ω(f, δ) := max
x,y∈∆n
‖x−y‖≤δ
|f(x)− f(y)| (δ ≥ 0).
Next we state some simple inequalities relating a polynomial, its Bernstein approxi-
mation and their minimum over the set ∆(n, r) of grid points.




f∆(n,r) − fmin,∆n ≤ min
x∈∆(n,r)
Br(f)(x)− fmin,∆n ≤ max
x∈∆n
{Br(f)(x)− f(x)}. (2.9)
Proof. Note that (2.8) follows from inequality (2.4) and the fact that E[f(X)] =
Br(f)(x) (by (2.3) and (2.7)). For completeness, we recall the easy argument. Fix









Br(f)(x) is a convex combination of the values f(
α
r
) (α ∈ I(n, r)), which implies
that Br(f)(x) ≥ minα∈I(n,r) f(αr ) = f∆(n,r).
The left most inequality in (2.9) follows directly from (2.8). To show the right most
inequality, let x∗ be a global minimizer of f over ∆n, so that f(x
∗) = fmin,∆n . Then,
minx∈∆n Br(f)(x)−fmin,∆n is at most Br(f)(x∗)−fmin,∆n = Br(f)(x∗)−f(x∗), which
concludes the proof.
The motivation for using Bernstein approximation to study the quantity f∆(n,r) is
now clear. Indeed, the Bernstein approximation Br(f) converges uniformly to f as
r →∞, and the minimum of Br(f) on ∆n is lower bounded by f∆(n,r).
Our strategy for upper bounding the range f∆(n,r) − fmin,∆n will be to upper bound
the (possibly larger) range maxx∈∆n{Br(f)(x)−f(x)} – see Theorems 2.8, 2.11, 2.14
and 2.20. Hence our results can be seen as refinements of the previously known
results quoted in Theorem 2.1 above.
The following example shows that all inequalities can be strict in relation (2.9).
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Example 2.5. Consider the quadratic polynomial f = 2x21+x
2






x22 − 52x1x2 + x1 +
1
2
x2. One can easily check that fmin,∆n = −1732
























). In this example, the polynomial f and its Bernstein approximation B2(f)(x)
do not have a common minimizer over the standard simplex.
Moreover, we note that fmax,∆n = 2 and maxx∈∆2{B2(f)(x)− f(x)} = 1, so that we




























which shows that all the inequalities can be strict in (2.9).
For any polynomial f =
∑
β∈I(n,d) fβx



















(β ∈ I(n, d)) the Bernstein coefficients of f , since they are the coeffi-
cients of the polynomial f when it is expressed in the Bernstein basis{
d!
β!
xβ : β ∈ I(n, d)
}
of Hn,d. Using the multinomial theorem (as in the proof of Lemma 2.4), one can
see that, for x ∈ ∆n, f(x) is a convex combination of its Bernstein coefficients fβ β!d!












We will use the following result of [21], which bounds the range of the Bernstein
coefficients in terms of the range of function values.




and x ∈ ∆n, one has
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2.3 New proofs for the PTAS results
We now give an alternative proof for the PTAS property. More precisely, we show
error bounds for four different cases separately, i.e., for the quadratic case (see Corol-
lary 2.9), the cubic case (see Corollary 2.12), the square-free case (see Corollary 2.15),
and the general case (see Corollary 2.21). In particular, the error bounds for the first
three cases in Corollaries 2.9, 2.12 and 2.15 refine the error bound for the last case
in Corollary 2.21.
Recall that we use φα to denote the monomial x
α for α ∈ Nn, i.e., we set φα(x) = xα.
2.3.1 Quadratic polynomial optimization over the standard
simplex
We first recall the explicit Bernstein approximation of the monomials of degree at
most two, i.e., we compute Br(φei), Br(φ2ei) and Br(φei+ej). We give a proof for
clarity.






xixj for all x ∈ ∆n.







































































xi(1− xi) + x2i ,
where we have used at several places the multinomial theorem (and the fact that an
empty summation is equal to 0).
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Consider now a quadratic polynomial f = xTQx ∈ Hn,2. By Lemma 2.7, its Bern-









)f(x) ∀x ∈ ∆n. (2.11)






≤ fmax,∆n − fmin,∆n
r
.
setting Qmax = maxi∈[n]Qii.














Qii − fmin,∆n + rf(x)
≤ fmax,∆n − fmin,∆n + rf(x),
where in the last inequality we have used the fact that maxiQii ≤ fmax,∆n , since
Qii = f(ei) ≤ fmax,∆n for i ∈ [n]. This gives the two right-most inequalities in the
theorem.
Combining Theorem 2.8 with Lemma 2.4, we obtain the following corollary, which
gives the PTAS result by Bomze and De Klerk [8, Theorem 3.2].
Corollary 2.9. For any polynomial f = xTQx ∈ Hn,2 and r ≥ 1, one has
f∆(n,r) − fmin,∆n ≤
Qmax − fmin,∆n
r
≤ fmax,∆n − fmin,∆n
r
.
We note that the proof given here is completely elementary and much simpler than
the original one in [8]. Our proof is, however, closely related to another proof by
Nesterov [72], as we saw earlier in Section 2.2.2.




i ∈ Hn,2. As f is
convex, it is easy to check that fmin,∆n =
1
n
(attained at x = 1
n
e) and fmax,∆n = 1
(attained at any standard unit vector).
37
CHAPTER 2. POLYNOMIAL TIME APPROXIMATION SCHEME
For the computation of f∆(n,r), it is convenient to write r as r = kn+ s, where k ≥ 0










which is attained at any point x ∈ ∆(n, r) having n − s coordinates equal to k
r
and
s coordinates equal to k+1
r
. To see this, pick a minimizer x ∈ ∆(n, r). First we




Then define the new point x′ ∈ ∆(n, r) by x′1 = x1 + 1r , x
′
2 = x2 − 1r and x
′
i = xi
for all i 6= 1, 2 and observe that f(x′) < f(x), which contradicts the optimality of x.

























We observe that this latter ratio might be in the order 1
r
, thus matching the upper
bound in Corollary 2.9 in terms of the dependence of the error bound on r. For
instance, for r = 3n
2
(i.e., k = 1, s = n
2
), we have that
f∆(n,r) − fmin,∆n =
1
6r − 9
(fmax,∆n − fmin,∆n). (2.12)














Hence, equality holds throughout in the inequalities of Theorem 2.8, which shows that
the upper bound is tight on this example.
By (2.12) in Example 2.10, there does not exist any ε > 0 such that, for any quadratic
form f ,
f∆(n,r) − fmin,∆n ≤
1
r1+ε
(fmax,∆n − fmin,∆n) ∀r ≥ 1.
Hence, the error bound in Corollary 2.9 is tight in terms of its dependence on r. On








2ρr(f)) < ∞, i.e., the asymptotic convergence rate of the se-
quence {ρr(f)} for the example is O(1/r2). It turns out that this will be the case
also for the other polynomials considered in Examples 2.13, 2.16 and 2.22 below.
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2.3.2 Cubic polynomial optimization over the standard sim-
plex
Using similar arguments as for Lemma 2.7, one can compute the Bernstein approx-




















(r − 1)(r − 2)
r2
xixjxk.
We show the following result.




























Applying the above description for the Bernstein approximation of degree 3 mono-
mials, the Bernstein approximation of f at any x ∈ ∆n reads
Br(f)(x) =





















Evaluating f at ei and at (ei + ej)/2 yields, respectively, the relations:
fmin,∆n ≤ fi ≤ fmax,∆n , (2.14)
fi + fj + fij + gij ≤ 8fmax,∆n . (2.15)
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Using (2.15) and the fact that
∑n













Combining (2.13) and (2.16), one obtains that, for any x ∈ ∆n,



















































2 = 4fmax,∆n .
This implies:
r2(Br(f)(x)− f(x)) ≤ −(3r − 2)fmin,∆n − (r − 2)fmin,∆n + 4(r − 1)fmax,∆n
= 4(r − 1)(fmax,∆n − fmin,∆n),
which concludes the proof.
Combining Theorem 2.11 with Lemma 2.4, we obtain the following error bound.
Corollary 2.12. For any polynomial f ∈ Hn,3 and r ≥ 2, one has
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This result is a bit stronger than the result by De Klerk et al. [21, Theorem 3.3],
which states that f∆(n,r) − fmin,∆n ≤ 4r (fmax,∆n − fmin,∆n).
Example 2.13. Consider the cubic polynomial f = x31 + x
3
2 ∈ H2,3. One can check











if r is odd.




















Moreover, for r ≥ 2,
min
x∈∆2






















and thus grows proportionally to 1
r2
.
2.3.3 Square-free polynomial optimization over the standard
simplex
Here we consider square-free (or multilinear) polynomials, involving only monomials
xI =
∏
i∈I xi for I ⊆ [n]. The Bernstein approximation of the square-free monomial
φeI (x) = x
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for x ∈ ∆n. Recall that, for an integer r ≥ 1, rd = r(r − 1) · · · (r − d + 1) and








f(x) ∀x ∈ ∆n,
which implies the following identities:
min
x∈∆n
Br(f)(x)− f = max
x∈∆n
















(fmax,∆n − fmin,∆n) ∀x ∈ ∆n.
Proof. We use (2.17). For degree d = 1 the result is clear and, for d ≥ 2, we use
the fact that fmax,∆n ≥ 0 since f(ei) = 0 for any i ∈ [n].
Combining with Lemma 2.4 we obtain the following error bound.
Corollary 2.15. For any square-free polynomial f ∈ Hn,d and r ≥ 1, one has







This result was first shown by Nesterov [72, Theorem 2] (see also De Klerk et al. [21,
Remark 3.4]). In fact, our proof is again closely related to the one by Nesterov [72],
as we saw earlier in Section 2.2.2.
Example 2.16. Consider the square-free polynomial f = −x1x2. Then, Br(f)(x) =
− r−1
r















if r is odd.
Hence, for any integer r ≥ 2, one has strict inequality: minx∈∆2 Br(f)(x) > f∆(n,r).
Moreover, as minx∈∆2 Br(f)(x) − fmin,∆n = maxx∈∆2{Br(f)(x) − f(x)} = 14r =
1
r
(fmax,∆n − fmin,∆n), the upper bound from Theorem 2.14 is tight on this example.
On the other hand, f∆(2,r)− fmin,∆n = 14r2 =
1
r2
(fmax,∆n− fmin,∆n) for odd r, and thus
the range f∆(2,r) − fmin,∆n grows proportionally to 1r2 .
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2.3.4 General polynomial optimization over the standard
simplex
We now deal with the minimization of an arbitrary polynomial f ∈ Hn,d. In order
to be able to bound the minimum of Br(f) over ∆n we need an explicit description
of the Bernstein approximation of f .
Bernstein approximation over the standard simplex of an arbitrary mono-
mial
Here we work out an explicit description of the Bernstein approximation of arbitrary
monomials φβ(x) = x
β (β ∈ I(n, d)). The key ingredient is to express it in terms of
the moments of the multinomial distribution.
Fix x = (x1, . . . , xn) ∈ ∆n and assume Y = (Y1, . . . , Yn) has the multinomial dis-
tribution with parameters r, n and x1, . . . , xn (where x ∈ ∆n) as in Section 2.2.1.
Then, given α ∈ I(n, r), by (2.2), the probability of the event Y = α is equal to r!
α!
xα.

























Combining [40, relation (34.18)] and [40, relation (35.5)], we can obtain an alternative
formula for the moments mβ(n,r) of the multinomial distribution in terms of Stirling
numbers of the second kind, see Theorem 2.18 below.
Definition 2.17. For integers n, k ∈ N, the Stirling number of the second kind
S(n, k) counts the number of ways of partitioning a set of n objects into k nonempty
subsets. Thus S(n, k) = 0 if k > n, S(n, 0) = 0 if n ≥ 1, and S(0, 0) = 1 by
convention.
For more information about the Stirling number of the second kind, see Appendix A.
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Therefore, we can deduce the explicit formula of the Bernstein approximation for
any monomial.










S(βi, αi) ∀x ∈ ∆n.
For completeness, we will give a self-contained proof for Theorem 2.18 in Appendix
B.
Error bound analysis
We show the following error bound for the Bernstein approximation of order r of an
arbitrary polynomial on the standard simplex.


























Proof. Consider a polynomial f =
∑
β∈I(n,d) fβx
β ∈ Hn,d and x ∈ ∆n. Applying
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Using (2.10), we have f(x) ≥ minβ∈I(n,d) fβ β!d! and fβ
β!
d!




permits to derive the following inequality:
rd(Br(f)(x)− f(x)) ≤
























It now suffices to upper bound the right handside of the inequality (2.19) and to




























































rkS(d, k) = rd − rd. [using Lemma A.3]
























By combining with Theorem 2.6 we obtain the claimed inequalities of Theorem 2.20
and this concludes the proof.
Combining Theorem 2.20 with Lemma 2.4, we obtain the following error bound,
which was first shown in [21, Theorem 1.3].
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Corollary 2.21. For any polynomial f ∈ Hn,d and r ≥ 1, one has










Example 2.22. We consider here the problem of minimizing the polynomial f =∑n
i=1 x
d
i (n ≥ 2) over the standard simplex for any degree d ≥ 2, thus extending
the case d = 2 considered in Example 2.10 and the case d = 3, n = 2 considered in
Example 2.13. As f is convex on Rn+ it follows that fmax,∆n = 1 and fmin,∆n = 1nd−1 .
We now compute the minimum over the regular grid ∆(n, r). As in Example 2.10
set r = kn+ s where k, s ∈ N with s ≤ n−1. We show that f∆(n,r) is attained at any
point x having s components equal to k+1
r














For this pick a minimizer x of f over ∆(n, r) and it suffices to show that xi−xj ≤ 1r







, x3, . . . , xn) < f(x1, x2, x3, . . . , xn),
which contradicts the minimality assumption on x. One can see the above claim as
follows: set σ = 1−
∑n
i=3 xi, consider the function φ(t) = t
d+(σ− t)d for t satisfying




), and verify (using elementary calculus) that φ(t+ 1
r
) < φ(t) for any
such t. Therefore, we have



































































































Combining with the bound s(n− s) ≤ n2
4
, we deduce that




























Hence we see that for any degree d ≥ 3 the ratio is in the order 1
r2
. Recall that for
degree d = 2 it was observed in Example 2.10 that it can be in the order 1
r
for certain








r = 1, 2, . . .
for a given polynomial f ∈ Hn,d.
On the one hand, our results in Corollaries 2.9, 2.12, 2.15, and 2.21 imply that for





where C(d) is a constant depending only on d.
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holds, where C(f) is a constant depending on f ; see Examples 2.10, 2.13, 2.16 and
2.22. Therefore, it remains an open problem to determine the exact dependence on




A refined error analysis
3.1 Introduction
In this chapter, we study the parameter f∆(n,r), which was defined in (1.9):
f∆(n,r) = min f(x) s.t. x ∈ ∆(n, r) = {x ∈ ∆n : rx ∈ Nn}.
In particular, we consider the question posed in Section 2.4 concerning the exact




r = 1, 2, . . .
By Theorem 2.1, we know that ρr(f) is of the order O(1/r). On the other hand,
in Chapter 2, several examples are given where ρr(f) is in fact of the order O(1/r
2)
and the question is posed whether this can be true in general.
Here, we give a partial answer to this question. For any polynomial f ∈ Hn,d, we










where the constant C(f) depends on the polynomial f . More precisely, for any
quadratic f , we show that ρr(f) ≤ m/r2 if f has a global minimizer with denominator
m (see Theorem 3.7). In view of Vavasis’ result [95] on the existence of rational
minimizers for quadratic programming, this implies that ρr(f) = O(1/r
2) for any
quadratic f (see Corollary 3.9). For polynomials f of degree d ≥ 3, when f admits
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a rational global minimizer, we also show that ρr(f) = O(1/r
2) (see Corollaries 3.13
and 3.16).
As explained in Section 2.2.1, our approach in Chapter 2 can be put in the more
general context of the framework introduced by Lasserre [47, 53], based on refor-
mulating any polynomial optimization problem as an optimization problem over
measures. When applied to our setting, this implies the following upper bound:




for any probability measure µ on ∆(n, r). So the work in Chapter 2 is based on
selecting the multinomial distribution with appropriate parameters as measure µ.
In this chapter we will replace the multinomial distribution by the hypergeometric
distribution, and we therefore review some necessary background material next.
3.2 The multivariate hypergeometric distribution
Consider a box containing m balls of n colors, of which mi are of color i for i =
1, . . . , n. Thus
∑n
i=1mi = m. We draw r balls randomly from the box without
replacement. This defines the random variable Yi as the number of balls of color i in
a random sample of r balls.
Then, Y = (Y1, . . . , Yn) has the multivariate hypergeometric distribution, with pa-
rameters r, n and m1, . . . ,mn (with
∑n
i=1mi = m). Given α ∈ Nn with
∑n
i=1 αi = r,
the probability of obtaining the outcome Y = α, i.e., with αi balls of color i, is equal
to










Define the random variables
X = (X1, . . . , Xn) where Xi = Yi/r (i = 1, . . . , n). (3.2)
Thus X takes its values in ∆(n, r).
As mentioned before, in this chapter we will apply the multivariate hypergeometric
distribution to upper bound f∆(n,r). More precisely, we will use the following lemma,
which is analogous to Lemma 2.4 in Chapter 2.
50
3.2. THE MULTIVARIATE HYPERGEOMETRIC DISTRIBUTION
Lemma 3.1. Let f =
∑
β∈I(n,d) fβx
β ∈ Hn,d and let X = (X1, X2, . . . , Xn) be as in
(3.2). Then, one has
f∆(n,r) ≤ E [f(X)]
and the above inequality can be strict.
Proof. By definition (3.2), the random variable X takes its values in ∆(n, r), which
implies directly that the expected value of f(X) is at least the minimum of f over
∆(n, r).
In order to show that the inequality can be strict, we consider the following example:
f = 2x21 + x
2





). Then we let m = 16, m1 = 7 and m2 = 9. When r = 2, one can easily check





)). On the other hand,
when r = 2, E [f(X)] = 31
80
, and thus E [f(X)] > f∆(2,2).
Remark 3.2. To motivate the choice of the hypergeometric distribution over the
multinomial distribution, consider the case where f has a rational minimizer x∗ in
∆(n,m), i.e., each component of x∗ has denominator m.
If we now define the random variable X as in (3.1) and (3.2) with mi = mx
∗
i (i ∈ [n])



















∗) is the analog of the Bernstein approximation Br(f)(x
∗) in (2.3).
If r = m, then the only possible value that X can take is x∗. In other words,
Hm(f)(x
∗) = f(x∗) = fmin,∆n, which means finite convergence of Hr(f)(x
∗) (r =
1, 2, . . .) to fmin,∆n, whereas the convergence limr→∞Br(f)(x
∗) = fmin,∆n is not finite
in general. For instance, consider the polynomial f = x21 + x
2


















∗) > fmin,∆n for any r ≥ 1.
In order to apply Lemma 3.1, we need an explicit formula for the β-th moment of X

















in Corollary 3.4, which
is analogous to the explicit formula for the β-th the moment of the multinomial
distribution in Theorem 2.18.
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Combining [40, relation (34.18)] and [40, relation (39.6)], we can obtain an alterna-




in terms of the Stirling numbers of the second kind (recall
Definition 2.17).














where rd = r(r − 1) · · · (r − d+ 1).





where X is the random variable defined as in (3.2).
















3.3 The convergence analysis
In this section, we show some new error bounds for the parameter f∆(n,r) based on
using the multivariate hypergeometric distribution. Similarly as in Chapter 2, we
consider four different cases separately, i.e., the quadratic case, the cubic case, the
square-free case, and the general case.
On the one hand, the proofs in this section apply similar ideas as the proofs in
Chapter 2. On the other hand, due to the difference between the moments of the
hypergeometric distribution (in Corollary 3.4) and of the multinomial distribution
(in Theorem 2.18), the proofs in this section are more technical.
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3.3.1 The quadratic case
We now consider the case when f is assumed to be quadratic. First we show the
following result.
Theorem 3.5. Let f = xTQx ∈ Hn,2. For any integers r and m ≥ 2 such that
1 ≤ r ≤ m, one has
f∆(n,r) − f∆(n,m) ≤
m− r
r(m− 1)
(fmax,∆n − fmin,∆n) .
Proof. Let m ≥ 2 and let x∗ ∈ ∆(n,m) be a minimizer of f over ∆(n,m), i.e.,
f(x∗) = f∆(n,m), and set mi = mx
∗
i for i ∈ [n]. If m = 1, then r = 1 and the result
is trivial. Now assume m ≥ 2. Consider the random variable X = (X1, . . . , Xn)
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Using Lemma 3.1, we can conclude the proof.
For any quadratic f with integer coefficients, Vavasis [95] shows that there always
exists a rational global minimizer x∗ for problem (1.21); see Appendix C.1 for details.
Example 3.6. There exist polynomials of degree larger than 2 for which problem
(1.21) does not have any rational global minimizer. This is the case, for instance,




, whose global minimizer always has
the irrational component x1 = 1/
√
6.
We now assume the rational minimizer x∗ for problem (1.21) has denominator m.
Then our next result gives an upper bound for the error estimate f∆(n,r) − fmin,∆n ,
in terms of this denominator m.
Theorem 3.7. Let f = xTQx ∈ Hn,2, and let x∗ be a global minimizer of f over ∆n
with denominator m. For any integer r ≥ 1, one has
f∆(n,r) − fmin,∆n ≤
m
r2
(fmax,∆n − fmin,∆n) .
Before proceeding with the proof, we note that one may give an upper bound on m
in terms of Q, when Q has integer entries. However, the best-known upper bounds
on m are exponential in n in general. This means that Theorem 3.7 does not yield a
PTAS (recall Definition 2.2) for quadratic polynomial optimization over the standard
simplex, but our interest is on the dependence of the error bound on the parameter
r, when the polynomial f is fixed. For the upper bound on m, see Appendix C.2 for
details.
The proof of Theorem 3.7 uses the following easy fact (whose proof is omitted).






Proof. (Proof of Theorem 3.7) Let k ≥ 1 be an integer such that
(k − 1)m < r ≤ km.
We apply Theorem 3.5 to r and km (instead of m) and obtain that




Now, observe that f∆(n,km) = f∆(n,m) = fmin,∆n , since x
∗ ∈ ∆(n,m) ⊆ ∆(n, km) ⊆
∆n, and use the inequality from Lemma 3.8.
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As a direct application of Theorem 3.7, we see that the convergence ratio ρr(f) in
(1.17) is in the order O(1/r2), where the constant depends only on the denominator
of a rational global minimizer.
Corollary 3.9. For any quadratic polynomial f ∈ Hn,2, ρr(f) = O(1/r2).
Moreover, the results of Theorems 3.5 and 3.7 refine the known error estimate from









in the case r ≥ m.
The following example shows that the inequality in Theorem 3.5 can be tight.
Example 3.10. [Example 2.10 continued] Consider the quadratic polynomial f =∑n
i=1 x
2
i . Recall that fmax,∆n = 1 and fmin,∆n =
1
n
, which is attained at x = 1
n
e.
Moreover, for any integer r ≤ n, we have f∆(n,r) = 1r . Thus, we have
f∆(n,r) − fmin,∆n =
n− r
r(n− 1)




Hence, for this example, the result in Theorem 3.5 is tight, while the result in Theorem
2.1 (i) is not tight.
3.3.2 The cubic and square-free cases
For the minimization of cubic and square-free polynomials over the standard simplex,
we can show the following analogue of Theorem 3.5.
Theorem 3.11. (i) Let f ∈ Hn,3. Given integers r,m satisfying 1 ≤ r ≤ m and
m ≥ 3, one has
f∆(n,r) − f∆(n,m) ≤
(m− r)(4mr − 2m− 2r)
r2(m− 1)(m− 2)
(fmax,∆n − fmin,∆n) .
(ii) Let f ∈ Hn,d be a square-free polynomial. Given integers r,m satisfying
1 ≤ r ≤ m and m ≥ d,
one has








(fmax,∆n − fmin,∆n) .
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Proof. As in the proof of Theorem 3.5, let x∗ ∈ ∆(n,m) be a minimizer of f over
∆(n,m), i.e., f(x∗) = f∆(n,m), and set mi = mx
∗
i for i ∈ [n]. Consider the random
variables Xi defined in (3.1) and (3.2), so that X = (X1, X2, . . . , Xn) takes its values
in ∆(n, r).























1− (m− r) 3mr − 2(m+ r)
r2(m− 1)(m− 2)
+ · · ·
+(m− r)3rmim
2 − 3mim2 +m3 − 2rm2








1− (m− r) 3mr − 2(m+ r)
r2(m− 1)(m− 2)
+ · · ·
























































As in [21], by evaluating f at ei and (ei+ej)/2, we obtain respectively the relations:
fmin,∆n ≤ fi ≤ fmax,∆n , (3.5)
fi + fj + fij + gij ≤ 8fmax,∆n . (3.6)
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≤ 4m(r − 1)fmax,∆n + 2(m− r)fmax,∆n −mrfmin,∆n
= (4mr − 2m− 2r)fmax,∆n −mrfmin,∆n .
We can now upper bound the quantity E [f(X)] from (3.3) as follows:
E [f(X)] ≤ f(x∗) + (m− r)(4mr − 2m− 2r)
r2(m− 1)(m− 2)
(fmax,∆n − fmin,∆n).
Together with Lemma 3.1, this now concludes the proof of Theorem 3.11 (i).
(ii) We now consider the case when f is a homogeneous square-free polynomial of
degree d. Say, f =
∑
I⊆[n],|I|=d fIx
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Therefore,

























(fmax,∆n − fmin,∆n) .
Here, for the last inequality we have used the fact that fmax,∆n ≥ 0 (since f(ei) = 0
for any i ∈ [n]). Together with Lemma 3.1, this concludes the proof of Theorem 3.11
(ii).
When f is a cubic or square-free polynomial admitting a rational global minimizer
in ∆n, one can show the following result.
Corollary 3.12. (i) Let f ∈ Hn,3 and assume that f has a rational global mini-
mizer with denominator m ≥ 3 in ∆n. Then Theorem 3.11 (i) implies Corollary
2.12 for r ≥ 1 + m−1√
2m−1 .
(ii) Let f ∈ Hn,d be a square-free polynomial and assume that f has a rational
global minimizer with denominator m ≥ d in ∆n. Then Theorem 3.11 (ii)
implies Corollary 2.15
Proof. (i) Now we show how to derive Corollary 2.12 for r ≥ 1 + m−1√
2m−1 from
Theorem 3.11 (i).
When 1 + m−1√
2m−1 ≤ r ≤ m, this follows directly from the fact that







Assume now r > m ≥ 3 and (k − 1)m < r ≤ km for some integer k ≥ 2. It suffices







ϕ(r) := (2km− 1)r2 + (4− 6km)r − k2m2 + 6km− 4 ≥ 0.
One can check that the function ϕ(r) is monotonically increasing for r ≥ 1 + km−1
2km−1
and thus for r ≥ 2. Hence it suffices to show that ϕ((k − 1)m+ 1) ≥ 0. If m ≥ 3 is
fixed, then one can check that ϕ((k − 1)m+ 1), as a function of k, is monotonically
increasing for k ≥ 2. Therefore, it suffices to show that ϕ((k − 1)m + 1) ≥ 0 when
k = 2 and m ≥ 3. One can now check that ϕ((k−1)m+ 1) with k = 2, as a function
of m, is monotonically increasing for m ≥ 3. Finally, we can conclude that it suffices
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to show that ϕ((k − 1)m + 1) ≥ 0 when k = 2 and m = 3, which can be easily
checked to hold. Thus we have shown that ϕ(r) ≥ 0 for any r > m.
(ii) To see that Theorem 3.11 (ii) implies Corollary 2.15, consider an integer k ≥ 1






As an application of Theorem 3.11, we can show that ρr(f) is in the order O(1/r
2) for
cubic polynomials admitting a rational global minimizer over the standard simplex
(see Corollary 3.13). The same holds for square-free polynomials as we will see in
Section 3.3.3.
Corollary 3.13. Let f ∈ Hn,3 and assume that f has a rational global minimizer




and thus ρr(f) = O(1/r
2).




m−2 , we deduce that
ρr(f) ≤








Assume now r > m and (k − 1)m < r ≤ km for some integer k ≥ 2. Then Theorem
3.11 (i) implies
f∆(n,r)−fmin,∆n = f∆(n,r)−f∆(n,km) ≤
(km− r)(4kmr − 2km− 2r)
r2(km− 1)(km− 2)
(fmax,∆n − fmin,∆n) .
One can easily check that 4kmr−2km−2r
r(km−2) ≤ 6 which, together with Lemma 3.8, implies
that ρr(f) ≤ 6mr2 ≤
12m
r2
. This concludes the proof of Corollary 3.13.
3.3.3 The general case
We now study the general fixed-degree polynomial optimization problem over the
standard simplex. We first upper bound the range f∆(n,r) − f∆(n,m) in terms of the
range fmax,∆n − fmin,∆n .
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Theorem 3.14. Let f ∈ Hn,d. For any integers r,m satisfying 1 ≤ r ≤ m and
m ≥ d, one has










Note that when f is square-free, we have proved a better bound in Theorem 3.11
(ii).










xα ∀x ∈ Rn (3.7)












We will also use the following technical lemma.
Lemma 3.15. Given β ∈ I(n, d), for any integers r,m with 1 ≤ r ≤ m, m ≥ d and
integers mi (i ∈ [n]) with
∑n



























dmd − rdmd. (3.10)







, that is, rd ≤ r
|α|md
m|α|
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which shows that Bβ = 0, and thus Aβ ≥ 0, which concludes the proof of (3.9).



































αiS(βi, αi)︸ ︷︷ ︸
=:C2
.
On the one hand, using the Vandermonde-Chu identity (3.7), the multinomial theo-
rem (3.8) and the identity
∑n
i=1mi = m, we find
C1 = r
d(md −md).
On the other hand, we may exchange the summations in the definition of C2, by
recalling that S(βi, αi) = 0 if αi > βi, and noting that α ≤ β, α 6= β, and β ∈ I(n, d)
implies that α ∈ I(n, k) for some k < d. This allows us to remove the conditions
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rkS(d, k) [using Vandermonde-Chu identity (3.7)]
= md(rd − rd) [using Lemma A.3]





Aβ = C1 + C2 = r
dmd − rdmd.
Now we are ready to prove Theorem 3.14.
Proof. (of Theorem 3.14) Let x∗ ∈ ∆(n,m) be a minimizer of f over ∆(n,m), i.e.,
f(x∗) = f∆(n,m). Set mi = mx
∗
i for i ∈ [n]. Let the random variables Xi be defined
as in (3.1) and (3.2), so that the random variable X = (X1, X2, . . . , Xn) takes its
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We now upper bound the two terms (rdmd − rdmd)f(x∗) and
∑
β∈I(n,d) fβAβ.
First, since rdmd − rdmd < 0 and f(x∗) ≥ minβ∈I(n,d) fβ (see (2.10)), one obtains
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Combining with (3.11), this implies














Using Theorem 2.6, Lemma 3.1 and the fact that f(x∗) = f∆(n,m), we finally obtain
rdmd(f∆(n,r) − f∆(n,m)) ≤ rdmd(E[f(X)]− f(x∗))






which concludes the proof of Theorem 3.14.
In what follows we assume that f ∈ Hn,d has a rational global minimizer x∗ with
denominator m, i.e., x∗ ∈ ∆(n,m), so that fmin,∆n = f∆(n,m).
First, observe that Theorem 3.14 refines the result from Theorem 2.1 (ii) (which





for any k ≥ 1).
Next, we show as an application of Theorem 3.14 that the ratio ρr(f) is in the order
O(1/r2).
Corollary 3.16. Let f ∈ Hn,d and assume that there exists a rational global mini-
mizer for problem (1.21). Then, ρr(f) = O(1/r
2).
For the proof of Corollary 3.16, we need the following notation. Consider the uni-
variate polynomial (x − 1)(x − 2) · · · (x − d + 1) (in the variable x), which can be
written as
(x− 1)(x− 2) · · · (x− d+ 1)
= xd−1 − ad−2xd−2 + ad−3xd−3 + · · ·+ (−1)d−1a0






where ai are positive integers depending only on d for any i ∈ {0, 1, . . . , d− 2}. We
also need the following lemma.
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Lemma 3.17. Let r,m and k be integers satisfying








for some constant cd depending only on d.

















First we consider the term σ0(r, km). For any integer i ∈ {1, . . . , d − 1}, as k ≥ 1
and m ≥ d, we have that km(d − 1) ≥ id, which implies km
km−i ≤ d. Hence, one has
σ0(r, km) ≤ dd−1.



































(for any i ∈ {0, 1, . . . , d− 2}) in (3.14).
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On the one hand, one has D1 ≤ km−rr(km−1) ≤
m
r2
, where the second inequality follows
by Lemma 3.8. On the other hand, observe that for any i, j ∈ {0, 1, . . . , s− 1} with








Using this in (3.14), we find that σ1(r, km) ≤ m(d−1)r2
∑d−2
i=0 ai. From (3.12) and (3.13),
we know that the term (d − 1)(
∑d−2
i=0 ai) is a constant cd that depends only on d.
This concludes the proof.
We can now prove Corollary 3.16.
Proof. (proof of Corollary 3.16) Let x∗ ∈ ∆(n,m) be a rational global minimizer
of f over ∆n. Let r ≥ d and let k ≥ 1 be an integer such that (k − 1)m < r ≤ km.
Using Theorem 3.14 (applied to r and km (instead of m)), we obtain that










Combining with Lemma 3.17, one can conclude.
3.4 Concluding remarks
As explained in Section 3.1, the analysis presented in this chapter is essentially a
modification of the analysis in Chapter 2, in the sense that one discrete distribution
on ∆(n, r) is replaced by another one. However, the technical details turn out to be
a bit more involved.
Having said that the result in Theorem 3.7 does not imply a PTAS for quadratic f ,
since the estimates on m are exponential in n in general. Moreover, note that for
non-quadratic f the analysis in this chapter does not imply a PTAS either, due to
the restrictive assumption of existence of a rational global minimizer. It is not clear
at this time if this assumption is an artefact of our analysis using the hypergeometric
distribution, or if there exist instances of problem (1.21) where all global minimizers
are irrational and ρr(f) = Ω(1/r).
Thus, it remains an open problem to determine whether ρr(f) = O(1/r
2), which can
be an interesting question for future research.
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Chapter 4
The hierarchy of lower bounds
based on Pólya’s theorem
4.1 Introduction
Let f be a homogeneous polynomial of degree d. As we saw earlier in Theorem 1.1,




coefficients for r large enough. As mentioned in Section 1.2.1, based on Pólya’s
representation theorem, one can define the parameter f
(r−d)
min for any integer r ≥ d as
f
(r−d)









(recall (1.8)). Since fmin,∆n can be equivalently formulated as






≥ 0 ∀x ∈ Rn+,
the parameters f
(r−d)





min ≤ · · · ≤ f
(r−d)
min ≤ · · · ≤ fmin,∆n .
Recall that
f∆(n,r) = min f(x) s.t. x ∈ ∆(n, r) = {x ∈ ∆n : rx ∈ Nn}
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min ≤ · · · ≤ f
(r−d)
min ≤ · · · ≤ fmin,∆n ≤ f∆(n,r) ≤ fmax,∆n .
The idea of applying Pólya’s representation theorem to construct hierarchical ap-
proximations is first introduced by Parrilo [79, 80] in copositive optimization, and it
has been widely used since then, see, e.g., [14, 20, 21, 58] and the references therein.
In this chapter, we consider f
(r−d)
min together with f∆(n,r), and focus on their difference
f∆(n,r) − f (r−d)min . To be more precise, we study upper bounds for f∆(n,r) − f
(r−d)
min in
terms of the range fmax,∆n − fmin,∆n . In fact, upper bounds for f∆(n,r) − fmin,∆n and
fmin,∆n−f
(r−d)
min have been shown by De Klerk et al. [21], and by adding them up one
can easily derive upper bounds for f∆(n,r) − f (r−d)min . However, by considering directly
the range f∆(n,r) − f (r−d)min we can show sharper results. We consider the cases when
f is quadratic in Theorem 4.2, when f is cubic or square-free in Theorem 4.5, and
when f is general fixed-degree in Theorem 4.9, and our results refine the respective
results from Theorems 4.3, 4.6, and 4.10.
Our main tool is the explicit formula of f
(r−d)
min as given in Lemma 4.1 below. We now
start by considering how to compute f
(r−d)
min .
Note that for fixed r ≥ d, f (r−d)min can be computed via a linear program in the variable
λ, obtained by checking the nonnegativity for the coefficients of the monomials xα








Based on this, we give an explicit formula for f
(r−d)
min , which also follows from [83,
relation (3)]; note that the quadratic case of this formula has also been observed in
[81, 86, 100].
Lemma 4.1. [83] For f =
∑
β∈I(n,d) fβx
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Hence, by definition (1.8), we obtain
f
(r−d)













s.t α ∈ I(n, r).
Similarly to the parameter f∆(n,r), the computation of f
(r−d)









at the points x ∈ I(n, r),
which is polynomial in n for fixed r.
4.2 Error analysis for this hierarchy
In this section, we show upper bounds for the range f∆(n,r)−f (r−d)min . We consider four
cases, when f is quadratic, cubic, square-free, and general fixed-degree, respectively,
and show that our upper bounds refine the previous known results. Moreover, our
results for the quadratic, cubic, and square-free cases refine our result for the general
fixed-degree case.
4.2.1 The quadratic case
For any quadratic polynomial f , we show the following result.
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Theorem 4.2. For any quadratic f = xTQx and r ≥ 2, one has
f∆(n,r) − f (r−2)min ≤
1
r − 1
(Qmax − f∆(n,r)) ≤
1
r − 1
(fmax,∆n − fmin,∆n), (4.2)
where Qmax := maxi∈[n] Qii.





















































One can easily obtain the first inequality in (4.2) using (4.3). For the second in-
equality in (4.2), we use the fact that Qmax ≤ fmax,∆n (since Qii = f(ei) ≤ fmax,∆n
for i ∈ [n]), as well as the fact that f∆(n,r) ≥ fmin,∆n .
Now we point out that our result (4.2) refines the relevant result of [21]. De Klerk
et al. [21] show the following theorem.






(fmax,∆n − fmin,∆n), (4.4)
f∆(n,r) − fmin,∆n ≤
1
r
(fmax,∆n − fmin,∆n). (4.5)
By adding up (4.4) and (4.5), one gets









which is implied by our result (4.2).
Recall in Theorem 3.7, we show that
f∆(n,r) − fmin,∆n ≤
m
r2
(fmax,∆n − fmin,∆n) , (4.6)
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where m is the denominator of a rational global minimizer of f over ∆n. Similarly
as above, our new upper bound (4.2) implies the upper bound obtained by adding
up (4.4) and (4.6).
Moreover, Yildirim [100] considers one hierarchical upper bound of fmin,∆n (when f
is quadratic), which is defined by mink≤r f∆(n,k). One can easily verify that
f
(r−2)
min ≤ fmin,∆n ≤ min
k≤r
f∆(n,k) ≤ f∆(n,r).
In [100, Theorem 4.1], Yildirim shows mink≤r f∆(n,k)− f (r−2)min ≤ 1r−1(Qmax− fmin,∆n),
which thus also follows our result (4.2).
The following example shows that the upper bound (4.2) can be tight.
Example 4.4. [Example 2.10 continued] Consider the quadratic polynomial f =∑n
i=1 x
2
i . Recall that fmin,∆n =
1
n
(attained at x = 1
n
e) and fmax,∆n = 1 (attained at
any standard unit vector). To compute f∆(n,r), we write r as r = kn+s, where k ≥ 0










By (4.1), we have









Hence, for this example, the upper bound (4.2) is tight when s = 0.
4.2.2 The cubic case
Theorem 4.5. For any cubic polynomial f and r ≥ 3, one has
f∆(n,r) − f (r−3)min ≤
4r
(r − 1)(r − 2)
(fmax,∆n − fmin,∆n). (4.7)
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Then, by (4.1) one can check that





















































































Evaluating f at ei and (ei + ej)/2 yields, respectively, the relations:
fmin,∆n ≤ fi ≤ fmax,∆n , (4.9)
fi + fj + fij + gij ≤ 8fmax,∆n . (4.10)
Using (4.10) and the fact that
∑n













By (4.8), (4.9), (4.11) and the fact that
∑n
i=1 xi = 1, one can get





≥ r2f∆(n,r) − 4rfmax,∆n + (r + 2)fmin,∆n .
Hence, one has
(r − 1)(r − 2)
(
f∆(n,r) − f (r−3)min
)
≤ 4rfmax,∆n − (3r − 2)f∆(n,r) − (r + 2)fmin,∆n
≤ 4r(fmax,∆n − fmin,∆n).
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Now we observe that our result (4.7) refines the relevant upper bound obtained from
[21, 22]. De Klerk et al. [21] show the following result.





(r − 1)(r − 2)
(fmax,∆n − fmin,∆n), (4.12)
f∆(n,r) − fmin,∆n ≤
4
r
(fmax,∆n − fmin,∆n). (4.13)
Recall in Corollary 2.12, we refine (4.13) to







(fmax,∆n − fmin,∆n). (4.14)
Similar to the quadratic case (in Section 4.2.1), our new upper bound (4.7) implies
the upper bound obtained by adding up (4.12) and (4.14). However, we do not know
any example showing that the upper bound (4.7) is tight. Thus, it is still an open
question to show the tightness of the upper bound (4.7).
4.2.3 The square-free case
Theorem 4.7. For any square-free polynomial f =
∑
I:I⊆[n],|I|=d fIx
I and r ≥ d, one
has






(fmax,∆n − fmin,∆n) . (4.15)

























For d = 1, the result (4.15) is clear.
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Now we assume d ≥ 2. Considering fmax,∆n ≥ 0 (as f(ei) = 0 for any i ∈ [n]), we
obtain



















(fmax,∆n − fmin,∆n) . (4.16)
The following example shows that our upper bound (4.15) can be tight.
Example 4.8. [Example 2.16 continued] Consider the square-free polynomial f =










if r is odd.
By (4.1), we have
f∆(2,r) − f (r−2)min =
{
1






(fmax,∆n − fmin,∆n) if r is odd.
For this example, the upper bound (4.15) is tight when r is even. In fact, from
(4.16), one can easily see that the upper bound (4.15) is tight as long as f∆(n,r) =
fmin,∆n − fmax,∆n holds.
4.2.4 The general case
We now consider an arbitrary polynomial f ∈ Hn,d and show the following upper
bound for the range f∆(n,r) − f (r−d)min .
Theorem 4.9. For any polynomial f ∈ Hn,d and r ≥ d, one has
f∆(n,r) − f (r−d)min ≤






dd(fmax,∆n − fmin,∆n). (4.17)
Note that when f is quadratic, cubic or square-free, we have shown better upper
bounds in Theorems 4.2, 4.5 and 4.7.










xα ∀x ∈ Rn,
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We will also need the following notation. For any univariate polynomial td − td (in
the variable t), we can write it as








k = (t+ d− 1)d − td. (4.19)
Analogously, for any β ∈ I(n, d) and x ∈ Rn, we can write the polynomial xβ − xβ
as




for some nonnegative scalars cβγ .
Now we are ready to prove Theorem 4.9.
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We partition [d − 1] as [d − 1] = Io ∪ Ie, where Io := {k : k ∈ [d − 1], d− k is odd}
and Ie := {k : k ∈ [d − 1], d− k is even}. Then, from (4.20), the summation∑
β∈I(n,d) fβ(α
β − αβ) becomes∑
β∈I(n,d)
fβ(α

























































γ (for k ∈ Io or Ie) in the













where the constants ad−k are defined as in (4.18).
For this, observe that the polynomials at both sides of (4.23) are homogeneous of
degree k. Hence (4.23) will follow if we can show that the equality holds after
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We can now conclude the proof of (4.24) (and thus of (4.23)). Indeed, by using
the multinomial theorem and the Vandermonde-Chu identity (3.7), we see that the







































Combining with (4.21), we get
rdf
(r−d)
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Since rd − rd =
∑d−1
k=1(−1)d−kad−krk, we obtain























































According to (2.10), one has minβ∈I(n,d) fβ
β!
d!
≤ f∆(n,r) ≤ maxβ∈I(n,d) fβ β!d! . Therefore,
we have



































Finally, together with Theorem 2.6 and (4.19), we can conclude the result of Theorem
4.9.
Now we compare the following theorem by De Klerk et al. [21] with our new result
(4.17).












dd(fmax,∆n − fmin,∆n), (4.25)









dd(fmax,∆n − fmin,∆n). (4.26)
By adding up (4.25) and (4.26), we obtain











dd(fmax,∆n − fmin,∆n). (4.27)
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Lemma 4.11. When r is large enough, the upper bound (4.17) refines the upper
bound (4.27).
















= (rd − (r
d)2
rd





k. For the term rd− (r
d)2
rd
, one can check that the coefficient of rd is 0 and












k, by which we conclude the proof.
We now consider the following example, in which the upper bound (4.17) refines the
upper bound (4.27) for r ≥ 10.


































In this case, (4.17) reads
f∆(n,r) − f (r−4)min ≤
6r2 + 11r + 6





44(fmax,∆n − fmin,∆n), (4.28)
while (4.27) reads
f∆(n,r)−f (r−4)min ≤












One can check that (4.28) refines (4.29) when r ≥ 10.
4.3 Concluding remarks
We now consider the convergence rate of the sequence
αr(f) :=
f∆(n,r) − f (r−d)min
fmax,∆n − fmin,∆n
r = 1, 2, . . .
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where C(d) is a constant depending on d.
Moreover, from Example 4.8, we can conclude that the above dependence on r of












In this part we consider the problem of minimizing a continuous function f : Rn → R





This problem contains polynomial optimization over the standard simplex (1.21)
(studied in Part I) as a special case, and thus is NP-hard in general.
As we saw in (1.14), one can reformulate the optimization problem (5.1) as the prob-










By selecting suitable probability measures on K, one obtains upper bounds for fmin,K.
In Chapter 2 and Chapter 3 this approach has been investigated, in particular, to
construct upper bounds for the parameter f∆(n,r) by selecting some discrete distri-
butions over ∆(n, r).
In this chapter, we investigate a hierarchy of upper bounds for fmin,K proposed by
Lasserre [53]. More precisely, Lasserre [53] shows that, in order to compute fmin,K,




fhdx, see Theorem 5.1 below. Then by adding degree constraints on
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the polynomial density h, one can obtain the following upper bound f (r)
K
for fmin,K,











In this chapter we analyze the quality of f (r)
K
. Our main result is Theorem 5.7, which














where ζ(K) is a constant depending only on K and Mf is the Lipschitz constant
of f on K. Namely, this result holds when f is Lipschitz continuous and K is
a full-dimentional compact set satisfying an additional geometrical condition, see
Assumption 5.4 below.
In addition, as an application, we indicate how to sample feasible points in K based
on the optimal density function h∗ in the problem of computing f (r)
K
. In several
numerical examples, these points perform better than the points obtained by uniform
sampling from K. See Sections 5.4 and 5.5 for details.
5.1.1 Lasserre’s hierarchy of upper bounds
Now we recall the result of Lasserre [53], which roughly speaking says that, in (5.2),
we may restrict to the Lebesgue measure with an arbitrary sum of squares of poly-
nomials density function.
Theorem 5.1. [53, Theorem 3.2] Let K ⊆ Rn be compact and let f be a continuous








h(x)dx = 1. (5.3)
As recalled above, by bounding the degree of the polynomial h ∈ Σ[x] by 2r in (5.3),










h(x)dx = 1. (5.4)
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Clearly, the following inequalities hold for any integer r ≥ 1:
fmin,K ≤ · · · ≤ f (r+1)K ≤ f
(r)
K
≤ · · · ≤ f (1)
K
.
Additionally, Lasserre [53] gives conditions under which the infimum in (5.4) is at-
tained.
Theorem 5.2. [53, Theorems 4.1 and 4.2] Assume K ⊆ Rn is compact and has
nonempty interior and let f be a polynomial. Then, the program (5.4) has an optimal






When f is a polynomial, we now recall how to compute the parameter f (r)
K
in terms




xαdx for α ∈ Nn.
Recall N(n, r) = {α ∈ Nn :
∑n




has degree d. If we write h ∈ Σ[x]r as h(x) =
∑
α∈N(n,2r) hαx




















Hence, if we know the moments mα(K) for any α ∈ Nn with |α| =
∑n
i=1 αi ≤ d+ 2r,
then we can compute the parameter f (r)
K
by solving a semidefinite program, which






In particular, when K is the (full-dimensional) simplex
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the unit hypercube
Qn = [0, 1]
n,
or the unit ball
B1(0) = {x ∈ Rn : ‖x‖ ≤ 1},
there exist explicit formulas for the moments mα(K), as recalled below.



















(n+|α|)!! if αi is even for all i ∈ [n],
0 otherwise.
(5.8)
Proof. For (5.6), see, e.g., [48, equation (2.4)] or [37, equation (2.2)].



































2π(p− 1)!! if p is even,
0 if p is odd,






integer k ∈ N (see, e.g., [1, Section 6.1.12]).
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However, for a general polytope K ⊆ Rn, it is a hard problem to compute the
moments mα(K). In fact, the problem of computing the volume of polytopes of
varying dimensions is already #P-hard [32]. On the other hand, any polytope K
in Rn can be triangulated into finitely many simplices (see, e.g., [27]) so that one
could use (5.6) to obtain the moments mα(K) of K. The complexity of this method
depends on the number of simplices in the triangulation. However, this number
can be exponentially large (e.g., for the hypercube) and the problem of finding the
smallest possible triangulation of a polytope is NP-hard, even in fixed dimension
n = 3 (see, e.g., [27]).
Example
Consider the minimization of the Motzkin polynomial








2 − 3x21x22 + 1
over the hypercube K = [−2, 2]2, which has four global minimizers at the points
(±1,±1), and fmin,K = 0. Figure 5.1 shows the computed optimal sum of squares
density function h∗, for r = 8, 10, and 12, corresponding to f (8)
K
= 0.565553, f (10)
K
=
0.507829, and f (12)
K
= 0.406076, respectively. We observe that the optimal density h∗
shows four peaks at the four global minimizers. Thus it appears that h∗ approximates
the density of a convex combination of the Dirac measures at the four minimizers,
where the ‘variance’ decreases as r increases.
We will present several other numerical examples in Section 5.5.
5.1.2 Our main result
Our main result in this chapter is an upper bound for the range f (r)
K
− fmin,K, which
applies to the case when f is Lipschitz continuous on K and when K is a full-
dimensional compact set satisfying the additional condition from Assumption 5.4,
see Theorem 5.7 below.
In what follows, we first review background material on Lipschitz continuous func-
tions, then we give the conditions for K needed for our result, and finally we state
our main result in Theorem 5.7.
Lipschitz continuous functions
A function f is said to be Lipschitz continuous on K, with Lipschitz constant Mf , if
it satisfies:
|f(y)− f(x)| ≤Mf‖y − x‖ for all x, y ∈ K.
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Figure 5.1: Graphs and contour plots of h∗(x) on [−2, 2]2 (r = 8, 10, 12) for the
Motzkin polynomial.
If f is continuous and differentiable on K, then f is Lipschitz continuous on K with






Recall that wmin(K) denotes the minimal width of K, which is defined as the min-
imum distance between two distinct parallel supporting hyperplanes of K. Then,
given any n-variate polynomial f of degree d, the Markov inequality for f on a









see, e.g., [17, relation (8)]. Thus, together with (5.9), we have that f is Lipschitz







Assumption on the set K
Before giving the conditions for K in Assumption 5.4, we recall some notation.




2 is the `2-norm. Moreover, Bε(a) = {x ∈ Rn : ‖x− a‖ ≤ ε}
denotes the Euclidean ball centered at a ∈ Rn and with radius ε > 0. With γn
denoting the volume of the n-dimensional unit ball, the volume of the ball Bε(a) is
given by volBε(a) = ε
nγn.
Using the above notation, we can state our main assumption about the set K as
follows.
Assumption 5.4. There exist constants ηK > 0 and εK > 0 such that, for any point
a ∈ K,
vol(Bε(a) ∩K) ≥ ηKvolBε(a) = ηKεnγn, for all 0 < ε ≤ εK. (5.11)
Roughly speaking, Assumption 5.4 requires that, at any point a ∈ K, there is a ball
centered at a, whose intersection with K is at least a constant fraction of the full
ball.
In Section 5.3 below we will revisit Assumption 5.4. More precisely, we will consider
its link to a condition classically used in approximation theory, known as the interior
cone condition (see Definition 5.16 below). We will show that any set satisfying
the interior cone condition also satisfies Assumption 5.4 (see Lemma 5.20 below).
We will also show some instances that satisfy the interior cone condition (and thus
Assumption 5.4), namely, full-dimensional bounded convex sets.
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if εK ≤ 1 and rK :=
D(K)e
2
if εK ≥ 1. (5.12)
Remark 5.5. In fact, Assumption 5.4 involves some concepts that are closely related
to the Lebesgue density. Indeed, given ε > 0, the approximate density of K in an





and the Lebesgue density of K in a is then defined as the limit of dε(a) as ε tends to
0. (See, e.g., [68] for more information on the Lebesgue density).
Then, Assumption 5.4 can be stated as follows: there exist constants ηK > 0 and
εK > 0 such that, for any point a in K, the approximate density dε(a) is at least ηK
for any 0 < ε ≤ εK. Hence, Assumption 5.4 implies that the Lebesgue density of K
in any point a in K is at least ηK.
We observe that our main result in Theorem 5.7 would in fact still hold under the
weaker assumption that there exists a global minimizer a in K at which the Lebesgue
density of K is strictly positive; see Remark 5.15 for more details.
Example 5.6. We now give an example of a set K that does not satisfy Assumption
5.4. Consider the set K ⊆ R2 in Figure 5.2, which can be described as:
K = {x ∈ R2 : x ≥ 0, (x1 − 1)2 + (x2 − 1)2 ≥ 1}.
Observe that K is bounded by an arc and the two tangent lines. Then one can easily
check that the constraint (5.11) does not hold for the two points a and b.
The main result
We can now present our main result.
Theorem 5.7. Assume that K ⊆ Rn is compact and satisfies Assumption 5.4, and
consider the parameter rK from (5.12). Then there exists a constant ζ(K) (depending
only on K) such that, for any Lipschitz continuous function f with Lipschitz constant






for any r ≥ rK + 1. (5.13)
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Figure 5.2: A set K that does not satisfy Assumption 5.4








for any r ≥ rK + 1. (5.14)
The key idea to show this result is to select suitable sums of squares densities which
we are able to analyse. For this, we will select a global minimizer a of f over K and
consider the Gaussian distribution with mean a and, as sums of squares densities, we
will select the polynomials Hr,a obtained by truncating the Taylor series expansion
of the Gaussian distribution, see relation (5.17).
5.2 Proof for the convergence rate
In this section we prove our main result in Theorem 5.7.
In the first step we indicate in Section 5.2.1 how to select the polynomial density
function h as a special sum of squares that we will be able to analyze. Namely, we
let a denote a global minimizer of the function f over the set K ⊆ Rn. Then we
consider the density function Ga in (5.15) of the Gaussian distribution with mean a
and the polynomial Hr,a in (5.17), which is obtained from the truncation at degree
2r of the Taylor series expansion of the Gaussian density function Ga.
The second step will be to analyze the quality of the bound obtained by selecting
the polynomial Hr,a and this will be the most technical part of the proof, carried out
in Section 5.2.2.
91
CHAPTER 5. LASSERRE’S HIERARCHY OF UPPER BOUNDS
5.2.1 Choosing the polynomial density function Hr,a












which is the probability density function of the Gaussian distribution with mean a
and standard variance σ (whose value will be defined later). Let the constant CK,a
be defined by ∫
K
CK,aGa(x)dx = 1. (5.16)
Observe that Ga(x) is equal to the function
1
(2πσ2)n/2


















Moreover consider the constant crK,a, defined by∫
K
crK,aHr,a(x)dx = 1. (5.18)
The next step is to show that Hr,a is a sum of squares of polynomials and thus
Hr,a ∈ Σ[x]2r. This follows from the next lemma.
Lemma 5.8. Let φ2r(t) denote the (univariate) polynomial of degree 2r obtained by







Then φ2r is a sum of squares of polynomials. Moreover, we have
0 ≤ φ2r(t)− e−t ≤
t2r+1
(2r + 1)!
for all t ≥ 0. (5.19)
Proof. First, we show that φ2r is a sum of squares. As φ2r is a univariate
polynomial, by Hilbert’s Theorem (see, e.g., [58, Theorem 3.4]), it suffices to show
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that φ2r(t) ≥ 0 for any t ∈ R. As φ2r(−∞) = φ2r(+∞) = +∞, it suffices to show





(k−1)! , so that it can be written as φ
′








Next, we show that φ2r(t) ≥ e−t for all t ≥ 0. Fix t ≥ 0. Then, by Taylor Theorem
(see, e.g., [99]), one has e−t = φ2r(t)+
φ(2r+1)(ξ)t2r+1
(2r+1)!
for some ξ ∈ [0, t]. As φ(2r+1)(ξ) =
−e−ξ, one can conclude that e−t−φ2r(t) = − e
−ξt2r+1
(2r+1)!













where Hr,a(x) and c
r
K,a are defined in (5.17) and (5.18).
Our main technical result is the following upper bound for the range f
(r)
K,a − fmin,K,
whose proof is given in Section 5.2.2 below. Theorem 5.7 follows then as a direct
application of Theorem 5.9.
Theorem 5.9. Assume K ⊆ Rn is compact and satisfies Assumption 5.4. Consider
the parameter f
(r)
K,a from (5.20) and the parameter rK from (5.12). Then there exists
a constant ζ(K) (depending only on K) such that, for any Lipschitz continuous
function f with Lipschitz constant Mf on K, the following inequality holds:
f
(r)
K,a − fmin,K ≤
ζ(K)Mf√
2r + 1
, for any r ≥ rK
2
. (5.21)
Moreover, if f is a polynomial of degree d and K is a convex body, then
f
(r)





, for any r ≥ rK
2
. (5.22)
Proof. (of Theorem 5.7) Assume f is Lipschitz continuous with Lipschitz constant
Mf on K and a is a minimizer of f over the set K. Using the definitions (5.4) and






≤ f (r)K,a, for any r ∈ N.
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Then, from inequality (5.21) in Theorem 5.9, one obtains
f (2r+1)
K
− fmin,K ≤ f (2r)K − fmin,K ≤ f
(r)
K,a − fmin,K ≤
ζ(K)Mf√
2r + 1
for any r ≥ rK
2
.















This concludes the proof for relation (5.13), and relation (5.14) follows from (5.22)
in an analogous way. This finishes the proof of Theorem 5.7.
5.2.2 Analyzing the polynomial density function Hr,a
In this subsection we prove the result of Theorem 5.9. Recall that a is a global
minimizer of f over K. For the proof, we will need the following four technical
lemmas (Lemmas 5.10, 5.11, 5.12 and 5.13).
Lemma 5.10. Assume K ⊆ Rn is compact and satisfies Assumption 5.4. Then, for
any 0 < ε ≤ εK and r ∈ N, we have:








Proof. By Lemma 5.8, φ2r(t) ≥ e−t for all t ≥ 0, which implies Hr,a(x) ≥ Ga(x)
for all x ∈ Rn. Together with the relations (5.16) and (5.18) defining the constants
CK,a and c
r
K,a, we deduce that c
r
K,a ≤ CK,a. Moreover, by the definition (5.16) of the
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We now use relation (5.11) from Assumption 5.4 in order to conclude that
vol(K ∩Bε(a)) ≥ ηKεnγn,
which gives the desired upper bound on CK,a.
Lemma 5.11. Given x̃ ∈ Rn and a function F : R+ → R, define the function










is the volume of the unit Euclidean ball in Rn.
Proof. Apply a change of variables using spherical coordinates as explained, e.g.,
in [7].













= (2r + 1)
n
4(2r+1)+2n (r ≥ 0).
Observe that, g(0) = 1, g(r) > 0 for all r ≥ 0, ln(g(r)) = n
8r+4+2n
ln(2r+1), and thus
limr→∞ g(r) = 1. It suffices to show g(r




−8n ln(2r + 1)
(8r + 4 + 2n)2
+
2n
(2r + 1)(8r + 4 + 2n)
,




, any stationary point r∗ satisfies
d ln(g(r∗))
dr




(2r∗ + 1)(ln(3)− 1) ≤ (2r∗ + 1) [ln(2r∗ + 1)− 1] = n
2
,
one has 2r∗ + 1 ≤ n
2(ln(3)−1) < 6n. Since g(r) ≤ 2r + 1 for all r ≥ 0, one has
g(r∗) ≤ 2r∗ + 1 < 6n.
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Lemma 5.13. Assume K ⊆ Rn is compact and satisfies Assumption 5.4. Then, for
any 0 < ε ≤ εK, one has∫
K










2/2dt is given by
p(n) =





j=1 (2j − 1) if n = 2k and k ≥ 1,∏k
j=1 (2j) if n = 2k + 1 and k ≥ 1.
(5.24)
Proof. Let ϕ :=
∫
K
CK,a‖x− a‖Ga(x)dx denote the integral that we need to upper
bound. We split the integral ϕ as ϕ = ϕ1 + ϕ2, depending on whether x lies in the
ball Bε(a) or not.











































































2 dt which can be checked to be given by (5.24)








Therefore, we have shown:






which shows the lemma.
We are now ready to prove Theorem 5.9.
Proof. (of Theorem 5.9) Observe that, if f is a polynomial, then we can use the
upper bound (5.10) for its Lipschitz constant and thus the inequality (5.22) follows
as a direct consequence of the inequality (5.21). Therefore, it suffices to show the
relation (5.21).
Recall that a is a minimizer of f over K. As f is Lipschitz continuous with Lipschitz
constant Mf on K, we have


















, for any r ≥ rK
(recall that rK is defined in (5.12)), by which we can then conclude the proof for
(5.21).
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crK,a‖x− a‖(Hr,a(x)−Ga(x))dx.︸ ︷︷ ︸
=:ψ2
First, we upper bound the term ψ1. As c
r
K,a ≤ CK,a (by (5.23)), we can use Lemma





















































Now we upper bound the integral
∫
K





















































Finally we use the Stirling’s inequality:



































We can now upper bound the quantity ψ = ψ1 + ψ2, by combining the upper bound
for ψ1 in (5.25) with the above upper bound (5.26) for ψ2. That is,








We now indicate how to select the parameters ε and σ.
First we select σ = ε, so that both parameters µ1 and µ2 appearing in (5.25) and
(5.26) are constants depending on n and K, namely
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K − 12 . If εK ≤ 1 and


















K ≤ 1 and thus (5.27) holds for any
integer r ≥ D(K)e
4
. Hence, the inequality (5.27) holds for any r ≥ rK/2, where rK is
as defined in (5.12).















which indeed depends only on K and its dimension n, we can conclude the proof for
(5.21).
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Remark 5.14. Our main result in Theorem 5.7 shows the bound
f (r)
K






For this we have used the sum of squares density Hr,a(x) from (5.17), where a is a
global minimizer of f over K. A natural question is whether another choice of the
density function might lead to a better bound for the convergence rate. We have in








which is a sum of squares of degree 4r. A motivation for trying this function is
that it converges to 0 as r → ∞ at all points x ∈ K\{a}. However, using this







the convergence rate of the parameters f (r)
K
.
Remark 5.15. Note that in the proof of Theorem 5.9, we use Assumption 5.4 only
for the selected minimizer a ∈ K (and we use it only in the proof of Lemma 5.10).
Hence, if the selected point a lies in the interior of K, i.e., if there exists δ > 0 such
that Bδ(a) ⊆ K, then the result of Theorem 5.9 (and thus Theorem 5.7) holds when
selecting ηK = 1 and εK = δ.




if we know that f has a global minimizer a and we know a ball containing a. We can
then indeed minimize f over a compact set K, which can be chosen to be the ball or
a suitable hypercube containing a.
5.3 Revisiting the main assumption
In this section we consider in more detail our Assumption 5.4. First we recall an-
other condition, known as the interior cone condition, which is classically used in
approximation theory (see, e.g., Wendland [97]).
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Definition 5.16. [97, Definition 3.1] A set K ⊆ Rn is said to satisfy an interior
cone condition if there exist an angle θ ∈ (0, π/2) and a radius ρ > 0 such that, for
every x ∈ K, a unit vector ξ(x) exists such that the set
C(x, ξ(x), θ, ρ) := {x+ λy : y ∈ Rn, ‖y‖ = 1, yT ξ(x) ≥ cos θ, λ ∈ [0, ρ]} (5.28)
is contained in K.
For instance, every Euclidean ball satisfies the interior cone condition [97, Lemma
3.10].
Lemma 5.17. [97, Lemma 3.10] Every Euclidean ball with radius r > 0 satisfies an
interior cone condition with radius ρ = r and angle θ = π/3.
Proof. For completeness, we review the proof of Lemma 5.17 given in [97].
We can assume w.l.o.g. that the ball is centered at zero. For every point x in the
ball we have to find a cone with prescribed radius and angle. For the center x = 0
we can choose any direction to see that such a cone is indeed contained in the ball.
For x 6= 0 we choose the direction ξ(x) = −x/‖x‖, see Figure 5.3. A typical point on
the cone is given by x + λy with ‖y‖ = 1, yT ξ(x) ≥ cos(π/3) = 1/2 and 0 ≤ λ ≤ r.
For this point we find
‖x+ λy‖2 = ‖x‖2 + λ2 − 2λ‖x‖ξ(x)Ty ≤ ‖x‖2 + λ2 − λ‖x‖.
The last expression equals ‖x‖(‖x‖ − λ) + λ2, which can be bounded by λ2 ≤ r2
in the case ‖x‖ ≤ λ. If ‖x‖ ≥ λ then we can transform the last expression to
λ(λ − ‖x‖) + ‖x‖2, which can be bounded by ‖x‖2 ≤ r2. Thus x + λy is contained
in the ball.
Moreover, one can show that any star-shaped set satisfies the interior cone condition,
see, e.g., [97, Proposition 11.26].
Definition 5.18. [97, Definition 11.25] A set K is said to be star-shaped with respect
to a ball Br(xc) if, for every x ∈ K, the closed convex hull of {x}∪Br(xc) is contained
in K.
Proposition 5.19. [97, Proposition 11.26] If K is bounded, star-shaped with respect
to a ball Br(xc), then K satisfies an interior cone condition with radius ρ = r and

















Figure 5.3: Euclidean Balls satisfy an interior cone condition
Proof. For completeness, we review the proof of Proposition 5.19 given in [97].
(i) When x ∈ Br(xc), it follows from Lemma 5.17 that K contains a cone pointed
at x with radius r and angle π/3. It suffices now to observe that π/3 is at least the







, since r ≤
√
D(K).
(ii) If x is outside the ball Br(xc), then we consider the convex hull of x and the in-
tersection of the sphere S(x, ‖x−xc‖) = {y ∈ Rn : ‖y − x‖ = ‖xc − x‖} with Br(xc),
see Figure 5.4. This is a cone and, because K is star-shaped with respect to Br(xc), it
is contained in K. Its radius is the distance from x to xc. To find its angle θ, we con-
sider a triangle formed by x, xc, and any point y in the intersection of S(x, ‖x−xc‖)
and the sphere S(xc, r). This is an isosceles triangle, since ‖y − x‖ = ‖xc − x‖. The
angle is θ = ∠xcxy; the side opposite this angle has length r. A little trigonometry






Moreover, since ‖xc − x‖ ≤
√








This finishes the proof.
In fact, any set satisfying the interior cone condition also satisfies Assumption 5.4.
Lemma 5.20. If a set K ⊆ Rn satisfies the interior cone condition (5.28) then K




1 + sin θ
]n
and εK = ρ.
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Figure 5.4: Bounded star-shaped sets satisfy the interior cone condition.
Proof. Assume that K satisfies the interior cone condition (5.28). Then, using
[97, Lemma 3.7], we know that, for every x ∈ K and h ≤ ρ/(1 + sin θ), the closed
ball Bh sin θ(x + hξ(x)) is contained in C(x, ξ(x), θ, ρ) and thus in K. Then, for any
x0 ∈ K and ε ∈ (0, ρ], after setting h = ε/(1 + sin θ), one can obtain
vol(Bε(x0) ∩K)
volBε(x0)
≥ volC(x0, ξ(x0), θ, ε)
volBε(x0)





1 + sin θ
]n
.





and εK = ρ.
Note that any full-dimensional convex set that contains a ball Br(xc) is star-shaped
with respect to Br(xc). Then, by Proposition 5.19 and Lemma 5.20, any full-
dimensional bounded convex set satisfies the interior cone condition and thus As-
sumption 5.4.
Corollary 5.21. Full-dimensional bounded convex sets satisfy the interior cone con-
dition and Assumption 5.4.
For example, the hypercube Qn = [0, 1]
n is a full-dimensional compact convex set
and, by Proposition 5.19, it satisfies the interior cone condition with radius ρ = 1/2







. Similarly, one can also check that the full-dimensional

















5.4. SAMPLING FEASIBLE SOLUTIONS
5.4 Sampling feasible solutions
In this section we indicate how to sample feasible points in the set K from the optimal
density function obtained by solving the semidefinite program (5.4).
Let f ∈ R[x] be a polynomial. Suppose h∗(x) ∈ Σ[x]r is an optimal solution of the








h∗(x)dx = 1. Then h∗ can be seen
as the probability density function of a probability distribution on K, denoted as





f(x)h∗(x)dx = f (r)
K
. (5.29)
In what follows, we recall a well-known method to generate random samples x ∈ K
from the distribution TK – namely, the method of conditional distributions (see, e.g.,
[60, Section 8.5.1]). Then we will observe that with high probability one of these
sample points satisfies (roughly) the inequality f(x) ≤ f (r)
K
(see Theorem 5.24 for
details).
We now describe how to use the method of conditional distributions to sample a
random vector X = (X1, . . . , Xn) ∼ TK. Assume that, for each i = 2, . . . , n, we know
the cumulative conditional distribution of Xi given that Xj = xj for j = 1, . . . , i− 1,
defined in terms of probabilities as
Fi(xi | x1, . . . , xi−1) := Pr [Xi ≤ xi | X1 = x1, . . . , Xi−1 = xi−1] .
Additionally, we assume that we know the cumulative marginal distribution function
of Xi, defined as:
Fi(xi) := Pr [Xi ≤ xi] .
Then one can generate a random sample x = (x1, . . . , xn) ∈ K from the distribution
TK by the following algorithm:
• Generate x1 with cumulative distribution function F1(·).
• Generate x2 with cumulative distribution function F2 (·|x1) .
...
• Generate xn with cumulative distribution function Fn (·|x1, . . . , xn−1) .
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Then return x = (x1, x2, . . . , xn)
T .
There remains to explain how to generate a (univariate) sample point x with a given
cumulative distribution function F (·), since this operation is carried out at each of the
n steps of the above algorithm. For this one can use the classical inverse-transform
method (see, e.g., [60, Section 8.2.1]), which can be described as follows:
• Generate a sample u from the uniform distribution over [0, 1].
• Return x = F−1(u) if F is strictly monotone increasing, or x = min{y : F (y) ≥ u}
otherwise.
To sample from the uniform distribution on [0, 1], one can use pseudo-random gen-
erators in practice (see, e.g., [60, Chapter 7]). Moreover, in our setting, the function
F (·) is a univariate polynomial (see Example 5.23 below). Thus solving the univari-
ate equation x = F−1(u) reduces to computing the eigenvalues of the corresponding
companion matrix (see, e.g., [58, Section 2.4.1]).
Remark 5.22. In the formal setting of a randomized Turing machine (where unbi-
ased coin flips are allowed as operations), one may generate the decimal expansion
of a random x from the uniform distribution on [0, 1] via an infinite series of coin
flips. If this procedure is terminated after n steps, then one is in fact selecting an
interval of length 2−n uniformly at random from the discrete set of the corresponding
multi-partition of [0, 1] into 2n intervals.
As an illustration, we now indicate how to compute the cumulative marginal and
conditional distributions Fi(·) and Fi(· | x1 . . . xi−1) for the case of the hypercube
Qn = [0, 1]
n. We will then apply this method to several examples of polynomial
minimization over the hypercube in Section 5.5.
Example 5.23. Suppose that we are given a sum of squares density function h∗(x)
on Qn = [0, 1]
n. For i = 1, . . . , n, define the function f1...i ∈ R[x1, . . . , xi] by






h∗(x1, . . . , xn)dxi+1 · · · dxn.







and, for i = 2, . . . , n, the cumulative conditional distribution function Fi(· | x1 . . . xi−1)
is given by
Fi(xi | x1 . . . xi−1) =
∫ xi
0
f1...i(x1, . . . , xi−1, y)dy
f1...(i−1)(x1, . . . , xi−1)
.
For the case of the hypercube Qn = [0, 1]
n, the cumulative marginal and conditional
distributions F1(x1) and Fi(xi | x1 . . . xi−1) (for i = 2, . . . , n) are polynomials that
can be computed in closed form (since we know explicitly the moments of the Lebesgue
measure on the hypercube, recall (5.7)).
We now observe that if we generate sufficiently many samples from the distribution
TK then, with high probability, one of these samples is a point x ∈ K satisfying
(roughly) f(x) ≤ f (r)
K
.
Theorem 5.24. Let X ∼ TK. For any ε > 0,
Pr
[












Proof. Let X ∼ TK so that E [f(X)] = f (r)K . Define the nonnegative random
variable
Y := f(X)− fmin,K.
Then, one has E [Y ] = f (r)
K
− fmin,K. Given ε > 0, the Markov Inequality (see, e.g.,
[69, Theorem 3.2]) implies
Pr [Y ≥ (1 + ε)E [Y ]] ≤ 1
1 + ε
.
This completes the proof.
For given ε > 0, if one samples N times independently from TK, one therefore obtains
an x ∈ K such that













. For example, if N ≥ 1 + 1
ε
then this probability
is at least 1− 1/e.
5.5 Numerical examples
In this section, we consider several well-known polynomial test functions from global
optimization that are listed in Table 5.1 [98].
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f = (x1 + 2x2 −
7)2+(2x1+x2−5)2
f(1, 3) = 0 [−10, 10]2
Matyas Func-
tion
f = 0.26(x21 +
x22)− 0.48x1x2




f = 2x21−1.05x41 +
1
6
x61 + x1x2 + x
2
2






































2 + (xi − 1)2
f(1, . . . , 1) = 0 [−2.048, 2.048]n
Table 5.1: Test functions
For these functions, we calculate f (r)
K
by solving the SDP (5.5) for increasing r.
We performed the computation on a PC with AMD Phenom(tm) 9600B Quad-Core
CPU (2.30 GHz) and with 4 GB RAM. Moreover, we use CVX [35, 36] in MATLAB,
selecting SDPT3 [93, 94] as the SDP solver.
We record the values f (r)
K
as well as the CPU times (needed to solve the SDP) in
Tables 5.2, 5.3 and 5.4.
Furthermore, for each order r, we use the method described in Section 5.4 to generate
samples that are feasible solutions of (5.4), for the bivariate Rosenbrock and the
Three–Hump Camel function in Table 5.1. For each order, the sample sizes 20
and 1000 are used. We also generate samples uniformly from the feasible set, for
comparison. We give the results in Tables 5.5 and 5.6, where we record the mean,
variance and the minimum value of these samples together with f (r)
K
(which equals
the sample mean by (5.29)).






















1 244.680 0.30 8.26667 0.26 265.774 0.44 4.2 0.17
2 162.486 0.34 5.32223 0.34 29.0005 0.38 1.06147 0.28
3 118.383 0.41 4.28172 0.27 29.0005 0.31 1.06147 0.08
4 97.6473 0.39 3.89427 0.41 9.58064 0.39 0.829415 0.13
5 69.8174 0.55 3.68942 0.47 9.58064 0.55 0.801069 0.06
6 63.5454 0.59 2.99563 0.69 4.43983 0.55 0.801069 0.13
7 47.0467 0.64 2.54698 0.72 4.43983 0.59 0.708889 0.13
8 41.6727 0.70 2.04307 0.76 2.55032 0.67 0.565553 0.16
9 34.2140 0.83 1.83356 0.81 2.55032 0.70 0.565553 0.16
10 28.7248 0.94 1.47840 0.87 1.71275 0.84 0.507829 0.22
11 25.6050 1.03 1.37644 0.94 1.71275 0.84 0.406076 0.31
12 21.1869 1.48 1.11785 1.25 1.27749 1.11 0.406076 0.27
Table 5.2: f (r)
K
for Booth, Matyas, Three-Hump Camel and Motzkin Functions
r













1 −12.9249 0.41 214.648 0.34 −18.8832 0.34 629.086 0.37
2 −25.7727 0.31 152.310 0.34 −36.0339 0.38 394.187 0.34
3 −34.4030 0.39 104.889 0.35 −44.9525 0.65 295.811 0.44
4 −41.4436 0.36 75.6010 0.33 −54.4424 0.98 206.903 0.53
5 −45.1032 0.41 51.5037 0.50 −60.5823 0.66 168.135 0.66
6 −51.0509 0.50 41.7878 0.45 −67.6027 0.98 121.558 1.05
7 −56.4050 0.52 30.1392 0.41 −74.5791 1.33 101.953 1.23
8 −58.6004 0.58 25.8329 0.42 −79.1261 2.28 77.4797 1.92
9 −60.7908 0.67 19.4972 0.55 −82.9581 3.53 66.6954 3.08
10 −64.0147 0.83 17.3999 0.61 −87.6127 7.82 53.0369 4.44
11 −65.7111 0.86 13.6289 0.76 −91.0233 10.53 46.5871 7.89
12 −66.5532 1.23 12.5024 0.94 −93.2038 19.47 38.4281 13.99
Table 5.3: f (r)
K
for Styblinski-Tang and Rosenbrock Functions (with n = 2, 3)
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r
Sty.–Tang (n = 4) Rosenb. (n = 4)
Value Time (sec.) Value Time (sec.)
1 −24.6541 0.25 1048.19 0.34
2 −45.5192 0.34 690.332 0.42
3 −55.0577 0.61 536.367 0.48
4 −66.8202 0.78 382.729 0.72
5 −74.7215 1.37 314.758 1.39
6 −82.8699 3.09 236.709 3.09
7 −90.8863 9.98 202.674 6.61
8 −97.1192 28.64 156.295 19.62
9 −102.387 83.01 137.015 60.59
Table 5.4: f (r)
K
for Styblinski-Tang and Rosenbrock Functions (with n = 4)
well for sample size 1000, but poorly for sample size 20. Moreover, the average
sample function value for uniform sampling from K is much higher than f (r)
K
. Also,
the minimum function value for sampling from TK is significantly lower than the
minimum function value obtained by uniform sampling for most values of r. In terms
of generating “good” feasible solutions, sampling from TK therefore outperforms
uniform sampling from K for these examples, as one would expect.
5.6 Conclusion
In this chapter, we have shown f (r)
K





. However, we do not know
any instance for which there is a lower bound for f (r)
K






Thus it remains an open question to decide the exact rate of convergence for the
parameter f (r)
K
, which is interesting for future research.
Recall that the computation of the upper bound f (r)
K
by solving the semidefinite pro-





. Thus one is limited to relatively
small values of n and r, when using interior point SDP solvers.
Having said that, the sampling approach of Section 5.4 often provides good feasible
solutions for the examples in Section 5.5, even for small values of r. One may
therefore explore using the sampling technique (for small r) as a way of generating
starting points for multi-start global optimization algorithms.





Mean Variance Minimum Sample Size
1 214.648
121.125 14005.5 0.00451826 20
209.9 80699.0 0.0008754 1000
2 152.310
184.496 58423.9 4.94265 20
149.6 54455.0 0.02805 1000
3 104.889
146.618 64611.2 0.0113339 20
110.1 26022.0 0.0665 1000
4 75.6010
62.4961 5803.21 0.0542813 20
75.65 45777.0 0.007285 1000
5 51.5037
58.4032 4397.0 0.668679 20
50.64 6285.0 0.01382 1000
6 41.7878
35.4183 2936.24 1.16154 20
37.64 3097.0 0.06188 1000
7 30.1392
29.6545 1022.2 1.05813 20
27.11 1332.0 0.02044 1000
8 25.8329
19.5392 301.334 0.505628 20
34.32 4106.0 0.074 1000
9 19.4972
20.8982 328.475 0.564992 20
18.65 593.6 0.07951 1000
10 17.3999
9.37959 146.496 0.562473 20
15.33 685.7 0.1448 1000
11 13.6289
8.74923 52.1436 0.75774 20
15.7 7498.0 0.1719 1000
12 12.5024
5.43151 66.561 0.438172 20
12.7 764.7 0.0945 1000
Uniform Sample
489.722 433549.0 9.0754 20
465.729 361150.0 0.0771463 1000
Table 5.5: Sampling results for the Rosenbrock Function (n = 2)
conditions for nonnegativity of h on K, more general than the sum-of-squares con-
dition studied here. For instance, if K is a semi-algebraic set defined as
K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0},
then one may consider polynomials h of the form h = σ0 +
∑m
i=1 giσi where σi ∈ Σ[x]
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r f (r)
K
Mean Variance Minimum Sample Size
1 265.774
216.773 177142.0 0.106854 20
261.23 193466.0 0.11705 1000
2 29.0005
28.0344 2964.85 1.1718 20
27.712 6712.8 0.014255 1000
3 29.0005
14.9951 523.904 0.452655 20
32.363 16681.0 0.0088426 1000
4 9.58064
2.99756 14.1201 0.175016 20
10.364 1944.0 0.010013 1000
5 9.58064
4.41907 14.1358 0.419394 20
9.1658 643.88 0.0015924 1000
6 4.43983
7.98481 245.089 0.126147 20
4.5791 493.12 0.0035581 1000
7 4.43983
3.96711 20.3193 0.260331 20
3.7911 57.847 0.0076111 1000
8 2.55032
2.18925 3.87943 0.0310113 20
2.2302 8.3767 0.0028817 1000
9 2.55032
1.38102 2.27433 0.138641 20
3.2217 812.18 0.00014805 1000
10 1.71275
1.03179 0.992636 0.0645815 20
1.5069 3.9581 0.0014225 1000
11 1.71275
1.30757 1.90985 0.0320489 20
1.6379 7.2518 0.0021144 1000
12 1.27749
0.841194 0.914514 0.0369565 20
1.2105 2.3 0.0005154 1000
Uniform Sample
304.032 163021.0 1.65885 20
243.216 183724.0 0.00975034 1000
Table 5.6: Sampling results for the Three-Hump Camel Function
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Part III




Handelman’s hierarchy for the
maximum stable set problem
In this part we consider the maximum stable set problem, a well-known NP-hard
problem in graph theory. We study a global optimization approach, based on refor-
mulating the stability number α(G) as the maximum of a square-free (or multilinear)
quadratic polynomial on the hypercube [0, 1]n as we saw earlier in (1.20). Namely,
given a graph G = (V,E), the maximum cardinality α(G) of a stable set in G can









(see Proposition 6.9 for the proof). We focus on the maximum stable set problem,
since it is fundamental in the sense that any polynomial optimization problem on the
Boolean hypercube can be transformed into a maximum stable set problem using the
so-called conflict graph [11]. Moreover, Cornaz and Jost [13] give a direct explicit
reformulation for the graph coloring problem as an instance of maximum stable set
problem.
Algebraic approaches for the maximum stable set problem have been long studied;
see, e.g. the early work of Lovász [64] and the more recent work of De Loera et al.
[26], where Hilbert’s Nullstellensatz plays a central role to show the non-existence of
a solution to a system of polynomial equations. Other algebraic approaches, based on
finding conditions for expressing positivity of polynomials, permit to construct upper
bounds for the stability number. Depending on the type of positivity certificates one
finds linear or semidefinite programming bounds (cf. e.g. [34, 25, 49, 55, 81, 90]).
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We investigate a hierarchy of LP-based upper bounds for the stability number α(G),
which are based on applying Handelman’s result in Theorem 1.3 to the formulation
(6.1). This approach for the maximum stable set problem was initiated by Park and
Hong [78] (also in [77] for the maximum cut problem) and we will extend several of
their results.
While several other linear or semidefinite programming hierarchical relaxations exist,
a main motivation for focusing on the relaxations of Handelman type is that they
appear to be easier to analyze. Indeed, as mentioned in Section 1.2.1 (recall Theorem
1.5), explicit error bounds have been given for general polynomials in [18]. Then, as
we will show in Section 6.1.2, sharper bounds that apply at any order of relaxation
have been given in [77, 78] for square-free quadratic polynomials.
6.1 Introduction
In this chapter, we study the Handelman bound for the maximum stable set problem,
which will be defined below in (6.12). In particular, we focus on the rank of the
Handelman hierarchy, defined as the smallest order for which the Handelman bound
is exact (see Definition 6.10 below). We bound the rank of the Handelman hierarchy
for several graph classes, including perfect graphs, odd circuits and wheels, and their
complements, in the general weighted case. Moreover we show that the Handelman
bound of order 2 is equal to the fractional stability number (see Theorem 6.14). We
also prove two different upper bounds for the Handelman rank for a weighted graph,
one in terms of the (unweighted) stability number and one in terms of the weighted
stability and fractional stability numbers (see Theorem 6.20 and Corollary 6.24).
In addition, for the maximum cut problem, we clarify how the Handelman hierarchy
applies to the formulation (1.4) and show that it can be reformulated as optimization
over a polytope defined by an explicit subset of valid inequalities for the cut polytope;
as an application we find again several results of [77, 78] (see Section 6.4).
6.1.1 Square-free polynomial optimization over the hyper-
cube
Now we group some observations about the Handelman hierarchy (introduced in Sec-
tion 1.2.1) when it is applied to the problem of maximizing a square-free polynomial







which can be reformulated as
fmax,Qn = minλ s.t. λ− f ∈P(Qn),
where we recall that P(Qn) denotes the set of nonnegative polynomials over the set
Qn.
In what follows we let I denote the ideal generated by the polynomials x2i − xi for
i ∈ [n]. Using the description of the hypercube by the inequalities: xi ≥ 0, 1−xi ≥ 0





α(1− x)β : cα,β ≥ 0
 . (6.2)
We also consider the following subset consisting of all square-free polynomials in Hr





I(1− x)T\I : cT,I ≥ 0
 . (6.3)
Clearly, in the definition of Hr, we can restrict without loss of generality to sets
T ∈ P=r(V ). Indeed, if T < r, pick an element k ∈ V \ T and elevate the degree of
xI(1− x)T\I by writing xI(1− x)T\I = xI∪{k}(1− x)T\I + xI(1− x)(T\I)∪{k}.
One can construct the following Handelman upper bound f̄
(r)
han for fmax,Qn , using the
set Hr in (6.2):
f̄
(r)
han := min{λ : λ− f ∈ Hr}.
Indeed, for any polynomial in Hr, it is nonnegative over Qn. Thus, for any integer
r ≥ 1, Hr ⊆P(Qn), and f̄ (r)han ≥ fmax,Qn .
We now show that f̄
(r)
han can alternatively be defined using the subset Hr in (6.3).
Proposition 6.1. Let f ∈ R[x] be a square-free polynomial. For any integer r ≥ 1,
f̄
(r)
han = min{λ : λ− f ∈ Hr}.
This result follows directly from Lemma 6.4 below, whose proof relies on the following
Lemmas 6.2 and 6.3.
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Lemma 6.2. If f is a square-free polynomial and f ∈ I, then f = 0.
Proof. We use induction on the number n of variables. In the case n = 1, we
have that f = f0 + f1x1 = q1 · (x1 − x21), which implies q1 = 0 and thus f = 0 by
looking at the degrees of both sides. Suppose now that the result holds for n = k−1.
Let f be a square-free polynomial in k variables lying in the ideal I. We can write
f as f(x) = f0(x) + xkf1(x), where f0, f1 are square-free in the k − 1 variables
x = (x1, · · · , xk−1). Say, f0 + xkf1 = f =
∑k
i=1 qi · (xi− x2i ) for some polynomials qi.
By setting xk = 0 we get: f0(x) =
∑k−1
i=1 qi(x, 0)(xi − x2i ). As f0 is square-free, we
deduce using the induction assumption that f0 = 0. Next, by setting xk = 1, we get:
f1(x) =
∑k−1
i=1 qi(x, 1)(xi − x2i ). As f1 is square-free we deduce from the induction
assumption that f1 = 0. Thus we have shown that f = 0.
Lemma 6.3. Given α, β ∈ Nn, let I = {i ∈ [n] : αi ≥ 1} and J = {i ∈ [n] : βi ≥ 1}
denote their supports.
(i) If I ∩ J 6= ∅ then xα(1− x)β belongs to I.
(ii) If I ∩ J = ∅ then xα(1− x)β − xI(1− x)J belongs to I.
Proof. (i) Say, 1 ∈ I ∩ J . Then x1(1 − x1) is a factor of xα(1 − x)β and thus
xα(1− x)β ∈ I.
(ii) The proof is based on using iteratively the following identities, for any k ≥ 2:
xki − xi = (x2i − xi)(xk−2i + · · ·+ xi + 1) ∈ I,
(1− xi)k − (1− xi) = −xi(1− xi)((1− xi)k−2 + · · ·+ (1− xi) + 1) ∈ I.
Indeed, xα(1−x)β−xI(1−x)J = (xα11 −x1)xα(1−x)β+x1(xα(1−x)β−xI\{1}(1−x)J),
setting x = (x2, · · · , xn) and α = (α2, · · · , αn).
Lemma 6.4. Let f be a square-free polynomial and r ≥ 1 an integer. The following
assertions are equivalent.
(i) f ∈ Hr.
(ii) f ∈ Hr + I.
(iii) f ∈ Hr.
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Proof. (i) =⇒ (ii): Say, f =
∑
A cα,βx





α(1− x)β all the terms of f where the supports of α and
β are not disjoint. Let Sα denote the support of α. Then, we have:









By Lemma 6.3, the first two sums lie in I and the last sum lies in Hr and thus
f ∈ Hr + I.
The implication (ii) =⇒ (iii) follows from Lemma 6.2 and (iii) =⇒ (i) follows from
the inclusion Hr ⊆ Hr.
As an application of Lemma 6.2, we also find the following representation for square-
free polynomials, which corresponds to the fact that the polynomials {xI(1−x)[n]\I :
I ⊆ [n]} form a basis of the vector space of square-free polynomials.




f(χI)xI(1− x)[n]\I . (6.4)
Therefore, if f(x) ≥ 0 for all x ∈ {0, 1}n, then f ∈ Hn.
Proof. The polynomial f −
∑
I⊆[n] f(χ
I)xI(1 − x)[n]\I is square-free and vanishes
on {0, 1}n. Hence it belongs to the ideal I and thus it is identically zero, by Lemma
6.2.
In particular, as the polynomial fmax,Qn − f is nonnegative on the hypercube [0, 1]n,
then by Corollary 6.5, we find the convergence f̄
(n)
han = fmax,Qn in n steps, when f is
square-free. We mention another application which we will use later in this chapter.
Lemma 6.6. Let f be a square-free polynomial in n variables x = (x1, . . . , xn) =
(x, xn), setting x = (x1, x2 . . . , xn−1). Then, one has
f(x) = (1− xn)f(x, 0) + xnf(x, 1).
Proof. Using (6.4) (and splitting the sum into two sums depending whether
I contains n or not), we can write f(x) as f(x) = xnf1(x) + (1 − xn)f2(x). By
evaluating f at (x, 0) and (x, 1), we obtain that f(x, 0) = f2(x) and f(x, 1) = f1(x),
which gives the result.
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6.1.2 Error bound of Handelman hierarchy
As we saw earlier in Theorem 1.6, De Klerk and Laurent [18] show that for any
quadratic polynomial f = xTAx+ bTx, one has
f̄
(tn)






, for any t ≥ 1.
Note that the above result holds only for relaxations of order r ≥ n. Moreover, if
f is square-free quadratic polynomial (i.e., Aii = 0 for all i), then we find again the
convergence f̄
(n)
han = fmax,Qn in n steps.
Using a combinatorial version of Bernstein approximations, Park and Hong [78] can
analyze the Handelman bound of any order r ≤ n, in the quadratic square-free case.
More precisely, they show the following result.
Theorem 6.7. [78] Let f = xTAx+ bTx be a quadratic polynomial which is square-
free, i.e., Aii = 0 for all i ∈ [n]. Assume moreover that Aij ≤ 0 for all i 6= j ∈ [n].







We now extend the result of Theorem 6.7 analyzing the Handelman bound of any
order r ≤ n to polynomials of arbitrary degree.
Theorem 6.8. Let f =
∑
J⊆[n] fJx
J be a square-free polynomial with f(0) = 0. For


























for J ⊆ [n].







Proof. The proof is along the same lines as the proof of [78, Proposition 3.2] and






















r − |J |
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xJ










r − |J |
)
xJ . (6.5)































and thus we obtain
n
r








As the polynomial fmax,Qn − f is nonnegative over {0, 1}n, it follows from the defi-
nition of the Bernstein operator that





(fmax,Qn − f(χI))xI(1− x)T\I ∈ Hr.
As λJ ≥ 0 for all J , after moving the terms fJλJxJ with fJ > 0 to the left hand side
of (6.6), we obtain the claimed inequalities.
6.1.3 The maximum stable set problem
Let G = (V,E) be a graph and let w ∈ R|V |+ be weights assigned to the nodes of
G. The maximum stable set problem is to determine the maximum weight w(S) =∑
i∈S wi of a stable set S in G, called the weighted stability number of (G,w) and
denoted as α(G,w). Let ST(G) denote the polytope in R|V |, defined as the convex
hull of the characteristic vectors of the stable sets of G:
ST(G) := conv{χS : S ⊆ V, S is a stable set in G},
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called the stable set polytope of G. Hence, computing α(G,w) is a linear optimization






It is well known that computing α(G,w) is an NP-hard problem, already in the
unweighted case when w = e [41]. An obvious linear relaxation of ST(G) is the
fractional stable set polytope FR(G), defined as
FR(G) := {x ∈ R|V | : x ≥ 0, xi + xj ≤ 1 ∀ij ∈ E}.
By maximizing the linear objective function wTx over FR(G) we obtain an upper






called the fractional stability number.
We now consider another formulation for α(G,w) obtained by maximizing a suitable
quadratic polynomial over the hypercube. Given node weights w ∈ R|V |+ , we consider
edge weights wij for the edges of G satisfying the condition
wij ≥ min{wi, wj} for all edges ij ∈ E. (6.8)
For some of our results we will need to make a stronger assumption on the edge
weights:
wij ≥ max{wi, wj} for all edges ij ∈ E. (6.9)
In the weighted case, unless specified otherwise, we will assume that the edge weights
satisfy the weakest condition (6.8). In the unweighted case (i.e. wi = 1 for all nodes
i ∈ V ), we simply define wij = 1 for all edges ij ∈ E. Once the edge weights are















In the unweighted case pG,w is the polynomial used earlier in the formulation (6.1).
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In this chapter we are interested in establishing positivity certificates for the polyno-
mial fG,w and in understanding what is the smallest integer r for which fG,w belongs
to the Handelman set Hr, see Definition 6.10 below. It is clear that we get stronger
positivity certificates if we can show that fG,w ∈ Hr for lower values of the edge
weights. This motivates our distinction between the above two conditions (6.8) and
(6.9) on the edge weights.
Park and Hong [78] give the following reformulation for the maximum stable set
problem (choosing wij = max{wi, wj} for the edge weights), we give a proof for
completeness.
Proposition 6.9. Given node weights w ∈ R|V |+ and edge weights satisfying (6.8),






Proof. As pG,w is square-free, it takes the same maximum value on [0, 1]
n and
{0, 1}n. Clearly, the maximum value over {0, 1}n is at least α(G,w) since pG,w
evaluated at the characteristic vector of a maximum weight stable set is equal to
α(G,w). It suffices now to observe that the maximum value of pG,w over {0, 1}n is
attained at the characteristic vector of a stable set. Indeed, for S ⊆ V , pG,w(χS) =∑
i∈S wi −
∑
ij∈E:i,j∈S wij. If ij is an edge contained in S with wj ≥ wi, then
pG,w(χ
S\{i}) − pG,w(χS) ≥ wij − wi ≥ 0. Hence we can replace S by S\{i} with-
out decreasing the objective value pG,w. Iterating, we obtain that the maximum
value of p over {0, 1}n is attained at a stable set.
By Proposition 6.1, the Handelman bound of order r for problem (6.11) reads:
p̄
(r)
han(G,w) := inf{λ : λ− pG,w ∈ Hr} (6.12)
and, by Theorem 6.7, it satisfies the inequality: p̄
(r)
han(G,w) ≤ nrα(G,w).




called the Handelman rank of the weighted graph (G,w). Equivalently, rkH(G,w) is
the smallest integer r for which fG,w (in (6.10)) belongs to the Handelan set Hr.
For the all-ones weight function w = e (i.e., the unweighted case) we omit the




CHAPTER 6. HANDELMAN HIERARCHY FOR STABLE SET
If G has no edge then rkH(G,w) = 1, since α(G,w)− pG,w =
∑
i∈V wi(1− xi) ∈ H1,
and the Handelman rank is at least 2 if G has at least one edge. As another example,
it follows from Corollary 6.5 that, for the complete graph Kn, the polynomial fKn
belongs to Hn.







6.2.1 Links to clique covers
In this section we show an upper bound for the Handelman bound in terms of frac-
tional clique covers, and we characterize the graphs with Handelman rank at most
2.
First, we introduce fractional clique covers. Let (G,w) be a weighted graph. A
fractional clique cover of (G,w) is a collection of cliques C of G together with scalars
λC ≥ 0 satisfying
∑
C λCχ
C = w. Then the minimum value of
∑
C λC is known as








C = w, λC ≥ 0 ∀C clique of G
}
. (6.13)
Note that if in addition we require the λC ’s to be integer valued in (6.13) then we
obtain the chromatic number χ(G,w). Restricting to covers by cliques of size at












which we call the fractional r-clique cover number of (G,w). Thus
ρr(G,w) = χ
∗(G,w) if r ≥ ω(G),
where ω(G) denotes the largest size of a clique in G. In addition,
ρr(G,w) ≥ χ∗(G,w) ≥ α(G,w).




C = w to the inequality
∑
C λCχ
C ≥ w. This extends to the
fractional clique cover number. We include a short argument for clarity.
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C ≥ w, λC ≥ 0 ∀C clique of G with |C| ≤ r
}
. (6.15)
Proof. Comparing (6.14) and (6.15), one only needs to show that the optimal value
of (6.15) is at least ρr(G,w). The argument is easier by looking at the dual linear







xi ≤ 1 ∀C clique of G with |C| ≤ r
}
(6.16)







xi ≤ 1 ∀C clique of G with |C| ≤ r, xi ≥ 0 ∀i ∈ V
}
. (6.17)
Suppose x∗ ∈ Rn is an optimal solution of the program (6.16). Then define y ∈ Rn by







now to show that y is feasible for the program (6.17). For this, pick a clique C with
|C| ≤ r, and let C∗ denote the subset of C consisting of all elements i ∈ C with







which concludes the proof.
For r = 2, ρ2(G,w) is the fractional edge cover number, which coincides with the
fractional stability number α∗(G,w) of (6.7). Indeed, for r = 2, the program (6.7)
coincides with (6.17) which is the dual of the program (6.15) defining ρ2(G,w).
Proposition 6.13. Consider a weighted graph (G,w) with edge weights satisfying
(6.8). For any integer r ≥ 2,
ρr(G,w)− pG,w ∈ Hr and p̄(r)han(G,w) ≤ ρr(G,w).
Proof. Set k = ρr(G,w). By definition (6.14), there exist scalars λC ≥ 0 indexed
by cliques C of size at most r such that (a)
∑






C:i∈C λC for all i ∈ V . In particular, this implies that (c)
∑
C:i,j∈C λC ≤
min{wi, wj} ≤ wij for all ij ∈ E. Moreover, by taking the inner product of both sides
125
CHAPTER 6. HANDELMAN HIERARCHY FOR STABLE SET























































i<j:i,j∈C xixj. By Lemma 6.11, each fC lies in Hr and



















which belongs to H2 since the scalars wij−
∑
C:i,j∈C λC are nonnegative by (c). Thus
we have shown that k − pG,w ∈ Hr, which gives directly p̄(r)han(G,w) ≤ k.
Next, we show that equality p̄
(r)
han(G,w) = ρr(G,w) holds for r = 2. Note that for
r ≥ 3, the strict inequality p̄(r)han(G,w) < ρr(G,w) is possible. For instance, for
the odd circuit C2n+1, p̄
(3)
han(C2n+1) = α(C2n+1) < ρ3(C2n+1) = α
∗(C2n+1) holds (see
Proposition 6.28 below).




Proof. Set k = p̄
(2)
han(G,w). In what follows we construct a fractional 2-clique
covering of (G,w) of value k, which shows the inequality ρ2(G,w) ≤ p̄(2)han(G,w) and
concludes the proof. By assumption, the polynomial k−pG,w belongs to H2 and thus
has a decomposition:
k − pG,w =
∑
ij∈En
aij(1− xi)(1− xj) + bijxi(1− xj) + cijxj(1− xi) + dijxixj (6.18)
where all scalars aij, bij, cij, dij ≥ 0 and En denotes the set of ordered pairs ij with




















cji for any i ∈ V,
aij − bij − cij + dij =
{
wij if ij ∈ E
0 otherwise.
for any pair ij ∈ En. (6.19)
First we observe that we can find another decomposition of k−pG,w, of the form (6.20)
below, which involves quadratic terms only for the edges of G but has additional
linear terms. For any pair ij ∈ En, set
fij = aij(1− xi)(1− xj) + bijxi(1− xj) + cijxj(1− xi) + dijxixj
so that the decomposition (6.18) reads: k − pG,w =
∑
ij∈En fij. We now show that,
for any ij ∈ En \ E, the polynomial fij belongs to H1. Indeed, pick a pair ij which
is not an edge. By (6.19), we have: dij = bij + cij − aij, so that we can rewrite fij as
fij = xi(bij − aij) + xj(cij − aij) + aij.
We distinguish several cases:
• If bij − aij ≥ 0 and cij − aij ≥ 0 then we get a representation in H1 for fij.
• If bij − aij ≤ 0 and cij − aij ≥ 0 then rewrite fij as:
fij = (1− xi)(aij − bij) + xj(cij − aij) + bij ∈ H1.
• Analogously if bij − aij ≥ 0 and cij − aij ≤ 0.
• If bij − aij ≤ 0 and cij − aij ≤ 0 then rewrite fij as:
fij = (1− xi)(aij − bij) + (1− xj)(aij − cij) + bij + cij − aij
which is again a representation in H1 since bij + cij − aij = dij ≥ 0. Hence, we have
shown fij ∈ H1 for all nonedges and thus we obtain a new representation of k− pG,w
of the form:
k − pG,w =
∑
ij∈E




fixi + gi(1− xi), (6.20)
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and for all i ∈ V :












cji + fi − gi. (6.22)
































cji − fi + gi.








It suffices now to observe that indeed fi ≥ 0,
∑
j∈N :j>i bij ≥ 0, and
∑
j∈N :j<i cji ≥ 0.




i∈V gi = k
by (6.21). This implies that ρ2(G,w) ≤ k and concludes the proof.
Now we can characterize the graphs with Handelman rank equal to 2.
Corollary 6.15. The Handelman bound of order 2 is exact if and only if there is a
fractional edge covering of value α(G,w), i.e.,
p̄
(2)
han(G,w) = α(G,w)⇐⇒ α(G,w) = ρ2(G,w)⇐⇒ α
∗(G,w) = α(G,w).
It is well known that the equality α(G,w) = α∗(G,w) holds for any node weights
w ∈ R|V |+ if and only if G is bipartite [64, Section 4]. This implies that the Handelman
rank of any weighted bipartite graph is at most 2, settling an open question of Park
and Hong [78] who proved the result in the unweighted case.
Corollary 6.16. If G is bipartite, then rkH(G,w) ≤ 2 for any node weights w ∈ R|V |+ .
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On the other hand, the Handelman hierarchy is sometimes exact at order 2 for non-
bipartite graphs, as the next example shows.
Example 6.17. Let G be the graph on 2t nodes obtained by taking the clique sum
of t copies of Kt+1 along a common clique Kt. Then α(G) = t, ρ2(G) = t (since one
can cover all nodes by t disjoint edges), and thus the Handelman relaxation of order
2 is exact: rkH(G) = 2.
6.2.2 Bounds for the Handelman rank
In this section, we show some lower and upper bounds for the Handelman rank of
weighted graphs. The upper bounds hold when assuming that the edge weights
satisfy (6.9).
Lower bound
We start with the following lemma from [78, Prop. 3.3] which we prove for complete-
ness.
Lemma 6.18. Consider a square-free polynomial








If λ− f ∈ Hr, then λ− a0 ≥
∑
i∈[n] ai/r.
Proof. Say, λ− f =
∑
T∈P=r(V ),I⊆T cI,Tx
I(1− x)T\I with cI,T ≥ 0. Evaluating the































rc∅,T = −r(λ− a0),
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Applying Lemma 6.18 to the polynomial pG,w we obtain the following lower bound
on the Handelman rank.













For the unweighted complete graph G = Kn, the lower bound is equal to n, which
implies rkH(Kn) ≥ n. Hence equality holds: rkH(Kn) = n and the lower bound is
tight.
The first upper bound
First we show an upper bound for the Handelman rank of a weighted graph (G,w),
in terms of parameters of the unweighted graph G.
Theorem 6.20. Consider a weighted graph (G,w) where the edge weights satisfy
(6.9). Then,
rkH(G,w) ≤ |V (G)| − α(G) + 1. (6.24)
Note that the upper bund (6.24) is tight for the unweighted complete graph Kn. The
proof of Theorem 6.20 relies on Lemma 6.21 below which will allow to use induction
on the number of nodes.
In what follows we use the following notation: Given a weighted graph (G,w) and
a subset U ⊆ V , (G\U,w) denotes the weighted graph G\U where the node and
edge weights are obtained from those of G simply by restricting to nodes and edges
of G\U . For a node i ∈ V , recall that we denote G − i as the graph obtained by
deleting node i from G, and that we denote G	 i as the graph obtained from G by
removing i as well as its neighbours.
Lemma 6.21. Consider a weighted graph (G,w) where the edge weights satisfy (6.9).
For any node i ∈ V , one has
rkH(G,w) ≤ max{rkH(G− i, w) + 1, rkH(G	 i, w) + 1, 3}.
Proof. Recall the polynomial fG,w = α(G,w)− pG,w from (6.10). For convenience
we consider the node i = n and we set x = (x1, x2, . . . , xn−1) so that x = (x, xn). By
Lemma 6.6,
fG,w(x) = (1− xn)fG,w(x, 0) + xnfG,w(x, 1). (6.25)
130
6.2. HANDELMAN RANK
First, we can write fG,w(x, 0) = fG−n,w(x)+g1, where g1 = α(G,w)−α(G−n,w) ≥ 0.
Moreover, we have the identity fG,w(x, 1) = fG	n,w(x) + g2(x), after setting














Here we have used the assumption (6.9) in order to claim that win ≥ wi for all
i ∈ N(n). Combining with (6.25), we obtain
fG,w(x) = (1− xn)fG−n,w(x) + xnfG	n,w(x) + h(x),
where h(x) = (1− xn)g1 + xng2(x) ∈ H3. Hence the lemma is proved.
Proof. (of Theorem 6.20) We show (6.24) by induction on the number of nodes
|V (G)|. If G has no edge then rkH(G,w) = 1 and thus the result holds for |V (G)| = 1.
If α(G) = |V |−1 then G is bipartite and thus rkH(G,w) = 2 (by Corollary 6.16) and
thus the result holds. Assume now that |V (G)| ≥ 2 and α(G) ≤ |V (G)| − 2. Then
there exists a node i ∈ V satisfying
α(G− i) = α(G).
In particular, i is adjacent to at least one node: |N(i)| ≥ 1. Using the induction
assumption for the graphs G− i and G	 i, we obtain that
rkH(G− i, w) ≤ (|V (G)| − 1)− α(G− i) + 1 = |V (G)| − α(G− i)
= |V (G)| − α(G),
rkH(G	 i, w) ≤ (|V (G)| − |N(i)| − 1)− α(G	 i) + 1
= |V (G)| − |N(i)| − α(G	 i) ≤ |V (G)| − α(G).
Here we have used the (easy to check) inequality α(G) ≤ α(G	 i) + |N(i)|. Now we
can use Lemma 6.21 and conclude that rkH(G,w) ≤ |V (G)| − α(G) + 1.
The second upper bound
We now give another upper bound for the Handelman rank of a weighted graph
(G,w), which depends on the specific node weights. Consider an inequality wTx ≤ b
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which is valid for ST(G), where we assume w ∈ NV and b ∈ N; obviously b ≥ α(G,w).
Define the defect of this inequality as
defectG(w, b) = 2(α
∗(G,w)−min{b, α∗(G,w)}). (6.26)
Note that the defect is a nonnegative integer number, since the node weights w are
integer valued and there is a {0, 1/2, 1}-valued vector x ∈ FR(G) maximizing wTx
over FR(G) (see [71, Section 2.c]). We have the following result on the polynomial
b− pG,w.
Theorem 6.22. Assume wTx ≤ b is valid for ST(G), where w ∈ NV and b ∈ N,
and let the edge weights satisfy (6.9). Then the polynomial b− pG,w belongs to Hr+2,
where r = defectG(w, b) is defined in (6.26).
The proof uses the result of Lovász and Schrijver [65] from Lemma 6.23 below. It is
along the similar lines as their proof of [65, Theorem 2.13] where they upper bound
the N -index of the inequality wTx ≤ α(G,w) by the quantity 2(α∗(G,w)−α(G,w)).
We return to the construction of Lovász and Schrijver [65] in Section 6.3.2.
Lemma 6.23. [65, Lemma 2.12] Consider node weights w ∈ NV for which
α(G,w) < α∗(G,w).
Then, there exists a node i ∈ V such that every vector x ∈ FR(G) maximizing wTx




Proof. (of Theorem 6.22) The proof is by induction on the defect r := 2(α∗(G,w)−
min{b, α∗(G,w)}). If r = 0, i.e., b ≥ α∗(G,w) = ρ2(G,w), then the result follows
from Proposition 6.13, since b− pG,w = (b− ρ2(G,w)) + (ρ2(G,w)− pG,w) ∈ H2.
Assume now that b < α∗(G,w) (i.e., r > 0). Then α(G,w) ≤ b < α∗(G,w) and
thus Lemma 6.23 can be applied. Hence there exists one node, denoted as n for
convenience, such that every vector x ∈ FR(G) optimizing wTx over FR(G) has
xn = 1/2. This trivially implies wn > 0. Let wG−n denote the restriction of w to
the nodeset of G − n and define w′ ∈ R|V | which coincides with w except w′n = 0.
Analogously, wG	n denotes the restriction of w to the nodeset of G 	 n and w′′ ∈
R|V | coincides with w except w′′i = 0 if i is equal or adjacent to n. Observe that
α∗(G,w′) = α∗(G− n,wG−n) and α∗(G,w′′) = α∗(G	 n,wG	n).
We consider the two inequalities wTG−nx ≤ b and wTG	nx ≤ b− wn, which are clearly
valid for ST(G − n) and ST(G 	 n), respectively. Their defects are respectively
denoted as





r′′ = 2(α∗(G	 n,wG−n)−min{b− wn, α∗(G	 n,wG−n)})
= 2(α∗(G,w′′)−min{b− wn, α∗(G,w′′)}).
We show that both defects smaller than r, i.e., that r′, r′′ < r.
First, we show that r′ < r. This is clear if b ≥ α∗(G,w′) as then r′ = 0 < r. Now,
we can suppose that b < α∗(G,w′) and it suffices to show that α∗(G,w′) < α∗(G,w).
For this, let y be a vertex of FR(G) maximizing (w′)Tx over FR(G). Then,
wTy = (w′)Ty + wnyn = α
∗(G,w′) + wnyn ≤ α∗(G,w).
If yn > 0, then α
∗(G,w′) ≤ α∗(G,w)−wnyn < α∗(G,w), since wn > 0. If yn = 0 then,
by Lemma 6.23, y does not maximize wTx over ST(G) and thus wTy < α∗(G,w),
giving again α∗(G,w′) < α∗(G,w). Thus r′ < r holds.
We now show that r′′ < r. This is clear if b − wn ≥ α∗(G,w′′) as then r′′ = 0 <
r. Now, we can suppose that b − wn < α∗(G,w′′) and it suffices to show that
α∗(G,w′′) + wn < α
∗(G,w). For this let z be a vertex of FR(G) maximizing (w′′)Tx
over FR(G). Define the new vector z̄ ∈ R|V | which coincides with z except z̄n = 1
and z̄i = 0 if i is adjacent to n. Then, z̄ ∈ FR(G) and wT z̄ = (w′′)T z + wn =
α∗(G,w′′) + wn. As z̄n 6= 12 , we deduce from Lemma 6.23 that w
T z̄ < α∗(G,w) thus
showing α∗(G,w′′) + wn < α
∗(G,w).
Thus r′+ 2, r′′+ 2 ≤ r+ 1 and using the induction assumption we can conclude that















Define f := b− pG,w and observe that
f(x, 0) = f1 and f(x, 1) = f2 +
∑
i∈N(n)




By Lemma 6.6, f(x) = (1− xn)f(x, 0) + xnf(x, 1), thus implying f ∈ Hr+2.
Considering that the defect of wTx ≤ α(G,w) is 2(α∗(G,w)−α(G,w)), by Theorem
6.22 we have the following upper bound for rkH(G,w).
133
CHAPTER 6. HANDELMAN HIERARCHY FOR STABLE SET
Corollary 6.24. Consider a weighted graph (G,w) with integer node weights w ∈ NV
and where the edge weights satisfy (6.9). Then,
rkH(G,w) ≤ 2(α∗(G,w)− α(G,w)) + 2. (6.27)
Remark 6.25. The upper bound (6.24) holds for any weight function w ∈ R|V |+ ,
while the upper bound (6.27) holds for any integral weight function w ∈ NV (which
can be assumed without loss of generality). It turns out that these two upper bounds
are not comparable. Indeed, for the unweighted odd circuit C2n+1, (6.24) and (6.27)
give n + 2 and 3, respectively. On the other hand, consider an unweighted graph
consisting of n isolated nodes, then (6.24) and (6.27) read 1 and 2, respectively.
6.2.3 Handelman ranks of some special classes of graphs
As an application we can now determine the Handelman rank of some special classes
of graphs, including perfect graphs, odd circuits and their complements.
Perfect graphs
A graph G is said to be perfect if equality ω(H) = χ(H) holds for all induced
subgraphs H of G (including H = G). We will use the following properties of
perfect graphs and refer to [63] for details. If G is perfect then its complement G is
perfect as well and thus α(H) = χ(H) for all induced subgraphs H of G. Moreover,
α(G,w) = χ(G,w) for any node weights w ∈ R|V |+ . We also use the following well-
known fact: For any graph G, |V (G)| ≤ α(G)χ(G), with equality if G is perfect
and vertex transitive (see, e.g. [88, Section 67.4]). We can show the following upper
bound for the Handelman rank of weighted perfect graphs.
Proposition 6.26. Consider a weighted graph (G,w) where the edge weights satisfy
(6.9). If G is perfect then rkH(G,w) ≤ ω(G). Moreover, in the unweighted case,
rkH(G) = ω(G) if G is vertex-transitive.
Proof. We know from Proposition 6.13 that χ(G,w)−pG,w ∈ Hω(G). AsG is perfect,
α(G,w) = χ(G,w) and thus α(G,w)−pG,w ∈ Hω(G), which shows rkH(G,w) ≤ ω(G).
Assume now that w is the all-ones vector and that G is perfect and vertex-transitive.
Then, we have equality: |V (G)| = α(G)χ(G) = α(G)ω(G). Using Proposition 6.19,
we obtain that rkH(G) ≥ |V (G)|/α(G) = ω(G), which implies rkH(G) = ω(G).
Remark 6.27. The inequality rkH(G) ≤ ω(G) can be strict for some perfect graphs.
This is the case, for instance, for the graph G from Example 6.17, which is perfect
with ω(G) = t+ 1 and rkH(G) = 2. Figure 6.1 shows this graph for the case t = 2.
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Figure 6.1: Example: a perfect graph
Odd circuits and their complements
Park and Hong [78] show that the Handelman rank of an odd circuit is equal to
3. Here we show that the Handelman rank of a weighted odd circuit is at most 3,
answering an open question of [78], and we also consider the Handelman rank of
complements of odd circuits.
Proposition 6.28. Consider a weighted odd circuit (C2n+1, w) and its complement
(C2n+1, w), where the edge weights satisfy (6.9). Then,
rkH(C2n+1, w) ≤ 3 and rkH(C2n+1, w) ≤ n+ 1.
Moreover, equality holds in the unweighted case: rkH(C2n+1) = 3 and rkH(C2n+1) =
n+ 1.
Proof. For any node i, both graphs C2n+1− i and C2n+1	 i are bipartite and thus
rkH(C2n+1 − i, w), rkH(C2n+1 	 i, w) ≤ 2 by Corollary 6.16. Applying Lemma 6.21,
we obtain that rkH(C2n+1, w) ≤ 3. Similarly, for any node i, both graphs C2n+1 − i
and C2n+1 	 i are perfect with clique number at most n and thus, from Proposition
6.26, rkH(C2n+1 − i, w), rkH(C2n+1 	 i, w) ≤ n. Applying again Lemma 6.21 we
deduce that rkH(C2n+1, w) ≤ n + 1. In the unweighted case, the lower bounds
rkH(C2n+1) ≥ 3 and rkH(C2n+1) ≥ n + 1 follow from Proposition 6.19. Indeed,
rkH(C2n+1) ≥ 2n+1α(C2n+1) =
2n+1
n




As an application we obtain the following characterization of perfect graphs, which
is in the same spirit as the following well-known characterization due to Lovász [63]:
G is perfect if and only if |V (H)| ≤ α(H)ω(H) for all induced subgraphs H of G.
Corollary 6.29. A graph G is perfect if and only if rkH(H) ≤ ω(H) for every
induced subgraph H of G.
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Proof. The ‘only if’ part follows from Proposition 6.26. Conversely, assume that G
is not perfect. Using the ‘strong perfect graph theorem’ of Chudnovsky, Robertson,
Seymour and Thomas [12], we know that G contains an induced subgraph H which
is an odd circuit or its complement. By Proposition 6.28, rkH(H) = χ(H) > ω(H),
concluding the proof.
Remark 6.30. As noted earlier, the upper bound 3 for the Handelman rank of an
odd circuit also follows from the upper bound from Corollary 6.24 in terms of the
defect. Indeed, α∗(C2n+1) = (2n+ 1)/2, so that the defect of the inequality∑
i∈V (C2n+1)
xi ≤ n = α(C2n+1)
is equal to 2((2n+ 1)/2− n) = 1 and thus relation (6.27) gives the upper bound 3.
Park and Hong [78] show that the Handelman rank of an odd circuit is at most 3
by constructing an explicit decomposition of the polynomial α(C2n+1)− pC2n+1 in the
Handelman set H3. We illustrate their argument for the case of C5, see Figure 6.2.
For the graph C5, we have:










f123 = 1−(x1 +x2 +x3)+x1x2 +x1x3 +x2x3 = (1−x1)(1−x2)(1−x3)+x1x2x3 ∈ H3,
f145 = 1−(x1 +x4 +x5)+x1x4 +x1x5 +x4x5 = (1−x1)(1−x4)(1−x5)+x1x4x5 ∈ H3,
f ′1,34 = f134(1− x1, x3, x4) = x1 − x1x3 − x1x4 + x3x4
= x1(1− x3)(1− x4) + (1− x1)x3x4 ∈ H3.
In the above decomposition, f123 and f145 are the polynomials corresponding to the two
cliques {1, 2, 3} and {1, 4, 5} (obtained by adding the edges 13 and 14 to C5), and the
polynomial f ′1,34 permits to cancel the quadratic terms x1x3 and x1x4 corresponding
to the added edges 13 and 14 and to add the quadratic term x3x4. This construction
extends easily to an arbitrary odd circuit, showing rkH(C2n+1) ≤ 3.
We conclude with bounding the Handelman rank of two more classes of graphs.
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Figure 6.2: Odd circuit C5
Example 6.31. Consider the odd wheel W2n+1, which is the graph obtained from an
odd circuit C2n+1 by adding a new node (the apex node, denoted as v0) and making it
adjacent to all nodes of C2n+1. Since by deleting the apex node v0 one obtains C2n+1
with Handelman rank 3, Lemma 6.21 implies that the Handelman rank of the wheel
W2n+1 is at most 4; note that this bound also holds for any weighted wheel. Moreover,
the complement of W2n+1 has the same Handelman rank as the complement of C2n+1
(since node v0 is isolated, and apply Lemma 6.34 (iv) below).
Example 6.32. We now consider the graphs Gk, constructed by Lipták and Tuncel
[62] and defined as in Figure 6.3. Hence, for k = 2, G2 is the circuit C5 with a new
node adjacent to three consecutive nodes of C5. We show that, for any k ≥ 2, the
Handelman rank of the graph Gk is equal to 3 or 4.
As Gk has 3k nodes and α(Gk) = k, the lower bound (6.23) for the Handelman rank
gives rkH(Gk) ≥ 3. Now, we look at the upper bound for the Handelman rank. First,
we consider the case k = 2. As in Remark 6.30, we can give an explicit decomposition
for the polynomial α(G2)− pG2. Namely,
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xi + (x4x5 + x4x6 + x5x6) ∈ H3,
f ′4,36 = f436(1− x4, x3, x6) = x4(1− x3)(1− x6) + (1− x4)x3x6 ∈ H3.
In the above decomposition, f1234 and f456 are the polynomials corresponding to the
two cliques {1, 2, 3, 4} and {4, 5, 6} (obtained by adding the chords 34 and 46 to
G2), and the polynomial f
′
4,36 permits to cancel the quadratic terms x3x4 and x4x6
corresponding to the added edges 34 and 46 and to add the quadratic term x3x6.
This construction extends easily to an arbitrary k ≥ 3, showing rkH(Gk) ≤ 4. For
example, α(G3)− pG3 = f1234 + f4567 + f789 + f ′4,36 + f ′7,69 ∈ H4.
Observe that the upper bound from Corollary 6.24 is not strong enough to show
this. Indeed the defect of the inequality
∑
i∈V (Gk) xi ≤ α(Gk) = k is equal to
2(α∗(Gk) − α(Gk)) = k, since α(Gk) = k and α∗(Gk) = 3k/2 (this follows from
the fact
∑
i∈V (Gk) xi ≤ α(Gk) defines a facet of ST(Gk), shown in [62, Lemma 32
and Theorem 34], so that α∗(Gk) = 3k/2 by Lemma 2.10 of [65]). Thus Corollary
6.24 permits only to conclude that rkH(Gk) ≤ k + 2.
6.2.4 Graph operations
In this section, we investigate the behavior of the Handelman rank under some graph
operations like node or edge deletion, edge contraction, and taking clique sums. For
simplicity, we only consider unweighted graphs, while some of the results can easily
be extended to the weighted case.
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Figure 6.4: Example: edge deletion
Operations on edges and nodes
An interesting observation is that the Handelman rank is not monotone under edge
deletion. As an illustration, look at the three graphs in Figure 6.4. The first graph
is the complete graph K4, with rkH(K4) = 4. If we delete one edge (say edge 13), we
obtain the second graph G with rank rkH(G) = 2. However, if we additionally delete
the edges 12 and 14, then the third graph G′ = K4 \ {12, 13, 14} has rkH(G′) = 3,
since it is the clique 0-sum of a node and a clique of size 3. (See Lemma 6.36 below.)
On the other hand, if we delete an edge whose deletion increases the stability number
(a so-called critical edge), then the Handelman rank does not increase.
Lemma 6.33. Let e be an edge of G such that α(G \ e) = α(G) + 1. Then, one has
rkH(G \ e) ≤ rkH(G).
Proof. Say e is the edge 12. Then, α(G \ e) − pG\e = α(G) − pG + 1 − x1x2. As
1− x1x2 = 1− x2 + x2(1− x1) ∈ H2, this implies that rkH(G \ e) ≤ rkH(G).
The Handelman rank is not monotone under edge contraction either. For instance,
the graph G in Figure 6.1 has rkH(G) = 2. If we contract the edge 23, we get the
new graph G′ is a triangle with rkH(G
′) = 3. If we contract one more edge 12,
the resulting graph G′′ is an edge with rkH(G
′′) = 2. Analogously, deleting a node
can either increase, decrease or not affect the Handelman rank. We group several
properties about the behavior of the Handelman rank under node deletion.
Lemma 6.34. Let G = (V,E) be a graph and j ∈ V .
(i) If α(G− j) = α(G), then rkH(G− j) ≤ rkH(G).
(ii) If α(G− j) = α(G)− 1, then rkH(G) ≤ rkH(G− j).
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(iii) If j is adjacent to all other nodes of G, then rkH(G) ≤ rkH(G− j) + 1.
(iv) If j is an isolated node, then rkH(G) = rkH(G− j).
Proof. (i) We use relation (6.25) applied to the polynomial fG (and node j). As
before x consists of all variables except xj, so that x = (x, xj). As α(G− j) = α(G),
we have fG−j(x) = fG(x, 0) ∈ HrkH(G), which implies rkH(G− j) ≤ rkH(G).
(ii) If α(G− j) = α(G)− 1, then fG = fG−j + (1− xj) +
∑
i:ij∈E wijxixj ∈ HrkH(G−j).
Hence, rkH(G) ≤ rkH(G− j).
(iii) Assume that j is adjacent to all other nodes of G. If G− j has no edge then G is
bipartite and thus rkH(G) = 2 = rkH(G− j)+1. Assume now that G− j has an edge
so that rkH(G−j) ≥ 2. Using Lemma 6.21, we deduce that rkH(G) ≤ rkH(G−j)+1.
(iv) G is the clique 0-sum of G− j and the single node j, and we can apply Lemma
6.36 below.
Remark 6.35. In Lemma 6.34 (ii), the gap rkH(G− j)− rkH(G) can be arbitrarily
large. To see this consider the graph G obtained by taking the clique t-sum of K2t
and Kt+1 along a common Kt. Let j be the node of Kt+1 which does not belong to the
common clique Kt. If we delete node j, then G− j = K2t has rkH(G− j) = 2t. On
the other hand, rkH(G) ≤ t + 1, since α(G) = 2 = ρt+1(G) as V (G) can be covered
by two cliques of size at most t+ 1. Thus rkH(G− j)− rkH(G) ≥ 2t− (t+ 1) = t− 1.
Clique sums
Suppose G = (V,E) is the clique t-sum of two graphs G1 and G2. We now study the
Handelman rank of G, whose value needs technical case checking, depending on the
values of the stability numbers of G, G1, G2 and of some subgraphs.
Lemma 6.36. Suppose G is the clique t-sum of G1 and G2 along a common t-clique
C0 and let Hi = Gi \ C0 for i = 1, 2. The following holds.
(i) If α(G) = α(G1) + α(G2), then
rkH(G) ≤ min{max{rkH(G1), rkH(H2)},max{rkH(H1), rkH(G2))}}.
Moreover, rkH(G) ≤ max{rkH(G1), rkH(G2)} if t ≤ 3.
(ii) Assume α(G) = α(G1) + α(G2)− 1. Then α(Gk) = α(Hk) + 1 for (say) k = 1
and rkH(G) ≤ max{rkH(H1), rkH(G2)}.
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(iii) Assume α(G) = α(G1) + α(G2) − 2. For k ∈ {1, 2} let Ck denote the set
of nodes of C0 which belong to at least one maximum stable set of Gk. Set
H ′1 = G1\C1 and H ′2 = G \H ′1 = G2 \ (C0 \ C1). Then α(H ′k) = α(Gk)− 1 for
k = 1, 2, and rkH(G) ≤ max{rkH(H ′1), rkH(H ′2)}.
Proof. In what follows, for subsets A,B ⊆ V , E(A,B) denotes the set of edges ij
with i ∈ A and j ∈ B, and E(A) the set of edges contained in A. We also set V G
for V (G).
(i) We use the identities








As α(G) = α(G1) + α(G2), α(G) − α(G1) = α(G2) ≥ α(H2) and α(G) − α(G2) =
α(G1) ≥ α(H1), implying
rkH(G) ≤ min{max{rkH(G1), rkH(H2)},max{rkH(G2), rkH(H1)}}.
For the second statement, we use the identity











ij∈E(C0) xixj ∈ H2 when t = |C0| ≤ 3. This
is clear if t ≤ 1 and follows from the identities x1 +x2−x1x2 = x1(1−x2) +x2 ∈ H2
and x1 + x2 + x3 − x1x2 − x1x3 − x2x3 = x1(1− x2) + x2(1− x3) + x3(1− x1) ∈ H2
if t = 2, 3. From this follows that rkH(G) ≤ max{rkH(G1), rkH(G2)}.
(ii) As α(G) 6= α(G1) + α(G2), it follows that α(Hk) = α(Gk) − 1 for at least one
index k = 1, 2. Say this holds for k = 1. Then we use the identities



















CHAPTER 6. HANDELMAN HIERARCHY FOR STABLE SET
This gives:




which implies rkH(G) ≤ max{rkH(H1), rkH(G2)}.
(iii) By construction, α(H ′1) = α(G1)− 1. Moreover, as α(G) = α(G1) + α(G2)− 2,
it follows that C1 ∩ C2 = ∅ and thus α(H ′2) = α(G2)− 1. We now use the identities






















Combining these relations, we obtain




which shows rkH(G) ≤ max{rkH(H ′1), rkH(H ′2)}.
In the special case when G is a clique sum of two cliques, one can easily determine
the the exact value of the Handelman rank of G.
Lemma 6.37. Assume that G is the clique t-sum of two cliques Kn1 and Kn2 with
n1 ≤ n2. Then, rkH(G) = max{dn1+n2−t2 e, n2 − t}.
Proof. Obviously, α(G) = 2. Define n = |V (G)| = n1 + n2 − t. Assume first that









. Hence we obtain
rkH(G) = dn2 e = max{d
n
2
e, n2 − t}.
Assume now that n2−n1 > t. Then G can be covered by two cliques of sizes n1 and
n2 − t, which implies rkH(G) ≤ n2 − t. On the other hand, by applying Lemma 6.34
(i) to all nodes i in the common t-clique, together with Lemma 6.36, we obtain the
reverse inequality rkH(G) ≥ max{rkH(Kn2−t), rkH(Kn1−t)} = n2 − t.
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6.3 Links to other hierarchies
Several other hierarchies have been considered in the literature for general 0-1 opti-
mization problems, which can also be applied to the maximum stable set problem in
(6.11). In this section we review the hierarchies proposed by Sherali and Adams [90],
Lovász and Schrijver [65], Lasserre [49], and De Klerk and Pasechnik [25], respec-
tively. More over, we briefly indicate how they relate to the Handelman hierarchy
considered in this chapter, based on optimization on the hypercube.
6.3.1 Sherali-Adams and Lasserre hierarchies
Consider the following 0-1 polynomial optimization problem:
max f(x) s.t. x ∈ K ∩ {0, 1}n, (6.28)
which is obtained by adding the integrality constraint x ∈ {0, 1}n to the problem of
maximizing the polynomial f over the set
K = {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}.
Recall that I denotes the ideal generated by xi − x2i for i ∈ [n] and that the Han-
delman set Hr is defined in (6.3). Sherali and Adams [90] introduce the following
bounds for (6.28):
f (r)sa = inf
{






The above program is in fact the dual of the linear program usually used to define
the Sherali-Adams bounds. For details we refer, e.g., to [90, 50, 55].
When applying the Sherali-Adams construction to the maximum stable set problem
for the instance (G,w), the starting point is to formulate α(G,w) as the problem of
maximizing the linear polynomial p(x) = wTx =
∑
i∈[n] wixi over K∩ {0, 1}n, where
K = FR(G) is the fractional stable set polytope, so that the corresponding bound
from (6.29) reads
p(r)sa (G,w) = inf
{
λ : λ− wTx ∈ Hr +
∑
ij∈E
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For r ≥ 2, let 〈xixj : ij ∈ E〉r denote the truncated ideal consisting of all polynomials∑
ij∈E uijxixj where uij ∈ R[x] has degree at most r − 2. One can formulate the
following variation of the bound (6.30):
sa(r)(G,w) = inf{λ : λ− wTx ∈ Hr + 〈xixj : ij ∈ E〉r + I},
which satisfies
sa(r+1)(G,w) ≤ p(r)sa (G,w) ≤ sa(r)(G,w).
To see it use, for any edge ij ∈ E, the identities 1− xi− xj = (1− xi)(1− xj)− xixj
and −xixj = xi(1− xi − xj) + xi(xi − 1).
Comparing with the hypercube based Handelman bound (6.12), we see that
sa(r)(G,w) ≤ p̄(r)han(G,w),
since λ−pG,w = λ−wTx+
∑
ij∈E wijxixj ∈ Hr implies λ−wTx ∈ Hr+〈xixj : ij ∈ E〉r.
We now recall the following semidefinite programming bound of Lasserre [49]:
las(r)(G,w) = inf{λ : λ− wTx ∈ Σr + 〈xixj : ij ∈ E〉r + I},
where Σr is the set of sums of squares of polynomials of degree at most 2r.
As is well known,
las(r)(G,w) ≤ sa(r)(G,w).


























where the second term belongs to I in view of Lemma 6.3. Summarizing, we have
α(G,w) ≤ las(r)(G,w) ≤ sa(r)(G,w) ≤ p̄(r)han(G,w).
Hence, the Sherali-Adams and Lasserre bounds are at least as strong as the Handel-
man bound at any given order r. Thus, the error estimate for the Handelman bound
p̄
(r)
han(G,w) in Theorem 6.7 also holds for the bounds las
(r)(G,w) and sa(r)(G,w).
On the other hand, the Sherali-Adams and Lasserre bounds are more expensive
to compute. Indeed the Sherali-Adams bound is linear but its definition involves
more terms, and the Lasserre bound is based on semidefinite programming which is
computationally more demanding than linear programming. For more results about
the comparison between Sherali-Adams and Lasserre hierarchies, see, e.g., [50, 55].
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6.3.2 Lovász-Schrijver hierarchy
Given a polytope K ⊆ [0, 1]n, Lovász and Schrijver [65] build a hierarchy of polytopes
nested between K and the convex hull of K∩{0, 1}n that finds it after n steps. When
applied to the maximum stable set problem, one starts with the fractional stable set
polytope K = FR(G). For convenience set V̂ = V ∪ {0} (where 0 is an additional








: x ∈ FR(G), λ ≥ 0
}
⊆ RV̂ .
Define the following set of symmetric matrices indexed by V̂ :
M(G) = {Y ∈ SV̂ : Yii = Y0i ∀i ∈ V, Y ei, Y (e0 − ei) ∈ C(G) ∀i ∈ V }
and the corresponding subset of R|V |:
N(FR(G)) =
{





= Y e0 for some Y ∈M(G)
}
.
For r ≥ 2, define the r-th iterateN r(FR(G)) = N(N r−1(FR(G))), settingN1(FR(G)) =
N(FR(G)). It is shown in [65] that
ST(G) ⊆ . . . ⊆ N r(FR(G)) ⊆ N r−1(FR(G)) ⊆ . . . ⊆ N(FR(G)) ⊆ FR(G),
with equality ST(G) = Nn(FR(G)). By maximizing the linear function wTx over
N r(FR(G)) we get the bound ls(r)(G,w) which satisfies p
(r+1)
sa (G,w) ≤ ls(r)(G,w) for
r ≥ 1 (see [65, 55]).
For any w ∈ R|V |+ , the corresponding inequality wTx ≤ α(G,w) is valid for ST(G).
Following [65], its N-index, denoted here as rkLS(G,w), is the smallest integer r
for which the inequality wTx ≤ α(G,w) is valid for N r(FR(G)) or, equivalently,
α(G,w) = ls(r)(G,w). The following bounds are shown in [65] for the N -index:∑n
i=1 wi
α(G,w)
− 2 ≤ rkLS(G,w) ≤ defect(G,w), rkLS(G,w) ≤ |V (G)| − α(G)− 1,
where defect(G,w) is as defined in (6.26). Note the analogy with the bounds (6.23),
(6.24) and (6.27) for the Handelman rank. There is a shift of 2 between the two
hierarchies which can be explained from the fact that the Lovász-Schrijver construc-
tion starts from the fractional stable set polytope which already takes the edges into
account, so that ls(0)(G,w) = α∗(G,w) = p̄
(2)
han(G,w). We also observe this shift by 2,
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e.g., in the results for perfect graphs and for odd circuits and wheels. It seems more-
over that the Handelman bound and the bound obtained by using the N -operator
are closely related. We did some computational tests for the graphs K4, W5 and
Gk (k = 2, 3, 4, 5) with different weight functions; in all cases we observe that both
bounds coincide, i.e., ls(1)(G,w) = p̄
(3)
han(G,w) holds. Understanding the exact link
between the two hierarchies of Handelman and of Lovász-Schrijver is an interesting
open question.
6.3.3 De Klerk and Pasechnik LP hierarchy
Given a graph G = (V,E) with adjacency matrix A, De Klerk and Pasechnik [25]
formulate its stability number via the following copositive program:
α(G) = min{λ : λ(I + A)− eeT ∈ Cn},





xT (I + A)x, (6.31)
where I denotes the identity matrix. As problem (6.31) is the problem of minimizing
the quadratic polynomial q(x) = xT (I+A)x over the standard simplex ∆|V |, one can
apply Lemma 1.4 and define, for any r ≥ 2, the corresponding Handelman bound
q
(r)




i=1 xi. It turns out that it can be computed explicitly since it is directly
related to the following bound introduced in [25]:
ζ(r)(G) = min{µ : (µq − σ2)σr ∈ R+[x]}
for any r ≥ 0. Indeed it follows from the definitions that
ζ(r)q
(r+2)
han = 1 for r ≥ 0.
De Klerk and Pasechnik [25] show that
ζ(0)(G) ≥ ζ(1)(G) ≥ · · · ≥ bζ(r)(G)c = α(G)
for r ≥ α(G)2−1. Moreover, Peña, Vera and Zuluaga [81] give the following closed-










, where r + 2 = uα(G) + v with u, v ∈ N and v < α(G).
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From this we see that ζ(r)(G) = ∞ if r ≤ α(G) − 2 and ζ(r)(G) = α(G) + 1 if
r = α(G)2 − 2. Moreover, α(G) ≤ ζ(r)(G) < α(G) + 1 for any r ≥ α(G)2 − 1, with
a strict inequality α(G) < ζ(r)(G) if G is not a complete graph. Hence, in contrast
to the LP bounds based on the Handelman, Sherali-Adams and Lovász-Schrijver
constructions (which are exact at order n), the LP copositive-based bound is never
exact (except for the complete graph), one needs to round it in order to obtain the
stability number.
From the above discussion it follows that the LP copositive rank rkKP(G), which
we define as the smallest integer r such that bζ(r)(G)c = α(G), can be determined
exactly: rkKP(G) = α(G)
2 − 1 for any graph G. We now observe that it cannot
be compared with the (hypercube based) Handelman rank rkH(G). Indeed, for the
complete graph G = Kn, we have rkKP(Kn) = 0 while rkH(Kn) = n. On the
other hand, the graph K1,n has rkKP(K1,n) = n
2 − 1 and rkH(K1,n) = 2. As another
example, for the graph Gk from Example 6.32, rkKP(Gk) = k
2−1 while rkH(Gk) ≤ 4.
Hence the ranks of the two hierarchies are not comparable. These examples also show
that the ranks of the Lovász-Schrijver and of the LP copositive hierarchies are not
comparable, since rkLS(Kn) = n− 2 and rkLS(K1,n) = 0.
6.4 The Handelman hierarchy for the maximum
cut problem
We now conclude with some observations clarifying how the Handelman hierarchy
applies to the maximum cut problem. Given a graph G = (V,E) with edge weights
w ∈ R|E|, the max-cut problem asks to find a partition (V1, V2) of the node set V so
that the total weight of the edges cut by the partition is maximized; it is NP-hard,
already in the unweighted case [41]. As observed in [77] the maximum weight of a
















square-free the Handelman bound of order t can be formulated as
min{λ : λ− f ∈ Hr}.
We show below that it can be equivalently reformulated in a more explicit way in
terms of suitable valid inequalities for the cut polytope. We need some definitions.
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The cut polytope CUTn is defined as the convex hull of the vectors (vivj)1≤i<j≤n for
all v ∈ {±1}n. So CUTn is a polytope in the space R(
n
2) indexed by the edge set of
the complete graph Kn. Given an integer r ≥ 2, among all the inequalities that are
valid for CUTn, we consider only those that are supported by at most r points of [n]
and we let P
(r)
n denote the polytope in R(
n
2) defined by all these selected inequalities.
Clearly, CUTn ⊆ P (r)n . Moreover, for n 6= 4, equality CUTn = P (r)n holds if and only
if r = n (since CUTn has some facet defining inequalities supported by n points).
The case n = 4 is an exception since CUT4 = P
(3)
4 .
Proposition 6.38. Let r ≥ 2 and, given an edge weighted graph (G,w), consider the




ij∈E wijxixj. The following equality
holds:





Proof. It is convenient to use ±1 valued variables z instead of the 0-1 valued
variables x. So we set zi = 1− 2xi for i ∈ [n]. Then f(x) = q(z), after defining the
polynomial q(z) =
∑
ij∈E wij(1 − zizj)/2. Moreover define the ±1 analogue of the






cI,T (1− z)I(1 + z)T\I : cI,T ≥ 0}.
Furthermore let I denote the ideal in the polynomial ring R[z] generated by z2i − 1
for i ∈ [n], and let Ir denote its truncation at degree r. One can easily verify that
λ− f ∈ Hr if and only if λ− q ∈ Hr which, in turn, is equivalent to λ− q ∈ Hr +Ir.
Therefore we have
min{λ : λ− f ∈ Hr} = min{λ : λ− q ∈ Hr + Ir}.
Now we apply LP duality and obtain that the last program is equal to
max
L
{L(q) : L(1) = 1, L(f) ≥ 0 ∀f ∈ Hr, L(f) = 0 ∀f ∈ Ir},
where the maximum is taken over all linear functionals L : R[z]r → R. Finally, we




taken over all y ∈ P (r)n , which is shown in [55]. This concludes the proof.
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For instance, for r = 2, P
(2)
n = [−1, 1](
n
2) (since −1 ≤ yij ≤ 1 are the only inequalities
on two points valid for CUTn). Hence, by Proposition 6.38, the Handelman bound
of order 2 is equal to
∑
ij∈E |wij|, as shown in [77] for the case w ≥ 0. For r = 3, P
(3)
n
is defined by the triangle inequalities yij +yik +yjk ≥ −1 and yij−yik−yjk ≥ −1 for
all i, j, k ∈ [n]. Therefore, for an edge weighted graph G where G has no K5 minor,
we find that the Handelman bound of order 3 is exact and returns the value of the
maximum cut (since the triangle inequalities suffice to describe the cut polytope
of G, after taking projections; see, e.g., [4] or [56, Section 3.6]). In particular,
the Handelman rank is at most 3 for a weighted odd circuit, which answers an
open question of [78] (which shows the result in the unweighted case). As a final
observation, we find that the rank of the Handelman hierarchy for the maximum cut




Stirling numbers of the second
kind
In this appendix, we review the necessary background material on Striling numbers
of the second kind. Recall that, for integers n, k ∈ N, the Stirling number of the
second kind S(n, k) counts the number of ways of partitioning a set of n objects into
k nonempty subsets. Thus S(n, k) = 0 if k > n, S(n, 0) = 0 if n ≥ 1, and S(0, 0) = 1
by convention.
We first review the following recursive relation for Stirling numbers of the second
kind.
Lemma A.1. For any integers β ≥ 0 and α ≥ 1, one has
S(β + 1, α) = S(β, α− 1) + αS(β, α). (A.1)
Proof. This well known fact can be easily checked as follows. By definition,
S(β + 1, α) counts the number of ways of partitioning the set {1, . . . , β, β + 1} into
α nonempty subsets. Considering the last element β + 1, one can either put it in a
singleton subset (so that there are S(β, α−1) such partitions), or partition {1, . . . , β}
into α nonempty subsets and then assign the last element β + 1 to one of them (so
that there are αS(β, α) such partitions). This shows the result.
We next recall the following expression for Stirling numbers of the second kind. We
provide a full proof, since we could not find this result in the literature.
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Proof. For integers d, k ≥ 0, let Sd,k denote the number of surjective maps from
a d-elements set to a k-elements set. It is not difficult to see the following relation
between Sd,k and S(d, k):
Sd,k = k!S(d, k).
Indeed, let B = [d] and A = [k]. In order to choose a surjective map f from B to A
one needs to select the pre-image Bi = f
−1(i) ⊆ B for each element i ∈ [k]. So to
define a surjective map f , one first selects a partition of B into k non-empty subsets
B1, . . . , Bk, which can be done in S(d, k) ways. As any permutation of the B
′
is gives
rise to a distinct surjective map, there are k!S(d, k) surjective maps from [d] to [k].
Now, the identity (A.2) about the Stirling numbers S(d, k) can be equivalently re-









Again set B = [d] and A = [k]. Say, α has p non-zero coordinates, i.e., α1, . . . , αp ≥ 1
and α1 + . . . + αp = k. Fix a partition of A = [k] into p subsets A1, . . . , Ap where
|Ai| = αi for i ∈ [p]. Then, a surjection f from B to A defines a surjection from
Bi = f
−1(Ai) to Ai for each i ∈ [p]. Setting βi = |Bi|, we have β1 + . . . + βp = d
since the B′is partition B. Hence one can count the number of surjections from B to
A as follows.
First, select β1, . . . , βp ≥ 1 such that β1 + . . . + βp = d. Then split the d elements
of B into an ordered sequence of p disjoint subsets B1, . . . , Bp where |Bi| = βi for
i ∈ [p]; there are d!
β!
ways of doing so. Once B1, . . . , Bp are selected, there are Sβi,αi
possible surjections from Bi to Ai for each i ∈ [p] and thus a total of
∏p
i=1 Sβi,αi







i=1 Sβi,αi , which shows the result.
Finally we recall the following result, implied by [44, relation (3.2)], and we only
sketch the proof.
Lemma A.3. [44, relation (3.2)] For positive integers d and r ≥ 1, one has
d−1∑
k=1
rkS(d, k) = rd − rd.




Proof of Theorem 2.18
In this appendix, we give a self-contained proof for Theorem 2.18, which provides an
explicit description of the moments of the multinomial distribution in terms of the
Stirling numbers of the second kind.
Fix x = (x1, . . . , xn) ∈ ∆n and assume Y = (Y1, . . . , Yn) has the multinomial dis-
tribution with parameters r, n and x1, . . . , xn (where x ∈ ∆n) as in Section 2.2.1.
Then, given α ∈ I(n, r), by (2.2), the probability of the event Y = α is equal to
r!
α!










Our objective is to show the following reformulation of the β-th moment in terms of








Our proof is elementary in the sense that we will obtain the moments of the multi-
nomial distribution using its moment generating function. One of the ingredients
which we will use is the fact that the identity (B.2) holds for the case n = 2 of the
binomial distribution when β ∈ N2 is of the form β = (β1, 0). Namely, the following
identity is shown in [44, Theorem 2.2 and relation (3.1)].
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This implies that the identity (B.2) holds for the moments of the multinomial dis-
tribution when the order β has a single non-zero coordinate, i.e., β is of the form
β = βiei with βi ∈ N.



















































xαii (1− xi)r−αi ,
which is equal to
∑βi
αi=0
rαixαii S(βi, αi) by Lemma B.1.
In order to determine the moments of the multinomial distribution we use its moment
generating function








Then, for β ∈ Nn, the β-th moment of the multinomial distribution is equal to the
β-th derivative of the moment generating function evaluated at t = 0. Namely,
mβ(n,r) =
∂|β|M rx(t)



















Next we show an analogue of the above relation (B.5) for the evaluation of the βiei-th
derivative of the moment generating function at any point t ∈ Rn.
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Proof. To simplify notation we set M r = M rx(t). We show the result using






We now assume that the result holds for βi and we show that it also holds for βi + 1.


























Now, using (B.6), we can compute the last term as follows:
∂
∂ti
(eαitiM r−αi) = αie
αitiM r−αi + (r − αi)xie(αi+1)tiM r−αi−1.


































(αiS(βi, αi) + S(βi, αi − 1)︸ ︷︷ ︸
=S(βi+1,αi) by (A.1)
)rαixαii e
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which concludes the proof.
We now extend the result of Lemma B.3 to an arbitrary derivative of the moment
generating function.
Theorem B.4. For any x ∈ ∆n, β ∈ Nn and t ∈ Rn, one has
∂|β|M rx(t)













Proof. We show the result using induction on the size k of the support of β, i.e.,
k = |{i ∈ [n] : βi 6= 0}|. The result holds clearly for k = 0 and, for k = 1, the result
holds by Lemma B.3. We now assume that the result holds for k and we show that it
also holds for k + 1. For this, consider the sequences β′ = (β1, . . . , βk, βk+1, 0, . . . , 0)
and β = (β1, . . . , βk, 0, 0, . . . , 0) ∈ Nn, where β1, . . . , βk+1 ≥ 1. By the induction
assumption we know that
∂|β|M r













setting again M r = M rx(t) for simplicity.
Using (B.8), we obtain
∂|β
′|M r


























Note that αk+1 = 0 since αk+1 ≤ βk+1 and βk+1 = 0. Hence, M r−|α| is the only term
containing the variable tk+1 and thus (B.9) implies
∂|β
′|M r

























S(βk+1, θk+1)(r − |α|)θk+1xθk+1k+1 e
θk+1tk+1M r−|α|−θk+1 . (B.11)
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Substituting (B.11) into (B.10) we obtain
∂|β
′|M r









S(βk+1, θk+1)(r − |α|)θk+1xθk+1k+1 e
θk+1tk+1M r−|α|−θk+1
× · · ·












θk+1tk+1M r−(|α|+θk+1) × · · ·
























after setting α′ = α + ek+1θk+1. This concludes the proof of Theorem B.4.





Rational minimizers for quadratic
optimization
In this appendix, we consider the quadratic optimization problem
min f(x) = xTHx+ cTx (C.1)
s.t. Ax ≥ b,
where H ∈ Zn×n, c ∈ Zn, A ∈ Zt×n and b ∈ Zt. Vavasis [95] shows that there exists
a rational global minimizer for problem (C.1). In what follows, we sketch his proof,
and then obtain an upper bound for the denominator of the rational global minimizer
for the standard quadratic optimization problem.
C.1 Vavasis’ proof
Among all global minimizers of (C.1), let x∗ be the one at which the number of active
constraints in the system Ax ≥ b is maximum. Recall that a constraint is active if
it is satisfied with equality. Vavasis [95] shows that x∗ is rational. We sketch his
approach.
Let l denote the number of entries of x∗ that are equal to 0. Let k be the number of
active constraints in the system Ax ≤ b at x∗. Then x∗ satisfies the following linear
system
Mx = b′, (C.2)
where M denotes the (k + l)× n matrix, whose first k rows are given by the active
constraints in Ax ≥ b at x∗ and whose last l rows express the constraints that l
coordinates of x∗ are equal to 0.
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Let r denote the rank of M . Then we can use elementary row operations to eliminate
r variables from Mx = b′. That is, one may rewrite Mx = b′ as
x̂ = M ′x̃+ b′′ (C.3)
for some matrix M ′ ∈ Qr×(n−r) and vector b′′ ∈ Qr, where x̂ ∈ Rr and x̃ ∈ Rn−r give
some partition for the vector x ∈ Rn.
Now denote the feasible set of (C.1) as
F := {x : Ax ≥ b} .
We also define
F ′ := {x ∈ F : Mx = b′ and xi = 0 if x∗i = 0} . (C.4)
If x ∈ F ′, then using (C.3), we can express the polynomial f(x) = xTHx+ cTx from
(C.1) in terms of x̃, say
f(x) = x̃T H̃x̃+ c̃T x̃︸ ︷︷ ︸
=:f̃(x̃)
+f0,
for some matrix H̃ ∈ Q(n−r)×(n−r), vector c̃ ∈ Qn−r and constant f0 ∈ Q.
Now we consider the problem of minimizing f̃(x̃) on Rn−r.
The crucial step in Vavasis’ proof is to show that the matrix H̃ is positive definite.
Then, the unique global minimizer of f̃(x̃) must satisfy ∇x̃f̃(x̃) = 0, and it can be
calculated from the linear system
H̃x̃ = − c̃
2
. (C.5)
This means that f̃(x̃) has an unique global minimizer in Rn−r, namely x̃ = −1
2
H̃−1c̃.
Then Vavasis [95] proves that it must be the case that x̃ = x̃∗. Recall that x∗ =
(x̂∗, x̃∗), where x̂∗ is determined from x̃∗ using (C.3).
Thus x∗ is determined entirely by solving two systems of equations (C.5) and (C.3).
As H̃ and c̃ have rational entries, it follows that x̃∗ is rational (as x̃∗ = −1
2
H̃−1c̃,
see relation (C.9) below). Moreover, since the entries of M ′ and b′′ are rational, by
(C.3), x̂∗ is also rational. Hence, the minimizer x∗ is rational.
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C.2 Denominator of the rational minimizer
Now we consider the standard quadratic optimization problem:
fmin,∆n = min f(x) = x
TQx (C.6)
s.t. x ∈ ∆n,
where Q ∈ Zn×n. The standard simplex can be written as
∆n =
{






xi ≥ −1, xi ≥ 0 (i = 1, . . . , n)
}
.
As we saw above in Section C.1, by putting (C.6) in the form of (C.1), problem (C.6)
has a rational minimizer x∗.
Next, we show an upper bound for the denominator of x∗.
Lemma C.1. Set Qmax := maxi,j |Qij|. Let x∗ ∈ ∆(n,m) be a rational minimizer of
problem (C.6), obtained as explained in Section C.1. Assume l coordinates of x∗ are
zeros. Then, the denominator of x∗ can be upper bounded as
m ≤ (4Qmax)n−l−1.
In the rest of this subsection, we give the proof of Lemma C.1.
By putting program (C.6) in the form of program (C.1), we have H = Q, c = 0,
A =

1 1 · · · 1
−1 −1 · · · −1
1 0 · · · 0
0 1 · · · 0
· · · · · · . . . · · ·












First, we analyze the linear systems (C.2) and (C.5), and then we give an upper
bound for m.
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Step 1: analysis of the system (C.2)
First, we assume w.l.o.g. that the first l coordinates of x∗ are zeroes. Then, define








where Il ∈ Rl×l denotes the identity matrix and 0 denotes the zero matrix of suitable















x̃∗ + er, (C.7)
where er ∈ Rr denotes the r-th unit vector.
Step 2: analysis of the system (C.5)
When x ∈ F ′ (in (C.4)), in order to use (C.5), we need the matrix H̃ and the vector
c̃ such that
f(x) = xTQx = x̃T H̃x̃+ c̃T x̃+ f0. (C.8)
Lemma C.2. Let H̃ and c̃ in (C.8) be indexed by {r + 1, r + 2, . . . , n}. Then, for
any i, j ∈ {r + 1, r + 2, . . . , n}, one has
H̃ij = Qij +Qrr −Qri −Qrj,















































2(Qii +Qrr − 2Qri) +
∑
i,j:r+1≤i<j≤n




xi(2Qri − 2Qrr) +Qrr.
This finishes the proof.
Step 3: an upper bound for the denominator m
Note that the minimizer x∗ is of the form (x̂∗, x̃∗) and x̂∗ is determined by x̃∗ from
(C.7). Then, recall that x̃∗ is determined by the linear system (C.5), for which the
entries of the matrix H̃ and the vector c̃ are given in Lemma C.2. By Cramer’s rule,




, for any i ∈ [n− r], (C.9)
where H̃i is the matrix formed by replacing the i-th column of H̃ by the column
vector −c̃/2.
By Lemma C.2, both det H̃i and det H̃ are integral. Thus, the denominator of x̃∗ can
be upper bounded by | det H̃|, which is equal to det H̃ since H̃ is positive definite.





i. Together with the fact that all entries of x̃∗ have a common
denominator det H̃ (see (C.9)), we can upper bound the denominator of x∗ by det H̃,
i.e.,
m ≤ det H̃.
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see, e.g., [39, Theorem 7.8.1]. Recall that we denote the largest entry (in absolute
value) of Q as Qmax. Then, by Lemma C.2, any diagonal entry of H̃ is at most
4Qmax. Thus:
m ≤ (4Qmax)n−r,
where r = l + 1 and l coordinates of x∗ are zeros.
This finishes the proof of Lemma C.1.
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R The set of real numbers.
R+ The set of nonnegative real numbers.
Q The set of rational numbers.
Z The set of integers.
N The set of nonnegative integers.
Rn The set of n-dimensional real vectors.
Rn+ The set of n-dimensional nonnegative real vectors.
Qn The set of n-dimensional rational vectors.
Zn The set of n-dimensional integer vectors.
Nn The set of n-dimensional nonnegative integer vectors.
R[x] The set of polynomials with real coefficients.
R+[x] The set of polynomials with nonnegative real coefficients.
R[x]r The set of polynomials with degree at most r.
R+[x]r The set of polynomials with nonnegative real coefficients
and with degree at most r.
Σ[x] The set of sums of squares of polynomials.
Σ[x]r The set of sums of squares of polynomials with degree at
most 2r.
Hn,d The set of n-variate homogeneous polynomials with degree
d.
P(K) The set of polynomials that are nonnegative on K.
[n] This is defined as {1, 2, . . . , n}.
e The all-ones vector.
ei The i-th standard unit vector.
eI This is defined as
∑
i∈I ei.




Bε(a) The Euclidean ball with center a and radius ε.
∆n The standard simplex {x ∈ Rn+ :
∑n
i=1 xi = 1}.
∆̂n The full-dimensional simplex {x ∈ Rn+ :
∑n
i=1 xi ≤ 1}.
I(n, r) This is defined as {x ∈ Nn :
∑n
i=1 xi = r}.
∆(n, r) This is defined as {x ∈ ∆n : rx ∈ Nn}.
N(n, r) This is defined as {x ∈ Nn :
∑n
i=1 xi ≤ r}.
Pt(V ) This is defined as {I ⊆ V : |I| ≤ t}.
P=t(V ) This is defined as {I ⊆ V : |I| = t}.
Sn The set of symmetric n× n matrices.
S+n The set of n× n positive semidefinite matrices.
Cn The set of n× n copositive matrices.
Polynomials and Functions
Br(f)(x) The Bernstein approximation of order r of a continuous
function f on the simplex.
xα This is defined as xα11 · · ·xαnn .
|α| This is defined as
∑n
i=1 αi.
φα(x) This is defined as x
α.
xd This is defined as x(x− 1)(x− 2) · · · (x− d+ 1).





α! This is defined as α1!α2! · · ·αn!.
Γ(·) Euler gamma function.





wmin(K) The minimum distance between two distinct parallel sup-
porting hyperplanes of K.
D(K) This is defined as supx,y∈K ‖x− y‖2.
S(n, k) Stirling number of the second kind.
k!! Double factorial of k.
O(·) The big-oh notation.
Ω(·) The big-omega notation.
Graphs
G The complementary graph of graph G.
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LIST OF SYMBOLS
Kn The complete graph on n vertices.
Cn The circuit on n vertices.
α(G) The stability number of graph G.
ω(G) The clique number of graph G.









Cumulative conditional distribution function, 106
Cumulative marginal distribution function, 106
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Double factorial, 18
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Gaussian distribution function, 21, 92
Graph, 18
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Cut polytope, 147, 148
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Moment of, 52
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Polynomial optimization problem, 1
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Sums of squares, 4, 5, 11–14, 16, 18, 144
Sums of squares density, 83, 91
Polynomial time approximation scheme (PTAS), 20, 29, 30
Portfolio, 3
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Schmüdgen’s Positivstellensatz, 11
Semidefinite programming (SDP), 4, 115, 116, 144
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