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Zusammenfassung
Herk

ommliche Implementierungen von OSI-Protokollen orientieren sich an der
Schichteneinteilung des OSI-Referenzmodells. Dadurch wird die Leistung vor al-
lem in den anwendungsorientierten Schichten durch die Kommunikation zwischen
den Schichten beeintr

achtigt. Der vorliegende Artikel beschreibt, wie durch eine
Integration benachbarter Protokollschichten sowohl Nachrichtenaustausch als auch
Zustandswechsel eingespart werden k

onnen. Erste Erfahrungen mit einer integrier-
ten Implementierung der Darstellungs- und Kommunikationssteuerungsschicht liegen
bereits vor und ergeben signikante Geschwindigkeitssteigerungen.
1 Einleitung
Zur Kommunikation von Rechnern in oenen Netzen wurden von der ISO das Basisre-
ferenzmodell und die zugeh

origen Protokolle standardisiert [ISO84a]. Dabei wurde von
relativ langsamen

Ubertragungsmedien ausgegangen, so da die Abwicklung komplexer
Protokolle im Vergleich zur

Ubertragungszeit nicht ins Gewicht el und dadurch m

oglich
und sinnvoll war.
Mittlerweile aber sind schnellere

Ubertragungsmedien wie z. B. Glasfaserkabel verf

ug-
bar. Dadurch verschiebt sich der Engpa vom Netz zum Host, da die Verarbeitung der
Protokolle nicht mehr in einer dem Netz angepaten Geschwindigkeit erfolgen kann. Es
mu daher nach Wegen gesucht werden, wie die Protokolle { wenn man sie beibehalten
will { ezienter implementiert werden k

onnen.
H

aug wird die schichtenweise Implementierung als eine Quelle f

ur Ezienzverlust
genannt [Svo89, Web91, Sok91]. Insbesondere bei den anwendungsorientierten Schichten
m

ussen oft Dienste, die schon in tiefergelegenen Schichten angeboten werden, durchgereicht
werden, um sie einer h

ohergelegenen Schicht anbieten zu k

onnen. Tragen die dazwischen-
liegenden Schichten nichts zu diesen Diensten bei, k

onnte einiger Kommunikationsaufwand
1
eingespart werden, wenn ein schichten

ubergreifender Dienstzugri m

oglich w

are. Dies wird
aber durch die strenge Schichteneinteilung in einer Implementierung unm

oglich gemacht.
Diese { f

ur den Entwurf durchaus sinnvolle Einteilung { mu bei der Implementierung
nicht unbedingt beibehalten werden. Die gerade geschilderten Nachteile k

onnen durch die
Integration benachbarter Schichten bei der Implementierung vermieden werden. Dabei
werden die Protokollmaschinen der betreenden Schichten zu einer einzigen zusammenge-
fat, die die

aueren Schnittstellen beibeh

alt, sich also f

ur die restlichen Schichten wie die
ersetzten verh

alt. Intern werden aber weniger Zustandswechsel vorgenommen, da nun ein
schichten

ubergreifender Dienstzugri m

oglich ist.
In diesem Artikel wird exemplarisch die Integration der Darstellungsschicht (presen-
tation layer) und der Kommunikationssteuerungsschicht (session layer) gezeigt. Da zum
einen die Protokolle in Form von endlichen Automaten standardisiert sind, zum ande-
ren sich die Integration sehr gut mit den Mitteln der Automatentheorie beschreiben l

at,
wird als Spezikationssprache die automatenorientierte Sprache Estelle verwendet. Dies
hat dar

uberhinaus den Vorteil, da bestehende Estelle-Spezikationen als Referenz zur
Verf

ugung stehen. Die Implementierung erfolgt werkzeuggest

utzt mithilfe eines Estelle-C-
Compilers. Erste vergleichende Messungen der Laufzeiten ergaben Geschwindigkeitsstei-
gerungen um den Faktor 2. Dies ist aber lediglich eine untere Schranke, der tats

achliche
Speedup l

at sich erst durch genauere Messungen ermitteln.
Der Artikel gliedert sich wie folgt: Im n

achsten Abschnitt werden die Nachteile ei-
ner schichtenweisen Implementierung genauer er

ortert und an einigen Beispielen belegt.
Die Integration zweier Automaten wird in Abschnitt 3 beschrieben. In Abschnitt 4 wird
die Implementierung der integrierten Darstellungs- und Kommunikationssteuerungsschicht
vorgestellt. Hier werden auch die ersten Ergebnisse von Laufzeitmessungen angegeben.
Schlielich werden im letzten Abschnitt die bisherigen Ergebnisse zusammengefat und ein
Ausblick auf zuk

unftige Arbeiten gegeben.
2 Schichtenweise Implementierung
Der schichtenweise Aufbau des Architekturmodells legt eine schichtenweise Implementie-
rung, d. h. unter Beibehaltung der Schnittstellen zwischen den Schichten, nahe. Es gibt
im wesentlichen zwei Methoden: das server model und das activity thread model [Svo89].
Beim server model wird jede Schicht durch einen oder mehrere Prozesse implementiert,
die durch Interprozekommunikation miteinander kommunizieren. Beim activity thread
model hingegen werden mehrere Schichten durch einen Proze implementiert, die Kommu-
nikation zwischen den Schichten erfolgt durch Prozeduraufrufe. In jedem Fall aber bleibt
die schichtenweise Aufteilung in der Implementierung erhalten, und die Kommunikation
zwischen benachbarten Schichten wird gem

a dem Standard abgewickelt.
Vorteile dieser Vorgehensweise sind zum einen die M

oglichkeit, eine neue Implemen-
2
tierung einer Schicht oder sogar ein ganz neues Protokoll einfach in das Gesamtsystem
einf

ugen zu k

onnen. Hierbei mu nur darauf geachtet werden, da die Schnittstelle bei-
behalten wird. Zum anderen ist gar keine andere Implementierung m

oglich, wenn ein
Teil der Protokolle in Hardware, ein anderer in Software realisiert ist (z. B. physikalische
und MAC-Schicht auf einer Karte, Rest in Software). Auch wenn benachbarte Schich-
ten aus systemtechnischen Gr

unden in verschiedenen Adrer

aumen laufen sollen, z. B. im
Anwender- und im Kernel-Adreraum, ist es sinnvoll, die ISO-konforme Dienstschnittstelle
beizubehalten.
F

ur die anwendungsorientierten Schichten gilt dies aber nicht uneingeschr

ankt. So
haben z.B. die Kommunikationssteuerungs- und die Darstellungsschicht
"

ahnliche\ Proto-
kollautomaten. Betrachtet man n

amlich den gesamten Protokollturm, so steht den Kom-
munikationspartnern erstmals ab der Transportschicht eine Ende-zu-Ende-Verbindung zur
Verf

ugung, die darunterliegenden Netze und Netzarchitekturen sind verdeckt.
An dieser grunds

atzlichen Ende-zu-Ende-Struktur

andert sich bis in die Anwendungs-
schicht nichts, es kommen lediglich neue Funktionen wie beispielsweise Dialogmanagement,
Synchronisation, Umwandlung unterschiedlicher Datenrepr

asentationen etc. hinzu. Diese
Funktionen sind letztlich nur Prozeduren, die bei Zustands

uberg

angen der Protokollauto-
maten aufgerufen werden.
Daneben sind diese Schichten bereits semantisch verzahnt, denn (N +1)-PDUs werden
direkt auf entsprechende (N)-PDUs abgebildet und nicht { wie in tieferen Schichten {
transparent als (N)-DATA

ubertragen (z. B. beim Verbindungsaufbau).
Hinzu kommt, da Dienste, die schon in Schichten unterhalb der Anwendungsschicht
voll zur Verf

ugung stehen, wegen der Schichtenarchitektur nur dadurch der Anwendung
zug

anglich gemacht werden k

onnen, indem sie von allen dazwischenliegenden Schichten
unver

andert durchgereicht werden.
Ein Beispiel hierf

ur ist die einfache Daten

ubertragung nach dem Verbindungsaufbau.
Dieser Dienst steht bereits an der Transport-Schnittstelle zur Verf

ugung (T-DATA.request).
Er ist aber wegen der strengen Schichteneinteilung nicht direkt an der Dienstschnittstel-
le der Kommunikationssteuerungsschicht verf

ugbar, sondern nur

uber ein entsprechendes
Dienstprimitiv dieser Schicht (S-DATA.request). Der Protokollautomat der Kommunika-
tionssteuerungsschicht reagiert auf den Empfang dieses Dienstprimitivs mit dem Senden
eines T-DATA.requests. Auer der PDU-Kodierung fallen keine spezischen Aufgaben der
Kommunikationssteuerungsschicht an. Der Vorgang wiederholt sich analog in der Darstel-
lungsschicht (s. Abb. 1).
Weitere Beispiele w

aren Verbindungsaufbau und Expedited Data (ab Transportschicht)
sowie geordneter Verbindungsabbau, Typed Data, Capability Data, Dialogmanagement,
Synchronisation, Aktivit

atenmanagement und Ausnahmebehandlung (ab Kommunikations-
steuerungsschicht).
Dieses Durchreichen von Dienstprimitiven erzeugt zweierlei Mehraufwand: zum einen
m

ussen in jeder beteiligten Schicht zus

atzliche Zustands

uberg

ange durchgef

uhrt werden,
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P−DTreq / S−DTreq
connected −
data transfer
S−DTreq / T−DTreq
data transfer
Darstellungs−
schicht
Kommunikations−
steuerungsschicht
Abbildung 1: Durchreichen eines Dienstes
zum anderen Parameter weitergereicht oder { je nach Implementierung { sogar kopiert
werden. Im Hinblick auf eine eziente Implementierung bietet die Beseitigung dieses
Mehraufwands ein Potential zur Geschwindigkeitssteigerung.
3 Integration
Der schichtenweise Aufbau des ISO/OSI-Basisreferenzmodells erm

oglicht erst die Spezi-
kation eines komplexen Kommunikationsubsystems, indem das Problem in kleinere, in sich
geschlossene Teilprobleme mit klaren Schnittstellen zerlegt wird. F

ur die Implementierung
ist eine solche Aufteilung aber nicht zwingend vorgeschrieben [Svo89].
Das oben beschriebene Durchreichen von Dienstprimitiven und die damit verbundenen
Ezienzverluste lassen sich durch die Integration benachbarter Schichten vermeiden. Das
ist nat

urlich nur bei einer beschr

ankten Anzahl von Schichten sinnvoll, um die Vorteile der
Modularisierung nicht ganz aufzugeben. Deshalb bietet sich eine solche Vorgehensweise
besonders bei Schichten mit
"

ahnlichen\ Protokollautomaten wie z. B. Darstellungs- und
Kommunikationssteuerungsschicht an. Dieser Artikel beschr

ankt sich auf die Integration
dieser beiden Schichten, es ist aber auch eine Einbeziehung von ACSE denkbar und f

ur die
Zukunft geplant.
Die Integration von Darstellungs- und Kommunikationssteuerungsschicht resultiert in
einer Protokoll-Instanz, die den Darstellungs-Dienst auf der Basis des Transport-Dienstes
erbringt. Die
"

aueren\ Schnittstellen der integrierten Schichten werden dabei gem

a dem
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Anwendungsschicht
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Abbildung 2: Integration von Darstellungs- und Kommunikationssteuerungsschicht
Standard eingehalten (s.Abb. 2).
Allgemein ist der Automat
1
einer integrierten Protokoll-Instanz der Produktautomat
der zu integrierenden Automaten im Sinne der Automatentheorie (s.Def. 1) mit bestimm-
ten Vereinfachungen. Diese nutzen die Tatsache aus, da die Ausgangsautomaten Proto-
kollmaschinen benachbarter Schichten sind.
Denition 1 (Produktautomat) Seien 
j
= (Z
j
; E
j
; A
j
; 
j
; 
j
; i
j
), j 2 f1; 2g zwei end-
liche Automaten mit den Zustandsmengen Z
j
, den Eingabealphabeten E
j
mit E
1
\E
2
= ;,
den Ausgabealphabeten A
j
, den Zustands

ubergangsfunktionen 
j
: Z
j
 E
j
! Z
j
, den Aus-
gabefunktionen 
j
: Z
j
 E
j
! A
j
sowie den Startzust

anden i
j
. Dann ist

1
 
2
:= (Z
1
 Z
2
; E
1
[ E
2
; A
1
[A
2
; ; ; (i
1
; i
2
))
mit
 : (Z
1
 Z
2
) (E
1
[ E
2
)! (Z
1
 Z
2
);
((z
1
; z
2
); e) :=
(
(
1
(z
1
; e); z
2
) falls e 2 E
1
(z
1
; 
2
(z
2
; e)) falls e 2 E
2
und
 : (Z
1
 Z
2
) (E
1
[ E
2
)! (A
1
[A
2
);
1
Aus Vereinfachungsgr

unden werden im folgenden nur Endliche Automaten und nicht Erweiterte Endli-
che Automaten beschrieben, wie sie eigentlich zur Abbildung von OSI-Protokollen n

otig w

aren. Dies stellt
keine Einschr

ankung dar, da die Aussagen unabh

angig von der Verwendung von Variablen und Parametern
sind und sich daher direkt auf Erweiterte Endliche Automaten

ubertragen lassen.
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((z
1
; z
2
); e) :=
(

1
(z
1
; e) falls e 2 E
1

2
(z
2
; e) falls e 2 E
2
Kann nun davon ausgegangen werden, da { wie das bei Protokollautomaten benach-
barter Schichten der Fall ist { Ausgaben des einen Automaten Eingaben des anderen sind,
dann kann eine Transition des einen Automaten direkt eine Transition des anderen Au-
tomaten ausl

osen. Dieser Fall tritt ein, wenn das Ausgabezeichen der ersten und das
Eingabezeichen der zweiten Transition identisch sind. Diese beiden Transitionen, die im
integrierten Automaten direkt hintereinander kommen, k

onnen dann durch eine Transition
ersetzt werden:
Satz 1 Seien 
1
, 
2
zwei endliche Automaten mit A
1
\ E
2
6= ;. Sei weiter
z
1
e
1
=
1
(z
1
;e
1
)
 ! 
1
(z
1
; e
1
)
eine Transition von 
1
und
z
2
e
2
=
2
(z
2
;e
2
)
 ! 
2
(z
2
; e
2
)
eine Transition von 
2
, dann ist
(z
1
; z
2
)
e
1
=
1
(z
1
;e
1
)
 ! (
1
(z
1
; e
1
); z
2
)
e
2
=
2
(z
2
;e
2
)
 ! (
1
(z
1
; e
1
); 
2
(z
2
; e
2
))
eine Transitionenfolge von 
1
 
2
.
Ist nun e
2
= 
1
(z
1
; e
1
) 2 A
1
\ E
2
, dann l

at sich diese Folge ersetzen durch die Tran-
sition
(z
1
; z
2
)
e
1
=
2
(z
2
;
1
(z
1
;e
1
))
 ! (
1
(z
1
; e
1
); 
2
(z
2
; e
2
)):
Dar

uberhinaus sind in dem Produktautomaten Transitionen vorhanden, die nie aus-
gef

uhrt werden k

onnen. Genaugenommen ist das neue Eingabealphabet n

amlich nicht die
Vereinigung von E
1
und E
2
, sondern eine echte Teilmenge davon. Das r

uhrt daher, da
bei der Integration die Dienstprimitive der zwischenliegenden Schicht entfallen.
Unterscheidet man also zwischen Eingaben vom Dienstbenutzer E
U
und Eingaben vom
darunterliegenden Diensterbringer E
P
, so gilt E = E
U
[ E
P
und E
U
\ E
P
= ;. Ebenso
l

at sich das Ausgabealphabet partitionieren in Ausgaben an den Dienstbenutzer A
U
und
Ausgaben an den Diensterbringer A
P
.
Dann gilt aber bei benachbarten Protokollautomaten 
1
, 
2
: E
P
1
= A
U
2
und E
U
2
= A
P
1
.
Da diese Zeichen beim integrierten Automaten nicht mehr gesendet bzw. empfangen wer-
den, ist das Eingabealphabet des integrierten Automaten E = E
U
1
[ E
P
2
, das Ausgabeal-
phabet entsprechend A = A
U
1
[ A
U
2
(s.Abb. 3). Dadurch entfallen im Produktautomaten
s

amtliche Transitionen, deren Eingabezeichen in E
U
2
oder E
P
1
liegen.
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A 1
A 2
A 1
U
A 1
P
A 2
U
A 2
P
E 1
U
E 1
P
E 2
U
E 2
P
Abbildung 3: Partitionierung der Alphabete benachbarter Protokollautomaten
Ein Beispiel soll dies anhand der Darstellungs- und Kommunikationssteuerungsschicht
verdeutlichen. Seien E
P
= E
U
P
[ E
P
P
und E
S
= E
U
S
[ E
P
S
die Eingabealphabete von
Darstellungs- und Kommunikationssteuerungsschicht, A
P
= A
U
P
[ A
P
P
und A
S
= A
U
S
[
A
P
S
die entsprechenden Ausgabealphabete. Beim Verbindungsaufbau schickt der Dar-
stellungsdienst-Benutzer das Dienstprimitiv P-CONNECT.request an die Darstellungs-
Protokollmaschine. Diese sendet daraufhin das Dienstprimitiv S-CONNECT.request an
die Protokollmaschine der Kommunikationssteuerungsschicht, was dort die

Ubergabe eines
T-CONNECT.requests an die Transportschicht zur Folge hat (s.Abb. 4).
Im Produktautomaten entsprechen diese Transitionen dem in Abb. 5 gezeigten Aus-
schnitt.
Da nun S-CONNECT.request sowohl in E
U
S
als auch in A
P
P
liegt, k

onnen nach Satz 1
die Transitionen 1 und 2 ersetzt werden durch die Transition 1' (s.Abb. 6).
Des weiteren kann die Tatsache ausgenutzt werden, da S-CONNECT.request nicht in
E
P
S
liegt, also auch nicht im Eingabealphabet des integriertenAutomatenE = E
U
P
[E
P
S
. Da
der integrierte Automat dieses Zeichen also gar nicht empfangen kann, kann die Transition
3 in Abb. 5 auch nie ausgef

uhrt werden. Sie kann daher gestrichen werden. Dadurch wird
der Zustand idle/await T-CONcnf unerreichbar und kann ebenfalls gel

oscht werden.
Abbildung 6 zeigt also die endg

ultige Situation, wie sie sich im integrierten Automaten
darstellt. Aus den zwei Transitionen bei Darstellungs- und Kommunikationssteuerungs-
schicht wurde also durch die Integration eine einzige, dar

uberhinaus konnte ein Nachrich-
tenaustausch eingespart werden.
Dies setzt nat

urlich stillschweigend voraus, da durch die Integration zweier Automa-
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idle
await
CPA
P−CONreq / S−CONreq
idle awaitT_CONcnf
S−CONreq / T−CONreq
P−CONreq
S−CONreq
T−CONreq
Darstellungs−
schicht
Kommunikations−
steuerungsschicht
Abbildung 4: Verbindungsaufbau bei Darstellungs- und Kommunikationssteuerungsschicht
P−CONreq / S−CONreq
S−CONreq / T−CONreq
S−CONreq / T−CONreq
P−CONreq / S−CONreq
2
idle / await
T_CONcnfidle / idle
await 
CPA / idle
await CPA/
await T_CONcnf
1
3
4
P−CONreq
T−CONreq
Abbildung 5: Verbindungsaufbau beim Produktautomaten aus Darstellungs- und
Kommunikationssteuerungsschicht
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idle / idle
await CPA/
await T_CONcnf
P−CONreq / T−CONreq
1’
P−CONreq
T−CONreq
Abbildung 6: Verbindungsaufbau beim integrierten Automaten
ten keine Verf

alschungen auftreten, d. h. da das Ein-/Ausgabeverhalten nicht ver

andert
wird. Es ist aber auf Grund der Konstruktionsvorschrift leicht einsichtig, da der inte-
grierte Automat und die Kombination der Ausgangsautomaten

aquivalent im Sinne der
Automatentheorie sind, also f

ur gleiche Eingabefolgen gleiche Ausgaben erzeugen (zum

Aquivalenzbegri s. zum Beispiel [Sal69, Bra84, Hof91]).
4 Integrierte Implementierung
Um quantitative Aussagen

uber die Ezienzsteigerung durch die Integration benachbarter
Schichten machen zu k

onnen, wurde damit begonnen, eine integrierte Implementierung
zun

achst der Darstellungs- und Kommunikationssteuerungsschicht zu erstellen.
Als Spezikationssprache wurde Estelle [ISO89, BD87, Hog89] gew

ahlt. Estelle bietet
mehrere Vorteile: Da es eine von der ISO genormte Sprache ist, ist die Verwendung von
und die Anbindung an bestehende Spezikationen leicht m

oglich. Sie ist sehr eng an
das Modell der Erweiterten Endlichen Automaten angelehnt und erm

oglicht dadurch eine
einfache Umsetzung von Verfahren, die mit Hilfe der Automatentheorie formuliert wurden.
Des weiteren existiert eine Reihe von Werkzeugen f

ur Estelle-Spezikationen, unter anderen
auch der Estelle-C-Compiler des National Institute of Standards and Technology (NIST)
[FHSW89, NIS87]. Dieser erlaubt die halbautomatische Implementierung von Estelle-Spe-
zikationen. Dabei werden die automatenspezischen Teile direkt in C-Code umgesetzt,
f

ur die benutzerspezischen Teile werden Prozedurrahmen generiert, die dann von Hand
9
erg

anzt werden m

ussen.
Unsere Entwicklungsumgebung an der Universit

at Mannheim ist ein DECsystem 5400
unter Ultrix 4.0, die Implementierungssprache ist C [KR83].
Ausgangspunkt f

ur die Erstellung einer integrierten Spezikation und einer Vergleichs-
implementierung waren die Spezikationen der Darstellungs- und Kommunikationssteuer-
ungsschicht, die freundlicherweise [Web91] entnommen werden durften. Sie gehen letztlich
auf [FLGL89] und [MM89] zur

uck. Die Kommunikationssteuerungsschicht umfat das Ba-
sic Combined Subset , der Funktionsumfang der Darstellungsschicht beschr

ankt sich auf die
Funktionseinheit kernel ohne ASN.1-Encoding/Decoding.
Die Implementierung der ASN.1-Codierung kann prinzipiell auf zwei Arten erfolgen: in
der Darstellungsschicht als Routine, die alle m

oglichen ASN.1-Datenstrukturen verarbeiten
kann, oder mittels spezieller, ausschlielich auf die von der Anwendungsschicht verwende-
ten Datenstrukturen beschr

ankter Umwandlungsprozeduren. Letztere werden meistens aus
ASN.1-Spezikationen automatisch generiert. Im ersten Fall m

ussen die der Darstellungs-
schicht zur Laufzeit

ubergebenen Daten zus

atzliche Typ-Informationen enthalten, um eine
Codierung zu erm

oglichen. Da dies im zweiten Fall entfallen kann, ist diese Variante we-
sentlich ezienter und wird auch in den meisten Implementierungen verwendet, so z. B.
in ISODE [Ros90a] und in [Web91]. In diesem Fall werden die Codierungsroutinen von
der Anwendung aus aufgerufen, und die Darstellungsschicht erh

alt die bereits umgewan-
delten Daten, die dann nur noch transparent

ubertragen werden m

ussen. Daher wurde in
der vorliegenden Implementierung die ASN.1-Codierung nicht als interner Bestandteil der
Darstellungsschicht angesehen.
Zun

achst wurde ein Testrahmen erstellt, in den sowohl die Vergleichsspezikation als
auch die integrierte Spezikation eingebettet werden k

onnen. Er erm

oglicht Simulation
und Test von Darstellungs- und Kommunikationssteuerungs-Instanzen zweier verschiedener
Netzknoten. Der eigentliche Datentransfer geschieht durch ein Estelle-Modul, das den
Transportdienst (Klasse 0) [ISO84b] beschreibt. Auf dieses setzen die beiden Kommuni-
kationssteuerungs- und auf diesen wiederum die beiden Darstellungs-Instanzen auf. Die
beiden Darstellungs-Dienstzugangspunkte werden durch das Modul shell dem Benutzer
am Terminal zug

anglich gemacht. Er kann also die Darstellungs-Dienstprimitive auf beiden
Seiten abschicken und erh

alt ankommende Darstellungs-Dienstprimitive am Bildschirm
angezeigt (s.Abb. 7a).
Im zweiten Schritt wurden die Darstellungs- und die Kommunikationssteuerungs-Modu-
le der einen Seite ersetzt durch das integrierte Darstellungs-/Kommunikationssteuerungs-
Modul, die andere Seite dient als Referenz sowohl in Bezug auf Interoperabilit

at als auch
f

ur Laufzeiten (s.Abb. 7b). F

ur eine erste prototypische Spezikation wurde der integrierte
Automat zun

achst nur auf Zeichenebene speziziert, d. h. es werden nur Dienstprimitive
ber

ucksichtigt, nicht jedoch ihre Parameter (ein Eingabezeichen im Sinne der formalen
Beschreibung Endlicher Automaten entspricht einer eintreenden Protokolldateneinheit
bzw. einem eintreenden Dienstprimitiv einer OSI-Spezikation). Damit lassen sich erste
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Abbildung 7: Testrahmen f

ur die integrierte Spezikation
Vergleiche mit der Referenzspezikation ziehen, da hier ebenfalls die Parameterbehandlung
ausgeblendet werden kann.
F

ur die Laufzeitmessungen wurde der NIST-Compiler erweitert [Lie92]. Er setzt jetzt
in jede generierte Prozedur am Anfang und am Ende des Prozedurrumpfs Befehle, die
einen Zeitstempel mit Angabe des Prozedurnamens auf Platte schreiben. Solche Befehle
wurden auch in s

amtliche Routinen des Laufzeitsystems eingef

ugt, so da beim Ablaufen
einer mit dem erweiterten Compiler

ubersetzten Spezikation eine Datei erzeugt wird, in
der s

amtliche Prozeduraufrufe protokolliert sind. Daneben ist ein weiteres Werkzeug in
Arbeit, das eine

ubersichtliche Auswertung dieser Protokolldatei in Form von Statistiken
und Diagrammen erlaubt [Far92].
Das Schreiben der Zeitstempel beeinut zwar die Messung, bei einem Vergleich zwei-
er Implementierungen werden jedoch beide gleichermaen beeinut. So sind zwar keine
exakten Angaben

uber die tats

achliche Laufzeit m

oglich, die Gr

oenordnung der Ezienz-
steigerung ist aber dennoch erkennbar.
Die Messungen zeigen, da weitaus die meiste Zeit vom Scheduler des Estelle-Laufzeit-
systems aufgebracht wird; die Ausf

uhrungszeiten der einzelnen Transitionen fallen demge-
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gen

uber kaum ins Gewicht. Dies hat seine Ursache darin, da der Scheduler als zentrale
ausf

uhrende Einheit s

amtlicheModule nach ausf

uhrbaren Transitionen absuchen mu. Das
bedeutet, da Zustandstabellen durchsucht und Pr

adikate

uber Variablen berechnet werden
m

ussen, um die schaltbaren Transitionen ermitteln zu k

onnen. Daher steigt der Aufwand
des Schedulers mit der Anzahl der Transitionen einer Spezikation.
Eine durch unseren Ansatz erreichte Reduzierung der Anzahl der Transitionen hat
demnach nicht nur eine Vereinfachung der Transitionsroutinen im Automaten zur Fol-
ge, sondern verk

urzt zugleich die von Scheduler zu durchsuchende Liste der aktivierbaren
Routinen. Erste Messungen zeigen, da der letztere Eekt erheblich gr

oere Laufzeitver-
besserungen bewirkt als der erstere.
Da die im Moment erstellte integrierte Spezikation noch nicht ganz vollst

andig ist,
sind zur Zeit noch keine genauen Zahlen verf

ugbar. Auerdem mu der Scheduler bei der
vorliegenden Implementierung der Testanordnung als ein Betriebssystemproze die schalt-
baren Transitionen aller Module ermitteln und f

uhrt so zu verf

alschten Meergebnissen. Es
wird daher im Moment daran gearbeitet, die Testanordnung so aufzuteilen, da die beiden
Protokollt

urme in zwei verschiedenen Prozessen ablaufen. Der Transportdienst wird dann
von Interprozekommunikationsmechanismen (sockets) erbracht. Durch diese Anordnung
sind dann separate Messungen der beiden Protokollt

urme m

oglich, da dann ein Scheduler
jeweils nur einen Protokollturm bearbeitet.
Es kann aber jetzt schon festgestellt werden, da die Integration von Darstellungs- und
Kommunikationssteuerungsschicht eine Ezienzsteigerung in der Gr

oenordnung Faktor 2
bringt.
5 Zusammenfassung und Ausblick
In diesem Artikel wurde die integrierte Implementierung benachbarter Protokollinstanzen
als M

oglichkeit vorgeschlagen, ezientere Implementierungen von Kommunikationsproto-
kollen zu erzielen. Eine prototypische Implementierung der Darstellungs- und Kommu-
nikationssteuerungsschicht zeigt, da sich auf diesem Weg die Nachteile einer schichten-
weisen Implementierung umgehen lassen. So sind einerseits weniger Zustandswechsel der
Instanzen n

otig, andererseits entf

allt die gesamte Kommunikation der durch die Integration

uberbr

uckten Schnittstelle.
Wegen der noch ungenauen Messungen sind nur grobe Angaben

uber die zu erwarte-
tende Ezienzsteigerung m

oglich, es l

at sich aber jetzt schon ein Speedup von mindestens
2 erkennen. Dieser Wert zeigt, da die Integration ein Schritt in die richtige Richtung ist.
Um genauere Zahlen zu erhalten, wird im Moment daran gearbeitet, die Testanordnung so
aufzuteilen, da die beiden Protokollt

urme in zwei verschiedenen Prozessen ablaufen.
Daneben ist die Anbindung des integrierten Moduls an ISODE [Ros90a, Ros90b] in
Arbeit. Dadurch sind weitere Tests auf Interoperabilit

at und Laufzeitvergleiche m

oglich.
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Als Nachteil der Integration w

are zu nennen, da es nun nicht mehr ohne weiteres
m

oglich ist, eine Implementierung einer Schicht durch eine andere oder sogar durch ein
vollkommen neues Protokoll zu ersetzen. Hier m

ussen bei der integrierten Implementie-
rung alle beteiligten Schichten komplett ersetzt werden. Es ist daher geplant, ein Werkzeug
zu entwickeln, das die Integration zweier Automaten vollautomatisch vornimmt. Als Basis
dienen dabei die Estelle-Spezikationen der einzelnen Automaten. Dann kann aus dem
neuen Protokoll zusammen mit dem Protokoll der beizubehaltenden Schicht die neue, in-
tegrierte Schicht generiert werden.
F

ur die Zukunft ist vorgesehen, weitere Funktionseinheiten der verwendeten Protokol-
le, wie z. B. Synchronisation, zu implementieren. Dabei soll versucht werden, diese von
dem eigentlichen Protokollautomaten zu trennen (s. [Sok91]) und als Prozedursammlung
der Anwendung zur Verf

ugung zu stellen. Dadurch bleibt der Protokollautomat weitge-
hend unver

andert, so da keine Ezienzeinbuen durch hinzukommende Zustandswechsel
etc. eintreten. Dar

uberhinaus soll versucht werden, ACSE [ISO88] in die Integration mit
einzubeziehen. Auf diese Weise entsteht aus den anwendungsorientierten Schichten eine
monolithische Implementierung, eine sog. Anwendungskomponente (s. a. [Zit90]), in der
die Protokollaspekte sich im Automaten widerspiegeln und die Funktionseinheiten als Pro-
zeduren verf

ugbar sind.
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