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When simulators are energetically coupled in a co-simulation, residual energies alter the total
energy of the full coupled system. This distorts the system dynamics, lowers the quality of the
results, and can lead to instability. By using power bonds to realize simulator coupling, the Energy-
Conservation-based Co-Simulation method (ECCO) [Sadjina et al. 2016] exploits these concepts
to define non-iterative global error estimation and adaptive step size control relying on coupling
variable data alone. Following similar argumentation, the Nearly Energy Preserving Coupling El-
ement (NEPCE) [Benedikt et al. 2013] uses corrections to the simulator inputs to approximately
ensure energy conservation. Here, we discuss a modification to NEPCE for when direct feed-through
is present in one of the coupled simulators. We further demonstrate how accuracy and efficiency
in non-iterative co-simulations are substantially enhanced when combining NEPCE with ECCO’s
adaptive step size controller. A quarter car model with linear and nonlinear damping characteristics
serves as a co-simulation benchmark, and we observe reductions of the coupling errors of up to 98 %
utilizing the concepts discussed here.
I. INTRODUCTION
Co-simulation allows for the independent and paral-
lel modeling and simulation of complex systems includ-
ing multiple physical and engineering domains, the use
of tailored software tools and expert knowledge, the
efficient use of suited solvers, and the protection of
intellectual property within models. All these proper-
ties make this kind of simulator coupling an attractive
choice, especially from an industrial perspective. But
the fact that coupled subsystems are solved indepen-
dently of each other between discrete communication
time points also emphasizes accuracy and stability is-
sues.
The flow and the conservation of energy between
simulators in a co-simulation can be conveniently stud-
ied when using power bonds to realize the couplings.
A power bond is a direct energetic bond between sub-
systems defined by inputs and outputs whose prod-
uct gives a physical power: force and velocity, elec-
tric current and voltage, pressure and flow rate, to
name a few. Because subsystems in a co-simulation
advance in time independently of each other, energy
transactions between them are inherently inaccurate.
Energy residuals emerge as a consequence and directly
affect the total energy of the overall coupled system.
Consequently, system dynamics are distorted and co-
simulation accuracy and stability are challenged.
These concepts are exploited in the Energy-
Conservation-based Co-Simulation method1 (ECCO).
Because energy residuals are a direct expression of cou-
pling errors, they are a versatile tool to assess the qual-
ity of co-simulations. Based on such error estimators,
ECCO defines an adaptive control of the co-simulation
step size, and displays significant improvements in the
accuracy and efficiency of non-iterative co-simulations.
Similar arguments are used in the Nearly Energy Pre-
serving Coupling Element2 (NEPCE) to introduce cor-
rections to the flow of (generalized) power between
simulators in order to minimize coupling errors.
Here, we have a closer look at NEPCE and its
energy-conserving properties. We further propose a
modification to include the presence of direct feed-
through, enhancing its performance. NEPCE’s effi-
ciency is based on the assumption that the coupling
variables are slowly varying functions of time. This as-
sumption is challenged, however, by finding a suitable
choice of the co-simulation (macro) time step. We
demonstrate how this issue is efficiently handled by
ECCO’s energy-conservation-based adaptive step size
control in order to substantially improve accuracy and
efficiency. Because the resulting framework is non-
iterative, it is computationally inexpensive and well
suited for industrial applications.
This paper is organized as follows: In Section II,
we start with a brief recapitulation of the flow and
conservation of energy in co-simulations using power
bonds. Next, we study NEPCE’s non-iterative correc-
tions to the simulator inputs in Section III and show
how they should be modified in the presence of direct
feed-through. Section IV discusses how these correc-
tions can be combined with ECCO’s adaptive step
size control, and a quarter car model is then used in
Section V to demonstrate the performance of the pro-
posed method and its influence on co-simulation accu-
racy and efficiency. Finally, we give a conclusion in
Section VI.
II. ENERGY CONSERVATION IN
CO-SIMULATIONS
Most commonly, co-simulations are realized by let-
ting the simulators advance in time in parallel and
independently of each other, and then synchronizing
coupling data at discrete communication time points.
This weak coupling approach is easily implemented
and relatively efficient on paper: It is universally ap-
plicable for industrial applications (which usually pro-
hibit iterative schemes) and the parallelization poten-
tial holds the promise of substantial simulation speed-
ups. Its major weaknesses, however, are accuracy and
stability. Input quantities are generally unknown dur-
ing the time integrations inside the simulators. They
must therefore be approximated, and are often simply
held constant. A sufficiently small macro time step
has to be chosen in order to keep the coupling errors
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which result from this scheme contained.
S1 S2
uk2(ti)
uk1(ti)
(a) Inputs are set at t = ti
S1
yk1(ti+1)
S2
yk2(ti+1)
(b) Outputs are retrieved at t = ti+1
Figure 1: Two coupled simulators exchange energy
through a power bond in a co-simulation
A. Power and Energy Residuals
The use of power bonds from bond graph theory3,4
allows to reframe these issues in terms of energy con-
servation considerations.1 A power bond k is defined
by a pair of power variables—a flow fk and an effort
ek—whose product Pk = ekfk gives a physical power.
Powers and energies, the universal currencies of phys-
ical systems, are directly accessible in co-simulations
when using power bonds. As an example, consider the
flow of energy between two simulators S1 and S2 that
are coupled via a power bond k, see Fig. 1. From the
point of view of S1, energy is transferred to S2 at a
rate
Pk1(t) = u˜k1(t)yk1(t), (1a)
where yk1(t) is the output and u˜k1(t) ≈ uk1(t) is an
approximation of the generally unknown value uk1(t).
If, instead, we consider the energy transfer from the
other simulator’s perspective, we conclude that
Pk2(t) = u˜k2(t)yk2(t). (1b)
This is problematic because it fundamentally violates
the conservation of energy,
− (Pk1 + Pk2) , 0, (2)
because, generally, u˜k1(t) , uk1(t) and u˜k2(t) , uk2(t).
Hence, a residual energy is incorrectly created due to
the independent time integrations of the simulators
during the macro time step ti → ti+1 = ti + ∆ti,1
δEk(ti+1) ≡
∫ ti+1
ti
δPk(t) dt, (3a)
where
δPk ≡ −(Pk1 + Pk2) (3b)
is the residual power for the power bond k, see Fig. 2
for an illustration. At each macro time step, the resid-
ual energy δEk is directly added to the total energy
of the overall coupled system.1 As a consequence, sys-
tem dynamics are distorted and the quality of the co-
simulation reduced. Note that the power transmitted
from S1 to S2 can be obtained from the simulator out-
puts as
Pk12(t) = σk12
(
yk1(t)yk2(t)
)
, (4)
where the sign σk12 ≡ (Lk12 − Lk21)/2 is determined
by the corresponding elements of the connection graph
matrix L.
S1 S2Pk1 Pk2
δPk
Figure 2: Total system dynamics are distorted by a
residual power δPk between two energetically coupled
simulators due to the independent time integrations
Luckily, inaccurate energy transactions provide us
with a versatile error estimator because the corre-
sponding residual energies are a direct expression
of the co-simulation coupling errors and the viola-
tion of energy conservation.1 This is exploited by the
ECCO algorithm to define an adaptive macro step size
controller: For input extrapolation of order m, the
residual energy scales quadratic with the step size1,
δEk = O(∆tm+2). Consequently, the conservation of
energy can be approximately satisfied by controlling
the macro step size, optimizing the quality and effi-
ciency of co-simulations.
B. Local Errors in the Coupling Variables
Considering the time evolution of the internal states
x = {x1, x2} of the coupled simulators between the
discrete communication time points ti and ti+1,
x˙(t) = f
(
x(t), u˜(t)
)
, t ∈ (ti, ti+1], (5a)
simulator coupling can be expressed as
y(ti+1) = g
(
x(ti+1), u˜(ti+1)
)
, (5b)
u(ti+1) = Ly(ti+1), (5c)
where L is a connection graph matrix that relates out-
puts y and inputs u at communication time points. In
the non-iterative co-simulation, the inputs are gener-
ally unknown and have to be approximated during the
time integrations inside the simulators, u˜(t) ≈ u(t).
Most commonly, they are simply held constant such
that u˜(t) = u(ti) for t ∈ (ti, ti+1].
Let us in the following have a closer look at the local
coupling errors which stem from these approximations
and the independent time integrations in the subsys-
tems between communication time points. For the
2
case of coupling via power bonds, these errors are con-
veniently represented as power and energy errors and
directly related to the conservation of energy through-
out the entire coupled system. Using energies and
powers as error metrics instead of non-energetic quan-
tities has two major advantages: i.) They offer a more
holistic and intuitive approach by considering the flow
of energy between subsystems directly ii.) They avoid
that some simulator’s contributions to the global er-
ror are given too much weight. If, for example, one
simulator outputs a force and another a position, the
numerical values of the force output will typically be
much larger than those of the position output. The
same will then generally be true for the numerical val-
ues of the corresponding errors, skewing the actual
simulators’ contributions to the global co-simulation
error. The use of energy and power errors solves this
issue in an elegant fashion.
In the next section, we will discuss how we can min-
imize local coupling errors. The subsystem states are
inaccessible in a typical co-simulation setting and can
not be directly altered. Instead, corrections to the
inputs can be derived such that the residual energies
between simulators are minimized and energy conser-
vation is approximately satisfied. These corrections
ideally cancel the local errors in the inputs which are
given by
∆u(t) = u˜(t)− u0(t)
= u˜(t)−Ly0(t)
= u˜(t)−L(y(t)−∆y(t)), (6a)
where u0(t) is the exact solution and we used that
u0(t) = Ly0(t) for any time t. The errors in the
outputs evaluate to
∆y(t) = y(t)− y0(t)
= g
(
x(t), u˜(t)
)− g(x0(t),u0(t))
= Jg(u)∆u(t) + Jg(x)∆x(t)
+O(∆tm+2),
(6b)
where Jgij(u) = ∂gi/ ∂uj is the interface Jacobian
and Jgij(x) = ∂gi/ ∂xj . While the error contributions
from the state vector are
∆x(t) = x(t)− x0(t) = O(∆tm+2), (6c)
the input errors appear to order ∆u = O(∆tm+1).
Consequently, if one of the simulators Sk has di-
rect feed-through, the output errors are also of order
O(∆tm+1) because then Jgkk(u) , 0. Using Eq. (6b)
in Eq. (6a) and rewriting thus gives
∆u(t) =
(
1−LJ)−1(u˜(t)−Ly(t))
+O(∆tm+2),
(7)
where we set J ≡ Jg(u) for brevity.
III. NON-ITERATIVE
ENERGY-CONSERVATION-BASED
CORRECTIONS
Let us now take the idea of energy conservation in
co-simulations a step further by directly modifying the
coupling variables such that energy transactions be-
tween simulators are described more accurately. In
this section, we will explore this concept which is
used by NEPCE2 and generalize it to include the
presence of direct feed-through. In Section IV we
then discuss how the energy-conservation-based cor-
rections studied here can be combined with ECCO’s
non-iterative adaptive step size controller, and Sec-
tion V demonstrates the substantial improvements in
accuracy and efficiency thus obtained using a quarter
car co-simulation benchmark model.
As can be seen from Eqs. (1) and (3), a residual
energy
δEk(ti+1) = −
∫ ti+1
ti
u˜k(t) · yk(t) dt (8)
is accumulated during the time step ti → ti+1 for a
power bond k connecting the inputs u˜k = {u˜k1 , u˜k2}
and outputs yk = {yk1 , yk2}. The concept behind
NEPCE is to find corrections δuk = {δuk1 , δuk2} to
the inputs at communication time instant t = ti with
the aim of reducing the residual energy by a factor of
(1− α), such that
(α− 1)δEk(ti+1) =
∫ ti+1
ti
(
u˜k(t) + δuk(t)
) · yk(t) dt
(9)
with the tuning factor α ∈ [0, 1]. Ideally, α = 1 if the
corrections accurately track the errors in the inputs,
δuk(t) = −∆uk(t). While this can not be realized in
general for non-iterative co-simulations, however, cor-
rections should be of the same order as the errors in
the input (6a), δuk = O(∆tm+1), to mitigate their
effects. Moreover, a correction to the input will gener-
ally elicit a modification of the output δyk, such that
we generally need to consider
(α− 1)δEk(ti+1)
=
∫ ti+1
ti
(
u˜k(t) + δuk(t)
) · (yk(t) + δyk(t)) dt. (10)
If direct feed-through is present, this modification to
the output is of the same order as the input correc-
tions, δyk = O(∆tm+1), and should be included.
A. NEPCE
But first, let us discuss the case where none of the
simulators have direct feed-through. Then, the errors
in the inputs (7) are simply
∆u(t) = u˜(t)−Ly(t) +O(∆tm+2), (11)
and Eq. (9) suffices. Choosing
δu(t) = −∆u(t) ≈ Ly(t)− u˜(t)
would make the residual energy vanish and the cou-
pling quantities exact to order O(∆tm+1). As al-
ready mentioned, this is not possible for non-iterative
co-simulations because y(t) is unknown a priori for
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t = (ti, ti+1]. Instead, we realize the correction in
terms of previous coupling data,2
δu(t) ≈ α∆ti
∫ ti
ti−1
(
Ly(τ)− u˜(τ))dτ, (12)
for t ∈ (ti, ti+1], assuming that the coupling variables
and the errors are slowly varying on the scale of the
time step ∆t.
Note that this is a reasonable assumption in the-
ory: In a co-simulation the macro time step should
be chosen such that the dynamics of the system can
be sufficiently well resolved in time. A violation of
this assumption is equivalent to the macro time step
simply being too large for the problem at hand. In
section IV, we will take a big step towards ensuring
that this crucial assumption holds by combining the
energy-conservation-based input corrections discussed
in the present section with the energy-conservation-
based adaptive step size controller ECCO.
B. Corrections with Direct Feed-Through
As discussed previously, corrections to the inputs
cause modifications to the outputs which are of the
same order O(∆tm+1) in the presence of direct feed-
through. The errors in the inputs are then given by
Eq. (7), and Eq. (12) should be modified to
δu(t) ≈ α∆ti
(
1−LJ)−1 ∫ ti
ti−1
(
Ly(τ)−u˜(τ)) dτ (13)
to include all coupling errors of order O(∆tm+1). It
is important to point out that Eq. (13) requires the
knowledge of the generally time-dependent interface
Jacobian Jij = ∂gi/ ∂uj . In practical applications, it
will likely not be available and the unmodified NEPCE
form (12) should be chosen. While disregarding the
output error contribution in Eqs. (6), it is still an im-
provement over the uncorrected co-simulation in the
presence of direct feed-through.
Finally, note that we can safely disregard the case
where both simulators have direct feed-through, be-
cause it amounts to an algebraic loop which indicates
that the particular system reticulation is not suitable
for non-iterative co-simulation and ill-chosen.
IV. ENERGY-CONSERVING ADAPTIVE
STEP SIZE CONTROL
The previous section discussed NEPCE and how
it should be modified in the presence of direct
feed-through. The approach to energy-conservation-
based corrections to the inputs in non-iterative co-
simulations relies on the assumption that the coupling
variables are slowly varying functions of time on the
scale of the macro time step. When this assumption
does not hold the corrections become increasingly in-
effective and can even lead to instability by exciting
relatively fast dynamics in the subsystems2. In other
words, the smaller the chosen macro time step the
more efficient and beneficial the input corrections be-
come.
The Energy-Conservation-based Co-Simulation
method (ECCO) provides a framework that allows
us to adaptively choose a macro step size which
(given some tolerances) approximately ensures energy
conservation in non-iterative co-simulations. This
concept and its performance have recently been
studied1, and we shall in the following combine it
with the energy-conservation-based input corrections
from the previous section to define a non-iterative
co-simulation framework yielding high accuracy and
efficiency without the use of any simulator-internal
data.
An I-controller is used to determine a new optimal
step size
∆ti+1 = αs(ti)−kI∆ti (14)
as a function of an error indicator . Here, kI =
0.3/(m + 2) is the integral gain5, m is the extrapo-
lation order (m = 0 for constant extrapolation), and
αs ∈ [0.8, 0.9] is a safety factor. The scalar error indi-
cator can be defined as1
(t) ≡
√√√√ 1
N
N∑
k=1
(
δEk(t)
rk
(
E0k + |Ek(t)|
))2, (15)
using the residual energies δEk and energies
Ek(ti+1) ≈ Pk12(ti+1)∆ti transmitted per time step
for all N power bonds. Here, the typical energy scale
E0k and the relative tolerance rk are freely config-
urable parameters which determine the energy reso-
lution for the power bond k. The I-controller (14)
aims to find and maintain a balance between accu-
racy and efficiency by choosing a step size for which
 ≈ 1: Efficiency can be improved if  < 1 by increas-
ing the step size, while accuracy needs to be increased
by choosing smaller time steps of  > 1. In order to
avoid rapid oscillations in the step size on one hand,
and inefficiently small step sizes on the other, the step
size itself and its rate of change are restricted by the
parameters ∆tmin and ∆tmax, and Θmin and Θmax, re-
spectively. Table I lists the full configuration used for
the benchmark tests of Section V.
Value Unit
αs 0.8
∆tmin 10 µs
∆tmax 10 ms
Θmin 0.2
Θmax 1.5
E0 750 J
Table I: Configuration of the adaptive step size
controller for the benchmark model in Sec. V
V. CO-SIMULATION BENCHMARK TESTS
In order to assess the performance of the meth-
ods discussed in sections III and IV, we employ a
4
quarter car model as described in Ref. 6 and split
it into two subsystems connected via a power bond,
see Fig. 3. This model can be considered two coupled
Dahlquist test equations7 and is thus well suited as a
co-simulation benchmark test case.1,6,8–10 We further
study two different reticulations for the co-simulation
and also investigate nonlinear damping characteristics.
The corresponding model and the underlying equa-
tions are adapted directly from Ref. 1, the parameters
are summarized in Table II for the linear test case and
in Table III for the nonlinear case.
z(t)
mw
mc
zw(t)
zc(t)
kc dc
kw
S1
S2
1 2
Figure 3: The quarter car benchmark model is split
into the subsystems S1 and S2 for co-simulation using the
two distinct reticulations 1 and 2
Value Unit
mc 400 kg
mw 40 kg
kc 15 000 N/m
kw 150 000 N/m
dc 1000 Ns/m
nd 0.5
Table II: Parameters for the linear quarter car
benchmark model according to Ref. 6
Value Unit
dc 900 N(s/m)1/2
nd 1.5
Table III: Parameter changes to include nonlinear
damping forces in the benchmark model according to
Ref. 11
We generally carry out the time integrations in the
subsimulators using micro step sizes of ∆tS1 = ∆tS2 =
∆t/256 with the forward Euler method to focus on the
co-simulation coupling errors.12 As mentioned previ-
ously, we use energies and powers as error metrics to
assess the quality of the co-simulation results: On one
hand, we consider the average error in the power (4)
transmitted over the power bond from simulator S1 to
simulator S2,
∆P (ti+1) ≡ 1
T
i∑
j=0
|P12(tj+1)− P 012(tj+1)|∆tj , (16a)
where P 012(t) is the exact solution and T is the total
(virtual) duration of the simulation run. On the other
hand, the total accumulated residual energy
∆E(ti+1) ≡
i∑
j=0
δP (tj+1)∆tj (16b)
gives the amount of energy wrongfully added to the
full system during the entire simulation time interval
t ∈ [t0, ti+1] and is thus used as another indicator of
co-simulation accuracy.
A. NEPCE
Let us first use the quarter car model to benchmark
NEPCE’s performance. The tuning factor α is cho-
sen such that the errors are minimized while avoiding
the excitation of fast oscillations and risking instabil-
ity. The energy errors can be reduced throughout by
49 % to 86 % when using NEPCE compared to the
uncorrected results. The results are summarized in
Tables IV and V, where the tuning factor, the total
number of macro time steps, and the power transmit-
ted over the power bond P12 averaged over the en-
tire simulation duration T are shown. Furthermore,
the error in the power ∆P (T ) and the total accumu-
lated residual energy ∆E(T ) are given according to
Eqs. (16) with respect to the simulation duration T .
Algorithm Power Error
type tuning steps P12W
∆P
W
∆E
J
constant 4000 0.4 1.0 6.3
NEPCE 0.95 4000 0.01 0.14 3.20
NEPCE mod. 0.95 4000 0.01 0.11 3.20
Table IV: Linear quarter car benchmark results for
reticulation 1 with NEPCE and with NEPCE with direct
feed-through modification
Algorithm Power Error
type tuning steps P12102 W
∆P
102 W
∆E
102 J
constant 4000 −1.89 0.10 0.22
NEPCE 0.85 4000 −1.88 0.04 0.11
NEPCE mod. 0.85 4000 −1.88 0.03 0.10
Table V: Linear quarter car benchmark results for
reticulation 2 with NEPCE and with NEPCE with direct
feed-through modification
The quarter car benchmark model does exhibit di-
rect feed-through (in simulator S2 for system retic-
ulation 1 and in S1 in system reticulation 2). We
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thus expect improved performance when including the
modification to NEPCE discussed in Section III B. In-
deed, the average error in the power ∆P (T ) is reduced
by about another 17 % to 33 % with the modification.
Fig. 4 exemplifies this enhancement by showing the av-
erage error in the transmitted power for system reticu-
lation 2. Note, however, that the direct feed-through
modification to NEPCE does not significantly influ-
ence the overall accumulated residual energy ∆E(T ).
0.0 0.1 0.2 0.3 0.4 0.5
0
2
4
6
8
10
t
D
P
Figure 4: Average error in the power for the linear
quarter car benchmark with reticulation 2 and constant
step size: NEPCE with direct feed-through modification
(solid), NEPCE alone (dashed), and the uncorrected
result (dotted)
B. NEPCE with ECCO
Let us now demonstrate how the corrections to the
inputs are made more efficient by combining them
with ECCO’s energy-conservation-based adaptive step
size control, as proposed in Sec. IV. For this pur-
pose, the I controller (14) and the scalar error in-
dicator (15) are configured according to the param-
eters listed in Table I, and the starting step size is
set to ∆t0 = ∆tmin. The quarter car system is ini-
tially excited with an energy of 750 J which thus de-
termines the characteristic energy scale for the system,
E0 = 750 J. The tolerance r is set such that the total
number of macro time steps remains around a con-
stant 4000 steps in order to keep the computational
cost at the same level.
Substantial improvements are observed when using
NEPCE with ECCO’s adaptive step size control: The
energy errors in the benchmarks are reduced by 87 %
to 92 % for system reticulation 1, see Table VI, and by
97 % to 98 % for system reticulation 2, see Table VII.
This considerable enhancement of the quality of the
co-simulation results is also exemplified in Fig. 5.
The situation is further improved by also includ-
ing the direct feed-through modifications for NEPCE,
as shown in Fig. 6. Then, an additional reduction
of the average error in the power of 26 % to 36 % is
achieved compared to the results without the modi-
fication. Again, however, the accumulated residual
energy is almost unaffected.
In conclusion, the non-iterative energy-
Algorithm Power Error
type tuning tolerance steps P12W
∆P
W
∆E
J
constant 4000 0.4 1.0 6.3
NEPCE 0.95 1.6× 10−6 3930 −0.05 0.08 0.83
NEPCE mod. 0.95 1.6× 10−6 4002 −0.04 0.06 0.81
Table VI: Linear quarter car benchmark results for
reticulation 1 using residual-energy-based adaptive step
size control with NEPCE and with NEPCE with direct
feed-through modification
Algorithm Power Error
type tuning tolerance steps P12102 W
∆P
102 W
∆E
102 J
constant 4000 −1.89 0.10 0.22
NEPCE 0.85 1.4× 10−6 3921 −1.872 0.003 0.004
NEPCE mod. 0.85 1.4× 10−6 3958 −1.871 0.002 0.004
Table VII: Linear quarter car benchmark results for
reticulation 2 using residual-energy-based adaptive step
size control with NEPCE and with NEPCE with direct
feed-through modification
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Figure 5: Average error in the power for the linear
quarter car benchmark with reticulation 2: ECCO with
NEPCE (solid) against the constant step size results with
NEPCE (dashed) and without any corrections (dotted)
conservation-based co-simulation framework pre-
sented here (NEPCE with direct feed-through
modification and ECCO) manages to reduce the
energy errors by between 87 % and 98 % in the
linear quarter car benchmark at no additional
computational cost.
C. Nonlinear Damping
Finally, let us study the effects of nonlinear damping
as given in Table III. Note that the total simulation
duration is now set to T = 2 s (2000 macro time steps
in total) because the excitations in the system are sub-
dued faster with the more efficient nonlinear damper.
In addition, system reticulation 2 is relatively unsta-
ble for nonlinear damping, and the macro step size is
thus restricted to tmax = 2.5 ms for this setup.
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Figure 6: Average error in the power for the linear
quarter car benchmark with reticulation 2: ECCO with
NEPCE with direct feed-through modification (solid),
ECCO with NEPCE alone (dashed), and uncorrected
result with constant step sizes (dotted)
The energy-conservation-based corrections to the
inputs (as expressed by the tuning factor α) have
to be applied less aggressively to avoid rapid oscil-
lations. Yet, using NEPCE alone without modifica-
tions yields a reduction in the energy errors of 32 %
to 60 % when compared to the uncorrected results, as
shown in Tables VIII and IX. As was the case for
the linear benchmark, significant improvements are
obtained by combining NEPCE with ECCO: The en-
ergy errors are reduced by 79 % to 91 % compared to
uncorrected results obtained with a constant step size.
Also including the direct feed-through modifications
with NEPCE leads to small additional reductions of
0 % to 19 %.
Algorithm Power Error
type tuning tolerance steps P12W
∆P
W
∆E
J
constant 2000 0.6 1.3 4.7
NEPCE 0.6 2000 0.1 0.5 2.9
NEPCE mod. 0.6 2000 0.1 0.5 2.9
NEPCE 0.6 4.7× 10−6 1991 −0.1 0.2 1.0
NEPCE mod. 0.6 4.6× 10−6 2010 −0.1 0.2 1.0
Table VIII: Nonlinear quarter car benchmark results
for reticulation 1
VI. CONCLUSION
The Energy-Conservation-based Co-Simulation
method1 (ECCO) provides a generic framework for
error estimation and adaptive step size control in
non-iterative co-simulations. Using power bonds to
realize the simulator coupling, it directly monitors
power flows between the subsystems and gives the
exact amount of energy wrongfully added to the total
energy of the full coupled system during co-simulation
(macro) time steps. The resulting so-called resid-
ual energies are obtain from the coupling variable
Algorithm Power Error
type tuning tolerance steps P12102 W
∆P
102 W
∆E
102 J
constant 2000 −3.8 0.2 0.4
NEPCE 0.4 2000 −3.78 0.14 0.30
NEPCE mod. 0.4 2000 −3.78 0.12 0.30
NEPCE 0.4 2.6× 10−5 1986 −3.77 0.04 0.04
NEPCE mod. 0.4 2.7× 10−5 1989 −3.77 0.03 0.04
Table IX: Nonlinear quarter car benchmark results for
reticulation 2
values alone, and ECCO uses them to propose
an optimal macro time step to minimize energy
errors throughout the co-simulation. The Nearly
Energy Preserving Coupling Element2 (NEPCE),
on the other hand, corrects for coupling errors in
non-iterative co-simulations directly to make the flow
of (generalized) energy between subsimulators more
accurate.
In the present paper, we combine both methods to
optimize the efficiency and accuracy of non-iterative
co-simulations. NEPCE is based on the assumption
that the coupling variables are slowly varying on the
scale of the macro time step. ECCO, on the other
hand, provides a systematic approach to fulfill this
requirement by adaptively controlling the macro step
size in order to minimize the violation of energy conser-
vation. We also extend NEPCE to the case where di-
rect feed-through is present. Then, the output errors
give contributions to the residual energy which are of
the same order as the ones stemming from the input
errors. Put differently, additional contributions to the
violation of energy conservation should be taken into
account when constructing energy-conserving correc-
tions to the coupling variables. This is, however, only
possible if the interface Jacobian is known.
The performance of the concepts discussed here is
demonstrated by use of a quarter car co-simulation
benchmark model. We study two distinct system
reticulations, as well as the effects of including non-
linear damping characteristics. In these benchmarks,
NEPCE alone generally yields a reduction in the en-
ergy errors of 32 % to 86 %, depending on how aggres-
sively it can be used before unwanted oscillations are
induced. The proposed direct feed-through modifica-
tion to NEPCE reduces the energy errors by another
0 % to 36 %. Also employing ECCO’s adaptive step
size control leads to substantially higher accuracies
in the co-simulation results: Energy errors are then
reduced by up to 98 % when compared to the uncor-
rected results with constant macro step sizes.
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