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Lp PROPERTIES FOR GAUSSIAN RANDOM SERIES
ANTOINE AYACHE AND NIKOLAY TZVETKOV
Abstract. Let c = (cn)n∈N⋆ be an arbitrary sequence of l
2(N⋆) and let Fc(ω)
be a random series of the type
Fc(ω) =
∑
n∈N⋆
gn(ω)cnen,
where (gn)n∈N∗ is a sequence of independent NC(0, 1) Gaussian random vari-
ables and (en)n∈N⋆ an orthonormal basis of L
2(Y,M, µ) (the finite measure space
(Y,M, µ) being arbitrary). By using the equivalence of Gaussian moments and
an integrability theorem due to Fernique, we show that a necessary and sufficient
condition for Fc(ω) to belong to L
p(Y,M, µ), p ∈ [2,∞) for any c ∈ l2(N⋆) almost
surely, is that supn∈N⋆ ‖en‖Lp(Y,M,µ) < ∞. One of the main motivations behind
this result is the construction of a nontrivial Gibbs measure invariant under the
flow of the cubic defocusing nonlinear Schro¨dinger equation posed on the open
unit disc of R2.
1. Introduction and statement of the results
The d-dimensional torus (d ≥ 1) is denoted by Td ≡ Rd/(2πZ)d. Recall that the
exponential functions exp(inx), n ∈ Zd form a basis of L2(Td). Let us consider the
random multivariate Fourier series
(1.1) Fc(ω, x) =
∑
n∈Zd
gn(ω)cne
inx,
where (cn)n∈Zd is a non-random sequence of l
2(Zd) and (gn)n∈Zd is a sequence of
independent NC(0, 1) Gaussian random variables defined on (Ω,A, P ), the under-
lying probability space. We refer to the Appendix for some clarifications concern-
ing the series of the type (1.1). Any complex-valued centered random variable X
whose probability distribution function (p.d.f.) equals to 12πσ2 e
−|z|2/2σ2 is called an
NC(0, σ2) Gaussian random variable 1. It is worth noticing that, contrarily to real-
valued Gaussian random variables, the variance of X, i.e. the quantity E(|X|2), is
Key words and phrases. eigenfunctions, Gaussian random series.
1When σ = 0 then X ≡ 0 and its p.d.f. does not exist. However, for convenience, we suppose
that 0 is a Gaussian random variable
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not equal to σ2 but 2σ2. Also observe that X can be written as
X = X1 + iX2
where X1 and X2 are independent real-valued, centered Gaussian variables with
variance σ2. By using a classical result of Paley and Zygmund one can prove that
(1.2) ‖Fc(ω, ·)‖Lp(Td) <∞,
almost surely (a.s.), for any p ∈ [2,∞). The argument to prove (1.2) based on the
Khinchin inequality uses that | exp(inx)| = 1. As we will show in this article, it
is however only needed to know that the Lp(Td) norms of the functions exp(inx),
n ∈ Zd are bounded, uniformly in n. This remarkable Lp boundedness of the L2
normalized is a very particular property of the trigonometric system. Therefore one
can wonder whether the property (1.2) remains true when Zd is replaced by N⋆, the
torus Td equipped with the canonical Lebesgue measure by a finite measure space
(Y,M, µ) and the exponential functions by an orthonormal basis (en)n∈N⋆ of the
Hilbert space L2(Y,M, µ). It turns out that the crucial point for (1.2) to hold for
every sequence c ∈ l2(N⋆) is again the uniform Lp boundedness of en. Here is the
precise statement.
Theorem 1. Let us fix p ∈ [2,∞) and a measure space (Y,M, µ) with µ(Y ) < ∞.
Let (en)n∈N⋆ be an orthonormal basis of L
2(Y,M, µ). For c = (cn) ∈ l2(N⋆), we
consider the random series
(1.3) Fc(ω) =
∑
n∈N⋆
gn(ω)cnen .
where (gn)n∈N⋆ is a sequence of independent NC(0, 1) Gaussian random variables.
Then the following two statements are equivalent :
(a) For every sequence c ∈ L2(N⋆),
‖Fc(ω)‖Lp(Y,M,µ) <∞ a.s.
(b) One has
sup
n∈N⋆
‖en‖Lp(Y,M,µ) <∞ .
In fact, Theorem 1 is a straightforward consequence of the following two results.
Theorem 2. Under the assumptions of Theorem 1,
(1.4)
∑
n∈N⋆
|cn|2‖en‖2Lp(Y,M,µ) <∞
implies ‖Fc(ω)‖Lp(Y,M,µ) <∞ a.s.
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Theorem 3. Under the assumptions of Theorem 1,
(1.5)
∑
n∈N⋆
|cn|p‖en‖pLp(Y,M,µ) =∞
implies ‖Fc(ω)‖Lp(Y,M,µ) =∞ a.s.
Remarks
(a) Theorems 2 and 3 mainly rely on the fact that a necessary and sufficient
condition for
‖Fc(ω)‖Lp(Y,M,µ) <∞ a.s.
to be satisfied is that
(1.6) E
(
‖Fc(ω)‖pLp(Y,M,µ)
)
= E
(∫
Y
|Fc(ω)|pdµ
)
<∞.
It is clear that (1.6) is a sufficient condition, but the fact that it is also a
necessary condition may seem surprising. This is actually a consequence of
the Gaussianity of Fc and of an integrability theorem due to Fernique (see
Theorem 2.1).
(b) Another important ingredient of the proofs of Theorems 2 and 3 is the the
equivalence of Gaussian moments (see Lemma 2.1. Indeed, it implies that µ
almost every where,
E(|Fc(ω)|p) = C(p)[E(|Fc(ω)|2)]p/2,
where the constant C(p) only depends on p. Then it follows from (1.3) that
E(|Fc(ω)|p) = 2p/2C(p)
( ∑
n∈N⋆
|cn|2|en|2
)p/2
,
which makes the quantity E
(
‖Fc(ω)‖pLp(Y,M,µ)
)
less difficult to handle.
(c) Theorem 2 allows the construction of a nontrivial Gibbs measure on L2(D2),
invariant under the flow of the cubic defocusing nonlinear Schro¨dinger equa-
tion posed on the open unit disc D2 of R2. This was one of the main
motivations behind this study. We refer to the last section of the paper for
details.
Let us now make the following definition.
Definition 1.1. Let c ∈ l2(N⋆) be fixed. The critical (Lp(Y,M, µ), (en)n∈N⋆) expo-
nent of the sequence c is defined as
pcr(c) ≡ sup
(
p ≥ 2 : ‖Fc(ω)‖Lp(Y,M,µ) <∞ a.s.
)
,
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or equivalently (in view of Remark (a)) as
pcr(c) ≡ inf
(
p ≥ 2 : ‖Fc(ω)‖Lp(Y,M,µ) =∞ a.s.
)
.
The previous theorems allow to obtain a lower and an upper bound of pcr(c), but
are not always sufficient to exactly determine this exponent. An interesting problem
would be to find a general formula allowing to compute pcr(c) for any sequence c ∈
l2(N⋆) and any orthonormal basis (en)n∈N⋆ of L
2(Y,M, µ). This problem becomes
less difficult to solve when one restricts to some specific situations. One of them was
in fact the starting point of this work and now we are going to describe it.
Let Dd ≡ {x ∈ Rd : |x| < 1} be the unit ball of Rd. Recall that a radial function
on Dd is a complex-valued function whose values only depend on r ≡ |x| the distance
to the origin. The subspace of radial functions of the Lebesgue space Lp(Dd), p ∈
[1,∞), can be identified with the space Lp([0, 1],B([0, 1]), rd−1dr) where B([0, 1]) is
the σ-algebra of Borel sets of [0, 1] and dr is the usual Lebesgue measure on this
interval. The eigenfunctions of the Laplace operator on L2([0, 1],B([0, 1]), rd−1dr),
denoted by en,d, n ∈ N⋆, are closely related to Bessel functions: For any n ∈ N⋆ and
real r > 0, one has
(1.7) en,d(r) ≡ β−1n,dr−
d−2
2 J d−2
2
(zn,d r),
where J d−2
2
is the Bessel function of order d−22 , (zn,d)n∈N⋆ is the increasing sequence
of its (simple) zeroes on (0,∞) and
(1.8) βn,d ≡
(∫ 1
0
|J d−2
2
(zn,d r)|2rdr
) 1
2
,
is a normalization factor. Recall that Jν , the Bessel function of an arbitrary order
ν ≥ 0, can be defined as the series
(1.9) Jν(r) =
(
r/2
)ν ∞∑
n=0
(−1)n(r/2)2n
n! Γ(n+ ν + 1)
,
where Γ(z) =
∫ +∞
0 t
z−1e−t dt denotes the Gamma function. It follows from the
Sturm-Liouville theory that the eigenfunctions en,d, n ∈ N⋆ form an orthonormal
basis of L2([0, 1],B([0, 1]), rd−1dr). Thus, the analog of (1.1) (the eigenfunctions of
the Laplace operator on Td being exp(inx), n ∈ Zd) for radial functions on Dd is
given by the random series
(1.10) Fc(ω, r) =
∑
n∈N⋆
gn(ω)cnen,d(r),
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where (cn)n∈N⋆ is a non-random sequence of l
2(N∗) and (gn)n∈N⋆ is again a sequence
of independent NC(0, 1) Gaussian random variables defined on (Ω,A, P ). Here is
our result concerning the computation of the critical Lp([0, 1],B([0, 1]), rd−1dr) of
series of the type (1.10).
Theorem 4. Let c = (cn)n∈N⋆ ∈ l2(N⋆) be a sequence satisfying the following
property : There exist two constants 0 < α1 ≤ α2 such that for any n ∈ N⋆,
(1.11)
α1
n
≤ cn ≤ α2
n
.
Then the critical
(
Lp([0, 1],B([0, 1]), rd−1dr), en,d(r)
)
exponent of the corresponding
series (1.10) is given by
pcr(c) =
2d
d− 2 .
Remarks
(a) If we take cn = z
−1
n,d then we obtain the series occurring in the Gibbs measure
construction.
(b) One can also calculate pcr(c) for sequences for which (1.11) is replaced by
c1
nα
≤ cn ≤ c2
nα
, α >
1
2
.
(c) For d ≥ 3, Theorem 4 can not be viewed as a consequence of Theorems 2
and 3. Indeed, the latter theorems only imply that pcr(c) ∈ [ 2dd−2 , 2(d−1)d−3 ].
Actually, in order to compute the precise value of pcr(c), we need to use a
precise description of the point-wise concentrations of en,d leading to grow
of the Lp(Dd) norms of en,d. We refer to [4, 5, 6] for results giving bounds
on the possible growth of the Lp norms of L2 normalized eigenfunctions of
the Laplace operator on a compact riemannian (boundary-less) manifold.
(d) A function on Sd (the unit sphere Rd+1) is called zonal if its value at an arbi-
trary point x only depends on the geodesic distance between x and x0, where
x0 is a fixed point (not depending on the function). Roughly speaking, the
zonal spherical harmonics (i.e. the eigenfunctions of the Laplace-Beltrami
operator on Sd) and the functions en,d share the same properties (see [3, 7]).
The latter theorem can therefore be extended to this new setting.
Acknowledgement. We would like to thank Michel Ledoux and Herve´ Queffe´lec
for their advice.
2. Proofs of the main results
2.1. Proof of Theorem 2. The following elementary lemma is a classical result.
It will be one of the main ingredients of the proof of Theorems 2 and 3. Roughly
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speaking it means that the moments of a centered Gaussian random variable are
equivalent
Lemma 2.1. For any real p > 0 there exists a constant C(p) such that for any Z,
a complex-valued centered Gaussian random variable,
E(|Z|p) = C(p)E(|Z|2)p/2.
As we have already noticed, the quantity
(2.1) E(‖Fc‖pLp(Y,M,µ)) = E
(∫
Y
|Fc(ω)|pdµ
)
=
∫
Y
E(|Fc(ω)|p)dµ,
where p ∈ [2,∞) and c ∈ l2(N⋆) will play a key role in the proofs of Theorems 2 and
3. So let us first express it in a nice way.
Lemma 2.2. For any exponent p ∈ [2,∞) there exists a constant d(p) such that for
any sequence c = (cn)n∈N⋆,
(2.2) E(‖Fc‖pLp(Y,M,µ)) = d(p)
∥∥∥ ∑
n∈N⋆
|cn|2|en|2
∥∥∥p/2
Lp/2(Y,M,µ)
,
where d(p) > 0 is a constant only depending on p.
Proof of Lemma 2.2: It follows from part (b) of Proposition 4.2 that µ almost
everywhere Fc(ω) is an N (0, σ2) Gaussian random variable, satisfying
E(|Fc(ω)|2) = 2σ2 = 2
∑
n∈N⋆
|cn|2|en|2.
Thus, by using Lemma 2.1, one has for any p ∈ [2,∞) and µ almost everywhere,
E(|Fc(ω)|p) = 2p/2C(p)
( ∑
n∈N⋆
|cn|2|en|2
)p/2
,
which implies that∫
Y
E(|Fc(ω)|p)dµ = 2p/2C(p)
∫
Y
( ∑
n∈N⋆
|cn|2|en|2
)p/2
dµ
= 2p/2C(p)
∥∥∥ ∑
n∈N⋆
|cn|2|en|2
∥∥∥p/2
Lp/2(Y,M,µ)
.
This completes the proof of Lemma 2.2.
ESTIMATES FOR SOME RANDOM SERIES 7
We are now in position to prove Theorem 2. It follows from (2.2), the triangular
inequality and (1.4) that
E(‖Fc‖pLp(Y,M,µ)) ≤ d(p)
( ∑
n∈N⋆
|cn|2‖en‖2Lp(Y,M,µ)
)p/2
<∞.
Thus we get the theorem.
2.2. Proof of Theorem 3. We will make use of the following lemma.
Lemma 2.3. For every α ≥ 1, every N ∈ N⋆, every positive numbers a1,..., aN one
has ( N∑
n=1
an
)α ≥ N∑
n=1
aαn .
The following integrability theorem, due to Fernique [1], will play an important
role in our analysis.
Theorem 2.1. [1] Let (E,B(E)) be a measurable vector space (B(E) denotes the
σ-algebra of Borel sets of E), let F be a centered Gaussian random variable with
values in E and let N be a pseudo-norm on E (the only difference between a norm
and a pseudo-norm is that a pseudo-norm may take the value ∞). If the probability
P{N(F ) < ∞} is strictly positive, then there exists a constant ǫ0 > 0, such that
for any 0 < ǫ < ǫ0, one has E[exp(ǫN
2(F ))] < ∞. In particular, for all p < ∞,
E(Np(F )) <∞.
Let us now give the proof of Theorem 3. Using Lemma 2.2, Lemma 2.3 and the
monotone convergence theorem, we infer that
E(‖Fc‖pLp(Y,M,µ)) = d(p)
∥∥∥ ∑
n∈N⋆
|cn|2|en|2
∥∥∥p/2
Lp/2(Y,M,µ)
= lim
N→∞
d(p)
∥∥∥ N∑
n=1
|cn|2|en|2
∥∥∥p/2
Lp/2(Y,M,µ)
≥ d(p) lim
N→∞
N∑
n=1
|cn|p‖en‖pLp(Y,M,µ)
= d(p)
∞∑
n=1
|cn|p‖en‖pLp(Y,M,µ)
= ∞.(2.3)
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Then using Theorem 2.1 with E = L2(Y,M, µ) andN the Lp(Y,M, µ) norm (viewed
as a pseudo-norm on L2(Y,M, µ)) allows to complete the proof of Theorem 3. In-
deed, if we suppose that ‖Fc‖Lp(Y,M,µ) is not a.s. finite then there exists a set A of
positive probability such that for all ω ∈ A, ‖Fc(ω)‖Lp(Y,M,µ) < ∞. Thus by the
Fernique theorem E(‖Fc‖pLp(Y,M,µ)) <∞ which contradicts (2.3).
2.3. Proof of Theorem 1. Theorem 1 is in fact a consequence of Theorems 2 and
3. It is clear that Theorem 2 gives the (b) => (a) implication of Theorem 1. Let us
now show that (a) implies (b). Suppose ad absurdum that (a) is satisfied and
(2.4) sup
n∈N⋆
‖en‖Lp(Y,M,µ) =∞.
Then it follows from (2.4) that there exists a strictly increasing subsequence k 7→ nk,
such that for every k ∈ N⋆,
(2.5) ‖enk‖Lp(Y,M,µ) ≥ 2k.
Finally let c˜ be the sequence of l2(N⋆) defined for every n, as c˜n = 2
−k when n = nk
and c˜n = 0 elsewhere. By using (2.5) one obtains that∑
k∈N⋆
|ck|p‖enk‖pLp(Y,M,µ) =∞ .
Then Theorem 3 leads to a contradiction.
2.4. Useful properties of the Bessel functions J d−2
2
. In this section we collect
several properties of the Bessel functions useful in the proof of Theorem 4. Let us
first recall three important results concerning the zeroes of J d−2
2
and the behaviour
of this function. We refer to [2] for their proofs.
• The following inequalities are satisfied for every n ∈ N⋆ and allow to estimate
the zeroes of J d−2
2
:
(2.6) α1,d n ≤ zn,d ≤ α2,d n ,
where 0 < α1,d ≤ α2,d are two constants.
• A sharp upper bound of |J d−2
2
(r)| near the origin is given by:
(2.7) |J d−2
2
(r)| ≤ C1,d r
d−2
2 ,
where C1,d is a constant.
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• The following equality allows to approximate J d−2
2
(r):
(2.8) J d−2
2
(r) =
√
2
π r
cos
(
r − (d− 1)π/4
)
+Rd(r).
The bigger is r the better is the approximation. Indeed, the remainder Rd
satisfies
|Rd(r)| ≤ C2,d r−
3
2 ,
where C2,d is a constant.
Let us now estimate the normalization factor βn,d introduced in (1.8).
Lemma 2.4. Let d ≥ 1. There exist two constants 0 < c1 ≤ c2 such that for every
n ∈ N⋆,
(2.9) c1n
− 1
2 ≤ βn,d ≤ c2n−
1
2 .
Proof of Lemma 2.4: It follows from (1.8) and the variable change r → zn,d r
that
(2.10) β2n,d = z
−2
n,d
∫ zn,d
0
|J d−2
2
(r)|2rdr .
Next using (2.6), (2.7) and (2.8), we get the inequalities
β2n,d ≤ Cn−2
(
1 +
∫ α2,dn
1
(r−
1
2 )2rdr
)
≤ Cn−1
and thus we obtain the upper bound part of (2.9). Let us now prove that the lower
bound part holds. When n big enough, (2.10) and (2.6) entail that
βn,d ≥ Cn−1
(∫ α1,dn
1
|J d−2
2
(r)|2rdr
)1/2
.
Next using (2.8) and the triangular inequality we get
βn,d ≥ Cn−1
(∫ α1,dn
1
cos2
(
r − (d− 1)π/4)
r
rdr
)1/2
− Cn−1
(∫ α1,dn
1
r−3rdr
)1/2
.
Finally, using the equality, cos2 a = 1+cos 2a2 for any real a, we can prove that
lim
n→∞
n−1
∫ α1,dn
1
cos2
(
r − (d− 1)π/4)dr = α1,d
2
.
Therefore, we can conclude that for any n big enough, we have βn,d ≥ Cn−1/2 where
C is a constant. This completes the proof of Lemma 2.4.
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We next evaluate the Lp norms of en,d.
Lemma 2.5. Let p ∈ [2,∞]. For convenience we set, for any n ∈ N⋆,
δ(n, p, d) =


1 when 2 ≤ p < 2dd−1 ,
(log(2 + n))
d−1
2d when p = 2dd−1 ,
n
− d
p
+ d−1
2 when p > 2dd−1 .
Then there exists a constant C such that the inequality,
‖en,d‖Lp(Dd) ≤ C δ(n, p, d) ,
holds for every n ∈ N⋆.
Proof of Lemma 2.5: Let first study the case where p =∞. It follows from (1.7)
that en,d can be written as
(2.11) en,d(r) = β
−1
n,d z
d−2
2
n,d G(zn,d r),
where
(2.12) G(r) ≡ r− d−22 J d−2
2
(r).
Moreover, Relations (2.7) and (2.8) allow to show that G is bounded. On the other
hand Lemma 2.4 and (2.6) imply that for every n ∈ N⋆,
(2.13) C1n
d−1
2 ≤ β−1n,dz
d−2
2
n,d ≤ C2n
d−1
2 .
Thus, we obtain the required bound for p = ∞. Let us now study the case where
p <∞. Using (1.7) and Lemma 2.4 one has that
‖en,d‖pLp(Dd) ≤ C3n
p
2
∫ 1
0
∣∣∣r− d−22 J d−2
2
(zn,d r)
∣∣∣prd−1dr.
Next the variable change r → zn,d r and (2.6) yield
‖en,d‖pLp(Dd) ≤ C4n
p
2n−d+p
d−2
2
∫ α2,dn
0
∣∣∣r− d−22 J d−2
2
(r)
∣∣∣prd−1dr.
Thus by using (2.7) and (2.8), we get
‖en,d‖pLp(Dd) ≤ C5n−d+p
d−1
2
(
1 +
∫ α2,dn
1
|r− d−22 r− 12 |prd−1dr
)
.
Next, the inequality, for every n ∈ N⋆,
n−d+p
d−1
2 ≤ (δ(n, p, d))p,
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implies that
‖en,d‖pLp(Dd) ≤ C5(δ(n, p, d))p + C5n−d+p
d−1
2
∫ α2,dn
1
rd−1−p
d−1
2 dr ≡ I + II.
Finally, let us upper bound the quantity II. Simple computations allow to show
that: If p > 2dd−1 then II ≤ Cn−d+p
d−1
2 = C(δ(n, p, d))p, If p < 2dd−1 then II ≤
Cn−d+p
d−1
2 nd−p
d−1
2 = C(δ(n, p, d))p and if p = 2dd−1 then II ≤ C log(2 + n) =
C(δ(n, p, d))p. This completes the proof of Lemma 2.5.
Before concluding this subsection let us give a lower bound of |en,d| near the
origin. This bound can be viewed as a measure of the concentration of en,d near the
origin.
Lemma 2.6. There exist two constants C > 0 and γ > 0, such that for any integer
n ≥ 1 and real r ∈ [0, 1] satisfying rn ≤ γ, one has
|en,d(r)| ≥ Cn
d−1
2 .
Proof of Lemma 2.6: In view of (2.11) and (2.13), it sufficient to show that there
exist C > 0 and γ > 0 two constants, such that for rzn,d ≤ γ one has
(2.14) |G(zn,dr)| ≥ C.
It follows from (1.9) and (2.12) that G can be written as
(2.15) G(r) = 2−
d−2
2
∞∑
n=0
(−1)n(r/2)2n
n! Γ(n+ d/2)
,
which implies that G is continuously differentiable on R+ and
(2.16) G(0) =
1
2
d−2
2 Γ(d/2)
6= 0.
Observe that the continuity of G′, the derivative of G, entails that
(2.17) sup
r∈[0,1]
|G′(r)| <∞.
Finally, using (2.16), (2.17) and the equality
G(zn,dr) = G(0) + zn,d r
∫ 1
0
G′(t zn,d r)dt,
one obtains (2.14). This completes the proof of Lemma 2.6.
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Remark 2.7. Observe that it follows from Lemma 2.6 that there exists a constant
C > 0 such that for any n ∈ N⋆, one has
‖en,d‖Lp(D) ≥ Cn−
d
p
+ d−1
2
which implies, when p > 2dd−1 , that
lim
n→∞
‖en,d‖Lp(D) =∞.
Proof of Remark 2.7: By using Lemma 2.6 one has
‖en,d‖Lp(D) =
( ∫ 1
0
|en,d(r)|prd−1dr
)1/p ≥ ( ∫ γ/n
0
|en,d(r)|prd−1dr
)1/p
≥ Cn d−12
(∫ γ/n
0
rd−1dr
)1/p
= Cn
− d
p
+ d−1
2 .
This completes the proof of Remark 2.7.
2.5. Proof of Theorem 4. Before giving the proof of Theorem 4 let us observe
that Theorem 1 and the considerations of the previous section show that a new
phenomenon appears when we consider the random series (1.10) instead of (1.1) :
There exist sequences c = (cn)n∈N⋆ ∈ l2(N⋆) for which, ‖Fc(ω)‖Lp(Dd) < ∞ a.s. , is
no longer satisfied by any exponent p ∈ [2,∞), but only up to the critical exponent
p0 =
2d
d−1 . More precisely, the following holds true for Fc defined by (1.10) :
(a) Let p < 2dd−1 . Then for every c = (cn)n∈N⋆ ∈ l2(N⋆), one has
‖Fc(ω)‖Lp(Dd) <∞ a.s.
(b) Let p > 2dd−1 . Then there exists c ∈ l2(N⋆) such that
‖Fc(ω)‖Lp(Dd) =∞ a.s.
Theorem 4 is a consequence of Lemma 2.5, Theorem 2, Proposition 2.8 and Re-
mark 2.9.
Proposition 2.8. Let c = (cn)n∈N⋆ be an arbitrary non-zero sequence of l
2(N⋆) and
let α∗(c) be the quantity defined as
(2.18) α∗(c) = sup
{
α ≥ 0 : lim inf
N→∞
(
(N + 1)−α
N∑
n=1
nd−1|cn|2
)
> 0
}
.
Then for any exponent p ∈ ( 2dα∗(c) ,∞) one has ‖Fc(ω)‖Lp(Dd) =∞ a.s.
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Observe that α∗(c) can be viewed as a measure of the speed of convergence of the
series
∑∞
n=1 |cn|2: The lower it is the quicker is the convergence of the series. Also
observe that this quantity always belongs to [0, d − 1]. Indeed, one clearly has
lim inf
N→∞
( N∑
n=1
nd−1|cn|2
)
≥
∞∑
n=1
|cn|2 > 0.
On the other hand, for any α > d− 1, one has
lim inf
N→∞
(
(N + 1)−α
N∑
n=1
nd−1|cn|2
)
= 0,
since
(N + 1)−α
( N∑
n=1
nd−1|cn|2
)
≤ (N + 1)−(α−d+1)
∞∑
n=1
|cn|2.
Remark 2.9. Let c be a sequence satisfying (1.11) then one can directly check that
α∗(c) = d− 2.
Proof of Proposition 2.8: The theorem is clearly satisfied when α∗(c) = 0, so
we suppose that α∗(c) > 0. Let p be an arbitrary number of ( 2dα∗(c) ,∞) and let δ be
a number of (0, α∗(c)) verifying
(2.19) p ≥ 2d
δ
.
It follows from (2.18) that there exist N0 ≥ 2 and a constant C1 > 0 such that the
inequality
(2.20)
N∑
n=1
nd−1|cn|2 ≥ C1(N + 1)δ ,
holds for every N ≥ N0. Let us set r0 = min(1, γN0 ). Observe that any r ∈ (0, r0]
satisfies [γ/r] ≥ N0, where [γ/r] denotes the integer part of γ/r. Thus, putting
together Lemma 2.6 and (2.20) one obtains, for any r ∈ (0, r0],
∑
n∈N⋆
|cn|2|en,d(r)|2 ≥
[γ/r]∑
n=1
|cn|2|en,d(r)|2
≥ C
[γ/r]∑
n=1
nd−1|cn|2
≥ C ′([γ/r] + 1)δ
≥ C ′′r−δ.(2.21)
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Next using (2.2), (2.21) and (2.19) one gets
E(‖Fc‖pLp(Dd)) ≥ d(p)
∫ 1
0
( ∑
n∈N⋆
|cn|2|en,d(r)|2
)p/2
rd−1dr
≥ C1
∫ r0
0
rd−
pδ
2
−1dr
= ∞.
Next let us fix ǫ > 0. Using the last estimates and the inequality exp(ǫa2) ≥ C2ap
for any a ∈ R+, where C2 > 0 a constant only depending on ǫ and p, one obtains
E[exp(ǫ‖Fc‖Lp(Dd)] =∞.
Thus it follows from part (a) of Proposition 4.2 and Theorem 2.1 that
‖Fc(ω, ·)‖Lp(Dd) =∞ a.s.
This completes the proof of Proposition 2.8.
3. Application to a invariant measures for the cubic defocusing NLS
on the disc
Let us now describe a consequence of Theorem 2 which was one of the main
motivations behind this study. Theorem 2 allows the construction of a nontrivial
Gibbs measure on L2(D2), invariant under the flow of the cubic defocusing non-
linear Schro¨dinger equation posed on the open unit disc of R2, namely the partial
differential equation
(i∂t +∆)u− |u|2u = 0,
where ∂t is the partial derivative with respect to time, ∆ is the Laplace operator,
and u(t, x) is a complex-valued function defined on R×D2. Using the same method
as in [8], one can show that it sufficient to take the image of the measure
(3.1) exp
(
− 1
2
‖Fz(ω)‖4L4(D2)
)
dP (ω),
under the function (Ω,A)→ (L4(D2),B(L4(D2))),
(3.2) ω 7−→ Fz(ω, r) ≡
√
2
∑
n≥1
gn(ω)
zn,2
en,2(r).
However, in order to show that the latter measure is nontrivial we have to prove
that
(3.3) ‖Fz(ω)‖L4(D2) <∞ a.s.
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Observe that (3.3) cannot be obtained by simply using the Sobolev embedding,
‖Fz(ω)‖L4(D2) ≤ ‖Fz(ω)‖H1/2(D2).
Indeed, it follows from (2.6) and classical properties of i.i.d. centered Gaussian
random variables that
‖Fz(ω)‖2H1/2(D2) ≥ C
∑
n∈N⋆
|gn(ω)|2
n
=∞ a.s.
However Theorem 2 yields (3.3).
4. Appendix
Let (Y,M, µ) be a measure space and (Ω,A, P ) be a probability space. For any
exponent p ∈ [1,∞] we denote by Lp(Y ) (resp. Lp(Ω)) the Banach space of complex-
valuedM-measurable functions f(r) defined on Y (resp. of complex-valued random
variables X(ω) defined on Ω) and satisfying
∫
Y |f |p dµ < ∞ (resp. E(|Y |p) < ∞).
We denote by Lp(Ω × Y ) the Banach space of complex-valued, A⊗M-measurable
functions Z(ω, r), defined on Ω×Y and satisfying E
( ∫
Y |Z|p dµ
)
<∞. Let {en}n∈N⋆
be an orthonormal basis of the Hilbert space L2(Y ) (we assume that such a basis
exists), let (cn)n∈N⋆ be a non-random sequence of l
2(N⋆) i.e. a sequence of complex
numbers satisfying
(4.1)
∞∑
n=1
|cn|2 <∞
and let (gn)n∈N⋆ be a sequence of independent NC(0, 1) Gaussian random variables
on (Ω,A, P ). The goal of this section is to explain why the random series
(4.2) F (ω, r) =
∞∑
n=1
gn(ω)cnen(r),
is well-defined and to clarify in which sense it converges. Some useful properties of
this random series are also given.
Proposition 4.1. For any N ∈ N⋆ let FN be the function L2(Ω× Y ) defined as
(4.3) FN (ω, r) =
N∑
n=1
gn(ω)cnen(r).
Then (FN )N∈N⋆ is a Cauchy sequence in L
2(Ω × Y ) and the series (4.2) is defined
as the limit of (FN )N∈N⋆ .
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Proof of Proposition 4.1: By using the fact that the gn’s are independent
NC(0, 1) Gaussian random variables and the fact that ‖en‖L2(Y ) = 1 for any n, one
obtains that for every M < N ,
‖FM − FN‖2L2(Ω×Y ) =
∥∥∥ N∑
n=M
gncnen
∥∥∥2
L2(Ω×Y )
=
N∑
n=M
‖gn‖2L2(Ω)|cn|2‖en‖2L2(Y )
= 2
N∑
n=M
|cn|2.
Thus it follows from (4.1) that
lim
M→∞,M<N
‖FM − FN‖L2(Ω×Y ) = 0.
This completes the proof of Proposition 4.1
Proposition 4.2. The following holds true:
(a) For P -almost all ω ∈ Ω, the function F (ω) belongs to L2(Y ) and the gn(ω)cn’s
are its coordinates in the basis {en}n∈N⋆ (on the exceptional negligible event,
we set F (ω, ·) ≡ 0). Moreover, the function F : (Ω,A)→ (L2(Y ),B(L2(Y ))),
ω 7→ F (ω), where B(L2(Y )) denotes the σ-algebra of Borel sets of L2(Y ),
is a centered Gaussian random variable with values in the Hilbert space
L2(Y ) i.e. F is a measurable function and for any h ∈ L2(Y ), 〈F, h〉 =∫
Y F (r)h(r) dµ(r) is a centered complex-valued Gaussian random variable.
(b) For µ-almost all r ∈ Y the function F (·, r) is an NC(0, σ2(r)) random vari-
able, with
(4.4) σ2(r) =
∞∑
n=1
|cn|2|en(r)|2.
Observe that σ2(r) <∞ for µ-almost all r, since one has
2
∫
Y
( ∞∑
n=1
|cn|2|en(r)|2
)
dµ(r) =
∫
Y
E
(
|F (·, r)|2
)
dµ(r) <∞.
Proof of Proposition 4.2: Let us first prove part (a). As the function (ω, r) 7→
F (ω, r) belongs to L2(Ω × Y ), one has E
( ∫
Y |F (r)|2 dµ(r)
)
< ∞ and this implies
that for P -almost all ω,
∫
Y |F (ω, r)|2 dµ(r) < ∞, thus F (ω) ∈ L2(Y ). Let us now
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show that for P -almost all ω the gn(ω)cn’s are the coordinates of F (ω, ·) in the basis
{en}n∈N⋆ . In fact it is sufficient to prove for P -almost all ω one has
(4.5) (gn(ω)cn)n∈N⋆ ∈ l2(N⋆).
By using (4.1) and the fact that the gn’s are independent NC(0, 1) Gaussian random
variables one has that
E
( ∞∑
n=1
|gn|2|cn|2
)
= 2
∞∑
n=1
|cn|2 <∞,
which implies that (4.5) is satisfied a.s. On the exceptional negligible event E where
one may have F (ω) /∈ L2(Y ) or (gn(ω)cn)n∈N⋆ /∈ l2(N⋆) we set F (ω) ≡ 0.
Let us now prove that the function F : (Ω,A)→ (L2(Y ),B(L2(Y ))), ω 7→ F (ω, ·)
is measurable. As L2(Y ) is a separable Hilbert space it is sufficient to show that for
any u =
∑∞
n=1 anen ∈ L2(Y ) and any real ρ, the set
F−1(B(u, ρ)) ≡
{
ω ∈ Ω : ‖F (ω)− u‖L2(Y ) < ρ
}
,
belongs to A (note that the sequence (an)n∈N⋆ belongs to l2(N⋆) and that B(u, ρ) is
the open ball of L2(Y ) of center u a radius ρ). When 0 /∈ B(u, ρ) the set F−1(B(u, ρ))
can be expressed as
(4.6) F−1(B(u, ρ)) ≡
{
ω ∈ Ω \ E :
∞∑
n=1
|gn(ω)cn − an|2 < ρ
}
,
and else it can be expressed as
(4.7) F−1(B(u, ρ)) ≡ E ∪
{
ω ∈ Ω :
∞∑
n=1
|gn(ω)cn − an|2 < ρ
}
.
By using the fact that
∞∑
n=1
|gn(ω)cn − an|2 = lim
N→∞
N∑
n=1
|gn(ω)cn − an|2, a.s.
one can see that (Ω,A)→ (R,B(R)), ω 7→∑∞n=1 |gn(ω)cn−an|2 is a random variable.
Thus (4.6) and (4.7) imply that F−1(B(u, ρ)) ∈ A. Let us now prove that the
measurable function F : (Ω,A) → (L2(Y ),B(L2(Y ))), ω 7→ F (ω) is a centered
Gaussian random variable with values in the Hilbert space L2(Y ). Let
(4.8) h =
∞∑
n=1
bnen,
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where (bn)n∈N⋆ ∈ l2(N⋆) be an arbitrary function of L2(Y ). By using (4.8) and
the fact the gn(ω)cn’s are, for P -almost all ω, the coordinates of the function F (ω)
in the basis {en}n∈N⋆ , one has a.s., 〈F, h〉 =
∑∞
n=1 gncnbn and this implies that
〈F, h〉 is a centered complex-valued variable (recall that the limit of an almost surely
convergent sequence of centered Gaussian random variables is a centered Gaussian
random variable).
Finally, let us prove part (b) of the proposition. It follows from Proposition 4.1
that
lim
N→∞
∫
Y
E
(
|F (r)− FN (r)|2
)
dµ(r) = 0.
There exists therefore a sequence (Nl)l∈N⋆ such that for µ-almost all r, one has
lim
l→∞
E
(
F (r)− FNl(r)|2
)
.
Thus by using the fact that FNl(r) is an NC(0, σ2Nl(r)) Gaussian random variable,
with σ2Nl(r) =
∑Nl
n=1 |cn|2|en(r)|2 one obtains part (b) of the proposition (recall that
the limit, in the mean square sense, of a sequence (ǫn)n∈N⋆ of N (0, σ2n) Gaussian
random variables is an N (0, σ2) Gaussian random variable with σ2 = limn→∞ σ2n).
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