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1. In this note we will prove the following theorem. 
THEOREM 1.1. Let T be a real non-singular n x n matrix. Then there 
exists a unique real positive definite matrix A such that T’AT = A2. 
The existence of A for various special cases of T is clear. For example, 
if T is orthogonal then A = I, and if T is symmetric and QTQ-l = D, 
where Q is orthogonal and D is diagonal, then A = Q’D2Q. However, if T 
is neither orthogonal nor symmetric there seems to be no elementary 
construction for A. An example of the latter case is 
a 
T= and A = 
a2 
where a is the (unique) positive root of a3 + a - 1 = 0. 
The uniqueness of a positive definite solution A seems difficult to 
prove by elementary arguments, even when T is orthogonal or symmetric. 
Of course, there may be other solutions which are not positive definite as 
the following example shows ; if 
I_=(: J, B=(i 1) and C=(_: -1) 
. 
then T’IT = 12, T’BT = B2 and T’CT = C2. 
* The author’s work was supported in part by the United Kingdom Science 
Research Council Grant No. B/RG/28436. 
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It will be clear that the method of proof yields the following generaliza- 
tion of Theorem 1.1. 
THEOREM 1.2. Let T be a real non-singular n x n matrix and let 
k 3 1 be a fixed integer. Then there exists a mique real positive definite 
matrix A szcch that T’AT = Azk. 
COROLLARY. Let S be a real non-singular n x n matrix and let k > 1 
be a fixed integer. Then there exists a unique real positive definite matrix 
A swh that S’A2kS = A. 
Theorem 1.2 does not cover the case k = 0, discussed recently by 
Taussky [B]. We then have T’AT = AA, and A generates an automorph 
for the quadratic form x’Ax. Taussky shows that, given T, there exists 
at least one positive definite or positive semi-definite non-zero solution A. 
The proofs involve the use of Hilbert’s projective metric. For further 
details and applications of this metric see Birkhoff [3] and Bushel1 [4, 51 
and the references cited in these papers. 
2. First we outline the method of proof. Let X denote the real Banach 
space of real n x n matrices A with [IA ) 1 = sup{ j (Ax11 : IIxII = l}, where 
JIxJ) is the Euclidean norm on Rn. Let K denote the cone of positive 
semi-definite matrices in X, so that i:, the interior of K, is the set of 
positive definite matrices in X. We will introduce Hilbert’s projective 
metric d( , ) in 2 and show that E = {& n U, d) is a complete metric 
space, where U is the unit sphere in X. Next we show that the map A + 
{T’A,T}1’2/II{T’AT}1’211 IS a contraction in E and our result will follow 
from the Banach contraction mapping theorem. 
The relations < and < are defined in X in the usual way by saying 
thatA<BandA<Bifand’onlyif (B-A)EK~~~(B-AA)EI?, 
respectively. It is clear that the partial ordering is Archimedian, that is 
nA < B for n = 1, 2, 3,. . . , implies A < 0. 
Let 
M(A/B) = inf{A: A < IB} 
and 
m(A/B) = sup{p : pB < A}, 
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for all A and B in k. Hilbert’s projective metric is defined in k by 
d(A, B) = log{M(A/B)lm(A/B)). 
It is easy to verify that {k, d} is a pseudo-metric space (see Bauer [l] or 
Bushel1 [5]) and that d(A, B) = 0 if and only if A = iiB for some positive 
il. This verification is made simple by observing that, since the partial 
ordering is Archimedian, 
A < M(A/B)B and m(A/B)B < A 
for all A and B in R [l, 51. Alternatively one can use the explicit rep- 
resentations for M and M derived in the following lemma. 
LEMMA 2.1. Let A and B be in I? and let I,(B-lA) and I,(B-lA) 
denote the greatest and the least eigenvalue of B-lA, respectively. Then 
d(A, B) = log{~,(B-lA)/&JB-‘A)}. 
Proof, It is clear that 
M(A/B) =inf{L:iiB-AAk}= I(% A4 rnaxl(--: x 1 II II= } 
and 
where (x, y) = x’y, the inner product in R”. But if 
b(x) = {(x> Ax)/(x, Bx)}, 
then 
when 
{grad ~$1’ = {2(x, Bx)Ax - 2(x, Ax)Bx}/(x, Bx)~ = 0 
(x, Bx)Ax = (x, Ax)&, 
that is when 
B-lAx = +(X)X, 
and the result follows. 
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COROLLARY. The map A -+ T'A T is an isometry in d for any real 
non-singular T. 
Proof. For A, B in k we have 
(T’BT)-l(T’AT) = T-l(B-lA)T 
and hence the eigenvalues of (T’BT)-l(T’AT) and of B-lA are the same. 
LEMIGA 2.2. If A, BEE, then IIA - B11 < exp{d(d, B)} - 1. 
Proof. Let I’ denote the unit sphere in Rn. If S is a symmetric matrix 
in X then for all x in I/ 
for some x0 in V. 
But from 
44/B)@, Bx) < (x, Ax) < M(A/B)(x, W 
with (xi, Ax,) = /IA 11 = 1 and (xs, Bxa) = l\Bll = 1 it follows that 
m(A/B) < 1 < M(A/B). Moreover, 
l/A - BII = 1(x0> [A - Blx,)l = lb,> Ad - (xo> Bxo)I 
6 (M(A/B) - l}(xo,Bxo) < M(RIB) -44/B) 
and the result follows. 
COROLLARY. E is a complete metric space. 
Proof. Let {Ak} be a CaucQy sequence in E. By the lemma {A,} is a 
Cauchy sequence in X and hence converges to a limit A. in the closed set 
K n u. But 
m&/4 3 m(AilAj)m(Aj/4 
= m(A,/I)M(Ai/Aj) exp{- d(Ai, A,)} 
3 m(A&) expi- d(A,, A,)) 
and it follows that 
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for all sufficiently large values of j, and hence A E i fl U. It is easily 
verified that {A,} converges to A in E and the proof is complete. 
0 
Now we consider the map A ---f AlI2 in K. It is well known that this 
0 
map is well defined in R and that if A, B E K and A < B then AlI2 < 
B112 (Bellman [2]). 
LEMMA 2.3. 
d(A1’2, B1’2) < +d(A, B) for all A, B E k 
Proof. If A, B E i-, A < M(A/B)B and hence AlI2 < {M(A/B)B}l12 = 
{M(A/B))1’2B1’2. Therefore M(A1’2/B1/2) < {M(A/B)}1’2, and similarly 
WZ(A~/~/B~/~) 3 {wz(A/B)}~/~ and the result follows. 
3. To prove Theorem 1 .l we consider the map 
L(A) = {T’AT}1’2/~~{T’AT}1’2~~ 
from E into E. It is clear from Lemmas 2.1 and 2.3 that L is the composi- 
tion of an isometry, a contraction and a (normalizing) isometry, and that 
d(L(A), L(B)) < &(A, B) for all A, B E E. By Lemma 2.2 and Banach’s 
contraction mapping theorem there is a unique B in E such that L(B) = B, 
that is B2 = {T’BT)/II{T’BT}t112. If we let A = II{T’BT}*I12B, the proof 
is complete. 
The same argument using the map A ---f Azk gives a proof of Theorem 1.2. 
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