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Introduccio´n
En Estad´ıstica el te´rmino invariancia puede ser entendido como sino´nimo de
simetr´ıa. Muchos problemas estad´ısticos son invariantes frente a la accio´n de
un grupo de transformaciones, condicio´n que hace natural restringir nuestra
atencio´n a reglas de decisio´n que tambie´n sean invariantes. Este principio de
seleccio´n es ampliamente aceptado, tal y como puede consultarse en Lehmann
[28], Giri [19] y [20], Muirhead [30] o bien en Eaton [17], y obviarlo puede
llevar a soluciones incoherentes con la naturaleza del problema a resolver.
Si disponemos de una familia invariante frente a la accio´n de un grupo y no
tenemos otro conocimiento previo sobre el modelo estad´ıstico parame´trico a
analizar (esto es, no nos encontramos en una situacio´n donde fuera recomend-
able el uso de me´todos Bayesianos), la solucio´n a nuestro problema deber´ıa
reflejar la propiedad de invariancia de la familia. En otras palabras, la clase
de estimadores razonables sobre los que finalmente seleccionar, si es posible,
uno o´ptimo, debe ser la de los equivariantes y no sera´ conveniente buscar un
estimador en una clase ma´s amplia, ya que esto puede dar lugar a situaciones
parado´jicas o incluso contradictorias.
Un ejemplo destacado al respecto lo tenemos en Stein [37]. En este trabajo
de 1956 se pretende estimar la media de la distribucio´n normal m-variante
Nm(µ, I) utilizando como funcio´n de pe´rdida:
L(µ, d) = (d− µ)′ (d− µ) , d = d(X) ∈ Rm , X ∈ Rm
Es inmediato verificar que el estimador ma´ximo veros´ımil para la media µ es
dˆ = X. Adema´s, este estimador es insesgado y su funcio´n de riesgo asociada
a la pe´rdida anterior es:
R(dˆ, µ) = m ; ∀µ ∈ Rm
Aunque dˆ ha sido considerado como un estimador o´ptimo en todos los senti-
dos (en lo que a cuestiones de invariancia se refiere, es equivariante frente a
la accio´n del grupo aditivo de Rm) el autor prueba que el estimador ma´ximo
veros´ımil es admisible si m ≤ 2 pero inadmisible si m ≥ 3. En tal caso, el
estimador:
i
ii INTRODUCCIO´N
d˜ =
(
1− m− 2
X ′X
)
X
es preferible, en te´rminos de riesgo, a dˆ pues:
R(d˜, µ) = m− (m− 2) Eµ
(
1
m− 2 + 2 K
)
, ∀µ ∈ Rm
donde K ∼ Poiss (1
2
µ′µ). Sin embargo, d˜ no es recomendable para estimar µ
pues no refleja la invariancia de la familia Nm(µ, I) frente a traslaciones. Esta
falta de invariancia se traduce en que cambios de unidades en las variables
o reparametrizaciones del modelo llevar´ıan a estimaciones contradictorias de
d˜. Ma´s detalles al respecto pueden ser consultados en Muirhead [30] o bien
en el propio trabajo de Stein.
Problemas similares se presentan al estimar la matriz de varianzas covarian-
zas de una distribucio´n normal multivariante. Supongamos que disponemos
de N vectores aleatorios independientes X1, . . . XN que este´n ide´nticamente
distribuidos segu´n una ley normal Nm(µ,Σ). Sea:
A =
N∑
i=1
(Xi −X)(Xi −X)′
Es conocido que el estimador ma´ximo veros´ımil para Σ es Σˆ = 1
N
A. Sin
embargo, este estimador es sesgado con lo que habitualmente se trabaja con
una correccio´n insesgada de Σˆ, esto es con la matriz de varianzas covarianzas
muestral S = 1
n
A, siendo n = N − 1.
Siguiendo con esta idea de proponer correcciones del estimador ma´ximo
veros´ımil para estimar Σ, James y Stein [38] en su trabajo de 1961 esta´n
interesados en un estimador de la matriz de varianzas covarianzas que sea
funcio´n de A. Utilizan como pe´rdida:
L(φ,Σ) = tr(Σ−1φ)− log det(Σ−1φ)−m (1)
donde φ es ahora una matriz m×m sime´trica y definida no negativa.
Dada la naturaleza de la familia Normal, parece razonable exigir que si φ(A)
es un estimador de Σ y L es una matriz m×m no singular, entonces φ debe
verificar:
φ(M ′AM) =M ′φ(A)M (2)
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La justificacio´n queda clara si recordamos que para una familia invariante
una transformacio´n en el espacio muestral revierte en una transformacio´n
en el espacio de para´metros. As´ı, φ(M ′AM) debe estimar M ′ΣM de igual
manera que M ′φ(A)M lo hace.
Si imponemos la condicio´n (2) para todas las matrices L no podemos obtener
otra informacio´n que φ(A) = αA donde α es una constante a determinar.
Considerando como funcio´n de pe´rdida L, definida en (1), se verifica que el
estimador de mı´nimo riesgo para Σ de la forma αA es la matriz de varianzas–
covarianzas muestral S.
James y Stein, en el trabajo de 1961 al que nos hemos referido anterior-
mente, proponen una variante de este procedimiento y buscan el estimador
de mı´nimo riesgo para Σ que sea funcio´n de A entre todos aquellos que
verifican la condicio´n (2) para las matrices triangulares superiores. Denote-
moslo por φ∗(A). No daremos la forma expl´ıcita de este estimador para m
arbitraria, pues para nuestros propo´sitos basta con examinar el resultado
obtenido cuando m = 2. Escribamos la matriz A como (aij)i,j=1,2. Entonces:
φ∗(A) =
 a11n+1 a12n+1
a21
n+1
a22
n−1 − 2a
2
12
(n2−1)a11

Aunque en te´rminos de riesgo el estimador φ∗(A) sea preferible entre otros a
S, debe tenerse en cuenta que no es invariante frente a permutaciones de las
variables, condicio´n esta u´ltima que lo hace incoherente para estimar a Σ.
No es extran˜o que hayamos obtenido este resultado, pues una permutacio´n
de las variables se puede expresar como una transformacio´n de e´stas v´ıa una
matriz ortogonal que toma la forma, para m = 2: 0 1
1 0

Al exigir la condicio´n (2) u´nicamente para las matrices triangulares superiores
no estamos considerando todas las posibles transformaciones lineales a las que
se puede someter a Σ y, entre las que estamos descartando, se encuentra la
de las permutaciones de las variables.
Pese a lo que hemos visto en las dos situaciones anteriores, no todas las fa-
milias son invariantes frente a la accio´n de algu´n grupo. Brillinger [8] propor-
ciona condiciones necesarias y suficientes para que un problema estad´ıstico
sea invariante bajo la accio´n de un grupo. Habitualmente dispondremos de
familias que no sera´n invariantes bajo la accio´n de un grupo pero para las
que es posible que su transformacio´n por e´ste no quede demasiado alejada
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de un desplazamiento de la familia original, por ejemplo si las transforma-
ciones que hemos considerado son casi la identidad. En esta situacio´n de
casi invariancia, ¿debemos desestimar toda la informacio´n que proporciona
la teor´ıa cla´sica? ¿Tenemos que escoger entre el blanco y el negro?
Este trabajo pretende ser una contribucio´n a la estimacio´n puntual donde
se analice el problema de seleccio´n de un estimador para los grises que van
desde la existencia de invariancia cla´sica hasta la ausencia total de e´sta. Sus
diferentes tonos sera´n los o´rdenes de invariancia que vamos a definir.
El contexto donde se van a desarrollar todas estas ideas es el de la Geometr´ıa
Diferencial Informativa. E´sta es una de las aplicaciones de la Geometr´ıa
Diferencial en Estad´ıstica. La idea de considerar la matriz de Informacio´n
de Fisher como medida local de la distancia entre miembros de una familia
de distribuciones de probabilidad, llevo´ a Rao [34] en 1945 a introducir una
distancia Riemanniana en el espacio de para´metros. La distancia obtenida
puede ser considerada como una generalizacio´n natural de la distancia de
Mahalanobis [29]. Ma´s recientemente, Burbea y Rao [11] en 1982, Burbea
[9] en 1986 y Oller y Burbea [10] en 1988 han contribuido, entre muchos
otros, con sus trabajos al desarrollo de la Geometr´ıa Diferencial Informativa.
Amari y Barndorff–Nielsen tambie´n deben ser citados en esta introduccio´n
pues sus aportaciones a la Geometr´ıa Diferencial en Estad´ıstica son ma´s que
relevantes. Pese a que la mayor parte de su trabajo quiza´ no este´ conectado
directamente con el material que se aqu´ı se presenta, en Amari [2] y Amari,
Barndorff–Nielsen et al. [3] pueden consultarse temas relacionados.
El primer cap´ıtulo de esta memoria debe entenderse como una aportacio´n
ma´s a la hora de ilustrar la conveniencia de incorporar la invariancia en
los procedimientos de seleccio´n de estimadores. En muchas situaciones los
problemas estad´ısticos son demasiado amplios, en el sentido de que encontrar
una solucio´n concreta para un problema puede resultar una tarea ardua.
Habitualmente se emplea un procedimiento de reduccio´n de problema por
suficiencia: trabajar espacio de los estad´ısticos suficientes minimales conlleva
una reduccio´n de la dimensio´n del espacio muestral sin que esto afecte a la
informacio´n relevante, en lo que a la estimacio´n de los para´metros se refiere,
contenida en la muestra.
En nuestra situacio´n, sabemos que la familia Normal univariante es invariante
bajo la accio´n del grupo af´ın real. La reduccio´n por invariancia permite la res-
triccio´n a una clase razonable de estimadores: aquellos que sean equivariantes
bajo la accio´n del grupo af´ın. Dentro de esta familia probamos la existencia
y unicidad de un elemento para el que el Riesgo Riemanniano (la funcio´n
de pe´rdida que se considera es la distancia de Rao al cuadrado) es mı´nimo.
Este estimador es o´ptimo, por lo menos en el sentido que acabar´ıamos de
introducir: uniformemente de mı´nimo riesgo entre todos los equivariantes.
vLa pregunta es, ¿que´ ocurre cuando no hay invariancia? ¿Podremos repro-
ducir un proceso similar en la situacio´n de casi invariancia a la que nos hemos
referido previamente?
Antes de continuar, tenemos que sustituir el te´rmino casi invariancia por
invariancia en orden. E´ste no sera´ definido hasta el cap´ıtulo 3 pero conti-
nuar utiliza´ndolo en esta introduccio´n podr´ıa llevar a confusio´n: el concepto
de casi invariancia ya tiene un significado concreto dentro de la Estad´ıstica
Matema´tica tal y como puede consultarse en cualquier referencia cla´sica sobre
el tema.
Supongamos la existencia de una familia de distribuciones de probabilidad
en un espacio medible (Ω,A) y de una familia de transformaciones biyectivas
y bimedibles en el espacio muestral. En primer lugar, y aceptando que ha
existido una perturbacio´n de las probabilidades debida a estas transforma-
ciones, necesita´bamos saber cuan lejos se encontraba la nueva familia de la
original.
Este requerimiento hizo necesario demostrar, bajo ciertas condiciones, un
teorema de existencia de proyeccio´n para perturbaciones infinitesimales, el
teorema 2.2.2, segu´n una medida que hemos llamado de discrepancia. Debe-
mos observar que no pod´ıamos utilizar el teorema de la proyeccio´n cla´sico
pues no necesariamente esta´bamos en un contexto Hilbertiano. Este resul-
tado puede ser calificado como razonable o natural y sorprender la inclusio´n
de una demostracio´n detallada en este trabajo. De hecho, Amari [2] utiliza
un resultado similar al trabajar con α–divergencias, pero sin proporcionar
una demostracio´n detallada. En cualquier caso, en los textos cla´sicos de Ge-
ometr´ıa Diferencial que han sido consultados (Lang [26], O’Neil [32], [12],
Hicks [23], Petersen [33], entre muchos otros) no se ha podido localizar una
demostracio´n que supliera a la que aqu´ı se proporciona.
La seccio´n 2.3 esta´ dedicada a probar que las hipo´tesis del teorema 2.2.2
se cumplen variedades Riemannianas de dimensio´n finita y en el espacio de
Hilbert de las funciones de cuadrado integrable si seleccionamos en el primero
la distancia de Rao al cuadrado como discrepancia y en el segundo la de
Hellinger al cuadrado. Estos dos entornos sera´n en los que habitualmente
nos encontraremos.
Una vez establecida la existencia de esta proyeccio´n es posible pasar a la
definicio´n de familia invariante en orden, tomando como punto de mira las
invariantes cla´sicas. Tal y como se vera´ en el cap´ıtulo 3, e´stas u´ltimas quedan
englobadas en las familias invariantes en orden como las de orden +∞.
En los cap´ıtulos 4 y 5 introducimos los conceptos de funcio´n de pe´rdida inva-
riante en orden y estimador equivariante en orden. De esta manera quedar´ıan
estudiados, en orden, los tres elementos ba´sicos de la invariancia cla´sica: fa-
milia, pe´rdida y estimador. Obtenemos que las definiciones en orden engloban
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a las cla´sicas como las de orden +∞ y que como e´stas permiten la obtencio´n
de algunos resultados destacados. Entre los que se detallan en los cap´ıtulos
4 y 5 deben destacarse dos.
En primer lugar, la distancia de Rao al cuadrado es una funcio´n de pe´rdida
invariante de orden, como mı´nimo, el de la familia. De esta manera repro-
ducimos, en orden, el conocido resultado que establece la invariancia de la
distancia de Rao al cuadrado frente a la accio´n de un grupo.
Por otra parte, y dentro de los estimadores equivariantes en orden, debe
hacerse notar que, para estos, el riesgo y el sesgo son cantidades controladas
en un orden que depende del orden de la familia. Hemos obtenido as´ı una
clase razonable de estimadores, pues los equivariantes en orden, adema´s de
recoger las propiedades de invariancia de la familia, mantienen su sesgo y su
riesgo limitado. Son conocidas las conexiones entre riesgo, sesgo e invariancia
establecidas por Lehmann [27] en 1951. El cap´ıtulo 6 esta´ dedicado a intentar
establecer estas mismas conexiones pero ahora convenientemente relajadas
por el contexto de la invariancia en orden.
Al explorar todas estas cuestiones observamos que nuestros ana´lisis se basa-
ban en la comparacio´n de medidas de probabilidad: las originales frente a
las transformadas y las proyectadas en la familia de partida. El origen de
la perturbacio´n no era relevante, simplemente su existencia en el espacio de
las probabilidades. Esto nos ha llevado a considerar la estabilidad en orden
de familias, pe´rdidas y estimadores. E´sta engloba la invariancia en orden de
igual manera que la invariancia cla´sica puede entenderse como la de orden
+∞. El cap´ıtulo 7 es una breve introduccio´n al respecto de estas ideas, que
esperamos se vean completadas en un futuro pro´ximo con nuevos resultados.
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Cap´ıtulo 1
Familia normal univariante
Este primer cap´ıtulo esta´ dividido en tres bloques. En primer lugar se carac-
teriza la clase de los estimadores equivariantes bajo la accio´n del grupo af´ın
para el modelo normal univariante. Un segundo punto consiste en demostrar
la existencia y unicidad de un estimador, perteneciente a la clase de los
equivariantes, de mı´nimo Riesgo intr´ınseco Riemanniano, esto es, con mı´nimo
valor medio de la distancia de Rao al cuadrado. Denotaremos este estimador
como estimador m.i.r.e. Finalmente, y debido a que por el momento no se ha
encontrado una expresio´n anal´ıtica para el estimador m.i.r.e., se ha evaluado
nume´ricamente. Los resultados obtenidos se encuentran en la seccio´n 1.3 de
este cap´ıtulo.
1.1 Estimadores equivariantes
Consideremos el modelo normal univariante PΘ = {N(µ, σ2) : (µ, σ2) ∈ Θ}
donde Θ, el espacio de para´metros, es la variedad 2–dimensional R × R+ y
N(µ, σ2) denota la distribucio´n normal con media µ y varianza σ2.
Observemos que esta familia de distribuciones PΘ es invariante bajo la accio´n
del grupo af´ın G = { ga,b |(a, b) ∈ R2, a 6= 0}, donde la accio´n viene definida
por:
ga,b(x) = ax+ b, x ∈ R
As´ı, tal y como hemos comentado en la introduccio´n de este cap´ıtulo, para en-
contrar el estimador de mı´nimo riesgo Riemanniano vamos a restringir nues-
tra atencio´n a la clase de los estimadores equivariantes de los para´metros. Por
otra parte, dada una muestra de taman˜o n y sin pe´rdida de generalidad, pode-
mos buscar el estimador intr´ınsecamente o´ptimo entre todos los estimadores
que sean funcio´n del estad´ıstico suficiente minimal (Xn, S
2
n) donde Xn y S
2
n
1
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son la media y la varianza basadas en n observaciones independientes. Una
justificacio´n detallada al respecto de estos temas debe ser consultada en Giri
[20], Wijsman [39] o en Muirhead [30] entre otros.
En este punto podemos plantearnos la siguiente cuestio´n. Estamos abor-
dando la demostracio´n de la existencia y unicidad del estimador m.i.r.e. re-
duciendo primero el problema por invariancia y una vez aqu´ı imponiendo que
el estimador buscado sea funcio´n del estad´ıstico suficiente. Si hubie´ramos al-
terado el orden entre invariancia y suficiencia, ¿el resultado final hubiera sido
el mismo?. En general no, pero debido a que los elementos de PΘ pueden ser
factorizados de manera conveniente, los resultados de Hall, Wijsman y Gosh
[21] son va´lidos en nuestro contexto y, por tanto, la reduccio´n del problema
primero por suficiencia y luego por invariancia es equivalente a exigir primero
invariancia y a continuacio´n realizar la reduccio´n por suficiencia.
Con estas ideas en mente, observemos que el grupo af´ın induce de manera
natural una accio´n en el espacio muestral del estad´ıstico suficiente minimal
dada por ga,b(x, s
2) = (a x + b, a2 s2), (x, s2) ∈ R × R+. Cabe destacar
adema´s que esta accio´n coincide con la del grupo inducido sobre el espacio
de para´metros y ambas sera´n denotadas como ga,b.
Podemos ahora caracterizar los estimadores equivariantes que sean funcio´n
de (Xn, S
2
n) segu´n la siguiente proposicio´n.
Proposicio´n 1.1.1. Con las notaciones anteriores, sea U : R × R+ → Θ,
un estimador equivariante de (µ, σ2), esto es, un estimador tal que:
U(ga,b(x, s
2)) = ga,bU(x, s
2)
Entonces, U ∈ {Uλ, λ > 0} donde:
Uλ(x, s
2) = (x, λs2), λ > 0. (1.1)
Demostracio´n. Escribamos U = (U1, U2). La condicio´n de equivariancia
para U implica que:
U1(ax+ b, a
2s2) = a U1(x, s
2) + b, U2(ax+ b, a
2s2) = a2 U2(x, s
2)
donde estas igualdades se verifican para todo x ∈ R y s2 > 0. Tomando
(x, s2) igual a (0, 1) obtenemos:
U1(b, a
2) = a U1(0, 1) + b, U2(b, a
2) = a2 U2(0, 1)
Por otra parte, observemos que:
U1(b, a
2) = a U1(0, 1) + b y U1(b, (−a)2) = −a U1(0, 1) + b
As´ı, U1(0, 1) debe ser 0. Si ahora recopilamos toda la informacio´n, obtenemos
que U1(x, s
2) = x y U2(x, s
2) = λs2 tal y como quer´ıamos ver.

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1.2 Estimador m.i.r.e.
En esta seccio´n probaremos que para el modelo normal univariante y bajo la
accio´n del grupo af´ın existe, y adema´s es u´nico, un estimador equivariante
de mı´nimo riesgo. Para el riesgo utilizaremos como funcio´n de pe´rdida la
distancia Riemanniana al cuadrado.
La matriz de informacio´n de Fisher de una familia regular de distribuciones de
probabilidad induce una estructura Riemanniana en el espacio de para´metros,
ver Rao [34]. La distancia correspondiente, tambie´n conocida como la dis-
tancia de Rao, puede entenderse como una generalizacio´n de la distancia de
Mahalanobis y su cuadrado utilizarse como funcio´n de pe´rdida natural. Ma´s
detalles sobre este tema deben ser consultados en Oller y Corcuera [31].
La proposicio´n 1.1.1 prueba que los estimadores equivariantes para el mo-
delo normal univariante vienen dados por (1.1), una familia que contiene
el estimador ma´ximo veros´ımil. Gracias a este resultado, podemos pasar
ahora a seleccionar el mejor estimador equivariante en el contexto del ana´lisis
intr´ınseco, esto es el estimador que minimice el riesgo tomando como funcio´n
de pe´rdida la distancia de Rao al cuadrado.
La distancia de Rao ρ entre los puntos (µ1, σ
2
1), (µ2, σ
2
2) ∈ Θ viene dada por:
ρ((µ1, σ
2
1), (µ2, σ
2
2)) =
√
2 log
1 + δ(1, 2)
1− δ(1, 2)
donde:
δ(1, 2) =
((µ1 − µ2)2 + 2 (σ1 − σ2)2
(µ1 − µ2)2 + 2 (σ1 + σ2)2
)1/2
Observemos que δ queda inalterada por transformaciones afines del modelo
normal univariante. Esta propiedad implica que ρ2 define una pe´rdida invari-
ante bajo la accio´n de G. Adema´s, como G actu´a transitivamente en Θ, el
riesgo de cualquier estimador equivariante es constante sobre todo el espacio
de para´metros Θ. De esta manera, es suficiente minimizar el riesgo en un
punto de Θ, por ejemplo en (0, 1) ∈ Θ.
Sin embargo, antes de continuar debemos verificar que el riesgo Riemannia-
no del estimador Uλ tiene sentido para todo λ > 0. Denotemos la esperanza
respecto a la distribucio´n normal N(µ, σ2) por E(µ,σ2) y sea E ≡ E(0,1).
Proposicio´n 1.2.1. Si n ≥ 3:
E(µ,σ2) (ρ
2((x, λs2), (µ, σ2))) = E (ρ2((x, λs2), (0, 1))) <∞ , ∀λ > 0
para cualquier (µ, σ2) ∈ Θ.
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Demostracio´n. Recordemos que el grupo G actu´a transitivamente en Θ.
Adema´s Uλ es equivariante y ρ
2 es invariante bajo la accio´n de G. De esta
manera, el riesgo Riemanniano debe ser constante y basta probar, tal y como
se ha comentado anteriormente, que es finito en (0, 1) ∈ Θ.
Para el modelo normal univariante, una distancia de Mahalanobis generali-
zada, ver Burbea y Oller [10], viene dada por:
dMG((µ1, σ
2
1), (µ2, σ
2
2)) =
| µ1 − µ2 |
(σ1 σ2)
1
2
y verifica:
ρ2((x, λs2), (0, 1)) ≤ d2MG((x, λs2), (0, 1)) + 2
(
√
λs2 − 1)2√
λs2
. (1.2)
Si ahora evaluamos la esperanza, debido a (1.2) y para n ≥ 3, obtenemos
que:
E (ρ2((x, λs2), (0, 1))) < +∞, ∀λ > 0
con lo que la proposicio´n queda demostrada.

El resultado anterior nos permite introducir:
Φn(λ) = E (ρ
2((Xn, λS
2
n), (0, 1))) , λ > 0, (1.3)
esto es el riesgo Riemanniano de Uλ. Vamos a demostrar que existe un u´nico
elemento λn para el que se alcanza el mı´nimo de la aplicacio´n Φn.
Para obtener la existencia de λn necesitamos utilizar el siguiente resultado de
Geometr´ıa Diferencial que puede ser consultado en Chavel [12], pp. 336–338,
entre otros.
Teorema 1.2.2. Sea N un conjunto convexo en una variedad Riemanniana
geode´sicamente completa M. Si la curvatura seccional en cada punto de N
es a lo sumo 0 o una constante K > 0 tal que diam(N ) < pi
2
√K , entonces el
cuadrado de la distancia Riemanniana es una funcio´n estrictamente convexa.
Detalles adicionales respecto a conjuntos convexos y a funciones sobre varie-
dades pueden ser consultados Karcher [24] y Kobayashi y Nomizu [25].
En el modelo normal univariante la curvatura Riemanniana (Gaussiana) es
constante e igual a −1
2
. Estamos, por lo tanto, en las hipo´tesis del teorema
1.2.2 y podemos afirmar que si t 7→ c(t) es una geode´sica, la funcio´n real
t 7→ ρ2(c(t), θ) es estrictamente convexa, donde θ ∈ Θ es arbitrario.
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Por otra parte, observemos que mo´dulo reparametrizaciones la curva γ(λ) =
(x, λs2) es una geode´sica en Θ. En efecto: sea τ =
√
2
2
log λ el para´metro arco.
Entonces, la curva γ˜(τ) = γ(e
√
2τ ) = (x, e
√
2τs2) cumple las ecuaciones de
las geode´sicas de la me´trica informativa para el modelo normal univariante,
ver Atkinson y Mitchell [5] o Burbea y Rao [11], y su grafo coincide con el
de γ(λ). De esta manera, a la curva τ 7→ γ˜(τ) s´ı que podemos aplicarle el
teorema anterior y afirmar la aplicacio´n τ 7→ ρ2(γ˜(τ), (0, 1)) es estrictamente
convexa.
Sea Fn(τ) ≡ Φn(e
√
2τ ) el riesgo Riemanniano en λ = e
√
2τ . Como la convexi-
dad estricta de un proceso estoca´stico es heredada por la media del proceso,
podemos asegurar que la aplicacio´n τ 7→ Fn(τ) es tambie´n estrictamente con-
vexa. Por otra parte, y gracias al Lema de Fatou, Fn(τ) → +∞ si τ → 0 o
τ →∞. Esto implica, junto con la convexidad estricta de Fn, que existe un
u´nico elemento τn en el que la funcio´n Fn alcanza su valor mı´nimo.
Finalmente, como la aplicacio´n τ 7→ e
√
2τ es una funcio´n creciente, tambie´n
debe existir un u´nico λn tal que Φn(λn) = minλ>0Φn(λ). Queda as´ı de-
mostrada la existencia y unicidad, que hab´ıamos anunciado, del estimador
m.i.r.e. para la familia normal univariante bajo la accio´n del grupo af´ın.
1.3 Evaluacio´n nume´rica
Debido a que no ha sido posible encontrar una expresio´n anal´ıtica para λn, se
ha optado por realizar una evaluacio´n nume´rica del mismo. E´sta se ha resuel-
to utilizando me´todos de Monte Carlo y por medio de un programa escrito
en lenguaje Fortran, el cual para diferentes valores del taman˜o muestral, n,
evalu´a nume´ricamente λn.
El valor λn se ha obtenido evaluando la ra´ız de Φ
′
n por el me´todo de la
Regula–Falsi y con una tolerancia igual a 10−8. Para ello, en primer lugar,
se ha tenido que aproximar nume´ricamente el riesgo Riemanniano:
Φn(λ) = E (ρ
2((Xn, λS
2
n), (0, 1)))
Esto se ha conseguido mediante la simulacio´n de una distribucio´n N(0, 1
n
) y
de una χ2n−1 independientes. Entonces, como este riesgo es una esperanza, la
doble integral puede ser aproximada v´ıa Ley Fuerte de los Grandes Nu´meros,
la cual garantiza que la evaluacio´n emp´ırica converge casi seguramente al
valor real, cuando n aumenta.
Los resultados nume´ricos obtenidos por este proceso junto a una aproxi-
macio´n sencilla de λn, que denotaremos λ
∗
n ≡ 1 + 4/n, se encuentran en la
6 CAPI´TULO 1. FAMILIA NORMAL UNIVARIANTE
tabla 1.1. Las evaluaciones nume´ricas de Φn(λn), Φn(1) y de Φn(λ
∗
n) tam-
bie´n se muestran en la tabla 1.1. Si representamos conjuntamente λn y su
aproximacio´n λ∗n obtenemos:
Para´metro o´ptimo
10 20 30 40 50 60 70 80 90 100
1
2
Evaluacio´n de la aproximacio´n nume´rica de λn
Aproximacio´n sugerida para λn
Figura 1.1: Representacio´n gra´fica de la evaluacio´n nume´rica y de la aproximacio´n
sugerida de λn, λ∗n = 1 +
4
n .
Observemos que el comportamiento de Uλ∗n , en te´rminos del Riesgo Rie-
manniano, es similar al de Uλn , el estimador equivariante de mı´nimo Riesgo
Intr´ınseco Riemanniano (m.i.r.e.). Ma´s au´n, para taman˜os muestrales peque-
n˜os, n < 10, la reduccio´n del riesgo, respecto al estimador ma´ximo veros´ımil
(m.l.e.) se encuentra entre el 10 y el 25%, siendo claramente preferible el
estimador m.i.r.e. o su aproximacio´n. Para taman˜os muestrales grandes,
esto es n > 30, la reduccio´n del riesgo es menor que 5%, y por tanto el m.l.e.
puede ser usado en lugar del m.i.r.e. por simplicidad. Los detalles pueden
consultarse en la tabla 1.1 y en la figura 1.2.
Otro aspecto es el sesgo intr´ınseco del estimador obtenido. De hecho, co-
nexiones entre mı´nimo riesgo, sesgo e invariancia han sido establecidas, ver
Lehmann [27]. Sin embargo, como en nuestra situacio´n la accio´n del grupo no
es conmutativa, no podemos asegurar que el estimador m.i.r.e. sea insesgado
y por tanto debemos realizar una ana´lisis independiente.
Consideremos θ ∈ Θ y λ > 0 y sea Bn(λ, θ) = Eθ(exp−1θ (Xn, λS2n)), el tensor
de sesgo de (Xn, λS
2
n) donde expθ es la aplicacio´n exponencial correspondiente
a la conexio´n de Levi–Civita evaluada en θ ∈ Θ. Recordemos que la definicio´n
de sesgo generalizado puede ser consultada en Lehmann [27] y cuestiones
correspondientes al ana´lisis intr´ınseco en Oller y Corcuera [31].
Siguiendo las ideas desarrolladas en la seccio´n 1.2 para el riesgo intr´ınseco
Riemanniano, se demuestra que ‖Bn(λ, θ)‖2 (donde la norma se evalu´a en
θ) tambie´n es invariante bajo transformaciones afines. Adema´s, como la
accio´n del grupo es transitiva ‖Bn(λ, θ)‖2 debe ser constante sobre el espacio
de para´metros. Denotaremos ‖Bn(λ, (0, 1))‖2 como ‖Bn(λ)‖2. La tabla 1.2
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muestra los resultados nume´ricos para ‖Bn(λn)‖2, ‖Bn(1)‖2 y ‖Bn(λ∗n)‖2.
Observemos que la reduccio´n del sesgo respecto al estimador m.l., en te´rminos
de la norma al cuadrado del sesgo, se encuentra entre el 20 y el 5% para
taman˜os muestrales pequen˜os, n < 10, siendo preferible el estimador m.i.r.e..
Para taman˜os muestrales grandes, n > 20, la reduccio´n de la norma al cuadra-
do del sesgo es menor que el 5%. As´ı vemos que el comportamiento de Uλ∗n ,
en te´rminos del sesgo intr´ınseco, no es tan bueno como en te´rminos del riesgo
intr´ınseco como puede observarse en la tabla 1.2 o bien en la representacio´n
gra´fica 1.3.
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Tabla 1.1: Resultados nume´ricos para λn, λ
∗
n, Φn(λn), Φn(1) y Φn(λ
∗
n).
n 4 5 6 7 8 9 10 20
λn 2.158 1.796 1.605 1.487 1.408 1.351 1.308 1.138
λ∗n 2.000 1.800 1.667 1.571 1.500 1.444 1.400 1.200
Φn(λn) 0.719 0.522 0.411 0.339 0.289 0.252 0.223 0.105
Φn(1) 1.025 0.698 0.526 0.420 0.349 0.298 0.260 0.114
Φn(λ
∗
n) 0.722 0.522 0.411 0.341 0.291 0.254 0.226 0.106
n 30 40 50 60 70 80 90 100
λn 1.089 1.065 1.052 1.042 1.036 1.032 1.028 1.025
λ∗n 1.133 1.100 1.080 1.066 1.057 1.050 1.044 1.040
Φn(λn) 0.069 0.051 0.040 0.033 0.028 0.025 0.022 0.020
Φn(1) 0.072 0.053 0.042 0.034 0.029 0.025 0.022 0.020
Φn(λ
∗
n) 0.069 0.051 0.041 0.034 0.029 0.025 0.022 0.020
Tabla 1.2: Resultados nume´ricos para ‖Bn(λn)‖2, ‖Bn(1)‖2 y ‖Bn(λ∗n)‖2.
n 4 5 6 7 8 9 10 20
‖Bn(λn)‖2 0.438 0.309 0.238 0.194 0.163 0.140 0.123 0.055
‖Bn(1)‖2 0.518 0.354 0.267 0.213 0.177 0.151 0.131 0.057
‖Bn(λ∗n)‖2 0.422 0.310 0.245 0.202 0.172 0.149 0.132 0.059
n 30 40 50 60 70 80 90 100
‖Bn(λn)‖2 0.035 0.026 0.020 0.017 0.014 0.012 0.011 0.010
‖Bn(1)‖2 0.036 0.027 0.021 0.017 0.014 0.012 0.011 0.010
‖Bn(λ∗n)‖2 0.037 0.027 0.021 0.017 0.015 0.013 0.011 0.010
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Ganancia en te´rminos de riesgo intr´ınseco
10 20 30 40 50 60 70 80 90 100
5
10
15
20
25
30
Estimador m.i.r.e. versus estimador m.l.
Aproximacio´n sugerida versus estimador m.l.
Figura 1.2: Representacio´n conjunta de la ganancia, en te´rminos de riesgo intr´ın-
seco, al usar el estimador equivariante de mı´nimo riesgo intr´ınseco y su aproxima-
cio´n sugerida en lugar del estimador ma´ximo veros´ımil.
Ganancia en te´rminos de sesgo intr´ınseco.
0 10 20 30 40 50 60 70 80 90 100
-5
0
5
10
15
20
Estimador m.i.r.e. versus estimador m.l.
Aproximacio´n sugerida versus estimador m.l.
Figura 1.3: Representacio´n conjunta de la ganancia, en te´rminos de sesgo intr´ınse-
co, al usar el estimador equivariante de mı´nimo riesgo intr´ınseco y su aproximacio´n
sugerida en lugar del estimador ma´ximo–veros´ımil.
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1.4 Familia N(0, σ2)
Como punto final a este cap´ıtulo, consideremos la familia de distribuciones
de probabilidad:
QΘ = {N(0, σ2), σ2 ∈ Θ}
donde ahora Θ, el espacio de para´metros, es la variedad 1–dimensional R+.
El grupo multiplicativo real:
ga(x) = a x, x ∈ R, a ∈ R
actu´a sobre QΘ pues transforma una variable aleatoria X, con ley N(0, σ2),
en la variable gaX, que sigue una distribucio´n N(0, a
2σ2). Denotemos como
G el grupo de transformaciones {ga| a ∈ R}.
As´ı, estamos en una situacio´n similar a la de la familia PΘ de los apartados
anteriores (aqu´ı Θ indica R×R+) pues disponemos de una familia, QΘ, que es
invariante bajo la accio´n de un grupo. Nuestro objetivo es reproducir, en la
medida de lo posible, los razonamientos de las secciones 1.1 y 1.2 pero para la
familia que ahora nos ocupa: queremos encontrar un estimador equivariante
y de mı´nimo riesgo Riemanniano para σ2.
Nuevamente reduciremos el problema por suficiencia. Es posible verificar
que las condiciones de factorizacio´n gracias a las que la reduccio´n del pro-
blema por suficiencia y luego por invariancia es equivalente a la reduccio´n
por invariancia y ma´s tarde por suficiencia (ver Hall, Wijsman y Ghosh [21])
tambie´n se dan en la familia QΘ. Por lo tanto, de igual manera a como
procedimos en la seccio´n 1.1, podemos pasar a seleccionar los estimadores
equivariantes como funcio´n de S2n, donde S
2
n indica la varianza basada en n
observaciones independientes.
Antes de continuar, observemos que el grupo multiplicativo real induce en el
espacio del estad´ıstico suficiente minimal S2n una accio´n que viene dada por
ga s
2 = a2s2, s2 ∈ R+. Esta accio´n coincide con la existente en el espacio de
para´metros y denotaremos ambas como ga.
El siguiente resultado caracteriza los estimadores equivariantes para σ2 bajo
la accio´n de G.
Proposicio´n 1.4.1. Con las notaciones precedentes, sea U : R+ → Θ un
estimador equivariante de σ2 bajo la accio´n del grupo multiplicativo real, esto
es, un estimador tal que:
U(gas
2) = gaU(s
2)
Entonces, U ∈ {Uλ, λ > 0} donde:
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Uλ(s
2) = λ s2, λ > 0
Demostracio´n. Por ser U equivariante bajo la accio´n de G, se debe verificar:
U(a2s2) = a2 U(s2), a2 ∈ R+, s2 ∈ R+
Pero la igualdad anterior debe ser cierta para cualquier s2 > 0. Tomando
s2 = 1, obtenemos:
U(a2) = a2 U(1), a ∈ R+
Observemos que U(1) > 0 pues U : R+ → Θ. As´ı, si denotamos U(1) como
λ, la proposicio´n queda demostrada.

El resultado anterior prueba que cada elemento de la familia de estimadores
para σ2:
{λS2n, λ > 0}
es equivariante bajo la accio´n de G. Nuestro objetivo es seleccionar un valor
de λ o´ptimo, en el sentido que minimice el riesgo tomando como funcio´n de
pe´rdida la distancia Riemanniana al cuadrado.
Vamos a verificar, en primer lugar, que nuestro criterio de seleccio´n de λ
tiene sentido. Sabemos (ver Burbea [9]) que la distancia de Rao al cuadrado,
que denotaremos ρ2, entre dos elementos N(0, σ21), N(0, σ
2
2) de la familia QΘ
viene dada por:
ρ2(σ21, σ
2
2) = 2 log
2(
σ1
σ2
)
Tal y como observamos en la seccio´n (1.2) de este cap´ıtulo, basta verificar que
en un punto del espacio de para´metros, por ejemplo en σ2 = 1, la esperanza
de la distancia de Rao al cuadrado entre λS2n y σ
2 es finita. Denotemos por
Eσ2 la esperanza respecto a la distribucio´n N(0, σ
2) y sea E ≡ E1. Se verifica
que:
E
(
ρ2(λS2n, 1)
)
= E
(
2 log2(
λ S2n
1
)) = 2 E
(
log2(
2λ
n
χ2n−1
2
)
)
=
= 2
(
log2(
2λ
n
) + 2 log(
2λ
n
)E
(
log(
χ2n−1
2
)
)
+ E
(
log2(
χ2n−1
2
)
))
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Sea k ≥ 1. Estudiemos a parte:
E ( logk(
χ2n−1
2
)) =
∫ ∞
0
logk(
v
2
)
2−
n−1
2
Γ(n−1
2
)
v
n−1
2
−1e−
1
2
vdv =
=
1
Γ(n−1
2
)
∫ ∞
0
logk(t)t
n−1
2
−1e−tdt =
Γk)(n−1
2
)
Γ(n−1
2
)
donde Γ es la funcio´n Gamma de Euler. De esta manera:
E
(
ρ2(λ S2n, 1)
)
= 2
(
log2(
2λ
n
) + 2 log(
2λ
n
)
Γ′(n−1
2
)
Γ(n−1
2
)
+
Γ2)(n−1
2
)
Γ(n−1
2
)
)
Es posible verificar que en nuestro caso se dan las condiciones para poder
derivar bajo el signo integral. As´ı:
d
dλ
E
(
ρ2(λ S2n, 1)
)
=
4
λ
(
log(
2λ
n
) + Ψ(
n− 1
2
)
)
siendo Ψ la funcio´n Digamma. Si recordamos que λ > 0 e igualamos a cero
obtenemos que el valor cr´ıtico, λn, buscado es:
λn =
n
2
e−Ψ(
n−1
2
) (1.4)
Para estudiar el comportamiento de λn, al aumentar n, recurriremos a una
fo´rmula asinto´tica para la funcio´n Digamma que puede encontrarse en la
seccio´n 6.4.11 de Abramovitz, [1]:
Ψ(
n− 1
2
) ∼ − log(n− 1
2
) +
1
n− 1 +
∞∑
k=1
B2k 2
k
2k (n− 1)k
donde Bn son los nu´meros de Bernouilli. Observemos que esta expresio´n
prueba que limn→∞ λn = 1. La evaluacio´n nume´rica de λn a partir de la
expresio´n (1.4) as´ı lo confirma.
Con este ejemplo finalizamos el primer cap´ıtulo de este trabajo, que se ha
dedicado a estudiar algunas aplicaciones pra´cticas de la invariancia. Sin em-
bargo, antes debemos realizar una observacio´n. Se podr´ıa pensar en un tercer
ejemplo enmarcado en este a´mbito y que ser´ıa el de la familia N(µ, 1) bajo la
accio´n del grupo aditivo real. En este caso, el u´nico estimador equivariante
funcio´n del estad´ıstico minimal Xn (donde recordemos que Xn es la media
basada en n observaciones independientes) es el propio Xn. No tendr´ıa sen-
tido realizar un estudio similar a los que hemos presentado pues no existe el
problema de seleccionar un estimador o´ptimo entre los de una clase o familia.
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Tabla 1.3: Resultados nume´ricos para λn.
n 1 2 3 4 5 6 7 8 9 10
λn 3.562 1.781 1.446 1.310 1.237 1.192 1.161 1.139 1.122 1.110
n 20 30 40 50 60 70 80 90 100
λn 1.052 1.034 1.025 1.020 1.017 1.014 1.013 1.011 1.010
En este cap´ıtulo hemos estudiado con detalle la importancia de la propiedad
de invariancia en la eleccio´n de una regla de decisio´n para un problema es-
timacio´n puntual. El hecho de que la familia sea invariante ha simplificado
considerablemente esta seleccio´n tal y como hemos podido verificar en la
seccio´n 1.1 y en esta u´ltima. Ma´s detalles al respecto tambie´n pueden ser
consultados en Garc´ıa y Oller [18].
En los siguientes cap´ıtulos pretendemos ocuparnos de modelos parame´tricos y
de familias de transformaciones para las que casi, te´rmino que sera´ concretado
ma´s adelante, se tenga una situacio´n de invariancia e incorporar, cuando
sea necesario, esta propiedad en los diferentes procedimientos de Inferencia
Estad´ıstica.

Cap´ıtulo 2
Existencia de proyeccio´n local
Este cap´ıtulo esta´ dividido en tres partes. En la primera se introduce el
concepto de proyeccio´n local respecto a lo que definiremos como una discre-
pancia. En la segunda se prueba que, bajo ciertas condiciones, elementos
de una variedad ∆ pueden ser proyectados localmente, y de manera u´nica,
sobre una subvariedad de ∆. Tal y como veremos en el siguiente cap´ıtulo,
este resultado permitira´ definir una familia de transformaciones en el espacio
de para´metros que desempen˜ara´ un papel similar al del grupo inducido en
la situacio´n de invariancia cla´sica. La tercera seccio´n de este cap´ıtulo esta´
dedicada a analizar el problema de la proyeccio´n en dos ejemplos destacados.
2.1 Discrepancia. Proyeccio´n
Sea ∆ una variedad de clase C∞. Es un resultado conocido, que recordare-
mos en el ape´ndice correspondiente a Geometr´ıa Diferencial, que el producto
cartesiano de variedades tambie´n tiene estructura de variedad. De esta man-
era, podremos considerar aplicaciones de esta variedad en cualquier otra a
las que adema´s tendra´ sentido exigirles tanta suavidad como la situacio´n
requiera. De momento sea δ una aplicacio´n:
δ : ∆×∆ −→ [0,+∞)
(p, θ) 7−→ δ(p, θ)
tal que δ(p, θ) = 0⇔ p = θ.
Definicio´n 2.1.1. Diremos que δ es una discrepancia en ∆×∆.
Una discrepancia debe entenderse como una medida de no–proximidad en-
tre los elementos de ∆. Para nuestros ulteriores propo´sitos ∆ va a ser una
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variedad C∞ en la que sus puntos son etiquetas de una familia parame´trica
de distribuciones de probabilidad. Teniendo en cuenta este contexto, es in-
teresante observar que la aplicacio´n δ no tiene porque ser una distancia entre
probabilidades o una f–divergencia aunque e´stos ser´ıan dos ejemplos t´ıpicos
de discrepancias.
Sea ahora p0 ∈ ∆ y Θ ⊂ ∆ una subvariedad de ∆. Introducimos:
δ(p0,Θ) := inf
θ∈Θ
δ(p0, θ)
Estamos interesados en analizar si existen, y bajo que´ condiciones, elementos
de la subvariedad para los que se alcance este ı´nfimo.
Definicio´n 2.1.2. Diremos que θ0 es una proyeccio´n segu´n δ de p0 en Θ si
y so´lo si θ0 ∈ Θ y δ(p0,Θ) = δ(p0, θ0).
Por simplicidad de notacio´n, nos referiremos a los puntos proyeccio´n segu´n
una discrepancia como puntos proyeccio´n, si la medida de discrepancia queda
clara por el contexto.
Observemos, finalmente, que la restriccio´n de δ a ∆ × Θ induce de forma
natural una medida de discrepancia en este conjunto. Este va a ser nuestro
a´mbito de trabajo, pues no estaremos interesados en discrepancias entre pares
(p, q) ∈ ∆ × ∆ sino entre pares (p, θ) ∈ ∆ × Θ tal y como veremos en la
siguiente seccio´n.
2.2 Proyeccio´n local segu´n una discrepancia
En primer lugar, recordemos el teorema de la proyeccio´n cla´sico en espacios
unitarios cuya demostracio´n se puede encontrar en Rudin [36] o en Balkrish-
nan [6] entre muchos otros.
Teorema 2.2.1. Sea (E, ( · , · )E) espacio unitario.
1. Sea C un subconjunto convexo completo de E. Entonces, ∀x ∈ E,
∃! y ∈ C aproximacio´n o´ptima (segu´n la distancia definida a trave´s de
( · , · )E) de x sobre C.
2. Sea F un subespacio vectorial completo de E. Entonces, E = F ⊕ F⊥
Nuestro objetivo es reproducir, en la medida de lo posible, el primer apartado
del teorema anterior. Es de suponer que no podremos obtener un resultado
similar pues las hipo´tesis que exigimos son bastante ma´s de´biles.
La existencia de proyeccio´n local sobre una subvariedad Θ de una variedad
∆ de clase C∞ no es un resultado tan directo como pueda pensarse a priori.
Recordemos que Θ ⊂ ∆ es una subvariedad de ∆ si y so´lo si:
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1. Θ es un subespacio topolo´gico de ∆.
2. La inclusio´n i : Θ ↪→ ∆ es de clase C∞ y la aplicacio´n diferencial (i∗)p
es 1− 1.
Adema´s, suponiendo que la proyeccio´n exista, no tiene porque´ ser, en general,
u´nica tal y como se muestra en los siguientes ejemplos.
Ejemplo 2.2.1. Sea ∆ el espacio eucl´ıdeo 2–dimensional, R2. Consideremos
la subvariedad de ∆ dada por S1 y tomemos como discrepancia la distancia
Eucl´ıdea al cuadrado. Para cualquier punto del plano eucl´ıdeo, la proyeccio´n
sobre S1 existe y es u´nica salvo para el centro de la circunferencia que, tal y
como se muestra en la figura, admite infinitas proyecciones.
Figura 2.1: Representacio´n gra´fica que ilustra la no unicidad de la proyeccio´n
para el centro de la circunferencia.
En el siguiente ejemplo veremos que podemos tener ma´s de un punto prob-
lema´tico a la hora de proyectar.
Ejemplo 2.2.2. Consideremos, de nuevo en R2, la subvariedad dada por la
para´bola Θ y representada en la figura 2.2 dada por (x, x2), x ∈ R. Tomemos
como discrepancia la distancia Eucl´ıdea al cuadrado. En el eje de simetr´ıa de
la para´bola podemos encontrar puntos conflictivos pues su proyeccio´n sobre
e´sta no es u´nica. Sin embargo, observemos que a medida que nos acerquemos
a la subvariedad, y au´n estando sobre el eje de simetr´ıa, podremos proyectar
localmente y de forma u´nica sobre Θ.
Por otra parte, observemos que con la definicio´n de subvariedad adoptada
(ver O’Neil [32] o Lang [26] para ma´s detalles al respecto) se excluyen sub-
conjuntos de R2 como el que mostramos en el siguiente ejemplo.
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Θ
Figura 2.2: Muchos puntos en el eje de simetr´ıa no admiten proyeccio´n u´nica
sobre la para´bola.
Ejemplo 2.2.3. Continuando con R2, consideremos el subespacio topolo´gico
Θ y tomemos una vez ma´s como discrepancia la distancia Eucl´ıdea al cua-
drado. En la representacio´n gra´fica de la figura 2.3 obtenemos nuevamente
dificultades en el eje de simetr´ıa de la figura a la hora de proyectar que, en
este caso, no conseguir´ıamos solucionar ni acerca´ndonos a Θ.
Θθ
Figura 2.3: Ningu´n punto del eje de simetr´ıa de la figura puede ser proyectado
sobre Θ.
Los ejemplos anteriores, en particular el ejemplo 2.2.2, parecen indicar que
la suavidad de la subvariedad en un entorno de un punto θ ∈ Θ es un
factor crucial a la hora de proyectar de manera u´nica puntos suficientemente
pro´ximos a Θ. En el ejemplo 2.2.3 la necesidad de la suavidad, queda de
manifiesto: esta condicio´n implicar´ıa que pudie´ramos aproximar localmente
Θ por planos tangentes a la subvariedad y que por tanto la situacio´n se
transforme en aproximadamente Eucl´ıdea. Claramente en el ve´rtice θ ∈ Θ
del ejemplo 2.2.3 no lo podemos hacer.
Pasamos ahora a enunciar el resultado principal de esta seccio´n y para el que
el Teorema de la Funcio´n Impl´ıcita en espacios de Banach, no necesariamente
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de dimensio´n finita, va a ser una herramienta clave. Este teorema puede
encontrase en cualquier texto ba´sico de Ana´lisis Funcional aunque en Lang
[26] tambie´n se encuentra demostrado.
Teorema 2.2.2. Sea ∆ una E–variedad de clase C∞ y Θ ⊂ ∆ una subva-
riedad de ∆, modelada en un espacio de Banach F .
Sea δ una medida de discrepancia en ∆ de clase Cr (r ≥ 2) y p0 ∈ ∆
cumpliendo:
i. ∃! θ0 ∈ Θ tal que δ(p0,Θ) = δ(p0, θ0).
ii. Hessδ(p0, · ),θ0 es definido positivo.
Entonces, existen U0 entorno abierto de p0 en ∆, V0 entorno de θ0 en Θ y
una aplicacio´n Υ : U0 −→ V0 un´ıvocamente determinada y tambie´n de clase
Cr de manera que:
∀p ∈ U0 : δ(p,Υ(p)) = δ(p,Θ)
Demostracio´n. Sea (U, φ) una carta en p0 y (V, ψ) una carta en θ0. Tal y
como puede encontrarse en el Ape´ndice correspondiente a Geometr´ıa Difer-
encial de este trabajo o con ma´s detalle en Lang [26], ∀θ ∈ V el espacio
tangente Tθ(Θ) y F esta´n en biyeccio´n por medio de la aplicacio´n:
Jθ : F −→ Tθ(Θ)
v 7−→ (V, ψ, v)
con el convenio de notar la clase de equivalencia [(V, ψ, v)] a trave´s de su
representante (V, ψ, v). Esta biyeccio´n dota a Tθ(Θ) de estructura de espacio
vectorial topolo´gico, demostra´ndose que e´sta es independiente de la carta
(V, ψ) seleccionada.
Sea L(F,R) el dual topolo´gico de F y consideremos la aplicacio´n:
g : φ(U)× ψ(V ) −→ L(F,R)
(a, b) 7−→ g(φ−1(a), ψ−1(b))
donde ∀ (p, θ) ∈ U × V :
g(p, θ) : F −→ Tθ(Θ) −→ R
v 7−→ Jθ(v) 7−→ Dδ(p, ψ−1( · ))|ψ(θ)(v)
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siendo D la diferencial ordinaria de una aplicacio´n de F en R y recordando
que Jθ(v) = (V, ψ, v). Observemos que, fijados p ∈ U y θ ∈ V , g(p, θ) es
efectivamente un elemento de L(F,R) pues la biyeccio´n entre F y Tθ(Θ) es
lineal por construccio´n.
Sabemos que δ(p0, θ0) = δ(p0,Θ). Entonces, la aplicacio´n δ(p0, · ) tiene un
mı´nimo en θ0 con lo que g(p0, θ0) = 0 y g(φ(p0), ψ(θ0)) = 0.
Vamos a demostrar que, adema´s:
D2 g(φ(p0), ψ(θ0)) : F −→ L(F,R)
es un isomorfismo topolo´gico, donde D2 indica la derivada parcial respecto
al segundo argumento de la aplicacio´n g. De esta manera, podremos utilizar
el Teorema de la Funcio´n Impl´ıcita entre espacios de Banach y a trave´s de
las cartas en p0 y en θ0 obtener resultados en la variedad.
Se verifica que:
D2 g(φ(p0), ψ(θ0)) = D g(p0, ψ
−1( · ))|ψ(θ0)
Por otra parte:
g(p0, · )∗,θ0 : Tθ0(Θ) −→ L(F,R)
cumple que si v = (V, ψ, v) es un elemento de Tθ0(Θ), g(p0, · )∗,θ0(v) es, por
definicio´n de jacobiano, el elemento de L(F,R) dado por:
D g(p0, ψ
−1( · ))|ψ(θ0)(v)
Estamos utilizando en este punto la identificacio´n, por medio de la carta
identidad, de la variedad de Banach L(F,R) modelada sobre ella misma con
el espacio tangente en cualquiera de sus puntos.
As´ı, para demostrar que D2 g(φ(p0), ψ(θ0)) es un isomorfismo topolo´gico,
basta que probemos que g(p0, · ) ∗,θ0 lo es.
Examinemos con ma´s detalle el elemento:
D g(p0, ψ
−1( · ))|ψ(θ0)(v) ∈ L(F,R), v ∈ F
Sea w ∈ F . Entonces:
D g(p0, ψ
−1( · ))|ψ(θ0)(v)(w) = D2 δ(p0, ψ−1( · ))|ψ(θ0)(v, w)
Denotaremos D2 δ(p0, ψ
−1( · ))|ψ(θ0)(v, w), como B(v, w), ∀v, w ∈ F . De esta
manera, y por medio de una carta en θ0, g(p0, · ) ∗,θ0 se identifica con la
aplicacio´n:
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F −→ L(F,R)
w −→ B( · , w)
Recordemos que nuestro objetivo era demostrar que la aplicacio´n anterior es
un isomorfismo topolo´gico. La linealidad esta´ clara pues la diferencial segun-
da es bilineal y por tanto lineal en cada una de sus componentes. Adema´s,
δ es de clase Cr siendo r ≥ 2, con lo que la continuidad tambie´n queda
establecida.
Probemos ahora la inyectividad. Adaptaremos la demostracio´n del teorema
de dualidad de Fisher–Riesz a nuestro caso particular. La demostracio´n de
este teorema puede encontrarse en cualquier texto sobre Ana´lisis Funcional,
como por ejemplo [36]. Sea w ∈ F tal que B( · , w) = 0 ∈ L(F,R). Queremos
ver que w = 0. En efecto:
B( · , w) = 0⇔ ∀v ∈ F : B(v, w) = 0⇔ w = 0
pues B es definida positiva por hipo´tesis.
Finalmente probemos la exhaustividad. Sea α ∈ L(F,R). Queremos ver que
existe w ∈ F tal que α( · ) = B( · , w). Si α = 0, basta tomar w = 0. Por lo
tanto, podemos suponer que α 6= 0.
Introducimos Fα = α
−1({0}). Fα es un subespacio de F ya que Fα = ker(α).
Adema´s es cerrado pues {0} es cerrado de R y α es continua. Esto im-
plica, por ser F completo, que Fα tambie´n es completo. Por otra parte,
B( · , · ) puede entenderse como un producto escalar en F con lo que el par
(F,B( · , · )) es un espacio unitario. Podemos aplicar la segunda parte del
teorema 2.2.1 y escribir:
F = Fα ⊕ F⊥α
siendo F⊥α 6= ∅ ya que α 6= 0 y por tanto Fα ( F . Podremos escoger
entonces u ∈ F⊥α tal que B(u, u) = 1 y observar que ∀v ∈ F , el elemento
α(v) u− α(u) v ∈ Fα. En efecto.
α(α(v) u− α(u) v) = α(v) α(u)− α(u) α(v) = 0
De esta manera:
0 = B(α(v) u− α(u) v, u) = α(v)− α(u) B(v, u)
por ser B(u, u) = 1. As´ı:
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α(v) = α(u) B(v, u) = B(v, α(u) u) ∀v ∈ F
esto es:
α( · ) = B( · , α(u) u)
con lo que la exhaustividad queda demostrada.
Podemos ahora aplicar el teorema de la Funcio´n Impl´ıcita entre espacios de
Banach y concluir que:
∃ U entorno abierto de φ(p0) en E
∃ V entorno de ψ(θ0) en F
∃ Υ : U −→ V , un´ıvocamente determinada y de clase Cr
tales que ∀a ∈ U , g(a,Υ(a)) = 0. Si ahora tomamos:
U0 = φ
−1(U ∩ φ(U))
V0 = ψ
−1(Υ(U ∩ φ(U)) ∩ ψ(V ))
Υ = (ψ−1◦Υ◦φ)|U0
el teorema queda demostrado. En efecto. U0 es un entorno abierto de p0 en
∆ por construccio´n. V0 es un entorno de θ0 en Θ y la aplicacio´n Υ es de clase
Cr pues para las cartas (U0, φ|U0) en p0 y (V0, ψ|V0) en θ0 se cumple que:
ψ|U0◦Υ◦φ
−1
|V0 = Υ|U∩φ(U)
lo es.

Observemos que en el teorema anterior la u´nica estructura que hemos requeri-
do al espacio F es la de Banach. De esta manera, si el espacio sobre el que
modelamos, F , es de Hilbert el resultado continua siendo va´lido trivialmente.
En el enunciado del teorema anterior, el par (p0, θ0) se supone conocido.
Debemos plantearnos si existen tales pares en cada situacio´n concreta. A
continuacio´n veremos que en algunos ejemplos interesantes, como son las
variedades Riemannianas de dimensio´n finita y el espacio de Hilbert de las
funciones de cuadrado integrable, las hipo´tesis del teorema se verifican si nos
acercamos a la subvariedad de manera conveniente y que vamos a detallar
en la siguiente seccio´n.
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2.3 Dos ejemplos destacados
Este trabajo se enmarca en la perspectiva de la Geometr´ıa Diferencial Infor-
mativa, donde los modelos estad´ısticos parame´tricos son representados me-
diante variedades Riemannianas que, en la mayor´ıa de los casos que conside-
raremos, sera´n de dimensio´n finita. Por otra parte, si el modelo esta´ domina-
do por una medida σ–finita de referencia, estas variedades esta´n inmersas de
forma natural en el espacio de Hilbert de las funciones de cuadrado integrable
cuando identificamos las probabilidades con dos veces la ra´ız cuadrada positi-
va de sus densidades. Estas consideraciones nos llevan a estar interesados en
analizar los resultados de la seccio´n anterior para variedades Riemannianas
de dimensio´n finita y para el espacio de Hilbert que hemos mencionado ante-
riormente. En cada uno de estos dos casos, y con las notaciones de la seccio´n
anterior, debemos verificar que las hipo´tesis del teorema 2.2.2 se cumplen,
esto es, que existen pares de puntos (p0, θ0) ∈ ∆×Θ tales que θ0 es el u´nico
elemento de Θ para el que δ(p0,Θ) = δ(p0, θ0) y Hess
δ(p0, · ),θ0 es definido
positivo.
Supongamos, en primer lugar que (∆, ρ) es una variedad Riemanniana y que
Θ ⊂ ∆ es una subvariedad de ∆ de dimensio´n finita, n. Sea ρΘ la distancia
en Θ inducida por ρ.
Notacio´n 2.3.1. Sea θ ∈ Θ y R > 0. Introducimos:
B(θ,R) := {p ∈ ∆| ρ(θ, p) < R}
BΘ(θ, R) := {q ∈ Θ| ρΘ(θ, q) < R}
Para la demostracio´n del teorema 2.3.1 va a ser necesario recordar algunas
nociones de convexidad en una variedad Riemanniana (∆, ρ).
Definicio´n 2.3.1. Diremos que B ⊂ ∆ es convexo si y so´lo si ∀p, q ∈ B
existe una u´nica geode´sica en B uniendo p y q y tal que la longitud de la
geode´sica es ρ(p, q).
Definicio´n 2.3.2. Para cada p ∈ ∆ definimos conv p, el radio de convexidad
de p como:
conv p = sup{R | B(p, r) es convexa ∀ r < R}
Tal y como veremos a continuacio´n, u´nicamente vamos a poder proyectar
sobre la subvariedad si nos acercamos convenientemente a ella. Tomaremos
un punto ϑ ∈ Θ y construiremos expl´ıcitamente entornos de ϑ en ∆ y en Θ de
manera que la proyeccio´n de uno en otro pueda definirse. En la construccio´n
24 CAPI´TULO 2. EXISTENCIA DE PROYECCIO´N LOCAL
de estos entornos veremos que tanto la curvatura de la variedad como el
segundo tensor fundamental van a tener un papel destacado. Ma´s detalles
al respecto de cualquiera de estos temas se pueden consultar en Lang [26] o
bien O’Neill [32] o en el ape´ndice de Geometr´ıa Diferencial que se ha incluido
en este trabajo.
Sea ahora ϑ ∈ Θ. Por ser (∆, ρ) una variedad Riemanniana, el teorema
de Whitehead adaptado al caso Riemanniano y cuya demostracio´n puede
encontrase en la pa´gina 214 de Lang [26], prueba que existe c∗ > 0 tal
que ∀ 0 < r∗ < c∗ se cumple que B(ϑ, r∗) es convexo. Por otra parte,
(Θ, ρΘ) tambie´n es una variedad Riemanniana pues Θ es una subvariedad
Riemanniana de ∆. Nuevamente el teorema de Whitehead implica que existe
c > 0 tal que ∀ 0 < r < c, BΘ(ϑ, r) es un conjunto convexo. Estas dos
afirmaciones implican que, si indicamos:
convΘ ϑ = sup{R | BΘ(ϑ, r) es convexa ∀ r < R}
se cumple que:
conv ϑ > 0
convΘ ϑ > 0
Sean c(ϑ) = min{ conv ϑ, convΘ ϑ }, k supremo de la curvatura Riemanniana
seccional en B(ϑ, c(ϑ)), esto es en {q ∈ ∆| ρ(q, ϑ) ≤ c(ϑ))} y ‖V ‖ la norma
del segundo tensor fundamental en Θ. Escojamos R∗ y R de la siguiente
manera. Sea:
0 < R < min{c(ϑ)
2
,
1
‖V ‖ ,
pi
2
√
k
,
1√
k
arctan(
√
k
‖V ‖)}
Para la eleccio´n de R∗ distinguiremos casos en funcio´n de la curvatura Rie-
manniana seccional. Si k = 0 escogemos 0 < R∗ < conv ϑ tal que:
R∗ <
1
‖V ‖ −R
Si k es una constante positiva tomamos 0 < R∗ < conv ϑ de manera que:
R∗ <
1√
k
min{pi
2
, arctan(
√
k
‖V ‖)} −R
En cualquiera de los dos casos anteriores, impondremos adicionalmente que:
(B(ϑ, 2R∗) ∩Θ) ⊂ BΘ(ϑ,R)
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Teorema 2.3.1. Con las notaciones anteriores, ∀p ∈ B(ϑ,R∗) existe un
u´nico θ ∈ BΘ(ϑ,R) tal que:
ρ2(p, θ) = min
θ′∈Θ
ρ2(p, θ′)
Denotaremos el punto θ como Υ(p), ∀p ∈ B(ϑ,R∗).
Demostracio´n. Sea p ∈ B(ϑ,R∗). Observemos que si p ∈ Θ el teorema es
cierto trivialmente. Supongamos as´ı que p ∈ B(ϑ,R∗) ∩Θc y consideremos:
γ : [0, 1] −→ B(ϑ,R∗)
s 7−→ γ(s)
una geode´sica de ∆ tal que:
(G1) γ(0) = p
(G2) γ(1) ∈ Θ. Denotemos γ(1) = θ.
(G3) γ′(1) ∈ Tθ(Θ)⊥ ⊂ Tθ(∆) donde γ′(1) indica el vector tangente a γ en
s = 1.
Como convenio vamos a suponer que todas las curvas que consideraremos son
segmentos de curva, definicio´n A.4.4 del ape´ndice de Geometr´ıa Diferencial,
y que por tanto los vectores tangentes en los extremos esta´n bien definidos.
Sea ahora:
γ : [0, 1] −→ BΘ(ϑ,R)
t 7−→ γ(t)
una geode´sica de Θ de manera que γ(0) = θ y tal que γ(1) 6= γ(0). Conside-
remos la variacio´n de γ dada por:
cp : [0, 1]× [0, 1] 7−→ B(ϑ,R∗)
(s, t) −→ expp(s exp−1p γ(t))
siendo expp la aplicacio´n exponencial en el punto p correspondiente a la
conexio´n de Levi–Civita, que denotaremos ∇, en ∆. Dispondremos as´ı de
una familia de geode´sicas en ∆ indexadas segu´n t ∈ [0, 1], dadas por:
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cp( · , t) : [0, 1] 7−→ B(ϑ,R∗)
s −→ cp(s, t)
y cumpliendo que cp(0, t) = p, cp(1, t) = γ(t) para todo t ∈ [0, 1]. Deno-
taremos γt(s) ≡ cp(s, t), ∀(s, t) ∈ [0, 1] × [0, 1] y observemos que γ0 = γ. Si
indicamos por l la longitud de una curva, vamos a demostrar que ∀t ∈ (0, 1]:
l2(γt) > l
2(γ) (2.1)
y que (2.1) se verifica independientemente de la geode´sica γ escogida.
De esta manera, habremos conseguido probar que:
ρ2(p, θ) = min
θ′∈BΘ(ϑ,R)
ρ2(p, θ′)
y que tal θ es u´nico en BΘ(ϑ,R). En efecto. Si hubiera otro punto θ
′ ∈
BΘ(ϑ,R) para el que ρ
2(p, θ′) ≤ minθ˜∈BΘ(ϑ,R) ρ2(p, θ˜), podr´ıamos considerar,
pues la bola BΘ(ϑ,R) convexa, una geode´sica de Θ que denotaremos γ de
manera que γ(0) = θ y γ(1) = θ′. Entonces, con las notaciones precedentes
se tendr´ıa que:
l2(γ1) ≤ l2(γ)
condicio´n que contradice (2.1).
En realidad una vez que (2.1) quede demostrada, habremos probado que:
ρ2(p, θ) = min
θ′∈Θ
ρ2(p, θ′)
pues si existiera otro punto θ′ ∈ BΘ(ϑ,R)c ∩Θ para el que:
ρ2(p, θ′) = min
θ˜∈Θ
ρ2(p, θ˜) (2.2)
entonces debe ser:
ρ(p, θ′) ≤ ρ(p, ϑ) < R∗
donde se ha utilizado la definicio´n de mı´nimo y que p ∈ B(ϑ,R∗). Teniendo
en cuenta esta u´ltima desigualdad:
ρ(ϑ, θ′) ≤ ρ(ϑ, p) + ρ(p, θ′) ≤ R∗ +R∗ = 2R∗
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As´ı θ′ ∈ B(ϑ, 2R∗) ∩Θ. Pero por hipo´tesis (B(ϑ, 2R∗) ∩Θ) ⊂ BΘ(ϑ,R). Sin
embargo hemos visto que ∀θ′ ∈ BΘ(ϑ,R):
ρ2(p, θ′) > ρ2(p, θ)
Esto es una contradiccio´n con (2.2). Por lo tanto:
ρ2(p, θ) = min
θ′∈Θ
ρ2(p, θ′)
Queda as´ı por demostrar, con las notaciones introducidas anteriormente, que
∀t ∈ (0, 1]:
l2(γt) > l
2(γ)
Observemos que l2(γ) = l2(γ0). De esta manera basta demostrar que la
aplicacio´n a valores en los reales positivos y de variable real:
l2 : [0, 1] −→ [0,∞)
t 7−→ l2(γt)
cumple:
(L1) d
dt
l2(γt)|t=0 = 0
(L2) l2 es estrictamente convexa.
Introducimos:
c′p = (cp)∗(
∂
∂s
)
c˙p = (cp)∗( ∂∂t)
y sean ∇
∂s
, ∇
∂t
las derivadas covariantes, correspondientes a ∇, la conexio´n
de Levi–Civita, a lo largo de las curvas cp( · , t) y cp(s, · ) respectivamente.
Entonces:
d
dt
l2(γt) =
d
dt
ρ2(p, γ(t)) =
∂
∂t
〈c′p(s, t), c′p(s, t)〉
ya que ρ2(p, γ(t)) = ‖c′p(s, t)‖2, sin importar el valor de s, al ser s 7→ cp(s, t)
una geode´sica de ∆ por construccio´n. As´ı podremos afirmar tambie´n que:
∂
∂t
〈c′p(s, t), c′p(s, t)〉 =
∂
∂t
{
∫ 1
0
〈c′p(s, t), c′p(s, t)〉ds} =
28 CAPI´TULO 2. EXISTENCIA DE PROYECCIO´N LOCAL
= 2
∫ 1
0
〈∇
∂t
c′p(s, t), c
′
p(s, t)〉ds
Teniendo en cuenta que la conexio´n de Levi–Civita es de torsio´n nula, se
verifica que el pare´ntesis de Lie [c′p, c˙p] = 0. Esta condicio´n implica que
∇
∂t
c′p =
∇
∂s
c˙p y por tanto:
2
∫ 1
0
〈∇
∂t
c′p(s, t), c
′
p(s, t)〉ds = 2
∫ 1
0
〈 ∇
∂s
c˙p(s, t), c
′
p(s, t)〉ds
Pero, tal y como hemos observado anteriormente, s 7→ cp(s, t) es una geode´-
sica de ∆. De esta manera, ∇
∂s
c′p = 0 y:
2
∫ 1
0
〈 ∇
∂s
c˙p(s, t), c
′
p(s, t)〉ds = 2
∫ 1
0
∂
∂s
〈c˙p(s, t), c′p(s, t)〉ds =
= 2〈c˙p(1, t), c′p(1, t)〉
pues recordemos que ∀t ∈ [0, 1] cp(0, t) = p y por lo tanto c˙p(0, t) = 0p ∈
Tp(∆).
Recopilando toda la informacio´n, hemos obtenido que:
d
dt
l2(γt) = 2〈c˙p(1, t), c′p(1, t)〉
Evaluando en t = 0 y si indicamos como γ˙(0) el vector tangente a γ en t = 0:
d
dt
l2(γt)|t=0 = 2〈c˙p(1, 0), c′p(1, 0)〉 = 2〈γ˙(0), γ′(1)〉 = 0
debido a la hipo´tesis (G3). De esta manera, la condicio´n (L1) es cierta.
Vamos a probar ahora (L2). Volviendo a derivar:
d2
dt2
l2(γt) = 2 〈∇
∂t
c˙p(1, t), c
′
p(1, t)〉+ 2 〈c˙p(1, t),
∇
∂t
c′p(1, t)〉
Analicemos en primer lugar el te´rmino correspondiente a 〈∇∂t c˙p(1, t), c′p(1, t)〉.
Sea ∇ la conexio´n Riemanniana en inducida en Θ a trave´s de la matriz de la
me´trica de ∆. Entonces:
∇
∂t
c˙p(1, t) =
∇
∂t
c˙p(1, t) + V (c˙p(1, t), c˙p(1, t))
En nuestro caso ∇
∂t
c˙p(1, t) =
∇
∂t
γ˙(t) = 0 pues γ es una geode´sica de Θ.
Adema´s, recordemos que ∇
∂t
c′p(1, t) =
∇
∂s
c˙p(1, t). De esta manera:
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d2
dt2
l2(γt) = 2 〈V (c˙p(1, t), c˙p(1, t)), c′p(1, t)〉+
+2 〈c˙p(1, t), ∇
∂s
c˙p(1, t)〉
Estudiemos ahora 〈c˙p(1, t), ∇∂s c˙p(1, t)〉. Es un resultado conocido, que puede
ser consultado en el ape´ndice correspondiente a Geometr´ıa Diferencial o en
Lang [26], Chavel [12] o bien O’Neill [32], que c˙p(s, t) es un campo de Jacobi
a lo largo de la geode´sica s 7→ cp(s, t). Notemos este campo como J(s) y des-
componga´moslo en sus componentes normal, Jnor(s), y tangencial, J tan(s), a
lo largo de la geode´sica, esto es 〈J tan(s), Jnor(s)〉 = 0, ∀s ∈ [0, 1]. Con estas
notaciones:
〈c˙p(1, t), ∇
∂s
c˙p(1, t)〉 = 〈J(1), ∇
∂s
J(1)〉 =
= 〈J tan(1) + Jnor(1) , ∇
∂s
J tan(1) +
∇
∂s
Jnor(1)〉 =
= 〈J tan(1) , ∇
∂s
J tan(1)〉+ 〈J tan(1) , ∇
∂s
Jnor(1)〉 +
+〈Jnor(1) , ∇
∂s
J tan(1)〉+ 〈Jnor(1) , ∇
∂s
Jnor(1)〉
Estudiaremos cada uno de los cuatro sumandos anteriores por separado. Co-
mo consecuencia de la ecuacio´n de Jacobi, se tiene:
J tan(s) = (a+ bs)c′p(s, t)
Pero J(0) = c˙p(0, t) = 0p ∈ Tp(∆) tal y como ya se ha visto. As´ı a = 0 y:
J tan(s) = bs c′p(s, t) (2.3)
Teniendo en cuenta esta expresio´n:
∇
∂s
J tan(s) = b c′p(s, t) + bs
∇
∂s
c′p(s, t)
Recordemos que ∇
∂s
c′p(s, t) = 0. De esta manera, si evaluamos la ecuacio´n
anterior en s = 1 y tenemos en cuenta (2.3), tambie´n evaluada en s = 1,
obtenemos que ∇
∂s
J tan(1) = J tan(1) con lo que:
〈J tan(1) , ∇
∂s
J tan(1)〉 = ‖J(1)‖2
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y:
〈Jnor(1) , ∇
∂s
J tan(1)〉 = 0 (2.4)
Estudiemos ahora la parte normal de J . Utilizaremos los teoremas de com-
paracio´n de Rauch. Estos teoremas pueden encontrarse demostrados en
Chavel [12].
Sean Σ y σ cotas superior e inferior de la curvatura Riemanniana seccional a
lo largo de la geode´sica s 7→ cp(s, t). Observemos que tanto Σ como σ pueden
depender de t. Por el teorema de comparacio´n de Rauch para campos de
Jacobi, y teniendo en cuenta que la geode´sica s 7→ cp(s, t) no es unitaria,
podemos escribir:
fΣ(‖c′p(1, t)‖) 〈
1
‖c′p(1, t)‖
∇
∂s
Jnor(1), Jnor(1)〉 ≥
≥ f ′Σ(‖c′p(1, t)‖) 〈Jnor(1), Jnor(1)〉
As´ı:
〈Jnor(1), ∇
∂s
Jnor(1)〉 ≥ f
′
Σ(‖c′p(1, t)‖)
‖c′p(1, t)‖ fΣ(‖c′p(1, t)‖)
‖J(1)‖2
Finalmente, recordemos que 〈J tan(s), Jnor(s)〉 = 0, ∀s ∈ [0, 1]. As´ı:
0 =
∂
∂s
〈J tan(s), Jnor(s)〉 = 〈 ∇
∂s
J tan(s), Jnor(s)〉+ 〈J tan(s), ∇
∂s
Jnor(s)〉
Evaluando en s = 1:
〈J tan(1), ∇
∂s
Jnor(1)〉 = −〈∇
∂s
J tan(1), Jnor(1)〉 = 0
pues por (2.4), 〈∇
∂s
J tan(1), Jnor(1)〉 = 0. Recopilando toda la informacio´n
obtenemos que:
〈J(1), ∇
∂s
J(1)〉 = ‖J tan(1)‖2 + 〈Jnor(1), ∇
∂s
Jnor(1)〉 ≥
≥ ‖J tan(1)‖2 + f
′
Σ(‖c′p(1, t)‖)
‖cp(1, t)‖ fΣ(‖cp(1, t)‖) ‖J
nor(1)‖2
Distingamos ahora casos en funcio´n de la curvatura Riemanniana seccional.
Si Σ = 0, por ser fΣ(0) = 0 y al solucionar la ecuacio´n diferencial ordinaria
f ′′Σ = 0, obtenemos que fΣ(t) = bt. De esta manera:
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d2
dt2
l2(γt) ≥ 2 {‖J tan(1)‖2 + ‖Jnor(1)‖2 + 〈V (J(1), J(1)), c′p(1, t)〉} ≥
= 2 {‖J(1)‖2 − ‖V ‖ ‖J(1)‖2‖c′p(1, t)‖}
donde se ha utilizado la desigualdad de Cauchy–Schwarz. Recordemos ade-
ma´s que J(1) = c˙p(1, t) con lo que ‖J(1)‖2 = ‖c˙p(1, t)‖2 = ρ2Θ(θ, γ(1)) 6= 0
por hipo´tesis. Por otra parte,
1− ‖V ‖ ‖c′p(1, t)‖ = 1− ‖V ‖ ρ(p, γ(t)) ≥ 1− ‖V ‖ (R∗ +R)
pues ρ(p, γ(t)) ≤ ρ(p, ϑ) + ρ(ϑ, γ(t)) ≤ ρ(p, ϑ) + ρΘ(ϑ, γ(t)) < R∗ + R. Pero
R∗ ha sido escogido de manera que:
R∗ <
1
‖V ‖ −R
esto es 1 − ‖V ‖ (R∗ + R) > 0. De esta manera, hemos obtenido que, en el
caso de curvaturas Riemannianas negativas o cero:
d2
dt2
l2(γt) ≥ ρ2Θ(θ, γ(1)) {1− ‖V ‖ (R∗ +R)} > 0
esto es la aplicacio´n t 7→ l2(γt) es estrictamente convexa.
Para curvaturas positivas, podemos tomar Σ = k que tambie´n sera´ una cota
superior de la curvatura a lo largo de la geode´sica s 7→ cp(s, t). En este caso
fk(t) = sin(
√
kt) con lo que:
f ′k(‖c′p(1, t)‖)
‖c′p(1, t)‖ fk(‖c′p(1, t)‖)
=
√
k ‖c′p(1, t)‖
tan(
√
k ‖c′p(1, t)‖)
Pero 0 < x
tan(x)
< 1 si x ∈ (0, pi
2
). Ese es nuestro caso, pues
√
k ‖c′p(1, t)‖ =√
k ρ(p, γ(t)) <
√
k (R∗ +R) < pi
2
por hipo´tesis. As´ı:
d2
dt2
l2(γt) ≥ 2 {‖J tan(1)‖2+
+
√
k ‖c′p(1, t)‖
tan(
√
k ‖c′p(1, t)‖)
‖Jnor(1)‖2 + 〈V (J(1), J(1)), c′p(1, t)〉} ≥
≥ 2 ‖J(1)‖2 ‖c′p(1, t)‖ {
√
k
tan(
√
k ‖c′p(1, t)‖)
− ‖V ‖}
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Ya sabemos que tanto ‖J(1)‖2 como ‖c′p(1, t)‖ son valores positivos. As´ı,
para ver (L2) basta verificar que:
√
k
tan(
√
k ‖c′p(1, t)‖)
− ‖V ‖ > 0
Pero esta condicio´n es cierta debido a que:
R∗ +R <
1√
k
arctan(
√
k
‖V ‖)
y teniendo en cuenta que ‖c′p(1, t)‖ < R∗ + R, para todo t ∈ [0, 1]. Se ha
establecido as´ı la convexidad estricta de la aplicacio´n:
[0, 1] : −→ [0,∞)
t 7−→ l2(γt)
y el teorema queda demostrado.

El siguiente corolario prueba que adema´s de verificarse la existencia y la
unicidad de la proyeccio´n local para puntos p convenientemente pro´ximos a
la subvariedad, el Hessiano de la aplicacio´n ρ2(p, · ) evaluado en el punto
Υ(p) es definido positivo (recordemos que Υ(p) se ha introducido en el enun-
ciado del teorema 2.3.1). Podr´ıamos aplicar as´ı el teorema 2.2.2 tomando,
con las notaciones del teorema anterior, p0 ∈ B(ϑ,R∗) y θ0 = Υ(p0) donde
recordemos que ϑ ∈ Θ.
Corolario 2.3.2. Con las notaciones del teorema anterior, ∀p ∈ B(ϑ,R∗):
Hessρ
2(p, · ),Υ(p) es definido positivo.
Demostracio´n. Sea p ∈ B(ϑ,R∗). Si p ∈ Θ que el Hessρ2(p, · ),Υ(p) sea
definido positivo es decir que Hessd
2
N (f, · ),f lo es. Pero observemos que esta
condicio´n es cierta, pues (Θ, ρΘ) es una variedad Riemanniana por hipo´tesis.
Sea as´ı p ∈ B(ϑ,R∗) ∩Θc. Consideremos:
γ : [0, 1] −→ BΘ(ϑ,R)
t 7−→ γ(t)
una geode´sica de Θ de manera que γ(0) = Υ(p). Hemos demostrado, en el
teorema anterior que ∀t ∈ [0, 1]:
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d2
dt2
l2(γt) > 0
Esto es:
0 <
d2
dt2
l2(γt) =
n∑
i,j=1
∂2
∂θiθj
ρ2(p, γ(t)) γ˙i(t) γ˙j(t)+
n∑
i=1
∂
∂θi
ρ2(p, γ(t)) γ¨i(t) (2.5)
Evaluando la expresio´n anterior en t = 0, se tiene que:
0 <
d2
dt2
l2(γt)|t=0 =
n∑
i,j=1
∂2
∂θiθj
ρ2(p,Υ(p)) γ˙i(0)γ˙j(0)
Esto es, la matriz: ( ∂2
∂θi∂θj
ρ2(p,Υ(p))
)
i,j=1...n
es definida positiva, pues (2.5) no depende de la geode´sica γ. De esta manera
Hessρ
2(p, · ),Υ(p) es definido positivo y el corolario queda demostrado.

Tal y como se ha comentado anteriormente, tambie´n estamos interesados en
la existencia de proyeccio´n local sobre una subvariedad del espacio de Hilbert
H de las funciones de cuadrado integrable. En general, una subvariedad
no tiene porque ser un conjunto convexo completo de H y por lo tanto no
podremos recurrir al teorema 2.2.1. Deberemos aplicar te´cnicas similares a
las del teorema 2.3.1.
Sea as´ı (Ω,A, µ) un espacio de medida y Q un conjunto de medidas finitas
en (Ω,A), dominadas por una medida σ–finita µ en (Ω,A). Siguiendo las
ideas de Dawid [16], la identificacio´n de cada elemento Q de Q:
Q 7→ 2
(
dQ
dµ
) 1
2
proporciona una inmersio´n global de Q en H = L2(Ω,A, µ).
Sea d la distancia definida en H a trave´s del producto escalar ordinario. La
me´trica inducida en Q es dos veces la distancia de Hellinger, que denotaremos
igualmente por d. De forma expl´ıcita:
34 CAPI´TULO 2. EXISTENCIA DE PROYECCIO´N LOCAL
d(f, g) =
(∫
Ω
(
√
f(w)−
√
g(w) )2 dµ(w)
) 1
2
, ∀f, g ∈ L1(Ω,A, µ), f, g ≥ 0
En nuestra situacio´n disponemos de una familia parame´trica de distribucio-
nes de probabilidad PΘ = {Pθ| θ ∈ Θ} en (Ω,A) de manera que Pθ  µ,
∀θ ∈ Θ. Sea N = {(dPθ
dµ
)
1
2 | θ ∈ Θ}, esto es, un subconjunto de la esfera de
radio 2 de H. Exigiremos que N sea una subvariedad de H. Observemos que
la distancia de Hellinger sobre N (en realidad sobre toda la esfera de radio
2) es igual a la mitad de la de Battacharyya, tal y como puede consultarse
en Battacharyya [7].
Con abuso de notacio´n, nos referiremos a la distancia de Hellinger sobre la
esfera de radio 2 u´nicamente como la distancia de Hellinger esperando que
el contexto establezca si nos referimos a la distancia o bien a la distancia
inducida.
Consideremos la siguiente discrepancia en H:
d2 : H ×H −→ [0,+∞)
(f, g) 7−→ d2(f, g)
Vamos a estudiar el problema de la existencia de proyeccio´n sobre N despue´s
de que la familia PΘ haya sido perturbada y suponiendo que las perturba-
ciones continu´an siendo elementos de H. De momento no especificaremos la
manera de perturbar y esperaremos a cap´ıtulos posteriores para discutir este
tema.
Antes de pasar a analizar el problema de la proyeccio´n vamos a recordar que
las geode´sicas en un espacio de Hilbert son rectas.
Lema 2.3.3. Sea (H, ( · , · )H) un espacio de Hilbert. Entonces, las geode´-
sicas en H son los segmentos rectil´ıneos.
Demostracio´n. Sea c : [α, β] 7→ H una curva en H de clase Cr, r ≥ 2, tal
que c′(t) = v ∈ H y donde c′(t) indica la derivacio´n ordinaria en R respecto
al para´metro t. Estamos haciendo uso, en este punto de la identificacio´n
natural del espacio tangente a H en cualquier punto con el propio H. Mo´dulo
reparametrizaciones, que como es sabido no alteran la longitud de una curva,
podemos suponer que α = 0 y que β = 1.
Vamos a probar que para toda perturbacio´n de la curva c, que denotaremos
c˜, se cumple que l(c˜) > l(c).
Realizaremos la demostracio´n en dos etapas. Sea c(t) = c(t) + η(t) una
perturbacio´n de c de manera que η′(t) = a(t)v para t ∈ [0, 1]. Observemos
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que a debe verificar que
∫ 1
0
a(t)dt = 0 pues η(0) = η(1) = 0 y por tanto
0 = η(1)− η(0) = (∫ 1
0
a(t)dt)v.
Supongamos, en primer lugar, que 1 + a(t) > 0, ∀t ∈ [0, 1]. Veremos que en
tal caso l(c) = l(c).
l(c) =
∫ 1
0
√
〈c′(t), c′(t) > dt =
∫ 1
0
√
〈(1 + a(t))v, (1 + a(t))v > dt =
=
(∫ 1
0
1 + a(t)dt
)
‖v‖ = ‖v‖ = l(c)
pues
∫ 1
0
a(t)dt = 0 tal y como hemos razonado anteriormente. Este resultado
no debe extran˜ar pues en realidad no hemos perturbado la curva c sino que
hemos reparametrizado nuestro segmento rectil´ıneo segu´n s = φ(t) donde
φ′(t) = a(t), ∀t ∈ [0, 1].
Supongamos ahora que exista t ∈ (0, 1) tal que 1+a(t) < 0. Por continuidad
deben existir t0 < t1, puntos del intervalo (0, 1) tales que 1 + a(t) > 0 si
t ∈ [0, t0), 1+ a(t) < 0 si t ∈ (t0, t1), 1+ a(t) > 0 si t ∈ (t1, 1] y 1+ a(ti) = 0,
i = 0, 1.
Sea t2 ∈ (t1, 1] tal que c(t0) = c(t2). Si indicamos por γβα la restriccio´n de
una curva cualquiera γ a un intervalo de extremos α y β, se cumple que:
l(c) = l(ct00 ) + l(c
t1
t0) + l(c
t2
t1) + l(c
1
t2
) = l(ct00 ) + 2l(c
t1
t0) + l(c
1
t2
) > l(c)
pues l(ct00 ) = l(c
t0
0 ) y l(c
1
t2
) = l(c1t0) en virtud de lo razonado si 1 + a(t) > 0.
Sea ahora c˜(t) = c(t) + η(t), para t ∈ [0, 1] una perturbacio´n arbitraria de c.
Descomponemos:
η(t) = ηtan(t) + ηnor(t), t ∈ [0, 1]
donde (ηtan)′(t) ∈ < c′(t) > y (ηnor)′(t) ∈ < c′(t) >⊥, ∀t ∈ [0, 1]. Supon-
dremos adema´s que existe algu´n punto del intervalo [0, 1] para el que la
componente normal no se anula. Entonces:
l(c˜) =
∫ 1
0
√
< c˜′(t), c˜′(t) >dt =
=
∫ 1
0
√
< c′(t) + (ηtan)′(t) + (ηnor)′(t), c′(t) + (ηtan)′(t) + (ηnor)′(t) >dt =
=
∫ 1
0
√
‖c′(t) + (ηtan)′(t)‖2 + ‖(ηnor)′(t)‖2dt >
∫ 1
0
√
‖c′(t) + (ηtan)′(t)‖2dt =
= l(c+ ηtan)
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donde se ha utilizado que la existencia de un punto de (0, 1) donde la com-
ponente normal no se anule implica, por continuidad nuevamente, que debe
existir un entorno de este punto donde la componente normal siga sin anu-
larse.
Pero sabemos que l(c + ηtan) > l(c) con lo que queda probado que las
geode´sicas en un espacio de Hilbert son los segmentos rectil´ıneos pues son
los que tienen longitud mı´nima.

Volvemos ahora al problema que nos ocupaba, esto es, la existencia de proyec-
cio´n respecto d2H sobre una subvariedad, N , de H. Fijaremos la siguiente
notacio´n.
Notacio´n 2.3.2. Sea h ∈ H, R > 0 y dN la distancia en N inducida por d.
Introducimos:
B(h,R) := {f ∈ H|d(f, h) < R}
BN(h,R) := {g ∈ N |dN(g, h) < R}
Para la demostracio´n del teorema 2.3.4 utilizaremos las mismas te´cnicas que
en el teorema 2.3.1 pero veremos que en este caso tienen un desarrollo ma´s
simple.
Observemos que en esta situacio´n, ∀h ∈ H, ∀r∗ > 0, B(h, r∗) es un conjunto
convexo. Fijemos h ∈ N y sea:
convN h = sup{R | BN(h, r) es convexa ∀ r < R}
El teorema de Whitehead, tomando como variedad Riemanniana (N, dN),
asegura que convN h > 0, ∀ h ∈ N . Escojamos entonces:
0 < R∗ <
1
‖V ‖
siendo V el segundo tensor fundamental en N , y:
0 < R < min{convN h
2
,
1
‖V ‖ −R
∗}
Por construccio´n, tanto B(h,R∗) como BN(h,R) son conjuntos convexos.
Finalmente exigiremos tal y como lo hicimos en la situacio´n anterior que
(B(ϑ, 2R∗) ∩Θ) ⊂ BΘ(ϑ,R).
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Teorema 2.3.4. Sea (Ω,A, µ) un espacio de probabilidad H = L2(Ω,A, µ) y
N ⊂ H una subvariedad de H modelada en un espacio de Banach F . Sea d
la distancia en H definida a trave´s del producto escalar ordinario en H.
Entonces, con las notaciones anteriores ∀ f ∈ B(h,R∗), existe un u´nico
g ∈ BN(h,R) tal que:
d2(f, g) = min
g′∈N
d2(f, g′)
Denotaremos g = Υ(f).
Demostracio´n. Sea f ∈ B(h,R∗). Si f ∈ N el teorema es cierto, pues
basta tomar Υ(f) = f . Nos ocuparemos entonces de las funciones f ∈
B(h,R∗) ∩N c. Consideremos:
γ : [0, 1] −→ B(h,R∗)
s 7−→ γ(s)
una geode´sica de H de manera que:
(G’1) γ(0) = f
(G’2) γ(1) ∈ N . Sea g = γ(1).
(G’3) γ′(1) ∈ Tg(N)⊥ ⊂ Tg(H), siendo γ′(1) el vector tangente a γ en s = 1.
Consideremos:
γ : [0, 1] −→ BN(h,R)
t 7−→ γ(t)
una geode´sica de N tal que γ(0) = θ y γ(1) 6= γ(0).
Podemos construir una perturbacio´n de γ, de igual manera a como lo hicimos
en el teorema 2.3.1 segu´n:
cf : [0, 1]× [0, 1] 7−→ B(h,R∗)
(s, t) −→ expf (s exp−1f γ(t))
donde expf es la aplicacio´n exponencial en el punto f correspondiente a la
conexio´n de Levi–Civita, que denotaremos ∇, en H.
Por construccio´n, ∀(s, t) ∈ [0, 1]× [0, 1] se cumple que:
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cf (s, 0) = γ(s)
cf (1, t) = γ(s)
cf (0, t) = f
y s 7→ cf (s, t) son una familia de geode´sicas indexadas por t ∈ [0, 1] que deno-
taremos γt, aunque obviamente tambie´n existe dependencia de la geode´sica
γ. Sea l2(γt) la longitud al cuadrado de γt. Siguiendo los razonamientos
detallados en el teorema 2.3.1 para demostrar que:
d2(f, g) = min
g′∈N
d2(f, g′)
basta que veamos:
(L’1) d
dt
l2(γt)|t=0 = 0
(L’2) l2 es estrictamente convexa.
Sean c′f = (cf )∗(
∂
∂s
) y c˙f = (cf )∗( ∂∂t). Tal y como hemos visto en el teorema
precedente:
d
dt
l2(γt) =
d
dt
d2H(f, γ(t)) = 2〈c˙f (1, t), c′f (1, t)〉
Recordando que podemos identificar Tf (H) con H pues la identidad es una
carta global, en el caso que ahora nos ocupa tenemos que:
c˙f = γ˙(t)
c′f = γ(t)− f
pues en un espacio de Hilbert las geode´sicas son los segmentos rectil´ıneos tal
y como se ha recordado en el lema 2.3.3. De esta manera, evaluando en t = 0
y debido a (G’3):
d
dt
l2(γt)|t=0 = 2{γ˙(0), γ(0)− f} = 0
Con lo que (L’1) queda probada. Para ver (L’2), necesitamos volver a derivar
la funcio´n l2(γt).
d2
dt2
l2(γt) = 2{∇
∂t
γ˙(t), γ(t)− f}+ 2{γ˙(t), γ˙(t)} (2.6)
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donde ∇
∂t
es la derivada covariante a lo largo de γ respecto a la conexio´n ∇
en H.
Se cumple que:
{γ˙(t), γ˙(t)} = d2N(γ(0), γ(1)) > 0
por hipo´tesis. Respecto al otro sumando de (2.6), si ∇ es la conexio´n Rie-
manniana inducida en N a trave´s de la matriz de la me´trica de H, se tiene
que:
∇
∂t
γ˙(t) =
∇
∂t
γ˙(t) + V (γ˙(t), γ˙(t))
Pero γ una geode´sica enN con lo que ∇
∂t
γ˙(t) = 0 y recuperando (2.6) tenemos:
d2
dt2
l2(γt) = 2 {d2N(γ(0), γ(1)) + {V (γ˙(t), γ˙(t)), γ(t)− f}} ≥
≥ 2 {d2N(γ(0), γ(1))− ‖V ‖ ‖γ˙(t)‖2 ‖γ(t)− f‖} =
= 2 d2N(γ(0), γ(1)) {1− ‖V ‖ d(γ(t), f)}
donde nuevamente se ha utilizado la desigualdad de Cauchy–Schwarz.
Pero d(γ(t), f) ≤ d(γ(t), h) + d(h, f) ≤ dN(γ(t), h) + d(h, f) < R +R∗.
As´ı:
d2
dt2
l2(γt) ≥ 2 d2N(γ(0), γ(1)) {1− ‖V ‖ (R +R∗)} > 0
debido a las elecciones de R y de R∗ y a que d2N(γ(0), γ(1)) > 0 por hipo´tesis.
Se verifica as´ı tambie´n (L’2) y el teorema queda demostrado.

Finalmente y tal y como hicimos en el caso de variedades Riemannianas de
dimensio´n finita, vamos a ver que los pares de puntos (f,Υ(f)) que hemos
obtenido en el teorema anterior verifican que Hessd
2(f, · ),Υ(f) es definido
positivo.
Corolario 2.3.5. Con las notaciones del teorema anterior, ∀f ∈ B(h,R∗),
se verifica que Hessd
2(f, · ),Υ(f) es definido positivo.
Sea f ∈ B(h,R∗). Si f ∈ N que el Hessd2(f, · ),Υ(f) sea definido positivo es
exigir que Hessd
2
N (f, · ),f . Pero esta condicio´n es cierta al ser (N, dN) una
variedad Riemanniana.
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Por lo tanto, de nuevo u´nicamente debemos preocuparnos de los puntos f ∈
B(h,R∗) ∩N c. Sea as´ı:
γ : [0, 1] −→ B(h,R∗)
s 7−→ γ(s)
una geode´sica de H cumpliendo las condiciones (G’1), (G’2) y (G’3) del
teorema anterior y consideremos:
γ : [0, 1] −→ BN(h,R)
t 7−→ γ(t)
una geode´sica de N de manera que γ(0) = Υ(f). En el teorema 2.3.4 hemos
demostrado que:
d2
dt2
l2(γt) > 0, ∀t ∈ [0, 1]
esto es:
0 <
d2
dt2
l2(γt) = γ˙(t)
t D2d2(f, · )γ(t)) γ˙(t) +D d2(f, · )γ(t)) γ¨(t)
donde D indica la diferencial de una aplicacio´n de H en R. Evaluando esta
expresio´n en t = 0:
0 <
d2
dt2
l2(γt)|t=0 = γ˙(0)t D2
(
d2(f, γ(0))
)
γ˙(0) (2.7)
Esto es, la forma cuadra´tica:
F −→ R
v 7→ vt D2
(
d2(f,Υ(f)))
)
v
es definida positiva, pues la desigualdad (2.7) no depende de la geode´sica
γ elegida. De esta manera, Hessd
2(f, · ),Υ(f) es definido positivo tal y como
quer´ıamos ver.

Queda as´ı visto que, siempre que nos acerquemos convenientemente a una
subvariedad de una variedad Riemanniana de dimensio´n finita o bien del es-
pacio de Hilbert de las funciones de cuadrado integrable, podemos encontrar
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pares de puntos (p0, θ0) verificando las hipo´tesis del teorema 2.2.1. En estos
dos ejemplos destacados hemos construido de forma expl´ıcita la proyeccio´n
sobre una subvariedad de un punto convenientemente pro´ximo a e´sta. El
teorema 2.2.1 prueba que existe un entorno, U , de cualquiera de estos pun-
tos donde la proyeccio´n esta´ bien definida. A priori so´lo podemos afirmar
que 2 R∗ < diam(U) pero esperamos, en futuras investigaciones esclarecer la
relacio´n entre estas dos cantidades y saber dado un punto ϑ de la subvariedad
cua´l es el radio l´ımite, Rlim para el que los puntos de B(ϑ,Rlim) admitan, y
de manera u´nica, proyeccio´n sobre la subvariedad.

Cap´ıtulo 3
Familia invariante en orden
Un concepto fundamental en cuestiones de invariancia es el de familia de
distribuciones de probabilidad invariante frente a la accio´n de un grupo. A
partir de este concepto se construyen otros como el de estimador equivariante
o test invariante. Sin embargo no todas las familias resultan ser invariantes
frente a la accio´n de algu´n grupo. En este cap´ıtulo nos proponemos estudiar
cuantitativamente el grado de no invariancia de una familia de distribuciones
de probabilidad respecto a una familia arbitraria de transformaciones.
3.1 Perturbaciones en el espacio muestral
Sea (Ω,A, {Pθ | θ ∈ Θ}) un modelo estad´ıstico parame´trico, esto es (Ω,A) es
un espacio medible y {Pθ | θ ∈ Θ} es una familia no vac´ıa de distribuciones
de probabilidad en (Ω,A). Supondremos que Θ, el espacio de para´metros,
es una variedad C∞ y escribiremos PΘ en lugar de {Pθ| θ ∈ Θ}.
Sea GT = {gt | t ∈ T}, donde T es un intervalo de R, una familia de trans-
formaciones de Ω en Ω, biyectivas, bimedibles y conteniendo a la identidad.
Notemos como e ∈ T aquel elemento para el que ge sea la identidad sobre Ω.
Necesitaremos adema´s que Ω sea un espacio topolo´gico pues vamos a exigir
a GT que limt→e gtw = w Pθ − c.s, ∀θ ∈ Θ.
Observacio´n 3.1.1. La eleccio´n de un intervalo T de R para etiquetar la fa-
milia GT se puede extender tomando un subconjunto conexo de cualquier
espacio topolo´gico. Se ha optado por R porque esta eleccio´n hace ma´s sim-
ple la escritura de las definiciones y resultados que se van a presentar y no
suponen pe´rdida de generalidad.
Sea ahora X una variable aleatoria con valores en Ω. Cada gt ∈ G es una
transformacio´n medible de Ω en Ω por lo que gtX es tambie´n una variable
aleatoria que toma el valor gtx cuando X = x. Cabe preguntarse por su
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distribucio´n de probabilidad. Con las notaciones habituales de teor´ıa de la
medida, si X ∼ Pθ escribiremos P gtθ para la ley de la variable aleatoria gtX.
En el caso de que GT sea un grupo y la familia de distribuciones de pro-
babilidad PΘ := {Pθ| θ ∈ Θ} invariante frente a la accio´n de GT , existir´ıa
θ′ ∈ Θ tal que gtX seguir´ıa la distribucio´n Pθ′ . Sin embargo, esta situacio´n
no tiene porque ser la habitual. En este trabajo analizaremos la posibilidad
de que la variable gtX siga una ley no enmarcada en el modelo de partida
pero tampoco permitiremos que se aleje demasiado de e´l. El significado del
te´rmino demasiado quedara´ concretado ma´s adelante.
Introducimos ahora el marco necesario para modelizar nuestro problema. Sea
(Ω,A, {Pν | ν ∈ ∆}) un modelo estad´ıstico parame´trico identificable, esto
es ∀ν, ν ′ ∈ ∆ de manera que ν 6= ν ′, tambie´n se cumpla que Pν 6= Pν′ .
Supondremos, en nuestro contexto, que:
∀t ∈ T, θ ∈ Θ existe un u´nico ν ∈ ∆ de manera que P gtθ = Pν (3.1)
Fijado t ∈ T , la condicio´n (3.1) nos lleva a introducir la siguiente familia de
aplicaciones:
Kt : Θ −→ ∆
θ 7−→ ν
donde ν viene dado por (3.1). Impondremos la condicio´n adicional de que la
aplicacio´n:
Ke : Θ −→ ∆
θ 7−→ θ
sea una inmersio´n global. De esta manera, Θ es una subvariedad de ∆.
Recordemos que la definicio´n de subvariedad puede encontrarse en el ape´ndice
correspondiente a Geometr´ıa Diferencial de este trabajo.
Notacio´n 3.1.1. Nos refereriremos a ∆ como la variedad ambiente o variedad
ampliada.
El problema de la determinacio´n del par (∆, δ), en una situacio´n general,
es un tema abierto que se pretende analizar en posteriores trabajos. En
muchas ocasiones, aunque no necesariamente siempre, un candidato natural
a desempen˜ar este papel parece ser el conjunto T ×Θ junto con el cuadrado
de la me´trica informativa en aquellas situaciones en las que pueda asegurarse
que e´sta existe. El siguiente ejemplo sobre modelos parame´tricos finito–
dimensionales esta dedicado a este aspecto.
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Ejemplo 3.1.1. Sea (Ω,A) un espacio medible y PΘ = {Pθ| θ ∈ Θ} una
familia de distribuciones de probabilidad en (Ω,A) donde Θ, el espacio de
para´metros, es una n–variedad conexa de clase C∞. Finalmente, sea GT =
{gt | t ∈ T}, una familia de transformaciones de Ω en Ω cumpliendo las
hipo´tesis de la seccio´n.
Supongamos que exista una medida σ–finita de referencia, µ, en (Ω,A) de
manera que ∀ (t, θ) ∈ T ×Θ, µ P gtθ y sea f una funcio´n:
f : Ω× (T ×Θ) 7−→ R
(w, t, θ) 7−→ f(w; t, θ)
de manera que:
1. Fijado w ∈ Ω, la aplicacio´n:
f(w; · , · ) : T ×Θ −→ R
(t, θ) 7−→ f(w; t, θ)
sea de clase C∞.
2. ∀(t, θ) ∈ T × Θ, f( · ; t, θ) sea una versio´n de la derivada de Radon–
Nikodym de Pθ respecto a µ.
Identifiquemos, con un cierto abuso de notacio´n, los puntos de la variedad
Θ con sus coordenadas y denotemos t = θ0. Observemos que T × Θ es una
variedad Hausdorff y conexa, pues tanto T como Θ lo son y estas propiedades
se conservan al realizar un producto cartesiano. Supongamos adema´s las
siguientes condiciones adicionales:
1. Para cualquier carta local en (t, θ) las funciones:
∂
∂θ0
log f( · ; (t, θ)), ∂
∂θ1
log f( · ; (t, θ)), . . . , ∂
∂θn
log f( · ; (t, θ))
son linealmente independientes y pertenecen a L2(f( · ; (t, θ))dµ).
2. Las derivadas:
d
dt
,
∂
∂θi
,
∂2
∂θi∂θj
,
∂3
∂θi∂θj∂θk
, . . . , i, j, k = 0, . . . n
y la integracio´n respecto a dµ de f( · ; (t, θ)) se puedan intercambiar
cuando sea necesario.
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Bajo estas condiciones, podemos afirmar que la variedad T × Θ tiene una
estructura Riemanniana dada por su me´trica informativa, tal y como puede
consultarse en Amari [2], Atkinson y Mitchell [5], Burbea [9] o bien Burbea y
Rao [11] entre muchos otros. Sea ρ la distancia Riemanniana en esta variedad.
Tomando ∆ = T × Θ y δ = ρ2 queda probada, bajo ciertas condiciones de
regularidad, la existencia del par (∆, δ) en el caso de modelos parame´tricos
finito–dimensionales .
Para el caso general de modelos parame´tricos dominados, tambie´n se podr´ıa
considerar como variedad ∆ el espacio de Hilbert, H, de las funciones de
cuadrado integrable y como discrepancia la distancia de Hellinger al cuadrado
pues cualquier densidad de probabilidad puede ser identificada con dos veces
su ra´ız cuadrada positiva, que es un elemento de H. No analizaremos ahora
el problema de la eleccio´n de la variedad ampliada y de la discrepancia y
esperaremos a la seccio´n 3.3 donde va a ser estudiado con ma´s detalle.
Continuando con las definiciones y notaciones necesarias para modelizar el
problema de la proyeccio´n, denotemos Kt(θ) como g
∗
t θ. Podemos introducir
ahora:
Definicio´n 3.1.1. Sea θ ∈ Θ. Diremos que Pg∗t θ es la perturbacio´n de Pθ por
gt ∈ GT .
Definicio´n 3.1.2. Diremos que {Pg∗t θ| θ ∈ Θ} es la perturbacio´n de la familiaPΘ = {Pθ| θ ∈ Θ} por gt ∈ GT .
Identifiquemos las distribuciones de probabilidad con sus etiquetas en el es-
pacio de para´metros y en la variedad ampliada respectivamente. Recordemos
que Θ esta´ incluida en ∆ al ser una subvariedad de ∆ por hipo´tesis. Por lo
tanto tiene sentido preguntarse por δ(g∗t θ,Θ) = infθ′∈Θ δ(g
∗
t θ, θ
′) o, ma´s au´n,
si existe θ′ ∈ Θ de manera que δ(g∗t θ,Θ) = δ(g∗t θ, θ′). En realidad, lo que
queremos saber si existe un elemento de la familia original PΘ que este´ a
discrepancia mı´nima de la perturbacio´n.
Los resultados 2.3.1, 2.3.2 y 2.3.4, 2.3.5, obtenidos en el cap´ıtulo 2, prueban
que para variedades Riemannianas de dimensio´n finita, tomando como dis-
crepancia la distancia de Rao al cuadrado, y para el espacio de Hilbert H de
las funciones de cuadrado integrable y discrepancia la distancia de Hellinger
al cuadrado, si las perturbaciones son cercanas a la identidad, existe θ′ ∈ Θ
tal que:
δ(g∗t θ,Θ) = δ(g
∗
t θ, θ
′)
donde δ ser´ıa la discrepancia elegida en cada caso.
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Notacio´n 3.1.2. Al elemento θ′ de la expresio´n anterior lo denotaremos por
gtθ y fijado t ∈ T , la aplicacio´n Θ 3 θ 7→ gtθ sera´ la transformacio´n inducida
por gt ∈ GT .
Observemos que la proyeccio´n es la medida probabil´ıstica dentro del modelo
original que ma´s se aproxima, segu´n la discrepancia, a la medida transfor-
mada.
En una situacio´n general, como ser´ıa la analizada en el resultado 2.2.2, debe-
mos partir de un par (p0, θ0) verificando las hipo´tesis del teorema, esto es θ0
es el u´nico elemento de Θ para el que δ(p0,Θ) = δ(p0, θ0) y Hess
δ(p0, · ),θ0 es
definido positivo. La primera hipo´tesis se tendr´ıa si toma´ramos como punto
(p0, θ0) un par de la forma (θ0, θ0) donde θ0 ∈ Θ. Respecto a la condicio´n
sobre el Hessiano necesitar´ıamos conocer propiedades adicionales sobre la
funcio´n δ(p0, · )|Θ.
De esta manera, nos restringiremos para todo lo que sigue a variedades Rie-
mannianas de dimensio´n finita o al espacio de Hilbert H e indicaremos como
∆ la variedad ampliada en cualquiera de estos dos casos. δ sera´ entonces
la discrepancia elegida en cada una de estas dos situaciones: la distancia de
Rao al cuadrado para variedades Riemannianas de dimensio´n finita y la de
Hellinger, tambie´n al cuadrado, para H.
Observemos que la curva t 7→ g∗t θ esta´ definida para todo t ∈ T (aqu´ı
se entiende que θ es arbitrario pero fijo) mientras que la curva t 7→ gtθ
u´nicamente esta´ definida para t pro´ximos a e pero dependiendo de θ. Ma´s
detalladamente, ∃ Rθ > 0 tal que si |t − e| < Rθ el elemento gtθ esta´ bi-
en definido. Finalmente, observemos que limt→e δ(g∗t θ, gtθ) = 0 pues se
ha exigido a GT que limt→e gtw = w Pθ − c.s, ∀θ ∈ Θ. Esto implica
que limt→e g∗t θ = limt→e gtθ = θ, ∀θ ∈ Θ. De aqu´ı, recordando que δ es
de clase C∞ (de hecho u´nicamente necesitamos continuidad), se tiene que
limt→e δ(g∗t θ, gtθ) = 0.
Estas consideraciones previas nos llevan a plantear un nuevo problema abierto
a estudio. Podemos preguntarnos cua´ndo existe un intervalo I de manera que
la transformacio´n:
I 3 t 7→ gtθ (3.2)
este´ bien definida para todo θ ∈ Θ. Un caso claro en el que esto ocurre es
cuando el espacio de para´metros Θ sea compacto. La situacio´n general no
es evidente y se intentara´ en trabajos posteriores caracterizar el subconjunto
de Θ formado por los θ ∈ Θ para los que no existe un intervalo I cumpliendo
(3.2).
El teorema 2.2.2 informa que la transformacio´n θ 7→ gtθ es de clase C∞ al
serlo δ. Sin embargo, observemos que en general no es inversible. La siguiente
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figura resume el problema de la invertibilidad.
θ12g
∗
t θ12gtθ1 = gtθ2Θ
Figura 3.1: Representacio´n gra´fica de la no invertibilidad, en general, de las
transformaciones θ 7→ gtθ .
El u´ltimo punto a preguntarse es como difieren g∗t θ de gtθ pues esta diferencia
indicara´ lo alejados que nos encontramos de la situacio´n cla´sica de invariancia
en la que uno y otro elemento coinciden. La siguiente seccio´n esta´ dedicada
a este aspecto.
3.2 Familia invariante de orden αI
Con las notaciones de la seccio´n anterior, un primer intento de cuantificacio´n
de la no invariancia de una familia PΘ respecto a las transformaciones in-
ducidas en el espacio de para´metros por una familia arbitraria de transfor-
maciones GT , es la siguiente.
Definicio´n 3.2.1. Diremos que PΘ es invariante, relativa a la parametriza-
cio´n dada por T , de orden αR respecto a la familia de transformaciones GT
si y so´lo si:
αR = sup{α ≥ 0| lim
t→e
δ(g∗t θ, gtθ)
(t− e)α = 0, ∀θ ∈ Θ}
Observemos que la definicio´n anterior depende de la parametrizacio´n dada
por T tal y como se muestra en el siguiente ejemplo.
Ejemplo 3.2.1. Sea X una variable aleatoria siguiendo la distribucio´n de
probabilidad N(µ, 1), µ ∈ R y consideremos el grupo multiplicativo de los
reales positivos G = {ga | a > 0} donde gax = ax, x ∈ R, a > 0.
La variable aleatoria gaX = aX sigue una ley N(aµ, a), esto es, la familia
{N(µ, 1) | µ ∈ R} no es invariante frente a la accio´n de G. Observemos
que la perturbacio´n de la familia {N(µ, 1) | µ ∈ R} por un elemento de
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G se incluye, de forma natural, en {N(µ, σ) | (µ, σ) ∈ R × R+}. Podemos
considerar entonces como variedad ampliada R×R+ y como discrepancia en
este ambiente la distancia Riemanniana, o de Rao, al cuadrado ρ2.
De esta manera, la perturbacio´n de {N(µ, 1) | µ ∈ R} por ga ∈ G induce una
transformacio´n de Θ = {(µ, 1) | µ ∈ R} en ∆ = R× R+ dada por:
g∗a : Θ −→ ∆
(µ, 1) 7−→ (aµ, a)
Fijados (µ, 1) ∈ Θ y un real positivo, a, estamos interesados que´ elemento de
la familia original esta´ a distancia de Rao mı´nima de g∗a(µ, 1)=(aµ, a). Esto
es, debemos estudiar:
min
ξ∈R
ρ2((aµ, a), (ξ, 1))
La distancia de Rao al cuadrado entre N(aµ, a) y N(ξ, 1) es (ver Burbea [9]):
ρ2((aµ, a), (ξ, 1)) = 2 log2
(1 + η(ξ, µ, a)
1− η(ξ, µ, a)
)
donde:
η(ξ, µ, a) =
((ξ − aµ)2 + 2(a− 1)2
(ξ − aµ)2 + 2(a+ 1)2
) 1
2
y con el convenio de notar ρ2((µ1, σ1), (µ2, σ2)) como la distancia de Rao, al
cuadrado entre N(µ1, σ1) y N(µ2, σ2)), ∀ (µ1, σ1), (µ2, σ2) ∈ R× R+.
Observemos que ρ2((aµ, a), (ξ, 1)) se hace mı´nima si ξ = aµ, esto es:
min
ξ∈R
ρ2((aµ, a), (ξ, 1)) = ρ2((aµ, a), (aµ, 1)) = 2 log2(a)
As´ı, hemos obtenido una familia de transformaciones en Θ que viene dada
por:
ga : Θ → Θ
(µ, 1) 7→ (aµ, 1)
Vamos a calcular ahora el orden de invariancia relativo de la familia respecto
a G. Para a cercanas a 1:
ρ2((aµ, a), (aµ, 1)) = 2 log2(a) = 2
( +∞∑
j=1
(−1)j+1 (a− 1)
j
j
)2
=
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= 2 (a− 1)2 +O((a− 1)3)
De esta manera:
lim
a→1
ρ2((aµ, a), (aµ, 1))
(a− 1)α = 0 si α < 2
Esto es, el orden de invariancia relativo a la parametrizacio´n dada por ”las
a”es 2. Veamos que´ ocurre si expresamos a = (t−1)2γ+1+1, con t ∈ [0,+∞)
y γ un natural positivo. En este caso, debemos calcular:
lim
t→1
ρ2
((
((t− 1)2γ+1 + 1) µ , (t− 1)2γ+1 + 1
)
,
(
((t− 1)2γ+1 + 1) µ , 1
))
(t− 1)α =
= lim
t→1
2 log2((t− 1)2γ+1 + 1)
(t− 1)α
Para t suficientemente cercanas a 1:
2 log2((t− 1)2γ+1 + 1) = 2 (t− 1)4γ+2 +O((t− 1)6γ+3)
De esta manera, para la nueva parametrizacio´n, el orden de invariancia rela-
tivo es 4γ + 2, que depende claramente de la eleccio´n a la hora de etiquetar
la familia de transformaciones GT .
Una posibilidad para eliminar la dependencia anteriormente citada ser´ıa con-
siderar como factor infinitesimal de comparacio´n δ(g∗t θ, θ) y analizar el com-
portamiento de δ(g∗t θ, gtθ) respecto a δ(g
∗
t θ, θ) cuando t→ e.
Definicio´n 3.2.2. Diremos que PΘ es invariante intr´ınseca de orden αI res-
pecto a la familia de transformaciones GT si y so´lo si:
αI = sup{α ≥ 0| lim
t→e
δ(g∗t θ, gtθ)
δ(g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
En la definicio´n anterior, es posible que el supremo sea en realidad un
ma´ximo. Esto nos lleva a introducir:
Definicio´n 3.2.3. Diremos que PΘ es invariante intr´ınseca de orden ma´ximo
αI respecto a la familia de transformaciones GT si y so´lo si:
αI = max{α ≥ 0| lim
t→e
δ(g∗t θ, gtθ)
δ(g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
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Observemos que si una familia es invariante intr´ınseca de orden ma´ximo αI
tambie´n es invariante intr´ınseca de orden αI . El rec´ıproco en general no tiene
porque ser cierto.
En primer lugar se debe verificar que efectivamente el orden de invariancia
intr´ınseco no cambia frente a reparametrizaciones del para´metro t. De esta
manera, el orden de invariancia u´nicamente parece depender de la medida
de discrepancia escogida. Recordemos que este problema se analizara´ con
detalle en la seccio´n 3.3 establecie´ndose all´ı que para una amplia clase de
discrepancias el orden de invariancia u´nicamente va a depender de la familia
de distribuciones de probabilidad en estudio y obviamente de la familia de
transformaciones en el espacio de para´metros.
Pasamos a demostrar que el orden de invariancia de una familia no se ve
alterado frente a reparametrizaciones de t ∈ T .
Proposicio´n 3.2.1. Sea S ⊂ R y φ : S −→ T una aplicacio´n biyectiva y
bicontinua en e′ ∈ S siendo φ(e′) = e.
Entonces:
αI = sup{α ≥ 0| lim
s→e′
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
= 0, ∀θ ∈ Θ}
Demostracio´n. Introducimos:
αφI = sup {α ≥ 0| lim
s→e′
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
= 0, ∀θ ∈ Θ}
Queremos ver que αφI = αI . Probaremos la doble desigualdad. Sea α ≥ 0
tal que:
lim
t→e
δ(g∗t θ, gtθ)
δ(g∗t θ, θ)α
= 0, ∀θ ∈ Θ
Veremos que α tambie´n cumple:
lim
s→e′
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
= 0, ∀θ ∈ Θ (3.3)
condicio´n que implica, utilizando la definicio´n de supremo de un conjunto,
que αφI ≥ αI .
Veamos que la condicio´n (3.3) se cumple. Sea θ ∈ Θ. Por definicio´n de l´ımite,
dado ∀1 > 0 ∃ η1 > 0 tal que:
δ(g∗t θ, gtθ)
δ(g∗t θ, θ)α
< 1 , siempre que | t− e |< η1 (3.4)
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Por otra parte, la funcio´n s 7→ φ(s) es continua en s = e′, donde recordemos
que φ(e′) = e. De esta manera, dado 2 > 0 existira´ η2 > 0 tal que:
| φ(s)− φ(e′) |< 2 , siempre que | s− e′ |< η2 (3.5)
Sea ahora  > 0 y hagamos t = φ(s), e = φ(e′) en (3.4). Existe η1 > 0 tal
que | φ(s)− φ(e′) |< η1 implica que:
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
< 
Para el η1 > 0 anterior, existe η2 > 0 dado por (3.5) de manera que:
| s− e′ |< η2 , implica que | φ(s)− φ(e′) |< η1
Si llamamos η = η2 y recopilamos toda la informacio´n, hemos demostrado
que ∀ > 0 ∃η > 0 tal que | s− e |< η implica que:
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
< 
esto es:
lim
t→e
δ(g∗φ(s)θ, gφ(s)θ)
δ(g∗φ(s)θ, θ)
α
= 0, ∀θ ∈ Θ
pues θ era un elemento arbitrario pero fijo de Θ.
Para demostrar la desigualdad contraria, basta que reproduzcamos este ra-
zonamiento anterior pero con φ−1 en el papel de φ.

Teniendo en cuenta la proposicio´n 3.2.1, cuantificaremos el orden de invari-
ancia de una familia de distribuciones de probabilidad por medio del orden
intr´ınseco ya que de esta manera, eliminaremos la dependencia respecto a
la parametrizacio´n que elijamos para etiquetar las transformaciones en el
espacio muestral.
3.3 Variedad ambiente
Una vez verificada la condicio´n intr´ınseca de αI , cabe preguntarse si la elec-
cio´n de la variedad ampliada o ambiente influye en los o´rdenes de invariancia.
En general no puede afirmarse nada al respecto, pues los o´rdenes de invari-
ancia dependen de la medida de discrepancia escogida. Sin embargo, en esta
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seccio´n veremos que existe una amplia clase de discrepancias para las que as´ı
es.
Vamos a suponer que ∆, la variedad ampliada, es Riemanniana y que la
distancia Riemanniana, ρ, es la dada por la matriz de informacio´n de Fisher.
Requeriremos, adema´s que PΘ sea una familia parame´trica de distribuciones
de probabilidad absolutamente continuas respecto µ, una medida σ–finita en
(Ω,A), y que Θ, el espacio de para´metros es una subvariedad Riemanniana
de ∆ de dimensio´n finita.
Consideraremos como medida de discrepancia natural la propia distancia
Riemanniana al cuadrado y supondremos que PΘ es invariante de orden αI
respecto a una familia de transformaciones GT . Esta eleccio´n de discrepancia
recoge las propiedades geome´tricas del modelo y veremos que cumple que el
orden de invariancia de una familia parame´trica de probabilidades respecto
a ρ es el mismo que respecto a una amplia clase de divergencias que pasamos
a introducir.
Sean Pα1 y Pα2 medidas de probabilidad en (Ω,A) absolutamente conti-
nuas respecto µ y sea p( · ;αi) = dPαidµ , i = 1, 2. Consideremos la clase de
divergencias de Csisza´r [14], cuya expresio´n viene dada por:
D(Pα1 , Pα2) =
∫
p(x;α1) f(
p(x;α2)
p(x;α1)
) µ(dx)
siendo f es una funcio´n estrictamente convexa y de clase C2. Estas divergen-
cias son conocidas tambie´n como f–divergencias.
El siguiente resultado va a resultar un elemento fundamental en esta seccio´n
al permitir comparar las distancias Riemanniana y Eucl´ıdea en el l´ımite y
puede encontrarse demostrado en el cap´ıtulo 1, seccio´n 9, de Helgason [22].
En el lema 3.3.1 se hace uso del concepto de entorno normal de un pun-
to que puede encontrarse tambie´n en Helgason [22] o bien en el ape´ndice
correspondiente a Geometr´ıa Diferencial, definicio´n A.7.7.
Lema 3.3.1. Sea (∆, ρ) una variedad Riemanniana y Br(p) un entorno nor-
mal dado por el lema A.7.3. Sean a, b ∈ Br(p) y A ,B los u´nicos puntos en
Tp(∆) cumpliendo las relaciones:
expp(A) = a, expp(B) = b, ‖A‖ ≤ r(p), ‖B‖ ≤ r(p).
Entonces:
lim
(a,b)→(p,p)
‖A−B‖
ρ(a, b)
= 1
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Con todas estas ideas presentes, demostraremos el resultado principal de esta
seccio´n.
Proposicio´n 3.3.2. Con las hipo´tesis de la seccio´n, el orden de invarian-
cia de PΘ no depende de la medida de discrepancia escogida en la variedad
ambiente.
Demostracio´n. Con las notaciones del cap´ıtulo, seaM(Ω,A, µ) el conjunto
de todas las medidas de probabilidad en (Ω,A), absolutamente continuas
respecto a una medida σ–finita µ en (Ω,A). Sea Df una f–divergencia entre
elementos de M(Ω,A, µ). Introducimos:
αf−I = sup{α ≥ 0| lim
t→e
Df (g
∗
t θ, gtθ)
Df (g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
Queremos demostrar que αf−I = αI . Necesitaremos realizar una serie de
ca´lculos previos. Sean θ1 y θ2 ∈ ∆ y 4θ = θ2 − θ1. Con abuso de notacio´n,
omitiremos la presencia de una n–carta local. Siguiendo las ideas desarrol-
ladas en Burbea y Rao [11] (que tambie´n pueden encontrarse en Amari et al.
[3]) podemos expresar:
Df (θ1, θ2) =
1
2
f
′′
(1)
n∑
α,β=1
gαβ(θ1)4θα4θβ +O(‖4θ‖3) (3.6)
siendo gαβ(θ1) los elementos la matriz de informacio´n de Fisher en θ1 y la
derivada segunda de f evaluada en 1 diferente de 0 pues Df era una f–
divergencia.
Tomemos ahora θ1 = g
∗
t θ y θ2 = gtθ y sea 4θ(t) = gtθ − g∗t θ. Con ayuda de
la expresio´n (3.6) podemos escribir:
lim
t→e
Df (g
∗
t θ, gtθ)
ρ2(g∗t θ, gtθ)
=
1
2
f
′′
(1) + lim
t→e
‖4θ(t)‖3
ρ2(g∗t θ, gtθ)
En un espacio normado de dimensio´n finita todas las normas son equivalentes,
por lo tanto existe una constante positiva a tal que:
lim
t→e
‖4θ(t)‖
ρ(g∗t θ, gtθ)
≤ a lim
t→e
‖ exp−1θ gtθ − exp−1θ g∗t θ‖
ρ(g∗t θ, gtθ)
Por otra parte, el lema 3.3.1 informa que:
lim
t→e
‖ exp−1θ gtθ − exp−1θ g∗t θ‖
ρ(g∗t θ, gtθ)
= 0
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As´ı ha de ser:
0 ≤ lim
t→e
‖4θ(t)‖3
ρ2(g∗t θ, gtθ)
≤ a lim
t→e
‖ exp−1θ gtθ − exp−1θ g∗t θ‖
ρ3(g∗t θ, gtθ)
ρ(g∗t θ, gtθ) = 0
y por lo tanto se cumplira´ que:
lim
t→e
Df (g
∗
t θ, gtθ)
ρ2(g∗t θ, gtθ)
=
1
2
f
′′
(1) 6= 0 (3.7)
Veamos ahora que αf−I = αI . Sea α < αf−I y θ ∈ Θ. Entonces:
lim
t→e
ρ2(g∗t θ, gtθ)
ρ2(g∗t θ, θ)α
= lim
t→e
ρ2A(g
∗
t θ, gtθ)
Df (g∗t θ, gtθ)
· Df (g
∗
t θ, gtθ)
Df (g∗t θ, θ)α
· Df (g
∗
t θ, θ)
α
ρ2A(g
∗
t θ, θ)
α
= 0
segu´n (3.7) y recordando la definicio´n de αf−I . Al ser θ ∈ Θ arbitrario y
como consecuencia de la definicio´n de supremo de un conjunto ha de ser
αf−I ≤ αI .
Probemos la desigualdad contraria. De nuevo, sea θ ∈ Θ y consideremos
α < αI . Entonces:
lim
t→e
Df (g
∗
t θ, gtθ)
Df (g∗t θ, θ)α
= lim
t→e
Df (g
∗
t θ, gtθ)
ρ2(g∗t θ, gtθ)
· ρ
2(g∗t θ, gtθ)
ρ2(g∗t θ, θ)α
· ρ
2(g∗t θ, θ)
α
Df (g∗t θ, θ)α
= 0
utilizando nuevamente la expresio´n (3.7) y la definicio´n de αI . Como θ ∈ Θ
es arbitrario, αI ≤ αf−I .

Queda as´ı demostrado que podr´ıamos haber escogido como medida de dis-
crepancia cualquier f–divergencia, en particular la distancia de Hellinger,
sin que los o´rdenes de invariancia de la familia se vieran afectados por esta
eleccio´n. Observemos que este resultado es razonable pues la distancia de
Hellinger es, salvo un factor de proporcionalidad que no afecta al ca´lculo de
los o´rdenes, la de Rao en un contexto ma´s amplio.
La eleccio´n de una clase razonable de medidas de discrepancia es un pro-
blema abierto. En este trabajo se ha optado por seleccionar f–divergencias
pues u´nicamente dependen de las medidas de probabilidad que estemos ana-
lizando y no del contexto en el que se hayan incluido. E´sta es una posicio´n
metodolo´gica que puede ser conveniente cuando la u´nica informacio´n de la
que se dispone es la de existencia de un cierto modelo parame´trico. Ante
informacio´n adicional es posible que debie´ramos amplificar el modelo, o bien
construir una discrepancia ad hoc. Tal y como se ha comentado anterior-
mente, es un tema que se pretende analizar en futuros trabajos.
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3.4 Ejemplos.
Esta seccio´n esta´ dedicada a calcular los o´rdenes de invariancia intr´ınsecos
para algunos ejemplos concretos.
Ejemplo 3.4.1. Un caso interesante a considerar es el de una familia pa-
rame´trica de distribuciones de probabilidad invariante frente a la accio´n de
un grupo. Observemos que en esta situacio´n, ∀t ∈ T, θ ∈ Θ se cumple que
g∗t θ = gtθ. Entonces, para cualquier medida de discrepancia δ y ∀α ≥ 0:
lim
t→e
δ(g∗t θ, gtθ)
δ(g∗t θ, θ)α
= 0,∀θ ∈ Θ
Esto es, para la situacio´n cla´sica de invariancia αI = +∞.
Ejemplo 3.4.2. Volviendo al ejemplo 3.2.1 calculemos ahora el orden de
invariancia intr´ınseco de la familia {N(µ, 1) | µ ∈ R} respecto al grupo
multiplicativo de los reales, considerando como discrepancia en ∆ = R×R+
la distancia de Rao al cuadrado, ρ2.
Ya hab´ıamos visto que:
ρ2((aµ, a), (aµ, 1)) = 2 log2(a) = 2 (a− 1)2 +O((a− 1)3)
Por otra parte:
ρ2((aµ, a), (µ, 1)) = 2 ( log2 (
1 + η(µ, µ, a)
1− η(µ, µ, a)))
2
donde recordemos que:
η(µ, µ, a) =
(
(µ− aµ)2 + 2(a− 1)2
(µ− aµ)2 + 2(a+ 1)2
) 1
2
De aqu´ı se obtiene que:
ρ2((aµ, a), (µ, 1)) = (µ2 + 2)(a− 1)2 +O((a− 1)3)
Con lo que podemos afirmar:
lim
a→1
ρ2((aµ, a), (aµ, 1))
ρ2((aµ, a), (µ, 1))α
= 0 si α < 1
esto es, el orden de invariancia intr´ınseco de la familia respecto al grupo
multiplicativo de los reales positivos es 1.
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Ejemplo 3.4.3. Observemos que en el ejemplo anterior, podr´ıamos haber
tomado como variedad ambiente el espacio de Hilbert de las funciones de
cuadrado integrable y como medida de discrepancia la distancia de Hellinger
al cuadrado, d2H . En virtud de la proposicio´n 3.3.2 nada deber´ıa cambiar
respecto a los resultados que se han obtenido. Vamos a verificarlo.
Se cumple que:
d2H((aµ, a), (ξ, 1)) = 2−
2√
a
√
2a2
a2 + 1
exp
− 1
4
(ξ−aµ)2
a2+1
donde, con los mismos criterios que para la distancia Riemanniana al cuadra-
do, d2H((µ1, σ1), (µ2, σ2)) indica d
2
H(N(µ1, σ1), N(µ2, σ2)) para elementos del
espacio de para´metros (µ1, σ1), (µ2, σ2) ∈ R× R+.
Observemos que:
min
ξ∈R
d2H((aµ, a), (ξ, 1)) = d
2
H((aµ, a), (aµ, 1))
Entonces, para a suficientemente cercanas a 1:
d2H((aµ, a), (aµ, 1)) = 2 (1−
√
2a
a2 + 1
) =
1
2!
(a− 1)2 +O((a− 1)3)
y:
d2H((aµ, a), (µ, 1)) = 2−
2√
a
√
2a2
a2 + 1
exp
− 1
4
(ξ−aµ)2
a2+1 =
=
1
2!
(
µ2
2
+ 1)(a− 1)2 +O((a− 1)3)
Cabe destacar que estos resultados concuerdan con que localmente 4 d2H = ρ
2
pues recordemos que:
ρ2((aµ, a), (aµ, 1)) = 2 log2(a) = 2 (a− 1)2 +O((a− 1)3)
y:
ρ2((aµ, a), (µ, 1)) = (µ2 + 2)(a− 1)2 +O((a− 1)3)
Finalmente, podemos afirmar que:
lim
a→1
d2H((aµ, a), (aµ, 1))
d2H((aµ, a), (µ, 1))
α
= 0 si α < 1
como cab´ıa esperar.
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Ejemplo 3.4.4. Consideremos la familia parame´trica de distribuciones de
probabilidad {N(0, σ) | σ ∈ R+} y sea G = {ga| a ∈ R} el grupo aditivo real
dado por:
ga : R → R a ∈ R
x 7→ a+ x
Si σ > 0 y X es una variable aleatoria siguiendo la ley N(0, σ), la variable
transformada por ga ∈ G sigue una distribucio´n N(a, σ), que no se enmarca
en la familia de origen.
La perturbacio´n de la familia {N(0, σ) | σ ∈ R} esta´ incluida de forma
natural en {N(µ, σ) | (µ, σ) ∈ R × R+}. Consideraremos, entonces, como
variedad ampliada R×R+ y como medida de discrepancia en este ambiente
la distancia de Rao, ρ. Debemos por tanto estudiar:
min
ξ2>0
ρ2((a, σ), (0, ξ))
Volviendo a consultar Burbea [9], se verifica que la distancia de Rao entre
las distribuciones N(a, σ) y N(0, ξ) se hace mı´nima si ξ2 = σ2 + a
2
2
y en este
caso:
ρ2((a, σ), (0,
√
σ2 +
a2
2
)) = 2 log2(
1 + δ12
1− δ12 ) = 8 tanh
−1(δ12)
siendo:
δ12 =
a2 + 2(σ −
√
σ2 + a
2
2
)2
a2 + 2(σ +
√
σ2 + a
2
2
)2

1
2
Si desarrollamos en serie de Taylor en un entorno de 0:
ρ2((a, σ), (0,
√
σ2 +
a2
2
)) = 4
a2
σ2
+O(a4) (3.8)
Por otra parte, y de nuevo de Burbea [9] se tiene:
ρ2((a, σ), (0, σ)) =
a2
σ2
Si recopilamos toda la informacio´n:
lim
a→0
ρ2((a, σ), (0,
√
σ2 + a
2
2
))
ρ2((a, σ), (0, σ))α
= 0 si α < 1
esto es, el orden de invariancia intr´ınseco de la familia respecto al grupo
aditivo de los reales es 1.
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3.5 Transformacio´n inducida inversa aproxi-
mada.
De igual manera a como exigimos en la seccio´n 3.3, vamos a suponer que se
cumplen las condiciones A1, A2 y A3, que la variedad ambiente ∆ es Rie-
manniana, siendo la me´trica la informativa y que el espacio de para´metros
Θ es una subvariedad Riemanniana de ∆ de dimensio´n finita. Bajo estas
condiciones, ha quedado establecido en la proposicio´n 3.3.2 que podr´ıamos
escoger como discrepancia cualquier f–divergencia pues los o´rdenes de in-
variancia de una familia no se ven afectados por esta eleccio´n. Tomaremos
como discrepancia la distancia Riemanniana en ∆ pues, como se probo´ en
la proposicio´n 3.3.2, cualquier f–divergencia es comparable en el l´ımite con
ella y recordemos que u´nicamente estamos interesados en perturbaciones in-
finitesimales de las distribuciones de probabilidad. Adema´s sus propiedades
de invariancia en sentido cla´sico, de las que veremos una aplicacio´n en la
proposicio´n 3.5.1, hacen que sea un candidato razonable a discrepancia.
Es bien sabido que en el caso de disponer de una familia de distribuciones de
probabilidad invariante frente a la accio´n de un grupo, las transformaciones
inducidas en el espacio de para´metros son un grupo tambie´n. Es de esperar
que en nuestro caso no se de una situacio´n tan favorable. Sin embargo, pode-
mos preguntarnos si existe algu´n elemento de la familia de transformaciones
inducidas que haga el papel de inverso de un cierto orden de gt, t ∈ T . El
siguiente resultado prueba que, en efecto, as´ı es.
Proposicio´n 3.5.1. Sea (Ω,A, {Pθ | θ ∈ Θ}) un modelo estad´ıstico parame´-
trico siendo Θ, el espacio de para´metros una variedad C∞. Con las nota-
ciones de la seccio´n 3.1, sea (∆, ρ) la variedad ampliada, que supondremos
Riemanniana, e indiquemos por ρΘ la distancia Riemanniana en Θ inducida
por la matriz de la me´trica de ∆.
Supongamos que {Pθ | θ ∈ Θ}) es invariante intr´ınseca de orden αI respecto
a un grupo de transformaciones bimedibles de Ω en Ω, GT e introducimos:
αinv = sup{α ≥ 0| lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
Entonces:
αinv ≥ αI
Demostracio´n. Sea θ ∈ Θ y t ∈ T . Consideremos α < αI . Se tiene:
lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
= lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(gtg
−1
t θ, θ)
ρ2(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
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Se verifica que:
lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(gtg
−1
t θ, θ)
= 1 (3.9)
pues si notamos como exp la aplicacio´n exponencial correspondiente a la
conexio´n de Levi–Civita en ∆ y exp la correspondiente a la conexio´n inducida
en Θ por me´trica informativa de ∆, se cumple que:
lim
t→e
‖ exp−1θ gtg−1t θ‖
‖exp−1θ gtg−1t θ‖
= 1
Por otra parte, las distancias Riemanniana y Eucl´ıdea siempre son compara-
bles en el l´ımite, tal y como se indico´ en el lema 3.3.1, con lo que la expresio´n
(3.9) es cierta.
De esta manera, basta que demostremos:
lim
t→e
ρ2(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
= 0
Utilizando la desigualdad triangular:
ρ(g−1t gtθ, θ) ≤ ρ(g−1t gtθ, g−1t ∗gtθ) + ρ(g−1t ∗gtθ, θ)
Se cumple que ρ2 es invariante, en sentido cla´sico, frente a la accio´n de un
grupo. Es un resultado conocido del cual se ha incluido una demostracio´n
detallada en el cap´ıtulo 4 este trabajo, proposicio´n 4.2.1, pues este es el
cap´ıtulo dedicado a analizar la invariancia de la funcio´n de pe´rdida. Au´n as´ı,
nos vamos a permitir la licencia de utilizar la invariancia de ρ2 en sentido
cla´sico frente a la accio´n de un grupo en la siguiente expresio´n:
ρ(g−1t gtθ, g
−1
t
∗
gtθ) + ρ(g
−1
t
∗
gtθ, θ) = ρ(g
−1
t gtθ, g
−1
t
∗
gtθ) + ρ(gtθ, g
∗
t θ)
Recordando ahora la definicio´n de proyeccio´n obtenemos que:
ρ(g−1t
∗
gtθ, g
−1
t gtθ) ≤ ρ(g−1t ∗gtθ, θ) = ρ(g∗t θ, gtθ)
As´ı:
lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
≤ lim
t→e
4
ρ2Θ(g
∗
t θ, gtθ)
ρ2(g∗t θ, θ)α
= 0
al ser α < αI y {Pθ | θ ∈ Θ}) es invariante intr´ınseca de orden αI . Por ser
θ ∈ Θ arbitrario pero fijo, esta condicio´n prueba que:
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lim
t→e
ρ2Θ(gtg
−1
t θ, θ)
ρ2(g∗t θ, θ)α
= 0, ∀θ ∈ Θ
esto es, αI ≤ αinv.

Observemos que nada cambia en la demostracio´n anterior si cambiamos g−1t
por gt. De esta manera:
αinv = sup{α ≥ 0| lim
t→e
ρ2Θ(g
−1
t gtθ, θ)
ρ2(g−1 ∗t θ, θ)α
= 0, ∀θ ∈ Θ}
y tambie´n:
αinv = sup{α ≥ 0| lim
t→e
ρ2Θ(g
−1
t gtθ, θ)
ρ2(g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
pues ρ2(g∗t θ, θ) = ρ
2(g−1t
∗
θ, θ), ∀t ∈ T , ∀θ ∈ Θ.
Hemos visto en este cap´ıtulo como una familia no necesariamente invariante
en sentido cla´sico lo puede ser en orden respecto a una familia arbitraria
de transformaciones biyectivas, bimedibles y conteniendo a la identidad en
el espacio muestral. La nocio´n de familia invariante de orden intr´ınseco αI
engloba la de invariante en sentido cla´sico, esta ser´ıa ahora de orden intr´ınseco
+∞, y va a ser el punto de partida para abordar, en este contexto ma´s amplio,
diferentes conceptos y resultados de invariancia cla´sica.

Cap´ıtulo 4
Pe´rdida invariante en orden
El siguiente elemento a considerar, si seguimos la teor´ıa cla´sica de invarian-
cia, es la funcio´n de pe´rdida. Si la familia parame´trica de distribuciones de
probabilidad en estudio es invariante en sentido cla´sico, tambie´n se le exige a
la funcio´n de pe´rdida que lo sea. Si escogemos convenientemente la pe´rdida,
veremos que bajo la perspectiva de la invariancia aproximada tambie´n se
puede afirmar invariancia pero de un cierto orden.
4.1 Pe´rdida invariante de orden βSC y βV
Supongamos que disponemos de una familia parame´trica de distribuciones
de probabilidad PΘ = {Pθ | θ ∈ Θ} en un espacio medible (Ω,A) que adema´s
sean absolutamente continuas respecto a una medida σ–finita de referencia
µ en (Ω,A). Exigiremos, tal y como lo hicimos en el cap´ıtulo anterior, que Ω
sea un espacio topolo´gico y que el espacio de para´metros Θ sea una variedad
n–dimensional.
Sea GT = {gt | t ∈ T}, donde T es un intervalo de R, una familia de trans-
formaciones de Ω en Ω, biyectivas y bimedibles que contenga a la identidad.
Denotaremos por e aquel elemento de T de manera que ge sea la identidad
sobre Ω y supondremos que limt→e gtw = w, µ− c.s.
Sea ∆ la variedad ambiente y δ una discrepancia en ∆. En este cap´ıtulo
impondremos una condicio´n adicional a las transformaciones GT ; exigiremos
que exista una aplicacio´n c : Θ×Θ −→ (0,+∞) continua tal que:
lim
t→e
δ(g∗t θ1, θ1)
δ(g∗t θ2, θ2)
= c(θ1, θ2), ∀θ1, θ2 ∈ Θ (4.1)
En otras palabras, perturbaciones realizadas sobre dos elementos cualquiera
del espacio de para´metros siempre son comparables en el l´ımite. Es una
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condicio´n razonable que se verifica en gran cantidad de situaciones y si no
se ha exigido anteriormente es porque los resultados que hemos obtenido
no la requer´ıan de forma expl´ıcita como hipo´tesis. Verifiquemos que en los
ejemplos considerados en el cap´ıtulo anterior se cumple.
Ejemplo 4.1.1. Recordemos el ejemplo 3.4.2 donde para la familia para-
me´trica {N(µ, 1) | µ ∈ R}, el grupo multiplicativo de los reales positivos y
discrepancia en ∆ = R×R+ la distancia de Rao al cuadrado, hab´ıamos visto
que:
ρ2((aµ, a), (µ, 1)) = (µ2 + 2)(a− 1)2 +O((a− 1)3)
De aqu´ı se obtiene que:
lim
a→1
ρ2((aµ1, a), (µ1, 1))
ρ2((aµ2, a), (µ2, 1))
=
(µ21 + 2)
(µ22 + 2)
> 0, ∀µ1, µ2 ∈ R
tal y como quer´ıamos verificar.
Ejemplo 4.1.2. Respecto al ejemplo 3.4.4, en el que recordemos se consider-
aba la familia de distribuciones de probabilidad {N(0, σ) | σ ∈ R+}, el grupo
aditivo real y se tomaba como discrepancia en ∆ = R × R+ la distancia de
Rao al cuadrado, ten´ıamos que:
ρ2((a, σ), (0, σ)) =
a2
σ2
De esta manera:
lim
a→0
ρ2((a, σ1), (0, σ1))
ρ2((a, σ2), (0, σ2))
=
σ21
σ22
> 0, ∀σ1, σ2 ∈ R+
con lo que la condicio´n (4.1) tambie´n se cumple en este caso.
El objetivo de este cap´ıtulo es estudiar el orden de invariancia de la funcio´n de
pe´rdida. Pasamos a recordar su definicio´n y algu´n otro aspecto relacionado.
Supondremos que hemos establecido, para el estudio de un cierto feno´meno,
un modelo estad´ıstico parame´trico y no entraremos en detalle, al ser un tema
que escapa del a´mbito de estudio de este trabajo, sobre co´mo ha sido selec-
cionado. Podemos interpretar entonces Ω como el espacio de las mediciones
del feno´meno, A como el de las validaciones sobre las mediciones y PΘ como
la familia de las posibles distribuciones de probabilidad del feno´meno. Debe-
mos ocuparnos ahora de las afirmaciones a realizar sobre el modelo (Ω,A,PΘ)
una vez observado w ∈ Ω. Como ejemplo, supongamos que realizamos un
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contraste de hipo´tesis de la forma H0 : θ ∈ Θ0 donde Θ0 ⊂ Θ. Podemos
tomar dos decisiones: rechazar H0 o bien no rechazarla. En el caso de la
estimacio´n puntual tambie´n estamos tomando una decisio´n al respecto del
modelo (Ω,A,PΘ) pues queremos estimar el ”verdadero”(o una funcio´n de
e´ste) para´metro θ. Aqu´ı el espacio de decisiones ser´ıa el propio Θ.
De esta manera, cualquier procedimiento para el que a partir de n observa-
ciones se obtiene una decisio´n indica la existencia de una regla de decisio´n,
concepto que pasamos ahora a definir, pero que debe entenderse como una
aplicacio´n del espacio muestral en el conjunto de todas las posibles decisiones.
Habitualmente exigiremos que este conjunto sea un espacio en el sentido de
la siguiente definicio´n:
Definicio´n 4.1.1. Un espacio de decisiones es un espacio medible (D,D).
Los elementos de D se llaman decisiones.
Definicio´n 4.1.2. Sea (Ω,A,PΘ) un modelo estad´ıstico parame´trico y con-
sideremos un espacio de decisiones (D,D). Una regla de decisio´n pura es una
aplicacio´n medible d de (Ω,A) en (D,D).
Para poder comparar decisiones debemos introducir la siguiente definicio´n.
Definicio´n 4.1.3. Una funcio´n de pe´rdida correspondiente al modelo es-
tad´ıstico parame´trico (Ω,A,PΘ) y al espacio de decisiones (D,D) es una
aplicacio´n:
L : Θ×D −→ R+
de manera que ∀θ ∈ Θ la aplicacio´n Lθ : d 7→ L(θ, d) es medible.
De esta manera, dado θ ∈ Θ y d ∈ D el valor L(θ, d) puede entenderse
como la penalizacio´n asociada a escoger d cuando el ”verdadero”valor del
para´metro es θ. Esto nos lleva a introducir:
Definicio´n 4.1.4. Diremos que d es una decisio´n correcta para el para´metro
θ ∈ Θ si y so´lo si L(θ, d) = 0.
Supondremos que para cada valor del para´metro θ existe una u´nica decisio´n
correcta d y que cada decisio´n d es correcta al menos para algu´n θ ∈ Θ.
Observemos que estas condiciones se presentan en el caso de la estimacio´n
puntual, en el de los test de hipo´tesis y en el de la determinacio´n de regiones
de confianza.
En este trabajo vamos a interesarnos en estimacio´n puntual de los para´metros
del modelo. En este caso L es una aplicacio´n:
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L : Θ×Θ −→ R+
en la que L(θ′, θ) indicara´ ahora la penalizacio´n asociada a tomar como valor
del para´metro θ′ si en realidad el ”verdadero”valor es θ.
Con todos estos conceptos recordados, podemos pasar a analizar la invarian-
cia, en orden, de la pe´rdida.
Definicio´n 4.1.5. Diremos que L es invariante de orden escalar βSC respec-
to a la familia de transformaciones GT si y so´lo si:
βSC = sup{β ≥ 0| lim
t→e
(L(gtθ1, gtθ2)− L(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
= 0, ∀θ1, θ2 ∈ Θ}
Definicio´n 4.1.6. Diremos que L es invariante de orden vectorial βV re-
specto a la familia de transformaciones GT si y so´lo si:
βV = sup{β ≥ 0| lim
t→e
τ gtθ1θ1 gradL( · , gtθ2)|gtθ1
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
−
− gradL( · , θ2)|θ1
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
= 0θ1 ,∀θ1, θ2 ∈ Θ}
donde 0θ1 ∈ Tθ1(Θ), gradL( · , θ2)|θ1 indica el gradiente de la funcio´n L( · , θ2)
en el punto θ1 y:
τ gtθ1θ1 : Tgtθ1(Θ) −→ Tθ1(Θ)
es el transporte paralelo desde Tgtθ1(Θ) a Tθ1(Θ) a lo largo de una geode´sica
que una gtθ1 y θ1.
Es de esperar que para poder relacionar los o´rdenes de invariancia de una
familia y el de la pe´rdida que escojamos, la discrepancia y la funcio´n de
pe´rdida deber´ıan tener a su vez algu´n tipo de relacio´n. Recordemos que si la
variedad ampliada ∆ es Riemanniana, siendo la me´trica ρ la informativa, y Θ,
el espacio de para´metros, es una subvariedad Riemanniana de ∆ de dimensio´n
finita, ha quedado establecida en el cap´ıtulo anterior la conveniencia de tomar
ρ2 como medida de discrepancia. El intere´s en la distancia de Rao como
funcio´n de pe´rdida ha sido establecido en Oller y Corcuera [31]. La siguiente
seccio´n adema´s recuerda que ρ2 es invariante en sentido cla´sico frente a la
accio´n de un grupo. Nos proponemos, en la seccio´n 4.3, reproducir esta
propiedad pero en orden.
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4.2 Invariancia cla´sica de la distancia de Rao
Sea (Ω,A, µ) un espacio de medida y PΘ = {Pθ| θ ∈ Θ} una familia de dis-
tribuciones de probabilidad en (Ω,A) absolutamente continuas respecto µ.
Supongamos que el espacio de para´metros Θ tenga estructura de n–variedad
Riemanniana siendo la me´trica la inducida por la matriz de informacio´n de
Fisher. En este caso podemos considerar como funcio´n de pe´rdida natural
la distancia Riemanniana al cuadrado ρ2Θ entre puntos de la variedad Θ,
ver Oller y Corcuera [31] y Corcuera [13], recordando nuevamente que es-
ta eleccio´n recoge las propiedades geome´tricas del modelo inducidas por la
propia matriz de informacio´n de Fisher y resulta ser una generalizacio´n de
la distancia de Mahalanobis. Adema´s, en te´rminos de invariancia cla´sica, ρ2Θ
es invariante bajo la accio´n de un grupo de transformaciones biyectivas y
bimedibles, si la familia en estudio lo es. E´ste es un resultado conocido y
utilizado habitualmente que se basa en la conservacio´n de la Informacio´n de
Fisher frente a transformaciones suficientes. En este trabajo se ha optado
por una prueba directa considerando que su importancia as´ı lo requer´ıa.
Proposicio´n 4.2.1. Sea (Ω,A, µ) un espacio de probabilidad y PΘ = {Pθ| θ ∈
Θ} una familia parame´trica de distribuciones de probabilidad en (Ω,A) absolu-
tamente continuas respecto µ. Supongamos que Θ, el espacio de para´metros,
tenga estructura de variedad Riemanniana n–dimensional y que la me´trica
ρΘ en Θ sea la inducida por la matriz de informacio´n de Fisher.
Sea ΦΩ : Ω −→ Ω una transformacio´n biyectiva y bimedible y Φ : Θ −→ Θ
biyectiva, de manera que si X es una variable aleatoria siguiendo la distribu-
cio´n Pθ, entonces Φ
Ω(X) ∼ PΦ(θ). Supongamos, adema´s que µ >> PΦ(θ),
∀θ ∈ Θ.
Entonces:
ρ2Θ(Φ(θ1),Φ(θ2)) = ρ
2
Θ(θ1, θ2), ∀θ1, θ2 ∈ Θ
Demostracio´n. Probaremos que la aplicacio´n Φ : Θ −→ Θ es una isometr´ıa
y por tanto conserva las distancias entre puntos de la variedad.
Sea θ0 ∈ Θ y (U, x) y (V, y) sistemas de coordenadas locales en θ0 y en Φ(θ0)
respectivamente. Definimos un nuevo sistema de coordenadas local en θ0 a
trave´s de:
z : U ∩ Φ−1(V ) −→ Rn
θ y(Φ(θ))
Queremos demostrar que ∀X, Y ∈ Tθ0(Θ):
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< X, Y >θ0=< (Φ∗)θ0(X), (Φ∗)θ0(Y ) >Φ(θ0) (4.2)
Por simplicidad de notacio´n, utilizaremos el convenio de sumacio´n de Einstein
o de ı´ndices repetidos. Θ es una variedad Riemanniana n–dimensional por
lo que todos los ı´ndices, salvo que se indique de manera expresa lo contrario,
variara´n entre 1 y n. As´ı, escribiremos:
X = X i(
∂
∂xi
)θ0 , Y = Y
i(
∂
∂xi
)θ0
Por otra parte, X e Y referidos al sistema de coordenadas z se expresan:
X = X i(
∂
∂zi
)θ0 , Y = Y
i(
∂
∂zi
)θ0
siendo:
Xα = (
∂zα
∂xβ
)θ0 X
β , Y α = (
∂zα
∂xβ
)θ0 Y
β (4.3)
y ((∂z
α
∂xβ
)θ0)α,β=1...n la matriz de derivadas parciales de la aplicacio´n:
z◦x−1 = y◦Φ◦x−1 : Rn −→ Rn
evaluadas en el punto x(θ0). De esta manera, si notamos (gij(θ0))i,j=1...n
como la matriz de la me´trica en θ0 expresada en el sistema de coordenadas
x y (gij(θ0))i,j=1...n en el sistema de coordenadas z, se tiene que:
< X, Y >θ0= gij(θ0) X
iY j = gij(θ0) X
i Y j (4.4)
cumplie´ndose la relacio´n:
gαβ(θ0) = (
∂xα
∂zi
)θ0 (
∂xβ
∂zj
)θ0 gij(θ0)
y siendo ahora ((∂x
α
∂zβ
)θ0)α,β=1...n la matriz de las derivadas parciales de la
aplicacio´n x◦z−1 = x◦Φ−1◦y−1 : Rn −→ Rn evaluadas en el punto z(θ0) =
y(Φ(θ0)).
Estudiemos la parte derecha de la igualdad (4.2). Por simplicidad de las
notaciones, indicaremos (Φ∗)θ0(X) = V , (Φ∗)θ0(Y ) =W y escribiremos:
V = V i(
∂
∂yi
)Φ(θ0) , W = W
i(
∂
∂yi
)Φ(θ0)
Entonces, ∀g ∈ C∞(Φ(θ0)):
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V g = X(g◦Φ) = X i(
∂
∂xi
)θ0(g◦Φ) =
= X iDi(g◦Φ◦x−1)(x(θ0)) = X iDi(g◦y−1◦y◦Φ◦x−1)(x(θ0)) =
= X iDi(g◦y−1◦z◦x−1)(x(θ0)) = X iDα(g◦y−1(z(θ0))Di(Πα◦z◦x−1)(x(θ0)) =
= (X iDi(Π
α◦z◦x−1)(x(θ0)))Dα(g◦y−1)(y(Φ(θ0))) =
= (X iDi(Π
α◦z◦x−1)(x(θ0)))(
∂
∂yα
)Φ(θ0) g
esto es:
V α = X iDi(Π
α◦z◦x−1)(x(θ0)) = X i(
∂zα
∂xi
)θ0 = X
α
utiliza´ndose, en la u´ltima igualdad, la primera parte de la expresio´n (4.3).
De manera similar, se probar´ıa que Wα = Y α. Entonces:
< (Φ∗)θ0(X), (Φ∗)θ0(Y ) >= g˜ij (Φ(θ0))X i Y j (4.5)
siendo (g˜ij(Φ(θ0)))i,j=1...n la matriz de la me´trica en el punto Φ(θ0) referi-
da al sistema de coordenadas y. Estudiemos los elementos de esta matriz.
Intentaremos demostrar que:
gij(θ0) = g˜ij(Φ(θ0)) , i, j = 1 . . . n (4.6)
y la igualdad (4.2) quedara´ probada. En efecto. Recordemos que nuestro ob-
jetivo era calcular < (Φ∗)θ0(X), (Φ∗)θ0(Y ) >Φ(θ0)= g˜ij(Φ(θ0))V
iW j. Entonces,
una vez demostrada la expresio´n anterior y segu´n (4.4) y (4.5):
< (Φ∗)θ0(X), (Φ∗)θ0(Y ) >Φ(θ0)= gij(θ0) X i Y j = gij(θ0) X
iY j =< X, Y >θ0
con lo que la condicio´n de isometr´ıa para Φ, esto es (4.2), estara´ demostrada.
Para probar (4.6) introducimos p( · ; θ0) = dPθ0dµ y p( · ; Φ(θ0)) =
dPΦ(θ0)
dµ
.
Estas derivadas de Radon-Nikodym existen al ser Pθ0 y PΦ(θ0) absolutamente
continuas respecto µ por hipo´tesis. Entonces:
gij(θ0) = Eθ0
[ ∂
∂zi
log p(X; θ0)
∂
∂zj
log p(X; θ0)
]
=
= EΦ(θ0)
[ ∂
∂zi
log p(ΦΩ(X); θ0)
∂
∂zj
log p(ΦΩ(X); θ0)
]
(4.7)
Sabemos que:
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p(ΦΩ(w); θ0) = p(w; Φ(Θ0)), c.s.
pues si X ∼ Pθ0 , entonces ΦΩ(X) ∼ PΦ(θ0). De esta manera, recuperando la
expresio´n (4.7), podemos escribir:
gij(θ0) = EΦ(θ0)
[ ∂
∂zi
log p(X; Φ(θ0))
∂
∂zj
log p(X; Φ(θ0))
]
= (4.8)
Finalmente observemos que:
∂
∂zi
log p( · ; Φ(θ0)) = Di(log p( · ; Φ◦z−1))(z(θ0)) =
= Di(log p( · ; Φ◦ (y◦Φ)−1))((y◦Φ)(θ0)) = ∂
∂yi
log p( · ; Φ(θ0))
As´ı la expresio´n (4.8) se reescribe:
gij(θ0) = EΦ(θ0)
[ ∂
∂yi
log p(X; Φ(θ0))
∂
∂yj
log p(X; Φ(θ0))
]
= g˜ij(θ0)
que es justamente (4.6) tal y como quer´ıamos ver.

4.3 Invariancia de orden βW y βS de ρ
2.
Una vez demostrada la invariancia en sentido cla´sico de la distancia Rieman-
niana al cuadrado ρ2 vamos a probar que si tomamos como discrepancia ρ2
y la familia parame´trica de distribuciones de probabilidad es invariante de
orden αI , entonces ρ
2 restringida al espacio de para´metros es una funcio´n de
pe´rdida invariante en sentido escalar por lo menos de orden αI .
Aunque las definiciones de pe´rdida invariante ya se introdujeron en la sec-
cio´n 4.1, las recuperaremos y las escribiremos de nuevo para la distancia
Riemanniana.
Sea (Ω,A, µ) un espacio de medida, Θ una n–variedad y PΘ = {Pθ | θ ∈ Θ}
una familia parame´trica de distribuciones de probabilidad en (Ω,A). Supong-
amos que Ω es un espacio topolo´gico y que GT = {gt | t ∈ T}, T un intervalo
de R, es una familia de transformaciones de Ω en Ω, biyectivas y bimedi-
bles conteniendo a la identidad. Sea e el elemento de T de manera que la
aplicacio´n ge es la identidad sobre Ω e impondremos que limt→e gtw = w
µ− c.s.
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Vamos a suponer que la variedad ambiente ∆ es una variedad Riemanniana,
que su me´trica es la informativa y que Θ es una subvariedad Riemanniana
de ∆. Tomaremos como discrepancia en ∆ la distancia Riemanniana al
cuadrado, ρ2. Finalmente la distancia Riemanniana en Θ inducida por ρ la
indicaremos como ρΘ.
La condicio´n (4.1) se escribira´ ahora:
lim
t→e
ρ2(g∗t θ1, θ1)
ρ2(g∗t θ2, θ2)
= c(θ1, θ2), ∀θ1, θ2 ∈ Θ (4.9)
y las definiciones de pe´rdida invariante para ρ2Θ sera´n las siguientes.
Definicio´n 4.3.1. Diremos que ρ2Θ es invariante de orden escalar βSC re-
specto la familia de transformaciones GT si y so´lo si:
βSC = sup{β ≥ 0| lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
= 0, ∀θ1, θ2 ∈ Θ}
Definicio´n 4.3.2. Diremos que ρ2Θ es invariante de orden vectorial βV re-
specto la familia de transformaciones GT si y so´lo si:
βV = sup{β ≥ 0| lim
t→e
τ gtθ1θ1 exp
−1
gtθ1
(gtθ2)− exp−1θ1 (θ2)
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
= 0θ1 ,∀θ1, θ2 ∈ Θ}
donde 0θ1 ∈ Tθ1(Θ) y ‖ expθ1(θ2)‖2 = ρ2Θ(θ1, θ2).
En el caso de la distancia Riemanniana al cuadrado, se pueden relacionar
los o´rdenes de invariancia escalar y vectorial segu´n se muestra en el siguiente
resultado.
Proposicio´n 4.3.1. Los o´rdenes de invariancia escalar y vectorial de ρ2Θ
cumplen la siguiente relacio´n:
βV ≤ βSC
Demostracio´n Sea β ≥ 0 tal que ∀θ1, θ2 ∈ Θ:
lim
t→e
τ gtθ1θ1 exp
−1
gtθ1
(gtθ2)− exp−1θ1 (θ2)
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
= 0 (4.10)
Demostraremos que:
lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
= 0 (4.11)
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Esta condicio´n implicara´ que β ≤ βSC y por ser el supremo de un conjunto
la menor de sus cotas superiores tendra´ que cumplirse:
βV ≤ βSC
tal y como quer´ıamos ver.
Probemos que el l´ımite de (4.11) es efectivamente 0. Si θ1 = θ2 el l´ımite es
cero trivialmente. En caso contrario introducimos:
A(t) = τ gtθ1θ1 exp
−1
gtθ1
(gtθ2)
B = exp−1θ1 (θ2)
Entonces:
0 ≤ lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
=
= lim
t→e
(‖A(t)‖2 − ‖B‖2)2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
=
= lim
t→e
(< A(t) +B,A(t)−B >)2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
≤
≤ lim
t→e
‖A(t)−B‖2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
‖A(t) +B‖2 = 0
pues:
lim
t→e
‖A(t)−B‖2
min(ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β)
=
= lim
t→e
(
‖τ gtθ1θ1 exp−1gtθ1(gtθ2)− exp−1θ1 (θ2)‖
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
)2
= 0
segu´n la ecuacio´n (4.10) y al ser limt→e ‖A(t) + B‖2 = 4 ρ2Θ(θ1, θ2) 6= 0 por
hipo´tesis.
De esta manera, la igualdad (4.11) queda probada y la proposicio´n tambie´n.

Observemos que el resultado anterior no tiene porque haber una igualdad
entre βSC y βV pues podr´ıa ser que ‖ exp−1gtθ1(gtθ2)‖2 = ρ2Θ(θ1, θ2), ∀t ∈ T ,∀θ1, θ2 ∈ Θ sin que esto implique necesariamente que:
lim
t→e
τ gtθ1θ1 exp
−1
gtθ1
(gtθ2)− exp−1θ1 (θ2)
min(ρ2(g∗t θ1, θ1)
β
2 , ρ2(g∗t θ2, θ2)
β
2 )
= 0θ1
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En la proposicio´n anterior de ha demostrado la relacio´n entre los o´rdenes
de invariancia escalar y vectorial de ρ2Θ. Observemos que el orden escalar
informa sobre la magnitud de la diferencia entre ρ2Θ(gtθ1, gtθ2) y ρ
2
Θ(θ1, θ2)
mientras que el orden vectorial aporta adema´s informacio´n direccional. La
figura 4.1 puede aclarar estas ideas.
Orden de invariancia escalar y vectorial de ρ2Θ
θ1
θ2
gtθ1 gtθ2Θ
expgtθ1 gtθ2
expθ1 θ2
τ gtθ1θ1 expgtθ1 gtθ2
‖τ gtθ1θ1 expgtθ1 gtθ2 − expθ1 θ2‖
Figura 4.1: Representacio´n gra´fica conjunta de ρ2Θ(gtθ1, gtθ2) y ρ
2
Θ(θ1, θ2) frente
a τ gtθ1θ1 exp
−1
gtθ1
gtθ2 y exp−1θ1 θ2.
De esta manera, nos referiremos al orden escalar de invariancia de ρ2Θ como
orden de´bil y al vectorial como orden fuerte. Los denotaremos como βW y
βS respectivamente.
Cabe preguntarse ahora por el orden de invariancia de la funcio´n de pe´rdida
en relacio´n al orden de invariancia de la familia. Tal y como hemos visto
en la seccio´n 4.2, si la familia de probabilidades es invariante en sentido
cla´sico frente a la accio´n de un grupo, la distancia de Rao al cuadrado, como
funcio´n de pe´rdida, tambie´n lo es. Para la situacio´n de invariancia en orden
se dispone del siguiente resultado.
Proposicio´n 4.3.2. Con las notaciones habituales, sea (Ω,A, µ) un espacio
de probabilidad y PΘ = {Pθ | θ ∈ Θ} una familia parame´trica de distribu-
ciones de probabilidad en (Ω,A), absolutamente continuas respecto µ.
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Sea T ⊂ R y GT = {gt | t ∈ T} una familia de transformaciones biyectivas
y bimedibles de Ω en Ω conteniendo a la identidad. Denotemos e ∈ T aquel
elemento para el que ge sea la identidad sobre Ω.
Supongamos que la familia PΘ sea invariante de orden αI respecto a GT y
que para t pro´ximos a e el jacobiano de la aplicacio´n gt evaluado en el punto
θ sea diferente de 0.
Sea ∆ la variedad ampliada. Supondremos que ∆ tiene estructura de m–
variedad Riemanniana, que la distancia ρ en ∆ es la inducida por informa-
cio´n de Fisher y que Θ es una subvariedad completa de ∆ de dimensio´n n.
Indiquemos por ρΘ la distancia en Θ inducida a trave´s de la me´trica en ∆.
Entonces, ρ2Θ es una funcio´n de pe´rdida invariante en sentido de´bil de orden
βW ≥ αI .
Demostracio´n. Sean θ1 y θ2 ∈ Θ arbitrarios pero fijos. Vamos a demostrar
que si α < αI , entonces:
lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0 (4.12)
Esta condicio´n implicara´ que α ≤ βW de donde, recordando la definicio´n de
supremo de un conjunto, se tendra´ que αI ≤ βW .
Observemos que si θ1 = θ2 el l´ımite anterior es claramente nulo. Considere-
mos entonces θ1 6= θ2.
Antes de abordar la evaluacio´n del l´ımite de (4.12), debemos realizar una serie
de ca´lculos previos que reproducen, en la medida de lo posible, los realizados
en la proposicio´n 4.2.1.
Sea θ ∈ Θ. Consideremos un sistema de coordenadas local (U, x) en θ que
este´ adaptado a la subvariedad, esto es, una aplicacio´n:
x : U −→ Rm
p 7−→ (x1(p), . . . . . . , xm(p))
de manera que p ∈ U ∩ Θ ⇔ x1(p) = . . . = xm(p) = 0. Un sistema de
coordenadas adaptado siempre puede considerarse, tal y como se muestra en
las pa´ginas 23− 24 de Helgason [22].
Sean ahora t pro´ximo a e y U ′t un abierto de ∆ tales que:
gt : U ∩Θ −→ U ′t ∩Θ
sea biyectiva. Consideremos una aplicacio´n:
yt : U
′
t −→ Rm
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de manera que (U ′t , yt) sea un sistema de coordenadas local en g
∗
t θ adaptado
a Θ.
Denotemos U = U ∩ Θ y U ′t = U ′t ∩ Θ e indiquemos, con abuso de notacio´n
x ≡ x|U e yt ≡ yt|U ′t .
Definimos un sistema de coordenadas local en θ a trave´s de:
zt : U ∩ gt −1(U ′t) −→ Rn
ϑ yt(gtϑ)
(U ∩ gt −1(U ′t), zt) es una carta local de Θ en el punto θ. Completemos zt a
un sistema de coordenadas de ∆ que sea adaptado a Θ y cuya restriccio´n
a Θ coincida con zt. Con abuso de notacio´n, lo denotaremos tambie´n como
zt. Consideremos U
′′
t entorno abierto de θ en ∆ de manera que U
′′
t ∩ Θ =
U ∩ gt −1(U ′t). Sin pe´rdida de generalidad, podemos considerar que U ′′t = U
pues en caso de que U ′′t 6= U , tomar´ıamos en el sistema (U, x) y en el (U ′′t , z)
con la interseccio´n de U y U ′′t . Observemos que, con estas consideraciones,
U pasa a depender tambie´n de t. Lo denotaremos Ut.
Sean X, Y ∈ Tθ(Θ). Vamos a analizar la diferencia entre las cantidades:
〈X, Y 〉θ y < (gt∗)θ(X), (gt∗)θ(Y ) >gtθ (4.13)
pues e´sta nos indicara´ lo alejados que nos encontramos de la situacio´n de
invariancia cla´sica, donde g∗t = gt es una isometr´ıa.
Por simplicidad de notacio´n, utilizaremos el convenio de sumacio´n de Einstein
o de ı´ndices repetidos. As´ı escribiremos:
X = X i(
∂
∂xi
)θ0 , Y = Y
i(
∂
∂xi
)θ0
siendo X i = Y i = 0 para i ∈ {n + 1, . . . ,m}, pues recordemos que la carta
(U, x) esta´ adaptada a Θ.
Por otra parte, X e Y referidos al sistema de coordenadas zt se expresan:
X = X i(
∂
∂zit
)θ , Y = Y i(
∂
∂zit
)θ
siendo:
Xα = (
∂zαt
∂xβ
)θ X
β , Y α = (
∂zαt
∂xβ
)θ Y
β (4.14)
y ((
∂zαt
∂xβ
)θ)α,β=1...n la matriz de derivadas parciales de la aplicacio´n:
zt◦x−1 = yt◦gt◦x−1 : x(Ut) ⊂ Rn −→ Rn
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evaluadas en el punto x(θ). Para i ∈ {n+1, . . . ,m} sabemos queX i = Y i = 0
pues recordemos que zt tambie´n esta´ adaptado a Θ.
Sea (gij(θ))i,j=1...n la matriz de la me´trica en θ expresada en el sistema de
coordenadas x y (gij(θ))i,j=1...n en el sistema de coordenadas zt. Podemos
pasar de una a la otra a trave´s de:
gαβ(θ0) = (
∂xα
∂zit
)θ0 (
∂xβ
∂zjt
)θ0 gij(θ0)
siendo ahora ((∂x
α
∂zβt
)θ0)α,β=1...n la matriz de las derivadas parciales de la apli-
cacio´n x◦z−1t : (yt◦gt)(Ut ∩ gt−1(U ′t)) ⊂ Rm −→ Rm evaluadas en el punto
zt(θ) = y
∗
t (gtθ).
Se tiene que:
〈X,Y 〉θ = gij(θ0) X iY j = gij(θ) X i Y j (4.15)
pues el producto escalar entre dos vectores tangentes no depende del sistema
de coordenadas escogido para su evaluacio´n.
Estudiemos ahora 〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ. Por simplicidad de notacio´n, in-
dicaremos (gt∗)θ(X) = V , (gt∗)θ(Y ) =W y escribiremos:
V = V i(
∂
∂yit
)gtθ , W = W
i(
∂
∂yit
)gtθ
Vamos a intentar relacionar V i con X i y W i con Y i. Sea φ ∈ C∞(gtθ) y
denotemos por Πα, α = 1, . . . ,m, las funciones de proyeccio´n:
Πα : Rm −→ R
(p1, . . . , pm) 7−→ pα
Se verifica:
V φ = X(φ◦gt) = X i(
∂
∂xi
)θ(φ◦gt) =
= X iDi(φ◦gt◦x−1)(x(θ)) = X iDi(φ◦y−1t ◦yt◦gt◦x
−1)(x(θ)) =
= X iDi(φ◦y−1t ◦zt◦x
−1)(x(θ)) = X iDα(φ◦y−1t (zt(θ))Di(Π
α◦zt◦x−1)(x(θ)) =
=
(
X iDi(Π
α◦zt◦x−1)(x(θ))
)
Dα(φ◦y−1t )(yt(gtθ)) =
=
(
X iDi(Π
α◦zt◦x−1)(x(θ))
)
(
∂
∂yαt
)gtθ φ
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esto es:
V α = X iDi(Π
α◦zt◦x−1)(x(θ)) = X i(
∂zαt
∂xi
)θ = Xα
utiliza´ndose, en la u´ltima igualdad, la primera parte de la expresio´n (4.14).
De manera similar, se probar´ıa que Wα = Y α. Entonces:
〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ = g˜ij(gtθ)X i Y j
siendo (g˜ij(gtθ))i,j=1...m la matriz de la me´trica en el punto gtθ referida al
sistema de coordenadas yt. Estudiemos los elementos de esta matriz.
Sea (g˜ij(g
∗
t θ))i,j=1...m la matriz de la me´trica en g
∗
t θ referida al sistema de
coordenadas yt. Sabemos que:
g˜ij(g
∗
t θ) = gij(θ) , i, j = 1, . . . ,m
pues en la proposicio´n 4.2.1 as´ı lo hemos demostrado (recordemos que en
la variedad ambiente la transformacio´n θ 7→ g∗t θ conserva la informacio´n de
Fisher).
Si recopilamos ahora toda la informacio´n de que disponemos, podemos afir-
mar que:
〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ = g˜ij(gtθ) X i Y j
〈X, Y 〉θ = gij(θ0) X iY j = g˜ij(g∗t θ) X i Y j
De esta manera, para comparar 〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ con 〈X,Y 〉θ debemos
estudiar como difieren los elementos de (g˜ij(gtθ))i,j=1,...n de los de la matriz
(g˜ij(g
∗
t θ))i,j=1,...,n.
Debido a las propiedades del tensor me´trico, ∀i, j ∈ {1, . . . ,m} la aplicacio´n:
U ′t −→ [0,+∞)
q 7−→ g˜ij(q)
es de clase C∞ en U ′t . Por lo tanto, si recordamos la definicio´n de funcio´n de
clase C∞ y componemos con el sistema de coordenadas, la aplicacio´n:
fij : yt(U
′
t) ⊂ Rm −→ U ′t −→ [0,+∞)
a 7−→ y−1t (a) 7−→ g˜ij(y−1t (a))
tambie´n es de clase C∞. Observemos que yt(U ′t) es un abierto de Rm al que
pertenece yt(g
∗
t θ). De esta manera, existe R > 0 tal que B(yt(g
∗
t θ), R) ⊂
yt(U
′
t). Sea:
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At = sup
a∈B(y(g∗t θ),R)
‖∇fij(a)‖
donde ‖ · ‖ indica la norma eucl´ıdea ordinaria en Rn, esto es:
‖v‖ =
√√√√ n∑
i=1
v2i , v = (v1, . . . , vn) ∈ Rn
Observemos que el supremo anterior existe al ser B(yt(g∗t θ), R) un compacto
de Rm.
Escojamos r < R de manera que gtθ ∈ y−1t (B(yt(g∗t θ), R)). La existencia de
este r > 0 esta´ garantizada si tomamos t pro´ximo a e, pues en este caso gtθ
y g∗t θ esta´n arbitrariamente cerca uno del otro ya que las aplicaciones g
∗
t y
gt tienden a la identidad cuando t→ e.
La aplicacio´n:
fij : B(yt(g
∗
t θ), R) −→ y−1t (B(yt(g∗t θ), R)) ⊂ U ′t −→ [0,+∞)
a 7−→ y−1t (a) 7−→ g˜ij(y−1t (a))
es tambie´n de clase C∞, pero las derivadas parciales de fij en B(yt(g∗t θ), R)
esta´n acotadas por At. Podremos aplicar el Teorema del Valor Medio para
funciones de Rm en R (que puede encontrarse, entre muchos otros, en Apostol
[4], pa´ginas 431–432) y afirmar que:
|g˜ij(g∗t θ)− g˜ij(gtθ)| ≤ At ‖yt(g∗t θ)− yt(gtθ)‖
As´ı:
|〈X, Y 〉θ − 〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ| ≤
≤ |g˜ij(g∗t θ)− g˜ij(gtθ)| |X i Y j| ≤ At ‖yt(g∗t θ)− yt(gtθ)‖ |X i Y j|
De aqu´ı obtenemos que:
〈X, Y 〉
1
2
θ ≤
(
〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ +
+ |〈X, Y 〉θ − 〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ|
) 1
2 ≤
≤
(
〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ + At ‖yt(g∗t θ)− yt(gtθ)‖ |X i Y j|
) 1
2
=
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= 〈(gt∗)θ(X), (gt∗)θ(Y )〉
1
2
gtθ
·
·
(
1 + At ‖yt(g∗t θ)− yt(gtθ)‖
|X i Y j|
〈(gt∗)θ(X), (gt∗)θ(Y )〉gtθ
) 1
2
Nosotros debemos analizar la situacio´n en la que X = Y pues todo este
estudio lo estamos realizando para poder comparar la longitud de una curva
σ en Θ con la de las curvas perturbadas por gt y por gt
−1, esto es gt◦σ y
gt
−1◦σ.
Observemos que |X i Xj| puede entenderse como una norma en Tgtθ(Θ) (de
hecho tambie´n en Tgtθ(∆) pues X
i = 0 para i ∈ {n+1, . . .m}). Como en un
espacio de dimensio´n finita todas las normas son equivalentes, ∃ c1 > 0, que
depende de t y que denotaremos c1t , tal que:
|X i Xj|
〈(gt∗)θ(X), (gt∗)θ(X)〉gtθ
≤ c1t
Teniendo en cuenta la observacio´n anterior y recordando (Helgason [22],
pa´gina 54) que:
lim
t→e
‖yt(g∗t θ)− yt(gtθ)‖
ρ(g∗t θ, gtθ)
= 1
podemos afirmar que At c
1
t ‖yt(g∗t θ)− yt(gtθ)‖ y ρ(g∗t θ, gtθ) son infinite´simos
equivalentes y escribir:
〈X,X〉θ
1
2 ≤ 〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
·
(
1 + At c
1
t ‖yt(g∗t θ)− yt(gtθ)‖
) 1
2
=
= 〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
+
1
2
Atc
1
t 〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
· (4.16)
·‖yt(g∗t θ)− yt(gtθ)‖+O(ρ2(g∗t θ, gtθ))
De manera similar, probar´ıamos la existencia de c2t > 0 tal que:
〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
≤ 〈X,X〉
1
2
θ +
1
2
Atc
2
t 〈X,X〉
1
2
θ (4.17)
‖yt(g∗t θ)− yt(gtθ)‖+O(ρ2(g∗t θ, gtθ))
Sea ct = max(c
1
t , c
2
t ). Recopilando la informacio´n de (4.16) y de (4.17), ob-
tenemos:
|〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
− 〈X,X〉
1
2
θ | ≤ (4.18)
≤ Atct ‖yt(g∗t θ)− yt(gtθ)‖
(
〈(gt∗)θ(X), (gt∗)θ(X)〉
1
2
gtθ
+ 〈X,X〉
1
2
θ
)
+O(ρ2(g∗t θ, gtθ))
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Sean ahora θ1 y θ2 ∈ Θ, θ1 6= θ2, y σ : [a, b] ⊂ R −→ Θ una curva en Θ de
manera que ρΘ(θ1, θ2) = l(σ). Recordemos que l(σ) indica la longitud de σ y
que una curva σ verificando la condicio´n anterior siempre existe tal y como
puede consultarse en el ape´ndice de este trabajo o bien en cualquier texto de
Geometr´ıa Diferencial. Estudiemos como difieren l(σ) y l(gt◦σ).
l(σ) =
∫ b
a
‖(σ∗)s( dds)‖σ(s)ds
l(gt◦σ) =
∫ b
a
‖((gt◦σ)∗)s( dds)‖gtσ(s)ds =
=
∫ b
a
‖(gt∗)σ(s)((σ∗)s( dds))‖gtσ(s)ds
Denotemos por X el vector tangente (σ∗)s( dds) ∈ Tσ(s)(Θ). Debido a (4.18),
podemos afirmar que:
|l(σ)− l(gt◦σ)| = |
∫ b
a
‖X‖σ(s)ds−
∫ b
a
‖(gt∗)σ(s)(X)‖gtσ(s)ds| ≤
≤
∫ b
a
Atct ‖yt(g∗t σ(s))− yt(gtσ(s))‖(
‖(gt∗)σ(s)(X)‖gtσ(s) + ‖X‖σ(s) +O(ρ2(g∗t σ(s), gtσ(s)))
)
ds
Repitiendo todo el proceso anterior pero con gt
−1 en el papel de gt, podemos
afirmar que si γ : [a′, b′] ⊂ R → Θ es una curva en Θ de manera que
ρΘ(gtθ1, gtθ2) = l(γ) , entonces:
|l(γ)− l(gt −1◦γ)| ≤
∫ b′
a′
Ac ‖y(g∗t −1γ(s))− y(gt −1γ(s))‖(
‖(gt −1∗ )γ(s)(Y )‖gt −1γ(s) + ‖Y ‖γ(s) +O(ρ2(g∗t −1γ(s), gt −1γ(s)))
)
ds
Observemos que si Θ no fuese una subvariedad completa de ∆, no podr´ıamos
afirmar la existencia de una curva γ de manera que ρΘ(gtθ1, gtθ2) = l(γ).
Deber´ıamos emplear entonces el argumento de existencia de una curva γ
de manera que |ρΘ(gtθ1, gtθ2) − l(γ)| < ,  > 0, y verificar que los pasos
que vamos a realizar a continuacio´n son va´lidos independientemente del 
escogido. Por simplicidad de la demostracio´n se ha optado por exigir la
condicio´n de completitud de la subvariedad.
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Sean:
Iσ(t) =
∫ b
a
Ac ‖y(g∗t σ(s))− y(gtσ(s))‖(
‖(gt∗)σ(s)(X)‖gtσ(s) + ‖X‖σ(s) +O(ρ2(g∗t σ(s), gtσ(s)))
)
ds
Iγ(t) =
∫ b′
a′
Ac ‖y(g∗t −1γ(s))− y(gt −1γ(s))‖(
‖(gt −1∗ )γ(s)(Y )‖gt −1γ(s) + ‖Y ‖γ(s) +O(ρ2(g∗t −1γ(s), gt −1γ(s)))
)
ds
Conservando las notaciones anteriores, se tiene:
ρΘ(gtθ1, gtθ2)− ρΘ(θ1, θ2) = ρΘ(gtθ1, gtθ2)− l(σ) ≤
≤ l(gt◦σ)− l(σ) ≤ |l(gt◦σ)− l(σ)| ≤ Atct Iσ(t)
De manera similar:
ρΘ(θ1, θ2)− ρΘ(gtθ1, gtθ2) = ρΘ(θ1, θ2)− l(γ) ≤
≤ l(gt −1◦γ)− l(γ) ≤ |l(gt −1◦γ)− l(γ)| ≤ Atct Iγ(t)
Por lo tanto:
|ρΘ(gtθ1, gtθ2)− ρΘ(θ1, θ2)|2 ≤ (Atct)2min(I2σ(t), I2γ(t))
Pasemos ahora a demostrar que el l´ımite de (4.12) es efectivamente 0. Sea
α < αI :
lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
≤
≤ lim
t→e
(Atct)
2
min(I2σ(t), I
2
γ(t))
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
(ρΘ(gtθ1, gtθ2) + ρΘ(θ1, θ2))
2
Para ver que el l´ımite anterior es nulo, u´nicamente es necesario probar que:
lim
t→e
min(I2σ(t), I
2
γ(t))
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0 (4.19)
pues:
lim
t→e
(ρΘ(gtθ1, gtθ2) + ρΘ(θ1, θ2))
2 = 4ρΘ(θ1, θ2) 6= 0
82 CAPI´TULO 4. PE´RDIDA INVARIANTE EN ORDEN
Veamos que el l´ımite de (4.19) es 0. Observemos que basta demostrar:
lim
t→e
I2σ(t)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0
lim
t→e
I2γ(t)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0
Analicemos en primer lugar el l´ımite correspondiente a Iσ. Segu´n la desigual-
dad de Ho¨lder, podemos afirmar que:
lim
t→e
I2σ(t)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
≤
lim
t→e
∫ b
a
Atct
(
‖(gt∗)σ(s)(X)‖gtσ(s) + ‖X‖σ(s)
)2 ‖yt(g∗t σ(s))− yt(gtσ(s))‖
ρ2(g∗t σ(s), gtσ(s))
·
·ρ
2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
· ρ
2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
ds +
+ lim
t→e
∫ b
a
Atct
O(ρ2(g∗t σ(s), gtσ(s))‖yt(g∗t σ(s))− yt(gtσ(s))‖)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
ds
Sea L1 el primero de los dos l´ımites anteriores y L2 el segundo. Vamos a
demostrar que L1 = L2 = 0.
Sabemos que las distancias Riemanniana y Eucl´ıdea siempre son comparables
en el l´ımite (recordemos que ma´s detalles pueden consultarse en la pa´gina 54
de Helgason [22]). De esta manera, podemos afirmar que:
lim
t→e
‖yt(g∗t σ(s))− yt(gtσ(s))‖
ρ2(g∗t σ(s), gtσ(s))
= 1 , ∀s ∈ [a, b] (4.20)
Por otra parte, la familia PΘ es invariante de orden αI respecto a GT . As´ı,
al ser α < αI :
lim
t→e
ρ2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
= 0 (4.21)
Finalmente y debido a la condicio´n adicional que hemos impuesto en este
tema a las transformaciones g∗t :
lim
t→e
ρ2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= lim
t→e
1
min(
ρ2(g∗t θ1,θ1)α
ρ2(g∗t σ(s),σ(s))α
,
ρ2(g∗t θ2,θ2)α
ρ2(g∗t θ2,θ2)α
)
=
= lim
t→e
1
min(c(θ1, σ(s)), c(θ2, σ(s)))
6= 0 (4.22)
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Ahora, el Lema de Fatou informa que:
lim
t→e
∫ b
a
Atct
(
‖(gt∗)σ(s)(X)‖gtσ(s) + ‖X‖σ(s)
)2
· ‖yt(g
∗
t σ(s))− yt(gtσ(s))‖
ρ2(g∗t σ(s), gtσ(s))
·
·ρ
2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
· ρ
2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
ds ≤
≤ lim sup
t→e
∫ b
a
Atct
(
‖(gt∗)σ(s)(X)‖gtσ(s) + ‖X‖σ(s)
)2 ‖yt(g∗t σ(s))− yt(gtσ(s))‖
ρ2(g∗t σ(s), gtσ(s))
·
·ρ
2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
· ρ
2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
ds ≤
≤
∫ b
a
Atct lim sup
t→e
(
‖(gt∗)σ(s)(X)‖gtσ(s)+‖X‖σ(s)
)2‖yt(g∗t σ(s))− yt(gtσ(s))‖
ρ2(g∗t σ(s), gtσ(s))
·
·ρ
2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
· ρ
2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
ds = 0
con lo que queda demostrado que L1 = 0. Probemos ahora que L2 = 0.
Utilizaremos la misma te´cnica que para L1 y por lo tanto basta demostrar
que:
lim
t→e
ρ2(g∗t σ(s), gtσ(s))‖yt(g∗t σ(s))− yt(gtσ(s))‖)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0
Pero esta condicio´n se verifica pues:
lim
t→e
ρ2(g∗t σ(s), gtσ(s))‖yt(g∗t σ(s))− yt(gtσ(s))‖)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
=
= lim
t→e
‖yt(g∗t σ(s))− yt(gtσ(s))‖ ·
ρ2(g∗t σ(s), gtσ(s))
ρ2(g∗t σ(s), σ(s))α
· ρ
2(g∗t σ(s), σ(s))
α
min(ρ2(g∗t θ1, θ1)α
= 0
donde en la u´ltima igualdad se han vuelto a utilizar las ecuaciones (4.21) y
(4.22). El lema de Fatou informa que L2 = 0 y podemos afirmar que:
lim
t→e
I2σ(t)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0
De manera similar se ver´ıa que:
lim
t→e
I2γ(t)
min(ρ2(g∗t θ1, θ1)α, ρ2(g∗t θ2, θ2)α)
= 0
y por lo tanto queda demostrado que ρΘ es invariante por lo menos de orden
αI .

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4.4 Ejemplos.
Vamos a verificar que la proposicio´n 4.3.2 se cumple en los ejemplos 3.4.2 y
3.4.4 pues para ellos ya tenemos calculados los ordenes de invariancia de las
familias.
Ejemplo 4.4.1. Volvamos al ejemplo 3.4.2 con la familia {N(µ, 1) | µ ∈
R}, el grupo multiplicativo de los reales positivos y la distancia de Rao al
cuadrado como discrepancia en ∆ = R× R+.
Consultando Burbea [9], tenemos que ∀µ1, µ2 ∈ R y ∀a ∈ R+:(
ρ2Θ((aµ1, 1), (aµ2, 1))− ρ2Θ((µ1, 1)(µ2, 1))
)2
= ((µ1 − µ2)2 (a2 − 1))2
Por otra parte:
ρ2((aµ, a), (µ, 1)) = (µ2 + 2)(a− 1)2 +O((a− 1)3), ∀µ ∈ R, ∀a ∈ R+
De esta manera ∀µ ∈ R:
lim
a→1
(ρ2Θ((aµ1, 1), (aµ2, 1))− ρ2Θ((µ1, 1)(µ2, 1)))2
min{ρ2((aµ1, a), (µ2, 1))β, ρ2((aµ2, a), (µ2, 1))β = 0 , β < 1
esto es, la funcio´n de pe´rdida es invariante de´bil de orden βW = 1.
Ejemplo 4.4.2. En el ejemplo 3.4.4 donde se consideraba la familia de dis-
tribuciones de probabilidad {N(0, σ) | σ ∈ R+}, el grupo aditivo real y se
tomaba como discrepancia en ∆ = R×R+ la distancia de Rao al cuadrado,
ten´ıamos que:
ρ2((a, σ), (0, σ)) =
a2
σ2
, ∀σ ∈ R+, ∀a ∈ R
Por otra parte:
ρ2Θ((0,
√
σ21 +
a2
2
), (0,
√
σ22 +
a2
2
)− ρ2Θ((0, σ1), (0, σ2)) =
= 2( log(
√
σ21 +
a2
2
σ22 +
a2
2
))2 − 2 (log(σ1
σ2
))2 = C · a2 +O(a3)
siendo C una constante diferente de 0.
De esta manera, ∀σ2, σ2 ∈ R+:
lim
a→0
ρ2Θ((0,
√
σ21 +
a2
2
), (0,
√
σ22 +
a2
2
)− ρ2Θ((0, σ1), (0, σ2))
min{ρ2((a, σ1), (0, σ1))β, ρ2((a, σ2), (0, σ2))β = 0 , β < 2
esto es, la funcio´n de pe´rdida es invariante de´bil de orden 2.
Cap´ıtulo 5
Estimador equivariante en
orden
El tercer elemento que vamos a analizar en este trabajo es el de los esti-
madores de los para´metros del modelo. Si disponemos de una familia inva-
riante es natural (ver [20] o bien [30]) restringir nuestra atencio´n a la clase
de los estimadores equivariantes. Sin embargo, una familia de distribuciones
de probabilidad no necesariamente sera´ invariante en sentido cla´sico tal y
como hemos visto en los cap´ıtulos anteriores. Y aunque as´ı sea, un esti-
mador puede no verificar la propiedad de equivariancia en sentido cla´sico y
s´ı serlo en orden, concepto que introduciremos en este cap´ıtulo. Una vez
que esta definicio´n haya sido establecida, veremos que en nuestra situacio´n
de invariancia en orden, adema´s de ser una clase razonable de estimadores,
los equivariantes en orden cumplen una serie de propiedades interesantes en
cuanto al sesgo intr´ınseco y al riesgo Riemanniano.
5.1 Estimador equivariante de o´rdenes γW y
γS
Sea (Ω,A, µ) un espacio de medida y PΘ = {Pθ | θ ∈ Θ} una familia de
distribuciones de probabilidad en (Ω,A) absolutamente continuas respecto µ.
Supondremos que Ω es un espacio topolo´gico y que el espacio de para´metros
Θ es una n–variedad de clase C∞.
Sea T un intervalo de R y GT = {gt | t ∈ T} una familia de transformaciones
de Ω en Ω, biyectivas y bimedibles conteniendo a la identidad. Sea e el
elemento de T de manera que ge sea la identidad sobre Ω y supongamos que
limt→e gtw = w, c.s.
Sea (∆, ρ) la variedad ambiente que supondremos verificando las condiciones
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del ejemplo 3.1.1. Recordemos que en tal situacio´n toma´bamos como me´trica
en ∆ la informativa y su restriccio´n a Θ, que denotaremos como ρΘ, elevada
al cuadrado como funcio´n de pe´rdida. Finalmente hacer notar que hemos
impuesto la existencia de una aplicacio´n c : Θ×Θ −→ (0,+∞) tal que, para
todo elemento de GT , se verifique:
lim
t→e
ρ(g∗t θ1, θ1)
ρ(g∗t θ2, θ2)
= c(θ1, θ2), ∀θ1, θ2 ∈ Θ (5.1)
Sea U : Ωk −→ Θ un estimador de θ ∈ Θ en el modelo estad´ıstico parame´trico
{(Ω,A, Pθ), θ ∈ Θ}. En la situacio´n de invariancia cla´sica, si PΘ es una
familia de distribuciones de probabilidad invariante frente a la accio´n de un
grupo GT = {gt : Ω→ Ω| t ∈ T}, diremos que el estimador U es equivariante
bajo la accio´n de GT si y so´lo si:
U(gtX) = gt U(X)
dondeX = (x1, . . . , xk) ∈ Ωk, gtX = (gtx1, . . . , gtxk) y gt es la transformacio´n
inducida por gt.
En nuestra situacio´n de invariancia en orden debemos adaptar esta definicio´n
convenientemente. Observemos que va a ser necesario introducir una medida
de lo alejados que se encuentran los estimadores U(gtX) y gtU(X). De igual
manera a como lo hicimos en el estudio de la funcio´n de pe´rdida, proponemos
dos maneras de cuantificar esta diferencia. Ma´s adelante veremos que esta´n
relacionadas.
Con las notaciones anteriores, sea U : Ωk → Θ un estimador de θ ∈ Θ.
Definicio´n 5.1.1. Diremos que U es equivariante de orden de´bil γW respecto
a la familia GT si y so´lo si:
γW = sup{γ ≥ 0| lim
t→e
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gt U(X), θ′))2
ρ2(g∗t θ, θ)γ
= 0, c.s. ∀ θ′, θ ∈ Θ}
Definicio´n 5.1.2. Diremos que U es equivariante de orden fuerte γS respecto
a la familia GT si y so´lo si:
γS = sup{γ ≥ 0| lim
t→e
exp−1θ′ U(gtX)− exp−1θ′ gt U(X)
ρ2(g∗t θ, θ)
γ
2
= 0, c.s. ∀ θ′, θ ∈ Θ}
Observemos que en la definicio´n anterior podemos tomar θ′ = U(X). En-
tonces, ∀γ < γS:
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lim
t→e
ρ2Θ(U(gtX), gt U(X))
ρ2(g∗t θ, θ)γ
= 0, c.s. ∀ θ ∈ Θ
condicio´n que cabe esperar al generalizar el concepto de estimador equivari-
ante en sentido cla´sico.
Tal y como hemos anunciado anteriormente, γS y γW se encuentran rela-
cionados. El siguiente resultado analiza este aspecto.
Proposicio´n 5.1.1. Los o´rdenes de equivariancia fuerte y de´bil de un esti-
mador cumplen la siguiente relacio´n:
γS ≤ γW
Demostracio´n. Sea θ′, θ ∈ Θ y consideremos γ > 0 tal que:
lim
t→e
exp−1θ′ U(gtX)− exp−1θ′ gt U(X)
ρ2(g∗t θ, θ)
γ
2
= 0, c.s. (5.2)
Veremos que γ tambie´n cumple que:
lim
t→e
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gt U(X), θ′))2
ρ2(g∗t θ, θ)γ
= 0, c.s. (5.3)
Esta condicio´n implicara´ que γ ≤ γW y recordando la definicio´n de supremo
de un conjunto, obtendremos que γS ≤ γW .
As´ı, nuestro objetivo se ha visto reducido a demostrar que el l´ımite de (5.3)
es cero. Observemos que, como consecuencia de la desigualdad triangular:
| ‖ exp−1θ′ U(gtX)‖ − ‖ exp−1θ′ gt U(X)‖ | ≤ ‖ exp−1θ′ U(gtX)− exp−1θ′ gt U(X)‖
Multiplicando por el conjugado del argumento del valor absoluto y elevando
al cuadrado, obtenemos que:
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gt U(X), θ′))2 ≤
≤ ‖ exp−1θ′ U(gtX)− exp−1θ′ gt U(X)‖2 · (‖ exp−1θ′ U(gtX)‖+‖ exp−1θ′ gt U(X)‖)2
Utilizando la desigualdad anterior, podemos afirmar que:
0 ≤ lim
t→e
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gt U(X), θ′))2
ρ2(g∗t θ, θ)γ
≤
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≤ lim
t→e
‖ exp−1θ′ U(gtX)− exp−1θ′ gt U(X)‖2
ρ2(g∗t θ, θ)γ
·
· (‖ exp−1θ′ U(gtX)‖+ ‖ exp−1θ′ gt U(X)‖)2 = 0, c.s.
en virtud de (5.2) y debido a que:
lim
t→e
(‖ exp−1θ′ U(gtX)‖+ ‖ exp−1θ′ gt U(X)‖)2 = 4 ‖ exp−1θ′ U(X)‖2 6= 0 c.s.
De esta manera, queda verificado que el l´ımite de (5.3) es cero y la proposicio´n
demostrada.

5.2 Equivariancia en orden, riesgo y sesgo
En esta seccio´n vamos a analizar como la equivariancia en orden de un esti-
mador U nos informa sobre el comportamiento en te´rminos de sesgo y riesgo
de los estimadores perturbados en el espacio muestral U(gt · ) y en el espacio
de para´metros gtU( · ). En el caso de invariancia cla´sica uno y otro estimador
coinciden. Veamos que podemos afirmar en nuestra situacio´n de invariancia
en orden.
Estudiaremos, en primer lugar el riesgo Riemanniano. Recordemos que si U
es un estimador de θ ∈ Θ, el riesgo Riemanniano (ver cap´ıtulo 1) asociado a
U es:
Eθ
(
ρ2Θ(U(X), θ)
)
, ∀θ ∈ Θ
donde el espacio de para´metros Θ se supone con estructura de variedad Rie-
manniana siendo ρΘ la distancia Riemanniana en Θ.
En nuestra situacio´n, nos interesar´ıa demostrar que, si las perturbaciones de
los para´metros del modelo son cercanas a la identidad, el riesgo Riemanniano
medio se conserva. Debemos analizar con cautela este requerimiento.
Fijado t ∈ T , y θ ∈ Θ la familia de transformaciones GT perturba el valor del
para´metro θ transforma´ndolo en gtθ. De esta manera, el nuevo para´metro a
estimar es gtθ. Nuestro objetivo ser´ıa demostrar que el riesgo Riemanniano
asociado a el estimador perturbado no se aleja demasiado del asociado a U .
Pero, ¿que´ estimador perturbado debemos seleccionar? A priori disponemos
de dos candidatos: U(gt · ) y gtU( · ). Tal y como muestra el siguiente
resultado, si el estimador U es equivariante de orden de´bil, ambos verifican
la condicio´n deseada.
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Proposicio´n 5.2.1. Sea (Ω,A, P ) un espacio de probabilidad y consideremos
una familia de distribuciones de probabilidad en (Ω,A), PΘ= {Pθ | θ ∈ Θ},
absolutamente continuas respecto a µ.
Sea GT = {gt : Ω → Ω | t ∈ T}, T ⊂ R, una familia de transformaciones
biyectivas y bimedibles conteniendo a la identidad. Sea e ∈ T aquel elemento
de T para el que ge es la aplicacio´n identidad sobre Ω.
Denotemos por (∆, ρ) la variedad ampliada y supongamos que ρ2Θ sea una
funcio´n de pe´rdida invariante de orden de´bil βW .
Sea U : Ω −→ Θ un estimador de los para´metros del modelo. Entonces:
βW ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ}
Si adema´s U es un estimador equivariante de orden de´bil γW :
βW ∧ γW ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ}
Demostracio´n. Sea θ ∈ Θ. Segu´n la desigualdad de Cauchy–Schwarz, se
verifica que:
|Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2 ≤
≤ Eθ
(
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
)
Por otra parte, fijado w ∈ Ω, la aplicacio´n:
T 3 t 7→ (ρ
2
Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
ρ2(g∗t θ, θ)γ
es continua. Sin perder generalidad (u´nicamente estamos interesados en per-
turbaciones cercanas a la identidad), podemos considerar que T es un com-
pacto de R que contiene a e. De esta manera, debe existir t0 = t0(w) tal
que:
(ρ2Θ(gt0U(X), gt0θ)− ρ2Θ(U(X), θ))2
ρ2(g∗t0θ, θ)
γ
= sup
t∈T
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
ρ2(g∗t θ, θ)γ
Sea Z la variable aleatoria definida segu´n:
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Z =
(ρ2Θ(gt0U(X), gt0θ)− ρ2Θ(U(X), θ))2
ρ2(g∗t0θ, θ)
γ
Observemos que Z es integrable y que domina a
(ρ2Θ(gtU(X),gtθ)−ρ2Θ(U(X),θ))2
ρ2(g∗t θ,θ)γ
,
∀ t ∈ T . As´ı, podemos aplicar el Teorema de Convergencia Dominada de
Lebesgue y afirmar que, ∀γ < βW :
0 ≤ lim
t→e
|Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
≤
≤ lim
t→e
Eθ
(
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
)
ρ2(g∗t θ, θ)γ
=
= Eθ
(
lim
t→e
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
)
ρ2(g∗t θ, θ)γ
= 0
Pues la funcio´n de pe´rdida ρ2Θ es invariante de orden de´bil βW , con lo que
∀γ < βW :
lim
t→e
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
ρ2(g∗t θ, θ)γ
= 0, c.s.
As´ı:
βW ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ}
tal y como quer´ıamos ver.
Supongamos ahora que U sea un estimador equivariante de orden de´bil γW .
De esta manera, podemos afirmar que ∀γ < γS:
lim
t→e
ρ2Θ(U(gtX), θ
′)− ρ2Θ(gt U(X), θ′)
ρ2(g∗t θ, θ)γ
= 0, c.s. ∀ θ′, θ ∈ Θ
Por otra parte:
|Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(U(X), θ)
)
|2 ≤
≤ 2 |Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(gtU(X), gtθ)
)
|2 +
+ 2 |Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2
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Hemos demostrado anteriormente que para todo estimador U se verifica:
lim
t→e
|Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ
siempre que γ < βW . Vamos a demostrar ahora que:
lim
t→e
|Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(gtU(X), gtθ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ
si γ < γW . De esta manera quedara´ demostrada la proposicio´n 5.2.1.
Recordemos que hemos supuesto que T ⊂ R es un compacto de R. De esta
manera, el conjunto K = {gtθ | θ ∈ Θ} tambie´n lo es por ser la imagen de un
compacto por una aplicacio´n continua. As´ı, debe existir θ′ ∈ K de manera
que:
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gtU(X), θ′))2
ρ2(g∗t θ, θ)γ
= sup
θ˜∈K
(ρ2Θ(U(gtX), θ˜)− ρ2Θ(gtU(X), θ˜))2
ρ2(g∗t θ, θ)γ
Por otra parte, observemos que de igual manera a como lo hemos hecho an-
teriormente podemos dominar
(ρ2Θ(U(gtX),θ
′)−ρ2Θ(gtU(X),θ′))2
ρ2(g∗t θ,θ)γ
, ∀t ∈ T , por una
variable aleatoria integrable. De esta manera, tiene sentido aplicar el Teore-
ma de Convergencia Dominada de Lebesgue y afirmar que, ∀γ < γW :
0 ≤ lim
t→e
|Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(gtU(X), gtθ)
)
|2
ρ2(g∗t θ, θ)γ
≤
≤ lim
t→e
Eθ
(
(ρ2Θ(U(gtX), gtθ)− ρ2Θ(gtU(X), gtθ))2
)
ρ2(g∗t θ, θ)γ
≤
≤ lim
t→e
Eθ
((ρ2Θ(U(gtX), θ′)− ρ2Θ(gtU(X), θ′))2
ρ2(g∗t θ, θ)γ
)
=
= Eθ
(
lim
t→e
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gtU(X), θ′))2
ρ2(g∗t θ, θ)γ
)
= 0
pues recordemos que por ser γ < γW :
lim
t→e
(ρ2Θ(U(gtX), θ
′)− ρ2Θ(gtU(X), θ′))2
ρ2(g∗t θ, θ)γ
= 0, c.s. ∀θ′, θ ∈ Θ
Queda as´ı demostrado que:
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βW ∧ γW ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
ρ2Θ(U(gtX), gtθ)− ρ2Θ(U(X), θ)
)
|2
ρ2(g∗t θ, θ)γ
= 0, ∀ θ ∈ Θ}
y la proposicio´n probada.

Proposicio´n 5.2.2. Sea (Ω,A, P ) un espacio de probabilidad y consideremos
una familia de distribuciones de probabilidad en (Ω,A) PΘ= {Pθ | θ ∈ Θ}
absolutamente continuas respecto a µ.
Sea GT = {gt : Ω → Ω | t ∈ T}, T ⊂ R, una familia de transformaciones
biyectivas y bimedibles conteniendo a la identidad y denotemos por e aquel
elemento de T para el que ge es la aplicacio´n identidad sobre Ω.
Sea (∆, ρ) la variedad ampliada y supongamos que ρ2Θ sea una funcio´n de
pe´rdida invariante de orden fuerte βS.
Sea U : Ω −→ Θ un estimador de los para´metros del modelo. Entonces:
βS ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− exp−1θ U(X)
)
|
ρ2(g∗t θ, θ)
γ
2
= 0, ∀ θ ∈ Θ}
donde τ θ2θ1 es el transporte paralelo a lo largo de la geode´sica minimal que une
θ1 y θ2 ∈ Θ.
Si adema´s U es un estimador equivariante de orden fuerte γS:
βS ∧ γS ≤ sup{γ ≥ 0| lim
t→e
|Eθ
(
τ gtθθ exp
−1
gtθ
U(gtX)− exp−1θ U(X)
)
|
ρ2(g∗t θ, θ)
γ
2
= 0, ∀ θ ∈ Θ}
Demostracio´n. Sea θ ∈ Θ arbitrario pero fijo. Se verifica que:
‖Eθ(τ gtθθ exp−1gtθ gtU(X)− exp−1θ U(X))‖ ≤ Eθ(‖τ
gtθ
θ exp
−1
gtθ
gtU(X)− exp−1θ U(X)‖)
Por otra parte, si fijamos w ∈ Ω y γ > 0, la aplicacio´n:
T 3 t 7→ τ
gtθ
θ exp
−1
gtθ
U(gtX)− exp−1θ U(X)
ρ2(g∗t θ, θ)
γ
2
es continua. Recordando que hemos impuesto que T sea un compacto de R
que contiene a e (esto no supone ninguna restriccio´n a nuestro problema, pues
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u´nicamente estamos interesados en perturbaciones cercanas a la identidad),
podemos asegurar la existencia de t0 = t0(w) tal que:
τ
gt0θ
θ exp
−1
gt0θ
U(gt0X)− exp−1θ U(X)
ρ2(g∗t0θ, θ)
γ
2
= sup
t∈T
τ gtθθ exp
−1
gtθ
U(gtX)− exp−1θ U(X)
ρ2(g∗t θ, θ)
γ
2
Sea Z la variable aleatoria definida segu´n:
Z =
τ
gt0θ
θ exp
−1
gt0θ
U(gt0X)− exp−1θ U(X)
ρ2(g∗t0θ, θ)
γ
2
La variable Z es integrable y domina a
τ
gtθ
θ exp
−1
gtθ
U(gtX)−exp−1θ U(X)
ρ2(g∗t θ,θ)
γ
2
, ∀ t ∈ T .
Por lo tanto, tiene sentido aplicar el Teorema de Convergencia Dominada de
Lebesgue y afirmar que:
lim
t→e
‖Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− exp−1θ U(X)
)
‖
ρ2(g∗t θ, θ)
γ
2
≤
≤ lim
t→e
Eθ
(
‖τ gtθθ exp−1gtθ gtU(X)− exp−1θ U(X)‖
)
ρ2(g∗t θ, θ)
γ
2
=
= Eθ
(
lim
t→e
‖τ gtθθ exp−1gtθ gtU(X)− exp−1θ U(X)‖
ρ2(g∗t θ, θ)
γ
2
)
Pero si γ < βS el l´ımite anterior es cero pues:
lim
t→e
‖τ gtθθ exp−1gtθ gtU(X)− exp−1θ U(X)‖
ρ2(g∗t θ, θ)
γ
2
= 0, c.s., ∀γ < βS
al ser la funcio´n de pe´rdida invariante de orden fuerte βS. Como θ ∈ Θ
arbitrario pero fijo, queda demostrado que:
βS ≤ sup{γ ≥ 0‖ lim
t→e
‖Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− exp−1θ U(X)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0, ∀ θ ∈ Θ}
tal y como quer´ıamos ver. Supongamos ahora que U sea equivariante de
orden fuerte γS y volvamos a fijar θ ∈ Θ. Observemos que:
‖Eθ
(
τ gtθθ exp
−1
gtθ
U(gtX)− exp−1θ U(X)
)
‖ ≤
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≤ ‖Eθ
(
τ gtθθ exp
−1
gtθ
U(gtX)− τ gtθθ exp−1gtθ gtU(X)
)
‖+
+ ‖Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− exp−1θ U(X)
)
‖
Hemos demostrado anteriormente que:
lim
t→e
‖Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− exp−1θ U(X)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0
siempre que γ < βS. Por lo tanto, nuestro objetivo ahora es probar que
∀γ < γS:
lim
t→e
‖Eθ
(
τ gtθθ exp
−1
gtθ
gtU(X)− τ gtθθ exp−1gtθ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0
O equivalentemente:
lim
t→e
‖Eθ
(
exp−1gtθ gtU(X)− exp−1gtθ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0
Recordemos que K = {gtθ ‖ θ ∈ Θ} es un conjunto compacto, tal y como
hemos comentado en la proposicio´n 5.2.1. De esa manera, debe existir θ′ ∈ K
tal que:
‖Eθ
(
exp−1θ′ gtU(X)− exp−1θ′ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
=
= sup
θ˜∈K
‖Eθ
(
exp−1
θ˜
gtU(X)− exp−1θ˜ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0
Por otra parte, y de igual manera a como lo hemos hecho anteriormente,
∀ t ∈ T podemos dominar:
‖Eθ
(
exp−1gtθ gtU(X)− exp−1gtθ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
por una variable aleatoria integrable. De esta manera, va a tener sentido
aplicar el Teorema de Convergencia Dominada de Lebesgue y afirmar que
∀ γ < γS:
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0 ≤ lim
t→e
‖Eθ
(
exp−1gtθ gtU(X)− exp−1gtθ U(gtX)
)
‖
ρ2(g∗t θ, θ)
γ
2
≤
≤ lim
t→e
Eθ
(
‖ exp−1gtθ gtU(X)− exp−1gtθ U(gtX)‖
)
ρ2(g∗t θ, θ)
γ
2
≤
≤ lim
t→e
Eθ
(‖ exp−1θ′ gtU(X)− exp−1θ′ U(gtX)‖)
ρ2(g∗t θ, θ)
γ
2
=
= Eθ
(
lim
t→e
‖ exp−1θ′ gtU(X)− exp−1θ′ U(gtX)‖
)
ρ2(g∗t θ, θ)
γ
2
= 0
pues la funcio´n de pe´rdida es invariante de orden fuerte βS y por tanto:
lim
t→e
‖ exp−1θ′ gtU(X)− exp−1θ′ U(gtX)‖
ρ2(g∗t θ, θ)
γ
2
= 0, c.s.,∀ θ′, θ ∈ Θ
De esta manera, hemos probado que:
βS ∧ γS ≤ sup{γ ≥ 0‖ lim
t→e
‖Eθ
(
exp−1gtθ U(gtX)− exp−1θ U(X)
)
‖
ρ2(g∗t θ, θ)
γ
2
= 0, ∀ θ ∈ Θ}
y finalizado la demostracio´n de esta proposicio´n.

5.3 Ejemplos
Continuando con los ejemplos tratados en los cap´ıtulos anteriores referentes
a las familias {N(µ, 1)| µ ∈ R} y {N(0, σ)‖σ ∈ R+}, en esta seccio´n va-
mos a calcular los o´rdenes de equivariancia del estimador ma´ximo veros´ımil
(M.L.) de los para´metros del modelo. Podr´ıamos haber seleccionado otros
estimadores pero la conveniencia de utilizar el estimador M.L. en los pro-
cedimientos estad´ısticos habituales lo convierten en un ejemplo destacado a
analizar.
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Ejemplo 5.3.1. Volviendo al ejemplo 3.4.2, consideremos la familia de dis-
tribuciones de probabilidad {N(µ, 1) | µ ∈ R}, el grupo multiplicativo de
los reales positivos y la distancia de Rao al cuadrado como discrepancia en
∆ = R× R+ y como funcio´n de pe´rdida en R+ × R+.
Sea x1, . . . , xk una muestra de taman˜o k de una variable aleatoria X con
distribucio´n N(µ, 1) y denotemos X = (x1, . . . , xk). Recordemos que, para
esta familia, la funcio´n de verosimilitud es:
L(x1, . . . , xk;µ) =
1
(2pi)
k
2
exp−
1
2
∑k
i=1(xi−µ)2
Una vez efectuados los ca´lculos correspondientes, obtendremos que el esti-
mador M.L. para µ (que denotaremos µˆ(X), o simplemente µˆ) es:
µˆ(X) =
1
k
k∑
i=1
xi = x
donde x indica la media muestral. Vamos a demostrar que para la familia
parame´trica {N(µ, 1) | µ ∈ R} y el grupo multiplicativo real, µˆ = x es
un estimador con orden de equivariancia fuerte +∞. Una vez demostrada
esta afirmacio´n, y en virtud de la proposicio´n 5.1.1 podremos afirmar que µˆ
tambie´n es un estimador de orden de´bil +∞.
Recordemos que si:
ga : R −→ R , a > 0
x 7−→ ax
es la accio´n del grupo multiplicativo de los reales positivos sobre R, hab´ıamos
obtenido (ver la seccio´n de ejemplos del cap´ıtulo 3 para ma´s detalles) que
gaµ = aµ, µ ∈ R. De esta manera:
ga µˆ(X) = a µˆ(X) =
= a
1
k
k∑
i=1
xi =
1
k
k∑
i=1
axi = µˆ(gaX)
donde gaX = (gax1, . . . , gaxk).
Por lo tanto, ∀µ′ ∈ R:
exp−1µ′ gaµˆ(X) = exp
−1
µ′ µˆ(gaX))
condicio´n que implica que µˆ es un estimador de orden fuerte +∞ tal y como
se quer´ıa demostrar.
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Ejemplo 5.3.2. Para la familia de distribuciones de probabilidad {N(0, σ) ‖
σ ∈ R+} y el grupo aditivo de los reales G = {ga‖ a ∈ R}, (donde recordemos
que la accio´n estaba definida segu´n gax = a+x, x ∈ R) hab´ıamos demostrado
que si X era una variable aleatoria con ley N(0, σ) y a ∈ R era un valor
pro´ximo a 0, el elemento de {N(0, σ) | σ ∈ R+} ma´s pro´ximo, segu´n la
distancia de Rao al cuadrado, a la ley de gaX es la distribucio´n N(0, (
a2
2
+
σ)
1
2 ).
Sea X una muestra de taman˜o k de una variable aleatoria X con distribucio´n
N(0, σ). Recordemos que la funcio´n de verosimilitud para este modelo es:
L(x1, . . . , xk;σ) =
1
(2piσ2)
k
2
exp−
1
2σ2
∑k
i=1 x
2
i
Sea X = (x1, . . . , xk). Si buscamos el estimador M.L. para σ, que denotare-
mos σˆ(X), obtenemos que:
σˆ(X) =
(1
k
k∑
i=1
x2i
) 1
2
Podemos calcular ahora el orden de equivariancia del estimador σˆ. Siguiendo
con las notaciones anteriores, si a ∈ R sea gaX = (gax1, . . . , gaxk). Entonces:
σˆ(gaX) =
(1
k
k∑
i=1
(xi + a)
2
) 1
2
=
(
σˆ2(X) + 2ax+ a2
) 1
2
donde x = 1
k
∑k
i=1 xi es la media muestral. Por otra parte:
ga σˆ(X) =
(a2
2
+ σˆ2(X)
) 1
2
pues para valores del para´metro ”a”pro´ximos a 0 podemos definir una apli-
cacio´n en el espacio de para´metros R+ dada por:
σ 7→ (a
2
2
+ σ2)
1
2 , σ ∈ R+
Vamos a obtener el orden de equivariancia de´bil de σˆ. Consultando Burbea
[9], obtenemos que para la distribucio´n normal univariante con media fija
(en nuestro caso cero) y varianzas σ21 y σ
2
2 ∈ R+ la distancia de Rao entre
N(0, σ1) y N(0, σ2) es:
ρ2((0, σ1), (0, σ2)) = 2 log
2(
σ1
σ2
)
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De esta manera, ∀ σ′ ∈ R+:
(ρ2(σˆ(gaX), σ
′)− ρ2(gaσˆ(X), σ′))2 =
=
(
log(
σˆ(gaX)
σ′
) + log(
gaσˆ(X)
σ′
)
)2
· ρ2((0, σˆ(gaX)), (0, gaσˆ(X)))
Como:
lim
a→1
(
log(
σˆ(gaX)
σ′
) + log(
gaσˆ(X)
σ′
)
)2
6= 0, c.s., ∀σ′ ∈ R+
u´nicamente es necesario que analicemos la parte correspondiente a:
ρ2((0, σˆ(gaX)), (0, ga σˆ(X)))
Observemos que:
ρ2((0, σˆ(gaX)), (0, ga σˆ(X))) =
1
2
log2
( σˆ2(X) + 2ax+ a2
a2
2
+ σˆ2(X)
)
=
=
1
2
log2
(
1 +
a2
2
+ 2ax
a2
2
+ σˆ2(X)
)
Por ser a un valor pro´ximo a 0, podemos afirmar que:
ρ2((0, σˆ(gaX)), (0, gaσˆ(X))) =
1
2
( ∞∑
j=1
(−1)j+1
( a2
2
+ 2ax
a2
2
+ σˆ2(X)
)j)2
, c.s.
Pero:
lim
a→0
a2
2
+2ax
a2
2
+σˆ2(X)
a
=
2x
σˆ2(X)
6= 0, c.s.
con lo que σˆ es un estimador equivariante de orden de´bil 1.
Ejemplo 5.3.3. Continuando con el ejemplo anterior, consideremos el esti-
mador de σ dado por:
σ˜(x1, . . . , xk) =
( 1
k − 1
k∑
i=1
(xi − x)2
) 1
2
Para σ˜ se verifica:
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σ˜(gaX) =
( 1
k − 1
k∑
i=1
(
(xi + a)− 1
k
k∑
j=1
(xj + a)
)2) 1
2
=
=
( 1
k − 1
k∑
i=1
(
xi + a− (1
k
k∑
j=1
xj)− a
)2) 1
2
= σ˜(X)
Por otra parte, el desplazamiento sobre el espacio de para´metros del esti-
mador σ˜ es:
gaσ˜(X) = (
a2
2
+ σ˜2(X))
1
2
Sea ahora σ′ ∈ R+. De igual manera a como ocurr´ıa en el ejemplo anterior,
se verifica que:
(ρ2(σ˜(gaX), σ
′)− ρ2(gaσ˜(X), σ′))2 =
=
(
log(
σ˜(gaX)
σ′
) + log(
gaσ˜(X)
σ′
)
)2
· ρ2((0, σ˜(gaX)), (0, gaσ˜(X)))
Nuevamente:
lim
a→1
(
log(
σˆ(gaX)
σ′
) + log(
gaσˆ(X)
σ′
)
)2
6= 0, c.s., ∀σ′ ∈ R+
con lo que u´nicamente analizaremos la parte correspondiente a:
ρ2((0, σ˜(gaX)), (0, ga σ˜(X)))
Se verifica que:
ρ2((0, σ˜(gaX)), (0, ga σ˜(X)) =
= 2 log2
( σ˜(gaX)
ga σ˜(X)
)
=
1
2
log2
(
1 +
a2
2
σ˜(X)2
)
=
1
2
( ∞∑
j=1
(−1)j+1
( a2
2
σ˜(X)2
)j)2
, c.s.
Como:
lim
a→0
a2
2
σ˜(X)2
a2
=
1
2σ˜(X)2
6= 0, c.s.
podemos afirmar que σ˜ es un estimador de σ equivariante de orden de´bil 2.
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Con este ejemplo finalizamos el cap´ıtulo 5 dedicado al estudio de los esti-
madores. Queda as´ı completado nuestro objetivo de reproducir, en la medi-
da de lo posible, las definiciones ba´sicas de invariancia cla´sica. En el sigu-
iente cap´ıtulo veremos como adema´s de haber recuperado estos conceptos,
los podemos relacionar entre ellos de igual manera a como lo hizo Lehmann
[27] en sus resultados de 1951 .
Cap´ıtulo 6
Lehmann y la invariancia en
orden
Con el cap´ıtulo anterior hemos dado por finalizado el objetivo principal de
este trabajo: reproducir en orden, y en la medida de lo posible, las ideas
de la teor´ıa de invariancia cla´sica. Los estimadores de los para´metros de un
modelo han sido el u´ltimo elemento a analizar, pero antes hemos definido y
estudiado lo que entendemos por una familia de distribuciones de probabili-
dad invariante en orden y tambie´n por una funcio´n de pe´rdida invariante en
orden de´bil y fuerte.
En este cap´ıtulo nos proponemos utilizar todos estos conceptos para volver
a relacionar la invariancia en orden, el riesgo y el sesgo pero ahora desde un
punto de vista diferente, esto es, basa´ndonos en el trabajo de Lehmann [27]
de 1951.
6.1 Estimadores insesgados en sentido cla´sico
Sea PΘ = {Pθ | θ ∈ Θ} una familia parame´trica de distribuciones de prob-
abilidad en un espacio medible (Ω,A). En los te´rminos de Lehmann, sea U
una decisio´n y δ(U(X), θ) una pe´rdida asociada U cuando el verdadero valor
del para´metro el θ ∈ Θ.
Definicio´n 6.1.1. Diremos que U es insesgada si para cada θ ∈ Θ:
Eθ
(
δ(U(X), ϑ)
)
es mı´nima cuando ϑ = θ
donde en la expresio´n anterior Eθ indica la esperanza respecto a la distribu-
cio´n Pθ ∈ PΘ.
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Recordemos que ma´s detalles sobre decisiones y espacios de decisiones pueden
ser consultados en la seccio´n 4.1 de este trabajo.
Con esta definicio´n en mente, y en el marco de la teor´ıa de invariancia pode-
mos enunciar el siguiente resultado al respecto de los procedimientos de de-
cisio´n insesgados.
Proposicio´n 6.1.1. Sea G un grupo de transformaciones medibles y biyec-
tivas de Ω en Ω y supongamos que la familia PΘ sea invariante respecto a
G. Sea G el grupo inducido en el espacio de para´metros e impongamos la
existencia de un grupo G∗ de transformaciones biyectivas en el espacio de las
decisiones, D, homeomorfo a G.
Supongamos adema´s que la funcio´n de pe´rdida δ sea invariante respecto a G
y que e´ste verifica:
1. La accio´n de G es transitiva, esto es, dados θ1, θ2 ∈ Θ existe g ∈ G tal
que θ2 = g θ1.
2. G∗ es conmutativo.
Entonces, si entre todos los procedimientos de decisio´n existe uno que mini-
mice el riesgo uniformemente, e´ste es insesgado.
Este resultado caracteriza, bajo ciertas condiciones, los procedimientos de
decisio´n insesgados. En el caso de la estimacio´n puntual, que va a ser del
que ba´sicamente nos ocuparemos, esta caracterizacio´n nos ayudara´ a la hora
de seleccionar un estimador u otro de los para´metros del modelo.
Sin embargo, las condiciones de la proposicio´n 6.1.1 no tienen porque verifi-
carse en nuestra situacio´n de invariancia en orden. En primer lugar, debemos
recordar que la familia de transformaciones el espacio muestral que nosotros
consideramos no es un grupo y por lo tanto no tiene definida una operacio´n
interna. De esta manera, no tiene sentido exigir la propiedad de conmutativi-
dad a la correspondiente familia G∗. Sin embargo, podremos suavizar una vez
ma´s nuestros requerimientos tal y como se demostrara´ la proposicio´n 6.2.3.
6.2 Orden de conmutatividad
En primer lugar, reestablezcamos el marco donde se van a desarrollar nuestras
afirmaciones.
Sea PΘ una familia parame´trica de distribuciones de probabilidad en un
espacio medible (Ω,A) y absolutamente continuas respecto a µ, una medida
de probabilidad en (Ω,A).
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Sea T ⊂ R y GT = {gt | t ∈ T} una familia de transformaciones biyectivas y
bimedibles de Ω en Ω conteniendo a la identidad. Sea e aquel elemento de
T de manera que ge sea la identidad sobre Ω. Sobre las transformaciones GT
exigiremos que verifiquen la condicio´n (4.1), detallada en el cap´ıtulo 4, y que
tiendan a la identidad cuando t→ e. (Recordemos que esta u´ltima condicio´n
requer´ıa de Θ que tuviera, como mı´nimo, estructura de espacio topolo´gico).
Supondremos que PΘ es invariante de orden αI respecto a GT y que ∆,
la variedad ampliada, tiene estructura de variedad Riemanniana donde la
distancia es la inducida por la informacio´n de Fisher. Denote´mosla por ρ y
sea ρΘ la distancia en Θ inducida por ρ.
Obviaremos la existencia de G∗, el grupo homeomorfo al inducido que actu´a
en el espacio de decisiones, pues tal y como veremos ma´s adelante, basta que
nos preocupemos por el orden de conmutatividad de los elementos gt, t ∈ T .
Debemos definir lo que entendemos por este concepto.
Definicio´n 6.2.1. Con las notaciones precedentes, diremos que
ηW = sup{η ≥ 0| lim
t→e
ρ2Θ(gt gsθ, gs gtθ)
ρ2(g∗t θ, θ)η
= 0, ∀ θ ∈ Θ, s ∈ T}
es el orden de conmutatividad de´bil de GT y que:
ηS = sup{η ≥ 0| lim
t→e
exp−1θ gt gsθ − exp−1θ gs gtθ
ρ2(g∗t θ, θ)
η
2
= 0, ∀ θ ∈ Θ, s ∈ T}
es el orden de conmutatividad fuerte de GT .
Antes de pasar a demostrar la proposicio´n 6.2.3 sobre o´rdenes de conmu-
tatividad, debemos enunciar una serie de resultados previos. Aunque estos
lemas corresponden al a´mbito de la Geometr´ıa Diferencial, se ha optado por
incluirlos en este punto pues u´nicamente aqu´ı los vamos a necesitar.
Lema 6.2.1. Sea ∆ una variedad Riemanniana modelada sobre un espacio
de Hilbert e indiquemos por ρ la distancia Riemanniana en ∆. Sea p ∈ ∆ y
x un sistema de coordenadas en p. Entonces, si q → p:
ρ2(p, q) = ‖x(p)− x(q)‖2 +O(ρ3(p, q))
Demostracio´n. Sean p y q ∈ ∆. Es conocido (ver Lang [26], entre otros)
que, dados dos puntos suficientemente pro´ximos en una variedad Rieman-
niana, localmente siempre existe una geode´sica minimal de forma que la
distancia Riemanniana entre los extremos coincide con la longitud de arco.
As´ı, sean p y q esta´n en la situacio´n anterior, x un sistema de coordenadas
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alrededor de p ∈ ∆ y σ tal geode´sica minimal uniendo p y q y parametrizada
por la longitud de arco. Siguiendo con nuestras notaciones, vamos a con-
siderar t ∈ T , donde T es el intervalo de R que contiene a e. Sea t > e de
manera que σ(e) = p y σ(t) = q. Podemos escribir:
x(σ(s)) = x(p) + v(s− e) +O((s− e)2), ∀ e < s ≤ t
donde v es el vector tangente a σ en el origen respecto al sistema de coorde-
nadas x. De esta manera:
x(q)− x(p) = v(t− e) +O((t− e)2)
con lo que:
‖x(q)− x(p)‖2 = ‖v‖2 (t− e)2 +O((t− e)3)
Pero ‖v‖ = 1 y t − e = ρ(p, q) si q esta´ suficientemente cerca de p (pues
la geode´sica σ estaba parametrizada por la longitud de arco). Por lo tanto,
podemos afirmar que:
ρ2(p, q) = ‖x(p)− x(q)‖2 +O(ρ3(p, q))
tal y como quer´ıamos demostrar.

Lema 6.2.2. Sea ∆ una variedad Riemanniana modelada sobre un espacio
de Hilbert y denotemos por ρ la distancia Riemanniana en ∆. Sea p ∈ ∆ y
σ una curva de clase Cr, r ≥ 2, parametrizada por la longitud de arco y de
manera que σ(0) = p. Entonces:
lim
t→0
ρ2(σ(t), p)
(t− e)2 = 1
Demostracio´n. Observemos, en primer lugar, que el campo tangente a la
curva, es decir σ∗( ddt) es unitario al estar σ parametrizada por la longitud de
arco.
Por otra parte, sea x un sistema de coordenadas en p y escojamos t suficien-
temente pro´ximo a e de manera que, utilizando el lema anterior, podamos
afirmar que:
ρ2(p, σ(t)) = ‖x(p)− x(σ(t))‖2 +O(ρ3(p, σ(t)))
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Desarrollando en serie de Taylor y al estar t pro´ximo a e:
x(σ(t)) = x(p) + v(t− e) +O((t− e)2)
donde v es el vector tangente en el sistema de coordenadas x a la curva σ en
el origen. De esta manera, podemos escribir:
ρ2(p, σ(t)) = ‖v‖2(t− e)2 +O((t− e)3)
ya que 0 ≤ ρ(p, σ(t)) ≤ t− e. Recordando que ‖v‖ = 1 tenemos que:
ρ2(p, σ(t)) = (t− e)2 +O((t− e)3)
de donde:
lim
t→0
ρ2(p, σ(t))
(t− e)2 = 1

Con estos resultados en mente, podemos pasar a la siguiente proposicio´n
sobre o´rdenes de conmutatividad.
Proposicio´n 6.2.3. ηW y ηS son mayores o iguales que 1.
Demostracio´n. Sea θ ∈ Θ arbitrario pero fijo. Sabemos, pues as´ı lo
demostramos en el cap´ıtulo 2, que para t pro´ximos a e la aplicacio´n t 7→ gtθ
es diferenciable. De esta manera, si s ∈ T es arbitrario pero fijo (y pro´ximo
a e, pues en caso contrario los elementos gsθ y gs gtθ no tienen sentido) la
aplicacio´n:
t 7→ ρ2Θ(gt gsθ, gs gtθ)
tambie´n es diferenciable al ser composicio´n de aplicaciones diferenciables.
Consideremos el desarrollo de Taylor en el origen de la aplicacio´n anterior.
Se verifica que:
ρ2Θ(gt gsθ, gs gtθ) = O((t− e)2)
pues ge es la identidad sobre Ω y por lo tanto en t = e se alcanza un mı´nimo
local. De esta manera, podemos afirmar que
lim
t→e
ρ2Θ(gt gsθ, gs gtθ)
(t− e)η = 0, si η < 2
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Por otra parte, recordemos que en el lema 6.2.2 hemos demostrado que siem-
pre que la curva t 7→ g∗t θ esta´ parametrizada por la longitud de arco (condi-
cio´n que siempre podemos suponer):
lim
t→e
ρ2(g∗t θ, θ)
(t− e)2 = 1
As´ı:
lim
t→e
ρ2Θ(gt gsθ, gs gtθ)
ρ2(g∗t θ, θ)η
= 0, si η < 1
Esta conclusio´n es independiente del punto θ ∈ Θ escogido y del valor de
s ∈ T , por lo tanto podemos afirmar que ηW ≥ 1 tal y como quer´ıamos ver.
Observemos que podemos repetir todo este razonamiento con exp−1θ gt gsθ−
exp−1θ gs gtθ) en el papel de ρ
2
Θ(gt gsθ, gs gtθ) (con la u´nica precaucio´n, de
considerar un sistema de coordenadas x alrededor del punto θ ∈ Θ y re-
alizar los razonamientos sobre desarrollos de Taylor en el espacio de Hilbert
correspondiente sobre el que esta´ modelado Θ). De esta manera, tambie´n se
verificar´ıa que ηS ≥ 1 y la proposicio´n quedar´ıa demostrada.

6.3 Estimadores insesgados en una direccio´n
Con el resultado anterior hemos demostrado que pese a que una familia de
transformaciones no necesariamente verifique la propiedad conmutativa, por
lo menos en orden 1 si que lo hace. Veremos que la conmutatividad en
orden es suficiente para reproducir la proposicio´n 6.1.1, eso si, en orden.
Vamos a dividir la demostracio´n en dos pasos, que se corresponden con las
proposiciones 6.3.1 y 6.3.2.
Proposicio´n 6.3.1. Con las notaciones de la seccio´n, sea PΘ una familia
de distribuciones de probabilidad invariante de orden αI respecto a GT . Sea
ηW el orden de conmutatividad de´bil de GT .
Supongamos que ρ2Θ sea invariante de´bil de orden βD y sea U un estimador
de los para´metros del modelo equivariante de orden de´bil γW .
Entonces, existe 0 > 0 tal que si |s− e| < 0 el estimador:
gs U
es equivariante, en sentido de´bil, de orden mayor o igual que γW ∧ ηW .
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Demostracio´n. Queremos demostrar la existencia de 0 > 0 de manera si
|s − e| < 0, el estimador gs U es equivariante de orden de´bil mayor o igual
que γW ∧ ηW , esto es, si γ < γW ∧ ηW :
lim
t→e
(
ρ2Θ(gt gs U(X), θ
′)− ρ2Θ(gs U(gtX), θ′)
)2
ρ2(g∗t θ, θ)γ
= 0, c.s., ∀θ′, θ ∈ Θ
Con este objetivo, sea s ∈ T pro´ximo a e de manera que la aplicacio´n gs
tenga sentido y fijemos θ′ y θ ∈ Θ. Se cumple que:
lim
t→e
(
ρ2Θ(gt gs U(X), θ
′)− ρ2Θ(gs U(gtX), θ′)
)2
ρ2(g∗t θ, θ)γ
=
= lim
t→e
{(ρΘ(gt gs U(X), θ′)− ρΘ(gs U(gtX), θ′))2
ρ2(g∗t θ, θ)γ
·
·
(
ρΘ(gt gs U(X), θ) + ρΘ(gs U(gtX), θ)
)2}
≤
≤ lim
t→e
ρ2Θ(gt gs U(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
·
(
ρΘ(gt gsU(X), θ) + ρΘ(gs U(gtX), θ)
)2
donde en la u´ltima desigualdad se ha utilizado la triangular. Observemos
que:
lim
t→e
(
ρΘ(gt gs U(X), θ
′) + ρΘ(gs U(gtX), θ′)
)2
= 4 ρ2Θ(gs U(X), θ) 6= 0, c.s.
Por lo tanto, basta que demostremos:
lim
t→e
ρ2Θ(gt gsU(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
= 0, c.s.
Nuevamente, por la desigualdad triangular:
lim
t→e
ρ2Θ(gt gs U(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
≤
≤ lim
t→e
(
ρΘ(gt gs U(X), gs gt U(X)) + ρΘ(gs gt U(X), gs U(gtX))
)2
ρ2(g∗t θ, θ)γ
≤
≤ 2 lim
t→e
ρ2Θ(gt gs U(X), gs gt U(X))
ρ2(g∗t θ, θ)γ
+ 2 lim
t→e
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
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Pero si recordamos la definicio´n de orden de´bil de conmutatividad, el primero
de los dos l´ımites anteriores es 0 c.s. al ser γ < ηW . De esta manera, debemos
probar la existencia de 0 > 0 tal que si |s− e| < 0:
lim
t→e
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
= 0, c.s.
Debido a la continuidad de las aplicaciones gs, se verifica:
lim
s→e
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2Θ(gt U(X), U(gtX))
= 1, c.s.
Por lo tanto, dado  > 0, existe δ > 0 tal que:
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2Θ(gt U(X), U(gtX))
< 1 + , c.s.
siempre que |s− e| < δ. Sea M = 1+  y 0 = δ. Seleccionemos s verificando
|s− e| < 0. Se cumple que:
0 ≤ lim
t→e
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2(g∗t θ, θ)γ
=
= lim
t→e
ρ2Θ(gs gt U(X), gs U(gtX))
ρ2Θ(gt U(X), U(gtX))
· ρ
2
Θ(gt U(X), U(gtX))
ρ2(g∗t θ, θ)γ
≤
≤M lim
t→e
ρ2Θ(gt U(X), U(gtX))
ρ2(g∗t θ, θ)γ
c.s.
Pero este u´ltimo l´ımite es 0, c.s., al ser U un estimador equivariante de orden
de´bil γW . De esta manera, ∀γ < γW :
lim
t→e
ρ2Θ(gt U(X), U(gtX))
ρ2(g∗t θ, θ)γ
= 0, c.s.
Condicio´n que implica:
lim
t→e
(
ρ2Θ(gt gs U(X), θ)− ρ2Θ(gs U(gtX), θ)
)2
ρ2(g∗t θ, θ)γ
= 0, c.s.
tal y como quer´ıamos ver. Como todo este razonamiento es independiente
del punto θ escogido, queda demostrada la proposicio´n.

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Con la proposicio´n anterior, hemos dado el primer paso para reproducir, en
orden, la proposicio´n 6.1.1 establecida por Lehmann en 1951. Debe enten-
derse como un resultado previo que necesitaremos en la proposicio´n 6.3.2.
Pasamos a abordar cuestiones referentes a este resultado.
Observemos que, en los te´rminos de la definicio´n 6.1.1 y tomando como fun-
cio´n de pe´rdida ρ2Θ, diremos que un estimador U insesgado si y so´lo si para
cada θ ∈ Θ la funcio´n:
ϑ 7→ Eθ
(
ρ2Θ(U(X), ϑ)
)
tiene un mı´nimo en θ.
En te´rminos de estimacio´n puntual, podemos estar interesados en estimadores
que continu´en siendo insesgados (en el sentido Lehmann) siempre y cuando
nos alejemos de θ en la direccio´n marcada por un cierto vector tangente
Yθ ∈ Tθ(Θ).
Definicio´n 6.3.1. Diremos que U es un estimador insesgado en la direccio´n
del vector Yθ ∈ Tθ(Θ) si y so´lo si la derivada direccional, evaluada en θ, de
la aplicacio´n:
ϑ 7→ Eθ
(
ρ2Θ(U(X), ϑ)
)
en la direccio´n del vector Yθ es cero.
Examinemos con ma´s detalle la condicio´n anterior. Observemos que la deriva-
da direccional a la que se hace referencia en la definicio´n anterior es igual
a:
Eθ
(
Yθρ
2
Θ(U(X), θ)
)
Observemos que la expresio´n anterior puede ser escrita en te´rminos del gra-
diente de ϑ 7→ ρ2Θ(U(X), ϑ), esto es:
Eθ
(
Yθρ
2
Θ(U(X), θ)
)
= 〈Eθ
(
gradρ2Θ( · , U(X))|θ
)
, Yθ〉
Tal y como podemos consultarse en Karcher [24] o bien las pa´ginas 336–338
de Chavel [12]:
gradρ2Θ( · , θ2)|θ1 = −2 exp−1θ1 θ2, ∀θ1, θ2 ∈ Θ
con lo que estamos el estimador U es insesgado en la direccio´n de Yθ ∈∈ Tθ(Θ)
si se verifica:
〈Eθ
(
exp−1θ U(X)
)
, Yθ〉 = 0
En este marco se va a establecer la proposicio´n 6.3.2 donde queda reproduci-
do, en la medida de lo posible, el resultado 6.1.1 de Lehmann.
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Proposicio´n 6.3.2. Con las notaciones de la seccio´n, sea PΘ una familia
de distribuciones de probabilidad en un espacio de probabilidad (Ω,A, µ) in-
variante de orden αI ≥ 1 respecto a una familia de transformaciones GT y
absolutamente continuas respecto µ.
Supongamos que d
dt
y Eθ se puedan intercambiar cuando sea necesario.
Sea ηW el orden de conmutatividad de´bil de GT y supongamos que ρ2Θ sea una
funcio´n de pe´rdida invariante de orden de´bil βW > 1.
Entonces, si entre todos los estimadores equivariantes de orden de´bil γW ,
existe uno que minimice el riesgo uniformemente para los estimadores de
orden de´bil mayor o igual que γW ∧ ηW , e´ste es insesgado en la direccio´n de:
Yθ =
d
dt
gtθ|t=e
esto es:
〈Eθ
(
exp−1θ U(X)
)
, Yθ〉 = 0, ∀θ ∈ Θ
Demostracio´n. Sea θ ∈ Θ y U un estimador equivariante de orden γW que
minimice el riesgo uniformemente para los estimadores de orden de´bil mayor
o igual que γW ∧ ηW . Introducimos:
Bθ(t) = Eθ
(
ρ2(gtθ, U(X))
)
Queremos demostrar que:
d
dt
Bθ(t)|t=e = 0
de donde obtendremos:
〈Eθ
(
exp−1θ U(X)
)
, Yθ〉 = 0
tal y como queremos ver. Como el resultado anterior es independiente del
punto θ escogido, la proposicio´n quedara´ demostrada.
As´ı, nuestro objetivo es ahora demostrar que d
dt
Bθ(t)|t=e = 0. Observemos
que la funcio´n de pe´rdida es invariante de orden de´bil βW > 1. De esta
manera, ∀ β ≤ 1:
lim
t→e
(ρ2Θ(gtθ1, gtθ2)− ρ2Θ(θ1, θ2))2
min{ρ2(g∗t θ1, θ1)β, ρ2(g∗t θ2, θ2)β}
= 0
Haciendo θ1 = U(X) y θ2 = θ, la afirmacio´n anterior implica que ∀β ≤ 1:
6.3. ESTIMADORES INSESGADOS EN UNA DIRECCIO´N 111
lim
t→e
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
ρ2(g∗t θ, θ)β
= 0, c.s.
Recordemos que en la proposicio´n 6.2.2 hab´ıamos demostrado que si la curva
t 7→ g∗t θ esta´ parametrizada por la longitud de arco (condicio´n que siempre
podemos suponer), entonces:
lim
t→e
ρ2(g∗t θ, θ)
(t− e)2 = 1
Por lo tanto, tambie´n debe verificarse que para ∀ β ≤ 1:
lim
t→e
(ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ))2
(t− e)2β = 0, c.s.
De aqu´ı, tomando β = 1, podemos afirmar que:
lim
t→e
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
(t− e) = 0, c.s.
de donde:
d
dt
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|t=e
= 0, c.s.
Debido a las hipo´tesis de la proposicio´n, podemos intercambiar d
dt
y Eθ cuan-
do sea necesario. As´ı:
d
dt
Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|t=e
= 0
Evaluamos la derivada anterior, y obtenemos que:
0 =
d
dt
Eθ
(
ρ2Θ(gtU(X), gtθ)− ρ2Θ(U(X), θ)
)
|t=e
=
−2 〈Eθ
(
exp−1θ U(X)
)
,
d
dt
gtθ|t=e〉+ Eθ
(
− 2 〈τ θU(X) exp−1θ U(X),
d
dt
U(gtX)|t=e〉
)
De esta manera, la proposicio´n quedara´ demostrada si probamos que:
Eθ
(
− 2 〈τ θU(X) exp1θ U(X),
d
dt
U(gtX)|t=e〉
)
= 0
Consideremos la funcio´n:
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Rθ(t) = Eθ
(
ρ2Θ(gtU(X), θ)
)
Hemos visto en la proposicio´n 6.3.1 que si U es un estimador equivariante de
orden de´bil γW y ηW es el orden de conmutatividad de´bil de GT , podemos
afirmar que existe 0 > 0 tal que si |t− e| < 0, gtU es equivariante de orden
debil mayor o igual que γW ∧ ηW . Consideremos t verificando |t− e| < 0.
Por otra parte, las hipo´tesis de la proposicio´n establecen que entre todos los
estimadores equivariantes de orden de´bil mayor o igual que γW ∧ ηW , U es el
que minimiza el riesgo uniformemente. As´ı, ha de ser:
d
dt
Rθ(t)|t=e = 0
esto es:
Eθ
(
− 2 〈τ θU(X) exp−1θ U(X),
d
dt
gtU(X)|t=e〉
)
= 0
de donde se tiene que U es un estimador insesgado en la direccio´n de:
Yθ =
d
dt
gtθ|t=e
tal y como quer´ıamos ver.

Con este resultado damos por finalizado este cap´ıtulo dedicado a relacionar
invariancia en orden, riesgo y sesgo siguiendo, en la medida de lo posible, el
esquema marcado por Lehmann [27] en su trabajo de 1951. En e´ste se de-
muestra tambie´n un segundo resultado donde se caracterizan los estimadores
equivariantes en sentido cla´sico como aquellos de mı´nimo riesgo entre todos
los insesgados. A la hora de reproducir este resultado en orden han aparecido
ciertas dificultades que se pretenden solucionar en un futuro pro´ximo y as´ı
completar el estudio realizado en este cap´ıtulo.
Cap´ıtulo 7
Estimacio´n estable
En los cap´ıtulos anteriores hemos reproducido, en la medida de lo posible,
las ideas ba´sicas de la teor´ıa cla´sica de la invariancia, recuperando incluso
algunos resultados destacados al respecto.
Recordemos que hemos partido de un espacio de medida (Ω,A, µ), de una
familia de distribuciones de probabilidad PΘ = {Pθ | θ ∈ Θ} en (Ω,A), abso-
lutamente continuas respecto µ, y de una familia de transformaciones GT en
(Ω,A) biyectivas, bimedibles y conteniendo a la identidad sobre Ω. A partir
de los elementos de GT , constru´ıamos una familia de transformaciones en el
espacio de para´metros Θ a la que nos hemos referido como perturbaciones en
Θ o bien perturbaciones de PΘ. E´stas esta´n claramente relacionadas con GT ,
esto es, una transformacio´n en el espacio muestral provoca una perturbacio´n
en PΘ y por lo tanto tambie´n en una parte del espacio de las medidas de
probabilidad en (Ω,A). Sin embargo, observemos que las transformaciones
en el espacio muestral juegan aqu´ı un papel secundario pues, en realidad, el
objeto de nuestro estudio han sido los desplazamientos en PΘ.
En este cap´ıtulo vamos a ver que podr´ıamos ir au´n ma´s alla´ y suponer que
la familia PΘ ha sido modificada por una perturbacio´n sin importarnos cual
sea su origen aunque, eso s´ı, le exigiremos que verifique ciertas condiciones
de regularidad.
7.1 Familias localmente 1–parame´tricas
Consideremos un espacio medible (Ω,A) y seaM1(Ω,A) el conjunto de todas
las medidas de probabilidad en (Ω,A).
Sea Θ una n–variedad C∞ y supongamos que exista una aplicacio´n localmente
inyectiva:
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P : Θ −→ M1(Ω,A)
θ 7−→ Pθ
Denotemos por PΘ la familia de distribuciones de probabilidad {Pθ | θ ∈ Θ}
en el espacio medible (Ω,A). Tal y como hemos comentado, las pertur-
baciones de PΘ que hasta ahora hemos considerado se han obtenido v´ıa
una familia de transformaciones en el espacio muestral. Sin embargo, no
u´nicamente la muestra podr´ıa estar sujeta a perturbaciones. El mero hecho
de seleccionar una familia parame´trica concreta a la hora de modelizar unos
datos tambie´n puede verse como una perturbacio´n de la verdadera familia,
aunque ahora en M1(Ω,A).
Nuestro objetivo es cuantificar, inspira´ndonos en las ideas de la seccio´n 3.2,
las perturbaciones del modelo estad´ıstico parame´trico (Ω,A, {Pθ | θ ∈ Θ})
que pudieran existir. Tal y como veremos ma´s adelante, el origen de e´stas no
es relevante pero las condiciones de regularidad que se detallan en la siguiente
definicio´n s´ı que lo son.
Sea T un intervalo abierto de R y consideremos una coleccio´n de intervalos
abiertos contenidos en T , que indicaremos IΘ = {Iθ | θ ∈ Θ}. Supondremos
que ∃ e ∈ T tal que e ∈ Iθ, ∀θ ∈ Θ y que consideramos en M1(Ω,A) la
topolog´ıa dada por la variacio´n total.
Definicio´n 7.1.1. Una familia localmente 1–parame´trica de perturbaciones
sobre PΘ es una coleccio´n de transformaciones:
Iθ −→ M1(Ω,A)
t 7−→ υt(Pθ)
de manera que:
1. ∀θ ∈ Θ, υe(Pθ) = Pθ.
2. ∀θ ∈ Θ, limt→e υt(Pθ) = Pθ.
Al respecto de la definicio´n anterior, debemos comentar que el comportamien-
to de continuidad en el para´metro exigido en la condicio´n 2 es una propiedad
deseable para cualquier familia de perturbaciones. Como ejemplo, recorde-
mos que para la situacio´n de invariancia en orden esta condicio´n se verifica.
En general los intervalos Iθ no tienen porque coincidir, aunque pueden en-
contrarse ejemplos destacados en los que esto ocurra.
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Ejemplo 7.1.1. En el marco de la invariancia en orden, consideremos la
familia de perturbaciones en PΘ inducidas por GT . Aqu´ı estamos suponiendo
que GT verifica las condiciones habituales detalladas de los cap´ıtulos 3 y
siguientes.
Si Θ es una variedad compacta, podremos recubrirla por una coleccio´n finita
de conjuntos compactos y considerar el ı´nfimo, sobre cada uno de los com-
pactos, de los t > e para el existir´ıa una u´nica proyeccio´n de g∗t θ en Θ segu´n
la discrepancia.
Sean s1, . . . , sN estos ı´nfimos. Tomando s = min{t1, . . . , tN} e I = [e, s)
hemos construido una familia uniparame´trica de perturbaciones sobre PΘ
que viene dada por:
I −→ M1(Ω,A, µ) , ∀ θ ∈ Θ
t 7−→ Pg∗t θ
donde P es la aplicacio´n localmente inyectiva que hemos introducido al prin-
cipio de esta seccio´n.
Disponemos de otro ejemplo de transformaciones enM1(Ω,A, µ) para el que
los Iθ coinciden.
Ejemplo 7.1.2. Sea (Ω,A, µ) un espacio de probabilidad y PΘ = {Pθ | θ ∈
Θ} ⊂ M1(Ω,A, µ) donde Θ, el espacio de para´metros, es una variedad C∞.
El teorema de Radon-Nikodym informa que existen dPθ
dµ
, que denotaremos
p( · ; θ). Observemos que ∀ θ ∈ Θ, √p( · ; θ) ∈ L2(Ω,A, µ).
Sea A un operador lineal de L2(Ω,A, µ) de manera que A∗ = −A ( aqu´ı
A∗ indica el operador adjunto de A) y t ∈ R. Consideremos la familia de
operadores lineales:
Tt : L
2(Ω,A, µ) → L2(Ω,A, µ)
f 7→ exptA f
Observemos que Tt son operadores unitarios pues (Tt)
∗ = exp−tA y por lo
tanto (Tt)
∗◦Tt = Tt◦ (Tt)∗ = I. De esta manera, ∀θ ∈ Θ, ‖Tt(
√
p( · ; θ) )‖ = 1
con lo que podremos definir una nueva distribucio´n de probabilidad en (Ω,A)
dada por:
ξθt (B) =
∫
Ω
Tt(
√
p(ω; θ) ) dµ(ω), ∀B ∈ A
Identifiquemos Tt(
√
p( · ; θ) ) con ξθt . Entonces, la familia de aplicaciones:
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R −→ M1(Ω,A) , θ ∈ Θ
t 7−→ ξθt
es una perturbacio´n uniparame´trica de PΘ. Observemos que hemos omitido
el te´rmino localmente pues aqu´ı Iθ = R, ∀θ ∈ Θ.
El u´ltimo ejemplo que presentamos sobre perturbaciones es realizarlas a
trave´s de un nu´cleo estoca´stico. Recordemos la definicio´n.
Definicio´n 7.1.2. Sean (Ω1,A1) y (Ω2,A2) dos espacios medibles. Diremos
que:
K : Ω1 ×A2 −→ R+
es un nu´cleo estoca´stico de (Ω1,A1) en (Ω2,A2) si y so´lo si:
SK 1 La aplicacio´n K( · , A2) : Ω1 → R+ es A1–medible, ∀ A2 ∈ A2.
SK 2 La aplicacio´n K(w1, · ) : A2 → R+ es una medida de probabilidad en
(Ω2,A2), ∀ w1 ∈ Ω1.
Definicio´n 7.1.3. Si en la definicio´n anterior (Ω1,A1) =(Ω2,A2) diremos
que K es un nu´cleo estoca´stico en (Ω1,A1).
Ejemplo 7.1.3. Sea (Ω,A, µ) un espacio de medida y:
K : Ω×A −→ R+
un nu´cleo estoca´stico en (Ω,A) y P una medida de probabilidad en (Ω,A).
Consideremos la aplicacio´n:
KP : A −→ [0, 1]
B 7−→ ∫
Ω
K(w,B) dP (w)
Veamos, en primer lugar, que esta´ bien construida. Por la definicio´n 7.1.3
sabemos que ∀ w ∈ Ω, K(w, · ) es una medida de probabilidad en (Ω,A)
con lo que:
0 ≤ K(w, · ) ≤ 1
De esta manera, ∀ B ∈ A:
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0 ≤
∫
Ω
K(w,B) dP (w) ≤
∫
Ω
1 dP (w) = 1
tal y como quer´ıamos ver. Vamos a ver ahora que adema´s KP es un elemento
de M1(Ω,A), esto es una probabilidad en (Ω,A).
Observemos que KP (Ω) = 1 pues:
KP (Ω) =
∫
Ω
K(w,Ω) dP (w) =
∫
Ω
1 dP (w) = 1
segu´n la condicio´n SK 2. E´sta tambie´n informa que KP (∅) = 0 pues:
KP (∅) =
∫
Ω
K(w,∅) dP (w) =
∫
Ω
0 dP (w) = 0
al ser K(w,∅) = 0, ∀ w ∈ Ω.
Por otra parte, KP es una funcio´n de conjunto aditiva pues dados A, B ∈ A
tales que A ∩B = ∅, se verifica que:
KP (A ∪B) =
∫
Ω
K(w,A ∪B) dP (w) =
∫
Ω
K(w,A) +K(w,B) dP (w) =
=
∫
Ω
K(w,A) dP (w) +
∫
Ω
K(w,B) dP (w) = KP (A) +KP (B)
donde se ha vuelto a utilizar SK 2. Para probar que KP es un elemento de
M1(Ω,A), u´nicamente nos queda por verificar que KP es σ−aditiva.
Sea {An}n≥1 una sucesio´n creciente de elementos de A. Entonces:
lim
n→∞
KP (An) = lim
n→∞
∫
Ω
K(w,An) dP (w) =
∫
Ω
lim
n→∞
K(w,An) dP (w) =
=
∫
Ω
K(w,∪∞n=1An) dP (w) = KP (∪∞n=1An)
segu´n el teorema de Convergencia Mono´tona pues, por SK 1, {K( · , An)}n≥1
es una sucesio´n creciente de variables aleatorias integrables de l´ımite, tambie´n
integrable, K( · ,∪∞n=1An).
De esta manera, hemos construido una aplicacio´n:
M1(Ω,A) −→ M1(Ω,A)
P 7−→ KP
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en la que cada probabilidad P queda perturbada a trave´s del nu´cleo es-
toca´stico K.
Sea ahora PΘ = {Pθ | θ ∈ Θ} una familia parame´trica de distribuciones
de probabilidad en (Ω,A). Sea T ⊂ R y {Kt}t∈T una familia de nu´cleos
estoca´sticos en (Ω,A).
Supongamos que ∃ e ∈ T de manera que KeP = P y que limt→eKtP = P ,
∀ P ∈M1(Ω,A). Observemos que en tal situacio´n las transformaciones:
T −→ M1(Ω,A)
t 7−→ KtPθ
es una familia uniparame´trica de perturbaciones sobre PΘ. Se ha omitido el
te´rmino localmente porque, de nuevo, Iθ = T , ∀θ ∈ Θ.
Ejemplo 7.1.4. Recuperemos el ejemplo anterior pero ahora considerando
un nu´cleo estoca´stico concreto.
Sea (Ω,A) un espacio medible y g : Ω −→ Ω una aplicacio´n biyectiva. Intro-
ducimos:
Kg(w,B) = 1g−1(B)(w) , w ∈ Ω, B ∈ A
donde 1 es la funcio´n indicador. Observemos que Kg es un nu´cleo estoca´stico
en (Ω,A) cumpliendo que ∀ P ∈M1(Ω,A):
KgP (B) =
∫
Ω
Kg(w,B) dP (w) =
∫
Ω
1g−1(B)(w) dP (w) =
= P (g−1(B)) = P g(B), ∀ B ∈ A
es decir, perturbamos una distribucio´n de probabilidad por una transforma-
cio´n biyectiva obteniendo la ley inducida. De esta manera, vemos como los
nu´cleos estoca´sticos permiten expresar de una manera alternativa la situacio´n
expuesta en el cap´ıtulo 3 donde partiendo de Pθ y de una transformacio´n en
el espacio muestral gt ∈ GT intenta´bamos encontrar el elemento de la familia
original que estuviera a discrepancia mı´nima de P gtθ o, con las notaciones de
este ejemplo, de KgtPθ.
Con este u´ltimo ejemplo finalizamos la exposicio´n sobre posibles perturba-
ciones que pudieran darse enM1(Ω,A). Los cap´ıtulos precedentes han estado
dedicados a aquellas que se obten´ıan en la situacio´n de invariancia en orden.
Pero, tal y como hemos visto en esta seccio´n, e´sta no es la u´nica posibilidad.
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7.2 Familias y pe´rdidas estables
En el resto de este cap´ıtulo, y con ayuda de los cap´ıtulos precedentes, pre-
tendemos apuntar las ideas para realizar un estudio sobre las perturbaciones
arbitrarias de las medidas de probabilidad en un espacio medible (Ω,A) que
sean absolutamente continuas respecto a una medida σ–finita de referencia
µ en (Ω,A).
Sea as´ı (Ω,A, µ) un espacio de medida y supongamos que disponemos de una
familia de distribuciones de probabilidad PΘ = {Pθ | θ ∈ Θ} en (Ω,A) abso-
lutamente continuas respecto µ. Tal y como hicimos en la seccio´n anterior,
supondremos que la aplicacio´n:
P : Θ −→ M1(Ω,A, µ)
θ 7−→ Pθ
es localmente inyectiva, donde ahora M1(Ω,A, µ) es el conjunto de proba-
bilidades en (Ω,A) absolutamente continuas respecto µ. De esta manera,
podremos identificar localmente los elementos de PΘ con sus etiquetas e
imponer que Θ sea una subvariedad n–dimensional de una variedad Rieman-
niana ∆, que llamaremos ambiente. Un ejemplo de tal ∆ lo tenemos en el
espacio de Hilbert L2(Ω,A, µ) identificando cada elemento de PΘ, o de Θ,
con dos veces la ra´ız cuadrada positiva de su derivada de Radon–Nikodym
respecto µ.
Sea X un campo vectorial C∞ en ∆ y θ ∈ Θ. Observemos que las curvas
integrales de X, que denotaremos υ, con la condicio´n inicial υ(e; θ) = θ,
e ∈ R, definen una familia localmente 1–parame´trica de transformaciones en
∆ que viene dada por:
Iθ 3 t 7−→ υ(t; θ) ∈ ∆
Denotemos υ(t; θ) como υt(θ) y consideremos una discrepancia, δ, en ∆. El
teorema 2.2.2 informa que para t pro´ximos a e, existe θ′ ∈ Θ de manera que:
δ(υt(θ), θ
′) = min
ϑ∈Θ
δ(υt(θ), ϑ) (7.1)
Por consonancia con las notaciones de este trabajo, denotaremos θ′ como
υt(θ). Estas consideraciones nos llevan a introducir el siguiente concepto:
Definicio´n 7.2.1. Diremos que PΘ es estable de orden αE respecto al campo
X de clase C∞ si y so´lo si:
αE = sup{α ≥ 0| lim
t→e
δ(υt(θ), υt(θ))
δ(υt(θ), θ)α
= 0, ∀θ ∈ Θ}
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En este punto, observemos que una familia invariante de orden αI respecto
a una familia de transformaciones GT = {gt | t ∈ T} cumpliendo las condi-
ciones habituales de los cap´ıtulos anteriores, tambie´n es estable de orden αI
respecto al campo d
dt
g∗t θ|t=e. Todo parece indicar que la invariancia en orden
podr´ıa enmarcarse dentro de un concepto ma´s amplio que podemos llamar de
estabilidad en orden. E´ste se encuentra en su fase inicial, debie´ndose entender
este cap´ıtulo como una breve presentacio´n al respecto.
Observemos que de igual manera a como vimos en el cap´ıtulo 3, se verifica que
el orden de estabilidad no depende de la variedad ambiente si la discrepancia
escogida es una f–divergencia. Ma´s detalles al respecto deben consultarse en
la demostracio´n de la proposicio´n 3.3.2, que podremos adaptar a este nuevo
entorno.
Recuperando las ideas del cap´ıtulo 4, tambie´n sera´ posible definir lo que
entendemos por una funcio´n de pe´rdida estable de o´rdenes βW y βS.
En el contexto de los modelos estad´ısticos parame´tricos sea:
L : Θ×Θ −→ [0,+∞)
una funcio´n de pe´rdida.
Definicio´n 7.2.2. Diremos que L es estable de orden de´bil βW respecto al
campo C∞ X si y so´lo si:
βW = sup{β ≥ 0| lim
t→e
(L(υt(θ1), υt(θ2))− L(θ1, θ2))2
min(δ(υt(θ1), θ1)β, δ(υt(θ2), θ2)β
= 0, ∀θ1, θ2 ∈ Θ}
Definicio´n 7.2.3. Diremos que L es estable de orden fuerte βS respecto al
campo X de clase C∞ si y so´lo si:
βF = sup{β ≥ 0| lim
t→e
τ
υt(θ1)
θ1
grad L( · , υt(θ2))|υt(θ1)
min(δ(υt(θ1), θ1)
β
2 , δ(υt(θ2), θ2)
β
2
−
− grad L( · , θ2)|θ1
min(δ(υt(θ1, θ1)
β
2 , δ(υt(θ2, θ2)
β
2
= 0Pθ1 ,∀θ1, θ2 ∈ Θ}
siendo 0θ1 ∈ Tθ1(Θ), grad L( · , θ2)|θ1 el gradiente de la funcio´n L( · , θ2) en
el punto θ1 y:
τ
υt(θ1)
θ1
: Tυt(θ1)(Θ) −→ Tθ1(Θ)
es el transporte paralelo desde Tυt(θ1)(Θ) a Tθ1(Θ) a lo largo de una geode´sica
que una υt(θ1) y θ1.
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De igual manera a como ocurr´ıa con las familias, observemos que las funciones
de pe´rdida invariantes de o´rdenes βW y βS respecto a GT tambie´n son estables
de los mismos o´rdenes respecto al campo d
dt
g∗t θ|t=e.
Antes de continuar debemos hacer notar que hasta el momento el campo X
es arbitrario. Sin embargo, observemos que para la situacio´n de invariancia
cla´sica, los campos tangentes a las curvas t 7→ gtθ, θ ∈ Θ son de Killing. Esto
indica que como candidatos a X podr´ıamos tomar campos de Killing. En la
siguiente seccio´n, dedicada a los estimadores estables, se pretende esbozar la
conveniencia de considerar este tipo de campos. Es de esperar que en futuras
investigaciones estas consideraciones queden completadas.
7.3 Estimadores estables
El objetivo de esta seccio´n es la obtencio´n de criterios de estabilidad de un
estimador respecto a la perturbacio´n introducida por un campo X de clase
C∞. Esperaremos que tal y como ha ocurrido con la familia y la funcio´n de
pe´rdida, este criterio de estabilidad sea el de equivariancia en orden cuando
el campo considerado es X(θ) = ( d
dt
g∗t θ)|t=e.
Sea (Ω,A, µ) un espacio de medida y PΘ = {Pθ | θ ∈ Θ} una famil-
ia parame´trica de distribuciones de probabilidad en (Ω,A) absolutamente
continuas respecto µ. Supongamos que el espacio de para´metros Θ es una
n–subvariedad de la variedad ambiente ∆. Tal y como hemos comentado
en repetidas ocasiones, la variedad ∆ se considerara´ Riemanniana siendo la
distancia Riemanniana, ρ, en ∆ la inducida por la matriz de Informacio´n de
Fisher.
Sea X un campo vectorial C∞ en ∆ y, con las notaciones de la seccio´n an-
terior, {υt}t la familia localmente uniparame´trica de transformaciones en ∆
determinadas por X y {υt}t las transformaciones en Θ asociadas a {υt}t que
han sido introducidas en (7.1). Finalmente, sean:
U : Ωk −→ Θ
un estimador de los para´metros del modelo y δ una discrepancia en ∆.
La existencia de perturbaciones detallada anteriormente invita a considerar
dos nuevos estimadores. Por una parte, podemos pensar que si U estima a
θ, υt◦U debe hacer lo propio con υtθ. Pero tambie´n podemos incorporar la
informacio´n referente a que la familia ha sido perturbada, considerar que la
ley es Pυtθ en lugar de Pθ y utilizar U para estimar υtθ.
Observemos que en tal caso disponemos de dos distribuciones de probabilidad
en el espacio medible (Θ,B(Θ)), P υt◦Uθ y PUυtθ (donde B(Θ) es la σ–a´lgebra de
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Borel en Θ). Un posible criterio de estabilidad para el estimador T es exigir
que una medida de probabilidad y la otra sean lo ma´s parecidas posible.
Obviamente, debemos concretar el significado de este te´rmino.
Definicio´n 7.3.1. Diremos que el estimador U es estable respecto a la per-
turbacio´n introducida por el campo X de clase C∞ si y so´lo si:
δ(P υt◦Uθ , P
U
υtθ) = 0 , ∀ t ∈ Iθ
Si disponemos de su forma expl´ıcita para el modelo parame´trico estudiado,
parece razonable seleccionar δ = ρ2. Sin embargo, tambie´n podemos tomar
δ = d2H o bien cualquier otra f–divergencia. Dependera´ de cada situacio´n
concreta una eleccio´n u otra, pero tomando esta clase de discrepancias sabe-
mos que el orden de estabilidad no dependera´ de la seleccio´n realizada. Esta
afirmacio´n de demuestra adaptando los argumentos de la proposicio´n 3.3.2 a
nuestro entorno actual.
Sin embargo, podr´ıamos estar interesados en medir la proximidad entre medi-
das de probabilidad a trave´s de otras cantidades que no fueran f–divergencias.
Una posibilidad ser´ıa escoger una distancia basada en la variabilidad total
(ver Rao [35] o Cuadras y Fortiana [15] para ma´s detalles), esto es:
δ(P,Q) =
∫
Θ
∫
Θ
ρ2Θ(p, q)P (dp)Q(dq)−
−1
2
∫
Θ
∫
Θ
ρ2Θ(p, q)P (dp)P (dq)−
1
2
∫
Θ
∫
Θ
ρ2Θ(p, q)Q(dp)Q(dq)
Sin embargo, debemos hacer notar que al trabajar con esta cantidad, o
cualquier otra que no sea localmente (salvo una constante de proporcional-
idad) la distancia de Rao cuadra´tica, los o´rdenes de estabilidad debera´n ir
referidos a δ.
Ejemplo 7.3.1. En la situacio´n de invariancia cla´sica, P υt◦Uθ es la ley del
estimador gt◦U mientras que PUυtθ es la ley del estimador U◦gt suponiendo,
en ambos casos, que la verdadera medida es Pθ.
Si la familia PΘ es invariante respecto a la accio´n de un grupo de transfor-
maciones GT = {gt | t ∈ T} y el estimador U es equivariante respecto a este
grupo, sabemos que ∀ t ∈ T :
gt U(x) = U(gtx) , ∀x ∈ Ω
De esta manera las leyes de uno y otro estimador coincidira´n, con lo que
U ser´ıa un estimador estable respecto a la perturbacio´n introducida por el
campo θ 7→ d
dt
gtθ|t=e, θ ∈ Θ.
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Sin embargo, para la invariancia en orden la situacio´n no va a ser tan favor-
able.
Ejemplo 7.3.2. Para la situacio´n de invariancia en orden, P υt◦Tθ es la ley
del estimador gt◦T donde se supone que la distribucio´n es Pθ. Por otra parte,
P Tυtθ es la ley del estimador T suponiendo que la verdadera medida fuera Pgtθ.
En general, una y otra no tienen porque coincidir, con lo que la medida de
discrepancia P υt◦Tθ y P
T
υtθ
no sera´ nula. Analicemos con algo ma´s de detalle
esta situacio´n.
Supongamos que la familia PΘ sea invariante de orden αI y sea U un es-
timador equivariante de orden fuerte γS. Supongamos, para simplificar las
expresiones que U : Ω → Θ. Tal y como hemos comentado anteriormente,
debemos comparar P υt◦Uθ y P
U
υtθ
a trave´s de la discrepancia en Θ, esto es,
debemos analizar:
ρ2(P gt◦Uθ , P
U
gtθ)
conociendo que:
γS = sup{γ ≥ 0| lim
t→e
exp−1θ′ U(gtX)− exp−1θ′ gt U(X)
ρ2(g∗t θ, θ)
γ
2
= 0, c.s. ∀ θ′, θ ∈ Θ}
Siguiendo las ideas detalladas en la seccio´n 5.1, la condicio´n de equivariancia
fuerte de un estimador implica que ∀γ < γS:
lim
t→e
ρ2Θ(U(gtX), gt U(X))
ρ2(g∗t θ, θ)
γ
2
= 0, c.s. ∀ θ ∈ Θ
donde recordemos que el c.s. de la definicio´n es respecto a µ. Podemos escribir
la condicio´n anterior en te´rminos de medidas de probabilidad. Obtendremos
que ∀γ < γS:
lim
t→e
ρ2(PUg∗t θ, P
gt◦U
θ )
ρ2(g∗t θ, θ)γ
= 0 (7.2)
donde en la ecuacio´n anterior se utilizan las etiquetas cuando es posible
identificarlas con las probabilidades a las que representan. En caso contrario,
se mantienen las medidas.
Podemos ahora comparar P gt◦Uθ y P
U
gtθ
a trave´s de ρ2. Observemos que por
la desigualdad triangular:
ρ(P gt◦Uθ , P
U
gtθ) ≤ ρ(P gt◦Uθ , PUg∗t θ) + ρ(PUgtθ, PUgtθ)
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Elevando al cuadrado:
ρ2(P gt◦Uθ , P
U
gtθ) ≤ 2 ρ2(P gt◦Uθ , PUg∗t θ) + 2 ρ2(PUgtθ, PUgtθ)
Estudiemos cada uno de los dos sumandos anteriores por separado. Por una
parte y segu´n (7.2), ∀γ < γS:
lim
t→e
ρ2(PUg∗t θ, P
gt◦U
θ )
ρ2(g∗t θ, θ)γ
= 0
Respecto al otro te´rmino, observemos que PUg∗t θ viene definida segu´n:
PUg∗t θ(B) = Pθ(U◦gt ∈ B) = Pg∗t θ(U−1(B)), B ∈ B(Θ)
y PUgtθ a trave´s de:
PUgtθ(B) = Pgtθ(U ∈ B) = Pgtθ(U−1(B)), B ∈ B(Θ)
Al variar B sobre todos los borelianos de Θ y ser U medible, podemos afir-
mar que ρ(PU◦ gtθ , P
U
gtθ
) = ρ2(g∗t θ, gtθ). Pero conocemos que la familia PΘ es
invariante de orden αI con lo que ∀α < αI :
lim
t→e
ρ2(PUg∗t θ, P
U
gtθ
)
ρ2(g∗t θ, θ)α
= lim
t→e
ρ2(g∗t θ, gtθ)
ρ2(g∗t θ, θ)α
= 0
Por lo tanto, pese a que no podemos afirmar que la discrepancia entre P υt◦Uθ
y PUυtθ sea 0, tiende a cero con una rapidez que podemos controlar respecto
a ρ2(g∗t θ, θ), esto es tiende a 0 en orden mayor o igual que γS ∧ αI .
El ejemplo anterior sugiere que pese a que los estimadores equivariantes en
orden no son estables, si que lo ser´ıan en orden. Pasamos a concretar esta
idea en la siguiente definicio´n.
Supongamos que la discrepancia sea de clase C∞ y sea θ ∈ Θ. La diferen-
ciabilidad del campo X permite definir una familia de aplicaciones de clase
tambie´n C∞:
Iθ −→ [0,+∞)
t 7−→ δ(P υt◦Uθ , PUυtθ)
Definicio´n 7.3.2. Diremos que el estimador U es estable de orden γE ≥ 1
si y so´lo si:
γE = sup{γ ≥ 0| lim
t→e
δ(P υt◦Uθ , P
U
υtθ
)
δ(g∗t θ, θ)α
= 0, ∀θ ∈ Θ}
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Ejemplo 7.3.3. Volviendo al ejemplo 7.3.2, observemos que ∀θ ∈ Θ y ∀γ <
γS ∧ αI :
lim
t→e
ρ2(P gt◦Uθ , P
U
gtθ
)
ρ2(Pg∗t θ, Pθ)
γ
= 0
De esta manera, U es un estimador estable de orden, como mı´nimo, γS ∧αI .
Ejemplo 7.3.4. Observemos que el estimador constante no va a ser estable,
ni estable en orden, en el sentido de la definicio´n 7.3.2. Con las notaciones
habituales, sea:
U : Ωk −→ Θ
(w1, . . . , wk) 7−→ a
donde a ∈ Θ. Estamos interesados en comparar P υt◦Uθ con PUυtθ, ∀θ ∈ Θ,
y t ∈ T . La distancia de Hellinger al cuadrado hace posible analizar la
discrepancia entre estas dos medidas de forma sencilla.
Observemos que P υt◦Uθ = δυta, donde ahora δ denota la delta de Kronecker,
y PUυtθ = δa. De esta manera, la distancia de Hellinger al cuadrado entre
P υt◦Uθ = δυta y P
U
υtθ
= δa es ma´xima e igual a 2 ∀θ ∈ Θ, t ∈ T . Esta
condicio´n implica que U no es un estimador estable, ni estable en orden, tal
y como quer´ıamos verificar.
Analicemos con algo ma´s de detalle la condicio´n de estabilidad de un esti-
mador U . Observemos que, fijado θ ∈ Θ, el criterio de estabilidad de un
estimador U se basa en la comparacio´n de dos medidas de probabilidad,
P υt◦Uθ y P
U
υtθ
, en (Θ,B(Θ)).
Supongamos que para los t considerados ambas distribuciones de probabili-
dad y PUθ sean absolutamente continuas respecto al volumen Riemanniano,
que denotaremos v. Sean h( · ; θ, t) la densidad de P υt◦Uθ , g( · ; θ, t) la densi-
dad de PUυtθ y f( · ; θ) la densidad de PUθ todas ellas respecto a v. Observemos
que h(γ; θ, e) = g(γ; θ, e) = f(γ; θ), ∀ γ ∈ Θ y que:
h( · ; θ, t) , g( · ; θ, t) , y f( · ; θ) ∈ L2(Θ,B(Θ), v)
Identificaremos P υt◦Uθ y P
U
υtθ
en (Θ,B(Θ)) con dos veces las ra´ıces cuadradas
positivas de sus derivadas de Radon–Nikodym respecto a v.
En el entorno en el que ahora nos encontramos parece razonable tomar como
∆ una subvariedad del espacio de Hilbert L2(Θ,B(Θ), v), a poder ser de
dimensio´n finita (por simplicidad, pero no es estrictamente necesario), y como
discrepancia la distancia de Hellinger al cuadrado, d2H . Segu´n su definicio´n:
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d2H(P
υt◦U
θ , P
U
υtθ) =
∫
Θ
(√
h(γ; θ, t)−
√
g(γ; θ, t)
)2
v(dγ)
Recordemos que en el lema 6.2.2 hemos demostrado que siempre que la curva
t 7→ g∗t θ este´ parametrizada por la longitud de arco (condicio´n que podemos
suponer):
lim
t→e
ρ2(g∗t θ, θ)
(t− e)2 = 1
donde θ ∈ Θ es arbitrario pero fijo. As´ı, nuestro objetivo segu´n la definicio´n
7.3.2, se ve reducido a analizar las derivadas en el origen de d2H(P
υt◦U
θ , P
U
υtθ
).
Necesitamos realizar un paso previo que se encuentra detallado en el siguiente
resultado.
Proposicio´n 7.3.1. Con las notaciones de la seccio´n, supongamos que valor
e que hemos asociado a la identidad en nuestra familia de transformaciones
es el 0.
Entonces, las expansiones de Taylor de t 7→ h( · ; θ, t) y de t 7→ g( · ; θ, t) de
orden 1 en el origen son:
g(γ; θ, t) = f(γ; θ) + 〈grad2f(γ; υt(θ))|t=0, V (θ)〉θ · t+O(t2)
h(γ; θ, t) = f(γ; θ)−
(
〈grad1f((υt)−1(γ); θ)|t=0, V (γ)〉γ +
+ f(γ; θ) div(V (γ))
)
· t+O(t2)
donde V (ϑ) = d
dt
υt(ϑ)|t=0, ∀ϑ ∈ Θ.
Demostracio´n. Estudiemos, en primer lugar h( · ; θ, t). Observemos que
υt◦T es la imagen de una ley con densidad. De esta manera podemos afirmar
que, salvo en un conjunto de volumen Riemanniano 0:
h(γ; θ, t) = f((υt)
−1(γ); θ) · |det((υt)−1)′(γ)| , γ ∈ Θ (7.3)
Por otra parte, y desarrollando en serie de Taylor respecto a t alrededor de
t = 0, se verifica que:
h(γ; θ, t) = h(γ; θ, 0) + d
dt
h(γ; θ, t)|t=0 · t +O(t2) =
= f(γ; θ) + d
dt
h(γ; θ, t)|t=0 · t +O(t2)
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Fijado γ ∈ Θ, necesitamos conocer d
dt
h(γ; θ, t)|t=0. Usando (7.3) y segu´n la
regla de la cadena, podemos escribir:
d
dt
h(γ; θ, t) = 〈grad1f((υt)−1(γ); θ),
d
dt
(υt)
−1(γ)〉(υt)−1(γ) · |det((υt)−1)′(γ)|+
+f((υt)
−1(γ); θ) ·
(
|det((υt)−1)′(γ)|
)′
(7.4)
Estudiemos
(
|det((υt)−1)′(γ)|
)′
. Nuevamente, desarrollando en serie de Tay-
lor respecto a t alrededor de 0 obtenemos que:
((υt)
−1)′(γ) = (υ−10 )
′(γ) +
d
dt
((υt)
−1)′(γ)|t=0 · t+O(t2)
Si ahora evaluamos el determinante de la matriz anterior obtenemos:
det(((υt)
−1)′(γ)) =
n∏
α=1
(
1 +
d
dt
∂
∂γα
(υt)
−1 (α)(γ)|t=0 · t+O(t2)
)
+O(t2) =
= 1 +
n∑
α=1
( d
dt
∂
∂γα
(υt)
−1 (α)(γ)|t=0
)
· t+O(t2) =
= 1 + tr(
d
dt
((υt)
−1)′(γ)|t=0) · t+O(t2) =
= 1 + div(
d
dt
(υt)
−1(γ)|t=0) · t+O(t2)
donde υt
−1 (α), α = 1, . . . , n son las funciones componentes de la aplicacio´n
υt
−1, tr( ddt((υt)
−1)′(γ)|t=0) indica la traza de la matriz:
d
dt
((υt)
−1)′(γ)|t=0
y div( d
dt
(υt)
−1(γ)|t=0) es la divergencia del campo vectorial ddt(υt)
−1(γ)|t=0.
Sea V el campo vectorial en Θ definido segu´n:
Θ 3 ϑ 7−→ d
dt
υt(ϑ)|t=0
Recuperando la expresio´n (7.4) y evaluando en t = 0 podemos escribir:
d
dt
h(γ; θ, t)|t=e = 〈grad1f((υt)−1(γ); θ)|t=0,−V (γ)〉γ + f(γ; θ) div(−V (γ))
con lo que:
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h(γ; θ, t) = f(γ; θ)−
(
〈grad1f((υt)−1(γ); θ)|t=0, V (γ)〉γ+
+f(γ; θ) div(V (γ))
)
· t+O(t2) (7.5)
Estudiemos ahora la funcio´n g. ∀γ ∈ Θ, excepto quiza´s en un conjunto de
volumen Riemanniano 0, se verifica:
g(γ; θ, t) = f(γ; υt(θ))
De esta manera, fijado γ y desarrollando nuevamente en serie de Taylor
alrededor de t = 0:
g(γ; θ, t) = f(γ; θ) +
( d
dt
f(γ; υt(θ))|t=0
)
· t+O(t2) (7.6)
Necesitamos conocer d
dt
f(γ; υt(θ))|t=e. De igual manera a como hicimos an-
teriormente, la Regla de la Cadena informa que:
d
dt
f(γ; υt(θ)) = 〈grad2f(γ; υt(θ)),
d
dt
υt(θ)〉υt(θ)
Evaluando en t = 0:
d
dt
f(γ; υt(θ))|t=0 = 〈grad2f(γ; υt(θ))|t=0,
d
dt
υt(θ)|t=0〉θ = 〈grad2f(γ; θ), V (θ)〉θ
Por lo tanto, si recuperamos la expresio´n (7.6) obtenemos:
g(γ; θ, t) = f(γ; θ) + 〈grad2f(γ; υt(θ))|t=0, V (θ)〉θ · t+O(t2) (7.7)
con lo que la proposicio´n queda demostrada.

Las expresiones (7.7) y (7.5) proporcionan las expansiones de Taylor de orden
1 en el origen de las densidades de P υt◦Tθ y de P
T
υtθ
respecto al volumen Rie-
manniano. Observemos que por te´cnicas parecidas, aunque ma´s laboriosas,
se podr´ıan obtener las expansiones de orden superior.
Volvamos ahora al problema de la estabilidad de U . La definicio´n 7.3.2
establece que, si U es estable de orden mayor o igual que 2, la derivada
primera de la aplicacio´n:
Iθ 3 t 7→ d2H(P gt◦Uθ , PUgtθ)
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debe ser nula en el origen.
Supongamos que se dan las condiciones de regularidad necesarias para poder
intercambiar la esperanza y d
dt
. Entonces:
d
dt
d2H(P
gt◦U
θ , P
U
gtθ)|t=0 = −
∫
Θ
d
dt
h(γ; θ, t)|t=0 +
d
dt
g(γ; θ, t)|t=0v(dγ)
De esta manera, y segu´n (7.5) y (7.7) podemos afirmar que:
0 =
d
dt
d2H(P
gt◦U
θ , P
U
gtθ)|t=0 =
∫
Θ
(
〈grad1f((υt)−1(γ); θ)|t=0, V (γ)〉γ+
+f(γ; θ) div(V (γ))
)
− 〈grad2f(γ; υt(θ))|t=0, V (θ)〉θ v(dγ)
Una posibilidad para que la expresio´n anterior se anule es que el integrando
sea ide´nticamente 0. Sin embargo, en general la densidad respecto al volumen
Riemanniano de la ley de un estimador estable de orden mayor o igual que
2 debe verificar:∫
Θ
〈grad1f((υt)−1(γ); θ)|t=0, V (γ)〉γ + f(γ; θ) div(V (γ))−
−〈grad2f(γ; υt(θ))|t=0, V (θ)〉θ v(dγ) = 0 (7.8)
Conocido el campo V , esta condicio´n restringe la ley del estimador T . La
solucio´n, f , de esta ecuacio´n es la densidad de P Tθ respecto al volumen Rie-
manniano. El problema es que en general no conocemos el campo V sino que
suponemos que existe una familia de transformaciones regulares (las trans-
formaciones υt son localmente 1–parame´tricas y localmente invertibles) de
las que desconocemos su origen suponemos que son. Si quisie´ramos que esta
ecuacio´n se verificara para cualquier campo V dif´ıcilmente encontrar´ıamos la
solucio´n. Es en este punto donde toman importancia los campos de Killing.
Observemos que si X es un campo de este tipo, la aplicacio´n:
Iθ 3 t 7→ υt(θ) ∈ ∆
es una isometr´ıa local. Adema´s, es un resultado conocido en el a´mbito de
la Geometr´ıa Diferencial que el conjunto de campos de Killing de una varie-
dad Riemanniana forma un a´lgebra de Lie de dimensio´n menor o igual que
(m+1)m
2
, donde m es la dimensio´n de la variedad. Una demostracio´n detallada
al respecto puede consultarse en la pa´gina 165 de Petersen [33].
De esta manera, imponiendo que la ecuacio´n (7.8) se verifique para cada uno
de los elementos de la base de este a´lgebra de Lie, dispondr´ıamos de, a lo
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sumo, (m+1)m
2
ecuaciones en derivadas parciales cuya solucio´n f( · ; θ) ser´ıa
la de aquellos estimadores estables de orden mayor o igual que 2.
Sin embargo, el campo:
Θ 3 ϑ 7−→ V (ϑ) = d
dt
υt(ϑ)|t=0
en general no es de Killing. Vamos a ver a continuacio´n la relacio´n entre el
campo anterior y:
Θ 3 ϑ 7−→ d
dt
υt(ϑ)|t=0
que s´ı podemos suponer de Killing.
Antes de continuar debemos comentar que otras clases razonables de campos
a considerar. Podr´ıamos tomar campos construidos como la suma de uno de
Killing en Θ y una contaminacio´n o perturbacio´n en ∆. Tambie´n podr´ıa ser
interesante analizar transportes paralelos de vectores constantes a lo largo
de una geode´sica de Θ. Esperamos, en futuras investigaciones, clarificar el
papel que desempen˜an este tipo de campos en la estimacio´n estable.
Proposicio´n 7.3.2. Sea ∆ una variedad Riemanniana m–dimensional y Θ
una subvariedad de ∆ de dimensio´n n, m ≥ n + 1. Sean δ la discrepancia
escogida en ∆ y ρ la distancia Riemanniana en ∆.
Entonces, ∀ϑ ∈ Θ:
d
dt
υt(ϑ)|t=0
es la proyeccio´n, segu´n la distancia definida a trave´s de la me´trica Rieman-
niana, de:
d
dt
υt(ϑ)|t=0
en el espacio Tϑ(Θ).
Demostracio´n. En primer lugar, recordemos que para la familia de dis-
crepancias δ que consideramos se verifica (con la notacio´n de Einstein o de
ı´ndices repetidos):
δ(ϑ, ϑ+4ϑ) = c · gα,β(ϑ) 4ϑα4ϑβ +O(4ϑ3) , ϑ ∈ ∆
siendo (gα,β(ϑ))α,β=1,...m la matriz de la me´trica en el punto ϑ y c una constan-
te. Observemos que la distancia de Hellinger al cuadrado verifica la condicio´n
anterior.
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Sea ahora θ ∈ Θ ⊂ ∆. Consideremos dos sistemas de coordenadas locales en
θ dados por:
x : V ⊂ ∆ −→ Rm
p 7−→ (x1(p), . . . , xm(p))
u : U ⊂ ∆ −→ Rn
ϑ 7−→ (u1(ϑ), . . . , un(ϑ))
Sea ϑ ∈ U y denotemos:
u1(ϑ) = u1, . . . , un(ϑ) = un
u1(θ) = u10, . . . , u
n(θ) = un0
Sea x : Rn → Rm definida segu´n x = x◦u−1. Observemos que un punto
ϑ ∈ U puede escribirse en coordenadas como:
(x◦u−1)(u1, . . . , un) = x(u1, . . . , un) = (x1(u1, . . . , un), . . . , xm(u1, . . . , un))
Recordemos que estamos considerando una perturbacio´n de θ ∈ Θ a trave´s
de:
Iθ −→ ∆
t 7−→ υt(θ)
Si escribimos los puntos de la curva anterior en coordenadas:
Iθ → ∆ → Rm
t 7→ υt(θ) 7→ x(υt(θ))
Como θ ∈ Θ es fijo, escribamos x(υt(θ)) = x(t) y observemos que x(0) =
x(θ) = x(u0).
Fijado t ∈ Iθ, estamos interesados en un elemento de PΘ = {Pϑ | ϑ ∈ Θ},
que denotaremos Pθ′ para el que:
δ(υt(θ), Pθ′) = min
ϑ∈Θ
δ(υt(θ), Pϑ)
Como t esta´ pro´ximo a 0, podemos identificar Pθ′ y Pϑ con sus etiquetas pues
recordemos que el modelo es localmente identificable. De esta manera, escri-
biendo los puntos de Θ y de ∆ en los sistemas de coordenadas introducidos
anteriormente, u(θ′) debe obtenerse como solucio´n del sistema:
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∂
∂uα
δ(x(t), x(u)) = 0 , α = 1, . . . , n
Sin embargo, las ecuaciones anteriores vistas como funcio´n de t ∈ Iθ son una
constante, por lo que tambie´n debe verificarse:
d
dt
∂
∂uα
δ(x(t), x(u)) = 0 , α = 1, . . . , n (7.9)
Explicitemos este sistema. Recordemos que δ verifica:
δ(x(t), x(u)) = c · gij(x(t)) (xi(u)− xi(t)) (xj(u)− xj(t)) +O(4(t)3)
donde, con abuso de notacio´n, 4(t)3 indica te´rminos que contienen (xi(u)−
xi(t)) (xj(u) − xj(t)) (xk(u) − xk(t)). Sin pe´rdida de generalidad vamos a
suponer que c = 1. Con esta informacio´n, las ecuaciones de (7.9) se escriben:
0 =
d
dt
∂
∂uα
δ(x(t), x(u)) =
∂
∂uα
(
gij(x(t)) (x
i(u)− xi(t)) (xj(u)− xj(t))
)
+
+
d
dt
∂
∂uα
(
O(4(t)3)
)
donde α ∈ {1, . . . , n}. Estudiemos por separado cada uno de los dos suman-
dos anteriores.
∂
∂uα
(
gij(x(t)) (x
i(u)− xi(t)) (xj(u)− xj(t))
)
=
= gij(x(t))
∂
∂uα
xi(u) (xj(u)− xj(t)) + gij(x(t)) (xi(u)− xi(t)) ∂
∂uα
xj(u) =
= 2 gij(x(t))
∂
∂uα
xi(u) (xj(u)− xj(t))
pues gij(x(t)) = gji(x(t)), ∀i, j ∈ {1, . . . ,m}. Si ahora derivamos respecto a
t:
d
dt
∂
∂uα
(
gij(x(t)) (x
i(u)− xi(t)) (xj(u)− xj(t))
)
=
=
d
dt
(
2 gij(x(t))
∂
∂uα
xi(u) (xj(u)− xj(t))
)
= 2
(( d
dt
gij(x(t))
) ∂
∂uα
xi(u) (xj(u)− xj(t))+
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+gij(x(t))
( d
dt
∂
∂uα
xi(u)
)
(xj(u)− xj(t))+
+gij(x(t))
∂
∂uα
xi(u)
( ∂
∂uβ
xj(u)
d
dt
uβ − d
dt
xj(t)
)
Estudiemos ahora la parte correspondiente a ddt
∂
∂uα (O(4(t)3).
Para nuestros propo´sitos, bastara´ que analicemos ∂
∂uα
(xi(u)−xi(t)) (xj(u)−
xj(t)) (xk(u)− xk(t)). Se verifica que:
∂
∂uα
(
(xi(u)− xi(t)) (xj(u)− xj(t)) (xk(u)− xk(t))
)
=
= 3
∂
∂uα
xi(u) (xj(u)− xj(t)) (xk(u)− xk(t))
Derivando la expresio´n anterior respecto a t:
∂
∂uα
( d
dt
(xi(u)− xi(t)) (xj(u)− xj(t)) (xk(u)− xk(t))
)
=
= 3
( d
dt
∂
∂uα
xi(u)
)
(xj(u)− xj(t)) (xk(u)− xk(t))+
+6
∂
∂uα
xi(u)
( d
dt
(xj(u)− xj(t))
)
(xk(u)− xk(t))
Nosotros estamos interesados en relacionar los vectores tangentes a las curvas:
Iθ −→ ∆
t 7−→ υt(θ)
y:
Iθ −→ ∆
t 7−→ υt(θ)
en el origen. Por lo tanto, evaluemos d
dt
∂
∂uα
ρ2(x(t), x(u)) en t = 0 y en
u = u0. Se tiene que:
0 =
d
dt
∂
∂uα
ρ2(x(t), x(u))|t=0,u=u0 =
=
∂
∂uα
xi(u)|u=u0 gij(u0)
∂
∂uβ
xj(u)|u=u0
duβ
dt |t=0
−
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− ∂
∂uα
xi(u)|u=u0 gij(u0)
d
dt
xj(t)t=0 , ∀ α = 1, . . . , n (7.10)
pues recordemos que x(0) = x(θ) = x(u0) y por lo tanto los te´rminos
O(4(t)3) no contribuyen.
Podemos escribir las ecuaciones anteriores en forma matricial. Sean:
X =

∂
∂u1
x1(u)|u=u0 . . .
∂
∂un
x1(u)|u=u0
...
...
∂
∂u1
xm(u)|u=u0 . . .
∂
∂un
xm(u)|u=u0

G(u0) = (gij(u0)) i,j=1,...,m y:
du
dt |t=0
=

du1
dt |t=0
...
dun
dt |t=0
 dxdt |t=0 =

dx1
dt |t=0
...
dxm
dt |t=0

Entonces, las ecuaciones de (7.10) se escriben en forma matricial:
X′ G(u0) X
du
dt |t=0
= X′ G(u0)
dx
dt |t=0
Estas ecuaciones informan que el vector du
dt |t=0 es la u´nica proyeccio´n ortog-
onal de dx
dt |t=0 en el subespacio {X x | x ∈ Rn} de Rm segu´n la distancia
definida en Rm a trave´s del producto escalar:
〈u, v〉 = u′ G(u0) v , u, v ∈ Rm
Observemos que las columnas de X son los elementos de la base, en coorde-
nadas, del espacio Tθ(Θ). Como todo este razonamiento es independiente de
los sistemas de coordenadas escogidos, podemos afirmar que d
dt
υt(θ)|t=0 es la
proyeccio´n ortogonal de d
dt
υt(θ)|t=0 en Tθ(Θ) segu´n la distancia definida en
Tθ(∆) a trave´s del producto escalar:
〈u, v〉 = u′ G(θ) v , u, v ∈ Tθ(∆) (7.11)
tal y como quer´ıamos demostrar.

Una vez relacionados los vectores tangentes d
dt
υt(θ)|t=0 y ddtυt(θ)|t=0 recupe-
remos la ecuacio´n (7.8):
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∫
Θ
〈grad1f((υt)−1(γ); θ), V (γ)〉γ + f(γ; θ) div(V (γ)) v(dγ) =
=
∫
Θ
〈grad2f(γ; θ), V (θ)〉θ v(dγ)
en la que conocido V (θ) = d
dt
υt(θ)|t=0, la solucio´n f de esta ecuacio´n es la
densidad de P Tθ , la ley de un estimador T estable de orden mayor o igual que
2, respecto al volumen Riemanniano.
Observemos que cualquier estimador que sea estable lo sera´ de orden como
mı´nimo 2, gracias a la suavidad de las perturbaciones.
Consideremos ahora un campo de Killing X. Conocemos que el conjunto de
los campos de Killing en una variedad tiene dimensio´n menor o igual que
m(m+1)
2
, donde m es la dimensio´n de la variedad. Sea θ ∈ Θ y proyectemos
ortogonalmente X(θ) sobre Tθ(Θ), segu´n la distancia definida a trave´s del
producto escalar de (7.11). La proyeccio´n resultante es el vector tangente
V (θ) que requer´ıamos anteriormente y la solucio´n de las, a lo sumo, m(m+1)
2
e.d.p.’s que obtendr´ıamos de (7.8), la densidad respecto al volumen Rieman-
niano que buscamos. El siguiente ejemplo ilustra este procedimiento.
Ejemplo 7.3.5. Sea X un campo de Killing en una variedad Riemanniana
∆. Sea g la me´trica en ∆. Por definicio´n de campo de Killing, X debe
verificar:
(LX g)(Y, Z) = 0 , ∀ Y, Z campos C∞ en ∆
donde LX es la derivada de Lie v´ıa X. Detallemos un poco ma´s la condicio´n
anterior:
0 = (LX g)(Y, Z) = X g(Y, Z)− g([X, Y ], Z)− g(Y, [X,Z]) =
= g(DXY, Z) + g(Y,DXZ)− g([X, Y ], Z)− g(Y, [X,Z]) =
= g(DXY − [X, Y ], Z) + g(Y,DXZ − [X,Z]) =
= 〈DXY − [X,Y ], Z〉+ 〈Y,DXZ − [X,Z]〉
siendo [X, Y ] el pare´ntesis de Lie entre X e Y , D la conexio´n Riemanniana
o de Levi–Civita en ∆ y DX Y la derivada covariante de Y en la direccio´n
de X.
Expresemos este u´ltimo te´rmino en coordenadas. Sea (θ1, . . . , θm) un sistema
de coordenadas en ∆. Nuevamente con la notacio´n de ı´ndices repetidos:
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DXY =
(∂Y i
∂θα
Xα + Γiαβ Y
αXβ
) ∂
∂θi
donde (Γiαβ)i,α,β=1,...m son los s´ımbolos de Christoffel de segunda especie cor-
respondientes a D y:
[X, Y ] =
(
Xj
∂Y i
∂θj
− Y j ∂X
i
∂θj
) ∂
∂θi
De esta manera:
DXY − [X, Y ] =
(∂X i
∂θα
Y α + Γiαβ Y
αXβ
) ∂
∂θi
DXZ − [X,Z] =
(∂X i
∂θα
Zα + Γiαβ Z
αXβ
) ∂
∂θi
Realicemos ahora los productos escalares. Por una parte:
〈DXY − [X,Y ], Z〉 = gik
(∂X i
∂θα
Y α + Γiαβ Y
α Xβ
)
Zk
mientras que:
〈Y,DXZ − [X,Z]〉 = gik
(∂X i
∂θα
Zα + Γiαβ Z
α Xβ
)
Y k
Sumando ambas expresiones:
〈DXY − [X, Y ], Z〉+ 〈Y,DXZ − [X,Z]〉 =
= gik
∂X i
∂θα
(Y αZk + Y kZα) + [αβ, k] Y αXβZk + [αβ, k] ZαXβY k
donde ([αβ, k])α,β,k=1,...,m son los s´ımbolos de Christoffel de primera especie.
Observemos que:
[αβ, k] Y αXβZk + [αβ, k] ZαXβY k =
=
1
2
(
∂gαk
∂θβ
+
∂gβk
∂θα
+
∂gαβ
∂θk
) Y αXβZk+
+
1
2
(
∂gαk
∂θβ
+
∂gβk
∂θα
+
∂gαβ
∂θk
) ZαXβY k =
∂gαk
∂θβ
Y αXβZk
De esta manera, ∀ Y, Z debe verificarse:
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(LX g)(Y, Z) = Y
α
(
gik
∂X i
∂θα
+ giα
∂X i
∂θk
+
∂gαk
∂θβ
Xβ
)
Zk = 0
esto es:
gik
∂X i
∂θα
+ giα
∂X i
∂θk
+
∂gαk
∂θβ
Xβ = 0 , ∀ k, α = 1, . . . ,m (7.12)
Veamos que aspecto toman estas ecuaciones para la familia normal univa-
riante. Recordemos que, en este caso, la matriz de la me´trica es:
G(µ, σ) =
 1σ2 0
0 2
σ2

Con esta informacio´n, las ecuaciones (7.12) se escriben:
2
σ2
∂X1
∂µ
− 2
σ3
X2 = 0 , k = α = 1
1
σ2
∂X1
∂σ
+
2
σ2
∂X2
∂µ
= 0 , k = 1, α = 2
2
σ2
∂X2
∂µ
+
1
σ2
∂X1
∂σ
= 0 , k = 2, α = 2
4
σ2
∂X2
∂σ
− 4
σ3
X2 = 0 , k = α = 2
Observemos que las ecuaciones segunda y la tercera son la misma. De esta
manera, disponemos de 3 ecuaciones diferentes a solucionar. Destaquemos
que 3 coincide con el valor anunciado de m(m+1)
2
pues en este caso, la dimen-
sio´n de ∆ = R× R+ es 2.
Para la ecuacio´n correspondiente a k = α = 2:
4
σ2
∂X2
∂σ
− 4
σ3
X2 = 0 ⇐⇒ 1
X2
∂X2
∂σ
=
1
σ
⇐⇒ X2(µ, σ) = A(µ) σ
donde A(µ) es una funcio´n diferenciable a determinar que depende de µ.
Si ahora analizamos las ecuaciones correspondientes a k = 1, α = 2 y a
k = α = 1, tenemos que:
2
∂X2
∂µ
+
∂X1
∂σ
= 0 ⇐⇒ 2 A′(µ) σ + ∂X
1
∂σ
= 0
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y:
∂X1
∂µ
− A(µ) = 0 ⇐⇒ X1 =
∫
A(µ)dµ+B(σ)
donde B(σ) es una funcio´n diferenciable que depende de σ a determinar.
Recopilando la informacio´n toda la informacio´n, obtenemos que:
2 A′(µ) σ +B′(σ) = 0 , ∀ (µ, σ) ∈ R× R+
Una posibilidad ser´ıa que A′(µ) y B′(σ) fuesen cero. En tal caso, sean a =
A(µ), ∀ µ ∈ R y b = B(σ), ∀ σ ∈ R+. Entonces:
X1(µ, σ) = a µ+ b
X2(µ, σ) = a σ
Por otra parte, podr´ıa ser que A′(µ) y B′(σ) no se anularan. De esta manera,
deber´ıa verificarse:
2 A′(µ) = −B
′(σ)
σ
= γ , ∀ (µ, σ) ∈ R× R+
donde γ es una constante. Por lo tanto, A(µ) = γ
2
µ, µ ∈ R y B(σ) = −γ
2
σ2 ,
σ ∈ R+. Sea c = γ2 . Entonces:
X1(µ, σ) = c
(
µ2
2
− σ2
)
X2(µ, σ) = c µσ
De esta manera, los campos de Killing para la familia Normal univariante
son: X1(µ, σ)
X2(µ, σ)
 = a
 µ
σ
+ b
 1
0
+ c
 µ22 − σ2
µσ
 , a, b, c ∈ R
Centre´monos ahora en la familia {N(µ, 1) | µ ∈ R}. Observemos que en este
caso Θ es la variedad 1–dimensional R×{1}. Sea µ ∈ R. Segu´n la expresio´n
anterior, el conjunto de los campos de Killing en T(µ,1)(∆) = T(µ,1)(R× R+)
viene dado por:
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 X1(µ, σ)
X2(µ, σ)
 = a
 µ
1
+ b
 1
0
 , a, b ∈ R
Observemos que:  µ
1
 y
 1
0
 , a, b ∈ R
son linealmente independientes para cualquier valor de µ. De esta manera,
estamos interesados en encontrar la proyeccio´n de cada uno de ellos sobre
T(µ,1)(Θ) segu´n la distancia definida a trave´s de:
G(µ, 1) =
 1 0
0 2

esto es, buscamos α y β ∈ R de manera que:
(µ− α 1)
 1 0
0 2
 µ− α
1
 = (µ− α)2 + 2
y:
(1− β 0)
 1 0
0 2
 1− β
0
 = (1− β)2
sean mı´nimas. Es inmediato verificar que en el primer caso, la solucio´n es
µ = α y en el segundo β = 1.
De esta manera, las proyecciones buscadas de
 µ− α
1
 y de
 1− β
0

sobre T(µ,1)(Θ) son:
V1(µ, 1) =
 µ
0
 y V2(µ, 1) =
 1
0

respectivamente. Veamos que transformaciones definen V1 y V2 en Θ. Vamos
a imponer que las curvas integrales de uno y otro campo verifiquen una
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condicio´n adicional: requeriremos de ellas que sean geode´sicas, esto es que si
T es el vector tangente a la curva, la derivada covariante DTT = 0, donde D
es la conexio´n Riemanniana.
Estudiemos primero las curvas integrales de V1. Fijado µ ∈ R, estamos
interesados en una curva t 7→ (υ1,t (µ, 1), 1) ∈ Θ de manera que:
d
dt
υ1,t (µ, 1) = µ
As´ı, υ1,t (µ, 1) = tµ+c, donde c es una constante a determinar. La condicio´n
inicial informa que υ1,1(µ, 1) = µ. De esta manera, c = 0 y la curva que
obtenemos en Θ es:
R −→ Θ = {(µ, 1) | µ ∈ R}
t 7→ (tµ, 1)
Observemos que coincide con la que obten´ıamos en el ejemplo 3.2.1 al per-
turbar la familia {N(µ, 1) | µ ∈ R} mediante del grupo multiplicativo de los
reales positivos G = {gt | t > 0} (donde gtx = tx, x ∈ R) y a continuacio´n
proyectar en {N(µ, 1) | µ ∈ R} para encontrar el elemento de esta familia que
estuviera a distancia cuadra´tica de Rao mı´nima de la distribucio´n N(tµ, t).
Respecto a V2, buscamos una curva t 7→ (υ2,t (µ, 1), 1) ∈ Θ tal que:
d
dt
υ2,t (µ, 1) = 1
Debe ser υ2,t (µ, 1) = t+ c, donde nuevamente c es una constante a determi-
nar. La condicio´n inicial establece que υ2,0(µ, 1) = µ con lo que c = µ y la
nueva curva en Θ es:
R −→ Θ = {(µ, 1) | µ ∈ R}
t 7→ (t+ µ, 1)
Nuevamente obtenemos un resultado conocido. Recordemos que la familia
de distribuciones de probabilidad {N(µ, 1) | µ ∈ R} es invariante (de orden
infinito) bajo la accio´n del grupo aditivo real G = {gt | t ∈ R} (donde
gtx = t + x, x ∈ R). Fijado un elemento gt ∈ G, esta invariancia en sentido
cla´sico permite definir una familia de transformaciones de Θ en Θ dadas por:
Θ −→ Θ
(µ, 1) 7→ (t+ µ, 1)
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de donde, fijado (µ, 1) ∈ Θ y variando t ∈ R, se tiene la curva t 7→
(υ2,t (µ, 1), 1).
Veamos ahora el aspecto que toma la ecuacio´n (7.8):∫
Θ
〈grad1f((υt)−1(γ); θ)|t=0, V (γ)〉γ + f(γ; θ) div(V (γ))−
−〈grad2f(γ; υt(θ))|t=0, V (θ)〉θ v(dγ) = 0
en nuestro caso particular.
Para V1(µ, 1) =
 µ
0
 la condicio´n anterior se escribe:∫
Θ
∂
∂γ
f(γ;µ) γ + f(γ;µ)− ∂
∂µ
f(γ;µ) µ v(dγ) = 0 (7.13)
y para V2(µ, 1) =
 1
0
:∫
Θ
∂
∂γ
f(γ;µ)− ∂
∂µ
f(γ;µ) v(dγ) = 0 (7.14)
Veamos que la ley del estimador Xn, esto es de la media basada en n obser-
vaciones independientes, verifica estas dos ecuaciones. Conocemos que Xn
se distribuye segu´n una ley N(µ, 1√
n
). De esta manera, debemos probar que:
f(x;µ) =
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
, x ∈ R
verifica (7.13) y (7.14). Observemos que:
∂
∂x
f(x;µ) =
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
(−n (x− µ))
∂
∂µ
f(x;µ) =
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
n; (x− µ)
De esta manera, (7.13) se escribe:∫
R
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
(−n (x− µ)) + 1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
−
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− 1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
n (x− µ) dx =
= 1− n
∫
R
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2 (
x2 − µ2) dx = 1− n ( 1
n
+ µ2 − µ2
)
= 0
tal y como quer´ıamos ver. Respecto a la expresio´n (7.13):∫
R
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
(−n(x− µ))− 1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
n(x−µ) dx =
= −2n
∫
R
1
2pi 1√
n
exp
− 1
2pi 1√
n
(x−µ)2
(x− µ) dx = 0
De esta manera, queda demostrado que Xn es un estimador estable de orden,
por lo menos 2. Este resultado concuerda con las ideas detalladas en el
ejemplo 7.3.3 pues aqu´ı el orden de la familia αI es 1, el del estimador γS es
+∞ y por lo tanto 2(γS ∧ αI) = 2
Observemos que cualquier estimador equivariante bajo la accio´n del grupo
af´ın debe verificar la condicio´n (7.14) por su propia construccio´n. Podemos
comprobarlo recordando que las leyes de estos estimadores deben ser de la
forma f(x;µ) = F (x− µ), x ∈ R, donde F es una funcio´n conveniente. As´ı:
∂
∂x
f(x;µ) = F ′(x− µ) , ∂
∂µ
f(x;µ) = −F ′(x− µ)
con lo que:∫
Θ
∂
∂x
f(x;µ)− ∂
∂µ
f(x;µ) dx = 2
∫
R
∂
∂µ
f(x;µ)dx = 0
pues por definicio´n de densidad
∫
R f(x;µ)dx = 1, ∀µ ∈ R.
Sin embargo, no todas las densidades que sean funcio´n de x− µ verifican la
segunda ecuacio´n. Recordemos que para estas familias:
∂
∂x
f(x;µ) = F ′(x− µ) , ∂
∂µ
f(x;µ) = −F ′(x− µ)
Entonces, la expresio´n (7.13) se escribe:∫
R
∂
∂x
f(x;µ) x+ f(x;µ)− ∂
∂µ
f(x;µ) µ dx =
= 1− µ
∫
R
(−F ′(x− µ)) dx−
∫
R
(−F ′(x− µ)) x dx =
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= 1− µ ∂
∂µ
(∫
R
f(x;µ) dx
)
− ∂
∂µ
(∫
R
f(x;µ) x dx
)
=
= 1− ∂
∂µ
(∫
R
f(x;µ) x dx
)
donde se esta´ suponiendo que existen las condiciones de regularidad nece-
sarias para poder intercambiar ∂
∂µ
e integracio´n sobre R. Sin embargo, la
expresio´n anterior no necesariamente es cero. Basta considerar un estimador
equivariante que no tenga momento de primer orden. Como ejemplo podemos
considerar un estimador cuya ley tuviera como densidad:
f(x;µ) =
1
pi
1
1 + (x− µ)2 , x ∈ R
esto es, siguiera la distribucio´n de Cauchy de para´metros a = 1 y b = µ.
El ejemplo anterior hemos visto como el hecho de que la familia N(µ, 1) fuese
estable conjuntamente frente a las transformaciones introducidas por V1 y
por V2 permite restringirnos a una clase razonable de estimadores: aquellos
cuya densidad respecto al volumen Riemanniano verifique la condicio´n (7.8)
para ambos campos. Hemos visto que las soluciones de estas ecuaciones no
so´lo determinan estimadores equivariantes sino que entre los equivariantes
(esto es verifican (7.8) para V1) para el grupo af´ın seleccionamos aquellos
que adema´s verifican (7.8) pero ahora tomando como campo V nuestro V2.
Estamos siendo ma´s exigentes que al requerir u´nicamente equivariancia frente
a la accio´n del grupo af´ın.
Un problema diferente, y que se espera abordar en futuros estudios, es la
resolucio´n de la ecuacio´n integro–diferencial (7.8) para diferentes familias
parame´tricas de distribuciones de probabilidad y diferentes campos vectori-
ales.
Con este ejemplo sobre la familia normal univariante N(µ, 1) damos por
finalizado el cap´ıtulo y tambie´n esta memoria. Este cap´ıtulo debe verse como
una breve presentacio´n de las ideas de la estimacio´n estable, unos criterios que
creemos razonables a la hora de seleccionar un estimador de los para´metros
de una familia. Esperamos que, en futuros trabajos, la conveniencia de los
requerimientos que aqu´ı se han presentado quede de manifiesto.

Cap´ıtulo 8
Conclusiones
8.1 Resumen de resultados de la memoria
En esta seccio´n realizaremos un resumen de los principales resultados de este
trabajo.
• En primer lugar, y v´ıa un ejemplo concreto, se ha mostrado la conve-
niencia de seleccionar estimadores equivariantes, cuando la familia en
estudio es invariante bajo la accio´n de algu´n grupo. Este requerimiento
hace posible, aplicando criterios de mı´nimo riesgo, la seleccio´n de un
estimador de mı´nimo riesgo entre los equivariantes, que consideraremos
o´ptimo.
• Se ha demostrado que los elementos de una variedad C∞ pueden ser
proyectados, segu´n una discrepancia, localmente y de manera u´nica
sobre una subvariedad de la variedad dada. En general las discrepancias
no tienen porque ser distancias o funciones de estas, pero en la mayor´ıa
de las situaciones que se han considerado si que lo son.
• Se han proporcionado las definiciones de familia invariante en orden,
pe´rdida invariante en orden y estimador invariante en orden frente a
una familia de transformaciones en el espacio muestral.
• Se ha demostrado que la distancia de Rao es invariante en sentido de´bil
de orden, como mı´nimo, el de la familia.
• El riesgo y el sesgo de un estimador invariante en orden esta´n contro-
lados, en orden, por cantidades de dependen del orden de la familia y
del estimador.
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• Se han reproducido, en orden y en la medida de lo posible, los resultados
de Lehmann [27] de 1951.
• Por u´ltimo, se ha introducido el concepto de estimacio´n estable con
el objetivo de establecer restricciones sobre la clase de estimadores a
considerar.
8.2 Perspectivas de la Estimacio´n Estable
En vista de los resultados obtenidos, parece conveniente exigir a un estimador
que tenga orden de invariancia como mı´nimo el de la familia. Asimismo
ocurre con el orden de estabilidad frente a la perturbacio´n introducida por
un campo. Cabe recordar que para la situacio´n de invariancia cla´sica los
o´rdenes de la familia, de la pe´rdida y del estimador relativos a la perturbacio´n
introducida por el campo X(θ) = d
dt
g∗t θ|t=0, θ ∈ Θ, son todos +∞.
Dentro de esta clase razonable de estimadores, en el sentido de estabilidad
introducido en el cap´ıtulo 7, podemos imponer criterios de mı´nimo riesgo.
Pero, tal y como se ha comentado anteriormente, antes de requerir condi-
ciones que involucren a la funcio´n de pe´rdida, parece conveniente considerar
la estabilidad o no de un estimador, relativa a las transformaciones intro-
ducidas por un campo.
Sin embargo, en este mismo cap´ıtulo tambie´n se pretende caracterizar la
clase de estimadores que sean estables frente a una amplia clase de pertur-
baciones. En este sentido, cabe destacar la ecuacio´n (7.8) y todo el proceso
que ha llevado a su obtencio´n. En futuros trabajos, se pretende estudiar esta
ecuacio´n para diferentes familias parame´tricas de distribuciones de probabil-
idad y para distintas clases de perturbaciones, adema´s de clarificar el papel
que desempen˜an las componentes normal y tangencial de un campo (donde
estamos entendiendo normal y tangencial a Θ) en la estabilidad del esti-
mador. Dentro de la amplia clase de perturbaciones a las que nos hemos
referido anteriormente y adema´s de los campos de Killing, posiblemente los
campos de Killing en la subvariedad, los formados por uno de Killing en
Θ y una contaminacio´n en ∆ y los campos que sean transportes paralelos
de vectores constantes a lo largo de una geode´sica de Θ aporten resultados
destacados al problema de la estimacio´n estable.
Los campos de Killing en la subvariedad, localmente definen isometr´ıas. Esta
condicio´n hace esperar que sus transformaciones asociadas sean una clase de
perturbaciones del modelo con buenas propiedades. Sin embargo, pueden
haber otros campos que verifiquen esta condicio´n. Ma´s au´n: pueden existir
campos para los que la transformacio´n obtenida sea una isometr´ıa en orden,
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concepto que no ha sido introducido en esta memoria pero que podemos
enmarcar claramente en la filosof´ıa del trabajo.
En definitiva, una vez que se ha seleccionado una clase de estimadores ra-
zonables y escogido una pe´rdida natural para el problema en estudio, pode-
mos exigir otras propiedades de optimalidad (riesgo, sesgo, comportamiento
asinto´tico...). De esta manera, se obtiene un proceso de seleccio´n de esti-
madores paralelo al que se acepta para la situacio´n de invariancia cla´sica y
que fue comentado en la introduccio´n de este trabajo.
Tal y como se han formulado los resultados de esta memoria, en algunos pun-
tos existe au´n dependencia de la variedad ambiente, por ejemplo la condicio´n
de ser de campo de Killing depende de la variedad en la que se considera.
Ser´ıa deseable, a nivel pra´ctico, centrarse u´nicamente en la subvariedad, esto
es, en el modelo parame´trico de partida.
Cuestiones interesantes pueden aparecer cuando nos preguntemos sobre el
comportamiento de un estimador estable frente a una determinada pertur-
bacio´n si consideramos otra perturbacio´n distinta. En el caso concreto de
los equivariantes, ser´ıa interesante caracterizar la familia de perturbaciones
(diferentes de la transformacio´n inducida por invariancia) frente a la que
e´stos ser´ıan estables o estables en orden. Ma´s au´n, estudiar que´ condiciones
deber´ıan cumplir para que sean e´stos sean estables, en orden o no, frente a
cualquier perturbacio´n.
Finalmente, en familias parame´tricas de distribuciones de probabilidad para
las que no existan grupos que las dejen invariantes, se espera que todas
estas ideas aporten resultados destacados al problema de la estimacio´n de los
para´metros del modelo. Hemos introducido el vocabulario y los conceptos,
esto es, el marco necesario para modelizar estas situaciones. Ahora podremos
concretar estas ideas en las familias que lo requieran.

Ape´ndice A
Algunos aspectos de Geometr´ıa
Diferencial
Este ape´ndice esta´ dedicado a introducir gran parte de las definiciones rele-
vantes del trabajo. Aunque la mayor´ıa de las definiciones ya son conocidas
para variedades modeladas en Rn, es agradable verificar que se pueden recu-
perar en el caso de variedades modeladas en un espacio de Banach no necesari-
amente de dimensio´n finita. Observaremos en este cap´ıtulo que ba´sicamente
las variedades deben ser modeladas en un espacio en el que podamos realizar
Ca´lculo Diferencial.
A.1 Variedades
Los espacios de para´metros que consideraremos en este trabajo se supondra´n
con estructura de variedad. Una variedad puede entenderse como un espacio
que localmente es de Banach. Ejemplos triviales de variedad son el de un
espacio Eucl´ıdeo n–dimensional o el de un espacio de Hilbert. La definicio´n
formal de variedad es la siguiente.
Definicio´n A.1.1. Sea ∆ un conjunto. Un atlas de clase Ck (k ≥ 0) en ∆
es una coleccio´n de pares {(Vi, yi)}i∈I (I un conjunto conveniente de ı´ndices)
de manera que:
1. {Vi}i∈I es un recubrimiento de ∆.
2. Cada yi es una biyeccio´n de Vi en un subconjunto abierto yi(Vi) de
un espacio de Banach Ei. Adema´s para cualquier par de ı´ndices i, j,
yi(Vi ∩ Vj) es un conjunto abierto de Ei.
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3. ∀i, j, la aplicacio´n:
yj◦y−1i : yi(Vi ∩ Vj) −→ yj(Vi ∩ Vj)
es de clase Ck.
Observemos que en la condicio´n 2 de la definicio´n de atlas no se requiere
que los espacios Ei sean el mismo para todo i. Ni siquiera se les pide que
sean topolo´gicamente isomorfos. Sin embargo, es posible demostrar que si
k ≥ 1, basta restringirnos al caso en que todos los Ei son un mismo espacio
de Banach E. Ma´s detalles al respecto se pueden encontrar en Lang [26].
Definicio´n A.1.2. Cada par (Vi, yi) es una carta del atlas. Adema´s si p ∈ Vi,
diremos que (Vi, yi) es una carta en p.
Definicio´n A.1.3. Una carta (V, y) es Ck–compatible con el atlas de clase
Ck {(Vi, yi)}i∈I , si cada aplicacio´n yi◦y−1 (en aquella interseccio´n en la que
este´ definida) es de clase Ck.
Definicio´n A.1.4. Diremos que dos atlas de clase Ck son compatibles si
cada carta de uno es compatible con el otro atlas.
Observemos que la relacio´n de compatibilidad entre atlas es una relacio´n de
equivalencia. De esta manera, tiene sentido introducir la siguiente definicio´n.
Definicio´n A.1.5. Diremos que una clase de equivalencia de la relacio´n de
compatibilidad entre atlas Ck de ∆ define una estructura de Ck–variedad o
de variedad de clase Ck en ∆. Si todos los espacios Ei son el mismo (que
notaremos E) diremos que la Ck–variedad esta´ modelada en E o que ∆ es
una E–variedad Ck.
Sea ∆ una Ck–variedad y {(Vi, yi)}i∈I representante de la clase de equivalencia
entre atlas que define a la variedad. Adoptaremos como convenio, en las
definiciones y explicaciones que siguen, que una carta siempre sera´ una carta
de este atlas.
Definicio´n A.1.6. Diremos que un subconjunto A ⊂ ∆ es un abierto de ∆
si y so´lo si y(A ∩ V ) es abierto para toda carta (V, y).
Con esta definicio´n de abierto, se dota a ∆ de una topolog´ıa en la que para
cada carta (V, y), V es abierto en ∆ y las aplicaciones y son homeomorfismos.
Podr´ıamos adema´s estar interesados en la suavidad de estas aplicaciones.
Esto nos lleva a definir lo que entenderemos por una aplicacio´n de clase Cr
entre dos variedades cualquiera.
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Definicio´n A.1.7. Sean ∆1 y ∆2 dos variedades de clase k1 y k2 respecti-
vamente. Sea A ⊂ ∆1 un conjunto abierto y f : A −→ ∆2. Diremos que f
es una aplicacio´n de clase Cr, r ≤ min{k1, k2}, en p ∈ A si existe una carta
(U, φ) en p y una carta (V, ψ) en f(p) tales que f(A∩U) ⊂ V , y la aplicacio´n:
ψ◦f ◦φ−1 : φ(A ∩ U) −→ ψ(V )
sea de clase Cr. f es de clase Cr en A si lo es en todo punto de A y cuando
A = ∆1 u´nicamente diremos que f es de clase Cr.
Es posible verificar que si esta condicio´n es cierta, tambie´n lo es para cualquier
eleccio´n de cartas (U, φ) en p y (V, ψ) en f(p) tales que f(U) ⊂ V .
Finalmente comentar que u´nicamente vamos a estar interesados en variedades
de clase C∞ y para las que la topolog´ıa que hemos introducido sea Hauss-
dorff. Entenderemos entonces que una variedad es un objeto verificando las
condiciones de la definicio´n (A.1.5) con k = ∞ y para el que la topolog´ıa
introducida en (A.1.6) sea Haussdorff.
A.2 Vectores tangentes. Espacio tangente.
El objetivo de esta seccio´n es introducir los elementos necesarios para poder
generalizar, en la medida de lo posible, la derivada direccional ordinaria de
Rn.
Sea ∆ una variedad y p ∈ ∆. Consideremos tripletas de la forma (U, φ, x),
siendo (U, φ) una carta en p y x un elemento del espacio de Banach donde
φ(U) se encuentra.
Definicio´n A.2.1. Diremos que (U, φ, x) y (V, ψ, y) esta´n relacionados si y
so´lo si:
(ψ◦φ−1)|φ(p)(x) = y
Observemos que esta relacio´n es de equivalencia en virtud de la regla de la
cadena.
Definicio´n A.2.2. Una clase de equivalencia de esta relacio´n es un vector
tangente en p.
Definicio´n A.2.3. El conjunto de todos los vectores tangentes en p es el
espacio tangente en p y lo notaremos como Tp(∆).
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Sea ahora p ∈ ∆ y (U, φ) una carta en p. Veremos que, fijada esta carta, es
posible establecer una biyeccio´n de Tp(∆) en un espacio de Banach.
Recordemos que para variedades de clase k ≥ 1 podemos suponer que todos
los espacios Ei son el mismo y notarlo E. Por tanto, el espacio de Banach que
estara´ en biyeccio´n con Tp(∆) es E, ∀p ∈ ∆. Adema´s, si (V, ψ, y) es un ele-
mento de la clase de equivalencia de [(V, ψ, y)], existe x ∈ E tal que (V, ψ, y)
y (U, φ, x) esta´n relacionadas. En efecto, basta tomar x = (ψ◦φ−1)′|φ(p)(y).
Podremos as´ı escribir cada una de las clases de equivalencia de Tp(∆) co-
mo [(U, φ, x)] mientras que la biyeccio´n entre Tp(∆) y E, que notaremos Jp,
queda:
Jp : Tp(∆) −→ E
[(U, φ, x)] 7−→ x
Notacio´n A.2.1. Como convenio consideraremos que con (U, φ, x) estamos in-
dicando la clase de equivalencia [(U, φ, x)]. Pero habitualmente y por simpli-
cidad de notacio´n, escribiremos Xp en lugar de (U, φ, x). Finalmente diremos
que x es el representante de Xp para la carta (U, φ).
Observemos que por medio de esta biyeccio´n es posible dotar a Tp(∆) es-
tructura de espacio vectorial topolo´gico, demostra´ndose que esta estructura
es independiente de la carta (U, φ) seleccionada.
A.3 Aplicacio´n Jacobiana. Hessiano.
Es bien sabido que para una aplicacio´n suficientemente suave entre espacios
de Banach podemos considerar su derivada. En el caso de disponer de una
aplicacio´n entre variedades podemos introducir la siguiente definicio´n.
Definicio´n A.3.1. Sea f : ∆1 −→ ∆2 una aplicacio´n entre variedades de
clase Cr, r ≥ 1. El jacobiano de f en el punto p ∈ ∆1, que notaremos (f∗)p
es la u´nica aplicacio´n de Tp(∆1) en Tf(p)(∆2) cumpliendo que si (U, φ) es una
carta en p, (V, ψ) es una carta en f(p) tal que f(U) ⊂ V y X es el vector
tangente en p representado por x en la carta (U, φ), entonces (f∗)p(X) es el
vector tangente en f(p) representado por (ψ◦f ◦φ−1)′|φ(p)(x).
Escribiremos f∗ para la aplicacio´n jacobiana de f si no es necesario indicar
el punto en el que se esta´ considerando.
Observemos que la aplicacio´n anterior esta´ bien definida gracias a la estruc-
tura de espacio vectorial topolo´gico con la que hemos dotado tanto a Tp(∆1)
como a Tf(p)(∆2).
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El elemento (ψ◦f ◦φ−1)′|φ(p)(x) no es nada ma´s que la derivada direccional en
la direccio´n x de la funcio´n (ψ◦f ◦φ−1) evaluada en el punto φ(x). Si E es Rn
sabemos que cuando la derivada direccional existe en cada direccio´n x ∈ Rn,
tambie´n existen las derivadas parciales de la funcio´n, esto es las derivadas
direccionales en la direccio´n de los vectores de la base cano´nica e1, . . . , en. Si
f : ∆1 −→ ∆2 es una aplicacio´n C∞ entre variedades y ∆1 esta´ modelada
sobre Rn podremos considerar entonces las derivadas parciales:
D1(ψ◦f ◦φ−1)|φ(p), . . . , Dn(ψ◦f ◦φ−1)|φ(p)
que escribiremos:
f∗(
∂
∂φ1
(p)), . . . , f∗(
∂
∂φn
(p))
De esta manera, hemos recuperado expresiones ya conocidas para el jacobiano
de una aplicacio´n entre variedades finito–dimensionales.
El siguiente punto a considerar es del Hessiano de una aplicacio´n a valores
reales. Antes necesitamos introducir una serie de definiciones previas.
Sea ∆ una variedad y f : ∆ −→ R de clase Cr, r ≥ 1. Sea p ∈ ∆ y (U, φ)
una carta en p. Siguiendo la definicio´n anterior, observemos que ∀ X =
(U, φ, x) ∈ Tp(∆), f∗,p(X) es el vector tangente de Tf(p)(R) que se identifica
por medio de la carta identidad con:
(f ◦φ−1)′|φ(p)(x)
Esta observacio´n, nos lleva a introducir:
Definicio´n A.3.2. La accio´n del vector X ∈ Tp(∆) sobre f , que notaremos
Xf , como Xf := (f ◦φ−1)′|φ(p)(x).
Definicio´n A.3.3. Diremos que X es un campo vectorial de dominio A ⊂ ∆
si y so´lo si a cada p ∈ A, X le asigna un elemento de Tp(∆) que denotaremos
X(p) o bien Xp.
Diremos que el campo X es C∞ en A si y so´lo si A es abierto y para cada
funcio´n f a valores reales de clase C∞ en B, un conjunto abierto de ∆, la
asignacio´n p 7→ Xp(f) es de clase C∞ en A ∩B.
Podemos ahora introducir el objeto que va a desempen˜ar el papel del Hessiano
en un espacio de Banach.
Definicio´n A.3.4. Sea f una funcio´n Cr, r ≥ 1 a valores reales y de dominio
un entorno abierto A de un punto p ∈ ∆. El Hessiano de f en el punto p ∈ ∆
es la aplicacio´n:
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Hessf,p : Tp(∆)× Tp(∆) −→ R
(Xp, Yp) 7−→ Yp(Xf)
donde X es un campo tangente de dominio A 3 p cuyo valor en p es Xp.
Esta aplicacio´n va a desempen˜ar un papel importante tal y como veremos en
el cap´ıtulo 2.
A.4 Conexiones
En la seccio´n anterior hemos definido lo que entendemos por la accio´n de un
elemento del espacio tangente X sobre una funcio´n f : ∆ −→ R. Ya hemos
comentado que si repasamos la definicio´n para ∆ = Rn vemos que Xf es en
realidad la derivada de la funcio´n f en la direccio´n x ∈ Rn.
En esta seccio´n vamos a analizar la variacio´n de un campo vectorial X en la
direccio´n de otro campo Y .
Sea ∆ una variedad C∞ y X e Y dos campos vectoriales C∞ de dominio A.
Definicio´n A.4.1. Una conexio´n en ∆ es un operador, que notaremos D
que asigna al par (X, Y ) un nuevo campo vectorial DXY de dominio A de
manera que si Z es otro campo C∞ en A y f es una funcio´n a valores reales
en A, D cumple las siguientes propiedades:
1. DX(Y + Z) = DXY +DXZ
2. DX+YZ = DXZ +DYZ
3. DfXY = fDXY
4. DX(fY ) = (Xf)Y + f(DXY )
Definicio´n A.4.2. Diremos que DXY es la derivada covariante de Y re-
specto a X.
La pregunta que nos podemos formular es cua´ndo existe conexio´n en una
variedad C∞ dada. En la seccio´n (A.7) recordaremos que en variedades Rie-
mannianas existe una conexio´n natural en un sentido que all´ı especificaremos.
Para una variedad arbitraria deberemos suponer simplemente que existe.
El concepto de conexio´n va a permitirnos introducir el de paralelismo a lo
largo de una curva y el de geode´sicas en una variedad C∞.
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Definicio´n A.4.3. Una curva γ en ∆ es una aplicacio´n de clase C∞ de un
intervalo abierto (a, b) ⊂ R en ∆.
Definicio´n A.4.4. Diremos que una aplicacio´n γ : [a, b] ⊂ R → ∆ es un
segmento de curva si y so´lo si existe una curva γ : (α, β) → ∆ de manera
que γ|(a,b) ≡ γ.
Como convenio, en este trabajo vamos a suponer que todas las curvas que
consideramos son segmentos de curva. De esta manera, los vectores tangentes
en los extremos estara´n siempre bien definidos.
Sea γ una curva. Por ser de clase C∞, para todo t ∈ (a, b) podemos considerar
γ∗( ddt) siendo γ∗ la aplicacio´n jacobiana de γ y
d
dt
la derivacio´n esta´ndar de
R.
Definicio´n A.4.5. El vector tangente a la curva γ en t es γ∗( ddt), que no-
taremos T (t) o Tγ(t) si fuera necesario.
Definicio´n A.4.6. Diremos que un campo vectorial Y es C∞ sobre una curva
γ si y so´lo si la asignacio´n t 7→ Y (t) ∈ Tγ(t)(∆) es de clase C∞
Definicio´n A.4.7. Diremos que un campo Y que sea C∞ a lo largo de una
curva γ es paralelo a lo largo de γ si y so´lo si DTY = 0 en γ.
Definicio´n A.4.8. Diremos que γ es una geode´sica si y so´lo si la derivada
covariante DTT = 0 en γ.
Observemos que las geode´sicas generalizan el concepto de l´ınea recta en el
espacio Eucl´ıdeo pues el vector tangente a un segmento rectil´ıneo es paralelo
a lo largo de la curva.
El siguiente teorema prueba la existencia local de geode´sicas en una variedad
con conexio´n y puede encontrarse demostrado en cualquier texto ba´sico de
Geometr´ıa Diferencial.
Teorema A.4.1. Sea p ∈ ∆ y X ∈ Tp(∆). Entonces, para cualquier α ∈ R,
∃r > 0 y una u´nica curva γX definida en [α − r, α + r] de manera que
γX(α) = p, TγX (α) = X y γX es una geode´sica.
En la seccio´n (A.7) de este cap´ıtulo veremos, una vez que el concepto de longi-
tud pueda ser introducido veremos que adema´s las geode´sicas son localmente
las curvas de longitud ma´s corta que unen dos puntos.
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A.5 Aplicacio´n exponencial.
Sea ∆ una variedad con conexio´n. Si revisamos el teorema A.4.1 veremos
que para cada vector X tangente a ∆ en p existe una u´nica geode´sica γX
de la conexio´n D que esta´ definida en un entorno de 0 ∈ R de manera que
γX(0) = p y tiene vector tangente X en el origen. Debido a la naturaleza de
las ecuaciones que determinan las geode´sicas en una variedad con conexio´n, se
tiene que gX(1) esta´ bien definida si X esta´ suficientemente cerca del origen.
Sea entonces Dp el conjunto de vectores X ∈ Tp(∆) para los que la geode´sica
γX esta´ definida como mı´nimo en [0, 1].
Definicio´n A.5.1. La aplicacio´n exponencial en p ∈ ∆ es la funcio´n:
expp : Dp −→ ∆
Y 7−→ γY (1)
Para ma´s propiedades y resultados sobre la aplicacio´n exponencial debemos
esperar a la seccio´n correspondiente a variedades Riemannianas o bien con-
sultar cualquier texto ba´sico de Geometr´ıa Diferencial.
A.6 Subvariedades
Cabe plantearse si la estructura de variedad de ∆ induce alguna sobre sus
subconjuntos. Vamos a ver que, en efecto, as´ı es.
Definicio´n A.6.1. Sean ∆1 y ∆2 dos variedades. Una inmersio´n es una
aplicacio´n f : ∆1 −→ ∆2 de clase C∞ de manera que (f∗)p sea 1 − 1 para
todo p ∈ ∆1.
Definicio´n A.6.2. Sean ∆ y Θ dos variedades y supongamos que Θ ⊂ ∆.
Diremos que Θ es una subvariedad de ∆ si y so´lo si:
1. Θ es un subespacio topolo´gico de ∆.
2. La inclusio´n i : Θ ↪→ ∆ es una inmersio´n.
En ocasiones se consideran subvariedades para las que la inclusio´n es una
inmersio´n global. Pasamos a enunciar este concepto, aunque en este trabajo
no haremos uso directo de e´l.
Definicio´n A.6.3. Siguiendo con las notaciones anteriores, diremos que una
inmersio´n f : ∆1 −→ ∆2 es global si y so´lo si:
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1. f es una inmersio´n 1− 1.
2. La aplicacio´n inducida ∆1 → f(∆1) es un homeomorfismo en el subes-
pacio topolo´gico f(∆1) ⊂ ∆2.
Si Θ es una subvariedad de ∆ para la que la inclusio´n Θ ↪→ ∆ es una
inmersio´n global diremos que Θ es una subvariedad globalmente inmersa en
∆.
Para ilustrar la definicio´n de subvariedad, consideremos el siguiente ejemplo.
Ejemplo A.6.1. Sea Θ el subconjunto de R2 dado por la figura A.1. Ob-
servemos que la inclusio´n i : Θ ↪→ R2 es una inmersio´n. Sin embargo, Θ no
es un subespacio topolo´gico de R2 pues cualquier abierto de Θ conteniendo
a θ no puede ser escrito como la interseccio´n de Θ y de un conjunto abierto
de R2.
θΘ
Figura A.1: Subconjunto inmerso en R2 que no es un subespacio topolo´gico de
R2.
Los conceptos de subvariedad, subvariedad globalmente inmersa, inmersiones
e inmersiones globales se encuentran discutidos con detalle en las pa´ginas 19
a 21 de la referencia O’Neil [32].
A.7 Variedades Riemannianas
Ya hemos visto, en la seccio´n (A.1), que es posible definir una topolog´ıa
en una variedad ∆ a trave´s de las cartas locales. Podemos preguntarnos si
existen variedades que tambie´n tengan estructura de espacio me´trico y ma´s
au´n si la topolog´ıa definida por la distancia y la de la variedad coinciden.
En esta seccio´n, que esta´ basada en la parte correspondiente tambie´n a var-
iedades Riemannianas de Lang [26], veremos que todas estas preguntas tienen
respuesta afirmativa.
Sea ∆ una variedad no necesariamente de dimensio´n finita.
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Definicio´n A.7.1. Una me´trica Riemanniana g en ∆ es una aplicacio´n que
a todo punto p ∈M le asocia un producto escalar gp : Tp(M)× Tp(M)→ R
de manera que cumpla la siguiente propiedad de diferenciabilidad: si X e Y
son campos C∞ de dominio A, entonces:
p 7→ gp(Xp, Yp)
es una aplicacio´n de clase C∞ en A.
Definicio´n A.7.2. Una variedad Riemanniana consiste en una variedad ∆
equipada con una me´trica Riemanniana en ∆.
Las variedades Riemannianas van a desempen˜ar una papel importante en
este trabajo pues, bajo ciertas condiciones, una familia parame´trica de dis-
tribuciones de probabilidad tiene estructura de variedad Riemanniana dada
por su me´trica informativa. Ma´s detalles al respecto pueden ser consultados
en Amari [3], Atkinson y Mitchel [5] o en Burbea y Rao [11].
Vamos a ver ahora que es posible definir una estructura de espacio me´trico
en un ∆ a trave´s de la me´trica Riemanniana. Sea p ∈ M y X un campo
vectorial de dominio A 3 p cuyo valor en p es Xp.
Definicio´n A.7.3. Definimos la norma de Xp como ‖Xp‖ =
√
gp(Xp, Xp)
El siguiente paso es definir la longitud de una curva, esto es de una aplicacio´n
γ de clase C∞ de un intervalo abierto (a, b) ⊂ R en ∆. Sea Tγ(t) = γ∗( ddt) el
vector tangente a la curva γ en t. Introducimos:
Definicio´n A.7.4. La longitud de la curva γ desde a hasta b, que notaremos
‖γ‖ba, es:
‖γ‖ba =
∫ b
a
√
gγ(t)(T (t), T (t))dt
Si γ fuera una curva C∞ a trozos, definir´ıamos la longitud de γ como la suma
finita de las longitudes de sus trozos C∞. Se comprueba que ‖γ‖ba no depende
de la parametrizacio´n escogida.
Supongamos que ∆ sea una variedad conexa. Introducimos la aplicacio´n:
ρ : ∆×∆ −→ [0,+∞)
(p, q) 7−→ inf{‖γ‖}
donde γ es una curva C∞ de p a q. Se verifica que ρ define una pseudo–
distancia en ∆, esto es ∀p, q, r ∈ ∆ la aplicacio´n ρ cumple:
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1. ρ(p, q) ≥ 0 y ρ(p, p)=0.
2. ρ(p, q) = ρ(q, p).
3. ρ(p, q) ≤ ρ(p, r) + ρ(r, q).
Estamos ahora en posicio´n de analizar la relacio´n entre las topolog´ıas propia
de la variedad y la inducida por ρ. Tal y como pueden encontrarse probados
en la pa´gina 70 de Hicks [23] en la 186 de Lang [26] o en la 115 de Petersen
[33]:
Teorema A.7.1. La topolog´ıa obtenida a trave´s de la pseudo–distancia en
una variedad Riemanniana es la misma que la topolog´ıa de la variedad.
Finalmente debemos averiguar bajo que´ condiciones la pseudo–distancia ρ es
una distancia. Observemos que la condicio´n que falta por verificarse es que
ρ(p, q) = 0 implique p = q.
Proposicio´n A.7.2. En una variedad Riemanniana conexa ∆ la pseudo–
distancia ρ es una distancia.
Si repasamos la demostracio´n de este u´ltimo resultado vemos que una con-
dicio´n esencial en la demostracio´n es que la topolog´ıa de la variedad sea
Hausdorff. Recordemos que este requerimiento ha quedado incorporado en la
definicio´n de variedad tal y como se vio en la seccio´n (A.1). Finalmente, como
convenio entenderemos que una variedad Riemanniana siempre es conexa y
que por tanto la pseudo–distancia ρ siempre es una distancia.
En una variedad Riemanniana vamos a estar interesados en una conexio´n
destacada o natural en el sentido de la siguiente definicio´n.
Definicio´n A.7.5. Una conexio´n Riemanniana en una variedad Riemanni-
ana ∆ es una conexio´n D cumpliendo:
1. DXY −DYX = [X, Y ].
2. Z < X, Y >=< DZX, Y > + < X,DZY >
para campos vectoriales X, Y y Z de dominio comu´n.
Se demuestra que en una variedad Riemanniana existe una u´nica conexio´n
Riemanniana. Habitualmente nos referiremos a esta conexio´n como Conexio´n
de Levi-Civita.
Hemos anunciado anteriormente que las geode´sicas en una variedad Rieman-
niana son localmente las curvas de longitud mı´nima que unen dos puntos.
Este conocido resultado se basa en:
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Definicio´n A.7.6. Sea ∆ una variedad con conexio´n af´ın y p un punto de
∆. Diremos que un entorno abierto N0 del origen de Tp(∆) es normal si y
so´lo si:
1. La aplicacio´n exponencial, exp, es un difeomorfismo de N0 en un en-
torno abierto Np de p en ∆.
2. Si X ∈ N0 y 0 ≤ t ≤ 1, entonces tX ∈ N0
Definicio´n A.7.7. Diremos que un entorno Np de p en ∆ es un entorno
normal de p si y so´lo si Np = exp(N0) siendo N0 un entorno normal de
0 ∈ Tp(∆).
Siempre que nos situemos en entornos normales de un punto las geode´sicas
sera´n las curvas de longitud mı´nima que unan dos punto cualquiera en este
entorno. El siguiente teorema as´ı lo afirma pero adema´s garantiza la existen-
cia de normales de cualquier punto de una variedad con conexio´n af´ın.
Lema A.7.3. Sea (∆, ρ) una variedad Riemanniana. Para cada p ∈ ∆ existe
r(p) > 0 tal que si 0 < r < r(p), Br(p) cumple las propiedades:
1. Br(p) es un entorno normal de cada uno de sus puntos.
2. Sean a, b ∈ Br(p) y γab la u´nica geode´sica en Br(p) uniendo a y b.
Entonces γab es el u´nico segmento de curva en ∆ de longitud ρ(a, b)
que une a y b.
La demostracio´n de este enunciado en concreto puede encontrase en la pa´gina
53 de la referencia Helgason [22].
Una vez establecida la estructura me´trica de una variedad Riemanniana
(∆, ρ), debemos considerar si las subvariedades de ∆ pueden heredar de al-
guna forma esta estructura.
Sea g la me´trica Riemanniana en ∆ en el sentido de la definicio´n A.7.1. Si
Θ es una subvariedad de ∆, ∀θ ∈ Θ cada espacio tangente Tθ(Θ) puede
ser considerado como un subespacio de Tθ(∆). De esta manera podemos
considerar una aplicacio´n que claramente es bilineal, sime´trica:
gθ : Tθ(Θ)× Tθ(Θ) −→ [0,+∞)
(Xθ, Yθ) 7−→ gp(Xθ, Yθ)
Definicio´n A.7.8. Si la aplicacio´n anterior gθ es una me´trica Riemanniana
en Θ en el sentido de la definicio´n A.7.1 diremos que Θ es una subvariedad
Riemanniana de ∆.
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Para esta me´trica que acabamos de introducir tambie´n dispondremos de una
conexio´n Riemanniana que llamaremos inducida y notaremos D y que en
general no coincidira´ con la de la variedad. La diferencia entre una y otra
queda evaluada de la siguiente manera.
Sean X e Y campos vectoriales de clase C∞ de dominio A ∈ Θ y tangentes
a Θ. Introducimos:
V (X, Y ) = DXY −DXY
donde D es la conexio´n Riemanniana en ∆ dada por g y D es la conexio´n
Riemanniana en Θ dada por g. Se demuestra que V es una aplicacio´n bi-
lineal y sime´trica que obviamente toma valores vectoriales y para la que la
asignacio´n:
A 3 θ 7→ V (Xθ, Yθ) (A.1)
es de clase C∞ donde Xθ e Yθ son los valores de los campos X e Y en θ. La
ecuacio´n (A.1) es la ecuacio´n de Gauss y la aplicacio´n V es el segundo tensor
fundamental.
A.8 Difeomorfismos. Isometr´ıas.
Una vez definida la nocio´n de distancia en una variedad, podemos considerar
las aplicaciones entre variedades Riemannianas que conserven la distancia.
Estas son las isometr´ıas.
Definicio´n A.8.1. Sean ∆1 y ∆2 dos variedades. Un difeomorfismo es una
aplicacio´n f : ∆1 −→ ∆2 que sea 1− 1 y de manera que f y f−1 son C∞.
Definicio´n A.8.2. Sean (∆1, ρg) y (∆2, ρh) dos variedades Riemannianas y
Φ : M −→ N un difeomorfismo. Sea (Φ∗)p la aplicacio´n jacobiana de Φ en
el punto p ∈ ∆1 y supongamos que se cumple:
hΦ(p)((Φ∗)p(Xp), (Φ∗)p(Yp)) = gp(Xp, Yp), ∀Xp, Yp ∈Mp, ∀p ∈M
Diremos, en tal caso, que es Φ es una isometr´ıa entre ∆ y ∆2.
Observemos que si Φ es una isometr´ıa, tambie´n lo es Φ−1. Adema´s, si Φ es
una isometr´ıa, es inmediato demostrar que preserva distancias.
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A.9 Campos de Jacobi
Con las mismas notaciones de las secciones previas, sea ∆ una variedad
Riemanniana y∇ la conexio´n de Levi–Civita en ∆. Sea p ∈ ∆ yQ el conjunto
de los (s, t) ⊂ R2 tales que expp esta definida en s ζ(t) para cualquier curva
t 7→ ζ(t) de Tp(∆). En toda esta seccio´n, si no se menciona de forma expl´ıcita
lo contrario, el par (s, t) sera´ siempre un elemento de Q.
Consideremos la aplicacio´n cp : Q 7→ ∆ dada por:
cp(s, t) = expp(s ζ(t))
Revisando la definicio´n de la aplicacio´n exponencial, se verifica que {cp( · , t)}
es una familia uniparame´trica de geode´sicas en ∆, es decir, para cada valor
de t, cp(s, t), es una geode´sica respecto a la conexio´n ∇ de ∆. Introducimos:
c′p = (cp)∗(
∂
∂s
), c˙p = (cp)∗(
∂
∂t
),
donde ∂
∂s
y ∂
∂t
son los operadores de derivacio´n parcial ordinarios en R2.
Observemos que c′p es una campo vectorial tangente a lo largo de la curvas
geode´sicas cp(·, t) mientras que c˙p es tangente a las curvas cp(s, ·).
Estudiemos con ma´s detalle los campos c˙p y c
′
p. Se tiene que:
∂
∂s
〈 c′p, c˙p 〉 = 〈
∇
∂s
c′p, c˙p 〉 + 〈 c′p,
∇
∂s
c˙p 〉,
donde ∇
ds
es la derivada covariante a lo largo de c(·, t). Por otra parte, fijado
t la aplicacio´n s 7→ cp(s, t) es una geode´sica y por tanto ∇∂sc′p = 0. Adema´s la
conexio´n de Levi–Civita es de torsio´n nula y el pare´ntesis de Lie [c′p, c˙p] = 0.
Recordemos que [c′p, c˙p]f = (
∂
∂s
∂
∂t
− ∂
∂s
∂
∂t
)f para toda funcio´n f de clase C2
sobre M . De esta manera, los campos vectoriales c′p y c˙p cumplen:
∇
dt
c′p =
∇
ds
c˙p (A.2)
siendo ahora ∇
dt
es la derivada covariante a lo largo de t 7→ cp(s, t).
Antes de continuar este estudio sobre c′p y c˙p, recordemos la definicio´n del
tensor de curvatura asociado a ∇.
Definicio´n A.9.1. Sea ∆ una variedad Riemanniana y ∇ la conexio´n de
Levi–Civita en ∆. Dados X, Y y Z campos vectoriales, definimos el tensor
de curvatura de ∇, R, segu´n:
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ −∇[Y,X]Z
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Sea ahora X un campo vectorial definido a lo largo de la geode´sica s 7→
cp(s, t). Por ser [c
′
p, c˙p] = 0, se tiene:
R(c′p, c˙p)X =
∇
dt
∇
ds
X − ∇
ds
∇
dt
X
Tomando en la expresio´n anterior como X el campo c′p y debido a que, fijado
t, la aplicacio´n s 7→ cp(s, t) es una geode´sica, obtenemos:
0 =
∇
ds
c′p =
∇
dt
∇
ds
c′p =
∇
ds
∇
dt
c′p +R(c
′
p, c˙p)c
′
p
De aqu´ı, y debido a (A.2), el campo vectorial c˙p a lo largo de la geode´sica
s 7→ cp(s, t) verifica la ecuacio´n diferencial de segundo orden:
∇2
ds2
c˙p +R(c
′
p, c˙p)c
′
p = 0. (A.3)
Esta ecuacio´n nos lleva a introducir el siguiente concepto.
Definicio´n A.9.2. Sea c = c(s) una geode´sica en ∆ e Y un campo vectorial
a lo largo de c. Diremos que Y es un campo de Jacobi a lo largo de c si
verifica la ecuacio´n:
∇2
ds2
Y +R(c′, Y )c′ = 0
donde R es el tensor de curvatura, c′ denota el campo vectorial tangente a c
y ∇
ds
es la derivada covariante a lo largo de c. Esta ecuacio´n se conoce como
ecuacio´n de Jacobi.
Observemos que con la ecuacio´n de Jacobi se describe la relacio´n entre la
curvatura y el comportamiento de las curvas geode´sicas en un entorno de
una geode´sica dada.
La ecuacio´n (A.3) informa de que el campo c′p es un campo de Jacobi a lo
largo de la geode´sica s 7→ cp(s, t). Este es un resultado destacado que se ha
utilizado en este trabajo en repetidas ocasiones.
Para variedades Riemannianas de dimensio´n finita, los campos de Jacobi
verifican una serie de propiedades relevantes que pasamos a comentar.
Sea n la dimensio´n de ∆. Observemos, en primer lugar, que la ecuacio´n de
Jacobi es lineal en Y . Por lo tanto, el conjunto de campos de Jacobi a lo
largo de c es un espacio vectorial sobre R de dimensio´n 2n, que notaremos
FJ .
Por otra parte, si Y (s) es un campo de Jacobi a lo largo de c(s), el campo
Z(s) = Y (rs) tambie´n es un campo de Jacobi pero a lo largo de la geode´sica
c(rs). Este campo verifica que Z(0) = Y (0) y ∇
ds
Z(s0) = r
∇
ds
Y (0).
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Adema´s, debido a la naturaleza de la ecuacio´n de Jacobi, un campo de Jacobi
Y sobre una geode´sica queda determinado por su valor y el de su derivada
covariante ∇
∂s
Y en un punto arbitrario de la geode´sica.
Si X e Y son campos de Jacobi, se verifica que:
d
ds
{
〈 ∇
∂s
X, Y 〉 − 〈 ∇
∂s
Y,X〉
}
= 〈 ∇
2
∂s2
X, Y 〉 − 〈 ∇
2
∂s2
Y,X〉 =
= −〈R(c′, X)c′, Y 〉+ 〈R(c′, Y )c′, X〉 = 0,
De esta manera, podemos afirmar que:
〈 ∇
∂s
X, Y 〉 − 〈 ∇
∂s
Y,X〉 = constante
Si tomamos s = c, X = Y = 0, resulta:
〈 ∇
∂s
X, Y 〉 − 〈 ∇
∂s
Y,X〉 = 0. (A.4)
Proposicio´n A.9.1. Sea Y un campo de Jacobi a lo largo de la geode´sica
c : [α, β]→M . Entonces
< Y, c′ >= a+ bs
donde a, b ∈ R son constantes.
Demostracio´n. De la compatibilidad con la me´trica y considerando las
relaciones de simetr´ıa del tensor curvatura, ve´ase 0’Neil [32], resulta:
d2
ds2
< Y, c′ >=<
∇2Y
ds2
, c′ >= − < R(c′, Y )c′, c′ >= 0
Por lo tanto, < Y, c′ > es una funcio´n lineal de s.

La proposicio´n anterior informa que el conjunto de todos los campos de Jacobi
normales, esto es ortogonales a c′, que obtenemos fijando a = b = 0, forman
un subespacio de ΓJ de dimensio´n 2n−2, y los campos de Jacobi tangenciales
lo forman de dimensio´n 2. As´ı podemos descomponer de forma u´nica todo
campo de Jacobi Y (s) a lo largo de una geode´sica c(s) en la suma de un
campo de Jacobi tangencial ma´s la suma de un campo de Jacobi normal,
esto es Y = Y tan + Y nor.
Finalmente comentar que todos los resultados sobre campos de Jacobi pueden
ser reescritos en te´rminos de geode´sicas unitarias, esto es de geode´sicas c tales
A.9. CAMPOS DE JACOBI 165
que ‖c′‖ = 1 ya que, tal y como hemos comentado anteriormente, si Y (s)
es un campo de Jacobi a lo largo de c(s), entonces J(s) = Y (rs) es un
campo de Jacobi a lo largo de la geode´sica c(rs) cumpliendo J(0) = Y (0) y
(∇/∂s)J(0) = r (∇/∂s)Y (0).
Sea ahora κ : R → R una funcio´n continua real y consideremos la ecuacio´n
diferencial ordinaria:
f ′′ + κf = 0 (A.5)
Denotemos por Sκ la solucio´n de esta ecuacio´n que verifica Sκ(0) = 0 y
S′κ(0) = 1. Sea Cκ la solucio´n cumpliendo las condiciones iniciales Cκ(0) = 1
y C′κ(0) = 0. En el caso en que κ sea una constante real que notaremos K,
solucionando la ecuacio´n diferencial A.5 obtenemos:
SK(t) =

sin(
√
Kt)√
K
si K > 0,
t si K = 0,
sinh(
√−Kt)√−K si K < 0,
(A.6)
y CK = S
′
K .
Dado un campo de Jacobi normal, esto es ortogonal a c′, Y , introduzcamos:
fκ = ‖Y ‖(0) Cκ + ‖Y ‖′(0) Sκ (A.7)
y recordemos la definicio´n de curvatura Riemanniana seccional:
Definicio´n A.9.3. Sea p ∈ ∆ y X e Y ∈ Tp(∆) linealmente independientes.
Introducimos:
K(X, Y ) =
〈R(X, Y )X, Y 〉
〈X,X〉〈Y, Y 〉 − 〈X,Y 〉2 .
donde R(X, Y ) es el tensor de curvatura de la conexio´n de Levi–Civita, ∇.
Diremos que K(X, Y ) es la curvatura Riemanniana seccional de la 2-seccio´n
determinada por X e Y .
Con las notaciones anteriores, sean a(s) ≤ K ≤ A(s) cotas inferior y superior
de la curvatura Riemanniana seccional a lo largo de la geode´sica cp. Podemos
enunciar ahora los siguientes teoremas de comparacio´n.
Teorema A.9.2 (Primer teorema de comparacio´n de Rauch). Sea
Y un campo de Jacobi normal a lo largo de una geode´sica unitaria c(s).
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Entonces, siempre que Y no se anule y fA(t) > 0, ∀0 < t < s, se verifican
las siguientes desigualdades:(‖Y ‖(s)
fA(s)
)′
≥ 0, ‖Y ‖
′(s)
‖Y ‖(s) ≥
f ′A(s)
fA(s)
, ‖Y ‖(s) ≥ fA(s).
donde la segunda desigualdad puede ser reescrita segu´n:
fA(s) 〈 ∇
∂s
Y (s), Y (s)〉 ≥ f ′A(s) 〈Y (s), Y (s)〉.
Demostracio´n. Sea 0 < t < s. Entonces:
‖Y ‖′′(s) =
{
1
‖Y ‖ 〈
∇
∂s
Y, Y 〉
}′
(s) =
1
‖Y ‖ 〈−R(c
′, Y )c′, Y 〉(s)
+
1
‖Y ‖3
{
〈 ∇
∂s
Y,
∇
∂s
Y 〉〈Y, Y 〉 − 〈 ∇
∂s
Y, Y 〉
2}
(s) ≥
≥ −A(s)‖Y ‖(s)
en virtud de la desigualdad de Cauchy–Schwarz. As´ı podemos afirmar que:
‖Y ‖′′(s) + A(s)‖Y ‖(s) ≥ 0,
Por otra parte, como fA no se anula:
( fA(s)‖Y ‖′(s)− f ′A(s)‖Y ‖(s) )′ ≥ 0,
ya que f ′′A +AfA = 0. Si recordamos que ‖Y ‖(0) = fA(0) y ‖Y ‖′(0) = f ′A(0)
e integramos de 0 a s se obtienen las desigualdades del enunciado.
Proposicio´n A.9.3. Sea Y un campo de Jacobi normal a lo largo de una
geode´sica unitaria c(t) y X un campo normal sobre c cumpliendo X(0) =
Y (0) = 0 y X(s) = Y (s). Entonces ψY (s) ≤ ψX(s), donde:
ψX(s) ≡
∫ s
0
{
〈∇
∂t
X,
∇
∂t
X〉 − 〈R(c′, X)c′, X〉
}
dt.
Adema´s ψY (s) = ψX(s) si y so´lo si X = Y .
Demostracio´n. Sean Y1, Y2, . . . , Yn−1 campos de Jacobi linealmente inde-
pendientes que se anulen en t = 0. Podemos escribir:
X =
n−1∑
i=1
fiYi, Y =
n−1∑
i=1
aiYi,
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donde ai son constantes. De la expresio´n anterior:
〈∇
∂t
X,
∇
∂t
X〉 = 〈
n−1∑
i=1
f ′iYi +
n−1∑
i=1
fi
∇
∂t
Yi,
n−1∑
j=1
f ′jYj +
n−1∑
j=1
fj
∇
∂t
Yj〉
= 〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
f ′jYj〉+ 2〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
fj
∇
∂t
Yj〉
+〈
n−1∑
i=1
fi
∇
∂t
Yi,
n−1∑
j=1
fj
∇
∂t
Yj〉,
〈R(c′, X)c′, X〉 = −
n−1∑
i=1
fi〈R(c′, Yi)c′, X〉,
y:
dt〈X,
n−1∑
j=1
fj
∇
∂t
Yj〉 = 〈
n−1∑
i=1
f ′iYi +
n−1∑
i=1
fi
∇
∂t
Yi,
n−1∑
j=1
fj
∇
∂t
Yj〉
+ 〈X,
n−1∑
j=1
f ′j
∇
∂t
Yj +
n−1∑
j=1
fj
∇2
∂t2
Yj〉
= 〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
fj
∇
∂t
Yj〉+ 〈
n−1∑
i=1
fi
∇
∂t
Yi,
n−1∑
j=1
fj
∇
∂t
Yj〉
+〈X,
n−1∑
j=1
f ′j
∇
∂t
Yj〉 − 〈
n−1∑
i=1
fiYi,
n−1∑
j=1
fjR(c
′, Yj)c′〉.
Si recopilamos toda la informacio´n, se tiene que:
〈∇
∂t
X,
∇
∂t
X〉 − 〈R(c′, X)c′, X〉 = 〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
f ′jYj〉
+ 〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
fj
∇
∂t
Yj, 〉+ dt〈X,
n−1∑
j=1
fj
∇
∂t
Yj, 〉 − 〈X,
n−1∑
j=1
f ′j
∇
∂t
Yj〉
= 〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
f ′jYj〉+ dt〈X,
n−1∑
j=1
fj
∇
∂t
Yj〉
+
n−1∑
i=1
n−1∑
j=1
f ′sij
{
〈Yi, ∇
∂t
Yj, 〉 − 〈Yj∇
∂t
Yi〉
}
.
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Pero el u´ltimo te´rmino de la expresio´n anterior es cero debido a (A.4). De
esta manera:
ψX(s) =
∫ s
0
〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
f ′jYj〉 dt + 〈X,
n−1∑
j=1
fj
∇
∂t
Yj〉(s).
Igualmente:
ψY (s) =
∫ s
0
〈
n−1∑
i=1
a′iYi,
n−1∑
j=1
a′jYj〉 dt+ 〈Y,
n−1∑
j=1
aj
∇
∂t
Yj〉(s) = 〈Y,
n−1∑
j=1
aj
∇
∂t
Yj〉(s),
pues ai son constantes. Observemos ahora que, al ser fi(s) = ai:
ψX(s) =
∫ s
0
〈
n−1∑
i=1
f ′iYi,
n−1∑
j=1
f ′jYj〉 dt+ ψY (s),
Esto implica:
ψY (s) ≤ ψX(s),
Finalmente observar que la igualdad se asume u´nicamente si f ′i = 0, para
i = 1, . . . , n− 1, esto es, X = Y .

Teorema A.9.4. Sea Y un campo de Jacobi normal a lo largo de la geode´sica
unitaria c(s) que se anule en s = 0. Supongamos adema´s que para cualquier
campo normal Z a lo largo de c se verifique:
a(s) ≤ 〈R(c
′, Z), Z〉
‖Z‖2 ,
Entonces:
‖Y ‖′(s)
‖Y ‖(s) ≤
f ′a(s)
fa(s)
(‖Y ‖(s)
fa(s)
)′
≤ 0, ‖Y ‖(s) ≤ fa(s),
donde la segunda desigualdad puede ser reescrita como:
fa(s) 〈 ∇
∂s
Y (s), Y (s)〉 ≤ f ′a(s) 〈Y (s), Y (s)〉
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Demostracio´n. Introducimos:
u(s) = 〈Y, Y 〉(s), v(s) = f 2a (s)
y:
µ(s) =
ψY (s)
u(s)
, ν(s) =
∫ s
0
(
(f ′a)
2 − af 2a
)
dt
v(s)
Observemos que:∫ s
0
(
(f ′a)
2 − af 2a
)
dt = (f ′afa) (s)− (f ′afa) (0) = (f ′afa) (s)
pues faf
′′
a + af
2
a = 0 y fa(0) = 0. Entonces:
du
ds
= 2〈 ∇
∂s
Y, Y 〉 = 2ψY = 2µu, dv
ds
= 2f ′afa = 2νv
Resolviendo las anteriores ecuaciones diferenciales, se tiene que:
u(s) = u() exp{2
∫ s

µ(t) dt}, v(s) = v() exp{2
∫ s

ν(t) dt}
Si ahora utilizamos dos veces la regla de l’Hoˆpital:
lim
→0
u()
v()
=
‖Y ′‖2(0)
(f ′a(0))2
= 1,
con lo que:
u(s)
v(s)
= exp{
∫ s
0
(µ(t)− ν(t)) dt}
Veamos que µ(t) ≤ ν(t). Sea W un campo vectorial paralelo a lo largo
de c(t) tal que W (s) = Y (s). Introduzcamos un nuevo campo Z dado por
Z = fa
W
fa(s)
. Observemos que Z(0) = 0 y Z(s) = W (s) = Y (s). De esta
manera, la proposicio´n anterior informa que:
ψY (s) ≤ ψZ(s)
Si ahora tenemos en cuenta que:
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ψZ(s) =
∫ s
0
{
〈f ′a
W
fa(s)
, f ′a
W
fa(s)
〉 − 〈R(c′, fa W
fa(s)
)c′, fa
W
fa(s)
〉
}
dt
≤ 〈W,W 〉
(fa(s))
2
∫ s
0
{
(f ′a)
2 − af 2a
}
dt = u(s)ν(s)
obtenemos que:
µ(s) =
ψY (s)
u(s)
≤ ν(s)
As´ı, u(s)/v(s) es mono´tona decreciente con u(s)/v(s) ≤ 1 de donde se ob-
tienen las desigualdades del enunciado.

Proposicio´n A.9.5. Sea nuevamente Y un campo de Jacobi normal a lo
largo de la geode´sica unitaria c(t) de manera que Y (0) = 0. Supongamos que
a y A son cotas inferior y superior de la curvatura a lo largo de c(t). Sea k
una funcio´n continua. Entonces, si SA > 0 y S
′
κ > 0 se verifica que:
‖Y ′‖(t) ≤
 ‖Y ‖(t) ·
(
2 · S′κ
Sκ
− S
′
A
SA
)
(t) si κ ≤ 1
2
(a+ A)
‖Y ′(0)‖ · S′κ(t) si κ ≥ 12(a+ A)
(A.8)
Demostracio´n. Sea fκ definida segu´n (A.7) y Z un campo vectorial paralelo
a lo largo de la geode´sica c(t) tal que ‖Z‖ = 1. Entonces:
〈fκY ′ − f ′κY, Z〉(0) = 0
Por otra parte:
〈fκY ′ − f ′κY, Z〉′ = fκ〈κY −R(c′, Y )c′, Z〉
Como 〈(κ−R(c′, ·)c′)Y, Z〉 es una forma bilineal sime´trica tal que:
〈(κ−R(c′, ·)c′)Y, Y 〉 ≤ max(A− κ, κ− a)‖Y ‖2
se verifica que:
〈fκY ′ − f ′κY, Z〉′ ≤ fκmax(A− κ, κ− a)‖Y ‖
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De aqu´ı y recordando los dos teoremas anteriores, se tiene:
〈fκY ′ − f ′κY, Z〉′(t) ≤
≤

‖Y ‖
fA
(s)(A− κ)fκfA(t) si κ ≤ 12(a+ A) y fA(t) > 0, 0 < t ≤ s
(κ− a)fκfa(t) si κ ≥ 12(a+ A)
=

‖Y ‖
fA
(s) (f ′κfA − fκf ′A)′ (t) si κ ≤ 12(a+ A) y fA(t) > 0, 0 < t ≤ s
(fκf
′
a − f ′κfa)′ (t) si κ ≥ 12(a+ A)
Escojamos Z como el campo vectorial dado por Z(s) = Y ′(s)/‖Y ′‖(s) y
recordemos que por hipo´tesis f ′κ > 0. Si ahora integramos entre 0 y s,
tenemos en cuenta la desigualdad de Cauchy–Schwarz y que ‖Y ‖(s) ≤ fa(s)
se obtiene que:
‖Y ′‖(s) ≤
 ‖Y ‖
(
2
f ′κ
fκ
− f
′
A
fA
)
(s) κ ≤ 1
2
(a+ A)
f ′a(s) κ ≥ 12(a+ A)
Finalmente, si recuperamos las expresiones de fκ y de fA la proposicio´n queda
probada.

A.10 Campos de Killing
Finalizaremos este compendio de definiciones y resultados sobre Geometr´ıa
Diferencial con los campos de Killing. Estos son de gran importancia en el
cap´ıtulo 7.
En primer lugar necesitamos recordar el concepto de Derivada de Lie.
Sea ∆ una variedad C∞ y p un punto de ∆. Como Tp(∆) tiene estructura
de espacio vectorial, podemos recurrir al A´lgebra Lineal y definir lo que
entenderemos por tensores.
Sea Tp(∆)
∗ el dual topolo´gico de Tp(∆).
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Definicio´n A.10.1. Un tensor r–covariante y s–contravariante (r, s > 0)
en p ∈ ∆ es una aplicacio´n multilineal:
(Tp(∆))
r × (Tp(∆)∗)s −→ R
donde (Tp(∆))
r indica r copias de Tp(∆) y (Tp(∆)
∗)s denota s copias de
Tp(∆)
∗.
Es inmediato verificar que el conjunto de tensores r–covariantes y s–contra-
variantes en un punto tiene estructura de espacio vectorial. Denotaremos
este espacio vectorial por T s,r(Tp(∆)).
Casos especiales son aquellos en los que s = 0, r = 0 y s = r = 0. En
los dos primeros dispondremos de el espacio vectorial de los r–cotensores,
T 0,r(Tp(∆)), y de los s–contratensores, T s,0(Tp(∆)). Para el tercero, definire-
mos T 0,0(Tp(∆)) como el cuerpo K sobre el que E es espacio de Banach.
Finalmente observemos que un vector en p es un 1–contratensor en p. Los
1–cotensores en p se denominan 1–formas en p.
Podemos definir ahora los campos tensoriales de clase C∞ de igual manera a
como a partir de los vectores tangentes definimos los campos tangentes.
Definicio´n A.10.2. Sea A ⊂ ∆. Diremos que una aplicacio´n α:
A 3 p 7−→ αp ∈ T s,r(Tp(∆))
es un s, r campo tensorial de dominio A.
Definicio´n A.10.3. Si en la definicio´n anterior A es abierto y para todos
los conjuntos de s campos vectoriales C∞ en A, Y1, . . . , Yr, y de s 1–formas
en A, w1, . . . , ws, la funcio´n:
A 3 p 7−→ [α(Y1, . . . , Yr;w1, . . . , ws)](p) = αp(w1(p), . . . , ws(p);Y1(p), . . . , Yr(p))
es de clase C∞ diremos que α es un campo tensorial C∞ de dominio A.
Denotaremos este conjunto como T s,r(A), y es inmediato verificar que al igual
que ocurr´ıa con los tensores, T s,r(A) tiene estructura de espacio vectorial.
Disponemos ahora de los elementos necesarios para introducir la derivada de
Lie.
Sean r, s ≥ 0 y X un campo C∞ de dominio un conjunto abierto A.
Definicio´n A.10.4. La Derivada de Lie via X, que denotaremos LX , es un
operador que aplica T s,r(A) en e´l mismo segu´n la siguiente definicio´n:
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a. Si f es una funcio´n C∞(A), entonces LXf = DXf
b. Si Y ∈ T 1,0(A), definimos LXY = [X, Y ], donde recordemos que el
pare´ntesis de Lie [X,Y ] = DXY −DYX.
c. Si w ∈ T 0,1(A), (LXw)(Y ) = Xw(Y )− w([X, Y ]), Y ∈ T 1,0(A).
d. Si α ∈ T s,r(A), siendo r, s > 0, entonces LXα se obtiene como solucio´n
de la ecuacio´n:
LX [α(Y1, . . . , Yr;w1, . . . , ws)] = (LXα)(Y1, . . . , Yr;w1, . . . , ws)+
+α(LXY1, . . . , Yr;w1, . . . , ws) + . . .+ α(Y1, . . . , Yr;w1, . . . , LXws)
Los campos de Killing van a ser una clase especial de campos vectoriales rela-
cionados con la derivada de Lie. Supongamos ahora que ∆ sea una variedad
Riemanniana y sea g el tensor me´trico.
Definicio´n A.10.5. Sea X un campo vectorial C∞ de dominio un conjunto
abierto A. Diremos que X es un campo de Killing si y so´lo si LXg = 0.
Los campos de Killing verifican un importante conjunto de propiedades del
que u´nicamente destacaremos las que vamos a necesitar en el cap´ıtulo 7. Sin
embargo pueden consultarse ma´s detalles al respecto especialmente en 0’Neil
[32] aunque tambie´n en Petersen [33].
Proposicio´n A.10.1. Sea (∆, g) una variedad Riemanniana y A ⊂ ∆ un
conjunto abierto. Un campo vectorial X ∈ C∞(A) es de Killing si y so´lo si
sus curvas integrales definen isometr´ıas.
Proposicio´n A.10.2. El conjunto de los campos de Killing de una variedad
Riemanniana (∆, g) de dimensio´n finita m forma un a´lgebra de Lie de di-
mensio´n menor o igual que (m+1)m
2
.
El primer resultado es una consecuencia directa de la definicio´n de campo de
Killing, mientras que el segundo puede encontrarse demostrado con detalle
en la pa´gina 165 de Petersen [33].
Con este apartado damos por concluido este pequen˜o compendio de conceptos
y resultados de Geometr´ıa Diferencial. Aunque ya se han ido citando a lo
largo de este cap´ıtulo, ma´s detalles sobre cualquiera de estos temas pueden
consultarse en Chavel [12], Lang [26], Hicks [23], Petersen [33] o bien O’Neil
[32].
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