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Resumen 
Los fundamentos de la Teoría de la Decisión Bayesiana proporcio-
nan un marco coherente en el que se pueden resolver los problemas 
de toma de decisiones. La creciente disponibilidad de ordenadores po-
tentes está llevando a tratar problemas cada vez más complejos con 
numerosas fuentes de incertidumbre multidimensionales; varios ob-
jetivos conflictivos; preferencias, metas y creencias cambiantes en el 
tiempo y distintos grupos afectados por las decisiones. Estos factores, 
a su vez, exigen mejores herramientas de representación de problemas; 
imponen fuertes restricciones cognitivas sobre los decisores y conlle-
van difíciles problemas computacionales. Esta tesis tratará estos tres 
aspectos. 
En el Capítulo 1, proporcionamos una revisión crítica de los prin-
cipales métodos gráficos de representación y resolución de problemas, 
concluyendo con algunas recomendaciones fundamentales y generali-
zaciones. 
Nuestro segundo comentario nos lleva a estudiar tales métodos 
cuando sólo disponemos de información parcial sobre las preferencias 
y creencias del decisor. En el Capítulo 2, estudiamos este problema 
cuando empleamos diagramas de influencia (DI). Damos un algoritmo 
para calcular las soluciones no dominadas en un DI y analizamos varios 
conceptos de solución ad hoc. 
El último aspecto se estudia en los Capítulos 3 y 4. Motivado 
por una aplicación de gestión de embalses, introducimos un método 
heurístico para resolver problemas de decisión secuenciales. Como 
muestra resultados muy buenos, extendemos la idea a problemas se-
cuenciales generales y cuantificamos su bondad. 
Exploramos después en varias direcciones la aplicación de métodos 
de simulación al Análisis de Decisiones. Introducimos primero métodos 
de Monte Cario para aproximar el conjunto no dominado en proble-
mas continuos. Después, proporcionamos un método de Monte Cario 
basado en cadenas de Markov para problemas con información com-
pleta con estructura general: las decisiones y las variables aleatorias 
pueden ser continuas, y la función de utilidad puede ser arbitraria. 
Nuestro esquema es aplicable a muchos problemas modelizados como 
DI. 
Finalizamos con un capítulo de conclusiones y problemas abiertos. 
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Abstract 
The foundations of Bayesian Decisión Theory provide a coherent 
framework in which decisión making problems may be solved. With 
the advent of powerful computers and given the many challenging 
problems we face, we are gradually attempting to solve more and 
more complex decisión making problems with high and multidimen-
sional uncertainty, múltiple objectives, influence of time over decisión 
tasks and influence over many groups. These complexity factors de-
mand better representation tools for decisión making problems; place 
strong cognitive demands on the decison maker judgements; and lead 
to involved computational problems. This thesis will deal with these 
three topics. 
In recent years, many representation tools have been developed for 
decisión making problems. In Chapter 1, we provide a critical review 
of most of them and conclude with recommendations and generalisa-
tions. 
Given our second query, we could wonder how may we deal with 
those representation tools when there is only partial information. In 
Chapter 2, we find out how to deal with such a problem when it 
is structured as an influence diagram (ID). We give an algorithm to 
compute nondominated solutions in ID's and analyse several ad hoc 
solution concepts.-
The last issue is studied in Chapters 3 and 4. In a reservoir man-
agement case study, we have introduced a heuristic method for solving 
sequential decisión making problems. Since it shows very good per-
formance, we extend the idea to general problems and quantify its 
goodness. 
We explore then in several directions the application of simula-
tion based methods to Decisión Analysis. We first introduce Monte 
Cario methods to approximate the nondominated set in continuous 
problems. Then, we provide a Monte Cario Markov Chain method 
for problems under total information with general structure: decisions 
and random variables may be continuous, and the utility function may 
be arbitrary. Our scheme is applicable to many problems modeled as 
IDs. 
We conclude with discussions and several open problems. 
Dedicada a mi madre y a Javi. 
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Introducción 
0.1 Motivación y objetivos 
El análisis y la evaluación coherente de problemas de decisión a escala global con-
lleva necesariamente la consideración de varias fuentes deñncertidumbre, objetivos 
múltiples y altamente conflictivos, información que afecta a decisiones futuras de-
bido al carácter secuencial de estos problemas, presencia de variables continuas de 
alta dimensión, preferencias que evolucionan en el tiempo y la integración de las 
opiniones de grupas distintos que participan y/o se ven afectados por el problema. 
Nos referiremos a este tipo de problemas como problemas supercomplejos. El pa-
radigma Bayesiano del Análisis de Decisiones proporciona el único marco que per-
mite tratar tales problemas de forma unificada. Sin embargo, hasta hace poco esta 
aproximación se ha limitado a problemas relativamente sencillos, debido a barreras 
técnicas y computacionales. En años recientes, se ha experimentado una revolución 
técnica que abre la posibilidad de desarrollar modelos Bayesianos de gran escala. 
Esta tesis proporciona contribuciones metodológicas motivadas por problemas de 
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decisión supercomplejos. 
La primera fase en la resolución de un problema de decisión es su estructuración 
y representación. Recientemente, se han introducido diversas herramientas de re-
presentación (diagramas de influencia (DI), diagramas de decisión,...) que facilitan 
la estructuración del mismo, al centrar la atención sobre los aspectos cualitativos 
del problema. Shenoy (1994a) proporciona una revisión de tres de esas técnicas 
en problemas simétricos. Sin embargo, los problemas complejos de decisión tienen 
como rasgo esencial su asimetría, cuestión sobre la qué apenas se ha tratado en la 
literatura. Este es el primer problema que estudiaremos: 
Una vez estructurado el problema, debemos proceder a modelizar las preferencias 
y creencias del decisor. En problemas complejos, cabe esperar que, al menos en las 
fases iniciales de análisis, debamos modelizar imprecisión en los juicios del decisor, 
ver Ríos Insua (1990), que motiva los desarrollos recientes en análisis Bayesiano 
robusto, ver Berger (1994). Una cuestión natural es estudiar computacionalmente 
las herramientas anteriores en el caso de que haya imprecisión en sus entradas, 
modelizada mediante clases de distribuciones de probabilidad y clases de funciones 
de utilidad. Este será nuestro segundo objetivo. 
Un aspecto importante de los DI es que modelizan el carácter dinámico y secuen-
cial de los problemas de decisión. En problemas con conjuntos de estados, consecuen-
cias y alternativas continuos, es conocido que los métodos de programación dinámica 
estocástica, implícitamente utilizados en la evaluación de DI, son extremadamente 
ineficientes computacionalmente, ya que conducen a problemas (de optimización e 
integración) muy costosos, Lamond et al. (1995). Proponemos dos tipos de solucio-
nes. La primera es utilizar algún método heurístico que disminuya la complejidad 
computacional y que siendo intuitivo, nos conduzca a soluciones aproximadamente 
óptimas. La segunda es utilizar simulación. Ambas opciones están presentando un 
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enorme interés en Análisis de Decisiones en los últimos años. Abordaremos este 
problema en último lugar. 
0.2 Estructura 
Estudiamos en distintas direcciones los tres problemas mencionados, de forma que 
la memoria queda estructurada como sigue. 
En el Capítulo 1 realizamos una revisión crítica sobre la aplicabilidad de cuatro 
técnicas principales de representación y solución de problemas de decisión: árboles 
de decisión, diagramas de influencia (Shachter, 1986), redes de evaluación (Shenoy, 
1995) y diagramas de decisión secuenciales (Covaliu y Oliver, 1994). La conclusión 
básica es que todos ellos, aún teniendo abundantes elementos en común, capturan 
las asimetrías de los problemas de distinta forma. Por ello, sólo algunos resultan 
más ventajosos en la mayoría de las situaciones que se presentan. Analizamos este 
aspecto, recomendando el uso de los DI extendidos aquí al caso de función de utilidad 
separable, como herramienta más capaz para estos propósitos. 
En el Capítulo 2, consideramos el segundo problema de que se dé imprecisión en 
los juicios del deciso.r cuando la herramienta empleada sea un diagrama de influencia, 
aunque las ideas se extienden a los otros métodos de representación. Para ello, co-
menzamos proporcionando un método para calcular soluciones no dominadas en DI 
bajo información parcial. Después, estudiamos la reducción del tamaño de los con-
juntos no dominados mediante la introducción de criterios adicionales tomados del 
Análisis de Decisiones bajo incertidumbre, como el criterio de Laplace, maximin... 
Este trabajo puede verse como un primer paso para proporcionar un marco para el 
análisis de sensibilidad en diagramas de influencia: al permitir datos de entradas en 
forma paramétrica, se exploran las consecuencias de perturbaciones sobre las proba-
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bilidades y utilidades sobre los resultados del análisis. Más aún, se analizan aspectos 
relacionados con la tarea de encontrar dónde será necesaria información adicional. 
Respecto al problema computacional planteado en tercer lugar, una posibilidad 
es apelar a heurísticos, un tema de reciente interés en Análisis de Decisiones. En 
el Capítulo 3, estudiamos un heurístico para la resolución de problemas de decisión 
secuenciales. Esencialmente, el heurístico resuelve el problema en dos fases. En 
la primera, encuentra una trayectoria de referencia a través de una versión deter-
minística del problema. En la segunda, mediante un procedimiento hacia adelante, 
se resuelven problemas monoetápicos que incluyen principalmente un término que 
minimiza la desviación del estado final en esa etapa al estado de referencia. El 
uso de tal heurístico viene motivado por una aplicación a gestión de embalses que 
además sirve para ilustrar el tipo de problemas supercomplejos que nos interesan. 
En este problema real, se quiere encontrar las reglas que especifiquen qué cantidad 
de agua debe soltarse en cada instante de tiempo (mes) para diferentes propósitos: 
producción de energía, control del nivel del embalse..., sujeto a la dinámica del sis-
tema y a las posibles restricciones sobre los controles. Definimos los controles de 
forma más flexible que como se viene haciendo actualmente, utilizamos modelos de 
predicción dinámica para las entradas al embalse y funciones de utilidad multiob-
jetivo para las preferencias del gestor. También utilizamos técnicas de simulación 
para la maximización de la utilidad esperada. Dada la bondad del heurístico en este 
problema, lo estudiamos formalmente para problemas de decisión secuenciales gene-
rales y después lo especificamos para diagramas de influencia. En este caso, se parte 
de problemas expresados en forma extensiva y con función de utilidad separable. Se 
aplican entonces las dos fases del heurístico, requiriendo a menudo en la segunda 
fase el cálculo de nuevas distribuciones que puede hacerse mediante propagación de 
nodos y/o simulación. 
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Otra posibilidad es utilizar métodos de simulación para resolver problemas de 
decisión. Los métodos de simulación han tenido un enorme impacto en Inferencia 
Bayesiana (ver Tierney, 1994). Sin embargo, su influencia ha sido relativamente 
limitada en Análisis de Decisiones, ver Shao (1989) y Jenzarli (1995). En el Capítulo 
4 proponemos algunos métodos de simulación para la resolución de problemas de 
decisión, en el contexto de los Capítulos 2 y 3. En la primera parte, consideramos 
problemas continuos de decisión con imprecisión en las preferencias y creencias. 
Para ello, proporcionamos un método para aproximar el conjunto eficiente. Este 
deduce la relación de dominancia entre pares de alternativas mediante la utilización 
de un método de Monte Cario con muestreo por importancia para aproximar las 
integrales que resultan de tal relación. El método, de hecho, podría aplicarse al 
caso de precisión, pero equivaldría a un método de búsqueda aleatoria pura. Por 
ello, para tal caso proporcionamos un método de Monte Cario basado en cadenas 
de Markov, válido para problemas generales de decisión, y: que especificamos para 
problemas de decisión modelizados mediante diagramas de influencia en los que se 
admiten distribuciones de probabilidad continuas en los nodos de azar, variables de 
decisión continuas y funciones de utilidad arbitrarias. La búsqueda de la decisión 
óptima equivale a.encontrar la moda de la marginal en el espacio de alternativas 
de una distribución artificial definida en el espacio producto de alternativas y de 
estados. Muestrear de esa distribución es sencillo simulando una cadena de Markov 
cuya distribución de equilibrio es la distribución artificial. 
Concluimos con un capítulo con comentarios finales y problemas abiertos. 
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Capítulo 1 
Una revisión crítica de métodos 
gráficos en Análisis de Decisiones 
1.1 Introducción 
El Análisis de Decisiones (AD) estudia el tratamiento de los problemas de decisión 
bajo incertidumbre. Resolver estos problemas implica encontrar la política óptima 
que indique qué decisiones tomar en cada momento, dependiendo de lo que se co-
nozca. Desde una.perspectiva bayesiana, el criterio de optimalidad a utilizar es el de 
máxima utilidad esperada respecto a la distribución conjunta de todas las variables 
aleatorias del problema. El análisis y la evaluación coherente de problemas de de-
cisión a gran escala presenta numerosas complicaciones, citadas en la introducción 
de esta memoria, que han llevado a resolver tan sólo problemas relativamente sen-
cillos. En los últimos años, la disponibilidad creciente de ordenadores potentes ha 
reanimado el interés por resolver problemas supercomplejos de toma de decisiones. 
La primera fase en la resolución de un problema de decisión es la estructuración 
y resolución del problema. Dos son los objetivos esenciales: por una parte, mostrar 
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de forma clara los elementos del problema (alternativas, incertidumbres, objetivos, 
información disponible) y sus relaciones, facilitando la comunicación entre el decisor 
y el analista. Por otra parte, implementar de forma sencilla y eficiente el proceso de 
solución. 
Todas las herramientas recientemente introducidas con tal fin (diagramas de in-
fluencia, redes de evaluación, diagramas de decisión,...) se han diseñado principal-
mente para el tratamiento de problemas simétricos. Además, no existen estudios 
comparativos críticos de los distintos métodos, especialmente en lo que se refiere 
a problemas de decisión asimétricos, que son más habituales en la práctica. Este 
es precisamente el propósito de este capítulo, que hace además una serie de reco-
mendaciones sobre estas técnicas para la investigación futura, necesarias para hacer 
avanzar el estado del arte en este campo. También se hace una generalización: se 
extiende uno de los métodos, los DI asimétricos, al caso de función de utilidad se-
parable. Las ideas se ilustran con un ejemplo. Un resumen, de este capítulo puede 
verse en Bielza y Shenoy (1996). 
1.2 Elementos comunes a todos los métodos 
La fase de estructuración y representación de un problema puede considerarse una 
etapa del ciclo del AD en la que se expresa conocimiento cualitativo del problema. 
Damos primero los elementos comunes de los métodos que analizaremos: 
• La representación gráfica suele realizarse mediante un diagrama en forma de 
árbol o de grafo. Este último resulta más compacto. (Un árbol es un tipo de 
grafo, pero distinguiremos el árbol del resto de grafos por conveniencia). 
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• Las variables del problema se representan mediante nodos con distinta forma 
geométrica: 
— Las variables de decisión, mediante nodos rectangulares. 
- Las variables aleatorias (v.a.) o de azar, mediante nodos circulares u ovales. 
Si son determinísticas, tendrán bordes dobles. 
• Las restricciones de información sobre las variables del problema suelen re-
presentarse mediante arcos (en los grafos) o por su posición relativa (en los 
árboles). 
• Estas restricciones revelan una relación de precedencia en el tiempo entre las 
variables, que suele ser un orden parcial. En consecuencia, existen varias se-
cuencias posibles de eliminación de nodos o secuencias de borrado (hacia atrás) 
en la etapa de resolución del problema, para todos los métodos. 
• El modelo para la función de utilidad conjunta difiere de unos métodos a otros, 
sobre todo en cuanto a cómo representar su naturaleza separable. Pero pode-
mos afirmar que los grafos exponen la utilidad (esperada), mediante un nodo 
con forma de rombo, llamado nodo de valor, y los arcos conectados con él 
representan las variables que condicionan esa utilidad esperada. Los árboles 
representan la utilidad (esperada) en los nodos terminales. 
Por simplicidad, no haremos normalmente distinción entre un nodo y su variable 
asociada. 
Para proceder a la solución del problema de decisión, se ha de representar antes 
el conocimiento cuantitativo del problema. Aquí también encontramos elementos 
comunes: 
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• Los posibles valores que toma cada variable se incluyen explícitamente en cada 
rama que emerge de los nodos (en los árboles) o bien se incluyen en tablas 
separadas del diagrama (en los grafos). 
• La eficiencia de todos los métodos depende básicamente de: 
- la estructura particular del problema: 
* cuántas variables hay en total 
* cuántas configuraciones tiene cada variable 
* cuántas variables hay en los dominios de las funciones (probabilidades 
y utilidades), es decir, si el modelo de utilidad y de probabilidad está 
muy descompuesto y cómo. 
* las restricciones de información 
- la secuencia de borrado elegida 
- el grado de asimetría 
La forma de capturar las asimetrías y de mostrar la factorización del modelo de 
probabilidad conjunta, difiere de unas técnicas a otras. 
1.3 Operaciones comunes a todos los métodos 
En el proceso de solución, a pesar de que cada método tiene su propio algoritmo, 
destacamos las siguientes operaciones comunes: 
• La eliminación de un nodo de azar se realiza mediante el cálculo de la utilidad 
esperada respecto a la distribución de probabilidad almacenada en ese nodo. 
• La eliminación de un nodo de decisión se realiza mediante maximización, res-
pecto a esa variable, de la utilidad esperada. 
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• La actualización de creencias se realiza mediante la aplicación del teorema de 
Bayes. 
• Se aprovechan las propiedades especiales de los operadores esperanza y maxi-
mización cuando se aplican a funciones (de utilidad esperada) separables. 
• El proceso de eliminación de nodos se basa esencialmente en métodos recursivos 
de programación dinámica (hacia atrás). 
• La complejidad del algoritmo de solución es, en el peor de los casos, exponencial 
en el número de variables del problema. Esto no es sorprendente pues resolver 
un problema de decisión es un problema NP-completo (Cooper, 1990). 
El realizar estas operaciones mediante computación local, con un número mínimo 
de variables implicadas, y ejecutar el algoritmo correspondiente con un número 
mínimo de cálculos y un mínimo espacio de ocupación de memoria, diferencia a 
unos métodos de otros. 
1.4 Ejemplo: problema del reactor 
En esta sección describimos un problema de decisión asimétrico que llamaremos 
problema del reactor, con el que ilustraremos nuestra discusión. Es una versión 
modificada del descrito en Covaliu y Oliver (1994). La modificación se refiere a 
cómo se especifica el modelo de probabilidad y de utilidad. En nuestra versión, se 
requiere una revisión de las probabilidades durante el proceso de solución y, además, 
la función de utilidad conjunta viene dada en forma factorizada. 
Una compañía eléctrica debe decidir (D2) si construye un reactor de diseño con-
vencional (c) o de diseño avanzado (a). El reactor avanzado conlleva más riesgo 
pero, en caso de éxito, proporciona más beneficios (ver Figura 1.1). A partir de 
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experiencia pasada, se estima que un reactor convencional (C) tiene un 98% de pro-
babilidad de no fallar (ce) una vez construido y un 2% de fallar (c/). Por otra parte, 
un reactor avanzado (A) tiene una probabilidad a priori del 66% de no fallar (ae), 
del 24.4% de tener un accidente de importancia leve (al), y del 9.6% de tener un 
accidente de importancia mayor (am). 
.98 g 
^ .660 no 
Figura 1.1: Probabilidades y utilidades (beneficios en millones de $), para el pro-
blema del reactor. * 
Antes de tomar esta decisión, la compañía puede realizar un test (Dt = t), 
con coste un millón de dólares, sobre las componentes críticas del reactor de diseño 
avanzado, que reducirá la incertidumbre sobre este tipo de reactor. Puede no hacerse 
el test (Di = nt). Los resultados del test (T) se pueden clasificar en malos (m), 
buenos (b), o excelentes (e) y están muy relacionados con el éxito o fracaso del 
reactor avanzado. La Figura 1.2 describe un modelo probabilístico causal para A 
y T. Si los resultados del test son malos, la opción avanzada no es viable y se 
construirá un reactor convencional. La opción Di = hn significará que la compañía 
no va a hacer nada. 
Suponemos que las consecuencias de cada accidente posible son conocidas y se 
pueden expresar en términos monetarios. El objetivo es maximizar el valor mone-
tario neto esperado. 
2¡\ 
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Figura 1.2: Un modelo causal probabilístico para A y T en el problema del reactor. 
1.5 Asimetrías en problemas de decisión 
Los problemas simétricos son aquéllos que contienen escenarios con las mismas varia-
bles y en la misma secuencia. Los problemas asimétricos son mucho más habituales 
en la práctica, y sin embargo, apenas se les ha prestado ^ atención en la literatura. De 
hecho, la mayoría de las técnicas creadas se adaptan mejora los problemas simétricos 
y manejan los asimétricos convirtiéndolos en simétricos. 
Los siguientes ejemplos de escenarios muestran la asimetría en nuestro problema: 
Di = hn 
Di =-nt, D2 = c, C = ce 
Dí=t, T = b, D2 = c, C = ce 
Ü!=t, T = b, D2 = a, A = ae 
Resumimos a continuación las principales dificultades que surgen ante situaciones 
asimétricas y cómo pueden resolverse: 
1. Los métodos que representan los datos en forma de tabla, deben simetrizar las 
funciones asimétricas, definiendo un conjunto común de valores para todos los 
escenarios condicionantes. En el problema del reactor, el resultado del test no 
se conocerá si no se realiza. Para reflejarlo, la distribución de T se condiciona 
a Di además de a A. Creamos un nuevo valor nr (no resultados) para T con 
P{T = nr\A,D1 = hn) = 1 
P(T = nr\A,Di=nt) = 1 (1.1) 
P(T = nr\A, Di = t) = 0, 
para cualquier valor de A. En consecuencia, suelen presentarse combinaciones 
de estados y alternativas que son imposibles, a las que se les asigna probabilidad 
cero, y que el algoritmo arrastra durante el proceso de solución. 
2. En cada nodo de decisión, no siempre se tienen disponibles todas sus alterna-
tivas, dependiendo del escenario condicionante. En el problema del reactor, si 
T = m, entonces Di = c forzosamente y no se puede tener Di = a. La solución 
a esto es penalizar las alternativas no disponibles asignándoles utilidades muy 
negativas. Una situación extrema sería no tener ninguna alternativa disponible, 
por no aparecer el nodo en el escenario, como Di si Di = hn, en cuyo caso 
puede añadirse una alternativa artificial Di = n (ningún reactor), que siempre 
se observa. 
3. La misma situación, con nodos de azar, nos lleva a penalizar los estados no 
disponibles asignándoles probabilidad cero. 
4. Existen variables incompatibles, es decir, se materializa una u otra pero nunca 
ambas. En el problema del reactor, nunca se materializan juntas A y C pues, 
a lo sumo, se construye un reactor. Por ello, muchos métodos ignoran la reali-
zación de A (C), cuando D2 = c (D2 = a), mediante utilidades cero. También 
pueden utilizarse valores artificiales y distribuciones degeneradas. 
Además de estas asimetrías, suelen presentarse típicamente situaciones de coales-
cencia, es decir, situaciones en las que algunos escenarios condicionantes comparten 
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fragmentos del problema. Incluimos aquí este aspecto porque aparece muy a menudo 
en problemas asimétricos. Distinguimos: 
(a) Coalescencias locales al definir las variables y funciones del problema. Ejemplos 
de ello en el problema del reactor son: 
> Se puede elegir uno de los dos reactores (D2 = c o a) si no hacemos el test 
o si el resultado de éste es bueno o excelente (T = nr, b o e). Es decir, 
estos escenarios de T comparten las dos opciones de D2. 
> Se define T = nr con certeza, independientemente del valor que tome A, 
dado Di = hn o nt, ver (1.1). Es decir, todos los valores de A comparten 
esta definición (el nodo A es irrelevante). 
> Los escenarios que corresponden a no realizar el test (D\ = hn o nt) 
comparten un coste nulo del test. -
(b) Coalescencias globales, muy utilizadas en la literatura de árboles de decisión, 
con compartición de estructuras e información numérica dentro de la estructura 
global del problema. En el ejemplo del reactor, ver Figura 1.4 más adelante, 
puede verse cómo los cuatro nodos D<¿ comparten el subárbol con nodo raíz C. 
Como consecuencia de estas medidas: 
• aumenta el tamaño del problema, los requisitos de memoria, y por tanto, el 
esfuerzo computacional, 
• se pierde la apreciación de la estructura asimétrica original, 
• se interpretan con mayor dificultad las salidas del problema. 
Analizamos ahora los cuatro métodos más importantes de representación y so-
lución de problemas de decisión: árboles de decisión (ArD), diagramas de influencia 
s 
(DI), diagramas de decisión secuenciales (DDS) y redes de evaluación (RE). Shenoy 
(1994a) proporciona una revisión de los ArD, DI y RE en problemas simétricos. 
Aquí haremos hincapié en propiedades que influyen en el manejo de las asimetrías. 
Hay otros métodos gráficos que sólo citaremos pues sus características se deducen 
esencialmente de las de los métodos que estudiaremos. Destacamos: los árboles de 
juego (Shenoy, 1993b), más generales que los ArD; los árboles de escenarios (Shenoy, 
1994c), con el método de podado como una variante para evaluar ArD y árboles de 
juego; formulaciones algebraicas como en Kirkwood (1992, 1993) ya superadas por 
los DDS; y métodos híbridos de los ArD y los DI convencionales tales como: DPL 
(Decisión Programming Language) de Cali y Miller (1990), DI contingentes de Fung 
y Shachter (1990) y DI potenciales de Ndilikilikesha (1994). 
í' '• 
1.6 Arboles de decisión 
Una representación tradicional de un problema de decisión es mediante un ArD, que 
representa explícitamente todos los escenarios posibles. Los orígenes se encuentran 
en los trabajos de von Neumann y Morgenstern sobre juegos en forma extensiva, ver 
por ejemplo Smith (1988). 
1.6.1 Representación y solución con árboles de decisión 
Las Figuras 1.3 y 1.4 muestran conjuntamente la representación y resolución del 
problema del reactor mediante un ArD. Notar que antes de que el ArD se especifique 
completamente, las probabilidades condicionadas requeridas por la representación 
del ArD tienen que calcularse a partir de las especificadas en el problema, como se 
hace en la Figura 1.3. El árbol de probabilidad de la izquierda se utiliza para calcular 
la distribución de probabilidad conjunta de A y T, y el árbol de la derecha para 
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calcular las distribuciones P{T) y P(A\T), es decir, las distribuciones a pre-posteriori 
y a posteriori, respectivamente. Éste es un inconveniente llamado problema de los 
dos árboles. Este preproceso es innecesario para resolver (y representar) el problema, 
como demuestran otros métodos. Además no se tiene un método eficiente para 
obtener estas condicionadas, realizándose por fuerza bruta calculando la distribución 
conjunta. 
.660/Z\b .182 .120 .IQOfXNd .700 .070 
" w X .818 .540 / ^y^.WÓ .030 
. . . . ^ m, ,288 .070 "7
 O ^ ^ o e -400.120 
AJai -2AAr^AZ^ ,138 ( ^ ^ 3 Q Q { A ) ^ 4 6 0 . 1 3 8 J47 .036 ^ 1 V - / X n . 140 .042 
rn. ^ „, .313 .030 e\ ^ _ ge -900 .540 
•0960^^.437 .042 l -600(^)3^060 .036 
2 5 0 .024 •, V - / X n . 0 4 0 .024 
Figura 1.3: Preproceso de probabilidades en el-problema del reactor. 
La Figura 1.4 presenta la solución del problema del reactor usando coalescencia no 
separable (Cali y Miller, 1990). El procedimiento a seguir es el tradicional (Ciernen, 
1991). Como puede versé, una estrategia óptima es realizar el test; construir un 
reactor convencional si los resultados del test son malos o buenos, y construir uno 
avanzado si los resultados son excelentes. La utilidad esperada asociada a esta 
estrategia es 8.128 millones de dólares. 
Aunque hemos mostrado la representación usando coalescencia, debe recordarse 
que la detección de esta propiedad es un proceso ad hoc a cargo del analista, que con-
lleva construir el árbol completo (sin coalescencia) y después reconocer los subárboles 
repetidos. 
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Figura 1.4: Representación y solución del problema del reactor mediante un ArD. 
nes). La resolución (sin coalescencia) requiere 38 operaciones (8 multiplicaciones y 
4 sumas para eliminar 4 copias de C, 9 multiplicaciones y 6 sumas para eliminar A, 
3 comparaciones para eliminar D2, 3 multiplicaciones y 2 sumas para eliminar T y 
2 comparaciones y 1 suma para eliminar Di). Esto hace un total de 59 operaciones. 
La resolución con coalescencia requiere 29 operaciones, con lo que el total es 50 
operaciones. 
1.7 Diagramas de influencia 
Los orígenes de los DI están sobre todo en los trabajos de Olmsted (1983) y de 
Howard y Matheson (1981), luego extendidos por Shachter (1986) y Smith (1988, 
1989a, 1989b), entre otros. En esta sección representamos y resolvemos el problema 
del reactor usando la técnica de DI asimétricos de Smith, Holtzman y Matheson 
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(1993) (de aquí en adelante, SHM). SHM describen su técnica cuando la función de 
utilidad conjunta no se descompone en factores. Aquí la generalizamos para trabajar 
con funciones de utilidad separables. En el caso simétrico, hay una generalización 
debida a Tatman y Shachter (1990). 
1.7.1 Representación con DI asimétricos 
Los DI son grafos dirigidos acíclicos, con la información numérica dada aparte. La 
Figura 1.5 muestra un DI para el problema del reactor-
Figura 1.5: Un DI para el problema del reactor. 
Las restricciones de información se representan mediante los arcos dirigidos a 
nodos de decisión. Las dependencias probabilísticas, mediante arcos incidentes en 
nodos de azar. La factorización particular de la distribución de probabilidad con-
junta en condicionadas puede leerse en estos últimos arcos haciendo explícitas las 
independencias condicionales. Como consecuencia, los DI sí explotan de forma au-
tomática las coalescencias globales de las que hablábamos en la Sección 1.5. 
Podríamos haber dibujado sólo un nodo de valor v como función de Di, D?, A y 
C. En su lugar, hemos descompuesto el nodo v en un conjunto de tres nodos de 
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valor: v\, v2 y v¡. La estructura del nodo de valor es de árbol, indicando la jerarquía 
de objetivos. El nodo v es un supernodo de valor suma, con únicamente otros nodos 
de valor como predecesores, y el resto, ^1,^2 y v¡, representan los sumandos de la 
descomposición aditiva de v. Aunque estamos incrementando el número de nodos, 
obtendremos ahorros computacionales. 
Para la información numérica, se especifica una distribución condicionada para 
cada nodo del DI, excepto para los supernodos de valor. La principal contribución 
del método de SHM es una representación en forma de árbol para describir las dis-
tribuciones condicionadas. Estos se llaman árboles de distribución cuyos caminos 
muestran los escenarios condicionantes que conducen a distribuciones atómicas que 
son las que describen la distribución de probabilidad, el conjunto de alternativas dis-
ponibles, o la utilidad (esperada), asignada a cada escenario condicionante (Smith, 
Holtzman y Matheson, 1993). 
La Figura 1.6 muestra todos los árboles de distribución para el problema del 
reactor. Como el nodo A no tiene predecesores condicionales en el DI, su árbol de 
distribución se representa mediante una sola distribución atómica. Similarmente 
para Di. En el árbol del nodo C, modelizamos una distribución atómica no es-
pecificada, dibujada con un signo de interrogación, indicando que cuando D2 = n 
o D2 = a, la distribución de probabilidad condicionada de C no está especificada. 
Como veremos, para la solución del problema no es necesario especificar la proba-
bilidad de C en esos escenarios. 
El árbol de distribución para D2 tiene tres distribuciones atómicas dos de las 
cuales son determinísticas (con bordes dobles). La compañía escogerá entre dos 
alternativas (reactor convencional o avanzado) sólo si decide no realizar el test (Di = 








{ae,alam} ffj\ nr 
Figura 1.6: Árboles de distribución para las condicionadas en el DI del problema 
del reactor. 
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D2 está compartida por tanto, es decir, la distribución atómica con dos alternativas 
c y a la comparten tres escenarios distintos. También, la distribución condicionada 
de D2 está recortada, es decir, se omiten las ramas correspondientes a los escenarios 
condicionantes que son imposibles. Por ejemplo, si la compañía escoge no hacer el 
test, es imposible observar el resultado del test. 
La distribución para T muestra que si la compañía decide no construir un reactor 
0 si decide no realizar el test (Di = hn o Di = nt), entonces T = nr con probabilidad 
1 independientemente del estado del reactor avanzado. Por tanto, la distribución 
condicionada de T puede colapsarse a través de A, dado Di = hn o Di = nt. Las 
distribuciones colapsadas se representan indicando el conjunto de posibles valores en 
una sola rama que emana del nodo. Proporciona una representación más compacta 
que la tabla usual de los DI y son un tipo de coalesc^hcia. Más aún, los valores hn 
y nt comparten un subárbol. 
Las distribuciones condicionadas de las tres funciones de utilidad proporcionan 
otros ejemplos de distribuciones colapsadas, recortadas y compartidas. Son nodos 
determinísticos porque asignamos una sola utilidad para cada escenario, pero no 
utilizaremos bordes dobles. 
Los árboles de distribución ilustran de forma clara las distribuciones asignadas en 
cada escenario y sus posibles resultados, que pueden ser diferentes en cada escenario, 
algo característico en problemas asimétricos. Además permiten modelizar muchos 
tipos de asimetrías debidas a distribuciones irrelevantes (distribuciones colapsadas) 
o escenarios imposibles (distribuciones recortadas). Asimismo, permiten modelizar 
muchos patrones de coalescencia. El procedimiento de solución reconocerá todos 
ellos, reduciendo así la carga computacional. 
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1.7.2 Solución con DI asimétricos 
El algoritmo para resolver DI asimétricos es el mismo que para DI convencionales, ver 
Olmsted (1983) y Shachter (1986). Para simplificar los cálculos, SHM proporcionan 
una tabla que describe estructuras especiales de las distribuciones afectadas en cada 
transformación del DI. 
Para el problema del reactor, comenzamos eliminando el nodo C. Esencialmente, 
absorbemos la condicionada de C en la función de utilidad Vi usando el operador 
esperanza. La operación se lleva a cabo considerando cada escenario por separado. 
El caso a estudiar será diferente dependiendo de la estructura de las funciones de 
utilidad y de probabilidad. Como para D2 = n o D2 = a tenemos una distribución 
a priori atómica no especificada para C, y la función de utilidad v\ comparte en ese 
•jf. 
escenario una distribución determinística, se tiene que^ la utilidad esperada para vi 
debe ser esa distribución determinística. Sólo queda un escenario (D2 = c) para el 
que se calcula la utilidad esperada en la forma habitual. La Figura 1.7 muestra el 
resultado de estas operaciones. 
Figura 1.7: DI y árbol de distribución de V\ después de eliminar el nodo C. 
A continuación se borra A. Primero se invierte el arco (A, T), y luego se absorbe la 
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a posteriori para A en la función de utilidad u2. Para invertir dicho arco añadimos 
antes el arco (Di, A) para que A y T tengan el mismo conjunto de predecesores 
directos: cualquier estructura especial en la distribución original se preserva en 
la distribución resultante, y no hay cálculos nuevos. Después, la inversión del arco 
conlleva cálculos numéricos (por medio del teorema de Bayes) únicamente en aquellos 
escenarios que incluyen Di = t. El resto, al corresponder a distribuciones colapsadas, 
permanece igual. Por ejemplo, P(T\A, Di = hn) comparte una distribución atómica 
para todos los estados posibles de A. Por tanto, la distribución a pre-posteriori 
P(T\Di = hn) debe ser esa distribución atómica corápáítida y la a posteriori para 
A debe ser igual a la a priori. La Figura 1.8 contiene el DI y la distribución para T 




m / T \ d .700 (QKVam .300 
Figura 1.8: DI y distribuciones condicionadas para T y A después de invertir el arco 
(A,T). 
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Añadiendo los arcos (D2, A) y (T, u2), modificando los árboles de distribución de 
A y v2 de acuerdo con esto, y absorbiendo después la condicionada para A en la 
función de utilidad v2, podemos ya eliminar A. La Figura 1.9 muestra los resultados 
finales. Los escenarios que tienen un valor V2 = 0, corresponden a casos sin cálculos. 
Los restantes pertenecen al caso general. 
Figura 1.9: DI y árbol de distribución de v2 después de eliminar el nodo A. 
El siguiente paso es borrar D2. Como tiene dos nodos de valor sucesores, intro-
ducimos antes un nuevo supernodo de valor w. Después fusionamos v\ y v2 en w 
(según el teorema 5 de Tatman y Shachter, 1990). También puede aplicarse aquí la 
regla del subconjunto (Tatman y Shachter, 1990) al estar el conjunto de predecesores 
de vi contenido en el de los de u2. Según este heurístico, debemos eliminar ambos 
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nodos ya que no se incrementa el número de operaciones a realizar. La Figura 1.10 
contiene estos pasos. Las estructuras especiales en las distribuciones condicionadas 
se tratan de nuevo como casos especiales. 
o 
D, ®—>\B. 
Figura 1.10: DI y árbol de distribución de w después de combinar vi y«2. 
£>2 puede ya eliminarse. El árbol de distribución de Di (en la Figura 1.6) indica 
las restricciones de las alternativas posibles de D2 en cada escenario condicionante, 
ya que no todos los valores de Di son posibles en todos los escenarios. Eliminamos 
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D2 maximizando w sobre los valores de D2 permitidos por su árbol de distribución. 
Examinamos cada escenario condicionante que corresponda a un conjunto atómico 
de alternativas y seleccionamos la alternativa de máxima utilidad esperada. Notar 
que el árbol de distribución de D2 tiene muchos recortes y sin embargo no se apro-
vechan ni durante el borrado de A ni durante el proceso anterior al borrado de D2. 
Volveremos después sobre esto. La Figura 1.11 refleja los resultados. 
Figura 1.11: DI, árbol de distribución de w y función de decisión óptima para D2, 
después de eliminar D2. 
Eliminamos ahora T siendo w el único nodo de valor afectado (Figura 1.12). Para 
ello, hallamos la esperanza de la función w (Figura 1.11) usando la condicionada de 
T (Figura 1.8). Sólo el escenario Di =t requiere algún cálculo. 
Finalmente, eliminamos D\. Como Di está en el dominio de v3 y w, combinamos 
antes v3 (de la Figura 1.6) y w (de la Figura 1.12) obteniendo v. 
La Figura 1.13 muestra el DI y el árbol de distribución de v después de combinar 
i>3 y w. A continuación eliminamos Di maximizando v sobre los valores posibles 
de Di indicados en el árbol de distribución de Di (en la Figura 1.6). La decisión 
óptima para Di es Di = t, y la máxima utilidad esperada asociada es 8.128 Mill.$. 
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Figura 1.12: DI y árbol de distribución de w, después de eliminar el nodo T. 
0 
Figura 1.13: DI y árbol de distribución de v después de combinar v$ y w. 
El número de operaciones realizadas se contabilízian en la Tabla 1.1. El número 
total se eleva a 53 operaciones. En todos los recuentos no se está teniendo en cuenta 
ninguna operación trivial. 






















1.8 Diagramas de decisión secuenciales 
Estos diagramas se deben a Covaliu y Oliver (1994) y pueden considerarse una 
variante de los DI. 
1.8.1 Representación con DDS 
El problema de decisión se modeliza mediante un digrafo formado por: 
• un DI convencional, para revelar las independencias condicionales, y 
• un DDS, para revelar los aspectos asimétricos y secuenciales del problema. 
Un DDS es un grafo dirigido acíclico con el mismo conjunto de nodos que el DI. 
Numeramos todos los nodos del DDS según las direcciones de los arcos, de forma 
que el primero es el único nodo fuente y el .último es el nodo de valor. 
El orden parcial entre pares de nodos implicado pdf el DI no puede contradecir el 
implicado por el DDS. Por ello, debemos invertir el arco (A, T) en el DI de la Figura 
1.5 ya que contradice el orden implicado por el DDS. Notemos que este preproceso 
es innecesario y hace pensar que esta técnica va a ser similar a la de los ArD. El DI 
y el DDS son ahora compatibles. En la Figura 1.14 se muestra el digrafo para el 
problema del reactor. 
Figura 1.14: DI y DDS para el problema del reactor. 
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Notemos que el DI es algo distinto al de la Figura 1.5. En un DI asimétrico, los 
arcos que inciden en cualquier nodo indican qué variables son las que condicionan el 
árbol de distribución asociado. Para los DDS necesitamos sólo las relaciones usuales 
observadas en los DI convencionales. Por eso, no dibujamos los arcos (D-¿,C) y 
(DUT). 
Los arcos del DDS indican que después del nodo origen del arco se podrá realizar 
la variable asociada al nodo destino. Las etiquetas sobre los arcos indican qué 
valores del nodo origen han de tomarse para que el nodo destino se realice. Por 
ejemplo, el arco (Di, T) con la etiqueta t nos dice que s\ realizamos el test (Di = i), 
observaremos su resultado T = m, b o e. Los arcos (Di, v) y (Di, D2) con etiquetas 
hn y nt respectivamente, nos dicen que sin embargo np"observaremos T en los casos 
en que Di = hn o nt. Los arcos (D2, A) y (D2, C) indican que sólo se materializa A 
o C pero no ambos. La etiqueta sobre el arco (D2, Á) también indica dependencia 
de los valores realizados en nodos predecesores, i.e. ja alternativa D2 = a sólo está 
disponible si T ^ m. La ausencia de etiquetas indica que la variable origen del arco 
puede tomar cualquier valor de los posibles. Los cinco caminos dirigidos del DDS 
desde el nodo 1 al nodo 6-muestran los 18 escenarios posibles, que podríamos deducir 
también a partir déL ArD de la Figura 1.4, ahora mostrados de forma compacta, como 
si fuera un árbol comprimido. 
Desde el punto de vista numérico, los datos se organizan en una tabla de formu-
lación, similar a la usada por Kirkwood (1993), que se construye a partir de los dos 
diagramas, de tal forma que el algoritmo recursivo del proceso de solución toma de 
ella toda la información que necesita. La Tabla 1.2 es la tabla de formulación para el 
problema del reactor, que contiene una fila por cada nodo del DDS. Debemos notar 
que la tabla es parte de la representación del problema de decisión. 
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1 3 4 5 
Tin — — — 
nt c — ce 
nt c — cf 
nt a ae — 
nt a al — 
nt a am — 
t c — ce 
t c — cf 
t a ae — 
t a al — 
t a am — 
valores 
















- 1 1 
distribución 
de probabilidad 
.1 .3 .6 
" ^  "1 -
.6^ .244 .096 
J4 .46 .14 
^M, .06 .04 
~ .98 .02 
nodo 
siguiente 
6 3 2 
3 3 3 
5 4 
5 
6 6 6 
6 6 
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En el caso de que la función de utilidad sea separable, se incluye también una 
columna con los factores de esta función. Aunque nuestro problema se ajuste a 
esta situación, preferimos utilizar una utilidad conjunta, como se observa en la 
fila de v, pues no hay todavía una demostración rigurosa de la validez del método 
de Covaliu y Oliver en el caso de una descomposición arbitraria de la función de 
utilidad. Su técnica se especifica para un problema en el que la función de utilidad 
no está factorizada, o bien sí lo está de forma aditiva pero cada factor tiene una 
sola variable en su dominio. Como nuestra versión del problema del reactor no 
corresponde a ninguna de estas dos situaciones, es por Jorque usamos la versión no 
factorizada de la técnica de los DDS para representarlo y resolverlo. 
El término historia en el nodo i hace referencia a ;como se llega a cada nodo i 
por los caminos dirigidos del DDS. Puede representarse^ mediante una matriz de dos 
filas: la primera lista una secuencia de nodos desde él 1 hasta el i (excluyendo el 
i) y la segunda, lista los correspondientes valores que se realizan en esos nodos. El 
símbolo - denota la ausencia del nodo. Para cada valor del nodo i y para cada 
historia, la función nodo siguiente denota el índice del nodo que se realiza después 
del nodo i, que puede leerse en el DDS. 
Se definen diferentes tipos de historias. Las historias mínimas contienen la infor-
mación necesaria para la formulación del problema. Para un nodo de decisión, las 
historias mínimas contendrán a aquellas variables que afecten a su espacio de valores 
y a su función nodo siguiente. Por ejemplo, para D2, la variable T es la única bajo 
estas condiciones. Para un nodo de azar, las historias mínimas incluirán los nodos 
que bastan para definir su función nodo siguiente y su distribución de probabilidad. 
En el caso del nodo C, por ejemplo, es el conjunto vacío. Para el nodo de valor, 
las historias mínimas las forman los predecesores directos de v en el DI, ya que son 
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suficientes para definir los valores de la función de utilidad correspondiente. Des-
taquemos que los valores de la fila de v en la Tabla 1.2 se han obtenido mediante 
sumas (cinco, en total) de valores dados en el enunciado del problema. 
1.8.2 Solución con DDS 
Denotamos por U)Í(HÍ) = i2[ti|iít] la utilidad esperada en el nodo i dada la historia 
Hi si se toman decisiones óptimas en i (i es un nodo de decisión) y en el futuro. 
Sea N(Hi) el conjunto de nodos en Hi (su primera fila). El método de solución 
se basa en la misma relación recursiva hacia atrás de ios* ArD, pero utilizando las 
historias relevantes. No podemos usar sólo historias mínimas pues al calcular U)Í(HÍ), 
referenciamos los nodos siguientes n¿ y sus historias Mni, y o>i(í/¿) puede no estar 
bien definido si existe al menos un rij tal que N(Hni) \ {i} % N(Hi). 
Las historias relevantes H¡ para un nodo-i, se construyen entonces aumentando 
sus historias mínimas H™ con aquellos predecesores <jel DDS no necesariamente 
directos, que aparecen en historias relevantes de cualquiera de los sucesores directos. 
Es por tanto, una definición recursiva comenzando en el nodo de valor. Covaliu y 
Oliver (1994) explican cómo el algoritmo sigue un orden hacia atrás y hacia delante, 
obteniendo varios beneficios computacionales. 
Para el problema del reactor, N(H¡¡) = {1,3,4,5}, es decir, los predecesores del 
nodo v forman sus historias relevantes. De ahí: 
N(H¡) = i V ( i í n u { { l , 2 , 3 } n { l , 3 , 4 , 5 } } = 0 U { l , 3 } = {l ,3} 
N(H¡) = iV(/í4" l)U{{l )2,3}n{l,3,4,5}} = {2}U{l ,3} = {l ,2,3} 
N(H¡) = N{H?) U {{1,2} n {1,2,3}} = {2} U {1,2} = {1,2} 
N(H¡) = 0 U { { l } n { l , 2 } } = {l} 
N(H[) = 0 
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La solución del problema del reactor es como sigue. u>6 es la función de utilidad 
asociada al nodo v en la tabla de formulación. Por ejemplo, 
0>6 
1 3 4 5 
hn — — — 
= 0. 
Primero eliminamos el nodo C. Como las historias relevantes de C contienen a 




1 3 5 \ / 1 3 5 
= LÜQ i .98 + w6 




1 3 4 5 
nt c — ce 
.98 + u6 
1 3 4 5 
nt c — cf, 
.02 
= 8 x .98 - 4 x .02 = 7.76 
Notar que la segunda igualdad se debe a que u>$ 1 3 4 5 
nt c — ce 
es simplemente 
una versión estandarizada de LÜQ 1 3 5 





= 7 x .98 - 5 x .02 = 6.76. 
A continuación borramos A. 
a>4 
1 2 3> 




1 2 3 4 \ ( 1 2 3 4 , 
.66 + o;6 I .244 + 
nt — a ae) \nt — a al 
+ (¿6 
1 2 3 4 
.096 = 
nt — a am 




1 2 3 
t b a 
— —0.36 y Ui 
1 2 3 
t e a 
= 9.04 





= max < W5 
1 2 3 
nt 
^ 1 2 3^ 
, 0 > 4 
nt — a 







' 1 2 3 
W5 
í m c 






= max{6.76, -0.36} = 6.76 [c] 
= max{6.76,9.04} = 9.04 [a] 
Kt ej 








' i 2^ 
\* bJ 
.3 + u>3 
Finalmente, eliminamos D\\ 
u)i = max < ÜJ6 ,w3 
/m / V ni 
í1 ^  .6 = 8.128. 
, ^ 2 
= max{0,7.76,8.128} = 8.128 [í] 
Esencialmente, el algoritmo sigue la pista de las historias completas, pero antes 
de hacer ningún cálculo comprueba si su parte relevante se ha calculado antes. Las 
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alternativas óptimas se indican entre corchetes y u)\ contiene la máxima utilidad 
esperada. Las operaciones que primero se han de contar son las necesarias para 
rellenar la tabla de formulación: 5 sumas para hallar los valores de v y 21 para el 
preproceso. En la resolución contamos 31 operaciones: eliminar C supone realizar 4 
multiplicaciones y 2 sumas, y eliminar D\ conlleva 2 comparaciones. Las restantes 
operaciones hasta 31 son las mismas que se hicieron con el ArD. El total se eleva a 
57 operaciones. 
La Figura 1.15 muestra los pasos seguidos al eliminar cada nodo. Lo hacemos 
manipulando concurrentemente el DI y el DDS (Covalín,vl994), obteniendo en cada 
paso otros modelos compatibles que manifiestan aspectos complementarios de los 
correspondientes (sub)problemas de decisión. Así, el L)DS de la Figura 1.15c) revela 
que sólo cuando Di = t, la utilidad esperada dependeídel resultado del test. 
1.9 Redes de evaluación i 
Las RE se deben a Shenoy (1992, 1993a). Recientemente se han extendido a pro-
blemas asimétricos (Shenoy, 1995). 
1.9.1 Representación con RE 
Las RE conectan las variables (decisión y azar) del problema mediante arcos dirigidos 
que expresan restricciones de información. Se denomina marco al conjunto de valores 
o configuraciones de cada variable. Por conveniencia, el marco del conjunto vacío 






D, v d) D, v. 
Figura 1.15: Eliminación concurrente de nodos. 
31 
Las RE introducen además nuevos tipos de nodos: 
• Los factores multiplicativos de la distribución de probabilidad conjunta, con 
forma triangular, se denominan evaluaciones de probabilidad (e.p.) o potencia-
les. 
• Los factores de la función de utilidad conjunta se denominan evaluaciones de 
utilidad (e.u.). 
• Existe otro tipo de evaluaciones, las evaluaciones indicadoras (e.i.), con forma 
triangular de bordes dobles, que representa restricciones cualitativas sobre los 
marcos conjuntos de las variables. Para definir este tipo de evaluaciones basta 
describir los elementos de su marco asociado qu^ tengan probabilidad 1, refle-
jando que son los únicos elementos posibles. <% 
Los arcos no dirigidos que conectan las variables ©on las evaluaciones denotan 
los dominios de éstas. Notemos que las e.p. indican "exclusivamente los dominios 
de las funciones factores de la distribución de probabilidad conjunta, no qué tipo 
de probabilidad (condicionada, conjunta) se tiene. La Figura 1.16 y la información 
de las Tablas 1.3 y 1.4 constituyen una representación completa del problema del 
reactor mediante una RE. 
A 
Figura 1.16: RE para el problema del reactor. 
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H.5, = {{hn, nr, n), (ni, nr, c), (ni, nr, a), (i, m, c), (i, 6, c), (i, b, a), (i, e, c), (i, e, a)} 
QSj - (n, nc), (c, ce), (c, cf), (a, nc)} 
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Observamos que hay tres e.u. fi,U2 y ^3, que son los sumandos de la descompo-
sición aditiva de la función de utilidad. Las e.i. ¿i y í2 equivalen, respectivamente, 
a los árboles de distribución de Di y de C del DI, cuyo significado ya estudiamos 
entonces (ver Figura 1.6). Los potenciales a y ¡3 son las distribuciones marginales 
de A y de C, respectivamente, r representa la misma información que la Figura 1.2, 
con el estado nr añadido para T. Notemos que se ha definido un nuevo valor nc 
para C que indica la no relevancia del valor que tome C. 
Los conceptos de e.i. y marco efectivo permiten modelizar y resolver proble-
mas asimétricos. El marco efectivo de un conjunto dé^yáriables es un subconjunto 
del marco asociado, conteniendo sólo aquellas configuraciones posibles. Se definen 
usando las e.i. ya que son éstas las que controlan las configuraciones posibles y pue-
den además calcularse por computación local (Shenojfc 1995). Q,s denota el marco 
efectivo del conjunto de variables s. Algunos.ejemplosípueden verse en las Tablas 1.3 
y 1.4. Por ejemplo, al usar el marco efectivo £1{D2,Q) aparecen sólo 4 configuraciones 
en lugar de las 9 que se tendrían usando el marco completo de {D2,C}. Toda la 
información numérica de las evaluaciones y todos los cálculos de la fase de solución 
se harán sobre los marcos efectivos. 
1.9.2 Solución con RE 
Para resolver el problema se utiliza el algoritmo de fusión (Shenoy, 1992). Las 
operaciones que se realizan son combinaciones y marginalizaciones de evaluaciones. 
La combinación de dos e.p. o de dos e.u. 7r¿ y -Kj, se simboliza mediante 7Tj <S> TTJ y es 
la multiplicación de ambas. Sólo en el caso de que las dos sean factores aditivos de 
la función de utilidad conjunta la operación será la suma de ambas. Notemos que 
esta operación es asociativa excepto cuando intervienen una (o más) e.p. y más de 
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una e.u. La combinación de dos e.i. es otra e.i. que vale uno en el conjunto formado 
por la unión de los marcos de cada evaluación. Por último, combinar evaluaciones 
de diferente tipo consiste en multiplicarlas, donde en el caso de intervenir alguna 
e.i., no habrá que realizar ningún cálculo ya que las e.i. valen 1 sobre los marcos 
efectivos. 
La marginalización de una evaluación reduce el dominio donde ésta está definida. 
Para una e.i. consiste en quedarse con las configuraciones del nuevo dominio redu-
cido. Para una e.p. es la operación común en el Cálculo de Probabilidades. Para 
una e.u., depende del tipo de variable que vamos a eliminar de su dominio. Así, si a 
es una e.u. con dominio el conjunto de variables h, entonces la marginal de a para 
h — {X}, denotada a^h~^x^\ es la siguiente e.u. definida V c 6 Q.h-{x}'-
y^ a(c, x), si X es He azar 
a¿("-W)(c) = 4 x£üx . ;;;• 
maxaíc, x), si" X es4le decisión 
Básicamente, el procedimiento para suprimir una variable con el algoritmo de 
fusión consiste en combinar todas las evaluaciones que contienen a dicha variable en 
su dominio y después marginalizar la función resultante eliminando de su dominio a 
la variable. Esta es la llamada fusión, que depende del tipo de variable a eliminar. 
El algoritmo requiere que la RE esté bien definida (Shenoy 1992, 1995). 
Aplicamos esta técnica al problema del reactor. Comenzamos eliminando la va-
riable C que conlleva combinaciones en el marco de {D2, C}. La Figura 1.17 muestra 
los resultados; los detalles numéricos aparecen en la Tabla 1.5. Observemos que no 
hacemos ningún cálculo para hallar (3 <g> 62 al ser <52 una e.i., pero 62 sí contribuye a 
la información sobre el dominio de la combinación: el dominio de fi <g> 52 es {D2, C} 
mientras que el de ¡3 es C. 
Ahora eliminamos el nodo A. Como A está en el dominio de sólo algunas e.u., 
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Figura 1.17: Fusión con respecto a C para el problema del reactor. 























| : 7.76 
'1, ° 
debemos calcular una nueva e.p. r' = (a <g> r)^T y utilizarla después para calcular 
la nueva e.u. u5. La nueva RE se muestra en la Figura 1.18. Las Tablas 1.6 y 1.7 
tienen todos los detalles. 
El siguiente nodo a eliminar es D-x- Como es un nodo de decisión que no pertenece 
al dominio de ninguna e.p., combinamos todas las e.u. y e.i. que incluyen a Di en su 
dominio y calculamos la marginal de la e.u. resultante, eliminando de su dominio la 
variable £)2. Es decir, calculamos (¿i <g> v± <S> V5)^Dl,T^ = VQ. La e.i. 6i se incluye en 
esa combinación porque restringe las elecciones que pueden hacerse en D2, y deben 
entonces considerarse al maximizar. La Figura 1.19a) y la Tabla 1.8 muestran los 
resultados. La columna de \I>£>2 registra las alternativas de D2 donde se alcanzaron 
los máximos. 
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Figura 1.18: Fusión con respecto a A para el problema del reactor. 
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Tabla 1.7: Detalles de la fusión con respecto a A (continuación). 
^{T,D2,A} 
nr n ae 
nr n al 
nr n am 
nr c ae 
nr c al 
nr c am 
nr a ae 
nr a al 
nr a am 
m c ae 
m c al 
m c am 
b c ae 
b c al 
b c am 
b a ae 
b a al 
b a am 
e c ae 
e c al 
e c am 
e a ae 
e a al 

























































































Figura 1.19: Fusión con respecto a D^ en a) y a T en b) para el problema del reactor. 
Tabla 1.8: Detalles de la fusión con respecto a Di-
^{D!,T,D2} 
hn nr n 
nt nr c 
nt nr a 
t m e 
t b c 
t b a 
t e c 








































El nodo T se elimina a continuación. La Figura 1.19b) y la Tabla 1.9 muestran 
los resultados. Finalmente eliminamos el nodo Di, como se muestra en la Tabla 
1.10. 
Esto completa el algoritmo de fusión. Una estrategia óptima se extrae conjunta-
mente de las funciones de decisión ty^ (Tabla 1.10) y \&.D2 (Tabla 1.8). La utilidad 
esperada de esta estrategia es (vj <g> v3)^($>) = 8.128 Mill.$. 
El número de operaciones realizadas es distinto que con un DI (ver Tabla 1.1) 
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Tabla 1.10: Detalles de la fusión con respecto a Di. 
















( V T ® W S ) Í 0 ( O ) 
8.128 
* D ! 
í 
sólo en que para eliminar A han hecho falta 17 multiplicaciones y 13 sumas en vez 
de 19 y 12 que requería el DI. El número total se eleva a 52 operaciones. 
1.10 Comparación de los métodos 
Especificamos en las Tablas 1.11 y 1.12 las características más importantes de los 
métodos gráficos analizados. 
Los ArD resultan herramientas expresivas y flexibles, facilitan el seguimiento e 
interpretación de los resultados, y muestran estrategias a seguir además de la óptima. 
La utilización de asimetrías es directa y no requieren métodos de simetrización. Los 
DI, RE y DDS capturan asimetrías localmente, es decir, en la definición de cada 
nodo. Los ArD capturan asimetrías globales, de todo el problema. 
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 Evitable, en parte, con coalescencia (ad hoc) y/o con árbol esquemático 
2
 Tener condicionadas no es tan factible en modelos no causales 
3
 Los órdenes de asignación de probabilidades implicados por el DI y el DDS han 
de ser compatibles y entonces suele ser necesario un preproceso 
4
 Arcos hacia nodos de azar en el DI 
5
 E.p., e.i. y arcos asociados 
6
 Distribuciones compartidas, colapsadas y recortadas 
7
 Siempre que se tenga factorización en condicionadas 
8
 Afecta al aprovechamiento o no de la coalescencia, dependiendo de cómo se com-
plete el orden 
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problema de los dos árboles y utilización de la distribución conjunta 
2
 a veces no hace falta calcularlas 
3
 a veces, en el preproceso de probabilidades (Shenoy, 1994a) 
4a veces, en la inversión de arcos, al demandar condicionadas (Shenoy, 
1994a) 
5
 aunque su dominio no es explícito 
Sin embargo, el tamaño del ArD crece exponencialmente con el número de va-
riables del problema, y presenta el problema de los dos árboles en la representación 
y solución del problema, debido a la incapacidad para detectar las independencias 
condicionales. Las desventajas principales de los ArD se deben a que unen en el 
mismo diagrama la representación (difícil de automatizar) y la solución. 
Los DI y las RE no requieren preproceso para la representación del problema, 
facilitando enormemente la comunicación entre el analista y el decisor. Los DI 
asimétricos capturan las asimetrías prácticamente como los ArD, y las independen-
cias condicionales como los DI convencionales. 
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Los DDS recogen los aspectos asimétricos de forma gráfica, más compactamente 
que los ArD, y de forma analítica, a través de los distintos tipos de historias. Las 
historias mínimas contienen la información necesaria para la formulación del pro-
blema y las relevantes, la necesaria para la resolución. Esto revierte en una mayor 
independencia de los datos que los DI y las RE y en menos requisitos de almacena-
miento, al menos en la etapa de formulación. Sin embargo, como vimos al resolver 
el problema del reactor, prácticamente se utilizan las historias completas, aunque 
de forma eficaz. A diferencia de los otros métodos, los DDS no permiten aprove-
char la estructura separable de la función de utilidad lo que revierte en una pérdida 
de localidad. Como los ArD, los DDS requieren el preproceso de probabilidades 
(para rellenar la tabla de formulación), acudiendo para ello a otros métodos, como 
la inversión de arcos de su DI asociado. 
Los DI y los DDS permiten identificar la información innecesaria del problema 
mediante la identificación de los nodos irrelevantes, ver Shachter (1988) y Covaliu 
(1994), simplificando el modelo inicial y disminuyendo la carga computacional. 
A diferencia del resto de los métodos, las RE representan directamente cualquier 
modelo probabilístico, sin necesidad de realizar ningún preproceso. Esta ventaja 
no es tan importante si recordamos que asignar modelos con condicionadas es muy 
intuitivo (sobre todo, en modelos causales y cuando la asignación la realiza un 
experto). En estos casos es más natural utilizar un DI o un DDS. Las RE también 
se utilizan entonces, pudiendo deducirse las independencias condicionales (Shenoy, 
1994b). 
Las RE son más flexibles al ser el único método que no requiere un orden total 
de las variables de decisión (propiedad de memorización). Como consecuencia, pre-
sentarán el inconveniente de ofrecer eventualmente un mayor número de secuencias 
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posibles de borrado de nodos. 
Las RE presentan en el propio diagrama las asimetrías estructurales mediante las 
e.i. El mismo efecto producen los DI pero en el nivel numérico, con los árboles de 
distribución, y los DDS con las historias. Su aprovechamiento en la fase de solución 
es posible gracias a los marcos efectivos (en las RE), las estructuras especiales de 
los árboles de distribución (en los DI) y las historias relevantes (en los DDS). 
En las RE, la distribución de probabilidad conjunta puede descomponerse en 
funciones con dominios más pequeños que en los DI. Ello se debe a que los DI sólo 
permiten tener distribuciones condicionadas. Así, por ejemplo, la distribución de 
T tiene como dominio a {Di,A,T} en el DI y sin embargo, a {A,T} en la RE. El 
árbol de distribución de T del DI se obtendría de la RE calculando S^Dl'T^ ® r. Y el 
árbol de distribución de C, haciendo /? <g> 62, aunque de esta forma no obtendríamos 
una distribución no especificada, aspecto que no permiten modelizar las RE. Resulta 
útil no tener que especificar ciertas distribuciones aunque no podrán responderse a 
muchas preguntas. SHM no dan un método para saber si un problema está o no 
completamente especificado. La propiedad anterior de las RE implica a su vez, mayor 
localidad en la fase de solución. Así, mientras para eliminar el nodo A de la RE 
trabajamos en el marco'efectivo de {T,D2,A} (que conlleva utilizar como máximo 
un marco de tres variables {Di, T, D2}, ver (1.2) más abajo), para eliminarlo del DI 
lo hacemos en {£>i,T, D2,A}. 
Sin embargo, la presentación de datos en árboles de distribución es más compacta 
que en las tablas de las RE, gracias a recursos tales como recortes y comparticiones. 
Para ello, basta observar por ejemplo, la compacidad del árbol de distribución de 
v2 (Figura 1.6) frente a la Tabla de v2 de la RE (Tabla 1.3). La RE no permite 
modelizar la irrelevancia del nodo A en la asignación de v2, para los escenarios 
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D2 = n o c, los cuales además, comparten un subárbol. Esta propiedad confiere a 
los DI mayor expresividad que las RE para representar asimetrías. 
Los DI asimétricos requieren que las variables condicionantes del árbol de distri-
bución asociado a un nodo coincidan con aquéllas cuyos arcos inciden en ese nodo 
en el diagrama. Esto produce árboles demasiado extensos, en los que la búsqueda 
de los recortes se hace tediosa y poco eficiente, y donde se pierde la computación 
local. Proponemos solucionar esto distinguiendo en el DI dos tipos de arcos sobre 
los nodos de decisión: arcos de dependencia (sí son necesarios para la distribución 
del nodo) y arcos informativos o de memoria (variables cuyo resultado conoce el 
decisor cuando toma la decisión de ese nodo, pero que no afectan al conjunto de 
alternativas disponibles). También habría arcos mixtos de info-dependencia. 
Los DI asimétricos presentan información duplicada en los árboles de distribución. 
Por ejemplo, T = nr con probabilidad 1 si Di = hn o nt en el árbol para T (ver 
Figura 1.6). El recorte de T en el árbol de D2 describe la misma información: si 
Di = hn o nt, T = nr es la única posibilidad. Todo esto exige entonces que haya 
consistencia entre ambos árboles, aunque los recortes sean un recurso opcional para 
ganar en eficiencia. Con las RE no se tiene este problema pues primero se especifican 
las e.i., después se calculan los marcos efectivos y finalmente se especifican los valores 
numéricos de las e.p. y de las e.u. No hace falta especificar los escenarios posibles 
más de una vez; de aquí se deducen automáticamente los nuevos recortes. 
Algunos árboles de distribución de los DI contienen información innecesaria. Por 
ejemplo, para obtener la Figura 1.11, sólo se utilizan 8 datos de los 12 que tiene 
la Figura 1.10, de la que procede. Prueba de ello es también que las operaciones 
realizadas para obtener -7.2 de la Figura 1.9, que son 2 multiplicaciones y 1 suma, 
no se realizan con ningún otro método. Esta desventaja proviene del hecho de que 
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la distribución de D2 inicial, que contiene los escenarios posibles, sólo la utilizamos 
al eliminar D2. Y sin embargo, habría mayores ahorros si al añadir el arco (T, v2) el 
algoritmo dedujese los recortes debidos a la secuencia D\,T y D2 que aparece en el 
árbol de distribución de v2, deducibles precisamente de la distribución de D2. Pero 
el método de SHM no sistematiza este tipo de operación: no pueden crearse recortes 
o comparticiones nuevas al añadir un arco. 
Las RE sí automatizan este aspecto: al eliminar A están teniendo en cuenta las 
restricciones que se representan en Si sobre D2 ya que el marco efectivo £1{T,D2,Á} de 
la Tabla 1.7 se calcula localmente según: 
S2LD2®SÍ{T'D2}®LA, ' (1-2) 
donde i¿ es la e.i. trivial ÍÍM = {ae,al,am}. 
Las condiciones que se imponen al problema para que esté bien definido según 
cada método de representación, trae como consecuencia la incapacidad para mode-
lizar algunas asimetrías. Así, los DI sólo exigen formar un grafo dirigido acíclico 
para que el problema esté bien definido. Las RE exigen condiciones más costosas 
de comprobar (Shenoy, 1995). En el problema del reactor, esto causa que ambos 
métodos no puedan*, modelizar una asimetría: la distribución condicionada de A es 
irrelevante si D2 = c o n. Sin embargo, estamos permitiendo que A = ae, as o am 
cuando D2 = n o c. Si quisiéramos modelizar esto en el DI, tendríamos un arco 
(D2,A) en el DI, que crearía un ciclo. Los DDS sí modelizan esto a través de la 
función nodo siguiente: el nodo siguiente a D2 — c es C y a D2 — a es A, como 
puede verse en la Figura 1.14 o en la Tabla 1.2. 
Las RE no realizan las divisiones innecesarias (y sus correspondientes multipli-
caciones compensatorias) que realizan el resto de métodos en determinadas situa-
ciones, ver Shenoy (1994a). En general, con potenciales arbitrarios y factorización 
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aditiva de la función de utilidad, no pueden evitarse las divisiones si queremos tener 
computación local. En esos casos, la eficiencia de las RE, DI y DDS son similares. 
Las RE representan las distribuciones de probabilidad mediante nodos. Esto 
implica mayor número de nodos y arcos en el diagrama, y por tanto, crea mayor 
confusión en la representación de problemas de gran dimensión. Por otra parte, pre-
cisamente por no realizar divisiones innecesarias (como consecuencia de no demandar 
condicionadas), las tablas del algoritmo de fusión que contienen las funciones de de-
cisión de cada nodo de decisión no proporcionan la utilidad esperada en ese nodo. 
Esto podría resultar un inconveniente a la hora de realizar análisis de sensibilidad. 
Las diferencias entre las operaciones realizadas por los métodos tienen que. ver 
con las propiedades vistas. Así, aunque en este ejemplo sea inapreciable, los ArD 
realizan más operaciones en la fase de preproceso que el resto de los métodos por no 
realizar computación local, con el consiguiente incremento de requisitos de memoria. 
Los DI realizan operaciones innecesarias debido a la falta de implementación de los 
recortes y comparticiones en el momento de añadir un arco. Las RE realizan algunas 
operaciones que no se hacen con el DI. En nuestro ejemplo, 2 sumas en la Tabla 
1.6 para T = nr, que calculan la marginal de A, que se tenía ya originalmente. 
El DI trabaja con una distribución atómica determinística que evita las 2 sumas 
anteriores. Los DDS realizan operaciones similares a los ArD pero el preproceso 
se hace localmente. Sin embargo, como vimos en nuestro ejemplo, las referencias 
recursivas del algoritmo se hacen a través de las historias completas, aunque al 
menos las historias relevantes eviten cálculos repetidos. Al no poder aprovechar la 
separabilidad de la función de utilidad, se trabaja en conjuntos con mayor número 
de variables y se han de realizar cálculos innecesarios para definir la utilidad de 
partida. 
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1.11 Conclusiones y recomendaciones 
La introducción de herramientas gráficas para la representación y evaluación de pro-
blemas de decisión ha posibilitado, entre otras cosas, la automatización de algunas 
partes del AD. La principal contribución de este capítulo es poner de manifiesto 
las diferencias entre las herramientas existentes al tratar problemas asimétricos de 
decisión. Hemos detallado las formas de asimetría en los problemas de decisión. 
Además, hemos extendido el método de DI asimétricos de SHM a varios nodos de 
valor. Todo el estudio se ha hecho desde un punto de vista crítico y se ha ilus-
trado con un ejemplo. Las tablas de propiedades suministradas junto con el análisis 
comparativo pueden ser de gran ayuda a la hora de tener que elegir un método. 
Prueba de este avance en la implementación es el numeroso software disponible, 
como Supertree de McNamee y Celona (1990) para ArD, InDia de Gordon y Nease 
(1991) y Diana de García de la Cruz (1993) para DI, y Valnet de Alberite (1995) 
para RE, entre otros. 
Es evidente que la eficiencia de los cuatro métodos aplicados a nuestro problema 
no queda demostrada contando solamente el número de operaciones. Lo interesante 
sería ver en general cómo crece tal número en función del tamaño del problema. 
Pero esto depende en gran medida de la estructura del problema. Además, existe 
otro tipo de operaciones que debe tenerse en cuenta: 
En la fase de modelización, 
• La definición de las variables y sus rasgos asimétricos: 
- en los ArD, el preproceso para representar las creencias 
- en los DI, los árboles de distribución 
- en los DDS, las historias mínimas, el preproceso para representar las cre-
48 
encías y el cálculo de la utilidad conjunta 
- en las RE, las evaluaciones indicadoras. 
• Ver si ha sido necesario crear configuraciones ficticias. En nuestro ejemplo, 
sólo las RE crearon para C el estado nc, para indicar irrelevancia del valor de 
C. Sin embargo, es más agradable semánticamente no explicar qué significado 
tiene nc, como hicieron los demás métodos. También se creó nr para la variable 
T, en todos los métodos salvo en los ArD, y n para D2 sólo en las RE y DI. 
En la fase de solución, 
• Comprobar si una operación a realizar es o no trivial: las operaciones con ceros 
y unos no las teníamos en cuenta por ser 'baratas', pero obviamente hay que 
detectarlas y ocupan espacio en memoria. En esto, las RE son quizá las menos 
eficientes. 
• Contar cuántas búsquedas de información almacenada se realizan en la elimi-
nación de nodos y cuál es el máximo número de configuraciones utilizadas en 
ello. 
• Contar cuál e&,el dominio utilizado con más variables durante la ejecución del 
algoritmo. 
Dado que la filosofía de cada método es diferente, es difícil encontrar una forma de 
medir todos estos aspectos en una escala común cuasi cuantitativa. Para recomendar 
entonces una de estas técnicas, hacemos la siguiente apreciación final: consideramos 
que los DDS son una mera traducción automática de los ArD con mejoras en la 
detección de independencias condicionales gracias a la utilización de DI; las RE, 
a pesar de automatizar eficientemente los escenarios posibles mediante los marcos 
efectivos, son quizá menos intuitivas. Los DI, una vez extendidos aquí al caso 
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de varios nodos de valor, constituyen una herramienta amigable, permitiendo una 
descripción casi directa del problema y permitiendo dejar elementos sin especificar. 
Consideraremos, por ello, a los DI como punto de partida en lo que sigue. 
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Capítulo 2 
Diagramas de influencia bajo 
información parcial 
2.1 Introducción 
Los diagramas de influencia (DI) (Shachter (1986), Smith (1989a, 1989b)) se uti-
lizan, tal y como vimos en el Capítulo 1, para representar y resolver problemas 
complejos de Inferencia y de AD. Un Bayesiano que usa DI debe proporcionar en-
tradas precisas de«sus juicios (preferencias y creencias) en los nodos. Por otra parte, 
los Bayesianos robustos, ver por ejemplo Berger (1994), han expuesto ampliamente 
las dificultades de proporcionar tales asignaciones de forma precisa. En la práctica 
es frecuente encontrar decisores que prefieren soluciones flexibles y abiertas a mo-
dificaciones posteriores, antes que soluciones determinadas bajo la hipótesis de que 
sus juicios iniciales son absolutos y permanentes. Hay que tener en cuenta que los 
datos de entrada son constantemente revisados a medida que el decisor comprende 
las implicaciones y posibles inconsistencias de sus juicios. 
Por tanto, parece natural preguntar qué hacer una vez que hemos construido un 
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DI y tan sólo somos capaces de asignar algunas restricciones sobre las probabilidades 
y las utilidades. Este es el tema de este capítulo, que puede verse como un primer 
paso hacia una aproximación coherente al análisis de sensibilidad en DI. Con este 
último podrán explorarse las consecuencias de perturbaciones sobre las probabili-
dades y utilidades en los resultados del análisis, e investigar así la robustez de las 
conclusiones del problema de decisión. 
Los fundamentos para nuestro marco son los de Ríos Insua (1992). Allí se su-
giere un modelo para creencias y preferencias imprecisas a través de una clase de 
distribuciones de probabilidad y una clase de funciones de utilidad. Las creencias se 
modifican aplicando la fórmula de Bayes a cada miembro de la clase. Un modelo pa-
ramétrico asocia a cada alternativa a¿ una función de evaluación \&j(tu), típicamente 
la utilidad esperada (u.e.), que depende de parámetros w G S que modelizan la im-
precisión en las creencias y preferencias del decisor: una alternativa a¡ es a lo sumo 
tan preferida como una alternativa a* si y sólo si Vj(w) < ^k(w),^w G S. En 
consecuencia, debemos buscar alternativas no dominadas. 
Implementamos este marco cuando el problema de decisión está modelizado me-
diante un DI. Después de introducir los DI bajo información parcial, sugerimos 
cómo calcular las alternativas no dominadas en él. Los algoritmos para el cálculo 
de alternativas óptimas en DI convencionales pueden generalizarse para calcular las 
alternativas no dominadas en DI bajo información parcial. Damos reglas eficien-
tes para el proceso, así como un análisis de aspectos relacionados con la tarea de 
encontrar dónde será necesaria información adicional. 
Un ejemplo sugiere un problema potencial: el tamaño del conjunto no dominado 
puede crecer enormemente a medida que procedemos hacia atrás en los cálculos. 
Por tanto, introduciremos algunos criterios adicionales para limitar el tamaño de los 
52 
conjuntos, y eventualmente, escoger una alternativa no dominada. Conjeturamos 
que para otros modelos gráficos como los estudiados en el Capítulo 1, los procedi-
mientos son similares. Un resumen de este capítulo puede verse en Bielza, D. Ríos 
Insua y S. Ríos Insua (1996). 
2.2 Diagramas de influencia bajo información parcial 
Suponemos que es conveniente modelizar un problema de AD a través de un DI 
estructural, es decir, un grafo dirigido acíclico G = (N,A), cuyo conjunto de nodos 
iV está particionado en tres subconjuntos (ver Capítulo 1): nodos de decisión i G D, 
nodos de azar i G C, y un nodo de valor v, sin sucesores. C(i) denota los predecesores 
directos del nodo i en el grafo. 
Supondremos v.a. que toman un número finito de valores y decisiones con un 
número finito de alternativas. ílj denotará el conjunto donde toma valores la variable 
i. Clj con J = { n i , . . . , n r } C N indicará el espacio Qni x • • • x í)„r y xj el vector 
(xni,... ,xnr). Además, las decisiones están totalmente ordenadas, es decir, existe 
un camino dirigido que contiene a todas ellas. 
Consideramos ej caso en el que hemos construido un DI estructural pero sólo 
podemos recoger información parcial sobre las asignaciones necesarias en los nodos 
de azar (distribuciones de probabilidad) y de valor (función de utilidad), en conso-
nancia con el análisis Bayesiano robusto, ver Berger (1994). Estas asignaciones se 
expresarán ahora de forma paramétrica. 
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Definición 2.1 Un DI bajo información parcial (DIIP) es un DI estructural tal que: 
• En cada nodo de azar i, las tablas de probabilidad (posiblemente) condicionadas 
dependen además de algunos parámetros W( G S¿.' asignamos una clase de dis-
tribuciones de probabilidad {Tti(xi\xc(i),Wi)}Wi€s¡, con xc(i) valores que las v.a. 
Xc{i) asociadas a los nodos C(i) pueden tomar, y Si el conjunto paramétrico 
correspondiente. 
• En el nodo de valor v, la utilidad esperada es una función de los predecesores 
condicionales C(v) y de algunos parámetros wv G Sv: asociamos al nodo v la 
clase de utilidades esperadas {u(xc(v)\u>v)}wvesv-
Por tanto, consideramos DI en los que hemos asignado clases de distribuciones de 
probabilidad en los nodos de azar y una clase de funciones de utilidad en el nodo de 
valor. 
Ejemplo 2.1 
El ejemplo de la Figura 2.1 ilustra el tipo de diagramas en los que estamos interesa-
dos. En este ejemplo tenemos dos decisiones a tomar, que se denotan por D\ y £>2. 
Para la primera, hay dos alternativas d\\ y dw Para la segunda, efei, CÍ22 y ¿23- Te-
nemos también dos v.a. 0 i y 02- La primera depende de D\ y toma dos valores #n 
y 612. Estamos seguros de las asignaciones P(9n\du,w) = P(6i2\du,w) = .5. Sin 
embargo, no estamos seguros de cómo conseguir información precisa cuando se toma 
di2, por lo que modelizamos P(0n|di2,iu) = W2, P{0\2\d\2,vj) = 1 — W2, W2 G [0,1]. 
De manera similar, 0 2 toma dos valores 621 y #221 y - P ^ i l ^ ) = Wi,P(022\w) = 
1 — IÜI, tüi G [.4, .55]. Los predecesores del nodo de valor son Oí, 62 y D2. Omitimos 
el arco de memoria (Di, D2). < 








































Figura 2.1: Ejemplo de DIIP. 
junto de nodos de azar, y w € S, con S = UiecSi x Sv representando las restricciones 
proporcionadas por el decisor sobre sus juicios. Hacemos depender así de un mismo 
parámetro las utilidades y probabilidades. Notemos que los DI convencionales, como 
en Shachter (1986), son un caso particular de DIIP en los que S es un conjunto uni-
tario, como demandan los fundamentos de la Teoría de la Decisión Bayesiana. 
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2.3 Alternativas no dominadas en DI 
2.3.1 Transformaciones en el diagrama 
Como indicamos en la introducción, nuestro objetivo computacional será el conjunto 
de alternativas no dominadas (en el sentido de Pareto) respecto a una clase de u.e. 
Esto se puede hacer en un DIIP aplicando operaciones similares a las usadas cuando 
se resuelve un DI convencional. Las motivaciones para esto último son: 
• La actualización de creencias en el caso impreciso se hace aplicando la fórmula 
de Bayes a cada miembro de la clase de distribuciones de probabilidad, ver Ríos 
Insua (1992). 
• El cálculo de las alternativas no dominadas se puede realizar vía programación 
dinámica siempre que las funciones objetivo sean separables y monótonas, ver 
Yu (1986). Esto ocurre en nuestro contexto, considerando nuestra parame-
trización y teniendo en cuenta que tomar esperanzas (sumas y multiplicacio-
nes por probabilidades, i.e. funciones no negativas) induce funciones objetivo 
monótonas y separables. 
En la literatura'encontramos aplicaciones de la programación dinámica para 
calcular estrategias no dominadas, como en Brown y Strauch (1965), en el con-
texto de procesos de decisiones secuenciales con horizonte finito. White y El-Deib 
(1986) consideran una función de utilidad imprecisa y un número finito de estados y 
acciones. Bajo ciertas condiciones, obtienen estrategias óptimas para algún valor del 
parámetro que modeliza la imprecisión (es decir, calculan estrategias potencialmente 
óptimas, que veremos más adelante). 
Aplicamos al DIIP tres tipos de transformaciones que mantienen su estado de 
información (transformaciones que preservan el valor): 
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1. Eliminación de un nodo de azar Un nodo de azar i cuyo único sucesor es 
el nodo de valor v puede ser eliminado de un DIIP, heredando v los predecesores 
condicionales de i. 
Esta transformación representa la toma de esperanzas condicionadas. La herencia 
de nodos es como en los DI convencionales (Shachter, 1986). Notar sin embargo, que 
las esperanzas tienen que tomarse paramétricamente. Antes de eliminar el nodo i, 
tenemos una función de utilidad esperada u(xc(v)\w) asociada con cada combinación 
Xc(v) de valores de los predecesores, donde C(v) designa los predecesores de v antes 
de la reducción. Después, obtenemos la u.e. dados los nuevos predecesores C'(v) de 
v: asociamos al nodo v nuevas funciones u' definidas mediante 
u'(xc<(v)\w)= ^2 u(xc{v)\w)lti(Xi\xC(i),w). 
Ejemplo 2.1 (Cont.) 













1 - C O i 
1 - C O i 
.55 
COi 
Figura 2.2: Eliminación del nodo de azar 0 2 . 
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2. Inversión de arcos Un arco (i,j) entre los nodos de azar i y j , tal que no hay 
otro camino dirigido entre i y j , puede ser reemplazado por el arco {j,i). 
Esta transformación es la representación (paramétrica) de la fórmula de Bayes. 
La herencia de nodos es como en los DI convencionales. Las probabilidades cambian 
aplicando la fórmula de Bayes paramétricamente de forma que: 
ir'j{xj\xa(j),w) = XI *j(XJ\xm>w)*i(xi\xc(i)>w) 
Los resultados que ayudan a limitar, para no perder información, el número de arcos 
nuevos introducidos, siguen siendo válidos (Smith 1989a, 1989b). 
Ejemplo 2.2 
El arco (i, j) en la Figura 2.3 se invierte como se indica. <3 
Notar que después de varias inversiones la notación puede hacerse bastante incó-
moda y puede entonces que tengamos que introducir una reparametrización. Esto 
ayudaría a automatizar estas operaciones. Así, en el Ejemplo 2.2, podríamos re-
nombrar 
w3 = 
1U2W1 + .6(1 — wi) 
Para la operación final suponemos que los nodos sumidero ya se han eliminado 
(Shachter, 1986). 
3. Eliminación de un nodo de decisión Suponiendo que no hay sumideros, 
un nodo de decisión i que es predecesor de v y cuyos predecesores incluyen a los 
de v (excepto i), puede eliminarse del diagrama, calculando las funciones de utili-
dad esperada de las alternativas no dominadas, condicionadas a los valores de sus 
predecesores. 
58 








oo2oo,+. 6(1- 00,) (1-00 2)0),+. 4(1- cu,) 
oo2oo,+ .6(1-00,) 
( 1 - 002)00,+ .4(1- co,) 
Figura 2.3: Un ejemplo de inversión de arcos. 
Esta transformación representa el cálculo de las alternativas no dominadas en 
cada nodo de decisión. La herencia de nodos es como en los DI convencionales. Las 
alternativas no dominadas, dado el estado de información del decisor en ese nodo, 
se registran vía 
d¡(xc(v)) = arg ndomXieni>weS U(XÍ,XC>(V)\W), 
y sus u.e. se registran como 
u'{xC'{y)\w) = ndomI<eniiU;e5 U{XÍ,XC'{V)\W). 
Notemos que el conjunto d* de alternativas no dominadas es, a menudo, no uni-
tario y sus elementos no equivalentes. Por eso, dado Xc(v), u'(xc(v)\w) puede ser un 
vector de funciones (ver Figura 2.4 más abajo). 
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Al reducir un nodo de decisión tenemos que resolver una serie de problemas de 
optimización: por ejemplo, si queremos comprobar si una alternativa a, asocia-
da con $j(w) = u{xj,xC'{v)\w) no está dominada por a*, asociada con ^k{w) = 
u(xk,xC'(v)\w), debemos resolver 
min^fcííü) - tyjíw). 
Si el valor óptimo es negativo entonces a¿ no está dominada por a*. 
Ejemplo 2.1 (Cont.) 
Procedemos ahora a la eliminación de D2 cuyo resultado puede verse en la Figura 2.4. 
D, 
-©-*& | e 1 2 co, , 1—co, l -co„ .55 
cy 
Figura'2.4: Eliminación del nodo de decisión D2. 
Por ejemplo, podemos ver que (¿21 € d*D2(6n) porque los valores óptimos de los 
problemas 
min (1/3 - Wi) 
min (1 — toi — wi) 
u)ie[.4,.55] V ' 
son negativos: -13/60 y -0.1, respectivamente. Así, d^i no está dominada por d22 ni 
por ¿23, cuando Qx toma el valor 6n. Por otra parte, ¿22 $ d*D2(0n) al ser positivos 
los valores óptimos de 
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min (w\ — 1/3) 
wi€[.4,.55] 
min (1 - w1 - 1/3) 
ioi€[.4,.65] V ' ' 
que valen 1/15 y 7/60 respectivamente. Cualquiera de estos dos óptimos nos lleva 
a descartar d22 por estar dominada, cuando 6 i toma el valor 6n. < 
Las operaciones anteriores pueden combinarse de forma similar a la empleada 
en la evaluación de DI precisos, constituyendo el algoritmo de evaluación del nuevo 
tipo de diagramas introducidos. En cada nodo de decisión registramos las alterna-
tivas no dominadas, junto con las u.e. en forma paramétrica. En lugar de repetir el 
algoritmo, como en Shachter (1986), con los cambios apropiados en las operaciones 
elementales, lo ilustramos en nuestro ejemplo. 
Ejemplo 2.1 (Cont.) 
Después de las reducciones previas nos queda la Figura 2.5. 
H - ^ 
d„ 
d12 
.5 , .5co,+.275 , 1-Q),, -.5o),+.775 
1-0,-0)2+2(0,0)2 ,o),ovi-.55(l-0)2), 1-<D, ,.55+.45o)2-o),o)2 
<8>-
1-0),, .5co,+.275,-5o),+.775 , l-o),-<o2+2o),a)2, COJWJ+.SSÍI-ÍOJ) , 1-co,, .55+.45ÚV-©,0)2 
dD = {d,„d12} 
Figura 2.5: Eliminación de los nodos 0 i y Di. 
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En la siguiente sección explicamos en detalle los pasos seguidos hasta obtener estos 
diagramas de la Figura 2.5. 
2.3.2 Análisis de un problema 
En la eliminación de £>2, Figura 2.4, obtuvimos conjuntos no unitarios de alternativas 
no dominadas. Como consecuencia, al eliminar la variable ©i, hemos de calcular un 
número mayor de esperanzas que en los DI convencionales, según las combinaciones 
posibles de u.e. presentes en la tabla del nodo de valor. En general, la tabla del 
nodo de valor será como la Tabla 2.1, donde 0\,...,0r son los valores que toma el 
nodo de azar i y ufc¿ es u(xc(v)\{q,dk\w) situada en la columna l de la tabla. Para 
cada xc(v)\{i} > y cada xc(¿)\c(v) tendremos que calcular un total de ji x • • • x j r 
esperanzas. Así, el número de u.e. que hay que guardar en cada tabla del nodo de 





un U12 • • * ulji 
; 
U ri ur2 • • «r¿. 
Tabla 2.1: Tabla genérica del nodo de valor. 
Supondremos que al eliminar un nodo de azar, siempre vamos a seguir cierto 
orden en la elección de las u.e. que van a ponderarse en la esperanza. En concreto, 
supondremos que los elementos elegidos cuyos índices van a variarse primero por 
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columnas son los de la última fila de la tabla, después los de la penúltima,..., los 
de la primera. En el ejemplo, Figura 2.4, el orden es W\ con 1 — w\\ W\ con .55; 
1 — w\ con 1 — w\\ 1 — W\ con .55. Esto facilita la automatización del algoritmo y 
la recuperación de la solución, como expondremos más adelante. 
Para terminar de resolver el ejemplo, debemos calcular las alternativas no do-
minadas al eliminar Di. Notar que las 8 u.e. en el nodo de valor corresponden a 
8 estrategias hasta ahora elegidas de entre las 18 posibles. Las dominancias entre 
éstas pueden producirse dentro de la misma fila de la tabla o en filas distintas. Así, 
dado un nodo de decisión D a eliminar, debemos resolver Wz, y GQD, los problemas 
de optimización: 
[cgy] minuh(z, x&(v) N - ul(y, xc>(V)\w) 
[fu] minuh(z,xC'(v)\w) - ul(z,xc<(v)\w), 
donde el superíndice de la u.e. denota su posición dentro de la fila a la que pertenece. 
[czy] trata la dominancia en filas distintas mientras que [fhi] es en la misma fila siendo 
en este caso h^l. 
En el ejemplo, se obtiene que mmwesuA(du\w) — ul(dn\w) es cero y como 
mineesM^dnliü) — u4(du\w) es -0.075, la estrategia correspondiente a ul(dn\w) 
(tomar primero Di = du, y elegir después D2 = d2i) está dominada por la corres-
pondiente a u4(du\w) (tomar primero d u , y si ocurre ^11(^ 12) tomar ¿23(^22))- Este 
es un problema del tipo [fu]- No hay más relaciones de dominancia. El último 
diagrama de la Figura 2.5 recoge el resultado final. 
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2.3.3 Obtención de todas las estrategias no dominadas mediante el al-
goritmo de evaluación de DIIP 
Demostramos ahora que con el algoritmo de evaluación de DIIP se obtienen todas 
las estrategias no dominadas del problema de decisión asociado. 
Proposición 2.1 Si N denota el conjunto formado por todas las estrategias no 
dominadas del problema (correspondería a las obtenidas si resolviéramos el problema 
transformándolo en una tabla de decisión) y por NA el conjunto de estrategias no 
dominadas obtenidas por el algoritmo de evaluación de DIIP. Entonces, N = N¿. 
Demostración 
Supongamos que 3 8 G N y 8 ^ N¿. Supongamos también que el algoritmo ha 
reducido cierto nodo de decisión D, calculando los conjuntos d*D(xc'(v))- Si 8 afirma 
escoger d e ñ c cuando X&(v) = x&(v), como 8 £ NA, existirá d' G d*D(xc(v)) que 
domina a d. Sea esta etapa del algoritmo la primera (hacia atrás) en que ocurre 
esto con 8. Como las esperanzas inducen funciones monótonas y separables, basta 
tomar una estrategia 8' que escoja d! cuando Xc>(v) — xa(v), y en el resto de su 
definición coincida con 8 hacia atrás. Se tiene que 8' domina a 8 lo que conduce a 
una contradicción. 
Recíprocamente, supongamos que 3 8 G NA y 8 £ N. Existe entonces otra 
estrategia 8' que domina a 8. Se tiene que 8' £ N pues en caso contrario 8' G NA 
lo cual lleva a una contradicción (8, 8' G NA y 8 está dominada por 8'). Por tanto, 
3 8" que domina a 8'. De nuevo se deduce que 8" fi N (pues si 8" G N entonces 
8" G NA y domina también a 8 por la transitividad de la relación de dominancia). 
Continuando el proceso se llega a que N = 0 lo cual es una contradicción al disponer 
de un conjunto finito de estrategias. • 
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2.3.4 Reglas para la eliminación eficiente de un nodo de decisión 
Damos aquí algunas reglas para el cálculo eficiente de alternativas no dominadas 
al eliminar un nodo de decisión D. r' denota la tabla del nodo de valor anterior 
a la eliminación de D. Si r ' se obtuvo a partir de otra tabla r -correspondiente 
a la eliminación de otro nodo de decisión-, mediante la eliminación de un nodo i, 
distinguimos dos reglas según el tipo de nodo que sea i: 
Regla 1 
Si i es de azar: dos u.e. de una misma fila de r ' obtenidas con exactamente las mis-
mas u.e. de r excepto una de ellas, no requieren ser comparadas para comprobar la 
relación de dominancia entre ellas en la eliminación de D. Es decir, no será necesario 
resolver un problema del tipo [fu]- Esto es obvio debido a que equivale a comparar 
elementos de una misma fila en r, los cuales sabemos que no se dominan entre sí. 
La detección de estas comparaciones innecesarias puede automatizarse fácilmente si 
se ha seguido un orden prefijado (como el ya indicado) en el cálculo de las esperanzas. 
En el ejemplo, si numeramos las 8 utilidades i t i , . . . , tig del primer diagrama de la 
Figura 2.5, comenzando por la primera fila, resultan innecesarias las comparaciones 
de tí2*+i con IÍ2*+2, con k = 0,1,2,3. Con esta regla, evitamos 8 problemas [/«]. 
Regla 2 
Si i es de decisión (siendo por tanto, ambos nodos predecesores de v en el DIIP que 
contiene a r) : no será necesario resolver ningún problema [fhi] al eliminar D. Se 
debe a que en r ya se estudiaron las dominancias de elementos que en r ' forman 
parte de una misma fila. 
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Las siguientes reglas tienen relación con las propiedades de la relación de domi-
nancia. 
Regla 3 
Si una alternativa resulta dominada por otra, se descartará del proceso de resolución 
de problemas [czy] y de [/«]. 
Regla 4 
La relación de dominancia cumple propiedades tales como irreflexiva, asimétrica, 
transitiva... que ayudan a deducir comparaciones innecesarias de alternativas al eli-
minar D. 
En el ejemplo, numeramos las estrategias asociadas a U\,..., u% de la Figura 2.5. 
En la Tabla 2.2 recogemos si la estrategia de la fila i está o no dominada por la de 
la columna j (i, j — 1 , . . . , 8). N significa noy S sí; el signo - indica que no ha sido 
necesario estudiar la dominancia del par de estrategias asociadas. 
Supongamos que la tabla se ha ido rellenando ordenadamente por filas. Los 
elementos de la diagonal de la tabla responden trivialmente a la propiedad irreflexiva 
de la relación de dominancia (regla 4). La regla 1 se aplica desde un principio a las 
celdas (1,2), (3,4), (5,6), (7,8) y sus simétricas en la tabla. En la fila y columna 7 
se ahorran todas las comparaciones al ser u-j = i¿3 y la estrategia asociada a u$ ya 
estudiada. La columna 1 y celdas (l , j) , j = 5,6,7,8 aparecen con el símbolo - como 
consecuencia de la regla 3: en la fila 1 se detectó que la estrategia 4 dominaba a la 
1. La celda (4,1) responde, además de a la regla 3, a la propiedad de asimetría de 
la relación de dominancia (regla 4). 


























































Tabla 2.2: Aplicación de reglas 1-4 al eliminar Di. 
resolver, 8 son trivialmente evitables (elementos de la diagonal) y 28 se omiten 
gracias a las reglas eficientes. Tan sólo se realizan 28 problemas tipo [czy] o [/«]. 
Podemos dar una regla más. 
Regla 5 
Usando cualquier LO € S (puede ser por ejemplo una estimación de w dada por el 
decisor), ordenar las alternativas a/s según los valores ^j(co). Si ^ ( w ) > ^¿(w) 
(y por tanto j < k), entonces a¿ no puede estar dominada por a*. En caso de que 
tyj(oo) = ^¿(o;), además de comprobar si a¡ domina a a* hay que ver si a* domina 
a dj. 
Si tomamos en el ejemplo w — (.46, .2), la tabla de dominancias por pares de 
estrategias es la Tabla 2.3. 
En ella se han dispuesto las estrategias según el orden explicado en la regla 5. 
Como todas las ^j(u>) toman valores distintos, obviamos el triángulo superior de la 
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8 4 3 7 6 5 2 1 
N - - - - - - -
N 
N N N 
N N N - - - - -
N N N - N N - -
N S 
Tabla 2.3: Aplicación de reglas 1-5 al eliminar Di. 
tabla. El resto de los símbolos - se explican como en la Tabla 2.2 ya comentada. 
Ahora hemos realizado únicamente 15 problemas de optimización tipo [czy] o [fhi\. 
2.3.5 Pérdidas potenciales en utilidad esperada 
Como resultado de los problemas de dominancia resueltos en la reducción de los 
nodos de decisión, obtenemos estimaciones de las pérdidas potenciales en utilidad 
esperada, como se hace en los estudios de robustez global, ver Berger (1994). 
Así, si dos alternativas di y di con u.e. \I>i(iu) y \I>2(w) son no dominadas, querrá 
decir que se dará una de las siguientes dos situaciones: 
1. ramweS(^2(w) - ^i(w)) = m < 0 y 
m i n ^ s ^ ! ^ ) - <b2(w)) = rri < 0, 
2. mmweS(y2{w) - Vi{w)) = 0 y 
minweS(^iH - # 2 H ) = 0. 
o bien 
68 
De la primera situación deducimos ^ ( w ) + m' < \&i(tu) < ^ ( w ) — m, es decir, 
^\{w) cae en un entorno de centro ^ ( w ) y radio e — max{|m'|, \m\}. Si e es pequeño 
(próximo a cero) se puede descartar una de las dos alternativas controlando con e 
la pérdida de optimalidad. 
En nuestro ejemplo, si tomamos u3 y w8 ya mencionadas, como #1(10) y ^ ( w ) , se 
obtiene m = —0.05 y m ' = —0.1, lo que da e = 0.1. El decisor puede plantearse esco-
ger con mayor seguridad entre una y otra opción sabiendo a qué se atiene. También 
podemos utilizar esta información para, eventualmente, decidir si es necesario obte-
ner información adicional. 
De la segunda situación se deduce ^1 = ^2 (como 113 y u? del ejemplo) y al ser 
e = 0 puede descartarse inmediatamente cualquiera de las dos decisiones di o ¿2-
2.3.6 Recuperación de la estrategia asociada a una u.e. de la tabla final 
de v 
Supongamos que el decisor decide escoger cierta u.e. u(w) acumulada en la última 
tabla del nodo v, habiendo estudiado para ello la pérdida potencial en utilidad por 
no escoger otras. Nos preguntamos ahora si a partir de u(w) puede recuperarse 
la estrategia asociada, utilizando la información registrada durante el proceso de 
evaluación. 
En nuestro ejemplo, supongamos que escogemos u(w) = — .5it>i+.775 de la última 
tabla de v. La pregunta es cuál sería la estrategia a seguir. Localizando u(w) en la 
tabla anterior (de eliminación de 0 i ) , podemos deducir que la decisión a tomar en 
Di es dn. A continuación, y sabiendo por su posición en la tabla cómo se construyó 
u(w) (las esperanzas se hacían siguiendo un determinado orden sobre la tabla de la 
Figura 2.4), deducimos que si ocurre ^11(^ 12) se elegirá (¿23 (¿22)- Tal es la estrategia 
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a seguir si se decide u(w) = —.bwx + .775. 
Como vemos, la búsqueda de la estrategia asociada a una u.e. de la tabla final 
de v no se limita a los conjuntos de alternativas obtenidas al reducir los nodos de 
decisión, como se hacía en DI convencionales. Ahora, típicamente, estos conjuntos 
(de alternativas no dominadas) contendrán menos elementos que u.e. en cada fila 
asociada de la tabla del nodo de valor. 
Se hace entonces necesario dar un algoritmo que indique cómo se recupera la 
estrategia asociada a una función u(w). Básicamente consistirá en ir recorriendo 
hacia atrás todas las tablas obtenidas en el nodo v. Así, si r y r ' son respectivamente 
las tablas del nodo v al terminar las etapas i — lei del algoritmo de evaluación del 
DIIP, queremos sacar conclusiones en r respecto a cierta u que se encuentra en r'. 
Supongamos que r ' se obtuvo al reducir un nodo i. Distinguimos la acción a realizar 
dependiendo del tipo de nodo que sea i: 
— Si i es de decisión, u se encuentra en r además de en r' . Si al localizarlo en r 
se halla en U(XC(V)\{Í},XÍ\W), concluimos: "escoger Xi si ocurre ic(u)\{¡}"-
— Si i es de azar, supongamos que u = u*(:rc"(u)|w) de la tabla r'. La tabla r 
genérica es la Tabla 2.1 ya vista. Para poder sacar conclusiones futuras debemos 
deducir a partir de ¿, el elemento de cada fila de r que originó u. Para ello 
podemos aplicar el siguiente algoritmo: 
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1. k i- O, j¿ <- jx x • • • x j r , E<r- 0. 
2. /c <- fc + 1. SI A; > r, ir a 5. 
3- Jt <~ 3k-i/Jk 
4. DESDE h = l kjk HACER: 
SI E + (h - l)j*k <£<E + hj*k ENTONCES 
apuntar Ukh 
E^E + (h-l)j*k 
ir a 2 
FINSI 
5. apuntar ur^-E) y parar. 
Con H hallamos cuántos elementos seguidos de la fila donde está u provienen 
del mismo u^h (h = 1 , . . . , jk) de r . Al entrar en el SI del paso 4, tenemos 
siempre Jk-iHk grupos de dichos elementos entre las posiciones E y E + jkjl 
de r' . Con ese SI se detecta en cuál de esos grupos se encuentra nuestra u. Al 
final, no hace falta calcular j * pues siempre vale 1 y de ahí el paso 5. Las u^ 
y uT(t-E) constituyen la salida del algoritmo. 
2.3.7 Evaluación de los rangos de las utilidades esperadas 
A pesar del crecimiento progresivo de los conjuntos no dominados, demostramos 
ahora que las u.e. toman valores en intervalos de IR cuya longitud va haciéndose 
menor o igual, a medida que el algoritmo avanza hacia atrás un paso más. De esta 
forma, cuando el decisor opte por una determinada u.e. de la tabla final de v, no 
sólo conocerá la pérdida potencial de optimalidad sino que sabrá que aunque haya 
obtenido funciones de w más o menos complejas, los intervalos donde valoran las 
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u.e. forman una sucesión (finita) decreciente durante la evaluación de un DIIP. 
Facilitamos de nuevo la tarea de reducir el conjunto no dominado. 
La transformación que modifica las u.e. durante la evaluación de un DIIP es la 
eliminación de un nodo de azar. Por tanto, hemos de probar la siguiente afirmación: 
Proposición 2.2 El operador esperanza no incrementa los rangos de las utilidades 
esperadas sobre las que se aplica. 
Demostración 
Basta verlo para un par de u.e. Sean ui(w) y U2(w) dos u.e. que toman valores en 
los intervalos [ai, ¿i], [02,62] de IR, respectivamente. Por simplicidad, escribimos las 
u.e. sólo como funciones de w. El rango del par de funciones ui(w) y U2(w) será 
max{&i, 62} — min{ai, 02}, 
que podemos suponer por ejemplo, igual a 61 — Ü2- Hemos de probar que \ui(w) + 
(1 — X)u2(w) tiene un rango inferior o igual a b\ — a-i, VA G [0,1]. 
Tenemos que, Vw € S, 
Xui(w) < Xbi 
(1-A)ti2(w) < (1-A)6 2 < ( l -A)ft i , 
de donde se deduce 
Xu\(w) + (1 — X)u2(w) < b\. 
Análogamente, se obtiene 
Altólo) + (1 - A)u2(w) > a2 
y con ello queda probada la proposición. • 
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Como ilustración, se puede comprobar en nuestro ejemplo que la u.e. —.5wi + .775 
de la última figura (que tiene rango .075) proviene de aplicar la esperanza a las u.e. 
1 — w\ y .55 de la Figura 2.2 (con rango conjunto igual a .15). A su vez, cada una 
de éstas proviene de aplicar la esperanza a las u.e. siguientes de la Figura 2.1: 0 y 1 
(rango 1), .55 y .55 (rango 0), respectivamente. Por tanto, los intervalos decrecientes 
a los que hacíamos referencia son: al eliminar G2, [0,1] da lugar a [.45, .6] mientras 
que la u.e. .55 permanece invariante. Antes de eliminar 61 tenemos entonces el 
intervalo de valores [.45, .6] que se transforma en el [.5, .575] al reducir este nodo. 
2.4 Criterios adicionales 
El Ejemplo 2.1 muestra un problema potencial en el cálculo de soluciones no domina-
das en un DI: los conjuntos no dominados pueden hacerse muy grandes al movernos 
hacia atrás en el diagrama y la información que se ha de guardar va creciendo 
exponencialmente. Esto no es sólo computacionalmente incómodo sino que también 
puede ayudar poco a centrar la atención del decisor en el problema. Por otra parte, se 
tiene que no es válido realizar una reducción arbitraria del conjunto no dominado, 
eligiendo por ejemplo un subconjunto del mismo al reducir un nodo de decisión. 
Veamos por qué. 
Si en la Figura 2.4 del ejemplo estudiado reducimos los conjuntos a d*D2(9n) = 
{¿21} y d*D2(6i2) = {^ 21}) la eliminación de 0 i proporcionaría una tabla para v con 
u(du\w) = .5 y u(di2\w) = 1 — w1 — w-i 4- 2wiw2- Como las estrategias asociadas a 
estas u.e. son no dominadas entre sí, u\ y u5 ya estudiadas, al reducir Di resulta 
seleccionada la estrategia que escoge Di = du y D2 — d2i> la c u a l vimos que estaba 
dominada (por la asociada a U4). 
Cualquier reducción coherente del conjunto no dominado implica añadir más 
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restricciones a los conjuntos Si, y esto supondría una adquisición adicional de in-
formación. Alternativamente, podríamos escoger una alternativa no dominada in-
tuitivamente atractiva y usarla como base para más discusión y extracción de in-
formación, vía análisis de sensibilidad. Esta es una práctica común en análisis 
Bayesiano robusto. Esto nos lleva a buscar criterios adicionales para escoger una 
solución tales que: 
• tengan una interpretación atractiva, 
• conduzcan a soluciones no dominadas, 
• sean compatibles con la programación dinámica, 
• conlleven cálculos simples. 
Podemos adaptar a nuestro contexto varios criterios del AD bajo incertidumbre, 
ver French (1986), Schneller y Sphicas (1983), y White (1982). Si A es el conjunto 
de todas las estrategias del problema, con nuestra notación tendríamos los siguientes 
criterios adicionales: 
Definición 2.2 a,- € A es S-maximin si Va* G A 
min^jíií;) > min^ í i í ; ) . 
Su interpretación heurística es conocida: protegerse contra un mal resultado. 
Definición 2.3 a¿ € A es S-maximax si Va* 6 A 
max\&,(tí;) > m a x ^ í i u ) . 
wes n ' ~ wes fcV ' 
Este criterio escoge la alternativa con mayor máximo. 
74 
Definición 2.4 a,j 6 A es S-retorno maximin si Va* £ A 
min(\I>,(u;) - max^,(iü)) > min(^fc(iü) - max$¿(iü)). 
w£S i " tu£S i 
Según este criterio, asociamos a cada a,j, para w fijo, la diferencia entre el valor 
obtenido con a¿ en ese w y el valor que obtendríamos tomando la mejor alternativa 
para ese mismo w. Después se aplica un criterio maximin a los valores resultantes. 
Es por tanto un indicador de la máxima pérdida de optimalidad por escoger j 
incorrectamente. 
Definición 2.5 a,- € A es S-Laplace si Va* € A 
í Vj(w) d¡x{w) > f ^k(w) dfi(w), siendo (J,(S) > 0. Js Js 
Ahora se observa el valor de la integral en S de cada función ^k Y elegimos la mayor. 
Definición 2.6 a¿ € A es potencialmente óptima (p.o.) si para algún w G S 
Vj(w) > Vk(w), Vafc e A. 
Si conociésemos con seguridad el valor de w, propondríamos aquella ÜJ quennaxi-
mizase ^j(w); como sólo sabemos que w € S, nuestra solución final estará entre las 
estrategias potencialmente óptimas. 
Definición 2.7 ÜJ € A es S-dominio si Va* € A 
vol{Sj) > vol(Sk), donde Sj = {w <E S : Vj(w) > #*(«;), VA;}. 
El conjunto Sj se denomina subconjunto de optimalidad asociado a ÜJ. 
M, MX, R, L, P, V denotan los conjuntos de estrategias correspondientes a cada 
criterio definido, respectivamente. Suponemos las condiciones apropiadas que asegu-
ran la existencia de estas estrategias, i.e. continuidad de las funciones de evaluación, 
y compacidad y convexidad del conjunto S. 
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Con lo expuesto hasta ahora en esta sección, ya hemos visto que los criterios esco-
gidos tienen una interpretación atractiva y conllevan cálculos más o menos simples, 
con la ayuda de algoritmos apropiados. Sin embargo, pedíamos criterios que además 
condujeran a soluciones no dominadas y que fuesen compatibles con la programación 
dinámica. Veamos que estas características no las satisfacen todos los criterios, impi-
diendo en ese caso utilizar algoritmos similares al usado para el cálculo de estrategias 
no dominadas. 
2.4.1 Criterios adicionales y relación de dominancia 
El criterio de Laplace proporciona siempre alternativas no dominadas, como se de-
muestra en la siguiente proposición de demostración sencilla. 
Proposición 2.3 Sea ¡i una medida en S tal que fi(A) > 0 para cada A = SC\£(w), 
donde w (E S y S{w) es un entorno de w. Si ÜJ G A es S-Laplace, entonces es no 
dominada. 
El criterio 5-dominio también proporciona alternativas no dominadas, y si ÜJ € A 
está dominada entonces Sf C Sk para algún k. 
Por el contrario, él resto de los criterios no conducen necesariamente a soluciones 
no dominadas. Lo único que podemos asegurar es que hay soluciones no dominadas 
entre las maximin, entre las maximax, y entre las retorno maximin. La siguiente 
proposición lo demuestra para las maximin. 
Proposición 2.4 Siempre existe al menos una solución S-maximin que es no do-
minada. 
Demostración 
Supongamos que la alternativa S-maximin a* es única. Entonces es no dominada. 
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Si no fuera así, existiría a¿ G A tal que ^•(w) < \&¿(tü) Vw G S, con la desigualdad 
anterior estricta para algún w G S y obviamente, a, sería también «S-maximin, contra 
la hipótesis de unicidad. 
Si hubiera más de una alternativa S-maximin, supongamos que a* es una de 
ellas y está dominada por ÜJ. Entonces, aplicando el argumento de antes, ÜJ es 
S-maximin. Si ésta está dominada, repetimos el argumento hasta que encontramos 
una alternativa no dominada S-maximin. • 
En el caso de que una solución 5-maximin esté dominada, acabamos de ver que lo 
estaría por otra que también es S-maximin. Respecto a las alternativas p.o. tenemos 
el siguiente resultado, que puede verse en Ríos Insua (1990): 
Proposición 2.5 Para cada w G S hay una alternativa no dominada que es p.o. 
Es decir, el conjunto no dominado incluye maximizadores de la función de evalua-
ción para cada w G S. Sin embargo, de ahí no se deduce ninguna implicación entre 
ambos conceptos de solución, i.e. ni una alternativa p.o. ha de ser no dominada ni 
una no dominada ha de ser p.o. 
Como consecuencia de estos resultados, si escogemos con cuidado las soluciones 
propuestas por estos criterios, éstas serán también no dominadas. En el caso de 
las p.o., debemos buscar con más cuidado alternativas que sean p.o. y además no 
dominadas. 
Lo interesante sería que todas estas soluciones pudieran calcularse con un algo-
ritmo similar al usado para calcular las no dominadas, en el que la eliminación de 
nodos de decisión correspondiese a escoger un subconjunto de soluciones no domi-
nadas satisfaciendo alguno de estos criterios adicionales. Para que esto sea válido 
es necesario que los criterios cumplan la última característica que les pedíamos ini-
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cialmente: la compatibilidad con la programación dinámica. 
2.4.2 Criterios adicionales y programación dinámica 
En este apartado demostramos que el único criterio compatible con la programación 
dinámica es, bajo ciertas condiciones, el de Laplace. Por tanto, el algoritmo para 
calcular las estrategias que satisfacen el criterio de Laplace (que sabemos que son 
siempre no dominadas) es análogo al del cálculo de las soluciones no dominadas sobre 
un DIIP. Lo único que cambia es la forma de seleccionar alternativas al reducir un 
nodo de decisión D, que consistirá en calcular las soluciones S'-Laplace en dicho 
nodo, registrándolas en los conjuntos d^xc^v))-
Proposición 2.6 Con distribuciones de probabilidad independientes de w en los 
nodos de azar, el conjunto L de estrategias S-Laplace coincide con el conjunto de 
estrategias LA que proporciona este nuevo algoritmo. 
Demostración 
Es análoga a la vista para los conjuntos no dominados N y NA, teniendo en cuenta 
que el operador integral es lineal y monótono. Es decir, sin pérdida de generalidad, 
supongamos que el DIIP contiene un nodo D de decisión y otro 0 de azar, con D, 0 G 
C(v) y 0 € C(D). Supongamos que 0 toma los valores 9\ y 62 con probabilidades 
T(0i|zc(e)) y ír(02|«c(e)) = 1 - ir(0i\xC{e))-
Si al eliminar D se obtiene d G dp(xa(v)\{e}, Qi), d' £ d¡)(xc'(v)\{e},^i) Vi = 1,2, 
siendo d, d! € Í2#, es porque 
/ u(xC(v)\{D,e},d,9i\w) dw > / u(xC(v)\{D,e},d',Oi\w)dw,yi = 1,2. 
Cuando se elimine 0 , el siguiente nodo a reducir, se obtendrá 
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/ (52v(xC{v)\{D,e},d,0i\w)7r(0i\xC(e)))dw = 
Js
 i= i 
= ¿2(1 u(xC(v)\{D,e},d,0i\w)TT(9i\xc(e))dw) 
t = i J s 
> ¿2( u(xC{v)\{D,Q},d!,6i\w)ir{di\xC{e)) dw) 
t = i J s 
r 2 
= / {¿2u(xc(v)\{D,&},d',di\w)7r(9i\xC(@)))dw. 
J s
 t = i 
Esto nos asegura que estrategias descartadas en algún paso del algoritmo no 
pueden llegar a ser S-Laplace en pasos posteriores. Es suficiente para probar el 
resultado. - • 
Notar que hemos escrito las probabilidades independientes de w pues en caso 
contrario el resultado no tiene por qué ser válido. Esto supone una limitación 
siendo otra, el hecho de que el cálculo de las integrales puede hacerse complicado si 
la dimensión de S es suficientemente grande. 
Comprobada la validez de la programación dinámica para el cálculo de las es-
trategias 5-Laplace en el caso indicado, si el decisor escogiese este criterio rad hoc, 
el algoritmo explicado limita bastante los tamaños intermedios de soluciones no 
dominadas. 
Para la aplicación eficiente del algoritmo podemos dar reglas similares a las vistas 
en la sección anterior. 
Ejemplo 2.1 (Cont.) 
Aunque en este caso las probabilidades sí dependen de w, el método funciona. La 
eliminación de D2 produce dp2(9n) = {^23} y ^¿2(^12) = {^22}- La eliminación de 




-.5wi + .775 
(.45 — Wi)w2 + .55 
Como 
/ -.5tüi + .775 dw = I (.45 - w{)w2 + .55 dw = .080625, Js Js 
al eliminar Di se llega a cí¿ = {du,di2}. Por tanto, obtenemos 2 estrategias a 
seguir: tomar cualquier decisión en el nodo Di y si ocurre 6n(9i2) tomar en D2 
la decisión d23(d22). El conjunto de las 7 estrategias no dominadas que se había 
obtenido ha quedado reducido a 2 no dominadas y S-Laplace. < 
Para el resto de criterios sería muy ventajoso si pudiésemos aplicar la progra-
mación dinámica para calcular las soluciones (S'-maximin, por ejemplo) y, al final 
del algoritmo, escoger las obtenidas que sean además no dominadas que sabemos 
que existen para la mayoría de los criterios. Para las maximin, como sólo pueden 
estar dominadas por otras que son también maximin, sólo habría que comprobar las 
dominancias entre las alternativas que proporciona el algoritmo. 
Sin embargo, como mostramos en el ejemplo que sigue, esto no puede hacerse. 
Por tanto, para este tipo de operaciones dentro de los nodos de decisión, asociadas 
a estos criterios, el esquema no funciona. 
Ejemplo 2.3 
Supongamos un DIIP con un nodo de cada tipo: D, 0 y v, tales que G, D G C(v) 
y 9 e C(D). Además, flD = {di,d2},& toma los valores 0i y 92 con probabilidad 









3w + 1.5 
1 - e - ( - 2 ) 2 
0.1 
Mediante programación dinámica, la eliminación de D daría los conjuntos si-
guientes de soluciones .S-maximin en ese nodo: 
d%(62) = {d2}, 
pues: 
minl.7 = 1.7 
w€S 







 = 0 
wes 
minO.l = 0.1 
A partir de aquí, eliminando 0 queda solamente la u.e. 0.9 en la tabla final de v. La 
estrategia que hemps obtenido, que escoge di(d2) si ocurre 8i(92) no es, sin embargo, 
una estrategia maximin. Veámoslo. 
En este ejemplo hay 4 posibles estrategias: 
Si: escoger di siempre 
S2: escoger di (d2) si ocurre 6i(92) 
á3: escoger d2(di) si ocurre 9i(62) 
¿4: escoger d2 siempre. 








1.35 - .óe-^-2)2 
.9 





1.25 - .5e_4 ~ 1.24 
.8 
Por tanto la única estrategia maximin es 83 y sin embargo habíamos obtenido <S2. 
Observar que 53 corresponde a las decisiones justamente descartadas por el criterio 
maximin al eliminar D. 
Con este ejemplo, comprobamos además que entre el conjunto M de estrategias 
maximin y el conjunto MA de estrategias obtenidas por el algoritmo, no hay ninguna 
relación de inclusión ya que hemos obtenido M = {53} ^ MA = {¿2}- < 
La clave está en que con el criterio maximin sólo nos fijamos en el punto que 
alcanza el mínimo de la u.e. y no en una propiedad global, como puede ser la 
integral. Análogamente se probaría con el resto de los criterios mencionados. 
De todo esto deducimos que para calcular las estrategias no dominadas satisfa-
ciendo alguno de los' criterios adicionales (excepto el de Laplace en el caso conside-
rado): 
• No podemos realizarlo con algoritmos similares al de la evaluación de DIIP, se-
leccionando las no dominadas entre las obtenidas al final del proceso, ni siquiera 
cuando éste proporciona una estrategia única. 
• Tampoco podemos realizarlo si en cada reducción de un nodo de decisión cal-
culásemos no sólo las decisiones que cumplen el criterio sino también las no 
dominadas. El Ejemplo 2.3 vuelve a ser prueba de ello. 
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• Proponemos entonces aplicar estos criterios al final del proceso normal de eva-
luación de DIIP, sobre el conjunto total N(= NA) de estrategias no dominadas. 
Resumiendo las ideas expuestas en esta sección, si el decisor escoge un criterio, 
podremos calcular las estrategias no dominadas que verifican el criterio de acuerdo a: 
— Si el criterio es el de Laplace y las probabilidades almacenadas en los nodos de 
azar no dependen de w, mediante el algoritmo similar al de DIIP, calculando 
las soluciones de Laplace localmente, es decir, en cada nodo de decisión. 
— Si es otro criterio, aplicándolo a todas las soluciones no dominadas obtenidas 
por el algoritmo de DIIP. 
Para terminar, proporcionamos las soluciones correspondientes del Ejemplo 2.1. 
Ejemplo 2.1 (Cont.) 
Aplicamos cada uno de los criterios a las u.e. obtenidas en la tabla final d€Pv de 
estrategias no dominadas (Figura 2.5). El siguiente cuadro resume los resultados. 
De las 18 estrategias posibles de este problema sólo mostramos las no dominadas, 




























































Hemos mostrado cómo tratar computacionalmente el caso realista de un DI en el que 
las probabilidades y utilidades se han asignado sólo parcialmente, según el espíritu 
Bayesiano robusto. 
Las ideas de arriba proporcionan un primer paso hacia un marco para el análisis 
de sensibilidad en DI (o incluso en otros formalismos gráficos, como los vistos en 
el Capítulo 1). Primero, podemos ver el algoritmo como una forma de filtrar o 
descartar alternativas malas. Segundo, como resultado del algoritmo, obtenemos 
ideas sobre las pérdidas potenciales de optimalidad, lo que puede sugerir dónde se 
requieren esfuerzos adicionales de adquisición de información. Finalmente, mediante 
el uso de criterios adicionales (ad hoc) podemos identificar una alternativa inicial 
sobre la cual comenzar las discusiones. 
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Capítulo 3 
Un heurístico miope para la 
resolución de problemas de 
decisión secuenciales 
3.1 Introducción a problemas de decisión secuenciales 
Un proceso de decisión secuencial es un modelo para un sistema dinámico en el que 
en cada periodo, el decisor escoge una acción basado en la información recogida 
al observar el estado del sistema. Como consecuencia, se recibe una recompensa 
inmediata y se determina una distribución de probabilidad para el estado siguiente 
del sistema. Al elegir una acción se ha de tener en cuenta que afecta a la evolución 
futura del sistema. Se trata de escoger la política, o sucesión de acciones, que 
optimice el rendimiento del sistema sobre el horizonte de decisión. 
Describimos el tipo de problema de decisión secuencial que nos interesa. Dado el 
estado inicial x0 del sistema, la variable de estado se representa por xt y se genera 
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mediante la función 
xt = ft{xt-i,Oudt) l<t<N + l 
donde dt es el control o variable de decisión en la etapa t y 6t indica la componente 
aleatoria del sistema. La función objetivo Ct(xt-i,xt) es la función de pérdida, 
coste,... en cada etapa. Asociada con cualquier sucesión de controles d = {dt} hay 
definida una función objetivo total 
N 
J(d) = YLct(xt-i,Xt). 
t=l 
Una estrategia S es una sucesión de funciones que seleccionan un control (factible) 
para cada estado x y etapa t: St(x) = dt. Se trata de encontrar una estrategia o 
política S* que minimice 
J(S) = £ E c , ( i t . l l / t ( i < . i , 9 í ) 5 t ( i t - i ) ) ) ] . 
t=i 
Existen muchos métodos para resolver este tipo de problemas dentro de la In-
vestigación Operativa y la Teoría de Control, abarcando técnicas de programación 
lineal estocástica, técnicas de programación no lineal y simulación. La técnica más 
utilizada es la programación dinámica (PD) y sus variantes: PD estocástica, PD 
incremental, PD diferencial,... La elección del método depende de las características 
del sistema, de la disponibilidad de los datos, y de los objetivos y restricciones 
especificadas. Pueden combinarse también varios métodos. 
Esencialmente, la PD para el caso de horizonte finito consiste en resolver re-
cursivamente hacia atrás la siguiente ecuación de optimalidad, que proporciona las 
funciones de retorno óptimo c*N(x),..., cl(x) 
c*t(xt) =mmE[ct(xt-uft{xt-uOt,dt)) + c*t+l{xt+l)], t = N,N - 1 , . . . ,0, (3.1) 
dt 
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donde C*N+1(XN+Í) = 0. Se determina después la estrategia óptima hacia delante 
con Sf(x) = d*t, siendo d¡ un minimizador de la parte derecha de la igualdad (3.1). 
Descomponemos así el problema multietápico en una sucesión de problemas mo-
noetápicos más simples definidos inductivamente. 
Para implementar esta aproximación, suele discretizarse el espacio de estados y de 
controles (PD discreta). Con ello surgen errores y se incrementa exponencialmente 
el esfuerzo computacional a medida que crece la dimensión del espacio de estados. 
Utilizando algunas de las variantes citadas de PD se disminuye la carga computa-
cional, pero la mayoría se utilizan en problemas determinísticos, con procedimientos 
iterativos y descomposición en subsistemas. La consecuencia práctica es que a pesar 
de los numerosos avances en este campo, los problemas computacionales habituales 
debido a la alta dimensionalidad, sugieren la introducción de otros métodos. 
Por ello, en este capítulo vamos a desarrollar un heurístico para resolver este 
tipo de problemas de decisión secuenciales. La motivación principal del uso de este 
heurístico es la resolución de un problema real de gestión conjunta de dos embalses, 
que explicamos en la siguiente sección. Ello nos lleva a formular la metodología 
en términos generales. Básicamente consiste primero en encontrar una trayectoria 
de referencia a partir de una versión determinística del problema original. La idea 
central es tratar entonces de no desviarse del estado de referencia en cada etapa, 
para lo cual se resuelve recursivamente hacia delante un conjunto de problemas mo-
noetápicos que incluyen este aspecto. Proponemos además su extensión a problemas 
de AD modelizados mediante DI, pudiendo contener v.a. continuas. Para terminar, 
evaluamos el heurístico en algunos casos importantes. 
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3.2 Una aplicación a gestión de embalses 
En esta sección describimos la aplicación del AD Bayesiano a un problema concreto 
de gestión de embalses que sugerirá una nueva metodología, evaluada en secciones 
posteriores en términos más generales. 
3.2.1 Situación actual en la gestión de embalses 
Los problemas de gestión de embalses son complicados debido a la presencia de 
factores como: objetivos conflictivos múltiples, incertidumbre en el proceso de en-
tradas a los embalses, dinámica cambiante del sistema, variación en el tiempo de 
los parámetros que influyen en la tarea de gestión, funciones objetivo y restricciones 
imprecisas,... Por ello, se han realizado grandes esfuerzos en el desarrollo de métodos 
de gestión de embalses. Sin embargo, todavía no se ha aceptado de forma general 
una metodología para desarrollar políticas para embalses. 
Los primeros métodos utilizados en este campo se basaban en diagramas senci-
llos, Klemes (1981). Desde entonces, aunque se han utilizado técnicas de simulación, 
se han propuesto normalmente técnicas de optimización uni y multiobjetivo. Pue-
den verse revisiones,en Yakowitz (1982), Yeh (1985) y Reznicek y Cheng (1991). 
También, se ha incluido incertidumbre tanto explícitamente (mediante modelos y 
técnicas probabilísticas) como implícitamente (mediante escenarios). Pero, como se 
explica en Lamond et al. (1995), la optimización estocástica de los modelos mul-
tiembalse sufre la 'maldición de la dimensionalidad'. Yakowitz (1982) señala que 
mientras que se han resuelto sistemas determinísticos de hasta diez embalses, con 
programación dinámica estocástica sólo se registran sistemas de a lo sumo dos em-
balses. Por todo ello, se hace necesaria la investigación para sobrellevar la gran 
carga computacional del caso estocástico, que es nuestro problema de interés. 
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3.2.2 Una propuesta para la gestión de embalses con métodos Bayesia-
nos 
Proponemos resolver el problema dentro del marco del AD Bayesiano. Ello requerirá: 
• definir el conjunto de alternativas, en nuestro caso políticas de control u; 
• proporcionar un modelo de predicción para las afluencias i al embalse; 
• modelizar las consecuencias c(u, i) asociadas a la política u y la afluencia i; 
• modelizar las preferencias del decisor mediante una función de utilidad F, 
típicamente multiobjetivo y multietápica. 
Entonces, en el periodo (mes) t, si h designa la densidad predictiva de las afluencias; 
D la información histórica sobre la afluencia; el subíndice j hace referencia al periodo 
j-ésimo; y A; es el horizonte de planificación, nuestro problema implicaría encontrar 
los controles (ut+i,..., Ut+k), que maximicen la utilidad esperada 
/ F(c(ut+i,it+i), ...,c(ut+k,it+k), st+k+i)h(it+i, ...,it+k\Dt) dit+i...dit+k 
teniendo en cuenta la dinámica del sistema y las restricciones sobre los controles 
y los niveles del embalse, con st+k+i el nivel final de almacenamiento. La solución 
exacta del modelo es demasiado complicada, y resulta inabordable para k realista, 
pongamos 36 meses. La razón de ello radica en que tenemos un problema dinámico 
estocástico de horizonte largo, en el que la evaluación de cada control requiere re-
solver una integral de dimensión muy alta y la incertidumbre sobre el proceso de 
afluencia se propaga rápidamente a través del tiempo. 
En su lugar, introducimos en forma ad hoc un método que nos ayude a encontrar 
una buena política. Adoptamos una estrategia basada en el concepto de 'trayectoria 
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de referencia', que supone haber encontrado en cada periodo un nivel de almace-
namiento 'bueno', es decir, que asegure una gestión satisfactoria del embalse en el 
futuro (algunos periodos). Entonces, en cada periodo, nos gustaría maximizar el 
valor esperado de una función de utilidad F* teniendo en cuenta las consecuencias 
de interés y la desviación a ese estado de referencia, es decir, 
J F*(c(ut+1, it+1), S(st+2, s*t+2))h(it+i\Dt) dit+l 
donde 5(st+2, s¡+2) representa la desviación del estado final st+2 al estado de referen-
cia s¡+2. Intuitivamente, si los estados de referencia se definen de forma que tengan 
en cuenta los aspectos dinámicos del problema, no perderíamos demasiado con esta 
aproximación. De hecho, nuestra hipótesis está basada en un método 'tradicional' 
de gestión de embalses que usa el concepto de reglas de curva, que representan 
trayectorias óptimas del embalse a largo plazo, ver Loucks y Sigvaldasson (1982). 
Aplicamos aquí esta metodología a un sistema real de embalses. Dado su éxito, 
evaluamos formalmente la metodología en problemas generales de decisión secuen-
ciales y la extendemos a problemas modelizados como DI. 
3.2.3 Aplicación del heurístico a un caso real 
El río que estudiamos es el Zambezi, en África, cuyo uso esencial es la generación 
de electricidad. Los embalses principales son el Lago Kariba (LK) y Cahora Bassa 
(CB). El Lago Kariba, en la frontera de Zambia y Zimbabwe, suministra casi el 
70 % de la electricidad consumida en estos dos países. Cahora Bassa está situado 
en Mozambique. La energía producida se vende principalmente a Sudáfrica. 
El estudio es consecuencia del trabajo realizado por el IIASA (International Insti-
tute for Applied Systems Analysis, en Laxenburg, Austria) a petición de un acuerdo 
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firmado entre cinco países (UNEP, 1987), ver Ríos Insua, Salewicz, Müller y Bielza 
(1996). 
En cuanto a la notación, el superíndice c se referirá a Cahora Bassa y A; al Lago 
Kariba. Por ejemplo, ¿¿ designará la afluencia al CB en el mes t. 
A. Definición de controles 
En la actualidad, las políticas de control se definen mediante curvas paramétri-
cas que asocian la suelta con la cantidad de agua almacenada en el embalse. Los 
parámetros de estas curvas se eligen para que optimicen cierta función. En su lugar, 
introducimos unas reglas mucho más flexibles, que describimos para Cahora Bassa: 
• Al principio del mes, el gestor anuncia las cantidades deseadas de agua u\t y 
u\t (en mill.m3/mes) que hay que liberar, respectivamente, para producción de 
energía (por turbinas) y para controlar el nivel del embalse (por aliviaderos). 
• Si no hay agua suficiente para liberar u\t, se suelta toda el agua disponible para 
producir energía. En caso contrario, se suelta u\t para producir energía. 
• Si después de liberar'u\t, hay todavía agua disponible, se suelta adicionalmente 
algo de agua para controlar el nivel de almacenamiento del embalse. Si no 
hay agua suficiente para soltar el volumen u\t anunciado, se suelta todo el agua 
disponible. Si no, se libera u\t- Si tras las dos sueltas, el agua restante excediese 
el almacenamiento máximo M c = 60000 mill.m3, se vertería tal exceso. 
Para el Lago Kariba, existen también las correspondientes cantidades u\t y M^, 
definidas de forma similar, con un máximo almacenamiento Mk = 70980 mill.m3. 
Encontraremos los controles óptimos u\,Uz,u\ y u* asociados a nuestro modelo. 
Notar que las cantidades reales diferirán de las anunciadas, dependiendo del agua 
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disponible. 
B. Consecuencias de las políticas de control y dinámica del sistema 
Desde el punto de vista de la gestión y administración, las consecuencias de una 
política de control dada, para Cahora Bassa al final de cada mes son: 
1. la cantidad de energía producida E\ en GWh/mes, 
2. el nivel de almacenamiento del embalse s\ en mill.m3. 
Para Kariba las consecuencias relevantes son 
1. la existencia de déficit de energía kt, con un objetivo marcado de conseguir 750 
GWh/mes de energía, 
2. el volumen de agua malgastada uí;t, 
3. el volumen de agua liberada u\t + u^., 
4. el nivel de almacenamiento del embalse s*. 
Notar las diferencias para -ambos embalses: la primera es que en CB la energía se 
vendería eventualmerite a otros países, mientras que la del LK la consumen las na-
ciones productoras. La segunda consecuencia de interés para el LK se debe a un 
objetivo relacionado con la homogeneidad en el funcionamiento a lo largo del tiempo, 
por razones descritas en Gandolfi y Salewicz (1991): se ha de minimizar la cantidad 
de agua malgastada por razones económicas, medioambientales y de seguridad. La 
tercera tiene que ver con la necesidad de tener en cuenta en el modelo de afluencia 
del CB las cantidades soltadas desde el Kariba. Finalmente, los niveles de almace-
namiento de los pantanos se requieren para poder seguir de cerca la evolución de 
éstos. 
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Un rasgo importante en el problema es la dinámica de la cuenca. Describimos 
aquí la de CB. La dinámica interembalses se reflejará más adelante, en el modelo de 
predicción, ya que depende del agua liberada del Kariba. La del LK puede verse en 
Ríos Insua y Salewicz (1995). 
Sean uct y e¿, respectivamente, las cantidades de agua liberada y evaporada du-
rante el mes t, con ict y sct definidos como antes. La ecuación de continuidad describe 
la relación entre ellas: 
st+\ — st + h ~ ut ~ et-








Para la evaporación usamos un modelo 
e< = m t ( a x ^ ± ^ I + &), 
donde mt representa la intensidad de evaporación durante el mes t. Es periódica y 
se puede estimar con series temporales de datos de evaporación. Cálculos sencillos 
conducen a una nueva versión de la ecuación de continuidad: 
4fi = <*U + ¿KM ~ O + <f3t, (3.3) 
donde d\t, d\t, d\t son constantes periódicas apropiadas obtenidas mediante simples 
transformaciones, ver Ríos Insua, Salewicz, Müller y Bielza (1996). 
El volumen activo almacenado, en mill.m3, no debe ser menor que un mínimo 
que permita la vida de la población acuática ni mayor que el máximo 
1344 < sct < Mc. (3.4) 
Suponemos que están funcionando cuatro turbinas (de cinco). El máximo volu-
men de agua por cada turbina es 1212.19 mill.m3/mes. Por tanto 
0 < u\t < 4848.76 = mc. (3.5) 
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También hay restricciones sobre el volumen de agua u\t que se suelta por los 
aliviaderos. Dada la estructura especial de la presa, la suelta de agua por los alivia-
deros dependerá del nivel del embalse. Damos la suelta máxima como una función 
del nivel lt, medido en metros sobre el nivel del mar: 
0 < uc2t < { 
36761, si lt > 326 
3423.822V¿t - 210, si 320 < lt < 326 (3.6) 
3338.186\/Zt - 210, si lt < 320 
Proporcionamos una relación entre almacenamiento y nivel, que obtenemos ajus-
tando una curva por mínimos cuadrados del tipo 
h = h(sct) = a ( l - exp(rs^)) + 7, 
que lleva a las estimaciones 
a = 48.83; r = -0.0000183393; 7 = 296.11. 
Damos ahora una relación para la energía producida. Necesitamos primero una 
relación entre la cabeza ht-, el nivel lt y la cola r t, en metros: 
ht = l t - rt. 
Usando datos disponibles del diseño del embalse, ajustamos un modelo por mínimos 
cuadrados, relacionando la cola y el agua liberada 
rt = /3 ln(u¡) + 5, 
con estimaciones 
(3 = 10.3816; 6 = 113.8537. 
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r) = 0.002725 x .85 x .778 = .00180204. 
Podemos entonces construir la Tabla 3.1 que muestra las consecuencias de la 
política de suelta u\, u\, como función de la afluencia ic y de la cantidad de agua dis-
ponible en CB h(ic) = d\sc + d2ic + d\, donde, por simplificar, omitimos el subíndice 
t. Usamos la notación 
d\u\ — d\sc — d% 
ll\ = ; 
dc2 
d\uc - d\sc - d% 
h2 = — 
h* = 
dc2 
Mc + d\uc - d\sc - dcz 
l2 
y consideramos únicamente el caso 0 < h\, en el que si no hubiese afluencia, no 
podríamos satisfacer las demandas del gestor respecto al agua por las turbinas, es 
decir, u\ > h(Q)/d^. 
Tabla 3.1: Consecuencias para las políticas de CB. Caso h\ > 0. 
Afluencia Almac.Fin. Energía 
ic < hx 0 V^[l(Sc) - (3\og(^) - ó) 
hi < ic < h2 0 77^[¿(Sc)-/?log(^)-¿] 
h2<ic< hz d\ic - dc2h2 WÍ[KsC) ~ Plog(«c) - S] 
ic > h3 Mc vucMsc) -Plog(sc% + ic + § - f^) - 6} 
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Asimismo, cuando la afluencia al Kariba es ik y el agua disponible en Kariba es 
g{ik) = dkxsk + d%ik + dk3, y 






dkuk — dksk — dk 




donde dk, dk, dk son las constantes de evaporación para el Kariba, tenemos la Tabla 
3.2, ver Ríos Insua y Salewicz (1995) para más detalles. 
Tabla 3.2: Consecuencias para las políticas de LK. Caso gi > 0. 
Afluencia 
ik <9i 
9i<ik < 92 




** - 9i 
u\ 




u\ + l¿2 







ik < Oí 




De nuevo, hemos incluido sólo el caso 0 < g:, en el que, si no hubiera afluencia, 
no podríamos satisfacer las demandas del gestor respecto al agua por las turbinas. 
Oí es un nivel mínimo de afluencia que no conduce a déficit de energía, dado que la 
energía producida es una función no decreciente de la afluencia. 
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C. Modelos de predicción 
La principal fuente de incertidumbre en la gestión de embalses está asociada al 
proceso de afluencia: las sueltas mensuales deben tener en cuenta la afluencia en el 
mes correspondiente y en los posteriores, que son inciertos. Para resolver el problema 
de predicción empleamos Modelos Dinámicos (MD). Una descripción completa de 
estos modelos puede consultarse en West y Harrison (1989) y West (1995). 
Dada la localización de ambos embalses, consideramos un modelo para predecir 
las afluencias al Kariba, que sólo resumiremos, ver Ríos Insua y Salewicz (1995) 
para los detalles, y un modelo para predecir las afluencias al Cahora Bassa. Este 
último dependerá de afluencias que no provienen del Kariba, que llamamos afluencias 
increméntales, y de las sueltas del Kariba. Tenemos así en cuenta la dinámica 
interembalses. 
C.l Afluencias al Lago Kariba 
Tras aplicar una transformación logarítmica, modelizamos la serie temporal de las 
afluencias al Kariba mediante un modelo dinámico lineal (MDL), con un término 
para el nivel, otro para la variación estacional (anual) y un término autorregresivo 
de primer orden con coeficiente bajo para mejorar las predicciones a corto plazo. 
Sólo retuvimos el primer armónico para la parte estacional: 
• Ecuación de observación. 
donde yk = log(¿*) es el logaritmo de la afluencia al Kariba; z\k designa el nivel 
de la serie; z\k y z\k hacen referencia al término estacional, ver más abajo; z\k 
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se refiere al término autorregresivo; y vk designa un término de error gaussiano 
con varianza constante vk, pero desconocida. 
• Ecuación del sistema. 
z¡k = z¡-i+™¡k 
zf = COS{<K/$)Z?_X + sin(7r/6)zt3^ + wf 
zf = - sinOr/G)*?*! + cosiir/6)^ + wf 
zf = Azf_l+wf 
con w* = (wf,..., wf) un término de error tal que 
/ 
wk ~N 0, 
\ 
donde ak2 es la varianza autorregresiva; y Wt*fc, la matriz de varianzas (salvo 
el término vk) de los tres primeros términos. Esta matriz se definió usando 
descuento, con factor de descuento de .8 para el nivel y de .95 para la parte 
estacional. 
• Información á'priori. 
zg | / ~ N(m%yvkC*k) 
(¡>k ~ Gamma(no/2,do/2) 
con zg = (zf, zf, zf, zf) y <¡>k = £ . 
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Los parámetros a priori se especificaron con ayuda de un experto como sigue: m* 
como (7.8,-1.02,.33,0), 
f
 .02 0 0 0^ 
0 .002 .0007 0 
0 .0007 .003 0 
^ 0 0 0 .1 , 
rio = 10 y (¿o — -8- Se comprobó la robustez de las predicciones a cambios en la 
distribución a priori. 
C.2 Regresión dinámica Kariba-Cahora Bassa 
El análisis exploratorio de los datos sugiere realizar una regresión dinámica con las 
afluencias de ambos embalses, tras transformación logarítmica. Para ello, definimos 
t/j = log(i¿) y zt — y\ — y*, que puede verse en la Figura 3.1. Tratamos de predecir 
Zt, de nuevo mediante un término para el nivel y otro para la parte estacional. 
En este caso, como al experto no le resultaba fácil asignar esta variable, basamos 
las asignaciones en los datos, revisándolos después vía análisis de sensibilidad. Los 
resultados se indican etí la Tabla 3.3. 
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Figura 3.1: Diferencia de logaritmos de las afluencias a Cahora y Kariba. 
De acuerdo con esto se dedujeron las varianzas, suponiendo independencia entre 
los efectos nivel y mensual. Por ejemplo, para el nivel, la máxima desviación del 
valor esperado es aproximadamente .33 y suponemos una desviación estándar de 
.165. Analizamos éste y otros valores mediante análisis de sensibilidad. 
La descomposición de Fourier de la parte estacional es la que vemos en la Tabla 
3.4. con matrices de covarianzas deducidas de las de los efectos. Por ejemplo, para 


























el primer armónico 
I .017 .005 \ 
\ .005 .015 J 
La relevancia de los armónicos se evalúa con métodos descritos en West y Harrison 
(1989) con resultados en la Tabla 3.5. 















Como consecuencia, sólo se retuvo inicialmente el primer armónico. Sin embargo, 
análisis posteriores sugirieron incluir el segundo armónico, junto con un término 
autorregresivo de primer orden de bajo coeficiente, para mejorar las predicciones a 
corto plazo. En resumen, utilizamos el siguiente MDL: 








donde s] designa al nivel de la serie; s2 y s\ hacen referencia al primer armónico 
del término estacional; sj y sf se refieren al segundo armónico; s¿ se refiere al 
término autorregresivo; y u£ designa un término de error gaussiano de varianza 
constante vc, pero desconocida. 
• Ecuación del sistema. 
s¡ = sU+w? 
s2t = cos(7r/6)st_1 + sen(7r/6)S(_1 + w2c 
st
3




cos(7r/3)st_1 + sen(7r/3)s^_1 + w\c 
—sen(7r/3)sj_1 + cos(7r/3)s¿_1 + w 
s* = AsU + w? 












con ac2 la varianza autorregresiva; y Wt*c, la matriz de varianzas (salvo el 
término uc) de los cinco primeros términos. Esta matriz se definió usando des-
cuento, con un factor de descuento 5\ para el nivel y 8% para la parte estacional. 
• Información a priori. 
so |0c ~ N(mcQ,vcC*c) 
4>c ~ Gamma(nl/2, dg/2) 
con s0 = (sj,...,sjj) y <f>c = ¿ . 
La asignación de los parámetros de la gamma fue más complicada, y la basamos 
en una estimación de la. varianza esperada y en representaciones gráficas de las 
densidades correspondientes. Como resultado de las asignaciones, se especificó mg 
como(.850,-.779,-.103,.056,.144,0), 
( .09 0 0 
0 .017 .005 
0 .005 .015 
0 0 0 
0 0 0 























0 = 8 y dc0 = 1.2. 
Se realizaron análisis de sensibilidad detallados con respecto a: 5{ y 6%; los 
parámetros de la gamma n(j y d^; el coeficiente autorregresivo y la varianza. Estu-
diamos el efecto de cambios en las estimaciones iniciales de estos parámetros sobre 
el comportamiento de las varianzas predictivas, el error absoluto en media de los 
errores en las predicciones a un paso y sus funciones de autocorrelación. El modelo 
parecía bastante robusto y se seleccionaron los siguientes parámetros de descuento: 
6{ = .95 y 6C2 = .95. 
C.3 Afluencias al Cahora Bassa 
El modelo que proponemos ahora para Cahora Bassa depende de las sueltas del 
Kariba y de la afluencia incremental (inct) al Cahora Bassa. Teniendo en cuenta 
que el tiempo durante el cual viaja el agua es menor que un mes, usamos la siguiente 
relación: 
ict=v}¡ + inct. 
Dado que los datos sobre las sueltas no están disponibles, y dependerán realmente 
de las sueltas de nuestro enfoque, usaremos la siguiente aproximación para estimar 
las afluencias increméntales. Primero, si no hubiese embalse, tendríamos la siguiente 
relación entre las afluencias: 
i\ = i* + inct. 
La segunda relación describe una regresión dinámica entre las afluencias al CB y al 




Cálculos sencillos sugieren entonces modelizar las afluencias increméntales me-
diante 
inct = (fo ~ l)*f i 
y las afluencias al CB mediante 
i\ = uf + (A -1)¿*. 
Observar que ya no tenemos un MDL, ya que tanto los pesos de la regresión 
como los regresores están sujetos a incertidumbre. Además, la distribución de u* 
ya no es normal. La predicción de i\ se realiza fácilmente mediante simulación, ya 
que conocemos o sabemos muestrear fácilmente todas las distribuciones implicadas. 
La de i\ se obtiene del modelo de las afluencias al Lago Kariba (apartado C.l); u* 
se obtiene del modelo del apartado C.l y usando la tabla de consecuencias para el 
Kariba ya vista (como la Tabla 3.2); la distribución de f3t proviene de la inversión de 
la transformación hecha en el apartado C.2 de la regresión dinámica y del modelo allí 
usado. Después de un número suficiente de etapas, i\ y (3t seguirán una distribución 
lognormal. 
D. Punciones de utilidad 
Como se describe en la sección 3.2.2, la función de utilidad usada en nuestra aproxi-
mación tiene en cuenta las consecuencias de interés, ya descritas, y las desviaciones 
de una trayectoria de referencia. Describimos primero cómo calcular las trayectorias 
de referencia y después el modelo completo de preferencias. 
D. l Cálculo de la trayectoria de referencia 
Describimos aquí el cálculo de la trayectoria de referencia para Cahora Bassa. Un 
procedimiento similar se aplicó en Ríos Insua y Salewicz (1995) para obtener una 
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trayectoria de referencia para el Kariba. Esencialmente, usamos versiones deter-
minísticas de nuestros problemas, donde las afluencias mensuales se consideran co-
nocidas y fijadas en sus valores esperados predictivos. La dinámica del sistema es 
la anterior. El periodo de planificación se toma igual a un año. 
Para el problema determinístico, necesitamos un volumen inicial. Hacemos 
sc0 = .7MC = 42000. (3.8) 
Como en el estudio del Lago Kariba, la función objetivo incluye un término 
relacionado con la desviación del estado inicial SQ, un término relacionado con el 
objetivo principal del problema estocástico, que es la producción de energía, y un 
término que supone una penalización de carácter ecológico, que se define mediante 
la función 
g(sc) = « 
Entonces, la función objetivo es 
0, si 41500 < sc < 51600 
214U00000 (sC2 ~ 93100sc) + 1, en otro caso 
12 12 
f(uc) = po(scl2 - sc0)2 - pi^2vuclt(lt - n) + />2I>(st)> 
t = l t = l 
y está relacionada con la función de utilidad del problema estocástico que conside-
raremos en el siguiente apartado. Las constantes p, reflejan la importancia relativa 
de cada componente. 
El problema de optimización es min/(u c) s.a. (3.2) — (3.8). Lo resolvemos 
mediante programación dinámica, con varias reformulaciones para simplificar la so-
lución. El subproblema de cada etapa se resolvió con una versión modificada de 
OPQSQP (NOC, 1990). Se adoptó una estrategia multicomienzo para evitar con-
verger a óptimos locales malos. Para cada mes t, se ajustó una función suave como 
aproximación a la función de valor óptimo (de la que sólo se conocían varios puntos). 
105 
La trayectoria de referencia se obtuvo como la solución óptima del problema de 
optimización dinámica determinística con condición inicial (3.8), y se describe en 
la Tabla 3.6. Se introdujo una restricción adicional u\t < 18000 para obtener un 
rendimiento más homogéneo. 















































































Corresponde a un rendimiento excelente del embalse, con sueltas homogéneas y 
producción elevada de energía. 
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D.2 La expresión de la utilidad esperada 
Por razones descritas en Ríos Insua y Salewicz (1995), usamos una función de utili-
dad aditiva para Kariba que incluye un término relacionado con el déficit de energía, 
otro con el agua malgastada y otro que penaliza las desviaciones al estado de refe-
rencia. La forma general es: 
FK(uk,uk) = FK(k,uk,sk) = A/i(fc) + (1 - A)/2(u}) +pK(sk - sk*)2, 
donde k representa la existencia (1) o no (0) de déficit, sk es el estado final del 
embalse, sk* es el estado de referencia, uk es el volumen de agua malgastada, A y 
PK son pesos y / i y f2 son funciones de utilidad monobjetivo. Para fly dado "que k 
sólo puede tomar dos valores (0 ó 1), y 0 es mejor, escogemos 
/i(A0 = l - * . 
Para /2 , dado que los gestores tienen aversión al riesgo frente a sueltas grandes, y se 
prefieren sueltas pequeñas a grandes, escogemos una función de utilidad exponencial 
no decreciente con aversión al riesgo: 
fc{uk) = -.07171 + 1.08365 exp(-.0001415uíj). 
A se fijó inicialmente en 0.75. Para la asignación de parámetros utilizamos 
métodos estándar, ver por ejemplo French (1986). Escogimos px = —10-10 para 
conseguir que la penalización tuviera una escala adecuada a las otras componentes 
de la utilidad. 
Para Cahora Bassa, modelizamos 
Fc(u\, u%) = FC(EC, sc) = / 3 (£ c ) + pc(sc - sc*)2, 
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donde Ec es la energía producida, sc y sc* son el almacenamiento y el almacena-
miento de referencia en Cahora Bassa. Usando técnicas estándar de asignación de 
utilidades, con Salewicz como experto proporcionando información sobre las prefe-
rencias, usamos una función de utilidad convexa-cóncava con 765 GWh/mes como 
punto de inflexión: 
h(Ec) = i .0038(-l + exp(0.0066£
c)), si Ec < 765 
1.003473 - .4034728exp(-.02377571(£c - 765)), en otro caso 
Por las mismas razones que antes, utilizamos pe = —10~10. 
Finalmente, se componen ambas funciones de utilidad de forma que 
F(uk,«2. uv u2) = I*FK(UI, «2) + (1 - »)Fc(u\, uc2) 
y la utilidad esperada es 
tf (tif, u*, u\, u§) = I F(uk, ul ucv uc2) dH(ik, ic\D), 
donde H(ik,ic\D) es la distribución predictiva de las afluencias a los embalses, ob-
tenida del modelo de predicción del apartado C. Inicialmente tomamos \i = 0.5. 
Evaluamos además lassensibilidad de los distintos parámetros. 
E. Maximización de la utilidad esperada 
En cada etapa, hemos de maximizar la utilidad esperada con respecto a las varia-
bles de control y sujeto a las restricciones sobre los controles (sueltas del embalse): 
el volumen de agua liberada ha de ser no negativo; el volumen de agua liberada 
para producción de energía y control del flujo está limitado por la capacidad de las 
turbinas y de los aliviaderos. El problema de optimización viene dado entonces por: 
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max ^(u\,uk,u\,ul) 
s.a. O <uk<mk 
0 < uk2 
O < u\ < mc 
con las restricciones impuestas a uc2 debido a la estructura de la presa del CB. mk y 
rrf son los máximos posibles por turbinas en Kariba y CB. Notar sin embargo que 
no tenemos una expresión explícita de la utilidad esperada. Las complicaciones de 
los cálculos se reflejan en el siguiente diagrama de influencia de la Figura 3.2 que 
describe el problema de Análisis de Decisiones en cada etapa. 
Figura 3.2: Problema de decisión en cada etapa. 
Sin embargo, para cada (uk,u^u^u^), la utilidad esperada se puede calcular 
fácilmente por simulación: 
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Para cada (u*,u2, u\,u2) fijo, 
1. Generar (i¿, ...,%%), de la distribución predictiva en C.l. -
2. Para cada ¿*, y dado (it*, u2, MÍ, u2) 
• Calcular agua malgastada, liberada en total, almacenamiento final, déficit, 
FK(u\,U2)j (con tablas apropiadas, como la 3.2) 
• De la distribución predictiva en C.l, C.2 y C.3, y sueltas del Kariba, generar 
• Calcular energía, almacenamiento final, Fc{u{, u2)j (con tablas apropiadas, 
como la 3.1). 
3. Aproximar ^(ui,u2,u\,u2) por 
1 N 
* * « u
k
2, u{, uc2) = — ^(tiFK(ul uk2)j + (1 - li)Fc{u\, uc2)j) 
N
 j=i 
En consecuencia, en cada etapa resolvemos el problema 
max ^ ^ ( « i , u2, u\, u2) 
con las restricciones ya indicadas antes. Resolvimos estos problemas con el algoritmo 
de Nelder Mead, como sé implementa en las IMSL (1989), siendo la razón principal 
la necesidad de un método robusto, dados los cambios en la función objetivo en las 
diferentes etapas, y la necesidad de un método que requiera sólo evaluaciones de la 
función, ver Nemhauser et al (1989). Para evitar la convergencia a un óptimo local 
malo, se usó una estrategia multicomienzo guiada. 
F. Resultados 
Esta aproximación se probó con datos mensuales de afluencias de Octubre de 1930 
a Septiembre de 1965. Las simulaciones incluyeron un periodo de calentamiento 
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para el algoritmo de predicción, seguido por un periodo en el que tuvieron lugar la 
predicción y la optimización. El primer aspecto que analizamos fue el impacto de 
los parámetros clave en el rendimiento del embalse, principalmente ¡Í,PK y Pe- El 
análisis de sensibilidad de otros parámetros se ha descrito en Ríos Insua y Salewicz 
(1995). 
Como las sueltas del Kariba eran bastante irregulares, se modificó px a —10-9 y, 
por homogeneidad, se hizo un cambio similar con pe- Se incluyeron también cotas 
superiores de las cantidades de agua vertidas anunciadas para los dos embalses. Más 
aún, como éstos tendían a estar demasiado llenos para niveles de afluencia muy altos, 
se introdujo una regla que incrementó p# y pe a — 5 x 10 - 9 cuando los embalses 
estaban al 90% de su capacidad máxima. 
Las Figuras 3.3 y 3.4 proporcionan el comportamiento de ambos embalses con 
nuestras políticas, mostrando las sueltas por las turbinas, el agua malgastada, la 
energía producida y el agua almacenada. 
En lo que respecta al Kariba, notar que la energía está muy por encima del 
objetivo marcado de 750 GWh/mes, el cual es mucho mayor que el actual de 600 
GWh/mes, sugiriendo por tanto una gestión mucho más eficiente. Respecto a las 
sueltas, siempre están por debajo del nivel de 4000 mill.m3, excepto en dos periodos: 
uno de tres meses, en el que las sueltas fueron 19451,11331 y 4491, respectivamente; 
y otro de dos meses, con sueltas de 5392 y 7108, respectivamente. Sin embargo, en 
esos meses las afluencias fueron 25486, 27690 y 14281 (suficientes para llenar el 
embalse), y 12295,17475,15899, 10637, correspondiendo a una regulación aceptable 
de la afluencia. Globalmente, las sueltas fueron bastante homogéneas y mucho 
menores a las de la gestión actual. Además, excepto en los cinco meses en los que el 
embalse estuvo en su nivel máximo de retención, la gestión estuvo bajo condiciones 
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Figura 3.3: Rendimiento simulado del Kariba: resultados de las sueltas, almacena-
miento y energía. 
seguras. Las sueltas por turbinas tendieron a estar próximas al máximo de 3820 
mill.m3. 
Para CB se observa un comportamiento similar. Las sueltas por turbinas ten-
dieron a estar próximas al máximo de 4848.76 mill.m3. La energía osciló entre 895 
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Figura 3.4: Rendimiento simulado del Cahora Bassa: resultados de las sueltas, 
almacenamiento y energía. 
tanto en términos económicos como de seguridad. 
Probamos varios escenarios. Primero, estudiamos el rendimiento de los embal-
ses comenzando con niveles de almacenamiento muy bajos, y también con niveles 
próximos a sus máximos. Después simulamos los embalses con afluencias muy bajas. 






La forma típica de las reglas de suelta de agua obtenidas como resultado de los 
cálculos es, ver Figura 3.5: la cantidad de agua liberada para producir energía es de-
creciente ante niveles de almacenamiento bajos, ya que se requiere menos cantidad de 
agua para alcanzar el objetivo de producción de energía propuesto y queremos per-
manecer próximos al estado de referencia; en niveles mas altos de almacenamiento, 
la política de control tiende a soltar tanta agua como sea necesaria para generar elec-
tricidad, minimizando el agua malgastada. En niveles de almacenamiento muy altos, 
el mecanismo que controla la desviación del estado real al de referencia comienza 
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Figura 3.5: Forma típica de las políticas. 
Los aspectos clave en este estudio han sido la definición de políticas flexibles, 
el uso de modelos de predicción Bayesianos, una modelización cuidadosa de las 
preferencias (que incluye un término que refleja la desviación de una trayectoria 
de referencia), un heurístico que proporciona una política de aproximación de la 
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utilidad máxima esperada, y una comprobación de nuestra política mediante análisis 
de sensibilidad. 
3.3 Formalización del heurístico 
Motivados por los resultados satisfactorios obtenidos en la gestión de los embalses 
Kariba y Cahora Bassa, estudiamos ahora esta metodología más detalladamente, 
evaluando su bondad en problemas de decisión multietápicos más generales. Después 
especificamos el heurístico en la solución de diagramas de influencia. 
3.3.1 Idea subyacente 
Formulamos el heurístico para el problema genérico de decisión secuencial descrito 
en la Sección 3.1. Suponemos que en cada periodo tenemos una trayectoria de 
referencia para el sistema (x0 = x0,xi,x2,... ,¡rjv+i)- La resolución del problema 
consistirá entonces en resolver en cada periodo 
mmE[ct(xt-i,xt) + p(xt-xt)2], p>0 (3.9) 
dt 
obteniendo 
d't(xt-i) = argrnin£'[ct(:rt_i,a;t) + p(xt - xt)2]. 
dt 
Por razones de simplicidad computacional utilizamos la distancia euclídea pon-
derada, donde la ponderación p se puede someter a análisis de sensibilidad. El valor 




La estrategia S' sugerida por este heurístico se conseguiría utilizando los d't obteni-
dos. 
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El heurístico propuesto se compone por tanto de dos fases. En la fase I se cons-
truye la trayectoria de referencia de tal forma que tenga en cuenta los aspectos 
dinámicos del problema, como explicaremos más adelante. En la fase II resolvemos 
en cada etapa el problema de minimización del coste asociado únicamente a esa 
etapa, penalizando los estados que se desvíen del de referencia. Como es usual en 
la teoría de funciones de penalización, ver Nemhauser et al (1989), la solución de 
la ecuación (3.9) nos lleva a un estado x't que depende de p y que se aproxima al 
estado de referencia xt a medida que p tiende a infinito. 
Notemos que la resolución del problema es ahora hacia delante, pero conjetura-
mos que la aproximación es buena pues el hecho de que cada etapa dependa de los 
resultados de etapas anteriores, que es el motivo de la recurrencia hacia atrás, se está 
considerando en el cálculo de la trayectoria de referencia en la fase I. Si este cálculo 
es sencillo obtenemos ventajas computacionales. Por ejemplo, cuando se tiene un 
problema determinístico que se ha de resolver varias veces con horizontes de plani-
ficación diferentes (porque la planificación se revisa periódicamente o bien porque 
se desconoce el horizonte apropiado y se lleva a cabo un análisis de sensibilidad), se 
obtienen ventajas con la recurrencia hacia delante pues se evitan cálculos previos. 
Se trata entonces de un heurístico miope. 
3.3.2 Descripción formal del heurístico 
Describimos formalmente el heurístico para un problema con dos etapas. Las ideas se 
extienden a cualquier número de etapas. Supondremos que el modelo probabilístico 
es de Markov para no recargar la notación. En la Sección 3.4, relativa a DI, se 
utilizan modelos probabilísticos más generales. 
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El problema que debemos resolver es 
mmEeug2(cl(xi,x0) + c2{x2,xi)) 
di, ¿2 
s.a. xi = fi(x0,6i,di) 
x2 = f2{xi,62,d2) 
que se resuelve por PD mediante 
mmEg1[cl(xi,Xo) + minEg2\gl(c2(x2,Xi))], 
di d2 
obteniendo d\ y d\ como soluciones. 
Alternativamente, proponemos resolver el problema de forma aproximada como 
sigue: 
FASE I: Cálculo de la trayectoria de referencia 
1. Tomar valores representativos de la v.a. (Oi,d2), denotados (9\,92). 
2. Resolver el problema de PD determinístico 
minci(xi,x0) + c2(x2,xi) 
oi,d2 
s.a. xi=fi(x0,0i,di) 
x2 = f2{xi,82,d2) 
La solución de este problema es di, d2 que conduce a la trayectoria de referencia 
Xi,X2. 
FASE II: Procedimiento hacia delante 
1. Resolver mm¿l Eg^c^Xi, xo) + p(x\ — £i)2), obteniendo la primera decisión 
propuesta d[. 
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2. Conocido el valor que toma 0X, resolver min¿2 Eo2\el(c2(x2,xi) + p(x2 - x2)2), 
obteniendo d2-
Para evaluar el heurístico deberíamos comprobar si h(d[, d%) — h(d[, d'2) es una can-
tidad pequeña, donde 
h{dud2) = E0u02(ci(xi,xo) + c2(x2,x1)), 
con xx = /i(zo, &i, di) y x2 = f2{xu 02, d2). 
3.4 Aplicación a diagramas de influencia 
En esta sección aplicamos el heurístico a la resolución aproximada de DI con variables 
continuas. Este es un problema muy difícil del que sólo existen soluciones en algunos 
casos especiales. En el Capítulo 4, daremos otra aproximación basada en simulación. 
Los DI gaussianos estudian el modelo gaussiano-cuadrático-lineal, ver Shachter 
y Kenley (1989). En ellos, la distribución de probabilidad conjunta de las variables 
del modelo es normal multivariante. Cada variable condicionada Xj\Xc(j) sigue 
una distribución normal de media \ij + Hkec(j)bkj{Xk — l¿k) y varianza Vj. Se 
tienen resueltos los casos de función de valor cuadrática con utilidad exponencial y 
aversión al riesgo constante. El algoritmo, análogo al de DI convencionales, realiza 
operaciones escalares de interpretación intuitiva y gráfica, a diferencia del álgebra 
matricial empleada usualmente en los modelos gaussianos. Ver Burns y Ciernen 
(1993) para una comparación de ambos enfoques. 
Es interesante notar que para asignar probabilidades que están condicionadas a 
una variable de decisión se fija primero un valor de referencia para ésta: por ejemplo, 
la política actual o el resultado de una optimización determinística. Una vez que 
se calcula su correspondiente política óptima, este nodo de decisión se convierte en 
118 
nodo de azar reemplazando esta política al valor de referencia y siendo eliminado 
como nodo probabilístico. Cuando se eliminan todos los nodos, se propagan hacia 
delante los cambios en las medias para obtener el diagrama de la política. 
La extensión de estos modelos sería a casos en que 
xi = fj(xc<j)) + ej J = !> • • • i n 
donde {/¿} son funciones reales arbitrarias y {e,-} son v.a. independientes. En el 
caso anterior, las {/_,•} son lineales y las {e¿} normales. Pero si las {e¿} no son 
normales y/o las {/,-} no son lineales, es decir, en cuanto el modelo probabilístico se 
desvía del normal multivariante, el estudio resulta extremadamente complicado y se 
restringe mucho la clase de problemas de decisión que se pueden resolver mediante 
un DI gaussiano, por lo que hay que buscar otros métodos. 
Proponemos entonces aplicar nuestro heurístico para resolver DI con variables 
continuas. Estudiamos problemas que se asimilen al esquema introducido previa-
mente. Un ejemplo simple (Figura 3.6) nos sugiere la forma de hacerlo. 
Figura 3.6: DI para aplicar el heurístico. 
La sucesión de variables a eliminar, tan clara en los problemas de decisión secuen-
ciales, se puede encontrar en un DI (bien definido) resolviendo éste cualitativamente. 
En el ejemplo, la única sucesión sería C, B, JD2, -4,-Di- Identificamos fácilmente las 
v.a. que se conocen antes y después de tomar cada decisión, asemejándose con los 
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procesos de decisión secuenciales a los que hemos aplicado el heurístico en secciones 
anteriores. En el ejemplo, conocemos el valor que toma la v.a. A una vez tomada la 
decisión Di y antes de tomar la decisión D2. Después se revela el valor de las v.a. 
ByC. 
Partiremos de un DI en forma extensiva (Smith, 1989a), que no requiere ninguna 
inversión de arcos para ser resuelto. Esto equivale a que cualquier nodo de azar 
que preceda a un nodo de decisión sea también predecesor directo de él. Además, 
en estos diagramas podemos borrar directamente los nodos irrelevantes, es decir, 
aquéllos que sólo tienen nodos de decisión como sucesores directos. 
Por otra parte, al igual que en los problemas de decisión secuenciales, partimos de 
una función de utilidad separable, Tatman y Shachter (1990): denotando por N = 
{ 1 , . . . , n} los índices de los nodos del modelo y Xi,..., Xn a las correspondientes 
variables, la función de utilidad v será de la forma 
V(XN) = J2VÍ(XCÍ(V)), 
t = i 
donde ^ ( u ) es el vector de variables cuyo índice corresponde al grupo de predeceso-
res condicionales del nodo v que define cada factor u¿ de V(XN), tal que no contenga 
a más de una variable de decisión. Esta descomposición se utiliza habitualmente, 
aunque podrían estudiarse otras. 
El problema puede por tanto representarse mediante DI con varios nodos de valor, 
revelando gráficamente la naturaleza separable de la función de utilidad. El DI del 
ejemplo está en la Figura 3.7. 
Definido ya el tipo de problema que vamos a resolver, describimos el heurístico. 
El punto de partida son los problemas de decisión anteriores expresados en forma 
extensiva. La identificación de qué arcos se han de invertir puede hacerse a partir 
de la definición dada de la forma extensiva o bien resolviendo el problema cualita-
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Figura 3.7: DI anterior, con varios nodos de valor. 
tivamente. Los cálculos pueden realizarse, si es necesario, por simulación. 
FASE I: 
La fase I determina los valores de referencia para las decisiones. Como hacíamos en 
el caso general, resolveremos el problema dinámico determinístico que se obtiene una 
vez que las v.a. han sido sustituidas por valores representativos. Podemos tomar 
también sus medias como tales valores. Por tanto, la fase I consiste en 
1. Tomar valores representativos del vector de v.a. XQ, como por ejemplo el vector 
de medias Xc- El subíndice C denota el conjunto de v.a. del problema. 
2. Resolver el problema dinámico determinístico: 
maxv(Xc,XD), 
Xp 
donde el subíndice D denota el conjunto de variables de decisión del problema. 
La solución de este problema se designará Xo = (X^,..., X¿T). 
Para calcular el vector de medias en 1., podemos aprovechar la factorización par-
ticular de la distribución conjunta en distribuciones condicionadas, que subyace en el 
DI junto con los métodos que nos ofrece la simulación: supongamos que Xy,..., Xk 
son las v.a. del problema; sabemos que existe una lista de nodos ordenados, en la 
que ninguno de los predecesores de un nodo sigue al nodo en la lista (Shachter, 
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1988). La lista comenzaría con un nodo que no tenga predecesores directos y se 
irían añadiendo nodos que tengan todos sus predecesores directos ya en la lista. Si 
una lista es {Xi,..., Xk}, calcularemos 
Paso 1: E{XX) 
Paso 2: E(X2) = EXx[E{X2\X1)] 
Paso i, i = 3 , . . . , k: 
Se realizan los pasos: 
=E(Xi\Xc{i)) 
1) EXijE(Xi\X¿...,Xi.1)\Xu...,Xi.2] = E(Xi\Xu...tX^2) 
2) EXi_2[E(Xi\Xu...,Xi-2)\Xl,...,Xi^} = E(Xi\Xu...,Xi-3) 
j) Ext^[E(Xi\Xu . . . ,*f-¿)l*i, . . . , ^ Í - Í - I ] = E(Xi\Xít.... X w _ ! ) 
t - 1 ) EXl[E(Xi\X1)] = E(Xi) 
Por tanto, utilizamos únicamente las distribuciones presentes en el diagrama. Por 
ejemplo, en el caso particular en el que {i — 1} = C(i), Vi = 1 , . . . , k, típico en 
procesos Markovianos,t se reduciría a hallar 
E(Xi) = EXl[EX2lXl[---[E(Xi\Xi-1}}}. 
En general, puede ocurrir que 3 D variable de decisión, tal que D € C(X), con X 
v.a. Supongamos que las variables de decisión que se encuentran en esta situación 
son X¿s , . . . ,X¿jt, que toman valores en QXd., i = j i , . . . , j s . Entonces, el producto 
de todas las distribuciones condicionadas del DI dará lugar a toda una familia de 
distribuciones de probabilidad de todas las v.a. del problema condicionada a esas 
122 
decisiones: 
V = {P(Xc\(Xdji = xdji,..., Xdja = xdjt )):xdieQXdii = Ji,-, js} 
En estos casos, podemos considerar primero que cada variable de decisión toma 
valores en un conjunto finito. En el caso de que valore en un conjunto continuo, como 
V tiene un conjunto infinito no numerable de elementos, tenemos varias dificultades: 
• La asignación de cada elemento de V. Podríamos realizar la asignación para 
unos cuantos valores de la variable de decisión y después ajustar una curva. 
• El cálculo de los valores representativos de las v.a. Podríamos realizar los 
cálculos paramétricamente, como se verá en el Ejemplo 3.1. 
FASE II: 
La fase II utiliza un procedimiento hacia adelante, a partir de Xr>. Para la primera 
decisión resolvemos: 
maxE[vhl(XChl(v)) - p(Xdl - Xdl)2] 
donde p > 0 y h\ es el índice del factor de la función de utilidad conjunta donde 
interviene Xdl. La esperanza se calcula respecto a las v.a. en C^iv), condicionado 
a todos los valores ya conocidos. Para esto, normalmente será necesario calcular 
nuevas distribuciones (o, tal vez, sólo algunos momentos) y se hará mediante pro-
pagación de nodos, Shachter (1988), vía simulación si es necesario. 
La solución de este problema la denotaremos X'd . Se continúa el proceso para 
Xd2,..., Xdr. La solución propuesta es X'dl,..., Xdr. 
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Ejemplo 3.1 
Desarrollamos en detalle el ejemplo de la Figura 3.6. Suponemos que las distribu-
ciones almacenadas en los nodos de azar son normales de varianza 1 y de media, la 
variable predecesora. Las variables de decisión toman valores en [0,1]. La función 
de utilidad se descompone aditivamente según 
v{Du D2, C) = vi{DuC) + v2(D2, C) = DXC + D2C. 
Para calcular la solución propuesta por el heurístico, como el DI se encuentra 
ya en forma extensiva y no hay nodos irrelevantes, debemos calcular el vector de 
medias de la distribución conjunta P(A, B, C\DX = di), para cada di G [0,1]. 
En nuestro caso, fijado d\ G [0,1], E{A\d\) — di al ser A|di ~ iV(di, 1). De ahí 
E(B) = Em(E(B\A)) = EA{dl(A) = di 
E(C) = Em(EB]A(E(C\B))) = Em(EB¡A(B)) = Em(A) = d1 
Es decir, el vector de medias es (di, di, di), para cada di G [0,1] fijo. Sustituyendo 
estos valores en la función de utilidad, hay que resolver: 
max ui(di, di) + v2{d2,di) = d\ + d2di 
di ,¿2 
s.a di,d2 € [0,1] 
Mediante programación no lineal se obtiene fácilmente la solución di = d2 = 1, que 
es el valor de referencia con el que terminamos la fase I. 
En la fase II, comenzamos buscando la solución sugerida para Di. Se obtiene 
resolviendo: 
max£C |d l(diC - p{dx - l)2) s.a dx G [0,1]. (3.10) 
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Para hallar esta esperanza hemos de calcular la distribución C\d\. En este caso, 
por ser distribuciones normales, los cálculos no son complicados. En un primer 
paso de la propagación se obtiene C\A ~ N(A, \/2) a partir de C\B ~ N(B, 1) y 
B\A ~ N(A, 1). En un segundo paso, calculamos ya C|di ~ N(di, \/3) a partir de 
las distribuciones de C\A y A\d\. 
El problema (3.10) es entonces 
maxd2 - p(di - l )2 s.a di G [0,1] 
di 
cuya solución es d[ = 1. Tomada esta decisión, la distribución de A es N(l, 1). Y 
conocido A = a, buscamos la solución para D2 mediante 
max EC\d'A=a[d2C - p{d2 - l)2] = d2a - p(d2 - l )2 . 
di l 
Esta parábola tiene un máximo local en d2 = f- + 1 que es mayor que 1. Luego, 
«¿2 = 1. En consecuencia, la solución que proporciona el heurístico es d[ — d2 = 1. 
Como este ejemplo es sencillo, podemos calcular la solución óptima del problema 
y compararla con la que da el heurístico. Para la óptima, eliminamos primero el 
nodo C y luego el B por esperanza condicionada, obteniendo una utilidad esperada 
día + d2a. Al eliminar D2 calculamos 
max (día + d2á) 
(¡2 
día + a si a > 0 
día si a < 0 
registrando la política óptima para D2 como la que escoge d2 = 1, si a > 0, y d\ = 0 
en otro caso. Al eliminar A resulta como utilidad esperada 
roo 
d^A) + / (diA + A)p(A\d1) dA = Jo 
= d2 + _ l = e - ^ + d i P ( Z > - d i ) , con Z ~ W(0,1). (3.11) 
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Finalmente, la eliminación de Di nos conduce a maximizar (3.11) respecto a di, 
alcanzándose el óptimo en d\ = 1. La utilidad máxima esperada de este problema 
es 2.08327. La solución aproximada que da el heurístico es 2, muy próxima. < 
3.5 Algunos casos de evaluación del heurístico 
En esta sección describimos una estrategia para el cálculo de la trayectoria de refe-
rencia y evaluamos de hecho algunos casos importantes del heurístico. Planteamos 
después cómo se evaluarían casos más complicados. 
Para resolver la fase I, el decisor ha de dar los valores representativos 0¿. Para ello, 
pueden tomarse, por ejemplo, las medias, las modas, las medianas,... La aplicación 
específica puede sugerir la medida representativa. Por ejemplo, en un problema de 
gestión de embalses en el que el río en cuestión sea regular, su flujo estará bien 
representado mediante sus medias. Un recurso extremo para encontrar valores re-
presentativos sería convertir el problema estocástico en determinístico como se hace 
a menudo en estudios de gestión a muy corto plazo (estudios horarios o diarios), 
donde las entradas al embalse podrían considerarse determinísticas. 
Analizamos el caso de tomar como 0¿ la media 0¿. 
Problemas monoetápicos 
Distinguimos varios casos según el tipo de funciones Ci y } \ . 
CASO 1 
Supongamos f\ y Ci lineales respecto a todas sus variables, es decir, 
fi(x0,9i,di) = a0x0 + ai8i + a2dx + a3 
Ci(xi,xQ) = bQx0 + biXi + b2, 
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con a¿, bi eJR Vi. Como la esperanza y f\ y c\ son lineales, resulta 
£íi[ci(/i(zo,0i,di),3o)] = ci{fi{xo,9x,di),XQ). 
Así, dj coincide con la solución d\ del problema determinístico realizado en la 
fase I. Como consecuencia, la fase I del heurístico nos conduce a la solución óptima 
y no es necesaria la fase II. 
CASO 1' 
Generalizando el caso 1, se comprueba que lo anterior es también válido si / i es 
lineal sólo en 0i, y C\ sólo en X\, Es decir 
fi{xQ,dudi) = ai0i+0O(zo,di) 
c\{xux0) = 61X1 +gi(x0), 
con ai, bi G IR, y <& funciones cualesquiera Vi 
CASO 2 
Suponemos / i lineal y c\ cuadrática: 
/ i {xo, #i, di) = ÜQXQ + aiOi + a2di + a$ 
C\(xi, XQ) = bQxl + b\x\ + b2x0xi + 63, 
con di, bi e H Vi. Se tiene que 
Eel{cl(f1(x0,el,d1),xo)}-cl(fl(x0,el,d1),Xo)=b1a'Í[E(e2l)-9l}, 
que es independiente de di. De nuevo, di = d\ y también evitamos la fase II. 
CASO 3 
Suponemos / i cuadrática y C\ lineal: 
/i(x0 ,0i, di) = aQxl + ax6\ + a2d\ + a3xo0i + a4x0di + a50idi + a6 
Ci(xi,xo) = b0x0 + biXi + b2 
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De nuevo ocurre 
EBAci{fi{xo,Oitd1),xQ)]-cl{f1(xOieudi),xQ) = hai[E(G^)-0l], 
que es independiente de di. Como en el caso anterior, d\ = d\. 
CASO 4 
Suponemos c\ lineal en x\, i.e ci(xi,x0) = biX\ + gi(x0), y / i desarrollable en serie 
de Taylor respecto a #i. Para cada di, al desarrollar / i en serie de Taylor alrededor 
de di hasta el término cuadrático, tendremos 
h rfl 
EeAci(fi{xo,Oudi),xo)} - Ci(fi(x0,9i,di),x0) - ¿ [ £ ( * i ~ 6i)2]-^fi(xo,0i,di). 
De aquí deducimos que 
• Si la varianza de 81 es próxima a cero, entonces se obtiene di « d*, y el valor 
£fli[ci(/i(a;o,0i,di),:i:o)] será próximo a Egi[ci(fi(xo,0i,di),xo)], con lo que 
perderemos poco con la aproximación. 
d2 
• Si -7rjñfi{xQ,6i,di) no depende de di, entonces di = d*, y volvemos a una 
situación similar a la de casos anteriores. Por ejemplo, siendo / i aditiva y/o 
multiplicativa ea sus variables, si no contiene el factor 0\d\, con k > 2, j > 1, 
se ajustaría a este caso. 
Estas deducciones son válidas siempre que la aproximación a la serie de Taylor sea 
buena. Damos a continuación un ejemplo en el que se pueden dar problemas. 
Ejemplo 3.2 
En este ejemplo / i contiene un factor 9\d\, y entonces la varianza de 81 determina 
si di w d*. 
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Sea 
x0 = O 
x\ = fi(x0,9udi) = d\- dxO\ 
C\{XQ,X\) = ax\ — ad\ — ad\6\, a>Q 
0! ~ Exp{\) 
di > O 
Se tiene que Efljadf — adx&[] = ad\ — adi^¡ alcanza el mínimo en d\ = j¡. La 
función ci se minimiza en di = ^ , que es la solución de la fase I. La pérdida de 
optimalidad si tomamos di en vez de d\ es 
h{d\)-h{dx) = --^-2. (3.12) 
Esta cantidad puede ser muy grande (en valor absoluto) si A es pequeño, es decir, si la 
varianza de 6\ es grande. Por tanto, si la varianza es pequeña, di « d\, y terminamos 
de resolver el problema en la fase I del heurístico, cuantificando (3.12) la pérdida 
con la aproximación. Si por el contrario, la varianza es grande, no podemos tomar 
di como buena aproximación de d\. Pasamos a la fase II, que proporcionará d[ como 
solución. En tal caso, debemos calcular 
mmEei(ci(xi,x0) + p{xx - x{f) = 
4 4 3 51p. 2 / 2 3 P , 2a>>.7 , 8 9P 
= P^t- PT^d\ + (a + -^)dl- (-f + —)d,+ 
A2 1 v 2 A 4 ^ i v Ae x2' * 16A8 
Este polinomio de grado 4 tiene mínimo, al ser positivo el coeficiente del monomio 
d\. Podemos ilustrar el resultado para un valor arbitrario de a (siempre que sea 
positivo) y de A (siempre que sea próximo a cero). Tomamos por ejemplo, o = 2, y 
A = .1. La derivada del polinomio que hay que minimizar sólo tiene una raíz real, 
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que además, tiende al valor 50 cuando p -4 oo. Es decir, tenemos 
d\ = 100 = * h{d\) = -20000 
y 
dx = 50, d\ = 50 => h(d[) = -15000, 
que supone una pérdida de optimalidad de -5000, en términos relativos del 25%. < 
CASO 5 
Con / i y ci generales, podríamos dar una aproximación cuadrática de fi (alrededor 
de 8\) y una aproximación lineal de c\ (alrededor de fi{xQ,0i,d\)). Realizando 
algunos cálculos se llega a que 
^eJcií/iíxo^i.dO.Xo)] -ci(/ i(xo ,0i ,di) ,a;o) ^ 
~ Q^ici(h(xo^udi),x0)^f1(x0,el,d1)[E(e21)-§¡}~. 
Volvemos a ver que con una varianza pequeña, la función que se minimiza en la 
fase I es aproximadamente la misma que para el cálculo de la solución óptima. En 
este caso tan general, ésta es la máxima simplificación. 
Problemas bietápicos 
Con más de una etapa la situación se vuelve más compleja y engorrosa. Lo más apro-
piado sería evaluar estos problemas por simulación. De cualquier forma, veamos un 




xQ = 0 
xi = Mx0,eudl) = <^-d1el 
X2 = h(xi, #2, da) = d2 + 02 
ci(a;o,xi) = XQ + X]_ = d\ — did\ 
c2{xi,x2) = xi + x2 = di - di6\ + 92 + d2 
0i ~ N(l , l ) 
0210! ~ N(0l,l) 
di, efe € [0,1]. 
La solución óptima es d2 = 0 y d\ = 1. Por el contrario, la fase I nos lleva a 
d2 = 0 y di = ^. Por ello comenzamos la fase II a partir de i i = — j y ¿2 = 1-
Entonces 
¿ m i n ^ i - M ^ Z i ) + pfrí + -)2] = 
= ^ - 4pd? + (1 + yp)d? - (P + 2)di + ^ , 
nos lleva a d[ = 1 pues la derivada de ese polinomio de grado 4 tiene un único cero 
real, que es mayor que 1, Vp > 0. (Para p = 10~8, el mínimo se alcanza en el punto 
1.0165; para p = 0.5 se alcanza en el 2.2381; cuando p —> 00 el mínimo se alcanza 
en el punto 2.2119). Ademas, 
mmEe3\el[c2(xux2) + p{x2 - l)2] = 
di 
=
 Pd\ + (1 + 2p#! - 2p)d2 + 0i + P + pe\ - 2p#! + 1 - e\ 
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nos lleva a 
' -é + i-Oi *-h<0i<i-h 
d'2 = l 0 si 6, > 1 - i 
1 si «i < " ¿ 
Calculamos ahora /i(di, (¿2) — Eeue2(ci(xi, XQ) + C2(X2, %I)) en cada uno de los dos 
casos: 
Ji(dJ,dJ) = - 1 
/i(dí,d2) = - 1 + EeiEe2\ei(d'2) = 
= -1 + / "* 5(^ 1) d»i + f ' V f + 1 ~ *iM*i) dOu J-00 J-± 2/j 
donde g(6i) es la función de densidad de una N(l,1). Las dos integrales cuantifican 
la diferencia de optimalidad si usamos d'^d^ en vez de d\,d2- Si hacemos tender p 
a infinito, 
h(d[, d'2) = - 1 + f° 9(6,) <W1 + í \ l - 0i)$(0i) ddx = 
J-00 Jo 
= - 1 + .1587+.157 = - . 6 8 4 , 
que es muy próximo al valor que proporciona el óptimo. < 
La generalización a más de dos etapas sigue patrones similares. En ocasiones, 
podemos evitar realizar la fase I si el decisor o el experto es capaz de dar directamente 
la trayectoria de referencia. Es frecuente restringir el conjunto de posibles estrategias 
a un pequeño número de reglas basadas en la experiencia y el sentido común. En 
este caso se comenzaría directamente en la fase II. 
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3.6 Conclusiones 
Hemos introducido una aproximación nueva para la resolución aproximada de pro-
blemas de decisión secuenciales, basada en un heurístico miope. Su aplicación a la 
gestión de embalses proporciona resultados muy buenos, incorporando coherente-
mente todas las fuentes de información y numerosos elementos nuevos, dentro del 
marco del AD Bayesiano. Tal heurístico conlleva el cálculo de una trayectoria de 
referencia que asegura la controlabilidad del embalse a largo plazo. La metodología 
se aplica a problemas del AD que pueden encuadrarse en este contexto, modelizados 
con DI, y donde se permite que las v.a. del problema sean continuas. Se ana-
liza cómo actúa el heurístico, mostrando varios casos que llevan a simplificaciones 
importantes disminuyendo las dificultades computacionales. 
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Capítulo 4 
Métodos de simulación en Análisis 
de Decisiones Bayesiano 
4.1 Introducción 
Muchos problemas de decisión reales son tan complejos que a menudo los métodos 
exactos son incapaces de resolverlos. Por ello, sólo podremos obtener soluciones 
aproximadamente óptimas en la práctica. Las diferencias entre las distintas técnicas 
se hallan en la velocidad de convergencia, en los requisitos computacionales y en la 
conveniencia de su aplicación. 
La complejidad de los problemas se debe principalmente a: 
• gran número de variables a modelizar y con numerosas interrelaciones (algunos 
modelos gráficos existentes fueron analizados en el Capítulo 1), 
• imprecisión en los juicios del decisor (el Capítulo 2 abordó este tema), 
• influencia del tiempo (el Capítulo 3 tuvo en cuenta este aspecto), 
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• función de utilidad multiatributo (los tres capítulos consideraron funciones de 
este tipo), 
• presencia de variables continuas. 
En este último punto nos detendremos. Algunos de los métodos gráficos vistos 
en el Capítulo 1 no pueden modelizar y manejar variables continuas de azar y/o de 
decisión. Su presencia no implica no poder aplicar la teoría, que sigue siendo válida, 
pero sí provoca que los cálculos se hagan frecuentemente impracticables: el teorema 
de Bayes y los cálculos de esperanzas con variables continuas requieren típicamente 
integración numérica, y maximizar la utilidad esperada sobre una variable de de-
cisión continua requiere típicamente una búsqueda iterativa. Estos dos problemas 
incrementan la carga computacional en problemas grandes. 
Para evitarlo, las soluciones más comúnmente usadas son: 
• Discretizar las variables continuas y aplicar un método de variables discretas. 
Sin embargo, si se eligen pocos puntos, pueden no representar bien la variable, 
especialmente cuando las colas de la distribución son pesadas, ver Miller y Rice 
(1983) y Merkhofer (1987). En cambio, si se eligen demasiados puntos, resulta 
un modelo muy costoso computacionalmente. 
• Resumir las distribuciones continuas mediante sus primeros momentos, y las 
funciones mediante sus primeras derivadas (Smith, 1993). Las aproximaciones 
analíticas relacionadas, como la de Laplace, se usan para encontrar distribu-
ciones a posteriori. Sin embargo, estos métodos pueden ser inexactos para 
distribuciones irregulares o multimodales. 
• Utilizar una aproximación paramétrica, ajustando a las v.a. continuas, dis-
tribuciones continuas paramétricas que sean fácilmente manejables, como el 
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modelo gaussiano multivariante. Poland (1994) ajusta a las v.a., mixturas de 
distribuciones continuas. Sin embargo, esta aproximación tiene un campo de 
aplicación restringido. 
• Utilizar una aproximación algebraica que permita incluir variables de decisión 
continuas, como se hace en Stonebraker (1993), extendiendo el método de Kir-
kwood (1993) ya comentado en el Capítulo 1. 
• Utilizar algún heurístico, tal y como hicimos en el Capítulo 3. 
• Utilizar simulación. Se generan muestras de las distribuciones modelizadas, y 
el decisor examina las consecuencias de varios escenarios, teniendo una- apro-
ximación del comportamiento de las distintas alternativas. Los gráficos y las 
medidas descriptivas obtenidas pueden utilizarse como base para tomar una 
decisión apropiada. 
Respecto al último punto, Ciernen (1991) subraya el potencial de la simulación 
en el AD a pesar de su escasa aplicación en la actualidad. Por contra, la Estadística 
Bayesiana ha experimentado un gran avance debido a la introducción de métodos 
de Monte Cario. Por ejemplo, mientras existen numerosos métodos de simulación 
para Redes Bayesianas, ver por ejemplo Pearl (1987) o York (1992), sólo conocemos 
un esbozo de un método de simulación para DI en Jenzarli (1995). 
Matzkevich y Abramson (1995) sugieren como razón posible que los problemas 
de decisión considerados tradicionalmente requieren estructuras relativamente pe-
queñas, con lo que los métodos estándar exactos dan respuestas en un tiempo ra-
zonable. Sin embargo, el mismo impulso computacional que ha desarrollado la Es-
tadística Bayesiana, permitiendo modelizaciones más complejas y realistas, debería 
alcanzar al AD. 
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En este capítulo exploramos en varias direcciones el uso de métodos de simulación 
en problemas de decisión. En la primera parte del capítulo, consideramos proble-
mas continuos de decisión con preferencias y creencias imprecisas, como se vio en el 
Capítulo 2. Proporcionamos una aproximación del conjunto de soluciones no domi-
nadas mediante técnicas de simulación. Este método serviría también para el caso 
de precisión, pero equivaldría a un método de búsqueda aleatoria pura. Por ello, en 
la segunda parte, proporcionamos un método de Monte Cario basado en cadenas de 
Markov (MCCM), que especificamos para problemas modelizados mediante DI, en 
los que permitimos que haya nodos de azar con distribuciones continuas asociadas 
y nodos de decisión continuos. 
4.2 Aproximación Monte Cario de conjuntos no dominados 
Los problemas de decisión con información parcial conducen a ordenar las alterna-
tivas de acuerdo a una clase de utilidades esperadas a posteriori, con respecto a 
una clase de funciones de utilidad y una clase de distribuciones de probabilidad a 
priori. Estos problemas se estudiaron en el Capítulo 2, cuando el problema de de-
cisión venía modelizadp mediante un DI. Una cuestión que nos planteamos ahora es, 
por ejemplo, cómo resolver estos problemas en el caso de existir nodos de decisión 
con conjuntos de alternativas continuos. Como ya indicamos, el concepto natural 
de solución es el de alternativa no dominada. Nuestro objetivo computacional es el 
cálculo del conjunto no dominado. 
Aunque nuestra motivación sea resolver este problema concreto, vamos a resolver 
de hecho un problema más general. Los problemas de programación multiobjetivo, 
donde las alternativas se ordenan en el sentido de Pareto, respecto a varias fun-
ciones objetivo, ver Ríos et al (1988), pueden encuadrarse en nuestro marco. Asi-
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mismo, podrían incluirse aquí muchos problemas de Investigación Operativa y de 
Estadística, que conducen a comparaciones de alternativas en términos de una clase 
de funciones de evaluación, según comentaremos en el Capítulo 5. 
Se han descrito soluciones para el cálculo del conjunto no dominado, bajo condi-
ciones estructurales fuertes. Dos ejemplos son el cálculo de la frontera de Pareto en 
programación lineal multiobjetivo, ver Yu (1986), o del conjunto no dominado en 
problemas discretos de AD con información parcial, ver Ríos Insua y French (1991). 
Pero no existe aún una aproximación lo suficientemente general para resolver el pro-
blema en el marco continuo. De hecho, el informe CÓNDOR (1988) sugiere este 
problema, en el contexto más limitado de decisiones con multicriterios, como uno de 
los más importantes que deben resolverse en Investigación Operativa en esta década. 
Describimos primero el procedimiento general, basado en iteraciones sobre un ci-
clo de aproximación discreta del conjunto de alternativas, obtención del conjunto no 
dominado de la aproximación, y suavización de tal conjunto. Describimos algunos 
procedimientos de suavización. Después ilustramos el marco anterior en problemas 
de programación multiobjetivo, con dos ejemplos: uno convencional de programación 
lineal multiobjetivo y otro complejo de programación no lineal (no convexa) mul-
tiobjetivo. Mostramos, luego el uso de estas ideas en Análisis Bayesiano robusto en 
el caso importante de que se disponga de una clase parámetrica de distribuciones de 
probabilidad a priori y una clase parámetrica de funciones de utilidad. Finalmente, 
concluimos esta primera parte del Capítulo esbozando cómo utilizar la aproximación 
en DI. 
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4.2.1 Procedimiento general 
Proporcionamos aquí la descripción de un procedimiento general para la aproxi-
mación del conjunto no dominado. Estudiamos primero una aproximación discreta, 
después una aproximación continua, discutiendo por último reglas de parada. 
4.2.1.1 Aproximación discreta 
Suponemos que tenemos que escoger entre un conjunto A C IR* de alternativas 
ordenadas según la relación 
a<b <=^> (V{a,w) < V(b,w),Vw <E S) (4.1) 
Esta formulación general permite describir de forma unificada algunos de los princi-
pales problemas en Investigación Operativa y Estadística (Bayesiana), cuando hay 
varios objetivos conflictivos y/o imprecisión en las preferencias y/o creencias. Por 
ejemplo, en un problema de programación multiobjetivo tenemos 
a X b <í=¡> (vi(á) < Vi(b), i = 1,..., Z) (4.2) 
donde u¿, i = 1,..., I designa a los objetivos. Así, podríamos definir w = i, *$f(a, w) = 
vw(a), con S = {1,2,...,/}. Alternativamente, tenemos 
i 
a<b <í=4> (A't;(a) < X'v(b), A > 0, £ A¿ = 1) 
i= l 
y podríamos hacer w = A, \l>(a, w) = w'v(a) y S — {w : W{ > 0,Y^i=1Wi = 1}. 
Notar también que nuestra formulación comprende problemas no paramétricos. El 
ejemplo típico es 
a<b <=> ( íu{a, s)dp(s) < í u(b,s)dp(s),\/u e U,Vp € P) 
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donde U es una clase de funciones u de utilidad y P es una clase de distribuciones p 
de probabilidad. En este caso, podemos hacer w = (u,p), ^(a,w) = fu(a, s)dp(s) y 
S = U xP. Éste es realmente el problema que nos interesa, pero queremos destacar 
la aplicación en otros contextos. 
El objetivo computacional en estos problemas es calcular o aproximar el conjunto 
N(A) de soluciones no dominadas. Supondremos que A es compacto y las funciones 
^(a, w) son continuas en la topología apropiada para asegurar la existencia del 
conjunto no dominado. 
No se dispone de un procedimiento para calcular (o aproximar) el conjunto no 
dominado en problemas generales. Este será nuestro objetivo, proporcionando un 
método basado en simulación. Ademas, como podremos añadir estructura a nuestro 
método básico, éste puede ser competitivo incluso en casos en que se tenga un método 
estructurado, como el símplex multiobjetivo, dada su complejidad computacional. 
Nuestra aproximación inicial puede considerarse como un método de búsqueda 
aleatoria extendido a problemas con varios (posiblemente infinitos) objetivos. La 
idea básica es discretizar el conjunto de alternativas y aplicar un procedimiento de 
comparación por pares. Hacemos dos hipótesis: 
1. Sabemos muestrear aleatoriamente de A. Suponemos que lo hacemos de forma 
que todos los elementos de A están en el soporte de la distribución de la que 
se muestrea. El caso más simple es la distribución uniforme en A, por ejemplo, 
por el método de rechazo, ver Ripley (1987), aunque éste no es siempre eficiente. 
Ocasionalmente, podemos tener información adicional que puede reflejarse en 
la distribución utilizada. 
2. Dadas dos alternativas a,b £ A, disponemos de un procedimiento para deter-
minar si a •< b, o viceversa. Obviamente, esto requiere discusiones en los casos 
140 
específicos. Algunos ejemplos se verán más adelante y de ello también se habló 
en el Capítulo 2. Ríos Insua (1990), Ríos Insua y Martín (1994) incluyen algu-
nas otras referencias importantes a este problema. Una aproximación general 
sugeriría resolver el problema 
min(V{b,w) - V(a, w)) = Aba, 
ya que 
• Si A6a > 0, a -< b. 
• Si A6a = 0, 
si Aa¿, < 0, a -< b, 
si Aa6 = 0, b ~ a. 
• Si Aba < 0, si Aa6 = 0, b -< a. 
De esta forma, podemos descartar las correspondientes alternativas dominadas 
o equivalentes. Notar sin embargo que, como se ilustrará en los ejemplos, estos 
problemas pueden ser de difícil solución, entre otras razones, porque se puede 
carecer de una fórmula explícita para ty(.,w), o \I>(., tu) puede ser una integral 
de dimensión alta. 
La aproximación propuesta procede tomando una muestra del conjunto de al-
ternativas, i.e. An = {a,i,...,an} C A. Después se encuentra el conjunto Nn no 
dominado de esa muestra como aproximación discreta del conjunto no dominado. 
Para ello se procede mediante comparación de pares, reetiquetando las alternativas 
según se explicó en el Capítulo 2 (regla 5 para la eliminación eficiente de un nodo 
de decisión). También son aplicables las reglas 3 y 4. En el caso en que a,j ~ a/,, 
nos quedamos con una de ellas. 
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Podemos probar que la aproximación Nn converge al conjunto no dominado N(A) 
cuando n crece, bajo la hipótesis 1 de que todos los puntos están en el soporte de la 
distribución de muestreo. Suponemos que An+\ = An U {an+i}. 
Lema 4.1 Va € A existe es. una subsucesión (anj) con límite a. 
Demostración 
Si no existiese tal subsucesión, habría un entorno B(a) de a, con 0 < pr(B(a)) < 1, 
tal que an £ B(a),Vn, suficientemente grande, pongamos n>m. Ahora bien, 
pr(an & B(a),Vn >m) = 
= limpr(aj £ B(a),i = m, ...,n) = 
n 
= lim JJ pr(di & B(a)) = 
i=m 
= lim(l - pr(B(a)))n-m+1 = 0. 
D 
En particular, el resultado se verifica para las alternativas no dominadas. 
Proposición 4.1 Va € N(A), existe es. una subsucesión convergente (anj), con 
On, € Nnj tal que anj—^b y b ~ a. 
Demostración 
Por el Lema 1 existe una subsucesión anj-ta. Si, para casi todo j , anj G A^., ya 
estaría demostrado. Supongamos entonces que, para casi todo j , anj £ Nnj. En 
consecuencia, existe bnj € A^. tal que anj -< bnj. Como A es compacto, existe una 
subsucesión convergente bn. -»¿>, b 6 A. Teniendo en cuenta que an. —>a, an. -< bn. 
y la continuidad de las funciones de evaluación, resulta a •< b. Ahora bien, a era no 
dominada. Por tanto, a ~ b, con lo que la subsucesión (bn. ) cumple el enunciado. 
D 
142 
El resultado implica que para el b encontrado, \I>(a, w) = \&(&, w), Vw £ S. Bajo 
condiciones de identificabilidad, es decir, cuando 
#(a,w) = #(&,w),Vw € S = • a = 6, 
se tiene 
Corolario 4.1 Vo € N(A), existe es. una subsucesión (anj), con anj e Nnj tal que 
anj->a. 
4.2.1.2 Aproximación continua 
Los resultados anteriores sugieren utilizar Nn como una aproximación discreta del 
conjunto no dominado N(A). Por ser A continuo, podemos estar interesados en dis-
poner de una aproximación continua de N(A). Una posibilidad es plantear el pro-
blema de aproximación como uno de ajuste de una superficie sobre Nn. Para ello, por 
ejemplo, podemos reescribir los elementos de Nn en la forma (x = (xi,..., xt-i), y = 
xt), con lo que tenemos un problema de regresión no lineal (x, y), posiblemente de 
alta dimensión y con poca información estructural. En consecuencia, necesitamos 
un método suficientemente robusto. En los ejemplos que vamos a discutir aquí, uti-
lizamos esencialmente modelos de regresión local, implementados en la función loess 
de Splus, ver Cleveland, Grosse y Shyu (1992). 
Puesto que puede ocurrir que el conjunto no dominado no sea conexo, y los 
métodos anteriores tienen esperanzas predictivas conexas, otra idea que utilizamos es 
la de formar conglomerados con los elementos de Nn. La agrupación del conjunto de 
puntos de Nn se realiza en función de su homogeneidad. En nuestra implementación 
actual utilizamos la distancia euclídea. Además, para asignar la distancia entre dos 
conglomerados aplicamos la regla del vecino más próximo que es la que se emplea 
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con mayor frecuencia. Una vez obtenidos los conglomerados, se considera el ajuste 
de una superficie sobre cada uno de ellos. Un ejemplo de esta técnica se verá más 
adelante. 
En cualquier caso, como aproximación continua del conjunto no dominado suge-
riríamos A O {a : $n(a) = 0}, donde $„ = 0 define la superficie que aproxima Nn, 
obtenida mediante cualquiera de los métodos anteriores. 
4.2.1.3 Reglas de parada 
Para la implementación, necesitamos una regla de parada, que debería tener en 
cuenta el esfuerzo empleado en generar nuevas soluciones, y alguna medida sobre la 
posibilidad de descubrir nuevas soluciones no dominadas y de redescubrir soluciones 
no dominadas ya encontradas. Este problema es, per se, muy interesante y está 
relacionado con el establecimiento de reglas de parada para métodos de optimización 
global estocástica, ver Rinnooy Kan y Timmer (1988). 
En los problemas en los que estamos interesados, las funciones de evaluación son 
crecientes en a, quizá después de una transformación apropiada. Los métodos des-
critos antes se adaptan fácilmente para incluir estas restricciones. En consecuencia, 
encontramos $„ tal.que a < b implica $„(a) < $n(&)- La ventaja fundamental 
está en que, si la superficie que aproxima el conjunto no dominado satisface la res-
tricción $ n = 0, cabe esperar que podamos descartar las alternativas con $n(a) < 0 
(geométricamente, las que quedan por debajo del suavizador). En este caso, utili-
zamos la siguiente regla: 
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1. Ajustar la superficie <2>n a Nn. 
2. Generar otra muestra de A. Si únicamente una proporción pequeña de la nueva 
muestra (por ejemplo, un 5%) está por encima de la superficie, parar. Si no, 
calcular la nueva aproximación. 
Notar que, en este caso, sabemos que el conjunto eficiente estará en la frontera. 
Podríamos entonces generar uniformemente de la frontera de A. Sin embargo, este 
problema es extremadamente complejo, incluso en el caso lineal, ver Berbee et al 
(1987). De hecho, podríamos ver nuestra aproximación como un método para gene-
rar aproximadamente según una distribución uniforme en la frontera eficiente. 
Además, de nuevo, por saber que las alternativas eficientes están en la frontera 
podríamos proyectar los puntos sobre la misma, por ejemplo mediante búsqueda 
binaria en la dirección (1,1,...,1), encontrando las soluciones no dominadas entre las 
proyecciones, y ajustando después la superficie. 
En resumen, el procedimiento propuesto es el siguiente, donde entendemos por 
agrupar, aplicar el procedimiento de agrupación; suavizar, ajustar una superficie a 
la aproximación discreta; proyectar, calcular la proyección de un conjunto sobre la 
frontera según cierta ¿dirección; calcular N(.), calcular el conjunto no dominado, por 
comparación de pares, del conjunto correspondiente: 
1. Inicialización n = 1, N0 = 0 . 
2. Generar una muestra An de A. 
3. Si la regla de parada no es cierta, entonces Nn = N(An U Nn_i). Agrupar Nn, 
suavizar Nn, n = n + 1, ir a 2. 
4. Calcular Nn = N(An U iV„_i), proyectar Nn a Mn, agrupar y suavizar N(Mn). 
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Las siguientes secciones discuten la aplicación de este marco a dos problemas impor-
tantes de la Investigación Operativa y de la Estadística: programación multiobjetivo 
y análisis Bayesiano robusto. 
4.2.2 Programación multiobjetivo 
El cálculo de conjuntos no dominados en programación multiobjetivo resulta de gran 
interés en la actualidad y es sencillo encajarlo en nuestra propuesta. Realmente, sólo 
bajo condiciones estructurales fuertes (principalmente, problemas de programación 
lineal multiobjetivo, tal vez con información cónica sobre las preferencias) hay algo-
ritmos disponibles para la resolución de tales problemas. 
Una posibilidad sería apelar a las caracterizaciones de soluciones eficientes. Por 
ejemplo, en el caso convexo podemos usar sumas ponderadas de los objetivos, resol-
ver el problema correspondiente para un conjunto suficientemente grande de ponde-
raciones, empleando después nuestra aproximación con el suavizador. Sin embargo, 
cada uno de estos problemas puede ser muy costoso (en general, requieren optimi-
zación global), pueden conducir a redescubrir la misma solución y puede ser difícil 
la comprobación de las condiciones bajo las que la caracterización es válida. Como 
alternativa, mostramos aquí la potencia de nuestro método, incluso en los casos 
complicados en los que el conjunto no dominado no es conexo. 
El aspecto principal que queda de nuestra discusión general es comprobar si 
a •< b. En el caso de no haber información adicional sobre las preferencias es 
inmediato, ya que basta aplicar (4.2). Un modelo frecuente cuando hay información 
adicional es suponer una función de valor aditiva ponderada, ver French (1986) y las 
implementaciones en los paquetes HIVIEW y VISA. La información parcial sobre 
los pesos k viene definida típicamente mediante restricciones lineales k G K y lo 
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más eficiente es calcular los generadores {fcl5..., km} de K y comprobar 
a<b <í=> (k[v(a) <k'iv(b),i = l,...,m) 
En el caso más general, se conocerá la función de valor no lineal salvo un parámetro 
A, de forma que 
a * b <=> ($(v(a), A) < $(u(6), A), VA <= A) 
y resolveremos el problema de programación no lineal 
xmn($(v(b),\)-$(v(a),\)). 
A6A 
Antes de ilustrar la aproximación, observemos que realmente no necesitamos 
resolver todos los problemas de optimización mencionados. La monotonía de las 
preferencias, en la relación (4.2), y las reglas comentadas en el algoritmo básico, 
permiten reducir el número de problemas. Además, si el suavizador es monótono, 
podemos utilizar su expresión para descartar las alternativas con valor negativo, una 
vez estimado éste, sujeto a la restricción $n(a) = 0. 
Ilustramos la aproximación con dos ejemplos. El primero es de programación 
lineal multiobjetivo, y podría resolverse mediante el símplex multiobjetivo (de hecho, 
puede resolverse gráficamente). El segundo es un ejemplo típico en el que los métodos 
disponibles fracasarían, por ser el conjunto eficiente no conexo. Nos permite además 
ilustrar el uso de información parcial sobre las preferencias. 
Ejemplo 4.1 (Programación lineal multiobjetivo) 
Sea el conjunto A de alternativas (re, y) G IR2 definidas por: 
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y + 2.7x < 3 
y + x < 1.5 
»+§ < 1.1 
0 < z , y < 1 
Suponemos que vi(a) = ai,u2(a) = a2, siendo a = (ai,a2), con lo que 
La aplicación de nuestro procedimiento al ejemplo sigue los pasos: 
1. Generamos uniformemente puntos de A (ver Figura 4.1.a)). 
2. Calculamos N\ = N(A{), mediante comparación por pares. La Figura 4.1.b) 
muestra los resultados junto con la frontera, lo que da una idea de su proximi-
dad. 
3. Ajustamos el conjunto anterior de puntos con el suavizador que utiliza regresión 
local, loess, de SPLUS, Venables y Ripley (1994). Ver Figura 4.1.c). 
4. Generamos otra muestra de A. Como menos de un 5% de los puntos se en-
cuentra por encima de la curva estimada en el paso anterior, paramos. Uniendo 
el conjunto de alternativas no dominadas del Paso 2 junto con las generadas 
ahora, y una vez estudiada la dominancia en el conjunto resultante, se obtienen 
los puntos de la Figura 4.1.d). 
5. Proyectamos estos puntos sobre la frontera en la dirección (1,1), ver Figura 
4.1.e). 
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Figura 4.2: Ejemplo 4.1: comparación del conjunto eficiente y la aproximación 
propuesta. 
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7. La aproximación final del conjunto eficiente es la curva que proporciona el 
suavizador sobre el conjunto de puntos obtenidos en el paso 6, ver Figura 4.1.g). 
En este ejemplo sencillo, podemos calcular el conjunto eficiente gráficamente, 
como se ilustra en la Figura 4.2, en la que el verdadero conjunto eficiente aparece 
marcado mediante líneas discontinuas, frente al trazo continuo de nuestra apro-
ximación. Las únicas diferencias se observan en las regiones cercanas a los puntos 
extremos. Esto no es sorprendente si se considera que en el muestreo hay una proba-
bilidad pequeña de caer precisamente en esas regiones y por tanto de que aparezcan 
los verdaderos puntos no dominados de ellas. < 
Ejemplo 4.2 (Problema no convexo con información cónica ) 
El conjunto de alternativas A C IR2 lo forman los puntos (x, y) que satisfacen: 
y — \ / l6 — x2 < 6 
y + Jl-(x- 5)2 < 4 
y-y/9-{x- 5)2 < 0 
0<x < 8 
0<y < 10 
La información sobre las preferencias viene dada por el cono generado por los 
vectores y . E l cono polar se genera mediante los vectores k[ = (1,0) y 
w v-v 
k'2 = (1,5), que nos conduce a la siguiente relación para comprobar la dominancia 
por pares: 
x . ,
 x , K(x2-xi,y2-yi) >0 y (*i,Vi) d (&2,!fe) ' 
k'2(x2-xi,y2-yi) > 0 
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Figura 4.3: Ejemplo 4.2. 
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h) 
Figura 4.4: Ejemplo 4.2: comparación del conjunto eficiente y la aproximación 
propuesta. 
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La Figura 4.3 muestra los resultados. En este caso el procedimiento resulta ser 
muy útil teniendo en cuenta la dificultad que encierran los métodos utilizados para 
resolver estos problemas: por una parte, la información del decisor viene dada me-
diante conos, y por otra, el conjunto eficiente no es conexo. La diferencia con el 
ejemplo anterior se refleja en las dos últimos gráficos de la Figura 4.3. La existencia 
de tres grupos diferenciados a raíz de la falta de conexión del conjunto que aproxima 
el conjunto eficiente motiva realizar un análisis de conglomerados que los discrimine. 
Una vez detectados estos grupos, ajustamos el suavizador a cada uno de ellos. O 
Con estos ejemplos hemos estudiado algunos casos de programación multiobjetivo, 
incluyendo problemas lineales, no lineales, no convexos, con información mediante 
conos. 
4.2.3 Análisis Bayesiano robusto 
En el contexto del Capítulo 2, consideramos problemas de decisión con información 
parcial, en los que hay imprecisión en las creencias y en las preferencias. El obje-
tivo principal es calcular el conjunto de soluciones no dominadas. La aproximación 
propuesta anteriormente es válida para todas las clases en las que se posee un pro-
cedimiento para comprobar la dominancia entre alternativas. Martín y Ríos Insua 
(1995) proporcionan resultados para varias clases de distribuciones de probabilidad 
cuando se considera fija la función de utilidad. 
Aquí ilustramos nuestra aproximación cuando tenemos una clase de distribu-
ciones de probabilidad a priori paramétricas y una clase de funciones de utilidad 
paramétricas. Este modelo nos lleva a resolver integrales, para las que frecuente-
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mente no existe una primitiva, cuando queremos comprobar la dominancia entre dos 
alternativas. Nos centraremos en esta sección en proporcionar una aproximación que 
permita solucionar este problema. 
Las clases paramétricas son muy utilizadas en análisis Bayesiano robusto, ver 
Berger (1994). Si ^x(9) denota la función de densidad o la función de probabilidad, 
llamaremos clase paramétrica de distribuciones a priori a 
rA = {P : P tiene f.d. (o f.p.) TTA(0), A <= A}. 
Ejemplos típicos son las clases de distribuciones normales con restricciones en la 
media y en la desviación típica, y las exponenciales con el parámetro en un cierto 
intervalo. 
Análogamente, consideramos la clase paramétrica de funciones de utilidad: 
Uu — {uu : funciones de utilidad dependientes de w G í í}. 
Un ejemplo es la clase de funciones de utilidad exponenciales con coeficientes de 
aversión al riesgo en un cierto rango. Otras clases paramétricas importantes pueden 
obtenerse en Bell (1995). 
Definimos ahora 1& utilidad esperada a posteriori 
íuu)(a,6)f(x\e)TTX(9)d9 
6(a,u,X) = ¿ -f , j f(x\6)irx(6)d0 
donde f{x\9) es la función de verosimilitud que permite actualizar las distribuciones 
a priori. El problema genérico (4.1) equivale en este caso a resolver: 
inf / M 6 , 6 ) - uu(a, 9))f(x\9)irx(9) d9 = I, (4.3) 
A,S2 J 
puesto que podemos ignorar los denominadores cuando comparamos utilidades es-
peradas a posteriori. 
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Obsérvese que estas clases no son convexas en general, lo que está en conflicto 
con los resultados de fundamentos, ver Ríos Insua y Martín (1995). Sin embargo, 
si consideramos su envolvente convexa, obtenemos el mismo ínfimo, por lo que sólo 
necesitamos considerar T\ xU^. 
Si tenemos una primitiva para esas integrales para cada ttw, 71A, entonces tenemos 
un problema de programación no lineal, y por tanto, estamos en condiciones similares 
a las de la Sección 4.2.2, cuando teníamos que apelar a la programación no lineal. 
Si no disponemos de primitiva, utilizaremos un método Monte Cario de muestreo 
por importancia para aproximar (4.3). Shao (1989) utiliza un esquema relacionado 
para encontrar la alternativa con mayor utilidad esperada a posterior!. 
Suponemos que A y Í2 son compactos y para cada 9, las funciones uw(a, 9), u^b, 9) 
y n\(9) son funciones continuas de a; y A respectivamente, y medibles en 9 para 
cada par (A, a>). Suponemos también, que existe una función de densidad h{9) cuyo 
soporte contiene al de las distribuciones de T\, tal que 
(uu(b,9)-uw(a,9)) <9(0) h{9) 
donde g es integrable con respecto a Ph, distribución asociada a h, que se utilizará 
como función de muestreo por importancia, ver Ripley (1987). Bajo estas condicio-
nes, podemos aplicar una versión uniforme de la ley fuerte de los grandes números, 
(Jennrich, 1969): para casi toda sucesión (9i,$2, •••) ~ Ph, 
1
 v v fua\ ( a w f(x\°i)^(ei) n->9° 
- L M & > OÍ) ~ «w(o, OÍ)) jTjj\ > 
/ M 6 , 6 ) - uw{a, d))f(x\0)«x(0) d$, 
uniformemente V(A, w) 6 A x íí. De aquí, para todo e, existe n tal que, para casi 
toda m.a.s. (9i,92,...) ~ Ph 
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sup ( j{uw{b, 9) - u„(a, 9))f(x\9)nx{9) d9 -
2^(Mw(6,^)-ww(a,^)) <e 
Esto sugiere la siguiente estrategia: 
1. Generar 9y,..., 9n ~ Ph 
2. Calcular inf i ¿ M & , 0¿) - uw(a, 0¿)) • TTA(^) • ^ T = 7 -
Utilizamos muestreo por importancia por no ser posible generar de todas las 
distribuciones de probabilidad de la clase T\. La cuestión inmediata es, obviamente, 
si /„ converge a I. Utilizaremos el siguiente lema sencillo: 
Lema 4.2 Supongamos que \f(x) — g(x)\ < e, Vx € X compacto. Entonces, 
|min/(x)- ininp(a;) | < 2e. 
¡EfcA X t A 
Podemos probar ahora 
Proposición 4.2 In—tl, casi seguro. 
Demostración 
Redefinimos /„ = minA,n ^(AjO») e I = minA.n \I>(A,u;). Resulta ^(A,^)—»\I>(A,u>) 
es. Entonces, para un e dado y n suficientemente grande, tenemos es . 
|<MA,w)- t t (A,ü , ) |<e . 
Supongamos que \l>(A,,u;*) — I y ^n(Xn,u>n) = In. Por el Lema 4.2, \^n(Xn,un) -
^(A*,o;*)| < 2e es . y obtenemos el resultado. • 
Un razonamiento similar permite aproximar 




1 " f(x\Oi) 
A,n n i = 1 /i(0¿) 
Así, nuestra estrategia aproxima casi seguramente los valores óptimos, por lo 
que casi seguramente ofrecemos una respuesta correcta. Además, aprovechamos 
el hecho de que estamos interesados únicamente en el signo del supremo (o del 
ínfimo) más que en el supremo. Para ello, consideramos el error estándar (EE) 
como medida de error, ver por ejemplo Tanner (1992): denotando <f>(d,\,w) = 
error estándar de ^n(X,u) es h{0) 
y/n Y n — 1 
es decir, EE(^n(X,u)) es un estimador de la varianza de \I/(An,ü;n). 
Proponemos entonces la siguiente estrategia: 
1. Calcular In = * „ ( A > ¿ ) y Ln = * „ ( A £ , Ü £ ) . 
2. Estimar EE(Vn(Xln,uln)) = EEn Y EE(*n(X2n,u2n)) = ÉE?n. 
3. Si /„ - 2EEn > 0, entonces a X 6. 
Si Ln + 2EEn < 0, entonces b < a. 
i *„ " ¿ 
Si In + 2EEn < 0 y Ln — 2EEn > 0, entonces no existe dominancia. 
En otro caso, si EEn (o EEn) es suficientemente pequeño, parar. 
En otro caso, muestrear más puntos (a menos que se alcance cierto valor 
máximo). 
Desde el punto de vista de la implementación, podemos considerar las siguientes 
mejoras computacionales: 
• Almacenar los 0¿ generados en una iteración, para utilizarlos en la siguiente, ya 
que la generación puede ser costosa. 
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• Almacenar los valores f (x\9i) / h(9i), que se usan en la función objetivo ^n(A, u>). 
• La solución óptima de un problema puede utilizarse como inicial del siguiente. 
• Como regla de parada, podemos establecer un número máximo n de puntos 
muéstrales, que podría ir variándose dinámicamente, especialmente si el proce-
dimiento va a usarse varias veces. O bien, podemos establecer una precisión e, 
de forma que si \EEn\ < e, paramos. 
• Podemos decidir cuántos puntos más se requieren de la siguiente forma: una 
vez que se tiene una estimación de la varianza (mediante EEn), después de la 
primera iteración, podemos definir un tamaño muestral, para asegurar cierta 
precisión. 
• El tamaño muestral de un problema puede utilizarse para el problema siguiente. 
Una vez resuelto el problema de cómo determinar si a ^ b estamos en condiciones 
de aplicar el esquema general explicado. Ilustramos la aproximación anterior con un 
ejemplo: 
Ejemplo 4.3 (Problema'de análisis bayesiano robusto) 
Supongamos que vamos a invertir dos cantidades X\ y X2, con X\ + x-¿ — 1. Su-
pongamos que el retorno de la segunda inversión es 0.1. La primera inversión tiene 
un retorno incierto s que modelizamos mediante una distribución normal de media 
/z, con ¡i € [.12, .15], y desviación típica 0.1, es decir s ~ N(n, 0.1). La función 
de utilidad asociada es uw(c) = 1 — e~wc, donde c es la cantidad final de dinero 
obtenida con la inversión y w 6 [1, 2.5]. Deseamos calcular el conjunto eficiente de 
inversiones. 
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Para dos alternativas b = (x\, 1 — Xi) y a = fa, 1 — x2), se comprueba fácilmente 
que 
b •< a <=$• sup ((.1 - fi)(x2 - Xi) + .005u(x22 - xl)) < 0. 
Así, SÍ X2 > X\, 
b^a <£=> (-.02(x2 - Xi) + .0125(a^ - xj)) < 0. (4.5) 
Con ayuda de la expresión (4.5) se comprueba que la alternativa (.8, .2) domina 
a todas las alternativas (x, 1 — x) con x < .79. El resto de alternativas son no 
dominadas. 
Ilustramos ahora el método de aproximación. Consideramos la N(0, .1) como 
distribución de probabilidad para el muestreo por importancia. Así, 
= exp(—50(//2 — 2/xsx)) T(*l [A*) _ ,„„„/ c n / . 2 
h(Sl) 
Dadas dos alternativas b = (xi, 1 — xi) y a = (x2,1 — x2), aproximamos el supremo 
L mediante 
, - 5 0 ( í 1 2 - 2 / 1 i ' ) SUP i" £ (c-^i-1^3 - c-^'i-1)*1) C-
donde s},...,s" denota una muestra procedente de una normal de media 0 y des-
viación típica 0.1. 
La siguiente tabla muestra los resultados obtenidos cuando comparamos la alter-
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Los resultados indican que la alternativa a domina a la alternativa b. También 


























En este caso, con una muestra de tamaño 5000 concluimos que no hay relación de 
dominancia entre o y b. 
Para conseguir el conjunto no dominado, bastaría aplicar el esquema de com-
paración por pares, consiguiendo resultados similares a los anteriores. Después se 
procedería a la agrupación, suavizado y proyección del conjunto resultante, si que-
remos dar una aproximación continua del conjunto no dominado. < 
Notar que podemos usar también estas ideas en problemas de decisión dinámicos. 
Partiendo de un problema modelizado según un DI continuo, y con el procedimiento 
introducido en el Capítulo 2 para calcular soluciones no dominadas en DI discretos, 
la eliminación de nodos procedería según la propuesta explicada en la Sección 4.2.3. 
Cada vez que eliminamos un nodo de decisión estamos en una situación idéntica 
a la de (4.4), donde a y b son alternativas disponibles en ese nodo de decisión 
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(pudiendo proceder de un conjunto continuo), y la integral resulta de la información 
almacenada en el nodo de valor. 
De hecho, este procedimiento también sería válido para problemas de decisión 
con precisión en los juicios del decisor. Sin embargo, esto equivaldría a un método 
de búsqueda aleatoria pura, que es poco eficiente. Por ello proponemos un método 
mejor que explicamos a continuación. 
4.3 Aproximación Monte Cario de soluciones óptimas 
En esta segunda parte, proporcionamos un método de Monte Cario para encon-
trar la alternativa de máxima utilidad esperada en un problema de AD. El método 
comienza considerando una distribución artificial sobre el espacio producto de al-
ternativas y estados. La densidad de esta distribución es proporcional al producto 
de la utilidad y la probabilidad, explotando la dualidad entre ambos conceptos, su-
gerida en Girón (1979). La distribución se define de forma que su marginal en el 
espacio de alternativas es proporcional a la utilidad esperada de la alternativa y, 
en consecuencia, la alternativa óptima coincide con la moda de la marginal. Pue-
den entonces usarse herramientas del análisis exploratorio de datos para identificar 
aproximadamente la alternativa óptima. La estrategia propuesta basada en simu-
lación consiste en generar una muestra de la distribución artificial, marginalizarla 
al espacio de alternativas y después encontrar la moda de la muestra. Un aspecto 
clave entonces es cómo muestrear de la distribución artificial. Para ello introducimos 
varios algoritmos de Monte Cario basados en cadenas de Markov (MCCM), ver, por 
ejemplo, Smith y Roberts (1993), que nos proporcionan una muestra aproximada. 
Aunque el método es genérico, haremos hincapié en problemas estructurados como 
DI. Descripciones de otras aproximaciones Monte Cario a problemas de decisión 
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pueden verse en Müller y Parmigiani (1996) y Shao (1988, 1989). 
4.3.1 Procedimiento básico 
Describimos aquí la estrategia básica a seguir, con un ejemplo sencillo. Tenemos 
que escoger bajo incertidumbre una alternativa a de un conjunto A. El conjunto de 
estados 9 es 6 . Suponemos sin pérdida de generalidad que la función de utilidad 
u(a, 9) es positiva y acotada, ver French (1986). Suponemos que las acciones influyen 
en los estados futuros, por lo que, dada una alternativa a, modelizamos nuestras 
preferencias sobre los estados futuros con una distribución de probabilidad pa{9). 
Sugerimos como óptima la alternativa a* con utilidad esperada máxima: 
max/(o) = f u(o, 9) • pa{9) dO. (4.6) 
Como hemos visto a lo largo de esta tesis, cuando el problema es complicado 
estructuralmente, por ejemplo es un DI muy asimétrico y denso con v.a. continuas 
no gaussianas, funciones de utilidad no cuadráticas y/o conjuntos continuos de al-
ternativas en los nodos de decisión, la solución exacta es extremadamente costosa 
computacionalmente y es necesario un método de solución aproximado. Daremos 
ese método basado en simulación. 
Suponemos que pa(9) > 0 para todo par (a, 9). Como hemos supuesto que la 
función de utilidad es positiva, podemos definir una distribución artificial sobre el es-
pacio producto AxQ con densidad h proporcional al producto utilidad-probabilidad, 
específicamente 
h(a,6) oc u(a,9) -pa{9), 
donde el factor de proporcionalidad es c = (/ / u(a, 9) -pa(9) dad9)~x. Si calculamos 
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ahora la marginal de esta distribución en a encontramos que 
h(a)= [ h{a,6)d6ocf{a). 
Por tanto, la alternativa óptima a* coincide con la moda de la marginal de la 
distribución artificial h en el espacio de alternativas. Como consecuencia, resolve-
mos el problema (4.6) aproximadamente con el siguiente procedimiento basado en 
simulación: 
(1) Generar una muestra aleatoria de la distribución h(a, 6). 
(2) Convertirla en una muestra aleatoria de la marginal h(a). 
(3) Hallar la moda de esta muestra. 
Los pasos clave son (1) y (3). Para (3) acudiremos principalmente a las herra-
mientas del análisis exploratorio de datos. Para (1), introduciremos varios métodos 
de simulación con cadenas de Markov. La idea subyacente es muy simple. Quere-
mos generar una muestra de una distribución sobre cierto espacio, pero no podemos 
hacerlo directamente. Supongamos, sin embargo, que podemos construir una ca-
dena de Markov con el mismo espacio de estados, de la que es directo simular y 
cuya distribución de equilibrio es la distribución deseada. Entonces, si simulamos 
la cadena durante un periodo largo de tiempo, eliminando los valores transitorios 
de la fase inicial, podemos usar los valores simulados de la cadena como muestra 
aproximada de la distribución deseada. Proporcionaremos en la siguiente sección 
varios algoritmos para construir cadenas con la distribución de equilibrio deseada, 
en nuestro caso la distribución artificial h. A continuación daremos un algoritmo y 
un ejemplo en una situación simple, de forma que podamos captar la idea básica. 
La estrategia que proponemos ahora es muy simple pero puede aplicarse úni-
camente a casos limitados. Supongamos que podemos generar de forma eficiente 
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de las distribuciones condicionadas h(a\9) y h(9\a). Sugerimos entonces el siguiente 
procedimiento, que se conoce con el nombre de muestreador de Gibbs en la literatura 
estadística, ver Gelfand y Smith (1990): 
1. Comenzar con un valor arbitrario de ÜQ G A. Hacer i = l. 
Hasta que se considere convergencia 
2. Generar 0¿ ~ /i(^|a¿_i). 
3. Generar Oj ~ h(a\9i). 
4. Hacer i = i + 1. 
Como consecuencia de los resultados de Tierney (1994) y Roberts y Smith (1994) 
tenemos: 
Proposición 4.3 Si la función de utilidad es positiva y acotada, pa(9) > 0 para todo 
par (o, 9), y A y 6 son intervalos de IRn y JRm respectivamente, el procedimiento 
anterior define una cadena de Markov con distribución estacionaria h. 
Demostración 
Bajo las condiciones'dadas, c = / / u(a, 9) • pa(9) dad9 < oo y h(a, 9) = e • u(a, 9) • 
Pa(9) > 0 V(a,0) está bien definida, con e = c - 1 . También, h(a\9) y h(9\a) están 
bien definidas. Sea K el núcleo de transición e n ^ l x B 
K((ai,9i), (ai+1,9i+1)) = /i(^+i|o¿)/i(a¿+i|^+i). 
Para cualquier conjunto A medible Lebesgue, 
P ( ( O ¡ + I , 0 Í + I ) G A\(aiA)) = / K{{au9i)Á^))d{a,9) 
JA 
165 
está bien definida. Por tanto, el algoritmo define una cadena de Markov. h(a, 9) es 
una distribución invariante 
I [ £ K((a, 9), (e, r))d(e, r)] h(a, 9)d(a, 9) = 
= í \í h(r\a)h(e\r)d(e,T) h(a,e)d{a,9) = 
= í \íh(a,9)h(T\a)d(a,9)]h{e\T)d(e,T) = 
= / h{T)h{e\r)d{e,T) = I /i(e,r)d(e,r). 
JA JA 
Además, para cualquier (a, 6) G A x 0 y A tal que 
/ h(e,r)d(e,r) > 0, 
JA 
tenemos 
P{(au0i) e A\(a0,60) = (a,9)) = í h(91\a)h(al\9l)d(a1,9l) > 0. 
JA 
Por tanto, de los resultados de Roberts y Smith (1994), la cadena es irreducible 
y aperiódica. La convergencia a la distribución invariante se obtiene entonces de 
resultados de Tierney (1994). • 
En la práctica, la convergencia del algoritmo anterior puede juzgarse con varios 
criterios, ver, por ejemplo, Tanner (1992). Entonces, después de k iteraciones, pode-
mos registrar las siguientes N iteraciones de la muestra (ai,9i),..., ( a ^ , ^ ) , y usar 
(ai,...,a^) como una muestra aproximada de la marginal en a de la distribución 
artificial. A partir de aquí, podemos intentar asignar cuál es la moda aproximada-
mente. 
Ilustramos la aproximación anterior con un ejemplo sencillo. 
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Ejemplo 4.4 
Supongamos el Ejemplo 4.3, pero ahora la función de utilidad es u(c) = ec y s la 
modelizamos como una v.a. N(.75xi, .75). 
Para una inversión dada (x, 1 — x), la cantidad final de dinero dependerá de s, 
b{s) = (1 + s)x + 1.1(1 - x) = 1.1 + (s - .l)a;. 
La inversión óptima se obtiene resolviendo 
max f(x) = / expíl.l + (s — .l)x) 7= exp ( —- f — ~ — ) ) ds. 
x€[o,irv ' J HV v ; ; . 75v^F V 2 ^ -7 5 ' ) 
Tenemos fácilmente 
f(x) = exp(l.l - .lx + 1.031x2), 
que alcanza su máximo en x = 1. Para el método propuesto, necesitamos calcular 
las distribuciones condicionadas de s\x y de x\s. Tenemos que: 
( 1 s2 \ 
s\x oc exp I —--zrj + 2.Z3xs j 
y de ahí 
s\x ~ AT(1.31x, .75). 
De forma similar, podemos" ver que x\s ~ iV(2.33s — .1, 1) truncada en [0,1]. Por 
tanto, el método propuesto procede como sigue 
1. Comenzar en un x<¡ 6 [0,1] arbitrario. Hacer i = 1. 
Hasta que se considere convergencia 
2. Generar s¿ ~ #(1.31^. . ! , .75). 
3. Hasta que z¿ e [0,1], 
Generar x¿ ~ ÍV(2.33SÍ - .1, 1). 
4. Hacer i = i + 1. 
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Una vez que se considera convergencia, registramos las siguientes N iteraciones de la 
muestra (si,Xi),..., (SN,XN), y usamos (xi, ...,XN) como una muestra aproximada 
de la marginal en x de la distribución artificial. Prescindimos de algunos valores 
entre los registrados para evitar correlación serial. Como las alternativas son unidi-
mensionales, sólo necesitamos inspeccionar el histograma para aproximar la moda. 
La Figura 4.5 muestra el histograma para una muestra de tamaño 10000. Sugiere 





0.0 0.2 0.4 0.6 0.8 1.0 
Figura 4.5: Histograma de la muestra del Ejemplo 4.4. 
Por supuesto, el ejemplo anterior es extremadamente simple ya que sabemos 
muestrear de a\9 y de 6\a, e inspeccionando el histograma intentamos aproximar las 
modas. Las siguientes secciones tratan casos más reales. 
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4.3.2 Muestrear de la distribución artificial 
Aquí proporcionaremos varios métodos genéricos para muestrear de la distribución 
artificial. Nos centraremos en problemas estructurados como DI. Nuestros algorit-
mos aprovecharán esta estructura. 
Por razones algorítmicas y de notación, consideraremos el conjunto N de nodos 
particionado en cinco subconjuntos, diferenciando tres tipos de nodos de azar: 
1. Nodos de decisión i e D. Representamos con d = (d¿,i G D), d G V el vector 
de valores de los nodos de decisión. V es el espacio de decisión. 
2. Nodos de azar 
(a) i € X, representa v.a. anteriores a tomar la decisión, i.e. datos disponibles 
en el momento de tomar la decisión. Denotamos el vector de datos por 
x = (XÍ,Í e X),x € X. 
(b) i € Y representa v.a. aún no observadas, i.e. datos que se observarán 
sólo después de tomar la decisión. Denotamos el vector de datos por y = 
{yitieY),yey. 
(c) i € C repcesenta v.a. no observables , i.e. parámetros desconocidos en 
el modelo de probabilidad. Denotamos el vector de parámetros por 0 = 
(9uieC),6eG. 
3. Un nodo de valor v. Denotamos por « E W e l valor del nodo v. 
La Figura 4.6 describe un DI genérico para nuestro procedimiento. 
Con esta notación, para resolver un DI debemos marginalizar en todos los nodos 
de azar i € (C,Y), condicionado a i , y maximizar sobre d. El resultado será una 
decisión d* con utilidad esperada máxima, almacenada en el nodo de valor bajo d*. 
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Figura 4.6: DI genérico para nuestro procedimiento. 
El método que proponemos aquí es aplicable a DI con estructura no secuencial, 
es decir, los nodos de decisión no pueden tener como predecesores a nodos de azar 
que tengan a su vez distribuciones que dependen de otros nodos de decisión. Dare-
mos alguna idea sobre cómo extender el método a diagramas secuenciales. Excepto 
algunas condiciones técnicas, no habrá más requisitos. En particular, las distribucio-
nes de probabilidad implicadas pueden ser continuas y no necesitan ser conjugadas. 
Los espacios de decisiones también pueden ser continuos y la función de utilidad 
arbitraria. 
4.3.2.1 El modelo de probabilidad definido por los DI 
Haremos varias observaciones sobre el modelo de probabilidad definido por los DI. 
Usaremos p(x) y p(x\y) para denotar genéricamente una medida de probabilidad 
o a una función de densidad/masa de probabilidad para la v.a. x, condicionada 
posiblemente a otra v.a. y. Si una distribución depende de algún índice a, no definido 
como una v.a., entonces escribimos pa(x) y pa(x\y). Por sencillez, supondremos 
que todas las medidas de probabilidad son absolutamente continuas, i.e. tienen 
función de densidad de probabilidad (f.d.) con respecto a una medida de Lebesgue. 
Para el caso discreto, el argumento sería el mismo, reemplazando las densidades 
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por funciones de masa de probabilidad. Escribiremos u(d, x, y, 9) para denotar la 
función de utilidad definida en el nodo de valor del DI. Sin pérdida de generalidad, 
supondremos que está acotada y es positiva, ver por ejemplo French (1986). Estas 
hipótesis son razonables en la mayoría de los problemas de decisión prácticos. 
El DI define las distribuciones condicionadas p(x\9), p{9) y pd(y\9), y de aquí una 
distribución conjunta sobre las v.a. (x, 9, y) vía Pd(x, 9, y) = p(9)p(x\9)pd(y\9) y una 
distribución condicionada para (9, y) 
pd(9,y\x)<xp(9)p(x\9)pd(y\9), (4.7) 
dados los nodos observados x. Típicamente, x e y son independientes dado 9 permi-
tiendo la factorización anterior, y p{9) no depende de d. Si un problema particular no 
se ajustase a esta estructura, es inmediata una modificación apropiada del algoritmo 
propuesto. Posteriormente veremos algunos ejemplos. 
En este contexto, resolver un DI equivale a maximizar sobre d la utilidad esperada, 
donde la distribución relevante respecto a la cual se calcula la esperanza viene dada 
por el modelo de probabilidad p¿(9, y\x). En resumen, resolver el DI es resolver 
maxV(d)= u(d,x,9,y)dpd(9,y\x), 
donde V(d) es la esperanza del nodo de valor bajo la decisión d. 
Resolveremos este problema de forma aproximada mediante simulación. Aumen-
tamos la medida de probabilidad dada en (4.7) a un modelo de probabilidad para 
(9, y, d) definiendo una f.d. conjunta 
h{9, y, d) oc u(d,x, 9, y) • pd(9, y\x). 
La moda de la distribución marginal h(d) oc / / u(d,x,9,y)pd(9,y\x)d9dy = V(d) 
corresponde a la decisión óptima d*. El fundamento subyacente en nuestro método 
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es simular un proceso que es una cadena de Markov en (9, y, d) de forma que tenga 
como distribución asintótica a h(9,y,d). Los valores simulados (9t,yt,dt) a partir 
de estados sucesivos del proceso simulado nos proporcionan una muestra de Monte 
Cario de h(9,y,d). Podemos inferir la decisión óptima considerando la distribución 
marginal en d1 de esta muestra de Monte Cario. 
El aspecto clave entonces es la definición de una cadena de Markov con la distri-
bución límite deseada h(.). Para ello, aprovechamos los trabajos recientes en infe-
rencia Bayesiana numérica sobre los métodos de MCCM, ver por ejemplo, Tierney 
(1994), Smith y Roberts (1993) y Tanner (1992). Usaremos tres métodos básicos: 
Metrópolis, cadenas de independencia y Gibbs. Describiremos primero un método 
genérico, y luego dos modificaciones que aprovechan mejor las propiedades estruc-
turales específicas de nuestro DI genérico. Damos sólo versiones generales de los 
algoritmos. 
4.3.2.2 Una cadena Metrópolis 
Daremos un algoritmo muy general que será válido para todos los DI que satisfagan 
las condiciones estructurales especificadas antes y algunas otras condiciones técnicas 
de menor importancia, discutidas después. El algoritmo que describimos es del tipo 
Metrópolis, en el cual generamos un nuevo candidato para los estados a partir de 
una distribución de 'prueba', y después se mueve a un nuevo estado o permanece en 
el mismo de acuerdo a ciertas probabilidades de 'aceptación-rechazo', ver Hastings 
(1970). Hacemos esta transición en tres pasos, para d, 9 e y. 
Sólo requerimos poder evaluar la función de utilidad u(d,x,9,y) y las distri-
buciones de probabilidad p¿{y\9), p(9) y p(x\9), para cualquier d,x,y,9 relevante. 
Esto será típicamente posible, ya que la definición de DI incluye una especificación 
172 
explícita de estas distribuciones, es decir, es probable que el decisor especifique dis-
tribuciones conocidas. 
También se requerirá la especificación de las distribuciones de pueba g\, g2 y g$. 
La elección de estas <7¿(.|.) es conceptualmente arbitraria, con la única restricción 
de que la cadena de Markov resultante sea irreducible y aperiódica. Por razones 
descritas después, siempre que sea posible, supondremos que las distribuciones de 
prueba son simétricas en sus argumentos, i.e., g(a\b) = g{b\a). 
El Algoritmo 1 es el siguiente: 
1. Comenzar con valores (d°,0°,yo). Hacer i = 1. 
Hasta que se juzgue convergencia 
2. Evaluar u1 = « ( d * - 1 , ^ - 1 , ! / * - 1 ) . 
3. Actualizar d 
(a) Generar un 'candidato' d ~ gx{d\dl~l). 
(b) Evaluar ü1 = u ^ x , ^ - 1 , ^ - 1 ) . 
(c) Calcular 
(d) Hacer 
d con prob ai(d I _ 1 ,d), 
d1 = < 
dl~l en otro caso. 
(e) Senu2 = u(di,x,6i-\yi-1). 
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4. Actualizar 6 
(a) Generar un 'candidato' 9 ~ g2(9\9l~l). 
(b) Evaluar ü2 = u(d*, x, 0, y1-1). 
(c) Calcular 
a2(9 ^ - m m j l , ^ - ^ — ^ J -
. f ü2 p^Mxl^íy*-1!») 
= min < 1, «2 p^-Xzl^Wíy*- 1 ^- 1 ) 
(d) Hacer 
0 l = < 
6> conprobo2(^ _ 1 ,^) , 
9l~l en otro caso. 
(e) Se&u3 = u{di,x,9i,yi-1). 
5. Actualizar y 
(a) Generar un candidato y ~ 9z{y\yl~1)-
(b) Evaluar ü3 = u{d\ x, 0\ y). 
(c) Calcular 
«3(y >y) = min< 1, , ... -.—í- > = muí 1, —z •—, . .,_.-
(d) Hacer 
y con prob a3(y l_1, y), 
y = S 
6. Hacer i = i + 1. 
y1 L en otro caso. 
Debemos comprobar que el algoritmo define realmente una cadena de Markov con 
la distribución estacionaria deseada. En Tierney (1994) y Roberts y Smith (1994) 
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se dispone de discusiones generales y de resultados de convergencia de métodos de 
MCCM, en los que nos basamos. El siguiente resultado es de convergencia para 
el Algoritmo 1 bajo condiciones específicas, que pueden relajarse ligeramente, si-
guiendo argumentos de Tierney (1994). 
Proposición 4.4 Supongamos 0 < u(d,x,9,y) < M, p<i(x,y,9) > 0, V(<¿, 9, y) y 
V = W, 0 = Mm, y = IRk. Si gi,g<2 y gz son distribuciones simétricas de prueba 
con el mismo soporte que h, el Algoritmo 1 define una cadena de Markov convergente 
a h(d,9,y), en norma de variación total. 
Demostración 
Para i = 1,2,3, definimos, en los espacios apropiados, 
Pi(x,y) 
9i(x,y)ai(x,y) six^y, 
0 si x = y 
ri(x) = 1 - jpi(x,y)dy. 
Definimos los núcleos 
#i(di,d i+i|0i,yi) = Piidudi+J+nidJSdt 
K2{9u9i+1\di+1,yi) = P2(6i,9i+1) + r2{9i)5gi 
Kz{yi,yi+i\di+i,9i+i) = p3G/i,y¿+i) + r3{yi)Syi 
con Sx la distribución degenerada en x. Sea 
K((di, 9i, y¿), (di+u 9i+i, yi+1)) = 
= Ki(di, di+i\8i, yi)K2(9i, 9i+l\di+uyi)Kz{yh yi+í\di+l, 9i+í). 
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Entonces, el Algoritmo 1 define una cadena de Markov con transiciones dadas por 
P{(di+l,di+uVi+i) e A\{dh6hyi) = (d,0,y)) = í K{(d,9,y),{e,r,z))d(e,r,z). 
JA 
Es fácil probar que h es una distribución invariante para esta cadena de Markov. 
La aperiodicidad e irreducibilidad de la cadena se obtendrá si probamos que las 
cadenas con núcleos K{, ¿ = 1,2,3, son aperiódicas e irreducibles. Lo hacemos para 
K\. Primero, como g\ es simétrica, g\{d, e) — 0 si y sólo si g\{e, d) — 0, Por tanto, si 
<?i es irreducible, K\ será irreducible (Roberts y Smith, Teorema 3 ii). Como gx tiene 
el mismo soporte que la marginal de h en d, entonces siempre que fA h(e)de > 0, 
P(dl € .Í4|C¿O = d) = JAgi(d,e)de > 0, para cualquier d,6,y. Entonces, gi es 
irreducible. Por la misma razón, gi es aperiódica. Por tanto, K\ es aperiódica 
(Roberts y Smith, Teorema 3i). 
El resto del resultado se obtiene de Tierney (Teorema 1). • 
La demostración del Algoritmo 1 requiere distribuciones de prueba que sean 
simétricas en sus argumentos. Si 9 G Rp es un parámetro continuo, proponemos 
usar un núcleo normal g{9\9) = N(9, E) con alguna matriz de covarianzas E esco-
gida de forma apropiada, por ejemplo, una matriz diagonal cuyos elementos diago-
nales correspondan a tamaños de paso razonables en cada uno de los parámetros 
de decisión. Para el tamaño del paso se pueden encontrar valores buenos mediante 
prueba y error con unos pocos valores. 
Si 9 es discreto, una elección sencilla para g(9\9) consistiría en generar 9 — 1 y 
9 + 1 con probabilidad 0.5. Por supuesto, hay más elecciones posibles para cada pro-
blema específico. Por ejemplo, para el problema del reactor, definimos d = (do, di) 
escogiendo con probabilidad 1/6 uno de seis posibles movimientos: (i) aumentar d0 
y di en 1; (ii) disminuir do y di en 1; (iii) aumentar d0 en 1; (iv) disminuir d0 en 1; 
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etc. 
Si se violara la simetría de las g¡ haría falta añadir un factor adicional g{9\9) / g{9\9) 
en las expresiones de las probabilidades de aceptación a. Esto correspondería a pasos 
Metrópolis-Hastings, más que a pasos Metrópolis. Las demostraciones de conver-
gencia son similares, con leves modificaciones en las definiciones de los núcleos de 
transición. 
La generalidad de este algoritmo puede implicar la lentitud de la convergencia. 
Sin embargo, este algoritmo general se utiliza muy raramente. Las aplicaciones 
corrientes permitirán modificaciones específicas del problema reemplazando los pa-
sos generales de Metrópolis por algoritmos alternativos de MCCM (muestreador 
de Gibbs, cadenas de independencia, etc). Si es factible, recomendamos usar tales 
procedimientos de MCCM que son mucho más rápidos. Los detalles de la imple-
mentación en la práctica dependerían de las características particulares del problema 
que se esté estudiando. Discutiremos aquí algunas situaciones típicas. 
Su diferencia principal residirá en el tratamiento de la distribución p{9\x). En 
general, esta distribución no estará especificada explícitamente en el DI, y necesita 
calcularse mediante aplicaciones repetidas de la fórmula de Bayes (inversiones de 
arcos, en el lenguaje de los DI). Simular de p(9\x) supone resolver el problema de 
inferencia estadística de generar de la distribución a posteriori sobre 9 dados los 
datos x. Podríamos apelar a versiones de procedimientos apropiados de simulación 
a posteriori para una amplia variedad de problemas de inferencia importantes re-
cientemente discutidos en la literatura Bayesiana. 
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4.3.2.3. Una cadena híbrida Metrópolis/de independencia 
Consideramos primero las simplificaciones que se derivan por no tener a a; en el DI, 
i.e. si no hay datos dados. En ese caso, la utilidad esperada es 
maxV(d) = I u(d,9,y)dpd(9,y), 
y tenemos un algoritmo más simple. Sólo necesitamos una distribución de prueba g, 
la función de utilidad para la evaluación y algoritmos para generar de p(9) y pa{y\9). 
Nuestro Algoritmo 2 es: 
1. Comenzar con valores (d°,0°,yo). Hacer i = 1. 
Hasta que se juzgue convergencia 
2. Evaluar ul = «(d^1, O*'1, y*-1). 
3. Actualizar (d, 9, y) 
(a) Generar 
(d, 0, y) ~ 9(d\d)p¿(d, y) = g(d\d)p(9)pd(0)- (4-8) 
(b) Evaluar ü = u(d, 9, y). 
(c) Calcular 
a ( r \ y ) ^ m i n ( l , , r / ^ ^ . 1 / ^ ^ ^ t " i n = m i n í l ^ l . 
(d) Hacer 
(d,0,y) con prob a(yl Sy), 
(cf - 1 ,0 I - 1 ,y l _ 1) en otro caso. 
4. Hacer i = i + 1. 
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Los pasos 3(a) y 3(b) implementan una cadena de independencia, usando p¿{9, y) 
como distribución de prueba. Sólo permanece como paso de Metrópolis actualizar 
d. Muestrear de Pd{6,y) = p(9)Pd{y\0) será en general factible ya que estas distri-
buciones se definen explícitamente en el DI. 
4.3.2.4 Una cadena híbrida Metrópolis/Gibbs 
En el caso general, cuando el DI incluya datos observados x, podemos usar una idea 
similar a la de la sección previa, con (4.8) reemplazado por 
(d,6,y) ~ g(d\d)p¿(8,y\x) = g{d\d)p{0\x)p¿(y\é). 
Sin embargo, mientras es típicamente inmediato simular de p(y\&), hacerlo de p(9\x) 
no lo es. Como hemos mencionado, éste es el problema genérico de simulación a 
posteriori Bayesiana y en la literatura reciente se han desarrollado varios algoritmos 
de MCCM para simulación a posteriori en muchos modelos importantes, ver, por 
ejemplo, Roberts y Smith (1994) para una revisión. Antes de comenzar el algoritmo, 
podríamos generar una muestra de Monte Cario suficientemente grande de p(6\x) 
mediante cualquier método apropiado de simulación. Nuestro Algoritmo 3 es como 
sigue: 
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1. Comenzar con valores (d°,0°,y°). Hacer i = 1. 
Hasta que se juzgue convergencia 
2. Evaluar u1 = « ( d ^ a ; , ^ - 1 ^ - 1 ) . 
3. Acíua/úar (d, #, y) 
(a) Generar 
(d~, 0, y) ~ g(d\d)p¿(é, y\x) = g{d\d)p{é\x)p¿{y\é). 
(b) Evaluar ü = u(d,x,9,y) 
(c) Calcular 
a(
" ^ ^ ^ d - e - y - ) P ,^y|x) } = """i1'*) 
(d) Hacer 
(di,9i,yi) = < (d,9,y) con prob a(y
l 1
,y), 
(d l _ 1 ,0 , _ 1 , y ' - 1) en otro caso. 
4. Hacer i = i + 1. 
4.3.3 Ejemplos 
En esta sección ilustramos los algoritmos con problemas usados en capítulos ante-
riores. También sugerimos cómo encontrar la solución óptima. Para otros ejemplos, 
puede verse Bielza, Müller y Ríos Insua (1996). 
Ejemplo 4.5 (Problema del reactor) 
El problema secuencial del Capítulo 1 nos sirve ahora para ilustrar el Algoritmo 1, 
y ver cómo se extiende a problemas discretos. 
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Con nuestra notación, el problema incluye dos nodos de decisión d — (di,d2), 
donde d\ e {nt,t} y ^ G {c, a}. Hay tres nodos de datos: yi e {m,b,e}, y2 € 
{ce,cf} y 2/3 ^ {ae, ol,om}, correspondiendo al resultado del test, los accidentes 
del reactor convencional y los accidentes del reactor avanzado, respectivamente. En 
la formulación del Capítulo 1, no hay parámetros desconocidos 6. El problema es 
secuencial ya que la decisión d2 puede depender del valor de yi y de la primera 
decisión di. Para adaptarlo a los requisitos del algoritmo de simulación propuesto, 
reemplazamos la segunda decisión por una lista de nodos de decisión con un nuevo 
nodo separado correspondiente a cada escenario posible de los nodos predecesores. 
Por tanto, reemplazamos ¿2 por el par (c^ 6 ,^ ) , donde d\ es el tipo de reactor a 
escoger si di = í, j/i = e, y dj6 es el tipo a escoger en otro caso. Notar que la 
decisión bajo (di = t, yi = m) está fijada por la compañía como d2 = c. El nodo de 
decisión d^6 se podría partir más en d", d\ correspondiendo a las decisiones a tomar 
si (di = nt) y (di = t, yi =b), respectivamente. Sin embargo, esto no es necesario, 
ya que di ya separa estos dos escenarios en el sentido siguiente: (di = í, dj6) es la 
decisión que corresponde a realizar el test y obtener un buen resultado; (di = nt, d^) 
es la que corresponde a no realizar el test. La Figura 4.7 resume el problema. 
Figura 4.7: DI modificado para el problema del reactor. 
Aplicamos el Algoritmo 2 para encontrar la decisión óptima. Lo único que de-
bemos especificar es p(y\d) y la distribución <?(d|d). La primera se obtiene de las 
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Tabla 4.1: Probabilidades marginales estimadas h(d) = s • V(d) + S, con una tras-



























probabilidades del problema. Para la distribución de prueba, dada la naturaleza 
discreta de d, tomamos aleatoriamente uno de los tres elementos de d, i.e. se define 
d reemplazando un elemento escogido aleatoriamente de d por su complementario 
respecto a 1. La Tabla 4.1 muestra las probabilidades estimadas h(d), i.e. las utili-
dades esperadas V(d), después de 100000 iteraciones del Algoritmo 2. La decisión 
óptima es la misma que ya obtuvimos en el Capítulo 1. 
Este problema es muy sencillo y vimos que podía resolverse con los métodos con-
vencionales explicados en el Capítulo 1. Incluso podría usarse la aproximación más 
simple descrita en la Sección 4.3.1., ya que las distribuciones requeridas son discretas 
con pocos valores en el soporte (6 valores para las alternativas y 18 para los esta-
dos). Sin embargo, el método de simulación propuesto permite la adaptación directa 
a estructuras mucho más complejas. Por ejemplo, el modelo de probabilidad podría 
extenderse a distribuciones a priori más complicadas para los parámetros de p(yi), 
PÍV2) y v{yz)i s m incrementar la complejidad del algoritmo de simulación; también, 
el beneficio podría venir dado como un modelo más complicado de predicción. 
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Ejemplo 4.6 (Problema de gestión de embalses) 
Utilizando el Algoritmo 2, resolvemos el problema de la gestión conjunta de los 
embalses Kariba y Cahora descrito en el Capítulo 3 para un solo mes. Ilustraremos 
también algunos métodos para descubrir la alternativa óptima cuando el espacio de 
decisión tiene dimensión alta. 
Recordemos que buscábamos, para cada mes t, las sueltas óptimas ukt, ukt, u\t, u2t. 
La Figura 3.2 mostraba el DI que representa el problema. Con nuestra notación, 
tenemos cuatros nodos de decisión d = (uk, uk, u\, u2) y dos nodos de datos ik y (3. 
0 1000 2000 3000 0 1000 2000 3000 4000 
U1C • U2C 
(a) f(uk, u{) = V(úl uk\ uf, uf) (b) f(uk2, uc2) = V(uk*, uk, «f, uc2) 
Figura 4.8: (a) Utilidad esperada como función de las sueltas por turbinas (uk,ul) 
con las sueltas por los aliviaderos fijadas en sus valores óptimos; (b) como función 
de las sueltas por los aliviaderos (u2^u2) con las sueltas por turbinas fijadas en sus 
valores óptimos. 
La Figura 4.8 muestra algunos perfiles del histograma del d1 ~ h(d) simulado, ge-
nerado mediante el procedimiento de MCCM descrito antes. El vector de decisiones 
es de dimensión cuatro. Por tanto, usamos una rejilla de cuatro dimensiones (con 
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10 x 10 x 10 x 10 celdas) para registrar un histograma de dimensión cuatro de los 
estados simulados. Inspeccionando la distribución empírica deducimos la estrategia 
óptima como d* = {uf* = 4121, t^* = 200, u f = 3247, v% = 1000}. La solución se 
basa en 100000 valores simulados con el procedimiento MCCM. 
La Figura ilustra también otro aspecto de nuestro método que es un procedi-
miento muy simple de análisis de sensibilidad. La oscuridad de la Figura 4.8(b) 
sugiere que la utilidad esperada es bastante plana cuando las sueltas por las turbi-
nas se fijan en sus valores óptimos, sugiriendo por tanto su poca sensibilidad ante 
cambios en las sueltas por los aliviaderos. Por otra parte, la Figura 4.8(a), con sólo 
un área más oscura donde está el óptimo estimado, sugiere que la utilidad esperada 
es muy sensible a cambios en las sueltas por las turbinas. 
Alternativamente, proponemos considerar este problema como uno de análisis de 
conglomerados. Encontrar la moda de h(d) puede considerarse equivalente a encon-
trar el área con mayor concentración de la muestra de Monte Cario simulada. Dichas 
áreas se pueden identificar considerando un árbol jerárquico de conglomerados a par-
tir de las salidas de la simulación. La Figura 4.9 muestra la solución basada en cortar 
un árbol de 1000 valores .simulados d ~ h(d) a una altura de 2000 y seleccionar el con-
glomerado resultante con mayor número de miembros. La localización de este con-
glomerado indica el área de la decisión mejor. El resultado dependerá de la altura del 
corte, pero explorando varias alturas pueden identificarse varias decisiones de interés. 
El óptimo se encuentra en d* = {«** = 3353, Ü^* = 742, u f = 3616, v% = 476}. 
Comparándolo con la Figura 4.8, está razonablemente próximo al óptimo estimado 
antes y al mostrado en el Capítulo 3. 
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A AA A 
. A A A A A A 
A A 
T 1 1 1 r 1 
O 1000 2000 3000 0 1000 2000 3000 4000 
U1K U2K 
(a) (uf,uf) (b) (u§,u§) 
Figura 4.9: Análisis de conglomerados para el problema de gestión de embalses. 
4.4 Conclusiones 
Los problemas de decisión complejos pueden hacer que sea imposible aplicar métodos 
exactos para obtener decisiones óptimas. Como consecuencia, deberíamos buscar 
métodos de aproximación, incluyendo la simulación, que no ha tenido apenas in-
fluencia en AD. 
Primeramente hemos proporcionado un método para aproximar el conjunto no 
dominado de alternativas en problemas de decisión con información parcial. Bási-
camente, se realizan dos tareas: se obtiene el conjunto no dominado de una apro-
ximación discreta del conjunto de alternativas y después se procede a su suavizado. 
Para la primera tarea, se utiliza un método de Monte Cario con muestreo por im-
portancia para deducir si dadas dos alternativas, una domina o no a la otra. Para 
la segunda, se propone una regresión local con tal vez un análisis de conglomerados. 
De hecho, el esquema introducido es mucho más general: henos visto, por ejemplo, 
o 
5 8 § 
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su aplicación a la programación multiobjetivo; y es directa su aplicación al caso de 
precisión. Pero en este último caso equivaldría a un método de búsqueda aleatoria 
pura, no muy eficiente. 
Por ello, hemos propuesto a continuación una estrategia basada en simulación 
para aproximar decisiones óptimas en AD. Nuestros experimentos y ejemplos sugie-
ren que esta aproximación puede ser muy potente para AD. La implementacion de los 
algoritmos es casi directa a partir de las ideas proporcionadas. Los casos específicos 
pueden requerir modificaciones sencillas como las sugeridas en los Algoritmos 2 y 
3. La exploración de la muestra simulada para buscar modas se puede hacer con 
cualquier software estándar estadístico. Para dimensiones pequeñas pueden usarse 
técnicas gráficas del análisis exploratorio de datos: para dimensiones pequeñas (uno 
o dos) de los vectores de decisiones, el histograma (o una versión suavizada); para 
dimensiones algo mayores, histogramas de dos dimensiones proyectados. También 
son útiles otras herramientas gráficas para identificar conglomerados de puntos, que 
corresponderían a modas. 
Como mencionamos en el ejemplo de la gestión de embalses, una característica 
de nuestro método es la provisión de rasgos del análisis de sensibilidad de forma 
sencilla, sin coste*extrá. 
Cuando se tienen conjuntos discretos de alternativas en los nodos de decisión, 
nuestro esquema se extiende fácilmente pues sólo tenemos que contar el número de 
veces que ha aparecido cada elemento, y escoger el que aparece con mayor frecuencia. 
Vale la pena retener no una sino varias de las decisiones más frecuentes y estudiarlas 
con detenimiento, como una forma de realizar análisis de sensibilidad. La ventaja 
que obtenemos es entonces poder tener nodos de azar con distribuciones continuas 
y/o una función de utilidad arbitraria. 
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Capítulo 5 
Conclusiones y problemas abiertos 
En este capítulo resumimos las contribuciones principales de esta memoria y suge-
rimos algunas direcciones en las que podemos extender esta investigación. 
5.1 Conclusiones 
En el Capítulo 1 hemos proporcionado un análisis comparativo de las cuatro técnicas 
más importantes de representación y evaluación de problemas de decisión. El método 
de los DI se ha ampliado para permitir manejar funciones de utilidad descomponi-
bles. El estudio se ha realizado con el propósito de conocer cuáles eran las posi-
bilidades actuales para el tratamiento de asimetrías, un aspecto muy corriente en 
problemas reales pero poco estudiado. Las variantes asimétricas de los DI resultan 
ser una buena herramienta. 
El Capítulo 2 explora las posibilidades de los DI como método para analizar 
problemas de decisión con información parcial. El algoritmo resulta sencillo concep-
tualmente aunque complejo computacionalmente. Por ello, buscamos reglas para la 
eliminación eficiente de un nodo de decisión y estudiamos aspectos tales como las 
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pérdidas potenciales de optimalidad, y el uso de criterios adicionales que propor-
cionan conceptos de solución ad hoc. Estos aspectos ayudan al decisor a reducir el 
número posible de alternativas y a profundizar en el problema al que se enfrenta, 
constituyendo un posible camino hacia el análisis de sensibilidad. 
Los dos capítulos restantes dan aproximaciones a la solución de problemas com-
plejos que contienen variables continuas, dado que la aplicación de métodos exactos 
para obtener soluciones óptimas es con frecuencia imposible. La primera aproxi-
mación, en el Capítulo 3, se realiza mediante un heurístico que ha dado buenos 
resultados en un problema real de gestión de embalses. La idea es intuitiva y hay 
muchos casos particulares donde se comporta muy bien. Extendemos la idea a DI 
con nodos de azar y de decisión continuos. 
La segunda aproximación, en el Capítulo 4, aborda estos problemas desde la si-
mulación. Proporcionamos primero un método sencillo que aproxima el conjunto 
eficiente en problemas de decisión con información parcial. En cada iteración con-
seguimos una aproximación discreta del conjunto no dominado que se transforma 
en continua mediante un proceso de suavizado. La relación de dominancia entre 
pares de alternativas se consigue con simulación Monte Cario con muestreo por im-
portancia que sirve para aproximar las integrales complejas que resultan de dicha 
relación. Damos varios procedimientos para el suavizado así como reglas de parada. 
El esquema introducido es tan general que permite tratar problemas con escasa 
estructura y en otro tipo de marcos. Además, permite incorporar la información 
parcial disponible, posibilitando así el aprovechamiento de la estructura especial 
que se tenga. Los problemas con información completa pueden resolverse con estos 
procedimientos, aunque sería equivalente a un método de búsqueda aleatoria pura. 
Por ello, proporcionamos una estrategia que consigue aproximar las decisiones 
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óptimas en un problema de AD muy general, con función de utilidad arbitraria y 
v.a. y de decisión continuas. Si el problema viene estructurado como un DI, éste 
debe ser no secuencial, aunque hemos ofrecido algunas ideas para sobrellevar esta 
dificultad. La decisión óptima resulta ser la moda de la marginal en el espacio de 
alternativas de una distribución artificial definida en el espacio producto de alterna-
tivas y de estados. El procedimiento muestrea de la distribución artificial a partir de 
métodos de simulación basados en cadenas de Markov, de las que es directo simular 
y cuya distribución de equilibrio es la distribución artificial deseada. Los algoritmos 
conllevan una implementación sencilla. 
5.2 Problemas abiertos 
Ante un problema de decisión podemos analizar su estructura y preguntarnos qué 
tipo de cuestiones esperamos resolver. La elección de un método u otro sería deseable 
que la pudiera realizar un ordenador, a través de un sistema experto que integrara 
los mejores métodos. Esta puede ser una meta para el futuro. 
Podría desarrollarse una nueva metodología que permita introducir aspectos como 
robustez, especificaciones-parciales, descomposiciones generales de la función de uti-
lidad, etc. Conjuntamente, se desarrollaría un lenguaje para modelizar y estructurar 
problemas de decisión basado en alguno de los métodos gráficos vistos, lo que puede 
tener interés en muchas comunidades científicas y ser útil en muchas aplicaciones. 
En la práctica, es frecuente encontrar variables continuas. El ArD es incapaz de 
representar un número infinito de escenarios por lo que debemos usar cualquiera de 
los otros métodos. Una posibilidad sería discretizar el rango de valores de cada va-
riable, como en Miller y Rice (1983) y aplicar directamente lo visto en el Capítulo 1, 
o utilizar simulación, o tal vez algún heurístico, como hacemos en capítulos poste-
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riores. 
Planteamos la búsqueda de grafos más generales para representar de forma efec-
tiva problemas de horizonte infinito, y para representar restricciones de información 
opuestas en escenarios diferentes (i.e. A antes que B en un escenario y al revés en 
otro) sin que se produzca un ciclo. 
Respecto al Capítulo 2, proponemos: 
• Extender el estudio al caso particular en el que las restricciones sobre w vengan 
dadas en forma de intervalos. Fertig y Bréese (1990) incorporan imprecisión 
especificando cotas inferiores para las probabilidades almacenadas en cada nodo 
de azar. Las cotas superiores están implícitas en las inferiores. Definen las 
transformaciones de inversión de arcos y eliminación de un nodo de azar -
no existen nodos de decisión- recalculando las nuevas cotas en función de las 
antiguas. Estas resultan ser óptimas dentro de la clase de las restricciones sobre 
las distribuciones de probabilidad que pueden expresarse como cotas inferiores 
para las probabilidades que componen el diagrama. El método es eficiente en 
términos de almacenamiento y computación. La idea sería extender el método 
para considerar conjuntos de decisiones admisibles, cuando también se han dado 
cotas para las utilidades. 
• Extender la metodología expuesta a otros formalismos gráficos como los estu-
diados en el Capítulo 1. 
• Implementar estos algoritmos. 
• Extender el estudio al caso de decisiones colectivas (Smith (1988) habla de DI 
para este tipo de problemas) y al caso de funciones de utilidad multiatributo. 
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En cuanto al Capítulo 3, las investigaciones futuras podrían ir en la línea de: 
• Implementar la propuesta para la gestión de embalses en un prototipo de sis-
tema de soporte para la planificación de recursos hidroeléctricos (actualmente 
en desarrollo). 
• Estudiar cómo actúa el heurístico en otros embalses. 
• Probada la metodología para la gestión por meses, se podría explorar su apli-
cación a la gestión diaria dentro de cada mes, una vez tomada la decisión men-
sual. Con esta gestión a corto plazo tendríamos toda una estructura jerárquica 
de modelos. 
• Dar métodos para posibilitar el análisis de sensibilidad en problemas con es-
tructura compleja. 
• El heurístico se basa en que no se separe cada decisión de una de referencia. 
Otra posibilidad podría basarse en que no se separasen sus utilidades corres-
pondientes, más que las propias decisiones. 
• Estudiar DI con descomposiciones más generales de la función de utilidad, no 
solamente la aditiva. 
• Ampliar el estudio realizado para DI en casos generales de variables de decisión 
continuas. 
• Implementar el método para DI en ordenador. 
• Estudiar el heurístico mediante simulación y para modelos probabilísticos ge-
nerales. 
• Analizar qué ocurre en caso de tomar la moda o mediana como valor represen-
tativo de cada v.a. 
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• Probar el heurístico en problemas de decisión secuenciales tradicionales de la 
Estadística y de la Investigación Operativa: de Diseño de Experimentos, de 
inventarios, etc. 
El Capítulo 4 deja abiertas las siguientes líneas de investigación: 
• De la primera parte, muchas otras aplicaciones potenciales son: 
- Por ejemplo, en dominancia estocástica, en la que las opciones se ordenan 
según una clase de utilidades esperadas respecto a una clase de funciones 
de utilidad. Algunas aplicaciones de esta teoría incluyen Finanzas (Levy, 
1992), Diseño de Experimentos (Chaloner y Verdinelli, 1994) e Inferen-
cia Bayesiana (Girón, 1994). En estos trabajos se proporcionan métodos 
para determinar cuándo una opción es mejor que otra. Tales resultados 
se pueden usar como entradas a nuestro procedimiento para aproximar el 
conjunto de inversiones, diseños o estimadores no dominados. Destaque-
mos también que la Teoría de la dominancia estocástica podría extenderse 
a clases de funciones de utilidad aún más interesantes. Algunas sugerencias 
pueden verse en Martín (1995). 
La implementacion de nuestro esquema está abierta a muchas otras opciones: 
- Como suavizador podríamos utilizar otros métodos de regresión no pa-
ramétrica. Una posibilidad es utilizar redes de neuronas de arquitectura 
variable (regresión no lineal semiparamétrica), descritas en Müller y Ríos 
Insua (1995). 
- Podrían estudiarse reglas de parada alternativas a la propuesta, que se 
podrían también utilizar para decidir los tamaños muéstrales de las mues-
tras adicionales. Estas reglas deben tener en cuenta el esfuerzo empleado 
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en generar nuevas soluciones, y medir la posibilidad de descubrir nuevas 
soluciones no dominadas y de redescubrir soluciones no dominadas ya en-
contradas. 
— Aunque en todas las aplicaciones que nos interesan las preferencias son 
monótonas, tal vez después de una transformación, sería importante estu-
diar reglas de parada para el caso no monótono. 
— Aunque hemos contemplado el caso de no poseer información adicional so-
bre el conjunto de alternativas, que nos llevaba a muestrear uniformemente 
en A, en situaciones en las que sí se tenga dicha información podemos re-
flejarlo en la distribución utilizada, desarrollando métodos de muestreo que 
aprovechen la estructura del problema. 
• Respecto a la segunda parte: 
— Queda abierta principalmente la labor de extender nuestro método basado 
en simulación a problemas secuenciales, sin perder el aprovechamiento de 
la estructura especial del DI que representa al problema. La estrategia 
utilizada para resolver el problema del reactor se puede aplicar únicamente 
a problemas "con pocos nodos de decisión, pues conlleva enumerar prácti-
camente todas las estrategias, lo que puede ser impracticable en problemas 
de gran tamaño. El problema proviene, como es usual en AD secuencial, 
de poseer un número infinito de distribuciones, lo cual hace intratable la 
simulación. 
— Otro problema abierto sería desarrollar un entorno computacional basado 
en nuestra aproximación. 
— Pueden investigarse también otros métodos de simulación apropiados para 
generar de h(-). 
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- Por último, la búsqueda de la moda es un tema interesante que debería 
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