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We study a quantum fermion field inside a cylinder in Minkowski space-time. On the surface of
the cylinder, the fermion field satisfies either spectral or MIT bag boundary conditions. We define
rigidly-rotating quantum states in both cases, assuming that the radius of the cylinder is sufficiently
small that the speed-of-light surface is excluded from the space-time. With this assumption, we
calculate rigidly-rotating thermal expectation values of the fermion condensate, neutrino charge
current and stress-energy tensor relative to the bounded vacuum state. These rigidly-rotating ther-
mal expectation values are finite everywhere inside and on the surface of the cylinder and their
detailed properties depend on the choice of boundary conditions. We also compute the Casimir
divergence of the expectation values of these quantities in the bounded vacuum state relative to
the unbounded Minkowski vacuum. We find that the rate of divergence of the Casimir expectation
values depends on the conditions imposed on the boundary.
PACS numbers: 03.70.+k, 04.62.+v
I. INTRODUCTION
The definition of quantum states is of central impor-
tance in quantum field theory (QFT) on both flat and
curved space-times. Of the possible quantum states on
a given space-time, defining a (not necessarily unique)
vacuum state is essential, as states containing particles
can be built up from a vacuum state using particle cre-
ation operators. Even in flat space-time, the definition
of a vacuum state is nontrivial when the space-time con-
tains boundaries or one is interested in the definition of
particles as seen by a noninertial observer.
To define a vacuum state in the canonical quantiza-
tion approach to QFT, one starts with an expansion
of the quantum field in terms of a basis of orthonor-
mal field modes. These modes are split into “positive”
and “negative” frequency modes. For a quantum scalar
field, this split is not completely arbitrary; it must be the
case that positive frequency modes have positive Klein-
Gordon norm and negative frequency modes have neg-
ative Klein-Gordon norm. For a quantum fermion field,
all modes have positive Dirac norm and the split between
“positive” and “negative” frequency modes is much less
constrained.
This difference between quantum scalar and fermion
fields was explored in Ref. [1] for rigidly-rotating fields
on unbounded Minkowski space-time. For a quantum
scalar field, the norm of a field mode is proportional to
the Minkowski energy E of that mode. As a consequence,
positive frequency modes must have positive Minkowski
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energy and the only possible vacuum state is the (non-
rotating) Minkowski vacuum [2]. For a quantum fermion
field, two possible vacua have been considered in the lit-
erature: the nonrotating (Vilenkin) vacuum [3] and the
rotating (Iyer) vacuum [4]. To construct the nonrotating
vacuum, positive frequency fermion modes have positive
Minkowski energy E as in the scalar field case. For the
rotating vacuum, positive frequency fermion modes have
positive corotating energy E˜ (the energy of the mode as
seen by an observer rigidly rotating about the z-axis in
Minkowski space-time with angular speed Ω). In gen-
eral E 6= E˜ for a particular field mode. On unbounded
Minkowski space-time, there exist fermion field modes
with EE˜ < 0, which means that the nonrotating and
rotating vacua are not equivalent [1].
Rigidly-rotating thermal states on unbounded
Minkowski space-time can be defined from the above
vacuum states. The rigidly-rotating nature of these
states means that the thermal factor in the thermal
Green’s functions and corresponding expectation values
involves the corotating energy E˜. For a quantum
scalar field, rigidly-rotating thermal states are divergent
everywhere in the unbounded space-time [3, 5]. The
density of states factor in the thermal expectation values
(t.e.v.s) for a bosonic field is
[
eβE˜ − 1
]−1
, where β is the
inverse temperature. This thermal factor diverges when
the corotating energy E˜ vanishes, even though such
modes are nonzero in general [5]. Modes with vanishing
corotating energy therefore make an infinite contribution
to rigidly-rotating t.e.v.s, leading to divergences.
One way to resolve this difficulty is to enclose the sys-
tem in an infinitely long cylinder of radius R, with the
axis of the cylinder along the z-axis and ΩR < c, where
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2c is the speed of light. For this range of values of R,
the boundary of the cylinder is inside the speed-of-light
surface (SOL) (the surface on which an observer rigidly-
rotating about the z-axis with angular speed Ω must
travel at the speed of light). With the SOL removed
from the space-time, it can be shown that EE˜ > 0 for all
scalar field modes, so that the modes which lead to di-
vergences in t.e.v.s on unbounded Minkowski space-time
are absent [6]. The resulting rotating t.e.v.s for a quan-
tum scalar field on the space-time inside the cylinder are
regular everywhere inside and on the boundary of the
cylinder [5].
Rigidly-rotating thermal states for a quantum fermion
field on unbounded Minkowski space-time were studied
in Ref. [1] and exhibit different behaviour from those for a
quantum scalar field. Rigidly-rotating t.e.v.s are regular
inside the SOL and diverge as the SOL is approached. If
the nonrotating (Vilenkin) vacuum is used, then t.e.v.s
contain spurious temperature-independent terms [1, 7]
which are unphysical since t.e.v.s with respect to the
vacuum state should vanish in the limit of zero tempera-
ture. These temperature-independent terms vanish if the
rotating (Iyer) vacuum is used instead [1].
In this paper, we study the fermionic analogues of
the rotating thermal states inside a cylinder, studied for
the scalar case in Ref. [5]. We construct rigidly-rotating
quantum states for Dirac fermions enclosed inside an in-
finitely long cylinder in Minkowski space-time. The axis
of the cylinder is along the axis of rotation, the z-axis.
On the boundary of the cylinder, the fermions satisfy
either spectral boundary conditions [8] or one of two ver-
sions of the MIT bag boundary conditions, the standard
[9] and chiral [10] MIT bag models. In each case, we find
that the rotating and nonrotating vacua coincide when
the boundary of the cylinder lies within the SOL. We
compute rigidly-rotating t.e.v.s of the fermion conden-
sate, neutrino charge current and stress-energy tensor for
each set of boundary conditions, comparing the results
with those in Ref. [1] for the unbounded space-time 1.
We also study Casimir expectation values, namely the
expectation values for the bounded vacuum state rela-
tive to the (nonrotating) vacuum state on unbounded
Minkowski space-time. Our Casimir expectation values
for a fermion field are compared with those in [5] and [12]
for a quantum scalar field and for fermions obeying MIT
bag boundary conditions, respectively.
The outline of this paper is as follows. In Sec. II, we
review the construction of mode solutions of the Dirac
equation in unbounded Minkowski space-time, the sec-
ond quantization procedure and the definition of the ro-
tating and nonrotating vacuum states. For the remainder
of the paper we consider the bounded space-time. For the
spectral and MIT bag boundary conditions, in Sec. III,
1 A free Dirac field in thermal equilibrium within a rotating cylin-
der is also considered in Ref. [11].
we study mode solutions of the Dirac equation satisfy-
ing the boundary conditions, their energy spectra and
the construction of the vacuum state. Rigidly-rotating
thermal expectation values are computed in Sec. IV and
the Casimir effect is analysed in Sec. V. Finally, Sec. VI
contains some further discussion.
II. UNBOUNDED SPACE-TIME
In this section, we review the construction of mode
solutions and vacuum states in a rigidly rotating, un-
bounded, Minkowski space-time [1]. The Dirac equation
is introduced in Sec. II A, while the construction of its so-
lutions is presented in Sec. II B. The section closes with
a discussion of the choice of vacuum state on the un-
bounded space-time in Sec. II C.
A. Dirac equation in rotating Minkowski
space-time
The world line of an observer rotating with a constant
angular velocity Ω about the z-axis can be parametrized
in cylindrical coordinates as xµ = (t, ρ,Ωt, z) for fixed
ρ and z. The coordinate frame with respect to which
the observer is at rest can be obtained from the usual
Minkowski coordinates xµM by setting ϕ = ϕM−Ωt. The
Minkowski metric then takes the form:
ds2 = −(1− ρ2Ω2)dt2 + 2ρ2Ω dt dϕ+ dρ2 + ρ2dϕ2 + dz2.
(2.1)
Throughout this paper we use units in which c = ~ =
kB = 1. The Killing vector ∂t, defining the corotating
Hamiltonian H = i∂t, becomes null on the SOL, which
is defined as the surface where ρ = Ω−1.
To construct the Dirac equation, we introduce the fol-
lowing tetrad in the Cartesian gauge [13]:
etˆ =∂t − Ω∂ϕ, eiˆ =∂i,
ωtˆ =dt, ωiˆ =dxi + (Ω× x)idt, (2.2)
with respect to which the Dirac equation for fermions of
mass µ reads: (
iγαˆDαˆ − µ
)
ψ(x) = 0. (2.3)
The gamma matrices are in the Dirac representation [14]:
γ tˆ =
(
1 0
0 −1
)
, γ iˆ =
(
0 σi
−σi 0
)
, (2.4)
where the Pauli matrices σi are given by:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.5)
The gamma matrices obey the following canonical anti-
commutation rules:{
γαˆ, γβˆ
}
= −2ηαˆβˆ , (2.6)
3where ηαˆβˆ is the inverse of the Minkowski metric ηαˆβˆ =
diag(−1, 1, 1, 1). We use the convention that hatted in-
dices denote tensor components with respect to the or-
thonormal tetrad introduced in Eq. (2.2) and are raised
and lowered using the Minkowski metric ηαˆβˆ .
The covariant derivatives Dαˆ in Eq. (2.3) are given by:
iDtˆ = H + ΩMz, −iDjˆ = Pj . (2.7)
In the above, H = i∂t is the corotating Hamiltonian,
Pj = −i∂j are the momentum operators and
Mz = −i∂ϕ + 1
2
(
σ3 0
0 σ3
)
(2.8)
is the z-component of the angular momentum operator.
B. Mode solutions
The rotating system under consideration is just
Minkowski space-time written in terms of corotating co-
ordinates. Therefore mode solutions of Eq. (2.3) can be
obtained from any complete set of mode solutions found
on Minkowski space by applying a suitable coordinate
transformation. Mode solutions of the Dirac equation on
Minkowski space with respect to cylindrical coordinates
have been reported in Refs. [1, 3, 4, 12, 15–20].
In this paper, we follow Ref. [1] and construct the
solutions of the Dirac equation (2.3) as simultaneous
eigenvectors of the complete set of commuting opera-
tors {H,Pz,Mz,W0}, where the helicity operator W0 =
P ·M/p is the time component of the Pauli-Lubanski
vector, with P the momentum operator andM the an-
gular momentum operator. The helicity operator W0 has
the following form:
W0 =
(
h 0
0 h
)
, h =
σ · P
2p
, (2.9)
where p is the magnitude of the momentum.
To solve the eigenvalue equations corresponding to the
above operators, the eigenspinors Uj can be put in the
form:
Uj(t, ρ, ϕ, z) =
1
2pi
e−iE˜jt+ikjzuj(ρ, ϕ), (2.10)
where
j = (E˜j , kj ,mj , λj) (2.11)
collects the eigenvalues of the set of operators
(H,Pz,Mz,W0). In this paper, sometimes we will explic-
itly keep the index j (2.11) on various quantities; how-
ever, at other times, we shall suppress the index j to keep
expressions manageable. Further, in some expressions it
will be necessary to explicitly show individual eigenval-
ues in j (2.11). When this is the case, we will use the
notation UλEkm for spinors.
In (2.10) the corotating energy E˜j is linked to the
Minkowski energy Ej through
E˜j = Ej − Ω(mj + 12 ), (2.12)
where Ej = ±
√
p2j + µ
2 can be written in terms of the
modulus pj of the momentum of the mode. The four-
spinors uj introduced in Eq. (2.10) are eigenvectors of
W0 and Mz, corresponding to the eigenvalues λj = ± 12
and mj +
1
2 , respectively, where mj = 0,±1,±2, . . . .
Due to the diagonal form of W0 and Mz, the four-
spinors uj can be written as:
uj(ρ, ϕ) =
( Cupj φj(ρ, ϕ)
Cdownj φj(ρ, ϕ)
)
, (2.13)
where Cupj and Cdownj are constants. The angular momen-
tum equation,(−i∂ϕ + 12 0
0 −i∂ϕ − 12
)
φj(ρ, ϕ) = (mj +
1
2 )φj(ρ, ϕ),
(2.14)
can be solved by setting:
φj(ρ, ϕ) = e
i(mj+
1
2 )ϕ
(
e−
i
2ϕφ−j (ρ)
e
i
2ϕφ+j (ρ)
)
, (2.15)
where φ±j are scalar functions of ρ. The two-spinors φj
also obey the helicity eigenvalue equation:
1
2pj
(
kj P−
P+ −kj
)
φj(ρ, ϕ) = λjφj(ρ, ϕ), (2.16)
where P± = Px ± iPy are differential operators given by:
P± = −ie±iϕ(∂ρ ± iρ−1∂ϕ). (2.17)
The helicity eigenvalue equation (2.16) can be used to
show that the scalar functions φ±j satisfy Bessel-type
equations:
[z2j∂
2
zj + zj∂zj + z
2
j − (mj + 1)2]φ+j =0, (2.18a)
[z2j∂
2
zj + zj∂zj + z
2
j −m2j ]φ−j =0, (2.18b)
where zj = qjρ is written in terms of the transverse mo-
mentum
qj =
√
p2j − k2j . (2.19)
The solutions of Eqs. (2.18) which are regular at the ori-
gin have the form:
φ+j (ρ) =N+j Jm+1(qρ),
φ−j (ρ) =N−j Jm(qρ), (2.20)
where m is understood to refer to mj and q to qj . The
constants N±j can be determined as follows.
4The operators P± (2.17) act like shift operators for the
angular momentum quantum number m, i.e.:
P±eimϕJm(qρ) = ±iqei(m±1)ϕJm±1(qρ). (2.21)
Hence, the helicity equation (2.16) implies that
N+j =
iqj
kj + 2λjpj
N−j , (2.22)
enabling φj (2.15) to be written as:
φj(ρ, ϕ) =
1√
2
(
pλe
imϕJm(qρ)
2iλp−λei(m+1)ϕJm+1(qρ)
)
, (2.23)
where
p± ≡ p±1/2 =
√
1± k
p
. (2.24)
For brevity, the index j was dropped from the right-hand
side of Eq. (2.23). The overall 1/
√
2 factor in Eq. (2.23)
comes from the generalized orthogonality relation [15]:
∞∑
m=−∞
φλ†Ekm(ρ, ϕ)φ
λ′
Ekm(ρ, ϕ) = δλλ′ , (2.25)
where † denotes the Hermitian conjugate of the two-
spinor.
Returning to the four-spinors (2.13), the Dirac equa-
tion (2.3) can be used to constrain the constants Cupj and
Cdownj : (
E − µ −2pλ
2pλ −E − µ
)( Cupj
Cdownj
)
= 0. (2.26)
Imposing the generalized completeness relation [15]
∞∑
m=−∞
uλ †Ekm(x)u
λ′
Ekm(x) = δλλ′ , (2.27)
gives the following expression for the spinor uj introduced
into the mode Uj in Eq. (2.10):
uj(ρ, ϕ) =
1√
2
(
E+φj
2λE
|E| E−φj
)
, (2.28)
where
E± =
√
1± µ
E
. (2.29)
The normalization of uj means that the mode Uj (2.10)
has unit norm with respect to the Dirac inner product,
which for the metric (2.1) takes the form [1]:
〈ψ, χ〉 =
∫ ∞
−∞
dz
∫ 2pi
0
dϕ
∫ R
0
dρ ρψ†(x)χ(x). (2.30)
Anti-particle modes Vj are obtained from the particle
modes (2.10) through charge conjugation, i.e.:
Vj(x) = iγ
2ˆU∗j (x) (2.31)
and have the following expression:
Vj(t, ρ, ϕ, z) =
1
2pi
eiE˜jt−ikjzvj(ρ, ϕ), (2.32a)
where vj(ρ, ϕ) ≡ vλEkm(ρ, ϕ) is given by:
vλEkm(ρ, ϕ) =
(−1)m√
2
iE
|E|
(
E−φλE,−k,−m−1
− 2λE|E| E+φλE,−k,−m−1
)
.
(2.32b)
The Vj modes can be written in terms of the Uj modes,
as follows:
Vj = (−1)mj iEj|Ej |U, (2.33)
where
 = (−Ej ,−kj ,−mj − 1, λj). (2.34)
C. Second quantization
As discussed in Refs. [1, 4], the vacuum state for
the Dirac field on a rigidly-rotating space-time is not
uniquely defined. This nonuniqueness arises from the
freedom to choose how fermion field modes are split into
“particle” and “anti-particle” modes. This freedom is
constrained for a quantum scalar field by the requirement
that particle modes must have positive Klein-Gordon
norm (and anti-particle modes must have negative Klein-
Gordon norm) in order for the particle creation and an-
nihilation operators to obey canonical commutation rela-
tions. For a quantum fermion field, all field modes have
positive norm and so this split is unconstrained, leading
to freedom in how particle creation and annihilation op-
erators are defined, and, correspondingly, freedom in the
definition of the vacuum state [1].
Two possible choices for the vacuum state on un-
bounded rotating Minkowski space-time are the (nonro-
tating) Minkowski vacuum, considered by Vilenkin [3],
and the rotating vacuum, introduced by Iyer [4]. For the
nonrotating Minkowski vacuum, particle modes have pos-
itive Minkowski energy E > 0; for the rotating vacuum
particle modes have positive corotating energy E˜ > 0,
with these two energies linked by (2.12).
Rigidly-rotating thermal expectation values (t.e.v.s)
constructed with respect to the nonrotating Minkowski
vacuum state contain spurious temperature-independent
terms, due to the inclusion of modes satisfying E˜ < 0
in the set of particle modes [1]. The temperature-
independent terms disappear when the rotating vacuum
is considered, where modes with E˜ > 0 (including modes
with negative E) are interpreted as particle modes [1].
5Rigidly-rotating t.e.v.s of the fermion condensate, neu-
trino charge current and stress-energy tensor are com-
puted for both the Iyer and Vilenkin quantizations in
Ref. [1]. It is found that, using the Iyer quantization,
these t.e.v.s are regular everywhere inside the SOL, but
diverge as the SOL is approached.
The difference between the Iyer and Vilenkin quanti-
zation methods rests in the interpretation of the modes
for which EE˜ < 0, namely whether such modes are con-
sidered to be particle or anti-particle modes. For a quan-
tum scalar field, enclosing the system inside a bound-
ary of radius not greater than that of the SOL elimi-
nates energies satisfying EE˜ < 0 from the particle spec-
trum [6]. Vilenkin [3] argues that the same holds for
fermions. In Sec. III, we show that this is indeed the case
for spectral and MIT bag boundary conditions (defined
in Secs. III B and III C respectively), for a cylindrical
boundary placed inside or on the SOL. In this case the
nonrotating (Vilenkin [3]) and rotating (Iyer [4]) vacua
are therefore equivalent.
Assuming that there are no modes with EE˜ < 0 in
the particle spectrum, second quantization can be per-
formed as in unbounded nonrotating Minkowski space,
by expanding the field operator ψ(x) as:
ψ(x) =
∑
j
θ(Ej)
[
Uj(x)bj + Vj(x)d
†
j
]
, (2.35)
where the step function θ(Ej) ensures that the Minkowski
energy Ej is positive and
∑
j
≡
∑
λj=± 12
∞∑
mj=−∞
∫
|Ej |>µ
dEj
∫ pj
−pj
dkj , (2.36)
where pj is the modulus of the momentum of a particle of
Minkowski energy Ej . The negative Ej values, excluded
by the step function θ(Ej) in Eq. (2.35), are included in
the domain of integration in Eq. (2.36) for later conve-
nience. The one-particle operators bj and d
†
j in Eq. (2.35)
obey canonical anti-commutation relations:{
bj , b
†
j′
}
= δ(j, j′),
{
dj , d
†
j′
}
= δ(j, j′), (2.37)
where
δ(j, j′) =
δ(Ej − Ej′)
|Ej | δ(kj − kj
′)δmj ,mj′ δλj ,λj′ . (2.38)
The vacuum state |0〉 is defined as that state which is
annihilated by the annihilation operators bj and dj :
bj |0〉 = 0 = dj |0〉. (2.39)
In the next section, we shall investigate the properties
of rigidly-rotating t.e.v.s for thermal states constructed
from this vacuum state, for a fermion field satisfying ei-
ther spectral or MIT bag boundary conditions.
III. BOUNDARY CONDITIONS
Our focus in this paper is a quantum fermion field on
rotating Minkowski space-time, inside a cylinder centered
on the z-axis (the axis of rotation) and having radius R.
We exclude the space-time exterior to the cylinder from
our considerations. For RΩ < 1 (where Ω is the angular
speed about the z-axis), the cylinder lies completely in-
side the SOL, which is therefore removed from our space-
time. For RΩ = 1, the boundary of the cylinder is the
SOL. For RΩ > 1, the SOL lies within the cylinder - we
do not consider this possibility.
We consider two models for the implementation of
boundary conditions for a quantum fermion field on the
surface of the cylinder: the spectral [8] and MIT bag [9]
models. In Sec. III A, the self-adjointness of the Hamil-
tonian is used to derive a constraint on the behaviour of
the fermion field on the boundary. Secs. III B and III C
introduce the spectral and MIT bag models, respectively.
For each model, the energy spectrum and corresponding
vacuum states are discussed, confirming that if the SOL
is not inside the boundary, the rotating and Minkowski
vacua coincide.
A. Self-adjointness of the Hamiltonian
The Hamiltonian is, by definition, a self-adjoint oper-
ator with respect to the Dirac inner product:
〈ψ,Hχ〉 = 〈Hψ,χ〉 , (3.1)
for any combination of solutions (ψ, χ) of the Dirac equa-
tion (2.3). On a general background, the Dirac inner
product is given by:
〈ψ, χ〉 =
∫
V
d3x
√−g ψγt(x)χ, (3.2)
where ψ = ψ†γ tˆ and γµ = eµαˆγ
αˆ are the covariant versions
of the gamma matrices introduced in Eq. (2.4), satisfying
{γµ, γν} = −2gµν . (3.3)
For H = i∂t, Eq. (3.1) is equivalent to:
∂t 〈ψ, χ〉 = 0. (3.4)
This time derivative can be obtained from the Dirac
equation (2.3), which reads for a general space-time as
follows:
iγλ∂λψ + iγ
λΓλψ = µψ, (3.5)
where Γλ is the spin connection [21], defined to preserve
the general covariance of the gamma matrices:
[Dµ, γ
ν ] = ∂µγ
ν + Γνλµγ
λ + [Γµ, γ
ν ] = 0. (3.6)
6Taking into account the following properties:
γt∂tχ =− γi∂iχ− γλΓλχ− iµχ,
∂tψγ
t =− ∂iψγi + ψΓλγλ + iµψ,
∂t(
√−gγt) =− ∂i(γi
√−g)−√−g [Γλ, γλ] , (3.7)
an integration by parts in Eq. (3.4) shows that
∂t 〈ψ, χ〉 = −
∫
∂V
dΣi
√−g ψγiχ, (3.8)
where ∂V is the 2-boundary of the integration 3-surface
V . In our case, the integration domain is the volume
contained inside an infinite cylinder of radius R and its
boundary is the enclosing cylinder. Thus, the Hamilto-
nian is self-adjoint only if:
R
∫ ∞
−∞
dz
∫ 2pi
0
dϕ ψγρˆχ
⌋
ρ=R
= 0. (3.9)
Eq. (3.9) provides necessary and sufficient conditions for
a set of boundary conditions to yield a consistent quanti-
zation. In the following two sections, two types of bound-
ary conditions satisfying (3.9) are presented.
B. Spectral boundary conditions
To implement spectral boundary conditions, the inte-
gral over ϕ in Eq. (3.9) is performed by considering the
Fourier transform of the solutions ψ of the Dirac equation
with respect to the polar angle ϕ:
ψ(x) =
∞∑
m=−∞
eiϕ(m+
1
2 )
×
(
e−
i
2ϕψ1
m+
1
2
e
i
2ϕψ2
m+
1
2
e−
i
2ϕψ3
m+
1
2
e
i
2ϕψ4
m+
1
2
)T
.
(3.10)
The inner product of any two solutions ψ and χ is time-
invariant if:
R
∫ ∞
−∞
dz
∞∑
m=−∞
(
ψ4 ∗
m+
1
2
χ1
m+
1
2
+ ψ3 ∗
m+
1
2
χ2
m+
1
2
+ψ2 ∗
m+
1
2
χ3
m+
1
2
+ ψ1 ∗
m+
1
2
χ4
m+
1
2
)
= 0. (3.11a)
The inner product of the charge conjugate ψc = iγ
2ˆψ∗
of ψ and an arbitrary solution χ must also be time-
invariant. This is the case if:
R
∫ ∞
−∞
dz
∞∑
m=−∞
(
ψ1−m− 12
χ1
m+
1
2
− ψ2−m− 12
χ2
m+
1
2
−ψ3−m− 12
χ3
m+
1
2
+ ψ4−m− 12
χ4
m+
1
2
)
= 0. (3.11b)
To satisfy both equations (3.11), the solution employed
in the spectral model is to set equal to zero either the
top and third, or the second and fourth components of
ψ, depending on their spectral index m, as follows [15]:
ψ1
m+
1
2
cρ=R = ψ3
m+
1
2
cρ=R =0, for m+ 12 > 0,
ψ2
m+
1
2
cρ=R = ψ4
m+
1
2
cρ=R =0, for m+ 12 < 0.
(3.12)
We note that it is also possible to satisfy Eqs. (3.11) by
letting the second and fourth components of ψ vanish for
positive m+ 12 , with the first and third components van-
ishing when m+ 12 < 0. For brevity, we only consider the
first implementation in this paper. We would expect the
second implementation to give physically similar results
for expectation values.
1. Discretization of the transverse momentum
Applying the prescription (3.12) to the mode solutions
(2.10) requires that the transverse momentum q must be
discretized according to:
qm,`R =
{
ξm,` m+
1
2 > 0,
ξ−m−1,` m+ 12 < 0,
(3.13)
where ξm,` is the `th nonzero root of the Bessel function
Jm. Hence, the mode solutions of the Dirac equation
which satisfy spectral boundary conditions can be writ-
ten as:
U spj (x) = Cspj Uj(x), (3.14)
with j defined by analogy to Eq. (2.11), now including
the new index `:
j = (Ej , kj ,mj , λj , `j), (3.15)
where Ej = ±
√
q2j + k
2
j + µ
2 is the Minkowski en-
ergy. The constants Cspj in Eq. (3.14) are calculated in
Sec. III B 3 to ensure that the modes have unit norm.
2. Energy spectrum
As discussed in Sec. II C, if modes with EE˜ < 0 are not
present in the particle spectrum, then the rotating and
nonrotating Minkowski vacua are equivalent. To show
that this is the case for the spectral boundary conditions,
we start with the following inequality for the first zero of
the Bessel function Jm [22]:
ξm,1 > m+
1
2
. (3.16)
Hence, for E > 0, we have
ER ≥ qR > m+ 1
2
(3.17)
7and therefore, using (2.12),
E˜R > (1− ΩR)(m+ 12 ), (3.18)
showing that EE˜ > 0 for all values of µ, k, m and `, as
long as the boundary is inside or on the SOL (ΩR ≤ 1).
Thus, the rotating and nonrotating Minkowski vacua are
equivalent. This will enable us, in Sec. III B 4, to perform
second quantization for a fermion field satisfying spectral
boundary conditions along the lines discussed in Sec. II C.
3. Normalization
Before we can proceed with second quantization, the
modes (3.14) must be normalized with respect to the
Dirac inner product (3.2), which in the case under consid-
eration takes the form (2.30). For the case of two particle
modes (3.14), Eq. (2.30) reads:
〈U spj , U spj′ 〉 =
1
4
(Cspj )∗Cspj′ δ(k − k′)δmm′ei∆E˜t
(
E+E
′
+ + 4λλ
′ EE
′
|EE′|E−E
′−
)
×
[
pλp
′
λ′
∫ R
0
Jm(qρ)Jm(q
′ρ)ρ dρ+ 4λλ′p−λp′−λ′
∫ R
0
Jm+1(qρ)Jm+1(q
′ρ)ρ dρ
]
, (3.19)
where the labels m and ` are implicit on q and any
quantities derived from it (e.g. E). The labels j and
j′ have also been dropped. Furthermore, the quantities
p and E are defined in (2.24) and (2.29) respectively, and
∆E˜ = E˜j − E˜j′
The modes (3.14) are normalized if the constants Cspj
are chosen such that the right-hand side of Eq. (3.19)
equals
δ(j, j′) ≡ δ(k − k′)δmm′δ``′δλλ′θ(EE′), (3.20)
where the step function θ(EE′) ensures that the
Minkowski energies Ej and E
′ = Ej′ have the same rel-
ative sign. Since the boundary conditions (3.12) pre-
serve the self-adjointness of the Hamiltonian, the time-
independence of the inner product requires that modes of
differing energies (i.e. ∆E˜ = E˜− E˜′ 6= 0) are orthogonal.
For the evaluation of the integrals of the Bessel functions
in Eq. (3.19) when q = q′, it is convenient to use the
following results [23]:
I+
m+ 12
=
∫ R
0
dρ ρ
1
2
[J2m(qρ) + J
2
m+1(qρ)] =
R2
2
[
J2m+1(qR)−
2m+ 1
qR
Jm(qR)Jm+1(qR) + J
2
m(qR)
]
,
I−
m+ 12
=
∫ R
0
dρ ρ
1
2
[J2m(qρ)− J2m+1(qρ)] =
R
2q
Jm(qR)Jm+1(qR). (3.21)
The spectral boundary conditions (3.13) ensure that the
product Jm(qR)Jm+1(qR) vanishes for all m. For posi-
tive m + 12 , the normalization constants Cspj (3.14) take
the following values:
Cλ,spEkm` = Cλ,spE,k,−m−1,` =
√
2
R |Jm+1(ξm,`)| . (3.22)
Using Eq. (2.33), it can be seen that anti-particle and
particle modes obeying spectral boundary conditions are
linked through:
V spj (x) = (−1)m
iEj
|Ej |U
sp
 (x), (3.23)
where
 = (−Ej ,−kj ,−mj − 1, λj , `j). (3.24)
Since the modes U sp are normalized (the above calcula-
tion is valid for Ej < 0, as well as for Ej > 0), so too are
the anti-particle modes (3.23).
4. Second quantization
As shown in Sec. III B 2, the condition EE˜ > 0 is satis-
fied by all modes obeying spectral boundary conditions if
the boundary is placed on or inside the SOL. We do not
consider the case when RΩ > 1 and the boundary is out-
side the SOL. Thus, the rotating and Minkowski vacua
are identical and second quantization can be performed
as outlined in Sec. II C. First we expand the quantum
fermion field in terms of the normalized modes (3.14,
83.23):
ψsp =
∑
j
θ(Ej)
[
U spj b
sp
j + V
sp
j d
sp †
j
]
, (3.25)
where j is defined in Eq. (3.15) for the spectral case and
∑
j
≡
∑
λj=±1/2
∞∑
mj=−∞
∞∑
`j=1
∫ ∞
−∞
dkj
∑
Ej=±|Ej |
. (3.26)
The vacuum for the spectral case, |0sp〉, is then defined
as that state annihilated by the operators bspj and d
sp
j :
bspj |0sp〉 = 0 = dspj |0sp〉. (3.27)
In Sec. IV B, we will calculate expectation values for ther-
mal states constructed from |0sp〉.
C. MIT bag boundary conditions
First introduced in Ref. [9], the MIT boundary condi-
tions are defined in a purely local manner, by ensuring
that the integrand in Eq. (3.8) vanishes at any point xb
on the boundary ∂V . This is achieved by setting
i/nψ(xb) = ς ψ(xb), (3.28)
where nµ represents the normal to the boundary and /n =
γµnµ. The coefficient ς can take the general form [10]:
ς = exp(−iγ5Θ) = cos Θ− iγ5 sin Θ, (3.29)
where Θ is referred to as the chiral angle. In this paper,
only the cases Θ = 0 (MIT) [9] and Θ = pi (chiral) [10]
are considered, in which case the parameter ς takes the
following values:
ς =
{
1 (MIT),
−1 (chiral). (3.30)
1. Discretization of the transverse momentum
In the present case, n = −dρ, and thus the boundary
conditions (3.28) are:
iγρˆψ(xb) = −ςψ(xb). (3.31)
It can be checked that if ψ(x) obeys the above boundary
conditions, so does its charge conjugate iγ2ˆψ∗(x).
Mode solutions that satisfy MIT boundary conditions
can be constructed starting from the complete set of
modes described in Sec. II B. The desired solutions of the
Dirac equation can be simultaneous eigenvectors of the
corotating Hamiltonian H, z-component of momentum
Pz and z-component of angular momentum Mz (2.8),
since these operators commute with iγρˆ. However, the
helicity operator W0 (2.9) does not commute with iγ
ρˆ.
Hence, ψ(x) must be a linear combination of solutions
corresponding to λ = ± 12 :
UMITEkm`(x) = b
+
Ekm`U
+
Ekm(x) + b
−
Ekm`U
−
Ekm(x), (3.32)
where b±Ekm` are constants, E is the Minkowski energy
and the index ` has been introduced anticipating the
quantization of the transverse momentum q. For a given
value of m, the allowed values of the transverse mo-
mentum are labeled by ` in increasing order, such that
qm,` < qm,`+1. To avoid cumbersome notation, the in-
dicesm, ` are omitted from the corresponding momentum
pm,` or Minkowski energy Em,` where there is no risk of
confusion.
Thus, Eq. (3.31) becomes:
ςE+(b
+
Ekm`φ
+
Ekm` + b
−
Ekm`φ
−
Ekm`)
= − iE|E|E−(b
+
Ekm`σ
ρφ+Ekm` − b−Ekm`σρφ−Ekm`), (3.33)
where E± is defined in Eq. (2.29) and φ± are given in
Eq. (2.23). Eq. (3.33) can be written as a set of linear
equations in b±:
(
ςE+p+Jm − E|E|E−p−Jm+1 ςE+p−Jm − E|E|E−p+Jm+1
ςE−p+Jm + E|E|E+p−Jm+1 −ςE−p−Jm − E|E|E+p+Jm+1
)(
b+Ekm`
b−Ekm`
)
= 0, (3.34)
where the argument of the Bessel functions is qm,`R and
p± are defined in (2.24). The system (3.34) has nontrivial
solutions if:
j2m` +
2ςµ
qm,`
jm` − 1 = 0, (3.35)
where
jm` =
Jm(qm,`R)
Jm+1(qm,`R)
. (3.36)
Eq. (3.35) can be solved numerically to yield an infinite
number of roots. Eq. (3.35) is invariant under E → −E,
hence, qm,` does not depend on the sign of E. Moreover,
the relation J−m(z) = (−1)mJm(z) (valid for all integer
values of m) ensures that
q−m−1,` = qm,`. (3.37)
9Eq. (3.34) fixes b ≡ bEkm` = b+Ekm`/b−Ekm` to be
b = −
ςE
|E|E+p−jm` − E−p+
ςE
|E|E+p+jm` − E−p−
=
ςE
|E|E−p−jm` + E+p+
ςE
|E|E−p+jm` + E+p−
,
(3.38)
where we have used the definitions (2.24, 2.29, 3.36).
The result (3.38) is invariant under (E, k,m) →
(−E,−k,−m− 1).
For consistency of notation, we now write the modes
(3.32) in a form analogous to that for the modes (3.14)
satisfying the spectral boundary conditions:
UMITj = CMITj
[
bU+Ekm + U
−
Ekm
]
, (3.39)
where b is given by (3.38),
CMITj = b−Ekm` (3.40)
and the index j on the modes is
j = (Ej , kj ,mj , `j). (3.41)
Note that the index j (3.41) does not contain any explicit
dependence on the helicity λ. This is because the MIT
modes (3.39) are a linear combination of positive and
negative helicity spinors. The normalization constants
CMITj will be found in Sec. III C 3 below.
2. Energy spectrum
We now examine whether modes with EE˜ < 0 are
excluded from the particle spectrum when we use MIT
bag boundary conditions.
We begin with massless particles, µ = 0. In this case,
the equation satisfied by jm` (3.35) does not depend on
ς. Therefore, the energy spectrum is also independent
of ς. The solutions of Eq. (3.35) when µ = 0 are simply
jm` = ±1, i.e. the points where the graph of Jm intersects
either Jm+1 or −Jm+1. According to Theorem 3.1 of
Ref. [24], the values of qm,`R such that jm` = ±1 (or,
equivalently, Jm(qm`R) = ±Jm+1(qm`R) using (3.36))
satisfy:
ξ′m,` < qm,2`−1R < ξm,` < qm,2`R < ξ
′
m,`+1, (3.42)
where ξm,` and ξ
′
m,` are the `th zeroes of Jm(z) and
J ′m(z), respectively. The roots qm,`R are also staggered
such that
Jm(qm,`R) = (−1)`+1Jm+1(qm,`R). (3.43)
Using the following property [22]:
ξ′m,1 >
√
m(m+ 2), (3.44)
the following lower bound can be established for the en-
ergy of the modes obeying MIT bag boundary conditions:
|Em,`|R ≥ qm,`R > m+ 12 . (3.45)
The argument of Sec. III B 2 then shows that, if the
boundary is inside or on the SOL,
EE˜ > 0, (3.46)
where E˜ is given by (2.12).
When the mass µ is nonzero, solving (3.35) enables us
to write jm` in terms of the (as yet unknown) transverse
momenta qm,` as follows:
jm` = − ςµ
qm,`
±
√
1 +
µ2
q2m,`
. (3.47)
When ς = 1 (the original MIT case), it can be seen that
0 < − ςµ
qm,`
+
√
1 +
µ2
q2m,`
< 1. (3.48)
Now consider the lowest value of the transverse momen-
tum, qm,1. We have Jm(qm,1R) = jm1Jm+1(qm,1R), in
other words, when q = qm,1 the graphs of the func-
tions Jm(qR) and jm1Jm+1(qR) intersect. The inequality
(3.48) tells that jm1 < 1, so Jm(qm,1R) < Jm+1(qm,1R).
Therefore the value of qm,1R is in the interval where Jm
decreases towards its first zero, after the first zero of J ′m.
Fig. 1(a) illustrates this behaviour. Hence, in this case,
we can use the same argument as that given above in the
massless case to show that the lowest allowed positive
energy obeys E˜R > (1 − ΩR)(m + 12 ). Therefore when
ς = 1 we again have EE˜ > 0 for all R ≤ Ω−1.
In the chiral case (ς = −1), from (3.47), jm` increases
as the mass increases and qm,1R approaches the origin,
as illustrated in Fig. 1(b). Rearranging Eq. (3.47) as:
q
Jm(qR)
Jm+1(qR)
= µ+ E(µ), (3.49)
where E(µ) =
√
µ2 + q2 is the smallest positive
Minkowski energy for a particle of mass µ and transverse
momentum q (i.e. corresponding to k = 0), it can be seen
that qR = 0 is a solution of (3.35) when µR = m+ 1, by
using:
lim
z→0
z
Jm(z)
Jm+1(z)
= 2(m+ 1). (3.50)
If the mass µ increases further, the first root no longer
corresponds to jm` > 0 (i.e. the root satisfying qm,`R <
ξm,1 disappears). In this case, with µR > 1+m, we have
ER > m + 12 just from the mass contribution to E(µ).
Knowing that, by virtue of Eq. (3.45), the same condition
is satisfied when µ = 0, it remains to investigate the
behaviour of the smallest allowed energy Em,1(µ) for qm,1
between µR = 0 and µR = m+ 1.
To this end, let us consider the derivative of Em,1(µ)
with respect to µ:
E′m,1(µ) =
1
Em,1(µ)
[µ+ qm,1(µ)q
′
m,1(µ)], (3.51)
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FIG. 1. Graphs for finding the first value of the transverse
momentum qm,1 allowed by the MIT bag boundary condi-
tions for m = 10. The roots of Eq. (3.35) are located at
the intersection between the solid line (representing Jm(qR))
and the dashed lines (representing Jm(qR) multiplied by the
right-hand side of Eq. (3.47)). The dashed lines correspond
to masses µR = 0, 2, 4, 6, 8 and 10, while ς = 1 in (a) and
ς = −1 in (b). The two sets of dashed lines correspond to
the sign of jm`, i.e. the dash-dot lines (red curves, positive for
small qR) correspond to jm` > 0 while the dashed lines (green
curves, negative for small qR) represent the case jm` < 0.
where the prime denotes differentiation with respect to
the argument µ. Since qm,1(µ) decreases as the mass
increases, q′m,1(µ) < 0 for this range of µR and E
′
m,1(µ =
0) < 0. The energy reaches a minimum when
qm,1(µ0)q
′
m,1(µ0) = −µ0. (3.52)
A second expression for E′m,1(µ) can be obtained by tak-
ing the derivative of Eq. (3.49) with respect to µ:
q′
Jm(qR)
Jm+1(qR)
[
1 +R
J ′m(qR)
Jm(qR)
−RJ
′
m+1(qR)
Jm+1(qR)
]
= 1 + E′.
(3.53)
Using Eq. (3.51) to eliminate q′m,1 in favour of Em,1, to-
gether with the following properties of the Bessel func-
tions:
J ′m(z) =− Jm+1(z) +
m
z
Jm(z),
J ′m+1(z) =Jm(z)−
m+ 1
z
Jm+1(z), (3.54)
Eq. (3.53) can be solved to yield:
E′(µ) =
µ(2m+ 1)− 2µER+ E
E(2m+ 1)− 2E2R+ µ . (3.55)
Since E′(µ) < 0 at µ = 0, either Em,1 reaches its min-
imum when µR = m + 1 (in which case qm,1 = 0 and
Em,1 = µ = R
−1(m + 1)), or there must be at least
one value µ = µ0 between 0 and R
−1(m + 1) where
E′(µ0) = 0. At such a point, Eq. (3.55) predicts that
the value of the energy would be:
E(µ0)R =
2µ0R
2µ0R− 1(m+
1
2 ). (3.56)
Since E was assumed to be positive, Eq. (3.56) implies
that E cannot be minimized with respect to the mass for
µ0R ≤ 12 . If a stationary point occurs for any µ0R > 12 ,
the corresponding value of the energy will be greater than
R−1(m+ 12 ). Since the energy is above R
−1(m+ 12 ) at the
endpoints µ = 0 and µ = m+1 (where the corresponding
value of q would be zero) and since at its stationary points
we also have E > R−1(m+ 12 ), we can conclude that the
energy will always satisfy:
Em,`R > m+
1
2
, (3.57)
and therefore, using (2.12),
E˜m,`R > (1− ΩR)(m+ 12 ). (3.58)
Our numerical experiments confirm Eq. (3.57). Fur-
thermore, the energy seems to decrease monotonically
towards its minimum value of (m+ 1)/R as µR increases
from 0 to m+ 1, as shown in Fig. 2.
Hence, the MIT bag boundary conditions with ς = ±1
restrict the energy spectrum such that EE˜ > 0 for all
values of µ, k, m and `, as long as the boundary of the
cylinder is inside or on the SOL.
3. Normalization
We now turn to the normalization of the MIT modes
(3.39). We require these modes to have unit norm with
respect to the Dirac inner product (2.30):
〈UMITj , UMITj′ 〉 = δ(j, j′), (3.59)
where δ(j, j′) is defined in analogy to Eq. (3.20):
δ(j, j′) = δ(kj − kj′)δmj ,mj′ δ`j ,`j′ θ(EjEj′), (3.60)
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FIG. 2. The dependence of the smallest allowed transverse
momentum (a) and energy (b) in the MIT bag model cor-
responding to ς = −1 for µR between 0 and m + 1 and
m = 0, 5, 15, 30. The x axis represents the ratio µR/(m+ 1),
normalizing the mass such that for any value of m, the range
of the x axis is from 0 to 1. The transverse momentum qm,1
and energy Em,1 are divided by R
−1(m+ 1). Plot (b) shows
the difference
Em,1R
m+1
− 1 in terms of µR/(m + 1). The en-
ergy Em,1 is monotonically decreasing and has no stationary
points for this range of values of µR.
where, as in the spectral case, θ(EjEj′) ensures that Ej
and Ej′ have the same sign. There is no helicity depen-
dence in (3.60) because the MIT modes (3.39) are linear
combinations of positive and negative helicity spinors.
The time invariance of the Dirac inner product (3.1),
guaranteed to hold in the MIT bag model by Eq. (3.28),
ensures that the result of the inner product of modes with
different corotating energies (i.e. nonzero ∆E˜ = E˜j−E˜j′)
vanishes. Thus, the following result is obtained:
〈UMITj , UMITj′ 〉 =
1
4
δ(k − k′)δmm′δ``′θ(EE′)
× ∣∣CMITEkm`∣∣2 [(S++ + S−+ )I+m+ 12 + (S+− + S−− )I−m+ 12 ] ,
(3.61)
where the integrals I±
m+ 12
were introduced in Eq. (3.21)
and their coefficients are given by:
S+± =E2+(bEkm`p+ + p−)2 ± E2−(bEkm`p− + p+)2,
(3.62a)
S−± =E2−(bEkm`p+ − p−)2 ± E2+(bEkm`p− − p+)2,
(3.62b)
where p± are defined in (2.24), E± are defined in (2.29)
and b is given in (3.38). The combinations of S+± and
S−± occuring in Eq. (3.61) can be evaluated using the
following identities:
S+± =
4k2
E2
1± j2m`
( ςE|E|E+p+jm` − E−p−)2
, (3.63a)
S−± =
4k2
E2
1± j2m`
( ςE|E|E−p+jm` + E+p−)
2
, (3.63b)
where jm` is given by (3.36). Then we have
S+± + S−± =
8(1± j2m`)
p2+j
2
m` + p
2−
. (3.63c)
Hence, the modes (3.39) are normalized according to
Eq. (3.59) if
CMITj =
1
R |Jm+1(qm,`R)|
×
√√√√ p2− + p2+j2m`
(j2m` + 1)(j
2
m` + 1− 2m+1qm,`R jm`)− (j2m` − 1)
jm`
qm,`R
.
(3.64)
In the massless limit, CMITj (3.64) simplifies to:
CMITj cµ=0 =
1
R
√
2 |Jm+1(qm,`R)|
[
1− jm`(m+
1
2 )
qm,`R
]− 12
.
(3.65)
The normalization constant CMITj (3.64) is invariant
under (E, k,m) → (−E,−k,−m − 1). The quantity bj ,
defined in Eq. (3.38), is also invariant under the same
transformation. Therefore, using the property (2.33), the
relationship between particle and anti-particle spinors
satisfying the MIT bag boundary conditions is:
V MITj = (−1)mj
iEj
|Ej |U
MIT
 , (3.66)
where
 = (−Ej ,−kj ,−mj − 1, `j). (3.67)
Since the particle modes UMIT are normalized, so too are
the anti-particle modes (3.66).
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4. Second quantization
For the remainder of this paper, we shall assume that
RΩ ≤ 1 and the boundary is located inside or on the
SOL. In this case, we have shown in Sec. III C 2 that
EE˜ > 0 for all fermion field modes satisfying MIT
bag boundary conditions. As discussed in Sec. II C,
this means that the rotating and nonrotating Minkowski
vacua are the same and second quantization of the field is
straightforward. The quantum fermion field is expanded
in terms of the normalized modes (3.39, 3.66):
ψ =
∑
j
θ(Ej)
[
UMITj b
MIT
j + V
MIT
j d
MIT †
j
]
, (3.68)
where j is defined in Eq. (3.41) and the sum over j is
defined as:∑
j
≡
∞∑
mj=−∞
∞∑
`j=1
∫ ∞
−∞
dkj
∑
Ej=±|Ej |
. (3.69)
There is no sum over helicity because the modes (3.39)
are linear combinations of positive and negative helicity
spinors.
The vacuum for the MIT case, |0MIT〉, is then defined
as that state which is annihilated by the operators bMITj
and dMITj :
bMITj |0MIT〉 = 0 = dMITj |0MIT〉. (3.70)
In Sec. IV C, we will calculate expectation values for ther-
mal states constructed from |0MIT〉.
D. Summary
In this section, we have considered a quantum fermion
field on rotating Minkowski space-time inside a cylinder
of radius R with the axis of the cylinder along the z-
axis. We have examined two boundary conditions for
the fermion field on the surface of the cylinder: spec-
tral [8] and MIT bag [9, 10]. In each case we have stud-
ied the quantization condition for the transverse momen-
tum, the resulting energy spectrum and the correspond-
ing normalized mode solutions. An important conclusion
pertaining to the energy spectrum, summarized in sub-
sections III B 2 and III C 2 for the spectral and MIT cases,
respectively, was that modes with EjE˜j < 0 are excluded
from the energy spectrum if the boundary is placed in-
side the SOL, that is, RΩ ≤ 1 where Ω is the angular
speed about the z-axis. In this case the rotating and
nonrotating Minkowski vacua are identical and second
quantization of the fermion field is straightforward.
IV. THERMAL EXPECTATION VALUES
In this section, we calculate rigidly-rotating t.e.v.s of
the fermion condensate ψψ (FC), parity-violating neu-
trino charge current Jzν (CC) and stress-energy tensor
Tµν (SET) for a quantum fermion field inside a cylinder
of radius R, where RΩ ≤ 1 and the boundary is inside or
on the SOL. We use the thermal Hadamard function and
the point-splitting method, as outlined in Ref. [21]. The
spectral and MIT bag boundary conditions are consid-
ered separately. We compare our results with those for
rotating fermions on unbounded Minkowski space-time,
as discussed in Refs. [1, 3, 7].
For completeness, the main steps for the construction
of the thermal Hadamard function, presented in Ref. [21],
are summarized below. We start with the Pauli-Jordan
(Schwinger) function,
S(x, x′) = 〈0|{ψ(x), ψ(x′} |0〉 , (4.1)
Fourier transform of which can be written as:
S(x, x′) =
∫ ∞
−∞
dω e−iω∆tc(ω;x,x′), (4.2)
where x is the spatial part of the space-time point x.
We note that since
{
ψ(x), ψ(x′)
}
is proportional to the
identity operator, the Schwinger function S(x, x′) (4.1)
is state independent (i.e. evaluates to the same num-
ber regardless of the state |0〉 under consideration). The
Fourier coefficients c(ω;x,x′) can be used to compute
the thermal Hadamard function at inverse temperature
β:
S
(1)
β (x, x
′) =
∫ ∞
−∞
dω e−iω∆tc(ω;x,x′) tanh
βω
2
. (4.3)
The thermal Hadamard function S
(1)
β (x, x
′) (4.3) is inde-
pendent of the initial choice of vacuum |0〉 in (4.1).
Since we consider only the case where the boundary
is inside the SOL, as discussed in Secs. II C, III B 4 and
III C 4, the rotating and nonrotating Minkowski vacua
inside the cylinder are identical for each set of bound-
ary conditions. However, the two vacua for the dif-
ferent boundary conditions, namely |0sp〉 (spectral) and
|0MIT〉 (MIT) are not the same. In this section, we com-
pute rigidly-rotating t.e.v.s with respect to the |0sp〉 and
|0MIT〉 vacuum states, using the difference ∆S(1)β (x, x′)
between the thermal Hadamard function S
(1)
β (x, x
′) (4.3)
and its vacuum counterpart, defined as:
S(1)(x, x′) = 〈0∗| [ψ(x), ψ(x′)] |0∗〉 , (4.4)
where |0∗〉 is either |0sp〉 or |0MIT〉. We first derive a
general expression for the thermal Hadamard function
(4.3) in terms of fermion field modes, before considering
separately the situations where the field satisfies spectral
or MIT bag boundary conditions.
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A. Thermal Hadamard function
Using the notation in Eq. (2.10), the fermion field op-
erator can be written as:
ψ(x) =
1
2pi
∑
j
θ(Ej)
[
e−iE˜jt+ikjzCjuj(x)bj
+ eiE˜jt−ikjzC∗j vj(x)d†j
]
, (4.5)
where the sum over j, the normalization constants Cj ,
the four-spinors uj and their charge conjugates vj de-
pend on the boundary conditions employed, and are de-
scribed in detail in Sec. III. The corotating energy E˜j
and the Minkowski energy Ej are related by Eq. (2.12).
The Schwinger function (4.1) takes the form:
S(x, x′) =
∑
j
θ(Ej)
[
Uj(x)⊗ U j(x′) + Vj(x)⊗ V j(x′)
]
,
(4.6)
where ⊗ denotes an outer product, the Uj are particle
modes and the Vj are anti-particle modes. The expres-
sion (4.6) is valid irrespective of the state in which it
is evaluated [21]. Thus, the Fourier coefficients of the
Schwinger function take the form:
c(ω;x,x′) =
∑
j
|Cj |2 θ(Ej)
4pi2
×
[
δ(ω − E˜j)eikj∆zuj(x)⊗ uj(x′)
+δ(ω + E˜j)e
−ikj∆zvj(x)⊗ vj(x′)
]
, (4.7)
where ∆z = z − z′. From these Fourier coefficients, the
thermal Hadamard function (4.3) can be derived:
S
(1)
β (x, x
′) =
∑
j
θ(Ej) tanh
βE˜j
2
× [Uj(x)⊗ U j(x′)− Vj(x)⊗ V j(x′)] . (4.8)
Subtracting the vacuum Hadamard function (4.4) from
the above thermal Hadamard function gives:
∆S
(1)
β (x, x
′) = −
∑
j
wj
× [Uj(x)⊗ U j(x′)− Vj(x)⊗ V j(x′)] , (4.9)
where the thermal factor wj takes the form:
wj =
2θ(Ej)
eβE˜j + 1
. (4.10)
In (4.10), the step function θ(Ej) ensures that the sum
over j in Eq. (4.9) runs only over positive Minkowski
energies (i.e. Ej > 0).
In this section we calculate the (rigidly-rotating) t.e.v.s
for the FC 〈: ψψ :〉∗β , charge current 〈: Jαˆ :〉
∗
β and SET
〈: Tαˆσˆ :〉∗β , where all components are with respect to the
tetrad (2.2). The notation 〈: O :〉∗β , for an operator O,
indicates that we are considering t.e.v.s relative to the
vacuum state (either |0sp〉 or |0MIT〉 as applicable). The
superscript ∗ will be either sp or MIT depending on which
boundary conditions we are considering. For the rest
of this section, all expectation values will be for rotat-
ing thermal states, relative to the appropriate (bounded)
vacuum state. We will consider expectation values in
the bounded vacuum state relative to the unbounded
Minkowski vacuum state in Sec. V.
The t.e.v.s are calculated from the difference (4.9) be-
tween the thermal Hadamard function and the vacuum
Hadamard function, as follows:
〈: ψψ :〉∗β =−
1
2
lim
x′→x
tr
[
∆S
(1)
β (x, x
′)
]
, (4.11a)
〈: Jαˆ :〉∗β =−
1
2
lim
x′→x
tr
[
γαˆ∆S
(1)
β (x, x
′)
]
, (4.11b)
〈: Tαˆσˆ :〉∗β =
i
4
lim
x′→x
tr
[
γ(αˆDσˆ)∆S
(1)
β (x, x
′)
−∆S(1)β (x, x′)
←−
D (σˆγαˆ)
]
. (4.11c)
It will turn out, in Secs. IV B 2 and IV C 2, that the
expectation value (4.11b) for the charge current vanishes
identically for both spectral and MIT bag boundary con-
ditions. We will therefore also consider the charge cur-
rent for fermions of negative chirality only. It has been
remarked by Vilenkin [7] that the restriction of the par-
ticle spectrum to fermions of negative chirality induces a
nonvanishing charge current anti-parallel to the rotation
vector Ω. Since these particles are traditionally called (in
the massless case) neutrinos, we will use the term neu-
trino charge current (and abbreviate this to CC) for this
quantity. The t.e.v.s of the CC Jαˆν of particles of negative
chirality can be calculated using:
〈: Jαˆν :〉
∗
β = −
1
2
lim
x′→x
tr
[
γαˆ
1− γ5
2
∆S
(1)
β (x, x
′)
]
.
(4.11d)
Here (1−γ5)/2 projects onto the space of modes of nega-
tive chirality with the help of the matrix γ5 = iγ0ˆγ1ˆγ2ˆγ3ˆ,
which in the Dirac representation has the form [14]:
γ5 =
(
0 1
1 0
)
. (4.12)
We now turn to the computation of the t.e.v.s (4.11),
considering the spectral and MIT bag boundary condi-
tions separately. In each case, we first construct the ther-
mal Hadamard function before computing the t.e.v.s and
examining their properties.
B. Spectral boundary conditions
Using the relation (3.23) to write the anti-particle
modes in terms of the particle modes, the difference be-
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tween the thermal and vacuum Hadamard functions (4.9)
can be written as:
∆S
(1)
β (x, x
′) = −
∑
j
∣∣Cspj ∣∣2
4pi2
e−iE˜j∆t+ikj∆z(wj − w)Mλj ,
(4.13)
where E˜j is the corotating energy, ∆t = t−t′, ∆z = z−z′
and the normalization constant Cspj ≡ Cλj ,spEjkjmj`j is given
in Eq. (3.22). The sum over j can be found in (3.26). The
thermal factors wj and w are given by (4.10) with the
indices j and  in Eqs. (3.15) and (3.24) respectively. The
matrix Mλj ≡ Mλj (x, x′) = uλjEjkjmj`j (x) ⊗ u
λj
Ejkjmj`j
(x′)
is given explicitly by:
Mλj =
1
2
(
E2+ − 2λE|E| E+E−
2λE
|E| E+E− −E2−
)
⊗
[
φj(x)⊗ φ†j(x′)
]
,
(4.14)
where E± are given in (2.29) and the spinors φj in (2.23).
In (4.14), the first occurrence of ⊗ has the meaning of a
Kronecker product of two 2× 2 matrices, i.e.:(
a11 a12
a21 a22
)
⊗B =
(
a11B a12B
a21B a22B
)
. (4.15)
In other words, the outer product φj(x)⊗φ†j(x′) is to be
copied into each of the four matrix elements to the left
of the Kronecker ⊗ sign, thus producing a 4× 4 matrix.
Introducing the notation:
Mj ≡
∑
λj=±1/2
Mλj =
1
2
(
Mupj −M×j
M×j −Mdownj
)
, (4.16)
the following expressions can be found for the 2×2 matri-
ces introduced on the right-hand-side of (4.16), by using
the explicit form (2.23) of the φj spinors:
Mupj =E
2
+
(
1 0
0 1
)
◦Mj ,
Mdownj =E
2
−
(
1 0
0 1
)
◦Mj ,
M×j =
1
E
(
k q
q −k
)
◦Mj . (4.17)
In (4.17), the Hadamard (Schur) product symbol ◦ has
been used for the element-wise product of two matrices
of the same size, defined for two 2× 2 matrices A, B as:
A ◦B =
(
a11b11 a12b12
a21b21 a22b22
)
. (4.18)
The matrix Mj on the right of the Hadamard product
symbol ◦ in (4.17) is defined as:
Mj =
(
JmJme
im∆ϕ −iJmJm+1ei(m+1)∆ϕ−iϕ
iJm+1Jme
im∆ϕ+iϕ Jm+1Jm+1e
i(m+1)∆ϕ
)
,
(4.19)
where ∆ϕ = ϕ − ϕ′ and the arguments of the first and
second Bessel functions in the products above are qρ and
qρ′, respectively, e.g. JmJm+1 ≡ Jm(qρ)Jm+1(qρ′).
For the purpose of computing t.e.v.s, it is advantageous
to write Mj (4.16) as:
2Mj =
1
2
I2 ⊗ (Mupj −Mdownj )
+
1
2
σ3 ⊗ (Mupj +Mdownj ) +
(
0 −1
1 0
)
⊗M×j , (4.20)
where I2 is the 2×2 identity matrix and the Pauli matrix
σ3 can be found in Eq. (2.5). Thus, the following form is
obtained for Mj :
Mj =
[
µ
2E
I2 +
1
2
σ3
]
⊗
[(
1 0
0 1
)
◦Mj
]
+
1
2E
(
0 −1
1 0
)
⊗
[(
k q
q −k
)
◦Mj
]
. (4.21)
Having computed above the explicit form of Mj appear-
ing in Eq. (4.13), t.e.v.s can now be calculated, as de-
scribed in the following sections.
1. Fermion condensate
The t.e.v. of the FC 〈: ψψ :〉spβ is computed from the
difference between the thermal and vacuum Hadamard
functions (4.13) using (4.11a). Looking at Eq. (4.21), it
is clear that only the first term (the one involving I2 on
the left of the direct product sign ⊗) contributes, giving:
〈: ψψ :〉spβ =
∑
j
∣∣Cspj ∣∣2
8pi2
(wj − w) µ
Ej
J+m(qρ), (4.22)
where the notation J+m(z) is the same as in Ref. [1]:
J±m(z) =J
2
m(z)± J2m+1(z),
J×m(z) =2Jm(z)Jm+1(z). (4.23)
It is convenient to express the sum over j as a sum over
positive energies:
〈: ψψ :〉spβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
µdk
Epi2R2
w(E˜) + w(E)
J2m+1(qR)
J+m(qρ),
(4.24)
where we have used (3.22) for the normalisation constants
Cspj and the thermal weight factor w(x) is:
w(x) =
2
eβx + 1
, (4.25)
while its arguments E˜ and E are defined as:
E˜ = E − Ω(m+ 12 ), E = E + Ω(m+ 12 ). (4.26)
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FIG. 3. Thermal expectation values (t.e.v.s) of the fermion condensate (FC) 〈: ψψ :〉spβ (4.24) for spectral boundary conditions
divided by the fermion mass µ, as a function of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at
ρ/R = 1. (a) Massless fermions µ = 0, fixed inverse temperature β = 2R and various values of the angular speed Ω. (b) Massless
fermions µ = 0, fixed inverse temperature β = 0.5R and various values of the angular speed Ω. (c) Massless fermions µ = 0,
fixed angular speed Ω = 0.5/R and various values of the inverse temperature β. (d) Fixed inverse temperature β = 0.05R,
fixed angular speed Ω = 0.5/R and various values of the fermion mass µ. The solid curve in (d) shows the t.e.v. of the FC for
massless fermions in the unbounded case, given in Eq. (4.27), for comparison.
Thus, in the spectral model, the t.e.v. of the FC van-
ishes for massless fermions with µ = 0. In Fig. 3 we have
therefore plotted µ−1 〈: ψψ :〉spβ to facilitate comparisons
between the t.e.v.s for different values of the mass µ. It
can be seen from Fig. 3 that the t.e.v. of the FC is pos-
itive everywhere, including on the boundary, where its
value is finite. This is true for all R provided that the
boundary of the cylinder is either inside or on the SOL.
In Figs. 3(a) and 3(b), we have fixed the inverse temper-
ature β and the fermion mass µ = 0, and show the t.e.v.s
of µ−1 〈: ψψ :〉spβ for various values of the angular speed
Ω. The t.e.v. of the FC increases for each fixed value
of ρ as ΩR increases. This is particularly marked in the
higher-temperature plot Fig. 3(b). When ΩR = 1 and
the boundary is on the SOL, the FC increases rapidly as
we move away from the axis of rotation, with a large peak
just inside the boundary. However, even in this case, the
FC is finite on the boundary. In Fig. 3(c) we have fixed
the angular speed Ω and again consider massless fermions
µ = 0, varying the inverse temperature β. As expected,
the t.e.v.s decrease as β increases and the temperature
decreases. Finally, in Fig. 3(d) we fix the inverse temper-
ature β and angular speed Ω and vary the fermion mass
µ. We see that µ−1 〈: ψψ :〉spβ decreases as µ increases.
For comparison, in Fig. 3(d) we also plot the t.e.v. of
the FC corresponding to the massless unbounded case
[1]:
1
µ
〈: [ψψ] :〉unbβ,I
⌋
µ=0
= − 1
6β2ε
, (4.27)
where ε = 1 − ρ2Ω2. The subscript I indicates that the
above t.e.v. is given with respect to the rotating (Iyer)
vacuum [1, 4]. In the interior of the cylinder, we see that
the rigidly-rotating t.e.v. of the FC with spectral bound-
ary conditions and a massless fermion is almost identical
to that for a massless fermion on unbounded Minkowski
space-time. They differ significantly only near the bound-
ary. The t.e.v. on unbounded Minkowski space-time con-
tinues to increase as the boundary is approached, while
that for spectral boundary conditions decreases near the
boundary.
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2. Neutrino charge current
Next, we consider the t.e.v. of the charge current op-
erator 〈: Jαˆ :〉spβ , defined in (4.11b). It is straightforward
to see that the t.e.v.s of all the components of 〈: Jαˆ :〉spβ
vanish. This is because the expression for 〈: Jαˆ :〉spβ anal-
ogous to (4.22) contains a summand which is odd under
either m → −m − 1 (for α ∈ {t, ρ, ϕ}) or k → −k (for
α = z). To illustrate this point, let us consider the time
component:
〈: Jtˆ :〉spβ = −
∑
j
(wj − w)
∣∣Cspj ∣∣2
8pi2
J+m(qρ), (4.28)
where the various quantities are defined in (3.22, 4.10,
4.23). After restricting the energy to positive values,
Eq. (4.28) reduces to:
〈: Jtˆ :〉spβ =
∞∑
m=−∞
∞∑
`=1
∫ ∞
−∞
dk
2pi2R2
w(E˜)− w(E)
J2m+1(qR)
J+m(qρ),
(4.29)
where the thermal weight factors and their arguments
are given in (4.25, 4.26). Since the summand in (4.29)
is odd with respect to m → −m − 1, we can conclude
that 〈: Jtˆ :〉spβ = 0. Similar arguments apply to the other
components of 〈: Jαˆ :〉spβ .
We therefore consider the neutrino charge current
(CC), whose t.e.v. is given by (4.11d). While the t, ρ
and ϕ components of the CC vanish, the z component is
nonzero (in accordance with [7]):
〈: Jzˆν :〉
sp
β = −
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
2pi2R2
w(E˜)− w(E)
J2m+1(qR)
J−m(qρ),
(4.30a)
where J−m(qρ) is defined in (4.23).
In Fig. 4 we plot the t.e.v. (4.30a) for a range of values
of the fermion mass µ, inverse temperature β and angular
speed Ω. For all values of the parameters we studied, it
can be seen in Fig. 4 that the t.e.v. of the CC changes sign
from negative on the axis of rotation ρ = 0 to positive
on the boundary ρ = R. This can be explicitly checked
by considering the value of 〈: Jzˆν :〉spβ on the rotation axis
ρ = 0,
〈: Jzˆν :〉
sp
β
⌋
ρ=0
= −
∞∑
`=1
∫ ∞
0
dk
2pi2R2J21 (qR)
×
[
w
(
E − Ω
2
)
− w
(
E +
Ω
2
)]
< 0, (4.30b)
and on the boundary ρ = R (recall that E˜ and E are
given in (4.26)):
〈: Jzˆν :〉
sp
β
⌋
ρ=R
=
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
2pi2R2
[w(E˜)− w(E)] > 0.
(4.30c)
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FIG. 4. Thermal expectation values (t.e.v.s) of the neutrino
charge current (CC) 〈: Jαˆν :〉spβ (4.30a) for spectral boundary
conditions, as a function of the scaled radial coordinate ρ/R,
so that the boundary of the cylinder is at ρ/R = 1. (a) Mass-
less fermions µ = 0, fixed inverse temperature β = 2R and
various values of the angular speed Ω. (b) Massless fermions
µ = 0, fixed angular speed Ω = 0.5/R and various values of
the inverse temperature β. (c) Zoom of the region close to
the boundary at fixed inverse temperature β = 0.05R, fixed
angular speed Ω = 0.5/R and various values of the fermion
mass µ. The solid curve in (c) shows the t.e.v. of the CC for
massless fermions in the unbounded case, given in Eq. (4.31),
for comparison.
As the angular speed Ω or temperature β−1 increases,
the t.e.v. 〈: Jzˆν :〉spβ decreases on the axis of rotation and
increases on the boundary. It remains finite everywhere
inside and on the boundary. In Fig. 4 (a) we see that
〈: Jzˆν :〉spβ vanishes when the angular speed Ω = 0. This
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is also the case on unbounded Minkowski space-time [1].
As the fermion mass µ increases, 〈: Jzˆν :〉spβ also decreases
close to the boundary. Fig. 4 (c) also shows the t.e.v. of
the CC for the massless unbounded case, which is given
by [1]:
〈: Jzˆ :〉unbβ,I = −
Ω
12β2ε2
. (4.31)
Close to the boundary, 〈: Jzˆν :〉spβ changes sign and in-
creases to values which are an order of magnitude higher
than the absolute value of 〈: Jzˆ :〉unbβ,I , which is negative
everywhere. In Fig. 4 (c), note that 〈: Jzˆ :〉unbβ,I is not con-
stant, as it might appear. It changes only by a small
amount in the region shown, whereas 〈: Jzˆν :〉spβ changes
very rapidly in this region.
3. Stress-energy tensor
The t.e.v. of the SET 〈: Tαˆσˆ :〉spβ with respect to the
tetrad (2.2) can be calculated using the formula (4.11c),
with the difference between the thermal and vacuum
Hadamard functions given by (4.13). By construction,
the action of iDtˆ on e
−iE˜jtMj (with the matrix Mj given
in (4.14)) gives the energy Ej :
iDtˆe
−iE˜jtMj = Eje−iE˜jtMj , (4.32)
while for the derivatives with respect to ρ and ϕ, the
inner structure (4.19) of the Mj matrix must be taken
into account. Using the quantities defined in (4.23, 4.25,
4.26), together with the relation
J ′m+1(z)Jm(z)− J ′m(z)Jm+1(z) = J+m(z)−
m+ 12
z
J×m(z),
(4.33)
we find the following expressions for the components of
the t.e.v. 〈: Tαˆσˆ :〉spβ relative to the tetrad (2.2):
〈: Ttˆtˆ :〉spβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
E dk
pi2R2
w(E˜) + w(E)
J2m+1(qR)
J+m(qρ), (4.34a)
〈: Tρˆρˆ :〉spβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
q2dk
Epi2R2
w(E˜) + w(E)
J2m+1(qR)
[
J+m(qρ)−
m+ 12
qR
J×m(qρ)
]
, (4.34b)
〈: Tϕˆϕˆ :〉spβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
q dk
ρEpi2R2
w(E˜) + w(E)
J2m+1(qR)
(m+ 12 )J
×
m(qρ), (4.34c)
〈: Tzˆzˆ :〉spβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
k2dk
Epi2R2
w(E˜) + w(E)
J2m+1(qR)
J+m(qρ), (4.34d)
〈: Ttˆϕˆ :〉spβ =−
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
ρpi2R2
w(E˜)− w(E)
J2m+1(qR)
[
(m+ 12 )J
+
m(qρ)− 12J−m(qρ) + qρJ×m(qρ)
]
. (4.34e)
Eqs. (4.34) can be used to check the identity:
〈: T αˆαˆ :〉β = −µ 〈: ψψ :〉β . (4.35)
In Fig. 5 we have plotted the t.e.v. 〈: Ttˆtˆ :〉spβ (4.34a)
for a range of values of the inverse temperature β, angu-
lar speed Ω and fermion mass µ. Other components of
(4.34) are discussed in Sec. IV D. As was observed earlier
for the FC and CC, if the angular speed Ω or tempera-
ture β−1 increases with the other parameters fixed, then
the t.e.v. 〈: Ttˆtˆ :〉spβ also increases. It is finite everywhere
inside and on the boundary, including in the case where
ΩR = 1 and the boundary is on the SOL. When ΩR = 1,
in Figs. 5 (a) and 5 (b), we see a large peak in 〈: Ttˆtˆ :〉spβ
close to the boundary. Fig. 5 (d) shows that 〈: Ttˆtˆ :〉spβ
decreases as the fermion mass increases with the other
parameters fixed. Also in Fig. 5 (d), we have plotted for
comparison the t.e.v. of this component of the SET for
the unbounded Minkowski space-time. The components
18
0.2 0.4 0.6 0.8 1.0
Ρ
R
0.1
0.2
0.3
0.4
Tt` t`
ΒR=2, ΜR=0
WR=0.
WR=0.5
WR=0.65
WR=0.8
WR=0.9
WR=1.
0.2 0.4 0.6 0.8 1.0
Ρ
R
2
4
6
8
10
12
Log@Tt` t`D
ΒR=0.5, ΜR=0
WR=0.
WR=0.5
WR=0.65
WR=0.8
WR=0.9
WR=1.
(a) (b)
0.2 0.4 0.6 0.8 1.0
Ρ
R
2
4
6
8
10
Tt` t`
WR=0.5, ΜR=0
ΒR=1.4
ΒR=1.
ΒR=0.75
ΒR=0.65
0.0 0.2 0.4 0.6 0.8 1.0
Ρ
R
0
100 000
200 000
300 000
400 000
Tt` t`
ΒR=0.05, WR=0.5
ΜR=100.
ΜR=50.
ΜR=20.
ΜR=0.
Unbounded
(c) (d)
FIG. 5. Thermal expectation values (t.e.v.s) of the SET component 〈: Ttˆtˆ :〉spβ (4.34a) for spectral boundary conditions, as
a function of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. (a) Massless fermions
µ = 0, fixed inverse temperature β = 2R and various values of the angular speed Ω. (b) Massless fermions µ = 0, fixed inverse
temperature β = 0.5R and various values of the angular speed Ω. (c) Massless fermions µ = 0, fixed angular speed Ω = 0.5/R
and various values of the inverse temperature β. (d) Fixed inverse temperature β = 0.05R, fixed angular speed Ω = 0.5/R
and various values of the fermion mass µ. The solid curve in (d) shows the t.e.v. of 〈: Ttˆtˆ :〉unbβ,I for massless fermions in the
unbounded case, given in Eq. (4.36a), for comparison.
of the t.e.v. of the SET in this case are [1]:
〈: Ttˆtˆ :〉unbβ,I =
7pi2
60β4ε3
(
4
3 − 13ε
)
+
Ω2
8β2ε4
(
8
3 − 169 ε+ 19ε2
)
,
(4.36a)
〈: Tϕˆtˆ :〉unbβ,I =− ρΩ
[
7pi2
45β4ε3
+
2Ω2
9β2ε4
(
3
2 − 12ε
)]
,
(4.36b)
〈: Tρˆρˆ :〉unbβ,I =
7pi2
180β4ε2
+
Ω2
24β2ε3
(
4
3 − 13ε
)
, (4.36c)
〈: Tϕˆϕˆ :〉unbβ,I =
7pi2
180β4ε3
(4− 3ε) + Ω
2
24β2ε4
(
8− 8ε+ ε2) ,
(4.36d)
and
〈: Tzˆzˆ :〉unbβ,I = 〈: Tρˆρˆ :〉unbβ,I . (4.36e)
Fig. 5 (d) shows that, for massless fermions at least
(in this high-temperature case), the t.e.v. 〈: Ttˆtˆ :〉spβ with
spectral boundary conditions is very close to that on the
unbounded space-time except in a region close to the
boundary.
C. MIT bag model
The method employed for the spectral model in the
previous section can be applied also for the MIT bag
model. An expression for the difference between the
thermal and vacuum Hadamard functions, equivalent to
Eq. (4.13), can be written for the MIT case:
∆S
(1)
β (x, x
′) = −
∑
j
∣∣CMITj ∣∣2
4pi2
e−iE˜j∆t+ikj∆z(wj −w)Mj ,
(4.37)
where E˜j is the corotating energy, ∆t = t−t′, ∆z = z−z′,
and the normalization constant CMITj is given in (3.64).
The sum over j in this case is defined in Eq. (3.69). The
thermal factors wj and w are given by (4.10) with the
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indices j and  in Eqs. (3.41) and (3.67) respectively. The
matrix Mj now takes the form:
Mj = b
2
ju
+
j ⊗ u+j + bj(u+j ⊗ u−j + u−j ⊗ u+j ) + u−j ⊗ u−j .
(4.38)
The superscripts ± indicate the sign of the helicity and
the quantity b is given in (3.38). As in Sec. IV A, it is
understood that the spinors on the left and right of the
direct product symbol ⊗ depend on x and x′, respec-
tively.
To find Mj , we start with the following results:
u±j ⊗ u±j∣∣CMITj ∣∣2 =
1
2
(
E2+ ∓ E|E|E−E+
± E|E|E−E+ −E2−
)
⊗
[
φ±j ⊗ φ±†j
]
,
u±j ⊗ u∓j∣∣CMITj ∣∣2 =
1
2
(
E2+ ± E|E|E−E+
± E|E|E−E+ E2−
)
⊗
[
φ±j ⊗ φ∓†j
]
,
(4.39)
where E± are given in (2.29). The spinors φ±j can be
found in (2.23), and the φ±j have the argument x, while
their Hermitian conjugates have the argument x′. Using
Eq. (2.23), the direct products of the φ±j two-spinors can
be written as:
φ±j ⊗ φ±†j =
1
2
(
p2± ±p−p+
±p−p+ p2∓
)
◦Mj ,
φ±j ⊗ φ∓†j =
1
2
(
p+p− ∓p2±
±p2∓ −p+p−
)
◦Mj , (4.40)
where p± can be found in (2.24) and Eq. (4.19) gives the
matrixMj . Next, Mj (4.38) can be written in a manner
similar to Eq. (4.16):
Mj =
1
2
(
Mupj −M×j,−
M×j,+ −Mdownj
)
, (4.41)
where
Mupj =
E2+
2
(
(bp+ + p−)2 (bp+ + p−)(bp− − p+)
(bp+ + p−)(bp− − p+) (bp− − p+)2
)
◦Mj ,
Mdownj =
E2−
2
(
(bp+ − p−)2 (bp+ − p−)(bp− + p+)
(bp+ − p−)(bp− + p+) (bp− + p+)2
)
◦Mj ,
M×j,± =
E
2 |E|E+E−
(
(b2p2+ − p2−) (bp+ ∓ p−)(bp− ∓ p+)
(bp+ ± p−)(bp− ± p+) (b2p2− − p2+)
)
◦Mj . (4.42)
In the above, the Hadamard product ◦ is taken with the matrixMj defined in Eq. (4.19). Using the result (3.38) for
b, the following identities can be established:
b =
2ςE
p
j
p2+j
2 + p2−
, b2 + 1 =
2(j2 + 1)
p2+j
2 + p2−
, b2 − 1 = −2k
p
j2 − 1
p2+j
2 + p2−
, (4.43)
where ς = ±1 and j = jm` is in Eq. (3.36). Thus, the matrices introduced in (4.42) can be put in the form:
Mupj =
E2+
p2+j
2 + p2−
j2 + 1− k2p2 (j2 − 1) + 2ςqEp2 j −kqp2 (j2 − 1 + 2ςEq j)
−kqp2
(
j2 − 1 + 2ςEq j
)
j2 + 1 + k
2
p2 (j
2 − 1)− 2ςqEp2 j
 ◦Mj ,
Mdownj =
E2−
p2+j
2 + p2−
j2 + 1− k2p2 (j2 − 1)− 2ςqEp2 j −kqp2 (j2 − 1− 2ςEq j)
−kqp2
(
j2 − 1− 2ςEq j
)
j2 + 1 + k
2
p2 (j
2 − 1) + 2ςqEp2 j
 ◦Mj ,
M×j,± =
1
p2+j
2 + p2−
(
2k
E
q
E (j
2 + 1)∓ 2ςj
q
E (j
2 + 1)± 2ςj − 2kE j2
)
◦Mj . (4.44)
We can alternatively write Mj in terms of the Pauli matrices σ1, σ2, σ3 (2.5):
Mj =
1
p2+j
2 + p2−
{
1
2E
I2 ⊗
[(
µ(j2 + 1) + 2ςq (µ
2 + q2)j E
E µ(j2 + 1)− 2ςq (µ2 + q2)j
)
◦Mj
]
+σ3 ⊗
[(
1 0
0 j2
)
◦Mj
]
− i
2E
σ2 ⊗
[(
2k q(j2 + 1)
q(j2 + 1) −2k
)
◦Mj
]
− ςjσ1 ⊗
[(
0 1
−1 0
)
◦Mj
]}
, (4.45)
where I2 is the 2× 2 identity matrix.
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FIG. 6. Thermal expectation values (t.e.v.s) of the FC 〈: ψψ :〉MITβ (4.46) for MIT bag boundary conditions, as a function
of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. (a) Massless fermions µ = 0, fixed
inverse temperature β = 2R and various values of the angular speed Ω. (b) Massless fermions µ = 0, fixed inverse temperature
β = 0.5R and various values of the angular speed Ω. (c) Massless fermions µ = 0, fixed angular speed Ω = 0.5/R and various
values of the inverse temperature β. (d) Fixed inverse temperature β = 0.5R, fixed angular speed Ω = 0.5/R and various values
of the fermion mass µ. Note that (b) has a logarithmic vertical scale, but a linear horizontal scale. In (d) we have considered
ς = ±1 for each value of the mass, while, in the massless case, the quantity ς 〈: ψψ :〉MITβ does not depend on ς.
1. Fermion condensate
As in the case of spectral boundary conditions, the first t.e.v. we consider for MIT bag boundary conditions is the
FC 〈: ψψ :〉MITβ , evaluated from (4.37) via (4.11a). Only the term containing I2 on the right-hand-side of Eq. (4.45)
contributes to the t.e.v. of the FC (4.11a), giving:
〈: ψψ :〉MITβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
2DMITm`
[
w(E˜) + w(E)
] [ µ
E
(j2 + 1)J+m(qρ) +
2ςj
qE
(q2 + µ2)J−m(qρ)
]
, (4.46)
where J± are defined in (4.23), the thermal factors can be found in (4.25), their arguments can be found in (4.26)
and the quantity j can be found in (3.36). In Eq. (4.46), the term DMITm` in the denominator is given by:
DMITm` = pi2R2J2m+1(qR)
[
(j2 + 1)
(
j2 + 1− 2m+ 1
qR
j
)
− j
qR
(j2 − 1)
]
. (4.47)
In Fig. 6, we plot the t.e.v. of the FC 〈: ψψ :〉MITβ for
various values of the parameters β, µ and Ω and both
ς = ±1. For a massless fermion field, as discussed in
Sec. III C 2, the energy spectra for ς = ±1 are identical
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and therefore changing the sign of ς changes only the sign
of 〈: ψψ :〉MITβ , without changing its magnitude.
The plots in Fig. 6 (a–c) are for µ = 0. They show
many qualitative features similar to those in Fig. 3 for
spectral boundary conditions. In particular, the t.e.v.s
increase with increasing angular speed Ω for fixed inverse
temperature β; there is a sharp peak near the boundary
for ΩR = 1 but the t.e.v.s remain finite everywhere inside
and on the boundary; and the t.e.v.s also increase as the
temperature β−1 increases for fixed Ω.
In Fig. 6 (d), we show the effect of varying the fermion
mass µ and ς (3.30). Note that in Fig. 6 we have plotted
ς 〈: ψψ :〉MITβ rather than 〈: ψψ :〉
MIT
β . It can be seen that
increasing the fermion mass µ when ς = −1 also increases
ς 〈: ψψ :〉MITβ on the rotation axis. When ς = 1, the FC
decreases on the rotation axis to negative values as µ is
increased.
There are also some differences between the results in
Fig. 6 for MIT bag boundary conditions and those in
Fig. 3 for spectral boundary conditions. In particular,
the massless limit of the FC in the MIT model is fi-
nite and nonzero, whereas, for spectral boundary con-
ditions, the FC vanishes when the fermions are massless
(see Sec. IV B 1). Furthermore, from (4.46), the t.e.v. of
the FC vanishes on the boundary:
〈: ψψ :〉MITβ
⌋
ρ=R
=
∞∑
m=0
∞∑
`=1
∫ ∞
0
µdk
2EDMITm`
[
w(E˜) + w(E)
]
×
[
(j2 + 1)2 − 4j2
(
1 +
µ2
q2
)]
=0, (4.48)
where the last equality follows from using Eq. (3.35) to
eliminate the j4 term. Again, this feature is not present
for spectral boundary conditions, when the t.e.v. of the
FC is finite (but in general nonzero) on the boundary.
2. Neutrino charge current
As in the spectral case, the t.e.v.s of all the components
of the charge current (4.11b) vanish. For the t, ρ and ϕ
components, the summands are odd with respect to m→
−m− 1; for the z component the summand is odd under
the transformation k → −k. The rules for checking the
required transformation properties under m → −m − 1
are, using (3.47, 4.23, 4.25, 4.26):
j→− 1
j
, m+ 12 → −m− 12 , J±m → ±J±m,
J×m →− J×m, w(E˜)± w(E)→ ±[w(E˜)± w(E)].
(4.49)
The only nonvanishing component of the neutrino
charge current (CC) (4.11d) is, as in the spectral model
case, the z component (see Eqs. (3.36, 4.23, 4.47) for the
definitions of various quantities):
〈: Jzˆν :〉
MIT
β = −
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
4DMITm`
[
w(E˜)− w(E)
]
× [(j2 + 1)J−m(qρ)− (j2 − 1)J+m(qρ)] . (4.50)
In Fig. 7 we illustrate the behaviour of 〈: Jzˆν :〉MITβ . We
find that 〈: Jzˆν :〉MITβ is negative everywhere, and hence in
Fig. 7 we plot −〈: Jzˆν :〉MITβ , in contrast with the spec-
tral case where 〈: Jzˆν :〉spβ is positive near the boundary.
We also see from Fig. 7 that 〈: Jzˆν :〉MITβ vanishes on the
boundary, and this can be verified analytically:
〈: Jzˆν :〉
MIT
β
⌋
ρ=R
= 0. (4.51)
Again this is not the same behaviour as found in the
case of spectral boundary conditions, when 〈: Jzˆν :〉spβ was
found to be positive on the boundary.
For fixed inverse temperature β, we see in Fig. 7 (a)
that −〈: Jzˆν :〉MITβ increases as the angular speed Ω in-
creases. As seen in previous figures, when the boundary
is on the SOL, there is a large peak in −〈: Jzˆν :〉MITβ close
to the boundary, but the t.e.v. remains finite everywhere
inside and on the cylinder. For fixed angular speed Ω,
Fig. 7 (b) confirms our expectations that the absolute
value of the t.e.v. 〈: Jzˆν :〉MITβ increases as the tempera-
ture β−1 increases. Varying the mass of the fermion field
with fixed inverse temperature β and angular speed Ω
does not alter the t.e.v. of the CC very much, as can
be seen in Figs. 7 (c) and 7 (d). When ς = 1, as the
mass µ increases the magnitude of 〈: Jzˆν :〉MITβ decreases
everywhere inside the boundary. For ς = −1, the mag-
nitude of 〈: Jzˆν :〉MITβ decreases as µ increases apart from
close to the boundary, where the magnitude of 〈: Jzˆν :〉MITβ
appears to be increasing.
3. Stress-energy tensor
We now turn to the t.e.v.s of the SET for MIT bag
boundary conditions. The nonvanishing t.e.v.s of the
components of the SET with respect to the tetrad (2.2),
calculated using (4.11c, 4.37), are:
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FIG. 7. Thermal expectation values (t.e.v.s) of the CC 〈: Jzˆν :〉MITβ (4.50) for MIT bag boundary conditions, as a function of the
scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. This expectation value is always negative,
so we show −〈: Jzˆν :〉MITβ in all plots. (a) Massless fermions µ = 0, fixed inverse temperature β = 2R and various values of the
angular speed Ω. (b) Massless fermions µ = 0, fixed angular speed Ω = 0.5/R and various values of the inverse temperature β.
(c–d) Fixed inverse temperature β = 0.5R, fixed angular speed Ω = 0.5/R and various values of the fermion mass µ for ς = 1
(c) and ς = −1 (d).
〈: Ttˆtˆ :〉MITβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
E dk
2DMITm`
[
w(E˜) + w(E)
] [
(j2 + 1)J+m(qρ)− (j2 − 1)J−m(qρ)
]
, (4.52a)
〈: Tρˆρˆ :〉MITβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
q2 dk
2EDMITm`
[
w(E˜) + w(E)
]{
(j2 + 1)
[
J+m(qρ)−
m+ 12
qρ
J×m(qρ)
]}
, (4.52b)
〈: Tϕˆϕˆ :〉MITβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
q2 dk
2EDMITm`
[
w(E˜) + w(E)
]
(j2 + 1)
m+ 12
qρ
J×m(qρ), (4.52c)
〈: Tzˆzˆ :〉MITβ =
∞∑
m=0
∞∑
`=1
∫ ∞
0
k2 dk
2EDMITm`
[
w(E˜) + w(E)
] [
(j2 + 1)J+m(qρ)− (j2 − 1)J−m(qρ)
]
, (4.52d)
〈: Ttˆϕˆ :〉MITβ =−
∞∑
m=0
∞∑
`=1
∫ ∞
0
dk
4ρDMITm`
[
w(E˜)− w(E)
]
× {(j2 + 1) [(m+ 12 )J+m(qρ)− 12J−m(qρ) + qρJ×m(qρ)]+ (j2 − 1) [ 12J+m(qρ)− (m+ 12 )J−m(qρ)]} ,
(4.52e)
where we refer the reader to Eqs. (3.36, 4.23, 4.25, 4.26,
4.47) for the definitions of the quantities appearing in
(4.52). As in the spectral case, the relation (4.35) be-
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FIG. 8. Thermal expectation values (t.e.v.s) of the SET component 〈: Ttˆtˆ :〉MITβ (4.52a) for MIT bag boundary conditions, as
a function of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. (a) Massless fermions
µ = 0, fixed inverse temperature β = 2R and various values of the angular speed Ω. (b) Massless fermions µ = 0, fixed inverse
temperature β = 0.5R and various values of the angular speed Ω. (c) Massless fermions µ = 0, fixed angular speed Ω = 0.5/R
and various values of the inverse temperature β. (d) Fixed inverse temperature β = 0.5R, fixed angular speed Ω = 0.5/R and
various values of the fermion mass µ. In (a) and (b) we use a logarithmic vertical scale. In (d) we have considered both ς = ±1
(for a massless field the t.e.v.s are independent of the value of ς).
tween the trace of the SET and the FC can be directly
verified.
Fig. 8 illustrates how the energy density 〈: Ttˆtˆ :〉MITβ
changes with Ω, β and µ. Other components of (4.52)
are discussed in Sec. IV D. As expected, 〈: Ttˆtˆ :〉MITβ in-
creases as either the temperature β−1 or angular speed
Ω increases with the other parameters fixed. The en-
ergy density is finite and positive everywhere inside and
on the boundary of the cylinder, including the case when
ΩR = 1 and the boundary is on the SOL. For some values
of the parameters, 〈: Ttˆtˆ :〉MITβ increases monotonically as
ρ increases from 0 (the axis of rotation) to R (the bound-
ary); in other cases there is a peak in the energy density
close to the boundary. Figure 8 (d) illustrates the effect
of changing the mass on the profile of 〈: Ttˆtˆ :〉MITβ . When
ς = 1 (original MIT case), 〈: Ttˆtˆ :〉MITβ behaves as ex-
pected, its value decreasing everywhere in the domain as
µ is increased. A notable feature of the chiral case (when
ς = −1) is that the value on the boundary of 〈: Ttˆtˆ :〉MITβ
increases as µ increases.
D. Comparison between the spectral and MIT
models
In this section we have computed rigidly-rotating
t.e.v.s (thermal expectation values) of the fermion con-
densate (FC) 〈: ψψ :〉β , and the nonzero components of
the neutrino charge current (CC) 〈: Jzˆν :〉β and stress-
energy tensor (SET) 〈: Tαˆσˆ :〉β for a massive fermion field
satisfying either spectral (3.12) or MIT bag (3.28) bound-
ary conditions. All components are computed with re-
spect to the tetrad (2.2). We have considered only the
case where the boundary is inside or on the speed-of-light
surface (SOL). All expectation values computed are finite
everywhere inside and on the boundary. This is true even
when the boundary is on the SOL. The t.e.v.s with these
two boundary conditions share many features. Typically
their absolute values increase as either the temperature
β−1 or angular speed Ω increases, with other parameters
held fixed. In the spectral case, increasing the fermion
mass µR appears to decrease the magnitude of the t.e.v.s
throughout the domain. A similar effect can be observed
for the original MIT boundary conditions (when ς = 1).
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FIG. 9. Thermal expectation values (t.e.v.s) of the SET 〈: Tαˆσˆ :〉β components and the CC 〈: Jzˆν :〉β for MIT bag (blue, dashed
lines) and spectral (red, dot-dashed lines) boundary conditions. Our results are compared to those for unbounded Minkowski
space-time (thin lines) [1]. The plots show t.e.v.s as functions of the scaled radial coordinate ρ/R, so that the boundary of
the cylinder is at ρ/R = 1. The angular speed is taken to be Ω = 0.5R−1, the inverse temperature is β = 0.05R and the
fermion field is massless. The profiles obtained in the three setups (spectral, MIT and unbounded) agree very well, except in
the vicinity of the boundary, where the results obtained with the spectral model present visible deviations. The MIT model
yields results for the SET which closely follow the unbounded case, differing from the latter only slightly on the boundary.
In the chiral case (ς = −1), the values of the t.e.v.s ap-
pear to be decreasing close to the rotation axis as µ in-
creases, while close to the boundary, the t.e.v.s appear
to increase with µ.
In Fig. 9 we compare our results for the nonzero com-
ponents of the SET 〈: Tαˆσˆ :〉β and CC 〈: Jzˆν :〉β for the
spectral and MIT bag boundary conditions with those
for rotating states on unbounded Minkowski space-time
[1]. In Fig. 9, the temperature is very high β−1 = 20R−1,
and the boundary is far inside the SOL (ΩR = 0.5). For
these values of the parameters there is very little differ-
ence between the t.e.v.s in the unbounded, spectral and
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MIT bag cases. The only noticeable variation between
these three t.e.v.s is close to the boundary. The MIT
bag t.e.v.s are still very similar to those in the unbounded
case but those for spectral boundary conditions show a
marked difference from the unbounded case.
Combining our results in Fig. 9 with those earlier in
this section, we find the following qualitative differences
between the spectral and MIT models:
• The t.e.v. of the fermion condensate vanishes ev-
erywhere for massless fermions in the spectral case,
while in the MIT case, it is finite and depends on
the value of ς. For massless fermions, 〈: ψψ :〉MITβ
has the sign of ς everywhere, while in the case of
massive fermions, 〈: ψψ :〉MITβ can start with oppo-
site sign on the rotation axis.
• The t.e.v. of the neutrino charge current is negative
on the rotation axis and becomes positive on the
boundary in the spectral case, while in the MIT
case, it stays negative throughout the space-time,
except on the boundary, where it vanishes.
• 〈: Tϕˆϕˆ :〉spβ vanishes on the boundary, while
〈: Tϕˆϕˆ :〉MITβ remains nonzero on the boundary.
We examine further the differences between the spec-
tral and MIT bag boundary conditions in the next sec-
tion, by considering Casimir expectation values.
V. CASIMIR EXPECTATION VALUES
So far we have considered thermal expectation val-
ues (t.e.v.s) of rotating fermions enclosed in a cylindri-
cal boundary with respect to the vacuum state of the
bounded system. In this section we investigate the expec-
tation values of the fermion condensate (FC), charge cur-
rent (CC) and stress-energy tensor (SET) in the bounded
rotating vacuum relative to the unbounded vacuum state.
We refer to these expectation values as “Casimir expec-
tation values” as they describe the effect of the boundary
on the vacuum state. As in the previous section, we con-
sider both spectral and MIT bag boundary conditions.
Furthermore, the boundary will always be inside or on
the speed-of-light surface (SOL). As shown in Sec. III,
the resulting quantization of the transverse momentum
guarantees that the Minkowski energy E and corotating
energy E˜ satisfy EE˜ > 0 for all modes. This means
that the (bounded) rotating (Iyer [4]) and nonrotating
(Vilenkin [3]) vacua are identical, and will be referred
to henceforth as the “bounded vacuum”. The bounded
vacua for spectral and MIT bag boundary conditions are
however not the same, and hence the Casimir expectation
values will depend on the boundary conditions employed.
A. Euclidean Green’s function on unbounded
Minkowski space-time
The main difficulty in extracting Casimir expectation
values using the construction of two-point functions by
employing mode sums comes from the quantization of
the transverse momentum induced by the boundary (see
Secs. III B 1 and III C 1 for details). On unbounded
Minkowski space-time, the fermion field (and, similarly,
the two-point function) is written as a sum over field
modes, which involves an integral over the Minkowski
energy E (or, equivalently, the transverse momentum q)
(2.36). The presence of the boundary changes the inte-
gral over the permissible values of the transverse momen-
tum q into a sum (over an index ` which labels the values
of the transverse momentum). This makes it technically
challenging (although not impossible [12, 16]) to subtract
two-point functions corresponding to the unbounded and
bounded manifolds. Following the approach in Ref. [5], it
is convenient to extract Casimir expectation values from
the Green’s function of the corresponding Euclideanized
manifold. To this end, we start in this section by calcu-
lating the Euclidean Green’s function for the unbounded
space-time, after which the boundary terms will be pre-
sented separately for the spectral and MIT bag models
in Secs. V B and V C respectively.
To simplify the calculations, it is convenient to switch
to the inertial nonrotating (Minkowski) coordinates,
where the metric is diagonal, i.e. there are no off-diagonal
components mixing space and time. The formulation of
quantum field theory on the Euclidean equivalent of the
Minkowski manifold is obtained by introducing the fol-
lowing notation:
x0E ≡ τ = it, xjE = xjM , γ0E = γ0, γjE = −iγj ,
(5.1)
where t and xjM are Minkowski (inertial) coordinates,
and γ0 = γ tˆ, γj = γ jˆ , where γ tˆ, γ jˆ are given in (2.4).
The resulting Euclidean Minkowski metric gEµν has the
following nonvanishing components:
gEττ = g
E
ρρ = g
E
zz = 1, g
E
ϕϕ = ρ
2. (5.2)
The Euclidean Green’s function SE ≡ SE(x, x′) must
satisfy the inhomogeneous Dirac equation:
(−γλE∂Eλ − µ)SE =SE(
←−
∂ Eλ′γ
λ′
E − µ)
=− 1√
gE
δ(τ − τ ′)δ3(x− x′)I4, (5.3)
where I4 is the 4× 4 identity matrix and gE is the deter-
minant of the Euclidean metric with nonvanishing com-
ponents (5.2).
Following the construction of the mode solutions of the
Dirac equation in Sec. II B, the (nonrotating) vacuum Eu-
clidean Green’s function SunbE (xE , x
′
E) for the unbounded
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space-time can be Fourier-transformed as:
SunbE (xE , x
′
E) =
∫ ∞
−∞
dω
8pi3
∫ ∞
−∞
dk
∞∑
m=−∞
eiω∆τ+ik∆zχunb,
(5.4)
where ∆τ = τ − τ ′, ∆z = z − z′ and the 4 × 4 matrix
χunb can be written in terms of four 2× 2 matrices χunbab :
χunb =
(
χunb11 χ
unb
12
χunb21 χ
unb
22
)
. (5.5)
Performing an equivalent Fourier transformation of the
delta functions on the right of Eq. (5.3), the inhomoge-
neous Dirac equation implies:(
µ+ iω 2ph
−2ph µ− iω
)(
χunb11 χ
unb
12
χunb21 χ
unb
22
)
=
δ(ρ− ρ′)
ρ
(
1 0
0 1
)
⊗
(
eim∆ϕ 0
0 ei(m+1)∆ϕ
)
,(
χunb11 χ
unb
12
χunb21 χ
unb
22
)(
µ+ iω 2ph
′ †
−2ph′ † µ− iω
)
=
δ(ρ− ρ′)
ρ′
(
1 0
0 1
)
⊗
(
eim∆ϕ 0
0 ei(m+1)∆ϕ
)
,
(5.6)
where p is the momentum, ∆ϕ = ϕ − ϕ′ and h is the
2 × 2 component of the helicity operator W0, defined in
Eq. (2.9). In (5.6), we have used the Kronecker product
of matrices, defined in (4.15). For the equation in x′, the
operator h
′ † has the form:
h
′ † =
1
2p
(
k −P ′−
−P ′+ −k
)
, (5.7)
where the primes indicate that the derivatives in the op-
erators P ′± act from the right on ρ
′ and ϕ′. The operators
P± can be found in (2.17).
The off-diagonal components of Eqs. (5.6) give the fol-
lowing equations:
χunb21 =
2ph
µ− iωχ
unb
11 = χ
unb
22
2ph
′ †
µ+ iω
,
χunb12 =−
2ph
µ+ iω
χunb22 = −χunb11
2ph
′ †
µ− iω , (5.8)
while the diagonal components can be written as modi-
fied Bessel equations:
[ρ2∂2ρ + ρ∂ρ + ∂
2
ϕ − ρ2α2]
χunb11
µ− iω
= −ρδ(ρ− ρ′)
(
eim∆ϕ 0
0 ei(m+1)∆ϕ
)
,
(5.9a)
[ρ2∂2ρ + ρ∂ρ + ∂
2
ϕ − ρ2α2]
χunb22
µ+ iω
= −ρδ(ρ− ρ′)
(
eim∆ϕ 0
0 ei(m+1)∆ϕ
)
,
(5.9b)
where
α2 = ω2 + k2 + µ2. (5.10)
It can be shown that the inhomogeneous Dirac equation
in x′ also reduces to Eqs. (5.9) (with ρ and ϕ replaced
by ρ′ and ϕ′, respectively). Hence, χunb11 and χ
unb
22 can be
written as linear combinations of modified Bessel func-
tions. The Euclidean Green’s function for the Minkowski
space-time must be regular at the origin and at infinity,
and thus the only nontrivial solution of Eqs. (5.9) satis-
fying these boundary conditions is:
χunb11
µ− iω =
χunb22
µ+ iω
=
(
I<mK
>
me
im∆ϕ 0
0 I<m+1K
>
m+1e
i(m+1)∆ϕ
)
,
(5.11)
where Im and Km are modified Bessel functions of the
first and second kinds respectively. The arguments of
the Bessel functions with the < or > superscripts are
the smaller or larger of αρ and αρ′, respectively. There-
fore, if ρ > ρ′, we will write I<mK
>
m = KmIm, where the
arguments of Km and Im are αρ and αρ
′, as per the
conventions introduced in Eq. (4.19). The combinations
in Eq. (5.11) can be written using these conventions in
terms of step functions as:
f<g> = θ(ρ− ρ′)gf + θ(ρ′ − ρ)fg. (5.12)
The off-diagonal matrices χunb12 and χ
unb
21 can be obtained
from Eqs. (5.8), using the following properties (the oper-
ators P± are given in (2.17)):
P+Im(αρ)e
imϕ =− iαei(m+1)ϕIm+1(αρ),
P−Im+1(αρ)ei(m+1)ϕ =− iαeimϕIm(αρ),
P+Km(αρ)e
imϕ =iαei(m+1)ϕKm+1(αρ),
P−Km+1(αρ)ei(m+1)ϕ =iαeimϕKm(αρ). (5.13)
Similar equations hold for P ′±, which can be applied bear-
ing in mind that I−m(z) = Im(z) and K−m(z) = Km(z).
Thus, the Euclidean propagator on unbounded
Minkowski space-time takes the form (5.4) with the ma-
trix χunb given by:
χunb = [µI2 − iωσ3]⊗
(
I<mK
>
me
im∆ϕ 0
0 I<m+1K
>
m+1e
i(m+1)∆ϕ
)
+ k
(
0 −1
1 0
)
⊗
(
I<mK
>
me
im∆ϕ 0
0 −I<m+1K>m+1ei(m+1)∆ϕ
)
+ α
(
0 −1
1 0
)
⊗
(
0 F(m,m+ 1)
F(m+ 1,m) 0
)
,
(5.14a)
where the notation F(m,n) is a shorthand for:
F(m,n) = ieimϕ−inϕ′ [θ(ρ− ρ′)KmIn − θ(ρ′ − ρ)ImKn] .
(5.14b)
As before, the first and second Bessel functions in (5.14)
depend on αρ and αρ′, respectively. The Pauli matrix σ3
is given in (2.5).
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m+ 1
2
> 0 m+ 1
2
< 0
ρ = R
(
0 0
× ×
) (
× ×
0 0
)
ρ′ = R
(
0 ×
0 ×
) (
× 0
× 0
)
TABLE I. The behaviour of the 2×2 constituent blocks (4.19)
of the Green’s function obeying spectral boundary conditions
on a cylinder of radius R. Depending on the sign of m + 1
2
and on which point is on the boundary, certain entries in these
2 × 2 matrices will vanish, as indicated in the table. Entries
marked × do not necessarily vanish.
Before ending this section, we stress that the solution
(5.4, 5.14) of the inhomogeneous Dirac equation (5.3)
is fixed by the boundary conditions requiring regularity
at the origin (ρ = 0 or ρ′ = 0) and space-like infinity.
To satisfy boundary conditions of a different type, suit-
able solutions of the homogeneous Dirac equation can be
added to Eq. (5.4). We follow this approach in Secs. V B
and V C for spectral and MIT bag boundary conditions,
respectively.
B. Spectral boundary conditions
In this section, we first construct the Euclidean Green’s
function for a fermion field satisfying spectral boundary
conditions on the cylinder, then compute the Casimir
expectation values. Using an asymptotic analysis, we are
able to derive the rate of divergence of these expectation
values as the boundary is approached.
1. Euclidean Green’s function for spectral boundary
conditions
To construct a Euclidean Green’s function which
implements spectral boundary conditions, we consider
the behaviour of the corresponding vacuum Hadamard
Green’s function on the boundary. Since the dependence
on the radial coordinates ρ and ρ′ is always that in the
2 × 2 matrix given in Eq. (4.19), it is sufficient to an-
alyze its behaviour on the boundary, as shown in Ta-
ble I. To implement these boundary conditions, a solu-
tion ∆SspE (xE , x
′
E) of the homogeneous Dirac equation
must be added to the Euclidean propagator (5.4, 5.14),
as follows:
SspE (xE , x
′
E) = S
unb
E (xE , x
′
E) + ∆S
sp
E (xE , x
′
E), (5.15)
where ∆SspE (xE , x
′
E) can be Fourier transformed in anal-
ogy with Eq. (5.4):
∆SspE (xE , x
′
E) =
∫ ∞
−∞
dω
8pi3
∫ ∞
−∞
dk
∞∑
m=−∞
eiω∆τ+ik∆z
×∆χsp. (5.16)
The 4 × 4 matrix ∆χsp can be written in terms of four
2× 2 matrices ∆χspab, in a similar way to Eq. (5.5):
∆χsp =
(
∆χsp11 ∆χ
sp
12
∆χsp21 ∆χ
sp
22
)
. (5.17)
The Euclidean propagator SspE (xE , x
′
E) of the bounded
system must obey spectral boundary conditions, in other
words those entries which vanish in Table I must be equal
to zero. Furthermore, SspE (xE , x
′
E) must stay regular at
the origin (i.e. when either ρ = 0 or ρ′ = 0). We therefore
find the following expressions for ∆χsp11 and ∆χ
sp
22:
∆χsp11
µ− iω =
∆χsp22
µ+ iω
= cm
(
1 0
0 −1
)
◦ Ej , (5.18a)
where ◦ denotes the Hadamard product of matrices
(4.18). In (5.18a), cm is a constant ensuring that the
relevant entries in Table I vanish, having the value:
cm =

−Km(αR)
Im(αR)
, m+ 12 > 0,
Km+1(αR)
Im+1(αR)
, m+ 12 < 0,
(5.18b)
and the matrix Ej on the right of the Hadamard product
in (5.18a) is given by:
Ej =
(
ImIm e
im∆ϕ −iImIm+1 ei(m+1)∆ϕ−iϕ
iIm+1Im e
im∆ϕ+iϕ Im+1Im+1 e
i(m+1)∆ϕ
)
,
(5.18c)
where the first and second modified Bessel functions
above have arguments αρ and αρ′, respectively and α is
given in Eq. (5.10). Only modified Bessel functions of the
first kind (i.e. Im) have been considered in Eqs. (5.18c),
since their linearly independent partners, Km, do not
satisfy the requirement of regularity at the origin. The
off-diagonal matrices ∆χsp12 and ∆χ
sp
21 can be determined
using analogues of Eqs. (5.8) for the spectral case:
∆χsp21 = −∆χsp12 = cm
(
k −α
−α k
)
◦ Ej . (5.18d)
Thus, the Fourier coefficients ∆χsp of the boundary term
(5.16) can be written as:
c−1m ∆χ
sp = (µI2 − iωσ3)⊗
[(
1 0
0 −1
)
◦ Ej
]
+
(
0 −1
1 0
)
⊗
[(
k −α
−α k
)
◦ Ej
]
, (5.19)
where the Pauli matrix σ3 is given in (2.5) and I2 is the
2× 2 identity matrix.
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2. Casimir expectation values
We are interested in the Casimir expectation values
of the FC 〈ψψ〉spCas, charge current 〈Jαˆ〉
sp
Cas, CC 〈Jαˆν 〉
sp
Cas
and SET 〈Tαˆσˆ〉spCas. The following formulae can be used
to calculate these expectation values using the differ-
ence ∆SspE (xE , x
′
E) (5.16) between the vacuum Euclidean
Green’s functions for the bounded system and for un-
bounded Minkowski space:
〈ψψ〉spCas = lim
x′E→xE
tr [∆SspE (xE , x
′
E)] , (5.20a)
〈Jαˆ〉spCas = lim
x′E→xE
tr
[
γαˆE∆S
sp
E (xE , x
′
E)
]
, (5.20b)
〈Jαˆν 〉
sp
Cas = lim
x′E→xE
tr
[
γαˆE
1 + γ5
2
∆SspE (xE , x
′
E)
]
,
(5.20c)
〈Tαˆσˆ〉spCas =
1
2
lim
x′E→xE
tr
[
γE(αˆ(D
E
σˆ) −DEσˆ′))∆SspE (xE , x′E)
]
.
(5.20d)
For the FC (5.20a), the following expression is ob-
tained:
〈ψψ〉spCas =
µ
4pi3
∫ ∞
−∞
dω
∫ ∞
−∞
dk
∞∑
m=−∞
cmI
−
m(αR),
(5.21)
where the constant cm is defined in Eq. (5.18b) and the
notation I−m(z) is analogous to that defined in Eqs. (4.23):
I±m(z) = I
2
m(z)± I2m+1(z), I×m(z) = 2Im(z)Im+1(z).
(5.22)
It is convenient to switch to the polar coordinates (α, ϑ)
where α is given by (5.10) and:
ω =
√
α2 − µ2 cosϑ, k =
√
α2 − µ2 sinϑ, (5.23)
in terms of which the Casimir FC (5.21) can be put in
the following form, after the integration over ϑ has been
performed:
〈ψψ〉spCas =
µ
2pi2
∞∑
m=−∞
∫ ∞
µ
dαα cm I
−
m(αR). (5.24)
We now change variables to
x = αR (5.25)
and introduce the notation:
Isp,∗`n ≡ Isp,∗`n (ρ) = −
1
2pi2R4
×
∞∑
m=−∞
∫ ∞
µR
dx x`(m+ 12 )
ncmI
∗
m(xρ). (5.26)
The functions I∗m(z) are defined in Eqs. (5.22) for ∗ ∈
{+,−,×} and
ρ =
ρ
R
. (5.27)
In terms of this new notation, the FC (5.24) can be writ-
ten as:
〈ψψ〉spCas = −µR2Isp,−10 . (5.28)
The Casimir expectation values of all components of
the charge current (5.20b) and neutrino charge current
(5.20c) vanish. The nonvanishing components of the
Casimir expectation value of the SET (5.20d) can be
written as:
〈T τˆτˆ 〉
sp
Cas =−
1
2
Isp,−30 +
1
2
µ2R2Isp,−10 , (5.29a)
〈T ρˆρˆ 〉
sp
Cas
=Isp,−30 − ρ−1Isp,×21 , (5.29b)
〈T ϕˆϕ 〉
sp
Cas
=ρ−1Isp,×21 , (5.29c)
and 〈T zˆzˆ 〉
sp
Cas = 〈T τˆτˆ 〉
sp
Cas. In (5.29), we have written the
components of the SET relative to the Euclidean version
of the tetrad (2.2).
3. Casimir divergence near the boundary
By construction, the Casimir expectation values (5.20)
diverge on the boundary, due to the properties of
the difference ∆SspE (xE , x
′
E) between the vacuum Eu-
clidean Green’s functions for the bounded and un-
bounded Minkowski space-times, given by (5.15):
∆SspE (xE , x
′
E) = S
sp
E (xE , x
′
E)− SunbE (xE , x′E). (5.30)
To see this, consider one of the entries in SspE (xE , x
′
E)
which vanishes when xE is on the boundary from Table I.
This entry in ∆SspE (xE , x
′
E) (with ρ = R) is then equal
to the corresponding entry in SunbE (xE , x
′
E) with ρ = R.
As x′E → xE , because the coincidence limit of the un-
bounded Minkowski space Green’s function is divergent,
so too is this entry in limx′E→xE ∆S
sp
E (xE , x
′
E) when xE
is on the boundary. Therefore the Casimir expectation
values (5.20) diverge on the boundary.
This divergent behaviour can be also be seen in the
algebraic expressions (5.28, 5.29) for the Casimir expec-
tation values. For example, consider the behaviour of the
integrand in Isp,−00 (5.26) when ρ = 1, for large values of
m = ν− 12 and x. First we define polar coordinates (r, θ)
as follows:
(ν, x) = (r cos θ, r sin θ) (5.31)
then, using Eqs. (A4), we find:
r
Kν− 12 (x)
Iν− 12 (x)
I−
ν− 12
(x) =
cos θ
1 + cos θ
[
1 +
1
2r
+O(r−2)
]
,
(5.32)
where the r on the left-hand-side is the Jacobian of the
transformation (5.31). The above expression does not
vanish at large r, so the integral in Isp,−00 (5.26) is not
convergent when ρ = 1. As will be seen in the analysis
below, it is convergent for ρ < 1.
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In this section, we analyze the divergence of the
Casimir expectation values (5.28, 5.29) as a function of
the distance  to the boundary, defined as:
 = 1− ρ, (5.33)
where ρ is given by (5.27). We will find it useful to con-
sider the following integrals:
I sp,∗`n = −
1
pi2R4
∫ ∞
0
dν
∫ ∞
µR
dx x`νncν− 12 I
∗
ν− 12 (xρ).
(5.34)
To understand the connection between I sp,∗`n and Isp,∗`n ,
the sum over m in Eq. (5.26) can be replaced by the inte-
gral over ν by using the generalized Abel-Plana formula,
presented next.
a. Generalized Abel-Plana formula. According to
Ref. [25], residue theory can be used to prove the fol-
lowing result:
∞∑
m=0
f
(
m+ 12
)
=
∫ ∞
0
dν f(ν)− i
∫ ∞
0
dt
f(it)− f(−it)
e2pit + 1
,
(5.35)
valid for an analytic function f .
In the present case, f(m + 12 ) in Eq. (5.35) will be
replaced by the analytic functions f sp,∗`n (m +
1
2 ), defined
according to:
f sp,∗`n (ν) =
1
pi2R4
∫ ∞
µR
dx x`νn
K
ν− 12
(x)
I
ν− 12
(x)
I∗
ν− 12
(xρ),
(5.36)
where I∗m is defined in (5.22). From the definitions
(5.18b, 5.26), the integrals Isp,∗`n can be written in terms
of f sp,∗`n (ν) (5.36) as follows:
Isp,∗`n =
∞∑
m=0
f sp,∗`n (m+
1
2 ). (5.37)
The behaviour of Isp,∗`n near the boundary can be inves-
tigated by considering the following function:
δsp,∗`n (ρ) ≡ I
sp,∗
`n − I sp,∗`n = i
∫ ∞
0
dt
f sp,∗`n (it)− f sp,∗`n (−it)
e2pit + 1
.
(5.38)
The factor (e2pit + 1)−1 ensures the convergence of the t
integral.
The x integral in Eq. (5.36) can be analyzed by consid-
ering the asymptotic expansion of the integrand for large
x (but fixed ν). Starting from the asymptotic expansions
for large argument given in Eqs. (A1), the following ap-
proximations can be obtained:
I−
ν− 12
(x) =
νe2x
pix2
(
1− 2ν
2 − 1
2x
+ . . .
)
, (5.39a)
I+
ν− 12
(x) =
e2x
pix
(
1− ν
2
x
+
ν4
2x2
+ . . .
)
, (5.39b)
I×
ν− 12
(x) =
e2x
pix
[
1− ν
2
x
+
ν(ν2 − 1)
2x2
+ . . .
]
, (5.39c)
Kν− 12 (x)
Iν− 12 (x)
=pie−2x
[
1 +
ν(ν − 1)
x
+
ν2(ν − 1)2
2x2
+ . . .
]
.
(5.39d)
From (5.39) we find the following asymptotic behaviour
of the desired functions:
Kν− 12 (x)
Iν− 12 (x)
I−
ν− 12
(xρ) =
νe−2x
x2ρ2
[
1− 2ν − 1
2x
− 2ν
2 − 1
2x
+O(x−2)
]
, (5.40a)
Kν− 12 (x)
Iν− 12 (x)
I×
ν− 12
(xρ) =
e−2x
xρ2
[
1− ν
x
− ν
2
x
+O(x−2)
]
, (5.40b)
where  is given by (5.33). The divergence of the functions δsp,∗`n (ρ) (5.38) for the cases relevant to the computation
of the Casimir expectation values in Eqs. (5.28, 5.29) can be found using:
δsp,−10 (ρ) =−
2
pi2R4ρ2
∫ ∞
0
t dt
e2pit + 1
∫ ∞
µR
dx
x
e−2x
[
1 +O(x−1)
]
,
δsp,−30 (ρ) =−
2
pi2R4ρ2
∫ ∞
0
t dt
e2pit + 1
∫ ∞
µR
dx e−2x
[
x +
1
2
+
t2 + 12
ρ
+O(x−1)
]
,
δsp,×21 (ρ) =−
2
pi2R4ρ
∫ ∞
0
t dt
e2pit + 1
∫ ∞
µR
dx e−2x
[
x +
t2
ρ
+O(x−1)
]
. (5.41)
When ρ→ 1 (or, equivalently, → 0), the integrals (5.41) diverge due to the large x behaviour of the integrand. To
investigate this divergence, the lower limit of the x integral can be set to 0, giving:
δsp,−10 ' −
ln(2)−1 − γ +O()
24pi2R4
, δsp,−30 ' −
1 + 4+O(2)
96pi2R42
, δsp,×21 ' −
1 + +O(2)
96pi2R42
, (5.42)
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where γ is Euler’s constant. It turns out that the results (5.42) diverge as  → 0 at a subleading order compared to
the corresponding functions Isp,∗`n (5.34), as will be shown below.
b. Asymptotic analysis of Casimir divergence. We now examine the behaviour of the integrals Isp,∗`n (5.34) as
 → 0. This behaviour, combined with the results (5.42) for δsp,∗`n and (5.38), will enable us to deduce the relevant
properties of the integrals Isp,∗`n (5.26) required for the Casimir expectation values (5.28, 5.29).
Using the polar coordinates (r, θ) introduced in Eq. (5.31) and the expansions in Eqs. (A4), the following asymptotic
expansions can be made:
I−
ν− 12
(xρ) =
e2r(1−)+2ν ln tan
θ
2
pir tan θ
[
1 +
1 + 5 sin2 θ
12r
+ (1 + sin2 θ)− r2 cos2 θ + . . .
]
, (5.43a)
I+
ν− 12
(xρ) =
e2r(1−)+2ν ln tan
θ
2
pix
[
1 +
cos2 θ
12r
+ − r2 cos2 θ + . . .
]
, (5.43b)
I×
ν− 12
(xρ) =
e2r(1−)+2ν ln tan
θ
2
pir
[
1− 5 cos
2 θ
12r
+  sin2 θ − r2 cos2 θ + . . .
]
, (5.43c)
where terms of order r−2, r−1 and 2 were ignored. Combining Eq. (A4d) with Eqs. (5.43) gives:
Kν− 12 (x)
Iν− 12 (x)
I−
ν− 12
(xρ) =e−2r
cos θ
r(1 + cos θ)
[
1 +
1
2r
+ (1 + sin2 θ)− r2 cos2 θ + . . .
]
,
Kν− 12 (x)
Iν− 12 (x)
I×
ν− 12
(xρ) =e−2r
sin θ
r(1 + cos θ)
[
1 +  sin2 θ − r2 cos2 θ + . . . ] . (5.44)
Hence, the following results are obtained:
I sp,−10 =
1
4pi2R42
[
1− ln 2 +  ( 43 − ln 2)+O(2)] ,
I sp,−30 =
1
16pi2R44
[
1 + 4330+O(
2)
]
,
I sp,×21 =
1
16pi2R44
[
1 + 110+O(
2)
]
. (5.45)
The divergences of the I sp,∗`n terms calculated above are
two inverse powers of  larger than the corresponding er-
ror terms δsp,∗`n calculated in Eqs. (5.42). Hence, from
(5.38) the leading order and next-to-leading order diver-
gence of the functions Isp,∗`n (5.26) coincide with the ex-
pressions (5.45) for the leading order and next-to-leading
order divergences of the functions Isp,∗`n (5.34).
Substituting Eqs. (5.45) into Eqs. (5.28, 5.29) gives the
following asymptotic behaviours for the Casimir expec-
tation values as  → 0 and the boundary is approached:
〈ψψ〉spCas =−
µ
4pi2R22
[
1− ln 2 + ( 43 − ln 2) + . . . ] ,
(5.46a)
〈T τˆτˆ 〉
sp
Cas =−
1
32pi2R44
[
1 + 4330+ . . .
]
, (5.46b)
〈T ρˆρˆ 〉
sp
Cas
=
1
48pi2R43
[
1 + 5320+ . . .
]
, (5.46c)
〈T ϕˆϕˆ 〉
sp
Cas
=
1
16pi2R44
[
1 + 1110+ . . .
]
, (5.46d)
where 〈T zˆzˆ 〉
sp
Cas = 〈T τˆτˆ 〉
sp
Cas. We obtained 〈T ρˆρˆ 〉
sp
Cas
from
〈T ϕˆϕˆ 〉
sp
Cas
using the conservation law ∇µTµν = 0, which
can be written in (nonrotating) cylindrical coordinates
on Minkowski space-time as follows:
∂ρ(ρT
ρˆ
ρˆ ) = T
ϕˆ
ϕˆ . (5.47)
The divergence of the SET (5.46) for massive fermions
when spectral boundary conditions are considered is one
inverse power of  larger compared to the scalar field case
[5]. We will discuss this point further in Sec. V D.
c. Numerical results. In Fig. 10 we compare the
asymptotic results in Eqs. (5.46) with numerical eval-
uations of the Casimir expectation values (5.28, 5.29) for
µR = 0 and µR = 2. For all expectation values, we plot
the logarithm of the magnitude of the relevant quantity,
in the left-hand column as a function of ρ/R on a linear
scale and in the right-hand column as a function of the
logarithm of −1 (5.33).
From (5.28), the Casimir expectation value of the FC
vanishes if the field is massless µ = 0, as was the case for
the thermal expectation values with spectral boundary
conditions in Sec. IV B 1. Furthermore, we find that the
expectation value 〈ψψ〉spCas is negative for all ρ (near the
boundary, this is expected from (5.46a)). We therefore
plot the logarithm of −µ−1 〈ψψ〉spCas. For the SET com-
ponents, we find that 〈T ρˆρˆ 〉
sp
Cas
and 〈T ϕˆϕˆ 〉
sp
Cas
are posi-
tive everywhere, while 〈T τˆτˆ 〉
sp
Cas is negative everywhere
(therefore we plot the logarithm of −〈T τˆτˆ 〉
sp
Cas).
All the Casimir expectation values are regular inside
the cylinder but not on the boundary. All quantities
shown in Fig. 10 have smaller magnitudes for a massive
fermion field compared with the massless case. The abso-
lute values of all the Casimir expectation values plotted
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FIG. 10. Casimir expectation values for spectral boundary conditions. The left column presents the logarithm of the absolute
value of the FC divided by the field mass µ−1 〈ψψ〉spCas (first line) and of the nonzero components of the SET 〈Tαˆσˆ〉spCas (lines
2-4) as functions of the scaled radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. The right column
shows the same quantities, but as functions of the logarithm of the inverse distance −1 (5.33) to the boundary. The plots
compare the results for massless (blue (upper) dashed curves) and massive (purple (lower) dot-dashed curves) fermions to the
asymptotic results (dark thin curves) in Eqs. (5.46).
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in Fig. 10 have their minimum on the axis of the cylinder
at ρ = 0, and increase monotonically as the radial coordi-
nate ρ increases. All diverge as ρ→ R and the boundary
is approached. The agreement between the asymptotic
and numerical results as the boundary is approached is
excellent, confirming the predicted order of divergence in
Eqs. (5.46).
C. MIT bag boundary conditions
The leading-order Casimir divergence for fermions in-
side a cylinder in four-dimensional Minkowski space-time
has already been reported in Ref. [12], but only for the
original MIT case (i.e. ς = 1).
In this section we apply the approach of Sec. V B to
the case with MIT bag boundary conditions, for both
ς = ±1. Our approach is different from that in Ref. [12].
We recover the leading-order, ς = 1, results of Ref. [12]
in Sec. V C 3 b, except for the fermion condensate (FC),
for which we obtain the opposite sign. This difference is
due to a difference in how the FC is defined: we define
the FC by analogy with the classical theory, such that
Eq. (4.35) holds.
1. Euclidean Green’s function for MIT bag boundary
conditions
To form the Euclidean Green’s function SMITE (x, x
′)
for the bounded system with MIT bag boundary condi-
tions, a solution ∆SMITE (x, x
′) of the homogeneous equa-
tion corresponding to (5.3) (i.e. with the right hand side
set to zero) must be added to the Euclidean Green’s func-
tion (5.4, 5.14) for the unbounded space-time:
SMITE (xE , x
′
E) = S
unb
E (xE , x
′
E)+∆S
MIT
E (xE , x
′
E). (5.48)
∆SMITE (xE , x
′
E) can be Fourier transformed in a similar
way to Eqs. (5.4, 5.16):
∆SMITE (x, x
′) =
∫ ∞
−∞
dω
8pi3
∫ ∞
−∞
dk
∞∑
m=−∞
eiω∆τ+ik∆z
×∆χMIT, (5.49)
where ∆τ = τ − τ ′ and ∆z = z − z′. The 4 × 4 matrix
∆χMIT can be written in terms of four 2 × 2 matrices
∆χMITab , in a similar way to Eqs. (5.5, 5.17):
∆χMIT =
(
∆χMIT11 ∆χ
MIT
12
∆χMIT21 ∆χ
MIT
22
)
. (5.50)
The 2× 2 matrices ∆χMITik , in turn, can be written as:
∆χMIT11
µ− iω =
(
a11 b11
c11 d11
)
◦ Ej , ∆χMIT12 =
(
a12 b12
c12 d12
)
◦ Ej ,
∆χMIT22
µ+ iω
=
(
a22 b22
c22 d22
)
◦ Ej , ∆χMIT21 =
(
a21 b21
c21 d21
)
◦ Ej ,
(5.51)
where aik, bik, cik and dik are constants, the matrix Ej
on the right of the Hadamard (Schur) product is defined
in Eq. (5.18c) and j is a generic label for the parameters
m ≡ mj , ω ≡ ωj and k ≡ kj .
The matrix elements of the off-diagonal blocks ∆χMIT12
and ∆χMIT21 can be found using analogues of Eqs. (5.8),
as follows:(
a12 b12
c12 d12
)
=
(
−ka22 − αc22 −kb22 − αd22
αa22 + kc22 αb22 + kd22
)
=
(
−ka11 − αb11 αa11 + kb11
−kc11 − αd11 αc11 + kd11
)
, (5.52a)(
a21 b21
c21 d21
)
=
(
ka11 + αc11 kb11 + αd11
−αa11 − kc11 −αb11 − kd11
)
=
(
ka22 + αb22 −αa22 − kb22
kc22 + αd22 −αc22 − kd22
)
, (5.52b)
where α is given in (5.10). Eqs. (5.52) can be used to ex-
press all matrix elements of ∆χMIT in terms of the matrix
elements of ∆χMIT11 . The matrix elements of ∆χ
MIT
22 are
given below, for completeness, with respect to those of
∆χMIT11 :
a22
b22
c22
d22
 = 1α2 − k2

−k2 −αk −αk −α2
αk k2 α2 αk
αk α2 k2 αk
−α2 −αk −αk −k2


a11
b11
c11
d11
 .
(5.53)
Since the Euclidean Green’s function is formally equiv-
alent to the Lorentzian Feynman propagator, the MIT
boundary conditions (3.28) remain unchanged when the
Euclidean propagator is considered:
(iγρˆ + ς)SMITE (x, x
′)cρ=R =0,
SMITE (x, x
′)(−iγρˆ′ + ς)cρ′=R =0. (5.54)
To begin the construction of ∆SMITE (x, x
′) (5.48), we re-
quire the values on the boundary of the Fourier transform
χunb (5.14) of the Euclidean Green’s function SunbE (x, x
′)
(5.4) for the unbounded space-time. These values can be
inferred from Eqs. (5.14, 5.18c):
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χunbcρ=R =

(µ− iω)KmIm 0 −kKmIm αKmIm
0 (µ− iω)Km+1Im+1 −α
Km+1
Im+1
kKm+1Im+1
kKmIm −αKmIm (µ+ iω)KmIm 0
αKm+1Im+1 −k
Km+1
Im+1
0 (µ+ iω)Km+1Im+1
 ◦
(
Ej Ej
Ej Ej
)
,
χunbcρ′=R =

(µ− iω)KmIm 0 −kKmIm −α
Km+1
Im+1
0 (µ− iω)Km+1Im+1 αKmIm k
Km+1
Im+1
kKmIm α
Km+1
Im+1
(µ+ iω)KmIm 0
−αKmIm −k
Km+1
Im+1
0 (µ+ iω)Km+1Im+1
 ◦
(
Ej Ej
Ej Ej
)
, (5.55)
where the modified Bessel functions explicitly displayed
in the ratios Km/Im and Km+1/Im+1 have argument αR.
The dependence on the coordinates ρ, ρ′, ϕ and ϕ′ is fully
contained in the matrices Ej (5.18c).
The boundary conditions (5.54) give 32 equations for
the matrix elements of ∆χMIT (5.50). However, only
a comparatively small number of these equations is re-
quired to fully determine ∆χMIT. The (1, 1) components
of Eqs. (5.54) (i.e. the top left components of the equa-
tions for both ρ = R and ρ′ = R),
ς(µ− iω)(Km + Ima11)− αKm+1 − Im+1c21 =0,
ς(µ− iω)(Km + Ima11)− αKm+1 + Im+1b12 =0,
(5.56)
show that
c21 = −b12. (5.57)
A similar inspection of the (2, 2) components of
Eqs. (5.54) shows that:
ς(µ− iω)(Km+1 + Im+1d11)− αKm + Imb21 =0,
ς(µ− iω)(Km+1 + Im+1d11)− αKm − Imc12 =0,
(5.58)
leading to:
b21 = −c12. (5.59)
Comparing the expressions for b12 and c21 in Eqs. (5.52)
shows that:
c11 = b11, c22 = b22, (5.60)
which can be used together with the expressions for d12,
d21, a12 and a21 in Eqs. (5.52) to give:
a21 = −a12, d21 = −d12. (5.61)
Using d21 = −αb11 − kd11 in the (1, 2) component of
Eq. (5.54) for ρ = R gives:
b11 =
−k(Im+1d11 +Km+1)
ς(µ− iω)Im + αIm+1 , (5.62)
where the argument of the modified Bessel functions is,
as before, αR. Substituting (5.62) into b21 = kb11 +αd11
gives:
b21 =
ς(µ− iω)[αIm + ς(iω + µ)Im+1]d11 − k2Km+1
ς(µ− iω)Im + αIm+1 .
(5.63)
Substituting b21 into the first equation in (5.58) gives:
d11 = −Km+1
Im+1
+
1
U
Im
Im+1
+
1
U
ςα
µ− iω , (5.64)
where the following property was used to eliminate
Km(αR):
Km(z)Im+1(z) +Km+1(z)Im(z) =
1
z
. (5.65)
The quantity U ≡ Um(αR) introduced in Eq. (5.64) is
defined as [16]:
U ≡ Um(αR) = αR[I2m(αR) + I2m+1(αR)]
+ 2ςµR Im(αR)Im+1(αR). (5.66)
Substituting d11 back into Eq. (5.62) gives:
b11 = − ςk
U(µ− iω) . (5.67)
The constant a11 can be found by substituting a21 =
−ka11 − αc11 into the (2, 1) component of Eq. (5.54) for
ρ = R:
a11 = −Km
Im
+
1
U
Im+1
Im
+
1
U
ςα
µ− iω . (5.68)
The results in Eqs. (5.64, 5.67, 5.68) can be summa-
rized as follows. The difference between the vacuum
Euclidean Green’s functions for the bounded and un-
bounded space-times is given by (5.49), with the matrix
∆χMIT having the form (5.50).
34
The 2× 2 matrix element ∆χMIT11 is given by:
∆χMIT11 = (µ− iω)
(
−KmIm + 1U
Im+1
Im
+ 1
U
ςα
µ−iω − 1U ςkµ−iω
− 1
U
ςk
µ−iω −Km+1Im+1 + 1U ImIm+1 + 1U ςαµ−iω
)
◦ Ej . (5.69a)
The 2× 2 matrix ∆χMIT12 can be found from Eq. (5.52a):
∆χMIT12 =
 k (KmIm − 1U Im+1Im ) −α(KmIm − 1U Im+1Im )+ ς(µ+iω)U
α
(
Km+1
Im+1
− 1
U
Im
Im+1
)
− ς(µ+iω)
U
−k
(
Km+1
Im+1
− 1
U
Im
Im+1
)  ◦ Ej . (5.69b)
The matrix elements of ∆χMIT21 can be found from Eq. (5.69b) using Eqs. (5.57, 5.59, 5.61):
∆χMIT21 =
 −k (KmIm − 1U Im+1Im ) −α(Km+1Im+1 − 1U ImIm+1)+ ς(µ+iω)U
α
(
Km
Im
− 1
U
Im+1
Im
)
− ς(µ+iω)
U
k
(
Km+1
Im+1
− 1
U
Im
Im+1
)  ◦ Ej . (5.69c)
Finally, the components of ∆χMIT22 can be found by inverting Eq. (5.52a):
∆χMIT22 = (µ+ iω)
(
−KmIm + 1U
Im+1
Im
+ 1
U
ςα
µ+iω − 1U ςkµ+iω
− 1
U
ςk
µ+iω −Km+1Im+1 + 1U ImIm+1 + 1U ςαµ+iω
)
◦ Ej . (5.69d)
In (5.69), the matrix Ej is given in (5.18c), α is defined in
(5.10) and U is given in Eq. (5.66). The modified Bessel
functions Im, Km written explicitly in (5.69) have argu-
ment αR. The matrix Ej contains all the dependence on
the coordinates ρ, ρ′, ϕ, ϕ′.
2. Casimir expectation values
We now use the Euclidean Green’s function with MIT
bag boundary conditions to calculate the Casimir expec-
tation values of the fermion condensate (FC) 〈ψψ〉MITCas ,
charge current 〈Jαˆ〉MITCas , neutrino charge current (CC)
〈Jαˆν 〉MITCas and stress-energy tensor (SET) 〈Tαˆσˆ〉MITCas . These
expectation values can be computed from the formu-
lae (5.20), replacing ∆SspE (xE , x
′
E) by the difference
∆SMITE (xE , x
′
E) (5.49) between the vacuum Euclidean
Green’s functions for the bounded system with MIT bag
boundary conditions and unbounded Minkowski space-
time.
First, the Casimir expectation value of the FC takes the form
〈ψψ〉MITCas =
1
8pi3
∞∑
m=−∞
∫ ∞
−∞
dω
∫ ∞
−∞
dk
{
ας
U
I+m(αρ) + µ
[(
−Km
Im
+
1
U
Im+1
Im
)
I2m(αρ)
−
(
−Km+1
Im+1
+
1
U
Im
Im+1
)
I2m+1(αρ)
]}
, (5.70)
where the arguments of the modified Bessel functions are αR unless explicitly stated otherwise. The expression (5.70)
can be simplified by changing to the polar coordinates (5.23), and then performing the integral over ϑ. Afterwards,
the terms involving I2m(αρ) and I
2
m+1(αρ) can be symmetrized to only contain the combinations I
+
m(αρ) and I
−
m(αρ),
defined in Eqs. (5.22). This gives the following expression:
〈ψψ〉MITCas = −
∞∑
m=−∞
∫ ∞
µR
dx
4pi2R3
{
I+m(xρ)
Um(x)Im(x)Im+1(x)
[µ
x
Um(x)− µ[I2m(x) + I2m+1(x)]− 2ςαIm(x)Im+1(x)
]
− µI
−
m(xρ)
Um(x)Im(x)Im+1(x)
{[I2m(x)− I2m+1(x)] + Um(x)[Km(x)Im+1(x)−Km+1(x)Im(x)]}
}
, (5.71)
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where x is defined in Eq. (5.25) and the Wronskian relation (5.65) was used in the coefficient of I+m(xρ). The
coefficient of I−m(xρ) in (5.71) can be simplified by inserting a factor of x[Km(x)Im+1(x) + Km+1(x)Im(x)] = 1 next
to [I2m(x)− I2m+1(x)], so that:
Um(x)[Km(x)Im+1(x)−Km+1(x)Im(x)] + [I2m(x)− I2m+1(x)] = 2Im(x)Im+1(x)Wm(x), (5.72)
where Wm(x) is defined as [16]
Wm(x) = x [Km(x)Im(x)−Km+1(x)Im+1(x)] + ςµR [Km(x)Im+1(x)−Km+1(x)Im(x)] . (5.73)
The final form for 〈ψψ〉MITCas can be obtained by using the explicit expression (5.66) for Um(x) in the coefficient of
I+m(xρ) in Eq. (5.71):
〈ψψ〉MITCas = −
∞∑
m=−∞
∫ ∞
µR
dx
2pi2R3
1
Um(x)
[
xµRWm(x)I
−
m(xρ)− ς(x2 − µ2R2) I+m(xρ)
]
. (5.74)
As in the case with spectral boundary conditions, for MIT bag boundary conditions we find that the Casimir
expectation values of all components of the charge current 〈Jαˆ〉MITCas and neutrino charge current 〈Jαˆν 〉
MIT
Cas vanish. The
Casimir expectation value of the components of the SET can be calculated using (5.20d), with ∆SspE (xE , x
′
E) replaced
by ∆SMITE (xE , x
′
E) (5.49). Grouping terms as for the FC, we obtain the following expressions for the components of
the SET relative to the Euclidean version of the tetrad (2.2):
〈T τˆτˆ 〉
MIT
Cas =−
∞∑
m=−∞
∫ ∞
µR
dx
4pi2R4
x2 − µ2R2
Um(x)
[
ςµR I+m(xρ) + xWm(x) I
−
m(xρ)
]
, (5.75a)
〈T ρˆρˆ 〉
MIT
Cas
=
∞∑
m=−∞
∫ ∞
µR
x3 dx
2pi2R4
Wm(x)
Um(x)
[
I−m(xρ)−
m+ 12
xρ
I×m(xρ)
]
, (5.75b)
〈T ϕˆϕˆ 〉
MIT
Cas
=
∞∑
m=−∞
∫ ∞
µR
x2 dx
2pi2R4
Wm(x)
Um(x)
m+ 12
ρ
I×m(xρ), (5.75c)
and 〈T zˆzˆ 〉
MIT
Cas = 〈T τˆτˆ 〉
MIT
Cas .
By analogy with Eqs. (5.26) for the spectral case, it is convenient to introduce the following integrals:
IMIT,+`n =
1
2pi2R4
∞∑
m=−∞
∫ ∞
µR
dx
Um(x)
x`(m+ 12 )
nI+m(xρ),
IMIT,−`n =
1
2pi2R4
∞∑
m=−∞
∫ ∞
µR
dx
Um(x)
x`(m+ 12 )
nWm(x)I
−
m(xρ),
IMIT,×`n =
1
2pi2R4
∞∑
m=−∞
∫ ∞
µR
dx
Um(x)
x`(m+ 12 )
nWm(x)I
×
m(xρ), (5.76)
where the functions I∗m(z) were introduced in Eqs. (5.22).
The Casimir expectation values of the FC and SET
can be written in terms of the integrals (5.76) as follows: 〈ψψ〉MITCas =− µR2IMIT,−10 + ςR(IMIT,+20 − µ2R2IMIT,+00 ),
(5.77a)
〈T τˆτˆ 〉
MIT
Cas =−
1
2
ςµR(IMIT,+20 − µ2R2IMIT,+00 )
− 1
2
(IMIT,−30 − µ2R2IMIT,−10 ), (5.77b)
〈T ρˆρˆ 〉
MIT
Cas
=IMIT,−30 − ρ−1IMIT,×21 , (5.77c)
〈T ϕˆϕˆ 〉
MIT
Cas
=ρ−1IMIT,×21 , (5.77d)
36
and 〈T zˆzˆ 〉
MIT
Cas = 〈T τˆτˆ 〉
MIT
Cas . 3. Casimir divergence near the boundary
As discussed in Sec. V B 3 for the case of spectral
boundary conditions, the Casimir expectation values
(5.77) diverge as the boundary is approached. To perform
an analysis of this divergence, we follow the approach of
Sec. V B 3.
a. Generalized Abel-Plana formula. We begin by
defining the following quantities, which replace the sums
over m in (5.76) by integrals:
IMIT,+`n =
1
pi2R4
∫ ∞
0
dν
∫ ∞
µR
dx
Uν− 12 (x)
x`νnI+
ν− 12
(xρ),
IMIT,−`n =
1
pi2R4
∫ ∞
0
dν
∫ ∞
µR
dx
Uν− 12 (x)
x`νnWν− 12 (x)I
−
ν− 12
(xρ),
IMIT,×`n =
1
pi2R4
∫ ∞
0
dν
∫ ∞
µR
dx
Uν− 12 (x)
x`νnWν− 12 (x)I
×
ν− 12
(xρ). (5.78)
We define the differences between the quantities IMIT,∗`n
(5.76) and IMIT,∗`n to be
δMIT,∗`n (ρ) = I
MIT,∗
`n − IMIT,∗`n . (5.79)
Following the spectral case, it is convenient to write
IMIT,∗`n (5.76) in terms of new functions fMIT,∗`n (ν) as fol-
lows (cf. Eq. (5.36))
IMIT,∗`n =
∞∑
m=0
fMIT,∗`n (m+
1
2 ). (5.80)
The precise forms of fMIT,∗`n (ν) for ∗ ∈ {+,−,×} can be
deduced from comparing (5.76) with (5.80):
fMIT,+`n (ν) =
1
pi2R4
∫ ∞
µR
dx
Uν− 12 (x)
x`νnI+
ν− 12
(xρ),
fMIT,−`n (ν) =
1
pi2R4
∫ ∞
µR
dx
Uν− 12 (x)
x`νnWν− 12 (x)I
−
ν− 12
(xρ),
fMIT,×`n (ν) =
1
pi2R4
∫ ∞
µR
dx
Uν− 12 (x)
x`νnWν− 12 (x)I
×
ν− 12
(xρ).
(5.81)
From the detailed forms of the functions fMIT,∗`n (ν), it
can be seen that they are analytic. We can therefore
apply the generalized Abel-Plana formula (5.35). This
gives the differences δMIT,∗`n (5.79) to be:
δMIT,∗`n (ρ) = i
∫ ∞
0
dt
fMIT,∗`n (it)− fMIT,∗`n (−it)
e2pit + 1
. (5.82)
To investigate the asymptotic behaviour of δMIT,∗`n (ρ) as
ρ→ 1, the asymptotic behaviour of the integrand in the
integrals with respect to x in Eq. (5.81) must be inves-
tigated. Since the (e2pit + 1)−1 factor in (5.82) ensures
the suppression of Im[fMIT,∗`n (it)] at large t, the formulae
(A1a, A1b) for the asymptotic expansions of the modified
Bessel functions for large arguments can be used.
We begin by examining δMIT,+`n (ρ). The factor Uν− 12 (x)
(5.66) in the denominators of fMIT,∗`n (ν) (5.81), and the
quantity [Uν− 12 (x)]
−1, have the following asymptotic be-
haviours:
Uν− 12 (x) =
e2x
pi
[
1− ν
2 − ςµR
x
+
ν2(ν2 − 2ςµR)
2x2
+O(x−3)
]
, (5.83a)
1
Uν− 12 (x)
=pie−2x
[
1 +
ν2 − ςµR
x
+
ν4 − 2ςµR ν2 + 2µ2R2
2x2
+O(x−3)
]
.
(5.83b)
Hence, the asymptotic expansion of the integrand in the
integral with respect to x in fMIT,+00 (ν) (5.81) is:
I+
ν− 12
(xρ)
Uν− 12 (x)
=
e−2x
xρ
[
1− ν
2
xρ
− ςµR
x
+
ν42
2ρ2x2
+
ν2ςµR
ρx2
+
µ2R2
x2
+O(x−3)
]
. (5.84)
For the analysis of the Casimir divergence for the FC
and SET, the only fMIT,+`n (ν) quantities required are
fMIT,+00 (ν) and f
MIT,+
20 (ν). It can be seen that the terms
in the bracket in (5.84) contain only even powers of ν,
37
which stay real under the transformation ν → it. Hence, the following asymptotic behaviour can be obtained:
Im
[
1
Uit− 12 (x)
x` I+
it− 12
(xρ)
]
=
1
ρ
e−2xO(x`−3). (5.85)
Since ` is either 0 or 2, it can be seen that δMIT,+00 (ρ) and
δMIT,+20 (ρ) do not diverge as ρ→ 1.
To analyse δMIT,−`n (ρ) and δ
MIT,×
`n (ρ), the asymptotic behaviour of Wν− 12 (x), defined in Eq. (5.73), is required. Using
the intermediate expansions:
Kν− 12 (x)Iν− 12 (x)−Kν+ 12 (x)Iν+ 12 (x) =
ν
2x3
[
1 +
ν2(ν2 − 1)(ν2 − 13)
24x2
+O(x−4)
]
,
Kν− 12 (x)Iν+ 12 (x)−Kν+ 12 (x)Iν− 12 (x) =−
ν
x2
[
1− ν
2 − 1
2x2
+O(x−4)
]
, (5.86)
we find the following expression for Wν− 12 (x):
Wν− 12 (x) =
ν
2x2
[
1− 2ςµR+ (ν
2 − 1)(ν4 − 13ν2 + 24ςµR)
24x2
+O(x−4)
]
. (5.87)
Hence, the ratio Wν− 12 (x)/Uν− 12 (x) has the expansion:
Wν− 12 (x)
Uν− 12 (x)
=
piν
2x2
e−2x
{
1− 2ςµR+ (ν
2 − ςµR)(1− 2ςµR)
x
+
1
x2
[
ν2(ν4 − 2ν2 + 13)
24
− (ν4 + 1)ςµR+ (2ν2 + 1)µ2R2 − 2ςµ3R3
]
+O(x−3)
}
. (5.88)
It can be shown that the asymptotic expansions for
I−
ν− 12
(x) and I×
ν− 12
(x) contain only odd and even pow-
ers of ν, respectively. Hence, the following asymptotic
behaviours can be established:
Im
[
Wit− 12 (x)
Uit− 12 (x)
x` I−
it− 12
(x)
]
=− t
2
2ρ2
e−2xO(x`−7),
Im
[
Wit− 12 (x)
Uit− 12 (x)
it x2 I×
it− 12
(x)
]
=− t
2
2ρ
e−2xO(x−4).
(5.89)
Thus, the functions δMIT,∗`n (ρ) are regular as ρ → 1 for
all the combinations of `, n and ∗ ∈ {+,−,×} of inter-
est. Therefore, the asymptotic behaviour of the func-
tions IMIT,∗`n , defined in Eq. (5.78), coincides with that of
IMIT,∗`n , defined in Eq. (5.76).
b. Asymptotic analysis of Casimir divergence. We
now study the asymptotic behaviour of the functions
IMIT,∗`n (5.78) by considering the high ν and x expansion
of the integrand in IMIT,∗`n .
Using the polar coordinates defined in (5.31) and
Eqs. (A4b, A4c) we obtain the following asymptotic ex-
pansions for Uν− 12 (x) (5.66), and 1/Uν− 12 (x):
Uν− 12 (x) =
1
pi
e2r+2ν ln tan
θ
2
[
1 +
cos2 θ + 12ςµR
12r
+
cos2 θ
8r2
(
1− 35
36
cos2 θ − 10
3
ςµR
)
+O(r−3)
]
,
1
Uν− 12 (x)
=pie−2r−2ν ln tan
θ
2
{
1− cos
2 θ + 12ςµR
12r
+
1
r2
[
µ2R2 +
7
12
ςµR cos2 θ − 1
8
cos2 θ
(
1− 37
36
cos2 θ
)]
+O(r−3)
}
.
(5.90)
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Using the following asymptotic expansions:
Kν− 12 (x)Iν− 12 (x)−Kν+ 12 (x)Iν+ 12 (x) =
cos θ
2r2
[
1 +
12− 45 cos2 θ + 35 cos4 θ
8r2
+O(r−4)
]
,
Kν+ 12 (x)Iν− 12 (x)−Kν− 12 (x)Iν+ 12 (x) =
cot θ
r
[
1− sin
2 θ(1− 5 sin2 θ)
8r2
+O(r−4)
]
, (5.91)
the asymptotic expansion of Wν− 12 (x) (5.73) and of the ratio Wν− 12 (x)/Uν− 12 (x) can be found:
Wν− 12 (x) =
cot θ
2r
{
sin2 θ − 2ςµR+ sin
2 θ
8r2
[
12 + 2ςµR(1− 5 sin2 θ)− 45 cos2 θ + 35 cos4 θ]+O(r−4)},
Wν− 12 (x)
Uν− 12 (x)
=
pi cot θ
2r
e−2r−2ν ln tan
θ
2 (sin2 θ − 2ςµR)
[
1− cos
2 θ + 12ςµR
12r
+O(r−2)
]
. (5.92)
Eqs. (5.43) can then be used to obtain the following expansions:
1
Uν− 12 (x)
I+
ν− 12
(xρ) =
e−2r
r sin θ
[
1− cos
2 θ + 2ςµR
2r
+  sin2 θ − r2 cos2 θ + . . .
]
, (5.93a)
Wν− 12 (x)
Uν− 12 (x)
I−
ν− 12
(xρ) =
cot2 θ
2r2
e−2r(sin2 θ − 2ςµR)
[
1 +
sin2 θ − 2ςµR
2r
+ (1 + sin2 θ)− r2 cos2 θ + . . .
]
, (5.93b)
Wν− 12 (x)
Uν− 12 (x)
I×
ν− 12
(xρ) =
cot θ
2r2
e−2r(sin2 θ − 2ςµR)
[
1− cos
2 θ + 2ςµR
2r
+  sin2 θ − r2 cos2 θ + . . .
]
. (5.93c)
The presence of powers of sin θ in the denominators of Eqs. (5.93) seems to imply that IMIT,+00 and I
MIT,−
10 are
divergent at the lower limit of the integral with respect to θ in (5.78) (after changing to the polar coordinates (5.31)).
However, this apparent divergence arises from the replacement of the integrands in (5.78) with their expansions for
large arguments and orders and then integrating over the whole of the upper half-plane. This apparent divergence
is not a property of the exact IMIT,+00 and I
MIT,−
10 since the region of integration in (5.78) is not in fact the whole
of the upper half-plane. Furthermore, examining the powers of r in Eqs. (5.93) and performing the integral over r
(after changing to polar coordinates), both IMIT,+00 and I
MIT,−
10 diverge as 
−1 for  → 0. They therefore make only
subleading contributions to the asymptotic behaviour of the expectation values Eqs. (5.77).
The other relevant IMIT,∗`n (see Eq. (5.77)) are manifestly finite for  > 0 and can be analysed using the same
techniques as in Sec. V B 3 b:
IMIT,+20 =
1
4pi2R43
[
1− ςµR +O(2)] ,
IMIT,−30 =
1
60pi2R43
[
1− 5ςµR+ ( 1714 − 92 ςµR+ 5µ2R2) +O(−2)] ,
IMIT,×21 =
1
60pi2R43
[
1− 5ςµR− ( 27 − 3ςµR− 5µ2R2) +O(−2)] . (5.94)
The Casimir divergence can now be computed by substituting the above results in Eqs. (5.77):
〈ψψ〉MITCas =
ς
4pi2R33
[1− ςµR + . . .] , (5.95a)
〈T τˆτˆ 〉
MIT
Cas =−
1
120pi2R43
[
1 + 10ςµR+ 
(
17
14 −
9
2
ςµR− 10µ2R2
)
+ . . .
]
, (5.95b)
〈T ρˆρˆ 〉
MIT
Cas
=
1
120pi2R42
[
1− 5ςµR+  ( 177 − 9ςµR+ 10µ2R2)+ . . .] , (5.95c)
〈T ϕˆϕˆ 〉
MIT
Cas
=
1
60pi2R43
[
1− 5ςµR+  ( 57 − 2ςµR+ 5µ2R2)+ . . .] , (5.95d)
and 〈T zˆzˆ 〉
MIT
Cas = 〈T τˆτˆ 〉
MIT
Cas . The terms of order 
−1 coming from IMIT,+00 and I
MIT,−
10 make no contribution to the
expressions (5.95).
It can be checked that Eqs. (5.95) satisfy Eq. (4.35). The expressions (5.95) are accurate to leading and next-
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to-leading orders in terms of the distance to the bound-
ary (i.e. terms of order O(2) have been neglected in
the brackets). Our results reduce to those presented in
Ref. [12] if next-to-leading order terms are ignored, ς is
set to 1 and the sign of 〈ψψ〉MITCas is inverted.
The most significant feature of the asymptotic results
(5.95) is that the divergence as → 0 of the nonzero com-
ponents of the SET is one inverse power of  smaller than
the divergence in the corresponding expectation values
for spectral boundary conditions, given in Eqs. (5.46).
Furthermore, the rate of divergence of the Casimir ex-
pectation values of the SET in Eq. (5.95) is the same as
that for a quantum scalar field [5]. We will discuss these
observations further in Sec. V D. On the other hand, the
divergence of the FC for a massive fermion field with MIT
bag boundary conditions (5.95a) is one inverse power of 
larger than for a massive fermion field satisfying spectral
boundary conditions (5.46a).
c. Numerical results. In Fig. 11, we compare the
asymptotic results in Eqs. (5.95) with numerical eval-
uations of the Casimir expectation values Eqs. (5.77) for
massless fermions µR = 0 and massive fermions with
µR = 2. As discussed in Sec. III C, for a massless fermion
field the energy spectrum of modes is independent of the
choice of ς = ±1. Therefore, in the massless case, ς only
influences the sign of the FC, hence the plots do not show
separate curves for ς = 1 and −1 in this case. However,
there are significant differences when massive fermions
are considered between the cases corresponding to the
two values of ς, which are represented using separate
curves in Fig. 11. From (5.95), it is clear that the sign
of the Casimir divergence has a complicated dependence
on both ς and the fermion mass µ. For all expectation
values, we therefore plot the logarithm of the magnitude
of the relevant quantity, as a function of ρ/R on a linear
scale in the left-hand column and as a function of the
logarithm of −1 in the right-hand column.
All the Casimir expectation values shown in Fig. 11
are finite inside the cylinder. Their magnitudes are
monotonically increasing as ρ increases and diverge on
the boundary as ρ → R. Unlike the results for spec-
tral boundary conditions shown in Fig. 10, for MIT bag
boundary conditions we find that the expectation val-
ues of the components of the SET have larger magni-
tude close to the boundary for massive fermions than for
massless fermions. Furthermore, these magnitudes near
the boundary are larger for ς = −1 than for ς = 1.
In Fig. 11, we have also plotted the asymptotic results
(5.95) as thin solid curves. Some of the asymptotic for-
mulae (5.95) have zeros, resulting in breaks in the curves.
In all cases studied, we find excellent agreement near the
boundary between the numerical results of computing
the Casimir expectation values (5.77) and the asymptotic
forms (5.95).
D. Comparison between the spectral and MIT
models
In this section we have studied Casimir expectation
values for fermions contained within a cylinder of ra-
dius R. The fermions satisfy either spectral or MIT bag
boundary conditions on the surface of the cylinder. We
now focus on the Casimir expectation value of the stress-
energy tensor (SET) 〈Tαˆσˆ〉Cas and compare our results
with those for a quantum scalar field inside a cylinder
[5].
For a quantum fermion field satisfying spectral bound-
ary conditions, Eqs. (5.46) show that, 〈Tτˆ τˆ 〉spCas =〈Tzˆzˆ〉spCas and 〈Tϕˆϕˆ〉spCas diverge like −4 as  → 0 and the
boundary of the cylinder is approached. The remaining
nonzero component of the SET, 〈Tρˆρˆ〉spCas, diverges like
−3. For MIT bag boundary conditions, from Eqs. (5.95),
all nonzero components of the SET diverge less rapidly,
〈Tτˆ τˆ 〉MITCas = 〈Tzˆzˆ〉MITCas and 〈Tϕˆϕˆ〉MITCas diverging as −3 and
〈Tρˆρˆ〉MITCas as −2. For a quantum scalar field, the rates
of divergence of the nonzero components of the SET are
the same as those for a fermion field satisfying MIT bag
boundary conditions [5].
In order to understand these different behaviours, we
perform a separate asymptotic analysis following the
method of Ref. [26], applied to a cylindrical boundary.
The analysis of Ref. [27] gives the leading order diver-
gence of the nonzero components of the SET with respect
to an inertial coordinate system to be
〈Tµν 〉Cas = Adiag
(−−3, −2, 2−3,−−3) , (5.96)
where  (5.33) is the distance to the boundary located at
ρ = R and A is a constant. These results are obtained
for a four-dimensional space-time under the assumptions
that the SET is a fully local tensor with vanishing trace
(i.e. corresponding to a conformal field). The general re-
sults (5.96) match those for a massless fermion field sat-
isfying MIT bag boundary conditions, given in Eq. (5.95)
and Ref. [12].
However, for spectral boundary conditions, the diver-
gence of the SET is one inverse power of  larger than that
in (5.96). We attribute this discrepancy to the nonlocal
nature of the spectral boundary conditions. As discussed
in Sec. III B, the spectral boundary conditions arise from
considering the Fourier transform of the fermion field,
and taking the Fourier transform is a nonlocal operation.
In Ref. [26] it is assumed that the boundary conditions on
the field are local in nature, which means that the anal-
ysis leading to (5.96) is not valid for spectral boundary
conditions. On the other hand, the MIT bag boundary
conditions (3.28) are entirely local, and so the analysis of
Ref. [27] is applicable.
If, instead of (5.96), we set the leading order divergence
of the nonzero components of the SET to be −u, where
u is an arbitrary positive number, the results of Ref. [26]
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FIG. 11. Casimir expectation values for MIT bag boundary conditions. The left column presents the logarithm of the absolute
value of the FC 〈ψψ〉MITCas (first line) and of the nonzero components of the SET 〈Tαˆσˆ〉MITCas (lines 2-4) as functions of the scaled
radial coordinate ρ/R, so that the boundary of the cylinder is at ρ/R = 1. The right column shows the same quantities, but
as functions of the logarithm of the inverse distance −1 (5.33) to the boundary. The plots compare the results for massless
(blue dashed curves) and massive (purple and red dot-dashed and dotted curves) fermions to the asymptotic results (dark thin
curves) in Eqs. (5.95).
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can be generalized to:
〈Tµν 〉Cas = Adiag
(
− −u+1, 2
u− 2
−u+2,
2−u+1,−−u+1
)
. (5.97)
The case u = 4 recovers Eq. (5.96), while the u = 5 case
is in agreement with the results that we obtain using the
spectral model.
VI. CONCLUSIONS
In this paper, we have studied a quantum fermion field
enclosed inside a cylinder in Minkowski space-time. On
the boundary of the cylinder, we have considered spec-
tral [8] and MIT bag [9, 10] boundary conditions on the
fermion field. Our main focus has been the construction
of rigidly-rotating vacuum and thermal states for the sys-
tem inside the cylinder. We have also studied the Casimir
expectation values (i.e. expectation values in the vacuum
state of the bounded system with respect to the vacuum
state of the unbounded system). When the boundary is
placed on or inside the speed of light surface (SOL), the
Minkowski and rotating vacua coincide. Furthermore,
rigidly-rotating thermal states are also regular for both
the spectral and the MIT bag models.
Our results show that the thermal expectation values
(t.e.v.s) of the fermion condensate (FC), neutrino parity-
violating charge current (CC) and stress-energy tensor
(SET) exhibit qualitative differences between the spec-
tral and the MIT models. Explicitly, the t.e.v. of the FC
vanishes for massless fermions obeying spectral boundary
conditions, while in the MIT case, it is nonzero and its
sign depends on the parameter ς (ς = 1 and −1 for the
MIT [9] and chiral [10] cases). Conversely, the t.e.v. of
the FC vanishes on the boundary in the MIT case, while
it remains finite for the spectral model. The t.e.v. of the
CC is negative on the rotation axis in both models, but
its value on the boundary is positive in the spectral case,
while in the MIT case, the t.e.v. of the CC vanishes only
on the boundary. Finally, the t.e.v. of Tϕˆϕˆ vanishes on
the boundary in the spectral case, while in the MIT case,
it stays positive.
There are also qualitative differences in the Casimir di-
vergence on the boundary in the spectral and MIT mod-
els. The Casimir divergence of the SET in the spectral
model is more rapid than in the MIT model, apparently
contradicting the general analysis in Ref. [27]. We at-
tribute this behaviour to the nonlocal nature of the spec-
tral boundary conditions, which violate the assumptions
fundamental to the analysis of Ref. [27]. In addition, the
coefficient of the leading order of the Casimir divergence
is independent of the mass in the spectral case, while
in the MIT case, it depends both on the mass and on
the sign of the parameter ς. As in the thermal case, the
Casimir expectation value of the FC is zero for vanish-
ing mass in the spectral case, while in the MIT case, it
depends on the sign of ς. Furthermore, the Casimir di-
vergence of the FC is more rapid in the MIT case than
in the spectral case.
Our main conclusion is that by enclosing the quantum
fermion field inside a time-like boundary in Minkowski
space-time, with the boundary placed such that there is
no SOL, regular rigidly-rotating thermal states can be
constructed. Similar conclusions for a quantum scalar
field were reached in Ref. [5]. Inserting a time-like bound-
ary in Minkowski space-time is a little artificial, so one
might instead consider a quantum field on anti-de Sitter
(adS) space-time, where the boundary of the space-time
itself is time-like. Recently it has been shown that, for
a quantum scalar field on adS, if there is no SOL then
the rigidly-rotating vacuum is identical to the nonrotat-
ing vacuum [28], as happens for a quantum scalar field
inside a cylinder on Minkowski space-time [5]. This sug-
gests that regular rigidly-rotating thermal states should
exist on adS if the angular speed is sufficiently small that
there is no SOL. Whether the same result is true for
a quantum fermion field remains an open question, to
which we plan to return in a future publication (we have
recently studied the nonrotating vacuum for a quantum
fermion field on adS [29]).
Rigidly-rotating thermal states on Minkowski space-
time can also be considered as toy models for the con-
struction of the Hartle-Hawking state [30] on rotating
black hole space-times. The Hartle-Hawking state de-
scribes a quantum field in thermal equilibrium at the
Hawking temperature of the black hole. Many qual-
itative features of rigidly-rotating thermal states on
Minkowski space-time carry over to the Hartle-Hawking
state. For example, rigidly-rotating thermal states for
a quantum scalar field are irregular everywhere on the
unbounded Minkowski space-time [5], while the Hartle-
Hawking state cannot be defined on the Kerr space-time
for a quantum scalar field [31–33]. For fermion parti-
cles, there exist Hartle-Hawking-like states which exhibit
a divergent behaviour as the SOL is approached but are
regular inside the SOL [34]. This behaviour is also recov-
ered when rigidly rotating thermal states on unbounded
Minkowski space-time are considered [1].
Removing the space-time beyond the SOL is suffi-
cient to ensure the regularity of rigidly-rotating thermal
states on unbounded Minkowski space or Hartle-Hawking
states on Kerr space-time. In Ref. [5], rigidly-rotating
thermal states for a quantum scalar field on Minkowski
space-time are constructed for a system enclosed inside
a boundary located on or inside the SOL. Similarly, a
Hartle-Hawking-like state for a quantum scalar field is
constructed in Ref. [35] for a Kerr black hole placed in-
side a spheroidal boundary. The corresponding situation,
on Kerr space-time, of a quantum fermion field inside a
spheroidal boundary is currently under investigation [36].
It will be interesting to compare the t.e.v.s computed in
this paper with those for a Hartle-Hawking-like state for
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a quantum fermion field on the Kerr space-time with the
boundary present.
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Appendix A: Asymptotic expansions of modified
Bessel functions
At fixed order ν, the asymptotic expansion of the mod-
ified Bessel functions as their argument α goes to infinity
is [37, 38]:
Iν(α) =
eα√
2piα
[
1− η − 1
8α
+
(η − 1)(η − 9)
2!(8α)2
+O(α−3)
]
,
(A1a)
Kν(α) =
e−α√
2α/pi
[
1 +
η − 1
8α
+
(η − 1)(η − 9)
2!(8α)2
+O(α−3)
]
,
(A1b)
where
η = 4ν2. (A2)
The uniform asymptotic expansions of the modified
Bessel functions as both the order ν and the argument x
are allowed to increase take the following form [26, 38],
where we have introduced the polar coordinates r and θ,
defined in Eq. (5.31):
Iν(x) =
er+r cos θ ln tan
θ
2√
2pir
[
1 +
3− 5 cos2 θ
24r
+
81− 462 cos2 θ + 385 cos4 θ
1152r2
+O(r−3)
]
, (A3a)
Kν(x) =
e−r−r cos θ ln tan
θ
2√
2r/pi
[
1− 3− 5 cos
2 θ
24r
+
81− 462 cos2 θ + 385 cos4 θ
1152r2
+O(r−3)
]
. (A3b)
For the analysis of the Casimir divergence in Sec. V, the asymptotic expansions of the following combinations are
required. These can be calculated using Eqs. (A3):
I−
ν− 12
(x) =
cot θ
pir
e2r+2r cos θ ln
sin θ
1+cos θ
[
1 +
1 + 5 sin2 θ
12r
+
1
2r2
(
1− 29
12
cos2 θ +
205
144
cos4 θ
)
+O(r−3)
]
, (A4a)
I+
ν− 12
(x) =
1
pir sin θ
e2r+2r cos θ ln
sin θ
1+cos θ
[
1 +
cos2 θ
12r
+
cos2 θ
8r2
(
1− 35
36
cos2 θ
)
+O(r−3)
]
, (A4b)
I×
ν− 12
(x) =
1
pir
e2r+2r cos θ ln
sin θ
1+cos θ
[
1− 5 cos
2 θ
12r
− cos
2 θ
2r2
(
1− 205
144
cos2 θ
)
+O(r−3)
]
, (A4c)
Kν− 12 (x)
Iν− 12 (x)
=
pi sin θ
1 + cos θ
e−2r−2r cos θ ln
sin θ
1+cos θ
[
1 +
5 cos2 θ
12r
− cos θ
2r2
(
1− 5
4
cos2 θ − 25
144
cos4 θ
)
+O(r−3)
]
. (A4d)
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