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Abstract. We consider the sharp interface limit of the Allen-Cahn equation
with homogeneous Neumann boundary condition in a two-dimensional domain
Ω, in the situation where an interface has developed and intersects ∂Ω. Here
a parameter ε > 0 in the equation, which is related to the thickness of the
diffuse interface, is sent to zero. The limit problem is given by mean curvature
flow with a 90◦-contact angle condition and convergence using strong norms
is shown for small times. Here we assume that a smooth solution to this
limit problem exists on [0, T ] for some T > 0 and that it can be parametrized
suitably. With the aid of asymptotic expansions we construct an approximate
solution for the Allen-Cahn equation. In order to estimate the difference
of the exact and approximate solution we use a spectral estimate for the
linearized Allen-Cahn operator.
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1 Introduction
Let Ω ⊆ RN be a bounded, smooth and connected domain and ε > 0 be a small parameter.
For uε : Ω× [0, T ]→ R we consider the Allen-Cahn equation with homogeneous Neumann
boundary condition
∂tu
ε −∆uε + 1
ε2
f ′(uε) = 0 in QT := Ω× [0, T ], (1.1)
∂νu
ε = 0 on ∂QT := ∂Ω× [0, T ], (1.2)
uε|t=0 = uε0 in Ω, (1.3)
where f is a suitable smooth double well potential with wells of equal depth, e.g.
f(u) = 18(1− u2)2. The precise assumptions are
f ∈ C∞(R), f ′(±1) = 0, f ′′(±1) > 0,
∫ u
−1
f ′ =
∫ u
1
f ′ > 0 for all u ∈ (−1, 1).
The Allen-Cahn equation was originally introduced by Allen and Cahn [6] to describe
the evolution of antiphase boundaries in certain polycrystalline materials. The equation
is mainly motivated by the following fact: It is the (by 1ε accelerated) L2-gradient flow of
the Ginzburg-Landau energy
Eε(uε) =
∫
Ω
ε
2 |∇u
ε|2 + 1
ε
f(uε) dx.
From both the equations (fast reaction, slow diffusion) and the energy functional (solutions
behave in such a way that the energy is non-increasing in time) one sees that typically
2
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after a short time Ω will be partitioned into subdomains where uε is near ±1 and
transition zones develop where |∇uε| is large. Heuristically (or in sufficiently smooth
cases) the thickness of these zones is proportional to ε, so for ε→ 0 we should obtain
sharp interfaces evolving in time. Both from the theoretical and numerical point of view
the understanding of such limits is of great importance, cf. e.g. Caginalp, Chen [9] and
Caginalp, Chen, Eck [10]. For the evolution of the limit interface in our case, formal
asymptotic analysis suggests the mean curvature flow, and, if there is boundary contact,
a 90°-contact angle, cf. Rubinstein, Sternberg, Keller [25]. There are several rigorous
results supporting this:
Using a maximum principle and constructing sub- and supersolutions, there are Chen
[11] and Evans, Soner, Souganidis [17]. For global in time results one has to use some
weak formulation, as viscosity in [17] and varifold solutions in Ilmanen [20]. In the latter
case only convergence of a subsequence can be shown. Furthermore, Saez studied the
sharp interface limit of the Allen-Cahn equations in [26]. But there is a severe gap in
central part of the proof of the main result. More precisely, on page 372 in [26] a subset
of a sequence space is considered and it is concluded that it is the whole space since it
is open and closed. But the topology is not specified such that the sequence space is
connected and the conclusions hold. E.g. the one used in [27] does not work since it is
not connected.
On the other hand there is the general method by de Mottoni and Schatzman [14]: In
the RN -case they show convergence using strong norms for times when a smooth solution
to mean curvature flow exists. This also works when the interface is strictly contained in
Ω. The strategy is as follows:
1. Construct an approximate solution (uεA)ε∈(0,ε0] to (1.1)-(1.3) using asymptotic
expansions based on the solution to the mean curvature flow.
2. Estimate the difference of the approximate and exact solution using a spectral
estimate for the (at uεA(., t) linearized) Allen-Cahn operator −∆ + 1ε2 f ′′(uεA(., t))
for all t ∈ [0, T ]. Here one multiplies the difference of the equations with uεA − uε,
integrates and applies a Gronwall-type argument.
This method also yields the typical profile of the solution which is not the case in the
other papers mentioned above. It does not make use of a comparison principle and can
be applied to other diffuse interface models as well: With general spectrum estimates in
Chen [12] this method was successfully applied to the Cahn-Hilliard equation by Alikakos,
Bates, Chen [5], to the phase-field equations by Caginalp, Chen [9], the mass-conserving
Allen-Cahn equation by Chen, Hilhorst, Logak [13], the Cahn-Larché system by Abels,
Schaubeck [2] and a Stokes/Allen-Cahn system by Abels, Liu [1]. See also Schaubeck
[28] for a result on a convective Cahn-Hilliard equation.
It should be mentioned that the papers by Chen, Hilhorst, Logak [13] and Abels, Liu [1]
also yield results for the Allen-Cahn equation with strictly contained interface by simple
modifications. The asymptotic expansion is much simpler than in de Mottoni, Schatzman
[14]: in both papers a “stretched variable”-technique going back to Caginalp, Chen, Eck
[10] is used. Moreover, the spectrum estimate as well as the difference estimate in [1] is
more refined, thus lowering the number of terms needed in the asymptotic expansion and
providing also estimates for first order derivatives. These results have in common that
3
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the interface is strictly contained in Ω.
The goal of this paper is to apply this strategy to the Allen-Cahn equation in the case
of boundary contact. For simplicity we restrict to two dimensions, N = 2. Given a
smooth, compact, embedded and non-closed curve Γ0 ⊆ Ω intersecting ∂Ω at the two
endpoints orthogonally, we assume that there is a T > 0 such that there is a smooth
solution Γ := ⋃t∈[0,T ] Γt×{t} to the mean curvature flow with 90°-contact angle condition
starting from Γ0 and that it can be parametrized suitably with an X0 : I × [0, T ]→ Ω
where I := [−1, 1]. See Section 2.2 for the precise assumptions.
To construct an approximate solution to (1.1)-(1.3) we need a boundary layer expansion
near the contact points because of the Neumann boundary condition. Therefore, based
on a work by Vogel [31], in Section 2.2 we construct suitable curvilinear coordinates (r, s)
with values in (−2δ, 2δ)× I describing an open neighbourhood of Γ in Ω× [0, T ]. Here r
has the role of a signed distance function and s is like a tangential variable. Then the
inner and boundary layer expansions can be compared effectively. For the inner expansion
in Subsection 3.1, we proceed similarly as in [13] or [1] using the “stretched variable”-idea,
ignoring the Neumann boundary condition. Here some results from ODE-theory are
needed, which are summarized in Subsection 2.3. In Section 3.2, for the boundary layer
expansion at the contact points, the “stretched variable”-approach is combined with
scaling the tangential variable, similarly to Alikakos, Chen, Fusco [4]. Therefore we need
to solve a model problem on R2+ which is done in part 2.4. Using finitely many terms in
the expansions, we obtain a candidate for an approximate solution (uεA)ε>0 in Subsection
3.3 by gluing them together.
Having the form of the approximate solution, for ε ∈ (0, ε0] and ε0 > 0 small we prove a
spectral estimate in Section 4 which looks similar to that in Abels, Liu [1], Section 2.7.
By localization it will suffice to prove the estimate for parts of Ω near the contact points;
denote them by ΩB±t , t ∈ [0, T ] for now. For the boundary parts an idea from Alikakos,
Chen, Fusco [4] is used: For t ∈ [0, T ] we construct a suitable approximation φεA(., t) to
the first eigenfunction of −∆ + 1
ε2 f
′′(uεA(., t)) with homogeneous Neumann boundary
condition and decompose H1(ΩB±t ) = V ±ε,t ⊕ (V ±ε,t)⊥ orthogonally in L2(ΩB±t ), where V ±ε,t
consists of tangential variations a±(s(., t))φεA(., t), where a± is in H1 on a fixed suitable
interval. Then the associated bilinear form is analyzed on V ±ε,t × V ±ε,t, V ±ε,t × (V ±ε,t)⊥ and
(V ±ε,t)⊥ × (V ±ε,t)⊥.
Using the spectral estimate, we are able to prove a difference estimate in Section 5
similarly as in Section 5.2 in [1]. Altogether we obtain a convergence result in Section
6 by showing that our approximate solution satisfies the conditions for the difference
estimate.
Acknowlegdement: The second author gratefully acknowledges support through DFG,
GRK 1692 “Curvature, Cycles and Cohomology” during parts of the work.
2 Preliminaries
2.1 Notation
Let N be the natural numbers and N0 := N ∪ {0}. The Euclidean norm in Rn, n ∈ N
is denoted by |.|. The differential operators ∇,div and D2 always act only on spatial
variables. The evaluation of a function f at some point x is often denoted by f |x. Let
4
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X be a set and Y a normed space. Then the set of bounded functions f : X → Y is
denoted by B(X,Y ).
2.2 Curvilinear Coordinates
Let Ω ⊆ RN , N = 2 be a smooth, bounded and connected domain with outer unit
normal N∂Ω. In this section we show the existence of a curvilinear coordinate system
describing a neighbourhood of an evolving hypersurface1 in Ω that meets the boundary
∂Ω orthogonally and can be parametrized suitably. More precisely let I := [−1, 1],
X0 : I× [0, T ]→ Ω be smooth such that X0((−1, 1), t) ⊆ Ω and X0(., t) is injective for all
t ∈ [0, T ] as well as ∂sX0(s, t) 6= 0 for all (s, t) ∈ I × [0, T ]. Since continuous bijections of
compact into Hausdorff topological spaces are homeomorphisms, we know that X0(., t) is
an embedding and Γt := X0(I, t) is a manifold with boundary for all t ∈ [0, T ]. Moreover,
Γ :=
⋃
t∈[0,T ]
Γt × {t}
is an evolving hypersurface and X0 := (X0,prt) : I × [0, T ]→ Γ is a homeomorphism.
We define smooth tangent and normal fields on Γt by
~τ(s, t) := ∂sX0(s, t)|∂sX0(s, t)| and ~n(s, t) :=
(
0 1
−1 0
)
~τ(s, t) for all (s, t) ∈ I × [0, T ].
Due to Depner, Lemma 2.40 the corresponding normal velocity is given by
VΓt(s) = V (s, t) = ~n(s, t) · ∂tX0(s, t) for (s, t) ∈ I × [0, T ].
Moreover, let H(s, t) := HΓt(s) for (s, t) ∈ I × [0, T ] be the curvature.
Additionally, let ∂Γt ⊆ ∂Ω and Γt ⊥ ∂Ω for all t ∈ [0, T ]. We set p±(t) := X0(±1, t)
and p±(t) := (p±(t), t) for t ∈ [0, T ] which are the contact points. Guided by Vogel [31],
Proposition 3.1 we obtain coordinates describing a neighbourhood of Γ in Ω× [0, T ]:
Theorem 2.1 There is a δ > 0 and a smooth [−δ, δ]×I×[0, T ] 3 (r, s, t) 7→ X(r, s, t) ∈ Ω
with the following properties: X := (X,prt) is a homeomorphism onto a neighbourhood
of Γ in Ω× [0, T ], the inverse is smooth and
Γ(η) := X((−η, η)× I × [0, T ])
is an open neighbourhood of Γ in Ω× [0, T ] for η ∈ (0, δ]. Moreover, X coincides with the
usual tubular neighbourhood coordinate system for s ∈ [−1 + δ0, 1− δ0] for some δ0 > 0
small, X|r=0 = X0 and X(r, s, t) ∈ ∂Ω if and only if s ∈ {±1}. Furthermore
|∇r|2|Γ = 1, ∂r(|∇r|2 ◦X)|r=0 = 0 and ∇r · ∇s|Γ = 0.
Moreover, we can choose ∇s ◦ X0 = ∂sX0/|∂sX0|2 and ∇r ◦ X0 = ~n. Then it holds
V = −∂tr ◦X0 and H = −∆r ◦X0.
A similar theorem should hold also in higher dimensions and for other contact angles.
1 Cf. Depner [15], Definition 2.31.
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Remark 2.2 1. There are unique Q±T open and connected in QT = Ω× [0, T ] such
that QT = Q−T ∪Q+T ∪ Γ and sign r = ±1 on Q±T ∩ Γ(2δ). Moreover, we set
Γ(η, µ) := X((−η, η)× (−µ, µ)× [0, T ]),
Γ±(η, µ) := X((−η, η)×±(1− µ, 1)× [0, T ])
for η ∈ (0, δ] and µ ∈ (0, 1). For t ∈ [0, T ] fixed let Γt(η),Γt(η, µ) and Γ±t (η, µ) be
the respective sets intersected with R2 × {t} and then projected to R2.
2. For ψ : Γ(η)→ R, η ∈ (0, δ] sufficiently smooth we define the tangential and normal
derivative by ∇τψ := ∂s(ψ ◦X) ◦X−1∇s and ∂nψ := ∂r(ψ ◦X) ◦X−1, respectively.
In the part of Γ(2δ) where the coordinate system is the orthogonal one, these
definitions coincide with the ones in Abels, Liu [1]:
∇τψ = ∇s|∇s|
∇s
|∇s| · ∇ψ and ∂nψ = ∇r · ∇ψ on Γ(η, 1− δ0).
This follows from ∇ψ|X = ∇r|X∂r(ψ ◦X) +∇s|X∂s(ψ ◦X). For t ∈ [0, T ] fixed
and ψ : Γt(η) → R smooth enough, we define ∇τψ and ∂nψ analogously. In the
orthogonal case similar identities as above hold.
3. We define Jt(r, s) := detD(r,s)X(r, s, t) for (r, s, t) ∈ [−δ, δ]× I × [0, T ]. From the
proof of Theorem 2.1 it follows that Jt(r, s)−2 =
[|∇r|2|∇s|2 − (∇r · ∇s)2] |X(r,s,t),
in particular Jt(0, s) = |∂sX0(s, t)| for all (s, t) ∈ I × [0, T ].
4. For convenience we choose X0 such that
|∂sX0(s, t)| = L(t)2 :=
1
2
∫ 1
−1
|∂sX0(s, t)| ds for all (s, t) ∈ I × [0, T ],
in particular constant in s for fixed t. Then Theorem 2.1 yields for t ∈ [0, T ]:
Jt(0, s) =
L(t)
2 , |∇s| ◦X0 =
2
L(t) , (N∂Ω · ∇s)|p±(t) = ±
2
L(t) . (2.1)
Proof. Given an arbitrary X0 as above, this can be achieved as follows: we consider
B : I × [0, T ]→ I : (s, t) 7→ 2
L(t)
∫ s
−1
|∂sX0(σ, t)| dσ − 1.
Then B is smooth and ∂sB > 0. Hence B(., t) is invertible for all t ∈ [0, T ] and the
inverse mapping theorem applied to a smooth extension of (B, prt) on I × [0, T ]
yields the smoothness of the inverse in (s, t) and hence X˜0(s, t) := X0(B(., t)−1|s, t)
is the desired parametrization. 
As a starting point for the proof of Theorem 2.1 we show in the following lemma, that
there are graph descriptions of ∂Ω viewed from the tangential planes at the contact
points p±(t), t ∈ [0, T ] in uniform neighbourhoods.
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∂Ω
Γt
p±(t) + R~n(±1, t)
p±(t) + R~τ(±1, t)
R±η (t)
p±(t)
Figure 1: Lemma 2.3
Lemma 2.3 There is an η > 0 and w± : Bη(0)× [0, T ]→ R smooth such that
(−η, η) = Bη(0) 3 r 7→ p±(t) + r~n(±1, t) + w±(r, t)~τ(±1, t)
describes ∂Ω in the square R±η (t) := p±(t) +Bη(0)~n(±1, t) +Bη(0)~τ(±1, t) and it holds
w±(0, t) = ∂rw±(0, t) = 0 for all t ∈ [0, T ]. Cf. Figure 1 for a sketch of the situation.
Proof. Let us fix t0 ∈ [0, T ]. Then there is a graph parametrization of ∂Ω in a neighbour-
hood of p±(t0) with a γ : Bδ0(0) ⊆ R→ R in the (~n, ~τ)(±1, t0)-coordinate system based
at p±(t0). The boundary points will stay nearby for small time variations: If ε > 0 is
small, then
x±(t) := (p±(t)− p±(t0)) · ~n(±1, t0) ∈ Bδ0/2(0) for all t ∈ Bε(t0) ∩ [0, T ].
The idea is to invert the projection of ∂Ω to the tangent space based at p±(t). Therefore
we consider the smooth mapping F± : Bδ0/2(0)× (Bε(t0) ∩ [0, T ])→ R defined by
F±(x, t) :=
[
(x+ x±(t))~n(±1, t0) + γ(x+ x±(t))~τ(±1, t0)
] · ~n(±1, t).
Since ∂xF±(0, t) 6= 0 for all t ∈ Bε(t0) ∩ [0, T ], the inverse mapping theorem applied
to a smooth extension of (F±,prt) and a compactness argument for the domain of the
inverse yields that there is an η > 0 such that for all t ∈ Bε(t0) ∩ [0, T ] there is an open
neighbourhood Vt of 0 such that F±(., t) : Vt → Bη(0) is a smooth diffeomorphism and
Bη(0)× (Bε(t0) ∩ [0, T ])→ R : (r, t) 7→ F±(., t)−1|r
is smooth. By construction
w± : Bη(0)× (Bε(t0) ∩ [0, T ])→ R : (r, t) 7→ (id, γ)(F±(., t)−1|r) · ~τ(±1, t)
has the claimed properties for t ∈ Bε(t0) ∩ [0, T ] after possibly shrinking η. Finally,
compactness of [0, T ] implies the Lemma. 
Proof of Theorem 2.1. The idea for the definition of X is to extend the mapping
7
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in Lemma 2.3 such that it coincides with the usual tubular neighbourhood coordinate
system outside a neighbourhood of the boundary and such that all the claimed properties
are satisfied.
Therefore we first consider the construction of the latter coordinate system in Hilde-
brandt [18], Chapter 4.6. Observe that X0 can be extended smoothly to an X˜0 with
analogous properties defined on an open neighbourhood I˜ × (−ε, T + ε) of I × [0, T ]
and hence Γ is compactly contained in a smooth manifold Γ˜ = ⋃t∈[0,T ] Γ˜t × {t} that is
parametrized via X˜0. Similar ideas as in the proof of Lemma 2.3 above yield local graph
parametrizations for Γ˜t as in Lemma 1 in Hildebrandt [18], Chapter 4.6, viewed from
the tangent planes in squares of uniform width around every point in X˜0(I0, t) for all
t ∈ [0, T ] and an I ⊆ I0 ⊆ I˜ open. Therefore the construction in [18], Satz 1 in Chapter
4.6, yields that for all δ ∈ (0, δ0], where δ0 > 0 is small but independent of t, it holds that
(−δ, δ)× I0 3 (r, s) 7→ X˜0(s, t) + r~n(s, t) ∈ R2 is a diffeomorphism onto its image (denote
it by Sδ(t)) and Sδ(t) ∩ Ω = Bδ(Γ˜t) ∩ Ω for all t ∈ [0, T ]. Now we fix δ0 > 0 small.
We choose η > 0 small such that R±η (t) is contained in Sδ0(t), the assertions of Lemma 2.3
are fulfilled and Γ˜t ∩R±η (t) has a graph parametrization in the square R±η (t) viewed from
the tangent plane for all t ∈ [0, T ]. See figure 2 for a sketch of the situation. Moreover,
∂Ω
Γ˜t
p±(t) + R~n(±1, t)
p±(t) + R~τ(±1, t)
R±η (t)
p±(t)
Sδ0(t)
X0(s, t) + R~n(s, t)
Figure 2: Construction of curvilinear coordinates
by shrinking η we can assume2 that the intersections of ∂Ω and Γ˜t with the square lie in
η
2 -strips, respectively, i.e.
∂Ω ∩R±η (t) ⊆ R±η/4(t) + R~n(±1, t) and Γ˜t ∩R±η (t) ⊆ R±η/4(t) + R~τ(±1, t)
for all t ∈ [0, T ] and the angles between the tangent vectors of ∂Ω∩R±η (t) and Γ˜t∩R±η (t),
respectively, can be made smaller than an arbitrary fixed α > 0.
Now we define X. Because of uniform continuity we can choose an ε > 0 such that for
all s ∈ I with |s∓ 1| ≤ ε and t ∈ [0, T ] it holds X0(s, t) ∈ R±η/2(t). Let χ : I → [0, 1] be a
smooth cutoff-function with χ = 1 for |s ∓ 1| ≤ ε2 and χ = 0 for |s| ≤ 1 − ε. Then we
define ~T := χ~τ and for δ ∈ (0, η]
X(r, s, t) := X0(s, t) + r~n(s, t) + w(r, s, t)~T (s, t) for (r, s, t) ∈ [−δ, δ]× I × [0, T ],
2 Cf. Lemma 1 and Lemma 2 in Hildebrandt [18], Chapter 4.6.
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where w(r, s, t) := wsign(s)(r, t). In the following we show that the properties in the
theorem are satisfied if δ > 0 is small and α > 0 above was chosen properly. X is smooth
and we compute
∂rX(r, s, t) = ~n(s, t) + ∂rw(r, s, t)~T (s, t),
∂sX(r, s, t) = ∂sX0(s, t) + r∂s~n(s, t) + w(r, s, t)∂s ~T (s, t)
(2.2)
for (r, s, t) ∈ [−δ, δ]× I × [0, T ]. If |s| ≤ 1− ε, then X coincides with the usual tubular
neighbourhood coordinate system, ∂rX(r, s, t) = ~n(s, t) and ∂sX(r, s, t) = ∂sX0(s, t). By
uniform continuity and because of w = ∂rw = 0 for r = 0, the perturbation terms for
|s∓ 1| ≤ ε are estimated by an arbitrary small constant c0 > 0 if δ > 0 is small. If c0 is
small enough, then ](∂rX(r, s, t), ~n(±1, t)) ≤ 2α and ](∂sX(r, s, t), ~τ(±1, t)) ≤ 2α for
all s ∈ I such that X0(s, t) ∈ R±η (t). Hence, if α > 0 was chosen sufficiently small, X
is injective by a contradiction argument using the Fundamental Theorem of Calculus.
Moreover, X maps to Ω× [0, T ], DX(r, s, t) is invertible for all (r, s, t) ∈ [−δ, δ]×I× [0, T ]
and thus X is a homeomorphism onto its image. The inverse mapping theorem applied to
a smooth extension of X implies smoothness of the inverse. Next, we prove that the image
is indeed a neighbourhood of Γ in Ω× [0, T ]. Therefore we observe that w±(r, t) = O(r2)
because of a Taylor expansion and hence
sdistΓ˜t(X(r, s, t)) = r +O(r2),
where sdistΓ˜t : Sδ0(t)∩Ω→ R is the signed distance function to Γ˜t with respect to ~n(., t),
cf. [18], Chapter 4.6. Thus for all δ > 0 small we have
Bδ/2(Γ˜t) ∩ Ω ⊆ Γt(δ) = X([−δ, δ]× I, t) ⊆ B3δ/2(Γ˜t) ∩ Ω.
Therefore Γ(δ) is a neighbourhood of Γ in Ω× [0, T ] for all δ > 0 small and one can prove
that it is open in Ω× [0, T ].
It remains to prove the explicit identities in Theorem 2.1. We have
((D(r,s)X)>D(r,s)X)−1 =
(
|∇r|2 ∇r · ∇s
∇r · ∇s |∇s|2
)∣∣∣∣∣
X
,
(
a b
b c
)
:= (D(r,s)X)>D(r,s)X.
Using (2.2) and that ~T , ∂sX0, ∂s~n are tangential, we obtain a = 1 + (∂rw)2|~T |2,
b = w∂s ~T · ~n+ ∂rw∂sX0 · ~T + r∂rw∂s~n · ~T + w∂rw∂s ~T · ~T ,
c = |∂sX0|2 + r2|∂s~n|2 + w2|∂s ~T |2 + 2(r∂sX0 · ∂s~n+ w∂sX0 · ∂s ~T + rw∂s~n · ∂s ~T ).
The inverse can be computed explicitly. Since w = ∂rw = 0 for r = 0, it follows that
a|(0,s,t) = 1, b|(0,s,t) = 0 and c|(0,s,t) = |∂sX0(s, t)|2 for (s, t) ∈ I × [0, T ]. Therefore
|∇r|2|Γ = 1, ∇r · ∇s|Γ = 0 and |∇s| ◦X0 = 1/|∂sX0|.
Moreover, with d := ac− b2 we obtain ∂r(|∇r|2 ◦X) = (d∂rc− c∂rd)/d2,
∂r((∇r · ∇s) ◦X) = −d∂rb− b∂rd
d2
and ∂r(|∇s|2 ◦X) = d∂ra− a∂rd
d2
.
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We have ∂ra|(0,s,t) = 0, ∂rb|(0,s,t) = ∂2rw|(0,s,t)∂sX0 · ~T |(s,t) and ∂rc|(0,s,t) = 2∂sX0 ·∂s~n|(s,t)
for (s, t) ∈ I × [0, T ]. Hence ∂kr d|(0,s,t) = ∂kr c|(0,s,t), k = 0, 1 and ∂r(|∇r|2 ◦X)|(0,s,t) = 0,
∂r((∇r · ∇s) ◦X)|(0,s,t) =
−∂2rw|(0,s,t)∂sX0 · ~T |(s,t)
|∂sX0|2|(s,t)
and ∂r(|∇s|2 ◦X)|(0,s,t) = −2∂sX0 · ∂s~n|(s,t)/|∂sX0|4|(s,t) for all (s, t) ∈ I × [0, T ].
Finally, we show that for the coordinate system constructed above the additional proper-
ties are satisfied. Because of (2.2) we have for all (s, t) ∈ I × [0, T ]
D(r,s)X|(0,s,t) =
(
~n, ∂sX0
)
|(s,t), (D(r,s)X|(0,s,t))−1 =
(
~n>
∂sX
>
0 /|∂sX0|2
)
|(s,t).
This shows ∇r ◦ X0 = ~n and ∇s ◦ X0 = ∂sX0/|∂sX0|2. Furthermore, the chain rule
applied to r = r(X(r, s, t), t) yields
V (s, t) = ∂tX|(0,s,t) · ~n(s, t) = −∂tr|(X(0,s,t),t) for (s, t) ∈ I × [0, T ].
Well-known formulas for the mean curvature, cf. e.g. Depner [15], Chapter 2.1, imply
HΓt(s) = −div
( ∇r
|∇r|
)
|(X0(s,t),t) = −
( ∆r
|∇r| −
1
|∇r|3∇r
>D2r∇r
)
|(X0(s,t),t)
for (s, t) ∈ I × [0, T ]. The second term vanishes because of D2r∇r = 12∇(|∇r|2) and
∂r(|∇r|2 ◦X)|(0,s,t) = ∂s(|∇r|2 ◦X)|(0,s,t) = 0 for (s, t) ∈ I × [0, T ].
With |∇r|2|Γ = 1 we get H(s, t) = −∆r|(X0(s,t),t) for (s, t) ∈ I × [0, T ]. 
2.3 Results from ODE-Theory
In this section we review results needed from ODE-theory. Let
f ∈ C∞(R), f ′(±1) = 0, f ′′(±1) > 0,
∫ u
−1
f ′ =
∫ u
1
f ′ > 0 for all u ∈ (−1, 1).
Schaubeck [28], Lemma 2.6.1 yields
Lemma 2.4 The system
−w′′ + f ′(w) = 0, w(0) = 0, lim
z→±∞w(z) = ±1
has exactly one solution θ0 ∈ C2(R). Moreover, θ0 is smooth, θ′0 > 0 and it holds
Dkz (θ0 ∓ 1)(z) = O(e−α|z|) for z → ±∞ and all k ∈ N0, α ∈ (0,min{
√
f ′′(±1)}).
We call θ0 the optimal profile. A rescaled version will be the typical profile of the
solutions across the interface. If f is even, then θ0 is even, θ′0 is odd and θ′′0 even etc.
The linearization at θ0, i.e. L := − d2dz2 + f ′′(θ0) will appear in the asymptotic expansion,
too. In the next lemma we recall some properties of L viewed as an unbounded operator
on L2(R).
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Lemma 2.5 The operator L : H2(R) ⊆ L2(R)→ L2(R) is selfadjoint, non-negative and
the set σ(L) ∩ (−∞,min{f ′′(±1)}) lies in the discrete spectrum, i.e. consists only of
isolated eigenvalues with finite algebraic multiplicity. The lowest eigenvalue is 0 and kerL
is spanned by θ′0. Moreover, with (kerL)⊥ := {w ∈ L2(R) : (w, θ′0)L2(R) = 0} it holds
0 < ν2 := inf
w∈H2(R)∩(kerL)⊥
(Lw,w)L2(R) = inf
w∈H1(R)∩(kerL)⊥
∫
R
|w′|2 + f ′′(θ0)|w|2 dz.
Proof. Because f ′′(θ0) is bounded from below, the Lax-Milgram Theorem and regularity
theory imply that σ(L) is bounded from below, in particular ρ(L) ∩ R 6= ∅. Since L is
densely defined and symmetric, it follows that L is selfadjoint. Pankov [22], Theorem
8.20 implies that σ(L) ∩ (−∞,min{f ′′(±1)}) is contained in the discrete spectrum. In
particular λ0 := inf σ(L) is an isolated eigenvalue with finite algebraic multiplicity. Reed,
Simon [23], Theorem XIII, 48 yields that λ0 is simple and corresponding eigenfunctions
have a sign. Since Lθ′0 = 0, θ′0 > 0 by Lemma 2.4 and because eigenfunctions to distinct
eigenvalues are orthogonal, by contradiction it follows that λ0 = 0 and the eigenspace
kerL is spanned by θ′0. This yields that L is non-negative because of Hislop, Sigal [19],
Proposition 5.12 (or Werner [32], Aufgabe VII.5.24 on p.383). One can directly show
that L˜ := L|(kerL)⊥ : H2(R) ∩ (kerL)⊥ → (kerL)⊥ is selfadjoint and σ(L) = σ(L˜) ∪ {0}.
Since 0 is not an eigenvalue of L˜ and isolated points of σ(L˜) are eigenvalues because of
Hislop, Sigal [19], Proposition 6.4, we obtain that σ(L˜) = σ(L)\{0} and hence ν2 > 0
with [19], Proposition 5.12. The last identity for ν2 follows with a density argument and
integration by parts. 
The following lemma is concerned with the solvability of the equation, which is ob-
tained by linearization at θ′0. The result follows from the proof of Schaubeck [28], Lemma
2.6.2.
Lemma 2.6 Let A ∈ C0(R) with limz→±∞A(z) = A± ∈ R. Then
−w′′ + f ′′(θ0)w = A in R, w(0) = 0 (2.3)
has a solution w ∈ C2(R) ∩ C0b (R) if and only if
∫
RAθ
′
0 dz = 0. Moreover, if this is the
case, then w is unique and satisfies
Dlz
[
w − A
±
f ′′(±1)
]
= O(e−α|z|) for z → ±∞, l = 0, 1, 2.
Furthermore, if U ⊆ Rd and A : R×U → R, A± : U → R are smooth (i.e. locally smooth
extendible) and it holds uniformly in U :
Dmx D
l
z
[
A(z, .)−A±] = O(e−α|z|) for z → ±∞, m = 0, ...,M, l = 0, ..., L,
for some M,N ∈ N0, then w : R × U → R, where w(., x) is the solution of (2.3) for
A(., x) for all x ∈ U , is also smooth and it holds uniformly in U :
Dmx D
l
z
[
w(z, .)− A
±
f ′′(±1)
]
= O(e−α|z|) for z → ±∞, m = 0, ...,M, l = 0, ..., L+ 2.
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2.4 Model Problem on R2+
The arguments in this section are motivated by the brief sketch of the proof for Lemma
2.1 in Alikakos, Chen and Fusco [4]. For the boundary layer expansion we need to solve
the following model problem on R2+: We consider
(−∆ + f ′′(θ0(R)))u(R,H) = G(R,H) for (R,H) ∈ R2+, (2.4)
−∂Hu|H=0(R) = g(R) for R ∈ R. (2.5)
In Section 2.4.1 we show existence and uniqueness of weak solutions. The Lax-Milgram
Theorem cannot be applied directly since coercivity fails. Therefore we split L2(R2+)
and L2(R) into θ′0-L2(R)-orthogonal parts and use the Lax-Milgram Theorem for the
orthogonal parts. For the parallel parts it turns out that for suitable G, g satisfying the
compatibility condition∫
R2+
G(R,H)θ′0(R) d(R,H) +
∫
R
g(R)θ′0(R) dR = 0
there is an explicit solution formula. For more regular data we apply regularity theory.
Moreover, in Subsection 2.4.2 we prove pointwise exponential decay of the solution u and
its derivatives for appropriate data. Here the basic idea is to consider H 7→ ‖u(., H)‖L2(R)
and R 7→ ‖u(R, .)‖L2(R+) and to derive ordinary differential inequalities where possible.
Then, if G, g are suitable, we can show by contradiction estimates of type
‖u(., H)‖L2(R) ≤ Cue−νH f.a.a. H ∈ R+, ‖u(R, .)‖L2(R+) ≤ Cue−ν|R| f.a.a. R ∈ R,
where ν ∈ (0,√ν2) and ν2 is as in Lemma 2.5. Then by differentiating and rearranging
the equations and by interpolation we get similar estimates for the derivatives if the data
are appropriate. With embeddings we also obtain pointwise estimates. Finally, in Section
2.4.3 we consider the case when G, g also depend on t ∈ [0, T ].
2.4.1 Weak Solutions and Regularity
Let us start with the definition of weak solution:
Definition 2.7 Let G ∈ L2(R2+) and g ∈ L2(R). Then u ∈ H1(R2+) is called weak
solution of (2.4)-(2.5) if for all ϕ ∈ H1(R2+) it holds that
a(u, ϕ) :=
∫
R2+
∇u ·∇ϕ+f ′′(θ0(R))uϕd(R,H) =
∫
R2+
Gϕd(R,H)+
∫
R
g(R)ϕ|H=0(R) dR.
For the following we need to know how Lebesgue and Sobolev spaces behave on product
sets. This is the content of
Lemma 2.8 Let Ω1 ⊆ Rn,Ω2 ⊆ Rm for n,m ∈ N be measurable.
1. Let f ∈ Lp(Ω1 × Ω2) for some p ∈ [1,∞). Then f(x1, .) ∈ Lp(Ω2) f.a.a. x1 ∈
Ω1, Tf : Ω1 → Lp(Ω2) : x1 7→ f(x1, .) is strongly measurable and belongs to
Lp(Ω1, Lp(Ω2)). Furthermore, T : Lp(Ω1 × Ω2)→ Lp(Ω1, Lp(Ω2)) is an isometric
isomorphism.
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2. If Ω1,Ω2 are open, then W 1p (Ω1 × Ω2) ∼= Lp(Ω1,W 1p (Ω2)) ∩W 1p (Ω1, Lp(Ω2)) for
p ∈ (1,∞) according to the above isomorphism. Moreover, the derivatives in the
respective spaces are compatible and analogous assertions hold for higher orders.
3. For f ∈W kp (Ω1) and g ∈W kp (Ω2), p ∈ [1,∞], k ∈ N0 it holds that
(f ⊗ g)(x1, x2) := f(x1)g(x2)
is well-defined f.a.a. (x1, x2) ∈ Ω1 × Ω2, f ⊗ g ∈W kp (Ω1 × Ω2), the derivatives are
natural and ‖f⊗g‖Wkp (Ω1×Ω2) ≤ Ck,p‖f‖Wkp (Ω1)‖g‖Wkp (Ω2). In case Ω1 = R,Ω2 = R+
and k = 1, p ∈ [1,∞) the trace is tr∂R2+(f ⊗ g) = g(0)f .
Proof. The first two assertions follow with ideas on p.40 in Růžička [24] and p.199 in
Schweizer [29]. The third claim can be proven directly with the definitions. 
Regarding weak solutions we have the following theorem:
Theorem 2.9 Let G ∈ L2(R2+) and g ∈ L2(R). Then it holds:
1. a : H1(R2+)×H1(R2+)→ R is not coercive.
2. If G(., H), g ⊥ θ′0 f.a.a. H > 0 in L2(R), then there is a weak solution u with
u(., H) ⊥ θ′0 f.a.a. H > 0 and it holds ‖u‖H1(R2+) ≤ C(‖G‖L2(R2+) + ‖g‖L2(R)).
3. Weak solutions are unique.
4. If Gθ′0 ∈ L1(R2+) and u is a weak solution with ∂Hu θ′0 ∈ L1(R2+), then the following
compatibility condition holds:∫
R2+
G(R,H)θ′0(R) d(R,H) +
∫
R
g(R)θ′0(R) dR = 0. (2.6)
5. If Gθ′0 ∈ L1(R2+), then G˜(H) := (G(., H), θ′0)L2(R) is well defined f.a.a. H > 0 and
G˜ ∈ L1(R+) ∩ L2(R+). Moreover, with β := ‖θ′0‖−1L2(R) we have the decomposition
G = G˜(H)β2θ′0(R) +G⊥(R,H), g = (g, θ′0)L2(R)β2θ′0(R) + g⊥(R) (2.7)
for some G⊥ ∈ L2(R2+), g⊥ ∈ L2(R) with G⊥(., H), g ⊥ θ′0 in L2(R) f.a.a. H > 0.
6. If ‖G(., H)‖L2(R) ≤ Ce−νH f.a.a. H > 0 and a constant ν > 0, then Gθ′0 ∈ L1(R2+).
Let G˜ be defined as in 4. and the compatibility condition (2.6) hold. Then
u˜(R,H) := −β2
∫ ∞
H
∫ ∞
H˜
G˜(Hˆ) dHˆ dH˜ θ′0(R) (2.8)
is well defined f.a.a. (R,H) ∈ R2+, u˜ ∈W 21 (R2+)∩H2(R2+) and u˜ is a weak solution
of (2.4)-(2.5) for G−G⊥, g − g⊥ in (2.7) instead of G, g.
In Theorem 2.9, 6. weaker conditions on G should be enough, but later we are just
interested in smooth and exponentially decaying data anyway. Altogether we obtain
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Corollary 2.10 1. Let g ∈ L2(R), G ∈ L2(R2+) with ‖G(., H)‖L2(R) ≤ Ce−νH f.a.a.
H > 0 and let (2.6) hold. Then there is a unique weak solution of (2.4)-(2.5).
2. Let m ∈ N0 and u ∈ H1(R2+) be a weak solution of (2.4)-(2.5) for G ∈ Hm(R2+),
g ∈ Hm+ 12 (R), then u ∈ Hm+2(R2+) ↪→ Cm,γ(R2+) for all γ ∈ (0, 1) and it holds
‖u‖Hm+2(R2+) ≤ Cm(‖G‖Hm(R2+) + ‖g‖Hm+12 (R) + ‖u‖H1(R2+)).
Proof. The first part directly follows from Theorem 2.9. For the second assertion, we
apply Triebel [30], Theorem 2.7.2 to obtain a g ∈ Hm+2(R2+) with (−∂Hg)|H=0 = g and
‖g‖Hm+2(R2+) ≤ C‖g‖Hm+12 (R). Subtracting g from u and using standard regularity theory,
we get u ∈ Hm+2(R2+) and the estimate. 
Proof of Theorem 2.9. Ad 1. We consider smooth cut-off functions χn : R+ → [0, 1]
for n ∈ N with |χ′n| ≤ C, χn = 1 for H ≤ n and χn = 0 for H ≥ n + 1. If a would be
coercive on H1(R2+), then for some c > 0
a(θ′0(R)χn(H), θ′0(R)χn(H)) =
∫
R2+
(θ′0χ′n)2 +
[
(θ′′0)2 + f ′′(θ0)θ′20
]
χ2n d(R,H) =
=
∫
R
(θ′0)2 dR
∫
R+
(χ′n)2 dH ≥ c
∫
R
(θ′0)2 dR
∫
R+
χ2n dH,
where we used integration by parts with respect to R ∈ R in the second term. This is a
contradiction for n→∞. 1.
Ad 2. Let G ∈ L2(R2+), g ∈ L2(R) with G(., H), g ⊥ θ′0 in L2(R) f.a.a. H > 0. In
order to show existence of a weak solution we apply the Lax-Milgram Theorem to
V := {u ∈ H1(R2+) : u(., H) ⊥ θ′0 in L2(R) f.a.a. H > 0}, the bilinear form
a : V × V → R : (u, v) 7→
∫
R2+
∇u · ∇v + f ′′(θ0(R))uv d(R,H)
and x′ ∈ V ′ defined by x′(v) := ∫R2+ Gv + ∫R g(R)v|H=0(R) dR for all v ∈ V . First of all,
V is a Hilbert space as closed subspace of H1(R2+). Here closedness follows from Lemma
2.8, 1. and linearity of (., θ′0)L2(R) : L2(R)→ R. Boundedness of a can be shown directly
and coercivity on V follows from
a(v, v) = ‖∂Hv‖2L2(R2+) +
∫ ∞
0
∫
R
(∂Rv)2 + f ′′(θ0(R))v2 dRdH ≥
≥ ‖∂Hv‖2L2(R2+) + δ(‖∂Rv‖
2
L2(R2+)
−max |f ′′(θ0)|‖v‖2L2(R2+)) + (1− δ)ν2‖v‖
2
L2(R2+)
≥
≥ c‖v‖2H1(R2+)
for all v ∈ V and a c > 0 if δ > 0 is sufficiently small, where we used Fubini’s Theorem and
Lemma 2.5. Therefore the Lax-Milgram Theorem implies that there is a unique u ∈ V
such that a(u, ϕ) = x′(ϕ) for all ϕ ∈ V and that the estimate holds. Hence u satisfies the
definition of weak solution for all ϕ ∈ V . For ϕ ∈ H1(R2+) let ϕ˜(H) := (ϕ(., H), θ′0)L2(R)
f.a.a. H > 0. By Lemma 2.8 we have that ϕ˜ ∈ H1(R+) and
ϕ = ϕ˜(H)β2θ′0(R) + ϕ⊥ with ϕ⊥ ∈ H1(R2+) such that ϕ⊥(., H) ⊥ θ′0 f.a.a. H > 0.
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Since the definition of weak solution is linear in ϕ, we only have to verify it for the
parallel part, i.e. we need to show∫
R2+
∂Hu ∂H ϕ˜(H)θ′0(R) + ∂Ru ϕ˜(H)θ′′0(R) + f ′′(θ0(R))u ϕ˜(H)θ′0(R) d(R,H) =
=
∫
R2+
Gϕ˜(H)θ′0(R) d(R,H) +
∫
R
g(R)ϕ˜(0)θ′0(R) dR.
The right hand side is zero because of the orthogonality condition for G, g. The second
and the last term on the left hand side cancel since we can apply integration by parts
in R for the second part and use θ′′′0 = f ′′(θ0)θ′0. Moreover, Lemma 2.8 and linearity of
(., θ′0)L2(R) : L2(R)→ R imply
0 = d
dH
(u(., H), θ′0)L2(R) = (∂Hu(., H), θ′0)L2(R) f.a.a. H > 0.
By Fubini’s Theorem the first term vanishes. Hence u is a weak solution. 2.
Ad 3. Due to linearity it is enough to prove uniqueness for weak solutions u to the data
G, g = 0. Given such a u, let us insert ϕ = u in the Definition 2.7 of weak solution. This
implies
‖∂Hu‖L2(R2+) +
∫
R2+
(∂Ru)2 + f ′′(θ0(R))u2 dRdH = 0.
Because of Fubini’s Theorem, Lemma 2.5 and Lemma 2.8 the second integral is non-
negative. This yields ∂Hu = 0 and from Lemma 2.8 we obtain that u(., H) ∈ L2(R) is
constant inH > 0. Thus u = 0, otherwise we get a contradiction to u ∈ L2(R+, L2(R)).3.
Ad 4. Let Gθ′0 ∈ L1(R2+) and u be a weak solution such that ∂Hu θ′0 ∈ L1(R2+). Moreover,
let χn : R+ → [0, 1] be as in the proof of 1. Then by inserting ϕ = χn(H)θ′0(R) in the
definition of weak solution we obtain∫
R2+
(∂Ruθ′′0 + f ′′(θ0)uθ′0)χn + ∂Huχ′nθ′0 d(R,H) =
∫
R2+
Gθ′0χn d(R,H) +
∫
R
gθ′0 dR.
The first term on the left hand side vanishes since we can apply integration by parts in R
and the second term converges to 0 for n→∞ because of the Dominated Convergence
Theorem since ∂Huθ′0 ∈ L1(R2+). Because of Gθ′0 ∈ L1(R2+) the latter theorem applied to
the first integral on the right hand side yields the compatibility condition (2.6). 4.
Ad 5. Let G ∈ L2(R2+) with Gθ′0 ∈ L1(R2+), g ∈ L2(R) and G˜(H) := (G(., H), θ′0)L2(R)
for H > 0. By Fubini’s Theorem G˜ is well-defined a.e. on R+ and belongs to L1(R+).
G˜ ∈ L2(R+) follows from Lemma 2.8, 1. and linearity of (., θ′0)L2(R) : L2(R) → R. We
define G⊥ and g⊥ according to equations (2.7). The claimed properties can be directly
verified. 5.
Ad 6. Let G ∈ L2(R2+) with ‖G(., H)‖L2(R) ≤ Ce−νH for C, ν > 0 and g ∈ L2(R).
First, we show Gθ′0 ∈ L1(R2+). Because of Lemma 2.8, 1. and since multiplica-
tion with θ′0 gives a bounded, linear operator from L2(R) to L1(R), we know that
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R+ 3 H 7→ G(., H)θ′0 ∈ L1(R) is strongly measurable. The estimate for G ensures
Gθ′0 ∈ L1(R+, L1(R)) ∼= L1(R2+).
Therefore we can define G˜,G⊥ and g⊥ as in 4. We show that u˜ defined via (2.8) is
well-defined. Since G˜ ∈ L1(R+) ∩ L2(R+) and |G˜(H)| ≤ Ce−νH f.a.a. H > 0, we obtain∫ ∞
H
G˜(Hˆ) dHˆ =
∫ ∞
0
G˜(Hˆ) dHˆ −
∫ H
0
G˜(Hˆ) dHˆ ∈W 11 (R+) ∩H1(R+) w.r.t. H
with derivative −G˜. Analogously,∫ ∞
H
∫ ∞
H˜
G˜(Hˆ) dHˆ dH˜ ∈W 21 (R+) ∩H2(R+) w.r.t. H
and the derivative is given by − ∫∞H G˜(Hˆ) dHˆ. Since θ′0 ∈W 21 (R) ∩H2(R), Lemma 2.8,
3. yields u˜ ∈W 21 (R2+) ∩H2(R2+) and we can explicitly calculate the derivatives. One can
directly verify that (−∆ + f ′′(θ0))u˜ = β2θ′0G˜. Moreover, let the compatibility condition
(2.6) hold. Then
−∂H u˜|H=0 = −β2θ′0
∫ ∞
0
G˜(Hˆ) dHˆ = −β2θ′0
∫
R2+
Gθ′0 d(R,H) = β2(g, θ′0)L2(R)θ′0.
Therefore u˜ is a strong solution of (2.4)-(2.5) for G−G⊥, g− g⊥ instead of G, g and thus
a weak solution because of integration by parts. 6.
2.4.2 Exponential Decay Estimates
We need the following auxiliary lemma:
Lemma 2.11 Let f, g ∈ H1(R2+) and define h(H) :=
∫
R(fg)(R,H) dR for H > 0. Then
h is well-defined a.e. on R+, h ∈ W 11 (R+) and h′(H) =
∫
R(∂Hfg + f∂Hg)(R,H) dR.
The analogous assertion holds for the other variable.
Proof. The Hölder inequality implies fg ∈ L1(R2+) and Fubini’s Theorem shows that
h ∈ L1(R+). One can verify the definition of weak derivative via density of C∞(0)(R2+)-
functions in H1(R2+), integration by parts and Fubini’s Theorem, where we define
C∞(0)(R2+) := {ϕ|R2+ : ϕ ∈ C
∞
0 (R2)}. Similarly, this can be done for the other variable. 
Theorem 2.12 Let g ∈ H 12 (R), G ∈ L2(R2+) and ‖G(., H)‖L2(R) ≤ Ce−νH f.a.a. H > 0,
where ν ∈ (0,√ν2). Moreover, let the compatibility condition (2.6) hold. Then by
Corollary 2.10 there is a unique solution u ∈ H2(R2+) of (2.4)-(2.5). It holds
1. ‖u(., H)‖L2(R) ≤ Cue−νH f.a.a. H ∈ R+.
2. If ‖G(R, .)‖L2(R+), |g(R)| ≤ Ce−ν|R| f.a.a. R ∈ R, then ‖u(R, .)‖L2(R+) ≤ Cue−ν|R|
f.a.a. R ∈ R.
For 2. the compatibility condition (2.6) is not needed, if we require the existence of a
weak solution u ∈ H2(R2+) instead.
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Proof. Ad 1. We consider w(H) := ‖u(., H)‖L2(R) for H > 0. Lemma 2.11 yields
w2 ∈W 21 (R+) ↪→ C1b (R+), in particular w ∈ C0b (R+) and w is C1 on {w > 0} with
∂Hw(H) =
1
w(H)
∫
R
(∂Huu)(R,H) dR, ∂H(
1
w
)(H) = −∂Hw(H)
w(H)2 for w(H) > 0,
where the integral belongs to W 11 (R+) ↪→ C0b (R+). Therefore for c0 > 0 arbitrary, it
follows that w, 1w ∈ C1b ({w > c0}). This implies w ∈ W 21 ((0, R0) ∩ {w > c0}) for all
R0 > 0 with
∂2Hw(H) =
w(H)
∫
R(∂2Huu+ (∂Hu)2)(R,H) dR− 1w(H)(
∫
R(∂Huu)(R,H) dR)2
w2(H)
f.a.a. H ∈ (0,∞) ∩ {w > c0}. The Hölder inequality yields∣∣∣∣∫
R
(∂Huu)(R,H) dR
∣∣∣∣ ≤ ‖∂Hu(., H)‖L2(R)w(H) f.a.a. H > 0.
Hence we obtain
∂2Hw(H) ≥
1
w(H)
∫
R
(∂2Huu)(R,H) dR f.a.a. H ∈ (0,∞) ∩ {w > c0}.
We can assume G(., H), g ⊥ θ′0 in L2(R) f.a.a. H > 0, because G⊥, g⊥ in Theorem
2.9, 4. admit the same properties as G, g in the formulation of Theorem 2.12 and the
parallel part u˜ of u from Theorem 2.9, 6. has the claimed exponential decay. Now we use
∂2Hu = −G + f ′′(θ0)u − ∂2Ru. By Theorem 2.9, 2. we have u(., H) ⊥ θ′0 f.a.a. H ∈ R+.
Hence Lemma 2.8 and Lemma 2.5 imply∫
R
(f ′′(θ0(R))u− ∂2Ru)u(R,H) dR ≥ ν2w2(H) f.a.a. H > 0.
Moreover, the Hölder inequality yields | ∫R(Gu)(R,H) dR| ≤ Ce−νHw(H) f.a.a. H > 0.
Thus
−∂2Hw(H) + ν2w(H) ≤ Ce−νH f.a.a. H ∈ (0,∞) ∩ {w > c0},
where c0 > 0 was arbitrary.
To derive an estimate from this ordinary differential inequality, we compare it with a
function that satisfies equality. One can directly verify that
w˜(H) := C−ν2 + ν2 e
−νH + w(0)e−
√
ν2H
is such a function and w˜(0) = C−ν2+ν2 + w(0) > w(0). The following arguments are
motivated by Bartels [7], Appendix B. For E := w− w˜ ∈ C0b (R+) we have to show E ≤ 0.
Assume there is an x ≥ 0 such that E(x) > 0. Since E(0) < 0, x must be larger than zero.
Let (α, β) be the maximal interval around x such that E|(α,β) > 0, where 0 < α < β ≤ ∞.
By continuity E(α) = 0. For finite β˜ ∈ (α, β] we have
w|[α,β˜] ≥ w˜|[α,β˜] ≥
C
−ν2 + ν2 e
−νβ˜ =: 2c0(β˜).
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The above arguments with c0 = c0(β˜) imply w ∈W 21 ((α, β˜)) and −∂2Hw + ν2w ≤ Ce−νH
on (α, β˜). Therefore E ∈ W 21 ((α, β˜)) with E′′ ≥ ν2E ≥ 0 and hence E′ ≥ E′|α ≥ 0 on
[α, β˜] for all finite β˜ ∈ (α, β], where we used that E is C1 in a neighbourhood of α. This
yields
E ≥ E(x) > 0 on [x, β˜] for all finite β˜ ∈ (x, β].
Necessarily β = ∞ and E ≥ E(x) > 0 on [x, β). Since w˜(H) H→∞−→ 0, this implies the
existence of an H0 > 0 such that w ≥ 12E(x) > 0 on [H0,∞) which is a contradiction to
w2 ∈W 21 (R+). Hence w(H) ≤ w˜(H) ≤ Cue−νH for all H ∈ R+. 1.
Ad 2. Let ‖G(R, .)‖L2(R+), |g(R)| ≤ Ce−ν|R| f.a.a R ∈ R and w(R) := ‖u(R, .)‖L2(R+)
for R ∈ R. Analogously as in the first part it follows that w2 ∈ W 21 (R) ↪→ C1b (R), in
particular w ∈ C0b (R) and w is C1 on {w > 0} with
∂Rw(R) =
1
w(R)
∫
R+
∂Ruu(R,H) dH.
Similarly as before w, 1w ∈ C1b ({w > c0}) for all c0 > 0 and w ∈W 21 ((−R0, R0)∩{w > c0})
for all R0 > 0 and it holds
∂2Rw(R) ≥
1
w(R)
∫
R+
∂2Ruu(R,H) dH f.a.a. R ∈ {w > c0}.
Now we use the equation ∂2Ru = −G+ f ′′(θ0)u− ∂2Hu. First of all, the Hölder inequality
yields ∣∣∣∣∣
∫
R+
Gu(R,H) dH
∣∣∣∣∣ ≤ Ce−ν|R|w(R) f.a.a. R ∈ R.
Moreover,
∫
R+ f
′′(θ0(R))u(R,H)2 dH = f ′′(θ0(R))w2(R) f.a.a. R ∈ R and
−
∫
R+
∂2Huu(R,H) dH =
∫
R+
(∂Hu)2(R,H) dH + (∂Huu)|H=0(R),
where the latter identity can be shown by multiplying with η = η(R) ∈ C∞0 (R), integration
over R ∈ R, integration by parts and the Fundamental Theorem of Calculus of Variations.
Altogether we obtain
−∂2Rw(R)+f ′′(θ0(R))w(R) ≤ Ce−ν|R|−
1
w(R)
(∫
R+
(∂Hu)2(R,H) dH + (∂Huu)|H=0(R)
)
f.a.a. R ∈ {w > c0}. To simplify the last two terms, we use
|trH=0u(R)|2 ≤ 2w(R)‖∂Hu(R, .)‖L2(R+) f.a.a. R ∈ R,
which follows from u(R, 0)2 = 2
∫∞
0 ∂Huu(R,H) dR for u ∈ C∞(0)(R2+), Hölder’s inequality
and a density argument. Young’s inequality and −∂Hu|H=0 = g yields
1
w(R) |∂Huu(R, 0)| ≤
1
w(R)e
−ν|R|(Cδw(R) + δ‖∂Hu(R, .)‖L2(R+)) for δ > 0.
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Furthermore, e−ν|R|‖∂Hu(R, .)‖L2(R+) ≤ 12(e−2ν|R| + ‖∂Hu(R, .)‖2L2(R+)). For small δ the
‖∂Hu(R, .)‖2L2(R+)-term is absorbed and we obtain
−∂2Rw(R) + f ′′(θ0(R))w(R) ≤ c˜e−ν|R| + c
e−2ν|R|
w(R) f.a.a. R ∈ {w > c0}.
To apply the comparison argument, let R0 > 0 such that f ′′(θ0(R)) ≥ ν2 − ε > ν2 for
all |R| ≥ R0. We seek a function w˜ that fulfills equality in R\{0} for f ′′(θ0) replaced by
ν2 − ε with the ansatz w˜(R) = c1e−ν|R|. Equality is equivalent to
ν˜c1 :=
[
−ν2 + ν2 − ε
]
c1 = c˜+
c
c1
⇔ ν˜c21 − c˜c1 − c = 0,
hence satisfied if we choose c1 := c˜+
√
c˜2+4ν˜c
2ν˜ > 0. W.l.o.g. we can assume that
w˜|[−R0,R0] > w|[−R0,R0], otherwise we increase c. Since w˜(R) ≤ w(R) implies 1w(R) ≤ 1w˜(R) ,
for such R we can estimate the right hand side and argue as in the first part to obtain
w ≤ w˜ on R\(−R0, R0). Note that we did not use the compatibility condition (2.6)
explicitly, just (2.4)-(2.5) are needed. 2.
The following theorem is concerned with similar estimates for the derivatives.
Theorem 2.13 Let m ∈ N, G ∈ Hm(R2+), g ∈ Hm+
1
2 (R) and for some ν ∈ (0,√ν2) let
‖∂lR∂kHG(., H)‖L2(R) = O(e−νH) for all 0 ≤ k + l ≤ m. Moreover, let the compatibility
condition (2.6) hold and u ∈ Hm+2(R2+) be the solution of (2.4)-(2.5). Then
1. ‖∂lR∂kHu(., H)‖L2(R) = O(e−νH) for all 0 ≤ k + l ≤ m − 1, if l is odd, and all
0 ≤ k + l ≤ m, if l is even.
2. If ‖∂lR∂kHG(R, .)‖L2(R+), |∂lRg(R)| = O(e−ν|R|) holds for all 0 ≤ k + l ≤ m, then
‖∂lR∂kHu(R, .)‖L2(R+) = O(e−ν|R|)
for all 0 ≤ k + l ≤ m− 1, if k is odd, and all 0 ≤ k + l ≤ m if k is even.
Altogether we obtain
Corollary 2.14 Let G ∈ C∞b (R2+), g ∈ C∞b (R) with |∂αG(R,H)| = O(e−ν(|R|+H)) and
|∂βRg(R)| = O(e−ν|R|) for all α ∈ N20, β ∈ N0, where ν ∈ (0,
√
ν2). Moreover, let the
compatibility condition (2.6) hold. Then the unique solution u ∈ H1(R2+) to (2.4)-(2.5)
satisfies u ∈ C∞b (R2+) and |∂γu(R,H)| = O(e−
ν
2 (|R|+H)) for all γ ∈ N20.
Proof. The assumptions ensure G ∈ Hm(R2+), g ∈ Hm+
1
2 (R) for all m ∈ N0 and Corollary
2.10 implies the existence of a unique solution u ∈ Hm+2(R2+) ↪→ Cm,γ(R2+) of (2.4)-(2.5)
for all m ∈ N0, γ ∈ (0, 1). Moreover, Theorem 2.13 together with H1(Y ) ↪→ C0b (Y ) for
Y ∈ {R,R+} and r =
√
r
√
r for r ∈ R yields the estimate. 
19
2 Preliminaries
Proof of Theorem 2.13. Ad 1. First we consider the case l = 0. Because of Theo-
rem 2.12, 1. we can assume 1 ≤ k ≤ m. In order to apply Theorem 2.12, 1. to ∂kHu we
differentiate through the equations:
−∂2R∂kHu− ∂2+kH u+ f ′′(θ0(R))∂kHu = ∂kHG,
−∂H∂kHu|H=0 = (∂2R∂k−1H u− f ′′(θ0)∂k−1H u+ ∂k−1H G)|H=0 =: gk.
It holds ∂kHG ∈ L2(R2+) and ‖∂kHG(., H)‖L2(R) = O(e−νH). Furthermore, gk ∈ H
1
2 (R)
follows from f ′′(θ0) ∈ C1b (R) and the trace theorem. Therefore Theorem 2.12, 1. yields
‖∂kHu(., H)‖L2(R) = O(e−νH), if we show the associated compatibility condition∫
R2+
∂kHG(R,H)θ′0(R) d(R,H) +
∫
R
gk(R)θ′0(R) dR = 0. (2.9)
Let χn : R+ → [0, 1] for n ∈ N be as in the proof of Theorem 2.9, 1. Then integration by
parts and the Dominated Convergence Theorem yields∫
R2+
∂kHGθ
′
0 d(R,H) = limn→∞
∫
R2+
∂kHGθ
′
0χn d(R,H) =
= lim
n→∞−
∫
R2+
∂k−1H Gθ
′
0χ
′
n d(R,H)−
∫
R
∂k−1H G|H=0θ′0 dR.
The first integral on the right hand side vanishes by the Dominated Convergence Theorem
since ∂k−1H Gθ′0 ∈ L1(R2+), cf. Theorem 2.9, 6. It remains to show∫
R
(∂2R∂k−1H u− f ′′(θ0)∂k−1H u)|H=0(R)θ′0(R) dR = 0.
By density of C∞(0)(R2+) in H3(R2+) one can show (∂2R∂
k−1
H u)|H=0 = d
2
dR2 (∂
k−1
H u|H=0).
Hence integration by parts yields (2.9) and the case l = 0 is done.
For m = 0, 1 there is nothing left to prove. Now let m ≥ 2 and 0 ≤ k ≤ m − 2. Then
differentiating the equation yields
∂2R∂
k
Hu = −∂k+2H u+ f ′′(θ0(R))∂kHu− ∂kHG
and this shows the case l = 2. To cover l = 1 we use the following interpolation inequality:
Integration by parts and the Hölder inequality yield that there is a C > 0 such that
‖u′‖L2(R) ≤ C‖u‖
1
2
L2(R)‖u′′‖
1
2
L2(R) for all u ∈ H2(R).
Since ∂kHu ∈ H2(R2+) ↪→ L2(R+, H2(R)) and the derivatives are compatible because of
Lemma 2.8, it follows that
‖∂R∂kHu(., H)‖L2(R) = O(e−νH) for k = 0, ...,m− 2.
For m = 2, 3 we are done. The general case follows inductively by differentiating the
equation for even l and the interpolation inequality. 1.
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Ad 2. Let additionally ‖∂lR∂kHG(R, .)‖L2(R+), |∂lRg(R)| = O(e−ν|R|) f.a.a. R ∈ R hold for
all 0 ≤ k + l ≤ m. First, we consider the case k = 0. We can assume 1 ≤ l ≤ m because
of Theorem 2.12, 2. Differentiating the equations (2.4)-(2.5) yields
−∂2+lR u− ∂lR∂2Hu+ f ′′(θ0)∂lRu = ∂lRG+
l∑
j=1
(
l
j
)
∂jR(f
′′(θ0))∂l−jR u =: Gk, (2.10)
−∂H∂lRu|H=0 = ∂lRg. (2.11)
For this system we use Theorem 2.12. Note that the corresponding compatibility condition
is not needed. Because of ∂lRg ∈ H
1
2 (R) with |∂lRg(R)| = O(e−ν|R|) and Gk ∈ L2(R2+), it
remains to show
‖Gk(., H)‖L2(R) = O(e−νH) and ‖Gk(R, .)‖L2(R+) = O(e−ν|R|).
For ∂lRG these estimates hold by assumption. Since l − j ≤ m − 1 in (2.10), the first
part yields ‖∂l−jR u(., H)‖L2(R) = O(e−νH) and the (., H)-estimate for Gk follows. Now
the (R, .)-estimates for ∂lRu can be shown inductively with Theorem 2.12.
For m = 0, 1 there is nothing left to prove, thus let m ≥ 2. Next we show all the estimates
for k even. The estimates for k = 2, 0 ≤ l ≤ m− 2 are obtained using the differentiated
equation (2.10). The cases k = 4, 6, ... can be shown inductively by further differentiating
the equation in H.
Now consider the case k = 1 and 0 ≤ l ≤ m− 2. As in the proof of Theorem 2.12, 2. it
follows that f.a.a. R ∈ R
‖∂H∂lRu(R, .)‖2L2(R+) = −
∫
R+
∂2H∂
l
Ru∂
l
Ru(R,H) dH − ∂H∂lRu|H=0(R)∂lRu|H=0(R).
The first term on the right hand side is O(e−2ν|R|) because of Hölder’s inequality and
the estimates proven above. Furthermore, as in the proof of Theorem 2.12, 2. we have
|∂lRu|H=0(R)| ≤ 2
1
2 ‖∂lRu(R, .)‖
1
2
L2(R+)‖∂H∂
l
Ru(R, .)‖
1
2
L2(R+) f.a.a. R ∈ R.
Since ∂H∂lRu|H=0(R) = ∂lRg(R) = O(e−ν|R|) and ‖∂lRu(R, .)‖L2(R+) = O(e−ν|R|), this
yields
‖∂H∂lRu(R, .)‖2L2(R+) ≤ Ce−2ν|R| + Ce−
3
2ν|R|‖∂H∂lRu(R, .)‖
1
2
L2(R+).
Young’s inequality with p = 4, p′ = 43 applied to the last term shows the desired estimate.
For m = 2, 3 we are done, hence let m ≥ 4. The estimates for k = 3, 0 ≤ l ≤ m− 4 follow
from (2.10) after differentiating in H using the previous estimates. The cases k = 5, 7, ...
are obtained inductively by further differentiating in H. 2.
2.4.3 Dependence on Time
In the following theorem we consider the situation when G, g also depend on t ∈ [0, T ].
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Theorem 2.15 Let m,n ∈ N, G ∈ Cn([0, T ], Hm(R2+)), g ∈ Cn([0, T ], Hm+
1
2 (R)) with
‖∂jtG(., H, t)‖L2(R) ≤ Ce−νH f.a.a. H > 0 and all j = 0, ..., n with C > 0 independent
of t ∈ [0, T ]. Moreover, let the compatibility condition (2.6) hold. Then (2.4)-(2.5) has
exactly one solution u ∈ Cn([0, T ], Hm+2(R2+)).
Furthermore, the assertions in Theorem 2.12 and Theorem 2.13 are satisfied for u and
∂jt u, j = 1, ..., n instead of u, when all the estimates are replaced by uniform ones in
t ∈ [0, T ] and, if j = 1, ..., n, G, g are replaced by ∂jtG, ∂jt g.
Proof. For fixed t ∈ [0, T ] Corollary 2.10 yields a unique solution u(t) in Hm+2(R2+)
to (2.4)-(2.5) for (G(t), g(t)) instead of (G, g). We consider the decomposition (2.7)
of G, g in Theorem 2.9, 5. and treat t ∈ [0, T ] as additional parameter. Then G˜ ∈
Cn([0, T ], Hm(R+)), G⊥ ∈ Cn([0, T ], Hm(R2+)) and g⊥ ∈ Cn([0, T ], Hm+
1
2 (R)) because
of Lemma 2.8. By Theorem 2.9 it holds u = u˜+ u⊥, where u˜ is given by (2.8) and u⊥ is
a solution for the orthogonal parts in (2.7). Theorem 2.9, 2. and Corollary 2.10 imply
‖u⊥(., t)‖Hm+2(R2+) ≤ C(‖G
⊥(., t)‖Hm(R2+) + ‖g
⊥(., t)‖
Hm+
1
2 (R)
) for all t ∈ [0, T ].
With difference quotients we obtain u⊥ ∈ Cn([0, T ], Hm+2(R2+)) and ∂jt (u⊥) solves (2.4)-
(2.5) for (∂jtG⊥, ∂
j
t g
⊥), j = 0, ..., n. The Dominated Convergence Theorem yields u˜ ∈
Cn([0, T ], Hm+2(R2+)) and the derivatives are the canonical ones. Altogether we obtain
u ∈ Cn([0, T ], Hm+2(R2+)) and that ∂jt u solves (2.4)-(2.5) for (∂jtG, ∂jt g), j = 0, ..., n.
Since the compatibility condition (2.6) is satisfied for (∂jtG, ∂
j
t g), j = 0, ..., n, we can go
into the proofs of Theorem 2.12 and Theorem 2.13 to get the additional estimates. 
Corollary 2.16 Let G ∈ C∞b (R2+× [0, T ]), g ∈ C∞b (R× [0, T ]) and for all α ∈ N30, β ∈ N20
|∂αG(R,H, t)| ≤ Cαe−ν(|R|+H), |∂βg(R, t)| ≤ Cβe−ν|R| for all (R,H, t) ∈ R2+×[0, T ],
where ν ∈ (0,√ν2). Moreover, let the compatibility condition (2.6) hold. Then the unique
solution u to (2.4)-(2.5) fulfills u ∈ C∞b (R2+ × [0, T ]) and for all γ ∈ N30
|∂γu(R,H, t)| ≤ Cγ,ue− ν2 (|R|+H) for all (R,H, t) ∈ R2+ × [0, T ].
Proof. Because of Lemma 2.8, 2. and embedding theorems the conditions in Theorem
2.15 are satisfied for all m,n ∈ N. Embedding theorems show the smoothness of the
solution and the estimates are obtained as in the proof of Corollary 2.14. 
3 Asymptotic Expansion and Construction of the Approximate
Solution
Let Γ := (Γt)t∈[0,T ] be as in Section 2.1 and δ > 0 such that the assertions of Theorem
2.1 hold for 2δ instead of δ. Based on Γ we construct an approximate solution uεA
to (1.1)-(1.3) with uεA = ±1 on Q±T \Γ(2δ). Therefore we introduce height functions
h1, h2 : I × [0, T ]→ R and define a “stretched variable”
ρε(x, t) :=
r(x, t)
ε
− hε(s(x, t), t) for (x, t) ∈ Γ(2δ), where hε := h1 + εh2.
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The idea is that Γεt := {x ∈ Γt(2δ) : ρε(x, t) = 0} should approximate the zero-level set
of the exact solution uε(., t) at time t ∈ [0, T ]. We do not specify hj |t=0 at this point.
These will be chosen later in a suitable way.
3.1 Inner Expansion
For the inner expansion we consider the following ansatz: Let ε > 0 be small and
uI =
3∑
j=0
εjuIj , u
I
j (x, t) = uˆIj (ρε(x, t), s(x, t), t) for (x, t) ∈ Γ(2δ),
where R×I× [0, T ] 3 (ρ, s, t) 7→ uˆIj (ρ, s, t) ∈ R for j = 0, ..., 3 and we set uˆI :=
∑3
j=0 ε
j uˆIj .
By substituting uI into the Allen-Cahn equation while ignoring the Neumann boundary
condition and expanding up to O(ε) (in order to fulfill the equation up to O(ε2)), we
will derive (s, t)-dependent ODEs in ρ of type as in Lemma 2.6. The corresponding
solvability conditions will yield that Γ should evolve according to mean curvature flow,
the lowest order is given by the optimal profile θ0 and that the height functions should
satisfy non-autonomous parabolic PDEs.
Therefore we need to know how the differential operators act on uI :
Lemma 3.1 Let wˆ : R × I × [0, T ] → R be sufficiently smooth and w : Γ(2δ) → R be
defined by w(x, t) := wˆ(ρε(x, t), s(x, t), t) for all (x, t) ∈ Γ(2δ). Then
∂tw = ∂ρwˆ
[
∂tr
ε
− (∂thε + ∂ts∂shε)
]
+ ∂swˆ ∂ts+ ∂twˆ,
∇w = ∂ρwˆ
[∇r
ε
−∇s∂shε
]
+ ∂swˆ∇s,
∆w = ∂ρwˆ
[∆r
ε
− (∆s∂shε + |∇s|2∂2shε)
]
+ ∂swˆ∆s+ ∂2s wˆ |∇s|2+
+ 2∂ρ∂swˆ∇s ·
[∇r
ε
−∇s∂shε
]
+ ∂2ρwˆ
∣∣∣∣∇rε −∇s∂shε
∣∣∣∣2 ,
where the w-terms on the left hand side and derivatives of r or s are evaluated at
(x, t) ∈ Γ(2δ), the hε-terms at (s(x, t), t) and the wˆ-terms at (ρε(x, t), s(x, t), t).
Proof. This follows directly from the chain rule. 
To derive suitable ODEs from the Allen-Cahn equation ∂tu−∆u+ 1ε2 f ′(u) = 0, we use
Taylor expansions. First let us consider the f ′-part. If the uIj are uniformly bounded,
then for m ∈ N
f ′(uI) = f ′(uI0) +
m∑
k=1
f (k+1)(uI0)
k!
 3∑
j=1
uIjε
j
k +O(εm+1) on Γ(2δ). (3.1)
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The first terms in the ε-expansion are
O(1) : f ′(uI0),
O(ε) : f ′′(uI0)uI1,
O(ε2) : f ′′(uI0)uI2 +
f (3)(uI0)
2! (u
I
1)2,
O(ε3) : f ′′(uI0)uI3 +
f (3)(uI0)
2! 2u
I
1u
I
2 +
f (4)(uI0)
3! (u
I
1)3.
The derivatives of r and s are functions of (x, t) ∈ Γ(2δ) and we will expand them with a
Taylor expansion using r(x, t) = ε(ρε(x, t) + hε(s(x, t), t) for (x, t) ∈ Γ(2δ). For smooth
functions g : Γ(2δ)→ R the Taylor expansion yields uniformly in (s, t): For r ∈ [−2δ, 2δ]
g˜(r, s, t) := g(X(r, s, t)) =
m∑
k=0
∂kr g˜|(0,s,t)
k! r
k +O(rm+1). (3.2)
The first few terms needed are
O(1) : g|X0(s,t),
O(ε) : (ρ+ h1(s, t))∂rg˜|(0,s,t),
O(ε2) : h2(s, t)∂rg˜|(0,s,t) + (ρ+ h1(s, t))2
∂2r g˜|(0,s,t)
2 ,
O(ε3) : ∂
2
r g˜|(0,s,t)
2 2(ρ+ h1(s, t))h2(s, t) +
∂3r g˜|(0,s,t)
3! (ρ+ h1(s, t))
3,
where we replaced ρε by an arbitrary ρ ∈ R in order to get ODEs on R. But later we
just use the expansion rigorously for r = ε(ρε + hε) ∈ [−2δ, 2δ]. The other terms without
the O(rm+1)-remainder are ε4 times some polynomial in ρε with smooth coefficients in
(s, t) ∈ I × [0, T ], if the hj are smooth. Later, the O(rm)-terms will be multiplied with
terms that decay exponentially in |ρ|. Then these remainder terms will become O(εm).
Now we expand the Allen-Cahn equation ∂tu−∆u+ 1ε2 f ′(u) = 0 for u = uI into ε-series.
If we write down an equation or assertion for (ρ, s, t) in the following, it is meant to
hold for all (ρ, s, t) ∈ R× I × [0, T ]. Moreover, we often omit the argument (s, t) in the
hj-terms.
3.1.1 Inner Expansion: O( 1
ε2 )
We obtain that the O( 1
ε2 )-order is zero if
−|∇r|2|X0(s,t)∂2ρ uˆI0(ρ, s, t) + f ′(uˆI0(ρ, s, t)) = 0.
Because of Lemma 2.1, we have |∇r|2|X0(s,t) = 1 and since {ρε = 0} should approximate
the zero level set of uI , we require uˆI0(0, s, t) = 0. Together with limρ→±∞ uˆI0(ρ, s, t) = ±1,
we obtain uˆI0(ρ, s, t) = θ0(ρ) by Lemma 2.4.
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3.1.2 Inner expansion: O(1ε )
We consider the O(1ε )-order: From the ∂tu-part we get 1ε∂tr|X0(s,t)θ′0(ρ) and from ∆u:
1
ε2
[
∂r(|∇r|2 ◦X)|(0,s,t)ε(ρ+ h1(s, t))θ′′0(ρ) + |∇r|2|X0(s,t)ε∂2ρ uˆI1(ρ, s, t)
]
+
+ε
[
θ′0(ρ)∆r|X0(s,t) + 2(∇r · ∇s)|X0(s,t)(∂sθ′0(ρ)− ∂sh1(s, t)θ′′0(ρ))
]
=
= 1
ε
[
∂2ρ uˆ
I
1(ρ, s, t) + θ′0(ρ)∆r|X0(s,t)
]
,
where we used Theorem 2.1. Therefore the 1ε -order cancels if
LuˆI1(ρ, s, t) + θ′0(ρ)(∂tr −∆r)|X0(s,t) = 0, where L = −∂2ρ + f ′′(θ0).
Because of Lemma 2.6 this parameter-dependent ODE together with uˆI1(0, s, t) = 0 and
boundedness in ρ has a (unique) solution uˆI1 if and only if (∂tr −∆r)|X0(s,t) = 0 which is
equivalent to mean curvature flow by Theorem 2.1. Thus we define uˆI1 = 0.
3.1.3 Inner Expansion: O(1)
At O(1)-order we obtain from ∂tu:
1
ε
[
∂tr|X0(s,t)ε∂ρuˆI1 + ∂r(∂tr ◦X)|(0,s,t)ε(ρ+ h1(s, t))θ′0(ρ)
]
+
+θ′0(ρ)(−∂th1(s, t)− ∂ts|X0(s,t)∂sh1(s, t)) + ∂sθ0∂ts|X0(s,t) + ∂tθ0(ρ) =
= θ′0(ρ)
[
(ρ+ h1(s, t))∂r(∂tr ◦X)|(0,s,t) − ∂th1(s, t)− ∂ts|X0(s,t)∂sh1(s, t)
]
,
and from ∆u:
1
ε2
θ′′0(ρ)
[
ε2
1
2(ρ+ h1)
2∂2r (|∇r|2 ◦X)|(0,s,t) + ε2h2∂r(|∇r|2 ◦X)|(0,s,t)
]
+
+ 1
ε2
∂2ρ uˆ
I
1ε
2(ρ+ h1)∂r(|∇r|2 ◦X)|(0,s,t) +
1
ε2
|∇r|2|X0(s,t)ε2∂2ρ uˆI2+
+1
ε
[
θ′0(ρ)ε(ρ+ h1)∂r(∆r ◦X)|(0,s,t) + ε∂ρuˆI1∆r|X0(s,t)
]
+
+1
ε
2∇r · ∇s|X0(s,t)
[
∂s∂ρuˆ
I
1ε− ∂sh1ε∂2ρ uˆI1 − ε∂sh2θ′′0(ρ)
]
+
+1
ε
2∂r((∇r · ∇s) ◦X)|(0,s,t)ε(ρ+ h1)
[
∂sθ
′
0(ρ)− ∂sh1θ′′0(ρ)
]
+
+∆s|X0(s,t)∂sθ0(ρ) + |∇s|2|X0(s,t)∂2sθ0(ρ)− 2|∇s|2|X0(s,t)∂sh1∂sθ′0(ρ)+
−θ′0(ρ)
[
∆s|X0(s,t)∂sh1 + |∇s|2|X0(s,t)∂2sh1
]
+ |∇s|2|X0(s,t)(∂sh1)2θ′′0(ρ) =
= θ′′0(ρ)
[1
2(ρ+ h1)
2∂2r (|∇r|2 ◦X)|(0,s,t) + (∂sh1)2|∇s|2|X0(s,t)
]
+ ∂2ρ uˆI2+
+θ′′0(ρ)2∂r((∇r · ∇s) ◦X)|(0,s,t)(ρ+ h1)(−∂sh1)+
−θ′0(ρ)
[
∆s|X0(s,t)∂sh1 + |∇s|2|X0(s,t)∂2sh1
]
+ θ′0(ρ)(ρ+ h1)∂r(∆r ◦X)|(0,s,t).
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Since uˆI1 = 0, the contribution from the f ′-part is f ′′(θ0)uˆI2. Therefore for the cancellation
of the O(1)-term in the expansion for the Allen-Cahn equation we require
−LuˆI2(ρ, s, t) = R1(ρ,s, t) :=
θ′0(ρ)
[
(ρ+ h1)∂r((∂tr −∆r) ◦X)|(0,s,t) − ∂th1 + |∇s|2|X0(s,t)∂2sh1+
−(∂ts−∆s)|X0(s,t)∂sh1
]
+
+θ′′0(ρ)
[
−12(ρ+ h1)
2∂2r (|∇r|2 ◦X)|(0,s,t)+
+2(ρ+ h1)∂sh1∂r((∇r · ∇s) ◦X)|(0,s,t) − |∇s|2|X0(s,t)(∂sh1)2
]
.
Here because of Remark 2.2, 4. it holds |∇s|2|X0(s,t) = 4/L(t)2. If h1 is smooth, then R1
is smooth and together with all derivatives decays exponentially in |ρ| uniformly in (s, t).
Hence Lemma 2.6 yields that there is a (unique) solution uˆI2 together with uˆI2(0, s, t) = 0
and boundedness in ρ if and only if
∫
RR1(ρ, s, t)θ′0(ρ) dρ = 0. Since
∫
R θ
′
0(ρ)θ′′0(ρ) dρ = 0
due to integration by parts, the nonlinearities in h1 drop out and we obtain a linear
non-autonomous parabolic equation for h1 with principal part ∂t − 4L(t)2∂2s :
∂th1 − 4
L(t)2∂
2
sh1 + b1∂sh1 + c1h1 = f1 on I × [0, T ]. (3.3)
Here with
d1 :=
∫
R
θ′0(ρ)2 dρ, d2 :=
∫
R
θ′0(ρ)2ρ dρ, d3 :=
∫
R
θ′0(ρ)2ρ2 dρ,
d4 :=
∫
R
θ′0(ρ)θ′′0(ρ)ρ dρ, d5 :=
∫
R
θ′0(ρ)θ′′0(ρ)ρ2 dρ, d6 :=
∫
R
θ′0(ρ)θ′′0(ρ)ρ3 dρ,
(3.4)
we have set for all (s, t) ∈ I × [0, T ]
b1(s, t) := (∂ts−∆s)|X0(s,t) − 2
d4
d1
∂r((∇r · ∇s) ◦X)|(0,s,t), (3.5)
c1(s, t) := −∂r((∂tr −∆r) ◦X)|(0,s,t) +
d4
d1
∂2r (|∇r|2 ◦X)|(0,s,t), (3.6)
f1(s, t) :=
d2
d1
∂r((∂tr −∆r) ◦X)|(0,s,t) −
d5
2d1
∂2r (|∇r|2 ◦X)|(0,s,t). (3.7)
If h1 is smooth and solves (3.3), then uˆI2 exists, is smooth and uˆI2 together with all
derivatives decays exponentially in |ρ| uniformly in (s, t) because of Lemma 2.6.
Remark 3.2 If f is additionally even, then θ′0 is even and hence d2 = d5 = 0. Thus
f1 = 0 and (3.3) is homogeneous in this case.
3.1.4 Inner Expansion: O(ε)
At order ε we get from ∂tu:
1
ε
[
ε2∂ρuˆ
I
2∂tr|X0(s,t) + θ′0(ρ)ε2(h2∂r(∂tr ◦X)|(0,s,t) +
(ρ+ h1)2
2 ∂
2
r (∂tr ◦X)|(0,s,t))
]
+
−εθ′0(ρ)
[
∂th2 + ∂ts|X0(s,t)∂sh2 + (ρ+ h1)∂sh1∂r(∂ts ◦X)|(0,s,t)
]
,
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where we used uˆI1 = 0 and ∂sθ0 = 0. The contribution of ∆u is
ε∂2ρ uˆ
I
3 + εθ′′0(ρ)
[
0 + ∂2r (|∇r|2 ◦X)|(0,s,t)(ρ+ h1)h2 +
∂3r (|∇r|2 ◦X)|(0,s,t)
3! (ρ+ h1)
3
]
+
+1
ε
θ′0(ρ)ε2
[
h2∂r(∆r ◦X)|(0,s,t) +
(ρ+ h1)2
2 ∂
2
r (∆r ◦X)|(0,s,t)
]
+ 0 + 1
ε
ε2∂ρuˆ
I
2∆r|X0(s,t)+
+2
ε
[
0 + ε(ρ+ h1)∂r((∇r · ∇s) ◦X)|(0,s,t)(ε∂s∂ρuˆI1 − εθ′′0(ρ)∂sh2 − ε∂2ρ uˆI1∂sh1)
]
+
−2
ε
θ′′0(ρ)∂sh1
[
ε2h2∂r((∇r · ∇s) ◦X)|(0,s,t) + ε2
(ρ+ h1)2
2 ∂
2
r ((∇r · ∇s) ◦X)|(0,s,t)
]
+
+ε(ρ+ h1)∂r(∆s ◦X)|(0,s,t)∂sθ0 + ∆s|X0(s,t)∂suˆI1 + 0+
−θ′0(ρ)
[
∆s|X0(s,t)ε∂sh2 + ε(ρ+ h1)∂sh1∂r(∆s ◦X)|(0,s,t)
]
+
−θ′0(ρ)
[
|∇s|2|X0(s,t)ε∂2sh2 + ε(ρ+ h1)∂2sh1∂r(|∇s|2 ◦X)|(0,s,t)
]
+ 0+
+θ′′0(ρ)
[
ε(ρ+ h1)∂r(|∇s|2 ◦X)|(0,s,t)(∂sh1)2 + 2|∇s|2|X0(s,t)ε∂sh1∂sh2
]
+ 0.
Since uI1 = 0, we have f ′′(θ0)uˆI3 from the f ′-part. Altogether the ε-order cancels if
−LuˆI3(ρ, s, t) = R2(ρ, s, t) :=
θ′0(ρ)
[
h2∂r((∂tr −∆r) ◦X)|(0,s,t) +
(ρ+ h1)2
2 ∂
2
r ((∂tr −∆r) ◦X)|(0,s,t) − ∂th2+
−(∂ts−∆s)|X0(s,t)∂sh2 − (ρ+ h1)∂sh1∂r((∂ts−∆s) ◦X)|(0,s,t)+
+ 4
L(t)2∂
2
sh2 + (ρ+ h1)∂2sh1∂r(|∇s|2 ◦X)|(0,s,t)
]
+
+θ′′0(ρ)
[
−(ρ+ h1)h2∂2r (|∇r|2 ◦X)|(0,s,t) −
(ρ+ h1)3
3! ∂
3
r (|∇r|2 ◦X)|(0,s,t) −
8∂sh1∂sh2
L(t)2 +
+2(ρ+ h1)∂sh2∂r((∇r · ∇s) ◦X)|(0,s,t) + 2∂sh1(h2∂r((∇r · ∇s) ◦X)|(0,s,t)+
−(ρ+ h1)
2
2 ∂
2
r ((∇r · ∇s) ◦X)|(0,s,t))− (ρ+ h1)(∂sh1)2∂r(|∇s|2 ◦X)|(0,s,t)
]
.
If h1, h2 are smooth, then R2 is smooth and together with all derivatives decays ex-
ponentially in |ρ| uniformly in (s, t). Therefore Lemma 2.6 implies the existence of a
unique smooth solution uˆI3 that fulfills uˆI3(0, s, t) = 0 and is bounded in ρ if and only if∫
RR2(ρ, s, t)θ′0(ρ) dρ = 0. This yields a linear non-autonomous parabolic equation for h2
with principal part ∂t − 4L(t)2∂2s :
∂th2 − 4
L(t)2∂
2
sh2 + b1∂sh2 + c1h2 = f2 on I × [0, T ], (3.8)
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where b1 and c1 are defined in (3.5) and (3.6), respectively, and with the dj , j = 1, ..., 6
as in (3.4) we set for (s, t) ∈ I × [0, T ]
f2(s, t) :=
1
2d1
[
d3 + 2d2h1 + h21
]
∂2r ((∂tr −∆r) ◦X)|(0,s,t)+
+ (d2
d1
+ h1)
[
−∂sh1∂r((∂ts−∆s) ◦X)|(0,s,t) + ∂2sh1∂r(|∇s|2 ◦X)|(0,s,t)
]
+
− 13!d1 [d6 + 2d5h1 + 2d4h
2
1 + d3h31]∂3r (|∇r|2 ◦X)|(0,s,t)+
− 1
d1
[d5 + 2d4h1 + d3h21]
∂2r ((∇r · ∇s) ◦X)|(0,s,t)
2 −
d4
d1
(∂sh1)2∂r(|∇s|2 ◦X)|(0,s,t).
If h2 is smooth and satisfies (3.8), then we obtain from Lemma 2.6 that uˆI3 exists, is
smooth and uˆI3 together with all derivatives decays exponentially in |ρ| uniformly in (s, t).
3.2 Boundary Layer Expansion
In the boundary layer expansion we make the ansatz u = uI + uB± in Γ(2δ) near the
contact points p±(t), t ∈ [0, T ]. For uB± we combine the stretched-variable ansatz with
stretching the tangential variable: With s± := ∓(s∓ 1) and H±ε := s
±
ε we set
uB± = uB±1 ε+ uB±2 ε2, uB±j (x, t) = uˆB±j (ρε(x, t), H±ε (x, t), t) for (x, t) ∈ Γ(2δ)
and uˆB± := uˆB±1 ε+ uˆB±2 ε2, where R2+× [0, T ] 3 (ρ,H, t) 7→ uˆB±j (ρ,H, t) ∈ R for j = 1, 2.
To simplify the asymptotic expansion, we remark that later uI should solve the equation
∂tu
I −∆uI + f ′(uI)/ε2 = 0 approximately. Therefore instead of the Allen-Cahn equation
for u = uI + uB±, we expand the difference
∂tu
B± −∆uB± + 1
ε2
[
f ′(uI + uB±)− f ′(uI)
]
= 0 (3.9)
into ε-series with coefficients in (ρε, H±ε , t). Here compared to the inner expansion we
only expand up to O(1) which later turns out to be sufficient. Moreover, we expand the
Neumann boundary condition into ε-series with coefficients in (ρε, t) up to O(ε). The
cancellation of terms in the expansions yield equations on R2+ of type as in Subsection
2.4 (up to a t-dependent scaling in H). The corresponding solvability conditions will give
us the boundary conditions for the height functions.
In the following lemma we compute how the differential operators act on uB±.
Lemma 3.3 Let R2+ × [0, T ] 3 (ρ,H, t) 7→ wˆ(ρ,H, t) ∈ R be sufficiently smooth and
w : Γ(2δ)→ R defined by w(x, t) := wˆ(ρε(x, t), s
±(x,t)
ε , t) for all (x, t) ∈ Γ(2δ). Then
∂tw = ∂ρwˆ
[
∂tr
ε
− (∂thε + ∂ts∂shε)
]
∓ 1
ε
∂Hwˆ ∂ts+ ∂twˆ,
∇w = ∂ρwˆ
[∇r
ε
−∇s∂shε
]
∓ 1
ε
∂Hwˆ∇s,
∆w = ∂ρwˆ
[∆r
ε
− (∆s∂shε + |∇s|2∂2shε)
]
∓ 1
ε
∂Hwˆ∆s+
1
ε2
∂2Hwˆ |∇s|2+
∓ 2∂ρ∂Hwˆ ∇s
ε
·
[∇r
ε
−∇s∂shε
]
+ ∂2ρwˆ
∣∣∣∣∇rε −∇s∂shε
∣∣∣∣2 ,
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where the w-terms on the left hand side and derivatives of r or s are evaluated at (x, t),
the hε-terms at (s(x, t), t) and the wˆ-terms at (ρε(x, t), s
±(x,t)
ε , t).
Proof. This can be directly shown using the chain rule. 
We have to expand the f ′-part: If the uIj , uB±j are uniformly bounded, we apply a
Taylor expansion to obtain on Γ(2δ) with uB±3 := 0
f ′(uI + uB±) = f ′(θ0) +
m∑
k=1
1
k!f
(k+1)(θ0)
 3∑
j=1
(uIj + uB±j )εj
k +O(εm+1). (3.10)
Combining this with the expansion for f ′(uI) in (3.1), the first few terms in the asymptotic
expansion for f ′(uI + uB±)− f ′(uI) are
O(1) : 0,
O(ε) : f ′′(θ0)uB±1 ,
O(ε2) : f ′′(θ0)uB±2 +
f (3)(θ0)
2! (u
B±
1 )2,
O(ε3) : f ′′(θ0)uB±3 + 2
f (3)(θ0)
2! u
B±
1 (uI2 + uB±2 ) +
f (4)(θ0)
3! (u
B±
1 )3.
Remark 3.4 Also in higher orders every term contains a boundary term as factor.
To derive an ε-expansion with coefficients in (ρ,H, t), we have to expand terms depending
on (s, t), (ρ, s, t) and (x, t). Let g : I × [0, T ]→ R or g : R× I × [0, T ]→ R smooth with
uniformly bounded derivatives in s. Since s = ±1∓ εH±ε , we apply a Taylor expansion
to a smooth extension to get for m ∈ N
g|s=±1∓εH = g|s=±1 +
m∑
j=1
(∓εH)j ∂
j
sg|s=±1
j! +O((εH)
m+1) for H ∈ [0, ε]. (3.11)
Moreover, if g : Γ(2δ)→ R is smooth, then a Taylor expansion yields for m ∈ N
g˜(r, s, t) := g(X(r, s, t)) =
m∑
k+l=0
∂kr ∂
l
sg˜(0,±1, t)
k! l! r
k(s∓ 1)l +O(|(r, s∓ 1)|m+1)
uniformly in (r, s, t) ∈ [−2δ, 2δ]× I × [0, T ]. Later we insert
r = ε(ρε(x, t) + hε(s, t)), s = ±1∓ εH±ε (x, t) for (x, t) ∈ Γ(2δ)
and expand hε with (3.11). Then (ρε, H±ε ) are replaced by arbitrary (ρ,H) ∈ R2+ in order
to derive suitable equations. The first terms needed in the resulting expansion are
O(1) : g|p±(t),
O(ε) : ∂rg˜|(0,±1,t)(ρ+ h1|(±1,t)) + ∂sg˜|(0,±1,t)(∓H).
The remainder term without O(|(r, s ∓ 1)|m+1) can be estimated by ε2 times some
polynomial in (|ρε|, H±ε ).
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3.2.1 Boundary Layer Expansion: Equation (3.9)
We expand (3.9) with the above identities. Let ∆t := ∂2ρ + 4L(t)2∂
2
H . Because of Remark
2.2 and Theorem 2.1, the lowest order O(1ε ) vanishes if
−∆tuˆB±1 (ρ,H, t) + f ′′(θ0(ρ))uˆB±1 (ρ,H, t) + 0 · ∂H∂ρuB±1 (ρ,H, t) = 0. (3.12)
Next, we consider the O(1)-order. From ∂tu we get ∂tr|p±(t)∂ρuˆB±1 ∓∂H uˆB±1 ∂ts|(±1,t) and
from ∆u
0 · ∂2ρ uˆB±1 + ∆tuˆB±2 +
[
∂r(|∇s|2 ◦X)|(0,±1,t)(ρ+ h1|(±1,t)) + 0
]
∂2H uˆ
B±
1 +
∓0 · ∂H∂ρuˆB±2 ∓ 2
[
∂r((∇r · ∇s) ◦X)|(0,±1,t)(ρ+ h1|(±1,t)) + 0
]
∂H∂ρuˆ
B±
1 +
+∆r|p±(t)∂ρuˆB±1 + 0±
8
L(t)2∂sh1|(±1,t)∂H∂ρuˆ
B±
1 ∓∆s|p±(t)∂H uˆB±1 .
Since (∂tr −∆r) ◦X0 = 0, the O(1)-order in the expansion for (3.9) is zero if
(−∆t + f ′′(θ0))uˆB±2 = G2(ρ,H, t) := −
f (3)(θ0)
3! (uˆ
B±
1 )2+
±∂H uˆB±1 (∂ts−∆s)|p±(t) + (ρ+ h1|(±1,t))∂2H uˆB±1 ∂r(|∇s|2 ◦X)|(0,±1,t)+
±2∂H∂ρuˆB±1
[ 4
L(t)2∂sh1|(±1,t) − (ρ+ h1|(±1,t))∂r((∇r · ∇s) ◦X)|(0,±1,t)
]
.
(3.13)
To complete these equations we need boundary conditions. These will be obtained from
3.2.2 Boundary Layer Expansion: The Neumann Boundary Condition
Next we consider the Neumann boundary condition, i.e. N∂Ω · ∇(uI + uB±)|∂Ω = 0.
Lemma 3.1 and Lemma 3.3 yield on Γ(2δ)
∇uI |(x,t) = ∂ρuˆI |(ρ,s,t)
[∇r|(x,t)
ε
−∇s|(x,t)∂shε|(s,t)
]
+ ∂suˆI |(ρ,s,t)∇s|(x,t),
∇uB±|(x,t) = ∂ρuˆB±|(ρ,H,t)
[∇r|(x,t)
ε
−∇s|(x,t)∂shε|(s,t)
]
∓ 1
ε
∂H uˆ
B±|(ρ,H,t)∇s|(x,t),
where ρ = ρε(x, t), H = H±ε (x, t) and s = s(x, t). We evaluate at x = X(r,±1, t), i.e.
H = 0 and s = ±1. For g : Γ(2δ) ∩ ∂Ω → R smooth we use the analogous Taylor
expansion (3.2) for s = ±1. As before we use r = ε(ρε + hε) and replace ρε by an
arbitrary ρ ∈ R.
Using this we expand the Neumann boundary condition. At lowest order O(1ε ) we have
(N∂Ω · ∇r)|p±(t)θ′0(ρ). This vanishes because we required a 90°-contact angle.
At O(1) we obtain
0 · ∂ρuˆB±1 |H=0 + 0 · ∂ρuˆI1|s=±1 + (N∂Ω · ∇s)|p±(t)
[
∓∂H uˆB±1 |H=0 + ∂sθ0(ρ)
]
+
+ θ′0(ρ)
[
−(N∂Ω · ∇s)|p±(t)∂sh1|(±1,t) + ∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)(ρ+ h1|(±1,t))
]
.
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Here because of Remark 2.2, 4. it holds (N∂Ω · ∇s)|p±(t) = ±1/|∂sX0(s, t)| = ±2/L(t).
Therefore the O(1)-order cancels if
− 2
L(t)∂H uˆ
B±
1 (ρ, 0, t) = g±1 (ρ, t),
g±1 (ρ, t) := θ′0(ρ)
[
± 2
L(t)∂sh1|(±1,t) − ∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)(ρ+ h1|(±1,t))
]
.
(3.14)
We define uB±j : R2+× [0, T ]→ R : (ρ,H, t) 7→ uˆB±j (ρ, 2HL(t) , t) for j = 1, 2. Then equations
(3.12) and (3.14) for uˆB±1 are equivalent to
−∆uB±1 + f ′′(θ0)uB±1 = 0, (3.15)
−∂HuB±1 |H=0 = g±1 (ρ, t). (3.16)
The corresponding solvability condition (2.6) is
∫
R g
±
1 (ρ, t)θ′0(ρ) dρ = 0. This gives a
linear boundary condition for h1 of the form
± 2
L(t)∂sh1|(±1,t) − ∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)h1|(±1,t) = g˜
±
1 (t),
where g˜±1 is smooth. Together with the parabolic equation for h1 from Subsection 3.1.3,
we have a time-dependent parabolic boundary value problem, where h1|t=0 is not specified
yet. To obtain a smooth solution, certain compatibility conditions have to be fulfilled, cf.
Lunardi, Sinestrari and von Wahl [21], Chapter 9. To solve this problem, we extend the
coefficients and right hand sides smoothly to [−T, T ] such that the coefficient in front of
∂2s is bounded below by a c0 > 0 and the right hand sides are zero for t ≤ −12T . Then for
the initial value zero at t = −T all compatibility conditions are fulfilled and we obtain a
smooth solution on [−T, T ] by [21], Theorem 9.1. Restriction to [0, T ] yields a smooth
solution h1 on [0, T ].
Remark 3.5 If f is even, then so is θ′0 and the boundary condition for h1 is homogeneous.
Hence because of Remark 3.2 we can take h1 = 0 in this case.
Having determined h1, we know that g±1 is smooth and decays together with all derivatives
exponentially in |ρ| uniformly in t ∈ [0, T ]. Corollary 2.16 yields a unique smooth solution
uB±1 to (3.15)-(3.16) such that uB±1 and all derivatives decay exponentially in |ρ| + H
uniformly in t ∈ [0, T ].
For the ε-order we get
1
ε
[
0 · ε2∂ρuˆB±2 |H=0 + ε∂ρuˆB±1 |H=0ε(ρ+ h1|(±1,t))∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)
]
+
∓1
ε
[
±ε2 2
L(t)∂H uˆ
B±
2 |H=0 + ε∂H uˆB±1 |H=0ε(ρ+ h1|(±1,t))∂r((N∂Ω · ∇s))|(0,±1,t)
]
+
∓ 2
L(t)ε∂ρuˆ
B±
1 |H=0∂sh1|(±1,t) + 0 + 0+
+εθ′0
[
(ρ+ h1|(±1,t))2
2 ∂
2
r ((N∂Ω · ∇r) ◦X)|(0,±1,t) + h2|(±1,t)∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)
]
+
+0− θ′0(ρ)
[
± 2
L(t)ε∂sh2|(±1,t) + ε(ρ+ h1|(±1,t))∂sh1|(±1,t)∂r((N∂Ω · ∇s) ◦X)|(0,±1,t)
]
.
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The requirement that this term vanishes leads to an equation of the type
− 2
L(t)∂H uˆ
B±
2 |H=0 = g±2 (ρ, t) for (ρ, t) ∈ R× [0, T ],
where g±2 is smooth and decays together with all derivatives exponentially in |ρ| uniformly
in t. Together with (3.13) and G2 : R2 × [0, T ]→ R : (ρ,H, t) 7→ G2(ρ, 2HL(t) , t) this yields
(−∆ + f ′′(θ0))uB±2 = G2,
−∂HuB±2 |H=0 = g±2 .
The corresponding compatibility condition (2.6)∫
R2+
G2(ρ,H, t)θ′0(ρ) d(ρ,H) +
∫
R
g±2 (ρ, t) dρ = 0
leads to a boundary condition for h2 of the form
± 2
L(t)∂sh2|(±1,t) − ∂r((N∂Ω · ∇r) ◦X)|(0,±1,t)h2|(±1,t) = g˜
±
2 (t),
where g˜±2 is smooth. Similarly as above we solve this equation together with the parabolic
one in Section 3.1.4 and get a smooth solution h2. Since G2, g±2 are smooth and (together
with all derivatives) decay exponentially in |ρ| + H, |ρ|, respectively, uniformly for
t ∈ [0, T ], we obtain from Corollary 2.16 a unique smooth solution uB±2 with analogous
decay.
3.3 The Approximate Solution
Let Γ be as before and a smooth solution to mean curvature flow (with 90°-contact angle).
Let χ ∈ C∞(R) with χ(r) = 1 for |r| ≤ 1 and χ(r) = 0 for |r| ≥ 2. Then we set for ε > 0
uεA :=
χ(
r
δ )
[
uI +∑± uB±χ( s±δ0 )]+ (1− χ( rδ ))sign(r) on Γ(2δ),
±1 on Q±T \Γ(2δ),
where uI and uB± were constructed in Sections 3.1 and 3.2 and depend on ε > 0. This is
an approximate solution in the following sense:
Lemma 3.6 uεA is smooth and for the remainder rεA := ∂tuεA −∆uεA + 1ε2 f ′(uεA) in the
Allen-Cahn equation and ε > 0 small it holds
|rεA| ≤ C(εe−c(|ρε|+H
ε
±) + ε2e−c|ρε| + ε3) in Γ±(2δ, 1),
rεA = 0 in Ω\Γ(2δ),
|∂νuεA| ≤ Cε2e−c|ρε| on ∂Ω ∩ Γ(2δ),
∂νu
ε
A = 0 on ∂Ω\Γ(2δ).
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Proof. The second and the last equation are evident from the construction. Moreover,
one can directly verify the above Taylor expansions rigorously to obtain
|∂tuI −∆uI + 1ε2 f ′(uI)| ≤ C(ε2e−c|ρε| + ε3) in Γ(2δ),
|∂tuB± −∆uB± + f
′(uI+uB±)−f ′(uI)
ε2 | ≤ C(εe−c(|ρε|+H
ε
±) + ε3) in Γ±(2δ, 1),
|∂ν(uI + uB±)| ≤ Cε2e−c|ρε| on Γ(2δ) ∩ ∂Ω,
where we used the expansions (3.1) and (3.10) for m = 4 (i.e. up to O(ε5)) and that
for all α > 0 any polynomial p = p(ρ) or p = p(ρ,H) can be estimated by Cp,αeα|ρ| and
Cp,αe
α(|ρ|+H), respectively. Then one uses the product rule in the definition of uεA, the
asymptotics of θ0 from Lemma 2.4 and the decay properties of uˆIj and uˆB±j , j = 1, 2, 3.
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Let T > 0 and Γ = (Γt)t∈[0,T ] be as in Section 2.2 and δ > 0 such that Theorem 2.1 holds
for 2δ instead of δ. Throughout this section we assume the following structure: We define
the stretched variables
ρε :=
r − εhε(s, t)
ε
, s± := ∓(s∓ 1), Hε± :=
s±
ε
in Γ(2δ),
where hj ∈ B([0, T ], C0(I) ∩ C2(I˜)), j = 1, 2 with I˜ := I\(−1 + 2δ0, 1 − 2δ0) and
hε := h1 + εh2. Then for ε > 0 small it holds
uεA =

θ0(ρε) +O(ε2) in Γ(2δ, 1− δ0),
θ0(ρε) + εuB±1 +O(ε2) in Γ±(2δ, 2δ0),
±1 +O(ε2) in Q±T \Γ(δ),
where O(ε2) denotes measurable functions bounded by Cε2 and with uˆB±1 : R2+× [0, T ]→
R it holds
uB±1 (x, t) = uˆB±1 (ρε(x, t), H±ε (x, t), t) for (x, t) ∈ Γ±(2δ, 2δ0).
Here uˆB±1 is smooth in (ρ,H) and together with all derivatives in (ρ,H) decays exponen-
tially in |ρ|+H uniformly in t ∈ [0, T ].
This structure is enough3 to prove a spectral estimate for the (at uεA(., t) linearized) Allen-
Cahn operator for t ∈ [0, T ], which will be important when we estimate the difference of
the exact and approximate solution.
Theorem 4.1 Let M > 0 and ‖hj‖B([0,T ],C0(I)∩C2(I˜)) ≤ M for j = 1, 2. There are
ε0, c0 > 0, independent of the hj for M fixed, such that∫
Ω
|∇ψ|2 + 1
ε2
f ′′(uεA(., t))ψ2 dx ≥ −C‖ψ‖2L2(Ω) + ‖∇ψ‖2L2(Ω\Γt(δ)) + c0‖∇τψ‖2L2(Γt(δ))
for all ε ∈ (0, ε0], t ∈ [0, T ] and ψ ∈ H1(Ω).
3 In particular the hj and uB±1 are not specified as in the asymptotic expansion and less regularity is
needed. One can also allow an additional term of the form εθ1(ρ)p(s, t) in uεA with suitable θ1, p, cf.
Remark 4.3, 1. below.
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The main new difficulty compared to Theorem 2.3 in Chen [12] and Theorem 2.13 in
Abels, Liu [1] is to prove a spectral estimate on ΩB±t := Γ±t (δ, 2δ0), t ∈ [0, T ]. This is the
content of
Theorem 4.2 Let the assumptions of Theorem 4.1 hold. There are ε˜0, c˜0 > 0, indepen-
dent of the hj for M fixed, such that∫
ΩB±t
|∇ψ|2 + 1
ε2
f ′′(uεA(., t))ψ2 dx ≥ −C‖ψ‖2L2(ΩB±t ) + c˜0‖∇τψ‖
2
L2(ΩB±t )
for all ε ∈ (0, ε˜0], t ∈ [0, T ] and ψ ∈ H1(ΩB±t ) with ψ|X(.,s,t) = 0 for s ∈ (32δ0, 2δ0).
The additional assumption on ψ is not needed but simplifies the proof. This version is
enough to show Theorem 4.1:
Proof of Theorem 4.1. For ε0 > 0 small and all ε ∈ (0, ε0] we have f ′′(uεA) ≥ 0 on
Q±T \Γ(δ). Therefore it is enough to prove the estimate for Γt(2δ) instead of Ω. The
estimate holds for Γt(2δ, 1− δ0) instead of Ω with c0 = 1 because there our curvilinear
coordinate system coincides with the orthogonal one, cf. Theorem 2.1, and hence we can
use the arguments in Abels, Liu [1], proof of Theorem 2.13. Moreover, using Theorem 4.2
we obtain the estimate for Γ±(2δ, 2δ0) instead of Ω. Now we put all estimates together
with a suitable partition of unity for
Γt(2δ) ⊆ Γt(2δ, 1− δ0) ∪ Γ−t (2δ, 2δ0) ∪ Γ+t (2δ, 2δ0). (4.1)
Therefore let η0, η± : I → [0, 1] be a partition of unity subordinated to
[−1,−1 + 32δ0], [−1 + δ0, 1− δ0], [1−
3
2δ0, 1].
W.l.o.g. √ηj ∈ C∞b (I) for j = 0,±, otherwise we replace ηj by η2j /
∑
j=0,± η2j . Then
η˜j(., t) : Γt(2δ)→ [0, 1] : x 7→ ηj(s(x, t)) for j = 0,±
defines a partition of unity for (4.1) and χj(., t) :=
√
η˜j(., t) ∈ C∞b (Γt(2δ)), j = 0,±. For
any ψ ∈ H1(Γt(2δ)) it holds ψ2 = ∑j=0,±(χj(., t)ψ)2 and
∇(χj(., t)ψ) = ∇χj(., t)ψ + χj(., t)∇ψ,
|∇(χj(., t)ψ)|2 = |∇χj(., t)|2ψ2 + 2χj(., t)∇χj(., t) · ψ∇ψ + χj(., t)2|∇ψ|2.
Since ∑j=0,± χj(., t)2 = 1, we have ∑j=0,± χj(., t)∇χj(., t) = 0 and therefore∑
j=0,±
|∇(χj(., t)ψ)|2 = |∇ψ|2 + ψ2
∑
j=0,±
|∇χj(., t)|2.
This identity also holds for ∇τ instead of ∇ which can be proven similarly. We write∫
Γt(2δ)
|∇ψ|2 + 1
ε2
f ′′(uεA(., t))ψ2 dx = −
∫
Γt(2δ)
ψ2
∑
j=0,±
|∇χj(., t)|2 dx+
+
∑
j=0,±
∫
Γt(2δ)
|∇(χj(., t)ψ)|2 + 1
ε2
f ′′(uεA(., t))(χj(., t)ψ)2 dx.
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Using the spectral estimates on Γt(2δ, 1− δ0) and Γ±t (2δ, 2δ0) and that |∇χj(., t)| and
|∇τχj(., t)| are bounded on Γt(2δ) uniformly in t ∈ [0, T ] due to √ηj ∈ C∞b (I), we obtain
the spectral estimate in Theorem 4.1. 
4.1 Proof of Theorem 4.2.
W.l.o.g. let hj(s, t) = 0 for |s ∓ 1| ∈ (74δ0, 2δ0), otherwise we cut-off suitably. The
additional assumption on ψ ensures that this does not change the integral. Because of a
Taylor expansion, it is enough to prove the estimate for
1
ε2
f ′′(θ0(ρε(., t))) +
1
ε
f ′′′(θ0(ρε(., t)))uB±1 (., t)
instead of 1
ε2 f
′′(uεA(., t)). Similarly as in Alikakos, Chen, Fusco [4], Section 3 we seek an
approximation φεA(., t) to the first eigenfunction of
L±ε,t := −∆ +
1
ε2
f ′′(θ0(ρε(., t))) +
1
ε
f ′′′(θ0(ρε(., t)))uB±1 (., t) on ΩB±t
with homogeneous Neumann-boundary condition and decompose H1(ΩB±t ) along the
subspace of tangential variations of φεA(., t). Therefore we make a suitable ansatz. This
is motivated as follows:
Motivation. First consider the simpler operator L = −∆ + 1
ε2 f
′′(θ0(ρε )) on a rectangle
[−δ, δ] × [0, η] with homogeneous Neumann boundary condition. One can obtain all
eigenvalues and eigenfunctions with a separation ansatz. Formally, because of Lemma
2.5 and a scaling argument for small ε > 0 the eigenfunctions corresponding to the
lowest eigenvalues should have the form a(s)θ′0(ρε ) with a : [0, η]→ R and there should
be a spectral gap. In L±ε,t there is ρε instead of ρ. Moreover, we have to deal with the
uB±1 -term at order 1ε and we have to take into account the curvilinear structure of Ω
B±
t .
Therefore we make the ansatz
φεA(., t) :=
1√
ε
[vI(., t) + εvB±(., t)],
vI(., t) := θ′0(ρε(., t))q±(s±(., t), t), vB±(., t) := vˆB±(ρε(., t), H±ε (., t), t) on ΩB±t ,
where [0, 2δ0] × [0, T ] 3 (σ, t) 7→ q±(σ, t) ∈ R and vˆB± : R2+ × [0, T ] → R. Here the
1√
ε
-factor is multiplied for a certain normalization later.
In Subsection 4.1.1 we expand L±ε,tφεA(., t) and ∂νφεA(., t) similarly as before and choose
q± and vˆB± such that there is some cancellation. The q±-term was introduced in order
to fulfill the compatiblity condition for the equations for vˆB±. Then in Subsection 4.1.2
we split H1(ΩB±t ) orthogonally in L2(ΩB±t ) with
V ±ε,t := {φ = a(s±(., t))φεA(., t)|a ∈ H1(0, 2δ0)}
and analyze the bilinear form B±ε,t corresponding to L±ε,t on every subspace. Again, there
are some analogies to Alikakos, Chen, Fusco [4], Section 3. Here for φ, ψ ∈ H1(ΩB±t )
B±ε,t(φ, ψ) =
∫
ΩB±t
∇φ · ∇ψ +
[ 1
ε2
f ′′(θ0(ρε(., t))) +
1
ε
f ′′′(θ0(ρε(., t)))uB±1 (x, t)
]
φψ dx.
(4.2)
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4.1.1 Asymptotic Expansion for φεA
First we consider
√
εL±ε,tφεA(., t). We expand ∆vI as in the inner expansion in Section
3.1: At lowest order O( 1
ε2 ) we have
1
ε2 |∇r|2|X0(s,t)θ′′′0 (ρ)q±(s±, t) which cancels with
1
ε2 f
′′(θ0(ρ))θ′0(ρ)q±(s±, t) in L±ε,tφεA(., t). For the 1ε -order of ∆vI we get
1
ε
θ′′′0 (ρ)q±(s±, t)
[
(ρ+ h1)∂r(|∇r|2 ◦X)|(0,s,t) − 2(∇r · ∇s)|X0(s,t)∂sh1
]
+
+1
ε
θ′′0(ρ)
[
∆r|X0(s,t)q±(s±, t)∓ 2∂σq±(s±, t)∇r · ∇s|X0(s,t)
]
= 1
ε
θ′′0(ρ)∆r|X0(s,t)q±(s±, t).
As in Section 3.2, but without applying a Taylor expansion4 for the hj , we expand ε∆vB±
and obtain at lowest order O(1ε ):
ε∂2H vˆ
B± |∇s|2|p±(t)
ε2
∓ ε2∂ρ∂H vˆB±
∇r · ∇s|p±(t)
ε2
+ ε∂2ρ vˆB±
|∇r|2|p±(t)
ε2
= 1
ε
∆tvˆB±,
where ∆t := ∂2ρ + 4L(t)2∂
2
H . From the f -parts we have
f ′′(θ0(ρ))
ε vˆ
B± + 1εf ′′′(θ0(ρ))uˆ
B±
1 v
I .
To obtain an equation for vˆB± in (ρ,H, t), we use a Taylor expansion for q±:
q±(εH, t) = q±(0, t) +O(εH) for H ∈ [0, 2δ0
ε
].
Therefore we require
(−∆t + f ′′(θ0(ρ)))vˆB± = −f ′′′(θ0(ρ))θ′0uˆB±1 (ρ,H, t)q±(0, t) in R2+ × [0, T ]. (4.3)
The remainder term 1ε∆r|X0(s,t)q±(s±, t)θ′′0(ρ) seems bad, but there is still hope to gain
a power in ε later since
∫
R θ
′′
0θ
′
0 dρ = 0.
Now we expand
√
ε∂νφ
ε
A as in Section 3.2.2. We obtain 1ε (N∂Ω · ∇r)|p±(t)θ′′0(ρ)q±(0, t)
for the 1ε -order. This is 0 because of the 90°-contact angle condition. The O(1)-order is
q±(0, t)θ′′0(ρ)
[
(ρ+ h1|(±1,t))∂r((N∂Ω · ∇r) ◦X)|(0,±1,t) − (N∂Ω · ∇s)|p±(t)∂sh1|(±1,t)
]
+
∓(N∂Ω · ∇s)|p±(t)∂σq±(0, t)θ′0(ρ) + 0 · ∂ρvˆB± ∓ (N∂Ω · ∇s)|p±(t)∂H vˆB±|H=0.
Because of Remark 2.2, 4. the cancellation is equivalent to
− 2
L(t)∂H vˆ
B±|H=0 = gB±(ρ, t) + 2
L(t)∂σq
±(0, t)θ′0(ρ),
gB±(ρ, t) := q±|(0,t)θ′′0(ρ)
[
± 2
L(t)∂sh1|(±1,t) − (ρ+ h1|(±1,t))∂r((N∂Ω · ∇r) ◦X)(0,±1,t)
]
.
This equation together with (4.3) is equivalent to
−∆vB± + f ′′(θ0(ρ))vB± = −f ′′′(θ0(ρ))θ′0(ρ)uB±1 q±(0, t) in R2+ × [0, T ], (4.4)
−∂HvB±|H=0 = gB± + 2
L(t)∂σq
±(0, t)θ′0(ρ) in R× [0, T ], (4.5)
4 Since the hj are less regular and here we just need the lowest order.
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where vB±, uB±1 : R2+ × [0, T ] → R are related to vˆB± and uˆB±1 as in Section 3.2. The
right hand sides are smooth for fixed t and decay together with all derivatives in (ρ,H)
exponentially in |ρ| + H and |ρ|, respectively, uniformly in t ∈ [0, T ]. We can take
q± ∈ B([0, T ], C2([0, 2δ0])) such that the solvability condition (2.6) corresponding to
(4.4)-(4.5) holds and such that q±(0, t) = 1, q±(., t) = 1 on [δ0, 2δ0] for all t ∈ [0, T ] and
c ≤ q± ≤ C for some c, C > 0. Theorem 2.15 yields a unique solution vB± with the same
regularity and decay as uB±1 .
Remark 4.3 1. It is possible to add an additional term εθ1(ρε)p(s, t) in uεA, where
θ1 ∈ C∞(R) ∩ L∞(R) with
∫
R
f ′′′(θ0)θ1(θ′0)2 dρ = 0
and p ∈ B([0, T ], C0(I) ∩ C2(I˜)). The spectral estimate can be shown with similar
arguments. On the “orthogonal” part of the tubular neighbourhood this is basically
done in Chen [12], Theorem 2.3 and one can apply the same arguments as in the
proof of Theorem 2.13 in Abels, Liu [1] to get the additional ∇τ -term. Moreover,
one adds εv1(ρε(., t))q±1 (s±(., t), t) in the ansatz for φεA. Then in the expansion
there is another term at order 1ε we need to take care of, namely[
− 1
ε2
ε∂2ρv1(ρ) +
f ′′(θ0(ρ))
ε2
εv1(ρ)
]
q±1 (s±, t) +
1
ε
[
f ′′′(θ0)θ1θ′0
]
(ρ)p(s, t)q±(s±, t).
Therefore we set q±1 (σ, t) := p(±1∓ σ)q±(σ, t) and solve[
−∂2ρ + f ′′(θ0)
]
v1 = f ′′′(θ0)θ1θ′0
together with good decay for v1 using Lemma 2.6. This is possible because of the
integral condition for θ1. Then the same arguments apply.
2. Consider the situation of Section 3. Then uB±1 solves (3.15)-(3.16). By differentiat-
ing these equations with respect to ρ we obtain
−∆∂ρuB±1 + f ′′(θ0)∂ρuB±1 = −f ′′′(θ0)θ′0uB±1 in R2+ × [0, T ],
−∂H(∂ρuB±1 )|H=0 = gB± − θ′0∂r((N∂Ω · ∇r) ◦X)|(0,±1,t) in R× [0, T ].
Therefore in this case we can choose
vˆB± := ∂ρuˆB±1 and ∂σq±(0, t) = −
L(t)
2 ∂r((N∂Ω · ∇r) ◦X)|(0,±1,t).
Lemma 4.4 The function φεA is C2(ΩB±t ) for fixed t and satisfies uniformly in t ∈ [0, T ]:
|√εL±ε,tφεA(., t) +
1
ε
∆r|X0(s(.,t),t)q±|(s±(.,t),t)θ′′0(ρε(., t))| ≤ Ce−c|ρε(.,t)| in ΩB±t ,
|√ε∂νφεA(., t)| ≤ Cεe−c|ρε(.,t)| on ∂ΩB±t ∩ ∂Ω,
|√ε∂νφεA(., t)| ≤ Ce−c/ε on ∂ΩB±t \∂Ω.
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Proof. One can rigorously verify the Taylor expansions to get
|√εL±ε,tvI(., t) +
1
ε
∆r|X0(s,t)q±|(s±,t)θ′′0(ρε)|(.,t) −
1
ε
f ′′′(θ0(ρε))uB±1 vI |(.,t)| ≤ Ce−c|ρε(.,t)|,
|√εL±ε,tφεA(., t) +
1
ε
∆r|X0(s,t)q±|(s±,t)θ′′0(ρε)|(.,t)| ≤ Ce−c|ρε(.,t)| + Ce−c(|ρε(.,t)|+H
±
ε (.,t)).
This shows the first estimate. The second one also directly follows from a Taylor expansion.
On ΩB±t \Γt( δ2) we know that φεA(., t), together with all derivatives, are O(e−
c
ε ). Therefore
we only have to consider ∂νφεA(., t) on (∂ΩB±t ∩ Γt(δ))\∂Ω: Here our coordinate system
coincides with the orthogonal one and hence ∇r · ∇s|(.,t) = 0 and the normal is given by
∓∇s/|∇s||(.,t) on this part of the boundary. Therefore because of q±(., t) = 1 on (δ0, 2δ0)
∂νθ
′
0(ρε(., t)) =
2
L(t)
[±θ′′0(ρε(., t))∂shε(s(., t), t) + θ′0(ρε(., t))] on (∂ΩB±t ∩ Γt(δ))\∂Ω.
This vanishes since we assumed w.l.o.g. that hj(s, t) = 0 for |s∓ 1| ∈ (74δ0, 2δ0). Using
the decay in H of vˆB± and its derivatives in (ρ,H) the claim follows. 
4.1.2 Analysis of the Bilinear Form
We consider V ±ε,t := {φ = a(s±(., t))φεA(., t)|a ∈ H1(0, 2δ0)}, decompose H1(ΩB±t ) orthog-
onally in L2(ΩB±t ) and analyze B±ε,t defined in (4.2) on every part. For simplicity we
introduce
X± : [−δ, δ]× [0, 2δ0]× [0, T ]→
⋃
t∈[0,T ]
ΩB±t × {t} : (r, σ, t) 7→ X(r,±1∓ σ, t),
X
± := (X±,prt) and similarly define X±0 and X
±
0 . Moreover, J±t (r, σ) := Jt(r,±1∓σ) for
(r, σ) ∈ [−δ, δ]× [0, 2δ0] and t ∈ [0, T ], where Jt is defined in Remark 2.2, 3. Furthermore,
h±j (σ, t) := hj(±1∓ σ, t) for all σ ∈ [0, 2δ0], t ∈ [0, T ], j = 1, 2
and h±ε := h±1 + εh±2 . For transformation arguments we set
F±ε,t(z, σ) := ε(z + h±ε (σ, t)) and J˜±ε,t,σ(z) := J±t (F±ε,t(z, σ), σ)
for |z + h±ε (σ, t)| ≤ δε and σ ∈ [0, 2δ0], t ∈ [0, T ]. Moreover, we use
Lemma 4.5 Let M > 0 and ‖hj‖B([0,T ],C0(I)∩C2(I˜)) ≤ M for j = 1, 2. Furthermore,
let ε0 ∈ (0, 1] and Rε : R × [−2δ, 2δ] → R be integrable for ε ∈ (0, ε0]. Moreover, let
J ⊆ [−2δ, 2δ] be an interval. Then
1. It holds ∫
J
Rε(ρε|X±(r,σ,t), r) dr = ε
∫
J
ε
−h±ε (σ,t)
Rε(z, F±ε,t(z, σ)) dz
for all ε ∈ (0, ε0], σ ∈ [0, 2δ0] and t ∈ [0, T ].
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2. If additionally |Rε(ρ, r)| ≤ C0|r|ke−α|ρ| for all (ρ, r) ∈ R × [−2δ, 2δ] and some
k ∈ N0, C0, α > 0, then for all ε ∈ (0, ε0], σ ∈ [0, 2δ0] and t ∈ [0, T ]∫
J
|Rε(ρε|X±(r,σ,t), r)| dr ≤ C0C(α,M, k)ε
k+1.
Proof. The first assertion follows from the transformation rule. Using this formula for
the second part, we obtain for all ε ∈ (0, ε0], σ ∈ [0, 2δ0] and t ∈ [0, T ]∫
J
|Rε(ρε|X±(r,σ,t), r)| dr ≤ C0ε
k+1
∫
R
|z + h±ε (σ, t)|ke−α|z| dz.
Because of |h±ε (σ, t)| ≤ 2M for all σ ∈ [0, 2δ0], t ∈ [0, T ], this yields the claim. 
Let us characterize the splitting:
Lemma 4.6 1. V ±ε,t is a subspace of H1(ΩB±t ) and for ε0 > 0 small there are
constants c1, C1 > 0 with c1‖a‖L2(0,2δ0) ≤ ‖φ‖L2(ΩB±t ) ≤ C1‖a‖L2(0,2δ0) for all
φ = a(s±(., t))φεA(., t) ∈ V ±ε,t and ε ∈ (0, ε0], t ∈ [0, T ].
2. We have H1(ΩB±t ) = V ±ε,t ⊕ (V ±ε,t)⊥ and for every ψ ∈ H1(ΩB±t ) it holds
ψ ∈ (V ±ε,t)⊥ ⇔
∫ δ
−δ
(φεA(., t)ψ)|X±(r,σ,t)J±t (r, σ) dr = 0 f.a.a. σ ∈ (0, 2δ0).
Proof. Ad 1. We know that φεA(., t) belongs to C2(ΩB±t ) for fixed t ∈ [0, T ]. Moreover, it
holds a(s±(., t)) ∈ H1(ΩB±t ) with Lemma 2.8, 3. and since smooth, bounded diffeomor-
phisms induce bounded linear operators between Sobolev spaces, cf. e.g. Adams and
Fournier [3], Theorem 3.41. Therefore V ±ε,t is a subspace of H1(ΩB±t ). Now we show the
norm equivalence if ε0 > 0 is small. The transformation rule and Fubini’s Theorem yield
‖φ‖2
L2(ΩB±t )
=
∫ 2δ0
0
a(σ)2
∫ δ
−δ
φεA(X
±(r, σ, t))2J±t (r, σ) dr dσ. (4.6)
We compute the inner integral. The leading order term is q±(σ, t) times
1
ε
∫ δ
−δ
θ′0
(
r − εh±ε (σ, t)
ε
)2
J±t (r, σ) dr =
∫ δ
ε
−h±ε (σ,t)
− δ
ε
−h±ε (σ,t)
θ′0(z)2J˜±ε,t,σ(z) dz, (4.7)
where we used Lemma 4.5, 1. For ε0 = ε0(M) > 0 small it holds |εh±ε | ≤ δ2 . Moreover,
there are constants c, C > 0 independent of t ∈ [0, T ] such that c ≤ Jt, q± ≤ C. Therefore
the integral in (4.7) can be estimated above and below by constants c˜, C˜ > 0 independent
of t ∈ [0, T ], ε ∈ (0, ε0]. For the remainder in the inner integral in (4.6) we use Lemma
4.5 and obtain an estimate of the absolute value to Cε. For ε0 > 0 small this shows the
claim. 1.
Ad 2. By definition
(V ±ε,t)⊥ =
{
ψ ∈ H1(ΩB±t ) :
∫
ΩB±t
ψa(s±(., t))φεA(., t) dx = 0 for all a ∈ H1(0, 2δ0)
}
.
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Here the integral equals
∫ 2δ0
0 a(σ)
∫ δ
−δ(φεA(., t)ψ)|X±(r,σ,t)J±t (r, σ) dr dσ. Hence the Fun-
damental Theorem of Calculus of Variations yields the characterization. Moreover, the
first part implies V ±ε,t ∩ (V ±ε,t)⊥ = {0} and it remains to prove V ±ε,t + (V ±ε,t)⊥ = H1(ΩB±t ).
Therefore we set
w : [0, 2δ0]→ R : σ 7→
∫ δ
−δ
(φεA|X±(r,σ,t))
2J±t (r, σ) dr.
Let ψ ∈ H1(ΩB±t ) be arbitrary. Then we define
a : [0, 2δ0]→ R : σ 7→ 1
w(σ)
∫ δ
−δ
(φεA(., t)ψ)|X±(r,σ,t)J±t (r, σ) dr.
It holds w ∈ C1([0, 2δ0]) and using the proof of 1. we have w ≥ c > 0. Because of Lemma
2.8, 2. and since integration gives a bounded linear operator on L2(−δ, δ), it follows that
a ∈ H1(0, 2δ0). For ψ⊥ := ψ − a(s±(., t))φεA(., t) ∈ H1(ΩB±t ) we have∫ δ
−δ
(φεA(., t)ψ⊥)|X±(r,σ,t)J±t (r, σ) dr = a(σ)w(σ)− a(σ)w(σ) = 0 f.a.a. σ ∈ (0, 2δ0).
The characterization above shows ψ⊥ ∈ (V ±ε,t)⊥. 
First we consider B±ε,t on V ±ε,t × V ±ε,t.
Lemma 4.7 There is an ε0 > 0 such that for all ε ∈ (0, ε0], t ∈ [0, T ]
B±ε,t(φ, φ) ≥ −C‖φ‖2L2(ΩB±t ) + c‖a‖
2
H1(0,2δ0) for all φ = a(s
±(., t))φεA(., t) ∈ V ±ε,t
with C, c > 0 independent of ε, t.
Proof. Let φ be as in the lemma. Then ∇φ = ∇(a(s±(., t)))φεA(., t) + a(s±(., t))∇φεA(., t),
hence
|∇φ|2 = |∇(a(s±))φεA|2|(.,t) + a2(s±)|∇φεA|2|(.,t) +∇(a2(s±)) · ∇φεAφεA|(.,t).
Integration by parts shows∫
ΩB±t
[
∇(a2(s±)) · ∇φεAφεA
]
|(.,t) dx = −
∫
ΩB±t
[
a2(s±)(∆φεA φεA + |∇φεA|2)
]
|(.,t) dx+
+
∫
∂ΩB±t
[
∂νφ
ε
A tr(a2(s±)φεA|(.,t))
]
dH1.
Therefore we obtain
B±ε,t(φ, φ) =
∫
ΩB±t
|∇(a(s±))φεA|2|(.,t) dx+
∫
ΩB±t
(a2(s±)φεA)|(.,t)L±ε,tφεA|(.,t) dx+
+
∫
∂ΩB±t
[
∂νφ
ε
A tr(a2(s±)φεA|(.,t))
]
dH1 =: (I) + (II) + (III).
Ad (I): It holds |∇(a(s±(., t)))|2 = [|∇s|2|(a′)2(s±)] |(.,t) and therefore
(I) =
∫ 2δ0
0
(a′)2(σ)
∫ δ
−δ
[
|∇s|2(φεA)2
]
|
X
±(r,σ,t)J
±
t (r, σ) dr dσ.
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Since |∇s|, Jt ≥ c > 0, we obtain similarly as in the proof of Lemma 4.6, 1. that
(I) ≥ c0‖a′‖2L2(0,2δ0) for a c0 > 0 and all ε ∈ (0, ε0], t ∈ [0, T ], if ε0 > 0 is small.
Ad (II): Analogously we write
(II) =
∫ 2δ0
0
a2(σ)
∫ δ
−δ
φεA|X±(r,σ,t)(L
±
ε,tφ
ε
A(., t))|X±(r,σ,t)J±t (r, σ) dr dσ
and estimate the inner integral. Lemma 4.4 implies
|√εL±ε,tφεA(., t) +
1
ε
∆r|X0(s,t)q±(s±(., t), t)θ′′0(ρε(., t))| ≤ Ce−c|ρε(.,t)| in ΩB±t .
Then the most delicate term in the inner integral in (II) is
1
ε2
∆r|
X
±
0 (σ,t)
q±(σ, t)
∫ δ
−δ
(θ′′0θ′0)(ρε)|X±(r,σ,t)J
±
t (r, σ) dr.
Here because of a Taylor expansion and Remark 2.2, 4. it holds J±t (r, σ) =
L(t)
2 +φ±(r, σ, t),
where |φ±(r, σ, t)| ≤ C|r| uniformly in (r, σ, t). Using Lemma 4.5, 1. and ∫R θ′′0θ′0 dz = 0,
the L(t)2 -term is estimated by a constant C > 0 independent of t ∈ [0, T ], ε ∈ (0, ε0]
if ε0 > 0 is small. The remaining terms in (II) can be estimated with Lemma 4.5.
Altogether |(II)| ≤ C‖a‖2L2(0,2δ0) for all ε ∈ (0, ε0], t ∈ [0, T ] if ε0 > 0 is small.
Ad (III): It holds
(III) =
∑
±
∫ 2δ0
0
a2(σ) [φεA∂νφεA] |X±(±δ,σ,t)|∂σX
±(±δ, σ, t)| dσ+
+
∑
σ=0,2δ0
a2(σ)
∫ δ
−δ
[φεA∂νφεA] |X±(r,σ,t)|∂rX
±(r, σ, t)| dr.
Using Lemma 4.4 and Lemma 4.5 for the integral where σ = 0 is fixed, we obtain
|(III)| ≤ Ce−c/ε‖a‖2L2(0,2δ0) + Ce−c/εa2(2δ0) + Cεa2(0).
We use H1(0, 2δ0) ↪→ C0b ([0, 2δ0]) and put all estimates together. Then by Lemma 4.6, 1.
the claim follows. 
Next we analyze B±ε,t on (V ±ε,t)⊥ × (V ±ε,t)⊥.
Lemma 4.8 There are ε0, ν0 > 0 such that for all ε ∈ (0, ε0], t ∈ [0, T ] and ψ ∈ (V ±ε,t)⊥
it holds
B±ε,t(ψ,ψ) ≥ ν0
[ 1
ε2
‖ψ‖2
L2(ΩB±t )
+ ‖∇ψ‖2
L2(ΩB±t )
]
.
Proof. It is enough to prove the existence of ε˜0, ν˜0 > 0 such that for all ε ∈ (0, ε˜0], t ∈ [0, T ]
and ψ ∈ (V ±ε,t)⊥ it holds
B˜±ε,t(ψ,ψ) :=
∫
ΩB±t
|∇ψ|2 + f
′′(θ0(ρε(., t)))
ε2
ψ2 dx ≥ ν˜0
ε2
‖ψ‖2
L2(ΩB±t )
. (4.8)
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Then the claim follows because for α > 0 small
B±ε,t(ψ,ψ) ≥ B˜±ε,t(ψ,ψ)−
C
ε
‖ψ‖L2(ΩB±t ) = (1− α+ α)B˜
±
ε,t(ψ,ψ)−
C
ε
‖ψ‖L2(ΩB±t ) ≥
≥ (1−α)ν˜0−C(α+ε)
ε2 ‖ψ‖2L2(ΩB±t ) + α‖∇ψ‖
2
L2(ΩB±t )
≥ ν0
[ 1
ε2
‖ψ‖2
L2(ΩB±t )
+ ‖∇ψ‖2
L2(ΩB±t )
]
,
if ν0, ε0 > 0 are small and ε ∈ (0, ε0], t ∈ [0, T ] and ψ ∈ (V ±ε,t)⊥.
In the following we prove (4.8) by reducing to Neumann-boundary problems in normal
direction which is also the idea in Chen [12], proof of Theorem 2.3. Therefore we define
ψ˜±t := ψ|X±(.,t) for t ∈ [0, T ]. It holds
|∇ψ|2|X±(.,t) = (∇(r,s)ψ˜±t )>
(
|∇r|2 ∓∇r · ∇s
∓∇r · ∇s |∇s|2
)
|
X
±(.,t)∇(r,s)ψ˜
±
t .
Theorem 2.1, a Taylor expansion and Young’s inequality imply
|∇ψ|2|X±(.,t) ≥ (1− Cr2)(∂rψ˜±t )2
for a C > 0. To get Cr2 small enough (which will be precise later), we fix δ˜ > 0 small
and estimate for r on
I±ε,t,σ := (−δ˜, δ˜) + εh±ε (σ, t) and I˜±ε,t,σ := (−δ, δ)\I±ε,t,σ.
If ε0 = ε0(δ˜,M) > 0 is small, then f ′′(θ0(ρε(X
±(r, σ, t)))) ≥ c > 0 for r ∈ I˜±ε,t,σ and
|r| ≤ δ˜ + ε|h±ε (r, σ)| ≤ 2δ˜ for r ∈ I±ε,t,σ for all ε ∈ (0, ε0], t ∈ [0, T ] and σ ∈ [0, 2δ0].
Therefore with c˜ := 2Cδ˜2 we obtain
B˜±ε,t(ψ,ψ) ≥
∫ 2δ0
0
∫
I˜±ε,t,σ
c
ε2
(ψ˜±t )2J±t |(r,σ) dr dσ+
+
∫ 2δ0
0
∫
I±ε,t,σ
[
(1− c˜)(∂rψ˜±t )2 +
f ′′(θ0(ρε))
ε2
|
X
±(.,t)(ψ˜
±
t )2
]
J±t |(r,σ) dr dσ.
Using Lemma 4.5 for the second part, Lemma 4.8 follows if we show that for
Ψ±ε,t,σ :=
√
εψ˜±t (F±ε,t(., σ), σ) on Iε := (−
δ˜
ε
,
δ˜
ε
)
and f.a.a. σ ∈ [0, 2δ0], all t ∈ [0, T ] and ε ∈ (0, ε0], ε0 > 0 small it holds
B±,c˜ε,t,σ(Ψ±ε,t,σ,Ψ±ε,t,σ) :=
∫
Iε
[
(1− c˜)(∂zΨ±ε,t,σ)2 + f ′′(θ0(z))(Ψ±ε,t,σ)2
]
J˜±ε,t,σ dz
≥ c‖Ψ±ε,t,σ‖2L2(Iε,J˜±ε,t,σ),
(4.9)
where c > 0 is independent of ε ∈ (0, ε0], t ∈ [0, T ] and σ ∈ [0, 2δ0] and L2(Iε, J˜±ε,t,σ) is the
space of L2-functions on Iε with respect to the weight J˜±ε,t,σ. We denote the scalar-product
in L2(Iε, J˜±ε,t,σ) by (., .)ε,t,σ, the norm with ‖.‖ε,t,σ and the orthogonal relation by ⊥ε,t,σ.
For the proof of (4.9) we need results for B±,0ε,t,σ. With respect to (., .)ε,t,σ, B
±,0
ε,t,σ is the
bilinear form corresponding to
L±,0ε,t,σ := −(J˜±ε,t,σ)−1
d
dz
(
J˜±ε,t,σ
d
dz
)
+ f ′′(θ0)
on H2(Iε) with homogeneous Neumann boundary condition.
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Lemma 4.9 For δ˜ ∈ (0, 3δ4 ] fixed, ε > 0 small, t ∈ [0, T ] and σ ∈ [0, 2δ0] it holds
1. The first eigenvalue λ±1 = λ±1 (ε, t, σ) of L±,0ε,t,σ is simple, it admits a positive,
normalized eigenfunction Ψ±1 = Ψ±1 (ε, t, σ) and satisfies uniformly in t, σ
λ±1 = infΨ∈H1(Iε),‖Ψ‖ε,t,σ=1
B±,0ε,t,σ(Ψ,Ψ) = B
±,0
ε,t,σ(Ψ±1 ,Ψ±1 ) = O(ε2).
Moreover, Ψ±1,R := Ψ
±
1 − J±t (0, σ)−
1
2βεθ
′
0, where βε := ‖θ′0‖−1L2(Iε), fulfills uniformly
in t, σ
‖Ψ±1,R‖ε,t,σ + ‖∂zΨ±1,R‖ε,t,σ = O(ε).
2. There is a v2 > 0 independent of δ˜ such that for all ε ∈ (0, ε2], ε2 = ε2(δ˜) > 0 small
λ±2 = λ±2 (ε, t, σ) = infΨ∈H1(Iε),‖Ψ‖ε,t,σ=1,Ψ⊥ε,t,σΨ1
B±,0ε,t,σ(Ψ,Ψ) ≥ v2.
Proof. This can be shown analogously to Lemma 2.2 in Chen [12]. Note that in Chen
[12] it is assumed w.l.o.g. that δ˜ = 1 and here we additionally introduced some height
functions. Moreover, the coordinate system for the interface in Chen [12] is the orthog-
onal one. Nevertheless, J˜±ε,t,σ behaves similar as J(ε., s) in Chen [12] and therefore an
analogous proof works. Additionally, we obtain that v2 does not depend on δ˜. 
Proof of (4.9). Using ψ ∈ (V ±ε,t)⊥, Lemma 4.6, 2. and 0 < c ≤ q± ≤ C, we obtain∣∣∣∣∣
∫
I±ε,t,σ
1√
ε
θ′0(ρε)|X±(r,σ,t)[ψ˜tJ
±
t ]|(r,σ) dr
∣∣∣∣∣ ≤ C
∫
I±ε,t,σ
|√εvB±|
X
±(r,σ,t)[ψ˜tJ
±
t ]|(r,σ)| dr
f.a.a. σ ∈ [0, 2δ0], all ε ∈ (0, ε0] and t ∈ [0, T ]. Hölder’s inequality and Lemma 4.5 imply
that the right hand side is estimated by Cε‖ψ˜±t (., σ)‖L2(I±ε,t,σ ,J±t (.,σ)). Therefore Lemma
4.5, 1. yields
|(Ψ±ε,t,σ, θ′0)ε,t,σ| ≤ Cε‖Ψ±ε,t,σ‖ε,t,σ.
Hence Lemma 4.9, 1. and boundedness of βε for small ε imply
|(Ψ±ε,t,σ,Ψ±1 )ε,t,σ| ≤ Cε‖Ψ±ε,t,σ‖ε,t,σ (4.10)
f.a.a. σ ∈ [0, 2δ0], all t ∈ [0, T ] and ε ∈ (0, ε0], if ε0 > 0 is small. Now we decompose
Ψ±ε,t,σ orthogonally in L2(Iε, J˜±ε,t,σ): With some Ψ±⊥ = Ψ
±
⊥(ε, t, σ)
Ψ±ε,t,σ
‖Ψ±ε,t,σ‖ε,t,σ
=
(
Ψ±1 ,
Ψ±ε,t,σ
‖Ψ±ε,t,σ‖ε,t,σ
)
ε,t,σ
Ψ±1 + Ψ±⊥.
Taking ‖.‖2ε,t,σ in this identity yields |1− ‖Ψ±⊥‖2ε,t,σ| ≤ Cε2 because of (4.10). Then
B±,c˜ε,t,σ(Ψ±ε,t,σ,Ψ±ε,t,σ) = (1− c˜)B±,0ε,t,σ(Ψ±ε,t,σ,Ψ±ε,t,σ) + c˜
∫
Iε
f ′′(θ0)(Ψ±ε,t,σ)2J˜±ε,t,σ dz.
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The last part is estimated by c˜ supz∈R |f ′′(θ0(z))| ‖Ψ±ε,t,σ‖2ε,t,σ. Moreover, with (4.10)
1
‖Ψ±ε,t,σ‖2ε,t,σ
B±,0ε,t,σ(Ψ±ε,t,σ,Ψ±ε,t,σ) = λ±1 O(ε2) + 2B±,0ε,t,σ(Ψ±1 ,Ψ±⊥)O(ε) +B±,0ε,t,σ(Ψ±⊥,Ψ±⊥).
Lemma 4.9 implies λ±1 = O(ε2) and B±,0ε,t,σ(Ψ±⊥,Ψ±⊥) ≥ v2‖Ψ±⊥‖2ε,t,σ ≥ v2(1− Cε2). Since
B±,0ε,t,σ(Ψ±1 ,Ψ±⊥) = (L±,0ε,t,σΨ±1 ,Ψ±⊥)ε,t,σ = λ±1 (Ψ±1 ,Ψ±⊥)ε,t,σ = 0
due to integration by parts, it follows that
B±,c˜ε,t,σ(Ψ±ε,t,σ,Ψ±ε,t,σ)
‖Ψ±ε,t,σ‖2ε,t,σ
≥ (1− c˜)
[
−Cε4 + v2(1− Cε2)
]
− c˜ sup
R
|f ′′(θ0)| ≥ c > 0
f.a.a. σ ∈ [0, 2δ0], all t ∈ [0, T ] and ε ∈ (0, ε0] if ε0 = ε0(δ˜,M) > 0 is small and δ˜ > 0
(and therefore c˜ = 2Cδ˜2) was chosen small enough before. Here it is important that v2 in
Lemma 4.9 is independent of δ˜. This shows (4.9) and thus Lemma 4.8. 
For B±ε,t on V ±ε,t × (V ±ε,t)⊥ we have
Lemma 4.10 There is an ε0 > 0 such that for all ε ∈ (0, ε0], t ∈ [0, T ]
|B±ε,t(φ, ψ)| ≤
C
ε
‖φ‖L2(ΩB±t )‖ψ‖L2(ΩB±t ) +
1
4B
±
ε,t(ψ,ψ) + Cε2‖a‖2H1(0,2δ0)
for all φ ∈ V ±ε,t and ψ ∈ (V ±ε,t)⊥.
Proof. We have φ = a(s±(., t))φεA(., t) with some a ∈ H1(0, 2δ0). By product rule
∇φ = ∇(a(s±(., t)))φεA + a(s±(., t))∇φεA(., t) and integration by parts yields∫
ΩB±t
a(s±)∇φεA|(.,t) · ∇ψ dx = −
∫
ΩB±t
∇(a(s±)) · ∇φεA|(.,t)ψ dx+
−
∫
ΩB±t
a(s±)∆φεA|(.,t)ψ dx+
∫
∂ΩB±t
∂νφ
ε
A|(.,t)tr
[
a(s±(., t))ψ
]
dH1.
Therefore we obtain
B±ε,t(φ, ψ) =
∫
ΩB±t
a(s±)|(.,t)L±ε,tφεA|(.,t)ψ dx+
∫
∂ΩB±t
∂νφ
ε
A|(.,t)tr
[
a(s±(., t))ψ
]
dH1+
+
∫
ΩB±t
∇(a(s±))|(.,t) · (φεA|(.,t)∇ψ −∇φεA|(.,t)ψ) dx =: (I) + (II) + (III).
Ad (I): Hölder’s inequality yields |(I)| ≤ ‖a(s±)|(.,t)L±ε,tφεA|(.,t)‖L2(ΩB±t )‖ψ‖L2(ΩB±t ), where
‖a(s±)|(.,t)L±ε,tφεA|(.,t)‖2L2(ΩB±t ) =
∫ 2δ0
0
a2(σ)
∫ δ
−δ
(L±ε,tφεA(., t))2|X±(r,σ,t) J±t (r, σ) dr dσ.
To estimate the inner integral we use Lemma 4.4 to obtain
|ε(L±ε,tφεA|(.,t))2 −
1
ε2
(∆r|X0(s(.,t),t)q±|(s±(.,t),t)θ′′0(ρε(., t)))2| ≤
≤ Ce−c|ρε(.,t)|(Ce−c|ρε(.,t)| + 2
ε
|∆r||X0(s(.,t),t)q±|(s±(.,t),t)).
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With Lemma 4.5 we get that the inner integral is estimated by C
ε2 and hence |(I)| ≤
C
ε ‖a‖L2(0,2δ0)‖ψ‖L2(ΩB±t ) for all t ∈ [0, T ] and ε ∈ (0, ε0] if ε0 > 0 is small. Because of
Lemma 4.6, 1. this fits the desired estimate.
Ad (II): It holds |(II)| ≤ ‖trψ‖L2(∂ΩB±t )‖tr(a(s
±(., t)))∂νφεA|(.,t)‖L2(∂ΩB±t ) because of
Hölder’s inequality. Similarly as in the proof of Lemma 4.7 we have
‖a(s±)∂νφεA|(.,t)‖L2(∂ΩB±t ) ≤ Cε|a(0)|+ Ce
−c/ε(‖a‖L2(0,2δ0) + |a(2δ0)|) ≤ Cε‖a‖H1(0,2δ0).
To estimate ‖trψ‖L2(∂ΩB±t ) we need
Lemma 4.11 Fix ε > 0. Then there is a C > 0 such that for all ε ∈ (0, ε] and t ∈ [0, T ]
‖trψ‖2
L2(∂ΩB±t )
≤ C(ε‖∇ψ‖2
L2(ΩB±t )
+ 1
ε
‖ψ‖2
L2(ΩB±t )
) for all ψ ∈ H1(ΩB±t ).
Proof. It is enough to prove the assertion for S := (−δ, δ)× (0, 2δ0) instead of ΩB±t since
all appearing terms are equivalent to the transformed ones under X±(., t) uniformly
in t ∈ [0, T ]. For the S-case we use an idea from Evans [16], 5.10, problem 7. Let
w ∈ C1(S)2 with w|∂S · ν∂S ≥ 1. Then
‖trψ‖2L2(∂S) ≤
∫
∂S
ψ2w · ν dH1 =
∫
S
div(ψ2w) dx =
∫
S
ψ2divw + 2ψw · ∇ψ dx.
Hence by Young’s inequality ‖trψ‖2L2(∂S) ≤ C
[
‖ψ‖2L2(S) + ε‖∇ψ‖2L2(S) + 1ε‖ψ‖2L2(S)
]
.
Since 1 ≤ εε , the claim is shown. 
Proof of Lemma 4.10 (Continuation). Young’s inequality and Lemma 4.8 yield
|(II)| ≤ ν08εC ‖trψ‖
2
L2(∂ΩB±t )
+ C˜ε3‖a‖2H1(0,2δ0) ≤
1
8B
±
ε,t(ψ,ψ) + C˜ε3‖a‖2H1(0,2δ0).
Ad (III): It holds (III) =
∫ 2δ0
0 a
′(σ)g±(σ) dσ with
g±(σ) := ∓
∫ δ
−δ
∇s|
X
±(r,σ,t) · [φ
ε
A(., t)∇ψ −∇φεA(., t)ψ] |X±(r,σ,t) J±t (r, σ) dr.
Here ∇ψ|X±(.,t) = ∇r|X±(.,t)∂rψ˜
±
t ∓∇s|X±(.,t)∂σψ˜
±
t with ψ˜±t := ψ(X±(., t)). To estimate
the ∂σψ˜±t -term we use that ||∇s|2(X±(r, σ, t)) − 4/L(t)2| ≤ C|r| because of a Taylor
expansion and Remark 2.2, 4. Therefore f.a.a. σ ∈ (0, 2δ0)
|g±(σ)| ≤ 4
L(t)2
∣∣∣∣∣
∫ δ
−δ
φεA|X±(r,σ,t)(∂σψ˜
±
t J
±
t )|(r,σ) dr
∣∣∣∣∣+
+
∫ δ
−δ
C|r φεA|X±(r,σ,t)(∂σψ˜
±
t J
±
t )|(r,σ)| dr +
∫ δ
−δ
| [∇r · ∇s φεA] |X±(r,σ,t)(∂rψ˜
±
t J
±
t )|(r,σ)| dr+
+
∫ δ
−δ
|(ψ˜±t J±t )|(r,σ) [∇s · ∇φεA] |X±(r,σ,t)| dr,
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where
∇φεA =
1√
ε
[
θ′′0(ρε)q±(s±, t) + ε∂ρvˆB±|(ρε,H±ε ,t)
] [∇r
ε
−∇s∂shε(s, t)
]
+
∓ 1√
ε
∇s
[
∂σq
±(s±, t)θ′0(ρε) + ∂H vˆB±|(ρε,H±ε ,t)
]
We rewrite the first term separately with the aid of ψ ∈ (V ±ε,t)⊥. Because of Lemma 2.8
and since integration gives a bounded linear operator on L2(−δ, δ), we can differentiate
the identity in Lemma 4.6, 2. with respect to σ and obtain∫ δ
−δ
[
φεA|X±(.,t)∂σψ˜
±
t J
±
t
]
|(r,σ) dr = −
∫ δ
−δ
[
(∂σ(φεA|X±(.,t))J
±
t + φεA|X±(.,t)∂σJ
±
t )ψ˜±t
]
|(r,σ) dr,
where
∂σ(φεA|X±) = −
1√
ε
∂σh
±
ε |(σ,t)
[
θ′′0(ρε)q±(s±, t) + ε∂ρvˆB±(ρε, H±ε , t)
]
|
X
±+
+ 1√
ε
[
∂H vˆ
B±(ρε, H±ε , t) + ∂σq±(s±, t)θ′0(ρε)
]
|
X
± .
(4.11)
For all terms we use Hölder’s inequality and Lemma 4.5 to get
|g±(σ)| ≤ C‖ψ˜±t (., σ)‖L2(−δ,δ;J±t (.,σ)) + Cε‖∇(r,σ)ψ˜
±
t (., σ)‖L2(−δ,δ;J±t (.,σ))
f.a.a. σ ∈ (0, 2δ0). Since |∇(r,σ)ψ˜±t | ≤ C|∇ψ|X±(.,t)|, we obtain with Young’s inequality
|(III)| ≤ C‖a′‖L2(0,2δ0)(‖ψ‖L2(ΩB±t ) + ε‖∇ψ‖L2(ΩB±t )) ≤
≤ Cε2‖a′‖2L2(0,2δ0) +
ν0
8
[ 1
ε2
‖ψ‖2
L2(ΩB±t )
+ ‖∇ψ‖2
L2(ΩB±t )
]
.
The last term is dominated by 18B
±
ε,t(ψ,ψ) because of Lemma 4.8. Altogether we have
shown Lemma 4.10. 
Finally, we put all those estimates together:
Theorem 4.12 There are ε0, c0 > 0 such that
B±ε,t(ψ,ψ) ≥ −C‖ψ‖2L2(ΩB±t ) + c0‖∇τψ‖
2
L2(ΩB±t )
for all ε ∈ (0, ε0], t ∈ [0, T ] and ψ ∈ H1(ΩB±t ) with ψ|X(.,s,t) = 0 for s ∈ (32δ0, 2δ0).
Remark 4.13 The estimate can be refined, cf. the proof below.
Proof. Because of Lemma 4.6, any ψ ∈ H1(ΩB±t ) can be uniquely written as ψ = φ+ φ⊥
with φ = [a(s±)φεA] |(.,t) ∈ V ±ε,t and φ⊥ ∈ (V ±ε,t)⊥. Lemma 4.7 and Lemma 4.10 imply for
t ∈ [0, T ] and ε ∈ (0, ε0], ε0 > 0 small that
B±ε,t(ψ,ψ) = B±ε,t(φ, φ) + 2B±ε,t(φ, φ⊥) +B±ε,t(φ⊥, φ⊥) ≥
≥ −C‖φ‖2
L2(ΩB±t )
+ (c0 − Cε2)‖a‖2H1(0,2δ0) −
C
ε
‖φ‖L2(ΩB±t )‖φ
⊥‖L2(ΩB±t ) +
B±ε,t(φ⊥, φ⊥)
2 .
46
5 Difference Estimate
For the last part we use Lemma 4.8 and we estimate the third part with Young’s inequality
to ν04ε2 ‖φ⊥‖2L2(ΩB±t ) + C‖φ‖
2
L2(ΩB±t )
. Hence
B±ε,t(ψ,ψ) ≥ −C‖φ‖2L2(ΩB±t ) +
ν0
4ε2 ‖φ
⊥‖2
L2(ΩB±t )
+ c02 ‖a‖
2
H1(0,2δ0) +
ν0
2 ‖∇(φ
⊥)‖2
L2(ΩB±t )
.
It remains to include the ∇τψ-term in the estimate. The triangle inequality implies
‖∇τψ‖L2(ΩB±t ) ≤ ‖∇τφ‖L2(ΩB±t ) + ‖∇τ (φ
⊥)‖L2(ΩB±t ). By definition
∓∇τφ|X±(.,t) = ∇s|X±(.,t)∂σ(φ|X±(.,t)) = ∇s|X±(.,t)
[
a′(σ)φεA|X±(.,t) + a(σ)∂σ(φ
ε
A|X±(.,t))
]
,
where ∂σ(φεA|X±) was computed in (4.11). With Fubini’s Theorem and Lemma 4.5 one
shows ‖∇τφ‖L2(ΩB±t ) ≤ C‖a‖H1(0,2δ0). Since ‖∇τ (φ
⊥)‖L2(ΩB±t ) ≤ C‖∇(φ
⊥)‖L2(ΩB±t ), we
obtain
‖∇τψ‖2L2(ΩB±t ) ≤ C(‖a‖
2
H1(0,2δ0) + ‖∇(φ⊥)‖2L2(ΩB±t )).
This yields the desired estimate. 
The proof of Theorem 4.2 is completed.
5 Difference Estimate
In this section we estimate the difference of the exact and approximate solution. From
this we obtain a convergence result in the next section by showing that our construction
fulfills the requirements.
Theorem 5.1 Let N = 2, Γ = (Γt)t∈[0,T0] for some T0 > 0 be as in Section 2.2 and δ > 0
such that Theorem 2.1 holds for 2δ instead of δ. For an ε0 > 0 let uεA : Ω× [0, T0]→ R
and uε0 : Ω→ R for ε ∈ (0, ε0] be smooth with ∂νuε0 = 0 on ∂Ω and let uε : Ω× [0, T0]→ R
be the smooth exact solution5 to (1.1)-(1.3) with uε0 as initial values. For some R > 0
and M ∈ N,M ≥ N we impose the following conditions:
1. Boundedness: supε∈(0,ε0] ‖uεA‖L∞(ΩT0 ) + ‖uε0‖L∞(Ω) <∞.
2. Spectral Estimate: There are c0, C > 0 such that∫
Ω
|∇ψ|2 + 1
ε2
f ′′(uεA(., t))ψ2 dx ≥ −C‖ψ‖2L2(Ω) +‖∇ψ‖2L2(Ω\Γt(δ)) +c0‖∇τψ‖2L2(Γt(δ))
for all ψ ∈ H1(Ω) and ε ∈ (0, ε0], t ∈ [0, T0].
3. (uεA)ε∈(0,ε0] is an approximate solution to (1.1)-(1.3) in the following sense: It holds
∂νu
ε
A = 0 on ∂ΩT0\Γ(2δ) for ε ∈ (0, ε0] and
‖∂νuεA(t)‖L2(∂Ω) ≤ CεM+
1
2 for all t ∈ [0, T0], ‖uεA|t=0 − uε0‖L2(Ω) ≤ RεM+
1
2
and for the difference uε := uε−uεA and the remainder rεA := ∂tuεA−∆uεA+ 1ε2 f ′(uεA)
it holds ∣∣∣∣∫Ω rεAuε(t) dx
∣∣∣∣ ≤ CεM+ 12 (‖uε(t)‖L2(Ω) + ‖∇τuε(t)‖L2(Γt(2δ))) (5.1)
for all ε ∈ (0, ε0], T ∈ (0, T0].
5 For analytical properties of the Allen-Cahn equation cf. Bartels [8], Chapter 6.1 and references therein.
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Then we obtain
1. Let M ≥ 3. Then there are α, ε1 > 0 such that for gα : [0, T0] → R : t 7→ e−αt it
holds
sup
t∈[0,T ]
‖gαuε(t)‖2L2(Ω) + ‖gα∇uε‖2L2(QT \Γ(δ)) ≤ 2R2ε2M+1,
c0‖gα∇τuε‖2L2(QT∩Γ(δ)) + ε2‖gα∂nuε‖2L2(QT∩Γ(δ)) ≤ 2R2ε2M+1
(5.2)
for all ε ∈ (0, ε1] and T ∈ (0, T0].
2. Let M = N = 2. Then there are ε1, T1 > 0 such that (5.2) holds for α = 0 and all
ε ∈ (0, ε1], T ∈ (0, T1].
Proof. By continuity and the Dominated Convergence Theorem we obtain that
Tε,α := sup {T ∈ (0, T0] : (5.2) holds for all t ∈ (0, T ]}
is well-defined for all ε ∈ (0, ε0], α ≥ 0 and it holds Tε,α > 0. In the case M ≥ 3 we have
to show that there are ε1, α > 0 such that Tε,α = T0 for all ε ∈ (0, ε1]. If M = N we
prove Tε,0 ≥ T1 for all ε ∈ (0, ε1] and some T1 > 0.
We take the difference of the left hand side of the Allen-Cahn equation for uε and uεA
and obtain
∂tu
ε −∆uε + 1
ε2
f ′′(uεA)uε = −rεA − rε(uε, uεA), (5.3)
where rε(uε, uεA) := 1ε2 [f
′(uε)− f ′(uεA)− f ′′(uεA)uε]. We multiply this equation by g2αuε
and integrate over QT for T ∈ (0, Tε,α], where ε ∈ (0, ε0] and α ≥ 0 are fixed. The first
term gives∫ T
0
∫
Ω
g2α∂tu
εuε dx dt = 12‖gα(T )u
ε(T )‖2L2(Ω) −
1
2‖u
ε(0)‖2L2(Ω) +
∫ T
0
∂tgαgα‖uε‖2L2(Ω) dt,
where ‖uε(0)‖2L2(Ω) ≤ R2ε2M+1. For the other term coming from the left hand side in
(5.3) we use integration by parts:∫ T
0
g2α
∫
Ω
[
−∆uε + 1
ε2
f ′′(uεA)uε
]
uε dx dt =
∫ T
0
g2α
∫
Ω
|∇uε|2 + 1
ε2
f ′′(uεA)(uε)2 dx dt+
−
∫ T
0
g2α
∫
∂Ω
∂νu
ε
A truε dH1 dt.
Because of the spectral estimate and (5.2), the first term is bounded from below by
−C
∫ T
0
g2α‖uε‖2L2(Ω) dt+ ‖gα∇uε‖2L2(QT \Γ(δ)) + c0‖gα∇τuε‖2L2(QT∩Γ(δ)).
The boundary term can be estimated as follows: Since ∂νuεA = 0 on ∂QT \Γ(2δ), we infer∣∣∣∣∫
∂Ω
∂νu
ε
A truε(t) dH1
∣∣∣∣ ≤ ‖∂νuεA(t)‖L2(∂Ω)‖truε(t)‖L2(∂Ω∩Γt(2δ)).
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With a similar idea as in the proof of Lemma 4.11 we obtain
‖truε(t)‖2L2(∂Ω∩Γt(2δ)) ≤ C‖uε(t)‖2L2(Γt(2δ)) + C‖uε(t)‖L2(Γt(2δ))‖∇τuε(t)‖L2(Γt(2δ)).
To this end one uses S = (−2δ, 2δ) × (−1, 1) and w ∈ C1(S)2 such that w1 = 0 and
w|∂S · ν∂S ≥ 1 on [−2δ, 2δ]× {±1} and w|∂S · ν∂S = 0, else. Therefore we obtain∣∣∣∣∣
∫ T
0
g2α
∫
∂Ω
∂νu
ε
A truε dH1 dt
∣∣∣∣∣ ≤ CεM+ 12
∫ T
0
g2α(‖uε‖L2(Γt(2δ)) + ‖∇τuε‖L2(Γt(2δ))) dt.
Due to |∇τuε| ≤ C|∇uε| and (5.2), this is estimated by CR(‖gα‖L1(0,T )+‖gα‖L2(0,T ))ε2M+1.
It remains to treat the terms coming from the right hand side in (5.3). For the one
involving rεA we use (5.1). This term has the same structure as the one we obtained from
estimating the boundary term. The other term coming from rε(uε, uεA) can be treated in
an analogous way as in Abels, Liu [1], Lemma 5.3: As in the proof of the weak maximum
principle it follows that
sup
ε∈(0,ε0]
‖uε‖L∞(QT ) ≤ max{1, sup
ε∈(0,ε0]
‖uε0‖L∞(Ω)}.
Therefore the boundedness assumptions together with a Taylor expansion yield∣∣∣∣∣
∫ T
0
g2α
∫
Ω
rε(uε, uεA)uε dx dt
∣∣∣∣∣ ≤ Cε2
∫ T
0
g2α‖uε‖3L3(Ω) dt.
The Gagliardo-Nirenberg inequality in two dimensions applied to |uε(t)|2 implies
‖uε(t)‖3L3(Ω\Γt(δ)) ≤ C‖uε‖H1(Ω\Γt(δ))‖uε‖2L2(Ω\Γt(δ)) for all t ∈ [0, T ].
To control the L3-norm of uε on Γt(δ), one transforms to (−δ, δ)× I, uses Lemma 2.8, 1.
and one-dimensional Gagliardo-Nirenberg inequalities in both coordinates6. This yields
‖uε‖3L3(Γt(δ)) ≤ C‖(uε, ∂nuε)‖
1
2
L2(Γt(δ))‖(uε,∇τuε)‖
1
2
L2(Γt(δ))‖uε‖2L2(Γt(δ)) for all t ∈ [0, T ].
The appearing terms can be estimated with (5.2) and Hölder’s inequality. We obtain∣∣∣∣∣
∫ T
0
g2α
∫
Ω
rε(uε, uεA)uε dx dt
∣∣∣∣∣ ≤ Cε2R3
[
‖g−1α ‖L1(0,T ) + ‖g−1α ‖L2(0,T )
]
ε3(M+
1
2 )+
+C
ε2
R3
[
ε
1
2 ‖g−1α ‖L1(0,T ) + ‖g−1α ‖L 43 (0,T ) + ‖g
−1
α ‖L2(0,T )
]
ε3M+1.
Moreover,
ε2‖gα∂nuε‖2L2(QT∩Γ(δ)) ≤ Cε2
∫ T
0
g2α
∫
Ω
|∇uε|2 + 1
ε2
f ′′(uεA)(uε)2 dx dt+
+ C sup
ε∈(0,ε0]
‖f ′′(uεA)‖L∞(ΩT0 )
∫ T
0
g2α‖uε(t)‖2L2(Ω) dt.
6 This is similar to Lemma 5.4 in Abels, Liu [1]. But there the one-dimensional Gagliardo-Nirenberg
inequality was only used in normal direction. Here it is also not needed and just added for optimality.
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Altogether, if ε0 > 0 is small we get for all T ∈ (0, Tε,α], ε ∈ (0, ε0] that
1
2‖gα(T )u
ε(T )‖2L2(Ω) +
1
2‖gα∇u
ε‖2L2(QT \Γ(δ))+
+ c02 ‖gα∇τu
ε‖2L2(QT∩Γ(δ)) +
ε2
2 ‖gα∂nu
ε‖2L2(QT∩Γ(δ)) ≤
≤ R
2
2 ε
2M+1 +
∫ T
0
(−α+ C˜0)g2α‖uε(t)‖2L2(Ω) dt+ C1Rε2M+1‖gα‖L2(0,T )+
+ CR3ε2M+1
[
ε
1
2 ‖g−1‖L2(0,T ) + εM−2‖g−1‖L2(0,T )
]
. (5.4)
Now let M ≥ 3. Then we choose α ≥ C˜0 large such that C1R‖gα‖L2(0,T ) ≤ R
2
8 . Therefore
the left hand side in (5.4) is estimated by 34R2ε2M+1 for all T ∈ (0, Tε,α] and ε ∈ (0, ε1],
if ε1 > 0 is small enough. By definition and continuity this shows Tε,α = T0 for all
ε ∈ (0, ε1].
Finally, we consider M = N = 2 and α = 0. Then the left hand side in (5.4) is dominated
by [
R2
2 + CR
2T + CRT
1
2 + CR3(ε
1
2 + 1)T
1
2
]
ε2N+1.
There are ε1, T1 > 0 such that this is estimated by 34R2ε2N+1 for all T ∈ (0,min(Tε,α, T1)]
and ε ∈ (0, ε1]. Therefore by definition and continuity Tε,0 ≥ T1 for all ε ∈ (0, ε1]. 
6 Convergence Result
Let N = 2, Γ = (Γt)t∈[0,T0] for some T0 > 0 be a smooth solution to mean curvature flow
with 90°-contact angle condition parametrized as in Section 2.2 starting from Γ0 and let
δ > 0 such that Theorem 2.1 holds for 2δ. We obtain the following convergence result:
Theorem 6.1 There is an ε0 > 0 and uεA : Ω× [0, T0]→ R for ε ∈ (0, ε0] smooth such
that the following assertion holds: If uε0 : Ω→ R for ε ∈ (0, ε0] are smooth with ∂νuε0 = 0
and for some R > 0 it holds
sup
ε∈(0,ε0]
‖uε0‖L∞(Ω) <∞ and ‖uε0 − uεA|t=0‖L2(Ω) ≤ RεN+
1
2 for ε ∈ (0, ε0],
then there are C, ε1, T1 > 0 such that for the unique smooth solution uε : Ω× [0, T0]→ R
to (1.1)-(1.3) with initial values uε0 and all ε ∈ (0, ε1], T ∈ (0, T1] it holds
sup
t∈[0,T ]
‖uε(t)− uεA(t)‖L2(Ω) + ‖∇(uε − uεA)‖L2(QT \Γ(δ)) ≤ CεN+
1
2 ,
‖∇τ (uε − uεA)‖L2(QT∩Γ(δ)) + ε‖∂n(uε − uεA)‖L2(QT∩Γ(δ)) ≤ CεN+
1
2 .
Remark 6.2 1. See Section 3.3 for the explicit definition of uεA. In particular it holds
limε→0 uεA = ±1 uniformly on compact subsets of Q±T .
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2. One should also obtain a convergence result for global time T ∈ (0, T0] if N in the
estimates is replaced by any M ∈ N,M ≥ 3. Therefore only a better approximate
solution uεA is needed, cf. Theorem 5.1. The latter should be obtained by iterating
the construction in Section 3, e.g. similar to Chen, Hilhorst, Logak [13].
Proof. We apply Theorem 5.1. The uεA for ε > 0 are constructed in Section 3.3. They
are smooth, uniformly bounded in ε and fulfill the spectral estimate in Theorem 5.1, 2.
because of Theorem 4.1 for ε ∈ (0, ε0] if ε0 > 0 is small. As in the proof of Lemma 4.5 it
follows that for ε0 > 0 small and all ε ∈ (0, ε0] it holds
‖∂νuεA(t)‖L2(∂Ω) ≤ CεN+
1
2 for all t ∈ [0, T0],
where we used Lemma 3.6. Therefore the claim follows from Theorem 5.1 if we show
(5.1) for M = N . Due to Lemma 3.6 we have
|rεA| ≤ C
[
ε
∑
±
e−c(|ρε|+H
ε
±) + ε2e−c|ρε| + ε3
]
in Γ(2δ), rεA = 0 in Ω\Γ(2δ). (6.1)
Hence ∣∣∣∣∫Ω rεAuε(t) dx
∣∣∣∣ ≤ ‖rεAuε‖L1(Ω) ≤ ∫ 1−1
∫ 2δ
−2δ
|rεAuε||X(r,s,t)Jt(r, s) dr ds.
The inner integral is dominated by C‖uε|X(.,s,t)‖L2(−2δ,2δ)‖rεA|X(.,s,t)‖L2(−2δ,2δ). With
(6.1) it follows as in the proof of Lemma 4.5 that
‖rεA|X(.,s,t)‖L2(−2δ,2δ) ≤ C
[
ε
3
2
∑
±
e−
c
ε
(|s±1|) + ε
5
2
]
for ε ∈ (0, ε0] if ε0 > 0 is small. Therefore because of Lemma 2.8
‖rεAuε(t)‖L1(Ω) ≤ ‖uε|X(.,t)‖L∞(−1,1;L2(−2δ,2δ))
∫ 1
−1
C
[
ε
3
2
∑
±
e−
c
ε
(|s±1|) + ε
5
2
]
ds ≤
≤ C(‖uε‖L2(Γt(2δ)) + ‖∇τuε‖L2(Γt(2δ)))εN+
1
2 ,
where we used a scaling argument for the second part.
Theorem 5.1 implies the existence of ε1, T1 > 0 such that (5.2) holds for α = 0 and all
ε ∈ (0, ε1], T ∈ (0, T1]. 
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