Abstract -Crop models are important tools in agronomic research, a major use being to make predictions. A proper parameter estimation method is necessary to ensure accurate predictions. Until now studies have focused on the application of a particular estimation method and few comparisons of different methods are available. In this paper, we compare several parameter estimation methods, related, on the one hand, to model selection, and on the other, to ridge regression based on an analogy to a Bayesian approach. The different methods are applied to a simplified crop model derived from the STICS model, using simulated data. The criteria for comparison are prediction error and errors in the parameter estimates. Among the methods of model comparison a version of the Schwarz criterion, corrected for small samples and with maximum and minimum bounds for each parameter, is the preferred method. Ridge regression is found to be superior to this best method of model selection.
INTRODUCTION
Crop models are important tools in agronomic research and are increasingly being considered as potential components of decision support systems for agriculture. The two fundamental components of crop models are the model equations and the values of the model parameters. Both are essential in determining the usefulness of a model, and in particular the quality of model predictions.
The problem of parameter estimation has been very widely studied in statistics. However, the application of the proposed methods to crop models is often not immediate because crop models, like complex dynamic models in other fields such as hydrology, present several characteristics which make parameter estimation difficult. First of all, these models often contain a large number of parameters (for example, approximately 200 parameters in the STICS model [6] ), compared with the amount of data available for parameter estimation. It is thus often impossible to estimate all the model parameters from the data, and even in cases where it is numerically possible this may lead to overparameterization and consequent poor predictive quality. In addition, prior information about the parameter values is often available, from experiments on the individual processes or from results that concern the system under conditions not too different than those of interest. There is then the question of how to use this information in the estimation procedure. Finally, the structure of the data is often complex. In a given plot several different variables (for example, grain yield, biomass and leaf area index) may be measured, and certain of these variables may be measured at several different dates during the season. Thus the data available are not independent and there is the question of how to take into account the complex correlation structure of the data.
We will discuss below different aspects of the problem of parameter estimation for complex dynamic models that have been reported in the literature. We will see that while there have been numerous studies on how to calculate parameter values, there are very few studies which systematically compare a range of different statistical approaches to parameter estimation. It seems important to propose such a study, in order to draw conclusions on the advantages and drawbacks of each method. The purpose of this paper then is to propose several methods for parameter estimation that could be applicable to crop models, and to test them in a simulation study on a relatively simple example.
Many of the studies reported in the literature focus on the problem of how many parameters to estimate and how to choose those to be estimated. Olsthoorn [24] suggested that the number of estimated parameters must be substantially fewer than the number of observations to obtain a valid optimum. Other studies have emphasized the importance of limiting the number of estimated parameters lest prediction error be high (for example, Refsgaard [28] ). Perrin et al. [26] compared 19 hydrological models of different complexity (between 3 and 9 parameters) in order to see if the increase in the number of parameters improved the performances of a model. They concluded that models of small dimensions can have predictive capacities as good as more complex models.
One can of course reduce the number of estimated parameters by simply deciding that certain parameters will not be fit 352 M. Tremblay, D. Wallach to the data but will have fixed values. The problem is then to decide which parameters will be estimated and which will be fixed. Sievänen and Burk [31] fixed those parameters of their tree growth model which are easily measured and thus are available without fitting. Parameter values may also be fixed on the basis of values in the literature [34] . A sensitivity analysis of model outputs to different parameters may be the basis for estimating only those parameters to which the outputs are most sensitive. Yan and Haan [38] and Xevi et al. [37] reduced the number of parameters based on the sensitivity for each parameter individually. In their sensitivity analyses, Van der Perk [33] and Brun et al. [7] also took into account parameter interactions. Finally, the data itself may be used to determine how many and which parameters to estimate. This is the approach adopted by Wallach et al. [35] , who first classified the parameters using a forward regression analysis and then decided how many parameters to estimate using cross-validation.
As underlined by Brun et al. [7] , fixing some parameters may introduce a bias in the estimates of other parameters. Furthermore, a modification of the fixed values may lead to different estimated values because of the interactions between the parameters, as shown by Zhang and Lindström [39] .
In linear regression, principal component regression or partial least squares regression may be used to reduce the number of parameters to estimate. Wallach et al. [36] applied continuum regression, which is a generalization of both those methods, to a crop model.
The approaches mentioned above make use of prior information about the parameters in a particular way. Either a parameter is fixed at its prior value, or the prior value is ignored and the parameter is estimated from the data. A Bayesian approach, on the other hand, treats the parameters as random variables. The prior information furnishes a prior distribution for the parameters, and then this is combined with the data to calculate a posterior distribution. Increased computing power and specific numerical methods have made it possible to calculate the posterior distribution even for fairly complex dynamic models. The GLUE method (generalized likelihood uncertainty estimation) [4] assigns a weight proportional to the likelihood to each parameter set sampled from the prior distribution. This method has been applied to distributed hydrological models containing from 4 to 6 parameters [9, 10] . Schulz et al. [29] also applied the GLUE method to a nitrogen budget model including 7 parameters. With the Metropolis Hastings algorithm [15, 23] , one can generate a sample from the posterior parameter distribution. This algorithm has been used to estimate the parameters of dynamic models [2, 8, 13] . Kuczera and Parent [19] and Makowski et al. [20] compared GLUE and MCMC on models containing, respectively, 4 and 21 parameters. The Metropolis Hastings algorithm was preferred in both studies. Omlin and Reichert [25] compared frequentist and Bayesian techniques for estimating prediction uncertainty in a simple case (2 parameters). In the case of poor parameter identifiability, the Bayesian method was preferred.
We consider two families of approaches to parameter estimation which seem to be reasonable candidates for crop models. The first family, model selection methods, indicates how to identify a small number of parameters to be estimated. The other parameters are fixed at a fixed value. The second approach is the Bayesian approach, which combines the prior information about the parameters and the information contained in the data to estimate all the parameters. We do not calculate the posterior distribution but rather just the mode of this distribution, calculated using ridge regression. This provides estimates of the parameter values that can be compared with estimates given by the first family of methods.
To compare the different statistical methods we did a simulation study. That is, we invented "true" parameter values and data, and then tested each method to see how well it could retrieve these "true" parameter values given the data. The advantage of working by simulation rather than on real data is that the true parameter values are known. It is thus possible to calculate the quality of the estimated parameters and the predictive quality of the adjusted model for each method. The drawback is that the generality of the results is hard to know. The results may depend on the details of the model, on the way the data are generated and on the specific data that are used.
The different variables and acronyms used throughout the text are shown in Table I .
MATERIALS AND METHODS

Model
The model for which we tested different parameter estimation methods is a part of the STICS model [6] , which we shall refer to as Mini-STICS. The use of only part of the STICS model was dictated by the need to limit computing time, since we were led to execute the model several million times.
Mini-STICS simulates sunflower development over a period of 20 days, starting at the stage Maximal Acceleration of Leaf growth (AMF). We suppose that there is no nitrogen stress and that the soil consists of two layers: the first layer extends from 0 to 30 cm and the second from 30 cm to the bottom of the soil.
The five state variables are shown in Table II . The vector of explanatory variables has 75 elements and includes soil characteristics (percentage of clay and bulk density of the first soil layer, and minimum and maximum soil available water of each layer and soil depth), daily climatic variables (minimum and maximum temperature, evapotranspiration and precipitation), management operations (sowing density and depth of ploughing) and initial conditions (leaf area index, root depth and water content of each layer). The parameter vector has 14 elements. The "true" parameter vector, , is based on the values suggested by Guiloufi [12] 
Prior information
We assume the existence of prior information, that is, of information about the parameter values independent of the data Estimator of θ θ (T) True value of θ µ k mean of the prior distribution for θ (or initial value of θ) ω² that is used for parameter adjustment. We represent this information as a probability distribution. For each parameter θ k the prior distribution is assumed to be normal, , where and are, respectively, the prior mean and the prior variance of the parameter k, k=1,…,14. We assume the parameters to be a priori independent. Thus the prior distribution for the full parameter vector is .
(
We considered two different prior distributions. The means and standard deviations are presented in Table V . For each prior distribution, first the prior means were chosen at random within limits proposed by agronomists around the true values. Then the prior variance for each parameter was calculated as × , which is equal to the variance of a uniform distribution with lower limit 0.7 × and upper limit 1.3 × . Note that the prior means are not equal to the "true" parameter values.
Simulations
We consider that the explanatory variables of Mini-STICS for different individuals (i.e. different site, year and management combinations) are drawn from a probability distribution that represents a range of conditions. We consider 6 different distributions (Tab. VI). The distribution corresponds approximately to the range of conditions in the area around the INRA experimental farm of the Toulouse research center. For example, (Tab. VI), this distribution has a 0.25 probability of rain each day, and if it rains the amount of precipitation has a uniform distribution with a minimum of 1 mm and a maximum of 15 mm. All the other explanatory variables also have uniform distributions. The explanatory variables are independent of one another and also independent from one day to another. The distributions , , and represent, respectively, more shallow soils, greater maximum available soil water, lower sowing densities and less rainfall than . combines all of these differences. The "true" response j for an individual i(d) drawn from is generated as (2) where is a vector of explanatory variables drawn from and is the model error term. This is a random variable that describes, in terms of probabilities, that part of the response which the model does not explain. We assume that the vector of model errors is distributed according to N(0,Σ), where Σ is the (4 × 4) variance covariance matrix. The hypothesis that the error has expectation 0 and the same variance-covariance matrix regardless of the values of the explanatory variables is a strong hypothesis.
We note y i(d) and the vectors of observed and calculated responses, respectively, for an individual i(d).
We generated two sorts of samples using equation (2) . First, we generated training samples, which contain the responses that are used for parameter adjustment. All individuals here have explanatory variables drawn from . The responses for different individuals in a training sample are independent.
Secondly, we generated test samples, used for evaluating the predictive quality of a model. The test samples each have 1000 individuals. We generated test samples for each of the 6 distributions of the explanatory variables. The responses in the test samples are independent of one another and of the responses in the training samples.
We did two simulation studies. In the first, we compared the different model selection methods detailed below. The comparison between methods was done for three different sizes of the training sample, namely n = 7, 14 or 28 and for two different hypotheses about the prior distribution (Tab. V). The model selection methods make use only of the expectation of the prior distribution, this value being used as the initial value for each parameter. In each case the training sample contained only a single response variable, the leaf area index at day 20, noted
Parameter estimation was repeated on 80 different training samples. Model predictive quality was evaluated by comparing predicted values with the values in the six test samples. Each test sample had 1000 values of leaf area index at time 20, generated using equation (2) with explanatory variables drawn from one of the six different distributions of explanatory variables described above. Thus the different test samples correspond to testing the model for different ranges of soils or climates.
In the second simulation study, we compared the best model selection method with ridge regression. Here we considered only a single size for the training sample, namely n = 14, but again the two different prior distributions for the parameters. Each training sample here had four responses for each individual (Tab. IV). Once again, each method was tested on 80 different training samples, and evaluated using six different test samples of 1000 individuals each, the test samples corresponding to different distributions of explanatory variables. For each individual in each test sample we generated four responses, the same as in the training sample. Thus in this study the training 
samples allow us to test not only how prediction quality varies when soil and climate conditions vary, but also how prediction quality differs for different predicted responses. Table VII summarizes the different simulation studies.
Criteria for comparing methods
To choose between the various parameter estimation methods, comparison criteria are needed. Since crop models are used in multiple ways, it is natural to use several criteria.
The most important objective of crop models is prediction, which leads us to use the mean squared error of prediction (MSEP) as the basic criterion. However, since crop models are used for different types of prediction, we will define a number of different MSEP values. First of all, we will consider predictions for the 6 different distributions of the explanatory variables of Table VI. Furthermore, we will consider separately prediction for each of the 4 response variables. Overall then, there are 4 × 6 = 24 prediction quality criteria.
The definition of the mean squared error of prediction for response j, j = 1,…, 4, distribution , d = 0,…, 5, and parameter estimation method m is (3) where is the estimate of the parameter vector obtained with the method m and the star indicates that the random variables are independent of those in the training sample on which is based. The expectation is over all the random quantities, namely and . Bulk density of the first layer (g·cm -3 ) DA
Minimum volumetric water content (mm·cm -1 ) ( ) 
The first sum, indexed by l, is over the 80 different training samples (this estimates the expectation over ) and the second, indexed by i, is over the individuals in the test sample.
The quality of the parameter estimates is also important. First of all, the quality of the parameter estimates determines model prediction. Our MSEP criteria measure prediction quality directly, but not for all possible situations. Furthermore, certain parameters have a physical or biological significance and so it is of interest to have estimates of their values. For each model parameter, the mean squared error is defined as
In the simulations, MSE is estimated by
where the sum, indexed by l, estimates the expectation over .
Parameter estimation methods
Model selection methods
The model selection methods we consider are the Akaike Information Criterion, AIC [1] , the Bayesian (or Schwarz) Information Criterion, BIC [30] , versions of these two approaches corrected for small samples, AIC C [17] and BIC C [22] , and an approach where the best candidate model is chosen by cross-validation CV [32] . Another method, noted BIC C B , was also used in this study. In this method, the number of parameters to estimate is chosen by BIC C , but maximum and minimum bounds are fixed for each parameter (see Tab. VIII).
These model selection methods have been widely studied in the linear regression framework. For a linear model, model selection corresponds to the choice of explanatory variables to be included in the model. The parameters associated with variables not included in the final model are set to zero. For crop models as for nonlinear models in general, parameters may occur in complex expressions and setting a parameter to zero does not simply correspond to ignoring one particular explanatory variable. A reasonable analog of model selection for nonlinear models is to select those parameters that will be fixed at their prior means rather than at zero.
Construction of candidate models
Since each parameter can either be estimated from the data or fixed at its initial value, there are 2 p different subsets of parameters that we could choose to estimate from the data. In our case that is 2 14 = 16384 subsets. To reduce the computational burden, we used a forward regression approach to generate a smaller set of candidate models. One first adjusts in turn each parameter of the model in order to determine the best single parameter to estimate. Then one determines the best second parameter to estimate in combination with the parameter already selected. If one goes all the way to the complete model, where all parameters are estimated, the total number of parameter combinations estimated is p(p+1)/2 or 105 in our case with p = 14. In general it is not necessary to continue until all parameters are estimated. The model selection methods are based on minimizing a criterion. The criterion is calculated for increasing numbers of estimated parameters, and as soon as the criterion is found to increase, one stops the procedure. Note that other methods than forward regression, such as stepwise regression, could also be used to reduce the number of adjustments.
In the case of a single response measured for each individual, for example, j = 1 (leaf area index at day 20), the parameters are adjusted to minimize the ordinary least squares criterion, .
where the sum is over the n individuals of the training sample.
For a multivariate regression model (several measurements for each individual), the least squares criterion (7) is replaced by the generalized least squares criterion
. (8) The values of θ and Σ are estimated iteratively. From an initial estimation (we use the identity matrix), an estimate is obtained by minimizing C GLS with regard to θ. Then the estimation of Σ is updated using .
This procedure is repeated until the difference between two successive estimates is negligible. Gallant [11] showed that the estimates obtained with this iterative procedure are equivalent to the maximum likelihood estimates.
The routine DUNLSF of the library IMSL [18] was used to minimize the least squares criterion. This routine uses the Levenberg-Marquardt algorithm.
Penalized likelihood methods
The methods AIC, BIC and their derivatives are penalized likelihood methods. For example, in the case where the residual errors in the training sample are independent and identically distributed as N(0,σ 2 ) (our case if there is only a single response), BIC C is defined by ,
where is the maximum likelihood estimate of σ 2 , n is the number of individuals in the training sample and k is the number of estimated parameters (including one parameter for the residual variance). The first term is -2 times the logarithm of the likelihood evaluated at the maximum likelihood estimates and the second term is the penalization. The final model chosen by the method BIC C is the candidate model with the smallest value of Note that for a given number of parameters k, the penalization term is constant regardless of which parameters are estimated. Furthemore, is equal to . The ordinary least squares estimate, , is equivalent to the maximum likelihood estimate, , since we assume the residual errors in the training sample to be independent and identically distributed as N(0,σ 2 ). Thus, for a given k, the model with the smallest value of C OLS is best according to BIC C .
The importance of the penalization term is that it serves to decide between models with different numbers of parameters. The penalization term divided by n increases as k increases and decreases as n increases (see Tab. IX).
In the case of multivariate regression, the method AIC C corresponds to choosing the candidate model that minimizes ,
[3], where | | is the determinant of the maximum likelihood estimate of Σ and r is the number of responses measured for each individual. The first term of equation (11) is again equal to -2 times the logarithm of the likelihood estimated at the maximum likelihood estimates.
No bibliographical reference to the use of BIC C in a multivariate regression setting was found. We use the expression for the univariate case but with n, the number of individuals replaced by n × r. Thus .
This is in agreement with the procedure LME of SPLUS [27] , where the total number of measurements n × r is also used, but McQuarrie and Tsaï [21] use simply n.
Cross-validation
Cross-validationestimates the prediction error of each candidate model using ,
where arises from adjusting the same parameters as the candidate model, but based on the training data from which the individual i has been removed. CV is computationally expensive since for each candidate model the parameters are estimated n times. This is "partial" cross-validation in the sense that first the candidate models are chosen using the full set of training data. The cross-validation is then used only to choose between the candidate models. In "true" (or complete) cross-validation, one would also derive the candidate models for each sample of size (n-1) obtained by removing an observation from the original training sample. Breiman and Spector [5] showed that "partial" cross-validation, which we have done, leads to downward biased estimates of MSEP and to more complex models than "true" cross-validation.
Ridge regression or mode of the posterior distribution
Ridge regression [16] can be presented as a method of penalized likelihood. The criterion to minimize is , (14) where λ k and µ k are, respectively, weight and initial value for the parameter k, k = 1, …, 14.
With this approach, one estimates all the parameters simultaneously, by determining the values that minimize S(θ,Σ). The minimization can be done iteratively, as for the model selection methods.
It can easily be shown that with our assumptions about the prior distribution (normal distribution) and the model errors (normal distribution), then if , k = 1, …, 14, the ridge estimate is equal to the mode of the posterior distribution Table X. The parameter estimation was carried out with the routine DBCONF of the library IMSL of Fortran [18] . This routine uses a Quasi-Newton algorithm.
RESULTS AND DISCUSSION
Comparison of model selection methods
In the first simulation study we compared the different model selection methods presented in Section 3.5.1 using just the response variable 1 (LAI on day 20). We present the results for n = 14 and for the first initial value vector. The results for the other training sample sizes and the other vector of initial values were similar. Figure 1 presents the number of parameters estimated using each method. The methods AIC C , BIC C and BIC C B are the most parsimonious. BIC C selects between 1 and 2 parameters, depending on the training sample, and the other two methods between 1 and 3 parameters. CV, on the other hand, selects between 1 and 7 parameters.
Since we are using simulation studies it is possible to determine, for each training sample, the optimal number of parameters to estimate in order to minimize . The optimal candidate model, and correspondingly the optimal number of parameters to estimate, is that which gives the smallest mean squared error of prediction. This number varies between 1 and 3 depending on the training sample. This is coherent with the recommendation of Harrel [14] that one should normally not estimate more than n/20 or n/10 parameters (in our case with n = 14 this translates into between 1 and 2 parameters). It can be seen that the penalized likelihood methods indeed very rarely estimate more than 3 parameters, whereas cross-validation often estimates too many parameters. Table XI presents the values of mean squared error for each parameter and each method. Each value is an average over the 80 training samples. For those training samples where the parameter is not estimated but keeps its initial value, the mean squared error is that of the initial value. The first column of the table corresponds to the mean squared error for the initial value. According to this table, BIC C B has the smallest mean squared error among the different methods for every parameter. However, even this method has mean squared errors that are systematically larger than for the initial parameter values. gives the lowest mean squared error of prediction for every distribution of the explanatory variables. For the distribution , the reduction in prediction error compared with the error using the initial parameter values is significant for all methods. The initial value is 0.63, reduced to 0.44 for AIC and CV, and to 0.39 for BIC C B . The MSEP value for BIC C B is close to the minimum value.
The extrapolation populations 3 and 5 are of particular interest. For these populations, only BIC C B gives prediction errors which are lower or essentially the same as those obtained with the initial values. All the other methods give worse predictions. For example, the value of MSEP 1 d=3 for the initial values is 0.65, but is 0.87 for BIC C and 1.31 for AIC.
The fact that BIC C B has larger mean squared errors than the initial parameter values, but predicts better, is noteworthy. This is due to the fact that the estimated values of the 1 or 2 parameters estimated by BIC C B compensate for the errors in the initial values in the other parameters. This compensation leads to We have just argued that smaller errors in the parameters does not necessarily imply smaller prediction errors. Thus the fact that BIC C B has smaller errors for the parameters than the other methods does not suffice to explain why this method predicts better. To get a better understanding of these results, it is helpful to examine the different training samples individually. Figure 2 shows the difference between MSEP 1 d=3 (m = BIC C ) and MSEP 1 d=0 (m = BIC C ) for each training sample. Remember that corresponds to interpolation and to extrapolation. The figure shows that while for most of the training samples the difference is very small, for a small number of samples the difference is quite large. The largest differences correspond to training samples where both the parameter ADENS and one of the parameters BDENS, DLAIMAX or TCMIN are estimated. In these cases there is a strong correlation between the estimators of the two parameters, and as a consequence, the estimates are far from the true values. For example, for the sample 55, the correlation between the estimators of ADENS and TCMIN is equal to 0.99. The estimated values are, respectively, equal to -3.03 and -779.0 °C. These bad estimates more or less cancel out in interpolation, but can lead to very bad predictions in extrapolation. This is typical behavior for parameter estimation in the face of high correlations.
The constraints imposed on the parameter values in the method BIC C B make it impossible to have parameter estimates that are totally unreasonable, like the values quoted above. The estimated values of ADENS and TCMIN in the case cited above are now -1.51 and -10.0 °C, respectively. That is the basic reason that BIC C B is the best model selection method. It avoids the worst prediction errors of the other methods. 
Comparison between the best model selection method and ridge regression
In the second simulation study, the best model selection method, BIC C B , was compared with ridge regression. Here the training sample size was n = 14. Four responses were considered, both for parameter estimation and for predictive quality. The following results correspond to the second initial parameter distribution. The results for the first vector of initial values were similar.
Consider first the effect of having 4 responses instead of only 1. The method BIC C B estimates 1 or 2 parameters. That is, the increase in the amount of data did not lead to an increase in the number of estimated parameters. There is, however, a difference in the choice of parameters to estimate. The most frequently selected parameters are here TCMIN, ADENS, DLAIMAX and KMAX. When only leaf area index at time 20 was used to estimate the parameters, the parameters most frequently selected by BIC C B were ADENS, TCMIN, DLAIMAX and BDENS, parameters which are all directly linked to leaf growth. The KMAX parameter, selected for only 1 training sample in the case of one response, is now selected 9 times. A sensitivity analysis (in which each parameter was varied by 30%) showed that KMAX is the parameter to which HUR is the most sensitive. It is thus not surprising that adding measurements of HUR to the training data leads to estimating this parameter. , n = 14 and the second vector of initial values is used. The index j = 1, …, 4, indicates which response is considered. The columns labeled "I", "B", "R" and "M" correspond, respectively, to using the initial parameter values, to using the method BIC C B for parameter estimation, to using ridge regression for parameter estimation and to the minimal value of
CONCLUSIONS
Several model selection methods were compared. Among these methods, BIC C B is the best both in terms of mean squared error of the parameter estimates and in terms of prediction error for 6 different distributions of the explanatory variables. Of course, the results could be different for different minimum and maximum bounds on the parameter values. In particular, if the constraints are very weak, they will be less useful in forcing the parameter values to be reasonable. If the constraints are strong but exclude all good parameter values, then prediction error will be increased. The initial values used for the nonselected parameters are also important and the results might also be different depending on these values. However, we might have a bit more confidence here, since we did in fact test two different sets of initial values.
The optimal number of parameters to estimate for training samples of size n = 14 was found to be 1-3. The number of parameters selected by BIC C B is 1-2. This underlines the importance of estimating relatively few parameters with the model selection methods.
The comparison between BIC C B and ridge regression is to the advantage of ridge. Ridge regression leads to smaller prediction errors, even though the differences we found are not very large, and can lead to much better estimates of the parameter values. This is no doubt due to the fact that with BIC C B only 1 or 2 parameters are estimated. In order to compensate for errors in the other parameters, the estimated parameters may take values that are rather far from the true values. On the other hand, this situation does not occur with ridge regression, where all parameters are estimated simultaneously.
One can make some remarks about the comparison between the results here and certain common practices concerning parameter estimation for crop models. A common practice is to estimate only certain of the model parameters, and to impose constraints on the values of those parameters. If the choice of methods is limited to model selection methods, then both these practices are certainly supported by the results here. One should severely limit the number of parameters to estimate (a number in the range of 1/10 to 1/20 seems reasonable), and it is advantageous to constrain the parameters. It is probably important that the upper and lower limits really bracket the true value without defining an excessively large interval.
The choice of parameters to estimate is no doubt quite important. All the methods here choose these parameters on the basis of their joint ability to increase the likelihood. This seems logical, but we did not explicitly test other approaches.
An important result here is that ridge regression in a form corresponding to a Bayesian approach was found to be better than the best model selection method. This should orient future research into the problem of parameter estimation.
The importance of evaluating model prediction quality for different conditions (different distributions of the explanatory variables) should also be stressed. Notice that this multiplicity of prediction criteria, a consequence of the multiple possible uses of crop models, is a specificity of this type of model. In most regression studies, the model is just tested on data generated in the same way as the data in the training sample. All of the methods give good results for interpolation (prediction for conditions drawn from the same distribution as the training sample), but can differ substantially for extrapolation (prediction for conditions drawn from a different distribution than the training sample.
The ridge regression approach supplies only the mode of the posterior parameter distribution. It would be very advantageous to have the full posterior parameter distribution or a sample therefrom, which would make it possible to generate a distribution of model results. This could be one answer to the problem of defining "validity domain" as far as parameter errors are concerned. Given the posterior distribution and a vector of explanatory variables, one could calculate the distribution of model results. If this distribution is very dispersed, the model is of little use (not "valid") for these conditions. If the distribution is very concentrated, the model gives relatively precise results ("valid").
The MCMC (Markov Chain Monte Carlo) algorithms should make it possible to generate a sample from the posterior parameter distribution, even for very complex models. We are currently working on applying the Metropolis Hastings algorithm [15, 23] to the Mini-STICS model.
Another extension of this work is to consider cases other than those where the same variables are measured at the same dates for all the individuals of the training sample. Generally, with true data the measured variables are not of the same type and/ or the measurements are not made on the same dates. The structure of the variance-covariance matrix of the measured responses can then be much more complex than here.
APPENDIX: MODEL EQUATIONS
The state variables, parameter and explanatory variables of the Mini-STICS model are presented (name and meaning) in Tables I and II, , n = 14 and the second vector of initial values is used. The index j = 1,…, 4, indicates which response is considered. The columns labeled "I", "B", "R" and "M" correspond, respectively, to using the initial parameter values, to using the method BIC C B for parameter estimation, to using ridge regression for parameter estimation and to the minimal value of MSEP j d=5 .
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