Abstract. We show that a reflexive subspace of the predual of a von Neumann algebra embeds into a noncommutative L p space for some p > 1. This is a noncommutative version of Rosenthal's result for commutative L p spaces. Similarly for 1 ≤ q < 2, an infinite dimensional subspace X of a noncommutative L q space either contains ℓ q or embeds in L p for some q < p < 2. The novelty in the noncommutative setting is a double sided change of density.
Introduction
The theory of noncommutative L p spaces has a long tradition in Banach space theory and the theory of operator algebras [GK69, Con76, TJ84, Fac87] and provide the background for recent progress in noncommutative analysis and probability [PX97, JX03, JLX03] . In the commutative setting the work of Kadec-Pelczyński [KP62] and Rosenthal [Ros73] , on subspaces of L p are corner stones for the understanding of general Banach space properties. In this paper we prove the noncommutative version of Rosenthal's result.
Theorem (Rosenthal '73) . A reflexive subspace of L 1 embeds into L p for some p > 1.
The problem of generalizing Rosenthal theorem to the noncommutative setting is open for at least 20 years. This problem has an interesting history. In his seminal paper [Pis86b] on factorization properties, Pisier described a new approach to factorization results by Maurey obtained from Nikishin's theorem. In this paper Pisier comes very close of proving the noncommutative version of Rosenthal's result. Indeed, he shows that a reflexive subspace of a von Neumann algebra predual embeds into an interpolation space between an L 1 space and certain (unusual) L 2 space (see below). Since then it has been a mystery how to modify the argument and obtain a subspace of a noncommutative L p space. These spaces have been defined by Nelson [Nel74] in the semifinite setting and by Connes/Haagerup [Con79, Haa79] in the non-tracial case. Randrianantoanina [Ran02] has an argument in the semifinite setting which is different from ours and does not provide a good control of constants. In this paper we use modular theory of operator algebras in conjunction with a noncommutative version of the Peter Jones theorem on interpolation of Hardy spaces to settle the general case. Given any von Neumann algebra N, our main result can be stated as follows. The new interesting point in our proof is the natural change of density argument. We show that there exists a positive density d ∈ L 1 (N) such that tr(d) = 1 and a mapping u = (u 1 , u 2 ) : X → L p (N) ⊕ p L p (N) such that
Pisier's approach to this result [Pis86b] is used as starting point in our proof. For subspaces of L q (N) with q > 1 we have a similar result, which extends the most general form of Rosenthal's theorem [Ros73, Theorem 8 ] to the noncommutative setting.
Theorem B. Let N be a von Neumann algebra and fix 1 ≤ q < 2. Given a subspace X of L q (N) not containing ℓ q , there exists a positive density d ∈ L 1 (N) with tr(d) = 1 and a map u : X → L p (N) ⊕ p L p (N) for some index q < p < 2 such that
In particular, X embeds isomorphically into
One of the main obstacles in our approach to Theorem B is that the technique of noncommutative maximal functions is not well-enough understood for proving Nikishin type results. Therefore we have to work in the dual setting. Pisier's arguments for q > 1 are genuinely very different from the case q = 1 which, by duality, leads to linear maps on C * -algebras. A common characteristic of Pisier's factorization results in [Pis86b] is a certain differentiation argument. This is our motivation for the following new inequality. Let 2 ≤ p < ∞ and a, x be positive elements in L p (N). Then we have In the commutative case this is a simple consequence of the triangle inequality in L p−1 . Combined with ultraproduct techniques, the differential inequality (1) is a substitute for some of Pisier's arguments in [Pis86b] . Another technical difficulty concerns complex interpolation of intersections. We refer to [JP05] for many results in this direction. For a long time, our hope has been to use free probability to show that interpolation and intersection commute in this particular setting. However, at the time of this writing some aspects of harmonic analysis are yet to be discovered before this approach might be successful. In the Banach space setting of this paper, we may use different tools from harmonic analysis. Let us be more specific. We consider a normal faithful state φ(·) = tr(d ·) on a von Neumann algebra N and Pisier's symmetric norm
We will show that
holds for all x ∈ N and 2 ≤ p < ∞. A suitable duality argument then provides the decomposition map u = (u 1 , u 2 ) in Theorem A. One of the difficulties in Theorem B is to find a suitable density d.
In combination with the results from [JR] , we obtain some applications to the theory of subsymmetric sequences. A sequence (x n ) in a Banach space X is called subsymmetric if there exists a constant c such that n a n x n X ∼ c n a n x kn X holds for every strictly increasing sequence (k n ) and arbitrary coefficients (a n ). We refer to the work of Aldous [Ald81] and Krivine-Maurey [KM81] for the fact that commutative L p spaces are stable. This implies in particular that subsymmetric sequences are symmetric, i.e. we may replace subsequences (k n ) by arbitrary permutation (σ(n)).
contains ℓ 1 . In particular, X always contains a symmetric subspace.
The paper is organized as follows. In section 1 we prove (2) and the interpolation results for intersections based on the Peter Jones theorem. This allows us to prove Theorem A and Corollary C in section 2. Inequality (1) and Theorem B are proved in the last section of the paper. We use standard notation from the theory of operator algebras [Tak79, KR97a, KR97b] and the theory of noncommutative L p spaces [Ter81] . The reader is assumed to be familiar with basic ingredients of modular theory and the definition of Haagerup's noncommutative L p spaces, see [JX03, PX03] for relevant definitions. However the main ideas can be understood by 'thinking semifinite'.
An interpolation result
In this section we provide the main new interpolation results on intersections and, in particular, the key inequality (2) will be obtained. We shall assume that the reader is familiar with the complex interpolation method. Let us review Kosaki's results [Kos84a] on interpolation of L p spaces. Let N be a von Neumann algebra equipped with a normal faithful state φ so that φ(x) = tr(dx) is given by a positive density d ∈ L 1 (N). Then we may consider the injective maps
A little bit of modular theory is required to show that these maps are indeed injective, see [Kos84a, Jun04] . Thus, for fixed 0
is an interpolation couple embedded in L 1 (N) as a topological vector space.
To be very precise, we recall that
In the literature, the choices η = 0, 1 2
, 1 are the most important ones. Kosaki showed that
holds isometrically. This means exactly that
If 1 ≤ q < p ≤ ∞ and
, we may also consider the embedding
Then, the reiteration theorem for complex interpolation immediately gives
. These interpolation results from [Kos84a] will be used freely in this text.
Our aim in this section is to prove a similar result for a double sided embedding. More concretely, if we identify
with the ℓ q sum of two copies of L q (N), we consider the direct sum mapping j pq sym = ι p,q,1 ⊕ ι p,q,0 determined by
We define the symmetrized spaces L p q,sym (N, d) to be the closure of L p (N) with respect to the norm j
, since for q = 2 we find the well-known Hilbert space
Here we followed Pisier's notation
On the other hand, we shall identify L p (N) with its j
becomes compatible for interpolation. This means that an element a j ∈ A j is of the form a j = j p,q sym (x j ) for j = 0, 1 and we set a 0 A 0 = x 0 p and a 1 A 1 = j p,q sym (x 1 ) q .
Let us formulate our main result of this section. Theorem 1.1. Let 1 ≤ q < p ≤ ∞ and
The relevant constants can be estimated as functions of p, q, r in both cases. Remark 1.2. The isomorphism above has the form
It is not very convenient to prove the result for an arbitrary density d. We will apply a well-known construction of Haagerup and reduce the problem to the case where N is a finite von Neumann algebra and d, d
−1 are bounded. Moreover, by elementary functional calculus, we may then assume that
where the q k are disjoint projections with k q k = 1 and λ k are strictly positive numbers such that λ 1 ≤ λ 2 ≤ · · · ≤ λ n , see below for details. Therefore, we will assume in what follows (unless stated otherwise) that N is finite and that d satisfies (1.1).
The core of our argument relies on Schur multipliers. This will be made possible by the canonical embedding π : N → M n (N) given by
Let us write τ to denote the trace functional on N. This will allow us to distinguish it from the standard trace tr on M n . Note that π is a normal (not unital) * -homomorphism and we have (tr ⊗ τ ) • π = τ . Moreover, the mapping E : M n (N) → π(N) given by E(z) = π(1)z π(1) defines a normal conditional expectation. For the L p -version of the map π, we first introduce the normal faithful state ψ(x) = k λ k τ (x kk ) on M n (N) with associated density N) ) still defines a positive contraction, see [JX03] for further details. Our main tool are the spaces of lower and upper triangular matrices in M n (N). Indeed, for our complementation argument we have to work with two copies of these spaces
where
We shall use the fact that UT p and LT p are interpolation scales. This result was proved by Pisier in [Pis92, Pis93] and provides a noncommutative analogue of the Peter Jones theorem on interpolation of Hardy spaces. We will use the version given in [PX03] . Let us note that for 1 < q < p < ∞ this result follows immediately from the fact that UT p and LT p are complemented subspaces of L p (M n (N)). Indeed, the triangular projection ∆(x ij ⊗ e ij ) = δ i≤j (x ij ⊗ e ij ) defines a bounded operator on L p (M n (N)) with norm controlled by max{p, p ′ }. Using ∆ and 1 − ∆ for p and q, the interpolation result follows immediately. The whole point of Pisier's argument is to extend this result to the non-trivial borderline cases q = 1 and p = ∞. We will now adapt Pisier's interpolation result to our embedding. Let us define σ p,q : T p → T q as follows
holds with equivalent norms. The constants are uniformly bounded in n.
Proof. Since complex interpolation commutes with direct sums, it suffices to show the assertion for the four components separately. Let us now define A 0 = ι p,q,1 (UT p ) and A 1 = UT q . We recall that
holds contractively by Kosaki's interpolation
and the fact that interpolating upper triangular matrices yields again an upper triangular matrix. For the converse, we assume that x ∈ UT r has norm less than 1. Let S stand for the strip S = z ∈ C 0 ≤ Re(z) ≤ 1 and denote by (∂ 0 , ∂ 1 ) the left and right sides of its boundary. According to Pisier's theorem, we may find an analytic function f : S → UT q such that f (θ) = x and max sup
holds for some universal constant c(r). Then we define the analytic function
For z ∈ ∂ 0 we find
Similarly, if z ∈ ∂ 1 we have the estimate
Observe that multiplying by the diagonal operator δ does not change the fact that we have an upper triangular matrix. Hence, the norm of g(θ) = xδ
is bounded by c(r). The same argument works for the other terms.
The next lemma is a very well-known classical result. We have decided to include the proof for the convenience of the reader. The easy argument that we use here is due to Burak Erdogan. Proof. If ξ ∈ R + , we have
Here we used the fact that f is even, integration by parts and substitution. The function
) is positive, non-increasing and integrable on R + . In particular, we deduce that
for all integer k ≥ 0 and therefore
By symmetry, f (ξ) ≥ 0 for all ξ = 0. Moreover, since f is positive
This shows that f : R → R + , so that f is positive definite and the proof is complete.
Lemma 1.6. Let a = k a k e kk ⊗ 1 be a positive density on M n (N) with non-decreasing entries a 1 ≤ a 2 ≤ · · · ≤ a n . Let L a (x) = ax and R a (x) = xa be the left and right multiplication maps. Then, the norm of the maps
is bounded by
on the spaces UT p and
Proof. Let x ∈ UT p be an upper triangular matrix. Then we observe that
because for i > j we have x ij = 0. Observe that the same argument shows that on LT p we have to use max(a i , a j ) instead of min(a i , a j ). However, we have
. Therefore the first and the second assertions follow immediately once we have shown that
The Fourier inversion formula for f (x) = 1 1+e |x| gives min(s, t)
According to Lemma 1.5, f is positive definite and we obtain
on the space UT p . Moreover, the same arguments show that R a (L a + R a ) −1 is bounded on LT p with norm . On the other hand, recalling one more time that
. It remains to prove last assertion. Let us we consider x ∈ UT p and define the complex function
Then it is easily seen that max sup
Thus, we find f (
x p . This proves the last assertion since
is still in UT p . The argument for LT p is similar and the proof is complete.
Let us fix 1 ≤ q < p ≤ ∞ and let d be the density on N considered at the beginning of this section. Now it is time to reveal how we will define the projection Q r from L r (N ⊕ N) onto L p r,sym (N, d). Indeed, our projection will be defined on the larger space [σ p,q (T p ), T q ] θ and the triangular projection will be used for r < ∞ corresponding to 0 < θ < 1 to show continuity on L r (N ⊕ N), q ≤ r < p. We shall use the same notation L α (x) = αx and R α (x) = xα for the left and right multiplication on L p (N). We set
. We may consider the mapping
where the coordinates are given by
The following properties are satisfied by Q q :
In other words, Q q defines a projection
Now we have all the tools to start proving Theorem 1.1. We proceed in several steps.
Step 1 of the proof. Here we prove Theorem 1.1 in our special case, where N is a finite von Neumann algebra and d satisfies (1.1). Let us begin by justifying the complementation result. This will be the only case in which we shall construct the projection explicitly. Let
Here ∆ : L r (M n (N)) → UT r is the triangle projection, which is a bounded operator whose norm can be controlled by max{r, r ′ }. Lemma 1.4 implies that σ r,q : T r → [σ p,q (T p ), T q ] θ is also bounded. Let us define a suitable linear map which serves as a 'projection'. We define Λ :
where now the coordinates are
Let us show that Λ is bounded on [σ p,q (T p ), T q ] θ . Lemma 1.6 implies that Λ is bounded on T q . By interpolation it suffices to show that Λ is also bounded on σ p,q (T p ). Given (x 1 , x 2 , y 1 , y 2 ) ∈ T p and using the fact that δ and π(1) commute we find that
Similarly, we see that
This allows us to defineΛ :
Then we see that
symΛ . According to Lemma 1.6 we know thatΛ is bounded (also for p = ∞). Hence we obtain a bound for the norm of Λ :
We define the map
Let us show that Q r is indeed a projection. Since the pairs (x, y) = (αd
, the map Q r is completely determined by its action on these pairs. According to (1.2), we have for
For α = β we find
This implies
Λσ r,q v(αd
sym (α). Therefore, Q r is a projection and
holds for x ∈ L p (N) and a certain constant c(r) depending only on r. It remains to prove the isomorphism 
In particular, we deduce max xd
This provides the lower estimate with constant 2 1 r and completes the proof.
Step 2 of the proof. We now study the case where N is finite and equipped with a density d such that c 1 1 ≤ d ≤ c 2 1 for some constants 0 < c 1 ≤ c 2 < ∞, so that d and d −1 are bounded. We claim that for any ε > 0 we may find a density d ε of the form (1.1), with τ (d ε ) = 1 and such that
Indeed, let µ be the probability measure on the Borel σ-algebra
where A is the (abelian) von Neumann subalgebra of N given by
In particular, we may approximate d by d ε of the form (1.1) just by approximating the function f (x) = x by a suitable simple function. In particular, we may even assume that d ε commutes with d. Letting
, it is clear that
This proves the first assertion. Let us denote the isomorphism in (1.4) by
be the projection constructed above and let us write
Since we have Q r ≤ (1 + ε) 2 s Q r (ε) , it turns out that Q r is the desired projection.
The proof for the general case is based on Haagerup's reduction theorem, see [JXb] . Let us briefly explain how this construction works. Let us consider a von Neumann algebra N equipped with a normal faithful state φ associated to a density d. Let us define the discrete group
Then we construct the crossed product M = N ⋊ σ G. That is, if H is the Hilbert space provided by the GNS construction applied to φ and σ φ denotes the one parameter modular automorphism group on N associated to φ, then M is generated by the representations π : N → B (L 2 (G; H) ) and λ : G → B (L 2 (G; H) ), where
By the faithfulness of π we are allowed to identify N with its image π(N). Then, a generic element in the crossed product M has the form g x g λ(g) with x g ∈ N and we have the conditional expectation
The algebra M contains an increasing net (M α ) α∈Λ of finite von Neumann subalgebras with normal conditional expectations E α : M → M α . One of the important properties of Haagerup's construction is that ψ = φ • E N is a normal faithful state such that ψ • E k = ψ holds for each α ∈ Λ. Moreover, the restriction of ψ to M α has a density d α such that
for some constants 0 < c 1 (α) ≤ c 2 (α) < ∞. If d ψ denotes the density associated to the state ψ, we consider the canonical conditional expectation E α,p :
ψ . We refer to [JX03] for more information on these maps. It is shown in [JXb] that
We will also need the
This comes with the natural inclusion map
see again [JX03] . With this information we start our approximation procedure. Indeed, the following mappings will be instrumental in our proof of Theorem 1.1 for general von Neumann algebras
Lemma 1.7. The following properties hold:
ii) The mappings u α,q and w α,q induce contractions
where the last identity follows from (1.5) and the contractivity of E N,p in L p (M). This proves the first assertion. To prove ii), we regard w α,q :
Here we use the well-known fact that
α , which follows from our definition of E α,p and the identity E α σ ψ = σ ψα E α , see again [JX03] for further details. Therefore, the map w α,q induces a compatible contraction on the interpolation couple (L p (N), L p q,sym (N, d)) and hence on the complex interpolation space
The argument for u α,q is entirely similar. In the proof of iii) we first observe that it suffices to prove the assertion on a dense subspace, because we already know from ii) that the maps u α,q w α,q are contractions. If x ∈ L p (N) (we remind the reader that p = ∞ is allowed and hence we may not assume that lim α u α,p w α,p (x) = x holds in norm), we set γ α,p = u α,p w α,p and have
The first inequality uses the three lines lemma and the identity
which follows from (1.6) applied to w α,q and then to u α,q , for which also holds. In the last line we used i) for d 
θ with a subspace of an ultraproduct of the spaces L r (M α ⊕ M α ). Indeed, using the already proved results in ii) and iii), we deduce that the mapping
given by w q (x) = (w α,q (x)) α∈Λ is an isometry for every free ultrafilter U. Combining these facts, we deduce that [L 
The proof is complete.
Step 3 of the proof. We now conclude the proof of Theorem 1.1. The proof of the first assertion is an immediate consequence of (1.7) and the observations following it. Indeed, the upper estimate in Remark 1.2 holds in general by the same argument used in Step 1 above. For the lower estimate we observe that
In particular, using from Step 2 that Theorem 1.1 holds for (M α , d α ), we deduce
We will now construct the projection as a suitable limit. Let
Step 2 and let U be a free ultrafilter on Λ. Then we define
Since Q α,r is a projection, we deduce Q α,r w α,r (xd
This, combined with (1.6), gives rise to u α,q Q α,r (w α,r (xd
sym (x)). Thus Lemma 1.7 iii) implies that
Since Q r is continuous, we deduce the result by density. The proof is complete. Remark 1.8. Theorem 1.1 also holds in the category of operator spaces, i.e. the map Q r is completely bounded. Indeed, this follows immediately from replacing d by 1 ⊗ d in L 1 (M m (N) ). In the semifinite setting, the assumption τ (d) = 1 is not really needed. Thus Theorem 1.1 also holds for τ -measurable operators d.
Subspaces of noncommutative L 1
In this section we follow Pisier's approach and prove Theorem A. Let us recall the notions of type and cotype from Banach space theory. Given a probability space Ω, let us consider a sequence (ε k ) of independent Bernoulli random variables equidistributed in ±1. A Banach space X has type p if there exists c 1 > 0 such that the inequality below holds for all finite sequences (
Similarly, the space X is said to be of cotype q if
Given a von Neumann algebra N, a linear map T : L p (N) → X is called (q, +)-summing if there exists a constant c > 0 such that the inequality below holds for all finite sequence
We shall also need the following well-known fact from interpolation theory.
Lemma 2.1. Let (A 0 , A 1 ) be an interpolation couple of Banach spaces. Assume that A 0 is contractively included in A 1 and let 0 < η ′ < η < 1. Then, there exists some absolute constant c(η, η ′ ) depending only on (η, η ′ ) such that the norm of the inclusion
Proof. Let us provide the quick proof for the convenience of the reader. Consider x ∈ A 1 . The definition of
shows that for t < 1 we have K t (x) ≤ t x 1 = tK 1 (x). Therefore
We refer to [BL76] for x η ′ ,∞ ≤ x η ′ , which follows from the three lines lemma. 
Proof. Let ι : X → L 1 (N) be the inclusion map and T = ι * : N → X * be the associated quotient map. Let us first show that T is (q, +)-summing. Indeed, let (x k ) be a finite family of positive elements in N. Then we use the cotype q and the contractivity of T to obtain
The last inequality follows from − k x k ≤ k ε k x k ≤ k x k for all choices of signs ε k = ±1. We deduce from Pisier's factorization theorem [Pis86b, Theorem 3.2] that there exists a state φ on N such that
We use a standard trick (see [Pis04] ) to replace φ by its normal part. Let φ n be the normal part of φ. Let (s α ) be a net of contractions in N such that lim α s α = 1 in the strong operator and the strong * topology and lim α φ(s α xs α ) = φ n (x). Let x ∈ N and a ∈ X such that T (x) X * ≤ (1 + ε)|tr(xa)|.
We may write a = a 1 a 2 with a i ∈ L 2 (N). Note that lim α tr(s α xs α a) = lim α tr(xs α as α ) = tr(xa) because lim α s α as α = lim α s α a 1 a 2 s α = a 1 a 2 = a. Therefore we find that
Every normal state is given by φ n (x) = tr(dx) for some density d ∈ L 1 (N), so that
for all x ∈ N .
Let e be the support of d so that φ n is faithful on eNe. We consider (η, η ′ ) = (2/q, 2/p ′ ) and observe that 0 < η ′ < η < 1 since 1 < p < q ′ and 2 < q < ∞ (if X has cotype 2 it also has cotype q for all q > 2). Let us consider the projection given by Theorem 1.1
Then, the mapping T Q p ′ factorizes as follows
According to Theorem 1.1, the first map on the right is bounded with norm c(p ′ ). The interpolation Lemma 2.1 assures that the second term is bounded by c(η, η ′ ). Finally, we know from (2.3) that the last term on the right is controlled by some c. This shows that
* is bounded by an absolute constant c(p, q). On the other hand, we also have to consider the off-diagonal parts eN(1 − e) and (1 − e)Ne. We know from (2.2) that 
However, φ n does not have full support and we have to be more careful. Indeed, let ψ 1−e = lim j ψ j be a strictly semifinite weight on (1 − e)N(1 − e). Then ψ = ψ 1−e + φ is a strictly semifinite weight on N. Let e j ≤ 1 − e be the support of ψ j (with associated density d j ) and f j = e j + e. We may apply Kosaki's interpolation theorem for φ j = ψ j + φ and the sum of the commuting densities d j + d. Then we obtain
Since the map W (x) = ex(1 − e) is a contraction on the spaces at both sides above, we can replace N by eN(1 − e) in the isometric isomorphism since the resulting spaces are contractively complemented. Thus we find
Passing to the limit for j → ∞ yields
Thus, we have established the first inequality in (2.5). The second is entirely similar. On the other hand, we recall from (2.2) that T vanishes on (1 − e)N(1 − e). This allows us to define the mapping
by the following relation
Clearly, Q p ′ is a bounded map and
for all x ∈ N and where i η,η ′ and T η,1 are defined as in (2.4). Let w = T η,1 i η,η ′ Q p ′ * and define u = (u 1 , u 2 ) to be the restriction w | X of w to X. This provides us with a bounded linear map from X to L p (N ⊕ N) and we have for (a,
Since x is arbitrary we deduce
This formula shows how to find a left inverse for u
Clearly, v is bounded and u becomes an isomorphism. The proof is complete.
Proof of Theorem A. The type index of X is defined as
According to Krivine's theorem (see e.g. [MS86] ) we know that for p = p X the spaces ℓ p (n) are uniformly contained in X. If p X = 1, we know from [RX03, Theorem 5.1] that X contains ℓ 1 . However, this contradicts the reflexivity of X. Hence, p X must be strictly bigger that 1. Let p 0 > 1 such that X has type p 0 . This implies that X * has (finite) cotype p ′ 0 and therefore Proposition 2.2 applies and yields the assertion.
Proof of Corollary C. Let (x n ) be a subsymmetric sequence in N * and let X = span x n | n ≥ 1 .
According to (the proof of) Theorem A, if X does not contain ℓ 1 then X is isomorphic to a subspace of L p (N ⊕ N) for some 1 < p < 2. Since we know from [JR] that L p (N ⊕ N) is asymptotically symmetric, we deduce that (x n ) is indeed symmetric. Remark 2.3. Let (x n ) be a subsymmetric sequence in L 1 (N). A close inspection of [RX03, Proposition 5.3] shows that (x n ) contains a subsequence equivalent to the unit vector basis of ℓ 1 or (x n ) is 1-equiintegrable (equivalently weakly compact). However, a subsymmetric sequence is equivalent to every subsequence. Thus either (x n ) is equivalent to the ℓ 1 basis (hence symmetric) or 1-equiintegrable. Therefore, the only possibility of a subsymmetric, not symmetric sequence, occurs for 1-equiintegrable sequences where the unit ball of span{x n : n ∈ N} is not 1-equiintegrable, see also [RX03, Thereom 5.1].
3. Nikishin-type results for p < ∞ In the commutative setting, Nikishin type results can be obtained from a careful analysis of the maximal function. Although maximal functions have been recently introduced in the noncommutative setting [Jun02, JXa], they seem not to be applicable for this type of results. Our approach using duality in the noncommutative setting reduces the problem to norm estimates for positive operators. In this section we prove the differential inequality (1) and Theorem B. Let us start with an elementary observation. Define f (z) = α 1−z βα z and fix λ = αβ q . We clearly have max sup
Therefore, we have f (
) q ≤ λ and deduce the assertion for η = 1/2. Now we show the inequality for all
) ′ (N) of norm less than 1. We may write η/q = (1 − θ)/q + θ/2q for some 0 < θ < 1. Now we use interpolation and assume that N is σ-finite. The general case follows from a well-known approximation argument. Using Kosaki's interpolation theorem, we find an analytic function g : S → L (2q) ′ (N) such that g(θ) = c and max sup
Therefore, the function
is analytic. By the three lines lemma, we find
However, we have
and sup
Hence |tr(cα
By induction, the assertion holds for all 0 < η < 1.
Proof. We begin by recalling Lemma 3.1 (part 1) of [Kos84b] . Kosaki used there the uniform smoothness of
This gives
We define k to be the natural number satisfying k ≤ p − 1 < k + 1 and define
Then we may use Hölder's inequality and find
On the other hand, Lemma 3.1 for (α, β, η) = (x, a p−1 , 1/(p − 1)) gives
Let us set ξ = max a p−1 x 1 , x p p . Then we find the following estimate for the second term on the right of (3.2) (3.3)
x θ (a + sx)
We now consider the first term. For a subset A ⊂ {1, 2, . . . , k} we use the notation a A c x A = y 1 · · · y k where y i = x if i ∈ A and y i = a if i ∈ A c . Then we deduce from the triangle inequality that
We claim that
Before proving our claim, let us show how to finish the argument
where the last identity follows from 1 − θ = k p−1 . The assertion then follows from the combination of (3.1, 3.2, 3.3) with the estimate given above. Therefore, it remains to prove our claim. We need to consider different cases. First assume that A = ∅, so that we have to prove (recall that 1
1 . This follows from Lemma 3.1 applied to (α, β, η) = (a p−1 , x, 1 − θ). Now assume |A| ≥ 1. Then we may write
Since we have excluded the case A = ∅, all the coefficients α i , β i are strictly positive, except possibly α 1 and α r+1 . Let us first consider the case α 1 > 0 = α r+1 . We define q j for 1 ≤ j ≤ r by 1/q j = (1 + α j )/p. Note that 1 ≤ q j ≤ p for all j. Then we use Hölder's inequality and get
If N is commutative, the triangle inequality gives
The later integral is certainly equivalent to p 2 p−1 max a p−1 x 1 , x p p .
Lemma 3.4. Let d be the density of normal state and consider the norm
Then there are positive elements
, we may clearly assume x self-adjoint. For a self-adjoint element x, let x + = e + x and x − = e − x denote its positive and negative parts, where e + and e − stand for the corresponding spectral projections which commute with x. Recalling that x + and x − are in L p (N), we note that e + , e − ∈ N. This implies
Similarly,
The same holds for x − and the assertion follows. The proof is complete.
At the beginning of section 2 we defined the notion of a (q, +)-summing linear map T : L p (N) → X. Let π q,+ (T ) denote the infimum of all constants c for which (2.1) holds. The following observation follows Pisier's argument in [Pis86a] .
Lemma 3.5. Let N be a von Neumann algebra. Let T : L p (N) → X be a (q, +)-summing map with (q, +)-summing constant π q,+ (T ). Then, there exists a sequence (a n ) of positive elements of norm 1 in L p (N) such that
holds for every bounded sequence (x n ) in L p (N) + and every free ultrafilter U.
Proof. Let C n be the smallest constant satisfying
In particular, we have π q,+ (T ) = lim n C n . Let (δ n ) be a sequence converging to 0. Then we may find positive elements y 1 , y 2 , . . . , y n in
Let x n be a positive element and set y n+1 = x n , so that
Let us note that C n (1 + δ n )
−1 k y k p ≤ 1. Therefore, if we take
C n a n + π q,+ (T )x n p for all n ≥ 1 .
Taking the limit yields the assertion. The proof is complete.
Proposition 3.6. Let us fix 2 ≤ q < p < ∞. Given a von Neumann algebra N and a
holds for all t ≥ 1 and bounded sequences (x n ) in L p (N). In particular, we deduce
Proof. According to Lemma 3.4 and the linearity of T , we may clearly assume that the sequence (x n ) lives in the positive cone L p (N) + . In particular, it follows from (the proof of) Lemma 3.5 that we can find a sequence (a n ) of norm 1 positive elements in L p (N) such that the inequality below holds
Our next step through our Nikishin-type result requires some additional work and in particular the theory of ultraproducts, see [Ray02, RX03] for some background. Let us assume that N is a σ-finite von Neumann algebra and d 0 is a density of a normal faithful state φ 0 . We recall from [Ray02] that
In the following we shall use the notation (a n )
• for the canonical image of (a n ) in the algebra ( U N * ) * . Note that (a n )
• | sup n a n < ∞ is dense in ( U N * ) * with respect to the strong operator topology. Following [RX03] , we use the support e of the ultraproduct state φ U ((a n )
Let us use the notation N U = e( U N * ) * e. Clearly, the state φ U is a normal faithful state on N U and the space L p (N U ) is canonically isomorphic to e( U L p (N))e, see [Ray02] for further details. This means we can represent elements x in L p (N U ) by sequences of the form e(x n )
• e. This applies in particular for p = 1 and the representing sequence for φ U is given by the constant sequence (d 0 )
• . Here and in the following we also use the notation (x n )
• for the equivalence class in U L p (N) of a bounded sequence (x n ). Let us recall an observation from [RX03] . If x ∈ L p (N), then
Indeed, we may approximate x by d 1 p 0 a n with a n ∈ N, so that
because e is the support of (d 0 )
• and hence the support of its p-th root, see again Raynaud's paper [Ray02] for more details on the Mazur map. Our aim is to replace the sequence of densities (d n ) obtained in Proposition 3.6 by a single density d. 
Proof. For the first assertion, it suffices to show that lim n,U T (x n ) X ≤ c(p, q) π q,+ (T ) (x n )
• 1−θ p (x n )
• θ L Therefore, it remains to find a fully supported density δ for which (3.6) lim n,U max x n d
whenever (x n )
• belongs to L p (N U ). We deduce for (x n ) ∈ L p (N U ) that
Here we use the partial isometry between (d
• e and |(d
• e|. Now, we define
.
Note that
. Therefore, if we set δ = δ 0 / δ 0 1 , we obtain the density of a normal faithful state on N U given by tr(δ ·). Indeed, the normality is clear while the faithfulness follows from the fact that δ ≥ 1 2 (d 0 )
• , so that δ has full support. It is a state because δ 1 = 1. We have
Hence we can find a contraction w in N U such that |(d
for all (x n ) ∈ L p (N U ). Therefore, we obtain (3.6) and the first assertion is proved. The second assertion is an immediate consequence of the first one and the reiteration theorem. Indeed, according to Theorem 1.1 we have Proof of Theorem B. Let 1 ≤ q < 2 and let X be an infinite-dimensional subspace of L q (N) not containing ℓ q . According to Raynaud and Xu's result [RX03, Theorem5.1] we deduce that X does not contain ℓ q (n)'s uniformly. By Krivine's theorem, the type index of X satisfies p X > q. Let q < r < p X so that X * has cotype r ′ . Let ι : X → L q (N) be the inclusion map. Then T = ι * : L q ′ (N) → X * is (r ′ , +) summing. If r ′ < p ′ < q ′ , Theorem 3.9 provides us with a map . This completes the proof.
We refer to [Ran02, RX03] for the definition of q-equiintegrable sets in L q (N). Proof. According to [RX03, Theorem 5 .1], the conditions i) and ii) are both equivalent to the fact that X does not contain ℓ q and hence imply iii) by means of Theorem B. On the other hand, iii) implies that X has type p > q and hence can not contain ℓ q .
