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Abstract 
Incremental ART extends adaptive resonance theory (ART) by incorporating mechanisms 
for efficient recognition through incremental feature extraction. The system achieves efficient 
confident prediction through the controlled acquisition of only those features necessary to 
discriminate an input pattern. These capabilities are achieved through three modifications 
to the fuzzy ART system: (1) A partial feature vector complement coding rule extends fuzzy 
ART logic to allow recognition based on partial feature vectors. (2) The addition of a F2 
decision c7'iterion to measure ART predictive confidence. (3) An incremental feature ex-
traction layer computes the next feature to extract based on a measure of predictive value. 
Our system is demonstrated on a face recognition problem but has general applicability as 
a machine vision solution and as model for studying scanning patterns. 
Introduction 
Classification algorithms including !<-means, nearest neighbor, self-organizing feature 
maps, backpropagation and ART systems (Carpenter and Grossberg, 1987) all require that 
the entire input or feature vector be presented before confident prediction can be made. 
This requirement demands that preprocessing of a scene be completed prior to recognition 
despite that fact that much of that preprocessing may be unnecessary or irrelevant. For 
typical applications such preprocessing demands feature extraction by either expensive par-
allel or time-consuming sequential implementations. One common remedy is to determine 
and extract a set of task specific features off-line. By contrast, human visual recognition 
acquires scenic features incrementally through the intelligent deployment of the spatially 
limited foveal resource by automatically determining which scenic features are important 
for a range of tasks (Rojer a.nd Schwartz, 1992; Seibert and Waxman, 1993). Our model 
extends fuzzy ART (Carpenter, Grossberg, and Rosen 1991) both as a pattern recognition 
device a.nd as a model of human recognition through the incorporation of three modifications 
which interactively allow recognition through incremental feature evaluation and extraction. 
Our control strategy results in an efficient system in which the status of the recogni-
tion process guides the deployment of acquisition and preprocessing resources offering the 
potential for real-time affordable operation even in very complex input environments. 
The operation of Incremental ART is illustrated on a face recognition problem. In this 
example, Incremental ART was trained on a set of complete feature vectors extracted from 
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12 faces taken from the MIT Eigenfaces database (Turk and Pentland 1991). Each complete 
feature vector consisted of a coarse spatial coding of local boundary activations concatenated 
with a much longer fine spatial coding of local boundary activations. 
Testing was then carried out using the faces corrupted by noise. During testing, only the 
coarsely coded portion of the feature vector was initially presented. The system then ex-
tracted finely coded features incrementally from predictive regions of the face until confident 
recognition was achieved. 
Feature extraction was accomplished by a minimal scheme for discounting the effects of 
variable illumination and detecting boundaries (Contreras-Vidal and Aguilar, 1993). Ga-
bor filters were used to detect boundaries of 4 orientations, the resulting boundaries were 
sharpened by techniques inspired by the Boundary Contour System (BCS)JGrossberg and 
Mingolla 1985a,b ), and then orientation activations were summed and normalized within 
both coarse and fine regions. The details of preprocessing are not relevant since the system 
is compatible with any preprocessing scheme. 
Incremental ART 
Incremental ART is a departure from conventional feedforward approaches in which the 
system only processes that information which is initially supplied. A more efficient approach 
is to reduce the amount of information preprocessed at any one time provided that the system 
can actively control from which areas in the environment it will next extract features. This 
sequential acquisition process allows for a reduction in the complexity of initial preprocessing 
and for confident recognition based on minimal feature extraction. 
Figure 1 presents a diagram of the Incremental ART system. The Incremental ART 
system dynamically guides the feature extraction process to accomplish face recognition. 
Algorithmically, the operation of the system can be summarized as a three step process in 
which each step incorporates one of the extensions to fuzzy ART. The three steps repeat 
until the decision criterion is met and confident recognition occurs. 
Step 1: The incrementally completed feature vector is input to the F1 layer. This vec-
tor activates the F2 layer according to the fuzzy ART activation equation augmented by 
the partial feature vector complement coding rule. Step 2: The distributed pattern of F2 
activation is then contrast enhanced and a winner is chosen if a decision criterion is met. 
Step 3: Otherwise the incremental feature extraction layer determines which feature to next 
extraction. 
Partial feature vector complement coding rule 
In order for a partial feature vector to activate F2 categories in a way that accurately 
reflects the partial information represented some distinction must be made between the 
absence of feature due to the fact that it has not yet been extracted and the absence of a 
feature due to an actual absence in the scene. 
The complement coding preprocessing strategy provides a means of expressing this dis-
tinction. In complement code, each feature is represented by both on and off channels so 
that the on channel codes a measure of the feature's presence and the off channel codes a 
measure of the feature's absence (Carpenter, Grossberg and Rosen 1991). Thus, in both 
categorization and learning both the presence and the absence of a feature can be predictive. 
The partial feature vector complement coding rule states that in a complement coded 
feature vector, the absence of a feature due to an actual absence in the scene (after extraction) 
is coded as a 0 in the on channel and a 1 in the off channel, whereas the absence of a feature 
due to the fact that it has not yet been extracted is coded as a 0 in the on channel and a 0 
in the off channel. 
F2 Decision 
/~'\JV~rerwn 
• • • • • • • • • • 
Y-j 
~ 
Next Feature 
S u Incremental Feature to be Extract ed 
Extraction Stage I 
I 
I 
I 
I 
I 
F1 ~~OFF I Ch nnels I 
• ee1>e1>0 ooooe I X-i Partial Feature Vector Complement Coding Rule I I 
I 
I 
I 
I 
---------------~ 
Figure 1: System diagram of incremental ART. 
This rule allows informative activation of recognition categories at F2 by a partial fea-
ture vector. Since in the current implementation, learning is prevented when only a partial 
feature vector is present, the rule does not result in spurious decrease in weights for features 
that have not yet been extracted. However, a given partial feature vector may not yield an 
unambiguous winner among F2 categories. 
Decision criterion 
An alternative to the standard ART F2 winner-take-all choice rule uses a decision cri-
terion (DC) at the field F2 . The decision criterion is introduced in ART-EMAP to achieve 
efficient 3-D object recognition (Carpenter, and Ross 1993a,l993b). The decision criterion 
permits ART choice only when the most active F2 category J becomes a minimum propor-
tion more active than the next most active F2 category. Thus if Zj codes system prediction 
and yj codes F2 node activation: 
1 if YJ > (DC)yj for all j =I J (1) 
0 otherwise, 
where DC 2': 1. When DC = 1, the decision criterion rule reduces to the F2 winner-take-all 
choice rule used in previous ART systems. When DC > 1, the decision criterion prevents 
prediction in cases in which multiple F2 categories are about equally activated, represent-
ing ambiguous predictive evidence. For computational convenience, activity at F2 can be 
contrast enhanced prior to application of the DC by a normalized power rule: 
Yj = 
(yj)' 
NF, 
(2) 
I;(Yn)' 
n=l 
When the decision criterion fails more features must be extracted to disambiguate. 
Incremental feature extraction 
The determination of which features of the input environment, in this example a face, 
to process next to best disambiguate between potential recognition categories requires some 
measure of the discriminating power of one portion of the feature vector versus others. The 
variation across the weights between a single feature and likely categories provides a good 
indication of the predictive value of extracting that feature, since it is a measure of the 
variation in yj activation that would result. Therefore, in this implementation, we use, S, 
, where u is the index of an unaccessed F1 feature, to be the sum of the biased differences 
between the template weights and the template weight of the maximally activated category. 
Each difference is biased according to the likelihood of that category as given by Y)· Thus, 
if the most active Fz category is J, the F1 features are x;, and the F1 -+ Fz weights are W;j 
then the feature to be extracted next, U, will be given when; 
Su > S,for all u =I U (3) 
where, 
NF2 
S, = I: YjiWuj- WuJI· (4) 
j=l 
This incremental feature extraction layer determines each unaccessed features predictive 
value dynamically since after each extraction yj changes. It should also be noted that the 
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Figure 2. Simulation of recognition sequence for noisy version of face 6. The system is trained 
with the faces shown in the first row. The sequence of feature as exctracted by the system are 
shown after each new reduction in the number of candidate categories. Clean images are used 
to show the scanning patterns. The actual test input was noisy as shown. 
value of q in the normalized power rule (2) scales the degree of bias according to category 
likelihood. 
Simulation results 
In practice, we found that using q = 4, and DC = 1.25 yielded perfect performance on 
the noise-corrupted face test set while requiring a minimal number of incremental feature ex-
tractions, on average 10% (15) of the finely coded features. Figure 2 illustrates performance 
for one of the test faces. The sequential extraction of predictive features rules out candidate 
face categories gradually as the marked scanning pattern emerges. 
Conclusion 
A new neural network architecture is presented which extends fuzzy ART to accomplish 
efficient recognition through intelligent incremental feature extraction. Incremental ART 
is demonstrated to offer computational savings without loss of predictive accuracy while 
offering a model of saccadic scanning pattern. 
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