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Abstract
LetW(G) denote the path group of an arbitrary complex connected Lie group. The existence of a heat
kernel measure νt on W(G) has been shown in [M. Cecil, B.K. Driver, Heat kernel measure on loop
and path groups, preprint, http://www.math.uconn.edu/~cecil/papers/p2.pdf; Infin. Dimens. Anal. Quantum
Probab. Relat. Top., submitted for publication]. The present work establishes an isometric map, the Taylor
map, from the space of L2(νt )-holomorphic functions onW(G) to a subspace of the dual of the universal
enveloping algebra of Lie(H(G)), where H(G) is the Lie subgroup of finite energy paths. This map is
shown to be surjective in the case where G is a simply connected graded Lie group.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Background
A holomorphic function u :C → C is determined by its derivatives at the origin. One can
recover values of u by its everywhere convergent Taylor expansion
u(z) =
∞∑
k=0
u(k)(0)zk
k! . (1)
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−|z|2
t
. One can check that powers of z are orthogonal in
L2(μt ). Specifically, ∫
C
zkzlμt (z) dx dy = δkl tkk!. (2)
It is known that the Taylor expansion of u in Eq. (1) also gives a convergent expansion of u in
the Hilbert space L2(μt ) with respect to the orthogonal basis {zk}∞k=0 (see [1,23]). In particular,
‖u‖2
L2(μt )
=
∞∑
k=0
|u(k)(0)|2
(k!)2
∥∥zk∥∥2
L2(μt )
=
∞∑
k=0
tk
k!
∣∣u(k)(0)∣∣2. (3)
More generally, if u :Cd → C is holomorphic and μt(z) = ( 1πt )de
−|z|2
t , then
‖u‖2
L2(μt )
=
∞∑
k=0
tk
k!
d∑
i1,...,ik=1
∣∣(∂ei1 ∂ei2 . . . ∂eik u)(0)∣∣2, (4)
where {ei}di=1 is the standard basis for Cd .
Let T (Cd) denote the tensor algebra over Cd , T (Cd) :=⊕∞k=0(Cd)⊗k . To every holomorphic
u :Cd → C we can associate an element αu = ⊕∞k=0 αk ∈ T (Cd), where αk ∈ (Cd)⊗k is the
symmetric tensor defined by
(αk, z1 ⊗ z2 ⊗ · · · ⊗ zk)(Cd )⊗k = (∂z1∂z2 . . . ∂zku)(0)
for every z1, z2, . . . , zk ∈ Cd . Here (,)
(Cd )⊗k denotes the inner product on (C
d)⊗k arising from
the standard inner product on Cd . If we define a norm ‖ · ‖t on T (Cd) by
‖β‖2t :=
∞∑
k=0
tk
k! ‖βk‖
2
(Cd )⊗k (5)
for β =⊕∞k=0 βk with βk ∈ (Cd)⊗k, then Eq. (4) indicates that the map u → αu is unitary.
The physicist V.A. Fock introduced this isomorphism in 1932 in [10], and the work was later
clarified by Segal and Bargmann in the 1950s and 1960s (see [1,22,23]). The correspondence
proves useful in understanding the structure of quantum fields. It is also closely related to the
characterization theorem for generalized function in white noise analysis (see, for example, [16,
19,20]).
In [5], Driver and Gross proved a generalization of the above result on a complex connected
Lie group G with given Hermitian inner product ( , ) on the Lie algebra g = TeG. In this context,
μt denotes heat kernel measure on G with respect to a right invariant Haar measure dx. Let
T (g) denote the tensor algebra over g. Then T (g)∗t denotes the completion of T (g)∗ with respect
to a norm inspired by Eq. (1). Let J denote the ideal in T (g) generated by {ξ ⊗ η − η ⊗ ξ −
320 M. Cecil / Journal of Functional Analysis 254 (2008) 318–367[ξ, η]: ξ, η ∈ g}, and J 0t = {α ∈ T (g)∗t : 〈α,v〉 = 0 for all v ∈ J }. To any holomorphic function u
on G, and element αu of J 0t is associated by
〈αu, ξ1 ⊗ · · · ⊗ ξk〉 = (ξ˜1 · · · ξ˜ku)(e). (6)
Then the main theorem of [5] states that if G is simply connected, then the map u ∈
HL2(G,μt (x)dx) → αu ∈ J 0t is unitary. Infinite-dimensional analogues have been proven by
Gordina in [12,13] on GL(H), the group of invertible operators on a complex Hilbert space H ,
and groups associated with a Π1-factor. The goal of this work is to establish yet another infinite-
dimensional Taylor map, this one on W(G), the group of paths based at the identity of a simply
connected complex Lie group G.
1.2. Statement of results
Let G be an arbitrary complex simply connected Lie group and g = TeG its Lie algebra.
Assume there is a given Hermitian inner product (,)g on g. Let 〈,〉 denote the real left-invariant
Riemannian metric on G determined by
〈A˜, B˜〉 = Re(A,B)g ∀A,B ∈ g
where A˜ denotes the unique left invariant vector field satisfying A˜(e) = A ∈ g. We will use 〈,〉g
to denote this inner product on g.
We will also use the notation Lgx = gx for g,x ∈ G and f∗ to denote the differential of a
smooth map between two manifolds, f :M → N . With this notation, A˜(g) = Lg∗A and hence
〈A˜(g), B˜(g)〉 = 〈Lg−1∗A,Lg−1∗B〉g.
Choose XC to be an orthonormal basis for the complex inner product space (g, (,)g). If we
denote the complex structure on g by J , then XR = {XC,JXC} is an orthonormal basis of the
real inner product space (g, 〈,〉g). Define the Laplacian on G by
G =
∑
A∈XC
A˜2 + J˜A2 =
∑
A∈XR
A˜2. (7)
Then G is a strongly elliptic operator and in the case where G is unimodular, it is the Laplace–
Beltrami operator. Let H(G) denote the space of complex-valued holomorphic functions on G,
and let dx denote a fixed right invariant Haar measure.
Define W(G) to be the based path group on G, i.e. the continuous paths σ : [0,1] → G such
that σ(0) = e. Similarly, we will let W(g) denote the continuous paths h : [0,1] → g such that
h(0) = 0. The group operation on W(G) is given pointwise and is denoted with ·,
(σ · τ)(s) := σ(s)τ (s) (8)
for σ, τ ∈W(G), while W(g) has a pointwise defined bracket,
[h, k](s) := [h(s), k(s)] (9)
for h, k ∈W(g). We also define a pointwise exponential map W(g) →W(G) by(
eh
)
(s) := eh(s) (10)
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path in W(g).
Define the energy of a path σ ∈W(G) by
E(σ) :=
{∫ 1
0 |Lσ(s)−1∗σ ′(s)|2g ds, if σ is absolutely continuous,
∞, otherwise.
The finite energy subgroup of W(G) is then given by
H(G) = {σ ∈W(G) ∣∣E(σ) < ∞}.
Similarly, for a h ∈W(g), let
(h,h)H(g) :=
{∫ 1
0 |h′(s)|2g ds, if h is absolutely continuous,
∞, otherwise.
We define the Cameron–Martin subspace of W(g) as
H(g) = {h ∈W(g) ∣∣ (h,h)H(g) < ∞}.
Given h, k ∈ H(g), we can define a Hermitian inner product on H(g) by
(h, k)H(g) =
1∫
0
(
h′(s), k′(s)
)
g
ds.
With this inner product, H(g) is a Hilbert space. We let 〈h, k〉H(g) = Re(h, k)H(g). It is often
convenient to think of H(g) as the “Lie algebra” of W(G).
Let SC ⊂ H(g) be an orthonormal basis for the complex inner product space (H(g), (,)H(g)).
The complex structure J on H(g) is that on g defined pointwise. That is, for h ∈ H(g), J h ∈
H(g) is given by (J h)(t) = J (h(t)) for all t ∈ [0,1]. Then SR = {SC,J SC} is an orthonormal
basis for the real inner product space (H(g), 〈,〉H(g)). In the above definitions, if we consider
g = C with standard inner product, then H(C) is the classical complex Wiener space. We will
use S(C) to denote an orthonormal basis of H(C).
Given a partition of [0,1], P = {0 = s0 < s1 < · · · < sn < sn+1 = 1}, and g ∈W(G), define
πP :W(G) → Gn by
πP (g) =
(
g(s1), g(s2), . . . , g(sn)
)
.
Notation 1. We will use the notation #(P) to denote the number of partition points of P .
Definition 2. A function f is a smooth cylinder function on W(G) if there exists a partition P
and a C∞ function F :G#(P) → C such that f = F ◦πP . f is a holomorphic cylinder function if
F :G#(P) → C is holomorphic. We will use F(W) to denote the set of smooth cylinder functions
onW(G) and HF(W) to denote the set of holomorphic cylinder functions onW(G),
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(h˜f )(g) := d
dt
∣∣∣
0
f
(
g · eth).
Notation 3. Suppose F ∈ C∞(G#(P)). Then for A ∈ g and i ∈ {1,2, . . . , n} let
A˜(i)F (x1, x2, . . . , xn) := d
dt
∣∣∣
0
F
(
x1, . . . , xie
tA, xi+1, . . . , xn
)
. (11)
Remark 4. Notice if f = F ◦ πP ∈F(W), then for h ∈ H(g),
h˜f =
n∑
i=1
(
h˜(si)
(i)F
) ◦ πP . (12)
In particular, note that h˜f is still a smooth cylinder function based on the same partition P .
In [2], W(G)-valued diffusions are constructed associated to certain second order differen-
tial operators on cylinder functions. For an appropriate choice of initial data, this implies the
existence of a W(G)-valued Brownian motion. We define νt , our heat kernel measure, to be the
endpoint distribution of this process. Section 2 is devoted to a summary of the results of [2],
many of which are essential for the development of the Taylor map in this setting.
Definition 5. Let Ht denote the L2(νt )-closure of HF(W)∩L2(νt ).
Ht will serve as our Hilbert space of holomorphic functions. In order to state our version of
the Taylor map, we must establish a suitable notion of “derivatives at the origin” for a function
f ∈ Ht , which in general need not be continuous. The following theorem is motivated by the
results of Sugita and others [24,25] in the setting of an abstract Wiener space. We useH(H(G))
to denote the functions on H(G) which are holomorphic in the sense of Gross and Malliavin
[14]. This is elaborated on in Section 3.
Theorem 6 (Theorem 29). There exists an injective linear map R :Ht → H(H(G)) with the
following properties:
(1) For f a holomorphic cylinder function, Rf = f |H(G).
(2) For g ∈ H(G), |(Rf )(g)|2  ‖f ‖2
L2(νt )
e
|g|2
H(G)
t , where |g|H(G) denotes the Riemannian dis-
tance between g and the identity path in H(G).
Denote by T (H(g)) the tensor algebra over the complex vector space H(g). For each t > 0,
define a norm on T (H(g)) by
‖β‖2t =
∞∑ k!
tk
|βk|2, where β =
∞⊕
βk,k=0 k=0
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from the inner product on H(g)⊗k determined by the given inner product on H(g). We will
denote the completion of T (H(g)) with respect to this norm by T (H(g))t . Then the Hermitian
inner product on T (H(g))t given by polarizing the above turns T (H(g))t into complex Hilbert
space.
The topological dual space of T (H(g))t may be identified with the subspace T (H(g))∗t of the
algebraic dual T (H(g))′ of T (H(g)) consisting of those α ∈ T (H(g))′ such that
‖α‖2t :=
∞∑
k=0
tk
k! |αk|
2
(H(g)∗)⊗k < ∞, (13)
where αk ∈ (H(g)∗)⊗k and |αk|(H(g)∗)⊗k denotes the cross norm on (H(g)∗)⊗k determined by
the Hermitian inner product on H(g)∗ dual to the given Hermitian inner product on H(g).
For u ∈H(H(G)), let αu ∈ T (H(g))′ be defined by
〈αu,h1 ⊗ h2 ⊗ · · · ⊗ hn〉 = (h˜1h˜2 · · · h˜nu)(e).
We will use Driver’s suggestive notation αu = (1 − D)−1e u. By definition of the Lie bracket on
H(g), αu annihilates the two-sided ideal
J
(
H(g)
) := 〈ξ ⊗ η − η ⊗ ξ − [ξ, η] ∣∣ ξ, η ∈ H(g)〉.
Let J 0(H(g)) denote the annihilator of J (H(g)), that is
J 0
(
H(g)
) := {α ∈ T (H(g))′ ∣∣ |α|J (H(g)) ≡ 0}, (14)
and let
J 0t
(
H(g)
) := J 0(H(g))∩ T (H(g))∗
t
. (15)
We are now able to define the Taylor map on Ht . Using the above notation, we send f ∈Ht →
αRf ∈ J 0t (H(g)). That is, the Taylor map is the composition (1 − D)−1e R. We are able to show
the following in Section 4.
Theorem 7 (Corollary 33). For any complex Lie group G, the Taylor map, (1 − D)−1e R :Ht →
J 0t (H(g)), is an isometry.
In [1,5,12,13,22,23], the analogous Taylor map was also surjective. Section 5 is devoted to
proving that our Taylor map is surjective when G is a simply connected graded Lie group. We
very briefly sketch the method here. A more thorough outline can be found at the beginning of
Section 5.
To every α ∈ J 0T (H(g)) and P a partition of [0,1], we associate a holomorphic cylinder func-
tion denoted FP (Definition 45). A sequence of partitions {Pn}∞n=1 will be called a refining
sequence of partitions if Pn ⊂Pn+1 for all n. For simplicity, we will have #(Pn) = n. We define
α(Pn) to be the set of derivatives of FPn at the identity path (Notation 46). We are able to prove
the following in Section 5.5.
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as in Notation 46. Then for all n > 0, α(Pn) ∈ J 0T (H(g)) and∥∥α − α(Pn)∥∥J 0T (H(g)) → 0 as n → ∞.
When G is a simply connected graded Lie group, the finite rank tensors are dense in J 0T (H(g))
(see Theorem 41). In this case, surjectivity of the Taylor map follows from the above theorem.
Corollary 9 (Corollary 75). For all T > 0, the Taylor map (1 − D)−1e R :HT → J 0T (H(g)) is
surjective for G a complex simply connected graded Lie group.
2. Preliminaries
For the entirety of this section, we will treat g and H(g) as real spaces, with inner products
〈,〉g and 〈 , 〉H(g), respectively.
2.1. Finite-dimensional approximations
A common technique in the sequel will be to approximate our infinite-dimensional path space
with natural finite-dimensional spaces arising from a partition of [0,1]. This subsection is pri-
marily a review of techniques used in [4,6,7]. Recall that we set P = {0 = s0 < s1 < · · · < sn <
sn+1 = 1}.
Let K : [0,1]2 → R denote the reproducing kernel of H(R). Specifically,
K(s, t) := s ∧ t.
For a more detailed discussion of K and its properties, see Section 3.1 of [7] or Proposition 66
below.
Definition 10. Define 〈,〉P to be the unique left invariant Riemannian metric on the fibers of
TG#(P) such that for 1 i, j  n,〈
A(i),B(j)
〉
P = 〈A,B〉gQij for all A,B ∈ g,
where Q is the inverse of the matrix {K(si, sj )}ni,j=1 and A(i) and B(j) are defined as in Nota-
tion 3.
Given the metrics described above, our goal is to establish an isometry between an appropriate
subspace of H(g) and g#(P). Given a partition, we consider the subspace of paths piecewise linear
off of our partition points.
Definition 11. Let HP (g) denote the subspace of H(g) given by
HP (g) :=
{
h ∈ H(g)∩C2((0,1)/P) ∣∣ h′′ = 0 on [0,1]/P}.
We let PP :H(g) → HP (g) denote orthogonal projection.
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commutator.
Proposition 12. The commutator defined by [h, k]P := PP [h, k], for h, k ∈ HP (g) makes HP (g)
into a Lie algebra.
Proof. Bilinearity and antisymmetry are trivial to check. For any h, k ∈ HP (g), [h, k]P is piece-
wise linear and therefore determined by its values on the partition points. Since for any si ∈ P ,
[h, k]P (si) = [h(si), k(si)], the Jacobi identity follows from that for [,] on g. 
Proposition 13. Let ΛP :H(g) → g#(P) be given by
ΛP (h) =
(
h(s1), . . . , h(sn)
)
.
Note that ΛP = πP∗e . Then Nul(ΛP ) = HP (g)⊥.
Proof. First suppose that h ∈ Nul(ΛP ), i.e. h(si) = 0 for all i = 0,1, . . . , n. Let k ∈ HP (g).
Then there exist A0, . . . ,An ∈ g such that
k(t) =
n∑
i=0
Ai(t ∧ si+1 − t ∧ si). (16)
Notice that a.e.
k′(t) =
n∑
i=0
Ai1(si−1,si )(t). (17)
Then
〈h, k〉H(g) =
n∑
i=0
si+1∫
si
〈
h′(t),Ai
〉
g
dt
=
n∑
i=0
〈
h(si+1)− h(si),Ai
〉
g
=
n∑
i=0
〈0,Ai〉g = 0.
Therefore, Nul(ΛP ) ⊆ HP (g)⊥. Now suppose that h ∈ HP (g)⊥. Let Ai = h(si+1) − h(si) ∈ g
for i = 0,1, . . . , n. Define k(t) by Eq. (16). Then k ∈ HP (g) and so we necessarily have
0 = 〈h, k〉H(g) =
n∑
i=0
〈
h(si+1)− h(si),Ai
〉
g
=
n∑
i=0
∥∥h(si+1)− h(si)∥∥2g,
which clearly implies that h(si+1) − h(si) = 0 for i = 0,1, . . . , n. But since h(0) = 0, we have
that h(si) = 0 for all i = 0,1, . . . , n. Therefore, h ∈ Nul(ΛP ), and HP (g)⊥ ⊆ Nul(ΛP ). 
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and commutator [,]P , and g#(P) with inner product 〈,〉P and commutator [,]. Then the map
ΛP :HP (g) → g#(P), the map described in Proposition 13 restricted to HP (g), is an isometric
Lie algebra isomorphism.
Proof. To see that ΛP is an isometry, associate to A = (A0, . . . ,An) ∈ g#(P) a path hA(t) :=∑n
i=0 K(si, t)Ai ∈ HP (g). Then if B = (B0, . . . ,Bn) ∈ g#(P),
〈hA,hB〉H(g) =
n∑
i,j=0
〈
K(si, ·),K(sj , ·)
〉
H(R)
〈Ai,Bj 〉g
=
n∑
i,j=0
K(si, sj )〈Ai,Bj 〉g, (18)
where we have used the reproducing kernel property of K , see [7, Lemma 3.3].
{K(si, sj )}ni,j=1 is a positive definite matrix, so setting B = A in Eq. (18) shows that A → hA
is injective and hence surjective by the rank nullity theorem. By Definition 10,
〈
ΛP (hA),ΛP (hB)
〉
P =
n∑
k,l=0
〈
hA(sk)
(k), hB(sl)
(l)
〉
P
=
n∑
k,l=0
Qkl
〈
hA(sk), hB(sl)
〉
g
=
n∑
i,j,k,l=0
QklK(si, sk)K(sj , sl)〈Ai,Bj 〉g
=
n∑
i,j=0
K(si, sj )〈Ai,Bj 〉g
= 〈hA,hB〉H(g),
where Eq. (18) was used in the last equality. 
Remark 15. Since ΛP commutes with the complex structures on H(g) and g#(P), it follows that
Proposition 14 holds when H(g) and g#(P) are considered as complex Lie algebras with inner
products ( , )H(g) and ( , )P , respectively, where ( , )P is given by the analogous formula to that
in Definition 10. Specifically,(
A(i),B(j)
)
P = (A,B)gQij for all A,B ∈ g.
Approximating a path h ∈ H(g) by PPh ∈ HP (g) will play an important role in showing
surjectivity of the Taylor map in the sequel. We will revisit this subject in detail in Section 5.3.
It is known that H(G) is a Hilbert manifold, and hence has a natural notion of Riemannian
distance. We will not develop this point of view beyond the few statements that follow, though we
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is motivated by these considerations.
Definition 16. We define a Riemannian distance on H(G) as follows. For g ∈ H(G), let
|g|H(G) := inf
1∫
0
∥∥∥∥Lσ(t,·)−1∗ ddt σ (t, ·)
∥∥∥∥
H(g)
dt,
where the infimum is taken over all jointly C1 paths σ : [0,1]2 → G such that σ(t, ·) ∈ H(G) for
all t , σ(0, s) = e, and σ(1, s) = g(s) for all s.
Corollary 17. For any partition P and any g ∈ H(G),
|πPg|P  |g|H(G),
where |πPg|P denotes the Riemannian distance between πPg and (e, e, . . . , e) ∈ G#(P). That is
|πPg|P = inf
1∫
0
∣∣Lσ(s)−1∗σ ′(s)∣∣P ds,
where the infimum is taken over all C1-paths σ into G#(P) such that σ(0) = (e, e, . . . , e) and
σ(1) = πPg.
Proof. For any jointly C1 path σ : [0,1]2 → G such that σ(0, s) = e, σ(1, s) = g(s), we have
πPσ(t, ·) is a G#(P)-valued C1 path such that πPσ(0, ·) = (e, e, . . . , e) and πPσ(1, ·) = πPg(·).
By Proposition 14, it follows that
1∫
0
∥∥∥∥Lσ(t,·)−1∗ ddt σ (t, ·)
∥∥∥∥
H(g)
dt 
1∫
0
∥∥∥∥ΛP(Lσ(t,·)−1∗ ddt σ (t, ·)
)∥∥∥∥P dt
=
1∫
0
∥∥∥∥LπPσ(t,·)−1∗ ddt πPσ(t, ·)
∥∥∥∥P dt
 |πPg|P .
Therefore the inequality holds as the infimum is taken over all admissible σ . 
2.2. Heat kernel measure
In [2], W(G)-valued diffusions are constructed associated to a linearly independent subset
Γ ⊂ g. It is shown that these diffusions satisfy heat equations with respect to related second
order differential operators on cylinder functions. For our purposes, we set Γ = XR.
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β(t, s) :=
∑
A∈XR
βA(t, s)A,
where {βA}A∈XR is an independent collection of R-valued Brownian sheets, i.e. for each A ∈ XR,{βA(t, s): s ∈ [0,1], t  0} is a mean zero continuous Gaussian process such that
E
[
βA(t, s)βA(τ, σ )
]= 1
2
K(s,σ )(t ∧ τ). (19)
Remark 18. It should be noted that the factor of 12 appearing in Eq. (19) does not appear in the
assumptions of [2]. This addition does not change the methods of [2] and has the primary effect
of scaling by 12 the generator of the process Σ(t) defined below (compare Proposition 23 below
with [2, Proposition 1.1]). This step is necessary for the isometry results to follow in Section 4.
Suppose that (Ω,F ,P ) is a complete probability space on which that processes, {βA}A∈XR ,
are defined. Let {Ft }t0 be the filtration which is the right continuous extension of the filtration
{F0t }t0, the smallest sub-sigma-algebra of F such that βA(τ, s) is measurable for all s ∈ [0,1]
and τ ∈ [0, t] and A ∈ XR, augmented by all the P null subsets of F . The following is Theo-
rem 1.2 of [2].
Theorem 19. Let σ0 ∈W(G). Then there exists a continuous adapted W(G)-valued process
{Σ(t)}t0 on the filtered probability space (W,{Ft }t0,F ,P ) such that for each s ∈ [0,1],
Σ(·, s) solves the stochastic differential equation
Σ(δt, s) = LΣ(t,s)∗β(δt, s) with Σ(0, s) = σ0(s). (20)
More precisely,
Σ(δt, s) =
∑
A∈XR
A˜
(
Σ(t, s)
)
βA(δt, s) with Σ(0, s) = σ0(s). (21)
Here βA(δt, s) denotes the Stratonovich differential of the process t → βA(t, s).
Definition 20. The measure νt := Law(Σ(t, ·)) is called the heat kernel measure on W(G). For
a cylinder function f , let νt (f ) := E[f (Σ(t, ·))].
Definition 21. Define a G#(P)-valued process
ΣP (t) := πP ◦Σ(t, ·).
Let νPt := Law(ΣP (t)), and for a function F ∈ C∞(G), denote νPt (F ) := E[F(ΣP (t))].
Definition 22. For f ∈FC∞(W), define the Laplacian H(G) by
H(G)f :=
∑
h∈SR
h˜2f.
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H(G)f =
∑
h∈SR
n∑
i,j=1
(
h˜(sj )
(j)h˜(si)
(i)F
) ◦ πP
=
∑
A∈XR
n∑
i,j=1
K(sj , si)
(
A˜(j)A˜(i)F
) ◦ πP . (22)
So if we define an operator P on C∞(G#(P)) by
PF :=
∑
A∈XR
n∑
i,j=1
K(sj , si)
(
A˜(j)A˜(i)F
)
,
then we have the relationship
H(G)(F ◦ πP ) = (PF) ◦ πP .
The heat kernel measures νt and νPt satisfy (in the distributional sense) the following “heat”
equations.
Proposition 23. νPt and νt satisfy the heat equations on G#(P) andW(G) in the following weak
sense. If f = F ◦ πP is a cylinder function, then
∂
∂t
νPt (F ) = νPt
(
1
4
PF
)
with lim
t↓0 ν
P
t (F ) = F(e, e, . . . , e), (23)
and
∂
∂t
νt (f ) = νt
(
1
4
H(G)f
)
with lim
t↓0 νt (f ) = f (e). (24)
We conclude with a simple isometry.
Proposition 24. If f = F ◦ πP , then
‖f ‖L2(νt ) = ‖F‖L2(νPt ).
Proof.
‖f ‖2
L2(νt )
= νt
(|f |2)= νPt (|F |2)= ‖F‖2L2(νPt ). 
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We will consider T > 0 to be fixed throughout this section. The following presentation of the
restriction map is similar to that presented by Hall and Sengupta in [15]. The reader should recall
that HT denotes the L2(νT )-closure of HF(W)∩L2(νT ).
For g ∈ H(G), define a function Rg :HF(W)∩L2(νT ) → C by
Rg(f ) := f (g).
Rg is clearly linear and defined on a dense subset of HT .
Proposition 25. For all g ∈ H(G), Rg can be extended uniquely to a continuous linear functional
on all of HT .
Proof. Pick g ∈ H(G), and suppose f ∈HF(W)∩L2(νT ) with f = F ◦πP for some partition
P of [0,1]. Recall that by Definition 21, νPT is the heat kernel measure with respect to right in-
variant Haar measure on G#(P) associated to the operator 14P . Applying the finite-dimensional
results of Driver and Gross, specifically [5, Remark 5.5], we find that
∣∣Rg(f )∣∣2 = ∣∣F (πP (g))∣∣2  ‖F‖2L2(νPT )e |πP (g)|
2
P
T .
By Corollary 17, |πP (g)|2P  |g|2H(G), and so using Proposition 24,
∣∣Rg(f )∣∣2  ‖f ‖2L2(νT )e |g|2H(G)T . (25)
So ‖Rg‖2op  e
|g|2
H(G)
T , where ‖ · ‖op denotes the operator norm. Rg is therefore continuous.
For f ∈ HT , pick {fn}∞n=1 ⊂ HF(W) ∩ L2(νT ) such that fn → f. We then define Rg(f ) =
limn→∞ Rg(fn). 
Notation 26. In the sequel, Rg will refer to this extension.
Remark 27. Proposition 25 implies that if fn → f inHT , then for any g ∈ H(G), Rgfn → Rgf .
More precisely, Eq. (25) indicates that the convergence is locally uniform.
We will show that a function f ∈HT has a holomorphic “skeleton.” That is, despite the fact
that f is an L2(νT ) equivalence class, “(f |H(G))(g)” := Rg(f ) is holomorphic. We make this
precise in Theorem 29. We first need an appropriate notion of holomorphic functions on H(G).
Definition 28. We will refer to a function u :H(G) → C as holomorphic if it is holomorphic
in the sense of Gross and Malliavin [14]. Specifically, we require that for every g ∈ H(G), the
map h ∈ H(g) → u(g · eh) is Fréchet differentiable at h = 0 and that this Fréchet derivative is
complex, linear and continuous in H(g)∗ as a function of g.
Theorem 29 (Skeleton theorem). There exists a linear map R :HT →H(H(G)) with the follow-
ing properties:
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(2) For g ∈ H(G), |(Rf )(g)|2  ‖f ‖2
L2(νT )
e
|g|2
H(G)
T .
Proof. Given f ∈ HT , define Rf by (Rf )(g) = Rgf for all g ∈ H(G). By the definition of
Rg , if f ∈HFC∞(W) ∩ L2(νT ), then (Rf )(g) = f (g) for all g ∈ H(G). So (1) is satisfied.
(2) follows from Eq. (25). It remains to show that Rf ∈ H(H(G)). For this, we follow [15,
Theorem 7]. We reproduce the argument for convenience.
We first suppose that f ∈HF(W)∩L2(νT ). Then f = F ◦ πP for some F ∈H(G#(P)) and
some partition P of [0,1]. It follows that h → f (g · eh) is holomorphic and jointly continuous in
g and h. Using results of [17, Chapter III], we can conclude that f (g · eh) has a complex-linear
Fréchet derivative at h = 0 and this derivative is continuous with respect to g.
For a general f ∈HT , we fix g ∈ H(G) and choose {fn}∞n=1 ⊂HF(W) ∩ L2(νT ) such that
fn → f . Remark 27 indicates that (Rfn)(g · eh) → (Rf )(g · eh) uniformly for h in some neigh-
borhood of the zero path. Therefore, by [17, Theorem 3.18.1], h → (Rf )(g · eh) is holomorphic
and jointly continuous in g, h. 
4. The Taylor isometry
Now we are able to define the Taylor map on HT . We refer the reader to Eq. (6) of Section 1
for the motivating finite-dimensional statement. We will consider T > 0 to be fixed throughout
this section.
Definition 30. Given f ∈HT , define αRf ∈ T (H(g))′ by
〈αRf ,h1 ⊗ h2 ⊗ · · · ⊗ hn〉 = (h˜1h˜2 · · · h˜nRf )(e), (26)
where h1, . . . , hn ∈ H(g), and e denotes the identity path in W(G). Notice that by Theorem 29,
Rf ∈H(H(G)), so the right-hand side is well defined.
The above map f → αRf will be referred to as the Taylor map. The reader is referred to
Eqs. (13) and (14) for the definition of J 0T (H(g)) and ‖ · ‖J 0T (H(g)) appearing in the following
theorem.
Theorem 31. Let f ∈HF(W)∩L2(νT ) and αRf ∈ T (H(g))′ as given in the above. Then αRf ∈
J 0T (H(g)) and ‖f ‖2L2(νT ) = ‖αRf ‖
2
J 0T (H(g))
.
Proof. Suppose f ∈ HF(W) ∩ L2(νT ) with f = F ◦ πP . Then Rf = f |H(G), and
‖f ‖L2(νT ) < ∞. Let SPC be an orthonormal basis for (HP (g), ( , )H(g)). We extend this to an or-
thonormal basis SC for H(g) = HP (g)⊕⊥ Nul(ΛP ). By Proposition 13 and Remark 15, XPC :=
{ΛP (h) | h ∈ SPC } is an orthonormal basis for (g#(P), ( , )P ). Note that for all h ∈ HP (g)⊥,
(h˜f )(e) =
n∑
i=1
((
h(si)
(i)F
) ◦ πP)(e) = 0
since h|P ≡ 0. Then
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∞∑
k=0
tk
k!
( ∑
A1,...,Ak∈XPC
∣∣〈αF ,A1 ⊗ · · · ⊗Ak〉∣∣2)
=
∞∑
k=0
tk
k!
( ∑
A1,...,Ak∈XPC
∣∣(A˜1 · · · A˜kF )(e, e, . . . , e)∣∣2)
=
∞∑
k=0
tk
k!
( ∑
h1,...,hk∈SPC
∣∣(h˜1 · · · h˜kf )(e)∣∣2)
=
∞∑
k=0
tk
k!
( ∑
h1,...,hk∈SC
∣∣(h˜1 · · · h˜kf )(e)∣∣2)
= ‖αf ‖2J 0T (H(g)).
Using the isometry of Proposition 24 and the finite-dimensional results found in [5, Theo-
rem 5.1], we have
‖f ‖2
L2(νT )
= ‖F‖2
L2(νPT )
= ‖αF ‖2J 0T (g#(P)) = ‖αf ‖
2
J 0T (H(g))
= ‖αRf ‖2J 0T (H(g)). 
Before proving Corollary 33, which extends this result to any f ∈HT , we need the following,
whose proof follows from the locally uniform convergence of Remark 27.
Proposition 32. Suppose {fn}∞n=1 ∈ HF(W) ∩ L2(νT ) with fn → f ∈ HT . Then for all
h1, h2, . . . , hk ∈ H(g) and g ∈ H(G),
(h˜1h˜2 · · · h˜kRfn)(g) → (h˜1h˜2 · · · h˜kRf )(g) as n → ∞.
Corollary 33. The Taylor map described in Definition 30 is an isometry, i.e. for all f ∈HT ,
‖f ‖2
L2(νT )
= ‖αRf ‖2J 0T (H(g)).
Proof. Let {fn}∞n=1 ⊂ HF(W) ∩ L2(νT ) such that fn → f . By Theorem 31, {αRfn}∞n=1 ⊂
J 0T (H(g)) is Cauchy, and hence converges to some α̂ ∈ J 0T (H(g)). It remains to show that
α̂ = αRf . For any h1, h2, . . . , hk ∈ H(g), we have by Proposition 32,
〈̂α,h1 ⊗ h2 ⊗ · · · ⊗ hk〉 = lim
n→∞〈αRfn, h1 ⊗ h2 ⊗ · · · ⊗ hk〉
= lim
n→∞(h˜1h˜2 · · · h˜kRfn)(e)
= (h˜1h˜2 · · · h˜kRf )(e)
= 〈αRf ,h1 ⊗ h2 ⊗ · · · ⊗ hk〉. 
Corollary 34. Since the Taylor map (1 − D)−1e R :HT → J 0T (H(g)) is isometric, it necessarilyfollows that R :HT →H(H(G)) is injective.
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This section is devoted to proving that the Taylor map is surjective when G is a simply
connected graded Lie group. Section 5.1 is a review of some preliminary results concerning
graded Lie algebras and Lie groups and their application to the path space. In particular, we can
globally identify W(g) and W(G) via exponential coordinates with multiplication given by the
Baker–Campbell–Hausdorff (BCH) series. We will also show that finite rank tensors are dense
in J 0T (H(g)) and hence it suffices to show that the Taylor map is onto the set of finite rank
α ∈ J 0T (H(g)).
In Section 5.2, we will construct a function uα ∈H(H(G)) which has α as its set of derivatives
at the identity path. In Section 5.3, we introduce holomorphic cylinder functions associated to
uα and a partition of [0,1]. We are able to characterize the derivatives of these cylinder functions
at the identity path in terms of α and the projection operator PP introduced in Definition 11.
In Section 5.5, these cylinder function will be shown to be elements of HT . Furthermore, the
cylinder functions associated to a sequence of refining partitions, P1 ⊂ P2 ⊂ · · · , will be shown
to be Cauchy and convergent to a function F ∈HT with the property that (1 − D)−1e RF = α.
Section 5.4 is devoted to proving estimates on increments of multilinear functions, which will be
essential for the analysis in Section 5.5.
5.1. Introduction
Let g is a d-dimensional step r complex graded Lie algebra. This means that there is a se-
quence of nonzero subspaces Vi for i = 1, . . . , r such that
g =
r⊕
i=1
Vi, (27)
with [Vi,Vj ] ⊂ Vi+j , with the convention that Vs = {0} for s > r. We will furthermore assume
that the subspaces {Vi}ri=1 are orthogonal with respect to our inner product (,)g. Let G be the
simply connected Lie group associated to g. G is called a graded Lie group. The reader is referred
to Goodman [11, Chapter 1] for a thorough introduction to graded Lie algebras and Lie groups.
The decomposition in Eq. (27) gives an orthogonal decomposition of H(g)
H(g) =
r⊕
i=1
H(Vi),
with [H(Vi),H(Vj )] ⊂ H(Vi+j ) and H(Vs) = {0} for s > r . Therefore, H(g) is a step r com-
plex graded Lie algebra as well.
Example 35. The complex Heisenberg Lie algebra is a 3-dimensional step 2 graded Lie algebra.
It is generated by the set {X,Y,Z}, where Z is in the center and [X,Y ] = Z. Setting V1 =
span{X,Y }, and V2 = span{Z} gives the decomposition of line (27).
The associated graded Lie group is the complex Heisenberg group, which under exponential
coordinates is C3 with the following multiplication rule given by the BCH series:
(a, b, c) · (a′, b′, c′) =
(
a + a′, b + b′, c + c′ + 1 (ab′ − a′b)
)
.2
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and the BCH series [9, p. 30]. For A,B ∈ g,
log
(
eAeB
)= A+B
+
∞∑
k=1
(−1)k
k + 1
∑
n1,...,nk0
nj+mj>0
m1,...,mk0
1
n1 + · · · + nk + 1
adn1A ◦ adm1B ◦ · · · ◦ adnkA ◦ admkB A
n1!m1! · · ·nk!mk! . (28)
Recall that since we are assuming that g is step r nilpotent, it follows that
adn1A ◦ adm1B ◦ · · · ◦ adnkA ◦ admkB A = 0 if
k∑
j=1
nj +mj  r.
Since G is nilpotent and simply connected, the exponential map is globally bijective [27, Theo-
rem 3.6.2]. We therefore identify g and G globally under exponential coordinates. In particular,
we can view g as both a Lie algebra and a Lie group with group multiplication given globally by
the BCH series, Eq. (28). It follows that we can also identify W(g) with W(G) using the point-
wise exponential map of Eq. (10), where the path group multiplication is given by pointwise
application of Eq. (28).
We will use this identification throughout the sequel, often without comment. It should there-
fore be understood that if g ∈W(g), then we will write eg = g ∈W(G), where it is understood
that we are identifying g and G under exponential coordinates. Under this identification, it fol-
lows that e = 0, and g−1 = −g for any path g ∈W(G). Proposition 37 below indicates that this
identification preserves the important analytic sub-structures of W(g) and W(G).
Remark 36. Before proceeding, we make an observation that will be used throughout the sequel.
If A,B ∈ g = G and z ∈ C, then the BCH series gives
A · zB = A+ z
r−1∑
l=0
Cl adlA B +
r−1∑
l=2
zlQl(A,B), (29)
where Ql is homogeneous of degree l in B . Therefore
B˜(A) = d
dt
∣∣∣
0
A · tB = B +
r−1∑
l=1
Cl adlA B (30)
for some constants Cl determined by Eq. (28).
Proposition 37. g ∈ H(g) iff g ∈ H(G).
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‖g‖H(g), and the following pointwise estimate holds:
∥∥g(s)∥∥
g
=
∥∥∥∥∥
s∫
0
g′(r) dr
∥∥∥∥∥
g

1∫
0
∥∥g′(r)∥∥
g
dr = ‖g′‖L1([0,1])  ‖g‖H(g). (31)
For g ∈ H(G), Eq. (30) gives the Maurer–Cartan form
Lg−1(s)∗g′(s) = g′(s)+
r−1∑
i=1
Ci adig(s) g
′(s). (32)
Finally, notice that since ‖adA B‖g  C‖A‖g‖B‖g for some constant C, it follows that
‖adig(s) g′(s)‖g Ci‖g(s)‖ig‖g′(s)‖g.
Now suppose g ∈ H(g). Considering g as an element of W(G), we calculate
E(g) =
1∫
0
∥∥∥∥∥g′(s)+
r−1∑
i=1
Ci adig(s)
(
g′(s)
)∥∥∥∥∥
2
g
ds
 r2
(
‖g′‖2
L2([0,1],g) +
r−1∑
i=1
C˜2i
1∫
0
∥∥g(s)∥∥2i
g
∥∥g′(s)∥∥2
g
ds
)
 r2
(
‖g′‖2
L2([0,1],g) +
r−1∑
i=1
C˜2i ‖g′‖2i+2L2([0,1],g)
)
= poly(‖g‖H(g))< ∞, (33)
where in line (33) we have used Eq. (31). So g ∈ H(G) as well.
Now suppose g ∈ H(G). Considering g ∈W(g), we write g = (g1, g2, . . . , gr ) where gi ∈
W(Vi). Since g ∈ H(G) and the subspaces {Vi}ri=1 are orthogonal,
r∑
i=1
∥∥(Lg−1(·)∗g′(·))i∥∥2L2([0,1],Vi ) < ∞.
In particular, ‖(Lg−1(·)∗g′(·))i‖2L2([0,1],Vi ) < ∞ for all i = 1, . . . , r . We wish to show that for all
i = 1, . . . , r , ‖g′i‖L2([0,1],Vi ) < ∞. First note that
adig(s)g
′(s) ∈
r⊕
j=i+1
W(Vj ),
i.e. it is identically the zero path in the first i coordinates. Then (32) tells us that
‖g′1‖2 2 =
∥∥(Lg−1(·)∗g′(·)) ∥∥2 2 < ∞.L ([0,1],V1) 1 L ([0,1],V1)
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Lg−1(s)∗g′(s)
)
2 = g′2(s)+C1 adg1(s) g′1(s).
Therefore,
∥∥g′2∥∥2L2([0,1],V2) =
1∫
0
∥∥(Lg−1(s)∗g′(s))2 +C1 adg1(s) g′1(s)∥∥2g ds
 4
(∥∥(Lg−1(·)∗g′(·))2∥∥2L2([0,1],V2) + C˜21
1∫
0
∥∥g1(s)∥∥2g∥∥g′1(s)∥∥2g ds
)
 4
(∥∥(Lg−1(·)∗g′(·))2∥∥2L2([0,1],V2) + C˜21‖g′1‖4L2([0,1],V1))< ∞,
where we have used Eq. (31) restricted to the first coordinate. In this manner, we inductively
show ‖g′i‖L2([0,1],Vi ) < ∞ for all i = 1, . . . , r . 
Graded Lie groups and Lie algebras have a useful dilation structure. For λ ∈ C, λ = 0, let
φλ :g → g be given by
φλ(v1 + v2 + · · · + vr) :=
r∑
i=1
λivi for vi ∈ Vi and i = 1, . . . , r. (34)
This dilation defines an automorphism of the Lie algebra g with inverse φλ−1 . The dilation on g
extends to a dilation on H(g),
(φλh)(s) := φλ
(
h(s)
)
, (35)
which is an automorphism of H(g).
Definition 38. An element α ∈ T (H(g))′ is of finite rank if there exists an integer N > 0 such
that
〈α,h1 ⊗ h2 ⊗ · · · ⊗ hm〉 = 0,
for all h1, . . . , hm ∈ H(g) if m > N . The smallest such N is the rank of α and we say that α is
of rank N .
Our goal is to show that given α ∈ J 0T (H(g)), there exists a function u˜α ∈ HT such that
(1−D)−1e Ru˜α = α. Of primary importance will be that finite rank tensors are dense in J 0T (H(g))
when g is graded. The proof of Theorem 41 closely follows the finite-dimensional result of [8,
Lemma 4.4]. We first establish a result which will be used in the proof of Theorem 41 and in the
sequel.
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H⊗k the operator such that for all h1, h2, . . . , hk ∈ H
φ⊗k(h1 ⊗ h2 ⊗ · · · ⊗ hk) = φ(h1)⊗ φ(h2)⊗ · · · ⊗ φ(hk)
extended by linearity.
Proposition 40. Let H be a Hilbert space and I :H → H the identity operator. Suppose
φn :H → H is a sequence of linear operators such that ‖φn − I‖op → 0 as n → ∞ and
‖φn‖op  1 for all n. Then for all k > 0, ‖φ⊗kn −I⊗k‖op  2 and ‖φ⊗kn −I⊗k‖op → 0 as n → ∞.
Proof. By the proposition of Reed and Simon [21, p. 299], for any two bounded linear operators
A and B on H , ‖A⊗B‖op = ‖A‖op‖B‖op. It follows that for any k > 0,∥∥φ⊗kn − I⊗k∥∥op  ∥∥φ⊗kn ∥∥op + ∥∥I⊗k∥∥op = ‖φn‖kop + 1 2.
Furthermore, by writing
φ⊗kn − I⊗k =
k−1∑
j=0
φ
⊗j
n ⊗ (φn − I )⊗ I⊗k−1−j , (36)
it follows that
∥∥φ⊗kn − I⊗k∥∥op = k−1∑
j=0
‖φn‖jop‖φn − I‖op  k‖φn − I‖op. (37)
It then follows that ‖φ⊗kn − I⊗k‖op → 0 as n → ∞. 
Theorem 41. Suppose g is complex graded Lie algebra. Then the finite rank tensors in J 0t (H(g))
are dense in J 0t (H(g)) for each t > 0.
Proof. For θ ∈ R, let Γθ :T (H(g)) → T (H(g)) be the automorphism induced by the automor-
phism φeiθ on H(g). Then Γθ1 = 1 and Γθ(h1 ⊗ h2 ⊗ · · · ⊗ hn) = φ⊗neiθ (h1 ⊗ h2 ⊗ · · · ⊗ hn) for
all h1, . . . , hn ∈ H(g). For any h, k ∈ H(g), we have
Γθ
(
h⊗ k − k ⊗ h− [h, k])= (φeiθ h)⊗ (φeiθ k)− (φeiθ k)⊗ (φeiθ h)− [φeiθ h,φeiθ k],
and so Γθ takes Jt (H(g)) into and onto Jt (H(g)). If we let Γ ′θ denote the transpose, then for any
α ∈ J 0t (H(g)) and v ∈ Jt (H(g)),
0 = 〈α,Γθv〉 =
〈
Γ ′θα, v
〉
.
Therefore, Γ ′θ takes J 0t (H(g)) into and onto itself. If S = {hj }∞j=1 is any orthonormal basis for
H(g), then so is Sθ = {φeiθ hj }∞ , and soj=1
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∞∑
k=0
tk
k!
∑
h1,...,hk∈S
∣∣〈Γ ′θα,h1 ⊗ · · · ⊗ hk 〉∣∣2
=
∞∑
k=0
tk
k!
∑
h1,...,hk∈S
∣∣〈α, (φeiθ h1)⊗ · · · ⊗ (φeiθ hk)〉∣∣2
=
∞∑
k=0
tk
k!
∑
h1,...,hk∈Sθ
∣∣〈α,h1 ⊗ · · · ⊗ hk〉∣∣2
= ‖α‖2
J 0t (H(g))
.
Since φeiθ =
∑r
j=1 eijθPj where Pj :H(g) → H(Vj ) is orthogonal projection, φeiθ :H(g) →
H(g) is operator norm-continuous in θ . It follows from Proposition 40 that φ⊗n
eiθ
:H(g)⊗n →
H(g)⊗n is operator norm-continuous in θ for all n.
Consider h1 ⊗ h2 ⊗ · · · ⊗ hk ∈ H(g)⊗k , where hp ∈ H(Vjp ) for p = 1, . . . , k, where 1 
jp  r . Then
(
φ⊗k
eiθ
− I⊗k)(h1 ⊗ h2 ⊗ · · · ⊗ hk) = (eiθ∑kp=1 jp − 1)h1 ⊗ h2 ⊗ · · · ⊗ hk,
where |eiθ
∑k
p=1 jp − 1| ‖φ⊗k
eiθ
− I⊗k‖op. If we choose an orthonormal basis S of H(g) which
is a union of orthonormal bases for the spaces H(Vi) for i = 1, . . . , r , it is evident that
‖Γ ′θα − α‖2J 0t (H(g)) =
∞∑
k=0
tk
k!
∑
h1,...,hk∈S
∣∣〈α, (φ⊗k
eiθ
− I⊗k)(h1 ⊗ · · · ⊗ hk)〉∣∣2

∞∑
k=0
tk
k! ‖αk‖
2
(H(g)∗)⊗k
∥∥φ⊗k
eiθ
− I⊗k∥∥2
op. (38)
Since by Proposition 40, ‖φ⊗k
eiθ
− I⊗k‖2op  4, the right-hand side of Eq. (38) is bounded above
by 4‖α‖2
J 0t (H(g))
. Therefore, the DCT and Proposition 40 give continuity of θ → Γ ′θα.
For every n ∈ Z+, let
Fn(θ) = 12πn
n−1∑
k=0
k∑
l=−k
eilθ = 1
2πn
sin2(nθ/2)
sin2(θ/2)
denote Fejer’s kernel [26, p. 413]. Then
π∫
Fn(θ) dθ = 1 (39)−π
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lim
n→∞
π∫
−π
Fn(θ)φ(θ) dθ = φ(0). (40)
In addition, if m ∈ Z+ with m> n, then one can show that
π∫
−π
Fn(θ)e
imθ dθ = 0. (41)
Set β = h1 ⊗ h2 ⊗ · · · ⊗ hk ∈ H(g)⊗k , where hp ∈ H(Vjp ) for p = 1, . . . , k, where 1 jp  r .
Then Γθβ = (eiθ
∑k
p=1 jp )β. If k > n, then
∑k
p=1 jp > n as well, and by Eq. (41),
π∫
−π
Fn(θ)Γθβ dθ = 0.
Any element of H(g)⊗k can be written as a sum of elements like β , and so in fact
π∫
−π
Fn(θ)Γθβ dθ = 0 for all β ∈ H(g)⊗k with k > n.
Consequently,
π∫
−π
Fn(θ)Γ
′
θα dθ = 0 for all α ∈
(
H(g)∗
)⊗k
with k > n. (42)
Let α ∈ J 0t (H(g)) and define
γn :=
π∫
−π
Fn(θ)Γ
′
θα dθ.
Then γn ∈ J 0t (H(g)) for all n > 0 and by Eq. (42), it is zero in all ranks greater than n. Therefore
lim sup
n→∞
‖γn − α‖J 0t (H(g)) = lim supn→∞
∥∥∥∥∥
π∫
−π
Fn(θ)(Γ
′
θα − α)dθ
∥∥∥∥∥
J 0t (H(g))
 lim sup
n→∞
π∫
−π
Fn(θ)
∥∥Γ ′θα − α∥∥J 0t (H(g)) dθ
= 0
by Eq. (40). 
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following proposition states that this is sufficient.
Proposition 42. Let E ⊂ J 0T (H(g)) be a dense subset. If for every α ∈ E there exists a function
u˜α ∈HT such that (1 −D)−1e Ru˜α = α, then the result holds for all α ∈ J 0T (H(g)).
Proof. Let α ∈ J 0T (H(g)), and pick a sequence {αn}∞n=1 ⊂ E such that αn → α as n → ∞. For
each αn, there exists a u˜αn ∈HT such that (1 −D)−1e Ru˜αn = αn. Recall by Corollary 33 that the
Taylor map (1 − D)−1e R :HT → J 0T (H(g)) is an isometry. HT is closed and hence there exists
a u˜α ∈HT such that u˜αn → u˜α . Finally, since the Taylor map is continuous,
α = lim
n→∞αn = limn→∞(1 −D)
−1
e Ru˜αn = (1 −D)−1e Ru˜α. 
Remark 43. For the remainder of this section, it will be assumed that α ∈ J 0T (H(g)) is of finite
rank.
5.2. Construction of uα ∈H(H(G))
Given α ∈ J 0T (H(g)), we would like to construct a holomorphic function uα on H(G) such
that (1 − D)−1e uα = α. Recall from Section 3 that we require that for every g ∈ H(G), the
map h ∈ H(g) → uα(g · eh) is Fréchet differentiable at h = 0 and that this Fréchet derivative is
complex linear and continuous in H(g)∗ as a function of g.
Remark 36 can be applied pointwise to paths to give, for h ∈ H(g), g ∈ H(G), and z ∈ C,
g · zh = g + z
r−1∑
l=0
Cl adlg h+
r−1∑
l=2
zlQl(g,h), (43)
where Ql is homogeneous of degree l in h. Therefore
h˜(g) = d
dt
∣∣∣
0
g · th = h+
r−1∑
l=1
Cl adlg h (44)
and
g · h = g + h˜(g)+
r−1∑
l=2
Ql(g,h). (45)
The following theorem is motivated by results in [3], specifically by Remark 5.6 and Propo-
sition 6.2.
Theorem 44. Given α ∈ J 0T (H(g)) of rank N < ∞, for every g ∈ H(G) define
uα(g) :=
N∑
n=0
〈
α,g⊗n
〉
/n!.
Then uα is a holomorphic function on H(G) satisfying (1 −D)−1e uα = α.
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fn(g) = 1
n!
〈
α,g⊗n
〉
.
Since finite sums of holomorphic functions are holomorphic, it suffices to show that fn is holo-
morphic.
For h ∈ H(g) and g ∈ H(G) define
(dfn)gh := 1
n!
〈
α,
n−1∑
k=0
g⊗k ⊗ h˜(g)⊗ g⊗n−k−1
〉
,
where h˜(g) is given in Eq. (44). Notice that h˜(g) is complex linear in h and continuous in g.
To see that (dfn)g is the Fréchet derivative of fn at g ∈ H(G), we first observe that, using
Eq. (45),
(g · h)⊗n =
(
g + h˜(g)+
r−1∑
l=2
Ql(g,h)
)⊗n
= g⊗n +
n−1∑
k=0
g⊗k ⊗ h˜(g)⊗ g⊗n−k−1 +Rn(g,h),
where Rn(g,h) is a sum of tensors of degree two or greater in h. For ‖h‖H(g)  1, it follows that
‖Rn(g,h)‖H(g)⊗n Cg‖h‖2H(g) for an appropriate constant Cg. Therefore for small h,
|fn(g · h)− fn(g)− (dfn)gh|
‖h‖H(g)

‖α‖(H(g)∗)⊗n‖(g · h)⊗n − g⊗n −
∑n−1
k=0 g⊗k ⊗ h˜(g)⊗ g⊗n−k−1‖H(g)⊗n
n!‖h‖H(g)
=
‖α‖(H(g)∗)⊗n‖Rn(g,h)‖H(g)⊗n
n!‖h‖H(g)

‖α‖(H(g)∗)⊗nCg‖h‖2H(g)
n!‖h‖H(g) .
Which tends to zero as h → 0. This proves that fn is holomorphic, and therefore so is uα.
To see that (1 −D)−1e uα = α, observe that for h ∈ H(g),
uα(th) =
∞∑
n=0
tn
n!
〈
α,h⊗n
〉
.
Then
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h˜h˜ · · · h˜ uα(e) = d
dt1
∣∣∣
0
· · · d
dtk
∣∣∣
0
uα(tkh · tk−1h · · · t1h)
= d
dt1
∣∣∣
0
· · · d
dtk
∣∣∣
0
uα
(
(tk + tk−1 + · · · + t1)h
)
= d
dt1
∣∣∣
0
· · · d
dtk
∣∣∣
0
∞∑
n=0
(tk + · · · + t1)n
n!
〈
α,h⊗n
〉
= 〈α,h⊗k 〉.
Polarization then gives the result for symmetric tensors. The fact that α ∈ J 0T (H(g)) and the
Birkhoff–Witt theorem gives that for h1, h2, . . . , hk ∈ H(g),
h˜1h˜2 . . . h˜kuα(e) = 〈α,h1 ⊗ h2 ⊗ · · · ⊗ hk〉. 
5.3. Construction of cylinder functions
Given a uα ∈ H(H(G)), we would like to show the existence of a function u˜α ∈ HT such
that Ru˜α agrees with uα on the finite energy subgroup. We do so by constructing a sequence of
approximating cylinder functions, the result of evaluating uα on piecewise-linear approximations
of paths. Recall from Section 2.1 that PP denotes orthogonal projection from H(g) onto HP (g),
the subspace of piecewise-linear paths subordinate to a partition P . Due to the identifications
between W(g) and W(G) outlined in Section 5.1 and Proposition 37, we can further consider
PP as a map from W(G) to H(G). It should be noted that PP , when considered as a map
between groups, is not a group homomorphism. Since this piecewise-linear path only depends
on the path at its partition points, we have the following natural cylinder functions.
Definition 45. For a partition P and a function uα ∈H(H(G)), then FP :W(G) → C given by
FP := uα ◦ PP
defines a cylinder function.
Our goal in this section is to characterize the derivatives of FP in terms of our given α. Notice
that given h ∈ H(g) and g ∈W(G),
(h˜FP )(g) = d
dt
∣∣∣
0
uα
(
PP (g · th)
)
= d
dt
∣∣∣
0
uα
(
PPg ·
(−PPg · PP (g · th))). (46)
Then setting
hP (g) := d
∣∣∣ (−PPg) · PP (g · th) (47)dt 0
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(h˜FP )(g) =
〈
Duα(PPg),hP (g)
〉
, (48)
and in particular
(h˜FP )(e) =
〈
α,hP (0)
〉 (49)
since PP (e) = PP (0) = 0.
Notation 46. Let α(P) := (1 −D)−1e FP , i.e. for h1, h2, . . . , hk ∈ H(g),
〈
α(P), h1 ⊗ h2 ⊗ · · · ⊗ hk
〉= (h˜1h˜2 · · · h˜kFP )(e).
In which case, Eq. (49) can be restated as
〈
α(P), h〉= 〈α,hP (0)〉. (50)
Remark 47. If PP :W(G) → H(G) was a Lie group homomorphism, then it would be clear that〈
α(P), h〉= 〈α,PPh〉,
and in general
〈
α(P), h1 ⊗ h2 ⊗ · · · ⊗ hk
〉= 〈α,PPh1 ⊗ PPh2 ⊗ · · · ⊗ PPhk〉. (51)
This is not the case. We will see, however, Eq. (51) is approximately correct as the partition mesh
tends to zero.
An essential feature of the linear map PP is that it does not raise the “index of nilpotency”
of a path. It is not difficult to see that if g ∈ H(Vi), then PPg ∈ H(Vi) as well. A more useful
property is phrased in terms of the lower central series. Recall that the lower central series of a
step r nilpotent Lie algebra g is a sequence of ideals
g0 ⊃ g1 ⊃ · · · ⊃ gr ⊃ {0},
where gk = [g,gk−1] with g0 = g.
Defining the sequence of ideals H(g)k for k = 0, . . . , r as above, it can be shown that a path
g ∈ H(g)k iff g ∈ H(g) and g(t) ∈ gk for all t ∈ [0,1]. Since PPg is contained in the convex hull
of the points {g(s1), g(s2), . . . , g(sn)}, it follows that if g ∈ H(g)k , then PPg ∈ H(g)k . We will
commonly use this fact to conclude that if g is a path such that [h,g] = 0 for all h ∈ V ⊂ H(g),
then it follows that [h,PPg] = 0 for all h ∈ V as well. The following proposition gives a useful
expression for hP (g) (Eq. (54)).
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which preserves the lower central series, i.e. Lgk ⊂ gk . Then for all X,Y ∈ g, we have
d
dt
∣∣∣
0
(−L(X)) ·L(X · tY ) = r−1∑
m=0
m∑
l=0
Cl,m adlL(X) L
(
adm−lX Y
)
, (52)
with the property that C0,0 = 1 and for all m 1,∑ml=0 Cl,m = 0.
Proof. Recall that group product is given globally by the BCH series (see Eq. (28))
A ·B = A+B
+
∞∑
k=1
(−1)k
k + 1
∑
n1,...,nk0
m1,...,mk0
nj+mj>0
1
n1 + · · · + nk + 1
adn1A ◦ adm1B ◦ · · · ◦ adnkA ◦ admkB A
n1!m1! · · ·nk!mk! .
Consider setting A = −L(X) and B = L(X · tY ) = L(X) + t∑r−1l=0 ClL(adlX Y ) + O(t2), in
which case
adn1A ◦ adm1B ◦ · · · ◦ adnkA ◦ admkB A
= t (−1)(
∑k
i=1 ni)+2
(
r−1∑
l=0
Cl ad
(
∑k
i=1 ni+mi)
L(X)
L
(
adlX Y
))+O(t2). (53)
Since L preserves the lower central series, our series terminates with r or more brackets. We
reindex and group together terms based upon the number of nested brackets (m in Eq. (52)). It
should then be clear that all terms of order t on the right-hand side of Eq. (52) are of the form
Cl,m adlL(X) L(ad
m−l
X Y ) for 0m < r , l m, and some constants Cl,m, which are independent
of L.
The coefficients of the BCH series are universal and hence Eq. (53) is valid for any step r
graded Lie algebra. We could make L equal to the identity map, in which case Eq. (52) becomes
Y = C0,0Y +
r−1∑
m=1
(
m∑
l=0
Cl,m
)
admX Y.
So if there is a step r graded Lie algebra in which there exist X and Y such that {admX Y }r−1m=0
are linearly independent, then we necessarily have that C0,0 = 1 and ∑ml=0 Cl,m = 0 for m > 0.
This is satisfied by the step r graded Lie algebra determined by the basis {X0, . . . ,Xr} and the
relations [X0,Xi] = Xi+1 for i = 1, . . . , r − 1, with all undefined brackets being zero. Clearly
{admX0 X1}r−1m=0 are linearly independent. 
Corollary 49. Keeping the same notation as in Proposition 48, there exist constants C˜l,m such
that
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∣∣∣
0
(−L(X)) ·L(X · tY )
= L(Y )+
r−1∑
m=1
m−1∑
l=0
C˜l,m
(
adlL(X) L
(
adm−lX Y
)− adl+1L(X) L(adm−l+1X Y )).
Proof. This follows from Proposition 48 after setting C˜l,m =∑lj=0 Cj,m and performing a sum-
mation by parts. 
We apply the above to the path algebra W(g) with L = PP to get a useful expression for
hP (g).
Definition 50. For 1 k < j  r and h1, . . . , hj ∈W(g), define RPj,k :W(g)j →W(g) by
RPj,k(h1, . . . , hj ) := adPPh1 · · · adPPhk−1
(
PP (adhk · · · adhj−1 hj )
)
− adPPh1 · · · adPPhk
(
PP (adhk+1 · · · adhj−1 hj )
)
.
Observe that RPj,k is a multilinear function and R
P
j,k|H(g)j ⊂ H(g).
Recalling the definition of hP (g) in Eq. (47), we can use the above to write
hP (g) = PPh+
r−1∑
m=1
m−1∑
l=0
C˜l,m
(
adlPP(g) PP
(
adm−lg h
)− adl+1PP (g) PP(adm−l+1g h))
= PPh+
∑
1k<jr
C˜j,kR
P
j,k
( j−1 times︷ ︸︸ ︷
g, . . . , g,h
)
. (54)
We now include an example of the above decomposition of hP (g) when g is a step 3 graded
Lie algebra. Step 2 graded Lie algebras (for example the Heisenberg Lie algebra) are the first
examples in which such calculations are non-trivial. The reader is encouraged to examine the
case of the Heisenberg Lie algebra as an exercise. The following example is perhaps more helpful
in understanding the general case.
Example 51. Suppose that g is a step 3 graded Lie algebra. Then the BCH series gives
g · h = g + h+ 1
2
[g,h] + 1
12
([
g, [g,h]]− [h, [g,h]])
and so
PP (g · th) = PPg + tPPh+ t2PP [g,h] +
t
12
PP
[
g, [g,h]]+O(t2).
We therefore arrive at the following expression for hP (g):
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dt
∣∣∣
0
(−PPg) ·
(
PPg + tPPh+ t2PP [g,h] +
t
12
PP
[
g, [g,h]]− t2
12
PP
[
h, [g,h]])
= PPh+ 12PP [g,h] +
1
12
PP
[
g, [g,h]]− 1
2
[PPg,PPh]
− 1
4
[
PPg,PP [g,h]
]+ 1
12
[
PPg, [PPg,PPh]
]+ 1
12
[
PPg, [PPg,PPh]
]
= PPh+ 12
(
PP [g,h] − [PPg,PPh]
)+ 1
12
(
PP
[
g, [g,h]]− [PPg,PP [g,h]])
− 1
6
([
PPg,PP [g,h]
]− [PPg, [PPg,PPh]])
= PPh+ 12R
P
2,1(g,h)+
1
12
RP3,1(g, g,h)−
1
6
RP3,2(g, g,h).
Remark 52. Notice that if any one of h1, . . . , hj is equal to 0, then
RPj,k(h1, . . . , hj ) = 0.
Recall that our goal is to analyze derivatives of FP at the identity path. Remark 52 and Eq. (49)
imply that
〈
α(P), h〉= 〈α,hP (0)〉
=
〈
α,PPh+
∑
1k<jr
C˜j,kR
P
j,k(0, . . . ,0, h)
〉
= 〈α,PPh〉. (55)
We now consider higher order derivatives of FP . Suppose R is a function defined on H(g)j . For
k ∈ H(g), we define, in the spirit of Notation 3,
(
k˜(i)R
)
(g1, . . . , gj ) := d
dt
∣∣∣
0
R(g1, . . . , gi−1, gi · tk, gi+1, . . . , gj ).
Note that if R is multilinear, then
(
k˜(i)R
)
(g1, . . . , gj ) = R(g1, . . . , gi−1, k˜(gi), gi+1, . . . , gj ). (56)
The notation above allows us to write
k˜hP (g) = d
dt
∣∣∣
0
hP (g · tk) =
∑
1k<jr
j−1∑
i=1
C˜j,kk˜
(i)RPj,k(g, . . . , g,h), (57)
where k˜(i)RP is given as in Eq. (56). Thereforej,k
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dt
∣∣∣
0
(h˜FP )(g · tk)
= d
dt
∣∣∣
0
(
hP (g · tk)uα
)(
PP (g · tk)
)
= (k˜P (g)h˜P (g)uα)(PPg)+ ( ˜˜khP (g)uα)(PPg)
= 〈D2uα(PPg), kP (g)⊗ hP (g)〉
+
∑
1k<jr
j−1∑
i=1
C˜j,k
〈
Duα(PPg), k˜(i)RPj,k(g, . . . , g,h)
〉
. (58)
In particular, 〈
α(P), k ⊗ h〉= 〈α,PPk ⊗ PPh+ C˜2,1RP2,1(k,h)〉. (59)
We can calculate higher order derivatives of FP analogously, with repeated use of the product
rule as in line (58). This is summarized in the following proposition, whose proof is evident.
Proposition 53. Let P a partition of [0,1], and FP defined as in Definition 45. Then for any
h1, h2, . . . , hk ∈ H(g),
(h˜1h˜2 · · · h˜kFP )(g) =
〈
Duα(PPg),V kP (h1, h2, . . . , hk)(g)
〉
,
where V kP (h1, h2, . . . , hk)(g) is defined inductively with V 0P (g) = 1, V 1P (h)(g) = hP (g), and for
k > 1,
V kP (h1, h2, . . . , hk)(g) = h1P (g)⊗ V k−1P (h2, h3, . . . , hk)(g)
+ h˜1V k−1P (h2, h3, . . . , hk)(g).
It therefore follows that〈
α(P), h1 ⊗ h2 ⊗ · · · ⊗ hk
〉= 〈α,V kP (h1, h2, . . . , hk)(e)〉. (60)
The following continuation of Example 51 should provide insight into the general case.
Example 54. Again, let g be a step 3 graded Lie algebra. Recall from Example 51 that
V 1P (h)(g) = hP (g) = PPh+
1
2
RP2,1(g,h)+
1
12
RP3,1(g, g,h)−
1
6
RP3,2(g, g,h).
The result from Eq. (55) follows easily:
〈
α(P), h〉= 〈α,PPh+ 12RP2,1(0, h)+ 112RP3,1(0,0, h)− 16RP3,2(0,0, h)
〉
= 〈α,PPh〉.
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V 2P (k,h)(g) = kP (g)⊗ hP (g)+ k˜hP (g)
= kP (g)⊗ hP (g)+ 12R
P
2,1(k,h)+
1
2
RP2,1
([g, k], h)+ 1
12
RP3,1(k, g,h)
+ 1
12
RP3,1(g, k,h)−
1
6
RP3,2(k, g,h)−
1
6
RP3,2(g, k,h).
Therefore, as in Eq. (59),
〈
α(P), k ⊗ h〉= 〈α,PPk ⊗ PPh〉 + 12 〈α,RP2,1(k,h)〉.
We get the following expression for V 3P (e):
V 3P (l, k, h)(e) = PP l ⊗ PPk ⊗ PPh+ PPk ⊗
1
2
RP2,1(l, h)+
1
2
RP2,1(l, k)⊗ PPh
+ PP l ⊗ 12R
P
2,1(k,h)+
1
4
RP2,1
([l, k], h)+ 1
12
RP3,1(k, l, h)
+ 1
12
RP3,1(l, k, h)−
1
6
RP3,2(l, k, h)−
1
6
RP3,2(k, l, h). (61)
As the example above indicates, the tensors V kP are quite complicated in general. It is clear from
the definition that V kP (g) ∈
⊕k
l=1 T (H(g))⊗l . We are able to show below that for k sufficiently
large, V kP (g) contains no tensors of “small” order (see Proposition 56). Since α is assumed to be
of finite rank, this will imply that α(P) is also of finite rank for any partition P (see Corollary 57
below).
Since we have assumed that g, and hence H(g), are step r nilpotent, it follows that if
R :H(g) → H(g) is a linear function, then for any l1, l2, . . . , lm ∈ H(g) with m> r ,
l˜1 l˜2 · · · l˜mR(g) = 0
for any g ∈ H(G). This, along with Eq. (56), implies
l˜1 l˜2 · · · l˜mRPj,k(g, . . . , g,h) = 0 (62)
if m> (j − 1)r and, by Eq. (54),
l˜1 l˜2 · · · l˜mhP (g) = 0, (63)
for m> r2 − r .
For higher order derivatives, it can be seen that the result of evaluating derivatives of FP
at the identity yields α acting on a sum of tensor products of terms like PPh and RPj,k , where
the arguments of the terms RPj,k could be nested brackets. This is summarized in the following
proposition.
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l˜1 l˜2 · · · l˜mV kP (h1, h2, . . . , hk)(g) = 0 (64)
for any l1, l2, . . . , lm ∈ H(g) if m> k(r2 − r).
Proof. We proceed by induction on k. For k = 1, the result follows from Eq. (63). Suppose
Eq. (64) holds up to order k − 1. Then if m > k(r2 − r), then we have that by the definition
of V kP , for any h1, . . . , hk ∈ H(g),
l˜1 · · · l˜mV kP (h1, . . . , hk)(g) = l˜1 · · · l˜m
(
h1P (g)⊗ V k−1P (h2, h3, . . . , hk)(g)
)
+ l˜1 · · · l˜m
(
h˜1V
k−1
P (h2, h3, . . . , hk)(g)
)
.
Since m+ 1 > k(r2 − r) > (k − 1)(r2 − r), the second term above is zero. For the first term, we
use the product rule and the pigeon-hole principle. If fewer than or equal to r2 − r derivatives fall
on h1P (g), this leaves more than (k − 1)(r2 − r) to fall on the V k−1P term, which gives zero by
the induction hypothesis. If more than r2 − r derivatives fall on h1P (g), then we get zero again
by Eq. (63). 
Proposition 56. For all k > 0, g ∈ H(G), and h1, . . . , hk ∈ H(g),
VmP (h1, h2, . . . , hm)(g)∩H(g)⊗k = 0
if m 12k(k + 1)(r2 − r).
Proof. We start by observing that if l is the smallest integer such that VmP (h1, h2, . . . , hm)(g) ∩
H(g)⊗l = 0, then, if n > l(r2 − r),
Vm+nP (l1, . . . , ln, h1, . . . , hm)(g)∩H(g)⊗l
= (l˜1 l˜2 · · · l˜nV mP (h1, h2, . . . , hm)(g))∩H(g)⊗l = 0
by Proposition 55.
We now proceed by induction on k. Note that since V 1P (h) = hP (g), then if m> r(r − 1), by
Eq. (63) it follows that VmP (h1, h2, . . . , hm)(g) ∩ H(g) = 0. So the result holds for k = 1. Now
suppose that Vm′P (h1, h2, . . . , hm′)(g) ∩H(g)⊗k−1 = 0 for all m′ > 12 (k − 1)k(r2 − r). Then by
the above observation,
V
m′+k(r(r−1)
P (l1, . . . , lk(r(r−1)), h1, . . . , hm′)(g)∩H(g)⊗k = 0.
The result follows, since m′ +k(r2 −r) > 12 (k−1)k(r2 −r)+k(r2 −r) = 12k(k+1)(r2 −r). 
Corollary 57. Suppose α is of rank N . Then for every partition P , α(P) is of rank less than
1N(N + 1)(r2 − r).2
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α(P), h1 ⊗ h2 ⊗ · · · ⊗ hm
〉= 〈α,V mP (h1, . . . , hm)(e)〉= 0
since by Proposition 56, VmP (h1, . . . , hm)(e)∩H(g)⊗k = 0 if k N . 
In light of the previous Corollary, we can write, for all h1, h2, . . . , hk ∈ H(g),〈
α(P), h1 ⊗ h2 ⊗ · · · ⊗ hk
〉= 〈α,PPh1 ⊗ PPh2 ⊗ · · · ⊗ PPhk〉
+ 〈α,RPk (h1, . . . , hk)〉, (65)
with RPk (h1, . . . , hk) ∈
⊕k−1
l=mH(g)⊗l where m is the largest positive integer such that k 
1
2m(m + 1)(r2 − r). The terms RPk will sometimes be referred to as remainder terms. It is the
subject of Section 5.5 to show that these become sufficiently small as our partition mesh tends
toward zero. We end this subsection by establishing some useful shorthand.
Notation 58. For i = 1, . . . , j , let Bi :H(g)pi → H(g) be multilinear functions with pi are pos-
itive integers such that
∑j
i=1 pi = p. Let B :H(g)p → H(g)j be defined by
B(h1, . . . , hp) =
(
B1(h1, . . . , hp1),B2(hp1+1, . . . , hp1+p2), . . . ,Bj (hp−pj+1, . . . , hp)
)
.
We will use the above to denote the terms which arise from derivatives of RPj,k .
Example 59. Equation (61) of Example 54 contains the term RP2,1([l, k], h). Setting B1(l, k) =
[l, k], B2(h) = h, and B = (B1,B2), then we can write
RP2,1
([l, k], h)= (RP2,1 ◦B)(l, k, h).
In the next subsection, we will prove some results regarding terms of the form RPj,k ◦B . These
will be independent of the specifics of B , so we will further shorten our notation with setting(
RPj,k ◦B
)
(h) := (RPj,k ◦B)(h1, h2, . . . , hp). (66)
The meaning of B and h should be clear from the context.
5.4. Increments and multilinear functions on H(g)
As seen in the previous subsection, our cylinder functions are based on approximations of
paths in W(g) by paths which are piecewise linear subordinate to a partition of [0,1]. Thus we
develop some results concerning the increments of paths over small time intervals. What follows
is primarily notation and some estimates that will be essential for our analysis to follow in Sec-
tion 5.5. We generalize to arbitrary multilinear functions, though in the sequel will be primarily
concerned with applying the following results to the functions RPj,k given in Definition 50. The
reader may find it convenient to skip to Section 5.5 and revisit this section as necessary.
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the increment function for i = 0, . . . , n. That is, if V is a vector space, and f : [0,1] → V is any
function, then
δif := f (si+1)− f (si).
In the case that f is the identity function on [0,1], we omit the f in the notation, i.e.
δi := si+1 − si .
The notation above will be used often in the following contexts. If h ∈ H(g), then
δih := h(si+1)− h(si). (67)
If h1, . . . , hk ∈ H(g), then (h1, . . . , hk) ∈ H(g)k , and
δi(h1, . . . , hk) :=
(
h1(si+1), . . . , hk(si+1)
)− (h1(si), . . . , hk(si)).
Finally, if h1, . . . , hk ∈ H(g) and T is a multilinear function on gk , then
δiT (h1, . . . , hk) := T
(
h1(si+1), . . . , hk(si+1)
)− T (h1(si), . . . , hk(si)). (68)
We introduce a discrete version of the product rule (Proposition 64) to express increments of a
multilinear function (as in Eq. (68) above) in terms of increments of the arguments. We need the
following notation.
Notation 61. For integers k  l  0, let Ωlk denote the set of subsets of size l of the integers
1,2, . . . , k. That is
Ωlk :=
{
ω ∈ 2{1,2,...,k} ∣∣ #(ω) = l}.
Notation 62. Suppose u1, . . . , uk ∈ H(C) and ω ∈ Ωlk. Then
δωi (u1 · · ·uk) :=
∏
j∈ω
δiuj
∏
j /∈ω
uj (si).
Similarly, if h1, . . . , hk ∈ H(g), then
δωi (h1, . . . , hk) := (̂h1, . . . , ĥk)
where ĥj = δihj if j ∈ ω and ĥj = hj (si), otherwise.
Example 63. Suppose ω = {1,3,4} ∈ Ω35 . Then
δωi (u1 · · ·u5) = (δiu1)(δiu3)(δiu4)
(
u2(si)
)(
u5(si)
)
and
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(
δih1, h2(si), δih3, δih4, h5(si)
)
.
Observe that if T is a bilinear function on g2, then for h1, h2 ∈ H(g)
δiT (h1, h2) = T
(
h1(si+1), h2(si+1)
)− T (h1(si), h2(si))
= T (h1(si+1), h2(si))− T (h1(si), h2(si))+ T (h1(si), h2(si+1))
− T (h1(si), h2(si))+ T (h1(si+1), h2(si+1))− T (h1(si+1), h2(si))
− T (h1(si), h2(si+1))+ T (h1(si), h2(si))
= T (h1(si+1), h2(si))− T (h1(si), h2(si))+ T (h1(si), h2(si+1))
− T (h1(si), h2(si))+ T (h1(si+1)− h1(si), h2(si+1)− h2(si))
= T (δih1, h2(si))+ T (h1(si), δih2)+ T (δih1, δih2)
=
2∑
l=1
∑
ω∈Ωl2
T
(
δωi (h1, h2)
)
.
This suggests the following product rule, which can be easily proved by induction on the above.
Proposition 64 (Product rule). Suppose T be a multilinear function on gk . Then
δiT (h1, . . . , hk) =
k∑
l=1
∑
ω∈Ωlk
T
(
δωi (h1, . . . , hk)
)
.
Remark 65. Letting T be the identity map on gk , the above proposition tells us that
δi(h1, . . . , hk) =
k∑
l=1
∑
ω∈Ωln
δωi (h1, . . . , hk).
Furthermore, if T :Ck → C by T (z1, . . . , zk) = z1 · · · zk , then we get
δi(u1 · · ·uk) =
k∑
l=1
∑
ω∈Ωlk
δωi (u1 · · ·uk)
for u1, . . . , uk ∈ H(C).
In the sequel we will be summing such increments of multilinear functions over an orthonor-
mal basis for H(g). We are able to calculate such sums explicitly using the reproducing property
of H(C). The following proposition is a summary of well-known properties of the reproducing
kernel.
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any s, t ∈ [0,1] and any 1 i, j  n,
(1) ∑u∈S(C) u(s)u(t) = K(s, t) := s ∧ t ,
(2) ∑u∈S(C) |δiu|2 = K(δi, δi) = δi ,
(3) ∑u∈S(C)(δiu)u(sj ) = 1j>iδi ,
(4) ∑u∈S(C)(δiu)(δju) = 1ij δi ,
where 1ij denotes the Kronecker delta and 1j>i = 1 if j > i and 0 otherwise.
Proof. Properties (2)–(4) are straightforward applications of (1). So we only prove (1). By the
Fundamental theorem of calculus,
u(s) =
1∫
0
1τsu′(τ ) dτ. (69)
Let κs ∈ H(C) be given by κs(·) := s ∧ ·. If u ∈ H(C), then Eq. (69) is equivalent to
u(s) = (u, κs)H(C),
and so ∑
u∈S(C)
u(s)u(t) =
∑
u∈S(C)
(u, κs)H(C)(κt , u)H(C)
=
∑
u∈S(C)
(κt , κs)H(C)
=
1∫
0
1[0,t](τ )1[0,s](τ ) dτ
= s ∧ t. 
Notation 67. Suppose ω ∈ Ωln, and θ ∈ Ωmn , then we write ω = θ if they are equal as sets of
positive integers and l = m.
The following proposition will be essential for many calculations to follow.
Proposition 68. Suppose ω ∈ Ωln, and θ ∈ Ωmn , with n 2 and l,m 1. Then∑
u1,...,un∈S(C)
δωi (u1 · · ·un)δθj (u1 · · ·un) = 1ij1ωθ (δi)l(si)n−l ,
where 1ωθ = 1 if ω = θ in the sense of Notation 67, and 0, otherwise.
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and q ∈ ω ∩ θ . W.l.o.g., say p = 1 and q = 2. Then
∑
u1,...,un∈S(C)
δωi (u1 · · ·un)δθj (u1 · · ·un)
=
( ∑
u1∈S(C)
(δiu1)
(
u1(sj )
))( ∑
u2∈S(C)
(δiu2)(δju2)
)
× · · · ×
( ∑
u3,...,un∈S(C)
δ
ω\{1,2}
i (u3 · · ·un)δθ\{2}j (u3 · · ·un)
)
= (1j>iδi)(1ij δi)
( ∑
u3,...,un∈S(C)
δ
ω\{1,2}
i (u3 · · ·un)δθ\{2}j (u3 · · ·un)
)
= 0,
since 1j>i1ij = 0. If ω ∩ θ = ∅, then there exist elements p,q such that p ∈ ω, p /∈ θ , q /∈ ω,
and q ∈ θ . W.l.o.g., say p = 1 and q = 2. Then
∑
u1,...,un∈S(C)
δωi (u1 · · ·un)δθj (u1 · · ·un)
=
( ∑
u1∈S(C)
(δiu1)
(
u1(sj )
))( ∑
u2∈S(C)
(
u2(si)
)
(δju2)
)
× · · · ×
( ∑
u3,...,un∈S(C)
δ
ω\{1}
i (u3 · · ·un)δθ\{2}j (u3 · · ·un)
)
= (1j>iδi)(1i>j δj )
( ∑
u3,...,un∈S(C)
δ
ω\{1}
i (u3 · · ·un)δθ\{2}j (u3 · · ·un)
)
= 0,
since 1j>i1i>j = 0. Now we assume that ω = θ. Then
∑
u1,...,un∈S(C)
δωi (u1 · · ·un)δθj (u1 · · ·un)
=
∏
p∈ω
( ∑
up∈S(C)
(δiup)(δjup)
) ∏
q∈ωc
( ∑
uq∈S(C)
(
uq(si)
)(
uq(sj )
))
= 1ij (δi)l(si)n−l . 
The next three corollaries follow from the above and an application of Proposition 64.
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∑
u1,...,un∈S(C)
δi(u1 · · ·un)δj (u1 · · ·un) = 1ij
n∑
l=1
(
n
l
)
(δi)
l(si)
n−l .
Notice that if hj = ujAj ∈ SC for uj ∈ S(C) and Aj ∈ XC, then
δωi T (h1, . . . , hn) = δωi (u1 · · ·un)T (A1, . . . ,An)
and
δiT (h1, . . . , hn) = δi(u1 · · ·un)T (A1, . . . ,An).
Notation 70. If T1 and T2 are g-valued multilinear functions on gn, then define Cn(T1, T2) ∈
g ⊗ g by
Cn(T1, T2) :=
∑
A1,...,An∈XC
T1(A1, . . . ,An)⊗ T2(A1, . . . ,An).
Corollary 71. Suppose ω ∈ Ωln, and θ ∈ Ωmn , with n 2 and l,m 1. Let T1 and T2 be g-valued
multilinear functions on gn. Then∑
h1,...,hn∈SC
T1
(
δωi (h1, . . . , hn)
)⊗ T2(δθj (h1, . . . , hn))
= 1ij1ωθ (δi)l(si)n−lCn(T1, T2).
Corollary 72. Let T1 and T2 be g-valued multilinear functions on gn. Then∑
h1,...,hn∈SC
δiT1(h1, . . . , hn)⊗ δjT2(h1, . . . , hn)
= 1ij
n∑
l=1
(
n
l
)
(δi)
l(si)
n−lCn(T1, T2).
Remark 73. It follows from Corollary 71 that for ω ∈ Ωln and θ ∈ Ωmn∑
h1,...,hn∈SC
(
T1
(
δωi (h1, . . . , hn)
)
, T2
(
δθj (h1, . . . , hn)
))
g
= 1ij1ωθ (δi)l(si)n−l C˜n(T1, T2),
where
C˜n(T1, T2) :=
∑ (
T1(A1, . . . ,An), T2(A1, . . . ,An)
)
g
.A1,...,An∈XC
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h1,...,hn∈SC
∥∥T (δωi (h1, . . . , hn))∥∥2g = (δi)l(si)n−l ∑
A1,...,An∈XC
∥∥T (A1, . . . ,An)∥∥2g
= C˜n(T ,T )(δi)l(si)n−l .
5.5. Remainder estimates
In this section we use the tools developed in Section 5.4 to prove the following theorem and
corollary. We will assume throughout this section that {Pn}∞n=1 is a sequence of refining partitions
with #(Pn) = n.
Theorem 74. Let α ∈ J 0T (H(g)) be of finite rank. For each n > 0, let α(Pn) be given as in
Notation 46. Then for all n > 0, α(Pn) ∈ J 0T (H(g)) and∥∥α − α(Pn)∥∥J 0T (H(g)) → 0 as n → ∞.
Corollary 75. For all T > 0, the Taylor map (1 −D)−1e R :HT → J 0T (H(g)) is surjective for G
a simply connected graded complex Lie group.
We begin by giving an explicit formula for PPh in terms of increments.
Notation 76. For a given partition P = {0 = s0 < s1 < · · · < sn < sn+1 = 1}, for t ∈ [0,1] and
i = 0, . . . , n, let
ti (t) := 1(si ,si+1](t)
(
t − si
δi
)
.
In the sequel, we will often omit the t in the notation, that is ti (t) = ti . Notice that 0 ti (t) 1
for all i = 0, . . . , n and t ∈ [0,1] and
d
dt
ti(t) = 1(si ,si+1](t)
1
δi
.
The notation above gives an explicit formula for PPh,
(PPh)(t) =
n∑
i=0
(
h(si)1(si ,si+1](t)+ (δih)ti(t)
)
, (70)
for t ∈ [0,1]. Then PPh agrees with h at the partition points and is linear on [0,1]/P .
Proposition 77. For any g,h ∈ H(g) and any partition P ,
PP (adg h)− adPPg(PPh) =
n∑
i=0
adδig(δih)
(
ti − t2i
)
.
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PP (adg h)− adPPg PPh
= [g(si), h(si)]+ δi[g,h]ti − [g(si)+ δigti , h(si)+ δihti]
= [g(si), h(si)]+ δi[g,h]ti − [g(si), h(si)]
− [δig,h(si)]ti − [g(si), δih]ti − [δig, δih]t2i
= (δi[g,h] − [δig,h(si)]− [g(si), δih])ti − [δig, δih]t2i
= [δig, δih]
(
ti − t2i
)
= adδig(δih)
(
ti − t2i
)
. 
Proposition 77 lets us again rewrite our remainder terms:
RPj,k(h1, . . . , hj )
=
n∑
i=0
adPPh1 · · · adPPhk−1 adδihk
(
δi(adhk+1 · · · adhj−1 hj )
)(
ti − t2i
)
.
In general, the arguments of RPj,k are nested brackets, so using Notation 58,(
RPj,k ◦B
)
(h)
:=
n∑
i=0
adPP (B1) · · · adPP (Bk−1) adδiBk
(
δi(adBk+1 · · · adBj−1 Bj )
)
(h)
(
ti − t2i
)
.
Since in the above expression, both Bk and adBk+1 · · · adBj−1 Bj are multilinear functions of the
type considered in Section 5.4, we can use Proposition 64 to write
(
RPj,k ◦B
)
(h) =
n∑
i=0
p∑
l=2
∑
ω∈Ω˜lp
δωi T (h)fω(ti), (71)
where T :gp → g is a multilinear function and fω(ti) is a polynomial, possibly zero, in ti depend-
ing on ω, where ti is defined in Notation 76. Refer to Eq. (66) for the meaning of the left-hand
side, while Notation 62 indicates the meaning of the right-hand side. The following example
should clarify Eq. (71).
Example 78. For r  6, the following remainder term appears in a sixth order derivative of FP
evaluated at the identity path:
RP3,2
([
h1, [h2, h3]
]
, [h4, h5], h6
)
=
n∑[
PP
[
h1, [h2, h3]
]
,
[
δi[h4, h5], δih6
](
ti − t2i
)]
i=0
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n∑
i=0
[[
h1(si),
[
h2(si), h3(si)
]]
,
[
δi[h4, h5], δih6
]](
ti − t2i
)
+
n∑
i=0
[
δi
[
h1, [h2, h3]
]
,
[
δi[h4, h5], δih6
]](
t2i − t3i
)
=
n∑
i=0
[[
h1(si),
[
h2(si), h3(si)
]]
,
[ 2∑
l=1
∑
ω∈Ωl2
δωi [h4, h5], δih6
]](
ti − t2i
)
+
n∑
i=0
[[ 3∑
l=1
∑
ω∈Ωl3
δωi
[
h1, [h2, h3]
]]
,
[ 2∑
l=1
∑
ω∈Ωl2
δωi [h4, h5], δih6
]](
t2i − t3i
)
=
n∑
i=0
6∑
l=2
∑
ω∈Ωl6
δωi
[[
h1, [h2, h3]
]
, [h4, h5], h6
]
fω(ti),
where
fω(ti) =
⎧⎪⎨⎪⎩
0 if ω ∩ {6} = ∅ or ω ∩ {4,5} = ∅,
ti − t2i if ω ∩ {1,2,3} = ∅, ω ∩ {6} = ∅, and ω ∩ {4,5} = ∅,
t2i − t3i if ω ∩ {1,2,3} = ∅, ω ∩ {6} = ∅, and ω ∩ {4,5} = ∅.
We will now prove some limiting properties of the RPj,k terms as the partition mesh tends to
zero.
Proposition 79. Suppose 1 k < j  r , and for 1 i  j, Bi :gpi → g be multilinear functions
such that
∑j
i=1 pi = p. Then
lim sup
n→∞
∑
h∈(SC)p
∥∥(RPnj,k ◦B)(h)∥∥2H(g) < ∞.
Proof. By Eq. (71), we can write
(
R
Pn
j,k ◦B
)
(h) =
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
δωi T (h)fω(ti),
where T :gp → g is a multilinear function and, for each ω ∈ Ωlp, fω is a polynomial. Notice that
both T and fω are independent of n and
∥∥(RPnj,k ◦B)(h)∥∥2H(g) =
∥∥∥∥∥
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
δωi T (h)fω(ti)
∥∥∥∥∥
2
H(g)
=
n∑
i=0
∥∥∥∥∥
p∑
l=2
∑
ω∈Ωl
δωi T (h)fω(ti)
∥∥∥∥∥
2
H(g)p
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n∑
i=0
p∑
l=2
∑
ω∈Ωlp
∥∥δωi T (h)fω(ti)∥∥2H(g)
= C(p)
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
∥∥δωi T (h)∥∥2g∥∥∥∥ ddt fω(ti)
∥∥∥∥2
L2([0,1],C)
.
Furthermore,
∥∥∥∥ ddt fω(ti)
∥∥∥∥2
L2([0,1],C)
=
si+1∫
si
∣∣∣∣ ddt fω(ti)
∣∣∣∣2 dt
= 1
δ2i
si+1∫
si
∣∣∣∣f ′ω( t − siδi
)∣∣∣∣2 dt
= 1
δi
1∫
0
∣∣f ′ω(u)∣∣2 du
= C(ω)
δi
,
where C(ω) is an appropriate constant independent of both i and n.
By Remark 73,
∑
h∈(SC)p
∑p
l=2
∑
ω∈Ωlp ‖δωi T (h)‖2g is O(δ2i ). Therefore,
lim sup
n→∞
∑
h∈(SC)p
∥∥(RPnj,k ◦B)(h)∥∥2H(g)
 lim sup
n→∞
∑
h∈(SC)p
C(p)
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
∥∥δωi T (h)∥∥2g∥∥∥∥ ddt fω(ti)
∥∥∥∥2
L2([0,1],C)
 lim sup
n→∞
C˜(p)
n∑
i=0
1
δi
( ∑
h∈(SC)p
p∑
l=2
∑
ω∈Ωlp
∥∥δωi T (h)∥∥2g
)
= lim sup
n→∞
C˜(p)
n∑
i=0
1
δi
O
(
δ2i
)
= lim sup
n→∞
C˜(p)
n∑
i=0
O(δi)
< ∞. 
Proposition 80. Suppose 1  k < j  r , and for 1  i  j, Bi :H(g)pi → H(g) be bounded
multilinear functions such that ∑j pj = p. Define a function GPn (B) : [0,1]2 → g⊗2 byi=1 j,k
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Pn
j,k(B)(u, t) :=
∑
h∈(SC)p
d
du
(
R
Pn
j,k ◦B
)
(h)(u)⊗ d
dt
(
R
Pn
j,k ◦B
)
(h)(t).
Then ‖GPnj,k(B)‖L2([0,1]2;g⊗2) → 0 as n → 0.
Proof. Again by Eq. (71), we can write
d
dt
(
R
Pn
j,k ◦B
)
(h)(t) = d
dt
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
δωi T (h)fω
(
ti (t)
)
=
n∑
i=0
p∑
l=2
∑
ω∈Ωlp
δωi T (h)
1(si ,si+1](t)
δi
f ′ω
(
ti (t)
)
.
So if si < u si+1 and sj < t  sj+1, then
G
Pn
j,k(B)(u, t) =
∑
h∈(SC)p
(
p∑
l=2
∑
ω∈Ωlp
δωi T (h)
1
δi
f ′ω
(
ti (u)
))⊗( p∑
l′=2
∑
θ∈Ωl′p
δθj T (h)
1
δj
f ′θ
(
tj (t)
))
=
(
p∑
l,l′=2
∑
ω∈Ωlp
θ∈Ωl′p
f ′ω(ti(u))f ′θ (tj (t))
δiδj
)( ∑
h∈(SC)p
δωi T (h)⊗ δθj T (h)
)
=
(
p∑
l,l′=2
∑
ω∈Ωlp
θ∈Ωl′p
f ′ω(ti(u))f ′θ (tj (t))
δiδj
)(
1ij1ωθ (δi)l(si)p−lCp(T ,T )
)
= 1ij
p∑
l=2
∑
ω∈Ωlp
f ′ω
(
ti (u)
)
f ′ω
(
ti (t)
)
(δi)
l−2(si)p−lCp(T ,T ),
where Cp(T ,T ) ∈ g ⊗ g is defined as in Notation 70. So GPnj,k(B) has support concentrated near
the diagonal, on the set {(u, t) ∈ [0,1]2 | si  u, t  si+1 for some i = 0, . . . , n − 1}, which is
going to zero in measure as n → ∞. Also note that our functions fω are polynomials, and hence
there exists a constant C˜ such that |f ′ω(t)| C˜ for all t ∈ [0,1] and ω ∈ Ωlp for l = 2, . . . , p. For
any i = 0, . . . , n− 1 and si  u, t  si+1, it follows that
∥∥GPnj,k(B)(u, t)∥∥g⊗g =
∥∥∥∥∥
p∑
l=2
∑
ω∈Ωlp
f ′ω(ui)f ′ω(ti)(δi)l−2(si)p−lCp(T ,T )
∥∥∥∥∥
g⊗g
 C(p)C˜2
∥∥(δi)l−2(si)p−lCp(T ,T )∥∥g⊗g
 C(p)C˜2
∥∥Cp(T ,T )∥∥ < ∞.g⊗g
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zero as n → ∞. Therefore, ‖GPnj,k(B)‖L2([0,1]2) → 0 as n → 0. 
Corollary 81. Suppose 1  k < j  r , and for 1  i  j, Bi :H(g)pi → H(g) be linear func-
tions such that
∑j
i=1 pi = p. Given α ∈ H(g)∗,∑
h∈(SC)p
∣∣〈α, (RPnj,k ◦B)(h)〉∣∣2 → 0 as n → ∞.
Proof. For all α ∈ H(g)∗, there exists an α˜ ∈ H(g), such that〈
α,
(
R
Pn
j,k ◦B
)
(h)
〉= ((RPnj,k ◦B)(h), α˜)H(g).
In particular,∣∣〈α, (RPnj,k ◦B)(h)〉∣∣2
=
( 1∫
0
((
R
Pn
j,k ◦B
)
(h)′(t), α˜′(t)
)
g
dt
)( 1∫
0
((
R
Pn
j,k ◦B
)
(h)′(u), α˜′(u)
)
g
du
)
=
∫
[0,1]2
((
R
Pn
j,k ◦B
)
(h)′(t)⊗ (RPnj,k ◦B)(h)′(u), α˜′(t)⊗ α˜′(u))g⊗2 dt ⊗ du.
We sum the above over all possible h ∈ (SC)p and use Fubini’s theorem and Proposition 79 to
justify moving the sum inside the integral. Therefore,∑
h∈(SC)p
∣∣〈α, (RPnj,k ◦B)(h)〉∣∣2 = (GPnj,k(B), α˜′ ⊗ α˜′)L2([0,1]2,g⊗2).
By Cauchy–Schwarz,∑
h∈(SC)p
∣∣〈α, (RPnj,k ◦B)(h)〉∣∣2  ‖α˜′ ⊗ α˜′‖L2([0,1]2,g⊗2)∥∥GPnj,k(B)∥∥L2([0,1]2,g⊗2).
We have shown in the above proposition that ‖GPnj,k(B)‖L2([0,1]2,g⊗2) → 0 as n → 0. The result
follows since ‖α˜′ ⊗ α˜′‖L2([0,1]2,g⊗2) = ‖α˜‖2H(g) < ∞. 
We wish to extend the result of Corollary 81 to arbitrary tensor products of remainder terms.
This is accomplished in Proposition 82 below. We first shorten our notation further. We will use
R
Pn
j1,k1
(
B1
)⊗ · · · ⊗RPnjq ,kq (Bq)(h)
to denote
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Pn
j1,k1
(
B1
)
(h1)⊗ · · · ⊗RPnjq ,kq
(
Bq
)
(hq),
where it is understood that h = (h1, . . . , hq). We will typically assume that h ∈ H(g)⊗p .
Proposition 82. Given α ∈ (H(g)⊗q)∗, then∑
h∈(SC)p
∣∣〈α,RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)〉∣∣2 → 0 as n → ∞.
Proof. For α ∈ (H(g)⊗q)∗, define
φP (α) :=
√ ∑
h∈(SC)p
∣∣〈α,RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)〉∣∣2.
Then φP is a seminorm on (H(g)⊗q)∗. Using Proposition 79, we can say that
φP (α)2  ‖α‖2(H(g)⊗q )∗
∑
h∈(SC)p
∥∥RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)∥∥2H(g)⊗q
 ‖α‖2
(H(g)⊗q )∗
( ∑
h∈(SC)p
1
j1
∥∥RPnj1,k1(B1)(h)∥∥2H(g))
× · · · ×
( ∑
h∈(SC)
p
q
jq
∥∥RPnjq ,kq (Bq)(h)∥∥2H(g))
 C2‖α‖2(
H(g)⊗q )∗ ,
for some C2 < ∞. Or equivalently, φP (α)  C‖α‖(H(g)⊗q )∗ . Suppose 〈α, ·〉 = (·, k1 ⊗
· · · ⊗ kq)H(g)⊗q for some k1, . . . , kq ∈ H(g). Then
φP (α)2 =
∑
h∈(SC)p
∣∣(RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h), k1 ⊗ · · · ⊗ kq)H(g)⊗q ∣∣2

∑
h∈(SC)p
∥∥(RPnj1,k1(B1), k1)∥∥2H(g) × · · · × ∥∥(RPnjq ,kq (Bq), km)∥∥2H(g)
= ‖k1‖2H(g)
∥∥GPnj1,k1(B1)∥∥L2([0,1]2) × · · · × ‖km‖2H(g)∥∥GPnjq ,kq (Bq)∥∥L2([0,1]2).
Proposition 80 also tells us that ‖GPnji ,ki (Bi)‖L2([0,1]2) → 0 as |P| → 0 for i = 1, . . . , q . There-
fore, φP (α) → 0 as |P| → 0. Furthermore, the same is true for all finite linear combinations of
such α. Standard density arguments yield the result for any α ∈ (H(g)⊗q)∗. 
The typical remainder term is a tensor product of PPh and RPj,k terms (see Proposition 53 and
Example 54). The next propositions generalize our results to this situation.
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(H(g)∗)⊗n which satisfies
〈α,h1 ⊗ · · · ⊗ hk ⊗ η〉 = 〈βh1h2...hk , η〉, (72)
for any η ∈ H(g)⊗n, and furthermore,∑
h1,h2,...,hk∈SC
‖βh1h2...hk‖2(H(g)∗)⊗n = ‖αn+k‖2(H(g)∗)⊗(n+k) < ∞. (73)
Proof. Since α ∈ T (H(g))∗, we can write
〈αn+k, ·〉 =
∑
h1,h2,...,hn+k∈SC
ah1h2...hn+k (·, h1 ⊗ · · · ⊗ hn+k)H(g)⊗n+k ,
for some square summable ah1h2...hn+k ∈ C. The result follows by setting
〈βh1h2...hk , ·〉 :=
∑
hk+1,...,hn+k∈SC
ah1h2...hn+k (·, hk+1 ⊗ · · · ⊗ hn+k)H(g)⊗n . 
It should be noted that the above proposition is true regardless of the ordering of h1, h2, . . . ,
hk, η in Eq. (72).
Proposition 84. Given α ∈ T (H(g))′ and q  0, then as n → ∞∑
h1,...,hq∈SC
h∈(SC)p
∣∣〈α,PPnh1 ⊗ · · · ⊗ PPnhq ⊗RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)〉∣∣2 → 0.
Proof. First notice that for any partition P , we can first select a basis SP
C
for HP (g), and then
extend it to a basis SC for H(g). Then it follows that
lim
n→∞
∑
h1,...,hq∈SC
h∈(SC)p
∣∣〈α,PPh1 ⊗ · · · ⊗ PPhq ⊗RPj1,k1(B1)⊗ · · · ⊗RPjq ,kq (Bq)(h)〉∣∣2
 lim
n→∞
∑
h1,...,hq∈SC
h∈(SC)p
∣∣〈α,h1 ⊗ · · · ⊗ hq ⊗RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)〉∣∣2
= lim
n→∞
∑
h1,...,hq∈SC
h∈(SC)p
∣∣〈βh1···hq ,RPnj1,k1(B1)⊗ · · · ⊗RPnjq ,kq (Bq)(h)〉∣∣2
= 0. (74)
In Eq. (74) we have used Proposition 83. We are able to move the limit inside by the DCT, which
is justified by Eq. (73) and Proposition 79. The case where q = 0 is merely a restatement of
Proposition 82. 
364 M. Cecil / Journal of Functional Analysis 254 (2008) 318–367Remark 85. For all k > 0 and any partition P , let RPk be defined as in Eq. (65), i.e.〈
α(P), h1 ⊗ h2 ⊗ · · · ⊗ hk
〉= 〈α,PPh1 ⊗ PPh2 ⊗ · · · ⊗ PPhk +RPk (h1, . . . , hk)〉.
Since we have shown that RPk consists of a finite sum of terms like those in Proposition 84, we
have shown that for a refining sequence of partitions {Pn}∞n=1,∑
h1,...,hk∈SC
∣∣〈α,RPnk (h1, . . . , hk)〉∣∣→ 0 as n → ∞.
We leave the proof of the following to the reader.
Lemma 86. Let {Pn}∞n=1 be a sequence of refining partitions. Then
(1) ⋃∞n=1 HPn(g) is dense in H(g).
(2) HPn(g) ⊂ HPn+1(g) for all n.
(3) For all h ∈ H(g), ||h− PPnh||H(g) → 0 as n → ∞.
Remark 87. Lemma 86 allows us to construct an orthonormal basis for H(g) adapted to our
sequence of partitions in the following sense. After first constructing an orthonormal basis SP1
C
for HP1(g), extend this basis inductively from HPi (g) to HPi+1(g) for i = 1,2, . . . . Then SC =⋃∞
n=1 S
Pn
C
is an orthonormal basis for H(g).
Proposition 88. Let α ∈ T (H(g))∗. Then for any h1, . . . , hk ∈ SC,
lim
n→∞
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2 = 0.
Proof. Setting φn = I − PPn in Proposition 40 gives that ‖I⊗k − P⊗kPn ‖op → 0 as n → ∞. 
We are now set to prove Theorem 74 and Corollary 75.
Proof of Theorem 74. We assume that α is of rank N . Recall from Corollary 57 that α(Pn) is of
rank M = 12N(N + 1)(r2 − r) for all n. Choose SC to be an orthonormal basis for H(g) adapted
to {Pn}∞n=1 as in Remark 87. To see that α(Pn) ∈ J 0T (H(g)), notice∥∥α(Pn)∥∥2J 0T (H(g)) =
∞∑
k=0
tk
k!
∑
h1,...,hk∈SC
∣∣〈α(Pn), h1 ⊗ · · · ⊗ hk 〉∣∣2
=
M∑
k=0
tk
k!
∑
h1,...,hk∈SC
∣∣〈α,PPh1 ⊗ · · · ⊗ PPhk〉 + 〈α,RPnk (h1, . . . , hk)〉∣∣2

M∑
k=0
4tk
k!
∑
h1,...,hk∈SC
∣∣〈α,PPh1 ⊗ · · · ⊗ PPhk〉∣∣2 (75)
+
M∑ 4tk
k!
∑ ∣∣〈α,RPnk (h1, . . . , hk)〉∣∣2. (76)
k=0 h1,...,hk∈SC
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J 0T (H(g))
∞, while the sum in Eq. (76) is
bounded independent of n by Proposition 79. So α(Pn) ∈ J 0T (H(g)) for all n.
To show convergence in J 0T (H(g)), notice that
lim
n→∞
∥∥α − α(Pn)∥∥2J 0T (H(g))
= lim
n→∞
N∑
k=0
tk
k!
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉 − 〈α,RPnk (hi, . . . , hk)〉∣∣2
− lim
n→∞
M∑
k=N+1
tk
k!
∑
hi ,...,hk∈SC
∣∣〈α,PPh1 ⊗ · · · ⊗ PPhk〉 − 〈α,RPnk (hi, . . . , hk)〉∣∣2
 lim
n→∞ 4
N∑
k=0
tk
k!
∑
hi ,...,hk∈SC
(∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2
+ ∣∣〈α,RPnk (hi, . . . , hk)〉∣∣2)+ limn→∞
M∑
k=N+1
tk
k!
∑
hi ,...,hk∈SC
∣∣〈α,RPnk (hi, . . . , hk)〉∣∣2,
= 4
N∑
k=0
tk
k! limn→∞
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2,
since we have shown in Remark 85 that for all k > 0,
lim
n→∞
∑
hi ,...,hk∈SC
∣∣〈α,RPnk (hi, . . . , hk)〉∣∣2 = 0.
If we choose a basis SC adapted to our sequence of partition as in Remark 87, then |〈α,PPnh1 ⊗· · · ⊗ PPnhk〉| is either equal to zero or |〈α,h1 ⊗ · · · ⊗ hk〉|. Therefore
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk 〉∣∣2
 2
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk〉∣∣2 + 2 ∑
hi ,...,hk∈SC
∣∣〈α,PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2
 4
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk〉∣∣2
= 4‖αk‖2(H(g)∗)⊗k .
This justifies the use of the DCT in calculating
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n→∞
∥∥α − α(Pn)∥∥2J 0T (H(g))
 4
N∑
k=0
lim
n→∞
∑
hi ,...,hk∈SC
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2
= 4
N∑
k=0
∑
hi ,...,hk∈SC
lim
n→∞
∣∣〈α,h1 ⊗ · · · ⊗ hk − PPnh1 ⊗ · · · ⊗ PPnhk〉∣∣2
= 0,
by Proposition 88. 
Proof of Corollary 75. Theorem 74 implies that {α(Pn)}∞n=1 is Cauchy in J 0T (H(g)). Since the
Taylor map is an isometry (Corollary 33), it follows that the holomorphic cylinder functions
{FPn}∞n=1 converge to some u˜α ∈HT . It then follows by the continuity of the Taylor map that
(1 − D)−1e Ru˜α = α. So the Taylor map is onto the set of finite rank α and therefore onto
J 0T (H(g)) by Proposition 42. 
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