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SUMMARY 
Summary 
During the twentieth century, the pollution of the environment with toxic substan-
ces has risen to unprecedented levels. This has led governments to develop new 
laws and regulations. One of the instruments to control toxic substances is the 
derivation and application of environmental quality standards (EQSs). An EQS is a 
concentration level that should not be exceeded in order to protect human health, 
ecosystems, or environmental resources. 
The derivation and application of EQSs is subject to uncertainty. This 
uncertainty is typically addressed by applying default assumptions and safety 
factors. As a consequence, the level of uncertainty involved remains unknown. 
Quantitative insight into the sources and the extent of the uncertainty can be used 
to programme new research and to improve the quality of the decision-making 
process. The aim of this study is to determine whether it is useful and possible to 
identify and quantify the uncertainty in EQSs. 
Chapter 1 provides a general framework for studying uncertainties in EQSs. 
It outlines the functions of EQSs in environmental management and the various 
steps involved in the derivation and application of EQSs. It also outlines some 
characteristics of uncertainty and various options to deal with uncertainty in envi-
ronmental management. At the end of this chapter the aim of this thesis is presented. 
Chapter 2 deals with the uncertainty in the virtually safe dose (VSD) of 
genotoxic carcinogens. The major sources of uncertainty are (1) the experimental 
laboratory animal data, (2) the shape of the dose-response relationship, notably in 
the low-dose region, (3) the extrapolation from laboratory animals to humans, and 
(4) the variation in sensitivity within the human population. For three substances 
(acrylamide, chlordane, and DDT), these sources of uncertainty were quantified 
and propagated into an output uncertainty by means of Monte Carlo simulation. 
The median VSD exceeded the S"1 percentile by five to twelve orders of magnitude, 
indicating an enormous output uncertainty. The main source of uncertainty was 
the shape of the dose-response curve, followed by the experimental data and the 
extrapolation from laboratory animals to humans. Compared to these sources of 
uncertainty, variation within the human population was of little importance. 
Chapter 3 outlines the development of a spreadsheet model that can be 
used to estimate human lifetime exposure to toxic substances. The model is called 
NORMTOX and includes exposure through food products, drinking water, soil, 
surface water, and air. The model was used to determine whether the acceptable 
daily intakes (ADIs) of benzene, lead, and lindane would be exceeded if all envi-
ronmental compartments meet their respective EQSs. The ADI of benzene was not 
exceeded, but the ADIs of lead and lindane were exceeded with a probability of 
77% and 100%, respectively. The uncertainty in the predictions was relatively 
small. Adjustment of the EQSs of lead and lindane is suggested to prevent the 
unnoticed violation of ADIs. 11 
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Chapter 4 deals with uncertainty in the intercompartimental adjustment of 
EQSs. If the intercompartimental exchange of substances is not accounted for, the 
maintenance of an EQS in one compartment may result in the EQS of an adjacent 
compartment being violated. In the Netherlands, the multimedia fate model 
SimpleBox is used to check the coexistence of EQSs. The uncertainty in the concen-
tration ratios predicted by SimpleBox was estimated for eleven organic substances 
by means of Monte Carlo simulation. The median concentration ratio exceeded the 
5{b percentile by a factor that varies between 3.4 and 43. Furthermore, the uncer-
tainty in the model assumptions and structure was assessed by means of a postal 
questionnaire among scientists and scientifically trained policy makers and repre-
sentatives of interest groups. The median concentration ratio was estimated to 
exceed the 5lh percentile by a factor that varies between 14 and 130. Apparently, 
scientists have little confidence in the assumptions underlying the SimpleBox 
model. 
In Chapter 5, the scope of this thesis moves from the derivation of EQSs to 
the application. It focuses on the application of water quality standards (WQSs) to 
derive emission limits for wastewater discharges. An overview is presented of 
eleven dispersion models that are used in the United Kingdom (UK; i.e., England 
and Wales) and the United States of America (USA) to predict future water quality, 
check compliance with WQSs, and, if necessary, derive additional emission limits. 
A procedure is outlined that can be used by water managers to select an appropri-
ate model for each discharge situation. It is concluded that the procedures to deri-
ve water quality-based emission limits differ considerably within and between 
countries. Harmonisation of guidelines within the European Union (EU) is advi-
sed to prevent unequal treatment of discharges. 
Chapter 6 outlines a case study in which six different dispersion models 
were used to derive emission limits for an imaginary wastewater discharge contai-
ning cadmium. The differences in the emission limits amounted to a factor of 3. 
These differences are partly due to the fact that some models account for a mixing 
zone, while others do not. Another reason for these differences is that some 
models include variability in their input while others do not. The main conclusion 
is again that harmonisation of guidelines to derive water quality-based emission 
limits within the EU is necessary, to prevent unequal treatment of discharges 
under comparable environmental conditions. 
The conclusion of Chapter 6 is confirmed in Chapter 7. In this latter chap-
ter, the six dispersion models were applied to four real-life discharge situations 
according to two scenarios: (1) using the Dutch guidelines and WQSs, and (2) 
using the guidelines and WQSs of the country from which the model originates. In 
the first scenario, the differences in emission limits amounted to a factor of 6, and 
in the second they exceeded even a factor of 25. The water quality-based emission 
limits were also compared with the emission limits resulting from a technology-
based approach (e.g., application of the Best Practicable Means or the Best 
Available Technology). In situations with a small dilution (i.e., a large discharge 
into a system with a small or highly variable flow), the water quality-based emis-
sion limits were more stringent. It is concluded that a combined technology- and 
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water quality-based approach is the best way to prevent unnecessary pollution as 
well as WQS violations. 
Chapter 8 provides an estimate of the overall uncertainty in EQSs. 
Uncertainties that were not assessed quantitatively in the previous chapters were 
estimated on the basis of literature data. The overall uncertainty strongly depends 
on the steps involved in the derivation of EQSs. The ratio between the median and 
the 5"' percentile of the EQSs varied between one order of magnitude for EQSs 
derived for ecosystem protection and for threshold substances (human health 
protection) and more than ten orders of magnitude for EQSs of genotoxic carcino-
gens. These ratios increased by approximately one order of magnitude if an EQS 
was derived through intercompartimental relationships. The uncertainties invol-
ved in the application of EQSs were much smaller: the ratio between the median 
and the 5'h percentile of the calculated emission limits varied between a factor of 
1.6 and 3.6. 
Chapter 8 also discusses the implications of uncertainty for environmental 
management. Distinction is made between uncertainty due to a lack of knowledge 
(true uncertainty) and interindividual, spatial, and temporal variability. It is 
concluded that each type of uncertainty should be dealt with separately. Finally, 
Chapter 8 lists the general conclusions of this study: 
1. The uncertainty in the derivation of EQSs is considerably larger than in the 
application of EQSs. 
2. The uncertainty in estimated acceptable human intake levels (AHILs) tends to 
exceed the uncertainty in estimated exposure levels. 
3. The uncertainty in EQSs for human health protection tends to exceed the uncer-
tainty in EQSs for ecosystem protection. 
4. The largest reduction in uncertainty can be obtained by gathering additional 
information on (in descending order of priority): 
- The shape of the dose-response relationship for genotoxic carcinogens, 
especially in the low-dose region (Chapter 2). 
- The model structure and formulations of SimpIeBox (Chapter 4). 
- Interspecies differences in sensitivity (Chapter 2). 
- Experimental uncertainty in dose-response data (Chapter 2). 
- Uncertainty in substance-specific data like Henry's law constant (Chapter 4), 
degradation rates (Chapter 4) and absorption factors (Chapter 3). 
5. Quantitative information on true uncertainty can be used to prioritise research 
needs, to guarantee consistent decision making, and to determine cost-effective 
remedial or preventive measures. 
6. Quantitative information on interindividual variability can be used to determine 
the population fraction at risk. 
7. Information on spatial and temporal variability should be dealt with during the 
application of EQSs. Additional research is necessary to determine the impact of 
spatial and temporal concentration variations on human health and ecosystems. 
8. Not all (true) uncertainty can be quantified objectively. This uncertainty can be 
dealt with by involving interest groups in the problem definition, and analysis • 
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CHAPTER 1 GENERAL INTRODUCTION 
ι General introduction 
Human pressure on the environment has increased considerably over the twentieth 
century, mainly due to the rapid growth of the human population and its activities. 
The negative consequences of these developments have become apparent in the 
deterioration of ecosystems, the extinction of species and numerous human health 
hazards. Growing public concern about these problems has prompted governments 
to develop a policy directed at environmental rehabilitation and the prevention of 
adverse human impacts. The main goal is to reach sustainable development, i.e., 
development that meets the needs of the present without compromising the ability 
of future generations to meet their own needs (WCED, 1987). 
One of the impacts threatening sustainable development is pollution (Carson, 
1962). Standards, and especially environmental quality standards, play an impor­
tant role in the attempts to control the pollution problem. The present chapter 
provides an introduction into the derivation and application of environmental 
quality standards. Special emphasis is put on the role of uncertainty. The first para­
graph outlines the social context of pollution problems and emphasises the lasting 
need for effective control strategies. The second paragraph presents a definition of 
the term standard and discusses some of its features. The environmental impact 
chain, an important frame of reference for environmental standards, is outlined in 
the third paragraph. The derivation and application of environmental quality stan­
dards for toxic substances is described in detail in the fourth paragraph. The fifth 
paragraph concentrates on the role of uncertainty and outlines several ways to deal 
with uncertainty. Finally, the aim and structure of the present thesis are outlined in 
the sixth paragraph. 
1.1 Pollution 
Pollution problems are not unique for the twentieth century. Elevated concentra­
tions of lead found in Greenland ice and Swedish sediments date back to Greek 
and Roman times (Hong et ai, 1994; Renberg et ai, 1994). They are thought to 
stem from early large-scale metal smelting in areas like Spain, the Balkans, Greece 
and Asia Minor. Lead poisoning has even been suggested as one of the causes of 
the fall of Rome (Nriagu, 1983). However, during the twentieth century, the extent, 
scale and diversity of the pollution has risen to unprecedented levels. One reason 
is the growing intensity of waste-emitting processes like energy generation, waste 
incineration, agricultural production and transportation. Another important 
reason is the enormous increase in the production and use of chemical substances. 
The chemical industry is one of the world's large and fast-growing economic 
sectors. World production of basic chemicals and chemical products - including 
industrial chemicals, pharmaceuticals, pesticides, food and feed additives, and 
cosmetics - reached 1.3 trillion euro in 1996, nearly four times the industry's value 
three decades ago (OECD, 1997). The production growth in the Netherlands over 
the last five decades is illustrated in Figure 1.1. 17 
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In several areas of the world, pollution has resulted in environmental 
disasters. During the fifties, consumption of fish polluted with mercury caught in 
the Minamata Bay (Japan) resulted in what became known as the Minamata disea-
se (Tsubaki and Irukayama, 1977). Several years later, cadmium pollution from a 
zinc smelter on the island of Honsjoe (Japan) resulted in a similar incident: the 
Itai-itai disease (Kobayashi, 1978). During the sixties and seventies, the large-scale 
agricultural use of DDT decimated the population of raptors in Western Europe 
(Canters and De Snoo, 1993). In many cases, however, the effects of pollution are 
less obvious. Recent studies indicate a decrease in the verbal intelligence of young 
children living in old inner cities contaminated with lead (Walkowiak et ai, 1998). 
Another example is the increased risk of bone fractures due to cadmium contami-
nation for people living near zinc smelters (Staessen et al., 1999). Recent publica-
tions reporting gender changes and reduced fertility caused by endocrine-disrup-
ting substances are also reason for renewed concern (AIlsopp et ai, 1997; 
Gezondheidsraad, 1999). 
Production Index 
(1985=100%) 
140-1 
120-
100-
8 0 -
6 0 -
4 0 -
20 -
Figttre 1.1: Tlie trend ni the production of the Dutch chcmunl industry .sina· Ì950 (CBS, 1997). 
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In Western countries, the increasing number of pollution problems and the 
growing public awareness have led governments to develop new laws and regula-
tions to control toxic substances. A regime of environmental permitting was esta-
blished to control the emissions of factories and other polluting activities. Large-
scale producers and users were confronted with an obligation to provide informa-
tion on toxic substances. In many countries, several toxic substances, like DDT, 
PCBs and lindane, were banned. The first results of these measures are promising. 
The water quality of large European rivers like the Rhine and the Meuse is impro-
ving (Zwolsman, 1996) and the concentration of lead in the blood of young chil-
dren shows a decreasing trend (Van Wijnen et al, 1996). Notwithstanding these 
improvements, the pollution problem has not been solved. Many of the persistent 
pollutants emitted over the last few decades have accumulated in soils and river 
sediments. Remobilization of these pollutants due to changing environmental 
conditions (e.g., changes in land use or excavation of riverbeds) may cause new 
environmental threats. Another problem is the enormous lack of data on toxic 
substances. There are some 100.000 substances registered in the European 
Inventory of New and Existing Chemical Substances (EINECS; CEC, 1987). 
Adequate detecting methods are lacking for many of these chemicals. It is estima-
ted that for 95% of the 2000 High Production Volume Chemicals (HPVCs) the avai-
lability of toxicological information is insufficient (Van Leeuwen, 1993). Due to 
this lack of data and detecting methods, the environmental risks of many chemi-
cals remain largely unknown (Leuven et al, 1998). Yet another problem is the poor 
control on toxic substances in Third World Countries. DDT, for example, is still 
being produced and used in these countries (WHO, 1989). Moreover, the chemical 
industrialisation in Third World Countries is still in its initial stages. Uncontrolled 
growth may result in history repeating itself, but this time at a much larger scale. 
These examples demonstrate that the need for research and effective control strate-
gies on toxic substances remains of present interest. 
1.2 Standards 
Abstract policy goals like "sustainable development" or "the protection of human 
health and ecosystems" are of little use to those directly involved in pollution 
abatement. These goals have to be specified in more detail to clarify the implica-
tions for society. Ideally, specification results in a set of parameter values that are 
in accordance with the SMART principle: Specific, Measurable, Acceptable, 
Realisable and Achievable within a certain Time. The protection of human health, 
for example, can, among other things, be specified in a set of drinking water stan-
dards. A standard can thus be defined as a value or narrative statement that speci-
fies one aspect of an abstract policy goal. 
Standards are useful because they create a common frame of reference for 
those involved in the formulation, implementation and enforcement of policy 
goals. The Dutch target values for water and soil may serve as an example 
(VROM, 1991). They are used by various Dutch authorities and institutions to 
identify pollution problems and to determine whether preventive or remedial 19 
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action is necessary. These standards facilitate the communication between the vari­
ous governmental levels (national, provincial, water boards and municipal) and 
with others involved in environmental policy. 
Standards can be expressed in various ways. Distinction can be made 
between narrative and numerical standards. The provision that "surface water 
should not smell bad" is an example of a narrative standard. An example of a 
numerical standard is the provision that drinking water should contain less than 5 
μg cadmium per litre. Furthermore, distinction can be made between legal and 
non-legal standards. Legal standards are laid down in law and often imply an 
obligation to comply for those involved. Non-legal standards are laid down in 
policy or guidance documents and are usually intended to serve as a guideline 
for those involved. 
There are many terms having roughly a similar meaning as the term stan­
dard, e.g., limit value, target value, objective, criterion, guideline and norm. 
Within a certain national context, these terms may all have their own specific 
meaning (BKH Consulting Engineers, 1995). In the United States of America 
(USA), for example, the term standard refers to a function of a certain compart­
ment, e.g., fishery or drinking water production. The numerical values specifying 
the function are referred to as criteria (US-EPA, 1991). In the United Kingdom 
(UK), the term objective is reserved for the function, while the terms standard and 
criterion indicate a concentration level that should not be exceeded (Agg and 
Zabel, 1989). In Canada, the term guideline is used to refer to non-legal numerical 
values (Gaudet et al., 1995a,b; Porter et ai, 1995). These values are called quality 
targets in Germany ("Zielvorgaben"; Irmer et ai, 1995). In this thesis, the terms 
standard, objective, guideline, norm, criterion, limit value and target value are 
used as terms having roughly the same meaning. Throughout this introduction 
(Chapter 1), the discussion (Chapter 8) and in the summary, the term standard is 
preferably used as the generic term. Throughout most other parts of this thesis the 
terms environmental quality objective (EQO) and emission limit value (ELV) are 
used to refer to standards for environmental quality and emission, respectively. 
1.3 Environmental impact chain 
The diversity in environmental standards is enormous: product standards, emis­
sion limits, soil quality objectives, radiation standards, food standards, exposure 
standards, ecological standards, deposition standards, etc. Each type of standard 
has its own place and function in environmental management, which can be 
illustrated by means of the environmental impact chain (Figure 1.2; Ragas et ai, 
1995; Udo de Haes, 1991). This chain represents the consecutive events resulting in 
an environmental problem: human activities, generated to fulfil human needs, 
result in environmental pressure that causes degradation of environmental quality, 
ultimately resulting in adverse environmental impacts like the destruction of 
ecosystems and human health problems. An environmental impact becomes an 
environmental problem once a significant part of society recognises its adverse 
consequences. 
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The environmental impact chain is very useful for distinguishing between 
the various types of environmental standards. Each type relates to a certain phase 
of an environmental problem. Emission limits, for example, relate to the phase of 
environmental pressure, while production standards relate to the phase of 
(human) activities. In this way, several types of standards can be placed in the 
environmental impact chain as is indicated in the upper part of Figure 1.2. 
The environmental impact chain can furthermore be used to illustrate various 
ways of classifying environmental standards. Different classifications can be made 
for each of the phases of an environmental problem. On the level of environmental 
pressure, for example, a distinction can be made between pollution, exhaustion 
and damage. Pollution can be divided further into chemical, physical and biologi-
cal pollution, and subsequently, physical pollution can be subdivided into radia-
tion, noise and heat. The lower part of Figure 1.2 indicates several possible classifi-
cations for the various phases of an environmental problem. These are just examp-
les; many other classifications are imaginable. 
—| Behaviour Standards 
—| Product Standards 
—|Process Standards 
—| Emission Standards 
—1 Immission Standards 
—| Zoning Standards 
—| Environmental Quality Standards 
—| Exposure Standards 
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Figure 1 2 The environmental impact diatn (EIC) represents the consecutive events resulting m an environmental problem 
(middle flow diagram) Various types of environmental standards relate to different parts of the EIC (upper part) One or more 
classifications can be made for each link of the LIC (lower part) 
GENERAL irfiRODUcnoN CHAPTER 1 
The environmental impact chain can also be used to illustrate two fundamen-
tally different ways to derive environmental standards, i.e., based on the pollution 
prevention principle and the carrying capacity principle (Figure 1.3). The former 
principle presupposes that all environmental pressure is potentially harmful and 
should therefore be prevented whenever possible. It results in standards that are 
based on what is technologically possible and social-economically feasible, like 
emission limits based on the Best Available Technology (BAT) or Best Technical 
Means (BTM). The carrying capacity principle presupposes that the environment 
can absorb a certain amount of pollution. The pollution should be limited to a 
level before which adverse impacts occur. The process of deriving environmental 
standards according to the carrying capacity principle follows the environmental 
impact chain in the opposite direction: once a level of "acceptable environmental 
impacts" has been established, standards can be derived successively for environ-
mental quality, environmental pressure, human activities and human needs. This 
reversed environmental impact chain is sometimes referred to as the environmen-
tal standard setting chain (Udo de Haes, 1991). 
Figure 1.3: Stnìidard* can 
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1.4 Environmental quality standards for toxic substances 
The present thesis concentrates on the derivation and application of environmen-
tal quality standards (EQSs) for toxic substances according to the carrying capacity 
principle. This implies that it covers the first three steps of the standard setting 
chain (Figure 1.3): 
1. Identification of the subjects and resources that need to be protected against the 
adverse impacts of toxic substances (e.g., humans, ecosystems, specific species 
or certain functions like the production of drinking water) and establishment of 
the desired protection level for each of these subjects and resources. 
2. Derivation of the EQSs by translation of the protection levels into correspon-
ding concentration levels for toxic substances in the various environmental 
compartments. 
3. Application of the EQSs by translation of the EQSs into corresponding emission 
levels. 
Each step will be discussed in more detail in the following sections. 
Scope ot this thesis 
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1.4.1 Protection levels 
The establishment of protection levels involves normative choices and therefore 
belongs to the area of politics. Differing choices result in differing EQSs. This is 
one of the reasons for differences in EQSs between countries. In Germany, for 
example, water quality targets are set to protect aquatic life, drinking water 
supply, fishery and the application of dredged sediment to farmland (Irmer et ai, 
1995). The latter two resources are not explicitly included in Canadian water quali-
ty guidelines, although these may be protected by tissue and sediment quality 
guidelines (Gaudet et ai, 1995b). Furthermore, the Canadian guidelines include 
the protection of agricultural uses (irrigation and livestock water), 
recreation/aesthetics and industrial water supply. Dutch water quality objectives 
are set to protect aquatic life, drinking water supply, agricultural uses and other 
compartments (VROM, 1991). 
A prerequisite for a transparent derivation process is that the level of protection 
is specified in sufficient detail. A rough specification like "prevention of adverse 
human health effects" is of little use to those involved in deriving the standards. 
It leaves too many questions unanswered: 
- When is a health effect considered adverse? 
- On which time scale should human health be protected? 
- Should the whole population be protected or is it considered acceptable 
that a small part of the population suffers adverse effects? 
- Must adverse health effects be ruled out with 100% certainty or is less confiden-
ce acceptable? 
- Should the protection level be maintained continuously and everywhere, 
or are temporal (frequency and duration) and local violations acceptable? 
All these questions involve normative choices that can have a significant impact 
on the ultimate standard. Regarding human health protection, most authorities 
include a specification of the adverse health effect and the relevant time scale, but 
a specification of the protected population fraction or confidence level is often 
lacking. An example is the Dutch maximum permissible risk level for chronic 
exposure of humans to genotoxic carcinogens, which is set at a death risk of 110 ^ 
per year (VROM, 1989). The maximum permissible risk level for ecosystem protec-
tion corresponds to a level at which 95% of the species in an ecosystem suffers no 
adverse impacts. 
Many countries specify a range of protection levels instead of a single protec-
tion level. The Dutch government, for example, has established negligible and 
maximum permissible risk levels (VROM, 1989). The maximum permissible risk 
level is considered an upper limit on risk. Risks falling between the maximum and 
negligible risk levels should be reduced according to the As Low As Reasonably 
Achievable (ALARA) principle. The negligible risk level serves as a lower limit for 
the application of the ALARA principle to prevent unnecessary expenditure. 
1.4.2 Derivation procedures 
Once the protection levels are established, environmental quality standards can be 
derived. This step is primarily scientific in nature. The aim is to relate the presence 113 
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of the toxic substance in the environment to the manifestation of adverse impacts. 
First, separate standards are derived for each of the protected subjects and resour-
ces. These standards can consequently be integrated into a set of standards that 
protect all the subjects and resources. Finally, if EQSs are laid down in law and if 
violation is sanctioned, their feasibility has to be assessed. Figure 1.4 illustrates 
this derivation process for human health and ecosystem protection (Ragas and 
Leuven, 1993). Resource protection is not specified in Figure 1.4 because it compri-
ses a variety of resources and derivation procedures. 
Standards to protect human health 
The translation of the protection levels for human health into EQSs involves 
two steps: 
1. The establishment of an acceptable exposure level, e.g., the acceptable 
or tolerable daily intake (ADI or TDI), based on toxicological and 
epidemiological data. 
2. The translation of the acceptable exposure level into corresponding levels 
of environmental quality, based on exposure and fate data. 
The first step has a relatively long tradition and a firm basis in the applied toxico-
logical sciences (Graham, 1995). Many countries and international organisations 
have published guidelines on how to establish acceptable exposure levels (US-
EPA, 1997a,1998; WHO, 1978,1994). Usually, distinction is made between substan-
ces with a threshold below which adverse impacts do not occur and substances 
that seem to lack such threshold, i.e., genotoxic carcinogens. Exposure levels for 
threshold substances are primarily derived from a No-Observed- Effect-Level 
or -Concentration (NOEL or NOEC) established during laboratory animal experi-
ments. These NOELs and NOECs are first corrected for differences in body size 
between the laboratory animals and humans and then for possible interspecies 
and intraspecies differences in sensitivity. The latter correction involves the appli-
cation of a safety factor that is normally set at 100. If available, epidemiological 
data can also be included in the derivation process. 
Exposure standards for genotoxic carcinogens are derived from laboratory 
animal data or, if available, epidemiological data. If laboratory animal data is 
used, this is first corrected for differences in body size. Then a dose-response rela-
tionship is fitted to the data, which is consequently used to establish an exposure 
level that corresponds to an acceptable level of response, e.g., a lifetime tumour 
risk of 110 ''. Correction for interspecies or intraspecies differences is normally 
omitted because the dose-response models are thought to result in very conserva-
tive low-dose estimates. The process of deriving exposure standards for genotoxic 
carcinogens is discussed in more detail by Ragas (1999a). 
To establish EQSs, the acceptable amount of intake must be allocated to the 
various exposure pathways, e.g., air, food, surface and drinking water. However, 
allocation involves many arbitrary decisions and results in a very rigid system 
because it does not allow for the compensation of high exposure levels through 
one pathway by low exposure levels through another. To avoid this problem, the 
derivation process can be reversed. This involves the application of an exposure 
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model to check whether the exposure standard is not exceeded when the various 
environmental compartments meet their respective EQSs. In practice, however, the 
relation between exposure standards and EQSs is poorly elaborated (Haskoning, 
1995). In some cases, for example, the WHO drinking water guidelines, a certain 
fraction of the ADI or TDI is allocated to the relevant exposure pathway (Van Dijk-
Looijaard, 1993a). In other cases, e.g., the Dutch intervention levels for soil quality, 
the complete ADI or TDI is allocated without considering the intake from other 
sources (Van der Berg, 1995). Ragas and Huijbregts (1998) discuss the relation 
between exposure standards and EQSs in more detail. 
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Standards to protect ecosystems 
An important difference between human health and ecosystem protection is that 
the former aims at protection on the level of the individual, whereas the latter 
generally aims at the system level, i.e., the structure and functioning of the ecosy­
stem. This implies that individual organisms or populations are not the aim of 
ecosystem protection, except in the case of endangered or protected species. 
Setting environmental quality standards to protect ecosystems is a relatively 
recent phenomenon (Constanza and Norton, 1992). The aim of most procedures is 
to establish a NOEC for the ecosystem (NOEC
cco
). This NOEC
c c o
 can be based on 
(1) data from field research, (2) data from meso- or microcosm experiments, or (3) 
extrapolation procedures for single species toxicity data. Field research and meso-
or microcosm experiments are time consuming and expensive. Therefore, extrapo­
lation procedures for single species are more frequently used, although, if availa­
ble, other data may be included. Chapman et al. (1998) present an extensive review 
of the various extrapolation methods. 
Two types of extrapolation procedures are widely used: the safety factor and 
the distributional approach. The basic assumption underlying the safety factor 
approach is that the ecosystem is protected if the most sensitive species is protec­
ted (Gaudet et ai, 1995b). The aim is thus to estimate the No- or Low-Effect-
Concentration (NEC or LEC) of the most sensitive species. Since this species is 
typically unknown, its NEC or LEC is estimated by applying a safety factor to the 
lowest toxicity value of a set of single species tests. The value of the safety factor 
normally ranges from 1 to 1000, depending on the amount of available toxicity 
data and the nature of this data (e.g., NOECs or LC50 values). The distributional 
approach is based on two assumptions: 
1. The variety in sensitivities between species can be described by a statistical 
distribution, e.g., a logtriangular, loglogistic or lognormal distribution 
(Kooijman, 1987; Stephan et ai, 1985; Wagner and Lokke, 1991). 
2. The ecosystem is protected when a typical single species toxicity value 
(e.g., the NOEC or LC^ value) is exceeded for less than p% of the species, 
with ρ usually varying between 5 and 50 per cent (Denneman and Van Gestel, 
1990; VROM, 1991). 
The procedure comes down to estimating the ρ 'h percentile of the assumed 
distribution based on the available toxicity values which are considered a random 
sample of the distribution. Schudoma (1994) compares NOEC
e c o
 values derived 
according to a German variant of the safety factor approach (Irmer et al, 1995) and 
a Dutch variant of the distributional approach (Aldenberg and Slob, 1993). The 
safety factor approach tends to result in more conservative NOEQ,.,, estimates, but 
the results vary with the number of toxicity values available and the confidence 
level chosen for the distributional approach. 
Several disadvantages of the extrapolation methods for ecosystem protection 
have been identified (Forbes and Forbes, 1993; Ragas et ai, 1994): 
- The derived standards apply for individual substances, while an ecosystem is 
generally exposed to a cocktail of substances. 
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- Ecosystem interactions, i.e., competition and prédation, are generally not accou-
ted for, although procedures have been suggested to include some interactions, 
for example, food chain accumulation (Romijn et ai, 1993,1994). 
- The empirical basis of the methods is weak, although several studies have 
shown a reasonable agreement with NOECcco values derived from field or 
mesocosm and microcosm studies (Emans et al., 1993; Lahr et ai, 1998; 
Okkerman et ai, 1993; Van Wijngaarden et ai, 1996,1998). 
- A problem can arise for natural toxicants like (heavy) metals. In some cases, the 
natural background level of these substances exceeds the outcome of the extra-
polation method. Natural selection by metals has been suggested as one of the 
explanations for these counter-intuitive results. Another explanation is that the 
procedures do not account adequately for bioavailability and speciation of 
metals. Several methods have been proposed to avoid the problem of setting 
EQSs that are lower than the ecosystem-specific natural background concentra-
tion. One option is to replace the outcome of the extrapolation models by the 
natural background concentration. Another is the so-called added risk approach 
that allows a maximum concentration to be added on top of the background 
concentration due to antropogenie activities (Struijs et ai, 1997). 
- The methods are generally used to derive one standard for either aquatic or 
terrestrial ecosystems. Differences in ecosystem characteristics that may result in 
varying ecosystem sensitivity are not accounted for. 
- Chronic NOECs are generally used as input values, impeding a distinction 
between the risks of persistent and non-persistent substances. 
- The assumption of a smooth species sensitivity distribution may be inappropri-
ate for substances with a highly specific mode of action in certain species, like 
some insecticides and herbicides. 
Integration of standards 
The procedures outlined above result in a separate set of EQSs for each of the 
protected subjects or resources. Each set may include standards for several 
compartments, e.g., water, sediment and soil standards to protect ecosystems, or 
air, water, soil, drinking water and food standards to protect human health. If 
more standards are derived for one compartment and that compartment is to 
support all subjects and resources, the most critical standard is normative. In this 
way, a set of critical standards can be composed that is protective for all relevant 
subjects and resources. 
The set of critical EQSs does not yet account for the exchange of substances 
between compartments by processes like deposition, volatilisation, sedimentation, 
leaching, burial, sorption, runoff and resuspension. If these processes are not 
accounted for, maintenance of an EQS in one compartment may result in an EQS 
violation in another compartment. Several procedures have been developed to 
check whether concentration levels for various compartments can coexist in practi-
ce, and if not, to adjust them. The equilibrium partitioning method, for example, 
assumes equilibrium conditions and is often applied to check the coexistence of 
EQSs for water, suspended matter, sediment and soil (Di Toro et ai, 1991; Shea, 
1988). However, because of its dynamic character, the equilibrium assumption is 117 
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inappropriate for the air compartment. The application of multimedia fate models 
assuming steady-state conditions has been proposed to check the coexistence of 
EQSs involving the air compartment (Van de Meent and De Bruijn, 1995). The use 
of these models is discussed in detail by Ragas et al. (1999). 
Feasibility 
The standards resulting after integration are scientifically sound, but not necessari-
ly feasible. Feasibility of EQSs is important if they are laid down in law and viola-
tion is sanctioned. Unfeasible EQSs may result in high costs for pollution preven-
tion and environmental rehabilitation that outweigh the benefits of environmental 
protection. Important factors determining the feasibility are the current environ-
mental concentration levels and the technological possibilities and social-economic 
consequences of emission reduction. If a scientific EQS turns out to be unfeasible, 
authorities might temporarily accept a higher risk level and put up a special 
programme to improve environmental quality in the long term. If the current 
concentration level in the environment underlies the scientific EQS, authorities 
may consider setting the EQS at the current quality level to prevent deterioration 
of environmental quality (standstill principle). 
1.4.3 Application 
Environmental quality will not improve by setting EQSs. Their primary function is 
to facilitate environmental management by clarifying the implications of abstract 
policy goals for the pollution levels in the environment. Besides this implicit func-
tion of EQSs, they can also be used in a more explicit way. A distinction can be 
made between application of EQSs to assess environmental quality and to derive 
emission limits. 
Comparison of EQSs with field data provides information on the quality of 
the various environmental compartments. Examples are the use of EQSs in soil 
quality surveys and national monitoring programmes. The information obtained 
largely depends on what type of EQS is being used as a basis of comparison. 
Subject- or resource-specific EQSs, for example, provide information on whether a 
compartment is suitable to support the subject or resource involved, or whether it 
is at (unacceptable) risk. Integrated scientific EQSs primarily provide information 
on the suitability of a compartment to support a combination of subjects and 
resources. Because these EQSs are often used as long-term policy goals, they may 
also indicate the effectiveness of long-term policy strategies. EQSs that have 
undergone a feasibility assessment and are laid down in law are often used to 
determine whether short-term action is necessary, e.g., soil remediation. 
Application of EQSs to derive emission limits comes down to taking the 
second step of the standard setting chain (Figure 1.3). This step is again primarily 
scientific in nature. Knowledge and data on the dispersion of toxic substances are 
necessary to translate the EQS concentration levels into corresponding emission 
levels. It often involves the application of a dispersion model. This model can be 
used in two directions: forwards, to check whether an intended emission level will 
result in an EQS violation, and backwards, to derive an emission limit from the 
EQS. If EQSs have been adjusted for exchange of substances between compart-
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ments, it suffices to derive an emission limit from only one standard: the EQS that 
applies to the compartment to which the emission takes place. 
Derivation of emission limits from EQSs can take place at various scale 
levels. The Dutch EQSs, for example, have been used to derive national emission 
reduction targets (Wesselink and Van de Bovekamp, 1997). Other countries apply 
EQSs in permitting procedures to determine location-specific emission limits 
(Matthews, 1995; US-EPA, 1991). One of the problems that may arise in this situa-
tion is how to deal with multiple emitters and background concentrations. 
Application of EQSs in discharge permits is discussed in detail by Ragas et al. 
(1997,1998), Ragas (1999b) and Ragas and Leuven (1999). 
1.5 Uncertainty 
Environmental problems are characterised by a high level of uncertainty. This 
uncertainty is related to the complexity of the problems involved and our limited 
knowledge of nature. Ignoring uncertainty in environmental management may 
result in inadequate decisions. The role of uncertainty in environmental sciences 
and management is discussed in more detail in the following sections. 
1.5.1 Uncertainty and the environmental sciences 
Natural sciences play an important role in the derivation and application of EQSs. 
They provide the knowledge and data needed to translate protection levels into 
EQSs and consequently into emission limits. The available knowledge and data 
are integrated into a model or procedure that is used to derive or apply EQSs. 
Incomplete or imperfect knowledge and data (i.e., uncertainty) confront the scien-
tist with a dilemma. Where the traditional natural scientist will tend to initiate 
new research to gather additional information, this is almost never a viable option 
for the applied environmental scientist. Society, or rather the policy maker that 
steers and finances the research project, is in need of an EQS and awaits a short-
term, scientifically sound answer. Failure to provide an answer may result in post-
ponement of measures and continuing environmental degradation, which is unac-
ceptable in most situations. The applied environmental scientist has to find a way 
to include the uncertainty in the model or procedure that is being developed. To 
put it in another way: the task of an environmental scientist is not to provide a 
"correct" answer, but "the best possible answer given the current state of know-
ledge". It illustrates a fundamental difference between the traditional natural and 
applied environmental sciences and it explains why some fundamental natural 
scientists criticise the uncertain models adopted by some applied environmental 
scientists (Brown, 1997; Forbes and Forbes, 1993; Funtowicz and Ravetz, 1994; 
Hellström, 1996) 
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1.5.2 Uncertainty and the precautionary principle 
The necessity to deal with uncertainty in environmental management is related to 
the complexity, uniqueness and irreversibility of most environmental problems. 
The problem of climate change may serve as an example. This problem is chosen 
here because it is well known and its features are very illustrative. The point 
made, however, is characteristic for many other problems in environmental mana-
gement, e.g., the derivation and application of EQSs. 
Although some fundamental mechanisms of the climate system have been 
elucidated, the complexity of the system involved is such that many questions 
remain unanswered. Some scientists even doubt whether there is a climate change 
problem (Lindzen, 1997). Additional research may answer some questions, but full 
understanding of the complex global climate system is likely to take several deca-
des or maybe even centuries. This confronts society with a dilemma because some 
of the models predict severe and irreversible damage if the current trend in emis-
sion of greenhouse gases continues. Waiting for scientific certainty before taking 
action implies the risk of irreversible damage. To deal with this dilemma the 
precautionary principle has been introduced. It states that cost-effective measures 
to prevent environmental degradation should not be postponed in the absence of 
scientific proof (UN, 1992). The principle provides a rough guideline for how to 
act in uncertain situations. Unfortunately, the principle can be in interpreted in 
various ways, impeding unambiguous implementation in environmental manage-
ment and policy. 
1.5.3 Addressing uncertainty 
There are different ways to address uncertainty in environmental decision making. 
One option is to ignore uncertain predictions altogether. This option can be temp-
ting in situations where the uncertainty is very large. Under such conditions, 
authorities will be reluctant to change their policies and prefer to maintain the 
prevalent status quo. Another reason for ignoring uncertain predictions can be the 
short-term yield of actions of which the potential negative consequences cannot be 
convincingly proven. Legal provisions that put the burden of proof on the shoul-
ders of the aggrieved party can furthermore stimulate ignoring uncertain predicti-
ons. The latter two motives play a key role in the recent debates and lawsuits 
concerning the adverse health effects of smoking (Barr et ai, 1999). The major 
ingredients of this conflict are the considerable profits of selling tobacco, the 
uncertainty about the various causes of lung cancer, and the burden of proof that 
rests upon the smokers. 
Another option to address uncertainty is to consider the prediction, but to 
ignore the uncertainty in it. This is the case when deterministic models are used in 
combination with the best (most likely) point estimates for parameters and state 
variables. The model predicts the most likely situation, but it does not provide 
insight into the probability of its occurrence. It may result in inefficient policy 
measures because decisions that are based on the most likely situation are not 
always optimal decisions in terms of expected costs and benefits. For example, it is 
most likely that a plane will land safely, but this would be a bad motive to abolish 
safety measures, even if they cost a lot of money. 
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An option that is widely used for addressing uncertainty in environmental 
decision making is to evaluate it qualitatively and to deal with it by adopting 
conservative assumptions and applying safety factors. An example is the use of 
safety factors during the derivation of safe exposure levels for threshold substan­
ces (see Section 1.4.2). A major drawback of this mode of action is the lack of 
insight into the likelihood of the prediction. Too small safety margins may result 
in unacceptable risks and too large margins in unnecessary stringent regulations 
and high costs. 
The last option for addressing uncertainty is to consider its implications 
explicitly and quantitatively. It enables the explicit weighing of the consequences 
of uncertain events against the costs of policy measures and thereby improves the 
transparency of the decision-making process (Warren-Hicks and Moore, 1998). 
Information on uncertainty can for example be used to determine the optimum 
management strategy for a soil remediation project (Dakins et ai, 1994) or an efflu­
ent discharge (Reckhow, 1994b). But there are more advantages. Quantitative 
information on uncertainty can also be used to determine the value of new infor­
mation and to set research priorities (Dakins, 1999). It can furthermore be used to 
quantify the probability of under- or overestimating the risk resulting from an 
exposure situation. 
1.5.4 Quantification of uncertainty 
Quantification of uncertainty in model predictions involves identification of the 
various sources of uncertainty and revealing the consequences for the model 
output. Distinction can be made between uncertainty stemming from the model 
parameters and from the model structure and equations (Figure 1.5). The former 
type of uncertainty is referred to as operational uncertainty and the latter as 
fundamental uncertainty. Quantification of operational uncertainty is quite 
straightforward if the uncertainty in the model parameters is known. 
Quantification of fundamental uncertainty, however, is less straightforward. The 
most preferable option is validation research (which may include quantification of 
operational uncertainty), but this is not always a feasible option. An alternative is 
to compare the predictions of similar models with differing structures. Another 
alternative is expert judgement. 
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A parameter can be uncertain for several reasons. It is important to distinguish 
between these reasons because it can have implications for the quantification of the 
resulting output uncertainty. Distinction can be made between uncertainty due to (1) 
a lack of knowledge and data, (2) variability, and (3) future developments. 
Uncertainty due to a lack of knowledge and data is sometimes referred to as 
true uncertainty. The amount of true uncertainty can be anything in-between 
complete certainty and ignorance (Faucheux and Froger, 1995). Vercelli (1995) intro-
duced the terms soft and hard uncertainty to indicate two distinctive levels of true 
uncertainty. Soft uncertainty is defined as uncertainty that can be adequately descri-
bed by a unique distribution of additive probabilities, which is considered fully reli-
able. On the contrary, hard uncertainty is defined as uncertainty that involves non-
additive probabilities and/or a plurality of probability distributions, none of which 
is fully reliable. It follows that soft uncertainty can be easily quantified by assigning 
a density or frequency distribution, but hard uncertainty causes more of a problem. 
Several approaches have been suggested to deal with hard uncertainty in parameter 
values (Lind, 1997; Luo and Caselton, 1997; Ng and Deng, 1995). Hard uncertainty 
does not necessarily refer to the value of a parameter. The role or function of a para-
meter in a model can also be uncertain. This is where parameter uncertainty merges 
into model uncertainty: a parameter whose function is unknown is unlikely to be 
included in a model, and the model may therefore produce an uncertain prediction. 
A parameter is uncertain due to variability if it varies over time, space, or 
another dimension, but if it is represented in the model by a single value. An exam-
ple is temperature, which varies during the day but which is often represented by its 
average daily value. The main types of variability in environmental models are 
spatial, temporal and interindividual variability. In most cases, variability can be 
quantified by standard uncertainty analysis techniques like Monte Carlo and Latin 
Hypercube simulation (Morgan and Henrion, 1990; Thompson et ai, 1992). 
However, in some cases, Monte Carlo and Latin Hypercube simulation are inade-
quate. If, for example, a model assumes an environmental compartment to be homo-
geneous (i.e., fully mixed), it is incorrect to represent its spatial variability by assig-
ning a density distribution and performing a Monte Carlo simulation. Each iteration 
of this simulation would assign a value to the entire compartment while it is repre-
sentative for only part of the compartment. An alternative would be to split the 
compartment into smaller compartments and to assign a characteristic value to each 
of these smaller compartments, but this would imply a change of model structure. 
In this example, the uncertainty due to spatial variability is fundamental in nature 
because it stems from the model assumptions. 
Parameter uncertainty due to future developments applies to parameters 
whose value can be influenced by society. An example is the future emission level of 
a pollutant, which is an important parameter in predicting its environmental fate. 
This emission level depends on factors like the development of new emission redu-
cing techniques, social-economic developments and the willingness to take measu-
res. This type of uncertainty is often dealt with by performing a scenario study. The 
parameter is given various values, each representing a possible state of the future. 
The modelling results provide insight into the possible consequences of autonomous 
developments in society and various management options. 
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1.6 Aim and outline of the thesis 
The present thesis concentrates on the derivation and application of EQSs for toxic 
substances. As outlined above, this derivation and application is subject to uncer-
tainty, which is typically addressed by applying default assumptions and safety 
factors. As a consequence, the level of uncertainty involved in deriving and apply-
ing EQSs is unknown and cannot be considered in environmental decision making. 
This impedes the explicit weighing of pollution risks against the costs of pollution 
abatement and remedial actions. Quantitative insight into the level of uncertainty 
might improve the quality of the decision-making process. The aim of this thesis is 
to determine whether it is possible and useful to identify and quantify the uncer-
tainties involved in the derivation and application of EQSs. 
Chapters 2-4 of this thesis deal with uncertainty in the derivation of EQSs. 
Each chapter deals with one of the steps of the derivation process. In Chapter 2, an 
uncertainty analysis is presented for safe exposure levels of genotoxic carcinogens. 
Chapter 3 outlines a model for exposure assessment that is used to check whether 
exposure standards are exceeded if all compartments meet their respective EQSs. 
The operational uncertainty in the model predictions is quantified by means of 
Monte Carlo simulation. Chapter 4 deals with uncertainty in the coexistence of 
EQSs for different compartments. In this case, operational uncertainty is assessed 
by means of Monte Carlo simulation, and fundamental uncertainty by means of 
expert judgement. The uncertainty in the remaining steps of the derivation process 
(i.e., the derivation of safe exposure levels for threshold substances and of stan-
dards to protect ecosystems) are not assessed in this thesis because of a lack of 
time and resources. However, recently, several studies have been published that 
assess these uncertainties and these studies are included in the discussion section 
(Chapter 8). 
Chapters 5-7 of this thesis deal with the application of EQSs to derive emis-
sion limits for discharge permits. Uncertainties are not assessed quantitatively 
because insight into the uncertainty of the applied EQSs is still largely lacking. The 
emphasis is on the comparison of different procedures to apply EQSs in order to 
identify the sources of uncertainty and useful methods for dealing with uncertain-
ty and variability. Chapter 5 outlines a procedure to select a suitable water quality 
model to derive emission limits from EQSs. Chapters 6 and 7 both compare the 
results of applying different water quality models and assumptions when deriving 
emission limits from EQSs. Chapter 6 concentrates on a single discharge situation 
to demonstrate the consequences of various assumptions and environmental 
conditions. Chapter 7 compares the results of various real-life discharge situations 
to illustrate the practical consequences of applying diverging EQSs, models and 
assumptions. 
The results of the various uncertainty assessments are integrated, compared 
and discussed in Chapter 8. This chapter also contains the general conclusions of 
this thesis and recommendations for future research and environmental policy 
making • 
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2 Dealing with uncertainty and variability in dose-
response assessment of carcinogens 
The derivation procedure of carcinogenic potency estimates such as the virtually safe dose 
(VSD) contains several sources of uncertainty and variability. A general framework was 
developed to assess the overall uncertainty and variability in VSD estimates when substance-
specific mechanistic and pharmacokinetic data are lacking. It was applied to dose-response 
data of acrylamide, chlordane and DDT. The differences between the median and 5"' percenti-
le of the integrated overall VSD distributions varied between approximately 5 and 12 orders 
of magnitude, indicating a considerable dispersion (i.e., uncertainty) in the estimated VSD 
values. The most important source of uncertainty turned out to be the dose-response model 
chosen. Other major sources of uncertainty were the experimental dose-response data and 
interspecies differences. Compared to these sources of uncertainty, interindividual variability 
in the human population, which was quantified by varying body weight, had an almost negli-
gible impact on the VSD estimates. Incorporation of more mechanistic and pharmacokinetic 
data in carcinogenic risk assessment as proposed by the United States Environmental 
Protection Agency (US-EPA) should aim primarily at reducing the major sources of uncer-
tainty. The application of complex mechanistic and pharmacokinetic models to quantify the 
consequences of interindividual variability in the human population seems to be of little rele-
vance from a regulatory point of view, if the other sources of uncertainty cannot be reduced. 
2.1 Introduction 
Carcinogenic risk assessment aims at providing society with information that can 
be used to assess, regulate and control chemical carcinogens effectively and effi-
ciently. An important step in carcinogenic risk assessment is dose-response assess-
ment. During this phase, the relation between dose and risk is described quantita-
tively. It results in an estimate of the carcinogenic potency, e.g., the lifetime dose 
corresponding to an extra tumour risk of 50% (TD50; Peto et al., 1984) or 110"*. The 
latter dose is sometimes referred to as the virtually safe dose (VSD; Chen and 
Gaylor, 1992; Crump and Howe, 1985) or as the risk-specific dose (RSD; Krewski 
et al, 1990). Dose-response assessment is usually based on data resulting from 
long-term laboratory animal studies, but, if available, epidemiological data can 
also be used. 
Dose-response assessment of carcinogens is hampered by uncertainty and 
variability, e.g., due to measurement errors, interindividual and interspecies varia-
bility and the unknown shape of the dose-response curve, especially within the 
low-dose region. Regulatory agencies usually deal with uncertainty and variability 
by adopting worst-case settings, resulting in what is believed to be a conservative 
estimate of the carcinogenic potency. A disadvantage of this procedure is that the 
likelihood of the resulting estimate remains obscured. In the process of weighing 
the risks of human exposure to carcinogens against the costs of exposure reducti-
on, information on this likelihood can be useful. It enables explicit weighing of 
risks and costs within the context of uncertainty and variability, and thereby 
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improves the transparency of the decision-making process (Ragas et al, 1999). 
Quantitative insight into the factors contributing to the uncertainty and variability 
can also be used to determine the value of new information and to set research 
priorities (Dakins et al, 1996; Dakins, 1999). It can furthermore be used to quantify 
the probability of under- or overestimating the risk resulting from carcinogen 
exposure. 
Probabilistic methods have been proposed to quantify the uncertainty and 
variability in carcinogenic potency estimates (Boyce, 1998). Most methods concen-
trate on calculating the maximum likelihood curve and its confidence limits resul-
ting from fitting a specific model type to the experimental dose-response data 
(Crump and Howe, 1985; Zeise et al, 1987). A more comprehensive method, which 
includes the quantification of subjective uncertainty resulting from differences in 
experts' opinions, has been proposed by Evans et al (1994a,b). A rather recent 
development is the quantification of uncertainty and variability caused by interin-
dividual and interspecies variability through substance-specific physiologically 
based pharmacokinetic modelling (PBPK models; Bois et al, 1991; Clewell and 
Andersen, 1996; Cox and Ricci, 1992; Cronin et al, 1995; Dankovic and Bailer, 1994; 
Portier and Kaplan, 1989). 
The aim of the present chapter is to determine whether it is possible and 
useful to identify and quantify the various sources of uncertainty and variability 
in carcinogenic potency estimates that are based on laboratory animal data. 
Procedures are outlined to quantify the contribution of the various sources of 
uncertainty and variability to the overall uncertainty and variability in the VSD. 
These procedures are applied to dose-response data of acrylamide, chlordane and 
DDT. The results give an impression of the magnitude of the overall uncertainty 
and variability in the VSDs when substance-specific mechanistic and pharma-
cokinetic data are lacking. Furthermore, the major sources contributing to the 
overall uncertainty and variability are identified. The resulting distributions of the 
VSDs are compared to the point estimates applied by the United States 
Environmental Protection Agency (US-EPA). 
2.2 Sources of uncertainty and variability 
The uncertainty and variability in carcinogenic potency estimates can originate 
from (1) the laboratory animal dose-response data, (2) the dose-response model, (3) 
extrapolation from laboratory animals to humans, and (4) interindividual differen-
ces in the human population. In the following sections, each source of uncertainty 
or variability is discussed separately in order to define a procedure to quantify the 
contribution of this source to the overall uncertainty and variability in the VSD. 
2.2.1 Dose-response data 
It is a well-known fact that the results of laboratory animal carcinogenicity studies 
vary within and among experiments. This variability manifests itself as uncertain-
ty in the ultimate carcinogenic potency estimate. Examples of factors affecting the 
outcome of a carcinogenicity study are (1) measurement errors, (2) environmental 
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conditions (e.g., light, temperature, and relative humidity), (3) food consumption 
patterns and dietary factors (e.g., body weight, palatability, and toxicity), (4) biolo-
gical factors such as infections and diseases, (5) age and survival of the animals, 
(6) genetic variability, (7) the sex, strain, and species of the animals under study, 
(8) experimental procedures (e.g., slide preparation for histopathological examina-
tion), (9) expert interpretation (e.g., by the histopathologist), and (10) random vari-
ation due to chance (Haseman et al., 1989). Quantification of the uncertainty in the 
dose-response data is usually done by assigning a binominal distribution to each 
dose-response value (Crump et ai, 1977). However, a binominal distribution only 
reflects the uncertainty resulting from random variation due to chance. Another 
option is to use data based on a meta-analysis of dose-response data, like those 
presented by Gaylor et al. (1993). However, a disadvantage of using this meta-data 
is that all substance-specific information is lost because variability data on diffe-
rent substances was combined. Furthermore, the trend observed in the high-dose 
region of the TD50 does not necessarily apply to the low-dose region of the VSD. 
In the present paper, uncertainty in dose-response data was dealt with by 
means of a two-tiered approach. Firstly, uncertainty due to random variation was 
quanhfied by assigning binominal distributions to each dose-response value. 
Secondly, the uncertainty due to variability among experiments was quantified by 
combining the results from different laboratory animal experiments. 
2.2.2 The dose-response model 
The choice of an appropriate dose-response model has been the subject of major 
scientific debate over recent decades (see Zeise et al, 1987 for a comprehensive 
review). A distinction can be made between statistically and mechanistically based 
models. Statistic models come down to fitting a curve to the dose-response data, 
without bothering about the biological plausibility of the fitted relationship. 
Examples are the probit, logit and Weibull models used in various carcinogenic 
risk assessments (Cohen et al, 1985; Enwonwu, 1984). Mechanistic models are 
based on a biological explanation of the process of carcinogenesis. Examples are 
the Armitage-Doll model (Armitage and Doll, 1954; 1961) and the MVK-model 
(Moolgavkar and Venzon, 1979; Moolgavkar and Knudson, 1981). Other models, 
like the gamma multihit model, stand midway between statistic and mechanistic 
models. They provide a biological explanation of the carcinogenic process, but it is 
so weak that the dose-response assessment essentially comes down to curve 
fitting. 
Several studies demonstrated that the model type chosen can have a huge 
impact on the VSD (Crump and Howe, 1985; Krewski and Van Ryzin, 1981; 
SCFSC, 1980). It stresses the importance of choosing an appropriate model. The 
linearised multistage model (LMS-model; Crump et ai, 1977) is often applied 
because it is prescribed by regulatory agencies or because it results in conservative 
VSD estimates, but both arguments cut no ice within the context of quantifying 
uncertainty. The model choice should ideally be based on the likelihood of the 
model describing the process of carcinogenesis correctly. Unfortunately, in most 
situations, little is known about the carcinogenic process. The MVK-model is often 
regarded as the most comprehensive and plausible model, but it is difficult to 
DOSE-RESPONSE ASSESSMENT OF CARCINOGENS CHAPTER! 
determine its parameter values empirically and Crump (1994a,b) demonstrated 
that slight parameter deviations can have a huge impact on the calculated tumour 
risks. Others point out that the carcinogenic process is likely to be a linear function 
of dose within the low-dose region, thereby pleading for application of the LMS 
model (Ehrenberg et ai, 1983; Hattis, 1990; SDWC, 1977). Although the theoretical 
arguments for low-dose linearity are sound, it remains to be proven. Even large-
scale animal experiments are inconclusive and thus uncertainty remains (Zeise 
et al., 1987). 
The position taken in the present paper is that there are no conclusive 
arguments to choose one specific model type that provides an adequate descrip-
tion of the carcinogenic process. In the case studies presented below, model uncer-
tainty is dealt with by applying five different model types to each set of dose-
response data, i.e., a two-stage model, a gamma multihit model, a logit model, a 
probit model and a Weibull model. The MVK-model was not included because of 
the large number of parameters involved, which may result in an inadequate fit. 
2.2.3 Extrapolation from laboratory animals to humans 
The VSD derived after fitting a dose-response curve to the experimental data 
applies to laboratory animals. To be applicable to humans, this VSD has to be 
corrected for toxicokinetic and -dynamic differences between laboratory animals 
and humans. Examples are differences in absorption efficiency, metabolic activa-
tion, enzyme activity, and target receptors. However, like in many other areas of 
carcinogenic risk assessment, data on these differences is largely lacking. If availa-
ble, models describing the mode of action of a carcinogen are confined to the toxi-
cokinetic part of the process, and the substance- and species-specific input data 
needed is scarce. It is therefore commonly assumed that interspecies differences 
are related to differences in body size, which is expressed in the following "allo-
metric" relationship: 
BWhb VSDh = VSDla 
BW£ 
in which VSD/f is the human VSD; VSDia is the laboratory animal VSD; BIA//fl is 
the laboratory animal body weight; BW/, is the human body weight; and the b is 
the allometric scaling power. 
For estimating human carcinogenic potency from that observed in animal 
studies, scaling power values of 1.0 (Crump et al, 1989), 0.75 (Travis and White, 
1988) and 0.67 (CDHS, 1985) have been proposed. These correspond to linear rela-
tionships between carcinogenic potency and body weight, metabolic rate and 
body surface area, respectively. The US-EPA (1992a) currently adheres to a scaling 
power of 0.75. 
The uncertainty in the allometric relationship can be quantified by intro-
ducing an uncertainty factor or by quantification of the uncertainty in the allome-
tric scaling power b. The mean value of the uncertainty factor depends on the 
adopted allometric relationship. Gaylor et al. (1993) reported a geometric mean 
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value of 3.7 if the extrapolation is based on body surface area (i.e., body weight to 
a power 0.67) and Crouch (1996) reported a value of 1.2 if it is based on body 
weight. The standard deviation of the uncertainty factor can be derived from data 
presented by Allen et al. (1988) and Gaylor et al. (1993). This is explained in 
Appendix 2.1. Watanabe et al. (1992) estimated several distributions for the scaling 
power b; each based on a different assumption concerning the amount of uncer-
tainty in the experimental data. The distribution with the largest variance was 
approximately normal with a median value of 0.734 and a 97.5"' percentile value of 
1.20. The data of Gaylor et al. (1993), Crouch (1996) and Watanabe et al. (1992) will 
be used in the case studies to define three different scenarios for correcting for 
interspecies differences. 
2.2.4 Interindividual variability in the human population 
The human VSD resulting after interspecies extrapolation is a population average. 
In reality, the carcinogenic potency may vary considerably between individuals 
due to interindividual differences in toxicokinetic and -dynamic parameters. 
Examples are genetic differences in the enzymes responsible for activating or 
detoxifying carcinogens (e.g., cytochrome P450 and glutathione transferase), or 
responsible for DNA repair, and differences in personal factors such as eating and 
drinking habits, medicine use, size, weight, condition, fat content and level of 
physical activity (Harris, 1989). Several models have been developed to quantify 
the consequences of interindividual variability within the human population, e.g., 
for trichloroethylene (Cronin et ai, 1995) and vinyl chloride (Clewell and 
Andersen, 1996). However, these models are of little use for a general assessment 
of interindividual variability because they tend to comprise only the toxicokinetic 
part of the carcinogenic process and they are highly substance-specific. In the 
present paper, a crude method was used to account for interindividual variability 
in the human population, based on the allometric rule of thumb that carcinogeni-
city is related to body size. Human body weight was assumed the only factor 
responsible for interindividual differences in carcinogenic potency and was varied 
according to data reported by the US-EPA (1997b). It should be emphasised that 
this procedure is likely to underestimate the true impact of interindividual variabi-
lity in the human population. 
2.3 Methods 
Table 2.1 lists the data sets used for the assessment of the overall uncertainty and 
variability in the VSDs of acrylamide, chlordane and DDT. Only data sets of two or 
more dose groups in addition to the control group were considered for selection. 
Each of the five dose-response model types considered (two-stage, gamma multi-
hit, logit, probit, and Weibull) was fitted to each data set by means of maximum 
likelihood estimation (Larsen and Marx, 1986). The resulting maximum likelihood 
model was used to recalculate the tumour probability for each of the dose groups. 
If the fitted model represents reality correctly, the recalculated values are the most 
likely tumour probabilities underlying the experimental response data. 131 
DOSE-RESPONSE /ISSESSMEOT OF autcmocENS CHAPTER! 
Table 2.1: Dose-response data for aiiylatnide, chlordam' and DDT (dose m m% ριτ kg body ii'i'iglit, responsi· ami tlw total minibcr 
of animals belwecn braces) 
Substance 
Acrylamide 
Chlordane 
DDT 
Date 
set 
1 
2 
3 
4 
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
7 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
(13/60) 
(7/57) 
(14/204) 
(13/100) 
(303) 
(0/45) 
(17/92) 
(3/78) 
(3/71) 
(16/71) 
(107/360) 
(17/360) 
(2/107) 
(0/131) 
(24/83) 
(0/72) 
(0/38) 
0.01 
0 01 
0 1 0 
100 
0 71 
0 71 
4 30 
4 30 
015 
0 1 5 
1 
(18/60) 
(8/53) 
(21/204) 
(31/100) 
(5/55) 
(0/61) 
(16/48) 
(3/47) 
(3/71) 
(16/71) 
0 26 (182/360) 
0 26 
0 26 
0 26 
5 13 
5 13 
6 25 
(12/360) 
(3/112) 
(0/136) 
(25/60) 
(11/60) 
(2/30) 
Dose Group 
0 10 
0 10 
0 50 
3 0 0 
3 57 
3 57 
BOO 
9 10 
0 75 
0 75 
2 
(14/60) 
(13/57) 
(13/102) 
(53/100) 
(41/52) 
(32/50) 
(43/49) 
(34/49) 
(7/72) 
(22/72) 
1 30 (179/360) 
1 30 
2 60 
2 60 
10 30 
10 30 
12 50 
(32/360) 
(1/106) 
(1/128) 
(41/60) 
(11/55) 
(4/30) 
0.50 
0 50 
2 00 
7 14 
7 14 
1 88 
1 BS 
3 
(21/60) 
(14/53) 
(30/75) 
(32/39) 
(26/37) 
(9/72) 
(37/72) 
6 50 (199/360) 
6 50 
32 50 
32 50 
(49/360) 
(15/106) 
(71/121) 
(7/38) 
2.0 
2 0 
4 
(46/60) 
(22/54) 
32 5 (308/360) 
32 5 (237/360) 
LA 
FR 
MR 
MR 
FR 
MM 
FM 
MM 
FM 
MM 
MM 
MM 
FM 
MM 
FM 
MM 
FM 
FR 
Source* 
1,2 
1,2 
3 
3 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
- 1 = US-EPA. 19883, 2 • ICAIR Life Systems. 
Animal FR = Female Rat MR = Male Rat. FM 
19Θ7. 3 * Friedman el 
* Female Mouse, MM 
al, 1995. 4 - McGaughy etal 1997, S • CAG. 1985, LA - Laboratory 
Male Mouse 
The recalculated values were used to define a binominal distribution 
reflecting the uncertainty due to random variation in each dose-response value. 
For each data set, a random value was sampled from each binominal distribution 
(representing a dose group) and the dose-response model fitted initially was fitted 
again to these sampled values. The resulting maximum likelihood model was used 
to calculate the VSD. The VSD was corrected for interspecies differences according 
to one of the three following scenarios: 
1. extrapolation based on body surface area (i.e., body weight to a power 0.67) in 
combination with a lognormal uncertainty factor with a geometric mean value of 
3.7 (Gaylor et al, 1993) and a standard deviation (base e) of 1.76 (Appendix 2.1); 
2. extrapolation based on body weight in combination with a lognormal uncer­
tainty factor with a geometric mean value of 1.2 (Crouch, 1996) and a standard 
deviation (base e) of 1.76 (Appendix 2.1); 
3 extrapolation based on body weight in combination with a normally distributed 
scaling power b with a median value of 0.734 and a 97.5", percentile value of 
1.20 (Watanabe et al, 1992). 
These three scenarios will be referred to as the Gaylor, Crouch and Watanabe 
scenarios, respectively. 
The goodness of fit of the model to the original experimental data was 
determined according to Anderson (1983). The procedure of sampling and fitting 
was repeated 5,000 times by means of stratified Monte Carlo sampling (Latin 
Hypercube), resulting in a distribution of 5,000 VSD values and a distribution of 
5,000 goodness of fit values for each combination of model type and data set. This 
technique of fitting a curve to the original data, recalculation of the underlying 
probability values, Monte Carlo sampling and refitting is commonly referred to as 
parametric bootstrap (Bailer and Smith, 1994; Efron, 1982). 
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Different simulated data sets were combined by means of weighed samp­
ling. For each model type, an integrated distribution of 10,000 VSD values was 
generated from the simulated VSD distributions of the different data sets. Each 
data set was given a weight (representing the probability of drawing a value from 
this data set) according to the ratio between its average goodness of fit value and 
the summed goodness of fit values of all data sets. It is thereby assumed implicitly 
that a data set is more likely to represent reality if the model fits the data well. 
To obtain an impression of the overall uncertainty in the VSDs (including 
model uncertainty), an integrated distribution of 10,000 VSD values was generated 
by means of weighed sampling from the simulated VSD distributions of each 
model type. For this integration, the same procedure was followed as for integra­
ting the data sets. 
The parametric bootstrap technique differs from the conventional method 
of determining confidence limits on maximum likelihood estimates as originally 
proposed by Crump et al. (1977). This method is commonly referred to as the like­
lihood ratio technique. To compare the results of both methods, the maximum 
likelihood estimates (MLEs) and the one-sided 95% lower confidence limits (LCLs) 
of the VSDs resulting after fitting a two-stage model to the data sets were determ­
ined with MSTAGE 2.01 (Crouch, 1992). 
To compare the results of the uncertainty analysis with current standards, 
VSD values for acrylamide, chlordane and DDT were derived from the oral slope 
factors (OSFs) reported by the US-EPA (1999) as follows: 
Ι η ( 1 - 1 · 1 0 - β ) 
VSD = -
OSF 
VSD values were also estimated according to the newly proposed guidelines for 
carcinogenic risk assessment of the US-EPA (1997a). However, the conventional 
techniques of estimating low-dose risk tend to overestimate the tumour probabili­
ty in the high-dose region due to negligence of the higher order model coefficients. 
Therefore, the parametric bootstrap technique (which includes the higher order 
model coefficients in the VSD calculation) was used to estimate the one-sided 95% 
lower confidence limit of the dose associated with a 10% increase in tumour 
response (LED1o). The L E D ^ was determined after fitting a two-stage dose-
response model. The corresponding VSD value was derived by means of linear 
extrapolation to the origin. 
All calculations were performed in Microsoft Excel 97" (Microsoft, 
Redmond, WA, USA). The Excel Plug-In Crystal Ball 4.0° was used for Monte 
Carlo sampling (Decisioneering, Denver, CO, USA). The Excel Add-In Solver 1.0r 
was used for maximum likelihood estimation (Frontline Systems, Incline Village, 
NV, USA). Details on the models fitted and the constraints applied are given in 
Appendix 2.2. 
Isa 
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2.4 Results 
2.4.1 Parametric bootstrap and likelihood ratio techniques 
Table 2.2 compares the results of the parametric bootstrap technique after fitting a 
two-stage model to the dose-response data, with those produced by the likelihood 
ratio technique (MSTAGE 2.01). The median VSD values produced after parame­
tric bootstrapping are compared with the MLEs of MSTAGE 2.01, and the S"1 per­
centile VSD values (parametric bootstrap) with the LCLs on the VSD (MSTAGE 
2.01). The results of both techniques are generally in close agreement, but signifi­
cant differences do occur, e.g., for acrylamide data set 2, for chlordane data sets 3, 
4, and 5, and for DDT data set 4. The main reason for these differences is the consi­
deration of the second order model coefficient (q2) in the calculation of the VSD 
after parametric bootstrap, whereas the conventional procedure only considers the 
first order coefficient (q1). This also explains the infinite maximum likelihood VSD 
estimates after applying MSTAGE to the chlordane data sets 3 and 4 and the DDT 
data sets 3 and 5. In these cases, q1 equals zero, resulting in an infinite VSD for the 
MSTAGE calculations, whereas q2 is positive, resulting in a finite VSD for the 
parametric bootstrap calculations. Other causes of differences between both calcu­
lation techniques, especially regarding the 5,h percentile and LCL VSD values, are 
the approximation of the uncertainty in the VSD as a chi-square distribution and 
the worst-case approach adopted to estimate the LCL on the VSD; both elements 
of the likelihood ratio technique (Crump and Howe, 1985). Differences between 
the (parametric) bootstrap and the likelihood ratio technique were also reported 
by Crump et al. (1977), Bailer and Smith (1994), and Kodell et al. (1995). However, 
none of these studies provides an unambiguous explanation for the differences 
between both techniques. 
Table 2.2: The mediali nnil 5 penenlile fip) VbD vnluc- of the parametric boohtrap (PB) technique compared to the inammini 
likelihood estimate- (MLEs) and lower onesided 95% ionfidemc limits (LCI) of MSTAGE 2 (Π after fitting a hoo sfnjfp model 
Substance 
Acrylamide 
Data set 
1 
2 
3 
4 
Median 
(PB) 
4 26E-06 
5 77E-06 
7 22E-06 
3 6βΕ-06 
MLE 
(MSTAGE) 
4 01E-06 
4 12E-06 
6 97E-06 
3 20E-06 
Ratio 
Median/MLE 
1 1 
1 4 
1 0 
1 2 
5p 
(PB) 
1 15E-06 
2 7βΕ-06 
3 21E-06 
2 55E-06 
LCL 
(MSTAGE) 
1 04E-06 
2 59E-06 
2 87E-06 
2 46E-06 
Ratio 
5p/LCL 
1 1 
1 1 
1 1 
1 0 
Chlordane 
DDT 
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
7 
1 6βΕ-06 
4 36E-06 
2 33E-03 
3 44E-03 
1 26E-05 
5 69E-06 
1 03E-05 
3 06E-05 
3 OOE-02 
1 18E-03 
3 74E-03 
1 85E-05 
1 09E-04 
1 57E-06 
4 23E-06 
« 
Q O 
7 65E-06 
5 24E-06 
9 S6E-06 
3 04E-05 
« 
7 26E-04 
_ 
1 48E-05 
β 22E-05 
1 1 
1 0 
ΝΑ 
ΝΑ 
1 7 
1 1 
1 1 
1 0 
ΝΑ 
1 6 
ΝΑ 
12 
1 3 
1 25Ε-06 
2 36Ε-06 
3 09Ε-06 
6 53Ε-06 
4 28Ε-06 
1 37Ε-06 
8 49Ε-06 
1 95Ε-05 
7 77Ε-05 
6 61Ε-05 
5 77Ε-06 
1 13Ε-05 
5 β6Ε-05 
1 20Ε-06 
1 91Ε-06 
β 92Ε-06 
2 33Ε-05 
4 07Ε-06 
1 23Ε-06 
8 27Ε-06 
1 91Ε-05 
7 44Ε-05 
4 97Ε-05 
5 04Ε-06 
1 06Ε-05 
5 38Ε-05 
1 0 
1 2 
0 3 
0 3 
1 1 
1 1 
1 0 
1 0 
1 0 
1 3 
1 1 
1 1 
1 1 
CHAPTER 2 DOSE-RESPONSE ASSESSMENT OF CARONOCENS 
Log VSD 
0.0-, 
-5.0-
-10.0 -
-15.0 • 
-20.0 • 
τ Τ Τ , 
(a) Acrylamide 
, * , m . ι τ τ 
L 1 1 
• • 
• Gaylor 
• Crouch 
- Watanabe 
OSF 
LED10 
1 I 
T W 0
" Gamma Logit Probit Weibull Overall Stage 
Log VSD 
0.0 -ι 
-5.0· 
-10.0· 
Τ τ Τ 
•L ι 
(b) Chlordane 
• 
• 
• • 
. ι 
' 
χ
 1 J 
τ • 
• 
[ 
l w o
" Gamma Logit Probit Weibull Overall 
Stage 
Log VSD 
0.0 -, 
-5 0 · 
-10.0-
-15.0 -
-20.0 -
-25.0 -
-30.0 -
-35.0 -
τ . τ Τ- • • -
Two-
Stage 
(c) DDT 
r. . » . τ . . . ' 
ι ι 
L 
ι • 
. 
Γ Π τ τ τ ι 
. . . 
L 
3amma Logit Probit Weibull Overall 
Figure 2.1: Median (data points) and S""percentile (error bars) VSD values (in mg per kg body weight per day) for (a) acrylamide, 
(b) chlordane and (c) DDT, after fitting five different types of dose-response models (two-stage, gamma, logit, probit and Weibull), 
and after integration of the results from these five models (overall). Each scenario for interspecies correction (Gaylor, Crouch and 
Watanabe) is presented separately. Vie VSDs derived from US-EPA's oral slope factor (OSF) and from the LEDjo are indicated by 
means of a continuous and a dotted line, respectively. 
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2.4.2 Dose-response models 
Figure 2.1 shows the median and 5"' percentile VSD values calculated for acrylami-
de, chlordane and DDT after applying the five different dose-response models and 
after integration of the results of the five models. Each of the three scenarios to 
correct for interspecies differences (Gaylor, Crouch, and Watanabe) is presented 
separately. The VSDs derived from US-EPA's oral slope factor and from the LED^ 
are indicated by means of a continuous and a dotted line, respectively. The results 
clearly indicate that the dose-response model chosen has a significant impact on 
the median VSD value, but even more so on the 5"' percentile percentile VSD 
value. Especially the gamma and logit models produce extremely low 5'h percentile 
percentile VSD values, which may be as much as 5 to 25 orders of magnitude 
smaller than the VSD values currently applied by the US-EPA. These extreme VSD 
values indicate supra-linearity of the fitted gamma and logit models. The two-
stage and Weibull models tend to produce comparable results (with the exception 
of the median VSD values for chlordane), while the probit model tends to produce 
the least stringent results. 
There were only minor differences in the average goodness of fit between 
the various model types (results not presented). The two-stage model tended to fit 
the data best with weights of 0.28, 0.20 and 0.30 for acrylamide, chlordane, and 
DDT, respectively. The Weibull model fitted the data worst with weights of 0.16, 
0.19, and 0.14, respectively. The other models had weights varying between 0.18 
and 0.20. All model types therefore contribute to the integrated overall results. 
Figure 2.1 shows that the median overall VSD holds the middle of the results 
produced by the five models, but the 5,K percentile percentile VSD is almost entire-
ly determined by the extreme results of the gamma and logit models. 
2.4.3 Data sets 
Figure 2.2 shows the median and 5lh percentile percentile VSD values for each 
model type, but now the results of each dose-response data set (Table 2.1) are 
presented separately and before correcting for interspecies and interindividual 
differences. The average weights of the data sets are indicated in the legend of 
Figure 2.2. These show that there were considerable differences in the average 
goodness of fit between the various data sets. Data sets 1 and 2 of chlordane and 
of DDT turn out to have an almost negligible impact on the integrated results. 
Apart from the dose-response model chosen, the data set chosen also has a 
considerable impact on the VSD value, and especially on the 5'h percentile VSD. 
This 5'h percentile turns out to be determined by a limited number of data sets. For 
acrylamide, this is data set 2; for chlordane, data sets 5 and 6; and for DDT, data 
sets 6 and 7. The data sets have in common that the increase in response over the 
experimental dose range is limited (Table 2.1). The extreme VSD values are proba-
bly caused by the occasional extremely high response value drawn from the bino-
minal distribution representing the first dose group. This extreme response value 
will result in the fitting of a supra-linear gamma or logit model, while the other 
model types fitted will be linear or sub-linear because they are less flexible. The 
extreme results thus reflect the greater flexibility of the gamma and logit models 
when compared to the other model types. 
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Figure 2.2. Median (data points) and 5" percentile (error bars) VSD values (in mg per kg body weight per day) after fitting five 
different types of dose-response models (two-stage, gamma, logit, probit and Weibull) to various data sets of (a) acrylamide, (b) 
chlordane, and (c) DDT The results of each data set (DS) are presented separately The VSD values after combining the results of 
different data sets and dose response models are also given (overall) All results are before correcting for interspecies differences 
and mtenndividual variability in the human population The VSDs derived from US-EPA's oral slope factor (OSF) and from the 
LEDJO are indicated by means of a continuous and a dotted Ime, respectively 
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2.4.4 Underestimating the VSD 
Although the results in Figures 2.1 and 2.2 indicate that the VSDs derived accor-
ding to the old and new US-EPA regulations tend to be conservative there are 
some notable exceptions. To illustrate this point in some more detail. Table 2.3 lists 
the probability of the current standard underestimating the VSD derived after 
fitting different model types and interspecies correction according to the Gaylor 
scenario. This probability varies between 0.001 for fitting the probit model to the 
acrylamide data sets, and 0.505 for fitting the gamma model to the acrylamide 
data sets. After integrating the results of different model types, the probability 
varies between 0.160 (chlordane) and 0.228 (acrylamide). It can therefore be 
concluded that although the current procedures are conservative, there still is a 
considerable probability of underestimating the true risk. 
Table 2.3. Probtìbilily lìmi tlie mrrvnl VSD iwlucs ofacri/lawule, chlorrinne nnd DDT (ilcnvcd fnmi US-EPA'^ oral ^ lopc factors) 
underestumie the VSD values after fitting ßve different fi/pcs of do^e-re^ponse modek (tioo-^tage, gamma, logtl, probit and 
Weibull), and after integration of the rrsii/N (overall) 
Acrylamide 
Chlordane 
DDT 
Two-Stage 
0.070 
0 460 
0116 
Gamma 
0.505 
0 174 
0 402 
Logit 
0412 
0 164 
0 265 
Probit 
0 001 
0.010 
0.010 
Weibull 
0 047 
0 144 
0 049 
Overall 
0.226 
0.160 
0 175 
2.4.5 Uncertainty importance 
In the present case studies, four different sources of uncertainty and variability 
were considered: (1) uncertainty in the dose-response data; (2) uncertainty in the 
model type; (3) uncertainty due to interspecies differences; and (4) interindividual 
variability within the human population. The impact of these sources on the over-
all uncertainty in the VSD varies considerably. Interindividual variability within 
the human population, which was quantified by varying human body weight, had 
an almost negligible impact on the variance in the VSD when compared to the 
other sources of uncertainty (results not presented). An impression of the impact 
of the uncertainty due to interspecies differences can be obtained by comparing 
the width of the error bars in Figure 2.2 (before interspecies correction) with those 
of Figure 2.1 (after interspecies correction). The impact is considerable for the two-
stage, probit, and Weibull models, but limited for the gamma and logit models, as 
well as for the integrated overall results. The impact of the uncertainty in the 
model type is eminent from Figure 2.1. The impact of uncertainty in the dose-
response data is limited for the two-stage model, somewhat larger for the probit 
and Weibull models, and huge for the gamma and logit models (Figure 2.2). 
2.5 Discussion 
A general framework was outlined to assess the overall uncertainty and variability 
in the VSD in the absence of mechanistic and pharmacokinetic data. It was applied 
to dose-response data of acrylamide, chlordane and DDT. It is eminent that 
mechanistic and pharmacokinetic data can significantly affect and improve a dose-
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response assessment. It is therefore advised to apply the current VSD estimates of 
the case studies only after consideration of the available mechanistic and pharma-
cokinetic data for acrylamide, chlordane and DDT. Nonetheless, the results provi-
de some interesting insights into the extent and the origin of the uncertainty and 
variability in VSD estimates. 
Krewski and Van Ryzin (1981), Crump and Howe (1985), and the Scientific 
Committee of the Food Safety Council (SCFSC, 1980) also compared VSD estima-
tes after fitting different dose-response models. They found that multistage models 
generally produce conservative VSD estimates, although few exceptions (i.e., for 
vinyl chloride and HCB) were reported. These findings are often referred to by 
regulatory agencies to underscore the conservatism of the current carcinogenic 
risk assessment procedures. The results of the two-stage model presented in 
Figure 2.1 confirm this conservatism as far as the median VSD is concerned, 
although there are some minor exceptions (i.e., the results of the gamma and the 
logit models for acrylamide and of the gamma model for DTT). However, the two-
stage model clearly does not produce conservative estimates of the 5'h percentile 
VSD; the estimates of the gamma and logit models are much lower. The general 
belief that multistage models produce conservative VSD estimates is therefore not 
applicable to the lower confidence limit on the VSD. 
The differences between the median and 5'h percentile of the integrated 
overall VSD distributions varied between approximately 5 and 12 orders of 
magnitude, indicating a considerable dispersion (i.e., uncertainty) in the estimated 
VSD values. The most important source of uncertainty turned out to be the dose-
response model chosen. Other major sources of uncertainty were the uncertainty 
in the experimental dose-response data and the uncertainty due to interspecies 
differences. Compared to these three major sources of uncertainty, interindividual 
variability in the human population had an almost negligible impact on the VSD 
estimates. This can be explained by the crude method used to assess the impact of 
interindividual variability. However, results of pharmacokinetic modelling studies 
demonstrate that the range between the median and 5"' percentile VSD due to in-
terindividual variability rarely exceeds 1 order of magnitude, which is still small 
when compared to the uncertainties encountered in this study (Cronin et ai, 1995; 
Clewell and Andersen, 1996). It therefore seems défendable to conclude that in-
terindividual variability is not a major source of uncertainty. 
Identification of the dose-response model as the major source of uncertain-
ty implies that an uncertainty analysis that does not consider model uncertainty 
(e.g.. Crouch, 1996) ignores a substantial part of the overall uncertainty and is 
therefore of little practical value for uncertainty assessment. It furthermore implies 
that the overall uncertainty can most efficiently be minimised by reducing the 
uncertainty concerning the shape of the dose-response curve, especially in the 
low-dose region. For example, exclusion of supra-linear models from the set of 
plausible dose-response models would greatly reduce the dispersion in the lower 
part of the 95% confidence range of the estimated VSD values. 
If model uncertainty cannot be reduced, it is questionable whether there is 
any point at all in uncertainty assessment of carcinogenic potency estimates becau-
se it is very difficult to quantify the model uncertainty objectively in an output 139 
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distribution. The scenario approach followed in the case studies is to some extent 
subjective because the five dose-response models fitted to the data were selected 
quite arbitrarily from a range of plausible models. Selection of other dose-response 
models would have resulted in different VSD distributions. If the shape of the 
dose-response curve in the low-dose region cannot be established, it therefore 
seems défendable to label the uncertainty in VSD estimates as hard uncertainty. 
Hard uncertainty refers to parameters or events whose probability distribution 
does not exist or is not fully definable for lack of reliable classification criteria. 
Hard uncertainty can be conceived as the transition area between a state of igno-
rance, in which all knowledge is lacking, and a state of soft uncertainty, in which 
uncertainty can be described adequately by a unique distribution of additive 
probabilities which is considered fully reliable (Vercelli, 1995). 
The new draft guidelines proposed by the US-EPA (1997a) provide for a 
more prominent role for mechanistic and pharmacokinetic data in carcinogenic 
risk assessment. The results of the case studies presented in this paper imply that 
mechanistic and pharmacokinetic data should be used primarily to establish the 
shape of the dose-response curve in the low-dose region. After this shape has been 
established, the data could furthermore be used to reduce the uncertainty in expe-
rimental dose-response data and in the correction for interspecies differences. 
From a regulatory point of view, there seems little point in the application of 
complex mechanistic and pharmacokinetic models to quantify the consequences of 
interindividual variability in the human population, if model uncertainty cannot 
be reduced. It would be comparable to arguing about digits behind the decimal 
point, while those in front of the point are still uncertain. 
2.6 Conclusions 
1. The range between the median and the 5'h percentile VSD of acrylamide, chlor-
dane, and DDT varies between approximately 5 and 12 orders of magnitude, 
indicating a considerable uncertainty in the assessment procedure. 
2 The main source of uncertainty in dose-response assessment of carcinogens is 
the dose-response model chosen. 
3. The variability in VSD values due to interindividual differences in the human 
population tends to be much smaller than the uncertainty due to lack of 
knowledge. 
4. Multistage models are often considered to produce conservative VSD estimates. 
This has been confirmed as far as the median VSD is concerned, but the 
two-stage model applied in this study clearly does not produce conservative 
estimates for the 5"' percentile VSD. 
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Appendix 2.1: 
The standard deviation of the uncertainty factors accounting for interspecies differences 
Allen el al (1988) compared human and laboratory animal TD25 values (daily dose that causes 25% 
extra cancer deaths) for 20 substances. The logarithms of the ratios of the TT^ ' s of humans/animals 
were approximately normally distributed for these 20 substances, with a standard deviation (base e) of 
2 35 This uncertainty estimate does not only include interspecies uncertainty, but also the uncertainty 
in the laboratory and animal data. If the various types of uncertainty are assumed to be completely 
independent and lognormally distributed, the following relationship applies (all uncertainties expres-
sed as variances): 
" o v e r a l l ~ v i n t e r s p e c i e s v animal da ta 'human da ta 
Gaylor et al (1993) found that the uncertainty in laboratory animal TD50's can be approximated with a 
lognormal distribution with a standard deviation (base e) of 1.19. Data on the uncertainty in human 
data are lacking. Although this uncertainty is likely to exceed the uncertainty in animal data, it is assu-
med here to follow a lognormal distribution with a standard deviation (base e) of 1.0. The net uncer-
tainty in interspecies extrapolation can then be obtained as follows· 
' i n t e r s p e c i e s ' ' o v e r a l l " ' a n i m a l data " "human data 
v
 i n t e r s p e c i e s = ( 2 . 3 5 ) - ( 1 . 1 9 ) - ( 1 . 0 ) = 3 . 1 1 
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Appendix 2.2: 
Mathematical formulation of the dose-response models 
All models were based on the assumption of independent background tumours (Abbott, 1925) 
resulting in the following general dose-response formulation 
P ( d ) = P 0 + ( l - P 0 ) · F ( d ) 
where P(ci) represents the overall probability of a tumour, P0 presents the background tumour risk, 
and F(d) the probability of a tumour solely due to the externally applied dose d 
Two-Stage Model 
p ( d ) = p 0 + ( i - P 0 ) . ( i - e - < I l - d - < I 2 - d ) = i - e - V q i - d - q 2 - d 
Constraints Po ι/ ο, η ι, η 2 2 0 
Gamma multihit model 
X.d 
p ( d ) = P 0 + ( i - P 0 ) . J ν •^- d U 
rtk) 
Constraints Ρο,λ, ίτ^Ο 
Logit model 
P ( d ) + ( 1 - P 0 ) 
1 + Θ 
a + b . 1 0 l o g ( d ) 
Constraints Po >0andb<u 
Probit model 
Ρ ( d ) = P 0 + ( 1 - P 0 ) · φ ( a + b · 1 0 l o g ( d ) ) Constraints Po 2 0 and bèi 
Weibull model 
P ( d ) = P 0 + ( 1 - P 0 ) · e - a - d = l-e-^o-a'ä Constraints Ρ0,η0 > 0, a > 0 and k > 1 
(the latter constraint implies that the Weibull model is limited to its lineair and concave forms) • 
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CHAPTER 3 COHERENCE or EQOs AND ADls 
3 Evaluating the coherence between environmental quality 
objectives and the acceptable or tolerable daily intake 
Environmental quality objectives (EQOs) for surface water, soil, air, drinking water, and food 
products are often derived independently. This may result in incoherent EQOs. A set of 
EQOs is called incoherent if simultaneous exposure to all media, which are polluted up to 
their EQO, results in the acceptable or tolerable daily intake (ADI or TOI) being exceeded. 
This paper outlines an integrated human exposure and uptake model (NORMTOX) which 
was developed to test the coherence of EQOs. NORMTOX predicts lifetime-averaged daily 
uptake levels of contaminants, and compares these with acceptable or tolerable daily uptake 
levels. The model deals with variability and uncertainty in input data by using the Monte 
Carlo simulation technique. The model was applied to test the coherence of Dutch EQOs for 
benzene, lead, and lindane. Tlie EQOs of these substances turned out to be coherent with a 
probability of 100, 23, and 0%, respectively. The variance in the coherence indicators results 
from interpersonal variability in exposure, consumption, and uptake patterns and from uncer-
tainty in input data due to a lack of knowledge. To prevent incoherent EQOs in the future, 
introduction of a procedure for coherence testing and EQO adjustment is suggested. 
3.1 Introduction 
Environmental standards should protect human health against possible adverse 
impacts of toxic substances. A distinction can be made between standards defining 
a certain level of environmental quality (EQOs), and standards defining a certain 
level of exposure (exposure standards). EQOs are maximum acceptable contami-
nant concentration levels that can be specified for various media, e.g., surface 
water, soil, air, drinking water, and food products. Exposure standards indicate a 
maximum allowable intake or uptake level, like an acceptable or tolerable daily 
intake (ADI or TDI). Ideally, substance-specific EQOs that apply to different envi-
ronmental media should be coherent. A set of EQOs is called coherent if simulta-
neous exposure to all media, which are polluted up to their EQO, does not result 
in exposure standards being exceeded. 
In practice, EQOs for different environmental media are often derived 
independently. The concentration limits are based on the assumption of exposure 
to only one medium. Hence, the coherence of EQOs is not guaranteed. This does 
not imply automatically that EQOs are incoherent, since other considerations in 
the derivation procedure such as ecosystem health protection, intercompartimen-
tal exchange of substances (Van de Meent and De Bruijn, 1995), and economic 
factors, may result in a lower concentration limit than strictly necessary for human 
health protection. Furthermore, the derivation of EQOs is often based on conserva-
tive assumptions concerning exposure and uptake of contaminants, and in some 
cases the EQO is set at a level at which the expected intake is only a fraction of the 
ADI (Van Dijk-Looijaard, 1993a). 
To evaluate the coherence of independently derived EQOs, a reliable 
prediction of the lifetime-averaged daily uptake level is needed. Several integrated 14? 
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exposure and uptake models, such as CSOIL (Van der Berg, 1995), CLEA 
(Ferguson and Denner, 1995) and CalTOX (McKone, 1994), have been developed 
in recent years to predict average daily uptake levels. However, these models 
focus on risk assessment of hazardous waste sites and are less suitable for evalua­
ting the coherence of EQOs. 
This chapter outlines an integrated human exposure and uptake model 
(NORMTOX) that was developed to test the coherence of independently derived 
EQOs. NORMTOX predicts the lifetime-averaged daily uptake of a contaminant 
and compares it with the acceptable daily uptake. The model accounts for inter­
personal variability in exposure, consumption and uptake patterns, and for uncer­
tainty in input data by using the Monte Carlo simulation technique. For this 
reason, most of the input variables are defined as probability distributions, resul­
ting in an output probability distribution. Compared to the use of single input 
values, a more complete picture of the lifetime-averaged uptake, including its vari­
ance, is obtained. NORMTOX was applied to test the coherence of Dutch EQOs for 
three toxic substances: benzene, lead, and lindane. 
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EOO., 
EQCL 
->• soil particles , 
EQOd w-
EQO,, 
L drinkina water *. 
->• surface water (swimming) 
ning pool water 
i i g 
meat 
fish 
milk 
cheese 
milk products 
eggs 
potatoes 
vegetables 
legumes 
fruit 
grain products 
oral intake - - ^ oral uptake. 
•>• food products ' 
total uptake 
Ε Ο Ο , , Γ 
EQO.O,, 
EOO..,, 
EQOd w 
EQO.lr 
•> air inhalatory intake^· Inhalatory uptake 
- > soil particles \ 
->· surface water (swimming) \ 
swimming pool water O N | J 
bathing water , » dermal intake-
showering water ' 
• dermal uptake 
- • air y 
Figure 3 I Siìwmntit repre^entahtm of the exposure and uptnki pathways model hui ni NORMTOX (EQO = environmental 
quality objatm ihv = dnnking water fp = food product*) 
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Table 3.7; LiUrtitun' soi/rti's am^ultcd for lie^cnbing the different exposure and uptake pathways 
Uptake pathway Literature source 
Oral uptake from' 
soil particles Unders(1990) 
surface water (swimming) Linders (1990) 
swimming pool water Linders (1990) 
drinking water Jager and Visser (1994) 
food products McKone and Ryan (19Θ9), Jager and Visser (1994) 
Inhalatory uptake Linders (1990), Van Veen (1995) 
Dermal uptake from· 
soil particles US-EPA (1992b) 
air Leung and Pauslenbach (1994), US-EPA (1992b) 
surface water (swimming) Guy and Potts (1992,1993), US-EPA (1992b), Wilschut era'., 1995 
swimming pool water Guy and Potts (1992,1993), US-EPA (1992b), Wilschut eia/ , 1995 
showenng water Guy and Potts (1992,1993), US-EPA (1992b), Wilschut etat, 1995 
bathing water Guy and Potts (1992,1993), Van der Berg (1995), US-EPA (1992b), Wilschut ef 
al. (1995) 
3.2 Materials and methods 
3.2.1 Model development 
Figure 3.1 depicts a schematic representation of the model structure. A distinction 
was made between oral, inhalatory and dermal uptake, each of which is elabora­
ted in detail below. Table 3.1 refers to the literature sources from which the model 
equations originate. 
Oral uptake 
A distinction was made between oral contaminant uptake from soil particles, sur­
face water, swimming pool water, drinking water, and food products. Based on the 
availability of data concerning the consumption of food products (Kistemaker et. al, 
1993), the latter category was subdivided into uptake from meat, fish, milk, cheese, 
other milk products, eggs, potatoes, vegetables, legumes, fruit, and grain products. 
Oral uptake was calculated by adding the uptake levels from all individual media: 
_ ^χ' Ιχ'&ο' -Tic 
U0 = Σ 
BW 
where H, is the daily oral contaminant uptake ^g-kg ' body wtday '); C
x
 is the 
contaminant concentration in medium χ ^g-kg"1); l
x
 is the daily intake of medium 
χ (kg-day1); /% is the contaminant absorption fraction in the gastrointestinal tract 
(dimensionless); T
x
 is the time correction factor for non-continuous or non-daily 
averaged exposure (e.g., swimming; dimensionless); and BW is body weight (kg). 
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Inhalatory uptake 
Uptake through inhalation was calculated with the equation: 
u< = 
<VXa-A
a 
BW 
where (J, is the daily inhalatory contaminant uptake ^g-kg'body wt-day1); Q is 
the contaminant concentration in air ^g-m y, I
a
 is the daily inhalation volume 
(mMay '); A
a
 is the contaminant absorption fraction from the air in the lungs 
(dimensionless); and BWis body weight (kg). 
Dermal uptake 
Total dermal uptake (Uj) was calculated by adding uptake from soil particles 
(U
s
,,) and uptake from surface water, swimming pool water, bathing water, 
showering water, and air (Udwn)-
ud = uBp + udwa 
Dermal uptake from soil particles was calculated with the absorption fraction 
model: 
CBP 'Sp'Sa' £ap ' ABP 
U
sps 
BW 
where ΙΛ,ρ is the daily dermal contaminant uptake from soil particles ^g-kg"1 body 
wt-day '); CSp is the contaminant concentration in soil particles ^g-g '); Sp is the 
amount of soil particles attached to the skin (gm 2 ); S„ is the surface area of the 
body (m2);fSp is the fraction of the body surface area in contact with soil particles 
(dimensionless); A^p is the daily dermal absorption fraction of the contaminant 
from soil particles (day1); and BWis body weight (kg). 
A diffusion model was used to calculate dermal uptake from other media: 
v
 «VS.-£*„·.»,«• Τ
χ
· (1-Ef) 
BW 
where Ud
wa
 is the daily dermal contaminant uptake from surface water, swimming 
pool water, bathing water, showering water, and air ^g-kg ' body wt-day '); C
r
 is 
the contaminant concentration in medium χ ^g-m 1 ); T
n
 is the surface area of the 
body (m2); F ^ is the fraction of the body surface area in contact with medium χ 
(dimensionless); A
wa
 is the dermal contaminant absorption rate (mday '); 7\ is the 
time correction factor for non-continuous or non-daily averaged exposure (e.g., 
swimming and showering; dimensionless); Ef is the evaporation fraction (conside­
red only for showering; dimensionless); and BWis body weight (kg). 
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Time correction factor 
The time correction factor for non-continuous or non-daily averaged exposure 
(T
x
)
r
 used in describing oral and dermal uptake, was calculated using the follo­
wing equation: 
Γ = 
D yr 
where D
cc
i_
x
 is the number of days per year that someone is in contact with medi­
um x; Dy? is the number of days in a year (365); and E
x
 is the number of times per 
day that someone is in contact with medium χ (assuming it is a "contact day"). 
3.2.2 Input data 
The input data used are listed in Appendix 3.1; most of them were derived from 
the literature. If the literature did not provide a definite answer on the type of 
distribution to be used, a normal, lognormal, uniform, triangular or custom distri­
bution was chosen, depending on the available data. 
Combining distributions 
For some input variables the probability distribution had to be established by 
combining data. The original food consumption data, for example, were specified 
separately for males and females (Kistemaker et al, 1993). NORMTOX, however, 
does not distinguish between males and females, so male and female data were 
combined. The combined average of two or more distributions (G
com
(,
meii) was 
calculated using the following equation: 
x=n 
Σ N
x
-G
x 
x=l 
^combined — x=ji 
Σ N
x 
x=l 
in which G
x
 is the mean of distribution x; N
x
 is the sample size of distribution x; 
χ is the distribution identification number; and η is the number of distributions 
to be combined. 
The squared standard deviation of the combined distribution (SD2^,^,,,,,^) 
was calculated by means of the following equation (Appendix 3.2): 
Σ [(N
x
-1)• SDg + N
x
. GZ-2.NX.GX -Gcaabiaed +Νχ.G
2
combiaed] 
1 _ x=l 
SD
 c a m
b i
n e £ j - χ=η 
(Σ N
x
)-1 
x=l 
in which all variables equal those mentioned above, and SDX represents 
the standard deviation of distribution x. 151 
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Age-dependent data 
Age-dependent input variables were dealt with by distinguishing age groups. 
If one equation contains two or more age-dependent variables, the age groups have 
to be compatible. Fortunately, none of the model formulations contained more than 
two age-dependent variables, and one of these was always body weight. The avai­
lability of detailed body weight data for the Dutch population (CBS, 1995) made it 
possible to combine these data in such a way that the age groups corresponded to 
those of the data available for the other age-dependent variable. Therefore, 
Appendix 3.1 contains several sets of age-dependent input data for body weight. 
Dermal absorption factors 
Dermal absorption of lead was not accounted for, since it is generally considered to 
be negligible compared to oral and inhalatory uptake (Moore et al., 1980). The 
dermal absorption factors for the other two substances (lindane and benzene) were 
calculated according to Huijbregts (1996; Table I in Appendix 3.1). 
EQOs and exposure standards 
Since the Dutch authorities specify EQOs and exposure standards as single values, 
they are also defined as such in NORMTOX. Exposure standards, like ADIs and 
TDIs, have no legal or official status in the Netherlands: they are recorded in vari­
ous semi-official scientific reports, like substance-specific criteria or scoping docu­
ments. These ADIs and TDIs have resulted from critical review of acceptable intake 
levels as recommended by the World Health Organization. The ADIs and TDIs 
used for coherence testing were taken from the most recent Dutch scientific reports 
available (Table J in Appendix 3.1). For lead, two TDIs have been reported; one for 
children and one for adults. NORMTOX uses a lifetime-averaged ADI for lead, 
which was calculated by weighing both ADIs in proportion to the life period for 
which they are applicable. 
3.2.3 Output variables 
NORMTOX first calculates the lifetime-averaged uptake for all individual exposure 
routes by adding the time-weighed uptakes of the various age groups. The age 
group of 0 to 10 years, for example, contributes one-seventh of its uptake (10 years 
of exposure divided by a lifetime expectation of 70 years) to the lifetime-averaged 
daily uptake. Subsequently, NORMTOX calculates total contaminant uptake (Uj) by 
adding oral uptake (U0), inhalatory uptake (U,) and dermal uptake (Uj). The allo­
wable uptake is calculated by multiplying the oral absorption fraction (A0) by the 
ADI or TDI. The quotient of total uptake and allowable uptake is used as an indica­
tor for coherence (/
c
) : 
I
c
 = or 
A 0 · ADI A0 · TDI 
If I
c
 becomes larger than 1, it implies that the predicted average daily uptake 
exceeds the acceptable or tolerable daily uptake and, consequently, the EQOs can 
be considered incoherent. 
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All model formulations were programmed in the spreadsheet programme 
Microsoft Excel 5.0e (Microsoft, Redmond, WA, USA). Monte Carlo simulations 
were performed with Crystal Ball 3.0® (Decisioneering, Denver, CO, USA). Each 
model run consisted of 10,000 model iterations, which is commonly considered 
sufficient to obtain a representative frequency chart of the output variables 
(Morgan and Henrion, 1990). Crystal Ball 3.0*" was also used to calculate the vari­
ance importance of each input variable. For this purpose, Crystal Ball 3.0s" is equip­
ped with a special tool, which calculates the correlation coefficient (r) between the 
coherence indicator (I
c
) and each input variable. Crystal Ball 3.0° multiplies the 
square value of this correlation coefficient by 100 to yield percentages representing 
the relative contribution of the input variable to the output variance. 
3.3 Results 
The frequency charts of the coherence indicators for benzene, lead and lindane 
produced by NORMTOX are shown in Figure 3 2. Table 3.2 shows some statistical 
characteristics of the respective coherence indicators. This table also lists the 
contribution of oral, inhalatory, and dermal exposure to the average total uptake 
of the three contaminants, as well as the contribution of the five exposure media. 
The results show that the EQOs for benzene, lead, and lindane are 100, 23, and 0% 
coherent, respectively. The coherence percentage indicates the probability that the 
indicator is smaller than 1. The incoherence of the EQOs for lead was mainly due 
to oral uptake from soil and food products, while the incoherence of the EQOs for 
lindane was almost entirely caused by oral uptake from food products. 
Tabic 3 2 Some statistical charactcn^tu^ of the Lohcrcnce uuiiLators ami total uptake Ici'chfor benzene kail ami limiane 
calculated by NORMTOX 
Units Benzene Lead Lindane 
Total daily uptake 
Mean 
Standard deviation 
Median 
Contribution ol exposure pathways to mean total uptake (%) 
Oral uptake 
Inhalatory uptake 
Dermal uptake 
Contribution of exposure media to mean total uptake (%) 
Soil 
Air 
Surface water 
Food products 
Dnnkmg water 
Coherence Indicator 
Mean 
Standard deviation 
Median 
Coherence (%) 
μς kg body weight 
0 961 0 767 5 52 
0 186 0 291 5 09 
0 946 0 707 1 97 
dimensionless 
2 5 0 941 99 9 
94 3 0 059 0 0 
3 2 0 0 <01 
dimensionless 
02 
95 9 
00 
00 
39 
0 343 
0 059 
<0 1 
0 565 
0 032 
<0 
0 
«0 
0 
<0 
dimensionless 
0 223 1290 6 13 
0 0432 0 496 2 23 
0 220 1190 5 82 
dimensionless 100 0 0 23 0 0 
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Probability 
0.025 
0 0 1 9 
0.012 
0006 
0000 
Benzene Frequency 
247 
185 
123 
62 
0 1 0.163 0,225 0.288 0.350 
Probability 
0.036 
0027 
0018 
0.009 
0000 j i l l l 
05 1.06 
Lead Frequency 
355 
266 
IMuliMui I I I I . . . . I . I . •• ι. 
1.63 2.19 2.75 
177 
89 
Probability 
0030 
Lindane 
0.023 
0015 
0.008 
0000 
Frequency 
296 
222 
Ι»»!!!!!!!^ !!!!.!...!.! I ο 
148 
74 
2 00 4.75 7.50 10.3 130 
Figure 3.2: Frequency charts of the coherence indicators for benzene, lead, and lindane, as produced by NORMTOX after 10,000 
model iterations. 
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Table 3.3: Variance importance (expressed in percentage contribution to the output vanante) of the input variable* u^ed to detemn-
ne the coherence of the EQOs for benzene, lead, and lindane 
Benzene 
Inhalatory absorption fraction 
Inhalation volume 
Body weight 
Dermal absorption factor 
% 
57 0 
199 
19.9 
1.5 
Lead 
Oral intake of soil particles 
Body weight 
Oral absorption fraction 
Oral intake of gram 
Oral intake of fruit 
Oral intake of vegetables 
Oral intake of meat 
Oral intake of potatoes 
% 
56 5 
14.2 
11.4 
57 
4.2 
2.0 
1 4 
1 1 
Lindane 
Oral intake ol vegetables 
Oral intake of Iruit 
Body weight 
Oral intake of meat 
% 
55.4 
29 2 
12.2 
1.1 
Table 3.3 lists the input parameters that together accounted for more than 
95% of the variance in the coherence indicators. These results indicate that this 
variance was mainly caused by those variables that are part of the major uptake 
routes (inhalatory uptake for benzene, oral uptake from soil and food products for 
lead, and oral uptake from food products for lindane). 
3.4 Discussion 
3.4.1 Validity of model predictions 
Unequivocal conclusions concerning the coherence of EQOs can only be drawn if 
the model predictions of NORMTOX are considered sufficiently accurate for cohe-
rence testing. Since experimental validation of model predictions was not feasible 
within the context of this study, the validity of model prediction is assessed quali-
tatively, based on an analysis of the assumptions concerning model formulations 
and input data. One implicit assumption of NORMTOX is that it covers all rele-
vant exposure and uptake pathways: an example of an uptake pathway not cove-
red by NORMTOX would be dermal uptake during surfing and diving (Van de 
Weerdt, 1991). However, such uptake routes are highly specific and considered 
having no relevant impact on the lifetime-averaged daily uptake level of a conta-
minant. 
Another implicit assumption of NORMTOX is that correlations between 
input variables may be neglected. The most important correlations are those 
between age-dependent variables, like body weight, oral intake, inhalation volume, 
and body surface area, and those between the consumption of food products. The 
first type of correlations was dealt with implicitly by distinguishing age groups. 
Finley et al. (1994a) found that, in general, interdependent variables have little or no 
effect on lifetime risk estimates if three or more age groups are distinguished. 
Neglecting the correlations between the consumption of various food products is 
considered to have little influence on model results, since the relation between the 
model variables is additive, the standard deviations diverge and the model 
contains many uncorrelated variables. Smith et al. (1992) found that under such 
conditions, correlations are likely to have little or no influence on risk estimates. 
The actual lifetime-average daily contaminant uptake level of an individu-
al should be calculated by dividing the total lifetime contaminant uptake by the 
number of days that this individual lives. NORMTOX approximates this uptake 155· 
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level by adding the time-weighed daily uptake levels of different age groups. This 
procedure implies that changes in exposure and consumption patterns of popula­
tions that take place over relatively long periods of time (e.g., less consumption of 
fish by younger generations) are not accounted for. Furthermore, correlations 
between age groups are neglected. A young individual that weighs heavy is likely 
to remain heavy in later life. The influence of both implicit assumptions on model 
predictions is unknown and should be the subject of further research. 
Many assumptions were made concerning the input data used for model 
calculations (Appendix 3.Ί). Examples are the type of distribution chosen for a varia­
ble, the selection of a data set if more data sets are available for one variable, and 
the extrapolation of data for the USA population to the Dutch population (e.g., for 
drinking water consumption). It is difficult to outline the exact influence of these 
assumptions on model predictions, but an impression may be obtained from the 
contribution of the various exposure pathways and media to total uptake (Table 3.2) 
and from the variance importance of the various input variables (Table 3.3). These 
show that the coherence indicator for lead may have been influenced by the 
assumptions concerning the oral intake of soil particles (the data used as well as the 
extrapolation of these data to other age groups), the oral absorption fraction (the 
distribution type) and the intake of food products (the distribution type). The cohe­
rence indicator of benzene may have been influenced the assumption of a uniform 
distribution for the inhalatory absorption fraction. The coherence indicator for 
lindane may have been influenced by the assumption of a lognormal distribution 
for the intake of food products. 
3.4.2 Interpretation of the coherence percentage 
Application of NORMTOX results in frequency charts, like those presented in 
Figure 3.2. The variance in model outcome is caused by interpersonal variability 
(e.g., in body weight and consumption patterns) and by a lack of knowledge (i.e., 
the true value of a variable being unknown). This dual origin of the variance impe­
des an unequivocal interpretation of the model outcome. The statement that 77% of 
the Dutch population exceed the maximum acceptable uptake for lead if all media 
match their respective EQO is inaccurate, since this statement does not account for 
the variance caused by a lack of knowledge. Unequivocal interpretation of the vari­
ance in the model outcome is possible only if the impact of the different sources of 
variance can be quantified and analysed separately (Slob, 1994). For now, the only 
correct statement is that after a lifetime exposure to multiple media which are pollu­
ted up to their EQO a random individual of the Dutch population is expected to 
exceed the ADI with a probability of 77%, based on the current state of knowledge. 
3.4.3 Significance of model results 
The significance of the model results lies in the conclusion that the exposure stan­
dards for lead and lindane may be exceeded, even though EQOs are not violated. 
Such a situation is likely to remain unnoticed by authorities, since EQOs - and not 
exposure standards - are generally enforced. 
The incoherence established in this paper should not be confused with an 
excursion of exposure standards in real life, since the coherence test is based on 
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the assumption of lifetime simultaneous exposure to all exposure media that are 
polluted up to their EQO. The chance that all media actually match their EQO 
depends on the site-specific situation and may generally be considered small. 
However, the concentration level in media for which no EQOs apply is assumed 
to be zero, which results in a conservative prediction of contaminant uptake 
compared to real life. 
Obtaining a coherent set of EQOs for lead and lindane would require the 
current EQOs to be adjusted. EQOs that could be considered for adjustment are 
those for lead in soil and food products and those for lindane in food products 
(i.e., fruit and vegetables). The Dutch EQOs for soil are national criteria (Van der 
Berg, 1995), while the Dutch EQOs for food products have their origin in European 
legislation. A critical review of the derivation procedures of EQOs for soil and food 
products seems advisable if human health protection is to be guaranteed. 
Incoherence of EQOs is not exclusively a Dutch problem. Most national 
and international derivation procedures of EQOs do not account explicitly for 
exposure to multiple media, which may result in incoherent EQOs. This incohe-
rence could be prevented by the introduction of a standard coherence test, the core 
of which would be an integrated exposure and uptake model, like NORMTOX. If 
EQOs turn out to be incoherent, they should be adjusted, with preference being 
given to EQOs which can be adjusted without serious social or economic compli-
cations. 
In introducing a national coherence test, a principal issue will be to deter-
mine an acceptable coherence percentage. A percentage of 100% coherence seems 
unreasonable, since coherence testing assumes simultaneous exposure to all media 
that are polluted up to their EQO. In reality, a high contaminant uptake from one 
medium may be compensated by a low uptake from another medium, so that an 
acceptable coherence percentage of 75% or 50% seems more reasonable. Further 
research is recommended to underpin these acceptable coherence percentages. 
3.5 Conclusions 
Calculations with the integrated human exposure and uptake model NORMTOX 
indicate that the Dutch EQOs for benzene, lead, and lindane are coherent with 
probabilities of 100, 23, and 0%, respectively. A qualitative analysis of the assump-
tions in model formulations and input data indicates that model results can be 
considered sufficiently accurate to legitimise these conclusions. The variance in 
model predictions stems from interpersonal variability and a lack of knowledge. 
This dual origin impedes an unequivocal interpretation of model results. 
Coherent EQOs for lead in the Netherlands could be achieved through 
adjustment of the EQOs for soil and food products. For lindane, the same applies 
to EQOs for food products. Furthermore, it is recommended that Dutch and 
European authorities critically review their EQO derivation procedures for soil 
and food products. In general, it is recommended that authorities introduce a stan-
dard coherence test to prevent incoherent EQOs. Further research is suggested to 
underpin an acceptable coherence percentage for EQOs. 157 
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Appendix 3.1 
Input data used in NORMTOX to check to coherence of EQOs for benzene, lead and lindane. 
Probability distribution (PD) specifications 
Ν = normal distribution (specification, average, standard deviation in parentheses), 
L = lognormal distribution (specification· average; standard deviation in parentheses); 
U = uniform distribution (specification minimum and maximum in parentheses); 
Τ = triangular distribution (specification: most likely value, minimum and maximum in parentheses), 
C = custom distribution (specification: possible values, probability or percentile score in parentheses). 
Table A: General input data ubed for the 0-3, 2-4, 4-7, 7-70, 70-73, 73-76, 76-79 and 29-20 years age groups 
Parameter 
Body weight 
Oral intake of gram products 
Oral intake ol potatoes 
Oral intake ol vegetables 
Oral intake of fruit 
Oral intake of legumes 
Oral intake of meat 
Oral intake of eggs 
Oral intake of milk products 
Oral intake of milk 
Oral intake ol cheese 
Oral intake of fish 
PD 
0-1 
7.3 
(2.3) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
0 
(0) 
1-4 
13.7 
(3.0) 
64 
(35) 
56 
(45) 
50 
(40) 
86 
(75) 
3 
(11) 
44 
(40) 
7 
(12) 
173 
(82) 
293 
(186) 
7 
(10) 
3 
(12) 
Ag 
4-7 
20.9 
(4 1) 
84 
(47) 
69 
(51) 
59 
(48) 
99 
(87) 
3 
(13) 
60 
(43) 
9 
(13) 
200 
(116) 
295 
(197) 
11 
(14) 
3 
(12) 
e groupe (years) 
7-10 
29.5 
(6.0) 
99 
(54) 
Θ9 
(64) 
80 
(59) 
93 
(87) 
6 
(19) 
70 
(42) 
10 
(14) 
186 
(139) 
309 
(202) 
13 
(16) 
5 
(15) 
10-13 
40.4 
(7.9) 
112 
(62) 
116 
(71) 
96 
(69) 
104 
(99) 
5 
(19) 
96 
(58) 
11 
(16) 
174 
(113) 
311 
(221) 
21 
(23) 
4 
(19) 
13-16 
55 
(9.6) 
131 
(75) 
127 
(86) 
94 
(73) 
96 
(102) 
9 
(32) 
105 
(60) 
11 
(18) 
148 
(191) 
252 
(203) 
20 
(23) 
3 
(14) 
16-19 
64.9 
(9 7) 
143 
(92) 
125 
(103) 
112 
(83) 
105 
(134) 
9 
(30) 
110 
(61) 
13 
(20) 
128 
(90) 
268 
(257) 
28 
(31) 
5 
(18) 
19-70 
72.5 
(12.1) 
129 
(87) 
123 
(99) 
143 
(97) 
119 
(125) 
7 
(30) 
119 
(66) 
15 
(23) 
109 
(165) 
235 
(188) 
32 
(31) 
11 
(32) 
Units 
kg 
g day1 
g day' 
g day' 
g day1 
g day 
g day 
g day 
g day 
g day 
gday 
g day 
SRC RM 
1 none 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
2 1 
Sources (SRC) 1 = CBS, 1995, 2 = Kistemaker et al 1993 
Remarks (RM) 1 = Consumption of food products by children younger than 12 months is assumed to be zero because detailed consumption data 
are lacking and intake during the first year of life has only a small influence on lifetime-average daily intake 
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Table B: Cenerai input parameters used for the 0-3, 3-70, 10-18, 18-30, 30-60 and 60-70 years age groups. 
Parameter 
Body weight 
Daily inhalation volume 
PD 
L 
L 
0-3 
11.0 
(3 4) 
4.8 
(1.1) 
3-10 
23.8 
(7 1) 
8 6 
(18) 
Age groups (years) 
10-18 
52 2 
(13.2) 
135 
(3.1) 
18-30 
70 0 
(112) 
15.2 
(3.2) 
30-60 
73.2 
(12 8) 
12.1 
(2.5) 
60-70 
74 2 
(10 7) 
122 
(2 5) 
Unite 
kg 
m'day' 
SRC 
1 
2 
RM 
none 
1 
Sources (SRC) 1 = CBS, 1995. 2 = Finley et al . 1994a 
Remarks (RM) 1 = The data provided by Finley era/ (1994a) have been used to dehne a custom distnbution within Crystal Ball 3 0 e A Monte 
Carlo run was performed to determine the mean and the standard deviation needed to define a lognormaJ distribution To guarantee the 
consistency of this mode of action, a second Monte Carlo run was performed with this lognormal distnbution, and the resulting percentile scores 
were compared with the onginal data by Finley et al (1994a) The average deviation of the S01, io"1. 25 , n 1 SO1", IS™, 9 0 * and 9 5 * percentile 
scores presented by Finley etat (1994a) was 0 75%, with a maximum of 3 0 % 
Table O General input parameters used for the 0-1, 1-5, 5-18 and 18-70 years age groups 
Parameter PD Age groups (years) Units SRC RM 
0-1 
7.3 
(2.3) 
0.37 
(0.08) 
0.64 
1-5 
14.8 
(3.6) 
0.63 
(0.11) 
0.34 
5-18 
46 4 
(15.4) 
1.31 
(0.31) 
0.30 
18-70 
72 4 
(12 2) 
1 81 
(0.16) 
0.27 
Body weight 
Total body surface area 
Fraction of body surface area in contact 
with soil particles 
Fraction of body surface area that is 
uncovered and exposed to gases 
kg 
UN 2,3 
[0.61-0 68] [0 30-0 38] [0.25-0 35] [0 23-0.32] 
0.64 0 34 0.30 0.27 
[0.61-0.68] [0.30-0.38] [0.25-0 35] [0 23-0.32] 
Sources (SRC) 1 = CBS. 1995, 2 = Finley et al . 1994b, 3 = Slob, 1994. 4 = US-EPA. 1989 
Remarks (RM) 1 = A probability distnbution for body surface area was produced by performing a Monte Carlo run with tha equation presented 
by Slob (1994) and the body weight data provided by CBS (1995) The body surface area for the three age groups under 1Θ years was best 
described by a lognormal distnbution, while that of adults (18 to 70 years) was best described by a normal distnbution, 2 = Tha body surface 
area fraction in contact with soil particles and the uncovered body surface area fraction (in contact with gases) were considered equal The 
tractions are based on surface area data of body parts presented by US-EPA (1989) and the assumption that the following body parts are 
exposed (1) 0 to 1 year age group head, neck, arms, hands, legs and faet, (2) 1 to 70 years age group head, neck, arms and hands 
Table D: General input parameters used for the 0-1, 1-11, 11-20 and 20-70 years age groups 
Parameter 
Body weight 
Oral intake of dnnking water 
PD 
L 
L 
0-1 
7.3 
(2 3) 
323 
(219) 
Age groups (years) 
1-11 
22.6 
(9.1) 
701 
(372) 
11-20 
57.8 
(13 1) 
907 
(522) 
20-70 
72.7 
(12 2) 
1,341 
(676) 
Units 
kg 
ml day ' 
SRC 
1 
2 
RM 
none 
1 
Sources (SRC) 1 = CBS, 1995. 2 = Roseberry and Burmaster, 1992 
Remarks (RM) 1 = Because NORMTOX needs input data up to 70 years, it was assumed that the intake of dnnking water in the age group 20 
to 70 years equals that reported by Roseberry and Burmaster (1992) for the 20 to 65 years age group 
Table E: General input parameters used for the 0-2, 2-7, 7-28 and 18-70 years age groups 
Parameter 
Body weight 
Oral intake of soil particles 
PD 
L 
L 
0-2 
9.5 
(2.9) 
217 
(279) 
Age groups (years) 
2-7 
184 
(4 6) 
122 
(157) 
7-18 
46.4 
(15.4) 
64 
(82) 
18-70 
72.4 
(12.2) 
49.5 
(108 5) 
Units 
kg 
mg day1 
SRC 
1 
2.3,4 
RM 
none 
1 
Sources (SRC) 1 = CBS, 1995, 2 = Davis era/ , 1990.3 - Calabrese et al . 1990,4 = Sedman and Mahmood 1994 
Remarks (RM) 1 = The data in the 2 to 7 years age group were taken from Davis et al (1990), and the data in the 1Θ to 70 years age group 
from Calabrese e i al (1990) Since no empmcal data were available for the other two age groups (0 to 2 years and 7 to 18 years), the mean 
intake of soil particles was caJculated with an age-depen-dent equabon presented by Sedman and Mahmood (1994) The intake was 
calculated using intervals of 0 1 years The mean of these calculated intakes was used as the mean intake of the age group The standard 
deviation was derived from 2 to 7 years age group, under the assumption of an equal coefficient of vanabon 
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Table F· Gem-nil IM/W/ ftiirtiiiu'ti'r^ iiM'itfor Hu' 0-^ mul ï-JO yi'nr^ age groups 
Parameter PD Age groups (years) 
0-5 5-70 
Units SRC R M 
Body weight L 
Number of days per year that someone swims in Τ 
surlace water 
Number of days per year that someone swims in Τ 
swimming pool water 
Number of days per year that someone takes a Τ 
shower 
Number of days per year that someone takes a Τ 
bath 
13.4 
(4 4) 
7 
[0-37] 
25 
[0-55] 
91 
[0-1Θ3] 
274 
65.9 
(18.0) 
18 
[0-55] 
55 
[0-365] 
256 
[0-356] 
37 
kg 
days year ' 
days year ' 
days year ' 
days y e a r ' 
1 
2 
2 
2 
2 
[183-365] [0-183] 
Sources (SRC) 1 - CBS, 1995. 2 = personal assessment by the authors 
Table G: General input [>iiraiiieter< that are um^iilereii age-independent 
Parameter PD 0-70 years Units SRC RM 
Oral intake of surface water 
Oral intake of swimming pool water 
Fraction of body surface area in contact with surface water 
Fraction ol body surface area in contact with swimming pool water 
Fraction of body surface area in contact with showering water 
Fraction of body surface area in contact with bathing water 
Amount ol soil particles attached to the skin 
Number of times someone swims in surface water 
Number ol limes someone swims in swimming pool water 
Number of times someone takes a shower 
Number of limes someone takes a bath 
u 
υ 
none 
none 
U 
none 
L 
C 
C 
none 
none 
er Berg. 
[0-50] 
[0-50] 
1 
1 
[0.4-1] 
1 
0 52 
(0.99) 
1,2,3 
(p=0.33) 
1,2,3 
(p=0.33) 
1 
1 
1995, 4-Finley 
ml event ' 
ml event ' 
none 
none 
none 
none 
mg c m 2 
times day ' 
limes day ' 
times day ' 
times day ' 
eta/. 1994a. 5: 
1,2 
1,2 
1 
1 
1,3 
1 
4,5 
1 
1 
1 
1 
1 
1 
none 
none 
none 
none 
none 
none 
none 
none 
none 
= Finley et al . Sources (SRC) 1 = personal assessment by the authors, 2 = Linders, 1990, 3 = Van der Berg, 1 
1994b 
Remarks (RM) 1 = Linders (1990) estimates the maximum intake of water during swimming to be 50 ml This maximum is assumed to be the upper 
limit m a uniform distribution, whose lower limit is assumed to be zero 
Table H: Sub^hiiiu'-^pccific wput data used in coherence testing 
Parameter 
Oral absorption fraction 
Inhalatory absorption fraction 
Evaporation fraction 
PD 
none 
U 
U 
U 
none 
Benzene 
1 
none 
none 
[0.3-0.5] 
0 236 
Lead 
none 
a(0.05-0.1) 
c (0 4-0 6) 
[0 2-0 6] 
none 
Lindane 
none 
(0.8-0.95) 
none 
none 
3 89E-4 
Units 
none 
none 
none 
none 
none 
SRC 
1.2 
3.4 
3 
2,3 
5 
R M 
none 
none 
1 
2 
none 
Sources (SRC) 1 = Slooft, 19ΘΘ. 2 = Knaap etat . 19ΘΘ, 3 = Egginkand Uijt de Haag, 1993, 4 = Janssen etat . 1987 5 = Van der Berg. 1995 
Remarks (RM) 1 = Different values have been reported for oral absorption of lead in adults (a) and young children (c) In the present study it was 
assumed thai the oral absorption fraction lor young children applied to children aged 0 to 4 years, 2 = Inhalatory absorption of lindane was not 
considered since there is no Dutch air quality obiective for lindane 
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Table I: Dermal absorption factors for benzene and lindane (Huijbregts, 7996). 
Parameter Units 10p 25p 50p 
_75E_ 90p 95p 
Benzene 
Absoφtιon 
Absorption 
Absorption 
Absorption 
Absorption 
Absorption 
Lindane 
Absorption 
Absorption 
Absorption 
Absorption 
Absorption 
fraction from soil particles 
rate from surface water 
rale from swimming pool water 
rate dunng showering 
rate dunng bathing 
rate from air 
fraction from soil particles 
rate from surface water 
rale Irom swimming pool water 
rate dunng showering 
rate during bathing 
day ' 1 79Ε-0β 3 ΟΟΕ-Οβ 
cm/hr 6.15E-03 8 43E-03 
cm/hr 6.26E-03 8 46E-03 
cm/hr S46E-03 7 48E-03 
cm/hr 6 2βΕ-03 β42Ε-03 
cm/hr 1 37E-02 2 25E-02 
7 26E-08 191E-07 5 05E-07 1 20E-06 1 96E-06 
1 44E-02 2 66E-02 5 09E-02 9 37E-02 1.35E-01 
1 45E-02 2 66E-02 5 09E-02 9 24E-02 1 34E-02 
1 33E-02 2 50E-02 4 74E-02 8 51E-02 1 19E-01 
1 44E-02 2 67E-02 5 50E-02 9 35E-02 1 33E-01 
5 22E-02 1 38E-01 3 44E-01 β 05E-01 1 33E+0O 
day' 6 75E-05 1 07E-04 2.23E-04 4 19E-04 6 48E-04 8 14E-04 8 78E-04 
cm/hr β59Ε-03 1 21E-02 2 19E-02 4 13E-02 7 80E-02 1 36E-01 1 92E-01 
cm/hr Θ57Ε-03 U9E-02 2 19E-02 412E-02 7 78E-02 1 36E-01 1 92E-01 
cm/hr β48Ε-03 1 21E-02 2 15E-02 4 09E-02 7 78E-02 1 38E-01 1 93E-01 
cm/hr β48Ε-03 1 21E-02 2 15E-02 4 09E-02 7 78E-02 1 3βΕ-01 1 93E-01 
Table ƒ: EQOs and exposure standards used m NORMTOX model calculations 
EOO Units Benzene Lead Lindane Legal source Derivation source 
Soil 
Surface water 
Air 
Drinking water 
Food products" 
meat 
fish 
milk 
cheese 
milk products 
eggs 
potatoes 
vegetables 
legumes 
fruii 
gram products 
ADI/TDI 
mg kg 
p g L ' 
p g r n ' 
pgL-' 
mg kg 
mg kg 
mg kg" 
mg kg' 
mg kg 
mg kg' 
mg kg 
mg kg' 
mg kg' 
mg kg 
mg kg' 
pg kg body ν 
1 
none" 
10 
1 
none" 
none" 
none" 
none" 
none" 
none" 
none 
none" 
none" 
none" 
none" 
vt day ' 4.3 
530 
25.0 (T) 
1.3(D) 
0 5e 
10 
0.3 
0.5 
0.05 
0.3 
none" 
0.1 
0.2 
0 3 
0.3 
0.3 
0.5 
3.6' 
7.2h 
2.0a 
0.01 (T) 
0.01 (D) 
none" 
0.1 
0.25" 
0.1 
0.008' 
0.05e 
ο.οοβ' 
0.1 
0.01 
1.5 
1 
1 
0 1 
1 
9,10 
2,11,12,13 
Sources 1 = Staatscouranl. 1994a. 2 = Van der Berg, 1995,3 = VROM, 1991,4 = Van de Meent ei ai, 1990. 5 = Staatsblad, 1987,6 = 
unknown, 7 = does not (yet) have a formal status, 8 = Van Di|k-looijaard, 1993b. 9 = Staatscourant, 1993. 10 = Staatscourant, 1994b, 11 = 
JECFA 1986, 12 = Slootf and Malhijssen, 19Θ7,13 = Sloofl. 1988 
Legend Τ = total concentration (used for calculating oral uptake), 0 = dissolved concentration (used for calculating dermal uptake), a = the 
concentration limit for the sum of hexachlorocydohexanes was applied for lindane, since an Individual standard was not available, b = tor those 
media for which no EQOs apply, the concentration level was set at zero dunng coherence testing, c = annual average concentrabon limit, d « 
standards which apply to individual products have been converted into standards for product classes, based on personal assessment (by the 
authors) of the conlnbution of the individual products to these product classes, e = based on an assumed fat content of 25%. f = based on an 
assumed fat content of 4%. g = applies to young children (0-4 years), h - applies to older children and adults (4-70 years) 
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Appendix 3.2 
Derivation of the equation to calculate the sample standard deviation of combined distributions. 
To calculate the sample standard deviation of stochast Y the following equation applies: 
i=N
 ( 1 ) 
' y 
N-l 
where Sw is the standard deviation of stochast Y; Gy is the mean of stochast Y; Y, is the i* value of 
stochast Y; and Ν is the number of observations of stochast Y. 
If a number of n distributions is to be combined, the overall sample standard deviation {SD
com
blneci) 
can be calculated as follows: 
x = n
 (2) 
Σ Lx 
2 - X = 1 
SD combined χ=η 
(Σ Ν
Χ
)-Ι 
x=l 
i=N
x
 (3) 
Σ 
i = l 
L
x
 =
  (Yxi'Gcoiubined' 
in which G
com
blneci represents the combined average of the η distributions: 
x
=
a
 (4) 
Σ WX.GX 
x=l 
Gcombined „ _ _ 
X=I1 
ΣΝ
Χ 
x=l 
Equation 3 can be rearranged, resulting in: 
i =NX (5) 
L
x - Σ YM1' - 2. Nx - Gyx - G c o i n b i B e d + Nx • G
i
C Q m b l l l e d 
CHAPTERS 
For the standard deviation of Y
x
 the following equation applies: 
i=Nx 
i=l 
SDy
x
2
 = Σ (Y^-Oy^ 
N-l 
Equation 6 can be rearranged as follows: 
i=Nx 
(a
x
-i)'8Dy2 = Σ (Yzi-W 
x
 i=l 
i =Νχ i =N„ 
(Νχ-1 ) - SDyx2 = Σ Υχ/ -2 · Gyx - Σ Υχ, + »χ ' ^ Υχ2 
χ
 i=l i=l 
i=Nx 
(IÌX-1)-SD 2 = Σ ΥχΙ -2- Gyx' Nx · Gyx+ Nx- βΥχ2 
x
 i=l 
i=Nx 
(ΙΙχ-1) -SD 2 = Σ ΥχΙ -2Νχ' Gyx2+ NX' GyJ 
i=l 
i=Nx 
Ι ΥχΙ = (N
x
-l)-SDyJ+Nx.Gy 
i=l 
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Substituting equation 11 in equation 5 results in: (12) 
Lx = (Ν*-1)' SDV„ + Nx · GVJ -2·ΝΧ· G v „ · Gcombined + Nx · G2 combined "x ' « x * ' — y x -"»χ· ^yx -* « x vyx 
Substituting equation 12 in equation 2 (and omitting y) results in (13) 
x=n 
Σ [(N
x
-1) · SD2
x
+N
x
-G
x
2
-2-lJ
x
' G
x
' Gcombined*Ν
χ
· Gcombined] 
x=l 
SD combined ~ x=ll 
(Σ Nx)-1 
x=l 
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CHAPTER 4 MODEL UJVCERMINTV IN ENVIRONMENTAL DECISION MAKING 
4 Assessing model uncertainty for environmental decision 
making: a case study of the coherence of independently 
derived environmental quality objectives for air and water 
Many decisions in environmental management are based on model predictions that are 
plagued by uncertainty It is sensible to consider this uncertainty, because it may influence 
the outcome of the decision-making process This paper outlines a method to assess uncer-
tainty in model predictions in situations in which validation research is difficult or impossi-
ble It is illustrated m a case study of the coherence of independently derived environmental 
quality objectives (EQOs) for air and water, which involves the application of a multimedia 
fate model (SimpleBox). Distinction was made between operational and fundamental uncer-
tainty, which were assessed separately. Operational uncertainty was assessed by quantifying 
the uncertainties in the input parameters of the model and performing Monte Carlo simula-
tions. Fundamental uncertainty was assessed tentatively by means of a postal questionnaire 
among scientists and scientifically trained policy makers and representatives of interest 
groups in the Netherlands. Tlie results indicate that the perceived fundamental uncertainty 
tends to exceed the calculated operational uncertainty These results emphasise the importan-
ce of considering fundamental uncertainty in environmental decision making Efforts to 
improve the quality of coherence testing of independently derived EQOs should aim at redu-
cing the perceived fundamental uncertainty, for example, by defining the coherence criteria of 
EQOs m measurable attributes, thus facilitating validation research and enabling a more 
detailed assessment of the fundamental uncertainty 
4.1 Introduction 
Model predict ions have much uncertainty. This is especially t rue for envi ronmen-
tal models because of the complexity and irreversibility of the problems involved 
and the un iqueness of the environmental system, result ing in model predictions 
that cannot easily be validated or extended by means of controlled experiments . 
Compell ing reasons exist to consider this uncertainty in environmental decision 
making. Not only does uncertainty analysis indicate future research needs, it can 
also influence the outcome of the decision-making process. It is especially w h e n 
high stakes are involved, for example, in the managemen t of a nuclear power 
plant, that policy makers are likely to take more conservative decisions in situa-
tions of uncertainty. However , model uncertainty is not a lways accounted for in 
the decision-making process. One of the reasons is that adequa te methods for 
assessing and deal ing wi th model uncertainty, especially in absence of validation 
data, are lacking. 
Several authors have elaborated on uncertainty assessment for environ-
mental decision making (Reckhow, 1994a,b,c,· Dakins et ai, 1994,1996; Medina et 
al., 1996; Labieniec et al., 1997; Faucheux and Froger, 1995; Hellström, 1996; 
Vercelli, 1995; Funtowicz and Ravetz, 1990,1994; Weinberg, 1972; Wynne, 1992; 
Van Asselt a n d Rotmans, 1996). Roughly, two schools can be dist inguished that are 
referred to in this chapter as the normal and pos tnormal schools. Representatives 
of the normal school advocate methods to quantify uncertainty objectively, for 169 
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example, through input uncertainty propagation, and incorporate it into a frame-
work of cost-benefit optimisation (Reckhow, 1994a,b,c; Dakins et ai, 1994,1996; 
Medina et al, 1996; Labieniec et al, 1997). Case studies in line with this school's 
approach usually relate to well-defined environmental problems in which the 
uncertainty involved is relatively small and well understood. Examples are model 
applications in water quality management (Reckhow, 1994a) and environmental 
remediation projects (Dakins et al, 1994,1996; Medina et al, 1996; Labieniec et al, 
1997). 
Representatives of the postnormal school emphasise the subjective nature 
of the uncertainty involved, especially in complex and irreversible environmental 
problems for which models cannot be fully validated, for example, climate change 
and carcinogen risk assessment. Scientists, they argue, have the responsibility to 
indicate where science ends and public debate begins (Faucheux and Froger, 1995; 
Hellström, 1996; Vercelli, 1995; Funtowicz and Ravetz, 1990,1994; Weinberg, 1972; 
Wynne, 1992; Van Asselt and Rotmans, 1996). Some of them have proposed new 
procedures for uncertainty assessment and decision making in situations of uncer-
tainty, with public participation, valuation, and information quality as the main 
ingredients (Funtowicz and Ravetz, 1990,1994; Van Asselt and Rotmans, 1996). The 
results of scientific research, such as uncertain model predictions, become the 
input of a decision-making process that is subject to a plurality of perspectives and 
commitments. Examples of case studies in line with the views of the postnormal 
school are rare, probably because the procedures proposed are rather unconventio-
nal and immature. 
This chapter outlines a method for assessing model uncertainty in envi-
ronmental decision making when validation research is difficult or impossible. 
The method contains elements of both the normal and postnormal schools. It is 
described on the basis of a case study concerning the application of the multime-
dia fate model SimpleBox for evaluating the coherence of independently derived 
environmental quality objectives (EQOs) for air and water. 
4.1.1 Case study setting 
Environmental quality objectives indicate a concentration level under which no 
unacceptable adverse impacts on human health and the environment are expected. 
In the Netherlands, EQOs for air, water, and soil are derived independently. This 
implies that exchange of substances between compartments is not accounted for, 
and this can result in incoherent EQOs. A set of EQOs is called incoherent if 
compliance with an EQO in one compartment results in an EQO violation in 
another compartment. Therefore, coherence of EQOs prevents EQO violations. 
This is especially important if the EQOs are used to derive source-oriented measu-
res, such as national emission reduction targets. 
Van de Meent (1993) has developed a computer model called SimpleBox 
(National Institute of Public Health and the Environment, The Netherlands), that 
describes the exchange of substances between compartments. SimpleBox is a 
multimedia fate model of the Mackay type (Mackay, 1991), in which the environ-
ment is represented by a set of homogeneous boxes: air, water, suspended solids, 
aquatic organisms, sediment, and three soil compartments (natural, agricultural. 
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and industrial soil; Figure 4.1). It can perform non-equilibrium, steady-state 
computations (Mackay level 3) and quasi-dynamic non-equilibrium, non-steady-
state computations (Mackay level 4). Van de Meent and De Bruijn (1995) suggested 
the use of SimpleBox in a procedure to evaluate the coherence of independently 
derived EQOs. For this coherence test, SimpleBox has to be set in its level 3 mode, 
and the boxes must be given the size of the Netherlands. A primary compartment 
is chosen in which the concentration level of the substance under study is assu­
med to equal the EQO. A secondary compartment is chosen whose steady-state 
concentration level is predicted. If SimpleBox predicts that the EQO in the secon­
dary compartment will be exceeded, the EQOs are incoherent, and adjustment of 
the EQO of the primary compartment should be considered. 
<= 
emission advectlon diffusion 
Ό 
degradation 
Figure 4.1: Schnuahc representation of SimpleBox, version ϊ Ϊ (Van de Meent, 1991) 
Van de Plassche and Bockting (1993) used the procedure to evaluate the 
coherence of EQOs for 46 volatile compounds. However, the Health Council (1995) 
of the Netherlands recommended caution in using the results because SimpleBox 
has not yet been validated in laboratory or field experiments and because a detai­
led sensitivity and uncertainty analysis is lacking. The Health Council did not 
specify explicit criteria for acceptance or rejection of model predictions in situa­
tions of uncertainty. 
The aim of the present case study was to assess the uncertainty in the 
predictions of SimpleBox concerning the coherence of Dutch air and water quality 
objectives for 11 volatile substances. Table 4.1 lists the substance names, along 
with their CAS numbers and their EQOs for air and water. The EQOs correspond 
to a level of maximum permissible risk that is used in the Netherlands to protect 
human health and ecosystems (Van de Plassche and Bockting, 1993). A presuppo- 71 
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sition in this case study is that validation of SimpleBox, that is, comparison of 
model predictions with field data, is currently unfeasible because of the poor defi-
nition of the coherence criterion and because of practical constraints. This presup-
position is discussed in more detail in Section 4.4. 
Table 4.7: Nrtmt's CAS iiiiniher*, nini Dutüi EQOs for air and water (mmol πι ) for the 11 volatile M/frs/iinu"' ^tiulieil 
(Van de Plasmile and Bockhng. 1993) 
Substance name CAS number EQO for air EQO for water 
dichloromethane 
ethylene oxide 
1,1-dichloroethane 
1,2-dichloropropane 
tnchloroelhene 
styrene 
acrylomtnle 
toluene 
2-chloro-1,3-butadiene 
tetrachloroethene 
1,2,3,4-tetrachlorobenzene 
75-09-2 
75-21-8 
75-34-3 
78-87-5 
79-01-6 
100-42-5 
107-13-1 
108-88-3 
126-99-8 
127-18-4 
634-66-2 
0.02 
0.0000681 
0.00374 
0.000106 
0.0381 
0.007680 
0.000188 
0 00326 
0 0000113 
0 0151 
0.001350 
23 5 
1.95 
73.8 
46 9 
183 
5.47 
0.143 
7.92 
44.6 
1.99 
0.107 
4.2 Methods 
Uncertainty was divided into two types that were dealt with separately: (1) opera­
tional uncertainty, which can be quantified by performing an output uncertainty 
analysis; this type of uncertainty results from quantifiable uncertainties in input 
variables propagated through the SimpleBox model equations into an output 
uncertainty; and (2) fundamental uncertainty, which cannot be quantified in terms 
of input variables; this type of uncertainty stems from the assumptions underlying 
the model structure and model equations. Operational uncertainty was assessed 
by quantifying input uncertainties and performing Monte Carlo simulations. 
Fundamental uncertainty was assessed tentatively, on the basis of an analysis of 
the SimpleBox assumptions and equations and the results of a postal questionnai­
re among scientists and scientifically trained policy makers and representatives of 
interest groups. 
4.2.1 A measure for coherence 
The most obvious measure for coherence of EQOs is the ratio between the EQO of 
the secondary compartment and the concentration level in the secondary compart­
ment predicted by SimpleBox when the concentration level in the primary com­
partment is maintained at EQO level. However, the concentration level in the pri­
mary compartment cannot be controlled directly in SimpleBox. Setting this con­
centration at EQO level would require a tedious iterative procedure of adjusting 
import and emission levels. When performing Monte Carlo simulations, this pro­
cedure should be repeated after each iteration, but this is impracticable. The pro­
blem was avoided by using the following measure of coherence: 
EQOpr S S sec 
CI 
EQOB SS, 
'pr 
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where Q is the coherence indicator (dimensionless), EQOpr is the EQO of the 
primary compartment (mol-m1), EQ05ecis the EQO of the secondary compartment 
(molm3), SS,,,- is the steady-state concentration in the primary compartment 
predicted by SimpleBox (molm1), and SSst,t- the steady-state concentration in the 
secondary compartment predicted by SimpleBox (mol-m1). The equation is based 
on the fact that the steady-state concentration ratio between two SimpleBox 
compartments approximately remains constant as long as the combined emission 
and import ratio between these two compartments is not changed. Because emis-
sion and import levels were kept constant in the present study, the results of the 
coherence equation remain the same whether or not the steady-state concentration 
level in the primary compartment actually equals the EQO. 
4.2.2 Operational uncertainty analysis 
SimpleBox contains several types of input parameters: parameters describing envi-
ronmental characteristics, such as temperature, wind speed, compartment dimen-
sions, deposition rate, and precipitation; parameters describing the chemical and 
physical properties of the substance under study, such as molecular weight, 
vapour pressure, solubility, and half-life in air, water, and soil; and parameters 
whose value is determined or can be influenced by the model user (i.e., policy 
makers or society), such as EQOs or the emission rates to air, water, and soil. 
These input parameters can be uncertain for several reasons, and this can have 
implications for the way in which the uncertainty is dealt with. Therefore, it is 
important to distinguish between different types of input uncertainty and to deter-
mine whether and how each type of uncertainty should be dealt with. Six different 
types of uncertainty were distinguished in this analysis: 
1. Uncertainty due to spatial variability, for example, in the organic carbon content 
of soils. This type of input uncertainty was not included in the operational 
uncertainty analysis because it results from two assumptions underlying the 
model structure, namely, that the Netherlands consists of eight boxes and that 
these boxes are physically and chemically homogeneous. Both assumptions 
imply that the value that is assigned to each spatially variable parameter should 
represent the spatial average taken over the entire box. Assigning a density 
distribution to each spatially variable parameter that reflects the amount of 
spatial variability within a compartment and then performing Monte Carlo 
simulations would be incorrect because each iteration would assign a value to 
the entire box, that would be representative of only part of the box. Another 
option to account for spatial variability is by splitting the homogeneous boxes 
into smaller boxes, each with their own characteristic parameter values. 
However, this is considered inappropriate because it implies a change of model 
assumptions and structure that might change the assessed fundamental uncer-
tainty. 
2. Uncertainty due to temporal variability, for example, in temperature. SimpleBox 
assumes steady-state conditions. However, changing the value of a parameter 
according to its temporal variability (e.g., by assigning a density distribution 
and performing Monte Carlo simulations) is allowed because an average over a 
box might vary in time (e.g., the variation of daily average values within a year). 173 
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The results represent different steady-state situations that might occur over time. 
In the present study, the variation in daily average values was used to quantify 
temporal variability, assuming implicitly that the steady-state conditions apply 
for periods of approximately one day. It should be emphasised that the assumed 
steady-state conditions remain a source of fundamental uncertainty 
3. Uncertainty due to empirical inaccuracy, for example, in vapour pressure. For 
some parameters, several different values or value ranges have been reported in 
the scientific literature. On the basis of these data, a density distribution was 
assigned, and Monte Carlo simulations were performed. 
4. Uncertainty due to a lack of data (ignorance), for example, in water depth. 
Determining the value of some input parameters was unfeasible because of the 
time and costs involved. These parameters were estimated on the basis of 
expert judgement, resulting in a density distribution that was used for Monte 
Carlo simulation. 
5. Uncertainty due to definition of the model domain, for example, regarding the 
surface area covered by water. The results of SimpleBox depend on the sizes of 
the boxes. Therefore, different interpretations of the model domain (e.g., 
whether to include the North Sea in the Netherlands) will result in different 
steady-state concentration ratios. Domain uncertainty is considered fundamental 
in nature because assumptions are being made that determine the model struc-
ture. 
6. Uncertainty due to different environmental management options, for example, 
regarding emission and import. To deal with uncertainty in import and emission 
concentrations to air and water, two scenarios were defined: 
Scenario 1: Primary compartment is the air compartment (emission and 
import to air at EQO level and to water negligible). 
Scenario 2: Primary compartment is the water compartment (emission and 
import to water at EQO level and to air negligible) 
The uncertainty in emission to soil was quantified by Monte Carlo simulation 
because it was expected (and found) to have little influence on the coherence 
indicator and because defining more scenarios would create a needlessly 
complicated output. Furthermore, this allowed the comparison of the influence 
of emission to soil on the coherence indicator with that of other parameters 
included in the Monte Carlo simulation. 
It should be stressed that an individual parameter can possess several types of 
uncertainty. For example, the degradation constant of a substance in water might 
be uncertain because of spatial variability, temporal variability, empirical inaccura-
cy, and lack of data 
To save time and money in collecting data for defining density distribu-
tions for Monte Carlo simulation, only the most important parameters were consi-
dered in detail. Those parameters were identified by a rough uncertainty analysis 
during which all parameters were assigned triangular distributions with the widest 
range that could be regarded as realistic. This resulted in 11 important parameters 
that had an impact on the coherence indicator for one or more of the compounds 
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larger than approximately 1% (Tables 4.2 and 4.3). These important parameters 
were specified in more detail, and their importance was confirmed in a second 
rough uncertainty analysis. This second analysis was necessary because defining 
parameters in more detail resulted in smaller ranges, and this could have altered 
their importance. The second analysis indicated no significant changes in uncer-
tainty importance. 
For the ultimate operational uncertainty analysis, the 11 important input 
parameters were assigned a density distribution on the basis of extensive consulta-
tion of handbooks and databases (Tables 4.2 and 4.3). If data were available, depen-
dencies between parameters were considered, for example, between wind speed 
and mixing height of air. However, limited effort was put in tracing all parameter 
dependencies in detail because they tend to have little influence on the model 
results (Smith et ai, 1992; Bukowski et al., 1995). The less important parameters 
were assigned either a lognormal or a triangular distribution, depending on their 
nature. Details on the assignment of density distributions can be found in the tech-
nical report underlying this paper (Etienne et al., 1997). 
Table 4.2· Parameter ^peLißtations u^ed m tìie operational iineertamtif ÎIIÏÎI/I/MS for eight parameters destribing the Simph'Box 
reference cnviroiiment and with a relatively large impact (> 1%) on the operational uncertainty for one or more of the 77 volatile 
Mifrsfflnu's studied 
Parameter name Unit Distribution' Reference 
Temperature 
Fraction of system area covered by water 
Mixing height of air 
Water depth 
Wind speed 
Streams crossing the system boundanes 
Parameter indicating the nature of the relationship between 
the partial mass transfer coefficient at the air side of the air- - U(1,7} 7 fi 
water interface and wind speed 
Parameter indicating the nature of the relationship between 
the partial mass transfer coefficient at the water side of the air- U {1 , 4} 7,8 
water interface and wind speed 
References 1 = KNMI, 1990. 2 = RIKZ. 1994.1996. 3 = NCBS, 1994.1995,1996. 4 = These settings were based on expert ludgment by 
W A J van Pul and E D G van Zandvoort (Laboratory tor Air Research, National Institute of Public Health and the Environment Bilthoven 
The Netherlands), 5 = These settings were parity based on expert judgment by Ρ van Noord (National Institute for Coastal and Manne 
Management The Hague, The Netherlands) and the authors, 6 = SRMW, 1996. 7 = Schwarzenbach et al , 1993, θ = These settings were 
partly based on expert judgment by M Sevennsen (Laboratory for Ecotoxicology, National Insbtute of Public Health and Ihe Environment. 
Bilthoven, The Netherlands) and the authors 
Superscirpts B C = custom distribution (minimum and maximum values between parenthesis), Τ = triangular distnbution (minimum, most 
likely, and maximum values between parentheses), W = Weibull distribution (location, scale, and shape parameters between parentheses), 
L= lognormal distnbution (geometnc mean and standard deviation between parentheses), U = uniform distnbution (minimum and maximum 
values between parentheses), b Mixing height of air was correlated with wind speed with a correlation coefficient of 0 Θ5 
Monte Carlo simulations were performed with the Microsoft® Excel add-in 
Crystal Ball 3.0® (Decisioneering, Denver, CO, USA). Each model run consisted of 
10,000 iterations, which is generally considered sufficient to obtain a representative 
picture of the output uncertainty distribution (Morgan and Henrion, 1990). Crystal 
Ball 3.0® is equipped with a routine to calculate the correlation coefficients between 
the output and each of the input parameters. It squares these coefficients and 
normalises them to 100%. The resulting percentages were used in the present study 
to indicate the relative uncertainty importance of the input parameters. 175 
°c 
% 
m 
m 
m s ' 
mV 
C {-5, 30} 
Τ {10, 18 2,30) 
C {77, 1140}'' 
W{2, 3, 15} 
C {1.65, 13 6} 
L {2270, 1 62} 
1,2 
3 
4 
2,5 
1 
2,6 
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Table 4.3: Purniiiclcr ^ pcafiLatioii* iwd m the operational inicertamtif analy^i^for three parameters i/i'strihui^ tlie üiemieal anti 
phifsical properties of the Π M/Wiiiia's stiuiteit and witlt a n'lativelif large nnpaet (> 1%) on the operational uncertainty 
Substance name 
Henry's law constant at 25°C 
(Pa m3 mol1)" HaK-llfe in air (h)
c Half-life in water (h)" 
dichloromethane 
ethylene oxide 
1,1-dichloroelhane 
1,2-dichloropropane 
Inchloroelhene 
slyrene 
acrylomtnle 
toluene 
2-chloro-1,3-buladiene 
tetrachloroethene 
1,2,3,4-letrachlorobenzene 
C {60, 203) 
L(12, 10} 
C {149, 373} 
C { 11, 800} 
C {42, 545} 
C {82, 420) 
C{3 13, 4} 
C (183, 386} 
L {200, 10) 
C{87, 1400) 
C {30, 390) 
Τ {458, 904, 4584} 
Τ {917, 1689,9167} 
Τ {247, 494, 2468} 
Τ {65, 192,646} 
Τ {27, 54.4, 272) 
Τ {0.9, 2.21,7.3) 
Τ {13 4, 52.5, 198} 
Τ {10, 21.5, 104} 
Τ {2.9, 6.1,27.8} 
Τ {384, 768, 3840} 
Ι_(1536, 10} 
Τ {168, 336, 672} 
Τ {251, 268, 285} 
Τ {768, 1500, 3696} 
Τ {4008, 8760, 30936} 
Τ {4320, 6480, 8640} 
Τ {336, 504, 672} 
Τ {30, 120,552} 
Τ {96, 240, 528} 
Τ (672, 2160, 4320} 
Τ {4320, 6480, 8640) 
L {280320, 100} 
a
 C = custom distribution (minimum and maximum values between parentheses), Τ = tnangular distnbution (minimum, most likely, and maximum 
values between parentheses). L= lognorrnal distnbution (geometnc mean and standard deviation between parentheses), l> Data reported m Van de 
Plassche and Bocktmg (1993) Lide (1996) and Mackay (19923,6,0.1993), ' Data reported in Howard etat (1991), US-EPA (1994) and Atkinson 
(19Θ5) "Data reported in Howard etat (1991), EC (1996a,b) and Pei|nenburg etat (1991,1992,1996) 
4.2.3 Fundamental uncertainty analysis 
The assumptions underlying SimpleBox and the model equations were analysed 
to identify sources of fundamental uncertainty. The results of this analysis were 
used to draw up a questionnaire. The aim of the questionnaire was not only to 
identify and quantify the sources of fundamental uncertainty but also to gather 
ideas for assessing and dealing with fundamental uncertainty in environmental 
decision making. The questionnaire was sent to 66 persons in the Netherlands 
involved in environmental modelling of contaminant behaviour and the setting of 
EQOs (48 scientists, 9 scientifically trained policy makers and 9 scientifically trai­
ned representatives of social interest groups). The people selected were thought to 
be representative of the total population involved with EQOs and environmental 
modelling in the Netherlands, which is estimated to comprise 150 to 200 persons. 
Prior knowledge of SimpleBox was a sufficient selection criterion but not a neces­
sary one. For those unacquainted with SimpleBox, the questionnaire included an 
introduction to the model, its assumptions, and its intended use for coherence 
testing of EQOs. The questionnaire consisted of 15 questions. A presupposition of 
the questionnaire was that validation research on the coherence of EQOs is 
currently unfeasible. The interviewees were asked the following: which persons 
should be involved in identifying and assessing the (sources of) fundamental 
uncertainty, to suggest methods to assess the (sources of) fundamental uncertainty, 
to indicate the as yet unidentified sources of fundamental uncertainty in 
SimpleBox, to arrange the identified sources of fundamental uncertainty in order 
of priority, to estimate an uncertainty factor for each source of fundamental uncer­
tainty, and to suggest procedures and criteria for dealing with uncertainty in deci­
sion making. In case the interviewees did not answer a question or comply with a 
request, they were asked to specify their motives. Furthermore, the concept of 
adjudging uncertainty factors to each source of fundamental uncertainty was 
illustrated with an example to enhance the understanding of the interviewees. 
CHAPTER 4 MODEL UNCERTAINTY IN ENVIRONMCNTAL DECISION MAKING 
The example stated that an uncertainty factor of 4 implied that because of the 
considered source of fundamental uncertainty, the steady-state concentration ratio 
predicted by SimpleBox could deviate up to a factor of 4 from the real concentra-
tion ratio. It was also stated that these uncertainty factors were thought to indicate 
the limits of the 95% confidence interval 
4.3 Results 
4.3.1 Operational uncertainty 
Figure 4.2 presents the output distributions of the coherence indicators resulting 
from the Monte Carlo simulations performed for the 11 volatile substances. An 
indicator value larger than unity indicates incoherence. Table 4.4 presents the 2.5'h, 
SO"1 and 97.5"' percentiles of the coherence indicators. To allow for comparisons 
with the results of other studies, the 2.5"', 50,h and 97.5"'percentiles of the predicted 
steady-state concentration levels in air and water are also listed. Furthermore, 
Table 4.4 lists an operational uncertainty factor (OUF) for each output distribution. 
These uncertainty factors were calculated by taking the square root of the ratio 
between the 97.5"' and 2.5"' percentiles. Under the assumption of a lognormal 
output distribution, an operational uncertainty factor represents the ratio between 
the 97.5"' and 50"' percentiles or the 50"' and 2.5"'percentiles; both ratios being equal 
for lognormal distributions. The operational uncertainty factors are used to draw a 
comparison with the uncertainty factors estimated by the experts in the funda-
mental uncertainty analysis. The operational uncertainty factors of the coherence 
indicator varied from 2.62 for toluene to an extreme value of 87.9 for 2- chloro-1,3-
butadiene, both in scenario 1 (emission to air). The results in Table 4.4 and Figure 
4.2 indicate that the extent of the operational uncertainty depends on the nature of 
the substance under study and on the scenario chosen. 
The results of the uncertainty importance analysis are presented in Table 
4.5. As expected, the 11 important parameters identified previously had a relative-
ly large impact on the operational output uncertainty (>1%). The influence of the 
parameters was highly substance specific and also depended on the scenario 
chosen. In scenario 1, temperature and Henry's law constant were the main contri-
butors to the operational output uncertainty. In scenario 2, the top three contribu-
tors were the mixing height of air, the wind speed, and the fraction of the surface 
area covered by water. 
4.3.2 Fundamental uncertainty 
The questionnaire was returned by 28 persons (response 42%; 22 scientists, 3 policy 
makers and 3 representatives of social interest groups). Seven respondents (25%) 
commented on the presupposition that validation of SimpleBox is currently unfea-
sible, arguing that validation is the only appropriate procedure to attain model 
acceptance for coherence testing. Five respondents (18%) suggested that the cohe-
rence criterion should be specified in more detail, making validation research less 
problematic. One of the respondents stated that the relevance of coherent EQOs is 
currently overrated in the Netherlands and that it should be given less priority in 177 
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Figure 4.2: Output frequency distributions of the coherence indicator in scenano 1 (emission to air) and scenario 2 (emission to water) produced by SimpkBox after 30,000 Monte Carlo iterations 
The value of the coherence indicator (dimensionless) is plotted on the x-axis and the frequency of the output values (number of indicator values falling within a predefined intemal) on the 
y-axis A coherence indicator value exceeding unity indicates incoherence of air and water quality obiectives The 2 5"', 50", and 97 5'" percentiles of these distnbutions are listed in Table 4 4 
The width of the distributions corresponds to the operational uncertainty factors (OUFs) listed m Table 4 4 
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Table 4 4 Vie 2 5 50 , and 97 5' percentile* (2 5p 50p and 97 5/») for the tonct'n trattone tn air and water (mmol m 'J and for 
the coherence indicator (CI, dimensionier) as predicted by SimpleBox in scenano Ï (emission to air) and scenario 2 (emission to 
water) A coherena indicator value exceeding unity mdiLates uuoherence of air and water quality objectives Vie operahonai 
uncertainty factors (OUFs) were calculated by taking the square root of the ratio between the 97 5 and 2 5 percentiles 
Substance name 
dichloromethane 
ethylene oxide 
1 1-dichloroethane 
1,2 dichloropropane 
tnchloroelhene 
styrene 
acrylomlnle 
toluene 
2-chloro-1,3-butadiene 
letrachloroethene 
1,2,3 4-tetrachlorobenzene 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 Sp 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 Sp 
OUF 
2 5p 
50p 
97 5p 
OUF 
2 5p 
50p 
97 Sp 
OUF 
Emission to air (scenario 1) 
Air 
0 000922 
0 00134 
0 0264 
1.15 
0 0000509 
0 0000672 
0 000068 
1.16 
0 00363 
0 00371 
0 00373 
1.01 
0 0000973 
0 000103 
0 000105 
1.04 
0 0303 
0 0356 
0 0373 
1.11 
0 0009 
0 00232 
0 00439 
2.21 
0 000125 
0 000167 
0 000181 
1.20 
0 00194 
0 00275 
0 00309 
1.26 
0 00000334 
0 00000679 
0 0000094 
1.68 
0 0148 
0015 
0 0151 
1.01 
0 0009220 
0 00134 
0 00135 
1.21 
Water 
0 136 
0 369 
0 96 
2.66 
0 000108 
0 00953 
0 146 
36.80 
0 0142 
0 0389 
0 0972 
2.62 
0 00033 
0 0021Θ 
0 00903 
5.23 
0 0868 
0215 
0 831 
3.09 
0 00627 
0 035 
0134 
4.62 
0 0174 
0 0557 
0 141 
2.84 
0 00675 
0 0194 
0 0524 
2.79 
0 000000811 
0 00007510 
0 00616 
87.10 
00181 
0 0501 
0 314 
4.17 
0 00242 
0 0344 
0 173 
8.44 
CI 
0 000581 
0 00158 
0 00412 
2.66 
0 0000556 
0 005 
0 0893 
40.20 
0000194 
0 000532 
0 00134 
2.63 
0 0000072 
0 0000478 
0 000198 
5.20 
0 00524 
0 0127 
0 0495 
3.08 
0 00503 
0 0222 
0 0613 
3.50 
0 151 
0 45 
1 10 
2.69 
000112 
0 003 
0 00763 
2.62 
0 000000003 
0 00000020 
0 0000239 
87.90 
0 00917 
0 0253 
0 159 
4.16 
0 0259 
0344 
1 67 
8.02 
Emission to water (scenario 2) 
Air 
0 000166 
0 000877 
0 00677 
6.38 
0 000000566 
0 00000557 
0 0000409 
8.51 
0 0000546 
0 000328 
0 00262 
6.93 
0 0000345 
0 000214 
0 001730 
7.09 
0 0000138 
0 0000793 
0 0005930 
6.57 
0 00000147 
0 00000637 
0 0000316 
4.63 
0 000000062 
0 000000315 
0 00000198 
5.65 
0 00000452 
0 0000229 
0 000149 
5.73 
0 000233 
000116 
0 00736 
5.62 
0 00000148 
0 00000915 
0 0000742 
7.09 
0 000000049 
0 000000407 
0 00000339 
8.32 
Water 
1 21 
5 16 
18 50 
3.90 
0 00988 
0 0495 
0 228 
4.81 
0 376 
1 96 
73 60 
4.42 
0 263 
1 45 
5 55 
4.60 
011 
0 571 
2 15 
4.42 
0 0291 
0 1333 
0 48 
4.06 
0 00104 
0 00394 
0 0138 
3.65 
0 0357 
0 16 
0 564 
3 97 
2 36 
13 00 
55 40 
4.85 
0 0127 
0 0664 
0 248 
4.42 
0 000527 
0 00379 
0 0148 
5.30 
CI 
0 721 
2 09 
848 
3.43 
0 136 
3 87 
19 50 
12.00 
1 19 
3 47 
1390 
3.43 
23 60 
68 40 
270 00 
3.38 
0 0245 
0 0701 
0 259 
3.25 
00113 
0 0362 
0 108 
3.09 
0 0204 
00611 
0 232 
3.37 
0 128 
0 365 
3 18 
3.25 
969 00 
3820 00 
12900 00 
3.64 
0 00642 
0 0191 
0 0763 
3.45 
0 00297 
0 00905 
0 0353 
3.45 
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Table 4 5 Untcrtanüi/ nnportaiite tlic Lonlnbution (in %) of the various input pnninifter^ to the operattonnl imcertawty w the 
coherente indicator for each substance ni scenano·* Ί (emission to air upper panel) and 2 (emission to water lower panel) 
Substance' 
Henry's law constant 
Temperature 
Fraction of system area that is covered by water 
Mixing height of air 
Water depth 
Wind speed 
Streams crossing the system boundanes 
Half-life in air 
Half-lile in water 
Relationship between the partial mass transier coefficient 
at the air side of the air-water interface and wind speed 
Relationship between the partial mass transfer coefficient 
at the water side of the air-water interface and wind speed 
Other parameters 
1 
140 
75 3 
0 0 
2 5 
2 3 
3 5 
0 1 
0 0 
1 5 
0 0 
0 3 
0 5 
2 
95 1 
3 3 
0 0 
0 4 
0 3 
0 4 
0 0 
0 0 
0 0 
0 0 
0 1 
0 4 
3 
158 
82 3 
0 1 
0 2 
0 3 
0 4 
0 0 
0 0 
0 1 
0 0 
0 1 
0 7 
4 
47 4 
51 2 
0 0 
0 2 
0 0 
0 2 
0 1 
0 0 
0 0 
0 1 
0 0 
0 8 
5 
25 3 
73 5 
0 1 
0 0 
0 2 
0 2 
0 1 
0 0 
0 0 
0 0 
0 1 
0 5 
6 
40 9 
53 3 
0 0 
1 5 
1 0 
2 2 
0 1 
0 0 
0 2 
0 0 
0 2 
0 6 
7 
1 5 
45 7 
0 0 
8 7 
9 4 
127 
0 2 
0 0 
20 8 
0 1 
0 4 
0 5 
8 
4 3 
77 7 
0 0 
4 5 
3 0 
6 5 
0 0 
0 0 
2 6 
0 1 
0 7 
0 6 
9 
95 7 
3 7 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 6 
10 
42 6 
56 7 
0 0 
0 0 
0 0 
0 1 
0 2 
0 0 
0 0 
0 0 
0 0 
0 4 
11 
79 1 
163 
0 0 
0 2 
0 0 
0 2 
0 2 
0 0 
1 7 
0 0 
0 2 
2 1 
Substance' 
Henry's law constant 
Temperature 
Fraction ol system area that is covered by water 
Mixing height ot air 
Water depth 
Wind speed 
Streams crossing the system boundaries 
Hall-life in air 
Hall-hie in water 
Relationship between the partial mass transfer coefficient 
at the air side ol the air-water interface and wind speed 
Relationship between the partial mass transfer coefficient 
at the water side of the air-water interface and wind speed 
Other parameters 
1 
0 1 
0 4 
126 
48 4 
0 0 
30 9 
0 0 
0 0 
0 0 
0 0 
7 1 
0 5 
2 
59 3 
2 0 
5 0 
192 
0 0 
127 
0 0 
0 0 
0 0 
0 0 
1 1 
0 7 
3 
0 0 
0 0 
126 
4 8 6 
0 0 
30 4 
0 0 
0 0 
0 0 
0 0 
7 7 
0 7 
4 
0 3 
0 3 
122 
4 8 7 
0 0 
30 3 
0 0 
0 1 
0 0 
0 0 
7 5 
0 6 
5 
0 0 
0 0 
137 
47 6 
0 0 
28 3 
0 0 
0 6 
0 0 
0 0 
9 3 
0 5 
6 
0 0 
0 1 
23 8 
158 
0 0 
0 7 
0 0 
43 5 
0 0 
0 0 
144 
1 7 
7 
0 5 
168 
9 5 
43 2 
0 0 
28 2 
0 0 
0 6 
0 0 
0 2 
0 5 
0 5 
8 
0 0 
0 0 
16 7 
4 4 6 
0 0 
23 5 
0 0 
3 0 
0 0 
0 0 
11 5 
0 7 
9 
140 
0 3 
186 
312 
0 0 
115 
0 0 
150 
0 0 
0 2 
8 4 
0 8 
10 
0 0 
0 0 
122 
48 0 
0 0 
30 0 
0 0 
0 0 
0 0 
0 0 
9 0 
0 8 
11 
2 6 
14 
11 5 
45 7 
0 1 
28 6 
0 1 
1 1 
0 2 
0 1 
6 2 
2 4 
'Substances 1 = dichloromethane 2 = ethylene oxide 3=1 1-dichloroethane 4 = 1 2-dichloropropane 5= tnchloroethene 6 = styrene 7 = 
acrylomlnle θ = toluene 9 = 2 chloro 1 3-butediene 10 = tetrachloroethene, 11 χ 1 2,3 4 tetrachlorobenzene 
environmental policy. Three respondents (11%) stated that coherence should not 
be considered at the national or regional level but at the local level. Four respon­
dents (14%) considered fundamental uncertainty analysis pointless, mainly becau­
se they thought the coherence problem was defined poorly and because they rejec­
ted the scale level chosen. Questions concerning identification and assessment of 
sources of fundamental uncertainty were not presented to these four respondents. 
Of the remaining 24 respondents, 6 (25%) were unfamiliar with SimpleBox, 
8 respondents (33%) had superficial knowledge of SimpleBox, 6 respondents (25%) 
were reasonably well acquainted with the model, and 4 respondents (17%) had 
detailed knowledge of the model. Suggestions for persons to be involved in identi­
fying sources of fundamental uncertainty included scientists (23 respondents), poli­
cy makers (6 respondents), and representatives of social interest groups (1 respon­
dent). Methods suggested to assess the magnitude of fundamental uncertainty 
included validation of individual model equations, comparison of models with 
different structures, validation under small-scale laboratory conditions, and expert 
judgement. 
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Confronted with a list of sources of fundamental uncertainty (Table 4.6), 
the 24 respondents did not add any other sources. Twelve respondents (50%) 
complied with the request to arrange the sources of fundamental uncertainty in 
order of priority. The results are summarised in the second column of Table 4.6. 
No significant difference in priorities could be established (Friedman F
r
 test for 
randomised block designs; F
r
 = 7,083; p<0.2). Some of the respondents stated that 
they were insufficiently acquainted with the model to assign priorities. Others 
argued that assigning priorities is unscientific or that it is impossible to assign 
general priorities because fundamental uncertainty is substance specific. 
Six respondents (25%; all scientists) estimated uncertainty factors for the 
sources of fundamental uncertainty (Table 4.6). Reasons mentioned by the respon­
dents for not estimating uncertainty factors included insufficient knowledge about 
SimpleBox, the substance-specific nature of the uncertainty, and a lack of knowled­
ge about field conditions. The estimated uncertainty factors are referred to as 
fundamental uncertainty factors (FUFs). These factors were interpreted as repre­
senting the ratio between the 97.5,h and 50lh percentiles or between the 50lh and 2.5'h 
percentiles. As stated before, both ratios are equal if lognormal distributions are 
assumed. 
To enable the estimation of the overall fundamental uncertainty in the 
coherence indicators, it was assumed that fundamental uncertainty is propagated 
through multiplicative parameter relationships and that the various sources of 
fundamental uncertainty are independent. Slob (1994) presents equations to calcu­
late the overall output uncertainty under these conditions. The results are listed in 
the last row of Table 4.6. 
Table 4.6. Pnonti/ scores ami finutmiwiital uncertainty factors (FUFs) for five sources offiindanii'ntal uncertainty in SimpleBox 
The priority score is tlie result of arranging the sources of uncertainty m descending order of priority tlmt was done by 72 
experts A FUF of 4 implies tlmt because of the considered source of fundamental uncertainty the steady-state concentration ratio 
predicted by SimpleBox lould diviate up to a factor of 4 from the real concentration ratio 
Source of fundamental uncertainty Priority score* FUFs assessed by six experts with varying knowledge of the 
SimpleBox model" 
»P »P 
1 The Netherlands consists ol 8 
boxes air water, agricultural soil, 
natural soil, industrial soil, sediment, 
suspended solids, and water 
2 The θ compartments are physically 
and chemically homogeneous (there is 
no spatial variation within the 
compartments) 
3 The β compartments are in a steady-
state situation 
A SimpleBox includes all processes 
influencing the steady-stale situation 
5 The process formulations included in 
SimpleBox are complete and accurate 
Overall fundamenlal uncertainty* 
3 8±1 3 
2 7±1 4 
3 2±1 3 
3 1±1 3 
2 2±1 I 
10 
20 12 
10 
30 
1-5 
10-100 
10-100 
5-10 
10 
330' 
air 3 
waler 10 
soil 100 
air 1 1 
water 2 
soil 4 
1 
a/w:149 
' Mean score ± standard deviation , " Abbreviations sp = superficial knowledge, rs = reasonable knowledge dt = detailed knowledge,c This 
uncertainty estimate was combined with source 2,ά This uncertainty estimate was combined with source 3, β Overall fundamental uncertainty 
factors were calculated with the equations presented by Slob (1994), under the assumptions ol lognormal parameter distributions multiplicative 
parameter relations and the absence of conelation between parameters, ' Geometric mean,α Because the present study concentrated on 
air/water concentration ratios (a/w) only this value is listed The other uncertainty factors are 3 (air), 10 (water) 120 (soil), 140 (air/soil) and 220 
(water/soil) 181 
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Most respondents (20 of the 28) indicated that the uncertainty levels in 
SimpleBox and the coherence indicators should meet certain criteria before the 
model predictions can be considered for use in EQO adjustment. However, the 
criteria suggested varied widely: model predictions were only to be used if the 
sources of uncertainty were identified, if the overall uncertainty was quantified, if 
it was proven to be of an acceptable magnitude, if the modelling process was 
performed in accordance with quality assurance guidelines, or if sensitivity and 
uncertainty analyses were performed. Nineteen respondents indicated that the 
government should draft criteria for the application of uncertain model predicti-
ons in environmental policy decisions, but again, suggestions varied widely. 
4.4 Discussion 
4.4.1 Operational uncertainty 
The operational uncertainty as reflected in the output distributions of the coheren-
ce indicators contains a certain unavoidable degree of subjectivity. This subjectivi-
ty was introduced during the process of gathering, selecting, and integrating suita-
ble input data. Examples include the use of data based on expert judgement (e.g., 
the average water depth in the Netherlands) and assumptions about the distribu-
tion types used (e.g., normal, lognormal, uniform, or custom). Although the extent 
of the subjectivity was not quantified in the present study, it is believed to be small 
because the procedure of gathering data was extensive and great care was taken 
during data processing to introduce as little subjectivity as possible, especially for 
important parameters. One option to quantify the extent of this subjectivity would 
be to conduct a comparative study during which different researchers perform an 
operational uncertainty analysis for the same substances. 
For the calculation of the operational uncertainty factors (Table 4.4), 
lognormal output distributions were assumed. Figure 4.2 indicates that most 
output distributions tended to have a lognormal distribution, but considerable 
deviations occurred (e.g., for ethylene oxide and 1,2,3,4-tetrachlorobenzene in 
scenario 1). 
A comparison of the results of the operational uncertainty analysis presen-
ted here with outcomes of other multimedia models is difficult because other 
studies have used different substances and scenarios and have lacked a detailed 
uncertainty analysis. Mackay et al. (1996) performed a rough sensitivity and uncer-
tainty analyses with a multimedia model representing South Ontario in Canada 
for the concentration of chlorobenzene in air. They found the half-life in air to be 
the only uncertain parameter to have a significant impact on the output. Variation 
of this parameter over its estimated 95% confidence interval resulted in a maxi-
mum error of 24% in the predicted chlorobenzene concentration. This corresponds 
with an operational uncertainty factor of 1.28, which is comparable to most opera-
tional uncertainty factors in scenario 1 (Table 4.4). However, it should be emphasi-
sed that Mackay et al. (1996) used a slightly different scenario (with small emis-
sions to soil and water) and did not include all uncertain input parameters in their 
analysis. 
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Kühne et al. (1997) also presented a rough uncertainty analysis of multi-
media model predictions. In their case, the model represents a region of 6,000 km2 
in the eastern part of Germany, belonging to the Norddeutsche Tieflandsbucht. On 
the basis of various emission scenarios, they reported standard error factors (SEFs) 
for phenol, pentachlorophenol (PCP), ethanol, acetone, and anthracene. They assu-
med lognormal distributions for the octanol/water partition coefficient (Xoa,) and 
the dimensionless Henry's law constant (H') with a standard deviation of 0.5 log 
units. Assuming lognormal output distributions, their results can be transformed 
into operational uncertainty factors (Table 4.7). The values in Table 4.4 are of com-
parable magnitude, although Kühne et al. (1997) varied only four parameters (Kow 
and H' directly and BCF and Koc indirectly via Koui), whereas our study varied 62 
parameters. However, the standard deviation of 0.5 log units that was assumed by 
Kühne et al. (1997) is quite large compared to the values used in the present study. 
Table 4.7: Opcnitumal unwrtainh/ fiiLtor*. füUfs itiwcii<;ionlcss) derived from the standard error factors (SEFs) reported by 
Kuhne et aï (1997) for tlie situation m wliitïi lognornial distribution·* were assumed for the octanol/water partition coefficient 
(Koa) and the dimensionless Henry's law constant (H'), botti with a standard deviation ofO 5 log units 
Substance name 
Phenol 
Pentachlorophenol 
Ethanol 
Acetone 
Anthracene 
Air 
Water 
Air 
Water 
Air 
Water 
Air 
Water 
Air 
Water 
Emission into water 
(1 ,000 kg year·1) 
1.22 
4.52 
5.73 
1.47 
1.00 
2.13 
1.00 
2.13 
1.00 
1.78 
Emission into air 
(1,000 kg year'1) 
7.70 
1.00 
7.03 
1 22 
6 37 
1.00 
1.47 
3.45 
2.96 
1.22 
What do the results of the operational uncertainty analysis imply in terms 
of coherence testing? The median values of all coherence indicators in scenario 1 
are smaller than unity (Table 4.4), indicating that the EQOs of all compounds 
studied tend to be coherent if air is considered the primary compartment. If water 
is considered the primary compartment, the EQOs of dichloromethane, ethylene 
oxide, 1,1- dichloroethane, 1,2-dichloropropane and 2-chloro-l,3-butadiene tend to 
be incoherent. Therefore, whether EQOs are considered coherent depends on the 
scenario chosen. It also depends on the preferred level of certainty. The previous 
interpretation presumes a required certainty level of 50% (i.e., median coherence 
indicator values were used). If coherence is to be established with 90% certainty, 
the results of the coherence test will change. Therefore, whether EQOs are conside-
red coherent also depends on the preferred level of certainty in the coherence test. 
The choice of a preferred level of certainty in the coherence test is compli-
cated by the fact that the calculated uncertainty in the output distributions is 
caused by different types of input uncertainty. That uncertainty is partly caused by 
temporal variation and partly by lack of knowledge or inaccuracy. If the entire 
output uncertainty were caused by temporal variation, the output uncertainty 
would indicate the period of time during which EQOs are coherent or incoherent. 
MODEL UNCERTAINTY IN ENVIRONMENTAL DECISION MAKING CHAPTER 4 
0.01 0.10 
Coherence Indicator [dimensionless] 
1.00 
Figure 4.3 Vìe differente between uncertaitity due to temporal vartabihti/ and due to lack of knowledge/tnaCLitracy is illustrated 
for tetraihloroethene m ••cenano 1 (emission to air) Henry « tac constant (uncertain because of lack ofknou'ledge/maccuraci/) was 
Monte Carlo sampled for the 5 , 15' SO' 85 and 95 percentiles (5p, 15p, SUfi, 85p and 95p) of temperature funu'rtani because 
of temporal variability) All other parameters were kiyt constant Vie tolierence indicator is smaller titan 005 with 46 6% certain-
ty for 95% of the considered period of time (the 5 ' percentile of temperature is exceeded during 95% of the time resulting m a 
smaller coherence indicator value) with 76 6% certainty for 85% of the time and with 91 3% certainty for 50% of the time 
If the output uncertainty were entirely caused by lack of knowledge or inaccuracy, 
the output distribution would indicate the probability of EQOs being coherent or 
incoherent, given our current state of knowledge and ignoring fundamental uncer-
tainty. Ideally, therefore, the influence of both types of uncertainty should be sepa-
rated, as is illustrated in Figure 4.3 for tetrachloroethene in scenario 1. 
The operational uncertainty analysis illustrates that the coherence of EQOs 
can be determined properly only if independent choices have been made concer-
ning a suitable emission scenario, the maximum permissible period of incoheren-
ce, and the maximum permissible uncertainty due to lack of knowledge or inaccu-
racy. However, these choices are useful only if the fundamental uncertainty in the 
model predictions is considered to be of acceptable magnitude. This issue is 
discussed in the next section. 
4.4.2 Fundamental uncertainty 
One of the key issues arising from the results of the questionnaire concerns the 
definition of the coherence problem. Several respondents considered fundamental 
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uncertainty analysis pointless because of the poor definition of coherence. The 
definition of the Dutch government lacks an explicit specification of the scale level 
at which coherence of EQOs should be considered, nor does it state how spatial 
and temporal variations in concentration levels should be dealt with. These speci-
fications determine the suitability of a model for testing the coherence of EQOs 
and influence the model structure. Van de Meent and De Bruijn (1995) adopted a 
national scale level and dealt with spatial and temporal variation by assuming 
homogeneity within compartments and steady-state conditions, respectively. 
However, it should be emphasised that these were subjective choices that are not 
yet laid down in official policy documents. As long as a detailed definition of the 
coherence problem is lacking, other options remain open. Indeed, several respon-
dents argued that a local level would be more suitable for testing the coherence of 
EQOs. This illustrates the importance of expressing policy objectives (e.g., the 
coherence of EQOs) in meaningful and measurable environmental attributes befo-
re a simulation model is applied in environmental decision making (Reckhow, 
1994b). In this case, a more detailed definition of the coherence problem might 
imply that the suitability of SimpleBox and its structure for testing the coherence 
of EQOs should be reconsidered. 
Another consequence of the poorly defined coherence problem is that it 
complicates validation research. Several respondents commented on the presuppo-
sition that validation of coherence predictions (i.e., comparison of the predictions 
with field data) is unfeasible, arguing that it is the only proper way to achieve 
model acceptance. It is evident that validation research is generally the best option 
for assessing the extent of uncertainty in model predictions (Monte et al., 1996; 
Thiessen et ai, 1997). However, a more detailed specification of the coherence 
problem is necessary to determine how field data should be gathered and compa-
red with model predictions. Validation research is furthermore impeded by consi-
derations of a practical nature (e.g., the costs involved). 
One way to get an impression of the extent of the fundamental uncertain-
ty even though field data are lacking is by applying models with a different struc-
ture to identical problems and comparing their results (Van Asselt and Rotmans, 
1996; Cardwell and Ellis, 1993,1996). The spread in results can be used as a measu-
re for the uncertainty resulting from different model assumptions and structure. 
An alternative way is to develop a model containing choice parameters governing 
the selection of competitive theories or equations concerning the problem and 
processes involved. A sensitivity analysis would then point out the choices that are 
important in the overall uncertainty analysis. Choice parameters can also be comb-
ined with expert judgement to reveal the overall uncertainty in model predictions 
as demonstrated, for example, by Evans et al. (1994a) for carcinogenic risk assess-
ment. However, most regional environmental fate models are of the Mackay type 
and therefore based on comparable assumptions and equations. If the results of 
these models are compared, a significant proportion of the fundamental uncertain-
ty might remain unnoticed. Nonetheless, a study by Severinsen et al. (1996) in 
which a multimedia fate model representing the standard European average 
region was adapted to represent the Danish situation indicates that the compart-
mentalisation of the environment in multimedia fate models has a considerable I SS 
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influence on the results. They reported differences up to a factor of 10 due to chan-
ges in the compartmentalisation. 
In the present study, fundamental uncertainty was assessed tentatively by 
means of expert judgement. The method applied was rather rough. A thorough 
expert judgement would include training of the experts as needed (i.e., full 
acquaintance with the model), and a justification would be asked from each expert 
of the values selected. However, given the poor definition of the coherence 
problem, a detailed and time-consuming assessment of the fundamental uncer-
tainty was deemed pointless. 
Expert judgement in the absence of validation or calibration data tends 
towards convergence (Bolger and Wright, 1994). This convergence process is likely 
to be determined by more than scientific knowledge alone (e.g., persuasiveness, 
scientific prestige, and personal interrelations between experts). To avoid situa-
tions in which true uncertainty is blotted by scientific consensus, it seems defensi-
ble to include non-specialist scientists and scientifically trained stakeholders in the 
uncertainty assessment. They will tend to question certainty and will try to find 
fault with everything, therefore revealing all uncertainty. For this reason, the 
questionnaire was not only sent to trained experts but also to non-specialist scien-
tists and scientifically trained stakeholders. In this sense, the procedure followed 
exhibits features of the postnormal school outlined by Funtowicz and Ravetz 
(1994) who advocate the involvement of stakeholders in uncertainty assessment. It 
is remarkable that only one of the respondents indicated that interest groups 
should be included in the assessment of fundamental uncertainty. It indicates that 
the possible surplus value of including stakeholders in expert judgement is not yet 
widely acknowledged. 
Although the method applied to assess the fundamental uncertainty was 
rather rough, some cautious conclusions can be drawn. The lack of significant 
difference in allocated priorities and the widely varying fundamental uncertainty 
factors (Table 4.6) reveal considerable levels of disagreement in experts' assess-
ments. This is not surprising in light of the poorly defined coherence problem that 
resulted in a rather rough and generic description of the sources of fundamental 
uncertainty and probably impeded an accurate assessment by the experts. It also 
explains why only few respondents complied with the request to estimate uncer-
tainty factors. The widely varying results can furthermore be explained by the fact 
that, like operational uncertainty, fundamental uncertainty varies with the scena-
rio and substance considered. For example, the assumption of homogeneity is like-
ly to have a relatively small impact on the predicted concentration levels of volati-
le and mobile substances, whereas it might have a considerable impact on predic-
tions for accumulating substances. The scenario- and substance-specific nature of 
the fundamental uncertainty was not accounted for in the questionnaire. 
Given the rough method applied and the widely varying results it is 
tempting to reject the results of the fundamental uncertainty analysis altogether. 
However, the necessity to assess the fundamental uncertainty stems from the 
intention to use the model results for environmental decision making. Therefore, 
ignoring the fundamental uncertainty is not an option, and rejecting the results 
will leave us empty-handed. A better option is to currently label the fundamental 
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uncertainty as hard uncertainty. Hard uncertainty refers to parameters or events 
whose probability distribution does not exist or is not fully definable because of a 
lack of reliable classification criteria. Hard uncertainty can be conceived as the 
transition area between a state of ignorance, in which all knowledge is lacking, 
and a state of soft uncertainty, in which uncertainty can be described adequately 
by a unique distribution of additive probabilities that is considered fully reliable 
(Vercelli, 1995). Therefore, fundamental uncertainty will not be expressed in a 
single value but in a range with some characteristic index numbers, such as the 
arithmetic and geometric means. 
The overall fundamental uncertainty factors listed in Table 4.6 are based 
on the poorly underpinned assumptions of lognormal parameter distributions, 
multiplicative parameter relations, and the absence of correlation between para-
meters. Nonetheless, they give an impression of the order of magnitude of the 
overall fundamental uncertainty. On the basis of these results, it seems defensible 
to state that for most situations overall fundamental uncertainty is expected to 
range from a factor of 5 to one of 100, whereas in extreme situations it might be a 
factor of 500. The arithmetic mean is 69 and the geometric mean 24. 
4.4.3 Overall uncertainty 
A comparison between the operational uncertainty factors (Table 4.4) and the 
fundamental uncertainty factors (Table 4.6) indicates that the extent of the funda-
mental uncertainty as perceived by experts tends to exceed the operational uncer-
tainty. However, the conclusion that fundamental uncertainty exceeds operational 
uncertainty can only be drawn tentatively because different methods were used to 
assess these two types of uncertainty. Nonetheless, if the coherence predictions are 
to be used in environmental decision making, it is important that the overall 
uncertainty is considered acceptable. If this uncertainty is to be reduced, the best 
option is to invest more effort in assessing and reducing the (perceived) funda-
mental uncertainty. Focusing solely on reducing operational uncertainty would be 
inappropriate and would be like arguing about digits behind the decimal point 
while those in front of the point are still uncertain. 
Participants in a spout workshop on multimedia fate models, sponsored 
by the Society of Environmental Toxicology and Chemistry (SETAC), estimated the 
overall uncertainty in concentration levels in the primary compartment to be a 
factor of 3 and that for the secondary compartment to be a factor of 6 (Cowan et 
ai, 1995). For ratios between primary and secondary compartments, this would 
result in a maximum uncertainty factor of 8, which lies within the range of uncer-
tainty estimates reported in the present study. However, it should be observed that 
this estimate is likely to be afflicted by the previously mentioned phenomenon of 
uncertainty being obscured through convergence of estimates in the absence of 
validation data. 
Van de Plassche and Bockting (1993) have suggested that EQOs should be 
adjusted only if the predicted concentration in the secondary compartment ex-
ceeds the EQO by more than a factor of 10. This factor of 10 was chosen because it 
was thought to reflect adequately the uncertainty in the model predictions. 
Considering operational uncertainty only, this factor of 10 seems a conservative 187 
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estimate, but if fundamental uncertainty is included, it is likely to be an underesti-
mate. Furthermore, the results presented in this paper indicate that the application 
of one safety factor for all substances is inappropriate because the uncertainty 
depends on the substance under study. Ideally, the acceptability of the uncertainty 
in the coherence predictions should be determined separately for each substance. 
4.5 Conclusions 
If model results, which are not yet validated, are to be used in environmental deci-
sion making, it is important to obtain a picture of the uncertainties involved. A 
comprehensive uncertainty analysis does not only include operational uncertainty 
resulting from input parameters but also fundamental uncertainty resulting from 
model assumptions and equations. In the case of the multimedia fate model 
SimpleBox, which is used in the Netherlands to test the coherence of independent-
ly derived EQOs, fundamental uncertainty turned out to be difficult to assess, 
mainly due to the poor definition of the coherence problem. Nonetheless, the 
fundamental uncertainty estimated tentatively by experts tends to be larger than 
the calculated operational uncertainty. Therefore, efforts to improve the quality of 
coherence testing should aim at assessing fundamental uncertainty more accurate-
ly and reducing it where possible. An important step forward would be to define 
the coherence problem in meaningful and measurable environmental attributes; 
this would facilitate validation research and enable a more accurate assessment of 
the fundamental uncertainty by experts. 
The question whether independently derived EQOs should be adjusted on 
the basis of uncertain model predictions cannot be answered in general, nor 
should it be answered by scientists; rather, this is the playing field of policy 
makers and stakeholders, who should determine whether EQOs should be 
adjusted, depending on the substance-specific uncertainties and the stakes invol-
ved (e.g., the consequences of EQO violations and the costs of emission reducti-
ons). It is the task of the scientist to indicate the uncertainties involved by outli-
ning the limits of our knowledge and to guard the quality of the decision-making 
process, for example, by ascertaining that no assertions are made that can be 
proved to be untrue or highly unlikely. 
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CHAPTERS SELECTING WATER QUALJTT MODELS FOR DISCHARGE PERMTTTINC 
5 Selecting water quality models for discharge permitting 
In most European countries, emission limit values in discharge permits are predominanti]/ 
based on technological considerations Environmental quality objectives (EQOs) play a minor 
role This is different in the United Kingdom (UK) and the United States of America (USA,), 
where water quality models are used to predict future water quality, check compliance with 
EQOs, and, if necessary, derive additional emission limit values This paper compares eleven 
UK and USA models used in discharge permitting The models are classified into system 
models, mixing zone models, and mass balances Key factors in model selection and applica-
tion are outlined It is concluded that model selection is a process of matching model features 
with applicable EQOs, system and discharge characteristics, data availability, costs of data 
gathering and emission reduction, and personal preferences To stimulate EQO application in 
discharge permits, guidelines for model selection and application are necessary Furthermore, 
it is recommended for European countries to specify their EQOs in more detail, for example, 
by developing criteria for acute toxicity, mixing zone dimensions, exceeding frequencies, and 
confidence levels Development of an expert system for model selection is suggested, in order 
to deal with uncertainty m model predictions 
5.1 Introduction 
Environmental permitting has proved to be a useful tool m controlling discharges 
of toxic substances to surface waters The impact of the discharge can be limited 
by specifying emission limit values (ELVs) in the permit In setting such ELVs, two 
approaches can be followed a technology-based and a water quality-based appro-
ach In the technology-based approach, ELVs are determined by technological 
considerations In most cases, this approach is implemented by prescribing speci-
fic technologies for emission reduction, for example, the Best Available Technology 
(BAT), the Best Practicable Means (BPM), or the Best Available Technique Not 
Entailing Excessive Cost (BATNEEC) In the water quality-based approach, future 
water quality is predicted and compared with environmental quality objectives 
(EQOs) ELVs are set such that EQOs are not violated 
The relation between the technology- and water quality-based approaches 
is currently the subject of international debate, especially in the European Union, 
where both approaches are being applied by different countries (Jirka and 
Summer, 1992, Stortelder and Van de Guchte, 1995, OECD, 1996, Kraemer, 1996) 
The UK has a long tradition in applying the water quality-based approach, which 
has been much criticised by other European countries because it is said to stimula-
te filling EQOs and to contravene the principles of pollution prevention and no-
detenoration Furthermore, it is assumed implicitly that enough ecotoxicological 
data are available to derive EQOs For many chemicals this is not the case (Van 
Leeuwen, 1993) Most other European countries, like Germany, Belgium, Austria, 
and the Netherlands, predominantly use a generic technology-based approach to 
set ELVs The national legislation of these countries does provide for the applica-
tion of the water quality-based approach on a case by case basis but in practice 
this approach is elaborated poorly and ambiguously (Ragas and Leuven, 1996) 
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Critics state that the procedure followed by these countries does not guarantee 
that EQOs are met. 
In the continuing discussion on this subject, there seems to be a tendency 
to consider both approaches complementary instead of alternative (OECD, 1996; 
Kraemer, 1996). The UK, for example, has recently started to implement branch-
specific emission guidelines for dangerous substances in addition to the water 
quality-based approach. An extensive combined approach is already in use in the 
USA, in which ELVs of the technology-based approach are regarded as minimum 
requirements for emission reduction and additional ELVs are imposed if EQOs are 
not met. It comprises the following steps: 
1. Prescribe the applicable technology for emission reduction, for example, 
BAT or BPM. 
2. Determine the chemical composition and toxic characteristics of the remaining 
effluent. 
3. Determine the applicable EQOs. In most countries these EQOs depend on 
designated water functions, like drinking water supply, fisheries, recreation, 
and ecological values. 
4. Gather data about water system characteristics. 
5. Choose a suitable water quality model to predict future water quality. 
6. Predict future water quality and compare it with EQOs. 
7. (a) If no violation of EQOs is predicted, ELVs can be set at the level 
determined in the first step, 
(b) If a violation of EQOs is predicted, ELVs must be derived from the 
applicable EQOs. 
Many different water quality models are available for discharge permitting, especi-
ally in the UK and USA. These models differ in their underlying assumptions, in 
the system modelled, and in discharge characteristics, as well as other features. Not 
all models are suitable for simulating all discharge situations and they may even 
produce different results in identical situations. Therefore, model selection may 
significantly influence the setting of ELVs. Nonetheless, little or no attention is 
being paid to model selection in scientific literature and common day practice of 
discharge permitting. Ultimately, this may result in unequal treatment of dischar-
gers and inaccurate ELVs, which may either lead to EQO violation or unnecessary 
costs for emission reduction. 
The aim of this chapter is to outline a theoretical frame work for model 
selection, based on an analysis of EQO and model application in the UK and USA, 
as well as a comparison of eleven UK and USA water quality models. 
5.2 Methods 
The method used, comprises three steps: 
1. Analysis and description of EQO and model application in the UK and USA. 
2. Selection and comparison of eleven UK and USA water quality models to iden-
tify distinguishing features that may be important in model selection. 
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3. Analysis and description of the role of the distinguishing model features during 
the selection process, resulting in a theoretical framework for model selection. 
The information used was gathered by conducting a literature search. Among the 
databases consulted were the UNCOVER database of the CARL organisation 
(http://uncweb.carl.org), the Online Library System (OLS) of the United States 
Environmental Protection Agency (US-EPA; http://www.epa.gov/natlibra/ols.htm), 
the Universities Water Information Network (UWIN; http://www.uwin.siu.edu) 
and the CD-ROM database Poltox II-3/95 (Elseviers Science Publishers, Oxford, 
UK). Key words used were water, quality, objectives, standards, model, discharge, 
mixing zone, permit and allocation. Furthermore, 21 water quality managers and 
scientists in England, Wales, and the USA were contacted and asked to provide 
supplementary information. Important guidance documents for model selection 
and application turned out to be the Discharge Consents Manual in England and 
Wales (NRA, 1996) and the Technical Support Document for Water Quality-based 
Toxics Control in the USA (US-EPA, 1991). 
5.3 EQO and model application in the UK 
The UK (notably, England and Wales) uses 48 national EQOs for toxic organics, 
metals, and conventional variables, for example, biological oxygen demand (BOD) 
and dissolved oxygen (DO) (NRA, 1994,1996). The UK lacks a formal mixing zone 
policy, so the EQOs are generally applicable to (parts of) water systems. The EQOs 
are specified as long-time average concentrations or percentile scores. 
Bank 
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Figure 5.Ί: Vie mixing zone concept used in the USA (US-EPA, Ί99Ί) 95 
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Table 5.7: Compnriwn of the eleven selected water quahty models, the presence or absence of a model feature is nidicated by 
+ or -, respectively, ± indicates ambiguous model features 
WARNS MCARLO CORMIX PLUMES TOMCAT SIMCAT SMPTOX OUAL2E WASP HSPF EXAMS 
References ï Ï 2,3 4.5 6 7 θ 9 ÏÖ 11 12 13 
Model type 
mass balance + + - - - . . . . 
mixing zone model + + · . . . . 
water system model · + + + + + + + 
System type 
rivers and streams + + + + + + + + + + + 
lakes and canals - + + + + + + 
coastal areas - + + - - - - + - + 
estuanes + + · + - + 
Parameter variability 
steady-stale + + + + - - + 
stochastic + + · + + - + - - -
dynamic - - · - - + + 
Compartments 
water + + + + + + + + + + + 
suspended matter · + ± + + + 
sediment + - + + + 
air . . . . . . . . . . + 
Predicted variables 
concentration levels + + + + + + + + + + + 
toxicity ± ± + ± ± ± ± ± ± ± -
biological cntena · - - . . . . 
Polluting agents 
chemical substances 
conventional par + + + + + + + + + + -
metals + + + + + - + + -
micro orgames + + + + ± ± + - + + + 
heat + - - + · + -
micro-organisms * ± + + - + - + -
Processes 
advective transport + + + + + + + + + 
dispersive transport + + + + + - + 
transport of susp mat - - + ± + + + 
volatilisation - - - + - + + + 
degrad & transi + + + + + + + + + 
bioaccumulatton - - · · + - - - + 
atmospheric deposition - + - + + + 
sorption - + - + + + 
sedimentation & resusp - + - + + + 
run oH · · ± ± • + + + + 
Site-specific parameters 
temperature + + + + + + + + 
acidity . . . . . + + + 
light . . . .
 + + + + 
wind +• · · - + + + + 
Spatial dimensions 
0
 + + . . . . . . . . . 
1 · - - - + + + + + + -
2 . . . + . . . . + . . 
3 . . + . . . . . + . + 
Discharge type 
general + + + + + + + + + 
submerged single - - + + - · . . . . 
submerged diffuser + + . . . . 
surtace - • + - - - . . . . 
Calibration and validation 
general + + - - - + - + 
site-specific - + + + + + + -
Uncertainty estimate ι - ± 
Data requirement 
low + + . . . . . . 
medium - + + + + + - - - + 
high · + + + 
Calculation direction 
lorwards + + + + + + + + + + + 
backwards + + - + . . . . 
User-friendliness 
user interface ± ± + ± + + + + - ± 
calibration routine . . . . + + 
sensitivity routine + + - - - + + - • ± 
EQO checking + + + - + + - + -
personal judgement 
positive + + - · - + + - • · 
neutral - + + - + · + - + 
negative - - - • + • • • * + · 
References 1 = NRA. 1995a. 2 = Ooneker and Jirka. 1990, 3 = Akar and Jiifca. 1991, 4 = Jones etat ,\ 996 5 = Jirfca et al 1996a,b, 6 = 
B a u m g a r i n e r e f a / , 1994, 7 = NRA Thames Region. 1988. θ = NRA. 1995b. 9 = Limno-Tech I n c . 1991, 10 = Brown and Barnwell, 1987,11 = 
Ambrose etat 1993, 12 = Bicknell e r a / , 1993. 13 = Bums, 1990 
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To check EQO compliance, the UK uses two model types: (1) simple mass 
balance models and (2) system models. Mass balances are equations based on the 
principle of mass conservation, for example, MCARLO and WARNB (Warn and 
Brew, 1980). It is assumed that complete mixing between discharge and ambient 
water takes place instantaneously. Possible mixing zone effects near the outfall are 
neglected. System models are complex model frameworks suitable for simulating 
water quality in an entire water system, for example, a catchment area. System 
modelling makes it possible to account for interactions between multiple dischar-
gers on the same system and to allocate waste loads efficiently and fairly. In the 
UK, system models are predominantly used to model conventional water quality 
variables, for example, BOD and DO. 
5.4 EQO and model application in the USA 
The USA uses EQOs for toxic organics, metals, conventional variables, and efflu-
ent toxicity (US-EPA, 1991). To protect human health, the USA uses general EQOs, 
called reference ambient concentrations (RACs). Aquatic life is protected in the 
USA using a system with two EQOs per pollution variable: a criterion maximum 
concentration (CMC) to prevent acute toxic effects, and a criterion continuous 
concentration (CCC) to prevent chronic toxic effects. Around the outfall two 
mixing zones are distinguished: a small toxic dilution zone in which the CMC is 
exceeded and a larger formal mixing zone in which the CCC is exceeded (Figure 
5.1). Outside the formal mixing zone CCC and RAC apply. EQOs are specified as 
concentrations with a characteristic averaging period (e.g., one hour for a CMC 
and four days for a CCC) and a maximum allowable exceeding frequency (e.g., an 
average frequency of once in three years). 
To check EQO compliance the USA uses mass balances, mixing zone 
models, and system models. Mass balances are used only if mixing zone effects 
can be ignored. Otherwise mixing zone models are used, simulating the mixing 
process between discharge and ambient water. System models are used to allocate 
the tolerable maximum daily load (TMDL) of the water system to point and non-
point pollution sources. 
5.5 Model comparison 
To draw a comparison and identify distinguishing features, four UK models 
(WARNB, MCARLO, TOMCAT, and SIMCAT) and seven USA models (CORMIX, 
PLUMES, SMPTOX, QUAL2E, WASP, HSPF, and EXAMS) were selected (NRA, 
1995a,b; Doneker and Jirka, 1990; Akar and Jirka, 1991; Jones et ai, 1996; Jirka , 
1996a,b; Baumgartner et al, 1994; NRA Thames Region, 1988; Limno-Tech Inc., 
1991; Brown and Barnwell, 1987; Ambrose et al., 1993; Bicknell et al, 1993; Burns, 
1990). These models are used widely in discharge permitting in the UK and USA. 
The UK models are available free or at a small administration fee through the 
Environment Agency (former National Rivers Authority). The USA models are 19^ 
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available through the Centre of Exposure Assessment Modeling (CEAM) of the 
US-EPA (http://www.epa.gov/CEAM). 
Table 5.1 shows an overview of the model comparison, distinguishing the 
following model features: 
- Model type indicates whether a model is a mass balance, a mixing zone model, 
or a system model. 
- System type indicates whether a model is applicable to rivers and streams 
(flowing), lakes and canals (stagnant), coastal areas (tidal), and estuaries 
(flowing and tidal). 
- Parameter variability indicates whether variable parameters are defined as fixed 
values (steady-state), probability functions (stochastic), or functions of time 
(dynamic). 
- Compartment indicates whether the model can predict quality of water, suspen­
ded matter, sediment, and air. 
- Predicted variable indicates whether the model can predict environmental quality 
in terms of concentration levels, toxicity levels, or biological variables (e.g., a 
species index). 
- Polluting agent indicates whether a model can simulate the discharge of heat, 
micro-organisms, and chemical substances. This last class is subdivided into 
conventional quality variables (e.g., phosphorus and BOD), metals, and organic 
micro-pollutants. 
- Process indicates whether a model can simulate advective transport (associated 
with water flow), dispersive transport (driven by molecular diffusion), volatilisa­
tion, degradation, transformation, bioaccumulation, atmospheric deposition, sorp­
tion, transport of suspended matter, sedimentation, resuspension, and run off. 
- Site-specific parameter indicates whether a model can simulate the site-specific 
influence of temperature, acidity, light, and wind. 
- Spatial dimension indicates whether a model includes 1, 2, or 3 dimensions. Most 
mass balances include no spatial dimensions, which is indicated by 0. 
- Discharge type indicates whether a model deals with all discharges in the same 
way (general) or distinguishes between submerged single point discharges, 
submerged multiport diffuser discharges, and surface discharges. 
- Calibration and validation indicates whether a model is generally applicable or 
should be calibrated and validated with site-specific data. 
- Uncertainty estimate indicates whether or not a model produces a comprehensive 
uncertainty estimate of the model outcome. 
- Data requirement indicates the amount of data needed to apply the model. It can 
be low, medium, or high. Data requirement is determined by personal judge­
ment because some simple input data, for example, percentile scores or avera­
ges, represent many individual data. 
- Calculation direction indicates whether a model can predict future water quality 
on the basis of effluent data (forwards) and whether additional ELVs can be 
derived on the basis of EQOs (backwards). 
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User-friendliness is a composite feature. It indicates whether a model contains a 
user interface, a calibration routine, a routine for sensitivity analysis, and a 
routine for checking EQO compliance. Subjective elements of user-friendliness 
are determined through personal judgement by the authors (positive, neutral, 
or negative) and include the installation procedure, the user interface, model 
flexibility, model complexity, and model transparency. 
5.6 Model selection 
The distinguishing features described in the previous paragraph play an important 
role in the selection of a model for discharge permitting. A system model, for example, 
may be unsuitable for simulating water quality in mixing zones. Similarly, a model for 
coastal areas may be unsuitable for simulating water quality in rivers and canals, and 
a model not including sediment is unsuitable for checking compliance with sediment 
criteria. Although these examples all seem somewhat trivial, there are also distinguis-
hing model features whose function is less obvious, for example, parameter variabili-
ty, spatial dimensions, and uncertainty estimation. To describe the function of these 
features in model selection, the selection process is divided into four steps: 
1. Model type selection. 
2 Checking limiting conditions. 
3. Balancing uncertainties and costs. 
4. Personal preferences. 
The first selection step is illustrated in Figure 5.2. Once a model type has been 
selected, the last three selection steps apply to every selected model type. 
Table 5.2 indicates which model features are concerned in the four selection steps. 
The selection steps are explained in detail below. 
Table 5.2. Model featurt'^ umcemed m the four selection step*; 
Model type 
System type 
Parameter variability 
Compartments 
Predicted variables 
Polluting agents 
Processes 
Site-specilic parameters 
Spatial dimensions 
Discharge type 
Calibration & validation 
Uncertainty estimate 
Data requirement 
Calculation direction 
User-lriendlmess 
1. Model type 
selection 
2. Limiting 
conditions 
* 
' 
• 
• 
3. Balancing 
uncertainties and costs 
• 
4. Personal 
preferences 
• 
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ELVs based on 
technological and socio­
economic considerations 
ι f 
Is a waste load allocation 
policy for multiple 
dischargers available? 
Mass Balances 
Is il likely that system 
criteria will be violated 
after complete mixing? 
yes | no 
' 
Selection and application 
of a simple mass balance 
c Additional ELVs ] 
yes 
-
yes 
V 
Can mixing zone effects be 
ignored? 
*. 
X - - ^ 
> 
no 
f 
Permit ELVs 
System Models 
Is it likely that system 
criteria will be violated due 
to multiple dischargers? 
ι 
yes 
Selection and application 
of a system model and 
waste load allocation 
f Additional ELVs Λ 
V . ^ ^ . . ^ 
Mixing Zone Models 
Is it likely that system or 
mixing zone criteria will be 
violated? 
no | 
> 
yes 
1 
Selection and application 
of a mixing zone model 
ί Additional ELVs ^ 
^ ^ y 
Ftgitre 5.2: Model type selection chart to determine whether a M/s/em model tnmng zone model, or ina^ balance should be applied 
5.6.1 Model type selection 
EQOs play an important role in the selection of the model type. They can be divi­
ded into system criteria and mixing zone criteria. System criteria are long-term 
average concentrations, applicable to the entire water system, for example, the 
EQOs used in the UK and the RACs and CCCs used in the USA. Mixing zone 
criteria are concentration or toxicity levels with a spatial dimension applicable 
near the outfall, for example, the CMCs and CCCs used in the USA. Outside the 
mixing zone, mixing zone criteria may equal system criteria, as is the case for the 
CCCs used in the USA. 
A system model should be applied if a waste load allocation policy for 
multiple dischargers is available and if these dischargers together are likely to 
cause an exceeding of system criteria. An indication may be obtained by compa­
ring the total system load with the maximum system load. The total system load 
can be calculated by adding the loads of all point and non-point sources of the 
same chemical in the system. The maximum system load depends on the EQO, the 
background concentration, and the mass flow out of the system due to water flow 
and elimination processes, for example, degradation, transformation, adsorption. 
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sedimentation, and volatilisation. In practice, it is difficult to determine the mass 
load of non-point sources due to lack of data and it is difficult to determine the 
elimination mass flow because it depends on factors like toxicant properties and 
concentrations, temperature, light, acidity, and other environmental conditions. 
Application of a mixing zone model is necessary if mixing zone effects are 
expected near the discharge. This can be checked with the help of some simple 
and conservative equations described by the US-EPA (1991) and by Holley and 
Jirka (1986). The mixing zone model can also be used to check system criteria. It 
should be emphasised that application of a mixing zone model does not guarantee 
ELVs are consistent with waste load allocation guidelines and application of a 
system model in combination with a waste load allocation procedure does not 
guarantee mixing zone criteria are met. This implies that application of both 
model types may be necessary. 
A mass balance can be applied if mixing zone effects may be ignored, for 
example, if a diffuser is used to achieve immediate complete mixing over the 
width of the river. In practice, most European countries lack formal mixing zone 
criteria, which is why permitting authorities often ignore mixing zone effects. This 
course of action lacks a scientific basis: it is indisputable that a large mixing zone, 
in which long-term average concentrations are exceeded, may severely affect 
aquatic life (Niemi et al., 1990; Szal et ai, 1991). Ignoring mixing zones may result 
in unacceptable adverse effects inconsistent with protection levels laid down in 
environmental policy or law. Specifying clear and well-founded mixing zone crite-
ria can prevent this. Ideally, these should include criteria for chronic as well as 
acute toxicity because both phenomena can have an unacceptable adverse impact 
on aquatic life. 
5.6.2 Limiting conditions 
A water quality model can only be selected for application in discharge permitting 
if it meets some limiting conditions that arise from system and discharge characte-
ristics, applicable EQOs, and availability of data: 
1. The model selected should include the relevant system and discharge type. 
2. The minimum data requirement of the model should match data availability. 
A permitting authority may consider broadening options for model selection by 
gathering additional data. 
3. The model outcome (predicted environmental quality) should match 
applicable EQOs: 
a) The model should include those predicted variables in which EQOs are 
expressed or it should be possible to derive them from the model outcome. 
b) The model should simulate all discharged polluting agents for which EQOs 
apply. 
c) The model should include all impacted compartments for which EQOs apply. 
d) The spatial dimensions of the model outcome should match those of the EQO. 
If the EQO has two spatial dimensions, for example, river width and length, 
the model should include those dimensions. 
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e) The time specifications of the model outcome should match those of the EQO. 
This may have implications for the way parameter variability is dealt with. To 
check an EQO specified as a percentile score, a stochastic, dynamic, or steady-
state model may be used. Application of a stochastic model results in a stochas­
tic model outcome that can be used directly to check the EQO. When using a 
dynamic model, it is necessary to convert the model outcome, a time series, into 
a percentile score. When using a steady-state model, it is necessary to select the 
input parameters such that their occurrence corresponds with the specified 
percentile score. This set of input parameters is often referred to as design 
conditions. In the USA, a special computer model, DESCON, is available for 
deriving design conditions (US-EPA, 1988b). When checking EQOs with a 
characteristic averaging period and exceeding frequency, a dynamic or steady-
state model can be used in the same way as for checking percentile scores. 
Application of a stochastic model is problematic: it is possible only if the 
averaging period of the input parameters equals that of the EQO. In practice 
this is rare because in most situations a collection of individual readings is used 
as input. 
It seems logical also to define a limiting condition to check whether all physico-
chemical and biological processes relevant to the fate of a chemical, for example, 
sorption and sedimentation, are included in the model. However, inclusion or 
exclusion of model processes results in a more or less reliable model prediction. 
This is dealt with in the next step of model selection. 
Situation A: 
< 
• * [^ 
u
' X -
Confidence interval of PEQA 
> 
•w 
r\ 
Situation B: 
U, 
X un 
Confidence interval of PEQ 
< • Η 
Predicted Environmental Quality PEQA = PEQB UCLe< EQO < UCLA 
Figure 5 3 Unterimntif m preditteiì iiiviroumental qualiti/ (PEQ) requite from model a^uniftlion^ (fuiiiinmciittil uncerlmnty 
UA mid input data (operational uncertainty Ult) Additional tLV·. »ms/ be derived if the upper confidence limit (UCL) of the 
PEQ exceed*, the EQO (situation A EQO < UCLA) Demimg iiiiiieu'ssery (stringent) ELVs can be prem ntcd by ••electing a 
model with a smaller Ut or by gathering additional data and Ihiis lowering U0 (situation D EQO > UCLg) 
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5.6.3 Balancing uncertainties and costs 
A model outcome is uncertainty-ridden, the uncertainty stemming from input data 
and model assumptions. Input data may be uncertain because their true value is 
not known exactly or because of their stochastic nature. If the uncertainty in the 
input data is known, the consequences for the model outcome can be quantified, 
for example, by using Monte Carlo simulation techniques. This kind of uncertain-
ty is referred to as operational uncertainty. Uncertainty resulting from model 
assumptions is more difficult to quantify. For example, most mass balances and 
mixing zone models assume that no volatilisation or sedimentation takes place 
near the outfall. The consequences of these assumptions can only be quantified by 
fundamental research and validation experiments, which is why this kind of 
uncertainty is referred to as fundamental uncertainty (Figure 5.3). 
Whether a model should include certain features, for example, site-specific 
parameters and processes, depends on the desired certainty (or uncertainty) in 
model predictions. Ideally, an EQO should include a minimum confidence specifi-
cation and the model should produce a comprehensive uncertainty estimate. A 
comparison of the EQO with the specified upper confidence limit of the model 
prediction indicates whether the EQO is exceeded (Figure 5.3). If so, an additional 
ELV should be derived. However, the uncertainty in the model outcome is not 
fixed. The permitting authority can influence it by choosing another model (chan-
ging fundamental uncertainty) or by gathering additional data (changing operatio-
nal uncertainty). This makes uncertainty a tuning device for model selection. It 
seems logical to strive for minimisation of uncertainty because this prevents unne-
cessary emission reduction costs. However, considerable costs may be involved in 
the application of reliable models and data gathering, which implies that the 
desired certainty in the model outcome is a result of balancing the costs of model 
application and data gathering with those of emission reduction. 
Model features influencing uncertainty in model outcome are parameter 
variability, the processes being modelled, site-specific parameters, compartments, 
spatial dimensions, discharge type, calibration, and validation (Table 5.2). 
Unfortunately, the extent to which these model features influence the level of 
uncertainty in the model predictions can only be established by site- and data-
specific model validation. This implies that a model should be applied before 
it is selected. 
In practice, most EQOs lack a confidence specification and the uncertainty 
in the model outcome is often unknown (Reckhow, 1994a). As a consequence, 
uncertainty aspects are often neglected or dealt with in a pragmatic way. 
Neglecting uncertainty in model predictions may cause groundless differences in 
calculated ELVs, resulting in legal inequality for dischargers. Dealing with uncer-
tainty in a pragmatic way implies selecting a model that makes optimum use of 
available data. In this way, the overall uncertainty of the model outcome will be 
minimised. 
5.6.4 Personal preferences 
If more models are eligible for selection, further selection can be based on the 
personal preferences of the model user. Factors playing a role during this selection 
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step are model availability, previous experiences with the model, calculation direc-
tion, and user-friendliness. 
5.7 Discussion 
The theoretical framework outlined above shows that model selection depends on 
applicable EQOs, system and discharge characteristics, availability of data, uncer-
tainty in model predictions, and personal preferences of the model user. In the 
current European situation little or no attention is being paid to model selection 
for discharge permitting, mainly because ELVs are predominantly based on the 
technology-based approach (OECD, 1996; Ragas and Leuven, 1996). Implementa-
tion of the above procedure for model selection requires a more detailed specifica-
tion of EQOs and more attention to uncertainty in model predictions. Both aspects 
are discussed in more detail below. 
EQOs are set to protect the integrity of a water system. In order to prevent 
chronic toxic effects, European countries specify their EQOs as substance-specific 
concentrations with a limited exceeding period (percentile score). Most EQOs are 
based on a limited series of No-Observed-Effect-Concentrations (NOECs) for 
aquatic species and are expressed in a single value, after application of an extrapo-
lation or safety factor. This procedure neglects other factors important in protec-
ting the aquatic environment, like the shape of the concentration-effect relation, 
acute toxic effects, synergism, time specifications (exceeding level and frequency), 
spatial dimensions (mixing zones), and other effect variables (e.g., toxicity and 
biological criteria). When selecting suitable models for checking compliance with 
EQOs, the permitting authority is confronted with these shortcomings. To solve 
this problem it is required to specify EQOs in more detail. These specifications 
should be based on scientific information, especially on concentration-effect rela-
tionships and the impacts of spatial and temporal toxicant variations on aquatic 
life (Niemi et ai, 1990; Szal et ai, 1991). The EQO system currently used in the 
USA can serve as a guideline (US-EPA, 1991). 
Uncertainty in the predicted environmental quality can be used as a 
tuning device for model selection by making EQOs include a minimum confiden-
ce level. Percentile scores are insufficient because these account only for spatial 
and temporal concentration variations but not for uncertainty in model predicti-
ons. In Europe, as well as in the USA, EQOs lack such confidence levels. 
Furthermore, a comprehensive estimate of uncertainty in model predictions is 
necessary. In most model applications uncertainties are poorly quantified 
(Reckhow, 1994a). Quantification of uncertainty can be stimulated by equipping 
models with standard routines for sensitivity analysis and by including uncertain-
ty estimates of former model applications in the model documentation. 
Uncertainty in the predicted environmental quality can only be quantified 
by site- and data-specific model validation. This implies that a model has to be 
applied before it can be selected. This rather laborious procedure can be circum-
vented in two ways. The first is to formulate policy guidelines specifying what 
models should be used in which situations. The use of other models should be 
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allowed only if the uncertainty in the model predictions is proved to be equal to or 
less than that of the prescribed models. An additional advantage of this procedure 
is that permitting costs can be minimised by prescribing simple (and conservative) 
models and laying the onus of proof for the use of alternative models with the 
discharger. This kind of procedure, although without an explicit specification of 
uncertainty levels, is followed in the UK and USA. Another option for dealing 
with the uncertainty problem is to develop a computerised expert system for 
model selection, analogous to the mixing zone expert system CORMIX (Jirka and 
Summer, 1992; Doneker and Jirka, 1990; Akar and Jirka, 1991; Jones et al, 1996; 
Jirka et ai, 1996a,b). The system should include all relevant water quality models, 
a user shell and a program to tune input data. Such an expert system can calculate 
all uncertainty levels before model selection. A precondition is that the models 
included produce a comprehensive uncertainty estimate. To facilitate model selec­
tion, the expert system could also include a routine to check compliance with 
other selection criteria, for example, data availability and matching EQOs. 
Research is recommended to apply several different water quality models 
and EQOs to the same discharge situation. This may illustrate the importance of 
model selection criteria and give more detailed insight into the key factors. At 
present, the authors are conducting a study in which two mass balances and four 
mixing zone models are applied in combination with EQOs for the Netherlands, 
Germany, the UK, and the USA. 
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CHAPTER 6 EMISSION LIMTTS FOR INDUSTIUAL DISCHARGES 
6 Modelling of water quality-based emission limits 
for industrial discharges in rivers 
Water authorities apply a diversity of models and input data to set water quality-based emis-
sion limits in discharge permits. To illustrate the consequences of model and data selection, 
two complete mixing models and four mixing zone models used in Germany, the United 
Kingdom (UK), the Netherlands, and the United States of America (USA) were selected and 
applied to various discharges of cadmium. The maximum allowable annual cadmium load was 
calculated for each model and diverging input data for upstream flow, upstream concentra-
tion, effluent flow, and effluent concentration. Due to model selection, differences in pollutant 
loads amounted up to a factor of 3. Harmonisation of the derivation of water quality-based 
emission limits is necessary to prevent widely divergent pollutant loads under comparable 
environmental conditions. 
6.1 Introduction 
Two complementary approaches can be followed in establishing emission limits 
for industrial discharges: a technology-based and a water quality-based approach 
(Haans et ai, 1998; Kraemer, 1996; OECD, 1996; Ragas and Leuven, 1996; Ragas et 
ai, 1998; US-EPA, 1991). The technology-based approach (also called Best 
Available Technology approach) centres on cleaning at source level, using the best 
technical or practical means available. The water quality-based approach comes 
down to predicting future water quality, comparing it with water quality objecti-
ves (WQOs), and, if necessary, deriving additional emission limits. The basic 
ingredients of this approach are a water quality model and input data. Due to 
diverging assumptions and choices made when setting WQOs and predicting 
future water quality, the water quality-based approach varies greatly among vari-
ous countries (Haans et ai, 1998; Ragas and Leuven, 1996; Ragas et al, 1998). This 
may result in different emission limits under comparable conditions, which is 
considered a form of unequal treatment of dischargers. 
The aim of the present chapter is to reveal the magnitude of the differen-
ces in permitted annual pollutant loads that may arise due to the application of 
diverging water quality models and input data. A comparison of the results with 
pollutant loads resulting from a technology-based approach reveals the overall 
consequences of different models and input data used and it allows conclusions 
concerning the possible surplus value of a combined technology- and water quali-
ty-based approach. The sources of the differences are identified, indicating issues 
for international harmonisation of water quality-based derivation of emission 
limits for discharges. 
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6.2 Methods 
Six water quality models used in discharge permitting in Germany, the UK, the 
Netherlands, and the USA were selected. Table 6.1 indicates whether a model is a 
complete mixing model or a mixing zone model, and how a model deals with 
parameter variability. Complete mixing models assume instantaneous complete 
mixing at the point where the discharge enters the ambient water. Mixing zone 
models simulate the mixing process between discharge and ambient water and 
can be used to limit mixing zone dimensions in order to prevent unacceptable 
effects within the mixing zone. Model parameters that vary in space and time can 
be defined as fixed values or frequency distributions, resulting in deterministic 
and stochastic models, respectively. The models selected were: 
- The North Rhine-Westphalia Complete Mixing model (NWCM); a simple 
deterministic mass balance equation that is applied in the German federal state 
of North Rhine-Westphalia (MUNW, 1991). 
- MCARLO; a stochastic mass balance equation that is used in the UK (NRA, 
1996; Warn and Brew, 1980). The only difference with the NWCM model is the 
stochastic nature of MCARLO. 
- The Dutch Mixing Zone model (DMZ); a deterministic mixing zone model that 
was developed by the Dutch Institute for Inland Water Management and Waste 
Water Treatment (RIZA) for an exploratory study on water quality-based emis-
sion limits (Voortman, 1994). The model allows excursion of WQOs in 10% of 
the surface area of the physical mixing zone (the zone in which the concentra-
tion variation over the lateral direction of the water body exceeds 5%). 
- The Partial Stream Flow model (PSF); a deterministic mixing zone model devel-
oped for use in USA discharge permitting procedures (Hutcheson, 1992). The 
model allows excursion of WQOs over 25% of the stream width. 
- The Stream Mixing Zone model (STREAMIX); a deterministic mixing zone 
model developed by US-EPA Region Vili (US-EPA, 1995). STREAMIX is used to 
calculate a pollutant load that corresponds with a maximum mixing zone length 
(L) equalling ten times the stream width (L =10 W). 
- The Cornell Mixing Zone Expert System (CORMIX); a set of deterministic 
mixing zone models developed in the USA (Jirka et ai, 1996a,b; Jones et al.., 
1996). CORMIX classifies a discharge, selects a proper simulation model, and 
predicts the size of the mixing zone. It accounts for mixing processes neglected 
in other models like initial mixing, buoyancy, and adhesion of the discharge 
plume. CORMIX was used in the case study to calculate pollution loads corres-
ponding with a maximum mixing zone length of ten times the stream width. 
The models and their specific parameters are discussed in more detail by Ragas 
and Leuven (1996) and Ragas et al. (1998). 
The models were applied to different discharges of cadmium resulting 
from a plant processing 1,000 tons of cadmium per year for the production of 
cadmium pigment (cadmium sulphide). Cadmium was chosen as a model pollu-
tant for illustrative purposes. It is thought representative for a broad category of 
more or less conservative pollutants, i.e., substances that undergo no significant 
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Table 6.1: Equations, Lharactenshc*, and specißc parameters of the six models seleited 
Model 
NWCM 
MCARLO 
DMZ 
PSF 
STREAMIX 
CORMIX 
Model equation 
PL-fl (WQO [Q . *Q . ] -Q . C.) 
C t WQO (Qu + Q.)-Qu Cu 
Q« 
PL = f^  WQO (145 VrÜQ^+Q.) 
Pi =2 07 f,r (WQO-C.) (Q.+Q.) 
PL=f».. (WQO-C.) (Q^.Q.ItQ. C« 
f».=JL_iï a. 
w 
Various equations1 
CM/MZ 
CM 
CM 
MZ 
MZ 
MZ 
MZ 
DT/ST 
DT 
ST 
DT 
DT 
DT 
DT 
Model specific parameters 
f, =1.0 
none 
fa, = 1 : f M =0.1 
f „ = 0 25 
ί = 10IV 
L = 10W 
CM = complete mixing model. MZ = mixing zone model, DT = detemiinistic model. ST = stochastic model, Qu = upstream flow, Q , = effluent 
flow Cu = upstream concentration. PL= pollutant load, C , = effluent concentration, /, = effluent variability conection factor, t,, = pollutant 
load allocation fraction, t^ = mixing zone surface area fraction, t^, = downstream Row fraction, /„„ = mixing zone fraction, Y = distance 
between discharge and nearest bank W = water body width, d = water body depth, D , = dimensionless lateral dispersion coefficient, g = 
acceleration constant, S = channel slope, L = maximum mixing zone length, υ = flow velocity, ' model equations are given by Doneker and 
Jirka (1990), Akar and Jirka (1991) Jones eia/ (1996). and Jirka etal (1996a,b) 
conversion processes within the mixing zone. The characteristics of the simulated 
discharge situations were: 
- average upstream flow (Q
u
) of 10, 25, 50,100, 250, and 500 m3· s ' with coeffi­
cients of variation of 0.10, 0.50, and 1.00; 
- upstream cadmium concentrations (Q,) of 0, 0.05. 0.10, 0.15, and 0.20 μg·Γ with 
coefficients of variation of 0.10, 0.25, and 1.00; 
- average effluent flow (Q
e
) of 0.10, 0.25, 0.50,1.00, 2.50, and 5.00 m'-s'1, with 
coefficients of variation of 0.10, 0.25, and 1.00; 
- coefficients of variation for the effluent cadmium concentrations (Q) of 0.10, 
0.25,0.50, and 1.00. 
The standard input data used to calculate pollutant loads for the discharge situa­
tions were: average upstream flow 100 m1· s ' with standard deviation 50 m 3 s ', 
average effluent flow 100 I s 1 with standard deviation 25 I s ' , average upstream 
concentration 0.05 μg·l'' cadmium with standard deviation 0.0125 μg·l', coefficient 
of variation for the effluent concentration 0.5, water body depth (d) 2 m, water 
body width (W) 25 m, distance to nearest bank (Y) 5 m, channel slope (S) 0.0005, 
dispersion coefficient (D ) 0.5, and Manning's η 0.025. Additional input data used 
in CORMIX were: moderately winding channel regularity, water temperature 
140C, wind velocity 2 m s1, submerged single port discharge, nearest bank on the 
right side of the river, port cross-sectional area 0.3 m, height above bottom 0.35 m, 
vertical discharge angle 0°, horizontal discharge angel 90°, discharge temperature 
20oC, freshwater discharge, and decay coefficient 0. The flow velocity (u) was 
calculated using upstream flow, water body width, and depth. Maximum allow­
able pollutant loads were calculated using the Dutch WQO for cadmium (VROM, 
1991): 0.20 μg·Γ (as a SO1" percentile). All other input data, for example, 10"' per­
centiles, were derived from the above-mentioned data on the basis of the assump­
tion of lognormal distributions. 
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The input data used for the deterministic models were the 10"' percentile 
upstream flow (Qj,), the average upstream concentration (Cu) and the average 
effluent flow (Q,,). Because the Dutch WQO is a 90lh percentile, it is assumed impli-
citly that combination of the IO"1 percentile upstream flow, the average upstream 
concentration, and the average effluent flow results in a 90'h percentile down-
stream water quality. Specification of individual input values is superfluous for 
MCARLO because this model uses frequency distributions as input. 
Finally, pollutant loads resulting from a technology-based approach were 
gathered from national and international regulations and guidelines (EU, 1985; 
BD, 1992; HMIP, 1993; USA, 1977). 
6.3 Results 
Table 6.2 shows an overview of the maximum allowable annual cadmium loads if 
standard input data is used. The differences in calculated cadmium loads amount 
up to a factor of 3. Both complete mixing models (NWCM and MCARLO) produce 
the least stringent loads because these models assume instantaneous complete 
mixing. DMZ and PSF allow only part of the upstream flow to be polluted up to 
WQO level. Both models produce loads that are more or less proportional to the 
loads calculated by the NWCM model, as can be derived from the equations given 
in Table 6.1 (DMZ approximately 67% of the NWCM load and PSF approximately 
52%). The loads calculated by STREAMIX and CORMIX are the most stringent 
(under standard conditions) and are not proportional to the NWCM loads because 
the results depend on system specific parameters like flow velocity (w), water 
body width (W) and depth (d). 
Table 6.2 Oivmew of maximum allowable mmiwl load·· (MAL·) for cadmium (in kg year') for the six water quality model'- if 
standard input data are used 
Model 
MAL 
NWCM 
243 0 
MCARLO 
214.0 
DMZ 
164.0 
PSF 
126 0 
STREAMIX 
1180 
CORMIX 
88.3 
Figure 6.1a, 6.1b, and 6.1c show the calculated maximum allowable cadmi-
um loads using various average upstream flows. NWCM, MCARLO, PSF, and 
DMZ tend to result in the least stringent loads, while STREAMIX and CORMIX 
tend to result in the most stringent loads. Due to the increasing dilution, the maxi-
mum allowable annual pollutant load increases with upstream flow. An increased 
coefficient of variation of the upstream flow results in a decreased maximum allo-
wable annual pollutant load. For the deterministic models, this can be explained 
by the use of Wh percentiles as input for upstream flow, instead of average values. 
A constant average upstream flow with an increasing coefficient of variation 
results in decreasing 10"1 percentiles. MCARLO uses the frequency distribution of 
the upstream flow, which is characterised by the average and the standard devia-
tion. A larger variation in upstream flow yields a larger variation in the downstre-
am water quality, and thus a lower maximum allowable annual pollutant load 
because this load is based on the 90", percentile of the downstream water quality. 
CHAPTER 6 E M I S S I O N LIMITS FOR INDUSTRIAL DISCHARGES 
Most models (except STREAMIX and CORMIX) show a linear relation 
between the calculated maximum allowable annual pollutant load and the average 
upstream flow. STREAMIX is not linear with upstream flow because the equations 
(Table 6.1) involve the square root of flow velocity (which is derived from up­
stream flow). CORMIX is not linear with upstream flow for the same reason and, 
furthermore, because it takes into account initial mixing and several other proces­
ses in the discharge plume (e.g., buoyancy and adhesion). At low river flow the 
stream velocity is also low and initial mixing is small. Under these conditions, 
CORMIX yields lower pollutant loads than STREAMIX. 
MAL (kg year ) 
MAL (kg year ) 
800 
QeimV) 
MAL (kg year ) 
JUO 
7nn 
I0O 
.___ 
" • 
-. 
— 1 
40 60 
C V d 10!) 
-•-NWCM 
-»-MCAHLOa 
-MCARLOb 
-MCAALOc 
-OMZ 
-PSF 
-STREAMIX 
-CORMIX 
Figure 6.1: Calculated maximum allowable annual Imdi (MAL^for cadmium (a) variation of upstream flow (Q
u
) with a coeffi­
cient of variation (CV) ofO 1, (b) variation ofQlL with a CVofOS, (c) variation ofQu with a CVofi 0, (d) variation of upstream 
cadmium concentration (C
u
), (e) variation of effluent flow (Q
e
), φ variation of the CV for the effluent concentration (C^ 
MCAKLOa, MCARLOb and MCARLOc m Figures (d) and (e) relate to a CV of 01, 0 25, and 05, respectmeli/ Variation of the 
CVhad no influence on the calculated load·, of NWCM, DMZ, PSF, STREAMIX and CORMIX 
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Figure 6.Id illustrates an inverse proportional relationship between the 
calculated maximum allowable annual cadmium load and the upstream concen-
tration. When the average upstream concentration approaches the concentration 
level of the WQO, the 90"' percentile upstream concentration is likely to exceed the 
WQO. Under these conditions, the maximum allowable pollutant load should 
equal zero because the WQO is specified as a 90,h percentile. However, because the 
deterministic models do not account for variability in upstream concentration 
(only the average upstream concentration is used as an input value), these models 
allow a certain load to be discharged, which will result in a violation of the WQO. 
This problem does not arise for MCARLO because this is a stochastic model that 
accounts for the variation in upstream concentration. It yields lower maximum 
allowable loads with an increasing coefficient of variation for the upstream 
concentration. 
The effluent flow has relatively little influence on maximum allowable 
cadmium loads (Figure 6.1e). All models, except CORMIX, show a slight increase 
of the calculated loads with an increasing effluent flow due to the absorption capa-
city of the effluent itself. Calculated maximum allowable loads steeply increase 
between effluent flows of 0.5 and 1 m1· s ', using CORMIX. This model takes into 
account effluent velocity for calculating initial mixing. A high effluent flow 
(> 1 m3- s ') causes a high discharge velocity and thus a better initial mixing. The 
deterministic models do not account for the variability in effluent flow. MCARLO 
shows slightly increased maximum loads with an increasing coefficient of varia-
tion for effluent flow. This is a consequence of the assumption of lognormal distri-
butions for various input parameters. 
The coefficient of variation for the effluent concentration only affects the 
results of MCARLO (Figure 6.If): the calculated maximum loads decline with an 
increasing coefficient of variation due to the increased variability of the downstre-
am water quality. This results in a more extreme 90'h percentile (i.e., the test value). 
The deterministic models do not account for the variability of effluent quality. 
Table 6.3 lists the cadmium loads resulting from the technology-based 
approach in several states. Because the Netherlands determines technology-based 
permit requirements on a case by case basis and lacks general emission limitation 
guidelines (besides those resulting from EU directives), it is not listed in Table 6.3. 
EU directives apply in Germany, the Netherlands, and the UK. However, the EU 
directives on toxic substances allow Member States to choose between the applica-
tion of technology-based emission limits and the enforcement of WQOs. Member 
States are also allowed to set more stringent national emission limits and WQOs, 
as is the case in Germany and the UK. It should be emphasised that the loads 
presented in Table 6.3 are minimum requirements. If economically feasible, autho-
rities are likely to prescribe more stringent effluent limitations. The UK load for 
cadmium is a guideline. 
Table 6.3: Ovcrvuiv of tlw maxmnun nnnitnl pollutant lotiil^ (MAL··) for Laitnnun: (in kg i/i'ur') m sm-ni / S/ÌÌÌÌ-S, resultili^ from 
the iL'Llinolo^-ba^L'd approach for a plant prow^ing 1,000 /oirs of Laiimnnn per i/car for the production ofcatimiuni pigment 
(cadmium sulphide) 
State UK USA Germany European Union 
MAL 158.0 33.4 150.0 300.0 
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Table 6.3 indicates that the emission limits of the technology-based appro-
ach can vary considerably. In this case the variation amounts up to a factor of 10 
and even exceeds the variation in water quality-based emission limits (Table 6.2). 
Comparison of the maximum allowable cadmium loads of the water quality-based 
approach under standard conditions (Table 6.2) with the loads of the technology-
based approach (Table 6.3) indicates that modelling of water quality-based pollu-
tant loads may yield stronger as well as suppler values, depending on the coun-
try-specific regulations that apply, the model used, and the statistic characteristics 
of the input data. 
6.4 Discussion 
The cadmium loads calculated illustrate that the results of the water quality-based 
approach vary with the type of model used and the discharge situation simulated. 
Both complete mixing models (NWCM and MCARLO) produced more or less 
comparable results. The differences between both models are entirely due to diver-
gent methods for dealing with parameter variability. The four deterministic 
mixing zone models resulted in pollutant loads which are up to a factor of 3 more 
stringent than those produced by the deterministic complete mixing model 
NWCM. This is logical since complete mixing models are based on the assumption 
of instantaneous complete mixing, resulting in a relatively large dilution. It should 
be emphasised that models assuming complete mixing ignore possible adverse 
impacts of discharges due to WQO violations in the mixing zone. High pollutant 
concentrations within the water column can have a serious impact on the aquatic 
ecosystem, especially if the pollutant has a high acute or intermediate toxicity. 
Especially less mobile organisms like benthic and sessile species may be affected. 
Furthermore, it should be remarked that none of the models considered account 
for sediment quality. Ideally, a water quality-based approach should not only 
consider the quality of the water column but also include a check on whether sedi-
ment quality objectives are violated. This is especially relevant for accumulating 
persistent pollutants. 
If a water quality-based approach is to be applied within a legal context, it 
is important that the models and input data used to predict future water quality 
are harmonised in order to avoid differences in permitted pollutant loads. 
Otherwise, authorities are likely to prescribe widely divergent water quality-based 
emission limits under comparable conditions, which is considered a form of 
unequal treatment of dischargers. Furthermore, the results presented in this chap-
ter indicate that deterministic models may produce inappropriate results due to 
incompatible input values. This problem does not occur with stochastic models. 
As demonstrated by Warn and Brew (1980) the use of predefined input values in 
deterministic complete mixing models may result in differences in calculated 
pollutant loads up to 50% when compared with stochastic complete mixing 
models, especially when the variability in the input data is large. It is therefore 
advisable to use stochastic instead of deterministic models for discharge permit-
ting. Especially now the Monte Carlo software that can be used to convert determ-
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inistic models into stochastic models has become available widely, there seems no 
good reason anymore to hang on to deterministic models. If nonetheless determin-
istic models are to be used in discharge permitting, the input values should be 
chosen such that they are compatible and correspond to the time specifications of 
the WQO. 
Ragas et al. (1997,1998) already pointed out that harmonisation and detai-
led specification of the temporal and spatial dimensions of WQOs are necessary to 
avoid differences in permitted pollutant loads. This includes a specification of 
mixing zone dimensions and a maximum allowable excursion duration and 
frequency, which should be consistent with the intended protection levels for 
human health and aquatic life. The system advocated by US-EPA can serve as an 
example (US-EPA, 1991). 
Comparison of the pollutant loads of the water quality-based approach 
(Table 6.2) with those of the technology-based approach (Table 6.3) leads to the 
conclusion that water quality-based considerations may result in additional emis-
sion limits for several discharge situations. Therefore, a combined technology- and 
water quality-based approach in which the results of the latter are considered 
additional to those of the former, is the best way to establish emission limits for 
discharge permits. It avoids unnecessary pollution, as well as WQO violations, 
which is in line with the pollution prevention and carrying capacity principles. 
6.5 Conclusions 
- The results of the water quality-based approach vary with the type of model 
used and the discharge situation simulated. 
- WQOs should not only be specified as concentration levels but they should 
include a spatial and temporal specification, i.e., maximum mixing zone dimen-
sions and a maximum allowable excursion frequency and duration. 
- If a water quality-based approach is to be applied within a legal context, it is 
important that the models, input data, and WQOs used to predict future water 
quality and to derive emission limits, are harmonised in order to avoid differen-
ces in permitted pollutant loads. 
- A combined technology- and water quality-based approach is the best way to 
establish emission limits for discharge permits because it is in line with the 
pollution prevention and carrying capacity principles 
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CHAPTER? EMISSION LIMITS FOR DISCHARGE PERMFIS 
7 The consequences of applying different mixing models, 
input data, and EQOs when deriving emission limits for 
discharge permits 
National and local water authorities apply a diversity of mixing models, input data, and envi-
ronmental quality objectives (EQOs) to set water quality-based emission limits in discharge 
permits. To illustrate the possible consequences of these differences, six mixing models were 
selected that are being used in Germany, the United Kingdom (UK), the Netherlands, and the 
United States of America (USA). Tliese models were applied to four different real-life dischar-
ge situations. For each model and each discharge situation, maximum allowable annual pollu-
tant loads were calculated for two different scenarios. The first scenario revealed differences in 
pollutant loads due to model selection, which amounted up to a factor of 6. The second scena-
rio revealed differences due to national regulations and guidelines that for some discharge 
situations exceeded a factor of 25. It is concluded that water quality-based emission limits 
strongly depend on what type of mixing model, input data, and EQOs are being used. 
Harmonisation of these ingredients is necessary to prevent widely divergent pollutant loads 
under comparable environmental conditions, resulting in unequal treatment of dischargers. It 
is furthermore demonstrated that a combined technology- and water quality-based approach is 
the best option to set emission limits that are consistent with the pollution prevention and 
carrying capacity principles. 
7.1 Introduction 
Two approaches can be followed in establishing emission limits for discharge 
permits: a technology-based and a water quality-based approach (Ragas et al., 
1998). The technology-based approach (also called Best Available Technology or 
BAT-approach) centres on cleaning at source level, using the best technical or prac-
tical means available. The water quality-based approach (also called Environmental 
Quality- or EQ-approach) comes down to predicting future water quality, compa-
ring it with EQOs, and, if necessary, deriving additional emission limits. 
In the seventies and eighties, the technology- and water quality-based 
approaches were often considered alternative, but now there seems to be a tenden-
cy to consider them complementary (OECD, 1996; Kraemer, 1996; Ragas and 
Leuven, 1996; Ragas et al, 1997). The UK, for example, has a long tradition in the 
water quality-based approach but has recently started to develop branch-specific 
emission guidelines. Most other European countries, for example, Germany and 
the Netherlands, apply a technology-based approach but if it is deemed necessary 
for the protection of the water system or specific water functions the competent 
authorities may impose additional emission limits. The USA uses a combined 
approach in which the emission limits resulting from the water quality-based 
approach are additional to those of the technology-based approach (US-EPA, 
1991). The European Union (EU) has recently adopted a directive (96/61/EC) that 
contains a similar combined approach and that comes into effect in 1999 for new 
discharges and in 2007 for existing discharges. 
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Table 7.1: Equations of the sn modeh selected and input cliamclcnstics as prescribed or suggested by national guidelines 
Model 
NWCM 
MCARLO 
DMZ 
PSF 
Model equation 
P ^ f , (EQO [Q.+Q.J-Q. C.) 
c EQO ( Q . + Q . ) - Q . C. 
Q. 
PL=r. l EQO (1.45 VST Q.+Q.) 
Pu = 2.07 r.i (EQO - C I (Q.+Q.) 
STREAMIX pL = Γ- (EQO -C.I (Q.+Q.I*Q. C. 
CORMIX 
^ J U l l ' η D, d -J, d S t 
Vanous eauations1 
CHMZ 
CM 
CM 
MZ 
MZ 
MZ 
MZ 
DT/ST 
DT 
ST 
DT 
DT 
DT 
DT 
a-
MLF 
Q. 
mean 
cu 
90p 
mean/5p mean/SD mean/SD 
LFNY 
7Q10 
7Q10 
7Q10 
mean 
mean 
mean 
mean 
mean 
mean 
mean 
mean 
EQO 
90p 
opt 
90p 
4d10y 
4d10y 
4d10y 
Model specific parameters 
f, = 1 0 
none 
^ = 1 , i „ = 0 1 
ί „ = 0 25 
L =10VV 
L =1CHV 
Abbreviatons CM= complete mixing model, MZ = mixing zone model, DT = deterministic model, ST = stochastic model. 90p = 90 percentile, opt 
= optional, MLF = mean low (tow, LFNY = lowest Now in a normal year, 7Q10 = lowest seven day average Row in ten years. 4d10y = four day 
average concentration with a maximum excursion frequency of once every ten years, SD = standard deviation 
Model Parameters Qu = upstream flow, 0 # = effluent flow, Cu = upstream concentration, PL = pollutant load, C, = effluent concentration, t, = 
effluent vanabtlity correction factor, /* = pollutant load allocation fraction, fu a mixing zone surface area fraction, / „ = downstream flow fraction. 
/„u = mixing zone fraction, Y = distance between discharge and nearest bank, W = water body width, d = water body depth, £)r = dimensionless 
lateral dispersion coefficient, g = acceleration constant, 5 = channel slope, L - maximum mxing zone length, υ = flow velocity 
Superscnpts ' in the calculations with the DMZ model the EQO was corrected for upstream concentration (Cu), ι e EOO-C,, was used instead of 
the EOO, because the allocation fraction (ƒ*) was set at one (see text tor further explanation), 2 model equations are given by Doneker and Jirka 
(1990), Akar and Jirtca (1991) Jones el al (1996), and Jirka elei (1996a.b) 
Although the approaches to set emission limits are in general comparable 
and tend to converge due to increased international co-operation in organisations 
like the EU and the Organisation for Economic Co-operation and Development 
(OECD), the actual elaboration and application of the approaches may vary consi­
derably among, and even within countries (Ragas and Leuven, 1996; Haans et al., 
1998). This may result in divergent emission limits under comparable conditions, 
resulting in unequal treatment of dischargers. 
The present chapter concentrates on the water quality-based approach in 
discharge permitting. The basic ingredients of this approach are a mixing model, 
input data, and EQOs (Figure 7.1). The diversity of models, input data, and EQOs 
used in discharge permitting is the result of diverging assumptions and choices 
made when setting EQOs and predicting future water quality. These assumptions 
and choices are necessary to define abstract policy goals like 'the protection of 
human health and aquatic life' in measurable entities and to deal with uncertain­
ties due to a lack of knowledge. This problem is not unique for discharge permit­
ting, but illustrative for many other problems in environmental management, for 
example, in risk analysis and environmental impact assessment. 
The aim of the present chapter is to reveal the magnitude of the differen­
ces in permitted annual pollutant loads that may arise due to the application of 
diverging models, input data, and EQOs. It is not the intention to validate the 
various assumptions and choices made, nor the models used. Complete validation 
is considered unfeasible because there are normative choices involved and becau­
se knowledge is lacking. However, by comparing the results, the sources of the 
differences are identified, indicating issues for harmonisation and future research. 
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7.2 Materials and methods 
7.2.1 Model selection 
Table 7.1 gives an overview of the six models selected and the characteristics of 
their input values as prescribed or suggested by national guidelines. Model selec-
tion was based on recent overviews of water quality models used in discharge 
permitting (Ragas et ai, 1998; Ragas and Leuven, 1996). The models are used in 
Germany (NWCM model), the UK (MCARLO), the Netherlands (DMZ model) 
and the USA (PSF model, STREAMIX and CORMIX). 
Table 7.1 indicates whether a model considers the mixing zone near the 
discharge pipe. Models that ignore mixing zones are referred to as complete 
mixing models. These models assume complete and instantaneous mixing after 
the point where the discharge pipe enters the ambient water. On the contrary, 
mixing zone models simulate the mixing process between discharge and ambient 
water. They can be used to limit the zone in which the EQO is exceeded in order 
to prevent unacceptable effects. More complex models, for example, models for 
calculating the optimal allocation of pollution loads among multiple discharges in 
river basins, were not considered for selection because of their complexity and 
large data need. For the same reason, dynamic models were not considered for 
selection; all models selected are static in nature. 
Table 7.1 also indicates whether a model can account for variability in 
input data and parameters. Models using fixed parameters are referred to as 
deterministic, while models using frequency distributions are referred to as 
stochastic. The models are discussed in more detail below. 
North Rhine-Westphalia Complete Mixing model 
The North Rhine-Westphalia Complete Mixing model (NWCM model) is a simple 
deterministic mass balance equation that is applied in the German federal state of 
North Rhine-Westphalia (MUNW, 1991). The effluent pollutant load is calculated 
by subtracting the upstream pollutant load from the maximum allowable down-
stream pollutant load. The original model equation contains a correction factor (/j) 
to account for effluent variability. The application of /j results in a maximum allo-
wable effluent concentration for monitoring purposes. Because the present study 
aims at comparing annual average pollutant loads, the factor ft was neglected 
(i.e., set at 1.0). 
Location specific 
system and 
discharge data 
Forward Calculions 
Water Quality Model 
Backward Calculations 
• F W Q : 
s EQO 
>EQO 
Water Quality-Based Emission Limits No Water Quality-Based Emission Limits necessary " 
Figure 7.1: Vie water quahiy-bascd approach Futuri' water quahtif (FWQ) is predicted and compared with F Q O IfEQOs are 
expected to be exceeded, water quality-based emission limits are necessary 
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MCARLO 
MCARLO is a stochastic mass balance equation that is used in the UK (NRA, 
1996). The model formulation of MCARLO is comparable to that of the NWCM 
model. The only difference is the stochastic nature of MCARLO. The model output 
is calculated by applying the Monte Carlo method, from which its name origina­
tes. A frequency distribution is assigned to each input parameter. During simula­
tion, a value is selected randomly from each of the input distributions and inser­
ted into the model equation. Repeated calculations produce a distribution of efflu­
ent concentrations, reflecting the combined impact of the input variability. In this 
way the problem of selecting fixed input values for model calculations, which 
arises when applying deterministic models, is avoided in a simple and elegant 
manner (Warn and Brew, 1980). 
For the calculations presented here, version 7.1 of MCARLO was used, 
developed by the UK Environment Agency (NRA, 1996). The output of this model 
consists of the mean, the standard deviation, and the 95'h percentile of the effluent 
concentration distribution. Because the present paper aims at comparing annual 
average pollutant loads, the effluent concentration distribution was converted into 
a pollutant load distribution by performing Monte Carlo simulations with the 
Microsoft ExceF add-in Crystal Ball 4.0e (Decisioneering, Denver, CO, USA). 
Lognormal distributions were assumed for effluent concentration and flow. The 
resulting average annual pollutant load is compared with the pollutant loads 
resulting from the deterministic models. 
Dutch Mixing Zone model 
The Dutch Mixing Zone model (DMZ model) is a deterministic model that has not 
yet actually been used in discharge permitting procedures. The Dutch Institute for 
Inland Water Management and Waste Water Treatment (RIZA) developed the 
model for an exploratory study on immission assessment of discharges (Voortman, 
1994). The model allows excursion of EQOs in a fraction of the surface area of the 
physical mixing zone (the zone in which the concentration variation over the late­
ral direction of the water body exceeds 5%). The surface area fraction in which 
excursion of EQOs is allowed is represented by the factor f
sa
. The model formula­
tion is considered valid for f
sa
 values smaller than 0.2. The default value used for 
f
sa
 is 0.1, implying that the surface area of the mixing zone in which the EQO is 
allowed to be exceeded (the formal mixing zone) equals 10% of the surface area of 
the physical mixing zone. 
In the original DMZ model, only a fraction of the maximum allowable 
load is allocated to the permittee, which is represented by the factor ƒ,;. The factor 
is introduced to account for other discharges and pollution sources within the 
water system. Originally, a value of 0.1 was suggested if the upstream pollutant 
concentration lies below the EQO and a value of 0.01 if it exceeds the EQO 
(Voortman, 1994). This explains why the model formulation does not account for 
upstream pollutant concentration (see Table 7.1). Since f„i reflects a political choice 
that is not accounted for by the other models, the factor ƒ,/ was neglected in the 
calculations presented here (i.e., set at 1.0). However, this would result in a model 
that does not account for upstream pollutant concentration, which is not in line 
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with the original intention of the model. Therefore, the EQO used was corrected 
for upstream pollutant concentration (i.e., EQO minus C
u
 was used instead of 
EQO). 
Partial Stream Flow model 
The Partial Stream Flow model (PSF model) is a deterministic mixing zone model 
developed for use in USA discharge permitting procedures (Hutcheson, 1992). The 
model equation can be used to calculate a pollutant load such that the maximum 
concentration at the border of the formal mixing zone equals the EQO. The formal 
mixing zone is specified as a portion of the total stream flow (or stream width) 
represented by the factor/^. The results of the PSF model strongly depend on the 
value chosen ίοτ/φ The default value used for/^ is 0.25, implying that the EQO is 
allowed to be exceeded in 25% of the total stream flow (or 25% of the stream 
width). 
STREAMIX 
The Stream Mixing Zone Model (STREAMIX) is a deterministic mixing zone 
model developed by US-EPA Region Vili (US-EPA, 1995). STREAMIX can be used 
to calculate a pollutant load that corresponds with a pre-defined maximum mixing 
zone length (L) in which the EQO is allowed to be exceeded. The default value of 
this maximum mixing zone length is set to ten times the water body width (10W), 
which is used, for example, in West Virginia, USA, to protect warm water fish stre­
ams (Jirka et ai, 1991). 
CORMIX 
The Cornell Mixing Zone Expert System (CORMIX) is a set of deterministic 
mixing zone models developed in the USA. CORMIX classifies a discharge, selects 
a proper simulation model, and predicts the size of the mixing zone. Table 7.1 
does not contain the CORMIX model equations because they are manifold. 
Detailed information can be found in the CORMIX Users Manual (Jirka et al., 
1996a) and several documents describing the scientific basis for the CORMIX 
system (Doneker and Jirka, 1990; Akar and Jirka, 1991; Jones et ai, 1996; Jirka et al, 
1996b). The expert system has three options to limit a mixing zone. It can calculate 
a pollutant load corresponding with a specified mixing zone length, a maximum 
cross-sectional area occupied by the discharge plume, or a maximum plume 
width. The first option was used in the calculations presented here. Like STREA­
MIX, the default value of the maximum mixing zone length (L) in which the EQO 
is allowed to be exceeded is set to ten times the water body width (10W). 
7.2.2 Discharge situations 
Important parameters expected to influence the outcome of the water quality-
based approach in discharge permitting are the dilution factor (the ratio between 
stream and effluent flow), the variability in water quality and discharge parame­
ters, and the EQOs used. To demonstrate the influence of these parameters, the 
discharge situations modelled should cover a variety of parameter combinations. 
Furthermore, the discharges should represent real-life situations to guarantee that 
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Table 7.2 input datti u^ed to caluiUiti pollutant had^for the four discharge situations Legend J derived from the available data 
on the basts of the assumption of a logiiormal distribution, * a^wned on the basis of personal judgement by the author, default 
values used in COIIMIX (0 25 for regular channels and 0 5 for moderateli/ winding channel*) J some additional parameters used 
ni CORMÌX are listed in Appendix 7 7 
Upstream (low (Q„) 
mean 
standard deviation 
101" percentile 
5'" percentile (MLF) 
LFNY (2"a percentile) 
7Q10(0 2"a percentile) 
Effluent flow (O . ) 
mean 
standard deviation 
Upstream concentration (C „ ) 
mean 
slandard deviation 
90" percentile 
Ellluent concentration ( C . ) 
coetlicienl ol vanation 
Miscellaneous parameters" 
flow velocity (u) 
10lh percentile 
7Q10 
water body depth (d) 
10'" percentile 
7Q10 
water body width (W) 
distance nearest bank (V) 
channel slope (S) 
dispersion coefficient (Dr) 
Mannings η 
Cu diecharge 
350 0 
97 5 " 
237 0 * 
215 0 
200 0 
153 0 ' 
100 0 
30 θ " 
0 75 
0 25 
1 0 8 * 
I O " 
0 9 1 * 
0 7 9 * 
2 60 
194 
1000 
5 0 " 
0 00013 
O S ' 
ΟΟΣδ" 
Ν discharge 
271 00 
463 0 0 * 
30 6 0 ' 
20 00 
10 00 
4 7 2 * 
2000 0 
600 0 " 
550 0 
94 0 
674 0 ' 
1 0 " 
0 4 6 * 
0 2 1 * 
0 69 
0 30 
75 0 
0 0 b 
0 00050 
0 5 e 
0 04' ' 
Cd discharge 
1500 
5 3 5 * 
9 0 7 ' 
8 00 
6 9 4 ' 
5 2 2 ' 
100 
3 0 " 
0 0500 
0 0190 
0 0748 * 
I O " 
0 1 2 1 ' 
0 0 7 0 ' 
2 50 
2 50 
30 0 
S O " 
0 00050" 
0 25 e 
0 0 2 " 
Ρ discharge 
0 0750 
0 0365 
0 0 3 7 4 ' 
0 0 3 1 6 ' 
0 0262 " 
0 0179" 
403 0 
121 Ο" 
37 50 
9 4 8 
50 0 0 " 
1 0 " 
0 00320" 
0 00153' 
1 80 
1 80 
6 5 
0 0 " 
0 00050'' 
0 2 5 ' 
0 0 2 " 
Units 
m 3 s ' 
m 3 s ' 
m 3 s ' 
m 3 s ' 
m 3 s ' 
m 3 s ' 
I s ' 
I s ' 
Mg ι ' 
p g l ' 
p g l ' 
none 
m s ' 
m s ' 
m 
m 
m 
m 
none 
none 
none 
the results and conclusions will have practical significance. Based on these criteria 
the following discharges were selected: 
- a small copper discharge (Cu discharge) from a factory producing 40,000 tons of 
copper brass per year into a large river with a relatively stable flow; 
- a large nitrogen discharge (N discharge) from a sewage treatment plant into a 
large river with a variable flow; 
- a small cadmium discharge (Cd discharge) from a factory producing 1,000 tons 
of cadmium pigment per year into a canal with a large flow; 
- a large phosphate discharge (P discharge) from a factory producing potato 
starch into a canal with a small flow. 
7.2.3 Input data 
Table 7.2 lists the input data used to simulate the four discharge situations. Data 
was obtained from RIZA Dordrecht, the Province of Groningen, and the Water 
Board Dollardzijlvest. The original upstream pollutant concentrations (Q,) were 
altered because the EQO was exceeded in some cases. The mean upstream concen­
trations were assumed to equal one fourth of the Dutch EQO. The standard devia­
tion was derived from the original data assuming a constant coefficient of varia-
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tion. Data on the variation in effluent flow (Q
c
,) and in effluent pollutant concen­
tration (Q), which were needed for MCARLO, were lacking. For all discharges, 
the coefficient of variation for the effluent flow (Q
e
) was assumed to equal 0.3 and 
for the effluent pollutant concentration (C
e
) 1.0. 
The NWCM model requires the mean low upstream flow (MLF) as an input 
value. Since this parameter was not available for the case studies presented here, it 
was assumed to equal the 5"1 percentile flow. The DMZ model requires the lowest 
upstream flow in a normal year (LFNY). This input value was lacking for the Cd 
and Ρ discharges and was assumed to equal the 2nd percentile flow. The 7Q10 flow 
used in the USA was assumed to equal the 0.2nd percentile flow (Table 7.2). 
7.2.4 EQOs 
Table 7.3 lists the EQOs used. They consist of a concentration limit and a time 
specification, indicating the time period during which the EQO should be met, for 
example, a percentile specification or a maximum allowable excursion frequency 
and duration. The documents from which the EQOs were taken are also listed. 
German EQOs were taken from an overview of EQOs applied in the federal States 
(Höhne and Irmer, 1995). If German States applied diverging EQOs, the most 
stringent applicable EQO was chosen. 
Table 7.3: EQO** if>etl m model mlculalion^ (all m μχ!' μ = percentile, 4dl0y = the four day average LOnu'ntration with π inaxi-
iiiinn excursion frequency of once ei'ery ten year, NA = not avadable, NC = noi considered) 
Germany 
Netherlands 
UK 
USA 
Cu 
3 0 
3 0 
5 0 
120 
Ν (total) 
4,000 
2,200 
ΝΑ 
NC 
Cd 
0 07 
0 20 
500 
1 10 
Ρ 
100 
150 
ΝΑ 
NC 
Time Specifications 
90p 
90p 
95p 
4d10y 
Reference 
Hohne and Irmer, 1995 
VHOM, 1991 
NRA, 1994,1996 
US-EPA, 1992 
In the UK, several EQOs apply for copper and cadmium. For copper, a water 
hardness below 10 mg-1 ' CaCOj, was assumed, resulting in a 95"' percentile EQO 
of 5 μg•l"l (NRA, 1994). For cadmium, the EQO for potable abstraction was used 
(NRA, 1996). Besides EQOs, the UK also uses a "no deterioration" principle, 
which states that no change of more than 10% in the mean and 95,h percentile 
concentrations of key determinants in the receiving water is allowed, unless there 
is insignificant environmental change as a consequence. This principle was not 
considered in the case studies because it contains several ambiguously defined 
statements, like "key determinants" and "insignificant". 
In the USA, every State is allowed to set its own EQOs provided they 
comply with federal regulations. The Environmental Protection Agency (US-EPA) 
advises and supports the States and is competent to review State regulations. US-
EPA advocates a mixing zone policy with three types of EQOs (US-EPA, 1991). In 
the case studies presented here, the Criterion Continuous Concentrations (CCCs) 
for cadmium and copper as suggested by US-EPA (1992c) were used. American 
EQOs for total nitrogen and phosphate were not considered because they vary 
widely between States (total nitrogen: 1.5 to 10 mg-1 '; phosphate: 50 to 1,000 mg-I '; 
US-EPA, 1988c). 
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7.2.5 Scenarios 
To allow conclusions concerning the influence of model selection on water quality-
based permitted annual pollutant loads, each model was applied to each discharge 
situation using comparable input data and EQOs (scenario A). The EQOs used in 
these calculations were the Dutch EQOs. The input data used for the deterministic 
models were the 10'h percentile upstream flow (Q,(), the average upstream concen­
tration (C
u
) and the average effluent flow (Qt,). Because the Dutch EQO is a W ' 
percentile, it is implicitly assumed that combination of the 10'h percentile upstream 
flow, the average upstream concentration and the average effluent flow results in a 
CO"1 percentile downstream water quality; an assumption that is discussed in more 
detail in Section 7.4. A specification of individual input values is superfluous for 
MCARLO because this model uses frequency distributions as input. 
To allow conclusions concerning the possible differences in water quality-
based annual pollutant loads prescribed by various permitting authorities, each 
model was applied to each discharge situation using models, input data, and 
EQOs as prescribed or suggested by national guidelines (scenario B). The specifica­
tions of the input values used in these calculations are given in Table 7.1. 
The EQOs used are listed in Table 7.3. 
7.2.6 Sensitivity analysis 
To explain the results of both scenarios, a sensitivity analysis was performed. The 
data of the Cu discharge were used as default values in the sensitivity analysis. 
The sensitivity of the model outcome (the annual average pollutant load) was 
determined to variations in upstream flow (10"'percentile QM: 0 to 250 mM1), efflu­
ent flow (average Q,,: 50 to 500 Is 1 ), upstream pollutant concentration (average C
u
: 
0 to 3 μg·l ') and the EQO (90lh percentile: 0 to 12 μg·l-,). For CORMIX and STREA-
MIX, the sensitivity of the model outcome to variations in mixing zone length (L: 0 
to 2000 m) and water body width (W: 20 to 200 m) was determined. The variation 
of water body width implied varying the mixing zone length accordingly because 
it was defined as ten times the water body width. Furthermore, the sensitivity of 
the CORMIX model outcome to variations in the channel roughness coefficient 
Manning's η (0.015 to 0.05) was determined, and of the STREAMIX model outco­
me to the dispersion coefficient (D^: 0.1 to 0.8). 
7.2.7 Technology-based emission limits 
Comparing technology-based emission limits with those from the water quality-
based approach indicates which approach is the most stringent under what condi­
tions, allowing conclusions concerning the possible added value of a combined 
technology- and water quality-based approach. Technology-based emission limits 
were gathered from national and international regulations and guidelines in 
Germany (BD, 1992), the UK (HMIP, 1993), the European Union (EU, 1985), and 
the USA (1977). Because the Netherlands determines technology-based permit 
requirements on a case by case basis and lacks general emission limitation guide­
lines (besides those resulting from EU directives), it was not included. 
Some of the technology-based regulations were specified as effluent 
concentration limits, while others were specified as production-specific loads that 
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depend on the production capacity of the discharger. Effluent concentration limits 
were converted into annual pollutant loads by multiplication with the known 
mean effluent flow (Table 7.2) and assuming a continuous production and dischar-
ge process (24 hours a day for 365 days a year). Production-specific discharge 
loads were converted into annual pollutant loads by multiplication with the maxi-
mum annual production capacity of the discharger. 
7.3 Results 
The first column of histograms in Figure 7.2 shows the calculated pollutant loads 
using comparable input data and EQOs in all discharge situations (scenario A). 
NWCM, MCARLO, and DMZ tend to result in the least stringent loads, while PSF, 
CORMIX, and STREAMIX tend to result in the most stringent loads. 
The second column in Figure 7.2 shows the calculated pollutant loads 
using input values and EQOs prescribed or suggested by national guidelines 
(scenario B). As might be expected, the loads show a more irregular pattern than 
those do in the first column. 
dal Compart aan ((canario A) National Compartaon (acanarto B) TacbnoJojy baaad Approach 
Figure 7.2· Cakulnted pollutant loads (m kg year ) for the pur dt^diarye^ I he hi^tograms m tht fir^t lolunm present the result* 
for scenario A (lomparabti· input data and Dutth FQOs) Vie smim/ lolunm lontani^ the results for cenano H (input data and 
EQOs as prescribed by national regulation^) Vie la^t LOIUHIU presents the result^ of a teLlinology-based approadi Mining oalues 
imply that the pollutant load was not cakulatcd because EQOs or national icgulations were lacking 
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Figure 7.3: Vie sensitivity of the pollutant loads produced by NWCM, MCARLO, DMZ, PSF, STREAMIX, and CORMIX for 
the Cu discharge to I'anations in (a) 20"' percentile upstream floiv, (b) average effluent flow, (c) average upstream pollutant 
concentration, (d) 90"'percentile EQO, (e) mixing zone length, φ water body width, and (g) Manning's η and the dispersion 
coefficient CORMIX pollutant loads for upstream flows smaller than 150 m' s ' are not listed because belmv these flows the water 
depth becomes smaller than the critical imlue of three times the effective discharge port diameter The CORMIX flow class is indi­
cated in (b) and (g) In all other cases, the discharge is m class H2A2 (HÌA2 = a moderately buoyant effluent that stays 
attached to the bottom, H2A1 = a slightly buoyant effluent that lifts off from the bottom, H2A2 = a slightly buoyant effluent that 
stays attached to the bottom) 
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The last column in Figure 7.2 shows the pollutant loads resulting from the 
technology-based approach. The loads resulting from EU directives apply in 
Germany, the Netherlands, and the UK. However, the EU directives on toxic 
substances allow Member States to choose between the application of technology-
based emission limits and the enforcement of EQOs. Member States are also allo­
wed to set more stringent national emission limits and EQOs, as is the case in 
Germany and the UK. It should be emphasised that most technology-based loads 
presented in Figure 7.2 are minimum requirements. If economically feasible, 
authorities are likely to prescribe more stringent effluent limitations. For the so-
called list I substances of the EU (i.e., cadmium), additional emission limitation 
may be imposed because of the obligation to apply the best available technology 
to reduce emissions. The histograms in Figure 7.2 also contain the currently 
permitted pollutant loads for three of the four discharges. 
Figure 7.3 shows the results of the sensitivity analysis. Most model outco­
mes are more or less directly proportional to the parameters varied. Exceptions are 
upstream flow (Q
u
) in CORMIX and mixing zone length (L) and water body width 
(W) in CORMIX and STREAMIX. Furthermore, MCARLO is more sensitive to 
variations in upstream pollutant concentration (C„) than the other models. 
7.4 Discussion 
7.4.1 Model comparison (scenario A) 
The pollutant loads calculated in scenario A (Figure 7.2) illustrate that the results 
of the water quality-based approach vary with the type of model used and the 
discharge situation simulated. The four mixing zone models resulted in pollutant 
loads that, in general, are a factor of 1.5 to 6.5 more stringent than those produced 
by the NWCM model. This is logical since the NWCM model is based on the 
assumption of instantaneous complete mixing, resulting in a relatively large dilu­
tion. Exceptions are STREAMIX in case of the Cd and Ρ discharges, and CORMIX 
in case of the Ρ discharge. For both discharges, the flow velocity is relatively small 
resulting in (almost) complete mixing before the end of the mixing zone is 
reached. Besides, in case of the Ρ discharge, the pollutant load is determined 
almost entirely by the size of the effluent flow (Q,,), which is much larger than the 
critical upstream flow (QM; Table 7.2). It should be emphasised that models assu­
ming complete mixing ignore possible effects of discharges due to EQO violations 
in the mixing zone. 
NWCM and MCARLO 
Both complete mixing models (NWCM and MCARLO) produced comparable 
results. The differences between both models are entirely due to divergent 
methods for dealing with parameter variability. NWCM produced more stringent 
loads for the Ν discharge due to the relatively large variability in upstream flow 
(Q
u
)
r
 resulting in an extreme IO"1 percentile input value. In MCARLO, this extreme 
variability in upstream flow (Q
u
) is combined with the lesser variability in effluent 
flow (Q
e
) and pollutant concentration (Q). It results in a relatively small variability 
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in downstream water quality, implying a less extreme 90'" percentile value (the 
EQO) and thus the allowable pollutant load becomes larger. 
MCARLO produced more stringent loads for the Cu, Cd, and Ρ dischar­
ges. This has two main reasons. Firstly, the large variability in effluent flow (Q^) 
and pollutant concentration (Q) results in a high variability in downstream water 
quality, implying a more extreme 90"' percentile value (the EQO) and thus the allo­
wable pollutant load becomes smaller. Secondly, the smaller loads are due to the 
incompatibility of the input values used in the deterministic models. This pheno­
menon can be observed more accurately in Figure 7.3c. The decline in calculated 
pollutant loads is much steeper for MCARLO than for the five deterministic 
models. The pollutant loads of the latter models reach zero when the upstream 
concentration equals the EQO. However, the upstream concentration is specified 
as an average, while the EQO is a 90"' percentile. The pollutant load should ideally 
be zero when the 90"' percentile upstream concentration equals the EQO, as is the 
case for the MCARLO calculations. 
The problem of incompatible input values is inherent to deterministic 
modelling. The user is forced to specify individual input values, which raises the 
question which set of input values is best to be used. The answer lies in the insight 
that each combination of input values reflects a possible discharge situation 
during which discharging the calculated load will result in a downstream water 
quality equalling the EQO. When the dilution capacity of the river drops, water 
quality will exceed the EQO, and vice versa. Therefore, the set of input values 
should ideally be chosen such that the incidence of the dilution capacity reflected 
by the input data corresponds to the time specifications of the EQO. The determi­
nation of compatible input data requires a detailed and location specific analysis 
of the time patterns in the dilution capacity of the water body, for example, as 
suggested by the US-EPA (1988b). In practice, input values are often selected based 
on conservative assumptions, as for example in the German situation (Table 7.1). 
The mean low upstream flow (MLF), the 90'" percentile upstream pollutant 
concentration, and the 90'h percentile EQO are incompatible, which will tend to 
result in a conservative estimate of the maximum allowable pollutant load (Figure 
7.2). The use of the low flow in a normal year (LFNY) as input value for the Dutch 
DMZ model will also tend to result in a conservative estimate, although this may 
be compensated by subtracting the average upstream concentration from the 90"' 
percentile EQO. The same applies to the American situation where the use of the 
seven day average low flow that occurs once every ten year (7Q10) seems to result 
in a conservative approximation of the four day average concentration that is 
exceeded once every ten year (4dl0y). 
As demonstrated by Warn and Brew (1980) the use of predefined input 
values in deterministic mass balance equations may result in differences in calcula­
ted pollutant loads up to 50% when compared with stochastic mass balance equa­
tions, especially when the variability in the input values is large. It is therefore advi­
sable to use stochastic instead of deterministic models for discharge permitting. 
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DMZ and PSF models 
Figure 7.2 shows that the DMZ model produced results that are about 30% more 
stringent than the NWCM model did. From this, it can be concluded that a formal 
mixing zone surface area equalling 10% of the physical mixing zone results in only 
slightly stricter loads than models assuming complete mixing. 
The ratios between the loads produced by the NWCM, DMZ, and PSF 
models are more or less constant. Apparently, limitation of the mixing zone surfa­
ce area (DMZ model) is directly proportional to limitation of water flow (NWCM 
and PSF models). A comparison of the model equations (Table 7.1) confirms this 
thesis. All models allow a fixed part of the water flow to be polluted up to EQO 
level. The major differences between the models are the amount of water flow 
allowed to be polluted and the way the upstream pollutant concentration is dealt 
with. 
STREAMIX and CORMIX 
The loads produced by STREAMIX and CORMIX are not directly proportional to 
the loads produced by the other models. This can be explained by comparing the 
model equations of STREAMIX with those of the other models (Table 7.1). In 
contrast with the other models, the fraction of water flow that is allowed to be 
polluted up to EQO level is not constant for STREAMIX. It depends on discharge 
and system specific parameters like the distance of the discharge to the nearest 
bank (Y), the water body width (W) and depth (d), the flow velocity (w), the lateral 
dispersion coefficient (D^), and the channel slope (S). Together these parameters 
determine the length of the mixing zone. A wider water body, for example, will 
tend to result in a smaller pollutant load (Figure 7.3f). So the load calculated by 
STREAMIX is determined by discharge and system specific parameters that do not 
influence the other models. Although the model equations of CORMIX are not 
listed in Table 7.1, the discharge and system specific input parameters needed for 
CORMIX (Appendix 7.1) indicate a similar calculation procedure. 
Remarkable are the differences in pollutant loads produced by CORMIX 
and STREAMIX. Both models calculate loads corresponding with a mixing zone 
length of ten times the water body width. Nonetheless, both models produced quite 
different results. In most situations CORMIX produced more stringent loads than 
STREAMIX. The Ν discharge is an exception. There are several explanations for the 
differences between STREAMIX and CORMIX. One explanation is that CORMIX 
accounts for near-field discharge induced mixing while STREAMIX does not. If all 
other model features would be the same, this would result in higher maximum allo­
wable pollutant loads for CORMIX, especially when the discharge induced mixing 
is high. This influence can be observed in Figure 7.3e. Close to the discharge port, at 
200 m, CORMIX results in a higher pollutant load than STREAMIX. 
Another difference between STREAMIX and CORMIX is that CORMIX 
accounts for processes like buoyancy and bottom and shoreline attachment. To this 
purpose, CORMIX is equipped with a flow classification scheme. The Cu dischar­
ge, for example, is predominantly classified as a bottom attached plume (flow 
class H2A2) that mixes relatively slowly with ambient water. This explains why 
the CORMIX pollutant load becomes smaller than the STREAMIX load at larger 
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distances from the discharge port (Figure 7.3e). It also explains the shift in the 
pollutant load that can be observed in Figure 7.3b. Flow class H2A2 indicates a 
plume that is continuously attached to the bottom, while flow class H2A1 indica­
tes a plume that lifts off from the bottom due to buoyancy. Such a pollutant load 
shift can also be observed in Figure 7.3g. 
A third difference between STREAMIX and CORMIX is the way the fricti­
on velocity («*) is calculated. In STREAMIX, this parameter is derived from the 
acceleration constant (g), the local water depth (d), and the channel slope (S). In 
CORMIX, it is derived from the acceleration constant (g), the local water depth (d), 
the cross-sectional surface area of the water body (A), Manning's n, and the 
ambient velocity (u). The STREAMIX equation is suitable for freely meandering 
rivers but less so for dammed channels like those of the Cd and Ρ discharges. 
Differences amount up to a factor of 4 for the Cd discharge, which explains the 
stringent CORMIX pollutant loads for this discharge. 
7.4.2 International comparison (scenario B) 
The differences between the loads calculated in scenario Β and those calculated in 
scenario A are mainly due to differences in the applicable EQOs (Table 7.3), and to 
some extent to differences in the predefined input data (Table 7.1). The zero pollu­
tant load for cadmium in the German situation (NWCM model) is due to a strin­
gent EQO in combination with a relatively high upstream cadmium concentration 
(Table 7.2). The large pollutant load for cadmium in the UK situation (MCARLO) 
is almost entirely caused by the lenient EQO. The more stringent Dutch pollutant 
loads (DMZ model) are due to the use of the lowest flow in a normal year (LFNY) 
instead of the 10'h percentile flow used for the calculations in scenario A. The influ­
ence is most extreme for the Ν discharge due to the large variability in river flow. 
Although the USA (PSF model, CORMIX, and STREAMIX) also applies more criti­
cal flow conditions (the 7Q10 flow), the resulting pollutant loads are less stringent 
due to lenient EQOs. Remarkable are the large differences in calculated cadmium 
loads between CORMIX and STREAMIX that are due to the different procedures 
for calculating the friction velocity. 
7.4.3 The water quality- and technology-based approaches 
A comparison of the pollutant loads of the water quality-based approach with 
those of the technology-based approach leads to the conclusion that water quality-
based considerations may result in additional emission limits. This is not the case 
for the Cu discharge, which can easily be understood if one realises that effluent 
dilution is high due to a large and stable river flow. For the Ν discharge, the 
results in Figure 7.2 indicate that a water quality-based approach may result in 
additional emission limits. This can be explained by the relatively small dilution 
under critical conditions. The same picture arises for the Cd discharge. For the Ρ 
discharge, the results of the water quality-based approach are in all cases more 
stringent than those of the technology-based approach. This can be explained by 
the large effluent flow, which is much larger than the upstream flow under critical 
conditions, resulting in an almost negligible dilution. 
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7.4.4 Spatial and temporal specification of EQOs 
An important issue arising from the case studies is how to specify the spatial and 
temporal dimensions of EQOs. Most European standards are currently specified as 
concentration limits that should be maintained over 90% of the samples taken (90"' 
percentile). However, it is unclear whether the EQOs should be maintained over 
90% of the considered time, or over 90% of the locations sampled. If, on the one 
hand, the 90'h percentile is interpreted as a time specification, the EQO does not 
allow for mixing zones and the discharge should meet the EQO at the point where 
it enters the water body. Under these conditions, one could argue that it is irratio-
nal to maintain an EQO that is based on long-term impacts, such as eutrophication 
and bioaccumulation, over 90% of the time. In this case, specification of the EQO 
as a 50,h percentile seems more reasonable. If, on the other hand, the 90", percentile 
is interpreted as a spatial specification, the EQO does allow for mixing zones. This 
would imply a long-term violation of the concentration limit in a limited part of 
the water body. The relatively high concentrations in the mixing zone may severe-
ly impact passing organisms like migrating fish, but even more so sessile and 
slowly moving organisms like water plants and mussels. 
It can be concluded that the spatial and temporal dimensions of EQOs 
have to be specified in order to derive emission limits that adequately protect 
aquatic ecosystems against the various impacts of toxic discharges. The mixing 
zone system applied by the US-EPA (1991) is a good example. 
7.5 Conclusions 
- If a water quality-based approach is to be applied within a legal context, it is 
important that the models, input data, and EQOs used are harmonised. 
Otherwise, authorities are likely to prescribe widely divergent water quality-
based emission limits under comparable conditions, which is considered a form 
of unequal treatment of dischargers. Differences due to model selection can 
amount up to a factor of 6, and if national regulations and guidelines concer-
ning input data and EQOs are included, the differences can even exceed a factor 
of 25. 
- The first step to avoid differences in permitted water quality-based pollutant 
loads is to harmonise the EQOs and to specify them in more detail. It is especi-
ally the temporal and spatial dimensions of EQOs that deserve more attention. 
This includes a specification of mixing zone dimensions and a maximum allo-
wable excursion duration and frequency, which should be consistent with the 
intended protection levels for human health and aquatic life. The EQO system 
advocated by the US-EPA (1991) can serve as an example. Because detailed 
insight into the adverse impacts of spatial and temporal variations in concentra-
tion levels and EQO violations is lacking, additional research may be necessary. 
- The second step to avoid differences in permitted pollutant loads is to harmoni-
se the models and input data used to predict future water quality. The results 
presented in this paper indicate that deterministic models may produce inap-
propriate results due to incompatible input values. This problem does not occur 
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with stochastic models. Especially now the Monte Carlo software that can be 
used to convert deterministic models into stochastic models has become availa-
ble widely, there seems no good reason any more to hang on to deterministic 
models. If nonetheless deterministic models are to be used in discharge permit-
ting, the input values should be chosen such that they are compatible and 
correspond to the time specifications of the EQO. 
- A combined technology- and water quality-based approach in which the results 
of the latter are additional to those of the former, is the best way to establish 
emission limits for discharge permits. It avoids unnecessary pollution, as well 
as EQO violations, which is in line with the pollution prevention and carrying 
capacity principles. 
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Appendix 7.1: Input data used in CORMIX not listed in Table 7.2 
Ambient parameters 
Channel regulanty 
Temperature (SC) 
Wind velocity (m s ') 
Discharge parameters 
Discharge type 
Nearest bank 
Distance lo nearest bank (metre) 
Port cross-sectional area (metre) 
Discharge channel width (metre) 
Discharge channel depth (metre) 
Height above bottom (metre) 
Vertical discharge angle (Iheta) 
Horizontal discharge angle (Sigma) 
Discharge temperature (SC) 
Type ol discharge water 
Decay coefticienl 
Cu discharge 
moderately winding 
13 
2 
submerged single port 
right 
5 
0 3 
·-
--
0 3 
0 
90 
20 
freshwater 
0 
Ν discharge 
moderately winding 
14 
2 
buoyant surface 
nght 
0 
-
3 0 
0 89 
90 
30 
freshwater 
0 
Cd discharge 
regular 
14 
2 
submerged single port 
right 
5 
0 1 
0 2 
0 
90 
20 
freshwater 
0 
Ρ discharge 
regular 
14 
2 
buoyant surface 
righi 
0 
--
1 25 
1 0 
--
90 
20 
freshwater 
0 
137 
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8 Uncertainty in environmental quality standards: 
A synthesis 
The derivation and application of environmental quality standards (EQSs) for 
toxic substances is subject to uncertainty. In current environmental practice, this 
uncertainty is typically addressed by applying default assumptions and safety 
factors. A major drawback of this procedure is that the level of uncertainty invol-
ved remains obscured. Lack of quantitative insight into the level of uncertainty 
hampers the identification of optimal management options because pollution risks 
cannot be weighed quantitatively against the costs of pollution abatement and 
remedial actions. Furthermore, the benefits of gathering additional information 
cannot be quantified if the uncertainty involved is unknown. The main aim of this 
thesis, as postulated in Paragraph 1.6, is to determine whether it is possible and 
useful to identify and quantify the uncertainties involved in the derivation and 
application of EQSs. To realise this aim, several elements of the derivation and 
application of EQSs were studied. The results were presented in Chapters 2-7. In 
this final chapter, these results will be integrated and discussed in order to draw 
conclusions and formulate recommendations for future research and environmen-
tal policy making. 
In Paragraph 8.1, the uncertainties quantified in Chapters 2-4 are reviewed 
and completed with results from other studies to enable an assessment of the 
overall uncertainty involved in deriving EQSs. Paragraph 8.2 reviews the results 
of Chapters 5-7 and compares the uncertainties encountered in the application of 
EQSs with those encountered in the derivation. Paragraph 8.3 distinguishes vari-
ous types of uncertainty and discusses how each type should be dealt with during 
the derivation and application of EQSs. Paragraph 8.4 outlines two general proce-
dures to deal with uncertainty in environmental management. Finally, Paragraph 
8.5 contains the general conclusions and recommendations of this thesis. 
8.1 Uncertainties in the derivation of EQSs 
The aim of this paragraph is to produce an estimate of the overall uncertainty in 
EQSs. To this end, the uncertainty estimates produced in Chapters 2-4 are revie-
wed, completed with uncertainty estimates from other studies, and integrated into 
an overall uncertainty estimate for EQSs. The paragraph follows the structure of 
the derivation process explained in Paragraph 1.4 and illustrated in Figure 1.4. It 
successively discusses the uncertainty in EQSs for human health protection 
(Section 8.1.1), EQSs for ecosystem protection (Section 8.1.2), and integration of 
EQSs (selecting the most critical EQS and intercompartimental adjustment; Section 
8.1.3). The uncertainties in the last step of the derivation procedure (political deci-
sion making and the legal establishment of EQSs) are not discussed, because this 
step is political rather than scientific in nature (i.e., it deals with preferences rather 
than uncertainties). The paragraph concludes with an assessment of the overall 
uncertainty in science-based EQSs (Section 8.1.4). 
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Uncertainty will be expressed by an uncertainty factor (UF) that was 
calculated by taking the ratio between the median and the 5'h percentile of the 
uncertainty distribution of an EQS. For lognormal distributions, this ratio equals 
the ratio between the 95", percentile and the median. Note that this definition 
differs from that used in Chapter 4, where an uncertainty factor was defined as the 
ratio between the median and the 2.5"' percentile. The terms operational uncertain­
ty factor (OUF) and fundamental uncertainty factor (FUF) are used to refer to 
uncertainty resulting from input data, and model structure and assumptions, 
respectively. Used without adjective, an UF refers to the combined overall uncer­
tainty in EQSs. 
To arrive at an estimate of the overall uncertainty in EQSs, the uncertain­
ties involved in the various steps of the derivation process were combined. It was 
assumed that these uncertainties are propagated through multiplicative relations­
hips and can be characterised by independent lognormal distributions. Under 
these conditions, the overall uncertainty can be calculated as follows (Slob, 1994):. 
mr - β '
 ί = 1 
"
Γ
 combined - β 
This equation was also used to combine operational and fundamental uncertainties. 
It should be emphasised that the uncertainty estimates presented in this 
paragraph are only rough approximations of the uncertainty involved, mainly 
because: 
(1) the uncertainties of the various derivation steps were assessed by different 
methods (e.g., output uncertainty analysis versus subjective assessment by 
experts); 
(2) the uncertainties are substance-specific and depend on the amount of data 
available; 
(3) the assumptions underlying the procedure to combine uncertainties are them­
selves uncertain. 
To avoid a false impression of exactness, the geometric mean values as well as the 
maximum values of the UFs calculated for different substances or estimated by 
different experts are used to characterise the overall uncertainty. Furthermore, the 
uncertainty estimates are assumed valid only for those substances for which suffi­
cient data is available to apply the models involved. 
8.1.1 Human health protection 
Substances without a threshold 
For substances without a threshold (i.e., genotoxic carcinogens), the uncertainty in 
deriving an acceptable human exposure level based on laboratory animal data was 
assessed in Chapter 2. Table 8.1 lists the geometric mean and maximum UFs of the 
the dose that corresponds to a lifetime tumour risk of l lO' 6 (Virtually Safe Dose; 
VSD) according to the Gaylor scenario (see Chapter 2). Two scenarios for dose-
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Table 8Λ: Utucrtainty factors (UFs)for the Virtually Safe Dose (VSD) of acrylamuie, üüordane, ami DDT, calculated after inte-
gration of lite risif/N from five different dose-response (DR) inodel\ and after fitting a tico-stage model 
Substances without a threshold 
Acrylamide 
Chlordane 
DDT 
Geometric Mean UF 
Maximum UF 
Five DR-models 
1,900,000,000,000 
180,000 
7,800,000,000,000 
14,000,000,000 
7,800,000,000,000 
Two-Stage model 
32 
69 
96 
59 
96 
response assessment are presented: (a) after integrating the results of fitting five 
different dose-response models (two-stage, logit, gamma, probit, and Weibull), 
and (b) after fitting a two-stage dose-response model. The difference between both 
scenarios indicates the enormous uncertainty caused by the unknown shape of the 
dose-response model in the low-dose region. A considerable reduction in uncer-
tainty would be obtained if the two-stage model could be proved a realistic 
approximation of the true dose-response relationship. 
Substances with a threshold 
The uncertainty in acceptable human exposure levels for substances with a thres-
hold was not quantified in this thesis. However, several studies on this subject 
were recently published (Baird et ai, 1996; Price et al., 1997; Slob and Pieters, 1998; 
Swartout et ai, 1998). All of these studies have some major drawbacks, for exam-
ple, the studies provide few data (i.e.. Slob and Pieters, 1998), the probabilistic 
assessment factors used are based on subjective assumptions instead of empirical 
data (i.e., Price et ai, 1997; Slob and Pieters, 1998; Swartout et al, 1998), and the 
studies do not include the uncertainty in the experimental No-Effect-Level (i.e., 
Baird et ai, 1996; Price et al, 1997; Swartout et al., 1998). Furthermore, the uncer-
tainty distributions do not only include uncertainty, but also (interindividual) vari-
ability. As will be argued further on in this chapter, variability and uncertainty 
should ideally be quantified and dealt with separately because they relate to two 
different dimensions of the concept of Expected Loss (Section 8.3.2). Nonetheless, 
a rough initial impression of the uncertainty can be obtained from these studies 
(Table 8.2). The uncertainty factors of Baird et al. (1996) and Swartout et al. (1998) 
were combined with a geometric mean UF of 2.5 to account for the uncertainty in 
the No-Effect-Level that was ignored in these studies. The UF of 2.5 was derived 
from data on the uncertainty in the dose at which 1 % of the exposed population 
suffered from adverse effects (ED^ presented by Crump (1984). 
Table 8.2: Uncertainty factors (UFsjfor aiwptable human intake leivls of substance'· with a thrchold derived from various 
literature sources 
Substances with a threshold 
According lo Baird ef al (1996)1 
According to Swartout ef al (1997)1 
According to Slob and Pieters (1997)2 
Geometric Mean UF 
Maximum UF 
UF 
19.0 
6.0 
52 
84 
190 
' = combined UF or thai reported in the lileralure and a geometrie mean UF of 2 5 lor the ED, derived from Crump (19Θ4), ' = data obtained by 
personal communication with W Slob (Laboratory lor Health Effects Research, RIVM, Bilthoven) 
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Exposure modelling 
The uncertainty involved in translating acceptable human exposure levels into 
corresponding environmental concentration levels can be estimated tentatively 
from the results presented in Chapter 3. OUFs can be derived from the exposure 
distributions presented in Figure 3.2. These uncertainty estimates do not include 
fundamental uncertainty and only relate to direct human exposure relationships. 
Indirect exposure, for example, accumulation of toxic substances via soil into 
crops, was not accounted for because it belongs to the field of fate modelling. 
Furthermore, NORMTOX was applied to predict exposure levels from environ­
mental contamination levels, but derivation of EQSs implies application of the 
exposure model in the opposite direction. To this purpose, the acceptable human 
exposure level has to be allocated over various exposure pathways and compart­
ments, and the uncertainty involved may vary considerably between these path­
ways and compartments. Notwithstanding these shortcomings, a tentative estima­
te of the overall uncertainty can be produced. Fundamental uncertainty was assu­
med to be relatively small because most processes involved are relatively straight­
forward and well studied, for example, that of food intake and inhalation. The 
most likely value of the FUF is estimated to be 2.0 and the maximum value 5.0. 
The resulting estimates of the geometric mean and maximum overall UFs are 
listed in Table 8.3. 
Table 8.3· Umi rhimty factor·. (UT·.) for translation of acceptable human exposure levels into corresponding environmental 
concentration level·· for media to which human·, an exposed directly (OUT = operational uncertainty factor, TUT = fundamental 
uncerlainti/ factor — = not assessed) 
Translation of acceptable human exposure levels into EQSs 
Benzene 
Lead 
Lindane 
Geometric Mean 
Maximum 
OUF 
1 4 
1.6 
1 7 
1.6 
1 7 
FUF 
--
--
--
2.0 
5 0 
UF 
--
--
-
2.3 
5.4 
Table 8.4 Overall unccrtamty fiutare (UF*) for EQSs to protect human health (la^t tohinm) TJiey arc derived by combining the 
UFtfor aiLCptable huwait intake level* (AHIL^) and for the translation into environmental concentration /m'K (FC/ *) 
Substances without a threshold 
Five Dose-Response Models 
Geometric Mean UF 
Maximum UF 
Two-Stage Model 
Geometric Mean UF 
Maximum UF 
Substances with a threshold 
Geometric Mean UF 
Maximum UF 
AHIL 
14,000,000,000 
7,800,000,000,000 
59 
96 
θ 
19 
ECL 
2 
5 
2 
5 
2 
5 
Overall uncertainty 
14,000,000,000 
8,200,000,000,000 
64 
130 
10 
30 
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Overall uncertainty in EQSs for human health protection 
The overall uncertainty in EQSs for human health protection can be estimated by 
combining the uncertainties in the derivation of acceptable human exposure levels 
with those involved in the translation into environmental concentration levels. 
Table 8.4 lists the results for substances with and without a threshold. The results 
clearly indicate that (1) the uncertainty involved in exposure assessment is much 
smaller than that in dose-response assessment (compare the values in the second 
and third columns), and (2) the uncertainty involved in dose-response assessment 
of threshold substances is much smaller than for substances lacking a threshold 
(i.e., genotoxic carcinogens). 
8.1.2 Ecosystem Protection 
The uncertainty involved in deriving EQSs for ecosystem protection was not 
addressed in the previous chapters of this thesis. However, several studies were 
recently published that allow quantitative assessment of this uncertainty (Emans 
et al., 1993; Lahr et al, 1998; Okkerman et al., 1993; Van Wijngaarden et ai, 1998; 
Versteeg et al, 1999). Most of these studies compare the outcomes of extrapolation 
procedures for chronic single-species toxicity data (i.e., the distributional and safe-
ty factors approaches) with chronic NOEC data resulting from experimental multi-
species model ecosystems. The most extensive study that allows quantification of 
the uncertainties involved in the distributional approach was published by 
Versteeg et al. (1999). Geometric mean No-Observed-Effect-Concentrations 
(NOECs) for model ecosystems were compared with chronic NOECs resulting 
from single-species toxicity tests. The model system NOECs corresponded to 
concentrations that were expected to exceed the single-species NOEC for 10 to 
52% of the genera. These results suggest that laboratory-generated single-species 
chronic studies can be used to establish concentrations protective of model ecosy-
stem effects. This conclusion can also be drawn for proper ecosystem effects if it is 
assumed that all ecologically relevant impacts can be detected adequately in 
model ecosystem studies. However, the validity of this latter assumption remains 
to be proved. For example, the impact of endocrine disrupting agents can be diffi-
cult to detect in model ecosystems (Gezondheidsraad, 1999). The sensitivity of 
model ecosystem studies and the uncertainty in the results should therefore be 
subject of further research. 
For now, a tentative estimate of the uncertainty is used that was produced 
by Ragas (1999c). He used the data presented by Versteeg et al. (1999) to derive an 
uncertainty estimate for the distributional approach, assuming a lognormal distri-
bution for species sensitivity. The mean median ratio between the HC5 and 
NOECcco for nine substances was 0.21, which is comparable to the value of 0.30 
reported by Emans et al. (1993). The geometric mean and maximum uncertainty 
factors were 6.5 and 33.0, respectively. Part of this uncertainty is probably caused 
by the shortcomings of the distributional approach listed in Section 1.4.2, for 
example, the lack to account for ecosystem interactions, for ecosystem differences, 
and for substances with a highly specific mode of action. 
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Figure 8.1: Selection of the most critical concentration level κ no problem if the concentration distribution·, do not overlap (upper 
panel), but it may be problematic if they do (lower panel) The 5'" percentile (continuoii·, lines) of Distribution 2 in the lower 
panel is more critical than the 5"' percentile of Distribution 1, but for the ÏO"1 percentile (dashed lines) it is the other way around 
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8.1.3 Integration of EQSs 
Determination of the most critical concentration level 
Integration of EQSs involves (1) determination of the most critical concentration 
level per compartment, and (2) intercompartimental adjustment of EQSs. The first 
step is straightforward. If the concentration distributions of human health and 
ecosystem protection do not overlap, the regulator can suffice with choosing the 
most critical distribution (Figure 8.1). A more complicated situation arises when the 
concentration distributions overlap. In the case of very uncertain EQSs, for exam­
ple, a concentration level to protect human health against a genotoxic carcinogen, 
the 5'h percentile may be more critical than the 5'h percentile of the concentration 
distribution to protect ecosystems, while the 10,h percentile of the latter distribution 
is more critical than the 10lh percentile of the former. In such a situation, the accep­
table level of uncertainty influences the choice of the most critical EQS. One option 
is to postpone the choice of the most critical EQS until the phase of political deci­
sion making. In practice, EQSs for human health protection are established primari­
ly for air and food, and EQSs for ecosystem protection primarily for water, soil, and 
sediment. Actual integration problems will therefore occur only rarely. An excep­
tion may involve the derivation of water and sediment quality standards from 
product standards for fish (human health protection) and from aquatic ecotoxicity 
data (ecosystem protection; Parkerton et ai, 1993; Van der Kooij et ai, 1991). 
Coexistence of EQSs 
Uncertainty in the coexistence of EQSs is relevant only if a set of EQSs turns out to 
be incoherent and the EQS of the primary compartment has to be adjusted. For air 
and water, this uncertainty was estimated in Chapter 4. The uncertainty associated 
with the coexistence of EQSs between other compartments was not assessed and 
should be subject of further research. For now, it is assumed that these uncertain­
ties are of a comparable magnitude. 
The OUFs in Table 4.4 provide an inadequate measure for operational 
uncertainty because they were calculated as the ratio between the median and the 
2.5lh percentile, and not the 5'h percentile. Renewed analysis of the original data 
resulted in a geometric mean OUF of 3.4 and a maximum value of 42.8 (scenarios 
1 and 2 taken together). 
An impression of the fundamental uncertainty in the intercompartimental 
adjustment of EQSs can be obtained from Table 4.6. The geometric mean and 
maximum values of the FUFs estimated by experts were 24 and 330, respectively. 
However, these FUFs also have to be corrected because they represent the ratio 
between the median and the 2.5"' percentile, and not the 5'h percentile. New FUFs 
were derived based on the assumption that fundamental uncertainty follows a 
lognormal distribution. This resulted in a geometric mean FUF of 14 and a maxi­
mum FUF of 130. If the estimated operational and fundamental uncertainty factors 
are combined, it results in a geometric mean UF of 19 and a maximum UF of 470. 
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Table 8.5; Geometric mean (CM) nml maximum (MAX) overall uncerlamty factors (UFs) for various types of EQSs. 
Human Health Protection 
Substances without a threshold 
Five dose-response models 
Two-stage model 
Substances with a threshold 
Ecosystem Health Protection 
Primary Compartment 
GMUF 
14,000.000,000 
64 
9.8 
6.5 
MAXUF 
8,200,000,000,000 
130 
30 
33 
Secondary Compartment 
GMUF 
17,000,000,000 
160 
41 
33 
MAXUF 
15,000,000,000,000 
2,600 
1,100 
1,200 
8.1.4 Overall uncertainty 
The uncertainty estimates presented in the previous sections can be combined into 
an estimate of the overall uncertainty in EQSs (Table 8.5). This overall uncertainty 
differs (1) for EQSs for human health and ecosystem protection, (2) for substances 
with and without a threshold, and (3) for EQSs derived directly from toxicity data 
and indirectly from other compartments. The results show that the range between 
the median EQS and the lower one-sided 95%-confidence limit (the 5'h percentile) 
tends to fall within one order of magnitude for EQSs derived for ecosystem 
protection and for EQSs of threshold substances derived for human health protec­
tion. This range covers about two orders of magnitude for EQSs of genotoxic carci­
nogens if a two-stage dose-response model can be proved a good approximation 
of the true dose-response relationship. If not, this range may exceed even ten 
orders of magnitude. The ranges should be increased by approximately one order 
of magnitude if the EQS is derived from a safe concentration level in another 
compartment. 
8.2 Uncertainties in the application of EQSs 
Uncertainties involved in the application of EQSs, or rather Water Quality Standards 
(WQSs), were studied in Chapters 5-7. Uncertainties were not quantified explicitly, 
but implicitly by comparing pollutant loads resulting from the application of vari­
ous mixing models, input data, and WQSs. The differences do not only reflect 
(model) uncertainty, but also national and international differences in procedures to 
derive emission limits. A worst-case estimate of the uncertainty involved can be 
derived from the results of scenario A (model comparison) presented in Chapter 7. 
For each discharge modelled, an UF was estimated by fitting a lognormal distribu­
tion over the calculated pollution loads and taking the ratio between the estimated 
median and 5'h percentile. The resulting UFs were 3.6 (Cu discharge), 3.1 (N dischar­
ge), 1.6 (Cd discharge), and 2.0 (P discharge). These values indicate that the uncer­
tainty involved in the application of WQSs is relatively small, especially when it is 
realised that these UFs include a considerable amount of variability caused by diffe­
ring assumptions, for example, concerning the extent and shape of the allowable 
mixing zone. This can be explained by the fact that the dispersion of substances in 
water systems is relatively well studied and validation data are readily available. 
For example, concentration levels predicted by CORMIX are estimated to fall within 
50% of the true concentration levels (Doneker and Jirka, 1990). Compared to the 
uncertainties involved in the derivation process (Table 8.5), the uncertainties in the 
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application of WQSs seem of a negligible magnitude. Based on a study in which 
three air quality models were used to derive emission limits for air pollutants 
(Eickhout and Van Waes, 1998), a comparable conclusion can be drawn. It therefore 
seems défendable to conclude that the application of EQSs to derive permit require-
ments involves less uncertainty than the derivation of EQSs. 
The main part of the differences in pollutant loads reported in Chapters 6 
and 7 is caused by procedural differences in matters such as the allowance, type, 
and size of the mixing zone, the temporal specification of input data, and the deriva-
tion of WQSs. At first glance, these matters seem issues for political decision 
making. However, on closer inspection, they turn out to be related to the level of 
protection offered by the WQS. For example, allowance of a mixing zone implies a 
lowering of the adopted protection level for those organisms living in or passing 
through this zone. Similarly, maintenance of the WQS during 90% of the considered 
period may have implications for the protection level. If protection levels are esta-
blished beforehand, the matters discussed are not political in nature, but merely 
scientific, because they relate to the translation of protection levels into concentra-
tion levels (see Paragraph 1.4). The relation between the spatial and temporal speci-
fication of WQSs and protection levels is almost never addressed explicitly by regu-
latory agencies. The main reasons are probably a lack of awareness and a lack of 
scientific data on the impact of temporal and spatial concentration variations on 
human health and aquatic ecosystems. Spatial and temporal specification of EQSs 
are discussed in more detail in the next paragraph. 
8.3 Dealing with uncertainty in EQSs 
The aim of the present paragraph is to clarify the implications of uncertainty in 
EQSs for environmental management and to provide options for dealing with it in 
an appropriate way. First, four different types of uncertainty in EQSs are distin-
guished, followed by a discussion on how each type should be dealt with during 
the derivation and application of EQSs. 
8.3.1 Uncertainty and variability 
The uncertainty estimated in the previous paragraphs is not only a result of (true) 
uncertainty, in the sense of a lack of knowledge, but it is also caused by heterogeneity 
across individuals, space, and time. This latter type of uncertainty is often referred to 
as variability (Hoffman and Hammonds, 1994; Morgan and Henrion, 1990; US-EPA, 
1997b). It is important to distinguish between true uncertainty and variability because 
they should be dealt with differently when deriving and applying EQSs. Gathering 
additional information can reduce true uncertainty, but not variability because it is an 
intrinsic properly of the real world. Within a decision-making context, information on 
true uncertainty can be used to determine the probability that, given our current state 
of knowledge, the actual outcome of an event or process exceeds a certain limit value. 
Information on variability can be used to gain insight into the amount of individuals, 
space, or time that exceeds the limit value. The main types of variability relevant for 
EQSs are interindividual, spatial, and temporal variability. 
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8.3.2 Dealing with true uncertainty 
What use is it to a regulator to know that 1 ppm of an imaginary substance has a 
probability of 5% to exceed the true NOEL? And what if this probability would be 
10%? Quantitative information on true uncertainty can be used to deal with uncer­
tainty in a consistent manner. In current practice, the magnitude of the uncertainty 
in EQSs remains obscured by the use of arbitrary default factors and assumptions. 
A NOEL estimated for a particular substance may have a probability of 0.5% of ex­
ceeding the true NOEL, whereas a NOEL estimated for another may have a proba­
bility of 5%. The regulator can prevent such inconsistencies by quantification of 
the uncertainty involved and setting standards for the level of confidence required. 
Currently, only the magnitude of the effect is accounted for explicitly. This 
can result in confusion. For example, some people interpret the Dutch maximum 
permissible risk level for genotoxic carcinogens as a real-life tumour risk. It results 
in statements like "The Dutch government allows that each year one of every 
million inhabitants develops cancer due to exposure to a genotoxic carcinogen". 
The statement is incorrect because the maximum permissible risk level is intended 
to represent a worst-case estimate. Specification of a standard for the maximum 
amount of true uncertainty, for example a minimum required confidence level of 
95%, would make clear that the real-life tumour risk is expected to be much smal­
ler than one in a million (e.g., one in twenty million). 
True uncertainty can also be used to specify an acceptable level of 
Expected Loss for EQSs. In line with the concept of Expected Value used in deci­
sion analysis (Keeney, 1982), Expected Loss combines an effect measure with the 
probability of the effect occurring (Peterman and Anderson, 1999): 
Expected Lose = {Probability of the Ef feet} · {Magnitude of the effect} 
Based on this equation, a 5% probability of a Ι Ί Ο 6 tumour risk is equal in serious­
ness to a 10% probability of a 5-107 risk or a 50% probability of a 1 1 0 7 risk. The 
nature of the Expected Loss-equation should be a subject of political decision 
making. For example, it may be felt that a linear increase in effect should corres­
pond to a quadratic decrease in probability: 
Expected Loss =^1 Probability of the Effect· -[Magnitude of the effect} 
A comparable equation is used in the Netherlands to manage the risks of dange­
rous installations (VROM, 1989). 
Expected Loss cannot be specified for a NOEL (or NOEC) because a NOEL 
implies zero effect, resulting in zero Expected Loss by definition. However, recent 
trends in human risk assessment are moving towards replacement of the NOEL by 
a benchmark dose (BD). The BD is defined as the 95% one-sided lower confidence 
level on the dose that corresponds to a predefined small effect, for example, the 
ED1 or ED5 (Allen et al, 1994; Auton, 1994; Crump, 1984,1995; Faustman, 1996). 
Because the BD presupposes a small effect, it can be used to specify the amount of 
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Expected Loss. In ecological risk assessment, the number of species for which the 
NOEC is exceeded could be used as an effect measure to determine the Expected 
Loss. 
True uncertainty and the concept of Expected Loss can also be used to 
select the most efficient management option from a range of options. Dakins et al. 
(1994) provide an example for a USA harbour contaminated with PCBs that has to 
remediated to comply with the PCB standard for fish consumption. The sediment 
surface area to be remediated is uncertain, resulting in uncertain remediation costs. 
These costs are balanced against the expected costs of underremediation, notably, 
loss of income because the fishery will remain closed. This procedure requires a 
common basis to value remedial actions and (uncertain) effects. Unfortunately, such 
a basis is currently lacking for EQSs. Effects associated with EQS violation are 
expressed in tumour risks or effect levels, but remedial or preventive actions are 
expressed in monetary units. 
Creating a common basis to value human health, nature, and economic 
activities is one of the key issues in environmental management (Funtowicz and 
Ravetz, 1994; Hellström, 1996; Nash, 1991; Tingey et al., 1990). Simply putting a 
price tag on each human individual or organism does not solve the problem becau-
se it ignores subtle nuances in value judgements. For example, the death of young 
children is generally considered more severe than the death of elderly and, likewi-
se, the death of individual organisms is considered more severe when a species has 
almost become extinct. Some have proposed to involve all interested parties in the 
decision-making process to deal with these valuation problems (Funtowicz and 
Ravetz, 1994; Hellström, 1996), others plead for expressing all values in monetary 
units (Nash, 1991). The former procedure has the advantage of creating support for 
management actions among the parties involved, whereas the latter provides 
consistency in decision making. 
Information on true uncertainty can furthermore be used to prioritise rese-
arch needs. On the basis of the results presented in Paragraphs 8.1 and 8.2, it can 
for example be concluded that new data concerning genotoxic carcinogens will 
result in the largest reduction in uncertainty in EQSs, followed by multimedia fate 
data, toxicity data on threshold substances, and data on ecotoxicity. These research 
needs can be specified in more detail if the uncertainties are traced back to their 
origin. For example, the results in Chapter 2 indicate that for genotoxic carcinogens 
the largest reduction in uncertainty can be obtained by unravelling the nature of 
the dose-response relationship in the low-dose region. 
Within a decision-making context, quantitative information on uncertainty 
can also be used to quantify the value of new information explicitly, for example, 
by means of Bayesian Monte Carlo analysis (Dakins et al., 1996,1999). New informa-
tion will reduce uncertainty and thereby probably the costs for remedial and 
preventive actions. Additional research is expected to be profitable when the expec-
ted benefits of new information exceed the research costs. This technique could for 
example be used to point out the benefits of gathering new data to improve the 
scientific basis of EQSs. The current availability of data on most toxic substances is 
poor (EEA, 1999), resulting in the use of large UFs when deriving EQSs (Van 
Leeuwen, 1993). Through quantification of the value of new information, the 
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expected savings on preventive and remedial costs could be proved to outweigh 
the research costs for gathering additional data. 
From the above, it follows that quantitative information on true uncertain-
ty in EQSs can be used by the regulator (1) to deal with true uncertainty in a 
consistent manner, (2) to relate the probability of an effect to its magnitude, (3) to 
select the most efficient management option, and (4) to programme new research. 
However, the uncertainty estimates presented in Paragraphs 8.1 and 8.2 cannot yet 
be used for these purposes because they do not only include true uncertainty, but 
also several types of variability. Separation of true uncertainty and variability is 
necessary to deal with true uncertainty in an appropriate way. Furthermore, a 
considerable part of the uncertainty estimated, especially for genotoxic carcino-
gens and for intercompartimental adjustment of EQSs, is hard in nature because it 
cannot be expressed in unique probability distributions (Vercelli, 1995). The UFs 
presented are rough estimates, which impedes the application of formal decision-
making procedures. One option is to use a combination of probabilistic techniques 
and (conservative) default assumptions to deal with soft and hard uncertainty, 
respectively. The advantage of this option is that quantifiable uncertainty will be 
dealt with consistently. Another option for dealing with hard uncertainty is outli-
ned in Paragraph 8.4.2. 
8.3.3 Dealing with interindividual variability 
Some human characteristics used in the derivation of EQSs vary between indivi-
duals, for example, body weight, water intake, and the activity of certain enzymes. 
The result is that every individual has its own characteristic sensitivity and expo-
sure. If model parameters are varied according to their interindividual characte-
ristics, the output distribution reflects the variation in sensitivity or exposure 
between individuals. Each value of the distribution can be conceived of as repre-
senting the sensitivity or exposure of an imaginary individual. If part of the 
output distribution exceeds a certain limit value, this part can be interpreted as the 
population fraction that exceeds the limit value. An increase of this population 
fraction comes down to an increase in adverse impact. True uncertainty and inter-
individual variability therefore relate to two different dimensions of Expected 
Loss. Where true uncertainty relates to the probability of an effect, interindividual 
variability relates to the magnitude of this effect. 
The distinction between true uncertainty and interindividual variability 
can sometimes be confusing. For example, an individual risk limit of I-IO" for 
industrial installations seems comparable to an individual risk limit of 1-10"6 for 
exposure to genotoxic carcinogens. However, the llO"" probability for industrial 
installations stems from true uncertainty (i.e., it is unknown whether and when 
the event will take place), but the 1-10 " probability for carcinogenic carcinogens 
stems from interindividual variability (i.e., the most sensitive or exposed individu-
al of every million is allowed to die). The probability of people actually dying 
from genotoxic carcinogens is concealed behind conservative procedures to esti-
mate tumour risk. 
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From the above, it can be concluded that it is necessary to quantify true 
uncertainty and interindividual variability in EQSs separately to deal with them in 
an appropriate way. The regulator should specify separate standards for the magni­
tude and the probability of the acceptable adverse effect, or, alternatively, a stan­
dard for Expected Loss that comprises both. In carcinogenic risk assessment, it is 
already common practice to specify a standard for dealing with interindividual 
variability, although it is not widely recognised as such. A standard for dealing 
with interindividual variability for substances with a threshold comes within reach 
when the NOEL or NOEC is replaced by the Benchmark Dose (Faustman, 1996). 
8.3.4 Dealing with spatial variability 
Spatial differences in environmental characteristics influence the (bio)availability 
of substances and the exchange of substances between compartments. The 
(bio)availability is generally not addressed during the derivation of EQSs, but 
during the application. EQSs are specified for a standard type of soil, sediment, or 
water, and location-specific EQSs can be derived after application of an equation 
that includes the spatially variable parameters, for example, organic carbon and 
clay content for soil and sediment, and acidity and hardness for water. 
Exchange of substances between compartments is addressed during the 
phase of intercompartimental adjustment of EQSs. Experts estimated the impact of 
spatial variability tentatively (Table 4.6), resulting in a (corrected) geometric mean 
UF of 5.5. However, it can be argued that the spatial variability of some parame­
ters, for example, organic carbon and clay content, acidity, and water hardness, 
should be ignored during intercompartimental adjustment of EQSs because they 
are already accounted for during the application phase. The main sources of spati­
al variability relevant for intercompartimental adjustment are slowly proceeding 
mixing and dispersion processes within and between compartments. Due to these 
processes, the EQS can be exceeded in only part of a compartment. For the regula­
tor, the issue is whether it is acceptable that the EQS is violated in part of a 
compartment. The same issue arises when EQSs are applied to derive emission 
limits (Chapters 5-7). If the discharge does not meet the EQS at the point where it 
enters the environment, violation of the EQS in the mixing zone is inevitable. The 
regulator may allow violation of the EQS in part of the compartment if it can be 
proved not to jeopardise the predefined protection level underlying the EQS. 
However, useful scientific data on the impact of spatial concentration variations 
on human health and ecosystems are largely lacking, mainly because (eco)toxico-
logical studies generally concentrate on homogeneous exposure regimes. 
Alternatively, the regulator might consider adopting a less stringent protection 
level for part of the compartment. Essentially, this comes down to spatial differen­
tiation of functions and EQSs, which might be a viable option for slowly mixing 
compartments like soils and sediments. 
From the above, it follows that spatial variability is mainly an issue during 
the application of EQSs. Dealing with spatial variability is currently hampered by 
a lack of (eco)toxicological data on the impact of spatial concentration variations 
on human health and ecosystems. 
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8.3.5 Dealing with temporal variability 
The issue of dealing with temporal variability is largely comparable to that of spatial 
variability. Essentially, the issue comes down to determining whether, and to what 
extent, temporary violation of EQSs results in unacceptable adverse effects. Most 
(eco)toxicological studies provide little information on the impact of temporal 
concentration variations because a continuous exposure regime is maintained. 
Nonetheless, some remarks on the impact of these variations can be made based on 
the mode of action of toxic substances. If the adverse impact is irreversible and accu­
mulates over time, for example, for genotoxic carcinogens, temporal variations in 
exposure are of little relevance. The biologically relevant dose is the dose accumula­
ted over time. Temporal concentration variations are acceptable if the accumulated 
dose does not exceed a certain critical level and the mode of action does not change 
at higher concentration levels. The EQS can be interpreted as a time-weighed avera­
ge concentration. For substances with a reversible impact, small variations in the 
exposure regime may result in the No-Effect-Level being exceeded. The impact and 
acceptability of temporal concentration variations should be established on a 
substance-specific basis. For ecosystems, the impact of temporal (and spatial) 
concentration variations also depends on the life cycles of the species involved, the 
recovery times and the spatial dispersion of populations (Brock et ai, 1992a,b,1993). 
In current practice, EQSs are generally specified as percentile values, which 
are often interpreted as the percentage of time during which the EQS should be 
maintained. The USA has developed an alternative system for WQSs based on a 
combination of averaging times and maximum violation frequencies (US-EPA, 
1991). Although the USA system is more refined, the biological basis for the tempo­
ral specification is still largely lacking. 
From the above, it follows that temporal variability is mainly an issue 
during the application of EQSs. Dealing with temporal variability is currently 
hampered by a lack of (eco)toxicological data on the impact of temporal concentra­
tion variations on human health and ecosystems. 
8.4 Deal ing with uncertainty in environmental management 
Uncertainty is not only important in the derivation and application of EQSs, but also 
in other areas of environmental management. In the past, this uncertainty was often 
ignored, but it is becoming increasingly clear that addressing uncertainty can impro­
ve the quality of the decision-making process. Two procedures to address uncertain­
ty, i.e., the precautionary polluter pays principle and participatory problem analysis, 
are discussed in this paragraph. 
8.4.1 The precautionary polluter pays principle 
As outlined in Section 1.5.2, the precautionary principle has been introduced as a 
rough guideline to deal with uncertainty. It states that cost-effective measures to 
prevent environmental degradation should not be postponed in the absence of 
scientific proof. The problem with this statement is that an agent can be proved 
harmful, but not harmless. A strict interpretation of the precautionary principle 
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therefore implies that measures are always necessary. This interpretation is unreaso-
nable for those who carry the costs, notably, the polluters. 
The problem can be solved if the absence of scientific proof is interpreted as 
a small probability, for example, less than 5%, of adverse effects occurring. An alter-
native and more specific definition of the precautionary principle could read as 
follows: "For substances with a threshold, cost-effective measures to prevent envi-
ronmental degradation should not be postponed if the probability of the NOEL 
being exceeded is more than 5%". Although this alternative is more reasonable for 
the polluter, it raises another question: Who will pay the costs if the 5% probability 
of the NOEL being exceeded turns out to be true? To solve this issue. Costanza and 
Com well (1992) have proposed to introduce the precautionary polluter pays princi-
ple. The principle involves imposing a levy on each activity that might have an 
unacceptable adverse impact on the environment. The levy is put in a fund that is 
used to (1) compensate those who suffer from unexpected adverse impacts, and (2) 
refund the polluter if the activity can be proved highly unlikely (e.g., > 99.9%) to be 
harmful. The latter provision will stimulate the polluter to initiate new research. 
Although additional research is necessary before the precautionary polluter pays 
principle can be implemented it provides an elegant procedure to deal with uncer-
tainty in a practical and comprehensive manner. 
8.4.2 Environmental science: a postnormal science? 
Environmental science is an applied science. An important difference between the 
applied sciences and the traditional sciences is that the problem studied is not defined 
by the scientist, but by society (i.e., the stakeholders involved). As outlined in Section 
1.5.1, the applied environmental scientist does not have the liberty to exclude or 
avoid uncertainty in the object studied, but has to find a way to deal with it. Soft 
uncertainty (i.e., uncertainly that can be characterised by a unique probability distri-
bution) can be dealt with by quantification and standardisation. Hard uncertainty, for 
example, model uncertainty in dose-response assessment or in climate models, is 
more difficult to deal with. One option is to adopt conservative default assumptions 
and models, but a disadvantage of this procedure is that the uncertainty remains 
obscured. The stakeholders involved will tend to emphasise and blow up the 
unknown uncertainties that threaten their own interests. Lack of consensus on how to 
deal with hard uncertainty can frustrate the decision-making process and hamper the 
implementation of policy measures. 
Conflicts between stakeholders on how to interpret and deal with hard 
uncertainty are essentially conflicts of interests. This has led some scientists to plead 
for the involvement of stakeholders in the problem analysis or, in other words, parti-
cipatory problem analysis (Funtowicz and Ravetz, 1994; Hellström, 1996). The aim of 
involving the stakeholders is not to reduce or quantify hard uncertainty, but to deal 
with it in a way that is acceptable to all stakeholders. The combination of traditional 
science with subjective value judgements is sometimes referred to as postnormal 
science (Funtowicz and Ravetz, 1990). It does not imply that traditional science has 
lost its value, but merely that its knowledge is used to solve science-based subjective 
social problems. It is the combination of traditional science, complexity, uncertainty, 
and valuation what makes environmental science an exciting and challenging science. 
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8.5 Conclusions and recommendations 
The present paragraph summarises the general conclusions and recommendations 
of this thesis. The main aim of this thesis was to determine whether it is possible 
and useful to identify and quantify the uncertainties involved in the derivation 
and application of EQSs (Paragraph 1.6). Therefore, the following conclusions and 
recommendations concentrate on the identification and quantification of uncer-
tainties in EQSs, and the implications for environmental management. For detailed 
conclusions and recommendations concerning the subjects covered in this thesis, 
the reader is referred to Chapters 2-7. Conclusions and recommendations are not 
presented separately because most conclusions automatically imply a recommen-
dation for further research or new environmental management measures. 
1. This study demonstrated that it is possible to produce a tentative estimate of 
the overall uncertainty in EQSs. The extent of this uncertainty strongly depends 
on the steps involved in the derivation of EQSs. The range between the median 
and the one-sided 95% confidence limit (S"1 percentile) of the EQSs varied 
between one order of magnitude for EQSs derived for ecosystem protection and 
for threshold substances (human health protection) and more than ten orders of 
magnitude for EQSs of genotoxic carcinogens. These ranges increase by 
approximately one order of magnitude if an EQS is derived through intercom-
partimental relationships. 
2. The various steps involved in the derivation and application of EQSs can be 
arranged in the following order of decreasing uncertainty: 
- Derivation of acceptable human intake levels for genotoxic carcinogens from 
laboratory animal data. 
- Intercompartimental adjustment of EQSs. 
- Derivation of acceptable human intake levels for threshold substances. 
- Derivation of safe concentration levels for ecosystem protection. 
- Human exposure assessment (i.e., the route from exposure medium 
to human uptake). 
- Location-specific application of EQSs to derive emission limits. 
Based on this list, the following tentative conclusions can be drawn: 
a. The uncertainty in the derivation of EQSs is considerably larger than in the 
application of EQSs. 
b The uncertainty in acceptable human intake levels tends to exceed the 
uncertainty in exposure (i.e., the route from exposure medium to human 
uptake), 
c. The uncertainty in EQSs for human health protection (i.e., the combined 
uncertainty in acceptable human intake levels and in human exposure 
assessment) tends to exceed the uncertainty in EQSs for ecosystem protection. 
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3. The estimated overall uncertainty in EQSs comprises true uncertainty due to a 
lack of knowledge, interindividual variability, spatial variability, and temporal 
variability. It is important to distinguish between these sources of uncertainty 
because they should be dealt with separately when deriving and applying EQSs. 
4. True uncertainty can be used as an indicator to prioritise research needs. The 
main sources of true uncertainty in EQS identified in this thesis were (in 
descending order of priority): 
- The shape of the dose-response relationship for genotoxic carcinogens, 
especially in the low-dose region (Chapter 2). 
- The model structure and formulations of multimedia fate models (Chapter 4). 
- Interspecies differences in sensitivity (Chapter 2). 
- Experimental uncertainty in dose-response data (Chapter 2). 
- Uncertainty in substance-specific data like Henry's law constant (Chapter 4), 
degradation rates (Chapter 4), and absorption factors (Chapter 3). 
This list does not include research needs for EQSs to protect human health 
against threshold substances or to protect ecosystems because these EQSs were 
not analysed extensively in this thesis. 
5. True uncertainty in EQSs can only partly be described by unique probability 
distributions. This part is referred to as soft uncertainty; the other part as hard 
uncertainty. 
6. Quantification of soft uncertainty and setting standards for the minimum level 
of confidence required prevents inconsistencies in dealing with soft uncertainty. 
Another advantage is that it stimulates research because new information will 
reduce uncertainty and thereby probably the stringency of the EQS. 
Quantitative information on soft uncertainty can furthermore be used to deter-
mine cost-effective remedial or preventive measures. However, this application 
requires a common basis to value adverse effects and remedial or preventive 
measures. Such a basis is currently lacking. Finally, true uncertainty can be used 
to reveal the expected benefits of additional research to reduce the uncertainty 
in science-based EQSs. 
7. Hard uncertainty can be dealt with by adopting default assumptions and 
models or by participatory problem analysis. Especially when hard uncertainty 
results in conflicts between stakeholders, for example, if the uncertainties and 
stakes involved are high, participatory problem analysis can be a useful option 
to deal with it in a way that is acceptable to all stakeholders. 
8. Interindividual variability in EQSs relates to the magnitude of the adverse 
health effect. It indicates the population fraction at risk. Detailed guidelines on 
how to deal with interindividual variability (i.e., specification of the maximum 
population fraction at risk) prevent confusion with true uncertainty. 
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9. The concept of Expected Loss provides a transparent procedure for policy 
makers to deal with true (soft) uncertainty and interindividual variability in 
EQSs. 
10.Spatial and temporal variability of EQSs can best be dealt with during the 
application phase. Additional research is necessary to determine the impact of 
spatial and temporal concentration variations on the protection level underly-
ing the EQS. 
11. The precautionary polluter pays principle provides a useful guideline to deal 
with uncertainty in environmental management in a practical and comprehen-
sive manner. Additional research is necessary to determine whether implemen-
tation of this principle is feasible and practical • 
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Achtergrond 
Dit onderzoek gaat over het afleiden en toepassen van milieukwaliteitsnormen 
voor gevaarlijke stoffen. Een milieukwaliteitsnorm geeft aan hoeveel van een 
bepaalde stof maximaal in de bodem, de lucht of het water aanwezig mag zijn. 
Een voorbeeld is een regel die bepaalt dat de buitenlucht niet meer dan 10 micro-
gram benzeen per kubieke meter mag bevatten. 
Milieukwaliteitsnormen kunnen om uiteenlopende redenen worden opge-
steld, denk bijvoorbeeld aan de bescherming van de volksgezondheid, de natuur 
of de landbouw. Het normstellingsproces begint met het vaststellen van risico-
grenzen. De Nederlandse overheid heeft bijvoorbeeld bepaald dat ieder jaar maxi-
maal één op de miljoen Nederlanders mag overlijden als gevolg van blootstelling 
aan een kankerverwekkende stof. Dergelijke risicogrenzen zijn er ook voor de 
bescherming van de natuur. 
Nadat de risicogrenzen zijn vastgesteld, wordt nagegaan welke concentra-
tie van de stof in het milieu met de betreffende risicogrenzen overeenkomt. Dat is 
geen eenvoudige zaak. Het is immers onverantwoord om grootschalige experi-
menten te doen waarbij de volksgezondheid of de natuur in het geding is. 
Vandaar dat vaak wordt teruggegrepen op kleinschalige laboratoriumexperimen-
ten met proefdieren en -planten, zoals de rat, de muis, de watervlo en de tabaks-
plant. Op basis van deze experimenten wordt een voorspelling gedaan over de 
gevoeligheid van de mens of de natuur. Een voorbeeld van een dergelijke voor-
spelling is dat een willekeurig persoon die zijn gehele leven lucht inademt die 10 
microgram benzeen per kubieke meter bevat, ieder jaar gemiddeld een kans van 
één op de miljoen heeft om als gevolg hiervan te overlijden. 
Beleidsmakers gebruiken milieukwaliteitsnormen om de kwaliteit van 
bodem, water en lucht te beoordelen. Door de normen met meetgegevens te verge-
lijken kan de beleidsmaker bijvoorbeeld nagaan of maatregelen noodzakelijk zijn, 
zoals het stimuleren van schone productieprocessen, het terugdringen van het 
autoverkeer, het zuiveren van afvalwater of het afgraven en reinigen van vervuil-
de bodems. Een beleidsmaker kan de normen ook gebruiken voor het afleiden van 
zogenaamde lozingslimieten. Via een verspreidingsmodel wordt dan berekend 
hoeveel van een bepaalde stof maximaal uit de lozingspijp mag komen voordat de 
milieukwaliteitsnorm wordt overschreden. 
Onzekerheden zijn inherent aan het afleiden en toepassen van milieukwa-
liteitsnormen. Enerzijds is de kennis over de processen die een rol spelen bij het 
afleiden en toepassen van de normen onvolledig. Anderzijds is niet ieder mens of 
natuurgebied even gevoelig voor een bepaalde stof. Als gevolg van dergelijke 
onzekerheden rijst de vraag hoe betrouwbaar milieukwaliteitsnormen eigenlijk 
zijn. Komt een concentratie van 10 microgram benzeen per kubieke meter lucht 
werkelijk overeen met een overlijdensrisico van één op de miljoen per jaar of ligt 
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dit overlijdensrisico in werkelijkheid veel lager, of misschien wel juist veel hoger? 
En hoe verhoudt deze onzekerheid in de afleiding van de normen zich tot de 
onzekerheid die een rol speelt bij de toepassing? Dit proefschrift geeft antwoord 
op deze vragen. 
Het eerste deel van het proefschrift gaat over onzekerheden in de aflei-
ding van milieukwaliteitsnormen. De volgende onderdelen van het normstellings-
proces komen daarbij aan bod: 
1 Het vaststellen van de maximale hoeveelheid van een kankerverwekkende stof 
die de mens dagelijks mag binnenkrijgen (hoofdstuk 2). 
2 Het vaststellen van de maximale concentratie van een stof die in water, lucht 
en bodem mag voorkomen zonder dat de maximaal toelaatbare inname van 
deze stof wordt overschreden (hoofdstuk 3). 
3 Het afstemmen van normen tussen bodem, water en lucht om te voorkomen 
dat normen als gevolg van uitwisselingsrelaties (denk bijvoorbeeld aan neer-
slag of verdamping) worden overschreden (hoofdstuk 4). 
Het tweede deel van het proefschrift gaat over onzekerheden bij het toepassen van 
milieukwaliteitsnormen, met name het afleiden van lozingslimieten voor afvalwa-
terlozingen (hoofdstuk 5 tot en met 7). Het proefschrift wordt afgesloten met een 
schatting van de totale onzekerheid in het afleiden en toepassen van milieukwali-
teitsnormen (hoofdstuk 8). Tevens worden de bronnen van onzekerheid ten behoe-
ve van toekomstig onderzoek in prioriteitsvolgorde geplaatst. 
Monte Carlo simulatie 
Een belangrijke techniek die in dit proefschrift wordt gebruikt om onzekerheden 
in kaart te brengen is Monte Carlo simulatie. Hierbij wordt aan iedere onzekere 
parameter van een berekening een kansverdeling toegewezen. Denk bijvoorbeeld 
aan het lichaamsgewicht van de mens. In plaats van het gemiddelde lichaamsge-
wicht wordt een kansverdeling gebruikt. Een dergelijke verdeling geeft aan dat de 
meeste mensen een lichaamsgewicht van rond de 70 kilogram bezitten, maar dat 
er uitzonderingen zijn van bijvoorbeeld 50 en 100 kilogram. De berekeningen 
worden nu meerdere malen herhaald, waarbij iedere keer een getal uit de kansver-
deling wordt getrokken. De spreiding in de uitkomsten van deze berekeningen is 
een maat voor de onzekerheid als gevolg van de variatie in lichaamsgewicht. Als 
alle onzekere of variabele invoerparameters van een berekening op deze manier 
gelijktijdig worden gevarieerd ontstaat een beeld van de totale onzekerheid in de 
voorspelling. 
Monte Carlo simulatie is momenteel erg populair in de exacte weten-
schappen. Dit is vooral te danken aan de grote rekencapaciteit van moderne 
computers. Vroeger moest iedere herhaalde berekening (ook wel iteratie genoemd) 
handmatig worden uitgevoerd. Zeker als de berekeningen complex waren kostte 
dit erg veel tijd. Tegenwoordig kan het automatisch met krachtige computers en 
gebruikersvriendelijke programmatuur. De meeste experimenten in dit onderzoek 
omvatten 10.000 iteraties. Een aantal experimenten was tien jaar geleden nog prak-
tisch ondenkbaar vanwege de benodigde rekentijd. 
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Een maat voor onzekerheid 
De mate van onzekerheid van een voorspelling wordt in dit proefschrift uitgedrukt 
in een onzekerheidsfactor. Deze factor is gedefinieerd als de verhouding tussen de 
meest waarschijnlijke waarde van een kansverdeling (de zogenaamde 50slc percen-
tielwaarde) en de waarde waarbij een kans van 5% bestaat dat deze groter is dan 
de werkelijke waarde (de S'1'' percentielwaarde). Een voorbeeld kan dit wellicht 
verhelderen. Stel dat het meest waarschijnlijke lichaamsgewicht van de mens 70 
kilogram bedraagt. Een onzekerheidsfactor van twee betekent dan dat er een kans 
van 5% bestaat dat een willekeurig persoon minder weegt dan 35 kilogram. De 
verhouding tussen 70 kilogram (de 50s'c percentielwaarde) en 35 kilogram (de 51''' 
percentielwaarde) bedraagt immers twee. 
Kankerverwekkende stoffen 
Hoofdstuk 2 gaat over onzekerheden in het afleiden van de zogenaamde "vrijwel 
veilige dosis" (VVD) voor kankerverwekkende stoffen. Dit is de dosis die bij 
levenslange dagelijkse inname een extra risico op kanker van 1 op de miljoen met 
zich meebrengt. Deze dosis wordt berekend aan de hand van gegevens afkomstig 
uit experimenten met proefdieren, meestal ratten of muizen. Tijdens dergelijke 
experimenten krijgen verschillende groepen proefdieren uiteenlopende hoeveelhe-
den van de onderzochte stof toegediend. Per blootgestelde groep wordt het aantal 
extra tumoren bepaald ten opzichte van een controlegroep die niet is blootgesteld. 
Dit aantal wordt in een grafiek uitgezet tegen de toegediende dosis. Vervolgens 
wordt een wiskundig verband gelegd tussen de dosis en de kans op kanker. Dit 
verband wordt uiteindelijk gebruikt om de dosis te berekenen die overeenkomt 
met een extra risico op kanker van 1 op de miljoen. 
In dit onderzoek is voor drie kankerverwekkende stoffen, te weten acryla-
mide, chloordaan en DDT, de onzekerheid in de VVD met behulp van Monte 
Carlo simulatie berekend. De onzekerheid in de VVD blijkt enorm. De onzeker-
heidsfactor varieert namelijk tussen een waarde van 100.000 en 1.000.000.000.000. 
Er is dus een kans van 5% dat de werkelijke W D 100.000 tot 1.000.000.000.000 
maal kleiner is dan de berekende meest waarschijnlijk waarde. 
De grootste bron van onzekerheid blijkt de vorm van het wiskundig 
verband tussen de dosis en het extra risico op kanker, gevolgd door onzekerheden 
in de proefdiergegevens en gevoeligheidsverschillen tussen proefdier en mens. De 
variatie in gevoeligheid tussen mensen onderling lijkt relatief weinig invloed te 
hebben op de onzekerheid. Om de betrouwbaarheid van risicoschattingen voor 
kankerverwekkende stoffen te vergroten is dus vooral aanvullend onderzoek 
nodig naar (1) het verband tussen de toegediende dosis en de extra kans op 
kanker, (2) de betrouwbaarheid van experimenten met proefdieren, en (3) verschil-
len in gevoeligheid tussen proefdieren en mensen. 
Blootstellingsmodellering 
In Hoofdstuk 3 van dit proefschrift staat de vraag centraal of de maximaal toelaat-
bare inname van mensen wordt overschreden indien alle compartimenten tot aan 
de norm zijn vervuild. Het gaat om voedsel, drinkwater, buitenlucht, bodem en 
oppervlaktewater. ledere denkbare blootstellingsroute is in een formule uitge-
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drukt. De inname uit drinkwater is bijvoorbeeld berekend door de hoeveelheid 
water die men dagelijks drinkt te vermenigvuldigen met de norm voor drinkwa-
ter. Alle formules samen vormen het blootstellingsmodel. Dit model is met behulp 
van Monte Carlo simulatie doorgerekend voor de stoffen benzeen, lood en 
lindaan. Alle onzekere invoerparameters, zoals de hoeveelheid water die men 
dagelijks drinkt, het lichaamsgewicht en diverse stofeigenschappen, zijn daarbij 
als kansverdelingen gedefinieerd. 
Uit de resultaten blijkt dat de maximaal toelaatbare inname voor benzeen 
niet wordt overschreden indien aan alle normen wordt voldaan. Voor lood is de 
overschrijdingskans 77% en voor lindaan 100%. Voor bepaalde stoffen bestaat dus 
een aanzienlijke kans dat we er te veel van binnenkrijgen terwijl toch aan alle 
normen wordt voldaan. Aanpassing van deze normen is gewenst. De onzekerheid 
in de berekeningen bedraagt een factor 2 tot 5. Als dit wordt afgezet tegen de 
onzekerheden in de andere stappen van het normstellingsproces, dan blijkt deze 
onzekerheid beperkt van omvang. 
Intercompartimentale afstemming van normen 
Stoffen kunnen tussen bodem, water en lucht worden uitgewisseld. Denk bijvoor-
beeld aan verdamping, neerslag, sedimentatie en absorptie. Als een milieucompar-
timent precies tot aan de norm is vervuild, is het niet ondenkbaar dat in het 
aangrenzende compartiment de norm als gevolg van deze uitwisselingsprocessen 
wordt overschreden. Om dit te voorkomen wordt tijdens het normstellingsproces 
met behulp van een verspreidingsmodel nagegaan of normoverschrijding in ande-
re compartimenten mogelijk is, en zo nodig worden de normen bijgesteld. Dit 
proces heet intercompartimentale afstemming. 
Het Rijksinstituut voor Volksgezondheid en Milieu (RIVM) heeft een 
computermodel ontwikkeld waarmee de uitwisseling van stoffen tussen de 
compartimenten van het Nederlandse milieu globaal kan worden voorspeld. Dit 
model heet SimpleBox en is met name geschikt voor organische verbindingen 
zoals tolueen en dichloormethaan. Het model wordt door de overheid onder ande-
re gebruikt voor intercompartimentale afstemming van normen. In Hoofdstuk 4 
staat de vraag centraal hoe betrouwbaar het gebruik van SimpleBox voor dit doel 
is. De analyse bestaat uit twee stappen. Allereerst is met behulp van Monte Carlo 
simulatie voor 11 stoffen de onzekerheid bepaald in de voorspelde concentratie-
verhouding tussen water en lucht. De mate van onzekerheid blijkt afhankelijk van 
de onderzochte stof en varieert van een factor 3,4 tot 43. 
Met behulp van Monte Carlo simulatie kan slechts een deel van de totale 
onzekerheid in kaart worden gebracht, namelijk de onzekerheid die voortkomt uit 
de invoergegevens. Daarnaast bevat het SimpleBox model andere onzekerheden. 
Zo is bijvoorbeeld aangenomen dat Nederland uit acht homogene compartimen-
ten bestaat: lucht, water, sediment, zwevend stof (in water), waterorganismen en 
drie verschillende bodemtypes. In werkelijkheid bestaat het Nederlandse milieu 
natuurlijk uit veel meer compartimenten en zijn deze niet homogeen gemengd. 
Het is niet eenvoudig om te achterhalen welke invloed dergelijke vereenvoudigin-
gen op de modelvoorspellingen hebben. Men zou dit kunnen achterhalen door 
metingen in het milieu te verrichten, maar dit bleek voor SimpleBox niet haalbaar. 
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Daarom is er voor gekozen om deze onzekerheid met behulp van deskundigen in 
kaart te brengen. De onzekere aannames worden daarbij aan deskundigen voorge-
legd en hen wordt gevraagd de onzekerheid in een getal uit te drukken. Dit is een 
grove methode en aan de resultaten moet niet veel absolute waarde worden 
gehecht. De resultaten geven globaal aan hoeveel vertrouwen de deskundigen in 
de modelvoorspellingen hebben. Dit vertrouwen blijkt beperkt: de onzekerheid 
bedraagt een factor 14 tot 130. Deze onzekerheid lijkt op het eerste gezicht groter 
dan de onzekerheid als gevolg van de invoergegevens. Vandaar de aanbeveling 
om aanvullend onderzoek te verrichten naar de betrouwbaarheid van de aanna-
mes van het SimpIeBox model. 
Modelselectie 
In Hoofdstuk 5 van dit proefschrift wordt de aandacht verlegd van het afleiden 
van milieukwaliteitsnormen naar de toepassing. Het gaat dan met name om 
waterkwaliteitsnormen die worden gebruikt voor het afleiden van lozingslimieten 
voor afvalwater. Het doel van dergelijke lozingslimieten is onder andere te voor-
komen dat de waterkwaliteitsnorm wordt overschreden. Dit kan worden gecon-
troleerd door met behulp van een verspreidingsmodel de toekomstige waterkwa-
liteit in de omgeving van een nieuwe lozing te berekenen en deze met de norm te 
vergelijken. Als de norm wordt overschreden moet de lozing worden beperkt. 
In binnen- en buitenland zijn talrijke modellen beschikbaar om de 
toekomstige waterkwaliteit te voorspellen en lozingslimieten af te leiden. 
Hoofdstuk 5 geeft een overzicht van de belangrijkste modellen die in het Verenigd 
Koninkrijk (met name Engeland en Wales) en de Verenigde Staten van Amerika 
worden gebruikt. Uit het overzicht blijkt dat de modellen aanzienlijke verschillen 
vertonen, bijvoorbeeld in de wijze waarop rekening wordt gehouden met de 
natuurlijke variatie in de waterafvoer, de wijze waarop het mengproces tussen de 
lozing en het ontvangend oppervlaktewater wordt gemodelleerd, hoe wordt 
omgegaan met meerdere gelijktijdige lozingen en de betrouwbaarheid van de 
voorspellingen. Op basis van het overzicht is een procedure ontworpen die door 
waterbeheerders kan worden gebruikt om afhankelijk van de lozingssituatie het 
meest geschikte model te selecteren. De belangrijkste conclusie is dat binnen de 
Europese Unie de voorschriften voor het afleiden van lozingslimieten op basis van 
waterkwaliteitsnormen niet eenduidig zijn. Hierdoor is het niet uitgesloten dat er 
aanzienlijke verschillen optreden in de lozingslimieten die door verschillende 
nationale en lokale overheden worden voorgeschreven. 
Een fictieve afvalwaterlozing 
In Hoofdstuk 6 worden verschillende verspreidingsmodellen gebruikt om lozings-
limieten af te leiden voor een fictieve lozing van cadmiumhoudend afvalwater. 
Het gaat om een Duits model (NWCM), een Engels model (MCARLO), een 
Nederlands model (DMZ) en drie Amerikaanse modellen (PSF, STREAMIX en 
CORMIX). De modellen zijn gebaseerd op uiteenlopende aannames. NWCM en 
MCARLO gaan bijvoorbeeld uit van onmiddellijke complete menging van de 
lozing met het ontvangend oppervlaktewater, terwijl de andere modellen het 
mengproces in de zogenaamde mengzone beschrijven. 
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Uit de berekeningen blijkt dat de verschillende modellen tot uiteenlopen-
de lozingslimieten leiden. De verschillen kunnen oplopen tot een factor drie. Deze 
verschillen zijn een gevolg van de uiteenlopende aannames. De belangrijkste 
kwestie blijkt het al of niet toestaan van een mengzone rond de lozingspijp. In 
Europese landen wordt normoverschrijding in de mengzone over het algemeen 
genegeerd, terwijl in de Verenigde Staten expliciete voorschriften gelden voor de 
maximale omvang van de mengzone. Dergelijke voorschriften leiden in bepaalde 
gevallen tot strengere lozingslimieten. Een andere belangrijke kwestie blijkt de 
wijze waarop met natuurlijke variaties in invoerparameters wordt omgegaan. De 
meeste modellen houden geen rekening met dergelijke variaties waardoor in 
bepaalde situaties aanzienlijke afwijkingen kunnen optreden. Daarom wordt 
aanbevolen voor het afleiden van lozingslimieten modellen te gebruiken die reke-
ning houden met natuurlijke variaties in invoerparameters. De belangrijkste 
conclusie van de studie is dat harmonisatie van uitgangspunten en modellen 
noodzakelijk is om te voorkomen dat binnen de Europese Unie onder vergelijkba-
re condities uiteenlopende lozingslimieten worden voorgeschreven. 
De praktijk 
Hoofdstuk 7 is in grote lijnen vergelijkbaar met Hoofdstuk 6. De zes eerderge-
noemde verspreidingsmodellen worden deze keer toegepast om lozingslimieten af 
te leiden voor vier lozingssituaties die aan de praktijk zijn ontleend: 
1 Een koperhoudende lozing van een messingproducerend bedrijf in een grote 
rivier met een relatief stabiele waterafvoer. 
2 Een stikstofhoudende lozing van een afvalwaterzuiveringsinstallatie in een 
grote rivier met een variabele waterafvoer. 
3 een cadmiumhoudende lozing van een bedrijf dat cadmiumpigment produ-
ceert in een kanaal met een grote waterafvoer. 
4 Een fosfaathoudende lozing van een fabriek die aardappelzetmeel produceert 
in een kanaal met een kleine waterafvoer. 
Er worden twee scenario's doorgerekend. In het eerste scenario worden alle 
lozingslimieten afgeleid op basis van de Nederlandse voorschriften en normen en 
in het tweede scenario worden de voorschriften en normen gebruikt uit het land 
waaruit het verspreidingsmodel oorspronkelijk afkomstig is. De lozingslimieten 
die op deze wijze zijn verkregen worden afgezet tegen een ander type lozingsli-
mieten, namelijk limieten die zijn gebaseerd op het toepassen van de zogenaamde 
best uitvoerbare of best bestaande technieken. Dit laatste type lozingslimieten 
wordt bepaald op basis van wat technisch mogelijk en economisch haalbaar is. 
Uit een vergelijking van de resultaten blijkt dat de verschillen tussen de 
zes modellen in het eerste scenario kunnen oplopen tot een factor zes. In het 
tweede scenario zijn de verschillen nog veel groter en kunnen ze meer dan een 
factor vijfentwintig bedragen. Dit is met name het gevolg van de uiteenlopende 
waterkwaliteitsnormen die in de verschillende landen worden gehanteerd. Een 
vergelijking van de lozingslimieten op basis van waterkwaliteitsnormen met de 
lozingslimieten op basis van economische en technische overwegingen leidt tot de 
conclusie dat waterkwaliteitsnormen in sommige situaties bepalend zijn voor de 
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lozingslimiet. Het gaat dan met name om situaties waarbij weinig verdunning 
optreedt zoals bij omvangrijke lozingen in systemen met een kleine of sterk varia-
bele waterafvoer. De conclusie luidt wederom dat harmonisatie van normen, 
uitgangspunten en modellen noodzakelijk is om te voorkomen dat binnen de 
Europese Unie onder vergelijkbare condities uiteenlopende lozingslimieten 
worden voorgeschreven. 
Onzekerheid in allerlei vormen en maten 
In het laatste hoofdstuk wordt de totale onzekerheid in het afleiden van milieu-
kwaliteitsnormen geschat en afgezet tegen de onzekerheid in de toepassing. 
Omdat de onzekerheden in een aantal onderdelen van het normstellingsproces 
tijdens dit onderzoek niet zijn geanalyseerd, zijn deze op basis van literatuur-
onderzoek geschat. Het gaat met name om de onzekerheid in de maximale dage-
lijkse inname voor stoffen die geen kanker veroorzaken en om veilige concentra-
ties ter bescherming van de natuur. 
De totale onzekerheid in milieukwaliteitsnormen blijkt sterk afhankelijk 
van de modellen die worden toegepast tijdens het afleiden van de normen. Voor 
milieukwaliteitsnormen die worden opgesteld om de volksgezondheid te bescher-
men tegen stoffen die geen kanker veroorzaken en voor normen ter bescherming 
van de natuur bedraagt de onzekerheid ongeveer een factor 10. Voor kankerver-
wekkende stoffen kan de onzekerheid meer dan een factor 10.000.000.000 bedra-
gen. Voor normen die zijn bijgesteld op basis van intercompartimentale uitwisse-
lingsrelaties moeten deze onzekerheidsfactoren nog eens met een factor 10 worden 
vermenigvuldigd. De onzekerheid in het afleiden van lozingslimieten op basis van 
milieukwaliteitsnormen wordt geschat op een factor 2 tot 5. 
Het laatste hoofdstuk bevat tevens een kritische analyse van de onderlig-
gende oorzaken van onzekerheid. Hieruit blijkt dat onzekerheid onder andere kan 
voortkomen uit: 
- Verschillen in gevoeligheid of blootstelling tussen individuen, denk bijvoor-
beeld aan het lichaamsgewicht van de mens. 
- Milieueigenschappen die in ruimte of tijd variëren, denk bijvoorbeeld aan de 
zuurgraad van de bodem of de gemiddelde dagtemperatuur. 
- Kennisgebrek, denk bijvoorbeeld aan onze onvolledige kennis over het ontstaan 
van kanker. 
Het onderscheid tussen deze oorzaken van onzekerheid is van belang omdat ze 
verschillende implicaties hebben. Onzekerheid als gevolg van kennisgebrek kan 
bijvoorbeeld worden verkleind door aanvullend onderzoek, maar dit geldt niet 
voor de onzekerheid die voortkomt uit gevoeligheids- of blootstellingsverschillen 
tussen individuen of uit milieueigenschappen die variëren in ruimte en tijd. 
Informatie over verschillen in gevoeligheid of blootstelling tussen indivi-
duen kan worden gebruikt om te bepalen hoeveel mensen de norm of risicogrens 
overschrijden. Deze informatie zegt iets over de omvang van het schadelijke effect. 
Immers: hoe meer mensen de norm overschrijden, hoe groter het schadelijke 
effect. Het is een taak van de overheid om hiervoor een acceptabel niveau vast te 
stellen. In de praktijk wordt onzekerheid als gevolg van verschillen tussen indivi-
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duen door de overheid vaak op één hoop gegooid met onzekerheid als gevolg van 
kennisgebrek. Hierdoor is het moeilijk om aan te geven welke schadelijke effecten 
bij normoverschrijding optreden. 
Variatie van milieueigenschappen in ruimte en tijd is vooral van belang bij 
het toepassen van milieukwaliteitsnormen. De mate van variatie zegt iets over de 
omvang van eventuele normoverschrijdingen. Omdat variaties in ruimte en tijd bij 
de afleiding van normen meestal buiten beschouwing blijven is het moeilijk om te 
beoordelen of dergelijke normoverschrijdingen onacceptabele effecten tot gevolg 
hebben. De centrale vraag is bij welke mate van overschrijding het beoogde be-
schermingsniveau van de norm in gevaar komt. Om dit goed te kunnen beoorde-
len is extra onderzoek nodig naar de effecten van concentratievariaties in ruimte 
en tijd op de volksgezondheid en de natuur. 
Informatie over onzekerheid als gevolg van kennisgebrek geeft inzicht in 
de betrouwbaarheid van een voorspelling en kan door een beleidsmaker onder 
andere worden gebruikt voor het programmeren van nieuw onderzoek, het stimu-
leren van consistente besluitvorming en het identificeren van kosteneffectieve 
maatregelen. Uit de resultaten van het onderhavige onderzoek blijkt bijvoorbeeld 
dat vooral aanvullend onderzoek nodig is naar: 
1 Het verband tussen de dosis en de kans op kanker bij blootstelling aan kanker-
verwekkende stoffen. 
2 Modellen die de uitwisseling van stoffen tussen bodem, water en lucht beschrij-
ven. 
3 Gevoeligheidsverschillen tussen proefdieren en mensen. 
4 De betrouwbaarheid van gegevens uit experimenten met proefdieren. 
5 Bepaalde eigenschappen van gevaarlijke stoffen. 
Als methoden beschikbaar zijn om de mate van onzekerheid als gevolg van 
kennisgebrek in een getal uit te drukken is het ook mogelijk om het gewenste 
betrouwbaarheidsniveau vooraf vast te leggen. Zo kan de overheid bijvoorbeeld 
bepalen dat de maximaal toelaatbare inname waarbij 1 op de miljoen 
Nederlanders kanker krijgt met 95% zekerheid moet worden geschat. Op deze 
manier wordt een expliciet onderscheid gemaakt tussen onzekerheid als gevolg 
van gevoeligheids- en blootstellingsverschillen en onzekerheid als gevolg van 
kennisgebrek. De kans van 1 op de miljoen zegt namelijk iets over verschillen 
tussen individuen, terwijl de 95% zekerheid iets zegt over de betrouwbaarheid 
van de voorspelling. 
Het probleem met onzekerheid als gevolg van kennisgebrek is dat deze 
vorm van onzekerheid niet altijd in een eenduidig getal kan worden uitgedrukt. 
Een voorbeeld is het verband tussen de blootstelling aan kankerverwekkende stof-
fen en de kans op kanker. Deskundigen zijn het onderling oneens over de vorm 
van dit verband, met name bij lage doses. Het blijkt erg moeilijk om dergelijke 
onzekerheden in een getal te vangen. Eén optie is het verzamelen van deskundi-
genoordelen. Deze methode is in dit proefschrift toegepast bij de studie naar inter-
compartimentale afstemming van normen (hoofdstuk 4). Het is echter nog maar 
de vraag of dergelijke methoden een betrouwbare inschatting van de onzekerheid 
opleveren. Kwesties die hierbij een rol spelen zijn onder andere (1) de samenstel-
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ling van het deskundigenteam, (2) de convergentie van meningen die optreedt bij 
de afwezigheid van meetgegevens, (3) de onafhankelijkheid van de deskundigen, 
en (4) de fundamentele vraag of deskundigen überhaupt in staat zijn om onzeker-
heden adequaat te schatten. In dit onderzoek wordt gesuggereerd om bij derge-
lijke kwesties het accent te verleggen van het schatten van onzekerheden naar het 
omgaan met onzekerheden. Het is namelijk van primair belang dat belanghebben-
den onzekerheden erkennen en consensus bereiken over het omgaan hiermee, 
omdat anders het risico bestaat dat zij de onzekerheden die hun belangen bedrei-
gen gaan opblazen en overdrijven of juist gaan onderschatten en minimaliseren. 
Dit leidt tot aanscherping van conflicten en kan het besluitvormingsproces frustre-
ren. Om dit te voorkomen is het zinvol de belanghebbenden niet alleen bij de 
uiteindelijke belangenafweging te betrekken, maar ook bij het formuleren van de 
wetenschappelijke onderzoeksvragen en bij het in kaart brengen van onzekerhe-
den. Het betrekken van belanghebbenden bij het bestuderen van wetenschappe-
lijke problemen wordt soms aangeduid met de term postnormale wetenschap. Het 
impliceert niet dat traditionele wetenschap zijn waarde heeft verloren, maar dat 
haar kennis wordt gebruikt voor het oplossen van maatschappelijke problemen. 
De combinatie van traditionele wetenschap, complexiteit, onzekerheid en waarde-
oordelen maakt de milieukunde juist tot een boeiende en uitdagende wetenschap. 
Conclusies 
1 De onzekerheid in het afleiden van milieukwaliteitsnormen is over het alge-
meen veel groter dan de onzekerheid in het toepassen van milieukwaliteitsnor-
men. 
2 De onzekerheid in de geschatte maximaal toelaatbare dagelijkse inname van 
stoffen voor mensen is over het algemeen groter dan de onzekerheid in de 
geschatte blootstelling. 
3 De onzekerheid in milieukwaliteitsnormen ter bescherming van de volksge-
zondheid is over het algemeen groter dan de onzekerheid in normen ter 
bescherming van de natuur. 
4 Onzekerheid kan voortkomen uit verschillen tussen individuen, uit variatie van 
milieueigenschappen in ruimte en tijd en uit kennisgebrek. Dit onderscheid is 
van belang omdat deze verschillende typen onzekerheid uiteenlopende implica-
ties hebben voor het afleiden en toepassen van normen. Verschillen tussen indi-
viduen zijn bij normstelling van belang tijdens het bepalen van de maximale 
omvang van het schadelijke effect. Variatie van milieueigenschappen is van 
belang bij de toepassing van milieukwaliteitsnormen, met name bij het beoorde-
len van de toelaatbaarheid van eventuele normoverschrijdingen in ruimte en 
tijd. Kennisgebrek is van belang bij het bepalen van de betrouwbaarheid van de 
voorspelde schadelijke effecten. 
5 Onzekerheid als gevolg van kennisgebrek kan niet altijd eenduidig in een getal 
worden uitgedrukt. Het betrekken van belanghebbenden bij de probleemformu-
lering en -bestudering kan in dergelijke situaties het omgaan met onzekerheden 
vergemakkelijken • 

DANKWOORD 
Dankwoord 
Om eerst maar met een cliché af te rekenen: een proefschrift schrijf je helemaal 
alleen. Dat geldt in ieder geval voor dit proefschrift. Het is met name deze een-
zaamheid die me in de afgelopen jaren zwaar is gevallen. 
Wetenschapsbeoefening is traditioneel sterk verbonden met eenzaamheid. 
Iedereen kent het beeld van de verstrooide contactgestoorde wetenschapper die 
nauwelijks buiten zijn laboratorium komt. Dit beeld is mijns inziens gedateerd. 
Goede wetenschapsbeoefening is geen eenmansbedrijf. Moderne wetenschap 
kenmerkt zich door samenwerking en communicatie. 
Dat eenzaamheid in mijn promotieonderzoek de boventoon heeft gevoerd 
is in belangrijke mate te wijten aan het gebrek aan onderzoekstraditie binnen de 
afdeling Milieukunde. Dat is niet vreemd. Het kon bijna niet anders. De milieu-
kunde is immers een jong en breed vakgebied en de afdeling Milieukunde bestaat 
pas sinds 1992. Slechts een enkeling wist in die tijd hoe je goed milieukundig 
onderzoek moest opzetten en publiceren. Bovendien heeft de breedte van het 
onderwijs het zoeken naar diepgang in het onderzoek bemoeilijkt. 
Ik hoop vurig dat dit proefschrift het begin betekent van een periode 
waarin met dit verleden wordt afgerekend. En als de voortekenen mij niet bedrie-
gen, gaat dat lukken. Verscheidene van mijn collegae werken hard aan hun eigen 
proefschrift en dragen op deze wijze bij aan het ontstaan van een rijke onder-
zoekstraditie. Daarnaast wordt binnen de afdeling hard gewerkt aan een geza-
menlijk onderzoeksprogramma waarin het accent veel sterker op samenwerking 
komt te liggen. 
Ook al heb ik mijn proefschrift alleen geschreven, ik had dit natuurlijk 
nooit kunnen doen zonder de hulp van velen. Op de eerste plaats zijn dat Dick 
Schoof en Jan Willem Copius Peereboom. Dick heeft de kiem gezaaid voor dit 
proefschrift door mij in 1990 mijn eerste contract bij de afdeling Milieukunde-in-
oprichting aan te bieden. Jan Willem was degene die mijn interesse voor normstel-
ling aanwakkerde, onder andere door zijn eigenzinnige en heldere stellingname 
rondom controversiële onderwerpen. 
Daarnaast zijn er degenen die direct betrokken zijn geweest bij de 
totstandkoming van dit proefschrift. In de eerste plaats is dat Rob Leuven als 
dagelijks begeleider. Ik vermoed dat zijn gevoel van opluchting met het voltooien 
van dit proefschrift het mijne zal benaderen. Omdat het promotiereglement stelt 
dat "...het geen pas geeft in het voorbericht bijzondere woorden van dank tot promotor 
en/of co-promoter te richten" zal hij het met een eenvoudig "dankjewel" moeten 
doen. Dat geldt ook voor mijn promotoren Piet Nienhuis en Kees van Leeuwen. 
De totstandkoming van dit proefschrift werd mede begeleid door een 
commissie van externe deskundigen. Naast Kees van Leeuwen zaten hierin Theo 
Broek, Volkert Bakker en Joop Vegter. De bijeenkomsten in Utrecht vond ik altijd 
inspirerend en hun commentaar op de manuscripten was altijd constructief. 
Ondanks het feit dat zij hun eigen inhoudelijke inbreng soms als marginaal kwali-
DANKWOORD 
ficeerden, ben ik er van overtuigd dat hun inbreng de kwaliteit van dit proef-
schrift aanzienlijk heeft verbeterd. 
Dan is er nog iemand die er altijd een beetje "omheen" heeft gecirkeld. 
Dik van Meent was degene die mij op het spoor van de onzekerheid zette. 
Dagenlang, nee wekenlang, dacht ik na over het begrip "fundamentele onzeker-
heid" dat hij bezigde. Ik vroeg me af hoe je fundamentele onzekerheid kunt 
omschrijven, of je het kunt meten en hoe je er in het beleid mee moet omgaan. 
Naar mijn idee is dat wetenschap pur sang. Dik, bedankt! 
Gelukkig heb ik tijdens mijn onderzoek en het schrijven van dit proef-
schrift nooit in een koel en afstandelijk laboratorium hoeven werken. Ik moet 
eerlijk toegeven dat mijn werkkamer ook niet het toonbeeld van gezelligheid is, 
maar het feit dat ik op de afdeling steeds door warme en gezellige collegae werd 
omringd heeft veel goedgemaakt. Mijn dank gaat dan ook uit naar Gina, 
Nellemiek, Marlie, Bor, Lammert, Bram, Henk, Kiki en ons aller vrienden van het 
Bargerveen. En daar horen natuurlijk ook mijn oud-collegae Carlo, Marco, Bart, 
Marjo, Jos, Rampal, Jeroen, Gilles, Gertjan en Leo bij. Verder ben ik Frank dank 
verschuldigd omdat hij jarenlang mijn kamer heeft gepoetst en altijd in was voor 
een gezellig gesprek. 
Iedereen weet het, maar het wordt slechts zelden hardop gezegd. Veel van 
het universitaire onderzoek wordt door studenten verricht. Dat geldt ook voor dit 
onderzoek. Sinds 1990 heb ik in totaal 22 studenten begeleid. Sommigen hebben 
meer aan dit proefschrift bijgedragen dan anderen, maar ze waren allemaal onmis-
baar voor mijn gedachtevorming. Vandaar dat ik ze ook allemaal wil bedanken: 
José Dobbelsteen, Wouter Porton, Regina Eijkenboom, Paul van den Heuvel, 
Marco Reuvers, Luc de Bont, Jacqueline de Groot, Erwin van Maanen, Cora 
Klaver, Annemarie Koster, Jeroen Haans, Frank Willemsen, Annet van Schijndel, 
Jan Zonnenberg, Mark Kitzen, Raoul Zonnenberg, Mark Timmermans, Bas 
Eickhout, Rens van Waes en Uwe Thissen. 
In deze lijst ontbreken Mark Huijbregts en Rampai Etienne. Hen wil ik 
apart bedanken omdat hun bijdrage aan dit proefschrift van uitzonderlijke 
kwaliteit was. Bovendien kon ik altijd bij hen terecht als ik het even niet meer wist. 
Wat dat betreft vroeg ik me wel eens af wie de student en wie de begeleider was. 
Een aantal personen ben ik dank verschuldigd omdat zij in praktische zin 
aan dit proefschrift hebben meegewerkt. Nancy controleerde met Meghan een deel 
van het proefschrift op het Engels. Zou die kleine nu ook veel over normstelling 
weten? Dick maakte de omslag. Het resultaat mag gezien worden. Ik heb zelden 
iemand met zoveel lol in zijn vak professioneel zien werken. Lidwien deed de 
opmaak. Ik heb grote waardering voor de inzet die zij heeft getoond, maar meer 
nog voor de kwaliteit en creativiteit die uit haar werk spreekt. Carlo, Bert en 
Mirjam hebben de populaire samenvatting van kritisch commentaar voorzien. Het 
doel was om een populaire samenvatting te schrijven die begrijpelijk is voor de 
gemiddelde hoger opgeleide die niet in dit vakgebied is ingewijd. Of dat is gelukt, 
laat ik graag aan de lezer over. Als het is gelukt, is dat voor een belangrijk deel 
hun verdienste. 
DANKWOORD 
Ik heb lange tijd getwijfeld aan wie ik dit proefschrift zou opdragen. De 
strijd ging tussen mijn vriendin en mijn ouders. De keuze is gevallen op mijn 
ouders. Zij zijn ongetwijfeld degenen die het grootste stempel op dit proefschrift 
hebben gedrukt. Veel van wat ik ben, ben ik door hen. En daar ben ik hen dank-
baar voor. En hoe zit het dan met Mirjam? Zij was het immers die met haar 
aanwezigheid mijn wetenschappelijke eenzaamheid ruimschoots compenseerde. 
Ik hoop dat ik nog lang genoeg bij haar mag blijven om het goed te maken. 
Als ik ooit de kans krijg, schrijf ik voor haar iets veel mooiers • 
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Stellingen behorende bij het proefschrift 
Uncertainty in Environmental Quality Standards 
van A.M.J. Ragas 
1 Onzekerheid in modelvoorspellingen als gevolg van kennisgebrek kan niet altijd eenduidig 
in een getal of kansverdeling worden uitgedrukt. Het betrekken van belanghebbenden bij de 
probleemformulering en -bestudering kan in dergelijke situaties het omgaan met onzekerhe­
den vergemakkelijken. 
2 De term risico wordt in de overheidsnotitie Omgaan met nstco's (Tweede Kamer, Vergader­
jaar 1988-1989, 21.137, nr. 5) niet eenduidig gehanteerd 
3 Het streven naar consensus over onzekerheid in modelvoorspellingen binnen wetenschappe­
lijke adviesorganen zoals de Gezondheidsraad kan er soms toe leiden dat in het beleid op 
een verkeerde wijze met deze onzekerheid wordt omgegaan 
4 Interdisciplinair onderzoek aan de KUN wordt bemoeilijkt doordat faculteiten verschillende 
kopieerbetaalsystemen hanteren en deze bovendien regelmatig vernieuwen. 
5 "Asfar as the laws of mathematics refer to reality, they are not certain, 
asfar as they are certain they do not refer to reality." ALBERT EINSTEIN 
6 Beleid ten aanzien van grote milieuproblemen moet meer worden gebaseerd op hetgeen we 
niet weten dan op hetgeen we wel weten. 
7 Onwetendheid van de onwetendheid is een grote tekortkoming van een wetenschapper. 
8 "The worth of a songbird definitely lias its monetary aspect, but the endangered songbird is not thereby 
reduced to a commodity, any more than any other exemplification of love " 
S.O. FUNTOWICZ AND IR. RAVETS, ECOLOGICAL ECONOMICS Ί0 197-207, 1994 
9 Mensen die geen ecologische producten kopen kunnen vaker met het vliegtuig op vakantie 
dan mensen die dat wel doen 
10 Er zijn slechts enkele boeken geschreven over wat wij niet weten 
11 Geen beslissing is ook een beslissing 
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