Introduction
It is common that a Sobolev space defined on R m has a non-compact embedding into an L p -space, but it has subspaces for which this embedding becomes compact. There are three well known cases of such subspaces, the Rellich compactness, for a subspace of functions on a bounded domain (or an unbounded domain, sufficiently thin at infinity), the Strauss compactness, for a subspace of radially symmetric functions in R m , cf. [19] , and the weighted Sobolev spaces. Known generalizations of Strauss compactness include subspaces of functions with block-radial symmetry [10] , subspaces of functions with certain symmetries on Riemannian manifolds, as well as similar subspaces of more general Besov and Triebel-Lizorkin spaces (see [15] [16] [17] ) . In [9] presence of symmetries is interpreted in terms of the rising critical Sobolev exponent corresponding to the smaller effective dimension of the quotient space. In [17] a necessary and sufficient condition on the group G of isometries of a Riemannian manifold is provided for compactness of Sobolev embeddings of a subspace of G-symmetric functions, but only for the case when the manifold is a homogeneous space. The objective of this paper is to extend this result to general manifolds that admit Sobolev embeddings, as well as to study compactness that results from conditions of quasi-symmetric type rather than from symmetries. In particular we study compactness of embedding of subspaces defined by restriction of the number of independent variables, i.e. subspaces of functions of the form f • ϕ with a fixed ϕ.
The method of the proof is based on the property of cocompactness type for non-compact Sobolev embeddings, Lemma 2.3 (the "spotlight lemma"). We then verify that suitable symmetry conditions imply conditions of Lemma 2.3, by the following heuristic argument: if the embedding is not compact on a particular sequence, then by the spotlight lemma there is a sequence of balls on the manifold where the sequence does not locally vanish in L 1 , but thanks to the symmetry condition on the functions, this non-vanishing may extend to too many balls, providing a contradiction.
In Section 2 we formulate the spotlight lemma for a general class of manifolds that admit Sobolev embeddings, and define orbital discretizations for Riemannian manifolds as well as functions quasisymmetric relative to an orbital discretization. In Section 3 we prove compactness for subspaces of functions that are quasisymmetric with respect to an abstract orbital discretization, in Theorem 3.5. From this theorem we derive in Section 4, Theorem 4.3, a compactness condition for subspaces defined by a group symmetry, and show that it is also necessary. In Section 5 we study subspaces defined by reduction of variables, and give two sufficient conditions for compactness of such subspaces, Theorem 5.4 and Theorem 5.9. The compactness condition in the latter, formulated for a class of functions with more regular level sets than the former, is similar to that of Theorem 4.3 and is also necessary. In Section 6 we study compactness of subsets of Sobolev spaces extended by order. Its main results are Theorem 6.2 and Corollary 6.4. In Section 7 we give existence results to two sample variational problems as an illustration of consequences of compact embeddings for subspaces (obviously, this compactness can be employed in a wide range of minimax problems for quasilinear elliptic PDE).
Preliminaries: discretization of a manifold and a "spotlight" lemma
Let M be an m-dimensional, m ≥ 2, non-compact, complete and connected Riemannian manifold. In what follows B(x, r) will denote a geodesic ball in M and Ω r will denote the ball in R m of radius r centered at the origin. For every x ∈ M there exists a maximal r(x) ∈ (0, ∞], called injectivity radius at point x, such that the Riemannian exponential map
For each x ∈ M we choose an orthonormal basis for T x M which yields an identification i x : R m → T x M. Then e x : Ω r → B(x, r(x)) will denote a geodesic normal coordinates at x given by e x = exp x • i x . We do not require smoothness of the map i x with respect to x, since the arguments x will be taken from a discrete subset of M. We recall that r(M) = inf{r(x) : x ∈ M} is called an injectivity radius of the manifold M. If M is compact, r(M) is always strictly positive, but it is not necessary so for non-compact manifolds. Since we assume that M is connected, the distance d M (x, y) between any two points x and y on M is well defined.
For k integer, and f : M → C we denote by ∇ k f the k th covariant derivative of u, and by |∇ k f | the norm of ∇ k f defined by a local chart by
In what follows we assume the following conditions. (M1) The Ricci curvature of M is bounded from below. [3] ).
if the distance between any two distinct points of Γ is greater than or equal to ε and M = y∈Γ B(y, νε).
Any Riemannian manifold M has an (ε, ν)-discretization for any ε > 0 and ν ≥ 1. If M satisfies (M1), then the covering {B(y, r)} y∈Γ is uniformly locally finite for any r ≥ νε, cf. [8, Lemma 1.1] and [7] , [12] , [14] where the same concepts are considered with stronger assumptions about geometry.
Proof. By definition, #(Γ ∩ B(x, R)) cannot exceed the maximal number of disjoint balls of radius ε/2 contained in B(x, R + ε), which is finite by (2.1).
Proof. Necessity in the lemma is trivial. Let us prove sufficiency. Assume condition (2.3). The Sobolev inequalities on Riemannian balls, cf. eg. [11] , implies that there exists a positive constant C > 0 independent of y ∈ M such that
Adding the terms in the left and the right hand side over y ∈ Γ and taking into account the uniform multiplicity of the covering (a consequence of (M1)), we have
(2.4) Boundedness of the sequence (u k ) in H 1,p (M) implies that the supremum of the right hand side is finite. So for any u k , k ∈ N, we can find a y k ∈ Γ, such that sup y∈Γ B(y,νε)
(2.5)
Applying the Hölder inequality to the right hand side, we have 
As a consequence of the spotlight lemma we have the following compactness property for functions supported on sets thin at infinity. For an open set M 0 of a Riemannian manifold M we denote the closure of the space of Lipschitz functions with compact support on M 0 in the norm of H 1,p (M) as H 1,p 0 (M 0 ). We will call a sequence (y k ) in M discrete if it contains no bounded subsequence. 
, weakly convergent to zero. Then by compactness of local Sobolev embeddings, for any y ∈ Γ, B(y,νε) |u k |dvol → 0. If (y k ), y k ∈ Γ, is a bounded sequence then it consists of finitely many values since Γ is a discretization. In consequence B(y k ,νε) |u k |dvol → 0 for any bounded sequence (y k ), y k ∈ Γ. (2.8)
On the other hand, if (y k ) be an aribitrary discrete sequence in Γ, by Hölder inequality and (2.7),
Combining this with (2.8) we have (2.3). Then by Lemma 2.3 u k → 0 in L q (M), which proves the proposition.
Orbital discretization and general compactness theorem
Definition 3.1. An (ε, ν)-discretization Γ of a Riemannian manifold M is called an orbital discretization if there exist nonempty subsets
We shall write then Γ ∈ O ε,ν (M). The sets Γ i will be called quasiorbits.
The term orbital discretization will be justified in the next subsection when we discretize group orbits on a manifold. Lemma 3.2. Let Γ be an orbital discretization. For every R > 0 and j ∈ N there existsī(R, j) ∈ N such that for all i ≥ī(R, j) and for every
We assume now that j ≥ 2. Let n R be as in Lemma 2.2 and let i 0 ∈ N be such that #Γ i > jn R for any i ≥ i 0 . Such i 0 always exists by property (c) in the definition of the orbital discretization. Let y 0 = x and let us choose recursively y k+1 ∈ Γ i , k = 0, . . . , j − 2, such that y k+1 / ∈ B(y ℓ , R), ℓ = 0, . . . , k. This is possible since the balls B(y ℓ , R), ℓ = 0, . . . , k contain all together not more than (k + 1)n R points of Γ i , and this number is less than jn R and thus less than #Γ i . Obviously, d(y k , y ℓ ) > R whenever k = ℓ. We set Γ i (x) = {y k } k=0,...,j−1 .
We shall write then f ∈ S Γ,i,λ (M).
Remark 3.6. 1. For any Γ, i and λ the set S Γ,i,λ (M) contains infinitely many linearly independent functions from H 1,p (M). In particular, it has the following functions. Let ϕ x ∈ C ∞ (M) be a nonnegative nonzero function with supp ϕ x ⊂ B(x, ε/2), x ∈ Γ ℓ , and define
2. For any Γ, i, and λ the set
, since all the quantities in the relation (3.1) are weakly continuous in H 1,p (M).
Proof. By reflexivity it is sufficient to show that if (u k ) is a sequence in
Assume that this is not the case. Then by Lemma 2.3 there is a sequence (y k ), y k ∈ Γ, and δ > 0 such that
Note that if the sequence (y k ) has a bounded subsequence it has the constant subsequence, by compactness of local Sobolev embeddings (3.2) cannot hold, and thus (y k ) is necessarily discrete. So we can assume that y k ∈ Γ ℓ k with ℓ k > i and ℓ k → ∞. The functions u k are of the quasisymmetry class S Γ,i,λ (M), so by (3.1), for k large enough we have for every
Let us apply Lemma 3.2 with R = 2νε and for each j ∈ N choose k j such that ℓ k j ≥ī(2νε, j). This gives
Since j is arbitrarily large, we have a contradiction that proves the theorem.
We set λ = min 1≤j≤m ℜλ j and Λ = max 1≤j≤m ℜλ j . Following Stein and Wainger [18] associate to A the dilation matrix δ t = exp(A ln t)x. Moreover, we can introduce a positive, δ t -homogeneous distance functions ̺, i.e., a continuous functions ̺ on R m such that
Furthermore, one can prove that for any η > 0 there are positive constants c 1 , c 2 such that
if |x| > 1,
The finctions of the form x → f (̺(x)) are called quasiradial. The sets Σ ̺ (r) = {x ∈ R m : ̺(x) = r} are compact. One can easily construct an orbital (ε, ν)-discretization of R m such that any quasiorbits Γ i is contained in some of the set Σ ̺ (r) and different quasiorbits are contained in different sets Σ ̺ (r). Theorem 3.5 implies that the subspace of
Compactness for functions with group symmetry
Any discretization of a noncompact manifold can be partitioned as an orbital discretization. However, when one wants, as in this section, to study compactness of embedding of spaces invariant with respect to a group action it is natural to consider a specific kind of orbital discretizations, namely those associated with the group orbits. Similarly, in the next section we will study compactness of embedding of spaces with reduced number of variables, where quasiorbits are associated with the level sets of a map.
Let G be a compact connected group of isometries of the manifold M. Then H 1,p G (M) will denote a subspace of H 1,p (M) consisted of all G-invariant functions. We will use the notion of coercive group action introduced in [17] . Definition 4.1. We say that a continuous action of a group G on a complete Riemannian manifold M is coercive if for every t > 0, the set
If the sectional curvature of M is non-positive and the compact connected group G of isometries fixes some point, then G is coercive if and only if G has no other fixed point: see [17, Proposition 3.1 ]. An example of a compact connected coercive group without fixed points (see the end of [17, Section 3]) is M = S 1 × R n (a Riemannian product of the unit circle and the Euclidean space), n ≥ 2, and G = S 1 ×SO(n) acting on M by the formulae (e iϕ , h)(e iψ , x) = (e i(ϕ+ψ) , h(x)), e iϕ , e iψ ∈ S 1 , h ∈ SO(n) and x ∈ R n . 
We prove that it is an orbital discerization. Conditions (a) and (b) are satisfied by the construction. The condition (c) is a consequence of the coercivity of the action of G as follows. Let R > 0. By the coercivity all sets Γ i of diameter not exceeding R lie in a bounded set O R . However, only finitely many elements of Γ may lie in O R . So there exists i R ∈ N such that diameter of Gx ℓ is greater then R whenever ℓ ≥ i R . The orbits Gx ℓ are connected since G is connected, therefore #Γ ℓ → ∞.
Taking into account the above proposition one can apply Theorem 3.5 to sets of quasisymmetric functions related to the action of a group G of isometries of M. In particular it can be applied to the subspaces 
. Proof of necessity. If G is not coercive, there exists R > 0 and a discrete sequence (x k ) in M such that Gx k ⊂ B(x k , R). Let r ∈ (0, r(M)) and let us replace x k with a renumbered subsequence such that distance between any two terms in the sequence will be greater than 2(R + r). Let
where the Haar measure of G is normalized to the value 1. By the Minkowski integral inequality, taking into account that G is a group of isometries on M and that the injectivity radius of M) is positive, we have
The constant C is independent of k, since, using the normal coordinates at x k one has |∇d M (x, x k )| g = 1, x = x k . Note that the supports of the functions ψ k are disjoint, and therefore
Since, by (M1)-(M2), sup k∈N vol(B(x k , R + r) < ∞ and inf k∈N vol(B(x k , r/2) > 0, ψ k L q (M ) is bounded away from zero. Therefore we have a sequence, bounded in H 1,p (M) and discrete in L q , and so the embedding H 1,p (M) ֒→ L q (M) is not compact.
Compactness for functions with reduced number of variables
In this section we will study compactness caused by reduction of the number of variables, i.e. compactness of subspaces of functions of the form f • ϕ with fixed ϕ, for example f : R → R and ϕ : R m → R defined by ϕ(x) = |x|.
We assume that M is a complete smooth connected m-dimensional non-compact Riemannian manifold and N is a smooth n-dimensional connected Riemannian manifold, n < m. Let ϕ : M → N be a Lipschitz-continuous map, which implies it is differentiable almost everywhere on M. We will use the classical coarea formula relative to ϕ, cf. [5] : for any measurable non-negative function u(x),
is the absolute value of the normal Jacobian of ϕ (the determinant of the pushforward d x ϕ restricted to the orthogonal complement to its kernel) on the level set ϕ −1 (z), z ∈ N, and H m−n is the m − n-dimensional Hausdorff measure on ϕ −1 (z). If, additionally, ϕ ∈ C m−n+1 (M, N), then, by Sard's theorem, almost every z ∈ N is a regular value of ϕ and for every such z the set ϕ −1 (z) ⊂ M has a natural structure of m − n-dimensional Riemannian manifold, whose m − ndimensional Hausdorff measure becomes the Riemannian measure on ϕ −1 (z) with the Riemannian structure inherited from M (see [4, page 159] for details).
Applying the coarea formula to the characteristic function of the set {x : J ϕ (x) = 0} we discover that H m−n ({x : J ϕ (x) = 0} ∩ ϕ −1 (z)) = 0 for vol N a.e. z ∈ N. This is a weak variant of Sard's theorem that holds for Lipschitz mappings. Thus the function x → J ϕ (x) −1 is H m−n a.e. finite on the level set ϕ −1 (z) for vol N a.e. z ∈ N. We assume that
and
Note that set ϕ(M) is connected. Consider the following subspace of H 1,p (M):
By the coarea formula applied to |f k •ϕ| p Jϕ , functions in H 1,p ϕ (M) satisfy the following relation: 
This proves the first assertion of the proposition. To verify the second assertion, note that, by the chain rule (applied under our assumption on ϕ(M)) we have a relation for ∇(f • ϕ), similar to (5.5), namely
In what follows we will denote by B Since A k is a compact set, it is covered by finitely many sets A ′ n , and since the latter family is monotone, it is covered by some single set A ′ n k . By monotonicity of δ r we have δ r (A ′ n k ) ≤ δ r (A k ) → 0. Note that the sequence (n k ) is unbounded, since otherwise M = ∪ k∈N A k would be contained in a bounded set. Then by monotonicity of {A ′ k } k∈N and of δ r we have δ r (A ′ k ) → 0. 
Now taking into account that (u k ) is a bounded sequence in H 1,p (M) and in consequence in any space L q (M) for p ≤ q ≤ p * we have
Passing to the weak limit and using weak semicontinuity of norms, we have the same estimate for u, and therefore,
Let H 1,p (Ã ℓ ) be a Sobolev space onÃ ℓ defined by restrictions. The domainÃ ℓ is bounded therefore the Sobolev embedding
Since δ r vanishes at infinity, by taking ℓ → ∞ we arrive at u k → u in L q (M).
Based on the example of equivalence of spaces H 1,p O(m) (R m ) and H 1,p ϕ (R m ) with ϕ(x) = |x|, it could be natural to introduce a coercivity property of the map ϕ by replacing group orbits in Definition 4.1 with level sets ϕ −1 (ϕ(x)), x ∈ M.
Definition 5.5. One shall say that a continuous map ϕ : M → N is level-coercive if all its level sets are compact and for every t > 0 the set
is bounded in M.
We use the term level-coercive because proper semibounded realvalued maps are often called in literature coercive. Level-coercivity is, on the other hand, a property not of a map, but of the equivalence classes of maps with same level sets. For example, an R → (0, 1]function x → e −x 2 is level-coercive.
Remark 5.6. It may look plausible on the first glance that, like in the case of Theorem 4.3, level-coercivity of ϕ would yield compactness of embeddings H 1,p ϕ (M) ֒→ L q (M), but this expectation ignores the fact that level bands of a smooth map may exhibit local "bulges" unseen in the case of orbit tubes. In particular, the compactness condition in Theorem 5.4, vanishing of δ r at infinity, does not follow from levelcoercivity, that is, from the condition that diameter of level sets tends to infinity at infinity, as, even in presence of level-coercivity, the ratio in (5.6) can concentrate at some y = y(α). Consider, for example, M = R 2 with polar coordinates and ϕ(r, θ) = r(1 + g(r 2 θ)) for r > 2, where g is a smooth function on R with supp g = [−π, π]. In order to be able to associate compactness, like in the case of symmetric functions, with level-coercivity, one needs that level sets of ϕ will have more resemblance to orbits of a compact group. To this end we require them to be compact and their level bands to remain comparably thick (in certain way) at different points. 
We draw the following consequence of condition (5.12).
Lemma 5.8. Assume that ϕ : M → N is a level-coercive Lipschitz map satisfying (5.2) and (5.3). Moreover, assume that it has connected and uniformly thick levels (i.e. satisfies (5.12)). Let x 0 ∈ M and r > 0. Then for any q, 1 ≤ q < ∞, we have
as R → ∞. 
such that the balls B(y j R , r), j = 1, . . . , j R , are pairwise disjoint. Indeed, observe first that there exists at least one ball of radius r with a center on ϕ −1 (z R ), namely B(y R , r). Let j R be the maximal possible number of pairwise disjoint balls of radius r with centers on ϕ −1 (z R ).
Note that for every R sufficiently large min j=1,...,j R ,j =i
Indeed, if it were false, then there would exist a δ > 0 and an i such that d(y i R , y j R ) ≥ 4r + 2δ whenever j = i, so by connectedness of the level sets of ϕ, the boundary ∂B(y i R , 2r + δ) will intersect ϕ −1 (z R ) at some y, and B(y, r) will be disjoint from all B(y j R , r)), contradicting the assumption that j R is the maximal possible number of disjoint balls centered on ϕ −1 (z R ).
Then if, for some sequence R k → ∞, j * def = sup k∈N j R k < ∞, then from (5.14) would follow diam ϕ −1 (z R k ) ≤ 4rj * , which contradicts level-coercivity. Consequently, for any positive h such that h • ϕ ∈ L q (M), using the definition of j R and (5.12), we have
which by (5.1) gives (5.13) with σ R ≤ 1 εj R → 0 as R → ∞. We now can formulate a sufficient condition of compactness in terms of level-coercivity of ϕ.
Theorem 5.9. Let M be a complete, connected, m-dimensional Riemannian manifold satisfying (M1) -(M2), let N be a n-dimensional Riemannian manifold, n < m. Let ϕ : M → N be a Lipschitzcontinuous map satisfying (5.2) and (5.3) . Assume that ϕ is uniformly thick (i.e. satisfies (5.12) ) and that all level sets of ϕ are connected.
Then, if ϕ is level-coercive, the subspace m) is compactly embedded into L q (M) for some q ∈ (p, p * ) and injectivity radius of N is positive, then ϕ is level-coercive.
Proof. Sufficiency. By Lemma 5.8, for any a > 0 sup x∈M \B(x 0 ,R),
Applying this relation to a sequence u k ⇀ 0 with a = sup k∈N u k q , one may complete the argument exactly as in the proof of Theorem 5.4.
Since the sequence (f k ) is uniformly Lipschitz on N, and ϕ is Lipschitz, the sequence (u k ) is uniformly Lipschitz on M. Since ϕ is not level-coercive, there exists a sequence z k ∈ N and x k ∈ ϕ −1 (z k ) such that (x k ) is discrete and diam ϕ −1 (z k ) is bounded. With such choice of z k , taking into account that |∇ N d N (z, z k )| = 1 and ϕ is Lipschitz, the sequence (u k ) is bounded in H 1,p (M). Furthermore, its weak limit point in H 1,p (M) vanishes since its support is of bounded diameter and contains a discrete sequence (x k ). In order to prove necessity in the theorem it suffices now to show that none subsequence of u k does not converge to zero in L q (M). This would follow once we show that vol M (ϕ −1 (B N (z k , δ/2)) is bounded away from zero. Indeed, since ϕ is Lipschitz, the set ϕ −1 (B N (z k , δ/2)) contains a ball B(x k , ρ) with some ρ > 0 independent of k, whose measure is bounded away from zero as a consequence of (M1)-(M2). 
Let r i ∈ [1, ∞] and let |ξ| r i , i = 1, . . . , n − 1, be as in Example 5.3. Let ϕ(x 1 , . . . , x n ) = (|x 1 | r 1 , . . . , |x n−1 | r n−1 , |x n |), x i ∈ R γ i , i = 1, . . . , n − 1.
Then the embedding H 1,p ϕ (R m ) ֒→ L q (R m ), p ∈ (1, m), q ∈ (p, p * ), is not compact.
Extension of compact sets by order
One can extend the compact subset in L q -spaces by order not loosing the compactness. This was observe in [13] where the author study subsets consisted of subradial functions belonging to Besov spaces defined on R n . Here we formulate more general approach for first order Sobolev spaces defined on manifolds. Definition 6.1. Let X be a σ-finite metric measure space and let E be a Banach space continuously embedded into L q (X) for some q ∈ (1, ∞). Let K ⊂ E be a bounded set in E that is relatively compact in L q (X). We say that the a bounded setK ⊂ E is dominated by K at infinity if there exist a ball B(x, R) in X and a constant b > 0 such that for any function u ∈K there exists a function f ∈ K such that |u(x)| ≤ bf (x) a.e. in X \ B(x o , R) . B(x, R) is relatively compact in M and the covering is uniformly finite. Any sequence (ϕ i u k ) k has a convergent subsequence in L q (M), so we can choose a renamed subsequence u k such that the sequence i∈I ϕ i u k is convergent in L q (M).
On the other hand by definition of the setK there exists a sequence (f k ) in K such that |u k | ≤ bf k a.e. on M \ B(x, R) for every k. So
for a.e.x ∈ M.
Consider a renamed convergent subsequence of (f k ) in L q (M) and let f be its strong limit. Then there exists a function h ∈ L q (M) and a renamed subsequence such that |f k | ≤ h (see [ 
The value 1 of the norm is attained on every function from the subspace H 1,p G (M).
The following corollary provides compactness of a set of quasisymmetric functions in the sense similar to to (3.1). for any x ∈ M \ B and g ∈ G. Then the set K is compact in L q (M) for every q ∈ (p, p * ).
Proof. Let χ ∈ C ∞ 0 (M) be a G-invariant function, 0 ≤ χ ≤ 1, that equals 1 on G(B), and let
Obviously, K ′ is bounded in H 1,p (M), while the T G (K ′ ) is a subset of H 1,p G (M) and is bounded there by Lemma 6.3. Then, by Theorem 4.3 it is relatively compact in L q (M). By (6.1), |f (x)| ≤ λ|f (ηx)| for all η ∈ G and x / ∈ G(B). Then |(1 − χ)f | ≤ λT G [(1 − χ)|f |] at every x ∈ M. Since T G (K ′ ) is compact, by Theorem 6.2 we have that K ′ is compact. Applying Theorem 6.2 once again we conclude that K compact.
Some variational problems
In this section we give two elementary existence results for critical points in variational problems.
Let ∆ p M denote the Laplace-Beltrami p-Laplacian on M, given as the Gateux derivative of M |∇u| p dvol. Proof. Since H 1,p G (M) is embedded into L q (M), the infimum is positive. Let (u k ) in H 1,p G (M) be a minimizing sequence, it has a renamed subsequence weakly convergent to some u 0 ∈ H 1,p G (M). By weak semicontinuity of the norm, M (|∇u 0 | p + |u 0 | p ) dvol ≤ κ ′ . By Theorem 4.3 the embedding H 1,p G (M) ֒→ L q (M) is compact, which implies that M |u 0 | q dvol = 1. However, by definition of κ, M (|∇u 0 | p + |u 0 | p ) dvol cannot be less than κ and thus u 0 is a minimizer in (7.5). The Euler-Lagrange equation for a point of minimum in (7.2) has the left and a right hand side of (7.1) equated up to a scalar multiple. Since the left and the right hand sides have different homogeneity degrees, substituting u with λu one can choose λ > 0 to make the multiple equal 1. The argument for existence of a minimum is now identical to the argument in Theorem 7.1, once we observe that H 1,p ϕ (M) is compactly embedded into L q (M) according to Example 7.2.
