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Abstract
We study the problem of counting the total number of afﬁne solutions of a system of n binomials in n
variables over an algebraically closed ﬁeld of characteristic zero.We show that we may decide in polynomial
time if that number is ﬁnite. We give a combinatorial formula for computing the total number of afﬁne
solutions (with or without multiplicity) from which we deduce that this counting problem is #P -complete.
We discuss special cases in which this formula may be computed in polynomial time; in particular, this is
true for generic exponent vectors.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A binomial ideal in the ring k[x1, . . . , xn] of polynomials with coefﬁcients in a ﬁeld k, is an
ideal generated by binomials: ax−bx, where ,  ∈ Nn and a, b ∈ k∗. Binomial ideals are quite
ubiquitous in very different contexts particularly those involving toric geometry and its applica-
tions [10,28], in the study of semigroup algebras, and in the modern versions of hypergeometric
systems of differential equations [25,7]. While binomial ideals are quite amenable to Gröbner
and standard bases techniques [19,20], they also provide some of the “worst-case” examples in
computational algebra, such as the Mayr–Meyer ideals [22].
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In this paperwe consider ideals generated by n binomials inR := k[x1, . . . , xn], with char(k) =
0. Let k¯ denote the algebraic closure of k. We are interested in determining when the number of
solutions in k¯n is ﬁnite and non-zero (i.e., when the given binomials deﬁne a complete intersection
in R) and, in this case, to count the number of solutions, with or without multiplicity. We will
obtain properties of these ideals directly in terms of the given data: the exponents , , and the
coefﬁcients a, b.
Our starting point is then a system of n binomials in R, with non-zero coefﬁcients. Thus, we
may assume that they are of the form
pj (c; x) := xj − cj xj , j = 1, . . . , n, (1.1)
where j , j ∈ Nn, j = j . Let J be the ideal generated by p1, . . . , pn in the polynomial
ring k(c)[x]. Given a choice of coefﬁcients c ∈ (k∗)n, let Jc be the ideal in R generated by
p1(c; x), . . . , pn(c; x) and Vc ⊂ k¯n the variety deﬁned by Jc.
Proposition 2.1, which is a restatement of results in [10], gives a complete picture of the number
of solutions of system (1.1) in the algebraic torus (k¯∗)n. Let B be the matrix
B :=
⎛
⎜⎜⎜⎝
1 − 1
2 − 2
...
n − n
⎞
⎟⎟⎟⎠ , (1.2)
whose jth row is the vector j − j . Then, for generic coefﬁcients c ∈ (k∗)n, Vc ∩ (k¯∗)n consists
of | detB|-many points all of which have multiplicity one (this may be seen directly or as a simple
instance of Bernstein’s theorem). In fact, if detB = 0, this is true for all c ∈ (k∗)n. On the other
hand, if detB = 0, then, for coefﬁcients c ∈ (k∗)n not satisfying the algebraic conditions (2.2)
it holds that Vc ∩ (k¯∗)n = ∅, while if the coefﬁcients satisfy (2.2), the variety Vc ∩ (k¯∗)n has
codimension equal to the rank of B. We set  := | detB|.
Deciding whether system (1.1) has a non-empty, ﬁnite set of solutions in k¯n is more involved.
We must, ﬁrst of all, consider the possibility that some exponent vector j or j may vanish.
This is equivalent to the statement that some variables xj are invertible modulo the ideal J . The
reduction to the case when this does not happen is accomplished in Proposition 2.5. We may then
assume that 0 ∈ Vc for all choice of coefﬁcients. Now, in the generic case detB = 0, Theorem 2.6
gives a condition on the exponents of the system that guarantees that system (1.1) is a complete
intersection for all c ∈ (k∗)n. If, on the other hand, detB = 0, Theorem 2.6 only implies that
(1.1) is a complete intersection for a generic set of coefﬁcients c ∈ (k∗)n. Indeed, in this case,
algebraic conditions such as (2.2) enter into play. This leads to the notion of generic complete
intersection, that we will abbreviate by gci.We will say that p1, . . . , pn is a gci ifJc is a complete
intersection in R , i.e., Vc is a ﬁnite non-empty set, for generic coefﬁcients c ∈ (k∗)n.
Even though Theorem 2.6 gives a combinatorial criterion for deciding if p1, . . . , pn is a gci,
its veriﬁcation requires 2n steps. One of the main results of this paper is Theorem 2.12 where
we describe a polynomial-time algorithm to decide whether p1, . . . , pn is a gci directly from the
exponents j , j .
Given a generic complete intersection p1, . . . , pn, let
d := dimk k[x1, . . . , xn]/Jc, D := dimk k[x1, . . . , xn]/
√
Jc (1.3)
be the total number of points in the variety Vc, counted with and without multiplicity. Given an
index set L ⊂ {1, . . . , n}, we denote by L, the number of points in V(J )∩ k¯nL, k¯nL := {x ∈ k¯n :
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x = 0 if and only if  ∈ L}, counted with multiplicity. We set [n] := {1, . . . , n} and  := [n],
the multiplicity at the origin.
In Section 3 we compute d, D, and L for a gci. A key ingredient is what we call parametric
reduction, which allows us to reduce the study of generic complete intersection binomial ideals
to a particular class of ideals with a normalized presentation. We show in Theorem 3.2 that we
can keep track of the various multiplicities through the process of parametric reduction. We then
compute d and D for so-called irreducible systems. We show that an irreducible system that is
in normal form may behave in one of three possible ways: its binomials are a standard basis for
either a global or a local term order, or they are weighted homogeneous. This allows us to read off
the dimension and multiplicities from the exponents (cf. Theorem 3.5). Interestingly, the linear
algebra problem that underlies these results appeared in thework ofVinberg about Cartanmatrices
[18, Theorem 4.3]. For generic exponents, a binomial system in normal form is irreducible and
has detB = 0. Hence, Theorem 3.5 gives a polynomial time algorithm for computing the number
of solutions of a complete intersection binomial system with generic exponents and arbitrary
non-zero coefﬁcients.
We next consider the case of a general gci. Using a well-known quadratic-time algorithm,
due to Tarjan [30], we ﬁnd a block decomposition of the system into irreducible ones. From this
decompositionwe construct an acyclic directed graph naturally attached to the system. InTheorem
3.15, we give an explicit combinatorial formula to compute the dimensions and multiplicities of
the system from this graph.
Section 4 is devoted to counting complexity issues. We reverse the correspondence from bino-
mial systems to acyclic digraphs and assign to each such graph a simple binomial system. The
number of solutions of this system corresponds to invariants of the graph whose computation is
known to be #P -complete. Indeed, we show that particular instances correspond to counting in-
dependent sets in bipartite graphs, or more generally, antichains in a poset; both of these problems
are known to be #P -complete [31,24]. Hence, even though the problem of deciding whether a
system is a gci as well as the problem of counting the number zeros in the torus of the binomial
system deﬁned by (1.1), are solvable in polynomial time, we prove in Theorem 4.3 that counting
the total number of afﬁne solutions, with or without multiplicity, is a #P -complete problem. Thus,
binomial systems furnish a very simple example of the type of problems, “easy” to decide but
“hard” to count that motivated Valiant’s introduction of the notion of counting complexity [31].
Finally, in Proposition 4.5 we identify another class of systems whose solutions may be computed
in polynomial time.
The last section of the paper is devoted to brief discussions of some of the applications of
this work which motivated our study. We show, ﬁrst of all, how Theorem 3.15 may be applied
to compute the multiplicity and geometric degree [2] of the primary components of a lattice
basis ideal J ⊂ k[x1, . . . , xm]. This, in turn, may be used to describe the holonomic rank of
Horn systems of hypergeometric partial differential equations and to study sparse discriminants,
generalizing the codimension-two case. [8,7]. Finally, we recall the results of [29, Chapter 10]
relating the study of systems of partial differential equations with constant coefﬁcients with that
of the corresponding algebraic system.
2. Complete intersections and normal forms
We begin by considering the question of when binomials p1(c; x), . . . , pn(c; x) as in (1.1)
deﬁne a complete intersection when viewed as elements of the Laurent polynomial ring S :=
k[x±11 , . . . , x±1n ]. Let B be the n × n exponent matrix deﬁned in (1.2). We note that even though
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the rows of B are only deﬁned up to sign, this will not affect our arguments. It follows from
[10, Theorem 2.1] that if detB = 0 then, for any choice of coefﬁcients in (k∗)n, p1(c; x), . . . ,
pn(c; x) deﬁne a regular sequence in S. Moreover, the system of equations
pj (c; x) = 0, j = 1, . . . , n (2.1)
has | detB|-many solutions in the algebraic torus (k¯∗)n and all of them are simple.
On theother hand, if detB = 0 thenp1(c; x), . . . , pn(c; x)donot deﬁne a complete intersection
in S for any choice of coefﬁcients. Indeed, if system (2.1) has a solution x ∈ (k¯∗)n, it will
necessarily have inﬁnitely many. Let R be the lattice of relations
R :=
⎧⎨
⎩m ∈ Zn :
n∑
j=1
mj(j − j ) = 0
⎫⎬
⎭ .
For any m ∈ R we have a k¯∗-action on the set of solutions of (2.1) deﬁned by (t; x) →
(tm1x1, . . . , tmnxn), and therefore the set of solutions could never be ﬁnite. Note also that if
detB = 0 then, for generic coefﬁcients cj , (2.1) has no solutions. In fact, if x ∈ (k¯∗)n is a
solution of (2.1) we have
xj−j = cj for all j = 1, . . . , n,
and therefore
n∏
j=1
c
mj
j = 1 for all m ∈ R.
Thus, if 1, . . . , r is a basis of R, a necessary condition for p1(c; x), . . . , pn(c; x) to have a
solution in (k¯∗)n is that
n∏
j=1
c
j
j = 1 for all  = 1, . . . , r. (2.2)
This condition is also sufﬁcient. Suppose that (2.2) holds and letL be the sublattice ofZn spanned
by j − j , j = 1, . . . , n. Denote by :L → k¯∗ the group homomorphism (i.e., the partial
character) deﬁned by
(j − j ) = cj .
The equalities in (2.2) imply that  is well-deﬁned and, since up to amonomial (which is invertible
in the Laurent polynomial ring),
pj (x) = xj−j − (j − j ),
it follows from [10, Theorem 2.6] that p1(c; x), . . . , pn(c; x) deﬁne an ideal in S of codimension
equal to the rank of L. Hence we obtain:
Proposition 2.1. Let p1(c; x), . . . , pn(c; x) be as in (1.1) and B as above. For any choice of
coefﬁcients c ∈ (k∗)n, the ideal they generated in S is a complete intersection if and only if
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detB = 0. If detB = 0 and the identities (2.2) are satisﬁed then the binomials (1.1) deﬁne an
ideal in S of codimension equal to the rank of B.
In the remaining part of this section, we will discuss criteria for deciding when p1, . . . , pn is
a gci. Since we are not assuming that supp(j ) ∩ supp(j ) = ∅, where, for v ∈ Rn:
supp(v) := {i ∈ [n] : vi = 0},
the matrix B, by itself, does not allow us to recover the exponents of the binomials (1.1). It is
useful to introduce the following concept, already present in the work of Scheja et al. [26]:
Deﬁnition 2.2. Let pj = xj − cj xj , j = 1, . . . , n, be a system of binomials in k[x1, . . . , xn].
For each index set K ⊂ [n], let
Z(K) := {j ∈ [n] : supp(j ) ∩ K = ∅ and supp(j ) ∩ K = ∅}. (2.3)
We start by showing that we can restrict ourselves to the case where 0 ∈ Vc. Since this property
is equivalent to the statement that all exponent vectors are non-zero, it is independent of the choice
of coefﬁcients. We want to identify all indices i for which xi is invertible modulo the ideal J , i.e.,
the xi coordinate of any solution to the system of binomials is necessarily non-zero. Set I0 = ∅
and, for 1, let
I :=
⋃
{supp(j ) : supp(j ) ⊂ I−1} ∪
⋃
{supp(j ) : supp(j ) ⊂ I−1}
and I = ⋃ I. Induction on  shows easily that if i ∈ I , the variable xi is invertible modulo
the ideal J and, conversely, that these are all the variables invertible modulo J . Thus, after
reordering of variables and polynomials, we may assume that the variables xr+1, . . . , xn are
invertible and that the binomials ps+1, . . . , pn involve only the variables xr+1, . . . , xn, while for
js both monomials xj and xj are divisible by at least one of the variables xi , ir , i.e., that
Z([r]) = [s]. Following [13] we deﬁne:
Deﬁnition 2.3. Let x′ := (x1, . . . , xr ), c′ := (c1, . . . , cs). For js, set
pˆj (c
′; x′) = pj (c′; (x1, . . . , xr , 1, . . . , 1)). (2.4)
Then, the binomial system {pˆ1, . . . , pˆs} ⊂ k(c′)[x′] is called the derived system of p1, . . . , pn.
We denote by Bˆ the associated s × r matrix as in (1.2).
Note that 0 ∈ V(pˆ1, . . . , pˆs) and that the matrix B is of the form
B =
(
Bˆ ∗
0 B2
)
.
Lemma 2.4. Assume p1, . . . , pn as in (1.1) is a gci and let r, s be as above. Then, r = s and
det(B2) = 0.
Proof. Since the variables xr+1, . . . , xn are all invertible modulo J , the system of equations
ps+1 = · · · = pn = 0, is equivalent to the system xj−j = cj , for all j = s + 1, . . . , n. Hence,
arguing as in the discussion leading to Proposition 2.1, we see that each integer relation among the
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vectors j − j , j = s + 1, . . . , n imposes a polynomial condition on the coefﬁcients as in (2.2).
If s < r , then n − r < n − s and so there exists a non-trivial relation. Therefore, p1, . . . , pn has
generically no solutions, a contradiction. On the other hand, if s > r , or if r = s and det(B2) = 0,
then, generically, the system ps+1(xr+1, . . . , xn) = · · · = pn(xr+1, . . . , n) = 0 has either no
solutions or inﬁnitely many in (k¯∗)n−r . Since any solution of these equations may be extended
to a solution of (2.1) by setting x1 = · · · = xr = 0, we get a contradiction again. So s = r and
det(B2) = 0, as claimed. 
Proposition 2.5. Let p1, . . . , pn, B be as above. Assume that s = r and det(B2) = 0. Let
pˆ1, . . . , pˆr be the derived system. Then p1, . . . , pn is a gci if and only if pˆ1, . . . , pˆr is a gci.
Proof. Assume p1, . . . , pn is a gci and let U be an open dense subset of (k¯∗)n such that the
binomials with coefﬁcients in U deﬁne a complete intersection ideal in k¯[x1, . . . , xn]. It sufﬁces
to show that the intersection of U with the ﬁber (k¯∗)r × {(1, . . . , 1)} is also Zariski dense in the
ﬁber. Let a′′ ∈ (k¯∗)n−r be such that U ∩ ((k¯∗)r × {a′′}) is Zariski dense. Let ′′ ∈ (k¯∗)n−r be
a common zero of pr+1(a′′; x), . . . , pn(a′′; x). Then, since s = r , the change of variables that
sends xi to itself for i = 1, . . . , r and
xj → xj /′′j , j = r + 1, . . . , n,
transforms any of the last n − r polynomials pj , j = r + 1, . . . , n, into a non-zero multiple of
xj − xj and, for ir , the binomial pi into a non-zero multiple of
xi − (′′)′′i −′′i cixi ,
where ′′i , ′′i ∈ Nn−r denote the vectors consisting of the last n−r coordinates of i , i . Since this
scalar transformation in the coefﬁcient space (k¯∗)r preserves Zariski dense subsets our assertion
follows.
Conversely, assume that pˆ1, . . . , pˆr is a gci and that det(B2) = 0. Let 	 be a non-zero poly-
nomial such that 	(c′) = 0 for a given r-tuple of coefﬁcients c′ = (c1, . . . , cr ) implies that the
corresponding polynomials pˆ1(c′; x′), . . . , pˆr (c′; x′) deﬁne a complete intersection. Denote as
before c′′ = (cr+1, . . . , cn) and consider the rational function

(c′, c′′) =
∏
′′∈Vc′′
	((′′)′′1−′′1c1, . . . , (′′)
′′
r −′′r cr ).
If 
(c′, c′′) is deﬁned and non-zero, then for any choice of the | det(B2)|-many roots ′′ of the last
n − r polynomials, the specialized system
p1(c
′; (x′, ′′)) = · · · = pr(c′; (x′, ′′)) = 0
has ﬁnitely many solutions and, consequently, p1, . . . , pn is a gci. 
The following result is a reformulation of Theorem 2.3 in [13].
Theorem 2.6. Let p1, . . . , pn be as in (1.1) and suppose that 0 ∈ V(J ). Then, p1, . . . , pn is a
gci if and only if |Z(K)| |K| for all K ⊂ [n].
Proof. Suppose there exists K ⊂ [n] such that |Z(K)| > |K|. Assume that K is maximal
with this property. After reordering, if necessary, we may assume that K = {r + 1, . . . , n} and
88 E. Cattani, A. Dickenstein / Journal of Complexity 23 (2007) 82–107
Z(K) = {s+1, . . . , n}where s < r . Since 0 ∈ V(J ), themaximality assumption implies that the
ﬁrst s binomials depend only on x′ = (x1, . . . , xr ). Otherwise, we may assume that there exists
k1 > r , k1 ∈ supp(s). Since 0 ∈ V(J ), supp(s) = ∅. If there exists k2 > r , k2 ∈ supp(s),
then s ∈ Z(K) which is a contradiction. Therefore, supp(s) ⊂ [r] and for any  ∈ supp(s),
K ′ := K ∪ {} satisﬁes Z(K) ∪ {s} ⊂ Z(K ′). Hence |Z(K ′)| > |K ′| and this contradicts the
maximality of K.
Thus, for a given choice of coefﬁcients, the system
p1(c; x′) = · · · = ps(c; x′) = 0 (2.5)
is either inconsistent or its solution space has dimension at least r − s > 0. Since, any solution of
(2.5) can be extended to a solution of the full system by setting the K-coordinates equal to zero,
it follows that p1, . . . , pn is not a gci.
Conversely, suppose |Z(K)| |K| for all K ⊂ [n]. In order to show that p1, . . . , pn is a gci
it sufﬁces to prove that given any subset L ⊂ [n], for generic coefﬁcients p1(c; x), . . . , pn(c; x)
has at most ﬁnitely many solutions with zeros in k¯nL, where
k¯nL = {x ∈ k¯n : x = 0 if and only if  ∈ L}. (2.6)
Assume that for some choice of coefﬁcients, there exists a solution in k¯nL. Then, for any i /∈ Z(L),
pi depends only on the variables in J, the complement of L in [n] and hence, since 0 ∈ V(J ),
Z(L)c ⊂ Z(J ). Since, by assumption |Z(L)| |L| and |Z(J )| |J |, we deduce that
|L| |Z(J )c| |Z(L)| |L|,
and therefore |Z(L)| = |L|. Reordering we may assume that J = Z(J ) = [r] and let B1(L)
denote the r × r exponent matrix as in (1.2). If detB1(L) = 0, then for generic coefﬁcients the
ﬁrst r binomials have no solutions in (k¯∗)r and hence, generically, p1(c; x), . . . , pn(c; x) have
no solutions in k¯nL. On the other hand, if detB1(L) = 0 then, for all choices of coefﬁcients in
(k∗)r , there exists ﬁnitely many solutions of p1 = · · · = pr = 0 in (k¯∗)r and hence ﬁnitely many
solutions of p1(c; x), . . . , pn(c; x) with zeros exactly in L. 
Remark 2.7. Note that in the proof of Theorem 2.6 we have shown that if p1, . . . , pn is a gci,
L ⊂ [n], and k¯nL is as in (2.6), then, for generic coefﬁcients, there exists a solution in k¯nL if and
only if |Z(L)| = |L| and, after reordering so that Z(L) = L = {r + 1, . . . , n}, the binomials
p1, . . . , pr depend only on the ﬁrst r variables, and the corresponding r×r exponentmatrixB1(L)
is non-singular. Moreover, for generic c ∈ (k∗)n, there are | detB1(L)|-many points (counted
without multiplicity) in Vc ∩ k¯nL. Then, the number of points in Vc, counted without multiplicity,
is given by
D =
∑
L =0
| detB1(L)|, (2.7)
where L is the total number of points in Vc ∩ k¯nL counted with multiplicity. We will develop
in Section 3 the combinatorics needed to describe all sets L with L = 0 and we shall show in
Section 4 that counting the number of such sets is a #P -complete problem.
Note that if 0 ∈ V(J ), the condition thatp1, . . . , pn is a gci depends only on the combinatorics
of the exponents j , j . It follows from Proposition 2.1 and Theorem 2.6 that when det(B) = 0,
E. Cattani, A. Dickenstein / Journal of Complexity 23 (2007) 82–107 89
if p1, . . . , pn is a gci, then it is a complete intersection for any choice of the coefﬁcients (as long
as cj ∈ k∗).
The variant of the Fischer–Shapiro criterion embodied in Theorem 2.6 allows us to determine
whether p1, . . . , pn is a gci. However, this involves checking exponentially many conditions, one
for each subset K ⊂ [n]. We will now show how this can be done in a number of steps that
depends polynomially (on n). We begin with the following simple corollary to Theorem 2.6.
Corollary 2.8. Suppose p1, . . . , pn is a gci and 0 ∈ V(J ). Let
M = {xj , xj ; j = 1, . . . , n}
denote the set of monomials appearing in p1, . . . , pn. Then for each i ∈ [n] there exists ri > 0
such that xrii ∈ M.
Proof. If for some i ∈ [n], xrii /∈ M for all ri > 0, thenZ({1, . . . , iˆ, . . . , n}) = [n], contradicting
Theorem 2.6. 
One can easily give examples showing that the necessary condition in Corollary 2.8 is not suf-
ﬁcient to guarantee that p1, . . . , pn deﬁne a gci. However, the following stronger notion provides
a sufﬁcient condition.
Deﬁnition 2.9. We say that p1, . . . , pn are in normal form if and only if for all i ∈ [n]
pi = xrii − cixi , ri > 0, i = 0.
Note that if the system is in normal form then 0 ∈ V(J ).
Proposition 2.10. Assume p1, . . . , pn are in normal form. Then p1, . . . , pn is a gci.
Proof. For any K ⊂ [n], Z(K) ⊂ K and the result follows from Theorem 2.6. 
We will next show how to reduce ourselves to systems p1, . . . , pn in normal form.
2.1. Parametric reduction
Let p1, . . . , pn be a binomial system and suppose that they satisfy the necessary condition in
Corollary 2.8, but that it is not possible to relabel variables and binomials, or invert the coefﬁcient
of one or more binomials, so as to put the system in normal form. This means that one of the
binomials must contain two monomials of the form xrii and x
rj
j with i = j . Then, after relabeling
we may assume that pn is of the form
pn = xn − cnxmn−1, ,m > 0. (2.8)
Let q := gcd(m, ) and set m′ := m/q, ′ := /q. We will consider the polynomial map that
sends polynomials in n variables x1, . . . , xn to polynomials in n − 1 variables u1, . . . , un−1:
xi → ui, i = 1, . . . , n − 2; xn−1 → u′n−1; xn → um
′
n−1. (2.9)
Let p˜j , j = 1, . . . , n−1be the imageof the binomialsp1, . . . , pn−1.Wewill refer to p˜1, . . . , p˜n−1
as a parametric reduction ofp1, . . . , pn and denote by J˜ the ideal they generate in k(c1, . . . , cn−1)
[u1, . . . , un−1].
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Proposition 2.11. Suppose p˜1, . . . , p˜n−1 is a parametric reduction of p1, . . . , pn and let B˜ and
B be the associated matrices. Then | detB| = q · | det B˜|. Moreover, 0 ∈ V(J ) if and only if
0 ∈ V(J˜ ) and, in this case, p1, . . . , pn is a gci if and only if p˜1, . . . , p˜n−1 is gci.
Proof. The matrix B is of the form
B =
(
b˜1 . . . b˜n−2 b˜n−1 b˜n
0 . . . 0 −m 
)
,
where b˜1, . . . , b˜n are vectors in Zn−1. On the other hand, the matrix B˜ is given by
B˜ = ( b˜1 . . . b˜n−2 ′b˜n−1 + m′b˜n ) .
The ﬁrst assertion now follows from a last-row expansion of detB.
Suppose now that p1, . . . , pn is not a gci. By Theorem 2.6 there exists K ⊂ [n] such that
|Z(K)| > |K|. If K ⊂ [n − 1], then Z(K) ⊂ [n − 1] as well and therefore by Theorem 2.6
p˜1, . . . , p˜n−1 is not a gci either. If n ∈ K , then taking K˜ = K\{n}we get thatZ(K)\{n} ⊂ Z(K˜).
Hence |Z(K˜)| > |K˜| and p˜1, . . . , p˜n−1 is not a gci.
Conversely, if p˜1, . . . , p˜n−1 is not a gci then there exists K˜ ⊂ [n− 1] such that |Z(K˜)| > |K˜|.
If K˜ ⊂ [n − 2] we take K = K˜ and then Z(K) = Z(K˜); if, on the other hand, n − 1 ∈ K˜ , then
we take K = K˜ ∪ {n} in which case Z(K) = Z(K˜) ∪ {n}. In either case |Z(K)| > |K| and we
are done. 
The results of this sectionmay be summarized in a polynomial-time algorithm to checkwhether
a binomial system is a gci.
Theorem 2.12. We may decide in polynomial time whether p1, . . . , pn is a gci. Moreover, if
it is known that detB = 0 we can check if p1(c; x), . . . , pn(c; x) is a complete intersection
in time O(n2).
Proof. It is easy to see from the procedure for constructing the derived system that this step
may be accomplished in at most O(n2) steps. If the number of non-invertible variables does not
equal the number of binomials in the derived system then, by Lemma 2.4, p1, . . . , pn is not a gci.
Again by Lemma 2.4 we next check whether detB2 = 0 (this is, of course, unnecessary if it is
known that detB = 0). If so, Proposition 2.5 allows us to restrict ourselves to the derived system.
We move down the list of binomials searching for binomials of the form xrii − cx
rj
j . Whenever
such a binomial is found we do parametric reduction and reduce by one the number of binomials
and of variables. This step is then repeated until there are no longer any binomials of that form.
Clearly, this process stops after a quadratic number of steps. Then p1, . . . , pn is a gci if and
only if Corollary 2.8 holds. This veriﬁcation can certainly be carried out in quadratically many
steps. 
Example 2.13. Consider the following binomials in k[x1, . . . , x8]:
p1 = x21 − x32 , p2 = x1x2 − x1x3, p3 = x21x2x3 − x73 ,
p4 = x24 − x21x34 , p5 = x25 − x46 , p6 = x5x6 − x2x3x27x8,
p7 = x5x7 − x27 , p8 = x38 − x1x6x7x8,
where, since detB = 0, we have set all coefﬁcients cj = 1. Although the system satisﬁes the
necessary condition in Corollary 2.8, it is not in normal form.We may apply parametric reduction
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simultaneously to the binomials p1 andp5 by considering the polynomial map from k[x1, . . . , x8]
to k[u1, . . . , u6] that sends
x1 → u31, x2 → u21, x3 → u2, x4 → u3,
x5 → u24, x6 → u4, x7 → u5, x8 → u6.
Here we have taken into account that the gcd of the exponents in p5 is 2. After changing signs
when necessary, the new system p˜1, . . . , p˜6 is in normal form:
p˜1 = u51 − u31u2, p˜2 = u72 − u81u2,
p˜3 = u23 − u61u33, p˜4 = u34 − u21u2u25u6,
p˜5 = u25 − u24u5, p˜6 = u36 − u31u4u5u6.
Thus, we conclude thatp1, . . . , p8 deﬁnes a complete intersection.Wewill compute the numerical
invariants of this system in Example 3.17.
3. Computing the number of solutions
We recall that if p1, . . . , pn is a gci then we denote by d (respectively, D) the number of points
in Vc ∩ k¯n counted with multiplicity (respectively, without multiplicity), for a generic choice of
non-zero coefﬁcients. Similarly, recall that for any index set L ⊂ {1, . . . , n} we denote by L the
number of points inVc ∩ k¯nL counted with multiplicity, where k¯nL is the set of points in afﬁne space
whose coordinate x = 0 precisely when  ∈ L. In particular,  = [n] denotes the multiplicity
at the origin.
If p1, . . . , pn is a gci but 0 /∈ V(J ), then it follows from Lemma 2.4 and Proposition 2.5 that
the invariants d and D of p1, . . . , pn are obtained from those of the derived system by multiplying
times | detB2|. We will assume from now on that no variable is invertible modulo J , i.e., that
0 ∈ V(J ).
We begin this section by showing that it is enough to compute the desired numerical invariants
d,D, L, for ideals in normal form. We then show that if the system is irreducible, in a sense
made precise below, then the only zero outside the torus is the origin and its multiplicity may
be easily computed from the exponents of the system. Finally, we consider the general case and
show how the various dimensions depend on the combinatorics of the irreducible components.
3.1. Multiplicities and parametric reduction
Suppose p1(c; x), . . . , pn(c; x) is as in (1.1) with pn = xn − cnxmn−1, ,m > 0. Let q =
gcd(,m) and
p′n = x
′
n − c′nxm
′
n−1.
We will denote by d ′,D′, ′L the corresponding invariants for p1, . . . , pn−1, p′n.
We show, ﬁrst of all, that by keeping track of q we may assume without loss of generality that
m and  are coprime.
Lemma 3.1. With notation as above, set m′ = m/q, ′ = /q, p′n = x′n − c′nxm′n−1 and let B and
B ′ be the corresponding matrices.
(1) | detB| = q · | detB ′|.
(2) p1, . . . , pn is a gci if and only if p1, . . . , pn−1, p′n is a gci.
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(3) For any index set L ⊂ {1, . . . , n}, L = q · ′L.
(4) d = q · d ′ and D = q · D′.
Proof. The ﬁrst assertion is trivial while the second one follows from Theorem 2.6. In order
to prove assertion 3, let (c1, . . . , cn) ∈ (k∗)n be such that Jc is a complete intersection and
decompose
pn = xn − cnxmn−1 =
∏
∈Wq
(x
′
n − xm
′
n−1), (3.1)
where Wq denotes the qth roots of cn. For any  ∈ Vc, we have
dimk (R/(Jc)) =
∑
∈Wq
dimk
(
R/(J)
)
,
where J := 〈p1(c; x), . . . , pn−1(c; x), x′n − xm′n−1〉. Therefore,∑
∈Vc∩k¯nL
dimk (R/(Jc)) =
∑
∈Wq
∑
∈V(J)∩k¯nL
dimk
(
R/(J)
)
.
By a scalar change of variables it follows that∑
∈V(J)∩k¯nL
dimk
(
R/(J)
)
,
is independent of  ∈ Wq and, since it agrees with ′L, we obtain that
L = q′L
as claimed. The last assertion follows directly from the previous one and factorization (3.1). 
We next show that multiplicities are not altered under parametric reduction. If the binomial
system p1, . . . , pn is a gci, and pn = xn − cnxmn−1, ,m > 0 coprime, let p˜1, . . . , p˜n−1 be
the binomial system obtained through parametric reduction. We will denote by d˜, D˜ and 
L˜
the
corresponding invariants.
Given L ⊂ [n] we denote by L˜ := L ∩ [n − 1]. Conversely, given L˜ ⊂ [n − 1] set L = L˜
if n − 1 /∈ L˜ and L = L˜ ∪ {n} otherwise. Note that if L ⊂ [n] is such that L = 0 then either
L ⊂ [n − 2] or both n − 1, n ∈ L. Hence, the correspondence L → L˜ establishes a bijection
between index sets L ⊂ [n] such that L = 0 and subsets L˜ ⊂ [n − 1] such that L˜ = 0.
Theorem 3.2. Suppose thatp1, . . . , pn is a gci andpn = xn−cnxmn−1,with ,m coprime positive
integers. Let p˜1, . . . , p˜n−1 be the binomial system obtained through parametric reduction. Then
D = D˜ and, for any L ⊂ [n],
L = L˜. (3.2)
Consequently, d = d˜ as well.
Proof. Let c = (c1, . . . , cn) ∈ (k∗)n be such that Jc is a complete intersection. We may assume
without loss of generality that cn = 1. Let c˜ = (c1, . . . , cn−1) and denote by J˜c˜ the ideal generated
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by p˜1(c˜; u), . . . , p˜n−1(c˜; u) in the ring k[u]. Given any ˜ = (1, . . . , n−1) ∈ V(J˜c˜) ⊂ k¯n−1,
let us denote by  the point (1, . . . , n−2, n−1, mn−1) ∈ V(Jc) ⊂ k¯n. This assignment ˜ → 
deﬁnes a bijection between V(J˜c˜) and V(Jc) since ,m are coprime, and so D = D˜. To show
that d = d˜ it sufﬁces to prove that at the level of local rings
dimk¯(R ⊗k k¯)/(Jc) = dimk¯(R˜ ⊗k k¯)˜/(J˜c˜)˜. (3.3)
We will denote by A1 the localization of k¯[u1, . . . , un−1] at ˜ and by A2 the localization of
k¯[u1, . . . , un−2, un−1, umn−1] at ˜. Let (Jˆc˜)˜ be the ideal generated by p˜1(c˜; u), . . . , p˜n−1(c˜; u)
in A2 so that (J˜c˜)˜ = A1 · (Jˆc˜)˜. Again, since m and  are coprime it is clear that
dimk¯(R ⊗k k¯)/(Jc) = dimk¯ A2/(Jˆc˜)˜.
Thus, the result will follow if we show that
dimk¯ A1/(J˜c˜)˜ = dimk¯ A2/(Jˆc˜)˜ (3.4)
The following proof of (3.4) was suggested to us by Mircea Mustata.
We recall from [21, §14] the following notion of multiplicity: let (R,m) be a d-dimensional
Noetherian local ring, M a ﬁnite R-module and q anm-primary ideal. The multiplicity of M with
respect to q equals
e(q,M) = lim
m→∞
d!
md
length(M/qm+1M). (3.5)
Since both A1 and A2 are Cohen–Macaulay rings of dimension n − 1 and
p˜1(c˜; u), . . . , p˜n−1(c˜; u)
deﬁne a regular sequence in A2, hence in A1 as well, it follows from [21, Theorem 14.11] that
dimk¯ A2/(Jˆc˜)˜ = e((Jˆc˜)˜, A2) and dimk¯ A1/(J˜c˜)˜ = e((J˜c˜)˜, A1).
On the other hand, A1 may be considered as a A2-module and it is clear from (3.5) that
e((J˜c˜)˜, A1) = e((Jˆc˜)˜, A1).
Finally, [21, Theorem 14.8] gives that
e((Jˆc˜)˜, A1) = rankA2 A1 · e((Jˆc˜)˜, A2) = e((Jˆc˜)˜, A2),
since the assumption that m and  are coprime implies that the two domains A1, A2 have the same
fraction ﬁeld and so rankA2A1 = 1. This proves (3.4). 
3.2. Irreducible systems
Deﬁnition 3.3. A binomial system p1, . . . , pn is said to be irreducible if it is in normal form and
it is not possible to reorder it so as to ﬁnd a proper index subset I ⊂ [n] such that for every i ∈ I
the binomial pi depends only on the variables xj , j ∈ I .
Recalling that a system in normal form is a gci and that 0 ∈ V(J ), we easily have:
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Lemma 3.4. Let p1, . . . , pn be an irreducible system as in (1.1) and let c ∈ (k∗)n be such that
Jc is a complete intersection. Then if a ∈ Vc, either a = 0 or a ∈ (k¯∗)n.
Proof. Given a ∈ Vc, let I = {i ∈ [n] : ai = 0}. If i ∈ I then, since p1, . . . , pn is in normal
form,
pi(c; x) = xrii − cixi , ri > 0, i = 0,
and, since ai = 0, we must have supp(i ) ⊂ I for all i ∈ I . This contradicts the irreducibility of
p1, . . . , pn unless I = [n] or ∅. 
The following theorem identiﬁes d and  for irreducible systems. Recall that  = | detB| is
the cardinality of Vc ∩ (k¯∗)n. Our arguments are built on the proof of a result of Vinberg (cf. [18,
Theorem 4.3]).
Theorem 3.5. Given an irreducible system
pi(c; x) = xrii − cixi , i = 1, . . . , n,
where ri > 0, i ∈ Nn, i = 0, then:
• If all principal minors of B are positive
d = r1 · · · rn,  = d − .
Such a system will be called a global irreducible system.
• Otherwise,  = r1 · · · rn and d = + . In this case we say that the system is local.
Proof. Let us ﬁx throughout coefﬁcients c ∈ (k∗)n such that Jc is a complete intersection. Since
the system is in normal form, the entries of B are bii = ri −(i )i and bij = −(i )j , i = j . Hence,
its off-diagonal terms are non-positive. Moreover, the irreducibility of the system implies that B
is indecomposable in the sense of [18]. In fact, the irreducibility of the system implies a stronger
condition, namely [18, Lemma 4.3]: suppose u ∈ Rn is a vector with non-negative entries and
that B ·u0 in the sense that all its entries are non-negative as well. Then either u = 0, or u > 0,
i.e., all its entries are strictly positive. Indeed, let I = {i ∈ [n] : ui = 0, then for any i ∈ I ,
(B · u)i0 and equality occurs if and only if bij = 0 for all j /∈ I . Hence, by irreducibility we
must have I = [n] or ∅.
Given that [18, Lemma 4.3] holds in our case, we can apply Theorem 4.3 in [18] and conclude
that three cases are possible:
• There exists w ∈ Qn all of whose entries are positive such that B · w > 0.
• There exists w ∈ Qn, all of whose entries are positive such that B · w < 0.
• rank(B) = n−1 and there exists w ∈ Qn all of whose entries are positive such that B ·w = 0.
According to [3, Theorem 2.3], the ﬁrst condition is equivalent to the statement that all principal
minors of B are positive which implies, in particular, that all the diagonal entries of B are strictly
positive. These are the so-called M-matrices of [3]. Moreover, if we consider a term order in
k[x1, . . . , xn] that reﬁnes the weight order deﬁned by w, the term xrii will be the leading term in
pi(c; x), and hence p1(c; x), . . . , pn(c; x) is a Gröbner basis. It then follows [5, §5.3, Proposition
4] that d = r1 · · · rn and, by Lemma 3.4,  = d − .
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In the second case we can similarly deﬁne a local order (cf. [14]) for which the leading term of
pi(c; x) is xrii . Hence p1(c; x), . . . , pn(c; x) is a standard basis in the local quotient ring at the
origin and, consequently,  = r1 · · · rn and d = + . We note that this is valid even if detB = 0
since, in that case, Jc is a complete intersection if and only if Vc = {0}.
In the third case, the binomials pi(c; x) are weighted homogeneous relative to the weight w
and therefore  = r1 · · · rn and d = +  since, again, Vc consists of only the origin. Thus, this
case behaves as the previous one and we will also refer to it as a local case. 
Remark 3.6. We note that if n = 1, the system p = x − cx,  = , will be local if  <  and
global if  > .
3.3. The general case
We consider now general gci systems in normal form. Throughout this subsection we will,
again, ﬁx coefﬁcients c ∈ (k∗)n so that Jc is a complete intersection. For economy of notation we
will denote simply by pi the corresponding binomials in k[x1, . . . , xn]. If the system p1, . . . , pn
is not irreducible, then, as Lemma 3.8 shows, it is possible to choose an increasing sequence
0 = 0 < 1 < · · · < s = n (3.6)
so that if Ia = {a−1 + 1, . . . , a}, then the following holds:
• For i ∈ Ia , pi ∈ k[xj ; j ∈ I1 ∪ · · · ∪ Ia].
• The system pˆi := pi(1, . . . , 1, xa−1+1, . . . , xa ), i ∈ Ia , is irreducible.
Deﬁnition 3.7. A system of this form will be said to be in triangular form relative to the blocks
I1, . . . , Is . Given a reducible system in triangular form, we will refer to the system {pˆi , i ∈ Ia}
as the restriction of p1, . . . , pn to Ia and denote it, for short, by pˆa .
Lemma 3.8. Any system of n binomials p1, . . . , pn in normal form (2.9) can be put in triangular
form in time O(n2).
Proof. Consider the occurrence matrix N: this is a 0-1 matrix with nij = 0 if and only if i = j
and pi depends on xj (i.e., if pi = xrii − cixi with ij = 0). This is a standard construction,
ﬁrst used by Steward [27], for the analysis of the structure of large systems of equations. Note
that, because the system is in normal form, putting p1, . . . , pn in triangular form corresponds
precisely to ﬁnding a permutation matrix P such that tPNP is block lower triangular, with the
irreducible subsystems of p1, . . . , pn corresponding to the irreducible diagonal square blocks
along the diagonal of tPNP.
Tarjan’s algorithm [30] to search for the strongly connected components of the directed graph
associated to N provides an efﬁcient method for ﬁnding such permutation matrix P [9,23]; it runs
in time linear in the number of vertices plus the number of edges of the graph. 
Given a system in normal form and triangular relative to I1, . . . , Is , let a = | detBa|, where
Ba is the matrix associated with the system pˆa and
a =
∏
j∈Ia
rj .
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We also denote by a the multiplicity of pˆa at 0 and by da the total number of solutions of pˆa
counted with multiplicity.
For a triangular system p1, . . . , pn, its associated matrix is block lower-triangular:
B =
⎛
⎜⎜⎜⎝
B1 0 . . . 0
C21 B2 . . . 0
...
...
. . .
...
Cs1 Cs2 . . . Bs
⎞
⎟⎟⎟⎠ . (3.7)
The number of solutions of the system p1, . . . , pn and the patterns of possible zero coordinates
of the solutions are best described in terms of the directed acyclic graph G with s vertices labeled
{1, . . . , s} and an arrow from node a to node b if and only if the rectangular submatrix Cba is not
identically zero. We recall that a vertex is called a source if it is not the head of any arrow. The
subset of sources of the vertex set of a subgraph H of G will be denoted by S(H).
Remark 3.9. We can think of G as a weighted graph, where each vertex a ∈ [s] comes with the
weights a, a, a (or a, da, a). Equivalently, we can think that the information at each node
is coded by the weights a, a plus an additional label global or local according to where Ba is
global or local, which prescribes the relation among a, a and a (or a, da and a).
Theorem 3.10. The multiplicity  of Jc at the origin equals
 =
⎛
⎝ ∏
a∈G\S(G)
a
⎞
⎠
⎛
⎝ ∏
b∈S(G)
b
⎞
⎠ . (3.8)
Proof. We will prove formula (3.8) by induction in the number s of blocks. If s = 1, the system
is irreducible and {1} ∈ S(G) so the formula holds. Consider s > 1 and assume that the result
is true for systems with s − 1 blocks. Let B be as in (3.7), set n′ := s−1, where s−1 is as in
(3.6), and consider the ideal J ′c := 〈p1, . . . , pn′ 〉, in the polynomial ring in the ﬁrst n′ variables.
Clearly, p1, . . . , pn′ is in normal and triangular form. Let G′ be the corresponding graph; it is
obtained by erasing from G the vertex s and all edges ending at s. By inductive hypothesis, we
have that the multiplicity ′ of J ′c at 0′ equals
′ =
⎛
⎝ ∏
a∈G′\S(G′)
a
⎞
⎠
⎛
⎝ ∏
b∈S(G′)
b
⎞
⎠ . (3.9)
The matrix B has the form
B =
⎛
⎜⎝ B ′ 0
C Bs
⎞
⎟⎠ . (3.10)
If the rectangular matrix C is identically zero, then the last n − n′ polynomials depend only on
the last n − n′ variables, and we have that
 = ′ · s ,
as wanted, since in this case S(G) = S(G′) ∪ {s}.
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On the other hand, if C is not zero, it is possible to ﬁnd a positive weight vector w such that the
initial monomial in−w(pj ) = xrjj , for all n′ < jn. Indeed, set J0 = [n′], and, for l1 deﬁne
J :=
{
k ∈ [n]
∖(
−1⋃
a=0
Ja
)
: J−1 ∩ supp(k) = ∅
}
.
Note that C = 0 implies that J1 is non-empty. Also, the assumption that Bs is irreducible guar-
antees that there exists Ln − n′ such that [n]\[n′] = ⋃1L J. Now, choose wk = 1 for
k ∈ JL. Then assuming that the weights for the variables k ∈ Ja , aL− 1, have been chosen
so that in−w(pj ) = xrjj for all j ∈ Jb, b+1, we may choose positive weightswk for k ∈ J−1
that are sufﬁciently large so that in−w(pj ) = xrjj for all j ∈ J as well.
Consider now any local order ≺ in k[x1, . . . , xn] reﬁning the weight −w. Let {q1, . . . , qt } be a
standard basis for the idealJ ′c with respect to the local order induced by≺ in k[x1, . . . , xn′ ]. Then,
{q1, . . . , qt , pn′+1, . . . , pn} is a standard basis for Jc relative to ≺ since, for every i = 1, . . . , t ,
the leading monomials of the polynomial qi is coprime with those of the pj , n′ < jn, and,
therefore, the weak normal form of the corresponding S-polynomial is 0 [14]. The corresponding
initial ideal L≺(Jc) will be generated by some monomials in the ﬁrst n′ variables (generating the
initial ideal L≺′(J ′c)) and the pure powers x
rj
j for all j > n
′
. Therefore, the multiplicity  of Jc
at 0 equals
dimk¯
(
k¯[x1 . . . , xn]/Jc
)
0 = dimk¯
(
k¯[x1 . . . , xn]/L≺(Jc)
)
0
= dimk¯
(
k¯[x1 . . . , xn′ ]/L≺′(J ′c)
)
0 · dimk¯
(
k¯[xn′+1 . . . , xn]/〈xrn′+1n′+1 · · · xrnn 〉
)
0
= dimk¯
(
k¯[x1 . . . , xn′ ]/J ′c
)
0 · s .
In this case s /∈ S(G), and so S(G) = S(G′). Since the dimension of the local quotient by J ′c at
the origin equals (3.9), we get that
 = ′ · s =
⎛
⎝ ∏
a∈\S(G)
a
⎞
⎠
⎛
⎝ ∏
b∈S(G)
b
⎞
⎠ ,
as wanted. 
Remark 3.11. Using Theorem 3.5 we can translate (3.8) as
 =
⎛
⎝∏
a∈G1
da
⎞
⎠
⎛
⎝∏
b∈G2
b
⎞
⎠ , (3.11)
where G1 is the set of nodes of G corresponding to the global, non-sources of G and G2 is its
complement.
We will also need the following terminology.
Deﬁnition 3.12. A vertex b of (the directed acyclic graph) G is said to be a descendant (respec-
tively, a direct descendant) of the vertex a if there is a directed path (respectively, a directed
edge) from a to b. A (directed) subgraph H of G is said to be full if, for any of its vertices j, all
its descendants and all the directed paths starting from j also belong to H. The collection of full
subgraphs of G will be denoted by F(G).
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The empty subgraph is full and even if G is connected, a full subgraph H may be disconnected.
Note also that a full subgraph is completely determined by its sources.
The following result reﬁnes the description given in Remark 2.7 of subsets L ⊂ [n] with
L = 0.
Proposition 3.13. Let p1, . . . , pn be a binomial complete intersection in normal and triangular
form and L ⊂ [n]. Then L = 0 unless there exists a full subgraph H of G such that∏
a /∈H
a = 0 (3.12)
and L coincides with the union of all the indices belonging to blocks that are vertices of H.
Proof. With the above notations, let  = (1, . . . , n) ∈ V(Jc) and L = L() = {i ∈ [n] : i =
0}. Set H = {a ∈ G : Ia ∩ L = ∅}. If a ∈ H then we may argue as in Lemma 3.4 to conclude
that Ia ⊂ L. Suppose now that a ∈ H and that (a, b) is an edge in G. Since Cba = 0, there exists
i ∈ Ia and j ∈ Ib such that i ∈ supp(j ) and, consequently, j = 0, i.e., j ∈ Ib ∩L, and b ∈ H .
This shows that H is a full subgraph of H. The need for condition (3.12) was already noted in
Remark 2.7. 
With notation as in Proposition 3.13, given a full subgraph H ⊂ G, we will denote by L(H)
the set of indices belonging to blocks associated with vertices of H.
Proposition 3.14. Given a full subgraph H of G, the number DL(H) of points in V(Jc) ∩ k¯nL(H)
counted without multiplicity equals
DL(H) =
(∏
a /∈H
a
)
(3.13)
while the number L(H) of points in V(Jc) ∩ k¯nL(H) counted with multiplicity equals
L(H) =
(∏
a /∈H
a
)⎛⎝ ∏
b∈H\S(H)
b
⎞
⎠
⎛
⎝ ∏
e∈S(H)
e
⎞
⎠ . (3.14)
Proof. The ﬁrst assertion follows easily from Proposition 3.13. In order to prove (3.14), let
 ∈ V(Jc) ∩ k¯nL(H), write  = ((1), . . . , (s)) with (a) ∈ k¯|Ia | for all a ∈ [s]. Since H is a
full subgraph, there are no edges starting at a node in H and ending at a node outside of H; i.e.,
Cba = 0 for all a ∈ H and b /∈ H . Therefore, it is possible to relabel the variables and the
binomials p1, . . . , pn so that the system remains in normal form and satisﬁes that a < b for all
a /∈ H and b ∈ H . Thus, we may assume without loss of generality that H = {t + 1, . . . , s} and
therefore  = ((1), . . . , (t), 0, . . . , 0) with (a) ∈ (k¯∗)|Ia | for a = 1, . . . , t . Equivalently,
 = (′, 0) ∈ (k¯∗)n′ × (k¯)n−n′ , n′ := t .
We let x′ stand for the ﬁrst n′ variables x1, . . . , xn′ and x′′ for the remaining n − n′ variables.
Then
J ′c := 〈p1, . . . , pn′ 〉 ⊂ k[x′]
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and ′ is a simple zero ofJ ′c . Hencep1, . . . , pn′ deﬁne themaximal ideal in the local ring
(
k¯[x′])′ .
We then have
 := dimk¯
(
k¯[x]/Jc
)

= dimk¯
(
k¯[x]/〈x1 − 1, . . . , xn′ − n′ , pn′+1, . . . , pn〉
)

= dimk¯
(
k¯[x′′]/〈pn′+1(′, x′′), . . . , pn(′, x′′)〉
)
0
= dimk¯
(
k¯[x′′]/〈pn′+1(1, . . . , 1, x′′), . . . , pn(1, . . . , 1, x′′)〉
)
0 .
So,  equals the multiplicity at the origin 0 ∈ k¯n−n′ of the system {pˆn′+1, . . . , pˆn}. Formula
(3.14) now follows from Theorem 3.10, and the fact that the system p1, . . . , pn′ has 1 · · · t
simple solutions in (k¯∗)n′ . 
The following explicit formulas for d and D follow by adding (3.13) and (3.14) over all full
subgraphs of G.
Theorem 3.15. Suppose that p1, . . . , pn are in normal, triangular form. For generic parameters
c ∈ (k∗)n, the total number of solutions of the system p1(c; x) = · · · = pn(c; x) = 0, counted
without multiplicity, equals
D =
∑
H∈F(G)
(∏
a /∈H
a
)
, (3.15)
and the total number of solutions counted with multiplicity equals
d =
∑
H∈F(G)
(∏
a /∈H
a
)⎛⎝ ∏
b∈H\S(H)
b
⎞
⎠
⎛
⎝ ∏
e∈S(H)
e
⎞
⎠ . (3.16)
We end this section with a recursive formula to compute d. In order to state the following
proposition we deﬁne, for 1rs, the binomial system q(r):
pi(1, . . . , 1, xr−1+1, . . . , xn), i ∈ Ir ∪ · · · ∪ Is .
Note that the matrix associated with q(r) is
B(r) =
⎛
⎜⎜⎜⎝
Br 0 . . . 0
C(r+1)r Br+1 . . . 0
...
...
. . .
...
Csr Cs(r+1) . . . Bs
⎞
⎟⎟⎟⎠ . (3.17)
Clearly if p1, . . . , pn is in normal, triangular form, so is q(r). We denote by Fr the number of
solutions in k¯n−r−1 , counted with multiplicity, of the system q(r).
Proposition 3.16. Fr is a polynomial function of {a, a, a, a = r, . . . , s}. It may be computed
recursively as
Fs = ds = s + s ,
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Fr = r · Fr+1 + r · Fr+1|b=0,b=b , (3.18)
where b runs over all indices in {r + 1, . . . , s} such that Cbr = 0.
Proof. We may assume without loss of generality that r = 1 < s. Let G be the graph of B and
G(2) the subgraph of G associated to the submatrix B(2) deﬁned by (3.17).
Any full subgraph H ∈ F(G(2)) may be thought of as a full subgraph in G. We denote by
F ′ ⊂ F(G) the collection of such subgraphs. Clearly F ′ consists of all full subgraphs of G not
containing vertex 1. Let F ′′ denote the complement of F ′ in F(G). Removing vertex 1 from a
subgraphH ∈ F ′′ deﬁnes a full subgraphH(2) ofG(2) with the property that no direct descendant
of 1 in G may be in G(2) \H(2). Let us denote by F ′′(G(2)) the collection of such full subgraphs
of G(2). We can write
F1 =
∑
H∈F ′
L(H) +
∑
H∈F ′′
L(H). (3.19)
Since, for H ∈ F ′, 1 /∈ H , in view of (3.14), the ﬁrst sum may be computed as∑
H∈F ′
L(H) = 1
∑
H∈F(G(2))
L(H) = 1F2, (3.20)
since S(H) is the same whether we view H as a subgraph of G or of G(2).
Thus, in order to complete the proof we need to show that the second sum in (3.19) equals
1 · F2|b=0,b=b ,
where b runs over all vertices in G(2) that are direct descendants of 1 in G. We note ﬁrst of all,
that setting b = 0 for all direct descendants b of 1 has the effect of restricting the sum in (3.16)
to F ′′(G(2)). Moreover, given H ∈ F ′′, let H(2) denote the full subgraph of G(2) obtained by
removing the vertex 1 from H. Then S(H(2)) consists of S(H) ∩ G(2) together with all direct
descendants of 1 in H. This change may be accomplished by replacing b by b whenever b ∈
H(2) is a direct descendant of 1 in H. Since 1 ∈ S(H) for all H ∈ F ′′, we obtain the desired
equality. 
Example 3.17. We return to Example 2.13. We recall that the reduced system p˜1, . . . , p˜6 is
p˜1 = u51 − u31u2, p˜2 = u72 − u81u2,
p˜3 = u23 − u61u33, p˜4 = u34 − u21u2u25u6,
p˜5 = u25 − u24u5, p˜6 = u36 − u31u4u5u6
and, therefore, its associated matrix is
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
2 −1 0 0 0 0
−8 6 0 0 0 0
−6 0 −1 0 0 0
−2 −1 0 3 −2 −1
0 0 0 −2 1 0
−3 0 0 −1 −1 2
⎞
⎟⎟⎟⎟⎟⎟⎠
.
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Therefore, the system is in normal triangular formwith blocks relative to the index sets I1 = {1, 2},
I2 = {3}, and I3 = {4, 5, 6}. The block B1 is global, while B2 and B3 are local. The graph G has
3 vertices {1, 2, 3} and arrows from 1 to 2 and 1 to 3. Hence S(G) = {1}. The weights are
1 = 4, 2 = 1, 3 = 5, 1 = 35, 2 = 2, 3 = 18,
and, taking into account the local/global label, we get 1 = 31, 2 = 2, 3 = 18.
We may now apply (3.8) to compute the multiplicity ˜ of 〈p˜1, . . . , p˜6〉 at the origin
˜ = 1 · 2 · 3 = 1116.
In order to compute d˜ we use the inductive procedure of Proposition 3.16. Since the subgraph
with vertices {2, 3} is disconnected we have
F2 = (2 + 2) · (3 + 3).
Hence, F1 = 1 · (2 + 2) · (3 + 3) + 1 · 2 · 3. This gives d˜ = 1392. We note that this is
far from the Bézout bound of 43740.
Using Lemma 3.1 and Theorem 3.2 we see that the total number of solutions for the original
system p1, . . . , p8 are given by d = 2d˜ and  = 2˜. These values may be easily veriﬁed using a
computer algebra system such as Singular [15].
Finally, we note that G has ﬁve full subgraphs with vertex sets: {1, 2, 3}, {2, 3}, {2}, {3}, and
∅. This means that there are ﬁve index sets L˜ ⊂ [6], such that L = 0. They are L˜1 = [6],
L˜2 = {3, 4, 5, 6}, L˜3 = {3}, L˜4 = {4, 5, 6} and L˜5 = ∅. The corresponding multiplicities are
according to (3.14):

L˜1
= ˜ = 1116, 
L˜2
= 144, 
L˜3
= 40, 
L˜4
= 72, 
L˜5
= ˜ = 20.
Moreover, the total number of solutions counted without multiplicity is given by
D˜ = 1 + 1 · 3 + 1 · 2 + 1 · 2 · 3 = 48.
This information may be lifted to the original system using the bijection L → L˜ discussed before
Theorem 3.2. We get that L = 0 except for the following subsets:
L1 = [8], L2 = {4, 5, 6, 7, 8}, L3 = {4}, L4 = {5, 6, 7, 8}, L5 = ∅.
Once again, Li = 2L˜i .
4. Counting complexity
In this section we will study the counting complexity, in the sense of [31], of computing the
numerical invariants d, D, , , and L associated with a gci p1, . . . , pn.
We have already proved that we may decide in polynomial time if p1, . . . , pn is a gci and that
the property of being a complete intersection is independent of the coefﬁcients if detB = 0.
Moreover, if p1, . . . , pn is a gci we may also transform it into normal and triangular form in
quadratic time. Also, since a system with generic exponents is irreducible and satisﬁes detB =
0, we may compute its invariants in time polynomial in n for any choice of coefﬁcients by
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Theorem 3.5. In the general case, we may compute , , and L, for a particular choice of L,
directly from the invariants a , a , and a associated with the diagonal blocks of the system.
Thus, , , and L may be computed in polynomial time as well.
However, we will show below in Theorem 4.3 that the computation of d or D is a #P -complete
problem, and therefore it is at least as hard as an NP-complete problem [31]. In order to do this
we begin by reversing the relationship between binomial systems and weighted acyclic directed
graphs.We recall that to a binomial system p1, . . . , pn in normal and triangular form we associate
an acyclic-directed graph G whose vertices {1, . . . , s} correspond to the diagonal blocks of the
associated matrix B and that each vertex has weights a , a , a ∈ [s], plus a label “local” or
“global”. In the ﬁrst case we set a = a , while in the global case we set a = a − a . In any
case da = a + a . The proof of the following proposition is straightforward.
Proposition 4.1. Let G = (V ,E), V = [s], be an acyclic-directed graph, with weights a, a ∈
Z>0 and labels local/global attached to each vertex. Let a and da be deﬁned as above. Then, the
system of binomials deﬁned by
pa(x1, . . . , xs) = xdaa − ca
⎛
⎝ ∏
(b,a)∈E
xb
⎞
⎠ xaa ,
for all global vertices a, and
pa(x1, . . . , xs) = xaa − ca
⎛
⎝ ∏
(b,a)∈E
xb
⎞
⎠ xdaa ,
for all local vertices a, has as weighted graph (G, a, a, a).
Remark 4.2. The total number of solutions d and D of the system in Proposition 4.1 are given
by (3.16) and (3.15), for generic parameters ca . For any order on the set of vertices of G such that
i < j if there is a path from node i to node j (i.e., for any linear extension of G), it is clear that the
corresponding matrix B of the system will be lower triangular, with diagonal entries ±(da − a).
Thus, whenever da = a , we have that det(B) = 0 and we may simply choose ca = 1 for all
a ∈ [s].
Note also that if a is a source of G, then we get pa = xdaa − caxaa in the global case, and
pa = xaa − caxdaa in the local case. This is compatible with Remark 3.6.
In the particular case when all vertices {1, . . . , s} of a directed acyclic graph G are local, and
their weights are a = 1, a = 1, for all a ∈ [s], the binomial system deﬁned in Proposition 4.1
takes a very simple form:
pa(x1, . . . , xs) = xa −
⎛
⎝ ∏
(b,a)∈E
xb
⎞
⎠ x2a , a = 1, . . . , s. (4.1)
We will refer to this system as the standard binomial system associated with G.
Theorem 4.3. Computing d and D for binomial complete intersections p1, . . . , pn in normal,
triangular form are #P -complete problems.
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Proof. By Theorem 3.15, the problems of computing d and D are in the complexity class #P .
We will show that computing these invariants gives, for special binomial systems, the number of
independent subsets of a bipartite graph G. Since, by [24], this is known to be a #P -complete
problem the result will follow.
Let G be a bipartite graph with vertices {1, . . . , s}. Let p1, . . . , ps be the standard binomial
system of G as in (4.1). Then, for each full subgraph H ⊂ G we have, by (3.14), that L(H) = 1.
Hence, according to (3.16) and (3.15), both d and D are equal to the number of full subgraphs
of G. But, as has been noted earlier, a full subgraph is completely determined by its sources
and, for a bipartite graph G, a subset of vertices is the set of sources of a full subgraph H if and
only if it is an independent subset of G. Thus, d and D agree with the number of independent
subsets of G. 
Recall that a directed acyclic graphG = (V ,E) is called transitive if there is an edge (a, b) ∈ E
each time that there is a directed path from a to b, Transitive directed acyclic graphs are in corre-
spondence with partial orders ≺ onV, where a ≺ b if and only if (a, b) ∈ E. Given a partial order
≺ on V, a subset A of V is called an antichain if given a1, a2 ∈ A, neither a1 ≺ a2, nor a2 ≺ a1.
It is shown in [24] that counting the number of antichains in posets is a #P -complete problem.
Given any directed acyclic graph G = (V ,E), it is possible to compute its transitive closure
G+ = (V ,E+), in time O(|V |3) by the well-known Floyd–Warshall’s algorithm. It follows from
(3.16) and (3.15) that d and D are the same for the standard binomial systems associated with G
and with G+.
Proposition 4.4. The number of (simple) solutions of the standard binomial system associated
with a directed acyclic graph G equals the number of antichains in the associated partial order.
Proof. As in the proof of Theorem 4.3, for the standard binomial system of G we have d =
D and this number agrees with the number of full subgraphs of G. These subgraphs are de-
termined by their sources, which correspond exactly to the antichains in the associated partial
order on V. 
Although, as the previous results show, the problem of computing the total number of solutions
for a general binomial system in normal and triangular form is #P -complete, there are classes
of binomial systems whose invariants may be computed in polynomial time. For example, if the
graph is totally disconnected then d = d1 · · · ds = ∏si=1(i + i ). At the other extreme if G is
a (complete) directed graph with vertices {1, . . . , s} and (b, a) is an edge of G for all a, b ∈ [s]
with a < b, then it is easy to see that there are only s + 1 full subgraphs of G and, consequently,
the sums in (3.15) and (3.16) consist of s + 1 terms.
Even if the number of full subgraphs is exponential in s andG has few connected components, a
boundon the number of local blocks guarantees thatd can be computed in polynomial time inn. For
instance, if all blocks are global, thenB is anM-matrix andp1, . . . , pn is a Gröbner basis for a pos-
itive weight order, and so d = 1 · · · s . We end with the following “positive” complexity result.
Proposition 4.5. Let N ∈ Z0. Assume p1, . . . , pn is in normal and triangular form with s
blocks of which at most N are local. Then, there is a formula to compute the total multiplicity
d with at most 2N summands, each involving s products. Thus, if the number of local blocks of
a binomial system in normal and triangular form is bounded independently of n, the number of
afﬁne solutions of the system can be computed in time polynomial in n.
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Proof. Recall the notation in Proposition 3.16.We may write the polynomial formulaFr((a, a,
a), a ∈ [s]) for the computation of the total number of solutions of the system q(r) purely in
terms of a and a by keeping track of the local/global character of each vertex and replacing a
by a if a is local and by a − a in the case of a global vertex. We call F˜r ((a, a), a ∈ [s])
the polynomial obtained after these substitutions. Then, for a global vertex r, the recursion (3.18)
becomes
F˜r = r · F˜r+1 + (r − r ) · F˜r+1|a=0, (4.2)
where a runs over all direct descendants of r. Let us write F˜r+1 = F ′r+1 + F ′′r+1, where F ′r+1
consists of all summands containing a factor a with a a direct descendant of 1. Hence, F ′r+1
vanishes when we set such a = 0 and (4.2) becomes
F˜r = r · (F ′r+1 + F ′′r+1) + (r − r ) · F ′′r+1 = r · F ′r+1 + r · F ′′r+1
and, consequently, the total number of summands does not change when adding a global vertex.
On the other hand, if Br is local then (3.18) becomes
F˜r = r · F˜r+1 + r · F˜r+1|a=0
and the number of summands is, at worst, doubled.
It follows thatwhenN is bounded independently of the number n of variables, d can be computed
by adding a constant number of summands. Each of these summands has sn products of factors
involving the computation of determinants of the square diagonal blocks of the associated matrix
B or products of the exponents rj . 
5. Applications
In this section we will brieﬂy discuss some of the problems that led us to the study of systems
of n binomials in n variables.
An important subfamily of binomial ideals is given by the toric ideals associated to conﬁgura-
tions A = {a1, . . . , am} ⊂ Zk of integral points spanning Zk:
IA = 〈xu − xv; A · (u − v) = 0〉,
where u, v ∈ Nm. In particular, beginning with the work of Herzog [16] and Delorme [6] the
question of classifying complete intersection toric ideals (and the corresponding semigroup alge-
bras) has been extensively studied by many authors [1,4,11–13,26]. A key step in many of these
works is the study of the ideal generated by binomials xui − xvi associated with a Z-basis of the
kernel of A. More generally, given Q-linearly independent elements 1, . . . , r ∈ Zm, consider
the associated lattice basis ideal J ⊂ k[x1, . . . , xm], generated by the binomials
bj = xuj − xvj , j = 1, . . . , r,
where j = uj − vj , and uj , vj ∈ Nm have disjoint support. Let L ⊂ Zm denote the lattice
spanned by 1, . . . , r and let IL := 〈xu − xv : u− v ∈ L〉 be the corresponding lattice ideal. We
assume that these ideals are homogeneous, i.e., w1 + · · · + wm = 0, for every w ∈ L.
The ideal IL is prime if and only if the lattice L is saturated. If L is not saturated, then IL has
g radical primary components, where g is the index of L in its saturation. Moreover, all these
components have the same degree, equal to the degree dL of the associated toric variety [10].
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We can apply Theorem 3.15 to compute the multiplicity and geometric degree [2] of the
primary components of J. This may be used to describe the holonomic rank of Horn systems
of hypergeometric partial differential equations and to study sparse discriminants, generalizing
the codimension-two case [8,7].
A straightforward extension of the results of [17] to non-saturated lattices gives the following
description of all primary components q of J. Let K ⊂ {1, . . . , m} and Z(K) ⊂ {1, . . . , r} as in
(2.3). Assume that n := |Z(K)| = |K| and for all j /∈ Z(K)
supp(uj ) ∩ K = supp(vj ) ∩ K = ∅.
Let p′ be a primary component of the lattice ideal IL′ associated to the sublattice ofZm−n spanned
by j , j /∈ Z(K). Then, the ideal
q = p′ + 〈bi, i ∈ Z(K)〉
is a primary component of J with associated prime
p = p′ + 〈xk, k ∈ K〉.
Note that for K = ∅ we recover the components of IL.
In order to describe the multiplicity and geometric degree of a component q, let us assume that
K = Z(K) = {1, . . . , n} and for any w ∈ Zm, denote (w) = (w1, . . . , wn). Let j = (uj ),
j = (vj ) and set
pj (c; x) = xj − cj xj , cj ∈ k∗.
Since J is a complete intersection, p1, . . . , pn is a gci. Let  denote the multiplicity at the origin.
Fix coefﬁcients c ∈ (k∗)n such that Jc is a complete intersection. Since
 = length (k[x1, . . . , xn]/Jc)0 = length (k[x1, . . . , xm]/J )p ,
and the degree of p equals that of p′, we have
Proposition 5.1. With notation as above, the multiplicity of q equals  and the geometric degree
of q equals dL′ · .
As a second application, consider a system of constant coefﬁcient partial differential equations
deﬁned by n operators of the form
aj
j − bjj , j = 1, . . . , n, (5.1)
where aj , bj ∈ k∗, j , j ∈ Nn, j = j . Assume moreover that the ideal J in k[x1, . . . , xn] be
generated by the binomials ajxj − bjxj is zero-dimensional. As before, let L be the number
of points in V(J ) ∩ k¯nL counted with multiplicity. From [29, Chapter 10], we have the following
characterization.
Proposition 5.2. Let L ⊆ {1, . . . , n}. The dimension of the space of solutions to (5.1) which
depend polynomially on the variables x,  ∈ L, and exponentially on the remaining variables
xj , j /∈ L, equals L.
These dimensions can then be computed using the results in Section 3, particularly
formula (3.14).
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