ABSTRACT Max-min fuzzy relation equations are introduced to describe the peer-to-peer (P2P) data transmission mechanism in instructional information resources' sharing system. In some cases, it is not able to satisfy the download requirements of the terminals completely. Hence, the max-min fuzzy relation equations system might be inconsistent. In order to avoid the unbalance of the dissatisfaction degree, we introduce a new definition of approximate solution for the inconsistent max-min fuzzy relation equations' system. Our defined approximate solution could minimize the biggest dissatisfaction degree among the equations. Based on an auxiliary system with the parameter, we propose a linear searching algorithm to find an approximate solution of an inconsistent max-min system. A detailed numerical example is provided to show the resolution processes and the validity of our proposed algorithm.
I. INTRODUCTION A. FUZZY RELATION EQUATION AND THE CORRESPONDING OPTIMIZATION PROBLEM
System of fuzzy relation equations with max-min composition (we also say max-min fuzzy relation equations) was proposed by Sanchez [1] and then applied to medical diagnosis in Brouwerian logic [2] and other fields [3] - [6] . Here we provide another potential application of the max-min fuzzy relation equations in the instructional information resources allocation. The resources are assumed to stored in n connected terminals, denoted by A 1 , A 2 , . . . , A n . Due to the unbalanced allocation of the resources, the terminals have to download their requisite resources from other terminals. The data transmission mechanism is BitTorrent-like Peer-to-Peer (see Fig. 1 . below). In such P2P instructional information resources sharing system, the terminals are required to share their local instructional information resources to any other
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terminals. On the other hand, they are, in the same time, allowed to download their requisite resources from other terminals.
Assume that the jth terminal A j shares (sends out) its local resources on the quality level x j (Measure: Mbps). Considering the bandwidth of the terminals A i and A j , denoted by a ij , the quality level on which A i receives resources provided by A j is actually a ij ∧ x j .
Notice that all the terminals are required to provide (share) their local resources to A i . On the other hand, A i is free to select the terminal to download its requisite instructional information resources. In general, A i will selects the terminal with highest resource-providing quality level. Hence the quality level on which A i receives its requisite resources is (a i1 ∧ x 1 ) ∨ (a i2 ∧ x 2 ∨ · · · ∨ (a in ∧ x n ).
When a terminal downloads the resources from other terminal, it usually hopes the download traffic reaches some quality level. Suppose the requirement of such quality level is b i , After normalization of the parameters and variables, these equations could be further written as the following vector form of max-min fuzzy relation equations:
where
, and
i = 1, 2, . . . , m. System (1) can also be written in matrix form as
where A = (a ij ) m×n is fuzzy matrix and
For convenience, we always denote the index sets {1, 2, . . . , m} and {1, 2, . . . , n} by I and J respectively in this paper. Moreover, the solution set of system (1) is denoted by X (A, b). We call system (1) consistent (inconsistent) when its solution set X (A, b) is nonempty (empty). It is well known that X (A, b) is fully determined by one maximum solution and a finite number of minimal solutions. Consequently, solving the complete solution set of system (1) is equivalent to finding out all the minimal solutions. Although many researchers focused on the solution method to the minimal solutions [7] - [15] and the resolution method kept on enhancing, solving all the minimal solutions is still difficult work and equivalent to an NP hard problem [16] - [19] . Based on the feasible constraints of fuzzy relation equations or inequalities, corresponding optimization problems were studied in [39] - [49] .
In the above works, resolution of max-min fuzzy relation equations and the other relevant theoretical results were carried out and studied depending on the fundamental assumption that the system is consistent. However, considering the application aspects, the system of max-min fuzzy relation equations is not always consistent [27] , [28] . That is to say, it is possible that there exists no vector x satisfying all the equations in system (1). Due to this reason, solving the approximate solution(s) of the inconsistent system (1) attracted some researchers' attentions. Pedrycz was the first scholar who investigated the approximate solution [20] . Quasi-Newton method was applied to find the optimal vector owning the minimum distance between the left side vector A • x and the right side vector b. The obtained optimal vector was considered as the approximate solution. Before long, Gottwald and Pedrycz introduced another method to deal with this problem [21] . The system of max-min fuzzy relation equations was modified to increase the solvability index until it was consistent. Unfortunately, this method was pointed out to be inefficient and the solution often reached a trivial one [22] .
Recently, for inconsistent system of fuzzy relation equations, Euclidean distance [23] and Hamming distance [24] - [26] were introduced respectively, to describe the goodness measure of a vector and define the (best) approximate solution. Heuristic method [23] , [24] or Genetic algorithm [25] was applied to search the approximate solution which minimized the distance. But both of these two kinds of algorithms search the approximate nonlinearly. Under this consideration, we aim to develop a linear searching method for the same problem.
In this paper we employ a new distance to define the approximate solution of inconsistent system (1). Furthermore, simple linear searching method was proposed to deal with the inconsistent system. The rest part of this work is organized as follows. New definition of approximate solution to the max-min fuzzy relation equations system is presented in Sec. II. In Sec. III, based on an auxiliary system, we develop a linear searching method for obtaining the approximate solution of our proposed system. Detailed algorithm and illustrative example are also provided. Sec. IV is simple conclusion.
In the following, system (1) is always assumed to be inconsistent.
II. NEW DEFINITION OF APPROXIMATE SOLUTION TO SYSTEM (1)
Let X = [0, 1] n be the set of all potential solutions of system (1) . Considering the inconsistent assumption, for arbitrary x ∈ X , there exists at least one equation in (1) that cannot be satisfied. In general, the approximate solution to system (1) should be a potential solution which satisfies all the equations in (1) at a highest level or degree. For measuring the satisfaction degree of a potential solution in (1), we define concept of deviation as follows.
Definition 1 (Deviation): Let x ∈ X . For arbitrary i ∈ I , d i (x) is said to be the ith deviation of x in system (1), where In recent literatures on approximate resolution of fuzzy relation equations [24] - [26] , Hamming distance h(x) was applied to describe the goodness measure or satisfaction degree, based on which the approximate solution was defined. Here, the Hamming distance
is exactly the total deviations of x, i.e. the sum of d i (x), i ∈ I . The objective problem in [24] - [26] is to find potential solution x such that h(x) reaches its minimum value. However, we believe minimizing the Hamming distance h(x) is not a best choice to describe the approximate solution in some cases. Suppose x * makes h(x) reaches its minimum value. It is possible that some term(s) in
for example d i (x * ), is much bigger than the other terms. This means the i equation cannot be satisfied at a relative high degree, and the satisfaction degrees of all the equations are unbalanced. In order to balance the satisfaction degrees, we introduce the following biggest deviation of x,
instead of the total deviations, i.e. h(x).
In fact, h(x) is constructed considering the efficiency, while d(x) is established according to the egalitarianism. Based on the biggest deviation d(x), the corresponding definition of approximate solution could be presented as follows.
Definition 2 (Approximate Solution): In system (1), an approximate solution is a potential solution
According to Definition 2, obtaining the approximate solution to system (1) is equivalent to solving the optimization problem
In the following sections we propose a novel linear searching algorithm to deal with problem (7).
III. LINEAR SEARCHING METHOD FOR SOLVING THE APPROXIMATE SOLUTION A. AUXILIARY SYSTEM WITH PARAMETER
In this subsection, we introduce an auxiliary system with parameter y, which would be helpful for solving problem (7). Inequality was widely applied in various fields [30] - [38] . The auxiliary system is composed by a group of inequalities with max-min composition. Consider the following auxiliary system with y,
where x ∈ X , and y ∈ [0, 1] is a parameter. In what follows system (8) is denoted by S( y). Different from the max-min fuzzy relation inequalities, the restriction b i ± y might not hold in system S( y). Similar to the maxmin fuzzy relation inequalities system, S( y) is said to be consistent if its solution set is nonempty. Now we first provide two simple properties of system S( y).
Property 1: System S(0) is inconsistent, while system S(1) is consistent.
Proof: When y = 0, system S( y) = S(0) becomes system (1). Hence S(0) is also inconsistent. When y = 1, it is easy to verify that for any x ∈ X , it holds that
i.e. x satisfies all the inequalities in system S (1) . It follows that the solution set of S(1) is X . Consequently it is consistent.
Property 2: If system S( y ) is consistent, then S( y) is also consistent for any y ≥ y .
Proof: Since S( y ) is consistent, there exists x ∈ X such that
holds for all i ∈ I . Considering y ≥ y , we have
This indicates x is a solution of system S( y). So it is consistent.
As a converse-negative proposition of Property 2, the Corollary 1 presented below is self-evident.
Corollary 1: If system S( y ) is inconsistent, then S( y) is also inconsistent for any y ≤ y .
Referring to the resolution method presented in [29] , in what follows we consider two questions below and provide the answers to them. The answers to these two questions play important role in solving problem (7) .
(i) How to check the consistency of system S( y)?
(ii) When system S( y) is consistent, how to find out one of its solution(s)? VOLUME 7, 2019 For any i ∈ I , j ∈ J , let
Moreover, we denote
, where
It is easy to check that 0 ≤ x y ij ≤ 1 and 0 ≤ x y j ≤ 1 hold for all i ∈ I , j ∈ J . Hence x y ∈ X is a fuzzy vector. Based on the above-defined vector x y , answers to questions (i) and (ii) lie in the following Theorems 1 and 2 respectively.
Theorem 1: System S( y) is consistent if and only if a i • x y
≥ b i − y holds for all i ∈ I . Proof: (⇐) In order to complete the proof, we just need to verify that a k • x y ≤ b k + y holds for all k ∈ I . Take arbitrary k ∈ I and j ∈ J . Notice that
Next we finish this inequality in two cases.
Case 2: If b k + y < a kj , then according to (9) ,
Cases 1 and 2 contribute to Inq. (11) and the proof is complete.
(⇒) Let x ∈ X be an arbitrary solution of system S( y). Then
Firstly we prove that x ≤ x y in two cases. Take arbitrary j ∈ J . Case 1:
Furthermore, in this case it follows from (12) that
Otherwise it turns out to be a ij ∧ x j = a ij > b i + y, which is conflict with Inq. (12) . Combining (12) , (13) and (14) we get
Due to the arbitrariness of j, cases 1 and 2 indicate that x ≤ x y .
Secondly, we finish the rest of the proof by contradiction.
(By contradiction) Suppose there exists some i ∈ I such that a i • x y < b i − y. Since x ≤ x y , it is easy to check that a i • x ≤ a i • x y . Consequently it holds that
i.e. x doesn't satisfies the i th inequality in system S( y). Therefore, x is not a solution of system S( y), which causes a contradiction.
Theorem 2: If system S( y) is consistent, then x y is a solution of S( y).
Proof: Based on the results given in Theorem 1, we just need to verify that a i • x y ≤ b i + y holds for all i ∈ I . Take arbitrary i ∈ I .
Case 1:
Case 2:
From Inequalities (15) and (16) it can be implies that
Due to the arbitrariness of i, the proof is complete.
B. EQUIVALENT PROBLEM TO (7)
Based on the auxiliary system constructed in the previous subsection, we establish an optimization problem as follows:
Essentially, problem (17) is a single-variable mathematical programming. The variable and the objective function are both equal to y. Consequently, when the optimal solution of problem (17) exists, it must be unique. It is clear that the optimal solution is exactly the minimum element in the set
In other words, problem (17) is solvable if and only if P has a minimum element. In fact, it can be verified that P ⊆ [0, 1] is a closed subset of R. Moreover, Property 1 shows that S(1) is consistent. This indicates 1 ∈ P and P is a nonempty set. According to Zorn's Lemma, P has a minimum element, which is exactly the optimal solution of problem (17) .
Relationship between problems (17) and (7) is shown in the following Theorem 3. 
i.e.
Let
Next we verify that x y * is an optimal solution of problem (7), with optimal objective function value y * . (i) x y * ∈ X Since x y * is a solution of S( y * ), this assertion is obvious. 
This indicates x y * is a solution of system S(d(x y * )) and cause a contradiction with the inconsistency of S(d(x y * )).
(iii) For any x ∈ X , it holds that d(x) ≥ y * (By contradiction) Otherwise, there exists x ∈ X such that d(x ) < y * . Notice that
This indicates x is a solution of system S( y ), i.e. S( y ) is consistent. However, y = d(x ) < y * . It is conflict with the optimality of y * in problem (17).
The above-proved points (i), (ii) and (iii) complete the proof.
Since the approximate solutions to system (1) happen to be the optimal solution of problem (7). The following Corollary 2 is easily obtained from Theorem 3.
Corollary 2: If the optimal solution to problem (17) is y * , then x y * (as described in Theorem 3) is an approximate solution to system (1) .
As shown in Corollary 2, in order to find an approximate solution to system (1) which is inconsistent, we just need to solve the single-variable programming problem (17) and generate our target vector by (9) and (10).
C. LINEAR SEARCHING ALGORITHM
Based on the above-presented results, we now propose an algorithm to find an approximate solution of system (1). As shown in Theorem 3, the approximate solution of (1) depends on the optimal solution of problem (17) . The following Steps 1-5 are developed to search the approximate optimal solution of (17) linearly. Thus we call it the linear searching algorithm. Linear searching algorithm for system (1) Suppose the accuracy of the solution is described by the absolute error e. We set e = 0.01.
Step 1 Step 4: If |y k + − y k − | ≥ e, then return to Step 2. Otherwise if |y k + − y k − | < e, then let y * := y k + and go to Step 5.
Step 5: The (approximate) optimal solution to problem (17) is y * , with absolute error e (Validity of the assertion lies in Theorem 4 presented later).
Step 6: According to Theorem 3 and Corollary 2, the vector x y * defined by (9) and (10) is an approximate solution to system (1).
In the above algorithm, we call the process in Steps 2-4 a circulation. Convergency of the linear searching algorithm lies in the proposition given below. 
As shown in Step 4, the termination condition of the algorithm is |y To verify that y * is an approximate optimal solution to problem (17) with absolute error e, we assume that the accurate optimal solution of (17) is y * . Then we have to verify that | y * − y * | ≤ e. Since S(y l+1 + ) is consistent, we know that y l+1 + is a feasible solution of (17) . Considering the optimality of y * , we have
Next we further prove
by contradiction. Otherwise, if y l+1 − > y * , it follows from Corollary 1 that S(y * ) is also inconsistent, since S(y * ) is inconsistent system. This is conflict with the optimality of y * .
Inequalities (27) and (28) contribute to
Combining (26) and (29) (31), as shown at the bottom of this page, including six variables and five max-min fuzzy relation equations. Find out its solution when it is consistent, or approximate solution while it is inconsistent. The matrix form of system (31) Solution: Establish the following auxiliary system (32) , as shown at the bottom of this page, which is denoted by S( y) with parameter y. Obviously, when y = 0, system S( y) turns out to be (31) . Hence the consistency of (31) ), is inconsistent. Next we apply the above-proposed algorithm to compute its approximate solution. Take the error as e = 0.01.
Step 1: 
Steps 2-4:
Computing the vector x y 1 according to (9) and (10), we get 
Computing the vector x y 2 according to (9) and (10), we get Computing the vector x y 3 according to (9) and (10), we get Computing the vector x y 4 according to (9) and (10), we get 
It follows from Theorem 1 that system S( y 4 ) is consistent. Hence Computing the vector x y 5 according to (9) and (10), we get Computing the vector x y 6 according to (9) and (10), we get 
It follows from Theorem 1 that system S( y 6 ) is inconsistent. Hence Computing the vector x y 6 according to (9) and (10), we get Step 5: The approximate optimal solution is y * = y 8 + = 0.0546875, with absolute error e = 0.01
Step 6: According to Theorem 3 and Corollary 2, the vector is an approximate solution of system (31).
IV. CONCLUSION
In the existing works, the approximate solution of max-min fuzzy relation equations was defined based on the total dissatisfaction degrees of all the equations, i.e. However this definition might cause unbalance to the dissatisfaction degrees. In order to avoid such unbalance, we introduce new definition of approximate solution, which minimizes the biggest dissatisfaction degree among the equations, i.e.
d(x)
For solving the approximate solution, we construct an auxiliary system with parameter y and an equivalent optimization problem. A linear searching algorithm is proposed to find the optimal solution of the equivalent optimization problem, depending on the consistency-checking of the auxiliary system S( y). Approximate solution of the original inconsistent system of max-min fuzzy relation equations is generated based on the obtained optimal solution. The error of the algorithm could be well controlled.
