In recent years, the K-SVD algorithm for dictionary learning has been widely used in the field of image processing. The learning algorithm constructs a dictionary consisting of groups of signal atoms derived from a set of images. The sparse linear combination of the signal atoms are used to construct the best possible match based upon the original images. The myriad applications of K-SVD algorithm include reconstruction, compression, denoising, sparse coding, super resolution, and feature extraction. The K-SVD algorithm is a serial machine learning algorithm whereby each of the signal atoms are trained in succession. All of the signal atoms are updated once within any given iteration. Given that the algorithmic complexity for one iteration is O(n 4 ), the training phase of the K-SVD algorithm is timeintensive. In order to increase the speed the K-SVD algorithm and reduce the run-time execution of each iteration, the following paper proposes a parallel version of the K-SVD algorithm and verifies its validity. We design and optimize the parallel algorithm on an Nvidia Titan X GPU by employing three strategies, specifically batches, early stop, and streaming. Experimental results indicate that the parallel algorithm produces a pronounced speedup of 80× when compared to multi-thread MATLAB implementation of the K-SVD algorithm running on a quad-core CPU.
INTRODUCTION
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CF '16, May 16-19, 2016 30] . The main goal of dictionary learning is to gain knowledge regarding the compact and meaningful signal atoms in order to form an over-complete dictionary from patches of existing images. Afterwards, the sparse linear combination of the learned signal atoms is used to describe existing images and potentially generate matches against future images with markedly similar characteristics. Let us consider image denoising as an example. An over-complete dictionary is generated based upon several patches derived from an image containing noise. The over-complete dictionary expresses the structure of the image and also presents its corresponding noise-free image. After the dictionary is generated, each patch of the noise-free image can be reconstructed according to the sparse linear combination of the signal atoms in the learned dictionary. The applications of such a dictionary include image compression [21, 12] , image reconstruction [25, 31] , image denoising [9, 26] , image deblurring [16] image super-revolution [27] , as well as classification [8, 28] . Dictionary learning has been widely used in a number of areas including computer vision [24, 17] along with medical image processing [25, 22, 20] .
The objective function of sparse representation in unsupervised dictionary learning is written as min C
||C||0
(1) subject to : ||DC − X||F < .
where C ∈ R K×N is a sparse representation matrix, D ∈ R M ×K (M < K) represents an over-complete dictionary, X ∈ R M ×N is a group of existing image patches, and is the infinitesimal error. The ||C||0 is the L0-norm, which denotes the number of non-zero entries in matrix C. The || • ||F is the Frobenius norm, which is defined as the root square sum of the elements within the matrix. Succinctly, the goal of dictionary learning is to minimize the number of non-zero entries in the sparse representation matrix C under the constraints that DC is close to X. The difficulty inherent within dictionary learning is that only the image patches, X, are known. Both the dictionary D and the sparse representation matrix C are not known a priori.
Solving the problem in Equation 1 is an NP-hard problem [6] . Several papers [15, 10, 23, 1] pursue greedy algorithms as approximate solutions. K-SVD (Singular Value Decomposition) [1] is one of the most representative dictionary learning greedy algorithms [4] . However, the traditional K-SVD algorithm is a serial machine-learning algorithm such that signal atoms in a dictionary are updated in succession. In this case, all the signal atoms are updated once within any given iteration. Training a dictionary is an intensive process because the algorithmic complexity of a single iteration is O(n 4 ). The aforementioned complexity increases as number of the iterations increases. For example, training a dictionary from a set of image patches derived from a single 512 × 512 image would require on the order of tens of hours.
At present it is becoming increasingly popular to repurpose general purpose graphics processing units (GPGPUs) as modified forms of stream processors. A number of timeconsuming applications, including dictionary learning, not only benefit from but require the high performance computing capabilities of GPGPUs. With the aid of general purpose graphics processing units, applications that would normally require several months to execute can be completed in a matter of days .
In this paper, we propose an effective parallel K-SVD algorithm designed for a multi-core architecture. In order to fully utilize the resources of the GPU and to reduce the memory utilization, we design and optimize the implementation of parallel K-SVD algorithm using streaming, batching and early stop strategies on an Nvidia GPU. The main contributions of our work include the following:
• An effective parallel K-SVD algorithm is proposed for a multi-core architecture. The signal atoms in the dictionary are updated in parallel. Experimental results obtained from an image denoising example indicate that constructing the dictionary using a parallel algorithm results in slightly better performance when compared to the serial algorithm.
• We design the parallel K-SVD algorithm on a GPU employing three strategies: early stop, batching, and streaming. The early stop strategy removes the unnecessary calculation performed in the parallel algorithm in order to minimize the utilization of the GPU hardware resources in terms of the computing resources as well as the memory throughput. The streaming strategy strives to ensure that the GPU executes processes in an overlapping manner. Batching builds upon the streaming strategy in that all threads within the batch are designed to run concurrently.
• We implement and optimize the parallel K-SVD algorithm on a GPU. Our design strives to fully utilize all of the available GPU resources. Our parallelized version of the K-SVD algorithm displays a significant amount of speedup when compared to the original serial algorithm.
The following is a description of the organization of this paper. In Section 1 we introduce the relevant background information. Section 2 discusses the related work. Further background information regarding the existing problem as it relates to the K-SVD algorithm is discussed within Section 3. A detailed description of the K-SVD parallel algorithm is given in Section 4. Section 5 describes the design and implementation of the K-SVD algorithm on a set of GPUs. Section 6 presents the experimental results. Section 7 discusses our conclusions along with our intentions for future contributions.
RELATED WORK
The K-SVD algorithm has continued to gain increasing attention in recent years due to the proliferation of new applications [29, 14, 7, 18] . Several papers have proposed implementations of the K-SVD algorithm as well as the key step orthogonal matching pursuit (OMP) algorithm. For example, [19] proposed an implementation of the K-SVD algorithm and the batch-OMP method. The authors analyzed the time complexity of the K-SVD along with the batch-OMP algorithm, and created an implementation in MATLAB. However, the authors did not employ a parallel analysis and design.
[11] implemented the orthogonal matching pursuit method on a GPU for the purpose of performing compressive sensing, an area related to the field of dictionary learning. The OMP method is a key step within the K-SVD algorithm. The authors analyzed the complexity of each module within the OMP algorithm, determined the bottleneck areas within the modules, and improved the speed of the modules by employing rapid mathematical algorithms, such as Fujimoto's matrix-vector multiplication and Cholesky's inverse-update algorithms. The optimizations focused solely on improving the amount of speedup for each training signal within the loop. However, the K-SVD algorithm requires a significant amount of training signals, implying that employing the methods of parallelization to the training signals normally outside of any given loop will greatly improve performance. Our work will consider both inside and outside parallelism for the OMP method.
[2] proposed a semi-parallel approximate K-SVD algorithm for CT image denoising implemented on a heterogeneous, multicore, distributed memory processor known as the Cell Broadband Engine Architecture. The authors utilized one iteration of Singular Value Decomposition in order to calculate the matrix pseudo-inverse and a pre-computing strategy in order to batch the training signals within the OMP method. For example, they used matrix-matrix multiplication instead of a batch of matrix-vector multiplications. However, the the critical portions of the K-SVD algorithm were still implemented in a serial manner. [13] implemented an approximate K-SVD algorithm using OpenCL on a ATI FirePro V8800 (FireGL V) card from AMD, which is based upon another algorithm derived from [2] . Also, their design does not make use of stream strategy. By comparison, we improve the K-SVD serial algorithm by transforming it into a fully realized parallel algorithm. In addition, our parallelization strategy is wholly unique when compared to previous designs.
BACKGROUND
In this portion of our work, we introduce the original K-SVD algorithm in Section 3.1, and further elucidate the existing problem in Section 3.2. For the sake of consistency in terms of notation, we use bold capital letters for matrices, A, bold lower case letters for vectors, a, capital letters for constants as well as sets, A, and lower case letters for variables, a. The subscripted vector ai represents the i-th column vector of matrix A, and the superscripted vector a T i represents the i-th row vector of matrix A. The subscripted matrix AS represents a group of column vectors in matrix A, whereby the indices of the columns belongs to the set S. Unless otherwise specified, the notation that follows adheres to the previously mentioned set of rules.
The K-SVD Algorithm
The K-SVD algorithm is used to solve the problem derived from Equation 1.
where T0 is the sparsity level, and X, D, as well as C have the same meanings as before with respect to Equation 1.
Since the K-SVD algorithm works with two variables D, C, it is not possible to concurrently compute both D, and C. As a result, it necessary to employ a two-step procedure including a sparse coding stage as well as a dictionary update stage.
Sparse Coding Stage 4:
Init. r = xi; S = φ; 6: 
L = the set of non-zero elements in c
end for 24: end for
Sparse Coding Stage
The sparse coding stage computes the sparse representation vectors ci of the sample signals xi based on a fixed dictionary. The equation is written as
where xi is the column vector, in other words the signal atom, of the dictionary and ci is the column vector of the sparse representation matrix. In this stage, the orthogonal matching pursuit (OMP) method is typically used to determine the sparse representations. The corresponding algorithm of the OMP method is presented in Line 3-15 in Algorithm 1. Subsequently, the inner loop in Line 6 calculates the sparse vector of a sample signal. Line 7 will determine the most recent correlated signal atom in the dictionary as compared with the previous residual. Line 8 combines the most recent correlated signal atom with the previous correlated signal atom in order to form the current signal atom. Line 9 solves the least squares problem based upon the signal atom in Equation 3. Line 10 calculates the residual signal that does not consist of the signal atom. Line 11 determines whether the inner loop should continue. The early stop strategy is important as it prevents the dictionary from learning the noise structure.
Dictionary Update Stage
The dictionary update stage refines the dictionary, D, after the sparse representation matrix, C, has been calculated. Returning to the objective function in Equation 2, if the dictionary, D, is divided into a column vector, denoted as di, and the sparse representation matrix, C, is divided into a row vector, denoted as c T i , the error term can be rewritten as
Supposing that the dictionary and the sparse representation matrix remain unchanged, we can expect d k , c T k , and the error term to change to
, wherek is the set that does not contain k. The singular value decomposition method applied to Ek can be written as
where U and V T are two orthogonal matrices, and Λ is the diagonal matrix whose singular values are sorted in descending order. Since the rank of di · c T i is one, the rank of Ek is also one. Thus, the largest singular value λ1 and its corresponding singular vectors u1, v T 1 are selected to maintain a rank of one as well as to approximate the residual matrix Ek. The updated signal atom, di, and the sparse representation vector, c The procedural chart for the K-SVD algorithm is shown in Figure 1 . Suppose atom 3, colored in magenta, is ready to be updated. The signal and representation matrices are compressed according to the non-zero indices of the third row within the representation matrix C. Afterwards atom 3 will be set to zero in step 1.
Step 2 calculates the result of E k =X −DĈ T . The singular value decomposition is computed and the largest singular value and its corresponding singular vectors are selected to approximate the value of E k in step 3.
Step 4 updates atom 3 and its corresponding representation vector within matrix C.
Problems Present with the
Existing Algorithm and Design
Sparse Coding Stage
Although the sparse representations of the signals can be calculated independently, it still remains a challenge to fully parallelize the sparse coding stage. In this case, the sparse coding stage can be implemented using two different levels of parallelization. The first level is the outer loop, presented in Line 4, which calculates the sparse representation vector of the independent sample signals. The second level is the inner loop, presented in Line 11, which performs the matrix operations. A parallel implementation of the inner loop can easily be implemented with the aid of a cuBLAS library along with a set of CUDA kernels. The outer loop can be implemented in a multi-core architecture without the need for complicated data communication. However, the parallelization of the outer loop along with the matrix operations is significantly more complex.
Another problem introduced within the sparse coding stage is the early stop condition, which is presented in Line 11. Specifically, different image patches have different sparse representation vectors. Furthermore, some sparse representations require less iterations, while others may require more as a result of an early stop. If the outer loop is implemented in parallel, a significant amount of computational resources will be wasted on errant calculations.
To address these issues, we apply a batching strategy to calculate the sparse coding of a group of sample signals concurrently, and apply a streaming strategy to different groups in order to overlap resource utilization. In addition, an early stop strategy is employed to reduce the consumption of computing resources, and further improve the amount of speedup.
Dictionary Update Stage
An obvious problem with the K-SVD algorithm is that it is a serial algorithm. In this case, for each iteration, at the moment when each signal atom is obtained, the dictionary matrix must be updated. Although the matrix-matrix multiplication along with the SVD in the dictionary update stage can be implemented in parallel, the GPU's computing resources will remain under utilized. Therefore, a fully parallel K-SVD algorithm is imperative when the dictionary is updated in parallel.
When the serial algorithm is converted into parallel algorithm, two different conditions must be considered. One is the "same position" condition, presented in the left of To address these problems, we propose a fully parallelized K-SVD algorithm, which will update the dictionary in a parallel manner. Moreover, our method solves the problems illustrated within Figure 2 . This algorithm has the potential to significantly improve the level of speedup. Furthermore, the experimental results indicate that the algorithm produces improved results in the field of image denoising, as presented in detail within Section 6.2. Streaming and batching strategies are employed as part of the parallel K-SVD algorithm. Further details are presented within Section 4.2.
K-SVD PARALLEL ALGORITHM
In order to solve the problems listed in Section 3.2, we propose a parallel K-SVD algorithm well suited for a GPU implementation.
Sparse Coding Stage
The improved parallel OMP algorithm is shown in Algorithm 2. In this case, the sparsity loop has now been moved to the outside. The remaining loops in the serial algorithm are now calculated in parallel. The flag vector f is used to record an early stop event for each thread. The set F contains the current signals that are awaiting further calculation. Line 5-8 presents the parallel algorithm that is used to find the sparse representation. Line 9 handles the early stop condition. Specifically, if the squared error of a given thread is less than a specified threshold a flag will be set. Subsequently, the algorithm will remove any signals that have stopped early from set F and continue calculating the next representation value. As a result, the design has the potential to remove unnecessary calculations in order to further improve performance.
Dictionary Update Stage
In the dictionary update stage, we first illustrate the feasibility of the parallel algorithm. The object of the parallel K-SVD algorithm is to calculate the signal atoms in parallel, after which the dictionary is updated in parallel. Each of the problems described in Section 3.2.2 will be solved in turn within the paragraphs that follow.
The "Same Position" Problem
With reference to Equation 4 , if some of the signal atoms, b, are batched into a group, denoted as set B, the residual
In parallel do
In parallel do f b = 1; flag for early stop 11:
end if 12:
In serial update F = {k|f k = 1} ; remove early stop signals 13: end for term can be rewritten as
If we apply singular value decomposition to Equation 7, the residual matrix EB can be decomposed into two orthogonal matrices, U and V T , and one diagonal matrix, Λ.
Given that the rank of i∈B di · c 
In addition, the more singular values we use, the better the approximation becomes. Afterwards, the singular vectors are updated based upon the signal atoms and the representation vectors. The overall procedure is shown in Figure  3 . 
The "Different Position" Problem
The "Same Position" problem presented previously allows updating each signal atom and representation vector according to the singular vectors U b and V T b . However, with respect to the "Different Position" problem, it is no longer possible to leverage equation 7. Specifically, the group of signals are reliant upon the majority of the signal atoms that are contained within the dictionary. At this point, the current representations will remain sparse. However, after the singular value decomposition of the residual matrix EB, the singular vectors will no longer be sparse. As shown within Figure 4 , the aforementioned singular vectors will become the representation vector in the next iteration. 
For each residual matrix after the first order SVD of Ei, the signal atom and sparse representations of the batch signals will have been generated. As result, we are able to maintain a sparse representation by preventing the possibility of an overlap.
The Improved Parallel Algorithm
Algorithm 3 Parallel Dictionary Update Algorithm 1: Procedure PKSVD(D, C, X) 2: if "same position" Happened then 3:
In parallel
In parallel u * λ * v T ≈ svd(E) SVD 9:
In parallel di = u ; ci = λ * v T ; 10: end if 11: Di = d ; Ci = c ;
The parallel K-SVD algorithm is shown in Algorithm 3. The algorithm will check whether a "Same Position" condition was detected within any of the sparse representation matrices. If the condition occurred, the algorithm will calculate one SVD in order to update di, and dj. If the condition did not occur, the algorithm will calculate the SVD for the residual of each of the signal atoms within the dictionary and then perform an update. In this case, all of the signal atoms can be calculated in parallel and then updated within the dictionary.
PARALLEL IMPLEMENTATION
In this section, we first implement the serial K-SVD algorithm but parallelize the matrix operations within the inner loop. Afterwards, we apply our streaming and batching strategies in order to parallelize the outer loop. In addition, we use an early stop strategy in order to reduce the possibility of performing unnecessary calculations.
Baseline: Inner Loop Parallelization
The inner loop parallelization consists of the matrix-vector multiplication, the argument of the maximum, the pseudoinverse of a matrix, vector normalization, as well as the singular value decomposition performed during the dictionary refinement phase. With the exception of the singular value decomposition and the pseudo-inverse of a matrix, the majority of the operations can be implemented with the aid of the cuBLAS library provided by Nvidia. The pseudoinverse of a dictionary, D † , which is equal to A T (AA T ) −1 , can also be implemented with the aid of the cuBLAS interface. For singular value decomposition, we use the block power method mentioned in [3] .
The inner parallelization design has a speedup of 4× when compared to the MATLAB implementation of the K-SVD algorithm. The minimal level of speedup is primarily the result of the serial design of the outer loop. Furthermore, we observe that all of the calculation matrices were small. Although some of the matrices were large, they were subdivided into smaller columns or row vectors for the ensuing calculations. Operations performed on the smaller matrices within the serial outer loop resulted in two problems. The first problem is that the computing resources of the GPU were not fully utilized. The second problem is that the GPU had to launch thousands of GPU kernels. When the GPU kernels were small, the launch time become a significant issue.
As a result, in order to fully utilize the GPU's computing resources, we parallelize the outer loop with the aid of the batching and streaming strategies described within the next subsection.
Streaming and Batching Strategy
The streaming and batching parallel design is shown in Figure 5 . The task creates several streams, each of which may work in an overlapping or concurrent fashion depending on the utilization of the computational resources or the copying engine. Each of the streaming instances will run on the batching kernels, with each of the batching kernels running concurrently.
CUDA streams are used to overlap some of the computations performed within the independent tasks. Furthermore, the batching technology allows for the simultaneous execution of multiple kernels, effectively reducing the kernel launch time and in turn improving performance. In order to launch a plethora of kernels simultaneously we create several streams, whereby each stream can execute a group of kernels.
The cuBLAS library includes interfaces with streaming and batching features, such as matrix-matrix multiplication along with the inverse of square matrices. For functions that However, some of the interfaces do not provide batching features, such as vector normalization. In this case, we design the batching kernels so that one kernel can perform a group of calculations. When combined with streaming technology, our design can achieve up to a 70× speedup as compared with the initial design. Further details are provided in Section 6.1.
Early Stop Strategy
During the sparse coding phase, most of the signals can not reach the sparsity level, T0, as shown in Figure 5 . As observed, the average sparsity portion is between 22% -70% of the sparsity level T0. Thus, our early stop design is a critical component for realizing performance improvements.
In this case, whenever some of the batches stop early, we collect any unfinished tasks into a block and then move forward with the procedure. However, moving data is an expensive operation for the GPU. As a result, we avoid moving data in order to improve the speedup of the early stop design. Instead, we define a pointer array that points to each of the signals along with their corresponding sparse representation vectors. Whenever a task completes, we simply remove the pointer for the completed task and in turn reduce the size of the pointer array. The costs associated with updating the pointer array are significantly less than the costs associated with moving large blocks of data.
EXPERIMENTS
We demonstrate our parallelization of the K-SVD algorithm using a number of real-world images. The target platform consisted of a quad-core Intel(R) Xeon(R) W3550 processor (3.07 GHz) with a Nvidia GeForce GTX TITAN X (1.08 GHz). Furthermore, the experiment utilized MATLAB version R2014a. The CPU processor included 32 KB of L1 data cache per core, 32 KB of L1 instruction cache per core, 256 KB of L2 cache per core, and 8 MB of L3 cache, which was shared by all cores. In addition, the experiment utilized 12 GB of physical memory. The GPU had 3072 CUDA Cores, 3 MB of L2 cache and 12 GB of global memory.
Overall Performance
In this section, we focus on the speedup of our parallel algorithm executing on the GPU over the serial algorithm implemented on C, serial MATLAB and multicore MAT-LAB (2014a). For the experiment, the image batches were configured to a nominal setting of M = 8 * 8. The noise level, σ, was 1, and the sparsity level, T0 was 32. The training batches, N , and the number of dictionaries, K, were variables. The average speedup is shown in Figure 6 . The figure compares five different designs. The "Serial C++" and "Serial MATLAB" portions represent the serial C++ and MATLAB implementation. "Parallel MATLAB" portions represents the multi-thread MATLAB implementation on a quad-core 8-thread CPU. The "Inner" portion represents only the inner loop in Algorithm 1, which in our case was implemented in parallel. The "Fully parallel GPU" portion represents the fully parallel implementation of the algorithm, complete with the batching, streaming and early stop strategies. From the figure, we can see that the fully parallel implementation displays approximately a 80× speedup when compared to the multi-thread MATLAB implementation.
Noise Level Parallel K-SVD Serial K-SVD SNR Sparsity SNR Sparsity σ = 1 48.67 34.76% 48.67 34.79% σ = 5 37.96 10.97% 37. 95 11.0% σ = 10 34. 23 5.13% 34.20 5.14% Table 1 : SNR of the recovery image and the sparsity of the representations for the parallel and serial algorithms.
Effectivity comparison between the serial and parallel algorithms
In this section, we use image denoising as an example to show the effectivity of the dictionary learned by both the serial and parallel K-SVD algorithms. We select 50 medical lung images as our dataset. For each image, we apply Gaussian additive noise with a mean of zero, a standard deviation of one, G, onto the original image I aŝ
The level of Gaussian additive noise is given by σ. We use the signal to noise ratio (SNR) along with the sparsity of the representation matrix to evaluate the learned dictionary. The SNR is calculated as SN R = 10 * log10(Image/N oise).
In this case, a comparison is made between the recovery image level and the background noise level. The higher the signal to noise ratio, the better the recovered image. The sparsity is defined as the ratio of non-zero entries to the total number of entries within the representation matrix. Low sparsity is usually an indicator that a suitable dictionary has been generated.
We randomly select 4096 small image patches from each medical image in order to train the dictionary, with the number of training iterations set to 20. The average results for different noise levels, σ, are shown in Table 1 . We find that the SNR for the parallel K-SVD algorithm is slightly higher than that for the serial K-SVD algorithm. Furthermore, the sparsity of the parallel K-SVD algorithm is slightly lower than the serial K-SVD algorithm, particularly as the noise level increases. 
Early Stop Evaluation
In this section, we will compare the performance of the parallel algorithm with and without the early stop design. For the experiment, the sparsity level T0 was set to 32, the number of training batches, N , was set to 4096, and the number of signal atoms within dictionary was 256. As we noticed in Table 1 , the noise level, σ, affects the sparsity of the representation matrix, and in turn the early stop portion of the parallel algorithm. As a result we evaluate the relationship between the noise level and the theoretical speedup as well as the parallel implementation speedup. The theoretical speedup is defined as the ratio of the maximal number of the sparsity to the average number of the sparsity. The parallel speedup is calculated by the run-time of the early stop version divided by the run-time of the version for which early stop is not present. The results are shown in Figure 7 . By observation, when the noise level, σ, is 1, the theoretical speedup approximates the actual speedup. This is because when the noise level is small, it requires more signal atoms to represent the sample signals. In this case, the execution time for the GPU is long enough that the execution time for the CPU can be ignored. When the noise level becomes large enough, less signal atoms are required to represent the sample signals. So that the theoretical speedup increases rapidly while the observed speedup only increases by a factor of one half. This is because the execution time on the GPU reduced significantly, while the control time on the CPU takes around 1/3 of the total execution time, which in turn affects the actual speedup.
CONCLUSIONS
We propose a parallel implementation of the K-SVD algorithm and execute it on a GPU. With our design, the implementation displayed a speedup of up to 350× when compared to a multi-core MATLAB implementation. In addition, the experimental results indicate that our parallel algorithm is slightly better than the serial algorithm in the field of image denoising. In the future, we plan to apply our parallel K-SVD algorithm in the field of medical image reconstruction. 
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