Several corporate failures have recently occurred, many have suffered from serious losses and most notably public confidence has deteriorated. In order to facilitate investor's decision making regarding potential investment opportunities, this paper seeks to demonstrate that it is model specific constraints that limits the usefulness of accounting information, not the nature of variables per se. Thus we develop a Hybrid model which is an adaptive Memetic Algorithm combined with fuzzy approach that generates and optimizes a set of if-then rules for bankruptcy prediction. Data are derived from Tehran Stock Exchange (TSE) data bank, adopting 18 variables all of which are accounting ones, between 2001 and 2009. Four out of five models used in this survey have either accomplished high degree of accuracy or low level of type I error; however experimental results show that in terms of both average accuracy in prediction and occurrence of type I and II errors, fuzzy memetic performs better than GA, MLP, C4.5 and LDA in comparison.
Introduction and Literature Review
Numerous studies have been performed regarding bankruptcy prediction and its importance is becoming more vital due to recent failures, financial distress and most importantly its effect on various stakeholders such as stockholders, managers, creditors, potential investors and regulatory institutions. Warner(1977) indicates that the direct costs associated with bankruptcy (such as court costs, lawyer costs, and accountant fees) may be around 4% of the firm value, and that both direct and indirect costs (such as lost sales, lost profits, higher cost of credit, inability to issue new securities, and lost investment opportunities) may be around 28. Therefore, it is important to detect potential insolvency at its early stages. (Premachandra et al, 2011) . Aziz and Dar (2006) have cited the methodologies and findings of previous studies through a comprehensive literature review. Three main categories in predicting corporate failure include statistical models, artificial intelligence expert system models (AIES) and theoretical models (Aziz & Dar, Ibid) . The initial models were parametric ones where subsequent research introduced non-parametric models as well as methods for improving their parameters (Davalos et al, 2009 ). Statistical bankruptcy classification methods include Univariate and Multivariate analysis (Altman, 1968) . The insight of both practitioners and researchers, originating with the papers of Beaver and Altman, was that firms with certain financial structures have a greater probability of default and eventual bankruptcy than other types of firms (Martin et al, 2011) . Primary multivariate methods include cluster analysis, factor analysis, MDA, multidimensional scaling, logit analysis (Ohlson, 1980) , probit analysis (Zmijewski, 1984 ), Fischer's LDA (Fisher, 1936 ), Altman's Z score, and logit-probit (Zhang et al, 1999) .
Non-parametric statistical models are based on machine learning techniques such as Artificial Neural Networks (ANN); thereafter rule induction techniques have been introduced to improve the limitations and performance of the earlier models. However, they are not consistent in outperforming the "classical statistical" models (Davalos et al, Ibid) . Until 1980's discriminant analysis was the dominant method in failure prediction (Back et al, 1996) . Since the early 1990's, neural networks, and Multi-Layer Perceptron neural networks in particular, have been widely used to design bankruptcy prediction models. These neural networks make it possible to get around the statistical constraints of discriminant analysis, the main technique used to design such models since Altman (du Jardin, 2010) . Neural networks perform classification tasks in a way intended to emulate brain processes (Aziz & Dar, Ibid) . There are generally three layers in neural network, the first layer-input layer, the second-hidden layer and the third layer-output layer (Martin et al, Ibid) . Later on Genetic algorithms (GA) developed which have played an important role in conducting bankruptcy models, Based on the idea of genetic inheritance and Darwinian Theory of natural evolution (survival of the fittest genes), GA works as a stochastic search technique to find an optimal solution to a given problem from a large number of solutions .Varetto was the first person who introduced a bankruptcy classification model based on a genetic algorithm. Using GA we can choose the financial ratio set dynamically by considering features such suitability of bankruptcy model for an industry, Number of ratios used for prediction, suitability of classification model, all of which can increase the accuracy of the prediction. Neural network is preferred for non-linear data with learning capacity, while its lack of explanatory power due to rational of the decision being made is a black box (Martin et al, Ibid) . Fuzzy Neural Network adds rules to Neural Network which could overcome the black box issue although learning capacity is reduced. It is anticipated that Genetic Fuzzy Neural Network improves the learning efficiency. These multi-classifier models can enhance bankruptcy classification by combining the strengths of the different models.
There are two types of multi-classifier models, one, typically called hybrid, involves an optimized model focused on manipulating the parameters for a classifier model that generates a classification. A second type of multi-classifier model combines the output of several classifiers into a single classifier; known as Ensemble, which performs better than single classifiers but is more time consuming to develop since the contribution of each classifier needs to be determined and in some cases, different combinations need to be examined. Bagging is a commonly used method for aggregating classifiers into an ensemble (Davalos et al, Ibid) .Inductive learning on the other hand can improve the performance of bankruptcy models (Tsai, 2008) . Rule induction generates a model in human terms in the form of if-then rules. Decision tree algorithms and Genetic algorithms have also been successfully applied to rule induction logic. Of course, in terms of increasing accuracy in prediction, several factors are involved, such as the nature of variables, their number and relevance.
The reliability of bankruptcy classification models developed using only financial ratios is in question since there is doubt about the validity and reliability of the accounting information used for the ratios (Agarwal, Taffler, 2008) . The main difficulty in choosing a set of predictors is the large number of variables that could be used. Analyzing nearly 200 scientific papers dealing with corporate failure prediction published in the last 50 years, Philippe du Jardin found that more than 500 different ratios were used in the final models (du Jardin, Ibid). In addition, the relevance of particular ratios depends on changes in the environment (Tsai, Ibid) . Thus, classifier models have included other information such as firm population characteristics, macro-economic factors, and market variables (Shumway, 2001) . Ohlson (Ibid) suggested trying all the possible and viable combinations of variables and models to find an optimal set of variables, albeit this approach is computationally not feasible (Varetto, 1999) .
Research Hypotheses
In order to evaluate the accuracy power and occurrence of type I error regarding bankruptcy predictions, independent sample t-test is used between FM and GA, MPL, C4.5 and LDA predictions, thus four hypotheses are proposed: H1: Fuzzy Memetic achieves higher average accuracy and lower type I error comparing to Genetic Algorithm in bankruptcy prediction.
H2: Fuzzy Memetic achieves higher average accuracy and lower type I error comparing to MLP in bankruptcy prediction.
H3: Fuzzy Memetic achieves higher average accuracy and lower type I error comparing to C4.5in bankruptcy prediction.
H4: Fuzzy Memetic achieves higher average accuracy and lower type I error comparing to LDA in bankruptcy prediction.
Research Methodology
Memetic algorithms just like genetic algorithms are rule-base models in bankruptcy prediction field. The model presented in this paper is a hybrid one, developed by Memetic algorithm with fuzzy approach. Regarding accuracy and occurrence of type I error this paper seeks model comparison among Genetic Algorithm(GA), Multi-Layer Perceptron(MLP), Linear Discriminant Analysis (LDA), C4.5 (Decision Tree) along with the presented model of this paper, FM (Fuzzy Memetic).
The data used in this survey are derived from Tehran stock exchange data bank for the period between 2001 and 2009. For classifying bankrupt from non-bankrupt firms, we used Article 141 of commercial codes of Iran which states: "had the cumulative losses of a firm reaches at least halve of the firms legal capital, the board is responsible for holding an extraordinary general meeting of shareholders, deciding between liquidation and survival". Data from prior year (one year to actual bankruptcy) is used in bankruptcy prediction. Table 1 presents the number of total companies, consisting of bankrupts and non-bankrupts in the mentioned period. We randomly selected 45 bankrupted and 45 non-bankrupted firms from various industries; the next step was to divide the samples into training and test groups with the same proportion. Table 2 presents 18 variables selected for this analysis along with central and dispersion parameters, their standard deviation, and the result of independent sample's t-test in order to compare the means of the sample groups. The result of t-test shows that there are significant differences in two groups and those ratios such as liquidity (CA/CL), leverage (TL/TA) and profitability (ROA, NI/NR, OR/TA) are appropriate measures for classifying bankrupt from non-bankrupt.
Descriptive Statistics

Learning of Memetic Algorithm with Fuzzy Approach
Memetic Algorithms (MAs) are a class of stochastic global search heuristics in which Evolutionary Algorithms-based approaches are combined with problem-specific solvers. The hybridization is meant to either accelerate the discovery of good solutions, for which evolution alone would take too long to discover, or to reach solutions that would otherwise be unreachable by evolution or a local method alone. It is assumed that the evolutionary search provides for a wide exploration of the search space while the local search can somehow zoom-in on the basin of attraction of promising solutions (Krasnogor, 2006) . When integrating local search with evolutionary search we are faced with the dilemma of what to do with the improved solution that is produced by the local search. To wit, suppose that individual i belongs to the population p in generation t and that the fitness of i is f(i). Furthermore, suppose that the local search produces a new individual i' with f(i') < f(i) for a minimization problem. The designer of the algorithm must now choose between two alternative options. Either (option 1) he/she replaces i with i', in which case P = P −{i}+{i'} and the genetic information in i is lost and replaced with that of i', or (option 2) the genetic information of i is kept but its fitness should alter: f(i)= f(i'). The first option is commonly known as Lamarckian learning while the second option is referred to as Baldwinian Learning (Baldwin, 1896) . The fuzzy memetic (FM) model proposed in this research is based on Lamarckian approach with modest changes. While in Lamarckian learning algorithms all the genetic information of I is replaced with i', we substitute those attributes of I with that of i' according to improvements made by these changes in the final fitness function. The logic behind this is due to fuzzy perspective executed in this article. The superiority level of each individual in population comparing to another one is uncertain. In Lamarckian approach the level of superiority is neglected and those with lower advantages even by modest percentages are wholly substituted, which reduces the leaning capacity of the memetic algorithm. Molga (2005) has used several benchmark functions for optimization needs; hence we chose three most popular of them, namely Ackley, Griewank and Rastrigin functions to compare our model with Genetic Algorithm (GA) and Standard Memetic Algorithm (MA). For assessing the efficiency of proposed model, three statistical measures were used. First, the Mean which is achieved via continuously running the algorithm 30 times, second the variance of results used in computing the Mean and finally Best Results of each algorithm. Each operation was performed in similar condition and each on 210 seconds. Most notably is the Variance of the model which shows great stability, and its low risk toward bankruptcy prediction. The results are presented in tables 3, 4 and 5. As it is shown in each function, FM algorithm achieves the lowest amount; however, the best results are randomly obtained, thus to reliably compare the algorithms, it's appropriate to use the Means of each algorithm. On the other hand variance which represents Stability of results in continuous operations and its related risk is a vital element in bankruptcy prediction models. Regarding the results of three benchmark functions for optimization, we expect that proposed algorithm would achieve the lowest variance and highest accuracy.
Despite of usage of any model in bankruptcy prediction, crisp logic which divides firms to bankrupt and non-bankrupt along with ignoring deviation (distance) from bankruptcy frontier reduces accuracy level in prediction. On the other hand, fuzzy logic can define a grade quality and that enables us to differentiate between bulks of variables. With having article 141 of commercial codes of Iran in mind, we used a fuzzy approach toward the coverage ratio of accumulated losses to legal capital. However due to non-existence of such trade law in other countries, researchers can perform their surveys based on other assumptions.
Model Presentation
The model presented in this paper provides an if-then rule; each rule is associated with a chromosome consisting of N genes. Each gene has four fields: Logical equation is simply "<" or ">" related to cut-off point, value is the cut-off point determined by the rule and Qi is the quality of the variable in the final fitness. To this end, we used this element for improvement of the next generation in population. If a variable deteriorates the final accuracy of the final rule, its changes should be greater than those variables which are acting accordingly due to final accuracy. Qi is derived from the total misclassification resulted from mentioned variable to the total predictions (in this paper total prediction equals 40). On one side mutation changes inappropriate variables with a random rate, while this rate can be lower, equal or greater than Qi. On the other hand, we defined a rule in the model which performs a comparison between the random rate and Qi, if Qi>random rate, then the Qi is the preferred rate for due changes in variables in next generation. While one of the aims of this paper is to reduce the type I error, we shall shift our focus from type II error to type I error. Thus, we multiplied Qi of the variables which caused type II error by 0.5.
For any prediction extracted by rules, there can be four different outcomes,  True positive (tp) -the rule predicts that the firm is non-bankrupt and it is not.  False positive (fp) -the rule predicts that the firm is non-bankrupt but it is. (Type I error)  True negative (tn) -the rule predicts that the firm is bankrupt and it is;  False negative (fn) -the rule predicts that that the firm is bankrupt but it is not. (Type II error)
Due to any prediction generated by the rules, rewards and penalties was prescribed. For determining the amount of these rewards and penalties, we assigned scores to the firms. This assignment is based on the distance of firms from bankruptcy frontier. Due to article 141 of commercial codes of Iran which states, had the cumulative losses of a firm reaches at least halve of the firms legal capital, the firm is a valid case of bankruptcy. Thus by computing coverage ratio (retained earnings/legal capital) of firms, a valid measure for score assignment is made.
Si=|Max coverage ratio| -|coverage ratio i| (1) In above equation, Si is the score assigned to firm i, Max coverage ratio is the highest ratio in each two categories (bankrupt and non-bankrupt). The pitfall of most models in bankruptcy prediction is usually caused by those samples which are close to bankruptcy frontier, resulting in misclassification of firms, however those far above or below from frontier do not impose any errors. The logic behind this equation is that by identifying firms which are close to bankruptcy frontier (their absolute value of coverage ratio are small), the assigned scores are higher and for those with higher coverage ratio, assigned scores are lower, clearly because their identification are a lot easier. (1968) states that the cost of type I error can be 30 to 60 times as much as the cost of type II error, thus to account for this difference, we assigned 1.5*Si penalty to rules which caused type I error. In this way, those rules which have the lowest type I error are considered the optimized ones. Davalos (2009) has reached the lowest type I error, however along with lowest accuracy whereas using fuzzy approach and assigning scores through mentioned logic, enhanced accuracy is expected.
Fitness Function
Carvalho (2002) used the function below to compute fitness,
In this paper, we rewrite this equation using scores; Accuracy = [ [∑si(tp) +∑si(tn) +∑si(fn) +∑si(fp)] / ∑si(when all prediction would be true)]
Our goal in this function is to increase accuracy, which can be reached via maximizing the numerator. Thus,
Clearly occurrence of errors would result in lower accuracy, however there is a difference between type I and II error and their impact on accuracy.
Model Validation
This paper has used 5-fold cross validation in order to gauge the generalizability of proposed algorithm, and in the meantime it enables us to compare the performance of two or more different algorithms and to find out the best algorithm for the available data. Cross-Validation is a statistical method of evaluating and comparing learning algorithms by dividing data into two segments: one used to learn or train a model and the other used to validate the model. In typical cross-validation, the training and validation sets must cross-over in successive rounds in a way that each data point has a chance of being validated against. The basic form of cross-validation is k-fold. Other forms of cross-validation are special cases of k-fold or involve repeated rounds of k-fold cross-validation. Kohavi (1995) 
Empirical Result
The cross-validated prediction results are presented for each model separately. To study the consequences of different model selection approaches we have applied corresponding statistical method to test the predictive ability of constructed models. In this study, we used 5 fold cross validation method for all models, in our algorithm, each fold generates 6 rules, resulting total 30 rules and then we applied these rules to all available data which are derived from one year prior to bankruptcy .
FM generates the highest accuracy (94.1%) with relatively small standard deviation (0.7%) which implies its low risk regarding bankruptcy prediction. GA ranks second from both accuracy (92.5%) and standard deviation (1.80%) perspective. MLP has lower accuracy (86.4%) comparing to two mentioned methods, but its standard deviation of accuracy is close to LDA (8.83%). Decision Tree (C4.5) has relatively lower accuracy (87.7%) along with higher standard deviation (8.2%). LDA has reached sounded predictive ability (89.6%) despite the fact that its standard deviation of accuracy is higher than FM and GA (8.84%). Type I error is 7%, 10.1% and 10.4% for FM, MLP and GA respectively. However FM's remarking low standard deviation of type I error (0.13%) demonstrates its strong stability in numerous operations, as was expected in benchmark function results. MLP and LDA have much higher deviation regarding type I error, 8.92% and 10.1% respectively. The result from independent sample t-test which is depicted in table 7 shows there is significant discrepancy between average accuracy and type I error of FM and other four models predictions, hence all research hypotheses are accepted.
Hwang (2007) has considered the sum of both error rates (type I and type II) to be important, since type II error can also deteriorate model reliability, and it can further impose opportunity cost to investors, here, type II error for FM is 4.7%, a relatively low rate, however this rate for MLP and LDA is as high as 17.03%, 10.7% respectively. We examined five different classifiers using cross validation. The model presented in this paper is able to classify bankrupt firms from non-bankrupts better than mentioned models, jointed with high degree of stability, higher accuracy and relatively low type I error and II.
Conclusion
The failure prediction research has suffered from lack of any unified theory since the 1930's when first empirical studies on this subject were published. (Back et al, Ibid) . In this paper we proposed a Fuzzy memetic algorithm which belongs to Hybrid model family. The primary goal of this model was to improve bankruptcy prediction accuracy rate while attempting to reduce occurrence of type I error, not ignoring the consequences of type II error since it can impose opportunity cost to investors. Grice and Ingram (2001) reported that Altman's Z-score model declined when applied to various industries. The samples of this paper are a mixture of different industries and variables used are obtained from firm's financial statements. To achieve the optimal prediction rule, 5 fold cross validation was used while extracting 6 rules from each fold. The empirical results show that the anticipated high degree of accuracy is a valid case. However this research has some constraints in practice since determining a benchmark in order to segregate bankrupt firms form non-bankrupt ones is related to Article 141 of commercial codes of Iran. Thus, applicability of the hypothesized coverage ratio is somehow related to each bankruptcy code in each country. However, it is demonstrated that different model results are somehow caused by its specific constraints, not the very nature of the variables. 
