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a b s t r a c t
A numerical elimination method is presented in this paper for floating-point computation
in polynomial algebra. The method is designed to calculate one or more polynomials
in an elimination ideal by a sequence of matrix rank/kernel computation. The
method is reliable in numerical computation with verifiable stability and a sensitivity
measurement. Computational experiment shows that the method possesses significant
advantages over classical resultant computation in numerical stability and in producing
eliminant polynomials with lower degrees and fewer extraneous factors. The elimination
algorithm combined with an approximate GCD finder appears to be effective in solving
polynomial systems for positive dimensional solutions.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Wepresent a new eliminationmethod for numerical computation as an alternative to the polynomial resultant approach.
The main objective of the method is numerical elimination of variables for polynomials in the presence of data error. The
advantages of our method include its verifiable accuracy via an elimination condition number, its feature of producing the
lowest degree eliminants, and its suitability for solving polynomial systems for positive dimensional sets.
For a given pair of polynomials f and g in two variables x and y, there exist polynomials p, q and h 6= 0 such that
p(x, y) f (x, y)+ q(x, y) g(x, y) = h(y) (1)
as long as the greatest common divisor (GCD) of f and g is of degree zero in x. Our algorithm is based on a simple
observation that p and q in (1) must satisfy a homogeneous linear equation
∂
∂x
(
p · f + q · g) = 0.
Or equivalently, the polynomial pair (p, q) is in the kernel of the linear transformation
L : (u, v) −→ ( ∂ f
∂x + f · ∂∂x
)
u+ ( ∂g
∂x + g · ∂∂x
)
v (2)
in a proper domain. As a result, the problem of finding polynomials p, q and h in (1) is equivalent to computing the kernel
of the matrix L corresponding to the linear transformation L in (2). Our method calculates a particular (p, q) of the
lowest degrees in the kernel of L. The elimination can be carried out in numerical computation by applying matrix kernel
computation in approximate senses. In contrast, the resultant Res(f , g, x) can also be represented in the form of p˜ · f + q˜ ·g
with (p˜, q˜) belonging to the kernel of L but not necessarily being of the lowest degrees. By finding the solution (p, q)
to (1) with the lowest degrees, our method has an advantage in finding the simpler eliminant h with a substantially lower
degree and fewer extraneous zeros in comparison with the resultant.
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Numerical elimination with approximate data arises in applications such as kinematics [7,9,21,27,29,30] and
computational biology/chemistry [11,13]. Numerical elimination methods have been studied in many reports, such as
Auzinger and Stetter [2]; Manocha and Krishnan [21], Reid and Zhi [23]; Jónsson and Vavasis [16]; Allgower, Georg
and Miranda [1]; Emiris [9,10]; Su and Wampler [27]; and Wampler [29,30]. The main engine in those works is the
use of various resultants [14] whose computation requires calculating determinants of polynomial matrices. However,
computing resultant with floating-point arithmetic can lead to catastrophic failures as shown in a simple example: the
difference between the results in symbolic and numerical computation for Res( x8 + y8 − 1, x9 + y9 − 1) is of magnitude
1013 (see Example 4 in Section 9). The most significant advantage of the new approach in this paper lies in avoiding
resultant calculations by transforming the elimination to a problem of matrix rank-revealing, which is particularly suitable
for numerical computation.
The necessary and sufficient condition for the existence of an elimination is that the given polynomial pair has a GCD
which is independent of the variable to be eliminated. This fact is particularly useful in solving polynomial systems for
solution sets of positive dimensions. The elimination process can be continued as long as the polynomials are co-prime. If
the system has positive dimensional solution sets, a nontrivial GCD generically emerges in the elimination process, leading
to a decomposition of the system that enables extraction of those solution sets.
Although the main objective of this paper is in numerical computation, our elimination algorithm is nonetheless
capable of being used in symbolic computation. Symbolic polynomial elimination arises in many applications such as
implicitization of parametric objects and computing minimal polynomials of algebraic numbers [5,26], computer-aided
design and geometric modeling [12]. However, the resultant computation may produce eliminants containing extraneous
factors of high degrees, as shown in Examples 1 and 2 in Section 9. In contrast, the new elimination method generates
irreducible polynomials.
In this paper, we introduce preliminaries in Sections 2–4, and the basic algorithms in Section 5 for eliminating one
variable from two input polynomials. In Section 6, we present a generalization of our method to eliminating more variables
from several polynomials. Sparse matrix computation is discussed in Section 7. The sensitivity of numerical elimination is
measured in Section 8 along with a condition number which is a by-product of the rank-revealing. Results of computing
experiments are presented in Section 9.
2. Notation
The n dimensional complex vector space is denoted by Cn. Vectors in Cn are column arrays denoted by boldface lower
case letters such as a, u, v2, etc, with 0 being a zero vectorwhose dimension can be understood from the context. Matrices
are represented by upper case letters like A and J . Notations (·)> and (·)∗ stand for the transpose and the Hermitian
transpose, respectively, of the matrix or vector (·).
The ring of polynomials with complex coefficients in variables x1, . . . , xt is denoted by C[x1, . . . , xt ], or C[x] for
x = (x1, . . . , xt). We write C[x, y] to denote the ring of polynomials in variable x as well as variables y. A polynomial as
a function is denoted by a lower case letter, say f , v, or p1, etc. For example, the polynomial
f (x1, x2, x3) = 4+ x1x23 − 2x21x22x3 + 5x42x23 − 3x51x32 (3)
has a total degree deg (f ) = 8, whereas its degree in x1 is deg x1(f ) = 5, and the (total) degree in y = (x2, x3) is
deg y(f ) = 6. The collection of all the polynomials with a certain degree bound forms a vector space over complex field C.
For instance, we have vector spaces
Cn[x] =
{
f ∈ C[x] ∣∣ deg (f ) ≤ n}, and
Cm,n[x, y] =
{
f ∈ C[x, y] ∣∣ deg x(f ) ≤ m, deg y(f ) ≤ n}.
Given amonomial basis for such a vector space, every polynomial corresponds to a unique coefficient vector. Throughout this
paper, if a letter (say f ) represents a polynomial, then the same letter in boldface (i.e. f) denotes its coefficient vector, where
the underlying vector space and its basis are clear from the context. For example, polynomial f in (3) is in C8[x1, x2, x3] of
dimension 165 with f = 4e1+ e18− 2e44+ 5e74− 3e124 corresponding to a monomial basis in the graded lexicographical
order [6]. Here ej is the j-th canonical vector with all entries being zero except the j-th equal to 1.
3. Elimination ideals
For an ideal I = 〈f1, . . . , fs〉 generated by polynomials f1, . . . , fs ∈ C[x1, . . . , xt ], the l-th elimination ideal is
Il = I ∩ C[xl+1, . . . , xt ]. For every polynomial h ∈ Il, its first l variables are eliminated by certain eliminators
p1, . . . , ps ∈ C[x1, . . . , xt ] in the equation p1f1 + · · · + psfs = h ∈ C[xl+1, . . . , xt ]. The objective of our elimination
method is to find one or more eliminants h along with the eliminators p1, . . . , ps.
The simplest case is to eliminate one variable from two polynomials. We consider f , g ∈ C[x, y] where x is the variable
to be eliminated and y is an array of variables. If f and g are co-prime, or at least their GCD satisfies deg x
(
gcd (f , g)
) = 0,
then it is known [6] that there are polynomial eliminators p and q such that p · f + q · g = h belongs to the elimination
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ideal 〈f , g〉 ∩ C[y]. The following proposition asserts the existence of the eliminators p and q and specifies their degree
bounds.
Proposition 1. Let f , g ∈ C[x, y] be of positive degrees in x with gcd (f , g) ∈ C[y], where x is a variable and y is the
array of remaining variables. Then there are polynomials p, q ∈ C[x, y] such that
p · f + q · g = h ∈ C[y]\{0} (4)
with
deg x(p) ≤ deg x(g)− 1, deg x(q) ≤ deg x(f )− 1; (5){
deg y(p)≤
(
deg x(g)− 1
)
deg y(f )+ deg x(f )deg y(g)
deg y(q)≤
(
deg x(f )− 1
)
deg y(g)+ deg x(g)deg y(f ).
(6)
Furthermore, the polynomial pair (p, q) is unique for each h.
Proof. The existence of the polynomials p and q satisfying (4) is a consequence of Proposition 1 of [6, Chap.3, Section 6]
for h = Res(f , g, x), the resultant of f and g with respect to x, even though h in (4) may not necessarily be the resultant.
To prove the degree inequalities in (5) and (6), we write
f = a0xk + · · · + ak−1x+ ak, g = b0xl + · · · + bl−1x+ bl
p = c0xl−1 + · · · + cl−2x+ cl−1, q = d0xk−1 + · · · + dk−2x+ dk−1 (7)
where a0, . . . , ak, b0, . . . , bl ∈ C[y] and c0, . . . , cl−1, d0, . . . , dk−1 are unknown polynomials in y to be determined by
Eq. (4), or equivalently
a0 b0
a1
. . . b1
. . .
...
. . . a0
...
. . . b0
ak a1 bl b1
. . .
...
. . .
...
ak bl


c0
...
cl−1
d0
...
dk−1

=

0
0
...
...
0
h

.
︸ ︷︷ ︸
l columns
︸ ︷︷ ︸
k columns
(8)
For h = Res(f , g, x), system (8) is solvable by Cramer’s rule with a unique solution c0, . . . , cl−1, d0, . . . , dk−1 ∈ C[y]. In
particular,
c0 = 1Res(f , g, x) · det

0 b0
0 a0
...
. . .
...
...
. . .
...
. . . b0
... ak a0 bl
...
0
. . .
...
. . .
...
h ak bl

= det

0 b0
0 a0
...
. . .
...
...
. . .
...
. . . b0
... ak a0 bl
...
0
. . .
...
. . .
...
1 ak bl

(9)
since h = Res(f , g, x). By the definition of determinant, c0, . . . , cl−1, d0, . . . , dk−1 are integer polynomials of
a0, . . . , ak, b0, . . . , bl. The degree inequalities in (5) come from (7) and it is straightforward to verify (6) from the equations
such as (9).
To prove the uniqueness, let (p, q) satisfy (5) and let p f + q g = 0. Express f , g, p, q as in (7) and set y∗ ∈ Cm to
be a constant vector such that a0(y∗) 6= 0 and b0(y∗) 6= 0. Then f (x, y∗) and g(x, y∗) are univariate polynomials in
x of degrees k and l respectively. Moreover, the inclusion gcd (f , g) ∈ C[y] implies that f (x, y∗) and g(x, y∗) are
co-prime as polynomials in x. Therefore p(x, y∗)f (x, y∗)+ q(x, y∗)g(x, y∗) ≡ 0 implies that f (x, y∗) and g(x, y∗) divide
q(x, y∗) and p(x, y∗) respectively. Consequently, p(x, y∗) = q(x, y∗) ≡ 0 by (5), or c0(y∗) = · · · = cl−1(y∗) = d0(y∗) =
· · · = dk−1(y∗) = 0, implying c0 = · · · = cl−1 = d0 = · · · = dk−1 = 0 since y∗ can be chosen from an open subset
of Cm. 
Remark. In general, the eliminant h = pf +qg in (4) is not the resultant Res(f , g, x), even though its existence is ensured
by the existence of the resultant in the proof of Proposition 1. The polynomial h in (4) as a result of our elimination algorithm
can have a substantially lower degree than the resultant. For a simple example, let f (x, y) = x6 + y2 and g(x, y) = y6 + x2
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The resultant
Res(f , g, x) = y36 − 2y20 + y4
is of degree 36. In contrast, our algorithm produces the eliminators for the eliminant
(−1) · f (x, y)+ (x4 − x2y6 + y12) · g(x, y) = y18 − y2
of degree 18, which is one half of the resultant degree.
4. Numerical rank-revealing
Rank-revealing is an ill-posed problem, arising frequently in algebraic applications. It is nonetheless well regularized via
a reformulation of the approxi-rank [20]. For a given threshold θ ≥ 0, a matrix A ∈ Cm×n has an approxi-rank k within
θ , denoted by rank θ ( A ) = k, if k is the smallest rank of all matrices within 2-norm distance θ of A (cf. [15, Section
5.5.8]). Namely, k = rank θ ( A ) = min‖ A−B ‖2≤θ
{
rank ( B )
}
, and, in this situation, we also say the approxi-nullity of
A within θ is n − k. Let U = [u1, . . . ,um ], V = [ v1, . . . , vn ], and A = ∑nj=1 σjujv∗j be the singular value expansion
[15] of A with singular values σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0. Then the subspace span{vk+1, . . . , vn} is called the approxi-kernel
of A within threshold θ and denoted by Kθ (A). The exact rank and kernel are special cases of the approxi-rank and the
approxi-kernel respectively: rank ( A ) = rank θ ( A ) and K(A) = Kθ (A) within sufficiently small θ .
Computing the approxi-rank/kernel becomes a well-posed problem with a sensitivity measure σ1
σk
(see [25,31]) for a
proper threshold θ , Moreover, the approxi-rank/kernel can be computed via recursive application of the following approxi-
nulvector finder [20], which will be an indispensable component of our elimination algorithm in numerical computation.
The algorithm is essentially the inverse iteration on R∗R with zero shift, assuming the input matrix R is in upper-triangular
form without loss of generality. Every matrix A has a QR decomposition [15] A = QR and the approxi-kernel of A is
identical to that of the upper-triangular matrix R.
Algorithm: NulVector [20]
Input: upper-triangular matrix R ∈ Cn×n and rank threshold θ .
. Generate a random vector z0 ∈ Cn
. For j = 0, 1, . . . (with a proper stopping criterion) do
Solve R∗xj = zj for xj by a forward substitution
Solve Ryj = xj for yj by a backward substitution
Set zj+1 = yj/‖yj‖2 and ςj = ‖xj‖2
/‖yj‖2
end do
Output: the final iterates z and ς
Let ε be the hardware precision and let θ be the rank threshold. We stop the iteration when(ςj
θ
)2j
< ε or ςj − |ςj−1 − ςj|
2
|ςj−2 − ςj−1| − |ςj−1 − ςj| > θ (10)
for the following considerations: Let rank θ ( A ) = k. That is, σk > θ > σk+1. The distance from xj to Kθ (A) is bounded
by a constant multiple of (σk+1/σk)2j (see [20]). When the first inequality in (10) holds, σk+1/σk < ςj/θ even if ςj > σk+1,
or otherwise ςj is already small enough. Therefore we can take xj as an approxi-nulvector. The second inequality in (10)
indicates that Kθ (A) = {0}. This is because ςj converges to σn from above at a linear rate: |ςi − ςi−1| ≤ γ |ςi−1 − ςi−2|
for i = 2, 3, . . . and 0 < γ < 1. Consequently,
σn = ςj − (ςj − ςj+1)− (ςj+1 − ςj+2)− · · · ≥ ςj − (ςj−1 − ςj)(γ + γ 2 + · · · )
= ςj − (ςj−1 − ςj) γ1− γ ≈ ςj −
|ςj−1 − ςj|2
|ςj−2 − ςj−1| − |ςj−1 − ςj| > θ
when we take γ ≈ (ςj−1 − ςj)/(ςj−2 − ςj−1).
Each iterative step of Algorithm NulVector requires a forward substitution and a backward substitution. After finding
an approxi-nulvector z of matrix R within θ , we can continue to calculate an approxi-nulvector zˆ of
[‖R‖z∗
R
]
within
θ . If such a zˆ exists, it is also an approxi-nulvector of R orthogonal to z [20]. By updating the QR decomposition[‖R‖z∗
R
]
= Q
[
Rˆ
0>
]
, we can use Algorithm NulVector to find zˆ. An orthonormal basis of the approxi-kernel can be
obtained by continuing this process.
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Fig. 1. Algorithm SymElim.
5. Elimination method on two polynomials
Our elimination method is based on matrix computation through constructing elimination matrices and computing their
kernels. Let ∂x denote the operator of taking the partial derivative with respect to x. For any fixed polynomial f ∈ C[x, y],
we define a linear transformation Lf ,x : C [x, y] −→ C[x, y] as
Lf ,x(g) = ∂x(f · g) = (∂xf )g + f (∂xg) = [(∂xf )+ f · ∂x] g. (11)
If we restrict its domain and range to be certain vector spaces of finite dimensions with proper bases, this linear
transformation corresponds to a matrix of complex numbers.
More specifically, let us consider Lf ,x as a linear transformation from Cm,n[x, y] to Cm′,n′ [x, y] with monomial bases
{p1, p2, . . . , pη} and {q1, q2, . . . , qµ} respectively. Then its matrix Lf ,x is µ×η, with the j-th column being the coefficient
vector of Lf ,x(pj) in Cm′,n′ [x, y] with respect to the basis {q1, q2, . . . , qµ}. Namely, the (i, j)-entry of Lf ,x is the coefficient
of Lf ,x(pj) associated with the monomial qi.
For any pair of polynomials f , g ∈ C[x, y] satisfying the conditions of Proposition 1, the equation pf + qg = h ∈
〈f , g〉 ∩ C[y] leads to ∂xh = 0. Namely, Lf ,x(p)+Lg,x(q) = 0, or equivalently
Lf ,x p+ Lg,x q =
[
Lf ,x, Lg,x
] [p
q
]
= 0 (12)
with proper degree bounds on p and q. Let deg x(f ) = m1, deg y(f ) = n1, deg x(g) = m2, deg y(g) = n2, and n1 ≥ n2
without loss of generality. Then
deg x(p) ≤ m2 − 1 and deg x(q) ≤ m1 − 1 (13)
by Proposition 1. To match the row dimensions of Lf ,x and Lg,x, we can set
deg y(p) ≤ k and deg y(q) ≤ n1 − n2 + k for 0 ≤ k ≤ (m2 − 1)n1 +m1n2, (14)
also from Proposition 1. For each k in (14), let Lf ,x,k be the matrix for the restricted linear transformation Lf ,x from
Cm2−1,k[x, y] to Cm1+m2−1,n1+k[x, y]. Likewise denote Lg,x,k as the matrix for the restricted linear transformation Lg,x
from Cm1−1,n1−n2+k[x, y] to Cm1+m2−1,n1+k[x, y]. We define the k-th elimination matrix
Ef ,g,x,k =
[
Lf ,x,k, Lg,x,k
]
. (15)
The polynomials p and q exist within degree bounds (13) and (14) such that pf + qg = h ∈ C[y] if and only if the
elimination matrix Ef ,g,x,k is rank deficient and the coefficient vectors p and q form a nonzero vector
[
p
q
]
in the
kernel of Ef ,g,x,k. We describe our elimination algorithm SymElim in Fig. 1 as a pseudo-code for symbolic computation
that eliminates the variable x from the polynomials f , g ∈ C[x, y]. Its numerical version NumElim will be given
in Fig. 2.
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Fig. 2. Algorithm NumElim.
The elimination matrix Ef ,g,x,k+1 can be constructed, or updated, using the existing Ef ,g,x,k since
Ef ,g,x,k+1 =

Lf,x,k
additionalcolum
ns
of
Lf,x,k+
1
Lg
,x,k
additionalcolum
ns
of
Lg
,x,k+
1

︸ ︷︷ ︸
Lf ,x,k+1
︸ ︷︷ ︸
Lg,x,k+1
=

Ef ,g,x,k
additionalcolum
ns
of
E
f,g
,x,k+
1

Pˆk+1 (16)
where Pˆk+1 is a permutationmatrix. For numerical rank-revealing, we need a QR decomposition of Ef ,g,x,k+1. The permuted
QR decomposition Qk+1
[
Rk+1
O
]
Pk+1 of Ef ,g,x,k+1 can be also updated from Ef ,g,x,k = Qk
[
Rk
O
]
Pk. Here Qk and Qk+1 are
unitary matrices whereas Rk and Rk+1 are upper-triangular square matrices. From (16), we can write Ef ,g,x,k+1 in block
form as
Ef ,g,x,k+1 =
 Qk
[
Rk
O
]
Pk
F
G
O H
 Pˆk+1
=
[
Qk
I
] Rk F˜O G˜
O H
[Pk I
]
Pˆk+1 = Qˆk
[
Rk F˜
O Gˆ
]
Pk+1
where Qk
[
F˜
G˜
]
=
[
F
G
]
, Qˆk =
[
Qk
I
]
, Gˆ =
[
G
H
]
, and Pk+1 =
[
Pk
I
]
Pˆk+1. Let Qˇ
[
Rˇ
O
]
be the QR decomposition of Gˆ,
then
Ef ,g,x,k+1 = Qˆk
[I Qˇ
]  Rk F˜Rˇ
O

 Pk+1 = Qk+1 [Rk+1O
]
Pk+1
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with Qk+1 = Qˆk
[
I
Qˇ
]
, and Rk+1 =
[
Rk F˜
Rˇ
]
. This QR updating process eliminates redundant computation of QR
decompositions.
Applying an approximate rank-revealingmoduleNulVector inApaTools [32] alongwith the above QR updating process,
a numerical version of the elimination method is designed as shown in Fig. 2. The results of our computing experiment on
Algorithm SymElim and Algorithm NumElimwill be presented in Section 9.
6. Elimination method in the general case
Algorithm SymElim and Algorithm NumElim can be extended to the general case of eliminating t variables from
polynomials f1, . . . , fs ∈ C[x, y], where x = (x1, . . . , xt) is the array of variables to be eliminated and y is the
array of remaining variables. Similar to the case of eliminating one variable from two polynomials, we seek eliminators
p1, . . . , ps ∈ C[x, y] such that
p1 f1 + · · · + ps fs = h ∈ C[y]\{0}. (17)
Those pj’s obviously satisfy equations
∂x1(p1 f1 + · · · + ps fs) = 0
...
...
...
...
∂xt (p1 f1 + · · · + ps fs) = 0.
(18)
Consequently, coefficient vectors pj’s satisfy the homogenous equation
Ef1,...,fs,x,mu = 0 (19)
with Ef1,...,fs,x,m =
Lf1,x1 · · · Lfs,x1... . . . ...
Lf1,xt · · · Lfs,xt
 and u =
p1...
ps
 (20)
for m larger than certain integer m∗, where Lfj,xi for each (i, j) is the matrix for the linear transformation Lfj,xi with
its domain restricted to Cm[z]. Different from the case in Section 5, system (19) may produce an extraneous solution
(p1, . . . , ps) such that p1f1+· · ·+psfs = 0. Moreover, if (p1, . . . , ps) is such an extraneous solution, so is any (qp1, . . . , qps)
within the degree bound. Therefore, we need additional constraints to weed out those unwanted solutions.
For simplicity of exposition, consider f1, . . . , fs ∈ Cn[z] where z = (x, y) and n = maxj
{
deg (fj)
}
. We seek a
polynomial array (p1, . . . , ps) ∈ (Cm[z])s satisfying (17) for increasing m = 0, 1, . . .. Let
{
(pi1, . . . , pis)
∣∣ i = 1, . . . , `}
span the subspace of all the solutions to p1f1+· · ·+psfs = 0 in (Cm[z])s. If (pˆ1, . . . , pˆs) satisfies (17), then the polynomial
array (pˆ1, . . . , pˆs)+∑`i=1 αi(pi1, . . . , pis) also satisfies (17) for any α1, . . . , α` ∈ C. Consequently, we have the following
proposition:
Proposition 2. For polynomials f1, . . . , fs ∈ Cn[z] in an array of variables z = (x1, . . . , xt), let
{
(pi1, . . . , pis)
∣∣ i = 1, . . . , `}
span the subspace of all the solutions to p1f1 + · · · + psfs = 0 in (Cm[z])s. If Eq. (17) has a solution for certain h ∈ C[y]\{0},
then there is a nontrivial solution (p1, . . . , ps) ∈ (Cm[z])s to the equation
p∗11 · · · p∗1s
...
. . .
...
p∗`1 · · · p∗`s
Ef1,...,fs,x,m

p1...
ps
 =

0
...
...
...
0
 , (21)
where each block Lfj,xi of Ef1,...,fs,x,m in (20) is the matrix for the linear transformation Lfj,xi from Cm[z] to Cm+n[z]. Moreover,
every nontrivial solution of (21) is a solution to Eq. (17).
Proof. A straightforward verification. 
We can generate those auxiliary equations in the form of p∗i1p1 + · · · + p∗isps = 0 systematically. Starting from m = 0,
we solve Eq. (19) for nontrivial solutions (p1, . . . , ps) ∈ Cm[z] where each Lfj,xi is the matrix for the restricted linear
transformation Lfj,xi from Cm[z] to Cn+m[z]. If an extraneous solution (p˜1, . . . , p˜s) is found, it is then included into a
generating set G (initially empty). At the next step, with m increased by one, auxiliary equations in (21) are generated by
the members of the set{
(zjp˜1, . . . , zjp˜s)
∣∣∣ (p˜1, . . . , p˜s) ∈ G, |j| ≤ m− max
1≤i≤s
deg (p˜i)
}
listed as
{
(pi1, . . . , pis)
∣∣ i = 1, . . . , `}.
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Fig. 3. Algorithm GenElim.
Fig. 4. Sparsity structure of the 220× 120 elimination matrix Ef ,g,x,6 for f and g in (22). Each black dot in the graph represents a nonzero entry of the
matrix.
After finding a solution to (17), we can also include it in the set G for generating additional auxiliary equations so that
additional members of the elimination ideal can be computed from Eq. (21).
7. Sparsity of polynomials and elimination matrices
Multivariate polynomials arising in algebraic computation are often sparse, such as f in (3) that consists of only 5 nonzero
monomials out of 165 possible terms. In other words, there are very few nonzero components in the coefficient vectors of
the polynomials. As a result, the elimination matrices can also be very sparse.
For example, the 6-th elimination matrix Ef ,g,x,6 has a sparsity structure as shown in Fig. 4 with polynomials
f (x, y, z) = x3 − yz, g(x, y, z) = y3 − xz. (22)
Less than 0.7% of the entries are nonzero. Moreover, an elimination matrix can be re-arranged to be blockwise upper-
triangular with a column permutation as illustrated in (16). Consequently, we can take advantage of sparse matrix
computation to reduce the cost of rank/kernel computation.
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Fig. 5. Illustration of deleting the j-th column of A.
Moreover, the polynomials p and q in Eq. (4) are also likely to be sparse. If a term of p or q is known to be zero,
the corresponding column of the elimination matrix can be deleted, reducing the storage and computing time even further.
There is a simple and effective way to identify the zero terms by a significant portion: When a row of matrix A in equation
Au = 0 has only one nonzero entry aij in its j-th column, then the j-th component uj = 0 in the solution u, as illustrated
in Fig. 5.
The j-th column of A can then be deleted. After deleting those columns, theremay be other rowswith only one nonzero
entry left per each row and the corresponding entries in u are identified as zeros. We can continue this process to delete
as many columns as possible. Obviously we can also delete zero rows. The remaining matrix can be substantially smaller.
For instance, the 220× 120 elimination matrix Ef ,g,x,6 shown in Fig. 4 has only a 3× 4 submatrix
p︷︸︸︷
z3
q︷ ︸︸ ︷
x2z2 xy3z y6
Eˆf ,g,x,6 =
[ 3 − 3 0 0
0 2 − 2 0
0 0 1 −1
]
remaining after deleting columns and rows. The kernel of Eˆf ,g,x,6 is spanned by [1, 1, 1, 1]>, corresponding to p(x, y, z) =
z3 and q(x, y, z) = x2z2 + xy3z + y6. As a result, pf + qg = h with h(x, y, z) = −z4y+ y9, eliminating variable x.
8. Accuracy and sensitivity of the numerical elimination
Our numerical elimination method is based on computing the approximate rank and kernel of the elimination matrices.
The numerical sensitivity can thus be measured by the singular values of those matrices with no additional cost, providing
an error estimate for the computing result. This feature of our algorithm can be important in practical computation where
the accuracy needs to be verified.
Lemma 3. Let σ1 ≥ · · · ≥ σk > 0 = σk+1 = · · · = σn be the singular values of a matrix A. Then for any matrix Aˆ with∥∥A− Aˆ∥∥2 = ε < 12σk, the distance1 between the kernel of A and the approxi-kernel of Aˆ within θ ∈ (ε, σk) satisfies
dist
(
K(A), Kθ (Aˆ)
)
≤
(
σ1
σk
)
· 2‖A− Aˆ‖2‖A‖2 . (23)
Moreover, for every unit vector zˆ ∈ Kθ (Aˆ), there is a unit vector z ∈ K(A) such that∥∥z− zˆ∥∥2 ≤ (σ1σk
)
4ε/σ1
1− 2ε/σk . (24)
Proof. Let A = U Σ V ∗ be the compact singular value decomposition where columns of V span the range of A∗. Let Nˆ
be the matrix whose columns form an orthonormal basis for Kθ (Aˆ). Then |ANˆ‖2 ≤ ‖AˆNˆ‖2 + ‖A − Aˆ‖2 = 2ε. Inequality
(23) thus follows ‖ANˆ‖2 = ‖ΣV ∗Nˆ‖2 ≥ σk‖V ∗Nˆ‖2 and dist
(
K(A), Kθ (Aˆ)
)
= ‖V ∗Nˆ‖2. Inequality (24) can be proved
similarly with basic linear algebra. 
Lemma 3 suggests that the sensitivity of the kernel can be measured by the ratio σ1/σk. This sensitivity is attainable
in the process of the rank/kernel computation introduced in Section 4. More specifically, let E be an elimination matrix
whose kernel (exact or approximate) is spanned by the orthonormal columns of N . Also, assume k to be the rank (exact
1 The definition of distance between two subspaces can be found in the literature such as [15, Section 2.6.3].
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or approximate) of E. Then, σk is the smallest singular value of
[
τN∗
E
]
where τ is a scalar of roughly the magnitude of
‖E‖2 (see [20]). This singular value is actually a by-product of the rank-revealing process that recursively applies Algorithm
NulVector in Section 4 until stopping at the smallest σk above the approxi-rank threshold θ .
The singular value σk has an interpretation in terms of polynomial elimination on (f , g). We can define a‘‘dot-product’’
of polynomials p and q, denoted by p  q, as the (complex) dot-product of their coefficient vectors. The 2-norm of a
polynomial can be naturally defined as ‖p‖2 = √p p. Let S be the vector space of polynomial pairs (u, v) within proper
degree bounds, and let N be the subspace of S that consists of eliminator pairs (p, q) satisfying ∂x(f · p + g · q) = 0.
Then, it is straightforward to verify that
σk = min
(u,v)⊥N
{∥∥∂x(f · u+ g · v)∥∥2/√‖u‖22 + ‖v‖22}. (25)
Here, (u, v) ⊥ N denotes the requirement u p+ v  q = 0 for every (p, q) ∈ N . We shall call σ1/σk the elimination
condition number for (f , g).
9. Computational experiments
In this section,we present sample results of our algorithmswith preliminaryMaple implementations. Ourmain objective
is numerical elimination by Algorithm NumElim and the numerical mode of Algorithm GenElim (Fig. 3), while symbolic
elimination is available and easier to implement. We compare our algorithms with standard Maple codes of resultant since
it has been apparently the only practical elimination method for floating-point computation in the literature. All the tests
are carried out in Maple 10 platform.
Examples 1–3 test Algorithm SymElim and Algorithm GenElim in symbolic mode to generate a basis for elimination
ideals. These examples demonstrate one of the main features of our algorithms in comparison with the resultant: Our
elimination method produces lowest degree eliminants with fewer extraneous factors. This feature makes numerical
computation much easier and more robust. Example 4 shows that the resultant computation can lead to catastrophic
failure using floating-point arithmetic and further illustrates the robustness of our numerical algorithm. We apply
AlgorithmNumElim in Example 5 to solve a polynomial systemmodeling conformations of 6-atommolecules. Example 6 is
a modified version of the classic cyclic system possessing positive dimensional solution sets. Those non-isolated solutions
can be lost in conventional symbolic computation when the system is in approximate form. Algorithm NumElim along
with our approximate GCD algorithm mvGCD [33] accurately captures those solutions even though the system undergoes
significant perturbations.
Example 1 (Implicitization of a Rational Curve in the Plane). Consider a plane curve C with a rational parameterization C ={(
a1(t)/b1(t), a2(t)/b2(t)
) ∈ R2 ∣∣ t ∈ R}. The generator h(x, y) of the elimination ideal 〈a1(t)− x b1(t), a2(t)− y b2(t)〉∩
R[x, y] implicitizes the curve C since it is in the zero set of h(x, y). For example, let
C =
{(
t3+3t−6
t−2 ,
t−2
t3
)
∈ R2 ∣∣ t ∈ R} .
Our algorithm SymElim produces the elimination
(1− 4y− 2yt − t2y)[(t3 + 3t − 6)− x(t − 2)]+ (−7− 2t − t2 + x)[(t − 2)− y t3)]
= 8(xy− 3y− 1).
In contrast, the implicitization using the resultant generates
Res((t3 + 3t − 6)− x(t − 2), (t − 2)− y t3, t)
= 8y3x3 − 72y3x2 − 24y2x2 + 216y3x+ 144y2x+ 24yx− 216y3 − 216y2 − 72y− 8.
This resultant is, in fact, 8(xy − 3y − 1)3 with undesirable multiplicity and extraneous factors. We have tested
many implicitization problems, our elimination always outputs the lowest degree implicitization as does Gröbner basis
computation, while the resultant may or may not. 
Example 2 (The Minimal Polynomial of an Algebraic Number). An algebraic number α can be represented by its minimal
polynomial that is the irreducible rational polynomial p such that p(α) = 0. It is known [26] that, for minimal
polynomials p and q of α and β respectively, the minimal polynomial f of α · β can be computed as the resultant
Res
(
p(x), q(z/x)·xdeg(q), x) if it is irreducible, or otherwise f is a factor of that resultant. Similarly, theminimal polynomial
g of α/β is a factor of Res
(
p(x), q(z · x), x). Again, our elimination method SymElim appears to have an advantage over
the resultant by producing the (irreducible) minimal polynomial directly while resultants may produce extraneous factors
and multiplicities.
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Table 1
The comparison of computing error between resultant and Algorithm NumElim in floating-point arithmetic on polynomial
pairs in (26).
k 4 5 6 7 8 9
(condition number) (86.5) (1.30× 103) (2.83× 104) (7.86× 105) (2.65× 107) (1.05× 109)
Resultant error 0.0 3.53× 10−9 1.44× 10−5 5.42× 10−2 2.52× 104 6.94× 1013
NumElim error 1.46× 10−14 1.22× 10−13 2.57× 10−12 9.32× 10−11 1.04× 10−9 9.46× 10−8
For example, p(x) = x2 − 2 and q(x) = x4 + 4x2 + 16 are the minimal polynomials of √2 and 1 + i√3. Our code
SymElim generates the minimal polynomials f and g for
√
2(1+ i√3) and (1+ i√3)/√2 directly:
f (z)= (−32− 16x2 − 4z2) · p(x)+ 1 · q(z/x) · x4 = z4 + 8z2 + 64
g(z)= (−4z2 − 2z4 − x2z4) · p(x)+ 1 · q(z · x) = 4z4 + 8z2 + 16.
In contrast, the resultant method produces
Res
(
p(x), q(z/x)x4, x
) = z8 + 16z6 + 192z4 + 1024z2 + 4096
Res
(
p(x), q(z · x), x) = 16z8 + 64z6 + 192z4 + 256z2 + 256
that are the squares of the respective minimal polynomials. 
Example 3 ([8,17,26]). We test the symbolic computing version of Algorithm GenElim on polynomial ideal I = 〈f1, f2, f3〉
with
f1(x, y, z) = x3 − yz, f2(x, y, z) = y3 − xz, f3(x, y, z) = z3 − xy.
Algorithm GenElim produces three polynomials in the first elimination ideal
g1(y, z)=−y4 + z4 = (0)f1 − (y)f2 + (z)f3
g2(y, z)=−2y2z + y6z + y2z5= (2y)f1 + (2xz2 + y3z)f2 + (2x2 + y2z2)f3
g3(y, z)=−2y2z + y5z2 + yz6= (2z)f1 + (2x2 + y2z2)f2 + (2xy2 + yz3)f3
and one polynomial in the second elimination ideal
g4(z) = z9 − z5 = (y3)f1 + (yz − yz5 + z2xy2)f2 + (y4 − z2 + z6 + x2y2)f3.
For this example, Algorithm GenElim actually produced bases for the two elimination ideals. This can be confirmed by
computing the Gröbner basis{
z9 − z5, z6y− z2y, z5y2 − y2z, y4 − z4, x3 − yz, y3 − xz, z3 − xy}
= {g4, g3 + (yz2) · g1, g2 + (y2z) · g1, g1, f1, f2, f3}.
We can compare our final elimination result g4(z) = z9 − z5 ≡ z5 (z4 − 1) with the Macaulay resultant computed using
the Maple packageMR [22]
Res({f1, f2, f3}, {x, y}) = z27 − 4z23 + 6z19 − 4z15 + z11 ≡ z11 (z4 − 1)4.
The output contains extraneous factors z6 and (z4−1)3. The difference is particularly substantial in numerical computation
with approximate coefficients, since the simple zeros corresponding to z = ±1,±i would become inaccurate clusters
using resultant due to the extraneous multiplicity 4. In contrast, those zeros stay simple and accurately computable using
our elimination algorithm. 
Example 4 ([4]). Consider the sequence of polynomial pairs
fk(x, y) = xk + yk − 1, gk(x, y) = xk+1 + yk+1 − 1. (26)
In particular, k = 9 is a testing case in [4] for computing intersection points of plane curves using a resultant-basedmethod.
The condition number of the problem increases rapidly as k increases (see Table 1). This is also an example that shows
the catastrophic failure of straightforward resultant computation using floating-point arithmetic. As shown in Table 1, the
numerical resultant becomesmeaningless when k reaches 8, while our NumElim remains reasonably accurate, considering
the problem condition.
In Table 1, each numerical resultant r˜k is computed based on using the Maple function resultant on (fk, gk) with
coefficients changed from 1 to 1.0. The corresponding symbolic resultant rk is computed using integer coefficients. The
error is calculated as ‖rk − r˜k‖2/‖rk‖2. The same approach is applied to measure the error on NumElim results against
SymElim ones. The machine precision is set to 16 digits to simulate the hardware precision. The catastrophic errors in
numerical resultants in Table 1 are repeatedly confirmed by computing the determinants of both Sylvester and Bezout
matrices.
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Table 2
The comparison between resultant and Algorithm NumElim on the computed root nearest to 1 in floating-point arithmetic
on polynomial pairs in (26).
k 4 5 6 7 8 9
Resultant root 1.0 1.0001 0.999994 1.0000005 1.00003 0.9993
(error) (0) (1.0× 10−4) (6.1× 10−6) (5.0× 10−7) (3.0× 10−5) (7.0× 10−3)
NumElim root 1.0 1.0 1.0 1.0 1.0 1.0
(error) (0.4× 10−16) (0.2× 10−16) (0.1× 10−16) (0.2× 10−16) (0.1× 10−16) (1.0× 10−16)
Table 3
Zeros of system (27).
Zero Backward error Backward error
(x, y, z) of NumElim of result in [13]
(0.7126464324172228, −0.0103841312334673, −0.623453274249868) 2.48× 10−16 2.70× 10−10
(−0.7126464324172228, 0.0103841312334673, 0.623453274249868) 2.48× 10−16 2.70× 10−10
( 0.3684363941710828, 0.3197251268526662, 0.296955936680746) 1.77× 10−14 2.24× 10−10
(−0.3684363941710828, −0.3197251268526662, −0.296955936680746) 1.77× 10−14 2.24× 10−10
Each pair (fk, gk) has two common real zeros (0, 1) and (1, 0) ofmultiplicity k. In fact, the exact resultant Res(fk, gk, y)
has k-fold zeros 0, 1 and no other real zeros. Based on using Maple polynomial solver fsolve on the numerical resultant
and the NumElim eliminant, Table 2 lists the error on the root x = 1. Again, numerical resultants have substantial error
on the intended root, while the NumElim eliminants maintain a high accuracy on the computed root for increasing k, even
though the elimination condition deteriorates.
Moreover, the eliminants computed by NumElim have no extraneous real zeros in this example, while the numerical
resultants have many due to large coefficient errors.
Example 5 ([13]). The following system is derived from a model of a 6-atom molecule:
f1(x, y, z)=−310+ 959y2 + 774z2 + 1389yz + 1313y2z2
f2(x, y, z)=−365+ 755z2 + 917x2 + 1451zx+ 1269z2x2
f3(x, y, z)=−413+ 837x2 + 838y2 + 1655xy+ 1352x2y2.
(27)
Its real zeros represent possible conformations. Applying AlgorithmNumElimwith 16-digit floating-point arithmetic on
f1 and f2 to eliminate variable y, we obtain
f4(x, y) = −117.2496776188767x4 + 47.53627698606049xy3 − 139.5033729940999y4 − 258.4270386825407x2y4
− .226261630783556+ 39.9893429613612y2 + 61.4336473755227x3y+ 58.9735488835277x2
− 100.307758333013xy+ 145.0667034190651x2y2 − 213.5586480923198x4y2 + 470.1182446611385x3y3
− 0.016157852162932x4y4.
Eliminating variable y from f3 and f4 yields
f5(x) = .200381262481534x16 + 2.659228633394847x14 + 11.31770969367695x12 + 15.75289545310383x10
+ .38755224875146x8 − 4.04724609611127x6 − 1.08641307007601x4 + .013127304266124x2
+ .0274299799518486.
Zeros of system (27) can thus be calculated by univariate root-finding and backward substitution. There are 4 real zeros
listed in Table 3 along with backward error√
|f1(x∗, y∗, z∗)|2 + |f2(x∗, y∗, z∗)|2 + |f3(x∗, y∗, z∗)|2
‖f1‖22 + ‖f2‖22 + ‖f3‖22
defined on a zero (x∗, y∗, z∗). In comparison with the results reported in [13], our results are about 4 digits more
accurate. 
Example 6. Combined with our approximate GCD method [33] implemented as module mvGCD in ApaTools [32], the
elimination algorithms described in this paper appear to be effective in solving polynomial systems for the solution sets
of positive dimension. We attempt to triangularize a polynomial system using our elimination algorithms. Whenever
two polynomials are co-prime, a polynomial in an elimination ideal can be computed. Consequently, the triangularization
process can be continued until a nontrivial (approximate) GCD emerges between two polynomials, rendering a decomposed
system where a positive dimensional solution set may be retrieved.
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Computing positive dimensional solution sets is an ill-posed problem where a tiny perturbation in coefficients can
completely degrade the solution sets to zero dimensional. In this case, conventional symbolic computation for exact solution
may misidentify the structure of the solution, as shown below in this example. Our numerical elimination, in contrast, is
capable of capturing the solution along with its dimension structure.
Consider the following system of polynomial equations:√
2 x1 +
√
3 x2 + x3 + x4 = 0,
√
6 x1x2 +
√
3 x2x3 + x3x4 +
√
2 x4x1 = 0,√
6 x1x2x3 +
√
3 x2x3x4 +
√
2 x3x4x1 +
√
6 x4x1x2 = 0,
√
6 x1x2x3x4 − 1 = 0 (28)
which is a scaled version of the classic Cyclic Four System. Its solution consists of two components of dimension one:{( 1√
2s
, s√
3
, − 1s , s
) ∣∣ s ∈ C\{0}} and {(− 1√
2s
, − s√
3
, 1s , s
) ∣∣ s ∈ C\{0}}.
The polynomials in system (28) are then approximated with floating-point numbers of 4-digit precision:
f1(x1, x2, x3, x4) = 1.414x1 + 1.732x2 + x3 + x4
f2(x1, x2, x3, x4) = 2.449x1x2 + 1.732x2x3 + x3x4 + 1.414x4x1
f3(x1, x2, x3, x4) = 2.449x1x2x3 + 1.732x2x3x4 + 1.414x3x4x1 + 2.449x4x1x2
f4(x1, x2, x3, x4) = 2.449x1x2x3x4 − 1.
(29)
In an exact sense, the zeros of system (29) degrade to isolated points even if the coefficients have a higher accuracy, asMaple
function solve outputs 16 isolated zeros:
Since f1 is co-prime with f2, f3 and f4, as confirmed by software mvGCD [33], we can use f1 as pivot to eliminate
variable x from those three polynomials and obtain
g1(x2, x3, x4) = 1.342x22 + 1.550x4x2 + .4472x24
g2(x2, x3, x4) = −1.061x22x3 − .6124x2x23 − 1.225x2x3x4 − 1.061x4x22 − .6124x24x2 − .3536x23x4 − .3536x3x24
g3(x2, x3, x4) = 1.500x22x3x4 + .8660x2x23x4 + .8660x2x3x24 + 0.5000.
Before attempting further elimination, mvGCD identifies x2 + .5774x4 as an approximate GCD between g1 and g2
with co-factors x2 + .5774x4 and x2x4 + x2x3 + 0.5774x3x4 + 0.5774x23. Consequently, system (29) is decomposed into
two systems
1.414x1 + 1.732x2 + x3 + x4 = 0
x2 + .5774x4 = 0
1.500x22x3x4 + .8660x2x23x4 + .8660x2x3x24 + 0.5000 = 0
(30)
and
1.414x1 + 1.732x2 + x3 + x4 = 0
x2 + .5774x4 = 0
x2x4 + x2x3 + 0.5774x3x4 + 0.5774x23 = 0
1.500x22x3x4 + .8660x2x23x4 + .8660x2x3x24 + 0.5000 = 0.
(31)
Continuing the process by eliminating x2 from the last two equations in system (30), we have a 3× 4 triangular system
1.414x1 + 1.732x2 +x3 +x4 = 0
x2 +.5774x4 = 0
x23x
2
4 −1.00001 = 0
that is solved, obtaining two solution sets{ 0.7072
s , −0.5774s, − 1.000s , s
}
and
{− 0.7072s , −0.5774s, 1.000s , s}. (32)
Those sets approximate the exact solution of the original exact system (28) to 3-digit accuracy using 4-digit accurate data.
System (31) is also triangularized to a new system
1.414x1 + 1.732x2 +x3 +x4 = 0
x2 +.5774x4 = 0
x23 −1.00001x24 = 0
x44 −1.00001 = 0
with eight isolated solutions
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(-0.7072, 0.5774, 1.0, -1.0), (-0.7072I, 0.5774I, I, -I), ( 0.7072, 0.5774, -1.0, -1.0), ( 0.7072I, 0.5774I, -I, -I)
( 0.7072, -0.5774, -1.0, 1.0), ( 0.7072I, -0.5774I, -I, I), (-0.7072, -0.5774, 1.0, 1.0), (-0.7072I, -0.5774I, I, I)
Those points are embedded in the two positive dimensional sets of solutions. 
Remark: Conventional homotopy methods [19,24,28] applied on system (28) in numerical computation always converges
to the same eight zeros on the 1-dimensional solution sets and not anywhere else. This phenomenon has been puzzling to
researchers [18]. Our results above provide an explanation: Those eight points have a distinct feature as solutions to both
system (30) and system (31), whereas the other zeros are solutions to system (30) only. A newly released software package
Bertini [3] based onmore advanced homotopymethods also successfully identifies the existence of 1-dimensional solution
sets and outputs ‘‘witness’’ points on those sets on demand. Our elimination method combined with approximate GCD, in
contrast, determines the 1-dimensional solutions sets in their entirety alongwith embedded zero-dimensional solutions. 
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