INTRODUCTION
The object of this paper is to investigate the damping of whistler waves (sometimes called helicon waves) in a homogeneous, magnetized, and bounded plasma. This is motivated by the use of radio frequency power in the production of dense plasmas for applications such as plasma processing. Particular attention is paid to examining the relative significance of various heating effects including collisional damping as well as the collisionless damping mechanisms such as Landau and cyclotron damping.
The effect of Landau damping on bounded whistler waves has been calculated previously using kinetic theory by Dolgopolov et aL ,' and used to explain the strong damping they had observed in experiment.
2 Recently, Chen 3 used fluid theory with a kinetic correction to show that Landau damping could explain the high ionizing efficiency observed in experiments" and this result was invoked by Zhu and Boswell 7 to explain the selective excitation of the upper lasing level of Ar II. Because of the very low wave frequencies in these experiments, more than two orders of magnitude below the cyclotron frequency, cyclotron damping was quite legitimately ignored, although Landau and collisional damping were both included by Chen8 and Shoji et al 9 Cyclotron damping of whistler waves is normally only considered when the wave frequency is close to the electron cyclotron frequency. At this frequency, the right-hand polarization of whistler waves makes for particularly efficient cyclotron damping.' 0 In this paper intermediate frequency whistler waves are modeled. Although the frequencies of these waves are well below the cyclotron frequency, the cyclotron resonance terms are retained in full since it will be shown that for high density plasmas, o)/f/I3 (C/VT ) 2 , the density dependent parallel wave number can be large enough to bring thermal electrons into cyclotron resonance.
For each of the collisionless damping mechanisms, the regions of velocity space, in which the electrons absorb the energy lost by the wave, can be calculated for the varying plasma parameters. Since these results are calculated for relatively low temperature plasmas they raise the possibility, when applied to partially ionized plasmas, of focusing energy on the most efficiently ionizing electrons for a cost effective radio frequency plasma source.
II. WAVE EQUATION
The spatial evolution of the electric and magnetic fields is given -by Maxwell's equations
VXE= -DC'
VXB=IL 0 J+ P-t (1) (2)
A. Cylindrical geometry
For a wave varying as exp(e-iot), the components of Eq. (1) 
I a 1 aB . (8)
B. Nonscalar conductivity
In the absence of collisions, the behavior of the velocity distribution of a particular plasma species is given by the Vlasov equation. For small amplitude waves this can be linearized about a Maxwellian equilibrium, 
Mf
For high frequency waves we need only consider the response of the electron distribution to the electric field. Thermal effects parallel to the magnetic field (such as the Doppler shift) are retained in our calculation of the perturbed electron distribution function, while thermal effects perpendicular to the magnetic field (such as the finite Larmor radius) are neglected. Fourier transforming Eq. (9) in space and time, using cylindrical coordinates for velocity,
and writing fI as a Fourier series in 0, we obtain an infinite system of coupled equations for the Fourier components of the perturbed distribution. Ignoring finite Larmor radius effects decouples the equations and so only the three Fourier components which contribute to the electric currents need be considered: i~o-k.v._fj_ eE~vAI i(cEo+fl-kpv,) fi+=-y-fo, +-vf,-(vL ,vz)eie +v2f,+(vl ,v_) 
The first velocity moment of the perturbed distribution multiplied by the charge of the species gives the perturbed electric current, 
The parallel component is given by
G.E,= (l/r) [a_ (rcB+)-a+ (rcB2],
where GZ= 1+2E lk r (kzvr These equations are valid for any high frequency v but in this paper attention will be restricted to pla with o,>f1 and waves with o < Q.
Completing the set of equations are those for the turbed magnetic field,
GcB_ =a-[in~cB 2 + (G-+nZ)EzI,
G+cB+ =a+ [incB,-(G+ +nZ) Ej, cBz=(l/r) [a+(rE2-&_(rE+) The lack of single mode solutions to the conducting boundary problem is related to the lack of TE and TM modes in that it, also, is due to the term n 2 D.
CONDUCTING WALL
Using both roots of Eq. (27) solutions to the conducting wall problem can be obtained for suitable values of G+, G 2 , and G_.
Using Eq. (28) the magnetic field components b 1 and b 2 can be eliminated in favor of the electric field components el and e 2 . The boundary condition E 2 =0 on the wall gives e 2 in terms of el. Applying the final condition EO=O on the wall gives the dispersion relation for the bounded wave
Both Eq. (27), and Eq. (31) are transcendental in the parallel wave number kz. ZERINT (a general, complex root, solver) is used to solve this system numerically for kz. It is found that for each m, a spectrum of k. solutions exist, corresponding to different radial modes.
Whistler solutions are characterized by their polarization-predominantly right-handed (E )-and their direction of propagation-nearly parallel to the equilibrium magnetic field. These characteristics will be most easily found among solutions with E_ large and proportional to JO. Using the Bessel function identities
it is clear that m = 1 modes will have E_ proportional to JoSetting m = 1, the dependence of the first four radial modes on the plasma density can be calculated. The results for a 13.56 MHz wave propagating through a 3 eV plasma are plotted in Fig. 1 . The equilibrium magnetic field used is 0.004 84 T to give a cyclotron frequency of 135.6 MHz (an order of magnitude larger than the wave frequency). For comparison: in their experiment Perry and Boswell 5 use the same wave frequency in a 0.005 T magnetic field.
The Landau damping rises rapidly at first, as the increasing n, reduces the required velocity for particle resonance. At higher densities the increase in parallel conductivity is counterbalanced by the changing polarization of the electric field; the parallel component (E 2 ) decreases and the right-hand component (E_), increases. Finally as the density, and so n., continues to increase, cyclotron damping rises rapidly to become dominant. Continuing to raise the density increases the right-hand component of the electric field and reduces the required velocity for cyclotron resonance. Both effects lead to a further rise in cyclotron damping.
IV. POWER DISTRIBUTION BETWEEN RESONANCES
Since the applied frequency co is real, the electromagnetic energy density T is independent of time T=!(e0E* E+y 0 H*-H), and so employing Poynting's theorem: 
The electromagnetic power transferred from the wave to the plasma can now be calculated from the loss of Poynting flux, or the E* * J gain of the plasma. Moreover, since the gain of the plasma separates naturally into Landau, cyclotron, and anomalous Doppler components, the relative importance of each effect can be calculated:
c Z(c \110E.
The terms on the right-hand side of Eq. (36) give, respectively, the cyclotron damping, the Landau damping, and the anomalous Doppler damping.
These three damping effects occur at three distinct parallel velocities. Electrons traveling in the opposite direction to the wave at a velocity of (w-f)1/kz experience a frequency increased by the Doppler effect to the cyclotron frequency and cyclotron damp the right-hand polarization (E_) which rotates in the same sense as the electrons. Electrons moving with the wave at the parallel phase velocity experience a constant field and Landau damp the parallel polarization (Es). Finally, electrons moving faster than the phase velocity experience a wave with the opposite time dependence; the left-hand polarization (E+) now rotating in the same sense as the electrons. Thus cyclotron resonance occurs for the left-hand polarization at a parallel velocity of (co+ Q ) /k, and is referred to as the anomalous Doppler resonance.
Using Eq. (36) the percentages of the total power lost from the wave that are due to cyclotron, Landau, and anomalous Doppler damping can be calculated. It is found that the power loss due to anomalous Doppler damping is negligible over the entire density range. This was to be expected since the electric field polarization became unsuitable for anomalous Doppler damping at a lower value of n, than that required to provide a large enough Doppler shift to bring the left-hand polarized perturbation into resonance.
A plot of the percentages of cyclotron and Landau damping for the same range of parameters as were used in Fig. 1 is given in Fig. 2 , confirming the interpretation of Fig. 1 given above.
In Fig. 3 graphs are drawn for the first radial modes corresponding to m =0 . 3. It can be seen from this figure that the m= I solution which was chosen earlier has the lowest damping, particularly for densities around 1.6X 1013 cm-3 and below, where we would expect damping to be dominated by Landau damping. As the density is increased to 2.5 X 1013 cm-3 and beyond, we would expect cyclotron damping, to become dominant. In Fig. 3 we can see that the graphs of Im(n,) obtained for a range of m values converge at these higher densities. Moving away from m = 1, m= 0 and m = 2 have very similar behavior to each other showing heavier damping than the m= 1 solution while the heaviest damping occurs in the m =3 case. Figure 4 confirms that Landau damping is dominant in the density range (1.6X 1013 cm-3 and below) which shows the strongest dependence of damping on m. The difference in damping experienced by the different m can be attributed primarily to differences in the amount of Landau damping. From Eq. (36) Landau damping is proportional to -j 2 while, for a whistler wave which is predominantly right-hand polarized, Eq. (19) implies that 3868
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It is not surprising therefore that as we increase m -1I (Fig. 3) or the radial variation of the wave (Fig. 1) , the strength of the Landau damping rises.
A. Damping region
The electrons responsible for Landau damping lie in a different region of velocity space from those responsible for cyclotron damping. When o < f, the resonant parallel velocities are in opposite directions (parallel to the wave for Landau, antiparallel for cyclotron) and in the particular case o = 0. lIl the electron energies involved differ by nearly two orders of magnitude.
Identifying the region of velocity space in which power is being deposited is important because of the energy dependence of the efficiences of atomic processes such as excitation and ionization as well as the efficiencies of plasma processes such as current drive.
The parallel energies of the resonant electrons corresponding to Fig. 4 are plotted in Fig. 5 . By comparing these graphs it can be seen that even when the cyclotron damping has become dominant the required resonant energy is still well above the thermal value.
Also of interest is the spatial location of the power deposition. To investigate this, the damping profiles for the m=0. 3 are given in Figs. 6-9 . The plasma density con- sidered is 2 X1013 cm-3 , with the rest of the parameters taken from Fig. 3 . It should be noted that the power fluxes in Figs. 6-9 are not normalized! In Fig. 6 the Landau damping accounts for 61.3% of the total damping and is peaked on the axis, while the cyclotron damping (38.7%) is strongest at a radius of 2.4 cm. This is as expected for the m = 0 case as E, behaves as JO and E_ behaves as J 1 . The roles of Landau and cyclotron damping are interchanged in the m =1 (Fig. 7) case with the cyclotron damping peaked on axis and accounting for 62.5% of the total damping while the Landau damping (37.5%) is strongest at a radius of 3 cm. This interchange of profiles is expected since E-now behaves as JO while E, behaves as J, -Finally profiles for m = 2 are given in Fig. 8 . It will be remembered from Fig. 3 that this case produces an almost identical value of nZ to that obtained in the m =0 case. It will also be remembered from Fig. 4 that the fractions of 'Landau damping (62%) and cyclotron damping (38%) were almost identical to those obtained for m = 0. Despite these similarities, the damping profiles are very different. The maximum damping for m = 0 occurs on the axis where m = 2 has no electric field and so no damping.
B. Radial power flow
It might have been expected that, in a cylindrically bounded plasma, the perturbing fields would form standing waves in the radial direction with no net radial power flow; just as they do in the absence of dissipation. To understand why the radial power flows in Figs. 6-9 are nonzero we must consider the damping profiles in these figures. From Eq. (36) As an example, consider the case m = 0; where strong Landau damping occurs on the axis, implying a significant net inflow of power to this region. Since there is no axial power flow in this region, the influx of power must be from the radial direction. This interpretation is confirmed by the plot of radial power flow.
As a further check, the divergence of both power flows are summed and plotted and compared with a plot of the sum of cyclotron and Landau damping. As expected from Eq. (36), these plots match.
V. DIELECTRIC WALL
When the plasma is bounded by a nonconducting wall, obtaining the boundary conditions from the continuity of the tangential electric field requires the calculation of the electric field in the dielectric.
For a dielectric constant e,
S=G_,d=G+,d=e-nZ, D=O, Gzd=e.
Substituting these values in Eq. (27) gives
For the plasma parameters considered n2>e for glass or vacuum, and so a inz.
The electric and magnetic fields in the dielectric therefore behave as modified Bessel functions, reflecting the fact that the wave is evanescent in these materials. 
A. Thick dielectric wall
when combined with Eq. (28) gives two equations in two unknowns el and e 2 . This system of equations is solved numerically using ZERINT.
(38) B. Dielectric layer between plasma and conducting (39) wall
Introduction of a conducting wall some distance from the plasma edge requires the inclusion of Im in the solutions for the perturbed fields, giving two more degrees of in this paper freedom. In Eqs. (40) and (42) 
As the thickness of the dielectric layer is increased, the solution will return to the thick dielectric wall form. In Fig. 10 the dependence of n. on the thickness of the dielectric layer is shown for whistler waves with m = 0 -3 in a moderate density (1012 cm-3 ) plasma.
Although a conducting wall within a couple of centimeters of the plasma has a significant effect on n,, this effect disappears rapidly as the wall is moved further from the plasma. In Fig. 10 n 2 , typically, reaches its asymptotic value at a wall radius of 8 cm or less.
Since whistler waves in higher density plasmas have larger values of n 2 , their electric fields decay more rapidly in the dielectric. It is therefore expected that the effect of a conducting wall at a fixed distance from the plasma will become insignificant as the plasma density is increased. In order to verify this, the refractive index n 2 is plotted against density in Fig. 11 for four different conducting wall positions, ranging from 1 mm from the plasma edge to 3 cm from the edge. As the density increases, the four graphs Density xlO 2 cm-1~5
.1cmn
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-----7.Ocm coalesce, showing that even I mm from the plasma edge the conducting wall ceases to perturb the wave.
VI. COLLISIONS
The effect of collisions on the perturbed velocity distribution is modeled using the BGK (Bhatnagar, Gross, and Krook, Ref. 11) This describes the relaxation of the electron distribution function to thermal equilibrium with itself Fe at a rate given by the electron-electron collision frequency (vee) and to thermal equilibrium with the ions Fe at a rate given by the electron-ion collision frequency (vei).
The collision frequencies used in this theory are average values, i.e., calculated for particles moving at thermal velocities. The velocity dependence of collision frequencies is ignored.
Here Fe is chosen so that electron-ion collisions conserve charge, while Fe is chosen so that electron-electron collisions conserve charge (qn), momentum (mnu), and energy (T), (48) Fourier transforming Eq. (48) in space and time, using cylindrical coordinates for velocity, and ignoring finite Larmor radius effects, the three Fourier components which contribute to the electric currents are Note that since the right-and left-hand components are unaffected by density or energy conservation and do not themselves contribute to the density or energy perturbations, only their first velocity moments need be calculated. Solving the resultant linear equations for u-and u+ and multiplying by the charge gives the perturbed current components EO)~pZ [ (CO-fl) 
However flz is affected by, and determines the perturbed density and energy as well as the parallel component of velocity
On performing the velocity integrals, Eqs. (54) to (56) give three linear equations in three unknowns. The current parallel to the equilibrium magnetic can now be calculated by inverting Eq. (57) uz JZ=qnOvT u TVT'
A x =y
The modified currents give rise to modified Gand G+: In Fig. 12 the net effect of collisions is to increase the total damping. It can also be seen that the collisional damping tends to smooth the variation of damping with density, blurring the transition from Landau to cyclotron field damping. The shape of the collisionless result is dictated by the velocity space resonance conditions. As n. increases, a rapid rise in Landau damping is followed by a period of almost constant damping until n, reaches the threshold for G,, cyclotron damping, whereupon a second rapid rise in damping occurs. Since collisional damping does not rely on velocity (58) space resonances, it can give rise to significant power absorption of the right-hand polarization at densities well below those required for the Doppler shifted cyclotron (59) damping. This can be seen in Fig. 13 , where at low density around 10% of the power dissipated is lost collisionally. The collisional element of the damping rises steadily as the collision frequency, itself an almost linear function of density, with no resonance behavior. At the same time, by (60) scattering electrons out of resonance with the wave, collisions reduce the strength of Landau and cyclotron damp- ing. This is consistent with the collisional flattening in Fig.  13 of the graphs of both the right-hand and longitudinal components of the power loss.
A. Neutrals
Both electron-neutral and electron-ion collisions involve scattering of electrons by slow moving massive particles. Exploiting this similarity, an estimate of the effiect of electron-neutral collisions can be made.
The cross section for momentum transfer collisions between electrons and neutrals is dependent on the neutral species and the electron temperature. For 9 eV electrons colliding with argon neutrals, the cross section is 1.8 X 10-15 cm 2 . 12 Multiplying the cross section by the density of neutrals and the thermal velocity of the electrons gives the electron-neutral collision frequency. Comparing the electron-neutral collision frequency with the electronion collision frequency gives the ratio 
where Z is the ion charge, and nn and ne are the neutral and electron densities, respectively. From Eq. (61) it can be seen that, at low temperature, collisions with neutral particles can be ignored unless the neutral density is higher than the electron density.
When electron-neutral collisions are significant, they can be incorporated in the BGK collision model as an addition to the electron-ion collision term. Such an addition corresponds to replacing the ion charge Z (cf. Figs. 12 and 13) with an effective charge Zf,
Zeff=Z+O.ln,
If, for example, in Figs. 12 and 13 the ion charge was one and the neutral density was ten times the electron density, then the curves labeled Z=2 would be the appropriate ones to consult. Both ions and neutrals are modeled as having the same temperature as the electrons. This approximation does not affect the collision frequencies or scattering, and is necessary for energy balance in the equilibrium.
Calculating the effects on wave propagation of ionization of neutrals and further ionization of ions would require a far more sophisticated collision operator.
VII. LENGTH SCALES
The results given in this report were obtained for 13.56-MHz waves. Therefore, the corresponding damping length is approximately inant damping mechanism in two distinct regimes. First, When the real part of n, is much greater than the imagiwhen there is no competition from other damping mechanary part, it also makes sense to calculate the wavelength nisms; this occurs when n, is too small for cyclotron or 2211 Landau damping. Second, when the collision frequency ex=Re(n) cm.
(64) ceeds the cyclotron frequency; this not only causes large collisional damping, but also reduces the collisionless If we apply Eqs. (63) and (64) to the results given in damping by scattering particles out of resonance before Fig. 12 we find that when the density reaches 2.4 X 1012 they can be accelerated by the wave. cm3 3the axial wavelength of the collisionless solution is
Between the two collision dominated regimes there is 4.6 cm and the damping length is 8.7 cm. still a window for Doppler shifted cyclotron damping even in low temperature plasmas. Whistler waves, even when the wave frequency is well below the cyclotron frequency, can still undergo strong
