Perturbation analysis for the eigenproblem of periodic matrix pairs  by Lin, Wen-Wei & Sun, Ji-guang
Linear Algebra and its Applications 337 (2001) 157–187
www.elsevier.com/locate/laa
Perturbation analysis for the eigenproblem of
periodic matrix pairs
Wen-Wei Lin a,∗,1, Ji-guang Sun b,2
aDepartment of Mathematics, National Tsinghua University, Hsinchu 30043, Taiwan, ROC
bDepartment of Computing Science, Umeå University, Umeå S-90187, Sweden
Received 1 February 2000; accepted 30 March 2001
Submitted by N.J. Higham
Abstract
This paper is devoted to perturbation analysis for the eigenproblem of periodic matrix
pairs {(Aj ,Ej )}Kj=1. We first study perturbation expansions of periodic deflating subspaces
and eigenvalue pairs. Then, we derive explicit expressions of condition numbers, perturbation
bounds and backward errors for eigenvalue pairs and periodic deflating subspaces. © 2001
Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper we study the perturbation analysis for eigenvalue pairs, eigenvectors
and deflating subspaces of the multivariate eigenproblem:
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≡ C
(
α1, . . . , αK
β1, . . . , βK
)
x1
...
...
xK
 = 0, (1.1)
where Aj , Ej ∈ Cn×n, βj , αj are complex variables and xj /= 0 ∈ Cn for j =
1, . . . , K . The matrix pairs {(Aj , Ej )}Kj=1 are called regular if
det
[
C
(
α1, . . . , αK
β1, . . . , βK
)]

≡ 0.
Throughout this paper, the matrix pairs {(Aj , Ej )}Kj=1 are assumed to be regular.
Definition 1.1. Let {(Aj , Ej )}Kj=1 be regular n× n matrix pairs. If there are com-
plex numbers α1, . . . , αK, β1, . . . , βK with K∏
j=1
αj ,
K∏
j=1
βj
 ≡ (πα, πβ) /= (0, 0)
satisfying
det
[
C
(
α1, . . . , αK
β1, . . . , βK
)]
= 0,
then we say that
(
πα, πβ
)
is an eigenvalue pair of {(Aj , Ej )}Kj=1.
Note that if (πα, πβ) is an eigenvalue pair of
{
(Aj , Ej )
}K
j=1, then (πα, πβ) and
(τπα, τπβ) represent the same eigenvalue pair for any nonzero τ . If πβ /= 0, then
λˆ = πα/πβ is a finite eigenvalue; otherwise, (πα, πβ) is an infinite eigenvalue. The
set of all eigenvalue pairs of
{
(Aj , Ej )
}K
j=1 is denoted by λ({(Aj , Ej )}Kj=1).
It is easy to see that the determinant of
C
(
α1, . . . , αK
β1, . . . , βK
)
is a homogeneous polynomial in
(
πα, πβ
)
of degree n with the form
n∑
k=0
ckπ
k
απ
n−k
β , (1.2)
where c0, c1, . . . , cn are complex numbers uniquely determined by {(Aj , Ej )}Kj=1.
For the regular matrix pairs {(Aj , Ej )}Kj=1, this implies that at least one of the ck’s
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is nonzero and hence we see from Definition 1.1 that there are exactly n eigenvalue
pairs (counting multiplicity) for {(Aj , Ej )}Kj=1.
Definition 1.2. Let {(Aj , Ej )}Kj=1 be regular n× n matrix pairs. If there are
complex numbers α1, . . . , αK, β1, . . . , βK , nonzero vectors x1, x2, . . . , xK and y1,
y2, . . . , yK such that
βjAjxj−1 = αjEjxj , (1.3)
βj−1yHj Aj = αjyHj−1Ej−1, (1.4)
for j = 1, . . . , K , where x0 = xK , β0 = βK , y0 = yK and E0 = EK , then we say
that {xj }Kj=1 and {yj }Kj=1 are periodic right and left eigenvectors of {(Aj , Ej )}Kj=1,
respectively, corresponding to the eigenvalue pair
(
πα, πβ
)
.
Note that the equations in (1.4) are equivalent to the expression of the multivariate
eigenproblem:
(
yH1 , . . . , y
H
K
)

α2E1 0 · · · 0 −βKA1
−β1A2 α3E2 0
.
.
.
.
.
.
...
.
.
.
.
.
. 0
0 0 −βK−1AK α1EK
 = 0.
Solving the multivariate eigenproblem (1.1) is motivated by solving the periodically
time varying system of period K [13]:
Ekzk+1 = Akzk, k ∈ N, (1.5)
where zk is an n× 1 vector of descriptor variable, and K is the smallest integer for
which Ek = Ek+K and Ak = Ak+K for all integer k. It was shown in [13] that the
solvability of (1.5) is equivalent to the condition that the pencil
αE− βA :=

αE1 0 · · · 0 −βA1
βA2 αE2 0
.
.
.
.
.
.
...
.
.
.
.
.
. 0
0 0 −βAK αEK
 (1.6)
is regular. From (1.2) it is easy to check that
λ
({(
Aj ,Ej
)}K
j=1
)
=
{(
αK, βK
)∣∣∣ det (αE− βA) = 0} .
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Note that, in general, the nonzero periodic eigenvectors {xj }Kj=1 in (1.1) or (1.3)
cannot be obtained directly by solving the generalized eigenproblem αEx = βAx
with x = [xT1 , . . . , xTK]T.
Example 1.1 [11]. Consider n = 1,K = 3, and
(αE− βA)
x1x2
x3
 :=
 α 0 0−β α 0
0 −β α
x1x2
x3
 = 0. (1.7)
Then {(Aj , Ej )}3j=1 is regular and (0, 1) is the unique eigenvalue pair. But x1 =
x2 = 0 and x3 = 1 is a solution of (1.7) with (α, β) = (0, 1). It is impossible to
find nonzero scalars x1, x2 and x3 such that (1.7) holds. However {xj }3j=1 with x1 =
x2 = x3 = 1 are periodic right eigenvectors of {(Aj , Ej )}3j=1 corresponding to the
eigenvalue pair (α1α2α3, β1β2β3) with α1 = 0, α2 = α3 = β1 = β2 = β3 = 1.
The above example exhibits the reason why we consider the multivariate eigen-
problem of (1.1) or (1.3) instead of the generalized eigenproblem αEx = βAx. In
the paper [11] we showed the existence of the nonzero periodic eigenvectors and the
periodic Schur decomposition for the regular matrix pairs {(Aj , Ej )}Kj=1 as in (1.1).
The results are quoted as follows.
Theorem 1.1 [11]. Let αE− βA be a regular pencil. If (α, β) is an eigenvalue
pair of αE− βA, then there are complex numbers α1, . . . , αK, β1, . . . , βK and
nonzero vectors {xj }Kj=1 with ‖xj‖2 = 1 such that the equations in (1.3) hold and(
πα, πβ
) = (αK, βK) is in the sense of the equivalence relation.
Theorem 1.2 (Periodic Schur Theorem [4,11]). Let {(Aj , Ej )}Kj=1 be regular matrix
pairs. Then there are unitary matrices Qj,Zj , j = 1, . . . , K, such that
QHj AjZj−1 = Aˆj , QHj EjZj = Eˆj , j = 1, . . . , K, (1.8)
are all upper triangular, where Z0 = Zk . Moreover, the diagonal parts

αj,1 . .
.
αj,n
 ,
βj,1 . .
.
βj,n



K
j=1
of {(Aˆj , Eˆj )}Kj=1 determine all eigenvalue pairs
 K∏
j=1
αj,k,
K∏
j=1
βj,k

n
k=1
of {(Aj , Ej )}Kj=1, and the eigenvalue pairs may be arranged to appear in any desired
order.
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The definition of nonzero periodic eigenvectors as in (1.3) can be generalized to
give a definition of periodic deflating subspaces as usual.
Definition 1.3. Let Xj ,Yj , j = 1, . . . , K , be subspaces of Cn with the same di-
mension. The pairs of
{(
Xj ,Yj
)}K
j=1 are called periodic deflating subspaces of{(
Aj ,Ej
)}K
j=1 if
AjXj−1 ⊂ Yj , EjXj ⊂ Yj (1.9)
for j = 1, . . . , K , whereX0 = XK . Furthermore, the subspaces
{
Xj
}K
j=1 are called
periodic invariant subspaces of
{(
Aj ,Ej
)}K
j=1.
Remark 1.1.
(i) From (1.8) it is easy to see that
λ
({
(Aj , Ej )
}K
j=1
)
= λ
({
(ATj , E
T
j )
}K
j=1
)
.
(ii) An eigenvalue pair K∏
j=1
αj,i ,
K∏
j=1
βj,i

is said to be a simple eigenvalue pair of
{
(Aj , Ej )
}K
j=1 if
 K∏
j=1
αj,i ,
K∏
j=1
βj,i
 /=
 K∏
j=1
αj,k,
K∏
j=1
βj,k

for k = 1, . . . , K and k /= i.
(iii) Let Z(j)1 ,Q(j)1 ∈ Cn×r satisfy Z(j)
H
1 Z
(j)
1 = Q(j)
H
1 Q
(j)
1 = I , and let
Xj = R(Z(j)1 ),Yj = R(Q(j)1 ), j = 1, . . . , K.
It can be verified [11] that the periodic subspaces {(Xj ,Yj )}Kj=1 are the peri-
odic deflating subspaces of the regular matrix pairs
{(
Aj ,Ej
)}K
j=1 if and only
if there are unitary matrices
Zj =
[
Z
(j)
1 , Z
(j)
2
]
, Qj =
[
Q
(j)
1 ,Q
(j)
2
]
∈ Cn×n
with Z0 = ZK such that
QHj AjZj−1 =
[
A
(j)
11 A
(j)
12
0 A(j)22
]
, QHj EjZj =
[
E
(j)
11 E
(j)
12
0 E(j)22
]
, (1.10)
for j = 1, . . . , K , where
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A
(j)
11 , E
(j)
11 ∈ Cr×r ,
{(
A
(j)
11 , E
(j)
11
)}K
j=1 and
{(
A
(j)
22 , E
(j)
22
)}K
j=1
are regular. Furthermore, if
λ
({(
A
(j)
11 , E
(j)
11
)}K
j=1
)
∩ λ
({(
A
(j)
22 , E
(j)
22
)}K
j=1
)
= ∅, (1.11)
then the periodic deflating subspaces
{(
Xj ,Yj
)}K
j=1 are called simple peri-
odic deflating subspaces, and
{
Xj
}K
j=1 are called simple periodic invariant
subspaces.
In many applications, such as in the study of time varying optimal control prob-
lems [2,6] and pole placement problems [8], a sequence of periodic stable invariant
subspaces for the positive semidefinite solution set of a periodic discrete-time Riccati
equation is needed [4]. Here, the periodic stable invariant subspaces are the sub-
spaces that satisfy the relations of (1.9) and (1.10). Moreover, the corresponding
eigenvalue pairs belonging to
λ
({
(A
(j)
11 , E
(j)
11 )
}K
j=1
)
(see (1.11)) are all finite and lie inside the unit circle, and the eigenvalue pairs (in-
cluding ∞) of {(A(j)22 , E(j)22 )}Kj=1 lie outside the unit circle. Recently, some reliable
numerical algorithms are designed for the computation of the periodic stable in-
variant subspaces [4,5]. The purpose of this paper is to study the sensitivity of an
individual eigenvalue pair and its associated eigenvector of the periodic eigenprob-
lem and the sensitivity of an individual subspace in the sequence of periodic deflating
subspaces.
The following implicit function theorem is a basic tool of this paper for deriving
perturbation expansions for simple periodic deflating subspaces, simple eigenvalue
pairs and associated periodic eigenvectors.
Theorem 1.3 (The Implicit Function Theorem [3, p. 39]). If the complex-valued func-
tions fj (ξ1, . . . , ξk; η1, . . . , η), for j = 1, . . . , k, are analytic functions of k + 
complex variables in some neighborhood of the origin of Ck+ if fj (0; 0) = 0,
j = 1, . . . , k, and if the Jacobian
(f1, . . . , fk)
(ξ1, . . . , ξk)
/= 0 for ξ1 = · · · = ξk = η1 = · · · = η = 0,
then the equations
fj (ξ1, . . . , ξk; η1, . . . , η) = 0, j = 1, . . . , k,
have a unique solution ξj = gj (η1, . . . , η), j = 1, . . . , k, vanishing for η1 = · · · =
η = 0 and analytic in some neighborhood of the origin of C.
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This paper is organized as follows. In Section 2 we begin with the first order
perturbation expansions for simple periodic deflating subspaces, and then simple ei-
genvalue pairs of regular matrix pairs {(Aj , Ej )}Kj=1. Based on the results in Section
2 we derive explicit expressions of condition numbers, the first order perturbation
bounds and backward errors for eigenvalue pairs and periodic deflating subspaces in
Sections 3 and 4, respectively.
2. Perturbation expansions
In this section we shall derive the first order perturbation expansions for simple
periodic deflating subspaces and simple eigenvalue pairs.
2.1. Simple periodic deflating subspaces
Let p = (p1, . . . , pN) ∈ CN andB(0) ∈ CN be a neighborhood of the origin. Let
Aj(p), Ej (p), j = 1, . . . , K , be matrix valued analytic functions of p, and
{(
Aj(p),
Ej (p)
)}K
j=1 be regular matrix pairs for p ∈ B(0). Let
{(
Xj ,Yj
)}K
j=1 be simple
periodic deflating subspaces of
{(
Aj ,Ej
)}K
j=1, whereAj = Aj(0) andEj = Ej(0).
Moreover, let the columns of Z(j)1 ,Q
(j)
1 ∈ Cn×r form orthonormal bases forXj and
Yj , respectively, for j = 1, . . . , K . Then by (1.10), there are unitary matrices
Zj =
[
Z
(j)
1 , Z
(j)
2
]
and Qj =
[
Q
(j)
1 ,Q
(j)
2
]
such that
QHj Aj (0)Zj−1 =
[
A
(j)
11 A
(j)
12
0 A(j)22
]
, QHj Ej (0)Zj =
[
E
(j)
11 E
(j)
12
0 E(j)22
]
, (2.1)
for j = 1, . . . , K , where Z0 = ZK . By the hypothesis condition (1.11) holds.
Denote
A˜j (p) = QHj Aj (p)Zj−1 =
[
A˜
(j)
11 (p) A˜
(j)
12 (p)
A˜
(j)
21 (p) A˜
(j)
22 (p)
]
(2.2a)
and
E˜j (p) = QHj Ej (p)Zj =
[
E˜
(j)
11 (p) E˜
(j)
12 (p)
E˜
(j)
21 (p) E˜
(j)
22 (p)
]
, (2.2b)
for j = 1, . . . , K , where Z0 = ZK . Then we have[
I 0
−j I
][
A˜
(j)
11 (p) A˜
(j)
12 (p)
A˜
(j)
21 (p) A˜
(j)
22 (p)
][
I 0
j−1 I
]
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=
[
A˜
(j)
11 (p)+ A˜(j)12 (p)j−1 ∗
−j A˜(j)11 (p)+ A˜(j)21 −j A˜(j)12 (p)j−1 + A˜(j)22 j−1 ∗
]
, (2.3a)
[
I 0
−j I
][
E˜
(j)
11 (p) E˜
(j)
12 (p)
E˜
(j)
21 (p) E˜
(j)
22 (p)
][
I 0
j I
]
=
[
E˜
(j)
11 (p)+ E˜(j)12 (p)j ∗
−j E˜(j)11 (p)+ E˜(j)21 (p)−j E˜(j)12 (p)j + E˜(j)22 (p)j ∗
]
. (2.3b)
Let
Fj (1, . . . ,K,1, . . . ,K, p)
= −j A˜(j)11 (p)+ A˜(j)21 (p)−j A˜(j)12 (p)j−1 + A˜(j)22 (p)j−1, (2.4a)
Gj (1, . . . ,K,1, . . . ,K, p)
= −j E˜(j)11 (p)+ E˜(j)21 (p)−j E˜(j)12 (p)j + E˜(j)22 (p)j , (2.4b)
for j = 1, . . . , K , where j ,j ∈ C(n−r)×r and 0 = K . Moreover, let
fj = vec
(
Fj
)
, gj = vec
(
Gj
)
, ϕj = vec
(
j
)
, ψj = vec
(
j
)
, (2.5)
for j = 1, . . . , K , where vec(·) is the vec operator, that is, for a matrix
A = (a1, . . . , an) ∈ Cm×n, vec(A) = (aT1 , . . . , aTn )T ∈ Cmn.
We now consider the Jacobian of fj , gj (j = 1, . . . , K) with respect to ϕj and ψj
at ϕj = ψj = 0 (j = 1, . . . , K) and p = 0. It is easy to see that(
 (f1, . . . , fK, g1, . . . , gK)
 (ϕ1, . . . , ϕK,ψ1, . . . , ψK)
)
ϕj=ψj=0
p=0
∀j
= det

0 · · · · · · Ir ⊗ A(1)22
Ir ⊗ A(2)22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · Ir ⊗ A(K)22 0
−A(1)T11 ⊗ In−r · · · · · · 0
...
.
.
.
...
...
.
.
.
...
0 · · · · · · −A(K)T11 ⊗ In−r
Ir ⊗ E(1)22 · · · · · · 0
...
.
.
.
...
...
.
.
.
...
0 · · · · · · Ir ⊗ E(K)22
−E(1)T11 ⊗ In−r · · · · · · 0
...
.
.
.
...
...
.
.
.
...
0 · · · · · · −E(K)T11 ⊗ In−r

≡ det T , (2.6)
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where the matrix T can be factorized by
T S =
[
T1 0
0 T2
]
, (2.7)
in which
S =

E
(1)T
11 ⊗ In−r · · · · · · 0
...
.
.
.
...
...
.
.
.
...
0 · · · · · · E(K)T11 ⊗ In−r
A
(2)T
11 ⊗ In−r · · · 0 0
...
.
.
.
...
...
0 · · · A(K)T11 ⊗ In−r 0
0 · · · 0 A(1)T11 ⊗ In−r
Ir ⊗ E(1)22 · · · · · · 0
...
.
.
.
...
...
.
.
.
...
0 · · · · · · Ir ⊗ E(K)22
0 · · · · · · Ir ⊗ A(1)22
Ir ⊗ A(2)22
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · Ir ⊗ A(K)22 0

,
(2.8)
T1 =

−A(1)T11 ⊗ E(1)22 0 · · · E(K)
T
11 ⊗ A(1)22
E
(1)T
11 ⊗ A(2)22 −A(2)
T
11 ⊗ E(2)22 · · · 0
...
.
.
.
.
.
.
...
0 · · · E(K−1)T11 ⊗ A(K)22 −A(K)
T
11 ⊗ E(K)22

(2.9a)
and
T2 =

A
(2)T
11 ⊗ E(1)22 0 · · · −E(1)
T
11 ⊗ A(1)22
−E(2)T11 ⊗ A(2)22 A(3)
T
11 ⊗ E(2)22 · · · 0
...
.
.
.
.
.
.
...
0 · · · −E(K)T11 ⊗ A(K)22 A(1)
T
11 ⊗ E(K)22

. (2.9b)
By Definition 1.1 and Remark 1.1(i), we have
λ
({(
A
(j)T
11 , E
(j)T
11
)}K
j=1
)
= λ
({(
A
(j)
11 , E
(j)
11
)}K
j=1
)
.
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Applying Theorem 1.2 we transform{(
A
(j)T
11 , E
(j)T
11
)}K
j=1 and
{(
A
(j)
22 , E
(j)
22
)}K
j=1
into periodic Schur forms by unitary matrices{(
U
(j)
1 , V
(j)
1
)}K
j=1 and
{(
U
(j)
2 , V
(j)
2
)}K
j=1 ,
respectively, that is,
U
(j)H
1 A
(j)T
11 V
(j−1)
1 =

a
(j)
1 ∗
.
.
.
0 a(j)n
 ,
U
(j)H
1 E
(j)T
11 V
(j)
1 =

b
(j)
1 ∗
.
.
.
0 b(j)n

and
U
(j)H
2 A
(j)
22 V
(j−1)
2 =

γ
(j)
1 ∗
.
.
.
0 γ (j)n
 ,
U
(j)H
2 E
(j)
22 V
(j)
2 =

δ
(j)
1 ∗
.
.
.
0 δ(j)n
 ,
for j = 1, . . . , K , where V (0)1 = V (K)1 and V (0)2 = V (K)2 . Then by assumption (1.11),
we have
det T1 =
n∏
i,j=1
(
a
(1)
i · · · a(K)i δ(1)j · · · δ(K)j − b(1)i · · · b(K)i γ (1)j · · · γ (K)j
)
/= 0,
and det T2 = det T1 /= 0. Thus, the matrix T of (2.6) is nonsingular. By the Implicit
function Theorem (Theorem 1.3) there are unique matrix valued analytic functions
j (p) and j (p) with j (0) = j (0) = 0, j = 1, . . . , K , in some neighborhood
B0 ⊂ B(0) that
Fj (1(p), . . . ,K(p),1(p), . . . ,K(p), p) = 0,
Gj (1(p), . . . ,K(p),1(p), . . . ,K(p), p) = 0, (2.10)
for j = 1, . . . , K , where the functions Fj and Gj are defined by (2.4a) and (2.4b),
respectively. By (2.2) and (2.3) we have
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Aj(p)Zj−1
[
I 0
j−1(p) I
]
= Qj
[
I 0
j (p) I
] [
A
(j)
11 (p) ∗
0 ∗
]
, (2.11a)
Ej(p)Zj
[
I 0
j (p) I
]
= Qj
[
I 0
j (p) I
] [
E
(j)
11 (p) ∗
0 ∗
]
, (2.11b)
where j = 1, . . . , K,Z0 = ZK,0 = K, and A(j)11 (p), E(j)11 (p) ∈ Cr×r with
A
(j)
11 (0) = A(j)11 and E(j)11 (0) = E(j)11 . Consequently,{(
R
(
Zj
[
I
j (p)
])
,R
(
Qj
[
I
j (p)
]))}K
j=1
form periodic deflating subspaces of {(Aj (p), Ej (p))}Kj=1. Note that, for j =
1, . . . , K ,
Zj
[
I
j (p)
]
= Z(j)1 + Z(j)2 j (p),
Qj
[
I
j (p)
]
= Q(j)1 +Q(j)2 j (p),
(2.12)
where
j (p) =
N∑
=1
(
j (p)
p
)
p=0 p + · · · ,
j (p) =
N∑
=1
(
j (p)
p
)
p=0 p + · · · .
(2.13)
By (2.10) and (2.4) we have
−j (p)A˜(j)11 (p)+ A˜(j)21 (p)−j (p)A˜(j)12 (p)j−1(p)
+A˜(j)22 (p)j−1(p) = 0, (2.14a)
−j (p)E˜(j)11 (p)+ E˜(j)21 (p)−j (p)E˜(j)12 (p)j (p)
+E˜(j)22 (p)j (p) = 0, (2.14b)
for j = 1, . . . , K , where 0 = K . Differentiating (2.14) with respect to p at p =
0, we get
−
(
j (p)
p
)
p=0
A
(j)
11 +Q(j)
H
2
(
Aj(p)
p
)
p=0
Z
(j−1)
1
+A(j)22
(
j (p)
p
)
p=0
= 0 (2.15a)
and
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−
(
j (p)
p
)
p=0
E
(j)
11 +Q(j)
H
2
(
Ej(p)
p
)
p=0
Z
(j)
1
+E(j)22
(
j (p)
p
)
p=0
= 0, (2.15b)
for  = 1, . . . , N, j = 1, . . . , K, where Z(0)1 = Z(K)1 .
We now define the linear operator
T : C(n−r)×r × · · · × C(n−r)×r −→ C(n−r)×r × · · · × C(n−r)×r
by
T

M1
M2
...
MK
N1
...
NK

=

N1A
(1)
11 − A(1)22 MK
N2A
(2)
11 − A(2)22 M1
...
NKA
(K)
11 − A(K)22 MK−1
N1E
(1)
11 − E(1)22 M1
...
NKE
(K)
11 − E(K)22 MK

. (2.16)
By using the Kronecker product ⊗ and the vec operator we see that the matrix rep-
resentation of the linear operator T is just the matrix T of (2.6). By the definition
(2.16) of the linear operator T, the equations of (2.15a) and (2.15b) can be written as
T

(
1(p)
p
)
p=0(
2(p)
p
)
p=0
...(
K(p)
p
)
p=0(
1(p)
p
)
p=0
...(
K(p)
p
)
p=0

=

Q
(1)H
2
(
A1(p)
p
)
p=0 Z
(K)
1
Q
(2)H
2
(
A2(p)
p
)
p=0 Z
(1)
1
...
Q
(K)H
2
(
AK(p)
p
)
p=0 Z
(K−1)
1
Q
(1)H
2
(
E1(p)
p
)
p=0 Z
(1)
1
...
Q
(K)H
2
(
EK(p)
p
)
p=0 Z
(K)
1

.
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Furthermore, write
T −11 =
[
G
(1)
j,k
]K
j,k=1 and T
−1
2 =
[
G
(2)
j,k
]K
j,k=1 , (2.17)
where G(1)j,k and G
(2)
j,k are r(n− r)× r(n− r) submatrices of T −11 and T −12 , T1 and
T2 are the matrices of (2.9a) and (2.9b), respectively. Then from (2.6) to (2.8) and
(2.17), we get
vec
(
j (p)
p
)
p=0
=
(
E
(j)T
11 × In−r
) K∑
k=1
G
(1)
j,kvec
(
Q
(k)H
2
(
Ak(p)
p
)
p=0
Z
(k−1)
1
)
+
(
A
(j+1)T
11 ⊗ In−r
) K∑
k=1
G
(2)
j,kvec
(
Q
(k)H
2
(
Ek(p)
p
)
p=0
Z
(k)
1
)
(2.18a)
and
vec
(
j (p)
p
)
p=0
=
(
Ir ⊗ E(j)
T
22
) K∑
k=1
G
(1)
j,kvec
(
Q
(k)H
2
(
Ak(p)
p
)
p=0
Z
(k−1)
1
)
+
(
Ir ⊗ A(j)22
) K∑
k=1
G
(2)
j−1,kvec
(
Q
(k)H
2
(
Ek(p)
p
)
p=0
Z
(k)
1
)
, (2.18b)
for  = 1, . . . , N and j, k = 1, . . . , K , where A(K+1)11 = A(1)11 ,G(2)0,k = G(2)K,k , and
Z
(0)
1 = Z(K)1 .
Overall, we have the following theorem.
Theorem 2.1. Let Aj(p), Ej (p) ∈ Cn×n be matrix-valued analytic functions of p
for j = 1, . . . , K, and the periodic matrix pairs {(Aj(p), Ej (p))}Kj=1 be regular
for p ∈ B(0) ∈ CN . Let Zj = [Z(j)1 , Z(j)2 ] and Qj = [Q(j)1 ,Q(j)2 ] be the unitary
matrices satisfying (2.1) and (1.11), that is, {(Xj ,Yj )}Kj=1 with Xj = R(Z(j)1 )
andYj = R(Q(j)1 ) are simple periodic deflating subspaces of {(Aj (0), Ej (0))}Kj=1.
Then there are unique simple periodic deflating subspaces {(Xj (p),Yj (p))}Kj=1 of
the periodic matrix pairs {(Aj (p), Ej (p))}Kj=1 in a neighborhoodB0 ⊂ B(0) of the
origin of CN, where Xj (p) = R(Z(j)1 (p)) and Yj (p) = R(Q(j)1 (p)), and
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Z
(j)
1 (p) = Zj
[
I
j (p)
]
= Z(j)1 + Z(j)2
(
N∑
=1
(
j (p)
p
)
p=0
p + · · ·
)
,
Q
(j)
1 (p) = Qj
[
I
j (p)
]
= Q(j)1 +Q(j)2
(
N∑
=1
(
j (p)
p
)
p=0
p + · · ·
)
,
in which
vec
((
j (p)
p
)
p=0
)
and vec
((
j (p)
p
)
p=0
)
have expressions (2.18a) and (2.18b), respectively.
From Theorem 2.1 we get the following result.
Corollary 2.2. Let
{(
Aj ,Ej
)}K
j=1 be regular periodic matrix pairs, and let
Zj =
[
Z
(j)
1 , Z
(j)
2
]
and Qj =
[
Q
(j)
1 ,Q
(j)
2
]
be the n× n unitary matrices satisfying (1.10) and (1.11), that is, {(Xj ,Yj )}Kj=1
with Xj = R(Z(j)1 ) and Yj = R(Q(j)1 ) are simple periodic deflating subspaces of{(
Aj ,Ej
)}K
j=1. Then for 1Aj ,1Ej ∈ Cn×n, j = 1, . . . , K, with sufficiently small
‖1Aj‖ and ‖1Ej‖, there are unique simple periodic deflating subspaces
{
(X˜j ,
Y˜j )
}K
j=1 of the periodic matrix pairs
{
(Aj +1Aj ,Ej +1Ej)
}K
j=1 , where X˜j =
R(Z˜
(j)
1 ), Y˜j = R(Q˜(j)1 ) and
Z˜
(j)
1 = Z(j)1 + Z(j)2 ∗j + · · · ,
Q˜
(j)
1 = Q(j)1 +Q(j)2 ∗j + · · · ,
(2.19)
in which, vec(∗j ) and vec(∗j ) have the expressions
vec(∗j )=
(
E
(j)T
11 ⊗ In−r
) K∑
k=1
G
(1)
j,kvec
(
Q
(k)H
2 1AkZ
(k−1)
1
)
+
(
A
(j+1)T
11 ⊗ In−r
) K∑
k=1
G
(2)
j,kvec
(
Q
(k)H
2 1EkZ
(k)
1
)
(2.20a)
and
vec(∗j )=
(
Ir ⊗ E(j)
T
22
) K∑
k=1
G
(1)
j,kvec
(
Q
(k)H
2 1AkZ
(k−1)
1
)
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+
(
Ir ⊗ A(j)22
) K∑
k=1
G
(2)
j−1,kvec
(
Q
(k)H
2 1EkZ
(k)
1
)
, (2.20b)
for j = 1, . . . , K, where A(K+1)11 = A(1)11 ,G(2)0,k = G(2)K,k and Z(0)1 = Z(K)1 .
2.2. Simple eigenvalue pairs
Assume now that K∏
j=1
αj ,
K∏
j=1
βj
 ≡ (πα, πβ)
is a simple eigenvalue pair of
{
(Aj , Ej )
}K
j=1 with Aj = Aj(0) and Ej = Ej(0)
associated with nonzero periodic right and left eigenvectors {xj }Kj=1 and {yj }Kj=1,
respectively. In the following, we shall give the first order perturbation expansion of
the eigenvalue pair K∏
j=1
αj (p),
K∏
j=1
βj (p)

for p ∈ B1 ⊂ B(0).
From Theorem 1.2 there are unitary matrices Qj , Zj such that
QHj AjZj−1 =
[
αj a
H
j
0 Aj,2
]
, QHj EjZj =
[
βj e
H
j
0 Ej,2
]
(2.21)
with Zj [:, 1] = xj , for j = 1, . . . , K, where Z0 = ZK . For uj , vj ∈ Cn−1 and v0 =
vK, we have[
1 −uHj
0 I
] [
αj a
H
j
0 Aj,2
] [
1 vHj−1
0 I
]
=
[
αj αjv
H
j−1 − uHj Aj,2 + aHj
0 Aj,2
]
(2.22a)
and [
1 −uHj
0 I
] [
βj e
H
j
0 Ej,2
] [
1 vHj
0 I
]
=
[
βj βjv
H
j − uHj Ej,2 + eHj
0 Ej,2
]
, (2.22b)
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where j = 1, . . . , K . We now are going to find the vectors uj , vj (j = 1, . . . , K)
such that the upper-right blocks in (2.22a) and (2.22b) are equal zeros. This is equiv-
alent to the fact that uj , vj (j = 1, . . . , K) satisfy the linear system
AT1,2 · · · · · · 0
...
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · · · · ATK,2
0 · · · · · · α1I
α2I
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · αKI 0
ET1,2 · · · · · · 0
...
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · · · · ETK,2
β1I · · · · · · 0
...
.
.
.
...
...
.
.
.
.
.
.
...
0 · · · · · · βKI


u1
...
...
uK
v1
...
...
vK

=

a1
...
...
aK
e1
...
...
eK

. (2.23)
By the assumption that
(
πα, πβ
) 
∈ λ ({(Aj,2, Ej,2)}Kj=1) , so system (2.23) is solv-
able. Consequently, there are nonsingular matrices Xj , Yj such that
YHj Aj (0)Xj−1 =
[
αj 0
0 Aj,2
]
, YHj Ej (0)Xj =
[
βj 0
0 Ej,2
]
, (2.24)
with Xj [:, 1] = xj and Yj [:, 1] = yj , for j = 1, . . . , K , where X0 = XK . For p ∈
B(0), let
A˜j (p) = YHj Aj (p)Xj−1 =
[
a˜j,1(p) a˜
H
j (p)
b˜j (p) A˜j,2(p)
]
(2.25a)
and
E˜j (p) = YHj Ej (p)Xj =
[
e˜j,1(p) e˜
H
j (p)
f˜j (p) E˜j,2(p)
]
, (2.25b)
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for j = 1, . . . , K , where X0 = XK . Using the technique described by the proof
of Theorem 2.1 (see (2.3)–(2.11)), there are unique analytic functions {z1(p), . . . ,
zK(p), w1(p), . . . , wK(p)} in some neighborhood B1 ⊂ B(0) with zj (0) = wj(0)
= 0, j = 1, . . . , K , such that[
1 0
wj(p) I
]
A˜j (p)
[
1 0
zj−1(p) I
]
=
[
αj (p) ∗
0 ∗
]
, (2.26a)
[
1 0
wj(p) I
]
E˜j (p)
[
1 0
zj (p) I
]
=
[
βj (p) ∗
0 ∗
]
, (2.26b)
where
αj (p) = a˜j,1(p)+ a˜Hj (p)zj−1(p),
βj (p) = e˜j,1(p)+ e˜Hj (p)zj (p),
(2.27)
for j = 1, . . . , K with z0(p) = zK(p). Since a˜j (0) = e˜j (0) = 0 and zj (0) = 0,
from (2.27) we get(
αj (p)
p
)
p=0
=
(
a˜j,1(p)
p
)
p=0
,
(
βj (p)
p
)
p=0
=
(
e˜j,1(p)
p
)
p=0
.
Moreover, we have(
a˜j,1(p)
p
)
p=0
=

(
yHj Aj (p)xj−1
)
p

p=0
= yHj
(
Aj(p)
p
)
p=0
xj−1,
and (
e˜j,1(p)
p
)
p=0
= yHj
(
Ej(p)
p
)
p=0
xj ,
for j = 1, . . . , K ,  = 1, . . . , N , where x0 = xk .
Overall, we have the following theorem.
Theorem 2.3. Let Aj(p), Ej (p) ∈ Cn×n, j = 1, . . . , K, be analytic matrix-val-
ued functions of p, and the matrix pairs {(Aj (p), Ej (p))}Kj=1 be regular for p ∈
B(0), a neighborhood of the origin in CN . Assume that (πα, πβ) is a simple eigen-
value pair of {Aj(0), Ej (0)}Kj=1 , {xj}Kj=1 and {yj}Kj=1 are the associated periodic
right and left eigenvectors, respectively, with yHj Ajxj−1 = αj , yHj Ejxj = βj , for
j = 1, . . . , K, where x0 = xK . Then:
(i) There exists a simple eigenvalue pair K∏
j=1
αj (p),
K∏
j=1
βj (p)

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of the regular matrix pairs {(Aj (p), Ej (p))}Kj=1 , where αj (p) and βj (p) are
analytic functions of p in some neighborhoodB1 of the origin, with αj (0) = αj
and βj (0) = βj , for j = 1, . . . , K .
(ii) The functions αj (p) and βj (p) have the first order perturbation expansions at
p = 0:
αj (p)=αj +
N∑
=1
yHj
(
Aj(p)
p
)
p=0
xj−1p + · · · ,
βj (p)=βj +
N∑
=1
yHj
(
Ej(p)
p
)
p=0
xjp + · · · ,
for j = 1, . . . , K, where p ∈ B1.
From Theorem 2.3 and Corollary 2.2 we have the following result.
Corollary 2.4. Let
(
πα, πβ
)
be a simple eigenvalue pair of regular matrix pairs
{(Aj , Ej )}Kj=1 associated with the periodic right and left eigenvectors {xj }Kj=1 and
{yj }Kj=1, respectively. Let Xj = [xj ,Xj,2] and Yj = [yj , Yj,2] (j = 1, . . . , K) be
n× n nonsingular matrices satisfying (2.24). Then for 1Aj ,1Ej ∈ Cn×n with suf-
ficiently small ‖1Aj‖ and ‖1Ej‖, the matrix pairs
{
(Aj +1Aj ,Ej +1Ej)
}K
j=1
have a simple eigenvalue pair K∏
j=1
α˜j ,
K∏
j=1
β˜j
 ,
where
α˜j = αj + yHj 1Ajxj−1 + · · · , β˜j = βj + yHj 1Ejxj + · · · ,
and the associated periodic right eigenvectors {x˜j }Kj=1, where
x˜j = xj +Xj,2
(
βj,1
K∑
k=1
G
(1)
j,kY
H
k,21Akxk−1
+αj+1,1
K∑
k=1
G
(2)
j,kY
H
k,21Ekxk + · · ·
)
,
in which αK+1 = α1, x0 = xK and G(1)j,k,G(2)j,k are given in (2.17).
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3. Condition numbers and perturbation bounds
In this section we shall study condition numbers and the first order perturbation
bounds for a simple eigenvalue pair and periodic deflating subspaces of periodic
matrix pairs.
3.1. Simple eigenvalue pairs
Let K∏
j=1
αj ,
K∏
j=1
βj
 ≡ (πα, πβ)
be a simple eigenvalue pair of regular periodic matrix pairs
{(
Aj ,Ej
)}K
j=1 associ-
ated with periodic right and left eigenvectors
{
xj
}K
j=1 and
{
yj
}K
j=1, respectively.
By Corollary 2.4, the matrix pairs
{(
Aj +1Aj ,Ej +1Ej
)}K
j=1 have a simple
eigenvalue pair K∏
j=1
α˜j ,
K∏
j=1
β˜j
 ≡ (πα˜, πβ˜),
where
α˜j = αj + yHj 1Ajxj−1 + · · · , β˜j = βj + yHj 1Ejxj + · · · , (3.1)
provided that 1Aj and 1Ej are sufficiently small.
We first consider the case that πβ /= 0 and πα /= 0. According to [7,9,10,12] we
may define the condition number κ(·) of the eigenvalue πα/πβ by
κ
(
πα
πβ
)
= lim
δ→0 sup‖1Aj ‖/σjδ
‖1Ej ‖/τjδ
j=1,...,K
1
δγ
∣∣∣∣∣πα˜πβ˜ − παπβ
∣∣∣∣∣ , (3.2)
where σj , τj , γ are positive parameters, and ‖ · ‖ is any unitarily invariant norm.
Taking σj = ‖Aj‖, τj = ‖Ej‖, and γ = |πα/πβ |, we get the relative condition num-
ber κrel(·); taking σj = τj = γ = 1, we get the absolute condition number κabs(·).
Let
µj = yHj 1Ajxj−1, νj = yHj 1Ejxj , (3.3)
for j = 1, . . . , K . Then (3.1) and (3.3) imply that
πα˜
πβ˜
= α˜1 · · · α˜K
β˜1 · · · β˜K
=
[ (
α1 + yH1 1A1xK + · · ·
) (
α2 + yH2 1A2x1 + · · ·
)
· · ·
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×
(
αK + yHK1AKxK−1 + · · ·
) ]
/[(
β1 + yH1 1E1x1 + · · ·
) (
β2 + yH2 1E2x2 + · · ·
)
· · ·
×
(
βK + qHK 1EKxK + · · ·
) ]
= 1
β1 · · ·βK (α1 + µ1 + · · ·) (α2 + µ2 + · · ·) · · · (αK + µK + · · ·)
·
(
1 − ν1
β1
+ · · ·
)(
1 − ν2
β2
+ · · ·
)
· · ·
(
1 − νK
βK
+ · · ·
)
= 1
β1 · · ·βK
[
α1 · · ·αK − α1 · · ·αK
(
ν1
β1
+ · · · + νK
βK
)
+ α1 · · ·αK−1µK + α1α3 · · ·αKµ2 + · · · + α2 · · ·αKµ1 + H.O.T.
]
.
Hence, we get
d ≡ 1
δγ
∣∣∣∣∣πα˜πβ˜ − παπβ
∣∣∣∣∣
= 1
δγ
∣∣∣∣ α˜1 · · · α˜K
β˜1 · · · β˜K
− α1 · · ·αK
β1 · · ·βK
∣∣∣∣
= 1
δγ |β1 · · ·βK |
∣∣∣∣α1 · · ·αK ( ν1β1 + · · · + νKβK
)
− (α1 · · ·αK−1µK + · · · + α2 · · ·αKµ1)+ H.O.T.
∣∣∣∣ . (3.4)
Consequently,
d  1
γ
∣∣∣∣παπβ
∣∣∣∣
 K∑
j=1
τj‖xj‖‖yj‖
|βj |
+ ∣∣∣∣παπβ
∣∣∣∣
 K∑
j=1
σj
∥∥xj−1∥∥ ∥∥yj∥∥
|αj |
+ O(δ)
provided that
∥∥1Aj∥∥ /σj  δ and ∥∥1Ej∥∥ /τj  δ, for j = 1, . . . , K .
On the other hand, if we take
1̂Aj=−δe−i arg(πα/αj ) σj
yj x
H
j−1
‖yj‖‖xj−1‖ ,
1̂Ej=δei[argβj−arg(πα)] τj
yj x
H
j
‖yj‖‖xj‖ ,
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for j = 1, . . . , K , where x0 = xK . Then we have
∥∥1Aj∥∥/∥∥Aj∥∥ = δ, and ∥∥1Ej∥∥/∥∥Ej∥∥ = δ, for j = 1, . . . , K and the corresponding eigenvalue pair (αˆ1 · · · αˆK, βˆ1 · · ·
βˆK
) ≡ (παˆ, πβˆ) satisfies
1
δγ
∣∣∣∣∣παˆπ
βˆ
− πα
πβ
∣∣∣∣∣
= 1
δγ
∣∣∣∣ αˆ1 · · · αˆK
βˆ1 · · · βˆK
− α1 · · ·αK
β1 · · ·βK
∣∣∣∣
= 1
γ
∣∣∣∣παπβ
∣∣∣∣
 K∑
j=1
(
τj
∥∥xj∥∥ ∥∥yj∥∥∣∣βj ∣∣ + σj
∥∥xj−1∥∥ ∥∥yj∥∥∣∣αj ∣∣
)+ O(δ). (3.5)
Consequently, we get the following result which gives an explicit expression of
κ
(
πα/πβ
)
.
Theorem 3.1. Let πα/πβ be a simple eigenvalue of
{
(Aj , Ej )
}K
j=1 and κ(πα/πβ)
be the condition number defined by (3.2). Moreover, let {xj }Kj=1 and {yj }Kj=1 be
the associated periodic right and left eigenvectors, respectively, and assume that
yHj Ajxj−1 = αj , yHj Ejxj = βj , j = 1, . . . , K, where x0 = xK . Then
κ
(
πα
πβ
)
= 1
γ
∣∣∣∣παπβ
∣∣∣∣
 K∑
j=1
(
τj
∥∥yj∥∥ ∥∥xj∥∥∣∣βj ∣∣ + σj
∥∥yj∥∥ ∥∥xj−1∥∥∣∣αj ∣∣
) . (3.6)
Note that from (3.2) we get the first order perturbation bound for the simple
eigenvalue πα/πβ :
1
γ
∣∣∣∣∣πα˜πβ˜ − παπβ
∣∣∣∣∣  κ
(
πα
πβ
)
max
1jK
{∥∥1Aj∥∥
σj
,
∥∥1Ej∥∥
τj
}
. (3.7)
We now consider the general case of the eigenvalue pair (πα, πβ), where one (and
only one) of πα or πβ may be zero. We define the condition number of the eigenvalue
pair
(
πα, πβ
)
by using the chordal metric ρ(·, ·) (see, e.g., [14,15]):
c
(
πα, πβ
) = lim
δ→0 sup‖1Aj ‖/σjδ
‖1Ej ‖/τj δ
j=1,...,K
ρ
(
(πα, πβ), (πα˜, πβ˜)
)
δ
, (3.8)
where σj and τj are positive parameters. As above, taking σj = ‖Aj‖, τj = ‖Ej‖,
and σj = τj = 1, we get the relative and absolute condition numbers crel(·, ·) and
cabs(·, ·), respectively. From (3.1) and (3.3) and the definition of ρ(·, ·) we then have
ρ
(
(πα, πβ), (πα˜, πβ˜)
)
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=
∣∣∣∏j αj ∏j β˜j −∏j βj ∏j α˜j ∣∣∣√∣∣∣∏j αj ∣∣∣2 + ∣∣∣∏j βj ∣∣∣2√∣∣∣∏j α˜j ∣∣∣2 + ∣∣∣∏j β˜j ∣∣∣2
=
∣∣∣πα∑Kj=1(πβνj /βj )− πβ∑Kj=1(παµj/αj )∣∣∣
|πα|2 + |πβ |2 + H.O.T. (3.9)

[
|πα|
K∑
j=1
(|πβ |τj‖xj‖‖yj‖/|βj |)
+|πβ |
K∑
j=1
(|πα|σj‖xj−1‖‖yj‖/|αj |
]/|πα|2 + |πβ |2
+H.O.T. (3.10)
On the other hand, if we take
1̂Aj=−δσj e−i arg(παπβ/αj )
yj x
H
j−1
‖yj‖‖xj−1‖ ,
1̂Ej=δτj e−i arg(παπβ/βj )
yj x
H
j
‖yj‖‖xj‖ ,
then the equality of (3.10) can be attained. Thus we have the following result which
gives an explicit expression of c(πα, πβ).
Theorem 3.2. Let (πα, πβ) be a simple eigenvalue pair of
{
(Aj , Ej )
}K
j=1 ,
and let c(πα, πβ) be the condition number defined by (3.8). Moreover, let
{
xj
}K
j=1
and
{
yj
}K
j=1 be the associated periodic right and left eigenvectors, respectively, and
assume that yHj Ajxj−1 = αj , yHj Ejxj = βj , j = 1, . . . , K, where x0 = xK . Then
c
(
πα, πβ
) = |παπβ |∑Kj=1(τj‖xj‖/|βj | + σj‖xj−1‖/|αj |)‖yj‖|πα|2 + |πβ |2 . (3.11)
Note that from (3.8) we get the first order perturbation bound for the eigenvalue
pair
(
πα, πβ
)
:
ρ((πα, πβ), (πα˜, πβ˜))  c
(
πα, πβ
)
max
1jK
{∥∥1Aj∥∥
σj
,
∥∥1Ej∥∥
τj
}
. (3.12)
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Example 3.1. Let
A1 = 1, A2 = 10−5, A3 = 105, E1 = E2 = 10−3, E3 = 1,
α1 = 1, α2 = ω, α3 = ω2 with ω = ei 43π , β1 = β2 = β3 = 1,
x1 = 1, x2 = ω210−2, x3 = 103, y1 = 1, y2 = ω108, y3 = 1.
Then one can easily check that
βjAjxj−1 = αjEjxj , βj−1yHj Aj = αjyHj−1Ej−1, (3.13)
for j = 1, 2, 3, where x0 = x3, y0 = y3. By formulas (3.6) and (3.11), we compute
the absolute and the relative condition numbers of the eigenvalue (α1α2α3)/(β1β2β3)
= 1:
κ(1)= 1
γ
[
1 ·
(
τ1 · 10−3 + τ2 · 103 + τ3 · 1
)
+1 ·
(
σ1 · 1 + σ2 · 105 + σ3 · 10−5
)]
,
c(1, 1)= 1
2
[
1 ·
(
τ1 · 10−3 + τ2 · 103 + τ3 · 1
)
+1 ·
(
σ1 · 1 + σ2 · 105 + σ3 · 10−5
)]
,
and thus,
κabs(1) ≈ 105, κrel(1) = 6, cabs(1, 1) ≈ 1210
5, crel(1, 1) = 3,
which shows that the eigenvalue 1 is well behaved.
Example 3.2. Let
A1 = 0, A2 = A3 = 1, E1 = E2 = E3 = 1,
α1 = 0, α2 = α3 = 1, β1 = β2 = β3 = 1,
x1 = x2 = x3 = 1, y1 = y2 = y3 = 1.
It is easy to check that (3.13) holds. Then from (3.11) we have
c(0, 1) = 0 · (· · ·)+ 1 · (σ1 + 0 + 0)
0 + 1 = σ1,
which gives the absolute and relative condition numbers of the eigenvalue pair (0, 1):
cabs(0, 1) = 1 and crel(0, 1) = 0.
3.2. Simple periodic deflating subspaces
We now derive condition numbers and the first order perturbation bounds for
simple periodic deflating subspaces of periodic matrix pairs. Let X1 and X˜1 be
r-dimensional subspaces of Cn. Take two unitary matrices X1, X˜1 ∈ Cn×r such that
X1 = R(X1) and X˜1 = R(X˜1). Define (X1, X˜1) by
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(X1, X˜1) = arccos(XH1 X˜1X˜H1 X1)1/2  0.
Then it is known by Refs. [14,15] that
ρF(X1, X˜1) ≡ ‖sin(X1, X˜1)‖F
is a generalized chordal metric on r-dimensional subspaces of Cn, where ‖ · ‖F de-
notes the Frobenius norm. We quote the following lemma from [15].
Lemma 3.3 [15, Theorem 1.3.2]. Let X = [X1, X2] be an n× n unitary matrix with
X1 ∈ Cn×r . Let
X˜1 = X
(
I
Z
)
, Z ∈ C(n−r)×r ,
and let X1 = R(X1), X˜1 = R(X˜1). Then
ρF(X1, X˜1) = ‖Z‖F + O(‖Z‖2F) as Z → 0.
Let
{(
Xj ,Yj
)}K
j=1 with Xj = R(Z(j)1 ) and Yj = R(Q(j)1 ) be simple period-
ic deflating subspaces of regular periodic matrix pairs
{
(Aj , Ej )
}K
j=1, where Z
(j)
1
and Q(j)1 are n× r matrices satisfying Z(j)
H
1 Z
(j)
1 = Q(j)
H
1 Q
(j)
1 = I . Let
{(
1Aj ,
1Ej
)}K
j=1 be small perturbations of
{
(Aj , Ej )
}K
j=1, and let {(X˜j , Y˜j )}Kj=1 be the
corresponding perturbations of
{(
Xj ,Yj
)}K
j=1. From Corollary 2.2 we see that for
sufficiently small ‖1Aj‖ and ‖1Ej‖, the periodic matrix pairs
{
(Aj +1Aj ,Ej +
1Ej)
}K
j=1 have unique simple periodic deflating subspaces {(X˜j , Y˜j )}Kj=1 with X˜j
= R(Z˜(j)1 ), Y˜j = R(Q˜(j)1 ) and
Z˜
(j)
1 = Z(j)1 + Z(j)2 ∗j + · · · , Q˜(j)1 = Q(j)1 +Q(j)2 ∗j + · · · , (3.14)
where vec(∗j ) and vec(∗j ) are given in (2.20a) and (2.20b), respectively.
We now apply the condition theory developed by Rice [12] to define condition
numbers c
(
Xj
)
and c
(
Yj
)
of simple periodic deflating subspaces
{(
Xj ,Yj
)}K
j=1
by
c
(
Xj
) = lim
δ→0 sup
{
ρF
(
Xj , X˜j
)
δ
∣∣∣∣∣∣ ‖1Ak‖F  δ, ‖1Ek‖F  δ, k = 1, . . . , K
}
,
(3.15a)
c
(
Yj
) = lim
δ→0 sup
{
ρF
(
Yj , Y˜j
)
δ
∣∣∣∣∣∣ ‖1Ak‖F  δ, ‖1Ek‖F  δ, k = 1, . . . , K
}
,
(3.15b)
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By (2.20) and Lemma 3.3 we have
c
(
Xj
) = lim
δ→0 sup
{ ‖∗j‖F
δ
∣∣∣∣∣ ‖1Ak‖F  δ, ‖1Ek‖F  δ, k = 1, . . . , K
}
, (3.16a)
c
(
Yj
) = lim
δ→0 sup
{ ‖∗j‖F
δ
∣∣∣∣∣ ‖1Ak‖F  δ, ‖1Ek‖F  δ, k = 1, . . . , K
}
,(3.16b)
for j = 1, . . . , K.
Denote the inverse of the matrix T of (2.6) by
T −1 =

C
(1)
11 · · · C(1)1K
...
...
C
(1)
K1 · · · C(1)KK
C
(2)
11 · · · C(2)1K
...
...
C
(2)
K1 · · · C(2)KK
D
(1)
11 · · · D(1)1K
...
...
D
(1)
K1 · · · D(1)KK
D
(2)
11 · · · D(2)1K
...
...
D
(2)
K1 · · · D(2)KK

, (3.17)
where
C
(1)
j,k =
(
E
(j)T
11 ⊗ In−r
)
G
(1)
j,k, C
(2)
j,k =
(
A
(j+1)T
11 ⊗ In−r
)
G
(2)
j,k,
D
(1)
j,k =
(
Ir ⊗ E(j)22
)
G
(1)
j,k, D
(2)
j,k =
(
Ir ⊗ A(j)22
)
G
(2)
j−1,k
are r(l − r)× r(l − r)matrices, for j, k = 1, . . . , K , in whichA(K)11 = A(1)11 , G(2)0,k =
G
(2)
K,k, G
(1)
j,k and G
(2)
j,k are given in (2.17). Let
1̂Ak = QHk 1AkZk−1, 1̂Ek = QHk 1EkZk,
1̂A
(k)
21 = Q(k)
H
1 1AkZ
(k−1)
1 , 1̂E
(k)
21 = Q(k)
H
1 1EkZ
(k)
1 ,
(3.18)
for k = 1, . . . , K , where Z0 = ZK , and Z(0)1 = Z(K)1 . Then from (3.16a), (2.20a),
(3.17) and (3.18), we get
c(Xj )= lim
δ→0 sup
{
1
δ
[ K∑
k=1
∥∥C(1)j,kvec(1̂A(k)21 )∥∥22 + K∑
k=1
∥∥C(2)j,kvec(1̂E(k)21 )∥∥22]1/2∣∣∣∣∥∥vec(1̂E(k)21 )∥∥2  δ, ∥∥vec(1̂E(k)21 )∥∥2  δ, k = 1, . . . , K}
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
[ K∑
k=1
∥∥C(1)j,k∥∥22 + K∑
k=1
∥∥C(2)j,k∥∥22]1/2, (3.19)
where ‖·‖2 denotes the spectral norm and the Euclidean vector norm.
On the other hand, one can choose special perturbation matrices 1Ak , 1Ek such
that ∥∥∥vec (1̂A(k)21 )∥∥∥2 = δ, ∥∥∥vec (1̂E(k)21 )∥∥∥2 = δ
and ∥∥∥C(1)j,kvec (1̂A(k)21 )∥∥∥2 = δ ∥∥∥C(1)j,k∥∥∥2 , ∥∥∥C(2)j,kvec (1̂A(k)21 )∥∥∥2 = δ ∥∥∥C(2)j,k∥∥∥2 ,
for k = 1, . . . , K . Therefore, we have
c
(
Xj
) = [ K∑
k=1
∥∥∥C(1)j,k∥∥∥22 +
K∑
k=1
∥∥∥C(2)j,k∥∥∥22
]1/2
, j = 1, . . . , K. (3.20a)
Similarly, we have
c
(
Yj
) = [ K∑
k=1
∥∥∥D(1)j,k∥∥∥22 +
K∑
k=1
∥∥∥D(2)j,k∥∥∥22
]1/2
, j = 1, . . . , K. (3.20b)
Thus, the following result is obtained.
Theorem 3.4. Let
{(
Xj ,Yj
)}K
j=1 be simple periodic deflating subspaces of
{(
Aj ,
Ej
)}K
j=1, and c(Xj ) and c(Yj ) be the condition numbers of Xj and Yj defined by
(3.15a) and (3.15b), respectively. Then c(Xj ) and c(Yj ) have expressions (3.20a)
and (3.20b), respectively, for j = 1, . . . , K.
From definitions (3.15a) and (3.15c), we get the first order perturbation bounds
for simple periodic deflating subspaces
{(
Xj ,Yj
)}K
j=1:
ρF
(
Xj , X˜j
)
 c
(
Xj
)
max
1kK
{‖1Ak‖F , ‖1Ek‖F} ,
ρF
(
Yj , Y˜j
)
 c
(
Yj
)
max
1kK
{‖1Ak‖F , ‖1Ek‖F} ,
for j = 1, . . . , K .
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4. Backward errors
In this section we shall derive explicit expressions of backward errors for an
approximate eigenvalue pair, and for approximate periodic deflating subspaces, re-
spectively. Let (πα˜, πβ˜) be an approximate eigenvalue pair of
{(
Aj ,Ej
)}K
j=1 and{
x˜j
}K
j=1 be the associated periodic right eigenvectors, that is, β˜jAj x˜j−1 ≈ α˜jEj x˜j ,
for j = 1, . . . , K , where x˜0 = x˜K . We now define the backward error η
(
(πα˜, πβ˜);
{x˜j }Kj=1
)
of
{(
Aj ,Ej
)}K
j=1 with respect to η
(
(πα˜, πβ˜); {x˜j }Kj=1
)
by [7,9,15]:
η
(
(πα˜, πβ˜); {x˜j }Kj=1
)
= min
{(1Aj ,1Ej )}Kj=1∈E
∥∥∥∥∥
[‖1A1‖
σ1
, . . . ,
‖1AK‖
σK
,
‖1E1‖
τ1
, . . . ,
‖1EK‖
τK
]T∥∥∥∥∥∞ , (4.1)
where the set E is defined by
E :=
{ {(
1Aj ,1Ej
)}K
j=1 : β˜j
(
Aj +1Aj
)
x˜j−1 = α˜j
(
Ej +1Ej
)
x˜j ,
x˜0 = x˜K
}
, (4.2)
and σj , τj are positive parameters. As before, taking σj =
∥∥Aj∥∥ , τj = ∥∥Ej∥∥ and
σj = τj = 1, we get the relative and absolute backward errors ηrel((·, ·); {·}Kj=1) and
ηabs((·, ·); {·}Kj=1), respectively. Note that the equations in (4.2) can be written as
β˜j1Aj x˜j−1 − α˜j1Ej x˜j = α˜jEj x˜j − β˜jAj x˜j−1 ≡ rj , (4.3)
for j = 1, . . . , K. The following result gives a computable formula of the backward
error η((·, ·); {·}Kj=1).
Theorem 4.1. Let the backward error η((πα˜, πβ˜); {x˜j }Kj=1) be defined by (4.1), and
let
δj =
∥∥rj∥∥
|β˜j |σj
∥∥x˜j−1∥∥+ |α˜j |τj ∥∥x˜j∥∥ , (4.4)
for j = 1, . . . , k, where x˜0 = x˜K . Then
η
(
(πα˜, πβ˜); {x˜j }Kj=1
)
= max {δ1, . . . , δK} ≡ δ∗. (4.5)
Proof. For
{
(1Aj ,1Ej )
}K
j=1 ∈ E, let
δ =
∥∥∥∥∥
[‖1A1‖
σ1
, . . . ,
‖1AK‖
σK
,
‖1E1‖
τ1
, . . . ,
‖1EK‖
τK
]T∥∥∥∥∥∞ .
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Then from (4.3) we get ∥∥rj∥∥  (|β˜j |σj ∥∥x˜j−1∥∥+ |α˜j |τj ∥∥x˜j∥∥) δ for j = 1, . . . , K .
This implies that δ  δ∗, where δ∗ is the scalar defined by (4.5). Consequently, by
definition (4.1), we have
η
(
(πα˜, πβ˜); {x˜j }Kj=1
)
 δ∗. (4.6)
On the other hand, take
1̂Aj =
σje
−iarg(β˜j )rj x˜Hj−1
(|β˜j |σj
∥∥x˜j−1∥∥+ |α˜j |τj ∥∥x˜j∥∥) ∥∥x˜j−1∥∥ ,
1̂Ej =
−τj e−iarg(α˜j )rj x˜Hj
(|β˜j |σj
∥∥x˜j−1∥∥+ |α˜j |τj ∥∥x˜j∥∥) ∥∥x˜j∥∥ ,
for j = 1, . . . , K. Then {(1̂Aj , 1̂Ej )}Kj=1 satisfy (4.3), and∥∥1̂Aj∥∥ /σj = ∥∥1̂Ej∥∥ /τj = δj for j = 1, . . . , K,
where δ1, . . . , δK are defined by (4.4). Thus, we have
{
(1̂Aj , 1̂Ej )
}K
j=1 ∈ E, and∥∥∥∥∥
[‖1̂A1‖
σ1
, . . . ,
‖1̂AK‖
σK
,
‖1̂E1‖
τ1
, . . . ,
‖1̂EK‖
τK
]T∥∥∥∥∥∞ = δ∗.
Combining it with (4.6) shows (4.5). 
We now derive a computable formula of a backward error for approximate peri-
odic deflating subspaces. Let {(X˜j , Y˜j )}Kj=1 with X˜j = R(Z˜(j)1 ), Y˜j = R(Q˜(j)1 ) be
approximate periodic deflating subspaces of
{(
Aj ,Ej
)}K
j=1, where Z˜
(j)
1 and Q˜
(j)
1
(j = 1, . . . , K) are n× r unitary matrices. We define the backward error η({(X˜j ,
Y˜j )}Kj=1) of
{(
Aj ,Ej
)}K
j=1 with respect to {(X˜j , Y˜j )}Kj=1 by [15, Section 4.4]:
η
({
(X˜j , Y˜j )
}K
j=1
)
= min
{(1Aj ,1Ej )}Kj=1∈E
∥∥∥∥[‖1A1‖Fσ1 , . . . , ‖1AK‖FσK ,
‖1E1‖F
τ1
, . . . ,
‖1EK‖F
τK
]T∥∥∥∥∥∞ , (4.7)
where the set E is defined by
E =
{(1Aj ,1Ej )}Kj=1
∣∣∣∣∣∣
(
Aj +1Aj
)
X˜j−1 ⊂ Y˜j ,(
Ej +1Ej
)
X˜j ⊂ Y˜j ,
for j = 1, . . . , K, where X˜0 = X˜K
 . (4.8)
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Taking σj = ‖Aj‖F, τj = ‖Ej‖F and σj = τj = 1, for j = 1, . . . , K , we get the
relative and absolute back errors ηrel(·) and ηabs(·), respectively. The following result
gives a computable formula of the backward error η(·) defined by (4.7).
Theorem 4.2. Let the backward error η({(X˜j , Y˜j )}Kj=1) be defined by (4.7), and
let
Rj = Q˜(j)1
(
Q˜
(j)
1
H
Aj Z˜
(j−1)
1
)
− Aj Z˜(j−1)1 ,
Sj = Q˜(j)1
(
Q˜
(j)
1
H
Ej Z˜
(j)
1
)
− Ej Z˜(j)1 ,
(4.9)
for j = 1, . . . , K, where Z˜(0)1 = Z˜(K)1 . Then
η
({
(X˜j , Y˜j )
}K
j=1
)
=
∥∥∥∥∥
[‖R1‖F
σ1
, . . . ,
‖RK‖F
σK
,
‖S1‖F
τ1
, . . . ,
‖SK‖F
τK
]T∥∥∥∥∥∞ . (4.10)
Before we prove Theorem 4.2, we first cite a result from [15].
Lemma 4.3. [15, Theorem 1.5.1]. Let A ∈ Cp×n, B ∈ Cn×q and C ∈ Cp×q be giv-
en. Define the sets E and F by
E={E ∈ Cm×n : AEB = C} ,
F=
{
A†CB† + Z − PAHZPB : Z ∈ Cm×n
}
,
respectively, where A† denotes the Moore–Penrose inverse of A, and PA = I −
AA†, that is, PA is the orthogonal projection on to the column space R(A) of A.
Then E /= ∅ if and only if A,B and C satisfy PACPBH = C, and in the case of
E /= ∅, we have E =F.
Proof of Theorem 4.2. From (4.8) it follows that {(1Aj ,1Ej )}Kj=1 ∈ E if and only
if the set
{
(1Aj ,1Ej )
}K
j=1 is a solution to the equations(
Aj +1Aj
)
Z˜
(j−1)
1 = Q˜(j)1 Cj ,
(
Ej +1Ej
)
Z˜
(j)
1 = Q˜(j)1 Dj
for some matrices Cj ,Dj ∈ Cr×r , for j = 1, . . . , K; or equivalently,
1Aj Z˜
(j−1)
1 = Q˜(j)1 Cj − Aj Z˜(j−1)1 , 1Ej Z˜(j)1 = Q˜(j)1 Dj − Ej Z˜(j)1 . (4.11)
Applying Lemma 4.3 to the first equation of (4.11) we see that the equation is solv-
able, and any solution 1Aj of the equation can be expressed by
1Aj =
(
Q˜
(j)
1 Cj − Aj Z˜(j−1)1
)
Z˜
(j−1)
1
H
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+Wj
(
I − Z˜(j−1)1 Z˜(j−1)1
H
)
, (4.12)
where Wj ∈ Cn×n. Choose unitary matrices Z˜(j−1)2 , Q˜(j)2 ∈ Cn×(n−r) so that
Z˜(j−1) =
[
Z˜
(j−1)
1 , Z˜
(j−1)
2
]
and Q˜(j) =
[
Q˜
(j)
1 , Q˜
(j)
2
]
are unitary. Then from (4.12) we get
Q˜(j)
H
1Aj Z˜
(j−1)
=
(
Cj − Q˜(j)1
H
Aj Z˜
(j−1)
1 Q˜
(j)
1
H
Wj Z˜
(j−1)
2
− Q˜(j)2
H
Aj Z˜
(j−1)
1 Q˜
(j)
2
H
Wj Z˜
(j−1)
2
)
. (4.13)
Furthermore, by (4.13) and the first relation of (4.9), we have
min
Cj∈Cr×r ,Wj∈Cn×n
‖1Aj‖F
=
∥∥∥∥Q˜(j)2 H Aj Z˜(j−1)1 ∥∥∥∥
F
=
∥∥∥∥Q˜(j)2 H [Q˜(j)1 (Q˜(j)1 H Aj Z˜(j−1)1 )− Aj Z˜(j−1)1 ]∥∥∥∥
F
=
∥∥∥∥Q˜(j) H [Q˜(j)1 (Q˜(j)1 H Aj Z˜(j−1)1 )− Aj Z˜(j−1)1 ]∥∥∥∥
F
= ‖Rj‖F. (4.14)
Similarly, we can prove that if
{
(1Aj , 1Ej )
}K
j=1 ∈ E, then
min‖1Ej‖F = ‖Sj‖F, j = 1, . . . , K. (4.15)
Combining (4.14) and (4.15) with (4.7), we obtain formula (4.10). 
Let (πα˜, πβ˜) and {x˜j }Kj=1 be a computed eigenvalue pair and associated peri-
odic right eigenvectors of
{
(Aj , Ej )
}K
j=1. By definition (4.1), a small backward
error η((πα˜, πβ˜); {x˜j }Kj=1) means that (πα˜, πβ˜) and {x˜j }Kj=1 are an exact eigenvalue
pair and associated periodic right eigenvectors of slightly perturbed matrix pairs
{(A˜j , E˜j )}Kj=1. Consequently, the computed formula (4.15) may be useful for testing
the backward stability of the computation of (πα˜, πβ˜) and {x˜j }Kj=1.
Similarly, let {(X˜j , Y˜j )}Kj=1 be computed periodic deflating subspaces of {(Aj ,
Ej )}Kj=1. The computable formula (4.10) of η({(X˜j , Y˜j )}Kj=1) may be useful for
testing the backward stability of the computation of {(X˜j , Y˜j )}Kj=1.
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Remark. After the work was completed, we receive the paper by Benner et al. [1].
Note that the results and techniques of our work are different from [1]. The main
difference is that in this paper we study perturbation properties for each individual
subspace of periodic deflating subspaces
{
(Xj , Yj )
}K
j=1.
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