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Chapter 1
Introduction
Moser-Trudinger inequalities arise naturally in the study of the critical case of the well
known Sobolev embeddings, which are one of the most useful tools in analysis as they
play a crucial role in the study of existence, regularity and uniqueness of solutions to
partial differential equations of different nature. In this Chapter we will introduce the
reader to the topic and we will discuss the main results contained in this thesis.
1.1 The Moser-Trudinger inequality
Let Ω ⊂ Rn, n ≥ 2, be a bounded domain. If p < n then
sup
u∈W 1,p0 (Ω),‖∇u‖pLp(Ω)≤1
ˆ
Ω
|u|q dx < +∞ (1.1.1)
if and only if 1 ≤ q ≤ p∗, where p∗ := npn−p . Here ‖∇u‖pLp(Ω) =
´
Ω |∇u|p dx is the
Dirichlet norm of u. Shortly, we write
W 1,p0 (Ω) ⊂ Lq(Ω) 1 ≤ q ≤ p∗.
If we now consider the limiting case p = n, we have that every polynomial growth is
allowed, in the sense that (1.1.1) holds for any q ≥ 1. Namely, for any q ≥ 1 we have
W 1,n0 (Ω) ⊂ Lq(Ω).
As p→ n, formally, p∗ ∼ ∞ and one would expect functions in W 1,n0 to be bounded. It
is a well known fact, though, that this is not the case. Indeed denote by | · | the standard
Euclidean norm in Rn and define u : Rn → R
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u(x) :=
log | log |x| | for 0 < |x| < 1e0 elsewhere.
Let now Ω ⊂ Rn be a domain that contains the unit ball centered at the origin. It is
easy to check that u ∈W 1,n0 (Ω). Clearly though, u 6∈ L∞(Ω). It is then natural to look
for the maximal growth function g : R→ R+ such that
sup
u∈W 1,n0 (Ω),‖∇u‖nLn(Ω)≤1
ˆ
Ω
g(u) dx < +∞.
The first result in this direction is due to Yudovich [53], Pohozaev [84], and Trudinger
[98], who proved independently that functions in W 1,n0 (Ω) enjoy a uniform exponential-
type integrability property. They showed that there exist constants β > 0 and C > 0,
depending only on the dimension n, such that
sup
u∈W 1,n0 (Ω), ‖∇u‖Ln(Ω)≤1
ˆ
Ω
eβ|u|
n
n−1
dx ≤ C|Ω|. (1.1.2)
Their proofs rely on the same idea of developing the exponential function in power series.
However, this does not produce the optimal exponent β. Few years later J. Moser [74]
solved this problem using a symmetrization argument and proved a sharp version of
(1.1.2), which is now called Moser-Trudinger inequality.
Theorem 1.1. Let Ω ⊂ Rn be a domain with finite measure, n ≥ 2 and ωn−1 the volume
of the unit sphere in Rn. Then there exist constants C = C(n) > 0 and βn := nω
1
n−1
n−1
such that
sup
u∈W 1,n0 (Ω), ‖∇u‖Ln(Ω)≤1
ˆ
Ω
eβn|u|
n
n−1
dx ≤ C|Ω|. (1.1.3)
Moreover, the constant βn is sharp in the sense that
sup
u∈W 1,n0 (Ω), ‖∇u‖Ln(Ω)≤1
ˆ
Ω
eβ|u|
n
n−1
dx = +∞ (1.1.4)
for β > βn.
We remark that the supremum in (1.1.3) becomes infinite as soon as we slightly modify
the integrand, namely
sup
u∈W 1,n0 (Ω),‖∇u‖Ln(Ω)≤1
ˆ
Ω
f(|u|)eβn|u|
n
n−1
dx = +∞ (1.1.5)
for any measurable function f : R+ → R+ such that limt→+∞ f(t) = ∞. This can be
proved, for instance, using the same test functions defined in [74]. In [2] Adams, exploit-
ing Riesz potentials, extended Moser’s result to higher order Sobolev spaces W k,p0 (Ω),
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k > 1, p = nk .
The same result holds if we consider a smooth closed surface. Namely, if (Σ, g) is a
smooth, closed Riemannian surface and
H :=
{
u ∈ H1(Σ) :
ˆ
Σ
|∇u|2dvg ≤ 1,
ˆ
Σ
u dvg = 0
}
,
Fontana [41] proved that
sup
u∈H
ˆ
Σ
e4piu
2
dvg < +∞ (1.1.6)
and
sup
u∈H
ˆ
Σ
eβu
2
dvg = +∞ (1.1.7)
for any β > 4pi. Sharp Moser-Trudinger inequalities appear naturally when studying
the classical problem of prescribing the Gaussian curvature of a compact Riemannian
surface. Given a smooth closed surface (Σ, g) and a function K ∈ C∞(Σ) one would like
to investigate whether there exists a metric g˜, conformal to g, that has K as Gaussian
curvature. We recall that a metric g˜ is conformal to g if there exists a smooth function
u so that g˜ = eug, that is if and only if u solves
− 1
2
∆gu = Ke
u −Kg, (1.1.8)
where Kg and ∆g are the Gaussian curvature and the Laplace-Beltrami operator of
(Σ, g) respectively.
Let us denote the Euler characteristic of Σ by χ(Σ) and recall the Gauss-Bonnet theorem
ˆ
Σ
Kg dvg = 2piχ(Σ).
It is not difficult to see that, if we suppose χ(Σ) 6= 0 and Kg constant, then (1.1.8) is
equivalent to
−∆gu = ρ
(
Keu´
ΣKe
u dvg
− 1|Σ|
)
, (1.1.9)
where ρ = 4piχ(Σ) and |Σ| is the measure of Σ. Equation (1.1.9) is known as Liouville
equation. One can exploit the variational structure of the problem and look for solutions
to equation (1.1.9) as critical points of the associated energy functional
Jρ(u) :=
1
2
ˆ
Σ
|∇u|2 dvg + ρ|Σ|
ˆ
Σ
u dvg − ρ log
(
1
|Σ|
ˆ
Σ
Keu dvg
)
. (1.1.10)
Looking at the form of Jρ, it becomes clear how results like Moser-Trudinger inequalities
turn out to be game changers when one tries to apply direct minimization methods to
solve problems of this type. For a general compact surface Σ, Kazdan and Warner ([54])
gave necessary and sufficient conditions on the sign of K when χ(Σ) = 0, and some
necessary condition in the case χ(Σ) < 0. In [75] Moser improved these results and
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considered the case χ(Σ) > 0, that is (Σ, g) = (S2, gc), where gc is the standard metric
on S2. He proved that, for an even function f , the only necessary condition for (1.1.8) to
be solvable with K = f , is for f to be positive somewhere. For functions with antipodal
symmetry, the critical exponent in Theorem 1.1 can be improved, namely inequality
(1.1.3) holds up to β = 8pi. In particular, Theorem 1.1 implies that J8pi is bounded from
below and that Jρ is coercive on the space
H0 :=
{
u ∈ H1(Σ):
ˆ
Σ
u dvg = 0
}
for ρ < 8pi. Hence, using direct minimization, Moser proved existence of solutions of
(1.1.8). If this simmetry assumption is dropped, minimization techniques are not strong
enough and one needs to assume some nondegeneracy of the critical points of K and
use, for instance, a min-max scheme or a curvature flow approach, see [21], [20], [93]. To
prove existence results in the case ρ ≥ 8pi, improved Moser-Trudinger inequalities and
non-trivial variational and topological methods are required, see [35], [36], [66], [94].
A more general problem concerns the study of compact surfaces with conical singulari-
ties. We recall that, given a finite number of points p1, . . . , pm ∈ Σ, a smooth metric g
on Σ\{p1, . . . , pm} is said to have conical singularities of order α1, . . . , αm in p1, . . . , pm
if g = hg with g smooth metric on Σ and h ∈ C1(Σ\{p1, . . . , pm}) is a positive function
satisfying
h(x) ≈ d(x, pi)2αi with αi > −1 near pi i = 1, . . . ,m, (1.1.11)
where d represents the Riemann distance on Σ. In other words, g is a metric of the form
eug where g is a smooth metric on Σ, and u ∈ C∞(Σ \ {p1, . . . , pm}) satisfies
|u(x) + 2αi log d(x, pi)| ≤ C near pi, i = 1, . . . ,m.
A metric of this form has Gaussian curvature K if and only if the function u is a
distributional solution to the singular Gaussian curvature equation
−∆gu = 2Keu − 2Kg − 4pi
m∑
i=1
αiδpi , (1.1.12)
see for instance [10]. Define
ρ := 4pi
(
χ(Σ) +
m∑
i=1
αi
)
.
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Similarly to the case without singularities, if ρ 6= 0 and Kg is constant, equation (1.1.12)
is equivalent to the singular Liouville equation
−∆gu = ρ
(
Keu´
ΣKe
ud dvg
− 1|Σ|
)
− 4pi
m∑
i=1
αi
(
δpi −
1
|Σ|
)
. (1.1.13)
Finding solutions to (1.1.13) is equivalent to proving existence of critical points of the
singular Moser-Trudinger functional
Jsingρ :=
1
2
ˆ
Σ
|∇u|2 dvg + ρ|Σ|
ˆ
Σ
u dvg − ρ log
(
1
|Σ|
ˆ
Σ
heu dvg
)
,
where h ∈ C1(Σ\{p1, . . . , pm}) is as in (1.1.11). Inspired by what Moser did for Jρ,
Troyanov tried to minimize Jsingρ (see [97], [27]) by finding a sharp version of the Moser-
Trudinger inequality for metrics with conical singularities. In particular, he proved that
Jsingρ is bounded from below on H1(Σ), coercive on H0 if ρ < 8pi(1 + α¯) and it is
bounded from below if ρ = 8pi(1 + α¯), where α = min
{
0, min
1≤i≤m
αi
}
. In the first case
the coercivity of Jsingρ yields existence of minimum points. As for the regular case, to
treat the case ρ > 8pi(1 + α¯) different approaches are needed (see e.g. [36], [66], [23],
[24], [25], [26]).
It is worth to mention that, even though usually we look at (1.1.9) and (1.1.13) in the
context of Riemannian Geometry, they also have been widely studied in mathematical
physics. Indeed they appear in the description of Abelian vortices in Chern-Simmons-
Higgs theory and have applications in fluid dynamics, as well as in Superconductivity
and Electroweak theory (see [73], [99], [95], [45]). If we denote by G the Green’s function
of (Σ, g), i.e. the solution of  −∆gG(x, ·) = δx on Σ´
ΣG(x, y) dvg(y) = 0,
the change of variable u→ u+ 4pi∑mi=1 αiG(x, pi) reduces equation (1.1.13) to
−∆gu = ρ
(
heu´
Σ he
u dvg
− 1|Σ|
)
, (1.1.14)
which is nothing but equation (1.1.9) with K replaced by the singular weight
h(x) = Ke−4pi
∑m
i=1 αiGpi .
Several generalizations and applications of the Moser-Trudinger inequality have ap-
peared in the course of the last decades. This thesis covers two problems related to
Theorem 1.1.
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1.2 Existence of extremal functions
In the first part of this work, we will focus our attention to the case n = 2 and set
H10 (Ω) := W
1,2
0 (Ω), where Ω ⊂ R2 is open and bounded. In this setting the sharp
exponent for the Moser-Trudinger inequality is β = 4pi and, according to Theorem 1.1,
we have
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
e4piu
2
dx < +∞, (1.2.1)
and
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
eβu
2
dx = +∞ (1.2.2)
for β > 4pi.
The first issue that we will address is the existence of extremal functions for (1.2.1).
While there is no function realizing equality for the critical Sobolev embedding, one
can prove that the supremum in (1.2.1) is always attained. This was proved in [19]
by Carleson and Chang for the unit disk D ⊆ R2, and by Flucher ([40]) for arbitrary
bounded domains (see also [91] and [62], [67]).
The proof of these results is based on a concentration-compactness alternative stated by
P. L. Lions ([63]): for a sequence uk ∈ H10 (Ω) such that ‖∇uk‖L2(Ω) = 1 one has, up to
subsequences, either
ˆ
Ω
e4piu
2
kdx→
ˆ
Ω
e4piu
2
dx,
where u is the weak limit of uk, or uk concentrates in a point x ∈ Ω, that is
|∇u|2dx ⇀ δx and uk ⇀ 0. (1.2.3)
The key step in [19] consists in proving that if a sequence of radially symmetric functions
uk ∈ H10 (D) concentrates at 0, then
lim sup
k→∞
ˆ
D
e4piu
2
kdx ≤ pi(1 + e). (1.2.4)
Since for the unit disk the supremum in (1.2.1) is strictly greater than pi(1 + e), one can
exclude concentration for maximizing sequences by means of (1.2.4) and therefore prove
existence of extremal functions for (1.2.1). In [40] Flucher observed that concentration at
arbitrary points of a general domain Ω can always be reduced, through properly defined
rearrangements, to concentration of radially symmetric functions on the unit disk. In
particular, he proved that if uk ∈ H10 (Ω) satisfies ‖∇uk‖2 = 1 and (1.2.3), then
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lim sup
k→∞
ˆ
Ω
e4piu
2
kdx ≤ pie1+4piAΩ(x) + |Ω|. (1.2.5)
where AΩ(x) is the Robin function of Ω, that is the trace of the regular part of the Green
function of Ω. He also proved
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
e4piu
2
dx > pie1+4pimaxΩ AΩ + |Ω|,
which implies the existence of extremals for (1.2.1) on Ω. This method turns out to work
also when considering the problem on a closed smooth Riemannian manifold (Σ, g). In
this case, again by excluding concentration for maximizing sequences, Li [57] (see also
[59], [58]) was able to prove existence of extremal functions for (1.1.6).
Here we are interested in Moser-Trudinger type inequalities in the presence of singular
potentials. The model for this problem is given by the singular metric |x|2α|dx|2 on a
bounded domain Ω ⊂ R2 containing the origin. In [5] Adimurthi and Sandeep observed
that for any α ∈ (−1, 0],
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
|x|2αe4pi(1+α)u2dx < +∞, (1.2.6)
and
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
|x|2αeβu2dx = +∞ (1.2.7)
for any β > 4pi(1+α). Exploiting the ideas of Flucher, existence of extremals for (1.2.6)
has recently been proved in [32] and [31].
In the case α 6= 0, applying the strategy in [19], one can again exclude concentration for
maximizing sequences using the following estimate, which can be obtained from (1.2.4)
using a simple change of variables (see [5], [31]).
Theorem 1.2. Let uk ∈ H10 (D) be such that
´
D |∇uk|2dx ≤ 1 and uk ⇀ 0 in H10 (D),
then for any α ∈ (−1, 0] we have
lim sup
k→∞
ˆ
D
|x|2αe4pi(1+α)u2kdx ≤ pi(1 + e)
1 + α
. (1.2.8)
In the first part of this thesis we will give a simplified version of the argument in [19]
and show that (1.2.4) (and therefore (1.2.8)) can be deduced from Onofri’s inequality
for the unit disk:
Proposition 1.3 (See [80], [12]). For any u ∈ H10 (D) we have
log
(
1
pi
ˆ
D
eudx
)
≤ 1
16pi
ˆ
D
|∇u|2dx+ 1. (1.2.9)
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The analysis can be pushed further and Theorem 1.2 can be used to prove existence of
extremals for several generalized versions of (1.2.1). Let Ω ⊂ R2 be open and bounded.
In [4] Adimurthi and Druet proved that
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
e
4piu2(1+λ‖u‖2
L2(Ω)
)
dx < +∞, (1.2.10)
for any λ < λ(Ω), where λ(Ω) is the first eigenvalue of −∆ with respect to Dirichlet
boundary conditions. This bound on λ is sharp, that is
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
e
4piu2(1+λ(Ω)‖u‖2
L2(Ω)
)
dx =∞. (1.2.11)
Existence of extremal functions for sufficiently small λ for this improved inequality has
been proved in [64] and [101]. Similar results hold for compact surfaces on the space H.
We refer to [96], [102] and references therein for further improved inequalities.
We will focus on Adimurthi-Druet type inequalities on compact surfaces with conical
singularities. Given a smooth closed Riemannian surface (Σ, g), and a finite number of
points p1, . . . , pm ∈ Σ, we will consider functionals of the form
Eβ,λ,qΣ,h (u) :=
ˆ
Σ
he
βu2(1+λ‖u‖2
Lq(Σ,g)
)
dvg, (1.2.12)
where λ, β ≥ 0, q > 1, and h ∈ C1(Σ\{p1, . . . , pm}) is a positive function satisfying
(1.1.11). The functional (1.2.12) naturally appears in the analysis of Moser-Trudinger
embeddings for the singular surface (Σ, g) (see [97]). If m = 0 and h ≡ 1, the family
Eβ,λ,qΣ,1 corresponds to the one studied in [64]. In particular, one has
sup
u∈H
E4pi,λ,qΣ,1 < +∞ ⇐⇒ λ < λq(Σ, g), (1.2.13)
where
λq(Σ, g) := inf
u∈H
´
Σ |∇u|2dvg
‖u‖2Lq(Σ,g)
.
As it happens for (1.2.6), if h has singularities (i.e. α ∈ (−1, 0]), the critical exponent
becomes smaller. More precisely, in [97] Troyanov (see also [27]) proved that if h is a
positive function satisfying (1.1.11), then
sup
u∈H
Eβ,0,qΣ,h < +∞ ⇐⇒ β ≤ 4pi(1 + α), (1.2.14)
where α = min
{
0, min
1≤i≤m
αi
}
. Here we combine (1.2.13) and (1.2.14) to obtain the
following singular version of (1.2.13).
Theorem 1.4. Let (Σ, g) be a smooth, closed, surface. If h ∈ C1(Σ\{p1, . . . , pm}) is a
positive function satisfying (1.1.11), then for any β ∈ [0, 4pi(1+α)] and λ ∈ [0, λq(Σ, g))
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we have
sup
u∈H
Eβ,λ,qΣ,h (u) < +∞. (1.2.15)
The supremum is attained if β < 4pi(1 + α), or if β = 4pi(1 + α) and λ is sufficiently
small. Moreover
sup
u∈H
Eβ,λ,qΣ,h (u) = +∞
for β > 4pi(1 + α), or β = 4pi(1 + α) and λ > λq(Σ, g).
Note that we do not treat the case β = 4pi(1 + α) and λ = λq(Σ, g) (see Remark 2.5).
It is worth to remark that in Theorem 1.4 it is possible to replace ‖ · ‖Lq(Σ,g), λq(Σ, g),
and H with ‖ · ‖Lq(Σ,gh), λq(Σ, gh), and
Hh :=
{
u ∈ H10 (Σ) :
ˆ
Σ
|∇ghu|2dvgh ≤ 1,
ˆ
Σ
u dvgh = 0
}
,
where gh := hg. In particular, we can extend the Adimurthi-Druet inequality to compact
surfaces with conical singularities.
Theorem 1.5. Let (Σ, g) be a closed surface with conical singularities of order α1, . . . , αm >
−1 in p1, . . . , pm ∈ Σ. Then for any 0 ≤ λ < λq(Σ, g) we have
sup
u∈H
ˆ
Σ
e
4pi(1+α)u2(1+λ‖u‖2
Lq(Σ,g)
)
dvg < +∞.
The supremum is attained for β < 4pi(1+α), or for β = 4pi(1+α) and sufficiently small
λ. Moreover
sup
u∈H
ˆ
Σ
e
βu2(1+λ‖u‖2
Lq(Σ,g)
)
dvg = +∞,
if β > 4pi(1 + α), or β = 4pi(1 + α) and λ > λq(Σ, g).
The proof of Theorem 1.4 follows the ideas in [19] and [40] and makes use of Lion’s
concentration-compactness alternative discussed above. To exclude concentration of
maximizing sequences a careful blow-up analysis is required. Indeed we shall see how,
after a suitable scaling, our sequence converges to a solution of a (possibly singular)
Liouville-type equation on R2 (see Proposition 2.14). The behaviour of this sequence
depends on the nature of the blow-up point p ∈ Σ. A key step in this analysis is a
classification result for solutions to the singular Liouville equation on R2 (see Section
2.2).
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1.3 Moser-Trudinger inequalities in dimension one
In the second part of this thesis we tackle a different problem related to Moser-Trudinger
inequalities. We will investigate fractional analogues of (1.1.3) and their sharpness, re-
stricting ourselves to the one dimensional case. In particular, using variational tech-
niques in the setting of Bessel-potential spaces, we will discuss the existence of critical
points of a functional associated to (1.1.3). We will also present some results on a recent
generalization of (1.1.3) on Sobolev-Slobodeckij spaces (see [81]).
Let us recall some basic notions on fractional Sobolev spaces. Consider the space of
functions Ls(R) defined by
Ls(R) =
{
u ∈ L1loc(R) :
ˆ
R
|u(x)|
1 + |x|1+2sdx <∞
}
, (1.3.1)
for s ∈ (0, 1). For a function u ∈ Ls(R) we define (−∆)su as a tempered distribution as
follows:
〈(−∆)su, ϕ〉 :=
ˆ
R
u(−∆)sϕdx, ϕ ∈ S, (1.3.2)
where S denotes the Schwartz space of rapidly decreasing smooth functions and for
ϕ ∈ S we set
(−∆)sϕ := F−1(| · |2sϕˆ).
Here the Fourier transform is defined by
ϕˆ(ξ) ≡ Fϕ(ξ) := 1√
2pi
ˆ
R
e−ixξϕ(x) dx.
Notice that the convergence of the integral in (1.3.2) follows from the fact that for ϕ ∈ S
one has
|(−∆)sϕ(x)| ≤ C(1 + |x|1+2s)−1.
For s ∈ (0, 1) and p ∈ [1,∞] we define the Bessel-potential space
Hs,p(R) :=
{
u ∈ Lp(R) : (−∆) s2u ∈ Lp(R)
}
, (1.3.3)
and its subspace
H˜s,p(I) := {u ∈ Lp(R) : u ≡ 0 in R \ I, (−∆) s2u ∈ Lp(R)}, (1.3.4)
where I b R is a bounded interval. Both spaces are endowed with the norm
‖u‖pHs,p(R) := ‖u‖pLp(R) + ‖(−∆)
s
2u‖pLp(R). (1.3.5)
The first result that we shall present is a fractional version of Theorem 1.1.
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Theorem 1.6. For any p ∈ (1,+∞) set p′ = pp−1 and
αp :=
1
2
[
2 cos
(
pi
2p
)
Γ
(
1
p
)]p′
, Γ(z) :=
ˆ +∞
0
tz−1e−t dt. (1.3.6)
Then for any interval I b R and α ≤ αp we have
sup
u∈H˜
1
p ,p(I), ‖(−∆)
1
2p u‖Lp(I)≤1
ˆ
I
(
eα|u|
p′ − 1
)
dx = Cp|I|, (1.3.7)
and α = αp is the largest constant for which (1.3.7) holds. In fact for any function
h : [0,∞)→ [0,∞) with
lim
t→∞h(t) =∞ (1.3.8)
we have
sup
u∈H˜
1
p ,p(I), ‖(−∆)
1
2p u‖Lp(I)≤1
ˆ
I
h(u)
(
eαp|u|
p′ − 1
)
dx =∞. (1.3.9)
To understand the main issues in the proof of Theorem 1.6 we recall the following
analogue of (1.3.7)
sup
u=cpI 1
p
∗f : supp(f)⊂I¯, ‖f‖Lp(I)≤1
ˆ
I
eαp|u|
p′
dx = Cp|I|, I 1
p
(x) := |x| 1p−1. (1.3.10)
Inequality (1.3.10) is well-known (also in higher dimension, see e.g. [100, Theorem 3.1]),
since it follows easily from Theorem 2 in [2], up to choosing cp so that
cp(−∆)
1
2p I 1
p
= δ0, (1.3.11)
as we shall see in Section 3.2 (compare to Lemma 3.4).
In (1.3.10) one requires that the support of f = (−∆) 12pu is bounded; following Adams
[2] one would be tempted to write u = I 1
p
∗ (−∆) 12pu and apply (1.3.10), but the support
of (−∆) 12pu is in general not bounded, when u is compactly supported.
In order to circumvent this issue, we rely on a Green representation formula of the form
u(x) =
ˆ
I
G 1
2p
(x, y)(−∆) 12pu(y)dy,
and show that |G 1
2p
(x, y)| ≤ I 1
p
(x − y) for x 6= y. This might follow from the explicit
formula of Gs(x, y), which is known on an interval, see e.g. [14] and [18], but we prefer
to follow a more self-contained path, only using the maximum principle.
More delicate is the proof of (1.3.9). We will construct functions u supported in I¯ with
(−∆) 12pu = f for some prescribed function f ∈ Lp(I) suitably concentrated. Then with
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a barrier argument we will show that u ∈ H˜ 1p ,p(I), i.e. (−∆) 12pu ∈ Lp(R). This is not
obvious because (−∆) 12p is a non-local operator and even if u ≡ 0 in Ic, (−∆) 12pu does
not vanish outside I, and a priori it could even concentrate on ∂I.
Remark 1.1. An alternative approach to (1.3.9) uses the Riesz potential and a cut-
off function ψ, as done in [71] following a suggestion of A. Schikorra. This works in
every dimension and for arbitrary powers of −∆, but it is less efficient in the sense that
the ‖(−∆)sψ‖Lp is not sufficiently small, and (1.3.9) (or its higher-order analog) can
be proven only for functions h such that limt→∞(t−p
′
h(t)) = ∞. On the other hand,
the approach used here to prove (1.3.9) for every h satisfying (1.3.8) does not work for
higher-order operators, since for instance if for Ω b R4 we take u ∈ W 1,20 (Ω) solving
∆u = f ∈ L2(Ω), then we do not have in general u ∈W 2,2(R4).
Remark 1.2. Notice that in (1.3.7), instead of the standard H
1
p
,p
-norm defined in
(1.3.5), we are using the smaller norm ‖u‖∗ := ‖(−∆) 12pu‖Lp(I), which turns out to be
equivalent to the full norm ‖u‖
H
1
p ,p(R)
on H˜
1
p
,p
(I) (see [44]).
A subcritical version of (1.3.7) in Theorem 1.6 has been recently proved by A. Iannizzotto
and M. Squassina [48, Cor. 2.4] in the case p = 2. Namely they were able to show that
sup
u∈H˜ 12 ,2(I) : ‖(−∆) 14 u‖L2(R)≤1
ˆ
I
eαu
2
dx ≤ Cα|I|, for α < pi.
For further generalization of Theorem 1.6, we refer for instance to [71], [46].
When replacing a bounded interval I by R, an estimate of the form (1.3.7) cannot
hold, for instance because of the scaling of (1.3.7), or simply because the quantity
‖(−∆) 12pu‖Lp(R) vanishes on constants. This suggests that, in order to have an inequality
on R, one should use the full Sobolev norm including the Lp-norm of u (see Remark
1.2). This was done by Bernhard Ruf [88] in the case of H1,2(R2). We shall adapt his
technique to the case H
1
2
,2(R).
Theorem 1.7. We have
sup
u∈H 12 ,2(R), ‖u‖
H
1
2 ,2(R)
≤1
ˆ
R
(
epiu
2 − 1
)
dx <∞, (1.3.12)
where ‖u‖
H
1
2 ,2(R)
is defined in (1.3.5). Moreover, for any function h : [0,∞) → [0,∞)
satisfying
lim
t→∞(t
−2h(t)) =∞ (1.3.13)
we have
sup
u∈H 12 ,2(R), ‖u‖
H
1
2 ,2(R)
≤1
ˆ
R
h(u)
(
epiu
2 − 1
)
dx =∞. (1.3.14)
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In particular the constant pi in (1.3.12) is sharp.
The issue of dealing with a nonlocal operator naturally leads to some open questions.
A main ingredient in the proof of (1.3.12) is a fractional Po´lya-Szego˝ inequality which
seems to be known only in the L2 setting, being based mainly on Fourier transform
techniques.
Open question 1. Does an Lp-version of Theorem 1.7 hold, i.e. can we replace H
1
2
,2
with H
1
p
,p
in (1.3.12)?
The reason for requiring (1.3.13) in Theorem 1.7 (contrary to Theorem 1.6, where (1.3.8)
suffices) is that the test functions for (1.3.14) will be constructed using a cut-off proce-
dure, and due to the nonlocal nature of the H
1
2
,2-norm, giving a precise estimate for the
norm of such test functions is difficult.
Open question 2. In analogy with Theorem 1.6, does (1.3.14) hold for every h satis-
fying (1.3.8)?
A positive answer to this question has been recently provided by Hyder ([47][Theorem
1.2]).
The usual approach to fractional Moser-Trudinger inequalities is via Bessel potential
spaces Hs,p (see Section 3.2). Here, we focus our attention on the case (in general
different from the one of Bessel potential spaces) of Sobolev Slobodeckij spaces (see
definitions below), which has been recently proposed, together with some open questions,
by Parini and Ruf. In [81] they considered Ω ⊂ Rn to be a bounded and open domain,
n ≥ 2 and sp = n. They were able to prove the existence of β∗ > 0 such that the
corresponding version of inequality (1.1.3) is satisfied for any β ∈ (0, β∗) (see also [83]).
Even though the result is not sharp, in the sense that the value of the optimal exponent
is not yet known, an explicit upper bound for the optimal exponent β∗ is given.
As a first step, we extend the results in [81] to the case n = 1. For any s ∈ (0, 1) and
p > 1, the Sobolev-Slobodeckij space W s,p(R) is defined as
W s,p(R) :=
{
u ∈ Lp(R) : [u]W s,p(R) < +∞
}
where [u]W s,p(R) is the Gagliardo seminorm defined by
[u]W s,p(R) :=
(ˆ
R
ˆ
R
|u(x)− u(y)|p
|x− y|2 dx dy
) 1
p
. (1.3.15)
We will often write [·] := [·]W s,p(R). The space W s,p(R) is a Banach space with respect
to the norm
||u||W s,p(R) :=
(
||u||pLp(R) + [u]pW s,p(R)
) 1
p
. (1.3.16)
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Let I be an open interval in R. We define the space W˜ s,p0 (I) as the closure of C∞0 (I) with
respect to the norm ‖u‖W s,p(R). An equivalent definition for W˜ s,p0 (I) can be obtained
taking the completion of C∞0 (I) with respect to the seminorm [u]W s,p(R) (see [17, Remark
2.5]).
With a mild adaptation of the techniques used in [81], we are able to prove that their
result holds also in dimension one.
Theorem 1.8. Let s ∈ (0, 1) and p > 1 be such that sp = 1. There exists β∗ = β∗(s) > 0
such that for all β ∈ [0, β∗) it holds
sup
u∈W˜ s,p0 (I),[u]Ws,p(R)≤1
ˆ
I
eβ|u|
1
1−s
dx <∞. (1.3.17)
Moreover, there exists β∗ = β∗(s) := γ
s
1−s
s such that the supremum in (1.3.17) is infinite
for any β ∈ (β∗,+∞).
It is worth to remark that, as already pointed out in [81], the exponent β∗(12) is equal
to 2pi2 and it coincides, up to a normalization constant, with the optimal exponent pi
determined in [50] in the setting of Bessel potential spaces (cfr. Theorem 1.6).
We move now to the case I = R, pushing further the analysis of [81]. As we already
commented above for Theorem 1.7, an inequality of the form (1.3.17) cannot hold if we
don’t consider the full W s,p(R)-norm, i.e. we take into account also the term ‖u‖Lp(R),
(see also [50], [46] for the case of Bessel potential spaces). We define
Φ(t) := et −
dp−2e∑
k=0
tk
k!
, (1.3.18)
where dp− 2e is the smallest integer greater than, or equal to p− 2.
Theorem 1.9. Let s ∈ (0, 1) and p > 1 be such that sp = 1. There exists β∗ = β∗(s) > 0
such that for all β ∈ [0, β∗) it holds
sup
u∈W s,p(R),||u||Ws,p(R)≤1
ˆ
R
Φ(β|u| 11−s ) dx <∞. (1.3.19)
Moreover the supremum in (1.3.17) is infinite for any β ∈ (β∗,+∞), where β∗ is as in
Theorem 1.8
As we shall see, Theorem 1.8 and 1.9 are sharp in the sense of (1.1.5). Indeed one of
the open questions in [81] was whether an inequality of the type
sup
u∈W˜ s,p0 (I),[u]W˜s,p0 (I)≤1
ˆ
I
f(|u|)eβ|u|
1
1−s
dx < +∞,
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where f : R+ → R+ is such that f(t)→∞ as t→∞ holds true for the same exponents
of the standard Moser-Trudinger inequality (see [46],[50]). For n = 1 we prove the
following
Theorem 1.10. Let I ⊂ R be a bounded interval, s ∈ (0, 1) and p > 1 such that sp = 1.
We have
sup
u∈W˜ s,p0 (I),[u]Ws,p(R)≤1
ˆ
I
f(|u|)eβ∗|u|
1
1−s
dx =∞, (1.3.20)
sup
u∈W s,p(R),‖u‖Ws,p(R)≤1
ˆ
R
f(|u|)Φ(β∗|u| 11−s ) dx =∞, (1.3.21)
where f : [0,∞)→ [0,∞) is any Borel measurable function such that limt→+∞ f(t) =∞.
1.4 Critical points for the fractional Moser-Trudinger in-
equality
As an application of Theorem 1.6, we investigate the existence of critical points of
functionals associated to inequality (1.3.7) in the case p = 2. The results that we are
going to present were first proven by Adimurthi [3] in dimension n ≥ 2 with (−∆) 12
replaced by the n-Laplacian.
Denote
H := H˜
1
2
,2(I), ‖u‖H := ‖(−∆) 14u‖L2(R). (1.4.1)
By Remark 1.2 this norm is equivalent to the full H
1
2
,2-norm on H˜
1
2
,2(I).
This also follows from the following Poincare´-type inequality (see e.g. [89, Lemma 6]):
‖u‖2L2(I) ≤
1
λ1(I)
‖(−∆) 14u‖2L2(R) for u ∈ H˜
1
2
,2(I), (1.4.2)
where λ1 > 0 is the first eigenvalue of (−∆) 12 on H˜ 12 ,2(I) (see Lemma 3.2, Section 3.3).
Since we often integrate by parts and (−∆)su is not in general supported in I even if
u ∈ C∞c (I), it is more natural to consider the slightly weaker inequality
sup
u∈H, ‖u‖2H≤2pi
ˆ
I
(
e
1
2
u2 − 1
)
dx = C|I|, (1.4.3)
where we use the slightly different norm given in (1.4.1). The reason for using the
constant 12 instead of β2 = pi in the exponential and having ‖u‖2H ≤ 2pi instead of
‖u‖2H ≤ 1 is mostly cosmetic, and becomes more apparent when studying the blow-up
behaviour of critical points of functionals associated to (1.4.3) (see (1.4.5) below, and
compare to [65] and [70]).
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We want to investigate the existence of solutions of the non-local equation
(−∆) 12u = λue 12u2 in I, u ≡ 0 in R \ I. (1.4.4)
Theorem 1.11. Let I ⊂ R be a bounded interval and λ1(I) denote the first eigenvalue
of (−∆) 12 on H = H˜ 12 ,2(I). Then for every λ ∈ (0, λ1(I)) Problem (1.4.4) has at least
one positive solution u ∈ H in the sense of (1.4.6). When λ ≥ λ1(I) or λ ≤ 0 Problem
(1.4.4) has no non-trivial non-negative solutions.
Equation (1.4.4) is the equation satisfied by critical points of the functional E : MΛ → R,
where
E(u) =
ˆ
I
(
e
1
2
u2 − 1
)
dx, MΛ := {u ∈ H : ‖u‖2H = Λ},
Λ > 0 is given, λ is a Lagrange multiplier.
Since with the variational interpretation of (1.4.4) that we discussed it is not possible
to prescribe λ, we will follow the approach of Adimurthi and see solutions of (1.4.4) as
critical points of the functional
J : H → R, J(u) = 1
2
‖u‖2H − λ
ˆ
I
(
e
1
2
u2 − 1
)
dx. (1.4.5)
We can compute the derivative of J
〈J ′(u), v〉 := d
dt
J(u+ tv)
∣∣∣∣
t=0
= (u, v)H − λ
ˆ
I
uve
1
2
u2dx,
for any u, v ∈ H, where
(u, v)H :=
ˆ
R
(−∆) 14u(−∆) 14 v dx.
In particular we have that if u ∈ H and J ′(u) = 0, then u is a weak solution of Problem
(1.4.4) in the sense that
(u, v)H = λ
ˆ
I
uve
1
2
u2dx, for all v ∈ H. (1.4.6)
That this Hilbert-space definition of (1.4.4) is equivalent to the definition in sense of
tempered distributions given by (1.3.2) is discussed in the introduction of [65].
To find critical points of J we will follow a method of Nehari, as done by Adimurthi [3].
In the two papers, [76], [77] Nehari introduced a method which turned out to be very
useful in critical point theory. Consider X a real Banach space and F ∈ C1(X,R) a
functional. The Frechet derivative of F at u is an element of the dual space X∗. Suppose
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that u 6= 0 is a critical point of F , i.e. F ′(u) = 0 and define
N :=
{
u ∈ X \ {0} : 〈F ′(u), u〉 = 0} .
Then naturally u ∈ N and we see how N is as a natural constraint for the problem of
finding nontrivial critical points of F . Set now
c := inf
u∈N
F (u).
Under appropriate conditions on F one hopes that c is attained at some u0 ∈ N and
that u0 is a critical point of F . More generally, u ∈ X is a nontrivial critical point of F
if and only if u ∈ N and u is critical for the restriction of F to N . In view of this one
can apply critical point theory on N to find critical points of F .
It becomes now clear that an important point is to understand whether J satisfies the
Palais-Smale condition or not. We will prove the following:
Proposition 1.12. The functional J satisfies the Palais-Smale condition at any level
c ∈ (−∞, pi), i.e. any sequence (uk) with
J(uk)→ c ∈ (−∞, pi), ‖J ′(uk)‖H′ → 0 as k →∞ (1.4.7)
admits a subsequence strongly converging in H.
To prove Theorem 1.11 one constructs a sequence (uk) which is almost of Palais-Smale
type for J , in the sense that J(uk) → c¯ for some c¯ ∈ R and 〈J ′(uk), uk〉 = 0. It is
crucial to show that c¯ < pi and this will follow from (1.3.9) with p = 2 and h(t) = |t|2.
Interestingly, in the general case s > 1, n ≥ 2, p = ns , the analog of (1.3.9) is known
only when s is integer or when h satisfies limt→∞(t−p
′
h(t)) = ∞ (see [71] and Remark
1.1 above).
Let us briefly discuss the blow-up behaviour of solutions to (1.4.4). Extending previous
works in even dimension (see e.g. [6], [37], [70], [86]) A. Maalaoui, L. Martinazzi and A.
Schikorra [65] studied the blow-up of sequences of solutions to the equation
(−∆)n2 u = λuen2 u2 in Ω b Rn
with suitable Dirichlet-type boundary conditions when n is odd. The moving plane
technique for the fractional Laplacian (see [13]) implies that a non-negative solution
to (1.4.4) is symmetric and monotone decreasing from the center of I. Then it is not
difficult to check that in dimension one Theorem 1.5 and Proposition 2.8 of [65] yield:
Theorem 1.13. Fix I = (−R,R) b R and let (uk) ⊂ H = H˜ 12 ,2(I) be a sequence of
non-negative solutions to
(−∆) 12uk = λkuke
1
2
u2k in I, (1.4.8)
22 1. Introduction
in the sense of (1.4.6). Let mk := supI uk and assume that
Λ := lim sup
k→∞
‖uk‖2H <∞.
Then up to extracting a subsequence we have that either
(i) uk → u∞ in C`loc(I)∩C0(I¯) for every ` ≥ 0, where u∞ ∈ C`loc(I)∩C0(I¯)∩H solves
(−∆) 12u∞ = λ∞u∞e 12u2∞ in I, (1.4.9)
for some λ∞ ∈ (0, λ1(I)), or
(ii) uk → u∞ weakly in H and strongly in C0loc(I¯ \ {0}) where u∞ is a solution to
(1.4.9). Moreover, setting rk such that λkrkm
2
ke
1
2
m2k and
ηk(x) := mk(uk(rkx)−mk) + log 2, η∞(x) := log
(
2
1 + |x|2
)
, (1.4.10)
one has ηk → η∞ in C`loc(R) for every ` ≥ 0 and Λ ≥ ‖u∞‖2H + 2pi.
The function η∞ appearing in (1.4.10) solves the equation
(−∆) 12 η∞ = eη∞ in R,
which has been recently interpreted in terms of holomorphic immersions of a disk (or
the half-plane) by F. Da Lio, L. Martinazzi and T. Rivie`re [33].
Theorem 1.13 should be compared with the two dimensional case, where the analogous
equation −∆u = λueu2 on the unit disk has a more precise blow-up behaviour, see e.g.
[8], [6], [37], [67].
The content of this thesis is part of various research papers. Chapter 2 refers to the
topics in the joint work with Gabriele Mancini [51]. Chapter 3 describes the results
obtained in [49] and, jointly with Ali Maalaoui and Luca Martinazzi, in [50].
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Chapter 2
Extremal functions for singular
Moser-Trudinger embeddings
In this Chapter we will discuss the existence of extremal functions for singular Moser-
Trudinger embeddings. In Section 2.1 we propose a simple proof of Theorem 1.2 and
discuss some Onofri-type inequalities. In particular, we will show how to deduce (1.2.9)
from the standard Onofri inquality on S2 and discuss its extensions to singular disks. In
Section 2.2 we provide a complete and self-contained proof of a useful classification result
for solutions to the singular Liouville equation, which will be crucial in our analysis. The
rest of the Chapter is devoted to the proof of Theorem 1.4. In section 2.3 we will state
some useful lemmas and prove existence of extremals for Eβ,λ,qΣ,h in the subcritical case,
that is when β < 4pi(1 + α). In Section 2.4 we will deal with the blow-up analysis for
maximizing sequences for the critical case β = 4pi(1 + α) and we will prove an estimate
similar to (1.2.5), which implies the finiteness of the supremum in (1.2.15). Finally, in
Section 2.5 we will exploit a properly defined family of test functions and complete the
proof of Theorem 1.4.
2.1 A Carleson-Chang type estimate via Onofri’s inequal-
ity
We show how Theorem 1.2 can be proved directly by means of (1.2.9), which we shall
prove at the end of this section.
Throughout this chapter we will consider the space
H :=
{
u ∈ H10 (D) :
ˆ
D
|∇u|2dx ≤ 1
}
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and, for any α ∈ (−1, 0], the functional
Eα(u) :=
ˆ
D
|x|2αe4pi(1+α)u2dx.
By (1.2.6) we have supH Eα < +∞. For any δ > 0, we will denote with Dδ the disk
with radius δ centered at 0.
Remark 2.1. With a trivial change of variables, one immediately gets that if δ > 0 and
u ∈ H10 (Dδ) are such that
´
Dδ
|∇u|2dx ≤ 1, then
ˆ
Dδ
|x|2αe4pi(1+α)u2dx ≤ δ2(1+α) sup
H
Eα.
In order to control the values of the Moser-Trudinger functional on a small scale, we will
need the following scaled version of (1.2.9) (cfr. Lemma 1 in [19]).
Corollary 2.1. For any δ, τ > 0 and c ∈ R we have
ˆ
Dδ
ecu dx ≤ pie1+ c
2τ
16pi δ2
for any u ∈ H10 (Dδ) such that
´
Dδ
|∇u|2 dx ≤ τ .
As in the original proof in [19], we will first assume α = 0 and work with radially
symmetric functions. For this reason we introduce the spaces
H10,rad(D) :=
{
u ∈ H10 (D) : u is radially symmetric and decreasing
}
.
and
Hrad := H ∩H10,rad(D).
Functions in Hrad satisfy the following useful decay estimate.
Lemma 2.1. For any u ∈ Hrad, we have
u(x)2 ≤ − 1
2pi
(
1−
ˆ
D|x|
|∇u|2dy
)
log |x|, ∀ x ∈ D\{0}.
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Proof. We bound
|u(x)| ≤
ˆ 1
|x|
|u′(t)|dt ≤
(ˆ 1
|x|
tu′(t)2dt
) 1
2
(− log |x|) 12
≤ 1√
2pi
(ˆ
D\D|x|
|∇u|2dy
) 1
2
(− log |x|) 12
≤ 1√
2pi
(
1−
ˆ
D|x|
|∇u|2dy
) 1
2
(− log |x|) 12 .
On a sufficiently small scale, it is possible to control E0 using only Corollary 2.1, Lemma
2.1, and Remark 2.1.
Lemma 2.2. Take uk ∈ Hrad and δk ∈ (0, 1). If δk → 0 and
ˆ
Dδk
|∇uk|2dx→ 0, (2.1.1)
then
lim sup
k→∞
ˆ
Dδk
e4piu
2
kdx ≤ pie.
Proof. Take vk := uk − uk(δk) ∈ H10 (Dδk) and set τk :=
´
Dδk
|∇vk|2dx =
´
Dδk
|∇uk|2dx.
If τk = 0, then uk ≡ uk(δk) in Dδk and, using Lemma 2.1, we find
ˆ
Dδk
e4piu
2
kdx = piδ2ke
4piuk(δk)
2 ≤ pi < pie.
Thus, w.l.o.g. we can assume τk > 0 for every k ∈ N. By Holder’s inequality and
Remark 2.1 we have
ˆ
Dδk
e4piu
2
kdx = e4piuk(δk)
2
ˆ
Dδk
e4piv
2
k+8piuk(δk)vkdx
≤ e4piuk(δk)2
(ˆ
Dδk
e
4pi
v2k
τk dx
)τk (ˆ
Dδk
e
8piuk(δk)vk
1−τk dx
)1−τk
≤ e4piuk(δk)2
(
δ2k sup
H
E0
)τk (ˆ
Dδk
e
8piuk(δk)vk
1−τk dx
)1−τk
.
(2.1.2)
Applying Corollary 2.1 with τ = τk, δ = δk, and c =
8piuk(δk)
1−τk , we find
ˆ
Dδk
e
8piuk(δk)vk
1−τk dx ≤ δ2kpie
1+
4piuk(δk)
2
(1−τk)2
τk
.
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Thus from (2.1.2) it follows
ˆ
Dδk
e4piu
2
kdx ≤ δ2k
(
sup
H
E0
)τk
(pie)1−τk e4piu
2
k(δk)+
4piuk(δk)
2τk
(1−τk)
= δ2k
(
sup
H
E0
)τk
(pie)1−τk e
4piuk(δ)
2
1−τk .
Lemma 2.1 yields
δ2ke
4pi
uk(δk)
2
1−τk ≤ 1,
therefore ˆ
Dδk
e4piu
2
kdx ≤
(
sup
H
E0
)τk
(pie)1−τk .
Since τk → 0, we obtain the conclusion by taking the lim sup as k →∞ on both sides.
In order to prove Theorem 1.2 on Hrad for α = 0, it is sufficient to show that, if uk ⇀ 0,
there exists a sequence δk satisfying the hypotheses of Lemma 2.2 and such that
ˆ
D\Dδk
(
e4piu
2
k − 1
)
dx→ 0. (2.1.3)
Note that, by dominated convergence theorem, (2.1.3) holds if there exists f ∈ L1(D)
such that
e4piu
2
k ≤ f (2.1.4)
in D\Dδk . In the next lemma we will chose a function f ∈ L1(D) with critical growth
near 0 (i.e. f(x) ≈ 1|x|2 log2 |x|) and define δk so that (2.1.4) is satisfied.
Lemma 2.3. Take uk ∈ Hrad such that
sup
D\Dr
uk → 0 ∀ r ∈ (0, 1). (2.1.5)
Then there exists a sequence δk ∈ (0, 1) such that
1. δk → 0.
2. τk :=
´
Dδk
|∇uk|2dx→ 0.
3.
´
D\Dδk
e4piu
2
kdx→ pi.
Proof. We consider the function
f(x) :=

1
|x|2 log2 |x| |x| ≤ e−1
e2 |x| ∈ (e−1, 1].
(2.1.6)
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Note that f ∈ L1(D) and
inf
(0,1)
f = e2. (2.1.7)
Let us fix γk ∈ (0, 1k ) such that
´
Dγk
|∇uk|2dx ≤ 1k . We define
δ˜k := inf
{
r ∈ (0, 1) : e4piu2k(x) ≤ f(x) for r ≤ |x| ≤ 1
}
∈ [0, 1).
and
δk :=
δ˜k if δ˜k > 0γk if δ˜k = 0.
By definition we have
e4piu
2
k ≤ f in D\Dδk ,
thus 3 follows by dominated convergence Theorem. To conclude the proof it suffices to
prove that, if k` ↗ +∞ is chosen so that δk` = δ˜k` for any `, then
lim
`→∞
δk` = lim
`→∞
τk` = 0. (2.1.8)
For such k` one has
e4piuk` (δk` )
2
= f(δk`). (2.1.9)
In particular using (2.1.7) we obtain
e4piuk` (δk` )
2
= f(δk`) ≥ e2 > 1,
which, together with (2.1.5), yields δk`
`→∞→ 0. Finally, Lemma 2.1 and (2.1.9) imply
1 ≥ δ2(1−τk` )k` e
4piuk` (δk` )
2
=
δ
−2τk`
k`
log2 δk`
,
so that τk`
`→∞→ 0 (otherwise the limit of the RHS would be +∞).
Combining Lemma 2.2 and Lemma 2.3 we immediately get (1.2.4) for radially symmetric
functions:
Proposition 2.2. Let uk ∈ Hrad and α ∈ (−1,+∞]. If
sup
D\Dr
uk → 0,
for any r ∈ (0, 1), then
lim sup
k→∞
Eα(uk) ≤ pi(1 + e)
(1 + α)
.
Proof. If α = 0, the proof follows directly applying Lemma 2.3 and Lemma 2.2.
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If α 6= 0, consider
vk(x) = (1 + α)
1
2uk(|x|
1
1+α ).
We have ˆ
D
|∇vk|2 dx =
ˆ
D
|∇uk|2 dx
and hence vk ∈ Hrad. Moreover we compute
ˆ
D
|x|2αe(1+α)u2k dx = 1
1 + α
ˆ
D
e4piv
2
k dx,
and the claim follows at once from the case α = 0.
To pass from Proposition 2.2 to Theorem 1.2 we will use symmetric rearrangements.
We recall that given a measurable function u : R2 → [0,+∞), the symmetric decreasing
rearrangement of u is the unique right-continuous radially symmetric and decreasing
function u∗ : R2 → [0,+∞) such that
|{u > t}| = |{u∗ > t}| ∀ t > 0.
Among the properties of u∗ we recall:
1. If u ∈ Lp(R2), then u∗ ∈ Lp(R2) and ‖u∗‖p = ‖u‖p.
2. If u ∈ H10 (D), then u∗ ∈ H10,rad(D) and
ˆ
D
|∇u∗|2dx ≤
ˆ
D
|∇u|2dx. (2.1.10)
3. If u, v : R2 → [0,+∞), then
ˆ
R2
u∗(x)v∗(x)dx ≥
ˆ
R2
u(x)v(x)dx. (2.1.11)
In particular, if u ∈ H10 (D) and α ≤ 0,
ˆ
D
|x|2αeu∗dx ≥
ˆ
D
|x|2αeudx. (2.1.12)
Note that (2.1.12) does not hold if α > 0. We refer to [56] for a more detailed introduction
to symmetric rearrangements
Proof of Theorem 1.2. Take uk ∈ H such that uk ⇀ 0 and let u∗k be its symmetric
decreasing rearrangement. Then u∗k ∈ Hrad and, since ‖u∗k‖2 = ‖uk‖2 → 0, we have
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supD\Dr u
∗
k → 0 for any r > 0. Thus, from (2.1.12) and Proposition 2.2 we get
lim sup
k→∞
Eα(uk) ≤ lim sup
k→∞
Eα(u
∗
k) ≤
pi(1 + e)
1 + α
.
Later on we will need the following local version of Theorem 1.2.
Corollary 2.3. Fix δ > 0, α ∈ (−1, 0] and take uk ∈ H10 (Dδ) such that
´
Dδ
|∇uk|2dx ≤
1 and uk ⇀ 0 in H
1
0 (Dδ). For any choice of sequences δk → 0, xk ∈ Ω such that
Dδk(xk) ⊂ Dδ we have
lim sup
k→∞
ˆ
Dδk (xk)
|x|2αe4pi(1+α)u2kdx ≤ pie
1 + α
δ2(1+α).
Proof. Let us define u˜k(x) := uk(δx). Note that u˜k ∈ H and it satisfies the hypotheses
of Theorem 1.2. Hence
lim sup
k→∞
ˆ
Dδ
|x|2α(e4piu2k − 1) dx = δ2(1+α) lim sup
k→∞
ˆ
D
|x|2α(e4piu˜2k − 1) dx
≤ δ2(1+α) pie
1 + α
.
Thus we get
lim sup
k→∞
ˆ
Dδk (xk)
|x|2αe4pi(1+α)u2kdx = lim sup
k→∞
ˆ
Dδk (xk)
|x|2α
(
e4pi(1+α)u
2
k − 1
)
dx
≤
ˆ
Dδ
|x|2α(e4piu2k − 1)dx
≤ δ2(1+α) pie
1 + α
.
We remark that, thanks to Theorem 1.2, in order to prove existence of extremal functions
for Eα with α ∈ (−1, 0], it is enough to prove that
sup
H
Eα >
pi(1 + e)
1 + α
,
as we shall now show (see [19], [32]).
Proposition 2.4. For any α ∈ (−1, 0] there exists a function uα ∈ H such that
Eα(uα) = sup
H
Eα. (2.1.13)
Proof. We start showing that
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sup
H
Eα >
pi(1 + e)
1 + α
. (2.1.14)
Let us consider the family of functions
uε(x) =

cε −
log
(
1+
( |x|
ε
)2(1+α))
+Lε
4pi(1 + α)cε
|x| ≤ γεε
− 1
2picε
log |x| γεε ≤ |x| ≤ 1.
where γε = | log ε|
1
1+α and cε, Lε will be chosen later. Io order to have uε ∈ H10 (D) we
require
4pi(1 + α)c2ε − Lε = log
(
1 + γ
2(1+α)
ε
γ
2(1+α)
ε
)
− 2(1 + α) log ε (2.1.15)
By direct computations
ˆ
Dγεε
|∇uε|2dx = 1
4pi(1 + α)c2ε
(
log(1 + γ2(1+α)ε )−
γ
2(1+α)
ε
1 + γ21+αε
)
and ˆ
D\Dγεε
|∇uε|2dx = − 1
2pic2ε
log(εγε),
so that
ˆ
D
|∇uε|2dx = 1
4pi(1 + α)c2ε
(
log
1 + γ2(1+α)
γ2(1+α)
− γ
2(1+α)
1 + γ2(1+α)
− 2(1 + α) log ε
)
.
In particular uε ∈ H if we choose
4pi(1 + α)c2ε = log
1 + γ
2(1+α)
ε
γ
2(1+α)
ε
− γ
2(1+α)
ε
1 + γ
2(1+α)
ε
− 2(1 + α) log ε. (2.1.16)
From (2.1.15) and (2.1.16) we have
Lε = − γ
2(1+α)
ε
1 + γ
2(1+α)
ε
= −1 +O(γ−2(1+α)ε ). (2.1.17)
and
2pic2ε = | log ε|(1 + oε(1)). (2.1.18)
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To compute Eα(uε) we observe first that in Dγεε
u2ε = c
2
ε
1− log
(
1 +
( |x|
ε
)2(1+α))
+ Lε
4pi(1 + α)c2ε

2
≥ c2ε
1− log
(
1 +
( |x|
ε
)2(1+α))
+ Lε
2pi(1 + α)c2ε

= c2ε −
1
2pi(1 + α)
log
(
1 +
( |x|
ε
)2(1+α))
− Lε
2pi(1 + α)
.
Thus, using also (2.1.15) and (2.1.17),
ˆ
Dγεε
|x|2αe4pi(1+α)u2εdx ≥ piε
2(1+α)
1 + α
γ
2(1+α)
ε
1 + γ
2(1+α)
ε
e4pi(1+α)c
2
ε−2Lε =
pie−Lε
1 + α
=
pie
1 + α
+O(γ−2(1+α)ε )
Finally, since e4pi(1+α)u
2
ε ≥ 1 + 4pi(1 + α)u2ε and
(1 + α)
ˆ
D\Dγεε
|x|2α log2 |x|dx ≥ δ > 0,
using (2.1.18) we get
ˆ
D\Dγεε
|x|2αe4pi(1+α)u2εdx ≥
ˆ
D\Dγεε
|x|2αdx+ (1 + α)
pic2ε
ˆ
D\Dγεε
|x|2α log2 |x|dx
≥ pi
1 + α
+O((γεε)
2(1+α)) +
δ
pic2ε
=
pi
1 + α
+
2δ
| log ε|(1 + oε(1)) +O((γεε)
2(1+α)).
Therefore
E(uε) ≥ pi(1 + e)
1 + α
+
2δ
| log ε|(1 + oε(1)) +O((γεε)
2(1+α)) +O(γ−2(1+α)ε ).
Since γε = | log ε|
1
1+α one has
| log ε|(γεε)2(1+α) = | log ε|3ε2(1+α) = oε(1)
and
| log ε|γ−2(1+α)ε = | log ε|−1 = oε(1)
so that, for sufficiently small ε,
E(uε) ≥ pi(1 + e)
1 + α
+
2δ
| log ε|(1 + oε(1)) >
pi(1 + e)
1 + α
.
Now we conclude the proof showing that for any α ∈ (−1, 0] there exists a function
uα ∈ H satisfying (2.1.13). Let uk ∈ H be a maximizing sequence for Eα. Up to
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subsequences, we may assume uk ⇀ u. If u = 0, then by Theorem 1.2 we would have
sup
H
Eα = lim
k→∞
Eα(uk) ≤ pi(1 + e)
1 + α
,
which contradicts (2.1.14). Thus u 6= 0. Since
lim sup
k→∞
‖∇(uk − u)‖22 = 1− ‖∇u‖2 < γ < 1,
by (1.2.6) we find ˆ
D
|x|2αe
4pis(1+α)
γ
(uk−u)2dx ≤ C
for some s > 1. If we take 1 < p < 1γ , then
pu2k = p(uk − u)2 + pu2 + 2pu(uk − u) ≤
1
γ
(uk − u)2 + Cγ,pu2
so that
ˆ
D
|x|2αe4pip(1+α)u2kdx ≤
ˆ
D
|x|2αe
4pi(1+α)
γ
(uk−u)2eCγ,pu
2
dx
≤
(ˆ
D
|x|2αe
4pis(1+α)
γ
(uk−u)2dx
) 1
s
(ˆ
D
|x|2αes′Cγ,εu2dx
) 1
s′ ≤ C.
Applying Vitali’s convergence Theorem to the measure |x|2αdx we find
Eα(uk)→ Eα(u),
which concludes the proof.
Onofri-type inequalities for disks
We shall now prove Proposition 1.3 and discuss how to get singular Onofri-type inequal-
ities for the unit disk.
Let (Σ, g) be a smooth closed Riemannian surface. As a consequence of (1.7) one gets
log
(
1
|Σ|
ˆ
Σ
eu−udvg
)
≤ 1
16pi
ˆ
Σ
|∇gu|2dvg + C(Σ, g). (2.1.19)
While it is well known that the coefficient 116pi is sharp, the optimal value of C(Σ, g)
is harder to determine. For the special case of the standard Euclidean sphere (S2, g0),
Onofri ([80]) proved that C(S2, g0) = 0 and gave a complete characterization of the
extremal functions for (2.1.19).
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Proposition 2.5 ([80]). For any u ∈ H1(S2) we have
log
(
1
4pi
ˆ
S2
eu−udvg0
)
≤ 1
16pi
ˆ
S2
|∇g0u|2dvg0 ,
with equality holding if and only if eug0 is a metric on S
2 with positive constant Gaussian
curvature, or, equivalently, u = log |det dϕ|+ c with c ∈ R and ϕ : S2 → S2 a conformal
diffeomorphism of S2.
As we shall see, Proposition 1.3 is easily proved by means of the stereographic projection.
Proof. Let us fix Euclidean coordinates (x1, x2, x3) on S
2 ⊆ R3 and denote N := (0, 0, 1)
and S = (0, 0,−1) the north and the south pole. Let us consider the stereographic
projection pi : S2\{N} → R2,
pi(x) :=
(
x1
1− x3 ,
x2
1− x3
)
.
It is well known that pi is a conformal diffeomorphism and
(
pi−1
)∗
g0 = e
u0 |dx|2, (2.1.20)
where
u0(x) = log
(
4
(1 + |x|2)2
)
(2.1.21)
satisfies
−∆u0 = 2eu0 on R2. (2.1.22)
Given r > 0, let Dr := {x ∈ R2 : |x| < r} be the disk of radius r and S2r = pi−1(Dr).
We consider the map Tr : H
1
0 (Dr)→ H1(S2), defined by
Tru(x) :=
u(pi(x))− u0(pi(x)) on S2r−2 log ( 2
1+r2
)
on S2\S2r .
Using (2.1.20) we find
ˆ
S2
eTrudvg0 ≥
ˆ
S2r
eTrudvg0 =
ˆ
Dr
eTru(pi
−1(y))eu0dy =
ˆ
Dr
eu(y)dy. (2.1.23)
Moreover, by (2.1.22),
ˆ
S2r
|∇Tru|2dvg0 =
ˆ
Dr
|∇u|2dx− 2
ˆ
Dr
∇u0 · ∇u dy +
ˆ
Dr
|∇u0|2dy
=
ˆ
Dr
|∇u|2dy − 4
ˆ
Dr
ueu0dy +
ˆ
Dr
|∇u0|2dy
=
ˆ
Dr
|∇u|2dy − 4
ˆ
S2r
Tru dvg0 +
(ˆ
Dr
|∇u0|2dy − 4
ˆ
Dr
u0e
u0dy
)
.
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With a direct computation it is easy to check that
ˆ
Dr
|∇u0|2dy = 16pi
(
log(1 + r2)− r
2
1 + r2
)
and ˆ
Dr
u0e
u0dy = 8pi log 2− 8pi + o(1),
where o(1)→ 0 as r → +∞. Thus we get
ˆ
S2
|∇Tru|2 dvg0 + 4
ˆ
S2
Tru dvg0 =
ˆ
Dr
|∇u|2dy + 16pi (log(1 + r2) + 1− 2 log 2 + o(1)) .
(2.1.24)
Using (2.1.23), (2.1.24), and Proposition 2.5, we can conclude
log
(
1
pi
ˆ
Dr
eudy
)
≤ log
(
1
pi
ˆ
S2
eTrudvg0
)
≤ 1
16pi
(ˆ
S2
|∇Tu|2dvg0 + 2
ˆ
S2
Tu dvg0
)
+ 2 log 2
≤ 1
16pi
ˆ
Dr
|∇u|2dy + log(1 + r2) + 1 + o(1).
(2.1.25)
Now, if u ∈ H10 (D), we can apply (2.1.25) to ur(y) = u(yr ) and, since
ˆ
D
eudx =
1
r2
ˆ
Dr
eur(y)dy and
ˆ
D
|∇u|2dx =
ˆ
Dr
|∇ur|2dy,
we find
log
(
1
pi
ˆ
D
eudx
)
≤ 1
16pi
ˆ
D
|∇u|2dx+ 1 + o(1).
As r →∞ we get the conclusion.
As in [5], starting from (1.2.9) we can use a simple change of variables to obtain singular
Onofri-type inequalities for the unit disk.
Proposition 2.6. Let −1 < α ≤ 0. Then for any u ∈ H10 (D) we have
log
(
1 + α
pi
ˆ
D
|x|2αeudx
)
≤ 1
16pi(1 + α)
ˆ
D
|∇u|2 dx+ 1. (2.1.26)
Moreover, if we restrict ourselves to the space H10,rad(D), (2.1.26) holds true for any
α ∈ (−1,+∞].
Proof. As we did in the proof of Proposition 2.2, for u ∈ H10,rad(D) we consider the
function v(x) = u(|x| 11+α ), which is again in H10,rad(D). The second claim follows at
once applying (1.2.9) to v. As for the first claim, if α ≤ 0 we can use symmetric
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rearrangements to remove the symmetry assumption, as we did in the proof of Theorem
1.2.
Since ˆ
D
|x|2αdx = pi
1 + α
,
Proposition 2.6 can be written in a simpler form in terms of the singular metric gα =
|x|2α|dx|2.
Corollary 2.7. If u ∈ H10 (D) and −1 < α ≤ 0 (or α > 0 and u ∈ H10,rad(D)), we have
log
(
1
|D|α
ˆ
D
eudvgα
)
≤ 1
16pi(1 + α)
ˆ
D
|∇u|2dvgα + 1,
where |D|α = pi(1+α) is the measure of D with respect to gα.
We stress that the constant 1 appearing in Proposition 2.6 is sharp.
Proposition 2.8. For any −1 < α ≤ 0 we have
inf
u∈H10 (D)
1
16pi(1 + α)
ˆ
D
|∇u|2dx− log
(
1
|D|α
ˆ
D
|x|2αeudx
)
= −1.
Moreover, if we restrict ourselves to the space H10,rad(D), the conclusion above holds true
for any α ∈ (−1,+∞).
Proof. Let us denote
Eα(u) :=
1
16pi(1 + α)
ˆ
D
|∇u|2dx− log
(
1
|D|α
ˆ
D
|x|2αeudvg
)
.
It is sufficient to exhibit a family of functions uε ∈ H10,rad(D) such that Eα(uε)
ε→0→ −1.
Take γε
ε→0→ +∞ such that εγε ε→0→ 0, and define
uε(x) =
−2 log
(
1 +
( |x|
ε
)2(1+α))
+ Lε for |x| ≤ γεε
−4(1 + α) log |x| for γεε ≤ |x| ≤ 1,
where the quantity
Lε := 2 log
(
1 + γ
2(1+α)
ε
γ
2(1+α)
ε
)
− 4(1 + α) log ε
is chosen so that uε ∈ H10 (D). Simple computations show that
1
16pi(1 + α)
ˆ
D
|∇uε|2dx = −1− 2(1 + α) log ε+ oε(1)
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and
ˆ
D
|x|2αeuεdx = ε
2(1+α)γ
2(1+α)
ε eLεpi
(1 + α)(1 + γ
2(1+α)
ε )
+
pi
1 + α
(
1
(γεε)2(1+α)
− 1
)
=
piε−2(1+α)
1 + α
(1 + oε(1)).
Thus
Eα(uε)→ −1.
To conclude we remark that Propositions 2.6 and 2.8 can also be deduced directly using
the singular versions of Proposition 2.5 proved in [68], [69]. We also point out that,
as we did for the Carleson-Chang type estimates, one can have a singular version of
the Onofri inequality (1.2.9) (see Proposition 2.6). In particular, one can deduce the
following generalized version of Corollary 2.1.
Corollary 2.9. Fix δ, τ > 0 , c ∈ R, and α ∈ (−1, 0]. We have
ˆ
Dδ
|x|2αecu dx ≤ pie
1+ c
2τ
16pi(1+α) δ2(1+α)
1 + α
,
for any u ∈ H10 (Dδ) such that
´
Dδ
|∇u|2 dx ≤ τ .
2.2 Classification of solutions to the singular Liouville equa-
tion
In this section we will deal with a singular version of the well known Liouville equation.
More precisely, we consider α > −1 and study some qualitative properties of solutions
of

−∆u = |x|2αeu on R2,
Θ = 12pi
´
R2 |x|2αeu dx <∞.
(2.2.1)
We would like to thank Prof. Gabriella Tarantello who, after reading the results in this
section, pointed us to [42], where Theorem 2.10 is proved in a more general setting.
Problems of this type come from different areas of mathematics and physics ([11], [51],
[55], [68], [79]).
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The existence and the qualitative properties of solutions to Problem (2.2.1) have been
studied in different settings (see for example [9], [28], [29], [30], [72], [78] and the refer-
ences therein).
If α = 0 all the solutions to Problem (2.2.1) have been classified and are known to
be radially symmetric (see [28]). The case α > 0 has a richer structure. Indeed a
symmetry result can be recovered using the method of moving planes [28]. This can
be done only if Θ > 2, u behaves logaritmically at infinity and α < 0 (this is true for
more general potentials, see [29] for a reference). Notice that the assumption on u here
it is not restrictive (cfr. [29]). In fact any solution to Problem (2.2.1) has a logarithmic
behaviour at infinity, namely we have
u(x) = −Θ log |x|+O(1) (2.2.2)
and in particular it holds
Θ = 4(α+ 1). (2.2.3)
Condition (2.2.3) can be seen as a Kazdan-Warner type condition and it is crucial, for
instance, in classification type results as the one proposed in [85] or to perform a fine
blow up analysis when singular potentials are involved [51], [68].
In view of the results stated in [29], Prajapat and Tarantello [85] exploit the necessity
of condition (2.2.3) to classify the solutions of

−∆u = |x|2αeu on R2,
Θ = 4(α+ 1),
(2.2.4)
where α > −1. Namely they showed that any solution of (2.2.4) is radially symmetric
for α 6∈ N, while there are no radially symmetric solutions for α ∈ N, α ≥ 1 (see [22]).
Remark 2.2. Notice that for α ∈ (−1, 0) the condition Θ = 4(1+α) in Problem (2.2.4)
is an assumption and does not follow from the result in [29]. The validity of condition
(2.2.3) for any α > −1 will play a crucial role later in Section 2.4.
Here we consider Problem (2.2.1) for any α > −1 and give a unified proof, consistent
with the one proposed in [29], of the asymptotic behaviour (2.2.2) and condition (2.2.3).
Theorem 2.10. Let α > −1 and let u be a solution to
−∆u = |x|2αeu on R2
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with
Θ =
1
2pi
ˆ
R2
|x|2αeu dx <∞.
Then we have
u(x) = −Θ log |x|+O(1),
with Θ > 2(1 + α). Moreover it holds
Θ = 4(1 + α).
Proof of Theorem 2.10
We begin proving two premilinar lemmas that will be used later in the proof. In what
follows BR(x) will denote the ball of radius R centered at x (the dependence on x will
often be omitted if x = 0) and C will denote a generic constant that can change from
line to line.
Lemma 2.4. Let α > −1 and u be a solution to Problem (2.2.1). Then for any x ∈ R2
we have  
BR(x)
u+ dy → 0,
as R→∞.
Proof. Fix x ∈ R2 and consider α ≥ 0. We trivially bound
 
BR(x)
u+ dy ≤
 
BR(x)
eu dy
≤ C
R2
ˆ
R2
|y|2αeu dy → 0 as R→ +∞.
Consider now α ∈ (−1, 0). With u+ ≤ eu, multiplying and dividing by |y|2α we get
 
BR(x)
u+ dy ≤
 
BR(x)
eu dy
≤ C(R+ |x|)
−2α
R2
ˆ
BR(x)
|y|2αeu dy
≤ C(R+ |x|)
−2α
R2
,
where we used that for y ∈ BR(x) we have |y| ≤ R + |x| and that
´
R2 |x|2αeu dx < ∞.
The claim follows letting R→∞ since α ∈ (−1, 0).
Lemma 2.5. Let f ∈ L∞(B1). Consider α > −1 and let and u be a solution to
−∆u = |x|2αf in B1. (2.2.5)
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There exist C > 0 such that
(i) |∇u(x)| ≤ C|x|2α+1 if α < −12 ,
(ii) |∇u(x)| ≤ −C log |x| if α = −12 ,
(iii) |∇u(x)| ≤ C if α > −12 .
Proof. Consider u˜ to be a solution to−∆u˜ = |x|2αf in B1,u˜ = 0 on ∂B1.
It is clear that the difference u − u˜ is harmonic and hence C∞(B1). Therefore it is
enough to prove our statement for u˜. First observe that h := |x|2αf ∈ Lp(B1) for some
p > 1 and standard elliptic estimates imply that for α > −12 we have u˜ ∈ C1(B1) and
(iii) follows. To prove (i) and (ii) we will make use of a Green representation formula.
We write
u˜(x) =
ˆ
B1
G(x, y)|y|2αf(y) dy.
It follows immediately with |∇G(x, y)| ≤ C 1|x−y| that
|∇u˜|(x) ≤ C||f ||L∞(B1)
ˆ
B1
|y|2α
|x− y| dy.
With |x|t = y we get
ˆ
B1
|y|2α
|x− y| dy = |x|
2α+1
ˆ
B 1
|x|
|t|2α
| x|x| − t|
dt.
Let us define the sets A1 :=
{
| x|x| − y| ≤ 12
}
, A2 := {|y| ≤ 2} and A3 :=
{
2 ≤ |y| ≤ 1|x|
}
.
We have
ˆ
{
|y|≤ 1|x|
} |y|2α| x|x| − y| dy
≤ 1
22α
ˆ
A1
1
| x|x| − y|
dy + 2
ˆ
A2
|y|2α dy + 2
ˆ
A3
|y|2α−1 dy
≤ C + 2
ˆ
A3
|y|2α−1 dy.
If now α < 12 we have ˆ
A3
|y|2α−1 dy ≤ C.
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On the other hand if α = −12 we compute
ˆ
A3
|y|2α−1 dy = 2pi log 1
2|x| ≤ C(− log |x|).
We will mainly follow the proof in [29]. As a first step we will prove the following
proposition.
Proposition 2.11. Let u be a solution to (2.2.1) and consider α > −1.We have
u(x)
log |x| → −Θ,
uniformly as |x| → ∞.
Define the function v as follows
v(x) :=
1
2pi
ˆ
R2
log
( |y|
|x− y|
)
|y|2αeu(y) dy. (2.2.6)
Lemma 2.6. Let u be a solution to Problem (2.2.1) and v as in (2.2.6). Then for
|x| ≥ 4 we have
v(x) ≥ −Θ log |x|+ C. (2.2.7)
Proof. Fix x ∈ R2 such that |x| ≥ 4. Decompose R2 = A1 ∪A2 ∪B2, where B2 = B2(0),
A1 = B|x|/2(x), A2 = R2 \ (A1 ∪ B2). Let y ∈ A1. Notice that A1, A2, B2 are disjoint
sets. An easy application of the triangular inequality leads to
ˆ
A1
log
|y|
|x− y| |y|
2αeu dy ≥ 0. (2.2.8)
Let us now consider y ∈ A2. Since |y|, |x| ≥ 2 it holds
ˆ
A2
log
|y|
|x− y| |y|
2αeu dy ≥ − log |x|
ˆ
A2
|y|2αeu dy. (2.2.9)
As for y ∈ B2 we have that log |x − y| ≤ log |x| + C. Note that |y|2α ∈ L1(B2) for
α > −1. With u ∈ L∞loc(R2) we can bound
ˆ
B2
log
|y|
|x− y| |y|
2αeu dy
≥
ˆ
B2
log |y||y|2αeu dy − log |x|
ˆ
B2
|y|2αeu dy
− C
ˆ
B2
|y|2αeu dy ≥ − log |x|
ˆ
B2
|y|2αeu dy + C.
(2.2.10)
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Combining (2.2.8), (2.2.9) and (2.2.10) we get
v(x) ≥ 1
2pi
ˆ
A2∪B2
log
|y|
|x− y| |y|
2αeu dy
≥ − 1
2pi
log |x|
ˆ
A2∪B2
|y|2αeu dy + C
≥ −Θ log |x|+ C,
proving our claim.
Lemma 2.7. Let u be a solution to (2.2.1) and v defined as in (2.2.6). Then u = v+C.
Proof. Define w := u − v. It is straightforward that ∆w = 0. We will prove that w is
constant. Consider x ∈ R2 and fix some R > 0. Since w is harmonic in R2, thanks to
the mean value theorem we have
|w(x)| ≤ C
R
ˆ
BR(x)
|w(y)| dy.
It follows that (see [38, Theorem 7, pg. 29]) for a reference)
|Dw(x)| ≤ C
R
 
BR(x)
|w(y)| dy ≤ −C
R
 
BR(x)
w(y) dy +
C
R
 
BR(x)
w+(y) dy,
where in the last inequality we used that w = w+ + w− and |w| = w+ − w−, hence
|w| = 2w+ − w. Again the mean value theorem implies that
C
R
 
BR(x)
w(y) dy =
C
R
w(x)→ 0,
as R → ∞ for any fixed x. Moreover with our definition of w, Lemma 2.6 and Lemma
2.4, we have
C
R
 
BR(x)
w+(y) dy ≤ C
R
 
BR(x)
w+(y) dy +
C
R
 
BR(x)
log |y| dy + C
R
→ 0,
as R→∞, proving that Dw → 0 as R→∞.
Lemma 2.8. Let u be a solution to (2.2.1) and consider Θ as in (2.2.1). We have
Θ > 2(1 + α).
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Proof. Fix R > 0. Since u solves (2.2.1), using Lemma 2.6 we bound
C ≥
ˆ
R2
|x|2αeu dx ≥
ˆ
R2\BR(0)
|x|2αeu dx
=
ˆ
R2\BR(0)
|x|2αev+C dx ≥ C
ˆ
R2\BR(0)
|x|2α−Θ dx.
Hence Θ > 2(α+ 1).
Lemma 2.9. For every p ∈ (1,∞) there exists C = C(p, α) > 0 such that for |x| large
|x|2pα
ˆ
B1(x)
epu(y)dy ≤ C.
Proof. First we observe that for any ε > 0 there exists K > 0 such that for |x| ≥ K
v(x) ≤
(
− Θ
2pi
+ ε
)
log |x|+ 1
2pi
ˆ
B1(x)
log
(
1
|x− y|
)
|y|2αeudy. (2.2.11)
The proof of (2.2.11) is very similar to the proof of (2.11) in [61, Lemma 2.4], and it
will be omitted here. We shall rewrite (2.2.11) as
v(x) ≤ (−Θ + ε) log |x|+ 1
2pi
ˆ
BcR
log
(
1
|x− y|
)
χ|x−y|<1|y|2αeudy, |x| ≥ K.
We set
‖f‖R = ‖f‖L1(BcR) and f(y) := |y|
2αeu(y).
Notice that ‖f‖R ≤ δ for large R since f ∈ L1(R2). From Jensen’s inequality follows for
|x| ≥ max{R+ 2,K}
epv(x) ≤ |x|p(−Θ+ε)exp
(ˆ
BcR
p
2pi
‖f‖R log
(
1
|x− y|
)
χ|x−y|<1
f(y)
‖f‖R dy
)
≤ |x|p(−Θ+ε)
ˆ
BcR
exp
(
p
2pi
‖f‖R log
(
1
|x− y|
)
χ|x−y|<1
)
f(y)
‖f‖R dy
= |x|p(−Θ+ε)
(ˆ
B1(x)
(
1
|x− y|
) p
2pi
‖f‖R f(y)
‖f‖R dy +
ˆ
BcR∩B1(x)c
f(y)
‖f‖R dy
)
≤ |x|p(−Θ+ε)
(ˆ
B1(x)
(
1
|x− y|
) p
2pi
‖f‖R f(y)
‖f‖R dy + 1
)
.
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Again for |x0| ≥ max{R+ 2,K} we get
ˆ
B1(x0)
epv(x)dx ≤ C|x0|p(−Θ+ε)
ˆ
B1(x0)
(ˆ
B1(x)
(
1
|x− y|
) p
2pi
‖f‖R
χ(x, y){|x−y|<1}
f(y)
‖f‖R dy + 1
)
dx
≤ C|x0|p(−Θ+ε)
ˆ
B1(x0)
(ˆ
B2(x0)
(
1
|x− y|
) p
2pi
‖f‖R
χ(x, y){|x−y|<1}
f(y)
‖f‖R dy + 1
)
dx
≤ C|x0|p(−Θ+ε)
(ˆ
B4(x0)
f(y)
‖f‖R
ˆ
B1(x0)
(
1
|x− y|
) p
2pi
‖f‖R
χ(x, y){|x−y|<1} dx dy + C
)
≤ C|x0|p(−Θ+ε).
Since u = v + C thanks to Lemma 2.7, for |x0| ≥ max{R+ 2,K}, one has
|x0|2pα
ˆ
B1(x0)
epu(y)dy ≤ C|x0|2pα
ˆ
B1(x0)
epv(y)dy
≤ C|x0|p(−Θ+ε+2α).
From Lemma 2.8 we get that p(−Θ + ε + 2α) < 0 for any p ∈ (1,+∞) and the claim
follows.
Lemma 2.10. We have
v(x) ≤ (−Θ + ε) log |x|+ C
for |x| large.
Proof. The result will follow from (2.2.11) once we get a control on the second term in
the RHS of (2.2.11), which could be really big. With Ho¨lder’s inequality we have for
p ∈ (1,+∞)
ˆ
B1(x)
log
(
1
|x− y|
)
|y|2αeudy ≤
(ˆ
B1(x)
|y|2pαepu dy
) 1
p
(ˆ
B1(x)
log
(
1
|x− y|
)p′) 1p′
≤ C
(ˆ
B1(x)
|y|2pαepu dy
) 1
p
,
(2.2.12)
where p′ satisfies 1/p+ 1/p′ = 1. Lemma 2.9 gives the boundedness of the last term in
(2.2.12), concluding the proof.
Proof of Proposition 2.11. Since u = C + v, thanks to Lemma 2.6 and Lemma 2.10, we
bound
−Θ log |x|+ C ≤ C + v ≤ (−Θ + ε) log |x|+ C.
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Therefore we get the thesis as |x| → ∞.
To prove Theorem 2.10 it remains to compute the exact value of Θ, which is the content
of the next proposition.
Proposition 2.12. Let u be a solution of (2.2.1) and Θ defined as in (2.2.1). We have
Θ = 4(1 + α).
The proof will follow from the next lemmas. Define
ϕ(x) = u(x) + Θ log |x| (2.2.13)
ϕ˜(x) = ϕ
(
x
|x|2
)
. (2.2.14)
Lemma 2.11. Let ϕ˜ be as in (2.2.14). We have
ϕ˜(x) = o(| log |x||)
as |x| → 0.
Proof. Using (2.2.14) and | x|x|2 | = 1|x| we compute
ϕ˜(x)
log |x| = ϕ
(
x
|x|2
)
1
log |x| = −
u
(
x
|x|2
)
log
∣∣∣ x|x|2 ∣∣∣ −Θ.
Thanks to Proposition 2.11, as |x| → 0 we get the thesis.
Lemma 2.12. Let α > −1 and consider u a solution to (2.2.1). We have
u(x) = −Θ log |x|+O(1).
Proof. Observe that using (2.2.13), (2.2.14) and (2.2.1) we get that ϕ˜ satisfies
−∆ϕ˜(x) = |x|Θ−4−2αeϕ˜(x) in R2 \ {0}. (2.2.15)
Moreover from Lemma 2.8 we have that Θ− 4− 2α > −2 and in particular that for any
ε > 0 there exists R > 0 such that
ε log |x| ≤ ϕ˜(x) ≤ −ε log |x| in BR(0).
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Therefore eϕ˜ ≤ |x|−ε in BR(0). By choosing ε such that Θ − 4 − 2α − ε > −2 we get
there exists p > 1 so that
−∆ϕ˜ = |x|Θ−4−2αeϕ˜ ∈ Lp(BR(0)). (2.2.16)
Let now η be such that
−∆ η = |x|Θ−4−2αeϕ in BR(0),η = 0 on ∂BR(0).
Standard elliptic estimates and (2.2.16) imply that η ∈ C0(BR(0)).
A direct application of the Removable Singularity Theorem to Φ := η − ϕ˜ yelds
|ϕ˜| ≤ C in BR(0), (2.2.17)
−∆ϕ˜ = |x|Θ−4−2αeϕ˜ in R2. (2.2.18)
It follows from (2.2.14) that ϕ is bounded for |x| > 1R and hence that u = −Θ log |x|+
O(1) for |x| > 1R , concluding the proof.
From (2.2.17) and (2.2.18) we have that ϕ˜ solves, for some small R > 0, an equation of
the form
−∆ϕ˜ = |x|2sf in BR(0),
where s > −1 and f ∈ L∞(BR(0)). Thanks to Lemma 2.5 we have that there exists
γ ∈ [0, 1) such that in BR(0) it holds
|∇ϕ˜(x)| ≤ C(− log |x|)|x|−γ . (2.2.19)
We will see how this implies estimates for ∇ϕ.
Lemma 2.13. Let γ ∈ [0, 1). We have
|∇ϕ| ≤ C (log |x|) |x|γ−2 in R2 \BR(0).
Proof. It is immediate to check that it holds
ϕ(x) = ϕ˜
(
x
|x|2
)
.
With a direct computation and (2.2.19) applied to ϕ˜
(
x
|x|2
)
we get
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|∇ϕ(x)| =
|∇ϕ˜
(
x
|x|2
)
|
|x|2 ≤ C (log |x|) |x|
γ−2.
We are in position now to prove Proposition 2.12.
Proof of Proposition 2.12. Multiplying the equation in (2.2.1) by x ·∇u and integrating
by parts on BR := BR(0) we get
1
2
ˆ
∂BR
|∇u|2x · ν dσ −
ˆ
∂BR
∂u
∂ν
∇u · x dσ
=
ˆ
∂BR
|x|2αeux · ν dx− 2(α+ 1)
ˆ
BR
|x|2αeu dx
= I1 + I2 = I3 + I4.
(2.2.20)
We compute each integral separately. Using (2.2.13) and Lemma 2.13 we get
I1 =
1
2
ˆ
∂BR
|∇u|2x · ν dσ = 1
2
R
ˆ
∂BR
|∇u|2 dσ
= piΘ2 − 2Θ
R
ˆ
∂BR
∇ϕ · x dσ + o(1)
= piΘ2 + o(1),
where o(1)→ 0 as R→∞. With a similar computation we get also
I2 = 2piΘ
2 + o(1).
As for I3, using Theorem 2.12 and Lemma 2.8 we have
I3 =
ˆ
∂BR
R2α+1eu dσ = R2α+1
ˆ
∂BR
e−Θ logR+O(1) dσ
= O(R2α+1−Θ) = o(1).
At last, from (2.2.1) it is immediate that
I4 = −4(1 + α)piΘ,
and the thesis follows at once.
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2.3 Extremal functions on compact surfaces: notations
and preliminaries
Let (Σ, g) be a smooth closed Riemannian surface. We will fix p1, . . . , pm ∈ Σ and
consider a positive function h ∈ C1(Σ\{p1, . . . , pm}) satisfying (1.1.11). More precisely,
denoting by d the Riemannian distance on (Σ, g) and by Br the corresponding metric
ball, we will assume that for some δ > 0,
h
d( · , pi)2αi ∈ C
1
+(Bδ(pi)) :=
{
f ∈ C1(Bδ(pi)) : f > 0
}
for i = 1, . . . ,m. (2.3.1)
In order to distinguish the singular points p1, . . . , pm from the regular ones, we introduce
a singularity index function
α(x) :=
αi if x = pi0 x ∈ Σ\{p1, . . . , pm}. (2.3.2)
Clearly condition (2.3.1) implies that the limit
K(p) := lim
q→p
h(q)
d(q, p)2α(p)
(2.3.3)
exists and it is strictly positive for any p ∈ Σ. We will study functionals of the form
(1.2.12) on the space
H :=
{
u ∈ H1(Σ) :
ˆ
Σ
|∇u|2dvg ≤ 1,
ˆ
Σ
u dvg = 0
}
.
To simplify the notation we set
α := min
{
0, min
1≤i≤m
αi
}
and
β := 4pi(1 + α).
Given s ≥ 1, the symbols ‖ · ‖s, Ls(Σ) will denote the standard Ls−norm and Ls−space
on Σ with respect to the metric g. Since we will deal with the singular metric gh = gh
we will also consider
‖u‖s,h :=
ˆ
Σ
|u|sdvgh =
ˆ
Σ
h |u|sdvg
and
Ls(Σ, gh) := {u : Σ→ R Borel-measurable, ‖u‖s,h < +∞}.
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In this section we will prove the existence of an extremal function for Eβ,λ,qΣ,h for the
subcritical case β < β. We begin by stating some well known but useful results.
Lemma 2.1. If u ∈ H1(Σ), then eu2 ∈ Ls(Σ) ∩ Ls(Σ, gh), for any s ≥ 1.
Proof. Thanks to (2.3.1) we have h ∈ Lr(Σ) for some r > 1, hence it is sufficient to
prove that eu
2 ∈ Ls(Σ) for any s ≥ 1. Moreover, since
esu
2
= es(u−u)
2+2s(u−u)u+su2 ≤ e2s(u−u)2e2su2 ,
without loss of generality we can assume u = 0. Take ε > 0 such that 2sε ≤ 4pi and a
function v ∈ C1(Σ) satisfying ‖∇g(v − u)‖22 ≤ ε and
´
Σ v dvg = 0. By (1.7), we have
‖e2s(u−v)2‖1 + ‖e2sε
u2
‖∇u‖2 ‖1 < +∞. (2.3.4)
Note that
esu
2 ≤ es(u−v)2e2suv. (2.3.5)
By (2.3.4), we have es(u−v)2 ∈ L2(Σ) and, since v ∈ L∞(Σ),
e2suv ≤ esε
u2
‖∇u‖22 eC(ε,s,‖∇u‖2)v
2 ∈ L2(Σ).
Hence, using (2.3.5) and Holder’s inequality, we get esu
2 ∈ L1(Σ).
Lemma 2.2. If uk ∈ H and uk ⇀ u 6= 0 weakly in H1(Σ), then
sup
k
ˆ
Σ
hepβu
2
kdvg < +∞
for any 1 ≤ p < 1
1−‖∇u‖22
.
Proof. Observe that
epβu
2
k ≤ epβ(uk−u)2e2pβuku. (2.3.6)
Since
1
p
> 1−‖∇u‖22 ≥ ‖∇uk‖22−‖∇u‖22 = ‖∇(uk−u)‖22+o(1) =⇒ lim sup
k→∞
‖∇(uk−u)‖22 <
1
p
,
by (1.2.14) we get ‖epβ(uk−u)2‖s,h ≤ C for some s > 1. Taking 1s + 1s′ = 1 and using
Lemma 2.1, we have
e2ps
′βuku ≤ eβ2 u2k eCs,α,pu2 ∈ L1(Σ, gh) =⇒ ‖e2pβuku‖s′,h ≤ C.
Thus from (2.3.6) we get ‖epβu2k‖1,h ≤ C.
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Existence of extremals for β < β is a simple consequence of Lemma 2.2 and Vitali’s
convergence Theorem.
Lemma 2.3. For any β ∈ (0, β), λ ∈ [0, λq(Σ, g)), q > 1, we have
sup
H
Eβ,λ,qΣ,h < +∞,
and the supremum is attained.
Proof. Let uk ∈ H be a maximizing sequence for Eβ,λ,qΣ,h , and assume uk ⇀ u weakly
in H1(Σ). We claim that eβu
2
k(1+λ‖uk‖2q) is uniformly bounded in Lp(Σ, gh) for some
p > 1. In particular, by Vitali’s convergence theorem we get Eβ,λ,qΣ,h (uk) → Eβ,λ,qΣ,h (u)
with Eβ,λ,qΣ,h (u) < +∞. Hence Eβ,λ,qΣ,h (u) = supHEβ,λ,qΣ,h (u), proving the conclusion.
If u = 0, then
β(1 + λ‖uk‖2q)→ β < β,
and the claim is proved taking 1 < p < ββ and using (1.2.14). If u 6= 0, since
(1−‖∇u‖22)(1 + λ‖uk‖2q) ≤ 1−‖∇u‖22 + λ‖u‖2q + o(1) ≤ 1− (λq(Σ)− λ)‖u‖2q + o(1) < 1,
we can find p > 1 such that lim sup
k→∞
p(1 + λ‖uk‖2q) <
1
1− ‖∇u‖22
, and the claim follows
from Lemma 2.2.
The behaviour of extremal functions as β → β will be studied in Section 2.4. As for now
we can study the convergence of the suprema.
Lemma 2.4. As β ↗ β we have
sup
H
Eβ,λ,qΣ,h → supH E
β,λ,q
Σ,h .
Proof. Clearly, since β < β, we have
lim sup
β↗β
sup
H
Eβ,λ,qΣ,h ≤ supH E
β,λ,q
Σ,h .
On the other hand, by monotone convergence theorem we have
lim inf
β↗β
sup
H
Eβ,λ,qΣ,h ≥ lim inf
β↗β
Eβ,λ,qΣ,h (v) = E
β,λ,q
Σ,h (v) ∀ v ∈ H,
which gives
lim inf
β↗β
sup
H
Eβ,λ,qΣ,h ≥ supH E
β,λ,q
Σ,h .
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We conclude this section with some Remarks concerning isothermal coordinates and
Green’s functions. We recall that, given any point p ∈ Σ, we can always find a small
neighborhood Ω of p and a local chart
ψ : Ω→ Dδ0 ⊂ R2, (2.3.7)
such that
ψ(p) = 0 (2.3.8)
and
(ψ−1)∗g = eϕ|dx|2, (2.3.9)
where
ϕ ∈ C∞(Dδ0) and ϕ(0) = 0. (2.3.10)
For any δ < δ0 we will denote Ωδ := ψ
−1(Dδ). More generally, if Dr(x) ⊆ Dδ0 , we
define Ωr(ψ
−1(x)) := ψ−1(Dr(x)). We stress that (2.3.3) and (2.3.9) also imply
(ψ−1)∗gh = |x|2α(p)V (x)eϕ|dx|2, (2.3.11)
with
0 < V ∈ C0(Dδ0) and V (0) = K(p). (2.3.12)
For any p ∈ Σ, we denote Gλp the solution of
−∆gGλp = δp + λ‖Gλp‖2−qq |Gλp |q−2Gλp −
1
|Σ|
(
1 + λ‖Gλp‖2−qq
ˆ
Σ
|Gλp |q−2Gλpdvg
)
ˆ
Σ
Gλpdvg = 0.
(2.3.13)
In local coordinates satisfying (2.3.7)-(2.3.12), we have
Gλp(ψ
−1(x)) = − 1
2pi
log |x|+Aλp + ξ(x), (2.3.14)
with ξ ∈ C1(Dδ0) and ξ(x) = O(|x|). Observe that G0p is the standard Green’s function
for −∆g.
Lemma 2.5. Fix p ∈ Σ. As λ→ 0, we have Gλp → G0p in Ls(Σ) for any 0 < s < +∞,
and Aλp → A0p.
Proof. Let us denote cλ :=
λ
|Σ|‖G
λ
p‖2−qq
ˆ
Σ
|Gλp |q−2Gλpdvg. Observe that
−∆g(Gλp −G0p) = λ‖Gλp‖2−qq |Gλp |q−2Gλp − cλ.
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Since ∥∥∥‖Gλp‖2−qq |Gλp |q−2Gλp∥∥∥ q
q−1
= ‖Gλp‖q,
by elliptic estimates we find
‖Gλp −G0p‖∞ ≤ ‖Gλp −G0p‖
W
2,
q
q−1 (Σ)
≤ Cλ‖Gλp‖q. (2.3.15)
In particular
‖Gλp‖q ≤ ‖G0p‖q + ‖Gλp −G0p‖q ≤ ‖G0p‖q + C‖Gλp −G0p‖∞ ≤ ‖G0p‖q + Cλ‖Gλp‖q,
hence for sufficiently small λ we have
‖Gλp‖q ≤ C‖G0p‖q.
Thus by (2.3.15), as λ→ 0 we find
‖Gλp −G0p‖∞ → 0.
In particular, Gλp → G0p in Ls for any s > 1. Since Aλp −A0p = (Gλp −G0p)(p), we also get
Aλp → A0p.
Lemma 2.6. Fix p ∈ Σ and let (Ω, ψ) be a local chart satisfying (2.3.7)-(2.3.12). As
δ → 0 we have
ˆ
Σ\Ωδ
|∇Gλp |2dvg = −
1
2pi
log δ +Aλp + λ‖Gλp‖2q +O(δ| log δ|).
Proof. Integrating by parts we have
ˆ
Σ\Ωδ
|∇Gλp |2dvg = −
ˆ
Σ\Ωδ
∆gG
λ
p G
λ
pdvg −
ˆ
∂Ωδ
Gλp
∂Gλp
∂ν
dσg. (2.3.16)
For the first term, using the definition of Gλp , we get
−
ˆ
Σ\Ωδ
∆gG
λ
p G
λ
pdvg = λ‖Gλp‖2−qq
ˆ
Σ\Ωδ
|Gλp |qdvg −
(
1
|Σ| + cλ
)ˆ
Σ\Ωδ
Gλp dvg
= λ‖Gλp‖2q + o(1).
(2.3.17)
For the second term we use (2.3.14) to find
−
ˆ
∂Ωδ
Gλp
∂Gλp
∂ν
dσg = − 1
2pi
log δ +Aλp +O(δ| log δ|). (2.3.18)
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2.4 Blow-up analysis for the critical exponent
In this section we will study the critical case β = β.
Let us fix q > 1, λ ∈ [0, λq(Σ, g)) and take a sequence βk ↗ β ( βk < β for any k ∈ N).
To simplify the notation we will set Ek := E
βk,λ,q
Σ,h . By Lemma 2.3, for any k we can
take a function uk ∈ H such that
Ek(uk) = sup
H
Ek. (2.4.1)
Up to subsequences, we can always assume that
uk ⇀ u0 in H
1(Σ) (2.4.2)
and
uk → u0 in Ls(Σ) ∀ s ≥ 1. (2.4.3)
Lemma 2.7. If u0 6= 0, then
Ek(uk)→ Eβ,λ,qΣ,h (u0) < +∞. (2.4.4)
In particular
sup
H
Eβ,λ,qΣ,h < +∞,
and u0 is an extremal function.
Proof. If u0 6= 0, we can argue as in Lemma 2.3 to find p > 1 such that eβku2k(1+λ‖uk‖2q)
is uniformly bounded in Lp(Σ, gh). Vitali’s convergence Theorem yields (2.4.4). Lemma
2.4 implies
sup
H
Eβ,λ,qΣ,h = E
β,λ,q
Σ,h (u0) < +∞.
Thus it is sufficient to study the case u0 = 0, which we will assume for the rest of this
section. In the same spirit of Theorem 1.2 and (1.2.5), we will prove the following sharp
upper bound for Ek(uk).
Proposition 2.13. If u0 = 0, we have
lim sup
k→∞
Ek(uk) ≤ pie
1 + α
max
p∈Σ, α(p)=α
K(p)eβA
λ
p + |Σ|gh ,
where Aλp is defined as in (2.3.14) and |Σ|gh :=
´
Σ h dvg.
Remark 2.3. We remark that the quantity
max
p∈Σ, α(p)=α
K(p)eβA
λ
p
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is well defined. Indeed, if α < 0 the set of points such that α(p) = α is finite. On the
other hand, if α = 0, we have that K ≡ h on Σ\{p1, . . . , pm} = {p ∈ Σ: α(p) = α}, and
heβA
λ
p is a continuous function on Σ with zeros at the points p1, . . . , pm.
In particular, Lemma 2.7 and Proposition 2.13 give a proof of an Adimurthi-Druet type
inequality, namely
sup
H
Eβ,λ,qΣ,h < +∞.
The rest of this section is devoted to the proof of Proposition 2.13.
Lemma 2.8. Let uk ∈ H be a sequence such that (2.4.1)-(2.4.3) hold. Then ‖∇uk‖2 = 1
and there exists s > 1 such that uk ∈ H ∩W 2,s(Σ) for any k. Moreover, there exist
γk > 0, λk ≥ 0, and ck ∈ R such that
−∆guk = γkh(x)ukebku2k + sk(x), (2.4.5)
where
bk := βk(1 + λ‖uk‖2q), (2.4.6)
sk := λk‖uk‖2−qq |uk|q−2uk − ck, (2.4.7)
with
ck :=
1
|Σ|
(
γk
ˆ
Σ
uke
bku
2
kdvgh + λk‖uk‖2−qq
ˆ
Σ
|uk|q−2ukdvg
)
. (2.4.8)
In particular, since we are assuming u0 = 0, we have
lim sup
n
γk < +∞, γk
ˆ
Σ
h u2ke
u2kdvg → 1, (2.4.9)
bk → β, (2.4.10)
λk → λ, (2.4.11)
ck → 0, ‖sk‖ q
q−1
→ 0, (2.4.12)
as k → +∞.
Proof. The maximality of uk clearly implies ‖∇uk‖2 = 1. One can apply Langrange
multipliers theorem to verify that uk satisfies
−∆guk = νkbkh(x)ukebku2k + λνkβkµk‖uk‖2−qq |uk|q−2uk − ck, (2.4.13)
where bk is defined as in (2.4.6), µk :=
´
Σ h u
2
ke
bku
2
k dvg,
ck :=
1
|Σ|
(
γk
ˆ
Σ
huke
bku
2
kdvg + λνkβkµk‖uk‖2−qq
ˆ
Σ
|uk|q−2uk dvg
)
, (2.4.14)
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and νk ∈ R. We define γk := νkbk, λk := λνkβkµk, and sk(x) := λk‖uk‖2−qq |uk|q−2uk−ck
so that (2.4.5)-(2.4.8) are satisfied. Observe also that
∥∥‖uk‖2−qq |uk|q−2uk∥∥ q
q−1
= ‖uk‖q, (2.4.15)
hence sk ∈ L
q
q−1 (Σ). Choosing s0 > 1 such that h ∈ Ls0(Σ), we can employ Lemma
2.1 and standard elliptic regularity arguments to obtain uk ∈ W 2,s(Σ) for any 1 < s <
min{s0, qq−1}.
We shall now prove (2.4.9)-(2.4.12). Since u0 = 0, (2.4.10) follows from (2.4.3). Multi-
plying (2.4.13) by uk and integrating on Σ, we get
1 = νkbkµk + λνkβkµk‖uk‖2q = νkbkµk(1 +
λβk‖uk‖2q
bk
) = γkµk(1 + o(1)),
from which we get the second part of (2.4.9). As a consequence we also have
λk = λνkβkµk = λγkµk
βk
bk
→ λ. (2.4.16)
Now we prove lim sup
k→∞
γk < +∞ or, equivalently, lim inf
k→∞
µk > 0. For any t > 0, we have
Ek(uk) ≤ 1
t2
ˆ
{|uk|>t}
h u2ke
bku
2
kdvg+
ˆ
{|uk|≤t}
hebku
2
kdvg ≤ 1
t2
ˆ
Σ
hu2ke
bku
2
kdvg+|Σ|gh+o(1),
from which
lim inf
k→∞
µk = lim inf
k→∞
ˆ
Σ
h u2ke
bku
2
kdvg ≥ t2
(
sup
H
Eβ,λ,qΣ,h − |Σ|gh
)
> 0.
It remains to prove that ck → 0 which, with (2.4.15), completes the proof of (2.4.12).
For any t > 0
γk
ˆ
Σ
h|uk|ebku2kdvg ≤ γk
t
ˆ
{|uk|>t}
hu2ke
bku
2
kdvg+γk
ˆ
{|uk|≤t}
h|uk|ebku2kdvg = 1 + o(1)
t
+o(1).
Since t can be taken arbitrarily large we find
γk
ˆ
Σ
huke
bku
2
kdvg → 0. (2.4.17)
Finally,
‖uk‖2−qq
∣∣∣∣ˆ
Σ
|uk|q−2ukdvg
∣∣∣∣ ≤ ‖uk‖q|Σ| 1q → 0, (2.4.18)
which, combined with (2.4.8), (2.4.16), and (2.4.17), yields ck → 0.
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By Lemma 2.8 we know that uk ∈ C0(Σ), thus we can take a sequence pk such that
mk := max
Σ
|uk| = uk(pk), (2.4.19)
where the last equality holds up to changing the sign of uk. Clearly, if supkmk < +∞, we
would have Ek(uk) → |Σ|gh , which contradicts Lemma 2.4. Thus, up to subsequences,
we will assume
mk → +∞ and pk → p. (2.4.20)
Lemma 2.9. Let Ω ⊂ Σ be an open subset such that
lim sup
k→+∞
‖∇uk‖L2(Ω) < 1.
Then
‖uk‖L∞loc(Ω) ≤ C.
Proof. Fix Ω˜ b Ω. Take a cut-off function ξ ∈ C∞0 (Ω) such that 0 ≤ ξ ≤ 1 and ξ ≡ 1 in
Ω′ where Ω˜ b Ω′ b Ω. Since
ˆ
Σ
|∇ukξ|2 dvg =
ˆ
Ω
|∇uk|2ξ2 dvg + 2
ˆ
Ω
ukξ∇uk · ∇ξ dvg +
ˆ
Ω
|∇ξ|2u2k dvg
≤ (1 + ε)
ˆ
Ω
|∇uk|2ξ2 dvg + Cε
ˆ
Ω
|∇ξ|2u2k dvg,
and ε can be taken arbitrarily small, we find
lim sup
k→∞
‖∇(ukξ)‖2L2(Σ) < 1.
Thus, applying (1.2.14) to vk :=
ξuk
‖∇(ξuk)‖L2(Σ) we find∥∥∥eβu2k(1+λ‖uk‖2q)∥∥∥
Ls0 (Ω′,gh)
≤ C (2.4.21)
for some s0 > 1. From (2.4.12) and (2.4.21), −∆guk is uniformly bounded in Ls(Ω′)
for any s < min{s0, qq−1}. If we take another cut-off function ξ˜ ∈ C∞0 (Ω′) such that
ξ˜ ≡ 1 in Ω˜, applying elliptic estimates to ξ˜uk in Ω′ we find supΩ′ ξ˜uk ≤ C, and hence
supΩ˜ uk ≤ C.
From Lemma 2.9 one can deduce that |∇uk|2 ⇀ δp, that is uk concentrates at p. Intu-
itively, it is natural to expect that concentration for maximizing sequences happens in
the regions in which h is larger. We will show that p must be a minimum point of the
singularity index α defined in (2.3.2). This will clarify the difference between the cases
α < 0 and α = 0: in the former, the blow-up point p will be one of the singular points
p1, . . . , pm, while in the latter p ∈ Σ\{p1, . . . , pm} (cfr. Remark 2.4 and Proposition
2.15). The next step consists in studying the behaviour of uk around p. Arguing as in
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[57], we will prove that a suitable scaling of uk converges to a solution of a (possibly
singular) Liouville-type equation on R2 (see Proposition 2.14).
Again, we consider a local chart (Ω, ψ) satisfying (2.3.7)-(2.3.12). From now on we will
denote xk := ψ(pk) and
vk = uk ◦ ψ−1. (2.4.22)
Define tk and t˜k so that
t
2(1+α(p))
k γkm
2
ke
bkm
2
k = 1, (2.4.23)
t˜2k|xk|2α(p)γkm2kebkm
2
k = 1. (2.4.24)
Lemma 2.10. For any β < β we have
t
2(1+α(p))
k m
2
ke
βm2k → 0, t˜2k|xk|2α(p)m2keβm
2
k → 0
as k → +∞. In particular, for any s ≥ 0 we have
lim
k→+∞
tkm
s
k = 0, lim
k→+∞
t˜km
s
k = 0.
Moreover, as k → +∞, we have
|xk|
tk
→ +∞⇐⇒ |xk|
t˜k
→ +∞. (2.4.25)
Proof. Since the result can be proven both for tk and t˜k with the same argument, we
will prove it here only for tk. By (2.4.9), (2.4.10), and (2.4.23)
t
2(1+α(p))
k m
2
ke
βm2k =
e(β−bk)m2k
γk
= e(β−bk)m
2
k
ˆ
Σ
hu2ke
bku
2
kdvg(1 + o(1))
≤
ˆ
Σ
hu2ke
βu2kdvg(1 + o(1)).
Take s = ββ
′
(i.e. 1/s+ β/β = 1) and s0 > 1 such that h ∈ Ls0(Σ). Then
ˆ
Σ
hu2ke
βu2kdvg ≤ ‖u2k‖s,h‖eβu
2
k‖
β
β
1,h ≤ C‖h‖
1
s
s0‖u2k‖ss′0 → 0.
Finally, to prove (75), it is enough to observe that from (2.4.23) and (2.4.24) one com-
putes
|xk|
t˜k
=
( |xk|
tk
)1+α(p)
.
We define now
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rk :=
t˜k if
|xk|
tk
→ +∞ as k → +∞,
tk otherwise,
(2.4.26)
and the function
ηk(x) := mk (vk(xk + rkx)−mk) , (2.4.27)
which is defined in D δ0
rk
.
Proposition 2.14. Up to subsequences, ηk → η0 in C0loc(R2) ∩H1loc(R2). Moreover,
(i) if |xk|rk → +∞ as k → +∞ the function η0 solves
−∆η0 = V (0)e2βη0 , (2.4.28)ˆ
R2
V (0)e2βη0 dx = 1; (2.4.29)
(ii) if |xk|rk → x the function η0 solves
−∆η0 = |x+ x|2α(p)V (0)e2βη0 , (2.4.30)ˆ
R2
|x+ x|2α(p)V (0)e2βη0 dx = 1. (2.4.31)
Proof. If |xk|tk → +∞ as k → +∞, then rk = t˜k and it follows that ηk as in (2.4.27)
satisfies
−∆ηk = mkr2keϕ(xk+rkx)
(
γk|xk + rkx|2α(p)V (xk + rkx)ebkv2kvk(xk + rkx) + sk(xk + rkx)
)
= eϕ(xk+rkx)
(∣∣∣∣ xk|xk| + rk|xk|x
∣∣∣∣2α(p) V (xk + rkx)(1 + ηkm2k
)
e
bk
(
2ηk+
η2k
m2
k
)
+mkr
2
ksk(xk + rkx)
)
.
Otherwise we have that rk = tk and, up to subsequences,
|xk|
tk
→ x as k → +∞. In this
case, ηk satisfies
−∆ηk = mkr2keϕ(xk+rkx)
(
γk |xk + rkx|2α(p) V (xk + rkx)ebku2kvk(xk + rkx) + sk(xk + rkx)
)
= eϕ(xk+rky)
(∣∣∣∣xkrk + x
∣∣∣∣2α(p) V (xk + rkx)(1 + ηkm2k
)
e
bk
(
2ηk+
η2k
m2
k
)
+mkr
2
ksk(xk + rkx)
)
.
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Fix L > 0. Observe that from Lemma 2.10 and (2.4.12), we have
ˆ
DL
|mkr2ksk(xk + rkx)|
q
q−1 dx = m
q
q−1
k r
2
q−1
k
ˆ
DLrk (xk)
|sk(x)|
q
q−1 dx
≤ m
q
q−1
k r
2
q−1
k ‖sk‖
q
q−1
q
q−1
→ 0,
(2.4.32)
as k → +∞. Since 2ηk + η
2
k
m2k
≤ 0 and |ηk| ≤ 2m2k, in both case (i) and (ii) we can find
s > 1 such that
‖ −∆ηk‖Ls(DL) ≤ C.
Moreover ηk(0) = 0, thus we can exploit Sobolev’s embeddings Theorems and Harnack’s
inequality to find a uniform bound for ηk in C
0,α(DL
2
). Hence, with a diagonal argument,
we find a subsequence of ηk such that ηk → η0 in H1loc(R2) ∩ C0loc(R2). Moreover η0
solves (2.4.28) or (2.4.30), depending on our choice of rk. It remains to prove (2.4.29)
and (2.4.31) respectively. In order to do this, we observe that in case (i)
1 = −
ˆ
Σ
∆gukuk dvg = γk
ˆ
Σ
h u2ke
bku
2
k dvg + λk‖uk‖2q
≥ γk
ˆ
ΩLrk (pk)
h u2ke
bku
2
k dvg + o(1)
= V (0)
ˆ
DL
e2βη0 dx+ o(1).
(2.4.33)
In particular it holds (see for instance [28])
lim
L→+∞
V (0)
ˆ
DL
e2βη0 dx =
1
1 + α
≥ 1, (2.4.34)
where the last inequality follows from the fact that α ≤ 0. Hence with (2.4.33) we obtain
(2.4.29). Similarly, in case (ii) we have
1 = −
ˆ
Σ
∆gukuk dvg ≥ V (0)
ˆ
DL
|x+ x|2α(p)e2βη0 dx+ o(1). (2.4.35)
On the other hand (cfr. [85])
lim
L→+∞
V (0)
ˆ
DL
|x+ x|2α(p)e2βη0dx = 1 + α(p)
1 + α
≥ 1, (2.4.36)
where now the last inequality follows from the minimality of α. Therefore (2.4.31) is
proven.
Remark 2.4. From the proof of Proposition 2.14 it follows that if α < 0 then by (2.4.33)
and (2.4.34) we have that only case (ii) is possible. Moreover from (2.4.35) and (2.4.36)
we get α(p) = α, that is p must be one of the singular points p1, . . . , pm.
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We stress that Proposition 2.14 gives us information on the nature of the point p only in
the case α < 0. To have a deeper understanding of the case α = 0 and a more complete
analysis of the blow-up behaviour of uk near the point p we will need few more steps (see
Proposition 2.15).
Lemma 2.11. We have
(i) limL→+∞ limk→+∞
´
ΩLrk
(pk)
γkmkhuke
bku
2
k dvg = 1;
(ii) limL→+∞ limk→+∞
´
ΩLrk
(pk)
γkhu
2
ke
bku
2
k dvg = 1;
(iii) limL→+∞ limk→+∞
´
ΩLrk
(pk)
hebku
2
k dvg = lim supk→+∞
1
γkm
2
k
.
Proof. Both (i) and (ii) follow easily from Proposition 2.14. We are left with the proof
of (iii).
By Proposition 2.14, for any L > 0 we have
lim
k→+∞
γkm
2
k
ˆ
ΩLrk (pk)
hebku
2
kdvg = 1 + oL(1),
where oL(1)→ 0 as L→∞. Hence
lim sup
k→∞
1
γkm
2
k
= (1 + oL(1)) lim sup
k→∞
ˆ
ΩLrk(pk)
hebku
2
kdvg,
and we can conclude the proof letting L→ +∞.
Following [57], for any A > 1 we define
uAk := min{uk,
mk
A
}.
Lemma 2.12. For any A > 1 we have
lim sup
k→∞
ˆ
Σ
|∇uAk |2dvg =
1
A
.
Proof. Integrating by parts, we have
lim inf
k→∞
ˆ
Σ
|∇uAk |2dvg = lim inf
k→∞
ˆ
Σ
∇uAk · ∇ukdvg = lim inf
k→+∞
−
ˆ
Σ
∆guku
A
k dvg.
Fix now L > 0. By Proposition 2.14, for sufficiently large k, we get ΩLrk(pk) ⊆ {uk >
mk
A }. Hence, using (2.4.5) and (2.4.7), we find
−
ˆ
Σ
∆guk u
A
k dvg = γk
ˆ
Σ
huke
bku
2
kuAk dvg + o(1) ≥
γkmk
A
ˆ
ΩLrk (pk)
h uke
bku
2
k dvg + o(1).
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Passing to the limit as k, L→ +∞ we obtain
lim inf
k→∞
ˆ
Σ
|∇uAk |2 dvg = lim inf
k→+∞
−
ˆ
Σ
∆guku
A
k dvg ≥
1
A
, (2.4.37)
where the last inequality follows from Lemma 2.11. Similarly
−
ˆ
Σ
∆guk
(
uk − mk
A
)+
dvg ≥ γk
ˆ
ΩLrk (pk)
h uke
bku
2
k
(
uk − mk
A
)
dvg + o(1),
and, again from Lemma 2.11, we get
lim inf
k→∞
ˆ
Σ
|∇(uk − mk
A
)+|2 dvg ≥ A− 1
A
. (2.4.38)
Clearly uk = u
A
k + (uk − mkA )+ and
´
Σ∇uAk · ∇(uk − mkA )+ dvg = 0, thus
1 =
ˆ
Σ
|∇uk|2 dvg =
ˆ
Σ
|∇uAk |2 dvg +
ˆ
Σ
|∇
(
uk − mk
A
)+ |2 dvg,
and from (2.4.37) and (2.4.38) we find
lim
k→∞
ˆ
Σ
|∇uAk |2 dvg =
1
A
and lim
k→∞
ˆ
Σ
|∇
(
uk − mk
A
)+ |2 dvg = A− 1
A
.
With Lemma 2.12 we have a first rough version of Proposition 2.13.
Lemma 2.13.
lim sup
k→∞
Ek(uk) ≤ lim
L→+∞
lim
k→+∞
ˆ
ΩLrk
(pk)
hebku
2
k dvg + |Σ|gh .
Proof. For any A > 1 we have
Ek(uk) =
ˆ
{uk≥mkA }
hebku
2
k dvg +
ˆ
{uk≤mkA }
hebk(u
A
k )
2
dvg.
By (2.4.9),
ˆ
{uk≥mkA }
hebku
2
k dvg ≤ A
2
m2k
ˆ
Σ
hu2ke
bku
2
k dvg =
A2
γkm
2
k
(1 + o(1)).
For the last integral we apply Lemma 2.12. Since lim supk→∞ ‖∇uAk ‖22 ≤ 1A < 1, (1.2.14)
implies that ebk(u
A
k )
2
is uniformly bounded in Ls(Σ, gh) for some s > 1. Thus, by Vitali’s
Theorem ˆ
{uk≤mkA }
hebk(u
A
k )
2
dvg ≤
ˆ
Σ
hebk(u
A
k )
2
dvg → |Σ|gh .
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Therefore we proved
lim sup
k→∞
Ek(uk) ≤ lim sup
k→∞
A2
γkm
2
k
+ |Σ|gh .
As A→ 1 we get the conclusion, thanks to Lemma 2.11.
Lemma 2.14. We have
γkmkhuke
bku
2
k ⇀ δp
weakly as measures as k → +∞.
Proof. Take ξ ∈ C0(Σ). For L > 0, A > 1, we have
γkmk
ˆ
Σ
h uke
bku
2
kξdvg = γkmk
ˆ
ΩLrk (pk)
huke
bku
2
kξdvg
+ γkmk
ˆ
{uk>mkA }\ΩLrk (pk)
huke
bku
2
kξdvg
+ γkmk
ˆ
{uk≤mkA }
huke
bku
2
kξdvg
=: I1k + I
2
k + I
3
k .
We have
I1k = γkmk
ˆ
ΩLrk
(pk)
huke
bku
2
k(ξ − ξ(p)) dvg + γkmk
ˆ
ΩLrk
(pk)
huke
bku
2
kξ(p) dvg.
Since ‖ξ − ξ(p)‖L∞(ΩLrk (pk)) → 0 as k → +∞, thanks to Lemma 2.11, we have
lim
L→∞
lim
k→∞
I1k = ξ(p).
Similarly, using (2.4.9),
|I2k | ≤ mk
ˆ
{uk>mkA }\ΩLrk (pk)
γkhuke
bku
2
k |ξ|dvg
≤ A
ˆ
{uk>mkA }\ΩLrk (pk)
γkhu
2
ke
bku
2
k |ξ|dvg
≤ A‖ξ‖L∞(Σ)
(
1−
ˆ
ΩLrk (pk)
γkhu
2
ke
bku
2
kdvg + o(1)
)
.
Therefore, from Lemma 2.11,
lim
L→∞
lim
k→∞
I2k = 0.
For the last integral, by Lemma 2.12 and (1.2.14), there exist s > 1, C > 0 such that
ˆ
Σ
hesβ(u
A
k )
2
dvg ≤ C.
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Thus
|I3k | ≤ γkmk‖ξ‖∞
ˆ
Σ
h|uk|ebk(uk)2dvg ≤ γkmk‖ξ‖∞‖uk‖s′,h‖eβ(uk)2‖s,h = γkmko(1).
By (iii) in Lemma 2.11 and Lemma 2.13 we get that γkmk → 0 and hence we find
|I3k | → 0, which gives the conclusion.
Let now Gλp be the Green’s function defined in (2.3.13). Using Lemma 2.14 we obtain:
Lemma 2.15. For any s > 1, we have mkuk → Gλp in C0loc(Σ\{p})∩H1loc(Σ\{p})∩Ls(Σ).
Proof. First we observe that ‖mkuk‖q is uniformly bounded. If not we could consider
the sequence wk :=
uk
‖uk‖q , which satisfies
−∆gwk = γkh uk‖uk‖q e
bku
2
k +
sk
‖uk‖q .
Arguing as in Lemma 2.14, one can prove that ‖γkhmkukebku2k‖1 ≤ C and hence it
follows
‖γkhukebku2k‖1
‖uk‖q =
‖γkhmkukebku2k‖1
‖mkuk‖q → 0,
as k → +∞. Moreover it is easy to check, with (2.4.7) and (2.4.8), that
‖sk‖1 ≤ C‖uk‖q,
and we have a uniform bound for −∆gwk in L1(Σ). Therefore wk is uniformly bounded
in W 1,s(Σ), for any 1 < s < 2 (see [92] for a reference on open sets in R2). The weak
limit w of wk will satisfy
ˆ
Σ
∇w · ∇ϕ dvg = λ
ˆ
Σ
|w|q−2wϕdvg,
for any ϕ ∈ C1(Σ) such that ´Σ ϕdvg = 0. But, since λ < λq(Σ, g), this implies w = 0,
which contradicts ‖wk‖q = 1. Hence ‖mkuk‖q ≤ C.
This implies that −∆g(mkuk) is uniformly bounded in L1(Σ) and, as before, mkuk is
uniformly bounded in W 1,s(Σ) for any s ∈ (1, 2). By Lemma 2.14 we have mkuk ⇀ Gλp
weakly in W 1,s(Σ) for any s ∈ (1, 2), and strongly in Lr for any r ≥ 1.
From Lemma 2.9 we get |∇uk|2 ⇀ δp and uk is uniformly bounded in L∞loc(Σ\{p}). This
implies the boundedness of −∆g(mkuk) in Lsloc(Σ\{p}) for some s > 1, which gives a
uniform bound for mkuk in W
2,s
loc (Σ\{p}). Then, by elliptic estimates, we get mkuk → Gλp
in H1loc(Σ\{p}) ∩ C0loc(Σ\{p}).
As we did in the proof of Theorem 1.2, in the next Proposition we will use an Onofri-type
inequality (Corollary 2.9) to control the energy on a small scale.
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Proposition 2.15. We have α(p) = α and for any L > 0
lim sup
k→∞
ˆ
ΩLrk (pk)
hebku
2
kdvg ≤ piK(p)e
1+βAλp
1 + α
.
Proof. Let us observe that
ˆ
DLrk (xk)
|x|2α(p)ebkv2k dx =
ˆ
DLrk (xk)
|x|2(α(p)−α)+2αebkv2k dx
≤ (Lrk)2(α(p)−α)
ˆ
DLrk (xk)
|x|2αebkv2k dx.
(2.4.39)
Fix δ > 0 and set τk =
´
Ωδ
|∇uk|2dvg =
´
Dδ
|∇vk|2dy. Observe that, by Lemma 2.15,
m2k(1− τk) =
ˆ
Σ\Ωδ
|∇Gλp |2dvg + o(1), (2.4.40)
and
m2k‖uk‖2q = ‖Gλp‖2q + o(1). (2.4.41)
Since by Lemma 2.6 we have
ˆ
Σ\Ωδ
|∇Gλp |2dvg = −
1
2pi
log δ +O(1)
δ→0→ +∞, (2.4.42)
for δ sufficiently small, we obtain
τk(1 + λ‖uk‖22) =
(
1− 1
m2k
ˆ
Σ\Ωδ
|∇Gλp |2dvg + o
(
1
m2k
))(
1 +
λ
m2k
‖Gλp‖2q + o
(
1
m2k
))
= 1− 1
m2k
(ˆ
Σ\Ωδ
|∇Gλp |2dvg − λ‖Gλp‖2q
)
+ o
(
1
m2k
)
< 1.
(2.4.43)
We denote dk := sup∂Dδ vk and wk := (vk−dk)+ ∈ H10 (Dδ). Applying Holder’s inequality
we have
ˆ
DLrk
(xk)
|x|2αebkv2kdx = ebkd2k
ˆ
DLrk
(xk)
|x|2αebkw2k+2bkdkwkdx
≤ ebkd2k
(ˆ
DLrk (xk)
|x|2αeβk
w2k
τk dx
)τk(1+λ‖uk‖2q)(ˆ
DLrk (xk)
|x|2αe
2bkwkdk
1−τk(1+λ‖uk‖2q)
)1−τk(1+λ‖uk‖2q)
.
(2.4.44)
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Observe that, for k → +∞, we have that wk√τk → 0 uniformly on Dδ\Dδ′ , for any
0 < δ′ < δ. Thus, applying Corollary 2.3 to the function wk√τk with δk = Lrk, we find
lim sup
k→∞
ˆ
DLrk (xk)
|x|2αeβk
w2k
τk dx ≤ pie
1 + α
δ2(1+α). (2.4.45)
Using Corollary 2.9 we find
ˆ
DLrk(xk)
|x|2αe
2bkwkdk
1−τk(1+λ‖uk‖2q) ≤
ˆ
Dδ
|x|2αe
2bkwkdk
1−τk(1+λ‖uk‖2q)dx
≤ pie
1+
4b2kd
2
kτk
16pi(1+α)(1−τk(1+λ‖uk‖2q)2
1 + α
δ2(1+α)
≤ pie
1+
bkd
2
kτk(1+λ‖uk‖
2
q)
(1−τk(1+λ‖uk‖2q)2
1 + α
δ2(1+α).
Combining this with (2.4.39), (2.4.44), and (2.4.45), we find
lim sup
k→∞
ˆ
DLrk (xk)
|x|2α(p)ebkv2k dx ≤ pieδ
2(1+α)
1 + α
lim sup
k→∞
(Lrk)
2(α(p)−α) e
bkd
2
k
1−τk(1+λ‖uk‖2q) .
(2.4.46)
Using (2.4.43) and Lemma 2.15,
lim
k→∞
bkd
2
k
1− τk(1 + λ‖uk‖2q)
=
β(sup∂Bδ G
λ
p)
2(´
Σ\Ωδ |∇Gλp |2dvg − λ‖Gλp‖2q
) =: H(δ). (2.4.47)
Notice that by Lemma 2.6 and (2.3.14)
H(δ) = −2(1 + α) log δ + βAλp + oδ(1). (2.4.48)
With (2.4.46) and (2.4.47) we obtain
lim sup
k→+∞
ˆ
ΩLrk (pk)
hebku
2
k dvg = lim sup
k→∞
ˆ
DLrk
(xk)
V (x)|x|2α(p)ebkv2kdx
≤ K(p)pieδ
2(1+α)
1 + α
eH(δ) lim sup
k→+∞
(Lrk)
2(α(p)−α) .
(2.4.49)
If α(p) > α we would have (Lrk)
2(α(p)−α) → 0 as k → +∞. This would imply, using
Lemma 2.13, that
lim sup
k→+∞
Ek(uk) ≤ |Σgh |,
which is a contradiction since uk is a maximizing sequence. Hence, it must be α(p) = α.
Therefore, combining (2.4.47), (2.4.48), and (2.4.49), we get
2.5. Test functions and existence of extremals 67
lim sup
k→+∞
ˆ
ΩLrk (pk)
hebku
2
k dvg ≤ K(p)pieδ
2(1+α)
1 + α
eH(δ) =
K(p)pie1+βA
λ
p+oδ(1)
1 + α
.
Proof of Proposition 2.13. The proof follows at once from Lemma 2.13 and Proposition
2.15.
2.5 Test functions and existence of extremals
By Proposition 2.13, in order to prove existence of extremals for Eβ,λ,qΣ,h , it suffices to
show that the value
pie
1 + α
max
p∈Σ, α(p)=α
K(p)eβA
λ
p + |Σ|gh
is exceeded. In this section we will show that this is indeed the case if λ is small enough.
Proposition 2.16. There exists λ0 > 0 such that
sup
u∈H
Eβ,λ,qΣ,h >
pie
1 + α
max
p∈Σ, α(p)=α
K(p)eβA
λ
p + |Σ|gh ,
for any 0 ≤ λ < λ0.
Proof. Let p ∈ Σ be such that α(p) = α and
K(p)eβA
λ
p = max
q∈Σ, α(q)=α
K(q)eβA
λ
q .
In local coordinates (Ω, ψ) satisfying (2.3.7)-(2.3.12), we define
wε(x) :=

cε −
log
(
1+
( |ψ(x)|
ε
)2(1+α))
+Lε
βcε
x ∈ Ωγεε
Gλp−ηεξ
cε
x ∈ Ω2γεε\Ωγεε
Gλp
cε
x ∈ Σ\Ω2γεε
(2.5.1)
and
uε :=
wε√
1 + λ
c2ε
‖Gλp‖2q
,
where cε, Lε will be chosen later, γε = | log ε|
1
1+α , ξ is defined as in (2.3.14), and ηε ∈
C∞0 (Ω2γεε) is a cut-off function such that ηε ≡ 1 in Ωγεε and ‖∇ηε‖L∞(Σ) = O( 1γεε). In
order to have uε ∈ H1(Σ) we choose Lε so that
βc2ε − Lε = log
(
1 + γ
2(1+α)
ε
γ
2(1+α)
ε
)
+ βAλp − 2(1 + α) log ε. (2.5.2)
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Observe that
ˆ
Ωγεε
|∇wε|2dvg = 1
βc2ε
(
log(1 + γ2(1+α)ε )− 1 +O(| log ε|−2)
)
. (2.5.3)
Since ξ ∈ C1(Dδ0) and ξ(x) = O(|x|), we have
ˆ
Ω2γεε\Ωγεε
|∇(ηεξ)|2 dvg =
ˆ
Ω2γεε\Ωγεε
|∇ηε|2ξ2 dvg
+
ˆ
Ω2γεε\Ωγεε
|∇ξ|2η2ε dvg + 2
ˆ
Ω2γεε\Ωγεε
ηεξ∇ηε · ∇ξ dvg
= O((γεε)
2).
Similarly ˆ
Ω2γεε\Ωγεε
∇Gλp · ∇(ηεξ)dvg = O(γεε).
By Lemma 2.6 we have
c2ε
ˆ
Σ\Ωγεε
|∇wε|2dvg =
ˆ
Σ\Ωγεε
|∇Gλp |2 +O(γεε)
= − 1
2pi
log γεε+A
λ
p + λ‖Gλp‖2q +O(γεε| log(γεε)|).
Observe that γεε log(γεε) = o(| log ε|−2). Therefore we get
ˆ
Σ
|∇wε|2dvg = 1
βc2ε
(
−1− 2(1 + α) log ε+ βAλp + βλ‖Gλp‖2q +O(| log ε|−2)
)
.
If we chose cε so that
βc2ε = −1− 2(1 + α) log ε+ βAλp +O(| log ε|−2), (2.5.4)
then uε − uε ∈ H. Note also that (2.5.2) and (2.5.4) yield
Lε = −1 +O(| log ε|−2), (2.5.5)
and
2pic2ε = | log ε|+O(1). (2.5.6)
Since 0 ≤ wε ≤ O(cε) in Ωγεε, we get
ˆ
Ωγεε
wεdvg = O(cε(γεε)
2) = o(| log ε|−2).
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Moreover
ˆ
Σ\Ωγεε
wε dvg =
ˆ
Σ\Ωγεε
Gλp
cε
dvg −
ˆ
Ω2γεε\Ωγεε
ηεξ
cε
dvg
= O
(
(γεε)
2| log(γεε)|
cε
)
+O
(
(γεε)
3
cε
)
= o(| log ε|−2),
therefore
wε = o(| log ε|−2) = o(c−4ε ). (2.5.7)
From (2.5.4), (2.5.5), and (2.5.7), it follows that in Ωγεε
β(wε − wε)2 ≥ βc2ε − 2Lε − 2 log
(
1 +
( |ψ(x)|
ε
)2(1+α))
+ o(c−2ε ).
We have
c2ε‖wε − wε‖2q ≥
(ˆ
Σ\Ω2γεε
|Gλp − cεwε|q dvg
) 2
q
≥ ‖Gλp‖2q + o(c−2ε ),
where the last inequality follows from (2.5.1) and Bernoulli’s inequality, after splitting
the integral on regions where |Gλp | ≥ |cεwε| and |Gλp | ≤ |cεwε|. Therefore we find
1
1 + λ
c2ε
‖Gλp‖2q
(
1 +
λ‖wε − wε‖2q
1 + λ
c2ε
‖Gλp‖2q
)
≥
1 + 2 λ
c2ε
‖Gλp‖2q + o(c−4ε )(
1 + λ
c2ε
‖Gλp‖2q
)2
= 1− λ
2‖Gλp‖4q
c4ε
+ o(c−4ε ).
(2.5.8)
Hence
β(uε−uε)2(1+λ‖uε−uε‖2q) ≥ βc2ε−2Lε−2 log
(
1 +
( |ψ(x)|
ε
)2(1+α))
−βλ
2‖Gλp‖4q
c2ε
+o(c−2ε ).
It follows that
ˆ
Ωγεε
heβ(uε−uε)
2(1+λ‖uε−uε‖2q)dvg ≥
ˆ
Dγεε
|x|2α(V (0) +O(γεε))e
βc2ε−2Lε−
βλ2‖Gλp‖4q
c2ε
+o(c−2ε )(
1 +
( |x|
ε
)2(1+α))2 dx
=
piV (0)ε2(1+α)γ
2(1+α)
ε
(1 + α)(1 + γ
2(1+α)
ε )
e
βc2ε−2Lε−
βλ2‖Gλp‖4q
c2ε
+o(c−2ε )
(1 +O(γεε))
=
piV (0)ε2(1+α)
(1 + α)
e
βc2ε−2Lε−
βλ2‖Gλp‖4q
c2ε
+o(c−2ε )
(1 +O(c−4ε )).
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Using (2.5.4) and (2.5.5) we find
βc2ε − 2Lε = −2(1 + α) log ε+ 1 + βAλp +O(c−4ε ),
so that
ˆ
Ωγεε
heβ(uε−uε)
2(1+λ‖uε−uε‖2q) =
piV (0)e1+βA
λ
p
(1 + α)
(
1− βλ
2‖Gλp‖4q
c2ε
+ o(c−2ε )
)
. (2.5.9)
Finally, with (2.5.7) and (2.5.8), we observe that
ˆ
Σ\Ω2γεε
heβ(uε−uε)
2(1+λ‖uε−uε‖2q)dvg
≥
ˆ
Σ\Ω2γεε
h dvg + β(1 + λ‖uε − uε‖2q)
ˆ
Σ\Ω2γεε
h(uε − uε)2 dvg
≥ |Σ|gh +O((γεε)2(1+α)) + β
(
1− λ
2‖Gλp‖4q
c4ε
+ o(c−4ε )
)ˆ
Σ\Ω2γεε
h(wε − wε)2dvg
= |Σ|gh +
β‖Gλp‖L2(Σ,gh)
c2ε
+ o(c−2ε ).
(2.5.10)
Hence, from (2.3.12), (2.5.9), and (2.5.10), it follows that
Eβ,λ,qΣ,h (uε−uε) ≥
piK(p)
1 + α
e1+βA
λ
p+|Σ|gh+
β
c2ε
(
‖Gλp‖L2(Σ,gh) −
piK(p)e1+βA
λ
pλ2‖Gλp‖4q
1 + α
)
+o(c−2ε ).
By Lemma 2.5, we know that(
‖Gλp‖L2(Σ,gh) −
piK(p)e1+βA
λ
pλ2‖Gλp‖4q
1 + α
)
→ ‖G0p‖L2(Σ,gh) > 0,
as λ→ 0. Thus, for sufficiently small λ, we get the conclusion.
To finish the proof of Theorem 1.4 we have to treat the case λ > λq(Σ, g). We will use
a family of test functions similar to the one used in [64].
Lemma 2.16. If β > β, or β = β and λ > λq(Σ, g), we have
sup
H
Eβ,λ,qΣ,h = +∞.
Proof. Take p ∈ Σ such that α(p) = α and consider a local chart (Ω, ψ) satisfying
(2.3.7)-(2.3.12). Let us define vε : Dδ0 → [0,+∞),
vε(x) :=
1√
2pi

√
log δ0ε |x| ≤ ε
log
δ0
|x|√
log
δ0
ε
ε ≤ |x| ≤ δ0,
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and uε : Σ→ [0,+∞),
uε(x) :=
vε(ψ(x)) x ∈ Ω0 x ∈ Σ\Ω.
It is simple to verify that
ˆ
Σ
|∇uε|2dvg =
ˆ
Dδ0
|∇vε|2dx = 1,
which implies uε − uε ∈ H. By direct computation one has
uε = O
((
log
1
ε
)− 1
2
)
. (2.5.11)
Hence in Ωε
(uε − uε)2 = 1
2pi
log
(
δ0
ε
)
+O(1).
Thus, if β > β, we have
Eβ,λ,qΣ,h (uε − uε) ≥ Eβ,0,qΣ,h (uε − uε) ≥
ˆ
Ωε
heβ(uε−uε)
2
dvg ≥ C
ε
β
2pi
ˆ
Dε
|x|2αdx
=
Cpi
1 + α
ε2(1+α)−
β
2pi = C˜ε
β−β
2pi → +∞,
as ε → 0. For the case β = β and λ > λq(Σ, g), we take a function u0 ∈ H1(Σ) such
that 
‖∇u0‖22 = λq(Σ, g)‖u0‖2q
´
Σ u0 dvg = 0
‖u0‖2q = 1.
(2.5.12)
This function u0 will also satisfy
−∆gu0 = λq‖u0‖2−qq |u0|q−2u0 − c,
where
c =
λq
|Σ|‖u0‖
2−q
q
ˆ
Σ
|u0|q−2u0 dvg.
Let us take tε, rε → 0 such that
t2ε| log ε| → +∞,
rε
ε
→ +∞, and log
2 rε
t2ε| log ε|
→ 0. (2.5.13)
We define
wε := uεηε + tεu0, (2.5.14)
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where ηε ∈ C∞0 (Ω2rε) is a cut-off function such that ηε ≡ 1 in Ωrε , 0 ≤ ηε ≤ 1, and
|∇ηε| = O(r−1ε ). It is straightforward that
wε = O(| log ε|− 12 ). (2.5.15)
Observe that
‖∇wε‖22 =
ˆ
Σ
|∇(uεηε)|2dvg + t2ε‖∇u0‖22 + 2tε
ˆ
Σ
∇u0 · ∇(uεηε)dvg.
Using the definition of uε, ηε, and (2.5.13), we find
ˆ
Σ
|∇ηε|2u2εdvg = O(r−2ε )
ˆ
Ω2rε\Ωrε
u2εdvg = O
(| log ε|−1 log2 rε) = o(t2ε),
and∣∣∣∣ˆ
Σ
uεηε∇uε · ∇ηεdvg
∣∣∣∣ ≤ O(r−1ε )ˆ
Ω2rε\Ωrε
|∇uε|uεdvg = O(| log rε|| log ε|−1) = o(t2ε).
Thus
‖∇(uεηε)‖22 =
ˆ
Σ
|∇uε|2η2εdvg + o(t2ε) ≤ 1 + o(t2ε).
Moreover (2.5.12) gives ‖∇u0‖22 = λq and∣∣∣∣ˆ
Σ
∇u0 · ∇(uεηε)dvg
∣∣∣∣ = ∣∣∣∣λq ˆ
Σ
(|u0|q−2u0 − c)ηεuεdvg
∣∣∣∣ = O(1)ˆ
Σ
uεdvg = O(| log ε|− 12 ) = o(tε).
Hence we have
‖∇wε‖22 ≤ 1 + λqt2ε + o(t2ε).
Furthermore, by dominated convergence we have
‖wε − wε‖2q ≥ t2ε
(ˆ
Σ\Ω2rε
|u0 − wε
tε
|qdvg
) 2
q
= t2ε‖u0‖2q + o(t2ε) = t2ε + o(t2ε).
Thus we get
1
‖∇wε‖22
(
1 + λ
‖wε − wε‖2q
‖∇wε‖22
)
≥ 1 + (λ− λq)t2ε + o(t2ε).
Finally, using (2.5.15), in Ωε we find
4pi(1 + α)(wε − wε)2
‖∇wε‖22
(
1 + λ
‖wε − wε‖2q
‖∇wε‖22
)
= (2(1 + α)| log ε|+O(1)) (1 + (λ− λq)t2ε + o(t2ε))
= −2(1 + α) log ε+ (λ− λq)t2ε| log ε|+O(1),
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so that
Eβ,λ,qΣ,h
(
wε − wε
‖∇wε‖2
)
≥
ˆ
Ωε
he
4pi(1+α)(wε−wε)2
‖∇wε‖22
(
1+λ
‖wε‖2q
‖∇wε‖22
)
dvg
≥ cε−2(1+α)e(λ−λq)t2ε| log ε|+O(1)
ˆ
Dε
|y|2αdy
= c˜e(λ−λq)t
2
ε| log ε| → +∞,
as ε→ 0.
Remark 2.5. If there exists a point p ∈ Σ such that α(p) = α and u0(p) 6= 0, then one
can argue as in [64] to prove
sup
H
Eβ,λ,qΣ,h = +∞
also for λ = λq(Σ, g0). This is always true if α = 0.
The proof of Theorem 1.5 is very similar to the one of Theorem 1.4, hence it will not be
discussed here.
We conclude this Chapter by observing that, as in [57], [102] and [64], our techniques
can be adapted with minor modifications to treat the case of compact surfaces with
boundary, which we state here without proof, as it is very similar to that of Theorem
1.4.
Theorem 2.17. Let (Σ, g) be a smooth, compact, Riemannian surface with boundary. If
p1, . . . , pm ∈ Σ\∂Σ and h ∈ C1(Σ\{p1, . . . , pm}) satisfies (1.1.11), then ∀ β ∈ [0, 4pi(1 +
α)] and λ ∈ [0, λq(Σ, g)) we have
sup
u∈H10 (Σ),
´
Σ |∇u|2dvg≤1
Eβ,λ,qΣ,h (u) < +∞.
The supremum is attained if β < 4pi(1 + α), or if β = 4pi(1 + α) and λ is sufficiently
small. Furthermore if β > 4pi(1 + α), or β = 4pi(1 + α) and λ ≥ λq(Σ, g), we have
sup
u∈u∈H10 (Σ),
´
Σ |∇u|2dvg≤1
Eβ,λ,qΣ,h (u) = +∞.
In particular, if Σ = Ω is the closure of a bounded domain in R2, Theorem 2.17 gives
the following generalization of the results in [40], [4], [31].
Corollary 2.18. Let Ω ⊆ R2 be a bounded domain. For any choice of V ∈ C1(Ω),
V > 0, α1, . . . , αm > −1, x1, . . . , xm ∈ Ω, q > 1 and λ ∈ [0, λq(Ω)), the supremum
sup
u∈H10 (Ω),
´
Ω |∇u|2dx≤1
ˆ
Ω
V (x)
m∏
i=1
|x− xi|2αie4pi(1+α)u
2
(
1+λ‖u‖2
Lq(Ω)
)
dx
is finite. Moreover, it is attained if λ is sufficiently small.

Chapter 3
Fractional Moser-Trudinger type
inequalities in dimension one
This chapter is organized as follows. In Section 3.1 we recall some definitions and
useful results on fractional Sobolev spaces and fractional Laplace operators. In Section
3.2 we investigate fractional analogues of Theorem 1.1. In particular, we shall prove
Theorem 1.6, Theorem 1.7, Theorem 1.8, Theorem 1.9 and Theorem 1.10. To conclude,
in Section 3.3 we discuss the existence of critical points of the functional associated to
(1.2.2), proving Proposition 1.12 and Theorem 1.11.
3.1 Sobolev spaces of fractional order
In this section we introduce some relevant fractional function spaces. We will discuss
some results that we be useful in the next sections. We refer to [87], [34], [90], [39] for
a more detailed discussion on the topics presented here.
We define
W s,p(R) :=
{
u ∈ Lp(R) : [u]pW s,p(R) :=
ˆ
R
ˆ
R
|u(x)− u(y)|p
|x− y|1+sp dxdy <∞
}
, (3.1.1)
and we will denote by I an interval such that I b R. Throughout this Chapter we will
also use the following notation:
H := H˜
1
2
,2(I), ‖u‖H := ‖(−∆) 14u‖L2(R),
where H˜
1
2
,2(I) is defined as in (1.3.4) for a bounded interval I b R.
Proposition 3.1. For s ∈ (0, 1) we have, [u]W s,2(R) <∞ if and only if (−∆)
s
2u ∈ L2(R),
and in this case
[u]W s,2(R) = Cs‖(−∆)
s
2u‖L2(R),
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where [u]W s,2(R) is as in (3.1.1) and Cs depends only on s. In particular H
s,2(R) =
W s,2(R).
Proof. See e.g. Proposition 3.6 in [34].
Define the bilinear form
Bs(u, v) =
ˆ
R
ˆ
R
(u(x)− u(y))(v(x)− v(y))
|x− y|1+2s dxdy, for u, v ∈ H
s,2(R),
where the double integral is well defined thanks to Ho¨lder’s inequality and Proposition
3.1.
The following simple and well-known existence result proves useful. A proof can be
found (in a more general setting) in [39].
Theorem 3.2. Given s ∈ (0, 1), f ∈ L2(I) and g : R→ R such that
ˆ
I
ˆ
R
(g(x)− g(y))2
|x− y|1+2s dxdy <∞, (3.1.2)
there exists a unique function u ∈ H˜s,2(I) + g solving the problem
Bs(u, v) =
ˆ
R
fvdx for every v ∈ H˜s,2(I). (3.1.3)
Moreover such u satisfies (−∆)su = Cs2 f in I in the sense of distributions, i.e.
ˆ
R
u(−∆)sϕdx = Cs
2
ˆ
R
fϕdx for every ϕ ∈ C∞c (I), (3.1.4)
where Cs is the constant in Proposition 3.6.
The following version of the maximum principle is a special case of Theorem 4.1 in [39].
Proposition 3.3. Let u ∈ H˜s,2(I) + g solve (3.1.3) for some f ∈ L2(I) with f ≥ 0 and
g satisfying (3.1.2) and g ≥ 0 in Ic. Then u ≥ 0.
Proof. From Proposition 3.1 it easily follows u− := min {u, 0} ∈ H˜s,2(I). Then according
to (3.1.3) we have
0 ≥ Bs(u, u−) =
ˆ
R
ˆ
R
(u+(x) + u−(x)− u+(y)− u−(y))(u−(x)− u−(y))
|x− y|1+2s dxdy
=
ˆ
R
ˆ
R
(u−(x)− u−(y))2
|x− y|1+2s dxdy − 2
ˆ
R
ˆ
R
u+(x)u−(y)
|x− y|1+2s dxdy
where we used that u+u− = 0. Since the second term in the last equality is non-negative,
it follows at once that u− ≡ 0, hence u ≥ 0.
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Proposition 3.4. Let u ∈ H˜s,2(I) be as in Theorem 3.2 (with g = 0), where we further
assume f ∈ L∞(I). Then
|u(x)| ≤ C‖f‖L∞(I)(dist(x, ∂I))s
for every x ∈ I. In particular u is bounded in I and continuous at ∂I.
Proof. This proof is inspired from [87], where a much stronger result is proven, i.e.
u/(dist(·, ∂I))s ∈ Cα(I¯) for some α > 0.
To prove the proposition we assume that I = (−1, 1) and recall that
w(x) :=
{
(1− |x|2)s for x ∈ (−1, 1)
0 for |x| ≥ 1
belongs to H˜s,2(I) and solves (−∆)sw = γs for a positive constant γs, in the sense of
Theorem 3.2, i.e. (3.1.3) holds with u = w and f ≡ γs (see e.g. [43]). Then
−(−∆)
sw
γs
≤ (−∆)
su
‖f‖L∞(I)
≤ (−∆)
sw
γs
and Proposition 3.3 gives at once
−‖f‖L∞(I)
γs
w ≤ u ≤ ‖f‖L∞(I)
γs
w in I.
We conclude noticing that 0 ≤ w(x) ≤ 2s(dist(x, ∂I))s.
The following density result is known for an arbitrary domain in Rn. On the other hand,
its proof is quite complex in such a generality, hence we provide a short elementary proof
which fits the case of an interval.
Lemma 3.1. For s ∈ (0, 1) and p ∈ [1,∞) the sets C∞c (I) (I b R is a bounded interval)
is dense in H˜s,p(I).
Proof. Without loss of generality we consider I = (−1, 1). Given u ∈ H˜s,p(I) and λ > 1,
set uλ(x) := u(λx). We claim that uλ → u in H˜s,p(I) as λ→ 1. Indeed
‖uλ − u‖pHs,p(R) = ‖u− uλ‖pLp(R) + ‖λsfλ − f‖pLp(R),
where f = (−∆) s2u and fλ(x) := f(λx). Since f ∈ Lp(R) it follows that ‖λsfλ −
f‖Lp(R) → 0 as λ→ 1, since this is obviously true for f ∈ C0(R) with compact support,
and for a general f ∈ Lp(R) it can be proven by approximation in the following standard
way. Given ε > 0 choose fε ∈ C0(R) with compact support and ‖fε−f‖Lp(R) ≤ ε. Then
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by the Minkowski inequality
‖λsfλ − f‖Lp(R) ≤ ‖λsfλ − λsfε,λ‖Lp(R) + ‖λsfε,λ − fε‖Lp(R) + ‖fε − f‖Lp(R)
≤ ελs− 1p + ‖λsfε,λ − fε‖Lp(R) + ε,
and it suffices to let λ→ 1 and ε→ 0. Similarly ‖u− uλ‖pLp(R) → 0 as λ→ 1.
Now given δ > 0 fix λ > 1 such that ‖uλ − u‖Hs,p(R) < δ and let ρ be a mollifying
kernel, i.e. a smooth non-negative function supported in I with
´
I ρdx = 1. Also set
ρε(x) := ε
−1ρ(ε−1x). Then noticing that uλ is supported in [−λ−1, λ−1] b I, for ε > 0
sufficiently small we have that ρε ∗ uλ ∈ C∞c (I). To conclude the proof notice that
ρε ∗ uλ → uλ in H˜s,p(I) as ε→ 0,
since
(−∆) s2 (ρε ∗ uλ) = ρε ∗ (−∆)
s
2uλ → (−∆)
s
2uλ in L
p(R) as ε→ 0,
and use the Minkowski inequality to conclude that ρε ∗ uλ → u in H˜s,p(I) as ε→ 0 and
λ ↓ 1.
Proposition 3.5. Let I b R be a bounded interval and s ∈ (0, 1). Let u ∈ Ls(R) satisfy
(−∆)su ≥ 0 in I (i.e. 〈u, (−∆)sϕ〉 ≥ 0 for every ϕ ∈ C∞c (I) with ϕ ≥ 0), u ≥ 0 in Ic
and
lim inf
x→∂I
u(x) ≥ 0. (3.1.5)
Then u ≥ 0 in I. More precisely, either u > 0 in I, or u ≡ 0 in R.
Proof. This is a special case of Proposition 2.17 in [90].
Remark 3.1. The statement of Proposition 2.17 in [90] is slightly different, since it
assumes u to be lower-semicontinuous in I¯. On the other hand, lower semicontinuity
inside I already follows from [90, Prop. 2.15]. What really matters is condition (3.1.5).
That an assumption of this kind (possibly weaker) is needed follows for instance from
the example of Lemma 3.2.4 in [1].
The following way of computing the fractional Laplacian of a sufficiently regular function
is often used.
Proposition 3.6. For an open interval J ⊂ R, let s ∈ (0, 12) and u ∈ Ls(R) ∩ C0,α(J)
for some α ∈ (2s, 1], or s ∈ [12 , 1) and u ∈ Ls(R) ∩ C1,α(J) for some α ∈ (2s − 1, 1] .
Then ((−∆)su)|J ∈ C0(J) and
(−∆)su(x) = CsP.V.
ˆ
R
u(x)− u(y)
|x− y|1+2s dy := Cs limε→0
ˆ
R\[x−ε,x+ε]
u(x)− u(y)
|x− y|1+2s dy
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for every x ∈ J . This means that
〈(−∆)su, ϕ〉 = Cs
ˆ
R
ϕ(x)P.V.
ˆ
R
u(x)− u(y)
|x− y|1+2s dy dx, for every ϕ ∈ C
∞
c (J).
Proof. See e.g. [90, Prop. 2.4]
Lemma 3.2. Let ϕ1 ∈ H = H˜ 12 ,2(I) be an eigenfunction corresponding to the first
eigenvalue λ1(I) of (−∆) 12 on I. Then ϕ1 > 0 a.e. on I or ϕ1 < 0 a.e. on I and the
corresponding eigenspace has dimension 1.
Proof. Recall that the first eigenvalue λ1(I) can be characterised by minimizing the
following functional
F (u) =
‖u‖2H´
I u
2dx
,
that is,
λ1(I) = min
u∈H\{0}
F (u).
On the other hand using Proposition 3.1 we get that for any u ∈ H
‖u‖2H =
ˆ
R
ˆ
R
(u(x)− u(y))2
(x− y)2 dxdy ≥
ˆ
R
ˆ
R
(|u(x)| − |u(y)|)2
(x− y)2 dxdy = ‖|u|‖
2
H , (3.1.6)
hence, F (|u|) ≤ F (u), and F (u) = F (|u|) if and only if u is non-negative or non-positive.
Therefore if F (ϕ1) = λ1, then ϕ1 does not change sign. Moreover Theorem A.1 in [16]
gives us ϕ1 > 0 or ϕ1 < 0 almost everywhere in I. Any other eigenfunction corresponding
to λ1 must also have fixed sign, hence it cannot be orthogonal to ϕ1, therefore it is a
multiple of ϕ1.
Lemma 3.3. Consider a sequence (fk) ⊂ L1(I) with fk → f a.e. and with
ˆ
{fk>L}
fkdx = o(1), (3.1.7)
with o(1)→ 0 as L→∞ uniformly with respect to k. Then fk → f in L1(I).
Proof. From the dominated convergence theorem
min{fk, L} → min{f, L} in L1(I),
and the convergence of fk to f in L
1 follows at once from (3.1.7) and the triangle
inequality.
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3.2 Fractional Moser-Trudinger type inequalities
We begin this section by recalling Remark 1.2. As it points out, the ‖u‖∗ := ‖(−∆) 12pu‖Lp(I)
norm is equivalent to the full norm ‖u‖
H
1
p ,p(R)
on H˜
1
p
,p
(I). This fact does not appear
to be obvious, but one can prove it as follows. By Theorem 7.1 in [44] the operator
T : u 7→ ((−∆) 12pu)|I is Fredholm from H˜
1
p
,p
(I) (= H
1
2p
( 1
p
)
p (I¯) in the notation of [44])
into Lp(I). Moreover T is injective by Lemma 3.5 below. This implies that
‖u‖
H
1
p ,p(R)
≤ C‖Tu‖Lp(I) = C‖u‖∗, for every u ∈ H˜
1
p
,p
(I).
Proof of Theorem 1.2.2 By a simple scaling argument it suffices to prove (1.3.7) for
a given interval, say I = (−1, 1).
Lemma 3.4. For s ∈ (0, 12) the fundamental solution of (−∆)s on R is
Fs(x) =
1
2 cos(spi)Γ(2s)|x|1−2s ,
i.e. (−∆)sFs = δ0 in the sense of tempered distributions.
Proof. This follows easily e.g. from Theorem 5.9 in [60].
Lemma 3.5. Fix s ∈ (0, 12). For any x ∈ I = (−1, 1) let gx ∈ C∞(R) be any function
with gx(y) = Fs(x − y) for y ∈ Ic. Then there exists Hs(x, ·) ∈ H˜s,2(I) + gx unique
solution to {
(−∆)sHs(x, ·) = 0 in I
Hs(x, ·) = gx in R \ I
(3.2.1)
and the function
Gs(x, y) := Fs(x− y)−Hs(x, y), (x, y) ∈ I × R
is the Green function of (−∆)s on I, i.e. for x ∈ I it satisfies{
(−∆)sGs(x, ·) = δx in I
G(x, y) = 0 for y ∈ R \ I. (3.2.2)
Moreover
0 < Gs(x, y) ≤ Fs(x− y) for y 6= x ∈ I. (3.2.3)
Finally, for any function u ∈ H˜2s,p(I) (p ∈ [1,∞)) we have
u(x) =
ˆ
I
Gs(x, y)(−∆)su(y)dy, for a.e. x ∈ I, (3.2.4)
where the right-hand side is well defined for a.e. x ∈ I thanks to (3.2.3) and Fubini’s
theorem.
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Remark 3.2. The first equations in (3.2.1) above and in (3.2.2) below are intended in
the sense of distribution, compare to (1.3.2).
Proof. The existence and non-negativity of Hs(x, ·) for every x ∈ I follow from Theorem
3.2 and Proposition 3.3. The next claim, namely (3.2.2), follows at once from Lemma
3.4 and (3.2.1).
We show now that G(x, y) ≥ 0 for every (x, y) ∈ I × I. We claim that
lim
y→±1
Hs(x, y) = Hs(x,±1) = Fs(x∓ 1), (3.2.5)
hence Gs(x, y) → 0 as y → ∂I, and by Silvestre’s maximum principle, Proposition 3.5
below, we also have Gs(x, ·) ≥ 0 for every x ∈ I, hence also (3.2.3) follows. For the proof
of (3.2.5) notice that
H˜s(x, ·) := Hs(x, ·)− gx ∈ H˜s,2(I)
satifies {
(−∆)sH˜s(x, ·) = −(−∆)sgx in I
H˜s(x, ·) = 0 in R \ I
and ((−∆)sgx)|I ∈ L∞(I) by Proposition 3.6 (we are using that gx ∈ C∞(R)), hence
Proposition 3.4 gives H˜s(x, y)→ 0 as y → ∂I, and (3.2.5) follows at once.
To prove (3.2.4), let us start considering u ∈ C∞c (I). Then, according to (3.2.2), we have
u(x) = 〈δx, u〉 = 〈(−∆)sGs(x, ·), u〉 =
ˆ
I
Gs(x, y)(−∆)su(y)dy.
Given now u ∈ H˜2s,p(I), let (uk)k∈N ⊂ C∞c (I) converge to u in H˜2s,p(I), i.e.
uk → u, (−∆)suk → (−∆)su in Lp(R), hence in L1(I),
see Lemma 3.1. Then
u
L1(I)←− uk =
ˆ
I
Gs(·, y)(−∆)suk(y)dy L
1(I)−→
ˆ
I
Gs(·, y)(−∆)su(y)dy,
the convergence on the right following from (3.2.3) and Fubini’s theorem:
ˆ
I
∣∣∣∣ˆ
I
Gs(x, y) [(−∆)suk(y)− (−∆)su(y)] dy
∣∣∣∣ dx
≤
ˆ
I
ˆ
I
Fs(x− y) |(−∆)suk(y)− (−∆)su(y)| dxdy
≤ sup
y∈I
‖Fs‖L1(I−y)‖(−∆)suk − (−∆)su‖L1(I) → 0
as k → ∞. Since the convergence in L1 implies the a.e. convergence (up to a subse-
quence), (3.2.4) follows.
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Proof of Theorem 1.2.2. Set s = 12p . From Lemma 3.5 we get
0 ≤ (2αp)
p−1
p Gs(x, y) ≤ I 1
p
(x− y) = |x− y| 1p−1,
where Gs is the Green’s function of the interval I defined in Lemma 3.5. Choosing
f := |(−∆) 12pu|∣∣
I
and using (3.2.3) and (3.2.4), we bound
(2αp)
p−1
p |u(x)| ≤ (2αp)
p−1
p
ˆ
I
Gs(x, y)f(y)dy ≤ I 1
p
∗ f(x)
and (1.3.7) follows at once from (1.3.10).
It remains to show (1.3.9). The proof is based on the construction of suitable test
functions and it is split into steps.
Step 1. Definition of the test functions. We fix τ ≥ 1 and set
f(y) = fτ (y) :=
1
2τ
|y|− 1pχ[− 1
2
,−r]∪[r, 1
2
], r :=
e−τ
2
. (3.2.6)
Notice that
‖f‖pLp =
2
(2τ)p
ˆ 1
2
r
dy
y
=
1
(2τ)p−1
.
Now let u = uτ ∈ H˜s,2(I) solve {
(−∆)su = f in I
u ≡ 0 in Ic. (3.2.7)
in the sense of Theorem 3.2.
Step 2. Proving that u ∈ H˜2s,p(I). According to Proposition 3.4 u satisfies
|u(x)| ≤ C‖f‖L∞(1− |x|)s for x ∈ I. (3.2.8)
We want to prove that (−∆)su ∈ Lp(R). Since by Proposition 3.6
(−∆)su(x) = Cs
ˆ
I
−u(y)
|x− y|1+2sdy, for |x| > 1
and u is bounded, we see immediately that
|(−∆)su(x)| ≤ C|x|1+2s , for |x| ≥ 2,
hence
‖(−∆)su‖Lq(R\[−2,2]) <∞ for every q ∈ [1,∞). (3.2.9)
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Now we claim that
(I) := ‖(−∆)su‖Lq([−2,2]\[−1,1]) <∞, q = max{p, 2}. (3.2.10)
Again using Proposition 3.6, (3.2.8) and translating, we have
(I) =
(ˆ
[−2,2]\[−1,1]
∣∣∣∣C ˆ 1−1 −u(y)dy|y − x|1+2s
∣∣∣∣q dx
) 1
q
≤ C
(ˆ 0
−1
∣∣∣∣ˆ 2
0
ysdy
(y − x)1+2s
∣∣∣∣q dx)
1
q
,
and using the Minkowski inequality
(ˆ
A1
∣∣∣∣ˆ
A2
F (x, y)dy
∣∣∣∣q dx) 1q ≤ ˆ
A2
(ˆ
A1
|F (x, y)|qdx
) 1
q
dy,
we get
(I) ≤ C
ˆ 2
0
ys
(ˆ 0
−1
dx
(y − x)(1+2s)q
) 1
q
dy ≤ C
ˆ 2
0
dy
y
1+s− 1
q
<∞,
since 1 + s− 1q < 1. This proves (3.2.10).
To conclude that (−∆)su ∈ Lp(R) it remains to show that (−∆)su does not concentrate
on ∂I = {−1, 1}, in the sense that the distribution defined by
〈T, ϕ〉 :=
ˆ
R
u(−∆)sϕdx−
ˆ
I
fϕdx− Cs
ˆ
Ic
ˆ
R
−u(y)
|x− y|1+2sdy ϕ(x)dx
=: 〈T1, ϕ〉 − 〈T2, ϕ〉 − 〈T3, ϕ〉 for ϕ ∈ C∞c (R)
vanishes. Notice that 〈T, ϕ〉 = 0 for ϕ ∈ C∞c (R \ ∂I), since T1 = (−∆)su, while
〈T2, ϕ〉 = 〈(−∆)su, ϕ〉, 〈T3, ϕ〉 = 0 for ϕ ∈ C∞c (I)
by (3.2.7), and
〈T2, ϕ〉 = 0, 〈T3, ϕ〉 = 〈(−∆)su, ϕ〉 for ϕ ∈ C∞c (Ic)
by Proposition 3.6, and for ϕ ∈ C∞c (R \ ∂I) we can split ϕ = ϕ1 + ϕ2 with ϕ1 ∈ C∞c (I)
and ϕ2 ∈ C∞c (Ic). In particular supp(T ) ⊂ ∂I.
It is easy to see that T1 is a distribution of order at most 1, i.e.∣∣∣∣ˆ
R
u(−∆)sϕdx
∣∣∣∣ ≤ C‖ϕ‖C1(R), for every ϕ ∈ C∞c (R)
(use for instance Proposition 3.6), and that T2 and T3 are distributions of order zero,
i.e.
|〈Ti, ϕ〉| ≤ C‖ϕ‖L∞(R) for i = 2, 3.
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Since supp(T ) ⊂ ∂I it follows from Schwartz’s theorem (see e.g. [15, Sec. 6.1.5]) that
T = αδ−1 + βδ1 + α˜Dδ−1 + β˜Dδ1, for some α, β, α˜, β˜ ∈ R,
where 〈Dδx0 , ϕ〉 := −〈δx0 , ϕ′〉 = −ϕ′(x0) for ϕ ∈ C∞c (R).
In order to show that α˜ = 0, take ϕ ∈ C∞c (R) with
supp(ϕ) ⊂ (−1, 1), ϕ′(0) = 1, ϕ(0) = 0,
and rescale it by setting for ϕλ(−1 + x) = λϕ(λ−1x) for λ > 0. Since T2 and T3 have
order 0 it follows
|〈Ti, ϕλ〉| ≤ Cλ→ 0 as λ→ 0, for i = 2, 3.
As for T1, using Proposition 3.6 we get
〈T1, ϕλ〉
Cs
=
ˆ
(B2λ(−1))c
u(x)
ˆ
Bλ(−1)
−ϕλ(y)
|x− y|1+2sdydx
+
ˆ
B2λ(−1)
u(x)
ˆ
(B4λ(−1))c
ϕλ(x)
|x− y|1+2sdydx
+
ˆ
B2λ(−1)
u(x)
ˆ
B4λ(−1)
ϕλ(x)− ϕλ(y)
|x− y|1+2s dydx
=: (I) + (II) + (III).
Since ‖ϕλ‖L∞(R) = Cϕλ and u ∈ L∞(R), one easily bounds |(I)|+ |(II)| → 0 as λ→ 0,
and using that supR |ϕ′λ| = supR |ϕ′| we get
|(III)| ≤
ˆ
B2λ(−1)
|u(x)|
ˆ
B4λ(−1)
supR |ϕ′|
|x− y|2s dydx ≤ Cλ
1−2s
ˆ
B2λ(−1)
|u(x)|dx→ 0 as λ→ 0.
Since for λ ∈ (0, 1) we have 〈T, ϕ〉 = −α˜, by letting λ → 0 it follows that α˜ = 0.
Similarly one can prove that β˜ = 0.
We now claim that α, β = 0. Considering
u˜(x) := u(x)− αFs(x+ 1)− βFs(x− 1),
and recalling that (−∆)sFs = δ0, one obtains that
(−∆)su˜ = T1 − αδ−1 − βδ1 = T2 + T3 ∈ L2(R),
hence with Proposition 3.1
ˆ
R
ˆ
R
|u˜(x)− u˜(y)|2
|x− y|1+2s dxdy = [u˜]
2
W 2s,2(R) = C‖(−∆)su˜‖2L2(R) <∞,
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and this gives a contradiction if α 6= 0 or β 6= 0 since the integral on the left-hand side
does not converge in these cases.
Then T = 0, i.e. (−∆)su =: T1 = T2 + T3 and from (3.2.7), (3.2.9) and (3.2.10) we
conclude that (−∆)su ∈ Lp(R), hence u ∈ H˜2s,p(I), as wished.
Step 3: Conclusion. Recalling that (−∆)su = f in I, from (3.2.4) we have for x ∈ I
u(x) =
ˆ
I
Gs(x, y)f(y)dy
=
1
2τ(2αp)
p−1
p
ˆ
r<|y|< 1
2
1
|x− y|1− 1p |y| 1p
dy −
ˆ
r<|y|< 1
2
Hs(x, y)f(y)dy
=: u1(x) + u2(x),
(3.2.11)
where Hs(x, y) is as in Lemma 3.5.
We now want a lower bound for u in the interval [−r, r]. We fix 0 < x ≤ r and estimate
u1(x) =
1
2τ(2αp)
p−1
p
(ˆ 1
2
r
dy
(y − x)1− 1p y 1p
+
ˆ −r
− 1
2
dy
|y − x|1− 1p |y| 1p
)
≥ 1
2τ(2αp)
p−1
p
(ˆ 1
2
r
dy
y
+
ˆ 1
2
r
dy
y + x
)
=
1
2τ(2αp)
p−1
p
(
2τ + log
(
1 + 2x
1 + xr
))
=
1
(2αp)
p−1
p
+O(τ−1).
Since Hs is bounded on [−r, r]× [−12 , 12 ], we have
|u2(x)| ≤ C
ˆ 1
2
r
f(y)dy ≤ Cτ−1
ˆ 1
2
0
|y|− 1pdy = O(τ−1), x ∈ [−r, r].
Then
u = uτ ≥ 1
(2αp)
p−1
p
+O(τ−1) on [−r, r],
as τ →∞. We now set
wτ := (2τ)
p−1
p uτ ∈ H˜
1
p
,p
(I),
so that ‖(−∆)swτ‖Lp(I) = 1, we compute
ˆ
I
eαp|wτ |
p′
dx ≥
ˆ r
−r
eτ+O(1)dx ≥ 2re
τ
C
=
1
C
,
and using that inf [−r,r]wτ →∞ as τ →∞, we conclude
lim
τ→∞
ˆ
I
h(wτ )e
αp|wτ |p′dx =∞,
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whenever h satisfies limt→∞ h(t) =∞. 
A few consequences of Theorem 1.2.2
Lemma 3.6. Let u ∈ H. Then uqepu2 ∈ L1(I) for every p, q > 0.
Proof. Since |u|q ≤ C(q)e|u|2 , it is enough to prove the case q = 0. Given ε > 0 (to be
fixed later), by Lemma 3.1 there exists v ∈ C∞c (I) such that
‖v − u‖2H < ε.
Using
u2 ≤ (v − u)2 + 2vu
we bound
epu
2 ≤ ep(v−u)2e2pvu. (3.2.12)
Using the inequality |ab| ≤ 12(a2 + b2) we have
e2puv ≤ e 1εp2‖u‖2Hv2eε(
u
‖u‖H )
2
,
and for ε small enough the right-hand side is bounded in L2(I) thanks to Theorem
1.2.2. Still by Theorem 1.2.2 we have ep(v−u)2 ∈ L2(I) if ε > 0 is small enough, hence
going back to (3.2.12) and using that v ∈ L∞(I) is now fixed, we conclude with Ho¨lder’s
inequality that epu
2 ∈ L1(I).
Lemma 3.7. For any q, p ∈ (1,+∞) the functional
Eq,p : H → R, Eq,p(u) :=
ˆ
I
|u|qepu2dx
is continuous.
Proof. Consider a sequence uk → u in H. By Lemma 3.6 (up to changing the exponents)
we have that the sequence fk := |uk|qepu2k is bounded in L2(I). Indeed, it is enough to
write uk = (uk − u) + u and use the same estimates as in (3.2.12) with u instead of v
and uk instead of u. We now claim that fk → f in L1(I). Indeed up to a subsequence
uk → u a.e., hence fk → f := |u|qepu2 a.e.
Then considering that since fk is bounded in L
2(I) we have
ˆ
{fk>L}
fk dx ≤ 1
L
ˆ
{fk>L}
f2k dx ≤
C
L
→ 0 as L→ +∞,
the claim follows at once from Lemma 3.3.
Lemma 3.8. The functional J : H → R defined in (1.4.5) is of class C∞.
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Proof. This follows easily from Lemma 3.7, since the first term on the right-hand side of
(1.4.5) is simply 12‖u‖2H , and the derivatives of the second term are continuous thanks to
Lemma 3.7. The details, at least to prove that J ∈ C1(H), are essentially as in the proof
of Lemma 2.1 of [91]. The higher-order differentials are handled in the same way since
they have a similar form, with the non-linear term e
1
2
u2 just multiplied by polynomial
terms.
The following lemma is a fractional analog of a well-known result of P-L. Lions [63].
Lemma 3.9. Consider a sequence (uk) ⊂ H with ‖uk‖H = 1 and uk ⇀ u weakly in
H, but not strongly (so that ‖u‖H < 1). Then if u 6≡ 0, epiu2k is bounded in Lp for
1 ≤ p < p˜ := (1− ‖u‖2H)−1.
Proof. We split
u2k = u
2 − 2u(u− uk) + (u− uk)2.
Then vk := e
piu2k = vvk,1vk,2, where v = e
pi|u|2 ∈ Lp(I) for all p ≥ 1 by Lemma 3.6,
vk,1 = e
−2piu(u−uk) and vk,2 = epi(u−uk)
2
.
Notice now that from
−2ppiu(u− uk) ≤ pi
(
p2
ε2
u2 + ε2(u− uk)2
)
,
we get from Lemma 3.6 and Theorem 1.2.2 that vk,1 ∈ Lq(I) for all q ≥ 1 if ε > 0 is
small enough (depending on q). But again from Theorem 1.2.2 v2,k is bounded in L
p(I)
for all p < p˜ since
‖uk − u‖2H = 1− 2〈uk, u〉+ ‖u‖2H → 1− ‖u‖2H .
Therefore by Ho¨lder’s inequality we have that vk is bounded in L
p(I) for all p < p˜.
Proof of Theorem 1.7
For a measurable function u we set |u|∗ : R → R+ to be its non-increasing symmetric
rearrangement, whose definition we shall now recall. For a measurable set A ⊂ R, we
define
A∗ = (−|A|/2, |A|/2).
The set A∗ is symmetric (with respect to 0) and |A∗| = |A|. For a non-negative measur-
able function f , such that
|{x ∈ R : f(x) > t}| <∞ for every t > 0,
we define the symmetric non-increasing rearrangement of f by
f∗(x) =
ˆ ∞
0
χ{y∈R:f(y)>t}∗(x)dt.
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Notice that f∗ is even, i.e. f∗(x) = f∗(−x) and non-increasing (on [0,∞)).
We will state here the two properties that we shall use in the proof of Theorem 1.7. The
following one is proven e.g. in [60, Section 3.3].
Proposition 3.7. Given a measurable function F : R → R and a non-negative non-
decreasing function f : R→ R it holds
ˆ
R
F (f)dx =
ˆ
R
F (f∗)dx.
The following Po´lya-Szego˝ type inequality can be found e.g. in [52] (Inequality (3.6)) or
[82].
Theorem 3.8. Let u ∈ Hs,2(R) for 0 < s < 1. Then
ˆ
R
|(−∆)s|u|∗|2dx ≤
ˆ
R
|(−∆)su|2dx.
Now given u ∈ H 12 ,2(R), from Proposition 3.7 we get
ˆ
R
(
epiu
2 − 1
)
dx =
ˆ
R
(
epi(|u|
∗)2 − 1
)
dx, ‖|u|∗‖L2 = ‖u‖L2 ,
and according to Theorem 3.13
‖|u|∗‖2
H
1
2 ,2(R)
= ‖|u|∗‖2L2(R)+
ˆ
R
|(−∆) 14 |u|∗|2dx ≤ ‖u‖2L2(R)+
ˆ
R
|(−∆) 14u|2dx = ‖u‖2
H
1
2 ,2(R)
.
Therefore in the rest of the proof of (1.3.12) we may assume that u ∈ H 12 ,2(R) is even,
non-increasing on [0,∞), and ‖u‖
H
1
2 ,2(R)
≤ 1.
We write
ˆ
R
(
epiu
2 − 1
)
dx =
ˆ
R\I
(
epiu
2 − 1
)
dx+
ˆ
I
(
epiu
2 − 1
)
dx =: (I) + (II),
where I = (−1/2, 1/2). We start by bounding (I). By monotone convergence
(I) =
∞∑
k=1
ˆ
Ic
pik
u2k
k!
dx.
Since u is even and non-increasing, for x 6= 0 we have
u2(x) ≤ 1
2|x|
ˆ |x|
−|x|
u2(y)dy ≤ ‖u‖
2
L2
2|x| , (3.2.13)
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hence for k ≥ 2 we bound
ˆ
Ic
u2kdx ≤ 21−k‖u‖2kL2(R)
ˆ ∞
1
2
1
xk
dx =
‖u‖2kL2(R)
(k − 1) .
It follows that ∞∑
k=2
ˆ
Ic
pik
u2k
k!
dx ≤
∞∑
k=2
(pi‖u‖2L2)k
k!(k − 1) .
Thus, since ‖u‖L2(R) ≤ 1 we estimate
(I) ≤ pi‖u‖2L2(R)
1 + ∞∑
k=1
(
pi‖u‖2L2(R)
)k
(k + 1)!k
 ≤ C.
We shall now bound (II). We define the function v : R→ R as follows
v(x) =
{
u(x)− u(12) if |x| ≤ 12
0 if |x| > 12 .
Then with (3.2.13) and the estimate 2a ≤ a2 + 1, we find
u2 ≤ v2 + 2vu(12) + u(12)2
≤ v2 + 2v‖u‖L2(R) + ‖u‖2L2(R)
≤ v2 + v2‖u‖2L2(R) + 1 + ‖u‖2L2(R)
≤ v2
(
1 + ‖u‖2L2(R)
)
+ 2.
(3.2.14)
Now, recalling that u is decreasing we have for x ∈ I = [−12 , 12 ]
ˆ
R
(v(x)− v(y))2
(x− y)2 dy =
ˆ
I
(u(x)− u(y))2
(x− y)2 dy +
ˆ
Ic
(u(x)− u(12))2
(x− y)2 dy
≤
ˆ
R
(u(x)− u(y))2
(x− y)2 dy.
Notice that the last integral converges for a.e. x ∈ I thanks to Proposition 3.1 and
Fubini’s theorem. Similarly for x ∈ Ic
ˆ
R
(v(x)− v(y))2
(x− y)2 dy =
ˆ
I
(u(12)− u(y))2
(x− y)2 dy
≤
ˆ
I
(u(x)− u(y))2
(x− y)2 dy
≤
ˆ
R
(u(x)− u(y))2
(x− y)2 dy.
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Integrating with respect to x we obtain
‖(−∆) 14 v‖2L2(R) =
1
C2s
ˆ
R
ˆ
R
(v(x)− v(y))2
(x− y)2 dydx
≤ 1
C2s
ˆ
R
ˆ
R
(u(x)− u(y))2
(x− y)2 dydx
= ‖(−∆) 14u‖2L2(R),
where Cs is as in Proposition 3.1 below. Thus, since ‖u‖H ≤ 1,
‖(−∆) 14 v‖2L2(R) ≤ ‖(−∆)
1
4u‖2L2(R) ≤ 1− ‖u‖2L2(R).
Therefore, if we set w = v
√
1 + ‖u‖2
L2(R), we have
‖(−∆) 14w‖2L2(R) ≤
(
1 + ‖u‖2L2(R)
)(
1− ‖u‖2L2(R)
)
≤ 1,
hence, using the Moser-Trudinger inequality on the interval I = (−1/2, 1/2) (Theorem
1.2.2), one has ˆ
I
epiw
2
dx < C,
and using (3.2.14) ˆ
I
epiu
2
dx ≤ e2pi
ˆ
I
epiw
2
dx ≤ C,
which completes the proof of (1.3.12).
It remains to prove (1.3.14). Given τ > 2 consider the function
f = fτ :=
1
2τ
√|x|χ{x∈R:r<|x|<δ}, δ := 1τ , r := 1τeτ .
Notice that ‖f‖2L2(R) = (2τ)−1. Fix a smooth even function ψ : R→ [0, 1] with ψ ≡ 1 in
[−12 , 12 ] and supp(ψ) ⊂ (−1, 1). For x ∈ R we set
u(x) = ψ(x)(F 1
4
∗ f)(x),
where F 1
4
(x) = (2pi|x|)− 12 is as in Lemma 3.4. Clearly u ≡ 0 in R \ I, and u is non-
negative and even everywhere.
In the rest of the proof s = 14 . Notice that (−∆)s(Fs ∗ f) = f . This follows easily from
Lemma 3.4 and the properties of the Fourier transform, see e.g. [60, Corollary 5.10].
Then we compute
(−∆)su = f + (−∆)s[(ψ − 1)(Fs ∗ f)] =: f + v, (3.2.15)
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and set g(x, y) = (ψ− 1)(x)Fs(x− y). Notice that g is smooth in R× (−12 , 12). We write
v(x) = (−∆)s
ˆ
R
g(x, y)f(y)dy
=
ˆ
{r<|y|<δ}
(−∆x)sg(x, y)f(y)dy,
where we used Proposition 3.6 and Fubini’s theorem. With Jensen’s inequality
‖v‖2L2(R) =
ˆ
R
∣∣∣∣∣
ˆ
{r<|y|<δ}
(−∆x)sg(x, y)f(y)dy
∣∣∣∣∣
2
dx
≤ 2(δ − r)
ˆ
{r<|y|<δ}
f(y)2
ˆ
R
|(−∆x)sg(x, y)|2 dxdy
≤ 2δ‖f‖2L2(R) sup|y|∈[r,δ]
ˆ
R
|(−∆x)sg(x, y)|2 dx
≤ C(δτ−1) = O(τ−2),
(3.2.16)
where we used that
sup
|y|∈[r,δ]
ˆ
R
|(−∆x)sg(x, y)|2 dx <∞.
This in turn can be seen noticing that (−∆x)sg(x, y) is smooth, hence bounded on
[−R,R]× [r, δ] for every R, and for |x| large and r ≤ |y| ≤ δ, using Proposition 3.6
(−∆x)sg(x, y) = Cs
ˆ
R
−Fs(x− y)− (ψ(z)− 1)Fs(z − y)
|z − x|1+2s dz
= Cs
ˆ 1
−1
−ψ(z)Fs(z − y)
|z − x|1+2s dz − (−∆)
sFs(x− y)
= O(|x|−1−2s) uniformly for |y| ≤ 1
2
,
where we also used that (−∆)sFs = 0 away from the origin, see Lemma 3.4. Actually,
with the same estimates we get
ˆ δ
−δ
|v|2dx ≤ 2(δ − r)‖f‖2L2(R)
ˆ δ
−δ
sup
(x,y)∈[−δ,δ]2
|(−∆x)sg(x, y)|2 dx
≤ Cδ2‖f‖2L2(R) = O(τ−3).
Therefore, using Ho¨lder’s inequality and that supp(f) ⊂ [−δ, δ] we get
‖(−∆)su‖2L2(R) = ‖f‖2L2 + ‖v‖2L2 + 2
ˆ δ
−δ
fvdx =
1
2τ
+O(τ−2), as τ →∞. (3.2.17)
We now estimate u. For 0 < x < r, with the change of variable y˜ =
√
y
x we have
92 3. Fractional Moser-Trudinger type inequalities in dimension one
u(x) =
1
2τ
√
2pi
ˆ δ
r
(
1√
(y − x)y +
1√
(y + x)y
)
dy
=
1
τ
√
2pi
ˆ √ δ
x
√
r
x
(
1√
y˜2 − 1 +
1√
y˜2 + 1
)
dy˜
=
1
τ
√
2pi
log(√y˜2 − 1 + y˜)∣∣∣∣
√
δ
x
√
r
x
+ log(
√
y˜2 + 1 + y˜)
∣∣∣∣
√
δ
x
√
r
x

=
1√
2pi
+O(τ−1),
with |τO(τ−1)| ≤ C as τ →∞ with C independent of x ∈ [0, r].
Similarly for r < x < δ we write
u(x) ≤ 1
τ
√
2pi
[ˆ x
r
dy√
(x− y)y +
ˆ δ
x
dy√
(x− y)y
]
=
2
τ
√
2pi
[ˆ 1
√
r
x
dy˜√
1− y˜2 + log(
√
y˜2 − 1 + y˜)
∣∣∣√ δx
1
]
=
1
τ
√
2pi
[
log
(
δ
x
)
+O(1)
]
,
since
´ 1
0
dy˜√
1−y˜2 <∞. Here |O(1)| ≤ C as τ →∞ with C independent of x ∈ (r, δ).
When δ < x < 1 similar to the previous computation, and recalling that 0 ≤ ψ ≤ 1,
u(x) ≤ 1
τ
√
2pi
ˆ δ
r
dy√
(x− y)y =
2
τ
√
2pi
ˆ √ δ
x
√
r
x
dy˜√
1− y˜2 ≤
2
τ
√
2pi
ˆ 1
0
dy˜√
1− y˜2 = O(τ
−1),
with |τO(τ−1)| ≤ C as τ →∞ with C independent of x ∈ (0, 1). Thus
u(x) = 1√
2pi
+O(τ−1) for 0 < x < r
u(x) ≤ 2
τ
√
2pi
log
(
δ
x
)
+O(τ−1) for r < x < δ
u(x) = O(τ−1) for δ < x < 1.
(3.2.18)
Of course the same bounds hold for x < 0 since u is even.
We now want to estimate ‖u‖2L2(R). We have
ˆ r
0
u2dx = r
(
1
2pi
+O(τ−1)
)
= O(τ−2).
For x ∈ [r, δ] we have from (3.2.18)
u(x)2 ≤ C
τ2
(
log2
(
δ
x
)
+ log
(
δ
x
)
+ 1
)
≤ 2C
τ2
(
log2
(
δ
x
)
+ 1
)
.
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Then, since
ˆ δ
r
log2
(
δ
x
)
dx = x
(
log2
(
δ
x
)
+ 2 log
(
δ
x
)
+ 2
) ∣∣∣∣δ
r
≤ 2δ = O(τ−1),
we bound ˆ δ
r
u2dx = O(τ−3).
Finally, still using (3.2.18), ˆ 1
δ
u2dx = O(τ−2).
Also considering (3.2.17), we conclude
‖u‖2L2(R) = 2‖u‖2L2([0,1]) = O(τ−2), ‖u‖2H 12 ,2(R) =
1
2τ
+O(τ−2). (3.2.19)
Setting wτ := u‖u‖−1
H
1
2 ,2(R)
, and using (3.2.18) and (3.2.19), we conclude
ˆ r
−r
|wτ |2
(
epiw
2
τ − 1
)
dx ≥
ˆ r
−r
(
τ +O(1)
pi
)(
eτ+O(1) − 1
)
dx ≥ rτe
τ
C
=
1
C
,
therefore
lim
τ→∞
ˆ
R
h(wτ )
(
epiw
2
τ − 1
)
dx ≥
ˆ r
−r
h(wτ )
(
epiw
2
τ − 1
)
dx→∞
as τ →∞, for any h satisfying (1.3.13). 
A fractional Moser-Trudinger inequality in Sobolev-Slobodeckij spaces
We start by proving the validity of the Moser-Trudinger inequality (1.3.17). The result
for n ≥ 2 is proved in [81] and the proof in the one dimensional case, which we report
here for the sake of completeness, follows by a mild adaptation of the techniques in [81].
Proof of Theorem 1.8
Thanks to [83, Theorem 9.1], using Sobolev embeddings and Ho¨lder’s inequality we have
that there exists a constant C > 0 independent of u such that for any u ∈ W˜ s,p0 (I)
||u||Lq(R) ≤ C[u]W s,p(R)q1−s (3.2.20)
for any q > 1. For [u]W s,p(R) ≤ 1 we write
ˆ
I
eβ|u|
1
1−s
dx =
∞∑
k=0
ˆ
I
βk
k!
|u| k1−s dx ≤
∞∑
k=0
1
k!
(
C
1− sβk
)k
, (3.2.21)
94 3. Fractional Moser-Trudinger type inequalities in dimension one
where in the last inequality we used (3.2.20). Thanks to Stirling’s formula
k! =
√
2pik
(
k
e
)k (
1 +O(
1
k
)
)
(3.2.22)
the series in (3.2.21) converges for small β and we recover a bound (uniform w.r.t. u)
for ˆ
I
eβ|u|
1
1−s
dx,
yielding (1.3.17).
As a direct consequence of (1.3.17), using the density of C∞c (I) in W˜
s,p
0 (I), we have the
following corollary (see [81, Proposition 3.2]).
Corollary 3.9. If u ∈ W˜ s,p0 (I), for every β > 0 it holds
ˆ
I
eβ|u|
1
1−s
dx <∞.
We now give a useful result on the Gagliardo seminorm of radially symmetric functions
(see [81, Proposition 4.3]), which will turn out to be useful later on.
Proposition 3.10. Let u ∈W s,p(R) be radially symmetric and let sp = 1. Then
[u]W s,p(R) =
ˆ
R
ˆ
R
|u(x)− u(y)|p
|x− y|2 dx dy = 4
ˆ +∞
0
ˆ +∞
0
|u(x)− u(y)|p x
2 + y2
(x2 − y2)2 dx dy
(3.2.23)
Proof. The proof will follow from a direct computation. We split
ˆ
R
ˆ
R
|u(x)− u(y)|p
|x− y|2 dx dy
=
ˆ +∞
0
ˆ +∞
0
|u(x)− u(y)|p
|x− y|2 dx dy +
ˆ 0
−∞
ˆ 0
−∞
|u(x)− u(y)|p
|x− y|2 dx dy
+
ˆ +∞
0
ˆ 0
−∞
|u(x)− u(y)|p
|x− y|2 dx dy +
ˆ 0
−∞
ˆ +∞
0
|u(x)− u(y)|p
|x− y|2 dx dy.
Using a straightforward change of variable and the symmetry of u, we obtain the claim.
To give an upper bound for the optimal exponent β¯ such that the supremum in (1.3.17)
is finite for β ∈ [0, β¯), we define the family of functions
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uε(x) :=

| log ε|1−s if |x| ≤ ε
| log |x||
| log ε|s if ε < |x| < 1
0 if |x| ≥ 1.
(3.2.24)
Notice that the restrictions of uε to I belong to W˜
s,p
0 (I).
Proposition 3.11. Let sp = 1 and (uε) ⊂ W˜ s,p0 (I) be the family of functions defined in
(3.2.24). Then
lim
ε→0
[uε]
p
W s,p(R) = γs := 8 Γ(p+ 1)
∞∑
k=0
1
(1 + 2k)p
. (3.2.25)
Proof. We will follow the proof in [81]. Define
I(ε) :=
ˆ
R
ˆ
R
|uε(x)− uε(y)|p
|x− y|2 dx dy. (3.2.26)
Using Proposition 3.10 and (3.2.24) we see that I(ε) can be decomposed as
I(ε) = I1(ε) + I2(ε) + I3(ε) + I4(ε),
where
I1(ε) =
8
| log ε|
ˆ 1
ε
ˆ ε
0
| log x− log ε|p x
2 + y2
(x2 − y2)2 dx dy,
I2(ε) =
4
| log ε|
ˆ 1
ε
ˆ 1
ε
| log x− log y|p x
2 + y2
(x2 − y2)2 dx dy,
I3(ε) = 8| log ε|p−1
ˆ +∞
1
ˆ ε
0
x2 + y2
(x2 − y2)2 dx dy,
I4(ε) =
8
| log ε|
ˆ 1
ε
ˆ +∞
1
| log x|p x
2 + y2
(x2 − y2)2 dx dy.
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With an integration by parts, it is easy to check that limε→0 Ii(ε) = 0 for i = 1, 3, 4. As
for I2(ε), integrating by parts after a change of variables we have
I2(ε) =
4
| log ε|
{
log y
(ˆ 1
y
ε
y
| log x|p x
2 + 1
(x2 − 1)2 dx
)}∣∣∣∣∣
y=1
y=ε
+
4
| log ε|
ˆ 1
ε
log y
y2
| log 1
y
|p
1
y2
+ 1(
1
y2
− 1
)2 dy
− 4ε| log ε|
ˆ 1
ε
log y
y2
| log ε
y
|p
(
ε
y
)2
+ 1((
ε
y
)2 − 1)2 dy.
A direct computation for the first term gives
4
| log ε|
{
log y
(ˆ 1
y
ε
y
| log x|p x
2 + 1
(x2 − 1)2 dx
)}∣∣∣∣∣
y=1
y=ε
= 4
ˆ 1
ε
1
| log x|p x
2 + 1
(x2 − 1)2 dx,
which converges to
4
ˆ +∞
1
| log x|p x
2 + 1
(x2 − 1)2 dx,
as ε→ 0. Moreover, since
ˆ 1
0
log y
y2
| log 1
y
|p
1
y2
+ 1(
1
y2
− 1
)2 dy < +∞
the second term in the sum converges to 0 as ε→ 0.
After setting εy = x, for the last term in the sum we have
− 4ε| log ε|
ˆ 1
ε
log y
y2
| log ε
y
|p
(
ε
y
)2
+ 1((
ε
y
)2 − 1)2 dy
= − 4| log ε|
ˆ 1
ε
log
( ε
x
)
| log x|p x
2 + 1
(x2 − 1)2 dx
= 4
ˆ 1
ε
| log x|p x
2 + 1
(x2 − 1)2 dx−
4
| log ε|
ˆ 1
ε
| log x|p+1 x
2 + 1
(x2 − 1)2 dx
which converges to
4
ˆ 1
0
| log x|p x
2 + 1
(x2 − 1)2 dx = 4
ˆ +∞
1
| log x|p x
2 + 1
(x2 − 1)2 dx
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as ε→ 0. Summing up, we have
lim
ε→0
[uε]
p
W s,p(R) = limε→0
I2(ε) = 8
ˆ +∞
1
| log x|p x
2 + 1
(x2 − 1)2 dx. (3.2.27)
Integrating by parts we obtain
ˆ +∞
1
| log x|p x
2 + 1
(x2 − 1)2 dx = p
ˆ +∞
1
| log x|p−1
x2 − 1 dx
= p
ˆ 1
0
| log t|p−1
1− t2 dt,
where we set t = 1x . Recall now
1
1− x2 =
∞∑
k=0
x2k,
ˆ 1
0
| log x|p−1x2k dx = Γ(p)
(1 + 2k)p
, (3.2.28)
where Γ(·) is the Euler Gamma function. Thanks to (3.2.28) we write
ˆ 1
0
| log t|p−1
1− t2 dt =
∞∑
k=0
ˆ 1
0
| log t|p−1t2k dt = Γ(p)
∞∑
k=0
1
(1 + 2k)p
, (3.2.29)
proving (3.2.25).
The upper bound for the optimal exponent follows directly from Proposition 3.11.
Proposition 3.12. Let sp = 1. There exists β∗ := γ
s
1−s
s such that
sup
u∈W˜ s,p0 (I),[u]Ws,p(R)≤1
ˆ
I
eβ|u|
1
1−s
dx = +∞ for β ∈ (β∗,+∞).
Proof. Let uε be the family of functions in W˜
s,p
0 (I) defined in (3.2.24). Thanks to
Proposition 3.11 we have that [uε]W s,p(R) → (γs)
1
p as ε→ 0. Fix β > γ
s
1−s
s . For ε small
enough, there exists b > 0 such that β[uε]
− 1
1−s ≥ b > 1. If we set vε := uε[uε] we have
ˆ
I
eβ|vε|
1
1−s
dx ≥
ˆ ε
−ε
eβ|vε|
1
1−s
dx ≥
ˆ ε
−ε
e−b log ε dx = 2ε1−b → +∞
as ε→ 0, since b > 1.
Proof of Theorem 1.9
We shall adapt a technique by Ruf [88] to our setting.
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For a measurable function u we set |u|∗ : R → R+ to be its non-increasing symmetric
rearrangement, as it is defined in Section 3.2.
The following Po´lya-Szego˝ type inequality can be found e.g. in [7, Theorem 9.2].
Theorem 3.13. Let 0 < s < 1 and u ∈W s,p(R). Then
[|u|∗]s,pW (R) ≤ [u]s,pW (R).
Now given u ∈W s,p(R), from Proposition 3.7 we get
ˆ
R
Φ(β(|u|) 11−s ) dx =
ˆ
R
Φ(β(|u|∗) 11−s ) dx, ‖|u|∗‖Lp = ‖u‖Lp ,
and according to Theorem 3.13
‖|u|∗‖pW s,p(R) = ‖|u|∗‖pLp(R) + [|u|∗]pW s,p(R) ≤ ‖u‖pLp(R) + [u]pW s,p(R) = ‖u‖pW s,p(R).
Therefore in the rest of the proof of (1.3.19) we may assume that u ∈ W s,p(R) is even,
non-increasing on [0,∞), and ‖u‖W s,p(R) ≤ 1. We will use a technique by Ruf [88] (see
also [50]) and write
ˆ
R
Φ(β(|u|) 11−s ) dx
=
ˆ
Ic
Φ(β(|u|) 11−s ) dx+
ˆ
I
Φ(β(|u|) 11−s ) dx
= : (I) + (II),
where I = (−r0, r0), with r0 > 0 to be chosen. Notice that since u is even and non-
increasing, for x 6= 0 and p > 1, we have
|u(x)|p ≤ 1
2|x|
ˆ |x|
−|x|
|u(y)|p dy ≤ ‖u‖
p
Lp
2|x| . (3.2.30)
We start by bounding (I). We observe that for r0 >> 1, we have |u(x)| ≤ 1 on Ic and
hence
|u|
pdp−1e
p−1 ≤ |u|p on Ic,
since pdp−1ep−1 ≥ p. For k > p− 1 we bound
ˆ
Ic
(|u|p) kp−1 dx ≤
ˆ
Ic
(‖u‖pLp
2|x|
) k
p−1
=
‖u‖
pk
p−1
Lp r
1− k
p−1
0 (p− 1)
2
k
p−1 (k + 1− p)
.
Hence
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(I) =
∞∑
k=dp−1e
ˆ
Ic
βk
k!
|u| kpp−1 dx
=
βdp−1e
dp− 1e!
ˆ
Ic
|u|
pdp−1e
p−1 dx+
∞∑
k=dpe
ˆ
Ic
βk
|u| kpp−1
k!
dx
≤ C(β, p)‖u‖pLp + r0(p− 1)
∞∑
k=dpe
βk
(‖u‖pLp) kp−1
k!(k + 1− p)(2r0)
k
p−1
≤ C(β, p)‖u‖pLp + C
∞∑
k=dpe
(
β
(2r0)p−1
)k 1
k!(k + 1− p) ≤ C.
As for (II), define v ∈ W˜ s,p0 (I) as follows
v(x) =
u(x)− u(r0) |x| ≤ r00 |x| > r0.
Let x ∈ I. We compute using the monotonicity of u
ˆ ∞
0
|v(x)− v(y)|p x
2 + y2
(x2 − y2)2 dy ≤
ˆ ∞
0
|u(x)− u(y)|p x
2 + y2
(x2 − y2)2 dy. (3.2.31)
Let x ∈ Ic. We have
ˆ ∞
0
|v(x)− v(y)|p x
2 + y2
(x2 − y2)2 dy
=
ˆ
I
|u(r0)− u(y)|p x
2 + y2
(x2 − y2)2 dy
≤
ˆ
I
|u(x)− u(y)|p x
2 + y2
(x2 − y2)2 dy.
(3.2.32)
Combining (3.2.31), (3.2.32) and integrating in x, we get
[v]p ≤ [u]p. (3.2.33)
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Using the definition of v and the inequality (a+b)σ ≤ aσ+σ2σ−1(aσ−1b+bσ) for a, b ≥ 0
and σ ≥ 1, we have
u
1
1−s ≤ v 11−s + 1
1− s2
s
1−s (v
s
1−su(r0) + u(r0)
1
1−s )
≤ v 11−s
(
1 +
2
2s−1
1−s
pr0(1− s) ||u||
p
p
)
+ 2
s
1−s +
2
s
1−s
1− sr0
= v
1
1−s
(
1 +
2
2s−1
1−s
pr0(1− s) ||u||
p
p
)
+ C(r0).
(3.2.34)
This implies
u(x) ≤ v(x)
(
1 +
2
2s−1
1−s
pr0(1− s) ||u||
p
p
)1−s
+ C1−s(r0)
:= w(x) + C1−s(r0).
From (3.2.33) and the definition of w, we get
[w]p = [v]p
(
1 +
2
2s−1
1−s
pr0(1− s) ||u||
p
p
) 1−s
s
≤ (1− ||u||pp)
(
1 +
2
2s−1
1−s
pr0(1− s) ||u||
p
p
) 1−s
s
(3.2.35)
Consider now the function f(t) = (1− t)(1 + τt)σ, where τ := 2
2s−1
1−s
pr0(1−s) and σ =
1−s
s > 0.
We compute
f ′(t) = (1 + τt)σ−1 (τt(−σ − 1) + τσ − 1) (3.2.36)
which vanishes for t1 = − 1τ < 0 and t2 = τσ−1τ(σ+1) . We choose now r0 > 2
2s−1
1−s so that
t2 < 0. This implies that f is decreasing in (0, 1) and since f(0) = 1 we have that
f(t) < 1 for t ∈ (0, 1), which implies
[w]p ≤ 1. (3.2.37)
We can apply now Proposition 1.8 on the interval I = (−r0, r0) to get that there exists
β∗ > 0 such that ˆ
I
eβ∗w
p′
dx ≤ C (3.2.38)
and using (3.2.34) we get
ˆ
I
eβ∗u
1
1−s
dx ≤ C
ˆ
I
eβ∗w
1
1−s
dx ≤ C, (3.2.39)
concluding the proof of (1.3.19).
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To prove the second part of the claim one can argue as in the previous section, using
the sequence of functions uε defined in (3.2.24) and taking into account that now the
norm we are working with is the full W s,p-norm. Indeed we have
‖uε‖pLp =
ˆ
R
|uε|p dx =
ˆ
|x|≤ε
(| log ε|p−sp) dx+ ˆ
ε<|x|<1
| log x|
| log ε|sp dx = O(| log ε|
−1).
(3.2.40)
Hence from (3.2.25), it follows that
lim
ε→0
‖uε‖pW s,p(R) = γs. (3.2.41)
Choose M > 0 large enough so that
Φ(t) ≥ 1
2
et, t ≥M.
Then one has
ˆ
R
Φ
(
γss
uε
‖uε‖W s,p(R)
1
1−s
)
dx ≥
ˆ
uε≥M
Φ
(
γss
uε
‖uε‖W s,p(R)
1
1−s
)
dx
≥ 1
2
ˆ ε
−ε
e
(
γss
uε
‖uε‖Ws,p(R)
) 1
1−s
dx.
(3.2.42)
for ε small enough. Now, thanks to (3.2.41), one can argue as in the proof of Proposition
3.12 to conclude the proof of Theorem 1.9.
Proof of Theorem 1.10
We will start by proving (1.3.20) since the proof of (1.3.21) will follow adapting the
reasoning of the previous section.
Let uε be as in (3.2.24). To prove (1.3.20) it is enough to show that there exists a
constant δ > 0 such that ˆ ε
−ε
e
β∗
(
uε
[uε]
) 1
1−s
dx ≥ δ.
Indeed, uε → +∞ uniformly for |x| < ε as ε→ 0 and we have
sup
u∈W˜ s,p0 (I),[u]Ws,p(R)≤1
ˆ
I
f(|u|)eβ∗
( |u|
[u]
) 1
1−s
dx ≥ inf
|x|<ε
f(|uε|)
ˆ ε
−ε
e
β∗
( |uε|
[uε]
) 1
1−s
dx.
From Proposition 3.11, it follows that
lim
ε→0
[uε]
γss
= 1 (3.2.43)
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and in particular
lim
ε→0
[uε]
p = 8
ˆ +∞
1
| log x|p x
2 + 1
(x2 − 1)2 dx = γs.
We compute
lim
ε→0
log
1
ε
([uε]
p − γs) = 8 lim
ε→0
log
1
ε
ˆ +∞
1
ε
| log x|p x
2 + 1
(x2 − 1)2 dx = 0. (3.2.44)
Then we can write
[uε]
p
γs
≤ 1 + (C log 1
ε
)−1 (3.2.45)
and in particular, recalling
lim
t→+∞
t
(1 + Ct )
1
1−s
− t = − 1
1− s,
we have
ˆ ε
−ε
e
γ
s
1−s
s
( |uε|
[uε]
) 1
1−s
dx =
ˆ ε
−ε
e
(
γss
[uε]
) 1
1−s |uε|
1
1−s
dx
≥
ˆ ε
−ε
e
log 1ε
(1+C(log 1ε )
−1)
1
1−s dx
= 2εe
log 1ε
(1+C(log 1ε )
−1)
1
1−s → e− 11−s
(3.2.46)
as ε→ 0. Therefore ˆ
I
e
γ
s
1−s
s
( |uε|
[uε]
) 1
1−s
dx ≥ δ (3.2.47)
for some δ > 0, proving (1.3.20). We shall now prove (1.3.21). From (3.2.40) and (3.2.44)
it follows that
‖uε‖pW s,p(R)
γs
≤ 1 +O(| log ε|−1). (3.2.48)
Now using (3.2.42) and arguing as in (3.2.46) and (3.2.47), we conclude the proof.
3.3 Palais-Smale condition and critical points
In this section we will prove Theorem 1.11. As we already pointed out the main idea
of the proof is to construct a sequence (uk) which is almost of Palais-Smale type for
J . Then a modified version of Proposition 1.12 is used, namely Lemma 3.10 below. In
order to do so, it is crucial to show that c¯ < pi (Lemma 3.13 below) and this will follow
from (1.3.9) with p = 2 and h(t) = |t|2.
Proof of Proposition 1.12
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For the proof of Proposition 1.12 we will closely follow [3]. Set
Q(u) := J(u)− 1
2
〈J ′(u), u〉 = λ
ˆ
I
((
u2
2
− 1
)
e
1
2
u2 + 1
)
dx. (3.3.1)
Remark 3.3. Notice that the integrand on the right-hand side of (3.3.1) is strictly
convex and has a minimum at u = 0; in particular
0 = Q(0) < Q(u) for every u ∈ H \ {0}. (3.3.2)
Furthermore by Lemma 1.2.3 the functional Q is continuous on H and by convexity Q
is also weakly lower semi-continuous.
Let us also notice that
λ
ˆ
I
u2e
1
2
u2 dx = λ
ˆ
{|u|≤4}
u2e
1
2
u2 dx+ λ
ˆ
{|u|>4}
u2e
1
2
u2 dx
≤ C + λ
ˆ
{|u>4|}
u2e
1
2
u2 dx ≤ C + C˜Q(u)
and hence we have
λ
ˆ
I
u2e
1
2
u2dx ≤ C(1 +Q(u)) for every u ∈ H. (3.3.3)
We consider a Palais-Smale sequence (uk)k≥0 with J(uk)→ c. From (1.4.7) we get
〈J ′(uk), uk〉 = o(1)‖uk‖H as k →∞,
and
Q(uk) = J(uk)− 1
2
〈J ′(uk), uk〉 = c+ o(1) + o(1)‖uk‖H . (3.3.4)
Then with (3.3.3) we have
λ
ˆ
I
u2ke
1
2
u2kdx ≤ C (1 + ‖uk‖H) ,
hence, using that Q(uk) ≥ 0
λ
ˆ
I
(
e
1
2
u2k − 1
)
dx ≤ C (1 + ‖uk‖H) ,
so that
J(uk) ≥ 1
2
‖uk‖2H − C(1 + ‖uk‖H).
This and the boundedness of (J(uk))k≥0 yield that the sequence (uk)k≥0 is bounded
in H, hence we can extracts a weakly converging subsequence uk ⇀ u˜ in H. By the
compactness of the embedding H ↪→ L2 (see e.g. [34, Theorem 7.1], which we can
apply thanks to [34, Proposition 3.6], see Proposition 3.1), up to extracting a further
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subsequence we can assume that uk → u˜ almost everywhere. To complete the proof of
the theorem it remains to show that, up to extracting a further subsequence, uk → u˜
strongly in H.
By Remark 3.3 we have
0 ≤ Q(u˜) ≤ lim inf
k→∞
Q(uk) = lim inf
k→∞
(
J(uk)− 1
2
〈J ′(uk), uk〉
)
= c (3.3.5)
Thus necessarily c ≥ 0. In other words the Palais-Smale condition is vacantly true when
c < 0 because no sequence can satisfy (1.4.7).
Clearly (3.3.5) implies Q(uk)→ Q(u˜) = 0. We now claim that
upke
1
2
u2k → u˜pe 12 u˜2 in L1(I) for 0 ≤ p < 2. (3.3.6)
Indeed, up to extracting a further subsequence, from (3.3.3) and (3.3.5) we get
ˆ
{|uk|>L}
upke
1
2
u2kdx ≤ 1
L2−p
ˆ
{|uk|>L}
u2ke
1
2
u2kdx = O
(
1
L2−p
)
,
and (3.3.6) follows from Lemma 3.3.
Let us now consider the case c = 0. Since Q(u˜) = 0, hence u˜ ≡ 0, with (3.3.6) we get
lim
k→∞
‖uk‖2H = 2 lim
k→∞
(
J(uk) + λ
ˆ
I
(
e
1
2
u2k − 1
)
dx
)
= 2λ
ˆ
I
(
e
1
2
u˜2 − 1
)
dx = 0,
(3.3.7)
so that uk → 0 is H and the Palais-Smale condition holds in the case c = 0 as well.
The last case is when c ∈ (0, pi). We will need the following result which is analogue to
Lemma 3.3 in [3].
Lemma 3.10. Consider a bounded sequence (uk) ⊂ H such that uk converges weakly
and almost everywhere to a function u ∈ H. Further assume that:
1. there exists c ∈ (0, pi] such that J(uk)→ c;
2. ‖u‖2H ≥ λ
´
I u
2e
1
2
u2dx;
3. supk
´
I u
2
ke
1
2
u2kdx <∞;
4. either u 6≡ 0 or c < pi.
Then
lim
k→∞
ˆ
I
u2ke
1
2
u2kdx =
ˆ
I
u2e
1
2
u2dx.
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Proof. We assume u 6≡ 0 (if u ≡ 0 and c < pi the existence of ε > 0 in (3.3.8) below is
obvious). We then have Q(u) > 0. On the other hand from assumption 2 we get
J(u) =
1
2
‖u‖2H +Q(u)−
λ
2
ˆ
I
u2e
1
2
u2dx ≥ Q(u) > 0.
We also know from the weak convergence of uk to u inH, the weakly lower semicontinuity
of the norm and (3.3.6) that
J(u) ≤ lim
k→∞
J(uk) = c,
where the inequality is strict, unless uk → u strongly in H (in which case the proof is
complete). Then one can choose ε > 0 so that
1 + 2ε
pi
<
1
c− J(u) . (3.3.8)
Notice now that if we set β = λ
´
I
(
e
1
2
u2 − 1
)
dx, then
lim
k→∞
‖uk‖2H = 2c+ 2β.
Then multiplying (3.3.8) by 12‖uk‖2H we have for k large enough
1 + ε
2pi
‖uk‖2H ≤ p˜ :=
1 + 2ε
2pi
lim
k→∞
‖uk‖2H <
c+ β
c− J(u) =
(
1− ‖u‖
2
H
2(c+ β)
)−1
.
By Lemma 3.9 applied to vk :=
uk
‖uk‖H , we get that the sequence e
p˜piv2k is bounded in
L1(I), hence e
(1+ε)
2
u2k is bounded in L1.
Now we have that
ˆ
{|uk|>K}
u2ke
1
2
u2kdx =
ˆ
{|uk|>K}
(
u2ke
− ε
2
u2k
)
e
1+ε
2
u2kdx
≤ o(1)
ˆ
{|uk|>K}
e
1+ε
2
u2kdx
with o(1)→ 0 as K →∞, and we conclude with Lemma 3.3.
We now claim
‖u˜‖2H = λ
ˆ
I
u˜2e
1
2
u˜2dx. (3.3.9)
First we show that u˜ 6≡ 0. So for the sake of contradiction, we assume that u˜ ≡ 0. By
Lemma 3.10
lim
k→∞
ˆ
I
u2ke
1
2
u2kdx = 0.
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Therefore, also using (3.3.6), we obtain limk→∞Q(uk) = 0. It follows that
0 < c = lim
k→∞
J(uk) = lim
k→∞
(
Q(uk) +
1
2
〈J ′(uk), uk〉
)
= 0,
contradiction, hence u˜ 6≡ 0.
Fix now ϕ ∈ C∞0 (I)∩H. We have 〈J ′(uk), ϕ〉 → 0 as k →∞, since (uk) is a Palais-Smale
sequence. But, by weak convergence we have that
(uk, ϕ)H → (u˜, ϕ)H .
Now (3.3.6) implies
ˆ
I
ϕuke
1
2
u2kdx→
ˆ
I
ϕu˜e
1
2
u˜2dx, for every ϕ ∈ C∞0 (I).
Thus we have
(u˜, ϕ)H = λ
ˆ
I
ϕu˜e
1
2
u˜2dx.
By density and the fact that u˜e
1
2
u˜2 ∈ Lp for all p ≥ 1, we have that
(u˜, u˜)H = λ
ˆ
I
u˜2e
1
2
u˜2dx,
hence (3.3.9) is proven. Therefore, we are under the assumptions of Lemma 3.10, which
yields
‖u˜‖2H ≤ lim inf
k→∞
‖uk‖2H
= 2 lim inf
k→∞
[
J(uk) + λ
ˆ
I
(
e
1
2
u2k − 1
)
dx
]
= 2 lim inf
k→∞
[
λ
2
ˆ
I
u2ke
1
2
u2kdx+
1
2
〈J ′(uk), uk〉
]
= λ
ˆ
I
u˜2e
1
2
u˜2dx
= ‖u˜‖2H .
(3.3.10)
By Hilbert space theory the convergence of the norms implies that uk → u˜ strongly in
H, and the Palais-Smale condition is proven.
Proof of Theorem 1.11
We start by proving the last claim of Theorem 1.11.
Proposition 3.14. Let u be a non-negative non-trivial solution to (1.4.4) for some
λ ∈ R. Then 0 < λ < λ1(I).
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Proof. Let ϕ1 ≥ 0 be as in Lemma 3.2. Then using ϕ1 as a test function in (1.4.4)
(compare to (1.4.6)) yields
λ1(I)
ˆ
I
uϕ1dx = λ
ˆ
I
uϕ1e
1
2
|u|2dx > λ
ˆ
I
uϕ1dx.
Hence λ < λ1. Using u as test function in (1.4.4) gives at once λ > 0.
The rest of the section is devoted to the proof of the existence part of Theorem 1.11.
Define the Nehari manifold
N(J) :=
{
u ∈ H \ {0}; 〈J ′(u), u〉 = 0} .
Since, according to (3.3.1)-(3.3.2), J(u) = Q(u) > 0 for u ∈ N(J), we have
a(J) := inf
u∈N(J)
J(u) ≥ 0.
Lemma 3.11. We have a(J) > 0.
Proof. Assume that a(J) = 0, then there exists a sequence (uk) ⊂ N(J) such that
J(uk) = Q(uk)→ 0 as k →∞,
From (3.3.3) we infer
sup
k≥0
ˆ
I
u2ke
1
2
u2kdx <∞, (3.3.11)
which, again using the fact that uk ∈ N(J), implies that ‖uk‖H is bounded. Thus, up to
extracting a subsequence, we have that uk weakly converges to a function u ∈ H. From
the weak lower semicontinuity of Q we then get
0 ≤ Q(u) ≤ lim inf
k→∞
Q(uk) = 0,
thus J(u) = Q(u) = 0 and (3.3.2) implies u ≡ 0. On the other hand, we have from
(3.3.7) with u˜ replaced by u (which holds with the same proof thanks to (3.3.11))
lim
k→∞
‖uk‖2H = 2 lim
k→∞
{
J(uk) + λ
ˆ
I
(
e
1
2
u2k − 1
)
dx
}
= 0, (3.3.12)
therefore we have strong convergence of uk to 0.
Now, if we let vk =
uk
‖uk‖H and up to a subsequence we assume vk → v weakly in H and
almost everywhere, we have
1 = ‖vk‖2H = lim
k→∞
λ
ˆ
I
e
1
2
u2kv2kdx = λ
ˆ
I
v2dx < λ1
ˆ
I
v2dx ≤ 1, (3.3.13)
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where the third equality is justified as follows: From the Sobolev imbedding vk → v in all
Lp(I) for every p ∈ [1,∞), while from (3.3.12) and Theorem 1.2.2 we have that for every
q ∈ [1,∞) the sequence (e 12u2k) is bounded in Lq(I), hence from Ho¨lder’s inequality
we have the desired limit. The last inequality in (3.3.13) follows from the Poincare´
inequality, see (1.4.2).
Clearly (3.3.13) is a contradiction, hence a(J) > 0.
Lemma 3.12. For every u ∈ H \ {0} there exists a unique t = t(u) > 0 such that
tu ∈ N(J). Moreover, if
‖u‖2H ≤ λ
ˆ
I
u2e
1
2
u2dx, (3.3.14)
then t(u) ≤ 1 and t(u) = 1 if and only if u ∈ N(J).
Proof. Fix u ∈ H \ {0} and for t ∈ (0,∞) define the function
f(t) = t2
(
‖u‖2H − λ
ˆ
I
u2e
1
2
t2u2dx
)
,
which can also be written as
f(t) = t2
(
‖u‖2H − λ
ˆ
I
u2dx
)
− t2λ
ˆ
I
u2
(
e
1
2
t2u2 − 1
)
dx.
Notice that tu ∈ N(J) if and only if f(t) = 0.
From the inequality
u2
(
e
1
2
t2u2 − 1
)
≥ 1
2
t2u4
we infer
f(t) ≤ t2
(
‖u‖2H − λ
ˆ
I
u2dx
)
− 1
2
t4λ
ˆ
I
u4dx,
hence
lim
t→+∞ f(t) = −∞.
Now notice that the function t 7→
(
e
1
2
t2u2 − 1
)
is monotone increasing on (0,∞), and
by Lemma 3.6 we have
(
e
1
2
u2 − 1
)
∈ Lp(I) for all p ∈ [1,∞), so that
u2
(
e
1
2
u2 − 1
)
∈ L1(I).
Then by the dominated convergence theorem we get
lim
t→0
ˆ
I
u2
(
e
1
2
t2u2 − 1
)
dx = 0.
So one has
f(t) = t2
(
‖u‖2H − λ
ˆ
I
u2dx
)
+ o(t2) as t→ 0.
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Hence, f(t) > 0 for t small, since for λ < λ1(I)
‖u‖2H − λ
ˆ
I
u2dx > 0
(compare the proof of Lemma 3.2). Therefore there exists t = t(u) such that f(t) = 0,
i.e. tu ∈ N(J). The uniqueness of such t follows noticing that the function
t 7→
ˆ
I
u2e
1
2
t2u2dx
is increasing. Keeping this in mind, if we assume (3.3.14), then f(1) ≤ 0, hence f(t) ≤ 0
for all t ≥ 1. This implies at once that t(u) ≤ 1 and t(u) = 1 if and only if u ∈ N(J).
Lemma 3.13. We have a(J) < pi.
Proof. Take w ∈ H such that ‖w‖H = 1 and let t = t(w) be given as in Lemma 3.12 so
that tw ∈ N(J). Then
a(J) ≤ J(tw) ≤ t
2
2
‖w‖2H =
t2
2
.
Now using the monotonicity of t 7→ ´I w2e 12 t2w2dx we have
λ
ˆ
I
w2ea(J)w
2
dx ≤ λ
ˆ
I
w2e
1
2
t2w2dx =
t2‖w‖2H
t2
= 1.
Thus
sup
‖w‖H=1
λ
ˆ
I
w2ea(J)w
2
dx ≤ 1,
and Theorem 1.2.2 implies that a(J) < pi.
Lemma 3.14. Let u ∈ N(J) be such that J ′(u) 6= 0, then J(u) > a(J).
Proof. We choose h ∈ H such that 〈J ′(u), h〉 = 1, and for α ∈ R we consider the path
σt(α) = αu− th, t ∈ R. Remember that by Lemma 3.8 J ∈ C1(H). By the chain rule
d
dt
J(σt(α)) = −〈J ′(σt(α)), h〉,
therefore, if we set t = 0, α = 1 we find
d
dt
J(σt(α))
∣∣∣∣
t=0,α=1
= −〈J ′(u), h〉 = −1.
Hence there exist δ > 0 and ε > 0 such that for α ∈ [1− ε, 1 + ε] and t ∈ (0, δ]
J(σt(α)) < J(σ0(α)) = J(αu). (3.3.15)
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Now we consider the function f defined by
ft(α) = ‖σt(α)‖2H − λ
ˆ
I
σt(α)
2e
1
2
σt(α)2dx,
which is continuous with respect to t and α by Lemma 1.2.3. Notice that since u ∈ N(J)
we have
f0(α) = α
2
ˆ
I
u2
(
e
1
2
u2 − e 12α2u2
)
dx
and f0(1) = 0. Since the function α 7→ u2(e 12u2 − e 12α2u2) is decreasing, by continuity we
can find ε1 ∈ (0, ε) and δ1 ∈ (0, δ) such that
ft(1− ε1) > 0, ft(1 + ε1) < 0 for t ∈ [0, δ1].
Then if we fix t ∈ (0, δ1] we can find αt ∈ [1 − ε1, 1 + ε1] such that ft(αt) = 0, i.e.
σt(αt) ∈ N(J), and from (3.3.15) we get
a(J) ≤ J(σt(αt)) < J(αtu).
Since
d
dα
J(αu) = f0(α),
and f0(α) > 0 for α < 1 and f0(α) < 0 for α > 1, we get
J(αu) ≤ J(u) for α ∈ R,
and we conclude that
a(J) ≤ J(σt(αt)) < J(αtu) ≤ J(u).
Proof of Theorem 1.11 (completed). To complete the proof it is enough to show the
existence of u0 ∈ N(J) such that J(u0) = a(J). We consider then a minimizing sequence
(uk) ⊂ N(J).
We assume that uk changes sign. Then since uk ∈ N(J) we have
‖|uk|‖2H < ‖uk‖2H = λ
ˆ
I
u2ke
1
2
u2kdx = λ
ˆ
I
|uk|2e
1
2
|uk|2dx,
where we used (3.1.6), hence by Lemma 3.12 there exists tk = t(|uk|) < 1 such that
tk|uk| ∈ N(J), whence
J(tk|uk|) = Q(tk|uk|) < Q(|uk|) = Q(uk) = J(uk),
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where the inequality in the middle depends on the monotonicity of Q. Hence up to
replacing uk with tk|uk| we can assume that the minimizing sequence (still denoted by
(uk)) is made of non-negative functions.
Since J(uk) = Q(uk) ≤ C we infer from (3.3.3)
ˆ
I
u2ke
1
2
u2kdx ≤ C
and for uk ∈ N(J) we get
‖uk‖H ≤ C.
Thus up to a subsequence uk weakly converges to a function u0 ∈ H, and up to a
subsequence the convergence is also almost everywhere.
We claim that u0 6≡ 0. Indeed if u0 ≡ 0, then from (3.3.6), we have that
(
e
1
2
u2k − 1
)
→ 0
in L1(I). Thus
lim
k→∞
‖uk‖2H = 2 lim
k→∞
[
J(uk) + λ
ˆ
I
(
e
1
2
u2k − 1
)
dx
]
= 2a(J).
Then according to Theorem 1.2.2, since a(J) < pi we have that e
1
2
u2k is bounded in Lp
for some p > 1, hence weakly converging in Lp(I) to e
1
2
u20 . From the compactness of the
Sobolev embeddings (see [34, Theorem 7.1], which can be applied thanks to Proposition
3.1), up to a subsequence u2k → u20 strongly in Lp
′
(I), hence
lim
k→∞
ˆ
I
u2ke
1
2
u2kdx =
ˆ
I
u20e
1
2
u20dx = 0,
and with Lemma 3.11 and (3.3.1) one gets
0 < a(J) = lim
k→∞
J(uk) = lim
k→∞
Q(uk) = 0,
which is a contradiction.
Next we claim that
‖u0‖2H ≤ λ
ˆ
I
u20e
1
2
u20dx.
So we assume by contradiction that this is not the case, i.e.
‖u0‖2H > λ
ˆ
I
u20e
1
2
u20dx.
Then from Lemma 3.10, Lemma 3.13 and the weak convergence, we have that
‖u0‖2H ≤ lim inf
k→∞
‖uk‖2H = lim inf
k→∞
λ
ˆ
I
u2ke
1
2
u2kdx = λ
ˆ
I
u20e
1
2
u20dx,
again leading to a contradiction.
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From Lemma 3.12, we have that there exists 0 < t ≤ 1 such that tu0 ∈ N(J). Taking
Remark 3.3 into account we get
a(J) ≤ J(tu0) = Q(tu0) ≤ Q(u0) ≤ lim inf
k→∞
Q(uk) = a(J).
It follows that t = 1, since otherwise the second inequality above would be strict. Then
u0 ∈ N(J) and J(u0) = a(J). By Lemma 3.14 we have J ′(u0) = 0 
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