For a directed graph D let diam(D) = max{dist (u, v) 
In [2] (see also [1] ) the authors obtained a sharp upper bound for diam min (G) of an arbitrary bridgeless connected graph G.
Theorem 1.1 [2] For every bridgeless connected graph G of radius r, diam min (G) ≤ 2r 2 + 2r.
Cartesian products of trees with diameters at least 4 admit orienatations such that the diameter of the underlying graph is equal to the diameter of the obtained digraph (see [8] ). Such orientations are called optimal orientations. Theorem 1.2 [8] If T 1 and T 2 are trees with diameters at least 4, then
The diameters of Cartesian products of complete graphs, products of cycles and products of paths were studied in [4, 5, 6, 7] , and in most cases optimal orientations of these products were constructed, except in few cases where the diameter of the obtained digraph is larger than the diameter of the underlying undirected graph by a small constant (we call such orientations near-optimal).
In [10] a general upper bound for diam min (G✷H) was obtained. The bound is expressed in terms of weak diameters of factors, and applies to products of arbitrary connected graphs G and H. We also mention that near-optimal orientations of strong products of paths were constructed in [9] .
Let G and H be graphs. The strong product of G snd H is the graph, denoted as G ⊠ H, with vertex set V (G ⊠ H) = V (G) × V (H). Vertices (x 1 , y 1 ) and (x 2 , y 2 ) are adjacent in G ⊠ H if x 1 = x 2 and y 1 y 2 ∈ E(H), or x 1 x 2 ∈ E(G) and y 1 = y 2 , or x 1 x 2 ∈ E(G) and y 1 y 2 ∈ E(H).
For a y ∈ V (H) the G-layer G y is the subgraph of G ⊠ H induced by {(x, y) | x ∈ V (G)}, and for an x ∈ V (G) the H-layer H x is the subgraph of G ⊠ H induced by {(x, y) | y ∈ V (H)}. If e = (x, y)(x ′ , y ′ ) is an edge of G ⊠ H such that x = x ′ and y = y ′ then e is called a direct edge of G ⊠ H. If an edge of G ⊠ H is not a direct edge, then it is called a Cartesian edge. Note that the edge set of G ⊠ H is given by
The fact that d G⊠H ((x 1 , y 1 )(x 2 , y 2 )) ≤ d G✷H ((x 1 , y 1 )(x 2 , y 2 )), and that the left side is strictly smaller than the right side if x 1 = x 2 and y 1 = y 2 , is a consequence of the fact that shortest paths in strong products of graphs use direct edges of G ⊠ H.
The objective of this article is to provide a general method of orienting the edges of G ⊠ H (and in particular the direct edges of G ⊠ H) so that there will be "short" paths between all pairs of vertices in the obtained directed graph. These short paths will extensively use direct edges of G ⊠ H. In Section 2 we define a near-optimal orienatation of strong products of even cycles, afterwards in Section 3 we generalize the method for products of trees, where an orientation of strong products of arbitrary trees is defined by rules A to G. Then, in Section 4, we give several local properties of this orientation and in Section 5, the diameter of the orientation defined in Section 3 is established.
The diameter of strong products of even cycles
Let G = C m and H = C n , where m, n ≥ 4 are even. Let A 1 ∪ B 1 be the bipartition of G and A 2 ∪ B 2 the bipartition of H. We orient the edges of G and H cyclicly to obtain strong orientations of C m and C n , and we denote the obtained digraphs by D 1 and D 2 , respectively. Let −D 1 and −D 2 be directed graphs obtained from D 1 and D 2 by reversing the direction of each arc, respectively. Note that G-layers and H-layers of G ⊠ H are isomorphic to G and H, respectively. Therefore we may use orientations D 1 and D 2 to orient layers of G ⊠ H (when we do so, we say that G-layers are oriented according to D 1 , and H-layers are oriented according to D 2 ).
We orient the Cartesian edges of G⊠H by the following rules.
A. For every y ∈ B 2 the edges of G y are oriented according to D 1 , and for every y ∈ A 2 the edges of G y are oriented according to −D 1 B. For every x ∈ A 1 the edges of H x are oriented according to D 2 , and for every x ∈ B 1 the edges of H x are oriented according to −D 2
To define the orientations of direct edges of G ⊠ H assume x 1 → x 2 in D 1 and y 1 → y 2 in D 2 , and apply the following rules.
Call the obtained digraph D. The orientation is defined in such a way that the "neighboring diagonals" are directed in opposite directions (see Fig. 1 ).
The diameter of the obtained digraph is given by the following proposition (we skip the details of the proof). Proposition 2.1 For every even m, n ≥ 4, diam min (C m ⊠ C n ) ≤ 1 2 max{m, n} + 1.
Rules A, B, G1 and G2 can be applied to any product G ⊠ H with bipartite factors G and H, and the resulting digraph will be well-defined. However the resulting digraph might not be strong because there might be some vertices that have only in-neighbors or only out-neighbors (if both factors have a vertex of degree one).
To obtain a strong orientation of G ⊠ H when G and H have vertices of degree one, and in particular when G and H are trees, additional rules C, D, E and F are introduced in the following section. These rules deal with orientations of direct edges of G ⊠ H that are incident to vertices of degree 3 in G ⊠ H.
The diameter of strong products of trees
Let T be a tree and r ∈ V (T ) be the root of T . For x, y ∈ V (T ) we write x < y if x lies on the path between y and r.
Let T 1 and T 2 be trees, and let r 1 and r 2 be their roots, respectively (the roots may be chosen arbitrarely). Let A i ∪ B i be the bipartition of T i , and assume that r i ∈ A i for i = 1, 2.
Let D 1 be the orientation of T 1 such that every edge is oriented away from the root r 1 . More precisely, if xy is an edge in T 1 and x < y then we orient xy as x → y. Let D 2 be the orientation of T 2 such that every edge is oriented away from the root r 2 .
With these settings we are ready to define an orientation of T 1 ⊠ T 2 . We orient the Cartesian edges of T 1 ⊠ T 2 according to rules A and B, where G = T 1 and H = T 2 . To define the orientations of direct edges of T 1 ⊠ T 2 assume x 1 → x 2 in D 1 and y 1 → y 2 in D 2 , and apply the following rules (note that the objective of rules C to F is that all vertices of G ⊠ H have at least one in-neigbor and at least one out-neighbor).
C. If x 1 = r 1 , and y 2 ∈ A 2 is a leaf, then orient (x 1 , y 1 ) → (x 2 , y 2 ) and (x 1 , y 2 ) → (x 2 , y 1 ).
D. If x 2 ∈ A 1 is a leaf, y 1 = r 2 , and y 2 is not a leaf, then orient (x 1 , y 1 ) → (x 2 , y 2 ) and (x 1 , y 2 ) → (x 2 , y 1 ).
E. If x 2 ∈ A 1 is a leaf, y 1 = r 2 , and y 2 is a leaf, then orient (x 1 , y 2 ) → (x 2 , y 1 ) and (x 2 , y 2 ) → (x 1 , y 1 ).
F. If x 2 ∈ A 1 is a leaf, y 2 ∈ B 2 is a leaf, and y 1 = r 2 , then orient (x 2 , y 1 ) → (x 1 , y 2 ) and (x 2 , y 2 ) → (x 1 , y 1 ).
G. Otherwise (if assumptions of C, D, E and F are false) then apply rules G 1 and G 2 .
If T 1 and T 2 are rooted paths, then the orientation of T 1 ⊠ T 2 , obtained by rules A to G, is shown in Fig. 2 . When T 1 and T 2 are arbitrary trees, the orientation of T 1 ⊠ T 2 obtained by rules A to G produces a digraph with a "small" diameter. The diameter of this digraph is given by the following theorem, which is our main result. 
The proof of the above theorem is given in Section 5. It follows from the theorem that strong products of trees admit near-optimal orientations, and we made no attempt to optimize the constant 15 (in fact, we think that the constant 15 can be reduced, if a very detailed case analysis is applied). We now apply the bound of Theorem 3.1 to obtain a bound for diam min (G ⊠ H) when G and H are arbitrary graphs.
For a connected graph G and a vertex v of G, the shortest path tree with respect to v is a spanning tree such that for every
x) (such a tree exists, and we may obtain it by a BFS algorithm). The eccentricity of a vertex
The eccentricity of a central vertex is called the radius of G, and is denoted by rad(G). Clearly, if G is a graph and T is a shortest path tree with respect to a central vertex of G, then rad(G) = rad(T ). Note also that for any graph G, diam(G) ≤ 2 rad(G).
Corollary 3.2 For any connected graphs
Proof. Let T 1 and T 2 be shortest path trees in G and H, respectively. Then we have
Short directed paths between neighbouring vertices
In this section we state several local properties of the orientation D of T 1 ⊠ T 2 obtained by rules A to G, as they are given in Sections 2 and 3. In the sequal we assume that T 1 and T 2 are trees with roots r 1 and r 2 . The roots may be arbitrarily chosen, and we assume that D 1 and D 2 are digraphs obtained by orienting all edges of T 1 and T 2 away from their respective roots.
Lemma 4.1 Let T 1 and T 2 be trees and D the orientation of T 1 ⊠ T 2 according to rules
are not leaves in T 2 and y 1 y 2 ∈ E(T 2 ), then we have the following orientations of direct edges (see Figure 3 ):
Proof. Since there is no leaf among x 1 , x 2 , y 1 , y 2 , we find that edges e 1 = (x 1 , y 1 )(x 2 , y 2 ) and e 2 = (x 1 , y 2 )(x 2 , y 1 ) get the orientation in D either by rule G1 or rule G2 (rules C, D, E and F assume that at least one of the endvertices is a leaf).
If y 1 → y 2 then e 1 and e 2 get the orientation by rule G1. Otherwise, if y 2 → y 1 , then e 1 and e 2 get the orientation from rule G2. In either case we have (x 1 , y 1 ) → (x 2 , y 2 ) and (x 2 , y 1 ) → (x 1 , y 2 ). Similarly we prove all other cases.
Let P be the path x = x 0 , x 1 , . . . , x n = y between x and y in a rooted tree T . The root of the path P is the vertex
The root of the path P is the vertex of P that is nearest to the root of the tree.
Lemma 4.2 Let T 1 and T 2 be trees and D the orientation of T 1 ⊠ T 2 according to rules A to G. Let x 1 , x 2 , x 3 be a path in T 1 , and let y 1 and y 2 be adjacent vertices in T 2 . If x 2 is not the root of the path x 1 , x 2 , x 3 , then the Cartesian edges of the subgraph induced by {x 1 , x 2 , x 3 } × {y 1 , y 2 } are oriented as shown in Figure 4 (cases (a) to (d)).
Proof. Suppose that (x 1 , y 1 ) → (x 2 , y 1 ). Since x 2 is not the root of the path x 1 , x 2 , x 3 we find that (x 2 , y 1 ) → (x 3 , y 1 ). Since y 1 and y 2 are contained in different partite sets of the bipartition of T 2 , we find that ( 
The following lemma is analogous to Lemma 4.2.
Lemma 4.3 Let T 1 and T 2 be trees and D the orientation of T 1 ⊠ T 2 according to rules A to G. Let x 1 and x 2 be adjacent vertices in T 1 , and let y 1 , y 2 , y 3 be a path in T 2 . If y 2 is not the root of the path y 1 , y 2 , y 3 , then the Cartesian edges of the subgraph induced by {x 1 , x 2 } × {y 1 , y 2 , y 3 } are oriented as shown in Figure 5 (cases (a) to (d)). Lemma 4.4 For any trees T 1 and T 2 let D be the orientation of T 1 ⊠ T 2 according to rules A to G. Let x 1 , x 2 ∈ V (T 1 ) be adjacent vertices in T 1 and y 1 , y 2 ∈ V (T 2 ) adjacent vertices in T 2 . Then there exists a path of length at most 4 from (x 1 , y 1 ) to (x 2 , y 2 ) in D.
Proof. We may assume that (x 2 , y 2 ) → (x 1 , y 1 ) in D, for otherwise the statement of the Lemma is true.
If {x 1 , x 2 }× {y 1 , y 2 } induces a directed 4-cycle, then there is a path of length 2 from (x 1 , y 1 ) to (x 2 , y 2 ).
Suppose that (x 1 , y 1 ) → (x 2 , y 1 ) and (x 1 , y 1 ) → (x 1 , y 2 ) in D. If x 2 is not a leaf and x 2 = r 1 , then there is a vertex x 3 ∈ V (T 1 ) adjacent to x 2 , such that x 2 is not the root of the path x 1 , x 2 , x 3 . Therefore {x 2 , x 3 } × {y 1 , y 2 } induces a directed 4-cycle (by Lemma 4.2), and so there is a directed path from (x 2 , y 1 ) to (x 2 , y 2 ) of length at most 3. Since (x 1 , y 1 ) → (x 2 , y 1 ) we have a path of length at most 4 from (x 1 , y 1 ) to (x 2 , y 2 ).
If y 2 is not a leaf or y 2 = r 2 , the proof is similar, therefore we can assume that both x 2 and y 2 are either a leaf or the root in D 1 and D 2 , respectively. We distinguish the following cases:
(a) Suppose that x 2 is a leaf in D 1 and y 2 is a leaf in D 2 . Then x 1 → x 2 in D 1 and y 1 → y 2 in D 2 . Hence x 1 ∈ A 1 and y 1 ∈ B 2 and the orientation of the edge with endvertices (x 1 , y 1 ) and (x 2 , y 2 ) is obtained by the rule G1 (if x 1 = r 1 ) or the rule C (if x 1 = r 1 ). In either case we have (x 1 , y 1 ) → (x 2 , y 2 ), a contradiction.
(b) Suppose that x 2 is a leaf in D 1 and y 2 = r 2 . Since x 2 is a leaf we have x 1 → x 2 in D 1 and since y 2 = r 2 we have y 2 → y 1 in D 2 . Therefore x 1 ∈ B 1 and y 1 ∈ B 2 . The orientation of the edge with endvertices (x 1 , y 1 ) and (x 2 , y 2 ) is obtained by the rule D (if y 1 is not a leaf) or the rule E (if y 1 is a leaf). In either case we have (x 1 , y 1 ) → (x 2 , y 2 ), a contradiction.
(c) Suppose that x 2 = r 1 and y 2 is a leaf in D 2 . Then y 1 → y 2 in D 2 and therefore x 2 ∈ B 1 , a contradiction (since x 2 = r 1 ∈ A 1 ).
(d) Suppose that x 2 = r 1 and y 2 = r 2 . In this case we have x 2 → x 1 in D 1 and therefore y 2 ∈ B 2 , a contradiction (since y 2 = r 2 ∈ A 2 ).
Suppose that (x 2 , y 1 ) → (x 1 , y 1 ) and (x 1 , y 2 ) → (x 1 , y 1 ) in D. If x 1 is not a leaf and x 1 = r 1 , or if y 1 is not a leaf and y 1 = r 2 , then there is a vertex x 0 ∈ V (T 1 ) such that {x 0 , x 1 } × {y 1 , y 2 } induces a directed 4-cycle, or there is a vertex y 0 ∈ V (T 2 ) such that {x 1 , x 2 } × {y 0 , y 1 } induces a directed 4-cycle. Since (x 1 , y 2 ) → (x 2 , y 2 ) and (x 2 , y 1 ) → (x 2 , y 2 ) we get (in either case) a directed path of length at most 4 from (x 1 , y 1 ) to (x 2 , y 2 ).
(a) Suppose that x 1 is a leaf in D 1 and y 1 is a leaf in D 2 . Then we have x 2 → x 1 in D 1 and y 2 → y 1 in D 2 . Hence x 1 ∈ A 1 and y 1 ∈ B 2 . By the rule E (if y 2 = r 2 ) or the rule F (if y 2 = r 2 ) we get the edge (x 1 , y 1 ) → (x 2 , y 2 ), a contradiction.
(b) Suppose that x 1 is a leaf in D 1 and y 1 = r 2 . Then we have x 2 → x 1 in D 1 and therefore y 1 ∈ B 2 (because (x 2 , y 1 ) → (x 1 , y 1 ) in D). This is a contradiction, since y 1 = r 2 ∈ A 2 .
(c) Suppose that x 1 = r 1 and y 1 is a leaf in D 2 . Then x 1 → x 2 in D 1 and y 2 ∈ B 2 . Since x 1 ∈ A 1 we get, by the rule C, the edge (x 1 , y 1 ) → (x 2 , y 2 ), a contradiction.
(d) Suppose that x 1 = r 1 and y 1 = r 2 . Since y 1 → y 2 in D 1 we get x 1 ∈ B 1 . This is a contradiction, since
Lemma 4.5 For any trees T 1 and T 2 let D be the orientation of T 1 ⊠ T 2 according to rules A to G. Let x 1 , x 2 ∈ V (T 1 ) be adjacent vertices in T 1 and y 1 ∈ V (T 2 ). Then there exists a path of length at most 4 from (x 1 , y 1 ) to (x 2 , y 1 ) in D.
Proof. We may assume that (x 2 , y 1 ) → (x 1 , y 1 ) in D, for otherwise the statement of the Lemma is true. If y 1 is not a leaf and y 1 = r 2 , then there is a vertex y 0 ∈ V (T 2 ) adjacent to y 1 , such that y 1 is not the root of the path y 0 , y 1 , y 2 . Therefore {x 1 , x 2 } × {y 0 , y 1 } induces a directed 4-cycle (by Lemma 4.3), and so there is a directed path from (x 1 , y 1 ) to (x 2 , y 1 ) of length 3.
Suppose that y 1 is a leaf. Let y 2 ∈ V (T 2 ) be the neighbour of y 1 in T 2 . Then y 2 → y 1 in D 2 . If {x 1 , x 2 } × {y 1 , y 2 } induces a directed 4-cycle, then there is a path of length 3 from (x 1 , y 1 ) to (x 2 , y 1 ). Hence, we may assume that (x 1 , y 2 ) → (x 1 , y 1 ) in D. It follows that x 1 ∈ A 1 .
(a) Suppose that x 1 is not a leaf and x 1 = r 1 . Then there is a vertex x 0 ∈ V (T 1 ) such that {x 0 , x 1 } × {y 1 , y 2 } induces a directed 4-cycle (by Lemma 4.2) and so there is a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length 3. If x 1 → x 2 in D 1 , then y 2 ∈ B 2 . We claim that the orientation of the edge e with endvertices (x 1 , y 2 ) and (x 2 , y 1 ) is obtained by the rule G1. Since x 2 ∈ B 1 , we find that rules D, E and F do not apply to obtain the orientation of e. Since x 1 = r 1 , also rule C does not apply. Finally, since (x 1 , y 2 ) ∈ A 1 × B 2 we find that e gets the orientation by the rule G1, moreover we have (x 1 , y 2 ) → (x 2 , y 1 ) in D. It follows that there is a path of length 4 from (x 1 , y 1 ) to (x 1 , y 2 ) in D.
Troughout this article, when applying rules G1 and G2 we need to exclude the possibility to apply rules C, D, E and F. This is always done by showing that the assumptions of rules C, D, E and F are not fulfiled. In the sequal we do not write the details of these arguments.
If x 2 → x 1 in D 1 , then y 2 ∈ A 2 and by the same rule again (x 1 , y 2 ) → (x 2 , y 1 ) (since x 1 is not a leaf). We get a directed path from (x 1 , y 1 ) to (x 2 , y 1 ) of length 4.
b) Suppose that x 1 is a leaf. Then x 2 → x 1 in D 1 and y 2 ∈ A 2 . By the rule E (if y 2 = r 2 ) or by the rule F (if y 2 = r 2 ) we get (x 1 , y 1 ) → (x 2 , y 2 ). Since x 2 = r 1 (x 2 ∈ B 1 ), there is a vertex x 3 ∈ V (T 1 ) such that {x 2 , x 3 } × {y 1 , y 2 } induces a directed 4-cycle, see Lemma 4.2, and so there is a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length 4. c) Suppose that x 1 = r 1 . Then x 1 → x 2 and y 2 ∈ B 2 . By the rule C we have (x 1 , y 1 ) → (x 2 , y 2 ) and (x 1 , y 2 ) → (x 2 , y 1 ). Since y 2 = r 2 , there is a vertex
Suppose that y 1 = r 2 . Then y 1 → y 2 in D 2 and x 1 ∈ B 1 . Since y 1 ∈ A 2 we have
Suppose that x 2 is a leaf. Since x 1 is not a leaf and x 1 = r 1 , there is a vertex x 0 ∈ V (T 1 ) such that {x 0 , x 1 } × {y 1 , y 2 } induces a directed 4-cycle, see Lemma 4.2, and so we have a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length 3. By the rule D (if y 2 is not a leaf) or the rule E (if y 2 is a leaf), we have (x 1 , y 2 ) → (x 2 , y 1 ).
Suppose that x 2 is not a leaf. By the rule G1 we have (x 1 , y 1 ) → (x 2 , y 2 ). Since there is a vertex x 3 ∈ V (T 1 ) such that {x 2 , x 3 } × {y 1 , y 2 } induces a directed 4-cycle. Also in this case we have a path from (x 1 , y 1 ) to (x 2 , y 1 ) of length 4. Lemma 4.6 For any trees T 1 and T 2 let D be the orientation of T 1 ⊠ T 2 according to rules A to G. Let y 1 , y 2 ∈ V (T 2 ) be adjacent vertices in T 2 and x 1 ∈ V (T 1 ). Then there exists a path of length at most 5 from (x 1 , y 1 ) to (x 1 , y 2 ) in D.
Proof: Assume that (x 1 , y 2 ) → (x 1 , y 1 ) in D, for otherwise there is nothing to prove. Let x 2 ∈ V (T 1 ) be a neighbour of x 1 in T 1 . If {x 1 , x 2 } × {y 1 , y 2 } induces a directed 4-cycle, then there is a path of length 3 from (x 1 , y 1 ) to (x 1 , y 2 ) in D. Hence, we may assume that (x 2 , y 1 ) → (x 1 , y 1 ) in D.
Suppose that there is at least one of edges (x 1 , y 1 ) → (x 2 , y 2 ) or (x 2 , y 1 ) → (x 1 , y 2 ) in D. Then, by Lemma 4.4, we have a path (x 1 , y 1 )
→ (x 1 , y 2 ) from (x 1 , y 1 ) to (x 1 , y 2 ) of length at most 5. Therefore we may assume that (x 1 , y 2 ) → (x 2 , y 1 ) and (x 2 , y 2 ) → (x 1 , y 1 ) in D. We find that rules C, D and F do not apply since according to these rules we get exactly one of (x 2 , y 1 ) → (x 1 , y 2 ) and (x 1 , y 1 ) → (x 2 , y 2 ) in D. If rule G2 would apply then y 1 → y 2 in D 2 and therefore x 1 ∈ B 1 . If x 1 → x 2 in D 1 then y 1 ∈ A 2 . It follows (x 1 , y 1 ) ∈ B 1 ×A 2 , a contradicting rule G2. If x 2 → x 1 in D 1 then y 1 ∈ B 2 and therefore (x 2 , y 1 ) ∈ A 1 × B 2 , again a contradicting rule G2. It follows, that (x 1 , y 2 ) → (x 2 , y 1 ) and (x 2 , y 2 ) → (x 1 , y 1 ) is obtained by the rule E or G1.
If rule E applies, then y 1 → y 2 in D 2 , y 1 = r 2 and y 2 is a leaf. It follows that x 1 ∈ B 1 and since y 1 ∈ A 2 , x 1 → x 2 in D 1 . Since x 1 = r 1 there is a vertex x 0 ∈ V (T 1 ) such that {x 0 , x 1 } × {y 1 , y 2 } induces a directed 4-cycle and we have a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length 3.
If rule G1 applies, then y 2 → y 1 in D 2 and therefore x 1 ∈ A 1 . If x 1 → x 2 in D 1 then y 2 ∈ B 2 and x 1 = r 1 or y 1 is not a leaf (otherwise rule C applies). If x 1 = r 1 then there is a vertex x 0 ∈ V (T 1 ) such that {x 0 , x 1 } × {y 1 , y 2 } induces a directed 4-cycle and we have a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length 3. If y 1 is not a leaf then (since y 2 = r 2 ) there are two vertices y 0 , y 3 ∈ V (T 2 ) such that (x 1 , y 3 ) → (x 1 , y 2 ) → (x 1 , y 1 ) → (x 1 , y 0 ) and (x 2 , y 1 ) → (x 2 , y 2 ). By the rule G2 we get (x 1 , y 0 ) → (x 2 , y 1 ) and (x 2 , y 2 ) → (x 1 , y 3 ). If we combine all of these edges we get a directed path from (x 1 , y 1 ) to (x 2 , y 1 ) of length 5.
If x 2 → x 1 in D 1 then y 2 ∈ A 2 and x 1 = r 1 or y 1 is not a leaf and y 2 = r 2 (otherwise rule D or F apply). As in the above paragraph we get a directed path from (x 1 , y 1 ) to (x 1 , y 2 ) of length at most 5.
Proof of the main theorem
In this section we prove Theorem 3.1.
Choose a root r i in T i , and let D i be the orientation of T i , such that every edge is oriented away from r i , for i = 1, 2 (any vertex of T i may be chosen as the root of T i ). We orient the edges of T 1 ⊠ T 2 according to rules A to G, and call the obtained digraph D. Let (x, y), (x ′ , y ′ ) ∈ V (D). We claim that there is a directed path P from (x, y) to (x ′ , y ′ ) in D such that the length of P is at most max{diam(T 1 ), diam(T 2 )} + 15. Let
be the path between x and x ′ in T 1 , and let y = y 0 , y 1 , . . . , y n = y ′ be the path between y and y ′ in T 2 . Denote these two paths by P 1 and P 2 , respectively. Let ℓ = min{m, n}.
A. (x, y) and (x ′ , y ′ ) are contained in the same G-layer Suppose that y = y ′ and that x i is the root of P 1 (here we are refering to the root of the path P 1 ). If m = 1 then, by Lemma 4.5, there exists a path of length at most 4 from (x 0 , y) to (x 1 , y), therefore we may assume that m > 1. Let y ′ be any neighbour of y in T 2 . If y ∈ A 2 and i = m − 1 then
is a path of length m + 6 in D (for paths of length 4 above we applied Lemma 4.6).
If i = m − 1 then
is a path of length m + 3 in D (for the path of length 4 we applied Lemma 4.5). If y ∈ B 2 then (x 0 , y)
is a path of length m + 6 in D. B. (x, y) and (x ′ , y ′ ) are contained in the same H-layer If x = x ′ we prove analogously as in case A that there is a path from (x, y 0 ) to (x, y n ) of length at most n + 6 in D.
C. (x, y) and (x ′ , y ′ ) are not contained in the same G-layer or H-layer Suppose that x = x ′ and y = y ′ . Let x i be the root of P 1 and m, n ≥ 3. Note that x 1 , x 2 , . . . , x ℓ−1 and y 1 , y 2 , . . . , y ℓ−1 are not leaves, therefore we may apply Lemma 4.1 to find the orientations of direct edges with endvertices in {x 1 , x 2 , . . . , x ℓ−1 } × {y 1 , y 2 , . . . , y ℓ−1 }.
(a). Suppose that (x 0 , y 0 )
We claim that (
. In this case the claim is true.
To obtain the orientation of the edge (x ℓ−2 , y ℓ−1 )(x ℓ−1 , y ℓ ) one of the rules C, G1 or G2 is applied (since x ℓ−1 is not a leaf, rules D, E and F do not apply). In either case we have (x ℓ−2 , y ℓ−1 ) → (x ℓ−1 , y ℓ ).
Altogether we have the path
If m ≥ n we use case A. of this theorem to find that there is the path from (x ℓ−1 , y ℓ ) to (x m , y n ) of length at most m − ℓ + 7. When we combine all of the above paths we obtain a path from (x 0 , y 0 ) to (x m , y n ) of length at most m + 10.
If n > m then (x ℓ−1 , y ℓ ) 4 → (x ℓ , y ℓ+1 ), by Lemma 4.4. As in case B. of this theorem there is a path from (x ℓ , y ℓ+1 ) to (x m , y n ) of length at most n − ℓ + 5. In this case, by combining all of the above paths, we get a path from (x 0 , y 0 ) to (x m , y n ) of length at most n + 12.
If y i−1 is not a leaf then we have, by Lemma 4.1, the edge (x i , y i−1 ) → (x i+1 , y i ). If y i−1 is a leaf then we have again (x i , y i−1 ) → (x i+1 , y i ) by the rule G2 (it is easy to see that rules C, D, E, F and G1 do not apply in this case). Since (x i+1 , y i ) ∈ (A 1 ×B 2 )∪(B 1 ×A 2 ) and x i+1 → x i+2 → . . . → x ℓ−2 we have, by Lemma 4.1, the path
When we combine this path with
we get a path from (x 0 , y 0 ) to (x ℓ−1 , y ℓ−2 ) of length ℓ + 3. To construct a path from (x 0 , y 0 ) to (x m , y n ) we use the claim below, and obtain a path of length at most max{m, n} + 11. Claim 1: There is a path from (x ℓ−1 , y ℓ−2 ) to (x m , y n ) of length at most max{m, n}− ℓ + 8.
To obtain the orientation of the edge (x ℓ−1 , y ℓ−2 )(x ℓ , y ℓ−1 ) one of the rules D, G1 or G2 is applied (since y ℓ−1 is not a leaf, rules C, E and F do not apply). In either case we have (x ℓ−1 , y ℓ−2 ) → (x ℓ , y ℓ−1 ).
If m > n then (x ℓ , y ℓ−1 ) 4 → (x ℓ+1 , y ℓ ), by Lemma 4.4. By case A. of this theorem there is a path from (x ℓ+1 , y ℓ ) to (x m , y n ) of length at most m − ℓ + 5.
If n ≥ m then there is a path from (x ℓ , y ℓ−1 ) to (x m , y n ) of length at most n−ℓ+7 (case B. of this theorem). When we combine this path with (x ℓ−1 , y ℓ−2 ) → (x ℓ , y ℓ−1 ) we get a path of length at most n − ℓ + 8. This proves the claim.
(ii) Suppose that i ≥ ℓ − 1. In this case we have (x 0 , y 0 ) 4 → (x 1 , y 1 ) → (x 2 , y 2 ) → . . . → (x ℓ−1 , y ℓ−1 ). By Lemma 4.4 we have (x ℓ−1 , y ℓ−1 ) 4 → (x ℓ , y ℓ ). If m ≥ n we use case A. of this theorem, otherwise we use case B. of this theorem, to find a path from (x ℓ , y ℓ ) to (x m , y n ) of length at most max{m, n} − ℓ + 6. It follows that there is a path from (x 0 , y 0 ) to (x m , y n ) of length at most max{m, n} + 12.
(iii) Suppose that i = 0. Since there is either (x 0 , y 0 ) → (x 1 , y 0 ) or (x 1 , y 1 ) → (x 2 , y 1 ) and since (x 0 , y 0 ) 4 → (x 1 , y 1 ) and (x 1 , y 0 ) 4 → (x 2 , y 1 ), we have a path of length 5 from (x 0 , y 0 ) to (x 2 , y 1 ). By Lemma 4.1 we have (x 2 , y 1 ) → (x 3 , y 2 ) → . . . → (x ℓ−1 , y ℓ−2 ). By Claim 1 we have a path from (x ℓ−1 , y ℓ−2 ) to (x m , y n ) of length at most max{m, n} − ℓ + 8. If we combine all of these paths we obtain a path from (x 0 , y 0 ) to (x m , y n ) of length at most max{m, n} + 10.
To finish the proof of case (a) it remains to construct a path from (x 0 , y 0 ) to (x m , y n ) when m < 3 or n < 3. Without loss of generality we can assume m < 3 and m ≤ n. If m = 2 we have (x 0 , y 0 ) 4 → (x 1 , y 1 ) 4 → (x 2 , y 2 ). By case B we have a path from (x 2 , y 2 ) to (x 2 , y n ) of length at most n + 4 and therefore there is a path from (x 0 , y 0 ) to (x m , y n ) of length at most n + 12. If m = 1 the proof is similar.
(b). Suppose that (x 0 , y 0 ) ∈ (A 1 × B 2 ) ∪ (B 1 × A 2 ). By Lemma 4.5 we have (x 0 , y 0 ) 4 → (x 1 , y 0 ). Since (x 1 , y 0 ) ∈ (A 1 × A 2 ) ∪ (B 1 × B 2 ) this case reduces to case (a). By case (a) we have a path from (x 1 , y 0 ) to (x m , y n ) of length at most max{m−1, n}+12, and therefore (when we use (x 0 , y 0 ) 4 → (x 1 , y 0 )) we have a path from (x 0 , y 0 ) to (x m , y n ) of length at most max{m, n} + 15 . This completes the proof of Theorem 3.1.
