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One of the most widely used properties of the multivariate Gaussian distribution, besides its
tail behavior, is the fact that conditional means are linear and that conditional variances are
constant. We here show that this property is also shared, in an approximate sense, by a large
class of non-Gaussian distributions. We allow for several conditioning variables and we provide
explicit non-asymptotic results, whereby we extend earlier findings of Hall and Li [7] and Leeb
[13].
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1. Introduction
1.1. Informal summary
The property of the multivariate Gaussian law, that conditional means are linear and that
conditional variances are constant, is used by several fundamental statistical methods,
even if these methods per se do not require Gaussianity: the generic linear model is built
on the assumption that the conditional mean of the response is linear in the (conditioning)
explanatory variables; and the generic homoskedastic linear model rests on the additional
assumption that the conditional variance is constant. Linear conditional means and/or
constant conditional variances are also assumed, for example, by methods for sufficient
dimension reduction such as SIR [15] or SAVE [5], or by certain imputation techniques
[18]. Elliptically contoured distributions are characterized by linear conditional means [6].
And methods for spatial statistics such as Kriging rely on Gaussianity mainly through the
1
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property that conditional means are linear and that conditional variances are constant.1
But even though these properties are widely used, in a sense the only distribution that
has both linear conditional means and constant conditional variances is the Gaussian
(see also Section 1.2).
In this paper, we show that conditional means are approximately linear and that
conditional variances are approximately constant, for a large class of multivariate dis-
tributions, when the conditioning is on lower-dimensional projections. To illustrate our
results, consider a random d-vector Z that has a Lebesgue density, and a d × p matrix
B. Conditional on B′Z, we show that the mean of Z is linear in B′Z, and that the
variance/covariance matrix of Z is constant, in an approximate sense. Typically, our
approximation error bounds are small if d is sufficiently large relative to p. Our results
extend recent findings of [13], where the case p = 1 is considered (which, from a mod-
eling perspective, covers only models with one explanatory variable). More precisely, we
extend and refine the results of [13] in three directions: First, we allow for the case where
p > 1, thereby also proving a result that is outlined in [7, Sect. 5]. Second, we derive
non-asymptotic and explicit error bounds that hold for fixed d, whereas [7] and [13] only
give asymptotic results that hold as d → ∞; cf. Theorem 2.1. And third, we also give
asymptotic results where p is allowed to increase with d; see Corollary 2.4. In many cases,
our error bounds go to zero if p/ log d→ 0.
The rest of the paper is organized as follows: We continue this section with a more
detailed description of the results that we derive. Our main results are then stated in
Section 2. In Section 3 we provide a number of examples where the assumptions of
our main theorem are satisfied and we discuss further extensions of our work. Finally,
Section 4 gives a high-level description of the proof. The more technical low-level parts
of the proof as well as the proofs of Section 3 are collected in the supplementary material
[21].
1.2. Outline of results
Consider a random d-vector Z that has a Lebesgue density, and that is centered and
standardized so that EZ = 0 and EZZ ′ = Id. And take a d× p matrix B with orthonor-
mal columns. [While we do rule out degenerate distributions, the requirement that Z is
centered and standardized, and the requirement that the columns of B are orthonormal,
are inconsequential; cf. Remark 1.1 as well as Section 3.3.] Our objective is to show that
the conditional mean and the conditional variance of Z given B′Z are close to what they
would be if Z were Gaussian. In the following, we use the notation ‖ · ‖ to denote the
Euclidean norm of vectors and the spectral norm of matrices; the meaning of ‖ · ‖ will
always be clear from the context.
1 Distributions with linear conditional means and/or constant conditional variances are also studied,
for example, in [1, 4, 11, 17, 23, 24].
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Instead of the conditional mean and variance, it will be convenient to focus on the first
two conditional moments, i.e., on E[Z‖B′Z] and on E[ZZ ′‖B′Z]. If both the expressions∥∥∥E [Z‖B′Z] − BB′Z∥∥∥ and ∥∥∥E [ZZ ′‖B′Z] − (Id − BB′ +BB′ZZ ′BB′)∥∥∥
are equal to zero, then the conditional mean of Z given B′Z is linear in B′Z, and the
corresponding conditional variance is constant in B′Z. But the only distribution, which
satisfies this for all B, is the Gaussian law; cf. the discussion in [13, p. 466]. We will show
that a weaker form of this requirement, namely that the expressions in the preceding
display are close to zero in probability for most B, is satisfied by a much larger class of
distributions, provided mainly that d is sufficiently large relative to p.
For the case where p = 1, it was shown in [13], for each t > 0, that
sup
B∈G
P
(∥∥∥E[Z‖B′Z]−BB′Z∥∥∥ > t) and (1.1)
sup
B∈G
P
(∥∥∥E[ZZ ′‖B′Z]− (Id −BB′ +BB′ZZ ′BB′)∥∥∥ > t) (1.2)
converge to zero as d → ∞, under some conditions, where the sets G are collections of
d× p matrices with orthonormal columns that become large as d → ∞. More precisely,
for νd,p(·) denoting the uniform distribution on the set of all such matrices (i.e., the
Haar measure on the Stiefel manifold Vd,p), the sets G satisfy νd,p(G) → 1 as d →
∞. [Obviously, G depends on d and also on p, although this dependence is not shown
explicitly in our notation.] In the case where p = 1 covered in [13], the sets G are
collections of unit-vectors, and νd,1(·) is the uniform distribution on the unit sphere, in
Rd. We derive a non-asymptotic version of this result, i.e., explicit upper bounds on (1.1)
and (1.2), and also on 1− νd,p(G), that hold for fixed d and p, where we allow for p > 1;
see Theorem 2.1. Moreover, we also provide an asymptotic result where our upper bounds
go to zero as d→∞, where p may increase with d; cf. Corollary 2.4. In many cases, our
upper bounds are small provided that p/ log d is small. Both our non-asymptotic and our
asymptotic result, i.e., both Theorem 2.1 and Corollary 2.4, hold uniformly over classes
of distributions for Z, as outlined in Remark 2.2.
Of course, our results rely on further conditions on the distribution of Z (in addition to
the existence of a Lebesgue density and the requirements that EZ = 0 and EZZ ′ = Id).
In particular, we require that the mean of certain functions of Z, and of i.i.d. copies
of Z, is bounded; see the bounds (b1).(a) and (b2), as well as the attending discussion
in Section 2. And we require that certain moments of Z are close to what they would
be in the Gaussian case; see (b1).(b-c). From a statistical perspective, we stress that
our results rely on bounds that can be estimated from appropriate data, as outlined in
the discussion leading up to Theorem 2.1. One particularly simple example, where these
bounds hold, and where the error bounds in Theorem 2.1 get small as d gets large, is
the case where the components of Z are independent, with bounded marginal densities
and bounded marginal moments of sufficiently large order; see Example 3.1. Finally, we
emphasize that (b1) and (b2) do not require that the components of Z are independent.
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The results in this paper demonstrate that the requirement of linear conditional
means and constant conditional variances (which is quite restrictive as discussed in the
second paragraph of this subsection) is actually satisfied, in an approximate sense, by a
rather large class of distributions. Some implications, namely to sparse linear modeling,
and to sufficient dimension reduction methods like SIR or SAVE, are discussed in [13,
Sect. 1.4]. And while the discussion in [13] is hampered by the fact that only situations
with p = 1, i.e., only models with one explanatory variable, are covered in that paper,
our results show that these considerations extend also to the case where p > 1, i.e., to
more complex models with several explanatory variables.
Remark 1.1. (i) Our requirements, that the random d-vector Z is centered and stan-
dardized, and that the matrix B has orthonormal columns, are inconsequential in the
following sense: Consider a random d-vector Y such that E[Y ] = µ and Var[Y ] = Σ are
both well-defined and finite, and such that Y has a Lebesgue density (which also entails
that Σ is invertible). Moreover, consider a d × p matrix A with linearly independent
columns. If Y were Gaussian, we would have E[Y ‖A′Y ] = µ + ΣA(A′ΣA)−1A′(Y − µ).
In general, one easily verifies that∥∥∥E[Y ‖A′Y ]− (µ+ΣA(A′ΣA)−1A′(Y − µ))∥∥∥ ≤ ‖Σ‖1/2 ∥∥∥E[Z‖B′Z]−BB′Z∥∥∥
holds for Z = Σ−1/2(Y − µ) and B = Σ1/2A(A′ΣA)−1/2. Note that Z has a Lebesgue
density; that Z is centered and standardized so that E[Z] = 0 and E[ZZ ′] = Id; and
that the columns of B are orthonormal. In particular, we see that the conditional mean
of Y given A′Y is approximately linear if the same is true for the conditional mean of
Z given B′Z, provided only that the largest eigenvalue of Σ is not too large. A similar
consideration applies, mutatis mutandis, to the conditional variance of Y given A′Y and
that of Z given B′Z. For further details, in particular about the role of Σ, see Section 3.3.
(ii) Conditioning on B′Z is equivalent to conditioning on BB′Z, which is the orthogonal
projection of Z onto the column space of B. Therefore, we could formulate Theorem 2.1
for collections of p-dimensional subspaces S of Rd (elements of the Grassmann manifold
Gd,p) instead of matrices B (from the Stiefel manifold Vd,p), and thus replace (1.1) by
sup
S∈H
P
(∥∥∥E[Z‖PSZ]− PSZ∥∥∥ > t) ,
with PS denoting the orthogonal projection matrix for the subspace S. Here, H denotes
the image of the set G ⊆ Vd,p from (1.1) under the mapping that maps a matrix B into
its column space S. Note that the image of the Haar measure on Vd,p under this mapping
is the Haar measure on Gd,p; see also [3, Theorem 2.2.2(iii)]. In a similar manner, one
can also write (1.2) in terms of the Grassmann manifold, namely as
sup
S∈H
P
(∥∥∥E[ZZ ′‖PSZ]− (Id − PS + PSZ(PSZ)′)∥∥∥ > t) .
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2. Results
We first present our main non-asymptotic result, i.e., Theorem 2.1, and the bounds (b1)
and (b2) that it relies on. These bounds depend on a constant k that will be chosen as
needed later. In Corollary 2.4 and the attending discussion, we then present asymptotic
scenarios in which the constants in (b1) and (b2) can be controlled, such that the error
bounds in Theorem 2.1 become small. Throughout the following, consider a random d-
vector Z that has a Lebesgue density and that satisfies EZ = 0 as well as EZZ ′ = Id.
For k ∈ N, write Z1, . . . , Zk for i.i.d. copies of Z, and write Sk for the k×k Gram-matrix
Sk = (Z
′
iZj/d)
k
i,j=1. For g ≥ 0, a monomial of degree g in the elements of Sk − Ik is an
expression of the form G =
∏g
ℓ=1(Sk − Ik)iℓ,jℓ for (iℓ, jℓ) ∈ {1, . . . , k}2, 1 ≤ ℓ ≤ g (with
the convention that G = 1 in case g = 0). We say that G has a linear (resp. quadratic)
factor if one of the pairs, say (i1, j1), occurs exactly once (resp. twice).
(b1) Fix k ∈ N.
(a) There are constants ε ∈ [0, 1/2] and α ≥ 1 so that E‖√d(Sk − Ik)‖2k+1+ε ≤ α.
(b) There are constants β > 0 and ξ ∈ (0, 1/2] that satisfy the following: For any
monomial G = G(Sk − Ik) in the elements of Sk − Ik, whose degree g satisfies
g ≤ 2k, we have |dg/2EG − 1| ≤ β/dξ if G consists only of quadratic factors in
elements above the diagonal, and |dg/2EG| ≤ β/dξ if G contains a linear factor.
(c) The constants β and ξ in (b) also satisfy the following: Consider two monomials
G = G(Sk−Ik) andH = H(Sk−Ik) of degree g and h, respectively, in the elements
of Sk−Ik. If G is given by Z ′1Z2Z ′2Z3 . . . Z ′g−1ZgZ ′gZ1/dg, ifH =
∏h
ℓ=1(Sk−Ik)iℓ,jℓ
with {1, . . . , g} ⊆ {i1, j1, . . . , ih, jh}, and if 2 ≤ h < g ≤ k, then |dgEGH | ≤ β/dξ.
(b2) For fixed k ∈ N, there is a constant D ≥ 1, such that the following holds true:
If R is an orthogonal d × d matrix, then a marginal density of the first d − k + 1
components of RZ is bounded by
(
d
k−1
)1/2
Dd−k+1.
The bounds in (b1) and (b2) essentially guarantee that moments of certain functions
of the Gram matrix Sk are either bounded (in (b1).(a) and (b2)) or not too different from
what they would be if Z were Gaussian (in (b1).(b-c)). We will impose (b1) and (b2) with
k = 2 when considering conditional means, and with k = 4 when considering conditional
variances. Clearly, (b1) becomes stronger as k increases. The specific requirements in
(b1) are minimal for our current method of proof and the bound in (b2) is chosen in
such a way that certain constants γ1 and γ2 appearing in Theorem 2.1 do not depend
on the dimension d. Other methods of proof, if such can be found, may rely on different
conditions. For further discussion and specific examples where our conditions apply, see
Section 3.1.
The bounds in (b1) are non-asymptotic versions of condition (t1) in [13], and the
bound in (b2) coincides with condition (t2) in that reference. The bounds in (b1).(b-c)
are written as β/dξ, because in Corollary 2.4 we will consider situations where these
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bounds hold for constants β and ξ that either are both independent of d, or that are such
that β is independent of d while ξ depends on d so that 1/dξ → 0. In (b2), note that
the upper bound on the marginal densities can increase in d. The bound in (b2) appears
to be qualitatively different from (b1) in that it does not directly impose restrictions
on moments involving the standardized Gram matrix Sk − Ik. However, (b2) is used
only to bound the p-th moment of detS
−4(k+1)
l for l = 1, . . . , k; cf. Lemma E.5 and the
proof of Proposition 4.4 in Appendix E of the supplement. Just like Condition (b1), the
requirement of a uniform bound on maxl≤k EdetS
−4p(k+1)
l , becomes more restrictive if k
increases. From a statistical perspective, we note that the moment-bounds discussed here
can be estimated from a sample of independent copies of Z. Indeed, population means
like E‖Sk − Ik‖2k+1+ε, EG, EGH , or EdetS−4p(k+1)l as above are readily estimated by
appropriate sample means. In this sense, we rely on bounds that can be estimated from
data.
Theorem 2.1. For fixed d, consider a random d-vector Z that has a Lebesgue density
fZ and that is standardized such that EZ = 0 and EZZ
′ = Id.
(i) Suppose that (b1).(a-b) and (b2) hold with k = 2. Then, for each p < d and for each
τ ∈ (0, 1), there is a Borel set G ⊆ Vd,p such that (1.1) is bounded by
1
t
d−τξ1 +
γ1
1− τ
p
3ξ1 log d
(2.1)
for each t > 0, and such that
νd,p (G
c) ≤ κ1 d−τξ1
(
1− γ1τ pξ1 log d
)
, (2.2)
where ξ1 is given by ξ1 = min{ξ, ε/2+1/4, 1/2}/3 and γ1 = max{g1, 6+2 log(2D
√
πe)}.
Here, the constant κ1 depends only on α and β and g1 is a global constant.
(ii) Suppose that (b1).(a-c) and (b2) hold with k = 4. Then, for each p < d and for each
τ ∈ (0, 1), there is a Borel set G ⊆ Vd,p so that both (1.1) and (1.2) are bounded by
1
t
d−τξ2 +
γ2
1− τ
p
5ξ2 log d
(2.3)
for each t > 0, and such that
νd,p(G
c) ≤ 2κ2 d−τξ2
(
1− γ2τ pξ2 log d
)
. (2.4)
Here, ξ2 is given by ξ2 = min{ξ, ε/2+1/4, 1/2}/5 and γ2 = max{g2, 10+4 log(2D
√
πe)}.
The constant κ2 depends only on α and β and g2 is a global constant.
(iii) The set G in both parts (i) and (ii) can be chosen to have the following additional
properties: G is right-invariant under the action of the orthogonal group of order p and
it is left orthogonally equivariant, i.e., G = G(fZ) depends on the distribution of Z in
such a way that G(fRZ) = RG(fZ), for every d× d orthogonal matrix R.
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The constants g1, g2, κ1 and κ2 in part (i) and (ii) can be obtained explicitly upon
detailed inspection of the proof.
With Theorem 2.1, we aimed to obtain the best possible upper bounds for (1.1),
(1.2) and νd,p(G
c) that our current technique of proof delivers. It is likely that better
bounds can be obtained under stronger assumptions (like in the case where the compo-
nents of Z are independent) together with an alternative method of proof. In particular,
when bounding (1.1) in Theorem 2.1(i), the term γ11−τ
p
3ξ1 log d
is obtained by bound-
ing P(‖B′Z‖2 > (1 − τ)3ξ1 log(d)/γ1) using Chebyshev’s inequality; cf. the proof of
Lemma B.2 in the supplement. Under appropriate additional assumptions on the tails
of ‖B′Z‖, this bound can be dramatically improved. The bound on both (1.1) and (1.2)
in Theorem 2.1(ii) can be improved in a similar fashion (cf. Section 3.2). When prov-
ing Theorem 2.1, we derive upper bounds for (1.1) and (1.2), on the one hand, and for
νd,p(G
c), on the other hand, that are antagonistic in the sense that one can be reduced
at the expense of the other (namely in the proof of Lemma B.2). For Theorem 2.1, we
have balanced these bounds so that both are of the same leading order in d, i.e., d−τξ1
in part (i) and d−τξ2 in part (ii).
Remark 2.2. Because the error bounds in Theorem 2.1 depend on Z only through the
constants that occur in (b1) and (b2), the theorem a fortiori holds uniformly over the
class of all distributions for Z that satisfy (b1) and (b2). For example: Fix constants ε,
α, β and ξ as in (b1), fix D as in (b2), and write Z for the class of all random d-vectors
Z that satisfy the bounds (b1).(a-c) and (b2) for k = 4, that have a Lebesgue density,
and that are centered and standardized. Then, for each Z ∈ Z and for each p < d, there
exits a Borel set G ⊆ Vd,p (that depends on Z), so that (1.1), (1.2) and also νd,p(Gc) are
bounded as in Theorem 2.1(ii). Similar considerations also apply, mutatis mutandis, to
Theorem 2.1(i) and to the following corollary.
Remark 2.3. Our results provide conditions under which conditional means are ap-
proximately linear and conditional variances are approximately constant, provided that
p/ log d is small. Theorem 2.1 provides such a statement for a fixed distribution of Z and
for many B. By a slight change of perspective, this also leads to a similar statement that
holds for fixed B and many distributions of Z, cf. [22]. We can not deal with a fixed
matrix B and a fixed distribution of Z with our methods. Whether, say, the conditional
variance is approximately constant for given B and Z depends on the particulars of B and
Z, irrespective of p and d. A few trivial examples, however, are well known. For instance,
if the distribution of Z is spherically symmetric, then the conditional expectation of Z
given B′Z is exactly linear for every matrix B. Moreover, the conditional expectation is
linear and the conditional variance is constant if the components of Z are independent
and B = (ej1 , . . . , ejp), where ej is the j-th element of the standard basis in R
d. See also
Section 2.3.4. in Chapter 2 of [20] for a non-trivial example with p = 1 and d = 2.
Corollary 2.4. For each d, consider a random d-vector Z(d) that has a Lebesgue density
and that satisfies EZ(d) = 0 and EZ(d)Z(d)
′
= Id. And for each d, suppose that (b1).(a-c)
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and (b2) hold with Z(d) replacing Z and with k = 4, such that the constants ε, α, β, and
D in these bounds do not depend on d, while the constant ξ = ξd in (b1) may depend
on d as long as d−ξd → 0 as d → ∞. Moreover, consider a sequence of integers pd < d
such that pd/(ξd log d) → 0. Then Theorem 2.1(ii) applies for each d, with Z(d) and pd
replacing Z and p, respectively, and the error bounds provided in the theorem go to zero
as d→∞.
Corollary 2.4 provides an asymptotic version of Theorem 2.1(ii). Similarly, an asymp-
totic version of Theorem 2.1(i) can also be obtained, mutatis mutandis. This provides
a direct extension of Theorem 2.1 of [13] from the case p = 1 covered in that reference
to the case where p > 1, also allowing for p to grow with d. [Indeed, it is elementary to
verify that conditions (t1) and (t2) with k = 4 in [13] imply that the conditions of the
corollary are satisfied with ε = 0 and for some sequence ξd such that d
−ξd → 0 as d→∞.
And if (t1) and (t2) hold with k = 2, one obtains conditions that imply an asymptotic
version of Theorem 2.1(i).]
If Corollary 2.4 applies with constants ξd satisfying ξd → ξ∞ > 0 (e.g., in the case
where the ξd do not depend on d, which is also discussed in Example 3.1), the corollary’s
requirement on pd reduces to pd = o(log d). In that case, the bounds on νd,p(G
c) in
Theorem 2.1 are of polynomial order in d. But if Corollary 2.4 applies with ξd → 0,
then the stronger requirement pd = o(ξd log d) is needed, and the bounds on νd,p(G
c) in
Theorem 2.1 can be of slower order in d. Note that d−ξd → 0 entails that ξd log d→∞, so
that the constant sequence pd = p always satisfies the growth condition in Corollary 2.4.
3. Examples and extensions
3.1. Examples
In this section we discuss a few simple examples of multivariate distributions for which
our assumptions (b1) and (b2) are satisfied and explicit values for the quantities ε and ξ
can be given. First, we consider the case of a product distribution on Rd with moments
of sufficiently high order and bounded component densities. For the proof we refer the
reader to Example A.1 in [14].
Example 3.1 (Leeb 2013). Suppose that the random d-vector Z = (z1, . . . , zd)
′ has
independent components and satisfies EZ = 0, EZZ ′ = Id, and fix k ∈ N.
(i) If E|zi|4k+4 ≤ µ4k+4, for some universal constant µ4k+4 > 0 and for all i = 1, . . . , d,
then the bounds in (b1).(a-b) hold with k as chosen here, with ε = ξ = 1/2 and the
constants α and β depend only on k and µ4k+4.
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(ii) If E|zi|2k+1 ≤ µ2k+1, for some universal constant µ2k+1 > 0 and for all i = 1, . . . , d,
then the bounds in (b1).(c) hold with k as chosen here, with ξ = 1/2 and the constant β
depends only on k and µ2k+1.
(iii) If all the marginal Lebesgue densities of the components of Z exist and are bounded
by a constant D ≥ 1 then Condition (b2) holds true for the same constant D and every
value of k ∈ {1, . . . , d}.
From Example 3.1 we see, in particular, that if the random vector Z has independent
components with bounded densities and bounded 12-th marginal moments, then the
bounds of Theorem 2.1(i) hold, with ξ1 = 1/6 (note that k has to be chosen as k = 2
here). If the components of Z even have 20 marginal moments bounded by a universal
constant, then also the bounds of Theorem 2.1(ii) hold, with ξ2 = 1/10 (in this case
k = 4).
The assumptions of Theorem 2.1, however, are not limited to product distributions,
as the following examples show. See Appendix A in the supplementary material [21] for
the proofs.
Example 3.2. Suppose that the random d-vector Z satisfies EZ = 0 and EZZ ′ = Id.
(i) If R is a fixed d× d orthogonal matrix and Z satisfies any of the bounds (b1).(a,b,c)
or (b2) for some values of k, α, β, ε and ξ, then the random vector Z∗ = RZ satisfies
the same bound with the same constants.
(ii) If r is a scalar random variable taking values in {−1, 1} that is independent of Z,
and Z satisfies any of the bounds (b1).(a,b,c) or (b2) for some values of k, α, β, ε and
ξ, then the random vector Z∗ = rZ satisfies the same bound with the same constants.
Examples 3.1 and 3.2 can be combined to produce many multivariate distribu-
tions with dependent components that still satisfy the assumptions of Theorem 2.1.
For instance, if Z has independent non-Gaussian components with moment and den-
sity bounds as in Example 3.1 and R is orthogonal with no zero entry, then, by the
Darmois-Skitovich Theorem, Z∗ = RZ can not have independent components. Al-
ternatively, if Z = (z1, . . . , zd)
′ is as in Example 3.1 and such that, say, the first
two components have non-symmetric distributions, then the first two components of
Z∗ = rZ = (z∗1 , . . . , z
∗
d)
′, for some non-degenerate random variable r with values in
{−1, 1}, may be dependent. Indeed, for example, take z1 ∼ z2 ∼ Exp(1) − 1 and note
that P(z∗2 < −1|z∗1 > 1) = 0 6= P(z∗2 < −1).
As our last example we discuss a specific case of a spherical distribution. Recall that ev-
ery spherically symmetric distribution with independent components must be Gaussian.
So every spherical non-Gaussian distribution constitutes an example of a multivariate dis-
tribution with dependent components. Also, if Z is spherical, then E[Z‖B′Z] = BB′Z,
almost surely, for every B ∈ Vd,p. Hence, the following example is only of interest in
10 Steinberger, Leeb
connection with Theorem 2.1(ii) on the conditional second moment of Z, since Theo-
rem 2.1(i) is trivially true in this case.
Example 3.3. If Z is uniformly distributed on the d-ball of radius
√
d+ 2, then EZ = 0
and EZZ ′ = Id. Moreover, for k ∈ {2, 4}, at least for all sufficiently large d, Z satisfies
Conditions (b1) and (b2) with constants ε = ξ = 1/2, D = 1, and constants α and β
that depend only on k.
Finally, it is worth mentioning that in the case of spherically symmetric Z the structure
of the set G from Theorem 2.1 simplifies dramatically. Indeed, from Theorem 2.1(iii) we
see that if Z is spherical, then G is both left and right-invariant under the action of the
appropriate orthogonal groups and thus is either empty or equal to the whole Stiefel
manifold Vd,p.
3.2. Improved bounds
At the current state of research we can not say if the bounds provided by Theorem 2.1
are tight, or at least if they are of the optimal rate in d, in the sense that this rate is
achieved for some multivariate distribution satisfying conditions (b1) and (b2). However,
there are certain distributions for which the bounds of the theorem can be improved
substantially.2
First, consider the bounds (2.1) and (2.3), which are only of logarithmic order in d. As
mentioned in Section 2, they can be improved considerably if one imposes an appropriate
condition on Z. Here, we only consider (2.1) as an example. This bound is derived in
the proof of Lemma B.2(i) by the following simple argument involving the cut-off point
Md =
√
3ξ1(1− τ)(log d)/γ1. For t > 0,
P (‖E[Z‖B′Z]−BB′Z‖ > t)
≤ P (‖E[Z‖B′Z]−BB′Z‖ > t, ‖B′Z‖ ≤Md) + P (‖B′Z‖ > Md)
≤ 1
t
∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖ dPB′Z(x) + p/M2d . (3.1)
In the proof of Theorem 2.1(i) we choose G ⊆ Vd,p such that for B ∈ G the bound in
(3.1) turns into (2.1), while, at the same time, νd,p(G
c) is bounded as in (2.2). Of course,
using Markov’s inequality to bound P (‖B′Z‖ > Md) in the preceding display is far from
optimal if we have more information on the tails of Z.
2Moreover, for each specific distribution, there are typically subsets of the set G from the theorem,
for which the probabilities in (1.1) and (1.2) are substantially smaller than their respective upper bounds
(2.1) and (2.3). For instance, if Z has independent components and the columns of B are elements of
the standard basis in Rd, then both probabilities in (1.1) and (1.2) are equal to zero, for all t > 0.
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Suppose now that the random vector Z, in addition to the assumptions of Theo-
rem 2.1(i), also satisfies the sub-Gaussian tail condition
E exp(α′Z) ≤ exp(‖α‖2σ2/2), (3.2)
for every α ∈ Rd and some constant σ > 0.3 Under this condition, the tail inequality for
quadratic forms by [10] applies and yields
P(‖B′Z‖2 > σ2(p+ 2√ps+ 2s2)) ≤ e−s2 ,
for all s > 0. Suppose that p < M2d/(8σ
2). Since this restriction also entails that p <
M2d/σ
2, the equation σ2(p+2
√
ps+2s2) = M2d has a real positive solution s0 = −
√
p/2+√
M2d/(2σ
2)− p/4. Thus, after expanding the square and rearranging terms, we obtain
s20 =
M2d
2σ2
−
√
p
(
M2d
2σ2
− p
4
)
≥ M
2
d
4σ2
= (log d)
3
4
ξ1(1− τ)
σ2γ1
,
where we have used our restriction on p again. Hence,
P(‖B′Z‖2 > M2d ) ≤ e−s
2
0 ≤ d−
3
4
ξ1(1−τ)
σ2γ1 ,
and we have managed to replace the term in (2.1) that is only of logarithmic order in
d by something that is decreasing polynomially in d. However, since the squared cut-off
pointM2d is only of logarithmic order in d, the condition that p < M
2
d/(8σ
2) still requires
p/ log d to be small. At the moment, we do not see a way how to increase the cut-off
point to polynomial order in d without simultaneously ruining the bound in (2.2).
Concerning the bounds (2.2) and (2.4), we believe that polynomial rates in d of arbi-
trarily high order can be achieved under more restrictive assumptions than those main-
tained here and upon using a more elaborate method of proof. First results in that
direction, regarding only the conditional expectation, are in preparation, cf. [16].
3.3. The case of a general covariance matrix
The proof of Theorem 2.1 crucially relies on the assumptions that EZ = 0 and EZZ ′ = Id.
However, Theorem 2.1, as it stands, can already be used to generalize substantially
beyond the mean zero and unit covariance case. In particular, we can provide a large
class of positive definite covariance matrices such that for each element Σ of that class
the conclusions of Theorem 2.1 remain valid, provided, of course, that all the relevant
quantities are modified to reflect the general covariance structure Σ. The key to this
extension is the following observation.
3This is satisfied, for instance, if Z has independent components which all satisfy the one dimensional
analogue of (3.2) with the same value of σ.
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If Y is Gaussian with mean µ ∈ Rd and positive definite covariance matrix Σ, and
A ∈ Vd,p, then E[Y ‖A′Y ] = µ+Σ1/2PΣ1/2AΣ−1/2(Y −µ) and E[(Y −µ)(Y −µ)′‖A′Y ] =
Σ1/2
[
Id − PΣ1/2A + PΣ1/2AΣ−1/2(Y − µ)(Y − µ)′Σ−1/2PΣ1/2A
]
Σ1/2, where P... is the
projection matrix corresponding to the column span of the matrix in the subscript. These
are our target quantities. Now assume that Y is not necessarily Gaussian but satisfies
Y = µ+Σ1/2Z, with Z as in Theorem 2.1. One easily verifies that
E[Y ‖A′Y ]− (µ+Σ1/2PΣ1/2AΣ−1/2(Y − µ)) = Σ1/2 (E[Z‖B′Z]−BB′Z) ,
and
E[(Y − µ)(Y − µ)′‖A′Y ]
− Σ1/2
(
Id − PΣ1/2A + PΣ1/2AΣ−1/2(Y − µ)(Y − µ)′Σ−1/2PΣ1/2A
)
Σ1/2
= Σ1/2 (E[ZZ ′‖B′Z]− (Id −BB′ +BB′ZZ ′BB′)) Σ1/2,
where B = Σ1/2A(A′ΣA)−1/2 ∈ Vd,p. Ideally, the norm of these quantities should become
small if d is large. Ignoring the additional scaling by the matrix Σ1/2 of these error terms4,
there remains the question of whether the theorem also applies to
P
(∥∥∥E[Z‖B′Z]−BB′Z∥∥∥ > t) (3.3)
and
P
(∥∥∥E[ZZ ′‖B′Z]− (Id −BB′ +BB′ZZ ′BB′)∥∥∥ > t) , (3.4)
instead of (1.1) and (1.2), i.e., if B = B(Σ, A) ∈ G. This raises two questions: For given
Σ, how large is the collection of ‘good’ matrices A, i.e., how large is the set of A for
which B(Σ, A) ∈ G? And: How large is the family of matrices Σ for which the collection
of ‘good’ matrices A is large? The latter question is answered by the next result, the
proof of which is deferred to Appendix A in the supplement.
Proposition 3.4. If Z satisfies the assumptions of Theorem 2.1(i) (or Theorem 2.1(ii))
and G ⊆ Vd,p is the corresponding subset of the Stiefel manifold, then, for each diagonal
positive definite matrix Λ, there exists a collection U(Λ) = U(G,Λ) ⊆ Od of orthogonal
matrices, such that the sets
S := S(G) := {UΛU ′ : Λ = diag(λi) > 0, U ∈ U(G,Λ)}
and
J(Σ) := J(Σ,G) := {A ∈ Vd,p : Σ1/2A(A′ΣA)−1/2 ∈ G},
have the following properties:
4Whether the scaling by Σ1/2 matters depends on the specific context of application for these results.
Also, the problem can always be circumvented by imposing a boundedness assumption on ‖Σ‖. However,
in the context of [22], for example, no such bound is required.
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sup
Λ:Λ=diag(λi)>0
νd,d(U
c(Λ)) and sup
Σ∈S
νd,p(J
c(Σ))
are bounded by the square root of the right-hand-side of (2.2) (resp. (2.4)). By definition,
if Σ is any positive definite covariance matrix and A ∈ J(Σ), then (3.3) (resp. (3.4)) is
bounded by (2.1) (resp. (2.3)) for every t > 0.
To understand the message of Proposition 3.4, suppose for now that the assumptions
of Theorem 2.1(i) are satisfied. Then the set J(Σ) is constructed such that the following
holds: If Σ is any positive definite covariance matrix and A is taken from the collection
J(Σ), then, for B = Σ1/2A(A′ΣA)−1/2, the expression in (3.3) is bounded by (2.1).
In other words, J(Σ) is a collection of ‘good’ matrices A as discussed just before the
proposition. Now Proposition 3.4 shows that J(Σ) is large provided that Σ ∈ S, and
also that the set S itself is large. Similar considerations apply, mutatis mutandis, to
the conditional variance under the assumptions of Theorem 2.1(ii). In short, for a large
class of d-dimensional distributions Z (cf. conditions (b1) and (b2)), for a large set of
covariance matrices Σ (given by S) and for most matrices A from the Stiefel manifold
(those contained in J(Σ)), the first two conditional moments of Y = µ + Σ1/2Z given
A′Y are close to what they would be in the Gaussian case, all provided that p/ log d is
small.
4. Proof of Theorem 2.1
The rest of the paper and the on-line supplementary material comprise the proof of
Theorem 2.1. The basic strategy of the proof is non-standard and is described in this
section. To implement this strategy, we need to deal with several intricate technical
challenges. But those can be handled by standard methods from multivariate analysis
and probability theory. To keep the main paper short, such technical details are relegated
to the on-line supplementary material. Our arguments have the same basic structure as
those used in [13]. To prove Theorem 2.1, however, the arguments from [13] require
substantial extensions and modifications, because many of the arguments used in that
reference are of an asymptotic nature and do not provide explicit error bounds, and
because all of these arguments rely heavily on the assumption that p is fixed and equal
to 1.
4.1. Two crucial bounds
Throughout, fix d ∈ N and let Z be as in Theorem 2.1, i.e., a random d-vector that has a
Lebesgue density and that is standardized so that EZ = 0 and EZZ ′ = Id. [The particular
assumptions of part (i) and (ii) of Theorem 2.1 will be imposed as needed later.] We will
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study the following quantities: For a positive integer p < d, for x ∈ Rp, and for B ∈ Vd,p,
set µx|B = E[Z‖B′Z = x], ∆x|B = E[ZZ ′‖B′Z = x]−(Id+B(xx′−Ip)B′), and h(x|B) =
E
[
f(Wx|B)
φ(Wx|B)
]
, where f = fZ is a Lebesgue density of Z,W
x|B = Bx+(Id−BB′)V , and φ
denotes a Lebesgue density of V ∼ N(0, Id). Note that these quantities, if considered as
functions with domain Rp×Vd,p, can be chosen to be measurable; cf. Lemma B.1. Finally,
write SM,p for the closed ball of radius M in Rp, i.e., SM,p = {x ∈ Rp : ‖x‖ ≤M}.
We now introduce two bounds which will play an essential role in the proof of Theo-
rem 2.1. In each bound, the quantity of interest, which will be introduced shortly, will
be bounded by an expression of the form
p2k+1+εegM
2 (
2D
√
πe
)pk
d−min{ξ,ε/2+1/4,1/2}κ (4.1)
for some even integer k, where the precise value of the constants in the bound will depend
on the context, i.e., these constants will be chosen as needed later.
The first crucial bound implies the first part of Theorem 2.1: Under the assumptions
of the Theorem 2.1(i), we will show that
sup
x∈SM,p
∫ [‖µx|B‖2 − ‖x‖2] h(x|B)2 dνd,p(B) (4.2)
is bounded by (4.1) for k = 2, for every M > 1 and every p ∈ N such that d >
max{4(k + p + 1)M4, 2k + p(2k + 2)2k+3, p2}, where κ = κ1 ≥ 1 is a constant that
depends only on α and β, and where g = g1 is a global constant. The remaining constants
occurring here, i.e., ε, α, β, ξ, and D, are those that appear in the bounds (b1).(a-
b) and (b2) imposed by Theorem 2.1(i). Once that statement has been derived, the
proof of Theorem 2.1(i) is easily completed by standard arguments (that are detailed in
Lemma B.2(i)).
The second crucial bound similarly delivers the second part of Theorem 2.1: Under
the assumptions of Theorem 2.1(ii), we will show that (4.2) and
sup
x∈SM,p
∫
trace∆kx|Bh(x|B)k dνd,p(B) (4.3)
are both bounded by (4.1) for k = 4, for every M > 1 and every p ∈ N such that
d > max{4(k + p+ 1)M4, 2k + p(2k + 2)2k+3, p2}, where κ = κ2 ≥ 1 depends only on α
and β, and where g = g2 is a global constant. Again, the remaining constants ε, α, β, ξ,
and D are those that appear in the bounds (b1) and (b2) imposed by Theorem 2.1(ii).
From this statement, standard arguments complete the proof of Theorem 2.1(ii); cf.
Lemma B.2(ii).
It turns out that in order to derive the upper bounds for (4.2) and (4.3), it will be
instrumental to show that
sup
x∈SM,p
∫
[h(x|B)− 1]2 dνd,p(B) (4.4)
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is finite. In particular, we will need to establish finiteness of (4.4) for every M and p as
in (4.2) to derive the desired bound on (4.2), and for every M and p as in (4.3) for the
bound on (4.3). We will in fact show more than that, namely that (4.4) is also bounded
by (4.1), under the assumptions of Theorem 2.1(i) and for constants as in (4.2), and also
under the assumptions of Theorem 2.1(ii) and for constants as in (4.3).
We pause here for a moment to discuss a weaker version of Theorem 2.1 which also
allows us to better appreciate the importance of (4.4) (the exact role of (4.4) in the main
argument will become apparent later, after Proposition 4.1): Assume in this paragraph
that (4.2), (4.3), and (4.4) are all bounded by (4.1) with k = 4, for each M > 1, and for
each sufficiently large d. [The other constants in the bound, i.e., p, ε, g, D, ξ and κ, are
assumed to be fixed, independent of of d here.] Under this assumption, we immediately
obtain the following weaker version of Corollary 2.4: For each x ∈ Rp, we have
‖E[Z‖B′Z = x]−Bx‖2 p−→ 0,
‖E[ZZ ′‖B′Z = x]− (Id +B(xx′ − Ip)B′)‖ p−→ 0
as d → ∞, if B is a random matrix that is uniformly distributed on Vd,p. After noting
that ‖E[Z‖B′Z = x] − Bx‖2 can also be written as ‖E[Z‖B′Z = x]‖2 − ‖x‖2, this is
an easy consequence of Markov’s inequality and Slutzky’s Lemma.5 [Choose M ≥ ‖x‖
and observe that the upper bound (4.1) converges to zero as d → ∞, so that also the
three quantities in (4.2), (4.3), and (4.4) converge to zero. Now convergence of (4.4)
to zero entails that h(x|B) converges to one in squared mean. Convergence of (4.2) to
zero implies that
[‖E[Z‖B′Z = x]‖2 − ‖x‖2]h(x|B)2 converges to zero in expectation.
Similarly, convergence of (4.3) to zero implies that trace∆4x|Bh(x|B)4 converges to zero
in expectation. Because the involved random variables are all non-negative, the first
relation in the preceding display follows from Markov’s inequality and Slutzky’s Lemma.
The second relation follows in a similar fashion upon observing that the symmetry of
∆x|B entails that ‖∆x|B‖4 is bounded from above by trace∆4x|B.]
In this subsection, we have seen that to prove Theorem 2.1(i), it suffices to show,
under the assumptions maintained there, that both (4.2) and (4.4) are bounded by (4.1)
for constants as in (4.2). And, similarly, to prove Theorem 2.1(ii), it remains to show,
under the assumptions maintained there, that (4.2), (4.3) and (4.4) are all bounded by
(4.1) for constants as in (4.3).
4.2. Changing the reference measure
Throughout the following, set
Wj = Bx+ (Id −BB′)Vj , (4.5)
5 A proof of the first statement in the preceding display was already sketched in [7] as an immediate
generalization of the case where p = 1 proved therein. See also [13] for further discussion of that result.
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for j = 1, . . . , k, where B, V1, . . . , Vk are independent such that B is a random d × p
matrix with distribution νd,p and such that each of the Vi is distributed as N(0, Id). We
call W1, . . . ,Wk the ‘rotational clones’, in analogy to the name ‘rotational twins’ that
the authors of [7] use for the pair W1,W2 in case p = 1. With this, we may re-write the
integral in (4.4) as
∫ (
E
[
f(W x|B)
φ(W x|B)
])2
− 2E
[
f(W x|B)
φ(W x|B)
]
+ 1 dνd,p(B)
=
∫
E
[
f(Bx+ (Id −BB′)V1)
φ(Bx + (Id −BB′)V1)
]
E
[
f(Bx+ (Id −BB′)V2)
φ(Bx + (Id −BB′)V2)
]
dνd,p(B)
− 2
∫
E
[
f(Bx+ (Id −BB′)V1)
φ(Bx + (Id −BB′)V1)
]
dνd,p(B) + 1
= E
[
f(W1)
φ(W1)
f(W2)
φ(W2)
− 1
]
− 2E
[
f(W1)
φ(W1)
− 1
]
, (4.6)
provided that the expected values in (4.6) are all finite. And, clearly, if both expected
values in (4.6) are bounded by (4.1) in absolute value, then (4.6) is bounded by three
times the expression in (4.1). To establish the desired bounds on (4.2) and (4.3) it will
be convenient to also express the integrals in (4.2) and (4.3) in terms of the Wi. This can
be accomplished by virtue of the following proposition.
Proposition 4.1. Fix d ≥ p ≥ 1, and consider a random d-vector Z with Lebesgue
density f . Let V ∼ N(0, Id), and write φ(·) for a Lebesgue density of V . Moreover, for a
fixed d × p-matrix B ∈ Vd,p and for any x ∈ Rp, set W x|B = Bx + (Id − BB′)V . Then
the function h(·|B) : Rp → R¯ defined by
h(x|B) = E
[
f(W x|B)
φ(W x|B)
]
for x ∈ Rp is a density of B′Z with respect to the p-variate standard Gaussian mea-
sure (i.e., h(x|B)φp(x) is a Lebesgue density of B′Z if φp denotes a Np(0, Ip)-density).
Moreover, if Ψ : Rd → R is such that Ψ(Z) is integrable, then a conditional expectation
E[Ψ(Z)‖B′Z = x] of Ψ(Z) given B′Z = x satisfies
E
[
Ψ(Z)
∥∥∥∥∥B′Z = x
]
h(x|B) = E
[
Ψ(W x|B)
f(W x|B)
φ(W x|B)
]
whenever x ∈ Rp is such that h(x|B) <∞.
Note that this proposition applies under the assumptions of both parts of Theorem 2.1.
Assume therefore that Proposition 4.1 is applicable throughout the rest of this subsection.
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The integral in (4.2) can then be re-written as∫ [‖µx|B‖2 − ‖x‖2]h(x|B)2 dνd,p(B)
=
∫
‖µx|Bh(x|B)‖2 dνd,p(B)− ‖x‖2
∫
h(x|B)2 dνd,p(B)
=
∫
E
[
W x|B
f(W x|B)
φ(W x|B)
]′
E
[
W x|B
f(W x|B)
φ(W x|B)
]
dνd,p(B)
− ‖x‖2E
[
f(W1)
φ(W1)
f(W2)
φ(W2)
]
= E
[(
W ′1W2 − ‖x‖2
) f(W1)
φ(W1)
f(W2)
φ(W2)
]
, (4.7)
provided that the expected values in (4.6) and (4.7) are all finite. [Indeed, finiteness
of the expected values in (4.6) entails that
∫
[h(x|B) − 1]2dνd,p(B) is finite, so that
νd,p{B : h(x|B) = ∞} = 0, whence Proposition 4.1 can be used to obtain the second
equality in the preceding display. The first and the third equality follow from finiteness
of the expected values in (4.6) and (4.7).]
To express the integral in (4.3) in a similar way, define ∆x|B(z) : Rp×Vd,p×Rd → Rd×d
by ∆x|B(z) = zz′ − (Id +B(xx′ − Ip)B′), and use Proposition 4.1 component-wise with
Ψi,j(Z) =
[
∆x|B(Z)
]
i,j
for all i, j = 1, . . . , d to obtain∫
trace∆kx|Bh(x|B)k dνd,p(B)
=
∫
trace
{(
E[∆x|B(Z)‖B′Z = x]h(x|B)
)k}
dνd,p(B)
=
∫
trace
{(
E
[
∆x|B(W x|B)
f(W x|B)
φ(W x|B)
])k}
dνd,p(B)
= E
[
trace∆x|B(W1) · · ·∆x|B(Wk)
f(W1)
φ(W1)
· · · f(Wk)
φ(Wk)
]
, (4.8)
provided that the expected values in (4.6) and (4.8) are all finite. Lemma C.1 describes
how the expression in (4.8) can be written as a weighted sum of expressions that, simi-
larly to (4.7), involve only inner products of the Wi and a product of density ratios. In
particular, we find that (4.8) can be written as a weighted sum of terms of the form
k∑
j=1
(−1)k−j
(
k
j
)
E
[(
W ′1W2 · · ·WjW ′jW1 − d+ p− ‖x‖2j
) f(W1)
φ(W1)
· · · f(Wk)
φ(Wk)
]
, and
E
[(
m∏
i=1
W ′ji−1+1Wji−1+2W
′
ji−1+2 · · ·W ′ji−1Wji − ‖x‖2(jm−m)
)
f(W1)
φ(W1)
· · · f(Wk)
φ(Wk)
]
(4.9)
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for m ≥ 1 and indices j0, . . . , jm satisfying j0 = 0, jm < k, and ji−1 + 1 < ji whenever
1 ≤ i ≤ m, provided that the expected values in (4.9) are all finite. [Note that these
requirements entail that m ≤ k/2, and that there are no more than ( km) choices for the
indices j0, . . . , jm in the second expected value in (4.9).] Lemma C.1 also shows that the
weights in this expansion of (4.8) only depend on k and on x, and are polynomials in
‖x‖2. Note that hence all the weights are bounded, in absolute value and uniformly in
x ∈ SM,p, by ec(k)M2 for some constant c(k) that depends only on k. In particular, if
the expected values in (4.9) are all bounded by (4.1) in absolute value, then the same is
true for (4.8) or, equivalently, (4.3) upon replacing the constants g and κ in (4.1) by, say,
g + c(k) and (1 + (k/2)
(
k
k/2
)
)κ, respectively.
In this subsection, we have seen how the integrals in (4.2), (4.3) and (4.4) can be
re-written as weighted sums of expected values involving the rotational clones, provided
these expected values are all finite. To prove Theorem 2.1(i), it thus remains to show,
under the maintained assumptions, that the expected values in (4.6) and (4.7) are all
bounded by (4.1) in absolute value, uniformly in x ∈ SM,p, and for constants as in (4.2).
And Theorem 2.1(ii) follows if, under the assumptions of that theorem, the expected
values in (4.6) and (4.7) as well as all the expressions in (4.9) are bounded by (4.1) in
absolute value, uniformly in x ∈ SM,p, and for constants as in (4.3).
4.3. The joint density of the ‘rotational clones’
Proposition 4.2. For integers 1 ≤ p < d and 1 ≤ k ≤ d − p, let x ∈ Rp, and let
W1, . . . ,Wk be as in (4.5). Then W1, . . . ,Wk have a joint density ϕx(w1, . . . , wk) with
respect to Lebesgue measure which satisfies
ϕx(w1, . . . , wk)
φ(w1) · · ·φ(wk) =(
d
2
)− pk2 k∏
i=1
Γ ((d− i+ 1)/2)
Γ ((d− p− i+ 1)/2) det(Sk)
− p2
(
1− ‖x‖
2
d
ι′S−1k ι
) d−p−k−1
2
e
k
2 ‖x‖2
if Sk is invertible with ‖x‖2ι′S−1k ι < d, and ϕx(w1, . . . , wk) = 0 otherwise, where Sk =
(w′iwj/d)
k
i,j=1 denotes the k × k matrix of scaled inner products of the wi, and ι =
(1, . . . , 1)′ denotes an appropriate vector of ones.
If, in addition, k < d− p− 1, then the normalizing constant in the preceding display,
i.e., the quantity η(d, p, k) = (d/2)−kp/2
∏k
i=1
Γ((d−i+1)/2)
Γ((d−p−i+1)/2) satisfies
0 < η(d, p, k) ≤ exp
[
p2
d
(
1− p+ k − 1
d
)−1
k2
2
]
.
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Note that Proposition 4.2 applies whenever p, d, and k are as in (4.2) or (4.3). For p,
d, and k as in Proposition 4.2, we can re-express the expression in (4.6) as
E
[
f(W1)
φ(W1)
f(W2)
φ(W2)
− 1
]
− 2E
[
f(W1)
φ(W1)
− 1
]
=
∫
Rd×Rd
(
f(w1)
φ(w1)
f(w2)
φ(w2)
− 1
)
ϕx(w1, w2) dw1 dw2
− 2
∫
Rd
(
f(w1)
φ(w1)
− 1
)
ϕx(w1) dw1
= E
[
ϕx(Z1, Z2)
φ(Z1)φ(Z2)
− 1
]
− 2E
[
ϕx(Z1)
φ(Z1)
− 1
]
, (4.10)
we can re-write (4.7) as
E
[(
Z ′1Z2 − ‖x‖2
) ϕx(Z1, Z2)
φ(Z1)φ(Z2)
]
, (4.11)
and the expressions in (4.9) can be written as
k∑
j=1
(−1)k−j
(
k
j
)
E
[(
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− ‖x‖2j
) ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
]
,
E
[(
m∏
i=1
Z ′ji−1+1Zji−1+2 · · ·Z ′ji−1Zji − ‖x‖2(jm−m)
)
ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
]
,
(4.12)
for m ≥ 1 and indices j0, . . . , jm satisfying j0 = 0, jm < k, and ji−1 + 1 < ji whenever
1 ≤ i ≤ m.
In this subsection, we have seen how the integrals in (4.2), (4.3) and (4.4) can be
re-written as weighted sums of expected values involving i.i.d. copies of Z and the den-
sity of the rotational clones, provided these expected values are all finite. Theorem 2.1(i)
now follows if we can show that the expected values in (4.10) and (4.11) are all bounded
by (4.1) in absolute value, uniformly in x ∈ SM,p, and for constants as in (4.2), under
the assumptions of that theorem. Similarly, Theorem 2.1(ii) follows, provided the ex-
pected values in (4.10) and (4.11) as well as all the expressions in (4.12) are bounded by
(4.1) in absolute value, uniformly in x ∈ SM,p, and for constants as in (4.3), under the
assumptions of that theorem.
4.4. Two sufficient conditions
For an even integer k, consider the quantities
E
[(
m∏
i=1
Z ′ji−1+1Zji−1+2 · · ·Z ′ji−1Zji
)
ϕx(Z1, . . . , Zl)
φ(Z1) · · ·φ(Zl)
]
− ‖x‖2(jm−m) (4.13)
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for l = 1, . . . , k, for each m ≥ 0, and for each set of indices j0 . . . , jm that satisfies j0 = 0,
jm ≤ l and ji−1 + 1 < ji whenever 1 ≤ i ≤ m. And, again for even k, consider
k∑
j=1
(−1)k−j
(
k
j
)
E
[ (
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− 1
)
× ϕx(Z1, . . . Zk)
φ(Z1) · · ·φ(Zk)
]
− (1− ‖x‖2)k. (4.14)
If the expressions of the form (4.13) are all bounded by (4.1), in absolute value and
with constants as in (4.2), then both the expected values in (4.10) and (4.11) are also
bounded by (4.1), again in absolute value and for constants as in (4.2). Indeed, the two
expected values in (4.10) are special cases of (4.13), namely with m = 0 and l = 1, and
with m = 0 and l = 2, respectively. Similarly, one sees that (4.11) equals
E
[
(Z ′1Z2)
ϕx(Z1, Z2)
φ(Z1)φ(Z2)
− ‖x‖2
]
− ‖x‖2E
[
ϕx(Z1, Z2)
φ(Z1)φ(Z2)
− 1
]
.
Note that the two expected values in the preceding display are special cases of (4.13),
namely with m = 1, l = 2 and with m = 0, l = 2. If these special cases of (4.13) are both
bounded by (4.1) in absolute value, uniformly in x ∈ SM,p, and for constants as in (4.2),
then the expression in the preceding display is similarly bounded by the product of (4.1)
and 1 +M2. It is now easy to see that the resulting upper bound on the expression in
the preceding display, and hence also on (4.11), is itself upper bounded by an expression
of the form (4.1) for constants as in (4.2).
Similarly, if the expressions of the form (4.13) and also (4.14) are bounded by (4.1),
in absolute value and with constants as in (4.3), then the expected values in (4.10) and
(4.11) as well as all the expressions in (4.12) are also bounded by (4.1), again in absolute
value and for constants as in (4.3). Indeed, (4.10) can be bounded as claimed by arguing
as in the preceding paragraph. For (4.12), we re-write the first expression in that display
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as
k∑
j=1
(−1)k−j
(
k
j
)
E
[(
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− ‖x‖2j
) ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
]
=
k∑
j=1
(−1)k−j
(
k
j
)
E
[(
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− 1
) ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
]
+ E
[
ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
] k∑
j=1
(−1)k−j
(
k
j
)(
1− ‖x‖2j)
= (4.14) +
(
1− ‖x‖2)k − E [ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk)
] (
1− ‖x‖2)k
= (4.14)− (1− ‖x‖2)k E [ϕx(Z1, . . . , Zk)
φ(Z1) · · ·φ(Zk) − 1
]
,
where the second equality is obtained from the binomial formula upon recalling that k
is even. From this, the first expression in (4.12) can be bounded by an expression of the
form (4.1), namely by first bounding both (4.13) and (4.14) with m = 0 and l = k by
(4.1), by using the fact that (1 − ‖x‖2)k ≤ 2kM2k for x ∈ SM,p, and by adjusting the
constants κ and g in (4.1) accordingly. The second expression in (4.12) can be bounded
in a similar fashion upon using appropriate bounds on (4.13).
In this subsection, we have seen how bounds on the expressions of the form (4.13) and
on (4.14) can be used to prove both parts of Theorem 2.1. In particular, Theorem 2.1(i)
follows if, under the assumptions of that theorem, the expressions of the form (4.13) are
all bounded by (4.1), in absolute value, uniformly in x ∈ SM,p, and for constants as in
(4.2). And Theorem 2.1(ii) follows if the expressions of the form (4.13) and also (4.14)
are all bounded by (4.1), in absolute value, uniformly in x ∈ SM,p, and for constants as
in (4.3), under the assumptions of that theorem.
4.5. Approximating the density ratio
Proposition 4.3. Fix M > 1, positive integers k, d, and p, such that d > p2 and
d > 4(k+ p+1)M4 and let x ∈ SM,p. For a collection of d-vectors w1, . . . , wk, define the
k× k-matrix Sk = (w′iwj/d)ki,j=1. Then the density ratio ϕx(w1,...,wk)φ(w1)···φ(wk) can be expanded as
ϕx(w1, . . . , wk)
φ(w1) · · ·φ(wk) = ψx(Sk − Ik) + ∆,
where the quantities on the right hand side have the following properties:
ψx is a polynomial of degree k in the elements of Sk−Ik whose coefficients are bounded
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by pkM2(k+2)Cψ(k), where Cψ(k) depends only on k. In particular, we may write
ψx(Sk − Ik) =
∑
H∈Mk
C(H) H(Sk − Ik),
where Mk is the set of all monomials in the entries of a symmetric k × k-matrix
(i.e., in k(k + 1)/2 variables) up to degree k and C(H) ∈ R is the coefficient in ψx
corresponding to the monomial H, which satisfies |C(H)| ≤ pkM2(k+2)Cψ(k). In ad-
dition, the coefficients C(H) are invariant under permutations in the following sense:
Define the function g by g(w1, . . . , wk) = Sk − Ik. If H,G ∈ Mk are such that
H ◦ g(w1, . . . , wk) = G ◦ g(wπ(1), . . . , wπ(k)), for some permutation π of k elements and
every choice of w1, . . . , wk ∈ Rd, then C(H) = C(G).
Moreover, there exists a constant ξ(k) > 2k that depends only on the value of k,
such that whenever ‖Sk − Ik‖ < 1/(pξ(k)), the remainder term ∆ satisfies |∆| ≤
pk+1M2(k+2)e
k
2M
2‖Sk − Ik‖k+1C∆(k), where C∆(k) is a constant that depends only on
k.
Note that Proposition 4.3 applies wheneverM , k, d, and p are either as in (4.2) or as in
(4.3). The proposition suggests to replace the density ratio ϕx(w1,...,wk)φ(w1)···φ(wk) by the polynomial
ψx(Sk − Ik). For a fixed even integer k, we therefore consider, as approximations to the
expressions in (4.13), the quantities
E
[(
m∏
i=1
Z ′ji−1+1Zji−1+2 · · ·Z ′ji−1Zji
)
ψx(Sl − Il)
]
− ‖x‖2(jm−m) (4.15)
for l = 1, . . . , k, for each m ≥ 0, and for each set of indices j0 . . . , jm that satisfies j0 = 0,
jm ≤ l and ji−1 + 1 < ji whenever 1 ≤ i ≤ m. And as approximation to (4.14), we
consider
k∑
j=1
(−1)k−j
(
k
j
)
E
[ (
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− 1
)
ψx(Sk − Ik)
]
− (1− ‖x‖2)k. (4.16)
In order for these approximations to be useful we have to make sure that the difference
between (4.14) and (4.16) as well as the difference between (4.13) and (4.15) can be
controlled. The following proposition provides us with the appropriate tool.
Proposition 4.4. Fix positive integers d and k. Moreover, let M > 1 and p ∈ N be
such that d > max{4(k+ p+ 1)M4, 2k+ p(2k+ 2)2k+3, p2}. Let Z be a random d-vector
such that EZ = 0 and EZZ ′ = Id, and such that bounds (b1).(a) and (b2) obtain with
k as chosen here. Write Z1, . . . , Zk for i.i.d. copies of Z. Finally, fix l ∈ {1, . . . , k}, let
Sl = (Z
′
iZj/d)
l
i,j=1, and let H(Sl − Il) be a (fixed) monomial in the elements of Sl − Il
whose degree, denoted by deg(H), satisfies 0 ≤ deg(H) ≤ l. Then
sup
x∈SM,p
E
[
d
l+deg(H)
2 |H(Sl − Il)|
∣∣∣∣ϕx(Z1, . . . , Zl)φ(Z1) · · ·φ(Zl) − ψx(Sl − Il)
∣∣∣∣
]
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is bounded by
p2k+1+εM2(k+2)e
k
2M
2 (
2D
√
πe
)pk
αd−ε/2−1/4
times a constant that depends only on k. Here ε ∈ [0, 1/2] and α ≥ 1 are the constants
from (b1).(a) and D is the constant from (b2).
This proposition applies under the assumptions of Theorem 2.1(i) and for constants
as in (4.2), and also under the assumptions of Theorem 2.1(ii) and for constants as in
(4.3). Under the assumptions of Proposition 4.4, consider first the difference of (4.14) and
(4.16). This difference is a sum of k terms (with k an even integer), where the modulus
of the j-th term is bounded by(
k
j
)
E
[∣∣Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− 1∣∣
∣∣∣∣ϕx(Z1, . . . , Zk)φ(Z1) · · ·φ(Zk) − ψx(Sk − Ik)
∣∣∣∣
]
≤
(
k
j
)
E
[
d
k+j
2 |Hj(Sk − Ik)|
∣∣∣∣ϕx(Z1, . . . , Zk)φ(Z1) · · ·φ(Zk) − ψx(Sk − Ik)
∣∣∣∣
]
+
(
k
j
)
E
[
d
k+0
2 |H0(Sk − Ik)|
∣∣∣∣ϕx(Z1, . . . , Zk)φ(Z1) · · ·φ(Zk) − ψx(Sk − Ik)
∣∣∣∣
]
,
with H0(Sk − Ik) = 1, H1(Sk − Ik) = Z ′1Z1/d − 1 and, for j ≥ 2, Hj(Sk − Ik) =
d−jZ ′1Z2 · · ·ZjZ ′jZ1, with deg(Hj) = j for j = 0, 1, . . . k, and where we have used |p−1| ≤
| − d + p − 1| ≤ dk/2. Thus Proposition 4.4 yields an upper bound for the supremum
over SM,p of the absolute value of this difference. Taken together, the difference of (4.14)
and (4.16) can be bounded, in absolute value and uniformly over x ∈ SM,p, by the upper
bound from Proposition 4.4 multiplied by 2
∑k
j=1
(
k
j
)
= 2(2k − 1) (which is a constant
that depends only on k). In the same way one sees that also the absolute difference
between (4.13) and (4.15) can be bounded, uniformly over x ∈ SM,p, by the quantity
given by Proposition 4.4. Note that the bound in Proposition 4.4 is itself upper bounded
by (4.1), e.g., by choosing κ = κ(k, α) and g = k/2 + 2(k + 2).
The arguments in this subsection entail that it suffices to bound the approximating
quantities (4.15) and (4.16): Theorem 2.1(i) follows if, under the assumptions of that
theorem, the expressions of the form (4.15) are all bounded by (4.1), in absolute value,
uniformly over x ∈ SM,p, and for constants as in (4.2). Similarly, Theorem 2.1(ii) follows
if, under the assumptions of that theorem, the expressions of the form (4.15) and also
(4.16) are all bounded by (4.1), in absolute value, uniformly over x ∈ SM,p, and for
constants as in (4.3).
4.6. Comparing the approximating quantities with Gaussian
expressions
We now compare (4.15) and (4.16) with the analogous expressions where the Z1, . . . , Zk
are replaced by i.i.d. standard normal d-vectors V1, . . . , Vk (and the Gram matrices Sl =
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(Z ′iZj/d)
l
i,j=1 for l = 1, . . . , k are replaced by the corresponding Gram matrices of the
Vi, i.e., by S
⋆
l = (V
′
i Vj/d)
l
i,j=1). In particular, we show that (4.15), with the Zi replaced
by the Vi, can be controlled as desired, and we then show that the difference of (4.15)
and of (4.15), with the Zi replaced by the Vi, can also be controlled. This will lead to
the desired bound on (4.15). A similar strategy is also employed to bound (4.16).
The first step is to bound (4.15) and (4.16) with the Zi replaced by the Vi in both
displays. More explicitly, for an even integer k, we want to bound the quantities
E
[(
m∏
i=1
V ′ji−1+1Vji−1+2 · · ·V ′ji−1Vji
)
ψx(S
⋆
l − Il)
]
− ‖x‖2(jm−m), (4.17)
for l = 1, . . . , k, for each m ≥ 0, and for each set of indices j0 . . . , jm that satisfies j0 = 0,
jm ≤ l and ji−1 + 1 < ji whenever 1 ≤ i ≤ m. And we also want to bound
k∑
j=1
(−1)k−j
(
k
j
)
E
[ (
V ′1V2 · · ·VjV ′j V1 − d+ p− 1
)
ψx(S
⋆
k − Ik)
]
− (1− ‖x‖2)k. (4.18)
Note that these expressions can be viewed as approximations, in the sense of Proposi-
tion 4.3, to the expressions in the two preceding displays with ψx(S
⋆
l −Il) and ψx(S⋆k−Ik)
replaced by ϕx(V1, . . . , Vl)/(φ(V1) · · ·φ(Vl)) and ϕx(V1, . . . , Vk)/(φ(V1) · · ·φ(Vk)) , respec-
tively. But with that replacement, the resulting expressions are equal to zero, as is easily
verified (cf. Lemma F.1 for details). It is now elementary to verify, for a standard Gaus-
sian d-vector V , that the bound (b1) with V replacing Z is satisfied with ε = 1/2 (and
therefore for all ε ∈ [0, 1/2]), with ξ = 1/2 (and thus for all ξ ∈ (0, 1/2]), and with α
and β replaced by constants α⋆ and β⋆ that depend only on k (see also the proof of
Example A.1(i) in [14]). Clearly also the bound (b2) holds with V replacing Z (e.g. with
D = 1). Therefore, all the arguments so far concerning the d-vectors Z1, . . . , Zk also
apply to the Gaussian d-vectors V1, . . . , Vk. In particular, we see that (4.17) and (4.18)
are bounded in absolute value by the quantity given in Proposition 4.4, and hence also
by (4.1), uniformly in x ∈ SM,p and with constants that depend only on k.
It remains to bound the difference of (4.15) and (4.17) as well as the difference of (4.16)
and (4.18). In particular, to complete the proof of Theorem 2.1(i), we need to show, under
the assumptions of that theorem, that the absolute difference of each expression of the
form (4.15) and the corresponding expression in (4.17) is bounded by (4.1), uniformly in
x ∈ SM,p and for constants as in (4.2). And to finish proving Theorem 2.1(ii), we have
to show, under the assumptions of that theorem, that the absolute difference of each
expression of the form (4.15) and the corresponding expression in (4.17) and also the
absolute difference of (4.16) and (4.18) are all bounded by (4.1), uniformly in x ∈ SM,p
and for constants as in (4.3).
Proposition 4.5. Suppose the random d-vector Z satisfies the bounds (b1).(a) and
(b1).(b) for a fixed positive integer k ≤ 4. For each d ≥ 1, let Z1, . . . , Zk be i.i.d. copies
of Z, set Sk = (Z
′
iZj/d)
k
i,j=1, and let G and H be two (fixed) monomials in the elements
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of Sk − Ik of degree g and h, respectively, where max{g, h} ≤ k. Finally, define G⋆ and
H⋆ as G and H, but with the Z1, . . . , Zk replaced by i.i.d. standard Gaussian d-vectors,
and consider
E
[
dg
(
G− E[G]
)
H
]
− E
[
dg
(
G⋆ − E[G⋆]
)
H⋆
]
. (4.19)
(i) We then have |E[H ]− E[H⋆]| ≤ d−h/2(α+ α⋆).
(ii) Assume that G is given by the monomial
m∏
i=1
(Sk − Ik)ji−1+1,ji−1+2 (Sk − Ik)ji−1+2,ji−1+3 · · · (Sk − Ik)ji−1,ji , (4.20)
for some m ≥ 0 and for indices j0 . . . , jm that satisfy j0 = 0, jm ≤ k and ji−1 + 1 < ji
whenever 1 ≤ i ≤ m. Then the expression in (4.19) is bounded in absolute value by
d−min{ξ,1/2}max{α+ α⋆, β + β⋆}.
(iii) Assume that G is given by the monomial
(Sk − Ik)1,2 (Sk − Ik)2,3 · · · (Sk − Ik)j−1,j(Sk − Ik)j,1 (4.21)
and note that the degree of G is j and satisfies 1 ≤ j ≤ k. Moreover, assume that also
the bound (b1).(c) is satisfied with k as chosen here. Then the expression in (4.19) is
bounded in absolute value by d−min{ξ,1/2}(β(α + 1) + β⋆(α⋆ + 1) + β2 + β⋆2), unless
either (a) H = (Sk − Ik)a,a for some a satisfying 1 ≤ a ≤ j, (b) H = (Sk − Ik)a,b with
1 ≤ a < b ≤ j, or (c) H = ((Sk − Ik)a,b)2 with 1 ≤ a < b ≤ j. In case (a), the expression
in (4.19) is equal to Var[Z ′1Z1]/d−2; in case (b), it is equal to E[(Z ′1Z2)3]/d; and in case
(c), it equals Var[(Z ′1Z2)2]/d2 − 2(1 + 3/d).
Here, α, β and ξ are the constants from (b1) and α⋆ and β⋆ are the analogous quantities
to α and β if Z is replaced by a standard Gaussian d-vector. Note that α⋆ and β⋆ can be
chosen such that they depend only on the value of k.
For later use, we note that Proposition 4.5(i)–(ii) applies under the assumptions of
Theorem 2.1(i), and that Proposition 4.5(i)–(iii) applies under the assumptions of The-
orem 2.1(ii).
Assume for the moment that Proposition 4.3 and Proposition 4.5(i)–(ii) applies, and
consider the difference between (4.15) and (4.17), for some integer k ≤ 4, and for indices
l, m, j0, . . . , jm such that 1 ≤ l ≤ k, m ≥ 0, j0 = 0, jm ≤ l and ji−1 + 1 < ji whenever
1 ≤ i ≤ m. If m = 0, the difference of interest is simply
E [ψx(Sl − Il)]− E [ψx(S⋆l − Il)] . (4.22)
For x ∈ SM,p, recall that ψx(Sl− Il) is a weighted sum of monomials in Sk− Ik of degree
up to k, where the weights are all bounded in absolute value by pkM2(k+2)Cψ(k), where
Cψ(k) is a constant that depends only on k (use Proposition 4.3 with l replacing k, and
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note that l ≤ k). In that sum, the number of summands depends only on k. Therefore,
(4.22) is a weighted sum of terms of the form E[H ]− E[H⋆] as in Proposition 4.5(i) and
thus we see that (4.22) is bounded by pkM2(k+2)d−1/2κ in absolute value and uniformly
in x ∈ SM,p, where κ depends only on α and k. [Note that for deg(H) = 0 the difference
in question is equal to zero.] This, in turn, is obviously bounded by the quantity in (4.1)
uniformly in x ∈ SM,p, for an appropriate choice of g, e.g., g = 2(k + 2), that depends
only on k and for κ = κ(k, α) depending only on k and α. If m > 0, the difference of
interest reads
E
[(
m∏
i=1
Z ′ji−1+1Zji−1+2 · · ·Z ′ji−1Zji
)
ψx(Sl − Il)
]
− E
[(
m∏
i=1
V ′ji−1+1Vji−1+2 · · ·V ′ji−1Vji
)
ψx(S
⋆
l − Il)
]
= E
[
ddeg(G)(G− E[G])ψx(Sl − Il)
]
− E
[
ddeg(G
⋆)(G⋆ − E[G⋆])ψx(S⋆l − Il)
]
,
where G and G⋆ are as in Proposition 4.5(ii) and thus have mean zero. Again, if x ∈ SM,p,
then we are dealing with a weighted sum of expressions of the form (4.19) whose weights
are all bounded in absolute value by pkM2(k+2)Cψ(k) (by Proposition 4.3). Arguing as
in the case where m = 0 and now using Proposition 4.5(ii), we see that the expression in
the preceding display is bounded by (4.1) in absolute value and uniformly in x ∈ SM,p
for a constant g = g(k) depending only on k and for κ = κ(k, α, β) depending only on k,
α, and β.
Now suppose that the assumptions of Theorem 2.1(i) are satisfied. The argument in
the preceding paragraph with k = 2 shows that the absolute difference between (4.15)
and (4.17) is bounded by (4.1) uniformly in x ∈ SM,p and for constants as in (4.2)
(because k is fixed and equals 2 here). This completes the proof of Theorem 2.1(i).
Finally, assume that the conditions of Theorem 2.1(ii) are met (and note that hence
k = 4). Arguing as in the second-to-last paragraph, we see that the absolute difference
between (4.15) and (4.17) is bounded by (4.1) uniformly in x ∈ SM,p and for constants
as in (4.3) (again because k is fixed here). It remains to deal with the difference of (4.16)
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and (4.18). It is not difficult to re-write this difference as
k∑
j=1
(−1)k−j
(
k
j
){
E
[ (
Z ′1Z2 · · ·ZjZ ′jZ1 − d+ p− 1
)
ψx(Sk − Ik)
]
− E
[ (
V ′1V2 · · ·VjV ′j V1 − d+ p− 1
)
ψx(S
⋆
k − Ik)
]}
=
k∑
j=1
(−1)k−j
(
k
j
){
E
[
ddeg(Gj) (Gj − E[Gj ])ψx(Sk − Ik)
]
− E
[
ddeg(G
⋆
j )
(
G⋆j − E[G⋆j ]
)
ψx(S
⋆
k − Ik)
]} (4.23)
+
k∑
j=1
(−1)k−j
(
k
j
)
(p− 1)
{
E
[
ψx(Sk − Ik)
]
− E
[
ψx(S
⋆
k − Ik)
]}
,
where Gj is shorthand for Z
′
1Z1/d− 1 if j = 1 and for Z ′1Z2 · · ·ZjZ ′jZ1/dj if j > 1, and
where G⋆j denotes the corresponding quantity computed from the Vi. Clearly, E[G1] = 0,
while, for j > 1, E[Gj ] = d
−j+1, which verifies the equality in the previous display.
Now the expected value in the last line of the preceding display can be treated similarly
to (4.22) with l = k. Noting that (p − 1)∑kj=1(−1)k−j(kj) = (p − 1), we see that the
expression in the last line of the preceding display is bounded, in absolute value and
uniformly in x ∈ SM,p, by (4.1) for constants as in (4.3). We are left with the sum in
(4.23). Recalling that ψx(Sk−Ik) and ψx(S⋆k−Ik) are both weighted sums of monomials,
we can re-write (4.23) as
k∑
j=1
(−1)k−j
(
k
j
) ∑
H∈Mk
C(H)
{
E
[
ddeg(Gj) (Gj − E[Gj ])H)
]
− E
[
ddeg(G
⋆
j )
(
G⋆j − E[G⋆j ]
)
H⋆)
]}
,
(4.24)
where Mk and C(H), H ∈ Mk, are as in Proposition 4.3, and where H⋆ is defined as
H but with the Zi replaced by the Vi. Note that (4.24) is a weighted sum of expressions
of the form (4.19), where Gj and G
⋆
j are given by (4.21) defined with the Zi and the Vi
respectively. The coefficients C(H) of the terms in the polynomial ϕx(Sk−Ik), as defined
in Proposition 4.3, can be bounded, in absolute value and uniformly in x ∈ SM,p, by
pkM2(k+2)Cψ(k). And using Proposition 4.5(iii), the difference of expectations in (4.24)
can be bounded by d−min{ξ,1/2}(β(α + 1) + β⋆(α⋆ + 1) + β2 + β⋆
2
), unless the case (a),
(b), or (c) in Proposition 4.5(iii) occurs. Taken together, it is now elementary to verify
that those terms in (4.24) that do not correspond to the cases (a), (b), or (c) in the
proposition are bounded, in absolute value and uniformly in x ∈ SM,p, by an expression
of the form (4.1) with constants as in (4.3).
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To deal with the remaining terms in (4.24), consider first those terms where Gj and
H are as in case (a) of Proposition 4.5(iii). For each of these terms, the monomial H is
of the form (Sk − Ik)a,a for some a with 1 ≤ a ≤ j. Because the coefficients C(H) are
invariant under permutations in the sense of Proposition 4.3, we see that the coefficient
C(H) is the same number whenever case (a) occurs, and we denote this number by C(a) in
the following. Moreover, whenever Gj and H are such that the case (a) occurs, then the
difference in expectations in (4.24) is equal to the same number, namely Var[Z ′1Z1]/d−2,
by Proposition 4.5(iii). Finally, for fixed j (and hence for fixed Gj), we note that the
number of monomials H , where Gj and H are as in case (a), is equal to j. Putting the
pieces together, we see that the combined contribution of those terms in (4.24), where
Gj and H are as in case (a) of Proposition 4.5(iii), is equal to
C(a) (Var[Z ′1Z1]/d− 2)
k∑
j=1
(
k
j
)
(−1)k−jj.
But the sum in the preceding display can be written as k
∑k−1
j=0
(
k−1
j
)
(−1)k−1−j = k(1−
1)k−1 = 0 (recall that we have chosen k = 4 here). Hence, the combined contribution of
these terms is zero.
Consider now those terms in (4.24) where Gj and H are as in case (b) of Proposi-
tion 4.5(iii). For each of these terms, the monomial H is of the form (Sk− Ik)a,b for some
a and b with 1 ≤ a < b ≤ j. As in the preceding paragraph, we see that the coefficient
C(H) is the same number whenever case (b) occurs, and we denote this number by C(b);
cf. Proposition 4.3. And whenever Gj and H are such that the case (b) occurs, then the
difference in expectations in (4.24) is equal to the same number, namely E[(Z ′1Z1)
3]/d; cf.
Proposition 4.5(iii). Finally, for fixed j (and hence for fixed Gj), there are
(
j
2
)
monomials
H so that Gj and H are as in case (b). The contribution of those terms in (4.24), where
Gj and H are as in case (b) of Proposition 4.5(iii), is therefore equal to
C(b)E[(Z ′1Z1)3/d]
k∑
j=1
(
k
j
)
(−1)k−j
(
j
2
)
.
The sum in the preceding display can be written as
(
k
2
)∑k−2
j=0
(
k−2
j
)
(−1)k−2−j = 0. A
similar argument shows that the combined contribution of the terms where case (c) occurs
is also zero.
In summary, we see, under the assumptions of Theorem 2.1(ii), that the difference of
(4.15) and (4.17) as well as the difference of (4.16) and (4.18) can be bounded by (4.1)
in absolute value, uniformly in x ∈ SM,p, and for constants as in (4.3). With this, also
the proof of Theorem 2.1(ii) is complete.
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Appendix A: Proofs of Section 3
Proof of Example 3.2. Part (i) is immediate, since Sk = Sk(Z1, . . . , Zk) is invariant
under rotation of Z1, . . . , Zk and Condition (b2) is also rotation-invariant.
For part (ii), let r1, . . . , rk and Z1, . . . , Zk be i.i.d. copies of r and Z, respectively, and
let Z∗i = riZi. Write Sk = (Z
′
iZj/d)
k
i,j=1, S
∗
k = (Z
∗
i
′Z∗j /d)
k
i,j=1 = (rirjZ
′
iZj/d)
k
i,j=1 and
D = diag(r1, . . . , rk), and note that S
∗
k = DSkD and D
2 = Ik. Therefore, ‖
√
d(S∗k −
Ik)‖2k+1+ε = ‖D
√
d(Sk− Ik)D‖2k+1+ε = ‖
√
d(Sk− Ik)‖2k+1+ε, and we see that (b1).(a)
also holds for the Z∗i . To see that also the bounds in (b1).(b,c) still hold if the Zi are
replaced by the Z∗i , we use the notation G
∗ = G(S∗k−Ik) to denote an arbitrary monomial
G of degree g evaluated at S∗k−Ik. Such a monomial can be represented as an undirected
graph on k vertices with g edges, where we denote the edges by e1, . . . , eg ∈ {1, . . . , k}2.
Alternatively, the monomial G∗ can be represented algebraically as
G∗ = d−g


g∏
i=1
ei(1) 6=ei(2)
rei(1)rei(2)Z
′
ei(1)
Zei(2)




g∏
i=1
ei(1)=ei(2)
(r2ei(1)Z
′
ei(1)
Zei(1) − d)


=


g∏
i=1
ei(1) 6=ei(2)
rei(1)rei(2)

 d−g


g∏
i=1
ei(1) 6=ei(2)
Z ′ei(1)Zei(2)




g∏
i=1
ei(1)=ei(2)
(Z ′ei(1)Zei(1) − d)


=


g∏
i=1
ei(1) 6=ei(2)
rei(1)rei(2)

G = ρ G.
By assumption, the product ρ of binary random variables on the last line of the previous
display is stochastically independent of G = G(Sk − Ik), and its expectation is bounded
in absolute value by one. Moreover, if G∗ consists only of quadratic factors above the
diagonal, then ρ = 1, with probability one. Therefore, the bounds in (b1).(b,c) hold also
for Z∗. Finally, for a fixed orthogonal d × d matrix R, the density of RZ∗ is a convex
combination of the densities of RZ and −RZ, and the same holds true for arbitrary
marginal densities thereof. Hence, Z∗ satisfies (b2).
Proof of Example 3.3. The first claim is easy to verify upon using the well known fact
that the distribution of a spherically symmetric random d-vector Z can be represented
as ‖Z‖b, where b is uniformly distributed on the unit sphere in Rd and is independent of
‖Z‖. Now fix k ∈ {2, 4}. For Condition (b1), our strategy is to compare the quantities
depending on i.i.d. copies of Z through Sk = (Z
′
iZj/d)
k
i,j=1, to analogous quantities
calculated from i.i.d. copies of a standard Gaussian vector V . From Example 3.1 we know
that (b1) is satisfied for V , with ε = ξ = 1/2 and certain constants α∗ and β∗, depending
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only on k. Define S∗k = (V
′
i Vj/d)
k
i,j=1, and let G = G(Sk − Ik) and G∗ = G(S∗k − Ik)
denote the same monomial of degree g but evaluated at the entries of Sk−Ik and S∗k−Ik,
respectively. As in the proof of the previous example, we denote the edges in the graph
corresponding to G (or G∗) by e1, . . . , eg. For each vertex in that graph, we write pj for
the number of edges incident to vertex j that do not constitute a loop of length one (i.e.,
such an edge satisfies ei(1) 6= ei(2)) and we write qj for the number of loops of length
one incident to vertex j. Hence, we have g =
∑k
j=1(qj + pj/2), where
∑k
j=1 pj is an
even number. Now introduce i.i.d. random vectors bj, j = 1, . . . , k, that are uniformly
distributed on the unit sphere in Rd, to obtain the representation Zj ∼ ‖Zj‖bj, and
decompose EG as
EG = E


g∏
i=1
ei(1) 6=ei(2)
Z ′ei(1)Zei(2)/d




g∏
i=1
ei(1)=ei(2)
(Z ′ei(1)Zei(1)/d− 1)


= E


g∏
i=1
ei(1) 6=ei(2)
b′ei(1)bei(2)


k∏
j=1
E(‖Zj‖/
√
d)pj
(‖Zj‖2/d− 1)qj .
Clearly, EG∗ can be decomposed in exactly the same way upon replacing Zj by Vj .
The moments of ‖Z‖ are easily calculated (from the distribution function of the radial
part of the uniform distribution P(‖Z‖ ≤ x) = (x/√d+ 2)d, for x ∈ [0,√d+ 2]) to
be E[‖Z‖m] = (d + 2)m/2d/(d + m). The moments of the χd-distribution are given by
E[‖V ‖m] = 2m/2Γ(d/2 +m/2)/Γ(d/2), which reduces to ∏m/2−1i=0 (d+ 2i) if m is even. If
G consists only of quadratic factors above the diagonal, then all qj are equal to zero, all
pj are even and the ratio EG/EG
∗ is given by
EG
EG∗
=
k∏
j=1
E‖Zj‖pj
E‖Vj‖pj =
k∏
j=1
d(d + 2)pj/2
(d+ pj)
∏pj/2−1
i=0 (d+ 2i)
,
where an empty product is defined to be equal to one. Since the factors d/(d + pj) and
(d+2)/(d+2i) are all of order 1+O(1/d), as d→∞, so is the whole product. Therefore,
we have |dg/2EG−1| ≤ |dg/2EG∗||EG/EG∗−1|+|dg/2EG∗−1| = O(d−1/2), provided that
we can show that |dg/2EG∗| = O(1). But this last requirement follows from Lemma A.3
in [14]. This establishes the first part of (b1).(b).
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Now, in full generality, we obtain for q, p ∈ N0
E(‖Z‖/
√
d)p
(‖Z‖2/d− 1)q = q∑
ℓ=0
(
q
ℓ
)
(−1)q−ℓE(‖Z‖/
√
d)p+2ℓ
=
q∑
ℓ=0
(
q
ℓ
)
(−1)q−ℓ
(
d+ 2
d
)(p+2ℓ)/2
d
d+ p+ 2ℓ
=
(
d+ 2
d
)p/2 q∑
ℓ=0
(
q
ℓ
)
(−1)q−ℓ
(
1 +
2
d
)ℓ
d
d+ p+ 2ℓ
. (A.1)
Similarly, in the Gaussian case, we find
E(‖V ‖/
√
d)p
(‖V ‖2/d− 1)q = q∑
ℓ=0
(
q
ℓ
)
(−1)q−ℓ2p/2+ℓΓ(d/2 + p/2 + ℓ)
dp/2+ℓΓ(d/2)
=
Γ(d/2 + p/2)
(d/2)p/2Γ(d/2)
q∑
ℓ=0
(
q
ℓ
)
(−1)q−ℓ
ℓ−1∏
i=0
(
1 +
p+ 2i
d
)
, (A.2)
where an empty product has to be interpreted as equal to one. Both factors
(
d+2
d
)p/2
and
Γ(d/2+p/2)
(d/2)p/2Γ(d/2)
converge to one as d → ∞ (use Sterling’s approximation to the Gamma
function). We abbreviate the alternating binomial sums in (A.1) and (A.2) by S(q, p, d)
and T (q, p, d), respectively. The rate of S and T as d→∞ is hard to work out in general.
However, by direct calculation we get S(0, p, d) = d/(d + p), T (0, p, d) = 1, S(1, p, d) =
2p/((d + p)(d + p + 2)), T (1, p, d) = p/d, and automated symbolic calculations with
Wolfram Mathematica 8 show that dqS(q, p, d) → s(q, p) and d⌈q/2⌉T (q, p, d) → t(q, p),
for (q, p) ∈ {2, . . . , 10} × N0, as d → ∞, and where the limiting expressions s(q, p) and
t(q, p) are finite and non-zero for (q, p) ∈ {2, . . . , 10} × N0. Therefore, we see that the
expectation of any monomial G of degree g ≤ 10 in Sk − Ik is of the same or smaller
asymptotic order in d than EG∗, which is calculated from the i.i.d. Gaussian vectors
V1, . . . , Vk. In other words, there exists a constant c1 > 0, such that |EG| ≤ c1|EG∗|, at
least for all sufficiently large d. This establishes the second part of (b1).(b), as well as
Condition (b1).(c).
For Condition (b1).(a), we bound the spectral norm by the Frobenius norm to obtain
E
(√
d‖Sk − Ik‖
)2k+2
≤ E

d k∑
i,j=1
(Sk − Ik)2i,j


k+1
=
k∑
i1,j1=1
· · ·
k∑
ik+1,jk+1=1
dk+1E
k+1∏
l=1
(Sk − Ik)2il,jl
≤ c1
k∑
i1,j1=1
· · ·
k∑
ik+1,jk+1=1
dk+1E
k+1∏
l=1
(S∗k − Ik)2il,jl ,
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at least for sufficiently large d, where we have used the previous considerations together
with the fact that the monomial
∏k+1
l=1 (Sk−Ik)2il,jl has degree 2(k+1) ≤ 10. The quantity
on the last line of the previous display is bounded by a constant that depends only on
k, again, in view of Lemma A.3 in [14].
Finally, for (b2), simply recall that the volume of the d-ball with radius r > 0 is given
by πd/2rd/Γ(d/2 + 1), i.e., a Lebesgue density fZ of Z on R
d is given by
fZ(z) =
Γ(d/2 + 1)
πd/2(d+ 2)d/2
1{‖z‖≤√d+2}.
Thus, a corresponding (d− n)-dimensional marginal density fn on Rd−n is given by
fn(zn+1, . . . , zd) =
∫
Rn
fZ(z1, . . . , zd)dz1 . . . dzn
=
Γ(d/2 + 1)
πd/2(d+ 2)d/2
∫
∑n
i=1 z
2
i≤d+2−
∑d
i=n+1 z
2
i
dz1 . . . dzn
=
Γ(d/2 + 1)
πd/2(d+ 2)d/2
πn/2(d+ 2−∑di=n+1 z2i )n/2
Γ(n/2 + 1)
1{∑di=n+1 z2i≤d+2}.
This marginal density attains its maximum at the origin, so that
‖fn‖∞ = Γ(d/2 + 1)
πd/2(d+ 2)d/2
πn/2(d+ 2)n/2
Γ(n/2 + 1)
.
If d is even, then Γ(d/2 + 1)/(d+ 2)d/2 = (d/2)!/(d+ 2)d/2 ≤ 1, and if d is odd Γ(d/2 +
1)/(d+ 2)d/2 ≤ ⌈d/2⌉!√π/(d+ 2)d/2 ≤√π/(d+ 2). For k ∈ {2, 4}, we need to consider
n ∈ {1, 3}, so
‖f1‖∞ ≤
√
π
πd(d+ 2)
√
π(d+ 2)√
π/2
≤ 2π(1−d)/2 ≤
(
d
1
)1/2
,
for d ≥ 2, and
‖f3‖∞ ≤
√
π
πd(d+ 2)
√
π3(d+ 2)3√
π3/4
=
4
3
π(3−d)/2(d+ 2) ≤
(
d
3
)1/2
,
for d ≥ 5. So (b2) holds with D = 1, at least if d ≥ 5.
Proof of Proposition 3.4. For G ⊆ Vd,p as in Theorem 2.1 and for a d × d positive
definite diagonal matrix Λ, define the set U(Λ) = U(G,Λ) by
U(G,Λ) = {U ∈ Od : νd,p(Jc(UΛU ′)) ≤ νd,p(Gc)1/2}.
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Thus, the claimed bound on supΣ∈S νd,p(J
c(Σ)) holds by definition. To establish the
same bound on supΛ:Λ=diag(λi)>0 νd,d(U
c(Λ)), note that by Theorem 2.1(iii) we have
Gc · V = Gc, for every V ∈ Op. By rotation invariance of the uniform distribution νd,p,
we get for every d × d positive definite diagonal matrix Λ, every U ∈ Od and every
V ∈ Op,
νd,p(J
c(UΛU ′)) = νd,p({A ∈ Vd,p : UΛ1/2U ′A(A′UΛU ′A)−1/2 ∈ Gc})
= νd,p({C ∈ Vd,p : UΛ1/2A(A′ΛA)−1/2V ∈ Gc})
=
∫
Vd,p
1Gc(UΛ
1/2A(A′ΛA)−1/2V ) νd,p(dA).
Integrating this expression, as a function in (U, V ) ∈ Od×Op, with respect to the product
measure νd,d ⊗ νp,p and using the fact that UMV ∼ νd,p under νd,d ⊗ νp,p, for any fixed
M ∈ Vd,p, we obtain∫
Od×Op
νd,p(J
c(UΛU ′)) (νd,d ⊗ νp,p)(dU, dV )
=
∫
Vd,p
∫
Od×Op
1Gc(UΛ
1/2A(A′ΛA)−1/2V ) (νd,d ⊗ νp,p)(dU, dV ) νd,p(dA)
=
∫
Vd,p
νd,p(G
c) νd,p(dA) = νd,p(G
c),
where we have used Tonelli’s theorem. This identity together with Markov’s inequality
and another application of Tonelli’s theorem now yields
νd,d (U
c(Λ)) ≤ [νd,p(Gc)]−1/2
∫
Od
νd,p(J
c(UΛU ′)) νd,d(dU)
= [νd,p(G
c)]−1/2
∫
Od×Op
νd,p(J
c(UΛU ′)) (νd,d ⊗ νp,p)(dU, dV )
= [νd,p(G
c)]1/2,
which finishes the proof.
Appendix B: Proofs for Section 4.1
Lemma B.1. For Z, d and p as in Section 4.1, there are measurable functions µ :
Rp × Vd,p → Rd, ∆ : Rp × Vd,p → Rd×d and h : Rp × Vd,p → R¯ such that µ(x,B) =
E[Z‖B′Z = x], ∆(x,B) = E[ZZ ′‖B′Z = x] − (Id + B(xx′ − Ip)B′) and h(x,B) =
E
[
f(Wx|B)
φ(Wx|B)
]
, respectively, where W x|B = Bx + (Id − BB′)V and φ denotes a Lebesgue
density of V ∼ N(0, Id).
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Proof. Let B be uniformly distributed on Vd,p and let zj denote the j-th component
of Z, j = 1, . . . , d. Clearly, E[zj‖B,B′Z] = mj(B,B′Z) for some measurable function
mj : Vd,p × Rp → R. Now Lemma B.1 in [14] entails that for B ∈ Vd,p, the function mj
satisfies mj(B,B
′Z) = E[zj‖B′Z] (a.s.). In other words, for every B ∈ Vd,p, mj(B, x)
satisfies the definition of a conditional expectation of zj given B
′Z = x. Setting µx|B =
(m1(B, x), . . . ,md(B, x))
′ finishes the first part.
For existence of ∆ it suffices to show existence of a measurable functionD : Rp×Vd,p →
Rd×d such that D(x,B) = E[ZZ ′‖B′Z = x], since (Id + B(xx′ − Ip)B′) is continuous
from Rp × Vd,p to Rd×d. To do this, argue as in the preceding paragraph but with zj
replaced by zizj for (i, j) ∈ {1, . . . , d}2.
The quantity E[f(W x|B)/φ(W x|B)], as a function of x and B, is uniquely defined and
measurable in view of Tonelli’s theorem since g(x,B, v) = Bx+(Id−BB′)v is continuous
on Rp × Vd,p × Rd, and hence, measurable.
Lemma B.2. (i) Suppose (4.2) is bounded by (4.1), for k = 2 and for every M > 1
and all p ∈ N such that d > max{4(k+p+1)M4, 2k+p(2k+2)2k+3, p2}, where κ = κ1 ≥ 1
depends only on α and β, and where g = g1. Then the conclusion of Theorem 2.1(i) holds
with γ1 = max{g1, 6 + 2 log(2D
√
πe)}.
(ii) Suppose (4.2) and (4.3) are both bounded by (4.1), for k = 4 and for every M > 1
and all p ∈ N such that d > max{4(k+p+1)M4, 2k+p(2k+2)2k+3, p2}, where κ = κ2 ≥ 1
depends only on α and β, and where g = g2. Then the conclusion of Theorem 2.1(ii) holds
with γ2 = max{g2, 10 + 4 log(2D
√
πe)}.
(iii) In both cases (i) and (ii) the set G can be chosen in such a way that the conclusion
of Theorem 2.1(iii) holds true.
Proof. For part (i), let k = 2, p < d, τ ∈ (0, 1), and ξ1 = min{ξ, ε/2 + 1/4, 1/2}/3, as
in Theorem 2.1(i). We first note that (4.1) can be re-written and further bounded as
p2k+1+εegM
2 (
2D
√
πe
)pk
d−min{ξ,ε/2+1/4,1/2}κ
= p(5+ε)eg1M
2 (
2D
√
πe
)2p
d−3ξ1κ1
≤ eg1M2+p[6+2 log(2D
√
πe)]d−3ξ1κ1 ≤ eγ1M
2+γ1pd−3ξ1κ1. (B.1)
We introduce the parameters τ1 > 0 and τ2 > 0 to fine-tune our bounds. Let Md =√
τ1 log d/γ1 and δd = d
−τ2 . Define the set G as G = Vd,p in case Md ≤ 1, and as
G =
{
B ∈ Vd,p :
∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖2h(x|B)2φp(x)dx ≤ δd
}
in case Md > 1, where dx denotes integration with respect to Lebesgue measure on R
p
and φp denotes a Lebesgue density of the standard normal distribution on R
p. Note
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that G depends on the distribution of Z (through h(x|B) and through the conditional
expectation), and also on τ1 and τ2, in case Md > 1. In either case, G is a Borel subset
of Vd,p (in view of Lemma B.1 and Tonelli’s theorem). For any t > 0 and B ∈ G, we can
bound the probability in (1.1) as follows: In case Md > 1, we have
P (‖E[Z‖B′Z]−BB′Z‖ > t)
≤ P (‖E[Z‖B′Z]−BB′Z‖ > t, ‖B′Z‖ ≤Md) + P (‖B′Z‖ > Md)
≤ 1
t
∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖ dPB′Z(x) + P
(‖B′Z‖2 > M2d)
≤ 1
t
∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖h(x|B)φp(x) dx + 1
M2d
E [traceBB′ZZ ′]
≤ 1
t

 ∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖2h(x|B)2φp(x) dx


1/2
+
p
M2d
≤ δ
1/2
d
t
+
p
M2d
=
1
dτ2/2t
+
γ1
τ1
p
log d
, (B.2)
where the second-to-last inequality follows, for example, from Jensen’s inequality for
concave functions, and we have used that x 7→ h(x|B)φp(x) is a Lebesgue density of
B′Z (cf. Proposition 4.1). And in the case where Md ≤ 1, the probability in (1.1) is also
bounded by (B.2), because that upper bound is larger than one in this case. Finally, the
probability of the complement of G can be re-written and bounded as
νd,p (G
c) = νd,p

 ∫
‖x‖≤Md
‖E[Z‖B′Z = x]−Bx‖2h(x|B)2φp(x)dx > δd


≤ 1
δd
∫ ∫
‖x‖≤Md
[‖µx|B‖2 − ‖x‖2] h(x|B)2φp(x) dx dνd,p(B)
=
1
δd
∫
‖x‖≤Md
∫ [‖µx|B‖2 − ‖x‖2] h(x|B)2 dνd,p(B)φp(x)dx
≤ 1
δd
sup
‖x‖≤Md
∫ [‖µx|B‖2 − ‖x‖2] h(x|B)2 dνd,p(B), (B.3)
where we have used Markov’s inequality and Tonelli’s theorem.
Consider first the case whereMd > 1 and where d > max{4(k+p+1)M4d , 2k+p(2k+
2)2k+3, p2}. In that case, (4.2) is bounded by (4.1) with Md replacing M by assumption,
and hence also the supremum in (B.3) is bounded by (B.1) with Md replacing M . This
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entails that
νd,p (G
c) ≤ 1
δd
eγ1M
2
d+pγ1d−3ξ1 κ1 = κ1d−3ξ1+τ1+τ2+γ1p/ log d. (B.4)
Now we see that there is a trade-off between the bound in (B.4) and the one in (B.2) in
the sense that one can be made smaller at the expense of the other. We here choose the
tuning parameters τ1 and τ2 such that both bounds are of the same leading order in d,
i.e., we choose τ1 so that τ1 + τ2 − 3ξ1 = −τ2/2. And with the constant τ chosen earlier,
we choose τ2 so that τ2/2 = τξ1. With this choice of τ1 and τ2, it is now elementary to
verify that the bounds (B.4) and (B.2) are of the form claimed by Theorem 2.1(i).
Consider next the case whereMd ≤ 1. In that case, we have G = Vd,p by construction,
so that νd,p(G
c) equals zero and hence is trivially bounded as claimed. Moreover, we have
also seen that the probability in (1.1) is here trivially bounded by the expression in (B.2)
and hence also by the bound given in Theorem 2.1(i) upon choosing τ1 and τ2 as in the
preceding paragraph.
Finally, consider the case where Md > 1 and where d ≤ max{4(k + p + 1)M4d , 2k +
p(2k + 2)2k+3, p2}. With the constants τ1 and τ2 as chosen before, the upper bound in
(B.2) is again as claimed in Theorem 2.1(i). It remains to show that the upper bound in
(B.4) is trivial, i.e., not less than one, here. The expression in (B.4) can be written as
κ1d
−τξ1+γ1p/ log d upon noting that τ1+ τ2− 3ξ1 = −τξ1. It is now easy to see that (B.4)
is not less than one if
log d ≤ 6γ1p, (B.5)
upon noting that κ1 ≥ 1, that τ < 1, and that ξ1 ≤ 1/6. If d ≤ p2, we have log d ≤ 2p,
and the relation in (B.5) holds because 2p ≤ 36p ≤ 6γ1p by our choice of γ1. If d ≤
2k + p(2k + 2)2k+3, or, equivalently, if d ≤ 4 + 192p (recall that k = 2), then we have
log d ≤ log(192p) ≤ 36p (where the last inequality is elementary to verify). In particular,
we see that (B.5) holds also in this case. Lastly, consider the case where d ≤ 4(k+p+1)M4d .
Using the definitions of Md and τ1, together with the facts that τ ∈ (0, 1), that ξ1 ≤ 1/6,
and that γ1 ≥ 6, we see that d/(log d)2 ≤ (p + 3)/36 ≤ p/9 or, equivalently, that
324d/(logd)2 ≤ 36p. It is now elementary to verify that log d ≤ 324d/(log d)2, such that,
again, the relation (B.5) is satisfied. This completes the proof of part (i).
The derivation of part (ii) is similar: Set k = 4, p < d, τ ∈ (0, 1), and ξ2 = min{ξ, ε/2+
1/4, 1/2}/5. Note that (4.1) can here be written and bounded as
p2k+1+εegM
2 (
2D
√
πe
)pk
d−min{ξ,ε/2+1/4,1/2}κ ≤ eγ2M2+γ2pd−5ξ2κ2 (B.6)
by arguing as in (B.1). For tuning-parameters τ1 > 0 and τ2 > 0, set Md =
√
τ1 log d/γ2
and δd = d
−τ2 .
For bounding (1.1), we argue as in the proof of part (i) to obtain a Borel set G1 so that
(1.1) with G1 replacing G is bounded as claimed in Theorem 2.1(ii), and so that νd,p(G
c
1)
is bounded by half the upper bound given in Theorem 2.1(ii) (i.e., with κ2 replacing 2κ2).
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If we can also find a Borel set G2 so that (1.2) with G2 replacing G is bounded as
claimed, and so that νd,p(G
c
2) is bounded by half the bound given in the theorem, then
the proof is completed by setting G = G1 ∩ G2. To this end, set G2 = Vd,p if Md ≤ 1,
and set
G2 =
{
B ∈ Vd,p :
∫
‖x‖≤Md
‖∆x|B‖4h(x|B)4φp(x)dx ≤ δd
}
otherwise. For fixed g > 0 and B ∈ G2, the probability in (1.2) can be bounded as
follows: In case Md > 1, we have
P
(‖∆B′Z|B‖ > t) ≤ δ1/4d
t
+
p
M2d
=
1
dτ2/4t
+
γ2
τ1
p
log d
. (B.7)
by arguing as in (B.2). And in case Md ≤ 1, the probability in (1.2) is trivially bounded
as in (B.7), because the upper bound is larger than one. Finally, for νd,p(G
c
2), we have
νd,p(G
c
2) ≤
1
δd
sup
‖x‖≤Md
∫
trace∆4x|Bh(x|B)4 dνd,p(B), (B.8)
by arguing as in (B.3) and upon noting that ‖∆x|B‖4 ≤ trace∆4x|B.
In the case whereMd > 1 and where d > max{4(k+p+1)M4d , 2k+p(2k+2)2k+3, p2},
we see that
νd,p(G
c
2) ≤
1
δd
eγ2M
2
d+γ2pd−5ξ2κ2 = κ2d−5ξ2+τ1+τ2+γ2p/ log d (B.9)
upon using (B.8), the assumption of the lemma, and (B.6). We balance the upper bounds
in (B.7) and (B.9) by choosing τ1 and τ2 so that τ1+ τ2− 5ξ2 = −τ2/4 = −τξ2, resulting
in upper bounds as desired. The remaining cases, i.e., the case where Md ≤ 1, and the
case where Md > 1 and d ≤ max{4(k+ p+1)M4d , 2k+ p(2k+2)2k+3, p2}, are treated as
in the proof of part (i), mutatis mutandis.
The additional properties of the sets G claimed in part (iii) can be established directly
from the definition of these sets in parts (i) and (ii), respectively. However, it is even easier
to consider somewhat larger sets instead. Indeed, consider the collection of matrices B
on the Stiefel manifold, such that the probability in (1.1) is bounded by (2.1) and the
set of matrices B such that both probabilities in (1.1) and (1.2) are bounded by (2.3).
Clearly, these sets also satisfy the conclusions of Theorem 2.1(i) and Theorem 2.1(ii),
respectively. Now the right-rotation invariance is immediate because conditioning on
B′Z and on QB′Z, for some orthogonal p × p matrix Q is equivalent, and therefore
the probabilities in (1.1) and (1.2) are invariant under right-rotation of B. For the left-
rotation equivariance, first recall that the upper bounds (2.1) and (2.3) depend on the
distribution of Z only through the quantities ε, ξ and D of conditions (b1) and (b2) and
these conditions are invariant under rotation of Z. In particular, we see that the upper
bounds (2.1) and (2.3) are invariant under rotation of Z. On the other hand, it is easy
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to see that transformation of the distribution of Z by a d × d orthogonal matrix R has
the same effect on the probabilities in (1.1) and (1.2) as left-multiplication of B by R′.
Thus, the left-rotation equivariance of the defined sets follows.
Appendix C: Proofs for Section 4.2
Proof of Proposition 4.1. Define T : Rd → Rp by T (v) = B′v, write λd for the
Lebesgue measure on Rd, and write PZ , PT (Z), etc. and EZ , ET (Z), etc. for the push-
forward measures and the corresponding expectation operators, respectively, induced by
the indicated random variables. With this, PT (V ) is the N(0, Ip)-distribution, and PWx|B
is the N(Bx, Id−B′B)-distribution and also a regular conditional distribution of V given
B′V = x, i.e., PWx|B = PV ‖B′V=x (cf. [9, Relation 10.7.6]).
For the first statement, we have PZ ≪ λd with dPZdλd = f , and hence also PZ ≪ PV
with dPZdPV =
f
φ . It follows that PT (Z) ≪ PT (V ), and that
dPT (Z)
dPT (V )
(x) = EV
[
f
φ
∥∥∥T = x] = E [f
φ
(V )
∥∥∥B′V = x] λp-a.e., (C.1)
where the first equality is obtained from, say, [9, Relation 10.11.1], and where the second
equality holds because one easily verifies that the left-hand-side satisfies the definition
of the conditional expectation on the right-hand-side. On the far left-hand-side of (C.1),
we already have a density h(x|B) of B′Z with respect to the p-variate standard Gaus-
sian measure. The expression on the far right-hand side of (C.1) can be written as∫
f(v)/φ(v)dPV ‖B′V=x(v) =
∫
f(v)/φ(v)dPWx|B (v) = E[f(W
x|B)/φ(W x|B)] λp-a.e., as
desired (cf., say, [9, Relation 10.3.5]).
For the second statement fix a version of h(x|B) and set D = {x ∈ Rp : 0 < h(x|B) <
∞}. For a Borel set F ⊆ Rd, set
PZ‖B′Z=x(F ) =
∫
F
f
φ
(v)dPV ‖B′V=x(v)/h(x|B)
if x ∈ D, and set PZ‖B′Z=x(F ) = PZ(F ) otherwise. Note that PZ‖B′Z=x is a regular
conditional distribution of Z given B′Z = x; cf. [9, Relation 10.11.3]. Recalling that
PV ‖B′V=x = PWx|B , this entails that E[Ψ(Z)‖B′Z = x] can be computed as∫
Ψ(v)
f
φ
(v)dPWx|B (v)/h(x|B) = E
[
Ψ(W x|B)
f(W x|B)
φ(W x|B)
]
/h(x|B)
whenever x ∈ D. This proves the second statement unless h(x|B) = 0. But if h(x|B) = 0,
then f/φ = 0 PWx|B -a.e. in view of (C.1), and hence also E[Ψ(W
x|B) f(W
x|B)
φ(Wx|B)
] = 0.
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Lemma C.1. The expression in (4.8) can be decomposed as the weighted sum of the
expressions in (4.9), provided all expected values that occur are finite. The number of
summands in this decomposition depends only on k, and the weight of each summand
only depends on k and on ‖x‖2, and is a polynomial in ‖x‖2.
Proof. Write Υ as an abbreviation for the product of density ratios in (4.8) and set
Xj = WjW
′
j − Id and Y = B(xx′ − Ip)B′. Then the quantity of interest can be written
as E[trace
∏k
j=1(Xj − Y )Υ] or, equivalently, as
k∑
l=1
(−1)k−l
∑
1≤j1<...<jl≤k
E
[
trace Xj1Y
j2−j1−1Xj2 · · ·XjlY k−jl+j1−1 Υ
]
+ (−1)kE[traceY k Υ],
(C.2)
where we adopt the convention that Y 0 = Id and where we have moved a possibly leading
Y -term to the end of the product. In this sum, l indicates the number of occurrences of
Xj in the product.
We first show that (C.2) can be written as the sum of
trace
{
(−1)k(xx′ − Ip)kE[Υ]
}
, (C.3)
trace {E [X1X2 · · ·Xk Υ]} , and (C.4)
trace
{
k−1∑
l=1
(−1)k−l(xx′ − Ip)k−l
×
∑
1≤j1<...<jl≤k
E
[( m∏
i=1
B′XfiXfi+1 · · ·Xfi+1−1B
)
Υ
]}
,
(C.5)
where the indices m and f1, . . . , fm+1 in (C.5) depend on the indices j1, . . . , jl in (C.5),
and they satisfy m ≥ 1 and 1 = f1 < f2 < . . . < fm+1 = l + 1. Obviously, (C.3) equals
the last term in (C.2), and (C.4) is equal to the summand in (C.2) with l = k,. Now, for
0 < l < k consider the corresponding expected value in (C.2), i.e.,
E
[
trace Xj1Y
j2−j1−1Xj2 · · ·XjlY k−jl+j1−1 Υ
]
,
for a fixed set of indices 1 ≤ j1 < . . . < jl ≤ k. At least one of the exponents of the
Y -terms is non-zero (because l < k) and there is at least one Xi-factor in the product
(because l > 0). Hence, the matrix product inside the expectation can be seen as a
product of blocks, each consisting of one or more consecutive Xj followed by a non-zero
power of Y . Since the Wj are conditionally i.i.d. given B, we may assume that Xji = Xi
for i = 1, . . . , l. Furthermore, Y m = [B(xx′ − Ip)B′]m = B(xx′ − Ip)mB′ for any integer
m ≥ 1. Therefore, the expression in the preceding display can be written as
E
[
trace
m∏
i=1
B′XfiXfi+1 · · ·Xfi+1−1B(xx′ − Ip)υi Υ
]
,
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where m indicates the number of blocks as just described and satisfies 1 ≤ m ≤ ⌊k/2⌋,
where the fi obey 1 = f1 < f2 < . . . < fm+1 = l+1, and where fi+1−fi ≥ 1 and υi ≥ 1 is
the number ofXj and the power of Y , respectively, in the i-th block. Set ni = fi+1−fi. We
note that
∑m
i=1 ni = l and that
∑m
i=1 υi = k− l. If the matrices B′XfiXfi+1 · · ·Xfi+1−1B
and (xx′−Ip)υi commute, then we can write the matrix product in the preceding display
as
(xx′ − Ip)k−l
m∏
i=1
B′XfiXfi+1 · · ·Xfi+1−1B.
To show that these matrices do commute, we note that B′Wj = x. We can thus write
B′XfiXfi+1 · · ·Xfi+1−1B as
= B′

(−1)niId + ni∑
g=1
(−1)ni−g
∑
fi≤u1<...<ug≤fi+1−1
Wu1W
′
u1 · · ·WugW ′ug

B
= (−1)niIp + (−1)ni−1 ni xx′
+ xx′
ni∑
g=2
(−1)ni−g
∑
fi≤u1<...<ug≤fi+1−1
W ′u1Wu2W
′
u2 · · ·Wug−1W ′ug−1Wug .
The expression in the preceding display can be written as
∑ni
g=0 ci,g with ci,0 = (−1)niIp,
ci,1 = (−1)ni−1nixx′, and with ci,g = (−1)ni−gxx′
∑
W ′u1 · · ·Wug if g ≥ 2. Note that
each of the ci,g is a scalar multiple of Ip or of the matrix xx
′. And note that (xx′ − Ip)
commutes with xx′. Therefore (xx′ − Ip)υi commutes with all the ci,g and hence with
B′XfiXfi+1 · · ·Xfi+1−1B, as desired. This entails that the expression in (C.2) is indeed
given by the sum of (C.3), (C.4), and (C.5).
For the next step, we note that the sum of (C.3), (C.4), and (C.5) can also be written
as the sum of
trace
{
E
[(
X1X2 · · ·Xk − [B(xx′ − Ip)B′]k
)
Υ
]}
and (C.6)
trace
{
k−1∑
l=1
(−1)k−l(xx′ − Ip)k−l
∑
1≤i1<...<il≤k
E
[
(
m∏
i=1
B′XfiXfi+1 · · ·Xfi+1−1B− (xx′ − Ip)l
)
Υ
]}
,
(C.7)
which is elementary to verify upon writing (−1)k(xx′ − Ip)kΥ as −(xx′ −
Ip)
kΥ
∑k
l=1
(
k
l
)
(−1)k−l.
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We now expand (C.6) as
trace E
[(
(W1W
′
1 − Id)(W2W ′2 − Id) · · · (WkW ′k − Id)− [B(xx′ − Ip)B′]k
)
Υ
]
= E



(−1)kd+ k∑
j=1
(−1)k−j
(
k
j
)
W ′1W2 · · ·WjW ′jW1
−(−1)kp−
k∑
j=1
(−1)k−j
(
k
j
)
‖x‖2j

 Υ


= E



(−1)k(d− p) + k∑
j=1
(−1)k−j
(
k
j
)
(W ′1W2 · · ·WjW ′jW1 − ‖x‖2j)

 Υ


= E



 k∑
j=1
(−1)k−j
(
k
j
)
(W ′1W2 · · ·WjW ′jW1 − d+ p− ‖x‖2j)

 Υ

 ,
using the exchangeability of the Wi in the first equality, and the relation (−1)k +∑k
j=1
(
k
j
)
(−1)k−j = 0 in the last one. In particular, we see that (C.6) is equal to the
first expression in (4.9).
For (C.7), we first consider each of the expected values in (C.7). Expanding
B′XfiXfi+1 · · ·Xfi+1−1B and (xx′ − Ip)l =
∏m
i=1(xx
′ − Ip)ni similarly as above, each
expected value in (C.7) can be written as
E
[(
m∏
i=1
B′XfiXfi+1 · · ·Xfi+1−1B− (xx′ − Ip)l
)
Υ
]
= E
[(
m∏
i=1
(
(−1)niIp + xx′
ni∑
g=1
(−1)ni−g
(
ni
g
)
W ′fiWfi+1W
′
fi+1 · · ·Wfi+g−1
)
−
m∏
i=1
(
(−1)niIp + xx′
ni∑
g=1
(−1)ni−g
(
ni
g
)
‖x‖2(g−1)
))
Υ
]
,
where we adopt the convention that W ′fiWfi+1W
′
fi+1
· · ·Wfi+g−1 is to be interpreted as
1 in case g = 1. Now we write the expression in the preceding display more compactly as
E
[(
m∏
i=1
ni∑
g=0
ai,gγi,g −
m∏
i=1
ni∑
g=0
ai,gδi,g
)
Υ
]
,
where ai,0 = (−1)niIp, γi,0 = δi,0 = 1, and for g = 1, . . . , ni, ai,g = xx′
(
ni
g
)
(−1)ni−g,
γi,g = W
′
fi
Wfi+1W
′
fi+1
· · ·Wfi+g−1, δi,g = ‖x‖2(g−1). Note that we have γi,1 = 1 by
the convention adopted earlier. Note that the γi,g and the δi,g are scalars and hence
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commute with the ai,g. The expression in the preceding display or, equivalently, each
expected value in (C.7), can now be re-written as
n1∑
g1=0
. . .
nm∑
gm=0
(
m∏
i=1
ai,gi
)
E
[(
m∏
i=1
γi,gi −
m∏
i=1
δi,gi
)
Υ
]
.
To complete the proof, we show that the (scalar) expected value in the preceding display
is of the same form as the second expression in (4.9), and we show that the corresponding
weight, i.e., the trace of (xx′ − Ip)k−l
∏m
i=1 ai,gi , is as claimed.
To deal with the weight, we observe that we can factor out a matrix term (xx′)m from
the product of the ai,gi , so that (xx
′− Ip)k−l
∏m
i=1 ai,gi equals (xx
′− Ip)k−l(xx′)m times
a scalar that depends only on the gi and on the ni, and the collection of all such gi and
ni depends only on k. Obviously, the trace of that matrix is a polynomial in ‖x‖2, and
the collection of all possible such polynomials depends only on k.
To deal with the expected value in the preceding display, fix a collection (g1, . . . , gm)
′ ∈
{0, 1, . . . , n1}×· · ·×{0, 1, . . . , nm}. In case gi ≤ 1 for all i = 1, . . . ,m, the expected value
above is equal to zero, because of γi,0 = δi,0 = γi,1 = δi,1 = 1. In view of this and of
the exchangeability of the Wj , we may assume that m ≥ 1 and that gi > 1 for each
i = 1, . . . ,m, without loss of generality. Set j0 = 0, ji = ji−1 + gi for i = 1, . . . ,m and
note that
∑m
i=1(gi − 1) = jm − m and jm ≤
∑m
i=1 ni = l < k. We therefore see that
E[(
∏m
i=1 γi,gi −
∏m
i=1 δi,gi)Υ] equals
E
[(
m∏
i=1
W ′ji−1+1Wji−1+2 · · ·W ′ji−1Wji − ‖x‖2(jm−m)
)
Υ
]
,
which coincides with the second expression in (4.9) with indices m and j0, . . . , jm as
claimed.
Appendix D: Proofs for Section 4.3
Lemma D.1. For d, p, k, and η(d, p, k) as in Proposition 4.2 with k < d− p− 1, we
have
η(d, p, k) ≤ exp
[
p2
d
(
1− p+ k − 1
d
)−1
k2
2
]
.
Proof. Use the inequality
Γ(x)
Γ(y)
<
xx−1/2
yy−1/2
ey−x,
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for x ≥ y > 1, proved in [12, Theorem 1], to bound η(d, p, k) by
k∏
i=1
(d/2)−p/2
(
d−i+1
2
)(d−i)/2
(
d−p−i+1
2
)(d−p−i)/2 e−p/2.
The i-th factor in the above product equals
(
d− i+ 1
d− p− i+ 1
)(d−i)/2(
d− p− i+ 1
d
)p/2
e−p/2.
In this display, write the first expression in parentheses as 1+a where a = p/(d−p−i+1),
and note that a > 0. The second factor in parentheses is bounded by one, so that the
expression in the preceding display is bounded by (1 + a)d/2e−p/2 = [exp(d log(1 + a)−
p)]1/2. The argument of the exponential, i.e., d log(1+ a)− p, can be further bounded by
da− p = p p+ i− 1
d− p− i+ 1 ≤ p
p+ k − 1
d− p− k + 1 ≤
p2
d
k
1− (p+ k − 1)/d,
where the first inequality follows from the fact that the quantity on the left is increasing
in i, and the second inequality holds because p+ k − 1 ≤ pk. Together with the bound
for η(d, p, k) derived earlier, this gives the desired upper bound.
Lemma D.2. For 1 ≤ k ≤ d − p, let w1, . . . , wk be linearly independent vectors in
Rd, and write N for the d × k matrix N = [w1, . . . , wk]. Moreover, let x ∈ Rp, and set
ι = (1, . . . , 1)′ ∈ Rk. Then there exits a matrix B ∈ Vd,p such that [N,B] has full rank
k + p and such that
wj = Bx+ (Id −BB′)wj (D.1)
holds for each j = 1, . . . , k, if and only if ‖x‖2ι′(N ′N)−1ι < 1. If either one of
these equivalent conditions hold, then the matrix A = (Id − N(N ′N)−1N ′)B satisfies
det(A′A) = 1− ‖x‖2ι′(N ′N)−1ι.
Proof. Set η = ι′(N ′N)−1ι, and note that one eigenvalue of Ip − ηxx′ is 1− η‖x‖2 and
the others are 1. In particular, that matrix is positive definite if and only if ‖x‖2η < 1.
Assume first that there exits a matrix B with the given properties. The relation (D.1)
then entails that B′N = xι′. For A as in the lemma, we get
A′A = Ip − xι′(N ′N)−1ιx′ = Ip − ηxx′,
and it remains to show that A′A is positive definite. To this end, fix a non-zero vector
v ∈ Rp, and note that Bv /∈ span{N} since span{N} ∩ span{B} = {0} and B has full
rank, by assumption. Therefore Av 6= 0 and thus v′A′Av = ‖Av‖2 > 0.
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Conversely, assume that ‖x‖2η < 1. Choose C ∈ Vd,p such that C′N = 0. By assump-
tion, we see that the matrix Ip − ηxx′ is positive definite and thus has a non-vanishing
square root. Setting B = N(N ′N)−1ιx′ + C(Ip − ηxx′)1/2, it is now easy to see that
B′B = Ip. The relation (D.1) follows by noting, for j = 1, . . . , k, that
B′wj = xι′(N ′N)−1N ′wj + (Ip − ηxx′)1/2C′wj = xι′(N ′N)−1N ′Nej = x,
where ej denotes the j-th standard basis vector in R
k. To see that [N,B] has full rank
k + p, simply reverse the argument in the preceding paragraph.
For 1 ≤ p < d, consider a d× p-matrix B = [β1−p, β2−p, . . . , β0], a d× (d− p)-matrix
N = [w1, w2, . . . , wd−p] and x ∈ Rp, such that B′B = Ip, such that M = [B,N ] has
rank(M) = d, and such that wj = Bx+ (Id −BB′)wj for all j = 1, . . . , d− p. Define the
vectors
βj =
(Id − PB,β1,...,βj−1)wj
‖(Id − PB,β1,...,βj−1)wj‖
for j = 1, . . . , d− p,
cj =
(Id − Pw1,...,wj−1 )wj
‖(Id − Pw1,...,wj−1 )wj‖
for j = 1, . . . , d− p, (D.2)
cj =
(Id − Pcj+1,...,c0,c1,...,cd−p)βj
‖(Id − Pcj+1,...,c0,c1,...,cd−p)βj‖
for j = 1− p, . . . , 0.
Here P... indicates the orthogonal projection on the span of the vectors in the subscript,
and we adopt the conventions {y1, . . . , y1−1} = {y0+1, . . . , y0} = ∅ and P∅ = 0. With this,
set B˜ = [β1, . . . , βd−p], set C = [c1−p, . . . , c0], and set C˜ = [c1, . . . , cd−p]. By construction,
the matrices B = [B, B˜] and C = [C, C˜] are both orthonormal. We will consider rotated
versions of M = [B,N ] that are given by B′M and C′M and that we denote by S and
T , respectively, with rows and columns numbered from 1 − p to d − p. In other words,
we have
S = (si,j)
d−p
i=1−p
d−p
j=1−p = B′M =
[
B′B B′N
B˜′B B˜′N
]
,
T = (ti,j)
d−p
i=1−p
d−p
j=1−p = C′M =
[
C′B C′N
C˜′B C˜′N
]
.
Lemma D.3. Let B, N , and x as in the preceding paragraph. For M , B, C, T , and S,
which are functions of B, N , and x, the following holds true.
(i) We have S =
[
Ip x · · ·x
0 B˜′N
]
. Moreover, B˜′N is upper-triangular and its k-th column
depends only on w1, . . . , wk and x. In particular, S does not depend on B.
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(ii) We have C′N = 0, and C˜′N is upper-triangular. The k-th column of the matrix
B′C˜ =
[
B′C˜
B˜′C˜
]
depends only on w1, . . . , wk and on x. Moreover, the matrix B˜
′C˜ is upper-
triangular.
(iii) For 1 ≤ k ≤ d− p, set Λk = (c′iβj)ki,j=1. Then Λk is lower-triangular, depends only
on w1, . . . , wk and on x, and satisfies
det(ΛkΛ
′
k) =
k∏
i=1
(c′iβi)
2 = 1− ‖x‖2ι′ [(w′iwj)ki,j=1]−1 ι,
where ι = (1, . . . , 1)′ denotes an appropriate vector of ones. Moreover, if k > 1 the vector
(t1,k, . . . , tk−1,k)′ can be written as
(t1,k, . . . , tk−1,k)′ = ζ + Λk−1(s1,k, . . . , sk−1,k)′
for a (k − 1)-vector ζ which is a function of the w1, . . . , wk−1 and x only.
(iv) For 1 ≤ k ≤ d− p, the quantity tk,k can be written as
tk,k =
(
κ2k + s
2
k,k
)1/2
.
In case k > 1, we have κ2k = ‖P(Id−Pw1,...,wk−1)Bwk‖2, which is a function of
w1, . . . , wk−1, t1,k, . . . , tk−1,k, and x. In case k=1, we have κ21 = ‖x‖2.
Proof of Lemma D.3. The first statement in part (i) is clear, since B′B = Ip, B′N =
xι′ and B˜′B = 0, by construction. To show that B˜′N = (si,j)
d−p
i,j=1 is upper-triangular,
fix i and j so that 1 ≤ j < i ≤ d− p, and note that si,j = β′iwj with
β′iwj =
w′i(Id − PB,β1,...,βi−1)wj
‖(Id − PB,β1,...,βi−1)wi‖
=
w′i(Id − PB,w1,...,wi−1)wj
‖(Id − PB,β1,...,βi−1)wi‖
= 0,
because span{B, β1, . . . , βi−1} = span{B,w1, . . . , wi−1}. It remains to show that the si,k
with 1 ≤ i ≤ k depend only on w1, . . . , wk and x. For i = 1 and j = 1, . . . , d− p, we have
s1,j = β
′
1wj =
w′1(Id − PB)wj
‖(Id − PB)w1‖ =
w′1wj − w′1BB′wj
(w′1w1 − w′1BB′w1)1/2
=
w′1wj − ‖x‖2
(w′1w1 − ‖x‖2)1/2
.
This shows that s1,k has the desired property, and it also shows that the first k elements
of the first row of B˜′N depend only on w1, . . . , wk and x. Now, for general i satisfying
1 ≤ i ≤ k note that the β1−p, . . . , βi−1 are mutually orthogonal and thus the projection
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onto their span equals the sum of the projections onto every single one of them. Therefore
si,k = β
′
iwk =
w′i(Id − PB,β1,...,βi−1)wk
‖(Id − PB,β1,...,βi−1)wi‖
=
w′iwk −
∑i−1
j=1−p w
′
iβjβ
′
jwk(
w′iwi −
∑i−1
j=1−p(β
′
jwi)
2
)1/2 =
=
w′iwk −
∑i−1
j=1−p sj,isj,k(
w′iwi −
∑i−1
j=1−p(sj,i)2
)1/2 .
Consequently, we see that si,k only depends on wi, on wk, on x, and on elements of B˜
′N
in the upper left sub-matrix of the first i−1 rows and k columns. Hence, the claim follows
inductively.
For part (ii), we have C′N = 0, because C′N = (c′iwj)
0
i=1−p
d−p
j=1 , and because
span{w1, . . . , wd−p} = span{c1, . . . , cd−p} = span{c1−p, . . . , c0}⊥. And for C˜′N =
(c′iwj)
d−p
i,j=1, we have c
′
iwj = 0 whenever i > j by construction of the ci. To show that
B˜′C˜ = (β′icj)
d−p
i,j=1 is upper-triangular, take i, j with 1 ≤ j < i ≤ d − p, and note that
cj ∈ span{w1, . . . , wj} while βi is orthogonal to the span of B, β1, . . . , βi−1 or, equiva-
lently, to the span of B,w1, . . . , wi−1. Now consider the k-th column of B′C˜, 1 ≤ k ≤ d−p.
For the non-zero elements of this column, take i so that 1−p ≤ i ≤ k, and consider β′ick.
Because w1, . . . , wk−1 span the same space as c1, . . . , ck−1, we get
β′ick =
β′i(Id − Pw1,...,wk−1)wk
‖(Id − Pw1,...,wk−1)wk‖
=
β′i(Id − Pc1,...,ck−1)wk
‖(Id − Pc1,...,ck−1)wk‖
=
β′iwk −
∑k−1
j=1 (β
′
icj)(c
′
jwk)(
w′kwk −
∑k−1
j=1 (c
′
jwk)
2
)1/2 .
In this display, the cj depend only on w1, . . . , wj , so that the terms c
′
jwk depend only
on w1, . . . , wk. And by part (i), the terms β
′
iwk = si,k depend only on w1, . . . , wk and x.
With this, the proof is completed inductively by arguing as in part (i), mutatis mutandis.
For part (iii), we first note that B˜′C˜ is upper-triangular by part (ii), and hence
Λk is lower-triangular, which yields det(ΛkΛ
′
k) = det(Λk)
2 =
∏k
i=1(c
′
iβi)
2. For i ≥ 1,
set N(i) = (w1, . . . , wi) and A(i) = (Id − PN(i))B, and set N(0) = 0. Now note that
span{B, β1, . . . , βi−1} = span{B,N(i−1)}, and calculate (c′iβi)2 as(
w′i(Id − PN(i−1))(Id − PB,N(i−1))wi
)2
‖(Id − PN(i−1))wi‖2‖(Id − PB,N(i−1))wi‖2
=
w′i(Id − PB,N(i−1))wi
w′i(Id − PN(i−1))wi
.
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The numerator and the denominator on the right can be written as
det(w′i(Id − PB,N(i−1))wi) =
det([B,N(i)]
′[B,N(i)])
det([B,N(i−1)]′[B,N(i−1)])
and
det(w′i(Id − PN(i−1))wi) =
det(N ′(i)N(i))
det(N ′(i−1)N(i−1))
,
respectively, upon noting that det([X,Y ]′[X,Y ]) = det(X ′X) det(Y ′(I − PX)Y ) for ap-
propriate matrices X and Y ; cf. [19, Problem 2.4]). Using that relation again, the nu-
merator, i.e., the first expression in the preceding display, can be further re-expressed
as
det(N ′(i)N(i)) det(B
′(Id − PN(i))B)
det(N ′(i−1)N(i−1)) det(B
′(Id − PN(i−1))B)
=
det(N ′(i)N(i)) det(A
′
(i)A(i))
det(N ′(i−1)N(i−1)) det(A
′
(i−1)A(i−1))
.
Note that det(A′(i)A(i)) = 1−‖x‖2ι′(N ′(i)N(i))−1ι > 0 for i ≥ 1 by Lemma D.2, and that
det(A′(0)A(0)) = 1. Taking the pieces together, we see that
∏k
i=1(c
′
iβi)
2 = det(A′(k)A(k)) =
1 − ‖x‖2ι′(N ′(k)N(k))−1ι, as claimed. For the last statement, we first note that we have
M = BS, because B is orthogonal. For the k-th column of M , we thus have wk =∑d−p
i=1−p βisi,k = Bx+
∑k
i=1 βisi,k, where the second equality follows from part (i). Take
now k > 1, and consider the vector (ti,k)
k−1
i=1 = (c
′
iwk)
k−1
i=1 . Using the last formula for wk,
we see that

t1,k
...
tk−1,k

 =


c′1
...
c′k−1

Bx+


c′1
...
c′k−1

(β1 · · · βk−1)


s1,k
...
sk−1,k


because c′iβk = 0 for i = 1, . . . , k−1 in view of part (ii). We thus see that (ti,k)k−1i=1 can be
decomposed as claimed. Finally, the statements that Λk depends only on w1, . . . , wk and
x, and that ζ and (ti,k)
k−1
i=1 depend only on w1, . . . , wk−1 and x (in case k > 1), follow
from part (i) and (ii).
For part (iv), we immediately obtain that t1,1 = c
′
1w1 = ‖w1‖ = (‖Bx‖2 +
‖β1s1,1‖2)1/2 = (‖x‖2 + s21,1)1/2 because w1 = Bx + (Id − PB)w1. In the remaining
cases, we have
tk,k = c
′
kwk = ‖(Id − PN(k−1))wk‖ = ‖(PB,N(k) − PN(k−1))wk‖
= ‖(PB,N(k−1) + P(Id−PB,N(k−1) )wk − PN(k−1))wk‖
= ‖(P(Id−PN(k−1) )B + P(Id−PB,N(k−1) )wk)wk‖
=
(
‖P(Id−PN(k−1) )Bwk‖
2 + ‖Pβkwk‖2
)1/2
=
(
κ2k + s
2
k,k
)1/2
,
where the last two equalities are obtained by noting that (Id − PN(k−1))B ⊥
βk and that ‖Pβkwk‖2 = w′kβkβ′kwk = s2k,k. To see that κ2k is a function of
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w1, . . . , wk−1, t1,k, . . . , tk−1,k and x only, set ηk = ι′(N ′(k)N(k))
−1ι, set C˜(k) equal to the
matrix consisting of the first k columns of C˜, and observe that
κ2k = w
′
k(Id − PN(k−1))B
[
B′(Id − PN(k−1))B
]−1
B′(Id − PN(k−1))wk
= w′k(Id − C˜(k−1)C˜′(k−1))B
[
Ip − xx′η(k−1)
]−1
B′(Id − C˜(k−1)C˜′(k−1))wk,
because B′wi = x, and because N(k−1) and C˜(k−1) span the same space. We further
analyze the expressions to the left and right of the inverse, i.e.,
B′(Id − C˜(k−1)C˜′(k−1))wk = x−B′C˜(k−1)C˜′(k−1)wk
= x−B′C˜(k−1)(t1,k, . . . , tk−1,k)′.
Now, in view of part (ii), B′C˜(k−1) depends only on w1, . . . , wk−1 and x. Together with
part (iii), we see that κ2k does indeed depend only on the claimed quantities.
We now replace the deterministic matrices B = [β1−p, . . . , β0] and the vectors
w1, . . . , wd−p by their random counterparts B = [b1−p, . . . , b0] and W1, . . . ,Wd−p, where
B and the Wj are as in (4.5) with d− p replacing k (and where x ∈ Rp is fixed through-
out). Because the event where the column-vectors of B and the vectorsW1, . . . ,Wd−p are
linearly independent has probability one, we can assume, without loss of generality, that
these vectors are linearly independent. In the following, re-define the matrices N , B˜, C,
and C˜ as in the discussion leading up to Lemma D.3 but with B and the Wj replacing
B and the wj , respectively.
Lemma D.4. Let B, W1, . . . ,Wd−p, and x as in the preceding paragraph. For B, C, S,
and T , which are functions of B, W1, . . . ,Wd−p, and x, the following holds true.
(i) The matrices B and S are independent with B uniformly distributed on Vd,d. Fur-
thermore, the random variables si,j, 1 − p ≤ i ≤ d − p, 1 ≤ j ≤ d − p, are in-
dependent, and distributed as follows: For j satisfying 1 ≤ j ≤ d − p, we have
(s1−p,j , . . . , sd−p,j)′ = (x1, . . . , xp, s1,j , . . . , sj,j, 0, . . . , 0)′ with si,j ∼ N(0, 1) for i =
1, . . . , j − 1 and sj,j ∼ (χ2d−p−j+1)1/2.
(ii) The random matrices C and T are independent with C uniformly distributed on Vd,d.
Proof. Note that both S = S(M) and B = B(M) are functions of M , and that the
law of M is left invariant under transformations from Vd,d, in the sense that AM is
distributed as M for any A ∈ Vd,d. [Indeed, M = M(B, V1, . . . , Vd−p) is a function of
orthogonally invariant random vectors and satisfies AM = M(AB, AV1, . . . , AVd−p) for
any A ∈ Vd,d.] Take A uniformly distributed on Vd,d and independent of M . Then the
law of (B(M), S(M)) coincides with the law of (B(AM), S(AM)), and it is easy to see
that (B(AM), S(AM)) = (AB(M), S(M)). Hence,( B(M)
S(M)
)
∼
(
AB(M)
S(M)
)
.
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On the right-hand side of this display,AB(M) is uniformly distributed on Vd,d conditional
on M , and thus also unconditionally. This also entails that AB(M) is independent of M
and, hence, of S(M). From the above display we therefore obtain that B is uniformly
distributed on Vd,d and it is independent of S. A similar argument shows that C also is
uniformly distributed on Vd,d and is independent of T .
It remains to consider the joint distribution of the si,j , with 1 − p ≤ i ≤ d − p and
1 ≤ j ≤ d − p. Some si,j are degenerate, as described by Lemma D.3(i). For the non-
degenerate si,j , i.e., for those where we have 1 ≤ i ≤ j ≤ d − p, recall that the vectors
b1−p, . . . , b0, b1, . . . , bd−p are mutually orthogonal, so that
si,j = b
′
iWj = b
′
i(Bx+ (Id −BB′)Vj) = b′iVj
for i = 1, . . . , j − 1 and
sj,j = b
′
jWj =
(
V ′j (Id − Pb1−p,...,b0,...,bj−1)Vj
)1/2
for each fixed j with 1 ≤ j ≤ d − p. Note that b1−p, . . . , bj−1 are functions of
B,W1, . . . ,Wj−1. Hence, conditional on B,W1, . . . ,Wj−1, we see that the random vari-
ables s1,j, . . . , sj,j are independent and distributed as claimed (conditionally). Because
their conditional distribution does not depend on the conditioning variables, they are
independent of the conditioning random variables, and their conditional distribution co-
incides with their unconditional distribution. In other words, s1,j , . . . , sj,j are jointly
distributed as stated in the lemma; moreover, they are independent of B,W1, . . . ,Wj−1
and hence also independent of the si,k with k < j (in view of Lemma D.3(i)). As this
holds for each j = 1, . . . , d− p, it is easy to see that the si,j are all independent. [Use the
independence relations established so far to argue that the, say, joint characteristic func-
tion of all the si,j can be factorized into the product of the joint characteristic function
of the si,k with k < d − p and the marginal characteristic functions of the si,d−p. Now
repeat this argument with d− p replaced by d− p− 1, d− p− 2, . . . , 2.]
Corollary D.5. Fix k satisfying 1 ≤ k ≤ d − p, and let ζ, Λk, and κ2k be as in
Lemma D.3 but with Wj replacing wj.
(i) In case k > 1 and conditional on W1, . . . ,Wk−1, the vector (t1,k, . . . , tk−1,k)′ is dis-
tributed as N(ζ,Λk−1Λ′k−1).
(ii) In case k > 1 and conditional on W1, . . . ,Wk−1, t1,k, . . . , tk−1,k, the quantities ck
and tk,k are independent and distributed as follows: We have tk,k ∼ (κ2k + χ2d−p−k+1)1/2
(conditionally), i.e., tk,k is distributed as the square root of the sum of κ
2
k and a chi-square
distributed random variable with d−p−k+1 degrees of freedom (conditionally). Moreover,
the vector ck is distributed as U(Vd,1 ∩ [W1, . . . ,Wk−1]⊥) (conditionally), where U(. . . )
denotes the uniform distribution on the indicated set, and where Vd,1 denotes the unit
sphere in Rd by our conventions. In case k = 1, these statements apply unconditionally,
mutatis mutandis.
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Proof. For part (i), it suffices to show that the vector v = (s1,k, . . . , sk−1,k)′ is dis-
tributed as N(0, Ik−1) and is independent of W1, . . . ,Wk−1, in view of Lemma D.3(iii).
From Lemma D.4(i), we see that v does indeed have the N(0, Ik−1) distribution, uncon-
ditionally, and Lemma D.4(i) also shows that v is independent of B and of the si,j with
1 ≤ j < k. Noting that W1, . . . ,Wk−1 are functions of B and of the si,j with 1 ≤ j < k
completes the argument.
For part (ii), consider first the case where k = 1. Here, we have c1 ∼ U(Vd,1) inde-
pendently of t1,1 in view of Lemma D.4(ii). And for the distribution of t1,1, we note that
t1,1 = (‖x‖2 + s21,1)1/2 by Lemma D.3(iv), and that s21,1 ∼ χ2d−p by Lemma D.4(i).
For part (ii) with k > 1, write Lk as shorthand for the list of conditioning variables
under consideration, i.e., for W1, . . . ,Wk−1, t1,k, . . . , tk−1,k, and write L˜k for the list of
random variables consisting of c1, . . . , ck−1, of the ti,j with 1 ≤ i ≤ j < k, and of the
ti,k with 1 ≤ i < k. Note that conditioning on Lk is equivalent to conditioning on L˜k
(because there is a measurable bijection between the two groups of conditioning variables
in view of Lemma D.3). We now proceed similarly as in the case k = 1, and note first that
ck and tk,k are conditionally independent given Lk. [Indeed, C and T are independent
by Lemma D.4(ii), such that both the conditional distribution of (a) ck given L˜k and
tk,k, and also the conditional distribution of (b) ck given L˜k, coincides with the condi-
tional distribution of (c) ck given c1, . . . , ck−1. Because the conditional distributions (a)
and (b) coincide, it follows that ck and tk,k are conditionally independent given L˜k or,
equivalently, given Lk.
6] Next, we note that ck given Lk is distributed as claimed. [It
suffices to note that the conditional distribution (b) agrees with the conditional distribu-
tion (c) mentioned earlier, and that the latter is U(Vd,1∩ [c1, . . . , ck−1]⊥) or, equivalently,
U(Vd,1 ∩ [W1, . . . ,Wk−1]⊥).] Finally, to obtain the conditional distribution of tk,k given
Lk, it remains to show that s
2
k,k is independent of Lk (because tk,k = (κ
2
k + s
2
k,k)
1/2
with κ2k being a function of Lk in view of Lemma D.3(iv), and because s
2
k,k ∼ χ2d−p−k+1
(unconditionally) by Lemma D.4(i)). To this end, we again use Lemma D.4(i) to see
that sk,k is independent of B and of the si,j with (i, j) 6= (k, k), and we note that the
random variables in Lk are functions of B and of the si,j with (i, j) 6= (k, k). [Indeed,
the vectors W1, . . . ,Wk−1 are functions of B and of the si,j with j < k. Moreover, by
Lemma D.3(iii), the vector (t1,k, . . . , tk−1,k)′ is a function of the W1, . . . ,Wk−1 and of
(s1,k, . . . , sk−1,k)′.]
Lemma D.6. For positive integers 2 ≤ k ≤ d, let q1, . . . , qk be independent random
variables with qi ∼ N(0, 1) for i = 1, . . . , k−1 and qk ∼ (χ2d−k+1)1/2, and let c1, . . . , ck−1
be fixed orthonormal d-vectors, while ck ∼ U(Vd,1 ∩ [c1, . . . , ck−1]⊥) is independent of all
the qi with i = 1, . . . , k. Finally, set U =
∑k−1
i=1 qici + qkck. Then U ∼ N(0, Id).
Proof. Let C = [c1, . . . , ck−1], and letD denote a d×(d−k+1) matrix so thatM = [C,D]
is orthogonal. Set V = (q1, . . . , qk−1)′, and take W ∼ N(0, Id−k+1) independent of V , qk
6 See Sections 6.12 and 6.15 in [8] for some basic facts about conditional independence.
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and ck. Now observe that P(DW = 0) = 0 and thus
DW = ‖DW‖ DW‖DW‖ = ‖W‖D
W
‖W‖
almost surely. Note that ‖W‖ andW/‖W‖ are independent with ‖W‖ ∼ (χ2d−k+1)1/2 and
W/‖W‖ ∼ U(Vd,1), because the law of W is spherically symmetric (cf. also [2, Theorem
1]). Hence, D W‖W‖ and ‖W‖ are independent and distributed as ck and qk, respectively.
Therefore we have
U ∼ CV + DW = M [V ′,W ′]′ ∼ N(0, Id),
due to rotation invariance of the standard normal distribution.
Proof of Proposition 4.2. For later use, let qi,k, 1 ≤ i ≤ k ≤ d − p, be independent
random variables such that qk,k ∼
(
χ2d−k+1
)1/2
and qi,k ∼ N(0, 1) for i < k, and such
that the qi,j are jointly independent of all the other quantities considered so far.
Because the Wj for 1 ≤ j ≤ k are defined by (4.5) and are such that the columns of
B = [b1−p, . . . , b0] andW1, . . . ,Wk are linearly independent with probability 1, we can set
ϕx(w1, . . . , wk) = 0 unless the wj , 1 ≤ j ≤ k, are linearly independent and such that (D.1)
is satisfied for some non-random d× p-matrix B = (β1−p, . . . , β0) that satisfies B′B = Ip
and rank([β1−p, . . . , β0, w1, . . . , wk]) = p+k. Equivalently, we may set ϕx(w1, . . . , wk) = 0
whenever either Sk = (w
′
iwj/d)
k
i,j=1 is not invertible or ‖x‖2ι′S−1k ι ≥ d (cf. Lemma D.2).
Assume, from now on, that Sk is invertible and that ‖x‖2ι′S−1k ι < d.
We derive the density ratio in Proposition 4.2 by induction on k. First, for the case
where k = 1, we see that W1 = c1t1,1, since M = CT and in view of the structure
of T described by Lemma D.3(ii). Moreover, c1 and t1,1 are independent with c1 ∼
U(Vd,1) and t1,1 ∼ (‖x‖2 + χ2d−p)1/2, by Corollary D.5(ii). Now we use Lemma C.5
in [14] with k = 1, and with c1, q1,1 and t1,1 replacing the quantities v1, q1 and t1,
respectively, in that reference. Noting that q1,1c1 ∼ N(0, Id) in view of Lemma D.6, we
obtain that ϕx(w1)/φ(w1) is the ratio of the density of the (‖x‖2+χ2d−p)1/2-distribution
and the density of the (χ2d)
1/2-distribution, both evaluated at ||w1||. After simplification,
we therefore have
ϕx(w1)
φ(w1)
= 2p/2
Γ(d/2)
Γ((d− p)/2)
(||w1||2)−p/2 (1− ‖x‖2/||w1||2) d−p−22 e ‖x‖22
=
(d/2)−p/2Γ(d/2)
Γ((d− p)/2) (detS1)
−p/2
(
1− ‖x‖
2
d
ι′S−11 ι
) d−p−2
2
e
‖x‖2
2 ,
as claimed.
Suppose now that k > 1 and that the proposition holds with k−1 replacing k, and con-
sider the conditional distribution ofWk givenW1 = w1, . . . ,Wk−1 = wk−1. Here,Wk can
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be written asWk =
∑k−1
i=1 ti,kci+ tk,kck, because M = CT and in view of Lemma D.3(ii).
Set Uk =
∑k−1
i=1 qi,kci+qk,kck. Conditional onW1 = w1, . . . ,Wk−1 = wk−1, first note that
the orthonormal vectors c1, . . . , ck−1 are functions ofW1, . . . ,Wk−1 by construction, while
ck ∼ U(Vd,1∩[c1, . . . , ck−1]⊥) (in view of Corollary D.5(ii) and becauseW1, . . . ,Wk−1 and
c1, . . . , ck−1 span the same space). Second, note that (q1,k, . . . , qk,k) and (t1,k, . . . , tk,k) are
both conditionally independent of ck given W1 = w1, . . . ,Wk−1 = wk−1. [This is obvious
for the qi,k, and this follows from Corollary D.5(ii) for the ti,k.] And third, note that the
conditional distribution of (t1,k, . . . , tk,k) given W1 = w1, . . . ,Wk−1 = wk−1 is described
by Corollary D.5. In view of these three observations, it is now elementary to verify that
Lemma C.5 in [14] applies, with k as chosen here, and with c1, . . . , ck−1, ck, q1,k, . . . , qk,k,
and t1,k, . . . , tk,k replacing υ1, . . . , υk−1, vk, q1, . . . , qk, and t1, . . . , tk, respectively. In par-
ticular, we see that the conditional law of Wk given W1 = w1, . . . ,Wk−1 = wk−1 has
a density relative to the conditional law of Uk. Note that Uk ∼ N(0, Id) conditional on
c1, . . . , ck−1 or, equivalently, conditional onW1, . . . ,Wk−1 by Lemma D.6. Therefore, the
conditional law of Wk given W1 = w1, . . . ,Wk−1 = wk−1 has a Lebesgue density which
we denote by ϕx(wk|w1, . . . , wk−1). This entails that a Lebesgue density ϕx(w1, . . . , wk)
of W1, . . . ,Wk is well-defined by the relation
ϕx(w1, . . . , wk)
φ(w1) · · ·φ(wk) =
ϕx(w1, . . . , wk−1)
φ(w1) · · ·φ(wk−1)
ϕx(wk|w1, . . . , wk−1)
φ(wk)
. (D.3)
To complete the proof, it remains to explicitly compute the expression on the right-hand
side of (D.3) and to show that it coincides with the right-hand side of the formula given
in the proposition. Recall that we already have a formula for the first fraction on the
right-hand side (by the induction assumption).
To compute the second fraction on the right side of (D.3) we first use Lemma C.5 in
[14] to see that
ϕx(wk|w1, . . . , wk−1)
φ(wk)
=
ft
fq
(c′1wk, . . . , c
′
k−1wk, ||(Id − Pc1,...,ck−1)wk||), (D.4)
where ft and fq denote the conditional Lebesgue densities of (t1,k, . . . , tk,k) and
(q1,k, . . . , qk,k), respectively, given W1 = w1, . . . ,Wk−1 = wk−1. Now, by definition of
q1,k, . . . , qk,k, we have
fq(c
′
1wk, . . . , c
′
k−1wk, ||(Id − Pc1,...,ck−1)wk||)
=
(
k−1∏
i=1
fN(0,1)(c
′
iwk)
)
f(χ2d−k+1)1/2(||(Id − Pc1,...,ck−1)wk||)
=
∣∣∣∣(Id − Pw1,...,wk−1)wk∣∣∣∣d−k
π(k−1)/22(d−2)/2Γ((d− k + 1)/2)e
− 12 ||wk||2 ,
where, in the first equality, we use the symbols fN(0,1) and f(χ2d−k+1)1/2 to denote the
Lebesgue densities of the distributions indicated in the subscript, and where the sec-
ond equality follows from elementary simplifications and by noting that
∑k−1
i=1 (c
′
iwk)
2 =
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w′kPc1,...,ck−1wk. Moreover, we have
ft(c
′
1wk, . . . , c
′
k−1wk, ||(Id − Pc1,...,ck−1)wk||)
= fN(ζ,Λk−1Λ′k−1)(c
′
1wk, . . . , c
′
k−1wk) f(κ2k+χ2d−p−k+1)1/2(||(Id − Pc1,...,ck−1)wk||)
=
2−(d−p−2)/2π−(k−1)/2
Γ((d− p− k + 1)/2)
(
detΛk−1Λ′k−1
)−1/2
× ||(Id − Pc1,...,ck−1)wk||
(||(Id − Pc1,...,ck−1)wk||2 − κ2k)(d−p−k−1)/2
× exp
[
−1
2
||(Id − Pc1,...,ck−1)wk||2 +
1
2
κ2k −
1
2
||(s1,k, . . . , sk−1,k)′||2
]
,
where the first equality follows from Corollary D.5 upon noting that Λk−1 is invertible.
[Indeed, note that detΛk−1Λ′k−1 = 1 − ‖x‖2ι′[(w′iwj)k−1i,j=1]−1ι by Lemma D.3(iii), and
that ‖x‖2ι′[(w′iwj)k−1i,j=1]−1ι < 1 by Lemma D.2 and in view of our assumptions on the
wi.] The second equality is obtained by elementary simplifications, upon noting that
(c′1wk, . . . , c
′
k−1wk) = (t1,k, . . . , tk−1,k) by definition, and upon using Lemma D.3(iii).
To further simplify the formula in the preceding display, recall the d× p-matrix B in-
troduced at the beginning of the proof, and note that κ2k = ||P(Id−Pw1,...,wk−1 )Bwk||2
by Lemma D.3(iv). Also, note that ‖(s1,k, . . . , sk−1,k)′‖ = ‖(β′1wk, . . . , β′k−1wk)′‖ =
‖Pβ1,...,βk−1wk‖, and that span{B, c1, . . . , ck−1} = span{B,w1, . . . , wk−1} =
span{B, β1, . . . , βk−1}, by our conventions (cf. the discussion leading up to Lemma D.3).
With this, the exponent on the far right-hand side of the preceding display can be written
as 1/2 times
− ||(Id − Pc1,...,ck−1)wk||2 + ||P(Id−Pw1,...,wk−1 )Bwk||
2 − ||Pβ1,...,βk−1wk||2
= −||wk||2 + ||Pc1,...,ck−1wk||2 + ||P(Id−Pc1,...,ck−1 )Bwk||
2 − ||Pβ1,...,βk−1wk||2
= −||wk||2 + ||PB,c1,...,ck−1wk||2 − ||Pβ1,...,βk−1wk||2
= −||wk||2 + ||PB,β1,...,βk−1wk||2 − ||Pβ1,...,βk−1wk||2
= −||wk||2 + ||PBwk||2 = −||wk||2 + ‖x‖2,
where the last equality holds in view of (D.1). Plugging the formulae for fq(. . . ) and for
ft(. . . ) obtained so far into (D.4), again using the formula for κ
2
k, and simplifying, we
can re-write the right-hand side of (D.4) as
2p/2Γ((d− k + 1)/2)
Γ((d− p− k + 1)/2)
(
detΛk−1Λ′k−1
)−1/2 (||(Id − Pw1,...,wk−1)wk||2)−p/2
×
(
1−
||P(Id−Pw1,...,wk−1)Bwk||2
||(Id − Pw1,...,wk−1)wk||2
)(d−p−k−1)/2
e‖x‖
2/2.
Using Lemma D.3(iii), we see that detΛk−1Λ′k−1 =
∏k−1
i=1 (c
′
iβi)
2, while the expression
56 Steinberger, Leeb
under the (d− p− k − 1)/2 exponent can be written as
‖(Id − Pw1,...,wk−1)wk‖2 − ‖P(Id−Pw1,...,wk−1 )Bwk‖2
‖(Id − Pw1,...,wk−1)wk‖2
=
w′kwk −
(
‖Pw1,...,wk−1wk‖2 + ‖P(Id−Pw1,...,wk−1)Bwk‖2
)
‖(Id − Pw1,...,wk−1)wk‖2
=
w′kwk − ‖PB,w1,...,wk−1wk‖2
‖(Id − Pw1,...,wk−1)wk‖2
‖(Id − PB,w1,...,wk−1)wk‖2
‖(Id − PB,w1,...,wk−1)wk‖2
=
(
w′k(Id − Pw1,...,wk−1)(Id − PB,w1,...,wk−1)wk
)2
‖(Id − Pw1,...,wk−1)wk‖2‖(Id − PB,w1,...,wk−1)wk‖2
= (c′kβk)
2,
where the second-to-last equality holds because of Pw1,...,wk−1(Id − PB,w1,...,wk−1) = 0,
and where the last equality follows from the definition of ck and βk. Moreover, we also
see that
||(Id − Pw1,...,wk−1)wk||2 = detw′k(Id − Pw1,...,wk−1)wk = d
detSk
detSk−1
by again using the relation det([X,Y ]′[X,Y ]) = det(X ′X) det(Y ′(I − PX)Y ) for appro-
priate matrices X and Y . So putting the pieces together, we obtain that the conditional
density ϕx(wk|w1, . . . , wk−1)/φ(wk) can be written as
(
d
2
)− p2 Γ((d− k + 1)/2)
Γ((d− p− k + 1)/2)
(
k−1∏
i=1
c′iβi
)−1(
detSk
detSk−1
)− p2
(c′kβk)
d−p−k−1
e
‖x‖2
2 .
We now take the formula for ϕx(w1, . . . , wk−1)/(φ(w1) · · ·φ(wk−1)) given by Proposi-
tion 4.2 (with k − 1 replacing k). We can write ϕx(w1, . . . , wk−1)/(φ(w1) · · ·φ(wk−1))
as
(
d
2
)− (k−1)p2 k−1∏
i=1
Γ ((d− i+ 1)/2)
Γ ((d− p− i+ 1)/2) det(Sk−1)
− p2
(
k−1∏
i=1
c′iβi
)d−p−k
e
(k−1)
2 ‖x‖2
in view of Lemma D.3(iii). Multiplying the expressions in the preceding two displays, we
see that the density ϕx(w1, . . . , wk)/(φ(w1) · · ·φ(wk)) is given by
(
d
2
)− kp2 k∏
i=1
Γ ((d− i+ 1)/2)
Γ ((d− p− i+ 1)/2) det(Sk)
− p2
(
k∏
i=1
c′iβi
)d−p−k−1
e
k
2 ‖x‖2 ,
which, after another application of Lemma D.3(iii), equals the density ratio in Propo-
sition 4.2, as desired. The property of the normalizing constant is now established by
Lemma D.1.
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Appendix E: Proofs for Section 4.5
Lemma E.1. Fix M > 1 and positive integers k and p. For d ∈ N such that d >
4(k + p+ 1)M4, fix x ∈ Rp such that ‖x‖ ≤M , and define g1(z) by
g1(z) =
(
1− ‖x‖
2
d
z
)(d−p−k−1)/2
e
k
2 ‖x‖2
for z < d/‖x‖2. Then g1(z) can be expanded as
g1(z) = p1(z − k) + r1(z − k) + δ1,
where p1(y) = 1 +
∑k
j=1
(−‖x‖2/2)j yj/j!; where r1 is a polynomial of degree k whose
coefficients depend on d, p, k and ‖x‖2, and whose coefficients are bounded in absolute
value by pM
2(k+2)
d c1, where c1 = c1(k) is a constant that depends only on k; and where
the remainder term δ1 satisfies
sup
z:|z−k|<1
|δ1|
|z − k|k+1 ≤
M2(k+1)
2k+1(k + 1)!
e
k
2M
2
.
Proof. We begin with a k-th order Taylor expansion of g1 around k:
g1(z) =
k∑
j=0
g
(j)
1 (k)
j!
(z − k)j + g
(k+1)
1 (ζ)
(k + 1)!
(z − k)k+1
for some ζ between z and k. Now set δ1 equal to the remainder term in the above
expansion, i.e., δ1 = δ1(z) = (g
(k+1)
1 (ζ))(z−k)k+1/(k+1)!, define p1 as in the lemma and
set r1 equal to r1(y) =
∑k
j=0
g
(j)
1 (k)
j! y
j−p1(y), such that g1(z) = p1(z−k)+r1(z−k)+δ1.
It remains to establish the claimed properties of r1 and δ1.
Before we proceed, we first take a closer look at the j-th derivative of g1, i.e.,
g
(j)
1 (z) =
(
−‖x‖
2
2
)j
d− [p+ k + 1]
d
· · · d− [p+ k + 1 + 2(j − 1)]
d
×
(
1− ‖x‖
2
d
z
)(d−[p+k+1+2j])/2
e
k
2 ‖x‖2 .
In this display and for j = 1 . . . , k + 1, note that 0 < d − [p + k + 1 + 2(i − 1)] < d for
each i = 0, . . . , j + 1, because d > 4(p+ k + 1) > (p+ k + 1) + 2(k + 1).
To deal with the remainder term δ1, fix z ∈ R such that |z− k| < 1 and note that this
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entails 0 ≤ ‖x‖2ζ/d < M2(k + 1)/d < 1/4 by assumption. We therefore have
|δ1|
|z − k|k+1 =
∣∣∣∣∣(−‖x‖
2/2)k+1
(k + 1)!
∣∣∣∣∣
∣∣∣∣∣ g
(k+1)
1 (ζ)
(−‖x‖2/2)k+1
∣∣∣∣∣
≤ (M
2/2)k+1
(k + 1)!
(
1− ‖x‖
2
d
ζ
)(d−p−3k−3)/2
e
k
2 ‖x‖2
≤ M
2(k+1)
2k+1(k + 1)!
e
k
2M
2
,
where the first inequality follows from the formula for g
(k+1)
1 just derived, and where the
second inequality easily follows from our assumptions on d. In particular, the remainder
term δ1 has the desired properties.
To deal with r1, we first obtain convenient upper and lower bounds on
g
(j)
1 (k)/(−‖x‖2/2)j for j = 0, . . . , k. Note that Lemma D.1 in [14] applies with
t = k‖x‖2/d, because our assumptions entail that d > kM2 ≥ k‖x‖2 and hence
0 ≤ k‖x‖2/d < 1. This lemma yields
(
1− k‖x‖
2
d
)k‖x‖2/2
≤ ek‖x‖2/2
(
1− k‖x‖
2
d
)d/2
≤ 1. (E.1)
Note that due to concavity of the logarithm, we have for z ∈ (−1, 0) and y ∈ [z, 0], that
log(1 + y) ≥ y log(1 + z)/z, i.e., on (z, 0) the graph of the function y 7→ log(1 + y) lies
above the line segment connecting (z, log(1+z)) with the origin. Applying this inequality
twice, the first time with z = −1/4 and y = −kM2/d, and the second time with z = −3/4
and y = −(p+ 3k − 1)/d, we get
0 > log
(
1− kM
2
d
)
≥ 4kM
2
d
log(
3
4
) ≥ −4
3
kM2
d
, and (E.2)
0 > log
(
1− p+ 3k − 1
d
)
≥ 4(p+ 3k − 1)
3d
log(
1
4
) ≥ −2p+ 3k − 1
d
. (E.3)
With this we can bound the quantity g
(j)
1 (k)/(−‖x‖2/2)j in the j-th coefficient of r1 with
j = 0, 1, . . . , k, from above as follows:
g
(j)
1 (k)
(−‖x‖2/2)j ≤
(
1− k‖x‖
2
d
)−(p+k+1+2j)/2
≤
(
1− kM
2
d
)−(p+3k+1)
= exp
[
−(p+ 3k + 1) log
(
1− kM
2
d
)]
≤ exp
[
(p+ 3k + 1)
4
3
kM2
d
]
≤ exp
[
pM2
d
γ1(k)
]
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for some constant γ1(k) > 0. In this display, the first inequality follows because, in the
formula for g
(j)
1 (z), the product of fractions is bounded by one, and in view of (E.1);
the second inequality and the first equality are trivial; the third inequality follows from
(E.2); and the last inequality holds by setting, say, γ1(k) = 4k(2 + 3k)/3. And we can
also bound g
(j)
1 (k)/(−‖x‖2/2)j for j = 0, 1, . . . , k from below:
g
(j)
1 (k)
(−‖x‖2/2)j ≥
(
d− [p+ k + 1 + 2(j − 1)]
d
)j (
1− k‖x‖
2
d
)k‖x‖2/2
≥
(
1− p+ 3k − 1
d
)k (
1− kM
2
d
)kM2/2
= exp
[
k log
(
1− p+ 3k − 1
d
)
+
kM2
2
log
(
1− kM
2
d
)]
≥ exp
[
−k2p+ 3k − 1
d
− kM
2
2
4
3
kM2
d
]
≥ exp
[
−pM
4
d
γ2(k)
]
for some γ2(k) > 0. Here, the first inequality follows from the formula for g
(j)
1 (z) derived
earlier and from (E.1); the second inequality holds because j ≤ k and because ‖x‖ ≤M ;
the equality is trivial; the third inequality is obtained from (E.2) and (E.3); and the last
inequality holds for, say, γ2(k) = (6 + 2/3)k
2.
For r1, we note that r1(y) is a polynomial of degree k in y, i.e., r1(y) =
∑k
j=0 ρjy
j ,
where the j-th coefficient satisfies
|ρj | =
∣∣∣∣∣g
(j)
1 (k)
j!
−
(−‖x‖2/2)j
j!
∣∣∣∣∣ ≤
(
M2/2
)j
j!
∣∣∣∣∣ g
(j)
1 (k)
(−‖x‖2/2)j − 1
∣∣∣∣∣ .
Setting γ(k) = max{γ1(k), γ2(k)}, we thus get
|ρj | ≤ M2kmax
{
1− exp
[
−pM
4
d
γ(k)
]
, exp
[
pM4
d
γ(k)
]
− 1
}
= M2k
(
exp
[
pM4
d
γ(k)
]
− 1
)
≤ pM
2(k+2)
d
(
eγ(k) − 1
)
.
for j = 0, . . . , k. In this display, the first inequality follows from the formula for |ρj |, and
from the upper and lower bounds on g
(j)
1 (k)/(−‖x‖2/2)j derived earlier; the equality is
trivial; and the last inequality follows because γ(k) > 0 and pM4/d ∈ (0, 1) and because
ecy − 1 ≤ (ec − 1)y for c ≥ 0 and y ∈ (0, 1) by the convexity of the exponential. Setting
c1(k) = e
γ(k) − 1, we see that r1 has the desired properties.
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Lemma E.2. Let k and p be positive integers and consider the function g2(z) = z
−p/2
for z > 0. Then g2 can be expanded as
g2(z) = p2(z − 1) + δ2,
where p2(y) = 1 +
∑k
j=1
[
(−1/2)j
j!
∏j−1
i=0 (p+ 2i)
]
yj is a polynomial of degree k whose j-
th coefficient can be bounded in absolute value by pj, and where the remainder term δ2
satisfies
sup
z:|z−1|< 12p
|δ2|
|z − 1|k+1 ≤ p
k+1d2
with d2 = d2(k) depending only on k.
Proof. A k-th order Taylor expansion of g2 around one shows that g2(z) can be written
as p2(z − 1) + δ2, where p2 is as claimed, and where δ2 is the remainder term. It is now
elementary to verify that the coefficients of p2 are bounded as claimed. The remainder
term δ2 is given by g
(k+1)
2 (ζ)(z − 1)k+1/(k + 1)! for some ζ between z and 1. For z such
that |z − 1| < 1/(2p), we thus have
|δ2|
|z − 1|k+1 = ζ
−p/2−(k+1) (1/2)
k+1
(k + 1)!
k∏
i=0
(p+ 2i)
≤
(
1− 1
2p
)−p/2 (
1− 1
2p
)−(k+1)
pk+1 ≤ (2e)1/42k+1pk+1,
where the last inequality is obtained by using Lemma D.1 in [14] with t = 1/(2p) to obtain
that (1− 1/(2p))−p/2 ≤ (2e)1/4. Setting d2 = (2e)1/42k+1 completes the proof.
Lemma E.3. Fix M > 1, positive integers k and p, and x ∈ Rp such that ‖x‖ ≤ M .
Choose d ∈ N such that d > 4(k + p + 1)M4, and define g1(·) as in Lemma E.1. Take
d-vectors w1, . . . , wk so that the k × k matrix Sk = (w′iwj/d)ki,j=1 satisfies ||Sk − Ik|| <
1/(2k). We then have
g1(ι
′S−1k ι) = p1

 k∑
j=1
ι′(Ik − Sk)jι

 + r1

 k∑
j=1
ι′(Ik − Sk)jι

 + ∆1,
where the polynomials p1(·) and r1(·) are as in Lemma E.1, and where the remainder
term ∆1 satisfies
|∆1| ≤ D1||Sk − Ik||k+1M2(k+2)e k2M2
for some constant D1 = D1(k) that depends only on k.
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Proof. Set z = ι′S−1k ι, and note that g1(z) is well-defined because z‖x‖2/d < 1. [Indeed,
all eigenvalues of Sk are strictly between 1/2 and 3/2 by assumption, so that ||S−1k || < 2
and ι′S−1k ι < 2k; our assumptions on d and x give z‖x‖2/d < 1.] It is now easy to see
that Lemma E.1 applies, so that we can write g1(z) as
g1(ι
′S−1k ι) = p1(ι
′S−1k ι− k) + r1(ι′S−1k ι− k) + δ1,
such that δ1 satisfies
|δ1| ≤ M
2(k+1)
2k+1(k + 1)!
e
k
2M
2 |ι′S−1k ι− k|k+1
≤ M
2(k+1)
2k+1(k + 1)!
e
k
2M
2
(2k)k+1||Sk − Ik||k+1,
where the inequalities in the preceding display hold because |ι′S−1k ι − k| = |ι′(S−1k −
Ik)ι| ≤ k||S−1k − Ik|| = k||S−1k (Ik − Sk)|| ≤ k||S−1k || ||Sk − Ik|| < 2k||Sk − Ik|| ≤ 1. For
later use, we also note that the functions p1(·) and r1(·) in the second-to-last display
are polynomials of degree k whose coefficients can be bounded, in absolute value, by
L(k,M) = M2(k+2)max{1, c1}, where c1 = c1(k) is the constant from Lemma E.1 that
depends only on k. [Indeed, the j-th coefficient of p1 is given by (−‖x‖2/2)j/j! and hence
is bounded, in absolute value, byM2k, and the coefficients of r1 are bounded, in absolute
value, by pM
2(k+2)
d c1 < c1M
2(k+2).]
Now expand ι′S−1k ι− k as in Corollary D.5(i) in [14] with k replacing m, i.e., as
ι′S−1k ι− k =
k∑
j=1
ι′(Ik − Sk)jι + r,
where the main term satisfies |∑kj=1 ι′(Ik −Sk)jι| ≤ 1 by assumption and |r| < 2k‖Sk−
Ik‖k+1 ≤ 1. Moreover, recall that p1 is a polynomial of degree k whose coefficients
are bounded, in absolute value, by the constant L = L(k,M) defined in the preceding
paragraph. In view of these considerations, we see that Lemma D.6 of [14] applies, with
1, p1, k, L(k,M), 1, and 2k‖Sk − Ik‖k+1 replacing m, ρ1, l, L, B, and ǫ. From that
lemma, and from the last line of its proof, we obtain that
p1(ι
′S−1k ι− k) = p1

 k∑
j=1
ι′(Ik − Sk)jι

 + δp
with |δp| < ‖Sk − Ik‖k+1M2(k+2)[2k(k + 1 + 2k+1)max{c1, 1}]. In a similar fashion, we
also obtain that
r1(ι
′S−1k ι− k) = r1

 k∑
j=1
ι′(Ik − Sk)jι

 + δq
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with |δq| < ‖Sk−Ik‖k+1M2(k+2)[2k(k+1+2k+1)max{c1, 1}]. In view of the preceding two
paragraphs, we see that g1(ι
′S−1k ι) can be expanded as claimed, with ∆1 = δ1+δp+δq.
Lemma E.4. Fix positive integers k, p and d such that 1 ≤ k ≤ d − p. Then there
exists a constant ξ(k) > 2 depending only on k for which the following holds true. For
any collection of d-vectors w1, . . . , wk, for which the k × k-matrix Sk = (w′iwj/d)ki,j=1
satisfies ||Sk − Ik|| < 1/(p ξ(k)), the determinant detS−p/2k can be expanded as
detS
−p/2
k = Q2(Sk − Ik) + ∆2,
where Q2 and ∆2 have the following properties: Q2(Sk − Ik) is a polynomial in the
elements of Sk − Ik whose degree depends only on k and whose coefficients are bounded
in absolute value by pkC2, where C2 = C2(k) is a constant that depends only on k. The
remainder term ∆2 satisfies
|∆2| ≤ D2 pk+1||Sk − Ik||k+1
for a constant D2 = D2(k) that depends only on k.
Proof. We begin with a collection of d-vectors w1, . . . , wk such that ‖Sk − Ik‖ < 1/2.
First note that the determinant of Sk can be written as
detSk =
k∏
i=1
(
1
d
||(Id − PN(i−1))wi||2
)
,
where PN(i−1) denotes the matrix of the orthogonal projection on the column space of
N(i−1) = [w1, . . . , wi−1] in case i > 1 and is to be interpreted as the d × d zero matrix
in case i = 1. [Recall the relation det([X,Y ]′[X,Y ]) = det(X ′X) det(Y ′(I − PX)Y ) for
appropriate matrices X and Y , and use this recursively with X = N(i−1) and Y = wi.]
The first factor on the right hand side of the preceding display equals w′1w1/d, while for
i > 1 the factor corresponding to index i can be written as
w′iwi
d
−
k∑
j=0
w′iN(i−1)
d
(
Ii−1 −
N ′(i−1)N(i−1)
d
)j
N ′(i−1)wi
d
+ ri
with |ri| < 2‖Sk − Ik‖k+3 in view of Corollary D.5(ii) in [14]. Write Ti(Sk − Ik) as
shorthand for
1 +
(
w′iwi
d
− 1
)
−
k∑
j=0
w′iN(i−1)
d
(
Ii−1 −
N ′(i−1)N(i−1)
d
)j
N ′(i−1)wi
d
for i = 1, . . . , k, where the sum is to be interpreted as zero in case i = 1. Note that
Ti(Sk−Ik) is a polynomial in the entries of Sk−Ik of degree 1 in case i = 1 and of degree
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k + 2 in case i > 1, whose coefficients depend only on k. Clearly, the coefficient of the
linear term (w′iwi/d−1) in Ti(Sk−Ik) is one, and the coefficient of each higher order term
originating from the j-th term in the sum is bounded, in absolute value, by a constant
depending only on k. The coefficients of Ti(Sk−Ik) thus are bounded, in absolute value, by
a constant depending only on k. Also note that |Ti(Sk−Ik)| is bounded by some constant,
B(k) say, that depends only on k. [Indeed, we have |w′iwi/d − 1| = |e′i(Sk − Ik)ei| ≤
‖Sk − Ik‖ < 1/2. And, in case i > 1, the absolute value of the j-th term in the sum
in Ti can be bounded in a similar way by ‖N ′(i−1)N(i−1)/d − Ii−1‖j‖N ′(i−1)wi/d‖2 ≤
‖Sk − Ik‖j
∑i−1
l=1(e
′
l(Sk − Ik)ei)2 ≤ (i− 1)‖Sk − Ik‖j+2 ≤ k‖Sk − Ik‖j+2 < k/4. We may
thus choose B(k) = 1+ 1/2+ k(k+1)/4.] With this we can write the determinant of Sk
as
detSk =
k∏
i=1
[Ti(Sk − Ik) + ri] .
We now apply Lemma D.6 in [14] with m = k, ρi equal to the identity function, xi =
Ti(Sk − Ik), ui = ri, l = L = 1, B = B(k) and ǫ = 2‖Sk − Ik‖k+3. From that lemma,
and from the last line of its proof, we see that
detSk =
k∏
i=1
Ti(Sk − Ik) + r,
where r satisfies |r| < κ(k)‖Sk − Ik‖k+3 for κ(k) = 2k+13kB(k)k−1. For later use, note
that
∏k
i=1 Ti(Sk − Ik) is a polynomial in Sk − Ik whose degree depends only on k, and
whose coefficients are bounded in absolute value by a constant depending only on k.
Expanding the product in the preceding display, we get
detSk = 1+ trace (Sk − Ik) +R(Sk − Ik) + r,
where R(Sk − Ik) is a polynomial in the elements of Sk − Ik whose degree and co-
efficients depend only on k and that contains no constant or linear term. Note that
| trace (Sk − Ik) + R(Sk − Ik)| ≤ C(k)‖Sk − Ik‖ for some constant C(k) depending only
on k, e.g., C(k) = (1 + k2)k. [Bounding the terms of Ti(Sk − Ik) as in the preceding
discussion, we see that |1− Ti(Sk − Ik)| ≤ (1 + (k + 1)(k − 1))‖Sk − Ik‖ = k2‖Sk − Ik‖.
By this, it is easy to see that |∏ki=1 Ti − 1|, is bounded by (1 + k2)k‖Sk − Ik‖.]
Next we define the constant ξ by ξ(k) = 2[C(k) + κ(k)], note that ξ(k) > 2, and take
d-vectors w1, . . . , wk such that ‖Sk−Ik‖ < 1/(p ξ(k)). Note that for this new collection of
vectors everything we have shown so far still holds true since ‖Sk−Ik‖ < 1/(p ξ(k)) < 1/2.
To finish the proof we now evaluate z−p/2 for z = detSk (which is well-defined because
Sk is positive definite by assumption). Now |z−1| ≤ | trace (Sk − Ik)+R(Sk−Ik)|+ |r| ≤
[C(k) + κ(k)]‖Sk − Ik‖ < 1/(2p). Hence Lemma E.2 entails that
detS
−p/2
k = p2
(
trace (Sk − Ik) +R(Sk − Ik) + r
)
+ δ2
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with |δ2| ≤ d2(k)pk+1|z − 1|k+1 ≤ d2(k)(ξ(k)/2)k+1pk+1‖Sk − Ik‖k+1. Abbreviate the
coefficients of p2 by ρj for j = 1, . . . , k and set t = trace (Sk − Ik). Then we can evaluate
the polynomial in the preceding display as
p2(t+R(Sk − Ik) + r) = 1 +
k∑
j=1
ρj(t+R(Sk − Ik) + r)j
= 1 +
k∑
j=1
ρj
(
j∑
i=0
(
j
i
)
(t+R(Sk − Ik))irj−i
)
= 1 +
k∑
j=1
ρj(t+R(Sk − Ik))j +
k∑
j=1
ρj
(
j−1∑
i=0
(
j
i
)
(t+R(Sk − Ik))irj−i
)
= p2(t+R(Sk − Ik)) + r˜,
where the remainder term r˜ satisfies
|r˜| ≤
k∑
j=1
pj
j−1∑
i=0
(
j
i
)
C(k)iκ(k)j−i‖Sk − Ik‖(j−i)(k+3)+i
≤ pk+1‖Sk − Ik‖k+3
k∑
j=1
j−1∑
i=0
(
j
i
)
C(k)iκ(k)j−i.
Now set Q2(Sk − Ik) = p2(trace (Sk − Ik) + R(Sk − Ik)) and set ∆2 = r˜ + δ2. By the
discussion in the preceding paragraph and by Lemma E.2, we see that Q2(Sk − Ik) is
a polynomial in Sk − Ik whose degree depends only on k, and whose coefficients are
bounded in absolute value by pkC2(k) for some constant C2(k) that depends only on k.
The bound on |δ2| derived earlier and the bound in |r˜| in the preceding display entail
that |∆2| ≤ D2(k)pk+1‖Sk − Ik‖k+1 for D2(k) depending only on k.
Proof of Proposition 4.3. Any expansion is trivially correct unless we specify some
properties of the remainder term. So choose the constant ξ(k) equal to ξ(k) = ξ′(k)+2k >
2k, where ξ′(k) is the constant ξ given by Lemma E.4. Now take a collection of d-
vectors w1, . . . , wk such that ‖Sk − Ik‖ < 1/(p ξ(k)) and note that this also permits the
determinant expansion given by Lemma E.4 with the error term as described there. Note
that ‖Sk−Ik‖ < 1/(2p) ≤ 1/2 and thus all eigenvalues of Sk are strictly between 1/2 and
3/2. Therefore the largest eigenvalue of S−1k , i.e., ‖S−1k ‖, is less than 2. We conclude that
‖x‖2ι′S−1k ι/d ≤M2k‖S−1k ‖/d ≤ 2kM2/d < 1 by assumption. In view of Proposition 4.2,
we thus can write the density ratio of interest as
ϕx(w1, . . . , wk)
φ(w1) · · ·φ(wk) = η(d, p, k) γ1(Sk) γ2(Sk),
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for η(d, p, k) as in Proposition 4.2, for
γ1(Sk) =
(
1− ‖x‖
2
d
ι′S−1k ι
)(d−p−k−1)/2
e
k
2 ‖x‖2 ,
and for γ2(Sk) = det(Sk)
−p/2. Recall that η(d, p, k) is bounded as described by Propo-
sition 4.2, and hence it is also bounded by exp(2p2k2/(3d)) ≤ exp(2k2/3), because our
assumptions on d, p and k entail that (1 − p+k−1d )−1 ≤ 4/3 and p2/d < 1.
Note that we have γ1(Sk) = g1(ι
′S−1k ι) for g1 as in Lemma E.1. And since ‖Sk−Ik‖ <
1/(pξ(k)) < 1/(2k), Lemma E.3 entails that
γ1(Sk) = p1

 k∑
j=1
ι′(Ik − Sk)jι

 + r1

 k∑
j=1
ι′(Ik − Sk)jι

+∆1,
where ∆1 satisfies |∆1| ≤ D1(k)‖Sk − Ik‖k+1M2(k+2)e k2M2 . Using the properties of p1
and r1 as given by Lemma E.1 we can rewrite this as
γ1(Sk) = Q1(Sk − Ik) + ∆1.
where Q1(Sk − Ik) is a polynomial in the elements of Sk− Ik whose degree depends only
on k and whose coefficients are bounded in absolute value by M2(k+2)CQ1 for a constant
CQ1 = CQ1(k) that depends only on k.
As already mentioned at the beginning of the proof, also Lemma E.4 applies and
entails that
γ2(Sk) = Q2(Sk − Ik) + ∆2,
where Q2(Sk − Ik) is a polynomial in the elements of Sk− Ik whose degree depends only
on k and whose coefficients are bounded in absolute value by pkCQ2 where CQ2 = CQ2(k)
is a constant that depends only on k, and where the remainder term ∆2 satisfies
|∆2| ≤ D2 pk+1 ||Sk − Ik||k+1
for a constant D2 = D2(k) that depends only on k.
Now expanding the product of γ1(Sk) and γ2(Sk) yields a sum of 4 terms. Denote the
product of the two polynomials Q1 and Q2 by ψ˜x(Sk − Ik) = Q1(Sk − Ik)Q2(Sk − Ik)
and note that this is a polynomial in the elements of Sk − Ik whose degree depends
only on k and whose coefficients are bounded by pkM2(k+2)C˜, where C˜ = C˜(k) is a
constant that depends only on k. Moreover, denote the sum of the three remaining terms
by ∆˜ = ∆˜(Sk − Ik) and note that it satisfies |∆˜| ≤ pk+1M2(k+2)ekM2/2‖Sk − Ik‖k+1D˜,
where D˜ = D˜(k) is a constant that depends only on k. All together, we have obtained
that
ϕx(w1, . . . , wk)
φ(w1) · · ·φ(wk) = ψ˜x(Sk − Ik) + ∆˜,
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where η(d, p, k) has been incorporated into the coefficients of ψ˜x and the remainder term
∆˜ without affecting their boundedness properties. Now it is no loss of generality to
assume that the degree of ψ˜x is no more than k, since all the terms which are of order
k + 1 or higher, can simply be added to the remainder term ∆˜ without affecting its
boundedness property (only the constant D˜ needs adjustment), because ‖Sk − Ik‖ < 1
and thus ‖Sk − Ik‖k+1+l ≤ ‖Sk − Ik‖k+1, for all l ≥ 0.
The quantities ψ˜x(Sk − Ik) and ∆˜ discussed in the preceding paragraph have all
the properties that we need to derive for ψx(Sk − Ik) and ∆, respectively, except for
permutation invariance. But the expression on the left-hand side of the preceding display
is invariant under permutations of the wi in view of Proposition 4.2. Set ψx(Sk− Ik) and
∆ equal to the average of ψ˜x(Sk− Ik) and ∆˜, respectively, taken over all permutations of
the wi. Clearly, the relation in the preceding display continues to hold with ψx(Sk − Ik)
and ∆ replacing ψ˜x(Sk − Ik) and ∆˜, respectively, and ψx(Sk − Ik) and ∆ have all the
required properties, including permutation invariance.
Lemma E.5. Let d, p and k be positive integers and suppose that Z1, . . . , Zk are i.i.d.
random d-vectors that satisfy the bound (b2) with k as chosen here. If ζ > 0 and d >
max{2k + 4pζ, p2}, then
E
[(
d
‖(Id − PZ1,...,Zk−1)Zk‖2
)pζ]
≤ C(4πeD2)pζ ,
where C = C(k, ζ) depends only on k and ζ and where D is the constant from (b2).
Proof. Write Rd as shorthand for Rd = ‖(Id − PZ1,...,Zk−1)Zk‖2/d, and take L > 0 to
be chosen later. The expectation in question can be calculated as
E
[
R−pζd
]
=
∫ ∞
0
P
(
R−pζd > t
)
dt ≤ L+
∫ ∞
L
P
(
Rd < t
− 1pζ
)
dt.
Now use the exact same argument as in the proof of Proposition E.1 in [14] (with pζ
replacing α in that reference), which involves (b2) (or, equivalently, condition (t2) in that
reference), to bound the integral on the far right-hand-side of the previous display by
L
2pζ
d− k + 1− 2pζ
(
D2πd
L
1
pζ
) d−k+1
2 d
k−1
2
Γ
(
d−k+3
2
) .
By Theorem 1 of [12] with x ≥ 2 and with y = 2, we obtain that Γ(x) ≥ xx−1 exp(2 −
x)/2 > xx−1 exp(−x)/2. Using this to lower-bound the gamma-function in the preceding
display, it is elementary to verify that
E
[
R−pζd
]
≤ L+ L1− d−k+12pζ 4pζ
(
2D2πe
d
d− k + 3
) d−k+1
2
d
k−1
2 e. (E.4)
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Write K to abbreviate the factor in (E.4) starting with 4pζ . . . , ending with . . . e, and
note that it does not depend on L. Also note that the upper bound in (E.4) is a convex
function in L that is minimized at
L0 =
(
d− k + 1
2pζ
− 1
) 2pζ
d−k+1
K
2pζ
d−k+1 .
Plugging this back into (E.4) yields the optimized bound
L0 + L0
(
d− k + 1
2pζ
− 1
)−1
< 2L0.
It remains to show that 2L0 is of the form C(k, ζ)(4πeD
2)pζ as claimed. But this follows
immediately upon writing out the formula for 2L0 and noting that
d
d−k+3 ≤ 2, that
2pζ/(d− k + 1) < 1/2, and that the following quantities are all bounded by a constant
that depends only on k and ζ:(
d− k + 1
2pζ
− 1
) 2pζ
d−k+1
= exp
(
2pζ
d− k + 1 log
(
d− k + 1
2pζ
− 1
))
≤ e,
(4pζ)
2pζ
d−k+1 = exp
(
p√
d
log(p) + log(4ζ)√
d
2ζ
1− k/d+ 1/d
)
,
d
(k−1)pζ
d−k+1 = exp
(
(k − 1)ζ
1− k/d+ 1/d
p
d
log d
)
≤ exp
(
2(k − 1)ζ p√
d
log d√
d
)
.
Proof of Proposition 4.4. Set h = deg(H) and fix x ∈ SM,p. It suffices to show that
E
[
d
h+l
2 ‖Sl − Il‖h
∣∣∣∣ϕx(Z1, . . . , Zl)φ(Z1) · · ·φ(Zl) − ψx(Sl − Il)
∣∣∣∣
]
is bounded as claimed. Note that Proposition 4.3 applies with l replacing k. Write Ud for
the integrand in the preceding display and note that E[Ud] can also be written as
E
[
Ud
{
‖Sl − Il‖ < 1
p ξ(l)
}]
+ E
[
Ud
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]
, (E.5)
where ξ(l) > 2l is the constant from Proposition 4.3. We will show that both terms in
(E.5) can be bounded appropriately.
For the first term in (E.5), we use Proposition 4.3 to conclude that Ud{||Sl − Il|| <
1/(p ξ(l))} is bounded from above by
C∆d
(h+l)/2pl+1M2(l+2)e
l
2M
2 ||Sl − Il||h+l+1
≤ C∆pk+1M2(k+2)e k2M2d−1/2||
√
d(Sl − Il)||h+l+1,
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where C∆ is a constant that depends only on k. Note that E[||
√
d(Sl − Il)||h+l+1] is
bounded by the constant α from (b1).(a) in view of Lyapunov’s inequality.
The second term in (E.5) can further be bounded from above by
E
[
d
h+l
2 ‖Sl − Il‖h |ψx(Sl − Il)|
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]
(E.6)
+ E
[
d
h+l
2 ‖Sl − Il‖h
∣∣∣∣ϕx(Z1, . . . , Zl)φ(Z1) · · ·φ(Zl)
∣∣∣∣
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]
. (E.7)
Concerning (E.6), recall that l ≤ k and that ψx(Sl− Il) is a polynomial of degree l in the
entries of Sl − Il whose coefficients are bounded by pkM2(k+2) times a constant Cψ =
Cψ(k) that depends only on k (cf. Proposition 4.3). Therefore, (E.6) can be bounded by
pkM2(k+2)d
h+l
2
l∑
ℓ=0
E
[
‖Sl − Il‖h+ℓ
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]
times a constant that depends only on k (Cψ times some factor bounding the number of
different monomials in ψx(Sl − Il)). Now observe that
‖Sl − Il‖h+l+1 ≥ ‖Sl − Il‖h+ℓ‖Sl − Il‖l−ℓ+1
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}
≥ ‖Sl − Il‖h+ℓ
(
1
p ξ(l)
)l−ℓ+1{
‖Sl − Il‖ ≥ 1
p ξ(l)
}
,
and use this to further bound the expression in the second to last display by
M2(k+2)
l∑
ℓ=0
ξ(l)k−ℓ+1pk+l−ℓ+1d−1/2E
[
‖
√
d(Sl − Il)‖h+l+1
]
≤ (k + 1)ξ(l)k+1p2k+1M2(k+2)d−1/2α
where, again, we have bounded E[‖√d(Sl−Il)‖h+l+1] by the constant α ≥ 1 from (b1).(a)
using Lyapunov’s inequality.
To deal with (E.7), we first note that ϕx(Z1, . . . , Zl)/(φ(Z1) · · ·φ(Zl)) is bounded by
η detS
−p/2
l exp(lM
2/2), in view of Proposition 4.2, where 0 ≤ η ≤ e2l2/3 holds because,
under our present assumptions, p2(1−(p+ l−1)/d)−1/d ≤ 4/3. Using Ho¨lder’s inequality
with a > 1 and b such that 1a +
1
b = 1, an upper bound for (E.7) is given by
e
2k2
3 +
kM2
2
(
E
[
detS
− bp2
l
]) 1
b
(
E
[
d
a(h+l)
2 ‖Sl − Il‖ah
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]) 1
a
. (E.8)
For ε ∈ [0, 1/2] as in (b1).(a), fix δ ∈ (0, 1/2] and use a similar argument as in the
preceding paragraph to obtain
‖Sl − Il‖h
{
‖Sl − Il‖ ≥ 1
pξ(l)
}
≤ (pξ(l))l+ε+δ‖Sl − Il‖h+l+ε+δ.
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With this, and by choosing a = h+l+ε+2δh+l+ε+δ > 1, we can bound the last factor in (E.8) with
the 1/a exponent as
(
E
[
d
a(h+l)
2 ‖Sl − Il‖ah
{
‖Sl − Il‖ ≥ 1
p ξ(l)
}]) 1
a
≤ (pξ(l))l+ε+δd− ε+δ2
(
E
[
‖
√
d(Sl − Il)‖a(h+l+ε+δ)
]) 1
a
≤ (pξ(l))k+ε+δd− ε+δ2 max
{
1,E
[
‖
√
d(Sk − Ik)‖(h+k+ε+2δ)
]}
,
where the last expression in parentheses is, again, bounded by α ≥ 1 in view of (b1).(a).
At the end of the proof we will see that it is optimal to choose δ = 1/2. It remains
to control the factor (EdetS
−bp/2
l )
1/b in (E.8). First, in view of Lyapunov’s inequality,
increasing b = a/(a− 1) = (h+ l + ε+ 2δ)/δ to b˜ = (2k + 2δ + 1)/δ only increases this
term. We can therefore work with b˜ instead, which, after fixing δ, depends only on k.
Next, decompose detSl as detSl =
∏l
i=1(||(Id − PZ1,...,Zi−1)Zi||2/d) (cf. the beginning
of the proof of Lemma E.4), and set
Xi =
(
d
||(Id − PZ1,...,Zi−1)Zi||2
)b˜p
to obtain that
EdetS−b˜pl = E
l∏
i=1
Xi ≤
l∏
i=1
(
EX2
i
i
) 1
2i
upon repeatedly using the Cauchy-Schwarz inequality. Now the expectation in the i-th
factor on the far right-hand-side of the preceding display is bounded by
EX2
i
i = E
(
d
‖(Id − PZ1,...,Zi−1)Zi‖2
)pb˜2i
= E
(
d
‖(Id − PZ1,...,Zi−1)Zk‖2
)pb˜2i
≤ E
(
d
‖(Id − PZ1,...,Zk−1)Zk‖2
)pb˜2i
≤ C(k, b˜2i)(4πeD2)pb˜2i ,
provided that d > max{2k+4pb˜2i, p2} in view of Lemma E.5. Since b˜ = (2k+2δ+1)/δ,
this will certainly hold for all i = 1, . . . , k, if d > 2k + 2k+2p(2k + 2δ + 1)/δ. This
lower bound is minimized over (0, 1/2] for δ = 1/2, leading to the requirement that
d > 2k + p(2k + 2)2k+3, which holds by assumption. We therefore have
EdetS−b˜pl ≤
l∏
i=1
(
C(k, b˜2i)1/2
i (
4πeD2
)pb˜)
=
(
4πeD2
)pb˜l l∏
i=1
C(k, b˜2i)1/2
i
.
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and hence
(
E
[
detS
−b˜p/2
l
])1/b˜
≤ (2D√πe)pk l∏
i=1
C(k, b˜2i)
1
b˜2i+1
because E[detS
−b˜p/2
l ] ≤ (E[detS−b˜pl ])1/2. After putting the pieces together, it is now
elementary to verify that the resulting upper bound for (E.8) has the desired properties.
Appendix F: Proofs for Section 4.6
Lemma F.1. For positive integers p < d and a positive even integer k such that k ≤
d− p, let V1, . . . , Vk be i.i.d. standard Gaussian d-vectors. For x ∈ Rp, let ϕx denote the
density given by Proposition 4.2. Then the expressions
E
[(
m∏
i=1
V ′ji−1+1Vji−1+2 · · ·V ′ji−1Vji
)
ϕx(V1, . . . , Vl)
φ(V1) · · ·φ(Vl)
]
− ‖x‖2(jm−m)
are all equal to zero, for each l = 1, . . . , k, for each m ≥ 0 and for each set of indices
j0 . . . , jm that satisfies j0 = 0, jm ≤ l and ji−1 + 1 < ji whenever 0 < i ≤ m. Moreover,
k∑
j=1
(−1)k−j
(
k
j
)
E
[ (
V ′1V2 · · ·VjV ′j V1 − d+ p− 1
) ϕx(V1, . . . Vk)
φ(V1) · · ·φ(Vk)
]
− (1− ‖x‖2)k
also equals zero.
Proof. LetW1, . . . ,Wk be defined by (4.5) withB uniformly distributed on Vd,p and note
that the Wi are conditionally independent given B, E[Wi‖B] = Bx and E[WiW ′i‖B] =
Bxx′B′ + (Id −BB′) for all i = 1, . . . , k.
For the first statement, note that if m = 0 then also jm = j0 = 0 and so we have
1− 1 = 0, because ϕx is a density w.r.t. Lebesgue measure and hence integrates to one.
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In case m > 0, we may write the expected value of interest as
E
[
m∏
i=1
W ′ji−1+1Wji−1+2 · · ·W ′ji−1Wji
]
= E
(
m∏
i=1
E
[
W ′ji−1+1Wji−1+2W
′
ji−1+2 · · ·W ′ji−1Wji‖B
])
= E
(
m∏
i=1
x′B′
[
(Bxx′B′)ji−ji−1−2 + (Id −BB′)
]
Bx
)
=
m∏
i=1
‖x‖2(ji−ji−1−1) = ‖x‖2(jm−m)
in view of Proposition 4.2 and (4.5), where we have used the convention that A0 = Id
for a d× d matrix A.
For the second statement, each expected value in the sum can be computed as
E
[ (
W ′1W2 · · ·WjW ′jW1 − d+ p− 1
) ]
= E
(
E
[
traceW1W
′
1W2 · · ·WjW ′j
∥∥∥B])− d+ p− 1
= ‖x‖2j + E (trace(Id −BB′))− d+ p− 1 = ‖x‖2j − 1
again in view of Proposition 4.2 and (4.5). For j = 0 the above expression is equal to
zero, so we get
k∑
j=1
(−1)k−j
(
k
j
)(‖x‖2j − 1) = k∑
j=0
(−1)k−j
(
k
j
)(‖x‖2j − 1)
=
(‖x‖2 − 1)k = (1− ‖x‖2)k
since k is even.
Define Sk as in Section 2, and let G be a monomial of degree g in the elements of
Sk − Ik. We note that G corresponds to a graph with g edges, where each divisor of
G of the form (Sk − Ik)i,j corresponds to an edge (i, j) in the graph; multiple divisors
correspond to multiple edges. A linear factor of G corresponds to a single edge (i, j), i.e.,
to a situation where the vertices i and j are connected by exactly one edge.
Proof of Proposition 4.5. As an auxiliary consideration that will be used repeatedly
in the following, we note that condition (b1) is always satisfied for any k ∈ N, with
constants α⋆ and β⋆ replacing α and β, α⋆ and β⋆ not depending on d, and ε = ξ = 1/2,
provided that Z is replaced by a standard Gaussian random vector V ; cf. Example A.1
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in [14]. Moreover, we will use the inequality |H | ≤ ‖Sk− Ik‖h. Also, it will be convenient
to assume, throughout the proof and without loss of generality, that both G and H are
monomials in those elements of Sk−Ik that lie on or above the diagonal. Finally, we may
also assume without loss of generality that, in the graph corresponding to G (resp. G⋆),
each vertex is visited by at least one edge from the graph corresponding to H (resp. H⋆),
in view of Lemma F.1 in [14] (cf. also the proof of Proposition 2.6 in that reference).
To derive part (i), first note that ifH , and hence alsoH⋆, has degree zero, the difference
of interest is equal to zero. In the case where h > 0, it follows from condition (b1).(a)
that |E[H ]| = d−h/2|Edh/2H | ≤ d−h/2α. Similarly, we obtain that |E[H⋆]| ≤ d−h/2α⋆,
such that the difference in question is bounded as claimed.
For part (ii), we first note that if m = 0, we have G = G⋆ = 1 and thus the expression
in (4.19) is equal to zero. Otherwise, we have EG = 0, because if G is as in (4.20) and
m ≥ 1, then G contains the factor (Sk− Ik)1,2 = Z ′1Z2/d and Z1 has no other occurrence
in G. Therefore EZ1 = 0 and independence of the Zi entails that E[G] = 0. In particular,
the expression in (4.19) reduces to E[dgGH ] − E[dgG⋆H⋆]. Now the cases g < h, g = h
and g > h need separate treatment.
In the case where g < h, it follows from (b1).(a) and our auxiliary consideration that
|E[dgGH ]| = d(g−h)/2|E[d(g+h)/2GH ]| ≤ d−1/2α and, similarly, |E[dgG⋆H⋆]| ≤ d−1/2α⋆.
Hence (4.19) is bounded by d−1/2(α+ α⋆).
In the case where g = h, consider first the subcase where G = H . Because G is
composed solely of linear factors of Sk − Ik above the diagonal, it follows that GH
consists only of quadratic factors above the diagonal, and condition (b1).(b) entails that
|EdgGH−1| ≤ βd−ξ. In the Gaussian case, we even have |EdgG⋆H⋆−1| ≤ β⋆d−1/2, such
that the expression in (4.19) is bounded by |EdgGH−EdgG⋆H⋆| ≤ d−min{ξ,1/2}(β+β⋆).
Next, in the subcase where g = h and G 6= H , it follows that the graph corresponding
to G has an edge that is not matched by an edge in the graph corresponding to H . In
other words, the monomial GH has a linear factor, and Condition (b1).(b) entails that
|EdgGH | ≤ βd−ξ. Because the same applies to EdgG⋆H⋆ with the bound β⋆d−1/2, the
claim follows.
Finally, consider the case where g > h. Because each vertex in the graph corresponding
toG is visited by at least one edge from the graph corresponding toH , and because k ≤ 4,
it is easy to see that this can only occur if g = 3 and h = 2. In particular, we see that G
is given by G = Z ′1Z2Z
′
2Z3Z
′
3Z4/d
3, and that H is equal to either H1 = Z
′
1Z2Z
′
3Z4/d
2,
or H2 = Z
′
1Z3Z
′
2Z4/d
2, or H3 = Z
′
1Z4Z
′
2Z3/d
2. In either case, the vertices 1 and 4
have degree two in the graph corresponding to GH . With this, we obtain that EGH2 =
EGH3 = d
−2EG◦H◦ with G◦ = Z ′2Z3/d and H◦ = G
2
◦, upon using Lemma F.1(ii)
in [14] twice. And we obtain that EGH1 = d
−2EG◦H⊙, with G◦ as before and with
H⊙ = (Z ′2Z2/d−1)(Z ′3Z3/d−1), by using parts (i) and (iii) of Lemma F.1 in [14]. Either
way, we end up with a monomial G◦ of degree one and a monomial H◦ or H⊙ of degree
two, and that case has already been dealt with earlier.
For part (iii), we note that the case where g < h is treated as in the proof of part (ii),
Conditional moments of high-dimensional random vectors 73
mutatis mutandis.
In the case where g = h and G 6= H , it is easy to see that GH has a linear factor (upon
separately treating the three subcases g = 1, g = 2, and g > 2), so that either G orH also
has a linear factor. Therefore, we have |EdgGH | ≤ βd−ξ and either |Edg/2G| ≤ βd−ξ and
|Edh/2H | ≤ α, or |Edg/2G| ≤ α and |Edh/2H | ≤ βd−ξ, in view of (b1).(a-b). Because this
also holds for G⋆ and H⋆ with ξ = 1/2 and α⋆ and β⋆ replacing α and β, respectively,
we see that (4.19) is bounded in, absolute value, by d−min{ξ,1/2}(β + β⋆ + αβ + α⋆β⋆).
In the case where g = h and G = H , we again consider the three subcases where
g = 1, where g = 2, and where g > 2. In the subcase where g = 1 (and G = H),
we must have G = H = (Sk − Ik)1,1, which corresponds to the case (a) in Proposi-
tion 4.5(iii). Note that, here, EG = 0 and that dEGH = dE(Z ′1Z1/d−1)2 = Var[Z ′1Z1]/d.
And for G⋆ and H⋆, the first four moments of the Gaussian give that EG⋆ = 0
and that dEG⋆H⋆ = 2. In particular, (4.19) is equal to Var[Z ′1Z1]/d − 2, as claimed.
In the subcase where g = 2 (and G = H), we see that case (c) occurs and that
d2E(G − EG)H = d2Var[G] = Var[(Z ′1Z2)2]/d2; moreover, it is elementary to ver-
ify that d2E(G⋆ − EG⋆)H⋆ = d2Var[G⋆] = 2 + 6/d. In particular, (4.19) here equals
Var[(Z ′1Z2)
2]/d2− 2(1+3/d). And in the subcase where g > 2 (and G = H), we see that
both G and H are composed only of linear factors above the diagonal of Sk − Ik, and
GH consists only of quadratic factors above the diagonal, so that |EdgGH − 1| ≤ βd−ξ
and |dgEGEH | = |Edg/2G| |Edh/2H | ≤ β2d−2ξ by condition (b1).(b). Because a similar
statement also holds with ξ = 1/2 and G⋆, H⋆, α⋆ and β⋆ replacing G, H , α and β,
respectively, (4.19) is bounded in absolute value by d−min{ξ,1/2}(β + β2 + β⋆ + β⋆2).
Lastly, in the case where g > h, the fact that each vertex in the graph corresponding
to G is visited by an edge from the graph corresponding to H entails that we either have
h = 1 and g = 2, or 2 ≤ h < g ≤ k. If h = 1 and g = 2, we must have G = (Z ′1Z2/d)2
and H = Z ′1Z2/d. In particular, we see that case (b) of Proposition 4.5(iii) occurs. For
such G and H , we obviously have d2EGH = E(Z ′1Z2)
3/d and d2EGEH = 0. And for
G⋆ and H⋆, it is easy to see that d2EG⋆H⋆ = d2EG⋆EH⋆ = 0. Here, (4.19) is equal
to E(Z ′1Z2)
3/d, as claimed. Finally, consider the case where 2 ≤ h < g ≤ k. Here, we
obtain that |EdgGH | ≤ βd−ξ, in view of condition (b1).(c) (because each vertex of G is
visited by an edge from H , it follows that H depends at least on Z1, . . . , Zg), and also
that |EdgG⋆H⋆| ≤ β⋆d−1/2. And we obtain that EH = EH⋆ = 0 by Lemma F.1(i) in
[14], because the number of vertices of H is at least g (as edges in H visit all vertices in
G), and because h < g. Altogether, we see that the expression in (4.19) is bounded in
absolute value by d−min{ξ,1/2}(β + β⋆).
