Reingold, Vadhan and Wigderson [21] introduced the graph zig-zag product. This product combines a large graph and a small graph into one graph, such that the resulting graph inherits its size from the large graph, its degree from the small graph and its spectral gap from both. Using this product they gave the first fully-explicit combinatorial construction of expander graphs. They showed how to construct Dregular graphs having spectral gap 1−O(D − 1 3 ). In the same paper, they posed the open problem of whether a similar graph product could be used to achieve the almost-optimal spectral gap 1 − O(D − 1 2 ). In this paper we propose a generalization of the zig-zag product that combines a large graph and several small graphs. The new product gives a better relation between the degree and the spectral gap of the resulting graph. We use the new product to give a fully-explicit combinatorial construction of D-regular graphs having spectral gap 1 − D − 1 2 +o(1) .
INTRODUCTION
Expander graphs are graphs of low-degree and high connectivity. There are several ways to measure the quality of expansion in a graph. One such way measures set expansion: given a not too large set S, it measures the size of the set Γ(S) of neighbors of S, relative to |S|. Another way is (Rényi) entropic expansion: given a distribution π on the vertices of the graph, it measures the amount of (Rényi) entropy added in π = Gπ. This is closely related to measuring the algebraic expansion given by the spectral gap of the adjacency matrix of the graph (see Section 2 for formal definitions, and [9] for an excellent survey).
Pinsker [19] was the first to observe that constant-degree random graphs have almost-optimal set expansion. Explicit graphs with algebraic expansion were constructed, e.g., in [14, 8, 11] . This line of research culminated by the works of Lubotzky, Philips and Sarnak [13] , Margulis [15] and Morgenstern [17] who explicitly constructed Ramanujan graphs, i.e., D-regular graphs achieving spectral gap of 1 − 2 √ D−1 D . Alon and Boppana (see [18] ) showed that Ramanujan graphs achieve almost the best possible algebraic expansion, and Friedman [7] showed that random graphs are almost Ramanujan (we cite his result in Theorem 6) . Several works [6, 3, 1, 12] showed intimate connections between set expansion and algebraic expansion. We refer the reader, again, to the excellent survey paper [9] .
Despite the optimality of the constructions above, the search for new expander constructions is still going on. This is motivated, in part, by some intriguing remaining open questions. Another important motivation comes from the fact that expanders are a basic tool in complexity theory, with applications in many different areas. The above mentioned explicit constructions rely on deep mathematical results, while it seems natural to look for a purely combinatorial way of constructing and analyzing such objects. This goal was achieved recently by Reingold, Vadhan and Wigderson [21] who gave a combinatorial construction of algebraic expanders. Their construction has an intuitive analysis and is based on elementary linear algebra. The heart of the construction is a new graph product, named the zig-zag product, which we explain soon.
Following their work, Capalbo et. al. [5] used a variant of the zig-zag product to explicitly construct D-regular graphs with set expansion close to D (rather than D/2 that is guaranteed in Ramanujan graph constructions). Also, in a seemingly different setting, Reingold [20] gave a log-space algorithm for undirected connectivity, settling a long-standing open problem, by taking advantage, among other things, of the simple combinatorial composition of the zig-zag product.
Several works studied different aspects of the zig-zag composition. Alon et. al [2] showed, somewhat surprisingly, an algebraic interpretation of the zig-zag product over nonAbelian Cayley graphs. This lead to new iterative constructions of Cayley expanders [16, 22] , which were once again based on algebraic structures. While these constructions are not optimal, they contribute to our understanding of the power of the zig-zag product.
The expander construction presented in [21] has spectral gap 1 − O(D − 1 4 ). As was noted in that paper, this is the best possible for the zig-zag product, because the zig-zag product takes two steps on a "small graph", and as we explain soon, one of these steps may be completely wasted. It is still possible, however, that a variant of the zig-zag product gives better expansion. Indeed, [5] modified the zig-zag product to get close to optimal set expansion. Also, [21] considered a "derandomized" variant of the zig-zag product, where one takes two steps on the small graph, one step on the large graph and then two more steps on the small graph, but where the first and last steps are correlated (in fact, identical). They showed this product has spectral gap 1 − O(D 2 ). In fact, any combinatorial construction achieving the above spectral gap is yet unknown.
Our main result is a new variant of the zig-zag product, where instead of composing one large graph with one small graph, we compose one large graph with several small graphs. The new graph product we develop exhibits a better relationship between its degree and its spectral gap and retains most of the other properties of the standard zig-zag product. In particular, we use this product to construct an iterative family of D-regular expanders with spectral gap 1−D 2 ). We mention, however, that their construction is only mildlyexplicit (meaning that, given N , one can build a graph GN on N vertices in poly(N ) time). Our construction, as well as [21] , is fully-explicit (meaning that given v ∈ V = [N ] and i ∈ [D] one can output the i'th neighbor of v in poly(log(N )) time). This stronger notion of explicitness is crucial for some applications.
An intuitive explanation of the new product

The zig-zag product
Let us review the zig-zag product of [21] . We begin by first describing the replacement product between two graphs, where the degree, D1, of the first graph G1 equals the number of vertices, N2, of the second graph H. In the resulting graph, every vertex v of G1 is replaced with a cloud of D1 vertices {(v, i)} i∈[D 1 ] . We put an "inter-cloud" edge between (v, i) and (w, j) if e = (v, w) is an edge in G1 and e is the i'th edge leaving v, and the j'th edge leaving w. We also put copies of H on each of the clouds, i.e., for every v we put an edge between (v, i) and (v, j) if (i, j) is an edge in H.
The zig-zag product graph corresponds to 3-step walks on the replacement product graph, where the first and last steps are inner-cloud edges and the middle step is an inter-cloud edge. That is, the vertices of the zig-zag product graph are the same as the replacement product graph, and we put an edge between (v, i) and (w, j) if one can reach (w, j) from (v, i) by taking a 3-step walk: first an H edge on the cloud of v, then an inter-cloud edge to the cloud of w, and finally an H edge on the cloud of w. Roughly speaking, the resulting graph inherits its size from the large graph, its degree from the small graph, andits spectral gap from both. Before we proceed, let us adopt a slightly more formal notation. We denote by V1 the set of vertices of G1 and its cardinality by N1. Similarly, V2 is the set of vertices of H and its cardinality is N2 = D1. The degree of H is denoted by D2. We associate each of the graphs with its normalized adjacency matrix, and we letλ(·) denote the second-largest eigenvalue of a given graph. We view G1 as a linear operator on a dim-N1 vector space. For a vertex v ∈ V , we denote by − → v the vector that its v-coordinate is 1 and all its other coordinates are 0. Next, we define an operatorĠ1 on a vector space V of dimension N1 · N2 that is the adjacency matrix of the inter-clouds edges (i.e., in the notation above,Ġ1(v, i) = (w, j)). We also letH = I ⊗ H, i.e., it is an H step on the cloud coordinates, unchanging the cloud itself. In this notation, the adjacency matrix of the zig-zag product isHĠ1H and our task is to bound its second-largest eigenvalue. Notice thatĠ1 is a permutation (in fact, a perfect matching).
Any distribution on V = V1 × V2 can be thought of as giving each cloud some weight, and then distributing that weight within the cloud. Thus, the distribution has two components; the first corresponds to a cloud (a G1 vertex) and the second corresponds to a position within a cloud (a H vertex). To give an intuition whyHĠ1H is an expander we analyze two extreme cases. In the first case, the distribution within each cloud is entropy-deficient (and hence far from uniform) and the firstH application already adds entropy. In the second case, the distribution within each cloud is uniform. In this case the firstH application does not change the distribution at all. However, as we are uniform on the clouds, applyingĠ1 on the distribution propagates the entropy from the second component to the first one (this follows from the fact that G1 is an expander). Any permutation, andĠ1 in particular, does not change the overall entropy of the distribution. Thus, we conclude that the entropy added to the first component was taken from the second component, and hence the second component is now entropy-deficient. Therefore, the secondH application adds entropy.
The formal analysis in [21] works by decomposing V into two subspaces: The first subspace, V || , includes all the vectors x that are uniform over clouds, i.e., all vectors of the form x = x (1) ⊗ 1, where x (1) is an arbitrary N1-dimensional vector and 1 is the (normalized) all 1's vector. The second subspace, V ⊥ , is its orthogonal complement. Two obser-
equals to x (1) , G1y (1) and therefore when x, y ∈ V || and
x ⊥ 1 we have that x,HĠ1Hy ≤λ(G1) | x, y |. The second observation is that when either x or y belong to V ⊥ we have that x,HĠ1Hy ≤λ(H) | x, y |. Therefore, we get thatHĠ1H maps vectors x ⊥ 1 in V to vectors with length smaller by a factor of at least 4 · min λ (G1),λ(H) . A more careful analysis yields a better bound. The non-optimality of the zig-zag product comes from the following observation. The degree of the zig-zag graph is D 2 2 (where D2 is the degree of H). However, when x ∈ V || we have thatHĠ1Hx =HĠ1x, and the operatorHĠ1 corresponds to taking only a single step on H. Namely, we pay in the degree for two steps, but (on some vectors) we get the benefit of only one step. Therefore, the best we can hope for is getting the Ramanujan value for D2, namely, 2
. We would like to point out an interesting phenomena that occurs in the zig-zag product analysis. The analysis shows that x,HĠ1Hy ≤λ(G1) | x, y | for x, y ∈ V || and x ⊥ 1.
Thus, even though the degree ofHĠ1H is only D 2 . Saying it differently, when the operator acts on x ∈ V || , it uses the entropy x has in each cloud, rather than the entropy that comes from the zig-zag graph degree.
The k-step zig-zag product
Now consider the variant of the zig-zag product where we take k steps on H rather than just 2. That is, we consider the graph whose adjacency matrix isHĠ1H . . .HĠ1H with k steps on H. How small is the second largest eigenvalue going to be? In particular, will it beatλ(H) k/2 that we get from sequential applications of the zig-zag product, or not? Obviously, the same argument as before shows that we must lose at least oneH application. Is it possible that this is indeed what we get and that the second-largest eigenvalue is of orderλ(H)
The problem.
Let us consider what happens when we take three H steps. The operator we consider is thereforeHĠ1HĠ1H. Given a distribution over the graph's vertices, we are asking how many of theH applications add entropy. Suppose that the firstH application does not add entropy. This is immediately followed byĠ1, which (in this case) propagates entropy from the second component to the first one. Thus, the secondH application adds entropy. Now we applyĠ1 again. It is possible that at this stage the distribution on the second component is far from uniform. In this caseĠ1 might cause the entropy to propagate back from the first component to the second component, possibly making the second component uniform again. If this happens, the thirdH application does not add entropy at all. Thus, we have three H steps, but only one adds entropy.
We rephrase the problem in an algebraic language. Notice that in the zig-zag product we have just one application oḟ G1, whereas in the new product we have k − 1 such applications. G1 is an operator that describes a stochastic process that randomly chooses one of D1 possible neighbors. In contrast,Ġ1 is a unitary operator, a permutation mapping one cloud element to another cloud element. In particular, it follows from the wayĠ1 is defined thatĠ1 2 = I. Therefore, it is possible, may be even plausible, that the seconḋ G1 step cancels the firstĠ1 step. If that happens, we might end up with the second-largest eigenvalue ofĠ1HĠ1 being a constant, completely independent of bothλ(G) andλ(H). Thus, it seems that the only thing that can save us is the action ofH between twoĠ1 steps. However, the prospects here do not look too bright, becauseĠ1HĠ1 is an operator acting on a large vector space of dimension N1N2 (recall that we think of N2 as a constant and of N1 as a growing parameter) while H should be a constant size graph. It seems highly unlikely that one can prove that there exists a good graph H, among the constant number of possible small graphs, such that on any vector of arbitrarily large dimension, the second application ofĠ1 does not invert the first one.
The solution.
In order to gain more H steps we need to make sure that entropy does not flow in the wrong direction. This is achieved as follows. Whenever aH application does not add entropy, we know that the distribution over the second component is uniform. We want to take advantage of this to make sure all the followingĠ1 applications do not move entropy in the wrong direction. Thus, failure in a singleH application, guarantees success in all followingH applications.
When aH application does not add entropy, the distribution over the second component is close to uniform. We make the second component large enough such that it can support k uniform G steps. For example, we can make the cloud size |V2| equal D 4k 1 . The graph G1 still has degree D1, and we therefore need to specify how to translate a cloud vertex (from [D1] 4k ) to an edge-label (in [D1]). For concreteness, let us assume we take the edge-label from the first log(D1) bits of the cloud vertex. Now, all we need for the operatorĠ1 to move entropy in the right direction is that the second component is uniform only on its first few bits.
Let us take a closer look at the situation. We start with a uniform distribution over the second component (because we are considering the case whereH fails) with about 4k log(D1) entropy. We applyĠ1 and up to log(D1) entropy flows from the second component to the first one. Thus, there is still much entropy in the second component. We now applyH. Our goal is to guarantee thatH moves the entropy in the second component to the first log(D1) bits. When this happens, the nextĠ1 application moves more entropy from the second component to the first one, and entropy never flows in the wrong direction.
The problem is the condition we get on a "good" H seems to involve a large vector space V = V1 ⊗ V2 of dimension N1 · D1, and there are only a constant number of possible graphs H on D 4k 1 vertices (we think of D1 and k as constants, and of N1 as a growing parameter). The key observation here is that by enforcing an additional requirement on the graph G1 that we soon describe, we can reduce the number of constraints, in particular making them independent of N1. With this, the problem can be easily solved using standard probabilistic arguments.
A graph G1 is π-consistently labeled [20] if for every edge V || and x ⊥ 1. They express H as H = (1 − λ2)J + λ2C, where J is the normalized all one matrix and C ≤ 1. This decomposition yields the bound λ 2 1 +λ2, which is useful when λ2 λ1. In our case λ1 λ2. Applying the decomposition on HĠ 1HĠ1H x, x , seems to give a bound that is larger than λ2, which is not useful for us. e = (v, w), if e is the i'th edge leaving v then e is the π(i)'th edge leaving w. In other words, we can reverse a step i by using the label π(i). 2 We say a graph is locally invertible if it is π-consistently labeled for some π. That is, we can reverse a step i without knowing where we came from and where we are now. We show a natural condition guaranteeing that H is good for locally invertible G1. The condition involves only edge labels and is therefore independent of N1.
Armed with that we go back to the zig-zag analysis. As in [21] , we decompose the vector space V to its parallel and perpendicular parts. However, because we have k − 1 intermediate G1 steps, we need to decompose not only the initial vectors, but also some intermediate vectors. Doing it carefully, we get that composing G1 (of degree D1 and second eigenvalue λ1) with k graphs Hi (of degree D2 and second eigenvalue λ2 each) we get a new graph with degree D k 2 and second eigenvalue about λ
We can think of λ1 as being arbitrarily small, as we can decrease it to any constant we wish without affecting the degree of the resulting graph. One can interpret the above result as saying that k − 1 out of the k steps worked for us!
An almost-Ramanujan expander construction
We now go back to the iterative expander construction of [21] and replace the zig-zag component there with the kstep zig-zag product. Say, we wish to construct graphs of degree D, for D of the form D = D k 2 . Doing the iterative construction we get a degree D expander, with k steps over graphs {Hi}, each of degree D2. Roughly speaking, the resulting eigenvalue is λ
where λ2 is the Ramanujan value for D2, i.e., λ2
. The optimal value we shoot for is the Ramanujan value for D, which is
. Our losses come from two different sources. First we lose one application of H out of the k applications, and this loss amounts to, roughly, √ D2 multiplicative factor. We also have a second loss of 2 k−1 multiplicative factor emanating from the fact that λRam(D2)
. This last loss corresponds to the fact that H k is not Ramanujan even when H is. Balancing our losses gives: Theorem 1. For every D > 0, there exists a fully-explicit family of graphs {Gi}, with an increasing number of vertices,
.
In this extended abstract we prove Theorem 1 only for degrees of a specific form. Proving Theorem 1 in its full generality is a bit more technical. This proof will appear in the full version of this paper.
Organization of the paper
In Section 2 we give preliminary definitions. Section 3 contains the formal definition of the k-step zig-zag product. Section 4 contains a proof that almost all graphs are good. Section 5 contains the analysis of the new product. Finally, in Section 6 we use the product to give an iterative construction of expanders.
PRELIMINARIES
We associate a (directed or undirected) graph G = (V, E) with its normalized adjacency matrix, also denoted by G, 2 This should not be confused with the term consistently labeled (without a permutation π) which has a different meaning.
i.e., Gi,j =
if (i, j) ∈ E and 0 otherwise. For a matrix G we denote by si(G) the i'th largest singular value of G. If the graph G is regular (i.e., deg in (v) = deg out (v) = D for all v ∈ V ) then s1(G) = 1. We also defineλ(G) = s2(G). We say a graph G is a (D, λ) graph, if it is D-regular and λ(G) ≤ λ. We also say G is a (N, D, λ) graph if it is a (D, λ) graph over N vertices. If G is an undirected graph then the matrix G is Hermitian, in which case there is an orthonormal eigenvector basis and the eigenvalues λ1 ≥ . . . ≥ λN are real. In this case,λ(G) = s2(G) = max {λ2, |λN |}. We say a D-
. We can convert a directed expander to an undirected expander simply by undirecting the edges. Say G is a (N, D, λ 
t is an eigenvector of both G and
To represent graphs, we use the rotation maps introduced in [21] . 
We say that φ is the local inversion function.
For an n-dimensional vector x we let |x| 1 = n i=1 |xi| and x = x, x . We measure the distance between two distributions P, Q by |P − Q| 1 . The operator norm of a linear operator L over a vector space is L ∞ = max x: x =1 Lx .
We often use vectors coming from a tensor vector space V = V1⊗V2, as well as vertices coming from a product vertex set V = V1 × V2. In such cases we use superscripts to indicate the universe a certain object resides in. For example, we denote vectors from V1 by x (1) , y (1) etc. In particular, when x ∈ V is a product vector then x (1) denotes the V1 component, x (2) denotes the V2 component and 3. THE K-STEP ZIG-ZAG PRODUCT
The product
The input to the product is:
is a (D1, λ1) graph. We assume G1 has a local in-
• k undirected graphsH = (H1, . . . , H k ), where each Hi is a (N2, D2, λ2) graph over the vertex set V2.
In the replacement product (and also in the zig-zag product) the parameters are set such that the degree D1 of G1 equals the cardinality of V2. An element v2 ∈ V2 is then interpreted as a label d1 ∈ [D1]. However, as explained in the introduction, we take larger graphs Hi, with V2 = [D1]
4k . That is, we have D 4k 1 vertices in V2 rather than D1 in the replacement product. Therefore, we need to explain how to map a vertex
4k ) = v
k . We next define the rotation map RotG new of the new graph.
We start the walk at (v
). For j = 1, . . . , 2k − 1, if j is odd, we set t = (and so t = 1, . . . , k) and take one Ht(·, it) step on the second component. I.e., the first component is left untouched, v
j−1 and we set (v
For even j, we take one step on G1 with π1(v (2) j−1 ) as the [D1] label to be used, i.e., v
3 , . . . , v
4k ).
Namely, for the first [D1] coordinate of the second component we use the local inversion function of G1, and all other coordinates are left unchanged. Finally, we specify RotG new (v,ī) = (v
2k−1 ), (i k , . . . , i 1 ) . It is straightforward to verify that RotG new is indeed a rotation map.
To summarize, we start with a D1-regular graph over N1 vertices (we think of D1 as a constant and of N1 = |V1| as a growing parameter) that is locally invertible. We replace each degree D1 vertex with a "cloud" of D 4k 1 vertices, and map a cloud vertex to a D1 instruction using π1. We then take a (2k − 1)-step walk, with alternating H and G1 steps, over the resulting graph.
A condition guaranteeing good algebraic expansion
We remind the reader of the discussion in Subsection 1.1.2 about "good" graphs H. We start with some x ∈ V that is uniform over clouds. We say the graphsH = (H1, . . . , H k ) are good if, for any j > i, applyingHjĠ1Hj−1Ġ1 . . .HiĠ1 on x always results in a vector that is uniform over the first log(D1) bits of the cloud.
Each graph Hi is D2-regular, and hence can be expressed
Hi,j where Hi,j is the transition matrix of a permutation γi,j ∈ SV 2 . Instead of showing thatH is good, we show that each sequence of permutations γ1,j 1 , . . . , γ k,j k is good in some sense that we define soon. Working with permutations is easier than working withH because a sequence of permutations induces a deterministic behavior while anỹ Hi is stochastic.
Assume we have a local inversion function on G1 that is extended to a permutation ψ : V2 → V2 as in Equation (1).
We first determine the labels that are induced by replacing the Hi steps with the permutations γ1, . . . , γ k : Definition 2. Let ψ, γ1, . . . , γ k−1 : V2 → V2 be permutations. Denoteγ = (γ1, . . . , γ k−1 ). The permutation sequenceq = (q0, . . . , q k−1 ) induced by (γ, ψ) is defined as follows:
It can be checked that qj(v) is the V2 value one reaches after taking a j-step walk starting at v (2) (and an arbitrary v (1) ) and taking each time a G1 step followed by a γi permutation (for i = 1, . . . , j).
We sayγ is -pseudorandom with respect to ψ if the distribution of the first log(D1) bits in each of the k labels we encounter is uniform. We define:
Definition 3. Let q0, . . . , q k−1 : V2 → V2 be the permutations induced by (γ = (γ1, . . . , γ k−1 ), ψ). We sayγ is ε-pseudorandom with respect to ψ if
is the distribution obtained by picking v (2) ∈ V2 uniformly at random and out-
We sayγ is ε-pseudorandom with respect to G1, if G1 has a local inversion function φG 1 , ψ is defined as in Equation (1) andγ is ε-pseudorandom with respect to ψ.
In the next section (in Lemma 5) we shall show that for every D-regular locally invertible graph, almost everyγ is ε-pseudorandom with respect to it.
We are now ready to define whenH is good:
Definition 4. LetH = (H1, . . . , H k ) be a k-tuple of D2-regular graphs over V2. We sayH is ε-pseudorandom with respect to ψ, if we can express each graph Hi as Hi =
Hi,j such that:
• Hi,j is the transition matrix of a permutation γi,j ∈ SV 2 .
• For any 1
, the sequence γ 1 ,j 1 , . . . , γ 2 ,j 2 is ε-pseudorandom with respect to ψ.
We sayH is ε-pseudorandom with respect to G1, if G1 has a local inversion function φG 1 , ψ is defined as in Equation (1) andH is ε-pseudorandom with respect to ψ. If, in addition, for each i = 1, . . . , k we haveλ(Hi) ≤ λRam(D2) + ε, we say thatH is ε-good with respect to G1 (or ψ).
In Section 4 we prove that for every locally invertible graph G1, almost allH are good with respect to G1. In fact, it turns out that there exists a sequenceH that is good for all D1-regular, locally invertible graphs.
In the following section (in Theorem 7) we shall prove that almost anyH is ε-good with respect to any D1-regular locally invertible graph.
Our main result states that, wheneverH is good with respect to G1, the k-step zigzag product does not lose much in the spectral gap. Formally, Theorem 2. Let G1 = (V1 = [N1], E1) be a (D1, λ1) locally invertible graph with a local inversion function φG 1 . LetH = (H1, . . . , H k ) be a sequence of (N2 = D 4k 1 , D2, λ2) graphs that is ε-good with respect to G1, and assume λ2 ≤ 1 2
A word about the parameters is in place. Say our goal is to construct a D = D k 2 -regular graph that is as good algebraic expander as possible. By increasing D1 we can decrease λ1. In fact, we can make λ1 any small constant we choose, while still keeping D1 and N2 = D 4k 1 constants. The crucial point is that we can still pick a good sequenceH on this larger number of vertices, with degree D2 (as before) andλ = λ2 (as before). Namely, we can decrease λ1 to any constant we wish, while keeping D2 and λ2 as before, and the only (negligible) cost is making N2 a somewhat larger constant. In particular, the final degree D = D k 2 of the graph Gnew stays unchanged. The same argument can be applied to decrease ε, and, in fact, ε in Theorem 7 is already much smaller than λ k 2 . We therefore consider λ1 and ε as negligible terms. In this view the graph we construct has λ = λ k−1 2 + λ k 2 plus some negligible terms. In other words, we do k zig-zag steps and almost all of them (k − 1 out of k) "work" for us.
ALMOST ANYH IS GOOD
A Hyper-Geometric lemma
We shall need the following tail estimate: . Then for every ε > 0,
A simple generalization of this gives:
Lemma 4. Let Ω be a universe and S1 ⊆ Ω a fixed subset of size m. Let S2, . . . , S k ⊆ Ω be uniformly random subsets of size m.
Proof: By induction on k. k = 2 is Theorem 3. Assume for k, and let us prove for k + 1. Let A = S1 ∩ . . . S k ⊆ Ω. By the induction hypothesis we know that, except for probability δ k = 2ke − ε 2 6 µ k , the set A has size in the range
cept for probability 2e
µ k+1 . Thus, |A ∩ S k+1 | is in the required range except for probability δ k + 2e
µ k+1 and this completes the proof.
Almost anyγ is pseudorandom
The main lemma we prove in this section is:
Lemma 5. For every ε > 0, the probability that a sequence of uniformly random and independent permutations (γ1, . . . , γ k−1 ) is not ε-pseudorandom with respect to G1 is at most 2ke
Proof: Let q0, . . . , q k−1 : V2 → V2 be the permutations induced by (γ = (γ1, . . . , γ k−1 ), ψ), where ψ is as defined in Equation (1).
Since qi is a permutation and π1 is a regular function, |Si| =
. We observe that for each i, qi is a random permutation distributed uniformly in SV 2 . Moreover, these permutations are independent. It follows that the sets S2, . . . , S k are random
-subsets of V2, and they are independent as well.
By definition A(r) =
By Lemma 4 the probability we deviate from this by a multiplicative factor of 1 + ε is at most 2ke
. It follows that:
Therefore, using a simple union bound, the event ∃r |A(r)− B(r)| ≥ εD −k 1 happens with probability that is at most
1 ·maxr {|A(r) − B(r)|} and therefore except for the above failure probability we have |A − B| 1 ≤ ε as desired.
The spectrum of random D-regular graphs
Friedman [7] proved the following theorem regarding the spectrum of random regular graphs. The distribution GN,D is described in Section 2.
Theorem 6. ( [7] ) For every δ > 0 and for every even D, there exists a constant c > 0, independent of N , such that
Almost anyH is good
Theorem 7. For every even D2 ≥ 4, there exists a constant B, such that for every D1 ≥ B and every k ≥ 3 the following holds. Set N2 = D • Each Hi is locally invertible.
• With probability at least half,H is ε-good with respect to any D1-regular locally invertible graph.
Proof: We first show that for any fixed D1-regular locally invertible graph G1, almost anyH is good for it. We then use a union bound (over all possible local inversion functions for D1-regular graphs) to deduce the theorem. Let us fix a D1-regular locally invertible graph G1. We randomly pickH = (H1, . . . , H k ) as in the lemma. I.e., let {γi,j} i∈[k], j∈[D 2 /2] be a set of random permutations chosen uniformly and independently from SV 2 . For 1 ≤ i ≤ k, let Hi be the undirected graph over V2 formed from the permutations {γi,j} j∈[D 2 /2] and their inverses. Notice that Hi is locally invertible, simply by labeling the directed edge (v, γi,j(v)) with the label j, and (v, γ −1 i,j (v)) with the label D2/2 + j (recall that each edge needs to be labeled twice, once by each of its vertices).
Notice that the inverse of a uniform random permutation is also a uniform random permutation. Therefore, for every j1, . . . , j k ∈ [D2/2] and for every p1, . . . , p k ∈ {1, −1}, the ktupleγ = (γ
k . It follows from Lemma 5 thatH is not ε-pseudorandom with respect to G1 with probability at most
we see that the error term is at
. To see that a single sequenceH is, with high probability, good for any D1-regular locally invertible graph, we use a union bound. Notice that there are only D1! local inversion functions over D1 vertices (compare this with the N2! permutations over V2). The probability a randomH is bad for any of them is at most δ, and therefore the probability over H that it is bad for any of them is at most D1! · δ. Taking D1 large enough this term is at most 1 10 . Also, by Theorem 6, the probability that there exists a graph Hi inH withλ(Hi) ≥ λRam(D2) + ε is at most k · c · |V2|
4k for some universal constant c independent of |V2| and therefore also independent of D1. Taking D1 large enough (depending on the unspecified constant c) this term also becomes smaller than 1 10 . Altogether,H is always locally invertible, and with probability at least 1 2 is ε-good with respect to any D1-regular locally invertible graph.
ANALYSIS OF THE PRODUCT
We want to express the k-step walk described in Section 3.1 as a composition of linear operators. We define vector spaces Vi with dim(Vi) = |Vi| = Ni, and we identify an element v (i) ∈ Vi with a basis vector
∈ V2 is a basis for V. On this basis we define the linear operatorsHi( 2) ), where ψ is as defined in Equation 1. Having this terminol- 4 The k 2 term appears because ε-pseudorandomness ofH requires every subsequence of permutations to have this property; taking a union bound over the choice of the starting and ending indices 1 ≤ 1 ≤ 2 ≤ k of the subsequence amounts to k 2 ogy, the adjacency matrix of the new graph Gnew is the linear transformation on V defined byH kĠ1Hk−1Ġ1 . . .H2Ġ1H1.
Proof of Theorem 2:
Gnew is a regular, directed graph and our goal is to bound s2(Gnew). Fix unit vectors x, y ⊥ 1 for which s2(Gnew) = | Gnewx, y |. As in the analysis of the zig-zag product, we decompose V = V1 ⊗ V2 to its parallel and perpendicular parts. V || is defined by
and V ⊥ is its orthogonal complement. For any vector τ ∈ V we denote by τ || and τ ⊥ the projections of τ on V || and V ⊥ respectively. In Gnew we take k − 1 steps onĠ1. As a result, in the analysis we need to decompose not only x0 = x and y0 = y, but also the vectors x1, . . . , x k−1 and y1, . . . , y k−1 where xi =Ġ1Hix 
We can now do the same decomposition on y0, using the fact that bothĠ1 andHj are Hermitian and so (y
. This gives the expression
• The term
is bounded in Lemma 13 by λ k−1 2 .
• Finally, we take advantage of the way we selectedH. AsH is ε-pseudorandom with respect to G1, the action ofĠ1Hj−1 . . .Hi+1Ġ1 on V || is ε-close to the action of G j−i on it. Formally, we use Lemma 10 to get:
where we have used Lemma 13 and the assumption λ2 ≤ 
The action ofĠ1H
The heart of this section is the following lemma.
Lemma 8. Supposeγ = (γ1, . . . , γ ) is ε-pseudorandom with respect to G1 and denote byΓ1, . . . ,Γ the operators corresponding to γ1, . . . , γ . Any τ, ξ ∈ V || can be written as τ = τ (1) ⊗ 1 and ξ = ξ (1) ⊗ 1. For any such τ, ξ:
Proof: G1 is D1-regular, hence it can be represented as
Gi, where Gi is the adjacency matrix of some permutation in SV 1 . Let ψ be as in Equation (1) andq = (q0, . . . , q k−1 ) be the permutations induced by (γ, ψ). A simple calculation (that is given in Lemma 11 in Subsection 5.2) shows that there exists some σ ∈ SV 2 , such that for any u (1) ∈ V1 and u (2) ∈ V2:
Now, we analyze the action ofĠ1Γ Ġ 1 . . .Γ1Ġ1 on vectors
Using Equation (2) we can show that (see Lemma 12 in Subsection 5.2):
Restating the above, Ġ 1Γj+ Ġ 1 . . .Γj+1Ġ1τ, ξ equals
, where Z is the distribution on [D1] k obtained by picking v (2) uniformly at random in V2 and outputting z1, . . . , z where zi = π1(qi(v (2) )). Notice also that G
is ε-pseudorandom with respect to G1 we can deduce that
Claim 9. Let P, Q be two distributions over Ω and let {Li} i∈Ω be a set of linear operators over Λ, each with operator norm bounded by 1.
is up-
) and this completes the proof of Lemma 8.
Having Lemma 8 we can prove:
Proof: SinceH is ε-good with respect to G1, we can express each Hi as Hi =
Hi,j such that Hi,j is the transition matrix of a permutation γi,j ∈ SV 2 and each of the D k 2 sequences γ1,j 1 , . . . , γ k,j k is ε-pseudorandom with respect to G1. Let Γi,j be the operator on V2 corresponding to the permutation γi,j andΓi,j = I ⊗Γi,j be the corresponding operator on V1 ⊗ V2. Now, Ġ 1Hi+ Ġ 1 . . .Hi+1Ġ1τ, ξ is equal to the expecta-
that not onlyH is ε-pseudorandom with respect to G1, but also every subsequence ofH is. Thus, by Lemma 8, Ġ 1Hi+ Ġ 1 . . .Hi+1Ġ1τ, ξ − G +1 τ (1) , ξ
≤ ε · τ · ξ .
Since τ, ξ ⊥ 1, so does their τ (1) , ξ (1) components. Therefore, G +1 τ (1) , ξ
≤ λ
ξ (1) . The fact that τ = τ (1) and ξ = ξ (1) completes the proof.
The action of the composition
Lemma 11. There exists σ ∈ SV 2 , such that for any u (1) ∈ V1 and u (2) ∈ V2:
G1Γ Ġ 1 . . .Γ1Ġ1(
Proof: The action ofĠ1Γ Ġ 1 . . .Γ1Ġ1 on a basis element − − → u (1) ⊗ − − → u (2) , where u (1) ∈ V1 and u (2) ∈ V2, is as follows.
• We first check which of the [D1] labels we use at the i'th application ofĠ1 (for i = 0, . . . , ). We see that q0(u (2) ) = u (2) and that for i = 1, . . . , we have qi(u (2) ) = γi(φ(qi−1(u (2) ))).
• Hence, the action ofĠ1ΓiĠ1 . . .Γ1Ġ1 on the first component (for i = 1, . . . , ) is given by the linear operator G π 1 (q i (u (2) )) . . . G π 1 (q 0 (u (2) )) .
• Next, we notice that the V2 component evolves independently of u (1) . At the beginning it is u (2) . After applying one step ofĠ1 and one ofΓ1 it evolves to γ1(φ(u (2) )). Eventually, this component becomes φ(γ (φ(. . . γ1(φ(u (2) )) . . .))). The crucial thing to notice here is that {γi} and φ are all permutations in SV 2 . We define σ to be the permutation φγ φ . . . γ1φ.
This completes the proof of the lemma. (2) ) ) . . . G π 1 (q 0 (v (2) )) τ (1) , ξ (1) .
Proof: A simple calculation yields that Ġ 1Γ Ġ 1 . . .Γ1Ġ1τ, ξ (2) ) ) . . . G π 1 (q 0 (v (2) )) τ (1) , ξ (1) · − −−− → σ(v (2) ), − − → u (2) . However, as σ is a permutation over V2, for every v (2) ∈ V2 there is exactly one u (2) that does not vanish. Hence, (2) ) ) . . . G π 1 (q 0 (v (2) )) τ (1) , ξ (1) .
A lemma on partial sums
In the following lemma we have a sum of k terms. Each of magnitude at most λ k−t−1 2
. Surprisingly, we can bound the sum by λ Proof:
] and t1 + t2 = t. One can compute v[w] by the following the walk starting at v, each time taking a step on Hj or on (Gt 1 ⊗ Gt 2 )
2 . This takes time poly-logarithmic in the number of vertices of Gt+1.
The resulting eigenvalue is λ = 2λ
where λ2 is about the Ramanujan value for D2, whereas the best we can hope forλRam(D) = 2 √ D−1 D
. As explained in the introduction, our losses come from two different sources. First we lose one application of H out of the k different H applications, and this loss amounts to, roughly, √ D2 multiplicative factor. We also have a second loss of 2 k−1 multiplicative factor emanating from the fact that λRam(D2) Proof: Set k = log D2 in the above construction. Clearly the resulting graphs are D-regular and fully explicit. Also, for every graph G in the family,
