Reduced pyramids, including in particular pyramids without analysis lters are known to produce excellent results when used for lossless signal and image compression. The present paper presents a methodology for the optimal construction of such p yramids by selecting the interpolation synthesis post-lters so as to minimize the error variance at each l e v el of the pyramid. This establishes optimally e cient i n terpolative p yramidal lossless compression. It also has the added advantage of producing lossy replicas of the original which, at lower resolutions retain as much similarity to the original as possible. This is highly useful for the progressive coding of signals or images, needed for many applications such as fast browsing through image databases or hybrid lossless / lossy medical image coding. The general optimization methodology is developed rst, for a general family of reduced pyramids. Subsequently, this is applied to the optimization of pyramids in this family formed using separable, 2D quincunx and 3D FCO sampling matrices. It is shown that this family includes in particular the well known 2D and 3D \Hierarchical Interpolation" (HINT) techniques which h a ve been particularly popular for the lossless compression of medical records. Optimal versions of these techniques are determined for 2D and 3D images characterized by separable or isotropic correlation functions. The advantages of the developed methods are demonstrated by experimental evaluation. It is shown that the method outperforms the HINT method for the lossless compression of 3D images. It is also shown to outperform all other known interpolative coders and to produce results comparable to the best predictive lossless coder of 2D images.
I. INTRODUCTION
Lossless signal and image compression is necessary for many applications where perfect accuracy is needed, such as the transmission of depth maps for the construction of 3D views of a scene 1], 2], the transmission of the lowest resolution image in logarithmically split subband coding schemes 3], multiple generation document reproduction and most notably for the e cient storage and communication of medical images 4], 5], 6], 7], 8], 9], 10]. Lossless compression is often accompanied by associated compatible lossy compression schemes constructed so as to serve various needs depending on the application 11], 12], 13]. For example, lossy compression may be used for more e cient coding of these portions of the medical image which have no diagnostic value, leading to a hybrid lossless / lossy scheme combining the advantages of both these general compression methodologies. Also, lossy compression may be used to accelerate previews of the pictorial data and to facilitate fast browsing through large image data bases. The lossless and associated lossy compression methods are often integrated into a progressive image transmission scheme, which produces increasingly accurate versions of the original image accompanied by losslessly compressed quantization residuals so as to allow when needed, eventual error-free reconstruction. The transmission may stop at any i n termediate level, yielding a lossy copy of quality adequate for each particular application.
Progressive transmission schemes are generally realized by m ultiresolution data decomposition using pyramids or subband lter banks 3], 14], 15]. In 16], 17], 18] optimal pyramidal image decompositions were de ned by determining the analysis and synthesis lters so as to minimize the variance of the di erence between the input and the output of each stage of the pyramid. This has the e ect of creating a version of the original signal which at a lower resolution retains as much resemblance to the original as possible. It was seen that the globally optimal, based on the above criterion, analysis and synthesis lters are ideal lters with passbands depending on the input power spectral density. Similar conclusions were reached in 16 22] for the construction of perfect reconstruction lter banks with minimum variance of the di erence between the input and the output of the primary band. In 16], methods were also developed for the minimization of the above error variance when either the analysis or the synthesis lters are known and xed. With the exception of 21], all above publications have limited their attention to the single-variable, binary sampling pyramids and lter banks. A w avelet decomposition based on the same variance minimization optimality criterion was also de ned in 22] . Experimental assessment of these methods when integrated into coherent, realistic coding methodologies was presented in 18] .
The speci c case of progressive image transmission terminating with a lossless version of the image was recently studied in 4 The purpose of the present paper is the development of a methodology for the optimal construction of reduced pyramids by selecting the interpolation post-lters G r (e jw ) so as to minimize the variance of the error di erences e r . This will have the e ect of creating lossy versions of the original image which at each lower resolution r = 1 2 : : : N ; 1 retain as much resemblance to the original image x 0 as is possible.
In this way, the progressive transmission of the image is optimized, while the option is retained of lossless reconstruction of the original image if all residual errors e r are coded losslessly. Furthermore, all advantages mentioned above of reduced pyramids are retained. Finally, since the variance is a measure of the entropy o f the error signals, the eventual errorless coding of e r will also be optimized.
The methodology developed is entirely novel, very general and is applicable to any m ultidimensional signal with numerically or analytically known autocorrelation function.
The general methodology for the optimal selection of the interpolation post-lters is developed in Section II. The results are seen to be similar to those obtained in 16] and used in 18] for the optimization of progressive image transmission using regular (as opposed to reduced) pyramids of one-dimensional signals. However, in the present paper more powerful results are obtained, since more stringent error minimization speci cations are imposed than in 16] and the results are obtained for the general n-dimensional signal case. This is needed for the development in Sections IIIand IV, in which optimal hierarchical interpolators are obtained based on subsampling by the 2D quincunx and the 3D FCO sampling matrices respectively. These are shown to be optimum versions of the well known and used for the coding of medical data 2D and 3D HINT procedures. Alternate reduced pyramids based on separable sampling schemes are examined in Section V. A non-linear synthesis lter bank is also developed in Section VI based on the optimal hierarchical interpolators. Experimental results evaluating the developed techniques are in Section VII. Finally conclusions are drawn in Section VIII. 
II. DETERMINATION OF THE OPTIMAL POST-FILTERS
whereG (i) (e jw ) = e jp T i w G (i) (e jM T w ) :
Hence, the output of the post-lter will be divisible into M distinct wide-sense stationary sub-sequences 35] x Mm
where g (i) :] i s t h e i n verse Fourier Transform of G (i) (:). Equivalently, from (4) each subsequencex Mm + p i ] is easily seen to be generated from the low resolution data x Mm] b y upsampling using sampling matrix M, interpolation with zeros and ltering by a post-lter with transfer functionG (i) (e jw ) = e jp T i w G (i) (e jM T w ).
In fact, from (3), (4), it is seen directly that
This process for the implementation of (5) is illustrated in Figure 2 . 
if the following relation holds (\orthogonality principle" 37]):
Thus,
Multiplying both sides by e jt T M T w and summing with respect to t yields 
Finally, o n m ultiplying both sides of (10) by e jp T i w and using (2) we obtain :
(e jw ) = G(e jw ) 1 M M;1 X i=0 e j(w;2 M ;T q i ) from which the optimal post-lter G(e jw ) is immediately obtained:
G(e jw ) = (e jw ) (e jw ) = (e jw )
(e j(w;2 M ;T q i ) )
: (14) It is seen therefore, that a single post-lter with transfer function given by ( 1 4 ) m a y be used to minimize each and every error variance e (i) in (7), including the variance e (0) of reconstructing the sequence x Mm]. Of course, the latter is perfectly received at the output and indeed the solution of (10) 
Relation (14) is seen to bethe direct generalization of (17) with H(z) = 1 to the n-dimensional case. Note however, that whereas in 16] the error minimized is the average of the errors e (i) in (13) , in the present case minimization of each a n d e v ery one of its consistent errors is achieved. Thus, using (14) (2 ) n e min = 
As shown by (18) , the minimum error depends on the sampling matrix M. Note that the power spectral density of the input x r m] at each stage changes as r increases from 0 to N ;1. As a result, the optimal postprocessing lters are in general di erent for each s t a g e . If R r s] r (e jw ) are respectively the autocorrelation function and the power spectral density of the input x r m], to the r-th stage, since
it is easily determined that 
Often in practice, a nite power of the sampling matrix is an integer multiple of the identity matrix:
In this case, the post-lter of the K-th stage is similar to the post-lter of the 0-th stage and likewise the post-lter of the (K + r)-th stage, r < K is similar to the post-lter of the r-th stage, with the similarity depending on the autocorrelation function. For example, if
and the post-lter at stage K + r will be the same as the post-lter at stage r with i replaced by ( i ) M K .
III. OPTIMIZATION OF 2D HIERARCHICAL INTERPOLATION BASED ON QUINCUNX SAMPLING
A w ell known form of 2D hierarchical interpolation based on quincunx sampling is the HINT procedure 4], 5], 10]. According to this method, each pixel in a ne resolution version of the image, is predicted using interpolation of the pixel values in the previous coarser resolution version of the image that has already been transmitted. The interpolation errors are then computed and transmitted to the decoder. This method is highly popular for the compression of medical images since it has been repeatedly shown to outperform other available such methods, as reported in 4], 10].
The HINT method may be explained by referring to Figure 3 . First, the \5" pixels are transmitted or stored using a method such as DPCM. Thus, a low-resolution version of the original image is obtained. Then, the \4" pixel values are estimated from the \5" pixels by i n terpolation. The estimates are rounded to the nearest integer and subtracted from the original pixel values the di erences are transmitted or stored. In the steps that follow, the \3", the \2" and the \1" pixels are estimated from the previously coded surrounding pixels and the di erences are stored or transmitted. The reconstruction is done in a similar way. This corresponds to traversing Figure 1 from right to left. Equivalently, traversing Figure 1 from left to right if x 0 is the whole image with pixels labeled \1" to \5" in Figure 3 , the rst step is the elimination of pixels labeled \1" by subsampling. These pixels are then estimated as the average of the 4 closest surrounding pixels and di erences of the actual and estimated values e 0 are transmitted. Then pixels labeled \2" are eliminated by subsampling.
Similarly the di erences between their actual values and their estimates by a veraging the 4 closest remaining pixels gives errors e 1 which are transmitted. This is repeated until the low resolution image consisting of pixels labeled \5" is formed. This is transmitted using DPCM or entropy coding. The reconstruction is done in a similar way. This procedure is obviously identical to the one described in Figure 1 with G(z 1 z 2 ) = 1 + 1 4 (z 1 + z ;1 1 + z 2 + z ; 1 2 ) and with the quincunx sampling matrix
The optimum form of hierarchical interpolation based on quincunx sampling will be obtained here by applying the results of Section II. For this, it is necessary to specify the spectral densities describing the class of images which are of interest. Two spectral density models, the \separable" and the \isotropic" as termed in the literature 39], 40], 41], appear su cient for the accurate characterization of the great majority of images encountered in practice. The optimal post-lters will be determined separately for each of these models. 
where z k = e j w k k = 1 2, application of (14) (1 + 2 1 )(1 + 2 2 ) : (26) To determine the interpolating post-lter for the next stage, the power spectral density of x 1 m 1 m 2 ] must beevaluated. Since for the quincunx matrix (23) the coset vectors are q 0 = 0 0] T q 1 = 0 1] T , application of (21) 
where 0 is given by ( 2 6 ) . Thus, on applying again (14):
Continuing in this manner, the power spectral density o f x 2 m 1 m 2 ] is found using (21) These results indicate that for the class of images described by (24) , if 0 = 0:25 as is the case with 1 and 2 are close to 1, the HINT algorithm in 4], 5] is seen to beremarkably close to the optimal for the odd-numbered stages of the algorithm. However, for the even-numbered stages of the optimal algorithm, the averaging operation mu s t b e c o m bined with a ltering stage as described by ( 2 5 ) .
This ltering operation may beimplemented by spectral factorization, following the methods in 42] and the IIR implementation methods in 43]. Alternately, a FIR approximation to (25) As already noted, the second stage is directly implementable by the FIR lter (28) and the ensuing stages will be identical to the rst two with i replaced by r i as described earlier. (30) which is general enough to include the separable family (24) . The methodology developed in the sequel is fully applicable to the above general form of the model. For the sake of simplicity h o wever, and in order to highlight the di erences between the separable and isotropic models and their consequences, we shall use the simpler form:
Whether (30) or (31) is used, direct approximation of (14) is di cult in this case, since no closed form analytic expression is known for their z-transforms. However, the optimal FIR lters may be determined directly from (9) . Since for the matrix (23) 
In the second post-ltering stage, the autocorrelation function of the input will be R 1 (k) = R 0 (Mk) = 
IV. OPTIMIZATION OF 3D HIERARCHICAL INTERPOLATION BASED ON FCO SAMPLING
The FCO (face-centered orthorhombic lattice) 36] is a natural extension of the quincunx lattice to the 3-dimensional case, and is in fact quincunx in all dimensions. It is described by the sampling matrix M = As its 2D counterpart, the well known 3D \Hierarchical Interpolation" (HINT) technique has been particularly popular for the lossless compression of medical records. The 3D HINT method may be explained by referring to Figure 4 . According to this technique, from the low resolution image (the big circles) the voxels shown with middle sized circles are estimated by 2 D i n terpolation using only the four equidistant nearest neighbors. The remaining voxels at the current resolution level shown as small black circles are estimated using the rst order neighborhood 3D estimators (six-point estimators).
In this section optimal 3D hierarchical interpolation will be sought, by determining the optimal post-lters for interpolation of 3D lattices subsampled by a FCO matrix. Once more, the optimal lters will be found separately for each o f t h e t wo general models of image spectral densities. 
we may obtain the optimum interpolating post-lters for each stage. Note that due to (35) and (22) (47) with R 0 given by (46), a nite-order FIR lter is easily determined if all coe cients g (1) with indices exceeding a certain threshold are set to zero, and (47) is solved for the remaining coe cients using least-squares techniques.
An important di erence from the 2D case is that the resulting image x 1 has a correlation sequence radically di erent from that of the original image x 0 . In fact, 
from which the optimal post-lter will be found using (47 
The resulting optimal post-lter will be similar to the one determined in the initial (0 th ) stage.
V. OPTIMAL 2D AND 3D SEPARABLE INTERPOLATION
If the 2D separable matrix is used :
the resulting optimal post-lter are much easier to determine and implement. However, it has been argued that the 4 : 1 scale reduction obtained with this sequence of sampling lattices, is too high for many practical applications, resulting in higher errors when passing from one resolution to the next and relatively poor compression performance. This will also be re ected by the experimental results in Section VII. Again we shall consider separately the separable and isotropic correlation models. Since in this case p 0 = 0 0] T , p 1 
where (k) is the Kronecker delta, and g (i) (k), i = 1 2 3 determined by Therefore, if is close to one, similar optimal post-lters will result for adjacent l e v els of the pyramid. A similar procedure may be used for the design of the lters for optimal hierarchical interpolation based on 3D separable sampling.
VI. NON-LINEAR SYNTHESIS FILTER BANKS
The preceding Sections were devoted to the determination of the optimal linear interpolation lters. In the present Section we shall develop non-linear adaptations of the synthesis lters so as to further improve the interpolation. More speci cally we shall employ the median hybrid lters 44 
VII. EXPERIMENTAL RESULTS
All implementations of the 2D Minimum Variance Interpolation algorithm discussed in the previous sections were evaluated using the twelve standard grey scale images and the four typical medical images shown in Figure  5 . The 3D Minimum Variance Interpolation algorithm was tested for the lossless compression of the assembly of 32 slices of dimension 256 256 of MRI data.
The MVINT synthesis lters were realized by : (a) FIR approximation of the transfer function, using (29) and spectral density with 1 = 2 = 0 :95, (b) spectral factorization of the denominator of the transfer function (25) with 1 = 2 = 0 :95 followed by application of the IIR lter implementation technique described in 43], design of the lters in the time domain assuming either an isotropic spectral density model for the input image with 1 = 2 = 0 :95 (c), or a separable spectral density model with the same parameters (d). Table   I compares the e ciency of various implementations of MVINT for the lossless coding of \Lenna" using six levels of hierarchy. As speci ed by the analysis in Sections II and III, di erent lters were designed and used for each stage of each level of the pyramidal decomposition, adapted to the spectral density of the input at each stage of the pyramid. The design of the lters in the time domain assuming isotropic spectral density model for the input images produced the best results.
The lossless compression performance in terms of rst-order entropy is reported in Table II 
Step Size (ELP-OSS) method 47]. However, MVINT did not reach the compression of the S+P algorithm 12]. The Separable Sampling Minimum Variance Interpolation (SMVINT) outperformed the RDP and S-T techniques but was inferior to HINT. The best results of the algorithms developed in this paper, were obtained by the Median-based Minimum-Variance Interpolation method (MINT). As seen from Table II , this method achieves roughly the same compression as the S+P algorithm, and thus, along with S+P, higher compression then all other lossless coders based on progressive transmission. The S+P results were obtained using the publicly available programs from f t p : ==ipl:rpi:edu=pub=EW Code=lossless:tar:gz.
The quality o f i n termediate images of the three best performing of the above algorithms for lossless coding, namely HINT, S+P and MINT was also compared. As shown in Figures 6 and 7 all three algorithms show excellent i n termediate image quality, with best results achieved with S+P, followed by MINT and HINT. Figures 8 and 9 show the progressive reconstruction of the \Lenna" and \Boat" images at four pyramid stages of the algorithm (only the prediction error information corresponding to one of the lower resolution sub-images is fully assembled and transmitted). For the purpose of visual comparison, the progressive reconstruction of \Lenna" at the corresponding pyramid stages of the 2D HINT algorithm is shown in Figure 10 . As seen, the quality of the reconstructed images is slightly better when using the MINT algorithm. Obviously, the error image characteristics of HINT, MVINT and MINT are very similar. They are also similar to the error images of 12] and to those of wavelet-based coding in that no blocking artifacts are observed.
Regarding the complexity of the proposed algorithm we note that even with no attempt to optimize its performance, it requires about 1.143 sec to code a 512 512 image in an SGI INDIGO II High Impact machine, while HINT requires about 1.072 sec and the S+P method in 12] 0.876 sec.
Also, the proposed methods were compared to 3D-HINT for the coding of the 3D data set \Head" obtained by the assembly of 32 slices of dimension 256 256 of MRI data. The rst slice of the 3D data set is shown in Figure 5n . FCO sampling was initially tested for the generation of the image hierarchy and a four-level pyramid was formed with lters designed with the method presented in Section IV, assuming isotropic spectral density for the 3D data with 1 = 2 = 3 = 0 :95. A comparison of the 3D minimum variance method based on FCO sampling (3D-MVINT) and the 3D Median-based method (3D-MINT) with the 3D-HINT method in terms of the rst-order entropy a t e a c h stage of each level of the hierarchical interpolation is presented in Table III . Also results are shown in the same table for the application of the 3D method based on separable sampling (3D-SMVINT). Note that in the case of separable sampling, interpolation is performed in one stage for each l e v el of the pyramid.
VIII. CONCLUSIONS
A methodology was presented for the optimal construction of a class of reduced pyramids by selecting the interpolation synthesis post-lters so as to minimize the error variance at each level of the pyramid. This establishes optimally e cient pyramidal lossless compression. It also has the added advantage of producing lossy replicas of the original which, at lower resolutions retain as much similarity t o the original as possible. This is highly useful for the progressive coding of signals or images, needed for many applications such as fast browsing through image databases or hybrid lossless / lossy medical image coding.
The optimization method is completely general and is applicable to any class of images with analytically or numerically known autocorrelation. Since images in practice are often well described by either the \separable" or the \isotropic" autocorrelation models, we c hose to determine in detail the optimum 2D and 3D hierarchical interpolation methods of each of these models. More speci cally, the precise implementation of the optimum interpolating post-lters was determined for : (i) 2D reduced pyramids using quincunx decimators with a 2:1 scale reduction at each step. It was seen that according to the separable autocorrelation model, the optimal such procedure consists of a series of twostep interpolators, with the interpolation mechanism highly di erent in each step. The second-step optimal interpolator was found to be similar to the one studied in 4]. On the other hand, the adoption of the isotropic model for the autocorrelation leads to a series of single-step interpolators, quite unlike those in 4].
(ii) 3D reduced pyramids using FCO decimators with a 2:1 scale reduction at each step. In this case, both separable and isotropic models imply that the optimal procedure consists of a series of three-step interpolators, with the interpolation mechanism changing drastically from step to step. (iii) 2D and 3D reduced pyramids using separable decimators with scale reductions 4:1 and 8:1 respectively at each step. With both, the separable and the isotropic models single-step optimal interpolating post-lters were found. The theoretical results were tested on a series of images. It was demonstrated that as expected, the appropriate optimal MVINT method depends on the speci c image and the accuracy of its representation by one of the two autocorrelation models. In all cases however, the optimal reduced pyramid outperformed all other reduced pyramids presented in the literature 4], 5], 23], 24], 25]. Compared to predictive (rather than interpolative) methods for lossless compression of 2D images the present method gave better results than the recently proposed Enhanced Laplacian Transform -Optimum Step Size (ELP-OSS) 47] and virtually identical results with the S+P Transform method 12], which is currently widely regarded as the most e cient of the state-of-the-art methods for lossless and progressive coding of 2D still images. Furthermore, the present method has the potential to be much improved by better approximation of the correlation model to the transmitted image. In fact the results presented here were obtained using only two relatively crude models of the image autocorrelation function, namely the separable and the isotropic model. If a more general model, such as (30) , is used, and if its parameters are chosen to more closely describe the image or class of images beingtransmitted (as is done, for example, in 39] for the characterization of large classes of images), the corresponding algorithm should be expected to produce improved results. This is a promising area for future research. The method presented was seen to provide better compression for the lossless coding of 3D images than the best such method hitherto known (3D-HINT) . Finally, the method is easily extendable for the daunting task of losslessly encoding the huge 3D image sequences currently produced by the new Magnetic Resonance Imaging (MRI) scanners, such as sequences of MRI 3D images of a beating heart. (a) Comparison of various realizations of the optimal interpolation method based on quincunx sampling for the lossless coding of \Lenna" (512 512). In the above MVINT, refers to Minimum
Variance Interpolation based on quincunx sampling. The even-numbered coefficients are realized using a separable correlation model with 1 = 2 = 0 :95 and using (29) in realization (a), the same model and spectral factorization of (25) Comparison of the optimal methods with the S-transform method (ST), the Reduced Pyramid method (RDP), the Hierarchical Interpolation method (HINT), the Enhanced Laplacian PyramidOptimum
Step Size (ELP-OSS) method and the S+P method for the lossless coding of a number of standard images.
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