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CHARACTERIZING JACOBIANS VIA THE KP EQUATION AND VIA
FLEXES AND DEGENERATE TRISECANTS TO THE KUMMER
VARIETY: AN ALGEBRO-GEOMETRIC APPROACH
ENRICO ARBARELLO, GIULIO CODOGNI, GIUSEPPE PARESCHI
Abstract. We give completely algebro-geometric proofs of a theorem by T. Shiota, and of
a theorem by I. Krichever, characterizing Jacobians of algebraic curves among all irreducible
principally polarized abelian varieties. Shiota’s characterization is given in terms of the KP
equation. Krichever’s characterization is given in terms of trisecant lines to the Kummer
variety. Here we treat the case of flexes and degenerate trisecants. The basic tool we use
is a theorem we prove asserting that the base locus of the linear system associated to an
effective line bundle on an abelian variety is reduced. This result allows us to remove all the
extra assumptions that were introduced in the theorems by the first author, C. De Concini,
G.Marini, and O. Debarre, in order to achieve algebro-geometric proofs of the results above.
1. Introduction
In 1974 Novikov conjectured that, among complex irreducible principally polarized abelian
varieties (i.p.p.a.v.), Jacobians of algebraic curves are characterized by the fact that their
theta function satisfies the following non-linear differential equation known as the Kodomtsev-
Petviashvilii (KP) equation:
(1)
∂
∂x
(2uxxx + 3uux − ut) + 3uyy = 0 , u = u(x, y, t).
This conjecture was proved by Shiota [32] (see also Mulase [27]). The precise statement is
the following.
Theorem 1. (Shiota) An i.p.p.a.v (X,Θ) is the Jacobian of an algebraic curve C, if and
only if there exist vectors U, V, W ∈ Cg, with U 6= 0 such that the function
(2) u(x, y, t; z) =
∂
∂x2
log θ(xU + yV + tW + z)
satisfies the KP equation (1), where θ = θ(z) is the Riemann theta function, and Θ = (θ)0.
From an apparently unrelated point of view, in 1984, Welters [35] conjectured that Jaco-
bians of algebraic curves can be characterized as those for which their associated embedded
Kummer variety admits a trisecant line. To be precise, given a p.p.a.v. (X,Θ), consider the
Kummer morphism
(3) φ : X −→ Y = K(X) ⊂ P = P2g−1 , g = dimX , K(X) ∼= X/± 1
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associated to the linear system |2Θ|. A trisecant line to K(X) is a line ℓ ⊂ P such that
Y = φ−1(l) is an artinian scheme of length 3 not containing any point of order 2 of X .
Welter’s conjecture naturally breakes in three cases (cf. [35], p.500 and the notation therein):
(4)
a) Y = SpecC[ǫ]/ǫ3: the case of a flex,
b) Y = SpecC[ǫ]/ǫ2 + SpecC: the case of a degenerate trisecant,
c) Y = SpecC+ SpecC+ SpecC: the case of a bona fide trisecant.
In case c) one makes the additional assumption:
(5) if SuppY = {λ, µ, ν}, then 2(λ− µ) 6= 0.
In each of the above cases, Welters conjectures that the existence of a trisecant line to the
Kummer variety is a necessary and sufficient condition for an i.p.p.a.v. to be the Jacobian of
an algebraic curve. The necessity of the condition is a consequence of the so called trisecant
formula, discovered by Fay in [17], and of Weil’s decomposition theorem [33]. As for the
sufficiency, it was proved by Krichever: [21], Theorem 1.2, for case a), [22], Theorem 1.1, for
case b), and [22], Theorem 1.2 for case c).
Theorem 2. (Krichever [21], [22]) An i.p.p.a.v. (X,Θ) is the Jacobian of an algebraic
curve if and only if its Kummer variety K(X) admits a trisecant line as in one of the cases
(4), and under the assumption (5).
In [28], [29], [30], Mumford brings to light the link between the KP equation and the geometry
of the Kummer variety. This link is inspired by an early observation by Weil in [33], and
especially by Fay’s trisecant formula, which in geometric terms says that, if X is the Jacobian
of a curve, then there exist points λ, µ, ν ∈ X , with 2(λ−ν) 6= 0, such that Θλ∩Θµ ⊂ Θν∪Θ−ν
(here ∩ stands for the scheme-theoretic intersection). Via the Kummer morphism (3), Fay’s
trisecant formula translates into the fact that the points φ(λ), φ(µ), and φ(ν), are collinear
in P. Letting points λ, µ, and ν come together Fay’s trisecant formula gives the KP equation.
More precisely, the KP equation says that there exists a 3rd order germ of inflectionary lines
to K(X).
The methods of Shiota and Krichever are completely analytic in nature. In the present article
we provide simple algebro-geometric proofs of Shiota’s Theorem (Novikov’s conjecture) and
of parts a) and b) of Krichever’s Theorem (the trisecant conjecture).
The starting point of the algebro-geometric approach are Gunning’s and Welter’s criteria
[18], [35], according to which a p.p.a.v. (X,Θ) is the Jacobian of a curve if and only if the
Kummer variety K(X) admits a one-dimensional family of flexes, or of trisecant lines in its
Kummer embedding. These criteria in turn are a geometrical manifestation of Matsusaka’s
criterion according to which (X,Θ) is the Jacobian of a curve if and only Θg−1/(g − 1)! is
represented by an algebraic curve. From this point of view, Shiota’s theorem shows that
one may pass from a curve of flexes to a third order germ of flexes to the Kummer variety.
Krichever’s theorem shows that one may pass from a curve of (generalized) trisecants to a
single (generalized) trisecant.
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Our arguments build on the methods introduced by De Concini and the first author (see [1],
[2], [3], [4], [5]), and on the subsquent developments mostly by Debarre and Marini (see [13],
[24], [14], [25], [6]), which all provided algebro-geometric proofs of the above theorems, but
only under certain additional assumptions.
The key instrument allowing us to remove such assumptions is described as follows. Let
(X,Θ) be a complex p.p.a.v., and let G ⊂ X be a closed algebraic subgroup. Set
(6) Σ(X,Θ, G) = maximal G-invariant subscheme of Θ.
In our approach the natural scheme structure of Σ(X,Θ, G) plays an essential role and the
following theorem will be crucial in our arguments.
Theorem 3. The subscheme Σ(X,Θ, G) ⊂ X is reduced.
The proof of this theorem is given in Section 2, by reducing it to the following general
statement, which also proves a stronger version of a conjecture of Debarre, as explained at
the end of Section 2.
Theorem 4. Let A be an abelian variety, and let L be an effective line bundle on A. Then
the base locus of |L| is reduced.
We remark that both Theorems 3 and 4 are proved for abelian varieties defined over an
arbitrary algebraically closed field of characteristic zero.
Let us now briefly describe the schemes of type Σ(X,Θ, G) intervening in Shiota’s and
Krichever’s theorems.
Let us start with the case of the KP equation. The framework to give an algebro-geometric
proof of Shiota’s theorem, that was introduced by the first author and De Concini in [3]
and [4], stopped short of producing this proof because of two stumbling blocks (see also
Marini in [25]). To get around those difficulties they had to invoke a rather hard analytical
Lemma by Shiota (Lemma 7 in [32]). As we shall see, the first of these two difficulties is
solved using a theorem of Ein and Lazarsfeld (see [16], Corollary 2), by now well known.
This theorem implies, as conjectured in [3], that on a g-dimensional i.p.p.a.v.
(7) dimΘsing ≤ g − 3.
As for the second difficulty, it is solved by using Theorem 3 above, for the case where the
algebraic group AU is the closure of the image in X of the subgroup of C · U ⊂ Cg, where
U ∈ C. If D is the constant vector field in X corresponding to U , we write AU = AD, and
(8) Σ(X,Θ, D) := Σ(X,Θ, AD).
As we will see in Section 3, locally, at each of its point, the scheme Σ(X,Θ, D) is defined by
the ideal generated by the set of functions {Dnθ , n ≥ 0}. Set-theoretically we have
|Σ(X,Θ, D)| = {ζ ∈ X | θ(ζ + tU) ≡ 0 , ∀t ∈ C} .
This set is the locus of points ζ ∈ Θ such that the flow of D through ζ is contained in Θ.
This algebraic locus was first introduced by Shiota in [32]. As we shall see, it pays to consider
not just the support |Σ(X,Θ, D)| but the scheme Σ(X,Θ, D) itself, and to know that it is,
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indeed, a reduced scheme. In Subsection 4, following the arguments explained in [4], and
using Theorem 3, we give an algebro-geometric proof of Theorem 1.
Let us now consider Krichever’s Theorem 2. Krichever’s argument is entirely analytical, and
again the presence of a subscheme of type Σ(X,Θ, G) ⊂ X , constitutes one of the main
challanges in his proof. In the case at hand, setting a = λ − µ the group G is simply the
additive subgroup 〈a〉 generated by a. Krichever considers only the support |Σ(X,Θ, 〈a〉)|
and somehow works around it. But again, directly confronting Σ(X,Θ, 〈a〉) as a scheme, and
proving that it is reduced, is the key to our algebro-geometric argument. Krichever breakes
the proof in three cases: the case of a flex, [21], the case of a degenerate trisecant, and the
case of a bona fide trisecant, (both in [22]) .
In this paper we only deal with the first two cases. We treat the case of the flex in Subsection
5, where we use some of the ideas contained in Marini’s paper [24], and in [6]. Finally, we
treat the case and of a degenerate trisecant in Subsection 6, where we base our arguments
on the work done by Debarre in [13], and [14].
The geometry of trisecants of the Kummer variety is also related to the Gauss map, as shown
in [7].
Acknowledgments: We wish to thank Robert Auffarth, Olivier Debarre, Thomas Kra¨mer,
Gianni Marini, Giulia Sacca`, and Riccardo Salvati Manni, for interesting exchanges on the
subject of this paper. The last two named authors acknowledge the MIUR “ Excellence
Department Project”, awarded to the Department of Mathematics, University of Rome, Tor
Vergata, CUP E83C18000100006, and the PRIN 2017 “Advances in Moduli Theory and
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2. Base loci
Throughout the paper we will adopt the following notation. For a divisor D on an abelian
variety X and a point x ∈ X , we denote by Dx the translate tx(D) = D+ x. For a function
f , defined on some open subset of X , fx denotes the function fx(z) = f(z − x).
The main result of this Section is that the base locus of an effective line bundle on an abelian
variety is always reduced (Theorem 7 below). The argument begins with the following general
fact, for which we could not find a reference.
Lemma 5. 1 Let X be a smooth projective variety defined over an algebraically closed field
of characteristic zero. Let a ⊂ OX be a sheaf of ideals, and G a finite group acting on X
and preserving a. If the cosupport of a is not reduced, then there exists a G-equivariant
principalization of a
f : X ′ → X ,
where the effective Cartier divisor F on X ′ such that f ∗a = OX′(−F ) has a multiple com-
ponent.
1We thank the Mathoverflow community for help with this proof, see
https://mathoverflow.net/questions/359331/
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Proof. Let us recall that a principalization is a morphism f : X ′ → X such that X ′ is
smooth, f ∗a is principal, i.e. there exists an effective Cartier divisor F on X ′ such that
f ∗a = OX′(−F ), and f is an isomorphism outside the cosupport of a. In our hypothesis
there is a finite group acting on X and preserving a. In this case there exist G-equivariant
principalizations, i.e. such that X ′ is equipped with a G-action such that f is G-equivariant.
We refer to 3.4.1 and Theorems 3.21 and 3.26 in [20] for these results.
First we assume that the cosupport of a is generically non-reduced. In this case, we prove the
result for any principalization. All we have to show is that
√
f−1a 6= f−1a. For simplicity we
may assume that the cosupport Z of a is irreducible. Let p a be a general, and in particular
a smooth point of Zred. We consider a smooth curve C ⊂ X meeting Zred transversally at
p, and we denote by V ⊂ f−1(C) ⊂ X ′ the proper transform of C. As f is proper, we have
an isomorphism
f1 = f|V : V −→ C .
Consider now the diagram
f−11 (Z ∩ C) = V ∩ f−1Z
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
 ))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
f−1Z //

X ′
f

f−11 C = V
joo
f1

Z // X C
ι
oo
Z ∩ C
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
OO 44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
f−11 (Z ∩ C)
∼=

Z ∩ C
We claim that it suffices to find C, meeting Zred transversally at p, and such that ι
∗a $ ι∗
√
a,
Indeed, since f1 is an isomorphism, we then have f
∗
1 ι
∗a $ f ∗1 ι
∗
√
a, and since f ◦ j = ι ◦ f1
we have j∗f ∗a $ j∗f ∗
√
a. so that f ∗a $ f ∗
√
a. On the other hand, f ∗
√
a ⊆ √f ∗a so that√
f ∗a 6= f ∗a, proving the Lemma under the assumption that the cosupport of a is generically
non-reduced. By the Claim, we must find C such that (Z∩C)p 6= (Zred∩C)p. Since
√
a 6= a,
we have that Tp(Zred) ( Tp(Z), and we may take a vector v ∈ Tp(Z) r Tp(Zred) and a
smooth curve C ⊂ X whose tangent vector at p is v. But now Zred meets C transversally in
p, while Z does not. Now assume that the cosupport Z of a is generically reduced but not
reduced. In the primary decomposition of a there will be an ideal b whose cosupport is not
generically reduced. Take a principalization f ′ for b, this will give a Cartier divisor F ′ which
contains a multiple component. Take now a principalization f ′′ of f ∗a. The Cartier divisor
F corresponding to (f ′′)∗a will be (f ′′)∗F ′ + F ′′, for some other effective Cartier divisor
F ′′, so in particular will have multiple component. The morphism f ′′ ◦ f ′ is the required
principalization.

Remark 6. Lemma 5 is false if X is singular; a counterexample is given in (mathover-
flow.net/q/359331). The proof fails because, given a tangent vector v, there could be no
curve C tangent to v. This phenomenon is studied for other reasons in [11], Section 6.1.
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Next, we prove the following theorem, which is known and elementary for surfaces (see [10],
Lemma 10.1.2), and for the divisorial part of the base locus, but is otherwise new.
Theorem 7. Let A be an abelian variety defined over an algebraically closed field k of
characteristic zero, and let L be an effective line bundle on A. Then the base locus B(L) of
|L| is reduced.
Proof. Consider the morphisms
m : A×A −→ A , d : A×A −→ A , r : A×A −→ A× A , s : A×A −→ A×A,
defined by
m((x, y)) = x+ y , d((x, y)) = x− y , r((x, y)) = (x+ y, y) , s((x, y)) = (x− y, y) ,
Denote by p and q the first and second projection from A×A to A, by ιy the inclusion of A
in A× A defined by ιy(x) = (x, y), and by ty the translation
ty :A −→ A
x 7→ x+ y
We then have
ty = m ◦ ιy , t−y = d ◦ ιy , m = p ◦ r , d = p ◦ s .
Set
 L = p∗L ,  L+ = m∗L ,  L− = d∗L .
We claim that the following homomorphisms are isomorphisms
ι∗y : H
0(A×A,  L+) −→ H0(A,L) , m∗ : H0(A,L) −→ H0(A×A,  L+) ,
and analogously for d∗. Since ιy ◦ m = ty, and since t∗y is an isomorphism, it suffices to
prove that m∗ is an isomorphism. On the other hand, m∗ = r∗ ◦ p∗ and both r∗ and p∗ are
isomorphism by the projection formula. The case of d∗ is completely analogous. Denote by
B, B±, the base loci of  L,  L±. We have
 L|A×{y} = L ,  L
±
|A×{y} = t
∗
±yL ,
and of course
B|A×{y} = B(L) , (B
±)|A×{y} = t±y(B(L)) = B(t
∗
±yL) ,
Consider the involution
τ : A×A→ A×A
(x, y) 7→ (x,−y)
Then
τ ◦ p = p , m ◦ τ = d .
We get
τ ∗  L =  L , τ ∗  L+ =  L− , and τ(B+) = B−
Of course B and B+ ∪B− are τ -invariant. Let f : Y → A be a principalization of the ideal
defining B(L), i.e. of the image of the evaluation map
H0(A,L)⊗ L−1 → OA .
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Then σ′ = f × IdA : Y × A→ A× A is a τ -equivariant principalization of the base locus of
 L. Let then
σ′′ : X → Y × A ,
be a τ -equivariant principalization of the ideal sheaf generated by H0(Y × A, (σ′)∗  L+) and
H0(Y × A, (σ′)∗ L−), i.e. a simultaneous τ -equivariant principalization of the base loci of
|(σ′)∗ L+| and |(σ′)∗ L−|. Set σ = σ′′ ◦ σ′, and
Xy = σ
−1(A× {y}) .
We will continue to denote with the symbol τ the lifting of τ to X . Observe that the
restriction of τ to X0 is the identity. Let F , F
±, be the base divisors of the linear systems
|σ∗ L|, |σ∗  L±|, respectively. We then have
τ(F ) = F , τ(F±) = F∓ .
For each y ∈ A,
σy := σ|Xy : Xy −→ A× {y}
is a simultaneous principalization of the ideals defining the base loci of the linear systems
|L|, |t∗±yL|, while
Fy := (F )|Xy , F
±
y := (F
±)|Xy ,
are the base divisors of the linear systems |σ∗yL|, |σ∗yt∗±yL|, respectively. Assume by con-
tradiction that B(L) is not reduced. This implies that B(t∗yL) is not reduced for every y,
and hence, by Lemma 5, F+y has a multiple component for every y. Write F
+ =
∑
n+i D
+
i ;
restricting to a generic y the divisors D+i remain distinct, hence at least one of the n
+
i has
to be strictly bigger than 1. We can thus write
F+ = 2D+ + · · ·
Set D− = τ(D+), so that
F− = 2D− + · · ·
Set D = (D+)|X0 = (D−)|X0. By the way σ has been constructed, we can write
F = 2D + · · · , with D|X0 = D .
Now look at the divisor on X defined by
E = 2D −D+ −D−
We claim that this divisor is linearly equivalent to zero. By definition E|X0 = 0. This
implies that E is of relative degree 0, meaning that [E ] ∈ Pic0(X/A). Let us show that
Pic0(X/A) ∼= A∨ ×A, where A∨ = Pic0(A). Pulling back via σ, we have an A-morphism
σ∗ : A∨ ×A→ Pic0(X/A) .
This morphism is fiber-wise an isomorphism as birational morphisms do not alter the Pic0.
The relative divisor E gives a section
s : A −→ A∨ = Pic0(A) ∼= Pic0(Xy)
y 7→ [Ey]
As s(0) = 0, the map s is a morphism of abelian varieties. Since s is symmetric, it is
forced to be identically equal to 0. Therefore E is linearly equivalent to 0. This means that
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2D−D+y −D−y is linearly equivalent to zero. This is absurd, since, 2D being part of a fixed
divisor on X0, we must have H
0(X0,OX0(2D)) = k · [2D].

The proof of Theorem 7 uses principalizations of ideals which, as explained for instance
in [20], are equivalent to the existence of resolutions of singularities, and are not available in
positive characteristic.
Corollary 8. Let A be an abelian variety, L an effective line bundle and H a finite subgroup
of A, then the intersection ⋂
h∈H
th(B(L))
is reduced.
Proof. Let ϕL : A→ Pic0(A) be the morphism canonically associated to L. Let K = ϕL(H).
Then
⋂
h∈H th(B(L)) =
⋂
P∈K B(L⊗ P ). Let A′ be the dual of the quotient abelian variety
Pic0(A)/K and let
π : A′ → A
be the natural isogeny. Then K is the kernel of the morphism π∗ : Pic0(A)→ Pic0(A′) and
π∗OA′ ∼=
⊕
P∈K P . Therefore
H0(A′, π∗L) =
⊕
P∈K
π∗H0(A,L⊗ P )
In particular, the intersection
⋂
P∈K B(L⊗ P ) is the image in A of the base locus B(π∗L),
hence it is reduced by Lemma 5.

As a particular case, it follows that, given a point a of order i ≤ g on a g-dimensional p.p.a.v.
(e.g. i = 2), the intersection
⋂
0≤n<iΘna is reduced, proving a conjecture of Debarre.
2
3. The subscheme Σ
The following subschemes will play a central role in our arguments.
Definition 9. Let (X,Θ) be a p.p.a.v. of dimension g and let G ⊂ X be closed algebraic
subgroup of X . We define
Σ(X,Θ, G) =
⋂
g∈G
Θg
It is the maximal G-invariant subscheme of Θ.
In this section we will prove some results about the structure of Σ(X,Θ, G), including The-
orem 3 and the properties mentioned in the Introduction. We will also prove the following
proposition which provides non-trivial examples of schemes of type Σ(X,Θ, G).
Proposition 10. For each integer i, with 0 ≤ i ≤ g − 2, there exist triples (X,Θ, G) such
that (X,Θ) is an i.p.p.a.v., G is an abelian subvariety of X and dimΣ(X,Θ, G) = i.
2O. Debarre. Singularities of divisors on abelian varieties. Note available on O. Debarre’s homepage
https://webusers.imj-prg.fr/uploads/olivier.debarre/DivVarAb.pdf
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We will make use of the following result on complementary abelian subvarieties that can be
found, for example, in [12], Prop.9.1.
Proposition 11. Let (X,Θ) be a p.p.a.v. and let A be an abelian subvariety of X. Then
there exists an abelian subvariety B of X, called the complementary of A in X with respect
to Θ, and line bundles L on A, and M on B, such that:
(1) the sum α : A×B → X is an isogeny;
(2) α∗OX(Θ) = L⊠M ;
(3) h0(A,L) = h0(B,M) =: d;
(4) there exist a basis {si} of H0(A,L), and a basis {ri} of H0(B,M) such that
α∗θ =
d∑
i=1
si ⊠ ri .
Proof. (of Theorem 3). Let A be the connected component of the identity of G. It is an
abelian subvariety ofX . We let B , α , L, andM be as in Proposition 11. Let Σ = Σ(X,Θ, G)
and we set
Σ′ = α−1(Σ).
Theorem 3 follows from the combination of Corollary 8 and the following Claim.
Claim 12. Let πA, πB be the canonical projections of A×B. Let G˜ := α−1(G), H := πB(G˜),
and let
Z :=
⋂
h∈H
th(B(M)) .
We have the following equality of schemes:
A× Z = Σ′ .
Proof of Claim 12. Locally the ideal sheaves of Σ and Σ′ are generated respectively by
{θg | g ∈ G} and {(α∗θ)g˜ | g˜ ∈ G˜}. On the other hand, the ideal sheaf of A × Z is locally
generated by {π∗B(ri)h | h ∈ H , i = 1, . . . , d}. From Proposition 11(d) it follows that, for
g˜ ∈ G˜,
(α∗θ)g˜ =
d∑
i=1
(π∗Asi)g˜ · (π∗Bri)g˜ =
d∑
i=1
(π∗Asi)g˜ · π∗B(ri)h, h = πB(g˜)
This shows that A×Z ⊂ Σ′ as schemes. To show the reverse inclusion, namely Σ′ ⊂ A×Z,
we first note that, because of the G˜-invariance of both subschemes, it is enough to show
that Σ′ ⊂ A × B(M). With the above notation, the ideal of A × B(M) is generated by
π∗Bri for i = 1, . . . , d, hence we have to show that π
∗
Bri belongs to the ideal of Σ
′. Fix an
arbitrary point (a, b) of Σ′. Since the sections si’s are linearly independent, we can choose
points g1, . . . , gd in A such that det((si)gj(a)) 6= 0. Let g˜j := (gj, eB). The section (α∗θ)g˜i
belongs to the ideal of Σ′, and we have that
(α∗θ)g˜j =
∑
π∗A(si)gj · π∗Bri .
Since the matrix
(
π∗A(si)gj(z)
)
is invertible for z in a neighborhood of a, we have the required
inclusion locally around (a, b); as the point (a, b) is arbitrary, the Claim is proved.

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Proof. (of Proposition 10). Let B be a simple k-dimensional abelian variety and M an
ample line bundle on X of type (1, . . . , 1, d) with d ≤ k. The base locus Z of M is of
dimension greater or equal to k − d, and for a generic choice of B and M we may assume
that dimZ = k−d (see [15], Remark 3(i)). Let A be a simple h-dimensional abelian variety,
and L an ample line bundle on A of the same type of that of M . To the polarized abelian
variety (A × B,L ⊠ M) is associated a p.p.a.v. (X,Θ) of dimension equal h + k. From
Claim 12, it follows that dimΣ(X,Θ, A) = dimA × Z = h + k − d. The p.p.a.v. (X,Θ) is
irreducible as both A and B are simple (see [8], Lemma 2.1).

Remark 13. Notice that dimΣ(X,Θ, G) ≤ g − 2, as it follows from the fact that, for each
a ∈ X r 0, we have Θa 6= Θ.
Finally, we study the ideal defining the scheme Σ(X,Θ, G), and we do this in the two cases
we are really interested in.
- In the first case G is the closure of the group generated by a single element a ∈ X . In
other words, G it is the abelian subvariety of X generated by a, that is the intersection of
all abelian subvarieties Y ⊂ X such that a ∈ Y , i.e. the closure of Za in X . In this case we
write Σ(X,Θ, G) = Σ(X,Θ, 〈a〉). It is clear that at each point of Σ = Σ(X,Θ, 〈a〉) the ideal
of Σ is generated by the functions {θna |n ∈ Z}.
- The second case is when G is the abelian subvariety generated by a constant vector field
D. In this case, G is the smallest abelian subvariety AD whose tangent space at the origin
contains D. In the analytic topology, D corresponds to a non-zero vector U in the universal
cover p : Cg → X , and AD is the closure of the image of the line C · U in X .
Proposition 14. At each point of Σ = Σ(X,Θ, AD) the ideal of Σ is generated by the
functions {Dnθ = 0 , ∀n ≥ 0}. (Notice that, inductively, Diθ is a well defined section of the
restriction of O(Θ), to the subscheme of X defined by the vanishing of θ,Dθ, . . . , Di−1θ).
Proof. We use the notation of Proposition 11. Consider the isogeny α : A × B → X . Let
(a, b) ∈ A× B, and let p = α((a, b)). Then α∗ is an e´tale ring map from OX,p to OA×B,(a,b).
Denote by I ⊂ OX,p the ideal generated by the functions {Dnθ , ∀n ≥ 0}, and by J ⊂ OX,p
the defining ideal of Σ(X,Θ, AD). We may assume that I is generated by D
jθ, j = 0, . . . , n0.
By descent, it suffices to show that α∗I = α∗J . From Claim 12, we know that α∗J is
generated by {π∗Br1, . . . , π∗Brd}. Write
α∗(Dnθ) = Dn(α∗(θ)) =
d∑
i=1
π∗A(D
nsi) · π∗Bri
This shows that α∗I ⊂ α∗J . For the reverse inclusion, first we show that the ideal I is
AD-invariant. Passing to the analytic category, it suffices to show that I
an is AD-invariant.
As AD is the closure of p(CU) in X , it suffices to show that for any t ∈ C, and any k ≥ 0,
one has (Dkθ)p(tU) ∈ Ian. On the other hand
Dkθp(tU) =
∑
n≥0
Dn+k(θ)tn ∈ Ian
Therefore α∗I contains the functions (α∗θ)g˜, and it enough to show that the functions π
∗
Bri
are generated by the (α∗θ)g˜’s. This follows as in the proof of Claim 12. 
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Notation 15. We often write Σ(X,Θ, D) instead of Σ(X,Θ, AD).
Example 16. In [19] Kempf constructs a genus 3 Jacobian (J(C),Θ) whose theta divi-
sor contains an elliptic curve E. If D is the tangent vector to the origin of E, we have
Σ(J(C),Θ, D) = E, (see also Beauville-Debarre (1.4) [9]).
4. Shiota’s theorem
An elementary computation shows that the KP equation (1) for the function (2) is equivalent
to the following bilinear differential equation for the Riemann theta-function:
(9)
D41θ(z) · θ(z)− 4D31θ(z) ·D1θ(z) + 3(D21θ(z))2 − 3(D2θ(z))2
+ 3D22θ(z) · θ(z) + 3D1θ(z) ·D3θ(z)− 3D1D3θ(z) · θ(z) + dθ(z) · θ(z).
where D1 6= 0, D2, and D3 are the constant vector fields corresponding to the vectors U , V ,
and W , and d ∈ C. To explain how to get a completely algebro-geometric proof of Shiota’s
theorem we shall refer to [4] and to the notation therein. In that paper (and in [3]) a central
role is played by the subscheme
D1Θ = {ζ ∈ X | θ(z) = D1θ(z) = 0} ,
and by a hierarchy of differential equations Ps(z) = 0, s ≥ 3, for the theta function. The
hierarchy in question is equivalent to the KP hierarchy and the first equation P3(z) = 0 is
the KP equation. Geometrically speaking, the hierarchy itself is equivalent to the fact that
there is a one-dimensional variety of inflectionary lines to the Kummer variety. Thus, by
Gunning’s and Welters’ criteria, it is satisfied if and only if X is the Jacobian of an algebraic
curve. It is then proved (see [4] formula (26) on p. 56) 3 that Shiota’s theorem is equivalent
to the following statement:
(10) P3(z) = · · · = Ps−1(z) = 0 ⇒ Ps(z)|D1Θ = 0 , ∀ s ≥ 3
The advantage of this formulation is that, when restricted toD1Θ, the equation Ps(z) greatly
simplifies. For instance, the first equation of the hierarchy P3(z) = 0 is equivalent to the
equation:
(11) (D21 +D2)θ · (D21 −D2)θ|D1Θ = 0
Now, in that paper, the proof of (10) is carried on under two additional assumptions: that
dimΘsing ≤ g−3 and dimΣ ≤ g−3, where Σ = Σ(X,Θ, D). The first assumption holds true
by theorem of Ein-Lazarsfeld’s theorem, see (7). The second one is too strong even in the
irreducible case by Proposition 10. However, the only instance in which this last assumption
is used is to insure that (bottom line of p. 58 and twice on p. 59, in [4])
(12) h does not divide D1h
Let us show that, for this, we only need Theorem 3. Let us recall what h is, and why the fact
that Σ is reduced suffices to prove assertion (12). One considers an irreducible component
V of D1Θ, and a general point x ∈ V . By the Ein-Lazarsfeld’s theorem one may assume
that x is a smooth point of Θ. Therefore there is an irreducible element h ∈ OX,x such that
the ideal of V in x is of the form (hm, θ), for some m ≥ 1. In [4], p. 58, the case m = 1 is
3In that formula, the number 36 is an obvious misprint. Also, in formula (3) of the same paper, “k” should
be substituted by “s”.
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excluded by a direct argument and the assertion (12) is used only to treat the case m ≥ 2.
The following Lemma shows that Theorem 3 implies assertion (12).
Lemma 17. If m ≥ 2 and h divides D1h, then Σ is not generically reduced.
Proof. As D1θ vanishes on V , in the local ring of x in Θ, we can write
D1θ = ah
m + bθ.
Applying D1 to both sides, and using that h divides D1h, we get that D
2
1θ belongs to ideal
generated by hm and θ. By induction, one shows that also Dn1 θ belongs to this ideal. We
conclude that V ⊂ Σ. As m ≥ 2, and dimΣ ≤ g − 2 = dimV , we conclude that Σ is not
generically reduced. 
5. Kummer varieties with one flex come from Jacobians
We want to give a completely algebro-geometric proof the following theorem.
Theorem 18. (Krichever, [21], [22]) An i.p.p.a.v. (X,Θ) is the Jacobian of an algebraic
curve if and only if its Kummer variety K(X), embedded by |2Θ| in P = P2g−1, admits an
inflectionary tangent line.
Proof. In our proof we will refer to Marini’s paper [24], and to [6]. Let
φ : X −→ Y = K(X) ⊂ P2g−1
be the Kummer morphism. The strategy consists in showing that the presence of an inflec-
tionary tangent line to the Kummer variety is equivalent to the fact that θ satisfies the KP
equation, and then conclude using Theorem 1. First of all, in both [24], and [6], it is shown
that the image φ(b) ∈ Y of a point b ∈ X , with a := 2b 6= 0 is a flex, if and only if there
exist constant vector fields D1 6= 0, D2 on X , and a constant d ∈ C such that the following
bilinear differential equation
(13) D21θ · θa + θ ·D21θa +D2θ · θa − θ ·D2θa − 2D1θ ·D1θa + dθ · θa = 0.
holds, where, as usual, we set
θa(z) = θ(z − a)
As explained in [6], the KP equation implies (13). The task is to show the reverse implication.
We proceed by contradiction. Suppose that (13) holds but that (11) does not. We may then
use Marini’s Theorem 2 in [24], or else Dichotomy 1 in [6], to conclude that there exists an
irreducible component W of D1Θ such that Wred is D1-invariant and such that (13) holds
on W , but
(14) (D21 +D2)θ · (D21 −D2)θ /∈ I(W )
We call such a component of D1Θ a bad component of D1Θ. Let p be a general point ofWred.
By the theorem of Ein-Lazarsfeld, see (7), we may assume that p is a smooth point of Θ.
Hence there exist: an irreducible element h ∈ OX, p, invertible elements β, γ, and elements
α˜, β˜, γ˜, in ∈ OX, p, and integers, m ≥ 1, r ≥ 0, s ≥ 0, such that the ideal of Wred at p is
(h, θ) and such that
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(15)
D1θ = h
m + α˜θ
θa = βh
s + β˜θ in OX,p
D2θ = γh
r + γ˜θ
As Wred is D1-invariant, h divides D1(h); arguing as in Lemma 17 and using Theorem 3, we
get m = 1. Thus W is reduced. Therefore, as in Lemma 1 in [6], it follows from (14) that
r = 0. Now Lemma 1 in [6], reads as follows.
Lemma 19. Let X be an i.p.p.a.v. Let a ∈ X r {0}. Assume that θ satisfies both (13), and
(14). Then an irreducible component W of D1Θ is bad if and only if
W is D1 − invariant, and m = 1, r = 0
Moreover, if W is bad then s > 1.
We next make the following important although straightforward observation.
Remark 20. Given any point ζ ∈ X, then: the condition on the dimension of the singular
locus (7), the KP equation (9), and the equation (13) hold if and only if the corresponding
theorem, and equation, hold when θ is replaced by its translate θζ . The only instance when
we need a symmetric theta divisor is when we wish to translate the KP equation, or equation
(13), in terms of the geometry of the Kummer surface associated to X. Suppose relation
(13) is satisfied. A bad component W for D1Θζ is simply one which is D1-invariant, and
satisfies (14), translated by ζ. Moreover Lemma 19, holds when W is a bad component of
D1Θζ .
Notation 21. Let W be a bad component of D1Θ. For n ∈ Z, set Wna = tna(W ) ⊂ X . Let
p ∈ W be a general point, so that p−na is a general point ofW−na. We let hp−na ∈ OX, p−na,
be the germ defined by
hp−na := t
∗
nah
where t∗na : OX, p → OX, p−na is the canonical isomorphism.
Lemma 22. For all n ∈ Z, Wna is a bad component of D1Θ.
Proof. To prove the Lemma we apply Lemma 19. As deriving a function by D1 commutes
with pulling back via a translation, we have that Wna is D1-invariant for all n ∈ Z. We
first prove the Lemma for n = −1. Look at (15) with m = 1, r = 0, and s > 1. Since
Θa is smooth in codimension one, we may assume that β˜ is not divisible by h. The second
equation in (15) tells us that W ⊂ Θ ∩ Θa, so that W−a ⊂ Θ. As W−a is D1-invariant we
have that W−a is contained in D1Θ. Set
(16)
D1θ = h
µ
p−a + α˜1θ µ > 0
D2θ = γ1h
ν
p−a + γ˜1θ
in OX, p−a. By Lemma 19, we must prove that µ = 1, and ν = 0. Since W−a is D1-invariant,
the first condition is a consequence of Theorem 3, otherwise W−a, would be a non-reduced
component of Σ(X,Θ, D1). Look at the second equation in (16), and translate it by a. We
get
D2θa = γ2h
ν + γ˜2θa = γ2h
ν + γ˜2(βh
s + β˜θ)
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From the second and third equation in (15), with r = 0, we get
D2θa = D2(β)h
s + βshs−1D2(h) + β˜(γ + γ˜θ) +D2(β˜)θ
We now work modulo θ; since h does not divide β˜, the second expression for D2θa is not
divisible by h; as the first expression for D2θa is not divisible by h if and only if ν = 0, we
indeed obtain ν = 0. We now prove the claim for Wna with n < 0 by decreasing induction
on n. Assume we have proved it for n − 1, we can repeat the previous argument with W
replaced by W(n−1)a and obtain the statement for Wna. Observe that Wna belongs to D1Θ
for all n ≤ 0; as D1Θ has finitely many irreducible components, we must have a positive
integer N such that W−Na = W . This shows that, for every integer n, Wna =Wka for some
k ∈ {−N, . . . , 0}, hence the claim.

We then get the following improvement of Lemma 2 in [6].
Corollary 23. Let W be a bad component of D1Θ, then W is an irreducible component of
Σ(X,Θ, 〈a〉).
Proof. Let V := ∪
n∈Z
Wna. Lemma 22 tells us in particular that each Wna is an irreducible
component of D1Θ, hence V is the union of finitely many irreducible components of D1Θ.
As D1Θ is in Θ, we have that V ⊂ Σ(X,Θ, 〈a〉). We conclude observing that Σ(X,Θ, 〈a〉) is
reduced and of dimension at most the dimension of V by Theorem 3 and Remark 13.

Corollary 24. If W is a bad component of D1Θ, then it is also a bad component of D1Θka,
for any integer k.
Proof. If W is a bad component of D1Θ, then Wka is a bad component of D1Θka. Then a
Lemma analogous to Lemma 22, but now for Θka, gives that Wka+na is a bad component of
D1Θka for all integer n. Now take n = −k. 
We can now complete the proof of Theorem 18.
Proof. (of Theorem 18). We must show that the there are no bad components of D1Θ.
Assume by contradiction that there exists one bad irreducible component W . Recall that,
by Corollary 23, W is an irreducible component of Σ(X,Θ, 〈a〉). The ideal of Σ(X,Θ, 〈a〉)
is generated by {θna}n∈Z ,|n|<M , for some positive integer M . Since W is reduced and Θna is
smooth in codimension 1 for all n, given a general point p of W , we can find an h ∈ OX,p
such that I(W ) = (h, θna) for all given n with |n| < M . As the ideal of W at p is also
generated by {θna}n∈Z ,|n|<M , and W is reduced, we can find an integer ν 6= 0, with |ν| < M
such that
(17) θνa = Ah +Bθ
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with A,B ∈ OX,p invertible. We first assume that ν > 0. For every j ∈ {1, . . . , ν}, we
express θja in terms of h and θ(j−1)a, i.e. we write in OX,p:
(18)
θνa = Aνh
sν +Bνθ(ν−1)a
θ(ν−1)a = Aν−1h
sν−1 +Bν−1θ(ν−2)a
· · · · · · · · ·
θ2a = A2h
s2 +B2θa
θa = A1h
s1 +B1θ ,
where we may assume that the Ai’s and the Bi’s are invertible. By Corollary 24, the
subscheme W is a bad component ofD1Θ(j−1)a, for j = ν, . . . , 1. Therefore, applying Remark
20, and Lemma 19 to W and D1Θ(j−1)a, we get that sj > 1, for j = ν, . . . , 1. Now look at
the first equation and express θ(ν−1)a in terms of h and θ, by recursively using the next ν−1
equations. We then get
θνa = A˜h
s + B˜θ
with s > 1, contradicting (17). The case of ν < 0 is treated in a similar way by writing
θνa = A
′
νh
s′ν+B′νθ(ν+1)a , θ(ν+1)a = A
′
ν+1h
s′ν+1+B′ν+1θ(ν+2)a, and so on. The proof of Theorem
18 is now completed.

6. Kummer varieties with one degenerate trisecant line come from
Jacobians
Here we give a completely algebro-geometric proof of Krichever’s theorem, in the case of a
degenerate trisecant. (Theorem 1.2, (B), [21]).
Theorem 25. (Krichever)An i.p.p.a.v. (X,Θ) is the Jacobian of an algebraic curve if and
only if Kummer variety K(X) = X/ ± 1 admits a degenerate trisecant line when embedded
by |2Θ| in P2g−1.
We will base our argument on the work done by Debarre in [13] and [14]. As is well known,
and proved in details in [13], Theorem 25, for the degenerate trisecant can be expressed in
terms of bilinear differential equations in the Riemann’s theta function θ. This is the setting.
Let u and v two distinct points in X with 2u 6= 0 ∈ X . Given a sequence of constant vector
fields {Dn}n>0, and a formal power series α(ε) = 1 +
∑
n>0 αnε
n, set D(ε) =
∑
n≥0Dnε
n.
By considering the Dn’s as vectors in Cg, we may view D(ε) as a formal germ of a curve in
X . We set
R(z, ε) = α(ε)θuθ−u−D(ε) − θ−uθu−D(ε) + εθvθ−v−D(ε) .
We also set
R(z, ε) =
∑
n≥0
Rnε
n ,
where Rn ∈ H0(X, 2Θ). One is interested in finding constant vector fields {Dn}n>0, with
D1 6= 0, a formal power series α(ε), and points u and v in X , as above, such that the equation
(19) R(z, ε) = 0
holds. Let us recall why. First of all the above equation is equivalent to the hierarchy
(20) {Rn = 0}, n ≥ 0.
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Moreover one has R0 = 0, and
(21) R1 = α1θuθ−u + θuD1θ−u − θ−uD1θu + θvθ−v .
Look at the Kummer morphism φ : X → K(X) ⊂ PN . Using Riemann bilinear relations for
the second order theta functions, the equation R1 = 0 expresses the fact that, there is a line
ℓ ∈ PN passing through φ(v) and tangent to K(X) in φ(u) 6= φ(v), so that ℓ is a degenerate
trisecant to K(X). The equation (19) expresses the fact that there is, not only a single one
(i.e. equation (21)), but a germ of a curve of degenerate trisecants in X . Gunning [18], and
Welters [35], show that the existence of such a germ implies that X is a Jacobian. The task
is then to show that (21) implies (19), for some choice of Dn and αn, n > 1. Following the
ideas and the procedures introduced in [4], and [3], Debarre ( [13], Lemma 1.8) shows that
if R1 = · · · = Rn−1 = 0, then the equation Rn = 0 is equivalent to the equation
(22) Rn|Θu·Θ−u = 0 ,
meaning that the section Rn vanishes on the scheme Θu · Θ−u. It is worth noticing that
Rn|Θu·Θ−u only depends on D1, . . . , Dn−1, and on α1, . . . , αn−1. This sets up a natural induc-
tion procedure. Before embarking in this procedure, we make a number of remarks. Let us
set
a = 2u .
Let us translate equations (19), (20), (21), (22) by ra:
(23) R(z − ra, ε) = 0 ,
(24) {(Rn)ra = 0}, n ≥ 0 ,
(25) (R1)ra = α1θu+raθ−u+ra + θu+raD1θ−u+ra − θ−u+raD1θu+ra + θv+raθ−v+ra ,
(26) (Rn)ra|Θu+ra·Θ−u+ra = 0 .
It is obvious that (19), (resp. (20), (21), (22)) holds if and only if (23), (resp. (24), (25),
(26)) holds. In [14], Debarre proves two remarkable results. The first one ( [14], (3.11)), is
that under the inductive hypothesis R1 = · · · = Rn−1 = 0, then
(27) Rnθu+a + (Rn)aθ−u ≡ 0 , mod θu
The second ( [14], (3.13)), always under the inductive hypothesis R1 = · · · = Rn−1 = 0, is
that
(28) Rnθu+ra vanishes on Θu ·Θ−u , ∀r ∈ Z.
Proof. (of Theorem 25). From the preceding discussion we must prove (22), under the usual
inductive hypothesis. Let W be an irreducible component of Θu ·Θ−u. We must show that
Rn ∈ I(W ). Suppose not, then from (28) it follows that, for all integers r, the section θu+ra
vanishes on Wred:
(29) Wred ⊂
(⋂
r∈Z
Θu+ra
)
,
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i.e.
(30) Wred ⊂ Σ(X,Θu, 〈a〉) .
As we observed in the proof of Theorem 18, we may choose an h in OX,p which vanishes on
Wred and defines a hypersurface transverse to Θu+ra for all r ∈ Z, so that for each r ∈ Z, we
have
I(Wred) = (h, θu+ra)
Of course we have ⋂
r∈Z
Θu+ra = Σ(X,Θu, 〈a〉) .
For brevity we set Σ := Σ(X,Θu, 〈a〉). We then apply Theorem 3, and conclude that there
must exist an integer ρ such that locally, at a general point of W , we have
(31) θu+ρa = Ah+Bθu
with A invertible, and h appearing linearly, and not to a higher power, otherwise there would
be a non reduced component of Σ supported on Wred.
Lemma 26. (Debarre, [13]) Suppose the equation for the degenerate tangent (21) holds.
Let W be any component of Θu ·Θ−u. Then Rn vanishes on Wred.
Proof. Equation (21) tells that θv · θ−v vanishes on the scheme Θu ·Θ−u. The formula at the
end of page 9 in [13] says that R2n vanishes on Θu ·Θ−u. 
Remark 27. Suppose we start from an irreducible component W of Θu · Θ−u, such that
Wred is an irreducible component of Σ(X,Θu, 〈a〉) (see (30)). Assume that I(Wred) = (h, θu),
at a general point p of Θu. Then we may write θ−u = δh
s + δ˜θu, with δ, and δ˜ invertible,
to express the fact that, as an irreducible component of Θu · Θ−u, we have W = sWred.
As u = −u + a, we have that Wred is also an irreducible component of Σ(X,Θ−u, 〈a〉); in
particular
(32) (Wra)red ⊂ Θu
⋂
Θ−u , ∀ r ∈ Z .
As in the preceding section, we set hp−a = t
∗
−a(h), and we write
(33) θ−u = δ
′hνp−a + δ˜
′θu
to express the fact that the irreducible component of Θu · Θ−u, supported on (W−a)red is
given by ν(W−a)red.
Lemma 28. Let W be an irreducible component of Θu ·Θ−u satisfying (30). Then Rn does
not vanish (schematically) on W if and anly if it does not vanish (schematically) on the
irreducible component of Θu ·Θ−u supported on (W−a)red.
Proof. Look at (27), restrict it to (a general point of) Wred, and write
(34)
Rn = αh
σ + α˜θu
θ3u = βh
r + β˜θu
(Rn)a = γh
ℓ + γ˜θu
θ−u = δh
s + δ˜θu
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with α , β , γ , δ , β˜ , δ˜ invertible, and s ≥ 1. We then have
(35) σ + r = ℓ+ s
To say that Rn does not vanish on W is equivalent to saying that σ < s, or equivalently that
ℓ < r. Next we restrict to (W−a)red and express everything in terms of hp−a as in (33). But
now, translating by a = 2u, we get:
θu = δ
′′hν + δ˜′′θ3u
Comparing with the second equality in (34) we get ν = r. Also write
(36) Rn = α
′hτp−a + α˜
′θu
so that
(Rn)a = α
′′hτ + α˜′′θ3u = α
′′hτ + α˜′′(βhr + β˜θu)
Comparing with the third equality in (34) we get τ = ℓ. In conclusion
τ = ℓ < r = ν
proving that Rn does not vanish on ν(W−a)red. The same argument shows the reverse
implication. 
As a corollary: if Rn does not vanish (schematically) onW , then it does not vanish (schemat-
ically) on the irreducible component of Θu · Θ−u supported on (Wra)red, for all r ∈ Z, or
equivalently (Rn)−ra does not vanish (schematically) on W .
Let us go back to equation (31). Suppose first that ρ > 0. For ν ∈ Z, we write
(37) Eν : θu+νa = Aνh
sν +Bνθu+(ν−1)a
where we may assume Aν and Bν invertible at a general point p ∈ Wred ⊂ Σ(X,Θ, 〈a〉), so
that in particular:
(38) (degh θu+νa , modulo θu+(ν−1)a) = (degh θu+(ν−1)a , modulo θu+νa)
Consider the translate of (27) by (ν − 1)a:
(Rn)(ν−1)aθu+νa + (Rn)νaθ−u+(ν−1)a ≡ 0 , mod θu+(ν−1)a
restrict it to Wred, and compare the degrees in h mod θu+(ν−1)a. Set
(39)
degh(Rn)(ν−1)a = σ
degh θu+νa = sν
degh(Rn)νa = ℓ
degh θ−u+(ν−1)a = degh θu+(ν−2)a = sν−1
where in the last equality we used (38). We then have:
σ + sν = ℓ+ sν−1
Since Wred ⊂ ∩
r∈Z
Θu+ra, we have si ≥ 1, for all i ∈ Z. From Lemma 28, we get σ ≤ sν−1 − 1.
By Lemma 26 we get ℓ ≥ 1. Putting these inequalities, and the above equality together, we
get sν ≥ 2. But now passing, step by step, from equation Eρ to equation E1, (via Eρ−1), as
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we did in the last part of the proof of Theorem 18, we contradict equation (31). If ρ < 0, we
write, for ν ∈ Z :
(40) E ′ν : θu+νa = A
′
νh
tν + B′νθu+(ν+1)a
with A′ν and B
′
ν invertible, and we proceed as before, showing first that tν ≥ 2, and then
passing, step by step, from equation Eρ to equation E1. 
Remark 29. We observe that our method of proof for the case of one flex, or one degenerate
trisecant, shows that the flexes and the degenerate trisecants to the Kummer variety K(J(C))
are exactly the ones described by the theorems of Fay, Gunning and Welters.
We end up by giving a couple of examples of schemes of type Σ(X,Θ, G). Let C be a genus
g-curve. Set X = J(C), and let u : C → X be the Abel-Jacobi morphism, Set
Γ = u(C) ⊂ X
Choose points p, q, r, s in C, and set
α = u(p) , β = u(q) , γ = u(r) , x = 2ζ = u(s)− u(p)− u(q)− u(r)
meaning that ζ ∈ 1
2
(Γ− α− β − γ), that is ζ is in the preimage of Γ− α− β − γ under the
multiplication by 2 map. Also set
a = ζ + α , b = ζ + β , c = ζ + γ
If φ : X → K(X) ⊂ P = P2g−1, is the Kummer morphism, then φ(a), φ(b), φ(c) are collinear,
and we have, for some non-zero constants B and C:
θaθ−a +Bθbθ−b = Cθcθ−c
To make contact with the notation in [21], Theorem 1.2 we set
U = a−c = u(p)−u(r) , V = b−c = u(q)−u(r) , U−V = a−b = u(p)−u(q) , A = u(s)−u(r)
so that
a =
1
2
(A+ U − V ) , b = 1
2
(A− U + V ) , c = 1
2
(A− U − V )
Set
G = 〈U − V 〉 , G′ = 〈U〉 , G′′ = 〈V 〉
Let us show that, for an appropriate choice of C, and of the points p, q, r, s, we get:
(41) dimΣ(Θ, G) > 0 , Σ(Θ, G′) = Σ(Θ, G′′) = ∅
(showing, by the way, that in Lemma 5.5 in [21] it is implicitly assumed that 〈U − V 〉 is not
finite). To this end, let C be a genus-g curve that can be expressed as an n-sheeted cover of
P1 with at least two points of total ramification: p and q, and assume that n < g. Hence
n(U − V ) = n[u(p)− u(q)] = 0 ∈ J(C)
By taking r a general point in C, we get that both U and V generate J(C). It follows that
Σ(Θ, 〈U〉) = Σ(Θ, 〈V 〉) = ∅. On the other hand, Σ(Θ, 〈V − U〉) is the intersection of n
translates of Θ so that dimΣ(Θ, 〈V − U〉) ≥ g − n > 0, proving (41).
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