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We give several characterizations of those Banach spaces X such that the 
dual X* contains a complemented subspace isomorphic to CIO, l]*. We 
investigate operators on separable 6p, spaces whose adjoints have nonseparable 
ranges and apply our results to obtain a structure theorem for Zm spaces whose 
duals are not isomorphic to /r(r). 
INTRODUCTIOK 
We are concerned with giving a characterization of Banach spaces X 
such that X* contains a complemented subspace isomorphic to 
C[O, I] *. We are motivated by the following theorem of Pelczynski [9] 
as modified in [3]. 
THEOREM. Let X be a separable Banach space. Then the following 
are equivalent: 
(i) X contains a subspace isomorphic to 1,; 
(ii) X* contains a subspace isomorphic to L,; 
+ Part of this paper appears in the dissertation of the first named author, prepared 
at the University of California at Berkeley under the direction of Professor Haskell 
P. Rosenthal. 
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(iii) X* contains a subspace isomorphic to C[O, I]*; 
(iv) X* contains a subspace isomorphic to II(r) with r an 
uncountable set; 
(v) There exists a surjective operator T: X + C[O, I]. 
Our main result, which is an analog of Pelczynski’s theorem, is as 
follows. 
THEOREM 1. Let X be a Banach space. Then the following are 
equivalent : 
(i) X contains a subspace isomorphic to (C,“=, @ lccn)I; 
(ii) X* contains a complemented subspace isomorphic to L,; 
(iii) X* contains a complemented subspace isomorphic to C[O, I]*; 
(iv) X* contains a complemented subspace B and an in.nite set K 
whose closed linear span is B such that the elements of K are equivalent 
to the usual basis of l,(r) and K . d zs ense in itself in the weak* topology 
on X*. 
If, in addition, X is separable, then (i)-(iv) are equivalent to 
(v) There exists a surjective operator T: X -+ CIO, I] such that 
T*(C[O, I]*) is complemented in X*. 
As a consequence of Theorem 1 we show that a quotient space X 
of a separable 2Fm space contains a subspace isomorphic to(xz=r @ 1,7t)1 
or X* is separable and if X is an 2& space then X* is isomorphic 
to II(r) for some set r or X contains a subspace isomorphic to 
(C,“=, @ Zoc”)r . This is the “largest” space known to be a subspace 
of all 2& spaces whose duals are not isomorphic to II(r). We also 
show that (i)-(iv) of Theorem 1 are satisfied if X* contains a com- 
plemented subspace isomorphic to II(r) and the dimension of X is less 
than the cardinality of I’. 
The main technique in this paper is the use in Lemma 3 of the 
Liapounoff convexity theorem in conjunction with the construction 
performed in Theorem 1 of [I 31. Part of the proof of our Theorem 1 
follows from an extension of the well known fact that if X is an 9, 
subspace of Y, then X* is isomorphic to a complemented subspace 
of Y”. 
The immediate ancestors of this paper are the papers [3] and [13]. 
We refer the reader to these papers and to [4] for further details. 
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PRELIMINARIES 
All Banach spaces will be real Banach spaces and will be denoted 
by B, X, Y, Z. By an operator T: X + Y we mean a bounded linear 
operator. An operator P: X -+ X is a projection onto a subspace Z 
(i.e., a closed linear submanifold of X) if P2 -= P and PX == 2. 
In this case, Z is said to be a complemented subspace of X. An 
operator T: X ---f Y is an isomorphism if it is one-to-one with closed 
range; T: X---f Y is an isometry if I/ TX jl = 11 x/j for all x E X. 
If T is an isomorphism (isometry) onto Y, then X and Y are 
said to be isomorphic (isometrically isomorphic). I,: X -+ X 
will denote the identity operator on X. If X is a Banach 
space and M a subset of X, then the closed linear span of 44, 
denoted by [Ml, is the smallest closed subspace of X containing the 
set JI. 
If X is a Banach space, then X* denotes the dual or conjugate space 
to X, and, if T: X -+ Y is an operator, then T*: Y* ---f X* is the 
adjoint operator to T. By the weak* topology on X*, we mean the X 
topology on X* (cf. [I]). 
Basic sequences {xi} in X and {yJ in Y are said to be equivalent 
if for all sequences of scalars (ti>, C t,xi converges if and only if 
C tiyi converges. It follows from the closed graph theorem that 
K41 and HYJI are isomorphic if {xi} and {yi} are equivalent. 
In what follows, we will find it convenient to work with the Cantor 
set d = (0, l}No rather than the unit interval [0, 11. This will present 
no difficulty since by the result of Milutin (cf. [IO]), C[O, l] is isomor- 
phic to C(d). If K is a compact Hausdorff space, then C(K) is the 
Banach space of continuous functions on K, with I/ f I/ = sup{1 f(k)1 : 
k E K}. We will also use the fact that, by the Riesz representation 
theorem, C(K)* can be naturally identified with M(K), the space of 
regular Bore1 measures on K. 
As usual, L, is the Banach space of equivalence classes of measurable 
functions on [0, l] which are absolutely integrable on [0, l] (with 
respect to Lebesgue measure) with 11 fll = Ji j f 1 dx and L, is the 
space of equivalence classes of essentially bounded measurable 
functions, with 11 fll = ess sup 1 f(x)l. Also, Zr(r) is the set of functions 
f: r---f Iw such that 11 f/I = Cypr I,f(r)l < cc and Zm(r) is the set 
of functions f : T ---f Iw such that jl f 11 = sup{1 f(r)!: y E r> <: UJ. 
For each integer n, I,” (respectively Zr”) is the space consisting of 
n-tuples of real numbers (tr ,..., tn) with ll(tr ,..., tn)lI = max,l+ / ti 1 
(respectively I!(ti ,..., tn)lI = XL I ti 1). Th e usual unit vector basis 
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pof >; (or:) is the basis e, ,..., e, with e, = (I, 0 ,..., 0) ,..., e, = 
= (0 ,‘..) 0, 1). 
‘The ‘&?nadh’Hp:ce (EEr @ Imn)r ’ 1s the space of sequences (z~,~) for 
n = 1, 2 ,...; j = I ,..., n such that 
RESULTS 
We begin by giving a characterization of 5?r spaces which will be 
used in the proof of Theorem 1. As this lemma and its proof are 
implicit in [8], we provide only a short outline of the proof. (For the 
definition and properties of 3) spaces, see [8].) 
LEMMA 2. Let B be a Banach space. Then the following are 
equivalent: 
(a) B is an Zl space. 
(b) Let Banach spaces X and Y and an isomorphism S: X -+ Y 
be given. Then for every operator T: B -+ X* there exists an operator 
F’: B + Y* such that S* F = T. 
If B is an PI space, and the operator T in (b) is an isomorphism, then 
so is T. Moreover, ;f T is an isomorphism and T(B) is complemented 
in X”, then T is an isomorphism and [T(B) is complemented in Y*. 
Proof. (a) 3 (b). Th ere exists a net {B,} of finite dimensional 
subspaces of B and a constant h 3 1 such that 
u B, = B and cI(B, , Z~im’sa’) ,< A for all a. 
For each OL, put T, = T iBo: .- Then each T, can be lifted to an operator 
pa;,: B, + Y* such that 11 T, Ij < XI/ T(j. Extend each T to be a 
nonlinear, discontinuous function from B to Y* by defining T=(b) = 0 
forallb$B,.Then{~ti:B + Y*} is a net in the compact space 
where we consider Sr* in its weak* topology. Let T be a cluster point 
of this net in rr. Standard arguments show that p is linear, that p 
lifts T, and that 11 T jl < h 11 T/j. 
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(b) * (a): Let Q: B --t B** and Q1: B* ---f B*** be the canonical 
isomorphisms; then Q*Qr = Ig* . Let K be a compact HausdorfI space 
so that there exists an isomorphism S: B* + C(K); then by hypo- 
theses there exists an operator Q: B -+ C(K)* such that S*Q = Q. 
Thus, we have that &*S** = Q*, and so &*S**Q, = Q*Qr = I,, . 
From this, it follows immediately that S**Q, is an isomorphism of B* 
into C(K)** and that S**Q&* is a projection of C(K)** onto 
S**Q,(B*). Thus, B* is isomorphic to a complemented subspace of 
C(K)**, which implies that B* is an 9X space, and finally, that. B is 
an 9i space [8, Theorems III(a), III(b)]. 
The last parts of Lemma 2 are proved by standard arguments, and 
we omit them. 
We now proceed to the proof of Theorem 1. Implication (v) * (iii) 
is trivial; implication (iii) 2 (ii) follows from the Radon-Nikodym 
theorem and the Lebesgue decomposition theorem, and, in the case 
that X is separable, (iii) * (v) follows immediately from Theorem 1 
of [13]. (If x* contains a complemented subspace isomorphic to 
C[O, l]*, then X* contains a complemented subspace isomorphic 
to Zr(ZJ with r uncountable.) 
Remark. Implication (iii) => (v) of Theorem 1 is false without 
the separability hypothesis. Indeed, I,* contains a complemented 
subspace isomorphic to C[O, l]*. But by a theorem of Grothendieck 
[2], a separable quotient space of I, is reflexive, and, thus, no operator 
from 1, onto C(d) exists. In particular, (v) cannot hold. 
Proof of(i) * (iii). In the Cantor set A, let (A,,J n = 0, 1, 2,...; 
0 < i < 2” - 1 be closed open subsets satisfying 
(1) A,,, = A, An+l,Bi u An+l,zi+l = A,,i for all n, i; and 
A,,i n A,,i = m if i # j; and 
(2) the diameter of A,,i = l/Zn for 0 < i < 2” - 1. 
Let g,,i = x~,,~. (If 0 is a set then x0 denotes the characteristic function 
of 0.) Then, for fixed n, the set (g,,J (0 < i < 2” - 1) is isometrically 
equivalent to the usual basis of Zz. Let I,: Zg + [(gn,J&‘] be an 
isometry. 
Let 2 = (Cz=;, @ Z”,“)r . Define T: Z+ C(d) by T(b) = ~~~O~~(b,), 
where b = (b,),+ with b, E 1: for all n. It is easily checked that 
I] T 11 = 1, that T is onto, and by Theorem 1 of [13], T*(C(d)*) is 
complemented in 2 *. 
<C:=I 0 Ln)l > 
Since X contains a subspace isomorphic to 
th ere exists an isomorphism S: 2 -+ X; by Lemma 2 
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there exists an isomorphism R: C(B)* -+ X* such that R(C(d)*) is 
complemented in X *. This completes the proof. 
The next implication to be considered is (ii) => (i). Before giving 
the proof, it is convenient to introduce some notation. Define the sets 
SandS$S,rz=0,1,2 ,... byF=((n,i):n=0,1,2 ,... ;O<i,(2” I} 
and 9$ = {(m, i) E 9: 0 < m < n}. Let us say that a pair (n, i) E 9 
is greater than or equal to a pair (m,j) E 9 (denoted (n, ;) 3 (m,j)) 
if n > m and 2n-mj < i < 2”-“( j + 1) - 1. Finally, for f E L, , 
let the support off, denoted by spt( f ), be the complement of the 
largest open subset I’ of [0, 11 such that Jy / f j dt = 0. 
The first step in the proof of (ii) 3 (i) is the following lemma, 
whose proof is related to the proof of Theorem IV.3 of [4]. 
LEMMA 3. Let X be a Banach space, let 0’: L, ---t X* be an 
isomorphism such that (1 U 11 = 1, // U-l /j < A, and let P: X* -+ X* 
be a projection onto U(L,). Let (en) 6 e a decreasing sequence of positive 
numbers with lim, E, = 0 and Q, < *. 
Then there exist (f,,,) in L, and (x~,,~) in X for (n, i) E S such that 
(1) 11 f,,i (/ = I andf,,i 3 0 almost everywhere for all (n, i) E 9; 
(2) for each n, 1 spt(frLli) n spt(fn,i)l = 0 if i # j (we denote 
the Lebesgue measure of the measurable set 0 by I 0 I); 
if hi) 3 hi), 
otherwise; 
(4) maxi I ti I < I/ C&’ tix,,i I/ < A II PII (1 + 4 maXi I ti I for 
all n and all scalars t, ,..., t,,-, . 
Proof. The fn,i’s and the xn,$‘s and the X,,i’s are selected by 
induction on n. Let fo,o = XL,,,~ . By Goldstine’s theorem there exists 
an x0.0 E X such that UfO,O(xO,O) = 1 and Ij x,,~ I/ < h(l + Q). 
Assume now that (fn,J and (x?~,~) have been chosen for (n, i) E Fkdl 
satisfying (l)-(4). F or each (n, j) E q<-i we define L, functions $n,i by 
*n.i = U*G%,d* 
Then the functions 
I 
O<j<2”-1 
Vkfk--l,i for 0 ,( i < 2”-l - 1 
O<n<k-I 
are a finite number of L, functions. Hence, by the Liapounoff con- 
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vexity theorem (cf. [6]) th ere exists for each 0 < i < 2”-l -- 1 a 
measurable set Qi C spt(fk-,,i) such that 
and 
for every (n, j) E gkP1 . 
Define 
and 
fk,2i = 2Xfiifk-l,i 
fk,2(+* = 2X[SPt(fk--l,l)-Filfk-l.i. 
This completes the choice of (fk,i: 0 < i < 2k - 11. 
We now proceed to the choice of the set {xk,i: 0 < i < 2” - I>. 
Let Y = [(fk,i: 0 < i < 2k - l}] and let (yi*: 0 < i < 2” - 1) 
be the elements of Y* biorthogonal to the fk,i’s, i.e., 
(1 
Yi*(fk,J = I() 
if i = j, 
if i # j. 
Let R:X* + Y be defined by R = QUU-~P, where Q: L, ---f L, is a 
projection onto Y of norm one. Then 1) R )I < h /) PII. Thus, by 
Lemma 3.1 of [5], there exists an operator W: Y* -+ X such that 
II WI1 d ~l/Pll(l + ‘k) and 
W* lu(r) = R lo(r). 
Since R hy) = U-l Iuty) , W*( U(Y)) = Y, which implies that W 
is an isomorphism. Let x,~,~ = W(yi*) for 0 < i < 2k - 1. 
Having chosen the fk,$‘s and x~,~‘s, it remains to verify properties 
U)-(4). 
First, )I fk,z$ )I = s / fk,si ) dt = 2 ~CJ, fk-l,i dt = 1 fk-l,i dt = 1; 
Similarly 1) fk,zi+l I/ = 1. Clearly, both f~,2i and f/yzi+l are nonnegative 
almost everywhere and disjointly supported almost everywhere. This 
establishes (1) and (2). 
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Property (4) is obtained from this routine computation. Given 
scalars t, ,..., t2k--1 , then 
= o,gxl ’ 4 ‘1 
since 11 U /( = 1 and W*Ug = y for all y E Y. Also 
< A II P II (1 + Ek) m;x I ti I, 
since (yi*: 0 ,< i < 2” - I> is isometrically equivalent to the usual 
basis of I:. Thus, (4) holds. 
Finally, we verify property (3). First, we have that 
Uf&Xk,i> = Ufk*i(~Yi”> = w*ufk,i(Yi*) =fdYi*) = ):, 
if i = j, 
if i f j. 
So to complete the proof, it suffices to show that if k > n and 
i’ 0 <j < 2” - 1, then Lyk,&,J = lo if (k 2i) 2 (n,j), otherwise. 
(The proof forfk,si+I will be the same.) 
Observe that (k, 22) > (n, j) and (k, 2i) f (n, j) if and only if 
(k - 1, z) > (n, j). Thus, we have 
vf/c,zi(%J = ~*%dfk,d 
= hifwi dt s 
= 2 j-- kifm,i dt 
= 4:.ifk-,.i dt I 
= ~f&l.i(d 
1 if (k - I,i) > (n,j) 
0 otherwise 
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by the induction assumption 
il 
= lo 
if (k, 2i) >, (n,j) 
otherwise 
by the above observation. This completes the verification of (3) and 
of Lemma 3. 
Proof of(ii) + (i). With the notation of Lemma 3 let E, = 1/22n+3 
and select (xVL,J and (f,,J for (n, i) E F corresponding to the sequence 
E, . For each (n, i) E 9, define a relatively weak* closed subset W,,i 
of S,* by W7,,i = {x* E S,,: j x*(x,,J - 1 ( < E,~ and I x*(x%,~)/ < E, 
if j f i}. Note that if (m, i) 3 (n, j), then Ufn,i E Wm,j , since, by 
Lemma 3, Lyfi,i(x,,i ) = 1 and if I # j, Ufn,i(xm,l) = 0. In particular, 
if (n, i,) is a sequence with (0,O) < (1, il) < (2, ia) < a*., then 
n,“=i Wn,i, f 0 since Ufrv’,$, E (-$=i W9L,z, and the Wn,i,‘s are 
/IL compact. Also note that by construction, (and since c0 G, s), 
W7L,i n Wn,j = 0 if i # j. 
Now define K = nz==, (uz;’ W,,i) and A,,i = W,,i n K for all 
(n, z) E 9. By the above remarks, each A,,$ is a nonempty closed 
subset of K. Define T: X -+ C(K) by TX(~) = /z(x). It is immediate 
that // T/I = 1, j Tx,,Jk) - 1 1 < E, if k E A,,i , and / Tx,,Jk)I < E, 
if k E lJj+i A,,j so, (since the Tx,,~ s are continuous functions on K), 
each A,,i is open. Moreover, A,,, = K, An+l,Bi u An+l,Bi+l = A,,% 
for all (n, z) E 9 and A,,{ n A,,j = @ if i # j. Thus, defining 
g,l.i = xA,,( for all (n, ;) E 9, we have that [(g&: (n, i) E 91 is 
isometric to C(d), and /( Tx,,~ - g,,i /I < E, for all (n, i) E %. 
Next, let 2 be a subspace of C(d) isometric to (C,“c, @ Zaon)i and 
let (z~,~) be (n = 1, 2,...; 0 < j < n - I), the normalized unit vector 
basis of 2. That is, given scalars (&) for n = 1, 2 ,..., 0 < j < n - 1, 
then 
Put B, = [(gn,J&i] f or each n. Now fix n. Since lJz==, B, is dense 
in C(d), there exists an integer N depending on n and elements 
J&,0 ,“., h,,,-i of norm 1 in B, such that 11 h,+j - z,,~ 11 < 1/2”r+3 for 
0 < j < n - 1 and such that 2N~, < 1 /2n+3. Then if (uii) are scalars 
such that h,,j = C:$’ aijgN,i for 0 < j < n - 1, we define i,,i in X 
by f,,j = C:Ei’ aijxN,i for 0 < j < n - 1. We claim that [(Zn,j: 
n = 1, 2,...; 0 < j < n - I)] is isomorphic to 2. 
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First note that for fixed j, 
(max, / aii / = 1 since jj Iz,,~ /I = 1 for all j.) Next, given scalars 
t, ,“‘7 t,-, , we have 
< 4h max I tj I 
OS~S;n-1 
(by choice of the E,‘s). 
Thus, given scalars (&) n = 1, 2 ,..., 0 < j < n - 1, we have 
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Finally, to get the other inequality, we have that 
2 f max I t,,, I - f (my I LA I) (-$&I 
n=l 3 11=1 
> i f max I t,,, I. 
n=l ' 
These computations show that the sequence (&j) is equivalent to the 
sequence (a%,$) and completes the proof of (ii) 3 (i). 
Remark. We can also prove (ii) 2 (i) without using the Liapounoff 
convexity theorem. The proof is similar to the proof of Proposition 2.3 
of [9] but uses the local reflexivity principle instead of Goldstine’s 
theorem (which is used in [9]) to select a basic sequence in X equiva- 
lent to the usual basis of (Cz=i @ Z,“)i . 
Proof of (iv) 5 (i). As the proof is almost identical to the proof 
of Theorem 1 of [13], and similar to the proof of (ii) * (i) above, we 
only provide a sketch of the proof. 
As in Theorem 1 of [ 131, we construct a compact Hausdorff space Q; 
closed open subsets A,,i of Q for (n, ;) E: 9 satisfying A,,, := 52, 
&,1,2i " 4iLZi'l = A,,i for all (n, z) E 9 and A,,i n J& := m 
if i #j; and x,,~ in X for (n, i) E S such that 
and an operator T: X -+ C(Q) such that \I TX,,i - ~a, e‘ I/ < l/22n. 
We now proceed exactly as in the proof of (ii) Z- (i) and show that X 
contains a subspace isomorphic to (Czz.l @ Icun)i. (In Theorem 1 
of [13], the assumption that X is separable is used to insure that the 
above can be chosen so that [{xA,.#: (n, i) E 9”)] is211 of C(Q). But this 
is not necessary to insure that X contains (x+i @ Z,“)i isomor- 
phically.) 
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To prove the remaining implication of Theorem 1, (i) * (iv), 
we use the following lemma; we wish to thank John Walsh for showing 
it to us. 
LEMMA 4. Let K and M be compact Hausdorff spaces with M 
perfect and suppose $1 K -+ M is continuous and onto. Then there exists 
a subset Q of K such that Q is dense in itself and q3 /o is one-to-one and onto. 
Proof. By standard arguments there exists a minimal closed subset 
Kl of K such that +(Kl) = M, Since M is perfect, Kl is perfect. 
Choose for each m E M, k,, in K, such that $(k,) = m. Let Q =: 
{k,: m E M}. Since d(Q) = M and Kl is minimal, Q =- Kl . We now 
only have to observe that since K, is perfect and Q is dense in Kl , 
Q is dense in itself. 
Proof of(i) 3 (iv). Let 2 = (xz==, @ ZE)i , and let T: 2 + C(d) 
be the obvious operator from 2 onto C(d), i.e., the operator considered 
in the proof of (i) * (iii). Let J: 2 + X be an isomorphism. Taking 
adjoints, we have the following diagram: 
X* 
1 
J’ 
cw* Z z* -5 C(A)* 
where RT* = Iced)* . Note that T*(d) is homeomorphic to d. (We 
identify d with the set (6,: e E O> of positive point masses.) 
By the closed graph theorem, there exists an L < CO so that 
J*(L&) 3 S,, . Let K = J*-l{T*6,: e E O} n LS,, . Then K is 
weak* compact and J*(K) = T*(d). Thus, by Lemma 4, there exists 
{k,: e E O} C K which is dense in itself in K and such that J*(k,) = 
T*(6,) for all e E d. A standard computation now shows that {kc: e E O} 
is equivalent to the usual basis of Ii(O), and, finally, if 4: II(O) -+ 
[{K,: e E 0}] is the obvious isomorphism, then R J*$ = I+,) , which 
implies that [{ke: e E 0}] is complemented in X*. This completes 
the proof of Theorem 1. 
As immediate corollaries to Theorem I, we have the following. 
COROLLARY 5. Let X be an 9m space. Then X* is i;omorphic to 
&(I’) for some r OY X contains a subspace isomorphic to (&EI @ Z,,n)l . 
Proof. It is shown in [13] that if X is an .5$= space then X* is 
isomorphic to II(r) for some I’ or X* contains a complemented 
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subspace isomorphic to C[O, l]*. The result now follows from 
Theorem 1. 
COROLLARY 6. Let X be a weakly compactly generated Banach space. 
Then X satisjes (i)-(iv) of Th eorem 1 if and only if there exists a surjective 
operator T: X -+ C(A) such that T*(C(A)*) is complemented in X*. 
Proof. Assume that X contains a subspace 2 isomorphic to 
(G 0 L%)l * S’ mce 2 is separable, it follows from Theorem 2.1 
of [7] that there is a projection P: X ---f X, I( P I/ = 1, such that PX 
is separable and P(X) 3 2. By Theorem 1 (v), there exists a surjective 
operator TO: P(X) + C(A) such that To*(C(A)*) is complemented 
in P(X)*. Define T: X ---f C(A) by T = T,,P. Then by Theorem 1 
of [13], T*(C(A)*) is complemented in X*. This completes the proof 
of Corollary 6. 
Before continuing, we recall the following definition from [I 31. 
An operator T: X --f Y is said to admit local selections if there is a 
constant X > 1 such that whenever B is a finite dimensional Banach 
space and 4: B + Y is an operator, then there exists an operator 
4: B -+ X with Ij $ // < h 114 11 and T$ = 4. In [13] it is proved that 
an operator T: X -+ Y admits local selections if and only if T* is an 
isomorphism and T*(Y*) is complemented in X*. 
PROPOSITION 7. Let Y be a separable 9m space, X a separable 
Banach space and T: Y -+ X an operator such that T*(X*) is non- 
separable. Then (a) There exists a weak* closed (in Y*) subset K of the 
unit ball of T*(X*) such that the set {k: k E K} is equivalent to the usual 
basis of II(I’) with P an uncountable set and such that B = [K] is 
complemented in Y*. 
(b) For any subset K satisfying (i) above, there exists a subset A, 
of X* such that 
(1) A, is homeomorphic to the Cantor set; 
(2) T* IdI is a homeomorphism and A, = T*(A,) C K; 
(3) The obvious operators 4: X -+ C(A,) and #: Y -+ C(A,) 
admit local selections; (The “obvious” operator 4: X -+ C(A,) is defined 
by +X(V) = v(x)for x E X, v E A,; similarly for 4.) 
(4) The following diagram is commutative: 
YTX 
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where (T* IA,)‘: C(d,) + C(d,) is dejned by (T* Idl)Og(y) = g(T* l+y) 
for g E C(d,), v E d, . 
Proof of (a). We first observe that by Theorem 4 of [13], Y* is 
isomorphic to C(a)*. Th us, by Lemma 1.3 of [12], T*(X*) contains 
a subspace B, isomorphic to Ii with r, uncountable such that B, 
is complemented in C(d)*. It follows from Lemma 4.2 of [9] and a 
standard perturbation argument that there exists a subspace B of X* 
isomorphic to Ii(r) with r uncountable such that T* Is is an isomor- 
phism and T*(B) is complemented in C(d)*. 
Let {fY:y~r} b e a normalized basis for T*(B) equivalent to the 
usual basis of Ii(r). Then cl*({f,,: y E r)) C T*(X*) (since {T* I;l(fY): 
y E r} is a norm bounded subset of X* and T* is weak* continuous). 
Now by Theorem 1 of [13], there exists a sequence {&: (n, i) E F} 
in (fy) such that K = c~*(L~,~: (n, ;) E 9) is homeomorphic to the 
Cantor set, (k : K E K} is equivalent to the usual basis of Ii(r), and 
[K] is complemented in Y *. This completes the proof of (a). 
Proof of(b). Ob serve that by the proof of Theorem 1 of [ 131 there 
exists a weak* closed subset d of K homeomorphic to the Cantor set 
such that the obvious operator 8: C(M) --t C(d) admits local selections. 
By Lemma 3.1 of [9], there exists a constant A < CO and a subset 
ix,<*: tZ E O] of X* such that I/ xk* jj < A and T*x,* = k for all 
K EA. Let D = cl*{x,*: k E O}. Then J2 is weak* compact and 
T*(Q) = d. Hence, by Lemma 4, there exists a subset {fk: f c A) 
of 0 which is weak* dense in itself and such that T*f,, = k for all 
k E d. A standard computation shows that (fk: k E O> is equivalent to 
the usual basis of Ii(r) with r uncountable and that [{fk: k E 0}] is 
complemented in X*. 
We now apply a slightly refined version of the construction of 
Theorem 1 of [13]. N amely, we select the following: 
(1) A set {f,,i: (n, ;) E P} C (f,<: k Ed) with f,,+l,2i = fn,i for 
all (n,i)ET; 
(2) A set (xnei:(n, ;) E 91 in X with d([(qi: 0 < i < 2” - 111, 
en) < A(1 + (l/2”)) f or all n (and some fixed constant h); 
(3) Relatively weak* open sets W,,i in AS,* such that 
(i) the diameter of W,,i is < l/2” (with respect to some 
compatible metric on AS,.); 
(ii> wn+l,2i” Wn+x4i+l C W,,i andf,,ig W,,i for all (n, i) ~9 ; 
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(iii) for all (n,j) E 9, if x* E Wn,j n (fk: K E A}, then 
/ X*(Q) - 1 1 < 2-2% and if i # j, then 1 x*(x,,J < 2-2n; 
(iv) for all n, T*(cl*(W,,J) n T*(cl*(W,,i)) = @if i f j. 
The objects above are selected by induction on n exactly as in 
Theorem 1 of [13] together with the following observation: (3-iv) is 
the additional property we require. It can be satisfied at each stage 
of the construction since T* I~js:AEs) is one-to-one and T* is weak* 
continuous. 
Now, let 
A, = fi (yj’ cl*(w,,J n {f,zg k E A)) = cl*{f,,i: (72, i) E Y}. 
n=O i=O 
By construction, A, is homeomorphic to A, A, C cl*{f,: K E A} C 0 so 
T*(d,) C K, and T* Id1 is one-to-one. (To see this last assertion, let 
3, v2 E A,, vr # v2. Then there is an n and i # j so that 
v1 E cl*( Ml,,% n {f/y h E A)) and v2 E c~*(W,,~ n {fk: k E A)) which 
implies by (3-iv) that T*v, # T*v2 .) 
Now let $: X -+ C(A,) and #: Y -+ C(A,) be the obvious operators 
where A, = T*(A,). By Theorem 1 of [13], + admits local selections, 
and since # = RB (where R: C(A) -+ C(A,) is the restriction operator) 
and 0 admits local selections, it is clear that 4 does also. 
It remains only to show that the diagram in (4) commutes: Let 
gEC(M), VEA,. Then (T*)O#g(v) = #g(T*v) = T*v(g) = v(Tg) = 
$Tg(v). Thus, +T = (T*)O$, and the proof of Proposition 7 is complete. 
,4s an immediate consequence of this proposition, we have the 
following corollary. 
COROLLARY 8. Let Y be a separable 2Zm space, X a Banach space, 
and T: Y + X an operator such that T*(X*) is nonseparable. Then 
there exists a subspace Z of Y isomorphic to (Cz’l @ Zon)l such that 
T jz is an isomorphism. 
Proof. By considering, if necessary, the space X0 = T(Y) and 
the operator To: C(A) + X0 given by T,f = Tf, we may assume 
without loss of generality that X is separable. Let K be the set 
constructed in part (a) of Proposition 7. Let A,, A,, $, and 4 be as 
in part (b) of Proposition 7 for the set K and for the operator 
T: Y + X. Then, since +T = (T*)O+, 4 admits local selections, and 
(T*)O is an isometric isomorphism, it follows that +T admits local 
selections. Clearly, if we show that there is a subspace 2 of Y isomor- 
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phic to (zz=r @ Zac71)r such that +T iz is an isomorphism, then T iz 
is an isomorphism. We are, thus, reduced to showing the following 
sublemma. 
SUBLEMMA. Let Y be any Banach space and U: Y -+ C(A,) be an 
operator which admits local selections. Then there exists a subspace Z of Y 
isomorphic to (zrEI @ 12-n)I such that U Iz is an isomorphism. 
Proof. Let 0: (~~=r @ ZmrL)l -+ C(A) be an isomorphism, and let 
‘57, = u llmfL. Then there is a constant X > I such that, for each n, 
we can find an operator 6,: 1,” - Y such that /I 6,II < h // u, I/ < 
hlloi/andU6,=o,. Let{e,,i:n= 1,2,...;i- l,...,n}betheusualbasisof 
!,ZI=; 0 Lo%. A t d d s an ar computation shows that (6,e,,,i: n = 1,2,...; 
,a.., n} is equivalent to {e,,i: n = 1, 2 ,...; i = l,..., n> and, if 
2 = [{ii,eT,Fi: n = 1, 2 ,...; i = l,..., n}], then U Iz is an isomorphism. 
This completes the proof of the sublemma and, thus, of Corollary 8. 
As a final corollary to Proposition 7, we give a different and perhaps 
more straightforward proof of a Theorem of Pelczynski [l 11. 
COROLLARY 9. Let X be a separable Banach space, M an uncountable 
compact metric space, and T: C(M) - X an isomorphism. Then there 
exists a subspace B of C(M) isometrically isomorphic to C(A) such that 
T(B) is complemented in X. 
Proof. The operator T”: X” - C(M)* is a surjection. Hence, 
by Proposition 7, we may select a subset A, of X* weak* homeo- 
morphic to A such that T*(A,) = A, C M and T* j A, is a homeo- 
morphism, the operators (b: X - C(A,) and 16: C(M) -+ C(A,) admit 
local selections, and the following diagram commutes: 
C(M) --T- x 
* 1 4 6 
C(4) __ (T*,F C(4). 
Since A, C M, the “obvious” operator #: C(M) + C(A,) is just the 
restriction operator. 
Now, by the Borsuk extension theorem there exists a subspace B 
of C(M) such that I/ JB: B + C(A,) is an isometry onto. Let 
S: C(A,) - B be an isometry such that $S = Ic(dz) . We then have 
that lccdz) = [(T*)“]-‘+TS, f rom which it follows immediately that 
T(B) is complemented in X. This completes the proof of Corollary 9. 
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The final result we wish to state is the “complemented analog” 
to Theorem 1 (II) of [3]. 
THEOREM 10. Let X be a Banach space. Assume that X* contains a 
complemented subspace isomorphic to II(r) and the dimension of X is less 
than the cardinality of r. Then X* contains a complemented subspace 
isomorphic to C[O, I]*. 
Recall that the dimension of a Banach space X, denoted by dim(X), 
is the least cardinal number M such that there exists in X a set of 
cardinality HL whose closed linear span is X. Also, if K is a topological 
space, then the topological weight of K, denoted by wt(K), is the 
least cardinal number B/I for which there is a base for the topology 
of K having cardinality 41~. We will use the fact that for an infinite 
dimensional Banach space X, dim(X) = wt(S,,) where S,* has the 
relative weak” topology of X*. 
We show that if X satisfies the hypotheses of Theorem 1 I, then X 
satisfies (iv) of Theorem 1. This is accomplished by the following 
elementary lemma. 
LEMMA 11. Let K be a Hausdorff space and S a subset of K. If 
card(S) > wt(K) then S contains a subset which is dense in itself. 
Proof. Let 4% = wt(K) and define 5” = {x E S: if x E U, U open, 
then card( U r\ S) > G?>. We shall show that S’ is dense in itself. 
Let (Uh: h E A> be a base for the topology of K with card(A) q = #il. 
We first observe that S’ is nonempty. If S’ is empty, then for every 
x E S there exists h, E A such that x E UAz and card( UAr n S) .< m. 
Define A’ = {X E (1: X = h, for some x E S>. Then, since S = 
u{ U, n S: h E A’>, card(S) < &if card( U,, n S) < 92~ . card(/l’) < M, 
which is impossible since card(S) > 41~. Thus, S’ is nonempty. 
Next notice that (S - S’)’ is empty. By the above observation, 
card(S - S’) < 4~. Let x E S’ and U be an open set with x E U. 
Then, since card( U n S) > M and card(S - S’) ,< .GZ, it follows 
that card( U n S’) > M. This shows that S’ is dense in itself and 
completes the proof of Lemma 11. 
Remark. Theorem 10 can be proved using cardinality arguments 
as in [3] without appealing to topological considerations as in the 
above lemma. 
The following example shows that the converse to Theorem 10 
is false. Let I’ be a set of the cardinalitv of the continuum, C, and let 
X = c,(r) 0 C(d) with lltf, g)ll = ~=4lh~ llg II> forfe cdJ%g E Wb 
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Then X contains (zz==, @ Zccn)l and dim(X) = r. But X* = 
(II(r) @ C(d)*), which is isomorphic to C(d)*, and it is clear that X* 
can have no subspace isomorphic to II(F) with card (F) > c = dim(X). 
FINAL REMARKS 
Let 2 = (C,“=l @ Zcorh)1 , and for every cardinal number W, let 
2, = (CeEA @ Z& where card(A) = +)‘/I and 2, = Z for all 01. It is 
possible to show that Z,,* contains a complemented subspace isomor- 
phic to C(d,J* where A,, = (0, I}“. (The obvious onto operator 
T: 2 + C(d,) admits local selections, and, by Theorem 1 of [I 31, 
T*(C(d,)*) is complemented in .Z*,*.) Moreover, if X contains a 
subspace isomorphic to Z,, , Lemma 2 above implies that X* contains 
a complemented subspace isomorphic to C(d,)*. But for +z > x,, , 
we do not know if the converse is true. This suggests the following 
problem. 
Problem 1. Let GJ > x0 be a cardinal number, and let X be a 
Banach space such that X* contains a complemented subspace iso- 
morphic to C(d,)*. D oes X contain a subspace isomorphic to Z,,,? 
Related to this problem and our results are the following problems. 
Problem 2. If X is an 9% space such that X* is not isomorphic 
to I,(r), does X contain a subspace isomorphic to C(d) ? 
Problem 3. If X satisfies (i)-(iv) of Theorem 1, does X have a 
quotient space isomorphic to C(K)for some(not necessarily metrizable) 
perfect compact Hausdorff space K ? If so, then does there exist a 
surjective operator T: X + C(K) which admits local selections ? 
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