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Under steady fluid loading, elastic structures are liable to exhibit dynamic 
bifurcations to limit cycles: such unimodal instabilities are referred to as 
galloping while such multimodal instabilities are referred to as flutter. The 
trace of limit cycles energing from the critical equilibrium state can be 
either super-critical and stable, in analoyy with a stable symmetric static 
bifurcation, or sub-critical and unstable, in analogy with an unstable 
symmetric static bifurcation. Galloping of a bluff body in a steady flow 
can be of the unstable type, and we might expect some form of imperfec- 
tion sensitivity, althouyh in contrast to static bifurcations, a Hopf bifurca- 
tion is actually topologically stable under the operation of a single control 
parameter: the form of the Hopf bifurcation cannot be rounded off or 
destroyed by imperfections as in the static case. However, since the 
dynamic instabilities are associated with a well defined and non-zero 
circular frequency we might expect the failure ‘load’ to be sensitive to 
resonant periodic forcing, and this is here shown to be the case, with a 
two-thirds power law sensitivity analogous to the static cusp. 
The conclusion is drawn that the concept of structural stability, vital 
as it is to good mathematical modelling, must be examined with care, 
particular attention being given to any restrictions on the class of allowable 
perturbations. 
Introduction 
An important concept in mathematical modelling is that of 
structural stability which was introduced by Andronov and 
Pontryagin’ in 1937 and has been emphasized recently by 
the work of Thorn and Zeeman. In a simple autonomous 
system structural stability requires that the topological 
form of the phase portrait should be preserved in the 
presence of small perturbations of the original model. An 
undamped linear oscillator is therefore structurally unstable 
because the introduction of even infinitesimal damping will 
change elliptical centres into spiralling foci. While this 
topological instability of an undamped system is un- 
important for conservative systems, it becomes vitally 
important for gyroscopic and circulatory systems where 
even infinitesimal damping can induce a finite destabiliza- 
tion.’ 
In examining claims of structural stability, however, we 
must always examine for which class of perturbation it has 
been established. In catastrophe theory, for example, the 
perturbations contemplated are simply small changes in 
the form of the total potential energy function, while in 
dynamical systems theory the perturbed form of an auto- 
nomous system is itself usually assumed to be autonomous. 
The perturbations and disturbances suffered by a real 
physical system are not, of course, restricted in such a neat 
way, so care must be taken in accepting the simple adage 
that ‘since a phenomenon is structurally stable it will be 
observable in the real world’. 
As an example of these limitations, we consider here a 
simple nonlinear oscillator exhibiting a dynamic bifurcation 
of the general Hopf type such as might arise in the galloping 
of a flexible structure in a wind. Such bifurcations are 
usually regarded as topologically stable under the operation 
of asingle control parameter, and are indeed not rounded 
off in the usual way by autonomous perturbations. How- 
ever, we show here that such a bifurcation is indeed des- 
troyed by a nonautonomous sinusoidal forcing, giving a 
resonance sensitivity with the two-thirds power law of 
the well known cusp. Moreover, the correspondence with 
the static cusp bifurcation is very precise, allowing the 
explicit use of standard static diagrams and formulae for 
the dynamic bifurcation. 
It should be noted that our example might be expected 
to be sensitive to sinusoidal forcing, because when repre- 
sented as an autonomous system in (x, ii-, t) space the 
(periodic) solution (x, i) = (0,O) undergoes a bifurcation 
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which is degenerate and not usually considered an authentic 
Hopf bifurcation. 
Modes of instability of elastic structures 
An elastic structure exhibiting unimodal behaviour can 
undergo a static bifurcation as its effective stiffness becomes 
negative due, for example, to fluid loading.3 This is indicated 
in the space of damping b versus stiffness c in Figure I, 
which shows the phase portraits and the characteristic 
roots for each domain. 
We notice here the pathological nature of the conserva- 
tive undampe,d systems with centres lying on the transition 
between stable and unstable regions: damping should there- 
fore always be included in discussions of stability, thus 
avoiding many paradoxes that can arise in the analysis of 
nonconservative gyroscopic and circulatory systems. The 
parabola of critical damping is shown as a heavy curve, and 
we notice that structural damping, however light, will 
always become super-critical before a static bifurcation can 
occur. 
Just as damping should always be included, so too should 
nonlinearities to obtain a well defined bifurcational view, 
and four typical nonlinear bifurcations corresponding to 
our earlier linear transitions are summarized in Figure 2. 
Here sketches of the phase space (x, i) are shown at 
different values of a loading parameter A, and we see that 
while the static bifurcations give rise to a path of stable 
or unstable equilibrium states, so the dynamic bifurcations 
give rise to a trace of stable or unstable limit cycles. 
Now the galloping of a bluff elastically supported body 
in a steady fluid flow can be of the unstable dynamic type, 
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Figure 2 Comparison of four well known static and dynamic 
bifurcations 
figure 7 Phase portraits and roots structure in MI, c) space 
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and we could perhaps therefore expect some form of 
imperfection sensitivity as in the static case. It is known 
however that such a dynamic Hopf bifurcation4 is actually 
topologically stable under the operation of a single control 
parameter, but since the dynamic instabilities are associated 
with a definite circular frequency we might expect their 
failure ‘loads’ to be sensitive to resonant periodic forcing. 
Such a periodic forcing would not normally be contem- 
plated in the assessment of topological stability, but could 
naturally arise in a real physical problem. The inclusion 
of a forcing term as a bifurcation parameter, however, has 
been considered by several authors.5-8 
A heuristic study 
Let us consider a one degree of freedom nonlinear oscillator 
with the equation of motion : 
f tlli tcx tN(x,x)=fsinot (1) 
where x is the displacement, b is the damping, c is the stiff- 
ness and N represents the nonlinear terms: a dot denotes 
differentiation with respect to time t. The forcing term 
on the right-hand side has amplitude f and the same circular 
frequency given by w2 = c as the corresponding undamped 
linear oscillator. 
We assume now that as in unimodal galloping3 the net 
damping b decreases with the fluid velocity, a measure of 
the latter supplying us with a primary control parameter A. 
A dynamic instability is next assumed to arise as b, which 
incorporates positive structural damping and negative 
flow induced damping, passes through zero at A = AC and 
we model this by writing: 
b=AC-A (2) 
With appropriate nonlinearities N(x, z?) and f = 0 we shall 
now have an unstable Hopf bifurcation4 in which the limit 
cycle amplitude A is a positive constant k times the square- 
root of the load decrement b : 
A=&112 A2=k2b 
as shown in Figure 3. 
(3) 
The supersposition of some forcing, f # 0, will clearly 
trigger this instability at a value of A less than AC and we 
can estimate this by considering when the forced oscillation 
1 A 
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AMPLITUDE LINEAR RESONANCE 
UNDER f SINwt 
HOPF BIFURCATION 
LIMIT CYCLE 
Figure 3 Resonance sensitivity in an unstable Hopf bifurcation 
of linear resonance has the amplitude of the unstable limit 
cycle. 
Now the amplitude of linear resonance, obtained by 
setting N = 0, is given for light damping by the well known 
result: 
A-f (4) 
so for futed f we have the asymptotically rising curve of 
Figure 3. This intersects the trace of limit cycles when: 
kbli2 = ffob (5) 
so we have : 
b = (f/uk)2’3 (6) 
Thus since o and k are constants, and b = AC - A we have: 
(Reduction in load) 0: (Forcing strength)2’3 (7) 
indicating a two-thirds power law cusped resonance 
sensitivity. 
A closed-form nonlinear analysis 
The heuristic study suggests that we have a cusped sensi- 
tivity, and we make now an analysis of a particular non- 
linear oscillator that allows a closed form solution for its 
steady vibrations. 
Suppose that in equation (1) we have the rather special 
nonlinear terms : 
N=D(x2t2)i (8) 
where D is a constant, and let us look for a solution in the 
form of a steady periodic response :
x =Acosot (9) 
Substituting this into the equation of motion the coefficient 
of coswt vanishes because w2 = c (this precise resonance is, 
of course, another very special and perhaps nontypical 
assumption), Now the nonlinear equation will clearly admit 
a simple closed form solution if o = 1 so that x2 +X2 = A2, 
and we now assume this to be the case. The equation of 
motion containing now only sinwt terms is then com- 
pletely satisfied if: 
DA3+bA+f=0 (10) 
With f = 0 we have the dynamic bifurcation formulae : 
.4=0 or A2=k2b (11) 
where k2 = - D-l, D being taken as negative to ensure an 
unstable bifurcation, as shown in Figure 4. 
Nonzero values off now round off the bifurcation 
exacly as in a static unstable symmetric bifurcation 
governed by the potential energy function: 
V=)Dx4-&(A-Ac).x2tex (12) 
for which the equilibrium equation is: 
aP’/ax=Dx3-(A-A’)xte=O (13) 
This is identical to (10) with A =x, b = - (A - A”) as 
previously defined, and the forcing amplitude fequal to 
the imperfection parameter of the static theory, E. 
So we can now draw the well known bifurcation diagram 
(Figure 2 of reference 9) now with a dynamic Hopf bifurca- 
tion at C and a dynamic fold for ‘imperfect’ systems. This 
dynamic fold involves the coalescence and vanishing of a 
stable limit cycle with an unstable limit cycle, and is the 
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aji+bk+cx+D(x*+k*)k = 0 
a=c w=l x=Acos t DA*=-b 
la 
ATTRACTING 
LIMIT CYCLE 
ATTRACTOR 
[ b = I\C-A 1 
REPELLING 
LIMITCYCLE 
Figure 4 Closed form solution for a dynamic Hopf bifurcation 
obvious dynamic analogy of the static fold or limit point. 
Using the general result of the static bifurcation theory, 
equation (36) of reference 9, the resonance sensitivity is 
given by : 
A - AC = 30 1'3(f/3_)2'3 (14) 
Comparison with (6) shows that the heuristic study obtained 
the correct form of solution but with the wrong numerical 
coefficient : this is not at all surprising. 
Had we looked instead for a steady periodic 
solution : 
x =A cost +Bsint 
in place of (9) we would have found that for f = 0 solutions 
are given by: 
A=0 B=O 
or 
A2+B2=k2b 
where k2 = -D-l. Thus every point on the circle A2 + B2 
= k2b represents a steady periodic solution, that is a fixed 
point on the Van der Pol plane. So by introducing a non- 
zero f the circle of fixed points has been broken into two 
isolated points. As f increases, one of these coalesces with 
the fixed point that was originally at (0, 0), as we shall see. 
Thus although there are strong links with the ‘rounding off’ 
of a symmetric bifurcation (cusp catastrophe) they must be 
expressed rather carefully. For example, the bifurcation 
diagram, or cusp in (f, b) space, differs from that of static 
theory in that it is not structurally stable. 
Numerical investigation 
Let us now investigate all motions of the system, and let US 
fixb=0.5,D=-1,f=0.1,c=1ando=1.From 
equation (10) we can now obtain the values of the ampli- 
tude A for steady vibration, and from a simple iterative 
scheme these are found to be: 
AS = - 0.56959 . . 
AP= - 0.22183 . . . 
and 
AC = 0.79 143 . . . 
The curve for f = 0 is shown in Figure 5. As the loading 
parameter A is increased, corresponding to a decrease 
in b, a stable path is drawn along the A-axis and an unstable 
path is traced outside this. The point of bifurcation, where 
the two curves meet, obviously occurs at b = 0. 
Upon introducing a nonzero value off the bifurcation is 
seen to be broken and rounded off. This is clear when the 
curve corresponding to a value off = 0.1 is drawn. At a 
value of b = 0.5 are shown the amplitudes of steady state 
vibration; AS and AC are both unstable while AP is the only 
stable vibration. For any value of b below the critical value 
of bC there is only one steady but unstable vibration, and all 
trajectories tend to infinity. The point bC corresponds to a 
saddle-node coalescence’ in the Van der Pol plane, as will 
be shown later. 
Figure 6 shows some typical trajectories of the phase 
portrait for equation (1) with (8). The steady paths are 
clearly observable as constant amplitude spirals along the 
t-axis. Note that the nonautonomous equation (1) has non- 
crossing trajectories only in the space (x, X, t) since t occurs 
explicitly in this equation. 
The trajectories of this figure were solved using a fourth 
order Runge-Kutta numerical technique with the results 
plotted directly by computer. 
b 0.5 bM 
AC= 0.791 El AP= -0.222 As=-0.570 
Figure 5 Unstable symmetric point of bifurcation 
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-_ 
Figure 6 Threedimensional phase portrait: b = 0.5, f= 0.1 
X 
Figure 7 ‘Snapshot’ of figure 6 looking along t-axis 
Although the resulting phase portrait ofP@ure 6 gives 
an aid to understanding, we can further elucidate the 
behaviour by ‘unscrewing’ the trajectories in a manner 
which suppresses the time dependency: the resulting portrait 
is drawn on the Van der Pol plane. A full discussion of 
stability will be left to the Van der Pol study, but it is 
worth noting from Figure 6 that the orbit P represents 
the only stable steady solution; the other two orbits, S and 
C, both represent unstable solutions. 
Van der Pol plane 
At a given instant in time the state of the system can be 
represented, in a simple (x, X) space, as shown in Figure 7. 
The point K represents the state of the system which, at an 
instant t, has amplitude r and leads the forcing function, of 
amplitude f, by @ radians. Here we are supposing that fis at 
an angle ot to the X-axis measured in a clockwise sense. 
From this figure we see that: 
x = r sin(ot + $) (15) 
where, in general, r and 4 are the (variable) amplitude and 
phase difference respectively. Moreover, it is clear that: 
r = J(x’ + _?*) 
and $ = tan-‘(x/i) - wt. 
To obtain the Van der Pol plane we simply plot X against 
2, where : 
X = r sin+ 
X=rcos@ 
The result is given in Figure 8 and, for the typical point K, 
we note that the regular dependency upon t is suppressed 
although the amplitude remains unchanged. This diagram 
therefore summarizes the shift in phase relative to the 
forcing term, as well as the amplitude variations. 
A complete phase portrait with several trajectories is 
produced in Figure 9. On this plane equilibrium points 
represent steady solutions of the form x =A cost; that is, 
the equilibrium points lie at .*7r/2 radians to the vector f 
which is directed along the X-axis. The trajectories now 
represent, in general, nonperiodic transient solutions. Here 
the points S, P and C correspond to the steady state vibra- 
tions of Figure 6. 
On the Van der Pol plane the trajectories no longer 
cross as dramatically as they would in the (x,X) plane, but 
there is some ‘local’ crossing due to the presence of higher 
harmonics which generate ‘cusping’ or ‘looping’ along a 
trajectory. The amplitudes of these harmonics tend to 
decrease as the trajectories approach an equilibrium point. 
Since this Van der Pol plane suppresses the detailed state 
within a cycle and simply records the amplitude and phase 
relative to f, there will be no major crossing of trajectories 
to the extent that the amplitude and phase are slowly 
varying:’ and we shall see how it arises analytically in the 
following section. 
In the neighbourhood of an equilibrium point, for 
example at the point q-0.22183, 0), there appears to be a 
strong numerical instability of the algorithm : making the 
time step shorter does not help - indeed, it makes matters 
worse. To observe this phenomenon, though, the area 
around P must be greatly enlarged. Certainly the effect of 
this instability on Figure 9 is not observable. 
Smoothed Van der Pol plane 
By smoothing out the cusps of Figure 9 a clear representa- 
tion, without any crossing points, can be obtained. To do 
this we first assume a solution of the form” 
x = cr coswt + p sinwt 
X 
Figure 8 Van der Pol projection showing phase and amplitude as 
parameters 
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l-0 
Figure 9 Van der Pol portrait with some typical trajectories 
where CY and p are slowly varying amplitudes compared with 
coswt and sinwt, and so we can put C = fi = 0. 
Differentiating (16) we obtain : 
i = (~5 +&I) coswt + (j - aw) sinwt (17) 
where a dot denotes differentiation with respect to t. 
Differentiating again, and assuming & = 6 = 0, we have: 
_i! = (26~ - CC?) cosut t (flu2 - 2&w) sinwt (18) 
Upon substituting equations (16), (17) and (18) in (1) 
with N = - (x2 + X2) i we obtain after lengthy manipula- 
tion: 
(2&J - cuo2) coswt - (2&J + /302) sinwt 
+ b(& + /3w) coscdt t b(Ij - aw) sinwt 
-tolcoswt+flsinwt 
- & [ci!(3C? + 02) t a& + ol2pw t 83w] coswt 
- f [2cz@ + &3p2 + a2) - c$‘w - 0~~~1 sinwt 
- $[&(9/3’02 + 3a2w2) - 6@3w2~ t 3a2/3w3 
+ 3fl303]coscdt 
- $[-6@w2& + b(901~w~ + 3fi2w2) - 3cQ203 
- 301~~~1 sinwt + higher harmonics =fsinol 
Since CY and fl are slowly varying we can approximately 
compare the coefficients of coswt and sinwt, in which case 
we arrive at: 
b [4b - 3CY2( 1 + cd’) ~ p( 1 + 902) 
+ b[8o - 2~~/3( 1 - 3~3’)] 
+ a[4( 1 - w’) - CYflw( 1 + 3w2)] 
+ /3[4bw ~ p’w(1 f 3u2)] (19a) 
and 
&[-8w ~ 2cQ(1 ~ 3wz)] 
-tb[46 - 3/?(1 -I- w2) - a2(1 t SW’)] 
-I- CY-4bw + cu2w(l t 3w2)J 
+ /3[4(1 - w”) t cypw(l + 3w2)] - 4f= 0 
after neglecting higher harmonic terms. 
(19b) 
The autonomous system (19) can be programmed using 
the fourth order Runge-Kutta algorithm giving the phase 
portrait of Figure 10, where the amplitudes (Y and fl are 
plotted to give a genuine two-dimensional phase space of 
noncrossing trajectories. This is an approximate, or 
‘smoothed’, version of Figure 9, but we have a clear repre- 
sentation of all solutions although it should be remembered 
that higher harmonic terms have been suppressed. 
If we put & = b = 0 in equations (19a and b) the values 
of the three equilibrium points can be found, thus: 
-2a2@ + p - 203 = 0 
and 
--(Y + 2a3 + 2432 - 0.2 = 0 
where b = 0.5 and f = 0.1. 
For the first equation fl= 0 is a solution, the second equa- 
tion then gives, as before: 
01= - 0.56959 . . . 
- 0.22183 . . . 
and 
0.79143 . . . 
as solutions. 
It is necessary to show that the projections of Figures 9 
and IO are the same before any conclusions can be drawn 
from Figure 10. As we have noted the solution for x can 
be written in either of the forms (15) or (16). This means 
that: 
r2 = a2 + 0’ 
ff = r sin@ 
fi=rcos$ 
which can easily be checked by the reader. We now note 
that X = CY and 2 = fl which determines the equivalence of 
the projections, one being sinply a smoother form of the 
other. The method used to obtain the smoothed version is 
essentially the classical method of averaging, as used by 
Krylov and Bogoliubov.” 
2.0 
L 
Figure 70 Smoothed Van der Pol portrait 
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Stability of the equilibrium states in the smoothed 
Van der Pol system 
After writing equations (19) in the form: 
d = F,(o, P) 
B = F,(o, P) 
we can study motion about an equilibrium point by writing: 
o=(Ye+g 
where t and n are small variations from the equilibrium 
position. Clearly dr = $ and 4 = ri. 
Expanding as a Taylor series about g = 77 = 0 and ignoring 
nonlinear terms gives : 
where the partial derivatives are evaluated at the equilibrium 
points. 
Solutions to equations (20) can be written in the form : 
g=Ce”’ 
v=Deht 
where C and D are arbitrary constants. For a nontrivial 
solution the determinant of the coefficient matrix must 
be zero, from which the eigenvalues X1 and hz can be found 
and used, with the aid of Figure 1, to describe the stability 
of each equilibrium point in Figure 10. 
For S(-OS6959,O) 
0.23690 - h 0.01367 
A= 
-0.00158 -0.08787 - h 
(21) 
= 0 for a nontrivial solution 
This gives :
X1 = 0.23685 
X2 = - 0.0878 I 
Figure 7 7 Smoothed enlargement of region around S: 
A, = - 0.08781 real; A, = 0.23685 real 
Figure 12 Smoothed enlargement of region around P: 
A, = - 0.19304 real; A, = 0.03012 imaginary 
I 
Figure 73 Smoothed enlargement of region around C: 
A, = 0.06399 real; A, = 0.60991 real 
and using Figure 1 we can deduce that S represents a saddle 
point since the two eigenvalues are real and of opposite sign. 
Although explicit values for C and D cannot be obtained 
the ratio C : D can easily be found by substituting each 
eigenvalue in turn into the coefficient matrix which gives 
(21). The slope of the separatrix conforming to each 
eigenvalue can then be defined. Noting that a negative 
eigenvalue defmes stability, and vice versa, it becomes a 
simple matter to find the direction of the trajectories. 
A similar procedure is followed for testing the stability 
of pointsP(-0.22183,O) and C(O.79143,O). The resulting 
phase portraits, enlarged about each equilibrium point, are 
shown in Figures 1 I, 12 and I3 for points S, P and C respec- 
tively. Also given on each figure are the eigenvalues which 
are used to check with Figure 1. These confirm the stability 
predictions resulting from Figure 6. 
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12.0 
Figure 14 After saddle-node coalescence: all trajectories+ m 
Saddle-node coalescence 
Using & = 6 = 0 in equation (19) the critical value of b 
for saddle-node coalescence can be found. Making the 
substitution we again find that /I = 0 satisfies the first 
equation, and upon rearranging the second equation gives: 
b = c? - 0.1/o 
Differentiating: 
ab 
_=2o+$ 
ao 
which, for the amplitude of the saddle-node connection 
must be zero. Solving for 01 we fmd that the critical point 
of coalescence is at an amplitude of -0.3684. This gives 
the critical value of b as: 
bM = 0.4072 
and so we also have: 
AM=AC-bM 
Any value of b beloiv this critical value will no longer have 
a stable equilibrium point on the Van der Pol plane; indeed, 
the extinguishing of the saddle and node leaves only one 
unstable equilibrium point, a source of trajectories. 
Figure 14 shows the resulting phase portrait drawn at 
a value of b = 0.375 where the aftermath of a saddle-node 
connection is clearly visible as a ‘pouring out’ of trajectories. 
The unstable equilibrium point is at an amplitude of 0.7172. 
So if we had a galloping structure with resonant forcing 
f= 0.1 there would exist a stable, albeit metastable, solution 
with the roughtly circular catchment area of Figure 10. For 
the fluid velocity parameter A > AM, this finite catchment 
area disappears instantly as A passes through AM. 
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