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Abstract 
Graded distances are generalizations of the Euclidean distance on points in R’. They have 
been used in the study of special cases of NP-hard problems. In this paper, we study the k- 
center and k-median problems with graded distance matrices. We first prove that the k-center 
problem is polynomial time solvable when the distance matrix is graded up the rows or graded 
down the rows. We then prove that the k-median problem is NP-complete when the distance 
matrix is graded up the rows or graded down the rows. An easy special case of the k-median 
problem with graded distance matrices is also discussed. @ 1998-Elsevier Science B.V. All 
rights reserved 
Kq~worcls: The k-center problem; The k-median problem; Graded distance matrix; 
Computational complexity 
1. Introduction 
The k-center problem and the k-median problem are among the most well-studied 
problems in discrete location theory (see for example, [ 1,131). Suppose we are given 
a set of clients at locations N = { 1,2,. . . , n}, and the inter-distances among them, say 
Cij, i,j = 1,2 ,..., n, where ci; = 0 and c;j = cjl. We wish to find a subset of N at 
which to build servers (such as warehouses) to serve the n clients (such as stores) so as 
to minimize either the maximum of client-server distances or the sum of client-server 
distances. Notice that if there is no limit on the number of servers to build, the optimal 
solution is to build one server at each client location. In most settings, the number of 
servers is restricted to be at most k, where 1 <k < n. Given a set of k locations for 
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servers, each client j receives service from some server i which is nearest to j, thereby 
incurring a cost of cu. The objective of the k-center problem is to find locations for 
at most k servers to minimize the maximum distance between a client and its nearest 
server. The objective of the k-median problem is to find locations for at most k servers 
to minimize the sum of distances between a client and its nearest server. 
In the general k-center problem and the k-median problem, it is assumed that 
the distance is symmetric, that is, cu = cii. Both problems are computationally in- 
tractable since they are NP-hard. Moreover, they are shown to be as hard as the 
Set Cover Problem. In other words, they can not be constantly approximated unless 
NPC_DTIME[nJ’“b”sn] [14]. 
In the literature, there are two types of location problems: the absolute location 
problems and the discrete location problems. In the absolute version, one may select a 
location that is not among those IZ client locations to establish a server. Such a location 
depends on the description of the problem. In the discrete version, the locations for 
building servers are restricted to the n given client locations. Throughout this paper, 
we refer to the location problems as the discrete version unless specified otherwise. 
The general k-center and k-median problems are very hard. Nonetheless, if the cor- 
responding distance matrix fulfills certain combinatorial conditions, then both of them 
become easier to solve. For instance, if the distance is metric, there is a 2-approximation 
for the k-center problem [8], and there is a (2( 1 + E), (1 + l/s))-approximation for the 
k-median problem [9]. Here a p-approximation is a polynomial time algorithm that al- 
ways finds a feasible solution with objective function value within a factor of p of the 
optimum; and a (~,p’)-approximation is an algorithm that, in polynomial time, finds a 
solution for which the objective function value is within a factor of p of the optimum, 
but may be infeasible since it opens p’k servers (p’ > 1). If the metric is induced by 
a tree-network, then both the k-center problem and the absolute k-center problem can 
be solved in O(n log2 n) time [ 121. 
Suppose the n locations are in the plane R2, and the distance cij between locations 
i and j is the Euclidean distance. Then the k-center (k-median) problem is called the 
Euclidean k-center (k-median, respectively) problem. The absolute Euclidean k-center 
and k-median problems have been shown in [ 1 l] to be NP-hard. In fact, the absolute 
Euclidean k-center problem in R2 is MAX-SNP hard [ 111. 
Suppose that the n client locations lie on a real line and the inter-distance is the 
(Euclidean) length of the segment. The result of Meggido et al. [12] implies that the 
absolute k-center problem in R’ is solvable in 0(nlog2 n) time. For the discrete k- 
center problem in R’, we can use k segments of equal length to cover the n locations 
to achieve a solution (It can also be solved by applying an algorithm presented in 
Section 3.) 
In this paper, we study the k-center and k-median problems with graded distances, 
here graded distances are generalizations of the R’ distance [2,3,6]. We present poly- 
nomial time algorithms for the k-center problem with graded distance and show that the 
k-median problem with graded distance is NP-complete. The rest of this paper is orga- 
nized as follows. In Section 2, we review the concept of graded distances and formally 
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define the problems to be studied. In Section 3, we present a polynomial time algorithm 
for solving the k-center problem with graded distances. In Section 4, we prove the NP- 
completeness of the k-median problem with graded distances. We conclude our paper 
in Section 5. Throughout this paper, we assume standard graph-theoretic terminologies 
[71. 
2. Preliminaries 
The gradedness property of symmetric distance matrices concerns the rows and/or 
columns of the triangular sub-matrix above the main diagonal. This concept has been 
used in the study of special cases of some NP-hard combinatorial optimization problems 
such as the traveling salesman problem, the Steiner minimum tree problem, and the 
k-minimum spanning tree problem [2,3,6]. 
Definition 2.1. A symmetric matrix D = (cij)n Xn is called graded up the rows (denoted 
by D E [Et]) if 
cij<cik for all i < jdkdn. (2.1) 
Similarly, matrix D is called graded down the rows (denoted by D E [R 11) if 
cij>cik for all i < j<k<n. (2.2) 
In other words, the matrix is called graded up (down) the rows, if the entries in 
the rows are increasing when moving away from (towards) the main diagonal. The 
property of being graded up (down) the columns is defined in an analogous way and 
denoted by D E [C t] (D E [C 11). For every matrix D, its reverse matrix D- is 
defined by “I/- = c,+I_i,n+l_j for i, j = 1,2,. . . , n. 
Clearly, matrix D is graded up (down) the rows if and only if D- is graded up 
(down, respectively) the columns. Note that if the n locations are on a real line, then 
its distance matrix is in [R ] C T] = [R T] rl [C t]. 
Definition 2.2. Let D = (cij) be the n-by-n symmetric distance matrix. Let N = 
{ 1,2,. . . , n}. For any nonempty subset F of N, the max cost of F is defined as 
fmax(F) = max min ci,, 
I<i<n jEF 
(2.3) 
the total cost of F is defined as 
_ftotaiV’) = , <T<,$ cij. (2.4) 
., 
Let k be any given integer (1 <k < n). The k-center problem seeks for a k-element 
subset F* of N such that 
fmax(F*) = min{f,,,(F)lF c N, IFI = k}. (2.5) 
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The k-median problem seeks for a k-element subset F* of N such that 
ftotaU*) = min{ftodF)lF c N, IFI = k}. 
3. The k-center problem 
In this section, we will show 
is solvable in polynomial time. 
are in [Rr]. 
that the k-center problem with graded distance matrices 
First, we consider the case where the distance matrices 
(2.6) 
We may regard the set N as the vertex set of an undirected complete graph K(N) 
and D the weighted adjacency matrix of K(N). Let c(e) represent the cost of edge e, 
we may sort the edges of K(N) so that 
c(el)<c(ez)< ... <c(e,(,-1)/2). 
It is clear that the optimal objective function value of the k-center problem must 
equal to C(ei) for some i. 
Instead of considering the k-center problem in its present optimization form, we 
consider the following decision form of the k-center problem. 
Definition 3.1. Given an integer k and a positive number p, the k-center decision 
problem asks the following question: Is there a k-element subset F of N such that 
fmar(F>G~? 
It is clear that the k-center optimization problem can be solved by solving O(logn) 
k-center decision problems. In the following, we will present a polynomial time algo- 
rithm for solving the k-center decision problem. 
Definition 3.2. Let ,D be any positive number. The bottleneck graph G,, = G(N, E,) 
consists of the vertices of K(N) and the edges of K(N) whose weight is not greater 
than p. When D = (Cij)nxn E [R T], we further define, for each vertex i of G,, the 
neighborhood of i as [i, nil, where ni is the largest index j such that cij 6,~. 
Example 3.1. In this instance, N = { 1,2,. . ,9}, and the distance matrix is given by 
D= 
0 5 6 11 11 11 11 11 11 
0 2 8 JJ 12 12 12 12 
0 6 11 12 13 14 15 
034_51@ 
0 9 12 12 13 
0 6 11 15 
0 8 11 
0 9 
0 




Fig. I. The neighborhoods 
The entries in the triangular sub-matrix under the main diagonal are symmetrically 
given. 
Let us assume that ,u = 10. Then graph G, consists of those edges whose weights 
are not greater than 10 (the underlined entries). The neighborhood of vertex 1 is [1,3]. 
The neighborhood of vertex 2 is [2,5]. The neighborhood of vertex 4 is [4,9], etc. 
This is illustrated in Fig. 1. 
Let us try to find the minimum number of servers and their locations for Example 
3.1 so that the largest distance from a client to its nearest server is no greater than 10. 
Since the distance matrix is graded up the rows, the smallest indexed server location 
must be able to serve client at location 1 within a distance of 10. In this case, we 
say the server covers the client. At the same time, we would like to let this server 
be able to serve as many clients as possible. In order to be able to serve client at 
location 1, the server must be located in [ 1, ni] = [ 1,3]. If we set the server at location 
1, it will serve the clients at locations { 1,2,3}. If we set the server at location 2, 
it will serve the clients at locations { 1,2,3,4,5}. If we set the server at location 3, 
it will serve the clients at locations { 1,2,3,4}. Therefore, it is best to set the server 
at location 2. After this is done, we need to set up servers to serve the clients at 
locations {6,7,8,9}. Similarly, we decide to set up a server at location 4 to serve 
clients at locations { 6,7,8,9}. Therefore we can set up two servers at location 2 and 
location 4 to serve all the clients with a maximum cost of 10. This greedy approach 
leads to the algorithm in Fig. 2. 
Theorem 3.1. Algorithm d correctly solves the k-center decision problem in O(n2) 
time, provided that the distance matrix is graded up the rows. 
Proof. We will prove the correctness of the algorithm first. Let i be any client and j 
and k be two server locations. If i <j d k, then the cost for i to receive service from 
the server at location j is no greater than the cost for the client at location i to receive 
service from the server at location k. This is true because the distance matrix is graded 
up the rows. Therefore, there is an optimal solution in which the smallest indexed 
client is covered by the smallest indexed server. 
Initially, the smallest indexed client that has to be covered by a server is the client 
at location do1 = 1. Let ni* = minjanjOj n;. The client at location i* has to be covered 





construct G, =G(N,E,); set F =0; doI = 1; 
for each i E N compute ni; 
repeat 
?I o- . - mm ni = Hi*; 
i > nN1 
#I = max 
[i,n,]3i* or iC[i*,rq*] 
ni + 1 = ni** + 1; 
F = F U {i**}; 
until (n[Ol > n); 
if IF(dk then 
output F (the server locations); 
else 
output 0 (no solution); 
endif 
Fig. 2. Solving the k-center decision problem when D E [R t]. 
by some server. Notice that a server at location i can cover the client at location i* if 
and only if i’ E [i,ni] or i E [i*,ni*] and any such server (at location i) also covers 
the clients at locations {n[O],n[o] + 1 , . . . , i*}. In addition, it also covers the clients at 
locations {i, i + 1, . . . , ni}. Therefore there is an optimal solution in which the smallest 
indexed server location is chosen as the i** such that the server at location i** covers 
the client at location i* and in the mean time ni*- is maximum among all such server 
locations. 
After the first server location is chosen, we need to choose the next server location 
to cover the clients at locations {n[“],n[o]+ 1 , . . . , n} (if this set is not empty), where the 
new value of n[Ol is set to ni** + 1. As discussed in the previous paragraph, the second 
server location chosen by the algorithm is also optimal. This process is repeated until 
every client is covered by one of the selected servers. Therefore the set F of selected 
server locations contains a minimum number of server locations required to cover all 
the client. If the number of locations in F is not greater than k, we have an YES 
answer to the k-center decision problem; otherwise, we have a NO answer to the 
decision problem. 
Now let us analyze the time complexity of Algorithm &. Step-1 requires 0(n2) 
time to construct the bottleneck graph GP. It takes O(n) time for each execution of 
the repeat loop in Step_2. Since there can be at most n server locations selected, 
Step-2 also requires O(n2) time. It is easy to see that Step-3 requires only O(n) time. 
Therefore the total time complexity of Algorithm d is 0(n2). 0 
Next, we will consider the case where the distance matrix is graded down the rows, 
i.e., D E [RJ]. In this case, we will show that the k-center decision problem is also 
solvable in polynomial time. 






construct G, =G(N,E,,); set S={ili is a singleton}; 
set F = 0; 
if {i**} is a dominating set in G,,(N \ S) then 
set F = {i**}: 
else 
set i* = ;~$~{i\(i,n) @ E,}; 
set F = {i**, n} such that (i**,i*) E E,,; 
endif 
if lFUSj<k then 
output F U S (the server locations); 
else 
output 0 (no solution); 
endif 
Fig. 3. Solving the k-center decision problem when D E [R 11. 
Let G,, be a bottleneck graph. Let S be the set of singleton vertices of G,,. It is 
clear that any client in S can only be covered by a server located at the client location 
itself. In other words, we need to build a server at every vertex in S in order to serve 
the clients in S. We will show that, in the case that S # N, we will need either one 
more or two more servers to serve all the clients in N \ S. 
For each i E N \ S, we may spend O(n) time to check whether or not {i} is a 
dominating set [7] for N \S. If there is such a dominating set {i*}, then SU {i*} gives 
the minimum number of servers required to cover all the clients in N. When no such i* 
exists, we will show that we can use two vertices in N \S to cover the clients in N \S. 
To achieve this, let us build a server at location II. Since we have assumed that no 
singleton is a dominating set for N \ S, there exists a vertex k E N \ S such that k is 
not covered by the server located at location n, i.e., Ck,, > p. Let us assume that k is 
so chosen that it has the smallest index among all vertices in N \ S that is not covered 
by the server located at n. Since vertex k is not a singleton, there must be an index 
i E N \ S such that (i, k) E E,,. In other words, C,k d p. Let us build another server at 
location i. Then this new server can cover the client at location k. Since D E [R i], it 
also covers every client j E N \ S such that k <j. Since k is the smallest index client 
which is not covered by the server at location II, {i,n} is a dominating set for N \ S 
and S U {i, n} gives the minimum number of servers required to cover all the clients 
in N. This analysis leads to Algorithm .?8 in the Fig 3. 
Theorem 3.2. Algorithm %? correctly solves the k-center decision problem in O(n’) 
time, provided that the distance matrix is graded down the rows. 
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Proof. The correctness of the algorithm has been proved in our analysis before the 
description of the algorithm. The most expensive part of Algorithm 69 is the construc- 
tion of the bottleneck graph in Step_ 1 and the checking for a singleton dominating set 
in Step-2, both requires O(n2) time. Therefore the total time complexity of Algorithm 
&J is 0(n2). q 
Combining Theorems 3.1 and 3.2, we have the following theorem. 
Theorem 3.3. The k-center optimization problem is solvable in 0(n2 logn) time when 
the distance matrix is graded up the rows or graded down the rows. 
Proof. When the distance matrix is graded up the rows, the k-center decision problem 
can be solved in O(n2) time using Algorithm &‘. Applying bisection on the possible 
O(n* ) values of the edge costs, we can solve the k-center optimization problem by 
solving O(log n) k-center decision problems. Therefore it takes 0(n2 logn) time to 
solve the k-center optimization problem when the distance matrix is graded up the 
rows. 
When the distance matrix is graded down the rows, the k-center decision problem 
can be solved in 0(n2) time using Algorithm a. Therefore the k-center optimization 
problem can be solved in 0(n2 logn) time when the distance matrix is graded down 
the rows. 
4. The k-median problem 
In this section, we will prove the NP-completeness of the k-median problem where 
the distance matrix is graded up the rows or graded down the rows. Instead of consid- 
ering the k-median problem in its present optimization form, we consider the following 
decision form of the k-median problem. 
Definition 4.1. Given an integer k and a positive number ~1, the k-median decision 
problem asks the following question: Is there a k-element subset F of N such that 
f,,/(F) d p? 
It is clear that the k-median optimization problem is NP-complete if and only if the 
k-median decision problem is NP-complete. In the following, we will prove that the 
k-median decision problem is NP-complete. The proof of the NP-hardness is done by a 
polynomial time reduction from the NP-complete EXACT COVER BY 3-SETS (X3C) 
problem, which is defined as follows [5]. A similar reduction has been used by Dudas 
et al. [2]. 
EXACT COVER BY 3-SETS (X3C): 
Instance: Set X with IX/ = 3q and a collection V of 3-element subsets of X. 
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Question: Does 59 contain an exact cover for X, i.e., a sub-collection V C %? such 
that every element of X occurs in exactly one member of V? 
Theorem 4.1. The k-median decision problem with distance matrices in [R r] is NP- 
complete. 
Proof. Let an instance I of X3C be given. We will construct an instance I’ of the 
k-median decision problem from I in polynomial time. Suppose that in instance I, X = 
{x1,x2 ,..., xsq} and 9? = {Ct,Cz ,... , C,} with p 2 q. In I’, the triple-location i with 
1 <i 6 p corresponds to the triple Ci in 59, and the element-location p + (1 - l)q2 + j, 
with 1 <1<3q, 1 < j<q’, corresponds to the pair (xl,.i), where XI is an element in X. 
The distances are defined as follows: 
1 if I<i<j<p, 
C</ = 
( 
6pq5 if p+ l<i -c jdp+3q3, 
2lq if l<i<p, p+(l-l)q2+1<jdp+lq2 andx[ECi, 
21q+q if ldi<p, p+(l-l)q2+1<j<p-t+q2andx~~Ci. 
(4.1) 
Set k=q and p=(p-q)+q*C~~,21q=(p-q)+3q4(3q+1). 
Clearly, the resulting distance matrix of I’ is in [RI] and this construction takes 
polynomial time in the input size of I. We claim that I’ has a solution with its objective 
function value at most ,u if and only if Z has an exact cover. 
The if part can be proved easily. Given that I has a solution, that is, I has an exact 
cover V = { Ci, , Ci,, . . . , Ci,}. We build those q(= k) servers at locations il,i2,. . . ,i,. 
From the distance function (4.1), it is clear that a client at an unselected triple-location 
i can be assigned to any server, incurring a cost of 1; and a client at the element- 
location p + (1 - 1 )q2 + j can be assigned to the server at il such that xl E Ci,, incurring 
a cost of 21q. Therefore, instance I’ has a solution with its objective function value 
equal to p = (p - q) + 3q4(3q + 1). 
Now suppose that there exists a solution for I’ which builds q(= k) servers such 
that the total distance is not greater than p. Note from the distance function (4.1), 
location p + j can not be served by a server at location p + i (i # j) since this would 
incur a cost of 6pq5 > p. Assume that kl of the q servers are located in the first p 
locations (the triple-locations) and that k2 of the q servers are located in the last 3q3 
locations (the element-locations). We will prove that k2 = 0. 
For simplicity, we will use E to represent the set of the last 3q3 locations. Also note 
that k1 + k2 = q. 
The first kl servers can serve the first p locations at a cost of 
p-k1 =p-qfkz. (4.2) 
Without the services of the last kl servers, the first kl servers can serve the last 3q3 
locations at a cost of at least 
3Y 
q2 CVq + q) - Wq2q, (4.3) 
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because a server at location i( 1 di< p) can serve at most 3q2 lement-locations such 
that the corresponding element XI is in the triple Ci. 
With the services of the last k2 servers, we can reduce the total cost by at most 
k2(2 x 3q x q + q). 
Therefore the total service cost is at least 
(4.4) 
(P - q + k2> + q2 t$Wq) + 3q4 - Wq3 
> 
- (b&q2 + 4)) 
= p + kz + 3q4 - 3(q - kz)q3 - 6kzq2 - k2q (4.6) 
= /A + k2(3q3 - 6q2 - q + I) (4.7) 
> p(whenkZ31 andq23). (4.8) 
This indicates that all the servers are built at the triple-locations ({i ( 1 <i,< p}), and 
that each server serves exactly 3q2 clients in E such that the corresponding element 
is in the specified triple. Let {il, i2,. . . , iy} be the set of locations for building servers. 
We select the set of triples {Ci,, Ci,,. . ., Ci,} to be G?. It is clear that %” is an exact 
cover for X. 
To summarize, we have proved that the k-median decision problem is NP-hard when 
the distance matrix is graded up the rows. One can easily verify that the k-median 
decision problem is in NP. This completes the proof of the theorem. 0 
When the distance matrix is graded down the rows, the following theorem shows 
that the k-median decision problem is also NP-complete. 
Theorem 4.2. The k-median decision problem is NP-complete when the distance ma- 
trix is graded down the rows, i.e., D E [R 11. 
Proof. The proof is analogous to the proof of Theorem 4.1. Let an instance I of X3C be 
given. We will construct an instance 1’ of the k-median problem from I in polynomial 
time. Suppose that in instance I, X = {xl ,x2,. . . ,xjq} and % = {Cl, C2,. . . , C,} with 
p >q + 2. In I’, the triple-location i with 1 <id p corresponds to the triple Cc in %?, 
and the element-location p + (1 - 1 )q2 + j, with 16 I< 3q, 1 d j dq2, corresponds 
to the element XI in X. Location p + 3q3 + I is called the compensate-location. The 
distances are defined as follows: 
6pq5 if l,<i<j<p, or p+l<i<j<p+3q3+1, 
2(3q + 1 - Z)q if l<iip, p+(l-l)q2+1 <j<p+fq’ 
and XI E CL, 
Cij = 
2(3q + ,1 - I)q + 4 if ldidp, p+(l-l)q2+1 <j<p+Iq’ 
and XI 6 Ci, 
1 if l<idp, j=p+3q3+l. (4.9) 
Set k = q + 1 and p = (p - q) + q2 C:!!, 21q = (p - q) + 3q4(3q + 1). 
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Clearly, the resulting distance matrix of I’ is in [R 11 and this construction takes 
polynomial time in the input size of I. By arguments parallel to that in the proof of 
last theorem. one can show that I’ has a solution with its objective function value at 
most p if and only if I has an exact cover. This proves the theorem. 0 
Combining Theorems 4.1 and 4.2, we have 
Theorem 4.3. The k-median problem with graded distance matrices is NP-complete. 
To end this section, we prove an easy special case of the k-median problem. 
Theorem 4.4. The k-median problem with distance matrices in [R J, C 71 (or [R 7 C 11) 
is solvahke in O(n) time. 
Proof. When the distance matrix is in [R 1 C T], cnj <cii for any i,j. Therefore there is 
an optimal solution for which n is a server location. Furthermore, the server at location 
n is the closest server to any client if there is no server at that client. Using the linear 
time median finding algorithm [15], we can find the k - 1 locations that are farthest 
from location n in O(n) time. Let those locations be ii, i2,. . , ik-1. It is clear that 
an optimal solution to the k-median optimization problem is to build k servers at the 
locations il i9 9 A,‘.., ik_I,n. 
When the distance matrix is in [R T C 11, CI~ dc,j for any i,j. Therefore there is an 
optimal solution for which 1 is a server location. Furthermore, the server at location 1 
is the closest server to any client if there is no server at that client. Using the linear 
time median finding algorithm [ 151, we can find the k - I locations that are farthest 
from location 1 in O(n) time. Let those locations be il,i2,. . ,ik_l. It is clear that 
an optimal solution to the k-median optimization problem is to build k servers at the 
locations l,i!,iz,. . ,ik_i. Cl 
5. Conclusions 
We have presented polynomial time algorithms for the k-center problem with graded 
distance matrices. We also proved that the k-median problem with graded distance 
matrices is NP-complete. We then showed that the k-median problem with distance 
matrices in [R 1‘ C J] or [R 1 C 71 is linear time solvable. It is of interest to study the 
computational complexities of the k-median problem with distance matrices in [R 7 C T] 
or CR .I. C 41. 
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