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Anderson-Bernoulli Localization on the 3D lattice and discrete
unique continuation principle
Linjun Li ∗ Lingfu Zhang †
Abstract
We consider the Anderson model with Bernoulli potential on the 3D lattice Z3, and prove
localization of eigenfunctions corresponding to eigenvalues near zero, the lower boundary of the
spectrum. We follow the framework by [BK05][DS19], and our main contribution is the 3D
discrete unique continuation, which says that any eigenfunction of the harmonic operator with
bounded potential cannot be too small on a significant fractional portion of all the points. Its
proof relies on geometric arguments about the 3D lattice.
Contents
1 Introduction 2
1.1 Main result and background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 An outline of the proof of the 3D discrete unique continuation principle . . . . . . . 3
2 General framework 5
3 Polynomial arguments 12
3.1 Notations and basic lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Key lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Proof of Theorem 1.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Geometry on 3D lattice: small scale discrete unique continuation 20
4.1 Decomposition into pyramids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2 Multi-layer structure of the pyramid and estimates on the boundary . . . . . . . . . 29
4.3 Proof of small scale discrete unique continuation . . . . . . . . . . . . . . . . . . . . 39
5 Recursive structure on 3D lattice: proof of discrete unique continuation 40
A Cone properties 47
B The principal eigenvalue 49
∗Department of Mathematics, University of Pennsylvania, Philadelphia, PA. e-mail: linjun@sas.upenn.edu
†Department of Mathematics, Princeton University, Princeton, NJ, USA. e-mail: lingfuz@math.princeton.edu
1
1 Introduction
1.1 Main result and background
Consider the random Schrödinger operator H := −∆ + V , acting on the space ℓ2(Z3). Here ∆ is
the discrete Laplacian:
∆u(a) = −6u(a) +
∑
b∈Z3,|a−b|=1
u(b), ∀u ∈ ℓ2(Z3), a ∈ Z3, (1.1)
and V : Z3 → {0, 1} is the Bernoulli random potential; i.e. for each a ∈ Z3, V (a) = 1 with
probability 12 independently. Here and throughout this paper, | · | denotes the Euclidean norm. We
are interested in the “Anderson localization” phenomenon, by which we mean pure point spectrum
and exponentially decaying eigenfunction, rather than “dynamic localization”. We prove Anderson
localization for the operator H near the lower edge of its spectrum.
Theorem 1.1. There exists ε0 > 0 such that, almost surely the following holds:
1. H has only pure point spectrum in [0, ε0].
2. For any function u ∈ ℓ2(Z3), if Hu = λu and λ ∈ [0, ε0], then there exist constants c, C > 0
such that |u(a)| ≤ C exp(−c|a|) for any a ∈ Z3.
The Anderson models are wildly used to describe spectral and transport properties of disordered
media, such as moving quantum mechanical particles, or electrons in a metal with impurities. The
mathematical study of its localization phenomenons can be traced back to the 1980s, and since
then there has been many results in both lattice and continuous models. In most early works, some
regularity conditions on the distribution of the random potential are needed. In [FS83], Fröhlich
and Spencer used a multi-scale analysis argument to show that if we take potential V = δV0, and
{V0(a) : a ∈ Zd} are i.i.d. bounded random variables with bounded density, then the resolvent
decays exponentially when δ is large enough or energy is sufficiently small. Then in [FMSS85],
together with Martinelli and Scoppola, they proved Anderson localization under the same condition.
This result was strengthened later by [CKM87], where the same results were proved under the
condition that the distribution of {V0(a) : a ∈ Zd} are i.i.d., bounded, and Hölder continuous.
For one dimension, localization even holds for the full spectrum with any nontrivial i.i.d. random
potential and any δ, see [KS80][BDF+19].
As described at the beginning of [DSS02], when using the Anderson models to study alloy type
materials, it is natural to expect the random potential to take only finitely many values. A particular
case is the “Anderson-Bernoulli model”, where the random potential are i.i.d. Bernoulli variables.
This requires the removing of the regularity conditions. In the case of dimension one, Anderson-
Bernoulli localization was proved in [CKM87]; and the continuous model was studied in [DSS02].
For higher dimension, some new ingredients are needed.
A breakthrough was then made by Bourgain and Kenig. In [BK05], they studied the continuous
model Rd, for d ≥ 2, and proved localization near the lower edge of spectrum. An important
ingredient is the use of the unique continuation principle in Rd, i.e. [BK05, Lemma 3.10]. It
roughly says that, if u : Rd → R satisfies ∆u = V u for some bounded V on Rd, then u can not be
too small on any ball with positive radius. Using this unique continuation principle together with
the Sperner lemma, they proved a Wegner estimate, which is used to prove the exponential decay
of resolvent. In doing this, many aspects of the usual multi-scale analysis framework was adapted;
and in particular, they introduced the idea of “free sites”. See [Bou05] for some more discussions.
The Anderson-Bernoulli localization on lattice in higher dimensions remained open, until the
recent work of Ding and Smart [DS19], where the 2D lattice case was settled. As discussed in
2
[BK05], the approach there cannot be directly applied to the lattice model, due to the lack of a
discrete version of the unique continuation principle. A crucial difference between the lattice Zd
and Rd is that one could construct a function u : Zd → R, such that ∆u = V u holds for some
bounded V , but u is supported on a lower dimensional set (see Remark 1.6 below for an example
on 3D lattice). Hence, a suitable “discrete unique continuation principle” in Zd would state that, if
a function u satisfies −∆u+V u = 0 in a finite (hyper)cube, then u can not be too small (compared
to its value at the origin) on a substantial portion of the (hyper)cube. In [DS19], a randomized
version of the discrete unique continuation principle on Z2 was proved. The proof was inspired by
[BLMS17], where unique continuation principle was proved for harmonic functions (i.e. V = 0) on
Z
2. An important observation exploited in [BLMS17] is that the harmonic function has a polynomial
structure.
Our Theorem 1.1 in this paper settles the Anderson-Bernoulli localization for the 3D lattice.
Our proof follows the framework of [BK05] and [DS19]. Our main contribution is the proof of
the 3D discrete unique continuation principle. It is deterministic, and allows the potential V to
be an arbitrary bounded function. It is also robust, in the sense that certain “sparse set” can be
removed and the result still holds; and this makes it stand for the multi-scale analysis framework
(see Theorem 2.4 below). The most innovative part of our proof is to explore the geometry of the
3D lattice.
Let us also mention that Anderson localization is not expected through the whole spectrum in
Z
3, when the potential is small. There might be a localization-delocalization transition. To be more
precise, consider the operator −∆ + δV , where δ > 0 is the disorder strength and V is an i.i.d.
potential bounded by 1. It is conjectured that there exists δ0 > 0 such that, for any δ < δ0, H
has purely absolutely continuous spectrum in some spectrum range (see e.g. [Sim00]). Localization
and delocalization phenomenons are also studied for other models, see e.g. [AW15, Chapter 16]
[AS19] for regular tree graphs and expander graphs, and [BYY18] [BYYY18] [YY18] for random
band matrices.
1.2 An outline of the proof of the 3D discrete unique continuation principle
Here we explain the most important ideas in the proof of the 3D discrete unique continuation
principle.
The formal statement of the 3D discrete unique continuation principle is Theorem 2.4 below. It
is stated to fit the framework of [BK05] and [DS19]. To make a clear outline, we state a simplified
version here.
Definition 1.2. For any a ∈ Z3, and r ∈ R+, the set a + ([−r, r]
⋂
Z)3 is called a cube, and we
denote it by Qr(a). Particularly, we also denote Qr := Qr(0).
Theorem 1.3. There exists constant p > 32 such that the following holds. For each K > 0, there
are constants C0, C1 > 0, such that for any n ∈ Z+, and functions u, V : Z3 → R with
∆u = V u, (1.2)
in Qn and ‖V ‖∞ ≤ K, we have that
|{a ∈ Qn : |u(a)| ≥ exp(−C0n)|u(0)|}| ≥ C1np. (1.3)
Remark 1.4. The power of 32 should not be optimal. We state it this way because it is precisely
what we need (in the proof of Lemma 2.5 below).
To prove Theorem 1.3, we first prove a different scale version. It is a simplified version of
Theorem 4.1 below.
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Theorem 1.5. For each K > 0, there exist C2, C3 relying only on K, such that for any n ∈ Z+
and functions u, V : Z3 → R with
∆u = V u, (1.4)
in Qn and ‖V ‖∞ ≤ K, we have that∣∣{a ∈ Qn : |u(a)| ≥ exp(−C2n3)|u(0)|}∣∣ ≥ C3n2(log2 n)−1. (1.5)
Remark 1.6. The power of n2 can not be improved. Consider the case where V ≡ 0, and u :
(x, y, z) 7→ (−1)x exp(sz)1x=y, where s ∈ R+ is the constant satisfying exp(s) + exp(−s) = 6. One
can check that ∆u0 ≡ 0, while |{a ∈ Qn : u0(a) 6= 0}| = |{(x, y, z) ∈ Qn : x = y}| = (2n+ 1)2.
To prove Theorem 1.3, we find many disjoint translations of Qn1/3 inside Qn, and use Theorem
1.5 on each of these translations. This is made precise by Theorem 5.1 in Section 5. The foundation
of the arguments there is the “cone property”, given in Appendix A, which says that from any point
in Z3, we can find a chain of points, where |u| decays at most exponentially. Such property is also
used in other parts of the paper.
The proof of Theorem 1.5 is based on geometric arguments on Z3. We consider four collections
of planes in R3.
Definition 1.7. Let e1 := (1, 0, 0), e2 := (0, 1, 0), and e3 := (0, 0, 1) to be the standard basis of
R
3, and denote λ1 := e1 + e2 + e3, λ2 := −e1 + e2 + e3, λ3 := e1 − e2 + e3, λ4 := −e1 − e2 + e3.
For any k ∈ Z, and τ ∈ {1, 2, 3, 4}, denote Pτ,k :=
{
a ∈ R3 : a · λτ = k
}
.
We note that the intersection of Z3 with each of these planes is a 2D triangular lattice. Besides,
there is a family of regular tetrahedrons in R3, whose four faces are orthogonal to λ1, λ2, λ3, λ4,
respectively. Using these tetrahedrons, we construct some polyhedrons P ⊂ R3, called pyramid.
For each of these pyramid P, the boundary ∂P consists of subsets of some of the planes Pτ,k (where
τ ∈ {1, 2, 3, 4} and k ∈ Z). See Figure 7 for an illustration. Using these observations, we lower
bound
∣∣{a ∈ Qn : |u(a)| ≥ exp(−C2n3)|u(0)|}⋂ ∂P∣∣.
To be more precise, we define such 2D triangular lattice as following.
Definition 1.8. In R2, denote ξ := (−1, 0) and η :=
(
1
2 ,
√
3
2
)
. Define the triangular lattice as
Λ := {sξ+tη : s, t ∈ Z}; and for n ∈ Z+, define Λn := {sξ+tη : s, t ∈ Z, t−n ≤ s ≤ n,−n ≤ t ≤ 2n}.
Then Λn is an equilateral triangle of lattice points, such that on each side there are 3n + 1 lattice
points.
The bound we need is the following.
Theorem 1.9. There exist constants C4 > 5 and ǫ1 > 0 such that the following is true. For any
positive integer n and any function u : Λn → R, if |u(a) + u(a− ξ) + u(a+ η)| < C−n4 |u(0)| for any
a ∈ Λ⌊n2 ⌋, then ∣∣{a ∈ Λn : |u(a)| > C−n4 |u(0)|}∣∣ > ǫ1n2. (1.6)
This theorem can be seen as a triangular version of [BLMS17, Theorem(A)]. Our proof is also
similar to the arguments there, using the fact that the function u has an approximate polynomial
structure.
Organization of remaining text
In Section 2, we explain how to adapt the framework from [BK05][DS19], and state the discrete
unique continuation principle, Theorem 2.4. The next three sections are contributed to prove
Theorem 2.4.
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In Section 3 we prove the estimates on triangular lattice, i.e. Theorem 1.9 and its Corollaries,
using arguments similar to those in [BLMS17, Section 3]. In Section 4, we prove the different scale
version discrete unique continuation (Theorem 4.1), by constructing pyramids and using Theorem
1.9. Finally, in Section 5 we do induction on scales, and deduce Theorem 2.4 from Theorem 4.1.
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2 General framework
This section is about the framework, based on the arguments in [DS19]. We formally state the
discrete unique continuation principle (Theorem 2.4), and explain how to deduce Theorem 1.1 from
it.
As in Section 1.1, we let H := −∆+ V be the Bernoulli potential harmonic operator on ℓ2(Z3).
Let sp(H) be the spectrum of H, then it is well known that, almost surely sp(H) = [0, 13] (see, e.g.
[AW15, Corollary 3.13]).
For any cube Q ⊂ Z3, let PQ : ℓ2(Z3) → ℓ2(Q) be the projection operator onto cube Q, i.e.
PQu = u|Q. Define HQ := PQHP †Q. Then HQ : ℓ2(Q) → ℓ2(Q) is the restriction of H on Q with
Dirichlet boundary condition.
Throughout this section, by “dyadic”, we mean a number being a power of 2.
The following result on decay of the resolvent is a 3D version of Theorem [DS19, Theorem 1.4],
and it directly implies Theorem 1.1.
Theorem 2.1. There exists ε0 > 0 such that for any κ0 < ε0, there are 0 < δ∗ < 1 and L∗ > 1,
and
P
[∣∣(HQL − λ)−1(a, b)∣∣ ≤ exp(L1−δ∗ − δ∗|a− b|) , ∀a, b ∈ QL] ≥ 1− L−κ0 (2.1)
for any λ ∈ [0, δ∗] and dyadic scale L ≥ L∗.
Proof of Theorem 1.1 assuming Theorem 2.1. From Theorem 2.1, the argument in [BK05, Section
7] proves Anderson localization in [0, δ∗].
To prove Theorem 2.1, we will prove a 3D analog of [DS19, Theorem 8.3], i.e. Theorem 2.10
below. Except for replacing all 2D objects by 3D objects, the essential differences are:
1. We need to use more information on the random sets Fk(the frozen sites, so called in [DS19]),
rather than only knowing they’re ηk-regular (see [DS19, Definition 3.4]).
2. We need a 3D Wegner estimate, an analog of [DS19, Lemma 5.6].
We start by setting up some geometric notations.
Definition 2.2. For any sets A,B ⊂ R3, let
dist(A,B) := inf
a∈A,b∈B
|a− b|, (2.2)
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and
diam(A) := sup
a,a′∈A
|a− a′|. (2.3)
If A = {a′ ∈ R3 : |a− a′| < r}, for some r > 0 and a ∈ R3, we call A a (open) ball and denote its
radius r(A) := r.
For any cube A = Qn(a) ⊂ Z3, for some a ∈ Z3 and n ∈ Z+, we denote its side length as
ℓ(A) := 2n.
The following notions are to describe the frozen sites, and are stronger than being ηk-regular in
[DS19].
Definition 2.3. Let d ∈ Z≥0, N ∈ Z+, and ε > 0, l ≥ 1. A set Z ⊂ R3 is called (l, ε)-premeager,
if we can write Z =
⋃
j∈Z+ Z
(j), where each Z(j) ⊂ R3 is an open ball with center in Z3 and
r(Z(j)) = l, and
∀j 6= j′ ∈ Z+,dist(Z(j), Z(j′)) ≥ ε−1l1+ε. (2.4)
A set Z ⊂ R3 is called (N, l, ε)-meager if Z = ⋃j∈Z+,1≤t≤N Z(j,t) is a union of balls such that,
1. for each j ∈ Z+ and t ∈ {1, · · · , N}, r(Z(j,t)) = l;
2. for any j 6= j′ ∈ Z+ and t ∈ {1, 2, · · · , N}, dist(Z(j,t), Z(j′,t)) ≥ ε−1l1+ε.
In other words, Z ⊂ R3 is (N, l, ε)-meager if it is a union of N sets that are (l, ε)-premeager.
Let l1, · · · ld > 0, we say that the vector ~l = (l1, l2, · · · , ld) is ε-geometric if for each 2 ≤ i ≤ d,
we have l1+2εi−1 ≤ li.
Given a vector of positive reals ~l = (l1, l2, · · · , ld), a set E ⊂ R3 is called an (N,~l, ε)-scattered
set if there exist sets E0, · · · , Ed ⊂ R3, such that E =
⋃d
i=0Ei and the following holds:
1. ~l is ε-geometric,
2. E0 is a (1, ε)-premeager set,
3. for any 1 ≤ i ≤ d, Ei is an (N, li, ε)-meager set.
For each 1 ≤ i ≤ d, we say that li is the i-th scale length of E. In particular, l1 is called the first
scale length. We also denote l0 := 1.
Let A ⊂ R3, E be an (N,~l, ε)-scattered set and ε′ > 0. Then E is said to be ε′-sparse in A if
for any i ∈ {0, 1, · · · , d}, Ei
⋂
A 6= ∅ implies li ≤
√
ε′ diam(A)1−
ε′
2 .
In [DS19], a 2D Wegner estimate [DS19, Lemma 5.6] is proved and used in proving [DS19, Claim
8.8]. We will prove the 3D Wegner estimate based on the discrete unique continuation. However, as
already seen in [DS19], we need to accommodate the frozen sites which emerge from the multi-scale
analysis. Thus we refine Theorem 1.3 as following.
Theorem 2.4. There exists constant p > 32 such that the following holds. Let
~l be a vector of
positive reals, N ∈ Z+, and let K ∈ R+. There exist εK , C1 > 0 only depending on K, such that
for each 0 < ε < εK , there exist Cε,N , Cε,K > 0 and the following holds.
Take n ∈ Z+ with n > C4ε,N and functions u, V : Z3 → R satisfying
∆u = V u, (2.5)
and ‖V ‖∞ ≤ K in Qn. Let E ⊂ Z3 be a (N,~l, ε)-scattered set with the first scale length l1 > Cε,N
and be ε-sparse in Qn. Then we have that
|{a ∈ Qn \ E : |u(a)| ≥ exp(−Cε,Kn)|u(0)|}| ≥ C1np. (2.6)
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Assuming Theorem 2.4, we can prove the 3D Wegner estimate.
Lemma 2.5 (3D Wegner estimate). There exists ε0 > 0 such that, if
1. ε > δ > 0, λ¯ ∈ sp(H) = [0, 13]
2. N1 ≥ 1 integer and ~l be a vector of positive reals
3. L0 > · · · > L5 ≥ Cε,δ,N1 dyadic scales with L1−2δj ≥ Lj+1 ≥ L
1− 1
2
ε
j for j = 0, 1, 2, 3, 4, where
Cε,δ,N1 is a (large enough) constant.
4. Cube Q ⊂ Z3 with ℓ(Q) = L0
5. Q′1, Q
′
2, · · · , Q′N1 ⊂ Q with ℓ(Q′k) = L3 for k = 1, 2, · · · , N1 (we call them “defects”)
6. G ⊂ ⋃N1k=1Q′k with 0 < |G| < Lδ0
7. E is a (100N1,~l, ε)-scattered set with the first scale length l1 ≥ Cε,δ,N1 and VE : E∩Q→ {0, 1}.
8. E is ε-sparse in any Q′ ⊂ Q \⋃N1k=1Q′k with ℓ(Q′) = L3
9. V |E∩Q = VE , |λ− λ¯| ≤ exp(−L5) and HQu = λu implies
exp(L4)‖u‖ℓ2(Q\⋃k Q′k) ≤ ‖u‖ℓ2(Q) ≤ (1 + L
−δ
0 )‖u‖ℓ2(G), (2.7)
Then there exists universal constant C such that
P
[‖RQ‖ ≤ exp(L1)∣∣ V |E∩Q = VE] ≥ 1− LCε−ε00 , (2.8)
where RQ := (HQ − λ¯)−1, and ‖RQ‖ is its operator norm.
The proof is similar to that of [DS19, Lemma 5.6], after changing 2D notations to corresponding
3D notations. The difference is that [DS19, Claim 5.9 5.10] need to be reproved in the 3D case; and
this is the reason why we need the constant p > 32 in Theorem 2.4.
Proof of Lemma 2.5. Let ε0 < p− 32 where p > 32 is the constant in Theorem 2.4. From now on, we
will use c, C to denote universal constants.
We let λ1 ≥ λ2 ≥ · · · ≥ λL30 be eigenvalues of HQ. For each 1 ≤ k ≤ L30, choose eigenfunctions
uk such that ‖uk‖ℓ∞(Q) = 1 and HQuk = λkuk.
Let E′ =
(⋃N1
k=1Q
′
k
)⋃
(E ∩Q), then for any event E ,
P
[E∣∣ V |E∩Q = VE] = 2−|E′\E| ∑
VE′ :E′→{0,1},VE′ |E∩Q=VE
P
[E∣∣ V |E′ = VE′] . (2.9)
For any constant C > 0, the left hand side can be bounded by C, as long as each summand in the
right hand side can be bounded by C. Thus we only need to prove
P
[‖RQ‖ > exp(L1)∣∣ V |E′ = VE′] ≤ LCε−ε00 , (2.10)
for any VE′ : E
′ → {0, 1} with VE′ |E∩Q = VE.
Claim 2.6. There is a constant CN1 such that the following is true. Suppose u satisfy HQu = λu
for some λ ∈ [0, 13]. Then there is a ∈ Z3, such that QL3(a) ⊂ Q \
⋃
kQ
′
k, and
|u(a)| ≥ exp(−CN1L3)‖u‖ℓ∞(Q). (2.11)
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Proof. Take a0 ∈ Q such that |u(a0)| = ‖u‖ℓ∞(Q). We assume without loss of generality that
a0 · eτ ≤ 0, for each τ ∈ {1, 2, 3}. Since each Q′k has edge length L3, by the Pigeonhole principle,
there is x′0 ∈ [a0 · e1 + 100N1L3, a0 · e1 + 200N1L3], such that
{b ∈ Qn : b · e1 ∈ [x′0 − 16L3, x′0 + 16L3]}
⋂ N1⋃
k=1
Q′k = ∅. (2.12)
Now we apply the cone property Lemma A.4 with K = 15. The notations of cones are defined in
Definition A.1 and note that (K +11) < exp(5). We find a1 ∈ (C1a0(x′0− a0 · e1)
⋃ C1a0(x′0− a0 · e1+
1))
⋂
Qn with
|u(a1)| ≥ exp(−1000N1L3)|u(a0)|, (2.13)
and a2 ∈ (C2a1(4L3)
⋃ C2a1(4L3 + 1))⋂Qn with
|u(a2)| ≥ exp(−(1000N1 + 20)L3)|u(a0)|, (2.14)
and a3 ∈ (C3a2(2L3)
⋃ C3a2(2L3 + 1))⋂Qn with
|u(a3)| ≥ exp(−(1000N1 + 30)L3)|u(a0)|. (2.15)
Then we have |a3 · e1 − x′0| ≤ 6L3 + 3, −n + 2L3 − 1 ≤ a3 · e2 ≤ (200N1 + 6)L3 + 3 and
−n + 2L3 ≤ a3 · e3 ≤ (200N1 + 6)L3 + 3. This implies QL3(a3) ⊂ Qn \
⋃N1
k=1Q
′
k and the claim
follows by letting a = a3, CN1 = 1000N1 + 30.
Claim 2.7. For any λ ∈ [0, 13], HQu = λu implies
|{a : |u(a)| ≥ exp(−L2)‖u‖ℓ∞(Q)} \E′| ≥ Lp4. (2.16)
Proof. Applying Claim 2.6 to u, there is a cube Q′ ⊂ Q \⋃kQ′k with Q′ = QL3(a) for some a ∈ Z3,
such that, |u(a)| ≥ exp(−CN1L3)‖u‖ℓ∞(Q). Let C2δε,δ,N > CN1 + Cε,K where Cε,K is the constant in
Theorem 2.4. By applying Theorem 2.4 to cube QL3(a) with scattered set E and function u with
K = 15, the claim follows.
Claim 2.8. For 1 ≤ k1 ≤ k2 ≤ L30 and 0 ≤ ℓ ≤ CLδ0, we have
P
[Ek1,k2,ℓ∣∣ V |E′ = VE′] ≤ CL 320 L−p4 (2.17)
where Ek1,k2,ℓ denotes the event
|λk1 − λ¯|, |λk2 − λ¯| < sℓ, |λk1−1 − λ¯|, |λk2+1 − λ¯| ≥ sℓ+1, (2.18)
where si := exp(−L1 + (L2 − L4 + C)i) for each i ∈ Z.
Proof. For i = 0, 1, we let Ek1,k2,ℓ,i denote the event that
Ek1,k2,ℓ
⋂ {
|{a : |uk1(a)| ≥ exp(−L2), V (a) = i} \ E′| ≥
1
2
Lp4
}⋂
{V |E′ = VE′}. (2.19)
Then Ek1,k2,ℓ
⋂{V |E′ = VE′} ⊆ Ek1,k2,ℓ,0⋃Ek1,k2,ℓ,1 by Claim 2.7.
Fix i ∈ {0, 1}. For any ω ∈ Ek1,k2,ℓ,i, we identify it with the potential on Q \ E′ corresponding
to it since Ek1,k2,ℓ,i ⊂ {V |E′ = VE′}, and write it as ω : Q \E′ → {0, 1}. We denote
S1(ω) := {a ∈ Q \E′ : ω(a) = 1− i}, (2.20)
and
S2(ω) := {a ∈ Q \ E′ : ω(a) = i, |uk1(a)| ≥ exp(−L2)}. (2.21)
By this definition, we have |S2(ω)| ≥ 12Lp4. For each ω ∈ Ek1,k2,ℓ,i, a ∈ S2(ω), we define ωa as
ωa(a) := 1− ω(a), ωa(a′) := ω(a′), ∀a′ ∈ Q \ E′, a′ 6= a. (2.22)
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We claim that ωa 6∈ Ek1,k2,ℓ,i. In the case where i = 0, because of Condition 9 and a 6∈
⋃
kQ
′
k, we
have
∑
|λk−λ¯|<exp(−L5) uk(a)
2 < exp(−cL4). Now we apply [DS19, Lemma 5.1] to HQ − λ¯+ sℓ with
r1 = 2sℓ, r2 = sℓ+1, r3 = exp(−2L2), r4 = exp(−cL4) and r5 = exp(−L5). Then λk1 moves out of
interval (λ¯ − sℓ, λ¯ + sℓ) when ω(a) is changed from 0 to 1. Thus we have ωa 6∈ Ek1,k2,ℓ,0. The case
where i = 1 is similar.
From this, we know that for any two ω, ω′ ∈ Ek1,k2,ℓ,i, S1(ω) ⊂ S1(ω′) implies S1(ω′)
⋂
S2(ω) = ∅.
Since |Q \ E′| ≤ (ℓ(Q) + 1)3 − N1L33 ≤ L30, {S1(ω) : ω ∈ Ek1,k2,ℓ,i} is 12L−30 Lp4-Sperner (defined in
[DS19, Definition 4.1]). By [DS19, Theorem 4.2], we obtain P[Ek1,k2,ℓ,i| V |E′ = VE′ ] ≤ CL
3
2
0 L
−p
4 .
Claim 2.9. There is set K ⊂ {1, 2, · · · , L30} depending only on E′ and VE′, such that |K| ≤ CLδ0
and
{‖RQ‖ > exp(L1)}
⋂
{V |E′ = VE′} ⊂
⋃
k1,k2∈K
⋃
0≤ℓ≤CLδ0
Ek1,k2,ℓ. (2.23)
The proof of this claim is the same as the proof of [DS19, Claim 5.11].
Finally,
P[‖RQ‖ > exp(L1)| V |E′ = VE′ ] ≤
∑
k1,k2∈K
∑
1≤ℓ≤CLδ0
P[Ek1,k2,ℓ| V |E′ = VE′ ] (2.24)
and thus
P[‖RQ‖ > exp(L1)| V |E′ = VE′ ] ≤ CL
3
2
+3δ
0 L
−p
4 ≤ LCε−ε00 . (2.25)
We start to prove Theorem 2.1 by a multi-scale analysis argument.
In the remaining part of this section, by “dyadic cube”, we mean a cube Q2n(a) for some a ∈
2n−1Z3 and n ∈ Z+. For each cube Q and positive integer m, 2mQ is the cube with side length
2mℓ(Q) and the same center as Q.
Theorem 2.10 (Multi-scale Analysis). There exist ε0 > 0, such that for any κ < ε0 and ε∗ > 0
there are
1. ε∗ > ε > ν > δ > 0
2. M,N ∈ Z+,
3. dyadic scales Lk, for k ∈ Z≥0, with
⌊
log2 L
1−6ε
k
⌋
= log2 Lk−1,
4. decay rates 1 ≥ mk ≥ L−δk for k ∈ Z≥0,
5. random sets Ok ⊂ R3 for k ∈ Z≥0 with Ok ⊂ Ok+1,
such that the following six statements hold:
1. when k ≤M , Ok
⋂
Z
3 =
⌈
ε−1
⌉
Z
3,
2. when k > M , Ok is an (N,~l, 2ε)-scattered random set with ~l = (L1−2εM+1, L1−2εM+2, · · · , L1−2εk ),
3. for any k ∈ Z≥0, Ok is 2ε-sparse in Q for any (dyadic) cube Q with ℓ(Q) = Lk,
4. Ok
⋂
Q is VOk−1
⋂
2Q-measurable for any (dyadic) cube Q with ℓ(Q) ≥ Lk,
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5. for any (dyadic) cube Q with ℓ(Q) = Lk, 0 ≤ λ¯ ≤ exp(−LδM ), let Eg(Q) denotes the event that
|(HQ − λ¯)−1(x, y)| ≤ exp(L1−εk −mk|x− y|), ∀x, y ∈ Q, (2.26)
then
P
[
P
[Eg(Q)∣∣ VOk⋂Q] = 1] ≥ 1− L−κk , (2.27)
6. mk ≥ mk−1 − L−νk for k ≥M + 1.
Proof. Let ε0 be the same constant as in Lemma 2.5.
Throughout the proof, we use c, C to denote universal constants.
For any n ∈ Z+ and cube Q ⊂ Z3, we call Q an n-cube if ℓ(Q) = n.
Let small reals ε, δ, ν satisfy Condition 1 and to be determined. Let M ∈ Z+ satisfy 35δ <
(1 − 6ε)M < 45δ; such M must exist as long as ε < 124 . Leave N to be determined, and let
L0 ≥ max {Cδ,ε, Cε,δ,N}, where Cδ,ε is the constant in Proposition B.4 and Cε,δ,N is the constant in
Lemma 2.5 (with N1 = N). For Lk, k > 0, let them be dyadic numbers satisfying Condition 3.
When k = 0, 1, · · · ,M , set Ok :=
⋃
a∈⌈ε−1⌉Z3 oa, where oa is the open ball centered at a with
radius 1. Then Statement 1 to 4 hold. Let mk := L
−δ
k .
Proposition B.4 implies Statement 5 for k = 1, 2, · · · ,M .
We now prove by induction for k > M . Assume Statements 1 to 6 hold for all k′ < k.
Note that Lδk ≥ Lk−M ≥ L
δ
2
k . For 0 ≤ k′ < k, and any dyadic Lk′-cube Q, we call it good, if
P[Eg(Q)|VOk′ ⋂Q] = 1, (2.28)
and otherwise, we call it bad. Note that when k′ > 0, any bad Lk′-cube must contain a bad
Lk′−1-cube by [DS19, Lemma 6.2], which also holds in 3D.
For any 0 < i ≤ k, and a bad Lk−i-cube Qi ⊂ Q, we call Qi a hereditary bad Lk−i-subcube of
Q, if there exists a sequence Qi ⊂ Qi−1 ⊂ · · · ⊂ Q1 ⊂ Q, where for each j = 1, · · · , i, Qj is a bad
Lk−j-cube, we also call the sequence {Qj}1≤j≤i a hereditary bad chain of length i. Note that the
set of hereditary bad chains of Q is VOk−1
⋂
Q-measurable.
Claim 2.11. When ε is small enough, there exists N ′ relying on M,κ, δ, ε, such that, for any dyadic
Lk-cube Q,
P
[
Q has no more than N ′ hereditary bad chain of length M
] ≥ 1− L−1k . (2.29)
The proof of this claim is the same as the proof of [DS19, Claim 8.5]
Now we let N := 100N ′.
We call a dyadic Lk-cube Q ready if Q has no more than N
′ hereditary bad chain of length M .
The event that Q is ready is VOk−1
⋂
Q-measurable.
Suppose Q is an Lk-cube and is ready. Let Q
′′′
1 , · · · , Q′′′N ′ ⊂ Q be a complete list of all hereditary
bad Lk−M -subcubes of Q. Let Q′′1, · · · , Q′′N ′ ⊂ Q be the corresponding bad Lk−1-cubes, such that
Q′′′i ⊂ Q′′i for each i = 1, 2, · · · , N ′. These cubes are chosen in a way such that {Q′′1 , · · · , Q′′N ′}
contains all the bad Lk−1-cubes in Q.
Applying [DS19, Lemma 8.1], which also holds in 3D, we can choose a dyadic scale L1−3εk ≤
L′ ≤ L1−2εk and disjoint L′-cubes Q′1, · · · , Q′N ′ ⊂ Q such that, for every Q′′i , there is a Q′j such that
Q′′i ⊂ Q′j and dist(Q′′i , Q \ Q′j) ≥ 18L′. For each j = 1, 2, · · · , N ′, we let OQ,j be the ball in R3,
with the same center as Q′j and with radius L
1−2ε
k . We can choose OQ,i, Q
′′
i , Q
′′′
i in a VOk−1
⋂
2Q-
measurable way.
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Now we let Ok be the union of Ok−1 and balls OQ,1, · · · , OQ,N ′ , for each ready Lk-cube Q; i.e.
Ok := Ok−1
⋃ ⋃
Q is ready, ℓ(Q)=Lk
(
N ′⋃
i=1
OQ,i
)
 , (2.30)
and we define mk := mk−1 − Lνk.
We now verify Statements 1 to 6. Note that Statement 1,4 and 6 hold for k automatically.
Claim 2.12. Statement 2 and 3 hold for k.
Proof. From (2.30), we let O˜k′ :=
⋃
Q is ready,ℓ(Q)=Lk′
⋃N ′
i=1OQ,i for k
′ > M . Then we have that
Ok = OM
⋃(⋃k
k′=M+1 O˜k′
)
, and we claim that
1. OM is (1, 2ε)-premeager,
2. O˜k′ is an (N, 2L1−2εk′ , 2ε)-meager set for each k′ > M .
If these claims hold, then Statement 2 holds because
⌊
log2(L
1−6ε
i )
⌋
= ⌊log2(Li−1)⌋ by Condition
3.
Now we check these two claims. For the first one, just note that OM =
⋃
a∈⌈ε−1⌉Z3 oa, then we
can check that OM is a (1, 2ε)-premeager set using Definition 2.3.
For the second one, when k′ > M , O˜k′ is the union of N ′ balls OQ,1, OQ,2, · · · , OQ,N ′ for each
ready Lk′-cubeQ, and each ball OQ,i has radius L
1−2ε
k′ . Note that each OQ,i is VOk′−1
⋂
2Q-measurable
and
L1+6εk′−1 ≤ Lk′ ≤ L1+8εk′−1 . (2.31)
Denote the collection of dyadic Lk′-cubes by Qk′ :=
{
QLk′(a) : a ∈ 12Lk′Z3
}
. We can divide Qk′ into
at most 100 subsets Qk′ =
⋃100
t=1Q(t)k′ , such that any two Lk′-cubes in the same subset have distance
larger than 2Lk′ . i.e.
dist(Q1, Q2) ≥ 2Lk′ for all t ∈ {1, 2, · · · , 100} and all Q1 6= Q2 ∈ Q(t)k′ . (2.32)
For each 1 ≤ t ≤ 100 and 1 ≤ j ≤ N ′, let O(t,j)k′ =
{
OQ,j : Q is ready and Q ∈ Q(t)k′
}
. Then for any
two O1 6= O2 ∈ O(t,j)k′ , by (2.32), we have
dist(O1, O2) ≥ Lk′ ≥ (2ε)−1(r(O1))1+2ε = (2ε)−1(r(O2))1+2ε. (2.33)
From Definition 2.3,
⋃
O
(t,j)
k′ is a (2L
1−2ε
k′ , 2ε)-premeager set and O˜k′ =
⋃
1≤t≤100,1≤j≤N ′
(⋃
O
(t,j)
k′
)
is a (N, 2L1−2εk′ , 2ε)-meager set since N = 100N
′. Thus the second claim holds.
Finally, since r(OQ,j) = L
1−2ε
k′ <
√
ε diam(Q)1−ε, Ok is 2ε-sparse in Q. Hence Statement 3
holds.
Now it remains to check Statement 5 for k.
Claim 2.13. If Q is an Lk-cube and Q is ready, then for any 1 ≤ i ≤ N ′, we have
exp(cL1−δk−1)‖u‖ℓ∞(Q′i\⋃N′j=1Q′′j
) ≤ ‖u‖ℓ2(Q′i) ≤ (1 + exp(−cL
1−δ
k−M ))‖u‖ℓ2(Q′i⋂⋃N′j=1Q′′′j
), (2.34)
for any u : Q′i → R, λ ∈ R+, with HQ′iu = λu and |λ− λ¯| ≤ exp(−L
1−ε
k−1).
The proof of this claim is the same as the proof of [DS19, Claim 8.7].
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Claim 2.14. If Q is an Lk-cube, and for any 1 ≤ i ≤ N ′, Ei(Q) denotes the event that
Q is ready and P[‖(HQ′i − λ¯)
−1‖ ≤ exp(L1−4εk )|VOk⋂ 4Q] = 1, (2.35)
then P[Ei(Q)] ≥ 1− LCε−ε0k .
Proof. Recall that the event where Q is ready is VOk−1
⋂
2Q-measurable, and subcubes Q
′
i’s are
also VOk−1
⋂
2Q-measurable. We apply Lemma 2.5 with 2ε > δ > 0, N1 = N
′, and to the cube
Q′i with scales L
′ ≥ L1−4εk ≥ L1−5εk ≥ Lk−1 ≥ L1−2δk−1 ≥ L1−εk−1, defects
{
Q′′j : Q
′′
j ⊂ Q′i
}
, G =⋃
1≤j≤N ′:Q′′′j ⊂Q′i Q
′′′
j and E = Ok−1. Assuming ε > 5δ, Claim 2.13 provides the condition to verify
hypotheses of Lemma 2.5. By Claim 2.11, and since Q′i ⊂ Ok when Q is ready, the claim follows.
Claim 2.15. If Q is an Lk-cube and E1(Q), · · · , EN ′(Q) hold, then Q is good.
The proof of this claim is the same as the proof of [DS19, Claim 8.9].
By combining Claim 2.14, Claim 2.15, and letting Cε < ε0 − κ, we have that Statement 5 holds
for k. Thus the induction principle proves the theorem.
Proof of Theorem 2.1. Pick ε∗ < ε0−κ01000 , and apply Theorem 2.10 with κ = κ0+1000ε∗. Then there
are {Lk}k∈Z≥0 , {mk}k∈Z≥0 , ε, δ, ν, N and M such that the statements of Theorem 2.10 hold. Let
L∗ := LM+1. Fix a dyadic scale L ≥ LM+1, and let k be the maximal integer such that L ≥ Lk+1.
Then L1+6εk ≤ Lk+1 ≤ L < Lk+2 ≤ L1+40εk . Denote
Q := {Q′ : Q′ is a dyadic Lk-cube and Q′ ∩QL 6= ∅} . (2.36)
Then QL ⊂
⋃
Q′∈QQ
′ and |Q| ≤ 8
(
L
Lk
)3 ≤ L1000εk ≤ L1000ε∗k . By elementary observations, for any
a ∈ QL, there is a Q′ ∈ Q such that a ∈ Q′ and dist(a,QL \Q′) ≥ 18Lk. Fix a λ ∈ [0, exp(−LδM )].
For each Q′ ∈ Q, define AQ′ to be the following event:
|RQ′(a, b)| ≤ exp(L1−εk −mk|a− b|) for each a, b ∈ Q′. (2.37)
By Theorem 2.10,
P[AQ′ ] ≥ 1− L−κ0−1000ε∗k . (2.38)
Thus
P

 ⋂
Q′∈Q
AQ′

 ≥ 1− |Q|L−κ0−1000ε∗k ≥ 1− L−κ0k . (2.39)
By [DS19, Lemma 6.2],
⋂
Q′∈QAQ′ implies
|RQL(a, b)| ≤ exp(L1−ε −m|a− b|),∀a, b ∈ QL, (2.40)
where m = mk − L−δk . Note that for k ≥M + 1 we have
mk − L−δk ≥ L−δM − L−νM+1 − · · · − L−νk − L−δk > δ0 (2.41)
for some δ0 > 0 determined by L0, ε, δ, ν. Here the first inequality is by Condition 3 and Statement 6
in Theorem 2.10, and the second inequality is due to the fact that Lk increases super-exponentially
and L0 is large enough. Hence our theorem follows by letting δ∗ = min
{
δ0, exp(−LδM ), ε
}
.
3 Polynomial arguments
The goal of this section is to prove Theorem 1.9. This theorem is a triangular lattice version of
[BLMS17, Theorem (A)]. We first prove an extension result, Lemma 3.7, which is a reminiscent
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Figure 1: Ta;m is the set of lattice points in the above triangle region. Pa;m,l is the set of lattice
points in the above trapezoid region.
of [BLMS17, Corollary 3.7]. The key arguments are the polynomial structure of function u and
the Remez inequality, Lemma 3.3. From them we get the key estimate, Lemma 3.4, which is used
to prove Lemma 3.7. Finally, to deduce Theorem 1.9 from Lemma 3.7, we use a Vitalli covering
argument to show that |u(0)| is bounded when |u| is exponentially small on a very large portion in
a triangle.
3.1 Notations and basic lemmas
Before starting the proof, recall Definition 1.8 for some basic geometric objects. Here we need more
notations for geometric patterns in Λ.
Definition 3.1. We denote γ := ξ + η =
(
−12 ,
√
3
2
)
. For each b = sξ + tη ∈ Λ, we denote ξ(b) := s
and η(b) := t. For a ∈ Λ and m a non-negative integer, denote
Ta;m := {a+ sξ + tη : 0 ≤ t ≤ m, t ≤ s ≤ m}
⋂
Λ, (3.1)
an equilateral triangle of lattice points. We denote its ξ-edge, η-edge, and γ-edge to be the sets
{a+ sξ : 0 ≤ s ≤ m}
⋂
Λ,
{a+mξ + tη : 0 ≤ t ≤ m}
⋂
Λ,
{a+ sξ + sη : 0 ≤ s ≤ m}
⋂
Λ,
(3.2)
respectively. In this section, an edge of Ta;m means one of its ξ-edge, η-edge and γ-edge.
For a ∈ Λ and m, ℓ ∈ Z≥0, denote Pa;m,ℓ := {a+ sξ + tη : −ℓ ≤ t ≤ 0,−m+ t ≤ s ≤ 0}
⋂
Λ,
a trapezoid of lattice points. Especially, when ℓ = 0, Pa;m,ℓ = {a+ sξ : 0 ≤ s ≤ m} is a segment
parallel to ξ. The lower edge of Pa;m,ℓ is defined to be the set Pa−ℓη;m+ℓ,0, and the upper edge of
Pa;m,ℓ is defined to be the set Pa;m,0. The left leg of Pa;m,ℓ is the set {a+ tη : −ℓ ≤ t ≤ 0}
⋂
Λ, and
the right leg of Pa;m,ℓ is the set {a−mξ − tγ : 0 ≤ t ≤ ℓ}
⋂
Λ.
See Figure 1 for an illustration of Ta;m and Pa;m,l.
The following lemma can be proved using a straight forward induction.
Lemma 3.2. Let R,S ∈ R+, a ∈ Λ, and m ∈ Z+. Suppose u : Ta;m → R satisfies
|u(b) + u(b− ξ) + u(b+ η)| ≤ R (3.3)
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for any b ∈ Ta+ξ;m−1, and |u| ≤ S on one of three edges of Ta;m. Then |u(b)| ≤ 2mS + (2m − 1)R
for each b ∈ Ta;m.
Proof. By symmetry, we only need to prove the result when |u| ≤ S on the ξ-edge of Ta;m.
We claim that for each k = 0, 1, · · · ,m, |u(b)| ≤ 2kS+(2k−1)R for any b ∈ Ta;m with η(b−a) = k.
We prove this claim by induction on k. The base case of k = 0 holds by the assumptions. We suppose
that the statement is true for 0, 1, · · · , k. For any b ∈ Ta;m with η(b− a) = k and ξ(b− a) > k, we
have b, b− ξ ∈ Ta;m and η(b− a) = η(b− a− ξ) = k. By (3.3) and the induction hypothesis,
|u(b+ η)| ≤ |u(b)|+ |u(b− ξ)|+R ≤ 2(2kS + (2k − 1)R) +R = 2k+1S + (2k+1 − 1)R. (3.4)
Then our claim holds by induction, and the lemma follows our claim.
We will use the Remez inequality [Rem36]. More precisely, we will use the following discrete
version as stated and proved in [BLMS17].
Lemma 3.3 ( [BLMS17, Corollary 3.2] ). Let d ∈ Z+, ℓ ∈ Z≥0, and p be a polynomial with degree
no more than d. For M ∈ R+, suppose that |p| ≤ M on at least d + ℓ integer points on a closed
interval I, then on I we have
|p| ≤
(
4|I|
ℓ
)d
M. (3.5)
3.2 Key lemmas
In this subsection we prove a key step toward Theorem 1.9. We will prove the following two
lemmas, which are reminiscent of [BLMS17, Lemma 3.4] and [BLMS17, Lemma 3.6], respectively.
The following lemma allows us to acquire bound of |u| in a trapezoid with only knowing that |u| is
small on the upper edge and on a substantial fraction of the lower edge of the trapezoid.
Lemma 3.4. Let R,K ∈ R+, ℓ,m ∈ Z+ with ℓ ≤ m10 , and a ∈ Λ. There is a constant C5,
independent of a,m, ℓ,K,R, such that the following is true. For any function u : Pa;m,ℓ → R that
satisfies the following:
1. For any b ∈ Pa−η;m,ℓ−1, (3.3) holds.
2. |u| ≤ K on the upper edge of Pa;m,ℓ.
3. |u| ≤ K for at least half of the points in the lower edge of Pa;m,ℓ.
Then |u| ≤ Cℓ+m5 (K +R) in Pa;m,ℓ.
Proof. We assume without loss of generality that a = 0. We first claim that there is a function
v : P0;m,ℓ → R satisfying the following four conditions:
1. v = 0 on {−tη : 1 ≤ t ≤ ℓ}.
2. v = u on P0;m,0.
3. For each point b ∈ P−η;m,ℓ−1,
v(b) + v(b− ξ) + v(b+ η) = u(b) + u(b− ξ) + u(b+ η). (3.6)
4. ‖v‖∞ ≤ 2ℓ+m(K +R).
14
We construct the function v by first defining it on {−tη : 0 ≤ t ≤ ℓ} and P0;m,0, then iterating
(3.6) line by line. Specifically, for −ℓ ≤ t ≤ −1, let v(tη) = 0, and v(0) = u(0). For each
s = 0,−1, · · · ,−m+ 1, we define
v((s−1)ξ+tη) := −v(sξ+tη)−v(sξ+(t+1)η)+u(sξ+tη)+u((s−1)ξ+tη)+u(sξ+(t+1)η) (3.7)
for all −ℓ ≤ t ≤ −1, and v((s−1)ξ) = u((s−1)ξ). Then we have defined v(sξ+ tη) for −m ≤ s ≤ 0
and −ℓ ≤ t ≤ 0. Finally, in a similar way we extend v to the triangle T−mξ−ℓγ;ℓ by recursively
iterating equation (3.6). By our construction, v satisfies conditions 1 to 3.
Now we prove v satisfies Condition 4. First, (3.6) implies that |v(b) + v(b − ξ) + v(b+ η)| ≤ R
for any b ∈ P−η;m,ℓ−1. Using this and |v| ≤ K on P0;m,0, by an induction similar to that in the
construction of v, we can prove that
|v(−sξ − tη)| ≤ 2sK + (2s − 1)R (3.8)
for each 0 ≤ s ≤ m and 0 ≤ t ≤ ℓ. In particular, |v| ≤ 2m(K +R) on the η-edge of T−mξ−ℓγ;ℓ. By
Lemma 3.2, |v| ≤ (K +R)2ℓ+m on T−mξ−ℓγ;ℓ. Hence |v| ≤ (K +R)2ℓ+m on any point in trapezoid
P0;m,ℓ, and v satisfies Condition 4.
Let w := u− v, then w = 0 on P0;m,0 and w(b) +w(b− η) +w(b− γ) = 0 for each b ∈ P0;m,ℓ−1.
Also, |w| ≤ (K +R)2ℓ+m +K ≤ (K +R)3ℓ+m on at least half of points in the lower edge of P0;m,ℓ.
Since ℓ ≤ m10 , we have ∣∣∣{s : |w(−sξ − ℓη)| ≤ (K +R)3ℓ+m}∣∣∣ ≥ m+ ℓ
2
≥ 5ℓ (3.9)
for each 0 ≤ s ≤ m+ ℓ.
We claim that for each 0 ≤ t ≤ ℓ, there is a polynomial gt of degree at most t, such that
gt(s) = (−1)sw(−sξ − tη)(0 ≤ s ≤ m+ t, s ∈ Z). (3.10)
We prove the claim by induction on t. For t = 0, this is true since w = 0 on the upper edge of
P0;m,ℓ. Suppose the statement is true for t, then
(−1)sw(−sξ − (t+ 1)η)− (−1)s−1w((−s+ 1)ξ − (t+1)η) = −(−1)sw(−sξ − tη) = −gt(s), (3.11)
and it is a polynomial with degree at most t; thus gt+1(s) := (−1)sw(−sξ− (t+1)η) is a polynomial
of degree at most t+ 1. Hence our claim holds.
In particular, gℓ(s) = (−1)sw(−sξ− ℓη) is a polynomial of degree at most ℓ. Hence by (3.9) and
Lemma 3.3, there exists a constant C > 0 such that
|w(−sξ − ℓη)| ≤ 3ℓ+mCℓ(K +R) (3.12)
for each 0 ≤ s ≤ m+ ℓ. Thus on the lower edge of P0;m,ℓ,
|u| ≤ |w|+ |v| ≤ 3ℓ+mCℓ(K +R) + 2ℓ+m(K +R) ≤ (3C + 2)ℓ+m(K +R), (3.13)
Finally, by Lemma 3.2, and letting C5 = 6C + 4, we get
|u| ≤ 2ℓ+m(3C + 2)ℓ+m(K +R) = Cℓ+m5 (K +R) (3.14)
in P0;m,ℓ.
Our next lemma is obtained by applying Lemma 3.4 repeatedly.
Lemma 3.5. Let m, ℓ ∈ Z+ with ℓ ≤ m ≤ 2ℓ, K,R ∈ R+, and a ∈ Λ. Let u : Pa;m,ℓ → R be a func-
tion satisfying (3.3) for each b ∈ Pa−η;m,ℓ−1. If |u| ≤ K on Pa;m,0 and |{a′ ∈ Pa;m,ℓ : |u(a′)| > K}| ≤
1
105
mℓ, then |u| ≤ (K +R)Cℓ6 in Pa;m,⌊ 12 ℓ⌋, where C6 is a constant independent of a,m, l,K,R.
Proof. If ℓ ≤ 120, then the theorem holds trivially since 1
105
mℓ ≤ 2
105
ℓ2 < 1. From now on we
assume that ℓ ≥ 120, and let C6 = C10005 where C5 is the constant in Lemma 3.4.
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For each k = 0, 1, · · · , 29, we choose an lk ∈
{⌊
2k
60 ℓ
⌋
,
⌊
2k
60 ℓ
⌋
+ 2, · · · , ⌊2k+160 ℓ⌋− 1} such that∣∣∣{a′ : |u(a′)| ≤ K}⋂Pa−lkη;m+lk ,0∣∣∣ ≥ 12(m+ lk). (3.15)
Such lk must exist, since otherwise,∣∣{a′ ∈ Pa;m,ℓ : |u(a′)| > K}∣∣ > 1
2
· 1
60
mℓ >
1
105
mℓ, (3.16)
which contradicts with an assumption in the statement of this lemma. In particular, we can take
l0 = 0.
From the definition, we have lk+1 − lk ≤ 120ℓ ≤ 120m and lk+1 − lk ≥ 160ℓ ≥ 1120m. Let Pk =
Pa−lkη;m+lk ,lk+1−lk(k = 0, 1, · · · , 28). We claim that |u| ≤ C lk+16 (K +R) on Pk, for k = 0, 1, · · · , 28.
We prove this claim by induction on k. For k = 0, we use Lemma 3.4 for Pa;m,l1 to get
|u| ≤ (K +R)C l1+m5 ≤ (K +R)C121l15 ≤ (K +R)C l16 (3.17)
in P0 = Pa;m,l1 . Suppose the statement holds for k, then |u| ≤ (K + R)C lk+16 in Pa−lk+1η;m+lk+1,0
which is the upper edge of Pk+1. We use Lemma 3.4 again for Pk+1, and get |u| ≤ (K +R)C lk+26 in
Pk+1. Thus the claim follows.
Since l29 ≥ 2930ℓ− 1 ≥
⌊
1
2ℓ
⌋
+ 1 when ℓ ≥ 120, the lemma is implied by this claim, and noticing
that P
a;m,⌊ ℓ2⌋ ⊆
⋃ {Pk : 0 ≤ k ≤ 28}.
3.3 Proof of Theorem 1.9
In this subsection we finish the proof of Theorem 1.9. The key step is a triangular analogue of
[BLMS17, Corollary 3.7] (Lemma 3.7 below); then we finish using a Vitalli covering argument.
Proof of Theorem 1.9. Let ǫ1 =
1
1018
, and C4 = 6C6 where C6 is the constant in Lemma 3.5.
We can assume that n ≥ 109, since otherwise Theorem 1.9 holds trivially.
We will consider triangles on which |u| is suitably bounded.
Definition 3.6. Denote R := C−n4 |u(0)|. For any a ∈ Λ, m ∈ Z+, and K ∈ R+, a triangle
Ta;m ⊂ Λ⌊n2 ⌋ is called K-good if m is divisible by 6 and |u| ≤ (K +R)
(
C4
3
)m
on any point in Ta;m.
Fix K = C−n4 |u(0)|. We argue by contradiction, i.e. we assume that
|{b ∈ Λn : |u(b)| > K}| ≤ ǫ1n2. (3.18)
We choose points ai ∈ Λ⌊ n20⌋ for 1 ≤ i ≤
⌊
n2
106
⌋
, such that each Tai,6 ⊂ Λ⌊ n20⌋, and Tai,6
⋂
Taj ,6 =
∅ for any i 6= j. Denote S :=
{
Tai,6 : 1 ≤ i ≤
⌊
n2
106
⌋}
.
By (3.18), for at least half of elements in S, |u| ≤ K on each of these triangles. Hence, there
are at least n
2
107
K-good triangles in S. Denote the set of the centers of these K-good triangles by
Q. For any a ∈ Q, let Xa denote the maximal K-good triangle that is contained in Λ⌊n2 ⌋ and has
center a, and let la be the length of each edge of Xa.
If there exists a ∈ Q with la ≥ n10 , then this maximal triangle contains 0, and |u(0)| ≤
(
C4
3
)n
(K+
R) < |u(0)|, which is impossible. Hence la ≤ n10 for any a ∈ Q. For any a ∈ Q, denote Ya :=
Ta−2laξ−laη;4la . Then the center of Ya is a, and each side has length 4la, and Ya ⊂ Λ⌊n2 ⌋.
We need the following result on K-good triangles.
Lemma 3.7. For m = 3k where k ∈ Z+, and s, t ∈ Z, the following is true. Let a1 = sξ + tη,
a2 = (s − 2m)ξ + (t − m)η, a3 = (s − 4m)ξ + (t − 2m)η, and T1 = Ta1;2m, T2 = Ta2;5m and
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T3 = Ta3;8m (see Figure 2 for an illustration). If T3 ⊂ Λ⌊n2 ⌋, and |{b ∈ T3 : |u(b)| > K}| ≤
m2
106
, and
T1 is K-good, then T2 is also K-good.
We assume this result for now and continue our proof of Theorem 1.9.
We have that ∀a ∈ Q, ∣∣{a′ ∈ Ya : |u(a′)| > K}∣∣ ≥ l2a
107
, (3.19)
since otherwise, by Lemma 3.7 with T1 = Xa and T3 = Ya, there is a K-good triangle strictly
containing Xa and this contradicts with the maximal property of Xa.
Finally we apply Vitalli’s covering argument to the collection of triangles {Ya : a ∈ Q}. We can
find a subset Q˜ ⊂ Q such that
∣∣∣⋃{Ya : a ∈ Q˜}∣∣∣ ≥ 116 |⋃ {Ya : a ∈ Q} |, and Ya⋂Ya′ = ∅ for any
a 6= a′ ∈ Q˜. Hence∣∣∣{a ∈ Λ⌊n2 ⌋ : |u(a)| > K
}∣∣∣ ≥ 1
107
∣∣∣⋃{Ya : a ∈ Q˜}∣∣∣ > 1
109
∣∣∣⋃ {Ya : a ∈ Q}∣∣∣ . (3.20)
Since Q ⊂ ⋃ {Ya : a ∈ Q}, we have |⋃ {Ya : a ∈ Q}| ≥ n2107 , and
∣∣∣{a ∈ Λ⌊n2 ⌋ : |u(a)| > K
}∣∣∣ > 1109 ·
n2
107
= n
2
1016
. This contradicts with our assumption (3.18).
It remains to finish the proof of Lemma 3.7.
Proof of Lemma 3.7. We first note that u satisfies (3.3) for any b ∈ Λ⌊n2 ⌋.
The triangles T1 = Ta1,2m, T2 = Ta2,5m and T3 = Ta3,8m have the same center in Λ. Without
loss of generality, we assume that the center of T1 is the origin 0, and then a1 = −4kξ − 2kη.
Define F : Λ→ Λ to be the counterclockwise rotation around 0 by 2π3 , i.e.
F (s1ξ + t1η) = (t1 − s1)ξ − s1η (3.21)
for any s1, t1 ∈ Z.
We first consider the trapezoid P1 := P2kξ−2kη;2m,2m. The upper edge of P1 is exactly the ξ-edge
of T1 and the lower edge of P1 is contained in the ξ-edge of T3 (see Figure 2 for an illustration).
Denote P ′1 := P2kξ−2kη;2m,m, K1 := (K + R)(2C6)
2m and K2 := (K1 + R)C
2m
6 . Then |u| ≤ K1 in
T1 since T1 is K-good. Because |{b ∈ P1 : |u(b)| > K}| ≤ 1105 (2m)2 and |u| ≤ K1 on the upper edge
of P1, by Lemma 3.5, we deduce that |u| ≤ K2 in P ′1.
Let P2 := F (P1) and P3 := F
−1(P1). A symmetric argument for P2 and P3 implies that |u| ≤ K2
also holds in P ′2 := F (P
′
1) and P
′
3 := F
−1(P ′1).
Now let a′1 = −kξ+4kη, a′2 = −kξ−5kη and a′3 = a2 = −10kξ−5kη, and consider the triangles
T ′1 := Ta′1;2m, T
′
2 := Ta′2;2m and T
′
3 := Ta′3;2m (see Figure 2). Then T
′
2 = F (T
′
1) and T
′
3 = F
−1(T ′1).
We claim that |u| ≤ (K2 + R)22m in
⋃
i=1,2,3 T
′
i . By symmetry, we only need to prove the claim
in T ′1. Denote L1 := {sξ + 4kη : −k ≤ s ≤ 2k} and L2 := {sξ + 4kη : 2k ≤ s ≤ 5k}. Note that the
ξ-edge of triangle T ′1 is the set of points
{sξ + 4kη : −k ≤ s ≤ 5k} = L1
⋃
L2. (3.22)
Since
F−1(L1) = {−4kξ + (s− 4k)η : −k ≤ s ≤ 2k} ⊂ P ′1, (3.23)
and
F (L2) = {(4k + t)ξ + tη : −5k ≤ t ≤ −2k} ⊂ P ′1, (3.24)
we have L1 ⊂ F (P ′1) = P ′2 and L2 ⊂ F−1(P ′1) = P ′3. Hence |u| ≤ K2 on L1
⋃
L2, i.e. the ξ-edge of
T ′1. By Lemma 3.2, |u| ≤ (K2 +R)22m in T ′1, and our claim holds.
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ξη
a3
a2 = a3
′
a1
′
a2
′
T2
′
T1
′
T3
′
a1
Figure 2: The thick lines indicate edges of T1, T2, and T3. The two long dashed lines indicate two
legs of P1. The short dashed line passing a
′
1 indicates L1
⋃
L2. The shadowed region indicates P
′
1.
Since
(⋃
i=1,2,3 T
′
i
)⋃(⋃
i=1,2,3 P
′
i
)⋃
T1 = T2, we have |u| ≤ (K2 +R)22m in T2. We also have
that
22m(K2 +R) = 2
3mC4m6 K + (2
3mC4m6 + 2
2mC4m6 + 2
2m)R ≤
(
C4
3
)5m
(K +R), (3.25)
so T2 is K-good.
To apply Theorem 1.9 to prove Theorem 4.1 in the next section, We actually need the following
two corollaries.
Corollary 3.8. Let a ∈ Λ, and m, ℓ, k ∈ Z+ with m ≥ 2ℓ+ 2. Take any nonempty
L ⊂ {a− tξ : t ∈ Z, ℓ+ 1 ≤ t ≤ m− ℓ− 1} , (3.26)
and function u : Pa;m,ℓ → R such that
|u(b) + u(b− ξ) + u(b+ η)| ≤ C−2ℓ4 min
c∈L
|u(c)|, (3.27)
for any b with {b, b− ξ, b+ η} ⊂ Pa−ξ;m−2,ℓ−1. Then∣∣∣∣
{
b ∈ Pa;m,ℓ : |u(b)| ≥ C−2ℓ4 min
c∈L
|u(c)|
}∣∣∣∣ ≥ ǫ1ℓ210 (3.28)
whenever L contains at least one element; and∣∣∣∣
{
b ∈ Pa;m,ℓ : |u(b)| ≥ C−2ℓ4 min
c∈L
|u(c)|
}∣∣∣∣ ≥ ǫ1ℓ230 + ǫ1mℓ240 (3.29)
if L = {a− tξ : t ∈ Z, ℓ+ 1 ≤ t ≤ m− ℓ− 1}.
18
P1 P2 . . . Pl−1
b2 bl−1b1
Figure 3: An illustration for Pi’s. The thick line indicates L.
Proof. If l ≤ 109, then the right hand side of (3.29) is less than |L| = m − 2ℓ − 1 and the right
hand side of (3.28) is less than 1 since ǫ1 =
1
1018 , thus the conclusion holds trivially. From now on
we suppose ℓ > 109.
We denote P := Pa;m,ℓ, for simplicity of notations. Without loss of generality, we assume that
minc∈L |u(c)| = 1. Let a′ ∈ L.
First we prove (3.28), i.e. ∣∣∣{b ∈ P : |u(b)| ≥ C−2ℓ4 }∣∣∣ ≥ ǫ1ℓ210 . (3.30)
By (3.27), for any b ∈ Pa−ξ;m−2,ℓ−2 and 0 < k1 < ℓ, if |u(b)| ≥ C−k14 , then |u(b− η)| ≥ C−k1−14
or |u(b− γ)| ≥ C−k1−14 . Thus we can inductively pick a1 = a′, a2, · · · , a⌊ ℓ3⌋ ∈ P , such that for each
i = 1, 2, · · · , ⌊ ℓ3⌋, |u(ai)| ≥ C−i+14 , and ai = a′−siξ− iη with si−si−1 ∈ {0, 1} for each 2 ≤ i ≤ ⌊ ℓ3⌋.
In particular, we have u
(
a⌊ ℓ3⌋
)
≥ C−ℓ4 .
Take c ∈ Λ such that the center of T ′ := T
c;6⌊ ℓ−118 ⌋ is a⌊ ℓ3⌋. Then T
′ ⊂ Pa−ξ;m−2,ℓ−1, and we can
apply Theorem 1.9 in T ′ with n = 6
⌊
ℓ−1
18
⌋
, thus (3.30) follows.
Next we prove ∣∣∣{b ∈ P : |u(b)| ≥ C−2ℓ4 }∣∣∣ ≥ ǫ1
(
mℓ
80
− ℓ
2
10
)
. (3.31)
When m ≤ 8ℓ, (3.31) is trivial. From now on we assume that m > 8ℓ. Denote l := ⌈m−2ℓ−14ℓ ⌉−1.
We take b1 := a− (ℓ+ 1)ξ. Let bi := b1 + 4ℓ(i− 1) where i = 2, · · · , l. For each 1 ≤ i ≤ l, consider
the trapezoid Pi := Pbi;2ℓ+2,ℓ. We note that these trapezoids are disjoint, and Pi ⊂ P for each
1 ≤ i ≤ l (see Figure 3 for an illustration). We apply the same arguments in the proof of (3.30),
with P substituted by each Pi, and we get∣∣∣{b ∈ Pi : |u(b)| ≥ C−2ℓ4 }∣∣∣ ≥ ǫ1ℓ210 , (3.32)
for each 1 ≤ i ≤ l − 1. By summing over all i we get (3.31).
Finally, we can deduce (3.29) from (3.30) and (3.31).
For the next corollary, we set up notations for reversed trapezoids.
Definition 3.9. For any a ∈ Λ, m, l ∈ N with l ≤ m, we denote
P ra;m,ℓ := {a− tξ − sη : s ≤ t ≤ m, 0 ≤ s ≤ ℓ}
⋂
Λ, (3.33)
which is also a trapezoid, but its orientation is different from that of Pa;m,ℓ (see Figure 4 for an
illustration). We also denote {a− tξ : 0 ≤ t ≤ m}⋂Λ to be the upper edge of P ra;m,ℓ.
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mupper edge
l
a
Figure 4: P ra;m,l is the set of lattice points in the above region.
Corollary 3.10. Let a ∈ Λ, and m, ℓ, k ∈ Z+ with m ≥ ℓ. Let L be a nonempty subset of the upper
edge of P ra;m,ℓ.
Take a function u : P ra;m,ℓ → R such that
|u(b) + u(b− ξ) + u(b+ η)| ≤ C−2ℓ4 min
c∈L
|u(c)|, (3.34)
for any b with {b, b− ξ, b+ η} ⊂ P ra−ξ;m−2,ℓ−1. Then∣∣∣∣
{
b ∈ P ra;m,ℓ : |u(b)| ≥ C−2ℓ4 min
c∈L
|u(c)|
}∣∣∣∣ ≥ ǫ1ℓ21000 , (3.35)
if L =
{
a− ⌊m2 ⌋ ξ} or L = {a− ⌈m2 ⌉ ξ}. And∣∣∣∣
{
b ∈ P ra;m,ℓ : |u(b)| ≥ C−2ℓ4 min
c∈L
|u(c)|
}∣∣∣∣ ≥ ǫ1mℓ3000 , (3.36)
if L = {a− tξ : t ∈ Z, 1 ≤ t ≤ m− 1}.
Proof. If m ≤ 109, then the conclusion holds trivially. From now on we suppose m > 109. If
L =
{
a− ⌊m2 ⌋ ξ} or L = {a− ⌈m2 ⌉ ξ}, let a′ = a− ⌊m2 ⌋ ξ or a′ = a− ⌈m2 ⌉ ξ respectively. Consider
P
a′+(⌊ ℓ5⌋+1)ξ;2⌊ ℓ5⌋+2,⌊ ℓ5⌋ ⊂ P
r
a;m,ℓ. Using Corollary 3.8 for this trapezoid, we get (3.35).
If L = {a− tξ : t ∈ Z, 1 ≤ t ≤ m− 1}, consider Pa−(⌊ ℓ5⌋+2)ξ;m−2⌊ ℓ5⌋−4,⌊ ℓ5⌋ ⊂ P
r
a;m,ℓ. Using
Corollary 3.8 for this trapezoid, we get (3.36).
4 Geometry on 3D lattice: small scale discrete unique continuation
In this section we state and prove the following small scale discrete unique continuation, which can
be seen as Theorem 1.5 incorporating a scattered set (which is defined in Definition 2.3).
Theorem 4.1. For each K ∈ R+, there exist εK , C2, C3 ∈ R+ relying only on K, and for each
N ∈ Z+, ~l a vector of positive reals, ε ∈ (0, εK), there exists Cε,N ∈ R+ relying on ε,N , such that
the following is true.
Take any n ∈ Z+ and functions u, V : Z3 → R, satisfying
∆u = V u (4.1)
in Qn and ‖V ‖∞ ≤ K. Let E ⊂ Z3 be any (N,~l, ε)-scattered set, with the first scale length l1 > Cǫ,N .
If E is 158 ε-sparse in Qn, then we have that∣∣{a ∈ Qn : |u(a)| ≥ exp(−C2n3)|u(0)|} \E∣∣ ≥ C3n2(log2 n)−1. (4.2)
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Remark 4.2. Note that here we require E to be 158 ε-sparse in Qn, and this is a stronger condition
than being ε-sparse. The constant 158 is due to a technical reason, and it can be replaced by any
number less than 2 and close to 2.
The first result we need is based on the “cone property” of the function u, as discussed in
Appendix A. We remind the reader of the notations eτ , for τ = 1, 2, 3; and λτ , Pτ,k, for τ ∈
{1, 2, 3, 4} and k ∈ Z, from Definition 1.7; and the cones from Definition A.1.
Proposition 4.3. Let K ∈ R+, n ∈ Z+, and u, V satisfy (4.1) in Qn, with ‖V ‖∞ ≤ K. Then there
exists τ ∈ {1, 2, 3, 4}, such that for any 0 ≤ i ≤ n10 there is
ai ∈
(
Pτ,i
⋃
Pτ,i+1
)⋂
C
⋂
Q n
10
+2 (4.3)
with |u(ai)| ≥ (K + 11)−n|u(0)|.
Proof. We argue by contradiction. Denote Υ := {b ∈ Qn : |u(b)| ≥ (K + 11)−n|u(0)|}. If the state-
ment is not true, then for each τ ∈ {1, 2, 3, 4}, there is iτ ∈
[
0, n10
]
, such that(
Pτ,iτ
⋃
Pτ,iτ+1
)⋂
C
⋂
Υ
⋂
Q n
10
+2 = ∅. (4.4)
Define Bin :=
⋂4
τ=1 {a ∈ C : a · λτ < iτ , }, Bbd :=
⋂4
τ=1 {a ∈ C : a · λτ ≤ iτ + 1} \ Bin, Bout :=
C \ (Bin
⋃
Bbd). Then for any a ∈ Bin and b ∈ Bout, we have ‖a− b‖1 ≥ 3.
Since i1, i2, i3, i4 ≤ n10 , we have that
Bbd ⊂ C
⋂{
a ∈ Z3 : |a · e1|+ |a · e2|+ a · e3 < n
10
+ 2
}
⊂ Q n
10
+2. (4.5)
Then the condition (4.4) is equivalent to Υ
⋂
Bbd = ∅.
We now apply Lemma A.3 to starting point a0 = 0, in the e3 direction, and k = n. Let
0 = a0, a1, · · · , aw be the chain. Since for each i = 1, · · · , w, |u(ai)| ≥ (K + 11)−1|u(ai−1)|, we
must have that each ai ∈ Υ. We also have that a0 ∈ Bin, and aw ∈ Bout since aw · e3 ≥ n − 1.
As Υ
⋂
Bbd = ∅, we can find 1 ≤ i ≤ w, such that ai−1 ∈ Bin and ai ∈ Bout. This implies that
‖ai−1 − ai‖1 ≥ 3, which contradicts with the construction of the chain.
Proposition 4.4. Let K ∈ R+, n,N ∈ Z+. Let ~l be a vector of positive reals. There are constants
εK , C7, C8 relying only on K, such that for any ε < εK , there exists Cε,N > 0 and the following is
true.
Let functions u, V satisfy (4.1) in Qn, and ‖V ‖∞ ≤ K. Let E be an (N,~l, ε)-scattered set with
the first scale length l1 > Cε,N , and be
15
8 ε-sparse in Qn. For any τ ∈ {1, 2, 3, 4}, k ∈ Z, 0 ≤ k ≤ n10 ,
and a0 ∈ Pτ,k
⋂
Qn
4
, there exists h ∈ Z+, such that∣∣∣∣∣
{
a ∈ Qn
⋂ h⋃
i=0
Pτ,k+i : |u(a)| ≥ exp(−C7n3)|u(a0)|
}
\ E
∣∣∣∣∣ > C8hn(log2(n))−1. (4.6)
In Section 4.3, Theorem 4.1 is proved by applying Proposition 4.4 to each of the points from
Proposition 4.3.
The next two subsections are devoted to the proof of Proposition 4.4. Assuming the result
does not hold, we can find many “gaps”, i.e. intervals that do not intersect the set {|u(a)| : a ∈
Qn \ E, a · λτ ≥ k}. These gaps will allow us to construct geometric objects on Z3. We first find
many “pyramids” in {a ∈ Qn : a · λ1 ≥ k} (see Lemma 4.7), then we prove Proposition 4.4 assuming
is a lower bound on the number of desired points in each “pyramid” (Proposition 4.13). In Section
4.2 we prove Proposition 4.13, by studying “faces” of each “pyramid”, and using Theorem 1.9.
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4.1 Decomposition into pyramids
In this subsection we define pyramids and construct them in Qn. In the next subsection we study
the structure of each of these pyramids.
We need some further geometric objects in R3.
Definition 4.5. Let a ∈ R3 and r ∈ Z+. Denote
T˚a,r := {b ∈ P1,a·λ1 : b · λ2 < a · λ2 + 2r, b · λ3 < a · λ3 + 2r, b · λ4 > a · λ4} , (4.7)
and let Ta,r be the closure of T˚a,r. Respectively, T˚a,r and Ta,r are the open and closed equilateral
triangles with side length 2
√
2r in the plane P1,a·λ1 , and a is the midpoint of one side. When a ∈ Z3,
there are 2r + 1 lattice points on each side of Ta,r. In addition, we also denote Ta,0 := {a}.
For any k ∈ Z and a ∈ R3, denote πk(a) to be the orthogonal projection of a onto P1,k.
Definition 4.6. Let a ∈ R3 and r ∈ Z+. Denote
Ta,r :=
{
b ∈ R3 : b · λ1 ≥ a · λ1, b · λ2 ≤ a · λ2 + 2r, b · λ3 ≤ a · λ3 + 2r, b · λ4 ≥ a · λ4
}
, (4.8)
which is a (closed) regular tetrahedron, with four faces orthogonal to λ1, λ2, λ3, λ4 respectively, and
Ta,r is the face orthogonal to λ1. (See Figure 6 for an illustration)
We first construct the basements of the pyramids.
Lemma 4.7. Let N ∈ Z+, ~l be a vector of positive reals, 0 < ε < 1109 , K ∈ R+ and n, k ∈ Z,
n > 100 and 0 ≤ k ≤ n10 . There exists Cε,N > 0 such that the following statement is true.
Suppose we have
1. u, V : Z3 → R, with ∆u = V u in Qn, and ‖V ‖∞ ≤ K,
2. n > Cε,N , k ∈ Z
⋂[
0, n10
)
, a0 ∈ P1,k
⋂
Qn
4
,
3. E an (N,~l, ε)-scattered set with the first scale length l1 > Cε,N , and E is
15
8 ε-sparse in Qn,
4. D ∈ R+, and 0 < g1, · · · , g100n < |u(a0)|, such that gi ≤ gi+1 exp(−Dn) for each 1 ≤ i ≤
100n − 1.
Then we can find m ∈ Z+, r1, r2 · · · , rm ∈ Z
⋂[
0, n32
)
, a1, a2, · · · , am ∈ (P1,k
⋃P1,k+1)⋂Qn
2
and
s1, s2, · · · , sm ∈ {1, 2, · · · , 100n}, satisfying the following conditions:
1.
∑m
i=1(ri + 1) ≥ n100 .
2. For each 1 ≤ i ≤ m, |u(ai)| ≥ exp(Dn)gsi , and for any b ∈ (T˚πk(ai),ri
⋃ T˚πk+1(ai),ri)⋂Z3,
|u(b)| < gsi.
3. For any point a ∈ P1,k, a ∈ Tπk(ai),ri for at most two 1 ≤ i ≤ m.
4. E is ε-sparse in Tai,ri for each 1 ≤ i ≤ m.
Proof. Denote R :=
{
a ∈ (P1,k
⋃P1,k+1)⋂Qn
2
: |u(a)| ≥ exp(Dn)g1
}
. For each a ∈ R, denote
I(a) := max {i ∈ {1, · · · , 100n} : |u(a)| ≥ exp(Dn)gi} , (4.9)
and we let r(a) be the largest integer, such that 0 ≤ r(a) < n32 , and
|u(b)| ≤ gI(a), ∀b ∈
(
T˚πk(a),r(a)
⋃
T˚πk+1(a),r(a)
)⋂
Z
3. (4.10)
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Suppose ~l = (l1, l2, · · · , ld). We write E =
⋃d
i=0Ei where Ei is a (N, li, ε)-meager set for
0 < i ≤ d, and E0 is a (1, ε)-premeager set; and we write Ei =
⋃N
t=1
⋃
j∈Z+ E
(j,t)
i , where each E
(j,t)
i
is an open ball and each
⋃
j∈Z+ E
(j,t)
i is a (li, ε)-premeager set.
If r(a) ≥ n100 for any a ∈ R, then Condition 1 to 3 hold by letting m = 1, a1 = a, r1 = r(a)
and s1 = I(a). Now we show that Condition 4 also holds (when Cε,N is large enough). Since E is
15
8 ε-sparse in Qn,
li < 8
√
εn1−
15
16
ε, (4.11)
whenever Ei
⋂
Qn 6= ∅. Let C
7
16
ε
ε,N > 800. Then since n > Cε,N ,
li < 8
√
εn1−
15
16
ε <
√
ε
( n
100
)1− 1
2
ε ≤ √εr(a)1− 12 ε. (4.12)
Thus E is ε-sparse in Ta1,r1 . From now on, we assume r(a) <
n
100 for each a ∈ R.
For each 0 < i ≤ d, 1 ≤ t ≤ N , and j ∈ Z+, denote B(j,t)i to be the open ball with radius l
1+ 2
3
ε
i
and the same center as E
(j,t)
i . Let B˜
(j,t)
i := B
(j,t)
i
⋂P1,k, which is either a (2D) open ball on the
plane P1,k, or ∅.
We also write E0 =
⋃
j∈Z+ oj where oj is a ball with r(oj) = 1 such that ∀j 6= j′ ∈ Z+, we have
dist(oj , oj′) ≥ ε−1. For each j ∈ Z+, let Bj be the open ball with radius 4ε−
2
3 and has the same
center as oj. Denote B˜j := Bj
⋂P1,k.
We define a weighted graph G as following. The set of vertices of G is
V (G) :=
{Tπk(a),r(a)+1 : a ∈ R}⋃{
B˜
(j,t)
i : 1 ≤ i ≤ d, 1 ≤ t ≤ N, j ∈ Z+, B˜(j,t)i 6= ∅
}⋃{
B˜j : j ∈ Z+, B˜j 6= ∅
}
. (4.13)
Each vertex in
{Tπk(a),r(a)+1 : a ∈ R} has weight 2, and each other vertex has weight 1. For any
v1, v2 ∈ V (G), there is an edge connecting v1, v2 if and only if v1
⋂
v2 6= ∅.
Claim 4.8. There is a∞ ∈ R, such that Tπk(a0),r(a0)+1 and Tπk(a∞),r(a∞)+1 are in the same connected
component in G, and
(Tπk(a∞),r(a∞)+1⋃ Tπk+1(a∞),r(a∞)+1)⋂Z3 6⊂ Qn2 .
Proof. We let b0 := a0. For any i ∈ Z≥0, if bi ∈ R, we choose
bi+1 ∈ Z3
⋂(
T˚πk(bi),r(bi)+1
⋃
T˚πk+1(bi),r(bi)+1
)
\
(
T˚πk(bi),r(bi)
⋃
T˚πk+1(bi),r(bi)
)
, (4.14)
with the largest |u(bi+1)| (choose any one if not unique). As bi+1 ∈ Z3
⋂(T˚πk(bi),r(bi)+1⋃ T˚πk+1(bi),r(bi)+1),
we have that
bi+1 · (−e1 − e2 + 2e3) ≥ bi · (−e1 − e2 + 2e3) + 1. (4.15)
By the definition of r(bi), we have that |u(bi+1)| ≥ gI(bi) ≥ exp(Dn)gI(bi)−1, thus I(bi+1) ≥ I(bi)−1.
The construction terminates when we get some q ∈ Z+ such that bq 6∈ R. We let a∞ := bq−1,
and we show that it satisfies all the conditions.
From the construction, we have that for each i = 0, · · · , q−1, there is πk(bi+1) ∈ T˚πk(bi),r(bi)+1, so
there is an edge in G connecting Tπk(bi),r(bi)+1 and Tπk(bi+1),r(bi+1)+1. This implies that Tπk(b0),r(b0)+1
and Tπk(bq−1),r(bq−1)+1 are in the same connected component in G.
If
(Tπk(bq−1),r(bq−1)+1⋃ Tπk+1(bq−1),r(bq−1)+1)⋂Z3 ⊂ Qn2 , we have bq ∈ Qn2 . By (4.15) we have
that bq · (−e1 − e2 + 2e3) ≥ b0 · (−e1 − e2 + 2e3) + q. Since b0, bq ∈ Qn
2
, we have q ≤ 4n. This
means that I(bq) ≥ I(b0)− q ≥ 100n − 4n > 1. Then we have that bq ∈ R, which contradicts with
its construction. This means that a∞ = bq−1 satisfies all the conditions stated in the claim.
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a1
a2
a3
a5
v1
v2
v3
v4
...
a4
v5
v6
v7
Figure 5: The path γpath
In G, take any least weighted path γpath = {v1, v2, · · · , vp} such that πk(a0) ∈ v1 and πk(a∞) ∈
vp. Then all these vertices are mutually different; and for each i = 1, 2, · · · , p − 1, there is an edge
connecting vi and vi+1, and there is no other edge among them. Note that each vi is either a ball
or a triangle in P1.k. See Figure 5 for an illustration.
Denote ℓi := diam(vi), for each 1 ≤ i ≤ p. As r(a∞) < n100 , we have a∞ 6∈ Qn2− n20 ; also note
that a0 ∈ Qn
4
, so we have
ℓtotal :=
p∑
i=1
ℓi ≥ dist(Qn
4
,Z3 \Qn
2
− n
20
) ≥ n
16
. (4.16)
For each 1 ≤ i ≤ d and 1 ≤ t ≤ N , denote Vi,t :=
{
v ∈ γpath : ∃j ∈ Z+, v = B˜(j,t)i
}
.
Claim 4.9. If Vi,t 6= ∅, then
∑
i′:vi′∈Vi,t ℓi′ ≤ 4ℓtotall
− ǫ
4
i , provided that Cε,N is large enough.
Proof. Since Vi,t 6= ∅ and E is 158 ε-sparse in Qn, we have Cε,N ≤ li ≤
√
15
8 εn
1− 15
16
ε.
Case 1: |Vi,t| = 1.
Suppose {vi′} = Vi,t. Then since E is ε-sparse in Qn, by (4.16), we have
ℓi′ ≤ l1+
2
3
ε
i ≤ 2
√
εn1−
ε
4 ≤ 8ℓtotall−
ε
4
i . (4.17)
Thus the claim holds.
Case 2: |Vi,t| > 1.
Write Vi,t =
{
vi1 , vi2 , · · · , viq
}
, where 1 ≤ i1 < i2 < · · · < iq ≤ p, and q ≥ 2. For each
w ∈ {1, 2, · · · , q − 1}, consider the part of γpath between viw and viw+1 . By letting Cε,N large
enough so that C
ε
3
ε,N > 4, we have
iw+1∑
i′=iw
ℓi′ ≥ dist(viw , viw+1) ≥ l1+εi − 2l
1+ 2
3
ε
i >
1
2
l1+εi ≥
1
2
ℓiw l
1
4
ε
i . (4.18)
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Summing (4.18) through all w ∈ {1, 2, · · · , q − 1}, we get
ℓtotal ≥ 1
2
∑
w∈{1,2,··· ,q−1}
iw+1∑
i′=iw
ℓi′ ≥ 1
4

 ∑
vi′∈Vi,t
ℓi′

 l 14εi . (4.19)
The claim follows.
Let V0 :=
{
vi′ ∈ γpath : ∃j ∈ Z+, vi′ = B˜j
}
.
Claim 4.10. If V0 6= ∅, then
∑
vi′∈V0 ℓi′ ≤ 4ε
1
3 ℓtotal, provided Cε,N is large enough.
This is by the same arguments as the proof of Claim 4.9.
From Claim 4.9 and Claim 4.10, by making Cε,N large enough, from l1 > Cε,N and li+1 ≥ l1+2εi ,
we have∑
i′:vi′ is a 2D ball
ℓi′ =
∑
1≤i≤d,1≤t≤N
∑
vi′∈Vi,t
ℓi′ +
∑
vi′∈V0
ℓi′ ≤ 4ε
1
3 ℓtotal + 4Nℓtotal
∞∑
i=1
l
− ε
4
i ≤
ℓtotal
100
. (4.20)
Suppose all the triangles in γpath are
{Tai,r(ai)+1 : 1 ≤ i ≤ m}. Let ri := r(ai) and si := I(ai).
We claim that these ai, ri and si for 1 ≤ i ≤ m satisfy all the conditions.
First we have that
m∑
i=1
ri + 1 ≥ (2
√
2)−1
∑
i′:vi′ is a triangle
ℓi′ ≥ (2
√
2)−1
99
100
ℓtotal >
n
50
, (4.21)
where the last inequality is due to (4.16).
Condition 2 follows from the definition of ri = r(ai). As γpath is a least weighted path, we have
that vi′
⋂
vi′′ = ∅ whenever |i′ − i′′| > 1, thus Condition 3 follows.
It remains to check Condition 4. We prove by contradiction. Suppose for some 1 ≤ i′ ≤ m, E
is not ε-sparse in Tai′ ,ri′ . There are only two cases:
Case 1: There exists E
(j,t)
i , i > 0, such that
E
(j,t)
i
⋂
Tai′ ,ri′ 6= ∅ (4.22)
and
li >
√
ε
2
diam(Tai′ ,ri′ )
1− ε
2 . (4.23)
Recall that B
(j,t)
i is the ball with radius l
1+ 2
3
ε
i and the same center as E
(j,t)
i . Thus
l
1+ 2
3
ε
i > 2li +
1
2
l
1+ 2
3
ε
i = 2li +
1
2
l
1+ 7
12
ε
i l
1
12
ε
i ≥ 2li +
ε
8
C
1
12
ε
ε,N diam(Tai′ ,ri′ ). (4.24)
Here the first inequality is by l
2
3
ε
i > C
ε
3
ε,N > 4, when i > 0; and the second inequality is by (4.23)
and li > Cε,N when i > 0. By letting C
1
12
ε
ε,N >
8
ε
, we have that
r(B
(j,t)
i ) > 2li + diam(Tai′ ,ri′ ), (4.25)
and thus Tai′ ,ri′ ⊂ B
(i,t)
j and Tπk(ai′ ),ri′+1 ⊂ B˜
(i,t)
j . However, if we substitute Tπai′ ,ri′+1 by B˜
(i,t)
j in
the path γpath, then the new path has lower weight than γpath. This contradicts with the fact that
γpath is a least weighted path.
Case 2: E0
⋂
Tai′ ,ri′ 6= ∅ and diam(Tai′ ,ri′ ) ≤ ε
− 1
2
· 1
1− ε2 ≤ ε− 712 .
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Then Tai′ ,ri′ ⊂ Bj for some j ∈ Z+ since r(Bj) = 4ε−
2
3 > 4ε−
7
12 . By the same reason in
the argument of Case 1, we reach a contradiction. Thus Condition 4 holds and the conclusion
follows.
Now we work on each triangular tube Tπk(ai),ri + [0,∞)λ1. We will construct a pyramid in each
of them, and we will show that on the boundary of the pyramid, the number of points b such that
b 6∈ E, |u(b)| ≥ exp(−C2n3), is at least in the order of r2i + 1.
a
b
La,r,b,2
La,r,b,4
La,r,b,3
va,r,b,2
va,r,b,3
va,r,b,4
Ta,r,b
Ta,r
Ta,r,b
Ta,r
λ2
λ1
λ3−λ4
Figure 6: An illustration of the constructions in Definition 4.6 and 4.11. The colored triangles are
Ta,r and Ta,r,b.
We start by defining a family of regular tetrahedrons. Recall that in Definition 4.6, we have
defined the tetrahedron Ta,r with one face being Ta,r.
Definition 4.11. Let a ∈ Z3, r ∈ Z+. For each b ∈ Ta,r
⋂
Z
3, denote
Fa,r,b := min {F : b · λ2 ≤ a · λ2 + 2r + F, b · λ3 ≤ a · λ3 + 2r + F, b · λ4 ≥ a · λ4 − F} , (4.26)
then Fa,r,b ≤ 0. Define
T˚a,r,b :=
{
c ∈ R3 : c · λ1 > b · λ1, c · λ2 < a · λ2 + 2r + Fa,r,b,
c · λ3 < a · λ3 + 2r + Fa,r,b, c · λ4 > a · λ4 − Fa,r,b} , (4.27)
and let Ta,r,b be the closure of T˚a,r,b. Then Ta,r,b is also a regular tetrahedron, with four faces
orthogonal to λ1, λ2, λ3, λ4 respectively. For each τ ∈ {2, 3, 4}, the distance between the faces of
Ta,r and Ta,r,b that are orthogonal to λτ is −Fa,r,b√3 . We denote Ta,r,b := Ta,r,b
⋂P1,b·λ1 to be the
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face of Ta,r,b orthogonal to λ1, and we denote its three edges as
La,r,b,2 : = Ta,r,b
⋂
P2,a·λ2+2r+Fa,r,b ,
La,r,b,3 : = Ta,r,b
⋂
P3,a·λ3+2r+Fa,r,b ,
La,r,b,4 : = Ta,r,b
⋂
P4,a·λ4−Fa,r,b .
(4.28)
Then b is on one of these three edges. We denote the three vertices by
va,r,b,τ :=
⋂
τ ′∈{2,3,4}\{τ}
La,r,b,τ ′, τ ∈ {2, 3, 4} , (4.29)
and the interior of these three edges by
L˚a,r,b,τ := La,r,b,τ \ {va,r,b,2,va,r,b,3,va,r,b,4} , τ ∈ {2, 3, 4} . (4.30)
We now define the pyramid using these tetrahedrons.
Definition 4.12. Take any a ∈ Z3, r ∈ Z+, and Γ ⊂ Z3, such that T˚a,r
⋂
Γ = ∅. For any
b ∈ Ta,r
⋂
Z
3 let
H˚a,r,b :=
{
c ∈ R3 : c · λ1 > b · λ1
} \ Ta,r,b, (4.31)
which is an open half space minus a regular tetrahedron. Let Ha,r,b be the closure of H˚a,r,b. The
pyramid is defined as
P˚a,r,Γ := (Ta,r + (0,∞)λ1) \
⋃
b∈Ta,r
⋂
Γ
Ha,r,b. (4.32)
For r > 0, let Pa,r,Γ be the closure of P˚a,r,Γ, and we also denote Pa,0,Γ := {a}. Finally, let
∂Pa,r,Γ := Pa,r,Γ \ (P˚a,r,Γ
⋃ T˚a,r) be the boundary of the pyramid (without the interior of its
basement).
In words, starting from Ta,r, we first take any b in its interior, with b ∈ Γ, remove the half space{
c ∈ R3 : c · λ1 > b · c
}
, and add back the regular tetrahedron Ta,r,b; then we repeat this procedure
for the remaining set, until its interior contains no point in Γ. See Figure 7 for an example of
pyramid.
Obviously P˚a,r,Γ
⋂
Γ = ∅, since b ∈ Ha,r,b for each b ∈ Ta,r
⋂
Γ. Our key step towards proving
Proposition 4.4 is the following estimate about points on the boundary of a pyramid.
Proposition 4.13. There exists a constant C9, so that for any K, g ∈ R+, n,N ∈ Z+, ~l a vector
of positive reals, integer 0 ≤ r < n32 , and functions u, V satisfying ∆u = V u in Qn and ‖V ‖∞ ≤ K,
there are C10, εK ∈ R+, relying only on K, and the following is true for any ε < εK and large
enough Cε,N ∈ R+.
Suppose we have
1. Γ := {b ∈ Qn : |u(b)| ≥ exp(3C10n)g}, and a ∈ Γ
⋂
Qn
2
;
2. |u(b)| < g for each b ∈ T˚a,r
⋂
Z
3, and either |u(b)| < g for each b ∈ T˚
a−λ1
3
,r
⋂
Z
3 or |u(b)| < g
for each b ∈ T˚
a+
λ1
3
,r
⋂
Z
3;
3. E is an (N,~l, ε)-scattered set; in addition, the first scale length of E is l1 > Cε,N , and E is
ε-sparse in Ta,r;
4. for each b ∈ Qn with b · λ1 ≥ a · λ1, g ≤ |u(b)| ≤ exp(3C10n)g implies b ∈ E.
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a = b1
Ta,r
b2
b3
b4
Figure 7: Pyramid Pa,r,Γ, where Γ is the collection of red points.
Then ∣∣∣{b ∈ ∂Pa,r,Γ⋂Z3 : |u(b)| ≥ exp(C10n)g} \ E∣∣∣ ≥ C9(r2 + 1). (4.33)
The proof of Proposition 4.13 is left for the next subsection. We now finish the proof of Propo-
sition 4.4 assuming it.
Proof of Proposition 4.4. Let εK be as in Proposition 4.13, and C7 = max {6C10, log(K + 11)}
where C10 is the constant in Proposition 4.13. Let Cε,N be large enough as required by Proposition
4.13. We leave C8 to be determined.
Without loss of generality, we assume τ = 1. We can also assume n > 100, by letting Cε,N > 100.
Denote
Υ :=
{
a ∈ Qn : |u(a)| ≥ exp(−C7n3)|u(a0)|, a · λ1 ≥ k
} \ E. (4.34)
If |Υ| ≥ n2, the conclusion follows by letting h = 3n and C8 < 13 . Now we assume that |Υ| < n2.
For the interval [exp(−C7n3)|u(a0)|, |u(a0)|), we divide it into 2n2 parts:[
exp
(
−C7(i+ 1)n
2
)
|u(a0)|, exp
(
−C7in
2
)
|u(a0)|
)
, i = 0, · · · , 2n2 − 1. (4.35)
By the Pigeonhole principle, at least n2 of these intervals do not intersect the set {|u(a)| : a ∈ Υ};
i.e., we can find exp(−C7n3)|u(a0)| ≤ g1, · · · , gn2 ≤ |u(a0)|, such that gi ≤ gi+1 exp
(−C7n2 ), for
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each 1 ≤ i ≤ n2 − 1, and
a ∈ Qn : |u(a)| ∈
n2⋃
i=1
[
gi, gi exp
(
C7n
2
))
, a · λ1 ≥ k

 ⊂ E. (4.36)
Since a0 ∈ P1,k
⋂ C and 0 ≤ k ≤ n10 , we have a0 ∈ Qn4 . Thus the assumptions in Lemma 4.7 hold for
D = C72 . Then we can find some a1, · · · , am, r1, · · · , rm and gs1 , · · · , gsm , satisfying the conditions
there. In particular, we have |u(ai)| ≥ gsi exp
(
C7n
2
)
> exp(−C7n3)|u(a0)|, for each 1 ≤ i ≤ m.
If m > n, we can just take h = 2, and (4.6) holds by letting C8 small. Now assume that m ≤ n.
We argue by contradiction, assuming that (4.6) does not hold.
As C7 ≥ 6C10, we can apply Proposition 4.13 to a = ai,r = ri and g = gsi for each i =
1, 2, · · · ,m, and get that∣∣∣Υ⋂Tai,ri∣∣∣ ≥ ∣∣∣{b ∈ Tai,ri⋂Z3 : |u(b)| ≥ exp(C10n)gsi} \ E∣∣∣ ≥ C9(r2i + 1). (4.37)
As we have assumed that (4.6) does not hold, for each h ∈ Z+,
C9
m∑
i=1
1h>4ri(r
2
i + 1) ≤
m∑
i=1
1h>4ri
∣∣∣Υ⋂Tai,ri∣∣∣ ≤ 2
∣∣∣∣∣
(
h⋃
i=0
P1,k+i
)⋂
Υ
∣∣∣∣∣ ≤ 2C8hn(log2 n)−1 (4.38)
where the second inequality is due to the fact that any point is contained in at most two tetrahedrons
Tai,ri , by Conclusion 3 in Lemma 4.7.
Take l := ⌊log2 n⌋−5. For each 0 ≤ j ≤ l, let Mj = |
{
i : 1 ≤ i ≤ m, 2j ≤ ri + 1 < 2j+1
} |. Then
we have that
l∑
j=0
2jMj ≥ 1
2
m∑
i=1
(ri + 1) ≥ n
200
, (4.39)
by Lemma 4.7. For each 0 ≤ s ≤ l, by taking h = 2s+3 in equation (4.38) we get
C9
s∑
j=0
22jMj ≤ C82s+4n(l + 5)−1. (4.40)
Multiplying both sides of (4.40) by 2−s and summing over all s ∈ Z≥0, we get
l∑
j=0
2jMj ≤
l∑
s=0
s∑
j=0
22j−sMj ≤
l∑
s=0
24C8(C9)
−1n(l + 5)−1 < 24C8(C9)−1n. (4.41)
This contradicts with (4.39) whenever C8 is small enough (so that C9 > 200 · 24C8).
4.2 Multi-layer structure of the pyramid and estimates on the boundary
The purpose of this subsection is to prove Proposition 4.13. We first show that, under slightly
different conditions, there are many points in Γ on the boundary of a pyramid without removing
the scattered set.
Proposition 4.14. There exists a constant C ′9, so that for any K, g ∈ R+, n ∈ Z+, integer
0 ≤ r < n32 , and functions u, V satisfying ∆u = V u in Qn and ‖V ‖∞ ≤ K, there is C10 > K + 11,
relying only on K, and the following is true.
Suppose we have
1. Γ := {b ∈ Qn : |u(b)| ≥ exp(3C10n)g}, and a ∈ Γ
⋂
Qn
2
;
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2. |u(b)| < g for each b ∈ T˚a,r
⋂
Z
3, and either |u(b)| < g for each b ∈ T˚
a−λ1
3
,r
⋂
Z
3 or for each
b ∈ T˚
a+
λ1
3
,r
⋂
Z
3;
3. h := max{a · λ1}
⋃{
b · λ1 : b ∈ P˚a,r,Γ
⋂
Z
3, |La,r,b,2
⋂
Z
3| ≥ r4
}
, and |u(b)| ≤ exp(C10n)g for
each b ∈ P˚a,r,Γ
⋂
Z
3 with b · λ1 ≤ h.
Then
|{b ∈ ∂Pa,r,Γ : |u(b)| ≥ exp(C10n)g}| ≥ C ′9(r2 + 1). (4.42)
We analyze the structure of the pyramid Pa,r,Γ, and study each face on its boundary.
Proof of Proposition 4.14. We can assume that r > 100, since otherwise the statement holds by
taking C ′9 < 10
−5.
We consider the collection of sets {Ha,r,b}b∈Ta,r ⋂Γ. They form a partially ordered set (POSET)
by inclusion of sets. Then Ha,r,a = Ha,r is maximal, since T˚a,r
⋂
Γ = ∅. We take all the maximal
elements in {Ha,r,b}b∈Ta,r ⋂Γ, and denote them as Ha,r,b1 , · · · ,Ha,r,bm , where b1 = a. For each
2 ≤ i ≤ m, the choice of each bi ∈ Ta,r
⋂
Γ may not be unique, but always gives the same Ha,r,bi .
We note that since each Ha,r,bi is maximal, all the numbers bi · λ1 for 1 ≤ i ≤ m must be mutually
different, so we can assume that b1 · λ1 < · · · < bm · λ1. A possible selection of {bi}mi=2 is labeled in
Figure 7.
By the maximal property, we have that⋃
b∈Ta,r
⋂
Γ
Ha,r,b =
m⋃
i=1
Ha,r,bi . (4.43)
For each s ∈ Z, we take ms ∈ {1, · · · ,m} to be the maximum number such that bms · λ1 ≤ s.
We first study the faces of ∂Pa,r,Γ that are orthogonal to λ1. For 2 ≤ i ≤ m, we denote
R˚i := T˚a,r,bi−1
⋂P1,bi·λ1 . Let Ri be the closure of R˚i, then Ri ⊃ Ta,r,bi and it has the same center
as Ta,r,bi . We denote the side length of Ri to be θi. Further, for each 1 ≤ i ≤ m+ 1, we denote the
side length of Ta,r,bi to be ϑi. We obviously have that 2
√
2r = ϑ1 > θ2 > ϑ2 > · · · > θm > ϑm ≥ 0.
For the simplification of notations, we also denote bm+1 := argmaxb∈Pa,r,Γ b · λ1, and θm+1 =
ϑm+1 = 0.
The following results will be useful in analyzing the face Ri, for 1 ≤ i ≤ mh+1.
Claim 4.15. For any 2 ≤ i ≤ mh+1 and b ∈ R˚i
⋂
Z
3, if b+ e1− e3, b+ e2− e3 ∈ R˚i, then we have
|u(c)| < exp(C10n)g, ∀c ∈ {b− e3, b− e1 − e3, b− e2 − e3, b− 2e3} . (4.44)
Claim 4.16. If C10 > K + 11, then for each 2 ≤ i ≤ mh, there exists τi ∈ {2, 3, 4}, such that
bi ∈ La,r,bi,τi , and ∀b ∈ L˚a,r,bi,τi
⋂
Z
3, |u(b)| ≥ exp(2C10n)g.
We continue our proof assuming these claims. Fix 2 ≤ i ≤ mh+1. For any b ∈ R˚i
⋂
Z
3 with
b+ e1 − e3, b+ e2 − e3 ∈ R˚i, since ∆u(b− e3) = (V u)(b− e3), and |V (b− e3)| ≤ K, by Claim 4.15
we have
|u(b) + u(b+ e1 − e3) + u(b+ e2 − e3)|
≤ (K + 6) max
c∈{b−e3,b−e1−e3,b−e2−e3,b−2e3}
|u(c)| ≤ (K + 6) exp(C10n)g. (4.45)
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By taking C10 > 2 ln(C4(K + 6)) where C4 is the constant in Theorem 1.9, and using Claim 4.16,
we have
|u(b) + u(b+ e1 − e3) + u(b+ e2 − e3)| < C−2n4 min
c∈(L˚a,r,bi,τi
⋂
Z3)
⋃{bi}
|u(c)|, (4.46)
if i ≤ mh, with τi ∈ {2, 3, 4} as given by Claim 4.16; and
|u(b) + u(b+ e1 − e3) + u(b+ e2 − e3)| < C−2n4 |u(bi)|, (4.47)
if mh < mh+1 and i = mh+1. Without loss of generality, we assume that τi = 2 in the former case,
and bi ∈ La,r,bmh+1 ,2 in the later case.
We consider the following trapezoid in Ri:
W˚i :=
{
b ∈ R˚i : b · λ2 ≤ a · λ2 + 2r + Fa,r,bi
}
, (4.48)
and let Wi be the closure of W˚i. See Figure 8 for an illustration of Wi. Then Wi
⋂
Z
3 can be
treated as P
0;
2θi+ϑi
3
√
2
,
θi−ϑi
3
√
2
(see Definition 3.1).
We apply Corollary 3.8 to Wi
⋂
Z
3, with L = L˚a,r,bi,2
⋂
Z
3 if ϑi ≥ 2
√
2 (thus L˚a,r,bi,τi
⋂
Z
3 is
not empty) and i < mh+1, and with L = {bi} otherwise. Noting that θi−ϑi3√2 < n, we have∣∣∣∣∣
{
b ∈ Ri
⋂
Z
3 : |u(b)| ≥ C−2n4 min
c∈(L˚a,r,bi,τi
⋂
Z3)
⋃{bi}
|u(c)|
}∣∣∣∣∣
≥ ǫ1
(
(θi − ϑi)2
30(3
√
2)2
+
((ϑi − 3
√
2) ∨ 0)(θi − ϑi)
240 · 2√2 · 3√2
)
, (4.49)
if i ≤ mh, and ∣∣∣{b ∈ Ri⋂Z3 : |u(b)| ≥ C−2n4 |u(bi)|}∣∣∣ ≥ ǫ1 (θi − ϑi)2
10(3
√
2)2
, (4.50)
if mh < mh+1 and i = mh+1.
As C−2n4 minc∈(L˚a,r,bi,τi
⋂
Z3)
⋃{bi} |u(c)| ≥ exp(C10n)g by Claim 4.16, we have∣∣∣{b ∈ Ri⋂Z3 : |u(b)| ≥ exp(C10n)g}∣∣∣ ≥ ∣∣∣{b ∈ Wi⋂Z3 : |u(b)| ≥ exp(C10n)g}∣∣∣
≥ ǫ1
(
(θi − ϑi)2
30(3
√
2)2
+
ϑi(θi − ϑi)
240 · 2√2 · 3√2
)
>
ǫ1(θi − 3
√
2)(θi − ϑi)
10000
, (4.51)
if i ≤ mh. If mh < mh+1 and i = mh+1, as C−2n4 |u(bi)| ≥ exp(C10n)g, we have∣∣∣{b ∈ Ri⋂Z3 : |u(b)| ≥ exp(C10n)g}∣∣∣ ≥ ∣∣∣{b ∈ Wi⋂Z3 : |u(b)| ≥ exp(C10n)g}∣∣∣
≥ ǫ1 (θi − ϑi)
2
10(3
√
2)2
. (4.52)
For the cases where τi = 3, 4, i ≤ mh, and the cases where mh < mh+1 = i and bi ∈ La,r,bmh+1 ,3 or
La,r,bmh+1 ,4, we can argue similarly and get (4.51) and (4.52) as well.
We then study other faces of Pa,r,Γ. Again we fix 2 ≤ i ≤ mh, and assume that τi = 2, for τi
given by Claim 4.16. We define
Sˆi :=
{
b ∈ P2,bi·λ2+2r+Fa,r,bi : b · λ3 < a · λ3 + 2r + Fa,r,bi , b · λ4 > a · λ4 − Fa,r,bi ,
bi · λ1 ≤ b · λ1 < bi+1 · λ1} . (4.53)
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Let S˚i :=
{
b ∈ Sˆi : b · λ1 < h+ 1
}
, and Si be the closure of S˚i. Then Si is a trapezoid, and (part
of) a face of ∂Pa,r,Γ, and is orthogonal to λ2. See Figure 8 for an illustration.
bi−1
bi
b · λ1 = h+ 1
Si
Wi
Si−1
Figure 8: Faces Si, Wi, and Si−1, in the boundary ∂Pa,r,Γ.
Claim 4.17. For b ∈ S˚i
⋂
Z
3, if b+ e1 + e2, b+ e1 + e3 ∈ S˚i, then
|u(c)| < exp(C10n)g, ∀c ∈ {b+ e1, b+ e1 − e2, b+ e1 − e3, b+ 2e1} . (4.54)
We leave the proof of this claim for later as well. By Claim 4.17, and arguing as for (4.46) above,
we conclude that ∀b ∈ S˚i
⋂
Z
3 with b+ e1 + e2, b+ e1 + e3 ∈ S˚i,
|u(b) + u(b+ e1 + e2) + u(b+ e1 + e3)| < C−2n4 min
c∈(L˚a,r,bi,τi
⋂
Z3)
⋃{bi}
|u(c)|. (4.55)
If i < mh+1, then bi+1 · λ1 ≤ h+ 1, so we treat Si
⋂
Z
3 as P r
0;
ϑi√
2
,
ϑi−θi+1√
2
(from Definition 3.9), and
La,r,bi,τi
⋂
Z
3 is its upper edge. If i = mh = mh+1 ≥ 2, then bi+1 · λ1 > h+ 1, and we treat Si
⋂
Z
3
as P r
0;
ϑi√
2
,
ϑi−θi+1√
2
−
⌈
bi+1·λ1−(h+1)
2
⌉. We apply Corollary 3.10 to the trapezoid, with L = L˚a,r,bi,τi
⋂
Z
3
if it is not empty; similar to the study of Wi, we conclude that∣∣∣{b ∈ Si⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣ > ǫ1((ϑi − 3
√
2) ∨ 0)(ϑi − θi+1)
3000 · 2√2 · √2 , (4.56)
if 2 ≤ i < mh+1, and∣∣∣{b ∈ Si⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣
>
ǫ1((ϑi − 3
√
2) ∨ 0)
3000 · 2√2
(
ϑi − θi+1√
2
−
⌈
bi+1 · λ1 − (h+ 1)
2
⌉)
, (4.57)
if i = mh = mh+1 ≥ 2. In the case where L˚a,r,bi,τi
⋂
Z
3 = ∅, we have ϑi < 2
√
2, and the inequalities
still hold.
When τi = 2, 3, we can define Si analogously, and obtain (4.56) and (4.57) as well.
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In addition, we consider
Sˆ1 := {b ∈ P4,a·λ4 : b · λ2 < a · λ2 + 2r, b · λ3 < a · λ3 + 2r, a · λ1 ≤ b · λ1 < b2 · λ1} , (4.58)
and let S˚1 :=
{
b ∈ Sˆ1 : b · λ1 < h+ 1
}
, and S1 be the closure of S˚1. Using arguments similar to
those for Si, 2 ≤ i ≤ mh, we treat S1
⋂
Z
3 as P r
0;
ϑ1√
2
,
ϑ1−θ2√
2
if mh+1 > 1, and P
r
0;
ϑ1√
2
,
ϑ1−θ2√
2
−
⌈
b2·λ1−(h+1)
2
⌉
if mh+1 = 1. Then we apply Corollary 3.10 to it with L = {a}. We conclude that
∣∣∣{b ∈ S1⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣ >


ǫ1(ϑ1−θ2)2
1000·(√2)2 , mh+1 > 1,
ǫ1
1000
(
ϑ1−θ2√
2
−
⌈
b2·λ1−(h+1)
2
⌉)2
mh+1 = 1.
(4.59)
We now assemble the bounds we’ve obtained so far.
Case 1: mh = mh+1. In this case we consider Si for 1 ≤ i ≤ mh and Ri for 2 ≤ i ≤ mh.
We first show that
θmh+1 +
√
2
⌈
bmh+1 · λ1 − (h+ 1)
2
⌉
<
r√
2
. (4.60)
We note that h 6= a · λ1. Otherwise, we have mh = 1, so mh+1 = 1. Also for any c ∈ P˚a,r,Γ
⋂
Z
3
with c · λ1 = a · λ1 + 1, we must have |La,r,c,2
⋂
Z
3| < r4 . As we assumed that r > 100, this is
impossible unless b2 · λ1 = a · λ1 + 1 = h+ 1, which implies mh+1 = 2 and contradicts.
Now by the definition of h, we find c ∈ P˚a,r,Γ
⋂
Z
3 with c ·λ1 = h, |La,r,c,2
⋂
Z
3| ≥ r4 . Assuming
r > 100, and using mh = mh+1, we have P˚a,r,Γ
⋂P1,h+1⋂Z3 6= ∅. This implies that bmh+1 · λ1 =
bmh+1+1 · λ1 > h + 1 (since otherwise, by the definiton of mh+1, we must have mh+1 = m and
bm+1 ·λ1 ≤ h+1, implying P˚a,r,Γ
⋂P1,h+1 = ∅). Also note that bmh ·λ1 ≤ h, so we can find b ∈ Z3,
and b in the closure of Sˆmh , such that b·λ1 = h+1 or h+2. As |La,r,b,2
⋂
Z
3| = θmh+1√
2
+1+
(bmh+1−b)·λ1
2 ,
we have
√
2|La,r,b,2
⋂
Z
3| ≥ θmh+1 +
√
2
⌈
bmh+1·λ1−(h+1)
2
⌉
.
On the other hand, using |La,r,c,2
⋂
Z
3| ≥ r4 and r > 100 again, we have P˚a,r,Γ
⋂P1,b·λ1 ⋂Z3 6= ∅.
By the maximum property of h, for any b′ ∈ P˚a,r,Γ
⋂P1,b·λ1 ⋂Z3, |La,r,b′,2⋂Z3| < r4 . Then
|La,r,b,2
⋂
Z
3| < r4 + 3 < r2 , and (4.60) follows.
If mh = mh+1 = 1, by (4.59) we have that∣∣∣{b ∈ Pa,r,Γ⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣ > ǫ1
1000
(
ϑ1 − θ2√
2
−
⌈
b2 · λ1 − (h+ 1)
2
⌉)2
>
ǫ1
1000
(
2r − r
2
)2
>
ǫ1r
2
1000
, (4.61)
where we used the fact that ϑ1 = 2
√
2r.
If mh = mh+1 > 1, we note that for all 2 ≤ i ≤ mh, these Ri are mutually disjoint; and for all
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1 ≤ i ≤ mh, these Si are mutually disjoint. By (4.51),(4.56),(4.57),(4.59), we have that∣∣∣{b ∈ Pa,r,Γ⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣
>
1
2
ǫ1
105
(
(ϑ1 − θ2)2
2
+
mh∑
i=2
(θi − 3
√
2)(θi − ϑi) + (ϑi − 3
√
2)(ϑi − θi+1)
−(ϑmh − 3
√
2)
√
2
⌈
bmh+1 · λ1 − (h+ 1)
2
⌉)
≥ 1
2
ǫ1
105
(
−3
√
2θ2 +
(ϑ1 − θ2)2
2
+
mh∑
i=2
θi(θi − ϑi) + ϑi(ϑi − θi+1)−
√
2ϑmh
⌈
bmh+1 · λ1 − (h+ 1)
2
⌉)
. (4.62)
The right hand side of (4.62) further equals
1
2
ǫ1
105
(
−3
√
2θ2 +
ϑ21
4
+
(ϑ1 − 2θ2)2
4
+
∑mh
i=2(θi − ϑi)2 +
∑mh−1
i=2 (ϑi − θi+1)2
2
+
(
ϑmh − θmh+1 −
√
2
⌈
bmh+1·λ1−(h+1)
2
⌉)2
2
−
(
θmh+1 +
√
2
⌈
bmh+1·λ1−(h+1)
2
⌉)2
2


≥ 1
2
ǫ1
105

−3√2θ2 + ϑ21
4
−
(
θmh+1 +
√
2
⌈
bmh+1·λ1−(h+1)
2
⌉)2
2


≥ 1
2
ǫ1
105
(
−12r + 2r2 − r
2
4
)
>
ǫ1r
2
2 · 105 . (4.63)
Case 2: mh < mh+1. In this case we consider Si for 1 ≤ i ≤ mh and Ri for 2 ≤ i ≤ mh+1 = mh+1.
Similar to the other case, by (4.51),(4.52),(4.56),(4.59), we have that∣∣∣{b ∈ Pa,r,Γ⋂Z3 : |u(b)| > exp(C10n)g}∣∣∣
≥ 1
2
ǫ1
105
(
(ϑ1 − θ2)2
2
+
mh∑
i=2
(θi − 3
√
2)(θi − ϑi) + (ϑi − 3
√
2)(ϑi − θi+1)
+(θmh+1 − ϑmh+1)2
) ≥ 1
2
ǫ1
105
(
−3
√
2θ2 +
(ϑ1 − θ2)2
2
+
mh∑
i=2
θi(θi − ϑi) + ϑi(ϑi − θi+1)
+(θmh+1 − ϑmh+1)2
) ≥ 1
2
ǫ1
105
(
−3
√
2θ2 +
ϑ21
4
− ϑ2mh+1
)
. (4.64)
We claim that ϑmh+1 < r. Since mh+1 > mh, bmh+1 · λ1 = h+1. If ϑmh+1 ≥ r, |La,r,bmh+1 ,2
⋂
Z
3| ≥
r√
2
+ 1, so we can find b ∈ P˚a,r,Γ
⋂P1,h+1, such that |La,r,b,2⋂Z3| ≥ r√2 − 2 > r4 . This contradicts
with the maximum property of h. Thus the right hand side of (4.64) is bounded below by
1
2
ǫ1
105
(−12r + 2r2 − r2) > ǫ1r2
3 · 105 . (4.65)
By taking C ′9 <
ǫ1
3·105 , we get (4.42) by each of (4.61), (4.63), and (4.65).
It remains to prove Claim 4.15, 4.16, and 4.17.
Proof of Claim 4.15. Take any c ∈ {b− e3, b− e1 − e3, b− e1 − e3, b− 2e3}. Since c ·λ2 ≤ b ·λ2, c ·
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λ3 ≤ b · λ3, and c · λ4 ≥ b · λ4, and b ∈ R˚i ⊂ T˚a,r, we have that
c · λ2 < a · λ2 + 2r + Fa,r,bi−1 ≤ a · λ2 + 2r,
c · λ3 < a · λ3 + 2r + Fa,r,bi−1 ≤ a · λ3 + 2r,
c · λ4 > a · λ4 − Fa,r,bi−1 ≥ a · λ4.
(4.66)
We first consider the case where c 6∈ T˚a,r. Then we have that a · λ1 ≥ c · λ1 ≥ b · λ1 − 2 =
bi · λ1 − 2 ≥ a · λ1 − 1, where the last inequality is due to bi ∈ T˚a,r. If c · λ1 = a · λ1, we have
c ∈ T˚a,r by (4.66); and by the second condition of Proposition 4.14 we have that |u(c)| < g. If
c · λ1 = a · λ1 − 1, we have c ∈ T˚a−λ1
3
,r
by (4.66). As bi · λ1 > a · λ1, and bi · λ1 = b · λ1 ≤ c · λ1 + 2,
we have that bi · λ1 = a · λ1 + 1, thus bi ∈ T˚a+λ1
3
,r
. Since |u(bi)| ≥ exp(3C10n)g, by the second
condition of Proposition 4.14 we have |u(c)| < g.
Now we assume that c ∈ T˚a,r. For any j, if i ≤ j ≤ m, as c · λ1 < bi · λ1, we have that
c · λ1 < bj · λ1, and thus c 6∈ Ha,r,bj . If 1 ≤ j ≤ i− 1, since Fa,r,bj ≥ Fa,r,bi−1 , by (4.66) we have that
c · λ2 < a · λ2 + 2r + Fa,r,bj ,
c · λ3 < a · λ3 + 2r + Fa,r,bj ,
c · λ4 > a · λ4 − Fa,r,bj ,
(4.67)
thus c 6∈ Ha,r,bj . Then by the definition of P˚a,r,Γ, we have that c ∈ P˚a,r,Γ. As c · λ1 ≤ bi · λ1 − 1 ≤
bmh+1 · λ1 − 1 ≤ h, we have |u(c)| ≤ exp(C10n)g by the third condition of Proposition 4.14.
Claim 4.17 can be proved in a similar way.
Proof of Claim 4.17. We take c ∈ {b+ e1, b+ e1 − e2, b+ e1 − e3, b+ 2e1}, then c · λ2 < b · λ2 =
bi · λ2, c · λ3 ≤ b · λ3 + 2, and c · λ4 ≥ b · λ4 − 2. Since b, b+ e1 + e2, b+ e1 + e3 ∈ S˚i, we have that
b ·λ3+2 = (b+ e1+ e3) ·λ3 < a ·λ3+2r+Fa,r,bi , and b ·λ4− 2 = (b+ e1+ e2) ·λ4 > a ·λ4−Fa,r,bi ;
then
c · λ2 < a · λ2 + 2r + Fa,r,bi ≤ a · λ2 + 2r,
c · λ3 < a · λ3 + 2r + Fa,r,bi ≤ a · λ3 + 2r,
c · λ4 > a · λ4 − Fa,r,bi ≥ a · λ4.
(4.68)
We claim that c 6∈ Ha,r,bj for any 1 ≤ j ≤ m: for j > i, note that b + e1 + e2 ∈ S˚i, so c · λ1 ≤
b · λ1 + 2 = (b + e1 + e2) · λ1 < bi+1 · λ1; for j ≤ i, this is implied by (4.68). Since c · λ1 >
b · λ1 ≥ bi · λ1 ≥ a · λ1, we have c ∈ P˚a,r,Γ. Using the fact that b + e1 + e2 ∈ S˚i again, we have
c · λ1 ≤ b · λ1 + 2 = (b + e1 + e2) · λ1 ≤ h, and this implies that |u(c)| ≤ exp(C10n)g by the third
condition of Proposition 4.14.
Lastly, we prove Claim 4.16, using Claim 4.15 above and the local cone property (from Appendix
A).
Proof of Claim 4.16. Throughout this proof, we assume that
(⋃
τ∈{2,3,4} L˚a,r,bi,τ
)⋂
Z
3 6= ∅. We
first show that we can find point b ∈
(⋃
τ∈{2,3,4} L˚a,r,bi,τ
)⋂
Z
3, such that
|u(b)| ≥ (K + 11)−1 exp(3C10n)g. (4.69)
This is obviously true if bi ∈
⋃
τ∈{2,3,4} L˚a,r,bi,τ ; otherwise, by symmetry we assume that bi = va,r,bi,4.
By Lemma A.2,
max
c∈{bi−e3,bi−e3+e1,bi−e3+e2,bi−e3−e1,bi−e3−e2,bi−2e3}
|u(c)| ≥ (K + 11)−1 exp(3C10n)g. (4.70)
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As bi, bi − e3 + e1, bi − e3 + e2 ∈ R˚i, by Claim 4.15, we have
max
c∈{bi−e3+e1,bi−e3+e2}
|u(c)| ≥ (K + 11)−1 exp(3C10n)g. (4.71)
Note that bi−e3+e1, bi−e3+e2 ∈
⋃
τ∈{2,3,4} L˚a,r,bi,τ , so we can choose b ∈ {bi − e3 + e1, bi − e3 + e2}
and the condition is satisfied.
Now by symmetry we assume that there is b ∈ L˚a,r,bi,4
⋂
Z
3 so that
|u(b)| ≥ (K + 11)−1 exp(3C10n)g. (4.72)
We prove that, for any b′ ∈ L˚a,r,bi,4
⋂
Z
3, we have |u(b′)| ≥ exp(2C10n)g. We argue by contradiction,
and assume that there is b′ ∈ L˚a,r,bi,4
⋂
Z
3 so that |u(b′)| < exp(2C10n)g. Without loss of generality,
we also assume that b′ · e1 < b · e1. Consider the sequence of points in L˚a,r,bi,4
⋂
Z
3, between
c and c′. As |L˚a,r,bi,4
⋂
Z
3| < 2r < n16 and C10 > K + 11, there exists c ∈ L˚a,r,bi,4
⋂
Z
3, so
that c − e1 + e2 ∈ L˚a,r,bi,4
⋂
Z
3, and |u(c)| ≥ (K + 11)−1−2r exp(3C10n)g > exp
(
5C10n
2
)
g, and
|u(c− e1 + e2)| < (K + 11)−1|u(c)|. Since c, c − e1 + e2, c− e1 + e3 ∈ R˚i, by Claim 4.15 we have
|u(c′)| < exp(C10n)g < (K + 11)−1|u(c)|, ∀c′ ∈ {c− e1, c− e1 − e3, c− e1 − e2, c− 2e1} . (4.73)
For c − e1 + e3, as a − e1 + e3 ∈ P˚a,r,Γ and (c − e1 + e3) · λ1 = c · λ1 ≤ h, we have |u(c − e1 +
e3)| ≤ exp(C10n)g < (K + 11)−1|u(c)| by the third condition of Proposition 4.14. Then we get a
contradiction with Lemma A.2.
The next step is to control the points in a scattered set E.
Proposition 4.18. For C ′9 from Proposition 4.14, and any K ∈ R+, N ∈ Z+, there exists εK > 0
such that for any ε < εK , there exists Cε,N > 0 and the following is true.
Let n ∈ Z+, r ∈ Z, 0 ≤ r < n32 . Let ~l be a vector of positive reals. Let Γ ⊂ Qn, a ∈ Γ
⋂
Qn
2
.
Suppose E is an (N,~l, ε)-scattered set with the first scale length l1 > Cε,N . If E is ε-sparse in Ta,r,
then ∣∣∣E⋂ ∂Pa,r,Γ⋂Z3∣∣∣ ≤ C ′9
2
(r2 + 1). (4.74)
Proof. If r < 1
10
√
ε
, since E is ε-sparse in Ta,r, E
⋂
Ta,r = ∅ and our conclusion holds.
From now on, we assume that r ≥ 1
10
√
ε
. Denote π := πa·λ1 for the simplicity of notations.
Evidently, for any two b1, b2 ∈ ∂Pa,r,Γ,
1
10
|b1 − b2| ≤ |π(b1)− π(b2)| ≤ |b1 − b2|. (4.75)
Suppose ~l = (l1, · · · , ld). Write E =
⋃d
i=0Ei, where E0 is a (1, ε)-premeager set and Ei is an
(N, li, ε)-meager set, where li+1 ≥ l1+2εi for each i ≥ 1. It suffices to prove that there exists a
universal constant C such that for each 1 ≤ i ≤ d,∣∣∣Ei⋂ ∂Pa,r,Γ⋂Z3∣∣∣ ≤ CNl−εi r2, (4.76)
and ∣∣∣E0⋂ ∂Pa,r,Γ⋂Z3∣∣∣ ≤ Cε2r2. (4.77)
Then by letting εK small and Cε,N large enough, such that Cε
2
K <
C′9
4 and
∞∑
i=1
CNl−εi ≤
∞∑
i=1
CNl
−ε(1+2ε)i−1
1 ≤
C ′9
4
, (4.78)
we get (4.74).
36
We first prove (4.76). As in Definition 2.3, for each 1 ≤ i ≤ d, we write Ei =
⋃
j∈Z+,1≤t≤N E
(j,t)
i
where E
(j,t)
i is a open ball with radius li for each j, t, and dist(E
(j,t), E(j
′,t)) ≥ ε−1l1+εi for each
t, j 6= j′.
Claim 4.19. For any 1 ≤ i ≤ d, we have
∣∣∣{(j, t) : E(j,t)i ⋂ ∂Pa,r,Γ 6= ∅}∣∣∣ < CNl−2−εi r2, where C is
a universal constant.
Proof. Denote T˜a,r to be the closed equilateral triangle in P1,a·λ1 , such that it has the same center
and orientation as Ta,r, and its side length is 6
√
2r. For any j, t, let B
(j,t)
i be the open ball with radius
l
1+ ε
2
i and with the same center as E
(j,t)
i . Since E is ε-sparse in Ta,r, we have diam(B
(j,t)
i ) ≤ r1−
ε2
4
(when ε is small enough). Suppose E
(j,t)
i
⋂
∂Pa,r,Γ 6= ∅, we then have π(B(j,t)i ) ⊂ T˜a,r. In addition,
if for some j′ 6= j we have E(j′,t)i
⋂
∂Pa,r,Γ 6= ∅ as well, by dist(E(j,t), E(j′,t)) ≥ ε−1l1+εi and (4.75),
we have that (when Cε,N is large enough) π(B
(j,t)
i )
⋂
π(B
(j′,t)
i ) = ∅. Thus for any t,∣∣∣{j : E(j,t)i ⋂ ∂Pa,r,Γ 6= ∅}∣∣∣ l2+εi < Area(T˜a,r), (4.79)
since Area(π(B
(j,t)
i )) > l
2+ε
i for any j, t. Our claim follows by observing that Area(T˜a,r) ≤ Cr2.
Claim 4.20. There exists some universal constant C such that for any j ∈ Z+, t ∈ {1, 2, · · · , N}
and i ∈ {1, 2, · · · , d},
∣∣∣E(j,t)i ⋂ ∂Pa,r,Γ⋂Z3∣∣∣ ≤ Cl2i .
Proof. By (4.75), π is a injection from ∂Pa,r,Γ, so we only need to show∣∣∣π(E(j,t)i )⋂ π(Z3)∣∣∣ ≤ Cl2i . (4.80)
We note that π(Z3) is a triangular lattice on Pa,a·λ1 , with constant lattice length
√
6
3 and π(E
(j,t)
i )
is a 2D ball with radius at least Cε,N . Assuming Cε,N > 10, we have∣∣∣π(E(j,t)i )⋂ π(Z3)∣∣∣ ≤ 10Area(π(E(j,t)i )) (4.81)
and our claim follows.
Now by Claim 4.20,∣∣∣Ei⋂ ∂Pa,r,Γ⋂Z3∣∣∣ ≤∑
j,t
∣∣∣E(j,t)i ⋂ ∂Pa,r,Γ⋂Z3∣∣∣
≤
∑
j,t
∣∣∣{(j, t) : E(j,t)i ⋂ ∂Pa,r,Γ 6= ∅}∣∣∣Cl2i . (4.82)
Then by Claim 4.19, we get (4.76).
As for (4.77), since by (4.75) π is a injection on ∂Pa,r,Γ, we only need to show∣∣∣π (E0⋂ ∂Pa,r,Γ⋂Z3)∣∣∣ ≤ Cε2r2 (4.83)
for some universal constant C. By (4.75) and the fact that E0 is (1, ε)-premeager, we have
|π(b)− π(b′)| ≥ ε
−1
10
(4.84)
for any b 6= b′ ∈ E0
⋂
∂Pa,r,Γ
⋂
Z
3 (since b and b′ are centers of different radius 1 balls in E0). Thus
(4.83) follows from Area(π(Pa,r,Γ)) < 100r
2.
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b = c0
Figure 9: The three green areas do not have common intersection, so b = c0 ∈ P1,b·λ1
⋂
P˚a,r,Γ is
outside one of them, and we can construct a path in P˚a,r,Γ from it by using the cone property.
Proof of Proposition 4.13. We assume that r > 100, since otherwise the statment holds by taking
C9 <
1
101 .
To apply Proposition 4.14, we need to check its third condition. We argue by contradiction, and
assume that there exists b ∈ P˚a,r,Γ
⋂
Z
3 with b · λ1 ≤ h, and |u(b)| > exp(C10n)g. Then from the
definition of h, the side length of the triangle P1,b·λ1
⋂
P˚a,r,Γ is at least
√
2
(
r
4 − 1
)
. Consider the
sets {
c ∈ P1,b·λ1 : c · λ2 > a · λ2 + 2r + Fa,r,b −
r
10
}
,{
c ∈ P1,b·λ1 : c · λ3 > a · λ3 + 2r + Fa,r,b −
r
10
}
,{
c ∈ P1,b·λ1 : c · λ4 < a · λ4 − Fa,r,b +
r
10
}
.
(4.85)
The intersection of all three of them is empty, so by symmetry, we can assume that b is not in the
first one, i.e.
b · λ2 ≤ a · λ2 + 2r + Fa,r,b − r
10
. (4.86)
Now we apply Lemma A.3, starting from b and in the −e1 direction. Since r < n32 and a ∈ Qn2 ,
we can find a sequence of points b = c0, c1, · · · , cr, such that for any 1 ≤ i ≤ r, |u(ci)| ≥ (K +
11)−1|u(ci−1)|, and ci− ci−1 ∈ {−e1,−e1 + e2,−e1 + e3,−e1 − e2,−e1 − e3,−2e1}. Then we have
that ci · λ2 ≤ ci−1 · λ2 + 2, ci · λ3 ≤ ci−1 · λ3, and ci · λ4 ≥ ci−1 · λ4. This means that for 1 ≤ i ≤ r30 ,
ci · λ2 < a · λ2 + 2r, ci · λ3 < a · λ3 + 2r, ci · λ4 > a · λ4. Also, for i ≤ r30 , we have
|u(ci)| ≥ (K + 11)−
r
30 |u(c0)| > exp
(
C10n
2
)
g, (4.87)
when C10 > K+11. Since ci ·λ1 ≥ ci−1λ1−2, by the second condition of Proposition 4.13, we have
that for 1 ≤ i ≤ r30 , ci · λ1 > a · λ1, and ci ∈ P˚a,r,Γ. See Figure 9 for an illustration.
By the definition of the pyramid Pa,r,Γ, we have that for 0 ≤ i ≤ r30 , ci 6∈ Γ, thus ci ∈ E by
(4.87) and the fourth condition of Proposition 4.13.
For l ∈ R+, 1 ≤ l <
√
ε(2
√
2r)1−
ε
2 , and any (l, ε)-premeager set Z, the number of balls in Z
that intersect {ci}⌊
r
30⌋
i=1 is at most 2
⌊
r
30
⌋
εl−1−ε+1. For each ball in Z, it contains at most 2l points
38
in {ci}⌊
r
30⌋
i=1 . This means that∣∣∣∣Z⋂ {ci}⌊ r30⌋i=1
∣∣∣∣ ≤ 2l · (2 ⌊ r30
⌋
εl−1−ε + 1
)
< rεl−ε + 2l. (4.88)
For the set E which is ε-sparse in Pa,r,Γ, using (4.88) we have∣∣∣∣E⋂ {ci}⌊ r30⌋i=1
∣∣∣∣ < rε
(
1 +N
d∑
i=1
l−εi
)
+ 2 +
∑
1≤i≤d:li<
√
ε(2
√
2r)1−
ε
2
2Nli. (4.89)
We have that
rε
(
1 +N
∞∑
i=1
l
−ε(1+2ε)i−1
1
)
< rε
(
1 +N
∞∑
i=1
C
−ε(1+2ε)i−1
ε,N
)
< rε
(
1 +N
∞∑
i=1
C−εε,NC
−2(i−1)ε2
ε,N
)
= rε
(
1 +
NC−εε,N
1− C−2ε2ε,N
)
, (4.90)
and when εK is small and Cε,N is large enough, this is less than 2rε.
Also, when r1−
ε
2 > Cε,N > 100, and εK <
1
100 , we have
∑
1≤i≤d:li<
√
ε(2
√
2r)1−
ε
2
2Nli <

 log
(
log(r)
log(Cε,N )
)
log(1 + 2ε)
+ 1

Nr1− ε2 < 2 log(log(r))
ε
Nr1−
ε
2 , (4.91)
which is less than r100 when Cε,N is large enough. When r
1− ε
2 ≤ Cε,N the left hand side of (4.91) is
zero.
Thus we get that (4.89) is less than r30 when Cε,N is large enough and εK is small enough. This
contradicts with the fact that ci ∈ E for each 0 ≤ i ≤ r30 .
Finally, the conclusion follows from Proposition 4.14 and 4.18, by taking C9 ≤ 13C ′9 and the
same C10 as in Proposition 4.14.
4.3 Proof of small scale discrete unique continuation
In this subsection we assemble the results in the previous subsections together and finish the proof
of Theorem 4.1.
Proof of Theorem 4.1. By the choice of Cε,N , we assume that n > 100.
We prove the results for C3 =
1
60C8 and C2 = max {2C7, 2 log(K + 11)}, where C8, C7 are the
constants in Proposition 4.4, and the same εK as in Proposition 4.4.
By Proposition 4.3, there exists τ ∈ {1, 2, 3, 4}, and
ai ∈
(
Pτ,i
⋃
Pτ,i+1
)⋂
C
⋂
Q n
10
+2 (4.92)
for i = 0, 1, · · · , ⌊ n10⌋− 1, such that |u(ai)| ≥ (K + 11)−n|u(0)|.
For each i = 0, 1, · · · , ⌊ n10⌋− 1, we apply Proposition 4.4 to ai, and find hi ∈ Z+, such that∣∣∣∣∣∣

a ∈ Qn
⋂ hi⋃
j=0
Pτ,ai·λ1+j : |u(a)| ≥ exp(−C7n3)|u(ai)| ≥ exp(−C2n3)|u(0)|

 \E
∣∣∣∣∣∣
> C8hin(log2(n))
−1. (4.93)
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Now for some m ∈ Z≥0, we define a sequence of nonnegative integers i1 < · · · < im inductively. Let
i1 := 0. Given ik, if aik · λτ + hk + 1 ≤
⌊
n
10
⌋ − 1, we let ik+1 := aik · λτ + hik + 1; otherwise, let
m = k and the process terminates.
Obviously, the sets
a ∈ Qn
⋂ hik⋃
j=0
Pτ,aik ·λ1+j : |u(a)| ≥ exp(−C2n
3)|u(0)|

 \E (4.94)
for k = 1, · · · ,m are mutually disjoint. Besides, we have that ai1 ·λτ ≤ 1 and aim ·λτ+him ≥
⌊
n
10
⌋−1;
and for each 1 ≤ k < m, aik+1 · λτ − aik · λτ ≤ hik +2. This implies that
∑m
j=1(hik +2) ≥
⌊
n
10
⌋− 2,
thus
∑m
j=1 hik >
n
60 , and
∣∣{a ∈ Qn : |u(a)| ≥ exp(−C2n3)|u(0)|} \ E∣∣ ≥ C8
(
m∑
k=1
hik
)
n(log2(n))
−1
> C3n
2(log2(n))
−1 (4.95)
which is (4.2).
5 Recursive structure on 3D lattice: proof of discrete unique con-
tinuation
We deduce Theorem 2.4 from Theorem 4.1 in this section. The key step is the following result.
Theorem 5.1. There exist universal constants β and α >
5
4
such that for any positive integers
m ≤ n and any positive real K, the following is true. For any u, V : Z3 → R such that ∆u = V u in
Qn and ‖V ‖∞ ≤ K, we can find a subset Θ ⊂ Qn with |Θ| ≥ β
(
n
m
)α
, such that
1. |u(b)| ≥ (K + 11)−12n|u(0)| for each b ∈ Θ.
2. Qm(b)
⋂
Qm(b
′) = ∅ for b, b′ ∈ Θ, b 6= b′.
3. Qm(b) ⊆ Qn for each b ∈ Θ.
The proof of Theorem 5.1 is based on the cone property, i.e. Lemma A.3, and induction on n
m
.
We first set up some notations.
Definition 5.2. A set B ⊂ Z3 is called a cuboid if there are integers tτ ≤ kτ , for τ = 1, 2, 3, such
that
B =
{
b ∈ Z3 : tτ ≤ b · eτ ≤ kτ , τ = 1, 2, 3
}
. (5.1)
For each τ = 1, 2, 3, we define the (τ)+ and (τ)− surface of B to be {b ∈ B : b · eτ = kτ} and
{b ∈ B : b · eτ = tτ}, respectively. We also denote p+(B) := k1, p−(B) := t1, and q+(B) := k2,
q−(B) := t2.
Proof of Theorem 5.1. We denote fm(x) = β(
x
m
)α for x > 0, where β < 1 and α > 1 are to be
selected. We assume without loss of generality that u(0) = 1.
We let α = 1.251 > 54 , then we have the following two inequalities:
4 · 4−α + 4 · 8−α > 1, 4 · 4−α + 2 · 4−α > 1. (5.2)
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This implies that there exists universal N0 > 10
8 such that, for any positive integers m,n with
n > N0m and any real β > 0, we have
4fm
(⌊n
4
⌋
− 2
)
+ 4fm
(⌊n
8
⌋
− 5
)
> fm(n) (5.3)
and
4fm
(⌊n
4
⌋
− 2
)
+ 2fm
(⌊n
4
⌋
− 3
)
> fm(n). (5.4)
We let β = N−α0 , and fix m ∈ Z+. We need to show that, when n ≥ m, there is Θ ⊂ Qn,
|Θ| ≥ fm(n), and Θ satisfies the three conditions in the statement. We prove this by induction on
n. It holds trivially when m ≤ n ≤ N0m by the choice of β. Now let n > N0m(≥ 108), and suppose
our conclusion holds for all smaller n.
By Lemma A.3, and using the notations in Definition A.1, we pick a1 ∈ (C30(
⌊
n
2
⌋
)
⋃ C3
0
(
⌊
n
2
⌋
+1))
and a2 ∈ (C30(−
⌊
n
2
⌋
)
⋃ C3
0
(− ⌊n2 ⌋ − 1)) such that |u(a1)|, |u(a2)| ≥ (K + 11)−n. Denote Q1 :=
Q⌊n2 ⌋−1(a1) and Q
2 := Q⌊n2 ⌋−1(a2).
Then we use Lemma A.3 again to pick
a11 ∈ C3a1(
⌊n
4
⌋
− 1)
⋃
C3a1(
⌊n
4
⌋
),
a12 ∈ C3a1(−
⌊n
4
⌋
+ 1)
⋃
C3a1(−
⌊n
4
⌋
),
a21 ∈ C3a2(
⌊n
4
⌋
− 1)
⋃
C3a2(
⌊n
4
⌋
),
a22 ∈ C3a2(−
⌊n
4
⌋
+ 1)
⋃
C3a2(−
⌊n
4
⌋
),
(5.5)
such that |u(a11)|, |u(a12)|, |u(a21)|, |u(a22)| ≥ (K+11)−2n. Let Qij := Q⌊n4 ⌋−2(aij) for i, j ∈ {1, 2}.
Comparing the coordinates of aij’s, we see Q
ij’s are pairwise disjoint.
By inductive hypothesis, we can find 4f(
⌊
n
4
⌋ − 2) points in Q11⋃Q12⋃Q21⋃Q22, such that
for each b among them,
|u(b)| ≥ (K + 11)−2n(K + 11)−12⌊ n4 ⌋ ≥ (K + 11)−12n (5.6)
and all Qm(b) are mutually disjoint, and contained in Q
11
⋃
Q12
⋃
Q21
⋃
Q22.
Let B be the minimal cuboid containing Q1
⋃
Q2, B1 be the minimal cuboid containing Q
11
⋃
Q12,
and B2 be the minimal cuboid containing Q
21
⋃
Q22.
Let g(r) := p+(Qn)− p+(B), g(l) := p−(B)− p−(Qn), g(r)1 := p+(Q1)− p+(B1), g(l)1 := p−(B1)−
p−(Q1), g(r)2 := p
+(Q2)− p+(B2) and g(l)2 := p−(B2)− p−(Q2).
Similarly, in the e2-direction, let h
(u) := q+(Qn) − q+(B), h(d) := q−(B) − q−(Qn), h(u)1 :=
q+(Q1)− q+(B1), h(d)1 := q−(B1)− q−(Q1), h(u)2 := q+(Q2)− q+(B2) and h(d)2 := q−(B2)− q−(Q2).
See Figure 10 for an illustration of these definitions.
From the above definitions,
g(r) + g(l) + h(u) + h(d) = 4n− (p+(B)− p−(B))− (q+(B)− q−(B)). (5.7)
Observe that
(p+(B)− p−(B)) + (q+(B)− q−(B)) = |(a1 − a2) · e1|+ |(a1 − a2) · e2|+ 4
⌊n
2
⌋
− 4. (5.8)
As a1 ∈ (C30(
⌊
n
2
⌋
)
⋃ C3
0
(
⌊
n
2
⌋
+ 1)), we have |a1 · e1| + |a1 · e2| ≤ |a1 · e3| ≤ n2 + 1; and similarly, we
have |a2 · e1|+ |a2 · e2| ≤ n2 + 1. Using these and (5.8), and triangle inequality, we have
(p+(B)− p−(B)) + (q+(B)− q−(B)) ≤ 3n− 2. (5.9)
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Q22
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Q1
a22
a21
a12
a11
Figure 10: The projection onto the e1e2 plane.
Thus with (5.7) we have
g(r) + g(l) + h(u) + h(d) ≥ n+ 2. (5.10)
The same argument applying to smaller cubes Q1 and Q2, we have
g
(r)
1 + g
(l)
1 + h
(u)
1 + h
(d)
1 ≥
n
2
+ 2 (5.11)
and
g
(r)
2 + g
(l)
2 + h
(u)
2 + h
(d)
2 ≥
n
2
+ 2. (5.12)
Summing them together we get
g(r) + g(l) + g
(r)
1 + g
(l)
1 + g
(r)
2 + g
(l)
2 + h
(u) + h(d) + h
(u)
1 + h
(d)
1 + h
(u)
2 + h
(d)
2 ≥ 2n+ 6. (5.13)
As these g’s and h’s are exchangeable, we assume without loss of generality that
g(r) + g(l) + g
(r)
1 + g
(l)
1 + g
(r)
2 + g
(l)
2 ≥ n+ 3. (5.14)
By symmetry, we assume without loss of generality that a1 ·e1 ≤ a2 ·e1; consequently p−(Q1) ≤
p−(Q2).
We discuss two possible cases.
Case 1: p+(B2) ≤ p+(Q1) or p−(B1) ≥ p−(Q2).
By symmetry again, it suffices to consider the scenario for p+(B2) ≤ p+(Q1). See Figure 11 for
an illustration.
Consider cuboids
Ul :=
{
b ∈ Z3 : |b · e2|, |b · e3| ≤ n− 1,−n + 1 ≤ b · e1 ≤ p−(Q1)− 1
}
,
Ur :=
{
b ∈ Z3 : |b · e2|, |b · e3| ≤ n− 1, p+(Q1) + 1 ≤ b · e1 ≤ n− 1
}
.
(5.15)
Then Ul, Ur, B1, B2 are mutually disjoint, since p
+(B2) ≤ p+(Q1) and p−(Q1) ≤ p−(Q2).
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c0
c1QI0(c0)
QI1(c1)
Q12Q11
Qn
Q21
a11
a12
a21
a22
Q22
Q2
Q1
p−(Q1) p+(Q1)p+(B2)
Figure 11: The projection onto the e1e2 plane in case 1.
Now we use Lemma A.3 to pick points
c0 ∈ C10(
⌊
1
2
(p−(Q1)− n)
⌋
)
⋃
C1
0
(
⌊
1
2
(p−(Q1)− n)
⌋
+ 1),
c1 ∈ C10(
⌊
1
2
(p+(Q1) + n)
⌋
)
⋃
C10(
⌊
1
2
(p+(Q1) + n)
⌋
+ 1),
(5.16)
such that |u(c0)|, |u(c1)| ≥ (K + 11)−n. Denote I0 :=
⌊
p−(Q1)+n−1
2
⌋
− 2, I1 :=
⌊
n−p+(Q1)−1
2
⌋
− 2.
Then we have that QI0(c0) ⊆ Ul and QI1(c1) ⊆ Ur. This implies that QI0(c0), QI1(c1), B1 and B2
are mutually disjoint. By induction hypothesis on QI0(c0) and QI1(c1), we can find fm(I0)+ fm(I1)
points in Z3, such that for each b among them, Qm(b) is contained in Qn \(Q11
⋃
Q12
⋃
Q21
⋃
Q22),
and all the Qm(b) are mutually disjoint. We have
(p−(Q1) + n− 1) + (n− p+(Q1)− 1) = 2n − 2 + p−(Q1)− p+(Q1) = 2n− 2
⌊n
2
⌋
. (5.17)
Thus I0, I1 ≤ n2 . Hence the inductive hypothesis also gives that |u(b)| ≥ (K+11)−n(K+11)−12
n
2 ≥
(K + 11)−12n for each b among these points.
By monotonicity and convexity of fm(n), (5.17) also implies
fm(I0) + fm(I1) > 2fm
(⌊n
4
⌋
− 3
)
(5.18)
This implies that, by taking the 4fm
(⌊
n
4
⌋− 2) points we found in Q11⋃Q12⋃Q21⋃Q22 into
account, we have a set of at least 4fm
(⌊
n
4
⌋− 2) + 2fm (⌊n4⌋− 3) points in Qn, satisfying all the
three conditions.
Case 2: p+(B2) > p
+(Q1) and p−(B1) < p−(Q2). See Figure 12 for an illustration.
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Denote
U1 :=
{
b ∈ Z3 : |b · e2|, |b · e3| ≤ n− 1,−n + 1 ≤ b · e1 ≤ p−(B1)− 1
}
,
U2 :=
{
b ∈ Z3 : |b · e2|, |b · e3| ≤ n− 1, p+(B2) + 1 ≤ b · e1 ≤ n− 1
}
,
U3 :=
{
b ∈ Z3 : |b · e2| ≤ n− 1, 1 ≤ b · e3 ≤ n− 1, p+(B1) + 1 ≤ b · e1 ≤ p+(Q1)− 1
}
,
U4 :=
{
b ∈ Z3 : |b · e2| ≤ n− 1,−n + 1 ≤ b · e3 ≤ −1, p−(Q2) + 1 ≤ b · e1 ≤ p−(B2)− 1
}
.
(5.19)
We note that U1, U2, U3, U4, B1 and B2 are mutually disjoint.
We use Lemma A.3 to pick the following points:
c1 ∈
(
C1
0
(⌊
1
2
(
p− (B1)− n
)⌋)⋃ C1
0
(⌊
1
2
(
p− (B1)− n
)⌋
+ 1
))
,
c2 ∈
(
C10
(⌊
1
2
(
p+ (B2) + n
)⌋)⋃ C10
(⌊
1
2
(
p+ (B2) + n
)⌋
+ 1
))
,
c3 ∈
(
C1a1
(⌊
1
2
(
p+ (B1) + p
+
(
Q1
))⌋− a1 · e1
)⋃
C1a1
(⌊
1
2
(
p+ (B1) + p
+
(
Q1
))⌋− a1 · e1 + 1
))
,
c4 ∈
(
C1a2
(⌊
1
2
(
p− (B2) + p−
(
Q2
))⌋− a2 · e1
)⋃
C1a2
(⌊
1
2
(
p− (B2) + p−
(
Q2
))⌋− a2 · e1 + 1
))
,
(5.20)
such that |u(ci)| ≥ (K + 11)−3n for each i = 1, 2, 3, 4.
Denote J1 :=
⌊
p−(B1)+n−1
2
⌋
− 4, J2 :=
⌊
n−p+(B2)−1
2
⌋
− 4, J3 :=
⌊
p+(Q1)−p+(B1)−1
2
⌋
− 4, and
J4 :=
⌊
p−(B2)−p−(Q2)−1
2
⌋
− 4. We note that QJi(ci) ⊂ Ui for each i ∈ {1, 2, 3, 4}, so the sets
B1, B2, QJ1(c1), QJ2(c2), QJ3(c3) and QJ4(c4) are mutually disjoint. By inductive hypothesis,
we can find fm(J1) + fm(J2) + fm(J3) + fm(J4) points in
⋃4
i=1 Ui, such that for each point b
among them, Qm(b) ⊂
⋃4
i=1 Ui, and they are mutually disjoint. For each i ∈ {1, 2, 3, 4} since
Ui is disjoint from Q
11, we have |Ji| ≤ 3n4 . Thus the inductive hypothesis also implies that,
|u(b)| ≥ (K + 11)−3n(K + 11)−12 3n4 = (K + 11)−12n, for each b among the selected points.
Note that by (5.14), we have
p−(B1) + n− 1 + n− p+(B2)− 1 + p+(Q1)− p+(B1)− 1 + p−(B2)− p−(Q2)− 1
= g(r) + g(l) + g
(r)
1 + g
(l)
1 + g
(r)
2 + g
(l)
2 − 4 ≥ n− 1, (5.21)
thus
fm(J1) + fm(J2) + fm(J3) + fm(J4) ≥ 4fm
(⌊n
8
⌋
− 5
)
(5.22)
by monotonicity and convexity of fm(n).
This implies that, by taking the 4fm
(⌊
n
4
⌋− 2) points we found in Q11⋃Q12⋃Q21⋃Q22 into
account, we have a set of at least 4fm
(⌊
n
4
⌋− 2) + 4fm (⌊n8⌋− 5) points in Qn, satisfying all the
three conditions.
In conclusion, by (5.3) and (5.4), in each case, we can always find a Θ ⊂ Qn satisfying the three
conditions, with |Θ| ≥ fm(n). Thus Theorem 5.1 follows from the principle of induction.
Now we prove Theorem 2.4.
Proof of Theorem 2.4. Let p := 13α+
13
12 , then p >
3
2 since α >
5
4 .
Without loss of generality, we assume that u(0) = 1.
Suppose ~l = (l1, l2, · · · , ld). Since E is (N,~l, ε)-scattered, we can write E =
⋃d
i=0Ei where
Ei is an (N, li, ε)-meager set for i > 0 and E0 is a (1, ε)-premeager set. We also write Ei =
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Figure 12: The projection onto the e1e2 plane in case 2.
⋃
j∈Z+,1≤t≤N E
(j,t)
i , where each E
(j,t)
i is an open ball with radius li and
dist(E
(j,t)
i , E
(j′,t)
i ) ≥ ε−1l1+εi (5.23)
whenever j 6= j′.
We assume without loss of generality that ld ≤
√
εn1−
ε
2 . Otherwise, since E is ε-sparse in Qn,
we can replace E by E0
⋃(⋃
li≤
√
εn1−
ε
2
Ei
)
.
Let nk := ⌊ld−k⌋ for k = 0, 1, · · · , d.
Claim 5.3. We can assume there is M ∈ Z+ such that n 13 (1−4ε) + 1 ≤ nM ≤ n 13 .
Proof. Suppose there is no such M ∈ Z+, we then add a level of empty set with scale length equal
n
1
3
(1−2ε). More specifically, let k be the largest nonnegative integer satisfying lk ≤ n 13 (1−4ε), then
lk+1 > n
1
3 . We let l′i = li and E
′
i = Ei for each 0 ≤ i ≤ k, let l′k+1 = n
1
3
(1−2ε) and E′k+1 = ∅, and
let l′i = li−1 and E
′
i = Ei−1 for i ≥ k + 2. Then for each 1 ≤ i ≤ d + 1, l′i−11+2ε ≤ l′i, and E′i is
(N, l′i, ε)-meager. Also, as n > C
4
ε,N , we still have l
′
1 > Cε,N . Evidently, E =
⋃d+1
i=0 E
′
i and thus our
claim holds with M = k + 1.
Now we inductively construct subsets Θk ⊂ Qn for k = 0, 1, · · · ,M , such that the following
conditions hold.
1. |Θk| ≥
(
β
2
)2k+2 (
n
nk
)α
.
2. For any a ∈ Θk, |u(a)| ≥ (K + 11)−24(k+1)n.
3. For any a, a′ ∈ Θk, a 6= a′ implies Qnk(a)
⋂
Qnk(a
′) = ∅.
4. For any a ∈ Θk, Qnk(a) ⊂ Qn.
5. When k > 0, for any a ∈ Θk, there exists a′ ∈ Θk−1 such that Qnk(a) ⊂ Qnk−1(a′).
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6. For any a ∈ Θk and i = 0, 1, · · · , d, Ei
⋂
Qnk(a) 6= ∅ implies i ≤ d− k − 1.
Let n′0 := min
{⌊
l1+εd
⌋
, n
}
. By using Theorem 5.1 form = n′0, we get a subsetΘ
′
0 ⊂ Qn such that
|Θ′0| ≥ β
(
n
n′0
)α
and Θ′0 satisfies Conditions 1 to 3 in Theorem 5.1. For each fixed t ∈ {1, 2, · · · , N}
and j 6= j′ ∈ Z+, by definition we have dist(E(j,t)d , E(j
′,t)
d ) > 4n
′
0. This implies, for each a ∈ Θ′0,∣∣∣{(j, t) : E(j,t)d ⋂Qn′0(a) 6= ∅
}∣∣∣ ≤ N. (5.24)
For each a ∈ Θ′0, by using Theorem 5.1 for Qn′0(a) and m = n0, we get a subset Θ
(a)
0 ⊂ Qn′0(a) such
that |Θ(a)0 | ≥ β(n
′
0
n0
)α and Θ
(a)
0 satisfies Conditions 1 to 3 in Theorem 5.1. Since Qn0(b)
⋂
Qn0(b
′) = ∅
for b 6= b′ ∈ Θ(a)0 , for each j, t we have
∣∣∣{b ∈ Θ(a)0 : Qn0(b)⋂E(j,t)d 6= ∅}∣∣∣ ≤ 100. Thus by (5.24), we
have ∣∣∣{b ∈ Θ(a)0 : Qn0(b)⋂Ed 6= ∅}∣∣∣ ≤ 100N. (5.25)
Let Θ˜
(a)
0 := Θ
(a)
0 \
{
b ∈ Θ(a)0 : Qn0(b)
⋂
Ed 6= ∅
}
. Then |Θ˜(a)0 | ≥ |Θ(a)0 |− 100N ≥ 12β(
n′0
n0
)α by letting
Cε,N large enough such that βC
1
2
αε
ε,N > 400N , and using that ld ≥ l1 ≥ Cε,N and n′0 > ⌈ld⌉1+
ε
2 . Also,
for each b ∈ Θ˜(a)0 , Qn0(b)
⋂
Ei 6= ∅ implies i ≤ d− 1. Let Θ0 =
⋃
a∈Θ′0 Θ˜
(a)
0 . Condition 2 to 6 above
hold for k = 0 obviously, using the conditions in Theorem 5.1. As for Condition 1, note that
|Θ0| =
∑
a∈Θ′0
|Θ˜(a)0 | ≥
(
1
2
β
(
n′0
n0
)α)(
β
(
n
n′0
)α)
≥
(
β
2
)2( n
n0
)α
. (5.26)
Suppose we have constructed Θk, for some 0 ≤ k < M , we proceed to construct Θk+1. Note that
as l1+2εd−k−1 ≤ ld−k, we have nk ≥ n1+2εk+1 −1. Let n′k+1 = n1+εk+1. Fix an arbitrary a0 ∈ Θk, use Theorem
5.1 for Qnk(a0) with m = n
′
k+1, we get a subset Θ
′(a0)
k+1 ⊂ Qnk(a0) such that |Θ′(a0)k+1 | ≥ β
(
nk
n′k+1
)α
and
Θ
′(a0)
k+1 satisfies Conditions 1 to 3 in Theorem 5.1. For each fixed t ∈ {1, 2, · · · , N} and j 6= j′ ∈ Z+,
by definition we have dist(E
(j,t)
d−k−1, E
(j′,t)
d−k−1) > 4n
′
k+1. This implies, for each a ∈ Θ′(a0)k+1 ,∣∣∣{(j, t) : E(j,t)d−k−1⋂Qn′k+1(a) 6= ∅
}∣∣∣ ≤ N. (5.27)
For each a ∈ Θ′(a0)k+1 , by using Theorem 5.1 for Qn′k+1(a) and m = nk+1, we get a subset Θ
(a)
k+1 ⊂
Qn′k+1(a) such that |Θ
(a)
k+1| ≥ β
(
n′k+1
nk+1
)α
and Θ
(a)
k+1 satisfies Conditions 1 to 3 in Theorem 5.1. By
(5.27), ∣∣∣{b ∈ Θ(a)k+1 : Qnk+1(b)⋂Ed−k−1 6= ∅}∣∣∣ ≤ 100N. (5.28)
Let Θ˜
(a)
k+1 := Θ
(a)
k+1 \
{
b ∈ Θ(a)k+1 : Qnk+1(b)
⋂
Ed−k−1 6= ∅
}
. Then |Θ˜(a)k+1| ≥ |Θ(a)k+1| − 100N ≥
1
2β
(
n′k+1
nk+1
)α
, when Cε,N is large enough; and for each b ∈ Θ˜(a)k+1, Qnk+1(b)
⋂
Ei 6= ∅ implies i ≤
d− k − 2. Then ∣∣∣∣∣∣∣
⋃
a∈Θ′(a0)k+1
Θ˜
(a)
k+1
∣∣∣∣∣∣∣ =
∑
a∈Θ′(a0)k+1
|Θ˜(a)k+1| ≥
(
β
2
)2( nk
nk+1
)α
. (5.29)
Now let Θk+1 :=
⋃
a0∈Θk
⋃
a∈Θ′(a0)k+1
Θ˜
(a)
k+1. Then Condition 2 to 6 hold for k+1 obviously. As for
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Condition 1,
|Θk+1| =
∑
a0∈Θk
∣∣∣∣∣∣∣
⋃
a∈Θ′(a0)k+1
Θ˜
(a)
k+1
∣∣∣∣∣∣∣ ≥ |Θk|
(
β
2
)2( nk
nk+1
)α
≥
(
β
2
)2k+4( n
nk+1
)α
, (5.30)
the second inequality is because Condition 1 holds for k.
Inductively, we have constructed ΘM such that
1. |ΘM | ≥
(
β
2
)2M+2 (
n
nM
)α
.
2. For any a ∈ ΘM , |u(a)| ≥ (K + 11)−24(M+1)n.
3. For any a, a′ ∈ ΘM , a 6= a′ implies QnM (a)
⋂
QnM (a
′) = ∅.
4. For any a ∈ ΘM , QnM (a) ⊂ Qn.
5. For any a ∈ ΘM and i = 0, 1, · · · , d, Ei
⋂
QnM (a) 6= ∅ implies i ≤ d−M − 1.
As l1+2εd−k−1 ≤ ld−k for each 0 ≤ k < M , we have nM ≤ l
( 11+2ε )
M
d ≤ n(
1
1+2ε )
M
. Note that nM >
n
1
3
(1−4ε), thus
(
1
1+2ε
)M ≥ 13(1− 4ε). From this we have
M < 2ε−1. (5.31)
For each a ∈ ΘM , by Condition 5 and l1+2εd−M−1 ≤ ld−M we have that E is 158 ε-sparse in QnM (a). For
any a ∈ ΘM , we apply Theorem 4.1 to QnM (a), then∣∣∣{b ∈ QnM (a) : |u(b)| ≥ (K + 11)−24(M+1)n exp(−C2n3M)}∣∣∣ ≥ C3 n2Mlog(nM) . (5.32)
Let Cε,K = C2 + 96 log(K + 11)ε
−1. From (5.32), (5.31) and n
1
3
(1−4ε) < nM < n
1
3 , we have
|{b ∈ QnM (a) : |u(b)| ≥ exp(−Cε,Kn)}| ≥ C3
n2M
log(nM )
. (5.33)
Since QnM (a)
⋂
QnM (a
′) = ∅ when a 6= a′ ∈ ΘM , in total we have
|{b ∈ Qn : |u(b)| ≥ exp(−Cε,Kn)}| ≥ C3 n
2
M
log(nM )
|ΘM |
≥ C3
(
β
2
)2M+2
n
2
3
(1−4ε)+ 2
3
α(log(nM ))
−1 ≥ C1np, (5.34)
where the last inequality holds by making C1 and εK small enough, and Cε,N large enough (recall
that ε < εK and n > C
4
ε,N).
A Cone properties
In this appendix we state and prove the “cone properties” in different forms. They are widely used
throughout the paper.
Definition A.1. For each a ∈ Z3, and τ ∈ {1, 2, 3}, denote the cone
Cτa :=

b ∈ Z3 : |(b− a) · eτ | ≥
∑
τ ′∈{1,2,3}\{τ}
|(b− a) · eτ ′ |

 . (A.1)
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For each k ∈ Z, let Cτa(k) := Cτa
⋂{
b ∈ Z3 : (b− a) · eτ = k
}
be a section of the cone. We also
denote C := C3
0
and C(k) := C3
0
(k) for each k ∈ Z, for simplicity of notations.
We start by the “local cone property”.
Lemma A.2. For any u : Z3 → R, a ∈ Z3, and v ∈ {±e1,±e2,±e3}, if |∆u(a+ v)| ≤ K|u(a+ v)|,
we have
max
b∈a+v+{0,±e1,±e2,±e3}\{a}
|u(b)| ≥ (K + 11)−1|u(a)|. (A.2)
Proof. Without loss of generality we assume that v = e1. We have
|u(a)| ≤ (6 +K)|u(a+ e1)|+ |u(a+ 2e1)|+ |u(a+ e1 − e2)|+ |u(a+ e1 + e2)|
+ |u(a+ e1 + e3)|+ |u(a+ e1 − e3)| ≤ (K + 11) max
b∈a+e1+{0,±e1,±e2,±e3}\{a}
|u(b)|, (A.3)
and our conclusion follows.
With Lemma A.2, we can inductively construct an oriented “chain” from 0 to the boundary of
a cube, and inside a cone.
Lemma A.3. Let K ∈ R+, and u, V : Z3 → R, such that ‖V ‖∞ ≤ K, and ∆u = V u in Qn for
some n ∈ Z+. For any a ∈ Qn−2, τ ∈ {1, 2, 3}, ι ∈ {1,−1}, and k ∈ Z≥0 with Cτa(ιk) ⊂ Qn,
there exists w ∈ Z≥0, and a sequence of points a = a0, a1, · · · , aw ∈ Cτa
⋂
Z
3, such that for any
1 ≤ i ≤ w, we have ai− ai−1 ∈ (ιeτ + {0,±e1,±e2,±e3}) \ {0}, |u(ai)| ≥ (K +11)−1|u(ai−1)|; and
(aw − a) · (ιeτ ) ∈ {k, k − 1}.
Proof. We prove for the case where ι = 1, and the other case follows the same arguments.
We define the sequence inductively. Let a0 := a. Suppose we have ai ∈ Cτa , with 0 ≤ (ai−a)·eτ <
k − 1, then ai + eτ + {0,±e1,±e2,±e3} ⊂ Qn. Let
ai+1 := argmaxb∈ai+eτ+{0,±e1,±e2,±e3}\{ai} |u(b)|. (A.4)
Then we have that ai+1−ai ∈ eτ + {0,±e1,±e2,±e3}\{0}, 0 ≤ (ai+1−a) ·eτ ≤ k, and ai+1 ∈ Cτa .
By Lemma A.2, we also have that |u(ai+1)| ≥ (K + 11)−1|u(ai)|. This process will terminate when
(ai − a) · eτ ≥ k − 1 for some i ∈ Z≥0. Then we let w = i; and from the construction we know that
(ai − a) · eτ ∈ {k − 1, k}. Thus we get the desired sequence of lattice points.
We also have a Dirichlet boundary version, whose proof is analogue.
Lemma A.4. Take any n ∈ Z+, u, V : Qn → R, ‖V ‖∞ < K, such that ∆u = V u with Dirichlet
boundary condition. For any a ∈ Qn, τ ∈ {1, 2, 3}, ι ∈ {1,−1}, and k ∈ Z≥0 with Cτa (ιk)
⋂
Qn 6= ∅,
the result of Lemma A.3 still holds. In particular, we have aw ∈ (Cτa(ι(k − 1))
⋃ Cτa(ιk))⋂Qn and
|u(aw)| ≥ (K + 11)−k|u(a)|.
Proof. Again we only prove for the case where ι = 1, and define the sequence inductively. The only
difference is that, given some ai ∈ Cτa , if 0 ≤ (ai − a) · eτ < k − 1, now we let
ai+1 := argmaxb∈(ai+eτ+{0,±e1,±e2,±e3}\{ai})
⋂
Qn |u(b)|. (A.5)
By the Dirichlet boundary condition, we still have that ai+1 − ai ∈ eτ + {0,±e1,±e2,±e3} \ {0},
0 ≤ (ai+1 − a) · eτ ≤ k, ai+1 ∈ Cτa
⋂
Qn, and |u(ai+1)| ≥ (K + 11)−1|u(ai)|.
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B The principal eigenvalue
This appendix sets up the base case in the induction proof of Theorem 2.10. We follow [DS19,
Section 7], and generalize their result to higher dimensions. We take d ∈ Z, d > 2, and denote
Qn :=
{
a ∈ Zd : ‖a‖∞ ≤ n
}
instead.
Theorem B.1. Let V : Qn → {0, 1} be any potential function, and R > 0 large enough, such that
for any a ∈ Qn, there exists b ∈ Qn with V (b) = 1 and |a − b| < R. Let H : ℓ2(Qn) → ℓ2(Qn),
H = −∆ + V , with Dirichlet boundary condition. Then its principal eigenvalue is no less than
CR−d, where C is a constant relying only on d.
Proof. Let λ0 denote the principal eigenvalue, then we have, by [Eva10, Exercise 6.14]
λ0 = sup
u:Qn→R+
min
Qn
H(u)
u
. (B.1)
Hence we construct a function u to lower bound λ0. Let G˜ : Z
d → R be the lattice Green’s function;
i.e. for any a ∈ Zd, G˜(a) is the expected number of times that a (discrete time) simple random
walk starting at 0 gets to a. Let G := G˜/2d. Then G is the only function such that −∆G = δ0
(where δ0(0) = 1 and δ0(a) = 0 for a 6= 0), and 0 ≤ G(a) ≤ G(0) for any a ∈ Zd. In addition, for
any a ∈ Zd, a 6= 0, we have, by [LL10, Theorem 4.3.1],
G(a) = Cd
(
1
|a|d−2 +O
(
1
|a|d
))
, (B.2)
where Cd is a constant relying only on d. Hence
4Cd
5|a|d−2 ≤ G(a) ≤
3Cd
2|a|d−2 (B.3)
when |a| is large enough.
We define u : Zd → R+ as
u(a) := 1 +G(0)−G(a) − εdR−d|a|2, ∀a ∈ Zd, (B.4)
where εd > 0 is a small enough constant relying on d. Then
−∆u = −δ0 + 2dεdR−d = −δ0u+ 2dεdR−d, (B.5)
and for any a ∈ Zd, we have 0 < u(a) ≤ 1 +G(0).
Assume that R is large enough. For any a with 2R < |a| < 3R, we have u(a) ≥ 1 + G(0) −
3Cd
2(2R)d−2 − 9εdR−d+2; and for any a with |a| < R, u(a) ≤ 1 +G(0)− 4Cd5Rd−2 ≤ 1 +G(0)− 3Cd2(2R)d−2 −
9εdR
−d+2, as long as εd < Cd180 (also note that here we have d > 2). Thus
min
2R<|a|<3R
u(a) ≥ max
|a|<R
u(a) (B.6)
Now we define u0 : Qn → R+, as u0(a) := min|a−b|<3R,V (b)=1 u(a − b), ∀a ∈ Qn. Then for any
a ∈ Qn, by (B.6) there is b′ with |a − b′| ≤ 2R such that u0(a) = u(a − b′) and V (b′) = 1. This
implies
u0(a
′) ≤ u(a′ − b′) (B.7)
for any a′ ∈ Qn with |a− a′| = 1. Thus by (B.5), and Dirichlet boundary condition, for any a ∈ Qn
we have
Hu0(a) ≥ −∆u(a− b′) + V (a)u(a − b′) = −δ0(a− b′)u(a− b′) + 2dεdR−d + V (a)u(a − b′)
≥ 2dεdR−d. (B.8)
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As u0(a) ≤ 1 +G(0) for any a ∈ Qn, we have λ0 ≥ CR−d by letting C = 2dεd1+G(0) .
Remark B.2. The exponent in R−d is optimal. Consider a potential V such that V (a) = 1 only
if a ∈ ⌈R⌉Zd⋂Qn and V (a) = 0 otherwise. In this case we have that λ0 ≤ 8dR−d + 4dn−1. To
see this, consider the test function φ(a) = 1 − V (a) for a ∈ Qn and use the variational principle
λ0 ≤ 〈φ,Hφ〉‖φ‖22 .
Corollary B.3. Let V , C be defined as in Theorem B.1. Let λ < CR
−d
2 . Then ‖(H − λ)−1‖ ≤ 2R
d
C
and
|(H − λ)−1(a, b)| ≤ 2
C
Rd exp
(
−CR
−d
8d+ 2
|a− b|
)
(B.9)
for any a, b ∈ Qn.
Proof. As the principal eigenvalue of H is no less than CR−d, we have ‖(H − λ)−1‖ ≤ 2Rd
C
. Let
T := I − 14d+1(H − λ), then H − λ = (4d+ 1)(I − T ) and ‖T‖ ≤ 1− C8d+2R−d. Note that for each
i > 0 and a, b ∈ Qn, T i(a, b) = 0 if |a− b| > i. Then we have
|(H − λ)−1(a, b)| = (4d+ 1)−1|(I − T )−1(a, b)| ≤ (4d + 1)−1
∑
i≥|a−b|
|T i(a, b)|
≤ 2R
d
C
exp
(
−CR
−d
8d+ 2
|a− b|
)
. (B.10)
Finally, we have the following result, which implies the base case in the induction proof of
Theorem 2.10
Proposition B.4. Let d = 3, and V : Qn → {0, 1} be the Bernoulli potential, i.e. P(V (a) = 0) = 12
for each a ∈ Qn independently. For any 0 < δ < 110 and ε > 0, there exists Cδ,ε such that for any
n > Cδ,ε and λ <
Cn−
δd
10
2 , with probability at least 1− n−1, we have
P(‖(H − λ)−1‖ ≤ exp(n2δ)∣∣ V |Qn⋂⌈ε−1⌉Z3) = 1 (B.11)
and
P(|(H − λ)−1(a, b)| ≤ n2δ exp(−n−δ|a− b|) for any a, b ∈ Qn
∣∣ V |Qn⋂⌈ε−1⌉Z3) = 1. (B.12)
Proof. Let R := n
δ
10 . Let A denote the following event:
∀a ∈ Qn,∃b ∈ Qn
⋂
⌈ε−1⌉Z3, s.t. |a− b| ≤ R,V (b) = 1. (B.13)
Then A only relies on V |Qn⋂⌈ε−1⌉Z3 .
Using Corollary B.3 with d = 3, (B.11) and (B.12) hold on the event A, when n is large enough.
Finally, since there are (2n + 1)3 points in Qn, and inside each ball of radius R, there are at
least 18n
3δ
10 ε3 points in ⌈ε−1⌉Z3⋂Qn, we have P(Ac) ≤ (2n + 1)32− 18n 3δ10 ε3 ≤ n−1, when n is large
enough.
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