Introduction
Ubiquitous computing envisions an environment where a user can transparently access various resources without prior knowledge of their availability and locations as he or she moves. In such an environment, one of the key functional components is resource discovery, which finds desired resources and integrates them with their adaptive applications according to a user's context. Recently, with the popularization of high-end mobile devices and network infrastructure, ubiquitous computing environments have expanded, e.g., from small ones, such as u-homes or u-offices, to large ones, such as u-cities, which consist of many heterogeneous smart spaces. In such a large-scale ubiquitous computing environment, there can exist a number of resource discovery resolvers and various resources including dynamic resources, which frequently change their state. When a traffic-monitoring camera, for instance, detects different speeds, it must update its description and report it to the discovery resolver There exist new challenges for a resource discovery system for large-scale ubiquitous computing environments: 1) although the number of resolvers increases, the communication overhead must be managed without significant increase; 2) the state update reports from a number of dynamic resources must not be concentrated on particular resolvers in order to avoid bottlenecks; and 3) an alternative resource must be provided in case that a desired resource is not available in a network. While there have been a few efforts to address the issues above, they have considered in isolation. On the one hand, they provide scalability but only support naïve keyword matching [1] . Others support semantic queries [2] , but they do not consider dynamic resources and load balancing.
In the following paper, we present an efficient resource discovery scheme for a large-scale ubiquitous computing environment, which supports scalable semantic queries with low communication overhead and load distribution. We propose two novel notions: 1) the semantic vector space (SVS), in which the semantics of resources are represented by semantic vectors according to their ontology-based attribute-value pairs (AV-pairs); and 2) the semantic resource discovery network (SRDN) in which the resources are organized according to the semantic vector such that semantically similar resources are located in nearby locations in the network. Most importantly, landmarks are introduced for the first time to reduce the dimensionality of the semantic vector space.
We evaluate the proposed scheme by applying it to CAN [3] , one of the noticeable P2P networks based on the Distributed Hash Tables (DHTs) [4] . The simulation results show that the proposed scheme supports more efficient semantic search while providing scalability and load distribution, compared with the DHT-based schemes.
OVERVIEW

2.1
Ontology-based Resource Description
For fine-grained semantic matching, resources should be described effectively and richly. We assume that a resource description consists of n attribute-value pairs (AV-pairs) and the semantics of each value is described in a well-defined ontology [5] ; that is, the description of a resource is represented as D R = (a 1 v 1 , a 2 v 2 ,…, a n v n ), where a i (1 ≤ i ≤ n) is an attribute and v i is its value, as depicted in Fig. 1(a) . Note that ontology trees describing other properties such as Load-Condition are omitted for the sake of simplicity in the example above. Ontology provides information about semantic relations among conceptual classes. The most common semantic relations are "is-a" and "part-of" relations. In this paper, we assume that ontology for each attribute value consists of only "is-a" and "part-of" relations. We also assume that ontology trees are shared by all nodes, including resource providers and users, and that they know which type of ontology should be used to describe resources for registering or querying.
Semantic Vector Space (SVS) Model
To support semantic queries in a scalable manner, we propose the semantic vector space (SVS) model to efficiently measure semantic similarity between resources. A SVS is a collection of resources, where each resource is represented by an n-dimensional vector of the attributes of the resource. Each attribute represents the semantics of a resource, such as "is-a" or "part-of" relations between attribute values as shown in Fig. 1(b) . A semantic vector is used as a coordinate for mapping a resource to a point in a semantic vector space.
To denote an attribute-value pair a i v i using its corresponding ontology tree O i , we define a concept vector,
, where m is the maximum number of nodes in the ontology trees ∑O i . A vector element c i,, which is located in the i-th position in a concept vector C i is mapped to the concept of the i-th node in the ontology tree O i when the tree is traversed in a width first search (WFS) order. c i is set to 1 if it is included in a path in O i , which denotes the concept of v i . It is set to 0 if it is not in the path or a null node when the size of C i is smaller than m.
If an ontology tree is updated for some reason, updated information is notified to all the nodes in the network including clients, resources, and resolvers, so that new concept vectors are used for next registration and query processing.
From the description above, D R can be represented as Note that all the elements in V TC1004 except four concept vectors are null vectors whose elements are all zero, and that V R has a nested vector, i.e., vectors in a vector.
We can flat V R into a new vector S R . We call this vector a semantic vector for resource R, whose size, i.e., the dimensionality of a semantic vector space, is m•n. We use it as coordinates in a semantic vector space to register resources and queries.
A number of semantic similarity measures have been proposed in previous research [6] . They have shown, for example, that the semantic similarity between two concepts (in an ontology hierarchy) is governed by the shortest path length.
Since the semantic similarity between two resources is measured based on the semantic similarity of each attribute, it is propositional to the total of the shortest path length for each attribute, which is represented by Hamming distance between semantic vectors of two resources. In resource discovery, the relative semantic distance is meaningful because users are interested in the most similar resource to the desired resource. Therefore, by comparing Hamming distances, the most similar resources may be deduced.
Semantic Resource Discovery Network
To apply an SVS into a real resource discovery network, we have built a semantic resource discovery network, which provides a mechanism for organizing the resolvers in the network and routing the registration and semantic query messages with high scalability. Given a semantic query, the mechanism has to be able to retrieve the most semantically relevant resources in the network without searching the whole space. For organizing resolvers and routing messages, we use CAN [3] , one of the famous DHT-based P2P networks which has many advantages, such as scalability, load balancing, logarithmic hop routing, fault tolerance, and a self organizing nature. Although other DHT-based schemes [4] can also be used, we chose CAN because it supports a multi-dimensional space similar to the proposed one, SVS. Unlike CAN, however, resources are organized based on their semantic vectors, that is, the more similar two resources' semantics, the closer the locations of the resolvers registered within the space. Each resolver is assigned to a distinct zone. Zones are split or merged whenever a resolver joins or leaves. Since the semantic vectors of resources are generated based on the ontology tree, each resource is positioned as a point in the semantic space, which can be seen as the Cartesian space in CAN. This means that the closer the two corresponding points are in the semantic space, the more similar the two resources. The size of a region required for search is determined by a semantic distance. This provides a deterministic guarantee for the availability of a resource without visiting all the resolvers.
As shown in Fig. 2 , a registration message for resource R1 is routed to a resolver N8, which manages the zone including R1's corresponding point P R1 . Then N8 is responsible for returning information on R1. Similarly, a query message for resource R2 with semantic distance d R2 , which represents the maximum value a user can accept, is routed to N8, which is also responsible for the zone containing R2's corresponding point P R2 , the center point of a circle in Fig. 2 . If N8 fails to find appropriate resources, the query message is re-routed to its neighbor resolvers (N7 or N9 in this example), provided that their zones intersect with R2's search region, the circle whose radius is d R2 from P R2 .
Landmark-based Dimensionality Reduction
One of the important issues in applying the semantic vector space model is high dimensionality. The dimensionality of CAN is much lower than that of the semantic vector space. The result of CAN holds only if l < log 2 n where l is the dimensionality and n is the number of nodes [4] . Although a lot of methods have been proposed to reduce the dimensionality of a vector space including Principal Component Analysis (PCA) and Latent Semantic Indexing (LSI), they still result in too large dimensionality to be applied to the SVS model. To address this problem, [7] the rolling-index approach has been proposed; however, it requires multiple registrations, becoming less effective as the size of the corpus increases.
To reduce the dimensionality of an SVS, we propose semantic landmark-based dimensionality reduction, which reduces the dimension of an SVS by transforming the coordinates of a resource to a new coordinate with a smaller dimension. A new coordinate is an ordered list of the semantic distances between the resource and a fixed set of designated semantic locations, called semantic landmarks, in the SVS. The coordinates are assigned such that the semantic distance between two resources are approximated by the Euclidean distance between their two corresponding coordinates. The distance to each landmark is measured by the semantic distance function. Depending on the ontology domains and structures, the semantic distance function can be defined. It is assumed that the best semantic distance function is given. If a better one is developed in the future, it can replace previous ones. By mapping a resource to a new SVS with smaller dimension using the distance set to the landmarks, the resources are organized more accurately, according to their semantics because the distance function represents more accurately the dissimilarity between two resources than path length between them in the original SVS.
Using the semantic landmark concept, the dimensionality of SVS can be reduced to be comparable with CAN, while minimizing the loss of the semantics of the original semantic vector space. The dimensionality of the new SVS is determined by the number of semantic landmarks used for dimensionality reduction.
SIMULATION
We have built a simulator to validate the proposed scheme. The simulator implements the semantic vector space model, dimensionality reduction mechanism, and semantic search mechanism with the overlay management and routing mechanism of CAN. In this simulation, we aim to find the optimal size of a search region for finding semantically matched resources.
Simulation Setup
We use two sets of indexes for describing the resources and the queries whose size is 20000 and 100, respectively. We assume that an overlay node in CAN provides only one resource. Therefore, the number of nodes in CAN is equal to the number of resources. We vary the number of AVpairs for a resource description from 4 to 6. Each attribute can take 2 d+1 -2 values from the corresponding ontology tree whose concepts are organized along the binary tree with depth d of 4 or 5. The number of landmarks used for dimensionality reduction is between 2 and 16. The descriptions of landmark resources are generated randomly except for the value taken from the leaf node in the ontology hierarchy tree in order to distribute the landmark coordinates more evenly. Table 1 shows the parameters in the simulation. We assume that the attribute values used for query are evenly distributed to each concept level in the ontology hierarchy because the users use unspecific concepts for a query in semantic search. We use the sum of path lengths between two resources for semantic distance.
Simulation Result
We first examine the effects on the number of visited nodes in the space until the semantic query meets the best matched resource after it reaches the corresponding node managing its semantic location. Fig. 3 shows the effect on the number of visited nodes until the proposed scheme finds the best-matched resource with a varying number of semantic landmarks. The results are an average of 100 queries. As the number of attributes p increases, we need to search a bigger region because the number of matched resources decreases. As the number of landmarks l increases, that is, the number of dimensions increases, the size of a search region reduces rapidly. When l is greater than 10, little change is observed although there exists small improvements. This means that the optimal number of landmarks is around 10. We obtained similar results from the simulations with different parameters. From this simulation, we can determine how many nodes need to be visited to find the best matched resource. The simulation result gives us a clue that the best matched resource can be found by visiting 0.13% of the total nodes on average, when p=4, d=10, and l =10. More than 86% of queries find the best-matched resource after visiting 0.5 % of the nodes. It is guaranteed that more than 50% of queries can find the best-matched resource after visiting only 0.035% of nodes.
To evaluate how much improvement we can attain over the case of semantic search with the DHT-based scheme, we compare the proposed system with CAN as varying the number of dimensions. Since CAN is based on DHT, it should always send multiple queries for all the possible combinations of AV-pairs based on the ontology hierarchy regardless of the number of required matched resources. This is why CAN visits more than 100% of total nodes. Fig. 4 depicts the fractions of the number of visited nodes until the system achieves various recall values (r = 0.05, 0.50, 1.00) when d = 4.
Using 10 dimensions and p = 4 and d = 4, the proposed scheme can reach 5% of recall (r = 0.05) by visiting only 0.3% of the number of resolvers in CAN. This means that the proposed scheme shows about 333 times higher performance than CAN. As the value of p and d increases, we can get remarkably higher gains. For instance, when p = 5 and d = 5, it shows about 1055 times higher performance for reaching 5% of recall.
CONCLUSION AND FUTURE WORK
We have presented a scalable and semantic resource discovery scheme. Using SVS and a semantic landmarkbased on a dimensionality reduction approach, the resources can be semantically searched without centralized indexing or index/query flooding, while providing good scalability. The simulation results show that the proposed scheme provides semantic matching capability with high scalability, which is comparable to the DHT-based schemes using SVS and SRDN. The dimensionality of SVS can be reduced to a level comparable to CAN using around 10 semantic landmarks while maintaining semantic relations among the resources in the original SVS. In the future, we plan to perform more extensive analysis of the proposed scheme using various domain-specific ontologies. 
