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Abstract
We study the effect of the Einstein de-Sitter (EdS) approximation on the one-loop power spectrum
of galaxies in redshift space in the Effective Field Theory of Large-Scale Structure. The dark matter
density perturbations and velocity divergence are treated with exact time dependence. Splitting the
density perturbation into its different temporal evolutions naturally gives rise to an irreducible basis
of biases. While, as in the EdS approximation, at each time this basis spans a seven-dimensional
space, this space is a slightly different one, and the difference is captured by a single calculable
time- and ~k-dependent function. We then compute the redshift-space galaxy one-loop power spec-
trum with the EdS approximation (PEdS-approx) and without (PExact). For the monopole we find
PExact0 /P
EdS-approx
0 ∼ 1.003 and for the quadrupole PExact2 /PEdS-approx2 ∼ 1.007 at z = 0.57, and
sharply increasing at lower redshifts. Finally, we show that a substantial fraction of the effect
remains even after allowing the bias coefficients to shift within a physically allowed range. This
suggests that the EdS approximation can only fit the data to a level of precision that is roughly
comparable to the precision of the next generation of cosmological surveys. Furthermore, we find
that implementing the exact time dependence formalism is not demanding and is easily applicable
to data. Both of these points motivate a direct study of this effect on the cosmological parameters.
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2
1 Introduction
The recent analysis of SDSS/BOSS data [1, 2, 3, 4, 5, 6] using the Effective Field-Theory of Large-
Scale Structure (EFTofLSS) [7, 8, 9, 10] has provided the first CMB-independent low-redshift mea-
surement of H0 in agreement with Planck [11]. In addition, it allows us to measure all of the
cosmological parameters only using a Big Bang Nucleosynthesis prior on the fractional energy den-
sity of baryons Ωbh
2. With the increasing precision of current and upcoming large-scale structure
surveys, we will probably be able to tighten the error bars to sub-percent levels. In turn, this means
that the theory has to hold to a similar level of precision.
Over the last few years, the EFTofLSS has been in remarkable agreement with both data and
simulations. The EFTofLSS is a perturbative framework to calculate large-scale structure correlation
functions in the mildly non-linear regime [7, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]. It captures the effect that UV-physics has
on the long-wavelength observables, by including additional terms in the equations of motion for
those wavelengths. Up to now, the EFTofLSS predicts the correlation functions of dark matter [8,
10, 12, 13, 17, 18, 20, 29, 30, 32, 33] and biased tracers [20, 24, 38], including the presence of dark
energy [39] and massive neutrinos [40, 41].
In order to mathematically facilitate perturbative calculations often the Einstein de-Sitter (EdS)
approximation is used [19, 22, 42]. It is inspired by the fact that in an EdS cosmology (where the
fractional matter density is Ωm = 1, and there is no dark energy ΩD = 0), the time dependence
of density perturbations goes as Dn(a), where D is the growth factor. It is thus tempting to
use this identity in a more complicated cosmology, such as ΛCDM or wCDM. As has been shown
in [8, 39, 43, 44], using the EdS approximation in our universe is accurate to percent level precision
on the full power spectrum in real space. Yet, current and upcoming low-redshift surveys may
come increasingly close to this threshold, where the EdS approximation might no longer be precise
enough, especially in redshift space. It is, therefore, necessary to extend our theory to an exact
time dependence, in order to at least check the validity of the approximation in redshift space. In
practice, this means that the different momentum kernels will evolve separately in time and not with
a common factor of Dn(a).
In this paper, we extend the theory of biased tracers in redshift space, formulated in [42] and
applied to data in [1], to an exact time dependence. This entails the revision and extension of the
EFTofLSS at several steps. We start with the exact time dependence for the dark matter density
field as developed in [39], which results in the separate time evolution of the momentum kernels. We
then generalize the treatment of biased tracers from [19, 22] to include the exact time dependence of
the dark matter density fields. Similarly to [24], we find that the ad hoc treatment of the bias will
lead to degeneracies and to a too large number of bias coefficients. In the context of resolving this
degeneracy, we introduce an alternative basis to former ones [24, 22], which comes naturally from
the momentum kernels appearing in the density perturbations. In a last step, as has been developed
in [42], we do the transformation to redshift space. To compute the one-loop halo power spectrum
in redshift space we introduce counter-terms to renormalize the biases in real and redshift space.
However, the exact time dependence does not change the counter-terms, and the theory does not
have to be extended in this part.
The purpose of this paper is to determine the validity of the EdS approximation in the case
of the one-loop power spectrum in redshift space for biased tracers. We make the relevant the-
3
oretical developments to calculate the one-loop halo power spectrum in redshift space with exact
time dependence and use the recently measured parameters from [1] to estimate the impact of the
EdS approximation. Furthermore, we check whether a change in the bias coefficients in the EdS
approximation can account for this impact. We will leave the measurement of the bias coefficients
in the exact case to future work.
2 Biased tracers with exact time dependence
The halo overdensity depends on the underlying distribution of dark matter, therefore we start with
the continuity, Euler and Poisson equation for the dark matter field
aHδ′ +
1
a
∂i((1 + δ)v
i) = 0 (2.1)
aH∂iv
′i +H∂ivi +
1
a
∂i(v
j∂jv
i) +
1
a
∂2Φ = −1
a
∂i
(
1
ρ
∂jτ
ij
)
(2.2)
a−2∂2Φ =
3
2
Ωm,0H
2
0a0
a3
δ , (2.3)
where Φ is the gravitational potential, δ the density perturbation, v the peculiar velocity field, ρ the
background density and τ ij the effective stress-tensor responsible for the counter-terms discussed in
section 3.2. We use the scale factor a as our time variable such that ′ = ∂/∂a and a0 is the present-
day scale factor which from here on we set to unity. The equations of motion in the EFTofLSS in
Fourier space without the counter-terms are [45]
aδ′~k − f+θ~k = (2pi)
3f+
∫∫
d3q1
(2pi)3
d3q2
(2pi)3
δD(~k − ~q1 − ~q2)α(~q1, ~q2)θ~q1δ~q2 , (2.4)
aθ′~k − f+θ~k +
3
2
Ωm
f+
(θ~k − δ~k) = (2pi)3f+
∫∫
d3q1
(2pi)3
d3q2
(2pi)3
δD(~k − ~q1 − ~q2)β(~q1, ~q2)θ~q1θ~q2 , (2.5)
where as usual α(~q1, ~q2) = 1 +
~q1·~q2
q21
, β(~q1, ~q2) =
(~q1+~q2)2~q1·~q2
2q21q
2
2
and δD is the delta distribution. To
linear order we have δ = θ, where θ = − 1f+aH ∂ivi is the rescaled velocity divergence, Ωm is the
time-dependent fractional matter density and f+ =
aD′+
D+
is the linear growth rate in terms of the
growth factor (see Appendix A). We write the dark matter overdensities and velocity divergence in
a perturbative expansion of the form
δ~k(a) =
∞∑
n=1
δ
(n)
~k
(a) and θ~k(a) =
∞∑
n=1
θ
(n)
~k
(a), (2.6)
which allows us to solve equations (2.4) and (2.5) order by order. The full solutions to the dark
matter overdensities and velocity divergence also includes the dark matter field counter-terms δ
(ct)
~k
and θ
(ct)
~k
, which we will discuss in section 3.2. The perturbative solutions in (2.6) can generally be
written as an integral over time-dependent momentum kernels
δ
(n)
~k
(a) =
∫
d3q1
(2pi)3
...
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − ...− ~qn)K(n)δ (~q1, ..., ~qn, a)δ(1)~q1 (a)...δ
(1)
~qn
(a) (2.7)
θ
(n)
~k
(a) =
∫
d3q1
(2pi)3
...
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − ...− ~qn)K(n)θ (~q1, ..., ~qn, a)δ(1)~q1 (a)...δ
(1)
~qn
(a).
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In section 2.1 we are going to expand the halo overdensity up to third order in perturbations,
using exact time dependence. The halo overdensity at a given order depends on the dark matter
fields up to that same order. Therefore, we here give the time-dependent kernels of the dark matter
fields, i.e. solutions to (2.4) and (2.5) (see for example [39], setting C = 1 and using the growth
factor of a wCDM cosmology), up to cubic order
K
(1)
λ (~q1, a) = 1 (2.8)
K
(2)
λ (~q1, ~q2, a) = αs(~q1, ~q2)Gλ1 (a) + β(~q1, ~q2)Gλ2 (a) (2.9)
K
(3)
λ (~q1, ~q2, ~q3, a) = α
σ(~q1, ~q2, ~q3)Uλσ (a) + βσ(~q1, ~q2, ~q3)Vλσ2(a) + γσ(~q1, ~q2, ~q3)Vλσ1(a), (2.10)
where repeated σ ∈ {1, 2} are summed over and λ ∈ {δ, θ}. For simplicity we symmetrized α to
αs(~q1, ~q2) =
1
2(α(~q1, ~q2) + α(~q2, ~q1)) and the six momentum kernels at third order {ασ, βσ, γσ} are
products of αs and β given in Appendix B. {Gλ1 ,Gλ2 ,Uλσ ,Vλσσ˜}, where σ˜ ∈ {1, 2}, are time-dependent
functions resulting from equations (2.4) and (2.5). They are explicitly given in Appendix A.
2.1 Perturbative expansions of δh and θh
We are interested in the bias expansion of the halo density fluctuations, which depends only on the
dark matter field and its derivatives allowed by the equivalence principle. Following the notation
of [19] the expansion is given in Eulerian space by
δh(~x, a) '
∫ a da′
a′
[
cδ(a, a
′) : δ(~xfl, a′) : (2.11)
+cδ2(a, a
′) : δ(~xfl, a′)2 : +cs2(a, a′) : s2(~xfl, a′) :
+cδ3(a, a
′) : δ(~xfl, a′)3 : +cδs2(a, a′) : δ(~xfl, a′)s2(~xfl, a′) : +cψ(a, a′) : ψ(~xfl, a′) :
+cδst(a, a
′) : δ(~xfl, a′)st(~xfl, a′) : +cs3(a, a′) : s3(~xfl, a′) :
+c(a, a
′) (~xfl, a′)
+cδ(a, a
′) : (~xfl, a′)δ(~xfl, a′) : +cs(a, a′) : s(~xfl, a′) : +ct(a, a′) : t(~xfl, a′) :
+c2δ(a, a
′) : (~xfl, a′)2δ(~xfl, a′) : +cδ2(a, a′) : (~xfl, a′)δ(~xfl, a′)2 : +cs2(a, a′) : (~xfl, a′)s2(~xfl, a′) :
+csδ(a, a
′) : s(~xfl, a′)δ(~xfl, a′) : +ctδ(a, a′) : t(~xfl, a′)δ(~xfl, a′) :
+c∂2δ(a, a
′)
∂2xfl
kM
2 δ(~xfl, a
′) + . . .
]
,
where kM is the comoving wavenumber that encloses the mass of the galaxy and (~x, a) is the
stochastic field that accounts for the difference between a given realization and the average of the
dark matter field. Both of these terms are discussed in section 3.2.
The above expansion is normal ordered, i.e. : O := O − 〈O〉. Furthermore, we recursively define ~xfl
~xfl(~x, a, a
′) = ~x−
∫ a
a′
da′′
a′′2H(a′′)
~v(a′′, ~xfl(~x, a, a′′)). (2.12)
We find it useful to define quantities that only start at second order [46], such as
η(~x, t) = θ(~x, t)− δ(~x, t) . (2.13)
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The tidal tensor sij and tij are defined as
sij(~x, a) = Dijδ(~x, a) and tij(~x, a) = Dijη(~x, a), (2.14)
where Dij = ∂i∂j∂2 − 13δij . The non-vanishing contractions of these operators, appearing in equation
(2.11) are defined as
s2(~xfl, a) = sij(~xfl, a)s
ij(~xfl, a) , s
3(~xfl, a) = sij(~xfl, a)s
il(~xfl, a)sl
j(~xfl, a) , (2.15)
st(~xfl, a) = sij(~xfl, a)t
ij(~xfl, a) , s(~xfl, a) = ij(~xfl, a)s
ij(~xfl, a), t(~xfl, a) = ij(~xfl, a)t
ij(~xfl, a) ,
where indices are raised with δij . Similarly to the construction of ψ in [46], we want ψ only to start
at cubic order. We notice that
η(~x, a)(2) =
(
Gδ1(a)− Gθ1(a)
)(
s2(2)(~x, a)− 2
3
δ2(2)(~x, a)
)
, (2.16)
which follows from equations (2.9), (2.13) and the fact that Gδ1 + Gδ2 = Gθ1 + Gθ2 , which is shown
in Appendix A. In the EdS approximation, equation (2.16), reduces to η(2) = 27s
2(2) − 421δ2(2) [46],
because Gδ1(a) EdS= 57 and Gθ1(a)
EdS
= 37 in said approximation. Following the construction above, ψ is
given by
ψ(~x, a) = θ(~x, a)− δ(~x, a)−
(
Gδ1(a)− Gθ1(a)
)(
s2(~x, a)− 2
3
δ2(~x, a)
)
, (2.17)
and will only start at cubic order.
As has been pointed out in [24], the operators in equation (2.11) are degenerate at a given, low,
order. We, therefore, face two challenges. First, we cannot perform the time integrals symbolically
as has been done in [19], without expanding δ into its different temporal evolutions. Secondly, we
have to find an irreducible basis for the biases.
We start with equation (2.11) in Fourier space. Note that the expressions are evaluated at ~xfl,
and we, therefore, Taylor expand δ(~xfl, a) up to cubic order, which is given by
δ(~xfl(a, a
′), a′) = δ(~x, a′)− ∂iδ(x, a′)
∫ a
a′
da′′
a′′2H(a′′)
vi(~x, a′′) (2.18)
+
1
2
∂i∂jδ(x, a
′)
∫ a
a′
da′′
a′′2H(a′′)
vi(~x, a′′)
∫ a
a′
da′′′
a′′′2H(a′′′)
vj(~x, a′′′)
+∂iδ(x, a
′)
∫ a
a′
da′′
a′′2H(a′′)
∂jv
i(~x, a′′)
∫ a
a′′
da′′′
a′′′2H(a′′′)
vj(~x, a′′′) + . . . .
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The halo overdensities in Fourier space therefore read
δh(~k, a) = (2.19)
= cδ,1(a)δ
(1)(~k, a) +
∫ a da′
a′
cδ(a, a
′)δ(2)(~k, a′) +
∫ a da′
a′
cδ(a, a
′)δ(3)(~k, a′) +
∫ a da′
a′
cδ(a, a
′)δ(3)ct (~k, a
′)
+cδ,12(a)[∂iδ
(1) ∂
i
∂2
θ(1)]~k(a) +
∫ a da′
a′
cδ(a, a
′)
[
1− D+(a
′)
D+(a)
]
[∂iδ
(2)(a′)
∂i
∂2
θ(1)(a)]~k
+
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
∫ a
a′
da′′
D′+(a′′)
D+(a′′)
[∂iδ
(1)(a)
∂i
∂2
θ(2)(a′′)]~k
+cδ,123(a)
[
[∂iδ
(1) ∂j∂
i
∂2
θ(1)
∂j
∂2
θ(1)]~k(a) + [∂i∂jδ
(1) ∂
i
∂2
θ(1)
∂j
∂2
θ(1)]~k(a)
]
+
+cδ2,1(a) [δ
2]
(2)
~k
(a) + 2
∫ a da′
a′
cδ2(a, a
′)
D+(a
′)
D+(a)
[δ(1)(a)δ(2)(a′)]~k
+2cδ2,12(a)[δ
(1)∂iδ
(1) ∂
i
∂2
θ(1)]~k(a)
+cs2,1(a) [s
2]
(2)
~k
(a) + 2
∫ a da′
a′
cs2(a, a
′)
D+(a
′)
D+(a)
[
[
∂i∂j
∂2
δ(2)(a′)
∂i∂j
∂2
δ(1)(a)]~k −
1
3
[δ(2)(a′)δ(1)(a)]~k
]
+2cs2,12(a)[s
(1)
lm∂i(s
lm)(1)
∂i
∂2
θ(1)]~k(a)
+
∫ a da′
a′
cst(a, a
′)
D+(a
′)
D+(a)
(
[
∂i∂j
∂2
δ(1)(a)
∂i∂j
∂2
θ(2)(a′)]~k −
1
3
[δ(1)(a)θ(2)(a′)]~k
)
+
∫ a da′
a′
cst(a, a
′)
D+(a
′)
D+(a)
(
[
∂i∂j
∂2
δ(2)(a′)
∂i∂j
∂2
θ(1)(a)]~k −
1
3
[δ(2)(a′)θ(1)(a)]~k
)
−2
∫ a da′
a′
cst(a, a
′)
D+(a
′)
D+(a)
(
[
∂i∂j
∂2
δ(1)(a)
∂i∂j
∂2
δ(2)(a′)]~k −
1
3
[δ(1)(a)δ(2)(a′)]~k
)
+
∫ a da′
a′
cψ(a, a
′)[ψ(3)]~k(a
′)
+cδ3(a)[δ
3]
(3)
~k
(a) + cδ s2(a)[δs
2]
(3)
~k
(a) + cs3(a)[s
3]
(3)
~k
(a) + cδ 2(a)[δ
2]
(3)
~k
(a)
+c,1(a) [
(1)]~k + c,2 [
(2)]~k + . . . ,
Let us explain the structure of the above expansion. In the first line, we have the density perturbation
up to third order, including the speed of sound counter-term. Lines two to four are due to the flow
terms that stem from equation (2.18). Similarly, the rest of the terms are followed by possible flow
terms, derived in Appendix C.
For expressions that are convolutions of δ(1) we are able to do the time integral symbolically, i.e.
we absorb them into coefficients, such as
cδ,1(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
, cδ2,1(a) =
∫ a da′
a′
cδ2(a, a
′)
D+(a
′)2
D+(a)2
, . . . . (2.20)
All other products that consist of perturbations of order two or higher, must be expanded into
their various temporal evolutions. However, we can recognize that all the mode-dependent terms
in equation (2.19) share structure. For example, we can write the flow term in the second line, in
terms of the kernel α that appears at the second order of the density perturbation
[∂iδ
(1) ∂
i
∂2
θ(1)]~k(a) =
∫
d3q1
(2pi)3
d3q2
(2pi)3
(2pi)3δD(~k − ~q1 − ~q2)(α(~q1, ~q2)− 1)δ(1)~q1 (a)δ
(1)
~q2
(a). (2.21)
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More generally, we can write all terms in (2.19) (neglecting the stochastic and the counter-terms
for now) as integrals over the nine momentum functions {1, α, β, α1, α2, β1, β2, γ1, γ2} that appear
in equations (2.8)-(2.10) (See (B.7) in Appendix B). Next, we collect the temporal coefficients into
thirteen parameters and obtain the halo density kernels
K
(1)
δh
(~q1, a) = cδ,1(a) (2.22)
K
(2)
δh
(~q1, ~q2, a) = cI,(2)(a) + cα,(2)(a)α(~q1, ~q2) + cβ,(2)(a)β(~q1, ~q2)
K
(3)
δh
(~q1, ~q2, ~q3, a) = cασ ,(3)(a)α
σ(~q1, ~q2, ~q3) + cβσ ,(3)(a)β
σ(~q1, ~q2, ~q3) + cγσ ,(3)(a)γ
σ(~q1, ~q2, ~q3)
+cα,(3)(a)α(~q1, ~q2) + cβ,(3)(a)β(~q1, ~q2) + cI,(3)(a),
where σ ∈ {1, 2}, repeated indices are summed over and the halo kernels are similarly to (2.7) defined
at each order
δ
(n)
h (
~k, a) =
∫
d3q1
(2pi)3
...
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − ...− ~qn)K(n)δh (~q1, ..., ~qn, a)δ
(1)
~q1
(a)...δ
(1)
~qn
(a) (2.23)
θ
(n)
h (
~k, a) =
∫
d3q1
(2pi)3
...
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − ...− ~qn)K(n)θh (~q1, ..., ~qn, a)δ
(1)
~q1
(a)...δ
(1)
~qn
(a).
The coefficients {cδ,1, cI,(2), cα,(2), cβ,(2), cI,(3), cα,(3), cβ,(3), cα1,(3), cα2,(3), cβ1,(3), cβ2,(3), cγ1,(3), cγ2,(3)} are
explicitly derived in Appendix B. We will see in section 2.2 that the thirteen parameters above have
degeneracies, therefore further reducing the number of free parameters of the theory.
As has been pointed out for example in [20, 42], the halo velocity divergence can be expanded to
have a form similar to δh. Indeed it is easy to see from equations (2.8)-(2.10) and (2.22) that, neglect-
ing stochastic and counter-terms, we can obtain K
(n)
θh
by using the following choice of coefficients in
(2.22)
c
(θh)
δ,1 (a) = 1 (2.24)
c
(θh)
α,(2)(a) = Gθ1(a), c
(θh)
β,(2)(a) = Gθ2(a)
c
(θh)
ασ ,(3)
(a) = Uθσ(a), c(θh)βσ ,(3)(a) = V
θ
σ2(a), c
(θh)
γσ ,(3)
(a) = Vθσ1(a)
c
(θh)
I,(2)(a) = c
(θh)
α,(3)(a) = c
(θh)
β,(3)(a) = c
(θh)
I,(3)(a) = 0,
where again σ ∈ {1, 2}.
2.2 Temporal degeneracies and a new functional form for the bias
The formalism introduced in the previous section allows us to do bias expansions without the use
of the EdS approximation. Of course in the appropriate limit, the bias expansions have to reduce
to the expressions in the approximate case, which are described by only seven parameters. In this
section, we will discuss the degeneracies that reduce the number of coefficients from thirteen to seven
in both the approximate and exact case. However, as we will see, the functional form in the exact
case slightly differs from the EdS approximated theory.
From the explicit coefficients given in Appendix B and the identities for the Green’s function in
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Appendix A, one can infer the following five relations
cα,(2) + cβ,(2) = cδ,1 (2.25)
cα,(3) + cβ,(3) = 2cI,(2)
cβ2,(3) + cα,(2) − cα1,(3) =
1
2
cδ,1,
cα1,(3) + cα2,(3) = cγ1,(3) + cγ2,(3)
cβ1,(3) + cβ2,(3) + cγ1,(3) + cγ2,(3) =
1
2
cδ,1,
that hold without the EdS approximation. Furthermore, there is one relation that only holds with
the EdS approximation cγ1,(3) + cβ1,(3)
EdS
= 314cδ,1. We, therefore, define a function that parametrizes
the departure from EdS
Y (a) cδ,1 = − 3
14
cδ,1 + cγ1,(3) + cβ1,(3). (2.26)
Notice that Y (a) is completely determined by functions that appear in (2.10) and a derivation can
be found in Appendix B. We get
Y (a) = − 3
14
+ Vδ11(a) + Vδ12(a). (2.27)
In this form it is easy to see why Y (a)
EdS
= 0, since Vδ11(a) EdS= 16 and Vδ12(a)
EdS
= 121 . Of course, since
the EdS approximation is correct up to roughly percent level precision of the full power spectrum,
we expect Y (a) to be very small, and indeed it is zero in the matter-dominated era and increases to
order 10−3 at late times as is shown in Figure 1.
Figure 1: Plot of the time evolution of the function Y (a) for different values of w, that appears in the
bias expansion for halos with exact time dependence. The departure from the the EdS-approximation is
proportional to Y (a). Notice that the case of w < −1 and cs = 1 is unphysical (see for example [47, 48, 49]),
but we plot it for illustration.
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Finally, we can rewrite equations (2.22) and (2.23) (still without stochastic and counter-terms)
in terms of seven bias coefficients and the function Y (a). To reduce the number of parameters we
replace the coefficients cβ,(2), cβ,(3), cα1,(3), cα2,(3), and cβ2,(3) through the identities in (2.25)
and remove cγ1,(3) through the redefinition implied by (2.26). The expansion of the halo
overdensity in Fourier space now reads
δh(~k, a) = cδ,1(a)
(
C(1)δ (~k, a) + C
(2)
δ (
~k, a) + C(3)δ (~k, a) + Y (a)C
(3)
Y (
~k, a)
)
(2.28)
+ cα,(2)(a)
(
C(2)α (~k, a) + C(3)α1 (~k, a)
)
+ cI,(2)(a)
(
C(2)I (~k, a) + 2C
(3)
β (
~k, a)
)
+ cβ1,(3)(a) C
(3)
β1
(~k, a) + cγ2,(3)(a) C(3)γ2 (~k, a)
+ cα,(3)(a) C(3)α (~k, a) + cI,(3)(a)C
(3)
I (
~k, a),
where the explicit Ci operators are given in Appendix B.
In summary, we see that, at each time a, the field δh(~k, a) is obtained by the combination
of seven functions, each one multiplied by an arbitrary bias coefficient. In particular, the six-
dimensional space spanned by the functions appearing from the second to the last line of (2.28)
is the same as a six-dimensional subspace spanned by the Basis of Descendants (BoD) basis 1
as defined in EdS [24]. Instead, the first function in (2.28) is different than the one appearing
in such EdS-defined BoD basis. At each time a, the part of this function that is of third order
differs by the calculable, time- and ~k-dependent function Y (a)C(3)Y (~k, a). Therefore, while at
each time the space of functions spanned is still seven-dimensional, it is actually a different
space. Of course, given that one can choose six of the seven basis functions to be the same as
in the EdS-defined BoD basis, and given that Y (a) is small, in practice the difference is not
very large, as we will study later in section 4 (but, as we will also see there, not obviously
negligibly small given the precision of upcoming experiments) 2.
Notice furthermore that, though the bias coefficients multiplying each function of the
basis are incalculable within the EFT, they are in general different quantities once expressed
in terms of the time kernels appearing in (2.19) (as for example cδ(a, a
′)), with respect to
the ones obtained in the EdS approximation. Therefore, if one had a theory that allowed to
predict these time kernels, some of the resulting bias coefficients would be different in the two
cases.
1For completeness we give the transformation from the basis here (without CY ) to the BoD basis in
Appendix D.
2Notice, that the correction proportional to Y (a) would also be present if one were to impose that biased
tracers depend on the long-wavelength fields in a local in time way, as done for example in [46]. While
we recollect that this treatment is not justified by the time scales present in LSS (and a non-local in time
treatment is instead necessary [20]), we here stress that the presence of the Y (a) correction is just associated
to the solution of the exact time dependence of the fields.
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3 The halo-halo power spectrum in redshift space with
exact time dependence
The basic formulas stated in this section were derived in [20] and used in [1, 42]. We will
briefly review the most important results that go into the halo-halo power spectrum in redshift
space with exact time dependence.
3.1 Halo bias with exact time dependence in redshift Space
The change from real space to redshift space, using the distant observer approximation, is
just a change of coordinates
~xr = ~x+
zˆ · ~v
aH
zˆ , (3.1)
where the z-axis was chosen to be along the line of sight. In Fourier space, the halo density
perturbation changes under this coordinate transform into
δh,r(~k, a) = δ(~k, a) +
∫
d3x e−i
~k·~x
(
exp
(
−i kz
aH
vh,z(~x, a)
)
− 1
)
(1 + δh(~x, a)) , (3.2)
where δh,r is the halo overdensity in redshift space. Following the procedure in [20, 42] we
Taylor expand (3.2) in terms of the perturbations δh and vh. There are products of operators
in the Taylor expansion that are evaluated at the same location, which we have to renormalize
by introducing new counter-terms. The halo bias expansion in redshift space, without the
counter-terms, then becomes
δh,r(~k, a) = δh(~k, a) + f+µ
2θh(~k, a) (3.3)
+ikµf+
[
∂z
∂2
θhδh
]
~k
(a)− 1
2
k2µ2f 2+
[
∂z
∂2
θh
∂z
∂2
θh
]
~k
(a)
− i
6
k3µ3f 3+
[
∂z
∂2
θh
∂z
∂2
θh
∂z
∂2
θh
]
~k
(a)− 1
2
k2µ2f 2+
[
∂z
∂2
θh
∂z
∂2
θhδh
]
~k
(a) + . . . ,
where we have defined µ = kz/k and . . . stands for the counter-terms and the stochastic terms,
which we briefly discuss in section 3.2. We now perturbatively expand (3.3) in terms of δh
and θh, to obtain the halo density perturbation in redshift space up to cubic order. Similar
to equations (2.7) and (2.23) we are interested in the halo integral kernels in redshift space
K
(n)
h,r (~q1, . . . , ~qn, a), which are defined at each order in perturbations by
δ
(n)
h,r (
~k, a) =
∫
d3q1
(2pi)3
...
d3qn
(2pi)3
(2pi)3δD(~k−~q1− ...−~qn)K(n)h,r (~q1, . . . , ~qn, a)δ(1)~q1 (a)...δ
(1)
~qn
(a) . (3.4)
The integrals of the form [. . .]k in (3.3) are given up to cubic order in Appendix E. The explicit
expressions for the full halo kernels in redshift space in terms of the halo kernels in real space
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from (2.22) and (2.24) read
K
(1)
h,r(~q1, a) = K
(1)
δh
(~q1, a) + f+µ
2K
(1)
θh
(~q1, a) (3.5)
K
(2)
h,r(~q1, ~q2, a) = K
(2)
δh
(~q1, ~q2, a) + f+µ
2K
(2)
θh
(~q1, ~q2, a)
+
1
2
µf+
(
kq2z
q22
+
kq1z
q21
)
K
(1)
θh
(~q1, a)K
(1)
δh
(~q2, a)
+
1
2
µ2f 2+
(
k2q1zq2z
q21q
2
2
)
K
(1)
θh
(~q1, a)K
(1)
θh
(~q2, a)
K
(3)
h,r(~q1, ~q2, ~q3, a) = K
(3)
δh
(~q1, ~q2, ~q3, a) + f+µ
2K
(3)
θh
(~q1, ~q2, ~q3, a)
+µf+
(
kq3z
q23
)
K
(2)
δh
(~q1, ~q2, a)K
(1)
θh
(~q3, a)
+µf+
(
k(q1z + q2z)
(~q1 + ~q2)2
)
K
(2)
θh
(~q1, ~q2, a)K
(1)
δh
(~q3, a)
+
1
2
µ2f 2+
(
kq1z
q21
kq2z
q22
)
K
(1)
θh
(~q1, a)K
(1)
θh
(~q2, a)K
(1)
δh
(~q3, a)
+µ2f 2+
(
k(q1z + q2z)
(~q1 + ~q2)2
kq3z
q23
)
K
(2)
θh
(~q1, ~q2, a)K
(1)
θh
(~q3, a)
+
1
6
µ3f 3+
(
kq1z
q21
kq2z
q22
kq3z
q23
)
K
(1)
θh
(~q1, a)K
(1)
θh
(~q2, a)K
(1)
θh
(~q3, a) .
We are now able to write the full one-loop halo-halo power spectrum in redshift space. In
terms of the halo kernels in redshift space from (3.5) it is given by
〈δh,r(~k, a)δh,r(~k′, a)〉′ = 〈δ(1)h,rδ(1)h,r〉′ + 〈δ(2)h,rδ(2)h,r〉′ + 2〈δ(1)h,rδ(3)h,r〉′ + 〈δh,rδh,r〉′ct + 〈δh,rδh,r〉′ (3.6)
=
(
K
(1)
h,r(a)
)2
P11(k, a) + 2
∫
d3~q
(
K
(2)
h,r(~q,
~k − ~q, a)sym
)2
P11(|~k − ~q|, a)P11(q, a)
+6
∫
d3~q K
(3)
h,r(~q,−~q,~k, a)symK(1)h,r(a)P11(q, a)P11(k, a) + 〈δh,rδh,r〉′ct + 〈δh,rδh,r〉′ ,
where P11 is the linear power spectrum and the contributions form counter-terms 〈δh,rδh,r〉ct
and stochastic terms 〈δh,rδh,r〉 are calculated in the next section. Finally, we want to explicitly
define the final bias parameters in terms of the coefficients in (2.28). The halo kernels that
enter into the power spectrum with the momentum dependence in (3.6) read
K
(1)
δh
(a) = b1 (3.7)
K
(2)
δh
(~q,~k − ~q, a)sym = b1
2q
−k2q + k3x
k2 + q2 − 2kqx + b3
k2(1− x2)
k2 + q2 − 2kqx + b2
K
(3)
δh
(~q,−~q,~k, a)UV−sub,sym = b1
42q2
−7k6x2 + k2q4(6− 25x2 + 12x4) + 2k4q2(3− 10x2 + 14x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx)
+
b1 Y (a)
3
2k4(1− x2) + k2q2(2− 6x2 + 4x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx) ,
+
b4
3
−4k4(1− 2x2 + x4)− 4k2q2(1− 2x2 + x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx)
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where x = ~q·
~k
qk
and we used the UV-subtracted third order kernel
K
(3)
δh
(~q,−~q,~k, a)UV−sub,sym = K(3)δh (~q,−~q,~k, a)sym − limq
k
→∞
K
(3)
δh
(~q,−~q,~k, a)sym. (3.8)
Similarly for the 〈δ(2)h,rδ(2)h,r〉 contribution, we remove the UV-dependent part by subtracting
b22Σ(a)
2, where Σ(a)2 =
∫
d3q
(2pi)3
[P11(q, a)]
2. We can perform these shifts because we can
absorb them into the counter-terms and stochastic terms. The number of coefficients we need
reduces by three, as
C(3)I UV−sub,sym = C
(3)
α UV−sub,sym = C
(3)
β UV−sub,sym = C
(3)
α1 UV−sub,sym = C
(3)
γ2 UV−sub,sym = 0. (3.9)
Explicitly, the final bias coefficients appearing in (3.7) are given by
b1 = cδ,1 b2 = cI,(2) b3 = cα,(2) b4 = cβ1,(3). (3.10)
One can relate these coefficients to obtain the results in [42] and we give the transformation
in Appendix D. In very close analogy, the halo velocity divergence kernels read
K
(1)
θh
(a) = 1 (3.11)
K
(2)
θh
(~q,~k − ~q, a)sym = 1
2q
−k2q + k3x
(k2 + q2 − 2kqx) + G
θ
1
k2(1− x2)
k2 + q2 − 2kqx
K
(3)
θh
(~q,−~q,~k, a)UV−sub,sym = 1
42q2
−7k6x2 + k2q4(6− 25x2 + 12x4) + 2k4q2(3− 10x2 + 14x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx)
+
Y (a)
3
2k4(1− x2) + k2q2(2− 6x2 + 4x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx) .
+
Vθ12
3
−4k4(1− 2x2 + x4)− 4k2q2(1− 2x2 + x4)
(k2 + q2 − 2kqx)(k2 + q2 + 2kqx)
Note, that these are the same kernels as for the halo overdensity in (3.7), but with different
coefficients. This is essentially an extension of the identity in (2.24), which, after accounting
for the degeneracies and the UV-subtraction, gives us
b
(θh)
1 = 1 b
(θh)
2 = 0 b
(θh)
3 = Gθ1 b(θh)4 = Vθ12. (3.12)
3.2 Counter-terms and stochastic halo bias
To complete the halo-halo power spectrum calculation, we now tend to the terms in (3.6)
that we have ignored so far. Namely the counter-terms from real and redshift space, as well
as the stochastic terms.
We start with the dark matter counter-terms that are in (2.2) and we neglected in (2.5)
and in their solution (2.6). They stem from the non-local in time effective stress-tensor, which
up to linear order in fields is given by
1
ρ
∂jτ
ij =
∫
da′
a′2H(a′)
K(a, a′)∂iδ(a′, ~xfl(~x, a, a′)) + . . . , (3.13)
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where ρ is the background density and K(a, a′) is a time kernel. The effective stress tensor
enters the velocity divergence equation (2.5) at third order through
∂i∂jτ
ij(1)
aρ
. Similar to (2.20)
we can absorb the time integral into a coefficient, since at linear order the EdS approximation
is exact and we can split the time dependence from the momentum dependence.
The resulting counter-terms for the halo kernels in redshift space read
c
(δh)
ct
k2
k2NL
δ(1) + f+µ
2c
(θh)
ct
k2
k2NL
δ(1), (3.14)
where kNL is the wavenumber symbolizing the non-linear scale. Additionally, there are the
counter-terms from the renormalization of the contact terms coming from (3.2) that we did
not treat in (3.3). They can be captured by two additional coefficients [20, 42]. Furthermore,
we can absorb c
(θh)
ct into one of these two additional coefficients and write the full counter-term
in terms of three parameters
δ
(3,ct)
h,r = c
(δ)
ct
k2
k2NL
δ(1) + c˜r,1µ
2
(
k
kM
)2
δ(1) + c˜r,2µ
4
(
k
kM
)2
δ(1) . (3.15)
The counter-terms enter the one-loop power spectrum as
〈δh,r(~k, a)δh,r(~k′, a)〉ct = 2〈δ(1)h,r(~k, a)δ(3,ct)h,r (~k′, a)〉 (3.16)
= 2P11(k, a)(K
(1)
δh
(a) + f+µ
2K
(1)
θh
(a))
(
µ2
(
k
kM
)2
c˜r,1 + µ
4
(
k
kM
)2
c˜r,2 + c
(δh)
ct
(
k
kNL
)2)
.
We now move on to the stochastic terms that appear in the halo-halo power spectrum
in redshift space, which are described by the stochastic field (~x, a). It is assumed that the
stochastic field only correlates with itself and the contribution is inversely proportional to the
typical halo density 〈〉 ∼ 1/n¯ [19, 24].
As was established in [20] and [42], the renormalized stochastic terms entering δh,r that
come from the stochastic expansions of δh and θh are given by
δ
()
h,r = d
2
1,ren+ d
2
2,ren
(
k
kM
)2
+ . . . . (3.17)
Additionally, there are stochastic terms δstoch that come from the renormalization of the
contact terms in redshift space. δstoch can correlate with itself and with δ
()
h,r. Finally the
full stochastic contribution to the halo-halo power spectrum in redshift space, which includes
both the real-space and redshift-space stochastic correlations, reads
〈δh,rδh,r〉 = 1
n¯
(
c,1 + c,2
(
k
kM
)2
+ c,3f+µ
2
(
k
kM
)2)
. (3.18)
In conclusion, we need six coefficients {c(δ)ct , c˜r,1, c˜r,2, c,1, c,2, c,3} to account for the counter-
terms and the stochastic contribution to the halo-halo power spectrum in redshift space. For
more details see [8, 20, 24, 42].
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4 Comparisons with the EdS approximation
Next, we want to compare the one-loop halo power spectrum in redshift space with exact
time dependence, to the EdS approximated case. The formalism introduced in the previous
sections applies to a generic wCDM cosmology. We here show the results only for w = −1, i.e.
ΛCDM. The analogous results for wCDM are almost the same, simply differing by a relative
factor of order (1 + w)  1, so we avoid to explicitly present them since the conclusions do
not change.
Note, that there are two causes for the exact time dependence power spectrum to differ
from the approximate one. In (3.5) and (3.6) we see that the time dependence of the halo
power spectrum in redshift space is captured by the overdensity and velocity divergence halo
kernels in real space. From equation (3.7) we get that the time dependence of the real-space
halo overdensities depends on the incalculable bias coefficients b1(a), b2(a), b3(a), b4(a), as well
as the calculable function Y (a). However, the time dependence of the halo velocity divergence
kernels in real space, given in (3.11), is fully determined by calculable functions. Therefore,
to determine the impact of the EdS approximation on the redshift-space power spectrum for
galaxies, we need to find an estimate for the time dependence of the bias coefficients, which
is what we are going to do next.
In [1] the bias coefficients were measured using the EFTofLSS with EdS approximation.
To estimate the value of these coefficients in the exact case, we compute ∆bn = bn − bn,EdS
for each of the bias coefficient, using the explicit definitions given in Appendix B and their
EdS approximations. It is easy to see from equations (3.10), (B.9) and (B.10) that ∆b1 = 0
and ∆b2 = 0. From the same equations, we get that
∆b3(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)2
D+(a)2
(
Gδ1(a′)−
5
7
)
, (4.1)
and a similar expression can be found for ∆b4(a). We can see that ∆b3(a) and ∆b4(a) depend
on the time kernels, such as cδ(a, a
′). Therefore, to estimate the change in the value of the
bias coefficients with respect to the EdS approximation, we need an ansatz for cδ(a, a
′).
From Press-Schechter we have a rough estimate that b1(M,a) = 1 − 1δc + δc∫ 1/M d3kP (a) ,
where δc ' 1.7 is the critical overdensity. If we include the time dependence of all the loop
contributions into the power spectrum, integrated up to some mass scale, we can approximate∫ 1/M
d3k P (k, a) ∼ a2e−a2 . Therefore, at a fixed mass, the Press-Schechter formula for the
bias now gives b1(a) ∼ 1 − 1δc + cg e
a2
a2
, where cg is a constant fit to the collapsed object of
interest, such as halos or galaxies (in our case these are the coefficients measured for galaxies
in [1]). Now, since we are interested in biases of order one or larger at a . 1, and 1− 1
δc
' 0.4,
and the term cge
a2/a2 increases as a decreases, for the purpose of our estimate, we drop the
a-independent term such that b1(a) ∼ cg ea
2
a2
. We thus define the kernel to be
cδ(a, a
′) = cg
1 + 2(a− a′)2
a2
e(a−a
′)2 , (4.2)
such that from (2.20) and (3.10) we approximately get b1(a) = b1(a∗)
a2∗
a2
e(a
2−a2∗), for some fixed
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time a∗ (3).
We denote the specific estimates, using equation (4.2) to calculate ∆b3(a) and ∆b4(a), by
∆b∗3(a) and ∆b
∗
4(a). These functions are depicted in Figure 2 relative to b1(a), where one can
see that the EdS approximation gets worse as one moves forward in time, which was to be
expected. However, relative to the linear bias b1, ∆b
∗
3(a) and ∆b
∗
4(a) are of order 10
−4.
Figure 2: Diagrammatic representation of ∆b∗3(a) and ∆b
∗
4(a), relative to the linear bias b1(a) as a function
of the scale factor. The functions, ∆b∗3(a) and ∆b
∗
4(a) are an estimate for the change in the bias coefficients
due to the EdS approximation.
We now want to quantify the effect that the EdS approximation has on the one-loop halo
power spectrum in redshift space. We here give plots for the effect in real space PReal, the
monopole P0 and the quadrupole P2, all of which are resummed using IR-resummation [10, 42]
to correctly account for the BAO peaks4. For the approximate cases (PEdS-approxs ), where
s ∈ {Real, 0, 2}, we use the coefficients recently measured in [1] (see Appendix F), where the
EdS approximation was used. In the exact cases (PExacts ), we rely on the future measurement
of the bias coefficients. However, we can use the estimates from Figure 2 to here give three
versions of plots, that illustrate the difference between the EdS approximation and the exact
case.
First, we implement the estimate we did in (4.2), where the relative difference in the
bias coefficients is of order 10−4, as given by Figure 2. They are depicted in darker colored
solid lines as a function of k in Figure 3 and as a function of the scale factor in Figure 4.
Next, we compute a conservative, but unambiguous estimate, which is to assume that the
bias coefficients are not affected by the EdS approximation, i.e. ∆b3 = 0 and ∆b4 = 0. This
essentially means that the effect is only due to the difference in the time dependences of
3We chose this functional form because even though the exponential does not have a large quantitative
impact (i.e. it could be dropped), it makes the evaluation of the time integrals easier.
4Notice that the IR-resummation is not affected by the inaccuracy of the EdS approximation.
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K
(n)
θh
from (3.11) and to the additional contribution that is multiplied by Y (a) in (3.7). This
version of the plots is shown by the dashed lines in Figure 3 and Figure 4. Lastly, we give a
band in which we expect the effect to lie in. The band is given by the EdS coefficients plus
and minus two times the estimates from (4.2) that was considered in Figure 2. It is depicted
as the lightly shaded areas in Figure 3 and Figure 4.
Figure 3: Diagrammatic representation of the ratio of the exact galaxy power spectrum in redshift space
over the approximate case as a function of k at a∗ = 0.6. The plots show the ratios of the real parts
PExactReal k, a
∗)/PEdS-approxReal (k, a
∗) (blue/cyan), the monopoles PExact0 (k, a
∗)/PEdS-approx0 (k, a
∗) (red/orange) and
the quadrupoles PExact2 (k, a
∗)/PEdS-approx2 (k, a
∗) (dark/light green) of the galaxy power spectrum in red-
shift space. For the bias coefficients with EdS approximation we used b1,EdS(a
∗) = 2.4, b2,EdS(a∗) = −0.4,
b3,EdS(a
∗) = 2.1, b4,EdS(a∗) = 0, cct,EdS(a∗) = 0, c˜r,1,EdS(a∗) = −8.6
(
kM/hMpc
−1)2, c˜r,2,EdS(a∗) =
0, c,1,EdS(a
∗) = 1.4 and c,2,EdS(a∗) = −4.3
(
kM/hMpc
−1)2 from [1]. Furthermore, we have Y (a∗) =
6∗10−4. The dashed lines represent the effect of the approximation that comes from redshift space and the con-
tribution multiplied by Y (a∗) only i.e. b3(a∗) = b3,EdS(a∗) and b4(a∗) = b4,EdS(a∗). The estimate from (4.2),
where b3(a
∗) = b3,EdS(a∗)+∆b∗3(a
∗) and b4(a∗) = b4,EdS(a∗)+∆b∗4(a
∗) (at a∗ = 0.6 we have ∆b∗3(a
∗) = 2∗10−4
and ∆b∗4(a
∗) = −6 ∗ 10−4), is depicted by the darker solid lines. The lighter shaded areas are bounded from
below (−) and above (+) by b3(a∗) = b3,EdS(a∗)± 2 ∗∆b∗3(a∗) and b4(a∗) = b4,EdS(a∗)± 2 ∗∆b∗4(a∗).
By looking at the quadrupole in Figure 3 and Figure 4, we see that the largest effect
comes from the transformation into redshift space, and the estimate of the bias coefficients
only dampens or enhances this effect. This is due to the fact that the EdS approximation
is worse for the velocity divergence than for the density perturbation. Further checks with
different coefficients and approximations can be found in Appendix F, where depending on
the size of the bias coefficients the effect can be up to a factor two larger.
We can see from Figure 3 that the EdS approximation becomes more important at higher
k. This is to be expected since at the linear level the EdS approximation is exact. Therefore,
the EdS approximation only affects the loop terms, which become important only at higher k.
Furthermore, from Figure 4 we get the expected temporal evolution of the ratios of the power
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spectra. At early times (a < 0.1), i.e. in the matter-dominated era, the EdS approximation
is almost exact, and therefore we see that the ratios all stay at unity up to a ' 0.1. However,
at late times (for example a = 0.85 (z = 0.18)) the effect becomes quite large, even 1.7% for
the quadrupole and 0.8% for the monopole.
Figure 4: Diagrammatic representation of the ratio of the exact galaxy power spectrum in redshift space
over the approximate case as a function of the scale factor at k∗ = 0.2 hMpc−1. The plots show the ratios
of the real parts PExactReal (k
∗, a)/PEdS-approxReal (k
∗, a) (blue/cyan), the monopoles PExact0 (k
∗, a)/PEdS-approx0 (k
∗, a)
(red/orange) and the quadrupoles PExact2 (k
∗, a)/PEdS-approx2 (k
∗, a) (dark/light green) of the galaxy power
spectrum in redshift space. For the bias coefficients with EdS approximation we used b1,EdS(a
∗) = 2.2,
b2,EdS(a
∗) = −0.4, b3,EdS(a∗) = 1.9, b4,EdS(a∗) = 0, cct,EdS(a∗) = 0, c˜r,1,EdS(a∗) = −8
(
kM/hMpc
−1)2,
c˜r,2,EdS(a
∗) = 0, c,1,EdS(a∗) = 1.3 and c,2,EdS(a∗) = −4
(
kM/hMpc
−1)2 from [1] at a∗ = 0.64. The
coefficients were promoted to functions through the time dependence implied by (4.2). Furthermore, we use
the calculable time dependence of Y (a) from (2.27). The dashed lines represent the effect of the approximation
that comes from redshift space and the contribution multiplied by Y (a) only, i.e. b3(a) = b3,EdS(a) and
b4(a) = b4,EdS(a). The estimate from (4.2), where b3(a) = b3,EdS(a) + ∆b
∗
3(a) and b4(a) = b4,EdS(a) + ∆b
∗
4(a)
(∆b∗3(a) and ∆b
∗
4(a) are shown in Figure 2), is depicted by the darker solid lines. The lighter shaded areas are
bounded from below (−) and above (+) by b3(a) = b3,EdS(a)± 2 ∗∆b∗3(a) and b4(a) = b4,EdS(a)± 2 ∗∆b∗4(a).
In a last step, we want to discuss the applicability to data. Figure 3 and 4 show that the
physical difference between an exact time dependence and the approximate one is significant
at late times. We here want to check if a change in the bias coefficients in the approximate
case can account for this difference.
For the analysis we take a = 0.6 (z = 0.67) like in Figure 3. Furthermore, we use the galaxy
power spectrum in redshift space with the exact time dependences of K
(n)
θh
and Y (a), and fix
the bias coefficients through the coefficients measured in [1] plus the estimates ∆b∗3 and ∆b
∗
4
calculated using equation (4.2). We then take the galaxy power spectrum in redshift space
computed using the EdS approximation and use a best fit method to fit it to the exact time
dependence galaxy power spectrum in redshift space. In this fit, we allow the biases that are
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expected to change between the exact time dependence and the EdS approximation to vary.
As mentioned at the beginning of the section, since the time kernels such as cδ(a, a
′) do not
change due to the EdS approximation, only b3 and b4 can be affected by said approximation.
We, therefore let b3 and b4 vary within ±10−3, which is an order of magnitude larger than the
estimated differences ∆b∗3 and ∆b
∗
4 (at a = 0.6, b1 is of order one)
5.
Of course if we let b3 and b4 vary relatively by a factor of 10
−3, we can, at least partially,
absorb ∆b∗3 and ∆b
∗
4. However, we here want to check, how well a variation of b3 and b4 can
absorb the changes due to the halo velocity divergence and the contribution from the Y (a)
term, that are depicted by the dashed lines in Figures 3 and 4. It is not obvious to what
extent this is doable.
After this fitting procedure we obtain PEdS-Fits , where s ∈ {0, 2} (and also PEdS-FitReal , which
we will plot for consistency, though it is not observable), which is the EdS approximated galaxy
power spectrum in redshift space, with a choice of bias coefficients (we call the resulting bias
coefficients bn,EdS-Fit and define ∆bn,EdS-Fit = bn− bn,EdS-Fit) that best fits the exact case. The
ratio of the two cases is depicted in Figure 5. We see that, at k = 0.2hMpc−1 , a change in
the bias coefficients can account for the effect of the exact time dependence to a precision
of 0.11% for the monopole and 0.47% for the quadrupole at z = 0.67, and, as suggested by
Figure 4, the magnitude of the effect most likely sharply increases at lower redshifts. One
can compare this with the precision of future cosmological surveys such as DESI [50], where
we expect the error bars (given by the dashed lines in Figure 5 for the monopole) to be, very
roughly, 0.24% for the monopole and 2.4% for the quadrupole at k ' 0.2hMpc−1 .
As mentioned in footnote 5, we expect the range we have chosen for the bias coefficients
to be the appropriate one in order not to bias the information extracted from cosmological
parameters. With the analysis provided here, we cannot be sure about this, and indeed if we
let the biases vary in a larger range, the EdS approximated power spectrum would better fit
the exact case. We plan to explicitly verify this in future work.
5 An alternative procedure would be to allow for all the bias coefficients to shift arbitrarily between the
exact treatment and the EdS approximation. While such a procedure would show that the EdS-approximated
predictions can fit the exact ones with much higher accuracy, we believe such a procedure would overemphasize
the effectiveness of the EdS approximation. In fact, as mentioned, we expect the bias coefficients to differ due
to the EdS approximation, relative to the linear bias, by about 10−4. If we were to allow the bias coefficients
to vary in larger ranges, the coefficients may get unphysical. A consequence of this would probably be that the
cosmological parameters that are extracted with this procedure would be systematically biased, even though
the functional form of the predictions between the EdS approximated one and the exact one are very similar.
In this regard, the situation is similar to the one we would encounter if we were to allow the bias coefficients
to shift arbitrarily in order to fit the power spectrum of the observational data beyond where the one-loop
approximation holds. Even though in this way a good fit could be obtained up to a higher wavenumber, the
inferred cosmological parameters would be biased, as verified in [1, 3]. Indeed, we plan to explicitly quantify
the effect of the EdS approximation directly in the extraction of the cosmological parameters in upcoming
work.
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Figure 5: The figure shows the ratio of the exact galaxy power spectrum in redshift space over a fit of the
exact galaxy power spectrum in redshift space obtained by changing the bias coefficients in the EdS approx-
imated case. The ratio is given as a function of k at a∗ = 0.6. The plots show the ratios of the real parts
PExactReal (k, a
∗)/PEdS-FitReal (k, a
∗) (blue), the monopoles PExact0 (k, a
∗)/PEdS-Fit0 (k, a
∗) (red) and the quadrupoles
PExact2 (k, a
∗)/PEdS-Fit2 (k, a
∗) (dark green) of the galaxy power spectrum in redshift space. For the bias coef-
ficients of the exact case we used the measured coefficients from [1] and the estimate ∆b∗3(a
∗) and ∆b∗4(a
∗),
as well as Y (a∗), like in Figure 3. The best fit using the bias basis from the approximate EdS case gave us
∆b3,EdS-Fit(a
∗) = −2 ∗ 10−3 and ∆b4,EdS-Fit(a∗) = 4 ∗ 10−4. Furthermore the dashed lines are the expected
error on the monopole, 1 + σ(k)/4, 1 + σ(k)/2 and 1 + σ(k) for a survey like DESI [50], where, very roughly,
σ(k) = 0.024 ∗ (0.2hMpc−1 /k)3/2.
5 Conclusion
In this paper, we remove the Einstein de-Sitter approximation for biased tracers in redshift
space in the EFTofLSS. We started with the bias expansion for collapsed objects treated with
exact time dependence. We then further expanded the density perturbation and velocity
divergence into a sum of momentum kernels, each one evolving with its own time dependence.
Grouping together the momentum kernels of the biased expansion of the halos allows us to
absorb temporal integrals into thirteen parameters, which can be further reduced to seven, by
removing degeneracies among these parameters, just like in the EdS approximated solution.
However, with respect to the EdS approximation, it is necessary to include an additional
calculable time- and momentum-dependent contribution that is multiplied by the linear bias.
Therefore, while biased tracers with exact time dependence can still be described by a set
of seven bias parameters, the basis of the seven-dimensional vector space, in which the halo
overdensities lie, is slightly different from the one present with the EdS approximation, and
changes over time.
The use of the exact time dependence for the density perturbations naturally introduced
a basis for the momentum kernels that describes the halo overdensities. This is due to the
fact that up to third order, the flow terms, as well as the tidal terms, can be expressed by
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the momentum kernels that appear in the density perturbations with exact time dependence.
After accounting for temporal degeneracies, we are then automatically left with an irreducible
basis for the biases.
The coordinate transformation into redshift space with exact time dependence proceeds
in a very similar way to [42]. Neither the counter-terms nor the stochastic terms are affected
up to cubic order. In total, the halo power spectrum in redshift space with exact time
dependence is described by a set of ten coefficients (after UV-subtraction we have four bias
coefficients and six counter-terms and stochastic terms). As mentioned before, with respect to
the EdS approximation, there is an additional calculable contribution multiplying the linear
bias, which appears as a consequence of the exact time dependence, and that already enters
the halo power spectrum in real space.
The quantitative effect of removing the EdS approximation on the galaxy power spectrum
in redshift space is, as expected, larger than the one in real space. Since we computed the
galaxy power spectrum in redshift space up to one-loop order, we stop the analysis in Figure 3
at k = 0.3h Mpc−1 and chose k = 0.2h Mpc−1 in Figure 4, because the ratio of the power
spectra might be affected more significantly by higher loop terms at higher k’s. In a survey
such as BOSS (see for example [1]), which is at z = 0.57, the error bars are, very roughly,
0.7% for the monopole and 7% for the quadrupole at k ' 0.2hMpc−1 . From Figure 4 we get
that at z = 0.57 the effect on the monopole is 0.3% and 0.7% for the quadrupole. At this
level, the effect of the EdS approximation might, therefore, be almost negligible. Since we
expect upcoming surveys, such as DESI [50], to reduce the error bars to, very approximately,
0.24% for the monopole and 2.4% for the quadrupole, the exact time dependence might play
a larger role at this level of precision.
By varying the bias coefficients in the EdS approximated case within a range that repre-
sented the physical deviation from the EdS approximation, we showed in Figure 5 that some
of the change due to the exact time dependence can be absorbed into a small shift of the
bias coefficients. This leads to a final effect of order 0.11% in the monopole and 0.47% in the
quadrupole at k = 0.2h Mpc−1. Therefore, the level of precision of the next generation of
cosmological surveys is quantitatively similar to the impact the exact time dependence has
on biased tracers in redshift space. The size of this effect depends on the allowed variation
of the numerical value of the biases that we believe to be physically motivated. It would,
therefore, be interesting to study more precisely the effect of the exact time dependence on
realistic data and on the estimate of the cosmological parameters. While we leave this to
future work, we point out that that it appears to be not demanding to safely account for this
effect using the formulas and implementation that we provide in this paper 6, for example by
extending (without any significant slowdown) the publicly available code used for the BOSS
analysis, such as [6].
Note Added: While this paper was in advanced stage of completion, Ref. [51] appeared,
which finds the same conclusions to ours for the biased tracers in configuration space, i.e. for
the results of Sec. 2, for ΛCDM and wCDM cosmologies.
6A Mathematica file can be found in the EFTofLSS code repository: http://stanford.edu/~senatore/
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A Green’s functions
At linear order, the time dependence is completely captured by the growths factor, which is
defined as the solution of
d2
d ln a2
D(a) +
(
2 +
d lnH
d ln a
)
d
d ln a
D(a)− 3
2
Ωm(a)D(a) = 0 , (A.1)
where
H(a) = H0
√
Ωm,0a−3 + ΩD,0a−3(1+w) (A.2)
and we define the fractional matter and dark energy densities
Ωm(a) = Ωm,0
H20
H(a)2
a−3 and ΩD(a) = ΩD,0
H20
H(a)2
a−3(1+w), (A.3)
in terms of their present day values Ωm,0 and ΩD,0. For generic w, the two solutions of (A.1)
are given in terms of the Hypergeometric functions [52]. A growing mode
D+(a) = a · 2F1
(
w − 1
2w
,− 1
3w
, 1− 5
6w
,−a−3wΩD,0
Ωm,0
)
(A.4)
and a decaying mode
D−(a) = a−
3
2 · 2F1
(
1
2w
,
1
2
+
1
3w
, 1 +
5
6w
,−a−3wΩD,0
Ωm,0
)
. (A.5)
From there we get the linear growth indices f± ≡ d lnD±d ln a .
In the special case where w = −1, i.e ΛCDM, the growing mode is
DΛ+(a) =
5
2
∫ a
0
ΩΛm(a˜)
HΛ(a)
HΛ(a˜)
da˜, (A.6)
and for the decaying mode we get
DΛ−(a) =
HΛ(a)
H0Ω
1/2
m,0
. (A.7)
Furthermore the linear growth rates can be written as
fΛ+(a) =
(
5
2
a
DΛ+(a)
− 3
2
)
ΩΛm(a) , (A.8)
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and
fΛ−(a) = −
3
2
ΩΛm(a) . (A.9)
However, in what follows we will work with a generic value for w.
To construct the solutions to the higher order time dependences appearing in (2.8)-(2.10),
coming from equations (2.4) and (2.5), we define the Green’s functions
a
dGδσ(a, a˜)
da
− f+(a)Gθσ(a, a˜) = λσδD(a− a˜), (A.10)
a
dGθσ(a, a˜)
da
− f+(a)Gθσ(a, a˜) +
3
2
Ωm
f+
(
Gθσ(a, a˜)−Gδσ(a, a˜)
)
= (1− λσ)δD(a− a˜), (A.11)
where λ1 = 1 and λ2 = 0. Explicitly the Green’s functions are given by
Gδ1(a, a˜) =
1
a˜W (a˜)
(
dD−(a˜)
da˜
D+(a)− dD+(a˜)
da˜
D−(a)
)
Θ(a− a˜) , (A.12)
Gδ2(a, a˜) =
f+(a˜)/a˜
2
W (a˜)
(
D+(a˜)D−(a)−D−(a˜)D+(a)
)
Θ(a− a˜) , (A.13)
Gθ1(a, a˜) =
a/a˜
f+(a)W (a˜)
(
dD−(a˜)
da˜
dD+(a)
da
− dD+(a˜)
da˜
dD−(a)
da
)
Θ(a− a˜) , (A.14)
Gθ2(a, a˜) =
f+(a˜)a/a˜
2
f+(a)W (a˜)
(
D+(a˜)
dD−(a)
da
−D−(a˜)dD+(a)
da
)
Θ(a− a˜) , (A.15)
where W (a˜) is the Wronskian of D+ and D−
W (a˜) =
dD−(a˜)
da˜
D+(a˜)− dD+(a˜)
da˜
D−(a˜) , (A.16)
Θ(a− a˜) is the Heaviside step function and we impose the boundary conditions
Gδσ(a, a˜) = 0 and G
θ
σ(a, a˜) = 0 for a˜ > a , (A.17)
Gδσ(a˜, a˜) =
λσ
a˜
and Gθσ(a˜, a˜) =
(1− λσ)
a˜
. (A.18)
Moving on we can define the time-dependent functions at second order
Gδσ(a) =
∫ 1
0
Gδσ(a, a˜)
f+(a˜)D
2
+(a˜)
D2+(a)
da˜ , (A.19)
Gθσ(a) =
∫ 1
0
Gθσ(a, a˜)
f+(a˜)D
2
+(a˜)
D2+(a)
da˜, (A.20)
for σ = 1, 2. And then at third order
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U δσ(a) =
∫ 1
0
Gδ1(a, a˜)
f+(a˜)D
3
+(a˜)
D3+(a)
Gδσ(a˜)da˜, (A.21)
U θσ(a) =
∫ 1
0
Gθ1(a, a˜)
f+(a˜)D
3
+(a˜)
D3+(a)
Gδσ(a˜)da˜, (A.22)
Vδσσ˜(a) =
∫ 1
0
Gδσ˜(a, a˜)
f+(a˜)D
3
+(a˜)
D3+(a)
Gθσ(a˜)da˜, (A.23)
Vθσσ˜(a) =
∫ 1
0
Gθσ˜(a, a˜)
f+(a˜)D
3
+(a˜)
D3+(a)
Gθσ(a˜)da˜. (A.24)
To derive the degeneracies pointed out in section 2.2 we need the following identities
Gδ1 + Gδ2 = Gθ1 + Gθ2 = 1 (A.25)
Vδ11 + Vδ21 = U δ1 + U δ2
Vθ11 + Vθ21 = U θ1 + U θ2
Vδσ1 + Vδσ2 = Vθσ1 + Vθσ2
Vδ11 + Vδ21 + Vδ12 + Vδ22 =
1
2
Vθ11 + Vθ21 + Vθ12 + Vθ22 =
1
2
Vδσ1 + Vδσ2 = Gδσ −
λσ
2
U δ1 + Vδ21 =
1
2
U θ1 + Vθ21 =
1
2
+ Gθ1 − Gδ1 ,
where we remind that σ ∈ {1, 2}. These relations can be inferred from equations (A.19)-(A.24)
once one realizes the following
Gδ1(a, a˜) +G
δ
2(a, a˜) = G
θ
1(a, a˜) +G
θ
2(a, a˜) =
D+(a)
a˜D+(a˜)
Θ(a− a˜) (A.26)
Gδ1(a, a˜)−Gθ1(a, a˜) =
W (a)
a˜W (a˜)
D′+(a˜)
D′+(a)
Θ(a− a˜). (A.27)
Furthermore, for the derivation of the functional form of Y (a) in (2.27), it is important
to note that
Vδσ1(a) + Vδσ2(a) =
∫ a
0
D′+(a˜)D+(a˜)
D2+(a)
Gθσ(a˜)da˜ (A.28)
which is used in Appendix B.
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B Halo kernels and degeneracy of halo bias parameters
The six kernels we will use throughout this section are defines as
α1(~q1, ~q2, ~q3) = α(~q3, ~q1 + ~q2)αs(~q1, ~q2), (B.1)
α2(~q1, ~q2, ~q3) = α(~q3, ~q1 + ~q2)β(~q1, ~q2), (B.2)
β1(~q1, ~q2, ~q3) = 2β(~q3, ~q1 + ~q2)αs(~q1, ~q2), (B.3)
β2(~q1, ~q2, ~q3) = 2β(~q3, ~q1 + ~q2)β(~q1, ~q2), (B.4)
γ1(~q1, ~q2, ~q3) = α(~q1 + ~q2, ~q3)αs(~q1, ~q2), (B.5)
γ2(~q1, ~q2, ~q3) = α(~q1 + ~q2, ~q3)β(~q1, ~q2). (B.6)
From equation (2.19) we get the following expressions in the bias expansion
∗[∂iδ(1) ∂
i
∂2
θ(1)] = α(~q1, ~q2)− 1 (B.7)
∗[∂iδ(2)(a′) ∂
i
∂2
θ(1)] = D+(a
′)2
D+(a)2
(Gδσ(a′)ασ(~q1, ~q2, ~q3)− Gδ1(a′)α(~q1, ~q2)− Gδ2(a′)β(~q1, ~q2))
∗[∂iδ(1) ∂
i
∂2
θ(2)(a′′)] = D+(a
′′)2
D+(a)2
(Gθσ(a′′)γσ(~q1, ~q2, ~q3)− Gθ1(a′′)α(~q1, ~q2)− Gθ2(a′′)β(~q1, ~q2))
∗[∂iδ(1)
∂j∂
i
∂2
θ(1) ∂
j
∂2
θ(1)] + ∗[∂i∂jδ(1) ∂
i
∂2
θ(1) ∂
j
∂2
θ(1)] = α1(~q1, ~q2, ~q3)− 3α(~q1, ~q2) + 2
∗[δ(1)δ(2)(a′)] = D+(a
′)2
D+(a)2
(Gδ1(a′)α(~q1, ~q2) + Gδ2(a′)β(~q1, ~q2))
∗[δ(1)∂iδ(1) ∂
i
∂2
θ(1)] = α(~q1, ~q2)− 1
∗[s2](2) = β(~q1, ~q2)− α(~q1, ~q2) + 23
∗[∂i∂j
∂2
δ(2)(a′)∂
i∂j
∂2
δ(1)] − 1
3
∗[δ(2)(a′)δ(1)] =
= D+(a
′)2
D+(a)2
(
1
2
Gδσ(a′) (−ασ(~q1, ~q2, ~q3) + βσ(~q1, ~q2, ~q3)− γσ(~q1, ~q2, ~q3))
+2
3
Gδ1(a′)α(~q1, ~q2) + 23Gδ2(a′)β(~q1, ~q2)
)
∗[∂i∂j
∂2
δ(1) ∂
i∂j
∂2
θ(2)(a′)] − 1
3
∗[δ(1)θ(2)(a′)] =
= D+(a
′)2
D+(a)2
(
1
2
Gθσ(a′) (−ασ(~q1, ~q2, ~q3) + βσ(~q1, ~q2, ~q3)− γσ(~q1, ~q2, ~q3))
+2
3
Gθ1(a′)α(~q1, ~q2) + 23Gθ2(a′)β(~q1, ~q2)
)
∗[s(1)lm∂i(s
lm)(1) ∂
i
∂2
θ(1)] = 1
2
(−α1(~q1, ~q2, ~q3) + α2(~q1, ~q2, ~q3) + 73α(~q1, ~q2)− β(~q1, ~q2)− 43)
∗[ψ(3)](a′) = ∗[η(3)](a′)− D+(a′)3
D+(a)3
(Gδ1(a′)− Gθ1(a′))Gδσ(a′)(− ασ(~q1, ~q2, ~q3)
+βσ(~q1, ~q2, ~q3)− γσ(~q1, ~q2, ~q3)
)
∗[δ3](3) = 1
∗[δs2](3) = β(~q1, ~q2)− α(~q1, ~q2) + 23
∗[s3](3) = 1
2
(
α1(~q1, ~q2, ~q3)− 2α2(~q1, ~q2, ~q3) + β2(~q1, ~q2, ~q3)− γ2(~q1, ~q2, ~q3)
−α(~q1, ~q2) + β(~q1, ~q2) + 4/9
)
,
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where repeated σ ∈ {1, 2} are summed over and we used the notation,
[X(n)]~k =
∫
d3q1
(2pi)3
. . .
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − . . .− ~qn) ∗[X(n)]δ(1)~q1 (a) . . . δ
(1)
~qn
(a). (B.8)
Similarly to the second and third order density perturbation and velocity divergence, all of
the expressions in (B.7) only depend on the nine kernels {1, α, β, α1, α2, β1, β2, γ1, γ2}. We
can then factor out these momentum kernels and redefine the temporal coefficients to obtain
the parameters that appear in (2.22) and (2.28)
cα,(2) = cδ2,Gδ1 + cδ,12 − cs2,1 (B.9)
cβ,(2) = cδ2,Gδ2 + cs2,1
cI,(2) = −cδ,12 + cδ2,1 + 23cs2,1
cα1,(3) = cδ,Uδ1 + cδ,Gδ1 + cδ,123 − cs2,Gδ1 − cs2,12 − 12
(
cst,Gθ1 − cst,Gδ1
)
+ cψ,Uθ1 − cψ,Uδ1 + cψ,Gδ1 + 12cs3
cα2,(3) = cδ,Uδ2 + cδ,Gδ2 − cs2,Gδ2 + cs2,12 − 12
(
cst,Gθ2 − cst,Gδ2
)
+ cψ,Uθ2 − cψ,Uδ2 + cψ,Gδ2 − cs3
cβ1,(3) = cδ,Vδ12 + cs2,Gδ1 +
1
2
(
cst,Gθ1 − cst,Gδ1
)
+ cψ,Vθ12 − cψ,Vδ12 − cψ,Gδ1
cβ2,(3) = cδ,Vδ22 + cs2,Gδ2 +
1
2
(
cst,Gθ2 − cst,Gδ2
)
+ cψ,Vθ22 − cψ,Vδ22 − cψ,Gδ2 + 12cs3
cγ1,(3) = cδ,Vδ11 + cδ,Gθ1 − cs2,Gδ1 − 12
(
cst,Gθ1 − cst,Gδ1
)
+ cψ,Vθ11 − cψ,Vδ11 + cψ,Gδ1
cγ2,(3) = cδ,Vδ21 + cδ,Gθ2 − cs2,Gδ2 − 12
(
cst,Gθ2 − cst,Gδ2
)
+ cψ,Vθ21 − cψ,Vδ21 + cψ,Gδ2 − 12cs3
cα,(3) = −cδ,Gδ1 − cδ,Gθ1 − 3cδ,123 + 2cδ2,Gδ1 + 2cδ2,12 + 43cs2,Gδ1 + 73cs2,12 + 23
(
cst,Gθ1 − cst,Gδ1
)
− cδs2 − 12cs3
cβ,(3) = −cδ,Gδ2 − cδ,Gθ2 + 2cδ2,Gδ2 + 43cs2,Gδ2 − cs2,12 + 23
(
cst,Gθ2 − cst,Gδ2
)
+ cδs2 +
1
2
cs3
cI,(3) = −2cδ2,12 + cδ3 − 43cs2,12 + 23cδs2 + 2cδ,123 + 29cs3 ,
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where in an intermediary step we defined the symbolic integrals over the time-dependent
functions discussed in Appendix A. They are given
at first order by (B.10)
cδ,1(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
,
at second order by
cδ2,Gδσ(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)2
D+(a)2
Gδσ(a′) cδ,12(a) =
∫ a da′
a′
cδ(a, a
′)
[
D+(a
′)
D+(a)
− D+(a
′)2
D+(a)2
]
cs2,1(a) =
∫ a da′
a′
cs2(a, a
′)
D+(a
′)2
D+(a)2
cδ2,1(a) =
∫ a da′
a′
cδ2(a, a
′)
D+(a
′)2
D+(a)2
,
and at third order by
cs3(a) =
∫ a da′
a′
cs3(a, a
′)
D+(a
′)3
D+(a)3
cδ3(a) =
∫ a da′
a′
cδ3(a, a
′)
D+(a
′)3
D+(a)3
cδ,Uδσ(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)3
D+(a)3
U δσ(a′) cδ,Gδσ(a) =
∫ a da′
a′
cδ(a, a
′)
[
D+(a
′)2
D+(a)2
− D+(a
′)3
D+(a)3
]
Gδσ(a′)
cδ,Vδσσ˜(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)3
D+(a)3
Vδσσ˜(a′) cδs2(a) =
∫ a da′
a′
cδs2(a, a
′)
D+(a
′)3
D+(a)3
cδ2,Gδσ(a) =
∫ a da′
a′
cδ2(a, a
′)
D+(a
′)3
D+(a)3
Gδσ(a′) cδ2,12(a) =
∫ a da′
a′
cδ2(a, a
′)
[
D+(a
′)2
D+(a)2
− D+(a
′)3
D+(a)3
]
cs2,Gδσ(a) =
∫ a da′
a′
cs2(a, a
′)
D+(a
′)3
D+(a)3
Gδσ(a′) cs2,12(a) =
∫ a da′
a′
cs2(a, a
′)
[
D+(a
′)2
D+(a)2
− D+(a
′)3
D+(a)3
]
cst,Gδσ(a) =
∫ a da′
a′
cst(a, a
′)
D+(a
′)3
D+(a)3
Gδσ(a′) cst,Gθσ(a) =
∫ a da′
a′
cst(a, a
′)
D+(a
′)3
D+(a)3
Gθσ(a′)
cψ,Uδσ(a) =
∫ a da′
a′
cψ(a, a
′)
D+(a
′)3
D+(a)3
U δσ(a′) cψ,Vδσσ˜(a) =
∫ a da′
a′
cψ(a, a
′)
D+(a
′)3
D+(a)3
Vδσσ˜(a′)
cψ,Uθσ(a) =
∫ a da′
a′
cψ(a, a
′)
D+(a
′)3
D+(a)3
U θσ(a′) cψ,Vθσσ˜(a) =
∫ a da′
a′
cψ(a, a
′)
D+(a
′)3
D+(a)3
Vθσσ˜(a′)
cδ,Gθσ(a) =
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
∫ a
a′
da′′D′+(a
′′)
D+(a
′′)
D+(a)2
Gθσ(a′′)
=
(Vδσ1(a) + Vδσ2(a)) cδ,1 − cδ,Vδσ1 − cδ,Vδσ2
cψGδσ(a) =
∫ a da′
a′
cψ(a, a
′)
D+(a
′)3
D+(a)3
Gδσ(a′)
(Gδ1(a′) − Gθ1(a′))
cδ,123(a) =
∫ a da′
a′
cδ(a, a
′)
[
1
2
D+(a
′)
D+(a)
− D+(a
′)2
D+(a)2
+
1
2
D+(a
′)3
D+(a)3
]
.
The integral that appears in cδ,Gθσ was solved using (A.28).
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As has been pointed out in section 2.2 the coefficients in (B.9) have degeneracies. We here
derive one of the degeneracies explicitly
cβ1,(3) + cβ2,(3) + cγ1,(3) + cγ2,(3) = cδ,Gθ1 + cδ,Gθ2 + cδ,Vδ11 + cδ,Vδ12 + cδ,Vδ21 + cδ,Vδ22 (B.11)
−
(
cψ,Vδ11 + cψ,Vδ12 + cψ,Vδ21 + cψ,Vδ22
)
+
(
cψ,Vθ11 + cψ,Vθ12 + cψ,Vθ21 + cψ,Vθ22
)
=
1
2
cδ,1,
the other ones are derived similarly. The above holds because of the identities in (A.25),
which are derived in Appendix A.
Furthermore, using the coefficients in (B.9) we can derive Y (a) as given in (2.27). Using
the definition (2.26), we get
Y (a)cδ,1 = − 3
14
cδ,1 + cδ,Gθ1 + cδ,Vδ11 + cδ,Vδ12 . (B.12)
Simply plugging in cδ,Gθ1 as given in (B.10), then gives
Y (a) = − 3
14
+ Vδ11(a) + Vδ12(a). (B.13)
Finally, after capturing all the degeneracies, we can define the new basis given by the Ci
operators that appear in (2.28)
∗C(1)δ (~q1) = 1 (B.14)
∗C(2)δ (~q1, ~q2) = β(~q1, ~q2)
∗C(2)α (~q1, ~q2) = α(~q1, ~q2)− β(~q1, ~q2)
∗C(2)I (~q1, ~q2) = 1
∗C(3)δ (~q1, ~q2, ~q3) = −
3
14
α1(~q1, ~q2, ~q3) +
3
7
α2(~q1, ~q2, ~q3) +
2
7
β2(~q1, ~q2, ~q3) +
3
14
γ1(~q1, ~q2, ~q3)
∗C(3)α1 (~q1, ~q2, ~q3) = α1(~q1, ~q2, ~q3)− α2(~q1, ~q2, ~q3)
∗C(3)β1 (~q1, ~q2, ~q3) = −α2(~q1, ~q2, ~q3) + β1(~q1, ~q2, ~q3)− γ1(~q1, ~q2, ~q3)
∗C(3)γ2 (~q1, ~q2, ~q3) = −α1(~q1, ~q2, ~q3) + 2α2(~q1, ~q2, ~q3)− β2(~q1, ~q2, ~q3) + γ2(~q1, ~q2, ~q3)
∗C(3)α (~q1, ~q2, ~q3) = α(~q1, ~q2)− β(~q1, ~q2)
∗C(3)β (~q1, ~q2, ~q3) = β(~q1, ~q2)
∗C(3)I (~q1, ~q2, ~q3) = 1
∗C(3)Y (~q1, ~q2, ~q3) = −α1(~q1, ~q2, ~q3) + 2α2(~q1, ~q2, ~q3)− β2(~q1, ~q2, ~q3) + γ1(~q1, ~q2, ~q3),
where we used
X(n)(~k, a) =
∫
d3q1
(2pi)3
. . .
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − . . .− ~qn) ∗X(n)(~q1, ..., ~qn) δ(1)~q1 (a) . . . δ
(1)
~qn
(a).
(B.15)
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C Derivig flow terms
We here give a few examples of how to derive the flow terms in (2.19) coming from the Taylor
expansion (2.18). The Taylor expansion of δ(~xfl, a) is given by
δ(~xfl(a, a
′), a′) = δ(~x, a′)− ∂iδ(x, a′)
∫ a
a′
da′′
a′′2H(a′′)
vi(~x, a′′) (C.1)
+
1
2
∂i∂jδ(x, a
′)
∫ a
a′
da′′
a′′2H(a′′)
vi(~x, a′′)
∫ a
a′
da′′′
a′′′2H(a′′′)
vj(~x, a′′′)
+∂iδ(x, a
′)
∫ a
a′
da′′
a′′2H(a′′)
∂jv
i(~x, a′′)
∫ a
a′′
da′′′
a′′′2H(a′′′)
vj(~x, a′′′) + . . . .
After expanding the overdensity and velocity divergence perturbatively, the only second order
term (apart from δ(2)) is in the first line, which is given by
−
∫ a da′
a′
cδ(a, a
′) ∂iδ(1)(a′)
∫ a
a′
da′′
a′′2H(a′′)
v(1)i(a′′) = (C.2)
=
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
∂iδ
(1)(a)
∫ a
a′
da′′
D′+(a
′′)
D+(a)
∂i
∂2
θ(1)(a)
=
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
[
1− D+(a
′)
D+(a)
]
∂iδ
(1)(a)
∂i
∂2
θ(1)(a)
= [cδ,1(a)− cδ,2(a)] ∂iδ(1)(a) ∂
i
∂2
θ(1)(a) .
= cδ,12(a)∂iδ
(1)(a)
∂i
∂2
θ(1)(a) .
At third order we take this same term with δ at second order and in v at first order. Trivially,
this gives
−
∫ a da′
a′
cδ(a, a
′) ∂iδ(2)(a′)
∫ a
a′
da′′
a′′2H(a′′)
v(1)i(a′′) = (C.3)
=
∫ a da′
a′
cδ(a, a
′)
[
1− D+(a
′)
D+(a)
]
∂iδ
(2)(a′)
∂i
∂2
θ(1)(a)
EdS
= [cδ,2(a)− cδ,3(a)] ∂iδ(2)(a) ∂
i
∂2
θ(1)(a)
Again, from the same term we can take δ at linear and v at second order. We have
−
∫ a da′
a′
cδ(a, a
′) ∂iδ(1)(a′)
∫ a
a′
da′′
a′′2H(a′′)
v(2)i(a′′) = (C.4)
=
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
∫ a
a′
da′′
D′+(a
′′)
D+(a′′)
∂iδ
(1)(a)
∂i
∂2
θ(2)(a′′)
EdS
=
1
2
[cδ,1(a)− cδ,3(a)] ∂iδ(1)(a) ∂
i
∂2
θ(2)(a),
where we partially integrated to obtain the EdS results. In the second and third lines of (C.1)
we can take all fields at linear order. The two terms are derived in a similar fashion. For the
29
third line for example, we have
−1
2
∫ a da′
a′
cδ(a, a
′) ∂iδ(1)(a′)
∫ a
a′
da′′
a′′2H(a′′)
∂jv
(1)i(a′′)
∫ a
a′′
da′′′
a′′′2H(a′′′)
v(1)j(a′′′) (C.5)
= −1
2
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
∂iδ
(1)(a)
∫ a
a′
da′′
D′+(a
′′)
D+(a)
∫ a
a′′
da′′′
D′+(a
′′′)
D+(a)
∂j∂
i
∂2
θ(1)(a)
∂j
∂2
θ(1)(a)
= −1
2
∫ a da′
a′
cδ(a, a
′)
D+(a
′)
D+(a)
[
1
2
− D+(a
′)
D+(a)
+
1
2
D+(a
′)2
D+(a)2
]
∂iδ
(1)(a)
∂j∂i
∂2
θ(1)(a)
∂j
∂2
θ(1)(a)
= −1
2
cδ,123∂iδ
(1)(a)
∂i∂j
∂2
θ(1)(a)
∂j
∂2
θ(1)(a)
and the rest of the flow terms in (2.19) are derived similarly.
D Relation to BoD basis
For completeness we here give the relation to the BoD operators C˜i from [42] (in [42] C˜i are
called Ci). They are related to the ones we used in this paper by
C˜(1)δ,1(~k, a) = C
(1)
δ (
~k, a) (D.1)
C˜(2)δ,1(~k, a) = C
(2)
α (
~k, a) + C(2)δ (~k, a)− C(2)I (~k, a)
C˜(3)δ,1(~k, a) = C
(3)
α1
(~k, a) +
2
7
C(3)γ2 (~k, a) + C
(3)
δ (
~k, a)− 12
7
C(3)α (~k, a)− 2C(3)β (~k, a) + C(3)I (~k, a)
C˜(2)δ,2(~k, a) = −
2
7
C(2)α (~k, a) + C
(2)
I (
~k, a)
C˜(3)δ,2(~k, a) = −
2
7
C(3)α1 (~k, a) +
16
7
C(3)α (~k, a) + 2C
(3)
β (
~k, a)− 2C(3)I (~k, a)
C˜(3)δ,3(~k, a) =
1
21
C(3)β1 (~k, a)−
4
63
C(3)γ2 (~k, a)−
4
7
C(3)α (~k, a) + C
(3)
I (
~k, a)
C˜(2)δ2,1(~k, a) = C
(2)
I (
~k, a)
C˜(3)δ2,1(~k, a) = 2C
(3)
α (
~k, a) + 2C(3)β (~k, a)− 2C(3)I (~k, a)
C˜(3)δ2,2(~k, a) = −
4
7
C(3)α (~k, a) + 2C
(3)
I (
~k, a)
C˜(3)s2,2(~k, a) =
5
7
C(3)β1 (~k, a)−
2
7
C(3)γ2 (~k, a)−
29
21
C(3)α (~k, a) +
4
3
C(3)I (~k, a)
C˜(3)δ3,1(~k, a) = C
(3)
I (
~k, a).
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Similarly, the bias coefficients in this paper {b1, b2, b3, b4} are related to the ones in [42]
{b˜1, b˜2, b˜3, b˜4} by
b˜1 = b1 (D.2)
b˜2 =
7
2
b1 − 72b3
b˜3 = 21b4
b˜4 = −52b1 + b2 + 72b3
E Redshift space kernels
We here give explicit expressions for the integrals in equation (3.3).
At second order we have
∗[
∂z
∂2
θhδh]
(2)(a) =
(−iq1z
q21
)
K
(1)
θh
(a)K
(1)
δh
(a) (E.1)
∗[
∂z
∂2
θh
∂z
∂2
θh]
(2)(a) =
(
−q1zq2z
q21q
2
2
)
K
(1)
θh
(a)K
(1)
θh
(a) ,
and at third order
∗[
∂z
∂2
θh
∂z
∂2
θh
∂z
∂2
θh]
(3)(a) =
(
i
q1zq2zq3z
q21q
2
2q
2
3
)
K
(1)
θh
(a)K
(1)
θh
(a)K
(1)
θh
(a)
∗[
∂z
∂2
θh
∂z
∂2
θhδh]
(3)(a) =
(
−q1zq2z
q21q
2
2
)
K
(1)
θh
(a)K
(1)
θh
(a)K
(1)
δh
(a)
∗[
∂z
∂2
θhδh]
(3)(a) =
(
−iq3z
q23
K
(2)
δh
(~q1, ~q2, a)K
(1)
θh
(a)− i(~q1 + ~q2)z
(~q1 + ~q2)2
K
(2)
θh
(~q1, ~q2, a)K
(1)
δh
(a)
)
∗[
∂z
∂2
θh
∂z
∂2
θh]
(3)(a) =
(
−(~q1 + ~q2)zq3z
(~q1 + ~q2)2~q23
)
2K
(2)
θh
(~q1, ~q2, a)K
(1)
θh
(a),
where we again used the notation
[X]
(n)
~k
(a) =
∫
d3q1
(2pi)3
. . .
d3qn
(2pi)3
(2pi)3δD(~k − ~q1 − . . .− ~qn) ∗[X](n)(a)δ(1)~q1 (a) . . . δ
(1)
~qn
(a).(E.2)
F Further EdS comparisons
In the main text we used cg = 0.58 to calculate (4.2), and apply it for ∆b
∗
3 and ∆b
∗
4. It is
interesting to see how a different sign of these estimates would affect our result. Therefore, in
the first part of this Appendix, we here give plots of Figure 4 with all possible combinations
of the relative signs of ∆b3 and ∆b4 (four possible combinations in total). They are depicted
in Figure 6.
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Figure 6: Diagrammatic representation of the ratio of the exact galaxy power spectrum in redshift space
over the approximate case as a function of the scale factor at k∗ = 0.2 hMpc−1. The plots show the ratios
of the real parts PExactReal (k
∗, a)/PEdS-approxReal (k
∗, a) (blue/cyan), the monopoles PExact0 (k
∗, a)/PEdS-approx0 (k
∗, a)
(red/orange) and the quadrupoles PExact2 (k
∗, a)/PEdS-approx2 (k
∗, a) (dark/light green) of the galaxy power
spectrum in redshift space. For the bias coefficients with EdS approximation we used b1,EdS(a
∗) = 2.2,
b2,EdS(a
∗) = −0.4, b3,EdS(a∗) = 1.9, b4,EdS(a∗) = 0, cct,EdS(a∗) = 0, c˜r,1,EdS(a∗) = −8
(
kM/hMpc
−1)2,
c˜r,2,EdS(a
∗) = 0, c,1,EdS(a∗) = 1.3 and c,2,EdS(a∗) = −4
(
kM/hMpc
−1)2 from [1] at a∗ = 0.64. The
coefficients were promoted to functions through the time dependence implied by (4.2). Furthermore, we use
the calculable time dependence of Y (a) from (2.27). The dashed lines represent the effect of the approximation
that comes from redshift space and the contribution multiplied by Y (a) only, i.e. b3(a) = b3,EdS(a) and
b4(a) = b4,EdS(a). The estimate from (4.2), where b3(a) = b3,EdS(a) + ∆b
∗
3(a) and b4(a) = b4,EdS(a) + ∆b
∗
4(a)
(∆b∗3(a) and ∆b
∗
4(a) are shown in Figure 2), is depicted by the darker solid lines. The lighter shaded areas are
bounded from below (−) and above (+) by b3(a) = b3,EdS(a)± 2 ∗∆b∗3(a) and b4(a) = b4,EdS(a)± 2 ∗∆b∗4(a).
In each diagram we used (∆b3(a),∆b4(a)) = (±∆b∗3(a),±∆b∗4(a)), where the specific configuration is given in
the title of each figure and ∆b∗3(a
∗) and ∆b∗4(a
∗) are the estimates from (4.2).
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Next, we want to check that our results do not depend too much on the specific choice of
bias coefficients we used. This is important since the coefficients measured in [1] have quite
large error bars. Approximately we have
b1,EdS = 2.2± 0.2 b2,EdS = −0.4± 0.5 b3,EdS = 1.9± 0.2 b4,EdS = 0± 0.14 (F.1)
cct,EdS = 0± 3
(
kNL
hMpc−1
)2
c˜r,1,EdS = −8± 4
(
kM
hMpc−1
)2
c˜r,2,EdS = 0
c,1,EdS = 1.3± 0.8 c,2,EdS = −4± 2
(
kM
hMpc−1
)2
.
Note, however, that the errors on some of the parameters are highly correlated and we can
treat them as one. We have c,1,EdS = −13c,2,EdS and b˜2,EdS = b˜4,EdS (b˜ are the bias coefficients
in the basis of [1] and the transformation is given in (D.2)), since their difference was put
to zero in [1]. Furthermore, since b1 defines the proportionality constant in the time kernel
function we leave b1 out of our analysis. Therefore, there are five parameters we vary. The
plots show versions of Figure 4 with all possible applications of these errors. Next, we define
the array (db2, db4, dcct, dc˜r,1, dc,1) ∈ {0, 1,−1}5. In the first case, a zero means we use
the parameter itself and a one means we use the parameter plus its error. There are 32
combinations of these errors which are shown in Figure 7.
Since we see no large difference in Figure 7, which represents the possible addition of the
error bar, we can treat the addition case as negligible. In the next plot, a zero means we use
the parameter itself and a minus one means we use the parameter minus its error. There are
32 combinations of these errors shown in Figure 8, where one can see that subtracting db2
leads to an increase in the effect.
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Figure 7: Plotted above are the ratios of the exact galaxy power spectrum in redshift space over the ap-
proximate case as a function of the scale factor at k∗ = 0.2 hMpc−1. The plots show the ratios of
the real parts PExactReal (k
∗, a)/PEdS-approxReal (k
∗, a) (blue/cyan), the monopoles PExact0 (k
∗, a)/PEdS-approx0 (k
∗, a)
(red/orange) and the quadrupoles PExact2 (k
∗, a)/PEdS-approx2 (k
∗, a) (dark/light green) of the galaxy power
spectrum in redshift space. For the bias coefficients with EdS approximation we used b1,EdS(a
∗) = 2.2,
b2,EdS(a
∗) = −0.4, b3,EdS(a∗) = 1.9, b4,EdS(a∗) = 0, cct,EdS(a∗) = 0, c˜r,1,EdS(a∗) = −8
(
kM/hMpc
−1)2,
c˜r,2,EdS(a
∗) = 0, c,1,EdS(a∗) = 1.3 and c,2,EdS(a∗) = −4
(
kM/hMpc
−1)2 from [1] at a∗ = 0.64. Here
(db2, db3, dcct, dc˜r,1, dc,1) ∈ {0, 1}5 and the particular choice is in the title of each figure. The further proce-
dure and color code is the same as in Figure 4.
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Figure 8: Plotted above are the ratios of the exact galaxy power spectrum in redshift space over the ap-
proximate case as a function of the scale factor at k∗ = 0.2 hMpc−1. The plots show the ratios of
the real parts PExactReal (k
∗, a)/PEdS-approxReal (k
∗, a) (blue/cyan), the monopoles PExact0 (k
∗, a)/PEdS-approx0 (k
∗, a)
(red/orange) and the quadrupoles PExact2 (k
∗, a)/PEdS-approx2 (k
∗, a) (dark/light green) of the galaxy power
spectrum in redshift space. For the bias coefficients with EdS approximation we used b1,EdS(a
∗) = 2.2,
b2,EdS(a
∗) = −0.4, b3,EdS(a∗) = 1.9, b4,EdS(a∗) = 0, cct,EdS(a∗) = 0, c˜r,1,EdS(a∗) = −8
(
kM/hMpc
−1)2,
c˜r,2,EdS(a
∗) = 0, c,1,EdS(a∗) = 1.3 and c,2,EdS(a∗) = −4
(
kM/hMpc
−1)2 from [1] at a∗ = 0.64. Here
(db2, db3, dcct, dc˜r,1, dc,1) ∈ {0,−1}5 and the particular choice is in the title of each figure. The further
procedure and color code is as in Figure 4.
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