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Abstract—This paper describes and examines Google 
Trigram word similarity based on Google n-gram dataset. 
Google Tri-grams Measure (GTM) is an unsupervised similarity 
measurement technique. The paper investigates GTM’s word 
similarity measure which is the state-of-the art of the measure 
and we eventually reveal its pitfall. We test the word similarity 
with MC-30 word pair dataset and compare the result against 
the other word similarity measures. After evaluation, GTM 
word similarity measures is found significantly fall behind other 
word similarity measure. The pitfall of GTM word similarity is 
detailed and proved with evidences. 
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Text is composed of words and phrases. The two measures 
commonly used to gauge if two given text are similar are text 
similarity and text relatedness. Text similarity quantifies 
closeness of two texts. On the other hand, text relatedness is 
the degree of how two texts relate to each other. 
Theoretically, text relatedness is a function of word 
relatedness. Text relatedness measures are methods to 
quantify the relatedness of two texts while text similarity 
measures are methods that are used to identify how similar 
the texts to each other. According to Mihalcea Rada in 
guidebook of social science [1], there is an obvious 
relatedness between two phrases like “We own a pet” and “I 
love animals”, even though they are obviously dissimilar. 
Text similarity and relatedness are two of the important area 
in the field of natural language processing and they are widely 
applied in real life like, detecting plagiarism [2], automatic 
question answering [3] that return candidate answers by 
evaluating textual data and information retrieval [4] as in 
searching for related articles based on the keywords like 
Google and Yahoo search engines.  
To date, text similarity is computed by using word and 
phrase similarity. TrWP [5] is an unsupervised text similarity 
approach using both word and phrase similarity.  It is a Bag-
of-Word-and-Phrase (BoWP) approach where phrase-pair 
(unigram vs bi-gram or bi-gram vs bi-gram) are used to 
computes the text similarity. It adopts Sum-Ratio (product of 
sum and ratio between minimum and maximum of two 
numbers) to capture the strength of association between two 
overlapping Google n-grams based on the statistics in the 
Google n-gram dataset of overlapping n-grams associated 
with the two compared texts[5].   
There is no lack of literatures since researchers like 
Landauer [6], Mihalcea [7], Li et. al [8], and Lin[9] wo have 
produced various text similarity measures. Well-known 
works like LSA[6] uses Singular Value Decomposition 
(SVD) to analyse the statistical relationships among words to 
find the semantic representation of words in a reduced 
dimensional space. To derive similarity, corresponding word 
vectors are computed of its cosine angle to obtain the text 
similarity. On the other hand, Li et al. [8] proposed a method 
that computes text similarity based on corpus statistics and 
syntactic information. The approach has also considered 
sequence of words of a text as it carries useful information 
and specific meaning. Liu [10] proposed a novel approach to 
compute short text similarity by considering semantic 
information, word order and the contribution of different 
parts of speech in a sentence. The overall sentence similarity 
is derived from a weighted combination of the distance 
between sub sequences.  
In 2012, Islam [11] has reported that their proposed text 
similarity--Google Tri-grams Measure (GTM)--has 
outperformed many well-performed text similarities. The 
state-of-the-art of GTM measure is Google Tri-grams word 
similarity measure. Hence in this paper, we intend to detail 
how GTM word similarity works and at the same time, to 
highlight the pitfall of the measure. Lastly, we will present 
some evidences to verify the pitfall. 
 
II. GOOGLE TRI-GRAMS WORD SIMILARITY MEASURE 
(GTM) 
Google Trigrams Similarity Measure (GTSM) is a 
distributional method that uses a Google n-gram corpus 
dataset to find the inherent properties of similarity between 
texts. In general, GTSM has two main components: trigram 
word similarity and text similarity. Trigram The word 
similarity component is to derive word-word similarity which 
is the fundamental component that is required to derive the 
sentence similarity. The word-word scores are aggregated to 
deliver a score to represent text similarity. In this paper, we 
examine GTM word similarity. 
The word similarity in GTM is derived through Google n-
grams’s tri-grams dataset. It takes into consideration all the 
tri-grams that begins and ends with the given pair of words 
regardless of their order. In additional, the most frequent 
unigram of each word is used to normalize the mean 
frequency of the tri-grams. The algorithm of the word 
similarity is described in detail in the following. 
Given two words, 𝑤𝑎 and 𝑤𝑏 , 
Step 1: First, obtain the sum of unigram frequency from 
Google unigram dataset, which is represented as 
𝐹𝑚𝑎𝑥. 
Step 2: Obtain the frequency of unigram 𝑤𝑎  as 𝑓(𝑤𝑎) , 
and 𝑤𝑏  as 𝑓(𝑤𝑏) from Google unigram dataset. 
Step 3: Between the unigram frequency of 𝑤𝑎  and 
unigram frequency of 𝑤𝑏 , choose the frequency of 
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the unigrams with minimum frequency 
as 𝑚𝑖𝑛(𝑓(𝑤𝑎), 𝑓(𝑤𝑏)) . 
Step 4: Obtain the sum of the frequency of tri-grams that 
begins with 𝑤𝑎, ends with 𝑤𝑏  as 𝑓(𝑤𝑎𝑤𝑖𝑤𝑏), 
Step 5: Obtain the sum of the frequency of tri-grams that 
begins with 𝑤𝑏 , end with 𝑤𝑎 as 𝑓(𝑤𝑏𝑤𝑖𝑤𝑎). 
Step 6: The information obtained from step 1 to step 5 is 
used to compute the word similarity which is 
defined as:
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In order to make sure that the 𝑆𝑖𝑚 (𝑤𝑎, 𝑤𝑏) is always a positive number, there are three conditions as shown below. 
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The word similarity is computed based on the equation 2 











which is calculated from the information collected from step 
1 to step 5. 
 
III. WALKTHROUGH OF GOOGLE TRI-GRAMS WORD 
SIMILARITY MEASURE 
 
In the following, we take an example from MC-30 to 
illustrate the steps to compute the word similarity score with 
GTM. Given two words, 𝑤𝑎=“car” and 𝑤𝑏 = “automobile”: 
Step 1: Obtain sum of all unigram frequency from unigram 
frequency which is 𝐹𝑚𝑎𝑥=605345293012. 
Step 2: Obtain frequency of unigram “car” as 
𝑓(𝑐𝑎𝑟) =107671676, and “automobile” as 
𝑓(𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒) = 4614763 
Step 3: Compare the frequency of 𝑓(𝑐𝑎𝑟)  and 
𝑓(𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒)  to get minimum unigram 
frequency. Therefore, min 
(𝑓(𝑐𝑎𝑟), 𝑓(𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒)) = 4614763 
Step 4: Obtain sum of frequency of tri-grams that begins 
with “car” and ends with “automobile”, 
∑ 𝑓("car"𝑤𝑖"𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒")
𝑛1
𝑖=1  = 56263. 
Step 5: Obtain sum of frequency of tri-grams that begins 
with “automobile” and ends with “car”, 
∑ 𝑓("𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒"𝑤𝑖"𝑐𝑎𝑟")
𝑛2
𝑖=1  = 114642. 
Step 6: The information obtained from step 1 to step 5 is 
substituted into GTM word similarity equation 
(Equation 1).
  




(56263 + 114642) × 6053452930122






Therefore, 𝑆𝑖𝑚 (𝑐𝑎𝑟, 𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒) = 0.70. 
 
IV. PITFALL IN CALCULATING THE WORD SIMILARITY 
 
The word-word similarity in GTM is computed by 
calculating the co-occurrence of compared words appears in 
Google’s tri-grams. When the total of the occurrence is zero, 
the compared word yielded zero score. Therefore, an 
occurrence is required in order to secure a score more than 0. 
In our experiment, for example the walkthrough example, the 
word pair “worked” and “CPU” is does not co-occur in 
trigram, returning 0-word similarity whilst “CPU” and 
“keeps” doesn’t seems to be similar but the word similarity 
score is 0.617 since the frequency of co-occurrence is high. 
  
V. THE EFFICACY OF GTM ON MEASURING WORD 
SIMILARITY 
 
In the following, we intend to evaluate GTM’s word 
similarity against Li [19], Jiang and Conrath [7], Lin [8], Wu 
and Palmer [12], and Resnik [6] word similarity measures 
through Miller and Charles word pairs (MC30) [10]. MC30 
is a dataset introduced by G.A. Miller and W.G. Charles. This 
dataset is commonly used to evaluate the accuracy of the 
word similarity measures by correlating the word similarity 
scores against human annotation scored. The annotation is 
mean of scores given by human judges scaled between 1 (less 
similar) to 4 (very similar). However, the output from 
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investigated sentence similarity measures ranged between 0 
to 1. Therefore, the human annotation is normalized by using 
total number of scale which is 4 in order to obtain score of 
same space which is ranged 0 to 1 for comparison. The 
Pearson’s correlation coefficient ranged between 0 to 1 is 
used to compare how much the sentence similarity measure 
correlates to the human annotated. The results of correlation 
between compared sentence similarity measures to human 
annotated score are recorded in Table 1. 
  
Table 1  
Results of word similarity measures against MC30 human annotation.  
 
Word Similarity Measures Correlation (r) 
Li et al. [8] 0.891 
Jiang and Conrath [12] 0.865 
Lin [13] 0.834 
Wu and Palmer [14] 0.803 
Resnik [6] 0.795 
GTM [11] 0.551 
 
From the table, we can see that GTM’s correlation score 
against human annotation is the lowest while the other 
compared approaches ranged the scores between 0.795 and 
0.891 which a lot better than GTM word similarity measure. 
We inferred that the revealed pitfall of the similarity measure 
affects the performance of overall word similarity. The 
difference in correlation score between GTM and Li et al. [8] 
which has the highest score is significant, which is 0.34. The 
difference between Resnik which scores the 2nd lowest to 
GTM is also significant which is 0.244. On the whole, 
performance of GTM is not so ideal as compared to other 
word similarity measures. Therefore, we further investigate 
the GTM score of each word pairs by comparing to the 
normalized human annotation scores by the experts to prove 
that the pitfall has actually impact the performance of GTM 
word similarity.  
The result of GTM word similarity score of each word pairs 
is shown in Table 2. 
As we can observe from Table 2, the word similarity scores 
yielded by GTM are zero among 10 word pairs out of total of 
30 pairs. Take an example, the word pair “Asylum” and 
“Madhouse” (No. 6) has recorded 0.90 from human judges 
but scored zero with GTM’s word similarity. Upon 
examining the Google trigram dataset, there is no occurrence 
found in the dataset. From google trigram dataset, trigram that 
begins with “Asylum” has a total of 36417; trigram that begins 
with “Madhouse” has a total of 1923. Trigram that ends with 
“Asylum” has a frequency of 2962100; trigram that ends with 
“Madhouse” has a frequency of 76331. However, the 
frequency of trigrams that begins with “Asylum” and ends 
with “Madhouse” is 0; the frequency of trigrams that begins 
with “Madhouse” and ends with “Asylum” is 0. From the 
results, we can infer that words with similar meaning are less 
likely to co-occur. 
In contrast, the word pair “coast” and “forest” (No. 25) has 
recorded 0.11 which is least similarity by human judgement 
but GTM’s word similarity has a score of 0.60. If we examine 
google tri-gram dataset, trigram that begins with “coast” has 
a total of 271524; trigram that begins with “forest” has a total 
of 284445. Trigram that ends with “coast” has a frequency of 
29033075; trigram that ends with “forest” has a frequency of 
24111750. However, the frequency of trigrams that begins 
with “coast” and ends with “forest” is 4634; the frequency of 
trigrams that begins with “Madhouse” and ends with 
“Asylum” is 720. From the results, we can infer that word pair 




Results of GTM word similarity against human annotation from MC-30 
dataset. 
 






1 Car-Automobile 0.98 0.70 
2 Gem-Jewel 0.96 0.70 
3 Journey-Voyage 0.96 0.60 
4 Boy-Lad 0.94 0.68 
5 Coast-Shore 0.93 0.65 
6 Asylum-Madhouse 0.90 0.00 
7 Magician-Wizard 0.88 0.74 
8 Midday-Noon 0.86 0.67 
9 Furnace-Stove 0.78 0.73 
10 Food-Fruit 0.77 0.65 
11 Bird-Cock 0.76 0.45 
12 Bird-Crane 0.74 0.61 
13 Tool-Implement 0.74 0.57 
14 Brother-Monk 0.71 0.60 
15 Lad-Brother 0.42 0.00 
16 Crane-Implement 0.42 0.00 
17 Journey-Car 0.29 0.53 
18 Monk-Oracle 0.28 0.00 
19 Cemetery-Woodland 0.24 0.65 
20 Food-Rooster 0.22 0.00 
21 Coast-Hill 0.22 0.60 
22 Forest-Graveyard 0.21 0.59 
23 Shore-Woodland 0.16 0.51 
24 Monk-Slave 0.14 0.00 
25 Coast-Forest 0.11 0.60 
26 Lad-Wizard 0.11 0.00 
27 Chord-Smile 0.03 0.00 
28 Glass-Magician 0.03 0.53 
29 Rooster-Voyage 0.02 0.00 
30 Noon-String 0.02 0.00 
 
VI. CONCLUSION AND FUTURE WORK 
 
In this paper, we have examined and discussed the pitfall 
of the word similarity of GTM. A. Islam [3] reported GTM 
similarity measure outperformed other sentence similarity 
measures. After evaluation of the word similarity measure, 
we discovered GTM scores the lowest correlation among the 
other replicated word similarity measures. We discovered one 
short-coming in GTM word similarity. This is because it 
depends heavily on frequency of co-occurrence of compared 
word in tri-grams dataset to secure a word similarity score 
higher than 0. It also proved in previous section that word pair 
that co-occur a lot in tri-gram dataset does not seems to be 
similar. As proved in the previous section, words of high 
similarity do not necessarily occur in trigram. GTM word 
similarity is proved to be zero when the trigram of the word 
pairs has zero frequency from the corpus.  
For future work, we would like to investigate and evaluate 
GTM sentence similarity to discover the reason that 
outperformed other sentence similarity as reported in A. 
Islam’s research [11] since it GTM word similarity’s 
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