Algorithms to generate fixed points generally involve iterative processes, following arguments establishing Fixed Point theorems on metric spaces, partial metric spaces and metric-like spaces. Partial metric spaces have been studied recently as a suitable structures for studies in theoretical computer science. In implementing iteration processes numerically, instead of generating the theoretical sequence {x n } defined by the iterative method x n+1 = f (T, x n ), one obtains an "'approximate sequence" {y n } due to rounding off and other errors. The fixed point iteration method is said to be numerically stable if for y n close enough to x n at each stage, the approximate sequence still converges to a fixed point of T .' We will establish a partial extension of Rhoades' result, as we investigate stability of Picard iteration for a generalized contractive mapping, in partial metric space.
Introduction
Metric fixed point theory has been of significant interest, particularly for applications in control theory, convex optimization and differential equations.
In 1994, S.G. Matthews introduced the idea of partial metric to study denotational semantics of dataflow networks. The framework of complete partial metric spaces is used in the theory of computation, among other areas of study.
Iterative processes are used frequently to produce fixed points for relevant mappings. The stability of iterative processes is important, due to possible chaotic behavior of functions, and discretization of computations in computer programs.
In applying iteration, rounding off or discretization results in an approximate sequence {y n } instead of the actual sequence {x n }. The iterative procedure is said to be numerically stable if the approximate sequence still converges to the desired solution of T x = x.
The concept of partial metric spaces as a generalization of metric spaces was introduced by Matthews [3] , in his treatment of denotational semantics of dataflow networks. For partial metric spaces, self-distance need not be 0. Some applications of partial metrics to problems in theoretical computer science, including the use of fixed point theorems to determine program output from partially defined information, are cited in X. Huang et al [6] and references therein. Heckmann [4] further generalized this notion to that of weak partial metric spaces.
The paper is organized as follows. In Section 2, some basic definitions which will be used later in the paper are provided. In Section 3, we present a theorem on the existence of a fixed point for a self-mapping satisfying a generalized contractive condition on a partial metric space. The main theorem on stability of the iterative process follows, with a detailed proof.
Preliminaries
Definition 2.1. Let X be a nonempty set. A function p : X × X → + is said to be a partial metric on X if for any x, y, z ∈ X, the following conditions hold:
The pair (X, p) is then called a partial metric space.
Remark 2.1. If p(x, y) = 0, then x = y. But the converse does not always hold.
Example 2.1.
• Let X = + and p(x, y) = max{x, y}
A partial metric p on X generates a T 0 topology τ p on X which has as a base the family of open p-balls {B p (x, ε) : x ∈ X, ε > 0}, where B p (x, ε) = {y ∈ X : p(x, y) < p(x, x) + ε}, for all x ∈ X and ε > 0.
Definition 2.2.
A sequence {x n } in a partial metric space (X, p) is said to be convergent to a point x ∈ X if lim n→∞ p(x n , x) = p(x, x). Definition 2.3. A sequence {x n } in a partial metric space (X, p) is said to be Cauchy if lim n,m→∞ p(x n , x m ) exists and is finite.
(X, p) is a complete partial metric space if every Cauchy sequence in X converges to a point in X.
If p is a partial metric on X, then the function p s :
The following lemma from [3] and [9] relates Cauchy sequences and the completeness property in a partial metric space (X, p) and the corresponding metric space (X, p s ) Lemma 2.1. Let (X, p) be a partial metric space. Then: (a) A sequence x n in X is a Cauchy sequence in (X, p) if and only if it is a Cauchy sequence in the metric space (X, p s ). (b) A partial metric space (X, p) is complete if and only if the metric space (X, p s ) is complete. Moreover, a sequence x n converges in (X, p s ) to a point x ∈ X if and only if lim n,m→∞ p(x n , x m ) = lim n→∞ p(x n , x) = p(x, x).
We will also use the following lemmas from [7] Lemma 2.2. Assume that x n → z as n → ∞ in a partial metric space (X, p) such that p(z, z) = 0. Then lim n→∞ p(x n , y) = p(z, y) for every y ∈ X. Lemma 2.3. Let (X, p) be a complete partial metric space. Then
The following lemma from [2] will be used in the proof of existence: Lemma 2.4. Let φ :
+ → + satisfy the following
• φ is monotonically increasing
• the sequence of iterates {φ n (t)} converges to 0 for each t ∈ + and suppose t ≤ φ(t) for some t ∈ + . Then, t = 0. We deal with a mapping T : X → X from a complete partial metric space (X, p) into itself, satisfying a Rhoades'-like condition, i.e., ∃c, 0 ≤ c < 1/2 such that ∀x, y ∈ X, p(T x, T y) ≤ c · max{p(x, y), p(x, T y), p(y, T x)} (3.1)
. Further, as in [2] , we will assume that T has bounded orbits in X, i.e., for any x ∈ X, the set O T (x) = {x, T x, T 2 x . . .} is bounded in X (relative to the partial metric p). We note that this property may be shown to be satisfied by mappings satisfying condition (3.1).
Theorem 3.1. Suppose (X, p) is a complete partial metric space, T : X → X such that ∀x, y ∈ X, condition (3.1) is satisfied. Then, there exists z ∈ X such that z = T (z) i.e., z is a fixed point of T in X.
Proof. Define ∀x, y ∈ X, M (x, y) = max{p(x, y), p(x, T y), p(y, T x)}, and the mapping ϕ :
Note that ϕ is continuous and monotone, i.e., for t 1 < t 2 , we have ϕ(t 1 ) ≤ ϕ(t 2 ). Moreover, due to the fact that 0 ≤ c < 1, we have the sequence {ϕ n (t)} ∞ n=0 converging to 0 for all t ∈ + . Now, take an arbitrary element x 0 ∈ X and let x 1 = T (x 0 ), and in general, x n+1 = T (x n ) for n = 1, 2, . . . . We proceed to show that {x n } is a Cauchy sequence in X. We define the following, as in [2] :
. Because T has bounded orbits, the quantities above are well-defined reals. Note that b(n, k) ↑ b(n) as k → ∞, and b(n) is a decreasing sequence of positive terms, ensuring that the limit b = lim n→∞ b(n) exists. We proceed to show that b = 0. Initially, we show that b(n, k) ≤ ϕ(b(n − 1, k + 2)) for n, k ≥ 1. Given n and k, we have b(n, k) = diamB(n, k) = p(x i , T (x j )) for some i, j with n ≤ i, j ≤ n + k. Now note that for this pair i, j, −1, k+2) ), and letting k → ∞, we get b(n) ≤ ϕ(b(n−1)), n ≥ 1. Next, we let n → ∞; the continuity of ϕ yields b ≤ ϕ(b). This, together with Lemma 2.4 gives
, and with b = 0, we have p s (x n , x m ) → 0. Thus, {x n } is a Cauchy sequence in the complete metric space (X, p s ), hence, there exists z ∈ X such that x n → z. Furthermore, p(z, z) = 0 by Lemma 2.1. Finally, we show that p(z, T z) = 0. Suppose that this is not the case. Then, there exists > 0 so that = p(z, T z). For this value of , there exists N 0 so that for n ≥ N 0 , p(x n , z) < /4 and p(x n+1 , x n+1 ) < /4. Also, due to Lemma 2.2, lim n→∞ p(x n , T z) = p(z, T z). So, there exists N 1 such that for n ≥ N 1 , |p(x n , T z) − p(z, T z)| < δ, where 0 < δ < (1 − 2c)/2c. Note that
). Also, due to condition (3.1), the second term on the right-hand side of (??) satisfies the following:
, /4, c· ( + δ)} This yields = 0, hence p(z, T z) = 0, and Lemma 2.3 now gives z = T z.
We prove a generalization (in the setting of partial metric spaces) of Rhoades' stability result (for iterative processes in metric space) [1] . Theorem 3.2. Let (X, p) be a complete partial metric space, T : X → X such that: There exists c, 0 ≤ c < 1/2 such that for all x, y ∈ X, p(T x, T y) ≤ c · max{p(x, y), p(x, T y), p(y, T x)}. Let z be the fixed point of T . Let x 0 ∈ X and define x n+1 = T (x n ). Let
Here, m = 1/(1 − c). Further, when p(z, z) = 0, then lim n→∞ y n = z implies that lim n→∞ n + p(T (y n ), T (y n )) = 0, i.e., lim n→∞ p((y n+1 , T (y n )) = 0. On the other hand, if lim n→∞ n = 0, and lim k→∞ p(x k , x k+1 ) = 0, then lim n→∞ y n = z.
Proof. If for x, y ∈ X, p(T x, T y) ≤ c · p(y, T x), then p(T x, T y) ≤ c · {p(y, x) + p(x, T x) − p(x, x)}. So, p(T x, T y) ≤ c · {p(y, x) − p(x, x)} + c · p(x, T x) ≤ c · {p(y, x) − p(x, x)} + m · c · p(x, T x)
Similarly, if for x, y ∈ X, p(T x, T y) ≤ c · p(x, T y), then p(T x, T y) ≤ c · {p(x, T x) + p(T x, T y) − p(T x, T x)}. So, p(T x, T y) ≤ 
