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Сучасна програма може паралельно виконувати кілька дій, наприклад, 
обробляти команди користувача, виконувати обчислення та відображати 
графічні дані. При наявності в складі комп’ютера багатоядерного процесо-
ра, є можливість виконувати різні потоки насправді одночасно. Існують 
зручні засоби для цієї оптимізації, одним з них є OpenMP [1, 2], який до-
зволяє за допомогою простих інструкцій в повній мірі задіяти ресурси ба-
гатоядерного процесора.  
Ще більш перспективним для паралельних обчислень є використання 
ресурсів відеоадаптера, а найбільшу свободу розробнику надає технологія 
nVidia Cuda, що дає змогу виконувати на відеоадаптерах фірми nVidia фак-
тично будь-який код, написаний мовою високого рівня [3].  
Спеціалістами підіймалося питання про оптимізацію роботи симуля-
тора електричних ланцюгів шляхом розгалуження його обчислювальних 
процесів на окремі потоки [4]. Вже були створені деякі експериментальні 
варіанти симулятора електричних ланцюгів, чия робота досить тісно 
пов’язана з паралельними обчисленнями [4, 5].  
Постає питання про можливість використання вищезгаданої технології 
CUDA для виконання окремих паралельних розрахунків на графічному 
адаптері [6, 7]. Деякі симулятори електричних ланцюгів (наприклад, 
SmartSpice) мають лише дуже обмежені можливості використання парале-
льних обчислень, а можливості CUDA досі залишалися використаними 
лише в окремих продуктах, таких як OmegaSIM [5]. 
На базі результатів існуючих досліджень, було розроблено та випро-
бувано експериментальну версію симулятора електричних ланцюгів з ви-
користанням технології CUDA та OpenMP. Розроблена стратегія впрова-
дження паралельних розрахунків включає: 
 Використання OpenMP для паралельного розбиття схеми на окремі 
частини для подальших розрахунків; 
 Подальше розподілення частин схеми на фрагменти, вже засобами 
графічного адаптера, та складання матричних рівнянь; 
 Розміщення найчастіше змінюваних даних в області розділеної 
пам’яті (shared memory) кожного ядра; 
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 Застосування пам’яті текстур для збереження даних про схему, оскі-
льки цей вид пам’яті автоматично заноситься в кеш; 
 Застосування асинхронних механізмів обміну даними між відео-
пам’яттю та оперативною пам’яттю. 
Застосовуючи запропоновану стратегію, було виконано розрахунки 
часу обчислень для різних схем з різною кількістю транзисторів, результа-
ти наведено в табл. 1. 
Як видно з таблиці, 
запропонована страте-
гія може суттєво скоро-
тити час розрахунку 
параметрів схем з вели-
ким числом елементів, і 
тому є доцільною для 
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324 18,6 49,96 34,06 1,47 
500 16,2 27,45 20,26 1,35 
1000 52,2 111,5 48,19 2,31 
2000 213 486,6 164,96 2,95 
7682 192 458,9 182,9 2,51 
