In this work we propose a fully-discrete Semi-Lagrangian scheme for a first order mean field game system. We prove that the resulting discretization admits at least one solution and, in the scalar case, we prove a convergence result for the scheme. Numerical simulations and examples are also discussed.
Introduction
Initiated by the seminal work of Aumann [7] , models to study equilibria in games with a large number of players have become an important research line in the fields of Economics and Applied Mathematics. In this direction, Mean Field Games (MFG) models were recently introduced by J-M. Lasry and P.-L. Lions in [20, 21, 22] in the form of a new system of Partial Differential Equations (PDEs). Under some assumptions, the solution of this system captures the main properties of Nash equilibria for differential games with a very large number of identical "small" players. For a survey of MFG theory and its applications, we refer the reader to [12, 18] and the lectures of P-L. Lions at the Collège de France [24] . The evolutive PDE system introduced in [21] , with variables (v, m), is of the form:
However, since the space variable is not discretized, the resulting scheme cannot be simulated. In this paper we propose a fully-discrete Semi-Lagrangian scheme for (1.2) and we study its main properties. We prove that the fully-discrete problem admits at least one solution and, for the case d = 1, we are able to prove the convergence of the scheme to a solution (v, m) of (1.2), when the discretization parameters tend to zero in a suitable manner. The key point of the proof is a discrete semiconcavity property for the discretized solutions. Let us point out that our approximation scheme is presented in a general dimension d and several properties are proved in this generality. However, since in general (1.3) does not hold, uniform estimates in the L ∞ norm for the solutions of the scheme seems to be unavoidable in order to prove the convergence (see [12] for similar arguments regarding the vanishing viscosity approximation of (1.2)). Since we are able to prove these bounds only for d = 1, our convergence result for the fully-discrete scheme is valid only in this case.
The paper is organized as follows: In Section 2 we state our main assumptions, we collect some useful properties about semiconcave functions and we recall the main existence and uniqueness results for (1.2). Section 3 is devoted to the fully-discrete scheme. We establish the main properties of the scheme and we prove our main results: The fully-discrete scheme admits at least one solution and, if d = 1 and the discretization parameters tend to zero in a suitable manner, every limit point of the solutions of the scheme is a solution of (1.2). Finally, in Section 4 we display some numerical simulations in the case of one space dimension.
Preliminaries

Basic assumptions and existence and uniqueness results for (1.2)
We denote by P 1 the set of the probability measures m such that R d |x|dm(x) < ∞. The set P 1 is be endowed with the Kantorovich-Rubinstein distance
Given a measure µ ∈ P 1 we denote by supp (µ) its support. In what follows, in order to simplify the notation, the operator D (resp. D 2 ) will denote the derivative (resp. the second derivative) with respect to the space variable x ∈ R d . We suppose that the functions F, G : R d × P 1 → R and the measure m 0 , which are the data of (1.2), satisfy the following assumptions:
(H1) F and G are continuous over R d × P 1 .
(H2) There exists a constant c 0 > 0 such that for any m ∈ P 1
where f (·) C 2 := sup x∈R d {|f (x)| + |Df (x)| + |D 2 f (x)|}.
(H3) The initial condition m 0 ∈ P 1 is absolutely continuous with respect to the Lebesgue measure, with density still denoted by m 0 , and satisfies supp (m 0 ) ⊂ B(0, c 1 ) and m 0 ∞ ≤ c 1 , for some c 1 > 0 .
As a general rule in this paper, given an absolutely continuous measure (w.r.t the Lebesgue measure in R d ) m ∈ P 1 , its density will still be denoted by m. Let us recall the definition of a solution (v, m) of (1.2) (see [21, 22] ).
is a solution of (1.2) if the first equation is satisfied in the viscosity sense, while the second one is satisfied in the distributional sense. More precisely, for every
Remark 2.1 Classical arguments (see e.g. [5] ) imply that (2.2) is equivalent to
3)
The following existence result is proved in [24, 12] . A uniqueness result can be obtained assuming (H4) The following monotonicity conditions hold true
We have (see [24, 12] ):
Standard semiconcavity results
In the proof of Theorem 2.1, as well as in the the proof of our main results, the concept of semiconcavity plays a crucial role. For a complete account of the theory and its applications to the solution of HJB equations, we refer the reader to the book [11] .
Definition 2.2 We say that w :
A function w is said to be semiconvex if −w is semiconcave.
Recall that for w :
We collect in the following Lemmas some useful properties of semiconcave functions (see [11] ).
Lemma 2.1 For a function w : R d → R, the following assertions are equivalent:
(i) The function w is semiconcave, with constant C conc .
(ii) For all x, y ∈ R d , we have
(iv) Setting I d for the identity matrix, we have that D 2 w ≤ C conc I d in the sense of distributions.
Lemma 2.2 Let w : R d → R be semiconcave. Then:
(i) w is locally Lipschitz.
(ii) If w n is a sequence of semiconcave functions (with the same semiconcavity constant) converging pointwise to w, then the convergence is locally uniform and Dw n (·) → Dw(·) a.e. in R d .
Representation formulas for the solutions of the HJB and the continuity equations
Let µ ∈ C([0, T ]; P 1 ) be given and let us denote by v[µ] for the unique viscosity solution of
Under assumptions (H1)-(H2), standard results (see e.g. [8] ) yield that for each
where
We set A x,t [µ] for the set of optimal controls α of (CP) 
is Lipchitz, with a Lipschitz constant independent of µ.
(ii) For all t ∈ [0, T ] the function v[µ](·, t) ∈ R is semiconcave, uniformly with respect to µ.
(iii) There exists a constant c 2 > 0 (independent of (µ, x, t)) such that
(iv) For all (x, t) and α ∈ A x,t [µ], we have that
In this case, we have that
Now, we define a measurable selection of optimal flows, i.e. of optimal trajectories for the family of problems
Classical arguments (see [12, 6] 
By Proposition 2.1(v)-(vi), omitting the dependence on µ for notational convenience, Φ(x, t, ·) satisfies i.e.
or equivalently, for all bounded and continuous φ :
Since Φ[µ](x, ·, ·) satisfies the semigroup property, omitting the dependence on µ for simplicity,
we easily check that
14)
The fundamental result is the following Proposition 2.2 There exists a constant c 3 > 0 (independent of (µ, x, y, r, t)), such that |Φ(x, r, t) − Φ(y, r, t)| ≥ c 3 |x − y| for all 0 ≤ r ≤ t, and x, y ∈ R d . (ii) For all t, t ∈ [0, T ], we have that 
We thus see that (1.2) is equivalent to find m ∈ C([0, T ]; P 1 ), such that
3 The fully-discrete scheme
, where t k = kh (k = 0, . . . , N ) and t N = N h = T . We set B(G ρ ) and B(G ρ,h ) for the space of bounded functions defined on G ρ and G ρ,h , respectively. Given f ∈ B(G ρ ) and g ∈ B(G ρ,h ) we will use the notation
Let us consider the P 1 basis {β i ; i ∈ Z d }, where the function
Denoting by e 1 , . . . , e d the canonical base of R d , it is easy to verify that β i (x) is continuous with compact support contained in Q(
We recall a standard estimate for I (see e.g. [14, 28] 
where γ = 1 if φ is Lipschitz and γ = 2 if φ ∈ C 2 (R d ) with bounded first and second derivatives.
The fully-discrete scheme for the HJB equation
For a given µ ∈ C([0, T ], P 1 ), we define recursively v ∈ B(G ρ,h ) using the following SemiLagrangian scheme for (2.8):
The following properties of S ρ,h [µ] are a straightforward consequence of the definition and assumptions (H1) and (H2).
Lemma 3.1 The following assertions hold true: (i) [The scheme is well defined] There exists at least one α ∈ R d that minimizes the r.h.s. of (3.4). Moreover, there exists
and consider a sequence of grid points
where we recall that v i,k is defined by (3.3).
Lemma 3.2 For every t ∈ [0, T ], the following assertions hold true:
is Lipschitz with constant independent of (ρ, h, µ, t).
(ii) [Weak semiconcavity] There exists c 6 > 0 independent of (ρ, h, µ, t) such that for all x,y ∈ R d we have
where E : R d → R is a nonnegative, continuous and bounded function vanishing in G ρ .
Proof. By (H2) we have that DG(·, µ(T )) ∞ ≤ c 0 and so
Thus, by the (3.3) and (3.8), we get that
is Lipschitz with constant hc 0 + c 0 .
Iterating the argument, using (H2) for F , we get that
The proof of the second assertion is provided e.g. in [3, Lemma 4.1].
Remark 3.1 Inequality (3.9) is a consequence of a discrete-semiconcavity property of v i,k (see e.g. [23] ).
uniformly over compact sets.
Proof. Using assumption (H1), the proof is a straightforward variation of the one in [13] , which is a revised proof of the result given in [9] . However, for the sake of completeness we provide the details. For (y,
Let us prove that v * is a viscosity subsolution of
is upper semicontinuous, a standard argument in the theory of viscosity solutions implies that, up to some subsequence, there
Thus, for any (y,
). Evidently, we have that t k(n) →s. By taking y = x i , i ∈ Z d , and s = t k(n)+1 in (3.11), we get that
In particular, using (3.3), we get
Now, recalling the definition of ξ n , we get
We claim now that φ(y n , s n ) = φ(y n , t k(n) ) + O(h 2 n ). In fact, either s n = t k(n) (and the claim obviously holds), or s n ∈ (t k(n) , t k(n)+1 ). In the latter case, since (v ρn,hn − φ)(y n , ·) has a maximum at s n and v ρn,hn is constant in (t k(n) , t k(n)+1 ), then ∂ t φ(y n , s n ) = 0 and the claim follows from a Taylor expansion. Thus, by our claim and (3.13), we have that
(3.14)
Now, inequality (3.14), estimate (3.2) and the fact that ρ 2 n /h n → 0 imply that
Finally, by the consistency property in Lemma 3.1(iv) we obtain that
which implies that v * is a subsolution of (3.11). The supersolution property for v * can be proved in a similar manner. Therefore, by a classical comparison argument,
Using Lemma 3.2(i) we easily check the estimates
where γ > 0 is independent of (ε, ρ, h, µ, t), α is a multiindex with |α| > 0 and c α > 0 depends only on α. We have:
Lemma 3.3 For every t ∈ [0, T ], the following assertions hold true:
is Lipschitz with constant d 0 independent of (ρ, h, µ, t).
(ii) [Semiconcavity] There exists d 1 > 0 independent of (ρ, h, ε, µ, t), such that
Proof. Assertion (i) follows directly from the definition of v ε ρ,h [µ](·, t) and the corresponding result for v ρ,h [µ](·, t) in Lemma 3.2. Now, let us prove assertion (ii). If y = 0 the result is true so let us assume that y = 0 and set τ = ρ/|y|. Assertion (ii) in Lemma 3.2 implies the existence of c 7 > 0 (independent of (ρ, h, ε, µ, t)) such that
Setting y = τ y, we obtain that
On the other hand, by a Taylor expansion and taking |α| = 4 in the the second estimate in (3.16), we get, using the multiindex notation,
where c > 0 is independent of (ρ, h, ε, µ, t). Adding both inequalities, using (3.9) and that |τ y| = ρ, we get
Dividing by τ 2 and taking d 1 = max{2c 7 , 2c } we get the result. As a consequence we obtain
Proof. The first assertion is a consequence of Theorem 3.1 and the uniform estimate (3.16). Next, fix x, y ∈ R d . Then, since ρ 2 n /ε 3 n ≤ C for some C > 0 (independent of n), inequality (3.17) implies the existence of C > 0 (independent of n) such that
On the other hand, Lemma 3.3(i) implies that Dv εn ρn,hn [µ n ](x, t) is uniformly bounded in n. Thus, passing to the limit in the above inequality, every limit point p of Dv
The above inequality implies that p ∈ D + v[µ](x, t) and thus, if Dv[µ](x, t) exists, the semiconcavity of v[µ] implies that p = Dv[µ](x, t) from which the result follows.
3.2 The fully-discrete scheme for the continuity equation
Given µ ∈ C([0, T ]; P 1 ) and ε > 0 let us define
, we now consider a fullydiscrete scheme for (2.15) which turns out to be equivalent to the one proposed [26] , under some slight change of notation. Let us define
The coordinates of m ∈ S N +1 := {ν = (ν i ) N k=0 ; ν k ∈ S} are denoted as m i,k , with i ∈ Z d and k = 0, ..., N . We set
and define m ε [µ] ∈ S N +1 recursively as
Remark 3.2 Note that, omitting the dependence in µ, for k = 0, . . . , N − 1 we have that
because j∈Z d m ε j,0 = 1. Therefore, the scheme (3.22) is conservative.
Let us define
Therefore, for every t ∈ [t k , t k+1 ) we have
By abuse of notation, we continue to write m ε ρ,h [µ](t) for the probability measure in R d whose density is given by (3.23). Thus, by the very definition, we can identify 
where d 2 ≥ 0 is independent of (ρ, h, ε, µ).
Proof. For the reader's convenience, we omit the µ argument. Recalling (3.20) and (3.21), for every k = 0, . . . , N − 1 we have
Therefore, by Lemma 3.3(ii), there exists d 2 > 0 such that (3.25) holds. Now we provide a technical result which, in the case d = 1, allow us to obtain uniform
Lemma 3.4 Suppose that d = 1 and that ρ 2 /ε 3 ≤ d 2 , with d 2 > 0 (independent of (ρ, h, ε, µ)). Then, there exists a constant d 3 > 0 (independent of h small enough and (ρ, ε, µ)) such that for any i ∈ Z and k = 0, . . . , N − 1, we have that
Proof. For notational simplicity, let us set y j = Φ ε j,k,k+1 . Note that for any j 1 , j 2 ∈ Z, Proposition 3.1 implies that
. Thus, if j 1 = j 2 , we get
Since the diameter of supp(β i ) is equal to 2ρ, the above inequality implies that for h small enough (independent of (ρ, ε, µ)), the cardinality of
is at most 3. If Z i only has one element, then (3.26) is trivial. If Z i has two elements y j 1 , y j 2 with y j 1 < y j 2 , then
by the triangular inequality. Using (3.27) we get
from which (3.27) follows. Finally, if Z i has three elements y j 1 , y j 2 and y j 3 , then (supposing for example that y j 1 ≤ y j 2 ≤ x i < y j 3 ) we have
Using that β i (y j 2 ) ≤ 1 and the above estimate, we obtain (3.27) with d 3 := 2d 3 .
Using the above results, we can establish some important properties for m ε ρ,h [µ], which are similar to those in Theorem 2.3.
Proposition 3.2 Suppose that ρ = O(h).
Then, there exists a constant d 4 > 0 (independent of (ρ, h, ε, µ)) such that:
Proof. Let φ ∈ C(R d ) be a 1-Lipschitz function. By (3.24) , the function
is affine in each interval [t k , t k+1 ], with k = 0, . . . , N − 1. It clearly belongs to
For every k = 0, . . . , N − 1 we have, omitting µ from the notation,
On the other hand, since φ is 1-Lipschitz, we have that
Using (3.29), estimate (3.2), Lemma 3.3(i) and the fact that ρ = O(h), we get that
for some constants c, c > 0 independents of (ρ, h, ε, µ). Therefore, we obtain that Now, given k = 0, . . . , N − 1, we have that
Therefore, by Lemma 3.4, we obtain that
Iterating in the above expression, we obtain that
for h small enough. The result follows, taking d 4 = max{c , c 1 + 2d 0 T, e d 3 T c 1 }.
3.3 The fully-discrete scheme for the first order MFG problem (1.2)
For a given ρ, h, ε > 0 and µ ∈ S N +1 we still write µ for the element in C([0, T ]; P 1 ) defined as
Let us consider the following full discretization of (MFG):
where we recall that m ε i,k [µ] is defined in (3.22) . In order to prove that (3.31) admits at least a solution, we will need the following stability result.
Lemma 3.5 Let µ n ∈ S N +1 be a sequence converging to µ ∈ S N +1 . Then: Proof. This is a straightforward consequence of Lemma 3.5, Proposition 3.2(ii) and Brouwer fixed-point theorem.
Given a solution m ε ∈ S N +1 of (3.31), we set m ε ρ,h (·, ·) for the extension to
Now we prove our main result. Theorem 3.4 Suppose that d = 1 and that (H1)-(H3) hold. Consider a sequence of positive numbers ρ n , h n , ε n satisfying that ρ n = o (h n ), h n = o(ε n ) and ρ n = O(ε 3/2 n ) as ε n ↓ 0. Let {m n } n∈N be a sequence of solutions of (3.31) for the corresponding parameters ρ n , h n , ε n . Then every limit point in C([0, T ]; P 1 ) of m n (there exists at least one) solves (MFG). In particular, if (H4) holds we have that m εn ρn,hn → m (the unique solution of
Remark 3.3 The assumption ρ = o(h) has the form of an inverse CFL condition and is typical for Semi-Lagrangian schemes (see e.g. [15] ), which allow large time steps.
Proof. For notational convenience we will write v n := v 
T ] -weak- * to somem. Thus, we necessarily have that m is absolutely continuous and its density, still denoted asm, is equal tom. In order to complete the proof, we now show that m solves the continuity equation (2.3), i.e. for any t ∈ [0, T ] and
By definitions (3.22) and (3.23), setting Φ n i,k,k+1 := x i −h n Dv n (x i , t k ), for all k = 0, . . . , n−1 we have
As in (3.29) we get 1
Therefore, combining with (3.34), we get (recalling (3.2) with γ = 1)
On the other hand, by Lemma 3.2(i), the function v n (·, t) is Lipschitz (with Lipschitz constant independent of n). Therefore, by (3.16) we have the existence of a constant c > 0 (independent of n) such that
for some c > c (which is also independent of n). Therefore, we have
The expression above yields to
which implies that, using that
Therefore, combining (3.38) and (3.37), we obtain that
Thus, summing from k = 0 to k = n − 1 and using (3.33) . Therefore, using that φ ∈ C ∞ c (R), the Lebesgue theorem implies that
and since m n converge tom in L ∞ (R × [0, T ])-weak- * , we can pass to the limit in (3.39) to obtain (3.32). The result follows.
Numerical Tests
We show numerical simulations for the case d = 1. Given ε, ρ, h > 0 we set {m ε i,k ; i ∈ Z d , k = 0, . . . , T h } for the solution of (3.31) and {v ε i,k ; i ∈ Z d , k = 0, . . . , T h } for the associate value functions. We approximate heuristically m ε i,k and v ε i,k with a fixed-point iteration method. We consider as initial guess the element in m ε,0 ∈ S N +1 given by
Next, for p = 0, 1, 2, . . ., given m ε,p ∈ S N +1 we calculate v ε,p+1 ∈ B(G ρ,h ) with the backward scheme (3.3), taking as µ the extension of m ε,p to C([0, T ]; P 1 ) defined in (3.30) . The element m ε,p+1 ∈ S N +1 is then computed with the forward scheme (3.22), taking
In the numerical simulations we approximate (3.21) with a discrete convolution, using a central difference scheme for the gradient. The iteration process is stopped once the quantities
are below a given threshold τ or when it has reached a fixed number of iterations p.
Remark 4.1
The theoretical study of the convergence of the fixed-point iterations is not analyzed in the present paper. The analysis of a convergent and efficient method to solve (3.31) remains as subject of future research.
By Proposition 3.2(ii), we know that m ε has a compact support, uniformly in (ε, ρ, h). Therefore, in order to calculate the iteration m ε,p+1 i,k we only need the values v ε,p+1 i,k for i such that iρ belongs to a compact set K, which is independent of (ε, ρ, h, p). This fact allows us to drop the analysis of boundary conditions.
For the numerical tests we will consider running costs of the form
where f is C 2 and
, for some σ > 0 to be chosen later. A straightforward calculation shows that F (x, m(t)) = f (x) + V (x, m(t)) satisfies assumption (H4).
Test 1
We simulate a game where the agents are adverse to the presence of other agents during the game and, at the end, they do not want to live near the boundary of a domain Ω. In order to model this situation, we take Ω = [−0.1, 1.1], and running cost
where V is given by (4.3) with σ = 0.2. We choose T = 1 as final time and
as final cost function. We take as initial mass distribution
The second term in the definition of F penalizes high mass density during the game whereas the final condition G penalizes the fact that the agents are near the boundary at time T .
We consider two series of numerical tests for a better understanding of the role of the regularizing parameter ε. In the first series, we fix smalls space and time steps and we vary the regularization parameter ε. In the second series we decrease all the parameters (ε, ρ, h), respecting the balancing rules in Theorem 3.4. ε = 0.04 and ε = 0.004. We observe a slower convergence when ε = 0.4 and we get a better and very similar result when ε = 0.04, 0.004. In the second series of numerical tests, we vary all the parameters as shown in Table 1 and for each set of parameters we computed 20 fixed-point iterations. The parameters have been chosen according to the balance requirements of Theorem 3.4. We observe an increasing trend in the errors with respect to decreasing values of ε. This is due to the fact that we fixed the number of iterations and that smaller are the discretization parameters greater are the number of iterations to reach the fixed error threshold τ . In Fig.2 (left) , we plot the errors for the mass distributions with all the parameters (ρ, h, ε) varying as in Table 1 . We can see that the errors of the fixed point algorithm decreases with the number of fixed point iterations p.
Let us remark that the theoretical balance of parameters in Theorem 3.4 requires to choose the regularizing parameter ε quite large compared to the space step ρ. However, even disregarding this request and choosing to regularize less, i.e. taking ε smaller, we still get the numerical convergence. This is shown in Fig.2 (right) , where we plot the errors for the mass distributions with the parameters (ρ, h) varying as in the first two columns of Table 1 and setting ε on each row from the top to the bottom equal to ε = 6.00 · 10 −3 , 4.00 · 10 −3 , 2.50 · 10 −3 and 1.60 · 10 −3 , respectively.
In all the tests, we observe the same shape for the mass and value function evolution. In Fig. 3 we plot the mass evolution in the time-space domain Ω × [0, T ] for the case ρ = 3.75·10 −3 , h = 7.5·10 −3 and ε = 0.025. We observe that from the initial configuration, the mass distribution tends to avoid the boundary of Ω and at the same time it does not accumulate completely at the center.
In Fig. 4 the discrete value function v ε i,k and its gradient Dv 
Test 2
We model now a game where the agents want to live at x = 0.2 but again they are adverse to the presence of other agents. We take as numerical space domain Ω = [0, 1] and final We choose as space discretization step ρ = 3.3 · 10 −3 , as time step h = 0.005 and as regularization parameter ε = 0.025. We perform fixed-point iterations until the error threshold τ = 10 −3 is reached. This is achieved after 15 iterations. Fig. 5 shows the mass evolution. As it is expected, during the evolution the mass distribution tends to concentrate at the "low energy" configuration x = 0.2 and at the same time the second term in F penalize high mass concentrations. The discrete value function and its gradient are plotted in Fig. 6 and in Fig. 7 we display the errors E(m ε,p ) and E(v ε,p ) of the fixed-point iterations. Let us finally compare this test to the case when there is no game, i.e. the running cost does not depend on m:
F (x, m) = (x − 0.2) 2 .
In this case, the system is not coupled and after one iteration we obtain the solution.
In Fig. 8 , the mass evolution is shown. It is seen that, during the evolution, the measure is allowed to concentrate, due to the absence of a high mass penalization term in F . This shows qualitative differences with the results plotted in Fig. 5 , where conflict between the agents was present. 
