I. Introduction
Source-coding theorems for stable Markov and auto-regressive processes under mean-squared-error distortion are well established. [3, 4] Markov processes:
where Wt white and X0 = 0 contain the essence of the problem, which is to minimize the average distortion subject to a rate constraint on the encoding. The unstable cases A ≥ 1 are substantially more difficult to deal with since they are neither ergodic nor stationary and furthermore their variance grows unboundedly with time. As a result, Gray was able to prove only finite horizon results for such nonstationary processes and the general infinite-horizon unstable case had remained essentially open since Gray's 1970 paper. [4] On the computational side, Hashimoto and Arimoto gave a parametric form for computing the R(D) function for unstable auto-regressive Gaussian processes. [5] Toby Berger gave an explicit coding theorem for an important sub-case: the marginally unstable Wiener process (A = 1) by introducing an ingenious parallel stream methodology and noticing that although the Wiener process is nonstationary, it is an independent increments process. [2, 1] In earlier work, I gave a variable rate coding theorem that showed that we can achieve the R(D) bound in the infinite-horizon case if we were allowed the use of variable rate codes. [8, 9] The question of whether or not fixed rate codes could be made to work was left open.
In this paper, I show that it is possible to encode a scalar unstable Markov process into two parallel fixed-rate bit streams. While in this paper I assume scalar Markov processes with bounded support for the driving noise, it is possible to extend the arguments to cover the general Gaussian ARMA case. [10] 
II. R(D) Bound
For each N , we can calculate a standard information-theoretic rate-distortion function for the finite horizon problem as follows:
The infinite horizon case is defined as the limit of the finite horizon cases:
III. Two stream encoding
Our strategy for approaching the R X ∞ (D) bound will be: • Look at blocks of size N and encode the values of checkpoints X kN recursively to very high precision using rate N (log 2 A + 1) per value.
• Use the checkpoints at the start of the blocks to transform the process in between (the history) so that it looks close to an i.i.d. sequence of X from the finite horizon problems.
• Use the checkpoints at the end of the blocks to conditionally encode the history to fidelity D at a rate close to N (R X ∞ (D) + 2). The source decoding proceeds in the reverse manner. The checkpoints are decoded first, and then used to decode the history. Finally the two will be recombined to give a reconstruction of the original source to the desired fidelity. The above strategy follows the spirit of Berger's encoding [1] and that used for our variable rate code earlier [8, 9] . The key difference with Berger's scheme for the Wiener process is that the checkpoint encoding is of non-negligible rate relative to the main stream. The difference with our earlier variable rate scheme is that the history is encoded conditioned on the checkpoints rather than the other way around. 
