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1 Introduction
Quantum reflection algebras originated from the studies of consistent sufficient conditions on
boundary processes required to preserve quantum integrability for systems with boundaries.
Originating with the study of systems on a half-line [1], they were systematically developed
by Sklyanin [2] (see also [3]) and more generally extended to the form of quadratic exchange
algebra in [4]. The general structure is then:
A12K1B12K2 = K2C12K1D12 , (1.1)
where K is the matrix encapsulating the generators of the quadratic algebra and A, B, C
and D are C-number structure matrices. Consistency of (1.1) with requirements that the
quantum exchange algebra be associative is guaranteed by the Yang-Baxter equation for A
and D, and adjoint Yang-Baxter for A, B and for C, D. In particular, A and D are thus
identified with quantum R-matrices.
Here and throughout the paper, the indices 1, 2, .. in ABCD and K label the so-called
”auxiliary spaces”, i.e. a vector space V on which the representation in (1.1) is defined.
The space V may be finite or infinite dimensional: this latter includes the case when V is
a loop space V ⊗ C[[z]] and A,B,C,D and K then depend on (respectively) two or one
complex spectral parameter(s). Explicit dependence in spectral parameters may be omitted
to lighten notation, except when shifts (in the spectral parameter) occur: in that case, it
will be explicitly written, as e.g. in section 3. Note however that the dynamical parameter q
may be explicit, even when the spectral parameter is omitted and attached to the auxiliary
space index. Hence A12 stands for A12(q) that is itself understood as A12(z1, z2; q), while
A21 ≡ A21(q) ≡ A21(z2, z1; q).
The possibility of extending the notion of reflection algebra to the case where A and
D become dynamical quantum R-matrices arose first when defining integrable boundary
conditions for IRF models [5]. The ”boundary dynamical algebra” there defined reads:
A12(q)K1(q + h
(2))B12(q)K2(q + h
(1)) = K2(q + h
(1))C12(q)K1(q + h
(2))D12(q) , (1.2)
where q encodes the dynamical parameters, interpreted as coordinates qi, i = 1, . . . , r, on
the dual h∗ of the Cartan subalgebra h of some Lie algebra. h
(j)
i ∈ h, i = 1, . . . , r, are its
Cartan generators acting in the jth space, and the spectral parameter dependence has been
omitted (see above). The expressions of type K1(q+ h
(2)) are understood once one assumes
that each auxiliary space V is a diagonalizable module of h. In this case, K1(q + h
(2)) acts
on a basis vector of V1 ⊗ V2 as
K1(q + h
(2)) |v1〉 ⊗ |v2〉 =
(
K1(q1 + µλ1(v2), . . . , qr + µλr(v2))|v1〉
)
⊗ |v2〉 (1.3)
where hi |v2〉 = λi(v2) |v2〉 , ∀i = 1, . . . , r, and µ is an overall shift scale which shall be kept
throughout the paper.
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K1(q + h
(2)) can be rewritten consistently as
K1(q + h
(2)) = exp
( r∑
i=1
µ h
(2)
i ∂qi
)
K1(q) exp
(
−
r∑
i=1
µ h
(2)
i ∂qi
)
= eh
(2)∂ K1(q) e
−h(2)∂ (1.4)
A12 is the dynamical Yang-Baxter R-matrix defining the bulk IRF model, and obeying
the dynamical Yang-Baxter or Gervais-Neveu-Felder equation [6, 7]:
A12(q + h
(3))A13(q)A23(q + h
(1)) = A23(q)A13(q + h
(2))A12(q) , (1.5)
In the original case [5] one had A12 = B21 = C12 = D21. Exchange algebra (1.2) can
however be extended to a general situation with unrelated A, B12 = C21 and D obeying
a coupled set of dynamical Yang-Baxter equations together with suitable zero-weight and
unitary relations. In this way, one gets a first dynamical extension of the quadratic exchange
algebra (1.1) defined e.g. in [8, 9] as ”boundary dynamical” of ”fully dynamical” quadratic
exchange algebra.
A second inequivalent dynamical extension arose [10] when studying the Poisson structure
of the Lax formulation for the Ruijsenaars-Schneider model [11]. It reads
A12(q)K1(q + h
(2))B12(q)K2(q) = K2(q + h
(1))C12(q)K1(q)D12(q) . (1.6)
Studied in [12], it was shown in [13] to be a deformation by a Drinfeld twist of a non-
dynamical bulk algebra RTT = TTR, following the ideas developed in [14–16], albeit with
an associated non-trivial dynamical commuting quantum trace [17] (see also [18]).
We propose in this paper a third, a priori inequivalent and yet unknown, dynamical
extension of the quantum exchange algebra. It reads
A12(q)K1(q − h
(2))B12(q)K2(q + h
(1)) = K2(q − h
(1))C12(q)K1(q + h
(2))D12(q) . (1.7)
Its particular, alternate-sign structure was suggested to us by preliminary studies [19] of the
second Poisson structure of the Calogero-Moser rational model [20, 21].
We shall now describe the key features of this third dynamical ”reflection” algebra.
We first explain its occurrence from considerations on classical quadratic Poisson studies
(section 2) and their associated dynamical Yang-Baxter equations. We then give in section
3 explicit realizations of its structure matrices and generating matrix K stemming from a
bilinear formulation in terms of a quantum bulk T-matrix and its transposed. This allows a
characterization of (1.7) as a general ”dynamical twisted Yangian” structure. We establish a
dynamical commuting quantum trace formula in section 4. We derive the fusion structures
and dressing procedures of the dynamical reflection algebra in sections 5 and 6 respectively.
We finally treat a simple example of dynamical reflection algebra, yielding explicit quantum
integrable Hamiltonians through application of the trace construction..
2
2 From classical to quantum quadratic exchange alge-
bra
Our proposition for a third quantum dynamical exchange algebra (generalized reflection alge-
bra) follows from our observation of a particular form of the classical Yang-Baxter equations
obeyed by some structure matrices in the description of the second Poisson structure of the
rational Calogero-Moser model. It is therefore instructive to explain the connection between
quantum dynamical reflection algebras and classical dynamical Yang-Baxter equations for
general quadratic Poisson structures.
We shall from now on restrict ourselves to dynamical YB equations for which the defining
Cartan algebra h is the Cartan algebra of An−1.
Let us first of all consider the classical structures. Given a classical Lax matrix ℓ, the
most general quadratic form for the associated Poisson structure is
{ℓ1 , ℓ2} = a12 ℓ1 ℓ2 + ℓ1 b12 ℓ2 − ℓ2 c12 ℓ1 − ℓ1 ℓ2 d12 (2.1)
where consistency conditions imply that a12 = −a21, d12 = −d21, b12 = c21. Note that (2.1)
implies that the functions {tr ℓm , m ∈ Z+} Poisson-commute if a + b = c + d. A more
general trace formula, tr (γ−1 ℓ)m, occurs whenever a scalar matrix γ exists such that
a12 γ1 γ2 + γ1 b12 γ2 − γ2 c12 γ1 − γ1 γ2 d12 = 0 , (2.2)
see [4].
Dynamical dependence of abcd now is assumed to be on coordinates qi, i = 1, . . . , n, on
a dual h∗ of the Cartan subalgebra h in sl(n,C).
Associativity for the PB structure (2.1) is implied by algebraic consistency conditions
(Yang-Baxter classical equations) for a, b, c, d, provided the a priori undetermined bracket
{r12 , ℓ3}, r = a, b, c, d, be of an algebraic form. We consider here the following form for this
PB
{r12 , ℓ3} = ǫR h3∂ r12 ℓ3 + ǫL ℓ3 h3∂ r12 (2.3)
h∂ =
n∑
i=1
µ eii ⊗
∂
∂qi
, (2.4)
where eii ∈ h, ǫR, ǫL are c-numbers to be later determined.
Jacobi identity for the PB is ensured by the following (sufficient) classical dynamical
Yang-Baxter equations:
[a12 , a13] + [a12 , a23] + [a32 , a13] + ǫR
(
h3∂ a12 + h1∂ a23 + h2∂ a31
)
= 0 , (2.5)
[d12 , d13] + [d12 , d23] + [d32 , d13] + ǫL
(
h3∂ d12 + h1∂ d23 + h2∂ d31
)
= 0 , (2.6)
[a12 , c13 + c23] + [c13 , c23]− ǫL h3∂ a12 − ǫR h1∂ c23 + ǫR h2∂ c13 = 0 , (2.7)
[d12 , b13 + b23] + [b13 , b23]− ǫR h3∂ d12 + ǫL h1∂ b23 − ǫL h2∂ b13 = 0 . (2.8)
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In absence of dynamical term, one recovers the usual classical quadratic algebra [4].
One then immediately observes that (2.5)-(2.8) is a classical limit (~ → 0) of a set of 4
dynamical Yang-Baxter equations:
A12(q)A13(q − ǫR h
(2))A23(q) = A23(q − ǫR h
(1))A13(q)A12(q − ǫR h
(3)) , (2.9)
D12(q + ǫL h
(3))D13(q)D23(q + ǫL h
(1)) = D23(q)D13(q + ǫL h
(2))D12(q) , (2.10)
A12(q)C13(q − ǫR h
(2))C23(q) = C23(q − ǫR h
(1))C13(q)A12(q + ǫL h
(3)) , (2.11)
D12(q − ǫR h
(3))B13(q)B23(q + ǫL h
(1)) = B23(q)B13(q + ǫL h
(2))D12(q) , (2.12)
where the classical limit is defined by setting
R(q) = I+ ~ r(q) + o(~2) , R = A,B,C,D and r = a, b, c, d (2.13)
h(i) = ~ hi + o(~
3) , (2.14)
and keeping the order ~2 in (2.9)-(2.12), orders 1 and ~ being trivial.
These 4 equations are in turn characterized as sufficient conditions for associativity of a
quantum quadratic dynamical exchange algebra:
A12(q)K1(q− ǫR h
(2))B12(q)K2(q+ ǫL h
(1)) = K2(q− ǫR h
(1))C12(q)K1(q+ ǫL h
(2))D12(q)
(2.15)
assuming a set of zero-weight conditions
ǫR [h
(1) + h(2) , A12] = ǫL [h
(1) + h(2) , D12] = 0 (2.16)
[ǫR h
(1) − ǫL h
(2) , C12] = [ǫL h
(1) − ǫR h
(2) , B12] = 0 , (2.17)
and unitary hypothesis
A12A21 = D12D21 = I⊗ I ; C12 = B21 . (2.18)
Altogether, these relations ensure associativity of the product in the dynamical algebra.
Note that it is always possible to redefine the overall sign of the dynamical variable q,
which in turn leads to a global sign change of ǫR, ǫL. It follows that only the relative sign
between ǫR and ǫL has relevance.
Note finally that the zero-weight conditions (2.17) put strong constraints on acceptable
values of the ratio of the c-numbers ǫR, ǫL unless B12 and C12 belong to h⊗ h: they must be
ratios of weights of the corresponding Lie algebra. We shall not discuss this issue any more
at this time.
There exist in the literature two examples of the above algebra:
1. The dynamical boundary algebra [5] corresponds to ǫL = 1 and ǫR = −1. We are not
aware at this stage of explicit classical examples for the realization of (2.3).
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2. The semi-dynamical reflection algebra has ǫR = 0 and ǫL = 1. It is classically realized
as (2.1) and (2.3) by the Lax representation of the rational Ruijsenaars-Schneider
model [11].
Our proposition corresponds to ǫL = ǫR = 1. The dynamical Yang-Baxter equations now
read:
A12(q)A13(q − h
(2))A23(q) = A23(q − h
(1))A13(q)A12(q − h
(3)) , (2.19)
D12(q + h
(3))D13(q)D23(q + h
(1)) = D23(q)D13(q + h
(2))D12(q) , (2.20)
A12(q)C13(q − h
(2))C23(q) = C23(q − h
(1))C13(q)A12(q + h
(3)) , (2.21)
D12(q − h
(3))B13(q)B23(q + h
(1)) = B23(q)B13(q + h
(2))D12(q) . (2.22)
It is at least partially realized (at least for (2.3)) by the 2×2 Lax and abcd matrices describing
the second Poisson structure of the Calogero-Moser model [19]. It is therefore justified to
consider it for its own sake.
3 Explicit realizations: the twisted dynamical Yangian
We shall first of all establish the existence of this third dynamical reflection algebra and
its associated dynamical Yang-Baxter equations by giving an explicit realization of these
Yang-Baxter equations from any given dynamical R-matrix A obeying (2.9). We recall that
from now on we fix ǫL = ǫR = 1.
Before proceeding, we must introduce notations and several technical lemmas which are
essential to the manipulation of dynamical Yang-Baxter equations.
Definition 3.1 Given a matrix
M(q) =
n∑
i,j=1
Mij(q) eij ∈ sl(n,C) , (3.1)
one denotes by respectively Msl and Msc the shifted matrices
Msl(q) =
n∑
i,j=1
eµ ∂qi Mij(q) e
−µ∂qi eij ∈ sl(n,C) , (3.2)
Msc(q) =
n∑
i,j=1
eµ∂qj Mij(q) e
−µ∂qj eij ∈ sl(n,C) . (3.3)
They are consistently defined as C-number matrices with shifts on qk coordinates in each
matrix element Mij(q), resp. qk → qk + µ δik and qk → qk + µ δjk. In matrix form, the
definition reads
M(q)sc =
(
eh∂
(
M(q) e−h∂
)t)t
and M(q)sl =
((
eh∂ M(q)
)t
e−h∂
)t
, (3.4)
where h∂ is defined in (2.4).
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More generally, on a tensor product matrix one shall define shift sl a and sc a self-explanatorily.
Lemma 3.2 If M12 is zero-weight under adjoint action of h⊗ h as
[h(1) + h(2) , M12] = 0 (3.5)
then the coadjoint action of exp
∑
j µ
(
h
(1)
j ∂qj + h
(2)
j ∂qj
)
on M12 yields a C-number matrix
M˜12 =M
sl1,sc2
12 = M
sc1,sl2
12 . (3.6)
In other words, one has
eh
(1)∂ M12(q) e
−h(2)∂ = e−h
(2)∂ M˜12(q) e
h(1)∂ . (3.7)
The lemma is proven by direct calculation. We are now able to prove the following result
Theorem 3.3 If A12(z1, z2; q) is unitary and obeys the dynamical Yang-Baxter equation
(2.9) with zero-weight condition [h(1) + h(2) , A12] = 0, we define the following matrices
D12(z1, z2; q) =
(
At1t221 (f(z2), f(z1); q)
)
sl1,sl2
, (3.8)
C12(z1, z2; q) =
(
At221(f(z2), z1; q)
)
sc2 (3.9)
B12(z1, z2; q) =
(
At112(f(z1), z2; q)
)
sc1 = C21(z2, z1; q) (3.10)
where f(z) is any C-valued function of the spectral parameter.
These matrices obey the Yang-Baxter equations (2.10)-(2.12) andD12(z1, z2; q) is unitary.
The proof is again by direct calculation, using relations of the type
(
M eh∂ P̂
)t
=
(
P̂ t
)
sc
eh∂
(
M t
)−sl
, (3.11)
valid for any matrix M and M̂ , and various partial transpositions of the Yang-Baxter equa-
tion for A.
Theorem 3.4 We consider a representation of the dynamical Yang-Baxter equation for A
by a quantum Lax matrix T in End(V)⊗End(H) for H a (quantum) Hilbert space, assuming
in addition a zero-weight condition for T under h + h(q). Here H too is a diagonalizable
module of h in order to be able to define h(q):
A12(z1, z2; q) T1(z1; q − h
(2)) T2(z2; q) = T2(z2; q − h
(1)) T1(z1; q)A12(z1, z2; q − h
(q)) (3.12)
[h(1) + h(q) , T1q(z)] = 0 , (3.13)
where h(q) denotes the action of the Cartan algebra generators on the Hilbert space H, that
is assumed to be a diagonalizable module of the Cartan algebra.
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We also define the ”transposed” Lax matrix T as
T (z; q) =
(
T t(f(z); q)
)
sc
, (3.14)
where f(z) is the same function as in Theorem 3.3. Transposition and shifts here act on
the auxiliary space indices. It obeys a transposed exchange relation and a crossed exchange
relation:
D12(z1, z2; q − h
(q)) T1(z1; q) T2(z2; q + h
(1)) = T2(z2; q) T1(z1; q + h
(2))D12(z1, z2; q) (3.15)
T1(z1; q − h
(2))B12(z1, z2; q) T2(z2; q + h
(1)) = T2(z2; q)C21(z1, z2; q − h
(q)) T1(z1; q) (3.16)
where the B,C,D matrices are given as in (3.10). If a C-number matrix γ exists such that
A12(z1, z2; q) γ1(z1; q)B12(z1, z2; q) γ2(z2; q) = γ2(z2; q)C12(z1, z2; q) γ1(z1; q)D12(z1, z2; q)
(3.17)
then the operator valued matrix
K(z; q) = T (z; q) γ(z; q + h(q)) T (z; q) (3.18)
realizes the dynamical quadratic algebra (1.7).
Again, the proof is done by direct calculation.
Examples of γ matrices for the dynamical twisted reflection algebra will be given in
section 7, thereby establishing the existence of explicit realizations of the proposed third
dynamical reflection algebra.
Remark 3.1 This construction can be characterized as a dynamical extension of the twisted
(quantum) Yangian construction [22–24], in the specific case when the anti-automorphism σ
is chosen to be the transposition.
Remark 3.2 A similar construction occurs for the boundary dynamical algebra (ǫL = 1 =
−ǫR) except that σ is there chosen to be the inverse. Modifications on the definition of
B,C,D from A imply that one has A = C = B−1 = D−1. Hence, in the boundary dynamical
algebra case, the existence of at least one matrix γ = I is trivially guaranteed.
In the generic ABCD case, one proves the existence of two coactions:
Theorem 3.5 Let us assume that K obeys the dynamical exchange algebra
A12(q)K1(q − h
(2))B12(q)K2(q + h
(1)) = K2(q − h
(1))C12(q)K1(q + h
(2))D12(q) (3.19)
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where A,B,C,D obey (2.19)-(2.22). Introduce L and J obeying respectively the following
exchange relations
A12(q)L1(q − h
(2))L2(q) = L2(q − h
(1))L1(q)A12(q + αh
(q)) (3.20)
D12(q + αh
(q)) J1(q) J2(q + h
(1)) = J2(q) J1(q + h
(2))D12(q) (3.21)
J1(q − h
(2))B12(q)L2(q + h
(1)) = L2(q)B12(q + αh
(q)) J1(q) (3.22)
J2(q − h
(1))C12(q)L1(q + h
(2)) = L1(q)C12(q + α h
(q)) J2(q) (3.23)
[α h(q) − h(1) , L1] = 0 and [α h
(q) + h(1) , J1] = 0 (3.24)
where q labels a Hilbert space H carried by T and L and α is any C-number. Then,
K˜(q) = L(q)K(q + αh(q)) T (q) (3.25)
realizes also (3.19).
The proof follows again from a direct computation. In the reduced situation described by
Theorem 3.3, an example of the construction described in Theorem 3.5 is precisely given by
Theorem 3.4.
Example 1: α = 1 Taking J1(z1) = D1a(z1, 0) and L1(z1) = C1a(z1, 0) realize (3.20)-
(3.24). The quantum space H is then identified with the auxiliary space V, as it is standard
in the construction of spin chain monodromy matrices.
Example 2: α = −1 Taking J1(z1) = B1a(z1, 0) and L1(z1) = A1a(z1, 0) realize (3.20)-
(3.24). Again, in the reduced situation described by Theorem 3.3, successive implementation
of this coaction realizes precisely (3.25), with
T1(z1; q) =
←−∏
1≤i≤n
A1,ai
(
z1, 0; q −
n∑
j=i+1
h(aj)
)
, (3.26)
a well-known formula for the homogeneous dynamical bulk monodromy, see [7, 25].
These two examples can be combined to build realizations of the dynamical exchange
algebra as dressing of an initial scalar solution γ (to be computed) by successive pairs (D,C)
and (B,A) resp. on the right and left side of the (n− 1) sites monodromy matrix, together
with consistent shifts on q of the “internal” generators of this monodromy matrix according
to (3.25).
4 Commuting traces
The general procedure to build a generating functional for commuting operators associated
with the algebraic structure (3.19) follows from arguments formally similar to the cases of
the other two dynamical reflection algebras. It is summarized in the following theorem
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Theorem 4.1 The following operators
Hj = Trj
(
e∂j Kj(z; q) e
∂j K+j (z; q)
t
)
(4.1)
commute with one another for every choice of pairs of distinct auxiliary spaces Vj ,Vk. The
trace Trj is only taken over the vector space indices whenever Vj is a loop space Vj =
Vj ⊗ C[[zj ]]. The notation ∂j is shorthand for
∂j =
n∑
k=1
µ h
(j)
kk
∂
∂qk
. (4.2)
K(j,k)(z; q) obey the general exchange relation (3.19) for distinct auxiliary spaces Vj ,Vk, and
K+(j,k) obey the dual dynamical reflection equation
A˜jk(q)K
+
j (q−h
(k))scj B˜jk(q)K
+
k (q+h
(j))sck = K+k (q−h
(j))sck C˜jk(q)K
+
j (q+h
(k))scj D˜jk(q)
(4.3)
where
A˜jk(q) =
(
A−1jk (q)
)tjtk
; B˜jk(q) =
((
Btkjk(q)
)−1)tj
(4.4)
C˜jk(q) =
((
C
tj
jk(q)
)−1)tk
= B˜kj(zk, zj; q) ; D˜jk(q) =
(
D
tjtk
jk (q)
)−1
(4.5)
The proof of this theorem is a long and technical calculation that has been detailed in [26]
for another type of dynamical reflection algebras. In our case, the proof follows the same
lines, with appropriate change of signs.
Such a choice of distinct auxiliary spaces leading to non-trivial sets of commuting quan-
tum Hamiltonians is available in at least two well-known situations:
First of all when the auxiliary spaces Vj,Vk are isomorphic (but not identical) loop
spaces, the restricted trace over vector indices yields a generating function t(z) where z is
the spectral parameter. The Theorem then establishes that [t(z1), t(z2) = 0. Hence the
operatorial coefficients of the formal series expansion of t(z) in powers of z provide a set
of mutually commuting Hamitonians. This is the standard procedure in e.g. the case of
quantum integrable spin chains.
The second case corrsponds to the so-called quantum power traces such as originally de-
scribed in [27]. It stems from the existence of a systematic procedure to construct successive
tensorial powers of an initial finite dimensional auxiliary space together with the correspond-
ing coefficient matrices ABCD. This procedure will be described presently in Sections 5 and
6 as “fusion” and “dressing”.
Let us now discuss more precisely the dual reflection equation. One can define a reduced
representation of the coefficient matrices of the dual equation following Theorem 3.3:
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Corollary 4.2 If A,B,C,D obey the relations given in theorem 3.3
D12(z1, z2; q) =
(
At1t221 (f(z2), f(z1); q)
)
sl1,sl2
, (4.6)
C12(z1, z2; q) =
(
At221(f(z2), z1; q)
)
sc2 (4.7)
B12(z1, z2; q) =
(
At112(f(z1), z2; q)
)
sc1
= C21(z2, z1; q) (4.8)
then the same relations are valid for A˜, B˜, C˜, D˜ given in theorem 4.1:
D˜12(z1, z2; q) =
(
A˜t1t221 (f(z2), f(z1); q)
)
sl1,sl2
, (4.9)
C˜12(z1, z2; q) =
(
A˜t221(f(z2), z1; q)
)
sc2
(4.10)
B˜12(z1, z2; q) =
(
A˜t112(f(z1), z2; q)
)
sc1
(4.11)
In addition, this reduced representation induces a relation between direct and dual scalar
solutions as follows
Corollary 4.3 If A,B,C,D obey the relations given in theorem 3.3 with f(z) = −z, and if
moreover A obeys the crossing relation
(
At112(z1, z2; q)
)−1
=
(
A−112 (z1 +
η
2
, z2 −
η
2
; q)
)t2
(4.12)
then, from any solution K(z; q) to the dynamical reflection equation (3.19), one can construct
a solution K+(z; q) to the dual dynamical reflection equation (4.3) as
K+(z; q) =
((
K
t(z +
η
2
; q)
)−1)−sc
(4.13)
In that case, the expression of Hamiltonian (4.1) simplifies to
Hj = Trj
(
e∂j Kj(z; q)Kj(z; q)
−1 e∂j
)
(4.14)
with now Kj and Kj solutions to the same dynamical reflection equation (3.19).
5 Fusion procedures
The coaction procedure in Section 3 described tensoring of ”quantum” spaces. We now turn
to the fusion procedure, that allows to construct higher spin representations of the quantum
algebra by a consistent tensoring of auxiliary spaces. This ”auxiliary” tensoring also play a
key role (as commented before) in defining higher powers in quantum traces of monodromy
matrices, realizing through application of the quantum trace formula the quantum analogue
of the classical Tr(Ln) for a Lax matrix (see [17, 25, 27]).
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We shall restrict ourselves to the first step, i.e. definition of a consistent tensor product on
auxiliary spaces. The next step, i.e. projection on irreducible representations, is a complex
and delicate issue which should be examined separately.
The tensoring procedure actually follows from two fundamental lemmas, proved by direct
computation using suitable Yang-Baxter equations:
Lemma 5.1 Given two representations of the dynamical exchange algebra, respectively:
A12(q)K1(q − h
(2))B12(q)K2(q + h
(1)) = K2(q − h
(1))C12(q)K1(q + h
(2))D12(q) (5.1)
A12(q)K
′
1(q − h
(2))B12(q)K
′
2(q + h
(1)) = K ′2(q − h
(1))C12(q)K
′
1(q + h
(2))D12(q) (5.2)
with the same quantum space H, the following K-matrices and structural matrices:
A<11′>2(q) = A1′2(q − h
(1))A12(q) ; D<11′>2(q) = D1′2(q)D12(q + h
(1′)) ; (5.3)
B<11′>2(q) = B1′2(q)B12(q + h
(1′)) ; C<11′>2(q) = C1′2(q − h
(1))C12(q) ; (5.4)
h(<11
′>) = h(1) + h(1
′) and K<11′>(q) = K
′
1′(q − h
(1))B11′(q) , K1(q + h
(1′)) (5.5)
obey the dynamical exchange algebra:
A<11′>2(q)K<11′>(q − h
(2))B<11′>2(q)K2(q + h
(<11′>)) =
= K2(q − h
(<11′>))C<11′>2(q)K<11′>(q + h
(2))D12(q) (5.6)
Lemma 5.2 Given two representations of the dynamical exchange algebra, respectively:
A12(q)K1(q − h
(2))B12(q)K2(q + h
(1)) = K2(q − h
(1))C12(q)K1(q + h
(2))D12(q) (5.7)
A12(q)K
′
1(q − h
(2))B12(q)K
′
2(q + h
(1)) = K ′2(q − h
(1))C12(q)K
′
1(q + h
(2))D12(q) (5.8)
with the same quantum space H, the following K-matrices and structural matrices:
A1<22′>(q) = A12(q)A12′(q − h
(2)) ; D1<22′>(q) = D12(q + h
(2′))D12′(q) ; (5.9)
B1<22′>(q) = B12′(q − h
(2′))B12(q) ; C1<22′>(q) = C12′(q)C12(q − h
(2′)) ; (5.10)
h(<22
′>) = h(2) + h(2
′) and K<22′>(q) = K
′
2′(q − h
(2))B2′2(q) , K2(q + h
(2′)) (5.11)
obey the dynamical exchange algebra:
A1<22′>(q)K1(q − h
(<22′>))B1<22′>(q)K<22′>(q + h
(1)) =
= K<22′>(q − h
(1))C1<22′>(q)K1(q + h
(<22′>))D1<22′>(q) (5.12)
Note that if V1 = V2 and V1′ = V2′ , one can show that if one assumes the unitary relations
C12 = B21, A12A21 = I = D12D21 and zero-weight condition for A and D, one has
A<11′><22′>A<22′><11′> = I = D<11′><22′>D<22′><11′> , (5.13)
C<11′><22′> = B<22′><11′> . (5.14)
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Hence, the unitary condition is indeed preserved whenever relevant.
Successive iterations of both Lemmae allow to define multiply fused coefficient matrices
AM N , BMN , CMN , DMN and operator matrices KM labeled by ordered sets of auxiliary
space indices M =< 12 . . .m >, N =< 1′2′ . . . n′ >. Precisely, the fusion formulae are to be
understood as describing the procedure of addition of a single space index, resp. 1′ to an
already fused multiple space index 1 (left-hand fusion) and 2′ to an already fused multiple
space index 2 (right-hand fusion). The final formulae are quite cumbersome but closely
match the formulae given in Section IV-A of [17] with suitable changes in the sign shifts.
It is important to remark here that the Yang-Baxter equations guarantee that the fused
coefficient matrices are univocally defined whichever order of implementation is defined to
add left and right indices to resp. M and N . This is not surprising since Yang-Baxter
equations are originally a guarantee of invariance under permutation of space indices in
exchange processes.
6 Dressing procedures
As in the previous cases of (dynamical) boundary algebras, there exists a supplementary
possibility to implement the dynamical quadratic algebra on a tensor product of auxiliary
spaces by the so-called ”dressing” procedure. Precisely, one has
Lemma 6.1 If K obeys the general exchange relation (3.19), then the operator QK S also
realizes this algebra, provided the operators Q and S verify the following relations
AN M(q)QN(q − h
(M )) = QN (q)ANM(q) with h
(M ) = h(1) + h(2) + . . .+ h(m) (6.1)
CN M(q)QN(q + h
(M )) = QN (q)CNM(q) (6.2)
DN M(q)SN(q) = SN(q + h
(M ))DN M(q) (6.3)
BN M(q)SN(q) = SN (q − h
(M))BN M(q) (6.4)
[hN , QN ] = 0 = [hN , SN ] (6.5)
It is to be understood in this Lemma that the auxiliary space indices M,N, . . . of the
coefficient matrices are generically sets of fused indices obtained by implementation of the
fusion Lemmae 5.1 and 5.2.
An explicit realization of Q and S is obtained as follows:
Lemma 6.2 The following objects
QN ≡ Q1...n(q) =
∨
A 21(q)
∨
A 32
(
q + h(1)
)
· · ·
∨
An,n−1
(
q + h(1) + . . .+ h(n−2)
)
(6.6)
SN ≡ S1...n(q) =
∨
D 21
(
q + h(3) + . . .+ h(n)
) ∨
D32
(
q + h(4) + . . .+ h(n)
)
· · ·
∨
Dn,n−1(q) (6.7)
realize relations (6.1)-(6.5). We denote here
∨
R 12 = P12R12, ∀R, where Pij is the permuta-
tion operator acting on the auxiliary spaces Vi ⊗ Vj.
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Remark 6.1 The dressing procedure yields commuting traces that are completely different
from the ones obtained from the fusion procedure, as described in section 5. In fact, one can
show (at least in some particular cases) that the latter leads to completely factorized traces(
Tr (K eh∂K˜ eh∂)
)n
, while the former is closer to a form Tr
(
(K eh∂K˜ eh∂)n
)
. The dressing
is useful for constructing an adequate set of independent quantum quantities, while fusion
is more appropriate to built a local Hamiltonian. This key point of the dressing procedure
was already pointed out in [17, 25, 27].
Remark 6.2 The permutation operator P12 acts of course as P12R12P12 = R21. If R12
does not depend on spectral parameters (i.e. the auxiliary spaces V1 = V2 are isomorphic to
finite dimensional diagonalizable modules of the Cartan algebra h), the operator P12 is easily
constructed as P =
∑n
i,j=1Eij ⊗Eji where Eij are the elementary matrices of End(V1).
If however R12 depends on spectral parameters z1, z2 (i.e. the auxiliary spaces V1, V2
are loop spaces V ⊗ C[[z1]], V ⊗ C[[z2]], explicit implementation of the spectral parameter
exchange as P12f(z1, z2)P12 = f(z2, z1) is not so easily available. It may then be difficult
to explicitly define the quantum commuting operators analogous to Tr
(
(K eh∂K˜ eh∂)n
)
.
Fortunately, expansion in formal powers of the spectral parameter z of the single, well-defined
operator Tr
(
K(z) eh∂K˜(z) eh∂
)
is in this case available. It provides an alternative viable
procedure to obtain a family of algebraically independent quantum commuting operators.
7 Examples
We consider the following A,B,C,D matrices acting in Cn ⊗ Cn:
A12 = In ⊗ In +
∑
1≤i 6=j≤n
µ
qi − qj
(
Eij ⊗Eji − Eii ⊗ Ejj
)
(7.1)
B12 = In ⊗ In +
∑
1≤i 6=j≤n
µ
qi − qj + µ
(
Eji ⊗ Eji −Eii ⊗ Ejj
)
(7.2)
C12 = In ⊗ In +
∑
1≤i 6=j≤n
µ
qi − qj + µ
(
Eji ⊗ Eji −Ejj ⊗Eii
)
(7.3)
D12 = In ⊗ In +
∑
1≤i 6=j≤n
µ
qi − qj
(
Eij ⊗Eji − Eii ⊗ Ejj
)
(7.4)
where Eij is the n × n elementary matrix with 1 at position (i, j) and 0 elsewhere. Those
matrices are of the type given in Theorem 3.3.
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Direct computations show that the following matrices
γ =
∑
1≤i,j≤n
mimj Eij , mi ∈ C (7.5)
γ =
∑
1≤i,j≤n
(qi − qj)mimj Eij , mi ∈ C (7.6)
γ =
n∑
i=1
f(q + µ eii)
f(q − µ eii)
∏
k 6=i
(qi − qk) Eii , (7.7)
where f is an arbitrary C-valued function and eii ∈ h, obey the dynamical reflection equation.
Let us note that the two first solutions are not invertible.
Then, expression (4.14) with Kj of the form (7.5) and Kj of the form (7.7) leads to the
Hamiltonian
H =
n∑
ℓ=1
µm2ℓ∏n
k=1(qℓ − qk + µ)
e2µ ∂qℓ . (7.8)
The f -dependent factor in (7.7) is easily seen to be reabsorbed by a conjugation of H by
f(q). It has been therefore set to 1 in (7.8). From our construction of sections 4, 5 and 6,
these Hamiltonians are in principle quantum integrable. We remark that they take a form
close to the Ruijsenaars-Schneider Hamiltonians, although the coinciding points singularities
have been replaced by finite distance singularities.
For the particular case n = 2, one gets
H =
(
m21
q + µ
e2µ∂q −
m22
q − µ
e−2µ∂q
)
e2µ ∂Q (7.9)
where we have introduced the relative and center-of-mass coordinates q = q1 − q2 and Q =
q1+q2. The relative Hamiltonian has in particular eigenfunctions with zero eigenvalue taking
the form
ψk(q) =
Γ( q+µ
4µ
+ 1
2
)
Γ( q+µ
4µ
)
e
−
q
4µ
ln(
m1
m2
)
sin(k
πq
µ
)
ϕk(q) =
Γ( q+µ
4µ
+ 1
2
)
Γ( q+µ
4µ
)
e
−
q
4µ
ln(
m1
m2
)
cos(k
πq
µ
)
k ∈ Z≥0 . (7.10)
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