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Abstract
A popular technique for selecting and tuning machine learning esti-
mators is cross-validation. Cross-validation evaluates overall model fit,
usually in terms of predictive accuracy. This may lead to models that
exhibit good overall predictive accuracy, but can be suboptimal for esti-
mating causal quantities such as the average treatment effect.
We propose a model selection procedure that estimates the mean-
squared error of a one-dimensional estimator. The procedure relies on
knowing an asymptotically unbiased estimator of the parameter of inter-
est. Under regularity conditions, we show that the proposed criterion has
asymptotically equal or lower variance than competing procedures based
on sample splitting.
In the literature, model selection is often used to choose among mod-
els for nuisance parameters but the identification strategy is usually fixed
across models. Here, we use model selection to select among estimators
that correspond to different estimands. More specifically, we use model
selection to shrink between methods such as augmented inverse probabil-
ity weighting, regression adjustment, the instrumental variables approach,
and difference-in-means. The performance of the approach for estimation
and inference for average treatment effects is evaluated on simulated data
sets, including experimental data, instrumental variables settings and ob-
servational data with selection on observables.
1 Introduction
Model selection is a fundamental task in statistical practice. Usually, the aim is
to find a model that optimizes overall model fit. If the loss function is quadratic,
the total error can be decomposed into the error due to variance and the er-
ror due to bias. A popular technique to balance the bias-variance trade-off in
the context of prediction is cross-validation. However, models that have high
predictive accuracy do not always yield accurate parameter estimates. In the
literature, there exist some solutions for parameter-specific model selection, but
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we currently lack a reliable general-purpose tool. In the context of causal infer-
ence, a reliable parameter-specific model selection tool could enable the following
applications.
1.0.1 Moving the goalpost
Estimating average treatment effects from observational data can be unreliable,
if conditional treatment assignment probabilities are close to zero or one. To
address this issue, some applied researchers “move the goalpost” by switching
to causal contrasts that can be estimated more reliably, see LaLonde (1986),
Heckman et al. (1998), Crump et al. (2006) and references therein. For example,
instead of estimating the average treatment effect (ATE), a practitioner might
switch to estimating the average treatment effect on the treated (ATT), or
other causal contrasts such as the overlap effect. This is often done in an ad-
hoc fashion. Using a model selection tool in this context could allow to trade
off bias and variance when switching from estimating the ATE to estimators of
other causal contrasts.
1.0.2 Data fusion
Combining evidence across data sets in the context of causal inference has re-
cently attracted increasing interest (Peters et al., 2016; Bareinboim and Pearl,
2016; Athey et al., 2020). However, data quality often varies from data set to
data set. In this case, using all data sets can lead to untrustworthy, biased
estimators. A reliable model selection tool could make it possible to distinguish
which data sets and estimators are useful for solving the estimation problem at
hand, and which are not.
1.0.3 Combining methods that work under different sets of assump-
tions
Researchers are often uncomfortable with using statistical procedures that only
work under strong assumptions. Using such methods over other procedures
may introduce some bias if the assumptions are violated, but has the potential
to reduce variance. For example, conditional independence assumptions can be
leveraged to improve precision of treatment effect estimators (Athey et al., 2019;
Guo and Perkovic´, 2020). A model selection tool as described above would allow
to systematically trade off bias and variance when switching between estimation
procedures that work under different sets of assumptions. Doing so can poten-
tially improve precision in scenarios where researchers are not comfortable with
making strong assumptions.
1.1 Related work
Model selection has a long history in statistics and machine learning. For opti-
mizing loss-based estimators, the most commonly used methods include cross-
validation, the Akaike information criterion, and the Bayesian information cri-
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terion (Akaike, 1974; Schwarz, 1978; Friedman et al., 2001; Arlot and Celisse,
2010).
The focused information criterion is a model selection criterion which, for a
given focus parameter, estimates the mean-squared error of submodels (Claeskens
and Hjort, 2003, 2008). It relies on knowing an asymptotically unbiased estima-
tor of the parameter of interest. Its theoretical justification is given in a local
misspecification framework.
More recently, Cui and Tchetgen-Tchetgen (2019) introduce a model selec-
tion tool for finite-dimensional functionals in a semiparametric model if a doubly
robust estimation function is available. It is based on a pseudo-risk criterion
that has a robustness property if one of the estimators is biased.
For the task of model selection when estimating heterogeneous treatment
effects, several methods have been developed (Kapelner et al., 2014; Rolling and
Yang, 2014; Athey and Imbens, 2016; Nie and Wager, 2017; Zhao et al., 2017;
Powers et al., 2018). Most of the methodologies are specific to the considered
model class. A comparison of this line of work for individual treatment effects
can be found in Schuler et al. (2018).
Van der Laan and Robins (2003) propose a loss-based approach for parameter-
specific model selection. In this work, the authors recommend minimizing an
empirical estimate of the overall risk R(θˆg, ηˆ), where θˆg, g = 1, . . . , G are candi-
date estimators and ηˆ is an efficient estimator of the nuisance parameter, com-
puted on the training data set. Our approach is more generic in the sense that
we do not assume that parameter of interest minimizes a known loss function.
Closest to our work is the cross-validation criterion developed by Brookhart
and Van Der Laan (2006). It proceeds as follows. The data D = (D1, . . . , Dn)
is randomly split into K disjoint roughly equally-sized folds D0,1, . . . , D0,K .
Define D1,k = D \D0,k. If the data is i.i.d., D1,k and D0,k are independent for
each k. Let θˆ0 be an unbiased estimator of the parameter of interest θ0, and θˆg
be candidate estimators, g = 0, . . . , G. Then, we can compute the risk criterion
R˜(g) =
1
K
K∑
k=1
(θˆg(D
1,k)− θˆ0(D0,k))2. (1)
Using independence of D1,k and D0,k,
E[R˜(g)] = E[(θˆg(D1,1)− θ0)2] + Var(θˆ0(D0,1)).
As Var(θˆ0(D
0,1)) is constant in g, the criterion in equation (1) can be used to
select an estimator θˆg with low mean-squared error for estimating θ0 among
θˆg, g = 0, . . . , G. The criterion in equation (1) is attractive as it is simple and
widely applicable. We will compare the proposed model selection criterion to
the criterion in equation (1), both in theoretical results and in simulations.
1.2 Our contribution
In this paper, we work towards making parameter-specific model selection more
reliable. We derive a model selection criterion that estimates the mean-squared
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error of a one-dimensional estimator. We show that the selected model has
equal or lower variance than the baseline estimator asymptotically. Compared
to the parameter-specific cross-validation approach developed by Brookhart and
Van Der Laan (2006), we show that the proposed criterion has equal or lower
variance asymptotically. The proposed criterion is flexible in the sense that it
can be used for any one-dimensional estimator in both parametric and semi-
parametric settings. Theoretical justification of the method is given under the
assumption of asymptotic linearity.
In previous work, the goal of model selection for one-dimensional estimation
is usually to select a nuisance parameter model from a set of candidate models,
but the identification strategy is held fixed across models (Van der Laan and
Robins, 2003; Brookhart and Van Der Laan, 2006; Cui and Tchetgen-Tchetgen,
2019). In this paper, the goal is to select among different estimands, or identifi-
cation strategies. Mathematically, this correspond to selecting among different
functionals of the underlying data generating distribution. In some situations,
this results in dramatic improvements in the mean-squared error. However,
there is no free lunch. Compared to the baseline procedure, for fixed n, model
selection can lead to increased risk in parts of the parameter space.
In simulations, we demonstrate that the proposed criterion allows to trade off
bias and variance in a variety of scenarios, including experiments, instrumental
variables settings and data with selection on observables. The code can be found
at github.com/rothenhaeusler/tms.
1.2.1 Outline
In Section 2, we introduce a method for parameter-specific model selection and
discuss applications in causal inference. Theory for the method is discussed in
Section 3. We evaluate the performance of the proposed procedure on simulated
data in Section 4.
2 Targeted model selection
This section consists of two parts. We briefly discuss the setting in Section 2.1.
Then, we introduce the method in Section 2.2 and discuss basic properties.
2.1 Setting and notation
We observe data D = (Di, i = 1, . . . , n), where the Di are independently
drawn from some unknown distribution P. Suppose we have access to estimators
θˆg(D), g = 0, . . . , G, of some unknown parameter θ0. In the following, to
simplify notation, we will write θˆg instead of θˆg(D). We assume that the baseline
estimator θˆ0 is asymptotically unbiased for θ0, i.e. that E[θˆ0] = θ0 + o(n−1/2).
In addition, for g 6= 0, we assume that E[θˆg] = θg + o(n−1/2) for some unknown
θg.
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2.2 The method
We aim to find the estimator g that minimizes
R(g) = E[(θˆg − θ0)2]. (2)
Here and in the following, we suppress the dependence of R(g) on n. As bias
and variance of θˆg are unknown, the function R(g) is unknown and one has
to minimize a proxy of the risk R(g) instead. We propose to estimate R(g) in
equation (2) via
Rˆ(g) = (θˆg − θˆ0)2 − Vˆar(θˆg − θˆ0) + Vˆar(θˆg), (3)
where Vˆar(θˆg − θˆ0) is an estimator of the variance of θˆg − θˆ0 and Vˆar(θˆg) is an
estimator of the variance of θˆg. If explicit expressions for variance estimators
of θˆg − θˆ0 or Vˆar(θˆg) are not available, we recommend estimating the variances
via the bootstrap. We propose to choose a final estimate θˆgˆ by solving
gˆ = arg min
g
Rˆ(g). (4)
In the following, we will sketch the theoretical justification for the approach
in equation (4). The main reason to use the risk estimator in equation (3)
over sample-splitting based methods is the potential reduction in asymptotic
variance. We will discuss this further in Section 3. The method is evaluated on
simulated data sets in Section 4.
2.2.1 Sketch of theoretical justification
Under regularity conditions, we have
E[Vˆar(θˆg − θˆ0) + Vˆar(θˆg)] = Var(θˆg − θˆ0) + Var(θˆg) + o(1/n). (5)
If θg = θ0, combining equation (3) with equation (5) yields
E[Rˆ(g)] = Var(θˆg − θˆ0)−Var(θˆg − θˆ0) + Var(θˆg) + o(1/n)
= E[(θˆg − θ0)2] + o(1/n)
= R(g) + o(1/n).
Note that in this case under regularity conditions usually R(g) = O(1/n). Sim-
ilarly if θg 6= θ0, we obtain
E[Rˆ(g)] = R(g) + o(1/
√
n).
Under regularity conditions, in this case usually R(g) = O(1). Thus, we have
seen that equation (3) is approximately unbiased for the mean-squared error
of θˆg if the approximation in equation (5) holds. As discussed in the sketch,
(θˆg − θˆ0)2−Var(θˆg − θˆ0) is an approximately unbiased estimator of the squared
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bias (θg−θ0)2. As we know that the squared bias is nonnegative, we can improve
precision by defining the modified risk criterion
Rˆmod(g) = ((θˆg − θˆ0)2 − Vˆar(θˆg − θˆ0))+ + Vˆar(θˆg). (6)
Then the final estimator θˆgˆ is chosen such that gˆ minimizes equation (6). If
there are ties, we select gˆ as the one that minimizes (θˆg− θˆ0)2 among the g that
satisfy Rˆmod(g) = ming Rˆ
mod(g). The criterion Rˆmod(g) is not asymptotially
unbiased for R(g), but has some favorable statistical properties that we will
discuss in the following section.
3 Theory and computation
In this section we discuss the theoretical underpinnings and computational issues
of the method introduced in Section 2. First, we show that the criterion Rˆ(g) is
asymptotically unbiased for estimating the mean-squared error R(g) = E[(θˆg −
θ0)
2]. Secondly, we compare the criterion Rˆ(g) to cross-validation in terms
of asymptotic bias and variance. Then, we discuss the asymptotic risk of the
resulting estimator. Finally, we derive a computational shortcut for forming
approximate bootstrap confidence intervals.
3.1 Assumptions
We have to make some assumptions that guarantee that the estimators are
asymptotically well-behaved. We make two major assumptions, in addition to
the assumptions outlined in Section 2.1. The first major assumption is a slightly
stronger version of asymptotic linearity. Asymptotic linearity is an assumption
that is commonly made to justify asymptotic normality of an estimator (Van der
Vaart, 2000; Tsiatis, 2007). As our goal is to estimate the mean-squared error of
an estimator, we use a slightly stronger version that guarantees convergence of
second moments. The second major assumption is that the variance estimates
are consistent.
Assumption 1. We make two major assumptions.
1. Let θˆg, g = 0, . . . , G be estimators such that
θˆg − θg = 1
n
n∑
i=1
ψg(Di) + eg(n)
where ψg(Di) is centered and has finite nonzero second moments, and
E[eg(n)2] = o(1/n). To avoid trivial special cases, in addition we assume
|Cor(ψg(D1), ψ0(D1))| 6= 1.
2. The estimators of variance are consistent, that means
nVˆar(θˆg − θˆ0)− lim
n
nVar(θˆg − θˆ0) = oP (1),
nVˆar(θˆg)− lim
n
nVar(θˆg) = oP (1).
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Let us compare the first part of the assumption to asymptotic linearity.
Asymptotic linearity assumes that eg(n)
2 = oP (1/n) while we assume that
E[eg(n)2] = o(1/n). Thus, our assumption is slightly stronger than asymptotic
linearity. Let us now turn to our main theoretical results.
3.2 Asymptotic unbiasedness
Our first result shows that the proposed criterion is asymptotically unbiased
for the mean-squared error of θˆg. The convergence rate depends on whether
θˆg is asymptotically biased for estimating θ0. If the estimator θˆg is unbiased,
the convergence rate is faster than if the estimator is biased. The proof of the
following result can be found in the Appendix.
Theorem 1 (Asymptotic unbiasedness of Rˆ(g)). Let Assumption 1 hold.
1. If θg = θ0,
n(Rˆ(g)− E[(θˆg − θ0)2])
converges to a random variable with zero mean.
2. If θg 6= θ0, √
n(Rˆ(g)− E[(θˆg − θ0)2])
converges to a random variable with zero mean.
This result shows that the estimator is asymptotically unbiased, which is
important for the theoretical justification of the approach. The major strength
of the approach will become apparant in the next section, where we compare
asymptotic bias and variance to the cross-validation criterion (1).
3.3 Comparison to cross-validation
In this section, we will show that the proposed criterion has asymptotically lower
variance than the cross-validation criterion (1) if θg = θ0. Furthermore, we show
that cross-validation is generally biased for estimating the mean-squared error
if θg = θ0. Let us first discuss asymptotic bias of the naive approach. The short
proof of this result can be found in the Appendix.
Theorem 2 (Asymptotic biasedness of R˜(g)). Let Assumption 1 hold and fix
K.
1. If θg = θ0, and Var(ψg(D1)) 6= Var(ψ0(D1)),
n(R˜(g)− E[(θˆg − θ0)2])
converges to a random variable with nonzero mean, where the mean de-
pends on g.
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2. If θg 6= θ0, √
n(R˜(g)− E[(θˆg − θ0)2])
converges to a random variable with zero mean.
Comparing this result with Theorem 1, we see a major difference how the
methods behave when θg = θ0. The proposed criterion is asymptotically un-
biased for the mean-squared error, while cross-validation is not. The cross-
validation approach computes the estimator on randomly chosen subsets of the
data. Thus, intuitively, this approach overestimates the asymptotic variance of
the estimator. This defect of cross-validation could be solved by subtracting a
correction term.
Now, let us turn to the asymptotic variance of the model selection criteria.
The proof of the following result can be found in the Appendix.
Theorem 3 (Asymptotic variance of model selection criteria). Let Assump-
tion 1 hold and fix K.
1. If θ0 = θg, the asymptotic variance of n(Rˆ(g) − E[(θˆg − θ0)2]) is strictly
lower than the asymptotic variance of n(R˜(g)− E[(θˆg − θ0)2]),
2. If θ0 6= θg, the asymptotic variance of
√
n(Rˆ(g) − E[(θˆg − θ0)2]) is equal
to the asymptotic variance of
√
n(R˜(g)− E[(θˆg − θ0)2]).
Roughly speaking, this theorem shows that the proposed criterion Rˆ(g) has
equal or lower asymptotic variance than the cross-validation criterion R˜(g).
The difference in variance leads to substantially different resulting risk in some
scenarios as we will see in the simulation section. The difference in variance is
particularly large if the splits are imbalanced, i.e. if the test data sets have much
smaller or much larger sample size than the training data sets. Intuitively, if
the validation data sets have small sample size, validation becomes unstable.
However, if the validation data set is large, the estimator on the training data
sets becomes unstable. This tradeoff can be avoided by estimating bias and
variance separately, as done in the proposed approach.
3.4 Asymptotic risk
Here and in the following, we focus on the case where the number of models G
is small and fixed and n→∞. We are focusing on the case where G is small, as
we expect the method to be most reliable in scenarios where G is small. This
will be further discussed in Section 3.5. First, we investigate the asymptotic
behaviour of the proposed procedure in the case where the number of models
is fixed and n → ∞. The proof of the following result can be found in the
Appendix.
Corollary 1 (Asymptotic risk of selected model). Let Assumption 1 hold. Con-
sider a finite and fixed number of estimators g = 0, . . . , G. Let
gˆ = arg min Rˆmod(g).
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For n→∞,
P[θgˆ = θ0]→ 1,
and
P[R(gˆ) ≤ R(0)]→ 1.
In words, for n → ∞, the proposed method select models with lower or
equal risk than the baseline estimator θˆ0. Interestingly, an analogous result does
not hold for the cross-validation procedure (1). Even for n → ∞, the model
selected by cross-validation may have larger risk than the baseline procedure
θˆ0 with positive probability. Note that Corollary 1 does not state that the
procedure selects the optimal model asymptotically. This is indeed not true.
It is straightforward to construct a model selection procedure that selects the
optimal model asymptotically by placing additional weight on the variance term.
For example, one might consider Rˆalt(g) = Rˆmod(g) +
√
nVˆar(θˆg). However,
in our experience, placing additional weight on the variance term can lead to
problematic performance compared to the baseline estimator θˆ0 in finite samples
and thus is not recommended.
3.5 Bootstrap confidence intervals
Deriving confidence intervals that are valid in conjuction with a model selection
step is a challenging topic and has attracted substantial interest in recent years,
see for example Berk et al. (2013); Taylor and Tibshirani (2015). Generally
speaking, statistical inference after a model selection step can be unreliable if
the uncertainty induced by the model selection step is ignored.
Thus, in settings where the number of estimators G is small and n is large,
we recommend forming confidence intervals by bootstrapping the model selec-
tion procedure. More specifically, we recommend creating bootstrap samples
D∗1 , . . . , D
∗
B . Let gˆ(D
∗
b ) = arg min Rˆ
mod(g), where Rˆmod(g) is computed on the
bootstrap sample D∗b . Let θˆg(D
∗
b ) be the estimator θˆg, computed on the data set
D∗b . Then we can define the final estimate θˆ
∗,b = θˆgˆ(Dˆ∗b )(D
∗
b ) for all b = 1, . . . , B.
The lower and upper limit of a 95% confidence interval are then the empirical
2.5% quantile and the empirical 97.5%-quantile of θˆ∗,b, b = 1, . . . , B, respec-
tively.
3.5.1 Computational shortcut
Bootstrapping the procedure in Section 2.2 can be computationally expensive,
especially when Var(θˆ0−θˆg) and Var(θˆg) are estimated via the bootstrap. There
is a computational shortcut such that bootstrap confidence intervals can be
formed at virtually no additional computational cost: Note that the two variance
terms Var(θˆ0 − θˆg) and Var(θˆg) can often be estimated at rate oP (1/n). In
this case, asymptotically, the dominant source of uncertainty in Rˆmod(g) is
estimation of (θg − θ0)2. Hence, we can keep the estimators of the variance
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Vˆar(θˆ0− θˆg) and Vˆar(θˆ0− θˆg) fixed across bootstrap samples. More specifically,
on each bootstrap sample b = 1, . . . , B we propose to minimize the risk criterion
Rˆmod,shortcut,b(g) = ((θˆg(D
∗
b )− θˆ0(D∗b ))2 − Vˆar(θˆ0 − θˆg))+ + Vˆar(θˆ0 − θˆg),
where
Vˆar(θˆ0 − θˆg) = 1
B − 1
B∑
b=1
(
θˆ0(D
∗
b )− θˆg(D∗b )−
1
B
∑
b′
θˆ0(D
∗
b′)− θˆg(D∗b′)
)2
,
Vˆar(θˆg) =
1
B − 1
B∑
b=1
(
θˆg(D
∗
b )−
1
B
∑
b′
θˆg(D
∗
b′)
)2
.
Note that these terms only depend on B evaluations of θˆg(·) for g = 0, . . . , G,
which drastically speed up computation compared to naive computation of the
intervals. We evaluate the actual coverage of intervals formed via this simplified
bootstrap procedure in Section 4.
Note that the confidence intervals described above are only expected to be
valid in the large-sample limit and for a small number of estimators G. For
small sample size, the selection procedure might select a biased estimator with
high probability. In this case, bootstrap confidence intervals are not reliable in
general. If the procedure is tasked to select among a large number of estimators,
a selective inference approach might be appropriate (Taylor and Tibshirani,
2015).
4 Applications
In this section, we discuss applications of the proposed methodology. Compared
to existing literature on model selection for causal effects, instead of selecting
among nuisance parameter models, we consider shrinking between different func-
tionals of the data generating distribution. As we will see, doing so can lead
to drastic improvements in the mean-squared error. However, there is no free
lunch. Compared to the baseline procedure, for fixed n, model selection can
lead to increased risk in parts of the parameter space.
In the following we will use potential outcomes to define causal effects. We
are interested in the causal effect of a treatment T ∈ {0, 1} on an outcome Y .
We use the potential outcome framework (Rubin, 1974; Splawa-Neyman et al.,
1990). Let Y (1) denote the potential outcome under treatment T = 1 and Y (0)
the potential outcome under treatment T = 0. We assume a superpopulation
model, i.e. Y (1) and Y (0) are random variables. In the following, the goal is to
estimate the average treatment effect
θ0 = E[Y (1)− Y (0)]. (7)
Many methods have been designed to estimate (7) and these methods operate
under a variety of assumptions. We present several applications that are based
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on different sets of assumptions for identifying (7). In each of the cases, we
compare the proposed method (6, termed “targeted selection”) with the cross-
validation procedure (1) and with a baseline estimator. The code can be found
at github.com/rothenhaeusler/tms.
4.1 Observational studies
In observational studies, it is common practice to estimate causal effects un-
der the assumption of unconfoundedness and under the overlap assumption.
Roughly speaking, the overlap assumption states that treatment assignment
probabilities are bounded away from zero and one, conditional on covariates
X. If these assumptions are met, it is possible to identify the average treat-
ment effect via matching, inverse probability weighting, regression adjustment,
or doubly robust methods (Hernan and Robins, 2020; Imbens and Wooldridge,
2009). However, if the overlap is limited, estimating the average treatment effect
can be unreliable.
To deal with the issue of limited overlap, researchers sometimes switch to
different estimands such as the average effect on the treated (ATT) or the overlap
weighted effect (Crump et al., 2006). In the following, we will focus on the
overlap-weighted effect as it is the causal contrast that can be estimated with
the lowest asymptotic variance in certain scenarios (Crump et al., 2006). The
overlap-weighted effect is defined as
θ1 =
E[p(T = 1|X)(1− p(T = 1|X))τ(X)]
E[p(T = 1|X)(1− p(T = 1|X))] ,
where τ(x) = E[Y (1) − Y (0)|X = x]. Note that if the treatment effect is
homogeneous τ(x) ≡ const., then the overlap-weighted effect and the average
treatment effect coincide, that means θ1 = θ0. Thus, shrinkage towards an
efficient estimator of the overlap effect is potentially beneficial under treatment
effect homogeneity.
We investigate shrinking between estimators of the average treatment effect
and the overlap-weighted effect in a data-driven way. The proposed model
selection tool will be used to trade off bias and variance.
4.1.1 The data set
We observe 1000 independent and identically distributed draws (Yi(Ti), Ti, Xi)
of a distribution P, where the Xi are covariates. The data generating process
was chosen such that there is limited overlap, i.e. P[T = 1|X = 0] ≈ 0 and
that the unconfoundedness assumptions holds, that means (Y (0), Y (1)) ⊥ T |X
(Rosenbaum and Rubin, 1983). As discussed above, the causal effect can be
estimated via doubly robust methods such as augmented inverse probability
weighting, among others (Hernan and Robins, 2020). The data is generated
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according to the following equations:
Y ∼ N (0, 1)
X ∼ Ber(.5)
T ∼
{
Ber(.7) if X = 1,
Ber(.05) if X = 0,
Y (t) =
X
2
+ t+ 3ts2X + Y ,
(8)
where s ∈ [0, 1]. For s = 0, the treatment effect is homogeneous as τ(x) ≡ 1.
Thus, for s = 0, the overlap-weighted effect coincides with the average treatment
effect.
4.1.2 The estimators
We can estimate that average treatment effect via augmented inverse probability
weighting (Robins et al., 1994),
θˆ0 = µˆ1 − µˆ0,
where
µˆa =
1
n
n∑
i=1
Yi1Ti=a
pˆ(Ti|Xi) −
1Ti=a − pˆ(Ti|Xi)
pˆ(Ti|Xi) Qˆ(Xi, a),
and where Qˆ(x, t) is the empirical mean of Y given X = x and T = t and pˆ(·|·)
are empirical probabilities. Similarly as above, we can estimate the overlap
effect by augmented probability weighting,
θˆ1 =
ηˆ1 − ηˆ0
1
n
∑
i pˆ(Ti = 1|Xi)(1− pˆ(Ti = 1|Xi))
,
where
ηˆa =
1
n
n∑
i=1
Yi1Ti=a(1− pˆ(Ti|Xi))
− (1Ti=a − pˆ(Ti|Xi))(1− pˆ(Ti|Xi))Qˆ(Xi, a).
For w ∈ {1/10, . . . , 9/10} we define
θˆw = (1− w)θˆ0 + wθˆ1. (9)
For s ≈ 0, due to treatment effect homogeneity we expect E[(θˆ1 − θ0)2] <
E[(θˆ0 − θ0)2]. For s ≈ 1, we expect E[(θˆ1 − θ0)2] > E[(θˆ0 − θ0)2]. In the first
case, the optimal estimator is θˆw with w ≈ 0. In the second case the optimal
estimator is θˆw with w ≈ 1.
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Figure 1: Mean-squared error R(wˆ) where wˆ is selected via the cross-validation
criterion or targeted selection. The data is drawn according to equation (8).
Cross-validation and targeted selection are used to shrink between the AIPW
ATE estimator and the AIPW overlap estimator. The proposed method per-
forms equal or better than cross-validation across most s ∈ [0, 1].
4.1.3 Results
The mean-squared error of the estimator selected by targeted selection and 10-
fold cross-validation is depicted in Figure 1. Results are averaged across 200
simulation runs. For s < .3, targeted selection outperforms the baseline esti-
mator θˆ0. For .3 < s < .8, targeted selection performs worse than θˆ0. Over
almost the entire range s ∈ [0, 1], the proposed approach has equal or lower
mean-squared error than cross-validation. We also evaluated the realized cov-
erage of bootstrap confidence intervals with nominal coverage 95% as described
in Section 3.5. Across s ∈ [0, 1], the minimal realized coverage is 93%. The
maximal realized coverage is 97%. Averaged across all s ∈ [0, 1], the overall
coverage is 94.9%.
4.2 Instrumental variables and data fusion
The instrumental variables approach is a widely-used method to estimate causal
effect of a treatment T on a target outcome Y in the presence of confounding
(Wright, 1928; Bowden and Turkington, 1990; Angrist et al., 1996). Roughly
speaking, the method relies on a predictor I (called the instrument) of the
treatment T that is not associated with the error term of the outcome Y . We
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will not discuss the assumptions behind instrumental variables in detail, but
refer the interested reader to Hernan and Robins (2020). We will focus on
the case, where I, T and Y are one-dimensional. Under IV assumptions and
linearity, the target quantity can be re-written as
θ0 = E[Y (1)− Y (0)] = Cov(I, Y )
Cov(I, T )
.
Estimating this quantity can be challenging if the instrument is weak, i.e. if
Cov(I, T ) ≈ 0. In this case, the approach can benefit from shrinkage towards
the ordinary least-squares solution (Nagar, 1959; Theil, 1961; Rothenha¨usler
et al., 2020; Jakobsen and Peters, 2020). Doing so may decrease the variance
but generally introduces bias. We will focus on the case where we have some
additional observational data, where we observe T and Y , but where the instru-
ment I is unobserved.
4.2.1 The data set
We draw 500 i.i.d. observations according to the following equations:
I,H, T , Y ∼ N (0, 1)
T =
I
2
+H + T
Y (t) = t− s2H + Y
(10)
We vary s ∈ [0, 2], which corresponds to the strength of confounding between
X and Y . We observe (Ti, Yi(Ti), Ii) for i = 1, . . . , 500. We also assume that we
have access to a larger data set i = 501, . . . , 1000 with incomplete observations.
To be more precise, on this data set we only observe X and Y , but not the
instrument I. Formally, for i = 501, . . . , 1000 we observe (Ti, Yi(Ti)) drawn
according to equation (10).
4.2.2 The estimators
In the linear case, the instrumental variables approach can be written as
bˆIV =
Cˆov(I, Y )
Cˆov(I, T )
,
where Cˆov denotes the empirical covariance over the observations i = 1, . . . , 500.
To deal with the weak instrument, we will consider shrinking the instrumental
variables estimator torwards ordinary least-squares,
bˆOLS = argmin
b
min
c
Eˆ[(Y − Tb− c)2],
where Eˆ denotes the empirical expectation over the observations i = 1, . . . , 1000.
Shrinking towards the ordinary least-squares solution will introduce some bias
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Figure 2: Mean-squared error R(wˆ) where wˆ is selected via the cross-validation
criterion or targeted selection. The data is drawn according to equation (10).
Cross-validation and targeted selection is used to stabilize the instrumental
variables approach by shrinking the estimate towards ordinary least-squares.
The proposed method performs equal or better than cross-validation across all
s ∈ [0, 2].
if s 6= 0, but potentially decreases variance. As candidate estimators, for any
w ∈ {0/10, 1/10, . . . , 10/10} we consider convex combinations of OLS and IV,
θˆw = wbˆOLS + (1− w)bˆIV.
4.2.3 Results
The mean-squared error of the estimator selected by targeted selection and 10-
fold cross-validation is depicted in Figure 2. Results are averaged across 200
simulation runs. Over the entire range s ∈ [0, 2], the proposed approach out-
performs cross-validation. For s ≈ 0, targeted selection outperforms the IV
approach. For s > .5, the proposed approach performs worse than the IV ap-
proach. For s ≈ 2, the proposed approach performs similar to the IV approach.
We evaluated the realized coverage of confidence intervals with nominal coverage
95% as described in Section 3.5. Across s ∈ [0, 2], the minimal realized cover-
age was 89.5%. The maximal realized coverage was 98.5%. Averaged across all
s ∈ [0, 2], the overall realized coverage was 94.5%.
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4.3 Experiment with proxy outcome
One of the most popular estimators for causal effects in experimental settings
is difference-in-means. To improve variance, it is possible to adjust for pre-
treatment covariates, see for example Lin (2013); Deng et al. (2013). This
raises the question whether post-treatment covariates can be used to improve
the precision of causal effect estimates. This is indeed the case under additional
assumptions. For example, in some cases, the treatment effect can be written
as the product
θ0 = E[Y |T = 1]− E[Y |T = 0] = θT→P · θP→Y , (11)
where θT→P = E[P |T = 1]− E[P |T = 0] is the effect of the treatment on some
surrogate or proxy outcome P ∈ {0, 1}; and θP→Y = E[Y |P = 1]− E[Y |P = 0]
is the effect of the proxy on the outcome. It is well-known that estimators that
make use of such decompositions can outperform the standard difference-in-
means estimator in terms of asymptotic variance (Tsiatis, 2007; Athey et al.,
2019; Guo and Perkovic´, 2020). However, doing so can introduce bias if equa-
tion (11) does not hold. We will use the proposed model selection procedure
to shrink between difference-in-means and an estimator that is unbiased if the
treatment effect decomposition in equation (11) holds.
4.3.1 The data set
We consider a simple experimental setting with a post-treatment variable P .
For simplicity, let us consider an experiment with binary treatment T ∈ {0, 1},
a binary proxy outcome P ∈ {0, 1} and outcome Y . We draw 200 i.i.d. obser-
vations according to the following equations:
T ∼ Ber(.5)
P , Y ∼ N (0, 1)
P (t) = 1p≤t
Y (t) =
1
2
P (t) + s2t+ Y
(12)
For s = 0, the outcome Y (T ) is conditionally independent of the treatment,
given the proxy P (T ). In this case, the average treatment effect can be written
in product form, θ0 = θT→P · θP→Y , and this decomposition can be leveraged
for estimation. For s 6= 0, this decomposition does not hold.
4.3.2 The estimators
The standard estimator to estimate causal effects from experiments is difference-
in-means,
θˆ0 =
1∑
Ti
∑
i:Ti=1
Yi − 1∑
(1− Ti)
∑
i:Ti=0
Yi.
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If the proxy outcome is a valid surrogate, i.e. if
Y ⊥ T |P,
we can rewrite θ0 as
θ0 = E[Y |T = 1]− E[Y |T = 0]
= E[E[Y |P = 1]P + E[Y |P = 0](1− P )|T = 1]
− E[E[Y |P = 1]P + E[Y |P = 0](1− P )|T = 0]
= (E[Y |P = 1]− E[Y |P = 0]) (E[P |T = 1]− E[P |T = 0])
= θT→P · θP→Y .
Thus, in this case, we can also consider the product estimator
θˆ1 =
(
1∑
Ti
∑
i:Ti=1
Pi − 1∑
(1− Ti)
∑
i:Ti=0
Pi
)
·
(
1∑
Pi
∑
i:Pi=1
Yi − 1∑
(1− Pi)
∑
i:Pi=0
Yi
)
We shrink between these two estimators, i.e. for w ∈ {1/10, . . . , 9/10} we define
θˆw = (1− w)θˆ0 + wθˆ1.
4.3.3 Results
The mean-squared error of the estimator selected by targeted selection and 10-
fold cross-validation is depicted in Figure 3. Results are averaged across 200
simulation runs. Similarly as above, targeted selection performs similar or bet-
ter than cross-validation. Targeted selection performs better than the baseline
model for s < .4. The proposed procedure performs worse than the baseline
procedure in the regime s ∈ [.5, 1]. For s ≥ 1, targeted selection approaches
the performance of difference-in-means. We evaluated the realized coverage of
confidence intervals with nominal coverage 95% as described in Section 3.5.
Across s ∈ [0, 1.2], the minimal realized coverage was 93%. The maximal real-
ized coverage was 96%. Averaged across all s ∈ [0, 1], the overall coverage was
94.6%.
5 Conclusion
We have introduced a method that allows to conduct targeted parameter se-
lection by estimating the bias and variance of candidate estimators. The the-
oretical justification of the method relies on a linear asymptotic expansion of
the estimator. The method is very general and can be used in both parametric
and semi-parametric settings. Under regularity conditions, we showed that the
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Figure 3: Mean-squared error R(wˆ) where wˆ is selected via the cross-validation
criterion or the targeted selection. The data is drawn according to equation (12).
Cross-validation and targeted selection is used to stabilize the difference-in-
means estimator by shrinking towards an estimator that makes use of a proxy
outcome. The proposed method performs similar or better than cross-validation
across s ∈ [0, 1.2].
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proposed criterion has asymptotically equal or lower variance than competing
procedures based on sample splitting. In addition, we showed that for n→∞,
the modified risk criterion selects models with lower or equal risk than the base-
line estimator θˆ0. Furthermore, we discussed a computational shortcut to obtain
bootstrap confidence intervals.
In simulations, we showed that the method selects reasonable models and
outperforms the cross-validation procedure in most scenarios. The proposed
method can decrease variance if the competing estimators are approximately
unbiased. However, there is no free lunch. In transitional regimes, for fixed
n, the estimator can perform worse than the baseline estimator θˆ0. This is
to be expected from statistical theory, see for example the discussion of the
Hodge-Le Cam estimator in (Van der Vaart, 2000).
The theoretical justification of the proposed method relies on a linear ap-
proximation of the estimator in a neighborhood of the parameter values θg.
Thus, it would be important to understand the performance of the method in
scenarios where parameter estimates of some of the estimators are far from the
parameter values. To quantify uncertainty, we develop a modified bootstrap
procedure. If the procedure is tasked to select among a large number of esti-
mators, a selective inference approach might be more appropriate (Taylor and
Tibshirani, 2015). In Section 4.2, we have seen some preliminary evidence that
the proposed methodology may be used to combine knowledge across data sets.
The proposed method is not tailored to this special case. Thus, we believe that
it would be exciting to investigate whether the model selection can be further
improved for data fusion tasks.
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6 Appendix
This appendix contains proofs for the theoretical results in the main paper.
6.1 Proof of Theorem 1
Proof. Case 1: θ0 = θg
First, note that as E[eg(n)2] = o(1/n) and as E[θˆg]− θg = o(1/
√
n),
E[(θˆg − θ0)2] = 1
n
Var(ψg) + o
(
1
n
)
.
By assumption,
nVˆar(θˆg − θˆ0)−Var(ψg − ψ0) = oP (1).
Similarly,
nVˆar(θˆg)−Var(θg) = oP (1).
Combining these equations with the definition of Rˆ(g),
Rˆ(g) = (
1
n
n∑
i=1
ψg(Di)− ψ0(Di))2 − 1
n
Var(ψg − ψ0) + 1
n
Var(ψg) + oP (1/n).
Using the Central Limit Theorem, 1√
n
∑n
i=1 ψg(Di) − ψ0(Di) converges to a
Gaussian random variable with mean zero and variance Var(ψg − ψ0). Thus,
n
(
Rˆ(g)− E[(θˆg − θ0)2]
)
= n
 1
n
(
1√
n
n∑
i=1
ψg(Di)− ψ0(Di)
)2
− 1
n
Var(ψg − ψ0)
+ oP (1)
=
(
1√
n
n∑
i=1
ψg(Di)− ψ0(Di)
)2
−Var(ψg − ψ0) + oP (1)
converges to a random variable with mean zero. This concludes the proof of the
case θg = θ0.
Case 2: θg 6= θ0
Similarly as above, we can show that
Rˆ(g) = (θg − θ0)2 + 2(θg − θ0) 1
n
n∑
i=1
ψg(Di)− ψ0(Di) + oP (1/
√
n),
and
E[(θˆg − θ0)2] = (θg − θ0)2 + o(1/
√
n).
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Thus,
√
n(Rˆ(g)− E[(θˆg − θ0)2]) = 2(θg − θ0) 1√
n
n∑
i=1
ψg(Di)− ψ0(Di) + oP (1) (13)
Using the CLT, 1√
n
∑n
i=1 ψg(Di) − ψ0(Di) converges to a centered Gaussian
random variable with variance Var(ψg(D1)− ψ0(D1)). Using this fact in equa-
tion (13) concludes the proof.
6.2 Proof of Theorem 2
Proof. Case 1: θg = θ0. Let Sk = {i : Di ∈ D1,k}. Analogously as in the proof
of Theorem 1, it follows that
n(R˜(g)− E[(θˆg − θ0)2]) =
n
 1
K
∑
k
 1
|Sk|
∑
i∈Sk
ψg(Di)− 1
n− |Sk|
∑
i 6∈Sk
ψ0(Di)
2 − 1
n
Var(ψg)
+ oP (1).
Recall that |Sk| ∼ n(K − 1)/K. Using the CLT, for every k = 1, . . . ,K,
√
n
 1
|Sk|
∑
i∈Sk
ψg(Di)− 1
n− |Sk|
∑
i6∈Sk
ψ0(Di)

converges to a centered Gaussian random variable with variance
1
1− αVar(ψg(D1)) +
1
α
Var(ψ0(D1)),
where α = 1K . Hence,
n
 1
K
∑
k
 1
|Sk|
∑
i∈Sk
ψg(Di)− 1
n− |Sk|
∑
i 6∈Sk
ψ0(Di)
2 − 1
n
Var(ψg)

converges to a random variable with asymptotic mean
α
(1− α)Var(ψg(D1)) +
1
α
Var(ψ0(D1)).
As Var(ψg(D1)) 6= Var(ψ0(D1)), the asymptotic mean of n(R˜(g)−E[(θˆg−θ0)2])
is a nonzero quantity that depends on g. This concludes the proof of case 1.
Case 2: θ 6= θ0
Similarly as above, we can show that
R˜(g) = (θg − θ0)2 + 2(θg − θ0) 1
n
n∑
i=1
ψg(Di)− ψ0(Di) + oP (1/
√
n).
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Thus,
√
n(R˜(g)− E[(θˆg − θ0)2]) = 2(θg − θ0) 1√
n
n∑
i=1
ψg(Di)− ψ0(Di) + oP (1). (14)
Using the CLT, 1√
n
∑n
i=1 ψg(Di) − ψ0(Di) converges to a centered Gaussian
random variable with variance Var(ψg(D1)− ψ0(D1)). Using this fact in equa-
tion (14) concludes the proof.
6.3 Proof of Theorem 3
Proof. Case 1: θg = θ0
Let Sk = {i : Di ∈ D1,k}. Inspecting the proof of Theorem 1 we obtain that
n
(
Rˆ(g)− E[(θˆg − θ0)2]
)
=
(
1√
n
n∑
i=1
ψg(Di)− ψ0(Di)
)2
−Var(ψg − ψ0) + oP (1).
Multiplying with α = 1/K, we can rewrite this as
n
K
(
Rˆ(g)− E[(θˆg − θ0)2]
)
=
(
1√
K
√
n
n∑
i=1
ψg(Di)− ψ0(Di)
)2
− 1
K
Var(ψg − ψ0) + oP (1).
Writing Zk =
1√
αn
∑
i 6∈Sk ψg(Di) and Xk =
1√
αn
∑
i 6∈Sk ψ0(Di) and using α =
1
K we obtain
n
K
(
Rˆ(g)− E[(θˆg − θ0)2]
)
=
(
1
K
K∑
k=1
Zk −Xk
)2
− 1
K
Var(ψg − ψ0) + oP (1).
Similarly, by inspecting the proof of Theorem 2,
n(R˜(g)− E[(θˆg − θ0)2]) =
n
 1
K
∑
k
 1
|Sk|
∑
i∈Sk
ψg(Di)− 1
n− |Sk|
∑
i 6∈Sk
ψ0(Di)
2 − 1
n
Var(ψg)
+ oP (1).
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We have (n − |Sk|) ∼ αn, and |Sk| ∼ (K − 1)αn. Thus, multiplying with
α = 1/K we can rewrite this as
n
K
(R˜(g)− E[(θˆg − θ0)2]) =
αn
(
1
K
∑
k
 1
K − 1
1
αn
∑
i∈Sk
ψg(Di)− 1
αn
∑
i 6∈Sk
ψ0(Di)
2
− 1
n
Var(ψg)
)
+ oP (1).
=
1
K
∑
k
 1
K − 1
1√
αn
∑
i∈Sk
ψg(Di)− 1√
αn
∑
i 6∈Sk
ψ0(Di)
2
− 1
K
Var(ψg) + oP (1)
=
1
K
∑
k
 1
K − 1
∑
j 6=k
Zj −Xk
2 − 1
K
Var(ψg) + oP (1).
Thus, to complete the proof, we have to show that the asymptotic variance of
the first term is larger than the asymptotic variance of the second term:
n
K
(R˜(g)− E[(θˆg − θ0)2])
=
1
K
∑
k
 1
K − 1
∑
j 6=k
Zj −Xk
2 − 1
K
Var(ψg) + oP (1)
n
K
(
Rˆ(g)− E[(θˆg − θ0)2]
)
=
(
1
K
K∑
k=1
Zk −Xk
)2
− 1
K
Var(ψg − ψ0) + oP (1).
Using the CLT, for n→∞ and K fixed, (X1, . . . , XK , Z1, . . . , ZK) converge to
a centered multivariate Gaussian vector with non-degenerate variance. Hence,
without loss of generality in the following we can assume that the vector
(X1, . . . , XK , Z1, . . . , ZK)
is multivariate Gaussian. Recall that we assume |Cor(ψg, ψ0)| 6= 1. Thus we
also have |Cor(Zj , Xj)| 6= 1. Using Lemma 1 completes the proof of case 1.
Case 2: θg 6= θ0
Inspecting the proofs of Theorem 1 and Theorem 2, we obtain that in the
case θg = θ0, the asymptotic variance of
√
n(Rˆ(g)− E[(θˆg − θ0)2] is
4(θg − θ0)2Var(ψg(D1)− ψ0(D1)), (15)
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which is the same as the asymptotic variance of
√
n(R˜(g)−E[(θˆg − θ0)2]). This
concludes the proof.
6.4 Auxiliary Lemmas
Lemma 1. Let (Zi, Xi) be i.i.d. Gaussian with mean zero and nonzero variance
and |Cor(Zi, Xi)| 6= 1. Let K ≥ 2. Then,
Var
( 1
K
K∑
i=1
Zi −Xi
)2 < Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj −Xi
2
 . (16)
Proof. As (Zi, Xi) are multivariate Gaussian and |Cor(Zi, Xi)| 6= 1, Xi = αZi+
i, for some α ∈ R, where (i)i is centered Gaussian and independent of (Zi)i
with nonzero variance. Thus, it suffices to show that
Var
( 1
K
K∑
i=1
Zi − αZi − i
)2 < Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi − i
2
 .
(17)
On the left-hand side of equation (17), we have
Var
( 1
K
K∑
i=1
Zi − αZi
)2
− 2 1
K
K∑
i=1
(Zi − αZi) 1
K
K∑
i=1
i +
(
1
K
K∑
i=1
i
)2
= Var
( 1
K
K∑
i=1
Zi − αZi
)2+ 4Var( 1
K
K∑
i=1
(Zi − αZi)
)
Var
(
1
K
K∑
i=1
i
)
+ Var
( 1
K
K∑
i=1
i
)2
On the right-hand side of equation (17) we have
Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi
2 − 2
K
K∑
i=1
i
1
(K − 1)
∑
j 6=i
Zj − αZi + 1
K
K∑
i=1
(i)
2

= Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi
2
+ 4Var
 1
K
K∑
i=1
i
1
(K − 1)
∑
j 6=i
Zj − αZi

+ Var
(
1
K
K∑
i=1
(i)
2
)
.
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Thus, it suffices to show that the following three inequalities hold:
Var
( 1
K
K∑
i=1
Zi − αZi
)2 ≤ Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi
2

Var
( 1
K
K∑
i=1
i
)2 < Var( 1
K
K∑
i=1
(i)
2
)
4Var
(
1
K
K∑
i=1
(Zi − αZi)
)
Var
(
1
K
K∑
i=1
i
)
≤ 4Var
 1
K
K∑
i=1
i
1
(K − 1)
∑
j 6=i
Zj − αZi

The first two inequalities follow from Lemma 2 and Lemma 3. Let us now deal
with the last term.
Var
 1
K
K∑
i=1
i
1
(K − 1)
∑
j 6=i
Zj − αZi
−Var( 1
K
K∑
i=1
(Zi − αZi)
)
Var
(
1
K
K∑
i=1
i
)
=
∑
i 6=j
Var
(
1
K
i
1
(K − 1)Zj
)
+
∑
i
Var
(
1
K
αiZi
)
− (1− α)2 1
K2
Var(Z1)Var(1)
= Var(1)Var(Z1)
(
1
K(K − 1) +
α2
K
− (1− α)2 1
K2
)
Thus, it suffices to show that
1
K(K − 1) −
1
K2
+
α2
K
− α
2
K2
+ 2α
1
K2
≥ 0
Or, equivalently,
1
K2(K − 1) +
α2(K − 1)
K2
+ 2α
1
K2
≥ 0. (18)
Dividing by (K − 1)/K2 yields
1
(K − 1)2 + α
2 + 2
α
(K − 1) ≥ 0.
The left term can be written as(
1
(K − 1) + α
)2
.
This shows the inequality in equation (18), which completes the proof.
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Lemma 2. Let i be i.i.d. centered Gaussian random variables with nonzero
variance and K ≥ 2. Then,
Var
( 1
K
∑
i
i
)2 < Var( 1
K
K∑
i=1
(i)
2
)
(19)
Proof. On the left-hand side of equation (19) we have
1
K2
Var(21).
On the right-hand side of equation (19) we have
1
K
Var(21).
This completes the proof.
Lemma 3. Let Zi be i.i.d. centered Gaussian random variables and K ≥ 2.
Then,
Var
( 1
K
∑
i
Zi − αZi
)2 ≤ Var
 1
K
K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi
2
 .
Proof. It suffices to show that
Var
( 1√
K
∑
i
Zi − αZi
)2 ≤ Var
 K∑
i=1
 1
K − 1
∑
j 6=i
Zj − αZi
2
 . (20)
On the left-hand side we have
(1− α)4Var(Z21 ).
On the right-hand side of equation (20) we have
Var
 1
(K − 1)
∑
i
Z2i +
(K − 2)
(K − 1)2
∑
i>j
2ZiZj −
∑
i>j
α
(K − 1)4ZiZj + α
2
K∑
i=1
Z2i

= K(
1
(K − 1) + α
2)2Var(Z21 ) + (
(K − 2)
(K − 1)2 −
2α
(K − 1))
2K(K − 1)
2
2Var(Z21 )
= Var(Z21 )(Kα
4 − α (K − 2)4K
(K − 1)2 + α
2(2
K
(K − 1) + 4
K
(K − 1))
+
K(K − 1) +K(K − 2)2
(K − 1)3 )
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Using the two inequalities above, it suffices to show that for all α and all K ≥ 2,
Kα4 + 6α2
K
(K − 1) − α
(K − 2)4K
(K − 1)2 +
K(K − 1) +K(K − 2)2
(K − 1)3
≥α4 − 4α3 + 6α2 − 4α+ 1
Rearranging, it suffices to show that
(K − 1)α4 + 4α3 + 6α2 1
(K − 1) + α
4
(K − 1)2
+
K(K − 1) +K(K − 2)2 − (K − 1)3
(K − 1)3 ≥ 0.
Multiplying with (K − 1), this is equivalent to
(K − 1)2α4 + 4α3(K − 1) + 6α2
+ α
4
(K − 1) +
K(K − 1) +K(K − 2)2 − (K − 1)3
(K − 1)2 ≥ 0,
which is equivalent to
(K − 1)2α4 + 4α3(K − 1) + 6α2 + α 4
(K − 1)
+
K2 −K +K3 − 4K2 + 4K −K3 + 3K2 − 3K + 1
(K − 1)2 ≥ 0.
This inequality is equivalent to
(K − 1)2α4 + 4α3(K − 1) + 6α2 + α 4
(K − 1) +
1
(K − 1)2 ≥ 0. (21)
Rearranging the left-hand side, we obtain
(K − 1)2
(
α+
1
(K − 1)
)4
.
This proves the inequality of equation (21), which completes the proof.
6.5 Proof of Corollary 1
Proof. By assumption, we have θˆg − θˆ0 = θg − θ0 +OP (1/
√
n). If θg − θ0 6= 0,
Rˆmod(g) = (θg − θ0)2 +OP (1/
√
n).
On the other hand, if θg = θ0,
Rˆmod(g) = OP (1/n).
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Thus,
P[θgˆ = θ0]→ 1.
Now consider any g with θg = θ0 and Var(ψg) > Var(ψ0). Then,
Rˆmod(g) ≥ Var(θˆg) + oP (1/n),
and
Rˆmod(0) = Var(θˆ0) + oP (1/n).
By assumption, Var(θˆg) =
1
nVar(ψg)+o(1/n) and Var(θˆ0) =
1
nVar(ψ0)+o(1/n).
Furthermore, by assumption Var(ψg) > Var(ψ0). Thus, limn nRˆ
mod(0) <
limn nRˆ
mod(g) for n → ∞. As this holds for all g with Var(ψg) > Var(ψ0)
for n→∞, this concludes the proof.
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