The Euclidean distance-based classifier is often used to classify an observation into one of several populations in high-dimensional data. One of the most important problems in discriminant analysis is estimating the probability of misclassification. In this paper, we propose a consistent estimator of misclassification probabilities when the dimension of the vector, p, may exceed the sample size, N , and the underlying distribution need not necessarily be normal. A new estimator of quadratic form is also obtained as a by-product. Finally, we numerically verify the high accuracy of our proposed estimator in finite sample applications, inclusive of high-dimensional scenarios.
Introduction
In this paper, we focus on a discrimination problem that is concerned with the allocation of a given object, x, a random vector represented by a set of features (x 1 , . . . , x p ), to one of two populations, Π 1 and Π 2 . Let x be an observation vector into one of the two population groups Π 1 and Π 2 . Then, we assume that Here, (C1) is a weaker condition than (C2). However, under (C2), assumptions about the mean vector and covariance become weak.
We are interested in investigating the discrimination procedure that can accommodate p > max{N 1 , N 2 } cases, with the main focus on the performance accuracy in the asymptotic framework that allows p to grow together with N 1 and N 2 . Recently, Aoshima and Yata (2014) considered the Euclidean distance-based classifier for the high-dimensional multi-class problem with different class covariance matrices. Aoshima and Yata (2014) proposed the Euclidean distance discriminant function as
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Then, the Euclidean distance discriminant rule given by W assigns a new observation x to Π 1 if W > c, and to Π 2 otherwise, where c is an appropriate cut-off point. In particular, Aoshima and Yata (2014) derived asymptotic conditions to ensure that the expected misclassification error converges to zero and obtained an asymptotic approximation of the misclassification probability.
In this study, we focus on the misclassification probability of the Euclidean distance discriminant rule. For a specific c, the performance accuracy of the Euclidean distance discriminant rule will be represented by the resulting pair of misclassification error probabilities. More specifically, we define the misclassification probability of the Euclidean distance discriminant rule by
Our main objective is to derive the limiting value of the misclassification probability and propose a consistent and asymptotically unbiased estimator in high-dimensional settings. In general, it is difficult to obtain the exact value of the misclassification probability. Many studies have attempted to obtain asymptotic approximations for the misclassification probability of the Fisher linear discriminant rule when p < N 1 + N 2 − 2 under a framework where N 1 and N 2 are large and p is fixed. For a review of these results, see, e.g., Okamoto (1963 Okamoto ( , 1968 and Siotani (1982) . An asymptotic approximations under a framework where N 1 , N 2 , and p are all large have also been studied (see, e.g., Lachenbruch (1968) and Fujikoshi and Seo (1998) ). Fujikoshi (2000) obtained an explicit formula of error bounds for an approximation of the misclassification probability. Further, Konishi and Honda (1990) and Kubokawa et al. (2013) deal with estimation of misclassification error probabilities of the Fisher linear discriminant rule. Recently, Aoshima and Yata (2014) showed the asymptotic normality of the Euclidean distance discriminant rule under the high-dimensional asymptotic framework
and some assumptions, which represents the relationship between the quadratic forms δ ′ Σ (g) δ and the sum of traces (see (A2') in Section 2 for details). Here, δ = µ 1 − µ 2 . In this paper, we derive the limiting value of the misclassification probability under (C1) and the above assumptions or under (C2) and assumptions that are weaker than the above assumptions. By deriving an estimator of unknown values among the limiting values of misclassification probabilities, we propose a consistent and asymptotically unbiased estimator of misclassification probabilities. Further, we derive the unbiased estimator of δ ′ Σ (g) δ as a by-product. The remainder of this paper is organized as follows. In Section 2, we show the asymptotic normality of the Euclidean distance discriminant rule. In Section 3, we derive a consistent estimator of misclassification probabilities. Further, the limiting approximations of the defined cut-off point are established by using this estimator. Section 4 summarizes the results of numerical experiments conducted to verify the validity of the proposed estimators along with a number of high-dimensional scenarios where p far exceeds the sample size. Finally, we conclude the paper in Section 5 and present some auxiliary lemmas in the Appendix.
Asymptotic normality of Euclidean distance-based classifier
In this section, we show the asymptotic normality of the Euclidean distancebased classifier W . It is difficult to obtain the exact distribution of the Euclidean distance-based classifier. We assume the high-dimensional asymptotic framework (A0) and also make the following assumptions:
lim
Aoshima and Yata (2014) proved asymptotic normality by assuming (C1), (A0), (A1) and
instead of (A2) and (A3). Here,
(1) 2
Note that assumptions (A2) and (A3) are weaker than assumption (A2'). Assuming stronger condition (C2) than the condition (C1), we can relax the assumption (A2'). The following theorem establishes the asymptotic normality of W not only under (C1), (A0), (A1) and (A2'), but also under (C2), (A0)-(A3). 
First, we show the asymptotic normality of T under (C1),(A0),(A1) and (A2'). From Lemma A.2, it holds that
where (2014), we show the asymptotic normality of T under (C1),(A0),(A1) and (A2').
Next, we show the asymptotic normality of
, where
Define
Thus, ϵ i is a martingale difference sequence. To apply the martingale central limit theorem, we need to show that
and
. We show the first part of (2.1). Note that
We need to show that Var[
By applying the Cauchy-Schwarz inequality,
Hence, the proof for the first part of (2.1) is complete.
To show the second part of (2.1) we decompose ϵ i into the sum of three parts,
By applying Hölder's inequality, E[ϵ
]. Thus, we need to show that
This proves the second part of (2.1) and completes the proof of the asymptotic normality of W under (C2),(A0)-(A3). □
Estimation of misclassification probability
By using Theorem 2.1, we obtain the limiting values of misclassification probabilities as
The limiting values (3.1) include the unknown values δ ′ δ and σ g . We use an unbiased estimator of δ ′ δ:
The unbiased estimator δ ′ δ has been used in two sample tests (Chen and Qin (2010), Aoshima and Yata (2011)). Now consider the estimator of σ g . We define the unbiased estimators of trΣ
The unbiased estimator trΣ (g) 2 was proposed by Himeno and Yamada (2014) and Srivastava et al. (2014) , and they showed the consistency of this estimator. Further, note that trΣ (g) 2 is the same as that proposed by . In this paper, we derive the unbiased estimator δ ′ Σ (g) δ, and we investigate the leading term of variance of these estimators (see Appendix). By using these estimators, we propose the estimator of σ g . We provide the truncated estimator
so that the estimator of σ g may be negative. Then it holds that
under (C1), (A0) and (A1) or (C2), (A0) and (A1). From (3.3) and (3.4), it holds that
under (C1), (A0) and (A1) or (C2), (A0) and (A1). By assigning the truncated estimator (3.2) to the portion of σ g that may be negative, we propose
From (ii) in Lemma A.3 and (3.5), under (C1), (A0) and (A1) or (C2), (A0) and (A1),
By replacing the unknown values in (3.1) with their estimators δ ′ δ and σ 2 g , we can propose e(g ′ |g) = Φ ( w g ) (g,
The following lemma provides the asymptotic properties of the estimator e(g ′ |g).
Lemma 3.1. Under (C1), (A0) and (A1) or (C2), (A0) and (A1), it holds that
Proof. First, we show statement when lim
under (C1), (A0) and (A1) or (C2), (A0) and (A1). From (3.6) and (3.7),
Here, ξ is some positive constant that satisfies ξ ∈ (0, 1). Then, J 1 → 0 under (C1), (A0) and (A1) or (C2), (A0) and (A1). Now, we evaluate J 2 when w > 0. It can be expressed as
.
The right-hand side of the above inequality converges to 0. Thus, J 2 → 0 under (C1), (A0) and (A1) or (C2), (A0) and (A1). Similarly, we can prove that J 2 → 0 when w g ≤ 0. Thus, we get |Φ(
Next, we show statement when lim N 1 ,N 2 ,p→∞ |w g | < ∞. From (i)-(iv) in Lemma A.3, under (C1), (A0) and (A1) or (C2), (A0) and (A1),
) . Thus, the proof is complete. □ Using Lemma 3.1 and (3.1), we obtain the following theorem. 
Proof. From Lemma 3.1 and (3.1), under (C1),(A0),(A1) and (A2') or (C2),(A0)-(A3), it holds that
Thus, the proof is complete. □ We assume lim N 1 ,N 2 ,p→∞ |w g | < ∞. By applying Lebesgue's dominated convergence theorem to Theorem 3.1 since
we get the following corollary.
Corollary 3.1. Under (C1), (A0), (A1), (A2') and lim
In many practical problems, certain types of misclassification probabilities are generally regarded as more serious than others, e.g., medical applications associated with the diagnosis of diseases. In such cases, it might be desirable to determine the cut-off c to obtain a specified probability of error, or at least to approximate a specified probability. Then, one might base the choice of c on the misclassification probability. This method, denoted in what follows by M, proposes that the cut-off point c be set such that
where α is a value derived experimentally. From the results of Theorem 3.1, the M-based cut-off point for the Euclidean distance discriminant rule using W is given byĉ
where z α is the α-percentile of N (0, 1) and α ∈ (0, 1). Then the following theorem holds.
Corollary 3.2. Let us consider the classification rule
Then, under assumptions (C1),(A0),(A1) and (A2') or assumptions (C2),(A0)-(A3), and δ ′ δ/σ g < ∞, it holds that e(g ′ |g) → α.
Proof. Under assumptions (C1),(A0),(A1) and (A2') or assumptions (C2),(A0)-(A3) and δ
) .
The above result and Theorem 2.1 imply that e(g ′ |g) → α. □
Numerical results
Now, we investigate the numerical performance of the approximation which is based on (3.1) and the consistent estimator Φ( w g ), via Monte Carlo simulation.
First, we investigate the accuracy of the asymptotic approximations
Here, the approximation (YHS) represents our proposed method based on (3.1), and the approximation (AY) represents the method proposed by Aoshima and Yata (2014). The misclassification probability e(2|1) is calculated via simulation with 100,000 replications, where in each step, the data sets are generated as
where t p (µ, Σ, ν) denotes a p-variate t-distribution with mean µ, covariance matrix Σ and degrees of freedom ν, µ (1) = 0 and µ
We set p = 100, 250, 500, 1000, (N 1 , N 2 ) = (20, 40), (40, 60), (60, 120) and ν = 10. Then we compare the true value e(2|1), the approximation (YHS) and the approximation (AY) on the basis of these settings. The results are shown in Table 1 and 2. By comparing the approximations listed in Table 1 and 2, it can be seen that the approximation (YHS) is closer to the true value e(2|1) than (AY) in most cases. In addition, the approximation (YHS) has stably good result when varying the population distribution and the value of the mean vector µ (2) . Next we investigate the bias and mean squared error (MSE) of the consistent estimator Φ ( w 1 ) on the basis of the same settings. For comparison, we consider the leave-one-out cross-validation method (CV), which is a popular method for estimating prediction errors for small samples. For j = 1, . . . , N 1 , consider the set
This set represents the leave-one-out learning set, which is a collection of data with observation x (1) j removed. In a prediction problem, it calculates the probability of misclassification for a sample using all other observations in the sample. Using the learning set, we define the discriminant function by
, where x
(1) (−j) and S (1) (−j) are calculated using procedures based on (1.1) and the learning set X (−j) 1 . Then the CV estimator of e(2|1) is given by
where the function I A (x) is the indicator function defined as
The biases and MSEs of the estimators CV (2|1) and Φ ( w 1 ) are listed in Table 3 -6. From these tables, the both estimators have small biases, and the estimator Φ ( w 1 ) has smaller MSEs than the estimator CV (2|1) in all cases. Thus, through these simulation experiments, we recommend our suggested estimator in high-dimensional cases. Finally, we apply our results to a microarray dataset analyzed by Dudoit et al. (2002) . The dataset includes information on 72 patients suffering from either Π 1 :acute lymphoblastic leukemia (ALL, 47 cases) or Π 2 :acute myeloid leukemia (AML, 25 cases), and it was obtained using affymetrix oligonucleotide microarrays. We preprocess the dataset by using the protocol described by Dudoit et al. (2002) . The preprocessed dataset comprises 3571 variables. We apply the Euclidean distance discriminant rule with cut-off 0 to this dataset. Using the estimators e(1|2) and e(2|1), we calculate the estimator of misclassification probabilities. The estimate of e(1|2) and e(2|1) is 0.026 and 0.022, respectively.
Concluding remarks
We considered the classification problem for high-dimensional data. For high-dimensional data classification, owing to the small number of observations and large number of dimensions, the Fisher linear discriminant rule provides sub-optimal performance corresponding to the singularity and instability of the pooled sample covariance matrix. In such cases, the Euclidean distance-based classifier is often employed. In this paper, we proposed consistent and asymptotically unbiased estimators of misclassification probabilities in high-dimensional settings. Our proposed method has the advantage of establishing under variance heterogeneity and nonnormality. In addition, we performed numerical simulations, which confirmed that this estimator provides accurate approximations.
Proof. The proof of Lemma A.1 is routine and hence omitted here.
Lemma A. 2 (The variance of W ). The variance of W is
Proof. Let x ∈ Π g ; then, W can be expressed as
It is easy to show that
It can be shown that
and Cov(T 1 , T 2 ) = 0. From the above results, the proof of Lemma A.2 is complete. □ Lemma A. 3 (The variance of some estimators). We assume that (C1), (A0), (A1), (A2') or (C2), (A0)-(A3). Then it holds that
Proof. For the proof of (i), see e.g. Chen and Qin (2010) . The proof of (ii) follows the same approach. Note that the estimator trΣ (g) 2 is the same as that is proposed by . For the details of (iii), see e.g. . We give the proof of (iv). Let y
) ,
The variances of W α (for α = 1, . . . , 12) are derived as
2 ) ,
From the above results, the proof is complete. □ 
