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Abstract
Consider the parabolic Anderson model ∂tu =
1
2
∂2
x
u+u η on the interval [0, L] with Neumann
boundary conditions, driven by space-time white noise η. We establish the central limit theorem
for the fluctuation of the spatial integral
´
L
0
u(t , x) dx as L tends to infinity, using Malliavin-Stein
method. The analysis also relies on uniform estimates on the moments and Malliavin derivative
of the solution as L → ∞. As a byproduct, we prove a result on law of large numbers and
obtain that L−1
´
L
0
E[u(t , x)2] dx converges to the second moment of the solution to parabolic
Anderson model on the whole space R at time t, as L→∞.
MSC 2010 subject classification: 60H15, 60H07, 60F05.
Keywords: Parabolic Anderson model, central limit theorem, Malliavin calculus, Stein’s method,
Neumann boundary conditions.
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1 Introduction
Consider the parabolic Anderson model on the interval [0, L] with Neumann boundary conditions:

∂tu(t , x) =
1
2∂
2
xu(t , x) + u(t , x) η(t , x), 0 < t ≤ T, x ∈ [0, L],
∂xu(t , 0) = ∂xu(t , L) = 0, 0 < t ≤ T,
u(0) ≡ 1,
(1.1)
where T > 0 is fixed and η denotes space-time white noise on [0, T ] × R, which is a generalized
centered Gaussian process with covariance given by
E[η(t , x)η(s , y)] = δ0(t− s)δ0(x− y), t, s ∈ [0, T ], x, y ∈ R.
Following Walsh [23], the mild solution to the stochastic PDE (1.1) satisfies the following integral
equation:
u(t , x) = 1 +
ˆ t
0
ˆ L
0
Gt−s(x, y)u(s , y) η(ds dy), (1.2)
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1
where Gt(x, y) denotes the heat kernel on [0, L] subject to Neumann boundary conditions, with
expression given by (A.2). Here, we omit the dependence on the parameter L of the solution u and
the heat kernel G to simplify the notation.
In order to study the Gaussian fluctuation of the spatial average of the solution, we introduce
SL,t := 1
L
ˆ L
0
[u(t , x)− 1] dx for all L ≥ 1 and t ≥ 0. (1.3)
The goal of this paper is to prove the following central limit theorem.
Theorem 1.1. Fix T > 0. Then, as L→∞,
√
LSL,• C[0,T ]−−−−→
ˆ •
0
√
f(t) dBt, (1.4)
where
f(t) = 2et/4
ˆ √t/2
−∞
1√
2pi
e−
y2
2 dy, t ≥ 0 (1.5)
and B denotes a standard one-dimensional Brownian motion, and “
C[0,T ]−−−−→” denotes the convergence
in law in the space of continuous functions C[0 , T ].
It is well known that strong mixing together with a standard blocking argument can imply a CLT
(see Bradley [3]). However, it is not easy to determine the conditions under which the strong mixing
holds in the context of SPDEs. Recently, Chen et al [7] have introduced a method to study spatial
CLT for a large class of SPDEs, based on Malliavin calculus, Poincare´ inequalites, compactness
arguments and Paul Le´vy’s characterization theorem of Brownian motion. This method has been
generalized in [8] and adapted to study the CLT for infinitely-many interacting diffusion processes.
The proceeding two approaches to CLT require stationarity of the process and unfortunately
they do not apply to our case since the solution {u(t , x) : (t, x) ∈ [0, T ] × [0, L]} to (1.1) is clearly
not stationary in space. In order to prove the CLT in Theorem 1.1, we will appeal to Malliavin-Stein
method, which was introduced by Huang et al [13] for the one-dimensional stochastic heat equation
driven by a space-time white noise, and later widely extended to multidimensional SPDEs driven
by Gaussian noise in [9, 11, 12, 14, 16, 21]. This approach to CLT provides a convergence rate in
terms of total variation distance, using a combination of Malliavin calculus and Stein’s method for
normal approximations (see Nourdin and Peccati [17,18]). Also, as we will see, the Malliavin-Stein
approach to CLT applies in our non-stationary setting.
Recall that the total variation distance between two random variables X and Y is defined as
dTV(X ,Y ) = sup
B∈B(R)
|P(X ∈ B)− P(Y ∈ B)|, (1.6)
where B(R) denotes the family of all Borel subsets of R. We abuse notation and let dTV(F ,N(0 , 1))
denote the total variation distance between the law of F and the N(0 , 1) law.
In the following theorem, we derive the convergence rate for the total variation distance between
the normalization of SL,t and standard normal distribution N(0 , 1).
Theorem 1.2. For every t > 0 there exists a real number c = c(t) > 0 such that for all L ≥ 1,
dTV
(
SL,t√
Var(SL,t)
, N(0 , 1)
)
≤ c√
L
. (1.7)
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Remark 1.3. The function f(t) in (1.5) is equal to the second moment of solution (at time t) to
parabolic Anderson model on R driven by space-time white noise with constant initial condition.
Indeed, let {U(t , x) : (t, x) ∈ R+ × R} solve{
∂tU(t , x) =
1
2∂
2
xU(t , x) + U(t , x) η(t , x), t > 0, x ∈ R,
u(0) ≡ 1. (1.8)
Then according to [5, (2.28) and (2.18)], for all t ≥ 0 and x ∈ R,
E[U(t , x)2] = 2et/4
ˆ √t/2
−∞
1√
2pi
e−
y2
2 dy = f(t). (1.9)
Remark 1.4. The limit Gaussian process in (1.4) coincides with the Gaussian fluctuation of the
spatial average of U that solves (1.8). In fact, as a special case of Huang et al [13, Theorem 1.2],
they have proved that as R→∞,
1√
R
ˆ R
0
[U(• , x) − 1] dx C[0,T ]−−−−→
ˆ •
0
√
E[U(t , 0)2] dBt =
ˆ •
0
√
f(t) dBt;
see (1.9) for the identity.
We will prove Theorems 1.1 and 1.2 in Section 4 based on the Malliavin-method; see Propositions
2.1 and 2.2. Here, we point out that unlike the cases considered in the literature mentioned above,
in our situation the solution to (1.1) depends on the length of the interval L. We need control the
moments of the solution as well as its Malliavin derivative uniformly as L → ∞; see Lemmas 2.3
and 2.4 in Section 2. As a consequence of these estimates and Poincare´ inequality, we obtain a
result on law of large numbers; see Corollary 2.6. Section 3 is devoted to the asymptotic behavior
of the covariance as L → ∞, which leads to the expression of the limit Gaussian process in (1.4)
and the formula of the function f in (1.5). See also Remark 3.6 for the discssion on the choice of
Neumann boundary conditions. And the last section is an Appendix that contains a few technical
lemmas on the heat kernel that are used throughout the paper.
We write ‖Z‖k instead of (E[|Z|k])1/k, for every Z ∈ Lk(Ω).
2 Preliminaries
2.1 Clark-Ocone formula
Let H = L2([0, T ] × R). The Gaussian family {W (h)}h∈H formed by the Wiener integrals
W (h) =
ˆ
[0,T ]×R
h(s , x) η(ds dx)
defines an isonormal Gaussian process on the Hilbert space H. In this framework we can develop
the Malliavin calculus (see Nualart [19]). We denote by D the derivative operator. Let {Fs}s≥0
denote the filtration generated by the space-time white noise η.
We recall the following Clark-Ocone formula (see Chen et al [6, Proposition 6.3]):
F = E[F ] +
ˆ
[0,T ]×R
E [Ds,yF | Fs] η(ds dz) a.s.,
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valid for every random variable F in the Gaussian Sobolev space D1,2. Thanks to Jensen’s inequality
for conditional expectations, the above Clark-Ocone formula readily yields the following Poincare´-
type inequality, which plays an important role throughout the paper:
|Cov(F ,G)| ≤
ˆ T
0
ds
ˆ
R
dz ‖Ds,zF‖2 ‖Ds,zG‖2 for all F,G ∈ D1,2. (2.1)
2.2 The Malliavin-Stein method
Recall the total variation distance between two random variables defined in (1.6). The following
bound on dTV(F ,N(0 , 1)) follows from a suitable combination of ideas from the Malliavin calculus
and Stein’s method for normal approximations; see Nualart and Nualart [20, Theorem 8.2.1].
Proposition 2.1. Suppose that F ∈ D1,2 satisfies E(F 2) = 1 and F = δ(v) for some v in the
L2(Ω)-domain of the divergence operator δ. Then,
dTV(F ,N(0 , 1)) ≤ 2
√
Var (〈DF , v〉H).
The proof of Theorem 1.1 is based on the following generalization of a result of Nourdin and
Peccati [18, Theorem 6.1.2].
Proposition 2.2. Let F = (F (1), . . . , F (m)) be a random vector such that, for every i = 1, . . . ,m,
F (i) = δ(v(i)) for some v(i) ∈ Dom [δ]. Assume additionally that F (i) ∈ D1,2 for i = 1, . . . ,m. Let G
be a centered m-dimensional Gaussian random vector with covariance matrix (Ci,j)1≤i,j≤m. Then,
for every h ∈ C2(Rm) that has bounded second partial derivatives,
|E(h(F )) − E(h(G))| ≤ 12‖h′′‖∞
√√√√ m∑
i,j=1
E
(∣∣Ci,j − 〈DF (i) , v(j)〉H∣∣2),
where
‖h′′‖∞ := max
1≤i,j≤m
sup
x∈Rm
∣∣∣∣∂2h(x)∂xi∂xj
∣∣∣∣ .
2.3 Moments and Malliavin derivative of u(t, x)
In this section, we will give some upper bounds on the moments and Malliavin derivative of u(t, x),
uniformly for L ≥ 1. We first remark that mild form in (1.2) can be understood as
u(t , x) = 1 +
ˆ t
0
ˆ
R
1[0,L](y)Gt−s(x, y)u(s , y) η(ds dy). (2.2)
This means that for every L ≥ 1, the solution {u(t , x) : (t, x) ∈ [0, T ] × [0, L]} can be viewed as
a function of the space-time white noise η on [0, T ] × R. In what follows, we will alway write the
spatial integral
´ L
0 instead of
´
R
1[0,L], as it is clear in the context.
We now define the Picard iteration for the solution to (1.2). Let u0(t , x) = 1 for every (t, x) ∈
[0, T ]× [0, L], and define iteratively, for every n ∈ Z+,
un+1(t , x) := 1 +
ˆ t
0
ˆ L
0
Gt−r(x, z)un(r , z) η(dr dz). (2.3)
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Lemma 2.3. Let {u(t , x) : (t, x) ∈ [0, T ] × [0, L]} be the solution to (1.1) and {un}∞n=0 be defined
in (2.3). Then for all k ≥ 2,
cT,k := sup
n≥0
sup
L≥1
sup
(t,x)∈[0,T ]×[0,L]
‖un(t , x)‖k <∞ (2.4)
and
sup
L≥1
sup
(t,x)∈[0,T ]×[0,L]
‖u(t , x)‖k ≤ cT,k <∞ (2.5)
Proof. It is well known that for every k ≥ 2 and (t, x) ∈ [0, T ]× [0, L], un(t , x) converges to u(t , x)
in Lk(Ω) as n→∞. Hence (2.5) follows from (2.4) and we only need to prove (2.4).
According to (2.3), we see from Burkholder’s inequality and Minkowski’s inequality that for
k ≥ 2,
‖un+1(t , x)‖2k ≤ 2 + 2z2k
ˆ t
0
ˆ L
0
G2t−r(x, z)‖un(r , z)||2k dzdr,
where zk denotes the constant in Burkholder’s inequality. The semigroup property for heat kernel
(A.4) ensures that
‖un+1(t , x)‖2k ≤ 2 + 2z2k
ˆ t
0
G2(t−r)(x, x) sup
z∈[0,L]
‖un(r , z)||2k dr,
which implies that
sup
z∈[0,L]
‖un+1(t , z)‖2k ≤ 2 + 2z2kKT
ˆ t
0
1√
4pi(t− r) supz∈[0,L]
‖un(r , z)||2k dr,
where we use the uniform Gaussian upper bound on heat kernel (A.6) and the constant KT is
defined below (A.6). Notice that the constants zk and KT do not depend on L ≥ 1. We now
apply [10, Lemma 15 and (56)] with fn(t) = supz∈[0,L] ‖un(t , z)‖2k and g(s) = 1√4pis to obtain (2.4).
This completes the proof.
Recently, Chen et al [6] have proved that the moments of Malliavin derivative of the solution to
stochastic heat equation have a Gaussian upper bound; see [6, Theorem 6.4]. The following result
states that this Gaussian upper bound holds uniformly over L ≥ 1 for ||Ds,yu(t , x)‖k, where u(t , x)
is the solution to (1.1).
Lemma 2.4. Fix T > 0. Then u(t , x) ∈ ⋂k≥2D1,k for all (t, x) ∈ [0, T ] × [0, L]. And there
exists CT,k > 0 such that for all k ≥ 2, L ≥ 1, (t, x) ∈ [0, T ] × [0, L], and for almost every
(s , y) ∈ (0 , t) ×R,
‖Ds,yu(t , x)‖k ≤ CT,k1[0,L](y)pt−s(x− y), (2.6)
where pt(x) denotes the heat kernel on R, defined in (A.1).
Proof. The proof is similar to that of Theorem 6.4 of Chen et al [6]. The main difference is that
we need control the moments of Malliavin derivative of u(t , x), uniformly for all L ≥ 1.
We apply the properties of the divergence operator [19, Prop. 1.3.8] in order to deduce from
(2.3) that for almost every (s , y) ∈ (0 , t)× R,
Ds,yun+1(t , x) = 1[0,L](y)Gt−s(x, y)un(s , y) +
ˆ t
s
ˆ L
0
Gt−r(x, z)Ds,yun(r , z) η(dr dz) a.s. (2.7)
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By induction, we see from (2.7) that for all n ≥ 0 and (t, x) ∈ [0, T ]× [0, L], a.s.,
Ds,yun(t , x) = 0 if y 6∈ [0, L]. (2.8)
Moreover, using (2.7), (2.4), Burkholder’s inequality and Minkowski’s inequality, for (s, y) ∈ (0, t)×
[0, L],
‖Ds,yun+1(t , x)‖2k ≤ 2c2T,kG2t−s(x, y) + 2z2k
ˆ t
s
dr
ˆ L
0
dz G2t−r(x, z)‖Ds,yun(r , z)‖2k
≤ 2c2T,kK2T p2t−s(x− y) + 2z2kK2T
ˆ t
s
dr
ˆ L
0
dz p2t−r(x− z)‖Ds,yun(r , z)‖2k (2.9)
where zk is the constant in Burkholder’s inequality, and we apply (A.6) in the second inequality.
Let Ck := (2c
2
T,kK
2
T ) ∨ (2z2kK2T ). We can iterate (2.9) to find that for (s, y) ∈ (0, t) × [0, L],
‖Ds,yun+1(t , x)‖2k
≤ Ck p2t−s(x− y) +C2k
ˆ t
s
dr1
ˆ ∞
−∞
dz1 p
2
t−r1(x− z1)p2r1−s(z1 − y)
+ · · ·+ Cn+1k
ˆ t
s
dr1
ˆ ∞
−∞
dz1
ˆ r1
s
dr2
ˆ ∞
−∞
dz2 · · ·
ˆ rn−1
s
drn
ˆ ∞
−∞
dzn p
2
t−r1(x− z1)
× p2r1−r2(z1 − z2)× · · · × p2rn−1−rn(zn−1 − zn)p2rn−s(zn − y). (2.10)
In order to simplify the preceding expression, we need the following two identities
ˆ ∞
−∞
p
2
t−s(x− y)p2s−r(y − z) dy =
√
t− r
4pi(t− s)(s − r) p
2
t−r(x− z), (2.11)
and
ˆ
0<rn<···<r1<1
dr1 · · · drn√
(1− r1)(r1 − r2) · · · rn
=
Γ(1/2)n+1
Γ((n + 1)/2)
, (2.12)
where Γ denotes the gamma function; see [22, 5.14.2] for (2.12). We see that (2.11) and (2.12)
together ensure that
ˆ t
s
dr1
ˆ ∞
−∞
dz1
ˆ r1
s
dr2
ˆ ∞
−∞
dz2 · · ·
ˆ rn−1
s
drn
ˆ ∞
−∞
dzn
p
2
t−r1(x− z1)p2r1−r2(z1 − z2)× · · · × p2rn−1−rn(zn−1 − zn)p2rn−s(zn − y)
= (4pi)−n/2 p2t−s(x− y)
ˆ t
s
dr1
ˆ r1
s
dr2 · · ·
ˆ rn−1
s
drn
√
t− s
(t− r1)(r1 − r2) · · · (rn−1 − rn)(rn − s)
=
(
t− s
4pi
)n/2
p
2
t−s(x− y)
ˆ
0<rn<···<r1<1
dr1 · · · drn√
(1− r1)(r1 − r2) · · · rn
=
(
t− s
4pi
)n/2 Γ(1/2)n+1
Γ((n + 1)/2)
p
2
t−s(x− y). (2.13)
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Hence, we combine (2.10), (2.13) and (2.8) to obtain that for (s, y) ∈ (0, t)× R,
‖Ds,yun+1(t , x)‖2k ≤ 1[0,L](y)p2t−s(x− y)
n∑
j=0
Cj+1k
(
t− s
4pi
)j/2 Γ(1/2)j+1
Γ((j + 1)/2)
≤ 1[0,L](y)p2t−s(x− y)
∞∑
j=0
Cj+1k T
j
(4pi)j/2
Γ(1/2)j+1
Γ((j + 1)/2)
:= c′T,k1[0,L](y)p
2
t−s(x− y). (2.14)
Therefore, (2.14) yields that
sup
n≥0
E
(‖Dun(t , x)‖2H) ≤ c′T,2
ˆ t
0
ds
ˆ ∞
−∞
dy p2t−s(x− y)
= c′T,2
ˆ t
0
p2(t−s)(0) ds = c′T,2
√
t/pi <∞,
(2.15)
where we have used the semigroup property of the heat kernel in the first equality.
The reminder of the proof follows from a similar approximation argument as in the proof
of [6, Theorem 6.4]. First, we deduce from (2.15) and [19, Lemma 1.2.3] that u(t , x) ∈ D1,2 and
Dun(t , x) converges to Du(t , x) in the weak topology of L
2(Ω ;H) as n → ∞. Then, we use a
smooth approximation {ψε}ε>0 to the identity in R+ × R, and apply Fatou’s lemma and duality
for Lk-spaces, in order to find that for almost every (s , y) ∈ (0 , t) × R and for all k ≥ 2,
‖Ds,yu(t , x)‖k ≤ lim sup
ε→0
∥∥∥∥
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′Ds′,y′u(t , x)ψε(s− s′, y − y′)
∥∥∥∥
k
≤ lim sup
ε→0
sup
‖G‖k/(k−1)≤1
∣∣∣∣
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′ E
[
GDs′,y′u(t , x)
]
ψε(s− s′, y − y′)
∣∣∣∣ .
Choose and fix a random variable G ∈ L2(Ω) such that ‖G‖k/(k−1) ≤ 1. Because Dun(t , x)
converges weakly in L2(Ω ;H) to Du(t , x) as n→∞, we can write∣∣∣∣
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′E
[
GDs′,y′u(t , x)
]
ψε(s − s′, y − y′)
∣∣∣∣
= lim
n→∞
∣∣∣∣
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′E
[
GDs′,y′un(t , x)
]
ψε(s− s′, y − y′)
∣∣∣∣
≤ lim sup
n→∞
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′
∥∥Ds′,y′un(t , x)∥∥k ψε(s− s′, y − y′)
≤
√
c′T,k
ˆ ∞
0
ds′
ˆ ∞
−∞
dy′ 1(0,t)(s′)1[0,L](y′)pt−s′(x− y′)ψε(s − s′, y − y′),
where we have used (2.14) in the last inequality. Let ε→ 0 to conclude the proof of (2.6).
Finally, u(t , x) ∈ ⋂k≥2D1,k follows immediately from the estimate in (2.6). This completes the
proof.
Remark 2.5. The estimates in Lemmas 2.3 and 2.4 also hold for the solution to stochastic heat
equation ∂tu =
1
2∂
2
xu+σ(u)η on the interval [0, L] with Dirichlet or Neumann boundary conditions,
where Lip(σ) := supx 6=y(|σ(x) − σ(y)|/|x − y|) < ∞. The proof follows along the same lines using
the facts that |σ(x)| ≤ |σ(0)| + Lip(σ)|x| for all x ∈ R and that the Dirichlet heat kernel also has
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the uniform Gaussian upper bound in (A.6). However, in the case of periodic boundary conditions,
the situation is different since the uniform Gaussian upper bound in (A.6) does not hold for the
heat kernel with periodic boundary conditions; see Remark A.2.
We conclude this section by presenting a result on law of large numbers, which is a direct
application of Poincare´ inequality (2.1) and the estimate on the Malliavin derivative of u(t , x) in
Lemma 2.4.
Corollary 2.6. For every t > 0,
1
L
ˆ L
0
u(t , x) dx→ 1 in  L2(Ω) as L→∞. (2.16)
Proof. By Poincare´ inequality (2.1),
E
[(
1
L
ˆ L
0
u(t , x) − 1dx
)2]
= L−2
ˆ
[0,L]2
Cov(u(t , x) , u(t , y)) dxdy
≤ L−2
ˆ
[0,L]2
dxdy
ˆ t
0
ˆ
R
‖Ds,zu(t , x)‖2‖Ds,zu(t , y)‖dzds
≤ C2t,2L−2
ˆ
[0,L]2
dxdy
ˆ t
0
ˆ L
0
pt−s(x− z)pt−s(y − z) dzds
≤ C2t,2L−2
ˆ t
0
ˆ
[0,L]2
p2s(x− y) dxdy,
where we apply Lemma 2.4 in the second inequality, and in the third inequality we bound
´ L
0 dz
by
´
R
dz and then use semigroup property. Denote
IL(x) = L
−11[0,L](x) and I˜L(x) = IL(−x) for x ∈ R. (2.17)
We write
L−2
ˆ t
0
ˆ
[0,L]2
p2s(x− y) dxdy =
ˆ t
0
(
IL ∗ I˜L ∗ p2s
)
(0) ds
≤ L−1
ˆ t
0
ˆ L
−L
p2s(z) dzds ≤ tL−1,
where in the first inequality we use [6, (3.17)]. Let L→∞ to obtain (2.16).
3 Asymptotic behavior of the covariance
In this section, we will analyze the asymptotic behavior of the covariance of the spatial integral of
the solution to (1.1).
Recall from (1.3) that
SL,t = 1
L
ˆ L
0
[u(t , x) − 1] dx.
The following result provides the asymptotic behavior of the covariance function of the renormalized
sequence of processes SL,t as L tends to infinity.
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Proposition 3.1. For every t1, t2 > 0,
lim
L→∞
Cov
[√
LSL,t1 ,
√
LSL,t2
]
=
ˆ t1∧t2
0
f(s) ds,
where the function f is defined in (1.5).
Proof. Using the mild form in (1.2) and Ito’s isometry, we write
Cov
[√
LSL,t1 ,
√
LSL,t2
]
=
1
L
ˆ
[0,L]2
Cov(u(t , x) , u(t , y)) dxdy
=
1
L
ˆ
[0,L]2
dxdy
ˆ t1∧t2
0
ds
ˆ L
0
dz Gt−s(x, z)Gt−s(y, z)E[u(s , z)2] (3.1)
=
ˆ t1∧t2
0
ds
1
L
ˆ L
0
dz E[u(s , z)2],
where the last equality holds by Lemma A.1 (1) and (2).
By (2.5) and dominated convergence theorem, we obtain that
lim
L→∞
Cov
[√
LSL,t1 ,
√
LSL,t2
]
=
ˆ t1∧t2
0
ds lim
L→∞
1
L
ˆ L
0
dz E[u(s , z)2]
=
ˆ t1∧t2
0
f(s) ds,
where the second identity follows from Proposition 3.2 below.
Proposition 3.2. For every t > 0,
lim
L→∞
1
L
ˆ L
0
E[u(t , x)2] dx = f(t), (3.2)
where the function f is defined in (1.5).
In order to prove Proposition 3.2, we need the Wiener chaos expansion for the solution to (1.1):
for every (t, x) ∈ [0, T ] × [0, L],
u(t , x) =
∞∑
k=0
Ik(t , x), (3.3)
where
Ik(t , x) =
ˆ t
0
ˆ L
0
η(dr1 dz1)Gt−r1(x, z1) . . .
ˆ rk−1
0
ˆ L
0
η(drk dzk)Grk−1−rk(zk−1, zk). (3.4)
Moreover, by multiple Ito’s isometry,
‖u(t , x)‖22 =
∞∑
k=0
‖Ik(t , x)‖22, (3.5)
where
‖Ik(t , x)‖22 =
ˆ t
0
dr1
ˆ L
0
dz1G
2
t−r1(x, z1) . . .
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk). (3.6)
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Proposition 3.3. Fix T > 0. Let Ik be as in (3.4). Then for every k ∈ Z+
sup
L≥1
sup
(t,x)∈[0,T ]×[0,L]
‖Ik(t , x)‖22 ≤
K2kT 4
−k/2T k/2
Γ((k + 2)/2)
, (3.7)
where KT is defined below (A.6). Moreover, for every t > 0 and k ∈ Z+
lim
L→∞
1
L
ˆ L
0
‖Ik(t , x)‖22 dx =
(t/4)k/2
Γ((k + 2)/2)
. (3.8)
Proof. From (3.6) and (A.6),
‖Ik(t , x)‖22 ≤ K2kT
ˆ t
0
dr1
ˆ
R
dz1 p
2
t−r1(x− z1) . . .
ˆ rk−1
0
drk
ˆ
R
dzk p
2
rk−1−rk(zk−1 − zk)
= K2kT (4pi)
−k/2tk/2
ˆ
0<rk<···<r1<1
dr1 . . . drk
√
1
(1− r1)× . . . × (rk−1 − rk)
= K2kT (4pi)
−k/2tk/2
Γ(1/2)k
Γ((k + 2)/2)
≤ K
2k
T 4
−k/2T k/2
Γ((k + 2)/2)
, (3.9)
where the first equality follows from the elementary identity (2.11) and change of variables, and
the second one uses the following identity
ˆ
0<rk<···<r1<1
dr1 . . . drk
√
1
(1− r1)× . . .× (rk−1 − rk) =
Γ(1/2)k
Γ((k + 2)/2)
, (3.10)
see [22, 5.14.1]. This proves (3.7).
We proceed to prove (3.8). By (3.6) and Lemma A.1 (1), (3),
1
L
ˆ L
0
‖Ik(t , x)‖22 dx =
1
L
ˆ t
0
dr1
ˆ L
0
dz1G2(t−r1)(z1, z1) . . .
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk)
:= J
(1)
k,1 + J
(2)
k,1 + J
(3)
k,1 , (3.11)
where, using the expression of heat kernel for G2(t−r1)(z1, z1) in (A.2),
J
(1)
k,1 =
1
L
ˆ t
0
dr1 p2(t−r1)(0)
ˆ L
0
dz1
ˆ r1
0
dr2
ˆ L
0
dz2G
2
r1−r2(z1, z2)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk),
J
(2)
k,1 =
1
L
ˆ t
0
dr1
∑
n 6=0
p2(t−r1)(2nL)
ˆ L
0
dz1
ˆ r1
0
dr2
ˆ L
0
dz2G
2
r1−r2(z1, z2)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk), ,
J
(3)
k,1 =
1
L
ˆ t
0
dr1
ˆ L
0
dz1
∑
n∈Z
p2(t−r1)(2z1 + 2nL)
ˆ r1
0
dr2
ˆ L
0
dz2G
2
r1−r2(z1, z2)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk).
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Now, we apply (A.6) to see that
J
(2)
k,1 ≤ K2(k−1)T L−1
ˆ t
0
dr1
∑
n 6=0
p2(t−r1)(2nL)
ˆ L
0
dz1
ˆ r1
0
dr2
ˆ
R
dz2 p
2
r1−r2(z1 − z2)
× . . .
ˆ rk−1
0
drk
ˆ
R
dzk p
2
rk−1−rk(zk−1 − zk)
= K
2(k−1)
T
ˆ
0<rk<···<r1<t
dr1 . . . drk
∑
n 6=0
p2(t−r1)(2nL)p2(r1−r2)(0)× . . . × p2(rk−1−rk)(0),
where we use semigroup property k− 1 times in the equality. By dominated convergence theorem,
we obtain limL→∞ J
(2)
k,1 = 0.
Moreover, using (A.6) and the following two identities
pt(σx) = σ
−1
pt/σ2(x) and p
2
t (x) =
1√
4pit
pt/2(x) for all x ∈ R, σ > 0, (3.12)
we see that
J
(3)
k,1 ≤ K
2(k−1)
T L
−1
ˆ t
0
dr1
∑
n∈Z
p2(t−r1)(2z1 + 2nL)
ˆ L
0
dz1
ˆ r1
0
dr2
ˆ
R
dz2 p
2
r1−r2(z1 − z2)
× . . .
ˆ rk−1
0
drk
ˆ L
0
dzk p
2
rk−1−rk(zk−1 − zk)
=
RT
L
∑
n∈Z
ˆ
0<rk<···<r1<t
dr1 . . . drk
1√
(r1 − r2)× . . .× (rk−1 − rk)
ˆ
R
dz1 . . .
ˆ
R
dzk−1
ˆ L
0
dzk
× p(t−r1)/2(z1 + nL) . . .p(rk−2−rk−1)/2(zk−2 − zk−1)p(rk−1−rk)/2(zk−1 − zk)
where RT > 0 depends only on T . Now, we apply semigroup property to obtain that
J
(3)
k,1 ≤
RT
L
ˆ
0<rk<···<r1<t
dr1 . . . drk
1√
(r1 − r2)× . . .× (rk−1 − rk)
∑
n∈Z
ˆ L
0
dzk p(t−rk)/2(zk + nL)
=
RT
L
ˆ
0<rk<···<r1<t
dr1 . . . drk
1√
(r1 − r2)× . . .× (rk−1 − rk)
,
which implies that limL→∞ J
(3)
k,1 = 0.
The proceeding computation yields that
1
L
ˆ L
0
‖Ik(t , x)‖22 dx = J (1)k,1 + o(L), as L→∞.
Similarly, using Lemma A.1 (3) to integrate the integral with respect to dz1 in the expression
of J
(1)
k,1 , we can write
J
(1)
k,1 = J
(1)
k,2 + J
(2)
k,2 + J
(3)
k,2 ,
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where
J
(1)
k,2 =
1
L
ˆ t
0
dr1
ˆ r1
0
dr2 p2(t−r1)(0)p2(r1−r2)(0)
ˆ L
0
dz2
ˆ r2
0
dr3
ˆ L
0
dz3G
2
r1−r2(z2, z3)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk),
J
(2)
k,2 =
1
L
ˆ t
0
dr1
ˆ r1
0
dr2 p2(t−r1)(0)
∑
n 6=0
p2(r1−r2)(2nL)
ˆ L
0
dz2
ˆ r2
0
dr3
ˆ L
0
dz3G
2
r1−r2(z2, z3)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk),
J
(3)
k,2 =
1
L
ˆ t
0
dr1
ˆ r1
0
dr2 p2(t−r1)(0)
ˆ L
0
dz2 p2(r1−r2)(2z2 + 2nL)
ˆ r2
0
dr3
ˆ L
0
dz3G
2
r1−r2(z2, z3)
× . . . ×
ˆ rk−1
0
drk
ˆ L
0
dzkG
2
rk−1−rk(zk−1, zk).
Using the same arguments as before, we obtain that limL→∞ J
(2)
k,2 = 0 and limL→∞ J
(3)
k,2 = 0 and
hence
1
L
ˆ L
0
‖Ik(t , x)‖22 dx = J (1)k,2 + o(L), as L→∞.
We can repeat this procedure to conclude that as L→∞,
1
L
ˆ L
0
‖Ik(t , x)‖22 dx
= o(L) +
ˆ
0<rk<···<r1<t
dr1 . . . drk p2(t−r1)(0) . . . p2(rk−2−rk−1)(0)
1
L
ˆ L
0
dzkG2(rk−1−rk)(zk, zk)
= o(L) +
ˆ
0<rk<···<r1<t
dr1 . . . drk p2(t−r1)(0) . . . p2(rk−1−rk)(0)
+
ˆ
0<rk<···<r1<t
dr1 . . . drk p2(t−r1)(0) . . . p2(rk−2−rk−1)(0)
∑
n 6=0
p2(rk−1−rk)(2nL)
+
1
2L
ˆ
0<rk<···<r1<t
dr1 . . . drk p2(t−r1)(0) . . . p2(rk−2−rk−1)(0).
It is clear that the last two terms above converge to 0 as L→∞. Therefore,
lim
L→∞
1
L
ˆ L
0
‖Ik(t , x)‖22 dx =
ˆ
0<rk<···<r1<t
dr1 . . . drk p2(t−r1)(0) . . . p2(rk−1−rk)(0)
=
(t/4)k/2
Γ((k + 2)/2)
,
where the second equality is due to change of variables and (3.10). This proves (3.8).
We are now ready to prove Proposition 3.2.
Proof of Proposition 3.2. By (3.5) and Fubini’s theorem,
1
L
ˆ L
0
E[u(t , x)2] dx =
∞∑
k=0
1
L
ˆ L
0
‖Ik(t, x)‖22 dx.
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Since the series
∑∞
k=0
K2kT 4
−k/2T k/2
Γ((k+2)/2) converges, by (3.7) and dominated convergence theorem, we
have
lim
L→∞
1
L
ˆ L
0
E[u(t , x)2] dx =
∞∑
k=0
lim
L→∞
1
L
ˆ L
0
‖Ik(t, x)‖22 dx =
∞∑
k=0
(t/4)k/2
Γ((k + 2)/2)
=
∞∑
n=1
(t/4)(n−1)/2
Γ((n+ 1)/2)
= 2et/4
ˆ √t/2
−∞
1√
2pi
e−y
2/2dy = f(t),
where the second equality holds by (3.8), and in the fourth equality we apply the identity (see [4,
Lemma 2.3.4])
∞∑
n=1
λn−1
Γ((n+ 1)/2)
= 2eλ
2
ˆ √2λ
−∞
1√
2pi
e−y
2/2dy, for all λ ≥ 0, (3.13)
with λ =
√
t/4. This completes the proof of (3.2).
Remark 3.4. The result of Proposition 3.2 can also be seen from the mild form (1.2). Indeed, by
Ito’s isometry and Lemma A.1 (1), (3),
1
L
ˆ L
0
E[u(t , x)2] dx =
ˆ t
0
ds
1
L
ˆ L
0
G2(t−s)(y, y)E[u(s , y)2] dy (3.14)
For every t > 0, the existence of limL→∞ 1L
´ L
0 E[u(t , x)
2] dx is justified by Proposition 3.3. More-
over, as in the proof of Proposition 3.3, the dominating term of G2(t−s)(y, y) is p2(t−s)(0) as L→∞.
Therefore, by (2.5), (A.6) and dominated convergence theorem, we let L→∞ in (3.14) to obtain
that limL→∞ 1L
´ L
0 E[u(t , x)
2] dx satisfies the renewal equation: for all t > 0
f(t) = 1 +
ˆ t
0
f(s)√
4pi(t− s) ds, (3.15)
which admits a unique solution given by the formula in (1.5).
Remark 3.5. It is clear that the renewal equation (3.15) also holds for the function t 7→ E[U(t , 0)2],
where U solves (1.8). In fact, by Ito’s isometry and stationarity
E[U(t , 0)2] = 1 +
ˆ t
0
ˆ
R
p
2
t−s(x− y)E[U(t , y)2] dyds
= 1 +
ˆ t
0
p2(t−s)(0)E[U(t , 0)2] ds,
thanks to semigroup property. We refer to [15, Chapter 7] for more information on renewal theory
related to stochastic heat equation.
Remark 3.6. The computations in Propositions 3.1–3.3 do not apply to parabolic Anderson model
with Dirichlet boundary conditions. For instance, we use Lemma A.1 (2) in (3.1) (see also (4.11)
below), which is not true for Dirichlet heat kernel. Moreover, in the case of Dirichlet boundary
conditions, the contribution of initial data to the mild form in (1.2) is not a constant, which means
the solution to parabolic Anderson model with Dirichlet boundary conditions does not admit such
a Wiener chaos expansion as in (3.3)–(3.6).
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4 Proof of Theorems 1.1 and 1.2
In this section, we will apply Propositions 2.1 and 2.2 to prove Theorems 1.1 and 1.2.
Recall SL,t defined in (1.3). Using stochastic Fubini’s theorem, we write from (1.2) that
SL,t =
ˆ t
0
ˆ L
0
vL,t(s , y) η(ds dy) = δ(vL,t) a.s., (4.1)
where
vL,t(s , y) := L
−11(0,t)(s)1[0,L](y)u(s , y)
ˆ L
0
Gt−s(x, y) dx
= L−11(0,t)(s)1[0,L](y)u(s , y), (4.2)
where we use Lemma A.1 (1), (2) in (4.2).
The key technical result of this section is the following proposition:
Proposition 4.1. For every T > 0 there exists a real number AT > 0 such that
sup
t,τ∈[0,T ]
Var
(〈DSL,t , vL,τ 〉H) ≤ ATL3 for all L ≥ 1.
Proof. According to Proposition 1.3.2 of [19], we see from (4.1) that
Dr,zSL,t = 1(0,t)(r)vL,t(r , z) + 1(0,t)(r)
ˆ t
r
ˆ L
0
Dr,zvL,t(s , y) η(ds dy). (4.3)
Hence,
〈DSL,t , vL,τ 〉H = 〈vL,t , vL,τ 〉H +
ˆ τ
0
dr
ˆ L
0
dz vL,τ (r , z)
(ˆ t
r
ˆ L
0
Dr,zvL,t(s , y) η(ds dy)
)
= 〈vL,t , vL,τ 〉H +
ˆ t
0
ˆ L
0
(ˆ τ∧s
0
dr
ˆ L
0
dz vL,τ (r , z)Dr,zvL,t(s , y)
)
η(ds dy), (4.4)
where in the second equality we use again the stochastic Fubini’s theorem. Therefore,
Var
(〈DSL,t , vL,τ 〉H) ≤ 2(Φ(1)L,t,τ +Φ(2)L,t,τ) , (4.5)
where
Φ
(1)
L,t,τ = Var
(〈vL,t , vL,τ 〉H) , (4.6)
Φ
(2)
L,t,τ = Var
(ˆ t
0
ˆ L
0
(ˆ τ∧s
0
dr
ˆ L
0
dz vL,τ (r , z)Dr,zvL,t(s , y)
)
η(ds dy)
)
=
1
L4
Var
(ˆ t
0
ˆ L
0
(ˆ τ∧s
0
dr
ˆ L
0
dz u(r , z)Dr,zu(s , y)
)
η(ds dy)
)
. (4.7)
We estimate the two quantities Φ
(1)
L,t,τ and Φ
(2)
L,t,τ separately. Using the expression in (4.2),
Φ
(1)
L,t,τ =
1
L4
ˆ
[0,t∧τ ]2
ds1ds2
ˆ
[0,L]2
dy1dy2 Cov
(
u2(s1 , y1) , u
2(s2 , y2)
)
.
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By Poincare´ inequality (2.1) and the chain rule of Malliavin derivative (see [20, Proposition 3.3.2]),
Φ
(1)
L,t,τ ≤
4
L4
ˆ
[0,t∧τ ]2
ds1ds2
ˆ
[0,L]2
dy1dy2
ˆ s1∧s2
0
dr
ˆ
R
dz
× ‖u(s1 , y1)Dr,zu(s1 , y1)‖2 ‖u(s2 , y2)Dr,zu(s2 , y2)‖2
≤ 4c
2
T,4C
2
T,4
L4
ˆ
[0,t∧τ ]2
ds1ds2
ˆ
[0,L]2
dy1dy2
ˆ s1∧s2
0
dr
ˆ
R
dz ps1−r(y1 − z)ps2−r(y2 − z)
=
4c2T,4C
2
T,4
L4
ˆ
[0,t∧τ ]2
ds1ds2
ˆ
[0,L]2
dy1dy2
ˆ s1∧s2
0
dr ps1+s2−2r(y1 − y2),
where we have used Ho¨lder’s inequality, Lemma 2.4 and (2.5) in the second inequality, and the
identity holds by the semigroup property of heat kernel. Recalling the functions IL and I˜L defined
in (2.17), we write
Φ
(1)
L,t,τ ≤
4c2T,4C
2
T,4
L2
ˆ
[0,t∧τ ]2
ds1ds2
ˆ s1∧s2
0
dr
(
IL ∗ I˜L ∗ ps1+s2−2r
)
(0)
≤ 4c
2
T,4C
2
T,4
L3
ˆ
[0,t∧τ ]2
ds1ds2
ˆ s1∧s2
0
dr
ˆ L
−L
ps1+s2−2r(z) dz
≤ 4T
3c2T,4C
2
T,4
L3
, (4.8)
where, in the second inequality, we use [6, (3.17)].
We proceed to estimate Φ
(2)
L,t,τ . By Ito’s isometry, we see from (4.7) that
Φ
(2)
L,t,τ =
1
L4
ˆ t
0
ˆ L
0
∥∥∥∥
ˆ τ∧s
0
dr
ˆ L
0
dz u(r , z)Dr,zu(s , y)
∥∥∥∥
2
2
dyds
=
1
L4
ˆ t
0
ds
ˆ L
0
dy
ˆ
[0,τ∧s]2
dr1dr2
ˆ
[0,L]2
dz1dz2
E [u(r1 , z1)(Dr1,z1u(s , y))u(r2 , z2)Dr2,z2u(s , y)]
≤ 1
L4
ˆ t
0
ds
ˆ L
0
dy
ˆ
[0,τ∧s]2
dr1dr2
ˆ
[0,L]2
dz1dz2
‖u(r1 , z1)‖4 ‖Dr1,z1u(s , y)‖4 ‖u(r2 , z2)‖4 ‖Dr2,z2u(s , y)‖4,
thanks to Ho¨lder’s inequality. We apply Lemma 2.4 and (2.5) again in order to obtain that
Φ
(2)
L,t,τ ≤
c2T,4C
2
T,4
L4
ˆ t
0
ds
ˆ L
0
dy
ˆ
[0,τ∧s]2
dr1dr2
ˆ
[0,L]2
dz1dz2 ps−r1(y − z1)ps−r2(y − z2)
≤ c
2
T,4C
2
T,4
L4
ˆ t
0
ds
ˆ
[0,τ∧s]2
dr1dr2
ˆ
[0,L]2
dz1dz2
ˆ
R
dy ps−r1(y − z1)ps−r2(y − z2)
=
c2T,4C
2
T,4
L4
ˆ t
0
ds
ˆ
[0,τ∧s]2
dr1dr2
ˆ
[0,L]2
dz1dz2 p2s−r1−r2(z1 − z2),
where we use semigroup property in the equality. We use again the functions IL and I˜L in (2.17)
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and write
Φ
(2)
L,t,τ ≤
c2T,4C
2
T,4
L2
ˆ t
0
ds
ˆ
[0,τ∧s]2
dr1dr2
(
IL ∗ I˜L ∗ p2s−r1−r2
)
(0)
≤ c
2
T,4C
2
T,4
L3
ˆ t
0
ds
ˆ
[0,τ∧s]2
dr1dr2
ˆ L
−L
p2s−r1−r2(z) dz
≤ T
3c2T,4C
2
T,4
L3
, (4.9)
where the second inequality follows from [6, (3.17)].
Finally, we combine (4.5), (4.8) and (4.9) to conclude the proof.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. We apply Proposition 4.1 with t = τ to see that for all T > 0 there exists
AT > 0 such that for all t ∈ [0, T ]
Var
(〈DSL,t , vL,t〉H) ≤ ATL3 for all L ≥ 1.
By (4.1) and Proposition 2.1,
dTV
(
SL,t√
Var(SL,t)
, N(0, 1)
)
≤ 2
√√√√Var
〈
DSL,t√
Var(SL,t)
,
vL,t√
Var(SL,t)
〉
H
≤ 2
√
AT
L3/2Var(SL,t)
uniformly for all t ∈ [0 , T ] and L ≥ 1. (4.10)
Proposition 3.1 ensures that Var(SL,t) ∼
´ t
0 f(s) ds/L as L → ∞, where the function f is defined
in (1.5). This together with (4.10) implies (1.7).
It remains to prove Theorem 1.1, which consists of the weak convergence of the finite-dimensional
distributions and tightness. It turns out that the tightness is a direct consequence of the uniform
moment estimate of the solution in (2.5).
Proposition 4.2. For every T > 0 and k ≥ 2, there exists αT,k > 0 such that for all t1, t2 ∈ [0 , T ],
‖SL,t2 − SL,t1‖k ≤ αT,k|t2 − t1|1/2L−1/2 uniformly for all L ≥ 1.
Proof. From the express of SL,t in (1.3),
SL,t = 1
L
ˆ L
0
dx
ˆ t
0
ˆ L
0
Gt−s(x, y)u(s , y) η(ds dy)
=
1
L
ˆ t
0
ˆ L
0
(ˆ L
0
Gt−s(x, y) dx
)
u(s , y) η(ds dy)
=
1
L
ˆ t
0
ˆ L
0
u(s , y) η(ds dy), (4.11)
by stochastic Fubini’s theorem and Lemma A.1 (1), (2).
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Assume t1 ≤ t2. By (4.11) and Burkholder’s inequality,
‖SL,t2 − SL,t1‖2k ≤
z2k
L2
ˆ t2
t1
ˆ L
0
‖u(s , y)‖2k dyds,
where zk is the constant in Burkholder’s inequality. Moreover, we apply Lemma 2.3 to obtain that
for all L ≥ 1,
‖SL,t2 − SL,t1‖2k ≤
z2k
L
|t2 − t1| sup
(s,y)∈[0,T ]×[0,L]
‖u(s , y)‖2k
≤ c
2
T,kz
2
k
L
|t2 − t1|,
where cT,k is the constant in (2.4). The proof is complete.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. The tightness of {√LSL,•}L≥1 in the space C[0 , T ] is a direct consequence
of Proposition 4.2. Therefore, according to Billingsley [2], it remains to prove that the finite-
dimensional distributions of the process t 7→ √LSL,t converge to those of t 7→
´ t
0
√
f(s) dBs as
L→∞, where f is defined in (1.5).
Let us choose and fix some T > 0 and m ≥ 1 points t1, . . . , tm ∈ (0 , T ]. Proposition 3.1 ensures
that, for every i, j = 1, . . . ,m,
Cov
(SL,ti ,SL,tj) ∼ 1L
ˆ ti∧tj
0
f(s) ds as L→∞. (4.12)
Define the following quantities:
Fi :=
SL,ti√
Var(SL,ti)
and Ci,j := Cov(Fi , Fj) for i, j = 1, . . . ,m.
We will write F := (F1 , . . . , Fm), and let G = (G1 , . . . , Gm) denote a centered Gaussian random
vector with covariance matrix C = (Ci,j)1≤i,j≤m.
Recall from (4.2) the random fields vL,t1 , . . . , vL,tm , and define rescaled random fields V1, . . . , Vm
as follows:
Vi :=
vL,ti√
Var(SL,ti)
for i = 1, . . . ,m.
According to (4.1), Fi = δ(Vi) for all i = 1, . . . ,m, and by duality, E〈DFi , Vj〉H = E[Fi δ(Vj)] = Ci,j
for all i, j = 1, . . . ,m. Therefore, Proposition 2.2 implies that
|Eh(F ) − Eh(G)| ≤ 12‖h′′‖∞
√√√√ m∑
i,j=1
Var〈DFi , Vj〉H,
for all h ∈ C2(Rm). By Proposition 4.1,
Var〈DFi , Vj〉H =
Var〈DSL,ti , vL,tj 〉H
Var(SL,ti)Var(SL,tj )
≤ AT
L3Var(SL,ti)Var(SL,tj )
,
which together with (4.12) implies that
lim
L→∞
|Eh(F ) − Eh(G)| = 0, for all h ∈ C2(Rm). (4.13)
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On the other hand, owing to (4.12), as L→∞,
Ci,j =
Cov
(SL,ti ,SL,tj )√
Var(SL,ti)
√
Var(SL,tj )
→
´ ti∧tj
0 f(s) ds√´ ti
0 f(s) ds×
´ tj
0 f(s) ds
,
which yields that as L→∞, the random vector G converges weakly to
´ t10 √f(s) dBs√´ t1
0 f(s) ds
, . . . ,
´ tm
0
√
f(s) dBs√´ tm
0 f(s) ds

 . (4.14)
Therefore, it follows from (4.13) that F converges weakly to the random vector in (4.14) as
L→∞. One more appeal to (4.12) shows that as L→∞,
√
L

 SL,t1√´ t1
0 f(s) ds
, . . . ,
SL,tm√´ tm
0 f(s) ds

→

´ t10 √f(s) dBs√´ t1
0 f(s) ds
, . . . ,
´ tm
0
√
f(s) dBs√´ tm
0 f(s) ds


in distribution. This completes the proof.
A Appendix
We include in this section a few properties of heat kernel with Neumann boundary conditions that
are used in this paper, some of which could also be found in [23] and [1].
Denote the heat kernel on R as
pt(x) =
1√
2pit
e−
x2
2t , t > 0, x ∈ R. (A.1)
Recall that we have the following formula for the heat kernel on [0, L] with Neumann boundary
conditions:
Gt(x, y) =
∑
n∈Z
(pt(x− y + 2nL) + pt(x+ y + 2nL)) , t > 0, x, y ∈ [0, L]. (A.2)
Lemma A.1. (1) Symmetry. Gt(x, y) = Gt(y, x) for all t > 0, x, y ∈ [0, L].
(2) For all t > 0 and x ∈ [0, L],
ˆ L
0
Gt(x, y) dy = 1. (A.3)
(3) Semigroup property. For all t, s > 0 and x, y ∈ [0, L],
ˆ L
0
Gt(x, z)Gs(z, y) dz = Gt+s(x, y). (A.4)
(4) For every t > 0 and x, y ∈ [0, L],
Gt(x, y) ≤ pt(x− y)
(
4 +
4
1− e−L2/t
)
. (A.5)
As a consequence, for all t ∈ (0, T ], L ≥ 1 and x, y ∈ [0, L],
Gt(x, y) ≤ KT pt(x− y), (A.6)
where KT = 4 +
4
1−e−1/T .
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Proof. The properties (1)-(3) are obvious and we need prove (4). For every t > 0, n ∈ Z \ {−1, 1}
and x, y ∈ [0, L], we write
pt(x− y + 2nL) = pt(x− y) e−
4n2L2+4(x−y)nL
2t
≤ pt(x− y) e−
4n2L2−4|n|L2
2t ≤ pt(x− y)e−
|n|L2
t .
And for n ∈ {−1, 1}, we have pt(x− y+2nL) ≤ pt(x− y) for all t > 0 and x, y ∈ [0, L]. Hence, for
every t > 0 and x, y ∈ [0, L],
∑
n∈Z
pt(x− y + 2nL) ≤ pt(x− y)
(
1 + 2
∞∑
n=0
e−
nL2
t
)
= pt(x− y)
(
1 +
2
1− e−L2/t
)
. (A.7)
Similarly, for every t > 0, n ∈ Z \ {−1, 1,−2, 2} and x, y ∈ [0, L], we have
pt(x+ y + 2nL) = pt(x− y) e−
4n2L2+4(x+y)nL+4xy
2t
≤ pt(x− y) e−
4n2L2−8|n|L2
2t ≤ pt(x− y)e−
|n|L2
t ,
Clearly, pt(x+ y + 2nL) ≤ pt(x− y) for n ∈ {1,−2, 2} for all t > 0 and x, y ∈ [0, L]. Moreover, we
observe that
pt(x+ y − 2L) = pt(x− y) e−
2(L−x)(L−y)
t ≤ pt(x− y).
The proceeding estimates together imply that for every t > 0 and x, y ∈ [0, L],
∑
n∈Z
pt(x+ y + 2nL) ≤ pt(x− y)
(
3 + 2
∞∑
n=0
e−
nL2
t
)
= pt(x− y)
(
3 +
2
1− e−L2/t
)
. (A.8)
Therefore, we combine (A.7) and (A.8) to obtain (A.5). Finally, (A.6) is an immediate consequence
of (A.5).
Remark A.2. In the case of Dirichlet boundary conditions, the heat kernel is given by
Gt(x, y) =
∑
n∈Z
(pt(x− y + 2nL)− pt(x+ y + 2nL)) , t > 0, x, y ∈ [0, L], (A.9)
which clearly has the uniform Gaussian upper bound in (A.6). However, it does not have the
property (A.3). Moreover, the heat kernel with periodic boundary conditions is given by
Gt(x, y) =
∑
n∈Z
pt(x− y + nL), t > 0, x, y ∈ [0, L], (A.10)
which does not satisfy the property (A.6). To see this, suppose that there exists CT > 0 such that∑
n∈Z
pt(x− y + nL) ≤ CT pt(x− y), for all 0 < t ≤ T , L ≥ 1 and for allx, y ∈ [0, L].
Letting x = L, y = 0 and choosing n = −1, it leads to pt(0) ≤ CT pt(L) for all L ≥ 1, which gives
a contradiction by letting L→∞.
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