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ICharts Of Wavelet Transformation View; 
− Презентер Charts O fWavelet Transformation Presenter; 
− Модель преобразования осталась прежней. 
При применении данных паттернов при реализации комплекса были по-
лучены следующие преимущества: 
− описание комплекса программ стало более простым и удобным за 
счет модульной структуры; 
− комплекс программ более гибкий, по сравнению с предыдущей 
системой, появилась возможность добавить модули, необходимые для решения 
практических задач; 
− снизилась трудоемкость при модификации алгоритмов вычисления 
вейвлет-преобразования, организации имитационного моделирования и др.; 
− отладка и тестирование алгоритмов стала проще. 
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Задачей классификации является разбиение множества объектов, харак-
теризующиеся определенными признаками, на классы – непересекающиеся 
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группы множеств. Формально требуется определить значение зависимой пере-
менной на основании значений других переменных, характеризующих данный 
объект. 
Пусть X={x1, x2, x3, … , xn} представляет множество объектов. Каждый 
объект характеризуется набором переменных: xi={a1, a2, a3, … , y},  где aj – не-
зависимые переменные, а y – зависимая переменная, значение которой и надо 
определить.  
Так как сведения, полученные из различных источников, носят вербаль-
ный характер, то для решения данной задачи можно использовать дискрими-
нантный анализ, в основе которого лежит метод «наивного Байеса»[1]. Метод 
называется наивным, так как исходит из предположения о взаимной независи-
мости признаков. Метод Байесовской классификации является статистическим 
методом, который позволяет предсказать вероятность принадлежности объекта 
к заданному классу [3,4].  
Пусть имеется объект X, класс которого неизвестен, а также гипотеза H, 
согласно которой X, относится к некоторому классу C. Для решения задачи 
классификации определим условную вероятность P(H/X). Очевидно P(H/X) – 
апостериорная вероятность выполнения гипотезы H при наблюдении за объек-





HPHXPXHP =  
Пусть исходное множество данных содержит атрибуты A={a1,a2,…,an}. 
Заданы классы C={C1, C2,…,Cn}, наблюдения X, для которого необходимо 
определить класс. Необходимо определить класс, который имеет наибольшую 
апостериорную вероятность P(H/X). Наивный байесовский классификатор от-
носит наблюдение X к классу Ci тогда, когда выполняется условие  






XCP iii =  
Так как вероятность P(X) для всех классов одинакова, максимизировать 
требуется только числитель. Если априорная вероятность  P(Ci) неизвестна, то 
предполагают, что классы равновероятны. В этом случае выбирают  макси-
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map CxPCPC  
Пример. Пусть ставится задача – покупка подержанного автомобиля.  
 
Труды Международной научно-технической конференции, Том 1 
«Перспективные информационные технологии» ПИТ 2015 
 
 114 
В России все автомобили делятся на классы в зависимости от вида  и раз-
мера кузова: малогабаритные, переднеприводные («хэтчбэк»), низший средний 
класс («гольф-класс»), средний класс, высший средний класс, мощные автомо-
били (“люкс”, “представительский класс”) [2]. 
Составим таблицу, объединяющую классы машин в три группы:  мини-
машины; средний класс машин; мощные (табл.1).  
Решение о покупке автомобиля основывается на показателях: класс ма-
шины, страна производитель,  повреждение автомобиля, коробка переключения 
передач (КПП) –механическая или автоматическая 
 









 A1 А2 A3 A4 A5 
1 мини Корея среднее МКПП да 
2 мини Корея высокое МКПП да 
3 средний Корея среднее МКПП нет 
4 мощные Германия среднее МКПП да 
5 мощные Япония среднее АКПП нет 
6 мощные Япония высокое АКПП нет 
7 средний Япония высокое АКПП да 
8 мини Германия среднее МКПП нет 
9 мини Япония среднее АКПП да 
10 мощные Германия среднее АКПП да 
11 мини Германия высокое АКПП да 
12 средний Германия высокое МКПП да 
13 средний Корея среднее АКПП да 
14 мощные Германия высокое МКПП нет 
 
В зависимости от класса, страны, КПП и повреждений  все машины де-
лятся на два класса: покупать (да) или не покупать (нет). Здесь A={A1,A2,A3,A4} 
переменные атрибуты . А5 – решение. 
Пусть вероятность  очередного автомобиля, выбранного покупателем, 
определим следующим образом: 
X = (Класс машины = средний, страна = Япония, повреждения = среднее, 
КПП= АКПП) 
Обозначим через С1 класс, обозначающий что  Покупатель говорит - Да,     
С2 – скорее Нет. 
Вероятность классов:   P(C1)=9/14=0,643; P(C2)=5/14=0,357. 
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Расчет условных вероятностей P(X/Ci) составит: 
P(X/A5=Да)=P(A1=мини/A5=Да)∙P(A2=Япония/A5=Да)∙P(A3=среднее/A5=Д
а) ∙ P(A4=АКПП/A5=Да)=0,061; 
P(X/A5=Нет)=P(A1=мини/A5=Нет) ∙ P(A2=Япония/A5=Нет) ∙ 
P(A3=среднее/A5=Нет) ∙ P(A4=АКПП/A5=Нет)=0,019; 
P(X/C=Да)∙P(C1)=0,039; 
P(X/C=Нет)∙P(C2)=0,007.  
Класс C1 больше C2, следовательно, данную машину Покупатель готов 
купить. 
Заключение. С помощью данного метода решается задача бинарной 
классификации, так как все объекты (машины) делятся на два класса: покупать, 
не покупать.  С помощью рассмотренной методики можно проводить класси-
фикацию для решения самых различных задач: выделение пожароопасных 
участков в лесных массивах, экологический мониторинг, отнесение сообщений 
в интернете в разряд «спам», выделение дорог низкого качества и многое дру-
гое. 
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