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Summary. The paper considers a particular family of set–valued stochastic pro-
cesses modeling birth–and–growth processes. The proposed setting allows us to in-
vestigate the nucleation and the growth processes. A decomposition theorem is es-
tablished to characterize the nucleation and the growth. As a consequence, different
consistent set–valued estimators are studied for growth process. Moreover, the nu-
cleation process is studied via the hitting function, and a consistent estimator of the
nucleation hitting function is derived.
Introduction
Nucleation and growth processes arise in several natural and technological applica-
tions (cf. [5, 6] and the references therein) such as, for example, solidification and
phase–transition of materials, semiconductor crystal growth, biomineralization, and
DNA replication (cf., e.g., [17]). During the years, several authors studied stochastic
spatial processes (cf. [10,23,31] and references therein) nevertheless they essentially
consider static approaches modeling real phenomenons. For what concerns the dy-
namical point of view, a parametric birth–and–growth process was studied in [25,26].
A birth–and–growth process is a RaCS family given by Θt =
S
n:Tn≤t
ΘtTn (Xn), for
t ∈ R+, where Θ
t
Tn
(Xn) is the RaCS obtained as the evolution up to time t > Tn
of the germ born at (random) time Tn in (random) location Xn, according to some
growth model. An analytical approach is often used to model birth–and–growth pro-
cess, in particular it is assumed that the growth of a spherical nucleus of infinitesimal
radius is driven according to a non–negative normal velocity, i.e. for every instant
t, a border point of the crystal x ∈ ∂Θt “grows” along the outwards normal unit
(e.g. [3, 4, 8, 16]). In view of the chosen framework, different parametric and non–
parametric estimations are proposed over the years (cf. [2, 5, 7, 9, 12, 24, 27] and
references therein). Note that the existence of the outwards normal vector imposes
a regularity condition on ∂Θt (and also on the nucleation process: it cannot be a
point process).
On the other hand, it is well known that random sets are particular cases of fuzzy
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sets. Now, in the class of all convex fuzzy sets having compact support, Doob–type
decomposition for sub- and super–martingales was studied (e.g. [13–15, 32]). Nev-
ertheless, a more general case (than the convex one) has not yet been considered;
surely, in order to do this, the first easiest step is to consider decomposition for
random set–valued processes. After which, the step forward, to be considered in a
following paper, can be to generalize results of this paper to birth–and–growth fuzzy
set–value processes.
This paper is an attempt to offer an original approach based on a purely geometric
stochastic point of view in order to avoid regularity assumptions describing birth–
and–growth processes. The pioneer work [21] studies a growth model for a single
convex crystal based on Minkowski sum, whilst in [1], the authors derive a compu-
tationally tractable mathematical model of such processes that emphasizes the geo-
metric growth of objects without regularity assumptions on the boundary of crystals.
Here, in view of this approach, we introduce different set–valued parametric estima-
tors of the rate of growth of the process. They arise naturally from a decomposition
via Minkowski sum and they are consistent as the observation window expands to
the whole space. On the other hand, keeping in mind that distributions of random
closed sets are determined by Choquet capacity functionals and that the nucleation
process cannot be observed directly, the paper provides an estimation procedures of
the hitting function of the nucleation process.
The article is organized as follows. Section 1.1 contains preliminary properties. Sec-
tion 1.2 introduces a birth–and–growth model for random closed sets as the combi-
nation of two set–valued processes (nucleation and growth respectively). Further, a
decomposition theorem is established to characterize the nucleation and the growth.
Section 1.3 studies different estimators of the growth process and correspondent con-
sistent properties are proved. In Section 1.4, the nucleation process is studied via
the hitting function, and a consistent estimator of the nucleation hitting function is
derived.
1.1 Preliminary results
Let N, Z, R, R+ be the sets of all non–negative integer, integer, real and non–negative
real numbers respectively, and let X = Rd. Let F be the family of all closed subsets
of X and F′ = F \{∅}. The suffixes b, k and c denote boundedness, compactness and
convexity properties respectively (e.g. Fkc denotes the family of all compact convex
subsets of X).
For all A,B ⊆ X and α ∈ R+, let us define
A+B = {a+ b : a ∈ A, b ∈ B} =
S
b∈B b+ A, (Minkowski Sum),
α ·A = αA = {αa : a ∈ A} , (Scalar Product),
A⊖B =
`
AC +B
´C
=
T
b∈B b+ A, (Minkowski Subtraction),
Aˇ = {−a : a ∈ A} , (Symmetric Set),
where AC = {x ∈ X : x 6∈ A} is the complementary set of A, x+Ameans {x}+A (i.e.
A translate by vector x), and, by definition, ∅+A = ∅ = α∅. It is well known that +
is a commutative and associative operation with a neutral element but, in general,
A ⊆ X does not admit opposite (cf. [18, 29]) and ⊖ is not the inverse operation of
+. The following relations are useful in the sequel (see [30]): for every A,B,C ⊆ X
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(A ∪B) + C = (A+ C) ∪ (B + C),
if B ⊆ C, A+B ⊆ A+C,
(A⊖B) + Bˇ ⊆ A and (A+B)⊖ Bˇ ⊇ A,
(A ∪B)⊖ C ⊇ (A⊖ C) ∪ (B ⊖ C).
In the following, we shall work with closed sets. In general, if A,B ∈ F then A+B
does not belong to F (e.g., in X = R let A = {n+ 1/n : n > 1} and B = Z, then
{1/n = (n+ 1/n) + (−n)} ⊂ A + B and 1/n ↓ 0, but 0 6∈ A + B). In view of this
fact, we define A⊕B = A+B where (·) denotes the closure in X. It can be proved
that, if A ∈ F and B ∈ Fk then A+B ∈ F (see [30]).
For any A,B ∈ F′ the Hausdorff distance (or metric) is defined by
δH(A,B) = max

sup
a∈A
inf
b∈B
‖a− b‖
X
, sup
b∈B
inf
a∈A
‖a− b‖
X
ff
.
A random closed set (RaCS) is a map X defined on a probability space (Ω,F,P)
with values in F such that {ω ∈ Ω : X(ω) ∩K 6= ∅} is measurable for each compact
set K in X. It can be proved (see [19]) that, if X,X1, X2 are RaCS and if ξ is a
measurable real–valued function, then X1 ⊕ X2, X1 ⊖ X2, ξX and (Int X)
C are
RaCS. Moreover, if {Xn}n∈N is a sequence of RaCS then X =
S
n∈NXn is so.
Let X be a RaCS, then TX(K) = P(X∩K 6= ∅), for all K ∈ Fk, is its hitting function
(or Choquet capacity functional). The well known Matheron Theorem states that,
the probability law PX of any RaCS X is uniquely determined by its hitting function
(see [20]) and hence by QX(K) = 1− TX(K).
Remark 1.1 (See [22].) If both X and Y are RaCS, then, for every K ∈ Fk,
TX⊕Y (K) = E
ˆ
E
ˆ
TX
`
K ⊕ Yˇ
´˛˛
Y
˜˜
.
Moreover, if X,Y are independent, then, for every K ∈ Fk,
TX∪Y (K) = TX (K) + TY (K) − TX (K)TY (K) .
A RaCS X is stationary if the probability laws of X and X + v coincide for every
v ∈ X. Thus, the hitting function of a stationary RaCS clearly is invariant up to
translation TX(K) = TX(K + v) for each K ∈ Fk and any v ∈ X.
A stationary RaCS X is ergodic, if, for all K1,K2 ∈ F,
1
|Wn|
Z
Wn
QX((K1 + v) ∪K2)dv → QX(K1)QX(K2), as n→∞;
where {Wn}n∈N is a convex averaging sequence of sets in X (see [11]), i.e. each {Wn}
is convex and compact, Wn ⊂Wn+1 for all n ∈ N and
sup {r ≥ 0 : B(x, r) ⊂Wn for some x ∈ Wn} ↑ ∞, as n→∞.
Proposition 1.2 Let X,Y be RaCS with Y ∈ F′k a.s. and X stationary, then
X + Y is a stationary RaCS. Moreover, if X is ergodic, then X + Y is so.
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Proof. Let Z = X + Y , it is a RaCS. Note that
TZ(K) = E
ˆ
E
ˆ
TX
`
K + Yˇ
´˛˛
Y
˜˜
= E
ˆ
E
ˆ
TX
`
K + Yˇ + v
´˛˛
Y
˜˜
= TZ(K + v),
for every K ∈ Fk and v ∈ X, then Z = X + Y is stationary. Further, let us
suppose thatX is ergodic, then, by Tonelli’s Theorem and by dominated convergence
theorem, we obtainZ
Wn
QZ((K1 + v) ∪K2)
|Wn|
dv = E
»
E
»
1
|Wn|
Z
Wn
QX(((K1 + v) ∪K2) + Yˇ )dv
˛˛˛
˛Y
––
→ E
ˆ
E
ˆ
QX(K1 + Yˇ )QX(K2 + Yˇ )
˛˛
Y
˜˜
= QZ(K1)QZ(K2),
for every K1,K2 ∈ Fk. Hence X + Y is ergodic. 
1.2 A Birth–and–Growth process
Let (Ω,F, {Fn}n∈N ,P) be a filtered probability space with the usual properties.
Let {Bn : n ≥ 0} and {Gn : n ≥ 1} be two families of RaCS such that Bn is Fn–
measurable and Gn is Fn−1–measurable. These processes represent the birth (or
nucleation) process and the growth process respectively. Thus, let us define recur-
sively a birth–and–growth process Θ = {Θn : n ≥ 0} by
Θn =

(Θn−1 ⊕Gn) ∪Bn, n ≥ 1,
B0, n = 0.
(1.1)
Roughly speaking, Equation (1.1) means that Θn is the enlargement of Θn−1 due
to a Minkowski growth Gn while nucleation Bn occurs. Without loss of generality
let us consider the following assumption.
(A-1) For every n ≥ 1, 0 ∈ Gn.
Note that, Assumption (A-1) is equivalent to Θn−1 ⊆ Θn.
In [1], the authors derive (1.1) from a continuous time birth–and–growth process;
here, in order to make inference, the discrete time case is sufficient. Indeed, a sample
of a birth–and–growth process is usually a time sequence of pictures that represent
process Θ at different temporal step; namely Θn−1, Θn. Thus, in view of (1.1), it
is interesting to investigate {Gn} and {Bn}; in particular, we shall estimate the
maximal growth Gn and the capacity functional of Bn. For the sake of simplicity,
Y , X, G and B will denote RaCS Θn, Θn−1, Gn and Bn respectively (then X ⊆ Y ).
Thus, let us consider the following general definition.
Definition 1.3 Let Y , X be RaCS with X ⊆ Y . A X–decomposition of Y is a
couple of RaCS (G,B) for which
Y = (X ⊕G) ∪B. (1.2)
Note that, since we can consider (G,B) = ({0} , Y ), there always exists a X–
decomposition of Y . It can happen that G and B in (1.2) are not unique. As example,
let Y = [0, 1] and X = {0}, then both (G1, B1) = (Y, Y ) and (G2, B2) = (X,Y )
November 3, 2018
Giacomo Aletti, Enea G. Bongiorno, Vincenzo Capasso
5
satisfy (1.2). As a consequence, since we can not distinguish between two different
decompositions, we shall choose a maximal one according to the following proposi-
tion.
Proposition 1.4 (See [30]) Let Y , X be RaCS with X ⊆ Y . Then
G = Y ⊖ Xˇ = {g ∈ X : g +X ⊆ Y } . (1.3)
is the greatest RaCS, with respect to set inclusion, such that (X ⊕G) ⊆ Y .
Corollary 1.5 The couple (G = Y ⊖ Xˇ, B = Y ∩ (X ⊕G)C) is the max-min X–
decomposition of Y . As a consequence, (G,B) is a X–decomposition of Y and for
any other X–decomposition of Y , say (G′, B′), then G′ ⊆ G and B′ ⊇ B.
In other words, if X,G′, B′ are RaCS and Y = (X⊕G′)∪B′, then G = Y ⊖ Xˇ ⊇ G′
and Y = (X ⊕G) ∪ B′.
Let Θ be as in (1.1). From now on, Gn denotes Θn ⊖ Θˇn−1 that, as a consequence
of Assumption (A-1), contains the origin. Moreover, we shall suppose
(A-2) There exists K ∈ F′b such that Gn = Θn ⊖ Θˇn−1 ⊆ K for every n ∈ N.
(A-3) For every n ≥ 1,
`
Bn ⊖ Θˇn−1
´
= ∅ almost surely.
Roughly speaking, Assumption (A-2) means that process Θ does not grow too “fast”,
whilst Assumption (A-3) means that it cannot born something that, up to a trans-
lation, is larger (or equal) than what there already exists.
Let us remark that Assumption (A-2) implies {Gn} ⊂ F
′
k and X ⊕ Gn = X + Gn,
for any RaCS X.
1.3 Estimators of G
On the one hand Proposition 1.4 gives a theoretical formula for G, but, on the other
hand, in practical cases, data are bounded by some observation window and edge
effects may cause problems. Hence, as the standard statistical scheme for spatial
processes (e.g. [23]) suggests, we wonder if there exists a consistent estimator of G
as the observation window expands to the whole space X.
Proposition 1.6 If {Wi}i∈N ⊂ F
′
ck is a convex averaging sequence of sets, then,
for any K ∈ F′k, X =
S
i∈NWi ⊖ Kˇ. In this case, we say that {Wi}i∈N expands to X
and we shall write Wi ↑ X.
Proof. At first note that X =
S
i∈N Int Wi and for any i ∈ N, Wi ⊆Wi+1.
Let x ∈ X and K ∈ F′k. Note that, x+K ∈ F
′
k is a compact set. Then there exists
a finite family of indices I ⊂ N such that, if N = max I , then
x+K ⊆
[
j∈I
Int Wj = Int WN .
Hence, we have that x ∈ Int WN ⊖ Kˇ ⊆ WN ⊖ Kˇ, i.e., for any x ∈ X, there exists
n0 ∈ N such that x ∈Wn0 ⊖ Kˇ. 
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Let W ∈ {Wi}i∈N be an observation window and let us denote by YW and XW , the
(random) observation of Y and X through W , i.e. Y ∩W and X ∩W respectively.
Let us consider the estimator of G given by the maximal XW –decomposition of YW :
bGW = `YW ⊖ XˇW ´ (1.4)
so that XW ⊕ bGW ⊆ YW ⊆ W . Notice that, whenever Y and X are bounded, then
there existsWj ∈ {Wi}i∈N such that Y ⊆Wj and Xˇ ⊆Wj , hence
bGWj = Y⊖Xˇ = G.
In other words, on the set {ω ∈ Ω : X(ω), Y (ω) bounded}, the estimator (1.4) is
consistent bGWi(Y,X|Y,X bounded)→ G, as Wi ↑ X;
otherwise, as we already said, if Y and X are unbounded, edge effects may cause
problems and the estimator (1.4) is, in general, not consistent as we discussed in the
following example.
Example 1.7 Let X = R2, let us consider X = ({x = 0} ∪ {y = 0}) and Y =
X + B(0, 1) where B(0, 1) is the closed unit ball centered in the origin. Surely
X ⊂ Y , and they are unbounded. Note that Y = (X + G) for any G such that
({0} × [−1, 1] ∪ [−1, 1]× {0}) ⊆ G ⊆ B(0, 1). On the other hand, by Proposition
1.4, there exists a unique G that is the greatest set, with respect to set inclusion; in
this case G = [−1, 1]× [−1, 1].
Let us suppose 0 ∈W0 and letW ∈ {Wi}i∈N, then, by Equation (1.4), the estimator
of G is bGW = {0} 6= G. This is an edge effect due to the fact that, for every G′ with
{0} ⊂ G′ ⊆ G, it holds (XW +G
′) ∩WC 6= ∅ and then XW + G
′ 6⊆ YW that does
not agree with Proposition 1.4.
Edge effects can be reduced by considering the following estimators of G
bG1W = `YW ⊖ XˇW⊖Kˇ´ ∩K, (1.5)bG2W = “hYW ∪ “∂+KW XW”i⊖ XˇW” ∩K; (1.6)
where K is given in Assumption (A-2) and where
`
∂+KW XW
´
= (XW +K) \W . The
role of K will be clarified in Proposition 1.8 where it guarantees the monotonicity ofbG1W . Note that, estimators (1.5) (1.6) are bounded (i.e. compact) RaCS, moreover,
if Y and X are bounded, then bG1Wj , bG2Wj eventually coincide with the estimator
(1.4); i.e. there exists n0 such that for all j ≥ n0, bGWj = bG1Wj = bG2Wj = G.
Let us explain how bG1W and bG2W work. Estimator bG1W is obtained by reducing the
information given by X to the smaller window W ⊖ Kˇ, whilst Y is observed in
W . Then bG1W is the greatest subset of K, with respect to set inclusion, such that
XW⊖Kˇ + bG1W ⊆ YW (see Proposition 1.4). Estimator bG2W is obtained by observing
X in W (and not W ⊖ Kˇ), whilst Y is increased (at least) by
`
∂+KW XW
´
, that is the
greatest possible set of growth for X outside of the observed window W . Then bG2W
is the greatest subset of K, with respect to set inclusion, such that (XW + bG2W ) ∩
W ⊆ YW , or, alternatively, XW + bG2W ⊆ YW ′ , where YW ′ = YW ∪ `∂+KW XW ´ (see
Proposition 1.4).
Note that by definition of Minkowski Subtraction
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bG1W = Tx∈X
W⊖Kˇ
x+ ((−x+K) ∩ YW ) ,
bG2W = Tx∈XW x+ ((−x+K) ∩ YW ′) ;
i.e. every x ∈ XW⊖Kˇ (resp. x ∈ XW ) “grows” at most as (−x + K) ∩ YW (resp.
(−x+K) ∩ YW ′).
Now, we are ready to show the consistency property of bG1Wi and bG2W . In particular,
Proposition 1.8 proves that bG1Wi decreases, with respect to set inclusion, to the
theoretical G, whenever Wi expands to the whole space (Wi ↑ X). Proposition 1.9
proves that, for every W ∈ F′, bG2W is a better estimator than bG1W and hence it is a
consistent estimator of G.
Proposition 1.8 Let Y , X be RaCS, let 0 ∈ G = Y ⊖ Xˇ ⊆ K. The following
statements hold for bG1W :
(1) G ⊆ bG1W for every W ;
(2) bG1W2 ⊆ bG1W1 if W2 ⊇W1;
(3) If Wi ↑ X, then
T
i∈N
bG1Wi = G. Moreover,
lim
i→∞
δH( bG1Wi , G) = 0. (1.7)
Proof.
(1) Since 0 ∈ K,
T
k∈K −k + W = W ⊖ Kˇ ⊆ W and then XW⊖Kˇ ⊆ W . Let
g ∈ G, then g +X ⊆ Y . Since g ∈ K, last inclusion still holds when X and Y are
substituted by XW⊖Kˇ and YW respectively: g+XW⊖Kˇ ⊆ YW . Thus g ∈ bG1W follows
by Definition (1.5) and Proposition 1.4.
(2) In order to obtain bG1W2 ⊆ bG1W1 , it is sufficient to prove that
XW1⊖Kˇ +
bG1W2 ⊆ YW1 (1.8)
since bG1W1 is the greatest set, with respect to set inclusion, for which the inclusion
(1.8) holds. In fact, W1 ⊖ Kˇ ⊆
`
W1 ⊖ Kˇ
´
+K ⊆ W1 ⊆ W2, then XW1⊖Kˇ ⊆ XW2 .
Let x ∈ XW1⊖Kˇ = X ∩
`
W1 ⊖ Kˇ
´
, then x ∈ XW2 . By definition of bG1W2 , we have
x+ bG1W2 ⊆ YW2 ⊆ Y.
On the other hand, since x ∈ W1 ⊖ Kˇ and bG1W2 ⊆ K, we have
x+ bG1W2 ⊆ `W1 ⊖ Kˇ´+K ⊆W1;
i.e. x+ bG1W2 is included both in Y and in W1.
(3) Since G ⊆
T
i∈N
bG1Wi , it remains to prove that\
i∈N
bG1Wi ⊆ G;
i.e. if g ∈ bG1Wi for each i ∈ N, then g ∈ G. Take g ∈ Ti∈N bG1Wi . By definition ofbG1W1 , we have
g + x ∈ Y for all x ∈ XWi⊖Kˇ and ∀i ∈ N. (1.9)
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By contradiction, assume g 6∈ G. Then g+X 6⊆ Y , i.e. there exists x ∈ X such that
(g + x) 6∈ Y . On the one hand, Proposition 1.6 implies that there exists j ∈ N such
that x ∈ Wj ⊖ Kˇ. On the other hand, Equation (1.9) implies g + x ∈ Y which is a
contradiction. Thus Theorem 1.1.18 in [19] implies (1.7). 
Proposition 1.9 For every W ∈ F′, G ⊆ bG2W ⊆ bG1W .
Proof. Let us divide the proof in two parts; in the first one we prove that bG2W ⊆ bG1W ,
in the second one that G ⊆ bG2W . Let g ∈ bG2W and x ∈ XW⊖Kˇ . Since bG2W ⊆ K, we
have
x+ g ∈
`
W ⊖ Kˇ
´
+ bG2W ⊆ `W ⊖ Kˇ´+K ⊆W ; (1.10)
where we use properties of monotonicity of the Minkwoski Subtraction and Sum.
Moreover, by definition of bG2W ,
x+ g ∈ YW , or x+ g ∈
“
∂+KW XW
”
⊆WC .
By (1.10), x+g ∈ YW . The arbitrary choice of x ∈ XW⊖Kˇ completes the first part of
the proof. For the second part, let g ∈ G and x ∈ XW . By definition of G, x+g ∈ Y .
We have two cases:
- x+ g ∈ W , and therefore x+ g ∈ YW ,
- x+ g 6∈ W . Since x ∈ XW , x+ g ∈ (XW +G) \W ⊆
`
∂+KW XW
´
. 
Corollary 1.10 bG2W is consistent (i.e. bG2W ↓ G whenever W ↑ X).
A General Definition of Ĝ2
W
. The following proposition shows that the esti-
mator in (1.6) can be defined in an equivalent way by
bG2W (Z) = nhYW ∪ “∂+KW Z”i⊖ XˇWo
K
;
where
`
∂+KW X
´
in (1.6) is substituted by
`
∂+KW Z
´
with
X
W\(W⊖Kˇ) ⊆ Z ⊆W. (1.11)
In other words, we are saying that, under condition (1.11), bG2W (Z) does not depend
on Z. From a computational point of view, this means that Z can be chosen in a
way that reduces the computational costs. On the one hand, the best choice of Z
seems to be the smallest possible set, i.e. Z = X
W\(W⊖Kˇ). On the other hand, in
order to get X
W\(W⊖Kˇ), we have to compute
`
W ⊖ Kˇ
´
that may be costly if at
least one between W and K has a “bad shape” (for instance it is not a rectangular
one).
Proposition 1.11 If Z1, Z2 ∈ P
′ both satisfy condition (1.11), then bG2W (Z1) =bG2W (Z2).
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Fig. 1.1. We consider two pictures of a simulated birth–and–growth process, at
two different time instants, that in our notations are X and Y . Emphasizing the
differences, we report here the magnified pictures of the true growth used for the
simulation, the computed bG2W , bG1W and bG1W⊖Kˇ . Note that they agree with Propo-
sition 1.8 and Proposition 1.9 since bG1
W⊖Kˇ
⊇ bG1W ⊇ bG2W .
Proof. It is sufficient to prove:
(1) Z1 ⊆ Z2 implies bG2W (Z1) ⊆ bG2W (Z2);
(2) bG2W (W ) ⊆ bG2W “XW\(W⊖Kˇ)”.
In fact, (1) and (2) imply that bG2W (W ) = bG2W “XW\(W⊖Kˇ)”. At the same time
they imply bG2W (Z) = bG2W “XW\(W⊖Kˇ)” holds for every Z that satisfies (1.11); that
is the thesis.
STEP (1) is a consequence of the following implications
Z1 ⊆ Z2 ⇒ Z1 +K ⊆ Z2 +K,
⇒ YW ∪ [(Z1 +K) \W ] ⊆ YW ∪ [(Z2 +K) \W ] ,
⇒ bG2W (Z1) ⊆ bG2W (Z2);
where the last one holds since X1 ⊖ Y ⊆ X2 ⊖ Y if X1 ⊆ X2 (see [30]).
Before proving the second step, we show that bG2W (Z) = bG2W “ZW\(W⊖Kˇ)” for
all Z that satisfies (1.11). This statement is true if
“
Z
W\(W⊖Kˇ) +K
”
\ W and
(Z +K) \W are the same set. Since Minkowski sum is distributive with respect to
union, we get
November 3, 2018
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(Z +K) \W =
h“
Z
W\(W⊖Kˇ) ∪ ZW⊖Kˇ
”
+K
i
\W
=
h“
Z
W\(W⊖Kˇ) +K
”
\W
i
∪
ˆ`
ZW⊖Kˇ +K
´
\W
˜
.
Then we have to prove that
ˆ`
ZW⊖Kˇ +K
´
\W
˜
= ∅ :`
ZW⊖Kˇ +K
´
\W =
˘ˆ
Z ∩
`
W ⊖ Kˇ
´˜
+K
¯
\W
⊆
˘
(Z +K) ∩
ˆ`
W ⊖ Kˇ
´
+K
˜¯
\W
⊆ [(Z +K) ∩W ] \W = ∅.
STEP (2). Since bG2W (XW ) = bG2W “XW\(W⊖Kˇ)”, thesis becomes bG2W (W ) ⊆bG2W (XW ). Let g ∈ bG2W (W ). We must prove g ∈ bG2W (XW ), i.e. for every x ∈ XW
g + x ∈ YW , or g + x ∈ (XW +K) \W.
Since g ∈ bG2W (W ), for any x ∈ XW we can have two possibilities
(a) g + x ∈ YW ,
(b) g + x ∈ (W +K) \W .
It remains to prove that (b) implies g+x ∈ (XW +K)\W . In particular, (b) implies
g + x ∈ WC. At the same time g + x ∈ XW +K, i.e. g + x ∈ (XW +K) \W . 
1.4 Hitting Function Associated to B
In many practical cases, an observer, through a window W and at two different
instants, observes the nucleation and growth processes namely X and Y . According
to Section 1.3 we can estimate G via the consistent estimator bG2W or bG1W (in the
following we shall write bGW meaning one of them). From the birth–and–growth
process point of view, it is also interesting to test whenever the nucleation process
B = {Bn}n∈N is a specific RaCS (for example a Boolean model or a point pro-
cess). In general, we cannot directly observe the n–th nucleation Bn since it can
be overlapped by other nuclei or by their evolutions. Nevertheless, we shall infer on
the hitting function associated to the nucleation process TBn(·). Let us consider the
decomposition given by (1.2) Y = (X +G) ∪ B then the following proposition is a
consequence of Remark 1.1.
Proposition 1.12 If (G,B) is aX–decomposition of Y such that B is independent
on X and on G, then, for each K ∈ Fk,
TY (K) = TX+G (K) + TB (K)− TX+G (K)TB (K) ,
that, in terms of Q·(K) = (1− T· (K)), is equivalent to
QY (K) = QB(K)QX+G(K).
In other words, the probability for the exploring set K to miss Y is the probability
for K to miss B multiplied by the probability for K to miss X +G.
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Remark 1.13 Working with data we shall consider two estimators of the hitting
function (we refer to [23, p. 57–63] and references therein). In particular, if X is a
stationary ergodic RaCS, then TX(·) can be estimated by a single realization of X
and two empirical estimators are given by
bTX,W (K) = µλ
``
X + Kˇ
´
∩ (W ⊖K0)
´
µλ (W ⊖K0)
, K ∈ Fk;
where µλ is the Lebesgue measure on X = R
d and K0 is a compact set such that
K ⊂ K0 for all K ∈ Fk of interest.
A regular closed set in X is a closed set G ∈ F′ for which G = Int G; i.e. G is the
closure (in X) of its interior.
Proposition 1.14 Let G ∈ F′k be a regular closed subset in X. Then, for every
X ∈ F′, X +G is a regular closed set.
Proof. Since X +G is a closed set, Int (X +G) ⊆ X +G. It remains to prove that
X + G ⊆ Int (X +G). Let y ∈ X + G, then there exists x ∈ X and g ∈ G such
that y = x+ g. If g ∈ Int G, then there exists an open neighborhood of g for which
U(g) ⊆ Int G and x + U(g) is an open neighborhood of x + g included in X + G;
i.e. x + g ∈ Int (X + G). On the other hand, let g ∈ ∂G = G \ Int G, then there
exists {gn}n∈N ⊂ G such that gn → g and gn ∈ Int G, for all n ∈ N. Thus, for every
n ∈ N, x+ gn is an interior point of X +G and x+ gn → x+ g ∈ Int (X +G). 
Proposition 1.15 (See [23, Theorem 4.5 p. 61] and references therein) Let X
be an ergodic stationary random closed set. If the random set X is almost surely
regular closed
sup
K ∈ Fk
K ⊆ K0
˛˛˛ bTX,W (K)− TX(K)˛˛˛→ 0, a.s. (1.12)
as W ↑ X and for every K0 ∈ F
′.
Remark 1.16 Proposition 1.14, together to Equation (1.1) means that, if {Gn}n∈N
is a sequence of almost surely regular closed sets, then {Θn}n∈N is so.
The following Theorem shows that the hitting functionalQB of the hidden nucleation
process can be exstimated by the observable quantity eQB,W , where for everyK ∈ Fk,
eQB,W (K) := bQY,W (K)bQ
X+ bG
W
,W
(K)
, (1.13)
and bGW is given by (1.5) or (1.6).
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Theorem 1.17 Let X, Y be two RaCS a.s. regular closed. Let (G,B) be a X–
decomposition of Y with B a stationary ergodic RaCS independent on G and X.
Assume that G is an a.s. regular closed set and eQB,W defined in Equation (1.13).
Then, for any K ∈ Fk, ˛˛˛ eQB,W (K) −QB(K)˛˛˛ −→
W↑X
0, a.s.
Proof. Let K ∈ Fk be fixed. For the sake of simplicity, Q·, eQ· and bQ· denote Q·(K),eQ·,W (K) and bQ·,W (K) respectively. Thus,
˛˛˛ eQB −QB ˛˛˛ =
˛˛˛
˛˛˛ bQYbQ
X+ bG
W
−
QY
QX+G
˛˛˛
˛˛˛ =
˛˛˛
˛˛˛ bQYQX+G −QY bQX+ bGWbQ
X+ bG
W
QX+G
˛˛˛
˛˛˛ .
Since Y ⊇ X + bGW , bQX+ bG
W
> bQY . Accordingly to (1.12), bQY converges to QY
that is a positive quantity. Thus, thesis is equivalent to prove that˛˛˛ bQYQX+G −QY bQX+ bG
W
˛˛˛
→ 0, a.s.
as W ↑ X. The following inequalities hold˛˛˛ bQYQX+G −QY bQX+ bG
W
˛˛˛
≤ QX+G
˛˛˛ bQY −QY ˛˛˛+QY ˛˛˛QX+G − bQX+ bG
W
˛˛˛
≤ QX+G
˛˛˛ bQY −QY ˛˛˛+
QY
˛˛˛
QX+G −QX+ bG
W
˛˛˛
+QY
˛˛˛
Q
X+ bG
W
− bQ
X+ bG
W
˛˛˛
.
Proposition 1.2 and Proposition 1.14 guarantee that X +G is a stationary ergodic
RaCS and a.s. regular closed, then we can apply (1.12) to the first and the third
addends. It remains to prove that˛˛˛
QX+G −QX+ bG
W
˛˛˛
→ 0 as W ↑ X. (1.14)
Since Minkowski sum is a continuous map from F × Fk to F (see [30]), bGW ↓ G a.s.
implies X + bGW ↓ X + G a.s. As a consequence, we get that X + bGW ↓ X + G in
distribution [28, p. 182], which is Equation (1.14). 
References
1. G. Aletti, E. G. Bongiorno, and V. Capasso, A set–valued framework for birth–
and–growth processes. (submitted).
2. G. Aletti and D. Saada, Survival analysis in Johnson–Mehl tessellation, Stat.
Inference Stoch. Process., 11 (2008) 55–76.
3. M. Burger, V. Capasso, and A. Micheletti, An extension of the Kolmogorov–
Avrami formula to inhomogeneous birth–and–growth processes, in: G. Aletti et
al., (Eds.), Math Everywhere, Springer, Berlin, 2007 63–76.
4. M. Burger, V. Capasso, and L. Pizzocchero, Mesoscale averaging of nucleation
and growth models, Multiscale Model. Simul., 5 (2006) 564–592.
November 3, 2018
Giacomo Aletti, Enea G. Bongiorno, Vincenzo Capasso
13
5. V. Capasso, (Ed.), Mathematical Modelling for Polymer Processing. Polymer-
ization, Crystallization, Manufacturing, Mathematics in Industry, 2, Springer–
Verlag, Berlin, 2003.
6. V. Capasso, On the stochastic geometry of growth, in: Sekimura, T. et al.,
(Eds.), Morphogenesis and Pattern Formation in Biological Systems, Springer,
Tokyo, 2003 45–58.
7. V. Capasso and E. Villa, Survival functions and contact distribution functions
for inhomogeneous, stochastic geometric marked point processes, Stoch. Anal.
Appl., 23 (2005) 79–96.
8. S. N. Chiu, Johnson–Mehl tessellations: asymptotics and inferences, in: Proba-
bility, finance and insurance, World Sci. Publ., River Edge, NJ, 2004 136–149.
9. S. N. Chiu, I. S. Molchanov, and M. P. Quine, Maximum likelihood estimation
for germination–growth processes with application to neurotransmitters data,
J. Stat. Comput. Simul., 73 (2003) 725–732.
10. N. Cressie, Modeling growth with random sets, in: Spatial statistics and imaging
(Brunswick, ME, 1988), IMS Lecture Notes Monogr. Ser., Vol. 20, Inst. Math.
Statist., Hayward, CA, 1991 31–45.
11. D. J. Daley and D. Vere-Jones, An Introduction to the Theory of Point Pro-
cesses. Vol. I, Probability and its Applications, Springer–Verlag, New York,
second edition, 2003.
12. T. Erhardsson, Refined distributional approximations for the uncovered set in
the Johnson–Mehl model, Stochastic Process. Appl., 96 (2001) 243–259.
13. W. Fei and R. Wu, Doob’s decomposition theorem for fuzzy (super) submartin-
gales, Stochastic Anal. Appl., 22 (2004) 627–645.
14. Y. Feng, Decomposition theorems for fuzzy supermartingales and submartin-
gales, Fuzzy Sets and Systems, 116 (2000) 225–235.
15. Y. Feng and X. Zhu, Semi-order fuzzy supermartingales and submartingales
with continuous time, Fuzzy Sets and Systems, 130 (2002) 75–86.
16. H. J. Frost and C. V. Thompson, The effect of nucleation conditions on the
topology and geometry of two–dimensional grain structures, Acta Metallurgica,
35 (1987) 529–540.
17. J. Herrick, S. Jun, J. Bechhoefer, and A. Bensimon, Kinetic model of DNA
replication in eukaryotic organisms, J.Mol.Biol., 320 (2002) 741–750.
18. K. Keimel and W. Roth, Ordered Cones and Approximation, Lecture Notes in
Mathematics, Vol. 1517, Springer–Verlag, Berlin, 1992.
19. S. Li, Y. Ogura, and V. Kreinovich, Limit Theorems and Applications of Set–
Valued and Fuzzy Set–Valued Random Variables, Kluwer Academic Publishers
Group, Dordrecht, 2002.
20. G. Matheron, Random Sets and Integral Geometry, John Wiley&Sons, New
York-London-Sydney, 1975.
21. A. Micheletti, S. Patti, and E. Villa, Crystal growth simulations: a new math-
ematical model based on the Minkowski sum of sets, in: D.Aquilano et al.,
(Eds.), Industry Days 2003-2004, volume 2 of The MIRIAM Project, Esculapio,
Bologna, 2005 130–140.
22. I. S. Molchanov, Limit Theorems for Unions of Random Closed Sets, Lecture
Notes in Mathematics, Vol. 1561, Springer–Verlag, Berlin, 1993.
23. I. S. Molchanov, Statistics of the Boolean Model for Practitioners and Mathe-
maticians, Wiley, Chichester, 1997.
November 3, 2018
14 Statistical aspects of set–valued continuous time stochastic processes
24. I. S. Molchanov and S. N. Chiu, Smoothing techniques and estimation meth-
ods for nonstationary Boolean models with applications to coverage processes,
Biometrika, 87 (2000) 265–283.
25. J. Møller, Random Johnson–Mehl tessellations, Adv. in Appl. Probab., 24
(1992) 814–844.
26. J. Møller, Generation of Johnson–Mehl crystals and comparative analysis of
models for random nucleation, Adv. in Appl. Probab., 27 (1995) 367–383.
27. J. Møller and M. Sørensen, Statistical analysis of a spatial birth–and–death
process model with a view to modelling linear dune fields, Scand. J. Statist., 21
(1994) 1–19.
28. H. T. Nguyen, An Introduction to Random Sets, Chapman & Hall/CRC, Boca
Raton, FL, 2006.
29. H. R˚adstro¨m, An embedding theorem for spaces of convex sets, Proc. Amer.
Math. Soc., 3 (1952) 165–169.
30. J. Serra, Image Analysis and Mathematical Morphology, Academic Press Inc.
[Harcourt Brace Jovanovich Publishers], London, 1984.
31. D. Stoyan, W. S. Kendall, and J. Mecke, Stochastic Geometry and its Applica-
tions, John Wiley & Sons Ltd., Chichester, second edition, 1995.
32. P. Tera´n, Cones and decomposition of sub- and supermartingales. Fuzzy Sets
and Systems, 147 (2004) 465–474.
November 3, 2018
