We build on the formalism developed in [15] to propose new representations of solutions to Stein equations. We provide new uniform and non uniform bounds on these solutions (a.k.a. Stein factors). We use these representations to obtain representations for differences between expectations in terms of solutions to the Stein equations. We apply these to compute abstract Stein-type bounds on Kolmogorov, Total Variation and Wasserstein distances between arbitrary distributions. We apply our results to several illustrative examples, and compare our results with current literature on the same topic, whenever possible. In all occurrences our results are competitive.
Introduction
Consider two random variables X n , X ∞ ∈ IR such that L(X n ) ≈ L(X ∞ ). There are many ways of quantifying this proximity:
• Kolmogorov distance: Kol(X n , X ∞ ) = sup z∈IR |P(X n ≤ z) − P(X ∞ ≤ z)|
• Total Variation distance: TV(X n , X ∞ ) = sup B⊂IR |P(X n ∈ B) − P(X ∞ ∈ B)| • Wasserstein distance: Wass(X n , X ∞ ) = ∞ −∞ |P(X n ≤ z) − P(X ∞ ≤ z)| dz and many more (Hellinger, Lévy, Prokhorov, f -divergences, relative entropy, ...). It is generally non-trivial to determine bounds L 1 ≤ D(X n , X ∞ ) ≤ L 2 with L 1 , L 2 meaningful and computable quantities. Example 1.1 (Berry-Esseen bound ∼ 1942). Let X n = n −1/2 n i=1 X i with X i iid mean 0 variance 1 and X ∞ ∼ N (0, 1). Then Kol(X n , X ∞ ) ≤ Cn −1/2 E |X 1 | 3 for C ∈ (0.40973, 0.4748). Example 1.2 (Le Cam's inequality ∼ 1960). Let X n = n i=1 X i with X i ind ∼ Bern(θ i ) and X ∞ ∼ Poi(λ) with λ = n i=1 θ i . Here and throughout we write a ∧ b = min(a, b) and a ∨ b = max(a, b). Then (1 ∧ λ −1 ) n i=1 θ 2 i /32 ≤ TV(X n , X ∞ ) ≤ (1 − e −λ )λ −1 n i=1 θ 2 i (the constants are due to [1] ). Examples 1.1 and 1.2 illustrate situations wherein the "target" law (L(X ∞ ), say) is easy and explicit while the "approximating" law (L(X n )) is unknown and unfathomable. There is also interest for situations wherein both the target and the approximating distributions are known explicitly. For the sake of illustration we cite the recent work [12] who provide, by means of direct analysis of the maximal ratio ρ(X n , X ∞ ) = sup A P(X n ∈ A)/P(X ∞ ∈ A) many very competitive bounds for the total variation, including the following. • TV(Hyp(N, L, n), Bin(n, L/N )) ≤ (n − 1)/N. There are many ways to prove estimates such as those provided in Examples 1.1, 1.2, and 1.3, such as Fourier methods, couplings or, whenever possible, direct analysis of the densities involved. A now well established general technique for dealing with such problems is known as Stein's method, about which the present paper is concerned. It is known (see [15] ) that under reasonable conditions on X ∞ 's distribution one can associate to it two linear operators T ∞ and L ∞ such that the "Stein identities"
Example 1.6. Still in the case where X ∞ is standard Gaussian, fix η = Id the identity function in (1.4) (or, equivalently, c = 1 in (1.5)) and consider the Stein equation
For each h ∈ L 1 (X ∞ ) there exists a unique bounded solution given by g h (x) = e x 2 /2 x −∞ (h(u) − Eh(X ∞ ))e u 2 /2 du (we recognize the operator −L 0 ∞ from the previous example), so that D H (X n , X ∞ ) = sup h∈H |E[g h (X n ) − X n g h (X n )]| and all IPMs with Gaussian target are indeed Stein discrepancies.
Many classical metrics can be represented as IPMs, most notably for us the Kolmogorov, Total Variation and Wasserstein distances with respective classes To summarize what has just been written, the heuristic behind our version of Stein's method for a metric of the form (1.3) is to tackle the problem of bounding an IPM by contemplating the identities
where g h (x) is solution to either (1.4) (first case) or (1.5) (second case). It remains of course to be able to choose η or c in such a way that the resulting expressions are tractable and the corresponding solutions g h are well behaved.
It is now extremely well documented that, for many classical targets (particularly the normal and Poisson), this approach is powerful because there are many handles for dealing with the quantities S • , be it via exchangeable pairs, zero-and size bias, Malliavin-Stein, etc. We refer the reader to [2] , [8] and [19] (among many other possible references) for an in depth overview of a broad variety of applications around the Gaussian and Poisson cases. In this paper, we adopt the abstract formalism developed in [15, 16] to provide a new point of view on the properties of the solutions to equations (1.4) and (1.5) . We have two main types of results.
• The first, developed in Section 2.3, is of a classical nature within the theory on Stein's method, and summarized in Proposition 2.27: we provide explicit uniform and non-uniform bounds on the solutions to Stein equations and on their derivatives. In all the examples we have considered, our bounds are easily computed and competitive with existing bounds (whenever there are competitors available). For instance, applying our bounds to the Gaussian case leads (see Example 2.30) to the fact that the solutions to equation (1.6) satisfy
where κ 1 ≤ 2 h ∞ and κ 2 ≤ h ∞ . In the body of the article we also compute the bounds the Poisson (Example 2.32) and the exponential (Example 2.31). Other targets are covered in the supplementary material to this article that shall be uploaded at a later stage.
• Our second main result is developed in Section 3, where we propose probabilistic representations of differences between expectations which allow to dispense with the need to bound solutions to Stein equations. As applications we provide new representations for (and bounds on) the Kolmogorov, Total Variation and Wasserstein distances whenever the target and the approximating random variables are continuous w.r.t. the same dominating measure. For instance in the case of a Gaussian target we obtain (see Example 3.7) that if X n ∼ p n has support IR and score function ρ n (x) then
and also provide bounds on Total Variation and Wasserstein distances. We also compare, whenever possible, with other available bounds. Our results appear to be competitive with or improve on the current literature on the topic.
The structure of the paper is as follows. We begin by recalling the formalism of Stein's method in Section 2.1. We discuss the properties of solutions to Stein equations in Section 2.2, and provide explicit uniform and non uniform bounds in Section 2.3. In Section 3 we provide new representations for and bounds on the IPMs between densities sharing a common dominating measure, and we apply these in several examples. Most proofs are either omitted or delayed to the Appendix.
Stein operators, equations and solutions 2.1 Formalism
We start by recalling the formalism introduced in [15] . Let X ∈ B(IR) and equip it with some σ-algebra A and σ-finite measure µ. Let X be a random variable on X , with induced probability measure P X which is absolutely continuous with respect to µ; we denote by p the corresponding probability density, and its support by S(p) = {x ∈ X : p(x) > 0}. We also let et P be the cdp of p, andP = 1 − P its survival function. As usual, L 1 (p) is the collection of all real valued functions f such that E|f (X)| < ∞. Although we could in principle keep the discussion to come very general, in order to make the paper more concrete and readable we shall often restrict our attention to distributions satisfying the following Assumption.
Assumption A. The measure µ is either the counting measure on X = Z or the Lebesgue measure on X = IR. If µ is the counting measure then there exist a<b ∈ Z ∪ {−∞, ∞} such that S(p) = [a, b] ∩ Z. If µ is the Lebesgue measure then there exist a, b ∈ IR ∪ {−∞, ∞} such that S(p) o =]a, b[ and S(p) = [a, b]. Moreover, the measure µ is not point mass.
Let ∈ {−1, 0, 1}; we assume this throughout the paper and do not recall it. In the sequel we shall restrict our attention to the following three derivative-type operators:
with f (x) the weak derivative defined Lebesgue almost everywhere, ∆ +1 (≡∆ + ) the classical forward difference and ∆ −1 (≡∆ − ) the classical backward difference. Whenever = 0 we take µ as the Lebesgue measure and speak of the continuous case; whenever ∈ {−1, 1} we take µ as the counting measure and speak of the discrete case. There are two choices of derivatives in the discrete case, only one in the continuous case. We let dom(∆ ) denote the collection of functions f : IR → IR such that ∆ f (x) exists and is finite µ-almost surely. In the case = 0, this corresponds to all absolutely continuous functions; in the case = ±1 the domain is the collection of all functions on Z. Finally, throughout the paper, we will use the notation a = I[ 
with the convention that T p f (x) = 0 for all x / ∈ S(p). The canonical pseudo-inverse ( -)Stein operator is, for h ∈ L 1 (p),
for all x ∈ S(p) and L p h(x) = 0 for all x / ∈ S(p). If = 1 (resp., = −1) we call the operators forward (resp., backward), denoted T + p (resp., T − p ) and L + p (resp., L − p ). One can check (see [15] ) the following results.
Functions of the form x → T p f (x) or x → L p h(x), for given special choices of f, h, will play a crucial role in the sequel. Of particular importance is the choice of the constant function f (x) = 1, on the one hand, and the linear function h(x) = x on the other hand. This leads to the next Definition (see [15] ). 
.
for all f, g. This observation leads to the next definition Definition 2.7 (Standardizations of the operator). Let dom(T p ) be the collection of functions such that c(·)p(·) belongs to dom(∆ ). A standardization of the canonical operator T p is any linear operator of the form Ag = T p (c(·)g(· − )) for some c ∈ dom(T p ). That is,
Given some function c, the corresponding standardized Stein class is the collection F(A) of test functions g such that c(·)g(· − ) ∈ F (1) (p) and c(·)∆ − g(·) ∈ L 1 (p).
By the definitions, it is evident that E[Ag(X)] = 0 for all g ∈ F(A). Moreover, we have
for all such g. Equation (2.3) is a Stein identity; such identities have many applications, see [15, 16] 
which acts on the Stein class F(A ,η p ) of functions g such that L p η(·)g(· − ) ∈ F (1) (p). Such is not always good because one might want more general coefficient. 
the collection of test functions such that ∞ 0 |(λg(x)e −λx ) |dx < ∞ and lim x→∞ λg(x)e −λx = g(0). In particular all functions g such that g(0) = 0 and g ∈ L 1 (p exp ) are in this class.
In particular all functions g such that xg (x) are in L 1 (p exp ). For instance in the exponential case, F(A 2 ) contains constant functions, whereas F(A 1 ) does not.
The final ingredient of the theory is a family of equations called Stein equations.
Definition 2.14 (Stein equation).
Let c ∈ dom(T p ) be such that c(x) = 0 for all x ∈ int(S(p)) the interior of the support (in the discrete case we call {a
considered at all x ∈ S(p).
In [15, Lemma 2.11] we provide conditions under which, for any h ∈ L 1 (p), there exists a solution g ∈ F(A) to (2.5) and (1.4) whose derivative is well defined almost everywhere. 
with the convention that g(x) = 0 for all x + outside of S(p). This function admits a derivative defined almost everywhere as 
Illustrations are provided for h(x) = I[x ≤ ξ] indicator of half lines in Lemma 2.19 and Figure 1 .
Example 2.17 (Exponential target). Consider an exponential target as in Example 2.11. The first operator A 1 leads to the Stein equation
Illustrations are provided for h(x) = I[x ≤ ξ] indicator of half lines in Lemma 2.19 and Figure 2 .
The second operator A 2 leads to the Stein equation
(still restricted to [0, ∞)) whose solution in F(A 2 ) is given by 
on positive integers whose solutions in F(A + 2 ) and F(A − 2 ) are given by
Illustrations are provided for the point mass h(x) = I[x = ξ] in Lemma 2.20.
In this paper we shall concentrate on four classes of test functions H:
for some ξ ∈ S(p)). As mentioned in the Introduction, these choices correspond in the Steinian approach to some of the more classical integral probabiity metrics, namely the Wasserstein distance (case (i)), the total variation distance (cases (ii) and (iv), and the Klomogorov distance, case (iii). There is, however, in principle no need to restrict only to this choice of classes of test functions.
The solutions to Stein equations
We study the solutions g h and their derivatives ∆ − g h from Lemma 2.15. 
The solutions (2.6) are
still with the convention that the functions are set to 0 outside support of p. The derivatives (2.7) of these solutions are 
and the solutions (2.6) are given by
If, moreover, c = τ p then the derivatives (2.7) satisfy 
and the solutions (2.6) are now given by
In order to work for unspecified functions h, we first recall a result proved in [15] , wherein it is shown that the inverse operator (2.1) admits several probabilistic representations. Throughout the section, all results are stated with the implicit assumption that all functions exist and that the various expectations are defined. Lemma 2.22. We introduce the following notations: generalized indicator functions
Then, for all functions h ∈ L 1 (p), we have
with X 1 , X 2 independent copies of X.
The next useful lemma is easily proved along the same lines as the previous one.
Thenh
With these notations in hand, the following result holds. Lemma 2.25 (Representation formulae). The solutions (2.6) can be written:
The derivatives (2.7) can be written:
If, moreover, c ∈ F (1) (p) then, settingη(x) = T p c(x), the derivatives (2.7) can further be simplified as:
Stein factors
We start with the discrete case, by following arguments in [13, 2, 14] to obtain the following result.
Lemma 2.26 (Discrete case, point mass). Let = ±1. Consider g ξ the solution to the Stein equation
is non decreasing for x ≤ ξ and the ratio 1−P (x−1)
28)
and
More generally, for any Borel set A,
For general h, representations (2.21) to (2.26) lead to the following bounds. 
2. If ∆ − h exists and is bounded then
If, moreover, c ∈ F (1) (p) is of the form c = −L p η, then the following also hold true.
3. If h satisfies |h(x) − h(y)| ≤ k|η(x) − η(y)| then
4. If h is bounded then
(2.37)
5. If ∆ − h exists and is bounded then
In order to lighten the notations, in the sequel we write κ j for κ j (h), j = 1, 2.
Remark 2.28. We remark that the non uniform bounds in (2.34) and (2.37) are exactly the optimal bounds for all Lipschitz-continuous functions h among all bounds involving the factor κ 2 (h) = h ∞ , as demonstrated in [10, Proposition 3.13] . Taking = 0 and c(x) = 1 leads to (improvements of ) the bounds discussed in [6] (see their Lemma 4.1).
Remark 2.29. There exist many papers with bounds on Stein factors. There is often a difference in scaling between our Stein equation and the one used in those papers, that is why we use some function η and the literature rather uses rη for some scalar factor r = 0. Such scaling obviously has an effect on the bounds, which have to be divided by powers of |r| according to the occurrences of η in their expressions. An important reference on Stein factors is [11] who consider the case of a gamma target. We do not recover their results exactly, because in that paper the equations are extended to the real line. See also [9] (i.e. the arXiv version of [10] ) for an in depth first study of the problem of extending Stein equations outside the support of the target. given in (2.9). Applying Proposition 2.27, the following holds:
To our own surprise, the first bound (both the uniform and the non-uniform one) appears to be a strict improvement on the known bound in this case, from e.g. [ 
over the positive real line, given by (2.10). Applying Proposition 2.27 (with c(x) = 1 and τ 0 exp (x) = λx), the following holds:
Note that only items 1 and 2 apply because c(x) = 1 / ∈ F (1) (exp). Second, g 2 is solution to
over the positive real line, given by (2.11) . Here all the items of Proposition 2.27 apply (with c(x) = x/λ), yielding
The first bound is uniformly smaller than the bound 1/x of [5] (bound for λ = 1); the other bounds are of same order than [5] for λ = 1.
Example 2.32 (Poisson distribution). We continue Example 2.18. We consider the solutions g + and g − to
given in (2.12) and (2.13), respectively. Recall that g − is the classical solution to the usual equation for the Poisson; also g + (x) = g − (x + 1) and ∆ + g − (x) = ∆ − g + (x). Applying Proposition 2.27 (with = −1 and c(x) = λ or = 1 and c(x) = x), the following holds (recallP (x) = 1 − P (x)):
(we only give the bounds in terms of g − ; those for g + follow trivially). One can see, as illustrated Figure 5a , that the non uniform bound in (2.39) is strictly smaller than min(1, 2/(eλ)) which thus yields an improvement on the classical bound, e.g. in [14, Theorem 2.3] ; the constant bound -in terms of κ 2 -is already available in [2, Remark 1.1.6] (proof in [3] ). The bound (2.40) is of similar order to the classical (1 − e −λ )/λ (see Figure 5b ), but does not improve everywhere. Finally the bound (2.41) strictly improves on the bound min(1, 8/(3 √ 2eλ)) from [2] , as illustrated Figure 5c for λ = 10.
(a) (b) (c) Figure 5 : Figure 5a gives the non-uniform bound (2.39) (orange curve) as well as the classical bound min(1, 2/λ) (blue curve). Figure 5b gives the non uniform bound (2.40) (orange curve), the bound (1−e −λ )/λ (blue curve) and 2/λ (green curve). Figure 5c gives the non uniform bound (2.41) (orange curve) and the bound min(1, 8/(3 √ 2eλ)) (blue curve). All cases correspond to the Poisson distribution of parameter λ = 10.
Lemma 2.26 also applies to this case, because the Poisson distribution satisfies the conditions (monotonicity of the two ratios for any ξ ∈ S(p)). Therefore, the bound (2.28) on the solution of equation (2.27) becomes:
as illustrated Figure 6a . Moreover, the bound (2.29) becomes
For any Borel set A ⊂ S(p), the solution is bounded by (2.30)
and the bound (2.31) gives
which is the bound given in [2, Lemma 1.1.1].
(a) (b) Figure 6 : Figure 6a gives the numerical exact value of the function |g ξ | (blue curve), the bound (2.39) (orange curve), the bound (2.42) (red curve) and min(1, 1/| √ λ) (green curve). Figure 6b gives the numerical exact value of the function |∆ + g ξ | (blue curve), the first bound in (2.43) (orange curve) and the second one (green curve). All cases correspond to the Poisson distribution with parameter λ = 10 at value ξ = 2.
More examples are provided in the supplementary material, namely uniform and non uniform Stein factors for the beta, gamma, χ 2 , Student, binomial and negative binomial distributions.
Bounds on IPMs and comparison of generators
As described in the introduction, one of the purposes of the material of Section 2 is to provide quantitative bounds on a distance between an approximating distribution X n , say, and a target distribution, X ∞ . The following very general bound is easily seen to hold. Theorem 3.1 (Stein discrepancies). Let X n ∼ p n be some random variable and let X ∞ have canonical Stein operators T ∞ ∞ and L ∞ ∞ for some ∞ ∈ {−1, 0, 1}. Then, for all η ∈ L 1 (p n ) and all
In particular the IPMs (1.3) can be written as suprema of either of the above.
There are many ways to exploit Theorem 3.1 and we once again refer to the now abundant literature on the topic for whomever needs some convincing. In this section we compare X n with X ∞ under the additional assumption that both have an accessible Stein operators; for convenience we also impose n = ∞ = . The first step is to associate to X n its Stein operators T n and L n . Then we can withdraw 0 in identities such as (1.1) and (1.2) to obtain
and where the choice of c 1 , c 2 , η 1 and η 2 are left free up to validation of easily verified technical conditions. If F(A ,η2 n ) contains g h then κ η2 (h) = 0. Similarly, if F * (A ,c2 n ) contains g * h , then κ * c2 (h) = 0. In all cases, if the approximation problem is reasonable, these remainder terms should be small. Particularizing to the choice c 1 = c 2 = 1 and η 1 = η 2 = −Id, we obtain one of the main results of the paper. 
Clearly expressions such as those in Theorem 3.1 and 3.2 will only be useful if the different functions involved are tractable. In the next section we show that this is the case.
Disclaimer: It is immediate to extend the scope of Theorem 3.2 to the comparison of any arbitrary distributions without requiring that they share a common dominating measure. Such has already been attempted successfully in [18] . We do not pursue this here as it would make notations very cumbersome.
We now specialize Theorem 3.2 to various situations of interest, that is for Kolmogorov, Total Variation and Wasserstein metrics, with the added assumption that both the target and the approximating laws are a.c. with respect to the same dominating measure. This is in no way necessary but provides many simplifications; in particular, setting
(here and throughout we write P (B) = E[I B (X)] if X has cdf P ). Although the set A ∞ n is intractable, this last rewriting allows to avoid having a supremum in our Stein discrepancy (we work with a single indicator function) and thus leads to improved bounds. Identity (3.3) , score functions and = 0). Suppose that the laws of X n and X ∞ are absolutely continuous with respect to the Lebesgue measure with densities p n and p ∞ , respectively. Let S n (resp., S ∞ ) be the support of p n (resp., p ∞ ); also let b n = sup S n and a n = inf S n (resp., b ∞ = sup S ∞ and a ∞ = inf S ∞ ). Finally, let ρ n (x) and ρ ∞ (x) be the scores and τ n (x) and τ ∞ (x) be the Stein kernels of p n and p ∞ .
1. The Kolmogorov distance between the random variables X n and X ∞ is
2. The Total Variation distance between X n and X ∞ is
3. The Wasserstein distance between X n and X ∞ is 1. The Kolmogorov distance between the random variables X n and X ∞ is
3. The Wasserstein distance between X n and X ∞ is
Corollary 3.5 (Identity (3.3), score functions, = ±1). Suppose that the laws of X n and X ∞ are discrete with mass functions p n and p ∞ , respectively. Let b n = sup S(p n ) ≤ b ∞ = sup S(p ∞ ) and a n = inf S(p n ) ≥ a ∞ = inf S(p ∞ ). Finally, let ρ n (x) and ρ ∞ (x) be the scores and τ n (x) and τ ∞ (x) be the Stein kernels of p n and p ∞ . The following results hold true.
TV(X n , X ∞ )
Corollary 3.6 (Identity (3.4), Stein kernels, = ±1). Under the same assumptions and with exactly the same notations as in Corollary 3.5, the following results hold true.
Example 3.7 (Standard normal target). Let X ∞ ∼ N (0, 1) and consider the notation of example 2.30. The classical Stein discrepancy between any random variable X n and X ∞ in this case is
Applications of (3.17) are extremely well documented. To illustrate the power of our approach, let X n be a continuous real random variable. By Corollaries 3.3 and 3.4 the following bounds hold.
• Kolmogorov distance Direct computations from (3.5) yield
and, from (3.11), Figure 7 : Figure 7a reports bounds on the total variation distance between t n and N (0, 1) for n ∈ [30, 50]: 2/n (green curve), our bound (2/ √ e − 1/2)/(n − 1) (blue curve) and numerical evaluation of bound (3.18) (orange curve). Figure 7b provides our upper bound on the Wasserstein distance (blue curve) as well as the exact value of the Wasserstein distance (computed with the formula Wass(X n , X ∞ ) = ∞ −∞ |P n (z) − P ∞ (z)| dz) for the same model and range of n.
For instance, if X n ∼ t n is Student with n degrees of liberty, then κ 1 (z) = κ Id (z) = 0 for all z, ρ n = −(1 + n)x/(n + x 2 ) and τ n (x) = (x 2 + n)/(n − 1) (see e.g. Table 3 in the supplementary material to [15] ) we obtain
Both our bounds improve e.g. on [4, Example 1, p1614] but does (of course) not improve on the optimal bound of Pinelis [20, Theorem 1.2] which is of order 0.158/n.
• Total variation distance. Our upper bounds (3.7) and (3.13) on Total Variation distance are the same as those for the Kolmogorov distance reported above, so that we can compare directly to [12, Lemma 9 ] who obtain the elegant bound TV(X n , X ∞ ) ≤ 2/n in this case. Numerical evaluations of (3.18) show that our bound is a (slight) improvement, see Figure 7a .
• Wasserstein distance. Direct computations from (3.9) yield
In the particular case of Student t vs standard normal, we obtain
The bounds obtained from (3.15) are of the same order and not reported here. 
In order to facilitate comparison with [12] , we consider the same parameter settings as in that paper, namely r = α and β > 1. Then
We apply Corollary 3.3 to obtain
(here we use Γ(α, s) as target, i.e. X B = X n and X G = X ∞ ; κ 1 (I A ∞ n ) = 0) and
(here we use Beta(α, β) as target, i.e. X B = X ∞ and X G = X n ; κ 1 (I A ∞ n ) = 0). Numerical evaluations show that our bounds seem to outperform those [12] (see Figure 8 ). More effort needs to be put in the study of the behavior of the ratio P ∞ (x)P ∞ (x)/p ∞ (x). We do not report the corresponding bounts on the total variation distance that can be obtained from Corollary 3.4; we do not either compute the bounds on Kolmogorov or Wasserstein distance. Example 3.9 (Poisson target). Let X ∞ ∼ Pois(λ) and consider the notation of example 2.32. The classical Stein discrepancy between any random variable X n and X ∞ in this case is Figure 9 : Exact value of TV(Bin(n, λ/n), Pois(λ)) (purple curve), bound B 1 (λ, n, λ/n) (blue curve), the same bound when the roles of X n and X ∞ are reversed (orange curve), the bound min(λ/n, 1 − 1 − λ /n) from [12] (green curve) and Chen's classical bound λ(1 − e −λ )/n from [7] (red curve) and the exact value of the total variation distance is also reported (purple curve). Let plot for λ = 1 and n ∈ [30, 50]; right plot for n = 40 and λ ∈ (0, 5) 3.6, we get that TV(X n , X ∞ ) is bounded from above by the following four quantities:
We illustrate the bounds on some easy examples. 
Similar arguments apply for B 3 and B 4 yielding similar results that are not reported here (although it is interesting to note that the first term in B 3 cancels out, and the only non zero term arises through non equality of the means). |X n − nθ| X n + 1 P ∞ (X n )P ∞ (X n ) p ∞ (X n + 1) B 2 (λ, n, θ) = E X n |X n − 1 − nθ| nθ(n − X n + 1) P ∞ (X n − 1)P ∞ (X n − 1) p ∞ (X n − 1) I[X n > 0] + κ − 1 (I A ∞ n )
We can also exchange the roles of p n and p ∞ and compute the same bounds with respect to the Poisson target. Numerical evaluations are reported in Figure 9 .
More examples and applications are detailed in the supplementary material.
A Some more proofs where the first identity is immediate by definition of Φ p and the last identity follows from the definition of the generalized indicator χ .
Proof of Lemma 2.25. The expressions (2.21) and (2.22) of the solution g are direct from the definition of L p and its representation (2.19 ). The first expression (2.25) of the derivative is direct from the expression (2.8). For the second claim, we shall first prove the following results:
We first prove (A.2). Starting from (2.7) and applying repeatedly (2.19) then (2.20) (once to h and once to η) we obtain
We now prove (A.3). By similar arguments as above, this follows from To conclude, we decompose the above expectation into four parts with: X i < x + a and/or X i ≥ x + a , for i = 1, 2 (i.e., using either χ − (X i , x) or χ (x, X i )). Therefore, by considering separately ∈ {0, −1, 1}, we can easily verify that 
Next take η 1 = η 2 = Id in (3.1). Then, −L ∞ η 1 (x) = τ ∞ (x) and −L n η 2 (x) = τ n (x), the Stein kernels of p ∞ and p n . Without any further assumptions on h, the solution g h (x) of (1.4) with η = Id can be represented as
Hence we get (3.4 
