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In this study, we investigate out-of-time-order correlators (OTOCs) in systems with power-law
decaying interactions such as R−α, where R is the distance. In such systems, the fast scrambling of
quantum information or the exponential growth of information propagation can potentially occur
according to the decay rate α. In this regard, a crucial open challenge is to identify the optimal
condition for α such that fast scrambling cannot occur. In this study, we disprove fast scrambling in
generic long-range interacting systems with α > D (D: spatial dimension), where the total energy
is extensive in terms of system size and the thermodynamic limit is well-defined. We rigorously
demonstrate that the OTOC shows a polynomial growth over time as long as α > D and the
necessary scrambling time over a distance R is larger than t & R
2α−2D
2α−D+1 .
Introduction.— Information scrambling, which char-
acterizes the inaccessibility of local information after
time evolution, is a central research topic in interdisci-
plinary problems ranging from thermalization in quan-
tum many-body systems [1–4] to the black hole in-
formation problem [5–7]. In the recent developments
on the connection between quantum chaos and infor-
mation theory, out-of-time-order correlators (OTOCs)
were found to be a useful quantitative tool for charac-
terizing information scrambling [8–11].
For quantum lattice models, the OTOC has the form
[11]
C(R, t) := 1
tr(1ˆ)
tr([Wi(t), Vi′ ]†[Wi(t), Vi′ ]), (1)
where Wi(t) = eiHtWie−iHt, H denotes the system
Hamiltonian, and the operators Wi and Vi′ are defined
on the sites i and i′, respectively; they are separated
from each other by a distance R. When the Hamiltonian
H includes only short-range interactions, the OTOC
grows as C(R, t) ∝ eλL(t−R/vB), where λL and vB are
referred to as quantum analogs of the Lyapunov expo-
nent [10] and the butterfly speed [12], respectively. On
the butterfly speed vB , the Lieb–Robinson bound [13–
15] yields the simplest upper bound for generic quantum
many-body systems. The exploration of the universal
behaviors of the OTOC has been one of the most fas-
cinating and essential topics in modern physics [16–26].
Moreover, along with theoretical developments, the ex-
perimental observations of the OTOC have been pro-
posed and realized in various setups [27–32].
When the Hamiltonian consists of only short-range
interactions, the OTOC exhibits a ballistic spreading
of the wavefront with a butterfly speed vB [12, 33–39].
However, when the Hamiltonian includes long-range (or
power-law decaying) interactions proportional to R−α
with the distance R between two particles, the wave-
front can spread super-linearly with time [40–52]. From
the analogy of the short-range interacting systems, the
following exponential growth of the OTOC may be in-
ferred:
C(R, t) ∝ eλLt/Rα. (2)
It results in the so-called fast scrambling which im-
plies that local quantum information is spread over
the entire regime of the system with a time scale of
ts ≈ log(n)/λL, where n is the system size. Indeed, the
well-known Lieb–Robinson bound [53, 54] for long-range
interacting systems gives the upper bound in the form of
(2). Recent studies have focused on the universal laws
of fast scrambling, specifically in the context of black
hole physics [7, 55, 56]. Starting with the exact solu-
tion of the Sachdev–Ye–Kitaev model [9, 57], intensive
studies have been conducted to determine the types of
quantum many-body systems that permit/prohibit the
fast scrambling [58–68].
Fast scrambling implies that a system can relax ar-
bitrarily fast under a local perturbation, whereas it is
difficult to imagine that such extremely fast informa-
tion propagation usually occurs in nature. Systems with
very large α are categorized as short-range systems, and
hence, the OTOC cannot be described accurately for
the entire regime of α by (2). Indeed, a more accurate
description of the OTOC for long-range interacting sys-
tems may lead to the following polynomial growth [69–
80] instead of an exponential growth (2):
C(R, t) ≤ (λLt/Rζ)α˜ , (3)
where ζ ≤ 1 and ζα˜ ≤ α. This inequality yields scram-
bling time that is algebraic with respect to the system
size, i.e., ≈ nζ/D/λL. For sufficiently large α, several
numerical [69–72] and theoretical [73–80] studies indi-
cate polynomial growth.
From the above background, the following fundamen-
tal question naturally arises: what is the optimal condi-
tion for α to prohibit the fast scrambling of the OTOC
given in (2)? Because numerical calculations have al-
ready indicated that polynomial growth of the OTOC
might break down for α ≤ D [70, 72], we expect that the
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2condition α > D is at least necessary. Moreover, this
condition defines natural long-range interacting systems
that are thermodynamically stable such that the total
energy is extensive with regard to the system size and
the thermodynamic limit is well-defined [81, 82].
In previous studies, theoretical analyses have been
mostly limited to the regime of α > 2D [73–80]. For
α > 2D, Foss-Feig et al. proved that ζ in (3) is lower-
bounded by α−2Dα−D+1 [73], which was improved to
α−2D
α−D
in Refs. [76, 77]. Furthermore, for α > 2D + 1, even
the existence of the finite butterfly speed (i.e., ζ = 1)
has been proven in generic long-range interacting sys-
tems [78–80]. The sequence of these achievements has
demonstrated that fast scrambling (2) is prohibited
in long-range interacting systems when α is above a
threshold, i.e. α = 2D.
In contrast, fast scrambling conditions in regimes
of D < α ≤ 2D are highly elusive. In this regime,
a sub-exponential speed of the quantum-state-transfer
is in principle possible by a clever protocol employ-
ing quantum many-body long-range interactions [83].
In addition, when exponent α approaches D, the ef-
fective system dimensions become infinitely large, and
hence different physics can appear. For example, vari-
ous studies on one-dimensional systems have shown that
the long-range interactions can qualitatively change the
fundamental physical properties for α ≤ 2 both in
static [84–88] and dynamical phases [89, 90]. There-
fore, physics induced by long-range interactions in this
regime is quite non-trivial and can yield unexpected
consequences. Nevertheless, various observations have
indicated the prohibition of fast scrambling in this
regime. As a partial solution, Tran et al. have dis-
proved fast scrambling for a condition α > 3/2 in one
dimension [79].
In the present letter, we prove that under the con-
dition α > D fast scrambling is prohibited in arbitrary
long-range interacting systems. Thus, by combining the
counterexamples for α ≤ D [70, 72], we identify α > D
as the optimal condition for the polynomial growth (3)
of the OTOC (see also [91]). As a general upper bound,
we derive the polynomial growth of the OTOC with
exponent ζ expressed as ζ = 2α−2D2α−D+1 . Our analyses
consist of the following two parts: i) A simple connec-
tion technique for the unitary time operators for small
times, which is utilized in Ref. [92] and ii) the Lieb–
Robinson bound for short-time evolution. Using these
techniques, we can not only prove our main result, but
also develop a considerably simple proof for the state-
of-the-art Lieb–Robinson bound for 2D < α ≤ 2D + 1
in [76, 77]. Our result verifies the empirical hypothe-
sis that thermodynamically natural class of long-range
interactions cannot induce fast scrambling.
Setup and main result.— Let us consider a quan-
tum spin system with n spins, where each spin is lo-
cated on one vertex of the D-dimensional graph (or D-
dimensional lattice) with Λ of the total spin set, i.e.,
|Λ| = n. For simplicity, we consider (1/2)-spin systems;
however, the extension to a general finite spin dimension
d is straightforward. For a partial set X ⊆ Λ, we denote
t
r
?
i[r]
Wi
Wi(t)
Wi(t) 'W (t)i[r]
FIG. 1. (color online) The OTOC (1) roughly determines
the spreading of local operator Wi by time evolution. We
aim to approximate Wi(t) in a local region i[r], which has
a maximum distance of r from site i [Eq. (4)]: If operator
Wi(t) is well approximated by using W (t)i[r] as long as t .
O(rζ) (ζ < 1), the OTOC exhibits polynomial growth, as in
Eq. (3), because of (7).
the cardinality, i.e., the number of vertices contained in
X, by |X| (e.g., X = {i1, i2, . . . , i|X|}). Further, we de-
note the complementary subset of X as Xc := Λ \ X.
For two arbitrary spins i and i′, we define distance di,i′
as the shortest path length on the lattice that connects
i and i′. We define i[r] as the ball region with radius r
from site i (Fig. 1).
i[r] := {i′ ∈ Λ|di,i′ ≤ r}, (4)
where i[0] = i and r is an arbitrary positive integer.
We consider a general system having at most k-body
long-range interactions with finite k. For example, we
give the Hamiltonian with k = 2, which is described as
H =
∑
i<i′
hi,i′ +
n∑
i=1
hi, ‖hi,i′‖ ≤ J0(di,i′ + 1)α (5)
for ∀i, i′ ∈ Λ, where {hi,i′}i<i′ are interaction operators
acting on the spins {i, i′}, and ‖ · · · ‖ is the operator
norm. One of the simple examples is the long-range
transverse Ising model, which has a form of Eq. (5) by
choosing hi,i′ = Jσxi σxi′/dαi,i′ and hi = Bσzi . Such long-
range interactions have been realized in various exper-
imental setups such as atomic, molecular, and optical
systems [93–104]. In this letter, we are in particular
interested in the regime of D < α ≤ 2D, which is also
experimentally important as it includes several realistic
long-range interactions, such as dipole–dipole interac-
tions (D = 2, α = 3) and van der Waals interactions
(D = 3, α = 6).
In our analyses, we focus on time evolution by the
Hamiltonian H. A key strategy for estimating the
OTOC is using the local approximation of the time-
evolved operator Wi(t) := eiHtWie−iHt (Fig. 1). We
approximate the operator Wi(t) using another operator
W
(t)
i[r] which is supported on the local subset i[r]. The
error of this approximation is estimated by∥∥Wi(t)−W (t)i[r]∥∥p, (6)
3where ‖ · · · ‖p is the Schatten-p norm, which is defined
as ‖O‖p := [tr(O†O)p/2]1/p. For p = ∞, the Schat-
ten norm ‖ · · · ‖∞ corresponds to the standard opera-
tor norm, while the case of p = 2 corresponds to the
Frobenius norm, which is of interest. For an arbitrary
operator Vi′ with di,i′ = R, one can easily show
C(R, t) ≤ 4∥∥Wi(t)−W (t)i[R−1]∥∥2F , (7)
where we define the normalized Frobenius norm
‖ · · · ‖F := ‖ · · · ‖2/[tr(1ˆ)]1/2 and use [W (t)i[R−1], Vi′ ] = 0
for di,i′ = R.
Our main result provides the efficiency guarantee
for the local approximation of a time-evolved operator
Wi(t) in the region i[r] (see [105, Section S.II] for more
details).
Theorem 1. For an arbitrary operator Wi (‖Wi‖ =
1) and the corresponding time evolution of Wi(t), there
exists an operator W (t)i[r] that approximates Wi(t) on a
region i[r] as∥∥∥Wi(t)−W (t)i[r]∥∥∥
F
≤ Cr−α+Dtα−D−12 , (8)
where C is an O(1) constant.
From the inequalities in (7) and (8), we obtain the upper
bound of the OTOC as
C(R, t) .
(
C ′t
R
2α−2D
2α−D+1
)α−D−12
,
with C ′ as a constant ofO(1). This gives the polynomial
growth in (3) with ζ = 2α−2D2α−D+1 and α˜ = α− (D− 1)/2.
In the above theorem, we consider an on-site opera-
tor Wi; however, the theorem can be generalized to an
operator WX supported on an arbitrary subset X ⊂ Λ.
Let us consider the case where the subset X satisfies
X ⊆ i[r0] for particular choices of i and r0. Then, for
WX(t), we obtain an inequality that is similar to (8) as∥∥∥WX(t)−W (t)i[r0+r]∥∥∥F ≤ Ctα−
D−1
2 (r + r0)
D−1
2
rα−
D+1
2
.
For D = 1, the above inequality reduces to∥∥∥WX(t)−W (t)i[r0+r]∥∥∥F ≤ Ctαrα−1 .
Concept of the proof.— A central technique in our
proof is the connection of unitary time evolutions ad-
dressed in Ref. [92] (Fig. 2). Following reference [92],
we decompose the time to mt pieces, and we define
tm := m∆t and tmt := t where ∆t = t/mt. We as-
sume ∆t as a small constant. For fixed r and i ∈ Λ, we
define lengths ∆r, rm, and subset Xm as
∆r := r/mt, Xm := i[m∆r]. (9)
Using these notations, we approximateWi(tm) with an-
other operator supported on subset Xm.
For the approximation, we adopt the following recur-
sive procedure. For m = 1, we define operator W (1)X1 as
an approximation of Wi(∆t) onto the subset X1:
W
(1)
X1
:= Wi(∆t,X1),
where we define notation Wi(t,X1) as
Wi(t,X1) :=
1
trXc1 (1ˆ)
trXc1 [Wi(t)]⊗ 1ˆXc1 . (10)
Note that Wi(∆t,X1) is now supported on subset X1.
For m = 2, we adopt the second-step approximation
W
(2)
X2
:= W (1)X1 (∆t,X2), which is similar to (10). We
then obtain the approximation error as∥∥Wi(2∆t)−W (2)X2 ∥∥p
≤ ∥∥Wi(2∆t)−W (1)X1 (∆t) +W (1)X1 (∆t)−W (2)X2 ∥∥p
≤ ∥∥Wi(∆t)−W (1)X1 ∥∥p + ∥∥W (1)X1 (∆t)−W (2)X2 ∥∥p, (11)
with W (1)X1 (∆t) := e
iH∆tW
(1)
X1
e−iH∆t, where we use
the triangle inequality and unitary invariance for the
Schatten-p norm.
By repeating this procedure, we define operatorW (m)Xm
recursively as W (m)Xm = W
(m−1)
Xm−1 (∆t,Xm). Then, similar
to (11), we obtain the following inequality:∥∥Wi(mt∆t)−W (mt)Xmt ∥∥p
≤
mt−1∑
m=0
∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥p, (12)
where we define W (0)X0 := Wi. The problem now re-
duces to the estimating the approximation error of
‖W (m)Xm (∆t) −W
(m+1)
Xm+1
‖p only for short-time evolution,
which is a critical point to derive our main results.
As the simplest exercise, let us consider the case with
p = ∞, which provides the standard operator norm.
The resulting wavefront shape for information propaga-
tion is the same as that obtained in [76, 77]; however,
our derivation is considerably simpler and can be ap-
plied to a more general class of Hamiltonians. For the
short-time evolution, we can utilize the well-known sim-
ple Lieb–Robinson bound as in [53, 54]. Using their re-
sults, we can readily derive the following approximation
error (see [105, Section S.IIIA] for the derivation):∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∞ ≤ c|∂Xm|ec′∆t(∆r)−α+D+1,
(13)
where c and c′ are the constants of O(1), which depend
on only the details of the system. Note that ∂Xm is the
surface region of subset Xm. For a sufficiently large ∆t,
the bound (13) eventually yields an exponential growth;
however, ∆t is now selected to be as small as O(1), and
hence, ec′∆t is given by a constant.
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FIG. 2. (color online) We decompose time t and length r
to mt pieces, namely ∆t := t/mt and ∆r := r/mt. We
start from time evolution Wi(∆t) and approximate it by
W
(1)
X1
, which is supported on an extended region X1 as in
Eq. (9). Then, we iteratively approximate W (m)Xm (∆t) by
W
(m+1)
Xm+1
, which finally yields the approximation (12). The
main advantage of this method is that we need to estimate
the local approximation of the time-evolved operators only
for a short time.
Thus, by introducing geometric parameter γ that
yields |∂Xm| ≤ |∂i[r]| ≤ γrD−1, we obtain∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∞ ≤ c˜r2D−αtα−D−1,
where c˜ := cγec′∆t(∆t)−α+D+1, and we use ∆r =
∆t(r/t). Therefore, we reduce the upper bound in (12)
to ∥∥Wi(t)−W (mt)i[r] ∥∥∞ ≤ c˜′r2D−αtα−D, (14)
where c˜′ := c˜/∆t, and we use mt = t/∆t. The time
step, ∆t, is selected as an O(1) constant, and hence,
c˜′ is also an O(1) constant. Using the upper bound,
information propagation is restricted to a region with
diameter R ≈ |t| α−Dα−2D , which is the same as the state-
of-the-art estimation obtained in [76, 77], namely the
improved version of [73–75]. Note that the result above
is more general; we do not have to assume the few-body
interactions of the Hamiltonian in deriving (13) because
the upper bound in (13) is applied to the Hamiltonians
without the assumption of few-body interactions (see
[53, Assumption 2.1]).
Finally, we explain why the condition of α > 2D ap-
pears instead of α > D to obtain a meaningful up-
per bound. This condition originated from coefficient
|∂Xm| in (13). When we consider the time evolution
of an operator supported on subset X ⊂ Λ (e.g., OX),
the Lieb–Robinson bound unavoidably includes the sub-
set dependence [13–15]. This subset dependence is the
primary obstacle that resists the rigorous proof of the
polynomial growth of the information propagation for
α < 2D. In the case where the Frobenius norm (p = 2)
is considered, this subset dependence is significantly im-
proved, as shown in (15). This provides a breakthrough
in deriving the strictest condition, namely α > D, for
the polynomial growth of the OTOC.
Proof of Theorem 1 (Case with p = 2 and α > D).—
For proving our main theorem, we start from the in-
equality in (12). Thus, our task is to derive a local ap-
proximation for short-time evolution. Here, let OX be
an arbitrary operator on subset X with ‖OX‖ = 1. We
aim to approximate OX(t) by OX(t,X[r]), where X[r]
is an extended subset defined as X[r] :=
⋃
i∈X i[r]. The
key technical ingredient is the following inequality for
short-time evolution in terms of the Frobenius norm (see
[105, Theorem 7])
‖OX(t)−OX(t,X[r])‖F
≤ c0|t|
√
|∂X[r]| · r−2α+D+1, (15)
with c0 as an O(1) constant, where ∂X[r] is the surface
region of X[r], and time t is assumed to be smaller than
a certain threshold. Most parts of the proof are dedi-
cated to deriving (15), as shown in the Supplementary
Material ([105, Sections S.V and S.VI]).
With the inequality in (15), we can easily prove the
main theorem 1 in the same manner as that used for
deriving (14) for p = ∞. Here, ∆t is sufficiently small
such that the inequality (15) holds. Applying inequal-
ity (15) to (12), we obtain∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥F ≤ c˜0r−α+Dtα−D+12
with c˜0 being anO(1) constant, where we useW (m+1)Xm+1 =
W
(m)
Xm
(∆t,Xm[∆r]) and |∂(Xm[∆r])| ≤ |∂(i[2r])| ≤
γ(2r)D−1. The above inequality reduces inequality
in (15) to the main inequality given in (8) using mt :=
t/∆t as∥∥Wi(t)−W (mt)i[r] ∥∥F ≤ (c˜0/∆t)r−α+Dtα−D−12 .
This completes the proof of Theorem 1. 
Conclusion.— In this work, we investigated the poly-
nomial growth of the OTOC represented in (3) for all
long-range interacting systems with α > D, where the
existence of a well-defined thermodynamic limit is en-
sured. We comprehensively disproved fast scrambling
in this natural class of long-range interactions. Our re-
sults indicate the lower bound of the scrambling time
as nζ/D with ζ = 2α−2D2α−D+1 .
This study has two future directions. First, our con-
dition of α > D for the polynomial growth of the OTOC
is expected to be qualitatively tight; however, the quan-
titative estimation of ζ still has scope for improvement.
In particular, it is an intriguing problem to identify the
critical value of αc above which the ballistic propaga-
tion of information scrambling (i.e., ζ = 1) is ensured.
For the operator norm [i.e., p =∞ in Eq. (6)], the crit-
ical αc is proven to be equal to 2D+ 1 [78–80]. For the
Frobenius norm, it has been conjectured that the crit-
ical αc is equal to 3D/2 + 1, where the case of D = 1
has been indeed proved [79]. We hope that our current
analysis will be further refined to identify the optimal
value of ζ in the future.
5Second, we considered the most common form of the
OTOC in (1), which adopts the average for a uniformly
mixed state. As a generalization, we can take the aver-
age for a finite-temperature state:
Cβ(x, t) :=
1
tr(e−βH) tr(e
−βH [Wi(t), Vi′ ]†[Wi(t), Vi′ ]).
The inequality in (12) is applied to this case, and we ex-
pect that the same polynomial growth can be obtained
above a temperature threshold by using the cluster ex-
pansion technique [106, 107].
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S.I. SET UP AND PRELIMINARIES
A. Notations
We here recall the setup. We consider a quantum spin system with n spins, where each of the spin sits on a
vertex of the D-dimensional graph (or D-dimensional lattice) with Λ the total spin set, namely |Λ| = n. For the
simplicity, we consider (1/2)-spin systems, but the extension to a general finite spin dimension d is straightforward;
we only let n→ n log(d) and k → k log(d), where k will be defined in Eq. (S.7). For a partial set X ⊆ Λ, we denote
the cardinality, that is, the number of vertices contained in X, by |X| (e.g. X = {i1, i2, . . . , i|X|}). We also denote
the complementary subset of X by Xc := Λ \X.
For arbitrary subsets X,Y ⊆ Λ, we define dX,Y as the shortest path length on the graph that connects X and
Y ; that is, if X ∩ Y 6= ∅, dX,Y = 0. When X is composed of only one element (i.e., X = {i}), we denote d{i},Y by
di,Y for the simplicity. We also define diam(X) as follows:
diam(X) := max
i,i′∈X
(di,i′). (S.1)
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FIG. 3. Schematic picture of the definition of (∂X)s for positive and negative s.
For an arbitrary subset X ⊂ Λ, we denote the surface region of X by ∂X. Moreover, we define (∂X)s as follows
(see Fig. 4):
(∂X)s :=
{
{i ∈ X|di,∂X = s} for s ≤ 0,
{i ∈ Xc|di,∂X = s} for s > 0, (S.2)
where (∂X)0 = ∂X and we have
X =
0⋃
s=−∞
(∂X)s, Λ =
∞⋃
s=−∞
(∂X)s. (S.3)
For a subset X ⊆ Λ, we define the extended subset X[r] as
X[r] := {i ∈ Λ|dX,i ≤ r} =
r⋃
s=−∞
(∂X)s, (S.4)
where X[0] = X and r is an arbitrary positive number (i.e., r ∈ R+).
We introduce a geometric parameter γ which is determined only by the lattice structure. We define γ ≥ 1 as a
lattice constant which gives for X = i[r] (r ≥ 1)
|X| ≤ γrD, |∂X| ≤ γrD−1. (S.5)
By using the constant γ, we can derive the following inequality which we frequently use in the analyses:
∑
i∈Λ:di,i′>r
(di,i′ + 1)−a =
∞∑
s=r+1
∑
i∈Λ:di,i′=s
(s+ 1)−a
≤ γ
∞∑
s=r+1
(s+ 1)−a+D−1 ≤ γ
∫ ∞
r+1
x−a+D−1dx = γ
a−D (r + 1)
−a+D (S.6)
for a fixed i′ ∈ Λ and a > D, where we use {i ∈ Λ : di,i′ = s} = ∂i′[s].
B. Long-range Hamiltonians
We consider a k-local Hamiltonian as
H =
∑
|Z|≤k
hZ , (S.7)
where each of the interaction terms {hZ}|Z|≤k acts on the spins on Z ⊂ Λ. In previous studies such as Refs [53, 80]
or the inequality which will be derived in (S.30), we do not need the assumption of the k-locality (i.e., |Z| = O(1)),
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but in the proof of our main results (i.e., Theorem 2), the k-locality plays a crucial role. We do not explicitly
consider the time-dependence of the Hamiltonians, but all the analyses can be generalized to the time-dependent
Hamiltonians.
In order to characterize the long-range interaction of the Hamiltonian, we impose the following assumption for
the Hamiltonian:
Assumption 1 (Power-law decaying interactions). We assume the power-law decay of the interaction in the fol-
lowing senses:
sup
i,i′∈Λ:di,i′=r
∑
Z:Z⊃{i,i′}
‖hZ‖ ≤ J0(r + 1)−α (S.8)
with
α > D, (S.9)
where ‖ · · · ‖ denotes the operator norm and the parameter J0 is an O(1) constant which does not depend on the
system size n. Here,
∑
Z:Z⊃{i,i′} means the summation which picks up all the subsets Z ⊂ Λ which include {i, i′}
We define the parameter g˜ which we often use:
g˜ := max(gk, λJ)], (S.10)
where J := 3k/2J0, g is a one-site energy which is defined in (S.70) and (S.71), and λ is defined as an O(1) constant
satifying ∑
i0∈Λ
(di,i0 + 1)−α(di0,i′ + 1)−α ≤ λ(di,i′ + 1)−α, (S.11)
for all the pairs {i, i′} ⊂ Λ.
C. Generalized Hölder inequality for Schatten norm
For an arbitrary operator O, we define the Schatten-p norm as follows:
‖O‖p :=
[
tr(O†O)p/2
]1/p
. (S.12)
Note that ‖O‖1 corresponds to the trace norm and ‖O‖∞ corresponds to the standard operator norm (i.e., the
maximum singular value of O). We often denote ‖O‖∞ by ‖O‖ for simplicity. Especially, for p = 2, the Schatten-2
norm corresponds to the Frobenius norm, namely ‖O‖2 =
√
tr(O†O). Throughout the analyses, we utilize the
notation ‖ · · · ‖F as the following normalized Frobenius norm:
‖O‖F :=
√
t˜r(O†O) =
√
tr(O†O)
tr(1ˆ)
, (S.13)
where we define t˜r(· · · ) as tr(· · · )/tr(1ˆ).
For a general Schatten p norm, we can obtain the following generalized Hölder inequality (see, for example Ref. [?
, Proposition 2.5]): ∥∥∥∥∥∥
s∏
j=1
Oj
∥∥∥∥∥∥
p
≤
s∏
j=1
‖Oj‖pj , (S.14)
where
∑s
j=1 1/pj = 1/p. From the inequality, we can immediately obtain
‖O1O2‖F ≤ ‖O1‖F ‖O2‖, (S.15)
where we set p1 = 2 and p2 =∞ in (S.14).
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D. Local approximation of time-evolved operators
We consider an operator WX which is defined on a subset X. For the time-evolved operator WX(t), we define
WX(t, X˜) as the local approximation of WX(t) onto the subset X˜:
WX(t, X˜) :=
1
trX˜c(1ˆ)
trX˜c [WX(t)]⊗ 1ˆX˜c , (S.16)
where trX˜c(· · · ) is the partial trace with respect to the subset X˜c. The definition implies that the operator
WX(t, X˜) is supported on the subset X˜ and it also satisfies ‖WX(t, X˜)‖ ≤ ‖WX‖. In our paper, we aim to estimate
the approximation error between WX(t) and WX(t,X[r]) for the Schatten-p norm. As for the operator norm (i.e.,
‖ · · · ‖p for p =∞), the upper bound has been given by Bravyi, Hastings and Verstaete as follows [14]:
‖WX(t)−WX(t,X[r])‖ ≤ sup
UX[r]c
‖[WX(t), UX[r]c ]‖, (S.17)
where supUX[r]c is taken from all the unitary operators on the subset X[r]
c.
S.II. MAIN RESULTS
We here show our main theorem:
Theorem 2. Let ‖ · · · ‖F as the normalized Frobenius norm defined in Eq. (S.13). Also, we define ∆t as an
arbitrary positive constant which is smaller than 1/(2eg˜) with g˜ in Eq. (S.10) and satisfies t/∆t ∈ N. Then, for
an arbitrary operators Wi on i ∈ Λ (‖Wi‖ = 1) and its time-evolution of Wi(t) = eiHtWie−iHt, there exists an
operator W˜ (t)i[R] which approximates Wi(t) on a region i[R] as follows:∥∥∥Wi(t)− W˜ (t)i[R]∥∥∥
F
≤ 2D−1C0(∆t)−α+
D+1
2 tα−
D−1
2 R−α+D, (S.18)
where C0 is a constant of O(1) which is defined in Eq. (S.45) and we assume that R is a multiple of (t/∆t).
From the above results, we can ensure that the wavefront of the information is restricted in the distance of
R = |t| 2α−D+12α−2D , (S.19)
which gives a non-trivial polynomial growth of the OTOC for arbitrary α > D.
In the above theorem, we restrict ourselves to an on-site operator Wi. We can easily extend the theorem to
arbitrary operator WX which are supported on X ⊂ Λ.
Corollary 3 (Generalization to arbitrary operators). Let X be an arbitrary subset such that X ⊆ i[R0]. Then, for
an arbitrary operators WX (‖WX‖ = 1) and its time-evolution of WX(t) = eiHtWXe−iHt, there exists an operator
W˜
(t)
i[R0+R] which approximates Wi(t) on a region i[R0 +R] as follows:∥∥∥WX(t)− W˜ (t)i[R0+R]∥∥∥F ≤ 2D−1C0(∆t)−α+D+12 tα−D−12 (R+R0)D−12 R−α+D+12 , (S.20)
which yields for D = 1 ∥∥∥WX(t)− W˜ (t)i[R0+R]∥∥∥F ≤ γC0(∆t)−α+1tαR−α+1. (S.21)
S.III. CONNECTION OF UNITARY TIME EVOLUTION
For readers’ convenience, we show the outline of our proof technique again. A central technique in our proof is
a connection of unitary time evolution addressed in Ref. [92]. Following Ref. [92], we decompose the time to t/∆t
pieces, and define
tm := m∆t, tmt := t, (S.22)
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where mt = t/∆t. For a fixed R and i ∈ Λ, we also define the lengths ∆r, Rm and the subset Xm as follows:
∆r := R/mt, Xm := i[m∆r]. (S.23)
By using these notations, we approximate Wi(tm) onto the subset Xm. For the approximation, we adopt the
following recursive procedure. For m = 1, we define
W
(1)
X1
:= Wi(∆t,X1), (S.24)
where we use the notation of Eq. (S.16). Note that Wi(t,X1) is now supported on the subset X1. For m = 2, we
define
W
(2)
X2
:= W (1)X1 (∆t,X2). (S.25)
We then obtain the approximation error as∥∥∥Wi(2∆t)−W (2)X2 ∥∥∥p ≤ ∥∥∥Wi(2∆t)−W (1)X1 (∆t) +W (1)X1 (∆t)−W (2)X2 ∥∥∥p
≤
∥∥∥Wi(∆t)−W (1)X1 ∥∥∥p + ∥∥∥W (1)X1 (∆t)−W (2)X2 ∥∥∥p , (S.26)
where we use the triangle inequality and the unitary invariance for the Schatten-p norm. By repeating this
procedure, we obtain ∥∥∥Wi(mt∆t)−W (mt)Xmt ∥∥∥p ≤
mt−1∑
m=0
∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥p , (S.27)
where we define W (0)X0 := Wi and W
(j)
Xj
:= W (j−1)Xj−1 (∆t,Xj).
As the simplest exercise, let us consider the case of p = ∞, which gives the standard operator norm. By using
the Hastings-Koma bound (S.32) (see [53]), we can obtain∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥∞ ≤ 2c1γ(α−D − 1)2 |∂Xm|ec2∆t(∆r)−α+D+1. (S.28)
Thus, by using |∂Xm| ≤ |∂i[R]| ≤ γRD−1 from (S.5) and ∆r = ∆t(R/t), we obtain∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥∞ ≤ 2c1γ2ec2∆t(∆t)−α+D+1(α−D − 1)2 R2D−αtα−D−1. (S.29)
We thus reduce the upper bound (S.27) to∥∥∥Wi(t)−W (mt)i[R] ∥∥∥∞ ≤ 2c1γ2ec2∆t(∆t)−α+D(α−D − 1)2 R2D−αtα−D, (S.30)
where we use mt = t/∆t. By taking ∆t as an O(1) constant, we have
2c1γ2ec2∆t(∆t)−α+D
(α−D − 1)2 = O(1), (S.31)
and hence the upper bound (S.30) gives the state-of-the-art “polynomial light cone” of R ≈ t α−Dα−2D , which has been
obtained in Ref. [76, 77]. We note that the result above is more general in the sense that we do not need the
few-body interactions of the Hamiltonian. This is because the Hastings-Koma’s results only assume the polynomial
decay of the interactions [53, Assumption 2.1].
A. Local approximation after short time: operator norm
We here prove the inequality (S.28). As a useful previous result, we show the theorem by Hastings and Koma [53]:
Theorem 4 (Lieb-Robinson bound in long-range interacting systems). Let H be a Hamiltonian (S.7) satisfying
Assumption 1. Then, for arbitrary operators WX and WY (‖WX‖ = ‖WY ‖ = 1) defined on subsets X and Y ,
respectively, the time-evolved operator WX(t) := eiHtWXe−iHt approximately commutes with WY as follows:
‖[WX(t),WY ]‖ ≤ c1|X| · |Y | e
c2t
(dX,Y + 1)α
, (S.32)
where c1 and c2 are constants of O(1) depending on J0, α and D.
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By using the above theorem and the inequality (S.17), we are going to derive the approximation error of ‖WX(t)−
WX(t,X[r])‖. Unfortunately, Theorem 4 cannot be directly applied to (S.17) since |X[r]c| is infinitely large in the
limit of n→∞.
For the derivation of the inequality (S.28), we obtain the upper bound as follows:
Lemma 5 (Local approximation). Let WX be an arbitrary operator on a subset X such that ‖WX‖ = 1. Then,
WX(t) is approximated by WX(t,X[r]) in Eq. (S.16) as follows:
‖WX(t)−WX(t,X[r])‖ ≤ 2c1ec2t
∑
i∈X[r]c
∑
i′∈X
(di,i′ + 1)−α, (S.33)
where c1 and c2 has been defined in Theorem 4.
Proof of Lemma 5. We follows the proof in Ref. [80] (see Theorem 4 in Supplementary material there). We first
note that the partial trace in Eq. (S.16) is described by using the random unitary operators:
WX(t, X˜) =
∫
dµ(Ui1)
∫
dµ(Ui2) · · ·
∫
dµ(Uin0 )U
†
X˜c
WX(t)UX˜c , (S.34)
with µ(Ui) (i ∈ Λ) the Haar measure for the unitary operators on i, where we define X˜c = {is}n0s=1 (n0 := |X˜c|)
and UX˜c :=
∏
i∈X˜c Ui. By applying the above notation to X˜ = X[r], we obtain
‖WX(t)−WX(t,X[r])‖ ≤
∥∥∥∥WX(t)− ∫ dµ(Ui1)∫ dµ(Ui2) · · · ∫ dµ(Uin0 )U†X˜cWX(t)UX˜c
∥∥∥∥
≤
∑
i∈X[r]c
sup
Ui
‖[WX(t), Ui]‖ =
∑
i∈X[r]c
sup
Ui
‖[WX , Ui(−t)]‖. (S.35)
Furthermore, we reduce the commutator norm ‖[WX , Ui(−t)]‖ to the following form:
‖[WX , Ui(−t)]‖ = ‖[WX , Ui(−t)− Ui(−t,Xc) + Ui(−t,Xc)]‖ ≤ 2‖WX‖ · ‖Ui(−t)− Ui(−t,Xc)‖, (S.36)
where we use [WX , Ui(−t,Xc)] = 0. By applying the same inequality as (S.35) to (S.36), we have
‖Ui(−t)− Ui(−t,Xc)‖ ≤
∑
i′∈X
sup
Ui′
‖[Ui(−t), Ui′ ]‖ ≤ c1ec2t
∑
i′∈X
(di,i′ + 1)−α, (S.37)
where we use Theorem 4 in the last inequality. By combining the inequalities (S.35), (S.36) and (S.37), we obtain
the main inequality (S.33). This completes the proof. 
Also, for the summation with respect to i and i′, we can derive the following lemma:
Lemma 6. Let us consider the case where the subset X is given by i[r0] for ∀r0 ∈ N. Then, we obtain the upper
bound as ∑
i∈X
∑
i′∈X[r]c
(di,i′ + 1)−α ≤ γ|∂X|r
−α+D+1
(α−D − 1)2 , (S.38)
Proof of Lemma 6. By using the notation of (∂X)s in Eq. (S.2), we can obtain∑
i∈X
∑
i′∈X[r]c
(di,i′ + 1)−α ≤
∞∑
s=0
∑
i∈(∂X)−s
∑
i′∈Λ:di,i′>r+s
(di,i′ + 1)−α. (S.39)
By using the inequality (S.6) with a = α, the summation with respect to i′ is bounded from above by∑
i′∈Λ:di,i′>r+s
(di,i′ + 1)−α ≤ γ
α−D (r + s+ 1)
−α+D, (S.40)
which yields∑
i∈X
∑
i′∈X[r]c
(di,i′ + 1)−α ≤ γ
α−D
∞∑
s=0
∑
i∈(∂X)−s
(r + s+ 1)−α+D ≤ γ|∂X|r
−α+D+1
(α−D − 1)(α−D) ≤
γ|∂X|r−α+D+1
(α−D − 1)2 , (S.41)
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where we use |(∂X)−s| ≤ |∂X| for X = i[r0] and
∞∑
s=0
(r + s+ 1)−α+D ≤
∫ ∞
r
x−α+Ddx ≤ r
−α+D+1
α−D − 1 . (S.42)
This completes the proof of Lemma 6. 
By combining Lemmas 5 and 6, we immediately obtain the inequality (S.28).
S.IV. PROOF OF OUR MAIN THEOREM 2
The proof is based on the inequality (S.27) with p = 2, which gives
∥∥∥Wi(mt∆t)−W (mt)Xmt ∥∥∥F ≤
mt−1∑
m=0
∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥F . (S.43)
Here, our key technical ingredient is the following theorem:
Theorem 7 (Local approximation after short-time evolution). Let WX be an arbitrary operator on a subset X with
‖WX‖ = 1. Then, for |t| ≤ 1/(2eg˜) (see Eq. (S.10) for the definition of g˜), WX(t) is approximated by WX(t,X[r])
in Eq. (S.16) as follows:
‖WX(t)−WX(t,X[r])‖F ≤ C0|t|
√
γ−1|(∂X)r/2|r−2α+D+1, (S.44)
where we use the notation in Eq. (S.2) and C0 is a constant of O(1) which is defined as
C0 :=
2α−D/2+2J0γ
2α−D − 1 +
80g˜γ2(3α−D)/2
α−D
√
2α− 2D + γ. (S.45)
We here apply the above theorem with r = ∆r to
∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥F . From Xm ⊆ i[R], we have
|(∂Xm)∆r/2| ≤ |(∂i[R])R| = |(∂i[2R])| ≤ γ(2R)D−1, ∆r = ∆t(R/t), (S.46)
and hence ∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥F ≤ 2D−1C0(∆t)−α+D+32 tα−D+12 R−α+D. (S.47)
From mt = t/∆t, the above inequality reduces the inequality (S.27) to∥∥∥Wi(mt∆t)−W (mt)Xmt ∥∥∥F ≤ 2D−1C0(∆t)−α+D+12 tα−D−12 R−α+D. (S.48)
We therefore prove Theorem 2. 
The proof of Corollary 3 is almost the same. The only difference is that we choose Xm in Eq. (S.23) as
Xm := i[R0 +m∆r]. (S.49)
Then, we have
|(∂Xm)∆r/2| ≤ |(∂i[2R+R0])| ≤ 2D−1γ(R+R0)D−1, (S.50)
which makes ∥∥∥W (m)Xm (∆t)−W (m+1)Xm+1 ∥∥∥F ≤ 2D−1C0(∆t)−α+D+32 tα−D+12 (R+R0)D−12 R−α+D+12 , (S.51)
which yields the inequality (S.21). This completes the proof of Corollary 3. 
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S.V. PROOF OF THEOREM 7: SHORT-TIME LIEB-ROBINSON BOUND FOR THE FROBENIUS
NORM
Let Y be a subset of Y = X[r]c. For the proof, we utilize the Baker-Campbell-Hausdorff expansion as
WX(t) =
∞∑
m=0
(it)m
m! ad
m
H(WX), (S.52)
where ad means the commutator, namely adH(·) := [H, ·]. However, the norm of admH(WX) usually scales as
O(|X|m) (see [? , Lemma 3.1]), and hence for |X|  1, we cannot obtain meaningful upper bound.
In order to overcome this problem, we utilize the standard differential recursion approach. We start from the
inequality (S.17):
‖WX(t)−WX(t,X[r])‖F ≤
∫
dµ(UY )‖WX(t)− U†YWX(t)UY ‖F ≤ sup
UY
‖[WX(t), UY ]‖F . (S.53)
For the commutator norm ‖[WX(t), UY ]‖F , we can derive the following inequality:
d
dt
‖[WX(t), UY ]‖F ≤ 2‖WX‖ · ‖[HX(t), UY ]‖F , (S.54)
where we define HX as
HX :=
∑
Z:Z∩X 6=∅
hZ . (S.55)
The proof of this inequality is followed by the same approach as in [53, Inequality (A.10)]. Therefore, we need to
consider the quasi-locality of the time evolution of k-local Hamiltonian [i.e., HX(t)] instead of the original time
evolution WX(t).
For the estimation of ‖[HX(t), UY ]‖F , we first decompose the Hamiltonian HX as follows:
HX = H(≤r/2)X +H
(>r/2)
X , (S.56)
where H(≤r/2)X and H
(>r/2)
X include the interactions of hZ such that Z ⊆ X[r/2] and Z ∩X[r/2]c 6= ∅, respectively.
We first consider ‖[H(>r/2)X (t), UY ]‖F . By using the Hölder inequality (S.15), we have ‖O1O2‖F ≤ ‖O1‖ · ‖O2‖F
and hence
∥∥∥[H(>r/2)X (t), UY ]∥∥∥
F
≤ 2
∥∥∥H(>r/2)X ∥∥∥
F
= 2
∥∥∥∥∥∥
∑
Z:Z∩X[r/2]c 6=∅
hZ
∥∥∥∥∥∥
F
= 2
√ ∑
Z∩X[r/2]c 6=∅
t˜r(h2Z), (S.57)
where we use the unitary invariance of the Frobenius norm, namely ‖H(>r/2)X (t)‖F = ‖H(>r/2)X ‖F . We remind that
t˜r(· · · ) has been defined in Eq. (S.13). By using the following notation of
Hi,i′ =
∑
Z:Z⊃{i,i′}
hZ , (S.58)
we have∥∥∥[H(>r/2)X (t), UY ]∥∥∥2
F
≤ 4
∞∑
s=0
∑
i∈(∂X)−s
∑
i′:di,i′>s+r/2
∑
Z:Z⊃{i,i′}
t˜r(h2Z) = 4
∞∑
s=0
∑
i∈(∂X)−s
∑
i′:di,i′>s+r/2
t˜r(H2i,i′). (S.59)
The condition (S.8) for the Hamiltonian gives t˜r(H2i,i′) ≤ ‖Hi,i′‖2 ≤ J20 (di,i′+1)−2α, and hence the inequality (S.6)
reduces the above inequality to
4J20
∞∑
s=0
∑
i∈(∂X)−s
∑
i′:di,i′>s+r/2
(di,i′ + 1)−2α ≤ 4J
2
0γ
2α−D |∂X|
∞∑
s=0
(s+ r/2 + 1)−2α+D
≤ 2
2α−D+2J20γ
(2α−D − 1)2 |∂X|r
−2α+D+1, (S.60)
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where we use a similar inequality to (S.42) in the last inequality. By applying the inequality (S.60) to (S.59), we
obtain ∥∥∥[H(>r/2)X (t), UY ]∥∥∥
F
≤ C1
√
γ−1|∂X|r−2α+D+1, (S.61)
where C1 := 2α−D/2+1J0γ/(2α−D − 1) which is a constant of O(1).
On the other hand, the estimation of
∥∥∥[H(≤r/2)X (t), UY ]∥∥∥
F
is much more intricate. Most of the following discussions
are devoted to prove the following proposition:
Proposition 8. As long as t is smaller than 1/(2eg˜) (|t| ≤ 1/(2eg˜)), we obtain the upper bound of∥∥∥[H(≤r/2)X (t), UY ]∥∥∥
F
as ∥∥∥[H(≤r/2)X (t), UY ]∥∥∥
F
≤ C2
√
γ−1|(∂X)r/2|r−2α+D+1, (S.62)
where C2 is given by
C2 =
40g˜γ2(3α−D)/2
α−D
√
2α− 2D + γ. (S.63)
By applying the inequalities (S.61) and (S.62) to (S.54), we obtain
d
dt
‖[WX(t), UY ]‖F ≤ 2‖WX‖(C1 + C2)
√
γ−1|(∂X)r/2|r−2α+D+1, (S.64)
where we use |∂X| ≤ |(∂X)r/2|. By taking the integral with respect to t, we thus prove the main inequality (S.44)
from the inequality (S.53). This completes the proof of Theorem 7. 
S.VI. PROOF OF PROPOSITION 8
A. Expansion of the Hamiltonian by the Pauli bases
For the proof, we first introduce the notation of the expansion of the Hamiltonian with respect to the Pauli bases.
We denote local terms {hZ}Z⊂Λ in the Hamiltonian as follows:
hZ =
3|Z|∑
q=1
JZ,qPZ,q, (S.65)
where PZ,q is given by a product of Pauli’s matrices on the subset Z, such as PZ,q = σxi1σ
x
i2
σyi3σ
z
i4
with Z =
{i1, i2, i3, i4}. We denote PZ,0 = 0 for arbitrary Z ⊂ Λ. Then, the original condition implies
∑
Z:Z⊃{i,i′}
√√√√3|Z|∑
q=1
|JZ,q|2 ≤
∑
Z:Z⊃{i,i′}
‖hZ‖ ≤ J0(di,i′ + 1)−α, (S.66)
and hence
∑
Z:Z⊃{i,i′}
3|Z|∑
q=1
|JZ,q| ≤ 3k/2J0(di,i′ + 1)−α =: J(di,i′ + 1)−α with J := 3k/2J0, (S.67)
where we use ‖hZ‖ ≥ ‖hZ‖F ,
√∑3|Z|
q=1 |JZ,q|2 ≥ 3−|Z|/2
∑3|Z|
q=1 |JZ,q|*1 and |Z| ≤ k.
*1 It can be easily obtained from the convexity of f(z) = z2. For
arbitrary {xj}mk=1 (xj > 0), we have
f([x1 + x2 + · · ·+ xn]/n) ≤ f(x1) + f(x2) + · · ·+ f(xn)
n
.
(S.68)
By taking the square root of the above inequality and let-
ting {xj}mk=1 → {|JZ,q |}3
|Z|
q=1 , we can derive the desired upper
bound.
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FIG. 4. Schematic picture of the set Sl defined as in Eq. (S.72). Here, Z1 is included in Sl as it has an overlap with (∂X)l
and Z1 ⊆
⋃
s≤l(∂X)s. Then, Z2 is not included in Sl because Z2 ∩ (∂X)l = ∅. The subset Z3 is also not included in Sl
because Z3 is not included in
⋃
s≤l(∂X)s, namely Z3 ∩
⋃
s>l
(∂X)s 6= ∅.
On the product of Pauli’s operator, we can obtain the following convenient relations:
[PZ,q,PZ′,q′ ] = 2η(Z,q),(Z′,q′)PZ˜,q˜ (S.69)
with Z˜ ⊆ Z ∪ Z ′, where the quantity η(Z,q),(Z′,q′) has a value −1 or 1 and we choose q˜ = 0 when [PZ,q,PZ′,q′ ] = 0,
namely PZ,0 = 0 for ∀Z ⊆ Λ. For example, for PZ,q = σx1σx2σy3 and PZ′,q′ = σz3σz4 , we have [PZ,q,PZ′,q′ ] =
2σx1σx2σx3σz4 and Z˜ = {1, 2, 3, 4} = Z ∪ Z ′. We notice that Z˜ is not usually equal to Z ∪ Z ′; for example, for
PZ,q = σx1σx2σx3σx4 and PZ′,q′ = σx1σx2σx3σ
y
4 , we have [PZ,q,PZ′,q′ ] = 2σz4 and Z˜ = {4} ⊂ Z ∪ Z ′.
For the convenience, we also define the following “one-site energy” as g:
max
i∈Λ
∑
(Z,q):Z3i
|JZ,q| ≤ g, (S.70)
where g is a constant of O(1). We notice that an explicit form of g is derived by using the same inequality as (S.6):∑
(Z,q):Z3i
|JZ,q| ≤
∑
i′∈Λ
∑
(Z,q):Z⊃{i,i′}
|JZ,q| ≤
∑
i′∈Λ
J
(di,i′ + 1)α
≤
∞∑
s=0
∑
i′∈Λ:di,i′=s
J(s+ 1)−α ≤ α−D + 1
α−D Jγ, (S.71)
which is finite as long as α > D.
Finally, in order to denote H(≤r/2)X , we define Sl as a set of {Z}|Z|≤k satisfying
Sl :=
Z ⊂ Λ
∣∣∣∣ |Z| ≤ k, Z ∩ (∂X)l 6= ∅, Z ⊆ ⋃
s≤l
(∂X)s
 , S≤l := ⊔
s≤l
Sl. (S.72)
Then, all the interactions in H(≤r/2)X is described by {hZ}Z∈S≤r/2 . Hence, by using S≤r/2, we write H(≤r/2)X as
H
(≤r/2)
X =
r/2∑
l=−∞
∑
Z∈Sl
hZ =
∑
Z∈S≤r/2
3|Z|∑
q=1
JZ,qPZ,q. (S.73)
B. Proof outline
We here aim estimate the Frobenius norm of∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥
F
, (S.74)
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which gives an upper bound of
∥∥∥[H(≤r/2)X (t), UY ]∥∥∥
F
(Y = X[r]c) as follows:∥∥∥[H(≤r/2)X (t), UY ]∥∥∥
F
≤
∥∥∥[H(≤r/2)X (t)−H(≤r/2)X (t,X[r]), UY ]∥∥∥
F
+
∥∥∥[H(≤r/2)X (t,X[r]), UY ]∥∥∥
F
≤ 2‖UY ‖ ·
∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥
F
= 2
∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥
F
, (S.75)
where we use [H(≤r/2)X (t,X[r]), UY ] = 0 and ‖O1O2‖F ≤ ‖O1‖ · ‖O2‖F from the inequality (S.15). In the following,
we calculate an upper bound of
∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥
F
.
For the purpose, we consider a time evolution of JZ0,q0PZ0,q0 as
JZ0,q0PZ0,q0(t) =
∞∑
m=0
(it)m
m! JZ0,q0ad
m
H(PZ0,q0). (S.76)
Here, JZ0,q0admH(PZ0,q0) is composed of the following multi-commutators:
(JZ0,q0JZ1,q1JZ2,q2 · · · JZm,qm) adPZm,qm · · · adPZ2,q2 adPZ1,q1 (PZ0,q0). (S.77)
We here define w := ((Z0, q0), (Z1, q1), (Z2, q2), . . . , (Zm, qm)) as a string of {(Z, q)}|Z|≤k. Then, from Eq. (S.69),
the multi-commutator adPZm,qm · · · adPZ2,q2 adPZ1,q1 (PZ0,q0) reduces to the following form:
adPZm,qm · · · adPZ2,q2 adPZ1,q1 (PZ0,q0) = 2mηwPΛw,qw , (S.78)
where ηw has a value −1 or 1, and qw has a quantity from 0 to 3|Λw| (remember that PΛw,0 = 0). Here, the subset
Λw is included in the subset Λw as
Λw := Z0 ∪ Z1 ∪ Z2 ∪ · · · ∪ Zm. (S.79)
Hence, by using the notation of
Jw := JZ0,q0JZ1,q1JZ2,q2 · · · JZm,qm , (S.80)
we formally write Eq. (S.76) as
JZ0,q0PZ0,q0(t) =
∞∑
m=0
(2it)m
m!
∑
w∈Ωm
(Z0,q0):fixed
JwηwPΛw,qw , (S.81)
where we define the total set of the string w with |w| = m+ 1 as Ωm.
By using the expressions (S.73) and (S.81), we obtain
H
(≤r/2)
X (t) =
∑
(Z0,q0):Z0∈S≤r/2
JZ0,q0PZ0,q0(t) =
∞∑
m=0
(2it)m
m!
∑
w∈Ωm:Z0∈S≤r/2
JwηwPΛw,qw , (S.82)
where
∑
w∈Ωm:Z0∈S≤r/2 means the summation which picks up all the strings which satisfy Z0 ∈ S≤r/2. We then
obtain
H
(≤r/2)
X (t)−H(≤r/2)X (t,X[r]) =
∞∑
m=0
(2it)m
m!
∑
w∈Ωm:Z0∈S≤r/2
Λw∩X[r]c 6=∅
JwηwPΛw,qw . (S.83)
For PΛw,qw , we obtain the equation of
tr
(
PΛw,qwPΛw′ ,qw′
)
= 0 for Λw 6= Λw′ . (S.84)
We note that we may have PΛw,qw = PΛw′ ,qw′ for w 6= w′, and hence the condition w 6= w′ does not necessarily
imply tr(PΛw,qwPΛw′ ,qw′ ) = 0. We thus obtain∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥2
F
≤
∞∑
m,m′=0
(2|t|)m+m′
m!m′!
∑
w∈Ωm:Z0∈S≤r/2
Λw∩X[r]c 6=∅
∑
w′∈Ωm′ :Z′0∈S≤r/2
Λw′=Λw
|Jw| · |Jw′ | ·
∥∥PΛw,qwPΛw′ ,qw′∥∥ , (S.85)
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where we use the inequality of
t˜r
(
PΛw,qwPΛw′ ,qw′
) ≤ ∥∥PΛw,qwPΛw′ ,qw′∥∥ . (S.86)
Note that the norm ‖PΛw,qw‖ has the binary values of 0 or 1.
The remaining task is to estimate the upper bound (S.85). We first consider the condition that PΛw,qw 6= 0.
From the expression (S.78), we find that each of Zj (j ≤ m) should satisfy
Zj ∩ (Z0 ∪ Z1 ∪ Z2 ∪ · · · ∪ Zj−1) 6= ∅. (S.87)
Otherwise, PZj ,qj and adPZj−1,qj−1 · · · adPZ2,q2 adPZ1,q1 (PZ0,q0) commute with each other. We define Ω∗m as the set
of w which satisfies the condition (S.87) for all {Zj}mj=1, namely
Ω∗m =
{
((Zj , qj))mj=1
∣∣∣∣Zj ∩ (Z0 ∪ Z1 ∪ Z2 ∪ · · · ∪ Zj−1) 6= ∅ for ∀j ∈ [m]} . (S.88)
By using the notation of Ω∗m, we obtain∑
w∈Ωm:Z0∈S≤r/2
Λw∩X[r]c 6=∅
∑
w′∈Ωm′ :Z′0∈S≤r/2
Λw′=Λw
|Jw| · |Jw′ | ·
∥∥PΛw,qwPΛw′ ,qw′∥∥ ≤ ∑
w∈Ω∗m:Z0∈S≤r/2
Λw∩X[r]c 6=∅
∑
w′∈Ω∗
m′
Λw′=Λw
|Jw| · |Jw′ |, (S.89)
where we use ‖PΛw,qw‖ ≤ 1. We notice again that in the above summation for w′, more than one string w′ may
satisfy Λw′ = Λw. We thus reduce the inequality (S.85) to∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥2
F
≤
∞∑
m=0
(2|t|)m
m!
∑
w∈Ω∗m:Z0∈S≤r/2
Λw∩X[r]c 6=∅
|Jw|
∞∑
m′=0
(2|t|)m′
m′!
∑
w′∈Ω∗
m′
Λw′=Λw
|Jw′ |
≤
∑
i∈X[r]c
∞∑
m=0
(2|t|)m
m!
∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
∞∑
m′=0
(2|t|)m′
m′!
∑
w′∈Ω∗
m′
Λw′=Λw
|Jw′ |. (S.90)
In the following, we separately treat the summations with respect to w′ and w, respectively. We take the two
steps as
• In the first step, for a fixed Λw such that w ∈ Ω∗m, we take the summation with respect to w′ ∈ Ω∗m′
such that Λw′ = Λw. We aim to obtain the inequality of
∞∑
m′=0
(2|t|)m′
m′!
∑
w′∈Ω∗
m′
Λw′=Λw
|Jw′ | ≤ 6g˜[diam(Λw) + 1]α , (S.91)
where g˜ := max(gk, λJ)] as in Eq. (S.10).
• In the second step, we take the summation with respect to w ∈ Ω∗m such that Z0 ∈ S≤r/2 and Λw 3 i
(i ∈ X[r]c), which gives the following upper bound:
∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
[diam(Λw) + 1]α
≤ c2m!(m+ 1)4g˜m+1
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
, (S.92)
where c2 is defined as
c2 := 2α
(
2 + γ
α−D
)
. (S.93)
By applying the upper bounds (S.91) and (S.92) to the inequality (S.90), we finally obtain
∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥2
F
≤ 6c2g˜2
∞∑
m=0
(2g˜|t|)m(m+ 1)4
∑
i∈X[r]c
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
≤ 392c2g˜2
∑
i∈X[r]c
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
, (S.94)
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where the second inequality is derived from |t| ≤ 1/(2eg˜) and
∞∑
m=0
(2g˜|t|)m(m+ 1)4 ≤
∞∑
m=0
e−m(m+ 1)4 ≈ 65.2478. (S.95)
The summations with respect to i ∈ X[r]c and i1 ∈ (∂X)l are estimated by a similar approach to Lemma 6. We
first note that di,i1 > r − l because of i ∈ X[r]c and i1 ∈ (∂X)l. Hence, we obtain∑
i∈X[r]c
1
(di,i1 + 1)2α
≤
∑
i∈Λ:di,i1>r−l
1
(di,i1 + 1)2α
≤ γ2α−D (r − l + 1)
−2α+D ≤ γ(r − l + 1)−2α+D, (S.96)
where we use the inequality (S.6) with a = 2α from the second inequality to the third inequality. Then, by using
the inequality of
r/2∑
l=−∞
(r − l + 1)−2α+D ≤
∫ r/2
−∞
(r − x)−2α+Ddx ≤ (r/2)
−2α+D+1
2α−D − 1 ≤
22α−D
α−Dr
−2α+D+1, (S.97)
we obtain ∑
i∈X[r]c
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
≤ |(∂X)r/2|2
2α−Dγ
α−D r
−2α+D+1, (S.98)
where we use |(∂X)l| ≤ |(∂X)r/2| for l ≤ r/2.
Thus, we finally obtain∥∥∥H(≤r/2)X (t)−H(≤r/2)X (t,X[r])∥∥∥2
F
≤ |(∂X)r/2|392c2g˜
222α−Dγ
α−D r
−2α+D+1, (S.99)
which yields the main inequality (S.62) by using (S.75), where we use the inequality of√
392c2g˜222α−Dγ2
α−D ≤
20g˜γ2(3α−D)/2
α−D
√
2α− 2D + γ. (S.100)
This completes the proof of Proposition 8. 
C. Estimation of the summation with respect to w′: Proof of (S.91)
For the proof of (S.91), we first consider a fixed m′. Let us set diam(Λw) = `. Then, there exists a pair of sites
{i, i′} ⊂ Λw which satisfies di,i′ = `. We thus obtain the following upper bound for the summation:∑
w′∈Ω∗
m′
Λw′=Λw
|Jw′ | ≤
∑
w′∈Ω∗
m′
Λw′3{i,i′}
|Jw′ | ≤
∑
w′∈Ω∗
m′
Λw′3{i,i′}
|Jw′ |, (S.101)
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where Λw′ has been defined in Eq. (S.79). For the above summation, we prove the following lemma:
Lemma 9. The summation with respect to strings w ∈ Ω∗m under the constraint Λw 3 {i, i′} is upper-bounded by∑
w∈Ω∗m
Λw3{i,i′}
|Jw| ≤ m!(m+ 1)2g˜m+1(di,i′ + 1)−α, (S.102)
where we use the definition g˜ := max(gk, λJ)].
By applying Lemma 9 to (S.101) with di,i′ = `, we obtain the following upper bound:
∞∑
m′=0
(2|t|)m′
m′!
∑
w′∈Ω∗
m′
Λw′=Λw
|Jw′ | ≤
∞∑
m′=0
(2|t|)m′
m′!
∑
w′∈Ω∗
m′
Λw′3{i,i′}
|Jw′ | ≤ g˜(`+ 1)−α
∞∑
m′=0
(m′ + 1)2(2g˜|t|)m′
≤ g˜(`+ 1)−α
∞∑
m′=0
(m′ + 1)2e−m
′ ≤ 6g˜(`+ 1)−α, (S.103)
where we use |t| ≤ 1/(2eg˜) and ∑∞m′=0(m′ + 1)2e−m′ = 5.41562 · · · < 6. Because of ` = diam(Λw), we obtain the
inequality (S.91).
1. Proof of Lemma 9
In order to characterize the subset-subset connections, we first introduce a set Gm of graph structures (Fig. 5).
Each of the graph G = (V,E) ∈ Gm (|V | = m + 1) is constructed recursively as follow: the first vertex has
a node with the vertex 0. The second vertex has a node with vertex 0 or 1. By repeating this procedure,
jth vertex has a node with vertex in {0, 1, 2, . . . , j − 1}. In this construction, we define E as the node set as
{(1, X1), (2, X2), (3, X3), · · · (m,Xm)} (Xj ∈ {0, 1, 2, . . . , j− 1}, Xj < j), where X1 = 0. In Fig. 5 (a), we show one
example of m = 6. In Fig. 5 (b), we show all the patterns of the graph in G3. We notice that the number of graph
in Gm is equal to m!, namely |Gm| = m!.
For a fixed graph G ∈ Gm, we define the set ΩG of w as follows:
ΩG := {w ∈ Ωm|Z1 ∩ Z0 6= ∅, Z2 ∩ ZX2 6= ∅, . . . Zm ∩ ZXm 6= ∅}. (S.104)
We note that in the above restrictions, a subset Zj must connect to the subset ZXj (Zj ∩ ZXj 6= ∅) which is
connected to Zj on the graph G, but it does not necessarily mean Zj ∩ Zj′ = ∅ for j′ 6= Xj . Then, all the strings
w ∈ Ω∗m satisfying the condition (S.87) can be (over)counted by considering w ∈ ΩG for all G ∈ Gm, namely
Ω∗m =
⋃
G∈Gm
ΩG. (S.105)
We thus reduce ∑
w∈Ω∗m
Λw3{i,i′}
|Jw| ≤
∑
G∈Gm
∑
w∈ΩG
Λw3{i,i′}
|Jw|. (S.106)
In the above summation, the same string w may be counted in ΩG1 and ΩG2 for different G1 and G2.
Let us consider a fixed G. Then, in every string w ∈ ΩG satisfying Λw 3 {i, i′}, there exist two subsets Zs and
Zs′ (s, s′ = 0, 1, 2, . . . ,m) such that Zs 3 i and Zs′ 3 i′. We need to consider all the combinations of {s, s′} (i.e.,((
m+1
2
))
patterns in total), but we here estimate the contribution from one of them. For a fixed {s, s′}, we label Zs
and Zs′ as Zs1 and Zsl , where (l − 1) is the path length to connect Zs and Z ′s on the graph G (see Fig. 6). We
then decompose w into w1 and w2, where w1 = ((Zs1 , qs1), (Zs2 , qs2), . . . , (Zsl , qsl)) and w2 = w \w1. In the graph
G, we have Xs2 = s1, Xs3 = s2, . . . ,Xsl−1 = sl and Zs1 3 i, Zsl 3 i′.
We then estimate the summation with respect to w ∈ ΩG for a fixed G such that Zs1 3 i, Zsl 3 i′:∑
w∈ΩG
Zs13i,Zsl3i′
|Jw|. (S.107)
23
1 2
6
7
4 5
30
Z1 3 i
s1 s2
s3 s4
Z5 3 i0
FIG. 6. Decomposition of w ∈ ΩG into two pieces w1 and w2. In the above picture, we consider the case that Z1 3 i and
Z5 3 i′. The string w1 consists of the elements which connect from Z1 to Z5 [i.e., w1 = ((Z1, q1), (Z2, q2), (Z4, q4), (Z5, q5))],
and the other elements are included in w2 [i.e., w2 = ((Z0, q0), (Z3, q3), (Z6, q6), (Z7, q7))].
We first take the summation with respect to w2. The contribution from the w2 comes from a summation like∑
(Zj ,qj):Zj∩ZXj 6=0
|JZj ,qj |. (S.108)
In order to estimate the upper bound, we use the following general upper bound which is derived from the inequal-
ity (S.70): ∑
(Zj ,qj):Zj∩ZXj 6=0
|JZj ,qj | ≤
∑
i∈ZXj
∑
(Zj ,qj):Zj3i
|JZj ,qj | ≤ g|ZXj | ≤ gk. (S.109)
By using the above inequality, the summation (S.107) reduces to∑
w∈ΩG
Zs13i,Zsl3i′
|Jw|
≤ (gk)|w2|
∑
(Zs1 ,qs1 )
Zs13i
|JZs1 ,qs1 |
∑
(Zs2 ,qs2 )
Zs2∩Zs1 6=∅
|JZs2 ,qs2 | · · ·
∑
(Zsl−1 ,qsl−1 )
Zsl−1∩Zsl−2 6=∅
|JZsl−1 ,qsl−1 |
∑
(Zsl ,qsl )
Zsl∩Zsl−1 6=∅,Zsl3i′
|JZsl ,qsl |. (S.110)
Remember that ((Zsj , qsj ))lj=1 now corresponds to w1.
In order to estimate the summation with respect to w1, we use a more refined analysis. First, for the summation
of Zs1 and Zs2 , we use the summation reduction as∑
(Zs1 ,qs1 )
Zs13i
|JZs1 ,qs1 |
∑
(Zs2 ,qs2 )
Zs2∩Zs1 6=∅
|JZs2 ,qs2 | ≤
∑
i1∈Λ
∑
Zs1 ,qs1
Zs13{i,i1}
|JZs1 ,qs1 |
∑
Zs2 ,qs2
Zs23i1
|JZs2 ,qs2 |. (S.111)
By iteratively using the above reductions, the summation in (S.110) is bounded from above by∑
i1,i2,...,il−1∈Λ
∑
Zs1 ,qs1
Zs13{i,i1}
|JZs1 ,qs1 |
∑
Zs2 ,qs2
Zs23{i1,i2}
|JZs2 ,qs2 | · · ·
∑
Zsl−1 ,qsl−1
Zsl−13{il−2,il−1}
|JZsl−1 ,qsl−1 |
∑
Zsl ,qsl
Zsl3{il−1,i′}
|JZsl ,qsl |
≤J l
∑
i1,i2,...,il−1∈Λ
(di,i1 + 1)−α(di1,i2 + 1)−α · · · (dil−2,il−1 + 1)−α(dil−1,i′ + 1)−α, (S.112)
where we use the power-law decay of the interactions for each of {|JZsj ,qsj |}lj=1 Following Ref. [53, Inequality (2.5)],
we here utilize the upper bound of∑
i0∈Λ
(di,i0 + 1)−α(di0,i′ + 1)−α ≤ λ(di,i′ + 1)−α, (S.113)
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where λ > 1 is a constant of O(1) as long as α > D. We thus obtain
J l
∑
i1,i2,...,il−1∈Λ
(di,i1 + 1)−α(di1,i2 + 1)−α · · · (dil−2,il−1 + 1)−α(dil−1,i′ + 1)−α
≤ J lλl−1(di,i′ + 1)−α ≤ (λJ)l(di,i′ + 1)−α. (S.114)
By combining the above inequalities together, the summation (S.107) is upper-bounded as∑
w∈ΩG
Zs13i,Zsl3i′
|Jw| ≤ [max(gk, λJ)]m+1(di,i′ + 1)−α. (S.115)
The number of combinations of Zs and Zs′ such that Zs 3 i and Zs′ 3 i′ is given by((
m+ 1
2
))
=
(
m+ 2
2
)
≤ (m+ 1)2. (S.116)
Therefore, we finally obtain ∑
w∈ΩG
Λw3{i,i′}
|Jw| ≤ (m+ 1)2g˜m+1(di,i′ + 1)−α, (S.117)
where we use the definition g˜ := max(gk, λJ)]. Because the number of graphs such that G ∈ Gm is equal to m!, we
obtain the inequality (S.102). This completes the proof. 
[ End of Proof of Lemma 9]
D. Estimation of the summation with respect to w: Proof of (S.92).
We here consider the summation with respect to w as∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
[diam(Λw) + 1]α
. (S.118)
Now, the difficulty lies in the fact that we need to take diam(Λw) into account. Intuitively, in the above summation,
we may have diam(Λw) = O(r) from diam(Λw) > r/2, but it is not always true since the form of Λw strongly
depends on properties of the string w.
In order to derive the upper bound for (S.118), we prove the following Lemma (see Sec. S.VID 1 for the proof):
Lemma 10. Let w ∈ Ω∗m be an arbitrary string such that qw 6= 0. Then, there exists a decomposition of w to w1
and w2 each of which has the following properties:
1. For an arbitrary element in w1 (w2), there exists a path which connect an arbitrary element to Z0 via the
subsets in w1 (w2).
2. The subset Λw satisfies Λw1 ∩ Λw 6= ∅ and Λw2 ∩ Λw 6= ∅, where Λw has been defined in Eq. (S.79).
This lemma implies in order to make diam(Λw) ≤ `, there should exist the following two paths in w: Z0 → i
(i ∈ X[r]c) and Z0 → i′ with di,i′ ≤ `. For Λw 3 i (di,X ≥ r), without loss of generality, we choose the string w1
and w2 such that w1 includes the element (Z0, q0) and Λw2 includes the site i (i.e., Λw2 3 i).
By using Lemma 10, we decompose the summation with respect to w ∈ Ω∗m such that Λw 3 i as follows:∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
[diam(Λw) + 1]α
≤
m−1∑
m1=0
(
m
m1
) ∑
w1∈Ω∗m1
Z0∈S≤r/2
∑
w2∈Ω∗m2−1
Λw2∩Z0 6=∅,Λw23i
|Jw1 | · |Jw2 |
[min
i′∈Λw1 (di,i′) + 1]
α
, (S.119)
where we set |w1| = m1 + 1 and |w2| = m2 + 1 (m1 +m2 = m), and for each of w, we use the inequality of
diam(Λw) ≥ max
i1,i2∈Λw
(di1,i2) ≥ min
i′∈Λw1
(di,i′). (S.120)
25
Z0
Z1 Z2
Z4
Z6
Z7
Z3
X
Z8
i
Z9
FIG. 7. The decomposition of string w to w1 and w2 following Lemma 10. Here, each of w1 and w2 satisfies the properties
1 and 2 in Lemma 10. In our choice, the string w1 = ((Z0, q0), (Z3, q3), (Z9, q9)) includes the element (Z0, q0), while
w2 = ((Z1, q1), (Z2, q2), (Z4, q4), (Z6, q6), (Z7, q7), (Z8, q8)) necessarily includes the site i.
We reduce the inequality (S.119) to
∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
[diam(Λw) + 1]α
≤
r/2∑
l=−∞
∑
i1∈(∂X)l
m−1∑
m1=0
(
m
m1
) ∑
w2∈Ω∗m2−1
Λw23{i1,i}
∑
w1∈Ω∗m1
Z03i1
|Jw1 | · |Jw2 |
[min
i′∈Λw1 (di,i′) + 1]
α
. (S.121)
We first estimate the summation with respect to w1. We separate the summation to the cases of mini′∈Λw1 (di,i′) ≤
(di,i1/2) and mini′∈Λw1 (di,i′) > (di,i1/2):
∑
w1∈Ω∗m1
Z03i1
|Jw1 |
[min
i′∈Λw1 (di,i′ + 1)]
α
≤
di,i1/2∑
x=0
∑
i′∈Λ:di,i′=x
∑
w1∈Ω∗m1
Z03i1,Λw13i′
|Jw1 |
(x+ 1)α +
∑
w1∈Ω∗m1
Z03i1
|Jw1 |
(di,i1/2 + 1)α
, (S.122)
where we use the inequality of∑
w1∈Ω∗m1
Z03i1,mini′∈Λw1 (di,i′ )=x
|Jw1 |
[min
i′∈Λw1 (di,i′ + 1)]
α
≤
∑
i′∈Λ:di,i′=x
∑
w1∈Ω∗m1
Z03i1,Λw13i′
|Jw1 |
(x+ 1)α . (S.123)
We first consider the second term. By using the decomposition of (S.106) and the inequality (S.109), we have∑
w1∈Ω∗m1
Z03i1
|Jw1 |
(di,i1/2 + 1)α
≤ m1!g(gk)
m1
(di,i1/2 + 1)α
≤ m1!(gk)
m1+1
(di,i1/2 + 1)α
. (S.124)
For the first term in (S.122), we utilize Lemma 9 as follows:∑
w1∈Ω∗m1
Z03i1,Λw13i′
|Jw1 |
(x+ 1)α ≤
1
(x+ 1)α
∑
w1∈Ω∗m1
Λw13{i1,i′}
|Jw1 | ≤
m1!(m1 + 1)2g˜m1+1
(x+ 1)α(di1,i′ + 1)α
, (S.125)
which yields
di,i1/2∑
x=0
∑
i′∈Λ:di,i′=x
∑
w1∈Ω∗m1
Z03i1,Λw13i′
|Jw1 |
(x+ 1)α ≤ m1!(m1 + 1)
2g˜m1+1
di,i1/2∑
x=0
∑
i′∈Λ:di,i′=x
(x+ 1)−α(di1,i′ + 1)−α. (S.126)
Here, the lengths di,i′ (= x) satisfies di,i′ ≤ di,i1/2 (see Fig. 8), and hence the triangle inequality gives
di1,i′ ≥ di1,i − di,i′ ≥
di,i1
2 . (S.127)
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Z0
X
i
i0
r/2
i1
l
x ( di,i1/2)di,i1
FIG. 8. Schematic picture of the positions of Z0, i1, i and i′. Here, Z0 includes a site i1 on (∂X)l (red dot region). The
distance between the site i and i′ is defined as x and is smaller than or equal to di,i1/2.
We thus reduce the inequality (S.126) to
di,i1/2∑
x=0
∑
i′∈Λ:di,i′=x
∑
w1∈Ω∗m1
Z03i1,Λw13i′
|Jw1 |
(x+ 1)α ≤
m1!(m1 + 1)2g˜m1+1
(di,i1/2 + 1)α
di,i1/2∑
x=0
∑
i′∈Λ:di,i′=x
(x+ 1)−α
≤ m1!(m1 + 1)
2g˜m1+1
(di,i1/2 + 1)α
(
1 + γ
α−D
)
, (S.128)
where we use a similar inequality to (S.6). By applying the inequalities (S.124) and (S.128) to (S.122), we obtain
∑
w1∈Ω∗m1
Z03i1
|Jw1 |
[min
i′∈Λw1 (di,i′ + 1)]
α
≤ m1!(gk)
m1+1
(di,i1/2 + 1)α
+ m1!(m1 + 1)
2g˜m1+1
(di,i1/2 + 1)α
(
1 + γ
α−D
)
≤ c2m1!(m1 + 1)
2g˜m1+1
(di,i1 + 1)α
, (S.129)
where we use g˜ ≥ gk, and defined c2 as in Eq. (S.93).
The remaining task is to take the summation with respect to w2 in the inequality (S.121). By using Lemma 9,
we immediately obtain ∑
w2∈Ω∗m2−1
Λw23{i1,i}
|Jw2 | ≤
(m2 − 1)!m22g˜m2
(di,i1 + 1)α
= m2!m2g˜
m2
(di,i1 + 1)α
. (S.130)
By combining the inequalities (S.129) and (S.130), the inequality (S.121) reduces to
∑
w∈Ω∗m:Z0∈S≤r/2
Λw3i
|Jw|
[diam(Λw) + 1]α
≤
r/2∑
l=−∞
∑
i1∈(∂X)l
m−1∑
m1=0
(
m
m1
)
c2m1!(m1 + 1)2g˜m1+1 ·m2!m2g˜m2
(di,i1 + 1)2α
= c2m!g˜m+1
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
m∑
m1=1
(m1 + 1)2m2
≤ c2m!(m+ 1)4g˜m+1
r/2∑
l=−∞
∑
i1∈(∂X)l
1
(di,i1 + 1)2α
. (S.131)
This completes the proof of the inequality (S.92).
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1. Proof of Lemma 10
We first focus on the following fact. For arbitrary X and Y (X∩Y 6= ∅), let us consider the commutator between
the operators PX,q and PY,q′ as
[PX,q,PY,q′ ] ∝ PZ,q′′ . (S.132)
Then, if q′′ 6= 0, we obtain
X ∩ Z 6= ∅, Y ∩ Z 6= ∅. (S.133)
We prove the statement in Lemma 10 by induction method. For this purpose, we define w(p) (p ≤ m) as
w(p) := ((Zj , qj))pj=0. First, for p = 1, we choose w
(1)
1 = ((Z0, q0)) and w
(1)
2 = ((Z1, q1)), and then the property 1
in Lemma 10 is trivially satisfied. Also, from Eq. (S.133), we have Λw(1) ∩ Z0 6= ∅ and Λw(1) ∩ Z1 6= ∅, which gives
the property 2.
In general p, we assume the decomposition of w(p) = w(p)1 ⊕ w(p)2 with the desired properties and consider the
case of p+ 1. We here consider the cases of
Λw1 ∩ Zp+1 = ∅, or Λw2 ∩ Zp+1 = ∅ (S.134)
and
Λw1 ∩ Zp+1 6= ∅, and Λw2 ∩ Zp+1 6= ∅ (S.135)
separately.
[Case of (S.134)]
Let us consider the case of Λw1 ∩ Zp+1 = ∅ (i.e., Λw2 ∩ Zp+1 6= ∅). We here choose w(p+1)1 = w(p)1 and w(p+1)2 =
w
(p)
2 ⊕ (Zp+1, qp+1). This choice trivially satisfies the property 1 under the assumption that the decomposition
w(p) = w(p)1 ⊕ w(p)2 satisfies the property 1. On the second property, we first set Λ1 = Λw(p)1 ∩ Λw(p) and Λ2 =
Λw(p) \ Λ1. Note that Λ2 ∈ Λw(p)2 because of Λw(p) ⊆ Λw(p)1 ∪ Λw(p)2 .
We then decompose
PΛ
w(p) ,qw(p)
= PΛ1,q1 ⊗ PΛ2,q2 . (S.136)
Because Λ1 ∩ Zp+1 = ∅ from Λw1 ∩ Zp+1 = ∅, we have
[PΛ
w(p) ,qw(p)
,PZp+1,qp+1 ] = PΛ1,q1 ⊗
[
PΛ2,q2 ,PZp+1,qp+1
] ∝ PΛ1,q1 ⊗ PΛ′2,q2 , (S.137)
where Λ′2 ⊆ Λw(p+1)2 and Λ
′
2 6= ∅ from Eq. (S.133)*2. Therefore, we obtain Λ1 ⊆ Λw(p+1)1 and Λ
′
2 ⊆ Λw(p+1)2 , which
yields the property 2.
[Case of (S.135)]
We first consider the case
Λ
w
(p)
1
∩ Λw(p+1) 6= ∅ and Λw(p)2 ∩ Λw(p+1) 6= ∅. (S.138)
In this case, by choosing w(p+1)1 = w
(p)
1 and w
(p+1)
2 = w
(p)
2 ⊕ (Zp+1, qp+1), we can trivially obtain the properties 2.
Also, the property 1 is ensured by the condition (S.135). Hence, we need to prove the case where
Λ
w
(p)
1
∩ Λw(p+1) = ∅ or Λw(p)2 ∩ Λw(p+1) = ∅. (S.139)
*2 We note that Λ2 6= ∅ is ensured because of qw 6= 0. If Λ2 = ∅,
we have
[
PΛ2,q2 ,PZp+1,qp+1
]
=
[
1,PZp+1,qp+1
]
= 0, which
yields qw(p) = 0. However, the condition qw 6= 0 implies
qw(p) 6= 0 for arbitrary p = 1, 2, . . . ,m.
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In the following, let us consider the former case (the latter case can be treated in the same way). We then choose
w
(p+1)
1 = w
(p)
1 ⊕ (Zp+1, qp+1) and w(p+1)2 = w(p)2 . Then, the property 1 is obtained by the condition (S.135). In
order to prove the property 2, we first adopt the same notation as Eq. (S.136), and consider
[PΛ1,q1 ⊗ PΛ2,q2 ,PZp+1,qp+1 ] ∝ PΛw(p+1) ,qw(p+1) (S.140)
with qw(p+1) 6= 0. Then, the condition Λw(p)1 ∩ Λw(p+1) = ∅ implies
Λ1 ∩ Λw(p+1) ⊆ Λw(p)1 ∩ Λw(p+1) = ∅, (S.141)
where the first relation comes from Λ1 ⊆ Λw(p)1 . On the other hand, from Eq. (S.133), we have (Λ1∪Λ2)∩Λw(p+1) 6= ∅,
and hence
Λ2 ∩ Λw(p+1) 6= ∅, (S.142)
which implies Λ
w
(p+1)
2
∩ Λw(p+1) 6= ∅. Also, from Eq. (S.133), we have Zp+1 ∩ Λw(p+1) 6= ∅, and hence we have
Λ
w
(p+1)
1
∩ Λw(p+1) 6= ∅ because of Zp+1 ⊆ Λw(p+1)1 = Λw(p)1 ∪ Zp+1. We thus prove the property 2.
We thus prove the properties of 1 and 2 for both of the cases (S.134) and (S.135) for p+ 1. This completes the
proof of Lemma 10. 
[ End of Proof of Lemma 10]
