We study the temporal approach to equilibrium of the Gibbs' and conditional entropies for stochastic systems in the presence of white noise. The conditional entropy will either remain constant or monotonically increase to its maximum of zero. However, the Gibbs' entropy may have a variety of patterns of approach to its final value ranging from a monotone increase or decrease to an oscillatory approach. We have illustrated all of these behaviors using examples in which both entropy dynamics can be determined analytically.
INTRODUCTION
A variety of measures of dynamic behavior carry the name of entropy. Two have proved to be especially intriguing in the examination of the temporal evolution of dynamical systems when considered from an ensemble point of view. One of these is known as the conditional entropy. Convergence properties of the conditional entropy have been extensively studied because 'entropy methods' have been known for some time to be useful for problems involving questions related to convergence of solutions in partial differential equations.
(1-6) Their utility can be traced, in some instances, to the fact that the conditional entropy may serve as a Liapunov functional.
(7) Another type of entropy is the Gibbs' entropy, which is Daems and Nicolis (12) and Bag et al., (13, 14) Bag.
(15-17)
Here we compare and contrast the temporal evolution of the conditional and Gibbs' entropies in a variety of dynamical settings. Our primary considerations are stochastic systems with additive white noise. The organization of the paper is as follows. Section 2 gives some basic background, definition of steady state Gibbs' entropy, and extension of this to time dependent situations. In Sec. 3 we examine the temporal behavior of the conditional entropy in asymptotically stable systems, and contrast these with the behavior of the Gibbs' entropy. These considerations are illustrated in Sec. 4 with two detailed examples drawn from dynamical systems perturbed by noise. The paper concludes with a summary in Sec. 5.
