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Resumo
Nesta dissertação, estudamos hipersuperfícies de rotação nos espaços produto Sn × R
e Hn × R. Apresentamos parametrizações explícitas para tais hipersuperfícies, que por
sua vez são utilizadas para o cálculo das curvaturas principais. Apresentamos também
um critério para veriﬁcar quando uma hipersuperfície nos espaços Sn×R e Hn×R é uma
hipersuperfície de rotação. Como aplicações, classiﬁcamos dentre as hipersuperfícies de
rotação, as hipersuperfícies mínimas, as intrinsecamente planas, as hipersuperfícies em
Sn×R normalmente planas no espaço Euclidiano En+2 e as as hipersuperfícies em Hn×R
normalmente planas no espaço Lorentziano Ln+2.
Abstract
In this dissertation, we study rotation hypersurfaces in the product spaces Sn × R
and Hn × R. We present explicit parametrizations for such hypersurfaces, which are
used for the calculation of the principal curvatures. We also present a criterion to verify
when a hypersurface in the spaces Sn × R and Hn × R is a rotation hypersurface. As
applications, we classify among the rotational hypersurfaces, the minimal hypersurfaces,
the intrinsically ﬂat hypersurfaces, the hypersurfaces in Sn × R that are normally ﬂat in
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Neste trabalho, iremos estudar hipersuperfícies de rotação em Sn×R e Hn×R. Estu-
daremos uma extensão da noção clássica de superfícies de rotação, no espaço Euclidiano
3-dimensional R3, para hipersuperfícies nos espaços Sn × R e Hn × R, onde Sn é a esfera
unitária e Hn é o espaço hiperbólico. Em R3, deﬁnimos uma superfície de rotação pelo
conjunto obtido ao girar uma curva regular plana e conexa C em torno de um eixo no
plano que não encontra a curva. Como dito em [4] por Carmo e Dajczer, superfícies
de rotação com uma propriedade adicional, como curvatura média constante, curvatura
Gaussiana constante, mínima, etc., são provavelmente as superfícies mais simples que
possuem tal propriedade, logo fornecem uma rica fonte de exemplos e um bom campo de
testes para várias conjecturas. O mesmo podemos dizer das hipersuperfícies de rotação
que abordaremos neste trabalho.
Em [4], a noção clássica de superfícies de rotação em R3 foi estendida, por Carmo e
Dajczer, para hipersuperfícies dos espaços (n+ 1)-dimensionais Hn+1, Sn+1 e Rn+1, isto é,
os espaços de curvatura constante. Em [8], nossa principal referência, nos foi apresentada
por Dillen, Fastenakels e Veken uma adaptação de tal extensão para os espaços Sn ×R e
Hn × R.
Os espaços produto tem sido bastante estudados recentemente, podemos citar por
exemplo [6], [7], [9], [12], [13] e [16]. Dentre estes destacamos, o artigo [6] em que Da-
niel fornece condições necessárias e suﬁcientes para que uma variedade Riemanniana n-
dimensional seja isometricamente imersa em Sn×R e Hn×R. Em [12], Manﬁo e Tojeiro
fazem uma classiﬁcação completa das hipersuperfícies de Sn×R e Hn×R com curvatura
seccional constante e n ≥ 3. Em [9], Espinar faz um estudo mais geral nesses espaços,
focado na dimensão 3, como superfícies com curvatura média constante, superfícies com
curvatura Gaussiana constante, superfícies com curvatura extrínseca positiva, superfí-
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cies com curvatura extrínseca constante, além de apresentar teoremas do tipo Hopf, tipo
Liebmann, tipo Hilbert e do tipo Hadamard-Stoker.
O presente trabalho está organizado da seguinte forma: no Capítulo 1 vamos abordar
deﬁnições e resultados gerais de geometria Riemanniana necessários para o desenvolvi-
mento do trabalho. Abordaremos conceitos de imersões isométricas, conceitos básicos
de espaços produto e apresentaremos resultados de imersões isométricas adaptados aos
espaços Sn×R e Hn×R. Citaremos também algumas deﬁnições e resultados a respeito de
distribuições e variedades integrais que serão fundamentais para a demonstração de um
critério para veriﬁcar se uma hipersuperfície em Sn × R e Hn × R é de rotação, segundo
a deﬁnição que será apresentada.
No Capítulo 2, apresentaremos a deﬁnição de Hipersuperfície de Rotação em Sn × R
e Hn × R. Veremos como a escolha do plano de rotação afeta a geometria dos paralelos.
Numa superfície de rotação em R3, quando fazemos a intersecção com um plano ortogonal
ao eixo de rotação e que passa por um ponto p da curva geratriz C, obtemos um paralelo
dessa superfície. A ﬁm de obter parametrizações dos paralelos de uma hipersuperfície de
rotação, vamos nos inspirar no que conhecemos de superfícies de rotação e de hipersu-
perfícies de rotação dadas em [4]. A partir daí, vamos obter uma parametrização para
hipersuperfícies de rotação e de posse dessa parametrização, iremos determinar o normal
unitário, exibir o operador forma e consequentemente determinar as curvaturas principais.
Finalizando o capítulo, temos uma demonstração do critério mencionado acima.
O Capítulo 3 é reservado para aplicações. Começaremos com uma classiﬁcação das
hipersuperfícies de rotação intrinsecamente planas de Sn × R e Hn × R. Na sequência
veremos que as hipersuperfícies de rotação são normalmente planas no espaço ambiente e
ﬁnalizamos determinando todas hipersuperfícies de rotação mínimas em Sn×R e Hn×R.
Em que o espaço ambiente ao longo do texto é o espaço Euclidiano En+2, no caso em que
estamos considerando hipersuperfícies de Sn × R, e o espaço Lorentziano Ln+2, quando




Neste capítulo, iremos apresentar alguns teoremas, deﬁnições e resultados gerais que
serão utilizados ao longo do texto, além de ﬁxar a notação que será adotada.
1.1 Curvatura
Deﬁnição 1.1. A curvatura R de uma variedade Riemanniana M é uma correspondência
que associa a cada par X, Y ∈ X (M) uma aplicação R(X, Y ) : X (M) −→ X (M) dada
por
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z, Z ∈ X (M),
onde ∇ é a conexão Riemanniana de M .
O tensor curvatura R : X (M)×X (M)×X (M)×X (M) −→ C∞(M) é deﬁnido por
R(X, Y, Z,W ) = 〈R(X, Y )Z,W )〉, X, Y, Z,W ∈ X (M).
Seja ∆ ⊂ TpM um subespaço 2-dimensional do espaço tangente TpM . Associada ao
tensor de curvatura, está a curvatura seccional de ∆ em p, deﬁnida por
K(∆)(p) =
R(X, Y,X, Y )(p)
||X(p) ∧ Y (p)||2 ,
onde X(p), Y (p) ∈ ∆ são linearmente independentes e
||X(p) ∧ Y (p)|| =
√
||X(p)||2||Y (p)||2 − 〈X, Y 〉2(p).
Pode-se mostrar, como feito em [3], que K(∆)(p) não depende das escolhas de X(p), Y (p),
mas apenas do ponto p ∈M .
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1.2. Imersões Isométricas
Teorema 1.2. Seja M uma variedade Riemanniana. Então M tem curvatura seccional
constante igual a K0 se, e somente ,se
〈R(X, Y )Z,W 〉 = K0(〈X,Z〉〈Y,W 〉 − 〈X,W 〉〈Y, Z〉).
Demonstração: Ver [3], Capítulo 4, Lema 3.4.
Corolário 1.3. M tem curvatura seccional constante igual a K0 se, e somente ,se
R(X, Y )Z = K0(〈X,Z〉Y − 〈Y, Z〉W ).
Deﬁnição 1.4. Seja x = zn um vetor unitário em TpM . Considere uma base ortonormal






〈R(x, zi)x, zi〉, i = 1, 2, . . . , n− 1,
é chamada curvatura de Ricci na direção x.
1.2 Imersões Isométricas
As demonstrações omitidas podem ser encontradas em [3] no Capítulo 6.
Seja f : Mn −→ Mn+m uma imersão de uma variedade diferenciável M de dimensão
n em uma variedade Riemanniana M de dimensão igual a n + m. A ﬁm de que f seja
uma imersão isométrica, considere em M a métrica induzida pela imersão. Isto é, dados
u, v ∈ TpM deﬁnimos 〈u, v〉p = 〈dpf(u), dpf(v)〉f(p).
Para todo p ∈ M , existe uma vizinhança Ω de p tal que f : Ω −→ M é um mergulho
e assim f(Ω) é uma subvariedade de M .
No que segue, f(Ω) será visto como subvariedade de M . Além disso, para p ∈ Ω,
iremos identiﬁcar p com f(p), Ω com f(Ω) e v ∈ TpM com dpf(v) ∈ Tf(p)M de forma
que o estudo se restringe a uma subvariedade M ⊂ M , já que iremos tratar de aspectos
locais.
Para cada p ∈M , o produto interno em TpM decompõe TpM na soma direta TpM =
TpM⊕(TpM)⊥, onde (TpM)⊥ é o complemento ortogonal de TpM em TpM . Dado v ∈ TpM
vamos escrever v = vT +vN de modo que vT ∈ TpM é chamado de componente tangencial
de v e vN ∈ (TpM)⊥ é chamado de componente normal de v.
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1.2. Imersões Isométricas
A conexão Riemanniana de M será indicada por ∇. Se X e Y são campos locais de
vetores em M , e X, Y são extensões locais a M , deﬁnimos
∇XY = (∇XY )T .
Veriﬁca-se que esta é a conexão Riemanniana relativa à métrica induzida de M .
Se X, Y são campos locais em M ,
B(X, Y ) = ∇XY −∇XY
é um campo local em M normal a M . B(X, Y ) é uma aplicação bilinear, simétrica e não
depende das extensões X, Y (ver [3], capítulo 6, seção 2). Além disso, expressando B
em um sistema de coordenadas, pode-se veriﬁcar, por sua bilinearidade, que o valor de
B(X, Y )(p) depende apenas de X(p) e Y (p).
Seja p ∈M e η ∈ (TpM)⊥. A aplicação Hη : TpM × TpM −→ R dada por
Hη(x, y) = 〈B(x, y), η〉, x, y ∈ TpM,
é uma aplicação bilinear simétrica.
Deﬁnição 1.5. A forma quadrática IIη deﬁnida em TpM por
IIη(x) = Hη(x, x)
é chamada a segunda forma fundamental de f em p segundo η.
A aplicação bilinear Hη ﬁca associada a uma aplicação linear auto-adjunta
Sη : TpM −→ TpM por
〈Sη(x), y〉 = Hη(x, y) = 〈B(x, y), η〉.
Proposição 1.6. Seja p ∈ M , x ∈ TPM e η ∈ (TPM)⊥. Seja N uma extensão local de
η normal a M . Então
Sη(x) = −(∇xN)T .
Deﬁnição 1.7. A imersão f : M −→ M é dita mínima se para todo p ∈ M e todo
η ∈ (TpM)⊥ tem-se que o traço de Sη é igual a zero.
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1.2. Imersões Isométricas
No que se segue, usaremos as letras latinas X, Y , Z, etc., para indicar os campos
diferenciáveis de vetores tangentes e as letras gregas ξ, η, ζ, etc., para indicar os campos
diferenciáveis de vetores normais.
Dados X e η, já vimos que a componente tangente de ∇Xη é dada por (∇Xη)T =
−Sη(X). Passemos agora a componente normal de ∇Xη, que será denominada conexão
normal ∇⊥ da imersão. Explicitamente,
∇⊥Xη = (∇Xη)N = ∇Xη − (∇Xη)T = ∇Xη + Sη(X).
Veriﬁca-se que a conexão normal ∇⊥ possui as propriedades usuais de uma conexão,
isto é, é linear em X, aditiva em η e
∇⊥X(fη) = f∇⊥Xη +X(f)η, f ∈ C∞(M).
A curvatura normal R⊥ da imersão é deﬁnida por
R⊥(X, Y )η = ∇⊥Y∇⊥Xη −∇⊥X∇⊥Y η +∇⊥[X,Y ]η.
Se R = 0 dizemos que M ⊂ M é intrinsecamente plana, no caso em que R⊥ = 0
dizemos que M ⊂M é normalmente plana.
Proposição 1.8. As seguintes equações se veriﬁcam:
(a) Equação de Gauss
〈R(X, Y )Z,W 〉 = 〈R(X, Y )Z,W 〉+ 〈B(X,W ), B(Y, Z)〉− 〈B(Y,W ), B(X,Z)〉;
(b) Equação de Ricci
〈R(X, Y )η, ξ〉 = 〈R⊥(X, Y )η, ξ〉+ 〈Sη(SξX), Y 〉 − 〈Sξ(SηX), Y 〉.
Seja X (M)⊥ o espaço dos campos diferenciáveis de vetores normais aM . A segunda
forma fundamental da imersão pode ser considerada como um tensor
B : X (M)×X (M)×X (M)⊥ −→ C∞(M)
deﬁnido por B(X, Y, η) = 〈B(X, Y ), η〉. Deﬁna
(∇XB)(X, Y, η) = X(B(X, Y, η))−B(∇XY, Z, η)−B(Y,∇XZ, η)−B(Y, Z,∇⊥Xη).
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1.3. Imersões Isométricas em Sn × R e Hn × R
Proposição 1.9 (Equação de Codazzi). Com a notação acima
〈R(X, Y )Z, η〉 = (∇YB)(X,Z, η)− (∇XB)(Y, Z, η).
Deﬁnição 1.10. Se a codimensão da imersão é 1, isto é, f : Mn −→ Mn+1, então
f(M) ⊂M é denominada Hipersuperfície.
Considere a imersão f : Mn −→ Mn+1. Seja p ∈ Mn e η ∈ (TpM)⊥ unitário.
Como Sη : TpMn −→ TpMn é simétrica existe uma base ortonormal de vetores pró-
prios {v1, ..., vn} de TpMn com valores próprios reais λ1, ..., λn, isto é, Sηvi = λivi para
1 ≤ i ≤ n. Se Mn e Mn+1 são orientáveis e estão orientadas então o vetor η ﬁca uni-
vocamente determinado se exigirmos que sendo {v1, ..., vn} uma base na orientação de
Mn, {v1, ..., vn, η} seja uma base na orientação de Mn+1. Neste caso denominamos os vi
direções principais e os λi curvaturas principais da imersão.
Deﬁnição 1.11. Seja f : M −→M uma imersão isométrica. Dizemos que f : M −→M
é totalmente umbílica se para todo p ∈M , a segunda forma fundamental em p satisfaz
〈B(X, Y ), η〉(p) = λη(p)〈X, Y 〉, λη(p) ∈ R,
para todo par X, Y tangente a M e todo campo unitário η normal a M .
Observe que a deﬁnição acima é equivalente a dizer que SηX = ληX para todo
X ∈ TpM e η ∈ (TpM)⊥.
1.3 Imersões Isométricas em Sn × R e Hn × R
As deﬁnições e resultados desta seção, bem como as demonstrações omitidas tem como
referência [6], [9] e [15].
Considere a variedade (n+1)-dimensional Qn×R dada pelo produto de uma variedade
Riemanniana Qn, que será denominada base, e a reta real R, denominada ﬁbra. Sejam g,
a métrica de Qn, e dt2, a métrica padrão em R. Se pi e σ são as projeções sobre base e
ﬁbra, respectivamente, então a métrica em Qn × R é dada por
〈 , 〉 = pi∗(g) + σ∗(dt2).
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1.3. Imersões Isométricas em Sn × R e Hn × R
Dado X ∈ X (Qn×R), vamos considerar X = XQn +XR de modo que XQn ∈ X (Qn) é
projeção de X por pi e XR ∈ X (R) é a projeção de X por σ. Dizemos que X é um campo
horizontal se XR ≡ 0 e que X é um campo vertical se XQn ≡ 0.
Denotaremos por ∇1, ∇2 e ∇˜ as conexões, por R1, R2 e R˜ as curvaturas, de Qn, R e
Qn × R respectivamente. Logo, para todo (q, t) ∈ Qn × R,
〈X, Y 〉(q,t) = 〈dpiX, dpiY 〉q + 〈dσX, dσY 〉t
= 〈XQn , YQn〉q + 〈XR, YR〉t.
Proposição 1.12. Sejam X, Y campos horizontais e V,W campos verticais, então
(i) ∇˜XY é um campo horizontal e (∇˜XY )Qn = ∇1XQnYQn;
(ii) ∇˜VW é um campo vertical e (∇˜VW )R = ∇2VRWR;
(iii) ∇˜VX = ∇˜XV = 0.
Corolário 1.13. A conexão Riemanniana ∇˜ de Qn × R é dada por
∇˜XY = ∇1XQnYQn +∇2XRYR.
Proposição 1.14. Sejam X, Y, Z campos horizontais e U, V,W campos verticais, então
(i) R˜(X, Y )Z é um campo horizontal e (R˜(X, Y )Z)Qn = R1(XQn , YQn)ZQn;
(ii) R˜(U, V )W é um campo vertical e (R˜(U, V )W )R = R2(UR, VR)WR;
(iii) R˜ é zero para qualquer outra escolha de X, ...,W .
Corolário 1.15. O tensor curvatura R˜ de Qn × R é dada por
R˜(X, Y )Z = R1(XQn , YQn)ZQn +R2(XR, YR)ZR.
Denotamos por seção horizontal a imagem inversa σ−1(t) = Qn × {t}, de um ponto t
da ﬁbra, por σ, e por seção vertical a imagem inversa pi−1(q) = {q} × R, de um ponto q
da base, por pi.
A partir da métrica produto, para cada (q, t) ∈ Qn×R, pode-se veriﬁcar que pi|Qn×{t}
e σ|{q}×R são isometrias. Além disso, a seção horizontal, Qn × {t}, e a seção vertical,
{q} × R, são ortogonais em (q, t).
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1.3. Imersões Isométricas em Sn × R e Hn × R
A seguir vamos estabelecer as notações que utilizaremos ao longo do texto. Os espaços
Euclidiano de dimensão n+ 2 e Lorentziano de dimensão n+ 2 serão denotados por En+2
e Ln+2 respectivamente. O espaço Lorentziano estará equipado com a métrica ds2 =
−dx12 + dx22 + ... + dxn+22. Para os espaços Sn × R e Hn × R iremos considerar os
seguintes modelos
Sn × R = {(x1, . . . , xn+2) ∈ En+2| x12 + x22 + . . .+ xn+12 = 1},
Hn × R = {(x1, . . . , xn+2) ∈ Ln+2| − x12 + x22 + . . .+ xn+12 = −1, x1 > 0}.
Para facilitar a notação iremos utilizar Q(ε)n para denotar Sn ou Hn. Vamos deﬁnir
Q(ε)n = Sn se ε = 1 (curvatura seccional de Sn) e Q(ε)n = Hn se ε = −1 (curvatura
seccional de Hn).
Utilizaremos ∂1, . . . , ∂n+2 para representar a base canônica do espaço ambiente.
Observe que ξ = (x1, . . . , xn+1, 0) é um campo de vetores normal sobre Qn(ε)×R com
〈ξ, ξ〉 = ε.
As conexões de Levi-Civita de Qn(ε)× R e do espaço ambiente (En+2 ou Ln+2) serão
denotadas por ∇˜ e D respectivamente. A partir daí temos o seguinte resultado.
Lema 1.16. Sejam X e Y , campos tangentes sobre Qn(ε)× R, então
∇˜XY = DXY + ε〈XQn(ε), YQn(ε)〉ξ. (1.1)
Onde XQn(ε) e YQn(ε) são as projeções de X e Y tangentes a Q
n(ε).
Demonstração: Temos DXY − ∇˜XY = cξ, onde c é um real não nulo. Então,
〈DXY, ξ〉 = 〈∇˜XY, ξ〉+ 〈cξ, ξ〉 = 0 + c〈ξ, ξ〉 = cε.
Por outro lado 〈Y, ξ〉 = 0, daí 〈DXY, ξ〉 + 〈Y,DXξ〉 = 0, logo c = −ε〈Y,DXξ〉. Sendo


















1.3. Imersões Isométricas em Sn × R e Hn × R
com an+2∂n+2 e bn+2∂n+2 tangentes a R. Então,
DXξ = (X(x1), X(x2), . . . , X(xn+1), X(0))




= −ε〈YQn(ε) + bn+2∂n+2, XQn(ε)〉
= −ε〈YQn(ε), XQn(ε)〉 − 〈bn+2∂n+2, XQn(ε)〉
= −ε〈YQn(ε), XQn(ε)〉 − 0
= −ε〈YQn(ε), XQn(ε)〉.

Em Qn(ε)×R, vamos denotar a curvatura por R˜. Sendo Qn(ε)×R um espaço produto,
sua curvatura é dada por
R˜(X, Y )Z = R1(XQn(ε), YQn(ε))ZQn(ε) +R2(XR, YR)ZR,
onde R1, R2 são respectivamente, as curvaturas de Qn(ε),R e XR, YR, ZR são as projeções
deX, Y, Z tangentes a R. Uma vez que R possui curvatura nula, segue-se que R˜(X, Y )Z =
R1(XQn(ε), YQn(ε))ZQn(ε).
Como a curvatura seccional de Qn(ε) é constante igual a ε segue-se que
〈R1(XQn(ε), YQn(ε))ZQn(ε),WQn(ε)〉 = ε(〈XQn(ε), ZQn(ε)〉〈YQn(ε),WQn(ε)〉
− 〈XQn(ε),WQn(ε)〉〈YQn(ε), ZQn(ε)〉).
Sendo assim, o tensor de curvatura de Qn(ε)× R é dado por
〈R˜(X, Y )Z,W 〉 = 〈R1(XQn(ε), YQn(ε))ZQn(ε),WQn(ε)〉
+〈R1(XQn(ε), YQn(ε))ZQn(ε),WR〉




1.3. Imersões Isométricas em Sn × R e Hn × R
Seja f : Mn −→ Qn(ε) × R uma hipersuperfície com normal unitário N . A projeção
do vetor vertical ∂n+2 sobre o espaço tangente de Mn será denotada por T . Denotaremos
por θ a função ângulo dada por cos θ = 〈N, ∂n+2〉. Logo,
∂n+2 = T + cos θN.
EmMn, a conexão de Levi-Civita será denotada por∇, a curvatura por R e o operador
forma SN apenas por S. Nestas condições, podemos agora determinar as equações de
Gauss e Codazzi. Comecemos pela equação de Gauss. Sabemos que
〈R˜(X, Y )Z,W 〉 = 〈R(X, Y )Z,W 〉 − 〈B(X,Z), B(Y,W )〉+ 〈B(X,W ), B(Y, Z)〉.
Note que B(Y,W ) = cN , onde c é um real não nulo. Daí
c = 〈B(Y,W ), N〉 = 〈SY,W 〉,
logo B(Y,W ) = 〈SY,W 〉N . De maneira análoga obtemos que B(X,Z) = 〈SX,Z〉N ,
B(X,W ) = 〈SX,W 〉N e B(Y, Z) = 〈SY, Z〉N. Assim,
〈R(X, Y )Z,W 〉 = 〈R˜(X, Y )Z,W 〉 − 〈SX,W 〉〈SY, Z〉+ 〈SX,Z〉〈SY,W 〉
Então,
〈R(X, Y )Z,W 〉 =
ε(〈XQn(ε), ZQn(ε)〉〈YQn(ε),WQn(ε)〉 − 〈XQn(ε),WQn(ε)〉〈YQn(ε), ZQn(ε)〉)
− 〈SX,W 〉〈SY, Z〉+ 〈SX,Z〉〈SY,W 〉.
Sendo X = XQn(ε) + a∂n+2, temos que
a = 〈X, ∂n+2〉 = 〈X,T + cos θN〉 = 〈X,T 〉.
Logo,
XQn(ε) = X − 〈X,T 〉∂n+2.
Analogamente,
YQn(ε) = Y − 〈Y, T 〉∂n+2,
ZQn(ε) = Z − 〈Z, T 〉∂n+2,
WQn(ε) = W − 〈W,T 〉∂n+2.
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A partir daí, segue-se que
〈XQn(ε), ZQn(ε)〉 = 〈X,Z〉 − 〈X,T 〉〈Z, T 〉,
〈YQn(ε),WQn(ε)〉 = 〈Y,W 〉 − 〈Y, T 〉〈W,T 〉,
〈YQn(ε), ZQn(ε)〉 = 〈Y, Z〉 − 〈Y, T 〉〈Z, T 〉,
〈XQn(ε),WQn(ε)〉 = 〈X,W 〉 − 〈X,T 〉〈W,T 〉.
Daí,
〈XQn(ε), ZQn(ε)〉〈YQn(ε),WQn(ε)〉 =
〈X,Z〉〈Y,W 〉 − 〈X,Z〉〈Y, T 〉〈W,T 〉
− 〈X,T 〉〈Z, T 〉〈Y,W 〉+ 〈X,T 〉〈Z, T 〉〈Y, T 〉〈W,T 〉,
〈YQn(ε), ZQn(ε)〉〈XQn(ε),WQn(ε)〉 =
〈Y, Z〉〈X,W 〉 − 〈Y, Z〉〈X,T 〉〈W,T 〉
− 〈Y, T 〉〈Z, T 〉〈X,W 〉+ 〈Y, T 〉〈Z, T 〉〈X,T 〉〈W,T 〉.
Logo,
〈R(X, Y )Z,W 〉 = ε(〈X,Z〉〈Y,W 〉 − 〈X,W 〉〈Y, Z〉
+ 〈X,T 〉〈W,T 〉〈Y, Z〉 − 〈Y, T 〉〈W,T 〉〈X,Z〉
+ 〈Y, T 〉〈Z, T 〉〈X,W 〉 − 〈X,T 〉〈Z, T 〉〈Y,W 〉)
+ 〈SX,Z〉〈SY,W 〉 − 〈SX,W 〉〈SY, Z〉. (1.2)
Agora vamos determinar a equação de Codazzi. Sabemos que
R˜(X, Y )N = ∇˜Y ∇˜XN − ∇˜X∇˜YN + ∇˜[X,Y ]N,
além disso, ∇˜ZN = ∇⊥ZN − SZ, para todo Z tangente a Mn. Porém, N é unitário, logo
〈∇˜ZN,N〉 = 0. Ou seja,∇˜ZN não possui componente normal, deste modo ∇⊥ZN = 0.
Então,
R˜(X, Y )N = ∇˜Y (∇⊥XN − SX)− ∇˜X(∇⊥YN − SY ) +∇⊥[X,Y ]N − S[X, Y ]
= ∇˜Y (−SX)− ∇˜X(−SY )− S[X, Y ]
= −∇˜Y (SX) + ∇˜X(SY )− S[X, Y ]
= ∇˜X(SY )− ∇˜Y (SX)− S[X, Y ].
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Observe que ∇˜X(SY )−∇X(SY ) = cN , com c = 〈∇˜X(SY ), N〉 daí,
∇˜X(SY ) = ∇X(SY ) + 〈∇˜X(SY ), N〉N.
Então,
∇˜X(SY )− ∇˜Y (SX) = ∇X(SY )−∇Y (SX) + 〈∇˜X(SY )− ∇˜Y (SX), N〉N.
Como
〈∇˜X(SY )− ∇˜Y (SX), N〉 = 〈∇˜X(SY ), N〉 − 〈∇˜Y (SX), N〉
= X〈SY,N〉 − 〈SY, ∇˜XN〉 − Y 〈SX,N〉
−〈SX, ∇˜YN〉
= 0− 〈SY, ∇˜XN〉 − 0 + 〈SX, ∇˜YN〉
= −〈SY,−SX〉+ 〈SX,−SY 〉
= 0,
segue-se que ∇˜X(SY )− ∇˜Y (SX) = ∇X(SY )−∇Y (SX), e portanto
R˜(X, Y )N = ∇X(SY )−∇Y (SX)− S[X, Y ].
Por outro lado,
R˜(X, Y )N = R1(XQn(ε), YQn(ε))NQn(ε)
= ε(〈XQn(ε), NQn(ε)〉YQn(ε) − 〈YQn(ε), NQn(ε)〉XQn(ε)).
Note que,
〈XQn(ε), NQn(ε)〉 = 〈X − 〈X, ∂n+2〉∂n+2, N − 〈N, ∂n+2〉∂n+2〉)
= 〈X,N〉 − 〈X, ∂n+2〉〈N, ∂n+2〉 − 〈X, ∂n+2〉〈N, ∂n+2〉
+〈X, ∂n+2〉〈N, ∂n+2〉
= 〈X,N〉 − 〈X, ∂n+2〉〈N, ∂n+2〉
= −〈X, ∂n+2〉〈N, ∂n+2〉.
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Analogamente, 〈YQn(ε), NQn(ε)〉 = −〈Y, ∂n+2〉〈N, ∂n+2〉. Então,
R˜(X, Y )N = ε[(−〈X, ∂n+2〉〈N, ∂n+2〉)(Y − 〈Y, ∂n+2〉∂n+2)
−(−〈Y, ∂n+2〉〈N, ∂n+2〉)(X − 〈X, ∂n+2〉∂n+2)]
= ε[(−〈X, ∂n+2〉〈N, ∂n+2〉Y + 〈X, ∂n+2〉〈N, ∂n+2〉〈Y, ∂n+2〉∂n+2)
−(−〈Y, ∂n+2〉〈N, ∂n+2〉X + 〈Y, ∂n+2〉〈N, ∂n+2〉〈X, ∂n+2〉∂n+2)]
= ε[〈Y, ∂n+2〉〈N, ∂n+2〉X − 〈X, ∂n+2〉〈N, ∂n+2〉Y ].
Sendo ∂n+2 = T + cos θN , segue-se que
R˜(X, Y )N = ε[〈Y, T + cos θN〉〈N, T + cos θN〉X
−〈X,T + cos θN〉〈N, T + cos θN〉Y ]
= ε[〈Y, T 〉 cos θ〈N,N〉X − 〈X,T 〉 cos θ〈N,N〉Y ]
= ε cos θ[〈Y, T 〉X − 〈X,T 〉Y ].
Portanto a equação de Codazzi é dada por
∇X(SY )−∇Y (SX)− S[X, Y ] = ε cos θ[〈Y, T 〉X − 〈X,T 〉Y ]. (1.3)
Observação 1.17. ∂n+2 é paralelo em Qn(ε)×R. De fato, dado X tangente a Qn(ε)×R
podemos escrever X = XQn(ε)n + 〈X, ∂n+2〉∂n+2, daí
∇˜X∂n+2 = ∇˜XQn(ε)∂n+2 + 〈X, ∂n+2〉∇˜∂n+2∂n+2.
Denotando por ∇1 e ∇2 as conexões de Qn(ε) e R respectivamente temos que
∇˜X∂n+2 = (∇1XQn(ε)0 +∇20∂n+2) + 〈X, ∂n+2〉(∇100 +∇2∂n+2∂n+2)
= 〈X, ∂n+2〉∇2∂n+2∂n+2
= 0.
Sendo ∂n+2 paralelo em Qn(ε)× R temos que
∇˜X∂n+2 = ∇˜XT + ∇˜X [cos θN ]
0 = ∇˜XT +X[cos θ]N + cos θ∇˜XN.
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Observe que ∇˜XT = ∇XT + cN , daí c = 〈∇˜XT,N〉. Por outro lado, 〈T,N〉 = 0,
sendo assim 〈∇˜XT,N〉+ 〈T, ∇˜XN〉 = 0. Deste modo,
〈∇˜XT,N〉 = 〈T,−∇˜XN〉
= 〈T,−(∇⊥XN − SX〉)
= 〈T,−∇⊥XN + SX〉)
= 〈T, SX〉.
Ou seja, c = 〈T, SX〉.
Como ∇˜XN não possui componente normal, temos ∇˜XN = −SX. Portanto,
0 = ∇XT + 〈T, SX〉N +X[cos θ]N − cos θSX
= (∇XT − cos θSX) + (〈T, SX〉+X[cos θ])N.
Onde (∇XT − cos θSX) é a parte tangente e (〈T, SX〉 + X[cos θ]) é a parte normal.
Com isso obtemos
∇XT = cos(θ)SX e X[cos θ] = −〈SX, T 〉 = −〈X,ST 〉 (1.4)
1.4 Distribuições e Variedades Integrais
A seguir são apresentados deﬁnições e resultados que serão fundamentais para demons-
tração do Teorema 2.5. Os resultados e deﬁnições desta seção são baseados em [2], [10],
[17] e [18].
Deﬁnição 1.18. Seja Mn uma variedade diferenciável. Uma distribuição Dr sobre Mn,
r ≤ n, é uma aplicação que associa a cada ponto p ∈ Mn um subespaço r-dimensional
Dr(p) de TpMn.
Deﬁnição 1.19. Seja Mn uma variedade diferenciável. Dizemos que M ⊂ Mn é uma
variedade integral da distribuição Dr sobre Mn se TpM é um subespaço de Dr(p), para
cada p ∈ M . Dizemos que Dr é completamente integrável se para cada p ∈ Mn existe
uma variedade integral M de Dr tal que de TpM = Dr(p).
Deﬁnição 1.20. Uma distribuição Dr é dita involutiva se, para todo par X, Y ∈ Dr,
tem-se que [X, Y ] ∈ Dr.
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Deﬁnição 1.21. Seja Dr uma distribuição completamente integrável sobre Mn. Então
a coleção das variedades integrais de Dr é dita uma folheação de Mn. Uma variedade
integral maximal e conexa de Dr é chamada uma folha da folheação.
Teorema 1.22 (Frobenius). Uma distribuição é completamente integrável se, somente,
se é involutiva.
Lema 1.23. Seja α : [−δ, δ] −→ Rm uma curva imersa, e para cada s seja ∆(s) ⊂ Tα(s)Rm
um subespaço j-dimensional de Tα(s)Rm com α′(s) ∈ ∆(s). Suponha que todos ∆(s)
sejam paralelos. Então α é uma curva em algum plano j-dimensional P j ⊂ Rm, e P j é
justamente exp(∆(s)) para qualquer s.
Considere uma curva α : [−δ, δ] −→M em uma variedade RiemannianaM , e suponha
que para cada s temos um subespaço j-dimensional ∆(s) ⊂ Tα(s)M , então ∆ é uma
distribuição ao longo de α. Seja τs : Tα(−δ)M −→ Tα(s)M o transporte paralelo ao
longo de α partindo de α(−δ) até α(s). Dizemos que ∆ é paralelo ao longo de α se
τs(∆(−δ)) = ∆(s) para todo s.
Lema 1.24. Seja α : [−δ, δ] −→ M uma curva em uma variedade Riemanniana M , e
seja Dr uma distribuição r-dimensional ao longo de α. Suponha que DV (s)/ds pertence
a Dr para qualquer campo de vetores V em Dr. Então Dr é paralelo ao longo de α.
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Capítulo 2
Hipersuperfícies de Rotação em Sn × R
e Hn × R
Neste capítulo iremos deﬁnir uma Hipersuperfície de RotaçãoMn em Sn×R e Hn×R.
Mostraremos como parametrizá-la a partir de seus paralelos, que por sua vez dependem
do plano de rotação escolhido. Veremos que, para hipersuperfícies de rotação em Sn×R e
Hn×R, os eixos de rotação serão deﬁnidos como planos bidimensionais em En+2 ou Ln+2.
O plano de rotação das hipersuperfícies de rotação irá se enquadrar em uma das três
categorias: Riemanniano, Lorentziano ou degenerado. Dizemos que o plano de rotação é
Lorentziano se a métrica do espaço ambiente restrita ao plano de rotação é uma métrica
Lorentziana, analogamente se a restrição da métrica ao plano de rotação é uma métrica
Riemanniana dizemos que o plano de rotação é Riemanniano, se a restrição for uma forma
quadrática degenerada, ou seja, se existe um vetor u no plano tal que 〈u, v〉 = 0 para todo
vetor v do plano, dizemos que o plano de rotação é degenerado.
Veremos que para planos de rotação Riemanniano os paralelos serão esferas, para
planos de rotação Lorentziano os paralelos serão espaços hiperbólicos e para planos de
rotação degenerado os paralelos serão parabolóides. Por ﬁm, mostraremos um critério
para veriﬁcar se uma hipersuperfície em Sn × R e Hn × R é de rotação.
Antes de apresentar a deﬁnição de hipersuperfícies de rotação em Sn × R e Hn × R,
vamos relembrar brevemente as hipersuperfícies nas formas espaciais.
Em R3, considere uma curva regular plana β(s) = (f(s), 0, g(s)) com f > 0 contida
no plano xz. A ﬁm de se obter uma parametrização Ψ para a superfície de rotação Ω
28












 = (f(s) cos(θ), f(s) sen(θ), g(s)).
Um paralelo da superfície Ω que passa pelo ponto β(s0) = (f(s0), 0, g(s0)) é dado por
Ψs0(θ) = Ψ(θ, s0) = (f(s0) cos(θ), f(s0) sen(θ), g(s0)),
ou seja é uma circunferência de centro (0, 0, g(s0)) e raio f(s0). Observe que, se P 2(s0) é
um plano aﬁm paralelo a xy e que passa por β(s0), a interseção P 2(s0)∩Ω é exatamente
o paralelo Ψs0(θ). Este fato será usado como motivação para o método que será aplicado
neste capítulo com a ﬁnalidade de obter parametrizações dos paralelos e conseqüente-
mente, uma parametrização para hipersuperfície de rotação. Antes de prosseguir vamos
deﬁnir ação em uma variedade diferenciável.
Dizemos que um grupo G age em uma variedade diferenciável M se existe uma apli-
cação ψ : G×M −→M tal que:
(i) Para cada g ∈ G, a aplicação ψg : M −→ M dada por ψg(p) = ψ(g, p), p ∈ M é um
difeomorﬁsmo e ψe = identidade.
(ii) Se g1, g2 ∈ G, então ψg1g2 = ψg1 ◦ ψg2 .
A órbita de um elemento p ∈ M por ψ é a classe de equivalência de p com respeito a
relação de equivalência ∼ determinada por p ∼ q se, só, se existe g ∈ G tal que ψg(p) = q,
ou seja, O(p) = {q ∈M | q ∼ p}.
Veremos agora como uma hipersuperfície de rotação em Hn+1, visto no modelo do
hiperbolóide, foi deﬁnida em [4]. Para tal, iremos denotar por P k um subespaço k-
dimensional de Ln+2 passando pela origem e por O(P 2) o conjunto das isometrias de Ln+2
com determinante positivo e que deixam P 2 ﬁxo.
Deﬁnição 2.1. Escolha P 2 e P 3 ⊃ P 2 tal que P 3 ∩Hn+1 6= ∅. Seja C uma curva regular
em P 3∩Hn+1 = H3 que não intercepta P 2. A órbita de C sob a ação de O(P 2) é chamada
hipersuperfície de rotação Mn ⊂ Hn+1 gerada por C em torno de P 2. Se σ ∈ O(P 2), a
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curva σ(C) é um meridiano de Mn e a órbita de um ponto de C sob O(P 2) é um paralelo
de Mn.
Trocando Hn por Sn e Ln+2 por En+2 na deﬁnição acima obtém-se a deﬁnição para
hipersuperfícies de rotação em Sn+1.
Uma hipersuperfície de rotação Mn ⊂ Rn+1 gerada por uma curva C em torno de
um eixo r que não intercepta C é obtida tomando-se a órbita de C sob as isometrias de
Rn+1 que deixam r ﬁxado. Nos espaços Sn+1 e Hn+1 o equivalente a eixo de rotação são
os grandes círculos e as hipérboles respectivamente, que são obtidos através da interseção
destas variedades com planos que passam pela origem. Sabemos que as isometrias de
Sn+1 ⊂ En+2 e Hn+1 ⊂ Ln+2 são as isometrias do respectivo espaço ambiente que deixam
Sn+1 e Hn+1 invariantes, então para que tais isometrias deixem ﬁxados grandes círculos
e hipérboles, devemos considerar isometrias do espaço ambiente que mantenha um plano
ﬁxado. Por esta razão, na deﬁnição acima, um plano de rotação foi introduzido para
cumprir o papel de eixo, isto é, o conjunto que é ﬁxado pelas rotações.
Para uma hipersuperfície de rotaçãoMn ⊂ Rn+1, considerando Rn+1 = {(x1, . . . , xn+2) ∈
Rn+2 | xn+2 = 0} e tomando P 2 = r ⊕ ∂n+2 podemos ver que Mn satisfaz a Deﬁnição 2.1
com Rn+1 no lugar de Hn+1.
Em [8], parte-se deste contexto para descrever as hipersuperfícies de rotação em Sn×R
e Hn × R. É o que veremos a seguir.
Considere um espaço 3-dimensional P 3 de En+2, respectivamente Ln+2, contendo o
eixo xn+2. Seja P 2 um subespaço 2-dimensional de P 3 que também contém o eixo xn+2.
Note que (Qn(ε) × R) ∩ P 3 = Q1(ε) × R. Denote por I o grupo de isometrias de En+2,
respectivamente Ln+2, que deixam Qn(ε)×R invariante e mantém P 2 ﬁxo ponto a ponto.
Deﬁnição 2.2. Seja α uma curva em Q1(ε)×R que não intercepta P 2. Agora considere
a ação de I sobre Qn(ε)× R,
ψ : I × (Qn(ε)× R) −→ Qn(ε)× R
(Φ, p) 7−→ Φ(p).
A órbita de um ponto p ∈ Qn(ε)× R pela ação ψ é deﬁnida por
O(p) = {q ∈ Qn(ε)× R | q = Φ(p) para alguma isometria Φ ∈ I}.
30
2.1. Hipersuperfície de Rotação em Sn × R
O conjunto Mn = ∪sO(α(s)) é chamado Hipersuperfície de Rotação gerada por α em
torno de P 2. Se Φ ∈ I, a curva Φ(α) é um meridiano de Mn e a órbita O(α(s)) do ponto
α(s) é um paralelo de Mn.
Daqui por diante iremos considerar P 3 gerado por ∂1, ∂n+1, ∂n+2. Para cada possibili-
dade de P 2 e de Qn(ε), vamos encontrar parametrizações para as respectivas hipersuper-
fícies de rotação. Como consequência, encontraremos um campo normal unitário N sobre
Mn, o operador forma S e as curvaturas principais. Para um espaço k-dimensional P k
vamos ﬁxar a notação P k = [v1, . . . , vk] para indicar que P k é gerado por v1, . . . , vk.
2.1 Hipersuperfície de Rotação em Sn × R
Neste caso estamos considerando Qn(ε) = Sn e P 2 = [∂1, ∂n+2]. Seja α(s) = (x1(s), 0,
. . . , 0, xn+1(s), xn+2(s)) uma curva em (Sn × R) ∩ P 3 = S1 × R que não intercepta P 2.
Num primeiro momento vamos assumir que α não seja uma reta vertical. Em particular
α é uma curva em Sn × R, então x1(s)2 + xn+1(s)2 = 1. Nestas condições α pode ser
parametrizada por
α(s) = (cos(s), 0, . . . , 0, sen(s), a(s)),
para alguma função a de modo que α está deﬁnida em um intervalo no qual sen(s) nunca
se anula.
Para um dado s0, vamos determinar a órbita O(α(s0)) do ponto α(s0). Seja P n(s0)
um n-plano aﬁm passando por (cos(s0), 0, . . . , 0, a(s0)) e paralelo a P n = [∂2, . . . , ∂n+1].
Denote por U(s0) a interseção P n(s0) ∩ (Sn × R).
Dado um ponto q = (cos(s0), w1, . . . , wn, a(s0)) de U(s0) temos que,
cos2(s0) + w
2
1 + . . .+ w
2
n = 1
w21 + . . .+ w
2
n = 1− cos2(s0)















ϕ(t1, . . . , tn−1) = (ϕ1(t1, . . . , tn−1), . . . , ϕn(t1, . . . , tn−1))
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uma parametrização ortogonal da esfera unitária Sn−1 ⊂ En. Isto é,





















0 se i 6= j,∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣2 se i = j.
No que se segue, vamos usar o símbolo 〈 , 〉 para denotar também o produto




segue-se que wi = sen(s0)ϕi. Com isso concluímos que os pontos
de U(s0) são da forma
(cos(s0), sen(s0)ϕ1, . . . , sen(s0)ϕn, a(s0)).
Ou seja, U(s0) é uma esfera em En ⊂ En+2 de raio | sen(s0)| e centro (cos(s0), 0, . . . , 0, a(s0)).
Note que O(α(s0)) ⊂ U(s0). De fato, uma vez que P 2 = [∂1, ∂n+2] é mantido ﬁxo
por cada isometria Φ ∈ I, as coordenadas cos(s0) e a(s0) de α(s0) serão mantidas por
Φ, e consequentemente Φ(α(s0)) está contido no n-plano aﬁm P n(s0) . Por outro lado, Φ
mantém Sn × R invariante, dessa forma Φ(α(s0)) pertence a Sn × R.
Agora mostraremos que O(α(s0)) ⊃ U(s0), para tal basta mostrarmos que existe uma
isometria Φ ∈ I tal que
Φ(α(s0)) = (cos(s0), sen(s0)ϕ1, . . . , sen(s0)ϕn, a(s0)).
Uma expressão para ϕ é dada explicitamente por:
ϕ1 = cos(t1),
ϕ2 = sen(t1) cos(t2),
ϕ3 = sen(t1) sen(t2) cos(t3),
...
ϕn−1 = sen(t1) . . . sen(tn−2) cos(tn−1),
ϕn = sen(t1) . . . sen(tn−2) sen(tn−1).
Observação 2.3. Uma demonstração de que a parametrização acima é de fato ortogonal
pode ser encontrada no Apêndice, Lema 3.11.
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Vamos construir a isometria Φ como acima da seguinte forma, para cada i ∈ {2, ..., n},














onde i representa a posição da diagonal na qual Ai se localiza e
Ai =
 cos(ti−1) − sen(ti−1)
sen(ti−1) cos(ti−1)
 .
Aﬁrmação: Φi ∈ I para cada i ∈ {2, ..., n}.
Claramente cada Φi mantém P 2 = [∂1, ∂n+2] ﬁxo. Sem perda de generalidade, consi-





















x2 cos(t1)− x3 sen(t1)







(x2 cos(t1)− x3 sen(t1))2 + (x2 sen(t1) + x3 cos(t1))2 =
(x2 cos(t1))
2 − 2x2x3 cos(t1) sen(t1) + (x3 sen(t1))2
+ (x2 sen(t1))
2 + 2x2x3 cos(t1) sen(t1) + (x3 cos(t1))
2
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= x22 + x
2
3.
Segue daí que Φ2 é uma isometria que mantém Sn×R invariante. E com isso demons-
tramos a aﬁrmação.
Para concluir a construção da isometria Φ considere a aplicação ν : En+2 −→ En+2,
que troca as coordenadas ∂2 e ∂n+1, dada pela matriz
ν =

1 0 0 · · · 0 0 0









... 1 0 0
0 1 0 · · · 0 0 0
0 0 0 · · · 0 0 1

.
Podemos notar que ν também pertence a I. A partir daí, temos






























2.1. Hipersuperfície de Rotação em Sn × R











































sen(s0) sen(t1) sen(t2) cos(t3)
...















Com isso acabamos de encontrar a isometria Φ ∈ I desejada, que por sua vez é dada
por Φ = Φn ◦ . . . ◦ Φ2 ◦ ν.
Portanto,
O(α(s0)) = U(s0).
Uma parametrização para a hipersuperfície de rotação Mn gerada por α em torno
de P 2 = [∂1, ∂n+2] pode ser obtida tomando uma parametrização do paralelo O(α(s0)) e
fazendo s0 variar ao longo de α. Sendo assim, uma parametrização para Mn é dada por
f(s, t1, . . . , tn−1) = (cos(s), sen(s)ϕ1(t1, . . . , tn−1), . . . , sen(s)ϕn(t1, . . . , tn−1), a(s)).
Estamos em condições de encontrar o vetor normal. Da parametrização obtida, temos
∂f
∂s















2.1. Hipersuperfície de Rotação em Sn × R
O normal unitário sobre Sn × R em α(s) é dado por
ξ = (cos(s), sen(s)ϕ1, . . . , sen(s)ϕn, 0).















Agora vamos determinar o campo normal unitário N sobre Mn, como subvariedade





são tangentes aMn e que ξ é normal a Sn×R. Nestas condições,
















= 〈N, ξ〉 = 0.

















= 0, basta que se tenha
N = (x1, hϕ1, . . . , hϕn, xn+2),






= 0 + h sen(s)ϕ1
∂ϕ1
∂ti















= −x1 sen(s) + h cos(s)ϕ1ϕ1 + . . .+ h cos(s)ϕnϕn + xn+2a′(s)
= −x1 sen(s) + h cos(s)〈ϕ, ϕ〉+ xn+2a′(s)
= −x1 sen(s) + h cos(s) + xn+2a′(s) (2.1)
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0 = 〈N, ξ〉
= −x1 cos(s) + h sen(s)ϕ1ϕ1 + . . .+ h sen(s)ϕnϕn + 0
= −x1 cos(s) + h sen(s)〈ϕ, ϕ〉+ 0)
= −x1 cos(s) + h sen(s) (2.2)




(2.1) obtemos x1 = xn+2a′(s) sen(s).
Logo
h = −xn+2a′(s) cos(s).
Deste modo, podemos escrever
N = (xn+2a
′(s) sen(s),−xn+2a′(s) cos(s)ϕ1, . . . ,−xn+2a′(s) cos(s)ϕn, xn+2).
Agora resta normalizar N , temos que
〈N,N〉 = (xn+2a′(s))2 sen2(s) + (xn+2a′(s))2 cos2(s)〈ϕ, ϕ〉+ (xn+2)2
= (xn+2a
′(s))2 sen2(s) + (xn+2a′(s))2 cos2(s) + (xn+2)2
= (xn+2a





Logo, |N | = |xn+2|
√





(−a′(s) sen(s), a′(s) cos(s)ϕ1, . . . , a′(s) cos(s)ϕn,−1).




(−a′(s) sen(s), a′(s) cos(s)ϕ1, . . . , a′(s) cos(s)ϕn,−1).











Seja p = f(s, t1, . . . , tn−1) e
S =

a11 a12 . . . a1n





an1 an2 . . . ann

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v 7−→ Sv = (
n∑
j=1





















a11 a12 . . . a1n




























a11 a12 . . . a1n


























































































, 2 ≤ i, j ≤ n.
Dados X, Y tangentes a Mn temos que
〈SX, Y 〉 = 〈−(∇˜XN)T , Y 〉 = −〈∇˜XN, Y 〉.
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Por outro lado, 〈Y,N〉 = 0, logo 〈∇˜XY,N〉 + 〈Y, ∇˜XN〉 = 0, ou seja, 〈∇˜XY,N〉 =
−〈∇˜XN, Y 〉. Por (1.1), segue-se que
〈SX, Y 〉 = 〈∇˜XY,N〉
= 〈DXY + ε〈XQn(ε), YQn(ε)〉ξ,N〉
























































































































Uma vez que 〈ϕ, ∂ϕ
∂ti


















































2.1. Hipersuperfície de Rotação em Sn × R













Vamos agora ao cálculo dos autovalores. Lembre-se que 〈ϕ, ∂ϕ
∂tj














































































































































(sen2(s) + cos2(s)〈ϕ, ϕ〉+ (a′(s))2)−1
=
〈
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Como o valor de aii, com 2 ≤ i ≤ n, não depende do índice i, iremos denotar por µ,
















Agora considere o caso em que α é uma reta vertical, isto é,
α(s) = (cos(c), 0, . . . , 0, sen(c), s),
onde c é uma constante. Lembre-se que α não intercepta P 2, portanto sen(c) nunca se
anula. Uma parametrização para a hipersuperfície Mn gerada por α é dada por
f(s, t1, . . . , tn−1) = (cos(c), sen(c)ϕ1, . . . , sen(c)ϕn, s).


















ξ = (cos(c), sen(c)ϕ1, . . . , sen(c)ϕn, 0).

















= 0 + h sen(c)ϕ1
∂ϕ1
∂ti
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0 = 〈N, ξ〉
= −x1 cos(c) + h sen(c)ϕ1ϕ1 + . . .+ h sen(c)ϕnϕn + 0
= −x1 cos(c) + h sen(c)〈ϕ, ϕ〉
= −x1 cos(c) + h sen(c),
implicando em h =
x1 cos(c)
sen(c)
= x1 cot(c). Portanto,
N = (x1, x1 cot(c)ϕ1, . . . , x1 cot(c)ϕn, 0)
〈N,N〉 = x21 + x21 cot2(c)ϕ21 + . . .+ x21 cot2(c)ϕ2n + 0






















| sen(c)|(1, cot(c)ϕ1, . . . cot(c)ϕn, 0).






















= (0, . . . , 0).
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(0, . . . , 0), N
〉
= 0.






















































































































, 2 ≤ i ≤ n.
Portanto, as curvaturas principais são dadas por
λ = 0 e µ = − cot(c)
sen2(c)
.
2.2 Hipersuperfície de Rotação em Hn × R
Nesta seção iremos descrever as hipersuperfícies de rotação emHn×R. Como a métrica
em Ln+2 é Lorentziana, dividiremos o estudo nos casos em que o plano de rotação P 2 é
Lorentziano, Riemanniano e degenerado.
2.2.1 Plano de rotação Lorentziano
Vamos considerar P 2 gerado por ∂1, ∂n+2 e assim como ﬁzemos anteriormente, pri-
meiro vamos assumir que a curva geratriz α não seja uma reta vertical. Seja α(s) =
(x1(s), 0, . . . , 0, xn+1(s), xn+2(s)) em (Hn × R) ∩ P 3 = H1 × R, uma curva que que não
intercepta P 2.
Como α está contida em Hn × R devemos ter −x21(s) + x2n+1(s) = −1. Sendo assim,
podemos parametrizar α(s) por
α(s) = (cosh(s), 0, . . . , 0, senh(s), a(s)),
para alguma função a de modo que senh(s) nunca se anula.
Agora vamos determinar a órbita O(α(s0)) do ponto α(s0) para um dado s0. Ire-
mos utilizar o mesmo procedimento adotado na seção 2.1. Seja P n(s0) um n-plano
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aﬁm passando por (cosh(s0), 0, . . . , 0, a(s0)), paralelo a P n = [∂2, . . . , ∂n+1] e U(s0) =
P n(s0) ∩Hn × R.
Como P n(s0) é Riemanniano, de maneira completamente análoga a que ﬁzemos ante-
riormente, concluímos que os pontos de U(s0) são da forma
(cosh(s0), senh(s0)ϕ1, . . . , senh(s0)ϕn, a(s0)),
onde
ϕ(t1, . . . , tn−1) = (ϕ1(t1, . . . , tn−1), . . . , ϕn(t1, . . . , tn−1))
é uma parametrização ortogonal da esfera unitária Sn−1 ⊂ En, pois P n é Riemanniano.
Logo, U(s0) é uma esfera em Ln ⊂ Ln+2 de centro (cosh(s0), 0, . . . , 0, a(s0)) e raio senh(s0).
Utilizando-se dos mesmos cálculos da seção 2.1, obtemos que
O(α(s0)) = U(s0).
A ﬁm de obter uma parametrização da hipersuperfície de rotação Mn, gerada por α
em torno de P 2 = [∂1, ∂n+2], basta variar s0 ao longo de α na parametrização do paralelo
O(α(s0)).
Então uma parametrização para a hipersuperfície Mn é dada por



















ξ = (cosh(s), senh(s)ϕ1, . . . , sen(s)ϕn, 0).











= 0 concluímos que







= −x1 senh(s) + γ cosh(s)〈ϕ, ϕ〉+ xn+2a′(s)
= −x1 senh(s) + γ cosh(s) + xn+2a′(s)
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0 = 〈N, ξ〉
= −x1 cosh(s) + γ senh(s)〈ϕ, ϕ〉+ 0
= −x1 cosh(s) + γ senh(s).
Como senh(s) não se anula, segue que γ =
x1 cosh(s)
senh(s)
. Substituindo o valor de γ na
equação anterior obtemos
0 = −x1 senh(s) + γ cosh(s) + xn+2a′(s)






















Portanto, x1 = −xn+2a′(s) senh(s) e γ = −xn+2a′(s) cosh(s). A partir daí, podemos
escrever
N = (−xn+2a′(s) senh(s),−xn+2a′(s) cosh(s)ϕ1, . . . ,−xn+2a′(s) cosh(s)ϕn, xn+2).
Agora vamos normalizar N .
〈N,N〉 = −(xn+2a′(s))2 senh(s)2 + (xn+2a′(s))2 cosh(s)2〈ϕ, ϕ〉+ x2n+2
= (xn+2a
′(s))2(cosh(s)2 − senh(s)2) + x2n+2
= x2n+2(a
′(s))2 + x2n+2
= x2n+2(1 + (a
′(s))2)
Logo, ||N || = |x2n+2|
√





(a′(s) senh(s), a′(s) cosh(s)ϕ1, . . . , a′(s) cosh(s)ϕn,−1).





(a′(s) senh(s), a′(s) cosh(s)ϕ1, . . . , a′(s) cosh(s)ϕn,−1).
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O cálculo do operador forma S será efetuado de maneira completamente análoga a
que ﬁzemos anteriormente. Veja que
∂2f
∂s2
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(− senh2(s) + cosh2(s)〈ϕ, ϕ〉+ (a′(s))2)−1
=
〈










































































































, 2 ≤ i ≤ n.








Vejamos agora o caso em que α é uma reta,
α(s) = (cosh(c), 0, . . . , 0, senh(c), s),
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com senh(c) 6= 0, pois α não intercepta P 2 e c é uma constante . Uma parametrização
para a superfície gerada por α é dada por
f(s, t1, . . . , tn−1) = (cosh(c), senh(c)ϕ1, . . . , sen(c)ϕn, s),


















ξ = (cosh(c), senh(c)ϕ1, . . . , senh(c)ϕn, 0).
Da mesma forma que ﬁzemos anteriormente, vamos determinar o vetor normal unitário




















0 = 〈N, ξ〉 = −x1 cosh(c) + h senh(c).














〈N,N〉 = −x21 + x21 coth2(c)〈ϕ, ϕ〉







| csch(c)|(1, coth(c)ϕ1, . . . , coth(c)ϕn, 0).




(1, coth(c)ϕ1, . . . , coth(c)ϕn, 0).
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= (0, . . . , 0)),
∂2f
∂ti∂s





































































































































































































= − coth(c), 2 ≤ i ≤ n.
Portanto,
λ = 0 e µ = − coth(c).
2.2.2 Plano de rotação Riemanniano
Considere P 2 = [∂n+1, ∂n+2] e seja α(s) = (x1(s), 0, . . . , 0, xn+1(s), xn+2(s)) uma curva
em (Hn × R) ∩ P 3 = H1 × R, que não intercepta P 2. Num primeiro momento, vamos
assumir que α não seja uma reta vertical.
Por ser uma curva em Hn×R, vale que −x21(s) + x2n+1(s) = −1. Daí, uma parametri-
zação natural para a curva geratriz de Mn é dada por
α(s) = (cosh(s), 0, . . . , 0, senh(s), a(s)),
para alguma função a.
Seja P n(s0) um n-plano aﬁm passando por (0, . . . , 0, senh(s0), a(s0)), paralelo a P n =
[∂1, . . . , ∂n] e U(s0) = P n(s0) ∩Hn ×R, para um dado s0. Neste caso observe que P n(s0)
é Lorentziano.
Dado q = (w1, . . . , wn, senh(s0), a(s0)) ∈ U(s0) temos que,
−w21 + . . .+ w2n + senh2(s0) = −1
−w21 + . . .+ w2n = −1− senh2(s0)
−w21 + . . .+ w2n = − cosh2(s0).
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ϕ(t1, . . . , tn−1) = (ϕ1(t1, . . . , tn−1), . . . , ϕn(t1, . . . , tn−1))
uma parametrização ortogonal do espaço hiperbólico Hn−1 ⊂ Ln. Então,
〈ϕ, ϕ〉Ln = −ϕ21 + ϕ22 + . . .+ ϕ2n = −1.
No que segue, vamos usar 〈 , 〉 para denotar o produto 〈 , 〉Ln , pois são, essen-




segue-se que wi = cosh(s0)ϕi. Concluímos então que os pontos
de U(s0) são da forma
(cosh(s0)ϕ1, . . . , cosh(s0)ϕn, senh(s0), a(s0)).
Para toda isometria Φ ∈ I, as coordenadas senh(s0) e a(s0) de α(s0) são mantidas por
Φ. Além disso, Φ(α(s0)) ∈ Hn×R. Logo O(α(s0)) ⊂ U(s0). A ﬁm de provar a recíproca,
mostraremos que existe uma isometria Φ ∈ I tal que
Φ(α(s0)) = (cosh(s0)ϕ1, . . . , cosh(s0)ϕn, senh(s0), a(s0)).
Uma parametrização ortogonal para ϕ é dada explicitamente por:
ϕ1 = cosh(t1),
ϕ2 = senh(t1) cos(t2),
ϕ3 = senh(t1) sen(t2) cos(t3, )
...
ϕn−1 = senh(t1) sen(t2) . . . sen(tn−2) cos(tn−1),
ϕn = senh(t1) sen(t2) . . . sen(tn−2) sen(tn−1).
Observação 2.4. A demonstração de que ϕ é uma parametrização ortogonal do espaço
hiperbólico é análoga à demonstração feita no Lema 3.11 do Apêndice.
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 cos(ti) − sen(ti)
sen(ti) cos(ti)
 se 2 ≤ i ≤ n− 2.
Assim como ﬁzemos na prova da Aﬁrmação feita na seção 2.1, podemos provar que
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cosh(s0) senh(t1) sen(t2) cos(t3)
...
















Encontrando assim, a isometria Φ = Φn−1 ◦ . . . ◦ Φ1 desejada. Logo O(α(s0)) ⊃ U(s0). E
portanto,
O(α(s0)) = U(s0).
Uma parametrização para Mn será dada por
f(s, t1, . . . , tn−1) = (cosh(s)ϕ1(t1, . . . , tn−1), . . . , cosh(s)ϕn(t1, . . . , tn−1), senh(s), a(s)).
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ξ = (cosh(s)ϕ1, . . . , cosh(s)ϕn, senh(s), 0).

















= −γ senh(s)ϕ21 +
n∑
k=2
γ senh(s)ϕ2k + xn+1 cosh(s) + xn+2a
′(s)
= γ senh(s)(−ϕ21 + ϕ22 + . . .+ ϕ2n) + xn+1 cosh(s) + xn+2a′(s)
= −γ senh(s) + xn+1 cosh(s) + xn+2a′(s) (2.5)
0 = 〈N, ξ〉
= −γ cosh(s)ϕ21 +
n∑
k=2
γ cosh(s)ϕ2k + xn+1 senh(s) + 0
= γ cosh(s)〈ϕ, ϕ〉+ xn+1 senh(s)






substituindo em (2.5) obtemos xn+1 = −xn+2a′(s) cosh(s) e voltando à equação de γ
obtemos γ = −xn+2a′(s) senh(s). Logo,
N = (−xn+2a′(s) senh(s)ϕ1, . . . ,−xn+2a′(s) senh(s)ϕn,−xn+2a′(s) cosh(s), xn+2),
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〈N,N〉 = x2n+2(a′(s))2 senh2(s)(−ϕ21 + ϕ22 + . . .+ ϕ2n) + x2n+2(a′(s))2 cosh2(s)
+x2n+2
= −x2n+2(a′(s))2 senh(s) + x2n+2(a′(s))2 cosh2(s) + x2n+2
= x2n+2(a





Sendo assim, ||N || = |xn+2|
√





(a′(s) senh(s)ϕ1, . . . , a′(s) senh(s)ϕn, a′(s) cosh(s),−1).
Com isso concluímos que, a menos de sinal, o campo normal unitário N sobre Mn em




(a′(s) senh(s)ϕ1, . . . , a′(s) senh(s)ϕn, a′(s) cosh(s),−1).



































































= 0, (i 6= j)
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, . . . ,
∂ϕn
∂ti










































(senh2(s)〈ϕ, ϕ〉+ cosh2(s) + (a′(s))2)−1
=
〈


























































, . . . ,
∂2ϕ1
∂t2i−1





































































Considere agora que a curva geratriz α seja uma reta vertical, isto é,
α(s) = (cosh(c), 0, . . . , 0, senh(c), s).
Então, uma parametrização para Mn será dada por


















ξ = (cosh(c)ϕ1, . . . , cosh(c)ϕn, senh(c), 0).
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= 0 obtemos xn+2 = 0. Logo,
0 = 〈N, ξ〉
= −γ cosh(c)ϕ21 +
n∑
k=2
γ cosh(c)ϕ2k + xn+1 senh(c) + 0
= γ cosh(c)〈ϕ, ϕ〉+ xn+1 senh(c)
= −γ cosh(c) + xn+1 senh(c)
Como cosh(c) é não nulo, segue-se que γ =
xn+1 senh(c)
cosh(c)
= xn+1 tanh(c). Acarretando
em,
N = (xn+1 tanh(c)ϕ1, . . . , xn+1 tanh(c)ϕn, xn+1, 0),
〈N,N〉 = x2n+2 tanh2(c)(−ϕ21 + ϕ22 + . . .+ ϕ2n) + x2n+1









(tanh(c)ϕ1, . . . , tanh(c)ϕn, 1, 0).




(tanh(c)ϕ1, . . . , tanh(c)ϕn, 1, 0).
Da mesma forma que ﬁzemos até o momento, iremos mostrar que o operador forma S
é diagonalizável para então calcular as curvaturas principais. Primeiramente, temos
∂2f
∂s2
= (0, . . . , 0),
∂2f
∂ti∂s














































































































































, . . . ,
∂2ϕ1
∂t2i−1















































= − tanh(c), 2 ≤ i ≤ n.
Sendo assim,
λ = 0 e µ = − tanh(c).
2.2.3 Plano de rotação degenerado
Considere o conjunto B = {e1, . . . , en+2} em Ln+2 com as seguintes propriedades
〈ei, ej〉 = 0, i, j 6= 1, n+ 1;
〈e1, e1〉 = 〈en+1, en+1〉 = 0;
〈e1, en+1〉 = 1.
Nestas condições dizemos que {e1, . . . , en+2} é uma base pseudo-ortonormal para Ln+2.
Neste caso, iremos trabalhar com uma base pseudo-ortonormal de Ln+2. Para tal vamos








Vamos utilizar a notação v = (v1, . . . , vn+2)B para dizer que v está escrito na base
pseudo-ortonormal B.
Dados x = (x1, . . . , xn+2)B e y = (y1, . . . , yn+2)B em Ln+2, vale que





2.2. Hipersuperfície de Rotação em Hn × R
Considere P 2 = [e1, en+2]. Seja α(r) = (x1(r), 0, . . . , 0, xn+1(r), xn+2(r)) em (Hn×R)∩
P 3 = H1 ×R, uma curva que que não intercepta P 2. Por ser uma curva em Hn ×R, vale
que −x21(r) + x2n+1(r) = −1. Segue daí, que uma parametrização para α é dada por
α(r) = (cosh(r), 0, . . . , 0, senh(r), b(r)),
para alguma função b.

























Utilizando o fato de que cosh(r) = 12(e
r + e−r) e senh(r) = 12(e
r − e−r), podemos





































Note que s 6= 0, ou seja, α realmente não intercepta P 2 = [e1, en+2].
Agora já podemos determinar a órbita O(α(s0)) do ponto α(s0), para um dado s0. Se-
jam P n(s0), n-plano aﬁm passando por (s0, 0, . . . , 0, a(s0))B paralelo a P n = [e2, . . . , en+1]
e U(s0) = P n(s0) ∩ (Hn × R)



























−s20 + 2s0wn+1 − w2n+1
2
+ w22 + . . .+ w
2
n +





w22 + . . .+ w
2


















t22 + . . .+ t
2




uma parametrização para um parabolóide de En.
Fazendo ti =
wi
s0 para 2 ≤ i ≤ n+ 1, segue-se que wi = s0ti. Em particular,















E com isso concluímos que os pontos de U(s0) são da forma(










Note que O(α(s0)) ⊂ U(s0), pois P 2 = [e1, en+2] é ﬁxado ponto a ponto por cada
isometria Φ ∈ I, daí as coordenadas s0 e a(s0) de α(s0) serão mantidas por Φ, e con-
sequentemente Φ(α(s0)) está contido no n-plano aﬁm P n(s0). Como Φ mantém Hn × R
invariante, Φ(α(s0)) pertence a Hn × R.
Para mostrar que O(α(s0)) ⊃ U(s0), iremos veriﬁcar a existência de uma isometria
Φ ∈ I tal que
Φ(α(s0)) =
(











2.2. Hipersuperfície de Rotação em Hn × R
Na base B, para cada i ∈ {2, . . . , n} considere a aplicação Ai : Ln+2 −→ Ln+2, dada





1 0 0 0 0 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
ti . . . . . . . . . . . 1 . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
−t2i 0 0 . . . −ti . . . 1 0
0 0 0 . . . 0 . . . 0 1

← ia linha,





















n3 · · · 0 bin,i+1 binn 0 0

,
e Bi = (biβγ) é uma matriz ortogonal (n− 2)× (n− 2) com 2 ≤ β, γ ≤ n e β, γ 6= i.
Claramente P 2 = [e1, en+2] é ﬁxado por cada Ai. A seguir vamos veriﬁcar que Ai é
uma isometria. Dado x =
∑
xkek com 1 ≤ k ≤ n+ 2, temos que
Ai(x) =
(




















é tal que Bi(
∑
xβeβ) = (x2, x3, . . . , xn). Uma vez que Bi é uma transformação ortogonal,
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− tixi + xn+1
)


















A ﬁm de concluir que Ai pertence a I nos resta veriﬁcar que Ai mantém Hn × R
invariante. Seja































A partir daí, como
Ai(x) =
(















− tixi + xn+1
)
+ (tix1 + xi)
2 +
∑




Logo Ai(x) ∈ Hn × R e portanto Ai ∈ I como queríamos.
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2.2. Hipersuperfície de Rotação em Hn × R
Aplicando para cada i ∈ {2, . . . , n}, temos
A2(α(s0)) =
(










A3 ◦ A2(α(s0)) =
(














A4 ◦ A3 ◦ A2(α(s0)) =
(



















An ◦ · · · ◦ A2(α(s0)) =
(










Com isso, mostramos que O(α(s0)) ⊃ U(s0). Sendo assim,
O(α(s0)) = U(s0).
Portanto, uma parametrização para a hipersuperfície de rotação Mn gerada por α em
torno de P 2 = [e1, en+2] é dada por
f(s, t2, . . . , tn) =
(





























= (0, . . . , 0, s, 0, . . . , 0,−sti, 0)B,
ξ =
(












































= −x1sti + sxi = s(xi − x1ti), 2 ≤ i ≤ n; (2.8)











2.2. Hipersuperfície de Rotação em Hn × R
Da equação (2.8) obtemos xi = x1ti para 2 ≤ i ≤ n, pois s 6= 0. Substituindo nas
















































t2i + xn+1 (2.11)
































































2.2. Hipersuperfície de Rotação em Hn × R





















































































Já reunimos condições para o cálculo do operador forma S. Assim como ﬁzemos nos














= (0, . . . , 0,−s−3, a′′(s))B,
∂2f
∂ti∂s
= (0, . . . , 0, 1, 0, . . . , 0,−ti, 0)B,
∂2f
∂tj∂ti
= (0, . . . , 0)B, i 6= j,
∂2f
∂t2i
= (0, . . . , 0,−s, 0)B
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= 〈(0, . . . , 0, 1, 0, . . . , 0,−ti, 0)B, N〉











































= 〈(0, . . . , 0,−s−3, a′′(s))B, N〉(s−2 + a′(s)2)−1
= (−s−3sa′(s)− s−1a′′(s))(s−2 + a′(s)2)−1/2(s−2 + a′(s)2)−1
= −(s−2a′(s) + s−1a′′(s))(s−2 + a′(s)2)−3/2
= −s−3(s−2a′(s) + s−1a′′(s))s3(1 + s2a′(s)2)−3/2

























(0, . . . , 0,−s, 0)B, N
〉
s−2
= (−s2a′(s))(s−2 + a′(s)2)−1/2s−2
= (−s2a′(s))s−1(s−2 + a′(s)2)−1/2s−1
= (−sa′(s))(1 + s2a′(s)2)−1/2, 2 ≤ i ≤ n.
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λ = − sa
′(s) + s2a′′(s)
(1 + s2a′(s)2)3/2




Agora, suponha α uma reta vertical. Neste caso α pode ser parametrizada por
α(s) =
(





onde c é uma constante.
Uma parametrização para Mn é dada por
f(s, t2, . . . , tn) =
(













= (0, . . . , 0, 1)B,
∂f
∂ti
= (0, . . . , 0, c, 0, . . . , 0,−cti, 0)B,
ξ =
(

































= −x1cti + cxi = c(xi − x1ti), 2 ≤ i ≤ n; (2.13)







t2i + cxn+1; (2.14)
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2.2. Hipersuperfície de Rotação em Hn × R






















































||N || = |x1||c| ;
N
||N || = ±c
(











Portanto, a menos de sinal,
N = c
(

























































































































(0, . . . , 0,−c, 0)B, N
〉
c−2










λ = 0 e µ = −1.
2.3 Critério
Acabamos de ver como parametrizar uma hipersuperfície de rotação em Qn(ε) × R
e calculamos as curvaturas principais. Vimos também que, para cada possibilidade de








Daí uma pergunta natural: SeMn é uma hipersuperfície de Qn(ε)×R que possui operador
forma como descrito acima, seriaMn de rotação? A resposta para tal pergunta se encontra
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2.3. Critério
no próximo teorema. Podemos adiantar que, com certas hipóteses adicionais, a resposta
é sim.
Teorema 2.5 (Critério). Seja f : Mn −→ Qn(ε)×R uma hipersuperfície conexa, n ≥ 3,








e λ 6= µ. Suponha que ST = λT e que λ seja uma função de µ, isto é, λ = λ(µ). Então
Mn está contida em uma hipersuperfície de rotação.
Demonstração: Denote por Dλ e Dµ as distribuições geradas pelos auto-espaços refe-
rentes a λ e µ respectivamente. Veja que Dλ é uma distribuição involutiva, pois é uma
distribuição de dimensão 1. A seguir mostraremos que Dµ também é uma distribuição
involutiva. Para tal vamos utilizar a equação de Codazzi (1.3). Dados X, Y ∈ Dµ linear-
mente independentes, temos que
S[X, Y ] = ∇X(SY )−∇Y (SX)− ε cos θ[〈Y, T 〉X − 〈X,T 〉Y ].
Observe que Dµ e Dλ são espaços ortogonais, isto é, para V ∈ Dµ eW ∈ Dλ arbitrários,
〈V,W 〉 = 0. De fato,
(λ− µ)〈V,W 〉 = 〈V, λW 〉 − 〈µV,W 〉
= 〈V, SW 〉 − 〈SV,W 〉
= 〈SV,W 〉 − 〈SV,W 〉
= 0.
De λ 6= µ concluímos o que queríamos. Como T ∈ Dλ temos 〈X,T 〉 = 〈Y, T 〉 = 0.
Então,
S[X, Y ] = ∇X(SY )−∇Y (SX)
= ∇X(µY )−∇Y (µX)
= X(µ)Y − Y (µ)X + µ∇X(Y )− µ∇Y (X)
= X(µ)Y − Y (µ)X + µ[X, Y ],
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o que implica em
S[X, Y ]− µ[X, Y ] = X(µ)Y − Y (µ)X
(S − µid)[X,Y] = X(µ)Y − Y (µ)X.
Observe que
S(X(µ)Y − Y (µ)X) = X(µ)SY − Y (µ)SX
= X(µ)µY − Y (µ)µX
= µ(X(µ)Y − Y (µ)X),
o que implica em (X(µ)Y − Y (µ)X) ∈ Dµ.
Por outro lado, mostraremos que (S − µid)[X,Y] ∈ Dλ. A ﬁm de veriﬁcar essa última
aﬁrmação mostraremos primeiro que (S − λid)(S− µid) ≡ 0.
Seja W tangente a Mn. Escreva W = Wλ + Wµ de modo que Wλ ∈ Dλ e Wµ ∈ Dµ.
Daí,
(S − µid)W = S(Wλ +Wµ)− µ(Wλ +Wµ)
= λWλ + µWµ − µWλ − µWµ
= (λ− µ)Wλ.
Consequentemente,
(S − λid)(S− µid)W = (S − λid)(λ− µ)Wλ
= (λ− µ)(SWλ − λWλ)
= (λ− µ)(λWλ − λWλ)
= 0
Sendo assim,
(S − λid)((S− µid)[X,Y]) = 0
S((S − µid)[X,Y]) = λ(S − µid)[X,Y],
implicando em (S − µid)[X,Y] ∈ Dλ. Como a interseção entre os auto-espaços relativos a
λ e µ é o vetor nulo, segue-se que
(S − µid)[X,Y] = X(µ)Y − Y(µ)X = 0.
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Portanto, S[X, Y ] = µ[X, Y ], ou seja, [X, Y ] ∈ Dµ e com isso concluímos que Dµ é
involutiva como queríamos.
Uma vez que Dλ e Dµ são involutivas, pelo teorema de Frobenius, são completamente
integráveis. Para cada p ∈Mn denote por Mλ(p) e Mµ(p) as folhas de Dλ e Dµ passando
por p. Como X(µ)Y − Y (µ)X = 0 e X, Y são linearmente independentes devemos ter
X(µ) = Y (µ) = 0, acarretando em µ constante ao longo das folhas de Dµ. Conseqüente-
mente λ = λ(µ) também é constante ao longo das folhas de Dµ.
Em uma vizinhança de p ∈ Mn, escolha coordenadas t1, . . . , tn−1 e s de modo que
t1, . . . , tn−1 são coordenadas locais em Mµ(p) e s é uma coordenada em Mλ(p). Faça
T = ∂
∂s
, Ui = ∂∂ti
, e denote por N o normal unitário da imersão f . Para mostrar
que Mn é hipersuperfície de rotação em uma vizinhança de p, mostraremos que Mµ(p) é
totalmente umbílica no respectivo espaço ambiente e, consequentemente, está contida em
um subespaço P n, e que Mλ(p) é uma curva contida em um subespaço P 3, satisfazendo a
deﬁnição de hipersuperfície de rotação.
Primeiro iremos veriﬁcar que Mµ(p) é totalmente umbílica em En+2, respectivamente
em Ln+2. Sejam D a conexão do espaço ambiente e ∇˜ a conexão de Qn(ε)× R. Então,
DUiξ = Ui − 〈Ui, ∂n+2〉∂n+2
= Ui − 〈Ui, T 〉∂n+2
= Ui. (2.15)
Como DUiN = ∇˜UiN + cξ, temos que
c = ε〈DUiN, ξ〉 = −ε〈N,DUiξ〉 = −ε〈N,Ui〉 = 0,
acarretando em DUiN = ∇˜UiN .
Lembre-se que 〈N,N〉 = 1, então 〈∇˜UiN,N〉 = 0, ou seja, ∇˜UiN não possui compo-
nente normal. Sendo assim,
SUi = −(∇˜UiN)T = −∇˜UiN.
Logo,
DUiN = −SUi = −µUi. (2.16)
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Analogamente, temos DTN = ∇˜TN + cξ, daí
c = ε〈DTN, ξ〉 = −ε〈N,DT ξ〉
= −ε〈N, T − 〈T, ∂n+2〉∂n+2〉
= ε〈T, ∂n+2〉〈N, ∂n+2〉
= ε〈T, T 〉 cos(θ),
então DTN = ∇˜TN + ε〈T, T 〉 cos(θ).
Sendo N unitário, ∇˜TN não possui componente normal, daí ST = −∇˜TN implicando
em
DTN = −ST + ε〈T, T 〉 cos(θ)ξ
= −λT + ε〈T, T 〉 cos(θ)ξ.
Note que









Além disso, por (1.4),
Ui(cos(θ)) = −〈SUi, T 〉 = −µ〈Ui, T 〉 = 0,
logo θ é constante ao longo de Mµ(p). Veja que o mesmo ocorre com 〈T, T 〉 = sen2(θ). A
partir dessas observações, lembrando que o espaço ambiente é plano e denotando por λ′
e µ′ as derivadas de λ e µ em relação a s, obtemos
0 = R(Ui, T )N = DTDUiN −DUiDTN +D[Ui,T ]N
= DT (−µUi)−DUi(−λT + ε〈T, T 〉 cos(θ)ξ) + 0
= −T (µ)Ui − µDT (Ui) + λDUiT − ε〈T, T 〉 cos(θ)DUiξ
= −µ′Ui − µDT (Ui) + λDUiT − ε〈T, T 〉 cos(θ)Ui
= −µ′Ui − µDUiT + λDUiT − ε〈T, T 〉 cos(θ)Ui
= −µ′Ui + (λ− µ)DUiT − ε〈T, T 〉 cos(θ)Ui.
Donde,
DUiT =
µ′ + ε〈T, T 〉 cos(θ)
λ− µ Ui (2.17)
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Das equações (2.15),(2.16) e (2.17) concluímos que Mµ(p) é totalmente umbílica no
espaço ambiente como queríamos. Segue daí que Mµ(p) ⊂ P n(p), onde P n(p) é um
subespaço aﬁm n-dimensional de En+2, respectivamente de Ln+2.
A seguir vamos mostrar que os subespaços P n(p) que correspondem a folhas distintas
de Dµ, ao longo de Mλ(p), são paralelos no espaço ambiente.
Considere os seguintes campos de vetores ao longo de Mµ(p):
X =
µ′ + ε〈T, T 〉 cos(θ)
λ− µ N + µT




Veja que X e Y são ortogonais a P n(p), pois 〈X,Ui〉 = 〈Y, Ui〉 = 0. Além disso, X e Y
são constantes ao longo de Mµ(p). De fato,
DUiX =
µ′ + ε〈T, T 〉 cos(θ)
λ− µ DUiN + µDUiT
=




















= Ui − Ui
= 0.
Por ξ, N e T serem ortogonais, pode-se veriﬁcar que X e Y são linearmente indepen-
dentes, assim faz sentido consideramos o plano gerado por X(p) e Y (p). Vamos denotá-lo
por pi(p). Claramente pi(p) é ortogonal a P n(p), mais precisamente, pi(p) é o complemento
ortogonal de P n(p) no espaço ambiente. Dessa forma, a ﬁm de mostrar que os planos
P n(p) são paralelos ao longo deMλ(p), basta veriﬁcar que os planos pi(p) o são. Para isso,
vamos usar o Lema 1.24.
Veja que, se V ∈ pi(p), então V = aX + bY e DTV = a′X + aDTX + b′X + bDTY ,
sendo assim, ao mostrar que DTX e DTY pertencem a pi(p) podemos concluir que DTV




0 = R(Ui, T )X = DTDUiX −DUiDTX +D[Ui,T ]X
= DTDUiX −DUiDTX,
=⇒ DUiDTX = DTDUiX = DT0 = 0,
0 = R(Ui, T )Y = DTDUiY −DUiDTY +D[Ui,T ]Y
= DTDUiY −DUiDTY,
=⇒ DUiDTY = DTDUiY = DT0 = 0.
De 〈X,Ui〉 = 〈X,Ui〉 = 0 obtemos
0 = 〈DTX,Ui〉+ 〈X,DTUi〉
= 〈DTX,Ui〉+ 〈X,DUiT 〉
= 〈DTX,Ui〉,
0 = 〈DTY, Ui〉+ 〈Y,DTUi〉
= 〈DTY, Ui〉+ 〈Y,DUiT 〉
= 〈DTY, Ui〉.
Logo DTX e DTY são vetores constantes ao longo de Mµ(p) e ortogonais a P n(p),
consequentemente pertencem a pi(p) como queríamos. Sendo assim, os planos pi(p) são
paralelos ao longo de Mλ(p) e portanto o mesmo ocorre com os planos P n(p).
Agora vamos mostrar queMλ(p) é uma curva contida em um espaço 3-dimensional as-




DTN = −λT + ε〈T, T 〉 cos(θ)ξ,
DT ξ = T − 〈T, ∂n+2〉∂n+2
= T − 〈T, T 〉(T + cos(θ)N),
DTT = DT∂n+2 +DT (cos(θ)N)
= T (cos(θ))N + cos(θ)DTN.
Ou seja, DTN , DT ξ e DTT pertencem a [ξ,N, T ]. Assim, dado V = aξ + bN + cT em
[ξ,N, T ], segue-se que DTV ∈ [ξ,N, T ] e portanto, pelo Lema 1.24, [ξ,N, T ] é paralelo
ao longo de Mλ(p). A partir do Lema 1.23, concluímos que Mλ(p) está contida em um
espaço 3-dimensional P 3 do espaço ambiente.
Seja pi uma plano paralelo a pi(p) que não toca Mλ(p). Como X e Y pertencem a
[ξ,N, T ] o mesmo ocorre com o plano pi. Nestas condições, ao variar P n ao longo de
Mλ(p), a interseção com Qn(ε)×R nos fornece uma hipersuperfície de rotação com plano
de rotação pi e curva geratriz Mλ(p).
Observe que provamos o resultado para uma vizinhança de um ponto p ∈ Mn arbi-
trário. Por um argumento padrão de conexidade, podemos concluir que Mn está contida
em uma hipersuperfície de rotação. Tome p, q distintos em Mn. Então existem vizi-
nhanças Ωp,Ωq de p e q respectivamente, as quais estão contidas em hipersuperfícies de
rotação. Por hipótese Mn é conexa, logo conexa por caminhos. Considere um caminho
β : [0, 1] −→ Mn tal que β(0) = p e β(1) = q. Para cada t ∈ [0, 1], seja Ωt uma vizi-
nhança de β(t) contida em uma hipersuperfícies de rotação. Como β([0, 1]) é um conjunto
compacto existem t1, ..., tk tais que β([0, 1]) ⊂
⋃k
i=1 Ωti e de modo que, Ωti ∩ Ωti+1 6= ∅,
Ωt1 = Ωp e Ωtk = Ωq. Como Ωti ∩Ωti+1 6= ∅ temos Ωti e Ωti+1 contidas na mesma hipersu-
perfícies de rotação. Sendo assim, indutivamente concluímos que Ωp e Ωq estão contidas






Neste capítulo, faremos algumas aplicações dos resultados obtidos no Capítulo 2. Va-
mos classiﬁcar hipersuperfícies de rotação intrinsecamente planas de Qn(ε)×R . Mostra-
remos que hipersuperfícies de rotação de Qn(ε) × R são normalmente planas no espaço
ambiente e vamos ﬁnalizar determinando todas as hipersuperfícies de rotação mínimas
de Qn(ε) × R. Durante as demonstrações iremos constantemente recorrer aos cálculos
realizados no capítulo 2.
3.1 Hipersuperfícies de Rotação intrinsecamente pla-
nas
Hipersuperfícies de rotação de En+1 são planas se, só, se n = 2 e a curva geratriz é
uma parte aberta de uma reta. Iremos agora classiﬁcar hipersuperfícies de rotação de
Sn × R.
Teorema 3.1. Seja Mn uma hipersuperfície de rotação em Sn×R intrinsecamente plana,
com plano de rotação P 2 como descrito anteriormente. Então n = 2 e a curva geratriz α










com C ∈ R.
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3.1. Hipersuperfícies de Rotação intrinsecamente planas
Demonstração: Vamos escrever a equação de Gauss (1.2) utilizando as curvaturas prin-































. Sabemos que ∂n+2 =
T + cos(θ)N , onde T é a projeção de ∂n+2 sobre o espaço tangente de Mn. Então na base









∂n+2 = (0, . . . , 0, 1),













〈u, ∂n+2〉 = a′(s), 〈vi, ∂n+2〉 = 0, e 〈u, u〉 = 1 + a′(s)2.








Pela equação de Gauss (1.2),
〈R(u, vi)u, vi〉 = ε(〈u, u〉〈vi, vi〉 − 〈u, vi〉〈vi, u〉
+ 〈u, T 〉〈vi, T 〉〈vi, u〉 − 〈vi, T 〉〈vi, T 〉〈u, u〉
+ 〈vi, T 〉〈u, T 〉〈u, vi〉 − 〈u, T 〉〈u, T 〉〈vi, vi〉)
+ 〈Su, u〉〈Svi, vi〉 − 〈Su, vi〉〈Svi, u〉.
Por hipótese Mn é plana, então R(X, Y )Z = 0 para todo X, Y, Z tangente a Mn.
Logo,
0 = 〈u, u〉〈vi, vi〉 − 〈vi, T 〉〈vi, T 〉〈u, u〉 − 〈u, T 〉〈u, T 〉〈vi, vi〉+ λµ〈u, u〉〈vi, vi〉,
pois 〈u, vi〉 = 0. Daí,
0 = 〈u, u〉〈vi, vi〉 − 〈vi, T 〉2〈u, u〉 − 〈u, T 〉2〈vi, vi〉+ λµ〈u, u〉〈vi, vi〉. (3.1)
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Note que




〈vi, T 〉 = 0,
〈vi, vi〉 = sen2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣.
Logo, de (3.1) segue que
0 = (1 + a′(s)2) sen2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti





+λµ(1 + a′(s)2) sen2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣.













∣∣∣∣∣∣∣∣(1 + λµ(1 + a′(s)2)).
Como sen2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti









= 1− ||T ||2 + λµ. (3.2)
Se n ≥ 3 podemos considerar vi e vj distintos. Neste caso a equação de Gauss (1.2)
nos dá
〈R(vi, vj)vi, vj〉 = ε(〈vi, vi〉〈vj, vj〉 − 〈vi, vj〉〈vj, vi〉
+ 〈vi, T 〉〈vj, T 〉〈vj, vi〉 − 〈vj, T 〉〈vj, T 〉〈vi, vi〉
+ 〈vj, T 〉〈vi, T 〉〈vi, vj〉 − 〈vi, T 〉〈vi, T 〉〈vj, vj〉)
+ 〈Svi, vi〉〈Svj, vj〉 − 〈Svi, vj〉〈Svj, vi〉.
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Uma vez que Mn é plana e 〈vi, vj〉 = sen2(s)〈∂ϕ∂ti ,
∂ϕ
∂tj
〉 = 0, segue-se que
0 = 〈vi, vi〉〈vj, vj〉+ µ2〈vi, vi〉〈vj, vj〉
= 〈vi, vi〉〈vj, vj〉(1 + µ2)
= 1 + µ2. (3.3)
Se n ≥ 3, de (3.2) e (3.3) obtemos o sistema 1− ||T ||2 + λµ = 01 + µ2 = 0
que por sua vez não possui solução, já que µ2 ≥ 0. Dessa forma concluímos que n = 2.
Como ∂n+2 = T + cos(θ)N temos que
〈∂n+2, ∂n+2〉 = 〈T + cos(θ)N, T + cos(θ)N〉
1 = ||T ||2 + cos2(θ).





(1, cot(c)ϕ1, . . . , cot(c))ϕn, 0),
λ = 0,
µ = − cot(c)
sen2(c)
,
onde c é uma constante. Assim, a equaçãoλµ = − cos2(θ) é satisfeita. Se α não é uma
reta vertical então pode ser parametrizada por
α(s) = (cos(s), 0, sen(s), a(s)),






− cos2(s) = ||T ||2 − 1 = a
′(s)
1 + a′(s)2
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a′(s)a′′(s) cot(s) = −1− a′(s)2
2a′(s)a′′(s) tan−1(s) = −2− 2a′(s)2
(a′(s)2)′ = −2 tan(s)− 2 tan(s)a′(s)2










ln(1 + a′(s)2) = 2 ln(cos(s)) + C1
1 + a′(s)2 = cos2(s)eC1










Como consequência, temos o Corolário a seguir. Observamos que este resultado não
se encontra no artigo de referência.
Corolário 3.2. Se a curvatura de Ricci na direção de T é nula, então a curva geratriz α
ou é uma reta vertical ou é parametrizada por









||T || e vi =
vi
||vi|| .







〈R(T , vi)T , vi〉.
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Pela equação de Gauss (1.2),
〈R(T , vi)T , vi〉 = ε(〈T , T 〉〈vi, vi〉 − 〈T , vi〉〈vi, T 〉
+ 〈T , T 〉〈vi, T 〉〈vi, T 〉 − 〈vi, T 〉〈vi, T 〉〈T , T 〉
+ 〈vi, T 〉〈T , T 〉〈T , vi〉 − 〈T , T 〉〈T , T 〉〈vi, vi〉)
+ 〈ST , T 〉〈Svi, vi〉 − 〈ST , vi〉〈Svi, T 〉.
Lembre-se que T =
a′(s)
1 + a′(s)2
u, assim 〈vi, T 〉 = 0 e ST = λT . Logo,
〈R(T , vi)T , vi〉 = 〈T , T 〉〈vi, vi〉 − 〈T , T 〉2〈vi, vi〉+ λµ〈T , T 〉〈vi, vi〉,
= 1− 〈T, T 〉
2
||T ||2 + λµ







(1− ||T ||2 + λµ) = 1− ||T ||2 + λµ.
Portanto, se 0 = Ricp(T ) = 1 − ||T ||2 + λµ, pela demonstração do teorema anterior
segue-se o resultado. 
Agora classiﬁcaremos as hipersuperfícies de rotação intrinsecamente planas de Hn×R.
Teorema 3.3. SejaMn uma hipersuperfície de rotação em Hn×R intrinsecamente plana,
com plano de rotação P 2 como descrito anteriormente. Se n ≥ 3, então P 2 ou é Lorent-
ziano ou é degenerado. Além disso possui curva geratriz α dada por
(i) α(s) = (cosh(s), 0, . . . , 0, senh(s),± cosh(s) + C), com C ∈ R, se P 2 é Lorentziano,
(ii) α é uma reta vertical em Hn × R se P 2 é degenerado.
Se n = 2, então a curva geratriz α ou é uma reta vertical em H× R ou é parametrizada


















se P 2 é Riemanniano,
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, se P 2 é degenerado.
Demonstração: Assim como ﬁzemos anteriormente, considere a base {u, v1, . . . , vn−1},





. Além disso lembre-se que Su = λu e Svi = µvi.
Iremos separar a demonstração em três casos: P 2 Riemanniano, P 2 Lorentziano e P 2
degenerado. Em cada um deles, iremos primeiro avaliar o que acontece quando n ≥ 3 e
depois o que acontece se n = 2.
Da equação de Gauss (1.2) e por hipótese, obtemos para qualquer valor de n
〈R(u, vi)u, vi〉 = ε(〈u, u〉〈vi, vi〉 − 〈u, vi〉〈vi, u〉
+ 〈u, T 〉〈vi, T 〉〈vi, u〉 − 〈vi, T 〉〈vi, T 〉〈u, u〉
+ 〈vi, T 〉〈u, T 〉〈u, vi〉 − 〈u, T 〉〈u, T 〉〈vi, vi〉)
+ 〈Su, u〉〈Svi, vi〉 − 〈Su, vi〉〈Svi, u〉,
0 = −〈u, u〉〈vi, vi〉+ 〈vi, T 〉2〈u, u〉+ 〈u, T 〉2〈vi, vi〉+ λµ〈u, u〉〈vi, vi〉. (3.4)
Quando n ≥ 3 podemos considerar vi e vj distintos, daí
〈R(vi, vj)vi, vj〉 = ε(〈vi, vi〉〈vj, vj〉 − 〈vi, vj〉〈vj, vi〉
+ 〈vi, T 〉〈vj, T 〉〈vj, vi〉 − 〈vj, T 〉〈vj, T 〉〈vi, vi〉
+ 〈vj, T 〉〈vi, T 〉〈vi, vj〉 − 〈vi, T 〉〈vi, T 〉〈vj, vj〉)
+ 〈Svi, vi〉〈Svj, vj〉 − 〈Svi, vj〉〈Svj, vi〉.









Caso 1: P 2 = [∂n+1, ∂n+2] Riemanniano.
Para n ≥ 3, temos
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〈u, ∂n+2〉 = a′(s), 〈vi, ∂n+2〉 = 0










Substituindo os valores acima em (3.4) obtemos
0 = −(1 + a′(s)2)(cosh2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti





+ λµ(1 + a′(s)2)(cosh2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣2)













∣∣∣∣∣∣∣∣2)(−1 + λµ(1 + a′(s)2)).
Como cosh2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣2 é não nulo, segue-se que
0 = −1 + λµ(1 + a′(s)2) = − 1
1 + a′(s)2
+ λµ = −1 + ||T ||2 + λµ.
Fazendo o mesmo na equação (3.5) obtemos
0 = − cosh2(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣2 cosh2(s)∣∣∣∣∣∣∣∣∂ϕ∂tj







Uma vez que cosh4(s)
∣∣∣∣∣∣∣∣∂ϕ∂ti
∣∣∣∣∣∣∣∣2∣∣∣∣∣∣∣∣∂ϕ∂tj
∣∣∣∣∣∣∣∣2 é não nulo segue-se que
0 = −1 + µ2.
Assim temos o seguinte sistema −1 + ||T ||2 + λµ = 0−1 + µ2 = 0
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Se α não é uma reta vertical, a equação −1 + µ2 = 0 não possui solução. De fato, já








deste modo, µ2 = 1 acarreta em a′(2)2(1 − tanh2(s)) = −1, o que é uma contradição, já
que a′(s)2 ≥ 0 e −1 < tanh(s) < 1.
Se α é uma reta vertical a equação −1 + µ2 = 0 continua sem solução, pois como já
vimos no capítulo 2, µ = − tanh(c), onde c ∈ R é um constante daí
µ2 = (− tanh(c)2) = tanh2(c) < 1.
Portanto P 2 não pode ser Riemanniano para n ≥ 3.
No caso em que n = 2 a equação de Gauss (1.2) nos dá apenas −1 + ||T ||2 + λµ = 0.
Se α não é uma reta vertical podemos considerar a seguinte parametrização
α(s) = (cosh(s), 0, senh(s), a(s)).






























a′(s)a′′(s) tanh(s) = 1 + a′(s)2
a′(s)a′′(s) = coth(s)(1 + a′(s)2)
2a′(s)a′′(s) = 2 coth(s)(1 + a′(s)2)
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ln(1 + a′(s)2) = 2 ln(senh(s)) + C1
1 + a′(s)2 = senh2(s)eC1










Caso 2: P 2 = [∂1, ∂n+2] Lorentziano.
Para n ≥ 3, temos













〈u, ∂n+2〉 = a′(s), 〈vi, ∂n+2〉 = 0










De maneira completamente análoga ao que ﬁzemos no primeiro caso, ao substituirmos
os valores acima em (3.4) e (3.5) obtemos −1 + ||T ||2 + λµ = 0−1 + µ2 = 0
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a′(s) = ± senh(s)
a(s) = ± cosh(s) + C






























Se n = 2, da equação de Gauss (1.2), obtemos apenas a equação −1 + ||T ||2 +λµ = 0.
Assumindo que α não seja uma reta vertical podemos considerar a parametrização
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Substituindo em −1 + ||T ||2 + λµ = 0 temos,























ln(1 + a′(s)2) = 2 ln(cosh(s)) + C1
1 + a′(s)2 = cosh2(s)eC1










Caso 3: P 2 = [en+1, en+2] Degenerado.
Lembre-se que no caso degenerado estamos trabalhando com a base pseudo-ortonormal
de Ln+2 mencionada no capítulo 2. Para n ≥ 3, tem-se que
u =
(











vi = (0, . . . , 0, s︸︷︷︸
i
, 0, . . . , 0,−sti, 0)B,
〈u, ∂n+2〉 = a′(s), 〈vi, ∂n+2〉 = 0
〈u, u〉 = 1
s2








Ao substituir tais valores nas equações (3.4) e (3.5) obtemos
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= −1− s2a′(s)2 + s2a′(s)2 + λµ(1 + s2a′(s)2)




= −1 + ||T ||2 + λµ,
0 = −〈vi, vi〉〈vj, vj〉+ 〈vj, T 〉2〈vi, vi〉+ 〈vi, T 〉2〈vj, vj〉+ µ2〈vi, vi〉〈vj, vj〉
= −s2.s2 + 0 + 0 + µ2s2.s2
= s4(−1 + µ2)
= −1 + µ2.
Logo,  −1 + ||T ||2 + λµ = 0−1 + µ2 = 0









Logo, a equação −1 + µ2 = 0 não é satisfeita.
Se é uma reta vertical, então é parametrizada por
α(s) =
(






com c ∈ R constante. Além disso,
N =
(










, λ = 0 e µ = −1.
Lembre-se que ∂n+2 = T + cos(θ)N , daí 1− ||T ||2 = cos2(θ), onde cos(θ) = 〈N, ∂n+2〉.
Nestas condições  −1 + ||T ||2 + λµ = 0−1 + µ2 = 0 ⇐⇒
 λµ = 〈N, ∂n+2〉2µ2 = 1
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e portanto α satisfaz o sistema.
Assim como nos casos anteriores, se n = 2 obtemos da equação de Gauss (1.2) apenas










λ = − sa
′(s) + s2a′′(s)
(1 + s2a′(s)2)3/2


















































3.2 Hipersuperfícies de Rotação normalmente planas
Nesta seção, mostraremos que as hipersuperfícies de rotação em Qn(ε) × R possuem
ﬁbrado normal plano no respectivo espaço ambiente. Como faremos uma demonstração
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uniﬁcada, vamos denotar por Rn+2(ε) o espaço ambiente de Qn(ε)×R, isto é, Rn+2(ε) =
En+2 se ε = 1 e Rn+2(ε) = Ln+2 se ε = −1.
Sejam Mn uma hipersuperfície de Qn(ε) × R, N o normal unitário de Mn sobre
Qn(ε) × R e ξ o normal unitário de Qn(ε) × R sobre Rn+2(ε). Vamos denotar por SN e
Sξ os operadores forma correspondentes. Sejam D a conexão do espaço ambiente e ∇ a
conexão de Mn como subvariedade de de Rn+2(ε). Então,
∇⊥Xξ = ε〈∇⊥Xξ, ξ〉ξ + 〈∇⊥Xξ,N〉N e ∇⊥XN = ε〈∇⊥XN, ξ〉ξ + 〈∇⊥XN,N〉N.
Uma vez que ∇⊥Xξ = DXξ + SξX e 〈ξ, ξ〉 = ε temos
0 = 〈DXξ, ξ〉 = 〈∇⊥Xξ − SξX, ξ〉 = 〈∇⊥Xξ, ξ〉 − 〈SξX, ξ〉 = 〈∇⊥Xξ, ξ〉,
〈∇⊥Xξ,N〉 = 〈DXξ,N〉+ 〈SξX,N〉 = 〈DXξ, ξ〉+ 〈−∇Xξ,N〉 = 〈DXξ, ξ〉.
Logo,
∇⊥Xξ = 〈DXξ, ξ〉N.
Como ξ = (x1, . . . , xn+1, 0) temos que
DXξ = (X(x1), . . . , X(xn+1), 0)
= X − 〈X, ∂n+2〉∂n+2.
Sendo assim,
∇⊥Xξ = 〈X − 〈X, ∂n+2〉∂n+2, N〉N
= (〈X,N〉 − 〈X, ∂n+2〉〈∂n+2, N〉)N
= −〈X, ∂n+2〉〈∂n+2, N〉N
= −〈X,T + cos(θ)N〉〈T + cos(θ)N,N〉N
= −〈X,T 〉 cos(θ)〈N,N〉N
= − cos(θ)〈X,T 〉N. (3.6)
Sendo N unitário vale que 0 = 〈∇⊥XN,N〉, daí
∇⊥XN = ε〈∇⊥XN, ξ〉ξ = −ε〈N,∇⊥Xξ〉ξ = ε cos(θ)〈X,T 〉ξ. (3.7)
A partir destas equações podemos demonstrar o teorema a seguir.
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Teorema 3.4. Seja Mn uma hipersuperfície de rotação de Qn(ε)×R. Então Mn possui
ﬁbrado normal plano em Rn+2(ε).
Demonstração:
Seja R⊥ o tensor curvatura normal de Mn como subvariedade de Rn+2(ε). Consi-
dere X, Y , campos tangentes em Mn ortogonais a T . Mostraremos que R⊥(X, Y ) =
R⊥(T,X) = 0.
Vamos começar mostrando que R⊥(X, Y ) = 0. Por deﬁnição,
R⊥(X, Y )ξ = ∇⊥Y∇⊥Xξ −∇⊥X∇⊥Y ξ +∇⊥[X,Y ]ξ,
R⊥(X, Y )N = ∇⊥Y∇⊥XN −∇⊥X∇⊥YN +∇⊥[X,Y ]N.
Das equações (3.6) e (3.7) segue que
∇⊥Xξ = − cos(θ)〈X,T 〉N = 0
∇⊥Y ξ = − cos(θ)〈Y, T 〉N = 0
∇⊥XN = ε cos(θ)〈X,T 〉ξ = 0
∇⊥YN = ε cos(θ)〈Y, T 〉ξ = 0.
Logo,
R⊥(X, Y )ξ = ∇⊥[X,Y ]ξ = − cos(θ)〈[X, Y ], T 〉N
R⊥(X, Y )N = ∇⊥[X,Y ]N = ε cos(θ)〈[X, Y ], T 〉ξ.
Aﬁrmação: 〈[X, Y ], T 〉 = 0. Inicialmente, note que
0 = 〈X,T 〉 = 〈X, ∂n+2 − cos(θ)N〉 = 〈X, ∂n+2〉,
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Ou seja, [X, Y ] não possui a componente ∂n+2 e portanto
〈[X, Y ], T 〉 = 〈[X, Y ], ∂n+2〉 = 0.
Com isso, concluímos que R⊥(X, Y )ξ = R⊥(X, Y )N = 0.
Agora mostraremos que R⊥(T,X) = 0. Por deﬁnição,
R⊥(T,X)ξ = ∇⊥X∇⊥T ξ −∇⊥T∇⊥Xξ +∇⊥[T,X]ξ,
R⊥(T,X)N = ∇⊥X∇⊥TN −∇⊥T∇⊥XN +∇⊥[T,X]N.
De (3.6) e (3.7) obtemos
R⊥(T,X)ξ = ∇⊥X∇⊥T ξ − cos(θ)〈[T,X], T 〉N
= ∇⊥X(− cos(θ)〈T, T 〉N)− cos(θ)〈[T,X], T 〉N
= −∇⊥X(cos(θ) sen2(θ)N)− cos(θ)〈[T,X], T 〉N
= −X(cos(θ) sen2(θ))N − cos(θ) sen2(θ)∇⊥XN
− cos(θ)〈[T,X], T 〉N
= −X(cos(θ) sen2(θ))N − cos(θ)〈[T,X], T 〉N
R⊥(T,X)N = ∇⊥X∇⊥TN + ε cos(θ)〈[T,X], T 〉ξ
= ∇⊥X(ε cos(θ)〈T, T 〉ξ) + ε cos(θ)〈[T,X], T 〉ξ
= ∇⊥X(ε cos(θ) sen2(θ)ξ) + ε cos(θ)〈[T,X], T 〉ξ
= X(ε cos(θ) sen2(θ))ξ + ε cos(θ) sen2(θ)∇⊥Xξ
+ε cos(θ)〈[T,X], T 〉ξ
= εX(cos(θ) sen2(θ))ξ + ε cos(θ)〈[T,X], T 〉ξ
Por outro lado, como já vimos anteriormente e pelos cálculos realizados no Capítulo









Como SNu = λu, temos SNT = λT . Por (1.4), X[cos θ] = −〈X,SNT 〉 = λ〈X,T 〉 = 0,
pois X é ortogonal a T , o que implica em X(cos(θ) sen2(θ)) = 0.
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Ainda por (1.4) temos que
〈[T,X], T 〉 = 〈∇TX −∇XT, T 〉
= 〈∇TX,T 〉 − 〈∇XT, T 〉
= −〈X,∇TT 〉 − 〈cos(θ)SNX,T 〉
= −〈X, cos(θ)SNT 〉 − cos(θ)〈X,SNT 〉
= −λ cos(θ)〈X,T 〉 − λ cos(θ)〈X,T 〉
= 0.
Segue daí que R⊥(T,X)ξ = R⊥(T,X)N = 0 e portanto R⊥(T,X) = 0. 
3.3 Hipersuperfícies de Rotação mínimas
Em E3 as superﬁcies mínimas são catenóides, enquanto que hipersuperfícies de rotação
em En+1 são catenoides generalizados no sentido de Blair, ver [1]. O teorema a seguir nos
dá todas as hipersuperfícies de rotação mínimas de Sn × R.
Teorema 3.5. Seja Mn uma hipersuperfície de rotação mínima de Sn ×R com plano de
rotação P 2 como descrito anteriormente. Então a curva geratriz α ou é uma reta vertical
α(s) = (0, . . . , 0, 1, s)
ou é dada por
α(s) =
(








com C ∈ R.
Demonstração: A ﬁm de que Mn seja mínima devemos ter
λ+ (n− 1)µ = 0.
Se α é uma reta vertical, sabemos que
α(s) = (cos(c), 0, . . . , 0, sen(c), s), λ = 0 e µ = − cot(c),
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onde c ∈ R é uma constante. De λ + (n − 1)µ = 0 segue-se que cot(c) = 0. Além disso,
note que cos2(c) + sen2(c) = 1, pois α é uma curva em Sn × R. Logo sen(c) = ±1. Daí
α(s) = (0, . . . , 0, 1, s) como queríamos.
Se α não é uma reta vertical, já vimos que
λ = − a
′′(s)
(1 + a′(s)2)3/2




Substituindo em λ+ (n− 1)µ = 0 obtemos
λ = −(n− 1)µ
a′′(s)
(1 + a′(s)2)3/2





= −(n− 1)a′(s) cot(s)
a′′(s)
a′(s)(1 + a′(s)2)
= −(n− 1) cot(s).
Integrando ambos os membros temos∫
a′′(σ)
a′(σ)(1 + a′(σ)2)















multiplicando ambos os membros por 1 + a′(s)2,
a′(s)2 = C2 sen(s)−2(n−1)(1 + a′(s)2)
a′(s)2 = C2 sen(s)−2(n−1) + a′(s)2C2 sen(s)−2(n−1)
a′(s)2 sen(s)−2(n−1) = C2 + a′(s)2C2
a′(s)2 sen(s)2(n−1) − a′(s)2C2 = C2
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dσ, C ∈ R.





dσ se encontra no Apên-
dice, Lema 3.9.
Analogamente, obtemos um resultado para hipersuperfícies de rotação mínimas em
Hn × R.
Teorema 3.7. Seja Mn uma hipersuperfície de rotação mínima de Hn × R com plano
de rotação P 2 como descrito anteriormente. Então a curva geratriz α é descrita como se
segue, com C ∈ R:
(i) Se P 2 é Lorentziano,
α(s) =
(








(ii) se P 2 é Riemanniano,
α(s) =
(







ou α(s) = (1, 0, . . . , 0, s);
(iii) se P 2 é degenerado,
α(s) =
(











Demonstração: Por hipótese Mn é mínima, logo
λ+ (n− 1)µ = 0. (3.8)
Lembre-se que, quando P 2 é não degenerado e α é uma reta vertical, temos
α(s) = (cosh(c), 0, . . . , 0, senh(c), s),
onde c 6= 0 é uma constante. Se α não é uma reta vertical, temos
α(s) = (cosh(s), 0, . . . , 0, senh(s), a(s)).
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No caso em que P 2 é degenerado e α não é uma reta, temos
α(s) =
(







Se α é uma reta
α(s) =
(







Vamos dividir a demonstração em três casos: P 2 Riemanniano, P 2 Lorentziano e P 2
degenerado.
Caso 1: P 2 = [∂1, ∂n+2] Lorentziano.
Se α é uma reta vertical temos λ = 0 e µ = − coth(c). Substituindo os valores de λ e
µ em (3.8) obtemos
0 = coth(c) =⇒ cosh(c) = 0.
Uma vez que α é uma curva em Hn × R, devemos ter
−1 = − cosh2(c) + senh2(c) = senh2(c) ≥ 0.
Logo α não pode ser uma reta vertical.
Se α não é uma reta vertical, λ = − a
′′(s)
(1 + a′(s)2)3/2












= −(n− 1)a′(s) coth(s)
a′′(s)
a′(s)(1 + a′(s)2)
= −(n− 1) coth(s).
Integrando ambos os membros,∫
a′′(σ)
a′(σ)(1 + a′(σ)2)
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dσ, C ∈ R.
Caso 2: P 2 = [∂n+1, ∂n+2] Riemanniano.
Se α é uma reta vertical temos λ = 0 e µ = − tanh(c). Deste modo, a equação (3.8)
acarreta em
0 = tanh(c) =⇒ senh(c) = 0.
Como α é uma curva em Hn × R temos
1 = cosh2(c) + senh2(c) = cosh2(c) =⇒ cosh(c) = 1.
Logo α(s) = (1, 0, . . . , 0, s).
Se α não é uma reta vertical temos λ = − a
′′(s)
(1 + a′(s)2)3/2












= −(n− 1)a′(s) tanh(s)
a′′(s)
a′(s)(1 + a′(s)2)
= −(n− 1) tanh(s).
Integrando ambos os membros,∫
a′′(σ)
a′(σ)(1 + a′(σ)2)





















dσ, C ∈ R.
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Caso 3: P 2 = [en+1, en+2] degenerado.
Se α é uma reta vertical, λ = 0 e µ = −1. Daí, a equação (3.8) implica em n = 1 e
portanto α não pode ser uma reta vertical.
Se α não é uma reta vertical temos, λ = − sa
′(s) + s2a′′(s)
(1 + s2a′(s)2)3/2




Substituindo em (3.8) obtemos
sa′(s) + s2a′′(s)
(1 + s2a′(s)2)3/2


















Integrando ambos os membros segue-se que∫
(σa′(σ))′
σa′(σ)(1 + (σa′(σ))2)



















Elevando ambos os membros ao quadrado,
s2a′(s)2s2(n−1) = C2(1 + s2a′(s)2)
s2a′(s)2s2(n−1) = C2 + C2s2a′(s)2)





























































































ln(1 + u2) + C
= ln(a′(s))− 1
2




















Basta fazer a substituição sa′(s) = u e repetir processo feito no lema anterior. 
Lema 3.11. Sejam Ψ1 = 1 e Ψi =
i−1∏
j=1
sen(tj) para 2 ≤ i ≤ n. Então




é uma parametrização ortogonal da esfera unitária Sn−1 ⊂ En.
Demonstração: Primeiramente observe que













































































Derivando Ψi em relação a tk obtemos
∂Ψi
∂tk






























































































































































= 0. e com isso concluímos o resultado. 
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Conclusão
Neste trabalho estudamos Hipersuperfícies de Rotação nos espaços Sn × R e Hn × R.
Em cada um destes espaços descrevemos as parametrizações de tais hipersuperfícies e
fornecemos as curvaturas principais.
Em Sn × R, as hipersuperfícies de rotação possuem plano de rotação Riemanniano e
podem ser parametrizada por
f(s, t1, . . . , tn−1) = (cos(s), sen(s)ϕ1(t1, . . . , tn−1), . . . , sen(s)ϕn(t1, . . . , tn−1), a(s)),
onde ϕ = (ϕ1, . . . , ϕn) é uma parametrização ortogonal da esfera unitária. Vimos que as








Em Hn×R existem três possibilidades para o plano de rotação: Lorentziano, Rieman-
niano ou degenerado.
No caso Lorentziano as hipersuperfícies de rotação podem ser parametrizadas por
f(s, t1, . . . , tn−1) = (cosh(s), senh(s)ϕ1(t1, . . . , tn−1), . . . , sen(s)ϕn(t1, . . . , tn−1), a(s)),
onde ϕ = (ϕ1, . . . , ϕn) é uma parametrização ortogonal da esfera unitária. As órbitas são








No caso Riemanniano as hipersuperfícies de rotação poder ser parametrizadas por
f(s, t1, . . . , tn−1) = (cosh(s)ϕ1(t1, . . . , tn−1), . . . , cosh(s)ϕn(t1, . . . , tn−1), senh(s), a(s)),
onde ϕ = (ϕ1, . . . , ϕn) é uma parametrização ortogonal do espaço hiperbólico, as órbitas








No caso degenerado as hipersuperfícies de rotação poder ser parametrizadas por
f(s, t2, . . . , tn) =
(
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onde B é uma base pseudo-ortonormal para Ln+2, as órbitas são parabolóides em Ln ⊂
Ln+2 e as curvaturas principais são dadas por
λ = − sa
′(s) + s2a′′(s)
(1 + s2a′(s)2)3/2












o que motiva o Teorema 2.5 que diz se uma hipersuperfície Mn dos espaços Sn × R e
Hn × R possui operador forma como citado acima, além de outras condições adicionais
então Mn é uma hipersuperfície de rotação, mais precisamente Mn está contida em um
hipersuperfície de rotação.
Como aplicações, classiﬁcamos as hipersuperfícies de rotação intrinsecamente planas.
Vimos que em Sn × R devemos ter n = 2 e a curva geratriz ou é uma reta vertical
ou é dada por α(s) = (cos(s), 0, sen(s),± ∫ s
s0
√
C cos2(σ)− 1dσ), onde c ∈ R é uma
constante. Ainda em Sn × R, apresentamos o Corolário 3.2, um resultado que não
aparece no artigo de referência [8], que diz se uma hipersuperfície Mn possui curva-
tura de Ricci na direção de T = ∂n+2 − cos θN nula então a curva geratriz ou é uma
reta vertical ou é dada por α = (cos(s), 0, . . . , 0, sen(s),± ∫ s
s0
√
C cos2(σ)− 1dσ). Já em
Hn × R, vimos que se n ≥ 3 o plano de rotação dever ser Lorentziano, com curva ge-
ratriz α(s) = (cosh(s), 0, . . . , 0, senh(s),± cosh(s) + C) ou degenerado, com curva ge-
ratriz dada por uma reta vertical. Se n = 2 ou curva geratriz é uma reta vertical
ou dada por α(s) = (cosh(s), 0, senh(s),± ∫ s
s0
√
C cos2(σ)− 1dσ) no caso Lorentziano,
α(s) = (cosh(s), 0, senh(s),± ∫ s
s0
√





C − 1σdσ)B no caso degenerado.
Classiﬁcamos também as hipersuperfícies de rotação mínimas. Em Sn × R, vimos
que ou a curva geratriz é uma reta vertical α(s) = (0, . . . , 0, 1, s) ou é dada por α(s) =
(cos(s), 0, . . . , 0, sen(s),
∫ s
s0
C(sen(σ)2(n−1) − C2)−1/2 dσ). Já em Hn × R as hipersuper-
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Cσ−1(σ2(n−1) − C2)−1/2 dσ)B no caso degenerado. Ainda nas aplicações mostra-
mos que toda hipersuperfície de rotação em Sn × R e Hn × R é normalmente plana nos
respectivos espaços ambientes.
Com respeito a trabalhos relacionados podemos citar [12] que descreve as hipersuperfí-
cies de Sn×R e Hn×R de curvatura constante, neste caso Manﬁo e Tojeiro monstram que
uma hipersuperfícieMn de curvatura constante c em Sn×R, com c ≥ 1 e em Hn×R, com
c ≤ −1 são subconjuntos de hipersuperfícies de rotação. Em [14], Mendonça e Tojeiro
fazem uma generalização da deﬁnição aqui abordada, mais precisamente, deﬁne-se subva-
riedades de rotação, com codimensão arbitrária. Vimos que as hipersuperfícies de rotação
são normalmente planas no respectivo espaço ambiente, além disso T = ∂n+2 − cos θN
é uma direção principal, em [19], Tojeiro mostra que uma hipersuperfície em Sn × R e
Hn×R é normalmente plana se, só se T é uma direção principal. Em [5], Chaves faz uma
classiﬁcação das hipersuperfícies em Sn×R e Hn×R com curvaturas principais constantes.
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