Introduction and Preliminary
Let E be a Banach space and Λ an open set in E. Assign a subspace M (x) in E for each x ∈ Λ where especially dim M (x) may be infinity. We consider the family of subspaces F = {M (x) : ∀x ∈ Λ} and investigate the necessary and sufficient condition for F being c 1 integrable at a point x 0 ∈ Λ. When E = R n or C n , the Frobenius theorem together with the implicit function theorem and the existance theorem for ordinate differential equations are the three main pillars supporting differential topology and and calculus on manifolds (see [Abr] ). Hence we have to investigate Frobenius theorem in Banach space in which dim M (x) may be infinity. 
A (A + , T )T ) ⊂ R(A).
(see [N-C] , [Ma1] , [Ma.4] 
and [H-M].)
Let F k = {T ∈ B(E, F ) : rankT = k < ∞}, and Φ m,n = {T ∈ B(E, F ): dim N (T ) = m < ∞ and codimR(T ) = n < ∞}. Let Φ m,∞ be the set of all semi-Fredholm operators T with dimN (T ) = m and codimR(T ) = ∞, and Φ ∞,n be the set of all semi-Fredholm operators T with dimN (T ) = ∞ and codimR(T ) = n. We have Theorem 1.2 Assume that A belongs to any one of F k , Φ m,n , Φ m,∞ and Φ ∞,n . Then the condition R(T ) ∩ N (A + ) = {0} for T ∈ V (A, A + ) holds if and only if T belongs to the corresponding class for A. (see [N-C] , [Ma2] ) and [Ma4] .) Definition 1.1 Suppose that the operator valued map T x from a topological space X into B(E, F ) is continuous at x 0 ∈ X, and that T 0 ≡ T x 0 is double splitting. x 0 is said to be a locally fine point of T x provided there exist a generalized inverse T + 0 of T 0 and a neighborhood U 0 (dependent on T + 0 ) at x 0 , such that
Theorem 1.3 The definition of locally fine point x 0 of T x is independent of the choice of the generalized inverse T + 0 of T 0 (see [Ma1] and [Ma6] ). Theorem 1.4 (Operator rank theorem) Suppose that the operator valued map T x : X → B(E, F ) is continuous at x 0 ∈ X and T 0 is double splitting. Then the following conclusion holds for arbitrary generalized inverse T + 0 of T 0 : there exists a neighborhood U 0 at x 0 such that T x has a generalized inverse T + x for x ∈ U 0 , and lim In 1985, R. Penrose established the matrix rank theorem. Theorem 1.4 expands the theorem from the case of matrices to that of operators in B(E, F ) (see [P] and [Ma2] ).
Theorem 1.5 Suppose that E 0 and E 1 are two closed subspaces in a Banach space E with a common complement E * . Then there exists a unique operator α ∈ B(E 0 , E * )
such that E 1 = {e + αe : ∀e ∈ E 0 }.
Conversely, E 1 = {e + αe : ∀e ∈ E 0 } for any α ∈ B(E 0 , E * ) is a closed subspace satisfying E 1 ⊕ E * = E.
For detail proofs of Theorems 1.1-1.5 see also the appendix in this paper.
The co-final set and Frobenius Theorem
Let E be a Banach space, and Λ an open set in E. Assign a subspace M (x) in E for every point x in Λ, especially, where the dimension of M (x) may be infinite. In this section, we consider the family F consisting of all M (x) over Λ. We investigate the sufficient and necessary condition for F being c 1 integrable at a pint x in Λ. We stress that the concept of co-final set of F at x 0 ∈ Λ is introduced.
is called a co-final set of F at x 0 .
The following theorem tell us the co-final set and integral submanifold of F at x 0 have some connection. Theorem 2.1 If F is c 1 integrable at x 0 ∈ Λ, and S ⊂ E is the integral submanifold of F at x 0 , then there exist a closed subspace E * and a neighborhood U 0 at x 0 , such that
Proof Recall that the submanifold S in the Banach space E is said to be tangent to M (x) at x ∈ S provided
By the definition of the submanifold in Banach space, there exist a subspace E 0 splitting in E, say E = E 0 ⊕ E 1 , a neighborhood U 0 at x 0 , and a c 1 diffeomorphism ϕ :
Let c(t) with c(0) = x be an arbitrary c 1 -curve contained in S ∩U 0 , then ϕ ′ (x)ċ(0) ∈ E 0 , and so ϕ ′ (x)M (x) ⊂ E 0 . Conversely, let r(t) = ϕ(x)+te ⊂ ϕ(S ∩U 0 ) for any e ∈ E 0 , and set c(t) = ϕ −1 (r(t)) ⊂ S ∩ U 0 , then
This proves that (2.2) holds.
for any x ∈ S ∩ U 0 . In order to prove
we consider the projection as follows, Thus, by the equivalence of the conditions (i) and (iii) in Theorem 1.1 we conclude
It is clear that there exists a neighborhood at x 0 for simplicity, still write it as U 0 such that
Lemma 2.1 If F at x 0 is c 1 integrable, say that S at x 0 is its integral submanifold in E, then: there exists a neighborhood U 0 at x 0 , and a c 1 diffeomorphism from
is an open set in M 0 , and
Proof As indicated at the beginning of the proof of Theorem 2.1, there are the neighborhood U 0 at x 0 , then diffeomorphism ϕ from U 0 onto ϕ(U 0 ), and the subspace E 0 and E 1 in E such that the following conclusions hold:
is an open set in E 0 , and
The lemma is proved.
According to Theorem 1.5, M (x) for x ∈ J(x 0 , E * ) has the coordinate expression
We now state the Frobenius theorem in a Banach space.
Theorem 2.2 (Frobenius theorem) F is c 1 integrable at x 0 if and only if the following conditions hold:
(ii) there exists a neighborhood V atP
where y = ϕ 0 (x * ), so that
Then, for any e ∈ M 0 there is e * ∈ M 0 such that
and so,
This prove ψ ′ (y) = α(y + ψ(y))∀y ∈ V, which implies that the condition (iii) holds since ψ is of c 1 . Note
We have
Now, the necessity of the theorem is proved.
Assume that the conditions (i), (ii) and (iii) hold. Go to show that F is c 1 integrable at x 0 . Let S = {x + ψ(x) : ∀x ∈ V },
Obviously, V * is an open set in E, Φ(V ) = S, and Φ is a c 1 map. Moreover, we are going to prove that Φ :
and so P E * M 0
E * x 2 . This shows that Φ : V * → Φ(V * ) is one-to-one. Now, in order to show that Φ : V * → Φ(V * ) is a c 1 diffeomorphism, we need only to show that Φ(V * ) is an open set in E. By the inverse map theorem it is enough to examine that Φ ′ (x) for any x ∈ V * is invertible in B(E). According to the condition (iii) in the theorem
For abbreviation, write M (y) = M * and y = P
Obviously, y ∈ S and by the assumption (ii), y ∈ J(x 0 , E * ), i.e., M * ⊕ E * = E. Hence the following conclusion holds: for any e ∈ E there exists e 0 ∈ M 0 such that P E * M * e = e 0 + α(y)e 0 . Set e * = e 0 + P M * E * e, then by (2.6),
This says that Φ ′ (x) for any x ∈ V * is surjective. Thus we have proved that Φ −1 is a c 1 -diffeomorphism from the open set Φ(V * ) onto V * and Φ −1 (S) = V is an open set in M 0 . Then by the condition (i), S is a c 1 submanifold of E. Finally go to show that S is tangent to M (x) at any point x ∈ S.
Repeat the process of the proof of the equality (2.2) in Theorem 2.1, one can conclude
for any x ∈ V . Note for
for any x ∈ V . Then by (2.6)
for all x ∈ V . Thus means T (y) = M (y)∀y ∈ S.
The proof ends.
In the sequel, it will be seen that the co-final set and the coordinate operator α(x) for M (x) are essential to Frobenious theorem.
c 1 Intergrable Family of Subspaces with Trivial co-final set
In this section we will discuss c 1 integrable family of subspaces with trivial co-final set.
Definition 3.1 The co-final set J(x 0 , E * ) is said to be trivial provided that x 0 is an inner point of J(x 0 , E * ), and α(x) is continuous in some neighborhood at x 0 .
When J(x 0 , E * ) is trivial, the conditions for Frobenius theorem reduce to the solvability of the initial value problem. The following example can illustrate this fact although it is simple. The next Theorem 3.1 is not so evident.
Consider the family of subspaces F = {M (x, y) : ∀(x, y) ∈ Λ}. Applying Frobenius theorem in Banach space to determine the integral curve of F at (0, 1).
Hence J((0, 1), E * ) ⊃ U 0 . This shows that (0, 1) is an inner point of J((0, 1), E * ).
Next go to determine α in the equation (2.5).
for all (x, y) ∈ U 0 . By Theorem 1.5 we can conclude
Moreover, we claim that α :
for any (x, y) ∈ U 0 , where , denotes the norm in R 2 .
So
where , denotes the norm in B(M 0 , E * ). Hereby, one can conclude that α :
where y(x) : (−1, 1) → R is a c 1 function. Then by the equation (2.5).
It is easy to see that the solution is y
Recall that x 0 ∈ U is said to be a generalized regular point of f provided x 0 is a locally fine point of f ′ (x) ( For details see the appendix in this paper, and also [Ma3] , [Ma4] and [Ma8] ).
By Definition 1.1 and Theorem 1.3 for any generalized inverse T
Since f ′ (x) is continuous at x 0 , one can assume
Proof We claim that x 0 is an inner point of J(x 0 , E * ). Owing to the conclusion in (3.1),
one can apply the equivalence of the conditions (i) and (iv) in Theorem 1.1 to f ′ (x) for any x ∈ U ) , so that
Hence J(x 0 , E * ) ⊃ U 0 and so x 0 is a inner point of J(x 0 , E * ). In order to complete the proof of the theorem we will need to investigate the coordinate operator α(x) of N x more carefully.
Evidently
for all e ∈ N x .
Since α(x) in Theorem 1.5 is unique, we conclude
Take the place of T in Theorem 1.1 by T x = f ′ (x) for any x ∈ U 0 . Due to (3.1) then equivalence of the conditions (i) and (ii) in Theorem 1.1 shows that T x has the generalized inverse T + x as follows,
By the definition of generalized inverse it is easy to observe
Hereby one can conclude that α(x) is continuous in U 0 . Now it is proved that
and ϕ ′ (x 0 ) = I E . So there exists a neighborhood at x 0 , without loss of generality, still write it as
Hereby one observes that it may be able to try ϕ −1 for finding the solution ψ of (2.5).
For the need of the proof later, we claim that ϕ 0 is a c 1 diffeomorphism from V * onto ϕ 0 (V * ).
and
So, there exists a neighborhood at P E * N 0
x 0 in N 0 , without loss of generality still write it as V * , such that ϕ 0 from V * onto ϕ 0 (V * ) is c 1 diffeomorphism.
We claim ϕ
The following two results will be used in the next proof:
Finally go to prove that ψ(z) = (ϕ 1 • ϕ −1 0 )(z)∀x ∈ V is the solution of (2.5). By (3.3)
It follows
By Frobenius theorem in Banach space F at x 0 is c 1 integrable.
Note
(i) When f ′ (x) near x 0 belongs to same one of F k (k < ∞) and Φ ∞,n (0 ≤ n < ∞), by Theorem 1.2 Theorem 3.1 presents several families of subspaces F = {N x : x ∈ U } with dimN x = ∞, all of which are c 1 integrable at x 0 (see 6 Generalized regular point in the appendix of this paper). So the theorem shows that it is often the case in advanced calculus that the co-final set of a c 1 integrable family of subspaces at a point is trivial.
(ii) When the co-final set J(x 0 , E * ) is trivial, the c 1 integrability at x 0 for F and the solvability of the initial value problem (2.5) are equivalent; otherwise J(x 0 , E * ) is non trivial, this is the key to Frobenius theorem for finding the co-finial set (see the next section).
A Family of Subspaces with Non-trivial Co-Final Set and Its Smooth
Integral Submanifolds
Let Λ = B(E, F ) \ {0} and M (X) = {T ∈ B(E, F ) : T N (X) ⊂ R(X)} for X ∈ Λ. V. Cafagna introduced the geometrical method for some partial differential equations and presented the family of subspaces F = {M (X)} X∈Λ in [Caf] . Now we take the following example to illustrate that when A is neither left nor right invertible in B(R 2 ), the co-final set of F at A is non-trivial.
Example Consider the space B(R 2 ) consisting of all real 2 × 2 matrices. Let A and E * be 1 0 0 0 and 0 0 0 t : ∀t ∈ R , respectively. Obviously 
To show that J(A, E * ) is nontrivial. Consider
It is easy to see lim ε→0
A ε = A and dim M (A ε ) = 4 for ε = 0.
Then it follows that A ε for ε = 0 is not in J(A, E * ) from N (A ε ) = {0} for ε = 0. So A is not an inner point of J(A, E * ) because of dim E * = 1. Hence J(A, E * ) is nontrivial.
In this case, for seeking integral submanifold of F at A, we have to try the co-final set J(A, E * ) according to Theorem 2.1.
Lemma 4.1 Suppose that X ∈ Λ is double splitting, say that X + is a generalized inverse of X. Then
and one of its complements is
Hereby it follows that the equalities (4.1) and (4.2) hold from the definition of M (X).
As a corollary of the lemma we have Corollary 4.1 With the assumption and notations as in Lemma 4.1 we have
This is immediate from (4.1) and (4.2).
Theorem 4.1 Suppose that A ∈ Λ is double splitting, then F at A is smooth integrable.
Proof We will apply Frobenius theorem in Banach space to the proof of the theorem. Hence we have to investigate the co-final set of F at A, and the coordinate operator α(X) for X in the set. Let A + be a generalized inverse of A, and
By Lemma 4.1 and Corollary 4.1
In order to determine α(X) for X ∈ J(A, E * ), we claim the following equalities
.
Evidently,
By Lemma 4.1,
: ∀T ∈ B(E, F )} = {PT : ∀T ∈ B(E, F )} = R(P);
. By the same way as that of the proof of the equality α(x) = P N 0 E * P E * Nx ∀x ∈ U 0 in Theorem 3.1, one can prove
It is illustrated at the beginning of this section that J(A, E * ) in general is nontrivial. Now go to observe what interesting operators J(A, E * ) contains.
Let S be the set of all double splitting operators X in W = {T ∈ B(E, F ) : X − A < A + −1 } with the generalized inverse
Then by corollary 4.1 and Lemma 4.1 E A = E * and so, M (X) ⊕ E * = B(E, F ). Therefore J(A, E * ) ⊃ S.
For simplicity write
respectively, in the sequel. The following equalities will be used many times:
This is immediate from C A (A + , T )A = T P R(A + ) and C A (A + , T )P N (A + ) = P N (A + ) . Due to the good property of S,
Then by (4.3) we have for each X ∈ S and all ∆X ∈ M 0
where N 0 = N (A). While
for X ∈ S. It implies the following smooth map D from W onto D(W ):
In view of (4.6) it may be able to try D for finding the solution of (2.5).
For this we go to discuss the map D more carefully.
A (A + , X)XA + for X ∈ V 1 , which follows from the equality A = C −1
So the following equalities holds:
Then by the equality C −1
So D is a smooth diffeomorphism from V 1 onto itself with D(A) = A.
Clearly V * is a neighborhood at A in M 0 , and Φ(T ) for T ∈ V * is a C ∞ map.
Thus by the equivalence of the conditions (ii) and (vii) in Theorem 1.1, one can conclude
Moreover by (4.4) and (4.5),
since the equality in (4.4),
Consider the map Φ 0 | V * , still white as Φ 0 for simplicity. Obviously,
Then by the inverse map theorem, there exists a neighborhood
Finally we are going to prove that Ψ(T ) for T ∈ V is the solutions of (2.5). Take the transformation z = Φ 0 (T ) for any T ∈ V , then we have
It is indicated in the above that
By (4.5)
then by the equality in(4.4),
we further have
Then one observes
which also implies that the condition (ii) in the Frobenious theorem holds since Ψ is a smooth map.
Obviously
So far the theorem is proved.
Specially we have the global result as follows.
Theorem 4.2 Each of F k , Φ m,n , Φ m,∞ and Φ ∞,n is a smooth submanifold in B(E, F ) and tangent to M (X) at any X in it.
Proof Let F be any one of F k , Φ m,n , Φ m,∞ and Φ ∞,n , and A any one operator in F. It is clear that A is double splitting, say that A + is a generalized inverse of A. Write
It is proved in the proof of Theorem 4.1 that M 0 ⊕ E * = B(E, F ) where
We claim
By Theorem 1.2 and the equivalence of the conditions (i) and (vi) in Theorem 1.1,
Then by Theorem 1.2 and the equivalence of the conditions (i) and (vi) in Theorem 1.1, we conclude
This proves
We now see that (D, W, B(E, F )) at A is a local coordinate chart of B(E, F ) satis-
Next to show that F is smooth submanifold in B(E, F ). Let
So far we conclude F is smooth submanifold in B(E, F ).
In the same way as the proof of the conclusion D(F ∩ W ) = M 0 ∩ D(W ) in the above, we also have
is smooth diffeomorphism when F ∩ W ∩ W 1 = ϕ. This proves that F is smooth submanifold in B(E, F ). Finally go to show that F is tangent to M (X) at any X in F. Let T (X) denote the tangent space of F at X defined by the right hand of (2.1). It is proved in the above that for any A ∈ F there are the neighborhood W at A, the subspace E A i.e., E * , and the diffeomorphism D from W onto D(W ) satisfying
By the similar way to the proof the equality ϕ ′ (x)M (x) = E 0 ∀x ∈ S ∩ U 0 in Theorem 2.1, one can prove
Therefore F is tangent to M (X) at any X ∈ F since A is arbitrary operator in F. Then proof ends. .
These results seem to be meaningful for differential topology, global analysis and the geometrical method in differential equations (see [Abr] , [An] , [Caf] and [Bo] ). 
Go to the claim (v)⇔(vi). Assume that (vi) holds. We have for any h ∈ N (A), there exists g ∈ R(A + ) such that C −1
So h − g ∈ N (T ) and satisfies (I E − A + A)(h − g) = h. This shows that (v) holds. Conversely, assume that (v) holds. Then we have for any h ∈ N (A), there exists g ∈ N (T ) such that h = (I E − A + A)g, and so, C −1 Assume that the condition R(T ) ∩ N (A + ) = {0} holds for T ∈ V (A, A + ). By (ii) in Theorem 1.1, T has a generalized inverse B with N (B) = N (A + ) and R(B) = R(A + ), so that
Hereby one observes that when A belongs to any one of F k , Φ m,n , Φ m,∞ and Φ ∞,n , T belongs to the corresponding class for A.
Conversely, assume that T belong to any one of F k , Φ m,n , Φ m,∞ and Φ ∞,n . By
A (A + , T )A + satisfies BT B = B. Thus B and T bear two projections P 1 = BT and P 2 = T B. Indeed, P 2 1 = BT BT = BT = P 1 , and P 2 2 = T BT B = T B = P 2 . It is clear that T is double splitting, say that T + is a generalized inverse of T . Since N (B) = N (A + ),
We next claim
Obviously, R(P 1 ) ⊂ R(B) = R(A + ). On the other hand, by C −1
So R(P 1 ) = R(A + ).
Obviously,
Thus we have
where E * = {e ∈ R(T + ) : T e ∈ N (A + )}.
We now are in the position to end the proof.
Assume that T ∈ V (A, A + ) satisfies rankT =rankA < ∞.
By (2)
so that dimR(T A + )(= dimR(A)) = dimR(T ) < ∞.
By (3) and ( Assume that T ∈ V (A, A + ) satisfies codimR(T ) = codimR(A) < ∞, and both N (T ), N (A) are splitting in E. Go to show R(T ) ∩ N (A + ) = {0}. By (2) and (3)
Then dim(T E * ⊕ N (T + )) =dimN (A + ) < ∞, while by the assumption for A and T , dimT (E * ) = 0. So R(T ) ∩ N (A + ) = {0}.
Assume that T ∈ V (A, A + ) satisfies dimN (T ) = dimN (A) < ∞, and both R(T ), R(A) and splitting in F . According to (3), we have
Hence dim (E * ⊕ N (T )) =dimN (A) < ∞. Then by the assumption for A and T , dimE * = 0, so that R(T ) ∩ N (A + ) = {0}. So far Theorem 1.2 is proved.
3 The Proof of Theorem 1.3
Let A + and A ⊕ be two generalized inverses of A. We first go to show the result as follows, let S = {T ∈ V (A, Assume that x 0 is a locally fine point of T x . Let T + 0 is an arbitrary generalized inverse of T 0 = T x 0 . Since T x is continuous at x 0 , we can have neighborhood U 0 at x 0 satisfying that U 0 ⊂ {x ∈ X : T x − T 0 < T x T x for x ∈ U 0 and P 0 = I E − T + 0 T 0 . Obversely R(P x ) = N (T x ) and R(P 0 ) = N (T 0 ) Let V 0 = {x ∈ U 0 : P x − P 0 < 1} ∩ {x ∈ U 0 : T x − T 0 < T + 0 −1 }. Since both T x , P x are continuous at x 0 , V 0 is a neighborhood at x 0 . Due to P x − P 0 < 1, ∀x ∈ V 0 , P 0 N (T x ) = N (T 0 ) (see [Ka] ) i.e., (I E − T 
