The increasing significance of RNAs in transcriptional or post-transcriptional gene regulation processes has generated considerable interest towards the prediction of RNA folding and its sensitivity to environmental factors. We use Boltzmann-weighted sampling to generate RNA secondary structures, which are used to characterize the energy landscape, via the distributions of energies and base-pair distances. Depending upon the length of an RNA, the number of sequences investigated, and the sample size of generated structures -generating and analyzing sufficient samples can be computationally challenging. We introduce and develop a lightweight and extensible runtime environment that is effective across a range of RNA sizes and other parameters, as well as over a range of infrastructure -from traditional HPC grids to clouds, without requiring any changes at the application or user level. The Adaptive Distributed Application Management System (ADAMS) is built upon an extensbile and interoperable pilot-job and supports the concurrent execution of a broad range of task sizes across a range of infrastructure. We use ADAMS to investigate the folding energy landscape for two RNA systems of different sizes: a set of S-adenosyl methionine (SAM) binding RNA sequences known as SAM-I riboswitches and the S gene of the Bovine Corona Virus (BCoV) RNA genome that comprises 4092 nucleotides. Results of the energy and base-pair distance distributions suggest different energy landscapes, implying different folding dynamics. With obtained results, we demonstrated the possibility of utilizing this protocol to explore microscopic origins for reported sequence-dependent variation of binding affinity and gene expression in the two RNA systems.
INTRODUCTION
RNAs are critically involved in many biological processes in living cells [1, 2, 3, 4] . Understanding how an RNA functions is directly connected to the understanding of its folding as well as interactions with other molecules [5, 6, 7, 8] . In some cases, the well defined 3-D structures determined by X-ray diffraction provide great insight regarding the biological function and mechanisms [9, 10, 11, 12] . However, there is mounting evidence that the complex mechanisms of RNAs are better understood when structural information on various alternative conformers or states as well as on dynamical transitions among them are considered [9, 12, 13, 14] .
In recent years, there has been an explosion of reports on newly identified structured RNAs including many non-coding (nc) RNAs. These RNAs are found to play significant roles in various gene regulation mechanisms [2, 1, 3, 15, 4] . The functions of these RNAs are often associated with complicated structure formation, for example through the folding process occurring in response to binding a metabolite or complex formation with other proteins or nucleotides. These findings underscore the importance of multiple folding pathways exhibited by an ensemble of structures [16, 17, 18, 13, 19, 20] . In such cases, the energy landscape perspective, in which the statistical description of an ensemble of structures is the main idea, may provide physical insights for RNA folding or complex formation [21, 22, 23, 24, 19, 25] .
A good example of a class of the nc-RNAs that exhibit com-plex structural organization is the RNA riboswitch [26, 27, 28, 29, 17] . This RNA system is found in the untranslated region up-stream of mRNA of a target gene, mostly in bacterial systems. It adopts alternative folding structures in response to pertinent metabolite binding. The consequence of this structural organization eventually triggers the on or off state in a downstream region, called the expression domain, resulting in regulation of target gene transcription or translation. A number of studies have been devoted to understanding riboswitch mechanisms and to various applications including drug discovery [30, 31] . In previous work [32] , we investigated the SAM-I riboswitch RNA with atomistic molecular dynamics simulations for its SAM-bound folded state. From these simulations we proposed hypotheses for how SAM binding affects the stability of the folded state as well as for the folding mechanism. Interestingly, Henkin et al observed variation of gene regulation efficiency as well as binding affinity among a series of SAM-I riboswitch sequences [33] . An intriguing question raised by their experimental data is whether the variability in binding affinity is correlated in differences of the folding energy landscapes of different sequences. The simple rationale behind this question is that the forward binding rate could be affected by the distribution of an ensemble of structures. The population of certain secondary structures that better accommodate metabolite-binding would affect the forward binding rate. In a slightly different context, a recent study demonstrated the importance of multiple pathways in RNA hairpin formation, showing changes in relative contributions with such pathways as different experimental probes are used [13] .
On the other hand, folding of an entire RNA genome or a part of the entire genome is an important subject for certain biological studies [34, 35] . One example is the recent experimental observation from gene expression studies of Bovine Corona Virus (BCoV) genome [36] . Kousoulas et al found that the codon-optimized sequence of the S gene that comprises 4092 nucleotides (nts) successfully expressed the pertinent Spike glycoprotein but the original RNA sequence did not allow gene expression under the same experimental condition [36, 37] . One immediate question, therefore, is whether the structure formation with the original sequence differs from that predicted for the codon-optimized sequence. This question arises due to the possibility that locally formed secondary structures could affect translation processes, and we pursue the answer by comparing the energy landscapes.
Motivated by these biological questions in the context of two RNA systems, the SAM-I riboswitch and the BCoV S gene, we carried out comparative studies for related sequences with the aim of characterizing differences in ruggedness of energy landscapes. The energy landscape point of view has been successfully applied to explain protein folding or misfolding, and has used the Random Energy Model (REM) [21, 22] , which interprets the energy distribution or parameters representing the correlated nature of the energy landscape as indicators of the energy landscape ruggedness [38] . With RNAs, we propose to use base-pair distance as a measure of the correlated energy landscape that has been used for a measure of similarity between two secondary structures predicted from a sequence. Our strategy to explore the energy landscape consists of sampling secondary structures and the subsequent calculation of the distribution of energies as well as base-pair distances. The first step is illustrated schematically in Fig. 1 .
In this study, we consider structure information in terms of secondary structures [39, 40, 41, 42, 43, 44] . Along with others, Zuker and Stiegler [45] suggested an efficient way to predict a minimum free energy (MFE) structure utilizing dynamic programming. Subsequently, Zuker, Turner and their coworkers [46, 47] reported experimentally determined thermodynamic parameters based on the nearest-neighbor energy model and used them for the MFE calculation (see the ref. [39] and references therein). On the other hand, McCaskill [43] introduced a dynamic programming algorithm for the calculation of the partition function. Note that, unlike the MFE approach, the partition function approach does not predict a single or a set of secondary structure, but the partition function is a primary quantity for thermodynamic properties that can be measured from experiments and theoretical calculations. At this moment, RNA folding predictions using the two approaches are available through various packages [42, 48, 44, 39] . Notably, Ding and coworkers introduced Sfold recently and the package proposed a means of Boltzmann-weighted sampling utilizing the partition function calculation [48] .
In this work, we employed Sfold for sampling of a Boltzmannweighted ensemble of secondary structures. Furthermore, we proceed to utilize the sampled structures to characterize the pertinent energy landscape. The energy landscape perspective is a theoretical departure from the approaches relying upon a MFE structure or a small set of representative structures around the MFE structure, providing a more rigorous description of a dynamic, polymorphic system than MFE [23] .
Many challenges remain in the computational investigation of RNA folding dynamics. The challenges can be divided in two categories: the first is associated with the computational cost resulting from the complexity of required computation, and the other is related to the effective and efficient execution of the resulting scientific computation for a range of input sizes. To address these challenges, we implement the ability to execute concurrent tasks for sampling and anal-ysis phases. We employ an efficient runtime environment ADAMS -a lightweight application management system that has been developed for supporting dynamic execution of a set of tasks comprising a scientific workflow. ADAMS can support a range of execution modes, task sizes and types -including high-throughput of highly-parallel tasks, many task computing (MTC) and simple parameter sweeps. It is important to establish that our approach enables all of these task types to seamlessly utilize resources irrespective of whether they are logically or physically distributed [49] .
We have previously reported on the development of a runtime environment for DARE tasks for sampling of 3-D structures using atomistic Molecular Dynamics simulations [49] . ADAMS is built upon Simple API for Grid Applications (SAGA) and its pilot-job abstraction SAGA-BigJob [50] . Although distributed federated HPC grids have been traditionally the primary computing resources employed, the underlying technology has been employed on a range of cloud systems [51] Therefore, from a cyber-infrastructure perspective this work represents an important extension by demonstrating the capability of the SAGA-BigJob to support heterogenous & ordered phases of a scientific problem. However, the critical contribution of this work is the application of advances in cyberinfrastructure to make progress towards the general purpose solution of well-defined biological problem for a wide-range of input sizes. We note that two RNA systems, the SAM-I riboswitch and S gene of BCoV, difer in size, the number of sequences of interest and show different biological complexity and computational costs and thus widely-different time-to-solutions. This paper is organized as follows. In Section 2, we describe methods including information about RNA sequences that we investigate here and the two measures for characterizing the energy landscape ruggedness. Section 3 describes computational challenges with respect to the computational complexity associated with exploring RNA folding energy landscape, strategies for concurrent execution of many tasks, and the overall structure of ADAMS. In section 4, we present results establishing the effectiveness of our approach and analyzing scientific results obtained as a consequence. Discussions and concluding remarks are presented in section 5 and section 6, respectively.
METHODS 2.1 RNA Sequences
The two RNA systems investigated in this work are summarized in Table 1 . Eight SAM-I riboswitch sequences are chosen from the work recently reported by Henkin et al [33] . To match the experimental set-up for binding affinities, all 8 sequences of SAM-I riboswitches are constructed to contain the region from the Anti-Anti-Terminator (AAT) element (which binds a metabolite, S-adenosyl methionine (SAM)) but its 3'-end stops just before the Termination (T) element. Consequently, the entire expression domain is not included, and thus the termination efficiency is not investigated here. Note that in spite of variations with each sequence, all sequences function intrinsically as a SAM-I riboswitch but exhibit the natural variability in binding constant.
The other RNA system is the S gene region of Bovine Corona Viral Genome. Two different sequences are investigated in The probability of a secondary structure, Ii, of a sequence, S = r1r2...rN (rα = A, U, G, C, α = 1, ..., N ), in the Boltzmann Ensemble is given as:
, kB is Boltzmann's constant, and E(Ii) is the energy of a secondary structure Ii. Z(N, T ) is the partition function defined as
The general idea for the dynamic programming used for MFE RNA secondary structure and a simple example for its connection to an energy calculation can be found in the reference [40] . Generally, the partition function can be calculated if all secondary structures are known, but obtaining all possible secondary structures is a formidable task even with a moderate size of a sequence [23] . However, thanks to McCaskill's algorithm [43] , the partition function, in case of the simple model of Turner and Zuker that is employed in this work [39] , can be calculated efficiently through a dynamic programming algorithm similar to one used for MFE structure prediction.
Exploiting the idea of McCaskill's partition function algorithm, Ding and Lawrence proposed the Bolzmann Ensemble sampling scheme [52] . The algorithm is available in the Srna module of the Sfold package [48] . In the module, the first stage calculates the partition function, and then the second stage samples secondary structures by calculating the probability of a new sampled structure with the value of the partition function (see Eqn. 1). The detailed scheme on generating trial structures can be found in Ref. [52] . All sampling results presented in this work are obtained at 37
• C. Taken together, we construct the energy landscape by utilizing a Boltzmann-weighted sampling at a given temperature.
Figure 2: Schematic for a workflow comprising steps for sampling and analysis. During the sampling step,
Step I, a set of secondary structures calculations generates a sampling of the energy landscape (sampled structures). Calculation of statistical measures with base-pair distance and energy take place subsequently during
Step II.
Energy Landscape Ruggedness: Energy Distribution and Base-pair Distance Distribution
Once sampling of structures is carried out, various statistical analyses are applied on the sampled structures (see Fig. 2 ). Results of these statistical analyses, are used for verifying quality of sampling, but more importantly are used for characterizing the energy landscape. In this work, we focus on two statistical measures -the distribution of energies and base-pair distances, which are computed using in-house python-based scripts. The definition of the base-pair distance from IA to IB, used in this work, is the number of base pairs that exists in IA, but not in IB. The computational cost of the former (calculation of the distribution of energies) is low given the output of the sampling process. A calculation of the distribution of base-pair distances is relatively costlier, as discussed below.
DESIGNING AND DEVELOPING CYBER-INFRASTRUCTURE TO EXPLORE RNA ENERGY LANDSCAPE

Analysing the Computational Complexity of Exploring the RNA Energy Landscape
We examine the computational cost dependence on the various parameters in order to understand the computational challenges. The parameters that characterize the computational complexity are: (i) the number of RNA sequences (M ), (ii) the number of nucleotides in each RNA sequence (Na where a = 1, ..., M ), and (iii) the number of structures to be sampled Ω (for each sequence).
The first step of sampling of secondary structures, termed
Step I, is carried out with an external standalone package (Sfold). Sfold has two internal stages for sampling that differ in parameter dependency and can not separately executed, limiting the achievable scaling with the parallel strategy that focuses on the parallel execution of the second stage. We will analyze these aspects later in the results section. The time 
(3) where fa and ga are constants that represent times for relevant unit tasks, and the summation is over the different RNA sequences. Here, we assume that i) McCaskill's algorithm for the partition function requires O(Na 3 ), and ii) the sampling step after calculating the partition function requires O(Ω) × O(Na). Note that additional parameters,ΘI i (i = 1, 2, ...Ω) that represent the numbers of base pairs formed in each secondary structure, should be considered, but we ignore them for simplicity as these are complicated variables dependent on N as well as a structure Ii (i = 1, 2, ..., Ω) and unknown until the secondary structures are sampled from
Step I. Insight into the contribution regarding Θ can be obtained from data shown in Table 2 : statistics for the number of base pairs formed in each sampled structure are presented. First of all, while among SAM-I riboswitches, no significant pattern is indicated, two S gene sequences (II-A, II-B) differ in the mean values. That is because the codon-optimization changes the base pairing due to different codons are used. In fact, such change is reflected in the energy distributions (Fig. 9 ) showing the overall shift of the distribution.
The computational cost of Step II (T II E ) -the analysis phase, is both more complicated and greater. The basepair distance calculation requires O(Ω 2 ) × O(Θ 2 ) -where Θ represents the number of base-pair in the structure, Ia,i. The calculation of base-pair distances for Ω sampled structures is composed of four loops; the outer two loops iterate over all structures, i.e., taking Ω × (Ω − 1) iterations, and two inner iterations are applied for base-pairs found in two different structures.
As show in Fig. 3 and Fig. 4 , a larger sample size decreases the statistical noise, thus establishing a dependence on Ω. Lower energy states are critically important in determining the final stages of folding dynamics [21, 22] . These lowenergy states (left-side on the x-axis) are difficult to sample sufficiently, i.e., are sensitivie to noise and thus to lower sample counts. Thus greater sampling of structures is required for accurate statistics.
It is important to note that increasing Ω poses a challenge, as in some cases there is a unpredictable yet very dramatic increase in the computational cost of the subsequent steps of analysis. For example, in our case, the base-pair distance calculation takes a significantly longer time as Ω increases; this is shown in Table 5 . The unpredictable yet large variation in execution time needs to be addressed by making the execution environment adaptieve. Figure 4 : Quality of obtained histograms for energy distributions that depends on the number of sampled structure. Two histograms using different number of sampling size, Ω for Seq. II-A and II-B are respectively compared. As for M , a simple reason to account for large M is because of ever-growing genomic data. For example, approximately a 1000 SAM-I riboswitches were identified with the Rfam database [53] , and it is not surprising to see the number continuing to grow quickly. Another reason is related to the nature or RNA. RNAs are involved in many gene regulation mechanisms and particularly with transcription or translation stages, meaning the significance of length dependent folding behavior as transcribed or translated [54] and thus requiring investigation of many sequences that varies in length but differ only with additionally added residues. N is the parameter that is decided by the biological context. We will investigate the N -dependency on the computational complexity later while presenting our results.
Effective Execution of Many-Stage Concurrent Multiple Tasks
Our strategy for exploring the RNA folding energy landscape combines the sampling and the analysis stages (Fig. 2) . Each stage represents a scientific calculation that is carried out by a stand alone program such as Srna or analysesscripts. Better performance as measured by lower time-tosolution (TTS) is achieved via the orchestration of multiple tasks and by the exploitation of concurrent task execution.
The concurrent execution of multiple tasks is accomplished by dividing a scientific calculation of each step into many parallel runs. For example, in
Step I, multiple SFold instances are executed by assigning each instance a number of sampled structures -N/P , where P is the number of concurrent tasks/runs to be used. Similarly in Step II, the base-pair distance calculation is executed concurrently with P tasks. The concurrent execution of multiple tasks strategy utilizes the fact that the calculation of base-pair distance among Ω sampled structures is composed of four loops; the outer two loops iterate over all structures, i.e., taking Ω×(Ω−1) iterations and two inner iterations are applied for base-pairs found in two different structures. Therefore, each parallel run for
Step II (base-pair distance calculation) computes Ω/P iteration of the outermost loop while the three inner loops are intact. While these simple parallel strategies help to decrease time-to-solution at each step, the orchestration or the concurrent execution of many tasks are managed by the runtime environment (ADAMS). The primary design goal of ADAMS is to support the twostage pipeline. A schematic for how ADAMS manages the jobs is illustrated in Fig. 5 . ADAMS aims to provide a runtime environment for executing scientific applications for a broad range of physical model sizes without actually having to change or tune the enviroment. Further, architec- The ability to utilize multiple, distinct and heteregenous distributed computing resources represents a critical objective of achieving efficient execution of a target application. ADAMS supports the concurrent execution of multiple tasks by executing individual tasks in an adaptive manner by monitoring the dynamic resource conditions.
Computing resources
The High Performance Computing (HPC) machines utilized in this work are summarized in 
RESULTS
Performance Analysis
We present benchmark results that underscore the efficacy of the ADAMS runtime environment. To this end, we compare the results using ADAMS with the "conventional mode" for executing an application. The conventional mode represents the situation without a runtime environment, and thus relies on the straightforward execution of a target application as a single task submitted to one specified machine.
For submission to a typical multi-user HPC system, the total time-to-solution, Ttts for completing a scientific application is composed of two components, the queuing waiting time (TQ) and the actual execution time (TE):
For the following discussions, we ignore time for communication including file transfer since its contribution to timeto-solution is insignificant. TE is further decomposed into two components, T I E and T II E , as shown in Fig. 2 .
In previous works, we demonstrated the benefits of an interoperable and extensible pilot-job implementation (SAGABigJob) for the multi-physics (CFD/MD) applications [55] and Replica Exchange Molecular Dynamics (REMD) [49] . Both of these applications are examples of loosely coupled applications due to the fact that each sub-task are essentially independent, in that they do not require the use of MPI. We demonstrated that the use of multiple pilot-jobs running concurrently on multiple distinct resources, but coordinated and working towards a single problem instance has significant perfomance (as measured by lowered time-tosolution) advantages. The pilot-job approach reduces both TQ and TE.
The Case for Scaling-Out
The queue wait time is unavoidable on multi-user HPC systems due to scheduling systems, such as PBS. Conventionally, each application task encounters a wait time whenever submitted to a computer system. In contrast, an ADAMSbased runtime environment reduces multiple task waiting on a queue, to a single instance of queuing -since all tasks comprising are now executed as sub-tasks of the larger pilotjob abstraction (SAGA-BigJob) -and thus amenable to efficient execution using adaptive resource management and monitoring mechanisms.
Measured queue wait-times during two different time windows (separated by 24 hour interval) are presented in Table 4 . We conducted the measurements twice to examine the impact of different loads on the targeted HPC systems that fluctuates with time. Also, we assume that the conventional execution mode uses one machine and the ADAMS-based execution mode utilize multiple machines. Three small LONI clusters are used for this test. The ADAMS-based execution requests three SAGA-BigJobs for three machines, and TQ is measured as the time when the first BigJob identified by ADAMS executes (goes through the queueing system). As shown in Table 4 , TQ is lower when using three machines; this result is not surprising, since the utilization of multiple resources is an effective way if there is a runtime environment that enables dynamical resource assignment using resource monitoring. As shown in previous work [55, 49] , subsequent BigJobs that go through the queing-system after the first BigJob, can also be utilized by dynamically re-assigning tasks to them, thus loering the time-to-solution further.
To facilitate a comparision of the conventional mode to the ADAMS-based approach we discuss our observations while gathering the second data set of Table 4 . One of machines used for this data-set -Poseidon was heavily loaded and it took 236 minutes in the queue before running a BigJob. In other words, without resource monitoring and flexible execution, TQ would be higher. In Table 4 , results for the large Teragrid machine (Ranger) is compared to results using the LONI clusters. While the LONI clusters have the same architecture as well as system-wide configurations and are connected with the state-wide fast optical network, Ranger differs in many ways from the LONI systems we used in this study. Therefore it is likely to respond slow with a larger fluctuation in time as indicated. In fact, the utilization of Ranger represents an example of the cases with machines that is hard to be utilized due to different system-wide configurations. The result demonstrates the practical use of a large cluster with which the overall time-to-solution can be decreased through opportunistic decision and supporting of dynamic execution of tasks comprising the entire workflow. On the other hand, efficient execution to reduce TE is enabled by supporting the concurrent execution of multiple tasks as described in the previous section. According to Table 5, the potential scaling-up varies for each step against the conventional mode -whereby the conventional mode is assumed to be a serial run since the target applications for two steps are serial applications. The results present the cases for SAM-I and S gene, respectively which is useful to estimate the computing cost depending on the size of system. Noticeably, the base-pair distance calculation are costly when non-concurrent implementations are executed. For example, sampling 10000 times for S gene using the conventional mode is expected to be considerably long, given that it takes 15 hours for sampling 1000 times.
Overall, the scaling for Step I is modest, mostly due to limitations of using the stand-alone (and monolithic) Sfold program. Currently, Sfold is available as an executable in which the partition function calculation and the subsequent sampling process are not separable; this limits the potential solutions for better performance. Possible future solutions and ideas include implementing parallelization of the partition function calculation, or incorporating a strategy in which the partition function calculation is carried out once and used for the subsequent sampling phase. On the contrary, the scaling for
Step II is greater due to the ability to execute multiple, concurrent instances of a target application.
Performance Dependency on Sequence Length
We investigate the N -dependency for each step of our twostep applications, the results of which are shown in Fig. 6 . These results validate our model for the computational complexity as presented in Eqn. 3. Furthermore they provide motivation for a general purpose, extensible infrastructure The computational cost is expected to grow significantly as N increases. As suggested by Eqn. 3, the N -dependency of
Step I and Step II is expected to be complex and different. Results using the conventional execution in Fig. 6(a), (b) , and (c) show slightly different behavior as N increases. For example, as implied by the result in Fig.6(c) , using a simple conventional implementations for base-pair calculations, for many sequences and large Ω, will be infeasible. But overall, the results shown in Fig.6 suggest better performance for ADAMS-based execution. Specifically the computationally demanding Step II (base-pair distance) calculations scales well due to the abilty to execute concurrent tasks using ADAMS over multiple resources, whilst the less computationally demanding Step I is not influenced as much by the ability to execute concurrently. The underlying reason for better scaling with Step II becomes evident with the results in Fig. 6(c) . As seen in Eqn. 3, this calculation is suitable for task parallelization.
Therefore, results in Fig. 6 show not only the efficacy of ADAMS for scaling, particularly with Step II, but also provide the insight into the computational complexity that is reflected in benchmark results. Taken together, algorithmic advances with the ability to execute many concurrent tasks over multiple resources and adapt to variable workloads has important performance advantages. Step II. RNA sequences with a varying size of the number of nucleotides, N, are generated from Seq. II-B by taking a part of the sequence that starts from the first residue. Conventional execution mode with a single serial job is compared to ADAMS-based execution modes for which 10 or 25 parallel runs are executed at the same time. (a) Step I for 1000 structure sampling, whilst (b) Step I for 10000, and (c) Step II for base-pair distance calculation with 1000 sampled structures are presented.
Energy Landscape characteristics via the two measures
Variability of SAM-I sequences
According to calculated results, the energy distributions (Fig. 7) and the base-pair distributions (Fig. 9 ) of the eight SAM-I riboswitches are observed with different shapes, locations of peaks, and the range of values. The energy distributions show the distinctive asymmetric shape with more population of states close to the lowest energy state. In fact, according to the REM theory, a zeroth order approximation predicts a Gaussian distribution of the distribution of energies, and thus the results appear to suggest that these RNA sequences To some extent, the energy distribution itself explains the variability among sequences and characteristic features. For example, Seq. I-G and two other sequence, I-C and I-F, result in distributions that have considerably populated lower energy states in the vicinity of the lowest energy state. On the other hand, other sequences are found with somewhat modest increment of number of states from the lowest energy state. The low energy states are considered to be important for the folding dynamics into the native state that is generally located around the lowest energy state or itself [21, 23] . More clear understanding on the roles of those states should be attempted with their connectivity. In that sense, the base-pair distribution provides additional information on the energy landscape. For instance, while energy states of Seq. I-A, I-C, and I-F are similarly distributed resulting much overlaps, corresponding base-pair distributions clearly reveal that they are distinctive different in terms of similarity or connectivity. Overall, the eight SAM-I sequences are expected to explore different folding dynamics along with different energy landscapes. 
S gene region: Original vs. Codon-optimized
The two energy distributions corresponding to II-A and II-B are energetically separated since the overall G-C pairs and A-T pairs are changed due to the codon-optimization process. The energy distributions for the longer S gene sequences (Fig. 9) show a Gaussian-like shape, in contrast to shorter SAM-I riboswitch sequences (Fig. 7) , indicating that the zeroth approximated theory of REM can be applied for this system [21] . Therefore, the observed slight difference in the shape of the distribution, in particular resulting in different widths can be used for arguing different ruggedness of the energy landscapes. Figure 9 : Energy distributions of sampled secondary structures of the two S gene sequences. 10000 structures generated by Boltzmann sampling are used.
However, it is the base-pair distributions that reveal somewhat striking difference between two S gene sequences. As shown in Fig. 10 , a bimodal distribution is observed for the original sequence, but not for the optimized one, suggesting that the energy landscapes can be characteristically different in connectivity among sampled structures. The energy landscape perspective is a theoretical paradigm to understand complicated dynamics and interactions of macromolecular systems occurring on a multi-dimensional potential energy landscape [23, 22, 58, 59, 60] . Among many theoretical approaches embracing the perspective, the energy landscape theory of protein folding introduced by Wolynes and coworkers adopts the Random Energy Model (REM), the theory developed by Derrida for the spin-glass system [21, 61, 22] . The theory attempts a statistical mechanical treatment of the folding process, resulting in the theoretical conclusion that protein folding is the organization of an ensemble of structures on the rugged funnel-like energy landscape [21, 22] . As shown in the seminal work of Bryngelson and Wolynes for protein folding [61] , in the simplest zeroth order approximation, the overall density of states is a Gaussian distribution. Consequently, the distribution of thermally weighted probabilities at a given temperature, i.e. Boltzmann ensemble of structures, also becomes a Gaussian distribution. In this simplest case, the ruggedness of the energy landscape is thus reflected in the fluctuation in the energy in the density of states, the width of a Gaussian distribution. A variant of REM, called the generalized REM (GREM) has been suggested for a better understanding of complicated folding energy landscapes. The key idea of this new approach is to incorporate the correlation among states [21, 38] . For example, according to GREM, the distribution of connected neighbors is considered as the critical component instead of the distribution of all states, i.e. the density of states. Therefore, the ruggedness is now interpreted in terms of the connectivity among states the system can visit in configuration space.
We propose that the base-pair distance, widely used as a measure of similarity between structures predicted from the same sequence [44] , could be used as a measure of correlation or connectivity between two sampled structures. In other words, a base-pair distance from a structure Ia to another structure I b is somehow linked to the enthalpic contribution of the activated barrier, since it corresponds to the number of base pairs to be broken for a potential transition pathway. Of course, the transition itself would be a multi-step process involving multiple pathways, but the base-pair distance would be a good quantity to estimate the proximity of two structures in terms of activation barrier for the transition [62, 13] . Interestingly, the importance of the Boltzmann weighted neighbor distribution was suggested by Clote and coworkers for RNA secondary structure prediction [63] .
Energy Landscapes of SAM-I riboswitches and two S gene RNAs
According to our results, SAM-I riboswitches of the size of approximately 100 nts do not produce a Gaussian-like distribution with secondary structures obtained with Boltzmannweighted sampling (Fig. 7) , suggesting a caution for applying the REM theory for this size of systems. The breakdown of the REM with this small system, in fact, is not surprising. REM assumes the overall interactions is a sum of random interactions arising from local regions. In SAM-I riboswitches, an interaction arising from a local region is likely to be coupled with interactions of other regions. For example, local hairpin formation in one region could affect secondary structure formation occurring in other region. Indeed, in the AAT element, a complex 3-D structure is stabilized by interactions from four helical segments linked by a four way junction and long range tertiary interactions such as the formation of Pseudoknot as revealed by X-ray experiment [64] and our atomistic simulation study [32] .
Interestingly, the long S gene sequences produce Gaussianlike energy distributions (Fig. 9 ). The REM therefore seems appropriate for this size of RNA. While the two different energy distributions of S gene RNAs are indicative of differing ruggedness for their folding energy landscape as shown, for example, via different widths, a more striking observation is the bimodal character of the base-pair distribution for the original S gene sequence (Fig. 10) . One possible argument is that such a bimodal distribution, in particular with the additional peak at about 600, suggests the existence of large free energy barriers between groups of clusters, resulting in kinetic trapping. In contrast, the codonoptimized sequence would avoid kinetic trapping by finding the pathways with lower energy barrier requiring fewer base pair rearrangement. We observe distinct energy landscapes for each of eight SAM-I sequences for which experimental functional variability has been reported [33] . Our results can be further examined for more precise connection to the experimental findings. While each of eight sequences function intrinsically as a SAM-I riboswitch [26, 33] , it is intriguing to understand how they manage to vary binding affinity as well as transcriptional termination efficiency. The implication of this variability for gene regulation mechanisms in living cells is of great importance, but poorly understood.
In this study, we found a part of clues for that quest for the variation of binding affinity. As a matter of fact, to estimate the binding affinity, or binding constant, the forward binding rate as well as the backward dissociation rate need to be considered together. The backward rate could be informed by using computational approaches such as Docking scores or Molecular Mechanics Possison Boltzmann Surface Area (MM-PBSA) method [65] . Note that these approaches aim to estimate the binding free energy, but due to large conformational changes, the estimate cannot reflect the initial unbound state properly. We have estimated binding free energy using MM-PBSA with atomistic MD simulations starting with the published X-ray structure (unpublished data).
With this study, we intended to scrutinize the forward binding process applying the energy landscape perspective. The underlying assumption is that if there are structures that accommodate a SAM binding more readily, the population of those structures could affect the overall forward rate. Therefore, it is intriguing that the energy distributions as well as base-pair distributions indicate differences in population distribution, but it is difficult to draw definitive conclusions without the backward rate.
In summary, variation in the energy landscape ruggedness was observed among the eight SAM-I sequences, which along with differing landscapes for two BCoV S gene sequence, suggests the usefulness of the energy landscape perspective.
Toward a Pipeline for RNA 3-D Folding Prediction
Our investigation carried out in this study found that the ADAMS-based runtime environment is useful for scientific discovery with its easy deployment, scale-out strategy, and adaptive execution of tasks composed of the entire workflow. Also, we demonstrated that ADAMS manages efficiently parallel execution of target applications employed for specific calculations in a non-intrusive way. However, limitations of the current implementation are also found, for example, with suboptimal scalability of Step I. Perhaps, a simple solution for better parallel performance with Step I is to separate the first stage of the partition function calculation from the second stage of sampling; the first stage is only carried out and its output is used for the parallelized sampling stage.
Another limitation of our current approach is that we consider only secondary structure information. Currently, we are developing a pipeline approach aimed at predicting RNA 3-D folding. The main idea is to combine the use of RNA folding energy landscape, as demonstrated in this work, with the 3-D conformational structure sampling. Atomistic simulations start with configurations that are generated by 3-D modeling with the secondary structures obtained with this work. The scheme is illustrated schematically (Fig 1) . After Boltzmann sampling of secondary structures, extensive atomic simulations are carried out to explore the starting basin of attractions or neighboring basins [66, 59] . This multi-resolution approach overcomes many difficulties raised when only the secondary structure prediction or only the atomistic simulations are applied. To this end, the development of a runtime environment efficiently managing Distributed Adaptive Replica Exchange (DARE) MD reported in the previous work [49] , is incorporated into the current ADAMS runtime environment, resulting an extended workflow comprising many components but not expecting any major challenges due to the lightweight, modular, and extensible ADAMS.
Related Work
There are several workflow tools that could in principle be used. However, due to the unique requirements of this problem most workflow tools/systems do not provide the flexibility or generality that is needed. For example, an effective solution to the RNA landscape problem requires the ability to utilize multiple heterogeneous resourcesâȂŞ as part of the same workflow, i.e., there is a great variation in the computational requirements between stages. Most workflow tools and systems are not designed for such variation. For example, Pegasus/DAGMan confines the execution to resources of small to intermediate tasks.
Additionally, different input models lead to different execution time requirements. This could lead to either longer time-to-solutions (i.e. variation in time), or could lead to different computational resources (i.e. variation in size of resource -from large-scale MPI to mid-level parallelism that fits onto a many-core processor). Once again, typical workflow systems/tools are not designed to support such variations with input. It should be noted that it may not always be easy to predict temporal variations in advance.
Our approach is more amenable to being programmatically specified and modified than traditional workflows; in this sense it is more like Swift, but provides explicit control and capability for distributed coordination and execution. A consequence of this is that our approach is dependent on a reliable and robust "distributed programming environment", the current lack of which makes the execution more onerous.
ADAMS, or more precisely the SAGA-based Pilot-Job is being extended for MapReduce tasks, including iterative MapReduce and MapReduce operating on dynamic data. This work will be published in the near future.
CONCLUDING REMARKS
The energy landscape perspective is a theoretical departure from approaches relying upon a minimum free energy (MFE) structure or a small set of representative structures around the MFE structure, and provides a more rigorous description of a dynamic, polymorphic system than MFE [23] . It can be argued that methods that use the energy landscape perspective, in which the statistical description of an ensemble of structures is the main idea, may provide physical insights for RNA folding or complex formation that are not possible otherwise. Our scientific aim is to understand and to validate the energy landscape as a model for RNA folding and metabolite-recognition. We show how to construct the RNA folding energy landscape with secondary structure sampling using a Boltzamann-weighted scheme. We establish that due to significant increase in computing cost as the size of sampling and sequence length, or the number of sequences of interest become larger, an efficient runtime environment is critically required. In response to this computational challeng and complex multi-stage requirements, we have implemented ADAMS -an inter-operable, adaptive, extensible and scalable runtime environment. We have demonstrated its ease-of-deployment, modular and lightweight architecture, seamless utilization of heterogeneous HPC computing resources, and its ability to support dynamic execution (using general-purpose pilot-jobs). As a consequnce of being able to explore the energy landscape of RNA folding -both effectively and efficiently, our understanding of structured RNAs is expected to significantly advance.
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