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1. はじめに
近年の製造業が置かれている環境は、市場における競争の激化や顧客の要求の多様化など、極め
て厳しいものとなっている。生産スケジューリング(productionscheduling ）はそのような状況下
において、市場の要望に可能な限り対応すべく日夜生産現場で行われている、製造業における根幹
的営みであり、ますますその重要性が増している。このような状況を反映し、近年従来にもまして
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スケジューリングに関する様々な研究が行われており、日本国 内においても活発な研究発表がなさ
れてい る[1][21(31[4已 それらにおいては、種々の問題に対する解決 が試 みられ、様 々な結果が報 告され
ている。
このようにスケジューリング問題 の多様化に対応して研究が広範 囲に渡 り様 夕な解法が提案され
る一方で、これらを体系的に整理することが、未解決な問題に対処する上で必要となっている。
本研究では、 スケジューリング問題に対する解法を構成する基本概念である 「コンポーネント」
を定義し、解法から「コンポーネント を抽出することによって、これらの解法を横断的に整理す
る枠組を提案す る。
2. スケジ ューリング問題と過去のスケジューリング研究に対するサーベイ2.1
スケジューリング問題
生産システムの運営では、様々なレベルの管理や運用政策が必要となるが、中でも短期的な側面
からの日々の統制では、スケジューリングが最も重要な概念となる。
「スケジューリング」という営みを端的に述べれば、「与えられた仕事を、その満たすべき条件を
守りつつ、生産システムの諸資源に割り付けること」とまとめることができる。ここでいう「仕
事」とは、なんらかの生産要求に対応する「ジョブ」であり、［資源］とは例えば加工機械や治工
具、作業者、その他ジョブを処理するために必要な「リソース」である。
上で言う「満たすべき条件」とは、一般に制約条件などと呼ばれるが、それは、
●対象としている生産システムがどのような性質を持っているか
・理論的問題か現実的問題か
などに大きく依存する。
すなわち、生産する製品が異れば、それを生産するシステム側の設備や生産方法が異ることは当
然であり、それに対応する「数理的な問題」、すなわち現実を何らかの形にモデル化した問題の制約
条件はその生産システムの特徴を反映したものとなり、極論すれば「現場の数だけ問題がある」と
言い換えることができる。
同時に、理論的問題か現実的問題かにも大きく依存する。上記の「どのような生産システムか」
という視点は、生産現場の形態を意識したものであるが、他方モデル化のプロセスで、現実の問題
の詳細をどこまで残してモデル化するかによヶて、数理モデルとしての問題の条件の多楡畦や複雑
さが異ってくる。たとえ現場のスケジューリング問題を扱うにせよ、「問題を解く」ためのモデル化
で何らかの要素の省略が伴わざるを得ず、現場の問題の条件全てを反映して直接的に解決すること
は非常に困難が伴う。
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その一方で、モデル化のプロセスにおいて各システムに特有な要素を可能な限 り排除し、元の問
題を極度に簡 素化し、一般化を指向した問題群が存在する。すなわちそれらが、 オペレーショソズ
・リサ ーチの組合せ最適化 分野で研究対象となっているスケジューリング問題、 具体的には、1 機
械問題、並列機械問題、フ13 ーショップ問題、ジョブショップ問題などであり(10K391、これらに対して
膨大な数の研究が存在する。現実に存在しているシステ ムに比べて極度に簡素化 されたこの種の問
題は、実際の現場 の問題の直接的解決のためとい うよりも、むしろ解法の理論的あるいは基礎的研
究の対象として位置付け られる。
2.2 スケジューリング問題に対する解法の従来の分類例
このようなスケジューリング問題に対しては様々なアプロ―チがあり、その分類法も多様である。
分類例の一つとして、黒m[42Iは、取り組みの観点から、
●OR （オペレーショソズ・リサーチ）的アプpi―チ
●AI （人工知能）的アプp ーチ
●マンマシンシステム・アプローチ
に分類している。特に、OR 的アプローチとAI 的アプローチは、スケジューリングに対する代表
的アプp ーチとして位置付けることができ、本稿では黒田[42］の分類に則って、これら二つについて
簡単に説明する。
OR 的アプローチ
黒 昨m によれば、OR 的 アプローチは「生産スケジューリング研究の端緒を開き、今日までそ の
発展を支える大きな役割を果たして来た］と位置付けられる。OR
におけるスケジ ューリング研究は膨大な数にのぼ り、本稿で説 明するまでもない。研究の幅
としては、理論的 モデルに対する研究から現実的なシステ ムに対する問題解決まで、ありとあらゆ
る研究が存在する。
その中で も最も端的な研究は先に述べた組合せ最適化におけ るス ケジ ューリ ング問題であ り、
ジョブシ ョップス ケジ ュ ーリング問題 は、過去25 年に 渡 って最 適 に 解 け な か ったFisherandThompson
の10 ×10 （10 ジa ブ10 機械）問題[24]がCarlierandPinson"'' に よって最適に解かれたこと
や同様のベ ンチマ ーク問題の最良解か更新されることが話題になるな ど、組合せ最適化問題におい
ても最も難しい領域に属す が8][231
総じて、組合せ最 適化 の視点からのスケジューリング問題に対す る教科書的な書物（Conwayetal
呻、Baker ≒French'"" 、Pinedo 、Brucker 呂他多数）や概論的な論文は多数あ り、数多くの具体
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的な問題に対する研究や知見の蓄積がなされている。
一方で、純粋な組合せ最適化問題としての理論的側面を追求しすぎたため、数理モデルに対する
解法は存在するものの、実際にそれが役に立っているのか分からないという現状も指摘されてい
る慌 このような現実に対しては、例えばMaccarth 戸^の^ように、研究の現況と現場のスケジューリ
ング問題のギャップを指摘し、研究のあり方や方向性に対し示唆を与えるものもある。
AI 的アプローチ
黒田゛によれば、AI （人工知能）的アプロ―チは「人間が持っている特定の問題領域に関する
知識をシステムに与え、それを用いて問題解決を自動的あるいは半自動的に行う方法」である。同
時に、「OR が数学的枠組内での最適化」を指向するのに対して、AT は「目的達成指向」的とも指
摘している。目的を達成するための専門家の知識、換言すればヒrL リスティクスを知識ベースと
して保存し、これを用いて専門家と同じ判断を与えるのがエキスパートシステムであり凧 エキス
パートシステムは人工知能分野で最も広く実用化されているものの一つである。AT
関係のサーベイとしては、Atabakhsh べ 宮下[3e][3T]がある。
2 ．3 従来の流れの整理
このような現状に対して、スケジューリング問題や解法、理論に対する様々なサーベイが存在す
る。先に挙げた黒田[42]の他にも、Graves'"'、Rodammeretal.[281 、Buxey["]、Parunak[ 已 藤本[46]、木
瀬[51ぺ茨木[33]などがある。これらは、あ る枠組からのスケジ ューリング問題、あ るいは解法の分類が
主である。また、スケジューリング問題の記号的分類法としては、Graham[16]の表記が有名である。
しかし現実的には、Graham に よるスケジューリング問題の分類 法ではカバ ーできな い程、現状
の生産スケジ ューリング問題は多様化し、さらに実用的な分類や 不ケジューリソダの解法の特徴に
応じた分類の提案[50]もあるが、これで問題や解法を完全にカバーできるとは限らないことが往々に
してある／
このような現状には、 以下のような背景があると考えられる。
問題の定義の 複雑化 理論的問題は定義が比較的に簡単だが、現実を背景に持つ問題や現場の問題
は定義そ のものが複雑であ り、Graham の分類法のような記号に よる表現には限界がある／
複合的要素を持つ解法の存在 問題の複雑化や大規模化によって、かならずしも単一の解法の枠組
だけを用いるのではなく、ある部分に関しては何らかの解法、別の部分は他の解法、あるいは
ハイブ リッド的に手法と手法を組合せて構成される解法の存在が、単純に「○○解法」 と言い
切れなくしている。
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取り組みの観点の違いによって生じる根底的思想の相違 同一問題を扱うにせよ、取り組みの観点
の間には前述のような本来の思想の違いがある。また、例えばOR の枠内にも厳密解法、
ヒューリステイック解法、メタ解法などかおり、それぞれに特徴がある。
このように、問題や解法を従来の枠組によって分類することは、
●現場の問題解決にどのような解法を用いれば良いのかよく分からない
●研究者間の情報交換の際の障害になる
などの問題が生じると考えられる。
ある定義された問題に対する考え方として色々なアプロ―チがあるにせよ、それらを単に取り組
み方の観点の名前や解法の名前だけで表記するのは、得策であるとは言えなト。また、OR 的アプ
ローチにせよA 工的アプローチにせよ、問題によって定義される解空間（後述）の探索を指向して
いるとみなすことができ、その探索の過程における探索を進めるための方策に違いがあると考える
こともできる。つまり、探索という要素は共通であるものの、それを具体的に動かすための周囲の
状況の違t、と解釈することができ、その周囲の状況こそが解法それぞれの違い、さらには取り組み
方の違いとみなすことができる。そこで本研究では、解法を横断的に分類する視点を与えることを
考える。
3 。コンポーネン トによる解法の分解3.1
コンポーネントの概念
スケジューリング問題は、次のように定義できる。
目的の尺度を良くするように、所与の資源に対して、与えられた仕事の時間的な割り当てを決
定すること
ここでいう仕事とは注文や製品であり、一般的にはジ
機械や工具などを指す。
ヨブとよばれるものであり、資源とは加工
このようにして定義される問題は、スケジュールが満たさなければいけない制約条件、その値を
可能な限り良くしたい評価尺度を規定し、制約条件によってスケジュール全体の集合である解空間
が定められる。
スケジューリング問題とは、この解空間からなるべく良い解、すなわちスケジュールを得ること
と解釈できるが、良いスケジュールを得るには色々な解法や手法がある。ここでは解法や手法を、
「問題における何らかの対象に対する操作の組合せ、あるいは有機的な結合」と定義づける。
そして、各解法において操作がどのよ引こ行われるかを明らかにするために、操作には様々な種
類があるという前提を置いた上で、［要素の操作］の抽出を行う。要素の操作とは、解法を構成する
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操作の単位であり、これをコンポーネントと呼ぶ。
本研究では、スケジューリング問題の解法はコンポーネントによって構成され、どのようなコン
ポーネントを選んで組み合わせるかの違いによって解法の違いが生じるととらえる。このような視
点から解法間の見通しの悪さを排除し、解法の再利用、つまり過去の研究で明らかになった知見を
その対象の問題の特徴とともに整理分類することが、コンポーネント分解を行う一つの意図である。
また、ある与えられた問題に対してどのようなコンポーネントを組み合わせれば良いかに関する
知見を過去の研究から実証的に得て、スケジューリング問題に対するアプローチの方向性を示唆す
る枠組を構築することも念頭に置いている。
3.2 コンポーネントの分類
コンポーネントとは、問題、解（スケジュール）、解空間などを対象とする操作であり、ある操作
によって、対象に何らかの影響を与える。ここでは、対象が何であるかに応じて以下のような分類
にしたがって操作を説明する。 ｀
操作は、大きく分けて以下の4 つに分類される。
問題に対する操作 問題そのものを対象にする。実質的に解空間に対する操作になる場合もあるが、
概念的には分けて考える。
解空間に対する操作 解空間を対象にする。
解に対する操作 実行可能、実行不可能を問わず、解（以下、スケジュールと同義語として用い
る）や部分的な解を直接的な対象にする。
その他の操作 上記以外の操作。
以下では、これら4 つの操作の詳細な分類を行う。
a) 問題に対する操作
問題の分解 元の問題を小さな部分問題に分ける。分解されて生成された問題は、それぞれ並列的
な関係となる。元の問題の条件を何らかの形で変える（無視する、緩和する）ことなく、複数
の小さな問題に分けることができる場合、それぞれの問題を最適に解きそれを再び組み合わせ
て全体の解にすることで最適性を保てる。それに対して、問題を緩和したり条件を無視して分
けた場合、それぞれの問題を厳密に解いて最適解を得てそれを組み合わせても、全体の最適解
になるとは限ら尨いのみならず、実行可能性も保証されない。
問題の置き換え 問題の条件の一部を緩和・無視することで、あるいは元の問題の条件を一切変更
すること無く観点を変えることなどによって、別の新たな問題に変換すること。線形計画問題
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の双対化などはこれに属する。
問題の局所化 問題のある部分だけを取り上げ、それらのみを決定対象とする。局所化された問
題以外の部分の変数が固定されているかされていないかは、ここでは問わない。
b) 解空間に対する操作
解空間の分割 解空間をいくつかの領域に分ける。ある特定の変数に着目した場合、その取り得る
値によって領域が特定される。
解空間の限定 問題の分割によって特定された部分的な領域のうち、ある特定の領域のみを以後の
対象とする、あるいはある特定の領域を以後対象としないこと。
C）解に対する操作
解の修正 現在手元にある解（実行可能であるか実行不可能であるかはここでは問わない）に何ら
かの部分的な変更を行い、別の解を作り出す。たとえば、局所探索法におけるある解の近傍は、
与えられた解に対する修正方法によって定義される解集合であり、実際に近傍のうちの一つの
解に乗り移るのは、解の修正を行っている（と同時に、なんらかの選択を行っている）と考え
られる。
解の優先的選択 複数存在している解（実行可能か実行不可能か・、完全な解か部分解かは問わな
い）から、何らかの基準によって一つの解を選び出すこと。
解の確率的選択 複数存在している解（実行可能であるか実行不可能であるかはここでは問わな
い）の中から、確率にしたがって解を選択する。たとえば、シミュレーティッド・アニーリン
グ法における改悪の場合の近傍への移行や遺伝的アルゴリズムにおげる交叉の際の解の選び出
しは、解の確率的選択に相当する。
解の品質の推定 実行不可能解あるいは部分解から、それをもとにして生成される実行可能解の評
価尺度がどのような値になるかを予測すること。
解の模擬的構築 ある与えられた方法によって、解を生成すること。構築のためのメカニズムを与
える必要がある。
d ）その他の操作
知識や情報の獲得・活用 スケジューリングを反復的に繰り返し、その中から「良い」と考えられ
る解（スケジュール）、あるいぱ解を構成するための知見を見出すこと。また、それら知見を何
らかの形で活用すること。それら知見の抽出は、人間が行っても、あるいは機械的に行っても
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良い。これによって獲得された知識は、他の操作を行う際に用いられる。
人間との対話 解法の一部を人間が担当する。たとえば、多 目的最適化問題における代用価値ト
レードオフ（surrogateworthtradeoff ）法尚における対話的手法は、このコンポーネントを用
いているとみなせる。
これら操作を具体的に実現する方法は、解法それぞれによって異る。
4 ．コンポーネン トによる解法の具体的説明
本節では、実際の解法や過去の研究が提案する方法論について、本研究が提案するコンポーネン
トによる説明を試みる。ここでは、コンポーネントの具体的イメージを与えることを助ける意味で、
問題の対象を限定しない汎用解法として捉えることが可能な解法に関する説明をまず行い、ついで
特定の問題を対象に開発されたスケジューリング解法を取り上げることにする。
4.1 分枝限定法
分枝限定法(branch －and－boundmethod ）とは、NP 完全問題に代表される難しい問題に適用さ
れる計算原理である「''.OR における理論的スケジューリング問題に対しては、まずこの方法の適
用が試みられていると言っても過言ではない。
基本的な考え方は、ある与えられた問題を小さな問題へ分割しながら解くのを繰り返すことで、
元の問題を解くのと等価なことを実現するメカニズムである。具体的には、問題（ここでは最小化
問題を想定する）の定義によって与えられる変数の採り得る値について、それらの値をそれぞれ具
体的に与えることによって、ある一部の変数が決定された子問題を生成する。ここで言う変数の採
り得る値とは、O-1計画問題であればO か1 か、フローショップスケジューリング問題であれぼあ
る時点で割り付け可能な全ての残りジョブなどであり、それを具体的に決めることで、それら選択
可能な変数の値の個数分だけの子問題が生成される。ここで解空間からこの一連の動きを見れば、
変数をそれが採り得る特定な値それぞれに固定することは解空間の分割をしていることに他ならず、
問題側から見れば問題の局所化を行っていることになる。
変数の値を固定してゆく度に段階的に問題の規模が小さくなっていくが、その過程で出現する各
子問題では、ある一部条件を緩和してそれを解くことで得られる下界値による一種の解の品質の推
定を行う。ここで、元の問題の条件を満足する解か既に存在していたらその中で最も目的関数値の
良い解の値を上界値といい、下界値が上界値以上ならば、その下界値を持つ子問題はそれ以上変数
の値を固定する操作を続けることに意味が無いので、それら問題が対象とする解空間に着目する必
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要はなく、解空間の限定がなされる。このような手順は、子問題が無くなった時点で終了する。
これが、分枝限定法の基本的な構造であり、これ以上の細かい部分は実際の解法の実装において
決定されるべき事項であると考えられる。例えばその一つとして、子問題の選択方法がある。
一部の変数が固定された問題はこの過程中には複数存在するが、それらのどれから選んで上記の
ような操作をするかは、分枝限定法において一つの戦略となる。その一つの「下界値優先探索」は
下界値の小さな子問題から上記の操作を行う戦略であり、これは解の優先的選択を行っていると考
えられる。
このように、分枝限定法は列挙法を骨格とし、解空間の分割と限定を効率良く繰り返し、様々な
コンポーネントをバランス良く組み合わせることで、最適解が算出されることを保証する解法であ
ると言える。ただし、一般的には、下界値の導出方法とその手間が鍵を握っており、また解全てを
列挙するわけではないとは言え、現実的には計算に非常に時間を要するという欠点がある。
4。2 メタ解法
メタ解法とは、組合せ最適化問題を解くためのヒューリスティッタを有機的に結合させたもので
あり、従来の近似解法を超えた枠組として注目を浴びている呪
一般に分枝限定法は、厳密な最適解を目指すため、計算に非常に多くの時間を要することがしば
しばある。一方で、比較的良好な解を実用的な時間内で求めることが必要な場合には、分枝限定法
が適しているとは言いがたい。また、小規模な問題では分枝限定法が適用できても、問題の大規模
化によって、やはり計算時間が非常にかかることが多い。そこで問題に応じた様々な近似解法が提
案されているが、メタ解法は問題に依存しない、近似解法の枠組であると言える。
メタ解法には、局所探索法、シミュレーティッド・アニーリング法、タブーサーチ法、遺伝的ア
ルゴリズムなどがあるが、ここではシミュレーティッド・アニーリング法、タブーサーチ法、遺伝
的アルゴリズムを採りあげて説明する。
4.2.1 シミュレーテ。イッド・アニーリング法
シミュレーティッド・アニーリング法(SimulatedAnnealing 法、以下SA 法）は、局所探索法に
確率的な要因を加えたものと解釈することができる。
一般にメタ解法では、近傍の定義が必須である。近傍y は、実行可能解の集合F を 与えたとき。y
：F →r
と定義される呪 具体的には、ある解からその一部の変数の値の変更によって生成される解の集合
であり、本稿で言うところの解の修正に相当する。近傍構造は解の修正の「メカニズム」であり、
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アルゴリズムの設計者が決定する。
局所探索法は、与えられた解の近傍の中から目的関数の値が改善する解を選択するという手順を、
目的関数の改善が行われなくなるまで繰り返し行うものである。この方法の場合、その場その場の
解の改善方向に進んでいくため、解空間に谷が一つしか無い場合には大域的最適解にたどり着くこ
とができるが、多くの問題ではそうとは限らないので、局所最適解に陥り計算が終了してしまう。sA
法はこの欠点に対して修正を施したものであり、近傍に移る際に、解の改悪であっても確率
によってその解に移るかどうかを決定する。これが、解の確率的選択である。
4.2.2 タブーサーチ法
タブーサーチ法（Tabusearch 法、以下TS 法）は、比較的最近登場したメタ解法の枠組の一つで
ある［15］。
近傍の考え方はSA 法と同様であり、解の修正を繰り返すのが基本だが、TS 法の原型には確率
的な要素は一切存在しない。TS 法は、近傍から禁断リストを除いたうちの最も良い解に移行する。
禁断リストには、過去に探索した解そのものや解の移行の際の痕跡を記録し、同じような解の移行
が起こるのを一定期間禁止する。近傍内の解の中からは改悪量が最小な移行を選択するため、SA
法と違い解の優先的選択を行っていることになる。
4.2.3 遺伝的アルゴリズム
遺伝的アルゴリズム（GeneticAlgorithm）"" は、生物の進化過程に理論的背景をおく枠組である。
その骨子は、異る実行可能解をある定められた個数だけ保持し、それら解から「交叉」や「突然
変異」といった手続きによってまた新たな解（ニミf孫）を作りだし、「淘汰」にようて解を選別し、そ
れを次世代とすることを繰り返して、最終的に良質な解を得る。
その意味で、交叉や突然変異は一種の解の修正であると考えられるが、そこには確率が介在して
いるため、解の確率的選択との組合せであると言える。交叉と突然変異も一種の近傍と捉えること
がでぎ34]、その意味でシミュレーティッド・アニーリング法と同じコンポーネントから構成されて
いるともいえるが、実際に解の修正のメカニズム、すなわち近傍の考え方や、複数の解を保持しな
がらアルゴリズムが進行する点が異っている。
4.3 装 置 産 業 に お け る 生 産 シ ス テ ム に 対 す る ス ケ ジ ュ ー リ ン グ[43][19に
れ ら 研 究 が 対 象 と し てt 、る 問 題 は 装 置 産 業 の 実 例 に 基 づ く も の で あ り 、 ハ イ ブ リ ッ ド フ ロ ー
シ ョ ッ プ の 一 種 と み な す こ と が で き る が 、 理 論 研 究 に お け る ハ イ ブ リ ッ ド フ ロ ー シ ョ ッ プ 、 例 え ば
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RajendranandChaudhurP' やBrahandHunsucker'^' などと比べてはるかに条件が多く、複雑な問題
である。具体的には、
●計画期間31日（1 ヶ月）の毎日について、第1 工程が24台機械、第2 工程が29台機械のそれぞ
れが加工すべきジョブを決定する必要がある
●第1 工程の加工品が、第2 工程の複数の加工品に分岐する
●第1 工程も第2 工程とも、加工にはジ3 ブに依存する治具を要することから、段取りを必要と
する
●複数の評価尺度を有している
などの特徴があり、これを一つの数理的問題（例えば混合O一1計画問題）として定式化して直接的に
解くことは、変数や制約式の多さから考えて、現在の計算機のテクノロジーではまず不可能である。
したがって、これを克服するための様々な工夫が必要となる。
これら研究のアプローチの骨子は、全体の問題を階層構造を持つように区切ることで実用上許容
できる精度の（それら区切られた問題の）解か得られる程度まで小さくした上で、階層構造にした
がって、上 部の問題の解（決定項目の一部分を仮に決めたもの）を下部の問題の入力とする、とい
うものである。具体的には、「バッチサイズ決定問題」では、各ジョブの候補機械における仮の加工
量を決定し、同時に段取り回数の下限値を得た上で、「スケジューリング問題」では、その下限を悪
化させない前提で、在庫を抑えつつ仮の加工量を可能な限り計画期間内で加工するようなスケ
ジュールを生成する。
階層構造を持つような切り分けは一見「問題の分解」に見えるが、全体の問題は元々そのように
切り分けても良いような構造を有しているわけではなく、またラグランジュ緩和のような目的関数
にペナルティがかかるような緩和を行っているわけでもない。このアプローチでは、階層構造の上
部に位置するバッチサイズ決定問題の解か、階層構造の下部に位置するスケジューリング問題に対
する人力となっていることから、問題や解に先行関係あるいは依存関係がある。これは、決定項目
のうちの中からある種類の変数を抜きだして先に決めて、その結果を受けて残りの項目を決めてい
るに他ならない。
すなわち、全体のある部分にのみ着目する問題の局所化を行い、その結果を受け入れて、それに
基づいて残りの問題の部分に対する決定を行っている。これにより大幅に計算時間を削減している
が、陰に解空間の限定に相当する操作が行われ、着目すべきスケジュールの候補を絞り込んでいる
と解釈できる。
細かく見ると、区切られた個々の問題では種々の技法やコンポーネントを要因として含む。簡単
に述べれば、バッチサイズ決定問題は混合0-1整数計画問題として定式化し、分枝限定法によって
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最適解、ないしは準最適解を得ている。分枝限定法は4.1節で説明をしたので詳細は避けるが、これ
ら研究では厳密な最適解をスケジューリング問題に対する人力にしなければならない必然性は無い
ので、解法が分枝限定法であろうがなかろうが本質的に影響は無い。したがって、この部分に対す
るコンポーネントの抽出は重要ではない。
むしろこれら研究のアプローチの新規性はスケジューリング問題にあり、ここでも種々の技法や
コソポニネソトを含んでおり、それが統合された形でスケジュール生成手順が構築されている。し
かし、全体の枠組であるところの「階層構造」に比べてその比重は低くなるので、これ以上のコン
ポーネントの抽出は行わない。
4.4 鉄鋼業 における生産システムに対するスケジューリング［36］
鉄鋼業 においてぱ、様々なタイプの組合せ最適化的問題が存在するが、その中のスケジューリン
グ問題、とりわけ 「圧延・精整操業計画問題」に対するアプローチを取 り上げる。
この問題 の特徴を簡単に列挙すれば、
●処理す るジョブ数が約3 万に及ぶ大規模なジョブショップである
●複数の評価尺度を持っている
●制約 の厳しい特定の工程（圧延工程） の順序がまず決められるため、後から決定する他の工程
のスケジューリングが より重要になる
などがあ り、 この問題 も組合せ最適化問題 として直接的に解くことがほとんど不可能である。そ こ
でこの研究ではヒ ューリスティックなアプローチを採 ってい る。
そ の骨子は、1 ）圧 延工程と精整工程に問題を分離する（問題の局所化）、2 ）圧延工程からスケ
ジューリングを実施する（解空間の限定）ことである。すなわち、問題を工程で分げてしまうこと
また圧延工程のス ケジュールに依存した精整工程のスケジュールにしか着目しない ことから、それ
によって自動的に対象となる解の範囲が限定されることにな る。精整工程では、eventtoevent 方
式に よるシミュレ ーションを行っており、その際のロットの選択や設備の選択に、評価尺度 の重み
づけ和の値を用いた解の模擬的構築を併用している。
文献［431[19］と同様、問題 の大規模化に対しては、問題の分解や問題の局所化か有効な アプロ ーチで
あると言えるが、問題の性質や構造に応じてどのような局所化を図れば良いかの見極めが、一種の
名人芸的技術 に頼らざるを得ない側面がある。 また、全体の最 適化 を行え ない 場合に は、 本アプ
ローチように一 部デ ィスパッチングル ールを用いたシミュレーションを併用するな どの方策が考え
られるが、どこの部分に最適化を施せば良いかについて、問題 の構造や諸条件に応じて適切に選択
することが肝 要であると考えられる。
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4 ．5 部 分工 程 と代替 経路 を有 するジ ョブ シ ョ ップ に 対 す る スケジ ュー リング［47］ ■
こ の研 究 は、Luhetal. へLuhetal. 「≫^i、Hoitomtetal. 「^'の一 連 の研究 の流れを 組 む アプ ロ ―チ を
採 っ てお り、 そ の概論は 、Wangeta ビ29]にあ る。
こ れら 研究 の問 題は、一 貧 して納 期遅 れを 評 価尺 度 とし てい る のがそ の特徴 であ る。 こ れは 、従
来 の理 論 研究 が 対象 と してト るモデ ル のほ とん どが 総所 要 時 間な どシ ョ ップ の稼 働 率関 連尺 度 に集
中 し てい たこ とに対 す る反 省 と位置 付け られ る。 問 題 のこ の性 質 が、逆 に各 ジa ブ 間の機 械 に おけ
る 競合 に関 す る制 約 を無 視す る緩和を し た ときに 、 問 題が ジ ョブ 毎に 分解 でき るとい う特 徴 を 生 み
出 して い る。
具体 的に ぱ 、 日単位 の ス ケジュ ー リングを 行 うこ とを 考 え、 各 ジa ブ の納 期遅 れ の総和 を 最 小化
す る よ う、 問 題を 整数 計画 問題 とし て定式 化 す る。そ の定式 化 に おけ る機械 の使用 に 関す る 制約 、
す な わ ち 「あ る 日におけ る あ る機 械は 高 々そ の能力 ま での個 数 の ジョブ しか 処理 で きない 」 とい う
制 約を 、 ラグ ラ ンジ ュ緩和 す る。 緩和 した 問題 は ジ ョブ 毎 の子 問題 に分 解で き、機 械 におけ る他 の
ジ ョブ と の競合 は 、「機 械 の使用料 」 とい う経 済的 解 釈 が可 能な パ ラ メータで あ る ラ グ ラ ン ジ ュ乗
数 を 介 して、 評 価 尺度 に対 するペ ナル テ ィとし て表 現 さ れる。 最終的 な子 問題 は、 自 分以 外 のジ ョ
ブ は存 在 せず 、 機 械で 加工を 受け る際 はそ の機 械 のそ の日 の機 械使用 料を 払い 、納 期遅 れ と機 械使
用 料 の総 和を 最 小化 す るとい う問 題に 帰着 す る。 これ は、 問 題 の分解 に相 当す る。
子 問題 は元 の問題 に比 べ てぱる かに規 模 が小 さ いた め 最適 解を 容 易に得 る こと がで きる が、 同時
に こ れ らか ら元 の 問題 の下界 値を 得る こと が で き、解 の品 質 の 推 定 を 行 え るレ さ ら に 、 ラ グ ラ ン
ジ ュ双 対 問題 を 解 き、緩 和 問題の答 えに 基づ き実 行可 能 解を ヒ ュ ーリス テ ィッ クに 生成 し 上界 値を
得 るが 、 これ は 緩和 問題 の解 に基づ きそ れを 解 の修 正 に よっ て実 行可 能 ス ケジ ュールに 直 して い る
と解 釈 で きる。 こ の ような手 順を 繰 り返 し、 双対 ギ ャ ップ があ る大 きさ以 下に なっ たな らば 、 あ る
い は 一 定 の反 復 回数 の後 に、手 順を 終了 さ せる。
こ の方法 の 特 徴は、 実 行可 能ス ケジ ュ ール を得 つ つ 、最 適値 の下界値 も算出 してい るた め 、 最終
的 に 得 られ た上 界値を 評価 す るこ とがで き る点に あ る。 た だ し、 本 アプ ロ ―チ の枠 組 は、 上 界値 の
生 成 方 法 まで は 規定 して おらず、 緩 和問題 の情 報に 基づ く実 行可 能解 が どの程度 の精 度を 示 す かは
元 の問 題 の構 造な どに 依存 す ると考 えら れ る。村 上etal. の扱 う問 題は、Luh 等 の一 連 の アプ ロ ―
チ の直 接的 適用 で は精 度 の良い ス ケジ ュ ールを 得 るの が難 しい 例 であ る。
4．6 鉄道車両部品工場に対するスケジューリング[4514.5
節でも触れたように、理論的スケジューリングの問題では、工期最小化（総所要時間最小化）
が伝統的な評価尺度であったが、現実の生産システム、殊に個別受注生産では納期の遵守が重要で
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ある。にもかかわらず理論研究がこれを放置していたのは、一つには問題に解く上での良い構造や
性質を見出すことができないという理由があると考えられる。
井上と冬衣451は、個別受注生産のスケジューリング問題に対して、シミュレーションを用いてい
る。シミュレーションを用いる研究は、専らスケジューリングの結果が良くなるような優先規則の
発見を目指すものが多く、本研究もその流れを組むが、納期重視を考える上では限界があることを
指摘し、バックワードとフォワードのシミュレーションを組み合わせたハイブリッド型のシミュ
レーションを骨格とするスケジューリングアプローチを提案している。
このアプローチで中心的枠組になるのは、言うまでもなく解の模擬的構築である。バックワード
シミュレーションは納期を重視するが、モデルそのものは粗いものを用いている。これは、バック
ワードシミュレーシj ンがこの枠組内においては「近似」のーつであり、そこから得られた情報を
元にフォワードシミュレーションを行うことを念頭に置いているからである。その意味で、バック
ワードシミュレーションの役割は問題の置き換えによって知識や情報の獲得を行い、それに基づい
て詳細なシミュレーションを行っている（知識や情報の活用）と解釈できる。
4．7 鋳造ラインに対するスケジューリング1401
モーター用部品の鋳造ラインに対するスケジューリング実例であり、納期遅れと段取り回数が評
価尺度である。すなわち、各ジa ブの納期を守るためには納期順に処理すれば良いが、段取り回数
が多くなることは避けたいが故に、そのバランスをいかに保つかが課題となる。
問題となるのは型（砂型）同士の組み合わせ方であり、納期と材質を考慮した評価値を基準に、
現時点の最後に割り付けられている型との整合性を考慮した値を減じ、この値に基づいて解の優先
的選択を行う（ここでは、ジ3 ブを選択することになる）。このような各ジョブの評価付けは、一種
の知識体系をロジック化したものと位置付けられる。本解法そのものは、知識や情報を獲得するよ
うなプロセスは含んでいないものの、従来の経験や知識を加味した上で評価値の計算方法を与えて
いると考えられ、解の優先的選択を行う上での基準が知識や情報の獲得・活用を前提としているも
のと見なせる。井上と冬木[45］の知識や情報の扱いとの違いぱ、井上と冬木が手順によって情報を得
ることを指向しているのに対して、成松etal 声は、既に蓄積されている知識や経験を評価値算出式
に凝縮させている点である。
5 。考察5.1
コンポーネント分解による利点
前節で行った、具体的な解法に対するコンポーネントによる分解は、以下のような利点を生み出
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すと考えられる。
解法の違いを統一的な枠組で比較できるようになった ある解法の問題に対す る取 り組み方 の視点
によって説明するの とは違し 、解法がどの ような要素を持ち、他の解法と何か似ていて何か違
うのかを、ある一定 の基準によって記述することが可能となった。
総合的な解法の説明が容易になった スケジ ューリング解法には、様 々な 汎用 解 法あ るい はその
エッセンスを組み合わせたようなもの、あ るいは、既に存在している解法の枠組では説明がで
きないような解法が存在する。例えば、今泉etal.t ≪'、Imaizumietal 戸 は、「解法」という意味
では、分枝限定法を用いている部分もあり、機械毎に分解して順序づけ を行 ってい る部分もあ
る。これは、解法の側面から見た場合は一言では説明できない複合的なものとなるが、 解法・
手順の各部に関して「何に対す る操作を行ってい るのか」 の説明や解釈を行 うことで、解法の
構造を浮き彫りにすることが可能とな った。
5.2 未解決な点
前節で述べた利点がある反面、以下のような点に対しては未解決な側面を残したと考えられる。
コンポーネントの分類の粒度によっては、解法上の区別がつかない 現段階のコンポーネントの定
義では、場合によっては複数の解法の区別がつかないような場合がありえる（例えば、シミュ
レーティッド・アニーリング法と遺伝的アルゴリズムはこの例入 これぱ、現段階におけるコ
ソポーネソトの粒度、あるいはふるいの目の細かさに起因するものと考えられる。コソポーネ
ソトの細分化を更に進めれば、いかなる解法の違いでも表現できるようになると考えられるが、
細分化を更に進めることに利点があるかを勘案する必要がある。
コンポーネントの重みの評価が客観的にできるかどうか 解法を構成する複数のコンポーネントに
関して、どれが中心的役割を演じているか、重みをもっているかは、解法によって異っている。
現在は、コンポーネントの抽出を行っただけで、解法における役割や相互関係に関しては言及
できない。
コンポーネント間の関係に関してなんら分析をしていない コソポーネソト間にぱ、ある種の必然
的関係を有するものが存在すると考えられる。例えば、ある問題に対する操作を行った場合、
必然的（陰的）に解空間に対する操作が行われる場合があり得る。これは、コンポT ネソト間
に一定の関係があることを示唆している。
6. お わりに
本研究では、生産スケジューリング問題に対する解法を整理するための一方法を提案した。この
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ような視点から解法を分類することによって、個々の解法の特徴を一定の表現方法によって記述す
ることが可能となった。
前節の未解決な課題に加えて、将来的な課題としては以下のようなことが考えられる。
コンポーネントの分類に関する検証 現在列挙したコソポーネソトだげで解法の説明が可能かどう
かの検証を行い、コンポーネントの詳細度として適当かどうかを確認する。また、本稿で挙げ
た以外の様々な研究や解法を、本枠組で分類、説明可能かを検証する。
問題の性質とコンポーネントの組合せの関係 最終的にぱ、問題の性質に対応した解法が何である
かを本枠組によって説明することを指向する。すなわち、問題の本質的な難しさを明らかにし
た上で、それに対してどのような対策（コンポーネント）を用意すれば良いかという問に対す
る答えを提供したい。そのためには、解法のコンポーネントによる表現のみならず、問題やモ
デルに対する分類や説明を必要とするものと考えられる。
今後は、上記の点を解決した上で、問題やモデルの一般化や統一的な表現と融合し、スケジューL
ング問題やモデル化と解法の関係を一定の枠組で記述し、過去の研究の整理やそれら研究の再利
用に役立てることを目指す。 し
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