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of a fuzzy subgroup was introduced in [7] and it was rediscovered in [8]. Besides,
the notion of normalizer of a fuzzy subgroup where the parent group is an ordinary
group, was introduced much earlier in 1986 [9] and it was later followed by Kim [11].
The problem with this normalizer is that it is an ordinary subgroup of the parent group
rather than a fuzzy subgroup. This is used to characterize the normality of the fuzzy
subgroup in the given parent group [9]. However, it lacks other desirable features of
the notion of normalizer in classical group theory which cannot be even formulated
in this set up because of the crisp nature of the normalizer. This concept which was
introduced in [9] and later pursued further in [11] turns out to be the intersection of
the normalizers of all the members of the chain of level subgroups of the given fuzzy
subgroup. Thus all the fuzzy subgroups of a group having the same chain of level
subgroups are bound to have the same normalizer. So that the normalizer formulated
in this fashion reflects only a global nature of the given fuzzy subgroup (see [1]). It
should be recalled here that the notion of normality of a fuzzy subgroup in a fuzzy
group was introduced in the year 1981 by Wu [18]. Thus for a fuzzy subgroup η of a
fuzzy group µwhich is not normal in µ, it is natural to discuss the nature of the largest
fuzzy subgroup of µ containing η as a normal fuzzy subgroup. Here in this paper, we
provide the construction of such an L-subgroup and call it the normalizer of η in µ.
This construction is made possible by the L-point characterization of normality of η
in µ to be established in this paper. The materials and the studies of this paper are in L-
setting, the corresponding definitions and results in fuzzy setting follow as particular
instances. In paper [4], we have introduced and discussed the notion of characteristic
fuzzy subgroup of a fuzzy group. Moreover, the notion of normal closure, that is,
the smallest normal L-subgroup of an L-group containing a given L-subgroup is also
formulated in one of our papers. We also discuss the notion of nilpotent L-subgroup
of an L-group in [5]. The content of all these papers taken together will greatly help
to establish a theory of L-subgroups of an L-group.
2. Preliminaries
Throughout this paper L = 〈L,≤,∨,∧〉 denotes a completely distributive lattice where
‘≤’ denotes the partial ordering of L, the join (sup) and the meet (inf) of the elements
of L are denoted by ‘∨’ and ‘∧’, respectively. Also, we write 1 and 0 for maximal
and minimal elements of L, respectively. The definition of a completely distributive
lattice is well known in the literature and can be found on any standard text on the
subject.
If {Ji | i ∈ I} is any family of subsets of a complete lattice L, let F denote the set of
choice functions for Ji, i.e., functions f : I → ∏
i∈I
Ji such that f (i) ∈ Ji for each i ∈ I.
Then, we say that L is a completely distributive lattice if
∧∨
i∈I
Ji
 =∨
f∈F
∧
i∈I
f (i)
 .
The above law is known as the complete distributive law. Moreover, a lattice L is said
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to be infinitely meet distributive if for every subset {bβ | β ∈ B} of L, we have
a ∧
∨β∈B bβ
 =∨β∈B{a ∧ bβ},
provided L is join complete. The above law is known as the infinitely meet dis-
tributive law. The definition of infinitely join distributive lattice is dual to the above
definition. A complete lattice which satisfies infinitely meet distributive law is known
as a complete Heyting algebra or a frame.
Therefore, a completely distributive lattice is always a complete Heyting algebra.
The results pertaining to the notions of L-point, L-coset and normal L-subgroup of
an L-group in our paper are valid for any given lattice L. However, in order to obtain
the main result (Theorem 3.4) of this paper, the lattice L need to satisfy the stronger
condition of complete distributivity. Thus in order to maintain the uniformity of the
paper, we take the lattice L to be completely distributive. In this section, we first
introduce some basic definitions and results which are used in the sequel. For details
we refer to [1-4, 6-7, 9-10, 12, 13-16, 17-21].
An L-subset of X is a function from X to L. The set of L-subsets of X is called the
L-powerset of X and is denoted by LX . For µ ∈ LX , the set {µ(x) | x ∈ X} is called the
image of µ and denoted by Im µ and the tip of µ is defined as
∨
x∈X
{µ(x)}. For a ∈ L and
x ∈ X, we define ax ∈ LX as follows:
ax(y) =
a, if y = x,0, if y , x,
ax is referred as an L-point or L-singleton. We say that ax is an L-point of µ if and
only if µ(x) ≥ a and we write ax ∈ µ. For A ⊆ X, 1A denotes the characteristic
function of A in X. If µ, ν ∈ LX , then µ is contained in ν if µ(x) ≤ ν(x) for every
x ∈ X, which is denoted by µ ⊆ ν. For a family {µi | i ∈ I} of L-subsets of X, where I
is a non-empty index set, the union
⋃
i∈I
µi and the intersection
⋂
i∈I
µi of {µi | i ∈ I} are,
respectively, defined by⋃
i∈I
µi
 (x) =∨
i∈I
{µi(x)} and
⋂
i∈I
µi
 (x) =∧
i∈I
{µi(x)}
for each x ∈ X. If µ ∈ LX and a ∈ L, level subset µa of µ is defined by µa = {x ∈ X |
µ(x) ≥ a}.
For µ, ν ∈ LX , it can be verified easily that if µ ⊆ ν, then µa ⊆ νa for each a ∈ L.
Let f be a mapping from a set X to a set Y . If µ ∈ LX and ν ∈ LY , then the image
f (µ) of µ under f and the preimage f −1(ν) of ν under f are L-subsets of Y and X
respectively, defined by
f (µ)(y) =
∨
x∈ f −1(y)
{µ(x)} and f −1(ν)(x) = ν( f (x)).
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Here we point out that in the above definition if f −1(y) = φ, then f (µ)(y), being the
least upper bound of the empty set, is zero.
The set product µ ◦ ν of µ, ν ∈ LS , where S is a groupoid, means an L-subset of S
defined by
µ ◦ ν(x) =
∨
x=yz
{µ(y) ∧ ν(z)}.
Again we recall that if x can not be factored as x = yz in S , then µ ◦ ν(x), being the
least upper bound of the empty set, is zero.
It can be verified easily that the set product is associative in LS if S is a semigroup.
Throughout this paper G denotes an ordinary group with the identity element ‘e’,
and I denotes a non-empty indexing set.
Definition 2.1 Let µ ∈ LG. Then, µ is called an L-subgroup of G if for each x, y ∈ G,
(i) µ(xy) ≥ µ(x) ∧ µ(y),
(ii) µ(x−1) = µ(x).
The set of L-subgroups of G is denoted by L(G). Clearly, the tip of an L-subgroup
is attained at the identity element of G.
Theorem 2.1 Let µ ∈ LG. Then, µ is an L-subgroup of G if and only if µa is a
subgroup of G for each a ≤ µ(e).
It is well known in literature that the intersection of an arbitrary family of L-
subgroups of a group is an L-subgroup of the given group.
Definition 2.2 Let µ ∈ LG. Then, the L-subgroup of G generated by µ is defined as
the smallest L-subgroup of G which contains µ. It is denoted by 〈µ〉, i.e.,
〈µ〉 =
⋂
{µi ∈ L(G) | µ ⊆ µi}.
Definition 2.3 Let µ ∈ L(G). Then, µ is called an L-normal subgroup of G if for all
x, y ∈ G, µ(xy) = µ(yx).
Definition 2.4 Let µ ∈ L(G). Then, for x ∈ G, the L-left coset ‘xµ’ and L-right coset
‘µx’ of µ in G are defined as follows :
xµ(z) = µ(x−1z) and µx(z) = µ(zx−1) for each z ∈ G.
Definition 2.5 Let µ ∈ L(G). Then, the normalizer ‘N(µ)’ of µ in G is defined by
N(µ) = {x ∈ G | µ(xy) = µ(yx) for all y ∈ G}.
Remark 1 It is easy to verify that
N(µ) = {x ∈ G | xµ = µx}.
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Theorem 2.2 Let µ ∈ L(G). Then, the following assertions hold:
(i) N(µ) is a subgroup of G,
(ii) µ is normal in G if and only if N(µ) = G.
If H is a subgroup of G, then the normalizer of H in G is denoted by N(H).
If µ, η ∈ LX and η ⊆ µ, then we say that η is an L-subset of µ. The set of L-subsets
of µ is denoted by Lµ.
If µ, η ∈ L(G) such that η ⊆ µ, then we say that η is an L-subgroup of µ. The set of
L-subgroups of µ is denoted by L(µ).
From now on, µ denotes an L-subgroup of G, and we call the parent L-subgroup µ
simply an L-group.
Definition 2.6 Let η ∈ Lµ. Then, the L-subgroup of µ generated by η is the least
L-subgroup of µ containing η. It is denoted by 〈η〉µ i.e.,
〈η〉µ =
⋂
{ηi ∈ L(µ) | η ⊆ ηi}.
Remark 2 It can be easily verified that 〈η〉µ = 〈η〉.
In view of the above fact, the L-subgroup of µ generated by η is denoted by the
same notation as that of the L-subgroup of G generated by η, i.e., by 〈η〉.
Below we recall the following.
Theorem 2.3 Let f : G → K be a group homomorphism. If µ ∈ L(G) and ν ∈ L(K),
then
(i) f (η) is an L-subgroup of f (µ) for each η ∈ L(µ),
(ii) f −1(θ) is an L-subgroup of f −1(ν) for each θ ∈ L(ν).
3. Normal L-Subgroup of an L-Group
We begin with the definition of a normal L-subgroup of an L-group given in [18, 19].
Definition 3.1 Let η ∈ L(µ). Then, we say that η is a normal L-subgroup of µ if for
all x, y ∈ G,
η(yxy−1) ≥ η(x) ∧ µ(y).
The set of all normal L-subgroups of µ is denoted by NL(µ).
Next we provide the definition of a coset of an L-subgroup by an L-point.
Definition 3.2 Let η ∈ L(µ). Then, for ax ∈ µ, left (right) coset of η in µ is defined as
the set product ax ◦ η (η ◦ ax).
The following proposition is used frequently in the developments of this paper and
we shall use it without giving its reference.
Proposition 3.1 Let η ∈ L(µ). Then, for each ax ∈ µ and z ∈ G,
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(i) ax ◦ η(z) = a ∧ η(x−1z),
(ii) η ◦ ax(z) = a ∧ η(zx−1).
Below we prove:
Proposition 3.2 Let η ∈ L(µ). Then,
ax ◦ η = η ◦ ax for each L-point ax ∈ η.
Proof Let z ∈ G and ax ∈ η. Then,
ax ◦ η(z) = a ∧ η(x−1z)
= a ∧ η(x−1(zx−1)x)
≥ a ∧ η(x−1) ∧ η(zx−1) ∧ η(x) (since η ∈ L(µ))
= a ∧ η(zx−1) (since ax ∈ η)
= η ◦ ax(z).
Similarly, we can verify that
η ◦ ax(z) ≤ ax ◦ η(z).
This proves the result completely.
The following theorem characterizes the normality of an L-subgroup of a given
L-group in terms of ‘cosets’.
Theorem 3.1 Let η ∈ L(µ). Then,
η ∈ NL(µ) if and only if ax ◦ η = η ◦ ax for each L-point ax ∈ µ.
Proof ⇒ The necessary condition can be verified easily, similar to the proof of
Proposition 3.2, and using the fact that η ∈ NL(µ).
⇐ Let g, x ∈ G and a = µ(x) ∧ µ(g). As µ ∈ L(G), we have
µ(x−1g) ≥ µ(x) ∧ µ(g) = a.
Thus the L-point a(x−1g) ∈ µ. So, by the hypothesis,
η ◦ a(x−1g) = a(x−1g) ◦ η.
Now,
(η ◦ a(x−1g))(g) = η(g(x−1g)−1) ∧ a
= η(x) ∧ µ(x) ∧ µ(g) (since a = µ(x) ∧ µ(g))
= η(x) ∧ µ(g), (since η ⊆ µ)
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and
(a(x−1g) ◦ η)(g) = η((x−1g)−1g) ∧ a
= η(g−1xg) ∧ a
≤ η(g−1xg).
Therefore,
η(x) ∧ µ(g) = (η ◦ a(x−1g))(g) = (a(x−1g) ◦ η)(g) ≤ η(g−1xg).
Hence, η ∈ NL(µ).
Corollary 3.1 Let η ∈ L(µ). Then, η ∈ NL(η).
Proof In view of Proposition 3.2 and the above theorem the result follows.
The following result is easy to verify.
Proposition 3.3 Let ax, by ∈ µ. Then, ax ◦ by = (a ∧ b)xy.
Theorem 3.2 Let η ∈ L(µ). Then,
η ∈ L(µ) if and only if ax ◦ by−1 ∈ η for each ax, by ∈ η.
Theorem 3.3 Let η ∈ L(µ). Then, the following are equivalent,
(i) η ∈ NL(µ),
(ii) ax ◦ η = η ◦ ax for each ax ∈ µ,
(iii) ax ◦ η ◦ ax−1 ⊆ η for each ax ∈ µ,
(iv) ax ◦ by ◦ ax−1 ∈ η for each ax ∈ µ and by ∈ η.
Proof (i)⇒(ii). In view of Theorem 3.1, the result follows.
(ii)⇒(iii). Let ax ∈ µ and z ∈ G. Then,
(ax ◦ η ◦ ax−1 )(z) = ((ax ◦ η) ◦ ax−1 )(z)
= (ax ◦ η)(zx) ∧ a
= (η ◦ ax)(zx) ∧ a (since ax ◦ η = η ◦ ax)
= η(zxx−1) ∧ a ∧ a
= η(z) ∧ a
≤ η(z).
Thus, ax ◦ η ◦ ax−1 ⊆ η.
(iii)⇒(iv). Let by ∈ η and ax ∈ µ. Then, in view of Proposition 3.3,
ax ◦ by ◦ ax−1 = (a ∧ b)(xyx−1). (1)
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Let z = xyx−1 and consider
(ax ◦ η ◦ ax−1 )(z) = ((ax ◦ η) ◦ ax−1 )(z)
= (ax ◦ η)(zx) ∧ a
= a ∧ η(x−1zx) ∧ a
= a ∧ η(y) (since z = xyx−1)
≥ a ∧ b, (since by ∈ η)
which implies (a ∧ b)z ∈ ax ◦ η ◦ ax−1 . Moreover, by the hypothesis, ax ◦ η ◦ ax−1 ⊆ η,
so that (a ∧ b)z ∈ η. Hence, in view of (1), we obtain ax ◦ by ◦ ax−1 ∈ η.
(iv)⇒(i). Let x, y ∈ G. If a = µ(x) and b = η(y), then ax ∈ µ and by ∈ η. By the
hypothesis, we have
ax ◦ by ◦ ax−1 ∈ η.
By Proposition 3.3, ax ◦ by ◦ ax−1 = (a ∧ b)(xyx−1). Thus,
η(xyx−1) ≥ a ∧ b
= µ(x) ∧ η(y).
Hence, η ∈ NL(µ).
It is easy to verify the following results.
Proposition 3.4 Let µ ∈ LX . Then, µ = ⋃
x∈X
{(µ(x))x}.
Proposition 3.5 Let η, θ ∈ LG. Then,
η ◦ θ =
⋃
x∈G
{(η(x))x ◦ θ} =
⋃
x∈G
{η ◦ (θ(x))x}.
Proposition 3.6 Let η ∈ NL(µ). Then, η ◦ θ = θ ◦ η for each θ ∈ Lµ.
Proof Let θ ∈ Lµ. Then, by Proposition 3.5,
η ◦ θ =
⋃
x∈G
{η ◦ (θ(x))x}
=
⋃
x∈G
{(θ(x))x ◦ η}
(since η ∈ NL(µ), by Theorem 3.3, η ◦ (θ(x))x = (θ(x))x ◦ η)
= θ ◦ η. (by Proposition 3.5)
The notion of normalizer in fuzzy group theory was introduced by Mukherjee and
Bhattachrya [9] and studied in detail by Kim [11]. The normalizer discussed by these
researchers is a crisp subset (subgroup) of the given parent group G. Moreover, this
normalizer turns out to be the intersection of normalizers of level subsets (subgroups)
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of the fuzzy subgroup in question. This phenomenon arises due to the fact that the
studies, carried out by these researchers, are for the fuzzy subgroups of an ordinary
group. In our studies the L-subgroups considered have their parent structure an L-
group instead of an ordinary group. Here we demonstrate how we can introduce the
concept of a normalizer which is not an ordinary subgroup but an L-subgroup itself
and satisfies several properties of the notion of the normalizer of an ordinary sub-
group. Firstly, we demonstrate the following.
Proposition 3.7 Let µ ∈ L(G). Then,
N(µ) =
⋂
µa≤G
N(µa),
where N(µa) is the normalizer of the level subgroup µa.
Proof Let x ∈ ⋂
µa≤G
N(µa). We prove that µx =x µ. Let z ∈ G and b = µ(x−1z). Then,
x−1z ∈ µb and by Theorem 2.1, µb ≤ G. Moreover, by the hypothesis, x ∈ N(µb) and
µb is a normal subgroup of N(µb), so that we have
zx−1 = x(x−1z)x−1 ∈ µb.
Hence,
µ(zx−1) ≥ b = µ(x−1z).
Similarly, we can verify that µ(x−1z) ≥ µ(zx−1). Consequently,
µx(z) = µ(zx−1) = µ(x−1z) =x µ(z).
Thus, x ∈ N(µ) which implies ⋂
µa≤G
N(µa) ⊆ N(µ).
Next, suppose that there exists x ∈ N(µ) and x < ⋂
µa≤G
N(µa). This implies x < N(µa)
for some µa ≤ G, therefore xµa , µax. Hence, there exists z0 ∈ G such that z0 ∈ µax
and z0 < xµa. We write z0 = ux for some u ∈ µa. As x ∈ N(µ) and, by Theorem 2.2,
N(µ) ≤ G, we have x−1 ∈ N(µ). Thus,
µ(x−1z0) = µ(z0x−1) = µ(u) ≥ a.
Therefore, x−1z0 ∈ µa, so that z0 ∈ xµa. This is a contradiction, as z0 < xµa. Conse-
quently,
N(µ) =
⋂
µa≤G
N(µa).
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Recall the notion of equivalent fuzzy subgroup from [1].
Definition 3.3 Let µ, ν ∈ L(G). Then, µ and ν of G are said to be equivalent, denoted
by µ ∼ ν, if and only if µ and ν have the same chain of level subgroups, i.e., {µt}t∈Im µ =
{νt}t∈Im η. The class of L-subgroups equivalent to µ is denoted by [µ].
Proposition 3.8 Let µ ∈ L(G). Then, for each η ∈ [µ], N(η) = N(µ).
Now, we introduce the much promised concept of normalizer of an L-subgroup:
Theorem 3.4 Let η ∈ L(µ). Define an L-subset δ of G as follows:
δ = ∪{ax ∈ µ | ax ◦ η = η ◦ ax}.
Then, δ is the largest L-subgroup of µ such that η is a normal L-subgroup of δ. Here
δ is called the normalizer of η and is denoted by N(η).
Proof Note that for y ∈ G, we have
δ(y) =
 ⋃ax◦η=η◦ax
ax∈µ
ax
 (y) = ∨ax◦η=η◦ax
ax∈µ
{ax(y)} =
∨
ay◦η=η◦ay
ay∈µ
{a}. (2)
Clearly, δ ⊆ µ. As (η(x))x ∈ η, by Proposition 3.2, we have
η ◦ (η(x))x = (η(x))x ◦ η.
Consequently, (η(x))x ∈ δ for each x ∈ G. Hence, in view of Proposition 3.4,
η =
⋃
x∈G
(η(x))x ⊆ δ.
Next, we define the following subset of L for u ∈ G:
Lη(u) = {a ∈ L | au ◦ η = η ◦ au, au ∈ µ}.
In order to prove that δ is an L-subgroup of µ, let y, z ∈ G. Then, in view of (2),
δ(yz) = ∨{c | c ∈ Lη(yz)}. (3)
Next, we claim that
if a ∈ Lη(y) and b ∈ Lη(z), then a ∧ b ∈ Lη(yz).
Let a ∈ Lη(y) , b ∈ Lη(z). Then,
ay ◦ η = η ◦ ay and bz ◦ η = η ◦ bz. (4)
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Therefore, in view of Proposition 3.3, the associativity of the set product ‘◦’ and (4),
we obtain
(a ∧ b)(yz) ◦ η = η ◦ (a ∧ b)(yz).
Moreover as µ ∈ L(G), we have
µ(yz) ≥ µ(y) ∧ µ(z)
≥ a ∧ b, (since ax, by ∈ µ)
which implies (a ∧ b)(yz) ∈ µ and hence a ∧ b ∈ Lη(yz). Consequently, in view of (3),
we have
δ(yz) ≥ ∨{a ∧ b | a ∈ Lη(y), b ∈ Lη(z)}
= {∨{a | a ∈ Lη(y)}} ∧ {∨{b | b ∈ Lη(z)}}
(since L is a completely distributive lattice)
= δ(y) ∧ δ(z).
We can verify easily that if η ∈ L(µ), then
ay ◦ η = η ◦ ay if and only if ay−1 ◦ η = η ◦ ay−1 .
Thus, Lη(y−1) = Lη(y), so that δ(y) = δ(y−1). This implies δ ∈ L(µ). Next in order to
prove that η ∈ NL(δ), let x, z ∈ G and consider
η(x) ∧ δ(z) = η(x) ∧ {∨{a | a ∈ Lη(z)}} (by (1))
= ∨{η(x) ∧ a | a ∈ Lη(z)} (5)
(since L is a completely distributive lattice).
Furthermore, the following can be verified, similar to the proof of Theorem 3.3,
if a ∈ Lη(z), then az ◦ by ◦ az−1 ∈ η for each by ∈ η.
Hence, in particular, for (η(x))x ∈ η, we have
az ◦ (η(x))x ◦ az−1 ∈ η.
By Proposition 3.3,
az ◦ (η(x))x ◦ az−1 = (a ∧ η(x))(zxz−1).
Hence, (a ∧ η(x))(zxz−1) ∈ η which implies
η(zxz−1) ≥ a ∧ η(x).
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Consequently,
η(zxz−1) ≥ ∨{a ∧ η(x) | a ∈ Lη(z)}
= η(x) ∧ δ(z). (by (5))
Thus, η ∈ NL(δ). Lastly, in order to prove that δ is the largest L-subgroup of µ such
that η is a normal L-subgroup of δ, let θ ∈ L(µ) be such that η ⊆ θ and η ∈ NL(θ).
Now as η ∈ NL(θ), in view of Theorem 3.1, we obtain
η ◦ (θ(x))x = (θ(x))x ◦ η.
Thus, (θ(x))x ∈ δ for each x ∈ G. Thus, using Proposition 3.4, we have θ = ⋃
x∈G
{(θ(x))x}
⊆ δ. This proves the result completely.
The following result is immediate.
Proposition 3.9 Let η ∈ L(µ). Then, N(η)(e) = µ(e).
Theorem 3.5 Let η ∈ L(µ). Then, η ∈ NL(µ) if and only if N(η) = µ.
Proof ⇒ In view of Theorem 3.4, N(η) is the largest L-subgroup of µ such that η
is a normal L-subgroup of N(η). Since η ∈ NL(µ), it follows that µ ⊆ N(η), so that
N(η) = µ.
⇐ Obvious.
Theorem 3.6 Let η ∈ L(G). Then, η is an normal L-subgroup of G if and only if
N(η) = 1G.
Proof ⇒ As η is a normal L-subgroup of G, we have ηx = xη for all x ∈ G. This
implies η ◦ 1x = 1x ◦ η for all x ∈ G, i.e.,
N(η)(x) =
∨
η◦ax=ax◦η
{a} ≥ 1x(x) = 1 for all x ∈ G.
Hence, N(η)(x) = 1 for all x ∈ G, so that N(η) = 1G.
⇐ By Theorem 3.4, η is a normal L-subgroup of N(η). As N(η) = 1G and 1x ∈ 1G
for all x ∈ G, in view if Theorem 3.3, we have
η ◦ 1x = 1x ◦ η for all x ∈ G.
Thus, ηx = xη for all x ∈ G. Therefore η is a normal L-subgroup of G.
We recall the following [2].
Proposition 3.10 Let A, B ⊆ G. Then, 1A◦1B = 1AB, where A·B = {ab | a ∈ A, b ∈ B}.
As a corollary to the above result, we have the following.
Lemma 3.1 Let H be a subgroup of G. Then, x ∈ N(H) if and only if 1H◦1x = 1x◦1H .
Proposition 3.11 Let H be a subgroup of G. Then, N(1H) = 1N(H).
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Proof Let x ∈ N(H). Then, by Lemma 3.1, 1H ◦ 1x = 1x ◦ 1H . Hence, by the
definition of normalizer, we get
N(1H)(x) =
∨
1H◦ax=ax◦1H
ax∈1G
{a} = 1.
Next, let x < N(H). Then, by Lemma 3.1, 1H ◦ 1x , 1x ◦ 1H , so there exists z0 ∈ G
such that
1H ◦ 1x(z0) , 1x ◦ 1H(z0).
Hence, 1H(z0x−1) , 1H(x−1z0). As Im 1H = {0, 1}, without loss of generality, we
assume that
1H(z0x−1) = 0 and 1H(x−1z0) = 1. (6)
Furthermore, we show that
if 1H ◦ ax = ax ◦ 1H for ax ∈ 1G, then a = 0.
Let 1H ◦ ax = ax ◦ 1H , ax ∈ 1G. Then, 1H ◦ ax(z0) = ax ◦ 1H(z0) which implies
a ∧ 1H(z0x−1) = a ∧ 1H(x−1z0).
So, by (6), we have a = 0. Consequently,
N(1H)(x) =
∨
1H◦ax=ax◦1H
ax∈1G
{a} = 0.
This proves the result completely.
Now, we recall the following [13].
Theorem 3.7 Let η ∈ L(µ). Then, η ∈ NL(µ) if and only if ηa is a normal subgroup
of µa for each a ≤ η(e).
Now we provide an example of a normalizer of an L-subgroup which is a proper
L-subgroup:
Example 3.1 Let D8 = {〈x, y〉 | x2 = e = y8; xy = y−1x} be the dihedral group of
degree 8. If
D4 = {〈x, y2〉 | x2 = e = (y2)4; xy−2 = y−2x}
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is the dihedral subgroup of D8, then define the following L-subsets of D8:
µ(z) =

1
2
, if z ∈ D4,
1
4
, if z ∈ D8 ∼ D4,
η(z) =

1
3
, if z ∈ 〈x〉,
1
9
, if z ∈ D4 ∼ 〈x〉,
1
27
, if z ∈ D8 ∼ D4.
Here A ∼ B means usual set difference and 〈x〉 denotes the subgroup of D8 generated
by ‘x’. Clearly, η ⊆ µ, η , µ and η, µ ∈ L(G). Moreover, note that η 1
3
= 〈x〉, and µ 1
3
=
D4, and 〈x〉 is not a normal subgroup of D4. Thus, by the level subset characterization
of the normal L-subgroup of an L-group, η < NL(µ). If K4 = {e, x, y4, xy4} is a Klein
four subgroup of D8, then one can verify easily that the normalizer N(η)of η has the
following definition:
N(η)(z) =

1
2
, if z ∈ K4,
1
9
, if z ∈ D8 ∼ K4.
In particular, if µ = 1D8 , then
N(η)(z) =
1, if z ∈ K4,1
9
, if z ∈ D8 ∼ K4.
Here it can be seen that the normalizer of η in µ is the intersection of the normalizer
of η in 1G and µ. Also, the normalizer N(µ) of η in D8, as defined in [9], is the crisp
subgroup K4 of D8.
Next, we demonstrate by the following example that the normalizer of an L-
subgroup of an L-group should not necessarily be two-valued.
Example 3.2 Let D8 = {〈x, y〉 | x2 = e = y8; xy = y−1x} be the dihedral group of
degree 8. If C = {e, y4} is the centre of D8 and K4 = {e, x, y4, xy4} is a Klein four
subgroup of D4, then define the following L-subsets of D8:
µ(z) =

1
2
, if z ∈ C,
1
4
, if z ∈ K4 ∼ C,
1
8
, if z ∈ D8 ∼ K4,
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η(z) =

1
3
, if z ∈ C,
1
6
, if z ∈ K4 ∼ C,
1
27
, if z ∈ D8 ∼ K4.
Clearly, η ⊆ µ, η , µ and η, µ ∈ L(G). Moreover, note that η 1
8
= K4 and µ 1
8
= D8,
and K4 is not a normal subgroup of D8. Thus, by the level subset characterization
of a normal L-subgroup of an L-group, η < NL(µ). One can verify easily that the
normalizer N(η) of η has the following definition.
N(η)(z) =

1
2
, if z ∈ C,
1
4
, if z ∈ K4 ∼ C,
1
8
, if z ∈ D4 ∼ K4,
1
27
, if z ∈ D8 ∼ D4.
In particular, if µ = 1D8 , then
N(η)(z) =
1, if z ∈ D4,1
9
, if z ∈ D8 ∼ D4.
Also, the normalizer N(η) of η in D8, as defined in [9], is the crisp subgroup D4 of
D8.
Theorem 3.8 Let η, θ ∈ L(µ). If η ◦ θ ∈ L(µ), then
(i) N(η) ∩ N(θ) ⊆ N(η ∩ θ),
(ii) N(η) ∩ N(θ) ⊆ N(η ◦ θ).
Proof (i) For y ∈ G and λ ∈ L(µ), define the following subset of L:
Lλ(y) = {a ∈ L | ay ◦ λ = λ ◦ ay, ay ∈ µ}.
We claim that
if a ∈ Lη(y) and b ∈ Lθ(y), then a ∧ b ∈ Lη∩θ(y).
Let a ∈ Lη(y) and b ∈ Lθ(y). Then,
ay ◦ η = η ◦ ay and by ◦ θ = θ ◦ by. (7)
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Write c = a ∧ b. Then, by using Proposition 3.1 and (7), we get
(η ∩ θ) ◦ cy = cy ◦ (η ∩ θ).
Thus, a ∧ b ∈ Lη∩θ(y). Now, we consider
N(η ∩ θ)(y) = ∨{c | c ∈ Lη∩θ(y)}
≥ ∨{a ∧ b | a ∈ Lη(y), b ∈ Lθ(y)}
= {∨{a | a ∈ Lη(y)}} ∧ {∨{b | b ∈ Lη(y)}}
(since L is a completely distributive lattice)
= N(η)(y) ∧ N(θ)(y),
which establishes the result.
(ii) For y ∈ G and λ ∈ L(µ), we define the following subset of L:
Lλ(y) = {a ∈ L | ay ◦ λ = λ ◦ ay, ay ∈ µ}.
It can be verified, as in part (i), that for every a ∈ Lη(y) and b ∈ Lθ(y), a∧ b ∈ Lη◦θ(y).
Thus,
N(η ◦ θ)(y) = ∨{c | c ∈ Lη◦θ(y)}
≥ ∨{a ∧ b | a ∈ Lη(y), b ∈ Lθ(y)}
= {∨a | a ∈ Lη(y)} ∧ {∨b | b ∈ Lθ(y)}
(since L is a completely distributive lattice)
= N(η)(y) ∧ N(θ)(y).
In order to discuss the homomorphic image and preimage of the normalizer of an
L-subgroup, we begin with:
Lemma 3.2 Let f : G → K be a group homomorphism and x ∈ G. If y ∈ K, then
the set of all preimages of ‘y f (x)’ is precisely the set of all elements of the form ‘ux’
where f (u) = y.
Lemma 3.3 Let f : G → K be a group homomorphism and ax ∈ µ. Then,
f (η ◦ ax) = f (η) ◦ a f (x) = f (η) ◦ f (ax) for η ∈ Lµ.
Corollary 3.2 Let v be a group homomorphism and η, θ ∈ Lµ. Then, f (η ◦ θ) =
f (η) ◦ f (θ).
Lemma 3.4 Let f : G → K be a group homomorphism and ν ∈ L(K). If ν ∈ LK , then
f −1(θ ◦ b f (x)) = f −1(θ) ◦ bx.
Theorem 3.9 Let f : G → K be a group homomorphism. Then, for µ ∈ L(G) and
ν ∈ L(K),
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(i) f (N(η)) ⊆ N( f (η)) for each η ∈ L(µ),
(ii) f −1(N(θ) ⊆ N( f −1(θ)) for each θ ∈ L(ν).
Proof (i) Let η ∈ L(µ). Then, by Theorem 2.3, f (η) ∈ L( f (µ)). Next, we define the
following subsets:
Lη = {ax ∈ µ | η ◦ ax = ax ◦ η}
and
L f (η) = {by ∈ f (µ) | f (η) ◦ by = by ◦ f (η)}.
We claim that f (Lη) ⊆ L f (η). In order to prove the claim, let by ∈ f (Lη). Then,
by = f (ax) for some ax ∈ Lη. Also, as ax ∈ µ, we have
f (µ)( f (x)) =
∨
f (x)= f (z)
{µ(z)} ≥ µ(x) ≥ a.
Thus, a f (x) ∈ f (µ). Now, consider
f (η) ◦ a f (x) = f (η ◦ ax) (by Lemma 3.3)
= f (ax ◦ η) (since ax ∈ Lη)
= a f (x) ◦ f (η). (by Lemma 3.3)
Consequently, by = f (ax) = a f (x) ∈ L f (η). This proves our claim. Furthermore,
f (N(η)) = f (∪{ax | ax ∈ Lη}) (by the definition of N(η))
= ∪{ f (ax) | ax ∈ Lη}
= ∪{a f (x) | ax ∈ Lη}
⊆ ∪{by | by ∈ L f (η)} (as f (Lη) ⊆ L f (η))
= N( f (η)).
(ii) Let θ ∈ L(ν). Then, by Theorem 2.3, f −1(θ) ∈ L( f −1(ν)). Next, we define the
following subsets:
Lθ = {by ∈ ν | θ ◦ by = by ◦ θ}
and
L f −1(θ) = {ax ∈ µ | f −1(θ) ◦ ax = ax ◦ f −1(θ)}.
We claim that
if f (ax) ∈ Lθ, then ax ∈ L f −1(θ).
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In order to prove the claim, let f (ax) ∈ Lθ. Then, a f (x) = f (ax) ∈ ν. This implies
f −1(ν)(x) = ν( f (x)) ≥ a,
so that ax ∈ f −1(ν). Moreover, note that
a f (x) = f (ax) ∈ f ( f −1(ν)) ⊆ ν.
Now, we consider
f −1(θ) ◦ ax = f −1(θ ◦ a f (x)) (by Lemma 3.4)
= f −1(a f (x) ◦ θ) (as a f (x) = f (ax) ∈ Lθ)
= ax ◦ f −1(θ) (by Lemma 3.4)
which gives ax ∈ L f −1(θ) and this proves our claim. Next, let x ∈ G. Then
f −1(N(θ))(x) = f −1(∪{ay | ay ∈ Lθ})(x) (by the definition of N(η))
= (∪{ay | ay ∈ Lθ})( f (x))
= ∨{ay( f (x)) | ay ∈ Lθ}
= ∨{a | f (ax) = a f (x) ∈ Lθ}
≤ ∨{b | bx ∈ L f −1(θ)} (by using the above claim)
= N( f −1(θ))(x).
Hence, f −1(N(θ) ⊆ N( f −1(θ)).
4. Conclusion
So far in the studies of fuzzy algebraic substructures, the definition of a subalgebra
has been formulated in the framework of classical algebra. In fact, from Rosenfeld
onwards, almost all the researchers defined and studied the notion of a fuzzy subgroup
of an ordinary group. Similar is the situation in the theory of fuzzy rings. In our
paper [4], we have deviated from this approach. We have studied the notion of a
normal fuzzy subgroup of a fuzzy group and defined a characteristic fuzzy subgroup
of a fuzzy group. This laid the foundation of the theory of fuzzy subalgebras where
the parent structures are also fuzzy algebras. In our different papers, we have studied
the notions of nilpotent L-subgroup, solvable L-subgroup and normal closure of an
L-subgroup of an L-group. The present paper is in the sequence of these papers.
Moreover, the notion of normal L-subgroup of an L-group defined in this paper is
characterized by L-cosets and L-points like its classical counterpart in classical group
theory. It is due to this consideration that the normalizer defined in this paper is an
L-subgroup of an L-group rather than crisp subgroup which has been the focus of
attention in the earlier works on fuzzy group theory. An interesting question in this
direction is to investigate the level subsets of this normalizer. All these developments
taken together sufficiently establish a theory of L-subgroup where parent structure is
an L-group.
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Besides, in the disciplines of fuzzy algebraic structures for almost last one decade,
virtually there is no progress. It is mainly due to the emergence of metatheorem
and subdirect product theorem. The results of fuzzy algebra which are extension
of results from classical algebra become just simple instances of these indigenous
results. However, for lattice valued fuzzy subsets metatheorem and subdirect product
theorems are not applicable. Therefore, we suggest the researchers pursuing studies
in these areas to switch over to L-setting by investigating properties of L-subalgebras
of an L-algebra.
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