Setting up a symbolic algebraic system is the first step in mathematics mechanization of any branch of mathematics. In this paper, we establish a compact symbolic algebraic framework for local geometric computing in intrinsic differential geometry, by choosing only the Lie derivative and the covariant derivative as basic local differential operators. In this framework, not only geometric entities such as the curvature and torsion of an affine connection have elegant representations, but their involved local geometric computing can be simplified.
Introduction
Mathematics mechanization focuses on solving mathematical problems with symbolic computation techniques, particularly on mathematical reasoning by algebraic manipulation of mathematical symbols. In differential geometry, the mechanization viz. mechanical theorem proving, is initiated by [7] using local coordinate representation. On the other hand, in modern differential geometry the dominant algebraic framework is moving frames and differential forms [1] , which are independent of local coordinates. For mechanical theorem proving in spatial surface theory, [3] , [4] , [5] proposed to use differential forms and moving frames as basic algebraic tools. It appears that differential geometry benefits from both local coordinates and global invariants [6] .
For extrinsic differential geometry, [2] proposed to use Clifford algebra and vector derivative viz. Dirac operator as basic algebraic tools. This framework combines local and global representations, and conforms with the classical framework of vector analysis. The current paper intends to extend this representation to intrinsic differential geometry.
In intrinsic differential geometry, there is already an algebraic system abundant in coordinatefree operators:
Algebraic operators: tensor product ⊗, exterior product ∧, interior product i x , contraction C, the pairing between a vector space and its dual, Riemannian metric tensor g, etc.
1. Exterior differentiation d is equal to the composition of the covariant differentiation δ a (or δ in the case of a torsion-free affine connection) and the wedge product.
2. The curvature and torsion tensors can be represented elegantly by covariant differentiation. By these representations, the famous Bianchi identities are given "transparent" algebraic representations.
3. Some geometric theorems can be given simplified proofs, e.g., Schur's Lemma in Riemannian geometry.
This paper is organized as follows. In Section 2 we introduce some terminology and notations. In Section 3 we construct exterior differentiation locally by Lie derivative. In Section 4 we represent curvature tensor, torsion tensor and Bianchi identities locally by covariant differentiation. In Section 5 we represent the curvature tensor of Riemannian manifold explicitly as a 2-tensor of the tangent bivector bundle, and use it to give a simple proof of Schur's Lemma.
Some Terminology and Notations
We use the same symbol "·" to denote the pairing between a vector space and its dual space, the interior product of a tangent vector field and a differential form, and the inner product induced by a pseudo-Riemannian metric tensor. The explanation is that if no metric tensor occurs, then the dot symbol denotes the interior product which includes the pairing naturally; if there is a fixed pseudo-Riemannian metric tensor, then the tangent space and cotangent space are identified, so are the pairing and the inner product induced by the metric. The latter identification is further justified by the fact that in Riemannian geometry, we use only the Levi-Civita covariant differentiation, which preserves both the inner product and the pairing.
In this paper, we use the following extension [2] of the pairing "·" from V and V * to their Grassmann spaces Λ(V) and Λ(V * ): for vectors x i ∈ V and y j ∈ V * ,
The topic "vector derivative" is explored in detail in [2] . Let V and V * be an nD vector space and its dual space, Let {a i | i = 1 . . . n} and {a j } be a pair of dual bases of V and V * respectively. The vector derivative at a point x ∈ V is the following V-valued first-order differential operator:
Here ∂/∂a i | x denotes the directional derivative at point x. Obviously, ∂ = ∂ x is independent of the basis {a i } chosen, and for any vector a,
Henceforth we consider an nD differentiable manifold M . The tangent and cotangent bundles of M are denoted by T M and T * M respectively. The set of smooth tangent and cotangent vector fields on M are denoted by Γ(T M ) and Γ(T * M ) respectively.
The Lie derivatives of smooth scalar field f , tangent vector field y, and cotangent vector field ω with respect to a smooth tangent vector field x, are defined by
Below we introduce two notations. Let π be a differential operator taking values in
, the differentiation is carried out to the right hand side of π, i.e., to both u and v. If we want the differentiation be made only to u, we use π ∧u ∧ v to denote this, else if we want it be made only to v, we use π ∧ǔ ∧ v to denote this. 
Exterior Differentiation
Definition 3.1 A local natural basis {a i } of Γ(T M ) at x ∈ M is a set of n smooth tangent vector fields defined in a neighborhood N of x, such that there exists a local coordinate system {u i } of N with the property
Let {a i } be a local basis of Γ(T M ), and let {a i } be its dual basis in Γ(T * M ). Define
Proof. We only prove the second part. By the definition of d a , to prove (d a ) 2 = 0 we only Proof. It is easy to prove that d a | C ∞ (M ) is independent of a i . So we only need to prove that d a | Γ(T * M ) is independent of a i . The latter is true because
For local calculus, we can further decompose d into two parts: the wedge product "∧", and the Γ(T * M )-valued local differential operator (2) For any smooth local tangent vector fields x, y,
Proof. We only prove the second part. For any f ∈ C ∞ (M ),
Connection on a Vector Bundle
A connection of a vector bundle E over M is denoted by D. Its covariant derivative with respect to a vector field a is denoted by D a . As in the case of exterior differentiation, we can decompose D into two parts: the tensor product "⊗", and the Γ(
where {a i } is a local basis of Γ(T M ). The difference is that here the operator δ is independent of the basis {a i } chosen, called the covariant differentiation operator. We have
The first benefit of introducing δ is that we can add it up with any differential form ω. The sum is a new connection, and the new covariant derivative is a · (δ + ω). The second benefit is its intrinsic characterization of the curvature tensor, and in the case of affine connection, also the torsion tensor.
The scalar-valued operator (x ∧ y) · (δ ∧ δ) represents the difference between the two compositions D x Dy and D y Dx of the differentiations D x and D y . So δ ∧ δ measures the asymmetry of two successive covariant derivatives. In this section, we decompose this asymmetry into two parts: the curvature part and the torsion part. This characterization clarifies the intrinsic relationship between an affine connection and its curvature and torsion tensors. 
is called the curvature operator of the connection. The following (3,1)-tensor is called the curvature tensor of the connection:
We use the same symbol R with different number of arguments to denote both the curvature operator and the curvature tensor.
Proposition 4.2
The curvature operator has the following local representation with respect to a local natural basis {a i }:
a j ). From this and the fact that R(x, y) is a function of
x ∧ y, we obtain (4.15). 
Definition 4.4 The torsion tensor of an affine connection D is defined by
The dual connection and dual covariant differentiation of D and δ are defined by their actions on a local natural basis {a i }:
In fact, for any tangent vector fields x, y,
Proposition 4.5 For any tangent vector fields x, y and cotangent vector field ω,
In particular, δ ∧δ is independent of {a i } as long as the local basis is natural. 
Proposition 4.7 For a local natural basis {a i }, the curvature and torsion of the connection
Proof. In a local natural basis {a i }, the conclusion follows (4.15), (4.20) and the Lebniz rule δ ∧ δ = δ ∧δ + δ ∧δ. If {a i } is not natural, then 
The first Bianchi identity is equivalent to δ ∧δ ∧ a i = 0 (4.25)
when T = 0 and {a i } is natural. It follows
The second Bianchi identity is equivalent to
When T = 0 and {a i } is natural. It follows δ ∧δ = 0 and
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Riemannian geometry
The Levi-Civita connection δ of a generalized Riemannian manifold is the unique torsionfree connection preserving the metric tensor. Its curvature tensor R induces a new differential operator, denoted by R :
so for any local natural basis {a i },
A direct corollary of (5.28) is that R = R , i.e.,
Because of this, we can identify the curvature tensor with the following symmetric 2-tensor in the space Λ 2 (Γ(T M )), still denoted by R:
Proposition 5.1 For any local basis {a i } which is not necessarily natural,
is called the sectional curvature at point p.
Proof. Let ∂ be the vector derivative in the vector space Λ 2 (T p M ). For any A 2 ∈ Λ 2 (Γ(T M )), by the multilinearity of R, we have
) is independent of B 2 , we say M is isotropic at p. If M is isotropic at every point and K = K p is independent of p, we call M a constant-curvature space.
and is isotropic at every point, then it is a constant-curvature space.
Proof. We only need to prove that K = K p is independent of p. So for any B 2 ∈ Λ 2 (Γ(T p M )), (δK) ∧ B 2 = 0. Since the dimension of Λ 2 (Γ(T p M )) is greater than one, it must be that δK = 0 for any p, i.e., K is constant over M .
Conclusion
In this paper, we set up a compact symbolic algebraic system for local geometric computing in intrinsic differential geometry. In this system, the exterior differentiation, the curvature tensor of a connection, the torsion tensor of an affine connection, the Bianchi identities of a torsion-free affine connection, and the curvature tensor of a Levi-Civita connection are given elegant representations, which can be used to simplify the involved geometric computing, e.g. in the proof of Schur's Lemma. The idea behind the system is the use of vector derivative and Clifford algebra. Our investigation shows that this is a promising research direction for both mathematics mechanization and differential geometry.
