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In vielen Bereichen, wie zum Beispiel der Modell-Ordnungs-Reduktion großer linearer
dynamischer Systeme und der linear-quadratischen optimalen Steuerung von parabo-
lischen partiellen Differentialgleichungen [20], finden Matrixgleichungen Anwendung.
Wichtig sind hier vor allem die Lyapunov-Gleichung
FX +XF T = −GGT (1.1)
und die verallgemeinerte Lyapunov-Gleichung
FXMT +MXF T = −GGT . (1.2)
Es sind verschiedene Lo¨sungsverfahren fu¨r diese Gleichungen bekannt. Eins davon ist
das ADI Verfahren. Hierfu¨r gibt es inzwischen einige Verbesserungen, die es ermo¨glichen,
auch mit großen du¨nn besetzten Matrizen F und M eine Lo¨sung X zu approximieren,
obwohl dieses X im Allgemeinen voll besetzt ist und damit zu großen Speicherbedarf
hat, um es explizit zu ermitteln und abzuspeichern. Auch komplexe Arithmetik la¨sst
sich weitestgehend vermeiden.
Es existieren bereits die Implementierungen M.E.S.S. in MATLAB® [16] und C-M.E.S.S.
in C. Die verha¨ltnisma¨ßig junge Programmiersprache Python gewinnt zunehmend an
Bedeutung und wurde mit den Paketen NumPy [17] und SciPy [13] fu¨r das wissen-
schaftliche Rechnen zuga¨nglich gemacht. Damit ist es wu¨nschenswert ein Werkzeug zur
Verfu¨gung zu haben, mit dem Lyapunov-Gleichungen auch in Python gelo¨st werden
ko¨nnen. Ziel dieser Bachelorarbeit ist es zum einen das ADI Verfahren mithilfe von
NumPy und SciPy zu implementieren. Zum anderen soll diese Implementierung mit
einem Interface zwischen Python und C-M.E.S.S. verglichen werden. Dieses Interface
stellt die Alternative dar, den ADI Algorithmus in Python zur Verfu¨gung zu stellen.
1.2. Einfu¨hrendes Beispiel
Ein typisches Beispiel einer parabolischen partiellen Differentialgleichung ist die instati-
ona¨re Wa¨rmeleitungsgleichung [18,20]. Sie beschreibt die Temperaturvera¨nderung in
einem Ko¨rper in Abha¨ngigkeit von der Zeit. In diesem Fall wird das Einheitsquadrat
Ω = (0, 1)× (0, 1) betrachtet.
4u− ∂u
∂t
= 0 in Ω

























Abbildung 1.1.: Gebietsaufteilung der instationa¨ren Wa¨rmeleitung
Mithilfe der Finite-Differenzen-Methode bezu¨glich des Ortes wird die partielle Diffe-
rentialgleichung (1.3) mit n Gitterpunkten in jeder Dimension diskretisiert. Wie in
Abbildung 1.1 skizziert soll auf dem Bereich [0.1, 0.3]× (0, 1) die Steuerung gleichma¨ßig
durch eine Steuerfunktion u(t) erfolgen. Fu¨r den Ausgang wird die Summe der Funkti-
onswerte auf dem Teilgebiet [0.7, 0.9]× (0, 1) verwendet. Auf diese Weise entsteht eine
du¨nn besetzte Multi-Diagonalmatrix der Dimension n2 als Systemmatrix. Diese Semi-
Diskretisierung fu¨hrt zu einem du¨nn besetzen, linearen zeitinvarianten dynamischen
System ohne Massematrix (1.4).
x˙(t) = Ax(t) +Bu(t)
y(t) = Cu(t)
(1.4)
Beim balancierten Abschneiden in der Modellreduktion sind die Lyapunov-Gleichungen
mit F = A,G = B sowie mit F = AT , G = CT von großen Interesse [8].
FX +XF T = −GGT
Die exakte, eindeutige, konvergente Lo¨sung der Lyapunov-Gleichung ist unter der







Eine sehr effiziente Methode, diese zu approximieren, ist das ADI Verfahren, welches in




Die vorliegende Bachelorarbeit “Numerisches Lo¨sen großer du¨nn besetzter Matrixglei-
chungen in Python” befasst sich mit dem ADI Verfahren zum Lo¨sen der Lyapunov-
Gleichung und dessen Implementierung in der Programmiersprache Python.
Nach der Motivation und einem einfu¨hrenden Beispiel in Kapitel 1 werden in
Kapitel 2 die Grundlagen des ADI Algorithmus erarbeitet. Bedingungen fu¨r die
Konvergenz des Verfahrens sind in Kapitel 3 nachzulesen.
In der Anwendung sind die verwendeten Matrizen ha¨ufig sehr groß und du¨nn be-
setzt. Die gesuchte Lo¨sung allerdings ist im Allgemeinen voll besetzt. Deshalb sollte
vermieden werden diese explizit zu berechnen und zu speichern, welches ab einer
gewissen Gro¨ße der Eingabematrizen nicht mehr mo¨glich ist. Gleiches gilt fu¨r das
Residuum der Lyapunov-Gleichung, welches fu¨r die Abbruchbedingung des ADI Verfah-
rens beno¨tigt wird. In Kapitel 4 werden Verbesserungen des Verfahrens wiederholt,
mit denen die Lo¨sung und das Residuum durch Niedrigrangfaktoren approximiert
werden ko¨nnen. Außerdem wird eine Mo¨glichkeit aufgezeigt, komplexe Arithmetik zu
vermeiden. Komplexe Daten beno¨tigen doppelten Speicherplatz und Operationen mit
diesen sind mindestens doppelt so teuer. Diese Verbesserungen werden in Algorithmus
3 kombiniert.
Die Resultate aus Kapitel 4 werden in Kapitel 5 auf die verallgemeinerte Lyapunov-
Gleichung u¨bertragen und in Algorithmus 4 zusammengefasst.
Kapitel 6 beschreibt sowohl die Implementierung der Algorithmen 3 und 4 in
Python als auch das Interface zwischen Python und C-M.E.S.S., der Implementierung in
C.
Diese beiden Varianten, den ADI Algorithmus in Python verfu¨gbar zu machen,
werden in Kapitel 7 auf ihre Leistungsfa¨higkeit untersucht. Dabei wird auch auf die
Parallelisierbarkeit eingegangen.
Den Abschluss der Arbeit bilden die Zusammenfassung in Kapitel 8 und der Ausblick
in Kapitel 9. Im Anhang finden sich die Ergebnisse zu den einzelnen Testdurchla¨ufen
aus Kapitel 7 sowie ein Datentra¨ger mit den Implementierungen und Testdaten.
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2. Numerische Verfahren zur Lo¨sung
der Lyapunov-Gleichungen
2.1. Das ADI Verfahren
D. Peaceman und H. Rachford fu¨hrten das ADI Verfahren (Alternating Directions
Implicit iteration method) ein, um elliptische und parabolische Differenzialgleichungen
zu lo¨sen. [20]
Seien nun A ∈ Rn×n eine symmetrische positiv definite Matrix und der Vektor
b ∈ Rn bekannt.
Gesucht ist ein Vektor x ∈ Rn mit
Ax = b. (2.1)
Angenommen, es gibt Matrizen H, V ∈ Rn×n symmetrisch, positiv definit und kommu-
tierend (HV = V H) mit A = H + V . Das System
(H + pI)v = r
(V + pI)w = t
habe fu¨r Vektoren r, t ∈ Rn und ein geeignetes p ∈ R eine Lo¨sung v, w ∈ Rn, welche sich
effizient berechnen la¨sst.
Die Gleichung (2.1) wird fu¨r das ADI Verfahren folgendermaßen umformuliert.
(H + pI)x = (pI − V )x+ b,
(V + pI)x = (pI −H)x+ b (2.2)
Hieraus ergibt sich mit geeigneten Parametern pj ∈ C fu¨r j = 1, 2, . . . die Zwei-Schritt-
Iterationsvorschrift fu¨r das ADI Verfahren.
(H + pjI)xj− 1
2
= (pjI − V )xj−1 + b,




Wie schon von Eugene L. Wachspress beschrieben [24], la¨sst sich dieses Verfahren auch
auf die Lyapunov-Gleichungen (1.1) und (1.2) anwenden.
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2.2. Das ADI Verfahren fu¨r Lyapunov-Gleichungen
2.2. Das ADI Verfahren fu¨r Lyapunov-Gleichungen
Seien F ∈ Rn×n und G ∈ Rn×m. Dann ist die Lyapunov-Gleichung definiert als
FX +XF T = −GGT (2.4)
mit der Lo¨sung X ∈ Rn×n. (2.4) besitzt eine eindeutige, reelle, symmetrische und
positiv semidefinite Lo¨sung, wenn λ(F ) ⊂ C−. Diese ist sogar positiv definit, falls (F,G)
steuerbar ist [7].
Auch hier la¨sst sich die lineare Operation
A : Rn×n → Rn×n
X 7→ FX +XF T
als Summe zweier linearer Operatoren
H : Rn×n → Rn×n
X 7→ FX
V : Rn×n → Rn×n
X 7→ XF T
schreiben, welche kommutieren. [20]
HVX = HXF T = FXF T = VFX = VHX
(2.4) la¨sst sich analog zu (2.2) in
(F + pI)X = −GGT −X(F T − pI) (2.5)
und
X(F T + pI) = −GGT − (F − pI)X (2.6)
umformen und (2.6) durch komplexes Konjugieren und Transponieren in
(F + pI)XT = −GGT −XT (F T − pI),
da F ∈ Rn×n, G ∈ Rn×m, X ∈ Rn×n und p ∈ C.
Daraus folgt die Zwei-Schritt-Iterationsvorschrift, wie in (2.3) als
(F + pjI)Xj− 1
2
= −GGT −Xj−1(F T − pjI),
(F + pjI)X
T
j = −GGT −XTj−1(F T − pjI),
(2.7)
mit pj ∈ C− fu¨r j = 1, 2, . . ..
Weiterhin kann (2.7) als Ein-Schritt-Iteration geschrieben werden.
Xj =− 2 Re(pj)(F + pjI)−1GGT (F + pjI)−T
+ (F T − pjI)T (F + pjI)−1Xj−1(F T − pjI)(F + pjI)−T
(2.8)
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2.2. Das ADI Verfahren fu¨r Lyapunov-Gleichungen
Da (F ± pjI)±1 mit (F ± piI)±1 kommutiert, ist (2.8) a¨quivalent zu
Xj =− 2 Re(pj)(F + pjI)−1GGT (F + pjI)−T
+ (F + pjI)
−1(F − pjI)Xj−1(F − pjI)T (F + pjI)−T .
(2.9)
An (2.9) ist die Symmetrie von Xj ∈ Rn×n abzulesen, wie in [8]. Die Konvergenz dieses
Verfahrens ha¨ngt von der Wahl der Shift-Parameter pj ∈ C− ab. Diese Abha¨ngigkeit
wird im folgenden Kapitel na¨her untersucht.
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3. Konvergenz des ADI Algorithmus
Bei geeigneter Wahl der Shift-Parameter pj in (2.9) konvergiert das ADI Verfahren
limj→∞Xj = X superlinear, wie auch in [20] beziehungsweise [8] nachzulesen ist.
Der Fehler im j-ten Iterationsschritt ist definiert als
ej := Xj −X.
Wird ej−1 nach X umgeformt, in die Lyapunov-Gleichung (2.4) eingesetzt
F (Xj−1 − ej−1) + (Xj−1 − ej−1)F T = −GGT
und diese dann in die Ein-Schritt-Iterationsvorschrift (2.9), fu¨hrt dies zu
Xj =2 Re(pj)(F + pjI)
−1(F (Xj−1 − ej−1) + (Xj−1 − ej−1)F T )(F + pjI)−T
+ (F + pjI)
−1(F − pjI)Xj−1(F − pjI)T (F + pjI)−T .
Hieraus folgt dann mit 2 Re(pj) = pj + pj , indem die Inversen links und rechts eliminiert
werden,
(F + pjI)Xj(F + pjI)
T = pjFXj−1 − pjXj−1F T + FXj−1F T + pjpjXj−1
− (pj + pj)(Fej−1 + ej−1F T )
= (F + pjI)(Xj−1 − ej−1)(F + pjI)T + (F − pjI)ej−1(F − pjI)T
⇔
ej = Xj −X
= Xj −Xj−1 + ej−1
= (F + pjI)
−1(F − pjI)ej−1(F − pjI)T (F + pjI)−T
= Rjej−1RHj
mit
Rj := (F + pjI)
−1(F − pjI).




















Der Fehler wird mithilfe von κ(Pj) :=
∥∥∥Wˆj∥∥∥
2








Sei F diagonalisierbar mit den Eigenwerten Λ(F ) = {λ1, . . . , λn} und zugeho¨rigen




































Das Konvergenzverhalten des ADI Verfahrens ist abha¨ngig von der Wahl der Shift-




In der Regel ist das Spektrum Λ(F ) nicht bekannt und la¨sst sich auch nicht effektiv
berechnen, wodurch es sehr schwierig ist optimale Parameter pj zu finden. Alternativ
ko¨nnen die Eigenwerte von F mit einer Heuristik approximiert werden. Dies geschieht,
indem mit dem Arnoldi-Verfahren zum einen die zu F geho¨renden Ritz-Werte berechnet
werden, welche nahe der betragsma¨ßig großen Eigenwerte liegen. Zum anderen sind
Approximationen an die Eigenwerte in der Na¨he des Ursprungs zu berechnen. Dafu¨r
werden die Reziproken der Ritz-Werte benutzt, welche zu F−1 geho¨ren. Eine Heuristik
wa¨hlt die Shift-Parameter aus den beiden Mengen an Ritz-Werten und reziproken Ritz-
Werten und ordnet diese dann so, dass Parameter, die in einem ADI Iterationsschritt
den Fehler am sta¨rksten reduzieren, mo¨glichst am Anfang stehen. Genaueres zu dieser
Heuristik und der entsprechende Algorithmus sind in [18] und [20] zu finden.
Zusa¨tzlich zu der Wahl guter Shift-Parameter sind weitere Verbesserungen des ADI
Verfahrens mo¨glich, welche in dem folgenden Kapitel 4 na¨her betrachtet werden.
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4.1. Niedrigrangfaktor der Lo¨sung
Ha¨ufig ist die Matrix F ∈ Rn×n nur du¨nn besetzt, wobei n sehr groß ist. Weiterhin
gilt oft G ∈ Rn×m mit m  n. Die Lo¨sung der Lyapunov-Gleichung (2.4) X ∈ Rn×n
sowie die Iterationslo¨sungen Xj ∈ Rn×n sind im Allgemeinen voll besetzt. Daher soll
vermieden werden, X beziehungsweise Xj explizit zu speichern und zu benutzen. Wie
auch in [20] wird in Kapitel 2.2 beobachtet, dass Xj symmetrisch ist. Mithilfe von
rechteckigen Matrizen Zj ∈ Cn×j·m als Niedrigrangfaktoren von Xj = ZjZHj la¨sst sich
der explizite Umgang mit Xj vermeiden. Unter der Annahme X0 = 0n×n ergibt sich




−2 Re(p1)(F + p1I)−1G
Zj =
[√
−2 Re(pj)(F + pjI)−1G, (F + pjI)−1(F − pjI)Zj−1
]
, j ≥ 2
(4.1)
Hier wird in jedem Iterationsschritt der vorherige Faktor Zj−1 ∈ Cn×(j−1)·m mit
(F + pjI)
−1(F − pjI) multipliziert. Zj bekommt pro Iterationsschritt m Spalten dazu,
wodurch die Berechnung der Iterationslo¨sungen mit jedem Schritt teurer wird. Bei
genauer Betrachtung von (4.1) ist zu beobachten, dass es ausreicht, in jedem Iterations-
schritt m Spalten hinzuzufu¨gen, ohne Zj−1 zu modifizieren.
Seien nun J ∈ N die Anzahl der Shift-Parameter und fu¨r j = 1, . . . , J
Sj := (F + pjI)
−1,
Tj := (F − pjI),
zj :=
√









√−2 Re(pj)√−2 Re(pj+1)(F − pj+1I)(F + pjI)−1
=
√−2 Re(pj)√−2 Re(pj+1) [I − (pj + pj+1)(F + pjI)−1] ,
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wobei Tj und Sr fu¨r alle j, r = 1, . . . , J kommutieren. (4.1) kann folgendermaßen
umformuliert werden.
ZJ = [γJSJG, SJTJγJ−1SJ−1G, SJTJSJ−1TJ−1γJ−2SJ−2G, . . . ,
SJTJSJ−1TJ−1 · · ·S2T2γ1S1G]
= [zJ , PJ−1zJ , PJ−2PJ−1zJ , . . . , P1P2 · · ·PJ−1zJ ]
Da die Reihenfolge der Shift-Parameter keine Rolle spielt, ko¨nnen diese mit umgekehrter
Nummerierung angeordnet werden. (4.2) macht deutlich, dass sich das Update der
Iterationslo¨sung lediglich auf die letzten m Spalten auswirkt und die ersten (J − 1) ·m






ZJ = [z1, Pˆ1z1, Pˆ2Pˆ1z1, . . . , PˆJ−1PˆJ−2 · · · Pˆ2Pˆ1z1]
= [Z1, Pˆ1Z1, Pˆ2Z2, . . . , PˆJ−1ZJ−1]
(4.2)
Mithilfe von (4.1) und (4.2) kann nun das ADI Verfahren in einen Algorithmus gefasst
werden.
Algorithmus 1: Low-Rank Cholesky factor ADI iteration (LRCF-ADI-v1)
Eingabe : F ∈ Rn×n, G ∈ Rn×m, welche FX +XF T = −GGT definieren und
Shift-Parameter {p1, . . . , pJmax} ⊂ C−
Ausgabe : Z = ZJmax ∈ Cn×Jmax·m mit ZZH ≈ X




3 for j = 2 to Jmax do
4 Vj = Vj−1 − (pj + pj−1)(F + pjI)−1Vj−1
5 Zj = [Zj−1,
√−2 Re(pj)Vj]
6 end
In diesem Algorithmus ist es nicht no¨tig, die Iterationslo¨sung Xj ∈ Rn×n zu spei-
chern. Stattdessen wird lediglich Zj ∈ Cn×j·m gespeichert, welches weniger aufwa¨ndig
ist, da m n. Um den Speicheraufwand noch weiter zu senken, kann das Verfahren
zusa¨tzlich verbessert werden, indem sichergestellt wird, dass die Niedrigrangfaktoren
Zj ∈ Rn×j·m ausschließlich reell sind.
4.2. Vermeidung komplexer Lo¨sungsfaktoren
Wie schon in Kapitel 2.2 erwa¨hnt, besitzt die Lyapunov-Gleichung (2.4) eine reelle
Lo¨sung. Allerdings ko¨nnen die Shift-Parameter des ADI Verfahrens auch komplex sein.
Dies hat zur Folge, dass fu¨r ein pj ∈ C− in Algorithmus 1 sowohl Vj als auch Zj
komplexwertig sind. Zum einen muss ein System mit (F + pjI)
−1 ∈ Cn×n in komplexer
Arithmetik gelo¨st werden, was zusa¨tzlichen Aufwand bedeutet. Zum anderen haben Vj
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und Zj doppelten Speicherbedarf gegenu¨ber einer reellen Lo¨sung.
Um dies zu vermeiden, sind weitere Voraussetzungen an die Shift-Parameter pj ∈ C−
no¨tig. Diese heißen geeignet, falls fu¨r alle j = 1, . . . Jmax entweder pj ∈ R− oder
komplexe Shifts nur in Paaren mit pj ∈ C−, pj+1 = pj auftreten.





√−2 Re(pj)Vj ∈ Cn×m und Vˆj+1 := √−2 Re(pj+1)Vj+1 ∈ Cn×m
Vˆj+1 = Vˆj + 2βj Im(Vˆj). (4.3)
Die folgenden Resultate sowie der Beweis von (4.3) finden sich auch in [6].
Sei nun
Zj+1 = [Vˆ1, . . . , Vˆj−1, Vˆj, Vˆj+1]
der Lo¨sungsfaktor der (j + 1)-ten Iteration und
Zˆ := [Vˆj, Vˆj+1] = [Vˆj, Vˆj + 2βj Im(Vˆj)] ∈ Cn×2m.






























= Fˆ ⊗ I ∈ R2m×2m










welche echt gro¨ßer als Null sind, da
(β2j + 1)
2 = β2j (β
2
j + 1) + β
2









Folglich ist Fˆ reell, symmetrisch, positiv definit. Aufgrund der Eigenschaften des
Kronecker-Produkts gilt das Gleiche fu¨r Tˆ TˆH . Damit hat Tˆ TˆH eine eindeutige Cholesky-
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] · LLT · [Re(Vˆj), Im(Vˆj)]T ∈ Rn×n












Re(Vˆj) + βj Im(Vˆj),
√




Re(Vj) + βj Im(Vj),
√




Mit (4.4) kann Algorithmus 1 so umformuliert werden, dass Zj in jedem Iterations-
schritt reell ist.
Dadurch wird der Speicheraufwand fu¨r den Lo¨sungsfaktor halbiert. Fu¨r komplexe Shift-
Parameter muss zwar weiterhin ein komplexes System mit (F + pjI)
−1 ∈ Cn×n gelo¨st
werden. Mit dem daraus resultierenden Vj kann jedoch in einem Doppelschritt Vj+1
berechnet werden, ohne ein weiteres Mal lo¨sen zu mu¨ssen, wodurch der Rechenaufwand
hierfu¨r eingespart wird.
Ein Problem ist, dass fu¨r den folgenden Iterationsschritt das eventuell komplexe Vj+1
aus Gleichung (4.3) beno¨tigt wird. Somit ist auch das na¨chste zu lo¨sende System
komplex, selbst wenn der Shift-Parameter reell ist. Obwohl die Matrix Vj in Zeile 6 von
Algorithmus 2 theoretisch reell ist, kann es passieren, dass dieser durch numerische
Fehler einen Imagina¨rteil hat, welcher betragsma¨ßig nahe der Maschinengenauigkeit ist.
Deswegen wird in dieser Zeile sichergestellt, dass Vj eine reelle Matrix ist. Auch diese
Schwierigkeiten ko¨nnen mithilfe von Niedrigrangfaktoren des Residuums umgangen
werden, wie im folgenden Abschnitt 4.3 zu sehen ist.
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Algorithmus 2: Low-Rank Cholesky factor ADI iteration (LRCF-ADI-v2)
Eingabe : F ∈ Rn×n, G ∈ Rn×m, welche FX +XF T = −GGT definieren und
geeignete Shift-Parameter {p1, . . . , pJmax} ⊂ C−
Ausgabe : Z = ZJmax ∈ Rn×Jmax·m mit ZZT ≈ X




3 for j = 2 to Jmax do
4 Vj = Vj−1 − (pj + pj−1)(F + pjI)−1Vj−1
5 if Im(pj) = 0 then
6 Vj = Re(Vj)
7 Z = [Z,
√−2 Re(pj)Vj]
8 else





11 Vj+1 = Vj + 2β Im(Vj)
12 Z =
[
Z, α (Re(Vj) + β Im(Vj)) , α
√
β2 + 1 Im(Vj)
]
13 j = j + 1
14 end
15 end
4.3. Niedrigrangfaktor des Residuums
Als Abbruchkriterium fu¨r das ADI Verfahren kann die Norm des Residuums (4.5) der
Lyapunov-Gleichung (2.4) benutzt werden.
L(Xj) := FXj +XjF T +GGT ∈ Rn×n (4.5)
Wenn diese kleiner als eine vorher definierte Toleranz ist, wird der Algorithmus ab-
gebrochen. Wie schon in Kapitel 4.1 festgestellt, sind die Iterationslo¨sungen Xj im
Allgemeinen voll besetzt und somit auch die Residuen L(Xj). Alleine der Rechen-
und Speicheraufwand dafu¨r wa¨re schon zu groß. Wie in [5], nur mit komplexen Shift-
Parametern pj ∈ C−, ist zu zeigen, dass auch L(Xj) symmetrisch ist und durch einen
Niedrigrangfaktor deutlich effizienter berechnet werden kann.
In Kapitel 3 wird bereits gezeigt, dass
ej = Wˆje0Wˆ
H
j = Wˆj(X0 −X)WˆHj , (4.6)
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mit den Bezeichnungen
ej := Xj −X,







Das Einsetzen von (4.6) in (4.5) ergibt
L(Xj) = F (Xj −X) + (Xj −X)F T = FWˆje0WˆHj + Wˆje0WˆHj F T .
Zusammen damit, dass F und Wˆj kommutieren und X0 = 0n×n, folgt
L(Xj) = WˆjGGT WˆHj .
Somit ist mit W0 := G
Wj := (F + pjI)
−1(F − pjI)Wj−1 ∈ Cn×m (4.7)
ein Niedrigrangfaktor des Residuums definiert, welcher sich rekursiv berechnen la¨sst.
Mit diesem la¨sst sich u¨ber ein inneres Produkt die Norm des Residuums sehr effizient
ermitteln. Zu beachten ist m n.
‖L(Xj)‖2 = ‖WjWHj ‖2 = ‖WHj Wj︸ ︷︷ ︸
∈Cm×m
‖2 (4.8)




I − (pj + pj−1)(F + pjI)−1
]
Vj−1
= (F − pj−1I)(F + pjI)−1Vj−1
= (F + pjI)
−1(F − pj−1I)(F + pj−1I)−1(F − pj−2I)Vj−1
= (F + pjI)
−1Rj−1(F − pj−2I)Vj−1









= (F + pjI)
−1Wj−1
(4.9)
Weiterhin kann Wj effizient mithilfe von Vj aufdatiert werden.
Wj = (F − pjI)(F + pjI)−1Wj−1
=
[
I − (pj + pj)(F + pjI)−1
]
Wj−1
= Wj−1 − 2 Re(pj)Vj
(4.10)
Wie schon in Kapitel 4.2 kann der Shift-Parameter pj ∈ C− komplex sein. Auch hier
la¨sst sich vermeiden, dass der Niedrigrangfaktor Wj als komplexe Matrix gespeichert
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und komplexe Arithmetik angewandt werden muss.
4.4. Vermeidung komplexer Arithmetik beim
Niedrigrangfaktor des Residuums
Der Doppelschritt wie in Kapitel 4.2 kann auch fu¨r den Niedrigrangfaktor des Residuums
durchgefu¨hrt werden [5]. Wird Gleichung (4.3) in die Berechnungsformel (4.10) fu¨r Wj+1
eingesetzt, folgt
Wj+1 = Wj − 2 Re(pj)Vj+1
= Wj−1 − 2 Re(pj) (Re(Vj) + i Im(Vj) + Re(Vj)− i Im(Vj) + 2βj Im(Vj))
= Wj−1 − 4 Re(pj)(Re(Vj) + βj Im(Vj)).
(4.11)
Mithilfe von (4.11) la¨sst sich Algorithmus 2 erweitern.
Algorithmus 3: Low-Rank Cholesky factor ADI iteration (LRCF-ADI-v3)
Eingabe : F ∈ Rn×n, G ∈ Rn×m, welche FX +XF T = −GGT definieren und
geeignete Shift-Parameter {p1, . . . , pJmax} ⊂ C−
Ausgabe : Z = ZJmax ∈ Rn×Jmax·m mit ZZT ≈ X
1 Z = [ ]
2 W0 = G
3 j = 1
4 while j ≤ Jmax and
∥∥W Tj−1Wj−1∥∥2 > tol do
5 Vj = (F + pjI)
−1Wj−1
6 if Im(pj) = 0 then
7 Z = [Z,
√−2 Re(pj)Vj]
8 Wj = Wj−1 − 2 Re(pj)Vj
9 j = j + 1
10 else







Z, α (Re(Vj) + β Im(Vj)) , α
√
β2 + 1 Im(Vj)
]
14 Wj+1 = Wj−1 + α2 (Re(Vj) + β Im(Vj))
15 j = j + 2
16 end
17 end
Hier wird u¨ber den Niedrigrangfaktor des Residuums effizient ein Abbruchkriterium
ermittelt. Im Gegensatz zu Algorithmus 2 muss nach einem Doppelschritt kein




Algorithmus 3 kann erweitert werden, um verallgemeinerte Lyapunov-Gleichungen zu
lo¨sen [5].
FXMT +MXF T = −GGT (5.1)
Gleichung (5.1) ist a¨quivalent zu
M−1FX +XF TM−T = −M−1GGTM−T
⇔ F˜X +XF˜ T = −G˜G˜T .
F˜ := M−1F
G˜ := M−1G
In Algorithmus 1 ergibt sich
Vj = Vj−1 − (pj + pj−1)(F˜ + pjI)−1Vj−1
= Vj−1 − (pj + pj−1)(M−1(F + pjM))−1Vj−1
= Vj−1 − (pj + pj−1)(F + pjM)−1MVj−1,
beziehungsweise fu¨r Algorithmus 3 mit W˜j := MWj
Vj = (F˜ + pjI)
−1Wj−1 = (F + pjM)−1W˜j−1
W˜j = MWj−1 − 2 Re(pj)MVj = W˜j−1 − 2 Re(pj)MVj.
(5.2)




Algorithmus 4: Generalized Low-Rank Cholesky factor ADI iteration (G-LRCF-
ADI)
Eingabe : F ∈ Rn×n,M ∈ Rn×n, G ∈ Rn×m, welche FXMT +MXF T = −GGT
definieren und geeignete Shift-Parameter {p1, . . . , pJmax} ⊂ C−
Ausgabe : Z = ZJmax ∈ Rn×Jmax·m mit ZZT ≈ X
1 Z = [ ]
2 W0 = G
3 j = 1
4 while j ≤ Jmax and
∥∥W Tj−1Wj−1∥∥2 > tol do
5 Vj = (F + pjM)
−1Wj−1
6 if Im(pj) = 0 then
7 Z = [Z,
√−2 Re(pj)Vj]
8 Wj = Wj−1 − 2 Re(pj)MVj
9 j = j + 1
10 else







Z, α (Re(Vj) + β Im(Vj)) , α
√
β2 + 1 Im(Vj)
]
14 Wj+1 = Wj−1 + α2M (Re(Vj) + β Im(Vj))




6. Implementierung in Python
Es bestehen im wesentlichen zwei Mo¨glichkeiten, das ADI Verfahren in Python umzu-
setzen. Zum einen ko¨nnen alle wichtigen Routinen direkt in Python neu geschrieben
werden (Python-M.E.S.S.), wie im folgenden Kapitel 6.1 beschrieben. Zum anderen
ko¨nnen die bereits in C-M.E.S.S. bestehenden Routinen mithilfe eines Interface genutzt
werden, welches in Kapitel 6.2 dargelegt ist.
6.1. Direkte Implementierung in Python
Ein Ziel dieser Bachelorarbeit ist es das ADI Verfahren in der Programmiersprache
Python [21] zu implementieren. Hierfu¨r wird hauptsa¨chlich das Modul SciPy [13] ver-
wendet.
SciPy basiert auf dem Modul NumPy [17] und stellt einen schnellen Array-Datentyp,
Matrix-Datentypen fu¨r voll und du¨nn besetzte Matrizen sowie alle beno¨tigten Lineare
Algebra Operationen zur Verfu¨gung. Dafu¨r greift es unter anderem auf BLAS [1], LA-
PACK [2] und UMFPACK [9] zuru¨ck.
Die Algorithmen 3 und 4 werden so implementiert, dass sie sowohl Python 2 als
auch Python 3 unterstu¨tzen. In Tabelle 6.1 sind die verwendeten Versionen aufgelistet












Tabelle 6.1.: Software Versionen
Der Aufbau und die Benennung von Variablen und Funktionen der Implementierung
orientieren sich an den bestehenden Versionen C-M.E.S.S. in der Programmiersprache C
und hauptsa¨chlich an MATLAB-M.E.S.S..
Um Ressourcen zu sparen, werden, anders als u¨blich, in keiner der Python-Funktionen
ganze Module wie SciPy oder Submodule von SciPy geladen. Stattdessen werden nur
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die Elemente importiert, die in der jeweiligen Funktion beno¨tigt werden, um den
Namespace1 so klein wie mo¨glich zu halten.
Beim Lo¨sen du¨nn besetzter Systeme mit mehreren rechten Seiten, wie in Algo-
rithmus 3, Zeile 5, stellt sich das Problem, dass das Submodul scipy.sparse
keine passende Funktion anbietet. Mehrere rechte Seiten und eine du¨nn besetz-
te Matrix kann scipy.sparse.linalg.spsolve zwar handhaben, erwartet
aber auch, dass die Rechte-Seite-Matrix sowie die Lo¨sung du¨nn besetzt sind [22].
Da dies beim ADI Verfahren nicht der Fall ist, wird direkt UMFPACK be-
nutzt. scipy.sparse.linalg.dsolve.factorized ist ein Wrapper um
scipy.sparse.linalg.umfpack.UmfpackContext. Es berechnet eine LU-
Zerlegung, speichert diese und hat als Ru¨ckgabewert eine Funktion, die diese Zerlegung
zum Lo¨sen des Systems benutzt. In Python-M.E.S.S. wird einheitlich UmfpackContext
direkt benutzt ohne factorized. Dies bietet den Vorteil, dass das System auch in
transponierter Form gelo¨st werden kann, welches sich in Tests als schneller erwiesen
hat. factorized ist dazu nicht in der Lage, weshalb die Matrix vorher transponiert
werden mu¨sste, welches zusa¨tzlichen Aufwand bedeutet. Mithilfe der zuru¨ckgegebenen
Lo¨serfunktion kann u¨ber die einzelnen rechten Seiten iteriert werden.
Ein weiterer zu beachtender Aspekt sind die verschiedenen Speicherformate fu¨r Ma-
trizen, die SciPy bereitstellt. Bei voll besetzten Matrizen wird das Fortran-u¨bliche
“column-major”-Speicherformat genutzt, da den Lineare Algebra Funktionen auf Fortran
basierende Routinen wie BLAS und LAPACK zugrunde liegen. Auch dies hat sich in Tests
als schneller erwiesen als das C-typische “row-major”-Format. Hierfu¨r wird einheitlich
die bereitgestellte Matrix-Klasse matrix von SciPy verwendet. Bei anderen Klassen,
wie dem mehrdimensionalen Array ndarray, treten Fehler mit dem shape-Attribut
auf, welches alle Arrayklassen besitzen.
Der Zugriff auf eine einzelne Zeile oder Spalte einer als ndarray gespeicherten Ma-
trix liefert einen eindimensionalen Vektor (shape = (n, )). Weitere Berechnungen,
beispielsweise ein Matrix-Vektor-Produkt mit diesem sind fehlerhaft. Bei einer als
matrix gespeicherten Matrix hingegen liefert der Zugriff auf eine einzelne Zeile oder
Spalte einen zweidimensionalen Vektor (shape = (n, 1) oder shape = (1, n)). Weitere
Operationen mit diesem produzieren keine solchen Fehler. Vergleiche auch mit dem
Beispiel in Abbildung 6.1 beziehungsweise 6.2.
Andererseits muss die Lo¨serfunktion, die UmfpackContext zuru¨ck gibt, einen
eindimensionalen Vektor(ndarray) als rechte Seite bekommen und gibt auch einen sol-
chen als Lo¨sung aus. Dafu¨r ist jeweils eine A¨nderung des shape-Attributes notwendig.
matrix ist eine Unterklasse von ndarray. Trotzdem verwenden beide nicht die selbe
dot-Funktion fu¨r das Matrix-Matrix- oder Matrix-Vektor-Produkt. Ein Problem dieser
dot-Funktionen ist, dass sie nicht zuverla¨ssig die bereitgestellten BLAS-Routinen
nutzen, vor allem wenn mehrere Threads zur Verfu¨gung stehen. Aber auch das Interface
auf die BLAS-Routinen in scipy.linalg.blas.fblas ist nicht leistungsfa¨higer.
1Ein mapping aller ”Namen” von Variablen, Funktionen, Modulen, . . . zu den entsprechenden
Objekten
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from scipy import rand, mat
from scipy.sparse import rand as sprand
from scipy.linalg import norm
n = 100
d = .05
# zufaellige duenn besetzte 100 x 100 Matrix
F = sprand(n, n, d)
# zufaelliger Vektor der Laenge 100 als ndarray
b = rand(n,1)
print "b: = " , b.shape
print "b[ : , 0].shape = " , b[ : , 0].shape
# b von sich selbst subtrahieren
print " | | b − b[ : , 0 ] | | =" , norm(b − b[ : ,0])
# Multiplikation mit einer Matrix
print " | | F * b − F * b[ : , 0 ] | | = " ,
print norm(F.dot(b) − F.dot(b[ : , 0]))
# gleicher Vektor als matrix
b = mat(rand(n,1))
print "b: = " , b.shape
print "b[ : , 0].shape = " , b[ : , 0].shape
# b von sich selbst subtrahieren
print " | | b − b[ : , 0 ] | | =" , norm(b − b[ : ,0])
# Multiplikation mit einer Matrix
print " | | F * b − F * b[ : , 0 ] | | = " ,
print norm(F.dot(b) − F.dot(b[ : , 0]))
Abbildung 6.1.: Beispielcode zur Demonstration des Fehlers im Zusammenhang mit
dem shape Attribut
b: = (100, 1)
b[ : , 0].shape = (100,)
| | b − b[ : , 0 ] | | = 45.257903656
| | F * b − F * b[ : , 0 ] | | = 98.0907729406
b: = (100, 1)
b[ : , 0].shape = (100, 1)
| | b − b[ : , 0 ] | | = 0.0
| | F * b − F * b[ : , 0 ] | | = 0.0
Abbildung 6.2.: Ausgabe von 6.1
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Du¨nn besetzte Matrizen werden im “Compressed Sparse Column”-Format gespeichert,
da UMFPACK dieses beno¨tigt.
Die beno¨tigten Shift-Parameter werden mithilfe der heuristischen Methode berechnet,
welche in Kapitel 3 vorgeschlagen wird. Dabei muss mit F beziehungsweise im Fall der
verallgemeinerten Lyapunov-Gleichung (5.1) auch mit M gelo¨st werden. Hierfu¨r werden
die LU-Zerlegungen vorab berechnet, gespeichert und bei jedem Lo¨sen wiederverwendet.
Ein Testdurchlauf von Algorithmus 4 findet sich in DEMOS/MSD TripleChainNaive.py.
Diesem Beispiel liegt das Triple Chain Oscillator Modell aus [23] zugrunde, welches
auch fu¨r die numerischen Tests in Kapitel 7 verwendet wird.
6.2. Interface zwischen Python und C-M.E.S.S.
Eine weitere Mo¨glichkeit, das ADI Verfahren in Python zu implementieren, ist ein Inter-
face zu nutzen, um die bestehende Version von C-M.E.S.S. in der Programmiersprache
C auszufu¨hren.
Python stellt eine Schnittstelle zur Verfu¨gung, mit der Module um C-Programme
erweiterbar sind [11]. Es ko¨nnen aus Python heraus C-Funktionen gerufen, Python-
Objekte in C-Datentypen konvertiert werden und anders herum. Ein solches Interface
ha¨lt Funktionen bereit, um alle beno¨tigten Datentypen wie Matrizen, Vektoren und
Strukturen, die die Optionen fu¨r das ADI Verfahren enthalten, hin und zuru¨ck zu
konvertieren sowie die C-M.E.S.S. Methoden zu starten. Bei diesem Konvertieren
von Python zu C mu¨ssen allerdings Kopien aller Daten angelegt werden. Es bietet
eine einheitliche Schnittstelle, mit der der ADI Algorithmus analog zu der direkten
Implementierung in Python und MATLAB-M.E.S.S. angewandt werden kann. Fu¨r eine
genaue Beschreibung siehe [3].
Dieses Interface soll nun mit der direkten Implementierung aus Kapitel 6.1 verglichen
werden. Dazu wird sichergestellt, dass beide Versionen genau die selben Bibliotheken
wie BLAS, LAPACK und UMFPACK im Hintergrund verwenden.
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7. Experimenteller Vergleich zu
C-M.E.S.S.
Die beiden Implementierungsvarianten aus Kapitel 6.1 und 6.2 werden mit verschiedenen
Eingabedaten auf folgendem System getestet.
 2 Intel®Xeon®E5-2690 CPUs mit 2.9 GHz Taktung. (8 Kerne pro CPU, Sandy-
Bridge-EP Mikroarchitektur)
– 32 KB L1 Cache (jeweils fu¨r Daten und Instruktionen)
– 256 KB L2 Cache
– 20 MB L3 Cache
 32 GB DDR3(1.6 GHz) Hauptspeicher, partitioniert in zwei ccNUMA Knoten, 16
GB pro CPU
 Ubuntu 12.04 64bit, Server Edition
Alle Testdurchla¨ufe werden sowohl auf einem einzelnen Kern als auch auf mehreren
Kernen der CPUs durchgefu¨hrt.
7.1. Sequentielle Tests
In dem folgenden Test wird die Lo¨sung der Lyapunov-Gleichung (2.4) approximiert. Die
symmetrische Matrix F ∈ Rn wird mithilfe der zweidimensionalen FDM Diskretisierung
aus Kapitel 1.2 in den Gro¨ßen n = 400 bis maximal 250 000 generiert.
Die dafu¨r beno¨tigte Funktion generate demo sym findet sich in der Datei
generate fdm 2d demo.py und stammt aus [18]. Das ADI Verfahren wird abgebro-
chen, wenn die euklidische Norm des Residuums kleiner als 10−10 ist oder nach maximal
100 Iterationen. Es werden 25 Shift-Parameter durch die heuristische Methode [18]
aus Kapitel 3 berechnet, die 50 Arnoldi-Schritte mit F und 25 mit F−1 durchfu¨hrt.
Um zuverla¨ssige Resultate zu bekommen, wird fu¨r jede Matrix F mit n < 10 000 der
Durchlauf 20 mal wiederholt. Bei einer Gro¨ße von n > 10 000 gibt es 10 Wiederholungen

















Abbildung 7.1.: Laufzeit von sequentieller Shift-Parameter Berechnung und LRCF ADI


























Abbildung 7.2.: Verha¨ltnis der Laufzeit von Python zu C fu¨r fdm 2d sym (sequentiell)
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7.1. Sequentielle Tests
Wie in Abbildung 7.1 abzulesen ist, beno¨tigt Python signifikant mehr Zeit, um die
Shift-Parameter zu berechnen und das ADI Verfahren auszufu¨hren. Bei n = 250 000
terminiert der Algorithmus in Python nach 72.8 und in C nach 47.2 Sekunden. Abbildung
7.2 ist zu entnehmen, dass C 4 bis 14 mal weniger Zeit braucht bei n ≤ 2 025. In
Python wird bei dem Importieren eines Moduls dieses komplett ausgefu¨hrt. Die Zeit,
die dabei vergeht, macht sich vor Allem bei gro¨ßeren Modulen wie SciPy bemerkbar.
Python braucht ungefa¨hr 145 Millisekunden, um aus diesem Modul ein Objekt zu
importieren. Wird die Matrix F gro¨ßer, verschwindet der Einfluss dieses Effektes im
Verha¨ltnis zu der Gesamtlaufzeit. Python ist bei einem n = 22 500 ca. 43.2% lang-
samer als C. Fu¨r n = 250 000 sind es hingegen wieder 54.2%. Vergleiche auch Tabelle 7.1.









400 0.03 0.43 13.66 15
625 0.04 0.43 9.71 15
900 0.06 0.47 7.51 16
1 225 0.08 0.49 5.81 17
1 600 0.11 0.54 4.67 18
2 025 0.14 0.56 3.95 18
2 500 0.18 0.60 3.27 19
3 600 0.28 0.73 2.64 21
4 900 0.38 0.84 2.21 21
6 400 0.50 1.01 2.01 22
8 100 0.63 1.17 1.84 22
10 000 0.81 1.42 1.75 23
22 500 2.07 2.97 1.43 25
40 000 4.10 6.03 1.47 29
90 000 11.59 16.54 1.43 30
160 000 26.14 38.19 1.46 32
250 000 47.21 72.83 1.54 34
Ein wesentlicher Unterschied zwischen C-M.E.S.S. und Python-M.E.S.S. ist, dass in
ersterem nicht nur die LU-Zerlegung von F , sondern auch die der geshifteten Matrizen
(F+pjI), j = 1 . . . 25, vorab berechnet und gespeichert werden. Mit 25 Shift-Parametern
wiederholen sich diese geshifteten Matrizen ab dem 26. ADI Iterationsschritt, wodurch
C-M.E.S.S. die LU-Zerlegungen wiederverwenden kann. Das Lo¨sen der geshifteten
Systeme (F + pjI)
−1Wj−1 ist der aufwa¨ndigste Teil des Verfahrens. Bei n = 22 500
fu¨hrt der ADI Algorithmus genau 25 Iterationen aus. Mit steigendem n werden auch die
Iterationsschritte mehr, wodurch es 34 bei n = 250 000 sind. Python muss fu¨r dieses n 9
LU-Zerlegungen mehr berechnen als C, weshalb Python-M.E.S.S. im Verha¨ltnis wieder
langsamer wird.
Bekommt der Algorithmus eine unsymmetrische F Matrix aus der FDM Diskre-
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7.1. Sequentielle Tests
tisierung mit Konvektion f = [10, 100]T [18, 20] und ansonsten die gleichen Daten
wie oben als Eingabe, ist die Laufzeit etwas la¨nger. Bei n = 250 000 beno¨tigt C 50.6
und Python 91.9 Sekunden (Abbildung 7.3, Tabelle A.1). Hier ist Python 56% bis 82%
langsamer als C (Abbildung 7.4). Das ADI Verfahren fu¨hrt an dieser Stelle bis zu 46
Iterationsschritte aus. Dadurch kann C-M.E.S.S. noch mehr von den zuvor ermittelten
LU-Zerlegungen profitieren.
Die Spitze bei n = 8 100 in Abbildung 7.4 la¨sst sich durch den gleichen Effekt erkla¨ren.
Der ADI Algorithmus beno¨tigt 33 Iterationen bei n = 6 400 und 34 bei n = 10 000, aber
bei n = 8 100 sind es 37. Dadurch kann die Implementierung in C ihren Vorteil durch
die gespeicherten Zerlegungen fu¨r n = 8 100 sta¨rker ausnutzen als fu¨r n = 6 400 und
















Abbildung 7.3.: Laufzeit von sequentieller Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d unsym: Python vs. C
Dem folgenden Test liegt das Triple Chain Oscillator Modell zugrunde, welches sich
an [23] orientiert. Die F Matrix wird in Gro¨ßen von n = 602 bis 240 002 mit der
Funktion triplechain MSD generiert, welche sich in triplechain MSD.py findet.
Die Eingaben dieser sind ein n1 ∈ N sowie α, β, v ∈ R und ihre Ru¨ckgaben die Matrizen




























































Abbildung 7.5.: Laufzeit von sequentieller Shift-Parameter Berechnung und LRCF ADI
fu¨r MSD TripleChain: Python vs. C
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Fu¨r diese Matrizen wird die Lo¨sung der verallgemeinerten Lyapunov-Gleichung (5.1)
mithilfe des ADI Verfahrens approximiert.
Als Eingabe der Funktion triplechain MSD werden neben der Gro¨ße die Parameter
α = 2, β = 5 und v = 5 verwendet. Bei einem n bis einschließlich 24 002 werden die
Durchla¨ufe 20 mal wiederholt, 10 mal bis 60 002 und daru¨ber hinaus 5 mal. Alle sons-
tigen Optionen fu¨r das ADI Verfahren sind die gleichen wie in den vorhergehenden Tests.
Haben die Matrizen eine Gro¨ße von n = 240 002, beno¨tigt C 13.4 und Python
51.7 Sekunden, um den ADI Algorithmus auszufu¨hren (Abbildung 7.5). Damit ist C
in diesem Fall ungefa¨hr 4 mal so schnell wie Python. Ab einer Gro¨ße von n = 12 002
werden 100 Iterationsschritte durchgefu¨hrt. Bei 25 Shift-Parametern kann C-M.E.S.S.
jede LU-Zerlegung einer geshifteten Matrix 4 mal verwenden. Hieraus resultieren die
ho¨heren Faktoren in Abbildung 7.6 beziehungsweise Tabelle A.2. Abgesehen davon ist
das Verhalten analog zu den vorherigen Tests.
Weitere Schwa¨chen von Python treten beim Parallelisieren des Verfahrens auf und

























Abbildung 7.6.: Verha¨ltnis der Laufzeit von Python zu C fu¨r MSD TripleChain
(sequentiell)
7.2. Parallele Tests
Analog zu den sequentiellen Testdurchla¨ufen werden die beiden Implementierungen
mit 2, 4, 8, 12 und 16 parallelen Threads ausgefu¨hrt, gesteuert durch die Varia-
ble OMP NUM THREADS=t mit t = 1, 2, 4, 8, 12, 16. Dabei wird mit dem Befehl
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numactl --cpunodebind=0 [14] sichergestellt, dass fu¨r 1, 2, 4 und 8 Threads diese
nur auf einem der beiden Prozessoren laufen. Die Auswirkungen dieser Einschra¨nkungen
sind unter anderem in Abbildung 7.12 zu erkennen und werden im weiteren Verlauf
dieses Kapitels anhand des fdm 2d sym-Beispiels exemplarisch diskutiert.
In Python ist das ADI Verfahren rein sequentiell implementiert. Lediglich die im
Hintergrund arbeitenden Bibliotheken wie BLAS, LAPACK und UMFPACK sind in der
Lage mehrere Threads zu verwenden. Die C-Implementierung hingegen ist zusa¨tzlich
an weiteren Stellen parallelisiert. So werden zum Beispiel die vorab berechneten
LU-Zerlegungen mo¨glichst von mehreren Threads ermittelt.





















Abbildung 7.7.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d sym mit dem C-M.E.S.S. Interface
Abbildung 7.7 ist zu entnehmen, dass der ADI Algorithmus in C deutlich von der
Parallelisierung profitieren kann. Fu¨r n = 250 000 beno¨tigt C-M.E.S.S. mit einem
Thread 47.2, mit 2 Threads 28.2 und mit allen 16 nur noch 12.8 Sekunden (Anhang
A.2.1). Damit betra¨gt der parallele Beschleunigungsfaktor1 ungefa¨hr 3.7. Dies ergibt
parallele Effizienzen von 84% mit 2 Threads und 23% mit 16 Threads, welche keine
optimalen Speedups sind. Dafu¨r gibt es im Wesentlichen zwei Gru¨nde.
Zum einen ist der ADI Algorithmus nicht vollsta¨ndig parallelisierbar, wodurch nach
dem Amdahlschen Gesetz [19] dieser nur begrenzt beschleunigt werden kann. Zum
anderen sind Algorithmen, wie das Lo¨sen mit einer du¨nn besetzten Matrix, bandbreiten-

























Abbildung 7.8.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d sym mit dem C-M.E.S.S. Interface (logarithmische
Achsenskalierung)
Das Verteilen der Daten auf mehrere Threads lohnt sich erst mit steigender Datengro¨ße,
wie in Abbildung 7.8 abzulesen ist. Zum Beispiel wird die Laufzeit mit 16 Threads erst
bei n ≥ 40 000 ku¨rzer als mit 2 Threads.
Python kann deutlich weniger von der Parallelisierung profitieren als C. In Abbil-
dung 7.9 wird auf eine logarithmische Achsenskalierung verzichtet, da die Unterschiede
der Laufzeiten von Python-M.E.S.S. mit 1, 2, 4 und 12 sonst nicht mehr erkennbar wa¨ren.
Zusa¨tzlich zu dem, was in Abbildung 7.9 sichtbar ist, ließe sich nur noch ausmachen,
dass die Ausfu¨hrung mit 2, 4 und 12 Threads bis zu einer Datengro¨ße von n ≤ 90 000
noch langsamer als die sequentielle ist. Wa¨hrend Python-M.E.S.S. bei n = 250 000
mit einem Thread 72.8 Sekunden beno¨tigt, sind es mit 4 Threads 65.2, aber mit 16
Threads 105.1. Die parallele Effizienz betra¨gt 53% bei 2 und 28% bei 4 Threads und ist
merklich schlechter als von C-M.E.S.S.. Es kann nur ein Speedup von 1.1 erreicht werden
(4 Threads). Bei 16 Threads verlangsamt sich die Laufzeit sogar um 44% gegenu¨ber
der sequentiellen. Damit ist Python mit 16 Threads hier circa 8 mal langsamer als
C gegenu¨ber einem Faktor von 1.5 im nicht parallelisierten Fall (Abbildung 7.10).
Ein Grund hierfu¨r ist, dass C-M.E.S.S. die LU-Zerlegungen vorab parallel berechnet,


























Abbildung 7.9.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
























1 Thread 2 Threads
4 Threads 8 Threads
12 Threads 16 Threads




C-M.E.S.S. initialisiert die zur Verfu¨gung stehenden Threads zu Beginn selber und
verwaltet diese. Da Python-M.E.S.S. dies nicht tut, ist eine Vermutung, dass bei jedem
Aufruf einer externen Bibliothek, die Threading unterstu¨tzt, wie beispielsweise BLAS,
alle Threads wieder neu initialisiert werden mu¨ssen. Der dadurch zusa¨tzlich erzeugte
Aufwand kann von dem geringen Speedup bei Operationen mit du¨nn besetzten Matrizen
nicht aufgewogen werden.
Auffallend ist das Ausbrechen der Graphen fu¨r 8 und 16 Threads in Abbildung
7.9. Ist OMP NUM THREADS=16 gesetzt und wird eine externe Routine aufgerufen, die
Threading unterstu¨tzt, kann diese alle 16 Threads nutzen, die auf alle 16 Kerne verteilt
werden. Beispiele hierfu¨r sind BLAS Routinen wie eine Matrix-Matrix-Multiplikation
oder UMFPACK Routinen wie das Ermitteln einer LU-Zerlegung. Der Interpreter von
Python hat jedoch noch einen eigenen Thread, womit insgesamt 17 Threads vorhanden
sind. C-M.E.S.S. verha¨lt sich genauso. Es ist aber sichergestellt, dass der 17. Thread,
welcher nicht an der aktuellen Berechnung beteiligt ist, schla¨ft, bis die externe Routine
terminiert. In Python-M.E.S.S. kann das Verhalten des u¨berschu¨ssigen Threads nicht
kontrolliert werden. Somit ist es mo¨glich, dass dieser nebenbei nicht schla¨ft, sondern
sich zum Beispiel mit seinem Speichermanagement (Garbage Collector) befasst. Damit
unterbricht er dann allerdings eventuell einen der anderen Threads, da kein Kern mehr
frei ist, und verlangsamt so den kompletten Ablauf.
Genau der gleiche Effekt kann bei 8 Threads auftreten, da diese mit numactl auf
einen Prozessor gebunden sind, welcher genau 8 Kerne zur Verfu¨gung hat. Passend
dazu ist das Verhalten, wenn numactl nicht benutzt wird. Abbildung 7.11 vergleicht
die Laufzeiten von Python mit und ohne den Einsatz von numactl. Bis n = 2 500 sind
die Laufzeiten mit beiden Optionen nahezu gleich (Tabelle A.18). Bei n > 2 500 sind
8 Threads mit numactl dann deutlich langsamer als ohne. Ansonsten treten keine
nennenswerten Unterschiede auf bis n = 22 500. Damit die Differenzen fu¨r n ≥ 22 500
gut erkennbar sind, beschra¨nkt sich der dargestellte Bereich in der Abbildung auf diese
Werte und die Farben der Graphen sind andere als in den vorherigen Abbildungen.
Ohne den Einsatz von numactl besteht keinerlei Kontrolle daru¨ber, welchen Kernen
die einzelnen Threads von dem Betriebssystem zugewiesen werden. Insbesondere ist die
Verteilung auf unterschiedliche Prozessoren mo¨glich. Letzteres geschieht auch schon
bei 2 oder 4 Threads relativ ha¨ufig. Das Problem hierbei ist, dass dadurch die beiden
Prozessoren zusa¨tzlichen Kommunikationsaufwand untereinander haben. Die Daten,
mit denen im Ausfu¨hrungszeitpunkt gerechnet wird, mu¨ssen in den beiden Caches
immer wieder synchronisiert werden und jeder Prozessor muss auf die Daten im Cache
des jeweils anderen Prozessors zugreifen.
Genau dieser zusa¨tzliche Aufwand und die zusa¨tzlichen Speicherzugriffszeiten sollen
vermieden werden, indem mit numactl sichergestellt wird, dass im Fall von ho¨chstens
8 Threads diese nur auf einem Prozessor ausgefu¨hrt werden. An den Laufzeiten von
C-M.E.S.S. (Abbildung 7.12) wird fu¨r 400 ≤ n ≤ 10 000 deutlich, dass durch die
unterschiedliche Verteilung der Threads auf die Kerne der 2 Prozessoren ohne numactl
keine zuverla¨ssigen Werte erzielt werden ko¨nnen. Die erhoffte Verbesserung durch den
Einsatz von numactl ist mit 2, 4 und 8 Threads deutlich erkennbar. Je gro¨ßer die
Daten werden, desto kleiner wird der Unterschied, da die oben erwa¨hnte Bandbreiten-
beschra¨nkung der eingesetzten Algorithmen mit du¨nn besetzten Matrizen zum Tragen
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1 T. ohne numactl 1 Thread
2 T. ohne numactl 2 Threads
4 T. ohne numactl 4 Threads
8 T. ohne numactl 8 Threads
Abbildung 7.11.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d sym mit Python mit und ohne numactl
In Python bringt numactl fu¨r 2 und 4 Threads auch den erwarteten Vorteil. Nur bei 8
Threads tritt der oben beschriebene negative Effekt ein, den C-M.E.S.S. vermeidet.
Die anderen beiden Testbeispiele (fdm 2d unsym und MSD TripleChain) aus
Kapitel 7.1 verhalten sich bei der Parallelisierung sowohl in C als auch in Python analog.















1 T. ohne numactl 1 Thread
2 T. ohne numactl 2 Threads
4 T. ohne numactl 4 Threads
8 T. ohne numactl 8 Threads
Abbildung 7.12.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d sym mit dem C-M.E.S.S. Interface mit und ohne numactl
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8. Zusammenfassung
In dieser Bachelorarbeit wurde gezeigt, wie die Lo¨sung der Lyapunov-Gleichung
und der verallgemeinerten Lyapunov-Gleichung mithilfe des ADI Verfahrens effizient
approximiert werden kann. Der daraus entstandene Algorithmus la¨sst sich durch
Niedrigrangfaktoren der Lo¨sung und des Residuums auch fu¨r große du¨nn besetzte
Matrizen anwendbar machen. Die im Allgemeinen voll besetzte Lo¨sung muss auf diese
Weise nicht explizit gespeichert werden. Eine weitere Einsparung von Speicherplatz und
Rechenaufwand ist mo¨glich, indem mit komplexen Shift-Parametern Doppelschritte
durchgefu¨hrt werden. Dadurch kann verhindert werden, dass die Niedrigrangfaktoren
der Lo¨sung und des Residuums komplexe Werte enthalten.
Diese Verbesserungen wurden zu implementierungsfa¨higen Algorithmen sowohl fu¨r die
Lyapunov-Gleichung als auch fu¨r die verallgemeinerte Lyapunov-Gleichung kombiniert.
Im Rahmen der vorliegenden Arbeit wurde das ADI Verfahren samt der genann-
ten Verbesserungen in Python implementiert und damit in dieser immer popula¨rer
werdenden Programmiersprache verfu¨gbar gemacht. Daraufhin sind die Laufzeiten
der Implementierung mit denen ihrer Alternative verglichen worden, einem Interface
zwischen Python und C-M.E.S.S..
Dabei wurde deutlich, dass der Zugriff auf C-M.E.S.S. eine deutlich bessere Per-
formanz liefert, obwohl im Hintergrund bei beiden die selben Bibliotheken arbeiten
und das Interface zusa¨tzlich Kopien der Eingabedaten machen muss. Bei sequentieller
Ausfu¨hrung kann sich Python-M.E.S.S. noch bis auf ungefa¨hr 40% an die Laufzeit in C
anna¨hern. Doch durch den Einsatz mehrerer Threads wurden drastische Defizite im
Zusammenhang mit der Parallelisierbarkeit in Python aufgezeigt. C-M.E.S.S. ist selbst
mit den gro¨ßten getesteten Systemen bis zu 10 mal schneller.
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9. Ausblick
Ein Interface zwischen C-M.E.S.S. und Python hat sich als die wesentlich leistungsfa¨higere
Variante herausgestellt, das ADI Verfahren in Python verfu¨gbar zu machen. Aufgrund
dieses eindeutigen Ergebnisses ist nun das Interface auf die weiteren Funktionalita¨ten
von M.E.S.S. zu erweitern. Es stehen zum Beispiel Modifikationen des ADI Algorithmus
zur Verfu¨gung, die speziell auf bestimmte Systeme zugeschnitten sind, aus denen die
zum Einsatz kommenden Matrizen generiert werden. Die Blockstruktur der Matrizen
bei linear quadratischen Regelungsproblemen zweiter Ordnung wie dem verwendeten
Modell des Triple Chain Oscillators kann ausgenutzt werden [4]. Die zugrunde liegenden
Routinen ko¨nnen an Index-1 Probleme angepasst werden, wobei beide Techniken
kombinierbar sind. Weiterhin wird beim Approximieren einer Lo¨sung der algebraischen
Riccati-Gleichung
CTC + ATX +XA−XBR−1BTX = 0
mit einem Newton-Verfahren in jedem Newtonschritt eine Lyapunov-Gleichung
gelo¨st [20]. Auch diese Methode ist in C-M.E.S.S. implementiert und das Interface
ko¨nnte dahingehend erweitert werden.
Zusa¨tzlich sind noch einige Probleme beim Zusammenspiel von Python und C im




n: Gro¨ße der Matrix F
time C in s: Laufzeit in C in Sekunden
time Py in s: Laufzeit in Python in Sekunden
ratio: Verha¨ltnis der Laufzeit von Python zu C
# ADI: Iterationsschritte des ADI Verfahrens
A.1. Sequentielle Tests
A.1.1. fdm 2d unsym
Tabelle A.1.: Laufzeiten fu¨r fdm 2d unsym mit einem Thread
n time C in s time Py in s ratio # ADI
400 0.03 0.41 12.42 22
625 0.05 0.44 8.65 27
900 0.08 0.47 6.16 29
1 225 0.10 0.52 5.16 26
1 600 0.13 0.55 4.19 32
2 025 0.17 0.58 3.49 30
2 500 0.20 0.63 3.08 30
3 600 0.31 0.75 2.38 30
4 900 0.43 0.92 2.17 33
6 400 0.56 1.13 2.02 33
8 100 0.66 1.42 2.17 37
10 000 0.90 1.63 1.81 34
22 500 2.32 3.69 1.59 37
40 000 4.52 7.03 1.56 38
90 000 13.15 21.15 1.61 42
160 000 28.42 47.35 1.67 43




Tabelle A.2.: Laufzeiten fu¨r MSD TripleChain mit einem Thread
n time C in s time Py in s ratio # ADI
602 0.03 0.47 17.35 29
1 802 0.08 0.63 7.96 59
3 002 0.14 0.82 6.03 59
6 002 0.27 1.27 4.66 75
9 002 0.39 1.78 4.57 86
12 002 0.57 2.59 4.57 100
18 002 0.84 3.64 4.33 100
24 002 1.12 4.66 4.18 100
30 002 1.42 5.69 4.01 100
60 002 3.01 11.56 3.84 100
90 002 4.49 18.29 4.07 100
120 002 6.53 26.71 4.09 100
180 002 9.70 38.38 3.96 100
240 002 13.40 51.72 3.86 100
A.2. Parallele Tests
A.2.1. fdm 2d sym
Tabelle A.3.: Laufzeiten fu¨r fdm 2d sym mit 2 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.42 19.57 15
625 0.03 0.46 15.25 15
900 0.04 0.46 11.12 16
1 225 0.06 0.49 8.94 17
1 600 0.07 0.54 7.21 18
2 025 0.09 0.57 6.04 18
2 500 0.12 0.62 5.13 19
3 600 0.18 0.79 4.29 21
4 900 0.25 0.91 3.70 21
6 400 0.32 1.10 3.43 22
8 100 0.41 1.27 3.11 22
10 000 0.53 1.51 2.85 23
22 500 1.29 3.17 2.45 25
40 000 2.52 6.26 2.48 29
90 000 7.24 16.66 2.30 30
160 000 15.93 36.20 2.27 32
250 000 28.18 67.62 2.40 34
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Tabelle A.4.: Laufzeiten fu¨r fdm 2d sym mit 4 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.43 26.31 15
625 0.02 0.44 19.24 15
900 0.03 0.47 15.03 16
1 225 0.04 0.50 12.35 17
1 600 0.05 0.54 9.99 18
2 025 0.07 0.64 8.66 18
2 500 0.09 0.69 7.56 19
3 600 0.13 0.84 6.38 21
4 900 0.17 0.96 5.59 21
6 400 0.23 1.15 5.07 22
8 100 0.28 1.34 4.71 22
10 000 0.37 1.57 4.29 23
22 500 0.89 3.25 3.67 25
40 000 1.71 6.43 3.77 29
90 000 4.89 16.71 3.42 30
160 000 10.70 35.15 3.28 32
250 000 19.49 65.16 3.34 34
Tabelle A.5.: Laufzeiten fu¨r fdm 2d sym mit 8 Threads
n time C in s time Py in s ratio # ADI
400 0.01 0.42 30.28 15
625 0.02 0.44 23.39 15
900 0.03 0.46 18.19 16
1 225 0.03 0.50 14.36 17
1 600 0.05 0.53 10.23 18
2 025 0.07 0.63 9.64 18
2 500 0.08 0.68 8.73 19
3 600 0.12 1.22 10.50 21
4 900 0.15 1.55 10.35 21
6 400 0.20 1.95 9.71 22
8 100 0.25 2.43 9.56 24
10 000 0.30 2.95 9.76 23
22 500 0.76 7.17 9.47 25
40 000 1.48 15.30 10.35 29
90 000 3.99 26.88 6.73 30
160 000 8.81 42.65 4.84 32
250 000 15.00 79.00 5.27 34
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Tabelle A.6.: Laufzeiten fu¨r fdm 2d sym mit 12 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.43 21.53 15
625 0.04 0.45 12.45 15
900 0.05 0.47 10.03 16
1 225 0.06 0.49 8.36 17
1 600 0.08 0.53 6.56 18
2 025 0.15 0.63 4.12 18
2 500 0.13 0.69 5.31 19
3 600 0.13 0.86 6.53 21
4 900 0.17 1.00 6.02 21
6 400 0.27 1.20 4.36 22
8 100 0.29 1.39 4.73 22
10 000 0.46 1.64 3.56 23
22 500 1.26 3.54 2.81 25
40 000 2.24 7.12 3.18 29
90 000 4.19 18.74 4.47 30
160 000 7.69 38.60 5.02 32
250 000 13.49 69.14 5.12 33
Tabelle A.7.: Laufzeiten fu¨r fdm 2d sym mit 16 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.42 21.93 15
625 0.03 0.45 16.18 15
900 0.04 0.48 11.01 16
1 225 0.07 0.50 7.53 17
1 600 0.09 0.53 5.70 18
2 025 0.25 0.72 2.88 18
2 500 0.27 0.80 2.95 19
3 600 0.35 1.25 3.59 21
4 900 0.41 1.62 3.97 21
6 400 0.49 1.98 4.03 22
8 100 0.59 2.38 4.06 22
10 000 0.69 3.06 4.43 23
22 500 1.40 7.26 5.20 25
40 000 2.29 16.35 7.14 29
90 000 4.45 33.82 7.61 30
160 000 7.88 61.59 7.81 32
250 000 12.83 105.14 8.20 34
– 39 –
A.2. Parallele Tests




















Abbildung A.1.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r fdm 2d unsym mit dem C-M.E.S.S. Interface























Abbildung A.2.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI

























n 1 Thread 2 Threads
4 Threads 8 Threads
12 Threads 16 Threads
Abbildung A.3.: Verha¨ltnis der Laufzeit von Python zu C fu¨r fdm 2d unsym mit meh-
reren Threads
Tabelle A.8.: Laufzeiten fu¨r fdm 2d unsym mit 2 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.41 18.48 22
625 0.03 0.44 12.88 27
900 0.05 0.47 9.62 29
1 225 0.06 0.49 7.54 26
1 600 0.09 0.55 6.42 32
2 025 0.11 0.60 5.61 30
2 500 0.14 0.64 4.76 30
3 600 0.21 0.82 3.94 30
4 900 0.27 1.00 3.66 33
6 400 0.37 1.20 3.28 33
8 100 0.43 1.53 3.58 37
10 000 0.57 1.78 3.11 34
22 500 1.47 3.85 2.62 37
40 000 2.83 7.25 2.56 38
90 000 7.96 20.78 2.61 42
160 000 17.48 44.44 2.54 43
250 000 30.85 84.95 2.75 46
– 41 –
A.2. Parallele Tests
Tabelle A.9.: Laufzeiten fu¨r fdm 2d unsym mit 4 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.41 23.96 22
625 0.03 0.44 17.37 27
900 0.04 0.47 13.16 29
1 225 0.05 0.51 10.82 26
1 600 0.06 0.55 8.86 32
2 025 0.08 0.66 7.92 30
2 500 0.10 0.72 7.01 30
3 600 0.10 0.72 7.01 30
4 900 0.19 1.06 5.52 33
6 400 0.26 1.27 4.96 33
8 100 0.31 1.60 5.14 37
10 000 0.42 1.85 4.45 34
22 500 1.03 4.02 3.92 37
40 000 1.90 7.44 3.91 38
90 000 5.48 20.67 3.77 42
160 000 11.87 43.00 3.62 43
250 000 20.92 81.07 3.88 46
Tabelle A.10.: Laufzeiten fu¨r fdm 2d unsym mit 8 Threads
n time C in s time Py in s ratio # ADI
400 0.01 0.42 28.46 22
625 0.02 0.44 20.65 27
900 0.07 0.52 6.90 29
1 225 0.10 0.58 5.97 26
1 600 0.14 0.72 5.25 32
2 025 0.13 0.85 6.76 30
2 500 0.14 1.03 7.43 30
3 600 0.14 1.03 7.43 30
4 900 0.20 1.76 8.88 33
6 400 0.23 2.27 9.66 33
8 100 0.34 3.06 9.07 37
10 000 0.47 3.77 8.09 34
22 500 0.99 9.02 9.15 37
40 000 1.74 18.00 10.34 38
90 000 5.03 34.25 6.81 42
160 000 9.68 51.80 5.35 43
250 000 17.01 97.40 5.72 46
– 42 –
A.2. Parallele Tests
Tabelle A.11.: Laufzeiten fu¨r fdm 2d unsym mit 12 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.42 19.59 22
625 0.03 0.44 13.91 27
900 0.06 0.49 8.09 29
1 225 0.06 0.49 8.93 26
1 600 0.10 0.55 5.78 32
2 025 0.15 0.66 4.52 30
2 500 0.16 0.85 5.26 30
3 600 0.14 0.90 6.40 30
4 900 0.17 1.11 6.33 33
6 400 0.24 1.34 5.48 33
8 100 0.32 1.66 5.22 37
10 000 0.40 1.94 4.80 34
22 500 1.15 4.39 3.83 37
40 000 2.32 8.24 3.55 38
90 000 4.69 23.59 5.03 42
160 000 8.29 47.72 5.75 43
250 000 13.83 87.64 6.34 46
Tabelle A.12.: Laufzeiten fu¨r fdm 2d unsym mit 16 Threads
n time C in s time Py in s ratio # ADI
400 0.02 0.42 21.99 22
625 0.04 0.44 10.85 27
900 0.07 0.60 9.21 29
1 225 0.09 0.61 6.96 26
1 600 0.11 0.82 7.24 32
2 025 0.25 0.90 3.60 30
2 500 0.28 1.08 3.83 30
3 600 0.28 1.08 3.83 30
4 900 0.43 1.96 4.52 33
6 400 0.54 2.54 4.74 33
8 100 0.64 3.35 5.25 37
10 000 0.78 3.97 5.07 34
22 500 1.46 9.77 6.68 37
40 000 2.74 19.81 7.22 38
90 000 5.02 43.14 8.59 42
160 000 8.07 76.31 9.45 43























Abbildung A.4.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI
fu¨r MSD TripleChain mit dem C-M.E.S.S. Interface























Abbildung A.5.: Laufzeit von paralleler Shift-Parameter Berechnung und LRCF ADI

























n 1 Thread 2 Threads
4 Threads 8 Threads
12 Threads 16 Threads
Abbildung A.6.: Verha¨ltnis der Laufzeit von Python zu C fu¨r MSD TripleChain mit
mehreren Threads
Tabelle A.13.: Laufzeiten fu¨r MSD TripleChain mit 2 Threads
n time C in s time Py in s ratio # ADI
602 0.02 0.46 22.16 29
1 802 0.06 0.65 11.22 59
3 002 0.10 0.85 8.39 59
6 002 0.20 1.39 7.04 75
9 002 0.29 2.00 6.80 86
12 002 0.39 2.78 7.05 100
18 002 0.62 4.05 6.57 100
24 002 0.78 5.04 6.46 100
30 002 0.96 6.47 6.71 100
60 002 2.10 12.23 5.83 100
90 002 3.13 18.90 6.05 100
120 002 4.54 27.10 5.96 100
180 002 6.92 39.92 5.77 100
240 002 9.25 55.27 5.98 100
– 45 –
A.2. Parallele Tests
Tabelle A.14.: Laufzeiten fu¨r MSD TripleChain mit 4 Threads
n time C in s time Py in s ratio # ADI
602 0.02 0.46 28.21 29
1 802 0.05 0.66 14.52 59
3 002 0.08 0.90 11.43 59
6 002 0.15 1.43 9.75 75
9 002 0.22 2.04 9.36 86
12 002 0.31 2.80 8.98 100
18 002 0.45 4.09 9.19 100
24 002 0.58 5.10 8.72 100
30 002 0.74 6.34 8.54 100
60 002 1.61 12.94 8.05 100
90 002 2.45 19.00 7.75 100
120 002 3.34 26.69 8.00 100
180 002 5.19 42.09 8.11 100
240 002 7.01 54.66 7.80 100
Tabelle A.15.: Laufzeiten fu¨r MSD TripleChain mit 8 Threads
n time C in s time Py in s ratio # ADI
602 0.01 0.47 32.83 29
1 802 0.04 0.65 16.43 59
3 002 0.07 0.90 12.71 59
6 002 0.13 1.43 11.47 75
9 002 0.20 2.05 10.26 86
12 002 0.30 2.84 9.60 100
18 002 0.64 5.21 8.16 100
24 002 0.77 5.45 7.10 100
30 002 0.89 6.94 7.79 100
60 002 1.48 13.81 9.34 100
90 002 2.46 21.05 8.57 100
120 002 3.06 28.38 9.28 100
180 002 5.00 45.65 9.14 100
240 002 6.80 59.22 8.71 100
– 46 –
A.2. Parallele Tests
Tabelle A.16.: Laufzeiten fu¨r MSD TripleChain mit 12 Threads
n time C in s time Py in s ratio # ADI
602 0.02 0.48 24.47 29
1 802 0.07 0.66 9.18 59
3 002 0.14 0.92 6.54 59
6 002 0.22 1.45 6.52 75
9 002 0.29 2.06 7.21 86
12 002 0.37 2.84 7.60 100
18 002 0.69 4.23 6.10 100
24 002 0.63 5.26 8.36 100
30 002 1.32 6.44 4.86 100
60 002 1.96 13.40 6.83 100
90 002 2.50 19.81 7.92 100
120 002 3.69 27.87 7.56 100
180 002 4.67 42.68 9.15 100
240 002 6.43 55.66 8.65 100
Tabelle A.17.: Laufzeiten fu¨r MSD TripleChain mit 16 Threads
n time C in s time Py in s ratio # ADI
602 0.03 0.46 16.31 29
1 802 0.04 0.65 14.48 59
3 002 0.26 0.91 3.47 59
6 002 0.37 1.44 3.84 75
9 002 0.50 2.05 4.13 86
12 002 0.67 2.89 4.32 100
18 002 1.22 4.24 3.47 100
24 002 0.99 5.25 5.30 100
30 002 1.25 6.51 5.20 100
60 002 2.11 13.26 6.28 100
90 002 2.67 21.05 7.89 100
120 002 3.91 29.56 7.56 100
180 002 5.70 46.20 8.11 100
240 002 7.90 60.21 7.62 100
– 47 –
A.3. fdm 2d sym ohne numactl
A.3. fdm 2d sym ohne numactl
Tabelle A.18.: Laufzeiten fu¨r fdm 2d sym mit einem Thread ohne numactl
n time C in s time Py in s ratio # ADI
400 0.03 0.42 13.46 15
625 0.05 0.44 9.86 15
900 0.07 0.46 7.34 16
1225 0.08 0.50 5.88 17
1600 0.12 0.53 4.66 18
2025 0.14 0.57 4.00 18
2500 0.18 0.61 3.31 19
3600 0.28 0.73 2.64 21
4900 0.37 0.84 2.22 21
6400 0.51 1.02 2.01 22
8100 0.63 1.18 1.86 22
10000 0.81 1.43 1.76 23
22500 2.06 3.01 1.45 25
40000 4.05 6.03 1.47 29
90000 11.65 16.63 1.44 30
160000 26.06 38.36 1.47 32
250000 46.90 73.21 1.55 34
Tabelle A.19.: Laufzeiten fu¨r fdm 2d sym mit 2 Threads ohne numactl
n time C in s time Py in s ratio # ADI
400 0.05 0.42 19.51 15
625 0.08 0.44 14.52 15
900 0.10 0.46 11.14 16
1225 0.13 0.49 8.83 17
1600 0.18 0.52 7.06 18
2025 0.20 0.56 5.96 18
2500 0.25 0.62 5.12 19
3600 0.44 0.78 4.27 21
4900 0.63 0.94 3.83 21
6400 0.37 1.12 3.51 22
8100 0.45 1.31 3.21 22
10000 0.68 1.58 2.98 23
22500 1.90 3.44 2.66 25
40000 3.49 7.17 2.84 29
90000 7.51 21.60 2.98 30
160000 15.67 45.80 2.87 32
250000 28.00 80.67 2.86 34
– 48 –
A.3. fdm 2d sym ohne numactl
Tabelle A.20.: Laufzeiten fu¨r fdm 2d sym mit 4 Threads ohne numactl
n time C in s time Py in s ratio # ADI
400 0.04 0.43 26.35 15
625 0.05 0.45 19.56 15
900 0.07 0.47 14.99 16
1225 0.09 0.49 11.93 17
1600 0.12 0.53 9.79 18
2025 0.18 0.63 8.56 18
2500 0.16 0.67 7.44 19
3600 0.24 0.84 6.37 21
4900 0.35 0.98 5.72 21
6400 0.51 1.18 5.22 22
8100 0.36 1.34 4.71 22
10000 0.37 1.60 4.36 23
22500 1.22 3.42 3.86 25
40000 2.49 6.93 4.06 29
90000 5.60 19.36 3.96 30
160000 10.68 41.07 3.84 32
250000 19.60 73.20 3.76 34
Tabelle A.21.: Laufzeiten fu¨r fdm 2d sym mit 8 Threads ohne numactl
n time C in s time Py in s ratio # ADI
400 0.02 0.42 30.57 15
625 0.04 0.44 23.30 15
900 0.05 0.47 18.26 16
1225 0.03 0.49 14.10 17
1600 0.09 0.54 10.48 18
2025 0.14 0.63 9.57 18
2500 0.16 0.68 8.72 19
3600 0.16 0.84 7.21 21
4900 0.18 0.98 6.58 21
6400 0.35 1.17 5.84 22
8100 0.29 1.36 5.34 22
10000 0.58 1.61 5.34 23
22500 1.50 3.54 4.67 25
40000 2.39 7.03 4.75 29
90000 4.67 18.66 4.67 30
160000 8.74 39.49 4.48 32
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