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Abstract
We survey some recent developments on the mathematical modeling of opinion dynamics.
After an introduction on opinion modeling through interacting multi-agent systems described
by partial differential equations of kinetic type, we focus our attention on two major advance-
ments: optimal control of opinion formation and influence of additional social aspects, like
conviction and number of connections in social networks, which modify the agents’ role in the
opinion exchange process.
1 Preliminaries
We introduce some of the essential literature on the opinion formation, by emphasizing the
role of the kinetic description. New problems recently treated in the scientific community are
outlined. Then, the mathematical description of the core ideas of kinetic models for opinion
formation are presented in details.
1.1 Introduction
The statistical physics approach to social phenomena is currently attracting much interest, as
indicated by the huge and rapidly increasing number of papers and monographies based on
it [16, 37, 86, 89]. In this rapidly increasing field of research, because of its pervasiveness in
everyday life, the process of opinion formation is nowadays one of the most studied application
of mathematics to social dynamics [18, 25, 28, 58, 71, 99].
Along this survey, we focus on some recent advances in opinion formation modeling, which
aims in coupling the process of opinion exchange with other aspects, which are closely related
to the process itself, and takes into account the dependence on new variables which are usually
neglected, mainly in reason of the mathematical difficulties that the introduction of further
dimensions add to the models.
These new aspects are deeply connected and range from opinion leadership and opinion
control, to the role of conviction and the interplay between complex networks and the spread-
ing of opinions. In fact, leaders are recognized to be important since they can exercise control
over public opinion. It is a concept that goes back to Lazarsfeld et al. [75]. In the course
of their study of the presidential elections in the USA in 1940, it was found interpersonal
communication to be much more influential than direct media effects. In [75] a theory of a
two-step flow of communication was formulated, where so-called opinion leaders who are ac-
tive media users select, interpret, modify, facilitate and finally transmit information from the
media to less active parts of the population. It is clear that various principal questions arise,
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mainly linked to this two-step flow of communication. The first one is related to the ability
to effectively exercise a control on opinion and to the impact of modern communication sys-
tems, like social networks, to the dynamics of opinions. The second is related to the fact that
the less active part of the population is in general adapting to leaders opinion only partially.
Indeed, conviction plays a major role in this process, by acting as a measurable resistance to
the change of opinion.
These enhancements will be modeled using the toolbox of classical kinetic theory [89].
Within this choice, one will be able to present an almost uniform picture of opinion dynamics,
starting from few simple rules. The kinetic model of reference was introduced by one of the
authors in 2006 [99], and was subsequently generalized in many ways (see [86, 89] for recent
surveys). The building block of kinetic models are pairwise interactions. In classical opinion
formation, interactions among agents are usually described in terms of few relevant concepts,
represented respectively by compromise and self-thinking. Once fixed in binary interactions,
the microscopic rules are responsible of the formation of coherent structures.
The remarkably simple compromise process describes mathematically the way in which
pairs of agents reach a fair compromise after exchanging opinions. The rule of compromise
has been intensively studied [18, 19, 20, 51, 71, 105]. The second one is the self-thinking
process, which allows individual agents to change their opinions in an unpredictable way. It
is usually mathematically described in terms of some random variable [18, 99]. The resulting
kinetic models are sufficiently general to take into account a large variety of human behaviors,
and to reproduce in many cases explicit steady profiles, from which one can easily elaborate
information on the opinion behavior [11, 27, 28, 29, 30]. For the sake of completeness, let us
mention that many other models with analogous properties have been introduced and studied
so far [17, 23, 25, 43, 63, 65, 64, 74, 91, 94, 97, 100, 104].
Kinetic models have been also the basis for suitable generalizations, in which the presence
of leaders and their effect of the opinion dynamics has been taken into account [4, 33, 41,
42, 45, 57, 58]. Also, the possibility to establish an effective control on opinion, both through
an external media or through the leaders’ action, has attracted the interest of the research
community [6, 7, 21]. The methods here are strongly connected to analogous studies in crowd
dynamics and flocking phenomena [5, 8, 26, 36, 60].
Further, the effect of conviction in the formation of opinion started to be studied. While
in general conviction is assumed to appear as a static parameter in the opinion dynamics
[47, 48, 84, 105], in [31] conviction has been assumed to follow a proper evolution in the
society on the basis of interactions with an external background. Recently, a similar approach
has been used to model the effect of competence and the so-called equality bias phenomena
[91]. This point of view was previously applied to the study of the formation of knowledge
in [90], as a starting point to investigate its role in wealth distribution. Indeed, many of
the aforementioned models share a common point of view with the statistical approach to
distribution of wealth [38, 44, 86, 90].
More recently, in reason of their increasing relevance in modern societies, the statistical
mechanics of opinion formation started to be applied to extract information from complex
social networks [1, 2, 12, 25, 15, 68, 69, 92, 103]. In these models the number of connections
of the agents play a major role in characterizing the dynamic [9, 10, 50, 55, 67]. In [9] the
model links the graph evolution modeled by a discrete connection distribution dynamic with
the spreading of opinion along the network.
Before starting our survey, it is essential to outline the peculiar aspects od the microscopic
details of the binary interactions which express the microscopic change of opinion. Indeed,
these interactions differ in many aspects from the usual binary interactions considered in
classical kinetic theory of rarefied gases. The first difference is that opinion is usually identified
with a continuum variable which can take values in a bounded interval. Second, the post-
interaction opinions are not a linear transformation of the pre-interaction ones. Indeed, it is
realistic to assume that people with a neutral opinion is more willing to change it, while the
opposite phenomenon happens with people which have extremal opinions.
Once the details of the pairwise interactions are fixed, the explicit form of the bilinear
kinetic equation of Boltzmann type follows [89]. One of the main consequences of the ki-
netic description is that it constitute a powerful starting point to obtain, in view of standard
asymptotic techniques, continuous mean-field models with a reduced complexity, which main-
tain most of the physical properties of the underlying Boltzmann equation. The main idea, is
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to consider important only interactions which are grazing, namely interactions in which the
opinion variable does not change in a sensible way, while at the same time the frequency of
the interactions is assumed to increase. This asymptotic limit (hereafter called quasi-invariant
opinion limit) leads to partial differential equations of Fokker-Planck type for the distribution
of opinion among individuals, that in many cases allow for an analytic study.
The rest of the survey is organized as follows. In the remaining part of Section 1 we de-
scribe the basic kinetic model for opinion formation. It represents the building block for the
binary opinion dynamic which is used in the subsequent Sections. Next in Section 2 we deal
with control problems for opinion dynamics. First by considering an external action which
forces the agents towards a desired state and subsequently by introducing a leaders’ popula-
tion which acts accordingly to a prescribed optimal strategy. Here we start from the optimal
control problem for the corresponding microscopic dynamic and approximate it through a
finite time horizon or model predictive control technique. This permits to embed the feedback
control directly into the limiting kinetic equations. Section 3 is then devoted to the mod-
eling through multivariate distribution functions where the agents’ opinion is coupled with
additional variables. Specifically we consider the case where conviction is also an evolving
quantity playing a role in the dynamic and the case where agents interact over an evolving
social network accordingly to their number of connections. Some final remarks are contained
in the last Section and details on numerical methods are given in a separate Appendix.
1.2 Kinetic modelling
On the basis of statistical mechanics, to construct a model for opinion formation the funda-
mental assumption is that agents are indistinguishable [89]. An agent’s state at any instant
of time t ≥ 0 is completely characterized by his opinion w ∈ [−1, 1] , where −1 and 1 denote
two (extreme) opposite opinions.
The unknown is the density (or distribution function) f = f(w, t), where w ∈ I = [−1, 1]
and the time t ≥ 0, whose time evolution is described, as shown later, by a kinetic equation
of Boltzmann type.
The precise meaning of the density f is the following. Given the population to study, if
the opinions are defined on a sub-domain D ⊂ I , the integral∫
D
f(w, t) dw
represents the number of individuals with opinion included in D at time t > 0. It is assumed
that the density function is normalized to 1, that is∫
I
f(w, t) dw = 1.
As always happens when dealing with a kinetic problem in which the variable belongs to a
bounded domain, this choice introduces supplementary mathematical difficulties in the correct
definition of binary interactions. In fact, it is essential to consider only interactions that do not
produce opinions outside the allowed interval, which corresponds to imposing that the extreme
opinions cannot be crossed. This crucial limitation emphasizes the difference between the
present social interactions, where not all outcomes are permitted, and the classical interactions
between molecules, or, more generally, the wealth trades (cf. [89], Chapter 5), where the only
limitation for trades was to insure that the post-collision wealths had to be non-negative.
In order to build a realistic model, this severe limitation has to be coupled with a reasonable
physical interpretation of the process of opinion forming. In other words, the impossibility of
crossing the boundaries has to be a by-product of good modeling of binary interactions.
From a microscopic viewpoint, the binary interactions in [99] were described by the rules
w′ = w − ηP (w,w∗)(w − w∗) + ξD(w),
w′∗ = w∗ − ηP (w∗, w)(w∗ − w) + ξ∗D(w∗).
(1.1)
In (1.1), the pair (w,w∗), with w,w∗ ∈ I, denotes the opinions of two arbitrary individuals
before the interaction, and (w′, w′∗) their opinions after exchanging information between each
other and with the exterior. The coefficient η ∈ (0, 1/2) is a given constant, while ξ and ξ∗ are
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random variables with the same distribution, with zero mean and variance ς2, taking values
on a set B ⊆ R. The constant η and the variance ς2 measure respectively the compromise
propensity and the degree of spreading of opinion due to diffusion, which describes possible
changes of opinion due to personal access to information (self-thinking). Finally, the functions
P (·, ·) and D(·) take into account the local relevance of compromise and diffusion for given
opinions.
Let us describe in detail the interaction on the right-hand side of (1.1). The first part is
related to the compromise propensity of the agents, and the last contains the diffusion effects
due to individual deviations from the average behavior. The presence of both the functions
P (·, ·) and D(·) is linked to the hypothesis that openness to change of opinion is linked to the
opinion itself, and decreases as one gets closer to extremal opinions. This corresponds to the
natural idea that extreme opinions are more difficult to change. Various realizations of these
functions can be found in [89, 99]. In all cases, however, we assume that both P (w,w∗) and
D(w) are non-increasing with respect to |w|, and in addition 0 ≤ P (w,w∗) ≤ 1, 0 ≤ D(w) ≤ 1.
Typical examples are given by P (w,w∗) = 1− |w| and D(w) =
√
1− w2.
In the absence of the diffusion contribution (ξ, ξ∗ ≡ 0), (1.1) implies
w′ + w′∗ = w + w∗ + η(w − w∗) (P (w,w∗)− P (w∗, w)) ,
w′ − w′∗ = (1− η(P (w,w∗) + P (w∗, w))) (w − w∗).
(1.2)
Thus, unless the function P (·, ·) is assumed constant, P = 1, the mean opinion is not conserved
and it can increase or decrease depending on the opinions before the interaction. If P (·, ·) is
assumed constant, the conservation law is reminiscent of analogous conservations which take
place in kinetic theory. In such a situation, thanks to the upper bound on the coefficient η,
equations (1.1) correspond to a granular-gas-like interaction [89] where the stationary state
is a Dirac delta centered on the average opinion. This behavior is a consequence of the fact
that, in a single interaction, the compromise propensity implies that the difference of opinion
is diminishing, with |w′ −w′∗| = (1− 2η)|w−w∗|. Thus, all agents in the society will end up
with exactly the same opinion.
We remark, moreover, that, in the absence of diffusion, the lateral bounds are not violated,
since
w′ = (1− ηP (w,w∗))w + ηP (w,w∗)w∗,
w′∗ = (1− ηP (w∗, w))w∗ + ηP (w∗, w)w,
(1.3)
imply
max
{|w′|, |w′∗|} ≤ max {|w|, |w∗|} .
Let f(w, t) denote the distribution of opinion w ∈ I at time t ≥ 0. The time evolution of
f is recovered as a balance between bilinear gain and loss of opinion terms, described in weak
form by the integro-differential equation of Boltzmann type
d
dt
∫
I
ϕ(w)f(w, t) dv = (Q(f, f), ϕ) =
λ
〈∫
I2
(ϕ(w′) + ϕ(w′∗)− ϕ(w)− ϕ(w∗))f(w)f(w∗)dwdw∗
〉
,
(1.4)
where (w′, w′∗) are the post-interaction opinions generated by the pair (w,w∗) in (1.1), λ
represents a constant rate of interaction and the brackets 〈·〉 denote the expectation with
respect to the random variables ξ and ξ∗.
Equation (1.4) is consistent with the fact that a suitable choice of the function D(·) in
(1.1) coupled with a small support B of the random variables implies that both |w′| ≤ 1 and
|w′∗| ≤ 1. We do not insist here on further details on the evolution properties of the solution,
by leaving them to the next Sections, where these properties are studied for the particular
problems.
2 Optimal control of consensus
Different to the classical approach where individuals are assumed to freely interact and ex-
change opinions with each other, here we are particularly interested in such problems in a
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constrained setting. We consider feedback type controls for the resulting process and present
kinetic models including those controls. This can be used to study the influence on the system
dynamics to enforce emergence of non spontaneous desired asymptotic states.
Two relevant situations will be explored, first a distributed control, which models the
action of an external force acting as a policy maker, like the effects of the media [6], next an
indirect internal control, where we assume that the control corresponds to the strategies of
opinion leaders, aiming to influence the consensus of the whole population [7]. In order to
characterize the kinetic structure of the optimal control of consensus dynamics, we will start
to derive it as a feedback control from a general optimal control problem for the corresponding
microscopic model, and thereafter we will connect it to the binary dynamics.
2.1 Control by an external action
We consider the microscopic evolution of the opinions of N agents, where each agent’s opinion
wi ∈ I, I = [−1, 1], i = 1, . . . , N evolves according the following first order dynamical system
w˙i =
1
N
N∑
j=1
P (wi, wj)(wj − wi) + u, wi(0) = w0,i, (2.1)
where P (·, ·) has again the role of the compromise function defined in (1.1). The control
u = u(t) models the action of an external agent, e.g. a policy maker or social media. We
assume that it is the solution of the following optimal control problem
u = arg min
u∈U
J(u) :=
1
2
∫ T
0
1
N
N∑
j=1
(
(wj − wd)2 + κu2
)
ds, u(t) ∈ [uL, uR], (2.2)
with U the space of the admissible controls. In formulation (2.2) a quadratic cost functionals
with a penalization parameter κ > 0 is considered, and the value wd represents the desired
opinion state. We refer to [3, 6, 36, 60] for further discussion on the analytical and numerical
studies on this class of problems. The additional constraints on the pointwise values of u(t)
given by uL and uR, are necessary in order to preserve the bounds of wi ∈ I (see [35, 82]).
2.1.1 Model predictive control of the microscopic dynamics
In general, for large values of N , standard methods for the solution of problems of type (2.1)–
(2.2) over the full time interval [0, T ] stumble upon prohibitive computational costs due to
the nonlinear constraints.
In what follows we sketch an approximation method for the solution of (2.1)–(2.2), based on
model predictive control (MPC), which furnishes a suboptimal control by an iterative solution
over a sequence of finite time steps, but, nonetheless, it allows an explicit representation of
the control strategy [6, 35, 81, 80].
Let us consider the time sequence 0 = t0 < t1 < . . . < tM = T , a discretization of the time
interval [0, T ], where ∆t = tn − tn−1, for all n = 1, . . . ,M and tM = M∆t. Then we assume
the control to be constant on every interval [tn, tn+1], and defined as a piecewise function, as
follows
u¯(t) =
M−1∑
n=0
u¯nχ[tn,tn+1](t), (2.3)
where χ(·) is the characteristic function of the interval [tn, tn+1]. We consider a full discretiza-
tion of the optimal control problem (2.1)-(2.2), through a forward Euler scheme, and we solve
on every time frame [tn, tn + ∆t], the reduced optimal control problem
min
u¯∈U¯
J∆t(u¯) :=
1
2N
N∑
j=1
(wn+1j − wd)2 +
κ
2
∫ tn+1
tn
u¯2dt, (2.4)
subject to
wn+1i = w
n
i +
∆t
N
N∑
j=1
P (wni , w
n
j )(w
n
j − wni ) + ∆tu¯n, wni = wi(tn), (2.5)
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for all i = 1, . . . , N , and u¯ in the space of the admissible controls U¯ ⊂ U . Note that since the
control u¯ is a constant value over the time interval [tn, tn + ∆t], and w
n+1 depends linearly
on u¯n through (2.5), the discrete optimal control problem (2.4) reduces to
J∆t(u¯
n) =
1
2N
N∑
j=1
(wn+1j (u¯
n)− wd)2 + ∆tκ
2
(u¯n)2. (2.6)
Thus, in order to find the minimizer of (2.4), it is sufficient to compute the derivative of (2.6)
with returns us the optimal value expressed as follows
Un = − 1
κ+ ∆t
 1
N
N∑
j=1
(
wnj − wd
)
+
∆t
N2
∑
j,k
P (wnj , w
n
k )(w
n
k − wnj )
 . (2.7)
Expression (2.7) furnishes a feedback control for the full discretized problem, which can be
plugged as an instantaneous control into (2.5), obtaining the following constrained system
wn+1i = w
n
i +
∆t
N
N∑
j=1
P (wni , w
n
j )(w
n
j − wni ) + ∆tUn, wni = wi(tn). (2.8)
A more general derivation can be obtained through a discrete Lagrangian approach for the
optimal control problem (2.4)–(2.5), see [6].
Remark 1. We remark that the scheme (2.8) furnishes a suboptimal solution w.r.t. the
original control problem. In particular if P (·, ·) is symmetric, only the average of the system
is controlled. Let us set wd = 0, and m
n =
∑N
i=1 w
n
i /N . Summing on i = 1, . . . , N equation
(2.8) we have
mn+1 = mn − ∆t
κ+ ∆t
mn =
(
1− ∆t
κ+ ∆t
)n
m0, (2.9)
which implies m∞ = 0. Thus, while the feedback control is able to control the mean of the
system, it does not to assure the global consensus. We will see in the next Section how the
introduction of a binary control depending on the pairs permits to recover the global consensus.
2.1.2 Binary Boltzmann control
Following Section 1.2, we consider now a kinetic model for the evolution of the density f =
f(w, t) of agents with opinion w ∈ I = [−1, 1] at time t ≥ 0, such that the total mass is
normalized to one. The evolution can be derived by considering the change in time of f(w, t)
depending on the interactions among the individuals of the binary type (1.1). In order to
derive such Boltzmann description we follow the approach in [5, 59]. We consider the model
predictive control system (2.8) in the simplified case of only two interacting agents, numbered
i and j. Their opinions are modified according to
wn+1i = w
n
i +
∆t
2
P (wni , w
n
j )(w
n
j − wni ) + ∆t
2
U(wni , w
n
j ),
wn+1j = w
n
j +
∆t
2
P (wni , w
n
j )(w
n
i − wnj ) + ∆t
2
U(wnj , w
n
i ),
(2.10)
where the feedback control term U(wni , w
n
j ) is derived from (2.7) and yields
∆t
2
U(wni , w
n
j ) =− 1
2
∆t
κ+ ∆t
(
(wnj − wd) + (wni − wd))
)
− 1
4
∆t2
κ+ ∆t
(
Pnij − Pnji
)
(wnj − wni ),
(2.11)
having defined Pnij = P (w
n
i , w
n
j ). This formulation can be written as a binary Boltzmann
dynamics
w′ =w + ηP (w,w∗)(w − w∗) + ηU(w,w∗) + ξD(w),
w′∗ =w∗ + ηP (w∗, w)(w∗ − w) + ηU(w∗, w) + ξ∗D(w∗).
(2.12)
All quantities in (2.12) are defined as in (1.1). The control U(·, ·), which is not present in
(1.1), acts as a forcing term to steer consensus, or, in other words, it models the action of
promoting the emergence of a desired status.
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Thus we can associate the binary dynamics in (2.10) to the original dynamics in (2.12).
Choosing η = ∆t/2, the control term for the arbitrary pair (w,w∗) reads
ηU(w,w∗) =
2η
κ+ 2η
(K(w,w∗) + ηH(w,w∗)), (2.13)
where
K(w,w∗) =
1
2
((wd − w) + (wd − w∗)), (2.14)
H(w,w∗) =
1
2
(P (w,w∗)− P (w∗, w)) (w − w∗). (2.15)
Note that K(w,w∗) and H(w,w∗) are both symmetric, which follows directly by (2.1)–(2.2),
since u is the same for every agent. Embedding the control dynamics into (2.12) we obtain
the following binary constrained interaction
w′ = w + ηP (w,w∗)(w∗ − w) + β(K(w,w∗) + ηH(w,w∗)) + ξD(w),
w′∗ = w∗ + ηP (w∗, w)(w − w∗) + β(K(w,w∗) + ηH(w,w∗)) + ξ∗D(w∗),
(2.16)
with β defined as follows
β :=
2η
κ+ 2η
. (2.17)
In the absence of diffusion, from (2.16) it follows that
w′ + w′∗ = w + w∗ + η(P (w,w∗)− P (w∗, w))(w∗ − w)
+ 2β(K(w,w∗) + ηH(w,w∗))
= w + w∗ − 2ηH(w,w∗) + 2β(K(w,w∗) + ηH(w,w∗))
= 2wd − (1− β) (κ+ 2η)U(w,w∗) = 2wd − κU(w,w∗),
(2.18)
thus in general the mean opinion is not conserved. Observe that the computation of the relative
distance between opinions |w′ − w′∗| is equivalent to (1.2), since the subtraction cancels the
control terms out, giving the inequality
|w′ − w′∗| = (1− η(P (w,w∗) + P (w∗, w)) |w − w∗| ≤ (1− 2η)|w − w∗|, (2.19)
which tells that the relative distance in opinion between two agents diminishes after each
interaction [99]. In presence of noise terms, we should assure that the binary dynamics (2.16)
preserves the boundary, i.e. w′, w′∗ ∈ I. An important role in this is played by functions
P (·, ·), D(·), as stated by the following proposition.
Proposition 2. Let assume that there exist p > 0 and mC such that p ≤ P (w,w∗) ≤ 1 and
mC = min {(1− w)/D(w), D(w) 6= 0}. Then, provided
β ≤ ηp, Θ ∈
(
−mC
(
η − β
2
)
,mC
(
η − β
2
))
, (2.20)
are satisfied, the binary interaction (2.16) preserves the bounds, i.e. the post-interaction opin-
ions w′, w′∗ are contained in I = [−1, 1].
Proof. We refer to [6, 99] for a detailed proof.
Remark 3. Observe that, from the modeling viewpoint, noise is seen as an external term
which can not be affected by the control dynamics. A different strategy is to account the action
of the noise at the level of the microscopic dynamics (2.1) and proceed with the optimiza-
tion. This will lead to a different binary interaction with respect to (2.16), where the control
influences also the action of the noise.
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2.1.3 Main properties of the Boltzmann description
In general the time evolution of the density f(w, t) is found by resorting to a Boltzmann
equation of type (1.4), where the collisions are now given by (2.16). In weak form we have
(Q(f, f), ϕ) =
λ
2
〈∫
I2
(ϕ(w′) + ϕ(w∗)− ϕ(w)− ϕ(v))f(w)f(w∗)dwdw∗
〉
, (2.21)
where we omitted the time dependence for simplicity. Therefore the total opinion, obtained
taking ϕ(w) = 1, is preserved in time. This is the only conserved quantity of the process.
Choosing ϕ(w) = w, we obtain the evolution of the average opinion, thus we have
d
dt
∫
I
wf(w, t)dw =
λ
2
〈∫
I2
(
w′ + w′∗ − w − w∗
)
f(w, t)f(v, t) dw dw∗
〉
. (2.22)
Indicating the average opinion as m(t) =
∫
I
wf(w, t) dw, using (2.18) we get
dm(t)
dt
=λβ(wd −m(t))
+ λη(1− β)
∫
I2
(P (w,w∗)− P (w∗, w))w∗f(w∗)f(w) dw dw∗.
(2.23)
Since 0 ≤ P (w,w∗) ≤ 1, |P (w,w∗)− P (w∗, w)| ≤ 1, we can bound the derivative from below
and above
λβwd − λ(β + η(1− β))m(t) ≤ d
dt
m(t) ≤ λβwd − λ(β − η(1− β))m(t).
Note that in the limit t→∞, the average m(t) converges to the desired state wd, if β−η(1−
β) > 0. This implies the following restriction κ < 2. A similar analysis can be performed
for the second moment ϕ(w) = w2, showing the decay of the energy for particular choices of
the interaction potential (cf. [99, 6, 7] for further details on the proprieties of the moment of
(1.4)).
Remark 4. In the symmetric case, P (v, w) = P (w, v), equation (2.23) is solved explicitly as
m(t) =
(
1− e−λβt
)
wd +m(0)e
−λβt (2.24)
which, as expected, in the limit t→∞ converges to wd, for any choice of the parameters.
2.1.4 The quasi–invariant opinion limit
We will now introduce some asymptotic limit of the kinetic equation. The main idea is to
scale interaction frequency and strength, λ and η respectively, diffusion ς2 at the same time,
in order to maintain at any level of scaling the memory of the microscopic interactions (2.16).
This approach is refereed to as quasi–invariant opinion limit [99, 62, 102]. Given ε > 0, we
consider the following scaling
η = ε, λ =
1
ε
, ς =
√
εσ, β =
2ε
κ+ 2ε
. (2.25)
The ratio ς2/η = σ is of paramount importance in order to show in the limit the contribu-
tion of both the compromise propensity η and the diffusion ς2. Other scalings lead to diffusion
dominated (ς2/η → ∞) or compromise dominated (ς2/η → 0) equations. In the sequel we
show through formal computations how this approach leads to a Fokker–Planck equation type
[93]. We refer to [99] for details and rigorous derivation.
After scaling, equation (2.21) reads
d
dt
∫
I
ϕ(w)f(w, t)dw =
1
ε
〈∫
I2
(
ϕ(w′)− ϕ(w)) f(w, t)f(v, t) dw dv〉 , (2.26)
while the scaled binary interaction dynamics (2.16) is given by
w′ − w = εP (w,w∗)(w∗ − w) + 2ε
κ+ 2ε
K(w,w∗) + ξD(w) +O(ε
2). (2.27)
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In order to recover the limit for ε → 0 we consider the second-order Taylor expansion of
ϕ around w,
ϕ(w′)− ϕ(w) = (w′ − w)∂wϕ(w) + 1
2
(w′ − w)2∂2wϕ(w˜) (2.28)
where for some 0 ≤ ϑ ≤ 1 ,
w˜ = ϑw′ + (1− ϑ)w.
Therefore the approximation of the interaction integral in (2.21) reads
lim
ε→0
1
ε
〈∫
I2
(
w′ − w) ∂wϕ(w)f(w)f(w∗) dwdw∗
+
1
2
(
w′ − w)2 ∂2wϕ(w)f(w)f(w∗) dwdw∗〉+R(ε). (2.29)
The term R(ε) indicates the remainder of the Taylor expansion and is such that
R(ε) =
1
2ε
〈∫
I2
(
w′ − w)2 (∂2wϕ(w˜)− ∂2wϕ(w))f(w)f(w∗) dwdw∗〉 . (2.30)
Under suitable assumptions on the function space of ϕ and ξ the remainder converges to zero
as soon as ε→ 0 (see [99]). Thanks to (2.27) the limit operator of (2.29) is the following∫
I2
(
P (w,w∗)(w∗ − w) + 2
κ
K(w,w∗)
)
∂wϕ(w)f(w)f(w∗) dwdw∗
+
σ2
2
∫
I
D(w)2∂2wϕ(w)f(w) dw.
Integrating back by parts the last expression, and supposing that the border terms vanish,
we obtain the following Fokker–Planck equation
∂
∂t
f +
∂
∂w
P[f ](w)f(w) + ∂
∂w
K[f ](w)f(w) dv = σ
2
2
∂2
∂w2
(D(w)2f(w)), (2.31)
where
P[f ](w) =
∫
I
P (w, v)(v − w)f(v) dv,
K[f ](w) = 2
κ
∫
I
K(w, v)f(v) dv =
1
κ
((wd − w) + (wd −m)) .
As usual, m(t) =
∫
I
wf(w, t)dw indicates the mean opinion.
2.1.5 Stationary solutions
One of the advantages of the Fokker–planck description is related to the possibility to identify
analytical steady states. In this section we will look for steady solutions of the Fokker–Planck
model (2.31), for particular choices of the microscopic interaction of the Boltzmann dynamics.
The stationary solutions, say f∞(w), of (2.31) satisfy the equation
∂
∂w
P[f ](w)f(w) + ∂
∂w
K[f ](w)f(w) dv = σ
2
2
∂2
∂w2
(D(w)2f(w)). (2.32)
As shown in [7, 9, 99], equation (2.32) can be analytically solved under some simplifications.
In general solutions to (2.32) satisfy the ordinary differential equation
df
dw
=
(
2
σ2
P[f ](w) +K[f ](w)
D(w)2
− 2D
′(w)
D(w)
)
f. (2.33)
Thus
f(w) =
C0
D(w)2
exp
{
2
σ2
∫ w (P[f ](v) +K[f ](v)
D(v)2
)
dv
}
, (2.34)
where C0 is a normalizing constant.
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Let us consider the simpler case in which P (w, v) = 1. Then the average opinion m(t)
evolves according to
m(t) =
(
1− e−2/κt
)
wd + e
−2/κtm(0), (2.35)
which is obtained from the scaled equation (2.26) through the quasi-invariant opinion limit
(cf. also equation (2.24) for a comparison).
In absence of control, i.e. for κ→∞, the mean opinion is conserved, and the steady solutions
of (2.31) satisfy the differential equation [99]
∂w(D(w)
2f) =
2
σ2
(m− w) f. (2.36)
In presence of the control the mean opinion is in general not conserved in time, even if, from
(2.35), it is clear that m(t) converges exponentially in time to wd. Consequently
∂w(D(w)
2f) =
2
σ2
(
1 +
1
κ
)
(wd − w)f. (2.37)
Let us consider as diffusion function D(w) = (1− w2). Therefore the solution of (2.36) takes
the form
f∞(w) =
Cm,σ
(1− w2)2
(
1 + w
1− w
)m/(2σ2)
exp
{
− 1−mw
σ2 (1− w2)
}
=
Cm,σ
(1− w2)2 Sm,σ2(w),
(2.38)
where Cm,σ is such that the mass of f∞ is equal to one. This solution is regular, and thanks to
the presence of the exponential term f(±1) = 0. Moreover, due to the general non symmetry
of f , the initial opinion distribution reflects on the steady state through the mean opinion.
The dependence on κ can be rendered explicit. It gives
fκ∞(w) =
Cwd,σ,κ
(1− w2)2 (Swd,σ(w))
1+1/κ , (2.39)
with Cwd,σ,κ the normalization constant.
We plot in Figure 1 the steady profile f∞ and fκ∞ for different choice of the parameters
κ and σ. The initial average opinion m(0) is taken equal to the desired opinion wd. In this
way we can see that for κ→∞ the steady profile of (2.37) approaches the one of (2.36). On
the other hand small values of κ give the desired distribution concentrated around wd. It is
remarkable that in general we can not switch from f∞ to fκ∞ only acting on the parameter κ,
since the memory on the initial average opinion is lost for any κ > 0. We refer to [6, 99] for
further discussion about stationary solutions of (2.32).
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Figure 1: Continuous line and dashed lines represent respectively the steady solutions f∞ and fκ∞.
On the left wd = m(0) = 0 with diffusion parameter ζ = σ
2 = 5, on the right wd = m(0) = 0
with diffusion parameter ζ = σ2 = 2. In both cases the steady solution changes from a bimodal
distribution to an unimodal distribution around wd.
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2.1.6 Numerical Tests
Our goal is to investigate the action of the control dynamic at the mesoscopic level. We solve
directly the kinetic equation (2.21) obeying the binary interaction (2.27), for small value of
the scale parameter ε > 0. We perform the numerical simulations using the Monte Carlo
methods developed in [5, 89].
Sznajd’s model
Our first example refers to the mean-field Sznajd’s model [97, 11]
∂tf = γ∂w
(
w(1− w2)f)) , (2.40)
corresponding to equation (2.31) in the uncontrolled case without diffusion. It is obtained
choosing P (w, v) = 1 − w2 and assuming that the mean opinion m(t) is always zero. In [11]
authors showed for γ = 1 concentration of the profile around zero, and conversely for γ = −1
a separation phenomena, namely concentration around w = 1 and w = −1, by showing that
explicit solutions are computable. We approximate the mean-field dynamics in the separation
case, γ = −1, through the binary interaction (2.27), sampling Ns = 1 × 105 agents, with
scaling parameter ε = 0.005. In Figure 2 we simulate the evolution of f(w, t) in the time
interval [0 2], starting from the uniform distribution on I, f0(w) = 1/2, in three different
cases: uncontrolled (κ = ∞), mild control (κ = 1) and strong control (κ = 0.1). In the
controlled cases the distribution is forced to converge to the desired state wd = 0.
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Figure 2: Solution profiles at time T = 1, and T = 2, for uncontrolled κ = ∞, mildly controlled
case κ = 1 , strong controlled case κ = 0.1. Desired state is set to wd = 0.
Bounded confidence model
We consider now the bounded confidence model introduced in [71], where every agent interacts
only within a certain level of confidence. This can be modelled through the potential function
P (w, v) = χ(|w − v| ≤ ∆), ∆ < 2.
In Figure 3, we simulate the dynamics of the agents starting from a uniform distribution of
the opinions on the interval I = [−1, 1]. The binary interaction (2.27) refers to a diffusion
parameter σ = 0.01 and ε = 0.05. Here Ns = 2 × 105. The bounded confidence parameter is
∆ = 0.2, and we consider both cases (without control and with control), letting the system
evolve in the time interval [0 T ], with T = 200. The figure to the left refers to the uncontrolled
case, where three mainstream opinions emerge. On the right the presence of the control with
κ = 5 leads the opinions to concentrate around the desired opinion wd = 0.
2.2 Control through leadership
Several studies have been recently focused on the control of a large population through the
action of a small portion of individuals, typically identified as leaders [3, 4, 24, 61]. In this
section we are interested in the opinion formation process of a followers’ population steered
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Figure 3: On the right the penalization of the control parameter is κ = 5× 103 on the left κ = 5.
Evolution of the kinetic density, using Ns = 2× 105 sample particles on a 200× 400 grid. Binary
interactions (2.27) performed with ε = 0.01 and ς = 0.01, ∆ = 0.2.
by the action of a leaders’ group. At a microscopic level we suppose to have a population of
NF followers and NL leaders. Their dynamics is modelled as follows
w˙i =
1
NF
NF∑
j=1
P (wi, wj) (wj − wi) + 1
NL
NL∑
h=1
S (wi, vh) (vh − wi) , wi (0) = wi,0, (2.41)
v˙k =
1
NL
NL∑
h=1
R (vk, vh) (vh − vk) + u, vk (0) = vk,0, (2.42)
where wi, vk ∈ I, I = [−1, 1] for all i = 1, . . . , NF and k = 1, . . . , NL are the followers’
and leaders’ opinions. As in the previous section, P (·, ·), S(·, ·) and R(·, ·) are given compro-
mise functions, measuring the relative importance of the interacting agent in the consensus
dynamics. Leaders’ strategy is driven by a suitable control u, which minimizes the functional
J(u) =
1
2
∫ T
0
(
ψ
NL
NL∑
h=1
(vh − wd)2 + µ
NL
NL∑
h=1
(vh −mF )2
)
dt+
κ
2
∫ T
0
u2dt, (2.43)
where T represents the final time horizon, wd is the desired opinion and mF is the average
opinion of the followers group at time t ≥ 0, and ψ, µ > 0 are such that ψ+µ = 1. Therefore,
leaders’ behavior is driven by a suitable control strategy based on the interplay between the
desire to force followers towards a given state, radical behavior (ψ ≈ 1), and the necessity to
keep a position close to the mean opinion of the followers in order to influence them populistic
behavior (µ ≈ 1).
Note that, since the optimal control problem acts only over the leader dynamics we can
approximate its solution by a model predictive control approximation as in Section 2.1. Next
we can build the corresponding constrained binary Boltzmann dynamic following [7].
2.2.1 Boltzmann constrained dynamics
To derive the system of kinetic equation we introduce a density distribution of followers
fF (w, t) and leaders fL(v, t) depending on the opinion variables w, v ∈ I and time t ≥ 0, see
[7, 57]. It is assumed that the densities of the followers and the leaders satisfy is∫
I
fF (w, t) dw = 1,
∫
I
fL(v, t) dv = ρ ≤ 1.
The kinetic model can be derived by considering the change in time of fF (w, t) and fL(v, t)
depending on the interactions with the other individuals and on the leaders’ strategy. This
change depends on the balance between the gain and loss due to the binary interactions.
Starting by the pair of opinions (w,w∗) and (v, v∗), respectively the opinions of two followers
and two leaders, the post-interaction opinions are computed according to three dynamics: a)
the interaction between two followers; b) the interaction between a follower and a leader; c)
the interaction between two leaders.
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a) We assume that the opinions (w′, w′∗) in the follower-follower interactions obey to the
rule {
w′ = w + ηP (w,w∗)(w∗ − w) + ξDF (w),
w′∗ = w∗ + ηP (w∗, w)(w − w∗) + ξ∗DF (w∗),
(2.44)
where as usual P (·, ·) is the compromise function, and the diffusion variables ξ, ξ∗ are
realizations of a random variable with zero mean, finite variance ς2F . The noise influence
is weighted by the function DF (·), representing the local relevance of diffusion for a given
opinion, and such that 0 ≤ DF (·) ≤ 1.
b) The leader-follower interaction is described for every agent from the leaders group. Since
the leader do not change opinion, we have{
w′′ = w + ηS(w, v)(v − w) + ζDFL(w)
v′′ = v
(2.45)
where S(·, ·) is the communication function and ζ a random variable with zero mean
and finite variance ς2FL, weighted again by the function DFL(·).
c) Finally, the post-interaction opinions (v′, v′∗) of two leaders are given by{
v′ = v + ηR(v, v∗)(v∗ − v) + ηU(v, v∗;mF ) + θDL(v)
v′∗ = v∗ + ηR(v∗, v)(v − v∗) + ηU(v, v∗;mF ) + θ∗DL(v∗),
(2.46)
where R(·, ·) is the compromise function and, similar to the previous dynamics, θ, θ∗ are
random variables with zero mean and finite variance ς2L, weighted by DL(·). Moreover
the leaders’ dynamics include the feedback control, derived from (2.43) with the same
approach of Section 2.1.1. In this case the feedback control accounts for the average
values of the followers’ opinion
mF (t) =
∫
I
wfF (w, t) dw, (2.47)
and it is defined as
ηU(v, v∗;mF ) =β [K(v, v∗;mF ) + ηH(v, v∗)] . (2.48)
In (2.48), β has the same form of (2.17) and
K(v, v∗;mF ) =
ψ
2
((wd − v) + (wd − v∗)) + µ
2
((mF − v) + (mF − v∗)) , (2.49)
H(v, v∗) =
1
2
(R(v, v∗)−R(v∗, v))(v − v∗). (2.50)
Note that the control term, K(v, v∗;mF ) depends on two contributions, a steering force
towards the desired state wd and one towards the average opinion of the followers mF ,
weighted respectively by the parameters ψ and µ, such that ψ + µ = 1.
2.2.2 Boltzmann–type modeling
Following [89], for a suitable choice of test functions ϕ we can describe the evolution of fF (w, t)
and fL(t) via a system of integro-differential equations of Boltzmann type
d
dt
∫
I
ϕ(w)fF (w, t)dw = (QF (fF , fF ), ϕ) + (QFL(fF , fL), ϕ) ,
d
dt
∫
I
ϕ(v)fL(v, t)dv = (QL(fL, fL), ϕ) .
(2.51)
The operators QF , QFL and QL account for the binary exchange of opinions. Under the
assumption that the interaction parameters are such that |w′|, |w′′|, |v′| ≤ 1 the action of the
Boltzmann operators on a (smooth) function ϕ can be written as
(QF (fF , fF ), ϕ) = λF
〈∫
I2
(ϕ(w′)− ϕ(w))fF (w, t)fF (v, t)dwdv
〉
, (2.52)
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(QFL(fF , fL), ϕ) = λFL
〈∫
I2
(ϕ(w′′)− ϕ(w))fF (w, t)fL(v∗, t)dwdv∗
〉
, (2.53)
(QL(fL, fL), ϕ) = λL
〈∫
I2
(ϕ(v′)− ϕ(v))fL(v, t)fL(v∗, t)dv dv∗
〉
, (2.54)
where λF , λFL, λL > 0 are constant relaxation rates and, as before, 〈 · 〉 denotes the expecta-
tion taken with respect to the random variables characterizing the noise terms.
To study the evolution of the average opinions, we can take ϕ(w) = w in (2.51). In general
this leads to a complicated nonlinear system [7], however in the simplified situation of P and
R symmetric and S ≡ 1 we obtain the following closed system of differential equations for the
mean opinions 
d
dt
mL(t) = η˜Lψβ(wd −mL(t)) + η˜Lµβ(mF (t)−mL(t))
d
dt
mF (t) = η˜FLα(mL(t)−mF (t)),
(2.55)
where we introduced the notations η˜L = ρηL, η˜FL = ρ ηFL and mL(t) =
1
ρ
∫
I
vfL(v, t)dv.
Straightforward computations show that the exact solution of the above system has the
following structure
mL(t) = C1e
−|λ1|t + C2e
−|λ2|t + wd
mF (t) = C1
(
1 +
λ1
βµη˜L
)
e−|λ1|t + C2
(
1 +
λ2
βµη˜L
)
e−|λ2|t + wd
(2.56)
where C1, C2 depend on the initial data mF (0),mL(0) in the following way
C1 =− 1
λ1 − λ2 ((βη˜LmL(0) + λ2)mL(0)− µβη˜LmF (0)− (λ2 + βη˜Lψ)wd)
C2 =
1
λ1 − λ2 ((βη˜LmL(0) + λ1)mL(0)− µβη˜LmF (0)− (λ1 + βη˜Lψ)wd)
with
λ1,2 = −1
2
(αη˜FL + βη˜L)± 1
2
√
(αη˜FL + βη˜L)2 − 4ψαβη˜Lη˜FL.
Note that λ1,2 are always negative, this assures that the contribution of the initial averages,
mL(0),mF (0), vanishes as soon as time increases and the mean opinions of leaders and follow-
ers converge towards the desired state wd. Moreover, in absence of diffusion, it can be shown
that the corresponding variance vanishes [7], i.e. under the above assumptions the steady state
solutions have the form of a Dirac delta centered in the target opinion wd.
2.2.3 Fokker-Planck Modeling
Once more, the study of the large-time behavior of the kinetic equation (2.51) will take
advantage by passing to a Fokker-Planck description. Therefore, similarly to Section 2.1, we
consider the quasi–invariant opinion limit [7, 89, 99], introducing the parameter ε > 0, and
scaling the quantities in the binary interaction
η = ε, ςF =
√
εσF , ςL =
√
εσL, ςFL =
√
εσFL,
λF =
1
cF ε
, λFL =
1
cFLε
, λL =
1
cLε
, β =
2ε
κ+ 2ε
.
(2.57)
The scaled equation (2.51) in the quasi-invariant opinion limit is well approximated by a
Fokker-Planck equation for the followers’ opinion distribution
∂fF
∂t
+
∂
∂w
((P[fF ](w) + S[fL](w)) fF (w)) = ∂
2
∂w2
(DF [fF , fL](w)fF (w)) , (2.58)
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where
P[fF ](w) = 1
cF
∫
I
P (w,w∗)(w∗ − w)fF (w∗)dw∗,
S[fL](w) = 1
cFL
∫
I
S(w, v∗)(v∗ − w)fL(v∗)dv∗.
DF [fF , fL](w) = σ
2
F
2cF
DF (w)
2 +
σ2FLρ
2cFL
DFL(w)
2,
and an equivalent Fokker-Planck equation for the leaders’ opinion distribution
∂fL
∂t
+
∂
∂v
((R[fL](v) +K[fL, fF ](v)) fL(v)) = ∂
2
∂v2
(DL[fL](v)fL(v)) ,
where
R[fL](v) = ρ
cL
∫
I
R(v, v∗)(v∗ − v)fL(v∗)dv∗, DL[fL](v) = σ
2
Lρ
2cL
D2L(v),
K[fL, fF ](w˜) = ψ
κcL
(v +mL(t)− 2wd) + µ
κcL
(v +mL(t)− 2mF (t)) .
In some cases it is possible to recover explicitly the stationary states of the Fokker-Planck
system (2.58), (2.2.3). In the simplified case where every interaction function is constant and
unitary, i.e. P ≡ S ≡ R ≡ 1, and DF (w) = DL(w) = DFL(w) = 1− w2, we have
fF,∞ =
aF
(1− w2)2 exp
{
− 2
bF
∫ w
0
z − wd
(1− z2)2 dz
}
, bF =
σ2F cFL + σ
2
FLcF ρ
cFL + cF ρ
(2.59)
fL,∞ =
aL
(1− w˜2)2 exp
{
− 2
bL
∫ w˜
0
(
z − wd
(1− z2)2
)
dz
}
, bL =
σ2Lρκ
2cL(ψ + µ)
, (2.60)
where aF , aL are suitable normalization constants. We refer to [7] for further details.
2.2.4 Numerical experiments
In this section we present some numerical results concerning the simulation of the Boltzmann
type control model (2.51). All the results have been computed using the Monte Carlo method
for the Boltzmann model developed in [5] in the Fokker-Planck regime ε = 0.01 under the
scaling (2.57).
In the numerical tests we assume that the ρL = 0.05, (five per cent of the population is
composed by opinion leaders [57]). Note that, for clarity, in all figures the leaders’ profiles
have been scaled by a factor 10. The random diffusion effects have been computed in the
case of a uniform random variable with σ2F = σ
2
FL = ς
2
L = 0.01. It is easy to check that the
above choice preserves the bounds in the numerical simulations. First we present some test
cases with a single population of leaders. Then we consider the case of multiple populations
of leaders with different time-dependent strategies. This leads to more realistic applications
of our arguments, introducing the concept of competition between the leaders. For the sake
of simplicity, the interaction functions P (·, ·) and R(·, ·) are assumed to be constant. The
remaining computational parameters have been summarized in Table 2.
Table 1: Computational parameters for the different test cases.
Test S(·, ·) cF cˆFL cˆL ρ ψ wd
#1 eq. (2.61) 1 0.1 0.1 0.05 0.5 0.5
S(·, ·) cF cˆFL1 cˆL1 ρ1 ψ1 wd1 cˆFL2 cˆL2 ρ2 ψ2 wd2
#2 1 1 0.1 0.1 0.05 eq. (2.64) 0.5 1 0.1 0.05 eq. (2.64) -0.5
Test 1. Leaders driving followers
In the first test case we consider the system of Boltzmann equations (2.51) with a single
population of leaders driving followers.
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We assume the initial distributions fF ∼ U([−1,−0.5]) and fL ∼ N(wd, 0.05), where
U(·) and N(·, ·) denote the uniform and the normal distributions respectively. We consider
constant interaction functions P (·, ·) and R(·, ·) and a bounded confidence-type function for
the leader-follower interactions
S(w, v) = χ(|w − v| ≤ ∆), (2.61)
with ∆ = 0.5. Other parameters are defined in Table 2, where we used the compact notations
cˆFL = cFL/ρ and cˆL = cL/ρ.
In Figure 4 we report the evolution, over the time interval [0, 3], of the kinetic densities
fF (w, t) and fL(v, t) . The numerical experiment shows that the optimal control problem
is able to generate a non monotone behavior of mL(t), resulting from the combined lead-
ers’strategy of a populists and radical behavior. In an electoral context, this is a characteristic
which can be found in populist radical parties, which typically include non-populist ideas and
their leadership generates through a dense network of radical movements [85].
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Figure 4: Test #1: Kinetic densities at different times for a single population of leaders with
bounded confidence interaction.
Test 2. The case of competing multi-leaders populations
When more than one population of leaders is present, each one with a different strategy, we
describe the evolution of the kinetic density of the system through a Boltzmann approach.
Let M > 0 be the number of families of leaders, each of them described by the density
fLj , j = 1, ...,M such that ∫
I
fLj (v)dv = ρj . (2.62)
If a unique population of followers is present, with density fF , a follower interacts both with
the others agents from the same population and with every leader of each j-th family. Given
a suitable test function ϕ the evolution of the densities is given by the system of Boltzmann
equations
d
dt
∫
I
ϕ(w)fF (w, t)dw = (QF (fF , fF ), ϕ) +
M∑
k=1
(QFL(fLk , fF ), ϕ) ,
d
dt
∫
I
ϕ(w˜)fLj (w˜, t)dw˜ = (QL(fLj , fLj ), ϕ), j = 1, . . . ,M .
(2.63)
By assuming that the leaders aim at minimizing cost functionals of the type (2.43), the
differences consist in two factors: in the target opinions wdj and in the leaders’ attitude
towards a radical (ψj ≈ 1) or populist strategy (µj ≈ 1).
To include competition between different populations, we introduce time-dependent coef-
ficients in the leaders’strategies. This approach leads to the concept of adaptive strategy for
every family of leaders j = 1, ...,M . Thus we assume that coefficients ψ and µ which appear
into the functional now evolve in time and are defined for each t ∈ [0, T ] as
ψj(t) =
1
2
∫ wdj+δ
wdj
−δ
fF (w)dw +
1
2
∫ mLj+δ¯
mLj−δ¯
fF (w)dw, µj(t) = 1− ψj(t) (2.64)
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Figure 5: Test #2: Kinetic densities at different times for for a two populations of leaders model
with time dependent strategies (top row). Kinetic density evolution over the time interval [0, 1]
(bottom row).
where both δ, δ¯ ∈ [0, 1] are fixed and mLj is the average opinion of the jth population of
leaders. The introduced choice of coefficients is equivalent to consider a competition between
the populations of leaders, where each leader try to adapt its populist or radical attitude
accordingly to the success of the strategy. Note also that the success of the strategy is based
on the local perception of the followers.
In the numerical experiments reported in Figure 5 we take into account two populations of
leaders, initially normally distributed with mean values wd1 and wd2 and parameters δ = δ¯ =
0.5, respectively, and a single population of followers, represented by a skewed distribution
fF ∼ Γ(2, 14 ) over the interval [−1, 1], where Γ(·, ·) is the Gamma distribution. Here the
frequencies of interactions are assumed to be unbalanced since cˆFL1 = 0.1 and cˆFL2 = 1.
In the test case we assume that the followers group has an initial natural inclination for the
position represented by one leader but, thanks to communication strategies pursued by the
minority leader, it is driven to different positions (see Figures 5). In a bipolar electoral context,
an example of the described behavior would consist of a better use of the media in a coalition
with respect to the opponents.
3 Multivariate models
In several recent works additional variables have been introduced quantifying relevant indi-
cators for the spreading of opinions [9, 10, 31, 54, 58, 91]. In this class of models the opinion
dynamics depends on an additional parameter, continuous or discrete, which influences the
binary exchanges. We present in this section two kinetic multivariate models. The first takes
into account a continuous variable called conviction representing the strength of individuals in
pursuing their opinions. Afterwards we develop a model for the dynamic of opinions in large
evolving networks where the number of connections of each individuals, a discrete variable,
influences the dynamics.
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3.1 The role of conviction
Resembling the model for wealth exchange in a multi-agent society introduced in [38], this
new model has an additional parameter to quantify the personal conviction, representing a
measure of the influencing ability of individuals [31]. Individuals with high conviction are
resistant to change opinion, and have a prominent role in attracting other individuals towards
their opinions. In this sense, individuals with high conviction play the role of leaders [57].
The goal is to study the evolution of a multi-agent system characterized by two variables,
representing conviction and opinion, where the way in which conviction is formed is indepen-
dent of the personal opinion. Then, the (personal) conviction parameter will enter into the
microscopic binary interactions for opinion formation considered in Section 1.2, to modify
them in the compromise and self-thinking terms. A typical and natural assumption is that
high conviction could act on the interaction process both to reduce the personal propensity
to compromise, and to reduce the self-thinking. Numerical investigation shows that the role
of the additional conviction variable is to bring the system towards a steady distribution
in which there is formation of clusters even in absence of bounded confidence hypotheses
[18, 19, 20, 71].
3.1.1 The formation of conviction
Let us briefly summarize the key points at the basis of the model for conviction [31]. Each
variation is interpreted as an interaction where a fraction of the conviction of the individual
is lost by virtue of afterthoughts and insecurities, while at the same time the individual can
absorb a certain amount of conviction through the information achieved from the external
background (the surrounding environment). In this approach, the conviction of the individual
is quantified in terms of a scalar parameter x, ranging from zero to infinity. Denoting with
z ≥ 0 the degree of conviction achieved from the background, it is assumed that the new
amount of conviction in a single interaction can be computed as
x∗ = (1− λ(x))x+ λB(x)z + ϑH(x). (3.1)
In (3.1) the functions λ = λ(x) and λB = λB(x) quantify, respectively, the personal amounts
of insecurity and willingness to be convinced by others, while ϑ is a random parameter which
takes into account the possible unpredictable modifications of the conviction process. We will
in general fix the mean value of ϑ equal to zero. Last, H(·) will denote an increasing function
of conviction. The typical choice is to take H(x) = xν , with 0 < ν ≤ 1. Since some insecurity
is always present, and at the same time it can not exceed a certain amount of the total
conviction, it is assumed that λ− ≤ λ(x) ≤ λ+, where λ− > 0, and λ+ < 1. Likewise, we
will assume an upper bound for the willingness to be convinced by the environment. Then,
0 ≤ λB(x) ≤ λ¯, where λ¯ < 1. Lastly, the random part is chosen to satisfy the lower bound
ϑ ≥ −(1− λ+). By these assumptions, it is assured that the post-interaction value x∗ of the
conviction is nonnegative.
Let C(z), z ≥ 0 denote the probability distribution of degree of conviction of the (fixed)
background. We will suppose that C(z) has a bounded mean, so that∫
R+
C(z) dz = 1;
∫
R+
z C(z) dz = M (3.2)
We note that the distribution of the background will induce a certain policy of acquisition of
conviction. This aspect has been discussed in [90], from which we extract the example that
follow. Let us assume that the background is a random variable uniformly distributed on the
interval (0, a), where a > 0 is a fixed constant. If we choose for simplicity λ(x) = λB(x) = λ¯,
and the individual has a degree of conviction x > a, in absence of randomness the interaction
will always produce a value x∗ ≤ x, namely a partial decrease of conviction. In this case, in
fact, the process of insecurity in an individual with high conviction can not be restored by
interaction with the environment.
The study of the time-evolution of the distribution of conviction produced by binary
interactions of type (3.1) can be obtained by resorting to kinetic collision-like models [89].
Let F = F (x, t) the density of agents which at time t > 0 are represented by their conviction
x ∈ R+. Then, the time evolution of F (x, t) obeys to a Boltzmann-like equation. This equation
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is usually written in weak form. It corresponds to say that the solution F (x, t) satisfies, for
all smooth functions ϕ(x) (the observable quantities)
d
dt
∫
R+
F (x, t)ϕ(x) dx =
〈∫
R2+
(
ϕ(x∗)− ϕ(x))F (x, t)C(z) dx dz〉, (3.3)
where x∗ is the post-interaction conviction and 〈·〉 denotes the expectation with respect to the
random parameter ϑ introduced in (3.1). Through the techniques analyzed in the previous
sections of this work we can derive the asymptotic solution of the Fokker-Planck equation
which follows from (3.3) in the limit ε→ 0.
If λ(x) = λ and λB(x) = λB we get the explicit form of the steady distribution of con-
viction [31, 89]. We will present two realizations of the asymptotic profile, that enlighten the
consequences of the choice of a particular function H(·). First, let us consider the case in
which H(x) = x. In this case, the Fokker–Planck equation coincides with the one obtained
in [44], related to the steady distribution of wealth in a multi–agent market economy. One
obtains
G∞(x) =
G0
x2+2λ/µ
exp
{
−2λBM
µx
}
, (3.4)
where the constant G0 is chosen to fix the total mass of G∞(x) equal to one. Note that the
steady profile is heavy tailed, and the size of the polynomial tails is related to both λ and
σ. Hence, the percentage of individuals with high conviction is decreasing as soon as the
parameter λ of insecurity is increasing, and/or the parameter of self-thinking is decreasing.
It is moreover interesting to note that the size of the parameter λB is important only in the
first part of the x-axis, and contributes to determine the size of the number of undecided.
The second case refers to the choice H(x) =
√
x. Now, people with high conviction is more
resistant to change (randomly) with respect to the previous case. On the other hand, if the
conviction is small, x < 1, the individual is less resistant to change. Direct computations now
show that the steady profile is given by
H∞(x) = H0 x
−1+(2λBM)/µ exp
{
−2λ
µ
x
}
, (3.5)
where the constant H0 is chosen to fix the total mass of H∞(x) equal to one. At difference
with the previous case, the distribution decays exponentially to infinity, thus describing a
population in which there are very few agents with a large conviction. Moreover, this distri-
bution describes a population with a huge number of undecided agents. Note that, since the
exponent of x in H∞(·) is strictly bigger than −1, H∞(·) is integrable for any choice of the
relevant parameters.
3.1.2 The Boltzmann equation for opinion and conviction
In its original formulation (1.4) both the compromise and the self-thinking intensities were
assigned in terms of the universal constant η and of the universal random parameters ξ, ξ∗.
Suppose now that these quantities in (1.1) could depend of the personal conviction of the
agent. For example, one reasonable assumption would be that an individual with high personal
conviction is more resistant to move towards opinion of any other agent by compromise. Also,
an high conviction could imply a reduction of the personal self-thinking. If one agrees with
these assumptions, the binary trade (1.1) has to be modified to include the effect of conviction.
Given two agents A and B characterized by the pair (x,w) (respectively (y, w∗)) of conviction
and opinion, the new binary trade between A and B now reads
w′ = w − ηΨ(x)P (w)(w − w∗) + Φ(x)ξD(w),
w′∗ = w∗ − ηΨ(y)P (w∗)(w∗ − w) + Φ(y)ξ∗D(w∗).
(3.6)
In (3.6) the personal compromise propensity and self-thinking of the agents are modified by
means of the functions Ψ = Ψ(x) and Φ = Φ(x), which depend on the convictions parameters.
In this way, the outcome of the interaction results from a combined effect of (personal) com-
promise propensity, conviction and opinion. Among other possibilities, one reasonable choice
is to fix the functions Ψ(·) and Φ(·) as non-increasing functions. This reflects the idea that
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the conviction acts to increase the tendency to remain of the same opinion. Among others, a
possible choice is
Ψ(x) = (1 + (x−A)+)−α, Φ(x) = (1 + (x−B)+)−β .
Here A,B, α, β are nonnegative constants, and h(x)+ denotes the positive part of h(x). By
choosing A > 0 (respectively B > 0), conviction will start to influence the change of opinion
only when x > A (respectively x > B). It is interesting to remark that the presence of
the conviction parameter (through the functions Ψ and Φ), is such that the post-interaction
opinion of an agent with high conviction remains close to the pre-interaction opinion. This
induces a mechanism in which the opinions of agents with low conviction are attracted towards
opinions of agents with high conviction.
Assuming the binary trade (3.6) as the microscopic binary exchange of conviction and
opinion in the system of agents, the joint evolution of these quantities is described in terms
of the density f = f(x,w, t) of agents which at time t > 0 are represented by their conviction
x ∈ R+ and wealth w ∈ I. The evolution in time of the density f is described by the following
kinetic equation (in weak form) [89]
d
dt
∫
R+×I
ϕ(x,w)f(x,w, t) dx dw =
1
2
〈∫
R2+×I2
(
ϕ(x′, w′) + ϕ(y′, w′∗)− ϕ(x,w)− ϕ(y, v)
)
f(x,w, t)f(y, w∗, t)C(z) dx dy dz dw dw∗
〉
.
(3.7)
In (3.7) the pairs (x′, w) and (y′, w∗) are obtained from the pairs (x,w) and (y, w∗) by (3.1)
and (3.6). Note that, by choosing ϕ independent of w, that is ϕ = ϕ(x), equation (3.7) reduces
to the equation (3.3) for the marginal density of conviction F (x, t).
To obtain analytic solutions to the Boltzmann-like equation (3.7) is prohibitive. The main
reason is that the unknown density in the kinetic equation depends on two variables with
different laws of interaction. In addition, while the interaction for conviction does not depend
on the opinion variable, the law of interaction for the opinion does depend on the conviction.
Also, at difference with the one-dimensional models, passage to Fokker-Planck equations (cf.
[90] and the references therein) does not help in a substantial way. For this reason, we will
resort to numerical investigation of (3.7), to understand the effects of the introduction of the
conviction variable in the distribution of opinions.
3.1.3 Numerical experiments
This section contains a numerical description of the solutions to the Boltzmann-type equation
(3.7). For the numerical approximation of the Boltzmann equation we apply a Monte Carlo
method, as described in Chapter 4 of [89]. If not otherwise stated the kinetic simulation has
been performed with N = 104 particles.
The numerical experiments will help to clarify the role of conviction in the final distribution
of the opinion density among the agents. The numerical simulations enhance the fact that
the density f(x,w, t) will rapidly converge towards a stationary distribution [89]. As usual in
kinetic theory, this stationary solution will be reached in an exponentially fast time.
The numerical experiments will report the joint density of conviction and opinion in the
agent system. The opinion variable will be reported on the horizontal axis, while the conviction
variable will be reported on the vertical one. The color intensity will refer to the concentration
of opinions. The following numerical tests have been considered.
Test 1
In the first test we consider the case of a conviction interaction where the diffusion coefficient
in (3.1) is linear, H(x) = x. As described in Section 3.1.1 the distribution of conviction in this
case is heavy tailed, with an important presence of agents with high conviction, and a large
part of the population with a mean degree of conviction. In (3.6) we shall consider
Φ(x) = Ψ(x) =
1
1 + (x− 1)+ .
20
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10
2
4
6
8
10
12
14
16
18
20
0
2
4
6
8
10
12
14
16
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10
2
4
6
8
10
12
14
16
18
20
0
2
4
6
8
10
12
14
16
18
20
Figure 6: Test 1: The particles solution with N = 10000 particles and linear H. High diffusion
in conviction and reduced self-thinking (up) compared to low diffusion in conviction and high
self-thinking (down)
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Figure 7: Test 2: The particles solution with N = 10000 particles and H(x) =
√
x. High diffusion
in conviction and reduced self-thinking (up) compared to low diffusion in conviction and high
self-thinking (down).
We further take λ = λB = 0.5 in (3.1), and P (w) = 1, D(w) =
√
1− w2 in (3.6). We consider a
population of agents with an initially uniformly distributed opinion and a conviction uniformly
distributed on the interval [0, 5]. We choose a time step of ∆t = 1 and a final computation
time of t = 50, where the steady state is practically reached.
Since the evolution of the conviction in the model is independent from the opinion, the
latter is scaled in order to fix the mean equal to 0. We report the results for the particle density
corresponding to different values of µ, η and the variance ς2 of the random variables ξ and
ξ∗ in Figure 6. This allows to verify the essential role of the diffusion processes in conviction
and opinion formation.
Test 2
In this new test, we maintain the same values for the parameters, and we modify the diffusion
coefficient in (3.1), which is now assumed as H(x) =
√
x. Within this choice, with respect to
the previous test we expect the formation of a larger class on undecided agents. The results
are reported in Figure 7 for the full density. At difference with the results of Test 1, opinion is
spread out almost uniformly among people with low conviction. It is remarkable that in this
second test, as expected, conviction is essentially distributed in the interval [0, 5], at difference
with Test 1, where agents reach a conviction parameter of 20.
The same effect is evident in Figure 8, which refers to both Tests 1 and 2 in which, to
understand the evolution in case of asymmetry, the initial distribution of opinions was chosen
uniformly distributed on the positive part of the interval.
3.2 Modeling complex networks
The present setting takes into account large complex networks of interacting agents by intro-
ducing a kinetic model which couples an alignment dynamics with the underlying evolution of
the network. The coupled evolution of opinions and network is described by a Boltzmann-type
equation where the probability distribution of opinions depends on a second relevant variable
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Figure 8: Initial asymmetry in opinion leads to different opinion-conviction distributions. H(x) = x
(up), and H(x) =
√
x (down).
called connectivity. In principle, the ideas proposed here are not limited to a particular kind
of opinion dynamics and one can easily adapt to the same situation other models developed
in the literature [30, 57, 97].
3.2.1 A Boltzmann-type model for opinion and number of connections
Let us consider a large system of agents interacting through a given network. We associate
to each agent an opinion w, which varies continuously in I = [−1, 1], and his number of
connections c, a discrete variable varying between 0 and the maximum number of connections
allowed by the network. Note that this maximum number typically is a fixed value which is
several orders of magnitude smaller then the size the network.
We are interested in the evolution of the density function
f = f(w, c, t), f : I × C × R+ → R+ (3.8)
where w ∈ I is the opinion variable, c ∈ C = {0, 1, 2, . . . , cmax} is the discrete variable
describing the number of connections and t ∈ R+ denotes as usual the time variable. For each
time t ≥ 0 the marginal density
ρ(c, t) =
∫
I
f(w, c, t)dw, (3.9)
defines the evolution of the number of connections of the agents or equivalently the degree
distribution of the network. In the sequel we assume that the total number of agents is
conserved, i.e.
∑cmax
c=0 ρ(c, t) = 1. The overall opinion distribution is defined likewise as the
marginal density function
g(w, t) =
cmax∑
c=0
f(w, c, t). (3.10)
We express the evolution of the opinions by a binary interaction rule. From a microscopic
point of view we suppose that the agents modify their opinion through binary interactions
which depend on opinions and number of connections. If two agents with opinion and number
of connections (w, c) and (w∗, c∗) meet, their post-interaction opinions are given by{
w′ = w − ηP (w,w∗; c, c∗)(w − w∗) + ξD(w, c),
w′∗ = w∗ − ηP (w∗, w; c∗, c)(w∗ − w) + ξ∗D(w∗, c∗),
(3.11)
Note that, in the present setting the compromise function P depends both on the opinions and
on the number of connections of each agent. In (3.11) all the other quantities are defined as in
(1.1). We will consider by now a general interaction potential such that 0 ≤ P (w,w∗, c, c∗) ≤ 1.
In absence of diffusion ξ, ξ∗ ≡ 0, and from (3.11) we have
|w′ − w′∗| = |1− η(P (w,w∗; c, c∗) + P (w∗, w; c∗, c))||w − w∗|. (3.12)
Hence the post-exchange distances between agents are diminishing if we consider η ∈ (0, 1)
and 0 ≤ P (w,w∗, c, c∗) ≤ 1. Similarly to Section 2.1, Proposition 2, we can require the
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conditions on the noise term to ensure that the post-interaction opinions do not leave the
reference interval interval.
The evolution in time of the density function f(w, c, t) is described by the following integro-
differential equation of Boltzmann-type
d
dt
f(w, c, t) +N [f(w, c, t)] = Q(f, f)(w, c, t), (3.13)
where N [·] is an operator which is related to the evolution of the connections in the network
and Q(·, ·) is the binary interaction operator. It is convenient to define Q in weak form as
follows ∫
I
Q(f, f)ϕ(w)dw = λ
cmax∑
c∗=0
〈∫
I2
(ϕ(w′)− ϕ(w))f(w∗, c∗)f(w, c)dwdw∗
〉
. (3.14)
Consequently the equation (3.13) in weak form reads
d
dt
∫
I
f(w, c)ϕ(w)dw +
∫
I
N [f(w, c)]ϕ(w)dw =
λ
2
cmax∑
c∗=0
〈∫
I2
(
ϕ(w′) + ϕ(w′∗)− ϕ(w)− ϕ(w∗)
)
f(w∗, c∗)f(w, c)dwdw∗
〉
.
(3.15)
3.2.2 Evolution of the network
The operator N [·] is defined through a combination of preferential attachment and uniform
processes describing the evolution of the connections of the agents by removing and adding
links in the network. These processes are strictly related to the generation of stationary scale-
free distributions [25, 106]. More precisely, for each c = 1, . . . , cmax − 1 we define
N [f(w, c, t)] =− 2Vr(f ;w)
γ + β
[(c+ 1 + β)f(w, c+ 1, t)− (c+ β)f(w, c, t)]
− 2Va(f ;w)
γ + α
[(c− 1 + α)f(w, c− 1, t)− (c+ α)f(w, c, t)] ,
(3.16)
where γ = γ(t) is the mean density of connectivity defined as
γ(t) =
cmax∑
c=0
cρ(c, t), (3.17)
α, β > 0 are attraction coefficients, and Vr(f ;w) ≥ 0, Va(f ;w) ≥ 0 are characteristic rates of
the removal and adding steps, respectively. The first term in (3.16) describes the net gain of
f(w, c, t) due to the connection removal between agents whereas the second term represents
the net gain due to the connection adding process. The factor 2 has been kept in evidence
since connections are removed and created pairwise. At the boundary we have the following
equations
N [f(w, 0, t)] =− 2Vr(f ;w)
γ + β
(β + 1)f(w, 1, t) +
2Va(f ;w)
γ + α
αf(w, 0, t),
N [f(w, cmax, t)] =2Vr(f ;w)
γ + β
(cmax + β)f(w, cmax, t)
− 2Va(f ;w)
γ + α
(cmax − 1 + α)f(w, cmax − 1, t),
(3.18)
which are derived from (3.16) taking into account the fact that, in the dynamics of the network,
connections cannot be removed from agents with 0 connections and cannot be added to agents
with cmax connections.
The evolution of the connections of the network can be recovered taking ϕ(w) = 1 in
(3.15)
d
dt
ρ(c, t) +
∫
I
N [f(w, c, t)] dw = 0. (3.19)
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From the definition of the network operator N [·] it follows that
d
dt
cmax∑
c=0
ρ(c, t) = 0. (3.20)
Then, with the collisional operator defined in (3.14) and of N [·] in (3.16) the total number of
agents is conserved.
Let us take into account the evolution of the mean density of connectivity γ defined in
(3.17). For each t ≥ 0
d
dt
γ(t) = −2
∫
I
Vr(f ;w)
γf + βg(w, t)
γ + β
dw + 2
∫
I
Va(f ;w)
γf + αg(w, t)
γ + α
dw
+
2β
γ + β
∫
I
Vr(f ;w)f(w, 0, t) dw − 2(cmax + α)
γ + α
∫
I
Va(f ;w)f(w, cmax, t) dw.
(3.21)
Therefore γ(t) is in general not conserved. The explicit computations for the conservation of
the total number of connections and for the evolution of the mean density of connectivity are
reported under specific assumptions in [10].
When Va and Vr are constants, the operator N [·] is linear and will be denoted by L[·]. In
this case, the evolution of the network of connections is independent from the opinion and
one gets the closed form
d
dt
ρ(c, t) + L[ρ(c, t)] = 0, (3.22)
where
L[ρ(c, t)] =− 2Vr
γ + β
[(c+ 1 + β)ρ(c+ 1, t)− (c+ β)ρ(c, t)]
− 2Va
γ + α
[(c− 1 + α)ρ(c− 1, t)− (c+ α)ρ(c, t)] ,
(3.23)
with the boundary conditions
L[ρ(0, t)] = − 2Vr
γ + β
(β + 1)ρ(1, t) +
2Va
γ + α
αρ(0, t),
L[ρ(cmax, t)] = 2Vr
γ + β
(cmax + β)ρ(cmax, t)− 2Va
γ + α
(cmax − 1 + α)ρ(cmax − 1, t).
(3.24)
Note that in (3.23) the dynamic corresponds to a combination of preferential attachment
processes (α, β ≈ 0) and uniform processes (α, β  1) with respect to the probability density
of connections ρ(c, t). Concerning the large time behavior of the network of connections, in
the linear case with Vr = Va, β = 0 and denoting by γ the asymptotic value of the density of
connectivity it holds
Proposition 5. For each c ∈ C the stationary solution to (3.22) or equivalently
(c+ 1)ρ∞(c+ 1) =
1
γ + α
[(c(2γ + α) + γα)ρ∞(c)− γ(c− 1 + α)ρ∞(c− 1)] , (3.25)
is given by
ρ∞(c) =
(
γ
γ + α
)c
1
c!
α(α+ 1) · · · (α+ c− 1)ρ∞(0), (3.26)
where
ρ∞(0) =
(
α
α+ γ
)α
. (3.27)
A detailed proof is given in [10]. Further approximations are possible if α  1 or α ≈ 0.
For large α the preferential attachment process described by the master equation (3.23) is
destroyed and the network approaches a random network, whose degree distribution coincides
with the Poisson distribution. In fact, in the limit α → +∞ we have (α + γ)c ≈ α(α +
1) · · · (α+ c− 1), and
ρ∞(c) = lim
α→+∞
(
1 +
γ
α
)−α
γc =
e−c
c!
γc. (3.28)
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In the second case, for γ ≥ 1 and small values of α, the distribution can be correctly approx-
imated with a truncated power-law with unitary exponent
ρ∞(c) =
(
α
γ
)α
α
c
. (3.29)
3.2.3 Fokker-Planck modelling
Similarly to Section 2.1 we can derive a Fokker-Planck equation through the quasi-invariant
opinion limit. Let us introduce the scaling parameter ε > 0 and consider the scaling
η = ε, λ =
1
ε
, ς2 = εσ2. (3.30)
In the limit  → 0 we obtain the Fokker-Planck equation for the evolution of the opinions’
distribution through the evolving network
∂
∂t
f(w, c, t) +N [f(w, c, t)] = ∂
∂w
P[f ]f(w, c, t) + σ
2
2
∂2
∂w2
(D(w, c)2f(w, c, t)), (3.31)
where
P[f ](w, c, t) =
cmax∑
c∗=0
∫
I
P (w,w∗; c, c∗)(w∗ − w)f(w∗, c∗, t)dw∗. (3.32)
In some case it is possible to compute explicitly the steady state solutions of the Fokker-
Planck system (3.31). We restrict to linear operators L[·] and asymptotic solutions of the
following form
f∞(w, c) = g∞(w)ρ∞(c), (3.33)
where ρ∞(c) is the steady state distribution of the connections (see Proposition 5) and∫
I
f∞(w, c)dw = ρ∞(c),
cmax∑
c=0
f∞(w, c) = g∞(w). (3.34)
From the definition of the linear operator L[·] we have L[ρ∞(c)] = 0. Hence the stationary
solutions of type (3.33) satisfy the equation
∂
∂w
P[f∞]f∞(w, c) + σ
2
2
∂2
∂w2
(D(w, c)2f∞(w, c)) = 0. (3.35)
Equation (3.35) can be solved explicitly in some case [7, 99]. If P is in the form
P (w,w∗; c, c∗) = H(w,w∗)K(c, c∗), (3.36)
the operator P[f∞] can be written as follows
P[f∞](w, c) =
(
cmax∑
c∗=0
K(c, c∗)ρ∞(c∗)
)(∫
I
H(w,w∗)(w∗ − w)g∞(w∗)dw∗
)
. (3.37)
We further assume that K(c, c∗) = K(c∗) is independent of c and denote
κ =
cmax∑
c∗=0
K(c∗)ρ∞(c∗), m¯w =
cmax∑
c=0
mw(c, t), mw(c, t) =
∫
I
wf(w, c, t)dw.
a) In the case H ≡ 1 and D(w) = 1− w2 the steady state solution g∞ is given by
g∞(w) = C0(1 + w)
−2+m¯wκ/σ2(1− w)−2−mwκ/σ2 exp
{
− κ(1− m¯ww)
σ2(1− w2)
}
, (3.38)
b) For H(w,w∗) = 1− w2 and D(w) = 1− w2 the steady state solution g∞ is given by
g∞(w) = C0(1− w)−2+(1−m¯w)κ/σ
2
(1 + w)−2+(1+m¯w)κ/σ
2
, (3.39)
In Figure 9 we report the stationary solution f∞(w, c) = g∞(w)ρ∞(c), where g∞(w) is given
by (3.38) with κ = 1, mw = 0, σ
2 = 0.05 and p∞(c) defined by (3.26), with Vr = Va = 1,
γ = 30 and α = 10 on the left and α = 0.01 on the right.
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Figure 9: Stationary solutions of type f∞(w, c) = g∞(w)p∞(c), where g∞(w) is given by (3.38)
with κ = 1, mw = 0, σ
2 = 0.05 and p∞(c) defined by (3.26), with Vr = Va = 1, and α = 10 on the
left and α = 0.1 on the right.
3.2.4 Numerical Experiments
In this section we perform some numerical experiments to study the behavior of the new
kinetic models. We focus on the case α < 1, since it represents the most relevant case in
complex networks [2, 106]. Within this range of the parameter we have emergence of power
law distributions for network’s connectivity. In the tests that follow the opinion dynamics
evolves according to (3.31). The compromise function P and the local diffusion function D
in the various tests will be specified in each test. The different tests are summarized in Table
2, where other parameters are introduced and additional details are reported. In Test 1 a
Table 2: Parameters in the various test cases
Test σ2 σ2F σ
2
L cmax Vr Va γ0 α β
#1 5× 10−2 6× 10−2 − 250 1 1 30 1× 10−1 0
#2 5× 10−3 4× 10−2 2.5× 10−2 250 1 1 30 1× 10−4 0
#3 1× 10−3 − − 250 1 1 30 1× 10−1 0
Monte Carlo method is used to solve the Boltzmann model (3.13) we refer to [5, 89] and
to the Appendix for a description on these class of methods. In Test 2, 3, 4 the Fokker-
Planck system (3.31) is solved via the steady-state preserving Chang-Cooper scheme, see the
Appendix and [32, 33, 39, 77, 83] for further details.
Test 1
We first consider the one dimensional setting to show the convergence of the Boltzmann model
(3.13) to the exact solution of the Fokker-Planck system (3.31), via Monte Carlo methods. We
simulate the dynamics with the linear interaction kernel, P (w,w∗; c, c∗) = 1, and D(w, c) =
1 − w2, thus we can use the results (3.38), to compare the solutions obtained through the
numerical scheme with the analytical one, the other parameters of the model are reported in
Table 2 and we define the following initial data
g0(w) =
1
2
√
2piσ2F
(exp{−(w + 1/2)2/(2σ2F )}+ exp{−(w − 1/2)2/(2σ2F )}). (3.40)
In Figure 10, on the left hand-side, we report the qualitative convergence of the Binary
Interaction algorithm, [5], where we consider Ns = 10
5 samples to reconstruct the opinion’s
density, g(w, t), on a grid of N = 80 points. The figure shows that for decreasing values of
the scaling parameter ε = {0.5, 0.05, 0.005}, we have convergence to the reference solutions,
(3.38) of the Fokker-Planck equation. On the right we report the convergence to the stationary
solution of the connectivity distribution, (3.25), for α = 0.1 and V = 1 and with cmax = 250.
In this case we show two different qualitative behaviors for an increasing number of samples
Ns = {103, 105} and for sufficient large times, obtained through the stochastic Algorithm 1.
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Figure 10: Test 1. One-dimensional setting: on the left, convergence of (3.13) to the stationary
solution (3.38), of the Fokker-Planck equation, for decreasing values of the parameter ε, gN0 rep-
resent the initial distribution. On the right, convergence of the Monte-Carlo Algorithm 1, see the
Appendix , to the reference solution (3.25) for increasing value of the the number of samples Ns.
Test 2
In the second test we analyze the influence of the connections over the opinion dynamics, for
a compromise function of the type (3.36) where H(w,w∗) = 1− w2 and K defined by
K(c, c∗) =
(
c
cmax
)−a(
c∗
cmax
)b
, (3.41)
for a, b > 0. This type of kernel assigns higher relevance into the opinion dynamic to higher
connectivity, and low influence to low connectivity. The diffusivity is weighted by D(w, c) =
1− w2. We perform a first computation with the initial condition
f0(w, c) = C0

ρ∞(c) exp{−(w + 12 )2)/(2σ2F )}, if 0 ≤ c ≤ 20,
ρ∞(c) exp{−(w − 34 )2/(2σ2L)}, if 60 ≤ c ≤ 80,
0, otherwise.
(3.42)
The values of the parameters are reported in the third line of Table 2. In the interaction
function K(·, ·) in (3.41) we choose a = b = 3. The evolution is performed through the
Chang-Cooper type scheme with ∆w = 2/N and N = 80. The evolution of the system is
studied in the time interval [0, T ], with T = 2.5.
In Figure 11 we report the result of the simulation. On the first plot the initial configuration
is split in two parts, the majority concentrated around the opinion w¯F = −1/2 and only a
small portion concentrated around w¯L = 3/4. We observe that, because of the anisotropy
induced by K(c, c∗), the density with a low level of connectivity is influenced by the small
concentration of density around wL with a large level of connectivity.
Test 3
Finally, we consider the Hegselmann-Krause model, [71], known also as bounded confidence
model, where agents interact only with agents whose opinion lays within a certain range of
confidence. Thus we define the following compromise function
P (w,w∗; c, c∗) = χ{|w−w∗|≤∆(c)}(w∗) with ∆(c) = d0
c
cmax
,
where the confidence level, ∆(c), is assumed to depend on the number of connections, so that
agents with higher number of connections are prone to larger level of confidence. We define
the initial data
f0(w, c) =
1
2
ρ∞(c), (3.43)
therefore the opinion is uniformly distributed on the interval I = [−1, 1] and it decreases
along c ∈ [0, cmax] following ρ∞(c), as in (3.25), with parameters defined in Table 2 and
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Figure 11: Test #2. Evolution of the initial data (3.42) in the time interval [0, T ], with T = 2.5.
The evolution shows how a small portion of density with high connectivity can bias the majority
of the population towards their position. (Note: The density is scaled according to the marginal
distribution ρ(c, t) in order to better show its evolution. The actual marginal density ρ(c, t) is
depicted in the background, scaled by a factor 10).
D(w, c) = 1−w2. Figure 12 shows the evolution of (3.43), where ∆(c) creates an heterogeneous
emergence of clusters with respect to the connectivity level: for higher level of connectivity
consensus is reached, since the bounded confidence level is larger, instead for lower levels of
connectivity multiple clusters appears, up to the limiting case c = 0, where the opinions are
not influenced by the consensus dynamics.
4 Final considerations
The mathematical modeling of opinion formation in multi-agent systems is nowadays a well
studied field of application of kinetic theory. Starting from some basic models [89, 99] we
tried to enlighten some recent improvements, in which the models have been enriched by
adding further aspects with the goal to better reflect various facts of our daily life. Particular
emphasis has been done to control strategies on opinion formation, a theme of paramount im-
portance with several potential applications. Testimonials in advertising a product or opinion
leaders during elections may lead the group of interacting agents towards a desired state and
practically can modify the way a society behaves and is ruled by a government. Furthermore,
conviction has been shown to be important in order to achieve a final personal opinion, in
view of the fact that a society with a high number of stubborn people clearly behaves very
differently from a society composed by very susceptible persons. Last, the recent development
and increasing importance of social networks made the study of opinions in this area a crucial
and actual research theme.
Finally, we mention here that the idea to study the role of opinion leaders in this kinetic
setting has been first studied in [57] and subsequently improved by considering another inde-
pendent variable which quantifies leadership qualities in [58]. Clearly, our point of view and
the material we presented here gives only a selected partial view of the whole research in the
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Figure 12: Test #3. Evolution of the solution of the Fokker-Planck model (3.31), for the bounded
confidence model, with ∆(c) = d0c/cmax, and d0 = 1.01, in the time frame [0, T ], with T = 100. The
choice of ∆(c) reflects in the heterogeneous emergence of clusters with respect to the connectivity
level: for higher level of connectivity consensus is reached, instead for lower levels of connectivity
multiple opinion clusters are present. (Note: In order to better show its evolution, we represent
the solution as log(f(w, c, t) + ), with  = 0.001.)
field. The interested reader can however find an almost exhaustive list of references which
could certainly help to improve his knowledge on this interesting subject.
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Appendix: Numerical simulation methods
In this short appendix we sketch briefly some particular numerical technique used to pro-
duce the various simulation results presented in the manuscript. We omit the description
of the Monte Carlo simulation approach for the Boltzmann equation describing the opinion
exchange dynamics addressing the interested reader to [89]. For the development of Monte
Carlo methods that works in the Fokker-Planck regime we refer to [5].
We first summarize the Monte Carlo approach used to deal with the evolution of the social
network and then the steady state preserving finite-difference approach used for the mean-field
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models. More details can be found in [10].
Monte Carlo algorithm for the evolution of the network
The evolution of the network is given by
d
dt
f(w, c, t) +N [f(w, c, t)] = 0,
f(w, c, 0) = f0(w, c).
Let fn = f(w, c, tn) the empirical density function for the density of agents at time tn with
opinion w and connections c. For any given opinion w we approximate the solution of the
above problem at time tn+1 by
fn+1(w, c) =
(
1−∆tVr(c+ β)
γn + β
−∆tVa(c+ α)
γn + α
)
fn(w, c)
+ ∆t
Vr(c+ β)
γn + β
fn(w, c− 1) + ∆tVa(c+ α)
γn + α
fn(w, c+ 1),
with boundary conditions
fn(w, 0) =
(
1−∆tVa(c+ α)
γn + α
)
fn(w, 0) + ∆t
Va(c+ α)
γn + α
fn(w, 1),
fn(w, cmax) =
(
1−∆tVr(c+ β)
γn + β
)
fn(w, cmax) + ∆t
Vr(cmax + β)
γn + β
fn(w, cmax − 1),
and temporal discretization such that
∆t ≤ min
{
γn + β
Vr(cmax + β)
,
γn + α
Va(cmax + α)
}
. (A3)
The algorithm to simulate the above equation reads as follows
Algorithm 1.
1. Sample (w0i , c
0
i ), with i = 1, . . . , Ns, from the distribution f
0(w, c).
2. for n = 0 to ntot − 1
(a) Compute γn = 1
Ns
∑Ns
j=1 c
n
j ;
(b) Fix ∆t such that condition (A3) is satisfied.
(c) for k = 1 to Ns
i. Compute the following probabilities rates
p
(a)
k =
∆tVa(c
n
k + α)
γn + α
, p
(r)
k =
∆tVr(c
n
k + β)
γn + β
,
ii. Set c∗k = c
n
k .
iii. if 0 ≤ c∗k ≤ cmax − 1,
with probability p
(a)
k add a connection: c
∗
k = c
∗
k + 1;
iv. if 1 ≤ c∗k ≤ cmax,
with probability p
(r)
k remove a connection: c
∗
k = c
∗
k − 1;
end for
(d) set cn+1i = c
∗
i , for all i = 1, . . . , Ns.
end for
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Chang-Cooper type numerical schemes
In the domain (w, c) ∈ I × C we consider the Fokker-Planck system
∂
∂t
f(w, c, t) +N [f(w, c, t)] = ∂
∂w
F [f ], (A4)
with zero flux boundary condition on w, initial data f(w, c, 0) = f0(w, c) and
F [f ] = (P[f ] + σ2D′(w, c)D(w, c)) f(w, c, t) + σ2
2
D(w, c)2
∂
∂w
f(w, c, t),
where P[f ] is given by (3.32). Let us introduce a uniform grid wi = −1 + i∆w, i = 0, . . . , N
with ∆w = 2/N , we denote by wi±1/2 = wi ±∆w/2 and define
fi(c, t) =
1
∆w
∫ wi−1/2
wi+1/2
f(w, c, t) dw.
Integrating equation (A4) yields
∂
∂t
fi(c, t) +N [fi(c, t)] = Fi+1/2[f ]−Fi−1/2[f ]
∆w
,
where Fi[f ] is the flux function characterizing the numerical discretization. We assume the
Chang-Cooper flux function
Fi+1/2[f ] =
(
(1− δi+1/2)(P[fi+1/2] + σ2D′i+1/2Di+1/2) + σ
2
2∆w
D2i+1/2
)
fi+1
+
(
δi+1/2(P[fi+1/2] + σ2D′i+1/2Di+1/2)− σ
2
2∆w
D2i+1/2
)
fi,
where Di+1/2 = D(wi+1/2, c) and D
′
i+1/2 = D
′(wi+1/2, c). The weights δi+1/2 have to be
chosen in such a way that a steady state solution is preserved. Moreover this choice permits
also to preserve nonnegativity of the numerical density. The choice
δi+1/2 =
1
λi+1/2
+
1
1− exp(λi+1/2) , (A5)
where
λi+1/2 =
2∆w
σ2
1
D2i+1/2
(P[fi+1/2] + σ2D′i+1/2Di+1/2) ,
leads to a second order Chang-Cooper nonlinear approximation of the original problem. Note
that here, at variance with the standard Chang-Cooper scheme [39], the weights depend on
the solution itself as in [77]. Thus we have a nonlinear scheme which preserves the steady state
with second order accuracy. In particular, by construction, the weight in (A5) are nonnegative
functions with values in [0, 1].
Higher order accuracy of the steady state can be recovered using a more general numerical
flux [10].
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