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Abstract
The isomorphism theorem of Dynkin is de/nitely an important tool to investigate the problems
raised in terms of local times of Markov processes. This theorem concerns continuous time
Markov processes. We give here an equivalent version for Markov chains.
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1. Introduction
The list of open questions on the symmetric random walk presented by Shi and T8oth
(2000), shows that much more seems to be known on local times for Markov processes
than on number of visits (see also R8ev8esz’s book on random walks, 1990 and Erd=os
and R8ev8esz’s papers, 1984, 1987, 1991). For example, the number of most visited sites
of the simple random walk on Z, is still an open question, although the equivalent
problem is easy to solve in the case of continuous time Markov processes (see for
example Eisenbaum, 1997). Using the theorem of Knight (1963), which describes the
law of the number of visits of edges, T8oth (2001) partially answers to this question. But
in view of the considerable work of T8oth, it seems obvious that it would be necessary
to know more than the theorem of Knight to solve that conjecture. Having in mind
various works of Marcus and Rosen (1992, 1996) or the paper of Bass et al. (2000),
it appears that Dynkin’s isomorphism Theorem and its variants are playing a key part
in obtaining many /ne results. It is hence a natural problem to /nd an equivalent tool
for symmetric Markov chains.
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We establish here connections between symmetric Markov chains and Gaussian pro-
cesses. In particular, a version of a Ray–Knight theorem for symmetric Markov pro-
cesses (Eisenbaum et al., 2000) is written for recurrent Markov chains. Formally, these
new relations are very close from Dynkin’s isomorphism theorem and could be used
in a similar way.
The paper is organized as follows. In Section 2, the version of the Ray–Knight
theorem for Markov chains is introduced. Section 3 contains the version of Dynkin’s
isomorphism theorem for Markov chains. Each time the corresponding results con-
cerning time continuous Markov processes are recalled. In Section 4, proofs of the
identities of Sections 2 and 3 are given. Some remarks are then done, in Section 5,
for the particular case of the simple symmetric random walk on Z.
We will work with a Markov chain (Un)n∈N with a state space S. We call x0
an element of S. We denote by S∗ the set S\{x0}. Without loss of generality, we
assume that points communicate, i.e., for any x, y in S, the probability for U to visit
y starting from x, is strictly positive. For any x∈S, the number of visits of x up to
time n is de/ned by
‘xn =
n∑
k=0
1{x}(Uk):
2. A Ray–Knight theorem for symmetric Markov chains
The identity presented in this section is inspired by a paper of Eisenbaum et al.
(2000), whose main result is an identity that we brieJy recall. Consider a strongly
symmetric recurrent Markov process X and denote by x0 an element of its state-space
E. We suppose that X admits a local time process (Lxt ; x∈E; t¿ 0). Let T0 be the /rst
hitting time of x0 by X and let gT0 be the Green function of X killed at T0. There exists
a centered Gausssian process (x; x∈E), independent of X , with gT0 as covariance. We
de/ne for any r ¿ 0, the stopping time r by
r = inf{t¿ 0 :Lx0t ¿ r}:
Under Px0 , we have then(
Lxr +
2x
2
; x∈E
)
(law)
=
(
(x +
√
2r)2
2
; x∈E
)
: (1)
In the case when X is a linear Brownian motion, the above identity together with the
additivity property of squared Bessel processes give immediately the so-called “second
Ray–Knight Theorem”. This is the reason why this identity can be considered as a
Ray–Knight Theorem for symmetric recurrent Markov processes. And actually it has
been playing this part for symmetric stable processes, in the paper of Bass et al. (2000).
Similarly to the continuous time case, we assume that U is a recurrent symmetric
Markov chain. We set for any n∈N:
tn = inf
{
m¿ 1 :
m∑
k=1
1{x0}(Uk)¿ n
}
:
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We adopt the convention: t0 = 0. For x, y in S∗, we set
g0(x; y) = Ex
(
t1∑
n=0
1{y}(Un)
)
:
Here is an analogue of (1) for Markov chains.
Theorem 2.1. Let U be a recurrent symmetric Markov chain with a state space S.
Assume that there exists a centered Gaussian process (x)x∈S∗ independent of U such
that
E(xy) = g0(x; y)− 1(x=y) − 1;
then under Px0 we have for any r ∈N∗:(
‘xtr + N
(
x;
2x
2
)
; x∈S∗
)
(law)
=
(
N
(
x;
(x +
√
2Y (r))2
2
)
; x∈S∗
)
;
where (N (x; t); x∈S∗; t¿ 0) is a Poisson point process independent of (U; ) with
the counting measure on S as characteristic measure and Y (r) is a random variable
independent of (U; ; N ) with a gamma law with a parameter r.
To give examples of Markov chains satisfying the assumption of Theorem 2.1, we
introduce the following de/nition.
Denition 2.2. Let U be a Markov chain with a state-space S. U is said to be sticky
if Px(U1 = x)¿ 1=2 for all x∈S.
Lemma 2.3. Let U be a symmetric recurrent sticky Markov chain then (Ex(‘yt1 ) −
1(x=y) − 1; (x; y)∈S∗ ×S∗) is positive de9nite.
Thanks to Lemma 2.3, which will be proved in Section 4, we see that sticky Markov
chains satisfy the assumption of Theorem 2.1. As an example of sticky random walk,
one can quote (U2n)n¿0 where U is the simple symmetric random walk on Z.
It is important to note that when U is not sticky , the identity of Theorem 2.1 might
not be realized. For example, in the case of the simple random walk on Z, the function
(g0(x; y)− 1(x=y) − 1)(x;y)∈Z2 is not even a covariance function.
3. Dynkin’s isomorphism theorems for symmetric Markov chains
We start by recalling Dynkin’s isomorphism Theorem for X , a strongly symmet-
ric transient Markov process with a state space E, admitting a local time process
(Lx∞; x∈E) . For a complete exposure of the subject, one should consult the papers of
Dynkin (1983) and Marcus and Rosen (1992). We denote by (g(x; y); (x; y)∈E2) the
Green function of X . The function g is always positive de/nite. Let (x; x∈E) be a
centered Gaussian process, with a covariance equal to g and de/ned on a probability
space independent of X . On this space, the expectation will be denoted by 〈 ; 〉. For any
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couple (a; b) such that g(a; b)¿ 0, de/ne the probability P˜ab as the probability under
which X starts at a and dies at its last visit to b. Then, according to the isomorphism
theorem of Dynkin
P˜ab
〈
F
(
Lx∞ +
2x
2
; x∈E
)〉
=
〈
ab
g(a; b)
F
(
2x
2
; x∈E
)〉
(2)
for any measurable positive bounded functional F .
An unconditioned version of this theorem has been then established by Eisenbaum
(1995) (for clear proofs of this result, see Marcus and Rosen (2001) and Leuridan
(2003)). It takes the following form. For any real m distinct from 0, we have
Pa
〈
F
(
Lx∞ +
(x + m)2
2
; x∈E
)〉
=
〈
(a + m)
m
F
(
(x + m)2
2
; x∈E
)〉
(3)
for any measurable positive bounded functional F .
Consider now a symmetric transient Markov chain U . We denote by (g˜(x; y); (x; y)
∈S2) the following function:
g˜(x; y) = Ex
( ∞∑
n=1
1{y}(Un)
)
:
Similarly, we denote by (‘˜xn; x∈S; n¿ 1) a process which is almost the number of
visits process of U :
‘˜xn =
n∑
k=1
1{x}(Uk):
For (a; b)∈S, we de/ne the probability Pˆab as the probability under which U starts
at a and is killed at its last visit to b.
The next theorem provides identities similar to (2) and (3) under the assumption
that (g˜(x; y); (x; y)∈S2) is positive de/nite. We will give examples of Markov chains
satisfying this assumption.
Theorem 3.1. Let U be a symmetric transient Markov chain with a positive de9nite
transition function. There exists then a centered Gaussian process ( x)x∈S with g˜
as covariance, such that the following identities hold for any measurable positive
bounded functional F
(i) For any real m distinct from 0 and any a∈S we have
Pa
〈
F
(
‘˜x∞ + N
(
x;
( x + m)2
2
)
; x∈S
)〉
=
〈
( a + m)
m
F
(
N
(
x;
( x + m)2
2
)
; x∈S
)〉
:
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(ii) For any a; b∈S
Pˆab
〈
F
(
‘˜x∞ + N
(
x;
 2x
2
)
; x∈S
)〉
=
〈
 a b
g˜(a; b)
F
(
N
(
x;
 2x
2
)
; x∈S
)〉
;
where (N (x; t); x∈S; t¿ 0) is a Poisson point process independent of (U;  ) with the
counting measure on S as characteristic measure.
Example 3.2. Assume that U is a transient symmetric random walk such that U jumps
only to the nearest neighbours. We make the following partition of the state space. Let
S1 (resp. S2) be the set of sites of U accessible from x0 with an odd (resp. even)
number of jumps. Since U can jump only to the nearest neighbours, (S1;S2) is a
deterministic partition of S. Let P be the transition function of U . Fix i∈{1; 2}, and
assume that both x and y are in Si, then: g˜(x; y)=
∑∞
k=1 P
2k(x; y). Since P2 is de/nite
positive, (g˜(x; y); (x; y)∈Si ×Si) is positive de/nite. Consequently, Theorem 3.1 can
be applied to (U2n)n¿0.
4. Proof of Theorems 2.1 and 3.1
4.1. A connection with the continuous time case
Let (Un)n∈N be a Markov chain. Here is a way to associate a time continuous Markov
process to U . Let (exi )i¿1; x∈S be a sequence of independent exponential variables with
a mean equal to 1. We set
Y (x; n) =
n∑
i=1
exk for n¿ 1; and Y (x; 0) = 0;
N (x; r) = max{n :Y (x; n)¡r} for r ∈R+:
We de/ne then
Y (n) =
∑
x∈S
Y (x; ‘xn−1) for n¿ 1; and Y (0) = 0;
N (r) = max{n :Y (n)¡r} for r ∈R+:
Note that
∑
x∈S ‘
x
n−1=n for any n¿ 1. Consequently the process (Y (n); n¿ 0) is inde-
pendent of U . Note also that the processes (N (r); r¿ 0) and (N (x; r); r¿ 0) for x∈S,
are Poisson processes with a parameter equal to 1. The process (N (x; r); r¿ 0; x∈S)
is a Poisson point process with the counting measure on S as characteristic measure.
Let X be the process de/ned by
(Xt; t¿ 0) = (UN (t); t¿ 0): (4)
This process is a Markov process admitting a local time process that we denote by
(Lxt ; x∈S; t¿ 0).
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4.2. Some well-known Gaussian identities
Let Z be a standard Gaussian variable. We have then for any  ¿ 0 and any real
constant m
E(e− (Z+m)
2
) =
1√
1 +  
exp
{
−  m
2
2(1 +  )
}
(4.2.1)
E((Z + m)e− (Z+m)
2
) =
m
(1 +  )3=2
exp
{
−  m
2
2(1 +  )
}
: (4.2.2)
Let ( k ; 06 k6 n) be a centered Gaussian family. Let  = ( k ; 06 k6 n) be a se-
quence of positive numbers. There exists then two positive constants c( ) and d( )
such that for any real m
E
(
e
−
n∑
k=0
 k ( k+m)
2
)
= c( )e−d( )m
2=2: (4.2.3)
4.3. Proof of Theorem 3.1
We will prove Theorem 3.1(i), the proof of (ii) can be done similarly. Let U be
a symmetric transient Markov chain. Hence the Markov process X de/ned by (4),
is also symmetric and transient. We set: g(x; y) = Ex(Ly∞). According the identity (3),
recalled in Section 3, we know that there exists a centered Gaussian process (x; x∈S),
independent of L, with a covariance equal to g and such that for any x0 ∈S
Px0
〈
F
(
Lx∞ +
(x + m)2
2
; x∈S
)〉
=
〈
(x0 + m)
m
F
(
(x + m)2
2
; x∈S
)〉
:
(5)
We remark that: Lx∞ = Y (x; ‘
x
∞) for any x∈S. Consequently: Ex(Ly∞) = Ex(ly∞),
which gives
〈xy〉= g˜(x; y) + $x;y:
Since the transition function of U is positive de/nite, so is g˜. There exists then a
centered Gaussian process ( x; x∈S) such that 〈 x y〉= g˜(x; y). Hence we can write:
x :=  x + %x where (%x; x∈S) is a sequence of independent standard Gaussian
variables, independent of  .
Let F0 be the functional de/ned on the positive measurable function on S by:
F0(f) = exp
(−∑nk=0  kf(xk)) where  = ( k ; 06 k6 n) is a sequence of R+, and
(xk ; 06 k6 n) is a sequence of S. We write now (5) for the functional F0.
We /rst compute the term of (5) involving the local time process.
Px0 (F0(Lx∞; x∈S)) =Px0
(
exp
{
−
n∑
k=0
 kY (xk ; ‘xk∞)
})
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=Px0
(
exp
{
−
n∑
k=0
'k‘xk∞
})
= e−'0Px0
(
exp
{
−
n∑
k=0
'k‘˜xk∞
})
;
where 'k = log(1 +  k), for 06 k6 n.
We then compute the terms of (5) involving the Gaussian variables by taking the
expectation with respect to the variables %xk , 06 k6 n with the help of Gaussian
identity (4.2.1).〈
F0
(
(x + m)2
2
; x∈S
)〉
=
〈
exp
{
−1
2
n∑
k=0
 k( xk + %xk + m)
2
}〉
=
n∏
k=0
1√
1 +  k
〈
exp
{
−1
2
n∑
k=0
 k
1 +  k
( xk + m)
2
}〉
=e
− 12
n∑
k=0
'k
〈
exp
{
−1
2
n∑
k=0
(1− e−'k )( xk + m)2
}〉
:
Making use of the Gaussian identity (4.2.2), we similarly obtain〈
(x0 + m)
m
F0
(
(x + m)2
2
; x∈S
)〉
=e−'0e
− 12
n∑
k=0
'k
〈
( x0 + m)
m
exp
{
−1
2
n∑
k=0
(1− e−'k )( xk + m)2
}〉
:
Finally, thanks to (5), we obtain
Px0
(
exp
{
−
n∑
k=0
'k‘˜xk∞
})〈
exp
{
−1
2
n∑
k=0
(1− e−'k )( xk + m)2
}〉
=
〈
( x0 + m)
m
exp
{
−1
2
n∑
k=0
(1− e−'k )( xk + m)2
}〉
which can also be written as
Px0
〈
exp
{
−
n∑
k=0
'k
(
‘˜xk∞ + N
(
xk ;
( xk + m)
2
2
))}〉
=
〈
( x0 + m)
m
exp
{
−
n∑
k=0
'kN
(
xk ;
( xk + m)
2
2
)}〉
:
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Since this argument holds for any n∈N, and any choice of the sites xk ; 06 k6 n and
constants  k ; 06 k6 n, Theorem 3.1(i) is proved.
4.4. Proof of Theorem 2.1
Keeping the notation introduced in 4.1, we have (Lxr ; x∈S∗)=(Y (x; ‘xn−1); x∈S∗),
where n=N (r). Since: Un = x0, we know that: n= t(‘˜x0n )= t(‘
x0
n−1). Besides, we have
Y (n)¡r6Y (n+ 1):
Consequently, Lx0Y (n) ¡r6L
x0
Y (n+1). This is equivalent to Y (x0; ‘
x0
n−1)¡r6Y (x0; ‘
x0
n ).
Hence: ‘x0n−1 = N (x0; r) and n= t(N (x0; r)).
Finally, we obtain
(Lxr ; x∈S∗)
law= (Y (x; ‘xt(N (r))); x∈S∗):
Thanks to identity (1), we hence have under Px0(
Y (x; ‘xt(N (r))) +
 2x
2
; x∈S∗
)
(law)
=
(
( x +
√
2r)2
2
; x∈S∗
)
; (6)
where ( x; x∈S) is a centered Gaussian process with a covariance equal to (Ex(LyT0 );
(x; y)∈S2).
Note that for x, y in S∗ : Ex(LyT0 ) = Ex(‘
y
t1 ) = g0(x; y).
Now, assume that: (g0(x; y)− $x;y − 1; (x; y)∈S∗ ×S∗) is positive de/nite. Hence
there exists a centered Gaussian process (x; x∈S∗) independent of U , Y and N , with
a covariance equal to this function. We can then write  x := x + %x + 0, x∈S∗,
where (%x; x∈S) and 0 form a sequence of independent standard Gaussian variables,
independent of U , Y , N and .
We now write (6) for the functional F0 de/ned by
F0(f)= exp
(−∑nk=1  kf(xk)), where  =( k ; 16 k6 n) is a sequence of R+, and
(xk ; 16 k6 n) is a sequence of S∗.
Making use of the same arguments as for the proof of Theorem 3.1(i), we obtain
under Px0(
‘xtN (r) + N
(
x;
(x + 0)2
2
)
; x∈S∗
)
(law)
=
(
N
(
x;
(x + 0 +
√
2r)2
2
)
; x∈S∗
)
: (7)
We set: ' = (log(1 +  k); 16 k6 n) and '˜ = ((1− e−'k ); 16 k6 n).
Thanks to identity (4.2.3), we know that there exist two constants c('˜) and d('˜)
such that〈
exp
(
−
n∑
k=1
'kN
(
xk ;
(xk + 0)
2
2
)〉
= c('˜)
〈
exp
{
−d('˜)
2
20
})〉
:
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Similarly〈
exp
(
−
n∑
k=1
'kN
(
xk ;
(xk + 0 +
√
2r)2
2
))〉
= c('˜)
〈
exp
{
−d('˜)
2
(0 +
√
2r)2
}〉
= c('˜)
〈
exp
{
−d('˜)
2
20
}〉
exp
{
− d('˜)
(1 + d('˜))
r
}
;
thanks to (4.2.1).
Besides, since (‘:tn ; n∈N) is a L8evy process, there exists a positive constant h(')
such that
Px0
(
exp
(
−
n∑
k=1
'k‘
xk
tn
))
= e−h(')n:
These computations together with the identity (7) lead to
e−h(')n =
1
(1 + d('˜))n
:
Consequently,
e−h(')nc('˜) = c('˜)
1
(1 + d('˜))n
which can immediately be translated into
Px0
(
exp
(
−
n∑
k=1
'k‘
xk
tn
))〈
exp
(
−
n∑
k=1
'kN
(
xk ;
2xk
2
))〉
=
〈
exp
(
−
n∑
k=1
'kN
(
xk ;
(xk +
√
2Y˜ (n))2
2
))〉
;
where Y˜ (n) is random variable independent of U ,  and N , with a Gamma law with
parameter n. Theorem 2.1 follows.
Proof of Lemma 2.3. The proof is based on the following remark. For any x; y distinct
from 0
E0(‘xt1‘
y
t1 ) = 2Ex(‘
y
t1 )− 1(x=y):
The above identity can be obtained by a simple computation (see for example Cs8aki
et al., 1992). Now for any /nite sequence (ai)16i6n of R∗ and any sequence (xi)16i6n
of S∗, set: A=
∑n
i=1 ai‘
xi
t1 .
We have E0[(A− E0(A))2]¿ 0,
which is equivalent to
n∑
i=1
n∑
j=1
aiaj {E0(‘xit1‘
xj
t1 )− E0(‘xit1 )E0(‘
xj
t1 )}¿ 0:
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Since for any x distinct from 0: E0(‘xt1 ) = 1, we hence obtain
n∑
i=1
n∑
j=1
aiaj(2Exi(‘
xj
t1 )− 1(xi=xj) − 1)¿ 0:
Consequently, (2Ex(‘yt1 )− 1(x=y) − 1; (x; y)∈S∗ ×S∗) is positive de/nite.
Since U is sticky, one can de/ne another Markov chain V by setting
P(V1 = y |V0 = x) = 2P(U1 = y |U0 = x)− 1(x=y):
This last Markov chain is also symmetric and recurrent. Moreover one easily checks
that g0(x; y) = 2h0(x; y), where h0 is the corresponding Green function for V (de-
/ned similarly to g0). Hence (Ex(‘yt1 (U )) − 1(x=y) − 1; (x; y)∈S∗ ×S∗) is positive
de/nite.
5. The example of the simple symmetric random walk on Z
Assume that U is a simple symmetric random walk on Z. In that case (see for
example Spitzer, 1964, p.352) for x, y¿ 0:
g0(x; y) = 2(x ∧ y): (8)
The random walk (U2n)n¿0 is sticky. Indeed P0(U2 = 0)= 1=2. Consequently, one can
apply Theorem 2.1 and claim that there exists two Gaussian centered processes inde-
pendent of U , (x; x∈ 2N∗) and (x; x∈ (2N∗+1)) such that for any x; y∈N∗ : 〈xy〉=
2(x ∧ y)− 1(x=y) − 1, and under P0, we have for any r ∈N∗(
‘xtr + N
(
x;
2x
2
)
; x∈ S˜∗
)
(law)
=
(
N
(
x;
(x +
√
2Y (r))2
2
)
; x∈ S˜∗
)
;
where the set S˜∗ is either 2N∗ or (2N∗ + 1).
Besides, we note that thanks to the connection with the continuous time case (Sec-
tion 4.1), we can write an explicit description of the law of (‘nt1 ; n∈N) under P0.
Theorem 5.1. Under P0, the process (‘nt1 ; n∈N) is a inhomogenous Markov chain
starting from 2 with a law characterized by
E0[s‘
y
t1 | ‘xt1 = k] =
{
1 if k = 0;
-(s)k−1 if k¿ 1;
for 0¡x¡y, where for any s∈ (0; 1), -(s) is de9ned by
-(s) = 1− 2x
2x − 1.(s)
and
.(s) =
1− s
2(y − x) + s(1− 2(y − x)) :
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Actually, the above result can be read as follows.
• If k = 0 or 1, then ‘yt1 under P0[: | ‘xt1 = k] is a.s. equal to 0.• If k = 2: call Z the random variable ‘yt1 under P0[: | ‘xt1 = 2]. We have
P(Z = 0) = p0 with p0 = 1− 2x2(2x − 1)(y − x)
and
Z
(law)
= p0$0 + (1− p0)(T + 1);
where T has a geometric law with parameter q= (1− 1=2(y − x)).
• If k¿ 2: the variable ‘yt1 under P0[: | ‘xt1 = k +1] has the law of Z ⊕ Z ⊕ · · · ⊕ Z︸ ︷︷ ︸
ktimes
.
This can also be written as
P0[‘yt1 = 0 | ‘xt1 = k + 1] = (p0)k
and for n¿ 0:
P0[‘yt1 = n | ‘xt1 = k + 1] = (1− p0)n(1− q)n
k∧n∑
p=1
p!
(
p0
q
)p
Cpk C
p−1
n−1 :
Proof of Theorem 5.1. Thanks to the connection described in Section 4.1, we know
that under P0
(Y (n; ‘ntN (r) ); n∈N∗; r ¿ 0)
(law)
= (Lnr ; n∈N∗; r ¿ 0);
where L is the local time process of a linear Brownian motion starting from 0. Hence,
we have for 2; 3¿ 0 and 0¡x¡y:
E0(e
−2Y (x;‘xtN (r) )−3Y (y;‘
y
tN (r)
)
) =Q0r (e−2Xx−3Xy); (9)
where Q0r denotes the probability measure on C(R+;R+) under which the canonical
process (Xx; x¿ 0) has the law of a squared Bessel process of dimension 0 starting
from r. Thanks to the results of Pitman and Yor (1982), it is easy to establish
Q0r (e−2Xx−3Xy) = e−rC(2$x+3$y)
with C(2$x + 3$y) = -=(1 + 2-x) and -= 2+ 3=(1 + 23(y − x)).
The left-hand side of (9) is equal to: e−r{1−E0((1+2)
−‘xt1 (1+3)−‘
y
t1 )}. Hence we obtain
E0((1 + 2)−‘
x
t1 (1 + 3)−‘
y
t1 ) = 1− C(2$x + 3$y):
A simple series expansion of the right-hand term gives the result of Theorem 5.1.
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