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The radial basis function neural network is a popular supervised learning tool based on machinery
learning technology. Its high precision having been proven, the radial basis function neural network
has been applied in many areas. The accumulation of deposited materials in the pipeline may lead
to the need for increased pumping power, a decreased ﬂow rate or even to the total blockage of the
line, with losses of production and capital investment, so research on predicting the wax deposition
rate is signiﬁcant for the safe and economical operation of an oil pipeline. This paper adopts the
radial basis function neural network to predict the wax deposition rate by considering four main
inﬂuencing factors, the pipe wall temperature gradient, pipe wall wax crystal solubility coefﬁcient,
pipe wall shear stress and crude oil viscosity, by the gray correlational analysis method. MATLAB
software is employed to establish the RBF neural network. Compared with the previous literature,
favorable consistency exists between the predicted outcomes and the experimental results, with a
relative error of 1.5%. It can be concluded that the prediction method of wax deposition rate based
on the RBF neural network is feasible.
Copyright © 2016, Southwest Petroleum University. Production and hosting by Elsevier B.V. on
behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Wax deposition in surface and subsurface pipes and even
perforations reduces the oil ﬂow area, increases the friction loss
and power costs, leads to a higher pressure in the case of a re-
start after a transmission stop, and can even lead to wax solidi-
ﬁcation in the pipeline, resulting in great economic losses [1].
Thus, the study of wax deposition is very important for operating
crude oil pipelines in a safe and economical manner. Based on
their different emphases, wax deposition prediction models are
divided into thermodynamic models, kinetic models and com-
puter simulation models [2].
Researchers both at home and abroad have proposed many
representative thermodynamic models for the wax deposition of
crude oil through experiments and theoretical analyses. Mosttroleum University.
ier on behalf of KeAi
niversity. Production and host
creativecommons.org/licenses/b
ing, A prediction method
/10.1016/j.petlm.2016.08.0thermodynamic models predict the wax precipitation point and
quantity of wax precipitation of crude oil using the phase bal-
ance, or phase transition. The present thermodynamic models
for wax deposition, including the regular solution model, poly-
mer solution model, and state equation model are not suitable
for use with crude oil because of its complicated composition
and signiﬁcant differences in properties between components.
Based on laboratory tests, ﬁeld tests and theoretical analyses,
researchers across the world have created kinetic models for
wax deposition, most of which establish a wax deposition rate
equation by analyzing the wax deposition mechanism and
contributing factors during crude oil transmission based on the
Fick diffusion laws and ﬁnally obtaining a kinetic model for wax
deposition by determining the parameters in the equation based
on indoor simulation experiments. Kinetic models for wax
deposition have been developed both domestically and over-
seas, including the Burger model [3], Hsu model [4], Hernandez
model and Huang model [5], etc. However, researchers have not
reached a consensus on the wax deposition mechanism. In
addition, the correct application of the indoor small loop testing
results in the crude oil transmission pipelines is a major prob-
lem to be urgently solved.ing by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open
y-nc-nd/4.0/).
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Y. Xie, Y. Xing / Petroleum xxx (2016) 1e62With the development of computer technology in recent
years, various models for the prediction of wax deposition based
on simulation by smart algorithms, such as artiﬁcial neural
networks and particle swarm optimization have been exten-
sively applied. Such models predict wax deposition in such a
manner that the wax precipitation under different operating
conditions can be determined using appropriate machine
learning algorithms for the simulation of the relationship be-
tween the wax deposition rate and the contributing factors
based on the input of raw data without requiring a careful study
of the speciﬁc wax deposition mechanism. For example,
Zhou et al. [6] separately used back propagation (BP) neural
networks and stepwise regression analysis to establish wax
deposition rate models and proves that the model based on the
BP neural network has a higher precision. Behbahani et al. [7]
used an artiﬁcial neural network (ANN) model based on the
multi-layer perceptron (MLP) topology to account for the
amount of precipitated wax and noted that this method was
more accurate than the solid solution or multi-solid phase
model. It is well known that many factors inﬂuence the wax
deposition and have a very complicated non-linear relationship.
The RBF neural network model was used in this paper to predict
the wax deposition rate based on the factors inﬂuencing wax
deposition and wax deposition experimental results in the
literature, considering that the three-layer RBF neural network
has advantages in non-linear ﬁtting and self-learning ability. It
was proven that this model can reliably predict the wax depo-
sition rate.2. RBF neural network
One of the primary characteristics of the RBF neural network
is the learning feature. First, a group of training samples are
provided with the import samples and the ideal export, and the
network is trained by these samples. The training is ended when
the actual export of the network is in accordance with the ideal
export. Otherwise, the weights are repeatedly modiﬁed until this
accordance is reached [8].
Fig. 1 shows the network system structure of the RBF neural
network, which is a special classiﬁcation of a feed-forward
neural network with one import tier, one hide tier, and one
linear export tier. The import tier is composed of some sourceFig. 1. Network structure o
Please cite this article in press as: Y. Xie, Y. Xing, A prediction method
network, Petroleum (2016), http://dx.doi.org/10.1016/j.petlm.2016.08.0points. The second tier is a hide tier of nonlinear processing
units, which is called the RBF. The export tier reacts to the acti-
vation patterns applied to the import tier. The network can be
designed to perform a nonlinear mapping from the import space
to the hide space, and a linear mapping from the hide space to
the export space [9]. This is a hotspot in research on neural
networks that can broadly be applied in many situations such as
nonlinear control, image processing and time series analysis in
virtue of its excellent performance. Compared with other types
of artiﬁcial neural network, the RBF neural network has a simpler
structure, faster learning speed and good approximation
properties.2.1. The radial basis function
Fig. 2 presents a radial basis network with n imports and the
radbas transfer function. The radial basis function is a nonnega-
tive and nonlinear function with a symmetrical structure. That
responds to the import in local ranges. Here the net import to the
radbas transfer function is the vector distance between its weight
vector C1 and the import vector X, multiplied by the bias. (The
jjX-C1jj box in this ﬁgure accepts the import vector X and the
single row import weight matrix, and produces the dot product
of the two.)
In fact, the maximum of the radial basis function is 1 if the
import is 0.When the distance between C1 and X gets shorter, the
export will increase. As a result, the radial basis neuron is similar
to a detector that can generate 1 as long as the import X is the
same as the weight vector C1. Additionally, the sensitivity of the
radbas neuron can be adjusted because the bias b allows it.
41ðrÞ ¼ exp

 jjX  C1jj
2b2

r (1)
In the equation above, X is the import vector, C1 is the weight
vector, and b is the bias.2.2. The export calculation
Suppose that the neural network has a structure of n-p-l,
namely n import points, p hide points, and l export points. The
learning sample is (X,Y), inwhich X¼ (x1,x2,x3/xn)T is the importf RBF neural network.
for the wax deposition rate based on a radial basis function neural
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Fig. 2. A radial basis network with n imports and the radbas transfer function.
Y. Xie, Y. Xing / Petroleum xxx (2016) 1e6 3samples and Y ¼ (y1,y2,y3/yn)T is the desired export samples.
The export of the hide tier point i is calculated as follows:
qi ¼ 4iðjjX  CijjÞ ¼
Xn
j¼1
4i

xj

1  i  p;1  j  n (2)
The export of the RBF neural network is a simple linear
summation of the exports of hide tier points, and can be
expressed as follows:
yi ¼
Xp
j¼1
wjiqj þ e 1  i  l (3)
In the equations above, Ci is the data center of the tier point i,
wji is the connection weights between the hide tier point j and
the export point I, and e is the ﬁtting error.Experimental parameters of Huachi crude oil [14].
Number tw Pa m mPa s dC/dT 103/C dT/dr C/mm W g/m2 h
1 5.69 29.31 2.62 2.24 11.9
2 1.51 25.84 2.1 1.23 11.63
3 2.5 25.66 2.1 1.64 10.91
4 4.96 25.49 2.1 2.24 10.13
5 7.42 25.4 2.1 2.6 9.75
6 9.87 25.35 2.1 2.87 9.5
7 14.78 25.3 2.1 3.23 9.19
8 4.36 22.34 1.52 2.24 7.51
9 4.1 20.97 1.16 2.24 6.54
10 1.1 18.79 0.63 1.23 6.4
11 1.83 18.67 0.63 1.64 6
12 3.64 18.56 0.63 2.24 5.57
13 5.44 18.51 0.63 2.6 5.36
14 7.24 18.48 0.63 2.87 5.22
15 10.84 18.44 0.63 3.23 5.05
16 2.91 14.81 0.34 2.24 6.2
17 2.76 14.04 0.34 2.24 6.77
18 2.63 13.33 0.37 2.24 7.2
19 2.38 12.05 0.46 2.24 7.11
20 2.27 11.47 0.52 2.24 5.95
21 5.01 25.72 2.62 3.72 15.96
22 1.35 23.03 2.1 2.08 14.42
23 2.22 22.77 2.1 2.75 13.54
24 4.4 22.53 2.1 3.72 12.59
25 6.56 22.41 2.1 4.33 12.11
26 8.72 22.35 2.1 4.76 11.81
27 13.04 22.28 2.1 5.35 11.42
28 3.66 18.71 0.88 3.72 9.6
29 1 16.89 0.51 2.08 9.92
30 1.65 16.82 0.51 2.75 9.31
31 3.27 16.66 0.51 3.72 8.663. Inﬂuencing factors
According to indoor experimental studies in the literature
[5,10,11], the oil temperature, wall temperature, crude oil vis-
cosity, pipe wall shear stress, ﬂow rate, temperature gradient at
the pipe wall, and wax molecule concentration gradient at the
pipe wall are related to the wax deposition rate, but not all of the
factors have a signiﬁcant impact. In this paper, the gray theory
analysis method is used to eliminate factors that have the effects
that are not obvious. The gray correlational analysis method is a
method to measure the correlation between factors according to
the similarity or dissimilarity of their development trends [12].
The gray correlational analysis method was used to analyze all of
the factors listed above. The correlations between all of the fac-
tors and the wax deposition rate are listed in Table 1. The
numbers in the table represent the factors as follows: 1-oil
temperature, 2-wall temperature, 3-crude oil viscosity, 4-pipe
wall shear stress, 5-ﬂow rate, 6-temperature gradient at pipe
wall, 7-wax molecule concentration gradient at pipe wall.
The gray correlational analysis method has the following
steps:
(1) Dimensionless treatment of the data.
(2) Determination of the sequence to reﬂect the system
behavior characteristics and the comparative sequence to
inﬂuence the system behavior. For N learning samplesTable 1
Correlations between all of the factors and the wax deposition rate.
Number 1 2 3 4 5 6 7
Correlation 0.6958 0.6546 0.8645 0.7663 0.5389 0.7628 0.8104
Please cite this article in press as: Y. Xie, Y. Xing, A prediction method
network, Petroleum (2016), http://dx.doi.org/10.1016/j.petlm.2016.08.0(N ¼ 32), the sequence, Y ¼ (Y1,Y2,…,YN), for the wax
deposition rate was used as a reference sequence; the
sequence, Xi ¼ (Xi(1),Xi(2),…,Xi(N)) (i ¼ 1,2,3,4,5,6,7), of
each factor was used as a comparative sequence.
(3) Calculation of the correlations coefﬁcient of Xi and Y from
the formula,
gðY ;XiðkÞÞ ¼
min
i
min
k
jY  XiðkÞj þ xmax
i
max
k
jY  XiðkÞj
jY  XiðkÞj þ xmax
i
max
k
jY  XiðkÞj
(4)32 4.88 16.58 0.51 4.33 8.33
33 6.49 16.54 0.51 4.76 8.12
34 9.71 16.5 0.51 5.35 7.86
35 4.43 22.72 2.62 4.73 18.09
36 3.29 16.78 0.77 7.44 11.3
37 3.74 19.09 1.93 7.44 22.46
38 2.83 14.39 0.64 7.44 16.43
for the wax deposition rate based on a radial basis function neural
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(4) For an integrity comparison, the correlation coefﬁcients at
all of the times were integrated into a single value
(average), which was used to express the correlation be-
tween the comparative sequence and the reference
sequence. The correlation, gi, was calculated from the
following formula:
gi ¼
1
N
XN
k¼1
gðY;XiðkÞÞ (5)(5) For the correlation sequencing, the correlations, gi, of the
comparative sequence with the reference sequence were
sequenced to obtain the effects of each factor on the wax
deposition rate.
It can be observed from Table 1 that each factor has a different
effect on the wax deposition rate. With the correlations, gi,0 5 10 15
4
6
8
10
12
14
16
18
20
22
24
the numbe
W
(g
/m
2 *
h)
Fig. 3. Fitting result using experim
Table 3
Weights and critical values.
Import tier and hide tier Hide tier and export tier
w1 b1 w2 b2
0.3403 1.0000 0.9580 0.1626 0.4163 0.0188 11.7303
0.7141 0.3907 0.1218 0.3221 0.5123
0.2910 0.7988 0.9580 0.4010 0.0216
0.4035 0.6132 0.7395 0.4992 0.6572
0.4659 0.7808 0.7395 0.2206 0.0408
0.4528 0.3929 0.1218 0.2641 2.2057
0.0254 0.6480 0.7395 0.1369 0.4878
0.3222 0.3946 0.1218 0.2206 2.0622
0.1930 0.4058 0.2689 0.4010 0.0487
0.5602 0.6099 0.7395 0.5684 0.3386
0.0602 0.4036 0.1218 0.0660 0.3298
0.0885 0.6334 0.7395 0.2448 0.7499
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network, Petroleum (2016), http://dx.doi.org/10.1016/j.petlm.2016.08.0sequenced in the order g3 > g7 > g4 > g6 > g1 > g2 > g5. The
correlations of four factors with the wax deposition rate were
0.7628 or above, and those of the other three factors were below
0.7. Thus, the ﬁrst four factors should preferably be used as the
data inputs to the RBF neural network, i.e. the input dimension of
the RBF neural network should be 4.4. MATLAB wax deposition velocity based on RBF neural
network
There are two ways that can be used to design the radical
basis network very quickly. One design is called newrbe and is
able to create radial basis networks using many radial basis
neurons because the import vectors stay in the training data. The
other method called newrb is able to get the tiniest network that
works on dealing with problems in the error goal given previ-
ously. In fact, when it comes to the newrb, it requires fewer
neurons than the newrbe. On the contrary, the amount of radial
basis neurons is proportional to the size of the import space [13].
Also, the problem is more complicated, so the radial basis net-
works are larger than the back propagation networks.
In this paper, radial basis networks use the function newrb to
create a radial basis network one neuron at a time. Neurons are
added to the network until the sum-squared error is under a
deviation target or a max quantity of neurons has been reached.
The call for this function is: net ¼ newrb (P, T, GOAL, SPREAD).
Newrb accepts the matrices of the import and target vectors
that are named P and T. Also, it includes the design parameters
GOAL, SPREAD, and ﬁnally it returns the network that is desired.
If the range spreads to a bigger range, the function approxima-
tion can be smoother. If the SPREAD needs to bemade larger, a lot
of neurons are required in order to get adapted to a function that
changes quickly. If a SPREAD needs to be made smaller, also, a lot
of neurons are required to adapt to a smooth function. Therefore,
the network may not generalize so well. The best way to give the20 25 30 35 40
r of samples
prediction values
experimental values
ental data in literature [14].
for the wax deposition rate based on a radial basis function neural
03
Y. Xie, Y. Xing / Petroleum xxx (2016) 1e6 5best value for a given problem is to call the newrb based on a
variety of SPREADS.
In this paper, there are four factors to be considered. That is to
say, there are four points of import tier and one point of export
tier. For ease of analysis and comparison, this paper used 38 sets
of data from the literature [14], among which 30 groups are
training samples and the other groups are prediction samples.
The speciﬁc process is as follows:
Step 1: Data preprocessing
The units of the various factors in the training sample are
different. In order to facilitate the calculation and eliminate the
inﬂuence of dimensions, each element of samples should be
normalized to the range [0, 1].
Step 2: Create network
Call the function newrb (P, T, GOAL, SPREAD). In this paper,
the matrices of the import and target vectors, P and T, are the
normalized training samples; GOAL ¼ 0.001; SPREAD ¼ 2.
Step 3: Model prediction0 2 4
6
8
10
12
14
16
18
20
the numbe
W
(g
/m
2 *
h)
Fig. 4. Fitting result using experim
Table 4
Relative tolerance of the prediction outcomes using the model in this paper in literat
Number tw pa m mPa s dC/dT 103/C dT/dr
1 3.27 16.66 0.51 3.72
2 4.88 16.58 0.51 4.33
3 6.49 16.54 0.51 4.76
4 9.71 16.5 0.51 5.35
5 4.43 22.72 2.62 4.73
6 3.29 16.78 0.77 7.44
7 3.74 19.09 1.93 7.44
8 2.83 14.39 0.64 7.44
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network, Petroleum (2016), http://dx.doi.org/10.1016/j.petlm.2016.08.0According to the trained network above, the 38 sets of data
(see Table 2) are predicted by calling the sim () function. At this
time, the prediction result is normalized data that needs anti-
normalization.
The weights and critical values, w1 and b1, between the
import tier and hide tier as well as the weights and critical
values, w2 and b2, between hide tier and export tier are shown in
Table 3. The simulation and analysis forecasted results are shown
in Fig. 3 and Table 4.
5. Accuracy analysis
This method considers four factors affecting the wax depo-
sition rate, and the prediction accuracy is shown in Table 4. In
addition, the paper also uses the RBF neural network model to
verify experimental data in the literature [15], with the simula-
tion and analysis forecasted results shown in Fig. 4 and Table 5.
The prediction accuracy of literature [6] is shown in Table 6 and
the prediction accuracy of literature [16] is exhibit in Table 7. The
relative tolerance of the model is controlled within 1.5% in
Table 4 and 1.04% in Table 5, showing that the predicted out-
comes are in accordance with the experimental results, which
proves the feasibility of this method. In literature [6], the author6 8 10 12
r of samples
experimental values
prediction values
ental data in literature [15].
ure [14].
C/mm Experimental
values g/m2 h
Prediction
values g/m2 h
Relative
tolerance %
8.66 8.75479719 1.09
8.33 8.430860729 1.21
8.12 8.195467933 0.93
7.86 7.795166062 0.82
18.09 18.24015668 0.83
11.3 11.35536718 0.49
22.46 22.23665196 0.99
16.43 16.20965585 1.34
for the wax deposition rate based on a radial basis function neural
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Table 6
Relative tolerance of the predicted outcomes using the model in literature [6].
Number 1 2 3 4 5 6 7 8 9 10
Relative tolerance/% 0.2433 0.7244 0.1056 0.0500 1.5045 0.1056 0.9398 1.0578 0.5920 0.5203
Table 7
Relative tolerance of the predicted outcomes using the model in literature [16].
Number 1 2 3 4 5 6 7 8 9
Relative tolerance/% 11.20 23.78 3.93 19.03 22.11 35.39 0.09 9.11 10.58
Number 10 11 12 13 14 15 16 17 18
Relative tolerance/% 19.08 0.04 3.02 28.51 2.65 2.67 7.50 1.47 3.62
Table 5
Relative tolerance of the predicted outcomes using the model in this paper in literature [15].
Number 1 2 3 4 5 6 7 8 9 10 11 12
Experiment values g/m2 h 11.1 9.5 12.6 17.4 15.3 18.3 8.5 7.8 8.7 14.5 12.6 15.7
Prediction values g/m2 h 11.1015 9.6728 12.5928 17.2590 15.3643 18.1001 8.5338 7.8175 8.4523 14.8533 12.4133 15.8387
Relative tolerance/% 0.01 1.82 0.06 0.81 0.42 1.09 0.39 0.22 2.85 2.43 1.48 0.88
Y. Xie, Y. Xing / Petroleum xxx (2016) 1e66predicted the wax deposition rate based on the BP neural
network which the error is within 2%. However, Table 7 indicates
that the multiple nonlinear regression method in literature [16]
obtains lower precision. Compared with the results of litera-
ture [6] and literature [16], it comes to a conclusion that the
relative tolerance of the proposed method is within the accept-
able range in engineering practice and the result of this method
has a relatively high precision, so the prediction method of the
wax deposition rate based on the RBF neural network is feasible.
6. Conclusions
Through a comparative analysis of the many factors affecting
the wax deposition rate, this paper uses the gray correlation
analysis method to select the pipe wall temperature gradient,
pipe wall wax crystal solubility coefﬁcient, pipe wall shear stress
and crude oil viscosity as the main affecting factors. MATLAB
software is employed to establish the RBF neural network.
The simulation results indicate that the RBF network can
predict the rate of wax deposition well, and owns good predic-
tion accuracy. Compared with multiple nonlinear regression and
the BP neural network method, the predicted outcomes are in
accordance with the experimental results with a relative error of
1.5%. The method of wax deposition rate prediction based on the
RBF neural network works well and can not only provide the
basis for further research on the characteristics of wax deposi-
tion, but can also provide a theoretical basis for developing a
rational pigging cycle.
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