Termodinámica y sincronización en sistemas cuánticos abiertos by Manzano Paule, Gonzalo
UNIVERSIDAD COMPLUTENSE DE MADRID 
FACULTAD DE CIENCIAS FÍSICAS 
Departamento de Física Atómica Molecular y Nuclear 
 
 
 
 
 
TESIS DOCTORAL 
 
Thermodynamics and synchronization in open quantum systems 
 
Termodinámica y sincronización en sistemas cuánticos abiertos 
 
 
MEMORIA PARA OPTAR AL GRADO DE DOCTOR 
 
PRESENTADA POR 
 
Gonzalo Manzano Paule 
 
 
Directores 
 
Juan Manuel Rodríguez Parrondo 
Roberta Zambrini 
 
Madrid, 2017 
 
 
 
 
© Gonzalo Manzano Paule, 2017 
U N I V E R S I D A D C O M P L U T E N S E D E M A D R I D
facultad de ciencias físicas
Departamento de Física Atómica, Molecular y Nuclear
T E S I S D O C T O R A L
Thermodynamics and synchronization
in open quantum systems
Termodinámica y sincronización
en sistemas cuánticos abiertos
memoria para optar al grado de doctor
presentada por
Gonzalo Manzano Paule
directores
Juan Manuel Rodríguez Parrondo
Roberta Zambrini
madrid, 2017

T H E R M O D Y N A M I C S A N D S Y N C H R O N I Z AT I O N
I N O P E N Q U A N T U M S Y S T E M S
T E R M O D I N Á M I C A Y S I N C R O N I Z A C I Ó N
E N S I S T E M A S C U Á N T I C O S A B I E RT O S
gonzalo manzano paule
PhD Thesis
Supervisors
j. m . r . parrondo1 and r . zambrini2
1Departamento de Física Atómica, Molecular y Nuclear and GISC
Facultad de Ciencias Físicas
Universidad Complutense de Madrid
2Instituto de Física Interdisciplinar y Sistemas Complejos
Universitat de les Illes Balears - CSIC
madrid, 2017
Gonzalo Manzano Paule, Thermodynamics and synchronization in open
quantum systems [Termodinámica y sincronización en sistemas cuánticos
abiertos]. PhD Thesis, 2017.
A C K N O W L E D G E M E N T S
This work would not have been possible without the invaluable help
of many people, who directly or indirectly contributed to push for-
ward this thesis. It is my intention to dedicate here some words of
gratitude to all of them.
In the first place I want to acknowledge the advice and dedication
of my supervisors, Juan M.R. Parrondo and Roberta Zambrini. At
this point in time, I can say that I have learned quite much from them
during these years. They have generously shared with me their wide
knowledge of quantum theory and nonequilibrium thermodynamics,
taught me how to make difficult problems understandable in rather
simpler terms, and how to solve them by making use of a broad range
of techniques. I also learned from them to immerse myself in the liter-
ature to catch the state-of-the-art of some topic and to communicate
my research results in worthy scientific English. They have always
helped me when I needed in both scientific and administrative areas,
and given to me the opportunity of interact with other distinguished
physicists of different institutions.
Next, it is a pleasure for me to acknowledge the helpful comments
and advices I received from all the people of my group at Univer-
sidad Complutense de Madrid, the Group of Statistical Mechanics1. I
am especially grateful to Luis Dinis for their vigorous support, in-
cluding their recommendations when I was collaborating with him
in teaching Laboratorio de Física para Biólogos, to Léo Granger for his
inspiration and the very interesting conversations about thermody-
namics we frequently maintained during his postdoc in Madrid, and
to Jordan M. Horowitz for his precious help and splendid work dur-
ing our collaboration. I would like also to show my gratitude to the
whole GISC group2 for giving me the opportunity to participate in
their annual workshops.
Thanks to the members of the Institute For Cross-Disciplinary Physics
and Complex Systems (IFISC) in Mallorca, who welcomed me during
my many visits and provided for me all the comforts to carry out
my work there. At IFISC I have had the opportunity to interact with
many people working on different fields, attend to out-standing sem-
inars on a variety of topics, and to present some of the results of my
research. It has been a pleasure to collaborate with Fernando Galve
during these years, who shared interesting perspectives with me and
always offered his crucial help. Thanks also to Gian-Luca Giorgi for
his help with master equations and the rest of my collaborators in the
1 Website: http://seneca.fis.ucm.es
2 Grupo de Física Interdisciplinar y Sistemas Complejos
v
vi
synchronization part of this thesis, Pere Colet and Emilio Hernández-
García, for their respective contributions.
During my two stays in the H.H. Wills Physics Laboratory at the
University of Bristol, Prof. Sandu Popescu took care of me and in-
tegrated me as a full member of his group. I am very grateful to
him for his kind hospitality, the very interesting conversations he is
capable of provoking, and his inspirational suggestions that opened
my mind in a number of ways. I also acknowledge the rest of the
people of the Quantum Information and Foundations Group for hosting
me. In particular I would like to thank my collaborators Ralph Silva
and Paul Skrzypczyk for sharing their excellent work and interesting
viewpoints, and Tony Short for helping me with the crazy stuff of the
stay certificate. Thanks also to Nicolas Brunner from Université de
Genève for his contribution to our work on autonomous multi-level
quantum thermal machines.
I must also recall the importance of the professors who awake
my interest in physics when I still was an undergraduate student
at the Universidad Complutense de Madrid trying to understand
something. I have been actually lucky, because one of them has been
indeed my supervisor during my PhD research, Prof. Juan M. R.
Parrondo. I also acknowledge the insightful lessons on classical me-
chanics of Prof. Enrique Maciá Barber, from which I could catch his
passion for understanding the underlying “melody of the universe”.
Thanks also to Alvaro de la Cruz-Dombriz for his instructive teach-
ing of space-time structure and cosmology matters, to Prof. Ricardo
Brito, who introduced me for the first time to out-of-equilibrium pro-
cesses, and to the exemplary teacher Prof. Joaquín Retamosa, who is
resting in peace now. Furthermore, during my Master in fundamen-
tal physics I had the opportunity to meet other great scientists whose
teaching I really appreciated. In particular I want to thank Isabel Gon-
zalo Fonrodona and David Gómez-Ullate Otzeida.
The research presented in this thesis has been developed with the
financial support of the Spanish MINECO (FPI grant No. BES-2012-
054025) and has been partially supported by the COST Action MP1209
“Thermodynamics in the quantum regime”.
Finalmente quisiera dar las gracias a toda la gente que me ha apoy-
ado en el plano personal y animado durante estos años. Estoy seguro
de que sin este entorno vital y social no hubiera llevado esta tesis a
cabo. Es por tanto que se podría decir que su contribución ha sido la
más importante e imprescindible. Gracias a mi madre Esther por su
caniño y cuidado incondicionales. A mis abuelos Concesa y Victori-
ano, a Honorio, a mi tía Mariángeles y al resto de mi familia por su
ayuda y su consejo. Mi último agradecimiento va dedicado a todos
mis amigos y amigas con los cuales he podido compartir momentos
importantes y forjar unos lazos sólidos a través del tiempo. Como
saben, son y han sido siempre un gran apoyo para mi.
C O N T E N T S
xiii
xvii
abstract 
resumen 
publications xxi
i introduction to open quantum systems and quan-
1tum thermodynamics
 1 basic concepts 3
1.1 Quantum mechanics . . . . . . . . . . . . . . . . . . . . 4
1.1.1 The density operator . . . . . . . . . . . . . . . . 5
1.1.2 Liouville-von Neumann equation . . . . . . . . 7
1.1.3 Heisenberg and interaction pictures . . . . . . . 8
1.1.4 The microreversibility principle . . . . . . . . . 9
1.1.5 Composite quantum systems . . . . . . . . . . . 10
1.1.6 Quantum entropies . . . . . . . . . . . . . . . . . 14
1.1.7 Distance measures . . . . . . . . . . . . . . . . . 16
1.2 Prototypical systems . . . . . . . . . . . . . . . . . . . . 18
1.2.1 The qubit system . . . . . . . . . . . . . . . . . . 19
1.2.2 Manipulation of qubits by classical fields . . . . 22
1.2.3 The harmonic oscillator . . . . . . . . . . . . . . 23
1.2.4 Coherent states . . . . . . . . . . . . . . . . . . . 26
1.2.5 Squeezed states . . . . . . . . . . . . . . . . . . . 29
1.3 Quantum measurement . . . . . . . . . . . . . . . . . . 33
1.3.1 Ideal measurements . . . . . . . . . . . . . . . . 33
1.3.2 Generalized measurements . . . . . . . . . . . . 36
1.3.3 Classes of measurements . . . . . . . . . . . . . 39
1.4 Classical and quantum correlations . . . . . . . . . . . . 43
1.4.1 Entanglement . . . . . . . . . . . . . . . . . . . . 43
1.4.2 Mutual information . . . . . . . . . . . . . . . . 47
1.4.3 Quantum discord . . . . . . . . . . . . . . . . . . 50
2 open quantum systems dynamics 53
2.1 Quantum maps and operations . . . . . . . . . . . . . . 54
2.1.1 Properties of CPTP maps . . . . . . . . . . . . . 56
2.1.2 Kraus operator-sum representation . . . . . . . 58
2.1.3 Environmental models . . . . . . . . . . . . . . . 59
2.1.4 Some examples of CPTP maps . . . . . . . . . . 61
2.2 Markovian master equations . . . . . . . . . . . . . . . 63
2.2.1 The Lindblad form . . . . . . . . . . . . . . . . . 65
2.2.2 The Born-Markov master equation . . . . . . . . 67
2.3 Dissipative qubits and harmonic oscillators . . . . . . . 71
2.3.1 Qubit relaxation in a bosonic environment . . . 72
2.3.2 Bosonic collisional model . . . . . . . . . . . . . 76
2.3.3 Quantum Brownian motion . . . . . . . . . . . . 80
vii
viii contents
2.4 Open many-body systems . . . . . . . . . . . . . . . . . 85
2.4.1 Common vs independent environmental action 85
2.4.2 Coupled dissipative harmonic oscillators . . . . 88
2.5 Quantum trajectories . . . . . . . . . . . . . . . . . . . . 95
2.5.1 Continuous measurements and quantum jumps 96
2.5.2 Stochastic Schrödinger equation . . . . . . . . . 98
2.5.3 Master equation unraveling . . . . . . . . . . . . 101
3 quantum thermodynamics 105
3.1 Principles of thermodynamics . . . . . . . . . . . . . . . 106
3.1.1 The first law of thermodynamics . . . . . . . . . 109
3.1.2 The second law of thermodynamics . . . . . . . 111
3.1.3 Statistical mechanics and entropy . . . . . . . . 113
3.1.4 Helmholtz and nonequilibrium free energy . . . 116
3.1.5 The third law of thermodynamics . . . . . . . . 118
3.1.6 Thermodynamics and information . . . . . . . . 119
3.2 Fluctuation theorems . . . . . . . . . . . . . . . . . . . . 122
3.2.1 Stochastic thermodynamics . . . . . . . . . . . . 123
3.2.2 Classical fluctuation theorems . . . . . . . . . . 127
3.2.3 Quantum fluctuation theorems . . . . . . . . . . 132
3.3 Quantum thermal machines . . . . . . . . . . . . . . . . 139
3.3.1 Quantum Otto cycle . . . . . . . . . . . . . . . . 141
3.3.2 Autonomous thermal machines . . . . . . . . . 144
3.3.3 Quantum effects in thermal machines . . . . . . 148
3.4 Other topics in quantum thermodynamics . . . . . . . 150
3.4.1 Equilibration and thermalization . . . . . . . . . 150
3.4.2 Resource theories in quantum thermodynamics 154
ii quantum synchronization induced by dissipa-
tion in many-body systems 159
4 transient synchronization and quantum corre-
lations 161
4.1 Synchronization phenomena and previous works . . . 162
4.2 Two dissipative harmonic oscillators . . . . . . . . . . . 163
4.3 Synchronization . . . . . . . . . . . . . . . . . . . . . . . 166
4.4 Quantum correlations . . . . . . . . . . . . . . . . . . . 170
4.5 Dependence on initial conditions . . . . . . . . . . . . . 172
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 174
5 noiseless subsystems and synchronization 177
5.1 Prevention of decoherence and dissipation . . . . . . . 178
5.2 Three oscillators in a common environment . . . . . . . 179
5.3 Noiseless subsystems and asymptotic properties . . . . 181
5.3.1 Asymptotic Entanglement . . . . . . . . . . . . . 185
5.3.2 Quantum synchronization . . . . . . . . . . . . . 190
5.4 Thermalization and robustness of quantum correlations 193
5.4.1 Quantum correlations . . . . . . . . . . . . . . . 195
5.4.2 Synchronous thermalization . . . . . . . . . . . 197
contents ix
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 199
6 dissipative complex quantum networks 201
6.1 Dissipation mechanisms and synchronization . . . . . 202
6.2 Collective synchronization by tuning one oscillator . . 207
6.2.1 Common dissipation bath . . . . . . . . . . . . . 207
6.2.2 Local dissipation bath . . . . . . . . . . . . . . . 210
6.3 Synchronization of clusters and linear motifs . . . . . . 211
6.4 Entangling two oscillators through a network . . . . . 215
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 216
iii quantum fluctuation theorems and entropy pro-
219duction
7 fluctuation theorems for quantum maps 221
7.1 Fluctuation theorems, unital maps and beyond . . . . . 222
7.2 Quantum operations and dual-reverse dynamics . . . . 224
7.2.1 Quantum trajectories and unconditional states . 224
7.2.2 Dual-reverse dynamics . . . . . . . . . . . . . . . 225
7.3 Fluctuation theorems . . . . . . . . . . . . . . . . . . . . 226
7.3.1 Nonequilibrium potential and detailed balance 226
7.3.2 Fluctuation theorem for a single CPTP map . . 228
7.3.3 Fluctuation theorem for concatenated maps . . 231
7.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . 232
7.4.1 Boundary terms . . . . . . . . . . . . . . . . . . . 233
7.4.2 Unital work relations . . . . . . . . . . . . . . . . 234
7.4.3 Thermalization and heat . . . . . . . . . . . . . . 235
7.4.4 Generalized Gibbs-preserving maps . . . . . . . 237
7.4.5 Lindblad master equations . . . . . . . . . . . . 240
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 245
8 entropy production fluctuations in quantum pro-
cesses 247
8.1 Quantum operations and entropy production . . . . . . 248
8.1.1 The process . . . . . . . . . . . . . . . . . . . . . 248
8.1.2 Reduced dynamics . . . . . . . . . . . . . . . . . 250
8.1.3 Average entropy production . . . . . . . . . . . 251
8.2 Backward process and fluctuation theorem . . . . . . . 253
8.3 Adiabatic and non-adiabatic entropy production . . . . 256
8.3.1 The dual-reverse process . . . . . . . . . . . . . 257
8.3.2 The dual process . . . . . . . . . . . . . . . . . . 259
8.3.3 Second-law-like equalities and inequalities . . . 260
8.3.4 Multipartite environments . . . . . . . . . . . . 262
8.4 Concatenation of CPTP maps . . . . . . . . . . . . . . . 263
8.5 Lindblad Master Equations . . . . . . . . . . . . . . . . 267
8.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 272
9 simple applications of the entropy production
ft’s 275
9.1 Autonomous quantum thermal machines . . . . . . . . 275
x contents
9.1.1 Quantum trajectories and entropy production . 278
9.2 Periodically driven cavity mode at resonance . . . . . . 283
9.2.1 Failure of the FT for adiabatic entropy production285
9.2.2 Implications to the second-law-like inequalities 287
9.3 Squeezing in a Maxwell fridge toy model . . . . . . . . 290
9.3.1 Thermal reservoirs case . . . . . . . . . . . . . . 291
9.3.2 Squeezed thermal reservoir enhancements . . . 295
9.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 300
iv quantum thermal machines 303
10 thermodynamic power of the squeezed thermal
reservoir 305
10.1 Thermodynamics of the squeezed thermal reservoir . . 306
10.2 Extracting work from a single reservoir . . . . . . . . . 309
10.3 Heat engine with a squeezed thermal reservoir . . . . . 310
10.3.1 Optimal Otto Cycle . . . . . . . . . . . . . . . . . 310
10.3.2 Regimes of operation . . . . . . . . . . . . . . . . 312
10.4 Squeezing as a source of free energy . . . . . . . . . . . 317
10.5 Experimental realization . . . . . . . . . . . . . . . . . . 319
10.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 320
11 performance of autonomous quantum thermal
machines 321
11.1 The primitive operation . . . . . . . . . . . . . . . . . . 322
11.2 Warm-up: three-level machine . . . . . . . . . . . . . . 325
11.3 Multi-level machines . . . . . . . . . . . . . . . . . . . . 327
11.4 Single-cycle machines . . . . . . . . . . . . . . . . . . . . 329
11.4.1 Optimal single-cycle machine . . . . . . . . . . . 330
11.5 Multi-cycle machines . . . . . . . . . . . . . . . . . . . . 333
11.6 Concatenated three-level machines . . . . . . . . . . . . 335
11.7 Third law . . . . . . . . . . . . . . . . . . . . . . . . . . . 338
11.8 Statics vs dynamics for single-cycle machines . . . . . . 339
11.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 341
343v conclusions
12 summary and outlook 345
12.1 Quantum synchronization induced by dissipation in
many-body systems . . . . . . . . . . . . . . . . . . . . . 345
12.2 Quantum fluctuation theorems and entropy production 348
12.3 Quantum thermal machines . . . . . . . . . . . . . . . . 351
355
357
vi appendix
a proof of the micro-reversibility principle 
b appendix to chapter 4 359
b.1 Master equation details . . . . . . . . . . . . . . . . . . . 359
b.1.1 Separate baths . . . . . . . . . . . . . . . . . . . . 359
b.1.2 Common bath . . . . . . . . . . . . . . . . . . . . 361
b.2 Independent decay rates . . . . . . . . . . . . . . . . . . 361
contents xi
c appendix to chapter 5 365
c.1 Analytical derivation of asymptotic entanglement . . . 365
c.1.1 One-mode NS . . . . . . . . . . . . . . . . . . . . 366
c.1.2 Two-mode NS . . . . . . . . . . . . . . . . . . . . 367
c.2 Equations of motion for the second-order moments . . 369
d appendix to chapter 6 371
d.1 Master equation for nodes . . . . . . . . . . . . . . . . . 371
d.2 Equations for the First- and second-order moments . . 371
d.3 Three-oscillator motif details . . . . . . . . . . . . . . . 373
e appendix to chapter 10 375
e.1 Reservoir entropy changes . . . . . . . . . . . . . . . . . 375
e.2 Equations of motion . . . . . . . . . . . . . . . . . . . . 377
f appendix to chapter 11 379
f.1 Swap operation details . . . . . . . . . . . . . . . . . . . 379
f.2 Optimalily proof for single cycle machines . . . . . . . 380
f.3 Amplification methods and switching regimes . . . . . 385
f.4 Concatenated three-level machines details . . . . . . . . 386
list of figures 389
list of tables 408
acronyms 408
fundamental constants 409
bibliography 411

A B S T R A C T
Dissipation effects have profound consequences in the behavior and
properties of quantum systems [72]. The unavoidable interaction with
the surrounding environment, with whom systems continuously ex-
change information, energy, angular momentum or matter, is ulti-
mately responsible of decoherence phenomena and the emergence
of classical behavior [490, 614]. However, there exist a wide interme-
diate regime in which the interplay between dissipative and quantum
effects gives rise to a plethora of rich and striking phenomena that has
only started to be understood. In addition, the recent breakthrough
techniques in controlling and manipulating quantum systems in the
laboratory has made this phenomenology accessible in experiments
and potentially applicable [244, 586]. In this thesis we aim to explore
from a theoretical point of view some of the connections between
dissipative and quantum effects regarding two main aspects: the ther-
modynamical behavior of quantum systems and the relation between
dynamical and quantum correlations shared between them.
Quantum correlations are one of the most surprising characteristics
of nature, attracting a long standing interest from the formulation of
quantum theory. The understanding of the mechanisms creating, pre-
serving, or destroying quantum correlations becomes of major impor-
tance when exploring the quantum-to-classical boundary [597], while
being essential to designing schemes in which decoherence phenom-
ena can be avoided in practical applications [35, 143, 562]. An im-
portant type of dynamical correlations with a more classical flavor
are synchronization phenomena, which have been studied in a broad
range of physical, chemical and biological systems [433] Synchroniza-
tion may arise as a spontaneous cooperative behavior of different os-
cillatory units that, when coupled, adapt their rhythms to a common
frequency. This mutual synchronization phenomenon has been recently
considered in the quantum regime, mostly from a classical point of
view [249, 263, 606], while genuine quantum traits of synchronization
are now starting to be investigated [191, 376].
A first main objective of this thesis is to determine the possible
connections between mutual synchronization and quantum correla-
tions, as measured by entanglement or quantum discord. In order to
investigate this connection, we use the machinery of open quantum
systems theory. More precisely, we consider many-body systems con-
sisting of interacting quantum harmonic oscillators coupled to the
environment. The environment will be modelled in two main differ-
ent ways, which will be compared. In the first case all the units in the
many-body system feel the same dissipation modelled as a common
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heat bath. In the second case, each unit is assumed to feel an indepen-
dent dissipation modelled by separate thermal baths. We start with
the simplest case of two quantum harmonic oscillators in chapter 4
which allows us to identify the basic mechanisms leading to tran-
sient synchronization and its relation with the slow decay of quantum
correlations. We find that both phenomena are produced due to the
presence of collective dissipation. We then consider the case of three
oscillators in chapter 5, in which a richer phenomenology appears
while still allowing an analytical treatment in several cases of inter-
est. Finally, we scale the system up to complex harmonic networks in
chapter 6, where a broader class of local/global dissipation can be ad-
dressed, and our previous findings let us engineer the normal modes
of the network. We can then obtain synchronization and protection
of quantum correlations in the whole network or in a selected cluster,
by simply tuning one or few parameters, such as one frequency or
certain coupling strengths. The importance of the results presented
in this part of the thesis relies in the fact that they show for the first
time that synchronization is related to genuine quantum features and
that it may emerge, even in linear systems, due to the presence of
dissipation.
The remaining parts of the thesis are dedicated to explore the ther-
modynamic features of open quantum systems. In particular, we ex-
plore the quantum versions of fluctuation theorems. These theorems
are universal relations which introduce constraints in the statistics
followed by quantities such as work, or entropy, defined as stochastic
fluctuating variables in processes occurring arbitrarily far from equi-
librium. They can be understood as a refined version of the second
law of thermodynamics for small systems dominated by fluctuations
and where the laws of thermodynamics are only expected to be ful-
filled on average [291].
Work fluctuation theorems have been extensively investigated in
the quantum regime under an inclusive Hamiltonian approach. Also
fluctuation theorems for the exchange of heat and particles in tran-
sient and steady-state regimes have been established [88, 163], as
well as entropy production fluctuation theorems [137, 182]. Other ap-
proaches considered specific open system dynamics, including unital
measurements [87, 89, 453], quantum trajectories [270, 273], or Lind-
blad master equations [106, 164]. However, the different attempts
to generalize those results to general completely-positive and trace-
preserving (CPTP) maps are limited by the presence of an efficacy
(correction) term [11, 225, 298, 454]. Furthermore, the characterization
of entropy production in situations going beyond the assumption of
ideal equilibrium reservoirs constitutes an open challenge [168, 473].
The second main objective we pursue in this thesis is the develop-
ment of fluctuation theorems valid for quantum CPTP maps, together
with the interpretation of the quantities fulfilling them. This theoret-
contents xv
ical development may then be applied to gain insight into the char-
acterization of entropy production in general quantum evolution and
the thermodynamic description of specific configurations. We define
thermodynamic protocols generating trajectories by means of quan-
tum measurements and the occurrence of the quantum operations
which compose the CPTP maps. The probabilities of such trajecto-
ries then must be compared with those of their time-reversed twins,
defined in a suitable way. The application to specific situations will
require as well an adequate modelling of the dynamical evolution. In
chapter 7 we develop a general fluctuation theorem for a large class
of quantum CPTP maps. The theorem is based on the properties of
the invariant states of the dynamics. We discuss the meaning of the
quantity fulfilling the theorem in many situations of physical interest
as different versions of the entropy production. This interpretation
is then clarified in chapter 8, where we characterize entropy produc-
tion from first principles and explore the conditions under which it
splits into adiabatic and non-adiabatic contributions, each of them
fulfilling an independent fluctuation theorem. In chapter 9 we illus-
trate our findings with some particular models of interest in quantum
thermodynamics and discuss their implications.
Thermodynamic theory was developed from the analysis of real
heat engines, such as the steam engine along the 19th century [94].
Those macroscopic engines have quantum analogues, whose analysis
constitutes an important branch of quantum thermodynamics [226,
565]. A quantum thermal machine is intended as a small quantum
system operating between different thermal reservoirs (or more gen-
eral reservoirs) and possibly subjected to external driving. The ma-
chine performs a thermodynamic task such as work extraction, re-
frigeration, heat pumping, or information erasure. Quantum thermal
machines provide simple setups in which quantum thermodynamics
can be studied at the fundamental level, but also tested experimen-
tally [471, 564].
Clarifying the impact of quantumness in the operation and prop-
erties of the machines represents a major challenge. Quantum effects
may be incorporated e.g. by means of nonequilibrium reservoirs [3,
406]. There have been different works in the literature pointing that
nonequilibrium quantum reservoirs may be used to increase both
power and efficiency [119, 145, 275, 470, 499]. Nevertheless, a solid
understanding of this enhancements and their optimization has re-
mained elusive, as it requires a precise formulation of the second law
of thermodynamics in such nonequilibrium situations. Furthermore,
the sole fact that energy levels are discretized may also introduce
limitations when trying to improve the performance of machines by
means of increasing the number of levels [116]. Indeed, the scaling
properties of small thermal machines have not been yet established.
xvi contents
A final general objective of this thesis is to provide insight in the
role played by quantumness in the performance and operation of
quantum thermal machines. We perform a thermodynamic analysis
of the quantum Otto cycle for a single bosonic mode in the presence
of a nonequilibrium squeezed thermal reservoir. Equipped with the
findings about entropy production in quantum processes and the gen-
eralized formulation of the second law previously developed, we will
perform an entropic analysis of this setup in chapter 10. We identify
nonequilibrium features introduced by the squeezed thermal reser-
voir in the operation of the engine, optimize it, and discuss its many
striking consequences such as the appearance of multi-task regimes
in which the heat engine may extract work and refrigerate a cold
reservoir at the same time. Finally, we study the performance of multi-
level autonomous thermal machines in terms of the number of levels
in chapter 11. We first identify the primitive operation of autonomous
machines and then characterize the different elements determining
their performance. This allows us to compare different ways of scal-
ing the system by adding extra levels. Fundamental limitations to
improve the performance of the machine then naturally arise, lead-
ing to a novel statement about the third law of thermodynamics in
terms of the Hilbert space dimension of the machine.
R E S U M E N
Los efectos disipativos tienen profundas consecuencias en el com-
portamiento y las propiedades de los sistemas cuánticos [72]. La in-
evitable interacción con el entorno circundante, con el cual los sis-
temas intercambian continuamente información, energía, momento
angular o materia, es la última responsable de los fenómenos de de-
coherencia y de la emergencia del comportamiento clásico [490, 614].
Sin embargo, existe un amplio régimen intermedio en el cual efectos
disipativos y cuánticos coexisten, dando lugar a una amplia gama
de ricos y sorprendentes fenómenos que apenas están empezando a
ser comprendidos. Además, las innovadoras técnicas desarrolladas re-
cientemente para controlar y manipular sistemas cuánticos en el labo-
ratorio han hecho esta fenomenología accesible experimentalmente y
potencialmente aplicable [244, 586]. En esta tesis exploraremos desde
un punto de vista teórico algunas de las conexiones entre efectos
disipativos y cuánticos en lo concerniente a dos principales aspec-
tos: el comportamiento termodinámico de los sistemas cuánticos y
la relación entre las correlaciones dinámicas y cuánticas compartidas
por éstos.
Las correlaciones cuánticas son una de las características más sor-
prendentes de la naturaleza y han atraído un notable interés desde
la misma formulación de la teoría cuántica. La comprensión de los
mecanismos subyacentes que generan, preservan, o destruyen estas
correlaciones resulta de gran importancia a la hora de explorar la
frontera cuántico-clásica [597], mientras que es esencial en el diseño
de esquemas en los que la decoherencia pueda ser evitada en apli-
caciones prácticas [35, 143, 562]. Por otra parte, otro tipo importante
de correlaciones dinámicas de caracter más tradicionalmente clásico
son los fenómenos de sincronización, que han sido estudiados en
un amplio rango de sistemas físicos, químicos y biológicos [433]. La
sincronización puede aparecer como un comportamiento espontáneo
y cooperativo de diferentes unidades que oscilan y que, cuando se
acoplan, adaptan sus ritmos a una frecuencia común. Este fenómeno
de sincronización mutua ha sido considerado con profusión desde un
punto de vista clásico [249, 263, 606], mientras que los rasgos gen-
uinamente cuánticos de la sincronización estan empezando ahora a
ser investigados [191, 376].
Un primer objetivo de esta tesis es determinar las posibles conex-
iones entre el fenómeno de sincronización mutua y las correlaciones
cuánticas, medidas por el entrelazamiento o el discord cuántico. Para
investigar esta conexión, utilizaremos la metodología de los sistemas
cuánticos abiertos. Más concretamente, consideraremos sistemas de
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varios cuerpos consistentes en osciladores harmónicos acoplados en-
tre sí y al entorno. El entorno será modelado de dos principales
maneras que serán objeto de comparación. En el primer caso todas
las unidades del sistema sentirán la misma disipación, modelada
como un baño térmico común. En el segundo caso, cada unidad
sentirá una disipación independiente modelada por baños térmicos
acoplados a cada oscilador por separado. Comenzamos por el caso
más simple de dos osciladores en el capítulo 4, que nos permitirá
identificar los mecanismos básicos que producen sincronización en
la dinámica transitoria y su relación con el lento decaimiento de
las correlaciones cuánticas. Nuestro análisis revela que ambos fenó-
menos son debidos a la presencia de disipación colectiva. A con-
tinuación, consideramos el caso de tres osciladores en el capítulo 5,
donde aparece una fenomenología más rica, pero que todavía permite
el tratamiento analítico en varios casos de interés. Finalmente, incre-
mentamos el tamaño del sistema hasta el punto de considerar redes
complejas de osciladores harmónicos en el capítulo 6. En este caso,
se puede considerar una mayor clase de escenarios disipativos lo-
cales/globales, y nuestros resultados previos nos permitirán realizar
ingeniería con los modos normales de la red. De esta manera, pode-
mos obtener sincronización y protección de las correlaciones en toda
la red, o en una parte seleccionada, simplemente ajustando uno o
pocos parámetros, como la frecuencia de uno de los nodos o ciertos
acoplamientos. La importancia de los resultados presentados en esta
parte de la tesis reside en el hecho de que muestran por primera vez
que el fenómeno de sincronización está relacionado con caracterís-
ticas cuánticas genuinas y que puede emerger, incluso en sistemas
lineales, debido a la presencia de disipación.
Las partes restantes de la tesis están dedicadas a explorar los ras-
gos termodinámicos de los sistemas cuánticos abiertos. En particular,
exploraremos la extensión de los llamados teoremas de fluctuación al
régimen cuántico. Estos teoremas son relaciones universales que in-
troducen restricciones en las estadísticas de cantidades como el tra-
bajo o la entropía, definidas como variables estocásticas y fluctuantes,
en procesos que ocurren arbitrariamente lejos del equilibrio. Pueden
ser entendidos como una versión refinada de la segunda ley de la ter-
modinámica para sistemas pequeños dominados por fluctuaciones,
donde las leyes de la termodinámica se espera que se cumplan sólo
en promedio [291].
Los teoremas de fluctuación para el trabajo han sido investigados
extensivamente en el régimen cuántico bajo un enfoque Hamiltoni-
ano inclusivo. También han sido establecidos teoremas de fluctuación
para los intercambios de calor y partículas tanto en régimen tran-
sitorio como estacionario [88, 163], así como para la producción de
entropía [137, 182]. Otro enfoque ha consistido en considerar casos
particulares de dinámicas abiertas, entre los que se encuentran al-
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gunos tipos especiales de medidas unital [87, 89, 453], trayectorias
cuánticas [270, 273], o ecuaciones maestras de Lindblad [106]. Sin em-
bargo, los diferentes intentos de generalización de estos resultados a
mapas completamente positivos y que preserven la traza (CPTP3) se han
visto limitados por la presencia de un término de corrección (también
llamado parámetro de eficacia) [11, 225, 298, 454]. Además, la carac-
terización de la producción de entropía en situaciones más allá del
caso de reservorios ideales en equilibrio constituye todavía un reto
abierto [168, 473].
El segundo objetivo principal que perseguimos en esta tesis es la ob-
tención de teoremas de fluctuación válidos para dinámicas generales
de sistemas cuánticos abiertos descritas por mapas CPTP, así como
la interpretación de las cantidades que los obedecen. Este desarrollo
teórico permite caracterizar la producción de entropía en evoluciones
generales y la descripción termodinámica de configuraciones especí-
ficas. Necesitaremos definir protocolos termodinámicos que generen
trayectorias a través de la introducción de medidas y operaciones
cuánticas que componen los mapas CPTP. Las probabilidades de es-
tas trayectorias deben ser comparadas con sus inversas temporales,
definidas de manera apropiada. La aplicación a situaciones especí-
ficas requerirá además una adecuada modelización de la evolución
dinámica. En el capítulo 7 desarrollamos un teorema general para una
gran clase de mapas CPTP. El teorema está basado en las propiedades
de los estados invariantes de la dinámica. Aquí discutimos el signifi-
cado de la cantidad que cumple el teorema en varias situaciones de
interés físico, identificándola como una producción de entropía. Esta
interpretación se aclara con mayor detalle en el capítulo 8, donde
caracterizamos la producción de entropía desde principios básicos y
exploramos bajo qué condiciones puede ésta dividirse en una con-
tribución adiabática y otra no adiabática [165], de manera que cada
una de ellas obecezca un teorema de fluctuación independiente. En el
capítulo 9 ilustramos nuestros resultados mediante algunos modelos
particulares de interés en termodinámica cuántica y discutimos sus
implicaciones.
La teoría termodinámica se desarrolló durante el siglo XIX par-
tiendo del análisis de motores térmicos reales, como la máquina de
vapor [94]. Estos motores macroscópicos tienen analogos cuánticos,
cuyo análisis constituye una rama importante de la termodinámica
cuántica [226, 565]. Un motor térmico cuántico es entendido como un
pequeño sistema cuántico que opera utilizando diferentes reservorios
térmicos (o reservorios más generales) y eventualmente sujeto a un
control externo. El motor realiza una tarea termodinámica como la ex-
tracción de trabajo, refrigeración, bombeado de calor, or borrado de
información. Los motores térmicos cuánticos nos proporcionan sim-
3 Por sus iniciales en inglés, completely-positive and trace-preserving
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ples configuraciones donde estudiar la termodinámica cuántica a un
nivel fundamental y hacer comprobaciones experimentales [471, 564].
Clarificar el impacto genuinamente cuántico en la operación y pro-
piedades de los motores representa un gran desafío. Los efectos cuán-
ticos pueden ser incorporados, por ejemplo, mediante reservorios de
no equilibrio [3, 406]. Varios trabajos en la literatura han demostrado
que diferentes reservorios cuánticos de no equilibrio pueden ser uti-
lizados para incrementar la potencia y la eficiencia de los motores
[119, 145, 275, 470, 499]. No obstante, no existe aún una compren-
sión sólida de estas mejoras y su optimización, ya que requiere una
formulación precisa de la segunda ley de la termodinámica en situa-
ciones de no equilibrio. Por otro lado, el mero hecho de considerar
niveles energéticos discretos también puede introducir limitaciones
cuando intentamos mejorar el rendimiento de los motores mediante
la inclusión de nuevos niveles [116]. Las propiedades de escalado de
los pequeños motores térmicos no han sido de hecho establecidas
todavía.
Un objetivo final de esta tesis es proporcionar una mayor compren-
sión del papel que juegan los efectos cuánticos en el rendimiento y op-
eración de los motores térmicos cuánticos. Realizaremos un análisis
termodinámico del ciclo de Otto cuántico para un modo bosónico en
presencia de un reservorio squeezed. Equipados con los resultados pre-
vios sobre la producción de entropía y la formulación de la segunda
ley en situaciones de no equilibrio, realizamos un análisis entrópico
del ciclo en el capítulo 10. Aquí identificamos diferentes caracterís-
ticas de no equilibrio introducidas por el reservorio squeezed en la
operación del motor, optimizamos su funcionamiento, y discutimos
algunas de sus consecuencias más sorprendentes, como la aparición
de regímenes “multitarea” en los que el motor es capaz de extraer
trabajo y refrigerar un reservorio frío al mismo tiempo. Finalmente
estudiaremos el rendimiento de motores autónomos de muchos nive-
les energéticos en función del número de niveles en el capítulo 11.
Primeramente identificamos la operación primitiva de estos motores
autónomos y caracterizamos los diferentes elementos que determinan
su rendimiento. Esto nos permite comparar diferentes maneras de
escalar el sistema anãdiendo nuevos niveles. Las limitaciones funda-
mentales en la mejora del rendimiento emergen entonces de manera
natural, dando lugar a una nueva formulación de la tercera ley de la
termodinámica en terminos de la dimensión del espacio de Hilbert
del motor.
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Part I
I N T R O D U C T I O N T O O P E N Q U A N T U M
S Y S T E M S A N D Q U A N T U M
T H E R M O D Y N A M I C S

1
B A S I C C O N C E P T S
Any realistic quantum system cannot be completely isolated. In gen-
eral, it is unavoidably coupled to a larger environment and thus, even
if this interaction is weak, needs to be regarded as an open system,
just like happens when one considers small classical particles. The en-
vironment, which is frequently (but not only) regarded as a thermal
reservoir or bath, influences the quantum system under consideration
in a non-negligible way, which must be taken into account when de-
scribing its dynamical evolution and properties. System and environ-
ment are continuously sharing information, which is manifested in
the building up of correlations between them. This information is no
longer available in general, as it involves a huge number of uncontrol-
lable degrees of freedom. Indeed, obtaining a complete microscopic
description of the whole ensemble involved in the problem is both
intractable and generally not needed from a practical point of view,
but a rather simpler probabilistic approach is highly desirable. The
theory of open quantum systems provides such an effective descrip-
tion, allowing the treatment of complex systems by means of a small
number of relevant variables. The irrelevant degrees of freedom are
instead described only approximately, which results in the appear-
ance of dissipative and stochastic terms in the final form of the ef-
fective equations of motion, a characteristic feature of an irreversible
evolution [72, 244].
Open quantum systems theory has been widely studied and ap-
plied by many scientists from different communities in the last half-
century. Nowadays it constitutes an everyday tool in modern quan-
tum optics, atomic physics, condensed matter, chemical physics, quan-
tum information science or the novel field of quantum thermody-
namics. A more rigorous treatment of open quantum systems from a
mathematical point of view complements this heterogeneity and pro-
vides consistency to the theory (see e.g. [463] and references therein).
The study of open quantum systems is also of special importance
for fundamental questions about the quantum description of nature.
One example is quantum measurement theory, as long as any mea-
surement requires a description in terms of the interaction of the sys-
tem to be measured with an apparatus (a second quantum system),
which records the result and leads to fundamental back-action on the
former. Another example comes from the fact that the interaction of
a quantum system with its environment leads to the well-known phe-
nomenon of decoherence, through which superpositions of quantum
states are irreversibly lost producing the emergence of classical be-
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havior [614]. It is thus clear that the detailed study of open quantum
systems constitutes a key point if one wants to benefit from quantum
phenomena in practical applications, as become patent in modern
quantum computation, quantum metrology or quantum cryptogra-
phy [408, 586].
This chapter aims to provide an introduction to some of the most
important concepts employed when dealing with open quantum sys-
tems. In particular, we review and illustrate the essential concepts and
methods which are going to be used in this thesis, while skipping rig-
orous demonstrations and referring to more specific books or reviews
on this topic. We organized the chapter as follows. In Sec.1.1 we start
by reviewing the necessary elements of quantum theory needed for
the description of open quantum systems, the dynamical evolution of
closed (completely isolated) quantum systems, and its relation with
the open system dynamics experienced by one of its constituents in
the case of many-body systems. Next, in Sec. 1.2, we focus on the case
of qubits and harmonic oscillators, as they are two prototypical sys-
tems where the basic elements of the theory can be well illustrated.
In Sec.1.3 we review the basics of quantum measurement theory, its
general mathematical formulation in terms of operations and effects,
and introduce the most important classes of measurements. Finally,
in Sec.1.4, we define classical and quantum correlations, introducing
different quantifiers such as entanglement, mutual information, and
discord, discussing their main physical interpretations.
1.1 quantum mechanics
In the general framework of quantum mechanics, each state of an
isolated quantum system can be represented by a normalized state
vector |ψ〉 in an associated Hilbert vectorial space H. Any measur-
able quantity on this system is represented by an hermitian (or self-
adjoint) operator, Oˆ = Oˆ†, in the same space, whose eigenvalues rep-
resent possible results (or outcomes) of a quantum measurement, as
we will see in more detail in Sec.1.3. Quantum theory is intrinsically
random and the pure state |ψ〉 contains all the information one can
know about the probability of obtaining different outcomes for all
different observables of the system. To illustrate this point let us de-
compose the operator Oˆ =
∑
n on |on〉 〈on| where {|on〉} is the set of
eigenvectors (or eigenstates) of Oˆ providing a basis of H, and on its
corresponding (non-degenerate) eigenvalues. The probability of ob-
taining the result on in a measurement of the observable Oˆ is the
scalar product 0 6 | 〈ψ|on〉 |2 6 1, as given by Born rule [55]. More-
over the mean value of some observable in the state |ψ〉 is given by
the quantum mechanical expectation value 〈Oˆ〉 = 〈ψ| Oˆ |ψ〉, represent-
ing the mean of different results when the observable is measured,
weighted with their different probabilities to occur. In the same man-
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ner the variance of Oˆ on |ψ〉 reads σ2(Oˆ) = 〈Oˆ2〉 − 〈Oˆ〉2. The latter
is zero if and only if the state |ψ〉 is an eigenstate of the operator,
that is, when Oˆ |ψ〉 = α |ψ〉, being α a real number (then |ψ〉 = |on〉
and α = on for some n). At difference from classical physics, σ(Oˆ)
cannot be simultaneously zero for all observables Oˆ, as the Heisen-
berg uncertainty principle asserts [250]. Indeed for any quantum sys-
tem, non-commuting observables such as position and momentum,
[xˆ, pˆ] ≡ xˆpˆ− pˆxˆ = i h1 being 1 the identity operator, cannot share any
common eigenstate. A general form of the Heisenberg uncertainty
principle for arbitrary observables Oˆ and Oˆ ′ is the Robertson uncer-
tainty relation [465] Robertson
uncertainty relation.
σ(Oˆ)σ(Oˆ ′) > 1
2
| 〈ψ| [Oˆ, Oˆ ′] |ψ〉 |, (1.1)
which unravels the connection between the commutativity of observ-
ables and the complementarity of their uncertainties [30].
1.1.1 The density operator
When considering open quantum systems we need to incorporate in
the description new sources of randomness other than the intrinsic
uncertainty of quantum states, coming e.g. from our lack of knowl-
edge about the specific state of the environment, the preparation pro-
cedure, or the correlations built up in the interaction between system
and surroundings. In this case we represent the state of our open sys-
tem by a density operator (or density matrix) ρ 1, firstly introduced
by von Neumann [568] and Landau [491] in 1927. It characterizes
our state of knowledge about the system and represents the quantum
analogue to the phase-space probability distribution of classical sta-
tistical mechanics. The use of the density operator allows us to work
with statistical mixtures of state vectors: A mixture of pure
states
ρ =
∑
k
pk |ψk〉 〈ψk| , with k = 1, 2, ...,N, (1.2)
where pk are the probabilities (0 6 pk 6 1,
∑
k pk = 1) of being our
microscopic system in each of the N pure states |ψk〉, and the opera-
tors |ψk〉 〈ψk| are projectors onto the state |ψk〉. The density operator
is self-adjoint (ρ = ρ†), positive-semidefinite (ρ > 0), and has unit
trace (Tr[ρ] = 1).
In principle any mixed state ρ can be decomposed into a mixture of
pure states in an infinite number of ways2, but there is only one in
which the states |ψk〉 in the decomposition are mutually orthogonal
1 We omit the hat symbol ˆ used to distinguish between operators and scalars for the
density operator.
2 All of them related by a unitary transformation. Furthermore the same density op-
erator can be also decomposed in a mixture of mixed states in an infinite number of
ways.
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between them, i. e. for which they verify 〈ψk|ψl〉 = δk,l. This is guar-
anteed by the spectral theory of density operators, as long as ρ has
only a countable set of strictly positive eigenvalues [72]. In such case,
we may call Eq. (1.2) the spectral decomposition of ρ, the probabilities
pk and the states |ψk〉 being respectively the eigenvalues and eigen-
states of the ρ, and N the dimension of the Hilbert space H (which
may be infinite). Given a density operator, ρ, the most likely pure
state the system is in, is given by the eigenstate |ψk〉 corresponding
to the largest eigenvalue pk [282].
It is worth mentioning that the density operator ρ is sufficient to
describe all the possible results of measurements on the system for
any observable. Indeed the expression for the mean value introduced
earlier, can be now rewritten for the case of a mixed state as
〈Oˆ〉 = Tr[Oˆρ] =
∑
k
pk 〈ψk| Oˆ |ψk〉 , (1.3)
In a similar way we may use the trace to rewrite the expression for
the variance σ2(Oˆ) in terms of ρ, or the general uncertainty relation
in Eq. (1.1).
Another important property of the density operator is that it always
verify Tr[ρ2] 6 Tr[ρ] = 1, where the equality is only reached in the
case of a pure state ρ = |ψ〉 〈ψ|, when the information about the state
of the microscopic system is complete. On the opposite side, the max-
imally mixed state reads ρ = 1/N, where N again denotes the dimen-
sion of the system Hilbert space H. This corresponds to the case in
which all the possible physical pure states of the microscopic system
are equally probable. Hence we may define the quantity P(ρ) ≡ Tr[ρ2],
called the purity of a state, in order to quantify its degree of mixed-
ness. This quantity takes values in the range 1/N2 6 P(ρ) 6 1, with
the upper bound reached for pure states and the lower bound reached
for maximally mixed states.
It is however important to distinguish a mixture of pure states, as
given in Eq. (1.2), from a superposition of the formA superposition
state
|ψ〉 =
∑
k
ck |ψk〉 , with k = 1, 2, ...,N, (1.4)
where ck = 〈ψk|ψ〉 are a set of complex numbers such that
∑
k |ck|
2 =
1. The existence of such states, as motivated by the superposition prin-
ciple, lies at the heart of quantum theory. The differences between
mixture and superposition states are fundamental. While the former
simply describes our lack of knowledge in the specific pure state the
system is in, the latter corresponds to a single pure state. Hence we
can no longer interpret the system being in different states |ψk〉 with
certain probability, but we have to really consider that the system is in
all those states at once. Let us assume the set of states {|ψk〉} to form a
basis of the Hilbert space of the system with dimension N, and com-
pare the density operator ρ = |ψ〉 〈ψ| for the superposition state (1.4)
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Figure 1: Interference pattern for stochastically arriving single PcH2
molecules in a modern double-slit experiment. The images corre-
spond to selected frames from a false-color movie recorded with
an EMCCD camera. Obtained from Ref. [297].
with the one of the mixed state in Eq. (1.2). The state (1.2) has only di-
agonal elements (using the basis {|ψk〉}) given by the probabilities pk,
while the state (1.4) gets diagonal elements ρkk = 〈ψk| ρ |ψk〉 = |ck|2,
but also off-diagonal ones ρkl = 〈ψk| ρ |ψl〉 = c∗kcl for k 6= l. Off-
diagonal terms are called coherences between the states {|ψk〉}, and are
responsible of the interference effects due to the wave-particle comple-
mentarity of quantized matter, just as in Young’s famous double-slit
experiment [595]. Modern which-path experiments within different se-
tups have considerably evolved from the 90’s [244], being nowadays
able to test some of the most famous thought-experiments formulated
from the very beginning of the quantum theory for larger and larger
systems (electrons, atoms, molecules), testing in the laboratory the
connections between complementarity and decoherence (see Fig. 1).
1.1.2 Liouville-von Neumann equation
The time evolution of a (non-relativistic) isolated quantum system in
terms of its density operator, ρ, is given by the Liouville-von Neu-
mann equation
i h
d
dt
ρ(t) = [Hˆ(t), ρ(t)], (1.5)
being Hˆ(t) the Hamilton operator representing the energy of the sys-
tem. Notice that we have included the possibility of time-dependent
Hamilton operators, allowing for the description of external driving.
The Liouville-von Neumann equation describes the reversible evolu-
tion of the quantum system and when ρ is a pure state it is equivalent
to the usual Scrödinger equation, first introduced in 1926 [493]. The
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formal solution of Eq. (1.5), given the initial state ρ(t0) at time t0,
reads ρ(t) = Uˆ(t, t0)ρ(t0)Uˆ(t, t0)†, withUnitary evolution
operator
Uˆ(t, t0) ≡ Tˆ+ exp
(
−
i
 h
∫t
t0
dsH(s)
)
, (1.6)
the unitary evolution operator, UˆUˆ† = Uˆ†Uˆ = 1, fulfilling
i h
d
dt
Uˆ(t, t0) = Hˆ(t)Uˆ(t, t0), (1.7)
and with initial condition Uˆ(t0, t0) = 1. It fulfills the chain rule
Uˆ(t, t0) = Uˆ(t, t1)Uˆ(t1, t0) for t 6 t1 6 t0. Due to the fact that the
Hamilton operator may not commute with itself at different times,
we introduced in the integral above the time-ordering operator, Tˆ+,
implying that in general the unitary evolution operator can be only
calculated from an infinite series in the form
Uˆ(t, t0) = 1+
∞∑
n=1
(
−i
 h
)n ∫t
t0
dsnHˆ(sn)
∫sn
t0
dsn−1Hˆ(sn−1) ...
...
∫s3
t0
ds2Hˆ(s2)
∫s2
t0
ds1Hˆ(s1), (1.8)
where time ordering implies t > sn > sn−1 > ... > s2 > s1, an expres-
sion known as the Dyson series. When the Hamilton operator in Eq.
(1.6) is independent of time the unitary evolution operator reduces to
Uˆ(t, t0) = Uˆ(t− t0) = exp
(
−
i
 h
Hˆ(t− t0)
)
, (1.9)
and then Uˆ†(t− t0) = Uˆ(t0 − t), corresponding to the evolution oper-
ator when time is reversed.
1.1.3 Heisenberg and interaction pictures
The above Eq. (1.5) gives us the evolution of the density operator ρ(t)
in the Schrödinger picture. An equivalent formulation, the so-called
Heisenberg picture, is obtained by assuming the state of the system
fixed and letting the observables evolve in time. Then the equation of
motion for an arbitrary observable Oˆ(t), can be written as
d
dt
Oˆ(t) =
i
 h
[Hˆ(t), Oˆ(t)] +
(
∂Oˆ
∂t
)
H
, (1.10)
whose solution is given by Oˆ(t) = Uˆ†(t, t0) Oˆ Uˆ(t, t0), Oˆ being the
initial (Schrödinger picture) observable and Uˆ given by Eq. (1.6). Here
we denote
(
∂Oˆ
∂t
)
H
= Uˆ†(t, t0)
(
∂Oˆ
∂t
)
Uˆ(t, t0). It’s straightforward to
check that both pictures produce identical expectation values for all
observables.
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A third frame, the interaction picture, can be also introduced by
splitting the Hamiltonian into time-independent and time-dependent
parts, which we denote as Hˆ = Hˆ0 + Vˆ(t). Typically Hˆ0 is easy to
deal with, and represents the Hamilton operator of two or more non-
interacting systems, while Vˆ(t) usually represents a time-dependent
interaction term. In this case we split the evolution operator into a
product of two unitary operators
Uˆ(t, t0) = Uˆ0(t− t0)× UˆI(t, t0), (1.11)
where Uˆ0(t − t0) ≡ exp (− i hHˆ0(t− t0)) is generated by the time-
independent part of the Hamiltonian, and UˆI(t, t0) is given by Eq. (1.6)
replacing Hˆ(t) by Uˆ†0Vˆ(t)Uˆ0. Hence the operator Uˆ0 governs the evo-
lution of observables, while the density operator evolves accordingly
with UˆI. By redefining the density operator and observables, we have
the following time-evolution equations: Interaction frame
operators
ρI(t) = UˆI ρ(0) Uˆ
†
I, with ρI(t) ≡ Uˆ†0 ρ(t) Uˆ0,
OˆI(t) = Uˆ
†
0 Oˆ Uˆ0, with OˆI(t) ≡ UˆI Oˆ(t) Uˆ†I, (1.12)
where we call ρI(t) and OˆI(t) the interaction frame density operator
and observables respectively. The interaction picture has proven very
useful in deriving and solving the dynamics for open quantum sys-
tems, as we will see in the next sections. It allows to split the effects
of the interaction between a system and its surroundings from the
(isolated) free-evolution, simplifying considerably the mathematical
treatment.
1.1.4 The microreversibility principle
The microreversibility principle is a crucial symmetry of time evolu-
tion in isolated quantum systems. It relates the unitary evolution oper-
ator of a non-autonomous quantum system, as introduced in Eq. (1.6),
with the one describing the time-reversed evolution [27, 88]. Let us as-
sume a quantum system evolving from time t = 0 to time τ under the
action of some Hamiltonian Hˆ(λ(t)), whose time-dependence arises
from external manipulation through a control parameter λ(t). Con-
sider that this parameter vary in time according to some prescribed
protocol Λ = {λ(t) for 0 6 t 6 τ}. The unitary time evolution operator
for the system, Uˆ(t, 0)[Λ], obeys
i h
d
dt
Uˆ(t, 0)[Λ] = Hˆ(λ(t))Uˆ(t, 0)[Λ], (1.13)
in the interval t ∈ [0, τ] where the protocol Λ is defined.
Now we compare this evolution with the one generated by the time-
reversed protocol Λ˜ = {λ˜(t) for 0 6 t 6 τ}, where λ˜(t) = λ(τ− t), i.e.
the control parameter takes on exactly the inverse sequence of values.
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The corresponding time-evolution operator Uˆ(t, 0)[Λ˜] generated by
the Hamiltonian Hˆ(λ˜(t)) now reads:
i h
d
dt
Uˆ(t, 0)[Λ˜] = Hˆ(λ˜(t))Uˆ(t, 0)[Λ˜] (1.14)
where again t ∈ [0, τ]. The microreversibility principle ensures the
following relation between forward and backward evolutions [88]:Microreversibility
principle
Uˆ†(τ, t)[Λ] = Θˆ† Uˆ(τ− t, 0)[Λ˜] Θˆ, (1.15)
where Θˆ is the anti-unitary time-reversal operator in quantum me-
chanics, ΘΘ† = Θ†Θ = 1 and Θˆ(a |ψ〉+ b |φ〉) = a∗Θˆ |ψ〉+ b∗Θˆ |φ〉3. It
is responsible of sign inversion of odd variables under time-reversal
such as linear and angular momenta, spin or magnetic field, while
leaving even variables, such as position, unaltered [235]. The microre-
versibility principle in Eq. (1.15) is always fulfilled provided the Hamil-
ton operator is invariant under time-reversal, Θˆ†Hˆ(λ(t))Θˆ = Hˆ(λ(t))
(for a proof see [88]). Otherwise the Hamiltonian governing the time-
reversed evolution can be set as
HˆR(λ˜(t)) ≡ ΘˆHˆ(λ˜(t))Θˆ†, (1.16)
in Eq. (1.14) [instead of Hˆ(λ˜(t))]. The latter implies the change in sign
of the odd variables appearing in Hˆ, such as external magnetic fields
[27]. We provide a proof of this claim in Appendix A.
The microreversibility principle relates the evolution from some ar-
bitrary initial state ρ(0) to ρ(τ) = Uˆ(t, 0)[Λ] ρ(0) Uˆ†(t, 0)[Λ], to the
evolution from the time-reversed final state ρ˜(0) = Θˆ ρ(τ) Θˆ† to the
time reversed initial state ρ˜(τ) = Θˆ ρ(0) Θˆ† as:
ρ˜(τ) = Uˆ(τ, 0)[Λ˜] ρ˜(0) Uˆ†(τ, 0)[Λ˜], (1.17)
as is illustrated in Figure 2. It is worth noticing that the notion of
time-reversal here corresponds to an operational point of view, as it is
defined via the time-reversed protocol for the external drive control-
ling the parameter λ(t). We finally stress that the microreversibility
principle is a crucial symmetry property in deriving the so-called fluc-
tuation theorems for quantum evolutions which will be the subject of
Part III of this thesis.
1.1.5 Composite quantum systems
Let us now consider a quantum system composed by two different
interacting subsystems, A and B, with associated Hilbert spaces HA
and HB respectively. The subsystems may correspond to different
3 This antilinearity property is what differentiates anti-unitary from unitary operators.
Unitary operators fulfills linearity, while anti-unitary ones fulfills anti-linearity, and
for both of them ΘˆΘˆ† = Θˆ†Θˆ = 1.
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Figure 2: Illustration of the microreversibility principle. The unitary time-
evolution operators of the forward evolution (top) and the backward
one (bottom) are related by the time-reversal operator Θˆ. The two
unitary operators appearing in Eq. (1.15) are marked in blue. In
the axis we put the mean values of position and momenta in order
to emphasize the effect of time-reversal in odd variables.
physical systems (particles, atoms, molecules, ...) or also to different
degrees of freedom of the same entity. In any case, the compound sys-
tem AB has an associated Hilbert space given by the tensor product of
the subsystems Hilbert spaces HAB = HA ⊗HB. This larger Hilbert
space has dimension equal to the product of the dimensions of HA
and HB, and any arbitrary observable of the compound system takes
the form
Oˆ =
∑
k
Oˆ
(k)
A ⊗ Oˆ(k)B , (1.18)
where Oˆ(k)A acts on HA and Oˆ
(k)
B acts on HB for all k. Local ob-
servables corresponding to subsystem A alone are then expressed
by OˆA ⊗ 1B. Similarly for local observables of subsystem B, we have
1A ⊗ OˆB. As can be immediately noticed, the local observables of the
above form constitute only a very small portion of the set of possible
observables in AB.
Imagine our subsystems A and B have not interacted before some
arbitrary time t0, hence being completely uncorrelated at this mo-
ment. In this case the density operator of the compound system can
be expressed as the product state ρAB(t0) = ρA(t0)⊗ ρB(t0), ρA(t0)
being the local state of subsystem A at that time (and similarly for B).
Then let the two systems interact accordingly to some global Hamil-
ton operator Hˆ(t), in such a way that at a later instant of time t, the
state of the compound system is
ρAB(t) = Uˆ(t, t0) (ρA(t0)⊗ ρB(t0)) Uˆ†(t, t0), (1.19)
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Uˆ(t, t0) being the unitary evolution operator given by Eq. (1.6). The
local state of the subsystems at time t is obtained by partial tracing
over the complementary Hilbert space:Reduced states
ρA(t) = TrB[ρAB(t)] and ρB(t) = TrA[ρAB(t)], (1.20)
where TrA(B)[·] =
∑
i 〈ψA(B)i | · |ψA(B)i 〉, with the set {|ψA(B)i 〉} a or-
thonormal basis of the Hilbert space HA(B). The use of the partial
trace operation is justified as it can be proven to be the unique op-
eration which provides the correct description of local observables
for subsystems of a composite system [408]. The states appearing
in Eq. (1.20) are called the reduced states (or local states) of subsys-
tems A and B, which retain only the local information determining
the statistics of measurements of local observables. Indeed, we can-
not express any more the global state as a tensor product of the re-
duced counterparts, ρAB(t) 6= ρA(t)⊗ ρB(t), since the state ρAB(t)
contains in general much more information than ρA(t) and ρB(t).
More precisely, this happens whenever the unitary evolution cannot
be expressed as a tensor product of local unitary evolutions in each
subsystem Uˆ(t, t0) = UˆA(t, t0) ⊗ UˆB(t, t0), or if Uˆ is the complete
SWAP operation exchanging the states of the subsystems, in the case
of equal dimensions [456]. We then say that the state ρAB(t) is corre-
lated, meaning that the two subsystems have exchanged information
during the interaction.
In particular, if the global state of the system at time t is pure,
ρAB(t) = |Ψ〉 〈Ψ|, the reduced states ρA(t) and ρB(t) have the same
eigenvalues. This follows from the Schmidt decomposition theorem,
which asserts that there always exists a unique decomposition of |Ψ〉
readingSchmidt
decomposition
|Ψ〉 =
∑
k
αk |ψ
(k)
A 〉 ⊗ |ψ(k)B 〉 , (1.21)
where {|ψ(k)A 〉} and |ψ(k)B 〉 are respectively orthonormal basis of HA
and HB, and the complex amplitudes αk (where
∑
k |αk|
2 = 1) are
called Schmidt coefficients. We say that |Ψ〉 is entangled if it cannot
be expressed as a product |Ψ〉 = |ψA〉 ⊗ |ψB〉 of some states of the
subsystems, that is, if it has more than one non-zero Schmidt coeffi-
cients. Furthermore we say that |Ψ〉 is a maximally entangled state if all
non-zero Schmidt coefficients are equal [72].
Consider for instance the case of two spin-12 particles (or more
generally two-level systems or qubits), with basis states |0〉i and |1〉i
for i = A,B. The maximally entangled states in this case, commonly
called Bell states, read as follows:Bell states
|Φ±〉 ≡ 1√
2
(|0〉A |0〉B ± |1〉A |1〉B) , (1.22)
|Ψ±〉 ≡ 1√
2
(|0〉A |1〉B ± |1〉A |0〉B) , (1.23)
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Figure 3: Scheme of the composite quantum system discussed in the text. A
source emits an entangled pair of spin-12 particles in the Bell state
|Ψ+〉 of Eq. (1.23). The results of local measurements (indicated by
the solid arrows) produce correlated results which lead to com-
plete certainty in the prediction of results in one subsystem when
the result of the measurement in the other subsystem is known.
to be compared with an uncorrelated state of the type |Θ〉 = |φ〉A ⊗
|ψ〉B. In contrast to the separable state |Θ〉, in the states (1.22) and
(1.23) the particles A and B do not have a definite pure state vector
characterizing its quantum state. Their corresponding reduced den-
sity matrices read ρA = ρB = 1/2, i.e. the maximally mixed states
in the two-dimensional Hilbert spaces HA = HB = C2. Hence, from
a local point of view, the two particles are with equal probabilities
in either |0〉 or |1〉. Imagine now that we perform a measurement on
particle A, obtaining that it is in the state |0〉A. Hence the particle A
‘collapses’ to this state, and the state of particle B should also immedi-
ately ‘collapse’ to the correspondent state |0〉B for Eq. (1.22) or |1〉B for
Eq. (1.23), even if the two particles are arbitrarily far away from each
other. This effect represents the so-called ‘spooky action’ at the heart
of the EPR ‘paradox’ [155]. Any posterior measurement on B is then
no longer random, but it can be predicted with probability 1, in sharp
contrast with what would happen if we do not measure A or even if
we simply don’t know the result of this measurement. Nevertheless,
for an observer in solitary confinement who has only access to parti-
cle B, there is no way to determine if particle A has been previously
measured or not (the observer always obtain the same statistics). In
any case, the local measurement results in subsystems A and B will
always be strongly correlated (see Fig. 3). This reveals a non-local char-
acter of quantum physics, which is encoded in the global entangled
quantum state of AB, non accessible from a local point of view, but
making the subsystems statistically dependent of each others, in a
way that any local and deterministic (hidden variable) theory can
never reproduce [40].
14 basic concepts
We will turn on the concept of entanglement in Sec. 1.4 where we
introduce and discuss different quantifiers of entanglement for pure
and mixed states, together with their role as an indicator of the quan-
tumness of correlations.
1.1.6 Quantum entropies
Here we introduce two important notions in order to characterize the
information contained in a quantum state given by a density opera-
tor ρ, namely the von Neumann entropy and the relative entropy. The
von Neumann entropy is of major importance in quantum statistical
mechanics and quantum thermodynamics, and we will reefer to it in
general as simply the entropy of a state. It is defined as the functional
introduced by von Neumann in 1927:von Neumann
entropy
S(ρ) ≡ −Tr[ρ ln ρ] = −
∑
k
pk lnpk, (1.24)
where in the second equality we have used the spectral decompo-
sition of ρ, as given in Eq. (1.2), and the convention 0 ln 0 = 0 is
adopted. Von Neumann entropy measures the amount of uncertainty
(or the lack of information) about the specific (pure) state the system
is in. Indeed it is equivalent to the Shannon entropy, H({pk}), of the
distribution {pk} for the ρ eigenstates, that is, the average value of the
surprise, ln(1/pk), of finding the quantum system in state |ψk〉 when
measuring it. We immediately notice that, as long as the state ρ can
be written as a mixture of pure states in several ways, we may obtain
different values for the Shannon entropies of the corresponding (dif-
ferent) distributions, e.g. ρ =
∑
k p
′
k |ψ
′
k〉 〈ψ ′k|, with 〈ψ ′k|ψ ′l〉 6= δk,l. In
this sense, the von Neumann entropy corresponds to the minimum of
all those uncertainties, that is, it describes our uncertainty about the
state when the measurement process allows for perfect distinction
between the pure states of the mixture ρ.
The von Neumann entropy is non-negative for all density operators,
S(ρ) > 0, and invariant under unitary transformations, S(UˆρUˆ†) =
S(ρ). It vanishes only in the case of a pure state, for which one has
complete knowledge of the system state. Furthermore, it is bounded
from above by S(ρ) 6 lnN, N being the dimension of the system
Hilbert space, where the equality is reached for the maximally mixed
state. This implies that the von Neumann entropy is also a measure of
the ‘mixedness’ of the sate ρ, alternative to the previously introduced
purity. Another important property of S(ρ) is that it constitutes a con-
cave functional of ρ, i. e. for any two positive numbers λ1 + λ2 = 1
we have:
S(λ1ρ1 + λ2ρ2) > λ1S(ρ1) + λ2S(ρ2), (1.25)
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the equality holding only when ρ1 = ρ2. In addition, for composite
systems, it fulfills the subadditivity condition:
S(ρAB) 6 S(ρA) + S(ρB), (1.26)
where ρA = TrB[ρAB] and ρB = TrA[ρAB] are the reduced density
operators for the subsystems A and B respectively. Here the equality
holds only when ρAB = ρA ⊗ ρB, corroborating that beyond product
states, ρAB contains more information than the sum of the informa-
tions we can extract from the subsystems, due to the correlations be-
tween them. Furthermore if the global state ρAB is pure, we have that
S(ρA) = S(ρB) > 0 (see also Sec. 1.4).
We also introduce the relative entropy of a density operator ρ to
another density operator σ, as: Relative entropy
D(ρ||σ) ≡ Tr[ρ(ln ρ− lnσ)] = −S(ρ) − Tr[ρ lnσ] (1.27)
which constitutes a measure of the distinguishability between the two
quantum states. More specifically, it corresponds to the extra amount
of information required to encode ρ in the eigenstates of σ. In the
definition (1.27) we adopt the convention −s ln 0 = ∞ ∀s > 0, which
leads to D(ρ||σ) =∞ when the support of ρ intersects with the kernel
of σ. In this case ρ cannot be encoded in the eigenstates of σ, and
the states are perfectly distinguishable. If we introduce the spectral
decompositions of ρ and σ as:
ρ =
N∑
k=1
pk |ψk〉 〈ψk| and σ =
N∑
k=1
qk |φk〉 〈φk| .
Then the relative entropy in Eq. (1.27) can be rewritten as:
D(ρ||σ) =
N∑
k=1
(pk lnpk − rk lnqk) , (1.28)
with rk =
∑
j pj| 〈φk|ψj〉 |2, which reduces to the Kullback-Leibler di-
vergence [322] between the distributions {pk} and {qk}when 〈φk|ψj〉 =
δk,j, i.e. when the two density operators commute, [ρ,σ] = 0. The
Kullback-Leibler divergence between two distributions is a logarith-
mic measure of the probability of incorrectly guessing via hypothesis
testing the distribution {pk} to be the source of a large sequence of
data being truly generated by the distribution {qk} [120]. This argu-
ment applies as well to the quantum case, in which the probability
of guessing the state ρ after performing n measurements on σ (for
n large) is e−nD(ρ||σ) (for a more detailed discussion see [558] and
references therein).
The relative entropy is an asymmetric distance, which is always
non-negative, D(ρ||σ) > 0, and zero if and only if ρ = σ, as fol-
lows from Klein’s inequality [408]. As the von Neumann entropy, it is
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invariant under unitary transformations, D(ρ||σ) = D(UρU†||UσU†),
and fulfills joint convexity:
D(λ1ρ1 + λ2ρ2||σ) > λ1D(ρ1||σ) + λ2D(ρ2||σ), (1.29)
D(ρ||λ1σ1 + λ2σ2) > λ1D(ρ||σ1) + λ2D(ρ||σ2), (1.30)
where again λi > 0 (i = 1, 2) and λ1+λ2 = 1. It is also worth stressing
that partial tracing cannot increase the relative entropy
D(ρ||σ) > D(TrP[ρ]||TrP[σ]), (1.31)
where P denotes the part of the system which is traced over, as ignor-
ing part of the information about a system can never help to better
distinguish between its states.
The relative entropy is an essential tool to characterize correlations
in composite systems and also to quantify irreversibility in dynamical
evolution, as we will discuss in more detail in Sec. 1.4 and in chapter
3. Let us also point that most of the measurements of entanglement
can be derived from relative entropy [558].
1.1.7 Distance measures
Distance measures are introduced to quantify how close are two quan-
tum states. We have already introduced the relative entropy, D(ρ||σ)
in Eq. (1.27), but it lacks some desirable properties one would expect
from a proper distance, such as symmetry in the arguments. There
is indeed a variety of distance measures which have been introduced
and found convenient in different contexts related to quantum infor-
mation [408]. Here we introduce two important and widely used mea-
sures of the distance between two quantum states: the trace distance
and the fidelity, both of them obtained throughout generalization of
concepts in classical probability theory, and playing an important role
in the description of open quantum systems.
The trace distance between two generic quantum states ρ and σ is
defined asTrace distance
T(ρ,σ) =
1
2
Tr[|ρ− σ|] =
1
2
Tr
[√
(ρ− σ)2
]
=
1
2
∑
k
|λk|, (1.32)
where for any operator Aˆ, we define |Aˆ| =
√
Aˆ†Aˆ, and {λk} are the
set of (not necessarily positive) eigenvalues of ρ− σ. If ρ and σ com-
mute, the trace distance reduces to the classical Kolmogorov distance
between probability distributions, T(pi,qi) =
∑
i |pi − qi|/2, {pi} and
{qi} being the eigenvalues of ρ and σ respectively. An alternative way
of writing the trace distance is
T(ρ,σ) = max
Πˆ
Tr[Πˆ(ρ− σ)], (1.33)
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where the maximum runs over all projectors Πˆ. This expression can
be indeed extended to all positive operators 0 6 Πˆ 6 1 (see 1.3 below),
leading to interpret the trace distance as the maximum difference in
probabilities when an arbitrary measurement is performed [408].
The trace distance constitutes a proper distance as T(ρ,σ) = 0 if
and only if ρ = σ, it is symmetric in its arguments, and fulfills the
triangle inequality
T(ρ,χ) 6 T(ρ,σ) + T(σ,χ), (1.34)
which establish that the trace distance is a metric [408]. Moreover we
have 0 6 T(ρ,σ) 6 1, where T(ρ,σ) = 1 if and only if ρ and σ have or-
thogonal supports, corresponding to the maximum distance between
the two states. Some other important properties of the trace distance
are the following. First, it is preserved under unitary transformations,
T(ρ,σ) = T(UˆρUˆ†, UˆσUˆ†). Furthermore, it is strong convex, a more
general property than joint convexity implying the later, which reads
T(
∑
i
ρi,
∑
i
qiσi) 6 T(pi,qi) +
∑
i
piT(ρi,σi), (1.35)
for probabilities pi and qi with
∑
i pi =
∑
i qi = 1 and density op-
erators ρi and σi. Finally, as the relative entropy, it never increases
under partial tracing
T(ρ,σ) > T(TrP[ρ]||TrP[σ]), (1.36)
P being the part of the system which is averaged over.
We now introduce a second distance between quantum states, the
fidelity, measuring the closeness of two quantum states: Fidelity
F(ρ,σ) = Tr[
√
ρ
1
2σρ
1
2 ]. (1.37)
The fidelity, unlike the trace distance, does not constitute a metric on
density operators. It is bounded by 0 6 F(ρ,σ) 6 1, where F(ρ,σ) =
1 if and only if ρ = σ. Furthermore, as the trace distance, fidelity
is also symmetric in its arguments and is invariant under unitary
transformations. It is related to the trace distance by
1− F(ρ,σ) 6 T(ρ,σ) 6
√
1− F2(ρ,σ), (1.38)
where the upper bound is reached when ρ and σ are pure states.
The fidelity behaves qualitatively as the contrary of the trace dis-
tance, that is, it increases when the two states are less distinguishable
and decreases when they become more distinguishable. As a conse-
quence, the fidelity fulfills an strong concavity property in analogy to
the strong convexity property of the trace distance, c.f. Eq. (1.35).
18 basic concepts
Two simple examples in which a closed form of the fidelity can
be obtained are the case of commuting density operators, and for σ
being a pure state. In the first case the fidelity becomes
F(ρ,σ) =
∑
i
√
piqi, (1.39)
where again {pi} and {qi} are the eigenvalues of ρ and σ. In this
case the fidelity reduces to its classical expression for probability
distributions of random variables. In the second case, by assuming
σ = |ψ〉 〈ψ|, we have σ 12 = σ, and hence
F(ρ,σ) =
√
〈ψ| ρ |ψ〉, (1.40)
the fidelity becomes the square root of the overlap between the two
states. The fidelity is widely used in the context of quantum com-
munication to characterize how well a quantum channel preserves
information [408].
As commented above, the fidelity is not a metric on density op-
erators because it does not fulfill the triangle inequality. Still it can
be turned into a metric by using again the implications of Ullman’s
theorem (see [408] for details). Indeed the angle
Θ(ρ,σ) ≡ arccos F(ρ,σ), (1.41)
is non-negative, symmetric in its inputs, equals zero if and only if
ρ = σ, and verifies the triangle inequality. Henceforth, it is a proper
metric on density operators.
1.2 prototypical systems
In most of the situations of interest in open quantum systems, the
reduced system interacting with its surroundings can be described
by some simple canonical models [490]. Those models capture the
essence of the physical behavior of real systems, while making the
calculations simpler, and in some cases analytically tractable. In this
section, we introduce and review some important characteristics of
two ubiquitous canonical models: the qubit system and the harmonic
oscillator. These two models are important not only at a fundamental
level, but also because experimental techniques have been developed
in the last decade in order to provide in vivo control at the single
particle level [245].
The qubit system describes systems with only two discrete acces-
sible states. This implies that its Hilbert space H can be reduced to
dimension N = 2, like a spin-12 particle. This situation arises, among
others, in the case of photons with vertical or horizontal polarization,
when a particle passes through a two-slit configuration in a Young
interferometer, in the case of an atom interacting with a field nearly
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resonant to one of its atomic transitions, or for a low-energy parti-
cle trapped in a double well potential. On the other hand, the har-
monic oscillator (or bosonic mode) model describes very accurately
the electromagnetic field, and is well suited in general to account for
potentials within a quadratic approximation e.g. close to a minimum
of the potential. The harmonic oscillator model is usually employed
e.g. to describe the vibrational modes of atoms bound in a molecule,
ions trapped by electromagnetic fields, or the phonons generated in
crystalline media [244].
1.2.1 The qubit system
The qubit system is probably the simplest object in quantum theory.
Its Hilbert space can be expanded by just two state vectors, which
we denote {|0〉 , |1〉}, often called computational basis states in quantum
information contexts [408]. The two basis states may have different
energy. We hence write the Hamiltonian of the system as Prototypical qubit
Hamiltonian
Hˆ = E |1〉 〈1| = E
2
(1+ σˆZ) , (1.42)
where we set to zero the energy of the (ground) state |0〉, and keep
E as the energy gap between the two basis states. Furthermore, in
the second equality we introduced the three Pauli operators σˆi for
i = X, Y,Z, which are hermitian, unitary, traceless, and have eigen-
values ±1. Moreover they fulfill the commutation relations [σˆi, σˆj] =
2iijkσˆk, being ijk the Levi-Civita symbol, which is zero if two of
the three indices are equal, takes the value 1 for even permutations
of XYZ, and −1 for the odd ones. Importantly, any observable of the
qubit system can be written as a combination of the three Pauli oper-
ators σˆi and the identity 1.
We also introduce the raising and lowering operators: Qubit raising and
lowering operators
σˆ ≡ 1
2
(σˆX + iσˆY) = |0〉 〈1| ,
σˆ† ≡ 1
2
(σˆX − iσˆY) = |1〉 〈0| , (1.43)
which promote jumps between the qubit energy levels, σˆ† |0〉 = |1〉
and σˆ |1〉 = |0〉. The raising and lowering operators fulfill the anti-
commutation relation {σˆ, σˆ†} ≡ σˆσˆ† + σˆ†σˆ = 1, and verify σˆσˆ =
σˆ†σˆ† = 0.
The most general pure state of the qubit system can be written as
the superposition
|ψ〉 = c0 |0〉+ c1 |1〉 , (1.44)
where c0 and c1 are complex coefficients such that 0 6 |ci|2 6 1
and |c0|2 + |c1|2 = 1. As the Hilbert space dimension of the qubit
20 basic concepts
Figure 4: Bloch sphere for a qubit system. The green vector pointing the
surface represents the pure state |ψ〉, as specified by the angles θ
and ϕ, while the orange vectors is its projection in the XY plane.
system is just N = 2, |ψ〉 can be viewed just as a unit vector in a two-
dimensional complex vector space. A convenient geometrical repre-
sentation of such set of states is the so-called Bloch sphere in which
any state |ψ〉 is represented as a point in the surface (see Fig. 4). Here
the eigenstates of the operator σˆZ, i.e. the basis states {|0〉 , |1〉}, are
represented as the north and shout poles of the sphere, while the x
and y axes correspond to the eigenstates of σˆX and σˆY respectively
|±X〉 = 1√
2
(|0〉 ± |1〉) , |±Y〉 = 1√
2
(|0〉 ± i |1〉) . (1.45)
Indeed, any two arbitrary orthonormal states 〈ψ|ψ⊥〉 = 0, are repre-
sented by antipode points on the Bloch sphere surface. Taking spher-
ical coordinates we can associate the above introduced coefficients ci
to the polar and azimuthal angles, θ ∈ [0,pi] and ϕ ∈ [0, 2pi), which
allows us to rewrite Eq. (1.44) as
|ψ〉 = cos(θ/2) |0〉+ eiφ sin(θ/2) |1〉 . (1.46)
Pure states are represented as points in the surface of the Bloch sphere,
while the inner volume corresponds to mixed states. A general state
of the qubit system can be generally written asArbitrary qubit state
ρ =
1
2
(1+~r · ~σ) , (1.47)
where ~r = r(sin θ cosϕ, sin θ sinϕ, cos θ) is a real three-dimensional
vector with 0 6 r 6 1, and ~σ = (σˆX, σˆY , σˆZ). Notice also that the
maximally mixed state 1/2 corresponds to the center of the sphere.
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An important state of any quantum system is the thermal equilib-
rium or Gibbs state, which is generically defined for any quantum
system with Hamiltonian Hˆ as Gibbs or thermal
equilibrium state
ρth(β) ≡ e
−βHˆ
Z(β)
, (1.48)
where β ≡ 1/kBT is the inverse temperature of the system, and
Z(β) = Tr[e−βHˆ] is the partition function. Indeed the following re-
lations are verified
〈Hˆ〉ρth = −∂β lnZ, S(ρth) = kB(lnZ+β〈Hˆ〉ρth). (1.49)
It can be furthermore shown that the Gibbs state maximizes the von
Neumann entropy for a fixed value of the mean energy, and analo-
gously that it is the state minimizing the mean energy for a fixed
value of the entropy. In the case of the qubit system the thermal equi-
librium state reads
ρth(β) =
1
Z
(
|0〉 〈0|+ e−βE |1〉 〈1|) , (1.50)
with the partition function Z = 1+ e−βE. The average energy of the
qubit system in the Gibbs state reads
〈Hˆ〉th = E e
−βE
Z
=
E
1+ e−βE
, (1.51)
where 0 6 〈Hˆ〉th 6 E, and the dispersion is given by
σth(Hˆ) = E
2 e
−βE
(1+ e−βE)2
. (1.52)
This corresponds to the thermal energy fluctuations for a classical
two-level system, fulfilling the following thermodynamical relation
σth(Hˆ) = kBT
2 ∂T 〈Hˆ〉th. (1.53)
An important property of the qubit system extensively used in
quantum thermodynamic contexts is that, given the Hamilton oper-
ator in (1.42), any mixture ρ = p0 |0〉 〈0|+ p1 |1〉 〈1| can be seen as a
Gibbs state for an unequivocally inverse temperature defined by the
detailed balance relation
p0
p1
≡ eβE ⇔ β ≡ 1
 hω
ln
p0
p1
. (1.54)
The definition of such an effective temperature for a qubit system has
proven very useful in recent studies on quantum thermal machines
and theoretical investigations in quantum work extraction scenarios,
where it has been sometimes called virtual temperature (see e.g. Ref.
[77]).
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The time evolution of an isolated qubit system is also rather sim-
ple. From the Hamiltonian in Eq. (1.42) it turns out that only the
elements of the density operator non-diagonal in the computational
basis evolve in time, acquiring a time-dependent phase factor eiEt/ h.
In the Bloch sphere representation, this implies that the azimuthal an-
gle, θ, is kept constant during the evolution, together with r, the dis-
tance of the system state to the center of the sphere. The only effect is
hence a rotation in the XY-plane at angular velocity E/ h. However, ar-
bitrary rotations on the Bloch sphere become possible if we introduce
an extra classical field interacting with our qubit system.
1.2.2 Manipulation of qubits by classical fields
Consider the situation in which an external classical field interacts
with a qubit system as described above. This setup can be used to
prepare arbitrary states of the qubit system, provided it is completely
isolated from the environment and we have a precise control over
the field parameters. Physically, this situation arises in nuclear mag-
netic resonance (NMR) experiments when spin−12 nuclei are put on
a constant magnetic field and perturbed by radio frequency pulses,
or in the case of an isolated two-level atom interacting with a classi-
cal time-dependent electric field [244]. The interaction of the external
field with the atomic dipole introduces an extra term in the Hamilto-
nian Hˆ of Eq. (1.42) of the formExternal field
time-dependent
Hamiltonian Hˆf(t) =
 hΩR
2
(
σˆ†e−i(ωft+ϕ0) + σˆ ei(ωft+ϕ0)
)
, (1.55)
where ωf is the frequency of the field, ϕ0 its phase, and ΩR is some-
times called the classical Rabi frequency [244]. This Hamiltonian re-
sults after eliminating terms oscillating at fast frequencies, ±2ωf, a
procedure which is usually known as the Rotating Wave Approxima-
tion (RWA).
The inclusion of extra Hamiltonian terms non-diagonal in the com-
putational basis, changes drastically the time-evolution of the qubit
system, making possible the exchange of energy between the qubit
and the external field. In order to illustrate the dynamics, let us
adopt an interaction frame with respect to H0 ≡  hωf |1〉 〈1|, which
represents a rotating frame at frequency ωf. In such interaction pic-
ture the time-dependences are eliminated from the total Hamiltonian
Hˆ = Hˆ0 + Hˆf:
HˆI =  h∆fσˆ
†σˆ+  h
ΩR
2
(
σˆ†e−iϕ0 + σˆ eiϕ0
)
, (1.56)
with ∆f = E/ h−ωf the detuning between the atomic transition and
field frequencies. It can be indeed rewritten in the more suggestive
form
HˆI ≡
 h∆f
2
1+
 hΩ′R
2
~n · ~σ, with Ω′R =
√
∆2f +Ω
2
R (1.57)
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the Rabi frequency, and the vector
~n =
1
Ω′R
(ΩR cos(ϕ0),ΩR sin(ϕ0),∆f). (1.58)
This Hamiltonian can be interpreted by looking at the qubit state
in the Bloch sphere as a pseudo-spin. Hence the second term in Eq.
(1.57) describes the Larmor precession of the pseudo-spin at angular
frequency Ω′R, around the axis defined by the vector ~n, while the first
term is a constant with no effect on the dynamics. Therefore, the dy-
namics of the two-level atom state in the Bloch sphere can be viewed
as the combination of two movements: a circular motion of frequency
Ω′R around the axis ~n in which the distance r to the center is main-
tained (unitary evolution), combined with a rotation in the XY plane
at frequency ωf ∼ E/ h. It is worth noticing that the Z component of
the vector ~n is proportional to the detuning between the two-level
atom and the field frequencies, ∆f, in contrast to the X and Y com-
ponents, which are proportional to ΩR. This implies that a large de-
tuning, ∆f  ΩR, will only imply rotations in the XY plane, making
all the Z axis points invariant, corresponding to no-energy exchange
between the two-level atom and the field. On the other hand, only
when nearly resonant frequencies are reached, ∆f  ΩR, the vector
~n is contained in the equatorial plane, and the field is able to induce
flips between the basis states |0〉 and |1〉, which corresponds to the
situation in which the two-level atom and the field exchange quanta
of energy E '  hωf.
1.2.3 The harmonic oscillator
The second canonical quantum extensively adopted in this PhD the-
sis is the one dimensional harmonic oscillator. This corresponds for
instance to a particle of mass m moving in one dimension, trapped
in a quadratic (attractive) potential Vˆ = mω2xˆ2/2. The Hamiltonian
of the model when including the kinetic energy of the particle reads
Hˆ =
pˆ2
2m
+
mω2
2
xˆ2, (1.59)
where xˆ and pˆ (with [xˆ, pˆ] = i h) are respectively the position and
momentum operators of the particle. The harmonic oscillator model,
apart of being ubiquitous in quantum physics as argued above, is
also one of the few models for which an exact analytical solution is
known. The eigenvalues and eigenstates of the Hamiltonian (1.59),
Hˆ |ψn〉 = En |ψn〉, are
En =  hω
(
n+
1
2
)
, (1.60)
Ψn(x) =
1√
2nn!
(mω
pi h
) 1
4
e−
mω2x2
2 h Hn(
√
mω
 h
x), (1.61)
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Figure 5: Picture of the first four energy levels and wavefunctions of the
quantum harmonic oscillator model. The infinite set of energy lev-
els are equally spaced with energy gap  hω. The annihilation and
creation operators, aˆ and aˆ†, produce respectively jumps down
and up in the energy levels ladder.
for n = 0, 1, 2, ..., and where we introduced the Hermite polynomi-
als Hn(z) = (−1)nez
2
∂nz (e
−z2). We hence obtain an infinite num-
ber of equally spaced (quantized) energy levels spanning the Hilbert
space of the harmonic oscillator. The wave-function corresponding to
the n-th energy level is a Gaussian function on x modulated by a
polynomial with n zeros or nodes (see Fig. 5).The eigenstates of Hˆ
are called Fock states, and will be denoted by {|0〉 , |1〉 , |2〉 , ..., |n〉 , ...}.
As an orthonormal basis, the Fock states fulfill 〈n|k〉 = δk,n, and∑
n |n〉 〈n| = 1. It is also worth noticing that the ground state of the
model, the state |0〉, is characterized by a non-zero energy, E0 =  hω/2,
usually called the zero point energy, or vacuum fluctuation energy.
It is very useful at this point to introduce the following annihilation
and creation (or simply ladder) operatorsAnnihilation and
creation operators
aˆ =
√
mω
2 h
(
xˆ+
i
mω
pˆ
)
, aˆ† =
√
mω
2 h
(
xˆ−
i
mω
pˆ
)
, (1.62)
which promote jumps in the energy ladder of the harmonic oscillator,
aˆ |n〉 = √n |n− 1〉 , aˆ† |n〉 = √n+ 1 |n+ 1〉 , (1.63)
and a |0〉 = 0. As can be easily appreciated, those operators remove or
add an energy quantum  hω to the oscillator, and fulfill the commu-
tation relation [a,a†] = 1. We can furthermore introduce the number
operator as Nˆ ≡ aˆ†aˆ, whose action over the Fock states is simply
Nˆ |n〉 = n |n〉, and fulfill
[Nˆ, aˆ] = −aˆ, [Nˆ, aˆ†] = aˆ†. (1.64)
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The Hamiltonian (1.59) can be rewritten in the canonical form Harmonic oscillator
Hamiltonian in
canonical form
Hˆ =  hω
(
Nˆ+
1
2
)
. (1.65)
In this above canonical form, the constant term corresponding to the
zero-point energy, E0 =  hω/2, is often neglected by redefining the en-
ergy origin. The energy corresponding to the Fock states {|n〉}, c.f. Eq.
(1.60), can be hence attributed to n quanta  hω [244]. The Hamiltonian
(1.65) may describe as well an electromagnetic field mode of angular
frequency ω in a (completely isolated) cavity, or more generally, one
of the components of the electromagnetic field propagating in free
space. In this case the excitations of the oscillator are called photons,
Nˆ the photon number operator, and the states |n〉, the photon num-
ber states. In light of the intimate connexion between the harmonic
oscillator model and the nature of the electromagnetic field, we will
often employ during this thesis the characteristic nomenclature used
for fields to refer as well to the general harmonic oscillator model,
and vice-versa.
Any generic pure state of the harmonic oscillator model can be
written as a superposition of Fock states
|ψ〉 =
∞∑
n=0
cn |n〉 , (1.66)
with complex coefficients cn, such that 0 6 |cn|2 6 1 and
∑
n |cn|
2 =
1. The time evolution of such state under the action of the Hamilto-
nian (1.65) is
|ψ〉 (t) = e− i h Hˆt |ψ〉 =
∞∑
n=0
cne
−iω(n+1/2)t |n〉 , (1.67)
that is, each of the Fock states appearing in the superposition |ψ〉,
acquires a time dependent phase. It is worth noticing that while
the number of quanta in the Fock states |n〉 is always well defined,
the mean value of the position (and momentum) operator vanishes,
〈n| xˆ |n〉 = 0, indicating that Fock states do not behave in a classical
way.
The thermal equilibrium state can be again defined for the har-
monic oscillator model from Eq. (1.48) as a mixture of Fock states
with Boltzmann weights
ρth =
∞∑
n=0
e−β
 hω(n+ 12 )
Z(β)
|n〉 〈n| , (1.68)
where β = 1/kBT represents again the inverse temperature, and
now the partition function reads Z(β) = eβ hω/2/(eβ hω − 1). The
mean energy in ρth using Eq. (1.65) reproduces Planck’s law 〈Hˆ〉th =
26 basic concepts
 hω(〈Nˆ〉th + 1/2), where 〈Nˆ〉th = (eβ hω − 1)−1 is the mean number of
quanta. Furthermore we see that in the limit T → ∞ (or equivalently
β→ 0) we obtain
〈Hˆ〉th ' kBT , 〈Nˆ〉th ' kBT hω , (1.69)
approaching the value predicted by the classical Maxwell-Boltzmann
distribution [30]. The variance in the number of quanta can be calcu-
lated yielding
σth(Nˆ) =
eβ
 hω
(eβ hω − 1)2
. (1.70)
It is now easy to check that the state ρth shows equilibrium energy
fluctuations verifying, like in the qubit system case,
σth(Hˆ) = kBT
2 ∂T 〈Hˆ〉th (1.71)
as corresponds to the canonical ensemble [211].
1.2.4 Coherent states
In contrast to Fock states, the coherent or Glauber states [220] (also
Gaussian states in more general contexts [586]) reproduce much bet-
ter the classical behavior required by the correspondence principle
[30]. They are usually denoted as |α〉, and can be defined as the (right)
eigenstates of the annihilation operator, that is a |α〉 = α |α〉 (or equiv-
alently 〈α|a† = α∗ 〈α|), with complex eigenvalue α. In the Fock states
basis they can be written as the superpositionsCoherent states
|α〉 = e− 12 |α|2
∞∑
n=0
αn√
n!
|n〉 , (1.72)
with a Poissonian probability distribution pα(n) = exp(−|α|2)|α|2n/n!
for the photon number. The distribution is peaked around the mean
number of quanta 〈Nˆ〉α = 〈α| Nˆ |α〉 = |α|2, with variance given by
σ2α = 〈Nˆ2〉α − 〈Nˆ〉2α = |α|2 = 〈N〉α. This implies that, as the mean
number of quanta increases, the distribution becomes more peaked
around its mean value, presenting smaller relative energy fluctua-
tions, corresponding to the classical case. Indeed coherent states can
be obtained by considering the radiation emitted by a classical oscil-
lating electric current [206, 498]. Another prominent physical example
is the highly coherent monochromatic light emitted by a laser.
An important property of coherent states is that they also corre-
spond to minimum uncertainty states for position and momenta
σα(xˆ)σα(pˆ) =
 h
2
(1.73)
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where σα(xˆ) =
√
 h/2mω and σα(pˆ) =
√
 hmω/2. Furthermore the
set of coherent states fulfill the completeness relation
∫
α |α〉 〈α| = pi1,
while being non-orthogonal |〈α|α′〉|2 = exp(−|α−α′|2) [498].
The time evolution of a coherent state |α〉 can be easily calculated
from Eq. (1.67) to be |α〉 (t) = e−iωt/2 |αe−iωt〉, meaning that the har-
monic oscillator always remains in a coherent state. Its wave function
in the position representation reads
ψα(x) =
(mω
pi h
) 1
4
e−|α|
2/2e
mωx2
2 h e(
√
mω/ hx−αe−iωt/
√
2)2 . (1.74)
It corresponds to a minimum uncertainty Gaussian wake packet which
maintains the same shape during its evolution, while its centroid fol-
lows a classical oscillatory trajectory between the two turning points
of the potential [206].
It is also convenient to introduce at this point the field quadratures
of the harmonic oscillator, corresponding to the operators Field quadratures
Xˆϕ ≡ 1√
2
(ae−iϕ + a†eiϕ) and Pˆϕ ≡ Xˆϕ+pi/2. (1.75)
They are dimensionless versions of the position and momenta op-
erators, rotated by an angle ϕ in phase space. They fulfill the com-
mutation relation [Xˆϕ, Pˆϕ] = i, as well as the uncertainty princi-
ple σ(Xˆϕ)σ(Pˆϕ) > 12 , in accordance with Eq. (1.1). With the help
of the field quadratures, we may consider an ‘optical’ phase space
in terms of the quadratures Xˆ0 and Pˆ0, instead of using the origi-
nal position and momentum operators, xˆ and pˆ, used to define the
quantum-mechanical phase space. In the optical phase space, coher-
ent states can be represented by filled circles centered around the
point (Re(α), Im(α)) with diameter 1/
√
2, as the uncertainty in any
field quadrature turns out to be equal, σα(Xˆϕ) = σα(Pˆϕ) = 1/
√
2.
Their time evolution, as calculated above, corresponds to a uniform
clockwise circular motion of the filled circle with respect to the ori-
gin of coordinates at angular velocity ω (see Fig. 6). A mere general
representation of states in the quantum optics phase space would
be obtained with quasi-probability distributions as discussed in Ref.
[488]
Notice that the vacuum state |0〉 is also a coherent state with α = 0.
It can be indeed represented in optical phase space as a filled circle
with the same diameter as any other coherent state, centered at the
origin of coordinates. This picture suggests that coherent states are
just vacuum states displaced in phase space a distance |α| in the di-
rection determined by the angle θ defined by the complex number
α = |α|eiθ. The above idea can be made mathematically precise by
defining a displacement operator Displacement
operator
Dˆ(α) ≡ eαaˆ†−α∗aˆ, (1.76)
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Figure 6: Representation of a Fock state |n〉 (blue color) and a coherent state
|α〉 (black color) in optical phase space. Fock states are represented
by hollow circles centered at the origin of coordinates, being its
uncertainty in any field quadrature negligible. In the other hand,
coherent states with α = |α|eiϕ, are represented by filled circles
stressing the presence of equal uncertainties in the quadrature
fields. The later are displaced from the origin of coordinates a dis-
tance |α| and rotate clockwise around the origin of coordinates at
angular velocity ω (see text).
which is unitary, Dˆ(α)Dˆ(α)† = Dˆ(α)†Dˆ(α) = 1, and fulfills Dˆ(α)† =
Dˆ(−α). Any coherent state can be generated applying the displace-
ment operator to the vacuum state Dˆ(α) |0〉 = |α〉 [498]. Moreover, the
action of the displacement operator over the annihilation and creation
operators turns out to be
Dˆ(α) a Dˆ(α)† = a−α, Dˆ(α) a† Dˆ(α)† = a† −α∗. (1.77)
Using the above properties one can also prove that
Dˆ(α)Dˆ(β) = Dˆ(α+β) e(αβ
∗−α∗β)/2,
Dˆ(α) |β〉 = e(αβ∗−α∗β)/2 |α+β〉 . (1.78)
These relationships play an important role in quantum optics. They
have been used e.g. in the development of field measurement tech-
niques such as homodyne detection [244].
Once the displacement operator has been introduced in Eq. (1.76),
we may apply it to arbitrary states. Of particular relevance is the so-
called coherent thermal state, defined asCoherent thermal
state
ρd ≡ Dˆ(α)ρth(β)Dˆ(α)† = e
−βDˆ(α)HˆDˆ(α)†
Z(β)
. (1.79)
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This state corresponds to the thermal equilibrium state of a displaced
field with modified Hamiltonian Hˆd ≡ Dˆ(α)HˆDˆ(α)† =  hω(Aˆ†Aˆ +
1/2), being Aˆ = a−α. The state ρd has the same entropy as the Gibbs
state ρth but modified mean energy
〈Hˆ〉ρd = Tr[Dˆ(α)†HˆDˆ(α)ρth(β)] = 〈Hˆ〉ρth +  hω|α|2, (1.80)
with the addition of a term scaling with |α|2. In the above equation
we used the cyclic property of the trace and the relations (1.77). In a
similar way we can calculate the energy fluctuations in the state
σρd(Hˆ)
2 = σρth(Hˆ)
2 + |α|2( hω+ 2〈Hˆ〉ρth), (1.81)
leading to a stretched photon number distribution with respect to
the thermal equilibrium case. In analogy to coherent states with re-
spect to vacuum, the coherent thermal state has the same shape as
the Gibbs state, displaced a distance |α| in direction θ.
1.2.5 Squeezed states
A second class of states of great importance in quantum optics and
quantum information, are the so-called squeezed states. In order to in-
troduce their definition and properties it is convenient to turn back
to the generalized Heisenberg’s uncertainty relation in Eq. (1.1). The
fluctuations of two conjugate observables Aˆ and Bˆ in any state ρ of
the quantum system under consideration are linked by
σ(Aˆ) σ(Bˆ) > 1
2
|〈[Aˆ, Bˆ]〉ρ|, (1.82)
where σ(Aˆ)2 = 〈Aˆ2〉ρ − 〈Aˆ〉2ρ denotes the variance of the observable
Aˆ in the state ρ. A state is called a squeezed state if it satisfies [498]
σ(Aˆ)2 <
1
2
|〈[Aˆ, Bˆ]〉ρ|, or σ(Bˆ)2 < 1
2
|〈[Aˆ, Bˆ]〉ρ|, (1.83)
that is, a squeezed state verifies that the variance in the statistics of
some observable is below the standard levels of quantum noise, at the
expense of increasing the fluctuations of the conjugate observable. If
the state of the system furthermore verifies the equality in Eq. (1.82),
then it is called an ideal squeezed state, a nomenclature originally intro-
duced in Ref. [100]. In the case of the harmonic oscillator, we usually
deal with quadrature squeezing, which is defined by Quadrature
squeezing
σ(Xˆϕ)
2 <
1
2
, or Pˆ2ϕ <
1
2
. (1.84)
It follows from that definition that Fock and coherent states are not
squeezed. Notice that the concept of squeezing may be applied as
well to any other two conjugate observables of the harmonic oscillator
other than the field quadratures [206].
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Squeezed states may be mathematically characterized by means of
the following squeezing operatorSqueezing operator
Sˆ(ξ) ≡ e 12(ξ∗aˆ2−ξaˆ†2), (1.85)
where ξ ≡ reiθ is a complex number with r > 0, usually called the
squeezing parameter, and θ ∈ [0, 2pi]. The squeezing operator may act
on any state of the harmonic oscillator and is intimately connected to
the second order coherences generated by the operators aˆ2 and aˆ†2,
describing two quanta annihilation and creation processes. Squeezing
must be henceforth considered as a quantum effect [206] with no
classical analogue [30].
The squeezing operator in Eq. (1.85) has many similarities with
the displacement operator introduced in Eq. (1.76). It is also unitary
Sˆ(ξ)Sˆ†(ξ) = Sˆ†(ξ)Sˆ(ξ) = 1, with Sˆ†(ξ) = Sˆ(−ξ). Furthermore it acts
on the annihilation and creation operators as
Rˆ ≡ Sˆ(ξ) aˆ Sˆ†(ξ) = aˆ cosh(r) + aˆ† sinh(r)eiθ
Rˆ† ≡ Sˆ(ξ) aˆ† Sˆ†(ξ) = aˆ† cosh(r) + aˆ sinh(r)e−iθ (1.86)
which defines a canonical Bogoliubov-Valatin transformation, map-
ping the annihilation and creation operators to the new operators Rˆ
and Rˆ† as given in Eq. (1.86), with [Rˆ, Rˆ†] = 1.
The most simple example of a squeezed state follows from apply-
ing the operator (1.85) to the vacuum state |0〉, to getSqueezed vacuum
state
|ξ〉 ≡ Sˆ(ξ) |0〉 = 1√
cosh(r)
∞∑
n=0
(− tanh(r))n
√
(2n)!
2nn!
|2n〉 , (1.87)
called the squeezed vacuum state. Notice that this state is an infinite
superposition of even-quanta Fock states, with non-zero mean num-
ber of quanta 〈Nˆ〉ξ = sinh(r)2 and variance
σξ(Nˆ)
2 = 2 sinh(r)2 cosh(r)2 = 2〈Nˆ〉ξ(〈Nˆ〉ξ + 1),
showing photon bunching and super-Poissonian statistics [360, 570].
The squeezed vacuum state also verifies Rˆ |ξ〉 = 0, and can be re-
garded as the vacuum (ground) state of the Bogoliubov mode defined
by a Hamiltonian of the form HˆB =  hω(Rˆ†Rˆ+ 1/2). The crucial prop-
erty of the state (1.87) is the modification of their variances in the field
quadratures along the angle θ/2 with respect to the vacuum state
σξ(Xˆθ/2)
2 =
e−2r
2
, σξ(Pˆθ/2)
2 =
e2r
2
. (1.88)
As we can see in the above equation, the fluctuations in the field
quadrature Xˆθ/2 are ’squeezed’ by an exponential factor depending
on the squeezing parameter r, while the ones in Pˆθ/2 are increased by
the inverse multiplicative factor. They still correspond to a minimum
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uncertainty state (or ideal squeezed state), that is σξ(Xˆθ/2)σξ(Pˆθ/2) =
1/2. The squeezed vacuum (1.87) can be represented in optical phase
space as a filled ellipse centered at the origin, minor axis in the θ/2
direction and major axis in the (θ+ pi)/2 one, with respective widths
given by the variance in Eq. (1.88). Furthermore, the time evolution
generated by the Hamiltonian (1.65) will produce clockwise rotation
of the ellipse at uniform angular frequency ω.
The above introduced squeezed vacuum state may be generalized
by applying the displacement operator in Eq. (1.76) as
|α, ξ〉 = Dˆ(α) |ξ〉 = Dˆ(α)Sˆ(ξ) |0〉 , (1.89)
where again ξ = reiθ and α = |α|eiϕ. This family of squeezed dis-
placed states, including the vacuum squeezed state |ξ〉, are all ideal
squeezed states with the same variances in the field quadratures as in
Eq. (1.88), independently of the field amplitude α. Indeed squeezing
is a macroscopic quantum effect which may be present in high inten-
sity fields [570], a prediction which has been recently demonstrated
in the laboratory [552] (see also Ref. [553]). The photon number dis-
tribution in squeezed coherent states is peaked around 〈Nˆ〉α,ξ =
|α|2 + sinh2(r) with variance σα,ξ(Nˆ) = |α cosh(r) − α∗ sinh(r)eiθ|+
2 cosh2(r) sinh2(r) [30]. It can show both sub-Poissonian or super-
Poissonian statistics depending on the squeezing and displacement
angles θ and ϕ, and hence display anti-bunching or bunching effects
[360]. The representation of squeezed displaced states in optical phase
space can be easily obtained by just shifting the ellipse representing
the squeezed vacuum state |ξ〉 a distance |α| along the direction de-
fined by ϕ [206]. Squeezed displaced states have been studied since
the 60s by authors interested in the generalization of the minimum
uncertainty states in different systems [100, 262, 361, 362, 466, 528,
529, 598] (for reviews see [360, 570]).
Another interesting example of a squeezed state to particular rel-
evance for this thesis is the squeezed thermal state, resulting from the
application of the squeezing operator (1.85) to the thermal equilib-
rium state [177, 303] Squeezed thermal
state
ρsq = Sˆ(ξ) ρth Sˆ(ξ)
† = Sˆ(ξ)
e−βHˆ
Z(β)
Sˆ(ξ)†, (1.90)
with again ξ = reiθ, to be compared with Eq. (1.79). In analogy to
the displaced thermal state, the squeezed thermal state has the same
entropy as the Gibbs state but an increased mean energy
〈Hˆ〉ρsq = Tr[HˆSˆ(ξ) ρth Sˆ(ξ)†] =  hω
(
〈Nˆ〉th cosh(2r) + sinh(r)2 + 1
2
)
,
which increases exponentially with r. Its fluctuations are also larger
than in the thermal equilibrium case, and given by
σsq(Hˆ) = ( hω)
2
(
cosh(4r)(〈Nˆ〉2th + 〈Nˆ〉th) + sinh2(2r)/2
)
. (1.91)
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Figure 7: Experimental results from generation and detection of different
states of squeezed light by using a lithium-niobate optical paramet-
ric oscillator, pumped by a frequency-doubled continuous-wave
Nd : YAG laser. In the left column the noise traces in the photocur-
rent iΩ(t) when measuring the field quadratures are shown. In the
center column the quadrature distributions are plotted, which can
be interpreted as the time evolution of wave packets during one os-
cillation period. Finally in the third column it is shown one of the
reconstructed quasi-probability distributions (the Wigner function
[488]) of the generated states. From top to bottom: coherent state,
phase-squeezed state, state squeezed in the θ = 48º-quadrature,
amplitude squeezed state, and squeezed vacuum state. Image ob-
tained from Ref. [69].
Moreover, in this case its variances in the field quadratures Xˆθ/2 and
Pˆθ/2 read
σρsq(Xˆθ/2)
2 = e−2rσρth(Xˆθ/2)
2 = e−2r(〈Nˆ〉th + 1
2
),
σρsq(Pˆθ/2)
2 = e2rσρth(Pˆθ/2)
2 = e2r(〈Nˆ〉th + 1
2
), (1.92)
again producing the squeezing of the fluctuations in the first quadra-
ture at expenses of increasing in the conjugate one. The will turn on
the interesting properties of the squeezed thermal states from a quan-
tum nonequilibrium thermodynamics point of view in Part IV of this
thesis.
The first experimental generation of squeezed light was performed
in 1985 using four-wave mixing techniques in an optical cavity with
sodium atoms [517, 518]. Other pioneering experimental realizations
of squeezing states include four-wave mixing in optical fibers [509]
and degenerate parametric down conversion by using a nonlinear-
optical crystal of MgO : LiNbOs inside an optical cavity [591]. The
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development of quantum state reconstruction methods and related
theoretical tools, allowed then to comprehensively analyze and recon-
struct squeezed states of light (see e.g. Fig. 7 and Ref. [69]). Squeezed
thermal states have been also generated in the laboratory in a variety
of physical systems of interest, its first experimental realization being
throughout a Josephson-parametric amplifier operated at microwave
frequencies [600].
Squeezing nowadays constitutes a central tool in quantum optics,
with several applications in quantum metrology, quantum communi-
cation and quantum information processing [218, 440]. Some exam-
ples are the use of squeezed states of light in gravitational-wave de-
tection [100, 111, 221], as well as in quantum teleportation scenarios
[184], quantum computation with continuous variable systems [357],
secure quantum key distribution protocols [258], or quantum imag-
ing [73]. Furthermore, squeezing has been also successfully generated
and detected in non-optical systems such as trapped atoms [389, 390],
Bose-Einstein condensates [170, 415], collective spin-wave excitations
(magnons) [608], or motional degrees of freedom in optomechanical
setups [435, 588].
1.3 quantum measurement
As commented previously, quantum theory ascribes an intrinsic prob-
abilistic nature to measurement results of any observable. Even when
we have maximal knowledge about the state of a system, that is, a
pure state, the observables of the system are not completely deter-
mined, and if we measure it, different random results are obtained.
In this section we introduce the formalism of quantum measurement.
First we will introduce ideal quantum measurements to then move
to the case of indirect measurements, i.e. measurements that are per-
formed with the help of an ancillary system which is correlated with
the system to be measured. We will use along the section the formal-
ism of density operators introduced above and the related quantities
used to measure purity, uncertainty or correlations in composite sys-
tems.
1.3.1 Ideal measurements
Ideal quantum measurements constitute the simplest case of measure-
ments in quantum theory, in which no extra sources of noise coming
from the measuring apparatus are considered. They were introduced
by Von Neumann [569] and Lüders [363] and are given in terms of
projectors. Imagine we want to measure some observable given by an
hermitian operator
Oˆ =
∑
k
okΠˆk, (1.93)
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where ok are the real eigenvalues of Oˆ, which we consider to be dis-
crete. The operators Πˆk are called the projectors onto the eigenspace
of Oˆ with eigenvalue ok. If the eigenvalues are non-degenerate we
recover the expression introduced at the beginning of Sec. 1.1, that is,
the projectors Πˆk = |ok〉 〈ok| have rank-1. Otherwise a new quantum
number has to be introduced in order to take into account the degen-
eracy, the projector then reading Πˆk =
∑dk
n=1 |ok,n〉 〈ok,n|, where
dk is the degeneracy of the eigenvalue ok. Notice that the sum of
all degeneracies gives us the dimension of the system Hilbert space,∑
k dk = dim(H). In any case the projectors always fulfill orthonor-
mal relations ΠˆkΠˆn = δk,nΠˆk and the completeness relation
∑
k Πˆk =
1ˆ, i.e. they provide a resolution of the identity operator.
The projection postulate states that we can choose any arbitrary ob-
servable Oˆ with a corresponding set of projectors {Πˆk} to measure
our system. The state of the system prior to measurement can be de-
scribed by a density operator ρ. As a result of the measurement we
will obtain an eigenvalue ok, with probability Pk = Tr[ρΠˆk], leaving
the system after measurement in state
ρ ′k =
Πˆk ρ Πˆk
Pk
, (1.94)
i.e. the state is projected onto the eigenspace Πˆk of Oˆ. Then any poste-
rior measurement of the observable Oˆwould produce the same result
ok, leaving unaltered the system so far, as can be easily checked iter-
ating Eq. (1.94). We call ρ ′k the conditional state of the system after the
selective measurement, which implies knowledge about the result, as
labeled by index k. If, on the contrary, we know that a measurement
has been performed but we ignore the result (or forgot it), then the
final state after measurement is given by averaging over all possible
outcomes of the measurement
ρ ′ =
∑
k
Pkρ
′
k =
∑
k
Πˆk ρ Πˆk, (1.95)
to which we refer as the unconditional state after the unselective mea-
surement. Different observers can ascribe different density operators
to the same system depending on their knowledge in a compatible
way [586].
A selective measurement, in general, tends to reduce the entropy
of a state ρ, as we obtain information about it. Indeed if the projec-
tors Πˆk are rank-1, the conditional state after measurement is pure,
ρ ′k = Πˆk = |ok〉 〈ok| and then S(ρ) > S(ρ ′k) = 0. On the other hand,
for an unselective measurement the entropy of the state cannot de-
crease, S(ρ ′) > S(ρ), holding the equality if and only if the state of
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Figure 8: Configuration of the Stern-Gerlach experiment showing the exis-
tence of the spin and the influence of quantum measurement on
the state of the system being measured. Pictures from Ref. [39].
the system is unaltered by the measurement [408]. The proof of the
above statement follows from Klein’s inequality, by noticing that
S(ρ ′) − S(ρ) =− Tr[ρ ′ ln ρ ′] − S(ρ) = −
∑
k
Tr[ΠkρΠk ln ρ ′] − S(ρ)
=− Tr[ρ ln ρ ′] − S(ρ) = D(ρ||ρ ′) > 0, (1.96)
where we have used [Πˆk, ρ ′] = 0, the cyclic property of the trace and∑
k Πˆ
2
k = 1. This result can be understood from the fact that an uns-
elective quantum measurement disturbs the system in a random way,
as we have no information about the result of the measurement, and
hence we lose information about its state. From the above expression
it is also clear that S(ρ ′) = S(ρ) if and only if ρ ′ = ρ, i.e. the mea-
surement does not change the state of the system. For this to happen
we need [Oˆ, ρ] = 0. Hence in contrast to unitary evolutions, measure-
ments can change the entropy of a system, leading, in general, to
irreversible processes in which information is lost.
To give a simple example of an ideal measurement, let us consider
a spin-12 particle. We denote as {|0〉 , |1〉} the two spin eigenstates on
the z-axis. The system is prepared in a state of the form
ρ = pg |0〉 〈0|+ cge |0〉 〈1|+ c∗ge |1〉 〈0|+ pe |1〉 〈1| , (1.97)
where pe + pg = 1 and |cge|2 6 pepg, corresponding to a pure
state when the equality is reached. Now imagine we perform a mea-
surement of the spin on the z-axis, as given by the operator Sˆz =
−
 h
2 Πˆ0 +
 h
2 Πˆ1, with projectors Πˆ0 = |0〉 〈0| and Πˆ1 = |1〉 〈1|. This corre-
sponds to the prototypical measurement of spin first realized in 1922
in the Stern-Gerlach experiment (see Figure 8). As a result of the mea-
surement we obtain spin − h/2 with probability pg, collapsing the
state of the particle to |0〉, or spin  h/2 with probability pe, then col-
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lapsing the state to |1〉. If the ensemble of all the outputs is considered
we get the following unconditional state after measurement:
ρ ′ = pg |0〉 〈0|+ pe |1〉 〈1| , (1.98)
which is simply a mixture of states |0〉 and |1〉. Here the coherences
in the {|0〉 , |1〉} basis present in the initial state ρ, have ‘disappeared’
by effect of the measurement. This means that the system has been
disturbed in a random way (collapsing either to |0〉 or |1〉) and we lose
information if we does not have access to the result of each measure-
ment.
1.3.2 Generalized measurements
In the previous section we introduced projective measurements as
the simplest case of quantum measurements. However, in real experi-
ments this ideal description is often not adequate, for example when
the apparatus performing the measurement introduces some noise, or
when we verify that the final state of our system is not an eigenstate of
the observable that we are measuring [586]. Furthermore, one never
measures directly the system of interest. It usually interacts with an-
other systems, such as the environment or the meter, from which we
finally collect the information. Then if we want to generalize the de-
scription of measurements to account for more general situations, we
must consider composite systems. One of the major problems in the
interpretation of quantum measurements is that, even if we include
in our description a chain of other systems interacting one with the
next and broadcasting progressively the information we want to re-
trieve, at some stage we always have to cut the chain introducing an
ideal measurement. This is the so-called Heisenberg’s cut [251]. In
practice, we will introduce the Heisenberg’s cut by simply adding a
second stage to our measurement process, that is, our system of in-
terest interacts with another ancillary system on which we assume to
perform a projective measurement. Considering a chain with only one
extra element is appropriate when the ancillary system undergoes a
rapid decoherence process, which will yield results negligibly differ-
ent from those obtained by adding further stages in the measurement
process [586].
Let’s consider the quantum system which we want to measure, S,
with associated Hilbert space HS, and an ancillary system A (with
HA) representing the measuring apparatus. As in the introduction to
composite systems in Sec. 1.1.5, we assume system and ancilla to be
completely independent of each other at the initial instant of time,
t = 0, i.e. the global state of the composite system is a product state
ρSA(0) = ρS ⊗ ρA, where ρA is a generic known state of the meter.
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Figure 9: Schematic representation of the generalized measurement process
introduced in the text. System and ancilla are prepared in an un-
correlated state, and interact by means of the unitary evolution
operator Uˆ from t = 0 to t = τ, building up correlations between
them. Then the observer performs quasi-instantaneously a local
ideal measurement of the observable RˆA on the ancilla, obtaining
outcome k, and leading to back-action on the system.
Then for some arbitrary period of time, τ, system and meter interact
via the Hamiltonian
Hˆ(t) = HˆS + HˆA + Hˆint(t), (1.99)
where HˆS is the Hamiltonian of system alone, HA is the Hamiltonian
of the ancilla, and Hˆint(t) represents some time-dependent interaction
between system and ancilla, which becomes zero outside the time
interval [0, τ]. Hence the composite system follows unitary evolution
as given by Eq. (1.6), that is
Uˆ ≡ Uˆ(τ, 0) = T+ exp
(
−
i
 h
∫τ
0
dt Hˆ(t)
)
, (1.100)
building up correlations between system and ancilla. The state of the
composite system after evolution is
ρSA(τ) = Uˆ (ρS ⊗ ρA) Uˆ†, (1.101)
which in general is an entangled state. Then an ideal measurement
of some observable RˆA =
∑
k rkΠˆ
A
k , with Πˆ
A
k projectors on the eigen-
spaces corresponding to eigenvalues rk, is performed on the ancilla
(here RˆA acts only on the ancilla’s Hilbert space HA). This measure-
ment may take some time as well, during which we assume the evolu-
tion of system and ancilla is negligible, and hence consider the mea-
surement as instantaneous. In Fig. 9 we provide a sketch of this gen-
eralized measurement scheme.
The probability of obtaining the result rk on the ancillary system,
according to the projection postulate, is then given by
Pk = Tr[(1S⊗ΠAk )ρSA(τ)] = Tr[Uˆ†(1S⊗ ΠˆAk )Uˆ(ρS⊗ ρA)], (1.102)
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where the trace is performed over the whole Hilbert space HS ⊗HA.
Analogously, the global state of system and ancilla after obtaining
outcome k in the measurement reads
ρ
′(k)
SA (τ) = (1S ⊗ ΠˆAk ) ρ(τ) (1S ⊗ ΠˆAk ) / Pk, (1.103)
according to Eq. (1.95), while its unconditional counterpart should
read ρ′SA(τ) =
∑
k Pkρ
′(k)
SA (τ). Given the spectral decomposition ρA =∑
n qn |φn〉 〈φn|A, and assuming for simplicity the ancillary projec-
tors to be rank-1, i.e. ΠˆAk = |rk〉 〈rk|A, the above Eq. (1.102) may be
rewritten as follows
Pk = TrS[
∑
n
Mˆ
†
k,nMˆk,n ρS], (1.104)
where we have introduced the measurement operators:
Mˆk,n = 〈rk|A Uˆ |φn〉A
√
qn, (1.105)
acting on the system Hilbert space HS. Notice that Mˆk,n actually
depend on two indices corresponding to the measurement result rk,
and the initial pure state |φn〉 of the ancilla, as given by the spec-
tral decomposition of ρA. However, since we can rewrite the ancilla
density operator as an arbitrary mixture of (non-orthonormal) pure
states, the term measurement operator is often restricted to the case in
which the ancilla starts in a pure state, i.e. Mˆk = 〈rk|A Uˆ |φ〉A. In this
case the operators are unequivocally associated to the results of the
measurement. In any case we can always define the positive operators
Effects
Fˆk =
∑
n
M
†
knMkn 6 1ˆS, (1.106)
These are the so-called effects of the measurement corresponding to
outcome k, as they completely determine the statistics of the measure-
ment results. It is worth noticing that
∑
k Fk =
∑
k,nM
†
k,nMk,n = 1,
i.e. the effects constitute a resolution of the identity in the system
Hilbert space HS, which implies
∑
k Pk = 1. The set {Fˆk;k} is usually
called a Positive-Operator-Valued Measure (POVM) [586].
The measurement operators are also useful to account for the local
disturbance of the measurement on the system. The reduced state of
the system after the selective measurement conditioned to outcome
k, taking the trace in Eq. (1.103) over the ancilla degrees of freedom,
reads
ρ
′(k)
S =
∑
n
Mˆk,n ρS Mˆ
†
k,n
Pk
≡ Ek(ρS)
Pk
, (1.107)
to be compared to Eq. (1.95). We call the mappingQuantum operation
Ek(ρS) =
∑
n
Mˆk,nρSMˆk,n, (1.108)
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transforming positive operators into positive operators, a quantum op-
eration. Notice that Ek in general does not preserve the trace, unless
there is only one possible outcome in the measurement (Pk = 1).
From Eq. (1.107) we immediately find that the unconditional system
state after measurement is
ρ′S =
∑
k
Pk ρ
′(k)
S =
∑
k,n
Mˆk,n ρS Mˆ
†
k,n ≡ E(ρS), (1.109)
and we will refer to E(ρS) =
∑
k Ek(ρS) as a quantum map, which
preserves the trace and hence transforms physical states into physical
states of the system. In Chapter 2 we will turn to this important class
of maps, also called Completely Positive and Trace Preserving (CPTP)
maps. On the other hand, after obtaining result k in the measurement,
the ancillary system collapses to the pure state ΠAk , and hence the
corresponding unconditional ancillary state is
ρ ′A =
∑
k
Pk |rk〉 〈rk|A . (1.110)
1.3.3 Classes of measurements
The measurement scheme presented in the previous section did not
assume any form of the interaction Hamiltonian leading to the global
evolution Uˆ. This allows to include measurements that give only par-
tial information about the system, that disturb the system minimally
or even that do not correspond to observables of the system. Such
generalized measurements are essential to account for the effects of
both classical and quantum noise in the measurement apparatus by
means of the initial state of the ancilla, a general mixed state diagonal
in a different basis than the eigenstates {|rk〉} of RˆA.
In the following we will describe some important classes of mea-
surements by imposing extra conditions on the form of the effects or
the measurement operators (for a more complete classification of mea-
surements see [586]). However, it is important to first introduce the
so-called polar decomposition theorem. This theorem states that any op-
erator can be expressed as a product of a positive operator and a
unitary one. For instance, for the measurement operators: Polar decomposition
theorem
Mˆk = UˆkNˆk, (1.111)
where the unitary part is UˆkUˆ
†
k = Uˆ
†
kUˆk = 1 and we have introduced
the positive and Hermitian operator Nˆk = Nˆ
†
k. The theorem is re-
ally relevant as it gives us a picture of a quantum measurement as
a combination of two processes. The first process determined by the
action of the positive operator Nˆk is irreversible and responsible for
the back-action on the system associated with the information gath-
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ering process [586]. Indeed it completely determines the statistics of
the measurement
Pk = TrS[Mˆ
†
kMˆkρS] = TrS[(Nˆk)
2ρS], (1.112)
and extracts information about the system corresponding to its eigen-
basis, hence disturbing it when [Nˆk, ρS] 6= 0. The second process of
the measurement consist on the unitary operation Uˆk:
ρ
′(k)
S = Uˆk
NˆkρSNˆk
Pk
Uˆ
†
k, (1.113)
which can be viewed as a reversible feedback process depending on the
specific result of the measurement. The positive operators {Nˆk} can
change the eigenvalues of ρS, and therefore its entropy. In contrast,
the unitary operation does not provide any further information about
the system [282].
1.3.3.1 Efficient measurements
A first class of measurements are the so-called efficient measurements.
They correspond to the case in which the operations Ek are defined
in terms of a single measurement operator
Ek(ρS) = MˆkρSMˆ
†
k, (1.114)
and results when the ancillary system starts in a pure state, as we
showed in Sec. 1.3.2. Hence efficient measurements transform pure
states into pure states and any noise arising in the process can be
interpreted as quantum noise [586].
The term efficient makes reference to the fact that this kind of mea-
surements are the only ones that produce, on average, an information
gain [181, 407]
S(ρS) >
∑
k
PkS(ρ
′(k)
S ), (1.115)
which implies a refining of the observer’s state of knowledge. How-
ever the entropy of the state conditioned to outcome k is not neces-
sarily lower than the entropy of the initial state for all the outcomes.
Furthermore, the entropy of the unconditional system state after mea-
surement, ρ ′S =
∑
k Pkρ
′(k)
S , can be either greater or lower than the
entropy of the initial state ρS. In the later case, the reduction of en-
tropy in the system is always compensated by an increase in the en-
tropy of the ancilla, the total entropy of the composite system being
always a non-decreasing quantity.
1.3.3.2 Bare measurements
Bare measurements are a subclass of efficient measurements. They
are defined from the polar decomposition theorem introduced in
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Eq. (1.111) as the ones in which the unitary part of the decomposi-
tion is absent, Uˆk = 1ˆS up to an arbitrary phase. In this case we have
that Mˆk =
√
Fˆk = Nˆk and the measurement disturbs the system state
only ‘minimally’, in the sense that the average fidelity between a pure
initial state and the conditional state after measurement is maximized
[586] 4.
As bare measurements are given by positive Hermitian operators,
they do not disturb the system state if [Mˆk, ρS] = 0. Furthermore,
the measurement operators represent different observables of the sys-
tem, being Hermitian operators acting on the Hilbert space HS, from
which partial information is obtained in the measurement process.
Finally bare measurements also satisfy
S(ρ ′S) > S(ρS) >
∑
k
PkS(ρ
′(k)
S ). (1.116)
As for ideal measurements, ignoring the result of the measurement
always produces a loss of information about the system state. Indeed,
Eq. (1.116) can be extended to all measurements for which the uni-
tary operators Uˆk are equal (i.e. not depending on the measurement
outcome k) and to any other measure of mixedness of the state [586].
1.3.3.3 Complete measurements
Complete measurements extract all the information contained in the
initial state of the system, and hence further measurements do not
provide new insight about it. This condition can be made formal by
requiring that the conditional states associated to any outcome k do
not depend on ρS. This implies that the operations associated to the
measurements are of the form [586]
Ek(ρS) =
∑
n,m
|ψ
(k)
n 〉 〈φ(k)m | ρS |φ(k)m 〉 〈ψ(k)n | , (1.117)
{|ψ
(k)
n 〉} and {|φ(k)m 〉} being arbitrary states of HS (possibly non nor-
malized). The probability of obtaining outcome k is then
Pk =
∑
n
| 〈ψ(k)n |ψ(k)n 〉 |2
∑
m
〈φ(k)m | ρS |φ(k)m 〉 , (1.118)
and the effects of the measurement are
Fˆk =
∑
n,m
〈ψ(k)n |ψ(k)n 〉 |φ(k)m 〉 〈φ(k)m | , (1.119)
with
∑
k Fˆk = 1ˆS. It is easy to see that in this case
ρ
′(k)
S =
Ek(ρS)
Pk
=
∑
n |ψ
(k)
n 〉 〈ψ(k)n |∑
n | 〈ψ(k)n |ψ(k)n 〉 |2
, (1.120)
4 However as pointed in Ref.[282] the disturbance of a measurement can be defined
in other different ways.
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which is independent of ρS. Notice that here any initial state of the
system is transformed into ρ ′(k)S only depending on the outcome k.
On the other side the unconditional state of the system reads
ρ ′S = E(ρS) =
∑
k
Ek(ρS) ≡
∑
k
akAˆk, (1.121)
with Aˆk =
∑
n |ψ
(k)
n 〉 〈ψ(k)n | and ak =
∑
m 〈φ(k)m | ρS |φ(k)m 〉, which
may still depend on the initial state ρS through the quantities ak.
1.3.3.4 Non-demolition measurements
A quantum non-demolition measurement (QND measurement), as intro-
duced by Braginsky and Khalili [58], is defined as a measurement for
which the probability distribution of some observable of the system,
OˆS, does not change during the measurement process. For the case
of a unselective measurement this implies [72]
Tr[(OˆS)lρS] = Tr[(OˆS)lρ ′S] =
∑
k,n
Tr[(OˆS)lMˆk,nρSMˆ
†
k,n], (1.122)
where l is any integer. This means that all the moments of OˆS are
the same before and after the measurement, and hence the complete
distribution of its eigenvalues. We can rewrite the above equation as∑
k,n
Tr[Mˆ†k,n(OˆS)
lMˆk,nρS] − Tr[(OˆS)
lρS] =
=
∑
k,n
Tr[Mˆ†k,n[(OˆS)
l, Mˆk,n] ρS] = 0, (1.123)
where we have used
∑
k,n Mˆ
†
k,nMˆk,n =
∑
k Fˆk = 1ˆS. The above con-
dition Eq. (1.122) [or equivalently Eq. (1.123)] must be satisfied for all
initial states ρS. Hence a sufficient condition for a QND measurement
is
[OˆS, Mˆk,n] = 0 ∀ k,n, (1.124)
which are sometimes also called back-action-evading measurements. By
following the general measurement scheme of Sec. 1.3.2 this condi-
tion can be translated into [OˆS ⊗ 1ˆA, Uˆ] = 0, Uˆ being the unitary
evolution operator in Eq. (1.100), coupling system and ancilla. This
can be achieved by requiring both
[HˆS, OˆS] = 0, and [Hˆint, OˆS ⊗ 1ˆA] = 0, (1.125)
which ensures that the statistics of the system observable OˆS are not
disturbed by the interaction with the ancilla. Here the observable OˆS
defines the so-called pointer observable, which determines the basis
states (or pointer basis) which are robust against the measurement pro-
cess [610].
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1.3.3.5 Projective measurements
Finally, we stress that ideal measurements introduced in Sec. 1.3.1 are
a particular case of the above generalized measurements, also called
projective measurements. They correspond to the case in which the mea-
surement operators are projectors onto the eigenspaces of some ob-
servable OˆS on HS:
Mˆk = Fˆk = Πˆ
S
k, (1.126)
with the orthogonality ΠˆSkΠˆ
S
l = δk,lΠˆ
S
k and completeness relations∑
k Πˆ
S
k = 1ˆS. Again the observable OˆS is generally determined from
the specific form of the interaction Hamiltonian Hˆint(t) in Eq. (1.99)
which couples system and ancilla during the first part of the mea-
surement process. In the case of a strong interaction we can approx-
imate Hˆ(t) ' Hˆint(t), and the pointer observable is the one satisfying
[Hˆint(t), OˆS] = 0.
We notice that projective measurements are simultaneously efficient,
bare, and non-demolition measurements. However they are only com-
plete when the projectors ΠˆSk onto eigenspaces of the system observ-
able OˆS are rank-1. The latter subclass of projective measurements is
called by some authors, von Neumann measurements [586].
1.4 classical and quantum correlations
Correlations are the main characterizing signature of multipartite sys-
tems. Furthermore, it has been a long standing question in quan-
tum theory the distinction between classical and quantum correla-
tions from a theoretical point of view, but also in the search of new
applications and the development of quantum technologies. In this
section we review different indicators of classical and quantum cor-
relations present in bipartite or multipartite systems and introduce
specific quantifiers which will be especially useful in Part II of this
thesis.
1.4.1 Entanglement
The phenomenon of entanglement is a consequence of the superpo-
sition principle when applied to composite systems. It yields a rich
and striking phenomenology which led Scrödinger to consider it as
“The characteristic trait of quantum physics” [494]. It constitutes a
key quantum resource for the development of quantum communica-
tion and quantum computation, responsible of applications such as
superdense coding, quantum teleportation, quantum error-correction
algorithms or key-distribution protocols for quantum cryptography
[269, 408].
We already introduced entanglement in the case of pure states
through the Schmidt decomposition theorem in Sec.1.1.5. In the more
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general context of the density operator formalism, we say that a
state ρAB of a composite quantum system AB (with Hilbert space
HA ⊗HB) is entangled if it cannot be written in the formA general separable
state
ρAB =
∑
k
pk ρ
(k)
A ⊗ ρ(k)B (1.127)
where ρ(k)A and ρ
(k)
B are local states of systems A and B respectively,
and 0 6 pk 6 1 with
∑
k pk = 1. The states of the form in Eq. (1.127)
are called separable states and can always be prepared by distant ob-
servers following instructions from a common source [30]. On the
other hand, for two systems to be entangled it is required some kind
of interaction, which makes them lose their local identity. In this case
there exist properties of the composite system that cannot be recon-
structed by means of local operations on the subsystems, even if the
local observers are allowed to communicate classically. This makes
entanglement a notion of the quantumness of correlations, as un-
der the framework of Local Operations and Classical Communication
(LOCC), only separable states in the form of Eq. (1.127) can be gener-
ated [269]. Any other state contains some degree of entanglement.
The Schmidt decomposition not only allows to characterize entan-
glement in bipartite pure quantum states, but also leads to a measure
of entanglement, the so-called entropy of entanglement. Indeed, if the
global state is pure, ρAB = |Ψ〉 〈Ψ|, it follows that the reduced states,
ρA = TrB[ρAB] and ρB = TrA[ρAB], have exactly the same eigenval-
ues, which implies, as we already pointed in Sec. 1.1.6, that they have
the same von Neumann entropy. The entropy of entanglement is pre-
cisely defined as this quantity:Entropy of
entanglement
E(|Ψ〉 〈Ψ|) = S(TrA[|Ψ〉 〈Ψ|]) = S(TrB[|Ψ〉 〈Ψ|]) > 0, (1.128)
which is only zero in the case of a separable state in the form |Ψ〉 =
|ψ〉A ⊗ |φ〉B.
However, in the case of mixed states the situation becomes much
more complicate and a remarkable theoretical effort has been devoted
to quantifying entanglement. In this context, many indicators with
its own advantages and disadvantages have been proposed. In the
following we will review some of them, but let us first state a general
set of desirable conditions which a measure of entanglement in mixed
states, E(ρAB), should fulfill [269, 558]:
1. If the state ρAB is separable then E(ρAB) = 0. That is, separable
states have zero entanglement.
2. Local unitary operators cannot modify the amount of entangle-
ment
E(ρAB) = E(UˆA ⊗ UˆBρABUˆ†A ⊗ Uˆ†B) (1.129)
where UˆA and UˆB are arbitrary unitary operators acting on HA
and HB respectively.
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3. LOCC operations cannot increase the entanglement
E(ρAB) > E(
∑
i
piMˆ
A
i ⊗ MˆBi ρAB MˆA†i ⊗ MˆB†i ) (1.130)
for any set of measurement operators {MˆAi } and {Mˆ
B
i } on sub-
systems A and B respectively. Notice that they can share a com-
mon index, meaning that the operations in subsystems A and B
may be correlated.
4. When the state ρAB is pure, the measurement of entanglement
reduces to the entropy of entanglement in Eq. (1.128).
The following measures of entanglement fulfill conditions (1-3) and
some of them also condition (4). Some of them provide specific oper-
ational interpretations of entanglement while others are more easily
computable. Whether we use one or the other depends mainly on the
specific situation for which entangled states are needed.
• Logarithmic Negativity: This measure is based on the Positive Par-
tial Transpose (PPT) criterion, which constitutes a strong condi-
tion for the separability of a quantum state [430]. It asserts that if
ρAB is separable then, the partial transposed matrix ρ
TA
AB, where
the indices of one of the two subsystems (here A) have been ex-
changed, is a ‘legal’ density operator (i.e. it is non-negative and
has unit trace). The PPT criterion is in general a necessary con-
dition for separability, but it is also a sufficient condition for the
case of composite systems consisting of two two-level systems
and the composition of a two-level system and a three-level sys-
tem [269].
Logarithmic negativity captures the violation of the PPT crite-
rion. It is defined as Logarithmic
negativity
EN(ρAB) ≡ ln Tr[
√
ρ˜
†
ABρ˜AB] (1.131)
being ρ˜AB = ρ
TA
AB (or equivalently ρ
TB
AB), the partial transpose of
the density operator ρAB. Notice that for separable states, ρ
TA
AB
is a legal density operator and hence EN(ρAB) = ln Tr[ρ
TA
AB] = 0,
thus satisfying condition (1). Furthermore it also fulfills con-
ditions (2) and (3), while representing an additive and easily
computable quantity [563]. In particular, we will employ the
logarithmic negativity as a measure of entanglement between a
pair of dissipative harmonic oscillators in chapters 5 and 6, for
which a closed expression exists when the global state ρAB is
Gaussian (see below).
• Entanglement of formation: This is an extension of the entropy of
entanglement to mixed states. It is defined as [46] Entanglement of
formation
EF(ρAB) ≡ min
∑
i
piS(ρ
(i)
A ), (1.132)
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ρ
(i)
A = TrB[|Ψ
(i)〉 〈Ψ(i)|] being the local reduced state of subsys-
tem A in the decomposition of the global state as a mixture
of pure states ρAB =
∑
i pi |Ψ
(i)〉 〈Ψ(i)|. Notice that, as long as
the decomposition of ρAB is not unique, we need to take the
minimum over all possible decompositions. This measure sat-
isfies conditions (1-4) and represents the asymptotic ratio n/m
at which two observers (Alice and Bob) can create n copies of
ρAB in the LOCC framework by using m copies of maximally
entangled pairs (e.g Bell states) in the limit of n and m large.
Closely related to the concept of entanglement of formation is the
so-called entanglement of distillation, ED(ρAB), which involves
the opposite process: here Alice and Bob obtain maximally en-
tangled states from many copies of the state ρAB by using the
LOCC framework. The logarithmic negativity introduced above
provides and upper bound to the entanglement of distillation,
i.e. ED(ρAB) 6 EN(ρAB).
Even if the computation of the entanglement of formation from
its definition is usually hard due to the minimization procedure,
it can be easily evaluated in some specific cases. For instance in
the case of a pair of two-level systems it can be computed by
using another entanglement measure, the so-called concurrence,
C(ρAB) [590]. An example for continuous variable systems, are
two-mode symmetric Gaussian states, for which an expression
of the entanglement of formation has been derived [212, 587].
• Relative entropy of entanglement: This is another important mea-
sure of entanglement, which satisfies conditions (1-4) and is de-
fined by means of the relative entropyRelative entropy of
entanglement
ER(ρAB) ≡ min
σAB∈S
D(ρAB||σAB) (1.133)
where S denote the set of separable states. This measure quanti-
fies entanglement as the distinguishability of ρAB from the set
of non-entangled states, i.e. the more the state is entangled the
easier is to distinguish it from a separable state [557]. It can be
shown that:
ED(ρAB) 6 ER(ρAB) 6 EF(ρAB), (1.134)
i.e. the relative entropy of entanglement, ER(ρAB), is bounded
from above by the entanglement of formation, EF(ρAB), and
constitutes an upper bound for the entanglement of distillation,
ED(ρAB) [558]. Finally, an advantage of the relative entropy of
entanglement with respect to other measures is that it can be
easily extended to multipartite systems.
Of particular interest to this thesis is the expression of the loga-
rithmic negativity for bipartite Gaussian states, which will be used in
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chapters 5 and 6 of Part II in order to calculate the entanglement be-
tween a pair of dissipative harmonic oscillators. This expression has
been obtained in Refs. [5, 563], to which we refer for details on the
derivation, and is based on the properties of the so-called covariance
matrix. Indeed, all the information about the correlations in bipar-
tite continuous-variable systems AB is encoded in this matrix, which
we denote VAB, and whose entries correspond to the average values
of the ten covariances of position xˆk and momenta pˆk operators for
k = A,B in the global Gaussian state ρAB (see Sec. 1.2.4)
[VAB]ij = 〈(Xˆi− 〈Xˆi〉ρAB)(Xˆj− 〈Xˆj〉ρAB)〉ρAB , i, j = 1, 2, 3, 4 (1.135)
and where Xˆ1 = xˆA, Xˆ2 = pˆA, Xˆ3 = xˆB, and Xˆ4 = pˆB. It can be
rewritten in block form as
VAB =
(
α γ
γt β
)
, (1.136)
where α,β,γ are (2× 2) blocks: α(β) contains the variances (1.135)
of subsystem A(B), and γ contains correlations of both subsystems.
The minimum symplectic eigenvalue of the partially transposed co-
variance matrix, V˜AB = V
TA
AB corresponding to time inversion in one
subsystem, is given by
ν− =
√
1
2
(a+ b− 2g−
√
(a+ b− 2g)2 − 4s), (1.137)
with a = 4det(α)/ h2, b = 4det(β)/ h2 , g = 4det(γ)/ h2 and s =
16detVAB/ h4. The expression of the logarithmic negativity can be
shown to depend only on this quantity [5, 563]
EN(ρAB) = max{0,− logν−}. (1.138)
1.4.2 Mutual information
We are now in position to introduce another of the fundamental
quantities needed to characterize correlations and thermodynamics in
open quantum systems. Let us consider again the composite system
AB, with global state ρAB and reduced states ρA and ρB, respectively.
The quantum mutual information (or simply the mutual information)
between subsystems A and B is defined as the distance Quantum mutual
information
I(A : B) ≡ D(ρAB || ρA ⊗ ρB) > 0, (1.139)
quantifying the distinguishability of the actual state of the composite
system ρAB with respect to the completely uncorrelated state ρA ⊗
ρB. Mutual information is hence a measure of the total correlations
present in the composite system, being zero if and only if ρAB =
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ρA⊗ρB. It is related to the von Neumann entropies of the subsystems
by the general relation
S(ρAB) = S(ρA) + S(ρB) − I(A : B), (1.140)
from which subadditivity of von Neumann entropy is derived (see
Sec. 1.1.6). From the above Eq. (1.140) we deduce that the mutual
information corresponds to the information about the composite sys-
tem (contained in ρAB) which is unaccessible by local measurements
in the subsystems (as characterized by ρA and ρB). It indeed corre-
sponds to the total amount of correlations (both classical and quan-
tum) between the subsystems [254].
The quantum mutual information is the extension to the quantum
domain of the classical mutual information between random vari-
ables X and Y, taking values x and y according to the probability
distribution p(x,y). The latter is defined asClassical mutual
information
I(x : y) ≡
∑
x,y
p(x,y) (lnp(x,y) − lnp(x)p(y)) =
= H(Y) −H(Y|X) = H(X) −H(X|Y) =
= H(X) +H(Y) −H(X, Y), (1.141)
where p(x) =
∑
y p(x,y) and p(y) =
∑
x p(x,y) are marginal proba-
bility distributions, and we denoted again the Shannon information
of p(x,y) as H(X, Y) = −
∑
x p(x,y) lnp(x,y) and equivalently for the
marginals of variables X and Y. Further, we also introduced the clas-
sical conditional entropy
H(Y|X) = H(X, Y) −H(X) =
∑
x
p(x)H(p(y|x)), (1.142)
where p(y|x) = p(x,y)/p(x) is the conditional probability distribu-
tion of y given x (see the diagram of Figure 10). However, there exist
important differences between quantum and classical mutual infor-
mation. One way to see these differences is to rewrite the quantum
mutual information in Eq. (1.140) as
I(A : B) = S(ρA) + S(ρB) − S(ρAB) = S(ρA) − S(ρB|ρA), (1.143)
where we have introduced the conditional quantum entropy S(ρB|ρA)
≡ S(ρAB) − S(ρA). The latter would be the analogous to the classical
conditional entropy, H(Y|X) > 0. However, in the quantum case the
conditional entropy S(ρB|ρA) can be negative [267] in sharp contrast
to the classical situation. This is due to the fundamental difference
between the quantum conditional entropy as defined by S(ρB|ρA)
and its classical counterpart, H(Y|X). The latter represents the aver-
age uncertainty in the value of Y when we know the value of X. In
the quantum case this concept would involve measurements on the
subsystems that may disturb the quantum states [394]. Hence, one
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Figure 10: Information diagram illustrating the different Shannon informa-
tion measures introduced in the main text. The area of each cir-
cle represent the Shannon informations H(X) and H(Y) respec-
tively. The Shannon entropy of the joint distribution, H(X, Y), is
the union of the circles (delimited by the solid black line), while
the mutual information, I(X : Y), corresponds to its intersection
(delimited by the dashed black line).
may define a different version of the conditional entropy based on
this concept of information acquisition, which would lead to a differ-
ent notion of mutual information. In this context, different indicators
of the quantumness of the correlations alternative to entanglement
have been proposed, such as the so-called quantum discord [412] in or-
der to distinguish between the classical and quantum contents of the
mutual information [254] (see below).
Quantum mutual information can be easily generalized to multi-
partite systems. Consider a composite system in state ρ which can be
split into subsystems 1, 2, ...,M. Then the multipartite mutual infor-
mation is defined as the distance: Multipartite mutual
information
I(1 : 2 : ... :M) ≡ D(ρ || ρ1 ⊗ ρ2 ⊗ ...⊗ ρM), (1.144)
where ρi = Trj6=i[ρ] denotes the partial trace over all subsystems
except subsystem i, and the state ρ1 ⊗ ρ2 ⊗ ...⊗ ρM corresponds to
the case in which the subsystems are completely independent. The
multipartite mutual information measures the amount of correlations
among all subsystems and the relation (1.140) still holds in the form
I(1 : 2 : ... :M) =
M∑
i=1
S(ρi) − S(ρ). (1.145)
However, in the multipartite case there exist many other partial mu-
tual informations measuring the correlations in some subset of sys-
tems, or conditional mutual informations stressing the amount of
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correlations between some subsystems given some knowledge about
other ones.
1.4.3 Quantum discord
The separation of correlations into classical and quantum parts by
means of entanglement has been questioned in the last decade, mo-
tivated in part by the discovery of quantum exponential speedups in
some computational tasks with vanishingly small entanglement [308].
This led some authors to consider quantum correlations beyond en-
tanglement, introducing the so-called quantum discord as a quantifier
of the quantumness of correlations [254, 412].
As we commented in the previous section, the classical notion of
mutual information unfolds into two different concepts when extend-
ing it to the quantum case. Together with the quantum mutual in-
formation defined in Eqs. (1.139) and (1.140), which represents the
intersection of uncertainties between the two subsystems A and B of
the composite system AB (see figure 10), we may define a different
mutual information based on information acquisition through (ideal)
measurements on one of the subsystems. Consider again the state
ρAB with marginals ρA and ρB. If we measure subsystem B by means
of a set of projectors {ΠˆBk } (corresponding to some observable of sub-
system B), then the information we obtain about subsystem A reads
J(A : B){ΠˆBk }
≡ S(ρA) − S(A|{ΠˆBk })
= S(ρA) −
∑
k
PkS(ρ
′(k)
A ) > 0, (1.146)
where Pk = Tr[(1A⊗ ΠˆBk )ρAB] is the probability of obtaining outcome
k in the measurement, and
ρ
′(k)
A = TrB[ρ
′(k)
AB ] = TrB[(1A ⊗ ΠˆBk )ρAB(1A ⊗ ΠˆBk )]/Pk, (1.147)
is the conditional state of subsystem A after measurement in B (see
Sec. 1.3.2). This version of the mutual information, as the average in-
formation gain (entropy decrease) in one subsystem by performing
measurements in the other, does not coincide, in general, with the
definition in Eq. (1.139), representing the total amount of correlations.
As we mentioned above, this is in sharp contrast with the classical
case, in which the two definitions of mutual information are equiva-
lent due to Bayes’ rule.
When the mutual information in Eq. (1.146) is maximized over all
possible measurements in subsystem B, we obtain the classical part
of the correlations in the state ρAB [254]:
J(A : B) = max
{ΠˆBk }
J(A : B){ΠˆBk }
. (1.148)
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This is the maximum amount of information that can be obtained
on average about one subsystem by measuring the other one. The
quantum discord is defined as the difference [412]: Quantum discord
δ(A : B) ≡ I(A : B) − J(A : B) =
= min
{ΠˆBk }
S(A|{ΠˆBk }) + S(ρB) − S(ρAB) > 0, (1.149)
which hence corresponds to the quantum part of the correlations. No-
tice that the maximization in Eq. (1.148) translates into a minimization
in Eq. (1.149), equivalent to finding the measurement which disturbs
least the global state ρAB while extracting the maximum amount of
information about A [412]. Furthermore discord is asymmetric in A
and B, and zero if and only if
δ(A : B) = 0 ⇔ ρAB =
∑
k
(1A ⊗ ΠˆBk )ρAB(1A ⊗ ΠˆBk ), (1.150)
meaning that all the mutual information can be locally recovered
without disturbance in the global state ρAB =
∑
k Pkρ
′(k)
AB . This corre-
sponds to a different notion of classicality in correlations, not based
on separability, but on the disturbance of the global state when ac-
quiring local information. Interestingly quantum discord reduces to
entanglement in the case of pure states. On the other hand, quan-
tum correlations in mixed states can be present even in separable
states (see Figure 11). We also mention that discord is bounded from
above by the von Neumann entropy of the measured subsystem, that
is δ(A : B) 6 S(ρB) [342].
Figure 11: Value of the discord for Werner states 1−z4 1 + z |ψ〉 〈ψ| (for z ∈
[0, 1]), with |ψ〉 = (|00〉+ |11〉)/√2. Discord does not depend on
the basis of measurement in this case because both 1 and |ψ〉 are
invariant under local rotations. Picture taken from Ref. [412].
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Quantum discord has attracted increasing attention in the quantum
information, quantum computation and quantum foundations com-
munities, raising the question of how to distinguish between classical
and quantum correlations, also in view of applications (see [394] for
a recent review). Discord has been shown to be responsible of compu-
tational speedup in some quantum protocols not using entanglement
[132, 331], to spotlight critical points associated with quantum phase
transitions [579], or to be a resource for quantum state merging [99,
367], remote state preparation [129], entanglement distribution [108],
and device-dependent quantum cryptography [434], among others.
Albeit discord has been originally introduced using (local) rank-1
orthogonal projectors [412] (here denoted as {ΠˆBk }), it can be easily
extended to generalized local measurements (see e.g. [394]). Indeed,
the class of measurements minimizing Eq. (1.149) are not orthogo-
nal rank-1 projectors but a class of genuine rank-1 POVMs, whose
effects are proportional to projectors, not necessarily orthogonal be-
tween them [132] and extremal [238], that is, their elements are lin-
early independent [128]. Nevertheless, in the case of two qubits (or
two-level systems) it has been shown [189] that orthogonal-projectors
are optimal for rank-2 states and that they provide the correct value
for rank-3 and rank-4 states up to minimal corrections.
Even if it is difficult in general to obtain an analytical expression
for the quantum discord when optimizing over generalized measure-
ments, a closed expression for the case of Gaussian states has been
reported [6, 214]. We introduce here the relevant expression for the
Gaussian discord in the case of two-mode states, minimized for the set
of single-mode generalized Gaussian measurements [6, 214]
D(ρ) = f(
√
b) − f(ν+) − f(ν−) + f(
√
a+ 2
√
ab+ 2
√
g
1+ 2
√
b
). (1.151)
This expression is valid for squeezed thermal states of the form SˆρthA⊗
ρthB Sˆ
† with Sˆ ≡ er(aˆ†bˆ†−aˆbˆ) the two-mode squeezing operator (aˆ and
bˆ are the corresponding annihilation operators of modes A and B),
and ρthi with i = A,B, arbitrary Gibbs states for each mode. In Eq.
(1.151) the quantities a,b,g and s correspond to the determinants of
the blocks of the covariance matrix VAB [Eqs. (1.135) and (1.136)],
while ν± are the maximum and minimum symplectic eigenvalues of
VAB (see Sec. 1.4.1)
ν2± =
1
2
(
a+ b+ 2g±
√
(a+ b+ 2g)2 − 4s
)
, (1.152)
and the function f(x) is defined as
f(x) = (x+
1
2
) ln(x+
1
2
) − (x−
1
2
) ln(x−
1
2
). (1.153)
Those expressions will be used extensively along Part II of the the-
sis to quantify the quantum correlations shared between interacting
harmonic oscillators in a composite Gaussian state.
2
O P E N Q U A N T U M S Y S T E M S D Y N A M I C S
In the previous chapter we reviewed a number of fundamental con-
cepts and elements needed to build a satisfactory description of open
quantum systems. We are now in position to properly focus on the
dynamical evolution of open quantum systems and its main proper-
ties. In the framework of open quantum systems the interaction of a
system with its surroundings induces a noise affecting the evolution
of the system of interest. This noise appears as a result of neglecting
or averaging over the complete isolated evolution of system plus envi-
ronment, which allows us to obtain an approximate effective descrip-
tion of the open system dynamics which is mathematically tractable.
Along this chapter, we will see that there exist different approaches
to describe the dynamics of open quantum systems, which involve
different levels of generality and approximations, and may result use-
ful in different contexts. As a field developed by many different com-
munities one may also find, as pointed in Ref. [463], that the kind of
tools and approximations involved in the description of e.g. optical
systems [93, 197, 498], may greatly differ from those employed in con-
densed matter [577], quantum information theory [408], or statistical
physics [133, 227, 348]. The purpose of this chapter is not to provide a
review of these many different approaches, but to introduce the main
tools we will employ along the thesis. Modern expositions provid-
ing a unifying view while covering the most important methods in
open quantum system theory, can be found in excellent specialized
textbooks in the matter (see e.g. [72, 463, 586]).
Here we primarily differentiate between two main approaches to
describe the evolution of open quantum systems. The first one cor-
responds to the general formalism of quantum maps and operations, a
powerful tool which has received increased attention in the context
of quantum computation and quantum information [408]. This gen-
eral framework provides a mathematical description which can be de-
rived from few physically motivated axioms. It is based on discrete
state changes where the explicit reference to time plays a very sec-
ondary role. Its range of applicability is huge, including systems in-
teracting weakly as well as strongly with their surroundings, or being
suddenly measured. The second approach to describe open quantum
systems dynamics is provided by both master equations and stochastic
differential equations. They give rise to a continuous-time description
of the dynamics useful to understand the processes involved in the
system evolution and their properties. However, the development of
such approaches often requires more specific approximations. In the
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following we will present and discuss both dynamical descriptions,
highlighting the specific concepts and techniques which will be use-
ful in the following chapters of this thesis.
This chapter starts in Sec. 2.1 by introducing the general frame-
work of quantum maps and operations, together with fundamental
related concepts such as positivity or complete positivity. We will
introduce an important tool in the quantum maps and operations
formalism, the Kraus sum decomposition, and discuss its implica-
tions, establishing connections to quantum measurement theory and
the environmental modelings of the maps. We then move to the time-
continuous approach for open quantum systems, introducing the con-
cept of quantum master equations in Sec. 2.2. We will focus on a
particular and important case of open quantum system dynamics,
the one following a Markov process, and derive the master equation
governing its evolution from both theoretical considerations and mi-
croscopic derivations. In Sec. 2.3 we present different examples of
Markovian master equations concerning the open system dynamics
of prototypical systems (qubit and harmonic oscillator) in different
dissipative situations. Next, we discuss in Sec. 2.4 the extension of
the master equation formalism to the case of many-body systems
where different mechanisms of dissipation may be present, develop-
ing a master equation approach for the case of coupled dissipative
oscillators. Finally, we review in Sec. 2.5 the formalism of quantum
trajectories, where measurement and environmental action meet in a
unique framework giving rise to the stochastic Schrödinger equation,
complementing the master equation approach.
2.1 quantum maps and operations
Noise in classical systems is usually described by the theory of stochas-
tic processes, in which the state of a system is allowed to change
into other states by following some probability rules. If, for instance,
the states of the system are a discretized set, following the expo-
sition in Ref. [408], one can associate an input probability vector
~p = (p1,p2, ...,pN) to the initial probabilities of the system to be in its
different N states. Then after some time in which the system interacts
with the environment, we will have some output probabilities ~p′, that
in the simplest case are linearly related to the input ones by
~p′ =M ~p, (2.1)
where M is a N×N matrix whose elements are conditional probabil-
ities, usually called the evolution matrix. This evolution matrix must
fulfill two important properties in order to guarantee that the compo-
nents of the vector ~p′ are well defined probabilities. The first one
is known as positivity, meaning that all the entries of M are non-
negative. The second is known as completeness, requiring that the
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columns of M sum up to one. Of course, the values of the condi-
tional probabilities depend on the specific nature of the interaction
with the environment, implying that one will need in general some
modeling of the underlying processes to determine M.
In order to characterize noisy processes in quantum systems the
previous formalism must be generalized. In first place we replace the
probability vectors such as ~p by density operators, ρ. Hence, analo-
gously to Eq. (2.1), we introduce the map Quantum map
ρ′ = E(ρ) (2.2)
providing an output state ρ′ when the input state is ρ. E is a quantum
map and captures any dynamical change in the state of a quantum
system. The simplest example of a quantum map is given by a uni-
tary transformation (see Sec. 1.1 of the previous chapter), for which
ρ′ = E(ρ) = UˆρUˆ†, and corresponds to the case for which the sys-
tem does not decohere into the environment (but at most interacts
with an ideal external driver). Other examples of quantum maps are
unconditional measurements, both ideal or generalized. In that case
ρ′ = E(ρ) =
∑
k,n Mˆk,nρMˆ
†
k,n, where Mˆk,n are the measurement op-
erators introduced in Sec. 1.3. However, the theory of quantum maps
and operations can be used to describe more general situations [408].
Following Sec. 1.3.2 in chapter 1 a natural way of interpreting Eq.
(2.2) is considering it as the result of partial tracing over the environ-
ment degrees of freedom after some unitary interaction between our
system of interest and its surroundings. If we assume that system and
environment start in some product state ρ⊗ρE, where the subscript E
denotes the environment degrees of freedom, after an arbitrary trans-
formation Uˆ our system is described by
ρ′ = E(ρ) ≡ Tr[Uˆ(ρ⊗ ρE)Uˆ†]. (2.3)
This is one way to provide a definition of quantum maps [408]. Here
we assumed system and environment as initially uncorrelated, which
in principle may limit the applicability of the formalism. However,
it must be stressed that in many situations of physical interest the
initial experimental preparation of the state ρ ideally implies the de-
struction of all the previously generated correlations between system
and environment, in accordance with Eq. (2.3). We will turn to this
question below.
A second way of defining quantum maps, more interesting from an
operational point of view, is by direct imposition on Eq. (2.2) of a set
physically motivated constraints, in analogy to the case of classical
stochastic processes. In order to ensure that E describes a physical
process transforming well defined density operators on well defined
density operators, we must require the following conditions:
1. The quantum map must preserve the trace, that is Tr[E(ρ)] =
Tr[ρ] = 1, to return a physical output density operator.
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2. The quantum map is required to be convex linear. This means
that, for an ensemble of density operators {ρi} randomly chosen
with probabilities pi with
∑
i pi = 1, we have
E
(∑
i
piρi
)
=
∑
i
piE(ρi). (2.4)
This requirement can be physically motivated by application of
Bayes’ theorem [72].
3. The quantum map E must be completely positive. This condition
is stronger than positivity, the latter meaning that E maps pos-
itive operators onto positive operators. Complete positivity im-
plies that if we enlarge the Hilbert space of our system of inter-
est by including an extra ancillary system of arbitrary dimen-
sion dA, but which do not interact with the system of interest at
any stage, the map (E⊗ 1A) acting on the global system, must
be also positive (see Ref. [463] for a transparent discussion of
this point). We stress that, while complete positivity implies pos-
itivity, the contrary is not always true, a statement which can be
proven by considering the partial transposition operation.
Quantum maps obeying those three general requirements are com-
monly called completely positive and trace preserving (CPTP) maps or
also quantum channels. In addition to CPTP maps, we may define a
more general class of quantum operations by relaxing the first assump-
tion regarding the preservation of the trace, while maintaining intact
the second and the third requirements. In such case we replace the
condition Tr[ρ′] = TrE(ρ), by 0 6 Tr[E(ρ)] 6 1, which implies that the
operator resulting from the application of the mapping E(ρ) must be
normalized in order to represent a legal density operator. This gener-
alization allows to include general selective quantum measurements
into the framework, in which case E is related to some measurement
result, and the quantity Tr[E(ρ)] must be regarded as the probability
to obtain such result.
2.1.1 Properties of CPTP maps
Some interesting properties of CPTP maps are the following:
• CPTP maps are contractive, that is, any CPTP map E causes a
contraction on the space of density operators. This property can
be properly expressed in mathematical terms by using the trace
distance (see Sec. 1.1.7 in chapter 1) as
T(ρ,σ) > T(E(ρ),E(σ)). (2.5)
It is worth noticing that the last inequality is fulfilled as well
when replacing the trace distance by the quantum relative en-
tropy [349], D(ρ||σ) as introduced in Sec. 1.1.6 of chapter 1. This
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Figure 12: Schematic representation of the equivalence between the defini-
tion of a quantum map as a result of partial tracing over the
environmental degrees of freedom after an interaction between
the system of interest and its surroundings, c.f. Eq. (2.3), and in
terms of requiring it to be a linear CPTP map (red arrow).
result, called the Uhlmann inequality, is of central importance
both in the context of quantum information processing, and
when considering the thermodynamics of open quantum sys-
tems [473]. With respect to the fidelity, F(ρ,σ), the above equa-
tion is also fulfilled inverting the direction of the inequality.
• Any CPTP map E has at least an invariant state (or fixed point)
pi, such that
E(pi) = pi, (2.6)
a result which follows from Schauder’s fixed point theorem
[408]. Furthermore, if E is strictly contractive, i.e.
T(ρ,σ) > T(E(ρ),E(σ)), (2.7)
for any ρ and σ, then the map has a unique fixed point, which
is called the stationary state.
• CPTP maps fulfilling E(1) = 1, that is, for which the identity
operator is a fixed point of the dynamics, are called unital maps
or bistochastic maps. They constitute an important class of quan-
tum CPTP maps, including unitary evolution as well as ideal
projective measurements as special cases. Unital maps exhibit
special thermodynamic properties, as we will see in Part III of
the thesis. An important property of unital maps is that they
can never decrease the von Neumann entropy of any state ρ:
S(ρ) 6 S(E(ρ)). (2.8)
• Any quantum CPTP map of the form
E(ρ) = pρ0 + (1− p)E
′(ρ), (2.9)
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where ρ0 is a density operator, E′(ρ) is another CPTP map, and
0 6 p 6 1, is strictly contractive, and therefore it has a unique
fixed point pi = ρ0. The physical meaning of the above map is
that with probability p it replaces the state ρ by the predefined
ρ0, and with probability 1− p it applies the map E′(ρ).
• The set of CPTP maps possesses a semi-group structure under
concatenation. If E1 and E2 are two CPTP maps, the concatena-
tion
Ω(ρ) ≡ E2 ◦ E1(ρ) = E2(E1(ρ)), (2.10)
is also a CPTP map. However notice that the operation ◦ is not
commutative, i.e. in general E2 ◦ E1(ρ) 6= E1 ◦ E2(ρ).
• A CPTP map E is invertible, that is, one can guarantee the exis-
tence of another CPTP map E−1 such that
E−1 ◦ E = 1, (2.11)
if and only if it is a reversible transformation given by a unitary
mapping, E(ρ) = UˆSρUˆ
†
S with UˆS unitary.
2.1.2 Kraus operator-sum representation
An important theorem due to Karl Kraus [321] states that the map E
satisfies the three requirements introduced in the above section (both
for the case of CPTP maps or for general quantum operations) if and
only if it can be written asKraus operator-sum
representation
E(ρ) =
∑
k
MˆkρMˆ
†
k. (2.12)
Here the countable set of operators {Mˆk} are called the Kraus opera-
tors, mapping the input Hilbert space into the output Hilbert space,
and fulfill
∑
k Mˆ
†
kMˆk 6 1 (reaching the equality in the case of CPTP
maps). The form in Eq. (2.12) is usually called the Kraus operator-sum
representation or decomposition of the map E, and the above theorem
is usually referred to as the representation theorem.
The operator-sum representation provides a useful way to write
a CPTP map (or a quantum operation) without having to consider
the specific properties of the environment, which are just encoded
in the form of the Kraus operators Mˆk. Indeed, many different en-
vironments can result in the same dynamical representation. This is
an important feature, as it can greatly simplify the calculations and
provide theoretical insights [408]. The Kraus representation also pro-
vides a physical interpretation of the process (2.2) analogous to clas-
sical stochastic maps. The map E is understood as the application of
a number of physical operations on the system
E(ρ) =
∑
k
Ek(ρ), with Ek(ρ) = MˆkρMˆ
†
k, (2.13)
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occurring with probability Pk = Tr[Ek(ρ)]. Each operations trans-
forms the initial state ρ into
ρ′k =
Ek(ρ)
Pk
, (2.14)
thus the map E randomly replaces ρ by ρ′k with probability Pk. This is
a very similar picture as in the case of noisy communication channels
[408]. Furthermore, it is worth noticing that the Kraus operator-sum
representation in not unique. If we have operator elements {Mˆk}Kk=1
and {Fˆj}Jj=1 corresponding to two quantum operations E and F respec-
tively, and we append zero operators to the shorter set until K = J, it
follows that E = F if and only if Unitary freedom
Mˆk =
∑
j
ukjFˆj (2.15)
for ukj the entries of a K×K unitary matrix. This freedom implies that
all quantum operations E acting on a Hilbert space H of dimension
dim(H) = N can be generated by an operator-sum representation
of at most N2 Kraus operators. Among all possible Kraus represen-
tations there exists a canonical form with an orthogonality relation
between the Kraus operators Tr[Mˆ†kMˆl] ∼ δk,l.
It is finally worth recalling here that complete positivity requires
that the map E is physically meaningful for any arbitrary initial state
ρ. Following the representation theorem, this implies that the Kraus
operators appearing in Eq. (2.12) do not depend on the input state ρ,
which is also equivalent to the first definition of quantum maps pro-
vided in Eq. (2.3) for an initial product state between system and envi-
ronment [463]. On the contrary, maps of the form E(ρ) ≡ TrE[UˆρtotUˆ†]
with TrE[ρtot] = ρ and ρtot an arbitrary correlated state may be written
as in (2.12), but complete positivity is not guaranteed for any initial
state. This can be understood by simply noticing that the initial cor-
relations between system and environment will be encoded in the
Kraus operators Mˆk of the mapping, which are related to the specific
state ρ sharing that correlations, and not to any arbitrary state. Hence-
forth it can happen that for some initial input states the dynamics∑
k MˆkρMˆ
†
k is not completely positive. However, it has been shown
in Refs. [482, 545] that the Kraus operator-sum representation in Eq.
(2.12) is still valid for any quantum evolution by allowing the Kraus
operators to explicitly depend on the initial state ρ, i.e. Mˆk = Mˆk(ρ).
This kind of more general evolution is not included in the framework
of CPTP maps presented here.
2.1.3 Environmental models
Notice the similarities of the above introduced framework of quan-
tum CPTP maps and the general quantum measurements introduced
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in Sec. 1.3.2. Indeed, using the Kraus representation, any CPTP map
can be viewed as an efficient measurement for which the environment
plays the role of the ancillary system, starting in some pure state
|φ0〉E and being found to be in some state of the basis {|φk〉E} after
the global interaction Uˆ. In this case the Kraus operators would read
Mˆk ≡ 〈φk|E Uˆ |φ0〉E . (2.16)
Here the operator Uˆ must be defined by its action as Uˆ |ψ〉 |φ0〉E ≡∑
k Mˆk |ψ〉 |φk〉E, for any arbitrary state of the system |ψ〉. This im-
poses that the first column elements of Uˆ when represented in the
basis {|φk〉E} correspond to the set of Kraus operators {Mˆk}, while
the rest of the elements can be arbitrarily chosen such that Uˆ is uni-
tary [408]. This kind of environmental model is sometimes called the
Stinespring representation of the map, and is always well defined even
in the case of an environment starting in some mixed state ρE via
purification [261, 527].
Finding an environmental model for the case of quantum opera-
tions not preserving the trace follows in a similar manner, with the
difference that now one can associate to the initial state of the envi-
ronment a probability, therefore including a source of classical noise
in the description
Mˆk ≡ √p0 〈φk|E Uˆ |φ0〉E , (2.17)
0 6 p0 6 1 being the probability that the environment is initially
in |φ〉0. Now it can be easily checked that
∑
k Mˆ
†
kMˆk = p01 6 1.
Alternatively one can also associate the operation E to the result of a
measurement performed in the system [408].
Finally, we stress that the unitary freedom in the selection of the
Kraus operator-sum representation can be easily identified in the en-
vironmental representation introduced above by introducing a final
local unitary transformation acting only on the environmental de-
grees of freedom, UˆE. Clearly, the introduction of this unitary pro-
cess does not influence the dynamics of the system of interest, which
is still described by the same CPTP map (or quantum operation) E.
However, alternatively to (2.16) [or (2.17) for quantum operations] we
can define a new representation given by elements
Fˆk ≡ 〈φk|E (1⊗ UˆE)Uˆ |φ0〉E = 〈φ′k|E Uˆ |φ0〉E , (2.18)
where we introduced a new set of orthonormal basis elements for
the environment {|ψ′k〉E ≡ Uˆ†E |φk〉E}. We hence see that the action of
the local unitary UˆE can be included in the selection of a different
environmental basis. Now it can be easily shown that the relation
(2.15) between the old and new Kraus operators is
Fˆk =
∑
j
〈φk|E UˆE |φj〉E 〈φj|E Uˆ |ψ0〉E =
∑
j
ukjMˆj, (2.19)
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with ukj ≡ 〈φk|E UˆE |ψk〉E entries of a unitary matrix. From the
above reasoning we hence see that the unitary freedom of the Kraus
operator-sum representation is equivalent to the selection of a spe-
cific environmental basis which, following Sec. 1.3.2, corresponds to
the basis where measurements are performed.
2.1.4 Some examples of CPTP maps
Here we give two simple examples of CPTP maps. The first one is the
so-called depolarizing channel, operating on finite dimensional quan-
tum systems
E(ρ) = (1− p)ρ+ p
1
N
Tr[ρ], (2.20)
where 0 6 p 6 1 is called the probability of error, and N is the di-
mension of the Hilbert space, H. This CPTP quantum map transform
the initial state ρ into the maximally mixed state 1/N with probabil-
ity p and has no effect with probability 1− p. A Kraus operator-sum
representation of the map is given by [261]
E(ρ) = Mˆ0ρMˆ
†
0 +
N∑
ij=1
MˆijρMˆ
†
ij, (2.21)
with Mˆ0 =
√
1− p 1, and Mˆij =
√
p/N |ψi〉 〈ψj| being {|ψi〉}Ni=1 an
arbitrary orthonormal basis of H. This gives us a decomposition of
the map into operations leaving the state untouched with probability
1− p (operator Mˆ0), or transforming it into the pure state |ψi〉 with
probability p 〈ψj| ρ |ψj〉 /N (operator Mˆij). It can be easily checked
that the depolarizing channel is strictly contractive, as it is of the
form (2.9). Therefore, it has a unique fixed point (steady state) pi =
1
NTr[ρ], to which any initial state converges after a large sequence of
successive applications of the map. In the case of a qubit system, a
single application of the map can be visualized on the Bloch sphere
(see Sec. 1.2.1 in chapter 1) by representing all the output states when
the input are pure states (that is, the surface of the sphere), as shown
in Fig. 13.
Our second example is the generalized amplitude damping channel for
qubit systems. It describes e.g. the relaxation process of a spin due to
its coupling to other spins in a surrounding lattice (or more general
spin environments) when they are in thermal equilibrium, a relevant
situation in NMR quantum computation [408]. A Kraus operator-sum
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Figure 13: Effect of the depolarizing channel on the Bloch sphere of a qubit
system. All pure states in the surface of the Bloch sphere are
mapped to mixed states in the inner sphere. The entire sphere
contracts uniformly with p, in this case p = 0.5. The picture has
been obtained from Ref. [408].
representation of such CPTP map is defined by four Kraus operators
of the form
Mˆ0 =
√
p
(
1 0
0
√
1− λ
)
, Mˆ1 =
√
p
(
0
√
λ
0 0
)
,
(2.22)
Mˆ2 =
√
1− p
( √
1− λ 0
0 1
)
, Mˆ3 =
√
1− p
(
0 0√
λ 0
)
,
in the basis defined by |0〉 =
(
1
0
)
and |1〉 =
(
0
1
)
.
The two parameters appearing in Eq. (2.22), 0 6 p 6 1 and 0 6
λ > 1 can be associated to physical processes producing this map.
For instance in the case of a two-level atom with energy spacing E
weakly interacting in the dipole approximation with a thermal radi-
ation reservoir at inverse temperature β = 1/kBT , we can make the
identifications
p ≡ nth + 1
2nth + 1
, λ ≡ 1− e−t/τR , (2.23)
where nth = (eβE−1)−1 is the mean number of thermal photons with
energy E (see Sec. 1.2.3), t parametrizes time, and τR ∝ (2nth + 1)−1
is the relaxation time. In such case, the operator Mˆ1 (Mˆ3) describes a
jump process where the atom emits (absorbs) an energy quantum E
to (from) the environment, and the operator Mˆ0 (Mˆ2) a monitoring
process in which the amplitude of state |1〉 (|0〉) decreases, while the
coherences in the energy basis are damped.
The generalized amplitude damping channel is also strictly contrac-
tive, being its unique fixed point (stationary state) pi = p |0〉 〈0|+ (1−
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p) |1〉 〈1|. Using the identification (2.23) for p, the stationary state pi is
easily shown to correspond to the Gibbs thermal equilibrium state at
inverse temperature β:
p =
1
Z
, 1− p =
e−βE
Z
, with Z = 1+ e−βE, (2.24)
as introduced in Sec. 1.2.1. Therefore, many successive applications
of the map (or also when t → ∞) produce the complete thermaliza-
tion of the two-level system to the reservoir’s temperature. We notice
that the generalized amplitude damping channel can be further gen-
eralized to describe the effect of a squeezed thermal reservoir (e.g. a
continuum of light modes in a squeezed thermal state) on the qubit
system [526].
2.2 markovian master equations
So far we provided a characterization of open quantum system dy-
namics mainly focused on discrete transformations, where time does
not explicitly enter in the description, and the specific time evolu-
tion occurring in the larger Hilbert space of the global system (open
system plus its environment) played only a secondary role. Here we
will turn our perspective to a continuous-time description of open
quantum systems based on the development of differential equations
for the density operator, a method usually called the master equation
approach. This approach requires a more careful look at the global
picture, as we will shortly see. In this section we show how one can
deduce master equations describing the evolution of an open quan-
tum system both by deriving it from the above quantum maps and
operations formalism, or considering specific models for the environ-
ment and its interaction with the system of interest.
Let us start by discussing continuity in time of quantum CPTP
maps and operations inspired by the more detailed discussion pre-
sented in Ref. [463]. We have previously seen that the concatenation
of CPTP maps provides a well defined CPTP map, however we will
now see that the converse statement is not always true. Consider a
CPTP map E describing the dynamics of an open quantum system
from some initial instant of time t0 to some posterior instant t2. We
pursue the splitting of the map as a concatenation of two CPTP maps,
E ≡ E2 ◦ E1, where E1 describes the evolution of the open system
from the initial time t0 to t1, and E2 describes it from time t1 to t2.
As we have previously seen, the CPTP map E can be viewed as the
result of tracing the environmental degrees of freedom after a global
unitary evolution of system and environment
E(ρ(t0)) = TrE[Uˆ(ρ(t0)⊗ ρE)Uˆ†] = ρ(t2), (2.25)
where initially, system and environment must be completely uncorre-
lated. However, we may in principle do the same for the maps E1 and
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E2 as we want they to be also CPTP. By splitting the global unitary
evolution as Uˆ = Uˆ2Uˆ1 we can indeed provide such environmental
representation for E1, but for the case of E2 we would obtainDivisibility
condition
E2(ρ(t1)) = TrE[Uˆ2ρtot(t1)Uˆ
†
2] = ρ(t2). (2.26)
Here the state ρtot(t1) = Uˆ1(ρ(t0)⊗ ρE)Uˆ†2 in general contains cor-
relations, implying that it cannot be written in the required product
state form ρtot(t1) 6= ρ(t1) ⊗ ρE(t1), with ρE(t1) the reduced state
of the environment at time t1. From the above reasoning it follows
that one cannot in general deduce a continuous-time evolution, as we
cannot in general split a generic CPTP map E in a concatenation of
many CPTP maps describing infinitesimal time-steps of the dynamics.
The evolutions which allow time divisibility E ≡ E2 ◦ E1 as discussed
above, are sometimes called Markovian evolutions, a convention that
we will adopt in this thesis, and are analogous to the classical evo-
lutions fulfilling the Chapman-Kolmogorov equation, introduced in
the context of Markov processes [463]. The underlying physical idea
behind Markovian evolution in both classical and quantum cases, is
that the dynamical effects arising in the open system as a result of
the interaction with its surroundings can be considered to be uncor-
related from one infinitesimal instant of time to the next. However,
other notions of Markovianity have been introduced in the context of
open quantum systems, e.g. based on measures of the back-flow of
information between system and environment [70] (for reviews see
Refs. [71, 464]).
From the above discussion, it becomes clear that we may need to
introduce extra conditions in order to ensure a description of CPTP
dynamics in terms of differential equations. Consider the splitting of
time into a sequence of small time steps of duration τ. If we denote
ρ(t) the density operator of the open system at an arbitrary time
t, after one of those small time steps we have ρ(t + τ) = Et(ρ(t))
being Et a CPTP map, which may depend both on t and τ. From
this coarse-grained description, a first-order differential equation (or
master equation) can be mathematically defined as
dρ(t)
dt
= lim
τ→0
ρ(t+ τ) − ρ(t)
τ
= Lt(ρ(t)), (2.27)
with Lt ≡ limτ→0 (Et − 1) /τ, provided the limit τ→ 0 is well defined
(smooth evolution) [463]. However, as we have seen previously, to
define the CPTP maps Et, we must require that the global state of
system and environment at any time t
ρtot(t) = ρ(t)⊗ ρE(t) + δρcorr(t) ≈ ρ(t)⊗ ρE(t), (2.28)
where δρcorr(t) is a traceless term containing the correlations between
system and environment due to its prior interaction and ρE(t) is the
reduced state of the environment at time t.
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Eq. (2.28) may be fulfilled under a variety of physical circumstances.
The most common situation is to consider the environment a large
system in some steady state with small fluctuations ρE(t) = ρE +
δρE(t) and with levels spanning a wide energy range  h∆ω [244]
(see also Sec. 2.2.2 below). In this case the time scale associated to
the two-time correlations of the terms δρE(t) and δρcorr(t) is very
short, of the order τc =  h/∆ω, while the time scale associated to
the variation of the system density operator is τρ =  h2/g2τc, g be-
ing the magnitude of the coupling between system and environment.
Therefore, if τc  τρ, which is the case when the coupling is weak,
g   h/τc = ∆ω, we can always choose a coarse-grained time τ
such that τc  τ  τρ. Then the influence of δρE(t) and δρcorr(t) in
ρ(t+τ), developed only during the interval [t, t+τc], is negligible (for
details see Ref. [244]). This corresponds to Markov conditions, as the
environment becomes effectively memoryless (see Sec. 2.2.2 below). It
is important to notice that, although Eq. (2.28) is fulfilled, system and
environment will continuously create classical and quantum correla-
tions between them, but those correlations are not significantly affect-
ing the evolution of the open system. A second situation, described
by the so-called collisional models, consists of a system that interacts
sequentially with independent parts of the environment at random
times. In such case, if the environment is sufficiently big, the proba-
bility that the system of interest interacts more than one time with
the same part of the environment becomes negligible, and we can
assume that Eq. (2.28) is true. This kind of situation is usually engi-
neered in cavity quantum electrodynamics, where an electromagnetic
field mode is trapped in a micro-cavity and interacts with a sequence
of atoms crossing the cavity and acting as its environment [244]. As
important examples we mention the derivation of the one-atom maser
master equation [488], and the bosonic collisional model developed
in Sec. 2.3.
2.2.1 The Lindblad form
The more general form for a Markovian master equation [see Eq.
(2.27)] reads [463] Lindblad master
equation
dρ
dt
= −
i
 h
[Hˆ, ρ] +
K∑
k=1
γk(t)
(
LˆkρLˆ
†
k −
∑
k
{Lˆ
†
kLˆk, ρ}
)
= Lt(ρ), (2.29)
where Hˆ ≡ Hˆ(t) is a time-dependent Hermitian (Hamiltonian-like)
operator, Lˆk ≡ Lˆk(t) are called the Lindblad operators, and γk(t) >
0 ∀ k, t, are positive time-dependent rates. In the above equation,
the first term is reminiscent of the Liouville-von Neumann equation
(see Sec. 1.1 in chapter 1) and describes a reversible unitary evolution
in the system of interest. In contrast, the second term containing the
Lindblad operators introduces an irreversible component, which is
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decomposed in a set of K different processes, each of them occurring
with respective rate γk. Indeed the Lindblad master equation (2.29)
provides a physical picture of the evolution consisting of a smooth
dynamics punctuated by different irreversible transformations, occur-
ring at rates γk. This interpretation will be developed in more detail
when we introduce the quantum trajectory formalism in Sec. 2.5.
The problem of finding the most general form of a CPTP mas-
ter equation was investigated by Gorini, Kossakowski and Sudar-
shan [227], and by Lindblad [348]. They first derived Eq. (2.29) for
the case of time-homogeneous equations, that is, when the genera-
tor Lt is time-independent. In this case the CPTP maps Et(ρ(t0)) =
exp(L(t− t0))ρ(t0) form a one-parameter semigroup, i.e. they satisfy
the divisibility condition EtEs = Et+s, and Tr[OˆEt(ρ(t0))] is a con-
tinuous function of t for any density operator ρ(t0) and Hermitian
operator Oˆ [586]. From now on, we will focus on this simpler case.
As in the Kraus operator-sum decomposition, the Lindblad oper-
ators {Lˆk}Kk=0 in Eq. (2.29) are not unique. They obey the same uni-
tary freedom relation Eq. (2.15), replacing the Kraus operators Mˆk by√
γkLˆk. Analogously, by requiring the Lindblad operators to be lin-
early independent, a Lindblad master equation can be derived with at
most N2 elements, N being the dimension of the open system Hilbert
space. In addition, Eq. (2.29) is invariant under the transformation
Lˆk → Lˆk + lk, Hˆ→ Hˆ− i
2
K∑
k=1
γk
(
l∗kLˆk − lkLˆ
†
k
)
+ r, (2.30)
where lk are arbitrary complex coefficients, and r a real number. The
latter property implies that it is always possible to choose traceless
Lindblad operators [72].
Two further important properties of the evolution generated by a
completely positive semigroup Et = eL(t−t0) (with time-independent
generator L) are:
• There exists always one invariant state pi, such that L(pi) = 0.
This is a consequence of the properties of CPTP maps, which,
as stated before, have always at least one fixed point Et(pi) = pi.
If the invariant state pi is unique we call it steady state, and the
semigroup Et is strictly contractive (see Sec. 2.1.1), implying
lim
t→∞Et(ρ(t0)) = pi. (2.31)
• If the set of Lindblad operators L ≡ {LˆKk=1} is self-adjoint, that
is, the adjoint of any operator Lˆk is also in the set L, and all the
elements [Lˆk, Aˆ] 6= 0 for any arbitrary operator Aˆ except Aˆ = 1,
hence the semigroup is relaxing [523] (see also [463]). In such
case we say that the Lindblad operators {Lˆk}Kk=1 come in pairs,
a condition which will be proven very useful in discussing the
thermodynamics generated from Lindblad master equations in
Part III of this thesis.
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2.2.2 The Born-Markov master equation
In many situations of interest a Markovian master equation in Lind-
blad form, Eq. (2.29), can be obtained from microscopic models tak-
ing into account the global dynamics of system and environment,
and then tracing over the environmental degrees of freedom. This
kind of approach requires however to perform approximations in or-
der to guarantee that the dynamics is well described by a Markovian
stochastic process. Here we will sketch a general microscopic deriva-
tion of the generator of quantum dynamical semigroups for an open
system continuously interacting with its surroundings in the weak
coupling limit.
We start with the Hamiltonian
Hˆtot(t) = Hˆ + HˆE + Hˆint(t), (2.32)
where Hˆ is the Hamiltonian of the open system, HˆE is the environ-
ment Hamiltonian, and Hˆint(t) represents the interaction between
them. We will assume for simplicity that Hˆtot is time-independent,
and that the global system is closed, following a unitary evolution
given by the Liouville-von Neumann equation starting at t = 0. In
the interaction picture with respect to Hˆ0 ≡ Hˆ+ HˆE, the global evolu-
tion reads
dρItot(t)
dt
= −
i
 h
[HˆIint(t), ρ
I
tot(t)], (2.33)
where HˆIint(t) = e
i
 h Hˆ0tHˆinte
− i h Hˆ0t, and ρItot(t) = e
i
 h Hˆ0tρtot(t)e
− i h Hˆ0t
are the total Hamiltonian and the global density operator at time t re-
spectively in the interaction picture (see Sec. 1.1). For ease of notation
we will neglect from now on the superscript I denoting interaction
picture operators.
Eq. (2.33) may be rewritten in the integral form
ρtot(t) = ρtot(0) −
i
 h
∫t
s=0
ds [Hˆint(s), ρtot(s)]. (2.34)
If we introduce again Eq. (2.34) into Eq. (2.33) and take the trace over
the environment, we get
dρ(t)
dt
= −
i
 h
TrE
(
[Hˆint, ρtot(0)]
)
−
1
 h2
∫t
0
ds TrE
(
[Hˆint(t), [Hˆint(s), ρtot(s)]]
)
,
where ρ(t) = TrE[ρtot(t)] is the density operator of the open system
(in interaction picture). This is still an exact equation. However, in
order to proceed we need to introduce some approximations. First,
we assume that system and environment are initially uncorrelated,
that is ρtot(0) ≈ ρ(0) ⊗ ρE, where ρ(0) is the initial density opera-
tor of the open system, and ρE the environment density operator. In
addition, we assume that the interaction Hamiltonian (in interaction
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picture) verifies TrE
(
[Hˆint, ρtot(0)]
)
= 0. This second condition is not
restrictive as one can always redefine Hˆ0 such that it is verified, by in-
cluding an extra Hamiltonian term only acting on the system Hilbert
space [586]. This implies that the first term in the above equation can
be neglected.
Furthermore, an important approximation should be taken at this
point, called the Born approximation. It assumes that the open system
only affects very weakly the state of the reservoir during the evolu-
tion, so that we can replaceBorn approximation
ρtot(s) ≈ ρ(s)⊗ ρE, (2.35)
inside the integral term in the above equation. It is important to no-
tice that this approximation does not imply that we neglect the corre-
lations built up between system and environment, but only that they
do not affect appreciably the reduced system dynamics. Furthermore
we will perform a first Markov-like approximation by replacing ρ(s)
by ρ(t), which requires the integrand to be only non-zero in a small
region around s ∼ t. Implementing the three above approximations
we obtain an integro-differential equation which is local in timeRedfield equation
dρ(t)
dt
= −
1
 h2
∫t
0
ds TrE
(
[Hˆint(t), [Hˆint(s), ρ(t)⊗ ρE]]
)
, (2.36)
called the Redfield equation, which is still not strictly Markovian [72,
586]. We need to perform a further Markov approximation by sub-
stituting s by t− s inside the integrand of Eq. (2.36), and letting the
upper limit of the integral go to infinity [72]. Doing this, we obtain
a Markovian master equation with time-independent coefficients [72,
586]Born-Markov
master equation
dρ(t)
dt
= −
1
 h2
∫∞
0
ds TrE
(
[Hˆint(t), [Hˆint(t− s), ρ(t)⊗ ρE]]
)
, (2.37)
which gives us the evolution of the open system density operator
ρ with a limited resolution on a coarse-grained time axis. The vari-
ous approximations leading to Eq. (2.37) are usually termed the Born-
Markov approximation. They can be physically justified in the case of
a large environment with a continuous energy spectrum over a wide
range  h∆ω as we explained at the beginning of the section. The cru-
cial point is the separation of the time scales, τρ  τc, where τρ is the
characteristic time scale of the open system dynamics in the interac-
tion picture, and τc the characteristic decay time for the environment
correlation functions [72], which also characterizes the generation of
correlations between system and environment [244]. However, it is
important to stress that Eq. (2.37) is not necessarily the generator of a
dynamical semigroup and therefore is not guaranteed that it can be
written in Lindblad form (2.29) [133].
In order to ensure that Eq. (2.37) describes a CPTP dynamics we
usually need to perform a final secular approximation, consisting of a
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kind of rotating wave approximation (RWA) in which one averages
over rapidly oscillating terms. At this point we assume without loss
of generality the interaction Hamiltonian (in Schrödinger picture) to
be of the form
Hˆint =  h
I∑
i=1
Aˆi ⊗ Eˆi, (2.38)
where Aˆi and Eˆi are ∀i = 1, 2, ..., I Hermitian operators acting on
the system and environment degrees of freedom respectively. We
then proceed by decomposing Hˆint into eigenoperators of the system
Hamiltonian, whose spectral decomposition reads Hˆ =
∑
l lΠˆl . We
define
Aˆi(ω) ≡
∑
l,l ′
δ(l′ − l −  hω) ΠˆiAˆiΠˆl′ , (2.39)
where δ(′ − −  hω) is the Dirac delta function selecting all possible
transitions in the system spectrum with a fixed energy difference  hω.
Those operators fulfill
[Hˆ , Aˆi(ω)] = − hωAˆi(ω), [Hˆ , Aˆ
†
i(ω)] =
 hωAˆ†i(ω),
with Aˆ†i(ω) = Aˆi(−ω), and [Hˆ , Aˆ
†
i(ω)Aˆi(ω)] = 0. Furthermore they
obey the completeness relation
∑
ω Aˆi(ω) = Aˆi. In terms of those op-
erators the interaction Hamiltonian (2.38) in interaction picture reads
Hˆint(t) =  h
∑
i,ω
e−iωt Aˆi(ω)⊗ Eˆi(t), (2.40)
being Eˆi(t) = e
i
 h Hˆ0tEˆie
− i h Hˆ0t the environment operators in interac-
tion picture. In many cases of interest, by making explicit also the
eigenoperator decomposition of the reservoir observables Eˆi (with re-
spect to HˆE), one can directly perform a RWA in the Hamiltonian
(2.40) by neglecting rapidly oscillating terms, leading to a Markovian
master equation (2.37) which can be directly written in Lindblad form.
This is the case when considering e.g. radiation-matter interaction
throughout the Jaynes-Cummings-Paul model [294, 425].
Otherwise the RWA can be performed inside the integrand of Eq.
(2.37) as follows. Introducing Eq. (2.40) into the master equation (2.37)
we arrive at
dρ
dt
=
∑
ω,ω′
∑
i,j
ei(ω
′−ω)tΓij(ω)
(
Aˆj(ω)ρAˆ
†
i(ω
′) − Aˆ†i(ω
′)Aˆj(ω)ρ
)
+ h.c., (2.41)
where h.c. denotes the hermitian conjugate of the first term, and we
have defined
Γij(ω) ≡
∫∞
0
dseiωsTrE[Eˆ
†
i(t)Eˆj(t− s)ρE], (2.42)
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the one-sided Fourier transform of the environment correlation func-
tions, TrE[Eˆ
†
i(t)Eˆj(t− s)ρE] with an associated characteristic decay time
τc ∼  h/∆ω. In some cases the correlation functions are homogeneous
in time, meaning that TrE[Eˆ
†
i(t)Eˆj(t− s)ρE] = TrE[Eˆ
†
i(s)Eˆj(0)ρE] and
ensuring that the functions Γij(ω) are time independent. This is the
case of environments such that [HˆE , ρE] = 0, the thermal equilibrium
reservoir being the most important and paradigmatic case. However,
more exotic states of the environment may present time-varying coef-
ficients, as in the case of a squeezed thermal reservoir. For those cases
one may split Eq. (2.42) into time-dependent and time-independent
parts [72]. Assuming homogeneous correlation functions, we can now
easily perform the secular approximation by neglecting in Eq. (2.41)
the terms with ω′ 6= ω. This approximation is justified when the
time scale of the intrinsic (isolated) system is small compared to
the time scale associated to the interaction with the reservoir, τs ∼
1/|ω′ −ω| τρ. In this case the non-secular terms (ω′ 6= ω) oscillate
very rapidly during the time over which ρ(t) varies (in interaction
picture), and can be neglected [72]. This implies that Eq. (2.41) trans-
forms into
dρ
dt
=
∑
ω
∑
i,j
Γij(ω)
(
Aˆj(ω)ρAˆ
†
i(ω) − Aˆ
†
i(ω)Aˆj(ω)ρ
)
+ h.c.
Finally, it is convenient to decompose the Fourier transforms of the
reservoir correlation functions into two terms Γij(ω) = 12γij(ω) +
iχij(ω), where the first one is always positive, and the second one
are the entries of an Hermitian matrix
γij(ω) ≡ Γij(ω) + Γ∗ji(ω) =
∫∞
−∞ dseiωs〈Eˆ
†
i(s)Eˆj(0)〉 (2.43)
χij(ω) ≡ 1
2i
(
Γij(ω) − Γ
∗
ij(ω)
)
.
Rearranging terms we obtain the master equation in interaction pic-
ture
dρ(t)
dt
= −
i
 h
[HˆLS, ρ(t)] + D(ρ(t)), (2.44)
where we defined the Hermitian operatorLamb-shift
Hamiltonian
HˆLS ≡
∑
ω
∑
i,j
 h χij(ω)Aˆ
†
i(ω)Aˆj(ω), (2.45)
often called the Lamb shift Hamiltonian, which introduces a (small)
renormalization on the unperturbed energy levels of the open system
induced by the coupling to the environment; [Hˆ , HˆLS] = 0. The sec-
ond term in Eq. (2.44) is a super-operator usually called the dissipator,
which takes the formDissipator
D(ρ) ≡
∑
ω
∑
i,j
γij(ω)
(
Aˆj(ω)ρAˆ
†
i(ω) −
1
2
{Aˆ
†
i(ω)Aˆj(ω) , ρ}
)
. (2.46)
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The Markovian master equation in Eq. (2.44) describes a CPTP dy-
namics, as can be directly seen by rewriting it in Lindblad form. This
can be done by simply diagonalizing the matrices γij(ω), which are
positive by virtue of Bochner’s theorem [72]. Turning back to the
Schrödinger picture Eq. (2.44) reads CPTP Markovian
Master equation
dρ(t)
dt
= −
i
 h
[Hˆ+ HˆLS, ρ(t)] + D(ρ(t)), (2.47)
which is the final form for the CPTP Markovian master equation. In
practical applications the Lamb shift Hamiltonian HˆLS is usually ne-
glected, as the weak coupling limit ensures that the energy shift is
small compared to the eigenvalues {l} of Hˆ. One can also include a
counter-term in the original system Hamiltonian in order to cancel the
Lamb shift contribution. However a proper calculation of the Lamb
shift Hamiltonian requires the use of renormalization theory and rel-
ativistic quantum mechanics [586].
2.3 dissipative qubits and harmonic oscillators
Here we present some relevant examples of Markovian master equa-
tions with a wide range of applicability in the study of open quan-
tum systems. They are based on the prototypical systems introduced
in Sec. 1.2, namely, the qubit system and the quantum harmonic os-
cillator. In the first example we discuss the relaxation of a qubit sys-
tem in the presence of a bosonic reservoir (harmonic oscillators) in
the optical regime, where a CPTP Markovian master equation is ob-
tained even in the case of a squeezed reservoir. We start with an in-
teraction Hamiltonian in the RWA, and show that the result is the
same when the whole interaction term is considered after the secu-
lar approximation (see the above Sec. 2.2.2). In the second example we
consider an harmonic oscillator interacting with the bosonic reser-
voir now from a collisional approach, which is well suited for quan-
tum information and quantum thermodynamic studies (see e.g. Refs.
[486, 541]). When the RWA or the secular approximation is carried
out, we obtain a very similar master equation than for the qubit case.
However, in some important regimes this approximation fails lead-
ing to a non-CPTP Markovian master equation, as in the case of the
so-called quantum Brownian motion, which we discuss as a third exam-
ple. Other relevant (simple) examples of Markovian master equations
can be found in textbooks covering open quantum systems, such as
the one-atom maser [488], the spin-boson model [490], quantum dots
interacting with fermionic reservoirs [586], or dynamical models of
quantum measurements [72, 586].
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2.3.1 Qubit relaxation in a bosonic environment
Let us start by considering a qubit system (two-level atom) with
Hamilton operator Hˆ =  hωσˆ†σˆ, σˆ ≡ |0〉 〈1| being its lowering operator
and satisfying {σˆ, σˆ†} = 1. The system interacts with a bosonic reser-
voir (e. g. electromagnetic radiation). The reservoir is described as an
infinite collection of uncorrelated bosonic modes (harmonic oscilla-
tors) spanning a continuous frequency spectrum with Hamiltonian
HˆE =
∑
k
 hΩkbˆ
†
kbˆk, where [bˆk, bˆ
†
k′ ] = 1Eδk,k′ , and bˆk and bˆ
†
k being
the annihilation and creation operators for mode k. The qubit and
the reservoir modes interact via the Jaynes-Cummings Hamiltonian,
which in interaction picture reads
Hˆint =
∑
k
 hgk(σˆ bˆ
†
ke
−i(ω−Ωk)t + σˆ† bˆkei(ω−Ωk)t) (2.48)
where gk is the coupling strength between the qubit and the mode
k in the reservoir. The interaction (2.48) results from performing the
RWA on the Hamiltonian describing the interaction between the two-
level atom and the radiation field in the dipole approximation (see e.g.
[488, 498]). Introducing Eq. (2.48) into the Redfield equation (2.36)
dρ(t)
dt
= Γ1(σˆρ(t)σˆ
† − σˆ†σˆρ(t)) + Γ2(σˆ†ρ(t)σˆ− σˆσˆ†ρ(t))
+ Γ3 2σˆρ(t)σˆ + h.c., (2.49)
where we have used σˆ2 = 0, and defined the following four coeffi-
cients, similar to the ones in Eq. (2.42):
Γ1 ≡
∫t
0
ds
∑
k
g2ke
i(ω−Ωk)(t−s)(NΩk + 1),
Γ2 ≡
∫t
0
ds
∑
k
g2ke
−i(ω−Ωk)(t−s)NΩk ,
Γ3 ≡
∫t
0
ds
∑
k
g2ke
−i(ω−Ωk)(t+s)M∗Ωk , (2.50)
with NΩk ≡ Tr[bˆ†kbˆkρE] and MΩk ≡ Tr[bˆ2kρE]. Next, we take the
continuous limit by defining the spectral density of the reservoir
J(Ω) ≡
∑
k
g2kδ(Ω−Ωk), (2.51)
that characterize the number of modes in the reservoir interacting
with the system with a given strength. The spectral density allows
us to replace the sum in Eq. (2.50) by an integral over the reservoir
frequencies:
Γ1 =
∫t
0
ds
∫∞
0
dΩ J(Ω)ei(ω−Ω)(t−s)(NΩk + 1),
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and analogously for coefficients Γ2 and Γ3. In the above expression
NˆΩ is the number operator of the reservoir mode with frequency
Ω. Taking the upper limit t → ∞ in the above integrals (Markov
approximation) and using
∫∞
0 dse
−ixs = piδ(x) − iP(1/x), P being the
Cauchy principal value, we can split the coefficients into two terms
Γi ≡ 12γi + iχi, where
γ1 =
∫∞
0
dΩJ(Ω) 2piδ(ω−Ω)(NΩ + 1) = 2pi J(ω)(Nω + 1),
γ2 =
∫∞
0
dΩJ(Ω) 2piδ(ω−Ω)NΩ〉ρE = 2pi J(ω)Nω,
γ3 =
∫∞
0
dΩJ(Ω) 2piδ(ω−Ω)M∗Ω = 2pi J(ω)M
∗
ω, (2.52)
and the coefficients χi only enter in the Lamb-shift Hamiltonian (see
below). In the above equations we see how the Markov approxima-
tion implies the selection of the resonant frequency in the reservoir
as the dominant contribution for the damping coefficients γi.
Introducing all the coefficients back in Eq. (2.49) and rearranging
terms we finally obtain Qubit relaxation in
a generic state
reservoirρ˙ =−
i
 h
[HˆLS, ρ] + γ0M∗ωσˆρσˆ+ γ0Mωσˆ
†ρσˆ†
+ γ0(Nω + 1)(σˆρσˆ
† −
1
2
{σˆ†σˆ, ρ})
+ γ0Nω(σˆ
†ρσˆ−
1
2
{σˆσˆ†, ρ}). (2.53)
The above Markovian master equation equation describes the relax-
ation of the qubit system in contact with a (generalized) bosonic reser-
voir characterized by the damping coefficient γ0 ≡ 2piJ(ω), which
depends on the density of states at the qubit frequency ω, the mean
number of quanta in the reservoir’s resonant mode, 〈Nˆω〉ρE , and its
second-order coherences 〈Mˆω〉ρE . In the derivation we implicitly as-
sumed 〈bˆk〉ρE = 0 for all modes k in the reservoir. The Lamb-shift
Hamiltonian introduces a renormalization of the qubit frequency ω
given by
HˆLS =  hΩLSσˆ
†σˆ, with ΩLS ≡ P
∫∞
0
dΩ J(Ω)
2〈NˆΩ〉ρE + 1
Ω−ω
, (2.54)
which depends on the mean number of quanta in the reservoir [61].
It is important to notice that we could also derived the master equa-
tion (2.53) by considering the complete dipole approximation without
the RWA in the interaction between the qubit and the environment,
Hˆint =
∑
k
 hgk(σˆe
−iωt + σˆ†eiωt)(bˆke−iΩkt + bˆ
†
ke
iΩkt). This corre-
sponds to a Hamiltonian of the form (2.38) with a single term, where
it is easy to identify two system eigenoperators {Aˆ(ω)} corresponding
to frequencies ±ω (see Sec. 2.2.2)
Aˆ(ω) = σˆ, Aˆ(−ω) = σˆ†, (2.55)
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and the reservoir operator Bˆ =
∑
k gk(bˆke
−iΩkt + bˆ†ke
iΩkt). Calcu-
lating the reservoir correlation functions Γij(ω) (in this case i = j = 1
as the interaction Hamiltonian only contains a single term), and split-
ting it in homogeneous and non-homogeneous in time parts [72], the
above Markovian master equation (2.53) is recovered.
Let us now consider some particular cases of Eq. (2.53). Probably
the most natural case to begin with is assuming that the reservoir
is in thermal equilibrium, ρE = e−βHˆE/ZE, at inverse temperature
β = 1/kBT . The mean number of quanta in the thermal reservoir
with frequency ω reads Nω = (e−β
 hω−1)−1 ≡ nth, and Mω = 0
(see Sec. 1.2.3). Turning back to the Schrödinger picture, the master
equation (2.53) then readsQubit thermal
relaxation
ρ˙ = −
i
 h
[Hˆ, ρ] + γ0(nth + 1)(σˆρσˆ† −
1
2
{σˆ†σˆ, ρ})
+ γ0nth(σˆ
†ρσˆ−
1
2
{σˆσˆ†, ρ}) ≡ − i
 h
[Hˆ, ρ] +Lth(ρ), (2.56)
where we have neglected the frequency shift introduced by the Lamb-
shift Hamiltonian. This equation is written in Lindblad form by iden-
tifying the two Lindblad operators: Lˆ↓ =
√
γ0(nth + 1) σˆ and Lˆ↑ =√
γ0nth σˆ
†. Here the Hamiltonian term describes the phase evolu-
tion of the qubit system while the superoperator Lth accounts for
the dissipative effects induced by the thermal reservoir, consisting
of two processes. The first one in the upper line of Eq. (2.56) asso-
ciated to Lˆ↓, is the spontaneous and stimulated emission of quanta
 hω from the qubit to the reservoir by performing a jump from its ex-
cited state |1〉 to the ground state |0〉 ∝ Lˆ↓ |1〉, and occurring at a rate
γ↓ = γ0(nth + 1). In analogy, the second line in (2.56) associated to
Lˆ↑ corresponds to the stimulated absorption of quanta  hω from the
reservoir while producing a jump in the qubit from the ground |0〉 to
the excited level |1〉 ∝ Lˆ↑ |0〉, a process which occurs at rate γ↑ = γ0nth.
The interplay of these two processes, whose rates are related by a de-
tailed balance relation γ↓ = e−β
 hωγ↑, implies the thermalization of
the qubit in the long time run, pi = e−βHˆ/Z, with [Hˆ,pi] = Lth(pi) = 0.
It is easy to see that, in the thermal equilibrium state, the popula-
tions of the two levels are such that the two processes become equally
probable. In the limiting case in which the temperature of the reser-
voir vanishes T → 0, we have nth → 0, and spontaneous emission
becomes dominant. As a consequence, the steady state of the qubit
tends to the ground state pi→ |0〉 〈0|.
An important generalization of the above situation results from in-
cluding the coherent driving of the qubit by a nearly resonant classi-
cal field, a model which is known as resonance fluorescence (the case
of an isolated qubit system driven by a classical field has been con-
sidered in Sec. 1.2.2). If the intensity of the classical field is weak
compared to the qubit frequency ω, it can be neglected in the deriva-
tion of the interaction picture master equation, and simply added at
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Figure 14: Population of the excited level and coherence (inset plot) in the
steady state of the resonance fluorescence master equation, Eq.
(2.58), as a function of the ratio between the Rabi frequency
ΩR and the damping rate γ0 for different values of the (scaled)
reservoir’s inverse temperature. The different lines correspond
to β = {0.5, 1.0, 2.0, 7.0}/ hω from bottom to top in the right side
of the plot. On the other hand, maximum coherence is attained
when ΩR = γ0(2nth + 1)/
√
2.
the end, when turning back to the Schödinger picture [586]. In such
case we obtain the following master equation in Schr¨odinger picture Resonance
fluorescence master
equation
ρ˙ = −
i
 h
[Hˆ+ Hˆf(t), ρ] + γ0(nth + 1)(σˆρσˆ† −
1
2
{σˆ†σˆ, ρ})
+ γ0nth(σˆ
†ρσˆ−
1
2
{σˆσˆ†, ρ}), (2.57)
where Hˆf(t) =  hΩR
(
σˆ†e−iωft + σˆ eiωft
)
/2, being ωf the frequency
of the field and ΩR the Rabi frequency. The master equation Eq. (2.57)
is known as the resonance fluorescence master equation, which de-
scribes the damping of the Rabi oscillations due to the reservoir. The
steady state solution is however no longer diagonal in the Hˆ eigenba-
sis. For the strictly resonant case, ωf = ω, one can obtain the follow-
ing steady state values for the excited level population and coherence
[72]:
〈σˆ†σˆ〉pi = γ
2
0nth(2nth + 1) +Ω
2
R
γ20(2nth + 1)
2 + 2Ω2R
,
〈σˆ〉pi = iγ0ΩRe
−iωt
γ20(2nth + 1)
2 + 2Ω2R
, (2.58)
which are plotted in Fig. 14. Pumping from the coherent classical
field increases the excited level population 〈σˆ†σˆ〉pi > 〈σˆ†σˆ〉th and the
presence of coherence in the steady state produces the rotation of the
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qubit state in the XY-plane of the Bloch sphere at constant frequency
ω. Notice that when ΩR → 0 we recover the thermal equilibrium
state.
The thermal reservoir case can be further generalized by consider-
ing a squeezed thermal reservoir, for which
ρE =
∏
k
Sˆk
(
e−βHˆE/Z
)
Sˆ
†
k, (2.59)
Sˆk(rk, θk) being the squeezing operator for mode k with e parame-
ters rk and θk (see Sec. 1.2.5). In this situation, the expectation val-
ues change to Nω = cosh(2r)nth + sinh
2(r), and Mω = −(2nth +
1) sinh(r) cosh(r)eiθ, r and θ being the squeezing parameters of the
resonant mode [72]. In this case, the extra terms in Eq. (2.53) come
into play, generating a transient enhancement of the qubit coherence
(terms 〈σˆ〉ρ(t) and 〈σˆ†〉ρ(t)) before its final suppression, and modify-
ing the populations of the steady state as if it were at a higher tem-
perature [275, 526]. The master equation Eq. (2.53) can be rewritten
asMaster equation for
a qubit in a squeezed
thermal reservoir ρ˙ = −
i
 h
[Hˆ, ρ] + γ0(nth + 1)
(
RˆρRˆ† −
1
2
{Rˆ†Rˆ, ρ}
)
(2.60)
+ γ0nth
(
Rˆ†ρRˆ−
1
2
{RˆRˆ†, ρ}
)
,
with Rˆ = cosh(r)σˆ − sinh(r)eiθσˆ†. We can easily identify here the
Lindblad operators Lˆ− ≡
√
γ0(nth + 1)Rˆ, and Lˆ+ ≡ √γ0nthRˆ†, asso-
ciated to correlated jumps between the ground and the excited states
of the qubit.
2.3.2 Bosonic collisional model
Now we move to the case in which our system of interest is an har-
monic oscillator, represented for instance by an electromagnetic field
mode in a cavity or more generally by a bosonic mode. The Hamil-
ton operator of the system reads Hˆ =  hωaˆ†aˆ, where [aˆ, aˆ†] = 1 are
respectively the annihilation and creation operators of the mode. The
environment is considered again to be composed by a bosonic reser-
voir with Hamiltonian HˆE =
∑
k
 hΩkbˆ
†
kbˆk, with [bˆk, bˆ
†
k′ ] = 1Eδk,k′
(see the previous example). Let us assume the interaction Hamilto-
nian between the system and the reservoir (in interaction picture) to
be in the RWA
Hˆint =
∑
k
 hgki
(
aˆ bˆ
†
ke
−i(ω−Ωk)t − aˆ† bˆkei(ω−Ωk)t
)
, (2.61)
to be compared with Eq. (2.48). As in the previous example, this inter-
action is a good approximation in the weak coupling regime for opti-
cal frequencies, which implies that the characteristic frequency of the
2.3 dissipative qubits and harmonic oscillators 77
system is much larger than the decay rate [586]. Following the same
steps as in the qubit system example, we obtain a master equation
similar to Eq. (2.53) for the relaxation of the harmonic oscillator in a
general environment. However, in this case we develop a collisional
model which will provide a more intuitive picture of the dynamical
evolution. This represents a generalization of the model we recently
reported in Ref. [373] for the study of the thermodynamical features
of the squeezed thermal reservoir (see chapter 10).
In the collisional model, the system bosonic mode interacts at ran-
dom times, given by some rate R, with a generic mode k of the
bosonic environment once at a time during some small interval τ.
It is convenient to introduce the Hamiltonian of a single reservoir’s
mode k, HˆE(Ωk) =  hΩkbˆ
†
kbˆk. In each collision we assume that the
bosonic mode interacts with a different reservoir mode, which may
have a different frequency, depending on the reservoir density of states,
ϑ(Ωk), which characterizes the number of modes with a given fre-
quency Ωk. Let us specify the interaction Hamiltonian (2.61) to ac-
count for the interaction with a single mode in the reservoir, Hˆint =
i hgk(aˆbˆ
†
ke
−i∆kt − aˆ†bˆke−i∆kt), with ∆k = ω−Ωk. Assuming again
weak coupling, gkτ 1 ∀k, the unitary evolution governing a single
collision occurring at time t, reads, in the interaction picture:
UˆI(t+ τ, t) = Tˆ+ exp
(
−
i
 h
∫t+τ
t
dt1Hˆint(t1)
)
, (2.62)
where Tˆ+ is the time-ordering operator. The evolution of the two-
mode (total) density matrix can be expanded up to second order in
the coupling using the Dyson series (see Sec. 1.1):
ρtot(t+ τ, t) ' ρtot(t) − i h
∫t+τ
t
dt1[Hˆint(t1), ρtot(t)]
−
1
 h2
∫t+τ
t
dt2
∫t2
t
dt1[Hˆint(t2), [Hˆint(t1), ρtot(t)]]. (2.63)
The first order commutator reads
[Hˆint(t1), ρtot(t)] = i hgk
(
[aˆbˆ†k, ρtot(t)]e
−i∆kt1 − h.c.
)
, (2.64)
and the second-order one
[Hˆint(t2), [Hˆint(t1), ρtot(t)]] = − h2g2k([aˆ
†bˆk, [aˆ†bˆk, ρtot(t)]]
ei∆k(t1+t2) − [aˆ bˆ†k, [aˆ
†bˆk, ρtot(t)]]ei∆k(t1−t2) + h.c.). (2.65)
The reduced evolution in the system and in the reservoir mode, can
be obtained by partial tracing Eq. (2.63) over the corresponding de-
grees of freedom. We also assume ρtot(t) = ρ(t)⊗ ρ(k)E , i.e. the system
mode always interacts with a ‘fresh’ reservoir mode k in the same
state. The master equation can be constructed from the following
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coarse-grained derivative for the system mode. During some small
interval of time δt  R−1 (but δt  τ), for which at most one inter-
action occurs:
ρ(t+ δt) = Rδt ρ(t+ τ) + (1−Rδt)ρ(t), (2.66)
where ρ(t) = TrE[ρtot(t)]. That is, with probability Rδt the system
interacts with a bosonic mode in the reservoir and with the comple-
mentary probability, 1 − Rδt, it is unaltered (we stress that we are
working in the interaction picture). Therefore we have
ρ˙(t) ' 1
δt
[ρ(t+ δt) − ρ(t)] = R[ρ(t+ τ) − ρ(t)].
This is valid when the reservoir modes always have the same fre-
quency Ωk, but if we want to take into account that the reservoir
contains many frequencies, the above equation should be averaged
over the reservoir density of states:
ρ˙(t) ' R
∑
k
ϑ(Ωk)[ρ(t+ τ) − ρ(t)]. (2.67)
Performing the time integrals, the partial trace, and defining the fol-
lowing reservoir expectation values:
〈bˆk〉ρ(k)E = DΩk 〈bˆ
†
k〉ρ(k)E = D
∗
Ωk
〈bˆ2k〉ρ(k)E = MΩk 〈bˆ
†2
k 〉ρ(k)E =M
∗
Ωk
(2.68)
〈bˆ†kbˆk〉ρ(k)E = NΩk 〈bˆkbˆ
†
k〉ρ(k)E = NΩk + 1
we obtain the following preliminary form for the master equation
ρ˙ = −
i
 h
[∆Hˆ, ρ] + [∗aˆ− aˆ†, ρ] (2.69)
+ Γe
(
aˆρaˆ† −
1
2
{aˆ†aˆ, ρ}
)
+ Γa
(
aˆ†ρaˆ−
1
2
{aˆaˆ†, ρ}
)
− Γs
(
aˆ†ρaˆ† −
1
2
{aˆ†2, ρ}
)
− Γ∗s
(
aˆρaˆ−
1
2
{aˆ2, ρ}
)
,
where we identified the decay factors charactering the time scales of
emission/absorption processes and squeezing:
Γe ≡ Rτ2
∫∞
0
dΩJ(Ω)sinc2(τ∆/2)(NΩ + 1)
Γa ≡ Rτ2
∫∞
0
dΩJ(Ω)sinc2(τ∆/2)NΩ (2.70)
Γs ≡ Rτ2
∫∞
0
dΩJ(Ω)sinc2(τ∆/2)MΩei∆(2t+τ),
together with the driving amplitude-like coefficient
 ≡ Rτ
∑
k
gkϑ(Ωk)sinc(τ∆k/2)DΩke
i∆k(t+τ/2), (2.71)
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and the reservoir-induced frequency shift
∆Hˆ = R
∫∞
0
dΩJ(Ω)
τ
∆
{aˆ†aˆ(sinc(τ∆/2) cos(τ∆/2) − 1)
+ 1− sinc(τ∆/2)
(
2N(Ω)(cos(τ∆/2) − 1) + eiτ∆/2
)
}, (2.72)
whose first term induces a renormalization of the mode frequency,
and the second one shifts the zero-point energy. In the above equa-
tions we have introduced the reservoir spectral density, defined here
as J(Ω) =
∑
k g
2
kϑ(Ωk)δ(Ω−Ωk), and took the continuum limit. As
a consequence, we drop the subscripts k in the reservoir frequencies
Ωk and related quantities, e.g. ∆ ≡ ω−Ω. Notice that the three in-
tegrals in Eqs. (2.70) are weighted by the function sinc2(τ∆/2). As
this factor is highly peaked around ∆ = 0 (that is Ω = ω), it acts as
a Dirac delta function (δ(τ∆/2)) when integrating over the reservoir
frequencies, meaning that the effect of detuned modes in the reser-
voir is very weak in comparison with the resonant ones [488]. This
implies:
Γe ' Rτ2J(ω)(Nω + 1) ≡ γ0(Nω + 1)
Γa ' Rτ2J(ω)Nω ≡ γ0Nω (2.73)
Γs ' Rτ2J(ω)Mω ≡ γ0Mω
and we obtain an effective decay rate γ0 = Rτ2J(ω) characterizing
the global system-reservoir interaction dynamics, proportional to the
density of resonant modes in the reservoir. We note that this approx-
imation is justified when the time-scale of the intrinsic (isolated) sys-
tem dynamics τs ∼ 1/ω is small compared with the interaction time
between system and environment, τs  τ, in analogy to the secular
approximation introduced in Sec. 2.2.
We end up with the following Markovian master equation in the
interaction picture Collisional model
master equation
ρ˙ = −
i
 h
[∆Hˆ, ρ] + [∗aˆ− aˆ†, ρ] (2.74)
+ γ0(Nω + 1)(aˆρaˆ
† −
1
2
{aˆ†aˆ, ρ}) + γ0Nω(aˆ†ρaˆ−
1
2
{aˆaˆ†, ρ})
− γ0M
∗
ω(aˆρaˆ−
1
2
{aˆ2, ρ}) − γ0Mω(aˆ†ρaˆ† −
1
2
{aˆ†2, ρ}).
As we can see the structure of the equation is the same as in the qubit
case, Eq. (2.53), replacing the lower and raising operators of the qubit
system by the creation and annihilation operators of the cavity mode.
However, we see that here the terms in the las two lines retain the
anticommutator part previously vanishing due to σˆ2 = 0, and its sign
has changed due to the different relative phase introduced in the in-
teraction Hamiltonian (2.61). Furthermore in this case we considered
the reservoir to have non-zero initial averages 〈bk〉ρE , which implies
the inclusion of a driving-like term with amplitude .
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By particularizing the reservoir state we can obtain different ver-
sions of the master equation. We just consider here the case of a
squeezed thermal reservoir, as it will be be of particular interest in
later chapters. The reservoir density operator is in this case ρE =∏
k SˆkρthSˆ
†
k, Sˆk(rk, θk) being the squeezing operator for mode k and
ρth = e
−βHˆE/ZE the equilibrium thermal (Gibbs) state (see Sec. 1.2.5).
We hence obtain the master equation coefficients
Nω = cosh(2r)nth + sinh
2(r), Mω = − sinh(r) cosh(r)(2nth + 1)eiθ,
and  = 0. In the above expressions r and θ are the squeezing pa-
rameters of the resonant mode in the reservoir, however one may al-
ternatively assume that all the modes in the reservoir have the same
squeezing parameters [373]. The master equation (2.74) then can be
rewritten in the Schrödinger picture asBosonic mode
relaxation in a
squeezed thermal
reservoir ρ˙ = −
i
 h
[Hˆ, ρ] + γ0(nth + 1)(RˆρRˆ† −
1
2
{Rˆ†Rˆ, ρ})
+ γ0nth(Rˆ
†ρRˆ−
1
2
{RˆRˆ†, ρ}), (2.75)
where we have defined Rˆ ≡ cosh(r)aˆ + sinh(r)eiθaˆ† = SˆaˆSˆ†, and
Sˆ(r, θ) = exp(r(aˆ2e−iθ + aˆ†2eiθ)/2) the squeezing operator acting on
the system. As in the case of the qubit, it is easy to check that the
above master equation is in Lindblad form (see Sec. 2.3.1). However,
in contrast to the previous case, the steady state of the dynamics is
no longer diagonal in the system energy eigenbasis. This stationary
state is in fact the squeezed thermal state
pi = Sˆ
e−βHˆ
Z
Sˆ†. (2.76)
The different properties of this anomalous relaxation process are an-
alyzed from a thermodynamical point of view in chapter 10. It is
also interesting to notice that Eq. (2.75) can be mapped to the case of
a Bogoliubov mode with Hamilton operator HˆB ≡  hωRˆ†Rˆ in weak
contact with a traditional thermal reservoir. This property can be
easily checked by introducing the squeezed frame ρ → Sˆ†ρSˆ and
Hˆ→ SˆHˆSˆ† = HˆB.
2.3.3 Quantum Brownian motion
In the preceding examples the fast evolution of the coherent inner
system dynamics, as compared with the relaxation characteristic time
scales, allowed us to perform either the RWA or the secular approx-
imation to obtain CPTP Markovian master equations. This condition
is usually satisfied by optical systems, but not in other scenarios such
as in solid state physics. A paradigmatic case in which the RWA can-
not be performed is the quantum Brownian motion, as described by the
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Caldeira-Legget model [82]. In the weak-coupling limit and for high
temperatures a Markovian master equation can be derived for this
model, but otherwise the non-Markovian character of the dynamical
evolution needs to be addressed with more powerful techniques, such
as generalized quantum Langevin equations, or the Feynman-Vernon
influence functional [72, 239].
Consider a single Brownian particle of mass m and position and
momentum operators xˆ and pˆ, trapped in a potential V(xˆ). The corre-
sponding Hamiltonian reads
Hˆ =
pˆ2
2m
+ V(xˆ). (2.77)
The environment of the particle is modeled as a large reservoir of
harmonic oscillators in thermal equilibrium (bath) with Hamiltonian
HˆE =
∑
n
 hΩk(bˆ
†
kbˆk +
1
2
) =
∑
k
Πˆk
2Mk
+
Mk
2
Ω2kQˆk, (2.78)
where [bˆ, bˆ†k′ ] = 1Eδkk′ are annihilation and creation operators, and
[Πˆk, Qˆk′ ] = i h1Eδkk′ canonical momentum and position operators.
Notice that, in contrast to previous examples, we explicitly consider
here the masses of the reservoir harmonic oscillators and include the
zero point energy term (see Sec. 1.2.3). We stress that both models of
the environment are equivalent and that we adopt this approach here
just for historical reasons.
In this model, the particle position xˆ and that of the bath’s oscilla-
tors Xˆk are coupled through the interaction Hamiltonian
Hˆint = −
∑
k
gkxˆQˆk = −xˆBˆk, (2.79)
where gk represents the coupling strength of the particle to the har-
monic oscillator k in the reservoir, and we identify Bˆ =
∑
k gkQˆk as
the global bath operator coupled to the open system. Furthermore
we may include a counter-term which compensates for the renormal-
ization of frequencies appearing later in the form of a Lamb-shift
Hamiltonian term (see Sec. 2.2.2)
Hˆc−t = xˆ
2
∑
k
g2k
2MkΩ
2
k
, (2.80)
which acts only on the Hilbert space of the particle.
Assuming a factorized initial condition, weak coupling between the
Brownian particle and the bath, and that the bath is at a high temper-
ature, we can obtain a Markovian master equation which cannot be
written in Lindblad form, and is not completely positive (CP). Let us
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start from the Born-Markov master equation derived in Sec. 2.2.2 in
Schrödinger picture
dρ(t)
dt
= −
i
 h
[Hˆ+ Hˆc−t, ρ(t)] (2.81)
−
1
 h2
∫∞
0
dτ TrE([Hˆint, [Hˆint(−τ), ρ(t)⊗ ρE]])]),
with ρE = e−βHˆE/ZE, β = 1/kBT being the inverse temperature of the
bath. In the above expression Hˆint(t) is the interaction Hamiltonian in
interaction picture. In the following, operators with an explicit time
dependence are expressed in the interaction picture (see Sec. 1.1). Af-
ter rearranging terms in Eq. (2.81) we obtain the following most con-
venient form of the master equation [72]
dρ(t)
dt
= −
i
 h
[Hˆ+ Hˆc−t, ρ(t)] (2.82)
+
1
 h2
∫∞
0
dτ
(
i
ξ(τ)
2
[xˆ, {xˆ(−τ), ρ(t)}] −
ν(τ)
2
[xˆ, [xˆ, ρ(t)]]
)
,
where we defined the dissipation and noise kernels respectively asNoise and
dissipation kernels
ξ(τ) ≡ iTrE([Bˆ, Bˆ(−τ)]) = 2 h
∑
k
g2k
2MkΩk
sin(Ωkτ), (2.83)
ν(τ) ≡ TrE({Bˆ, Bˆ(−τ)}) = 2 h
∑
k
g2k
2MkΩk
(2bˆ†kbˆk + 1) cos(Ωkτ).
As in the previous examples, we may consider now the continuous
limit by introducing the spectral density function of the reservoir,
which in this case is defined as
J(Ω) ≡
∑
k
g2k
2MkΩk
δ(Ω−Ωk). (2.84)
The spectral density is assumed to be a continuous and smooth func-
tion function of Ω. The dissipation and noise kernels can be hence
rewritten as
ξ(τ) = 2 h
∫∞
0
dΩ J(Ω) sin(Ωτ), (2.85)
ν(τ) = 2 h
∫∞
0
dΩ J(Ω) coth(β hω/2) cos(Ωτ). (2.86)
From the above equations it becomes clear that the specific form of
the spectral density J(Ω) may strongly affect the properties of the
master equation through the noise and dissipation kernels. The usual
approach assumes the so-called Ohmic spectral density, depending
linearly on Ω for low frequencies, i.e. in the vicinity of the system fre-
quency ω. Furthermore, one assumes a high-frequency cutoff Λ ω
in order to account for the system frequency renormalization induced
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Figure 15: Plots of the Lorentz-Drude JL−D(Ω) and triangular JT (Ω) spec-
tral density functions in Eqs. (2.87) and (2.88) respectively as a
function of the environment frequencies Ω. The cutoff frequency
Λ = 10 corresponds to the dotted line, and the spectral densities
are scaled in units of 2mγ0/pi.
by the interaction of the system with far detuned oscillators of the en-
vironment [72]. An example of a spectral density function fulfilling
the above required characteristics is
JL−D(Ω) =
2mγ0
pi
Ω
Λ2
Λ2 +Ω2
, (2.87)
which contains a Lorentz-Drude cutoff function. Another simpler ex-
ample is given by a triangular function with a sharp cutoff at fre-
quency Λ
JT (Ω) =
2mγ0
pi
Ω Θ(Λ−Ω), (2.88)
where Θ(x) is the Heaviside step function taking the value 1 for x >
1 and 0 for x 6 0 (see Fig. 15). This Ohmic spectral density gives
rise to a frequency independent damping at rate γ0, which is usually
determined phenomenologically.
Taking into account the above considerations and approximating
xˆ(−τ) ≈ xˆ− τpˆ/m, the master equation in Eq. (2.82) becomes Quantum Brownian
motion master
equationdρ(t)
dt
= −
i
 h
[Hˆ+ Hˆc−t, ρ(t)] +
iR
2 h2
[xˆ, [xˆ, ρ(t)]] (2.89)
−
1
2 h2
(iΓ [xˆ, {pˆ, ρ(t)}] +D [xˆ, [xˆ, ρ(t)]] − F [xˆ, [pˆ, ρ(t)]]) ,
where we have introduced the coefficients
R ≡
∫∞
0
dτ ξ(τ) = 2 h
∑
k
g2k
2MkΩ
2
k
, F ≡
∫∞
0
dτ
τ
m
ξ(τ), (2.90)
Γ ≡
∫∞
0
dτ τ ξ(τ) = 2m hγ0, D ≡
∫∞
0
dτ ν(τ) = 4mγ0/β,
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and we have used the properties
∫∞
0 dτ sin(Ωτ) = P(1/Ω), P being the
Cauchy principal value, and
∫∞
0 dτ τ sin(Ωτ) = −∂Ω
∫∞
0 dτ cos(Ωτ) =
−pi∂Ωδ(Ω) [72]. The (Lamb-shift) term accompanying the coefficient
R in Eq. (2.89) can be rewritten as [xˆ, [xˆ, ρ]] = [xˆ2, ρ] and hence can-
cels with the counter-term Hˆc−t in Eq. (2.80). Furthermore, we stress
that the coefficient Γ is related to the damping of the particle motion,
while the terms D and F, which are temperature dependent, describe
fluctuations induced by the thermal bath. The first one, D, leads to
diffusion in momentum and the second one, F, to the so-called anoma-
lous diffusion [586]. We also stress that Eq. 2.89 can be obtained from
the Redfield master equation [Eq. (2.36) in Sec. 2.2.2] leading to the
same form (2.89) but with time-dependent coefficients, by taking the
asymptotic expressions, t→∞.
The anomalous diffusion coefficient F depends also on the cutoff
frequency Λ, and hence requires a specific shape for the spectral den-
sity to be calculated. Taking the Ohmic spectral density with Lorentz-
Drude cutoff in Eq. (2.87) one obtains in the high temperature limit
kBT &  hΛ [72]
F ≈ 4γ0
βΛ
(2.91)
and hence the anomalous diffusion term differs from the momentum
diffusion by a factor ω/Λ. As this factor is very small (recall that
we assume ω  Λ) the anomalous diffusion term can be neglected
in the high-temperature limit, leading to the Caldeira-Legget master
equation [82]Caldeira-Legget
master equation
dρ(t)
dt
= −
i
 h
[Hˆ, ρ(t)] −
iγ0
 h
[xˆ, {pˆ, ρ(t)}] −
2mγ0
β h2
[xˆ, [xˆ, ρ(t)]]. (2.92)
This corresponds to a non CP Markovian master equation which can-
not be written in Lindblad form. The first dissipative term describes
the loss of the particle’s kinetic energy, and the second one the gain
[586]. However, a minimal modification allows us to obtain a CP
master equation from Eq. (2.92). It consists in adding a further term,
namely −(γ0β/8m)[pˆ, [pˆ, ρ]], which is small in the high-temperature
limit,  hω kBT , and hence can be safely included in this regime. By
defining a single Lindblad operator of the form [72]
Lˆ ≡
√
4m
β h2
xˆ + i
√
β
4m
pˆ, (2.93)
we may rewrite Eq. (2.92) in Lindblad form as
dρ(t)
dt
= −
i
 h
[Hˆ, ρ(t)] + Lˆρ(t)Lˆ† −
1
2
{Lˆ†Lˆ, ρ(t)}, (2.94)
describing CPTP Markovian dynamics.
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2.4 open many-body systems
In the previous section we have seen various examples of dissipative
quantum systems whose dynamics can be expressed in the form of
a Markovian master equation. However, the three considered cases
were single quantum systems (qubit system or harmonic oscillator)
coupled to a reservoir which plays the role of the environment. In
this section we consider the case of a many-body system, consisting
of different prototypical interacting subsystems, dissipating and de-
cohering into the environment. This is a natural and necessary exten-
sion of the single open system case, which allows the study of more
general configurations. We are interested in the emergence of collec-
tive quantum phenomena in realistic (non-isolated) extended systems,
such as sub-radiance and super-radiance [142, 232, 244], subdecoher-
ence [418], synchronization [249, 263, 510, 606], or quantum phase
transitions [102, 144, 247, 439, 445, 617]. Open many-body systems
are present in a wide range of situations of physical, chemical, or
biological interest, and can be often controlled or simulated in the
laboratory with high precision (see the reviews [80, 205] on quantum
simulation and references therein). Some relevant examples also in-
clude the possibility of controlling and engineering dissipation, as re-
cently reported in trapped ion configurations [35, 347], cold quantum
gases [33, 35, 487], or Josephson junction arrays [326].
When considering many-body systems the modeling of dissipation
and decoherence processes results more involved than in the single
body case. One may for instance consider that each unit of the com-
posite system is coupled to a totally independent environment, such
as in the initial models of decoherence in quantum computers [549],
in the first studies of entanglement dynamics in composite open sys-
tems [452, 616], or as in cavity optical modes [197, 577]. However, an-
other possibility is to consider the different bodies in the open system
to be coupled to the same environment, a situation which may lead
to different time-scales for decoherence and dissipation depending on
the relation between the properties of the environment and the spa-
tial extension of the many-body system [146, 388, 418, 457, 603, 604].
This latter possibility, usually called common or collective dissipation
and decoherence, has attracted much attention due to their potential
applications to quantum information and quantum computing [38,
152, 345, 602].
2.4.1 Common vs independent environmental action
In the next, we provide a simple model to illustrate the differences
that may arise in the environmental action on a composite quantum
system depending on the interplay between the spatial scale of the
open system and the properties of the environment. Consider for in-
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Figure 16: Schematic representation of a two-body quantum system dissipat-
ing and decohering into the environment. In the simplest case, de-
pending on the spacial distance between the two systems |~r1−~r2|
and the spatial scale ξE, the systems would feel an independent
or a correlated noise.
stance two quantum systems in a spatially extended configuration,
characterized by Hamiltonians Hˆi with associated Hilbert spaces Hi
for i = 1, 2. We assume that the two subsystems do not interact di-
rectly, and then the total Hamiltonian of the system under considera-
tion reads
Hˆ =
∑
i=1,2
Hˆi. (2.95)
We further assume that the composite system interacts with an envi-
ronment with Hamilton operator HˆE. We model the coupling between
system and environment with a general term of the form
Hˆint =
∑
i=1,2
λik Aˆi ⊗ Eˆk, (2.96)
where i runs over the two subsystems. We have introduced system
Hermitian operators Aˆi acting on Hi, and orthogonal Hermitian op-
erators Eˆk, such that [Eˆk, Eˆl] = 0 for k 6= l (they could be for in-
stance operators of different bosonic modes in a thermal bath), af-
fecting each subsystem throughout the different coupling strengths
λik. These coupling terms would in general depend on the different
(classical) positions in space of each subsystem, denoted as ~ri. Notice
also that, for simplicity, we have assumed a single operator of each
subsystem coupled to the environment.
As a first approximation, we may introduce a spatial scale ξE above
which the couplings λik start to depart from each other depending on
i, as assumed in Ref. [603], for non-interacting environmental opera-
tors Eˆk. This means that one can compare the distance between the
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system components with the distance ξE. If the two subsystems are
close enough in space, |~r1 −~r2| ξE, then the couplings to the baths
are similar, λk ≡ λ1k ≈ λ2k and the two subsystems feel the same
environmental action
Hˆint ≈
∑
i
Aˆi ⊗
∑
k
λkEˆk =
∑
i
Aˆi ⊗ Eˆ, (2.97)
where Eˆ =
∑
k λkEˆk. On the other hand, if |r1 − r2| & ξE, each sub-
system is coupled to different operators Eˆk of the environment and
they feel a different noise (see the schematic representation of Fig. 16).
However, this simplified description turns out to be incorrect or insuf-
ficient in many cases of interest, as it becomes clear when considering
structured environments [190].
The differences between common or independent environmental
action can be better understood by considering the Born-Markov mas-
ter equation reported in Sec. 2.2.2 within the secular approximation
dρ
dt
=
∑
ω
∑
i,j
Γij(ω)
(
Aˆj(ω)ρAˆ
†
i(ω) − Aˆ
†
i(ω)Aˆj(ω)ρ
)
+h.c., (2.98)
where here the indices i, j = 1, 2 refer to the two subsystems of the
composite open system. Here we introduced the environment corre-
lation functions
Γij(ω) ≡
∫∞
0
dseiωs
∑
k
λ∗ikλjkTrE[Eˆ
†
k(t)Eˆk(t− s)ρE], (2.99)
which explicitly depend on the coupling constants {λik} between sub-
system i and environmental operator k. The correlation functions for
i = j correspond to self-dissipation of each subsystem by direct con-
tact with the environment, while the terms i 6= j are cross-dissipative
terms indirectly coupling the dynamics of the two subsystems. Recall
that the environment operators Eˆ(t) correspond to the interaction pic-
ture with respect to Hˆ+ HˆE.
A more rigorous analysis of the transition between common or in-
dependent environmental action focus on the behavior of the correla-
tion functions (2.99). It has been shown that, for isotropic dispersion
of the bath modes (e.g. electromagnetic radation in free space), a spa-
tial scale ξE arises, such that [146, 190, 388]
Γij(ω) ≈ Γ(ω) ∀i, j when |~ri −~rj| ξE,
Γij(ω) ≈ δijΓ(ω), when |~ri − rˆj| & ξE. (2.100)
That is, for intrasystem distances greater than ξE, the only terms that
survive in the master equation (2.98) are those describing the dissi-
pation or decoherence of each subsystem as if it were coupled to an
independent separate environment, while for distances smaller than
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ξE, the environment induces an indirect coupling between the sub-
systems. On the other hand, for non-isotropic dispersion relations (as
those appearing in some structured environments), the transition be-
tween the two limit cases of common or independent noise can be
more intricate. In such cases the use of the spatial scale ξE is not jus-
tified, as collective dissipation can ideally arise above any distance
[190].
2.4.2 Coupled dissipative harmonic oscillators
We have seen that different forms of dissipation can arise in spatially
extended systems, a case which is not usually treated in textbooks.
Therefore we devote this section to the derivation of the master equa-
tion for a set of coupled harmonic oscillators dissipating into a ther-
mal environment (thermal bath). Our aim is to obtain Markovian mas-
ter equations for both cases of common and independent dissipation,
which we will call common bath (CB) and separate baths (SB) respec-
tively. The dynamical modeling which we develop here will be used
in Part II of the thesis.
Consider an arbitrary set of N harmonic oscillators with differ-
ent natural frequencies, unit masses, and arbitrary coupling between
them. The Hamiltonian of such system reads:
Hˆ =
1
2
N∑
i=1
(
pˆ2i +ω
2
i xˆ
2
i
)
+
N∑
i<j
λijxˆixˆj (2.101)
where xˆi and pˆj are the canonical position and momenta operators of
the harmonic oscillators, satisfying [xˆi, pˆj] = i hδij. It is convenient to
express Eq. (2.101) in matrix form:
Hˆ =
1
2
(
pT1 p+ xTH x
)
(2.102)
where xT = (xˆ1, ..., xˆN) and H contains the topological properties
of the set, i.e. the (squared) natural frequencies of oscillators in the
diagonal elements, Hii = ω2i , and the coupling strengths in the off-
diagonal ones Hij = λij.
Following the previous discussion, the environment is considered
as either consisting ofN independent bosonic thermal baths (SB case),
or just by a single bath (CB case)
Hˆ
(SB)
E =
N∑
k=1
∞∑
α=1
(
Πˆ
2 (k)
α
2M
(k)
α
+
M
(k)
α
2
Ω˜
2 (k)
α Qˆ
2 (k)
α
)
(2.103)
Hˆ
(CB)
E =
1
2
∞∑
α=1
(
Πˆ2α
Mα
+
Mα
2
Ω˜2αQˆ
2
α
)
(2.104)
where [Qˆ(k)α , Πˆ
(l)
α′ ] = i
 hδα,α′δk,l, Qˆ
(k)
α and Πˆ
(k)
α being the correspond-
ing position and momenta operators for the α bosonic mode in the
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i-th thermal bath. Here and in the following, we will use greek sub-
scripts when labeling the reservoir(s) bosonic modes. The coupling
between the open system and the environment is bilinear in the po-
sition, and, while for separate baths each harmonic oscillator is con-
nected to a different bath, in the case of the common bath, coupling
is present through the system center of mass: Interaction with
common and
separate baths
Hˆ
(SB)
int =
∑
i
∞∑
α=1
g
(i)
α
(
xˆi ⊗ Qˆ(i)α
)
, (2.105)
Hˆ
(CB)
int =
∑
i
xˆi ⊗
∞∑
α=1
gαQˆα. (2.106)
Notice that the SB interaction term may be written as Hˆ(SB)int =
∑
i Aˆi⊗
Bˆi where system and bath operators Aˆi ≡ xˆi and Bˆi ≡
∑
α g
(i)
α Qˆ
(i)
α
can be identified for each term in the sum over the oscillators. On the
other hand, in the CB case the interaction Hamiltonian can be written
as a single product Hˆ(CB)int = Aˆ⊗ Bˆ by identifying Aˆ ≡
∑
i xˆi and Bˆ ≡∑
α gαQˆα. In any case the constants g
(i)
α model the coupling of the
reservoir modes with the open system, and can be related to the spec-
tral density function of the baths Ji(Ω) ≡
∑
α(g
(i)2
α /Ω˜α)δ(Ω− Ω˜α).
A simpler picture of this many-body open system can be obtained
by considering the normal mode basis of the set of oscillators, which
is obtained by diagonalization of its Hamiltonian Hˆ. This problem
reduces to the diagonalization of the matrix H in Eq. (2.102), which
can be formally done by introducing the canonical transformation
xˆi =
N∑
j=1
fijXˆj, pˆi =
N∑
j=1
fijPˆj. (2.107)
This transformation can be alternatively expressed in matrix form as
x = f X, and p = f P. We stress that the change of basis matrix, f, must
be orthogonal (fT = f−1) since it is a canonical transformation. If we
now substitute the new set of coordinates in the original Hamiltonian
(2.102) we have
xT H x = XT fT H f X = XT Ω X, (2.108)
pT I p = PT fT I f P = PT I P, (2.109)
and then the diagonal matrix Ω = fTHf contains the squared normal
modes frequencies Ω2i . In the normal mode basis, the complete form
of the open system Hamiltonian is transformed into a set of uncou-
pled harmonic oscillators with frequencies Ωi, that is
Hˆ =
1
2
N∑
i
(
Pˆ2i +Ω
2
i Qˆ
2
i
)
. (2.110)
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Figure 17: Schematic representation of the dissipative couplings of the N
normal modes of the open system with frequencies Ω1, ...,ΩN in
(a) the SB situation, where each normal mode is equally coupled
to an equivalent thermal bath at the same inverse temperature
β, and (b) the CB case, in which all the normal modes couple to
the common bath with different strengths, κi for i = 1, ...,N, de-
pending on the natural frequencies and couplings of the original
oscillators.
and the interaction Hamiltonians for SB and CB hence take the new
formsInteraction of
normal modes with
common and
separate baths Hˆ
(SB)
int =
N∑
i,j=1
∞∑
α=1
fij g
(i)
α
(
Xˆj ⊗ Qˆ(i)α
)
, (2.111)
Hˆ
(CB)
int =
N∑
j=1
∞∑
α=1
κj gα
(
Xˆj ⊗ Qˆα
)
. (2.112)
Examining the above equations we observe that in the SB case we
can redefine the bath operators such that again Hˆ(SB)int =
∑
j Aˆj ⊗ Bˆ′j
with Bˆ′j ≡
∑
i
∑
α fijg
(i)
α Qˆ
(i)
α , meaning that each normal mode cou-
ples to a separate bosonic reservoir with redefined canonical positions
for each reservoir mode. On the contrary, for the CB case we obtain
that each normal mode of the system couples with different strengths
to the thermal reservoir through the coefficients κj =
∑
i fij, that
takes into account all the topological (geometry, coupling strengths,
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frequencies...) characteristics of the open system. In Fig. 17 we pro-
vide a schematic representation of the SB and CB cases in terms of
the normal modes of the open system.
2.4.2.1 Separate baths master equation
We are now in position to derive Markovian master equations for CB
and SB in the normal mode basis. Consider first the case of SB, for
which we use the interaction Hamiltonian Hˆ(SB)int in Eq. (2.111). As-
suming an initial product state for system plus reservoir(s), and using
Born-Markov approximations in Sec. 2.2.2 we have that the evolution
of the system reduced density matrix is, in the Schrödinger picture:
dρ
dt
= −
i
 h
[
Hˆ, ρ
]
−
1
 h2
∫t
0
dτ
∑
l,k
[Clk(τ)(AˆlAˆk(−τ)ρ− Aˆk(−τ)ρAˆl)
+Ckl(−τ)(ρAˆk(−τ)Aˆl − AˆlρAˆk(−τ))], (2.113)
Aˆk(τ) denoting interaction picture operators. We have introduced
here the correlation functions Clm(τ) = Tr[Bˆl(τ)BˆmρE] with ρE =
e−βHˆE/ZE the thermal equilibrium (Gibbs) state at inverse tempera-
ture β = 1/kBT . Let us define
CClk(τ) ≡ Clk(τ) −Ckl(−τ), CAlk(τ) ≡ Clk(τ) +Ckl(−τ),
which allows us to rewrite the master equation (2.113) as
dρ
dt
= −
i
 h
[
Hˆ, ρ
]
−
1
 h2
∫t
0
dτ
∑
l,k
(
CClk(τ)
2
[Aˆl, {Aˆk(−τ), ρ}]
+
CAlk(τ)
2
[Aˆl, [Aˆk(−τ), ρ]]).
(2.114)
As long as we pursue a master equation in the normal mode basis, we
must compute the system and bath operators by using the interaction
Hamiltonian in Eq. (2.111). The correlation functions read
Clk(τ) =
∑
i
flifkiCi(τ), with
Ci(τ) =  h
∑
α
g
2(i)
α
2Ω˜
(i)
α
(
eiΩ˜
(i)
α τ + 2nˆ
(i)
α cos(Ω˜
(i)
α τ)
)
, (2.115)
where nˆ(i)α is the number operator of mode α of the i-th thermal
bath, and we notice that Clk(τ) = Ckl(τ). With the help of these
expressions we can compute the correlation functions
CClk(τ) =
∑
i
flifki (Ci(τ) −Ci(−τ)) =
∑
i
flifkiiξi(τ), (2.116)
CAlk(τ) =
∑
i
flifki (Ci(τ) +Ci(−τ)) =
∑
i
flifkiνi(τ), (2.117)
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where we introduced the dissipation and noise kernels (see the Brow-
nian motion model in Sec. 2.3), that could be expressed in terms of
the spectral density function as
ξi(τ) ≡  h
∫
dΩ Ji(Ω) sin(Ωτ), (2.118)
νi(τ) ≡  h
∫
dΩ Ji(Ω) cos(Ωτ) coth(
β hΩ
2
). (2.119)
Introducing the correlation functions in the expression for the mas-
ter equation (2.114), and using that the free evolution of the system
operators is given by Aˆk(−τ) = Xˆk cos(Ωkτ) − PˆkΩk sin(Ωkτ), we can
rearrange terms to obtain
dρ
dt
= −
i
 h
[Hˆ, ρ] +
∑
lk
Dlk[ρ]. (2.120)
Here we have introduced the super-operator Dlk[ρ](t) defined as
Dlk[ρ](t) ≡ − 1
2 h2
(−iRlk(t) [Xˆl, {Xˆk, ρ}] + iΓlk(t) [Xˆl, {[Pˆk, ρ}]
+Dlk(t) [Xˆl, [Xˆk, ρ]] − Flk(t) [Xˆl, [Pˆk, ρ]]),
with the time-dependent coefficients
Rlk(t) ≡
∫t
0
dτ
∑
i
flifki cos(Ωkτ) ξi(τ), (2.121)
Γlk(t) ≡
∫t
0
dτ
∑
i
flifki
sin(Ωkτ)
Ωk
ξi(τ), (2.122)
Dlk(t) ≡
∫t
0
dτ
∑
i
flifki cos(Ωkτ) νi(τ), (2.123)
Flk(t) ≡
∫t
0
dτ
∑
i
flifki
sin(Ωkτ)
Ωk
νi(τ). (2.124)
By taking the Markovian limit, i.e. t → ∞ in the time integrals ap-
pearing in Eqs. (2.121)-(2.124), and integrating over the bath frequen-
cies, we obtain time-independent coefficients. The frequency renor-
malization of the normal modes is given by the coefficient
Rlk = −
 h
2
∑
i
flifki[P(
Ji(Ω)
Ω−Ωk
) + P(
Ji(Ω)
Ω+Ωk
)], (2.125)
P denoting the principal value of Cauchy, which will be neglected
since it can be incorporated into the original Hamiltonian Hˆ.
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In addition we obtain
Γlk =
 hpi
2
∑
i
flifki
Ji(Ωk)
Ωk
= δlk
 hpi
2
J(Ωk)
Ωk
, (2.126)
Dlk =
 hpi
2
∑
i
flifki Ji(Ωk) coth
(
β hΩk
2
)
= δlk
pi
2
J(Ωk) coth
(
β hΩk
2
)
, (2.127)
Flk =
∑
i
flifki
∫∞
0
dτ
sin(Ωkτ)
Ωk
νi(τ)
= δlk
∫∞
0
dτ
sin(Ωkτ)
Ωk
ν(τ), (2.128)
where in the second equality we have assumed identical thermal
baths with the same spectral density Ji(Ω) = J(Ω). Using the time-
independent coefficients in Eqs. (2.126)-(2.128), we finally obtain the
following Markovian master equation for separate baths in the nor-
mal mode basis Separate baths
master equation
dρ
dt
= −
i
 h
[Hˆ, ρ] −
1
2 h2
∑
k
(iΓk [Xˆl, {[Pˆk, ρ}] +Dk [Xˆl, [Xˆk, ρ]],
− Fk [Xˆl, [Pˆk, ρ]]), (2.129)
with damping coefficients Γk ≡ Γkk, momentum diffusion coefficients
Dk ≡ Dkk, and anomalous diffusion Fk ≡ Fkk, as given by Eqs.
(2.126). We notice that the dissipative terms in the above master equa-
tion describe the independent damping, diffusion and anomalous dif-
fusion processes obtained previously in the quantum Brownian mo-
tion model in Sec. 2.3.
It is also important to stress that the Markovian master equation
Eq. (2.129), as the Brownian motion master equation (2.89) in Sec. 2.3,
is not in Lindblad form, and hence complete positivity is not guaran-
teed, meaning that the evolution may be unphysical for some specific
initial conditions and values of the parameters. In order to obtain a
CPTP dynamics we would need to perform a further approximation
in Eq. (2.129), which we call strong RWA, and is analogous to the
secular approximation introduced in the previous section.
2.4.2.2 Common bath master equation
Consider now the case of CB, and hence the interaction Hamiltonian
Hˆ
(CB)
int in Eq. (2.111). Following the same lines than in the SB case, the
master equation (2.113) now reads
dρ
dt
= −
i
 h
[
Hˆ, ρ
]
−
1
 h2
∫t
0
dτ[C(τ)(AˆAˆ(−τ)ρ− Aˆ(−τ)ρAˆ)
+C(−τ)(ρAˆ(−τ)Aˆ− AˆρAˆ(−τ))], (2.130)
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where we have a single operator for the open system and the bath,
Aˆ =
∑
j κjXˆj and Bˆ =
∑
α gαQˆα, leading to the bath correlation
function
C(τ) ≡ Tr[Bˆ(τ)BˆρE] =  h
∑
α
g2α
2
Ω˜α
(
eiΩ˜ατ + 2nˆα cos(Ω˜ατ)
)
. (2.131)
Defining as in the previous case CC(τ) ≡ C(τ) −C(−τ) = iξ(τ) and
CA(τ) ≡ C(τ) +C(−τ) = ν(τ), we obtain similar expressions for the
dissipation and noise kernels of the bath
ξ(τ) =  h
∫
dΩ J(Ω) sin(Ωτ), (2.132)
ν(τ) =  h
∫
dΩ J(Ω) cos(Ωτ) coth(
β hΩ
2
), (2.133)
with the spectral density function J(Ω) ≡∑α(g2α/Ω˜α)δ(Ω− Ω˜α).
Using the above expressions and rearranging terms we arrive to
the master equation for the common bath in the normal mode basis:Common bath
master equation
dρ
dt
= −
i
 h
[Hˆ, ρ] −
1
2 h2
∑
ij
(−iRij(t) [Xˆi, {Xˆj, ρ}] (2.134)
+ iΓlk(t) [Xˆl, {[Pˆk, ρ}] +Dij(t) [Xˆi, [Xˆj, ρ]] − Fij(t) [Xˆi, [Pˆj, ρ]]),
where the coefficients are now defined by
Rij(t) ≡
∫t
0
dτ κiκj cos(Ωjτ) ξ(τ), (2.135)
Γij(t) ≡
∫t
0
dτ κiκj
sin(Ωjτ)
Ωj
ξ(τ), (2.136)
Dij(t) ≡
∫t
0
dτ κiκj cos(Ωjτ) ν(τ), (2.137)
Fij(t) ≡
∫t
0
dτ κiκj
sin(Ωjτ)
Ωj
ν(τ), (2.138)
to be compared with those of Eqs. (2.121)-(2.124). In the Markovian
limit t→∞ these coefficients read
Γij = κiκj
 hpi
2
J(Ωj)
Ωj
, Dij = κiκj
 hpi
2
J(Ωj) coth
(
β hΩj
2
)
,
Fij = κiκj
∫∞
0
dτ
sin(Ωjτ)
Ωj
ν(τ), (2.139)
and we may again neglect the frequency renormalization terms Rij
leading to a Lamb-shift-like Hamiltonian. Examining Eqs. (2.139) we
note that, in contrast to the SB case, for CB we have no longer inde-
pendent channels of dissipation for each normal mode of the open
system, but they become coupled by means of the master equation
coefficients with i 6= j. This fact is expected from the arguments pre-
sented in Sec. 2.4.1. We also notice that the self-dissipation channels
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(i = j) in the Markovian limit are the same than in the SB case, ex-
cept for the appearance of the effective couplings κ2i , modifying the
strength of the environmental dissipative action over each normal
mode. Therefore, when the symmetries present in the (original) open
system lead to vanishing effective couplings κi = 0, the correspond-
ing normal mode (i) is protected from the environmental action, a sit-
uation which is not possible in the case of identical SB. Those features
are going to be exploited in Part II of this thesis, where we analyze
in detail the emergence of dynamical effects such as synchronization
phenomena, or the characteristics of the evolution of the quantum
correlations between pairs of oscillators of the open system under
dissipation.
2.5 quantum trajectories
In this section we introduce the formalism of quantum trajectories,
also called the quantum jump approach, which allows us the intro-
duction of a detailed stochastic description of the evolution of open
quantum systems, more complete than the master equation approach
previously studied. The concept of a quantum trajectory is closely re-
lated to the Kraus operator decomposition of CPTP maps introduced
in Sec. 2.1.2, and consequently to the generalized measurement frame-
work presented in Sec. 1.3.2. A quantum trajectory can be considered
as the path which the (pure) state of an open quantum system fol-
lows over time conditioned to a "record" of events occurring during
the evolution. This path is generated by a continuous sequence of ran-
dom quantum operations modifying the state of the system, and gen-
erally differing from one trajectory to another, much as the evolution
generated by a large succession of selective quantum measurements
occurring at infinitesimal intervals of times.
The quantum trajectory formalism was first introduced in the con-
text of quantum optics by different groups [93, 131, 153, 196, 396, 585],
both as a physical process resulting from continuous monitoring of
an open quantum system which undergoes quantum jumps induced
by environmental action, and also as a powerful simulation tool al-
lowing numerical computation of complicated problems where the
master equation approach is intractable (for reviews see [130, 438]).
The formalism can be applied to any open quantum system whose
evolution is described by a Markovian master equation in Lindblad
form, which, as we will see below, can be unraveled by splitting the
average dynamics in a set of random quantum processes generating
the stochastic trajectories.
Quantum trajectory methods are ubiquitous in atomic physics and
quantum optics, and they have been applied to tackle laser cooling
[97, 380, 396], cascaded quantum systems [92], or the quantum delta-
kicked rotor [20] among others [130, 438]. The quantum jumps in
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which the formalism is based can be traced back to the origins of
quantum theory in the ideas of Bohr, but its real existence has been
also the subject of strong criticism from long time ago, as manifested
e.g. by Schrödinger in 1952 in a paper entitled “Are there quantum
jumps?” [495, 496]. The first observations of quantum jumps had to
wait for the development of single particle experiments, which were
finally performed in ion trapped setups in the middle 1980s [50, 402,
485]. The more recent development of novel quantum non-demolition
measurements allowed the precise generation, record, and manipula-
tion of quantum trajectories in real time with applications in quantum
state generation and control [245, 401, 436, 555, 573, 584, 586].
2.5.1 Continuous measurements and quantum jumps
Consider as in Sec. 2.2 the splitting of time into a sequence of small
time steps where generalized measurements are performed. The mea-
surement at any time step can be described by a CPTP map E with a
prescribed Kraus representation ofMmeasurement operators, namely
{Mˆm}
M−1
m=0 . Let us assume that ρ(t) is the density operator of the sys-
tem at an arbitrary time t. Hence, after one time step of small duration
dt the (unconditional) state of the system, averaging over possible re-
sults, changes to
ρ(t+ dt) =
∑
k
Ek(ρ(t)) =
∑
m
Mˆm(dt)ρ(t)Mˆ
†
m(dt). (2.140)
We want this concatenation of maps to describe a continuous evolu-
tion, which implies
lim
dt→0
ρ(t+ dt) − ρ(t)
dt
≡ ρ˙(t) = finite, (2.141)
when considering that the time dt during which the measurement is
performed is infinitesimal. Therefore we need the state ρ(t+dt) to be
only infinitesimally different from ρ(t), which can be done by setting
the following form for the measurement (Kraus) operators [586]Measurement Kraus
operators
Mˆ0(dt) = 1− dt
(
Rˆ/2+
i
 h
Hˆ
)
, (2.142)
Mˆk(dt) =
√
dt Lˆk, for k = 1, 2, ...,M− 1. (2.143)
Here Hˆ and Rˆ are Hermitian but otherwise arbitrary operators, and
we have also introduced the generic set of operators {Lˆk}, which are
only required to obey∑
k
Lˆ
†
kLˆk = Rˆ. (2.144)
Under these conditions, we obtain that the trace preserving condition
is fulfilled
M−1∑
m=0
Mˆm(dt)
†Mˆm(dt) = 1− dtRˆ+ dt
∑
k
Lˆ
†
kLˆk +O(dt
2) = 1,
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up to first order in dt. Moreover, the above Eq. (2.140) then reads
ρ(t+ dt) = Mˆ0(dt)ρ(t)Mˆ0(dt)
† + dt
∑
k
Lˆkρ(t)Lˆ
†
k (2.145)
= ρ(t) −
i
 h
[Hˆ, ρ(t)]dt+
∑
k
Lˆkρ(t)Lˆ
†
k −
1
2
{Lˆ
†
kLˆk, ρ(t)},
implying that Eq. (2.141) reproduces the Lindblad form [c.f. Eq. (2.29)
in Sec. 2.2.1].
Let us now focus on the action of the measurement (or Kraus) oper-
ators in Eqs. (2.142) and (2.143) over the system state. We assume the
state of the system at time t to be pure and given by σt = |ψ〉t 〈ψ|t.
The result of the measurement at time t occurring during the infinites-
imal time interval dt takes the different values m = 0 or m = k for
k = 1, ...,M− 1 with probabilities
P0(t) = Tr[Mˆ
†
0Mˆ0σt] = 1− dt〈Rˆ〉t, (2.146)
Pk(t) = Tr[Mˆ
†
kMˆkσt] = dt〈Lˆ†kLˆk〉t, (2.147)
where it can be easily verified that P0(t) +
∑
k Pk(t) = 1 ∀t. Notice
from the above expressions that, as long as dt is very small, in almost
all of the infinitesimal time intervals we will get as outcome of the
measurement m = 0, while the other outcomes m = k will occur very
rarely. In the first case the state of the system changes as Smooth evolution
|ψ〉(0)t+dt =
Mˆ0(dt)
P0(t)
|ψ〉t = |ψ〉t−dt
(
i
 h
Hˆ+
Rˆ− 〈Rˆ〉t
2
)
|ψ〉t , (2.148)
which corresponds to a smooth evolution. It is important to notice
that this evolution is not unitary due to the presence of the operator
Rˆ. Indeed the probability of obtaining two consecutive m = 0 results
would be P0(t+ dt) = P0(t) + dt2(σ2(Rˆ)t − i〈[Hˆ, Rˆ]〉t)/ h, which in-
creases with the fluctuations in the operator Rˆ. For instance, in the
relevant case in which Hˆ and Rˆ commute, P0(t+ dt) = P0(t) unless
|ψ〉t is a superposition of energy eigenstates, meaning that no evolu-
tion occurs at all, c.f. Eq. (2.148). Otherwise the above operation will
produce the progressive damping of the (superposition) states.
On the other hand, when the outcome of the measurement results
to be m = k, the back-action induces a change in the system given by
Quantum jump
|ψ〉(k)t+dt =
Lˆk√
〈Lˆ†kLˆk〉t
|ψ〉t , (2.149)
which corresponds to an abrupt change usually referred to as a quan-
tum jump. In the relevant case in which [Hˆ, Lˆk] = ± hωLˆk, this jump
corresponds to the sudden absorption or emission of a quantum of
energy  hω by the system. Notice that those equations are easily ex-
tended to the case of mixed states σt by applying the generalized
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measurement formalism introduced in Sec. 1.3.2, where the arbitrary
form for the state of the system conditioned to a measurement result
was given in Eq. (1.107). Here we will still maintain the assumption
of a pure quantum state |ψ〉t for reasons that will become obvious
later.
In conclusion, we obtained that the conditioned system evolution
when the continuous measurement is performed, consists of large pe-
riods of smooth evolution given by Eq. (2.148) and associated to the
outcome m = 0, while at some random times a jump associated to
outcome k occurs (with rate Pk(dt)/dt), and the state of the system
suddenly changes according to Eq. (2.149). In the continuous mea-
surement language the outcome m = 0 is regarded as the null result
of the measurement, while outcomes m = k are called detections [586].
A simple physical example of continuous measurement is given by
photodetection of the light emitted by a damped single-mode cav-
ity in a thermal reservoir at zero temperature (see Sec. 2.3.2), which
may be described by only two outcomes m = {0, 1} [93]. In such case
the null measurement m = 0 corresponds to no photons being de-
tected, and the outcome m = 1 describes the clicks on the detec-
tor when a photon is emitted by the cavity at some (rare) random
times (see Fig. 18). The corresponding measurement operators are
Mˆ0 = 1− dt(iω+ γ0/2)Nˆ inducing the damping of superpositions
in the Fock basis, and Lˆ1 =
√
γ0aˆ, which produces the annihilation
of one photon in the cavity when the detector clicks. Here γ0 is the
exponential decay rate of photons in the cavity.
2.5.2 Stochastic Schrödinger equation
The above description of the selective continuous measurement can
be used to construct a stochastic equation of motion generating tra-
jectories for the system evolution, conditioned to the measurement
outcomes obtained at any time during the dynamics. In order to con-
struct such equation we need first to introduce the number of detec-
tions corresponding to each outcome k different from the null result
up to time t during the dynamical evolution, which we denote by
Nk(t). We then define the infinitesimal stochastic increment dNk(t)
which obeys
dNk(t)dNl(t) = δkldNk(t), (2.150)
E[dNk(t)] = 〈Mˆ†k(dt)Mˆk(dt)〉t = dt〈Lˆ†kLˆk〉t, (2.151)
where E[dNk(t)] denotes the classical expectation value of the stochas-
tic quantity dNk(t) over many realizations of the process. The quan-
tities dNk(t) are stochastic numbers taking either the value zero or
one when a jump of type k is detected (notice that no more than one
increment dNk(t) can be one at the same time). Their classical expec-
tation value coincides with the probability of detecting a quantum
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Figure 18: In the top panels we can appreciate (a) a sample trajectory of the
mean number of photons in a single-mode cavity initially pre-
pared in the Fock state |10〉, and (b) the average over 10,000 trajec-
tories reproducing the exponential decay predicted by the master
equation formalism (here 2κ ≡ γ0). The bottom panel shows ex-
perimental sample trajectories for a damped microwave field in
an ultrahigh-Q Fabry-Perot cavity cooled at 0.8K and sensed by
circular Rydberg atoms of rubidium. The microwave field is pre-
pared to contain n = 5 (left) and n = 7 (right) photons. From
Refs. [93] (top) and [233] (bottom).
jump of type k, that is Pk in Eq. (2.146). Notice that this probability
is of the order of the time-step, dt, and hence the stochastic sequence
of jumps corresponds to a Poisson process.
The stochastic increments dNk(t) allow us to write the conditioned
evolution of the system during the interval [t, t+dt] as an Itoˆ stochas-
tic differential equation. Considering the increment d |ψ〉 ≡ |ψ〉t+dt−
|ψ〉t, and assuming that the system starts in a pure state |ψ〉0 at the
initial time t0, we can construct the evolution as the sum of two com-
ponents depending on the value of the increments dNk(t)
d |ψ〉t = dt[1−
∑
k
dNk(t)]
(
−
i
 h
Hˆ+
〈Rˆ〉t − Rˆ
2
)
|ψ〉t
+
∑
k
dNk(t)
 Lˆk√
〈Lˆ†kLˆk〉t
− 1
 |ψ〉t . (2.152)
This means that, when none of the increments are one, that is, if no
jump occurs during dt, only the first term survives and the system
evolves according to the smooth change in Eq. (2.148). On the other
hand, if some of the stochastic increments takes the value 1, meaning
100 open quantum systems dynamics
that a jump of type k has been detected during dt, the evolution is
just given by the corresponding sharp change in Eq. (2.149).
The above stochastic differential equation can be further simplified
by using the rule dNk(t)dt = O(dt2), meaning that any of the stochas-
tic increments are at least of order dt. We then obtainStochastic
Schrödinger
equation
d |ψ〉t = dt
(
−
i
 h
Hˆ+
〈Rˆ〉t − Rˆ
2
)
|ψ〉t
+
∑
k
dNk(t)
 Lˆk√
〈Lˆ†kLˆk〉t
− 1
 |ψ〉t . (2.153)
which is usually known as a Stochastic Schrödinger equation. The so-
lutions of this equation are the so-called quantum trajectories, which
can be fully characterized by the initial state |ψ〉0, and the measure-
ment record R = {(k1, t1), (k2, t2), ..., (kj, tj), ..., (kJ, tJ)} containing the
type of the jumps kj occurred during the evolution, together with the
times tj at which they have been detected.
The solutions of the stochastic Schrödinger equation (SSE) (2.153)
can be constructed with the help of the measurement operators in-
troduced in the previous section. Using the record R of the J jumps
detected during the evolution between t0 and t, we can calculate the
probability of a trajectory to occur as
P(R, t) = 〈ψ0|Tˆ†R(t, t0)TˆR(t, t0)|ψ0〉 (2.154)
where we defined the following trajectory operator generating the cor-
rect measurement record
TˆR(t, t0) ≡ Uˆeff(t, tJ)LˆkJ ... Uˆeff(t2, t1)Lˆk1Uˆeff(t1, t0). (2.155)
In the expression of the trajectory operator above we introduced
Uˆeff(t, s) ≡ exp[− i h
(
Hˆ− i hRˆ
)
(t− s)] (2.156)
which corresponds to a non-unitary drift operator governing the ef-
fective smooth evolution of the system when no jumps are detected.
This operator can be obtained by concatenating the operators of the
null evolution Mˆ0 in Eq. (2.142). Following this notation, the solution
of the SSE (2.153) can be finally written asQuantum trajectory
|ψ〉t (R) =
TˆR(t, t0)√
P(R, t)
|ψ〉0 . (2.157)
If we now take the classical average over trajectories, we recover the
density operator describing the unconditional state evolution
E[|ψ〉 〈ψ|t (R)] = ρ(t) (2.158)
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which obeys the same Markovian master equation in Lindblad form
dρ(t)
dt
= −
i
 h
[Hˆ, ρ(t)]dt+
∑
k
Lˆkρ(t)Lˆ
†
k −
1
2
{Lˆ
†
kLˆk, ρ(t)}. (2.159)
It must be stressed that, despite we assumed the initial state of the
system to be pure, the same results can be obtained for the case of
an initial mixed state ρ0. In such case the SSE derived in Eq. (2.153)
transforms into a stochastic master equation (SME) of the form [585] Stochastic master
equation
dσt = −
i
 h
[Hˆ,σt]dt−
(
1
2
{Rˆ,σt}− 〈Rˆ〉tσt
)
dt
+
∑
k
dNk(t)
(
LˆkσtLˆ
†
k
〈Lˆ†kLˆk〉t
− σt
)
, (2.160)
where now σt = TˆR(t, t0)σ0TˆR(t, t0)†/P(R, t) being the probability
of the trajectory P(R, t) = Tr[TˆR(t, t0)†TˆR(t, t0)σ0], and ρ(t) = E[σt].
This is an alternative way to introduce a stochastic differential equa-
tion for the system evolution more suited to describe situations in
which extra sources of noise are considered, arising e.g. by an ineffi-
cient detection of the apparatus [283].
2.5.3 Master equation unraveling
In the previous section we have seen that a continuous measurement
scheme, expressed in terms of a CPTP map equipped with a Kraus
representation leads to quantum trajectories generated by the stochas-
tic differential equation (2.153), whose average converges to a Marko-
vian master equation in Lindblad form. Here we will take the other
way around, i.e. we start with a generic Lindblad master equation
and develop the corresponding trajectory description.
Consider a quantum system weakly interacting with its surround-
ings and whose dynamical evolution is given by
dρ(t)
dt
= −
i
 h
[Hˆ, ρ(t)]dt+
K∑
k=1
Lˆkρ(t)Lˆ
†
k −
1
2
{Lˆ
†
kLˆk, ρ(t)}, (2.161)
Hˆ being the Hamilton operator of the open system. As long as the
dynamics is CP, we can always split the evolution into an infinite se-
quence of CPTP maps, E, governing the evolution along infinitesimal
time intervals dt as defined in Eq. (2.140). In addition, the selection of
a specific set of Kraus operators {Mˆm(dt)}Mm=1 for the map provides,
following Sec. 2.1.2, a physical interpretation of the dynamics consist-
ing in different random operations induced by the environment, and
occurring with probabilities pm(dt) = 〈M†m(dt)Mˆm(dt)〉t. We call
this selection of the Kraus operators for the maps an unraveling of the
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master equation (2.161), which is in turn related to a specific monitor-
ing scheme of the environment generating the quantum trajectories
(see Sec. 2.1.3).
One option is to choose a Kraus representation for the map con-
sisting of M = K+ 1 operators, Mˆ0(dt) and {Mˆk(dt)}Kk=1 as the ones
introduced in Eqs. (2.142) and (2.143). This will of course give us
the SSE in Eq. (2.153), or equivalently the SME in Eq. (2.160) if the
initial state of the system is not considered to be pure. However, ex-
ploiting the symmetries of the master equation (2.161) may lead to
different unravelings corresponding to other measurement schemes.
In Sec. 2.2.1 we have seen that any master equation in Lindblad form
is invariant under the transformation (2.30), which leads to rewrite
Eq. (2.161) as
dρ(t)
dt
= −
i
 h
[Hˆ′, ρ(t)]dt+
K∑
k=1
Lˆ′kρ(t)Lˆ
′†
k −
1
2
{Lˆ
′†
k Lˆ
′
k, ρ(t)}, (2.162)
with the new operators
Hˆ′ = Hˆ−
i h
2
K∑
k=1
(
l∗kLˆk − lkLˆ
†
k
)
+  hr, Lˆ′k = Lˆk + lk, (2.163)
for lk arbitrary complex coefficients, and r a real number. Applying
now the identification in Eqs. (2.142) and (2.143) for the new defined
Hamiltonian and Lindblad operators we obtain:
Mˆ0(dt) = 1− dt
(
i
 h
(Hˆ+  hr) +
1
2
∑
k
Lˆ
†
kLˆk + 2Lˆkl
∗
k + |lk|
2
)
,
Mˆk(dt) =
√
dt
(
Lˆk + lk
)
. (2.164)
The corresponding probabilities for the operations to occur are then
P0(dt) = 1− dt
∑
k
〈Lˆ†kLˆk + |lk|Xˆk + |lk|2〉t, (2.165)
Pk(dt) = dt 〈Lˆ†kLˆk + |lk|Xˆk + |lk|2〉t, (2.166)
where we defined Xˆk ≡ Lˆke−iϕk + Lˆ†keiϕk by expressing lk = |lk|eiϕk .
Following the same lines as in the previous sections we can obtain a
new SSE in the formStochastic
Schrödinger
equation for a
general unraveling d |ψ〉t = dt
(
−
i
 h
(Hˆ+  hr) +
〈Rˆ〉t − Rˆ
2
+
∑
k
|lk|(
〈Xˆk〉
2
− Lˆk)
)
|ψ〉t
+
∑
k
dNk(t)
 Lˆk + lk√
〈Lˆ†kLˆk + |lk|Xˆk + |lk|2〉t
− 1
 |ψ〉t .
(2.167)
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where again Rˆ ≡ ∑k Lˆ†kLˆk, and the stochastic increments obey the
same properties as in Eqs. (2.152) with the replacement Lˆk → Lˆk + lk.
Eq. (2.167) describes different trajectories from the previously de-
rived SSE (2.153) for the same open system dynamics as given by the
master equation (2.161). This shows how the quantum trajectory for-
malism depends on the details of the environmental modeling, which
may be interpreted in terms of different protocols to monitor the sys-
tem evolution. In the above general scheme, we may identify the ob-
servable being measured in the open system by looking at the classi-
cal expectation value for the stochastic increments [586]
E[dNk(t)]
dt
= 〈Lˆ†kLˆk + |lk|Xˆk + |lk|2〉t (2.168)
describing the "clicks" of the detector in the continuous measurement
interpretation. This becomes clearer for the damped cavity field mode.
In such case the transformation Lˆ′1 = Lˆ1 + l =
√
γ0(aˆ + α) where
α = |α|eiϕ, can be seen as a displacement of the cavity field mode.
This can be performed by means of homodyne detection of the cav-
ity output light, which consists in mixing of the output light with a
strong coherent field |α〉 in a low-reflectivity beam-splitter before it is
detected [586]. In such case the output signal would be
E[dN1(t)]/dt = γ0(〈aˆ†aˆ〉t + |α|2) +
√
2γ0|α|〈Xˆϕ〉t, (2.169)
where |α|2  〈aˆ†aˆ〉t, that is, the detector measures a constant signal
γ0|α|
2 plus a second term proportional to the field quadrature in the
ϕ direction 〈Xˆϕ〉t (see Sec. 1.2.4) and a very small contribution from
direct detection of the photons in the cavity, γ0〈aˆ†aˆ〉t.
Turning to the general case, it is also important to stress that, when
|lk| → ∞, the expected number of jumps E[dNk(t)] = Pk(t) in the
time interval dt becomes very large, allowing us to obtain a diffusive
limit by approximating the Poisson process by a Gaussian (or Wiener)
process. Following Ref. [197] we can formally perform this approxi-
mation by defining new stochastic processes Wk(t) for each type of
jump
|lk| dWk(t) ≡ dNk(t) − E[dNk(t)] (2.170)
which correspond to Wiener stochastic increments obeying
dWk(t)
2 = dt, E[dWk(t)] = 0. (2.171)
Replacing it in the SSE (2.167) and assuming lk real for simplicity,
we obtain in the limit lk → ∞ the diffusive stochastic Schr¨odinger
equation Diffusive stochastic
Schr¨odinger
equation
d |ψ〉t = dt
[
−
i
 h
(Hˆ+  hr) −
Rˆ
2
+
∑
k
〈Xˆk〉t
2
(
Lˆk −
〈Xˆk〉t
2
)]
|ψ〉t
+
∑
k
dWk(t)
(
Lˆk −
〈Xˆk〉t
2
)
|ψ〉t , (2.172)
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Figure 19: Results from monitorization of a superconducting charge (trans-
mon) qubit coupled to a cooper waveguide cavity. In the top pan-
els individual integrated measurement signals of the amplified
cavity field quadrature Vm (green lines) and other measurement
traces used to reconstruct the state tomographically (lighter col-
ors) are shown. The inset shows the instantaneous measurement
voltage, and the gray region shows the standard deviation. The
lower panels display quantum trajectories of the qubit obtained
from the measurement analysis (dotted lines) and tomographi-
cally reconstructed (solid lines). Left and central columns corre-
spond to Z-measurements in the qubit while the right column has
been obtained using φ-measurements. Picture from Ref. [401]
from which the master equation (2.161) can be again derived by tak-
ing the classical expectation value ρ(t) = E[|ψ〉 〈ψ|t] and using the
properties (2.171). In the continuous limit the point processes defined
by counting the different jumps during the evolution are transformed
in the monitoring of continuous signals with white noise [586]
Jk(t) ≡ lim
|lk|→∞
dNk(t) − |lk|
2dt
|lk|dt
= 〈Xˆk〉t + ξk(t), (2.173)
where ξk(t) = dWk(t)/dt is the white noise term. This corresponds
to a continuous measurement of the quantity Xˆk. In Fig. 19 we show
an example of the generated quantum trajectories for the case of con-
tinuous monitoring of a qubit system inside a cavity through the de-
tection of one of the cavity field quadratures in a recent experiment
[401].
3
Q U A N T U M T H E R M O D Y N A M I C S
In chapters 1 and 2 we provided an introduction to fundamental
concepts of open quantum systems theory and discussed their dy-
namical description. As we have previously commented, open quan-
tum systems theory constitutes nowadays a general framework which
successfully contributes to the research in many branches dealing
with quantum phenomena, such as quantum optics, condensed mat-
ter physics, chemical physics, or quantum information science. Its uni-
fied and modern view over the dynamics and properties of quantum
systems, makes it, in addition, a prominent tool in the development
of emerging fields such as quantum thermodynamics.
Quantum thermodynamics can be considered as a rapidly evolv-
ing research field, focusing on various thermodynamical aspects of
quantum mechanical systems and processes in nonequilibrium situa-
tions [565]. Its main subject of study is the behavior of quantities such
as heat, work, or entropy in microscopic quantum systems (includ-
ing individual particles), where thermal and quantum fluctuations
may compete, and quantum effects come into play. As an interdisci-
plinary field, it feeds from different communities and backgrounds,
such as stochastic thermodynamics [163, 505], many-body physics
[157] or quantum information theory [226], contributing to different
issues from the characterization of thermalization and equilibration
processes to the analysis of the performance of small quantum ther-
mal machines, passing through the investigation of the link between
information and thermodynamics.
The intimate connection between the laws of thermodynamics and
their quantum origin comes backs to the very beginning of the quan-
tum theory. Indeed, the consistency with thermodynamical laws was
the key point to the introduction of Planck’s law for blackbody ra-
tion in 1900 [437], and the subsequent quantization of the electromag-
netic field in 1905 [154]. Since then, an intense theoretical activity has
been devoted to study this connection, some examples being the pi-
oneering introduction of heat engines based on the three-level maser
[208, 497], or the different efforts in deriving thermodynamic behav-
ior from quantum mechanics (see e.g. Refs. [203, 424, 525]). The inter-
est on a thermodynamic analysis of quantum processes and features
has redoubled in the last decade, boosted by the success of stochastic
thermodynamics -dealing with small (classical) systems out of equi-
librium at the level of single trajectories-, quantum information the-
ory, and the rapid development of experimental techniques for high-
precision manipulation and control of quantum systems.
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In this chapter we aim to provide an introduction to the emerging
framework of quantum thermodynamics while presenting an over-
view of some popular topics under current investigation. In particular,
two of them will be of major importance to the research developed in
this thesis: quantum fluctuation relations, and quantum thermal ma-
chines (corresponding to Parts III and IV of the thesis respectively).
In both cases, the machinery of open quantum systems theory intro-
duced in the previous chapters will provide us the necessary tools
to extend the classical (stochastic) description of small systems to the
quantum regime. This however requires to identify classical notions
such as work or heat in a purely quantum mechanical scenario, a
task which often has been proven difficult or controversial [159, 520,
537], as well as the incorporation of information into the nonequilib-
rium thermodynamic framework [423]. Furthermore, we will provide
a brief overview about other current topics in quantum thermody-
namics not directly addressed in this thesis, such as thermalization
and equilibration processes, and the development of resource theo-
ries for quantum thermodynamics.
This chapter begins with a review of some important thermody-
namical concepts in Sec. 3.1, such as the laws of thermodynamics,
the stochastic description of thermodynamic processes, and the link
between information and thermodynamics. Sec. 3.2 is dedicated to in-
troduce the so-called fluctuation theorems, a set of universal relations
governing the statistics of different thermodynamical quantities, orig-
inally introduced in the classical regime. We discuss the necessary
elements commonly assumed in its extension to the quantum regime,
and discuss some of the most important known results. In Sec. 3.3 we
discuss different small quantum thermal machines composed by ele-
mentary quantum systems performing some useful thermodynamic
task. We will split them using two main criteria: machines operating
in cycles vs. continuous operation devices, and machines requiring
external driving vs. autonomous thermal machines. Finally, in Sec.
3.4, we briefly introduce the reader to some other important topics in
quantum thermodynamics: thermalization and equilibration of quan-
tum isolated many-body systems, and the resource theory of thermal
operations.
3.1 principles of thermodynamics
Thermodynamics was fist developed in the 19th century as a phe-
nomenological theory concerning the relations between macroscopic
observables, or state variables, such as volume V , pressure p, tempera-
ture T , or magnetization M, in systems composed by a large number
of degrees of freedom (of the order of N ∼ 1024). These macroscopic
systems are described within the theory by state functions, like the in-
ternal energy U or the thermodynamic entropy Sth, rather than by the
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Hamilton function (or operator in the quantum mechanical case), pro-
viding relations between macroscopic observables in equilibrium. The
simplicity of the mathematical description used in thermodynamics is
therefore in contrast with the complexity of the processes occurring at
the atomic scale and the large number of degrees of freedom needed
to describe a macroscopic object. The key point of this simple de-
scription comes from the large time required to perform macroscopic
measurements, in comparison with the characteristic time scales at
which molecular dynamics takes place, detecting only the average be-
havior of microscopic degrees of freedom through a reduced set of
quantities [84].
Thermodynamic systems are usually classified in terms of the al-
lowed exchange processes with their surroundings, the boundaries of
the system. In this sense a system can be: completely closed if neither
matter nor energy are exchanged, closed if it exchanges energy but not
matter, and open if it exchanges both of them. Notice the difference
with the classification introduced in open quantum systems theory,
that considers a system to be closed if it is completely isolated, and
open if it interacts with an environment. In general we will use this
second classification during the thesis, while explicitly stressing the
meaning of the thermodynamic classification when needed.
A particularly fundamental state of a system is its thermal equilib-
rium state, in which the number of independent state variables be-
comes a minimum. In such state the internal energy U(T ,V ,Nk) and
the thermodynamic entropy Sth(T ,V ,Nk) are completely specified by
the temperature T , the volume V , and the amounts of chemical con-
stituentsNk of the system. The existence of equilibrium states is taken
in thermodynamics as a fundamental fact of experience [203]: after
some relaxation time any completely closed system (not exchanging en-
ergy nor matter with its surroundings) reaches an equilibrium state.
This spontaneous evolution is due to irreversible processes, such as
heat conduction or chemical reactions. Once it is reached, the state
variables of a system do not change spontaneously any more, and no
macroscopic flows of heat or matter are observed. If two or more sys-
tems interact exchanging energy and/or matter they will eventually
reach an equilibrium state as defined above, sharing a uniform and
common temperature. Furthermore, if two systems A and B are in
thermal equilibrium, and a third system C is in thermal equilibrium
with system A, then it follows that B and C are also in thermal equilib-
rium. This transitivity property of equilibrium states is the so-called Zeroth law of
thermodynamicszeroth law of thermodynamics [311].
Thermodynamic processes are defined via the change in time of one
or more state variables of a system. Those changes are produced by
both the interaction of the system with its surroundings, and the ac-
tion of some external agent through the variation in time of some
control parameter λ(t). When the variation of the control parameter is
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infinitely slow, we say that the process is quasi-static, while if it takes
a negligible amount of time to occur we say it is instantaneous. Fur-
thermore, if no external action occurs, we say that the process is spon-
taneous. A fundamental classification of thermodynamic processes is
the following. We call a reversible process, a process for which the statereversible process
of the system is infinitesimally close to an equilibrium state with its
surroundings during the entire evolution. In a reversible process, the
system and its surroundings will be returned to their original states
if the sequence of values adopted by the external parameter, i.e. the
so-called protocol Λ = {λ(t) ||tini 6 t 6 tfin}, is reversed in time. In con-
trast, irreversible processes occurs when the state of the system departs
from equilibrium during the time evolution, generating a permanent
change in the environment even if the system turns back to its orig-
inal state by reversing the protocol Λ. Reversible processes are im-
plemented by starting with a thermodynamic system in equilibrium
with its surroundings and implementing a quasi-static variation of
the control parameter, such that the changes produced by the external
agent make the system only depart infinitesimally from the equilib-
rium state. Intuitively, the system reaches equilibrium more quickly
than the control parameter changes. However, notice that reversible
processes just correspond to idealized hypothetical processes (implic-
itly assumed to always exist), but as long as any change of the control
parameter occurs at a finite speed, all processes are truly irreversible.
It is also worth stressing that, although all reversible processes are
quasi-static, the converse it not always true [84].
Furthermore, depending on the type of contact of the system with
its environment and the nature of the later, we may classify thermo-
dynamic processes as:
• Isothermal processes: here system and the environment can ex-
change energy and matter but the temperature of the system is
maintained constant during the process. Common examples of
isothermal processes are melting, evaporation, or other phase
changes when occurring at constant pressure.
• Isochoric processes: the system can exchange energy but no
matter with its surroundings, and the process is performed at
constant volume. This is the case e.g. of the heating or cooling
of a liquid inside a closed container with non-zero thermal con-
duction.
• Adiabatic processes: in such processes the system cannot ex-
change energy nor matter with the environment, except for the
work performed by the external agent (see below). Adiabatic
processes sometimes occur when a physical process takes place
so rapidly that there is no time enough to exchange energy with
the environment. It is worth mentioning that the word adiabatic
here has a different meaning than in standard quantum me-
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Figure 20: Schematic diagram showing the meaning of the first law of ther-
modynamics. The changes in internal energy ∆U of the thermo-
dynamic system can be decomposed into two energetic contribu-
tions, the work W coming from the control of an external agent
(blue arrow), and heat Q exhausted by the environment in an
uncontrollable way (red arrow).
chanics, where it reefers to a slow perturbation of an isolated
quantum system, and is hence more related to the concept of a
quasi-static process.
3.1.1 The first law of thermodynamics
While conservation of mechanical energy (kinetic plus potential) was
well known at the beginning of the 19th century, it was only after the
contributions of J.R. von Mayer, J. P. Joule, and H. von Helmholtz, that
the equivalence of a plethora of phenomena (mechanical work, heat,
electricity, magnetism and chemical transformations) was established
through the unique concept of energy in the second half of the 19th
century [311].
In a thermodynamic process as those introduced above, the changes
in the internal energy ∆U of the system between initial and final equi-
librium states, can be split into two contributions, called heat and
work, which represent two different and process-dependent sources
of energy. The heat Q represents the energy introduced into the sys-
tem in an uncontrolled way, associated to the energy exchanged with
thermal baths or equilibrium reservoirs. On the other hand, the work
W represents a controllable (and hence useful) energy source, which
is associated to the action of an external agent on the system via a
control parameter λ(t). The first law of thermodynamics asserts the
conservation of energy: First law of
thermodynamics
∆U = Q+W, (3.1)
where Q and W, unlike ∆U, are process dependent. A schematic rep-
resentation of the first law is depicted in Fig. 20.
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In quantum thermodynamics, the first law can be stated by identify-
ing the internal energy with the average energy of a quantum system,
as defined by the expectation value of its (time-dependent) Hamilto-
nian Hˆ(λ(t)). If the system is in a generic state ρ(t), at an arbitrary
time t, its internal energy reads [565]
U(t) ≡ Tr[ρ(t)Hˆ(λ(t))]. (3.2)
Therefore, in any process starting at time tA in state ρA with the
control parameter at point λA, and ending at time tB in state ρB with
the control parameter in λB, the change in internal energy becomes
∆U = UB −UA = Tr[ρBHˆ(λB)] − Tr[ρAHˆ(λA)]. (3.3)
This change in average energy can be then ascribed to heat and work
contributions
Q ≡
∫B
A
δQ =
∫tB
tA
Tr[
dρ(t)
dt
Hˆ(λ(t))] dt, (3.4)
W ≡
∫B
A
δW =
∫tB
tA
Tr[ρ(t)
dHˆ(λ(t))
dt
] dt, (3.5)
where one recovers Eq. (3.1). In an open quantum system, the work
contribution corresponds to the total change in the average energy
introduced in the global system (open system + environment) by the
external modification of the Hamilton operator. Indeed, by denoting
ρtot(t) the total density operator at time t in the Schrödinger picture,
and the total Hamiltonian as Hˆtot(t) = Hˆ(λ(t)) + HˆE+ Hˆint, with time-
independent environmental and interaction terms, we have that the
change in the total energy is
d
dt
Tr[ρtot(t) Hˆtot(t)] = Tr[ρtot(t)
dHˆtot(t)
dt
] = W˙, (3.6)
where the first equality follows from Tr[Hˆtotρ˙] = 0 by exploiting the
Liouville-von Neumann equation 1.5 (see Sec. 1.1) and the second
one by performing the partial trace over the environmental degrees
of freedom. Analogously, an interpretation of the heat Q in Eq. (3.4)
can be obtained from Tr[Hˆtotρ˙] = 0, as it implies
Q˙ = −TrE[HˆEρ˙E] − Tr[Hˆintρ˙tot], (3.7)
and the heat can be interpreted as the energy transferred from the
environment (first term) and interaction degrees of freedom (second
term). Notice that in the common situation of weak coupling between
system and environment the second term can be neglected.
As can be seen from definitions (3.3)-(3.5), the change in internal en-
ergy only depends on the initial and final states of the system, while
work and heat are process dependent, that is, they depend on the
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specific path followed by the control parameter from λA to λB. Hence-
forth in an infinitesimal process the exact differential dU = δQ+ δW,
splits into two terms, δQ and δW, which are not, in general, exact dif-
ferentials [565]. This implies that in a cyclic process in which ρB = ρA,
and Hˆ(λB) = Hˆ(λA), we always have ∆U = 0, but work and heat are
in general non-zero, fulfilling Wcyc = −Qcyc.
3.1.2 The second law of thermodynamics
The origins of the second law of thermodynamics go back to the pi-
oneering analysis of Sadi Carnot on the power and efficiency of heat
engines in 1824 [94], motivated by the spread of the steam engine dur-
ing the industrial revolution. Carnot identified the flow of heat as a
fundamental process required for the generation of work [311]. He in-
troduced the condition of maximum work extraction of an idealized
heat engine operating cyclically between a difference of temperatures.
This condition corresponds to the case in which all the operations per-
formed by the machine are reversible. Under such conditions, assum-
ing no further leaks of heat, a cyclic operation of the machine may
reach a maximum efficiency given by Carnot efficiency
W
Qhot
6 ηC = 1−
Tcold
Thot
, (3.8)
where W refers to the work extracted in a cycle, Qhot is the heat ab-
sorbed from the higher temperature reservoir at Thot in the cycle, and
Tcold 6 Thot is the temperature of the cold reservoir acting as a heat
sink. Carnot efficiency establishes a fundamental limitation on the per-
formance of ideal heat engines solely based on the temperature ratio
of the reservoirs and independent of the specific model of the engine.
However, it should be pointed out that Carnot’s analysis was based
on the old theory of heat, which considered heat as an indestructible
quantity not fulfilling the first law. Its work, while passing mostly
unnoticed during decades, was essential to the later introduction of
the concept of (thermodynamic) entropy [109] and the formalization
of the second law of thermodynamics by Rudolf Clausius and Lord
Kelvin (see e.g. Ref. [311]).
As we have seen before, there are many ways to operate a thermo-
dynamic process from some equilibrium state A to some other equi-
librium state B. Each of these different paths will provide different
values for the work and the heat entering the system during the pro-
cess. Among all those paths there always exists at least one idealized
path, corresponding to a reversible process, for which, as stated be-
fore, the system is always infinitesimally close to an equilibrium state.
Indeed there exist in general infinitely many reversible paths connect-
ing the two states A and B. The existence of reversible paths leads us
to define the thermodynamic entropy, a concept as fundamental and
universal as energy, entering the theory as a state function. It has been
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Figure 21: (a) Schematic pressure-volume diagram for processes connecting
the two equilibrium states A and B. A reversible process is de-
picted as the solid green line, while two irreversible processes are
represented by the red dashed lines. (b) Schematic picture of the
thermodynamic entropy equality (3.11). The changes in thermo-
dynamic entropy of the system, ∆Sth, are viewed in part as com-
ing from the environment through energy and matter exchange.
The entropy production hence refers to the increase in thermo-
dynamic entropy of the system not accounted by the flow ∆eSth.
first defined through its change in a reversible process by Clausius in
1865 [109]
∆Sth ≡
∫B
A
δQrev
T
, or
∮
δQrev
T
= 0, (3.9)
where ∆Sth = SBth − S
A
th is the change in entropy from point A to B,
and δQrev is the heat absorbed by the system in a differential step
of the process when it is reversible. Recall that the thermodynamic
entropy is a quantity that only depends on the initial and final states
of the process and not on the specific reversible path followed. Then
the quantity dS = δQrev/T becomes an exact differential. Notice that
if the process is, in addition, isothermal, we just obtain ∆Sth = Q/T .
However, a generic thermodynamic process does not necessarily
follow a reversible path [see Fig. 21(a)]. In such situation we have
dS > δQ/T , or equivalently:Second law of
thermodynamics
∆Sth >
∫B
A
δQ
T
, or
∮
δQ
T
6 0. (3.10)
The above inequalities are usually referred to as the Clausius inequality
for arbitrary and cyclic processes respectively. Again, for isothermal
processes the expressions simplify to ∆Sth > Q/T . We stress that the
equality case is only fulfilled for a reversible process.
A modern formulation of the second law is expressed by introduc-
ing a split of ∆Sth in Eq. (3.9) into two terms [311]:
∆Sth = ∆iSth + ∆eSth, (3.11)
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which are respectively called entropy production and entropy flow. The
entropy flow term ∆eSth corresponds to the changes in entropy of the
system due to the exchange of energy and matter with the surround-
ings [see Fig. 21(b)]. For a system which only exchanges energy in a
process connecting the equilibrium states A and B it reads:
∆eSth ≡
∫B
A
δQ
T
, (3.12)
which can be either positive or negative (it has positive sign when
heat flows into the system). On the other hand, the entropy produc-
tion term is the change in entropy of the system due to irreversible
processes within the system. This second contribution is non-negative
by virtue of the second law (3.10):
∆iSth = ∆Sth −
∫B
A
δQ
T
> 0. (3.13)
Notice that this equality substitutes the second law inequality. It was
first introduced by Clausius who referred to ∆iSth as the so-called
uncompensated heat [109]. In a cyclic process for which the net change
of entropy is zero, we have ∆iSth = −
∮
δQ
T > 0, meaning that for
the system to return to its initial state, the entropy produced during
the irreversible process has to be discarded through the expulsion of
heat to the surroundings, hence increasing the entropy of the environ-
ment, or more generally the universe. Indeed, when the environment
is considered to be a thermal reservoir, which maintains its state even
if it exchanges energy or matter with the system, the entropy flow
term is identified with the entropy decrease in the environment, i.e.
∆eSth = −∆S
E
th. Consequently, following Eq. (3.13), the entropy pro-
duction can be identified with the sum of the thermodynamic entropy
changes in system and surroundings, ∆iSth = ∆Sth + ∆SEth > 0. This
leads to the formulation of the second law as the non-decrease of the
sum of the changes in entropies of a system and its exterior, or, as
summarized by Clausius: “The entropy of the universe approaches a
maximum” [311]. Notice the importance of this statement as it leads
to the distinction between future and past, and hence the existence of
an arrow of time.
3.1.3 Statistical mechanics and entropy
While 19th century thermodynamics focused on equilibrium prop-
erties and reversible transformations, being principally a theory of
states, in the 20th century nonequilibrium processes were progres-
sively analyzed and incorporated into the theory [311]. Using the
concepts of entropy production and entropy flows, the predictable
power of thermodynamics was extended to the description of irre-
versible process, from thermoelectric phenomena to dissipative struc-
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tures such as convection patterns in fluids. The development of non-
equilibrium thermodynamics has been made possible thanks to the
introduction of statistical mechanics, which established a connection
between thermodynamic properties and molecular dynamics, provid-
ing a physical interpretation of the concept of entropy [84]. Further-
more, the random motion of the molecules induces fluctuations in
all thermodynamic quantities, and the interaction with the surround-
ings makes the system to be continuously subjected to perturbations,
leading naturally to work with probabilities. These fluctuations are ex-
tremely small in macroscopic equilibrium systems (∼ 1/
√
N) and they
can be neglected in normal circumstances. However, this is no longer
the case e.g. when approaching the critical point in systems present-
ing phase transitions, when the size of the systems under description
scales down, or when the motion of single molecules can be observed
by an intelligent being able to use this information (Maxwell’s de-
mon).
The introduction of statistical mechanics comes back to the kinetic
theory of gases, created to explain the equilibrium properties of dilute
gases from their underlying molecular dynamics. In this formalism
the basic concept is the probability distribution, ρ(x, v, t), to find a
molecule at position x, with velocity v at time t. When assuming
only binary collisions between the gas molecules, this distribution
adopts the form of the well-known Maxwell-Boltzmann distribution as
obtained by Boltzmann in 1871. In doing so, he also considered the
probability ρ(E), to find a molecule with energy E, obtainingBoltzmann’s
principle
ρ(E) ∝ ϑ(E)e−E/kBT , (3.14)
where ϑ(E), called the density of states, is the number of different states
in which the molecule has energy E [311]. Nevertheless, the scope
of statistical mechanics is broader, being a central topic the explana-
tion of the concept of entropy [84]. In a macroscopic system there
exist many microscopic states compatible with the few macroscopic
parameters used as state variables in its thermodynamic description.
This feature is valid both in classical and quantum frameworks. In an
isolated system, it might seem at a first sight that, if the system is in
one of such particular states, this state should be maintained forever,
evolving according to the Schrödinger equation. However, as we have
pointed in chapters 1 and 2, no physical system is truly isolated. Even
more, if the system is macroscopic, the energy differences between
quantum states become extremely small, and the inner interactions
will induce transitions between the quantum states [84].
Within classical statistical mechanics this complicated plethora of
phenomena is simplified by assuming rapid random microscopic tran-
sitions, and takes as a fundamental postulate the assignment of equal
probabilities to all the permissible microstates, as specified by the po-
sitions and velocities of all particles in the system (x,p) ≡ {~xi,~pi}Ni=1,
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compatible with a given macrostate, that is, the state defined by the
macroscopic variables like internal energyU, the volume V or number
of particles N. This applies for systems that do not exchange energy
or matter with the exterior. The second basis of statistical mechanics
is the identification of thermodynamic entropy with the (logarithm
of the) number of available microstates Ω(U,V ,N), also due to Boltz-
mann Boltzmann’s entropy
Sth = kB lnΩ(U,V ,N), (3.15)
where the Boltzmann constant, kB, ensures the agreement with the
Kelvin scale of temperature [84]. This implies that in the equilibrium
state, Ω(U,V ,N) is maximum. This is usually considered as the sec-
ond fundamental postulate of statistical mechanics.
Statistical mechanics aims to explain macroscopic variables by av-
eraging over ensembles of microscopic states. The probability of the
system to be within [x, x+ dx] and [p,p+ dp] at some particular time
reads
P(x+ dx,p+ dp, t) = dxdp ρ(x,p, t) (3.16)
where ρ(x,p, t) is known as the phase space density of the system at
time t, and dxdp is a phase-space cell. The internal energy of the sys-
tem can be defined as the ensemble average of the Hamiltonian of the
microscopic system H(x,p)
U =
∫
dxdp ρ(x,p, t)H(x,p), (3.17)
to be compared with Eq. (3.2). The number of microstates Ω(U,V ,N)
can be hence related to a hypersurface in phase space with energy
H(x,p) = U in a constrained region of volume V [230]. Analogously to
the internal energy, one can define ensemble averages for any suitable
microscopic observable O(x,q) in correspondence to a macroscopic
quantity O.
Importantly, Gibbs expressed the entropy of a system as the average
of the quantity s(x,p, t) ≡ −kB ln ρ(x,p, t), that is Gibbs entropy
S(x,p, t) =
∫
dxdp ρ(x,p, t)s(x,p, t)
= −kB
∫
dxdp ρ(x,p, t) ln ρ(x,p, t). (3.18)
Notice that the von Neumann’s definition of entropy constitutes an
extension of the Gibbs entropy to the quantum case. It is worth stress-
ing here that macroscopic phenomenological thermodynamics can
only correctly describe the macrostate of a system when it is in equi-
librium, as nonequilibrium states cannot in general be described by a
small set of macroscopic measurable variables, henceforth Eq. (3.15)
can only describe the thermodynamic entropy in equilibrium states.
116 quantum thermodynamics
In contrast, Gibbs entropy can be defined as well for nonequilibrium
states, reducing to Boltzmann’s expression [Eq. (3.15)] when we as-
sign equal probabilities to all microstates.
3.1.4 Helmholtz and nonequilibrium free energy
A third way to state the second law of thermodynamics in Eq. (3.10)
comes from the introduction of the (equilibrium) Helmholtz free energy
of a system in equilibrium at temperature T , defined as F ≡ U− TSth.
In this case the second law establishes a bound on the work that can
be extracted in any isothermal process connecting two equilibrium
states
T∆iSth =W −∆F > 0, or Wext ≡ −W 6 −∆F, (3.19)
where we have used Eq. (3.9) for constant temperature T , and the
first law Q = ∆U −W. This expression can be further extended to
nonequilibrium initial and final states, which makes it particularly
important for the development of information and quantum thermo-
dynamics [423]. In particular, in the quantum regime we introduce
the nonequilibrium free energy of a quantum system with Hamiltonian
Hˆ in state ρ, with respect to a thermal reservoir at temperature T as
F(ρ, Hˆ, T) ≡ U− kBT S(ρ), (3.20)
where again U = Tr[ρHˆ] is the (average) internal energy of the quan-
tum system, and S = −Tr[ρ ln ρ] is the von Neumann entropy intro-
duced in Sec. 1.1.6. We notice that the nonequilibrium free energy in
Eq. (3.20) can be defined as well for classical systems by replacing
the von Neumann entropy by the Shannon entropy [423]. It has been
shown that the maximum work that can be extracted from a quantum
system starting in an arbitrary nonequilibrium state ρ, with Hamilto-
nian Hˆ0, by using a thermal reservoir at temperature T , is bounded
by the nonequilibrium free energy change [162, 423, 515]
Wext 6 F(ρ, Hˆ0, T) −F(ρ0, Hˆ0, T), (3.21)
leaving the system at the end of the process in state ρ0 at thermal
equilibrium with the reservoir. In Fig. 22 a generic way of performing
this operation is illustrated.
The second law of thermodynamics for isothermal processes (in the
sense of the presence of a single thermal reservoir at fixed tempera-
ture) connecting two generic nonequilibrium states ρA and ρB with
same Hamiltonian Hˆ reads [162, 423]
T∆iSth =W −∆F > 0, (3.22)
where W is the work performed during the process, and we have
denoted by ∆F = F(ρB, Hˆ, T) − F(ρA, Hˆ, T) the change in nonequilib-
rium free-energy as defined in Eq. (3.20).
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Figure 22: The nonequilibrium state ρ can be transformed into a thermal
equilibrium state ρ0 while extracting a maximal amount of work
as given by Eq. (3.21). A protocol which accomplish this task con-
sists of a first instantaneous quench of the Hamilton operator
Hˆ0 → Hˆρ ≡ kBT ln ρ, followed by a quasi-static isothermal trans-
formation which returns the Hamilton operator back to Hˆ0 (in
the quantum case this will be described by an adiabatic Marko-
vian master equation [10]). This is in contrast to the irreversible
relaxation ρ → ρ0 occurring by directly putting the system in
contact with the thermal reservoir. Picture taken from Ref. [423].
Notice that we have written the thermodynamic entropy as Sth
using a different notation than the one employed for the Gibbs en-
tropy S(x,p, t), and the von Neumann entropy S(ρ) in Sec. 1.1.6. The
von Neumann entropy coincides with the thermodynamic entropy for
equilibrium thermal states (or Gibbs states), ρth = exp(−βHˆ)/Z with
Z = exp(−βF) the partition function, when multiplied by the Boltz-
mann constant kB, that is, kBS(ρth) = Sth. However, more care must
be taken in nonequilibrium situations. The von Neumann entropy
is usually considered to represent the nonequilibrium extension of
the thermodynamic entropy in quantum thermodynamics [226, 565]
(as well as the Gibbs entropy is widely used in classical statistical
mechanics) and, although this identification has been demonstrated
to be correct in different nonequilibrium scenarios (see e.g. Refs. [203,
282, 317, 423, 583]), its equivalence in arbitrary situations is still a con-
troversial issue in both classical and quantum cases [140, 168, 204, 253,
484, 519]. We stress that, for the identification to be correct, one needs
to demonstrate the existence of reversible processes connecting the
nonequilibrium initial and final states, for which Eq. (3.9) [or equiva-
lently Eq. (3.22)] is fulfilled when using the von Neumann entropy. In
chapter 8 we analyze various expressions for the entropy production
(3.13) in open quantum systems based on the von Neumann entropy.
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3.1.5 The third law of thermodynamics
Walther Nernst completed the fundamental laws between 1906 and
1912 by noticing that the changes in thermodynamic entropy of all
isothermal processes tends to zero when the temperature approaches
zero. Planck reformulated this principle in a stronger way by stating
that the entropy of any system in equilibrium tends to zero as its tem-
perature approaches zero (when the system has a non-degenerated
minimum energy state) [84]Third law of
thermodynamics
Sth → 0 when T → 0K. (3.23)
This is known as the third law of thermodynamics, the Nernst heat
theorem [311] or Nernst postulate [84]. Notice that the theorem pro-
vides an absolute scale for the thermodynamic entropy, making it a
well defined quantity for any thermodynamic state.
Furthermore, the third law of thermodynamics has implications in
the attainability of the absolute zero temperature. In particular, it sets
that no adiabatic process (in the thermodynamic sense) initiated at
T 6= 0 can reach T = 0. This is because the adiabat S = 0 coincide
with the isotherm T = 0, and we have that two adiabats can never
cross each other [84]. The third law is hence sometimes formulated as
the unattainability of absolute zero temperature for any process in a
finite number of operations and at a finite time, as was first pointed
by Nernst [404] (see also Ref. [582]). This is indeed probably the most
popular formulation of the third law nowadays. In Fig. 23 this state-
ment is illustrated in terms of a cooling process represented in the
entropy-temperature diagram. It should be further pointed that the
unattainability formulation does not implies itself that the thermody-
namic entropy tends to zero at T → 0, but only that the changes in
entropy vanish in this regime [582].
In the context of quantum thermodynamics, it has been pointed
that the full quantum treatment of matter can shed light into the
relation between the above two formulations of the third law [317,
382]. In particular, the Nernst heat theorem has been largely studied
in Ising models and lattice systems with generalized ferromagnetic
many-body interactions [9, 334] and the role of degeneracy has been
discussed. More recently it has been checked for a harmonic oscillator
coupled to a general heat bath [179, 411]. On the other hand, the third
law has been also explored in its dynamical form in the context of
quantum thermal machines (see Sec. 3.3 for an introduction to quan-
tum thermal machines). Four-stroke [458] and swap-based [18] Otto
refrigerators, as well as continuously driven [318] and autonomous
fridges [338, 339] have been analyzed, and different power laws for
the decrease of the refrigeration heat current when the temperature
approaches zero have been reported. However, non-Markovian mod-
els have been also introduced leading to refrigeration at a constant
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Figure 23: Schematic entropy-temperature diagrams for cooling processes
ABC in which (a) absolute zero is attainable and (b) absolute zero
is unattainable. The curves p1 and p2 represent different values
of the external control parameter p (e. g. the pressure in the case
of a gas), S ≡ Sth is the thermodynamic entropy and T the tem-
perature. Nernst heat theorem implies situation (b) for which an
infinite number of cooling processes is needed in order to reach
absolute zero temperature. Picture obtained from Ref. [582].
rate in the limit T → 0, hence challenging the unattainability prin-
ciple [310]. Furthermore, other formulations of the third law taking
into account e.g. the size of the reservoir, or the energy needed to
perform cooling, have been discussed in the context of purification
of quantum states and information erasure for quantum information
tasks [19, 141, 382, 456, 543, 593]. In chapter 11 we will provide a
new formulation based on the Hilbert space dimension of multilevel
autonomous quantum fridges.
3.1.6 Thermodynamics and information
The link between information and thermodynamics is as old as the
thermodynamic theory itself, going back to the gedanken (thought)
experiment proposed by James Clerk Maxwell in 1871, and today
known as Maxwell’s demon (for a review see Ref. [381]). Maxwell imag-
ined a little intelligent being (the demon) able to acquire information
about the positions and velocities of the molecules of two gases at
different temperatures, in containers of equal volume separated by a
rigid wall equipped with a tiny door which can be opened or closed
at will. The demon can control the door to let the fast (hot) parti-
cles of the gas at the cold temperature be transferred to the gas at
the hot temperature when they approach the wall. Analogously it
can also let the slow (cold) particles of the hot gas pass to the cold
gas [see Fig. 24(a)]. In this way, he can make the hot gas hotter and
the cold gas colder without any work invested, hence challenging
the second law of thermodynamics. Maxwell’s demon pointed at two
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Figure 24: (a) Cartoon representing the Maxwell’s demon setting obtained
from Ref. [333] and (b) Szilard’s engine cycle in four steps starting
from the top-left panel (see main text).
important characteristics involving thermodynamic laws, which have
been largely investigated. First, the second law of thermodynamics
seems to be only a statistical principle of large systems which holds
almost all the time [381], but events defeating the law can happen at
the microscopic scale. Second, the inclusion of information seems to
modify the energetic restrictions imposed by the second law [423].
The recognition of the thermodynamic significance of information
is due to Léo Szilárd, who proposed another thought experiment in
1929 consisting in a cyclic engine that uses information to perform
work, and today known as the Szilard engine [535]. In this case the
working substance of the engine is a single-molecule gas which starts
in a container of given volume V0, in thermal contact with a reservoir
at temperature T [see Fig. 24(b)]. The demon starts by rapidly intro-
ducing a piston splitting the container in half, each one of volume
V0/2. Subsequently, the demon ‘measures’ in which half the particle
is contained, and moves the piston inducing a reversible expansion
to the other side until the volume turns back to the initial value V0.
The piston can then be removed and the cycle starts again. As long as
introducing and removing the piston costs no work (as it can be done
reversibly [421]), the net effect of the cycle is the extraction of work in
the isothermal reversible expansion, which equals the heat absorbed
from the reservoir, Wext = Q = kBT ln 2. This produces a decrease of
entropy in the reservoir ∆SEth = −Q/T = kB ln 2. This machine hence
apparently contradicts Eq. (3.10), or the equivalent formulation: ”It
is impossible to construct an engine which will work in a complete
cycle, and convert all the heat it absorbs from a reservoir into mechan-
ical work” (Ref. [311], p. 103).
The proposal of Leó Szilárd has been analyzed in detail during
decades, highlighting different possible drawbacks of the scheme and
clarifying the origin of the entropy decrease [333]. Although Szilárd
already pointed out that an increase of entropy in the measurement
process must compensate the entropy reduction in the reservoir in
order to save the second law, he did not mention the role of the de-
mon’s memory [381]. A popular resolution of the paradox is due to
Charles Bennett [45] who argued that the demon’s memory retaining
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the information about the chamber in which the one-molecule gas is
in, must be reset (or erased) to truly close the cycle, while acquisition
of information can be done reversibly. In his derivation, Bennett in-
voked Landauer’s erasure principle [329], which sets that the logical
erasure of one bit of information, in a system in contact with a ther-
mal reservoir at temperature T , requires a minimum dissipation of
heat: Landauer’s erasure
principle
Qeras > kBT ln 2. (3.24)
This minimum amount of heat is known as Landauer’s bound, and
must be compensated by an equal amount of invested work Weras =
Qeras if one wants to maintain the internal energy of the working
substance constant. Therefore, turning to the Szilard engine, we have
that the work extracted in the reversible expansion of the cycle must
be spent to reset the memory at the end, implying that the overall
gain of work in the whole cycle is (at most) zero. Landauer’s princi-
ple establishes the connection between logical irreversibility and en-
ergy dissipation in computing processes, arguing that information is
always stored in physical devices, and consequently it needs to be
considered as physical. The increasing ability to control systems at
the single particle level has made possible the experimental verifi-
cation of Landauer’s bound [51], while Szilard-like engines are also
being implemented nowadays in the laboratory using as working sub-
stances a colloidal Brownian particle [468, 548] or a single electron
[314, 316]. Furthermore, other devices operating as a Maxwell demon
have been recently experimentally realized in a photonic setup [564],
or an autonomous version in capacitively coupled single-electron de-
vices [315].
The quantum version of the Szilard engine has been studied in Refs.
[306, 612], from where the classical results can be recovered. Further-
more, Landauer’s principle can be straightforwardly extended to the
quantum domain by considering the erasure of a general quantum
state, ρ, to be reset into a ready-to-measure fixed pure state, |0〉, with
same internal energy. In this case we obtain Qeras > kBT S(ρ), where
S(ρ) is the von Neumann entropy. Again the dissipated heat can be
seen as work externally invested in the operation. Indeed a simple cal-
culus using Eq. (3.21) shows that this is indeed the change in nonequi-
librium free energy during the process [423] (see also Refs. [475, 477])
Weras > ∆F = kBT S(ρ). (3.25)
We stress that here the meaning of the word ”erasure” in the trans-
formation from a high-entropy state ρ to the pure state |0〉, comes
from historical reasons, while it is related to a decrease in the uncer-
tainty about the state (i.e. an increase in the information about the
state). It is also worth stressing that Eq. (3.25) must be modified in
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the case in which the system, say S, to be erased with the transforma-
tion ρS → |0〉S, shares correlations with a further ancilla, whose local
state ρA ≡ Tr[ρSA] is not changed during the process [565]. Notice
that this is completely equivalent to the above erasure process from
the local point of view, while now Eq. (3.25) generalizes to [619]
W > kBT S(S|A), (3.26)
that is, work can be extracted from the consumption of quantum cor-
relations if the relative entropy S(S|A) = S(ρSA) − S(ρA) is negative,
as it is the case for a certain subset of bipartite entangled states (see
Ref. [267] and Sec. 1.4). A general protocol obtaining the maximum
amount of work is presented in Ref. [619]. The thermodynamics of
quantum feedback processes has been also investigated [281, 474] in-
cluding the role of quantum correlations in different setups [183, 272,
420, 615]. Finally we point that the verification of Landauer’s princi-
ple in a fully quantum system has been recently reported in Ref. [431],
and extensions to the case of finite-size reservoirs [456], nonequilib-
rium reservoirs [551], or probabilistic erasure [395] are currently im-
portant topics of research.
3.2 fluctuation theorems
In the past decades there has been an increasing interest in applying
thermodynamics to small systems of microscopic or even nanoscopic
size, and extended more recently to the quantum regime. Individual
molecules became accessible to high-precision manipulation and mea-
surement in the laboratory, while simulation techniques for molecular
systems were established. As a consequence, small-scale thermody-
namics attracts a multidisciplinary interest from biology, chemistry
and physics [291]. When the size of the systems under considera-
tion scales down, fluctuations become important, and nonequilibrium
situations appear everywhere. In order to describe such situations,
the inclusion of fluctuations in the nonequilibrium thermodynamic
description is mandatory, a task which has been first accomplished
within the framework of stochastic thermodynamics [75, 505].
The laws of thermodynamics, as they apply to macroscopic objects,
are blurred when considering the random motion of small particles,
continuously colliding with the particles of their environmental sur-
roundings, and one may expect they to hold only on average [291].
However, an interesting first law like energy balance can also be
stated for individual stochastic trajectories of microscopic objects, and
entropy can also be defined at this level. Furthermore, the study of
the fluctuations in the microscopic versions of work, heat and en-
tropy, have led to the discovery of universal relations called fluctua-
tion theorems (FT) which introduce precise constraints on the statistics
followed for those quantities. Among the most popular fluctuations
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relations are the Jarzynski relation [287, 288], the Crooks work theo-
rem [124], and the integral fluctuation theorem for the total entropy
production introduced by Seifert [504], who followed and extended
the pioneering work of Evans, Cohen and Morris [172]. They refined
our understanding of irreversibility and the second law of thermo-
dynamics, substituting the usual inequalities for average quantities
by equalities for the microscopic based ones [291]. Stochastic thermo-
dynamics and fluctuation theorems are introduced in the following
sections.
The development of quantum thermodynamics passes through the
extension of the different fluctuation theorems to the quantum regime.
On the other hand, important issues concerning the nature of quan-
tum work and heat arise when dealing with quantum systems [16,
187, 537], and the trajectory concept is indeed misleading unless quan-
tum measurements are considered (see Sec. 2.5). This motivates the
introduction of a framework which we call the two measurement pro-
tocol (TMP) from which some of the most important fluctuation the-
orems can be derived both for isolated and open quantum systems
[88, 163]. Deriving the fluctuation theorems without the TMP frame-
work as well as developing extensions to nonequilibrium situations
in which quantum features or finite-size effects can be naturally in-
corporated, constitute nowadays important challenges [11, 182, 225,
270, 454, 559, 571]. Part III of this thesis is dedicated to present our
contributions in this active and promising field of research.
3.2.1 Stochastic thermodynamics
Stochastic thermodynamic describes the thermodynamic behavior of
small systems driven out of equilibrium in a framework which incor-
porates the fluctuations induced by the environment. The framework
combines the stochastic energetics introduced by Sekimoto [506], al-
lowing the formulation of the first law of thermodynamics for stochas-
tic trajectories, and the definition of entropy for fluctuating trajecto-
ries [504] leading to different results refining the second law of ther-
modynamics [505]. It extends statistical mechanics to nonequilibrium
situations and it has been satisfactorily applied to isothermal pro-
cesses followed by microscopic systems from biopolymers to single
electron transistors.
Following classical statistical mechanics, we can describe a single
particle (or few of them) in phase space by specifying its position and
momentum (x,p) = {~x,~p}. The Hamiltonian function of the particle is
H(x,p, λ), where we introduced the external control parameter λ(t),
responsible of driving the system out of equilibrium. When a partic-
ular protocol for the external parameter is applied, Λ = {λ(t)|t0 6
t 6 τ}, the particle will evolve subjected to the externally applied
force while interacting randomly with its surrounding environment,
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assumed to be a thermal reservoir (or heat bath) in equilibrium at a
well defined temperature T . The system evolution is assumed to be
described by Langevin dynamics
x˙ = p/m, p˙ = F(x, λ) − γp/m+ ξ(t), (3.27)
where F(x, λ) = −∂xV(x, λ) + f(x, λ) is a systematic force with conser-
vative contribution from the potential V(x, λ) and a directly applied
non-conservative force f(x, λ), m is the mass of the particle, and γ0
the friction coefficient. The stochastic term ξ(t) describes the thermal
noise with 〈ξ(t)〉 = 0 and correlation 〈ξ(t1)ξ(t2)〉 = 2Dδ(t1 − t2),
D being the diffusion constant. A paradigmatic model is the over-
damped regime of the above dynamics, reducing toOverdamped
Langevin equation
x˙ = µF(x, λ) + ξ(t), (3.28)
where µ = 1/γ0 is the mobility. This regime occurs when the particle
mass is big m  γ0∆t, ∆t being the resolution of the coarse-grained
evolution, or equivalently when the friction is high γ0  ∆t/m. Pro-
totypical systems obeying the overdamped Langevin equation are col-
loidal microscopic particles, molecular motors, and some magnetic
and electric circuits at low intensities. Here it is assumed that the Ein-
stein relation holds, D = µkBT , meaning that the noise is not affected
by the time-dependent force [505]. For simplicity we considered a
single degree of freedom x. In the case of multiple degrees of free-
dom, x and F become vectors, and D and µ become tensors possibly
depending on x [503].
The dynamical evolution generates stochastic trajectories in phase-
space, denoted as γt ≡ (xt,pt). As long as the interactions with the
environment are of random nature, for a given protocol Λ we will ob-
tain different trajectories in different realizations. Therefore, the phys-
ical properties of the system at the trajectory level become stochastic
variables, which can be described through an appropriate probabil-
ity distribution. The ensemble of trajectories is characterized by the
phase space distribution ρ(x,p, t) denoting the probability to find the
particle with position x and momentum p at time t. It evolves accord-
ing to a Fokker-Planck equation, which in the case of the overdamped
colloidal particle readsFokker-Planck
equation
∂tρ(x, t) = −∂xj(x, t), (3.29)
with j(x, t) = µF(x, λ)ρ(x, t) −D ∂xρ(x, t), the current. We recall that
in the overdamped regime the momentum of the particle, p, becomes
superfluous and has been neglected from the expressions. In some
situations, if the system can only occupy discrete states, Eq. (3.29) is
replaced by a Markovian master equation of the typeMaster equation
p˙m =
∑
n
Wm,n pn (3.30)
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where pm is the probability of the system for to be in state m, and
Wm,n are the elements of the so-called stochastic matrix, with the prop-
erty
∑
mWmn = 0, which ensures the conservation of probability
[75].
The first law of thermodynamics is extended to the trajectory level
by decomposing the internal energy change
∆u[γ] ≡ H(xτ,pτ, λτ) −H(xt0 ,pt0 , λt0), (3.31)
where γ ≡ {γt}τt0 denotes the whole trajectory from t0 to τ, into heat
and work contributions as
q[γ] ≡
∫τ
t0
(
∂xH(x,p, λ)x˙t + ∂pH(x,p, λ)p˙t
)
dt,
w[γ] ≡
∫τ
t0
∂λH(x,p, λ)λ˙dt, (3.32)
fulfilling ∆u[γ] = w[γ] + q[γ]. In isolated systems the dynamics of
the particle is governed by the Hamilton equations of motion, which
imply q[γ] = 0 for any trajectory γ, and hence ∆u[γ] = w[γ]. For open
systems governed by the overdamped Langevin equation, Sekimoto
[506] identified explicit expressions for the (non exact) differentials of
work and heat along trajectories [503]
d¯w = ∂λV(x, λ)λ˙dt+ f(x, λ)dx, d¯q = −F(x, λ)dx, (3.33)
recovering the first law of thermodynamics at the differential level
du = d¯w+ d¯q = V˙(x, λ)dt. When integrating those expressions, Stra-
tonovich rule has to be used, for which the usual rules of differential
calculus apply. For the case of discrete systems, the driving modifies
the energy of the states m(λ(t)) and the trajectory consists of abrupt
jumps occurring at random times {t1, t2, ..., tJ} where the state of the
system changes m(γ) = {m0 → m1,m1 → m2, ...,mJ−1 → mJ} [75].
Heat and work are defined as
q[γ] ≡
J−1∑
j=0
mj+1(tj+1) − mj(tj+1), (3.34)
w[γ] ≡
J∑
j=0
mj(tj+1) − mj(tj), (3.35)
where tJ+1 ≡ τ and we have ∆u[γ] ≡ mJ(τ) − m0(t0) = q[γ] +w[γ].
When sampling trajectories from some initial phase space density
ρ(x,p, t0) and applying the protocol Λ, the averages of quantities de-
fined at the trajectory level can be recovered by assigning to each
trajectory a weight, which for Eq. (3.28) reads
p[γ|γt0 ] = N exp
(
−
∫τ
t0
dt[(x˙− µF)2/4D+ µ∂xF/2]
)
, (3.36)
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where N is a normalization factor [505]. This allows us to calculate the
average of any trajectory dependent quantity given by a functional
O[γt] as
〈O[γt]〉 =
∫
dxdp
∫
dγt O[γt] p[γ|γt0 ] ρ(x,p, t0). (3.37)
Such averages over trajectories coincide with the same quantities cal-
culated from the Fokker-Planck equation (3.29) (see details in Ref.
[505]).
The last important ingredient in the thermodynamic description is
the identification of entropy at the trajectory level and the formulation
of the second law. The stochastic or trajectory entropy was introduced
by Seifert [504] and readsStochastic entropy
st ≡ −kB ln ρ(γt, t), (3.38)
where ρ(x,p, t) is evaluated along the trajectory γt. The definition is
similar for the discrete case, where st = −kB lnpm(γt) [75]. Notice
the similarity in both cases with the Gibbs entropy introduced in Sec.
3.1. In addition, the entropy increase in the medium (the thermal
reservoir) during the trajectory γ is given by
∆sm[γ] ≡ −q[γ]/T , (3.39)
which corresponds to (minus) the entropy flow to the system, as intro-
duced in Sec. 3.1. Employing the Fokker-Planck equation (3.29), and
the later definitions, the entropy production rate during a stochastic
trajectory of the overdamped Langevin equation reads
s˙i[γt] ≡ s˙t + s˙m[γt] = −∂tρ(x, t)
ρ(x, t)
∣∣∣∣
γt
+
j(x, t)
D ρ(x, t)
∣∣∣∣
γt
x˙, (3.40)
which at the ensemble level becomes [505]
S˙i =
∫
dx
j(x, t)2
D ρ(x, t)
> 0. (3.41)
Finally, in the case of discrete systems, the ensemble expression for
the entropy production rate is [166]
S˙i = kB
∑
m,n
Wm,npn ln
Wm,npn
Wn,mpm
> 0, (3.42)
which is zero if and only if the detailed balance condition is satisfied
Wm,npn =Wn,mpm. (3.43)
We stress that the above expression for the entropy production rate
is consistent with the identification of the entropy flow entering the
system as the heat divided by temperature [75, 166].
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3.2.2 Classical fluctuation theorems
A major achievement of stochastic thermodynamics has been the for-
mulation of precise equations governing the statistics of thermody-
namical fluctuating quantities in processes arbitrarily far from equi-
librium. Those relations are known as fluctuation theorems (FT) and
generalize the second law of thermodynamics in the form of equal-
ities [291]. In the context of the simulation of sheared fluids, Evans,
Cohen and Morris [172] proposed in 1993 that the second law may
be generalized considering the probabilities of obtaining fluctuations
increasing or decreasing the entropy production (see also Ref. [171]).
In a nonequilibrium steady state of a thermostatted system, the state-
ment can be formulated as Steady state
fluctuation theorem
P(−∆is) = P(∆is) e
−∆is, (3.44)
where P(∆is) is the probability distribution for obtaining a particu-
lar value for the entropy production, such that 〈∆is〉 = −Q/T , the
heat transferred to the thermal reservoir divided by its temperature.
This would imply that the occurrence of negative entropy production
events, although being not forbidden, is exponentially less probable
than the occurrence of their positive counterparts. The result is an
overall entropy production at the ensemble level which is always pos-
itive, 〈∆is〉 > 0. Further statistical properties of P(∆is) can be derived
as well from the above fluctuation theorem [391]. The fluctuation the-
orem in Eq. (3.44) is usually called the steady-state fluctuation the-
orem, as it applies for systems in steady states observed for long
times (the time should be greater than the decorrelation time). It was
first proven to hold for deterministic thermostatted systems in Ref.
[185], and then extended to Langevin dynamics [323], and general
stochastic processes described by Markovian master equations [332].
However, the fluctuation theorem in Eq. (3.44) requires the identifica-
tion of the entropy production ∆is in the setup of interest, which is
not always a simple task. Furthermore, its scope could not surpass
steady-state dynamics until the introduction of a general expression
for the nonequilibrium entropy of the system at the stochastic level
by Seifert [504] (see below).
Nevertheless, other fluctuation theorems were developed in the
meanwhile. Probably the most famous one is the Jarzynski equality
[287, 288], which had the merit to link the statistics of the work per-
formed in small systems driven out of equilibrium in contact with
a thermal reservoir, with its equilibrium properties. The setup con-
sidered by Jarzynski is the following. Consider a system that starts
in thermal equilibrium with its surroundings at temperature T and
can be driven through the variation of a parameter λ controlling the
Hamiltonian of the system H(λ). The parameter starts in position
λ(t0) ≡ λA, and the state of the system is given by the canonical
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distribution, ρA ≡ e−βH(λA)/ZA. Then it is varied, perhaps abruptly,
following a specific protocol Λ = {λ(t)} which drives the system arbi-
trarily far from equilibrium, while still in contact with its surrounding
environment (even if the coupling is strong [289]). At some point τ the
driving is stopped, acquiring a final fixed value λ(τ) ≡ λB, and the
system is let to relax back to equilibrium with the thermal environ-
ment, ending at ρB ≡ e−βH(λB)/ZB. During this process, an amount
of work w[γ] is performed due to the driving, as defined in Eq. (3.32).
Repeating the process many times with the same driving protocol
Λ, a probability distribution P(w) can be further obtained. Jarzynski
equality states thatJarzynski equality
〈e−βw〉 = e−β∆FAB = ZB
ZA
, (3.45)
where 〈e−βw〉 ≡ ∫ dwP(w)e−βw, and ∆FAB = FB − FA is the differ-
ence of Helmholtz free energies between the final and initial equilib-
rium states.
Eq. (3.45) has been obtained using a great variety of determinis-
tic and stochastic evolutions (see Ref. [291] and references therein).
In fact, since the equality is also valid for isolated evolution and the
work is performed through the degrees of freedom affected by the ex-
ternal parameter lambda, we conclude that Jarzynski equality holds
for any reduced dynamics containing those degrees of freedom, ei-
ther deterministic, stochastic, Markovian or non-Markovian, etc. The
only requirement is that the global isolated system is initially in equi-
librium at temperature T . It is also worth stressing that Eq. (3.45) re-
mains valid even if the system does not equilibrate with the thermal
environment at the end of the protocol, as this final step occurring
at constant λ does not contribute to the work [505]. Nonetheless the
final thermalization is required to give a specific meaning to Eq. (3.45)
in terms of the entropy produced in the process. Jarzynski equality
has been experimentally tested reversibly and irreversibly stretching
a single molecule of RNA immersed in an aqueous solution at a tem-
perature of 208 to 301K [353].
From Eq. (3.45), and using Jensen’s inequality, 〈ex〉 6 e〈x〉, we ob-
tain
〈wdiss〉 = 〈w〉−∆FAB > kBT ln 〈e−β(w−∆FAB)〉 = 0, (3.46)
where again 〈w〉γ ≡
∫
dwP(w)w, and we recover the average form
of the second-law inequality, 〈wdiss〉 > 0, in terms of the work per-
formed to drive a system between two equilibrium states [Eq. (3.19)].
Here if the driving is quasi-static we have reversible conditions, 〈w〉 =
∆FAB. Jarzynski equality therefore refines Eq. (3.46), establishing a
universal property of the statistics of irreversible work [291]. Further-
more, we stress that Jarzynski’s result is of remarkable practical util-
ity. Determining the free-energy landscape F(λ) of a system usually
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Figure 25: (a) Experimental reconstruction of the (non-Gaussian) work prob-
ability distribution of a colloidal particle in a time-dependent
nonharmonic potential applied throughout the light pressure of
optical tweezers, while using total internal reflection microscopy
to determine the trajectories. In the inset the logarithm of the
ratio of the probability to find trajectories with work −w to
those with work w is plotted. The figure has been obtained from
Ref. [53]. (b) Illustration of work probability distributions in the
forward process ρF(W) ≡ P(w), and in the backward process
ρR(−W) ≡ P˜(−w). The two probability distributions intersect at
∆F according to Eq. (3.48). Picture obtained from Ref. [290].
requires the realization of reversible (infinitesimally slow) processes
which are difficult to implement. Instead, using Eq. (3.45), one can eas-
ily obtain free-energies of equilibrium states by measuring the work
performed in arbitrary protocols overcoming experimental difficulties
[68, 246, 278, 353], that is
−kBT ln 〈e−w/kBT 〉 = ∆FAB. (3.47)
The results put forward by Jarzynski were later refined by Crooks
in 1999 [124], who derived for stochastic, microscopically reversible
dynamics, the fluctuation theorem for the work statistics in Eq. (3.48)
below. In the general configuration introduced above for the Jarzynski
equality, Crooks considered together with the forward process, taking
ρA into ρB through the driving protocol Λ, also the backward (or re-
verse) process, in which the time-reversed protocol Λ˜ ≡ {λ(τ+ t0− t)}
is applied to the equilibrium state ρB, letting the system re-equilibrate
at the end to ρA. In this backward process, trajectories γ˜ are gener-
ated obeying a different probability distribution for the work P˜(w).
Crooks fluctuation theorem relates the work probability distributions
in forward and backward processes [124]: Crooks fluctuation
theorem
P(w)
P˜(−w)
= e−β(w−∆FAB). (3.48)
In contrast to the FT in Eq. (3.44), both Eq. (3.48) and Eq. (3.45) are
valid for arbitrary times, falling in the class known in the literature
as transient fluctuation theorems. Furthermore, one usually refers to the
fluctuation theorems in the form of Eq. (3.45) as integral fluctuation the-
orems, while Eq. (3.44) and (3.48) are usually called detailed fluctuation
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theorems. Crooks fluctuation theorem has been experimentally tested
in Refs. [53, 112, 148–150, 479]. In Fig. 25(a) we show an example of
one of such tests using a colloidal particle trapped by optical tweezers
and subjected to a time-dependent nonharmonic potential.
Crooks fluctuation theorem corresponds to a refinement of the sec-
ond law of thermodynamics, which applied to the sequence of for-
ward and backward processes closing a cycle reads
〈w[γ]〉+ 〈w[γ˜]〉 > 0, (3.49)
that is, no net (average) work can be extracted from single thermal
reservoir by cyclic operation [290]. Indeed Eq. (3.48) implies that the
mean of P(w) is always located at the right of the mean of P˜(−w),
while the two distributions intersect at the point ∆FAB (see Fig. 25).
Furthermore, one can easily derive the Jarzynski equality from Eq.
(3.48) by integrating over trajectories∫
dw P(w)e−β(w−∆FAB) =
∫
dw P˜(−w) = 1, (3.50)
as long as P˜(−w) is a well defined probability distribution.
Another important result closely related to Crooks fluctuation theo-
rem is the relation between physical and information-theoretical mea-
surements of irreversibility [292, 300]
〈wdiss〉 = 〈w〉−∆FAB = kBT D(ρ||ρ˜), (3.51)
where D(ρ||ρ˜) is the Kullback-Leibler divergence [322] (or relative en-
tropy as introduced in Sec. 1.1.6) between the system densities in
forward and backward processes, either in path space [292] or phase-
space [300]. The densities ρ(x,p, t) and ρ˜(x,−p, t) have to be mea-
sured at the same intermediate but otherwise arbitrary time. Eq. (3.51)
implies that dissipation results from the difference between the two
distributions, being zero if and only if they are equal [300].
We notice that in the processes introduced above, the dissipative
work wdiss[γ] = w[γ] − ∆FAB is proportional to the entropy produc-
tion in the forward process connecting the two equilibrium states
ρA and ρB, as 〈wdiss〉 = T∆iS. However, fluctuation theorems can be
extended to more arbitrary situations, such as transitions between
steady states [248, 522], thermal systems starting in arbitrary initial
states [504], or nonequilibrium feedback control [476, 548], among
others (see e.g. Ref. [165] and the review [505]), in which the entropy
production is expressed in more general terms. This is also the case
of the nonequilibrium equality (3.51) which has been shown to hold
in a generalized form for a variety of initial conditions [422]. A partic-
ularly important generalization of the work fluctuation theorem was
derived by Seifert in [504], who proved the integral transient fluc-
tuation theorem for the total entropy production in driven systems
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governed by the overdamped Langevin equation (3.28) and general
stochastic dynamics Seifert integral FT
〈e−∆is〉 = 1. (3.52)
The key point in the derivation is the identification of the entropy
production over single trajectories
∆is[γ] = ∆s[γ] +∆s
m[γ], (3.53)
resulting from the stochastic entropy change in the system ∆s[γ] =
sτ − st0 as defined in Eq. (3.38), and from the entropy change in the
medium, ∆sm[γ] = −q[γ]/T . The fluctuation theorem in Eq. (3.52) re-
mains valid for arbitrary initial and final states, i.e. we do not need to
assume an initial equilibrium state with the reservoir at temperature
T , nor a final equilibration step at the end of the protocol. Instead, the
backward process may be initialized by using the phase space distri-
bution of the system reached at the end of the forward driving proto-
col, as given by the corresponding Fokker-Planck or master equation
[504]. The integral theorem (3.52) has been experimentally checked in
Ref. [544] for a two-level system realized as an optically driven defect
center in diamond, and more recently for a single-electron box in the
presence of different thermal baths [313].
Another kind of detailed fluctuation theorems for the entropy pro-
duction has been also derived by Esposito and Van den Broeck in
Refs. [165, 166, 556]. Under general Markovian [165, 166] or Fokker-
Planck [556] dynamics, they obtained a detailed version of theorem
(3.52): Entropy production
detailed FT
P(∆is)
P˜(−∆is)
= e∆is. (3.54)
In this theorem, the entropy production is identified with the log-
ratio of the sampling probabilities of forward trajectories γ in the
forward process P[γ], and backward trajectories γ˜ in the backward
(time-reversed) one P˜[γ˜], that is
∆is[γ] ≡ ln P[γ]
P˜[γ]
= ∆s[γ] +∆sm[γ], (3.55)
which equals expression (3.53) when considering that the initial con-
dition of system in the backward process is the final state of the for-
ward one at the end of the trajectory γ. The entropy production in the
backward process is analogously defined as
∆is[γ˜] ≡ ln P˜[γ]
P[γ]
= −∆is[γ], (3.56)
which however does not equals Eq. (3.53) for the backward process, as
the stochastic entropy ∆s has not definite parity under time-reversal
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[505]. We also notice that the above FT in Eq. (3.54) differs from the
fluctuation theorem in Eq. (3.44). In the former case it relates the
probability distribution of forward P(∆is) and backward protocols
P˜(−∆is), while in the later case the fluctuation theorem relates the
two tails of the same distribution P(∆is). In general Eq. (3.44) is a
much stronger statement than Eq. (3.54), implying infinitely many in-
tegral fluctuation theorems for antisymmetric functions of ∆is [366].
In Refs. [165, 166, 556] the authors complement the detailed fluctua-
tion theorem in Eq. (3.54) for the total entropy production with the
derivation of two further detailed fluctuation theorems for the so-
called non-adiabatic and adiabatic entropy productions
∆is[γ] = ∆is
na[γ] +∆is
ad[γ], (3.57)
each of them corresponding to the entropy production associated to
a different way to bring the system out-of-equilibrium: by means of
external driving (non-adiabatic) and by imposing nonequilibrium en-
vironmental conditions (adiabatic). Notice that the term adiabatic is
employed here in the dynamical sense. The fluctuation theorems for
the non-adiabatic and adiabatic entropy production are obtained by in-
troducing a dual dynamics derived from the original one, which can
be also time-reversed. Following similar methods as for the total en-
tropy production fluctuation theorem, they obtainedAdiabatic and
non-adiabatic
detailed FTs P(∆is
na)
P˜D(−∆isna)
= e∆is
na
,
P(∆is
ad)
PD(−∆isad)
= e∆is
ad
, (3.58)
where PD denotes the probability in the dual dynamics, and P˜D
the probability in the time-inverted dual dynamics, also called dual-
reverse dynamics. The fluctuation theorems for the adiabatic and non-
adiabatic entropy production constitute a further refinement of the
second law for nonequilibrium steady states. They also generalize
previous notions introduced in this context as the house-keeping heat
and excess heat [413], corresponding respectively to the heat dissi-
pated in order to maintain a nonequilibrium steady state, and the
heat dissipated when the system is driven far from that state.
3.2.3 Quantum fluctuation theorems
We have seen some of the most important fluctuation theorems de-
rived for both deterministic and stochastic dynamics in the classical
regime. At this point we turn back our view to quantum systems,
in which extensions of the above fluctuation theorems are highly de-
sirable. However, a number of difficulties arise when considering the
extension of the concepts introduced in stochastic thermodynamics to
the quantum regime. The first one is the absence of the same notion
of trajectory. As we have seen in Sec. 2.5 quantum trajectories can be
defined, but they require the introduction of quantum measurements
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to monitor the system, which in turn introduces a back-action on the
system being measured. Consequently, in most quantum extensions
of fluctuation theorems, projective measurements are introduced at
the beginning and at the end of the process of interest [88, 163]. We
call this framework the two measurement protocol (TMP). Within this
approach, work fluctuation relations such as the Jarzynski equality
and the Crooks fluctuation theorem in both isolated [324, 400, 536,
540] and open systems [86, 123, 134, 164, 397, 400, 539], as well as var-
ious fluctuation theorems for heat and matter exchange in nonequi-
librium steady states [25, 26, 87, 139, 164, 167, 289, 480, 481, 618], have
been derived (see also the reviews [88, 163]). This approach is in con-
trast with alternative attempts to derive work fluctuation theorems
through the expectations of a work operator [16, 17, 537].
We will first discuss the case of work fluctuation theorems for iso-
lated quantum systems and then consider open systems. In this con-
text, a process in the TMP framework consists in assuming at time t0
the state of the system to be given by some initial density operator ρt0 ,
and Hamiltonian Hˆ(λ) depending on the external control parameter
λ. A first projective measurement of the energy is hence performed
in the system, corresponding to measuring the Hamiltonian
Hˆ(λA) =
∑
n
EAn |E
A
n 〉 〈EAn | , (3.59)
where λA ≡ λ(t0). This measurement induces a collapse of the sys-
tem state to one of the pure states |EAn 〉 corresponding to outcome n.
In analogy with the classical case, the control parameter is then var-
ied following a prescribed protocol Λ = {λ(t)}τt0 , the evolution being
given by some unitary operator UˆΛ as in Sec. 1.1.4. At time τ the driv-
ing is fixed, λB ≡ λ(τ) and a second measurement of the Hamiltonian
is performed
Hˆ(λB) =
∑
m
EBm |E
B
m〉 〈EBm| , (3.60)
obtaining some outcome m and the final state |EBm〉. A backward pro-
cess can be defined as well by inverting the previous sequence (and
the driving protocol) while measuring the time-reversed Hamiltonian
˜ˆH(λB) = ΘˆHˆ(λB)Θˆ† and ˜ˆH(λA) = ΘˆHˆ(λA)Θˆ†, Θˆ being the time-
reversal anti-unitary operator in quantum mechanics (see Sec. 1.1.4).
For the backward process we choose as initial condition some arbi-
trary initial state denoted ρ˜t0 . In the present setup trajectories can be
defined by the outcomes of initial and final measurements, γ = {n,m},
together with the driving protocol Λ. According to Born rule, those
trajectories are sampled with probability
Pγ = pn| 〈EBm| UˆΛ |EAn 〉 |2, (3.61)
where pn ≡ Tr[ρt0 |EAn 〉 〈EAn |] is the probability to obtain outcome n
in the initial projective measurement. In the backward process the
134 quantum thermodynamics
inverse trajectory γ˜ = {m,n} associated to the same measurement
results and time-reversed driving protocol Λ˜ = {λ(t0 + τ− t)}τt0 anal-
ogously reads
P˜γ˜ = p˜m| 〈EAn | Θˆ†UˆΛ˜Θˆ |EBm〉 |2, (3.62)
with p˜m = Tr[ρ˜t0Θ |E
B
m〉 〈EBm| Θˆ†] and UˆΛ˜ the unitary governing the
time-reversed dynamics. Furthermore, as long as the system is iso-
lated, the work in a trajectory γ can be identified with the change in
energy of the system as given by the measurement outcomes:
wγ = E
B
m − E
A
n . (3.63)
Analogously the work performed in the reverse trajectory generated
in the backward process can be computed as
wγ˜ = E
A
m − E
B
n = −wγ. (3.64)
At this point it is important to notice the intimate relation between
the probabilities of forward and backward trajectoriesRatio of trajectory
probabilities
Pγ
P˜γ˜
=
pn
p˜m
× | 〈E
B
m| UˆΛ |E
A
n 〉 |2
| 〈EAn | Θˆ†UˆΛ˜Θˆ |EBm〉 |2
=
pn
p˜m
, (3.65)
where the second term above cancels by applying the microreversibil-
ity principle for non-autonomous systems derived in Sec. 1.1.4, i.e. us-
ing UˆΛ = Θˆ†Uˆ
†
Λ˜
Θˆ. If we now denote by P(w) ≡∑n,m Pγ δ(w−wγ)
the probability to obtain work w in the forward process, and P˜(w) ≡∑
n,m P˜γ˜δ(w−wγ˜) the probability to obtain work w in the backward
one, it follows that
P˜(−w) =
∑
n,m
P˜γ˜ δ(w−wγ˜) =
∑
n,m
p˜m
pn
Pγ δ(w−wγ). (3.66)
The Crooks fluctuation theorem, also called Tasaki-Crooks fluctua-
tion theorem in the quantum context [88], follows from this expres-
sion by assuming that the initial states of the system in forward and
backward processes are thermal equilibrium states at some inverse
temperature β:
ρt0 =
e−βHˆ(λA)
ZA
, ρ˜t0 = Θˆ
e−βHˆ(λB)
ZB
Θˆ†, (3.67)
which implies pn = e−βE
A
n /ZA and p˜m = e−βE
B
m/ZB. Inserting the
expressions for pn and p˜m in Eq. (3.66) we obtainTasaki-Crooks
fluctuation theorem
P˜(−w) =
ZA
ZB
∑
n,m
e−β(E
B
m−E
A
m)Pγ δ(w−wγ)
=
ZA
ZB
e−βw P(w) = e−β(w−∆FAB) P(w), (3.68)
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and the Crooks fluctuation theorem in Eq. (3.48) is recovered. In the
last step we used the thermodynamic relations linking the Helmholtz
free-energy with the partition function FA = −kBT lnZA and FB =
−kBT lnZB. The derivation of Eq. (3.68) may be complemented with
various remarks. First, we have explicitly seen that the Crooks fluctua-
tion theorem follows from two key ingredients: the microreversibility
principle for non-autonomous systems and the shape of the Gibbs
thermal states. This feature has been widely stressed in the literature
[88, 163]. Second, contrary to previous derivations [88, 163], we do not
require the Hamiltonian of the system to be invariant under time re-
versal, [Θˆ, Hˆ(λ)] = 0, at the price that the initial state of the backward
process has to be time-reversed, c.f. Eq. (3.67). Third, the assumption
of initial thermal equilibrium states implies the access to a thermal
reservoir at inverse temperature β, to which the system has to be cou-
pled in order to prepare the initial states. Fourth, integrating the work
probability distributions at both sides of Eq. (3.48), Jarzynski equality
[Eq. (3.45)] immediately follows.
We notice that in Ref. [88] a complementary derivation of Crooks
fluctuation theorem and Jarzynski equality is provided. It is based on
the characteristic function of work, defined as the Fourier transform
of the work probability distribution Characteristic
function of work
G(u) =
∫
dw eiuw P(w), (3.69)
which contains full information about the statistics of the work w.
Talkner et. al. showed that in the present case it acquires the form
[536, 538]
G(u) = Tr[Uˆ†Λe
iuHˆ(λB)UˆΛe
−(iu+β)Hˆ(λA)]/ZA. (3.70)
For the probability work distribution in the backward process one can
analogously define a characteristic function G˜(u) =
∫
dw eiuw P˜(w).
These two characteristic functions are related as a consequence of
microreversibility, obeying
ZA G(u) = ZB G˜(−u+ iβ). (3.71)
Finally, applying the inverse Fourier transform, the Crooks fluctu-
ation theorem is recovered [88]. This approach is of very practical
utility as avoiding the reconstruction of the probability distribution
of work by projective measurements is of technical importance in the
experimental test of fluctuation relations [256, 428]. Instead, different
schemes to measure the characteristic function of work G(u) based
on interferometric schemes have been proposed [90, 147, 387]. It is
also worth stressing that the Crooks fluctuation theorem has been
experimentally tested in the full quantum regime only recently in a
liquid-state NMR platform [36], where the work probability distribu-
tions have been assessed indirectly through the characteristic func-
tion of work (see Fig. 26). The Jarzynski equality has been also tested
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Figure 26: Experimental data for the reconstruction of the characteristic
function of work (left column) and the work probability distri-
bution (right column) of forward (red) and backward (blue) pro-
cesses in the experiment reported in Ref. [36]. There, the 13C and
1H nuclear spins of a chloroform-molecule sample are respec-
tively used as the system driven by a resonant radio-frequency
pulse, and ancilla for the reconstruction of the characteristic func-
tions by measuring the x and y components of its transverse mag-
netization. Picture taken from Ref. [36].
recently in a single 171Yb+ ion trapped in a harmonic potential us-
ing projective measurements [22], following the proposal presented
in Ref. [276].
The derivation of the Crooks fluctuation theorem and the Jarzyn-
ski equality can also be extended to the case of open quantum sys-
tems in contact with thermal reservoirs, both for weak or strong cou-
pling with the environment [88]. In the open system situation the
total Hamilton operator reads
Hˆtot(λ) = HˆS(λ) + HˆE + Hˆint, (3.72)
HˆS(λ) being the Hamilton operator of the system defined as in the
isolated case, HˆE =
∑
ν n |ν〉 〈ν| for the reservoir with eigenvalues
{ν}, and Hˆint for the interaction term. An important assumption here
concerns the dependence on the external control parameter λ, which
we assumed to enter only in the system Hamiltonian [240]. The global
system is considered to be isolated, and hence we may apply the
above TMP to the present situation. However, now we are interested
in measuring simultaneously the local Hamiltonians of system and
environment. A trajectory consists in this case in four outcomes γ =
{n,ν,m,µ}, where we include the outcomes ν and µ for the energy
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measurements in the reservoir at the beginning and at the end of the
driving protocol, respectively. The probability to obtain a trajectory γ
reads in this case
Pγ = pn,ν| 〈EBm|⊗ 〈µ| UˆΛ |EAn 〉 ⊗ |ν〉 |2, (3.73)
where pn,ν is the probability to obtain outcomes n and ν in the initial
energy measurement, and UˆΛ is generated by the global Hamiltonian
Hˆtot(λ). The energy changes in the system ∆E, and in the thermal
reservoir ∆, for the protocol Λ defined as in the previous case, are:
∆Eγ = E
B
m − E
A
n , ∆γ = µ − ν. (3.74)
If we assume weak-coupling between system and reservoir the en-
ergy associated to the interaction term Hˆint becomes negligible, and
the total energy change in the global system (the work externally per-
formed) becomes the sum of system and reservoir changes, wγ =
∆Eγ + ∆γ. Furthermore we can identify the heat with the energy
changes in the reservoir as qγ = −∆γ, recovering the first law (en-
ergy balance) [88] First law for
quantum trajectories
∆Eγ = wγ + qγ. (3.75)
Following the same prescriptions as in the isolated case, one can
hence obtain the joint probability distribution for the system energy
changes and heat P(∆E,q), with corresponding characteristic function
G(u, v) =
∫
d(∆E) dq ei(u∆E+vq) P(∆E,q), (3.76)
and analogously for the backward process leading to P˜(∆E,q) and
G˜(u, v). Furthermore, we assume thermal equilibrium initial states of
forward and backward process as in Eq. (3.67), where Hˆ is replaced
by the total Hamiltonian Hˆtot, and we denote YA and YB the total
partition functions at the beginning and end of the protocol Λ re-
spectively. Importantly, the weak coupling assumption implies that
the global equilibrium initial state approximately factorizes (see Ref.
[539])
ρt0 =
e−βHˆtot(λA)
YA
≈ e
−βHˆS(λA)
ZA
⊗ e
−βHˆE
ZE
, (3.77)
where ZA = Tr[e−βHˆS(λA)] and ZE = Tr[e−βHˆE ]. This implies that the
probability of outcomes in the initial measurement becomes pn,ν =
e−β(E
A
n+ν)/ZAZE, and analogously for the initial state of the back-
ward process, ρ˜t0 , we have p˜m,µ = e
−β(EBm+ν)/ZBZE, with ZB =
Tr[e−βHˆS(λB)]. The above relations, together with the microreversibil-
ity principle, are the key points to obtain the following relation, anal-
ogous to Eq. (3.71):
ZA G(u, v) = ZB G˜(−u+ iβ,−v+−iβ), (3.78)
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which immediately implies [88]
P(∆E,q)
P˜(−∆E,−q)
= eβ(∆E−q−∆FAB), (3.79)
∆FAB = −kBT ln(ZB/ZA) being the system free-energy difference.
Finally, performing a change of variable ∆E→ w = ∆E− q, the right-
hand side of Eq. (3.79) becomes eβ(w−∆FAB), and integrating both
P(w,q) and P˜(−w,−q) over the heat q, the Crooks fluctuation theo-
rem is finally obtained [88]. We stress that the weak coupling assump-
tion can be overcome by performing global measurements of the total
Hamiltonian Hˆtot(λ) at the beginning and at the end of the processes,
together with the key identification of the system partition function
Z(λ) ≡ Tr[e−βHˆtot(λ)]/ZE 6= Tr[e−βHˆS(λ)] in general [86].
Along with the quantum extension of Jarzynski equality and Crooks
fluctuation theorems, the Seifert integral fluctuation theorem for the
entropy production has been also extended to the quantum regime in
Ref. [137]. Assuming an open quantum system weakly coupled to a
thermal reservoir at inverse temperature β, the TMP is implemented
as in the case of the Crooks fluctuation theorem above. However, in
this case the initial state of the open system is arbitrary, while the local
measurements performed on the system Hamiltonian are replaced by
measurements on the system density operator itself, obtaining eigen-
values ρt0n and ρτm respectively. On the other hand, energetic measure-
ments of the reservoir Hamiltonian are preserved in order to keep
trace of the heat dissipated. In this setting, the (information) entropy
production for a single realization can be defined asStochastic entropy
production
Σγ ≡ ∆sγ − βqγ, (3.80)
with ∆sγ = sτ − st0 = − ln ρ
τ
m + ln ρ
t0
n the stochastic entropy change
in the system, and qγ = −(µ−ν) the heat entering the system from
the thermal reservoir according to Eq. (3.75). In analogy to the classi-
cal case, here the term −βqγ ≡ ∆smγ can be interpreted as the entropy
change in the medium (or minus the entropy flowing into the system).
Hence following the same lines as in the Crooks fluctuation theorem
for open quantum systems, the authors derive the joint probability
distribution for entropy changes in system and reservoir P(∆s,βq),
which performing the variable change ∆s → Σ and integrating over
βq gives
P(Σ) =
∑
m,n,µ,ν
Pγ δ(Σ− Σγ). (3.81)
The integral fluctuation theorem can be derived from microreversibil-
ity and the normalization property of the density operator [137]
〈e−Σ〉 =
∫
dΣ e−Σ P(Σ) =
∑
m,n,µ,ν
Pγ = 1. (3.82)
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We finally stress that the classical fluctuation theorems generalizing
the Jarzynski equality and the Crooks fluctuation theorem to include
feedback control [476], have been extended as well to the quantum
regime [399]. Furthermore, a quantum fluctuation theorem capturing
the role of classical correlations in heat exchange processes has been
also recently derived in Ref. [295].
In chapters 7 and 8 we will develop further fluctuation theorems
for the entropy production extending the results presented in this sec-
tion. In particular, we will be interested in obtaining expressions for
the entropy production that overcome the limitations imposed by the
presence of a thermal environment, allowing more general quantum
states for the surroundings leading to nonequilibrium steady states or
multiple conserved quantities. In this context our aim is to extend the
integral and detailed fluctuation theorems for the entropy production
to the quantum case and to more arbitrary nonequilibrium situations.
On the other hand, we will also investigate the general split of the
entropy production in adiabatic and non-adiabatic contributions and
the cases for which the detailed fluctuation theorems presented in
the classical case [165, 166, 556] hold for general quantum evolutions
described by CPTP maps.
3.3 quantum thermal machines
A second important branch of quantum thermodynamics is the de-
scription and analysis of the operation of small quantum thermal ma-
chines. A quantum thermal machine is generally intended as a small
quantum system operating between different reservoirs and possibly
subjected to external driving, which performs a thermodynamic task
such as work extraction, refrigeration, pumping heat, or information
erasure. When the thermodynamic task operated by the machine is
work extraction from a difference of temperatures, we call it a heat
engine. Analogously, if the operation consists in pumping heat into
the hotter body of the configuration we call the machine a heat pump,
and if the heat is extracted from the coldest body, it will be referred
to as a fridge. Finally, if the task performed by the machine consists in
erasing information in the Landauer’s principle sense (see Sec. 3.1.6),
we will call it an eraser.
The first proposal of a quantum thermal machine is due to Scovil
and Schultz-DuBois, who proposed in 1959 to view the three-level
maser as a quantum heat engine [497]. This machine may reach Carnot
efficiency at the verge of population inversion in the signal transition
of the maser. Its operation can be further reversed to obtain a refrig-
erator, which can also reach maximum efficiency [207]. Inspired by
this pioneering work, different models for power-driven heat engines
and refrigerators, as well as absorption thermal machines based on
lasers and masers have been discussed in the following decades [208–
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210, 319, 337, 417], while lasing cooling techniques were in parallel
developed and implemented in the laboratory [432].
The different models of thermal machines, which can be ultimately
reduced to one or few two-level systems, three-level systems or har-
monic oscillators, present many common features [78, 118, 202, 320,
550]. They provide an ideal platform to study quantum thermody-
namics from a theoretical point of view [203], where the role of quan-
tum effects in the performance of the devices can be also addressed in
many situations of interest [226]. Furthermore, they may be of prac-
tical importance in biological processes [74], quantum state prepara-
tion and metrology [218, 219], or for the implementation of future
quantum technologies such as quantum computers [408]. Quantum
heat engines can operate in cycles where the machine follows several
steps, called strokes, in which it can be in contact with different reser-
voirs or manipulated by means of external driving [448, 450, 565].
On the other hand, they can operate continuously in their steady
state regime [320]. They can be further classified as machines with
time-dependent fields or external driving, or autonomous machines
that function without any external control (see e.g. Refs. [77, 338, 352,
417]).
Recent proposals of quantum heat engines include quantum Otto
cycles on single trapped ions or atoms [2, 471], optomechanical setups
[158, 605], or driven superconducting qubits [409]. A Stirling cycle in
a nanomechanical system controlled by optical fields has been pro-
posed in Ref. [135], and a SWAP engine implemented in solid state
platforms in Ref. [91]. Other interesting proposals are thermoelectric
devices using ultracold atoms [64], hybrid micro-wave cavities [48],
or Josephson junctions [260]. Autonomous realizations of quantum
thermal machines have been also recently proposed, e.g. quantum ab-
sorption refrigerators using four quantum dots [560], an atom-cavity
system [393], or circuit-QED architectures [104, 259]. Other propos-
als comprise refrigerators driven by sunlight [110, 375], a heat engine
generating steady-state entanglement [66], a three-level thermal ma-
chine powered by a nonequilibrium electromagnetic field [336], or a
rotor heat engine implemented in an optomechanical system [472].
In the following we will introduce one of the most important four-
stroke cycles operated in quantum heat engines, namely, the quantum
Otto cycle, which has been recently implemented in the laboratory us-
ing a single ion in a Paul trap [471]. We will discuss the performance
of the cycle and its main properties when the working substance con-
sists of a finite level system or a single bosonic mode. Furthermore,
we will also analyze a simple model for an autonomous quantum
heat engine consisting of a pair of qubits operating in steady state
conditions between two thermal reservoirs at different temperatures
and a third quantum system acting as a load [77, 352, 596]. Finally,
we will discuss the different configurations leading to genuine quan-
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tum features affecting (is some cases dramatically) the performance
of quantum thermal machines.
3.3.1 Quantum Otto cycle
Otto cycles are widely used in most common macroscopic heat en-
gines, such as the internal combustion engine. The quantum version
has been discussed e.g. in Refs. [2, 302, 450, 459]. In the quantum
Otto cycle the working substance performs four strokes, namely, two
isochoric processes and two isentropic processes.
Let us consider two thermal reservoirs at temperatures T1 and T2,
with T2 > T1. We denote the state of the generic quantum work-
ing substance performing the cycle at the fourth points between the
strokes as ρA, ρB, ρC and ρD, respectively. Its Hamiltonian Hˆ(λ) is
considered to be externally controlled through the variation of a con-
trol parameter λ. The cycle starts with the working substance in ther-
mal equilibrium with the reservoir at the lower temperature T1 and
control parameter at λ1, that is,
ρA =
e−β1Hˆ(λ1)
Z1
, (3.83)
with β1 = 1/kBT1 and Z1 the partition function. The first stroke
A → B is an isentropic compression with the working substance de-
tached from the reservoirs, during which the control parameter is
changed, Hˆ(λ1) → Hˆ(λ2). This operation can be described by means
of a unitary operator UˆA→B, and the state of the working substance
at point B simply reads ρB = UˆA→BρAUˆ
†
A→B. In this step there is
no heat exchange with the reservoirs, while the external driving per-
forms a work
WA→B = Tr[ρBHˆ(λ2)] − Tr[ρAHˆ1]. (3.84)
The second stroke B→ C is an isochoric process in which the Hamil-
tonian of the working substance is kept fixed at Hˆ(λ2). The work-
ing substance is here put in contact with the reservoir at T2, until it
reaches the thermal equilibrium state
ρC =
e−β2Hˆ(λ2)
Z2
, (3.85)
with β2 = 1/kBT2 and Z2 the partition function. In this stroke, all
energy changes in the working substance are due to heat absorption
from the reservoir involving an entropy flow
QB→C = Tr[(ρC − ρB)Hˆ(λ2)], ∆eSB→C = QB→C/T2. (3.86)
The third stroke C → D corresponds to an isentropic expansion,
where the working substance is again detached from the reservoirs,
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Figure 27: The quantum Otto heat engine recently implemented in the labo-
ratory by Roßnagel et. al. [471]. A single ion inside a linear Paul
trap with tapered geometry (A, B) generates work to drive har-
monic oscillations in the axial position of the ion (C) by perform-
ing a quantum Otto cycle (D). Hot and cold reservoirs are engi-
neered by using electric-field noise and laser cooling respectively.
In (D) we can identify the pictographs at the corners with the
states ρA (bottom-right), ρB (bottom-left), ρC (upper-left) and ρD
(upper-right) introduced in the text for the ideal case. The points
with error bars correspond to the real cycle performed by the ion.
Red and blue shaded areas correspond to heating and cooling
processes. Picture taken from Ref. [471].
and the control parameter is modulated back to its original value,
Hˆ(λ2) → Hˆ(λ1). The system state changes to ρD = UˆC→DρCUˆ†C→D
while performing a work
WC→D = Tr[ρDHˆ(λ1)] − Tr[ρCHˆ2]. (3.87)
Finally, the cycle is closed by means of the forth stroke D→ A, corre-
sponding to the second isochoric process occurring at fixed position
of the control parameter, and letting the system relax back to ρA in
contact with the thermal reservoir at temperature T1. The heat enter-
ing the system in this last stroke and its corresponding entropy flow
are given by
QD→A = Tr[(ρA − ρD)Hˆ(λ1)], ∆eSD→A = QD→A/T1. (3.88)
In Fig. 27 we show a picture of the recent experiment by Roßnagel et.
al. [471] implementing a Quantum Otto cycle single ion.
Using the above expressions for work and heat along the cycle, we
notice that the first law of thermodynamics adopts the formFirst law in a cycle
∆Ucycle =WA→B +QB→C +WC→D +QD→A = 0, (3.89)
and the total work extracted in the cycle can be hence defined as
Wext ≡ −WA→B −WC→D = QB→C +QD→A. (3.90)
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A basic condition for the functioning of the heat engine is a positive
work extraction Wext > 0, obtained from the heat absorbed by the
hot reservoir QB→C > 0. By looking at Eqs. (3.84) and (3.87), we can
maximize the work extracted in the isentropic expansion, A→ B, and
minimize the one wasted in the isentropic compression, C → D. As
both processes are isentropic, we notice that maximum work can be
extracted in the cycle by ensuring the states ρB and ρD being of Gibbs
form, because these minimizes the energy for fixed entropy. That is
ρB ≡ e
−β∗1Hˆ(λ2)
Z∗1
, ρD ≡ e
−β∗2Hˆ(λ1)
Z∗2
, (3.91)
for some arbitrary parameters β∗1 and β
∗
2. The isentropic strokes in
such case correspond to quasi-static modulation of the working sub-
stance energy eigenstates, such that the quantum adiabatic theorem
can be applied (see also chapter 10). On the other hand, the refrigera-
tor condition implies heat extraction from the cold reservoirQD→A >
0, at the price of external input work Win ≡ −Wext > 0. Analogous ar-
guments lead to the same conclusion for the quasi-static modulation
of the control parameter when maximizing the heat extracted from
the cold reservoir.
The energetic efficiency of the cycle operated as a heat engine can
be defined as the ratio between the total work output and the heat
absorbed from the hot reservoir Energetic efficiency
for heat engines
ηengine ≡ Wext
QB→C
= 1−
QD→A
QB→C
. (3.92)
The efficiency of refrigerators are instead typically measured by the
so-called coefficient of performance (COP), given by the ratio between
the heat extracted from the cold reservoir, divided by the work input
in the cycle: Coefficient of
performance for
fridgesηfridge =
QD→A
Win
. (3.93)
We now discuss the performance of the cycle using the second law
of thermodynamics. It can be stated as the positivity of the entropy
production in the cycle
∆iScycle = ∆Scycle −∆eScycle > 0, (3.94)
where ∆Scycle = 0, and ∆eScycle = ∆eSB→C + ∆eSD→A. Inserting the
expressions of the entropy flows during the isochoric strokes, Eqs.
(3.86) and (3.88), we obtain
−
QD→A
T1
−
QB→
T2
> 0, (3.95)
which, by using the first law in Eq. (3.89) can be rewritten in the two
following equivalent forms
Wext 6
(
1−
T1
T2
)
QB→C, Win >
(
1−
T1
T2
)
QD→A. (3.96)
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These two relations imply Carnot bounds for the efficiency of the heat
engine and fridge configurations for any quantum working substance
ηengine 6 1−
T1
T2
= ηcarnot, ηfridge 6
T2
T2 − T1
= η−1carnot. (3.97)
However, it is important to notice that reaching Carnot efficiency
means as well that the work extracted in a cycle vanishes. Indeed, in
quantum Otto engines with quasi-static isentropic strokes, the work
extracted in a single cycle vanishes at such conditions in all known
models [2, 302, 450, 459]. Henceforth a figure of merit for practical
applications is the efficiency at maximum power. For the Otto cycle
operating as a heat engine with quasi-static driving in the isentropic
strokes, and in the high-temperature limit, the efficiency at maximum
power is given by the well-known Curzon-Ahlborn formula [127]
ηCA = 1−
√
T1
T2
. (3.98)
This has been checked in Refs. [2, 459] for the case of a quantum har-
monic oscillator as working substance. Finally, in the recent proposal
of Ref. [1], the quasi-static strokes of the Otto cycle are replaced by
finite-time processes generating the same final states, usually called
shortcuts to adiabaticity [546], while in Ref. [12] the effects of inner
friction due to finite-time transformations and disorder effects in the
quantum Otto cycle have been explored.
3.3.2 Autonomous thermal machines
Autonomous quantum thermal machines function in steady state con-
ditions via thermal contact to heat baths at different temperatures,
powering different thermodynamic operations without the need of
any external driving. Some examples of autonomous thermal ma-
chines are small quantum absorption refrigerators, which use only
two thermal reservoirs, one as a heat source, and the other as a heat
sink, in order to cool a system to a temperature lower than that of
either of the thermal reservoirs. Models for autonomous thermal ma-
chines have been provided for a three-level system [417, 497], two
two-level systems [78, 352], or three harmonic oscillators [338], among
others [116, 201, 381, 512]. The efficiency of these machines has been
investigated [117, 497, 514], and quantum effects, such as coherence
and entanglement, were shown to enhance their performance [65, 78,
119, 180, 392].
The basic quantum absorption fridge composed by a three-level
system, whose transitions are weakly coupled to three different heat
reservoirs at different temperatures, is analyzed in detail in chapter
11. There, its fundamental function is analyzed together with possi-
ble extensions to multilevel setups. Furthermore, the fluctuations in
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Figure 28: Model of quantum heat engine discussed in the text. The ma-
chine is composed by two qubits with energy spacings E1 and
E2, which are in thermal contact with reservoirs at temperatures
T1 and T2. Work extraction from an external driving field is substi-
tuted by a quantum weight consisting of an infinite energy ladder
with spacing Ew = E2 − E1. Picture taken from Ref. [77].
this basic fridge configuration are studied in chapter 9 as an appli-
cation of quantum fluctuation theorems developed in chapters 7 and
8. Here we will instead discuss a similar model for an autonomous
heat engine introduced in Refs. [77, 350], where the external classical
driving field arising in the prototypical three-level amplifier [320] is
substituted by a fully quantum system consisting of an infinite ladder
of energy levels which acts as a weight (see Fig. 28).
The heat engine is composed by a pair of two-level systems (or
qubits) described by the basis states {|0〉1 , |1〉1} and {|0〉2 , |1〉2}, and
Hamilton operators Hˆ1 = E1 |1〉 〈1|1 and Hˆ2 = E2 |1〉 〈1|2 respectively.
Each qubit is coupled to a different thermal reservoir at temperature
T1 and T2 respectively as depicted in Fig 28. Taken together, the two
qubits form a four-level system with tensor-product basis states
{|0〉1 |0〉2 , |1〉1 |0〉2 , |0〉1 |1〉2 , |1〉1 |1〉2}, (3.99)
and corresponding energy eigenvalues {0,E1,E2,E1+E2}. Each qubit
is assumed to be in thermal equilibrium with its respective reservoir,
ρ1 = e
−β1Hˆ1/Z1 and ρ2 = e−β2Hˆ2/Z2, with β1 = 1/kBT1 and β2 =
1/kBT2. This implies that the populations of the four-level system are
given by
p00 =
1
Z1Z2
, p10 =
e−β1E1
Z1Z2
, p01 =
e−β2E2
Z1Z2
, p11 =
e−β1E1−β2E2
Z1Z2
.
The inner transition of the four level system plays an important
role in the model, and will be called the virtual qubit of the machine.
The ratio of its populations obeys the following Gibbs ratio [77] Inverse virtual
temperature of the
heat enginep01
p10
= e−βvEv , with βv ≡ E2
Ev
β2 −
E1
Ev
β1, (3.100)
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where Ev ≡ E2 − E1 and the so-called (inverse) virtual temperature, βv,
has been introduced. Remarkably βv can take negative values when
E2β2 6 E1β1, i.e. for the ratio between the temperatures of the reser-
voirs sufficiently large T2 > (E2/E1)T1. When this condition is met,
the virtual qubit levels of the machine show population inversion, a
feature which facilitates work extraction from the reservoirs.
As commented before, to achieve work extraction without external
manipulation of the machine, a quantum weight is provided, in such
a way that lifting the weight corresponds to work extraction. The
weight is modeled by an unbounded ladder system with energy levels
equally spaced and resonant with the virtual qubit of the machine
Hˆw =
∞∑
n=−∞nEv |n〉 〈n|w . (3.101)
The interaction between machine and weight is given by the following
interaction Hamiltonian
Hˆint = g
∞∑
n=−∞ |0〉 〈1|1 ⊗ |1〉 〈0|2 ⊗ |n〉 〈n+ 1|w + h.c. (3.102)
This interaction term allows the conversion between a quantum of
energy E2 into two quanta E1 and Ew, together with the opposite
process. Furthermore, it is assumed weak coupling with the weight,
such that g  Ew. The idea of the model is hence to recoil work
from the spontaneous heat flow from the hot to the cold reservoirs,
promoting transitions |0〉1 |1〉2 |n〉w → |1〉1 |0〉2 |n+ 1〉w through the
population inversion condition.
In Ref. [78] an open system model is provided to describe the op-
eration of the heat engine in the steady state limit. It is given by the
following phenomenological master equation for the global density
operator of the machine and the weight
ρ˙ = −
i
 h
[Hˆ1+ Hˆ2+ Hˆw + Hˆint, ρ] +
2∑
i=1
γ0
(
ρthi ⊗ Tri[ρ] − ρ
)
, (3.103)
where the dissipative terms induce (in absence of the interaction term)
an asymptotic decay of the machine’s qubits to their respective ther-
mal states ρthi , at a constant decay rate γ0. This kind of master equa-
tion has been used to model the dynamics of small thermal machines
e.g. in Refs. [65, 78, 352, 514]. In the limit t→∞ this model produces
a constant raising of the weight, and heat flows from the hot and cold
reservoirs given byAsymptotic energy
fluxes
W˙ ≡ d
dt
〈Hˆw〉 → αEv(p01 − p10), (3.104)
Q˙1 ≡ d
dt
Q1 → −αE1(p01 − p10), (3.105)
Q˙2 ≡ d
dt
Q2 → αE2(p01 − p10), (3.106)
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where α = g
2γ0
2g2+γ20
is a model-dependent constant. We stress that
p10 and p01 are the populations of the virtual qubit in equilibrium
conditions as given above. As long as population inversion implies
p01 > p10, heat is absorbed from the hot reservoir at temperature
T2, and released to the cold one at temperature T1 while extracting
work which is stored in the weight. The first law of thermodynamics
is easily checked to hold in the configuration
Q˙1 + Q˙2 = W˙. (3.107)
Furthermore, we notice that the extracted power and the heat fluxes
at steady state fulfill the condition
W˙ : Q˙1 : Q˙2 = Ev : −E1 : E2, (3.108)
from which the efficiency of the heat engine can be obtained [77] Efficiency of the heat
engine
ηengine =
W˙
Q˙2
= 1−
E1
E2
= ηcarnot
(
1−
−βv
β1 −βv
)
. (3.109)
In the last equality we used Eq. (3.100) in order to rewrite the machine
efficiency in terms of the inverse virtual temperature βv. As can be
seen from the above expression the heat engine can reach Carnot effi-
ciency when βv → 0−, a condition achieved for vanishing population
inversion p01 → p10, when the transitions
|0〉1 |1〉2 |n〉w → |1〉1 |0〉2 |n+ 1〉w (3.110)
allowed by the interaction Hamiltonian in Eq. (3.102), becomes only
infinitesimally more probable than the opposite transitions
|1〉1 |0〉2 |n+ 1〉w → |0〉1 |1〉2 |n〉w . (3.111)
We again notice that this implies vanishingly small energy fluxes
trough the machine, c.f. Eqs. (3.104)-(3.106). Furthermore, the follow-
ing equality between the entropy flows from the environment holds
−β2Q˙2 −β1Q˙1 = −βvW˙ > 0, (3.112)
which follows from Eqs. (3.100) and Eq. (3.108) [77]. Henceforth, when
Carnot conditions are imposed, βv → 0−, we recover the classical re-
versibility conditions for the entropy flows between the reservoirs
β2Q˙2 → −β1Q˙1. (3.113)
Finally, we notice that in the steady state operation, the weight con-
tinuously increases its energy and spreads at a rate [77]
d
dt
σ2(Hˆw) = E
2
w
(
α(p01 + p10) −α
′(p01 − p10)2
)
, (3.114)
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with α′ = 2g4γ0(g2 + 2γ20)/(2g
2 + γ20)
3 a second constant depend-
ing on the machine couplings and we recall that σ2(Hˆw) stands for
the variance of Hˆw. This makes a big difference with models using
an external driving field, in which work is defined as the output en-
ergy in the classical driving field, which experience no back action in
the process. Indeed, the definition of work we use here becomes con-
troversial itself, as the weight may increase its entropy while storing
energy, and hence degrades the quality of the energy stored (other
related issues concerning work definitions are discussed in the recent
Ref. [187]). This happens for instance if the weight starts its evolution
in an eigenstate |n0〉w. In such case its motion is similar to a biased
random walk [77] and hence the entropy of the weight permanently
increases according to Eq. (3.114). This problem may be avoided if
the weight starts the evolution in some specific state such that it does
not increase its entropy during the machine operation, nor build up
correlations with it. In such case the entropy production of the setup
in the steady state would be simply given by Eq. (3.112).
The idea of considering a quantum weight to quantify work in ther-
modynamical tasks has been further explored recently. For instance
in Ref. [515] a continuous quantum weight was used to derive a max-
imum work extraction protocol for individual quantum systems in
nonequilibrium states with the help of a thermal reservoir. Further
results indicate that implementation of optimal protocols would re-
quire a coherent resource, which for infinite-ladder weights can be
used catalytically [4]. Work extraction with a weight has been also
considered in the strong-coupling regime in Ref. [186]. Furthermore,
in Ref. [369] it has been shown that any unitary can be approximately
performed in a quantum system by means of a time-independent
global Hamiltonian by using a weight and a so-called quantum clock
(see also Ref. [589]).
3.3.3 Quantum effects in thermal machines
So far we have considered the basic functioning of small quantum
thermal machines operating between thermal reservoirs at different
temperatures. We have seen that the framework of quantum thermo-
dynamics applies, and expressions for the heat fluxes and efficiencies
analogous to the classical case are obtained. However, some funda-
mental questions arise at this point. Is there something specifically
quantum, apart from the energy level quantization, in the function-
ing of the thermal machines? How quantum effects like coherence or
quantum correlations affect the performance of the machine? Is there
any quantum advantage?
A great effort to answer the above questions is being undertaken
nowadays in the current research on quantum thermodynamics. Quan-
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tum effects have been shown to enhance the power or efficiency of
thermal machines under three main circumstances:
• (i) The substitution of the traditional thermal reservoirs by more
general nonequilibrium environments with quantum properties.
This path started with the pioneering work of Scully et. al. on
the photo-Carnot engine driven by quantum fuel [499], and pro-
liferated in the last decade with different analysis of thermal
machines powered by coherent [242, 341, 449], correlated [145]
or squeezed thermal reservoirs [119, 275, 358, 470].
• (ii) The introduction of external control operations inducing co-
herence or correlations in the working substance of the machine,
which henceforth operates in genuinely quantum nonequilib-
rium conditions. This has been shown to be the case of the
prototypical three-level amplifier driven by an external classical
field [550], but also feedback engines using quantum measure-
ments in specific basis [63, 180, 272]. In this class we may also
include thermal machines operating quantum enhanced finite-
time strokes [1, 286].
• (iii) The induction of a quantum nonequilibrium state in the
working substance by means of degeneracies in the Hamilto-
nian of the machine. In this third modality we find heat engines
profiting from noise-induced coherence [200, 241, 500], or the
entangled absorption refrigerator studied in Ref. [77].
Circumstances (ii) and (iii) may in general lead to an enhancement
in the machines performance in terms of power, that is, work (or heat
in the case of fridges) can be extracted at a higher rate by using co-
herence or correlations in the working substance [77, 180, 200, 500,
550]. This power enhancement appears in some regimes of operation
and may consequently lead to greater efficiencies at non-reversible
conditions [63, 241, 286], but the (classical) Carnot bound still holds
in these situations [62]. A different scenario is provided in the case (i)
as the incorporation of nonequilibrium reservoirs may lead to alter-
ations in the bounds imposed by the second law of thermodynamics
[3]. In such cases both power and maximum efficiency can be en-
hanced by using quantum resources provided by the environment.
In this thesis we will investigate circumstance (i) for the case of the
squeezed thermal reservoir in chapter 10. There we provide a com-
plete derivation of maximum efficiency bounds and power output,
demonstrating that the corresponding enhancements are induced by
a genuine entropy exchange between the working substance and the
nonequilibrium reservoir.
We finally comment that quantum effects in thermodynamical se-
tups have been also investigated in non-cyclic operations. In this con-
text the amount of work which can be drawn from quantum correla-
tions such as entanglement or quantum discord has attracted a great
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attention (see e.g. Refs. [414, 420, 429, 615, 619]). Work extraction from
coherence has been considered under different scenarios [312, 515],
while its role in optimal projection processes has been recently in-
vestigated [299]. In addition, enhancements due to the presence of
entanglement or coherence in single-shot refrigeration protocols are
under current investigation [65, 392].
3.4 other topics in quantum thermodynamics
In this last section we briefly introduce some other important topics
of current research in quantum thermodynamics, namely, equilibra-
tion and thermalization in isolated quantum systems, and resource
theories. Our aim is to provide a qualitative overview over some im-
portant results in the corresponding topics without entering into tech-
nical details. Although those topics are not specifically covered in this
thesis, their close relation to the field makes them susceptible to profit
from the results of the research presented here. For more information
we refer the reader to two recent reviews on quantum thermodynam-
ics [226, 565] as well as to two more specific ones focusing on equili-
bration and thermalization issues [157, 222].
3.4.1 Equilibration and thermalization
As we have seen in Sec. 3.1, a fundamental assumption in macro-
scopic phenomenological thermodynamics is the spontaneous evolu-
tion to an equilibrium state for any system not exchanging energy
nor matter with its surroundings. Furthermore, following statistical
mechanics, in such equilibrium state the different allowed configura-
tions, i.e. the possible states compatible with given constraints, occur
with equal probabilities (see Sec. 3.1). From the point of view of quan-
tum mechanics, isolated systems are represented by pure states at all
times, a fact that seems to be in strong contradiction with statistical
mechanics. Therefore it would be highly desirable to reconcile foun-
dational aspects of statistical mechanics with the underlying time-
reversible evolution of quantum systems. These issues have recently
experimented a renewed attention, motivated by the improvements
in experimental techniques to handle quantum systems with many
degrees of freedom, the increase of computer power and the intro-
duction of computational techniques for the simulation of quantum
systems, and the introduction new mathematical methods from quan-
tum information theory [222].
One first kinematic viewpoint has been adopted by using typicality
arguments in order to replace the equal a priori probabilities postu-
late of statistical mechanics. In Refs. [224, 442] it is shown that by
looking only at a small subsystem of an isolated quantum system,
its state is indistinguishable from the state predicted by the equal a
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priori probabilities postulates for almost all pure states of the global
isolated system. In other words, if the pure states of the global sys-
tem, say |ψ〉 ∈ H, are randomly sampled according to the Haar mea-
sure (uniform distribution) in the Hilbert space HR ⊆ H allowed by
some restriction R (e.g. a given energy), then the state of the sub-
system, ρS = TrE[|ψ〉 〈ψ|] ≈ ΩS, where TrE denotes the partial trace
over the subsystem complementary to S (i.e. H = HS ⊗HE) and
ΩS = TrE[1R/dR] is the equal a priori probability state given the re-
striction R [442]. Nonetheless, as pointed in a recent review [226], the
use of typicality for sampling states in HR is not physically motivated,
as most of those states can be never generated from local symmetric
Hamiltonians arising in nature in reasonable times, thus the search
for extended notions of typicality constitutes an open problem in the
field (see Ref. [226] and references therein for a more detailed discus-
sion on this topic).
On the other hand from a dynamical viewpoint, a first important
question is to consider the equilibration dynamics of local observables
and subsystems of isolated quantum systems, even if the specific
form of the equilibrium state is not approached. As long as an iso-
lated quantum system follows time-reversible unitary evolution
|ψ(t)〉 = e− i h Hˆt |ψ(0)〉 ∈ H (3.115)
Hˆ =
∑
k EkΠˆk being the spectral decomposition of the Hamiltonian
(Πˆk = |E〉k 〈E|k being projectors on the energy eigenstates {|E〉k}), re-
currences in the state of the system immediately follow. This is in ap-
parent contradiction with the H-theorem, stating that entropy always
grows over time and systems spontaneously equilibrate. Nevertheless
it results that this contradiction can be solved to a large extend by con-
sidering the dynamical properties of local observables and deriving
dynamical typicality statements [226]. It is useful to introduce in this
context the time-averaged state
ω = lim
τ→∞ 1τ
∫τ
0
drρ(t) =
∑
k
Πˆk |ψ(0)〉 〈ψ(0)| Πˆk, (3.116)
which just corresponds to the dephased version of the initial pure
state |ψ(0)〉 in the energy basis. In this context, a subsystem S, where
again H = HS ⊗HE, is said to equilibrate on average if its reduced
state verifies ρS(t) = TrE[|ψ(t)〉 〈ψ(t)|] ≈ ωS ≡ TrE[ω]. More precisely,
this statement is fulfilled when [226]
lim
τ→∞ 1τ
∫τ
0
T(ρS(t),ωS) 1, (3.117)
where T(ρ,σ) is the trace distance as introduced in Sec. 1.1.7. This
has been shown to be indeed the case [351] when the Hamiltonian
Hˆ has a small number of degenerate energy gaps [511]. The physical
meaning of this condition is that it excludes Hamiltonians with no
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interaction part between the subsystem S and the environment E, as
they contain a high number of degenerate energy gaps. This condi-
tion also provides some general bounds on the equilibration times.
More recent results provide a stronger statement asserting that any
local observable of the subsystem S passes almost all the time very
close to the value generated by ωS, fluctuating around it, provided
the initial state does not assign large populations to few energy lev-
els [222]. An alternative form of equilibration that has been found in
several models [121, 122] is the equilibration during intervals. This kind
of equilibration means that local observables of the reduced system
are close to the equilibrium state T(〈AˆS〉t , Tr[AˆSω]) 1 for all times
t inside an interval after a known relaxation time and before the re-
currence time. Another important result from the point of view of the
foundations of statistical mechanics in the equilibration context is the
maximum entropy principle derived in Ref. [223], which states that if
the expectation value Tr[ρAˆ] of an operator Aˆ equilibrates on average,
it equilibrates towards its time average, given by
lim
τ→∞ 1τ
∫τ
0
Tr[ρ(t)Aˆ] = Tr[ωAˆ], (3.118)
where ω in Eq. (3.116), is the unique state that maximizes the von
Neumann entropy given all conserved quantities. This implies that
the unitary dynamics of isolated quantum systems alone gives rise to
a kind of maximum entropy principle [222].
A second main question investigated from the dynamical point of
view is thermalization of subsystems in isolated quantum setups. In its
stronger form, thermalization is the emergence of Gibbs states as the
local equilibrium states of the subsystem. The definitions of thermal-
ization in this context can however exhibit some technical differences.
Some general requisites in stronger order have been introduced in
Ref. [222]:
• Equilibration is a necessary condition for thermalization.
• The equilibrium state of a small subsystem should be indepen-
dent of the initial state of that subsystem.
• The equilibrium expectation value of local observables should
be almost independent on the initial state of the rest of the sys-
tem, but only depend on some ‘macroscopic properties’ such as
the energy density.
• The equilibrium state should be approximately diagonal in the
energy eigenbasis of a suitably defined ‘self-Hamiltonian’.
• Ultimately, one would like to recover that the equilibrium state
is in some sense close to the Gibbs thermal state.
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In order to introduce the different approaches to thermalization, it
is illustrative to explicitly consider the expectation value of a local ob-
servable AˆS of a small subsystem S of the compound S+E. Following
Ref. [565]:
〈ψ(t)| AˆS |ψ(t)〉 =
∑
k
|ck|
2 〈Ek| AˆS |Ek〉 (3.119)
+
∑
k,m
c∗mcke
i(Em−Ek)t 〈Em| AˆS |Ek〉 ,
where the initial state is |ψ(0)〉 = ∑k ck |Ek〉, and the coefficients ck
are assumed to be non-zero only in a small band around some given
energy E0 [565]. If energies are non-degenerate, the long time aver-
age of this expectation will be given by the first term of Eq. (3.119),
which needs to be independent of the coefficients |ck|2. As explained
in Ref. [565] this can happen in three ways. The first one is called the
eigenstate thermalization hypothesis (ETH), which in its simplest version
demands that the quantities 〈Ek| AˆS |Ek〉 equal the thermal average of
Aˆ at the mean energy Ek [226]. In such case 〈Ek| AˆS |Ek〉 factorizes
and the coefficients |ck|2 will sum up to one. There exist however dif-
ferent variants of the ETH in the literature, in particular not requiring
a non-degenerate Hamiltonian [222]. A second approach towards the
problem of thermalization independent of the ETH consists in mak-
ing strong assumptions concerning the energy distribution of the ini-
tial state. In this case, thermalization on average has been rigorously
proven for both spin and fermionic systems assuming a suitably weak
coupling condition between the subsystem and its environment [222].
Turning to Eq. (3.119), this means demanding the coefficients ck to
be constant and non-zero for a subset of indices k, or requiring the
coefficients ck to be uncorrelated with respect to 〈Ek| AˆS |Ek〉 [565].
However, if the system has sufficiently many local conserved quan-
tities, that is, if it is integrable, thermalization is not expected. In such
case the constants of motion prevent that the subsystem reaches the
Gibbs state. On the contrary, one may expect the system will reach a
maximally entropy state given the locally conserved quantities [157].
This is a so-called generalized Gibbs ensemble (GGE) [101, 460], which
has been shown to correctly describe the properties of the equilib-
rium state of many-body quantum systems after a quantum quench
under a variety of circumstances [81, 96, 98, 122, 174, 237, 330, 461].
The explicit construction of the GGE for general interacting integrable
models remains an open problem, while it has been also shown to fail
in non-integrable models [157]. Furthermore, several quantum many-
body systems exhibit a so-called pre-thermalization [49], that is the ap-
parent equilibration to some meta-stable state in a short time scale,
before the system finally relaxes to a state indistinguishable from the
thermal state. This has been shown e.g. in almost-integrable systems
and continuous models of coupled Bose-Einstein condensates [157].
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3.4.2 Resource theories in quantum thermodynamics
Resource theories of quantum thermodynamics are inspired by other
resource theories from quantum information, such as the resource the-
ory of entanglement, asymmetry, purity or quantum coherence (see
Ref. [265] for a review on quantum resource theories). The general
idea of such theories is to quantify quantum resources by introduc-
ing a state space S, and a set of allowed operations T. There will be states
that can be obtained using the allowed operations T from any initial
state, which are called free-resources, and states which cannot. Those
later states are hence considered a resource in the theory. The idea is
that extra operations can be performed when provided a resource,
which is consumed in this process. However, if the resource is not
consumed, we may refer to it as a catalyst, as it can be used to per-
form otherwise impossible operations (or to aid in those operations)
infinitely many times.
Following Ref. [226], state transformations ρ → σ, for ρ,σ ∈ S are
characterized inside the theory by means of some functions f(ρ,σ)
which determine whether the transformation is possible or not. For
example if ρ → σ ⇒ f(ρ,σ) > 0, then f(ρ,σ) > 0 is a necessary
condition for the state transformation ρ→ σ. Analogously if f(ρ,σ) >
0 ⇒ ρ → σ, then f(ρ,σ) > 0 is a sufficient condition for the state
transformation. A monotone of the resource theory is a function m
such thatMonotone
f(ρ,σ) = m(ρ) −m(σ) > 0, (3.120)
is a necessary condition for the state transformation [226].
The adoption of a resource theory perspective in thermodynamics
comes back to the ideas of Lieb and Yngvason [346] and was firstly in-
troduced in a quantum setting by Janzing et. al. [285]. In this case the
set of states are all quantum states of systems equipped with a fixed
Hamiltonian Hˆ, and the allowed operations T are thermalization to a
fixed background temperature T , and global unitaries Uˆ conserving
the energy, that is, [Uˆ, Hˆ] = 0 1. In this resource theory the free-resource
states are the Gibbs thermal states ρth(β) = e−βHˆ/Z, with β = 1/kBT
and Z the partition function, and the allowed transformations are
called thermal operationsThermal operations
T(ρ) = Trp[Uˆ(ρ⊗ ρth)Uˆ†], (3.121)
where here an ancillary system in the free-resource state ρfree is used,
and Trp denotes the partial trace over any arbitrary subsystem. In
Ref. [60] a monotone of the resource theory of thermal operations has
been shown to be the (nonequilibrium) free-energy introduced in Sec.
1 We notice that some works allow for unitaries preserving energy only on average, i.e.
Tr[Hˆρ] = Tr[HˆUˆρUˆ] (see e.g. Ref. [515]), which may require a restriction on the states
ρ as noticed in Ref. [4].
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3.1, and the optimal rate of a transformation ρ→ σ for a system with
Hamiltonian Hˆ is given by
R(ρ→ σ) = F(ρ) −F(e
−βHˆ/Z)
F(σ) −F(e−βHˆ/Z)
. (3.122)
Other versions of the free-energy apply for the single-shot scenario
[60, 268], assuming that a single copy of the state is provided and
experiments cannot be repeated.
In order to check that Gibbs thermal states are well-defined free-
resources in the theory, one may prove that they are useless. This can
be done by using the notion of passive states [447]. A state is called
passive if there is no unitary Uˆ which decreases the energy Tr[ρHˆ] >
Tr[UˆρUˆ†Hˆ] [226]. Passive states are all diagonal in the energy basis
showing decreasing populations for increasing energy. Nevertheless,
a stronger notion of passivity can be also considered in the case in
which many ancillary systems in the same state can be used as well
Tr[ρHˆ] > Tr[Uˆρ⊗nUˆ†Hˆ], (3.123)
where here Uˆ is a unitary acting globally on the many copies. If it
is still not possible for any Uˆ to fulfill Eq. (3.123), then the state ρ is
called completely passive. It turns out that only the Gibbs thermal states
ρth(β) = e
−βHˆ/Z are completely passive. This remains true even if we
further allow the many copies to have different Hamiltonians, which
justifies the use of arbitrary ancillary systems in Gibbs states as free-
resources [226].
When the allowed fixed Hamilton operators for the systems of in-
terest are fully degenerate, this framework reduces to the resource
theory of noisy operations [266], for which the free-resource is the
maximally mixed state, the allowed operations reduce to unital CPTP
maps, T(1) = 1, and the monotone reduces to the von Neumann en-
tropy S(ρ) [228]. Analogously to this case, one may think that the
set of thermal operations can be substituted by the set of Gibbs-
preserving maps, T(ρth) = ρth. Indeed any thermal operation pre-
serves the Gibbs state. However, it turns out that Gibbs-preserving
maps allow transformations which may be not always implemented
by just thermal operations [175], as for instance the transformation
|1〉 → 1√
2
(|0〉+ |1〉), (3.124)
in a qubit system with Hamiltonian Hˆ = E |1〉 〈1|. Indeed, thermal op-
erations itself cannot create nor manipulate coherence [359], but they
need access to an extra source providing it. A coherence reservoir may
be hence introduced as the weight of the previous section, i. e. a dou-
bly infinite ladder system with Hamiltonian Hˆc =
∑∞
n=−∞ nE |n〉 〈n|
in some coherent state such as
|φ〉c (l,L) =
1
L
l+L∑
n=l
|n〉 . (3.125)
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This kind of coherent reservoir is affected by back-action when in-
teracts with other systems, which causes the state to spread over the
energy ladder. Nonetheless, it has been shown that its coherence prop-
erties needed to implement operations are, remarkably, unaltered [4].
This leads to think about coherence as a catalytic resource which can
be used to perform arbitrary unitary operations on a system [4, 369].
If the coherence reservoirs is instead provided with a ground state,
this catalytic property is partially loosed and one should require some
input energy (but no coherence) in order to use it again.
Another related point of the theory concerns the use of catalysts.
That is, the use arbitrary systems in nonequilibrium states σC which
helps to perform impossible transition between states ρS → σS while
turning back to its original state at the end of the transformation
ρS ⊗ωC → σS ⊗ωC. (3.126)
This is called in the literature exact catalysis, as the final state of the
catalyst exactly coincides with the original one. The study of exact
catalysis yielded the derivation of a family of second-laws for the one-
shot regime [59]. However, in the prototypical case of many copies,
the inclusion of exact catalyst does not modify the usual second law
of thermodynamics in terms of the nonequilibrium free-energy. If in-
stead of exact catalysis one considers the case in which the catalyst
after operation is -close to its original state
ρ⊗ωC → σSC, with T(TrS[σSC],ωC) 6 , (3.127)
it results that one can achieve arbitrary transformations for arbitrary
small  if all (arbitrary large) catalyst are allowed [59]. On the other
hand, by imposing restrictions on the energy and dimension of the
catalyst, the free-energy constrains can be recovered [405]. Further-
more, limitations imposed by finite-size effects in general transforma-
tions has been also recently analyzed in Ref. [583].
Generalizations of the present framework to include the case of
time-dependent Hamiltonians may be achieved by introducing quan-
tum clocks in the direction pointed in Ref. [369]. This would be a very
desirable extension of the resource theory of thermal states because
thermodynamics is mostly based on time-dependent Hamiltonians
implementing driving protocols, as we have already seen in this chap-
ter. Other generalizations of the resource theory of thermal states are
nowadays being proposed in order to include more conserved quan-
tities such as the number of particles or the momentum in the theory,
and more general reservoirs in generalized Gibbs ensembles [234, 236,
576]. It should be then interesting to consider how those theories are
affected when the reservoirs have some quantum property such as
squeezing or quantum correlations in comparison with the classical
case.
Finally, we point out the interesting case of combining different re-
source theories such as the resource theory of entanglement and the
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resource theory of thermal states. Elaborating hybrid theories are im-
portant e.g. in determining the costs of information processing tasks
in a thermodynamic framework. In the following we mention some
examples commented in the review [226], in which the combination
of entanglement theory and thermodynamics has lead to fruitful re-
sults. It has been for instance shown that when starting in Gibbs ther-
mal states, the generation of correlations has an average input energy
cost which depends on the temperature [79, 277], reading for a bipar-
tite state AB
Wcorr > kBT I(ρAB), (3.128)
when a thermal bath at temperature T can be used in the process. As
mentioned previously, other references studied the work which can
be extracted from correlations. In particular, it has been shown that
the restriction to the set of LOCC amounts to associate a work value
to quantum discord [615]
W = kBT δ(ρAB), (3.129)
obtained in a Maxwell demon configuration in which work extraction
from local or global agents are compared. Another interesting result
coming from Ref. [429] states that the capacity to store work in the
purely form of correlations differs in the quantum and classical cases,
and scales with the systems dimension N as
Wclassical
Wquantum
= 1−O(N−1). (3.130)
Those results can only be obtained when allowing global unitaries to
change the total average energy of the systems of interest. Reproduc-
ing those results in this framework requires again the introduction
a well-behaved weight providing (or recoiling) energy in order to
guarantee that the global unitary acting on the system and weight
preserves the total energy. A different point of view is taken when in-
vestigating the generation of quantum correlations directly from ther-
mal resources, as is the case of the small thermal machine introduced
in Ref. [78]. In order to fully incorporate such configurations, more
general resource-like theories are needed, including e.g. free access to
two different temperatures. This may allow us to operationally char-
acterize quantum information from a thermodynamic perspective in
a more general scenario than the isothermal case.

Part II
Q U A N T U M S Y N C H R O N I Z AT I O N I N D U C E D B Y
D I S S I PAT I O N I N M A N Y- B O D Y S Y S T E M S

4
T R A N S I E N T S Y N C H R O N I Z AT I O N A N D Q U A N T U M
C O R R E L AT I O N S
In chapters 1 and 2 we provided an introduction to the most impor-
tant concepts and general methods employed in the description of
open quantum systems. In particular, we introduced the central con-
cept of quantum correlations as a characteristic trait of quantum me-
chanics, responsible of a rich and striking phenomenology which has
fascinated scientists from over almost one century ago (see Sec. 1.4).
Nowadays quantum correlations are considered the basic resource in
modern applications of quantum information and quantum computa-
tion, while still being the central subject of a wide range of fundamen-
tal research. The detailed dynamical study of quantum correlations
in open systems plays an important role, as the understanding of the
mechanisms creating, preserving, or destroying quantum correlations
becomes a topic of major importance when exploring the quantum-
to-classical boundary [597]. The dynamics of quantum correlations in
few-body open systems such as entanglement has been investigated
during decades (for a review see [28]), while quantum discord has
been only more recently considered [115, 176, 385, 386, 530, 578, 594].
Moreover, the generation of large quantum correlations have been
recognized as an indicator of the presence of other interesting phe-
nomena, such as quantum phase transitions [416, 579, 592]. The other
way around has been also explored: for example the presence of en-
tanglement may be revealed by internal energy [547] or by deviations
in the scaling of a solid heat capacity [581]. In this chapter we report
our results in establishing a connection between the phenomenon of
mutual synchronization and the presence of robust quantum correla-
tions 1. In order to do it, we consider a fundamental quantum sys-
tem, two detuned interacting quantum harmonic oscillators dissipat-
ing into the environment. We will carry out a dynamical analysis
using the methods developed in Sec. 2.4. In the following, we show
how the emergence of synchronous dynamics in the system due to
the presence of common dissipation is accompanied by the robust,
slow decay of quantum discord. On the other hand, in the case of in-
dependent dissipation for the system components, quantum discord
and synchronization quickly disappear.
The chapter is structured as follows. We start in Sec. 4.1 by intro-
ducing the phenomenon of synchronization and discussing previous
works considering it in quantum systems. In Sec. 4.2 we characterize
our system study, two detuned quantum harmonic oscillators dissi-
1 The results in this chapter have been published in Ref. [217]
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pating into the environment, together with their dynamical descrip-
tion depending on the form of the dissipation. We identify in Sec.
4.3 the conditions leading to this spontaneous phenomenon, showing
that the ability of the system to synchronize is related to the existence
of disparate decay rates. In Sec. 4.4 we further show that the existence
of such disparate decay rates is accompanied by robust quantum dis-
cord and mutual information between the oscillators, preventing the
leak of information from the system into the environment. Further,
we dedicate Sec. 4.5 to analyze the dependence on initial conditions,
showing that they do not play a significant role. Some conclusions
about this first study are presented in Sec. 4.6. Further technical de-
tails on the master equation and the equations of motion employed
for describing the dynamics can be found in appendix B.
4.1 synchronization phenomena and previous works
Synchronization phenomena, from its first scientific description in
the 17th century by Christiaan Huygens [280], have been observed
in a broad range of physical, chemical and biological systems un-
der a variety of circumstances [433]. The development of a general
framework for the description of the phenomenon beyond the spe-
cific details of each system, allow us to distinguish between different
types of synchronization (complete, phase, lag, ...). In some instances,
synchronization is induced by the presence of an external forcing or
driving which acts as a pacemaker. This is usually called entrainment,
as it typically occurs when the influence of one among several os-
cillatory objects is unidirectional, and can be considered as an exter-
nal periodic driving producing synchronization to its own frequency.
Some examples of entrainment can be found in circadian rhythms,
radio-controlled clocks or artificial pacemakers [469]. In other circum-
stances, synchronization appears spontaneously as a mutual coopera-
tive behavior of different elements, which when coupled start to oscil-
late at a common frequency. This last case is the most relevant from
the complex systems point of view since it appears as an emergent
phenomenon that takes place as a consequence of the mutual influ-
ence between the elements, despite their natural differences. We will
refer to this type of synchronization as spontaneous, mutual or collective
synchronization. The simplest description of collective synchronization
can be given in terms of coupled self-sustained oscillators, while it
has been found in many different systems such as relaxation oscilla-
tor circuits, networks of neurons, hearth cardiac pacemaker cells or
fireflies that flash in unison [531]. A key ingredient for it to appear is
dissipation, which is the responsible for collapsing any trajectory of
the system in phase space into a lower dimensional manifold.
Synchronization has also been studied in the quantum world in
the case of entrainment induced by an external driving. Some in-
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teresting examples are dissipative driven two-level systems [229], a
kicked particle falling in a static field [609], or nanomechanical beam
oscillators [510]. Difficulties in addressing quantum spontaneous syn-
chronization come from the fact that in linear oscillators, amenable to
analytical treatment, dissipation will lead to the death of the oscilla-
tions after a transient. On the other hand, nonlinear oscillators can be
considered, but then one needs to invoke different approximations
limiting an insightful treatment. Here we take a first step towards
the understanding of quantum spontaneous synchronization, show-
ing that it is possible to fully characterize synchronization during the
transient dynamics in an harmonic, i.e. linear, system. We find in-
deed that synchronization can arise even in absence of nonlinear dy-
namics depending on the dissipation. Different groups have recently
approached this subject considering the synchronization of nano/mi-
croscopic systems susceptible of having quantum behavior, such as
optomechanical cells [249], or micro [606] and nanomechanical os-
cillators [263]. In such cases, synchronization is studied by focusing
on first-order momenta (mean values of position and momentum).
However, this provides just a classical description of synchronization,
while in order to go beyond, we must take into account higher order
moments characterizing the quantum fluctuations of the system and
the full correlations between the oscillatory objects.
4.2 two dissipative harmonic oscillators
In this chapter we consider two coupled quantum harmonic oscilla-
tors dissipating into the environment [274, 356, 426] with different
frequencies [193], which is arguably one of the most fundamental
prototypical models. Current experimental realizations in the quan-
tum regime include nanoelectromechanical structures (NEMS) [467],
optomechanical devices [379, 542, 561], or separately trapped ions
whose direct coupling has been recently reported [76, 243]. The sys-
tem Hamiltonian for unit masses is
HˆS =
pˆ21
2
+
pˆ22
2
+
1
2
(ω21xˆ
2
1 +ω
2
2xˆ
2
2) + λxˆ1xˆ2, (4.1)
where |λ| < ω1ω2 (as required for an attractive potential) and we
allow for frequencies diversity, i.e. ω1 6= ω2. The free Hamiltonian is
diagonalized by a rotation in the xˆ1 and xˆ2 plane
Xˆ− = cos θ xˆ1 − sin θ xˆ2,
Xˆ+ = sin θ xˆ1 + cos θ xˆ2, (4.2)
θ being the angle that gives the eigenvectors (or normal modes) {Xˆ±}
as a function of the coupling: tan 2θ = 2λ/ω22 −ω
2
1. Applying the
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same rotation in Eq. (4.2) to pˆ1 and pˆ2, we can rewrite the system
Hamiltonian in the normal modes basis
HˆS =
1
2
∑
i=±
Pˆ2i +ΩiXˆ
2
i , where [Xˆj, Pˆi] = i hδi,j (4.3)
which corresponds to a pair of uncoupled harmonic oscillators with
frequencies
Ω2± =
1
2
(
ω21 +ω
2
2 ±
√
4λ2 + (ω22 −ω
2
1)
2
)
. (4.4)
We consider the two different dissipation scenarios introduced in
Sec. 2.4: in the first one, the oscillators couple to independent (but
equivalent) separate baths (SB) [452, 508]. In the second one, the two
oscillators equally couple to the same common bath (CB). As we have
discussed in Sec. 2.4, these two scenarios emerge in extended environ-
ments. In the simplest case of dissipation into isotropic surrounding
media (e.g. electromagnetic radiation in free space), the transition oc-
curs for some distance ξE depending on the system frequency and
on the environment dispersion [190, 418]. If the ξE is smaller than
the distance between the two oscillators, they would feel independent
(uncorrelated) environmental noise (SB scenario). In the opposite case,
both oscillators would feel the same noise fluctuations and hence the
environment can be considered to be common (CB scenario).
We model the first case, SB, by considering two equivalent bosonic
thermal baths independent of each other:
Hˆ
(1)
B =
∑
α
 hΩ˜α
(
bˆ
(1)†
α bˆ
(1)
α +
1
2
)
,
Hˆ
(2)
B =
∑
α
 hΩ˜α
(
bˆ
(2)†
α bˆ
(2)
α +
1
2
)
. (4.5)
The operators bˆiα(bˆ
i†
α ) annihilate (create) an excitation with energy
 hΩ˜α over the αth mode of the ith thermal bath. The interaction
Hamiltonian between the oscillators and the environments is
HˆSBI =
2∑
i=1
∑
α
gα xˆi ⊗ Qˆ(i)α , (4.6)
where Qˆ(i)α =
√
 h/2Ω˜α(bˆ
(i)
α + bˆ
(i)†
α ), and the coupling coefficients gα
are related to the spectral density J(Ω) of the baths through J(Ω) ≡∑
α δ(Ω−Ωα)g
2
α/Ω˜α. We assume Ohmic environments (see Sec. 2.3)
with a Lorentz-Drude cut-off function, whose spectral density is given
by
J(Ω) =
2γ0
pi
Ω
Λ2
Λ2 +Ω2
, (4.7)
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where γ0 controls the coupling strength between oscillators and bath,
and we assume for the cutoff frequency Λ = 50ω1. On the other hand,
in the case of CB, we have a single bosonic reservoir with Hamilto-
nian given by Eq. (4.5). For the interaction Hamiltonian between the
system and the environment we assume the form
HˆCBI =
∑
α
gαxˆ+ ⊗ Qˆα, (4.8)
where xˆ+ = xˆ1 + xˆ2. The spectral density of the bath is that of Eq.
(4.7), with the same parameters γ0 and Λ introduced before.
Master equations for both SB and CB have been compared also
analyzing entanglement decay time in Ref. [193] where both the sim-
ilarity of the frequencies of the oscillators and the coupling strength
were shown to contribute to preserve entanglement for CB, leading to
asymptotic entanglement in the case of identical frequencies [41, 356,
426, 427, 444]. The transition from SB to one CB underlies the capabil-
ity of entanglement generation discussed in Ref. [604], and a physical
implementation of the latter has been proposed in Ref. [114]. Follow-
ing Ref. [193], the system dynamics is described by a master equation
valid in the weak coupling limit between system and environment,
without rotating wave approximation [72]. Even if the obtained mas-
ter equation has the same form as the exact one [274], the coefficients
are approximated for weak coupling. This equation for strong cou-
pling can lead to unphysical values for the reduced density, and vi-
olation of positivity can appear at low temperatures and for certain
initial states [72]. In the following we restrict our analysis to weak
coupling, γ0 = 0.01ω21, where we never encounter any unphysical
dynamics. This is consistent with the fact that actually deviations of
this master equation from one in the Lindblad form (preserving pos-
itivity) are small for high temperatures (here T = 10k−1B  hω1).
Particularly useful to understand the physical behavior of the os-
cillators dissipation is the master equation in the basis of the normal
modes of the system Hamiltonian (see Sec. 2.4), valid for both SB and
CB:
dρ(t)
dt
=−
i
 h
[HˆS, ρ(t)] −
i
2 h2
∑
i,j
Γ˜ij[Xˆi, {Pˆj, ρ(t)}] (4.9)
−
1
2 h2
∑
i,j
D˜ij[Xˆi, [Xˆj, ρ(t)]] +
1
2 h2
∑
i,j
F˜ij[Xˆi, [Pˆj, ρ(t)]],
for i, j = {+,−}. Here the damping, diffusion and anomalous diffusion
coefficients, {Γ˜ij, D˜ij, F˜ij} respectively, are different for CB and SB (see
App. B.1). The terms i = j are related to the dissipation of each normal
mode by direct contact with the bath(s) while the terms i 6= j are
related to indirect channels of dissipation.
In the following we will first focus in the second order moments to
gain insight into the noise dynamics and assume initial vacuum states.
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On the other hand, we will consider non-vacuum initial states con-
ditions and the relevant first-order dynamics later when discussing
classical synchronization. From the master equation (4.9) we obtain
the following equations of motion for the second-order moments of
the normal modes:
d〈XˆiXˆj〉
dt
=
1
2
(
{Xˆi, Pˆj}+ {Xˆj, Pˆi}
)
, (4.10)
d〈PˆiPˆj〉
dt
= −
1
2
(Ω2i 〈{Xˆi, Pˆj}〉+Ω2j 〈{Xˆj, Pˆi}〉)
− (Γ˜i,i + Γ˜j,j)/ h〈PˆiPˆj〉− Γ˜i,−i/ h〈PˆjPˆ−i〉
− Γ˜j,−j/ h〈PˆiPˆ−j〉 + D˜i,j, (4.11)
d〈{Xˆi, Pˆj}〉
dt
= 2〈PˆiPˆj〉− 2Ω2j 〈XˆiXˆj〉 + F˜i,j
− Γ˜j,j/ h〈{Xˆi, Pˆj}〉− Γ˜j,−j/ h〈XˆiPˆ−j〉. (4.12)
An important observation is that actually the results shown in the
following do not depend on the specific choice of this master equa-
tion. In particular, in appendix B.2 we compare our results with those
from a master equation in the Lindblad form, obtained by a rotating
wave approximation. Within this approximation the master equation
is known to be in the Lindblad form [72, 463] and we find almost ex-
actly the same results as with the master equation (4.9). Therefore, the
phenomena predicted in the following do not depend on the specific
details of the master equation.
4.3 synchronization
The dynamical behavior of the oscillators can be analyzed through
their average positions, variances and correlations, as we deal here
with Gaussian states. The presence of a CB or of two (even if identical)
SB leads to different friction terms in the dynamical equations of both
first-order and second-order moments with profound consequences.
We remind that for CB only the positions sum xˆ+ = xˆ1+ xˆ2 is actually
dissipating and this does not coincide with Xˆ+ unless the oscillators
are identical.
Fig.29a shows the variance dynamics of two oscillators starting
from two vacuum squeezed states. To quantify synchronization be-
tween two functions f(t) and g(t), we adopted a commonly used
indicator, namelyPearson indicator of
synchronization
Cf,g(t,∆t) =
δf δg√
δf2 δg2
, (4.13)
where the bar stands for a time average f =
∫t+∆t
t dt
′f(t ′) with time
window ∆t and δf = f − f. For ‘similar’ evolutions |C| ∼ 1, while
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it decreases to zero for different dynamics. The position variances
for CB [Fig.29(a)] show a transient dynamics without any similarity,
also in anti-phase (C〈xˆ21〉〈xˆ22〉 < 0), before reaching full synchronization
[Fig.29(b)].
Figure 29: (a) Temporal evolution of second-order moments 〈xˆ21(t)〉 (red
line) and 〈xˆ22(t)〉 (black line) for ω2 = 1.4ω1 and λ = 0.7ω21
starting from squeezed states for CB and (b) synchronization
C〈xˆ21〉,〈xˆ22〉(t,∆t) (being ∆t = 15) for CB (blue) and SB (green)
for temperature T = 10 hω1/kB. The insets show synchroniza-
tion values |C〈xˆ21〉〈xˆ22〉| varying ω2/ω1 and λ/ω
2
1 at t = 300. Time
t is scaled with ω1, and γ = 0.01ω1, here and in the following.
The initial state is separable with squeezing parameter 2 and 4,
respectively, in the two oscillators.
A comprehensive analysis shows that this behavior is actually ro-
bust considering (i) different initial conditions, (ii) any second-order
moments of the two oscillators (either of positions xˆ1,2 or momenta
pˆ1,2, or any arbitrary quadrature) and (iii) a whole range of couplings
and detunings. Regarding (i), an important observation is that, while
in an isolated system the dynamics is strongly determined by the ini-
tial conditions, this is not the case in presence of an environment. Af-
ter a transient (in which the initial conditions have an important role),
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we actually find synchronization independently on the initial state,
implying that detuning and oscillators coupling are the only relevant
parameters. The full analysis (iii) for CB allows us to conclude that
synchronization arises faster for nearly resonant oscillators and that
the deteriorating effect of detuning can be proportionally compensated
by strong coupling, as represented in the CB inset of Fig. 29(b).
Moving now to the case of separate baths, a completely different
scenario appears. The quality of the synchronization is generally poor
(small |C|), not improving in time and dependent on the initial con-
dition. The full parameters map for |C| is shown in the SB inset of
Fig. 29(b). In this case the oscillators do not synchronize in spite of
their coupling even considering long times when, finally, the system
thermalizes.
The appearance of a synchronous dynamics only for CB can be
understood considering the time evolution of the second moments.
The time evolution of the vector R of all the 10 second moments can
be written in a compact matrix form as
R˙ =MR+N, (4.14)
where the matrix M governing the time evolution [193] (see also App.
B.1) has complex eigenvalues {µi} (i = 1, .., 10), named in the follow-
ing dynamical eigenvalues. Their real and imaginary parts determine
the decays and oscillatory dynamics of all second-order moments and
variances. As shown in Fig. 30(a) when λ = 0, all the eigenvalues are
along the line −0.01 and for increasing coupling — in the case of
one CB — they move in the complex plane taking on three differ-
ent real values. On the other hand, for SB all dynamical eigenvalues
have similar real parts that remain almost unchanged when varying
parameters. Hence for SB the ratio between the maximum and the
minimum eigenvalues Re(µM)/Re(µm) ≈ 1 is almost constant for all
parameters while for CB and for parameters for which synchroniza-
tion is found [CB inset in Fig.29(b)], Re(µM)/Re(µm) << 1 as shown
in Fig. 30(b). In this parameters regime, after a transient time, only
the least damped eigenvector survives then fixing the frequency of
the whole dynamics of the moments. As a consequence of this mecha-
nism, synchronization is observed considering the expectation values
of any quadrature of the oscillators as well as higher order moments.
We obtain an approximated analytical estimation of time scales by
considering the master equation in the eigenbasis [Eq. (4.9)] of the
free Hamiltonian, Eq. (4.1). As we commented previously, both mas-
ter equations for common and separate baths have the same expres-
sion in the case of detuned oscillators and the nature of dissipation
(CB or SB) only appears in the form of the damping coefficients. By
eliminating the oscillating terms in the dynamics in the interaction
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Figure 30: (a) Eigenvalues µi in the complex plane for CB, for ω2/ω1 =
1.31 and increasing the coupling from λ = 0 (circular symbols
with Re(µi) ∼ −0.01) to λ = 0.9ω21 in the direction of darker
colors. (b) Ratio between minimum and maximum eigenvalue
Re(µm)/Re(µM) for CB as a function of ω2/ω1 and λ/ω21.
picture, one obtains that, within this approximation, the decay rates
of 〈Pˆ2±〉 are given by
Γ˜SB−− = cos
2 θ Γ11 + sin2 θ Γ22 − cos θ sin θ Γ12,
Γ˜SB++ = cos
2 θ Γ22 + sin2 θ Γ11 + cos θ sin θ Γ12, (4.15)
for SB, while for CB:
Γ˜CB±± = (cos θ ± sin θ)(cos θ Γ11 ± sin θ Γ22) +
+ (1 ± 2 sin θ cos θ) Γ12, (4.16)
where θ is the previously defined diagonalization angle of HˆS, and
Γ11,22,12 appear in the original master equation (see App. B.1). These
approximated decays for the variances, together with their average
(Γ˜−−+ Γ˜++)/2 (for
〈
Pˆ+Pˆ−
〉
), for a CB and SB do agree very well with
the real parts of the dynamical eigenvalues (see App. B.2).
As mentioned before, synchronization (for CB) is observed looking
at both the dynamics of first-order and second-order moments and,
as a matter of fact, the ratio between minimum and maximum dy-
namical eigenvalues is the same in both cases. Still our interest is in
the second-order moments due to their relevance for the quantum in-
formation shared by the oscillators. As a further remark, inspection
of first-order moments dynamics allows us to establish connections
with what is known in classical systems [433] Classical
synchronization
d〈pˆ1〉
dt
= −ω21〈xˆ1〉− λ〈xˆ2〉− (Γ11 + Γ12)〈pˆ1〉− (Γ22 + Γ12)〈pˆ2〉,
d〈pˆ2〉
dt
= −ω22〈xˆ2〉− λ〈xˆ1〉− (Γ11 + Γ12)〈pˆ1〉− (Γ22 + Γ12)〈pˆ2〉.
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Two studied scenarios for classical synchronization are the ‘diffusive’
coupling where both oscillators dampings depend on the difference
of the velocity and the ‘direct’ coupling where each one depends on
the velocity of the other [433]. The quantum harmonic oscillators here
considered for CB display in their first-order moments a ‘diffusive’
coupling up to a change of sign and this explains the anti-phase char-
acter of their synchronization.
4.4 quantum correlations
Once established the conditions for the emergence of synchroniza-
tion, we explore this phenomenon focusing on information aspects,
through mutual information shared by the oscillators and their quan-
tum correlations. In particular, the total correlations between the os-
cillators are measured by the mutual information I(1 : 2) = S(ρ1) +
S(ρ2) − S(ρ) where S stands for the Von Neumann entropy, and ρ1(2)
is the reduced density matrix of each harmonic oscillator (see Sec.
1.4.2). As we explained in Sec. 1.4.3, a possible partition of correla-
tions into quantum and classical parts that has lately received great
attention is given by the quantum discord [254, 412, 613]. It reads
δ(1 : 2) = min{Πˆi}
[
S(ρ2) − S(ρ) + S(ρ1|{Πˆi})
]
with the conditional en-
tropy defined as S(ρ1|{Πˆj}) =
∑
i piS(ρ1|Πˆi), ρ1|Πˆi = ΠˆiρΠˆi/pi being
the density matrix after a complete measurement {Πˆj} on the second
oscillator and pi = Tr12(Πˆiρ). Here we use quantum discord as a
measure of the quantum correlations between the two oscillators by
numerical computation of the Gaussian discord [6, 214] through the
covariance matrix V12, and minimizing over single mode generalized
Gaussian measurements (see details in Sec. 1.4.3).
Dissipation degrades all quantum and classical correlations [216].
Nevertheless, important differences are found when comparing CB
and SB for the same parameters choice. In Fig. 31 we show a fast de-
cay of the total (a) as well as quantum (b) correlations for SB. On the
other hand, for CB we find that, after a short transient, both mutual
information and discord oscillate around an almost constant value
and their decay is nearly frozen. For these parameters and a com-
mon environment, the oscillators synchronize and C〈xˆ21〉〈xˆ22〉 = 0.95 at
t ∼ 270. The robustness of quantum correlations in long times for syn-
chronizing oscillators in a CB and the deep differences with the case
of SB is surprising also because their respective asymptotic values are
really similar for detuned oscillators. In other words, the upper CB
curve in Fig. 31(a) or (b) will eventually thermalize converging to a
value very similar the one obtained for SB, while strong differences
in the asymptotic values actually appear only in the case of identical
oscillators [426, 427]. As a further result, the effect of increasing the
temperature is mostly on the asymptotic state while the main features
of the dynamics described here are still observed.
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Figure 31: Mutual information (a) and discord (b) in logarithmic scale for
common (CB) and separate baths (SB). The exact time evolutions
are shown in gray while the filtered ones (Gaussian filter) are
shown in blue and yellow respectively. We used ω2 = 1.05ω1
and λ = 0.3ω21.
We now focus on the case of CB to look for specific quantum fea-
tures of the synchronization in different parameters regimes. The
comparison of mutual information and discord in cases in which
there is synchronization or the system dissipates without having time
to synchronize is given in Fig. 32 (upper and lower curves, respec-
tively) where we filter out the fast oscillations to highlight the decay
dynamics. For small coupling and large detuning, discord (shown
in Fig. 32 for λ/ω21 = 0.3, ω2/ω1 = 1.4) and mutual information are
rapidly degraded. In this case, when t = 200 there is not synchronous
dynamics and C〈xˆ21〉〈xˆ22〉 ∼ 0. On the other hand, for strong coupling
or for small detuning, synchronization occurs fast: for λ/ω21 = 0.8,
ω2/ω1 = 1.05 C〈xˆ21〉〈xˆ22〉(t = 200) ∼ 1. In this case, after a short tran-
sient, the dynamics of discord is almost frozen and it remains robust
against decoherence. Exploring different parameter regimes we con-
clude that fast decay of classical and quantum correlations is found
in cases in which there is no synchronization while the emergence of
synchronization accompanies robust correlations against dissipation
(frozen decay). The inset in Fig. 32 represents the value of the discord
after the fast decay (here for t = 300) where it is expected to be al-
ready in the plateau. There is a rather suggestive similarity with the
synchronization ‘map’ for CB, shown in the inset of Fig.29(b). Con-
sidering that also entropy shows in this regime a slow growth, we
conclude that synchronized oscillators are characterized by a reduced
leakage of information into the environment.
One might wonder if the presence of a synchronous dynamics has
any effect on entanglement as, in contrast to pure states, mixed states
with large quantum correlations can even have vanishing entangle-
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Figure 32: Evolution of the discord for CB and the parameters ω2/ω1 =
1.05, λ = 0.8ω21 (blue dashed line A) and ω2/ω1 = 1.4, λ =
0.3ω21 (green solid line B). The inset represents the quantum dis-
cord at t = 300 for CB as a function of ω2/ω1 and λ/ω21.
ment [194, 195]. The presence of the environment for oscillators with
different frequencies leads to a complete loss of entanglement in fi-
nite short times unless the couplings to the CB are ‘balanced’ [193].
In the general case of detuned oscillators, even for large coupling, en-
tanglement decay is typically faster than the time scales at which the
system reaches synchronous dynamics both for CB and SB, mostly at
this temperature (T = 10k−1B  hω1). Still, longer survival times for en-
tanglement in CB are found for small detunings and strong couplings
[193].
4.5 dependence on initial conditions
We mentioned before that initial conditions do not play any impor-
tant role in the appearance of synchronization. Indeed synchronous
dynamics of the moments appears when an eigenmode dominates be-
cause of its slow dissipation rate and this goes beyond the specificity
of the choice of the initial state. However the details of the dynam-
ics do depend on the latter as we illustrate for the following initial
conditions for the two oscillators
1. Separable vacuum state:
ρ = |0〉 〈0|⊗ |0〉 〈0| . (4.17)
2. Two-mode squeezed states:
ρ = Uˆ12(r) (|0〉 〈0|⊗ |0〉 〈0|) Uˆ†12(r), (4.18)
where Uˆ12(r) = exp
[
−r(aˆ†1aˆ
†
2 − aˆ1aˆ2)/2
]
and aˆi(aˆ
†
i) are the
usual annihilation (creation) operators.
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Figure 33: (a) Synchronization indicator C〈xˆ21〉,〈xˆ22〉(t,∆t) with ∆t = 15 and
(b) decay of quantum correlations for different initial conditions
in the case of common bath: Separable squeezed state with
squeezing parameters r1 = 2 and r2 = 4 (green solid lines), sepa-
rable vacuum state (red dotted lines), and an entangled two-mode
squeezed state (black dashed lines) with squeezing r = 2. Here
we employed ω2/ω1 = 1.1 and λ = 0.8ω21.
3. Separable squeezed state:
ρ = Uˆ1(r1) |0〉 〈0| Uˆ†1(r1)⊗ Uˆ2(r2) |0〉 〈0| Uˆ†2(r2), (4.19)
with Uˆi(ri) = exp
[
−r(aˆ†2i − aˆ
2
i )/2
]
.
Quantum correlations (δ(1 : 2)) depend on the initial condition in
the sense that more or less of the latter will be present. However,
after the short transient, they always reach a plateau where informa-
tion leakage to the environment is hugely reduced. Both information
leakage reduction and synchronization are part of the same under-
lying phenomenon: that of a dissipation channel being much slower
than the other. This behavior is seen in Fig. 33 where quantum corre-
lations and the synchronization indicator are displayed for different
initial conditions. We must further stress here that, since the asymp-
totic thermal state has δ(1 : 2) ∼ 10−4, the plateau is expected to be
very long.
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4.6 conclusions
Our analysis of the dynamics of dissipative quantum harmonic oscil-
lators allows us to establish under which conditions synchronization
appears. This phenomenon can appear in rather different forms but,
to the best of our knowledge, it is the first time that it is reported dur-
ing the transient dynamics of a (quantum or classical) system coupled
to an environment and relaxing towards equilibrium. The emergence
of synchronization is explained in terms of different temporal decays
governing the system evolution and related to a separation between
the eigenvalues of the matrix generating the dynamics. Indeed, we
trace synchronization in second-order moments from the existence
of a slowly decaying eigenmode and find approximated expressions
for the variances decay coefficients in very good agreement with the
real parts of the dynamical eigenvalues. We find that synchronization
arises in presence of a common bath but not for separate ones, while
it could be of interest to study the transition between so different
scenarios [146, 388, 418, 457, 603, 604]. An extensive analysis consid-
ering different parameters shows that a synchronous dynamics for
common bath is degraded when increasing the detuning or weaken-
ing their direct coupling with the ratio shown in Fig.29(b) (CB inset).
The relevant parameters are λ/ω21 and ω2/ω1 being the dependence
on initial conditions actually weak.
We have then characterized mutual synchronization from a quan-
tum information perspective. In order to do that, the dynamics of
mutual information and quantum discord have been explored for
different regimes of parameters. Our results indicate a signature of
transient synchronization in the information shared by the oscillators:
discord and mutual information are more robust when the oscillators
synchronize. In spite of the fact that after thermalizing the asymp-
totic discord is negligible both for CB and SB, the decay towards this
equilibrium value is clearly frozen in presence of synchronization. In
this case, total and quantum correlations display a very slow decay
(plateau) and the leak of information into the bath is reduced.
The identification of the conditions for the occurrence of synchro-
nization and its connection with quantum correlations reported here
provide the path towards extensions such as the study of arrays and
networks, in which the presence of many normal modes in the dy-
namics opens a broader landscape with a richer phenomenology for
synchronization phenomena. This is partially addressed in chapter 5
for a system of three harmonic oscillators dissipating into a common
environment, and more systematically explored in the general case
of an arbitrary network of harmonic oscillators in chapter 6, together
with the analysis of the role of different environments. Another inter-
esting direction for future investigation would be the exploration of
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eventual connections with biological systems, in which synchroniza-
tion is a widespread phenomenon.
Different perspectives arise when turning to the definition of syn-
chronization in the quantum realm. For instance in Ref. [376] phase
and complete synchronization are discussed, and the ultimate bounds
on the complete synchronization of quantum systems imposed by the
uncertainty principle has been reported. An extension of such con-
cepts has been also very recently proposed in Ref. [343]. For a recent
review on the different measurements employed to measure quantum
synchronization in different systems see Ref. [191].
Finally, from the experimental point of view, we stress that there
have been few recent experiments showing the emergence of mu-
tual synchronization in the average position and momenta (first or-
der moments) in nanomechanical resonators coupled via a photonic
resonator [31], and arrays of silicon nitride micromechanical oscilla-
tors coupled through an optical radiation field [607]. Autonomous
coupled microelectromechanical oscillators [8], and anharmonic na-
noelectromechanical resonators [384] have been also shown to display
mutual synchronization. Finally, a phase-coherent regime in the oscil-
lations of snowflake optomechanical crystals conforming an array has
been predicted [364]. However, experiments testing the quantum sig-
natures of synchronization and its relations to classical and quantum
correlations have not been reported yet to date.

5
N O I S E L E S S S U B S Y S T E M S A N D
S Y N C H R O N I Z AT I O N
In the previous chapter we have seen that common dissipation leads
to the emergence of mutual synchronization between two oscillators,
and we have also shown its relation with the slow decay of quantum
correlations. Furthermore, this phenomenon is stronger the closer the
natural frequencies of the oscillators are, as in the limiting case of
equal frequencies only the normal mode corresponding to the cen-
ter of mass position, Xˆ+ = (xˆ1 + xˆ2)/2, couples to the environment,
while the other normal mode, the relative position Xˆ− = (xˆ1 − xˆ2)/2,
is effectively uncoupled from any environmental action, leading to
asymptotic entanglement between the two oscillators [193, 356, 426,
427, 444]. When a subsystem of a larger many-body system is effec-
tively uncoupled from the environment due to symmetries in its in-
teraction, we call it a noiseless subsystem (NS) [309]. Other authors
refer to it as a decoherence-free subsystem or subspace (DFS) [344],
as its dynamics is unitary and preserves any initial coherence.
In this chapter we show how to obtain NSs in a system of three
harmonic oscillators and bypass decoherence independently of the
bath properties 1. We consider different frequencies, couplings and
boundary conditions for the harmonic oscillators, in the presence of a
common bath. We also analyze how, by using these NSs, quantum cor-
relations like entanglement can persist (by two different mechanisms)
in the asymptotic limit of the dynamical evolution. In this three-body
scenario, we explore synchronization phenomenon and its connec-
tion to the presence of robust quantum correlations, extending the
analysis performed in chapter 4. We find that even for three different
oscillators, a variety of regimes emerge for different parameters.
The chapter is organized as follows. We start in Sec. 5.1 motivating
our work in the context of prevention of decoherence and dissipation
in open quantum systems. In Sec. 5.2 we introduce the model for
the system of three harmonic oscillators dissipating into a common
bath, in terms of the normal modes of the system. For certain par-
ticular values of the system’s parameters (and independently of the
bath characteristics), one of several normal modes can be protected
from decoherence. We find analytically these conditions in Sec. 5.3,
introducing some specific cases that are analyzed in more detail. In
section 5.4 deviations of the NSs conditions are considered. This leads
to dynamical relaxation of the system that converges towards a ther-
mal state. We conclude with Sec. 5.5 summarizing our main results.
1 The results presented in this chapter have been published in Ref. [371]
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In appendix C we provide further technical details of the calculation
of the asymptotic entanglement and the equations of motion for the
Markovian transient dynamics.
5.1 prevention of decoherence and dissipation
Prevention of decoherence and dissipation in open quantum systems
is a fundamental condition for the presence of quantum phenomena
in warm macroscopic everyday world. Decoherence has been exten-
sively studied from the early 1980s [610, 611] to the present, providing
a natural explanation to the quantum-to-classical transition induced
by monitoring the environment (for a list of reviews see for instance
[296, 489, 490, 614]). Indeed decoherence and the leak of information
to the environment have been identified as major obstacles in quan-
tum processing of information and construction of quantum mem-
ories [408]. Different mechanisms to avoid decoherence have been
discussed in recent years, including strategies to engineer it for appli-
cations [35, 143, 562]. Furthermore, some macroscopic systems from
photosyntetic marine algae [113] to metal carboxylates [521], which
can present quantum correlations at high temperatures, suggest that
avoiding a complete quantum-to-classical transition can also occur in-
herently in natural phenomena. The mechanisms that produce such
survival or even construction of coherence and correlations at large
time scales remain almost unclear, but different theoretical strategies
have been proposed in order to predict it, mostly motivated in the
context of quantum computation [14, 54, 188, 345, 418, 603].
In this context, one of the strategies to bypass decoherence is ex-
ploiting dynamical symmetries in the system-environment interac-
tion. In order to generate unitary evolution in a certain subspace of
the Hilbert space of an open system, a common dissipation where sev-
eral units equally couple to the same environment (see Sec. 2.4) has
been first used in a two-qubit system [43, 67, 152, 304, 457, 603] and
later extended to multiple qubits [21, 42, 492] and continuous variable
systems [41, 107, 115, 193, 217, 340, 356, 426, 441, 444, 604]. A general
framework has been developed with several contributions (see, for ex-
ample, [344], and references therein) agglutinating the main concepts
of decoherence-free subspaces and subsystems (DFSs) [345], noise-
less subsystems (NSs) [309], or more recently, information-preserving
structures (IPSs) [54]. DFSs and NSs have been experimentally tested
and realized in the lab [301, 325, 398, 566], and reservoir engineering
techniques [443] has been proposed to obtain them [95, 562].
In this chapter we extend previous studies in the context of continu-
ous variable systems, exploring the vaster landscape offered by three
coupled harmonic oscillators in the search for NSs, in comparison
with the simpler case of two oscillators already considered in chapter
4. Previous works on dissipative harmonic oscillators reported that
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in presence of identical frequencies and couplings between oscilla-
tors, the symmetry of the collective motion can lead to the effective
decoupling from the bath of some normal modes [107, 340, 356, 426,
444]. In addition, the consideration of different frequencies [115, 193]
or couplings [441] opens a huge field of possibilities which is instead
less studied and understood. The natural step of considering three
harmonic oscillators beyond the symmetric configuration of identical
oscillators already provides much more phenomenological richness,
while at the same time allows for analytic treatment and gives valu-
able intuition when pursuing a further extension to the case of N
oscillators.
5.2 three oscillators in a common environment
We start with a Hamiltonian describing three coupled quantum har-
monic oscillators with arbitrary frequencies and coupling constants.
For simplicity we suppose unit masses:
HˆS =
1
2
3∑
i=1
(
pˆ2i +ω
2
i qˆ
2
i
)
+
∑
i<j
λijqˆiqˆj, (5.1)
where pˆi and qˆi represent, respectively, the momentum and position
operators of each harmonic oscillator ([qˆi, pˆj] = i hδij). This equation
is conveniently expressed in quadratic matrix form as
HˆS =
1
2
(
pTI p+ qTH q
)
, (5.2)
where I is the identity (3× 3) matrix, we have introduced the vectors
pT = (pˆ1, pˆ2, pˆ3), qT = (qˆ1, qˆ2, qˆ3), and H contains all the parameters
of the system, i.e. the squared frequencies and couplings between
oscillators. We will only consider H with positive eigenvalues, so as
to have bounded states (attractive potential).
The environment is introduced by equally coupling each oscilla-
tor of the system to the same thermal bath (see Sec. 2.4), which is
described by an infinite collection of independent bosonic modes:
HˆB =
1
2
∞∑
α=1
(
Πˆ2α + Ω˜
2
αXˆ
2
α
)
, (5.3)
where [Xˆα, Πˆβ] = i hδαβ. We will use throughout the paper Greek
subscripts to refer to bath modes, while Latin ones are reserved for
system oscillators (i, j) and normal modes (k,n). The system-bath in-
teraction reads
HˆI =
N∑
i=1
qˆi
∞∑
α=1
λαXˆα, (5.4)
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with a factorized form HˆI = Sˆ⊗ Bˆ of an operator Sˆ acting only on
the system’s Hilbert space, and Bˆ acting on the environment one. As
usual, this type of interaction yields a renormalization of the frequen-
cies that we may include directly in our model by performing the
change [72]
ω2i → ω2i +
∑
α
λ2α
2Ω˜2α
. (5.5)
The normal modes basis of the system, Eq. (5.2), is obtained after a
canonical transformation of the system operators through the orthog-
onal basis-change matrix F:
qˆi =
N∑
k=1
FikQˆk , pˆi =
N∑
k=1
FikPˆk, (5.6)
which diagonalizes H (qTHq = QTΩQ). Here Ω = FTHF is a diag-
onal matrix containing the squared frequencies of the normal modes,
Ωn with n = 1, 2, ...,N. In this basis HS now represents the Hamilto-
nian for a N = 3 uncoupled harmonic oscillators, or normal modes,
related with the original (natural) modes by F. Henceforth we can
rewrite the system Hamiltonian as
HˆS =
1
2
N∑
n=1
(
Pˆ2n +Ω
2
n Qˆ
2
n
)
, (5.7)
and the interaction Hamiltonian of Eq. (5.4) as
HˆI =
3∑
n=1
κnQˆn
∞∑
α=1
λαXˆα. (5.8)
Notice from comparison between Eqs. (5.4) and (5.8), that even if the
oscillators are coupled with the same strength to the bath center of
mass,
∑
α λαXˆα, the couplings of the normal modes positions, Qˆn, to
the bath center of mass, are not homogeneous, but given by
κn ≡
N∑
i=1
Fin. (5.9)
These effective couplings κn only depend on the canonical transforma-
tion, i.e. on the system’s parameters and arrangement defined by H.
This suggests a strategy to protect one or more normal modes from
the environment action based on proper tuning of the system parame-
ters {ω1,ω2,ω3} and {λ12, λ23, λ13}. Our analysis in Sec. 5.3 addresses
this point while deviations form the condition of vanishing effective
coupling of a system normal mode and the environment are explored
in Sec. 5.4.
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We mention that while here we focus on the case of three coupled
harmonic oscillators, the description in terms of effective couplings is
rather general and applies for arbitrary networks ofN harmonic oscil-
lators, as we show in chapter 6. The case of a common bath for all os-
cillators in the system corresponds to situations where the correlation
length in the environment is larger than the system size. This assump-
tion is not crucial for our discussion, although any other choice would
produce different specific analytic expressions. Finally, we have seen
in chapter 4 that the case of a separate bath for each oscillator yields
equal decoherence for all normal modes and therefore neither NSs
nor synchronization.
Furthermore, the equal coupling of each system oscillator to the
bath might seem an arbitrary restriction. Imagine for example that
each oscillator is at a different distance from the common heat bath,
leading to an interaction
HˆI =
3∑
i=1
γiqˆi
∞∑
α=1
λαXˆα, (5.10)
where the different oscillators feel a coupling of strength 0 6 γi 6
1, with
∑
i γi = 1. The immediate consequence is that the effective
couplings become
κn =
3∑
i=1
γiFin. (5.11)
Here we will consider γi = 1, but the unbalanced case would be
solved following exactly the same procedure as we outline in the next
section.
5.3 noiseless subsystems and asymptotic properties
In this section we discuss the conditions to achieve noiseless subsys-
tems with dissipation avoided in one or two of the system’s normal
modes. The properties of our system are specified completely by the
matrix H appearing in Eq. (5.2):
H =
 ω
2
1 λ12 λ13
λ12 ω
2
2 λ23
λ13 λ23 ω
2
3
 (5.12)
and we aim to derive the set of conditions for the system parameters
leading to one or two normal modes decoupled from the environ-
ment, i.e. whose effective coupling κn is zero.
Let us consider a normal mode δ with normal frequency Ωδ. The
eigenvalue problem is expressed adequately by
(H−Ω2δI) Cδ = 0, (5.13)
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involving three equations, one for each of the components of the vec-
tor Cδ = (F1δ,F2δ,F3δ)T with Fij defined in Eqs. (5.6). The condition
for normal mode δ to be non-dissipative (out of the bath influence)
leads to a constraint as follows
κδ = 0 ⇔ F1δ +F2δ +F3δ = 0. (5.14)
From Eqs. (5.13), (5.14) and the normalization condition, we can
obtain analytically Cδ, Ωδ with a further constraint for the system
parameters. In other words, not all parameter choices lead to NSs, but
it is possible for some configurations of frequencies and couplings of
the set of three oscillators (satisfying some constraint).
The normal mode δ in terms of the system parameters reads
Cδ = c
 λ13λ12 + λ23(Ω
2
δ −ω
2
1)
(Ω2δ −ω
2
2)(Ω
2
δ −ω
2
1) − λ
2
12
λ13λ23 + λ12(Ω
2
δ −ω
2
3)
 (5.15)
where c is the normalization constant. Applying Eq. (5.14) we can
obtain its eigenfrequency Ω2δ as:
Ω2δ =
(
ω21 +ω
2
3
2
)
−
(
λ12 + λ23
2
)
(5.16)
±
√
∆2 +
(
λ12 + λ23
2
)2
+∆(λ23 − λ12) + λ13(λ13 − λ12 − λ23),
where ∆ ≡ (ω21 −ω23)/2. Therefore, by defining the quantities:
Σ ≡ (ω21 +ω23)/2−ω22, (5.17)
R ≡− (λ12 + λ23) /2
±
√
(∆+ (λ12 + λ23)/2− λ13)
2 + 2∆(λ13 − λ12), (5.18)
the constraint relation (κδ = 0) reads:One-mode NS
condition
2λ12λ23R+ λ13(λ
2
12 + λ
2
23) + λ
2
13(R+ Σ)
− (R+∆)(R−∆)(R+ Σ) = 0. (5.19)
The above Eq. (5.19) is one of our main results, and represents a hy-
persurface in the d-dimensional parameters space [being d = (N+
1)N/2 = 6 for N = 3 oscillators] whereby a normal mode is allowed
to evolve freely and without dissipation. Such manifold is restricted
to regions in which the normal mode frequency Ωδ is real and posi-
tive, and the normalization constant, c in Eq. (5.15), is well defined. It
is worth noting that looking only to non-dissipative modes (imposing
the condition κδ = 0) has been crucial in order to solve analytically
the above equations. Otherwise we have to deal with complicated ex-
pressions involving third order equations corresponding to the gen-
eral expression for a normal mode in Eq. (5.13).
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Therefore, when Eq. (5.19) is fulfilled, we obtain a NS composed
by (at least) a single normal mode that is effectively uncoupled to the
reservoir. This could be performed artificially by tuning one of the
d = 6 parameters of H, such as, for instance, the natural frequency of
one oscillator. In experiments where it is possible to control the local
potentials, such as ions confined to individual traps, this modification
should be rather straightforward (see e.g. [57]). It should be stressed
that noise models for ion traps typically favor a SB interpretation in
terms of fluctuating uncorrelated surface dipoles [574, 575], though
other microscopic models based on charge diffusion [255] in the elec-
trode surface question whether the bath’s correlation length could in
fact be larger than the distance of the ion to the electrode. For the
moment, this is an open problem.
Configurations in which a NS consisting of two normal modes is
produced can also be obtained analytically in the specific case of three
oscillators. Indeed, we find that, when two normal modes uncouple
from the environmental action, the third one must necessarily coin-
cide with the center of mass (c. m.) of the system. Explicitly, the con-
dition for the center of mass being a normal mode is: Two-modes NS
condition
(H−Ω2c.m.I) Cc.m. = 0 ⇔ Ω2c.m. = ω2i +
∑
j6=i
λij (5.20)
∀i = 1, 2, 3, and where Cc.m. = (1, 1, 1)T/
√
3. The latter constraint
can be captured in the next two relations that have to be fulfilled
simultaneously by the system parameters:
ω21 = ω
2
2 + λ23 − λ13, (5.21)
ω23 = ω
2
2 + λ12 − λ13. (5.22)
Furthermore, since we want to remain in the domain of attractive
potentials, we have to restrict ourselves to regions of the parameter
space where Ω2c.m. = ω21 +ω
2
3 −ω
2
2 + 2λ13 > 0.
In order to see the scope of the conditions (5.19), (5.21), and (5.22)
we give in the following some examples of configurations in which
a NS of one or two modes is produced. We consider simple situa-
tions in which the six-dimensional parameter space is reduced, first
by assuming two of the three natural frequencies to be equal (ω ≡
ω1 = ω3 6= ω2), and, second, considering two of the three couplings
equal (λ ≡ λ12 = λ23 6= λ13). This is sufficient to obtain some differ-
ent scenarios appearing in open an closed chains configurations, as is
schematically shown in Figure 34.
Let us start from the case of two equal frequencies (ω ≡ ω1 =
ω3 6= ω2). Then the quantities defined in Eq. (5.19) are simply ∆ = 0,
Σ = ω2−ω22 and R = {−λ13, λ13− λ12− λ23}, the latter implying two
different consistent solutions to Eq. (5.19). The first one is λ12 = λ23,
and the second one ω2 = ω˜2, with
ω˜22 = ω
2 +
2λ13(λ12 + λ23 − λ13) − 2λ12λ23
λ12 + λ23 − 2λ13
. (5.23)
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Figure 34: Different configurations for a chain of three coupled oscillators in
which a NS of one (a-d) or two (e-f) normal modes is predicted.
The tilde on parameters indicates a fixed value depending on the
other non-tilted ones as described in the text.
Both conditions can be simultaneously fulfilled as well. In this case
we would have
λ12 = λ23 ≡ λ, λ = ω2 −ω22 − λ13 ≡ λ˜0, (5.24)
which satisfies Eqs. (5.21) and (5.22). Therefore this defines a two-
mode NS. These three situations correspond respectively to configu-
rations in Fig. 34(a) (λ12 = λ23), Fig. 34(b) (ω22 = ω˜2
2) and Fig. 34(f)
(λ = λ˜0). It is worth noting that the configuration in Fig. 34(a) is valid
also for the closed chain (λ13 6= 0), as well as the one in Fig. 34(b) for
the open chain (when λ13 = 0).
On the other hand, by assuming two equal couplings we have three
different solutions: λ = 0, and λ = λ˜±. The first one is trivial, ac-
counting for a separated pair of coupled oscillators, together with an
uncoupled one. The second solution allows for the situations in Fig.
34(c) and Fig. 34(d), defined by:
λ˜± = λ13 ±
√
(ω22 −ω
2
1)(ω
2
2 −ω
2
3). (5.25)
Finally, when ω1 = ω3, λ13 = 0, and λ = ω2 −ω22 = λ˜0, we have a
two-mode NS solution [Fig. 34(e)].
The presence of one or two non dissipating normal modes prevents
the full thermalization of the system in the long time run. On the con-
trary, it leads to an asymptotic state whose features are analyzed in
the following, focusing on entanglement and on quantum synchro-
nization between the oscillators.
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5.3.1 Asymptotic Entanglement
When a NS is enabled, decoherence can be prevented in the system
leading to asymptotic entanglement that would be absent in the ther-
mal state. As a measure of entanglement between a pair of oscilla-
tors, we will use the well known logarithmic negativity which is com-
putable for bipartite Gaussian states [5, 563] as is our case (see Sec.
1.4.1 in chapter 1)
EN = max{0,− logν−}, (5.26)
where ν− is the minimum symplectic eigenvalue of the partial trans-
posed covariance matrix V˜AB, corresponding to time reflection of one
party. With the help of the general expressions, we can calculate ana-
lytically the asymptotic entanglement when a NS is produced.
Here we present our results for the external pair of oscillators in
open chain with equal couplings to the inner one, λ12 = λ23 ≡ λ, and
frequenciesω1 = ω3 ≡ ω 6= ω2. We consider first the case when only
one of the three normal modes is not subjected to dissipation [Fig.
34(a)], and second the case when only one of them is dissipating [Fig.
34(e)], by imposing λ = λ˜0. The details of the calculations are reported
in appendix C.1. As initial condition for the natural oscillators we
choose a squeezed separable vacuum state given by
〈qˆ2i (0)〉 =
 h
2 ωi
e−2ri , 〈pˆ2i (0)〉 =
 hωi
2
e2ri , (5.27)
where any other first-order or second-order moments are zero.
5.3.1.1 One-mode NS
As a paradigmatic example of the case in which there is one frozen
normal mode, let us consider the configuration given in Fig. 34(a).
As for the initial condition, ω1 = ω3 ≡ ω in Eq. (5.27), and we will
assume the same squeezing factor for the external pair, i.e. r1 = r3 ≡
r, while the squeezing in the central oscillator r2 will be irrelevant.
Normal modes coupled to the environment will reach a thermal
equilibrium state asymptotically, whose variances are given by
〈Qˆ2k〉th =
 h
2Ωk
coth
(
 hΩk
2kBT
)
,
〈Pˆ2k〉th =
 hΩk
2
coth
(
 hΩk
2kBT
)
, (5.28)
while the uncoupled one evolves freely. The asymptotic covariance
matrix of the external oscillators can be obtained by expressing the
second-order moments of the natural oscillators in terms of the nor-
mal modes. Then we substitute respectively the asymptotic expres-
sions corresponding to the frozen mode (not coupled to the bath) or
186 noiseless subsystems and synchronization
the thermalized ones. This yields the following analytical expression
for the entanglement:Asymptotic
entanglement
EN = max{0,E0 +∆E(1+ cos(2ωt))}, (5.29)
that is defined by a minimum value E0 and an oscillatory term with
amplitude ∆E and frequency 2ω
E0 ≡
{
r− r+0 for r > 2rc
r−0 − r for r < 2rc
}
(5.30)
∆E ≡
{
2rc for r > 2rc
2r for r < 2rc
}
(5.31)
where rc ≡ (r+0 + r−0 )/4 and the critical values are defined by the
following expressions
r+0 ≡
1
2
log(4λ2σQ), r−0 ≡ −
1
2
log(4λ2σP). (5.32)
Coefficients σP and σQ depend both on the bath’s temperature and
on the system parameters via the shapes and frequencies of the dis-
sipative normal modes as can be seen in their definition in appendix
C.1 [Eq. (C.10)]. Note that while decoupling of normal modes from
the bath is a temperature independent feature, the amount of entan-
glement generated depends on it via the thermalized degrees of free-
dom.
The presence of asymptotic entanglement between the external pair
of oscillators in a symmetric chain (independent of the frequency of
the central one, but depending on the temperature and initial squeez-
ing) is illustrated in Figure 35. The minimum entanglement E0 is plot-
ted both for low (left panel) and high temperatures (right panel) in
the relevant squeezing ranges. Different regions are distinguished in
the map and are labeled following Paz and Roncaglia notation in Ref.
[426]: sudden death is reached (SD), the asymptotic state consisting of
an infinite sequence of sudden death and revivals (SDR) and finally,
when non-zero entanglement is present at all times [no sudden death
(NSD)].
An asymptotic entangled state with strictly EN > 0, can be gener-
ated both when r > r+0 (> 2rc) or equivalently when r < r
−
0 (< 2rc)
with different origins. In the first case (r > r+0 ) the entanglement os-
cillates between r − r+0 and r + r
−
0 and the initial squeezing in the
natural oscillators is employed as a resource to generate an entangled
state, while the bath contribution r+0 acts as a source for its degrada-
tion. It is interesting to see that r+0 is strongly dependent on the bath’s
temperature while the system parameters play a secondary role, only
important at low temperatures. Indeed when temperature increases
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Figure 35: Minimum entanglement E0 generated in the asymptotic limit
between external oscillators of the chain in configuration in
Fig. 34(a) for low temperatures (left panel) and high tempera-
tures (right panel). The different phases (SD, SDR and NSD) are
bounded by the two critical values r±0 (separating NSD phase
from SDR phase) and −r−0 (separating SDR from SD) that are rep-
resented by continuous white lines. The dotted line corresponds
to 2rc and the dashed colored one to (r+0 − r
−
0 )/2. We have set
ω2 = 1.2ω and λ = 0.6ω2.
(T  ω) sudden death of entanglement can be only avoided by in-
creasing r to be greater than
r+0 →
1
2
log
(
4λ2Tω
(
c2+
Ω2+
+
c2−
Ω2−
))
=
1
2
log(T) + ct. (5.33)
On the other hand, the amplitude of the oscillations in this case is
∆E = 2rc, that has a very weak dependence on temperature, quickly
reaching a constant value when increasing the temperature
∆E→ 1
4
log
(
ω2
(
c2+
Ω2+
+
c2−
Ω2−
)
(c2+ + c
2
−)
−1
)
. (5.34)
The second case (r < r−0 ) only appears at low temperatures (of
order 0.1k−1B  hω). Here entanglement oscillates around r
−
0 + r with
amplitude 2r. This means that introducing no squeezing in the initial
state leads to a constant entanglement at r−0 , while adding squeezing
(a resource in the former case) makes entanglement tend to a SDR
phase by widening its oscillatory amplitude. We stress that the fact
that thermalization can lead to entanglement at low temperatures is
well known [23].
Finally, we can relate critical values r±0 with the uncertainty in-
duced by the environment in the virtual oscillator ˆ˜q = (qˆ1 + qˆ3)/
√
2
position and momentum, which corresponds to the center of mass of
the external oscillators of the chain:
〈 ˆ˜q2〉th = e2r
+
0 /2ω, 〈 ˆ˜p2〉th = ωe−2r
−
0 /2 . (5.35)
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This reveals that when r−0 > 0, a squeezing in momentum is gen-
erated (∆p˜ < ω/2), yielding entanglement as we have commented
above. However, note that we have never a minimum uncertainty
state with r+0 > r
−
0 for all temperatures and physical regimes of the
system parameters. Indeed, the uncertainty relation can be expressed
for the virtual oscillator, ˆ˜q, as
∆q˜ ∆p˜ =
er
+
0−r
−
0
2
>
1
2
. (5.36)
The quantity rc can be also related with virtual oscillator uncertain-
ties in position and momentum as e−rc = ∆p˜/ω∆q˜ < 1.
In the left panel of Figure 35, we can see the two regions in which
E0 > 0 (NSD phases): the big one at the left top corner corresponding
to entanglement generation by using the initial squeezing in the exter-
nal oscillators as a resource (once r > r+0 ), and the small left bottom
island, that represents the environment yielding entanglement via the
squeezing generated in ˆ˜q when r < r−0 . The SDR phase is centered
around 2rc (white dotted line) for low temperatures, and their ampli-
tude is given by the separation of the dashed colored line (r+0 − r
−
0 )/2
from the zero squeezing axis. For temperatures greater than that for
which r−0 = 0 (cross point between the dotted and dashed lines), they
interchange their roles acting now (r+0 − r
−
0 )/2 (dashed colored line)
as the center of the SDR region, and 2rc as the amplitude. The SD
phase is bounded by the quantity r+0 − 4rc = −r
−
0 , corresponding to
the case in which E0 + 2∆E < 0, and thus no entanglement is present
in the asymptotic limit. For high temperatures (right panel) we can
see how 2rc reaches a constant value while the pronounced curvature
in the SDR region reveals that we can always obtain robust entangle-
ment by increasing the squeezing parameter r logarithmically with
temperature.
We have to point out that our results resemble those obtained in Ref.
[426] for two resonant harmonic oscillators. There, a similar entangle-
ment phases diagram has been found, and the same two different
mechanism for entanglement generation appear. In that context, both
oscillations and the appearance of the low temperatures NSD phase
were attributed to non-Markovian effects, while here follow by simply
considering a final asymptotic (Gibbsian) state for the normal modes
coupled to the bath (that can be reproduced by a Markovian Lindblad
dynamics as is pointed in Sec. 5.4). Moreover, the presence of a third
oscillator in the system, allows for manipulation of the width of en-
tanglement phases at low temperatures (specially the low squeezings
NSD one) by tuning the free system parameters ω2 and λ.
5.3.1.2 Two-modes NS
Let us now consider the case in which two modes become decou-
pled from the bath. In particular, we focus on the configuration in Fig.
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Figure 36: Minimum entanglement in the asymptotic limit between exter-
nal oscillators of the chain in the two-mode NS configuration
in Fig. 34(e) for low temperatures (left panel) and high temper-
atures (right panel). The different phases (SD, SDR and NSD) are
bounded by the continuous white lines obtained by numerical
evaluation. We have set ω2 = 1.2ω.
34(e). This is indeed a symmetric open chain configuration as before,
but now we have a special value of the couplings, λ = λ˜0, leading to
a larger NS. The calculation is similar to the previous one, while now
only one of the normal modes thermalizes, and the other two have a
free evolution decoupled from the bath. This leads to a less compact
expression for the asymptotic entanglement between the external os-
cillators of the open chain (more details are reported in appendix C.1).
Still, a similar phase diagram can be found in this case by numerical
evaluation of logarithmic negativity from Eq. (C.12) in App. C.1. Our
results are shown in Fig. 36 in the same range of squeezing and tem-
peratures as in the previous (one mode NS) case. For low tempera-
tures (left panel) the low temperature low squeezing NSD island of
Fig. 35, that corresponds to the environment acting as a resource for
entanglement generation, disappears, since the bigger one expands
to low squeezing. Degradation of resources by the environmental ac-
tion here is not sufficient to prevent entanglement production even in
the non-squeezed (r = 0) case for T < Tc, since actually the mode 
is also contributing to entanglement generation. On the other hand,
the entanglement phases shows the same structure for high tempera-
tures (right panel), where the only difference resides in the attenuated
growth for entanglement when r increases (see color bars).
Notice that all the expressions have been calculated in the limit
of weak coupling, assuming a final Gibbs state for decohered eigen-
modes and free evolution for nondecohered ones. Of course this situ-
ation can only be perturbative, since for stronger coupling to the bath
the eigenmodes become increasingly coupled among them, through
second-order processes mediated by the bath. This necessarily leads
to decoherence of all eigenmodes, at a low rate though.
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5.3.2 Quantum synchronization
In this section we analyze the dynamics of the system showing the
existence of a parameter manifold where the harmonic oscillators os-
cillate in phase, synchronously, in spite of having different natural
frequencies. The possibility to have synchronization in this system
is important for two reasons: (i) this phenomenon has been largely
studied in classical non-linear systems but we show that, for dissipa-
tion in a common bath, it can arise even among harmonic oscillators;
(ii) few attempts have been done to extend it to the quantum regime,
and we show here that one can have robust quantum correlations in a
synchronous steady state accompanied by asymptotic entanglement.
In chapter 4, we actually considered the phenomenon of mutual
synchronization extended to the quantum regime, where two coupled
harmonic oscillators with different frequencies, were studied during
their relaxation towards a thermal equilibrium state. Synchronization
was reported in first-order and second-order moments, characterizing
the full dynamics for Gaussian states, during a long transient and
accompanied by the robust preservation of quantum correlations (as
measured by quantum discord) between oscillators. Two oscillators
dissipating in a common bath are actually preserving asymptotically
their entanglement and retaining a larger energy than in the thermal
equilibrium state only if they are identical [193]. In this (symmetric)
case they also evolve towards a synchronous asymptotic state.
When three elements are considered, we have shown above that the
symmetric chain can reach an asymptotic regime with entanglement
between the external oscillators, independently on the frequency of
the central one. Then asymptotic synchronization between the exter-
nal pair is also expected. Beyond this symmetric case, more interest-
ing is the possibility offered by a chain to freeze all the oscillators
out of the thermal equilibrium state when their frequencies are all
different, as discussed below.
As we commented previously, the long time dynamics of our sys-
tem can be straightforwardly calculated by assuming that normal
modes which are coupled to the bath get thermalized, while un-
coupled ones have a free evolution. This is sufficient to analyze the
presence of synchronization in the asymptotic state. Quantum mutual
synchronization appears always in one-mode NSs among natural os-
cillators linked by the non-dissipative mode, as long as they have an
asymptotic dynamics with only one oscillatory contribution. Phase or
anti-phase synchronization at the non-dissipating normal frequency
is possible in first-order moments depending on the sign of their F
matrix coefficients [Eq. (5.6)], while only in-phase synchronization oc-
curs for second-order moments at twice the frequency of first-order
ones. Let us illustrate it in some situations and compare with the
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time evolution of 〈q2i 〉 ∀i = 1, 2, 3 (Fig. 37) when considering simple
Markovian dynamics in the weak coupling limit (see Sec. 5.4 below).
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Figure 37: Evolution of position variances for each oscillator in the open
chain (see legend) for (a) configuration in Fig. 34(a) where a one-
mode NS is generated (ω = 1.3ω2 , λ = 0.4ω22) synchroniz-
ing the external oscillators at 2ω; (b) configuration in Fig. 34(c)
where a different one-mode NS is generated (ω1 = 1.2ω2 , ω3 =
1.3ω2 , λ = 0.4ω22) producing synchronization in all pairs of
oscillators at 2Ω; and (c) configuration in Fig. 34(e) where a two-
mode NS is generated (ω = 1.3ω2 , λ = λ˜0) and synchroniza-
tion is lost. Bath parameters for the simulation are in all cases
T = 10k−1B
 hω2, γ0 = 0.07ω22 and Λ = 50ω2.
Consider first the specific case of an open chain with equal cou-
plings and frequencies in the external oscillators [corresponding to
situation in Fig. 34(a)]. The form of the non-dissipative normal mode
is Cδ = (1, 0,−1)T/
√
2, and hence synchronization will emerge only
between external oscillators in anti-phase for position and momen-
tum at frequency Ωδ = ω (the normal mode frequency) and for the
second-order moments (necessarily in-phase and at 2ω). The central
oscillator instead decays into the thermal equilibrium state, its initial
oscillations being suppressed in the long time dynamics. This case is
shown in Fig. 37(a), where synchronization appears after a transient
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only for the external oscillators of the open chain, while the central
oscillator looses oscillation amplitude.
In the latter case synchronization appears between identical un-
linked (λ13) oscillators in a symmetric chain [Fig. 34(a)]. More pecu-
liar is the case in which all oscillators have different frequencies and
eventually couplings. In the case of Fig. 34(c), we actually have that
the non-dissipative mode involves all the three oscillatorsCollective frozen
normal mode
C = c(ω23 −ω
2
2 , ω
2
3 −ω
2
2 − λ˜± , λ˜±)
T , (5.37)
with Ω =
√
ω22 + λ˜±. This can actually give rise to synchronous dy-
namics of all the oscillators, in spite of the difference in their natural
frequencies. Since one of the components has different sign than the
other two in C, two of the oscillators first moments will synchro-
nize in-phase between them, and in anti-phase with the third one. In
Fig. 37(b) a total synchronization is produced involving all three (dif-
ferent) oscillators, consistently with the fact that the non-dissipative
normal mode, , involves all three oscillators.
A different situation is produced when we have a two-mode NS,
since two oscillatory contributions are present in the asymptotic limit
of the natural oscillators. Here synchronization is only possible when
the two normal modes frequencies are the same. An example is the
open chain with a two-mode NS [see Fig. 34(e)], where apart from the
previous non-dissipative mode Cδ, actually the collective mode C =
(1,−2, 1)T/
√
6 with frequency Ω =
√
2ω22 −ω
2 does not dissipate
either. In this case, synchronization is destroyed by the presence of
the mode , and it can be only recovered when Ω equals Ωδ, i.e. in
the trivial case of independent (λ = 0) identical oscillators (ω2 = ω).
Lack of synchronization as well as a multimode oscillation are shown
in Fig. 37(c).
The initial state employed for simulations is a squeezed separable
vacuum state, where the squeezing parameters have been chosen to
be different (r1 = 2, r2 = 2.5 and r3 = 3). In general, we have tried
to avoid special initial conditions that could have filtered just one
normal mode into the dynamics. What we discussed is therefore the
emergence of synchronization as a dynamical process when consider-
ing more general initial states, leading to robust conclusions.
The scenarios here discussed allow to establish the effect of having
a NS with one or two modes in the configurations of open chains
[Fig. 34(a) and (e)]. The same analysis can be extended to other cases,
where a different normal mode is uncoupled from the environment.
For instance, the configurations in Fig. 34(c) and (d), admit only one
non-dissipative normal mode that involves the three oscillators, pro-
ducing then a collective synchronization of the chain.
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5.4 thermalization and robustness of quantum corre-
lations
Creation of NSs is a powerful tool to avoid decoherence and pro-
duce synchronized dynamics as we have seen in the previous sections.
However, the conditions leading to NSs are satisfied only in some pa-
rameter manifolds. It is relevant analyze the effect of deviations from
these couplings and frequencies, that could also arise from the diffi-
culty of experimental tuning. In this case, dissipation is present in all
normal modes, and the effective couplings of Eq. (5.8) are all different
from zero. Henceforth a thermal equilibrium state is finally reached
in all the degrees of freedom in the long time run of the dynamical
evolution.
In absence of NS, entanglement is lost after a finite time. Although
the asymptotic state is simply the Gibbs state, damping dynamics
of the normal modes with different decoherence and relaxation time
scales is present, producing a rich behavior in which synchronization
or high quantum correlations may emerge during a large transient
before the final thermalization of the system. These effects have been
reported in chapter 4 in the case of two harmonic oscillators, where
disparate decay rates between the two normal modes is produced for
small deviations from the resonant case.
A dynamical description of the system weakly interacting with the
environment reveals the central influence of the effective couplings
in the relaxation time scales of the different normal modes. By using
the general Born and Markov approximations as well as an initial
product state we may easily obtain a Markovian master equation for
the reduced density matrix of the open system in the normal modes
basis (see Sec. 2.4). The resulting equation is not of the Lindblad form,
thus complete positivity (CP) is not guaranteed [463]. This issue can
be solved in two different ways, either considering a rotating wave
approximation (RWA)
xˆixˆj → aˆiaˆ†j + aˆ†iaˆj, (5.38)
in the interaction Hamiltonian (5.4), or performing a strong-type RWA
in the non-Lindbladian master equation by eliminating oscillatory
terms of the form exp(±i(Ωi ±Ωj)t) that appear in the interaction
picture. The latter is the one we will pursue. The advantages of this
method not only reside in obtaining a master equation in Lindblad
form (thus CP), but also in that dynamical evolution can be solved
analytically. However, an exhaustive analysis in the case of two har-
monic oscillators shows a very well agreement between results using
the original non-Lindbladian master equation and the strong RWA
here used (see App. B.2). The Markovian master equation for the evo-
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lution of the reduced density matrix for a common bath in the strong
RWA is then
dρ(t)
dt
= −
i
 h
[HˆS, ρ(t)]
−
1
4 h2
3∑
n=1
iΓn
(
[Qˆn, {Pˆn, ρ(t)}] − [Pˆn, {Qˆn, ρ(t)}]
)
+Dn
(
[Qˆn, [Qˆn, ρ(t)]] −
1
Ω2n
[Pˆn, [Pˆn, ρ(t)]]
)
. (5.39)
Here Γn and Dn are constant coefficients (by virtue of the Markov
approximation) accounting for the damping and diffusion effects re-
spectively. Note that under this approximation, each normal mode
is dissipating separately to the bath, i.e. they have independent de-
cay rates. The bath has been considered to be in thermal equilibrium
at temperature T , and to be composed by a continuum of frequencies
characterized by a spectral density J(Ω) ≡∑α δ(Ω− Ω˜α)λ2α/Ω˜α. For
simplicity it has been considered to be Ohmic with a sharp cutoff
J(Ω) = 2γ0pi Ω Θ(Λ−Ω), where Θ(x) is the Heaviside step function, Λ
is the largest frequency present in the environment (cutoff frequency)
and γ0 is a constant quantifying the strength of system-environment
interaction (thus in the weak-coupling limit we have always γ0  Ωi
∀i = 1, 2, 3). This assumptions leads to the following definitions of the
master equation coefficients
Γn = κ
2
n
 hpi
2
J(Ωn)
Ωn
=  hγ0 κ
2
n, (5.40)
Dn = κ
2
n
 hpi
2 h
J(Ωn) coth
(
 hΩn
2kBT
)
=  hγ0 κ
2
nΩn coth
(
 hΩn
2kBT
)
,
where we also assume Ωi < Λ ∀i = 1, 2, 3. The equations govern-
ing the second-order moments of the normal modes from the master
equation (5.39) are reported in App. C.2.
In this context, the ratio between the two smallest decay rates, de-
fined as
R ≡ Γ0
Γ1
=
κ20
κ21
, (5.41)
provides important information about the dynamics of the system.
This is in fact one of the central figures (but not the only one) in
order to predict the robustness of correlations between oscillators or
the emergence of synchronization as we will see in the following. In
presence of disparate decay rates (R << 1), a large time interval ap-
pears between thermalization of the two modes with largest damping
coefficients (strongly-damped modes) and thermalization of the mode
with the smallest one (weakly-damped mode). This produces the emer-
gence, after a transient, of a long interval in which the weakly-damped
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Figure 38: Map of R in Eq. (5.41) for λ = 0.4ω22 as a function of the open
chain frequencies. Dashed and dashed-dotted lines represent the
non-dissipative parameters manifolds of Figs. 34(a) and 34(c), re-
spectively. The right panel is a zoom of the vicinities of the two-
mode NS cross point in the left panel.
mode is effectively the only one present in the dynamics, hence pro-
ducing the synchronization between pairs of oscillators linked by this
normal mode, and the slow decay of quantum discord between these
pairs. On the other hand, when the decay rates are similar (R ∼ 1), the
different modes are present for all times inhibiting synchronization,
and the survival of correlations associated to one of the modes for
long times is lost. These phenomena will be next exemplified in the
scenario of an open chain with equal couplings (λ12 = λ23 ≡ λ).
In Figure 38 we represent R showing broad regions in which a
weakly-damped mode exists (white regions) near the NSs manifolds
corresponding to the configurations in Fig. 34(a) (dashed line), 34(c)
(dashed-dotted hyperbola) and 34(e) (the crossing point). Out of these
regions, there is no separation of scales for the decay rates (blue re-
gions), and all rates become progressively similar. We point out that
the blue region wrapping the diagonal in Fig. 38, acts as boundary
for the two white ones, since a different mode (with radically differ-
ent shape) is weakly-damped in each white region. The coupling λ is
related to the position of the dashed-dotted hyperbola by Eq. (5.25)
and the width of white regions, making them broader as λ increases,
and tighter when it decreases.
5.4.1 Quantum correlations
Even if out of the NS conditions entanglement suffers a sudden death,
other indicators such as quantum discord can remain robust in re-
gions with disparate decay rates (R << 1) (as in the case of two
detuned oscillators in chapter 4). By using an adapted measure of
discord for Gaussian bipartite states [6, 214] (see Sec. 1.4.3 in chapter
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Figure 39: Time evolution of discord between pairs of oscillators for the
three pairs in the open chain (see legend) in two different regions
of Fig. 38. We set λ = 0.4ω22,ω3 = 1.6ω2 and changeω1. (a) Near
the dashed-dotted hyperbola (ω1 = 1.1ω2) and (b) far away from
it (ω1 = 1.9ω2). The exact time evolutions are shown in grey
while the thick color lines represent the filtered ones (Gaussian
filter). Bath parameters for the simulations are T = 10k−1B  hω2,
γ0 = 0.07ω22 and cutoff frequency Λ = 50ω2.
1), we observe the existence of a plateau in the dynamical evolution
of discord between single pairs of oscillators, which are linked by
a weakly-damped normal mode. More precisely, in the white region of
Fig. 38, close to the dashed-dotted hyperbola, the weakly-damped mode
links the three natural oscillators, producing a plateau in the evolution
of discord for all pairs. Moving to the tighter white region, close to
the dashed diagonal line, the weakly-damped mode only involves the
external oscillators pair of the open chain, leading to a slowly decay-
ing discord only for this pair of oscillators. On the contrary, in blue
regions, no plateau is observed for discord, reaching in shorter times
the value corresponding to the thermal equilibrium state for each pair
of oscillators 2.
Figure 39 shows time evolution of discord in logarithmic scale for
the three pairs of oscillators (see colors) for a selection of parame-
ters close and far away from the dashed-dotted hyperbola [Fig. 39(a)
and 39(b) respectively]. The initial condition has been taken to be a
2 Notice that quantum discord between pairs of oscillators in a global Gibbs state is
non-zero due to the coupling between them
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Figure 40: Time evolution of discord for a pair of linked oscillators (1, 2) of
the open chain for different bath temperatures (see legend). We
have set λ = 0.4ω22, ω3 = 1.6ω2 and ω1 = 1.1ω2. The rest of
bath parameters has been kept γ0 = 0.07ω22 and Λ = 50ω2.
squeezed separable vacuum state with same squeezing parameters as
in Fig. 37 and will be kept for further simulations. A Gaussian filter
has been employed to eliminate fast oscillations (original quantities
are plotted in gray), in order to make it easier to identify the plateau
characterizing discord robustness, as in chapter 4.
As already seen for asymptotic entanglement, the effect of increas-
ing the bath’s temperature is, in general, a degradation of quantum
effects. It is therefore important to see how robustness of discord is
a feature also present in hotter environments. The main effect when
increasing T is that the final thermal state displays lower correlations,
implying that the amount of discord that can be maintained in a ro-
bust way diminishes. In Figure 40 we show the evolution of discord
for a pair of linked oscillators (1, 2) when T is increased by factors 3
and 6 [the other parameters are as in Fig. 39(a)]. While the plateau is
present for all temperatures and their (negative) slope is very simi-
lar, a lower amount of discord is now generated in the short initial
transient, producing a shift of the curves to lower values (notice that
oscillations are increased by the logarithmic scale of the plot). This
degradation by temperature effects can be avoided by increasing the
squeezing in the initial separable vacuum state, similarly to the case
of entanglement presented in Sec. 5.3.1.
5.4.2 Synchronous thermalization
With respect to the emergence of synchronization for pairs of oscil-
lators when the NS is lost, we have to point out that, when ther-
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Figure 41: Absolute value of the synchronization indicator |C(t,∆t)| for po-
sition variances (〈qˆ2i 〉) for (a) the external pair of oscillators (1, 3),
and (b) a linked pair (1, 2). The synchronization factor is plotted
at time t = min{tmax, Γ−10 } where tmax = 5000ω
−1
2 (the maximum
time used in the simulations) in order to obtain a map in which
oscillations were not yet suppressed. We have used ∆t = 15ω−12
and the same bath parameters as in former figures.
malizing, the system reaches a stationary state where oscillations are
suppressed. We therefore restrict our analysis to a transient (which
becomes longer the more we approach one of the NS conditions)
where oscillations in the first-order and second-order moments are
still present in the dynamics. In this situation synchronization of first-
order and second-order moments can be estimated quantitatively by
using the Pearson indicator C introduced in the previous chapter [Eq.
4.13]. When evolutions are phase or anti-phase synchronized we will
obtain |C| ∼ 1, while for very different dynamics we will obtain a
value of C near to zero.
Figure 41 shows the synchronization indicator C〈q2i 〉,〈q2j 〉 with posi-
tion variances of (a) the external pair of oscillators i, j = 1, 3 and (b)
for i, j = 1, 2 of the open chain with identical couplings and varying
the external oscillators frequencies (in the same range as in Fig. 38).
We see immediately the high resemblance with the R map of Fig. 38
and some interesting differences induced by the shape of the normal
modes. Effectively the external pair of oscillators (1, 3) synchronizes
(C ∼ 1) in all regions where disparate decay rates (R  1) are pre-
dicted since these two oscillators are linked by the weakly-damped nor-
mal mode in these regions [Fig. 41(a)]. As for the internal pair (1, 2),
it does depend on the weakly-damped mode in the vicinities of the
dashed-dotted hyperbola where synchronization is actually found.
On the other hand, near the diagonal the weakly-damped mode approx-
imates to Cδ = (1, 0,−1)/
√
2, excluding the central oscillator from the
induced collective motion. Consistently, the (1, 2) pair [Fig. 41(b)] does
not synchronize for ω1 ∼ ω2 (near the diagonal).
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We finally point out that, as expected, the synchronization frequency
is that of the weakly-damped mode, Ω0, for the first-order moments
(position and momenta), and 2Ω0 for the second-order momenta.
5.5 conclusions
Decoherence in an open quantum system can be avoided or reduced
by tuning the system parameters in a common environment context.
The shape of the interaction Hamiltonian between system and bath
can be used in order to engineer the protection of some degrees of
freedom from the environmental action. In this chapter we solved the
case of three coupled harmonic oscillators in contact with a bosonic
bath in thermal equilibrium, developing the necessary general rela-
tions so as to obtain a NS composed by one or two non-dissipative
normal modes.
Different open and close chain configurations have been explored,
highlighting the richer variety of NS configurations available when
the dissipative system is extended from two to three harmonic os-
cillators. For a symmetric open chain with equal frequencies of the
external pair of oscillators and same coupling, a closed analytical ex-
pression for the asymptotic entanglement between the external pair
(as given by the logarithmic negativity) has been derived observing
the appearance of three different phases depending on temperature
and squeezing of the initial state (sudden death of entanglement, a
infinite series of sudden death events and revivals and asymptotic
robust entanglement). Sudden death of entanglement can be avoided
for arbitrarily high bath temperatures by increasing the squeezing in
the initial state for both cases of one-mode or two-mode NS. Remark-
ably this critical squeezing in order to avoid sudden death depends
logarithmically on temperature. Asymptotic robust entanglement is
also reached for a small region of parameters corresponding to low
temperatures of the bath (T ∼ 0.1kB hω) even in the absence of initial
squeezing. This small island of asymptotic entanglement has been
previously reported in the case of two identical oscillators [426] where
it has been attributed to non-Markovian dynamical effects. From our
analysis it becomes clear that this is not the case, being just produced
by the thermalization in a subspace of the system. On the other hand,
multipartite entanglement in the strong local dissipation regime for
the open chain configuration has been recently explored in Ref. [554].
Other dynamical effects such as the emergence of synchronization
of mean values and variances have been analyzed in different situa-
tions by simply assuming relaxation to a thermal equilibrium state of
the normal modes coupled to the environment. Coherent oscillations
appear when only a surviving normal mode is present in the dynam-
ics, inducing synchronization in the natural oscillators that depend
on it. Interestingly, the parameter manifold leading to NSs include
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several not symmetric configurations: for instance an hyperbolic rela-
tion among frequencies can be satisfied for identical couplings in an
open chain; in this case both asymptotic entanglement and synchro-
nization are predicted even if all the oscillators natural frequencies
are different, a possibility offered by a chain of three oscillators and
absent in the case of two.
Furthermore an analysis of situations in which the NS conditions
are not accomplished at all has been performed. Indeed, important
properties can be present although, when deviating from NS condi-
tions, entanglement does not survive: robust conservation of discord
during a long transient dynamics and the emergence of synchronous
oscillations are found before thermalization. These effects are inter-
preted in relation to disparate decay rates for the normal modes, clar-
ifying and extending our previous results for the case of two dissi-
pative oscillators in chapter 4. As long as there is a weakly-damped
mode surviving among several strongly-damped modes, effects such
as robust discord and synchronization arise among the oscillators fol-
lowing this normal mode. On the other hand, if this separation of
damping time scales for the normal modes does not exists, synchro-
nization is lost and any initial discord quickly decays to its asymptotic
(small) thermal equilibrium value.
Our results for the system of three oscillators in presence of com-
mon dissipation may be implemented with ions in linear Paul traps
by following the proposal in Ref. [507]. Experimental realization of
coupled harmonic oscillators appear in optical [37, 451] and super-
conducting [377, 378] cavities as well as trapped ions [76, 403] or na-
noelectromechanical resonators [156]. Three coupled elements archi-
tectures are also known to allow for isochronous synchronization of
semiconductor lasers with delayed coupling or neuronal models [178].
While in this chapter we have focused in specific cases of three oscil-
lator configurations (in which calculations are greatly simplified) the
strategy provided here is rather general and applies straightforwardly
to other choices of system parameters that produce the decoupling of
one or several normal modes from the environment. The methods
presented here may be extended to more complicated systems such
as disordered harmonic lattices or complex networks. This opens the
possibility of an engineering of the normal modes of complex quan-
tum many-body systems in order to induce noiseless subsystems for
its use e.g. in quantum information or quantum computational tasks.
The case of arbitrary complex networks of dissipative harmonic oscil-
lators is analyzed in chapter 6, where a wide range of possibilities are
shown, including different forms of dissipation taking place across
the system, selective protection against decoherence and dissipation
of clusters of oscillators in the network, or the induction of synchro-
nized states in the whole network to a common frequency by tuning
a single parameter.
6
D I S S I PAT I V E C O M P L E X Q U A N T U M N E T W O R K S
Most of the classical literature about synchronization phenomena in
networks deals with self-sustained phase oscillators in Kuramoto-
type models, or with identical nonlinear oscillators studied through
the master stability formalism [29]. We instead continue focusing on
synchronization during the relaxation dynamics of different linear
oscillators driven out of equilibrium and exploring the key role of
dissipation. A first step to characterize quantum spontaneous syn-
chronization, considering quantum fluctuations and correlations be-
yond the classical limit, has been considered in chapter 4 where syn-
chronization between one pair of damped quantum harmonic oscilla-
tors has been reported. We have already seen that, depending on the
damping, a pair of oscillators with different frequencies can exhibit
synchronous evolution emerging after a transient, as well as robust
(slowly decaying) non-classical correlations [217]. This connection has
been extended in chapter 5, where we showed that synchronization
may occur between three oscillators or in a single pair depending
on the symmetries of the system [371], discussing both transient and
relaxation effects.
In this chapter we extend our analysis to the dynamical properties
of arbitrary networks of quantum harmonic oscillators dissipating
into the environment 1. In particular, we focus in the spontaneous
synchronization phenomena occurring in the network and the possi-
bility of preserving or even generating quantum correlations between
some of its components by engineering of its normal modes. This is
a relevant feature, as long as a first approximation to a great vari-
ety of controllable quantum systems, such as electromagnetic modes
[37, 378, 451], trapped ions [76, 243] or nanoelectromechanical res-
onators [156], is given by a set of coupled quantum harmonic oscil-
lators, susceptible to experience spontaneous synchronization. More-
over, beyond physical systems, there is an increasing awareness that
quantum phenomena might play an important role in terms of effi-
ciency of biological processes [160, 199, 328, 419].
As we pointed in Sec. 2.4, the form in which dissipation occurs in
a spatially extended system has deep consequences. We stress that
the importance of symmetries present in the system-bath coupling
has been recognized in many contexts. In classical systems, this fun-
damental issue was already discussed in the seminal work of Lord
Rayleigh analyzing damping effects on normal modes in vibrating
systems [455]. Indeed, the role of dissipation to reduce detrimental
1 The results presented in this chapter have been published in Ref. [372]
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effects of vibrations is fundamental in many areas of mechanical, civil
and aerospace engineering [7, 56]. On the other hand, in the context
of quantum systems, symmetries in the coupling between qubits and
the environment allow for decoherence-free subspaces [344], entan-
gled states preparation [34, 143] and dissipative quantum computing
[35, 562]. When several dissipative quantum oscillators coupled in a
network are considered dissipation can act globally or locally (in a
node) and, depending on the correlation length in the bath with re-
spect to the size of the system, a variety of surprising phenomena are
observed.
In the following sections, we show that the distribution and form
of losses through the network amounts to synchronous dynamics in
spite of the nodes diversity, witnessing the presence of robust quan-
tum correlations as measured by quantum discord and entanglement
(see Secs. 1.4.1 and 1.4.3). More importantly, we find that synchro-
nization can actually be induced by local tuning of one (even newly
attached) oscillator of a generic (regular or random) network and de-
rive precise conditions for its emergence in both the whole network
or in an arbitrary part of it. Stemming both from the structure of the
system and from the form of system-bath coupling we further show
the possibility to tune the system to configurations in which nodes do
not thermalize and relax into a synchronous and non-classical asymp-
totic state.
The chapter is organized as follows. In Sec. 6.1 we present our ap-
proach for modeling dissipative networks of quantum harmonic oscil-
lators, discussing the characterization of synchronization phenomena
occurring on it. We then consider the possibility of collective synchro-
nization of all the oscillators in the network by tuning one of them
in Sec. 6.2. In Sec. 6.3 we instead characterize the conditions for ob-
taining synchronization only in a cluster of nodes embedded in the
network. Furthermore, we show in Sec. 6.4 how steady entanglement
can be generated between unlinked nodes by properly coupling them
to a network. We finalize in Sec. 6.5 by presenting our general conclu-
sions and discussing the implications of our results. Some further
details can be found in appendix D.
6.1 dissipation mechanisms and synchronization
We consider generic networks of N non-resonant, coupled quantum
harmonic oscillators, given by the Hamiltonian
HˆS =
1
2
(
pTp+ qTHq
)
(6.1)
where qT = (qˆ1, ..., qˆN) is the vector of canonical position opera-
tors and p are momenta, satisfying [qˆj, pˆk] = i hδjk, and Hm,n =
ω2mδmn+λmn(1−δmn) is the matrix containing the topological prop-
erties of the network (frequenciesωm and couplings λmn). The eigen-
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Figure 42: (A) Network of oscillators (represented by the network nodes)
dissipating into separate baths (SB, represented by the gray cir-
cles surrounding the nodes). Links, representing couplings, have
different strengths (lines thickness) and nodes have different nat-
ural frequencies (corresponding to different colors as given in the
color bar). (B) Network of oscillators dissipating into a common
bath (CB). (C) Network of oscillators with dissipation restricted
to one node, local bath (LB).
modes (or normal modes) of the system, Q, result from diagonaliza-
tion of this Hamiltonian through the transformation matrix F, this is,
Q = FTq, which defines the diagonal matrix Ω = FTHF containing
the (squared) normal modes frequencies.
Any realistic model of the network needs to include also environ-
ment effects [197, 490, 577] and different forms of dissipation can be
envisaged for an extended network. For example we may consider
that all units dissipate into separate identical baths (SB), Fig. 42(A),
as early decoherence models of quantum registers [549] or cavity op-
tical modes [197, 577]. Otherwise, we may assume that all the nodes
feel a “similar” dissipation (see Sec. 2.4). This common bath (CB) sce-
nario, Fig. 42(B), is known to create decoherence-free subspaces [344],
noiseless subsystems [309, 566], and asymptotic entanglement [107,
193, 356, 426, 444, 604], as we have analyzed in detail for a system
of three harmonic oscillators in chapter 5. A third, limiting, case of a
local bath (LB) in which a specific oscillator d dissipates much faster
than any other node [Fig. 42(B)] is also considered here.
In a microscopic description with independent oscillators model-
ing the environment, the system-bath interaction Hamiltonian for SB
takes the form Separate baths
interaction
HˆSBI = −γ0
N∑
m=1
qˆmBˆ
(m) , with Bˆ(m) =
∞∑
α=1
λαXˆ
(m)
α , (6.2)
being γ0 the system-bath coupling strength (explicitly shown for the
ease of understanding), Xˆ(m)α the position operators for each environ-
ment oscillator α (representing for instance a vibrational mode, or an
optical one, etc...) of the bath Bˆ(m) in which the network unit (m)
is dissipating. As mentioned before, this situation occurs when the
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coherence length of the environment is smaller than the spatial exten-
sion of the system. In the opposite case, a common bath is seen by all
oscillators, resulting in an interaction HamiltonianCommon bath
interaction
HˆCBI = −γ0
N∑
m=1
qˆmBˆ, (6.3)
and actually involving only the average position (here the center of
mass) of the network, Fig. 42(B). Notice that in the normal modes
basis
HˆCBI = −γ0
∑
m
κmQˆmBˆ , with κm =
∑
n
Fnm. (6.4)
The effective couplings κm are different and determined by characteris-
tics of the network such as topology, coupling strengths, and frequen-
cies, encoded in the diagonalization matrix F. This is in stark contrast
to the case of identical SB (6.2) where all normal modes have equal
effective couplings to the baths. To see this, notice that we can trans-
form the bath operators Xˆ(m)α to a new basis which exactly cancels the
transformation F; these new “oscillators” can be shown to have the
same statistical properties as the others, thus resulting in equivalent
heat baths. Finally, the case of a given node d dissipating much faster
than any other is modeled byLocal bath
interaction
HˆLBI = −γ0qˆdBˆ. (6.5)
This local bath (LB) situation does also lead to non-uniform environ-
ment interaction in some of the normal modes with effective cou-
plings κm:
HˆLBI = −γ0
∑
m
κmQˆmBˆ , with κm = Fdm. (6.6)
One of the key insights of our work comes from noting that the
coupling of real oscillators to the bath (taken here to be equal, γ0) dif-
fers from those of eigenmodes. The latter are found to be γ0κm (with
κCBm =
∑
n Fnm, κ
SB
m = 1 and κLBm = Fdm) meaning that, except the
SB situation, the eigenmodes have different decay rates. Then for CB
and LB only the least dissipative eigenmode will survive to thermal-
ization, thus governing the motion of all oscillators overlapping with
it. It is then useful identifying the less dissipating normal mode with
smallest effective coupling, κσ, and also the next one, κη, such that
|κσ| 6 |κη|.
A standard procedure allows us to obtain the evolution of the re-
duced density matrix for the state of the system, this is, the network
of different oscillators (see Sec. 2.4). After a (post-trace) rotating wave
approximation, the master equations in the weak coupling limit for
separate, common, and local baths are in the Lindblad form, guaran-
tying a well-behaved system dynamics. These equations are obtained
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by generalization of the problem of two and three dissipative coupled
oscillators addressed in chapters 4 and 5. For the purpose of our anal-
ysis it is interesting to consider the master equation in the normal
modes basis
dρ(t)
dt
= −
i
 h
[HˆS, ρ(t)]
−
1
4 h2
∑
n
iΓn
(
[Qˆn, {Pˆn, ρ(t)}] − [Pˆn, {Qˆn, ρ(t)}]
)
+Dn
(
[Qˆn, [Qˆn, ρ(t)]] −
1
Ω2n
[Pˆn, [Pˆn, ρ(t)]]
)
(6.7)
whereΩn are the normal modes frequencies of HˆS. The damping and
diffusion coefficients read
Γn = κ
2
n
 hγ0, Dn = κ2n hγ0Ωn coth
(
 hΩn
2kBT
)
, (6.8)
for an Ohmic bath at temperature T with spectral density J(ω) =
(2γ0/pi)ωΘ(Λ −ω), Θ(x) being the Heaviside step function, Λ 
Ωn ∀n the frequency cutoff, and κn the effective couplings [see Eqs.
(6.4) and (6.6)]. With the appropriate definition of the couplings, this
equation is valid both for common and local bath, while for SB we
have: Γn = γ0 and Dn = γ0Ωn coth(Ωn2T ) i.e. we obtain the same
damping coefficient for all normal modes. The main differences be-
tween our three models of dissipation reside in these expressions for
the master equation coefficients that will produce different friction
terms in the equations of motion, determining collective or individ-
uals behaviors (the complete set of equations of motion is given in
appendix D). We stress that the choice of this master-equation repre-
sentation is not critical for our main conclusions, as in the case of two
oscillators (see App. B.2).
Knowledge of the normal modes of a complex network and of their
dissipation rates (or effective couplings) allows to fully characterize a
large variety of phenomena. Indeed this is a simple but powerful ap-
proach, even if diagonalization of the problem needs to be performed
numerically except in a few (highly symmetric) configurations. By
diagonalizing matrix F and system-bath interaction Hamiltonian we
obtain the conditions to have a dominating mode during a transient.
This mode dissipating most slowly, |κσ| < |κj| ∀j 6= σ, is found either
for CB or LB. Even more important, it is possible to identify normal
modes completely protected against dissipation, which do not ther-
malize. Indeed, a normal mode σ is protected against decoherence if
κσ = 0. For a pair of oscillators interacting with a CB, this condition
is accomplished only in the trivial case of identical frequencies [193,
426] but this is not the case when more than two nodes are considered
[371]. We find that asymptotic synchronized quantum states can then
be observed even in random networks where all nodes have different
natural frequencies.
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Figure 43: First order moments for initial conditions −〈qˆ1〉 = 〈qˆ3〉 = 1.0,
〈qˆ2〉 = 0.0, and vanishing momenta in the case of an open
chain of three oscillators with ω1 = 1.2 ω2, ω3 = 1.8 ω2,
non-vanishing couplings λ12 = λ23 = 0.4 ω22, temperature
T = 10k−1B
 hω2, γ0 = 0.07 ω22, bath cutoff 50 ω2, for SB (A) and
for CB (B). Time is scaled such that  hω2 = 1.
Full characterization of the quantum state evolution of the network
comes from moments of all orders of the oscillator operators qˆj and
pˆj [197]. We start considering the classical limit given by the expecta-
tion values of positions and momenta, in virtue of Ehrenfest theorem
[30]. For SB, average positions (and momenta) are characterized by
irregular oscillations before thermalization [Fig. 43(A)]. On the other
hand, for dissipation in CB and after a transient, regular phase locked
oscillations can arise, as shown in Fig. 43(B). Synchronization between
detuned nodes can be found during a rather long and slow relaxation,
like in the case of just one pair [217] (see chapter 4). Further, the oscil-
lations can remain robust even asymptotically if the condition κσ = 0
is satisfied.
Beyond the classical limit given by average positions and momenta,
let us now consider the full quantum dynamics stemming from the
evolution of higher moments (see details in App. D). At the micro-
scopic level, quantum fluctuations also oscillate in time (even for ini-
tial vacuum states for which first order moments vanish at any time).
This collective periodic motion is associated to a slow energy decay
and witnesses the presence of robust quantum correlations against
decoherence [490]. Our approach points to a wide range of appealing
possibilities in quantum networks. In the following we show how a
whole random network (or a part of it) can be brought to a synchro-
nized state retaining quantum correlations via local tuning of just one
of the nodes, or how two external oscillators can be linked to a ran-
dom network leading to their entanglement and locked oscillations.
Synchronization between two time series f(t) and g(t) can be char-
acterized by using the Pearson indicator Cf,g already employed in
chapters 4 and 5 [c.f. Eq. (4.13)]. For “similar” and in-phase (anti-
phase) evolutions C ∼ 1 (−1), while it tends to vanish otherwise. As
a figure of merit for global synchronization in the whole network we
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look at the product (neglecting the sign) of this indicator for all pairs
of oscillators in the system. When the time series correspond to posi-
tions second moments we have
S = Πi<j|C〈qˆ2i 〉〈qˆ2j 〉|. (6.9)
This collective synchronization factor S can reach unit value only in
presence of synchronous dynamics between all the pairs of oscillators
in the network.
6.2 collective synchronization by tuning one oscilla-
tor
Let us consider an Erdös-Rényi dissipative network [29] of oscillators
with different node frequencies, links and weights (Fig. 42). In the
Erdös-Rényi random graph model the network is constructed from a
given number of nodes by choosing each of the possible links between
any pair of nodes with a fixed probability [161, 213]. Here we further
choose frequencies and coupling strengths randomly from a suitable
range of values. We focus on the relaxation dynamics of energy and
quantum correlations. The node dynamics is mostly incoherent and
even if initializing the network in a non-classical state, quantum corre-
lations generally disappear due to decoherence [490]. Independently
on the form of the network, for dissipation in SB, all nodes thermalize
on a time scale γ−10 [see Eq. (6.2)]. As anticipated before, this is not
the case in the presence of a dissipation acting not-uniformly within
the network.
6.2.1 Common dissipation bath
In presence of CB, an arbitrary network of N nodes can reach a syn-
chronized state before thermalization if there is a weak effective cou-
pling κσ. As a matter of fact just by tuning one of the node frequen-
cies, ωv, even maintaining fixed the rest of the network frequencies
{ωl 6=v} and its topology (λij couplings) it is possible to decrease the
weakest coupling κσ. One may wonder from the important conse-
quences of this feature, as it means that an extra oscillator of properly
selected frequency {ωl 6=v} (like a synchronizer) can be added to a
random network, even if weakly coupled, and it will lead to a col-
lective synchronization of the whole system at some frequency (Ωσ),
generally different from ωv. Fig. 44 displays the average global syn-
chronization and quantum correlations established in the network.
Synchronization arises after a transient across the whole network by
tuning one of the frequencies ωv to a particular value ω¯v, while it is
not present when moving a few percent away from this value. Equiv-
alently one could have tuned one of the couplings λvv ′ . In the fol-
lowing we consider separately the case in which κσ is significantly
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smaller than the other effective couplings and the case in which it
vanishes.
Conditions for global synchronization follow from small ratio be-
tween the damping rates of the two slowest normal modes of the
network R = κσ/κη → 0. Interestingly, this is a necessary but not
sufficient condition for collective synchronization. This is due to the
fact that the presence of a slowly dissipating normal mode needs to
be accompanied by a significant overlap between this mode (Qˆσ), or
virtual oscillator, and all the real ones (qˆ1, ..., qˆN). An analytical es-
timation of the synchronization time must hence take into account
both the importance (overlap with individual oscillator) and decay of
few normal modes in the system. The contributions of the different
normal modes to the motion of second moments can be schematically
written (for the position) as
〈q2n〉(t) =
Fn0
2
2
e−Γ0tg0(2Ω0t) +
Fn1
2
2
e−Γ1tg1(2Ω1t) (6.10)
+
Fn0Fn1
2
e−
Γ0+Γ1
2 tg01(|Ω0 +Ω1|t, |Ω0 −Ω1|t) + ...
and the damping coefficients Γi are labeled in increasing order 0, 1,
2, ..., N, from the minimum to the maximum (positive) value, while
the gi functions represent oscillating terms whose amplitude are de-
termined by the initial conditions. Assuming that Γ0 >> Γ1, that is
R  1, synchronization is achieved when the contributions other
than the first one can be neglected in this dynamical evolution. By
equating the maximum amplitudes of each normal mode contribu-
tion k = 1, 2, 3, ... to the first one (labeled by 0) we obtain the time for
oscillator j to start oscillating at the less damped frequency Ωσ
t(j) ≡ max
{k6=σ}
2
logFjk − logFjσ
Γk − Γσ
, (6.11)
where maximization is over all normal modes k different from the
slowest one σ. This expression corresponds to the minimum time for
which the network oscillator (j) starts oscillating at the synchroniza-
tion frequency Ω0, the eigenfrequency of the less-damped mode. Col-
lective synchronization time hence corresponds toCollective
synchronization
time tsync = max
{j}
{t(j)}, (6.12)
that is, when even the last oscillator joins the synchronous dynam-
ics dominated by the less damped mode. Then phase-locking in the
evolution of all oscillators, namely in their (all order) moments, can
arise before thermalization, when there is significant separation be-
tween largest time decays Γη, Γσ, and overlap between slowest nor-
mal modes and each system node. Global network synchronization
obtained from the full dynamical evolution and the estimated syn-
chronization time tsync are in good agreement, as seen in Fig. 44(A).
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A B
Figure 44: (A) Time evolution of the collective synchronization factor S, and
(B) quantum correlations quantified by the discord between pairs
of oscillators 〈δ〉 × 103, when varying one node frequency ωv.
Results are shown for a random network (connection probability
p = 0.6) of 10 oscillators. Frequencies of nodes are sampled from
a uniform distribution from 0.9ω0 to 1.2ω0 and couplings from
a Gaussian distribution around −0.1ω20 with standard deviation
0.05ω20. Time units are chosen so that  hω0 = 1. Collective syn-
chronization S and (averaged and filtered) discord δ are obtained
considering all oscillator pairs of the network. Dashed line iden-
tifies the frequency ω¯v for which κσ = 0. Continuous line in (A)
corresponds to the estimated synchronization time tsync.
We now look at the quantumness of the state in presence of collec-
tive synchronization. Generally decoherence is independent of spe-
cific features such as the oscillation frequency in a system [83]. Still,
synchronization is a consequence of a reduced dissipation in some
system mode and indeed witnesses the robustness of quantum corre-
lations, as evident form the average quantum discord between pairs
of oscillators in the network, 〈δ〉, represented in Fig.44(B). For the
same network, the ratio between the two smallest damping rates R,
the collective synchronization S in Eq. (6.9), and average discord be-
tween pairs of oscillators 〈δ〉 at long times (t = 8000/ω0) can be
seen in Fig. 45. After a transient dynamics in which the couplings
in the network create quantum correlations [156], even when starting
from separable states, discord does actually decay to small values for
ωv different from ω¯v (non-synchronized network) while it maintains
large values for the case of a properly tuned node (ωv ∼ ω¯v) for
which synchronization S reaches its maximum.
The case ωv = ω¯v, leading to κσ = 0, needs special attention. After
a transient all the nodes will oscillate at a locked common frequency,
the one of the undamped normal mode Ωσ, which we call a frozen
mode. As before [Eq. (6.11)], the possibility to synchronize the whole
network also requires a second condition, namely that the undamped
mode involves all the network nodes. The case in which the latter
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Figure 45: Collective synchronization S, ratio between the two smallest
damping rates R and mean discord between pair of oscillators
〈δ〉(×102) at long times (8000/ω0) for the same random network
of 10 oscillators and probability connection p = 0.6. The dashed
line indicates the tuning value ων = ω¯ν for which the mode σ
decouples from the bath.
condition applies only to some nodes is discussed below. When both
the conditionsCollective
synchronization
conditions in CB
κσ =
N∑
k=1
Fkσ = 0, and Fkσ 6= 0 ∀k, (6.13)
are met, there is a frozen normal mode linking all oscillators. This
leads to collective synchronization in the whole network and allows
for mutual information and quantum correlations remaining strong
even asymptotically, being orders of magnitude larger than for the
fully thermalized state, when synchronization is not present (Fig.44).
The undamped mode gives actually rise to a decoherence-free dynam-
ics for the whole system of oscillators where quantum correlations
and mutual information survive.
The phenomena above are found for nodes dissipating at equal
rates into a CB, while in the presence of N independent environ-
ments (SB) all oscillators thermalize incoherently, synchronization is
not found, and decoherence times for all oscillators are of the same
order. As a final observation we mention the special case in which the
center of mass of the system is one of the normal modes; then there
will be a large decoherence-free subspace (corresponding to the other
N− 1 modes) but no synchronization will appear for a CB.
6.2.2 Local dissipation bath
Common and separate baths correspond to two extreme situations
in which all oscillators have equivalent interactions with the environ-
ment(s). We now consider the case of a local bath, as a limit case
in which one oscillator is dissipating stronger, Fig.42(C). Here collec-
tive synchronization requires that the frozen normal mode σ must
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not overlap with the dissipative oscillator (labeled by d) while involv-
ing all the other nodes (Fiσ 6= 0 ∀ i 6= d). Then, synchronization of
the whole network (except for the dissipative oscillator) arises. This
occurs when Collective
synchronization
conditions in LBFdσ = 0, with Fdj 6= 0 ∀ j 6= σ, (6.14)
meaning that the undamped mode σ involves a cluster of oscillators
not including the lossy one. We find synchronization and robust quan-
tum effects across the network as for CB, with the difference that for
LB the dissipating node is now excluded.
In Fig. 46(A) we show the ratio R between the two weakest effec-
tive couplings when varying the frequency in one node (ωv, v 6= 1)
comparing the cases of LB and CB. We see that, depending on the
frequency of the tuned node, the necessary condition for synchro-
nization R ∼ 0 can be satisfied in presence of both dissipation mech-
anisms. Still, even for identical networks, the "tuned" node produces
synchronization for different frequencies (ωv) depending on whether
dissipation takes place in a CB or in a LB. We also find that for a
largely detuned oscillator (|ωv −ωj|  0 ∀j), the rest of the network
becomes rather insensitive to its frequency [see the behavior of R at
small and large frequencies in Fig. 46(A)]. This can be expected as for
strong detuning the respective dynamics of the N− 1 network and of
the v oscillator tends to be effectively decoupled, the latter becoming
one of the normal modes. We notice that for LB, in this large detun-
ing limit, there is a normal mode v orthogonal to the dissipating one
(here node d) so that it will not dissipate (κv = 0) leading to a van-
ishing ratio R = κσ/κη. Still, this node will be frozen but there is
no synchronization of a whole cluster, as conditions Fdσ = 0 with
Fdj 6= 0 ∀ j 6= σ are not satisfied.
Fig. 46(B) shows that the measure S indicates synchronization for
ωv = ω¯v when it includes contributions from all nodes excluding
the lossy one, while synchronization is not evidenced when also this
node is taken into account in the calculation of S. Fig. 46(B) also shows
that the time required for emergence of collective synchronization is
larger for local dissipation than for dissipation through the center of
mass (see CB in Fig. 44) by a factor of N, as expected as here we have
one (instead of N) dissipation channels.
6.3 synchronization of clusters and linear motifs
The possibility to synchronize a whole network, in presence of dif-
ferent dissipation mechanisms, just by tuning one local parameter
opens-up the perspective of control that can be explored considering
the dynamical variation of a control-node frequency. In particular we
find similar qualitative results both for random networks and for dis-
ordered lattices consisting of regular networks with inhomogeneous
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Figure 46: (A) Ratio R between the less-damped modes for a random net-
work (connection probability p = 0.6) of 10 nodes coupled to
a common bath (black continuous line) and coupled to a local
bath (color dashed line) when the tuning frequency ωv is var-
ied. (B) Collective synchronization factor S for a local bath when
the dissipative oscillator is included into the factor S (line labeled
“global”) or it is not included (line labeled “not d”). Other param-
eters are γ0 = 0.01ω20, T = 10k
−1
b
 hω0 and Λ = 50ω0. Time units
such that  hω0 = 1.
frequencies and couplings, being the latter largely studied in ultra-
cold atomic gases [483]. Local tuning to collective synchronization is
not only a general feature of different kind of networks but can also
be established in motifs within the network. As we show in the follow-
ing, the system can be tuned to a partial synchronization, involving
some nodes of a network independently of the rest of it. Indeed, even
if the whole system is coupled to a CB, we can identify the condi-
tions for having a synchronized cluster, like the 3-node linear motif
considered in Fig. 47.
The main conditions for emergence of synchronization in a local-
ized cluster of a network can be derived as follows: first consider the
existence of a normal mode Qˆσ that involves only the cluster oscilla-
tors, i.e.
Qˆσ =
∑
k∈CM
Fkσqˆk , Fkσ 6= 0, (6.15)
where the cluster is denoted by the ensemble CM of M oscillators
in the network. We impose that this mode is a normal mode of the
cluster by writing
(Ω2σ −HM)Cσ = 0, (6.16)
where HM is the corresponding Hamiltonian matrix of the cluster
CM, and Cσ is a column vector containing the Fkσ coefficients of Eq.
(6.15).
Now we can calculate (numerically in general and analytically for
some particular situations) the coefficients of Cσ and the frequency
Ωσ in terms of the cluster parameters. This is done straightforwardly
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by using Eqs. (6.16) and the orthonormality condition for CM. In or-
der to have (asymptotically surviving) synchronization for both com-
mon and local baths we have to impose κσ = 0, that yields to a rela-
tion among the cluster coefficients. Then by tuning only one parame-
ter of the cluster we can obtain the desired synchronization. However
note that in the case of a local bath this later condition is nothing but
stating that the oscillator which is locally coupled to the bath cannot
pertain to the cluster ensemble.
Finally we have to check that the normal mode which links the
cluster involves only the cluster oscillators and induces a collective
motion in the cluster (when κσ ∼ 0) different to the rest of the net-
work, that is:
(Ω2σ −H)Cσ = 0, (6.17)
where we complete Cσ with zeros in the positions of oscillators others
than the cluster ones. Note that the last equation is equivalent to Eq.
(6.16) when the next condition is fulfilled:∑
k∈CM
Fkσλkj = 0 , ∀j /∈ CM, (6.18)
that fixes a relation for the couplings between the cluster and any
other oscillator outside. We can point out from the last equation that
the cluster must be coupled to any other oscillator at least by a pair
of coupling terms. This analysis is valid in general even when the
cluster is considered to be the whole network. The only variation in
this case is that we do not have to ensure any more the condition
(6.18) as long as we do not consider anything outside the cluster.
In Fig. 47 we consider the synchronization of a three-oscillator lin-
ear motif, C1, for which analytical expressions can be derived (see the
details in App. D.3). Here two non-directly linked nodes a and b of
the motif are asymptotically synchronized through another one, here
c, and this leads to a common oscillation dynamics along the whole
motif a-c-b. The condition for synchronization of the motif, namely
its dependence on a frozen normal mode with frequency Ωσ, reads
from the above expressions Synchronization of
linear motifs
λac
Ω2σ −ω
2
a
+
λbc
Ω2σ −ω
2
b
= −1. (6.19)
This case is an example of the general result stating that given any
network, a part of it (in our case a linear motif, C1) can be synchro-
nized by tuning one of its components, for instance a frequency or
coupling of the motif. A key point is that this is independent of the
frequencies and links of the rest of the network, provided the motif
is properly embedded in the network. The links between C1 and the
rest of the network should satisfy(
λac
Ω2s −ω
2
a
)
λaj +
(
λbc
Ω2s −ω
2
b
)
λbj + λcj = 0 , ∀j . (6.20)
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Figure 47: (A) Synchronization factors SC and (B) average discord δC × 102
evaluated for linear 3-node motifs (hence the subindex C) in a
random network (connection probability p = 0.6) of 15 oscilla-
tors (shown in C). A tuned non-dissipative motif C1 composed
by the three nodes (a− c− b) is compared with another equiva-
lent non-tuned motif C2 composed by nodes (d− f− e). Frequen-
cies in the network are sampled from a uniform distribution from
ω0 to 1.8ω0, and couplings with a Gaussian distribution around
−0.1ω20 with standard deviation 0.05 ω
2
0. In order to avoid dis-
sipation in the (a− c− b) motif we have set ωc = 1.51 ω0, be-
ing λac = −0.09 ω20 and λbc = −0.11 ω
2
0. Time units such that
 hω0 = 1.
This is equivalent to saying that a synchronized motif with robust
quantum correlations can preserve these features when linked to an
arbitrary network, if some constraints on the reciprocal links are satis-
fied. For instance, each node of the synchronized motif needs to share
with the rest of the network more than one link. In Fig. 47 we compare
the behavior of two linear motifs of a large network, where a first mo-
tif C1 is synchronized, satisfying Eqs. (6.19)-(6.20) while the second
one C2 is not. After a transient a frozen mode tames the dynamics
of C1, which then shows a synchronous evolution and robust corre-
lations. It can also be shown that quantum purity and energy reach
higher values of a stationary non-thermal state (see also chapter 5).
This is compared with the non-synchronized motif C2 whose dynam-
ics quickly relaxes to a thermal state. The case of a three oscillator
chain is an example showing the possibility to tune synchronization
and quantum effects in a motif within the network when the proper
link conditions are satisfied.
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6.4 entangling two oscillators through a network
The same technique discussed in the previous section can be applied
to the case in which we aim to synchronize few, even if not directly
connected, elements of a network. But this does not mean that any set
of nodes can be synchronized asymptotically. In fact, we find that for
a CB we can only synchronize two different and not directly linked
(λab = 0) oscillators if we synchronize also other intermediate linked
elements (like in the linear motif example, Fig. 47) or when these
two oscillators are identical, which is the case that we discuss in the
present section.
We consider the case of two identical oscillators (i.e. withωa = ωb)
prepared in a separable state, with some local squeezing. They are
not directly coupled (λab = 0) but are connected through an arbi-
trary network. In general they will dissipate reaching the thermal
state, but with the proper conditions we find an important result:
because their frequencies are identical it is possible to construct a
frozen normal mode involving only these two nodes, given by Qˆσ =
Faσ qˆa + Fbσ qˆb, with Faσ,Fbσ 6= 0 and this can be obtained, for
instance, by a proper choice of their coupling to the network. In other
words, it is possible to have both oscillators relaxing onto a frozen
mode, so that they will be synchronized and will keep a higher en-
ergy than otherwise. Most importantly, in this case entanglement can
actually be generated between oscillators initially in a separable state
and remains high asymptotically.
In order to entangle the oscillators, their coupling to the rest of the
network needs to fulfill the following condition [similar to Eq. (6.20)]
Entanglement
condition∑
k=a,b
Fkσλkj = 0, (6.21)
which is achieved by proper tuning of coupling strengths of the ac-
tive links (j) with the rest of the network λaj, λbj. As in chapter
5 we quantify entanglement throughout the logarithmic negativity
EN = max(0,− lnν−), with ν− the smallest symplectic eigenvalue
of the partially transposed density matrix [269] (see also Sec. 1.4 in
chapter 1). In Fig. 48(A) and 48(B) we show the evolution of energy
and entanglement of the oscillators a and b when linked to a random
network. As we see in Fig. 48(C) there is not direct link between a
and b (λab = 0) and the whole system dissipates in a common envi-
ronment. The case where the oscillators a and b are coupled to the
network following the prescription (6.21) is compared to another case
in which their links are not properly balanced (we slightly change the
coupling strengths). Both energy and entanglement are shown to be
sensitive to the structure of the reciprocal links and the possibility
to actually bring the added nodes into an entangled state that will
survive asymptotically is guaranteed by Eq. (6.21). The importance of
216 dissipative complex quantum networks
Figure 48: (A) Energy evolution and (B) entanglement (logarithmic negativ-
ity) between two nodes with identical frequencyω0 (we call these
nodes a and b and are plotted in red in the network displayed
in panel (C)). The network is a random one (connection probabil-
ity p = 0.6 of 15 oscillators and same frequency and couplings
distribution as in Fig. 47. We compare the situations in which the
couplings from the red nodes to the rest of the network (they are
directly connected to other nodes called c and d) are properly bal-
anced in order to avoid dissipation (λac = λbc = −0.15ω20 and
λad = λbd = −0.12ω20) with the case when this balance is per-
turbed (λac + 0.04ω20 and λad + 0.04ω
2
0) .The third line in panel
(B) shows the entanglement between other two arbitrary oscilla-
tors in the situation in which a and b are balanced. Time units
such that  hω0 = 1
this result is twofold: in terms of applications it shows that it is pos-
sible to dynamically generate entanglement between two non-linked
nodes embedded in a random network by tuning their connections
to it, and on the other hand it enlarges the scenario for asymptotic
entanglement generation through the environment. It is known that
large entanglement can be generated between far oscillators during a
transient due to a sudden-switch [156] or through parametric driving
[188]. On the other hand, a common environment leads to entangle-
ment between a pair of spins [344] or oscillators [426]. In our case, the
network may be seen as a structured part of the reservoir, whose en-
gineering allows to dynamically produce entanglement between the
otherwise uncoupled oscillators.
6.5 conclusions
Our results on synchronization in dissipative harmonic networks and
its optimization give a flavor of all the possibilities that show up
once the mechanism behind the phenomenon is understood. At dif-
ference from widely considered self-sustained non-linear oscillators,
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here we focused on a linear system showing synchronization after a
transient for dissipation processes introducing inhomogeneous decay
rates among the system normal modes. A synchronous oscillation is
predicted either in a long transient during relaxation to the equilib-
rium state or in a stationary non-thermal state, extending the results
in chapters 4 and 5. We considered the most significant examples
of systems exposed to collective dissipation (CB) and of a node of
the network more strongly exposed to dissipation (LB), displaying
synchronous dynamics. On the other hand, for independent environ-
ments (SB) on different nodes the resulting dynamics remains inco-
herent even when increasing the strength of the reciprocal couplings
in the network.
The presence of synchronization in the whole or a part of the net-
work witnesses the survival of quantum correlations and entangle-
ment between the involved nodes. This connection between a coher-
ent oscillation in the network and its non-classical state is a power-
ful result in the context of complex quantum systems, considering
the abundance of this phenomenon. Indeed, the condition underly-
ing synchronization provides a strategy to protect a system subspace
from decoherence. Our discussion and methodological approach are
general, but we show specific consequences of our analysis, such as
global or partial synchronization in a network through local tuning
in one node (synchronizer) as well as the possibility of connecting
two nodes (not linked between them) to a network and synchronize
and entangle them, even starting from separable states. Even if the
reported results refer to random networks, our analysis applies to
generic ones, also including homogeneous and disordered lattices
and do not require all-to-all connectivity.
In some sense, tuning part of a network so that the rest of it reaches
a synchronous, highly correlated state can be seen as a kind of reser-
voir engineering, where here the tuned part of the network would be
a part of the reservoir. This is to be compared with recent proposals
of dissipative engineering for quantum information, where special
actions are performed to target a desired non-classical state [34, 35,
143, 562]. In the context of quantum communications and consider-
ing recent results on quantum Internet [307, 462], our study can offer
some insight in designing a network with coherent information trans-
port properties. Furthermore, implications of our approach can be ex-
plored in the context of efficient transport in biological systems [160,
419]. An interesting methodological connection is also with transport
through (classical) random networks [305]. On the other hand, our
analysis, when restricted to the classical limit, also gives some insight
about vibrations in an engineering context, providing the conditions
for undamped normal modes and their effect [7, 56, 455]. This is at
the basis of the recent analysis of synchronization in closed systems
reported in Ref. [44].
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The formalism presented above could be applied in principle in
more complex settings such as the production of independently syn-
chronized parts of the system beating at different frequencies, or in
the presence of more complicated dissipation situations (for exam-
ple several local baths of different strengths). Though probably more
difficult to analyze mathematically, the conceptual structure and the
methodology to be followed in such cases is equivalent to that pre-
sented here.
Part III
Q U A N T U M F L U C T U AT I O N T H E O R E M S A N D
E N T R O P Y P R O D U C T I O N

7
F L U C T U AT I O N T H E O R E M S F O R Q U A N T U M M A P S
Part II of the thesis has been devoted to the study of dynamical
properties of dissipative quantum many-body systems, where we em-
ployed open quantum system theory and its related quantum infor-
mation tools in order to predict the emergence of synchronization
phenomena and unveil the behavior of quantum correlations. In the
remaining of the thesis we will turn our view to the nonequilibrium
thermodynamic properties of open quantum systems, using the full
methods introduced in chapters 1 and 2.
In chapter 3 we introduced quantum thermodynamics as an emer-
gent field at the intersection of quantum information theory and
small-scale thermodynamics. There we stated that one of the major
achievements of the latter is the introduction of a thermodynamic de-
scription of single particles subjected to fluctuations in out of equilib-
rium situations. In this context we have seen that one of the main
fruitful tools are a set of universal relations known as fluctuation
theorems (see Sec. 3.2). Some of them have been recently extended
to the quantum realm, such as the Crooks fluctuation theorem, the
Jarzynski equality, or various fluctuation theorems for the exchange
of heat and particles between equilibrium reservoirs at different tem-
peratures and chemical potentials [87, 163]. Along the present Part III
of the thesis, we present and apply a systematic approach for the de-
velopment of quantum fluctuation theorems in open systems, which
allows the reproduction of many previous results in a generalized
framework, while opening new possibilities for the study and under-
standing of genuine quantum effects in thermodynamics.
Most of the fluctuation theorems developed for open quantum sys-
tems are based on Hamiltonian dynamics, which require a micro-
scopic model for the system, the environment and their interaction.
The most common framework assumes a two measurement protocol
(TMP) in which the whole system starting in equilibrium conditions
is measured before and after some relevant process occurs, the envi-
ronment is composed by one of more equilibrium thermal reservoirs,
the interaction between system and environment is fixed and usually
weak, and the driving operates only on the open system [87] (see
Sec. 3.2). Although this kind of framework has produced important
results, it turns out that abandoning one or few of the above assump-
tions in order to obtain generalized results constitutes in general a
complicated problem, which sometimes may lead to alterations in
the results or directly the breaking of the fluctuation theorems [559,
571] (see also Ref. [240]). Furthermore, the inclusion of projective mea-
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surements on the whole thermal reservoir representing the environ-
ment are unpractical. A promising alternative route is the develop-
ment of quantum fluctuation theorems for open system dynamics
described by completely-positive and trace-preserving (CPTP) maps,
as they provide a compact description of physical processes condens-
ing the main effects of the environmental action in a set of few rel-
evant variables. As we have seen in Sec. 2.1, CPTP maps capture a
vast diversity of quantum dynamical evolutions, including arbitrary
open system dynamics such as decoherence, measurement, and ther-
mal relaxation [72, 321, 408, 586]. Consequently, the thermodynamic
analysis of processes described by CPTP maps can be considered as a
major issue in the development of quantum thermodynamics [24, 52,
270, 473, 599].
In this chapter we present a new fluctuation theorem valid for a
broad class of quantum CPTP maps 1. It is based in the concept of
a nonequilibrium potential, an intrinsic fluctuating property of the
map which allows the thermodynamic description at the single tra-
jectory level in most situations of interest. The chapter is organized
as follows. In Sec. 7.1 we review previous work in fluctuation the-
orems in the context of CPTP maps, highlighting the limitations of
previous approaches and the novel features introduced here. Next, in
Sec. 7.2 after a brief review of CPTP maps and the Kraus representa-
tion, we introduce the nonequilibrium potential and the dual-reverse
map, necessary to state the fluctuation theorem. In Sec. 7.3 we prove
the general theorem for single maps and for a series of concatenated
maps. Some applications are discussed in Sec. 7.4. Finally, in Sec. 7.5
we summarize our results and present the main conclusions of the
chapter.
7.1 fluctuation theorems , unital maps and beyond
In recent years, there have been several derivations of fluctuations
theorems for specific classes of CPTP maps falling into two broad cat-
egories: detailed fluctuation theorems for quantum trajectories and
fluctuation theorems for thermodynamic variables, such as work and
entropy. Campisi et al. obtained a detailed fluctuation theorem for
a unitary, driven evolution punctuated by unital maps —maps for
which the identity matrix is invariant— [87, 89]. This work was fol-
lowed and extended by Watanabe et al. [572]. Quantum Markov semi-
groups were explored by Crooks using a time-reversed or dual map
[125], which was then applied by Horowitz et al. to nonequilibrium
quantum jump trajectories [270, 273]. An alternative, operator for-
mulation for driven Lindblad master equations was independently
developed by Chetrite and Mallick [106], and its equivalence to the
quantum jump approach was investigated by Liu [354, 355].
1 Most of the results in the chapter have been published in Ref. [374]
7.1 fluctuation theorems , unital maps and beyond 223
Fluctuation theorems for thermodynamic quantities in the TMP —
where the dynamics are described by the specific set of unital (or bis-
tochastic) CPTP maps— have also appeared in some recent works [11,
453] where unitality plays an equivalent role as microreversibility do
in closed evolutions. However, when non-unital CPTP maps are con-
sidered the usual form of the fluctuation theorem is broken by the
appearance of a so-called correction [298]. In such case fluctuation the-
orems in integral from have been derived
〈e−σ〉 = a, (7.1)
where σ is some quantity of interest such as energy change, heat, or
information-theoretic entropy, and a is a process dependent correc-
tion factor [11, 225, 298, 454]. In the following sections we will see
that this correction factor can be abandoned by means of a general-
ized detailed balance relation involving the quantum operations in
which the map can always be decomposed, i.e. by means of its Kraus
operator-sum representation. This allows us to derive a general fluc-
tuation theorem in both detailed and integral forms that includes
and extends many of the previous results. The quantity σ can then be
given a clear interpretation as a trajectory version of the entropy pro-
duction [504] in most setups of physical interest. As a consequence,
our result also clarifies the minimal hypotheses needed to derive a
fluctuation theorem for quantum maps. Furthermore, our theorem is
independent of the physical nature of the process that induces the
CPTP map. This is a relevant feature as it makes the fluctuation theo-
rem general enough to be applied to situations far from equilibrium,
like systems in contact with coherent or squeezed reservoirs [145, 373,
470, 499]. Moreover, such a general result could be useful to analyze
the thermodynamics of quantum processes whose physical details
are not completely known, such as decoherence or quantum collapse.
In order to derive this general fluctuation theorem for CPTP maps,
we introduce the concept of a nonequilibrium potential, which is pro-
portional to the logarithm of the invariant density matrix associated
to the map. This potential is the analogue of the one introduced by
Hatano and Sasa in a classical context [248], and it has been implicitly
used by Sagawa in Ref. [473] for quantum maps as well as Yukawa
[599] and Spohn [524] for continuous-time quantum dynamics. It van-
ishes for unital maps and coincides with the heat flow between the
system and the reservoir in the case of thermalization maps. For clas-
sical systems subjected to nonequilibrium constraints, this potential
allows one to split the entropy production into adiabatic and non-
adiabatic contributions [see Eq. (3.57)], and is also a key ingredient
to characterize the response of a system to external time-dependent
perturbations in the linear regime [446].
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7.2 quantum operations and dual-reverse dynamics
Consider a generic CPTP quantum map ρ → ρ ′ ≡ E(ρ) acting on the
density matrix ρ of a quantum system. As we have seen in Sec. 2.1,
any CPTP map admits a (non-unique) Kraus representation in terms
of a collection of linear operators {Mˆk} as [321]
E(ρ) =
∑
k
Ek(ρ) =
∑
k
MˆkρMˆ
†
k, (7.2)
with
∑
k Mˆ
†
kMˆk = 1 ensuring the trace-preserving property of the
map E. If the Hilbert space of the system has finite dimensionN, there
exists a Kraus representation for any map with at most N2 operators.
However, using more than N2 operators is sometimes necessary for
a complete description of the physical process associated to the map
(as we will see below).
7.2.1 Quantum trajectories and unconditional states
The Kraus representation (7.2) is not just a mathematical way of writ-
ing the map; it also provides a physical picture of the map as a set
of random transformation of pure states. A specific representation
decomposes the map into a number of operations Ek(ρ) = MˆkρMˆ
†
k.
Each operation transforms a pure state |ψ〉 into a new pure state
|ψ′k〉 =
Mˆk |ψ〉
||Mˆk |ψ〉 ||
, (7.3)
with probability pk(|ψ〉) ≡ ||Mˆk |ψ〉 ||2 (
∑
k pk(|ψ〉) = 1). This picture
extends to mixed states of the form ρ =
∑
i pi |ψi〉 〈ψi|, which rep-
resents a classical ensemble of pure states |ψi〉 each sampled with
probability pi (see Sec. (1.1)). Thus, the probability that operation k
occurs is in general given by pk(ρ) = Tr[Ek(ρ)] and the final state
conditioned on this operation is ρ′k = Ek(ρ)/pk(ρ), c.f. Eq. (2.14) in
Sec. 2.1.2. If we know which operation Ek has occurred, then k can
be seen as the outcome of a generalized measurement and ρ′k as the
conditional post-measurement state of the system. If we do not know
which operation took place (or we decide not to incorporate that infor-
mation into our description), then the state after the transformation
is ρ′ = E(ρ) =
∑
k pk(ρ)ρ
′
k, usually referred to as the unconditional
post-measurement state, although the transformation given by the
map ρ ′ = E(ρ) does not necessarily imply any measurement and not
even a specific Kraus representation. This setup defines an efficient
generalized measurement in quantum mechanics (see Sec. 1.3.3), more
restrictive than generalized measurements where the observer has ac-
cess only to a function f(k) of the operation index k, which may not
be one-to-one [586].
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A generic Markovian quantum evolution can hence be described
by a concatenation of maps Er with Kraus operators Mˆ
(r)
k . For the
initial state ρ(0), the unconditional state evolves as
ρ(r) = ErEr−1 . . .E1ρ(0). (7.4)
This density matrix ρ(r) can be interpreted as the average of the
stochastic evolution. If the initial state is pure ρ(0) = |ψ(0)〉〈ψ(0)|,
then a stochastic trajectory γ ≡ (k1,k2, . . . kr) is given by the opera-
tions kr that occurred in the application of map Er and determines
the evolution of the pure state
|ψ(r)〉 = Mˆ(r)kr Mˆ
(r−1)
kr−1
. . . Mˆ
(1)
k1
|ψ(0)〉 . (7.5)
Notice that this is an equivalent way of introducing quantum trajec-
tories based on the sequence of discrete processes generated by the
operations Ek, analogue to one introduced in the derivation of the
stochastic Scrhödinger equation in Sec. 2.5.
7.2.2 Dual-reverse dynamics
Now consider a particular Kraus representation of a map E =
∑
k Ek,
and suppose that the map has a positive-definite invariant state pi
(not necessarily unique), i.e.,
E(pi) = pi. (7.6)
Notice that, as mentioned in Sec. 2.1.1, any CPTP map has always
at least one invariant state (or fixed point), but it is in general not
guaranteed to be positive-definite. For such maps, we introduce an
auxiliary or dual-reverse map E˜ with respect to pi and to a fixed, ar-
bitrary unitary or anti-unitary operator Aˆ. Inspired by Crooks, we
define this dual-reverse map through the equality [125, 273] 2 Dual-reverse map
Tr [Ek2Ek1(pi)] = Tr
[
E˜k1 E˜k2(p˜i)
]
(7.7)
where p˜i ≡ Aˆ pi Aˆ† is the invariant state transformed by Aˆ. Equation
(7.7) states that the probability of observing the outcome k1 followed
by k2 when we apply the map twice to the invariant state pi equals
the probability of observing the reverse outcome —k2 followed by
k1— when the dual-reverse map is applied twice to p˜i. In this way,
the dual-reverse map induces a dynamics in the invariant state that
is the reverse of the original one. Following the derivation introduced
by Crooks in Ref. [125], one can prove that the Kraus operators of the
dual-reverse map are given by
ˆ˜Mk ≡ Aˆ pi 12Mˆ†kpi−
1
2 Aˆ†. (7.8)
2 Notice however that we are changing the nomenclature with respect to Ref. [125],
in which the map E˜k is called the dual or time-reversed map. The reasons for this
change will be specified in the next chapter of this thesis.
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Trace preservation (
∑
k
ˆ˜M†k
ˆ˜Mk = 1) follows immediately from E(pi) =
pi, and one can verify that the dual-reverse map preserves the invari-
ant state E˜(p˜i) = p˜i. Henceforth, following Sec. 2.1, as the dual-reverse
map can be written in Kraus form and it preserves the trace, it is also
completely positive (CP).
The inclusion of the operator Aˆ in the definition of the dual-reverse
map is not mathematically necessary to derive the fluctuation theo-
rem. In fact, Aˆ does not appear in the original definition by Crooks
[125]. However, in some situations an appropriate choice of the opera-
tor Aˆ is needed to find a dual-reverse dynamics with a precise physi-
cal interpretation or that is suitable of being implemented in the labo-
ratory. The customary choice is the time-reversal operator Aˆ = Θˆ that
changes the sign of odd variables, like linear and angular momenta.
The time-reversal operator Θˆ is an anti-linear, anti-unitary operator,
satisfying Θ2 = Θ†Θ = ΘΘ† = 1 [88, 235]. For instance, Θˆ acts on a
spinless particle by complex conjugation of the wave function in the
position representation. The need of Θ in the definition of the dual-
reverse process is clear, for example, if the map is a unitary evolution,
i.e., a map given by a unique Kraus operator Uˆ with Uˆ† = Uˆ−1. In
that case the invariant state is proportional to the identity matrix and
the dual-reverse dynamics reads
ˆ˜U = Θˆ Uˆ† Θˆ†. (7.9)
The dual-reverse map is again a unitary evolution given by the uni-
tary operator ˜ˆU and corresponds to the operational time reversal of
the original unitary evolution given by Uˆ [23] (see Sec. 1.1.4). For
instance, if Uˆ is the evolution of a system under a constant Hamil-
tonian Hˆ, Uˆ = e−iHˆt/ h, and Hˆ is time-reversal invariant, [Hˆ, Θˆ] = 0,
then ˜ˆU = Uˆ, i.e., the dual-reverse map is identical to the original one.
On the other hand, if the Hamiltonian depends on time according to
some protocol, and Uˆ is the evolution between t = 0 and t = τ, then
˜ˆU is the evolution that results when the protocol is reversed (which
is, in general, different from Uˆ†).
The operator Aˆ can also account for other transformations of the
system state that are necessary to exploit dynamical and static sym-
metries. In fact, this freedom has a classical counterpart in fluctuation
theorems that incorporate various symmetry transformations [279,
327, 368].
7.3 fluctuation theorems
7.3.1 Nonequilibrium potential and detailed balance
We now prove a general fluctuation theorem for a large family of
CPTP maps. To begin our introduction of these maps, let us focus on
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an important class of maps that admit the following Kraus represen-
tation
Mˆji = αji |pij〉 〈pii| , (7.10)
in terms of the eigenstates {|pii〉} of the invariant density pi, that is
pi |pii〉 = pii |pii〉. Here the Kraus operators are labelled by two in-
dices (i, j) that identify jumps or transitions between eigenstates of pi,
i.e. |pii〉 → |pij〉, each occurring with probability ||Mˆji |pii〉 ||2 = |αji|2.
These maps are special in that a single application of E destroys any
coherences between eigenstates of pi in the initial state ρ, reducing
the subsequent action of the map to a classical Markov chain on the
eigenstates {|pii〉}. Therefore, the dynamics induced by CPTP maps
of the form (7.10) is essentially classical. On the other hand, quantum
effects arise if the Kraus operators are linear combinations of the tran-
sition operators |pij〉 〈pii|, preserving coherences between eigenstates
of the invariant density matrix.
The family of maps that obey our fluctuation theorem go beyond
the ‘classical’ case outlined above [Eq. (7.10)]. To be precise, we assign
to each eigenstate |pii〉, whose strictly positive eigenvalue is denoted
by pii, a nonequilibrium potential, similar to the one used in the classical
Hatano-Sasa theorem [248], Nonequilibrium
potential
φi ≡ − lnpii. (7.11)
Then the maps that obey our fluctuation theorem are those where
each Kraus operator Mˆk is a superposition of jump operators, all of
them inducing the same change in nonequilibrium potential ∆φk: Kraus operators
condition
Mˆk =
∑
i,j
mkji |pij〉 〈pii| , (7.12)
with mkji = 0 if φj −φi 6= ∆φk. That is, by measuring the operation
Mˆk we know without uncertainty the change in the nonequilibrium
potential, even though that change could have occurred through a
superposition of jumps.
One simple example of this construction is given in the context of
a harmonic oscillator coupled to an equilibrium reservoir of resonant
two-level atoms at temperature T [271] (see also the bosonic colli-
sional model developed in Sec. 2.3.2). In absence of external forces,
the maps governing the harmonic oscillator evolution for an infinites-
imal time-step dt are Gibbs-preserving maps [175], for which the in-
variant state is the equilibrium thermal state pi = exp[−Hˆ/kT ]/Z be-
ing Hˆ =  hωaˆ†aˆ the Hamilton operator of the system. Furthermore, by
measuring the reservoir, we are able to detect jumps in the oscillator
energy ladder as specified by the Kraus operators
Mˆ↓ =
√
dtγ↓aˆ, Mˆ↑ =
√
dtγ↑aˆ†, (7.13)
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with jump rates fulfilling γ↑ = e−
 hω/kTγ↓. The absence of jumps
is associated to the operator Mˆ0 = 1 − dt[iHˆ + 12(γ↓aˆ
†aˆ + γ↑aˆaˆ†)]
(see Sec. 2.5). In this case, following definition (7.11), the nonequilib-
rium potential is the energy of each Hˆ eigenstate divided by kT , and
the changes in the nonequilibrium potential ∆φ0 = 0 and ∆φ↓↑ =
± hω/kT , correspond to the energy transferred to the reservoir as
heat divided by temperature (entropy transferred to the reservoir).
Notice also that the jump operators are not of the ‘classical’ form
(7.10) but (7.12), and in general do not decohere superposition states
in the energy basis, Mˆ↓↑(|n〉+ |m〉) ∝ |n∓ 1〉+ |m∓ 1〉.
Turning to the general case, it is straightforward to check that con-
dition (7.12) is equivalent to
[Mˆk, lnpi] = ∆φkMˆk
[Mˆ†k, lnpi] = −∆φkMˆ
†
k (7.14)
and, consequently [Mˆ†kMˆk, lnpi] = [Mˆ
†
kMˆk,pi] = 0. These commuta-
tion relations are similar to those satisfied by the Lindblad operators
that appear in Davies’ theory of systems weakly coupled to thermal
baths (see Refs. [15, 133, 463, 534] and Sec. 2.2). They indicate that
the pair Mˆk, Mˆ
†
k act as ladder operators, inducing jumps between
the eigenstates |pii〉 of pi with a fixed change ∆φk in the nonequilib-
rium potential φ. Finally, (7.12) ensures that the dual-reverse Kraus
operators obey a generalized detailed balance conditionGeneralized detailed
balance condition
ˆ˜Mk = e∆φk/2 AˆMˆ
†
kAˆ
† (7.15)
that can be obtained by plugging (7.12) into (7.8). One can also prove
that the form (7.12) is the only one for which the dual-reverse oper-
ators ˜ˆMk in Eq. (7.8) are proportional to Aˆ Mˆ
†
k Aˆ
†. Remarkably, for
maps with multiple invariant states the quantities ∆φk do not depend
on the specific invariant state pi chosen to define the nonequilibrium
potential and the dual-reverse dynamics 3. In other words, the set of
values ∆φk associated to the Kraus representation Ek is a property of
the map E.
7.3.2 Fluctuation theorem for a single CPTP map
The basis of our fluctuation theorem is the proportionality between
Kraus operators and their dual-reverse counterpart in Eq. (7.15). This
generalized detailed balance condition connects the probability to ob-
serve a given jump, say k, with the probability to observe the same
jump in the dual-reverse dynamics. Specifically, suppose that we ini-
tially prepare the system in the pure state |ψn〉, and then apply the
map E, registering the occurrence of the operation k. We then per-
form a quantum yes/no measurement of the projector |ϕm〉 〈ϕm|.
3 F. Fagnola, private communication
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The subscripts n and m are added to the initial and final states so
that later on we can consider measurements of arbitrary observables
with eigenstates |ψn〉 and |ϕm〉.
Now, let pm,k|n be the probability that given an initial state |ψn〉
we observe operation k and the final state |ϕm〉, that is, the probability
to observe the jump |ψn〉 → |ϕm〉 under the action of Mˆk. Let also
p˜n,k|m be the probability to observe the inverse jump |ϕ˜m〉 → |ψ˜n〉,
with |ψ˜〉 = Aˆ |ψ〉, under the action of the dual-reverse operator ˆ˜Mk.
Using Eq. (7.15), the ratio of these two conditional probabilities is
pm,k|n
p˜n,k|m
=
| 〈ϕm| Mˆk |ψn〉 |2
| 〈ψ˜n| ˆ˜Mk |ϕ˜m〉 |2
=
| 〈ϕm| Mˆk |ψn〉 |2
| 〈ψn| Aˆ† ˆ˜Mk Aˆ |ϕm〉 |2
=
| 〈ϕm|Mk |ψn〉 |2
| 〈ψn| Mˆ†k |ϕm〉 |2
1
e∆φk
= e−∆φk . (7.16)
Equation (7.16) can be considered as a modified detailed balance rela-
tion for the operation Ek and its dual-reverse E˜k, which remarkably is
independent of the initial and final states. Notice that when the map
is unital, i.e. pi = 1 and hence ∆φk = 0 ∀k, the right-hand side of
above equation equals unity and hence reduces to the one obtained
in Ref. [11], which is independent of the operation Ek.
Suppose now that we prepare the system in the initial mixture
ρi =
∑
n p
i
n |ψn〉 〈ψn| and apply the map E. By measuring the initial
state |ψn〉, the operation Ek and a final state |ϕm〉 we obtain a trajec-
tory (m,k,n) that is observed with a probability pm,k,n = pm,k|npin.
We compare this to a dual-reverse process induced by the map E˜
applied to the initial state ρ˜f =
∑
m p˜
f
m |ϕ˜m〉 〈φ˜m|. The dual-reverse
trajectory (n,k,m) is given as well by the initial state |ϕ˜m〉, the dual-
reverse operation E˜k and the final state |ψ˜n〉, and it is observed with
probability p˜n,k,m = p˜n,k|mp˜fm. The ratio of the probability to observe
a trajectory γ = n,k,m and the probability to observe the reverse tra-
jectory γ˜ = {m,k,n} in the dual-reverse process is then, from (7.16),
Detailed fluctuation
theorem
Σγ ≡ ln pn,k,m
p˜m,k,n
= σn,m −∆φk, (7.17)
where σn,m ≡ − ln p˜fm + lnpin is a boundary term, only depending
on the initial state of the process ρi and the initial state of the dual-
reverse ρ˜f. The quantity Σγ is a measure of how different the original
and the dual-reverse trajectories are. In particular, when the dual-
reverse is the time reversed process (see below), Σγ is a measure of
the irreversibility of the process for a given trajectory. In the following
we will show that it can be identified with an entropy production in
many situations of interest. The remarkable feature of Eq. (7.17) is that
it splits Σn,k,m into two terms, one depending on the initial states of
the process, as in generalized versions of the fluctuation theorem for
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unitary dynamics [473], and the second one depending only on the
operation Ek by virtue of Eq. (7.16).
A (Jarzynski-type) integral fluctuation theorem immediately fol-
lows from Eq. (7.17):Integral fluctuation
theorem 〈
e−Σγ
〉
=
∑
n,k,m
pn,k,me
−Σn,k,m =
∑
n,k,m
p˜m,k,n = 1, (7.18)
where 〈·〉 denotes the average over forward trajectories, pn,k,m. Fi-
nally by Jensen’s inequality 〈ex〉 > e〈x〉, we have the second-law-like
inequalitySecond-law-like
inequality
〈Σγ〉 = 〈σn,m〉− 〈∆φk〉 > 0. (7.19)
Here the boundary term σn,m averaged over forward trajectories
leads to the following entropic quantity
〈σn,m〉 = −
∑
n,k,m
pn,k,m ln p˜fm +
∑
n,k,m
lnpin
= S(E(ρi)) − S(ρi) +D(E(ρi)||Aˆ
†ρ˜fAˆ), (7.20)
where D(ρ||σ) = −S(ρ) − Tr[ρ lnσ] is the quantum relative entropy as
introduced in Sec. 1.1.6. The quantity (7.20) can then be interpreted
as the increase in the entropy of the system state due to the map
action, S(E(ρi)) − S(ρi), plus the relative entropy between E(ρi) and
the (inverted) initial state of the backward process Aˆ†ρ˜fAˆ. On the
other hand, the average nonequilibrium potential change during the
forward process results in
〈∆φk〉 =
∑
n,k,m
pn,k,m∆φk =
∑
k
Tr[Ek(ρi)]∆φk
= Tr[Φˆ(E(ρi) − ρi)] (7.21)
where the non-equilibrium potential operator is defined as Φˆ ≡ − lnpi,
and we used the property [Φˆ, Mˆk] = Mˆk∆φk derived from condition
(7.12). This implies that the average potential change 〈∆φ〉 can be ex-
pressed as the change in the expectation value of the operator Φˆ due
to the map.
Eqs. (7.19) and (7.20) provide a general bound on the changes in
the observable Φˆ induced by the action of the CPTP map E:Nonequilibrium
potential entropic
bound 〈∆φk〉 6 S(E(ρi)) − S(ρi) +D(E(ρi)||Aˆ†ρ˜fAˆ). (7.22)
As the relative entropy is non-negative, the right-hand side of this
inequality minimizes for D(E(ρi)||Aˆ†ρ˜fAˆ) = 0, which corresponds to
choosing the initial state of the backward process as ρ˜f = AˆE(ρi)Aˆ†.
The tighter bound 〈∆φk〉 6 S(E(ρi)) − S(ρi) is hence obtained when
choosing the final measurements of the forward process in the eigen-
basis of E(ρi) and the backward process is initialized by just inverting
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this state using Aˆ. This suggests to interpret 〈∆φk〉 as the entropy
transferred from the environment to the system during the map ac-
tion. In Sec. 7.4 we will see how inequality (7.22) [or equivalently
(7.19)] extends the second law of thermodynamics to many physical
situations of interest, where the nonequilibrium potential changes are
associated to thermodynamic entropy flows.
7.3.3 Fluctuation theorem for concatenated maps
Our fluctuation theorems (7.17) – (7.18) can be easily extended to a
concatenation of CPTP maps, Ω = ERER−1 . . .Er . . .E1, which is the
case of general Markov quantum evolution, unitary evolution punc-
tuated by projective measurements, driven systems in contact with
thermal baths, etc. A trajectory now is given by the initial |ψn〉 and
final states |ϕm〉 and the outcomes kr of all the measurements as-
sociated to the maps r = 1, 2, . . . ,R: γ = {n,k1,k2, . . . ,kR,m}. Each
map Er has a Kraus representation, given by the operators Mˆ
(r)
k , and
an invariant state pi(r) for which the dual-reverse map E˜r and the
nonequilibrium potential φ(r)k are defined as in Eqs. (7.8) and (7.11).
To derive the fluctuation theorem, we reverse the concatenation of
maps. We define the dual-reverse process as Ωˆ = E˜1 . . . E˜r . . . E˜R−1E˜R
(notice that, for R > 1, in general, Ωˆ 6= Ω˜, i.e., the dual-reverse process
does not coincide with the dual-reverse map of Ω). If each map obeys
condition (7.12) [or, equivalently, (7.15)], then we get the following
symmetry relation
p(m,kR, . . . ,k1|n)
p˜(n,k1, . . . ,kR|m)
=
| 〈ϕm| Mˆ(R)kR . . . Mˆ
(1)
k1
|ψn〉 |2
| 〈ψ˜n| ˜ˆM(1)k1 . . .
˜ˆM(R)kR |ϕ˜m〉 |2
= exp
[
−
R∑
r=1
∆φ
(r)
kr
]
. (7.23)
A detailed fluctuation theorem can be now obtained by comparing
the probability of a trajectory γ = {n,k1, . . . ,kR,m} in the forward
process and the probability of the inverse trajectory γ˜ = {m,kR, . . . ,k1,
n} in the dual-reverse process: Detailed fluctuation
theorem for
concatenations
Σγ ≡ ln pγ
p˜γ˜
= σn,m −
R∑
r=1
∆φ
(r)
kr
, (7.24)
with a corresponding integral fluctuation theorem that follows read-
ily, like in Eq. (7.18). Thus, for a concatenation of maps implemented
in sequence, we merely have to sum up the changes in the nonequi-
librium potential along the trajectory. Notice also that we effectively
used a Kraus representation for the map Ω where each Kraus oper-
ator was labeled with the sequence {k1, . . . ,kR}, requiring possibly
many more than the necessary N2 operators.
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A clear interpretation of Σγ arises if we consider the concatenation
of the same map E, acting on the stationary density matrix pi, and the
corresponding dual-reverse process acting on p˜i. In this case pin = pin
and p˜fm = pim, yielding
Σγ = lnpin − lnpim −
R∑
r=1
∆φ
(r)
kr
= 0 (7.25)
for any trajectory γ. This is expected from the (modified) Crooks def-
inition (7.7): the original and the dual-reverse maps acting on pi and
p˜i, respectively, produce a trajectory γ and its reverse γ˜ with identical
probability. Therefore, Σ can be considered as a measure of the distin-
guishability of the original and the dual-reverse process, but also as
a measure of how far the system is from the stationary state. These
two equivalent interpretations are familiar in thermodynamics when
pi is an equilibrium state: the dual-reverse is the operational reverse
process and Σγ is the entropy production which measures both irre-
versibility and departure from equilibrium [300]. In more general sit-
uations, Σγ is the part of the entropy production due to the fact that
the state of the system does not coincide with the stationary state.
This can occur in the transient from a nonsteady initial condition to
the stationary state, or due to a finite-speed driving. In such case,
Σγ is known as the nonadiabatic [165, 166, 556] or excess [105, 248]
entropy production, in contrast to the entropy production needed to
maintain the stationary state, which is often referred to as adiabatic or
house-keeping entropy production [522]. This connection will be clar-
ified in the next chapter, in which we investigate the decomposition
of the total entropy production in a quantum process into adiabatic
and non-adiabatic contributions.
The fluctuation theorem stated in Eq. (7.24) exploits the dynami-
cal symmetries of the process through the dual-reverse map and the
nonequilibrium potential, in the same spirit as the detailed fluctua-
tion theorem for processes connecting nonequilibrium states devel-
oped by Esposito and Van den Broeck [165, 166, 556]. Finally, the
integral theorem (7.18) is the quantum version of the Hatano-Sasa the-
orem [248], extending the Jarzynski equality to nonequilibrium states.
The corresponding second-law-like inequality (7.19) extends to arbi-
trary boundary conditions the quantum Hatano-Sasa inequality for
concatenated CPTP maps proposed by Sagawa [473].
7.4 applications
Despite their simplicity, the above fluctuation theorems include as
special cases many of the known quantum fluctuation relations, ex-
tends previous results to more arbitrary situations, and can be used
to obtain novel relationships. In the section, we explain how these re-
lations come about in our formalism. We first discuss the boundary
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term σn,m and then apply the general theorem to different dynamics.
Here we specify Aˆ = Θˆ, the anti-unitary time-reversal operator.
7.4.1 Boundary terms
There are two common choices for boundary terms:
1. Reversible boundaries setting the initial state of the dual-reverse
equal to the final state of the forward process ρ˜f = AˆρfAˆ†, with
ρf =
∑
m |ϕm〉 〈ϕm| E(ρi) |ϕm〉 〈ϕm| and ρi being an arbitrary
state.
2. Equilibrium boundaries setting the initial state ρi of the forward
process and the initial state ρ˜f of the dual-reverse process as
thermal equilibrium states.
Notice that, by selecting the initial states of the forward and dual-
reverse processes, we are also fixing the basis in which the quantum
measurements are performed, that is, the basis of the first (second)
measurement of the forward (dual-reverse) process corresponds to
the eigenbasis of ρi(AˆρiAˆ†), and the basis of the first (second) mea-
surement of the dual-reverse (forward) to the one of ρ˜f(Aˆ†ρ˜fAˆ).
In the first case, the boundary term Reversible
boundaries
σn,m = − lnpfm + lnp
i
n = s
f
m − s
i
n (7.26)
is the increase of the stochastic or trajectory entropy [271, 273, 397,
473, 504]. Its average over forward trajectories yields the increase of
von Neumann entropy during the forward process, 〈σn,m〉 = S(ρf) −
S(ρi), including the contribution due to the application of the map E
plus the average entropy increase due to the projective measurement
on the open system at the end of the process. This result follows from
Eq. (7.20) by noticing that in this case
D(E(ρi)||Aˆ
†ρ˜fAˆ) = D(E(ρi)||ρf) = S(ρf) − S(E(ρi)). (7.27)
Notice that here the observable being measured at the end of the
process is still arbitrary, a particular choice being an observable com-
muting with the density operator after map action, which implies
ρf = E(ρi) (see Sec. 1.3). This choice is relevant from a theoretical
point of view, but the resulting dual-reverse process is hard to im-
plement in general, except when the system is small enough to be
prepared in an arbitrary state (say, a few qubits or a harmonic oscilla-
tor).
The second choice, equilibrium initial states for the forward and
dual-reverse dynamics, is more interesting from an operational point
of view, since the dual-reverse dynamics can be easily implemented
in the laboratory by equilibrating the system with a thermal reser-
voir and reversing the protocol that drives the Hamiltonian [11, 22,
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36, 88]. Let us suppose that, before applying any quantum map, the
system Hamiltonian is initially fixed Hˆi, whereas after the Hamilto-
nian is Hˆf. We further take the initial state of the forward process
to be equilibrium at inverse temperature β, that is, ρi = eβ(Fi−Hˆi),
where Fi is the corresponding free energy. Similarly, we initialize the
dual-reverse process in the final equilibrium at the same temperature,
ρ˜f = e
β(Ff−Hˆf). ThenEquilibrium
boundaries
σn,m = β(E
f
m − E
i
n − Ff + Fi) ≡ β(∆En,m −∆F), (7.28)
where the {Ei,fl } are the eigenvalues of the initial and final Hamiltoni-
ans, respectively.
7.4.2 Unital work relations
As a first example, we take our quantum map to be unital (or bis-
tochastic [47]), that is, the identity is an invariant state of the map,
E(1) = 1 (although the identity may not be the only one). Any uni-
tary evolution Uˆ is unital, Uˆ1Uˆ† = 1, and its dual-reverse map is the
time-reversal ˆ˜U = ΘˆUˆ†Θˆ†. The depolarizing channel acting on finite
dimensional systems introduced in Sec. 2.1.4 is also a unital map. An-
other example of a unital map is the projective measurement of an ob-
servable but, more generally, any minimally disturbing measurement
is unital [586]. For these maps, the Kraus operators are self-adjoint
Mˆ
†
k = Mˆk, leading to dual-reverse operators
ˆ˜Mk = ΘˆMˆkΘˆ†. Finally,
pure decoherence is also implemented with unital maps that remove
all the off-diagonal elements in a specified basis. For all unital maps
or concatenation of such maps, ∆φk = 0 for all k, and the fluctuation
theorem only consists of the boundary term.
Let us now consider a concatenation of unital maps as describing
a physical process. An important example is a process consisting of
several unitary transformations induced by driven time-dependent
Hamiltonians, punctuated by a number of measurements and/or pure
decoherence processes. In each map, energy can be transferred to the
system. We call the energy input into the system due to the driving
wdriveγ , driving work, and wmeasγ the energy input due to the mea-
surements and/or decoherence processes. Whereas the driving work
wdriveγ has a clear interpretation as the energy supplied by driving, the
origin of the energy input due to measurement is still obscure. This
energy transfer occurs, for instance, in a projective measurement of
an observable that does not commute with the Hamiltonian. In any
case, ∆En,m = wdriveγ +wmeasγ and, if we choose equilibrium initial
states the boundary term σn,m is given by (7.28) andWork fluctuation
theorems for unital
processes Σγ = β(w
drive
γ +w
meas
γ −∆F) = βw
diss
γ . (7.29)
The fluctuation theorem (7.24), therefore, reproduces the work fluctu-
ation theorems for unital processes derived in Refs. [11, 87, 453, 572]
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(see also [85, 134]). Notice that, if we allow the system to relax to
equilibrium after the maps have been applied, then Σγ equals the en-
tropy production along the whole process and Eq. (7.19) reproduces
the second law inequality 〈Σγ〉 = β〈wdissγ 〉 > 0 [291]. We stress that
this result is valid for any concatenation of unital maps. On the other
hand, if we choose the initial state of the dual-reverse process as the
final state of the original process, Σγ = − ln(pfm/pin) = sfm− sin is just
the change in stochastic entropy. When averaged, the entropy produc-
tion Σ becomes the change in the von Neumann entropy of the system
∆Ssys = 〈Σγ〉 > 0, (7.30)
whose positivity follows from Eq. (7.19). This provides an alternative
thermodynamic proof of the well-known property that unital maps
can only increase the von Neumann entropy [72].
7.4.3 Thermalization and heat
Another interesting example is a generic thermalization map [125] at
inverse temperature β = 1/(kBT) (or Gibbs-preserving map [175]),
that is, a map whose invariant state is the equilibrium density ma-
trix pi = eβ(F−Hˆ), where Hˆ =
∑
j Ej |ej〉 〈ej| is the Hamiltonian of the
system and F its free energy at temperature T . Thus, the nonequilib-
rium potential is related to the energy as φj = − lnpij = β(F− Ej).
To verify our fluctuation theorem, each Kraus operator Mˆk must
promote transitions between energy eigenstates involving a given
change of energy ∆Ek, that is, Mˆk =
∑
jim
k
ji |ej〉 〈ei|, where the sum
runs over pairs of energy eigenstates with the same energy differ-
ence ∆Ek = Ej − Ei. Now, since the energy is supplied by a ther-
mal reservoir, we can identify these energy exchanges as heat flow-
ing from the reservoir, qk = ∆Ek, and the change in nonequilibrium
potential is hence ∆φk = βqk . The dual-reverse Kraus operators
˜ˆMk ∝ Mˆ†k =
∑
jim
k
ji |ei〉 〈ej| (for a time-reversal invariant Hˆ) in-
duce the reverse transitions accompanied by the reverse flow of heat
q˜k = −qk, and thus can be identified with a Kraus operator in the
original map.
One simple example of a Gibbs-preserving map acting on a single
qubit system with basis {|g〉 , |e〉} and Hamilton operator Hˆ = E |e〉 〈e|
236 fluctuation theorems for quantum maps
is the generalized amplitude damping channel, for which a Kraus repre-
sentation was given in Eq. (2.22) of Sec. 2.1.4
Mˆ0 =
√
p
(
1 0
0
√
1− λ
)
, Mˆ1 =
√
p
(
0
√
λ
0 0
)
,
(7.31)
Mˆ2 =
√
1− p
( √
1− λ 0
0 1
)
, Mˆ3 =
√
1− p
(
0 0√
λ 0
)
,
with p ≡ nth+12nth+1 and λ ≡ 1 − e−t/τR , nth = 1/(eβE − 1) being the
mean number of excitations in a thermal bosonic reservoir, and τR =
1/γ0(2nth + 1) a characteristic relaxation time scale (see Sec. 2.1.4).
Here the operators Mˆ0 and Mˆ2 corresponding to continuous monitor-
ing processes and inducing decoherence in the energy basis produce a
null change in the nonequilibrium potential, ∆φ0 = ∆φ2 = 0. On the
other hand, operators Mˆ1 and Mˆ3 correspond to jumps induced by
the exchange of an energy quantum Ewith the environment: from the
excited to the ground state, ∆φ1 = −βE, and from the ground to the
excited state, ∆φ3 = βE. From Eq. (7.8) and the fact that ΘˆHˆΘˆ† = Hˆ,
we have that the Kraus operators for the dual-reverse map are
˜ˆM0 =
√
p
(
1 0
0
√
1− λ
)
, ˜ˆM1 =
√
1− p
(
0 0√
λ 0
)
,
˜ˆM2 =
√
1− p
( √
1− λ 0
0 1
)
, ˜ˆM3 =
√
p
(
0
√
λ
0 0
)
, (7.32)
which correspond to the time-reversed process in which jumps up are
transformed into jumps down and vice-versa. This simple example
shows how our theorem is able to link the physical picture provided
by the Kraus representation (7.31) with thermodynamics. Taking t
τR (λ 1) the generalized amplitude damping channel describes the
action of the environment during a a small time interval, which can
be used to model more general coarse-grained evolutions through the
concatenation of different maps.
Consider now a thermodynamic process formed by a concatenation
of thermalization steps induced by N distinct thermal reservoirs with
inverse temperatures {βi}Ni=1 interspersed by unital transformations
(unitary drivings, measurements or decoherence). For this setup, the
nonequilibrium potential changes during each step of the evolution
is either ∆φ(i)k = βiq
(i)
k or ∆φk = 0. If we choose the initial state of
the dual-reverse process as the final state of the original process [c.f.
Eq. (7.26)], we arrive atTotal entropy
production for
Gibbs-preserving
maps Σγ = s
f
m − s
i
n −
N∑
i=1
βiq
(i)
γ , (7.33)
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with q(i)γ the total heat flow from the i-th reservoir during the whole
trajectory γ. In this case, Eq. (7.24) gives a fluctuation theorem for the
total irreversible entropy production in the process [137, 504], and Eq.
(7.19) results in
〈Σγ〉 = ∆Ssys −
N∑
i=1
βi 〈q(i)γ 〉 > 0, (7.34)
corresponding to the generalization of the Clausius inequality to many
thermal reservoirs, and nonequilibrium initial and final states.
On the other hand, the equilibrium boundary terms are interesting
when restricted to one thermal reservoir, leading to Work fluctuation
theorems for
Gibbs-preserving
maps
Σγ = β(∆En,m −∆F− qγ) = β(wγ −∆F), (7.35)
where we have used the energy balance ∆En,m = wγ − qγ. Again,
Σ equals the entropy production along the whole process consisting
of the map concatenation followed by a thermal relaxation. The de-
tailed and integral fluctuation theorems following from the identifica-
tion (7.35) are, respectively, the quantum Tasaki-Crooks and Jarzynski
fluctuation theorems for thermal maps punctuated by unital maps.
As a final corollary, we point that the identification of nonequilib-
rium potential changes with the heat transferred from the medium to
the open system provides a general formulation of Landauer’s prin-
ciple, valid for any Gibbs-preserving map E. Recalling that 〈∆φ〉 =
〈q〉 /kT in Eq. (7.22) we immediately obtain Landauer’s principle
for Gibbs-preserving
maps− 〈qγ〉 > kT [S(ρi) − S(E(ρi))] . (7.36)
This equation states that the heat dissipated into a thermal environ-
ment as a consequence of the map, − 〈qγ〉, must be, at least, the reduc-
tion in the system’s entropy (which can be identified with changes in
information processes such as erasure) times kT [45, 329, 456].
7.4.4 Generalized Gibbs-preserving maps
All the results in the previous subsection can be extended to the more
general class of maps preserving generalized Gibbs ensembles [101, 460].
This kind of ensembles are relevant in the study of the emerging
thermalization properties of isolated quantum many-body systems
after a quantum quench [81, 96, 98, 122, 174, 237, 330, 461]. Further-
more they are actually attracting increasing attention in more gen-
eral contexts including the study of work fluctuations in arbitrary
out-of-equilibrium integrable systems [257] or resource theories and
trade-off relations in processes concerning individual quantum sys-
tems [234, 236]. A generalized Gibbs ensemble (GGE) can be defined
by means of entropy maximization for an extensive set of conserved
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quantities (or charges) {Iˆ(α)} and associated Lagrange multipliers {µα}
[234, 293, 460]Generalized Gibbs
ensemble
ρGGE ≡ e
−
∑
α µαIˆ
(α)
Z
= e−
∑
α µαIˆ
(α)−F (7.37)
where Z = Tr[exp(−
∑
α µαIˆ
(α))] is the partition function which can
be alternatively expressed by means of F ≡ − lnZ, an entropic quan-
tity playing an analogous role to the equilibrium free energy for the
canonical ensemble [234]. Notice that the canonical Gibbs ensemble
is indeed recovered by setting the only conserved quantity to be the
energy Iˆ(1) = Hˆ, the corresponding Lagrange multiplier being then
the inverse temperature µ1 = β.
We are interested in maps preserving the GGE, that is pi = ρGGE,
and admitting a Kraus representation fulfilling our condition (7.12).
A straightforward example can be constructed by considering a reset-
like operation of the form
E(ρ) = pρGGE + (1− p)ρ (7.38)
which with probability p substitutes the state of the system by ρGGE,
and with probability 1−p leaves it untouched. For any such map one
can construct a Kraus representation E(ρ) = Mˆ0ρMˆ
†
0 +
∑
ij MˆijρMˆ
†
ij
with
Mˆ0 =
√
1− p 1, Mˆij =
√
p pii |pii〉 〈pij| , (7.39)
which are indeed of the form (7.10).
The nonequilibrium potential operator for the GGE (7.37) now reads
Φˆ =
∑
i
φi |pii〉 〈pii| =
∑
α
µα
(
Iˆ(α)
)
− F. (7.40)
Notice that for the simpler case in which [Iˆ(α), Iˆ(α
′)] = 0 ∀α,α′ we ob-
tain nonequilibrium potential changes associated to each Kraus rep-
resentation ∆φk =
∑
α µα∆I
(α)
k , where ∆I
(α)
k is the exchange in the
charge α with the environment in a jump k between the ρGGE eigen-
states. This is for instance the case of the grand canonical ensem-
ble in which the two charges are the system Hamiltonian Iˆ(1) = Hˆ
and the number of particles Iˆ(2) = Nˆ and their respective Lagrange
multipliers are the inverse temperature µ1 = 1/kBT and the chem-
ical potential divided by temperature µ2 = µ/kBT [236]. In more
general situations with non-commuting charges, ∆φk may not be de-
composed as the previous sum, since the changes ∆I(α)k may not be
well defined between jumps. This second kind of generalized Gibbs
ensembles corresponds e.g. to the case of harmonic oscillators in dis-
placed or squeezed thermal states (see Secs. 1.2.4 and 1.2.5), naturally
emerging as steady states of the dynamics when considering general
reservoir dynamics as in Sec. 2.3.2.
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We can now generalize our previous results by considering a ther-
modynamic process in which the open system follows a sequence
of GGE-preserving steps interspersed by unital transformations (e.g.
sudden quenches, measurements, ...). Assuming the same invariant
state for each step of the dynamical evolution and initial reversible
boundaries, we obtain Entropy production
for GGE-preserving
mapsΣγ = s
f
m − s
i
n −∆φγ = s
f
m − s
i
n −
∑
α
µα∆I
α
γ , (7.41)
where we denoted by ∆φγ and ∆Iαγ the total changes during the
whole sequence γ, and in the last equality we considered commuting
charges. In the later case, as long as the quantities ∆I(α)γ correspond
to the total transfer of quantity I(α) from the environment, we may
immediately identify ∆φα as the entropy produced in the medium.
Equation (7.24) with Eq. (7.41) then provides detailed and integral
fluctuation theorems for the total entropy production in driven open
systems with commuting charges. When the charges do not commute
or when the environment consists of multiple reservoirs, the interpre-
tation of the FT (7.24) may be more involved and depends on the
specific situation (see chapters 8 and 9). In any case, the second-law-
like inequality (7.19) introduces a trade-off relation between currents
valid for the general case Currents trade-off
relation
∆Ssys >
∑
α
µα 〈∆I(α)γ 〉 , (7.42)
which coincides with the inequalities recently derived in Ref. [234].
On the other hand, we may also consider equilibrium boundaries
by replacing the initial and final Gibbs distributions previously em-
ployed by generalized Gibbs ensembles [257]. Consider now a process
as above but for which the arbitrary set of operators {Iˆ(α)} appearing
in Eq. (7.37) vary in time throughout the change of some external
control parameter. Let us denote {Iˆ(α)i } the initial charges when the
protocol is started and {Iˆ(α)f } their final value after the sequence of
generalized Gibbs-preserving and unital maps has been applied. In
this case we assume for simplicity that the set of charges commutes
between each others at all times. We obtain for the boundary term
σn,m =
∑
α
µα
(
I
f(α)
m − I
i(α)
n
)
−∆F, (7.43)
where Ii(α)n and I
f(α)
m are, respectively, the eigenvalues of Iˆ
(α)
i and Iˆ
(α)
f .
Adding the nonequilibrium potential changes associated to jumps de-
tected during the forward process, the entropy production Σ can be
written in the form
Σγ =
∑
α
µαw
I(α)
γ −∆F (7.44)
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where we employed the first-law-like balance for the α-th conserved
quantity:Generalized work for
charge Iˆ(α)
wI
(α)
γ ≡ If(α)m − Ii(α)n −∆Iαγ . (7.45)
Here wI
(α)
γ corresponds to a generalized work notion for the quantity
Iˆ(α), taking into account the changes in the charge induced by exter-
nal driving, in contrast to the changes induced by interaction with the
environment akin to heat, ∆Iαγ (see also Refs. [234, 257]). In this case
Eqs. (7.24) and (7.18) represent generalized versions of the Crooks
theorem and Jarzynski equality for open quantum systems in a GGE
preserving environment and driven arbitrary far from equilibrium.
They will be of crucial relevance to describe irreversibility and work
in quenched many-body systems with a set of conserved quantities,
extending previous results for isolated driven systems [257] to the
open configuration. This extension is of great importance because in
typical configurations only (open) subsystems reach a GGE as steady
state, while the state of the global system remains pure at all times.
Our formalism allows the thermodynamic description of interacting
subsystems while subjected to unital measurements or further driv-
ing protocols. Finally Eq. (7.22) gives us a bound governing the trade-
off between the different conserved quantities. In particular for the
case in which energy is one of the conserved charges
β 〈wγ〉 > ∆F−
∑
α
µα 〈wI(α)γ 〉 , (7.46)
which predicts work extraction by means of externally fueling the
open system with other charges [551] (see also [32]).
7.4.5 Lindblad master equations
Another illustration of our results are the Lindblad master equations
that model the Markovian dynamic evolution of open quantum sys-
tems (see Sec. 2.2). As introduced in Sec. 2.2.1, a master equation in
Lindblad form for the evolution of a quantum system in some suit-
able interaction picture can be specified by an Hermitian (Hamiltonian-
like) operator Hˆ, and a collection of Lindblad operators {Lˆk}Kk=1:
dρt
dt
= −i[Hˆ, ρt] +
∑
k
D[Lˆk]ρt ≡ Lρt, (7.47)
where the super-operator D is defined as
D[Lˆ]ρ ≡ LˆρLˆ† − 1
2
(
Lˆ†Lˆρ+ ρLˆ†Lˆ
)
. (7.48)
To make contact with our fluctuation theorem, we must introduce a
master equation unraveling introducing a trajectory description of the
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dynamics as in Sec. 2.5. The solution to Eq. (7.47) can be obtained
by concatenating a sequence of maps together that evolve the system
forward in small time steps dt:
E(ρt) = (1+Ldt)ρt = Mˆ0ρtMˆ
†
0 +
K∑
k=1
MˆkρtMˆ
†
k, (7.49)
with Kraus operators
Mˆ0 = 1−
(
iHˆ+
1
2
∑
k
Lˆ
†
kLˆk
)
dt (7.50)
Mˆk = Lˆk
√
dt, 1 6 k 6 K. (7.51)
This map has at least one invariant state pi [463], obeying Lpi = 0.
To satisfy our fluctuation theorem, the Kraus operators {Mˆk} must
be of the form (7.12) and verify the generalized detailed balance re-
lations (7.15). Enforcing these conditions on {Mˆk}k>1 immediately
leads to a restriction on the Lindblad operators similar to (7.12). That
is, each Lindblad operator must induce jumps between invariant-state
eigenstates, Lˆk =
∑
jim
k
ji |pij〉 〈pii|, where mkji = 0 for all i, j such that
Φj−Φi 6= ∆Φk. In this case, the generalized detailed balance relation
(7.15) holds:
˜ˆLk = e∆φk/2 Θˆ Lˆ
†
k Θˆ
†, k > 1. (7.52)
As for the Kraus operators, if the Lindblad operator Lˆk induces jumps
where the nonequilibrium potential change equals ∆φk, then they
obey commutation relations similar to (7.14):
[Lˆk, Φˆ] = −∆φkLˆk, [Lˆ
†
k, Φˆ] = ∆φkLˆ
†
k, (7.53)
with Φˆ = − lnpi, and [Lˆ†kLˆk, Φˆ] = [Lˆ
†
kLˆk,pi] = 0.
Let us verify now whether Mˆ0 also satisfies our conditions. The
dual-reverse operator (7.8) reads:
˜ˆM0 = Θˆpi
1
2
[
1−
(
− iHˆ+
1
2
∑
k
Lˆ
†
kLˆk
)
dt
]
pi−
1
2 Θˆ† (7.54)
Since [Lˆ†kLˆk,pi] = 0, for our generalized detailed balance condition to
hold, that is ˜ˆM0 ∝ ΘˆMˆ†0Θˆ†, we must assume that [Hˆ,pi] = 0, forc-
ing the invariant state to be diagonal in eigenbasis of the Hermitian
operator Hˆ. If Hˆ is the Hamilton operator of the open system, an im-
mediate consequence of this observation is that ∆φk must correspond
to jumps in the energy. Notice however that in many situations Hˆ = 1,
as Eq. (7.47) may be written in interaction picture with respect to the
system and environment Hamiltonians. In those situations we will
obtain no restrictions in the basis of the jumps. In any case we have
˜ˆM0 = Θ
[
1−
(
− iHˆ+
1
2
∑
k
Lˆ
†
kLˆk
)
dt
]
Θˆ† = ΘˆMˆ†0Θˆ
† (7.55)
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Thus, Mˆ0 satisfies our generalized detailed balance relations with
∆φ0 = 0, as one would expect for a Kraus operator that does not
induce transitions.
Consider now the following process. We run the Lindbladian evo-
lution for an interval of time [0, τ], and measure some observables at
time t = 0 and t = τ. In this scenario, a trajectory γ = {n,k1,k2, . . . ,
kN,m} is given by the initial and final measurement outcomes, n and
m respectively, and a set of jumps kl occurring at times tl. Notice that
the stochastic trajectory, as defined in the previous sections, should
contain a big number of instances kr = 0, i.e., corresponding to opera-
tion Mˆ0, between jumps. However, these operations do not contribute
to Σγ and we can omit them from the discussion. In this case,Quantum
Hatano-Sasa
theorems Σγ = σn,m −
∑
l
∆φkl . (7.56)
With the entropic boundary conditions (7.26), we arrive at the quan-
tum generalization of the Hatano-Sasa theorem [248] for the nonadia-
batic entropy production of Lindblad master equations, as developed
in Ref. [273]. Furthermore, if the final projective measurement on the
open system after the Lindbladian evolution is performed in its eigen-
basis, the average over trajectories yields
〈Σγ〉 = ∆Ssys − 〈∆φγ〉 = D(ρi||pi) −D(ρf||pi), (7.57)
where we denoted ∆φγ =
∑
l∆φkl . This result coincides with the
expression first introduced by Spohn for arbitrary quantum dynam-
ical semigroups [524], then extended by Yukawa to driven quantum
Markov processes [599]. The equivalence between our trajectory pic-
ture and the average thermodynamic behavior has been discussed in
Ref. [270].
So far we have been treating the dissipation in the Lindblad master
equation as a whole. When the dissipation can be interpreted as com-
ing from M distinct thermodynamic reservoirs (or Markovian noise
processes), we can employ our formula for the entropy production of
concatenated maps (7.24) to arrive at a complementary formulation of
the thermodynamics of the process. The effect of each of the M reser-
voirs is captured in the dynamics by a separate collection of Lindblad
operators {Lˆk,α}
Kα
k=1, where α = 1, . . . ,M labels the reservoir:
dρt
dt
= −
i
 h
[Hˆ, ρt] +
∑
α
∑
k
D[Lˆk,α]ρt. (7.58)
Similar to (7.49), we can implement the evolution of this equation
over a small time interval dt by a map, except now it is formed by a
concatenation of intermediary maps, E(ρt) = EαM · · ·Eα1E0(ρt), each
arising from the different terms in Eq. (7.58). The first map E0(ρt) =
ρt − (i/ h)[Hˆ, ρt]dt captures the unitary part of the dynamics with
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a single Kraus operator Mˆ0,0 = 1− (i/ h)Hˆdt; the subsequent maps
describe the dissipative reservoirs, whose Kraus operators are
Mˆ0,α = 1−
(1
2
∑
k
Lˆ
†
k,αLˆk,α
)
dt (7.59)
Mˆk,α = Lˆk,α
√
dt, 1 6 k 6 Kα. (7.60)
Notice that the exact sequence of maps Eα is immaterial as they all
commute to first order in dt. Crucially, each reservoir is assumed
to have its own invariant state, Eα(pi(α)) = pi(α) (or equivalently∑
kD[Lˆk,α]pi
(α) = 0), while the invariant state of the map E0 is just
the identity, 1. For example, a thermal reservoir at inverse temper-
ature β(α) would have the equilibrium Boltzmann density matrix
pi(α) = eβ
(α)(F(α)−HˆS) as invariant state, with HˆS the Hamilton op-
erator of the open system. The corresponding Lindblad operators
must then induce jumps in that state, Lˆk,α =
∑
i,jm
k,α
ji |pi
(α)
j 〉〈pi(α)i |,
to satisfy our generalized detailed balance relation (7.16). As a result,
the {Mˆ0,α}Mα=0 immediately satisfy the generalized detailed balance
relations with ∆φ(α) = 0, which remarkably does not require the in-
variant state of the whole Lindblad equation to commute with the
generic Hermitian operator Hˆ.
Now, a trajectory for this setup corresponds to a list γ = {n,k1,k2,
. . . ,kN,m} given by the initial and final measurement outcomes, n
and m, and a set of jumps kl occurring at times tl in the αl reservoir.
Notice that only one jump in one of the M reservoirs can happen in
any given dt, since the probability to observe two jumps is negligible.
The result from (7.24) is then Total entropy
production for
quantum trajectoriesΣγ = σn,m −
∑
l
∆φ
(αl)
kl
. (7.61)
This point of view allows us to treat multiple reservoirs at once, such
as an engine operating between hot and cold thermal reservoirs, each
represented by a different set of Lindblad operators [13]. Using the en-
tropic boundary conditions (7.26), the resulting average entropy pro-
duction has long been known from the works of Spohn and Lebowitz
[525] and Alicki et al. [13], where again our version generically in-
cludes the entropic cost of the final projective measurements on the
open system.
It is remarkable that our fluctuation theorem can yield different re-
sults for Σγ, depending on the resolution of the stochastic trajectory.
For instance, in the case of the system in contact with several thermal
reservoirs, Σγ is given by (7.61) if the trajectory keeps track of the
jumps induced by each reservoir separately. On the other hand, if the
trajectory only gives information about the jumps of the system in
the basis where the stationary density matrix of the entire Lindblad
equation is diagonal, we have (7.56). Consequently, for the same map
one can have both (7.56) and (7.61). The distinction is the same as the
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difference between the fluctuation theorem for the entropy produc-
tion (7.61) and the non-adiabatic entropy production (7.56) [165, 166,
556] as we will clarify in more detail in the next chapter.
We stress that condition (7.53) is fulfilled by almost all known ex-
amples of driven Lindblad equations for systems weakly coupled to
reservoirs. If the Hamiltonian of the open system HˆS (not necessarily
equivalent to the Hermitian operator Hˆ) is constant, the weak cou-
pling limit and rotating wave approximations results in a Lindblad
equation where the operators Lˆω, Lˆ
†
ω are labelled by the Bohr fre-
quencies ω which are transition frequencies between the levels of the
Hamiltonian, i.e, they are of the form ω = ωi −ωj, for some pair of
levels i, j with energies i =  hωi and j =  hωj, respectively (see Sec.
2.2.2 and the examples in Sec. 2.3). These are ladder operators that
lower and raise the energy levels, obeying the commutation relations:
[Lˆω, HˆS] =  hωLˆω, [Lˆ†ω, HˆS] = − hωLˆ
†
ω. (7.62)
Their commutator with the logarithm of the stationary density oper-
ator pi can be written as
〈pii|[Lˆω, lnpi]|pij〉 = 〈pii|Lˆω|pij〉 ln pii
pij
. (7.63)
For (7.53) to be satisfied it is sufficient that the ratio pii/pij = ef(∆ij)
is a function of the energy difference ∆ij = j − i. In that case
[Lˆω, lnpi] = f( hω)Lˆω, (7.64)
and ∆φω = f( hω). In the case of a single thermal reservoir f() =
β, and ∆φω is the entropy flow to the reservoir (heat divided by
temperature) associated to a transition of frequency ω. Furthermore,
the Lindblad operators will come in pairs {Lˆω, Lˆ−ω} such that ˆ˜Lω =
Lˆ−ω ∝ Lˆ†ω, and every jump can be undone. As a result, the dual-
reverse process is equivalent to the original process. This approach
was developed for work fluctuations theorems in Ref. [252] and heat
fluctuations in Ref. [139].
The preceding arguments can be naturally extended to the case
of a time-dependent Hermitian operator Hˆ(t) and time-dependent
Lindblad operators Lˆk(t), yielding an instantaneous stationary state
pi(t) (or states pi(α)(t)) [123, 125]. This is the case when the open sys-
tem Hamiltonian HˆS(t) = HˆS(λt) is driven through the slow (not
necessarily quasi-static) change of a collection of external parameters
λt, the Lindblad operators and the Hermitian operator become pa-
rameterized by the external parameters Lˆk(λt) and Hˆ(λt), and our
generalized detailed balance relation will hold at every time [10, 72,
532]. For fast periodic driving, Floquet theory can be used to derive a
Lindblad master equation [534]. This theory picks out as a preferred
eigenbasis a collection of time-periodic states, or Floquet states, each
with a corresponding quasi-energy or Floquet energy. The collection
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of Lindblad jump operators {Lˆk} then induce transitions between Flo-
quet eigenstates of the periodic Hamiltonian leading again to the gen-
eralized detailed balance relation (7.52) with ∆φk the change in Flo-
quet eigenvalues in the k-th jump, which often corresponds to the
heat exhausted into the environment [126, 534]. Finally, we recall that
our predictions can be used to recover the fluctuation theorems de-
rived for driven Markov dynamics presented in Ref. [273].
7.5 conclusion
In this chapter we have presented a general fluctuation theorem, Eqs.
(7.17) and (7.18), for a large class of CPTP quantum maps and con-
catenations [Eq. (7.24)] that verify the generalized detailed balance
condition in Eq. (7.15). From these relations many of the known quan-
tum fluctuation theorems follow naturally. Included in this family are
classical fluctuation theorems for arbitrary stochastic maps, as such
maps are special cases of CPTP quantum maps where the dynam-
ics remain diagonal in a particular basis. The theorem exploits the
dynamical symmetries of a process and its dual-reverse and can be
interpreted as a (generalized) quantum version of the Hatano-Sasa
theorem [248]. The most important characteristic of our theorem is
that it is fulfilled for general dynamics under simple conditions only
depending on the map, and consequently it can be applied to very
arbitrary situations without caring about the specific characteristics
of the environment. When specialized to maps induced by thermody-
namic reservoirs, our results reproduce known quantum fluctuation
theorems for work and entropy production, extending preceding re-
sults to more general situations such as generalized Gibbs-preserving
maps.
We have extended the notion of the dual-reverse process, first intro-
duced by Crooks [125] as a time-reversal, and clarified its relationship
with the time-reversal process used by Campisi et al. and Watanabe
et al. to derive fluctuation theorems for unitary evolution punctuated
by projective measurements [88, 572]. The relation between those pro-
cesses and the classical dual process used by Esposito and Van den
Broeck to split the entropy production into an adiabatic and nonadi-
abatic contribution [165, 166, 556] will be further clarified in the next
chapter.
Our results also help to understand the peculiarity of unital maps
regarding entropy exchange, a fact already pointed out in Refs. [11,
88, 453, 454, 572]. The nonequilibrium potential associated to those
maps is constant and therefore it does not appear in the fluctuation
theorem. The entropy production Σγ in this case is only given by the
boundary terms, suggesting that unital maps can be induced with-
out any entropy exchange between the system and its surroundings.
Thermalization at infinite temperature is an obvious example, but de-
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coherence or, equivalently, projective and minimally disturbing mea-
surements, are relevant examples of unital maps. In all these cases,
energy exchange between the system and its surroundings can occur,
but this energy exchange does not imply any entropy change in the
environment.
For nonunital maps our work shows how quantum fluctuation the-
orems follow both in detailed and integral versions in very arbitrary
situations. We have seen that, by including the nonequilibrium poten-
tial as a fluctuating quantity, no correction term is necessary, as we
advanced in Sec. 7.1. The resulting quantity fulfilling the fluctuation
theorems, Σγ, can then be given a clear interpretation as an entropy
production in most setups of physical interest, in contrast to σ in Eq.
(7.1) which simply represents a boundary term only depending on
the initial states of the thermodynamic processes [504]. Furthermore,
from our general theorem we obtained a second-law-like inequality,
〈Σγ〉 > 0, establishing a general bound on the average nonequilib-
rium potential changes during the application of a map in terms of
information-theoretic entropies, c.f. Eq. (7.22). The precise meaning
of the entropy production Σ in our theorem depends on the choice of
the Kraus representation, and hence must be clarified specifying the
properties of the environment, which in turn determines the nature
of the nonequilibrium potential changes. In the next chapter we will
further explore the properties of the entropy production in general
quantum processes and establish connections between the framework
developed here for CPTP maps, and a general picture where the en-
vironment appears explicitly in the dynamical description.
8
E N T R O P Y P R O D U C T I O N F L U C T U AT I O N S I N
Q U A N T U M P R O C E S S E S
In the preceding chapter 7, we derived a general fluctuation theorem
(FT) in detailed and integral form valid for a broad class of CPTP
quantum maps, which model a variety of quantum evolutions as we
explained in more detail in chapter 2. In this chapter we clarify and ex-
tend these previous results by considering together the system and its
surroundings. By tracing over the environment degrees of freedom,
we can then recover the quantum map description for the reduced
open system dynamics. Making use of general concepts in quantum
measurement theory as introduced in Sec. 1.3, quantum correlations
(Sec. 1.4), and CPTP maps theory (Sec. 2.1), we will be able to ascribe
a precise meaning to the entropy production using von Neumann
quantum entropy.
Most of the research on quantum FT’s is only valid for equilib-
rium reservoirs with a focus on the energy exchange between the
system and the environment in the form of heat and work [87, 163].
By contrast, classical FT’s have been formulated more generally for
generic Markov processes [165, 248, 504] (see also the review [505])
using the entropy production instead of the heat and work, which
are only meaningful in physical situations where a system exchanges
energy with equilibrium reservoirs. In light of the success of classical
FT’s, it is desirable to obtain complementary FT’s for generic quan-
tum dynamics. They could be of particular relevance, since quantum
mechanics allows for novel and interesting nonequilibrium environ-
ments of finite size [198, 428, 533], as well as coherent [242, 499],
correlated [145], or squeezed [119, 275, 470] thermal reservoirs. Such
environments can induce striking thermodynamic behavior, such as
tighter bounds on Landauer’s principle [225, 456], or be used to con-
struct thermal machines able to outperform Carnot efficiency and
traditional regimes of operation [3, 373, 406].
The task of deriving FT’s for generic quantum dynamics also im-
plies a more detailed characterization of entropy production in generic
nonequilibrium quantum contexts, a problem that has experimented
a growing interest in recent years [136, 137, 168, 169, 173, 182, 273, 335,
373, 374, 473]. Nevertheless, the recent theoretical progress has not
yet resulted in a satisfactory quantum microscopic framework from
which entropy production can be adequately characterized and inter-
preted in general nonequilibrium situations. Our results contribute
to the development of such a general framework by deriving average
and stochastic expressions for the total entropy production in system
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and environment in a two measurement protocol (TMP) scheme. This
setup then allows us to split the entropy production into an adiabatic
and a nonadiabatic contribution both fulfilling independent FT’s, ex-
actly as in classical stochastic thermodynamics [165, 166, 556]. How-
ever, contrary to what happens in classical systems, the split is not
always possible, and specific conditions on the processes are neces-
sary.
We organize the chapter as follows. In section 8.1 we introduce
a thermodynamic process for a generic bipartite system, that mod-
els a system and its environment. We will define in this section the
entropy production along the process and the concomitant reduced
system dynamics. We then develop a FT for this entropy production
in section 8.2 using a time-reversed or backward thermodynamic pro-
cess. In Sec. 8.3, FT’s for the adiabatic and nonadiabatic entropy pro-
duction are derived. Our results are extended to arbitrary quantum
trajectories as given by concatenations of CPTP maps in Sec. 8.4. This
is applied to the specific case of Lindblad Master Equations in 8.5.
Finally, we conclude in section 8.6 with some final remarks.
8.1 quantum operations and entropy production
We start by introducing a generic process for a system interacting
with some ancilla or environment and possibly subjected to an ex-
ternal driving control. The process is based on some initial and final
measurements and a unitary evolution in between, as depicted in Fig.
49. We focus on the dynamics of the global bipartite system (system
plus environment), but also in the reduced dynamics that affects the
system and that can be described as a CPTP map (see Sec. 2.1). For
those dynamics we introduce an entropy production based on the
change of von Neumann entropy in the global system.
8.1.1 The process
Along the chapter we consider an isolated quantum system com-
posed of two parts, system and environment, with Hilbert spaceHS⊗
HE. We will focus our attention on the entropy production along the
generic process depicted in Fig. 49, consisting of initial and final lo-
cal projective measurements that bracket a unitary evolution. Notice
that this corresponds to an extension of the generalized measurement
process introduced in Sec. 1.3.2. The outcomes of the measurements
constitute a quantum trajectory, which plays a crucial role in the for-
mulation of FT’s, as we have seen in chapter 7, and will further em-
phasize in Secs. 8.2 and 8.3.
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Figure 49: Schematic picture of the forward process presented in the main
text. System and environment start from an uncorrelated state
ρS ⊗ ρE. A local measurement of observables with projectors
{Pˆn, Qˆν} is carried out, which does not alter the density matrix
in the average evolution but selects a pure state |ψn〉⊗ |χν〉 at the
trajectory level. System and environment then interact with each
other and some external agent according to the unitary evolution
UˆΛ, ending in an entangled state denoted as ρ′SE. Finally, we re-
peat the measurements with arbitrary projectors {Pˆ∗m, Qˆ∗µ.}. In the
last measurement quantum correlations in state ρ′SE are erased,
while the final state ρ∗SE may still have in general non-zero classi-
cal correlations. The reduced evolution of the system conditioned
to the measurement in the environment are described through
the quantum operation Eµν (shaded green area).
The process begins with the global system in an uncorrelated (prod-
uct) state ρSE = ρS ⊗ ρE, with local states defined by the spectral
decompositions
ρS =
∑
n
pnPˆn, ρE =
∑
ν
qνQˆν, (8.1)
with eigenvalues pn and qν, and Pˆn ≡ |ψn〉 〈ψn|S and Qˆν ≡ |χν〉 〈χν|E
(rank-1) orthogonal projectors onto their respective eigenstates.
Our thermodynamic process begins at t = t0 by performing an
initial projective measurement on the system and environment, using
the eigenprojectors in Eq. (8.1), and obtaining outcomes n and ν. This
measurement projects the system and environment onto pure states
|ψn〉 〈ψn|S and |χν〉 〈χν|E. Notice however that, when averaging over
measurement results, the state of the global system does not change
([Pˆn ⊗ Qˆν, ρSE] = 0).
Subsequently, we drive the compound system during the time in-
terval t = t0 to t0 + τ, building up correlations between the system
and environment. The corresponding unitary operator UˆΛ is gener-
ated by the total Hamiltonian Hˆ(t) = Hˆ(λt), which depends on time
through an external parameter λt that we vary according to a pre-
scribed protocol Λ = {λt : t0 6 t 6 t0 + τ}:
UˆΛ ≡ Tˆ+ exp
(
−
i
 h
∫t0+τ
t0
dt Hˆ(t)
)
, (8.2)
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where Tˆ+ denotes the time ordering operator (see Sec. 1.1). As a result,
the compound system at time t = t0 + τ is described by the new
density matrix
ρ′SE = UˆΛ(ρS ⊗ ρE)Uˆ†Λ. (8.3)
The reduced (or local) states of the system and the environment can
be obtained by partial tracing: ρ ′S = TrE[ρ
′
SE] and ρ
′
E = TrS[ρ
′
SE] (see
Sec. 1.3.2).
To complete the process, a second local projective measurement is
performed at time t = t0 + τ on both the system and environment.
The measurements are characterized by arbitrary orthogonal projec-
tors (for simplicity we assume rank-1 projectors), denoted as {Pˆ∗m}
and {Qˆ∗µ} with outcomesm and µ, corresponding to arbitrary local ob-
servables in system and environment. In this case, the average global
state is disturbed, transforming intoGlobal final state
after measurement
ρ∗SE =
∑
m,µ
(Pˆ∗m ⊗ Qˆ∗µ)ρ′SE(Pˆ∗m ⊗ Qˆ∗µ)
=
∑
m,µ
ρ∗mµ(Pˆ
∗
m ⊗ Qˆ∗µ). (8.4)
Notice that the average state after measurement in Eq. (8.4) is not a
product state: the final local measurements do not eliminate the clas-
sical correlations contained in ρ∗SE [231]. However, the measurement
collapses the local states of the system and environment into pure
states |ψ∗m〉 〈ψ∗m|S ≡ Pˆ∗m and |χ∗µ〉 〈χ∗µ|E ≡ Qˆ∗µ. Thus, the spectral de-
compositions of the reduced states after the final measurement are
Local final states
after measurement
ρ∗S ≡ TrE(ρ∗SE) =
∑
m
p∗mPˆ
∗
m,
ρ∗E ≡ TrS(ρ∗SE) =
∑
µ
q∗µQˆ
∗
µ. (8.5)
where p∗m =
∑
µ ρ
∗
mµ and q∗µ =
∑
m ρ
∗
mµ are the corresponding (clas-
sical) marginal distributions.
8.1.2 Reduced dynamics
The global manipulation described in the preceding section corre-
sponds to a particular reduced dynamics of the system alone, whose
thermodynamic analysis offers a complementary perspective. This re-
duced dynamics is illustrated by the shaded area in Fig. 49, which
can be considered as an effective transformation of the state of the
system, ρS → ρ′S, described by the action of a quantum CPTP map E
that admits a Kraus representation [321]
ρ′S = E(ρS) =
∑
µ,ν
MˆµνρSMˆ
†
µν, (8.6)
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with a set of Kraus operators Mˆµν satisfying∑
µ,ν
Mˆ†µνMˆµν = 1. (8.7)
As discussed in Secs. 2.1.2 and 2.1.3, there exist many Kraus represen-
tations, {Mˆµν}, that reproduce the reduced dynamics on the system.
For our purposes a convenient choice is given by Kraus operators of
the forward process
Mˆµν =
√
qν 〈χ∗µ|E UˆΛ |χν〉E . (8.8)
This specific representation retains the relevant details of the evolu-
tion of the environment, relating unequivocally each Kraus operator
Mˆµν with the transition |χν〉E → |χ∗µ〉E in the environment as a result
of initial and final local projective measurements. This is a key point
in order to describe the thermodynamics of the process at the trajec-
tory level, as we will see shortly. Notice that other Kraus representa-
tions can be linked to the introduction of a local unitary operation UˆE
acting only on the environment just after the interaction with the sys-
tem or, equivalently, to performing the final projective measurement
on the environment in a different basis {UˆEQˆ∗µUˆE}.
Let us finally define the quantum operation:
Eµν(ρS) = Mˆµν ρS Mˆ
†
µν, (8.9)
which describes the conditioned evolution of the system when the
environment starts in the pure state |χν〉E and ends in the state |χ∗µ〉E
after measurement. The above operation can be associated to a condi-
tional state
ρS|µν =
Eµν(ρS)
Pµν
, (8.10)
occurring with probability Pµν = TrS[Eµν(ρS)]. Therefore we have∑
µν PµνρS|µν =
∑
µν Eµν(ρS) = E(ρS) = ρ
′
S, corresponding to a
generalized measurement setup, where the pair (ν,µ) can be consid-
ered as the outcome.
8.1.3 Average entropy production
We have so far introduced two levels of description for an open quan-
tum system: the global dynamics and the reduced dynamics. Each
suggests a different thermodynamics, which we analyze here by study-
ing the variation in the von Neumann entropy S(ρ) (see Sec. 1.1.6)
along our process. It should be noticed that von Neumann entropy
coincides with the thermodynamic entropy for equilibrium states (set-
ting the Boltzmann constant kB = 1). Furthermore for the nonequilib-
rium states analyzed here, there are some situations where it can be
also interpreted as a thermodynamic entropy [423]. However, we will
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refrain from identifying S(ρ) with a thermodynamic entropy in gen-
eral, and refer to it simply as the entropy or the quantum entropy of
state ρ.
Along our thermodynamic process, the quantum entropy of the
global system changes asInclusive entropy
production
∆iSinc ≡ S(ρ∗SE) − S(ρSE) > 0. (8.11)
We will refer to ∆iSinc as the inclusive entropy production to distin-
guish it from the entropy production when the system and the envi-
ronment are separated at the end of the process and the final classical
correlations are lost (see below). The inclusive entropy production
is always non-negative, since the von Neumann entropy cannot de-
crease in every projective measurement (see Sec. 1.3.1) and stays con-
stant along any unitary evolution, i.e., S(ρSE) = S(ρ ′SE) 6 S(ρ∗SE).
Our analysis relies on taking account of the entropy production
associated to the classical and quantum correlations built up between
our system and its surroundings. The quantum mutual information,
as defined in Sec. 1.4.2, assesses the total amount of such correlations.
For any arbitrary bipartite state σSE with reduced states σS and σE,
we will denote the mutual information
I(σSE) ≡ S(σS) + S(σE) − S(σSE) = S(σSE||σS ⊗ σE), (8.12)
which becomes zero for product states σSE = σS ⊗ σE.
Let us denote ∆SS = S(ρ∗S) − S(ρS) and ∆SE = S(ρ
∗
E) − S(ρE) the
local entropy changes in system and environment during the whole
process. Using relative entropies and mutual information, the inclu-
sive entropy production ∆iSinc can be rewritten as
∆iSinc = ∆SS +∆SE − I(ρ
∗
SE) (8.13)
= ∆SmeasS +∆S
meas
E + I(ρ
′
SE) − I(ρ
∗
SE) > 0
where we have used the definition of the quantum mutual infor-
mation in Eq. (8.12), and the fact that the initial state is uncorre-
lated. In the second equality, we introduced the local entropy changes
∆SmeasS ≡ S(ρ∗S) − S(ρ′S) and ∆SmeasE ≡ S(ρ∗E) − S(ρ′E) which allow us
to explicitly show the two main consequences introduced by the local
projective measurements at the end of the protocol in entropic terms.
The first one, captured by the term ∆SmeasS +∆S
meas
E > 0, corresponds
to entropy production due to the disturbance induced by the final
measurement in the local states ρ′S → ρ∗S and ρ′E → ρ∗E. The second
one, I(ρ′SE) − I(ρ
∗
SE) > 0, is the erasure of the quantum correlations
in the state ρ′SE, due to the local character of the measurements [394].
If the final measurement is performed in the eigenbasis of the local
states after interaction, that is [P∗m, ρ′S] = 0 and [Q
∗
µ, ρ′E] = 0, the first
term vanishes and second one reduces to the so-called measurement
induced disturbance introduced by Luo in Ref. [365] as a measure of
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the quantumness of correlations akin to discord [394]. Therefore the
process is completely reversible, i.e. it generates exactly zero entropy
production, if and only if the global state after interaction ρ′SE is clas-
sical in the sense [365]
ρ′SE =
∑
m,µ
ρ′m,µPˆ
′
m ⊗ Qˆ′µ, (8.14)
where we introduced the eigenprojectors {Pˆ′m} and {Qˆ′µ} of the re-
duced states ρ′S =
∑
m,µ ρ
′
m,µPˆ
′
m, and
∑
m,µ ρ
′
m,µQˆ
′
µ respectively.
However, we notice that the tradefoff between local and global dis-
turbances should be examined in more detail in order to obtain mini-
mum (non-zero) entropy production, as given by Eq. (8.13).
Moreover, in most situations the classical correlations remaining af-
ter the final measurement are irreversibly lost, with an entropic cost
equal to the mutual information I(ρ∗SE). This is case if we separate
system and environment after the process and all subsequent manip-
ulations are local 1. The entropy production in those situations is Non-inclusive
entropy production
∆iS ≡ ∆SS +∆SE = ∆SmeasS +∆SmeasE + I(ρ′SE) > 0. (8.15)
We will refer to ∆iS as the non-inclusive entropy production or simply
the entropy production. Notice finally that ∆iS > ∆iSinc > 0, since the
mutual information I(ρ∗SE) is always non-negative.
8.2 backward process and fluctuation theorem
So far we have introduced our thermodynamic process and discussed
possible definitions of the average entropy production in the whole
setup. Our main goal here is to find the corresponding stochastic en-
tropic changes at the level of quantum trajectories and the quantum
FT’s that they satisfy. Most FT’s are based on the ratio of the proba-
bility to find a trajectory in a process with the probability to find the
time-reversal trajectory when the process is run backwards in time
[87, 163]. We, therefore, need to define trajectories and the backward
process associated to the one introduced in the previous section (Fig.
49), which we will call the forward process.
A trajectory γ of the forward process is simply given by the out-
come of the four measurements, i.e., γ = {n,ν,µ,m}. This trajectory
corresponds to the following transition between pure states, Forward transition
|ψn〉S ⊗ |χν〉E → |ψ∗m〉S ⊗ |χ∗µ〉E . (8.16)
Notice that, in virtue of our choice of the Kraus representation for
the reduced dynamics [Eq. (8.8)] a trajectory γ is also a trajectory
of the reduced dynamics, where the pair (ν,µ) now indicates the
1 We also exclude here the possibility of further implementation of feedback protocols
using local measurements and classical communication of the results.
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quantum operation affecting the system instead of the initial and final
states of the environment (which is otherwise hidden in the reduced
dynamics). The probability to observe that trajectory γ is hence
Pγ = pnqνTr[(Pˆ∗m ⊗ Qˆ∗µ)UˆΛ(Pˆn ⊗ Qˆν)Uˆ†Λ]. (8.17)
To introduce the backward process, we make use of the anti-unitary
time-reversal operator in quantum mechanics, Θˆ introduced previ-
ously (see Secs. 1.1 and 7.2). This operator changes the sign of odd
variables under time reversal, like linear and angular momenta or
magnetic field [235]. We will consider the separate time reversal oper-
ators for system, ΘˆS, and environment, ΘˆE, as well as the one for the
total system Θˆ = ΘˆS ⊗ ΘˆE.
The backward process is defined by implementing the control ac-
tions of the forward process in reverse under the action of the time-
reversal operator. Thus, we start with an initial state of the form
ρ˜SE =
∑
m,µ
ρ˜mµ ΘˆSPˆ
∗
mΘˆ
†
S ⊗ ΘˆEQˆ∗µΘˆ†E (8.18)
As in the forward process, the first step at time t = t0 is a local mea-
surement of the family of projectors {ΘˆSPˆ∗mΘˆ
†
S, ΘˆEQˆ
∗
µΘˆ
†
E}. According
to Eq. (8.18), the outcomes m and µ are obtained with probability
ρ˜mµ.
We then let the global system evolve under the Hamiltonian Hˆ(λt)
used in the forward process, but inverting the time-dependent proto-
col to Λ˜ ≡ {λ˜t| t0 6 t 6 t0 + τ}, which follows exactly the inverse
sequence of values for the control parameter with respect to Λ. The
evolution is thus given by the unitary transformation
UˆΛ˜ ≡ T+ exp
(
−
i
 h
∫t0+τ
t0
dt ΘˆHˆ(2t0 + τ− t)Θˆ
†
)
. (8.19)
Following Sec. 1.1.4 (see also [23, 88]), the microreversibility principle
for non-autonomous systems relates forward and backward unitary
evolutions by:
Θˆ†UˆΛ˜Θˆ = Uˆ
†
Λ (8.20)
which is the key property we need for relating probabilities of tra-
jectories γ and γ˜. Finally, at time t = t0 + τ we perform new lo-
cal measurements on the system and environment using projectors
{ΘˆSPˆnΘˆ
†
S, ΘˆEQˆνΘˆ
†
E}. The outcome induces a quantum jumpBackward transition
Θˆ |ψ∗m〉S ⊗ |χ∗µ〉E → Θˆ |ψn〉 ⊗ |χν〉E , (8.21)
and the corresponding backward trajectory γ˜ = {m,µ,ν,n} occurs
with probability
P˜γ˜ = ρ˜mµTr[Θˆ
(
Pˆn ⊗ Qˆν
)
Θˆ†UˆΛ˜Θˆ
(
Pˆ∗m ⊗ Qˆ∗µ
)
Θˆ†Uˆ†
Λ˜
]. (8.22)
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The FT now follows readily by comparing the probabilities (8.17)
and (8.22), using the microreversibility property (8.20) and the cyclic
property of the trace. The result is Detailed fluctuation
theorem
∆isγ ≡ ln Pγ
P˜γ˜
= ln
pnqν
ρ˜m,µ
= σSnm + σ
E
νµ − I˜mµ, (8.23)
with the quantities
σSnm = lnpn − ln p˜m, (8.24)
σEµν = lnqν − ln q˜µ, (8.25)
I˜m,µ = ln ρ˜m,µ − ln p˜mq˜µ. (8.26)
The two first terms, σSnm and σEµν, can be interpreted as local bound-
ary terms depending on the choice of the local states for system and
environment at the beginning of forward and backward processes, in
analogy to the previous chapter (see Sec. 7.4) and to entropy fluctu-
ation theorems for the classical case [504]. In particular, if p˜m = p∗m
and q˜µ = q∗µ, then σSnm = ∆sSnm and σEνµ = ∆sEνµ correspond to
stochastic entropic changes per trajectory in system and environment,
as introduced in Refs. [271, 273, 397, 473, 504]. The third term, I˜m,µ
corresponds to the stochastic version of the mutual information [478]
in the initial state of the backward process, c.f. Eq. (8.18). From the
detailed FT in Eq. (8.23), we immediately have the integral version Integral fluctuation
theorem
〈e−∆isγ〉 =
∑
γ
Pγe
−∆isγ =
∑
γ
P˜γ˜ = 1. (8.27)
Furthermore, concavity of the exponential function (Jensen’s inequal-
ity) implies 〈ex〉 > e〈x〉, yielding the second-law-like inequality Second-law-like
inequality
〈∆isγ〉 = 〈σS〉+ 〈σE〉− 〈I˜〉 > 0. (8.28)
The interpretation of ∆isγ depends on the choice of ρ˜SE, the ini-
tial global state of the backward process. If we set reversible bound-
aries of the form ρ˜SE = Θˆρ∗SEΘˆ
†, then ρ˜mµ = ρ∗mµ, which implies
I˜m,µ = ln ρ∗m,µ − lnp∗mq∗µ ≡ I∗m,µ, and ∆isγ is the inclusive entropy
production per trajectory. Its average
〈∆isγ〉 = −
∑
m,µ
ρ∗mµ ln ρ
∗
mµ +
∑
n
pn lnpn +
∑
ν
qν lnqν
= S(ρ∗SE) − S(ρS) − S(ρE) = ∆iSinc (8.29)
equals the inclusive entropy production defined in (8.11). If the initial
condition for the backward process is instead the uncorrelated state
ρ˜SE = Θˆ(ρ
∗
S ⊗ ρ∗E)Θˆ†, then ρ˜mµ = p∗mq∗µ implying I˜m,µ = 0, and
∆isγ = ∆s
S
nm + ∆s
E
νµ is the non inclusive entropy production per
trajectory, whose average yields the entropy production in Eq. (8.15)
〈∆isγ〉 = S(ρ∗S) − S(ρS) + S(ρ∗E) − S(ρE) = ∆iS. (8.30)
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For equilibrium canonical initial conditions both in the forward and
in the backward processes, the entropy per trajectory equals the dis-
sipative work and one recovers the celebrated Crooks work theorem
and the original Jarzynski equality [88].
8.3 adiabatic and non-adiabatic entropy production
We now focus on the reduced dynamics. Our aim is to obtain FT’s
involving only the quantum trajectory defined in section 8.2 and the
initial and final states of the system. To do that, we follow our previ-
ous work in chapter 7, where we derived a FT for CPTP maps, basing
on the dual dynamics introduced by Crooks in Ref. [125] and the in-
troduction of a nonequilibrium potential depending on the invariant
state of the map. Interestingly, the resulting FT goes beyond the one
that we have obtained considering the global dynamics, Eq. (8.23),
and will reveal an interesting split of the total entropy production
per trajectory γ = {n,ν,m,µ} into two terms:
∆isγ = ∆is
a
µν + ∆is
na
γ , (8.31)
the adiabatic entropy production ∆isaµν which accounts for the irre-
versibility of evolution in the stationary regime, and the non-adiabatic
entropy production ∆isnaγ which measures how far the system is from
the stationary state of the dynamics.
We will apply the formalism discussed in chapter 7 to E, the map
governing the reduced dynamics of our process, as well as to the map
corresponding to the backward dynamics. We first need to introduce
the reduced dynamics in the backward process, which will be de-
scribed by a new CPTP map denoted by E˜. To do that, it is necessary
that the system and the environment start the backward process in an
uncorrelated state ρ˜SE = ρ˜S⊗ ρ˜E, i.e., we have to impose I˜mµ = 0 [see
Eq. (8.26)]. In that case, similarly to our choice (8.8) for the forward
process, a useful representation of E˜ is
E˜νµ(ρ˜S) =
ˆ˜Mνµρ˜S ˆ˜M†νµ (8.32)
where the backward Kraus operators are given byKraus operators of
the backward process
ˆ˜Mνµ =
√
q˜µ 〈χν|E Θˆ†E UˆΛ˜ ΘˆE |χ∗µ〉E . (8.33)
Notice that here we have swapped the subscripts with respect to the
definition of the forward operators given by Eq. (8.8). This can be
done since the pair (µ,ν) is just a label of the Kraus operator. The
choice in Eq. (8.33) means that the operation E˜νµ is equivalent to
obtaining µ in the initial measurement of the backward process fol-
lowed ν at the end. Now, microreversibility (8.20) implies an intimate
relationship between the forward and backward Kraus operators:Forward/backward
relationship
Θˆ
†
S
ˆ˜MνµΘˆS =
√
q˜µ 〈χν|E Uˆ†Λ |χ∗µ〉E = e−σ
E
µν/2Mˆ†µν. (8.34)
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Forward and backward processes can then be completely associ-
ated to the maps E, and E˜ respectively, together with its initial con-
dition for the system. Each one induces an evolution onto the sys-
tem characterized by trajectories. We can compute the probability of
observing a trajectory γ = {n,ν,m,µ} in the forward process or its
reverse γ˜ = {m,µ,ν,n} in the backward process as
Pγ = pnTr[Pˆ∗m Mˆµν(Pˆn)Mˆ
†
µν], (8.35)
P˜γ˜ = p˜mTr[ΘˆSPˆnΘˆ
†
S
ˆ˜Mνµ(ΘˆSPˆ∗mΘˆ
†
S)
ˆ˜M†νµ]. (8.36)
Notice that constructing the log-ratio between Pγ and P˜γ˜ immediately
gives the FT for the total entropy production in Eq. (8.23) by virtue
of the relationship (8.34). In other words, Eq. (8.34) expresses the fun-
damental symmetry under time reversal yielding the FT for the total
entropy production.
8.3.1 The dual-reverse process
In order to go beyond the FT for the total entropy production, we
proceed as in chapter 7, introducing the dual-reverse dynamics that
reveals the irreversibility associated to a map when starting from a
positive-definite invariant state pi = E(pi). The dual-reverse dynam-
ics is defined as a map D˜(ρ) such that p˜i ≡ ΘˆSpi Θˆ†S is an invari-
ant state, i.e., D˜(p˜i) = p˜i. Furthermore, we require that when the
map is applied several times starting in the stationary state p˜i, it
generates trajectories γ˜ distributed as P˜D(γ˜|p˜i) = P(γ|pi). Here the
trajectories are given by γ = {n, (ν1,µ1), . . . , (νN,µN),m} and γ˜ =
{m, (µN,νN), . . . , (µ1,ν1),n}, corresponding to N applications of the
maps.
Summarizing, in the stationary regime the dual-reverse generates
the same ensemble of trajectories as the forward process, but reversed
in time. For instance, if the map describes the dynamics of a system
in contact with a single thermal bath (thermalization), then the for-
ward process generates reversible trajectories (indistinguishable from
their reversal) and the dual-reverse coincides with the forward map.
In nonequilibrium situations, the dual generically inverts flows. For
instance, for a system in contact with two thermal baths at different
temperatures, the dual-reverse is usually obtained by swapping the
temperatures of the baths, hence inverting the flow of heat.
In any case, one can prove that a Kraus representation of the dual-
reverse map is given by the operators: Kraus operators of
the dual-reverse
processˆ˜Dνµ = ΘˆS pi
1
2Mˆ†µνpi
− 12 Θˆ
†
S. (8.37)
Here again we have swapped the subscripts ν and µ with respect to
the Kraus operators of the forward map in Eq. (8.8). Finally, the dual-
reverse process is the dual-reverse map complemented by a specific
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choice of the initial condition for the system (the environment does
not appear explicitly in the map, which acts only on the system). The
appropriate initial condition for the dual-reverse process is ρ˜S, i.e.,
the same as in the backward one. Therefore we can now compute the
probability in the dual-reverse process to obtain the (reverse) trajec-
tory γ˜ = {m,µ,ν,n} as
P˜Dγ˜ = p˜mTr[ΘˆSPˆnΘˆ
†
S
ˆ˜Dνµ(ΘˆSPˆ∗mΘˆ
†
S)
ˆ˜D†νµ]. (8.38)
To obtain a FT from Pγ and P˜Dγ˜ is necessary a condition of propor-
tionality between operators Mˆ†µν, and ˆ˜Dνµ, similar to the relationship
(8.34) between Mˆ†µν, and ˆ˜Mνµ.
In the previous chapter, we found that a necessary and sufficient
condition for that proportionality is the following. We first define the
nonequilibrium potential Φˆ = − lnpi, from the invariant state pi. Its
spectral decomposition reads:
Φˆ =
∑
i
φi |pii〉 〈pii| (8.39)
where φi = lnpii, and pii and {|pii〉} are, respectively, the eigenvalues
and eigenstates of the invariant density matrix pi. Now we require that
each Kraus operator Mˆµν is unambiguously related to a nonequilib-
rium potential change ∆φµν 2. In the invariant state eigenbasis:
Mˆµν =
∑
i,j
m
µν
ij |pij〉 〈pii| (8.40)
that condition is equivalent to:Kraus operators
condition
m
µν
ij = 0 whenever φj −φi 6= ∆φµν. (8.41)
As pointed in chapter 7 this condition does not imply single jumps
between pairs of pi eigenstates, but it could account for any set of
correlated transitions between different pairs with same associated
∆φµν. An extreme example are unital maps, where pi is proportional
to the identity matrix. In that case, ∆φµν = 0 and any complex coeffi-
cients mµνij satisfy Eq. (8.41). It can also be show that condition (8.41)
is equivalent to [Φˆ, Mˆµ,ν] = ∆φµ,νMˆµ,ν. This alternative formulation
of (8.41) indicates that, when ∆φk 6= 0, Mˆk(λt) can be interpreted as
ladder operators in the eigenbasis of the invariant state pi.
Introducing condition (8.41) in Eq. (8.37), one easily derives the
relationship (7.15) in chapter 7 between the forward and the dual-
reverse Kraus operators, which here readsForward/dual-
reverse
relationship Θˆ†S
ˆ˜DνµΘˆS = e ∆φµν/2Mˆ†µν. (8.42)
2 Note however that the converse statement is not necessarily true, i.e. we may have
for different values of µ and ν the same value of ∆φµν
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Finally, inserting (8.42) in the expressions for the probability of tra-
jectories (8.35)-(8.38) we reproduce the FT derived in chapter 7 for the
present setup: Non-adiabatic
entropy production
∆is
na
γ ≡ ln
Pγ
P˜Dγ˜
= σSnm −∆φµν. (8.43)
We call ∆isnaγ the non-adiabatic entropy production, following the ter-
minology used in classical stochastic thermodynamics [165, 166, 556].
Its precise meaning can be seen by assuming that both the forward
and dual-reverse process start the evolution in its invariant states: pi,
and p˜i = ΘˆSpi Θˆ
†
S. In such case, by construction, ∆φµν = ∆φmn =
− lnpim + lnpin = σSnm, and hence ∆isnaγ = 0 ∀γ, that is, the forward
and the dual-reverse processes are time-symmetric, being any trajec-
tory γ in the forward process equally probable than its reverse γ˜ in
the dual-reverse process. We conclude that the non-adiabatic entropy
production ∆isnaγ then captures the irreversibility in terms of time-
symmetry breaking in any single trajectory γ due to the distance be-
tween the actual state of the system and the invariant state pi. Below
we will discuss the average version of the non-adiabatic entropy pro-
duction in some cases, clarifying its origin.
8.3.2 The dual process
Let us now apply the same procedure to the backward process. In
this way, we will obtain the dual-reverse of the backward map, which
we simply call the dual map D. If condition (8.41) is satisfied, then,
by virtue of (8.34), the backward Kraus operators can be written as:
ˆ˜Mνµ = e−σ
E
µν/2
∑
i,j
(mµνij )
∗ΘˆS |pii〉 〈pij| Θˆ†S =
∑
i,j
m˜
νµ
ij |p˜ij〉 〈p˜ii|
with m˜νµij ≡ e−σ
E
µν/2(mµνji )
∗. We observe that, setting ∆φ˜νµ = −∆φµν,
condition (8.41) is recovered for the backward process. However, an
additional requirement to apply this theoretical framework is that
p˜i = ΘˆSpiΘˆ
†
S is an invariant state of the backward map
E˜(p˜i) = p˜i. (8.44)
This is not guaranteed by the definition of E˜, not even when the Kraus
operators are of the form (8.41). In particular, it is satisfied when
the driving protocol is time-symmetric, the Hamiltonian of the envi-
ronment is invariant under time reversal, and we perform the same
measurements at the beginning and the end of the process on the
environment.
Therefore, adding this extra assumption, we now obtain the dual
operators Dˆµν, applying transformation (8.37) to the backward Kraus
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operators ˆ˜Mνµ (with the role of ΘˆS and Θˆ
†
S swapped). Similarly to
(8.42), condition (8.41) on the backward operators implies
ΘˆSDˆµνΘˆ
†
S = e
∆φ˜νµ/2 ˆ˜M†νµ = e
−∆φµν/2 ˆ˜M†νµ (8.45)
and, using Eq. (8.34),Forward/dual
relationship
Dˆµν = e
−(σEµν+∆φµν)/2Mˆµν. (8.46)
The dual process is given by the dual map D with initial condition
ρS. The trajectories generated by this process are distributed as
PDγ = pnTrS
[
Pˆ∗mDˆµνPˆnDˆ
†
µν
]
, (8.47)
to be compared with the probability of obtaining the same trajectory,
γ = {n,ν,m,µ}, in the forward process.
Combining Eqs. (8.35) and (8.47), and using condition (8.34), we get
a third FT:Adiabatic entropy
production
∆is
a
µν = ln
Pγ
PDγ
= σEµν +∆φµν. (8.48)
where we call ∆isaµν the adiabatic entropy production [165, 166, 556].
Notice that, unlike the non-adiabatic entropy production, the adia-
batic contribution is independent of the measurement results per-
formed on the open system, stressing the fact that it is independent
of its state. Indeed the adiabatic entropy production ∆isaµν captures
the complementary time-symmetry breaking in a trajectory γ not ac-
counted from by ∆isnaγ . When the initial states of forward and dual
processes are the invariant state pi, which implies ∆φµν = ∆φmn =
σSnm as before, we have that ∆isaµν = σEµν + σSnm = ∆isγ ∀γ, i.e. the
adiabatic entropy production becomes the total entropy production
∆isγ for any trajectory γ. On the other hand, the adiabatic entropy
production vanishes when the changes in the nonequilibrium poten-
tial become (minus) the changes in stochastic entropy of the environ-
ment, i.e. ∆isaµν = −∆φµ,ν. In that case the situation simplifies, being
the forward process equal to the dual process and the backward pro-
cess equal to the dual-reverse.
8.3.3 Second-law-like equalities and inequalities
We have hence obtained two detailed fluctuation theorems for the
adiabatic and non-adiabatic entropy production, Eqs. (8.48) and (8.43)
respectively, which contribute the total entropy production per trajec-
tory, ∆isγ = ∆isaµν +∆isnaγ . We can now derive integral FT’s for both
contributions:Integral fluctuation
theorems
〈e−∆isna〉 = 1, 〈e−∆isa〉 = 1, (8.49)
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which follow from the detailed versions by averaging over trajectories
γ. Finally, convexity of the exponential function provides the follow-
ing two second-law-like inequalities as a corollary 〈∆isnaγ 〉 > 0 and
〈∆isaγ〉 > 0.
As for the FT for the total entropy production (8.23), the meaning of
these average entropies becomes clearer if the initial condition of the
backward process is specified. Setting reversible boundaries without
correlations ρ˜SE = Θˆ(ρ∗S ⊗ ρ∗E)Θˆ†, the averages of the adiabatic and
non-adiabatic entropy productions defined by (8.42) and (8.46) read Second-law-like
inequalities
∆iSna ≡ 〈∆isnaγ 〉 = ∆SS − 〈∆φ〉 > 0, (8.50)
∆iSa ≡ 〈∆isaγ〉 = ∆SE + 〈∆φ〉 > 0, (8.51)
and the sum equals the total non-inclusive average entropy produc-
tion ∆iS in Eq. (8.15).
It is interesting to notice that the average change of the nonequilib-
rium potential
〈∆φ〉 =
∑
µ,ν
Pγ∆φµν =
∑
µ,ν
Tr[MˆµνρSMˆ†µν]∆φµν, (8.52)
can be alternatively written in terms of averages over the states of
the system, ρ ′S and ρS if condition (8.41) is fulfilled. That condition
implies [Φˆ, Mˆµν] = Mˆµν∆φµν (see Sec. 7.3), and introducing the
commutator in (8.52), we obtain
〈∆φ〉 =
∑
µ,ν
Tr
[
[Φˆ, Mˆµν]ρSMˆ†µν
]
= Tr[Φˆ (ρ ′S − ρS)], (8.53)
where we have used the cyclic property of the trace and Eq. (8.6).
Therefore, the average potential change 〈∆φ〉 can be expressed as the
change in the expected value of the operator Φˆ due to the map. Recall
that, as commented in Sec. 7.3, the operator Φˆ acts on the Hilbert
space of the system HS, i.e., is a local observable on the system which
captures an effective thermodynamic action of the environment. Eqs.
(8.50) and (8.51) now provide upper and lower entropic bounds on
the change in this key quantity during the evolution Nonequilibrium
potential bounds
∆SS > 〈∆φ〉 > −∆SE, (8.54)
which may be interpreted as the effective transfer of entropy from the
environment to the open system.
Furthermore, if the final measurement does not alter the state of the
system, i.e., if ρ∗S = ρ
′
S, or if the final measurement is just skipped, as
it is the case when we concatenate maps and the system is measured
only after the whole concatenation (see Sec. 8.4 below), we can write
the average non-adiabatic entropy production in an appealing form:
∆iSna = ∆SS − 〈∆φ〉 = Tr[ρ ′S(ln ρ ′S + Φˆ)] − Tr[ρ ′S(ln ρ ′S − Φˆ)]
= S(ρS||pi) − S(ρ
′
S||pi) > 0, (8.55)
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where we have used the definition Φˆ = − lnpi of the potential op-
erator in terms of the invariant state pi. Here we see that the non-
adiabatic entropy production is related to the distance between the
state of the system and the invariant state pi. During the evolution, the
state of the system can only approximate the invariant state and the
non-adiabatic entropy production is a measure of the irreversibility
in the system state associated to such convergence. In fact, inequality
in Eq. (8.55) follows from direct application of Ulhman’s inequality
(monotonicity of quantum relative entropy) holding for general CPTP
evolutions [408, 473] (see Sec. 1.1). We stress that this expression co-
incides with entropy production introduced by Spohn for quantum
dynamical semi-groups [524], and with the non-adiabatic entropy pro-
duction appearing in Refs. [165, 166, 270, 273, 478, 556].
8.3.4 Multipartite environments
The results obtained in this section and the formalism developed in
the previous one are applicable as well for the case in which the envi-
ronment consists of a multipartite system. The environment Hilbert
space is here decomposed as HE =
⊗R
r=1Hr, corresponding to R an-
cillas or reservoirs not interacting between them but only with the
open system. We assume the initial state of the environment is uncor-
related, ρE = ρ1 ⊗ ...⊗ ρR, and that the measurements are performed
locally in each environmental ancilla. The local density operators of
the environmental ancilla r at the beginning and at the end of the
process are
ρr =
∑
ν
q
(r)
ν Qˆ
(r)
ν , ρ∗r =
∑
µ
q
(r)∗
µ Qˆ
(r)∗
µ , (8.56)
with eigenvalues q(r)ν and q
(r)∗
µ , and orthogonal projectors onto its
eigenstates Qˆ(r)ν = |χ
(r)
ν 〉 〈χ(r)ν |E and Qˆ(r)∗µ = |χ(r)∗µ 〉 〈χ(r)∗µ |E.
The generalization of the results is then straightforward by consid-
ering the same steps and assumptions as before. The reduced system
dynamics is again given by Eq. (8.6), but the operators Mˆµν now us-
ing collective indices
(µ,ν) = {(ν(1),µ(1)), ..., (ν(R),µ(R))}, (8.57)
representing the set of transitions obtained in the projective measure-
ments of all environmental ancillas:
|χ
(r)
ν(r)
〉
E
→ |χ(r)∗
µ(r)
〉
E
for r = 1, ...,R. (8.58)
That is, the Kraus operators of the forward process are given by
Mˆµν =
(
R∏
r=1
√
q
(r)
ν(r)
)
〈χ(1)∗
µ(1)
... χ(R)∗
µ(R)
|
E
UˆΛ |χ
(1)
ν(1)
... χ(R)
ν(R)
〉
E
, (8.59)
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and analogously for the Kraus operators of the backward process
(8.33) we have
ˆ˜Mνµ =
(
R∏
r=1
√
q˜
(r)
µ(r)
)
〈χ(1)
ν(1)
... χ(R)
ν(R)
|
E
Θˆ
†
EUˆΛ˜ΘˆE |χ
(1)∗
µ(1)
... χ(R)∗
µ(R)
〉
E
.
The key relation (8.34) necessary to obtain the fluctuation theorem for
the total entropy production (8.23) hence follows as well in this case,
with a decomposition of the environment boundary term
σEµν =
R∑
r=1
σ
(r)
µ(r)ν(r)
, being σ(r)
µ(r)ν(r)
≡ − ln q˜(r)
µ(r)
+ lnq(r)
ν(r)
. (8.60)
The application of the above formalism introducing the dual and
dual-reverse processes follows immediately in the same manner, lead-
ing to the fluctuation theorems for the adiabatic and non-adiabatic en-
tropy production in detailed and integral versions, Eqs. (8.43), (8.48)
and (8.49). The adiabatic entropy production per trajectory and its
average then read in this case: Multipartite
adiabatic entropy
production
∆is
a
µν =
R∑
r=1
σr
µ(r)ν(r)
+ ∆φµν, (8.61)
∆iSa =
R∑
r=1
S(ρ∗r) − S(ρr) + 〈∆φ〉 > 0, (8.62)
where in the averaged version we set again (uncorrelated) reversible
boundaries, ρ˜SE = Θˆ(ρ∗S ⊗ ρ∗1 ⊗ ... ⊗ ρ∗R)Θˆ†.
8.4 concatenation of cptp maps
Up to now, we have considered a single interaction between system
and environment of duration τ [see Eq. (8.2)]. The CPTP map E de-
scribes the evolution of the open system when the environment is
measured before and after interaction. This framework is well suited
to be extended to the more general case of quantum trajectories [586]
as we did for the fluctuation theorem introduced in chapter 7. In this
section we consider a collisional model, in which the system inter-
acts sequentially with the environment. The environment consists of
many quantum ancillas which interact once at a time with the sys-
tem, while being monitored. Each single collision between time t and
t+ τ, is described by a single CPTP map like E, but which now can
differ from one time to another. To be more specific, consider such
dynamics for an interval consisting in N  1 interactions. The map
describing the reduced dynamical evolution from t = 0 to t = Nτ, is
then the concatenation
Ωˆ = E(N) ◦ ... ◦ E(l) ◦ ... ◦ E(1), (8.63)
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where, in particular, each map E(l) may have a different (positive-
definite) invariant state pi(l).
As it is customary in the theory of open quantum systems to achieve
a Markovian evolution (see e.g. Sec. 2.3.2), we assume that the system
interacts from time tl−1 ≡ (l− 1)τ to time tl ≡ lτ with a ‘fresh’ (un-
correlated) environmental ancilla in a generic state
ρ
(l)
E ≡
∑
α
q
(l)
α Qˆ
(l)
α . (8.64)
As in the single map case, the environment is measured before and af-
ter interaction with the system by projective measurements. The out-
comes of the measurements are labeled νl and µl, respectively. They
are specified by the rank-one projective operators {Qˆ(l)νk ≡ |χ(l)νl 〉 〈χ(l)νl |}
for the initial measurement and {Qˆ(l)∗µl ≡ |χ(l)∗µl 〉 〈χ(l)∗µl |} for the final
one. Under this conditions, each map in the concatenation can be
written as:
E(l)(·) =
∑
µl,νl
Mˆ
(l)
µl,νl(·) Mˆ(l)†µlνl (8.65)
Mˆ
(l)
µlνl ≡
√
q
(l)
νl 〈χ(l)∗µl | Uˆ(l)Λ |χ(l)νl 〉 (8.66)
where the unitary evolution Uˆ(l)Λ is given in Eq. (8.2) for t0 = tl−1.
Here we consider always the same total time-dependent Hamiltonian
Hˆ(t), following an arbitrary driving protocol Λ = {λt| 0 6 t 6 Nτ}.
For convenience the latter can also be split into N intervals; hence
the partial protocol Λl = {λt| tl−1 6 t 6 tl} generates the unitary
operator Uˆ(l)Λ .
A quantum trajectory in this context is defined as follows. At time
t = 0 we start with our system in ρS, which is measured with eigen-
projectors {Pˆn}, obtaining outcome n. Then the sequence of maps Ωˆ
defined in Eq. (8.63) is applied, obtaining outcomes {µl,νl} from each
of the l = 1, ...,N pairs of measurements in the environment. Finally
at time t = Nτ the system is measured again with arbitrary (rank-one)
projectors {Pˆ∗m} giving outcome m. A quantum trajectory is now com-
pletely specified by the set of outcomes, γ = {n, (ν1,µ1), ..., (νN,µN),
m}, and occurs with probability
Pγ = pn Tr[Pˆ∗m E
(N)
µNνN ◦ ... ◦ E(1)µ1ν1(Pˆn)]. (8.67)
Now we can apply the same arguments in previous sections to
construct the three different processes used to state the FT’s. For the
initial state of the backward process, we consider again an arbitrary
initial state of the system ρ˜S =
∑
m p˜mΘˆSPˆ
∗
mΘˆ
†
S, uncorrelated from
the environment initial states ρ˜(l)E =
∑
α q˜
(l)
α ΘˆEQˆ
∗
αΘˆ
†
E, and apply the
sequence of maps
Ω˜ = E˜(1) ◦ ... ◦ E˜(l) ◦ ... ◦ E˜(N), (8.68)
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Figure 50: (a) Schematic diagram of the maps concatenation introduced in
the text, where projective measurements on the system are only
performed at the begging and at the end of the concatenation. (b)
Any operation E(l)µl,νl in the concatenation consists in the interac-
tion of the system with an environmental ancilla in the state ρ(l)E
via the unitary Uˆ(l)Λ depending on the protocol Λl. The ancilla
is measured before and after interaction generating outcomes νl
and µl respectively.
generating a trajectory γ˜ = {m, (µ1,ν1), ..., (µN,νN),n} which occurs
with probability:
P˜γ˜ = p˜m Tr[ΘˆSPˆnΘˆ
†
S E˜
(1)
ν1µ1 ◦ ... ◦ E˜(N)νNµN(ΘˆSPˆ∗mΘˆ†S)]. (8.69)
Here the backward maps, E˜(l), and their corresponding operations,
are defined from each map E(l) in the concatenation Ωˆ by applying
Eqs. (8.32) and (8.33).
Dual and dual-reverse maps and operations also follow from its
definitions in Sec. 8.3 when conditions (8.41) and E˜(l)(p˜i(l)) = p˜i(l)
are met for each map in the sequence. The probabilities of sampling
trajectory γ in the dual process, and trajectory γ˜ in the dual-reverse
read
PDγ = pn Tr[Pˆ
∗
m D
(N)
µNνN ◦ ... ◦D(1)µ1ν1(Pˆn)], (8.70)
P˜Dγ˜ = p˜m Tr[ΘˆSPˆnΘˆ
†
S D˜
(1)
ν1,µ1 ◦ ... ◦ D˜(N)νNµN(ΘˆSPˆ∗mΘˆ†S)], (8.71)
where in the dual-reverse trajectories we took again the sequence of
maps in inverted order, this is, we applied D˜(1) ◦ ... ◦ D˜(N) over the
system initial state ρ˜S.
Again, the Kraus operators for the backward, dual, and dual-reverse
processes, fulfill the set of operator detailed-balance relations:
ˆ˜M(l)νµ = e
−σEµl ,νl
/2 ΘˆSMˆ
(l)†
µν Θˆ
†
S, (8.72)
ˆ˜D(l)νµ = e ∆φ
(l)
µν/2 ΘˆSMˆ
(l)†
µν Θˆ
†
S, (8.73)
Dˆ
(l)
µν = e
−(σEµl ,vl
+∆φ
(l)
µν)/2 Mˆ
(l)
µν, (8.74)
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where the nonequilibrium potential changes are defined with respect
to the invariant state pi(l) of each map E(l) as in the single map case:
∆φ
(l)
µν = − lnpi
(l)
µ + lnpi
(l)
ν . (8.75)
The set of equations (8.72)-(8.74) immediately implies the detailed
FT’s for quantum trajectoriesDetailed fluctuation
theorems for
quantum trajectories
∆is
na
γ = ln
Pγ
P˜Dγ˜
= σSnm −
N∑
l=1
∆φ
(l)
µlνl , (8.76)
∆is
a
γ = ln
Pγ
PDγ
=
N∑
l=1
(
σEµlνl +∆φ
(l)
µlνl
)
, (8.77)
∆isγ = ln
Pγ
P˜γ˜
= ∆is
na
γ + ∆is
a
γ, (8.78)
where σSnm = lnpn − ln p˜m is the boundary term in the system, and
σEµlνl = lnq
(l)
νl − ln q˜
(l)
µl the boundary term in the l-th environmental
ancilla.
From the detailed FT’s in Eqs. (8.76)-(8.78), their corresponding in-
tegral versions and second-law-like inequalities follow immediately
as a corollary. Considering reversible boundaries ρ˜S = ΘˆSρ∗SΘˆ
†
S and
ρ˜
(l)
E = ΘˆEρ
∗(l)
E Θˆ
†
E ∀l, we obtain σSnm = ∆sSmn, and σEµlνl = ∆sEµlνl
is the trajectory entropy change in the environment during the l-th
map. Therefore we have
∆iSna = ∆SS −
∑
l
〈∆φ(l)〉 > 0, (8.79)
∆iSa =
∑
l
S(ρ
(l)∗
E ) − S(ρ
(l)
E ) + 〈∆φ(l)〉 > 0. (8.80)
Finally, it is interesting to consider the expression of the average
nonequilibrium potential change during the whole sequence 〈∆φ〉.
By denoting ρS(tl) the reduced state of the system at time tl
〈∆φ〉 =
N∑
l=1
〈∆φ(l)〉 =
N∑
l=1
Tr[E(l)µlνl(ρS(tl−1))]∆φ
(l)
µlνl =
=
N∑
l=1
Tr[Φˆl
(
ρS(tl) − ρS(tl−1)
)
], (8.81)
where Φˆl = − lnpi(l). The above expression can be decomposed into
the following boundary and path contributions:Boundary and path
nonequilibrium
potential 〈∆φ〉b = Tr[ρ ′SΦˆN] − Tr[ρSΦˆ1], (8.82)
〈∆φ〉p = −
N−1∑
l=1
Tr[ρS(tl)(Φˆl+1 − Φˆl)]. (8.83)
8.5 lindblad master equations 267
When all the maps in the concatenation have the same invariant state,
Φˆl+1 = Φˆl ≡ Φˆ ∀l, we obtain 〈∆φ〉p = 0, while 〈∆φ〉b = Tr[(ρ ′S −
ρS)Φˆ] and we recover the expression for the single map case, c.f. Eq.
(8.53). In the other hand the boundary term only vanishes for cyclic
processes, such that ρ ′S = ρS, implemented by cyclic concatenations
with ΦˆN = Φˆ1. In this case 〈∆φ〉b = 0 while 〈∆φ〉p gives in general a
non-zero contribution.
8.5 lindblad master equations
The generalization introduced in the last section can be applied to
situations in which a dynamical description is available, e.g. given
by a Markovian master equation, for which unravellings in terms of
quantum trajectories were introduced in Sec. 2.5. This case represents
the limit in which an infinite number of maps, N→∞, are applied in
infinitesimal time steps ∆t = tl− tl−1 → dt. The system density oper-
ator change then becomes ρS(tl) − ρS(tl−1)→ dρS in the continuous
limit, and the map Ωˆ in Eq. (8.63) can be described by a quantum dy-
namical semi-group (see Sec. 2.2). Furthermore, in the general case,
the steady state of the dynamics may depend on the external control
parameter λt, such that its modification prevents the system from re-
laxation towards a steady state pi(λt). Here we will assume that at
any infinitesimal time interval the nonequilibrium potential remains
constant at Φˆ(λt) while changing from one step to the next.
As in the previous chapter, we consider the system evolution to be
given by the following master equation in Lindblad form:
ρ˙t = −
i
 h
[Hˆ, ρ] +
K∑
k=1
(
LˆkρtLˆ
†
k −
1
2
{Lˆ
†
kLˆk, ρt}
)
≡ Lρt (8.84)
where Hˆ(λt) is an Hermitian Hamiltonian like term, and the set {Lˆk ≡
Lˆk(λt)} are positive Lindblad operators, which generally may depend
on the control parameter, λt, describing jumps in some (possibly time-
dependent) basis. When the driving is frozen, λt ≡ λ∗, the above
Lindblad master equation has at least one invariant state, pi∗, given
by L(pi∗) = 0 [463].
The stochastic description we provided in the previous section is
here naturally recovered within the formalism introduced in Sec. 2.5.
The underlying idea is monitoring the interactions with the environ-
ment to unveil the jumps induced by the Lindblad operators {Lˆk},
which now play the role of the Kraus operators in the CPTP maps.
An infinitesimal time evolution step of the dynamics provided by Eq.
(8.84) is here identified with a generic map E in the sequence Ωˆ de-
268 entropy production fluctuations in quantum processes
fined in Eq. (8.63) [omitting the superscript (l) for the order in the
sequence]:
ρt+dt = (1S + dtL) ρt ≡ E(ρt) =
K∑
k=0
MˆkρtMˆ
†
k (8.85)
for which a generic set of Kraus operators can be written as
Mˆ0(λt) ≡ 1S − dt
(
i
 h
Hˆ(λt) +
1
2
K∑
k=1
Lˆ
†
k(λt)Lˆk(λt)
)
(8.86)
Mˆk(λt) ≡
√
dt Lˆk(λt) k = 1, ...,K. (8.87)
Notice that the map E have as invariant state the instantaneous steady-
state of the dynamics, piλ. Furthermore, as pointed in Sec. 2.5, this
Kraus representation is not unique for the open system dynamics be-
cause of the symmetry
Hˆ′ = Hˆ−
i h
2
K∑
k=1
(
l∗kLˆk − lkLˆ
†
k
)
+  hr, Lˆ′k = Lˆk + lk, (8.88)
leaving invariant Eq. (8.84), but it is related to a specific detection
scheme for the jumps. The specific form of the set {Lˆk}Kk=1 appearing
in Eq. (8.84) hence fixes the measurement scheme proposed in the
previous section, that is, it implies a specific choice on the local ob-
servables being monitored in the environmental ancillas at the begin-
ning and at the end of the system-environment interaction (though
the set of orthogonal projectors {Qˆν} and {Qˆ∗µ}).
The Kraus representation (8.86) is based on a family of operations
Mˆk with k = 1, . . . ,K that induce jumps in the state of the system
and occur with probabilities of order dt, and a single operation Mˆ0
that induces a smooth evolution in the state of the system and oc-
curs with probability of order 1 (see Sec. 2.5). This implies that the
trajectories γ consists of a large number of zeros punctuated by a few
jumps Mˆk with k = 1, . . . ,K. An alternative way of describing the
trajectory is to specify the jumps kj and the times τj where they oc-
cur, i.e., γ = {n, (k1, τ1), ..., (kj, τj), ..., (kN, τN),m}, where, as before,
n and m denote the outcomes of the initial and final measurements
in the system. Jump k is given by the operation Ek(ρ) ≡ MˆkρMˆ†k,
whereas between two consecutive jumps at tj and tj+1 is given by
the repeated application of the operation corresponding to the Kraus
operator Mˆ0(λt) in (8.86). This results in a smooth evolution given by
the operator:
Uˆeff(tj+1, tj) = Tˆ+ exp
(
−
i
 h
∫tj+1
tj
ds Hˆeff(λs)
)
, (8.89)
with an effective non-hermitian Hamiltonian that reads
Hˆeff(λt) = Hˆ(λt) −
i h
2
K∑
k=1
Lˆ
†
k(λt)Lˆk(λt). (8.90)
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In this representation, the probability to measure a trajectory γ =
{n, (k1, τ1), ..., (kj, τj), ..., (kN, τN),m} is given by
Pγ = Tr[Pˆ∗mUtf,tNEkNUtN,tN−1 ... Ekl
... Ut2,t1Ek1Ut1,t0(Pˆnρ0Pˆn)], (8.91)
with Utj+1,tj(ρ) = Uˆeff(tj+1, tj)ρ Uˆ
†
eff(tj+1, tj).
Consider now the backward dynamics. Here time-inversion of the
global system evolution correspond to a time-reversed version of
the Lindblad master equation in Eq. (8.84). As in the previous sec-
tion, the backward process is generated by inverting the sequence
of operations together with time-inversion of each operation in the
sequence. The mapping producing an infinitesimal time-step in the
time-reversed dynamics, ρ˜t+dt = E˜(ρ˜t), admits a Kraus representa-
tion { ˆ˜Mk(λt)} analogous to (8.86)-(8.87). Our previous analysis allows
us to write these operators without knowing any detail about the in-
teraction between the system and the environment, since they have
to obey condition Eq. (8.34), that is:
ˆ˜M0 = e−σ
E
0/2ΘˆMˆ
†
0Θˆ
†, ˆ˜Mk = e−σ
E
k/2ΘˆMˆ
†
kΘˆ
†. (8.92)
Imposing the backward maps to be trace-preserving,
∑
k
ˆ˜M†k
ˆ˜Mk = 1,
we obtain σE0 = 0, and the consistency condition Consistency
condition
K∑
k=1
(
Lˆ
†
kLˆk − LˆkLˆ
†
ke
−σEk
)
= 0. (8.93)
This is a completely general result: for any Lindblad master equation
one can find a set of numbers {σEk}
K
k=1 such that (8.93) is fulfilled.
The specific meaning of the quantities σEk was given in Eq. (8.25),
which depends on the initial state of the environment in the back-
ward process. In practical applications this can be deduced from the
environmental modeling and the measurement scheme used to detect
the quantum jumps, leading to a specific set of Lindblad operators
{Lˆk}
K
k=1 in the master equation (8.84).
In many applications, the Lindblad operators come in pairs and
the corresponding pair of terms in the sum (8.93) cancel. This occurs
if, for a specific pair of operators {Lˆi, Lˆj}, we have Lˆi =
√
ΓiLˆ and
Lˆj =
√
ΓjLˆ
†, being Γi(λt) and Γj(λt) some positive rates, and Lˆ(λt)
some arbitrary (possibly time-dependent) system operator. Then, the
condition (8.93) implies σEi (λt) = ln(Γi/Γj) and σ
E
j (λt) = ln(Γj/Γi) =
−σEi (λt).
As in the previous section, for any trajectory γ = {n,k1, ...,kN,m}
generated in the forward process with probability Pγ, there exist a
backward trajectory γ˜ = {m,kN, ...,k1,n} occurring in the backward
process with probability P˜γ˜. The backward trajectory can here be
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identified by the times of successive jumps as well. In this representa-
tion, the probability of trajectory γ˜ can hence be written as:
P˜γ˜ = Tr[ΘˆPˆnΘˆ† U˜t1,t0 E˜k1U˜t2,t1 ... E˜kl ...
... U˜tN,tN−1 E˜kNU˜tf,tN(ΘˆPˆ
∗
mρtfPˆ
∗
mΘˆ
†)], (8.94)
where E˜k(ρ˜) = ˆ˜Mkρ˜ ˆ˜M
†
k. The smooth evolution between jumps, here
U˜t ′,t(ρ˜t) = U˜eff(t
′, t)ρ˜tU˜
†
eff(t
′, t), is given by the operator
ˆ˜Ueff(t ′, t) = Tˆ+ exp
(
i
 h
∫t ′
t
ds ΘˆHˆ
†
eff(λ˜s)Θˆ
†
)
, (8.95)
where {λ˜t} now corresponds to the inverse sequence of values for
the control parameter. It can be easily shown that the forward and
backward smooth evolutions obey the microreversibility relationship
Θˆ† ˆ˜Ueff(t ′, t)Θˆ = Uˆeff(t ′, t)†.
At this point we particularize condition (8.41), necessary to decom-
pose the entropy production into adiabatic and non-adiabatic contri-
butions. It can be written as:Lindblad operators
condition
[Φˆ, Lˆk] = ∆φkLˆk ; [Φˆ, Lˆ
†
k] = −∆φkLˆ
†
k. (8.96)
These commutation relationships indicate that the Lindblad operators
Lˆk(λt) promote jumps between the eigenstates of pi(λt) at any time of
the dynamics. Furthermore, as the condition must be fulfilled for the
operator Mˆ0 in Eq. (8.86) as well, we need [Hˆ,
∑
k Lˆ
†
kLˆk] = [Hˆ, Φˆ] = 0,
which in turn implies ∆φ0 = 0. As explained in Sec. 7.4 of the previ-
ous chapter, this means that the steady state of the dynamics must be
diagonal in the basis of the Hamiltonian term appearing in Eq. (8.84).
This is not very restrictive since in most situations the operator Hˆ is
just the identity operator, 1, when we move to an appropriate inter-
action picture. In second place, we recall that the fluctuation theorem
for the adiabatic entropy production can be stated when the back-
ward maps E˜ admit p˜iλ ≡ ΘˆpiλΘˆ† as an invariant state. We stress that
this condition is immediately fulfilled when the Lindblad operators
come in pairs {Lˆi, Lˆj} with Lˆi =
√
Γi/ΓjLˆ
†
j as before. In such case the
(inverted) Kraus operators of the backward map also pertain to the
forward map:
Θˆ† ˆ˜MiΘˆ = e−σ
E
i /2Mˆ
†
i =
√
dte−σ
E
i /2Lˆ
†
i =
√
dtLˆj = Mˆj,
where we used Eq. (8.92), and hence:∑
k
ˆ˜MkΘˆpiλΘˆ† ˆ˜M
†
k =
∑
k
ΘˆMˆkpiλMˆ
†
kΘˆ
† = p˜iλ. (8.97)
In such circumstances, with the help of the instantaneous station-
ary state of the dynamics pi(λt), the dual and dual-reverse processes
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can be constructed as well. For the dual process, the probability of
trajectory γ, PDγ , can be calculated from Eq. (8.91) by using the same
map Ut ′,t for the no-jump time evolution intervals, and replacing the
operations Ek by the dual operations Dk(·) = Dˆk(·)Dˆ†k with corre-
sponding Kraus operators {Dˆk} as defined in Eq. (8.46):
Dˆk = e
−(σEk+∆φk)/2 Mˆk. (8.98)
Analogously, for the dual-reverse process the probability of trajectory
γ˜, P˜Dγ˜ , can be constructed from Eq. (8.94) with U˜t ′,t for the no-jump
evolution, and dual-reverse operations D˜k = ˆ˜Dk(·) ˆ˜Dk with Kraus
operators { ˆ˜Dk} as in Eq. (8.42):
ˆ˜Dk = e ∆φk/2Θˆ Mˆ
†
kΘˆ
†. (8.99)
We further notice that in general Dˆk 6= Mˆk, and ˆ˜Dk 6= ˆ˜Mk, this is,
σEk 6= −∆φk.
The above considerations let us reproduce the three detailed FT’s
in Eqs. (8.76)-(8.78), for quantum trajectories generated by Lindblad
master equations:
∆is
na
γ = ln
Pγ
P˜Dγ˜
= σSnm −
N∑
l=1
∆φkl(λtl), (8.100)
∆is
a
γ = ln
Pγ
PDγ
=
N∑
l=1
(
σEkl(λtl) +∆φkl(λtl)
)
, (8.101)
∆isγ = ln
P(γ)
P˜γ˜
= σSnm −
N∑
l=1
σEkl(λtl), (8.102)
with ∆isγ = ∆isnaγ +∆isaγ. The integral versions of the three FTs follow
readily from the fact that P˜Dγ , PDγ , and P˜γ are well defined probability
distributions.
In addition we may derive for this case the dynamical version of
the second-law-like inequalities, taking the continuous limit from Eqs.
(8.79) and (8.80). Considering reversible boundaries in the system
such that ρ˜S = Θˆ(ρ′S)Θˆ
† we obtain: Entropy production
rates
S˙na = S˙− Φ˙ > 0, (8.103)
S˙a = σ˙E + Φ˙ > 0, (8.104)
S˙i = S˙+ σ˙E > 0, (8.105)
where again S˙i = S˙na + S˙a. We will refer to this quantities as the en-
tropy production rates, where S˙ = −Tr[ρ˙t ln ρt] is the derivative of the
von Neumann entropy of the system, Φ˙ = Tr[ρ˙tΦˆ(λt)] the nonequilib-
272 entropy production fluctuations in quantum processes
rium potential flow, and we obtain a dynamical version of the bound-
ary term in the environment
σ˙E(λt) dt =
∑
kl
Tr[Ekl(ρt)]σ
E
kl
(λt) (8.106)
=
d
dt
[
∆SE +D(ρ
∗
E||Θˆ
†ρ˜EΘˆ)
]
dt.
Notice that when reversible boundaries are chosen in the environ-
ment, Θˆ†ρ˜EΘˆ = ρ∗E, we simply obtain σ˙E(λt) = S˙E, the rate at which
the entropy of the environment varies. On the other hand, if equi-
librium conditions are considered, Θˆ†ρ˜EΘˆ = ρE = e−βHˆE/ZE, being
HˆE the environment Hamiltonian and β = 1/kBT its inverse temper-
ature, we have σ˙E(λt) = β ddt
(
Tr[HˆE(ρ∗E − ρE)]
)
, that is, we obtain
the heat flow dissipated into the environment divided by temper-
ature. Both expressions coincides when the environment is consid-
ered to be a thermal reservoir (or thermal bath), i.e. a large system
in thermal equilibrium for which ρ∗E ' ρE = e−βHˆE/ZE, and hence
S˙E ' β ddt
(
Tr[HˆE(ρ∗E − ρE)]
)
. Finally, we stress that the above inequal-
ities (8.103)-(8.105) follow from the fact the FT’s apply for any sin-
gle map applied at infinitesimal time-step dt (Sec. 8.3). They guaran-
tee the monotonicity of the average entropy production, ∆iS, and its
adiabatic and non-adiabatic contributions, ∆iSna and ∆iSa during the
whole Markovian evolution.
The physical interpretation of the adiabatic and non-adiabatic en-
tropy production now becomes clear. In a process where the initial
state is pi(λ0) and the control parameter is quasi-statically modified,
ρt ' pi(λt). Therefore, the non-adiabatic entropy production S˙na =
−S˙(ρt||pi(λt)) ' 0 vanishes. This is in agreement with the classical
non-adiabatic contribution introduced in Refs. [165, 166, 556]. On the
other hand, the contribution S˙a is in general different from zero even
if the driving is extremely slow, which is the reason why it is called
adiabatic. We finally provide the dynamical versions of the nonequi-
librium potential boundary and path terms:
Φ˙b =
d
dt
(
Tr[ρtΦˆ(λt)]
)
, Φ˙p = −Tr[ρt ˙ˆΦ(λt)], (8.107)
in analogy to the classical case [165, 166, 556].
8.6 conclusions
In this chapter we have analyzed the (von Neumann) entropy produc-
tion in general processes embedded in a two measurement protocol,
with local measurements performed in both system and environment.
We obtained three different fluctuation theorems for the adiabatic, the
non-adiabatic, and the total entropy production in detailed and inte-
gral forms, which apply for quantum trajectories in different situa-
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tions, generalizing to the quantum regime previous results reported
for classical Markov processes [165].
We first discussed how the total entropy production depends on
both the classical and the quantum correlations generated between
system and environment, as they are irreversibly lost when introduc-
ing quantum measurements, c.f. Eqs. (8.13) and Eqs. (8.15). The first
expression [Eq. (8.13)] has been called inclusive entropy production
and measures the quantum correlations lost in the measurement pro-
cess and the local measurement-induced disturbance. If the remain-
ing classical correlations are also lost hence the entropy production
is called non-inclusive, and given in Eq. (8.15), which corresponds to
the prototypical identification as the sum of the entropy changes in
system and environment during the process.
In this context, we derived a fluctuation theorem in detailed [Eq.
(8.23)] and integral forms [Eq. (8.27)] by comparing the statistics of
the local measurement results in the process with its time-reversed
version. This theorem is universal and includes a double boundary
term depending on system and environment initial states for the pro-
cess and its time-reverse, Eqs. (8.24) and (8.25), and a third one de-
pending on the initial correlations of the time-reverse process, Eq.
(8.26). We also notice that our theorem may be alternatively derived
from previous versions of FT’s for quantum systems following uni-
tary dynamics [163, 473] by introducing bipartite systems and local
measurements. Our main contribution here is hence the identification
of the quantity fulfilling the FT as the total entropy production per
trajectory in both inclusive and non-inclusive versions when taking
adequate boundary conditions. Our results then generalize the classi-
cal FT derived by Seifert in Ref. [504] for the total entropy production
to arbitrary (open) quantum dynamics.
Once derived the total entropy production per trajectory, we have
identified adiabatic and non-adiabatic contributions, accounting for dif-
ferent sources of irreversibility in processes with a steady state [165,
166, 556]. Extending the general formalism introduced in chapter 7,
we were able to link the global thermodynamics in system and en-
vironment with the reduced thermodynamics experimented by the
open system. This required the introduction of three different thermo-
dynamic processes: the backward (or time-reverse) process, the dual
process, and the dual-reverse process, as described by different CPTP
maps and Kraus operators exploiting the symmetries of the setup,
c.f. Eqs. (8.34), (8.46) and (8.42). This allows the derivation of two
more FT’s, Eqs. (8.48), (8.43), and (8.49) and its identification with the
adiabatic and non-adiabatic entropy productions. Remarkably, those
FT’s are not always fulfilled but the map describing the open sys-
tem dynamics must verify the condition (8.41) and, additionally, the
backward (or time-reverse) dynamics must preserve the (inverted) in-
variant state of the original process (8.44). Those requirements are
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generally fulfilled by classical Markov dynamics but may lead to the
breaking of the entropy production decomposition in more general
quantum processes. An example of a situation in which the split is
broken is given in the next chapter.
The results obtained for a process described by a single CPTP map
have been also extended to the case of concatenations [Eqs. (8.76)-
(8.78)], in which the different maps appearing in the sequence may
have different invariant states, and to quantum trajectories generated
by unraveling the driven Lindblad master equation (8.84). In the latter
case we developed a general method to identify the environmental en-
tropy change during the trajectories induced by the quantum jumps
associated to the Lindblad operators [see Eq. (8.93) and below], which
allowed us to recover the FTs in Eqs. (8.100)-(8.102). The meaning of
the terms adiabatic and non-adiabatic become clear in this situation
as the non-adiabatic contribution becomes zero for quasi-static driv-
ings following the instantaneous steady state of the dynamics.
In the next chapter we illustrate the results obtained here for three
different and relevant cases of quantum dynamical evolutions. We
will specifically see the differences between the backward, the dual,
and the dual-reverse process, and the resulting expressions for the
adiabatic, non-adiabatic and total entropy productions. Furthermore,
we will show how the formalism developed in this chapter and the
previous one, provides a natural thermodynamical description, both
at the trajectory and at the averaged levels, of specific quantum pro-
cesses when coherence comes into play.
9
S I M P L E A P P L I C AT I O N S O F T H E E N T R O P Y
P R O D U C T I O N F T ’ S
In chapter 8 we analyzed the production of entropy in generic quan-
tum processes by explicitly identifying how the relevant environmen-
tal properties can be introduced in a thermodynamic description.
This allowed us to introduce the split of the total entropy produc-
tion into adiabatic and non-adiabatic contributions, together with the
derivation of FT’s for the three quantities when some general condi-
tions are satisfied.
In this chapter we give three examples of relevant situations where
those fluctuation theorems for the entropy production can be applied.
Our purpose is to clarify the meaning of the concepts introduced
above, as the backward, the dual, and the dual-reverse dynamics in
Sec. 8.3, the nonequilibrium potential, the specific meaning of the en-
tropy production split, and the conditions needed to obtain it. We first
consider the case of autonomous quantum thermal machines in Sec.
9.1, as composed by a three-level system selectively coupled to three
thermal reservoirs at different temperatures. This example contains
the necessary elements to interpret our results in a simple thermal
situation, in which quantum effects do not play a fundamental role.
Next we consider in Sec. 9.2 the case of resonant periodic modula-
tion of an open quantum system by means of a classical field. Here
we will see how the entropy production split is broken, discussing
its consequences in energetic and entropic terms. As a third exam-
ple, we consider a Maxwell’s demon toy model in Sec. 9.3, designed
to study the interplay between purely informational quantities with
thermal properties. In addition, this configuration allows us to intro-
duce nonequilibrium thermal reservoirs and discuss the meaning of
our formalism in this situation. Finally in Sec. 9.4 we present some
general conclusions.
9.1 autonomous quantum thermal machines
We first consider an autonomous three-level thermal machine pow-
ered by three thermal reservoirs at different temperatures [119, 208,
320, 417, 497] (see also Sec. 3.3). Each bath mediates a different tran-
sition between the energy levels, {|g〉 , |eA〉 , |eB〉}. The Hamiltonian of
the system is
HˆS =  hω1 |eA〉 〈eA|+  h(ω1 +ω2) |eB〉 〈eB| , (9.1)
and the three possible transitions g↔ eA, eA ↔ eB and g↔ eB have
frequency gaps ω1, ω2, and ω3 ≡ ω1 +ω2, respectively. Each transi-
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Figure 51: Schematic diagram of a three-level thermal machine acting as a
refrigerator. The three transitions of the machine are weakly cou-
pled to thermal reservoirs at temperatures β1, β2 and β3, induc-
ing jumps between the machine energy levels (double arrows). In
a refrigeration cycle the machine performs a sequence of three
jumps |g〉 → |eA〉 → |eB〉 → |g〉, where it absorbs a quantum
of energy  hω1 from the cold reservoir, together with a quantum
 hω2 from the hot one, while emitting a quantum  hω3 into the
reservoir at intermediate temperature.
tion is weakly coupled to a bosonic thermal reservoir in equilibrium
at different inverse temperatures, βr = 1/kBTr with r = 1, 2, 3, where
we assume β1 > β3 > β2 for concreteness. A schematic representa-
tion of the model is depicted in Fig. 51.
The dynamics of the three-level thermal machine can be described
by a Lindblad master equation, obtained in the weak coupling limit
by applying standard techniques from open quantum systems theory
(see Secs. 2.2 and 2.3 in chapter 2). It reads
ρ˙t = −
i
 h
[HˆS, ρt] +L1(ρt) +L2(ρt) +L3(ρt), (9.2)
where ρt is the density operator of the three level system and Lamb-
Stark shifts have been neglected. The three dissipative terms in the
above equation describe the irreversible dynamical contributions in-
duced by each of the three thermal reservoirs:
Lr(ρt) = Γ
(r)
↓
(
σˆrρtσˆ
†
r −
1
2
{σˆ†rσˆr, ρt}
)
+
+ Γ
(r)
↑
(
σˆ†rρtσˆr −
1
2
{σˆrσˆ
†
r, ρt}
)
, (9.3)
where σˆ1 = |g〉 〈eA|, σˆ2 = |eA〉 〈eB| and σˆ3 = |g〉 〈eB| are the ladder
operators of the three-level system, inducing jumps in the correspond-
ing transitions r = 1, 2, 3. The above Eq. (9.3) describes the emission
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and absorption of excitations of energy  hωr to (or from) the reservoir
r, at rates fulfilling detailed balance
Γ
(r)
↓
Γ
(r)
↑
=
γr(n
th
r + 1)
γrnthr
= eβr
 hωr , (9.4)
where nthr = (eβr
 hωr − 1)−1 is the mean number of excitations of
energy  hωr in the reservoir r, and γr  ωr ′ ∀r, r ′ = 1, 2, 3, the spon-
taneous emission decay rate associated to the transition.
The three average heat fluxes entering from the reservoirs associ-
ated to the imbalance in emission and absorption processes, Q˙r =
Tr[HˆSLr(ρt)], read: Average heat fluxes
Q˙1 =  hω1
(
Γ
(1)
↑ pg(t) − Γ
(1)
↓ peA(t)
)
,
Q˙2 =  hω2
(
Γ
(2)
↑ peA(t) − Γ
(2)
↓ peB(t)
)
,
Q˙3 =  hω3
(
Γ
(3)
↑ pg(t) − Γ
(3)
↓ peB(t)
)
, (9.5)
where pi(t) ≡ Tr[|i〉 〈i| ρt] for |i〉 = {|g〉 , |eA〉 , |eB〉} are the instanta-
neous populations of the machine energy levels,
∑
i pi(t) = 1. The
first law of thermodynamics in the model consequently reads
U˙S ≡ Tr[HSρ˙t] = Q˙1 + Q˙2 + Q˙3. (9.6)
The master equation (9.2) describes the relaxation dynamics from
any initial state of the machine to the stationary state, p˙i = 0, reading: Stationary state
pi = pig |g〉 〈g|+ pieA |eA〉 〈eA|+ pieB |eB〉 〈eB| , (9.7)
which is diagonal in the energy basis. For the simpler case in which
γ1 = γ2 = γ3 ≡ γ, we obtain:
pig =
[
eβ3
 hω3
(
2eβ1
 hω1+β2 hω2 − 1
)
− eβ1
 hω1+β2 hω2
]
/Zpi,
pieA =
[
eβ2
 hω2
(
eβ1
 hω1 − 2
)
+ eβ3
 hω3
(
2eβ2
 hω2 − 1
) ]
/Zpi,
pieB =
[
eβ3
 hω3 + eβ1
 hω1+β2 hω2 − 2
]
/Zpi, (9.8)
where we defined
Zpi ≡ eβ2 hω2
(
−2+ eβ1
 hω1
)
− 2
+ eβ3
 hω3
(
2eβ2
 hω2
(
(1+ eβ1
 hω1
)
− 1
)
.
The present setup constitutes the simplest model of an ideal quan-
tum absorption heat pump and refrigerator, usually considered to
operate at steady-state conditions [119, 320, 417]. We now focus on
the fridge configuration, but similar conclusions follow as well in the
heat pump mode of operation. The cooling mechanism exploits the
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average heat flow entering from the reservoir at the hottest temper-
ature T2, Q˙2 > 0, to continuously extract heat from the reservoir at
the lowest temperature T1, Q˙1 > 0, while draining Q˙3 < 0 to the
reservoir at the intermediate temperature, T3 (see Fig. 51). At steady
state conditions, it can be easily checked that this is indeed the case
by properly tuning the energy level spacings [Eq. (9.10)]:
Q˙ss1 = γ hω1
∆
Zpi
> 0, Q˙ss2 = γ hω2
∆
Zpi
> 0, (9.9)
and Q˙ss3 = −(Q˙
ss
1 + Q˙
ss
2 ) 6 0, where Zpi > 0 and the quantity ∆ ≡(
eβ3
 hω3 − eβ1 hω1+β2 hω2
)
> 0, remains positive when the following
design condition is met:Refrigerator
condition
ω2 >
(
β1 −β3
β3 −β2
)
ω1. (9.10)
Notice also that, when inequality (9.10) is inverted, we obtain ∆ 6 0,
and the three heat flows invert signs, hence generating a heat pump
mode of operation (see Fig. 52 below).
9.1.1 Quantum trajectories and entropy production
We now apply our trajectory formalism to unravel the thermodynam-
ics of the above three-level thermal machine at the stochastic level. We
analyze the complete transient dynamics of the model when the ma-
chine starts the evolution in some arbitrary initial state, with respect
to which the steady state regime is a particular case.
Let us start by identifying the operations introduced by the dy-
namics (9.2) for an infinitesimal time-step dt. Following Sec. 8.5, the
coarse-grained dynamical evolution is given by the action of a CPTP
map E [Eq. (8.85)], with Kraus operators:
Mˆ0 = 1− dt
 i
 h
HˆS +
1
2
3∑
r=1
∑
k=↓,↑
Lˆ
(r)†
k Lˆ
(r)
k
 , (9.11)
corresponding to the absence of jumps during dt, and:
Mˆ
(r)
↓ =
√
dt Lˆ
(r)
↓ =
√
dt Γ
(r)
↓ σˆr, (9.12)
Mˆ
(r)
↑ =
√
dt Lˆ
(r)
↑ =
√
dt Γ
(r)
↑ σˆ
†
r, (9.13)
where Lˆ(r)↓ and Lˆ
(r)
↑ are the Lindblad operators promoting jumps
down and up in the transition r of the three-level system. Further-
more, the concatenation of the no-jump operator, Mˆ0 between arbi-
trary times t and t ′, gives us [see Eq. (8.89)]:
Uˆeff(t
′, t) = exp
(
−
i
 h
Hˆeff(t
′ − t)
)
, (9.14)
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as the effective evolution operator between jumps along the dynamics,
with
Hˆeff = HˆS − (i h/2)
3∑
r=1
∑
k=↓,↑
Lˆ
(r)†
k Lˆ
(r)
k . (9.15)
A trajectory γ = {n, (k1, t1), ..., (kN, tN),m} generated by the master
equation (9.2) can be hence constructed as explained in Sec. 8.5. We
start with the three-level thermal-machine in an arbitrary initial state
ρ0 =
∑
n
pn |ψn〉 〈ψn| , (9.16)
which is projectively measured in its eigenbasis {|ψn〉} obtaining out-
come n at the initial time, t0. Then we let the machine evolve while
registering the sequence of jumps induced by the operators Mˆ(r)↓ and
Mˆ
(r)
↑ during some interval of time τ. In this way, we obtain a se-
quence of N jumps {kl} at corresponding times {tl}. At the final time
tf = t0+ τ, the system is measured again, now using projectors in the
eigenbasis of ρtf = exp(Lτ)ρ0, that is
ρtf =
∑
m
p′m |ψ
′
m〉 〈ψ′m| , (9.17)
obtaining outcome m. Notice that here the stochastic jumps during
the evolution correspond to simple transitions between the energy
levels {|g〉 , |eA〉 , |eB〉}, which enforce the state of the system to lose
all coherences in the energy basis after the first jump. Therefore, the
stochastic dynamics is mostly classical during the transient dynamics.
The backward trajectory γ˜ = {m, (kN, tN), ..., (k1, t1),n}, represents
the inverse sequence of events with respect to γ, occurring in the
backward process. Following Sec. 8.5, we can construct the backward
process by specifying the initial state [here the inverted final state of
the forward process, ΘˆρtfΘˆ
†], and obtaining the operations governing
the time-reversed dynamics from its forward counterparts. The back-
ward map, E˜, can be obtained from the generalized detailed-balance
relation in Eq. (8.92):
ˆ˜M0 = e−σ
E
0/2ΘˆM
†
0Θˆ
†, ˆ˜M(r)k = e
−σErk /2ΘˆM
†
kΘˆ
†, (9.18)
where {σErk } are the boundary terms for the reservoir r = 1, 2, 3. Fur-
thermore, by noticing that the Lindblad operators in this case come
in pairs, that is
Lˆ
(r)
↓ =
√√√√Γ (r)↓
Γ
(r)
↑
Lˆ
(r)†
↑ = e
βr hωr/2Lˆ
(r)†
↑ , (9.19)
we can easily determine the quantities {σErk } from Eq. (8.93): Reservoir entropy
changes
σE0 = 0, σ
Er
↓ = βr hωr, σ
Er
↑ = −βr hωr. (9.20)
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Notice that the jumps induced by the operators Lˆ(r)↓ (Lˆ
(r)
↑ ) in the for-
ward trajectories γ, are associated to the emission (absorption) of a
quantum of energy  hωr in the transition r = 1, 2, 3. Hence the bound-
ary terms σEr↓ (σ
Er
↑ ) can be interpreted as the entropy produced (anni-
hilated) in reservoir r, when a quantum  hωr of heat is transferred to
(from) the reservoir at inverse temperature βr. As long as the reser-
voirs have been here assumed to be large systems at equilibrium state
ρE during the whole evolution, this corresponds to choosing an ini-
tial state for the environment in the backward process of the form
Θˆ†ρ˜EΘˆ = ρE ' ρ∗E (see Sec. 8.5).
Introducing the expressions for σErk [Eq. (9.20)] into Eq. (9.18), we
obtain the Kraus operators of the backward map:
ˆ˜M(r)↓ =
√
dt ˆ˜L(r)↓ =
√
dt ΘˆLˆ
(r)
↑ Θˆ
† = Mˆ(r)↑ ,
ˆ˜M(r)↑ =
√
dt ˆ˜L(r)↑ =
√
dt ΘˆLˆ
(r)
↓ Θˆ
† = Mˆ(r)↓ , (9.21)
together with ˆ˜M0 = ΘˆMˆ0Θˆ† = Mˆ0 for the no-jump evolution. In-
deed, by exploiting the symmetries of the smooth no-jump evolution
[see Eq. (8.95) and below], we obtain ˆ˜Ueff = ΘˆUˆ
†
effΘˆ
† = Uˆeff for the
effective evolution operator describing the dynamics between jumps
in the backward process. From the above equations we explicitly see
that the forward and backward maps, E and E˜, are equivalent, while
the jumps up in the forward process are related with jumps down
in the backward process (and vice-versa). We also notice that, conse-
quently, the backward map E˜ admits the time-reversed steady state
p˜i = ΘˆpiΘˆ† = pi as an invariant state.
We next construct the dual and dual-reverse processes for the model.
We note that condition (8.96) is here fulfilled, together with (8.44). In-
deed, the nonequilibrium potential, Φˆ = − lnpi, obeys [Φˆ, HˆS] = 0
and
[Φˆ, Lˆ(r)k ] = ∆φ
(r)
k Lˆ
(r)
k , [Φˆ, Lˆ
(r)†
k ] = −∆φ
(r)
k Lˆ
(r)†
k , (9.22)
where the nonequilibrium potential changes associated to each jump
in the trajectory readNonequilibrium
potential changes
∆φ0 = 0, ∆φr↓ = −β ′r hωr, ∆φr↑ = β
′
r
 hωr. (9.23)
Here the quantities β ′1 = ln(
pig
pieA
)/ hω1, β ′2 = ln(
pieA
pieB
)/ hω2 and β ′3 =
ln( pigpieB
)/ hω3 are effective inverted temperatures (or virtual tempera-
tures [77, 516]) associated to each of the transitions in the steady state
pi in Eq. (9.7). Each time a jump down is detected in transition r, cor-
responding to the emission of a quantum of energy  hωr, an amount
β ′r hωr of entropy (heat divided by temperature) is transferred from
the system to the reservoir r (and vice-versa for the jumps up).
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The Kraus operators for dual and dual-reverse maps, D and D˜, can
be obtained as well from Eqs. (8.98) and (8.99), by using Eqs. (9.20)
and (9.23). They read:
Dˆ
(r)
↓ =
√
dt e(β
′
r−βr) hωr/2 Lˆ
(r)
↓ ∝ Mˆ(r)↓ , (9.24)
Dˆ
(r)
↑ =
√
dt e−(β
′
r−βr) hωr/2 Lˆ
(r)
↑ ∝ Mˆ(r)↑ , (9.25)
ˆ˜D(r)↓ =
√
dt e−(β
′
r−βr) hωr/2 Lˆ
(r)
↑ ∝ ˆ˜M(r)↓ , (9.26)
ˆ˜D(r)↑ =
√
dt e(β
′
r−βr) hωr/2 Lˆ
(r)
↓ ∝ ˆ˜M(r)↑ . (9.27)
Notice that the dual and dual-reverse maps are similar to maps E and
E˜ respectively. In particular, all the Kraus operators corresponding to
the dual and dual-reversed dynamics are proportional to the original
ones, inducing the same jumps in the three-level system, but at mod-
ified rates depending on the difference β′r − βr. Only when β′r = βr
for each r the dual process becomes equal to the forward process, and
hence the dual-reverse process equals the backward process (see Fig.
52).
As stressed in the previous chapter, Eq. (9.22) together with the
backward map having p˜i as an invariant state, are sufficient condi-
tions to ensure the existence of the three fluctuation theorems for the
adiabatic, non-adiabatic and total entropy productions during trajec-
tory γ. They explicitly read: Adiabatic,
non-adiabatic and
total entropy
productions∆is
a
γ =
3∑
r=1
(β ′r −βr)q
(r)
γ , (9.28)
∆is
na
γ = σ
S
nm −
3∑
r=1
β ′rq
(r)
γ , (9.29)
∆isγ = σ
S
nm −
3∑
r=1
βrq
(r)
γ , (9.30)
where we stress that σSnm = − lnp′m + lnpn = ∆sSnm is the change
in the entropy of the system during the trajectory [271, 273, 397, 473,
504], and
q
(r)
γ =  hωr(n
(r)
↑ −n
(r)
↓ ), (9.31)
is the stochastic heat entering the system from reservoir r during
the jumps, n(r)↑ (n
(r)
↓ ) being the total number of jumps up (down) in
transition r. It is easy to check from the above equations that ∆isγ =
∆is
a
γ +∆is
na
γ . Moreover, they provide us the following interpretation
of the entropy production decomposition in the model. The adiabatic
term, ∆isaγ, captures the entropy produced in the process which does
not modify the local state of the machine. On the other hand, the
non-adiabatic term accounting for the entropy production generated
in the relaxation of the system to the steady state pi, can be viewed
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Figure 52: Comparison between the inverse effective (or virtual) tempera-
tures β′r (solid lines) and the real inverse temperatures of the
reservoirs βr (dashed lines) for r = 1, 2, 3 (blue, red, orange),
as a function of β1 when ω1 =  h−1, and ω2 = 1.5 h−1. In the
plot we stressed the two modes of operation of the autonomous
three-level machine separated by a dotted line corresponding to
the equality case in Eq. (9.10), implying reversible environmental
conditions, ∆isaγ = 0 ∀γ in Eq. (9.28). In the refrigerator regime,
the transition g ↔ eA is at an effective temperature colder than
the coldest reservoir, β′1 > β1, inducing heat extraction from it,
while the other transitions induce dissipation of heat to the reser-
voir at intermediate temperature, β2 > β′2, and absorption of
heat in the hotter one β′2 > β2. In the heat pump regime the
three heat flows change its directions as the previous inequalities
become inverted.
as the entropy produced in the thermalization process of the three-
level machine if each transition were coupled to a thermal reservoir
at temperatures β ′r, instead of βr, respectively.
Turning to the averaged behavior as given by the master equation
(9.2), we can calculate the average flow of nonequilibrium potential
and the entropy changes in the reservoirs:
S˙r =
∑
k=↑,↓
Tr[Lˆ(r)†k Lˆ
(r)
k ρt]σ
(r)
k = −βrQ˙r, (9.32)
Φ˙r =
∑
k=↑,↓
Tr[Lˆ(r)†k Lˆ
(r)
k ρt]∆φ
(r)
k = β
′
rQ˙r, (9.33)
where we split in three parts the nonequilibrium potential flow Φ˙ =
Φ˙1 + Φ˙2 + Φ˙3 = −Tr[ρ˙t lnpi].
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The entropy production rates hence read: Adiabatic,
non-adiabatic and
total entropy
production rates
S˙a =
∑
r
(β ′r −βr)Q˙r > 0, (9.34)
S˙na = S˙−
∑
r
β ′rQ˙r > 0, (9.35)
S˙i = S˙a + S˙na = S˙−
∑
r
βrQ˙r > 0, (9.36)
with S˙ = −Tr[ρ˙t ln ρt] the derivative of the von Neumann entropy of
the three-level machine. They show the same structure as the trajec-
tory versions in Eqs. (9.28)-(9.30).
Finally, notice that in the steady state we have S˙na = 0, and the first
law (9.6) becomes
∑
r Q˙
ss
r = 0. This implies that the adiabatic entropy
production rate in Eq. (9.34) equals the total entropy production rate
[Eq. (9.36)]:
S˙a = S˙i = (β3 −β2)Q˙
ss
2 − (β1 −β3)Q˙
ss
1 > 0, (9.37)
which rules the stationary heat fluxes passing through the system,
and sets a bound for the thermal machine efficiency in any regime
of operation. Indeed, combining Eq. (9.37) and Eq. (9.6) we obtain
that the efficiency of the refrigeration process, as captured by the
coefficient of performance (COP) [320] , is bounded by COP bound
 =
Q˙ss1
Q˙ss2
6 β3 −β2
β1 −β3
≡ C (9.38)
where C represents the Carnot COP, that is, the equivalent of the
Carnot efficiency for fridges [77]. The above bound can be alterna-
tively obtained by noticing from Eq. (9.9) that  = ω1/ω2, and hence
the bound  6 C directly follows from condition Eq. (9.10), ensuring
that the machine is acting as a refrigerator. This means that the Carnot
COP can be reached by properly tuning the spacing of the transitions
ω1 and ω2, i.e. approaching ω2 → ωC2 = ηCω1 from above. In such
case the stationary currents tend to vanish, Qss1 → 0 and Qss2 → 0,
and the entropy production rate S˙a → 0, a well-known feature of re-
versible ‘Carnot conditions’ characterized by extreme slowness in the
energy exchange processes.
9.2 periodically driven cavity mode at resonance
As a second simple example we consider a single electromagnetic
field mode with frequency ω in a microwave cavity with slight losses
in one of their mirrors. The losses of the cavity are produced by the
weak coupling of the cavity mode to a bosonic thermal reservoir in
equilibrium at some inverse temperature β = 1/kBT . In addition, an
external laser of same frequency ω and weak intensity drives the
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...
Figure 53: Schematic picture of the setup. The intracavity mode Hˆ0 is exter-
nally driven by a resonant laser field VˆS(t), while in weak contact
with the environment at inverse temperature β, producing the
emission and absorption of photons.
cavity mode producing excitations. The Hamilton operator for the
system consists of two terms, HˆS(t) = Hˆ0 + VˆS(t), the first one rep-
resenting the Hamiltonian of the undriven mode Hˆ0 =  hωaˆ†aˆ and
VˆS(t) = i h(aˆ
†e−iωt − ∗aˆeiωt) (9.39)
describing the effect of the classical resonant laser field  = ||eiϕ
with amplitude || and phase ϕ (see Sec. 1.2). In Fig. 53 we show a
schematic picture of the setup.
The reduced evolution of the cavity mode can be described by a
Lindblad master equation in the interaction picture with respect to
Hˆ0, of the form [586]:
ρ˙t = −
i
 h
[Vˆ , ρt] +L(ρt) (9.40)
where Vˆ = i h(aˆ†−∗aˆ) is the driving Hamiltonian in the interaction
picture, and the dissipative part of the dynamics is assumed to take
the form of the undriven case (see Sec. 2.3)
L(ρ) = Γ↓
(
aˆρaˆ† −
1
2
{aˆ†aˆ, ρ}
)
+ Γ↑
(
aˆ†ρaˆ−
1
2
{aˆaˆ†, ρ}
)
accounting for emission and absorption of photons by the cavity
mode to (from) the equilibrium reservoir at respective rates Γ↓ =
γ0(n
th + 1) and Γ↑ = γ0 nth. As usual nth = (e−β
 hω − 1)−1 is the
mean number of excitations of frequency ω in the reservoir at in-
verse temperature β, and γ0 is the spontaneous emission decay rate
in absence of driving. We require for consistency that γ0, || ω but
||/γ0 = constant, which implies that terms ||γ → 0 can be safely
neglected in the master equation. This guarantees the decoupling of
the dynamics induced by the driving laser and that generated by the
presence of the thermal reservoir.
The steady state of the dynamics (9.40) can be easily obtained ana-
lytically, resulting in the displaced thermal state
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pi = Dˆ(α)
e−βHˆ0
Z0
Dˆ†(α) =
e−β(Hˆ0−µXˆα)
Zα
(9.41)
where α ≡ 2/γ0, Dˆ(α) = exp(αaˆ†−α∗aˆ) is the unitary displacement Steady state
operator in optical phase space, Dˆ(α)aˆDˆ†(α) = aˆ− α (see Sec. 1.2.4),
and Z0 = Tr[exp(−βHˆ0)]. In the second equality, we have written
the state pi as a generalized Gibbs ensemble (see our analysis of gen-
eralized Gibbs-preserving maps in Sec. 7.4) by defining a Lagrange
multiplier for the field ϕ induced by the external laser:
µ ≡
√
2 hω|α|, Xˆα =
1√
2
(
aˆe−iϕ + aˆ†eiϕ
)
, (9.42)
with [Hˆ0, Xˆα] 6= 0, and Zα = eβ hω|α|2Z0 in Eq. (9.41). In contrast to
the undriven case, here the cavity does not reach thermal equilibrium
with the reservoir, as coherences in the energy basis do not decay to
zero, being connected with the work performed by the external laser.
The fact that the steady state pi can be written as a generalized Gibbs
ensemble is a consequence of the presence of an extra conserved quan-
tity in global dynamics, the field quadrature Xˆα. Notice also that the
state pi defines a limit cycle (unitary orbit) in the Schrödinger picture
by piS(t) = e−
i
 h Hˆ0t pi e
i
 h Hˆ0t, rotating in optical phase space, according
to the free evolution i hp˙iS = [Hˆ0,piS].
The energy balance during the evolution can be stated by noticing
that the total power input from the laser drive results W˙ = Tr[dHˆSdt ρS],
where ρS(t) = e−
i
 h Hˆ0t ρt e
i
 h Hˆ0t is the density operator of the cavity
mode in the Schrödinger picture. If we further identify the internal
energy of the cavity mode as US = Tr[HˆSρS], the first law of thermo-
dynamics in this configuration just reads First law energy
balance
U˙S = W˙ + Q˙ = Tr[
dHˆS
dt
ρS] + Tr[HˆS
dρS
dt
], (9.43)
and therefore the heat flow is Q˙ = Tr[HˆS
dρS
dt ] = Tr[HˆSL(ρS)] in
analogy to the previous section. In the heat expression we used that
the dissipative dynamics is invariant when moving between the Sch-
rödinger picture and the interaction picture with respect to Hˆ0.
9.2.1 Failure of the FT for adiabatic entropy production
As in the previous example, we may explicitly construct the thermo-
dynamic description for this model at the trajectory level. The master
equation (9.40) provides us the Kraus operators for the map E in Eq.
(8.85):
Mˆ0 = 1− dt
 i
 h
Vˆ +
1
2
∑
k=↓,↑
Lˆ
†
kLˆk
 , (9.44)
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for the no jump evolution, and
Mˆ↓ =
√
dt Lˆ↓ =
√
dt Γ↓ aˆ, (9.45)
Mˆ↑ =
√
dt Lˆ↑ =
√
dt Γ↑ aˆ†, (9.46)
for the jumps. The effective evolution between jumps, Uˆeff(t ′, t) in Eq.
(8.89), is again given by Eq. (9.14) where the effective non-hermitian
operator is in this case
Hˆeff(t) = Vˆ − (i h/2)
∑
k=↓,↑
Lˆ
†
kLˆk, (9.47)
and the trajectory γ = {n, (k1, t1), ..., (kN, tN),m} is constructed as in
the previous example by counting the jumps {Lˆ↓, Lˆ↑} induced by the
reservoir and registering the times at which jumps occurred.
The backward evolution is specified as well by Kraus operators for
the backward map, E˜, which can be obtained from the detailed bal-
ance relation (8.92) in Sec. 8.5 as in the previous example. As the for-
ward dynamics, it is governed by a single pair of Lindblad operators:
Lˆ↓ =
√
Γ↓ aˆ, Lˆ↑ =
√
Γ↑ aˆ†. (9.48)
The stochastic entropy change in the environment (again a thermal
reservoir in equilibrium) associated to each Kraus operator in Eqs.
(9.44) and (9.45) is given byReservoir entropy
changes
σE0 = 0, σ
E
↓ = β hω, σ
E
↑ = −β hω. (9.49)
That is, when a jump down (up) occurs, the entropy in the environ-
ment increases (decreases) by β hω, associated to the emission (ab-
sorption) of a quantum of energy  hω from the reservoir. Therefore,
the Kraus operators for the backward map E˜ read
ˆ˜M0 = ΘˆMˆ0Θˆ† = Mˆ0,
ˆ˜M↓ =
√
dt ˆ˜L↓ =
√
dt ΘˆLˆ↑Θˆ† = Mˆ↑,
ˆ˜M↑ =
√
dt ˆ˜L↑ =
√
dt ΘˆLˆ↓Θˆ† = Mˆ↓, (9.50)
impliying again that forward and backward maps, E and E˜, are equiv-
alent.
However it is worth noticing that in this case the condition (8.41)
needed for the existence of a dual and dual-reverse dynamics is not
fulfilled. Indeed the nonequilibrium thermodynamic potential, from
Eq. (9.41), reads in this caseNonequilibrium
potential
Φˆ = − lnpi = β Dˆ(α) Hˆ0 Dˆ†(α) + lnZ0
= β
(
Hˆ0 − µXˆα
)
+ lnZα, (9.51)
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which does not obey the condition (8.96), because the Lindblad op-
erators appearing in the dynamics (9.40) do not promote jumps in
the steady state basis, but in the unperturbed Hamiltonian (Hˆ0) basis.
This implies that we cannot associate a single change in the nonequi-
librium potential to each Lindblad jump operator. As a consequence,
the entropy production per trajectory cannot be decomposed in adi-
abatic and non-adiabatic contributions, and the fluctuation theorems
for the adiabatic and non-adiabatic entropy production are not valid.
We indeed anticipate the breaking of the entropy production de-
composition whenever the (possibly many) dissipative contributions
to a dynamical evolution
ρ˙t = −
i
 h
[Hˆ, ρt] +
∑
n
Ln(ρt) ≡ L(ρt) (9.52)
possesses a steady state Ln(pi(n)) = 0 which does not commute with
the actual steady state generated by the whole dynamics, [pi,pi(n)] 6= 0
with L(pi) = 0. This is a purely quantum feature arising when coher-
ences are introduced in the thermodynamical description.
9.2.2 Implications to the second-law-like inequalities
Let us finally calculate the average total entropy production by ob-
taining the average entropy change in the environment [Eq. (8.106)]
S˙E =
∑
k
Tr[Ek(ρt)]σEk/dt =
∑
k=↓,↑
Tr[Lˆ†kLˆkρt]σ
E
k
=−β Tr[L(ρt)Hˆ0] = −β Tr[L(ρS)HˆS] = −βQ˙ (9.53)
where in the second line we have safely neglected the contribution
coming from the driving term in the heat, that is Tr[L(ρS)HˆS] '
Tr[L(ρS)Hˆ0], as ||γ → 0. The average total entropy production rate
[Eq. (8.105)] hence reads Total entropy
production rate
S˙i = S˙−βQ˙ = β(W˙ − F˙) > 0, (9.54)
where F˙ = U˙S − TS˙ is the time derivative of the nonequilibrium free
energy (see chapter 3). In Eq. (9.54) the term W˙ − F˙ can be fully inter-
preted as a dissipative power, i.e. the rate at which work is irreversibly
dissipated in the process. We indeed note that at steady state condi-
tions we have U˙S = S˙ = 0, and then S˙i = βW˙ss > 0, that is, work from
the external drive is needed to maintain the nonequilibrium steady
state piS(t), producing entropy at a constant rate
βW˙ss ≡ β hωTr[(aˆ† + ∗aˆ)pi] = βµ
√
2|| > 0. (9.55)
On the other hand, even if the non-adiabatic entropy production
cannot be defined at the trajectory level, we can always calculate its
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averaged expression [see Eq. (8.55) in Sec. 8.3], and then the non-
adiabatic entropy production rate [524]:Non-adiabatic
entropy production
rate S˙na = −
d
dt
D(ρt||pi) = S˙−β
(
U˙S − µX˙S
)
> 0 (9.56)
where X˙S ≡ Tr[Xˆα ρ˙t] is the rate at which the cavity field is displaced
in the external field direction (as given by ϕ), until the steady state
is reached 〈Xˆα〉∞ = Tr[Xˆαpi] = √2|α|. The transient evolution of XS ≡
〈Xˆα〉t = Tr[Xˆαρt] is simply given by
X˙S = −
γ0
2
(XS − 〈Xˆα〉∞), (9.57)
that is, it exponentially converges to its steady state value. Therefore
X˙S will be either positive or negative during the evolution depend-
ing on the displacement of the initial state. If 〈Xˆα〉0 6 〈Xˆα〉∞ then
X˙S > 0 ∀t, and the system state increases its coherence in the energy
basis, while if 〈Xˆα〉0 > 〈Xˆα〉∞, we have X˙S 6 0 ∀t and the coherence
decreases. It is worth noticing that the rate X˙S modifies the velocity
at which the system converges to the steady state, c.f. Eq. (9.56) but,
like the work performed by the external drive, does not produce any
entropy change in the reservoir, which in this model only exchanges
heat with the cavity mode [see Eq. (9.53)]. This situation can be under-
stood in the framework of generalized Gibbs ensembles by looking at
the external drive as a coherent thermal reservoir at infinite temper-
ature, which exchanges both energy (work) and coherence (displace-
ment in the field quadrature Xˆα) without modifying its entropy.
By using the expressions for the total and non-adiabatic entropy
production rates from Eqs. (9.54) and (9.56), the adiabatic entropy
production rate may be defined asAdiabatic entropy
production rate
S˙a ≡ S˙i − S˙na = β(W˙ − µX˙S), (9.58)
proportional to the input power not being used to generate a displace-
ment in the cavity field. This quantity provides the correct expression
for the entropy production in the steady state, S˙a → βW˙ss = −βQ˙ss >
0, corresponding to the input power dissipated as heat to maintain
the cavity field out of equilibrium. However, its positivity is not guar-
anteed at arbitrary times. By noticing that W˙ + µX˙S = W˙ss holds, we
can explicitly evaluate the adiabatic entropy production rate as
S˙a = βW˙ss +βµγ0
(
XS − 〈Xˆα〉∞) , (9.59)
with XS = 〈Xˆα〉t0 e−γ0t/2 + 〈Xˆα〉∞ (1− e−γ0t/2) from Eq. (9.57). We
notice that Eq. (9.59) is negative for any initial transient for which
µXS < µ 〈Xˆα〉∞ + W˙ss/γ0. In particular, if the dynamics starts in any
state diagonal in the Hˆ0 basis, this happens for t < 2 ln(2)/γ0 (see
Fig. 54). During this transient, the relaxation of the cavity mode to its
periodic steady state is boosted by the gain in X˙S on the top of the
entropy produced in the process, i. e. S˙na > S˙i.
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Figure 54: Time evolution of (a) adiabatic (S˙a), non-adiabatic (S˙na), and to-
tal (S˙i) entropy production rates represented by color solid lines,
and (b) input power (W˙), rate at which the cavity mode ab-
sorbs energy (U˙S), and rate at which it gets displaced (X˙S). The
cavity mode starts in equilibrium with the thermal reservoir,
ρ0 = e
−βHˆ0Z, and the laser driving is suddenly switched on
at t = 0 without any energy cost, and during the whole evolution
the entropy of the cavity mode does not change. In the initial dy-
namical transient the adiabatic entropy production rate becomes
negative, implying S˙na > S˙i, while it tends to βW˙ss (dashed line)
in the long time run [see Eq. (9.55)]. The sign of the adiabatic
entropy production rate is related to the interplay between the
input power W˙ and the displacement rate X˙S. For the initial tran-
sient where X˙S > W˙, an acceleration of the rate at which en-
ergy is absorbed by the cavity mode occurs (see the main text for
more details). In the figure we used the parameters  = 0.02ω,
γ0 = 0.01ω, and reservoir’s temperature T = 10k−1B  hω.
In Fig. 54(a) we show the dynamical evolution of the three entropy
production rates, Eqs. (9.54), (9.56) and (9.58) when the cavity mode
starts the evolution in a Gibbs thermal state in equilibrium with the
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reservoir temperature, ρS(t0) = exp(−βHˆ0)/Z0. In this case, we find
that the entropy of the mode is kept constant during the evolution,
S˙ = 0 ∀t, which implies S˙i = −βQ˙ > 0, and S˙na = β(µX˙S −US) > 0,
while the adiabatic entropy production rate S˙a = β(W˙ − µX˙S) be-
comes negative in the initial transient dynamics.
The energetics of the relaxation process is shown in Fig. 54(b).
The cavity mode absorbs energy at constant entropy from the exter-
nal laser until the periodic steady state is reached, U˙S = W˙e−γ0t/2,
where W˙ = W˙ss(1 − e−γ0t/2) > 0, while dissipating an increasing
part of the input power as heat, Q˙diss ≡ −Q˙ = W˙(1− e−γ0t/2) > 0.
At this point the input laser power starts to be fully dissipated into
the reservoir, i. e. Q˙ss = −W˙ss. We notice that the energy absorbed
by the cavity mode during the evolution is fully employed to gen-
erate the (unitary) displacement α, that is, ∆US = µ∆XS =  hω|α|2.
However, the transient dynamics ruling this process is far from being
trivial. The cavity mode is always displaced (gaining coherence) at a
higher rate than energy, US = µX˙S(1− e−γ0t/2), in accordance with
the positive non-adiabatic entropy production rate. In addition, by
comparing Figs. 54(a) and (b) the energetic meaning of the adiabatic
entropy production rate can be clarified. In the initial transient where
S˙na < 0 the coherence gain surpass the input power, i.e. µX˙S > W˙,
which in turn implies that the rate at which the cavity mode gains
energy speeds-up in this period U¨S > 0. At time γ0t = 2 ln 2, when
S˙a = 0, we have W˙ = µX˙S = W˙ss/2, and U˙ peaks at its maximum. Af-
ter this time, the adiabatic entropy production rate is positive S˙a > 0,
implying µX˙S < W˙, and U˙S decreases until it becomes zero in the
long time run, when the periodic steady state is reached. In conclu-
sion, we obtained that the sign of the adiabatic entropy production
rate spotlights the acceleration in the internal energy changes of the
cavity mode.
9.3 squeezing in a maxwell fridge toy model
As a third example we envisage a model acting as a Maxwell demon
in which coherences can be naturally introduced in by nonequilib-
rium quantum reservoirs. The model consist of a small thermal device
operating between two resonant bosonic reservoirs at different (in-
verse) temperatures βr = 1/kBTr (r = 1, 2), and an external memory
system, M, in which information can be erased or stored (see Fig. 55).
The memory is a semi-infinite set of quantum levels {|0〉 , |1〉 , ..., |n〉 , ...}
with degenerated energies HˆM = 0 (conveniently set to zero), and
ladder operators [aˆL, aˆR] = 1, producing jumps between the degen-
erated levels to the left (aˆL) or to the right (aˆR = aˆ
†
L). The device
is characterized by an interaction Hamiltonian term weakly coupling
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Figure 55: Schematic diagram of the Maxwell refrigerator. Two reservoirs
of resonant bosonic modes at different (inverse) temperatures
β1 > β2 exchange energy by inducing jumps between the de-
generated energy levels of the external memory (M). Each time
a quantum  hω of heat is transferred from the hot (cold) to the
cold (hot) reservoirs, the memory performs a collective jump to
the left (right) as given by the operator aˆL (aˆR).
the memory and the reservoir modes throughout a three-body inter-
action:
Hˆint =  hg
(
aˆLbˆ
†cˆ + aˆRbˆ cˆ†
)
(9.60)
where g  ω, being ω the natural frequency of the reservoir modes,
with Hamiltonians Hˆ1 =  hωb†b and Hˆ2 =  hωc†c, and [bˆ, bˆ†] = 1
([cˆ, cˆ†] = 1) ladder operators of the two reservoir bosonic modes. The
above interaction Hamiltonian preserves energy and induces jumps
on the memory to the left (right) when an energy quantum is trans-
ferred from the reservoir 2 (1) to the reservoir 1 (2). The underlying
idea of the model is to profit from the heat flows induced by the en-
vironment throughout the device in order to push the state of the
memory as much as possible to its leftmost level |0〉 (Landauer’s era-
sure), or alternatively, use the memory as a battery in order to in-
duce a heat flow against the constraints imposed by the environment
(Maxwell fridge).
9.3.1 Thermal reservoirs case
We first consider the case in which both reservoirs are ideal and at
thermal equilibrium at temperatures β1 > β2. The environmental
bosonic modes are hence assumed to be always in a Gibbs state. We
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are interested in the relaxation dynamics of this model when starting
from an arbitrary initial state in the memory. Using standard tech-
niques form open quantum system theory (see Secs. 2.2 and 2.3), one
arrives to the next master equation (ME) for the dissipative dynamics
of the memory density operator:
ρ˙t = L(ρt) =Γ←
(
aˆLρtaˆR −
1
2
{aˆRaˆL, ρt}
)
+ Γ→
(
aˆRρtaˆL −
1
2
{aˆLaˆR, ρt}
)
, (9.61)
where we neglected Lamb-Stark frequency shifts. The above equation
describes incoherent jump processes in the memory to the left at rate
Γ←, and to the right at rate Γ→, related to heat fluxes from reservoir
2 to reservoir 1, and from reservoir 1 to reservoir 2 respectively. We
have
Γ← = γ0(nth1 + 1)n
th
2 , Γ→ = γ0(n
th
2 + 1)n
th
1 , (9.62)
being γ0 a constant depending on the interaction strength and nthr ≡
(eβr hω − 1)−1 denotes the mean number of excitations of energy  hω
in reservoir r. Notice that the contact with the thermal reservoirs im-
plies a detailed balance relation between jumps to the left and jumps
to the right in the memory
Γ←
Γ→
= e(β1−β2)
 hω = eµ, (9.63)
where we introduced the parameter
µ ≡ (β1 −β2) hω > 0. (9.64)
The memory steady state density operator [L(pi) = 0] is, from the
ME (9.61)Steady state
(thermal case)
pi =
e−µNˆM
Z
, (9.65)
for which jumps to the left and jumps to the right are equally prob-
able. Here NˆM = aˆRaˆL is the number operator in the memory, and
Z = Tr[exp(−µNˆM)] = (1− e−µ)−1. Therefore, the quantity µ fully
determines the steady-state occupation in the degenerated energy lev-
els of the memory, together with its entropy S(piM) = µ 〈NˆM〉pi+ lnZ,
being 〈NˆM〉pi = (eµ − 1)−1. Consequently, the greater the tempera-
ture gradient between the reservoirs, the greater µ, the more peaked
the distribution in the level leftmost, and the lower the entropy of the
steady state. On the contrary, if the temperatures of the reservoirs are
very similar β1 → β2, we have µ → 0, and the steady state of the
external system approaches the fully mixed state.
This simple toy model has all the necessary elements to act as a
Maxwell demon. On the one hand, if the initial state of the memory
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is a low entropic state (in particular if it has lower entropy than pi),
the memory acts as an information battery powering a flux of heat
against the environment temperature gradient. This flow is main-
tained until the memory reaches the steady state piM, moment at
which it should be replaced with a fresh initial state if one wants
to maintain the flow. On the other hand, if the initial state is very
mixed (it has greater entropy than pi), the device acts as a Landauer’s
eraser, which profits from the spontaneous heat flow from the hot to
the cold reservoirs to purify the memory. We notice that a different
model for a Maxwell refrigerator operating at steady state conditions,
and showing the above mentioned regimes, has been recently pro-
posed by Mandal and Jarzynski in Ref. [370], and extended to the
quantum regime in Ref. [103].
Let us now analyze the full stochastic thermodynamics of the model
and its entropy production. As in the previous examples, we start by
identifying the following Kraus operators for the map E in Eq. (8.85)
Mˆ0 = 1−
1
2
∑
k=←,→
Lˆ
†
kLˆk,
Mˆ← =
√
dt Lˆ← =
√
dt Γ← aˆL,
Mˆ→ =
√
dt Lˆ→ =
√
dt Γ→ aˆR. (9.66)
In the above equations we identified a single pair of Lindblad opera-
tors, {Lˆ←, Lˆ→}, fulfilling
Lˆ← =
√
Γ← aˆL, Lˆ→ =
√
Γ→ aˆ
†
L. (9.67)
Exploiting this fact in the trace preserving condition for the backward
maps [Eq. (8.93)], we obtain the following boundary terms in the en-
vironment associated to each Kraus operator in Eq. (9.66) Reservoir entropy
changes (thermal
case)σE0 = 0, σ
E
← = µ, σ
E
→ = −µ. (9.68)
As the environment is here again given by two uncorrelated thermal
reservoirs in equilibrium, the above quantities can be interpreted as
the stochastic entropy changes in the environment during the jumps.
That is, when a jump to the left (right) occurs, the entropy in the
environment increases (decreases) by µ = (β1 −β2) hω, associated to
the exchange of a quantum of energy  hω from the hot (cold) to the
cold (hot) reservoir.
The backward evolution is analogously specified by the backward
map, E˜, with Kraus operators reading
ˆ˜M0 = ΘˆMˆ
†
0Θˆ
† = ΘˆMˆ0Θˆ† = Mˆ0
ˆ˜M← =
√
dt ˆ˜L← = Θˆ
√
dt Lˆ→Θˆ† = Mˆ→
ˆ˜M→ =
√
dt ˆ˜L→ = Θˆ
√
dt Lˆ←Θˆ† = Mˆ←. (9.69)
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As in the previous example, the forward and the backward maps
are essentially equal, and operations corresponding to a jump to the
left in the forward process transforms in a jump to the right in the
backward process, and vice-versa.
Notice that the conditions for the adiabatic and non-adiabatic de-
composition of the entropy production hold. From the steady state
(9.65) it is easy to see that the Kraus operators in Eqs. (9.66) are re-
lated with an unique change in the nonequilibrium potentialNonequilibrium
potential (thermal
case) Φˆ = − lnpi = µNˆM + lnZ, (9.70)
that is, [Φˆ, Lˆk] = ∆φkLˆk for k = {←,→}, with associated potential
changes
∆φ0 = 0, ∆φ← = −µ, ∆φ→ = −µ. (9.71)
On the other hand, Eqs. (9.69) ensure that the map E˜ has as invari-
ant state p˜i = ΘˆpiΘˆ† as required to define the dual map (see Sec. 8.5).
Comparing Eqs. (9.68) and (9.71) we see that in this case the changes
in the nonequilibrium potential produced by the jumps exactly coin-
cide with the decrease in stochastic entropy in the reservoirs, that is
∆φ←,→ = −σ←,→. Therefore we can conclude that the dual-reverse
and backward processes are exactly equal, and hence the dual pro-
cess is just the original forward one, which implies zero adiabatic
entropy production per trajectory. A trajectory γ = {n,k1, ...,kN,m} is
again defined by the initial and final measurements on the system per-
formed in the instantaneous eigenbasis of ρt (with outcomes n and
m respectively) and the N jumps {kl}, registered at times {tkl} dur-
ing the evolution. The total entropy production per trajectory hence
corresponds here to a single non-adiabatic contributionTotal entropy
production
∆is
na
γ = ∆isγ = σ
S
nm −∆φγ
≡ σSnm − (β1 −β2)qγ, (9.72)
which fulfills the detailed and integral fluctuation theorems. As in
the previous example, σSnm = lnp0n − lnptm is the stochastic entropy
change in the system, where p0n and ptm are, respectively, the eigen-
values of ρ0 and ρt corresponding to outcomes n and m. Notice that
in the last equality of Eq. (9.72) we identified the net heat during the
trajectory, qγ, flowing from the cold to the hot reservoir
qγ =  hω(n→ −n←), (9.73)
where n→ (n←) is the total number of right (left) jumps detected
during the trajectory γ. The absence of adiabatic entropy production
can be understood from the fact that in this model, any transfer of
heat between reservoirs is achieved by means of jumps in the memory,
cf. Eq. (9.60). This implies that no heat can flow without modifying
the system density operator, and hence no entropy can be produced
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irrespective of the local changes in the state of the memory ρ. As a
consequence, any flow ceases in the long-time run, when the steady
state pi is reached, blocking at this point the heat transfer between the
reservoirs.
The entropy production rate can be finally obtained by averaging
over trajectories [see Eqs. (8.105)] and (8.103)] Total entropy
production rate
(thermal case)S˙i = S˙− µ 〈N˙M〉 = S˙− (β1 −β2)Q˙ > 0 (9.74)
where S˙ = −Tr[ρ˙t ln ρt], and Q˙ = Tr[ρ˙t hωNM] is the heat flow from
the cold to the hot reservoir. The second law inequality (9.74), can be
now used to discuss the performance of the two different regimes of
operations of the device: Landauer’s eraser and Maxwell refrigerator.
In the first case we see that when Q˙ < 0, that is, the heat flows sponta-
neously from the hot to the cold reservoir, the entropy in the memory
system is allowed to decrease, S˙ < 0, until the entropy produced by
the spontaneous heat flow is compensated. The heat dissipated in the
erasure process is then lower bounded by Landauer’s bound
|Q˙| > (β1 −β2)−1 |S˙|, (9.75)
corresponding to a manifestation of Landauer’s principle in our set-
ting. On the other hand, if S˙ > 0, now the flux of heat can be inverted
against the thermal gradient, Q˙ > 0, the cold reservoir is refriger-
ated at the price of entropy production in the memory system. The
performance of this Maxwell fridge is then analogously bounded by Maxwell fridge
bound
Q˙ 6 (β1 −β2)−1 S˙. (9.76)
9.3.2 Squeezed thermal reservoir enhancements
Once the thermodynamic behavior of the model has been analyzed
for the case of ideal thermal reservoirs, we now move to the case
of nonequilibrium reservoirs. We replace the ideal thermal reservoirs
at inverse temperatures β1 and β2, by squeezed thermal reservoirs
at the same temperatures, with additional parameters {r1, r2} and
{θ1, θ2}, characterizing the squeezing (see Sec. 1.2.5). Squeezing con-
stitutes a useful resource not only from the perspective of quantum
information, with applications in quantum metrology, imaging, com-
putation, and cryptography [440], but also from the perspective of
quantum thermodynamics, for the design of enhanced thermal ma-
chines [3, 119, 470].
In Sec. 2.3.2 of chapter 2 we derived the open system dynamics
induced by a squeezed thermal reservoir on a bosonic mode, which
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can be easily adapted to the present situation. The master equation
in Eq. (9.61) changes to
ρ˙t = L
∗(ρt) = Γ−
(
Rˆ ρtRˆ
† −
1
2
{Rˆ†Rˆ, ρt}
)
+ Γ+
(
Rˆ†ρtRˆ−
1
2
{RˆRˆ†, ρt}
)
(9.77)
where Rˆ is the ladder operator of a Bogoliubov mode defined by the
canonical transformation
Rˆ ≡ aˆL cosh(r) + aˆR sinh(r) eiθ = Sˆ(ξ)aˆLSˆ†(ξ), (9.78)
being ξ = reiθ, and Sˆ(ξ) = exp( r2(aˆ
2
Le
−iθ − aˆ2Re
iθ)) the squeezing
operator on the memory system, with θ ≡ θ1 − θ2 and r depending
on the reservoir temperatures and squeezing parameters (r1 and r2)
thought the relation
tanh(2r) ≡ 2M1M2
(N1 + 1)N2 + (N2 + 1)N1
, (9.79)
where Mi ≡ − sinh(ri) cosh(ri)(2nthi + 1) and Ni ≡ nthi cosh(2ri) +
sinh(ri) for i = 1, 2. The above equation is only well defined for the
right hand side taking values in between −1 and 1, to which we will
restrict from now on. We also stress that r→ 0 when either r1 → 0 or
r2 → 0.
The operators Rˆ and Rˆ† in the master equation (9.77), promote
jumps to the left and to the right, respectively, between the states
of the squeezed basis of the memory system, {Sˆ(ξ) |0〉 , ..., Sˆ(ξ) |n〉 , ...},
at rates
Γ∓ =
γ0
2
(δN± (N2 −N1)) , (9.80)
where δN ≡
√
((N1 + 1)N2 + (N2 + 1)N1)
2 − 4|M1M2|2. It is worth
noticing that the rates Γ∓ no longer fulfill the detailed balance relation
in Eq. (9.63) but now Γ− = Γ+ eµ∗ with a new parameter
µ∗ ≡ ln
(
N1 sinh2(r) +N2 cosh2(r) +N1N2
N1 cosh2(r) +N2 sinh2(r) +N1N2
)
. (9.81)
This can be both greater or lower than µ depending on the squeezing
parameters {r1, r2} (inside the allowed range) of the two squeezed
thermal reservoirs. In particular, it is worth noticing that µ∗ → µ only
when both r1 → 0 and r2 → 0.
Crucially, the master equation (9.77) now induces the following
steady state in the long time runSteady state
(squeezed case)
pi∗ = Sˆ(ξ)
e−µ∗NˆM
Z∗
Sˆ†(ξ), (9.82)
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with µ∗ defined in Eq. (9.81), and Z∗ = Tr[e−µ∗NˆM ] = (1− e−µ∗)−1.
This is equivalent to a squeezed thermal state for the energyless mem-
ory system, with same entropy than e−µ∗NˆM/Z∗, but modified occu-
pations in the degenerated levels, showing second-order coherences
in the NˆM basis (see Sec. 1.2.5). As in the example of the driven cav-
ity mode, the steady state pi∗ in Eq. (9.82) can be rewritten as a gen-
eralized Gibbs ensemble (see Sec. 7.4) pi∗ ∝ exp[−µ∗(cosh(2r)NˆM −
sinh(2r)Aˆθ)], where we introduced the operator Asymmetry operator
AˆM ≡ −1
2
(
aˆ2Re
iθ + aˆ2Le
−iθ
)
=
1
2
(
Pˆ2θ/2 − Xˆ
2
θ/2
)
, (9.83)
measuring the asymmetry between the conjugated memory quadra-
tures in the direction given by θ/2, [Xˆθ/2, Pˆθ/2] = i (see Eq. (1.75)
in Sec. 1.2.4). Notice that [NˆM, Aˆθ] 6= 0, so that pi∗ corresponds to a
generalized Gibbs ensemble with non-commuting charges. We will
return to the properties of the operator Aˆθ in chapter 10.
Following the trajectory formalism, the Kraus operators for the
map E in the forward process now read
Mˆ0 = 1−
1
2
∑
k=−,+
Lˆ
†
kLˆk,
Mˆ− =
√
dt Lˆ− =
√
dt Γ− Rˆ,
Mˆ+ =
√
dt Lˆ+ =
√
dt Γ+ Rˆ
†. (9.84)
with the new Lindblad operators, {Lˆ−, Lˆ+}. Notice that the map E is a
generalized Gibbs-Preserving map (see Sec. 7.4). The boundary terms
in the environment associated to the operators Mˆk become Reservoir entropy
changes (squeezed
case)σE0 = 0, σ
E
− = µ∗, σ
E
+ = −µ∗. (9.85)
They can be interpreted again as stochastic entropy changes in the
environment, as they correspond to choosing ρ˜E = ΘˆρEΘˆ†, ρE being
a product of squeezed thermal states in the two reservoirs. Here ρ∗E '
ρE follows from the fact that they are large systems which do not
substantially modify their state during the evolution. Notice however
that they have no longer a clear interpretation in terms of exchange
of energy quanta between the reservoirs, as in this case both energy
and coherence (or asymmetry) are exchanged between the reservoirs
in each jump, producing (or annihilating) an entropy quantum ±µ∗
in the whole environment. Yet, the Kraus operators for the backward
map fulfill the same structure than in the previous case
ˆ˜M0 = ΘˆMˆ
†
0Θˆ
† = ΘˆMˆ0Θˆ† = Mˆ0,
ˆ˜M− =
√
dt ˆ˜L− = Θˆ
√
dtLˆ+Θˆ
† = Mˆ+,
ˆ˜M+ =
√
dt ˆ˜L+ = Θˆ
√
dtLˆ−Θˆ
† = Mˆ−, (9.86)
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and the conditions for the adiabatic and non-adiabatic decomposition
of the entropy production hold again. Indeed, from the steady state
(9.82) the nonequilibrium potential now readsNonequilibrium
potential (squeezed
case) Φˆ = − lnpi∗ = µ∗SNˆMS† + lnZ∗, (9.87)
which verifies [Φˆ, Lˆk] = ∆φkLˆk for k = {−,+}, being
∆φ0 = 0, ∆φ− = −µ∗, ∆φ+ = µ∗, (9.88)
as required to develop the dual-reverse process. Moreover, the map
E˜ has as invariant state p˜i∗ = Θˆpi∗Θˆ† as required to define the dual
process. Therefore, from Eqs. (9.85) and (9.88) we see that also in this
case the changes in the nonequilibrium potential produced by the
jumps exactly coincides with the decrease in stochastic entropy in the
reservoirs, ∆φ∓ = −σ∓, and hence the adiabatic entropy production
is again zero for any trajectory. This means that when the steady state
pi∗ is reached, no further entropy production is needed in order to
maintain the nonequilibrium steady state pi∗.
The average entropy production rate reads nowTotal entropy
production rate
(squeezed case) S˙i = S˙− µ∗Tr[S(ξ)NˆMS†(ξ)ρ˙t] = (9.89)
= S˙−
µ∗
 hω
(cosh(2r)Q˙− sinh(2r)A˙M) > 0
where Q˙ = Tr[ hωNˆMρ˙t] is again the heat flux from the cold to the
hot reservoir, and A˙M ≡ − hωTr[Aˆθρ˙t], with Aˆθ in Eq. (9.83). The
later is a flow of second-order coherences (asymmetry in the fluc-
tuations) from the reservoirs (see chapter 10), obeying an exponen-
tial law, A˙M = −γ0(AM −  hω 〈Aˆθ〉∞), where AM ≡  hω 〈Aˆθ〉t, and
〈Aθ〉∞ = (1/2) sinh(2r) coth(µ∗/2) > 0 in the steady state pi∗.
Comparing Eqs. (9.74) and (9.89) we see two main effects of reser-
voir squeezing. The first one is the appearance of the parameter µ∗
instead of µ, which implies that the interplay between the heat flux
from the cold to the hot reservoirs and the entropy in the memory
can be modified without varying the temperature gradient. The sec-
ond one is the appearance of an extra entropy flow related to the
exchange between system and environment of the quantity A˙, pro-
portional to the second-order coherences in the memory system. This
may induce an extra reduction (or increase) of the memory entropy
independently of the heat exchanged between the reservoirs. The two
effects have indeed a deep impact in the performance of the Maxwell
demon device (see Fig. 56). To make the discussion more precise, we
will look at the machine operation when the memory system starts in
the state pi and is then connected to the device with the squeezed ther-
mal reservoirs until it reaches the steady state pi∗. The extra increase
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in entropy and heat pumped from the cold to the hot reservoirs due
to reservoir squeezing read in this case
∆Ssq ≡ S(pi∗) − S(pi) = µ∗
eµ∗ − 1
−
µ
eµ − 1
+ ln
1− e−µ
1− e−µ∗
,
Qsq ≡  hω
(〈NM〉pi∗ − 〈NM〉pi) =  hωeµ∗ − 1 −  hωeµ − 1 . (9.90)
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Figure 56: (a) Enhancements in the entropy erased −∆Ssq in the memory,
together with the (scaled) heat flow from the hot to the cold
reservoirs, −Q˙sq, as a function of the squeezing parameter r2,
in the case of no squeezing in the cold reservoir, r1 = 0. In the
inset figure we show the change in the parameter µ∗ character-
izing the steady state of the memory. (b) Enhancements in the
heat extracted from the cold reservoir (blue line), together with
the (scaled) entropy produced in the memory ∆Ssq (black line),
the coherences flow to the memory ∆AM (orange-dashed line),
and the maximum extractable heat from the second law-like in-
equality in Eq. (9.89), Q˙max (pink-dotted line) as a function of
the squeezing parameter r1, when both reservoirs are squeezed
(r2 = 0.5). In both plots we used β1 = 5/ hω, and β2 = 1.2/ hω.
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In Figure 56(a) we show the break of the Landauer’s bound in
Eq. (9.75) when the device acts as a Landauer’s eraser, by just con-
sidering squeezing in the hot reservoir, r2 > 0, while the cold one
remains in a thermal state (r1 = 0). In this case we have r = 0, mean-
ing that the steady state in Eq. (9.82) reduces to
pi∗ = exp(µ∗NˆM)/Z∗, (9.91)
with µ∗ > µ, which corresponds to a lower entropic state than pi in
Eq. (9.65). Introducing squeezing only in the cold thermal reservoir
we can therefore erase a greater amount of entropy in the memory
which overcomes the bound (9.75), at the cost of inducing some more
heat flowing from the hot to the cold reservoirs.
On the other hand, in Fig. 56(b), we show the Maxwell refrigerator
regime when both reservoirs contain squeezing, r1, r2 > 2. In this case
extra heat can be extracted from the cold reservoir. The asymmetry
induced in the memory state, together with the modification of the
parameter µ∗ are the responsible of allowing refrigeration on the top
of the entropy produced in the memory, overcoming again the bound
in Eq. (9.76) for the thermal reservoirs case.
9.4 conclusions
In this chapter we have studied the decomposition of the total entropy
production into adiabatic and non-adiabatic contributions in three
specific situations of interest: an autonomous three-level thermal ma-
chine, a dissipative cavity mode resonantly driven by a classical field,
and a Maxwell’s demon toy model.
The first example illustrates the differences between adiabatic, non-
adiabatic, and total entropy production in a purely thermal situation
[Eqs. (9.28)-(9.30) and (9.34)-(9.36)]. We have seen that the forward
and backward processes in this case are equivalent inverting the di-
rection of the jumps. The dual and the dual-reverse processes are very
similar to the forward and backward ones, but the rates at which the
different quantum jumps occurs are modified. The entropy changes
in the environment are the sum of the heat flow dissipated in each
reservoir divided by its temperature [see Eqs. (9.20) and (9.32)], and
the changes in the nonequilibrium potential are, analogously, the sum
of the heat flowing into the system in each transition divided by it
effective (or virtual) temperature [Eqs. (9.23) and (9.33)]. The non-
adiabatic entropy production hence describes the entropy changes in
the three-level machine not accounted for by the entropy flow due
to the heat absorbed in each transition at its effective temperature.
On the other hand, the adiabatic entropy production is the sum of
the irreversible heat exchanged between each reservoir and its corre-
sponding transition in the machine. Furthermore, we stress that the
differences between the actual temperatures of the reservoirs and the
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effective (virtual) temperatures of the three-level machine transitions
determine the direction of the heat flows in the steady state (see Fig.
52), together with its performance properties, Eq. (9.38).
In the second example we discussed a configuration in which the
adiabatic and non-adiabatic decomposition of the entropy production
is broken, and only the FT for the total entropy production holds.
The backward process is also equivalent to the forward one, with
the quantum jumps inverted in the time-reversed trajectories with
respect to the forward ones. The dual and dual-reverse processes can-
not be defined in the setup, as the condition for the Kraus operators
in Eq. (8.96) is not fulfilled. This break of the split will occur when-
ever the different dynamical contributions may promote jumps be-
tween eigenstates of different system observables [see Eq. (9.52) and
the discussion above]. This can be seen from the non-commutativity
between the unitary and dissipative contributions in the master equa-
tion (9.40), i.e. [Vˆ , aˆ†aˆ] 6= 0. As a consequence, the non-adiabatic en-
tropy production rate, Eq. (9.56), which measures the convergence of
the system to its steady state, can be greater than the total entropy
production rate, Eq. (9.54). This implies a negative adiabatic entropy
production rate, Eq. (9.58), in some transient dynamics during which
the cavity mode experiences an accelerated energy gain (see Fig. 54).
Finally, the third example allowed us to apply our formalism in
a simple setup with a pure informational component, and in which
nonequilibrium squeezed thermal reservoirs can be easily introduced.
We first explored the simpler case in which a memory system con-
trols the heat flow between thermal reservoirs at different tempera-
tures. We have seen that in this case the dual and the forward process
are exactly the same, and no adiabatic entropy production is gener-
ated. Equivalently the backward and the dual-reverse processes co-
incide, with nonequilibrium potential changes equivalent to (minus)
the stochastic entropy changes in the environment (see Eqs. (9.68)
and (9.71)). This entropy changes are produced by the flow of heat
between the reservoirs at different temperatures. The total entropy
production and the non-adiabatic ones are hence equal in this case,
Eq. (9.72), and from the corresponding entropy production rate (9.74)
the Landauer’s bound is recovered in the model. As a second step we
replaced the regular thermal reservoirs by squeezed thermal reser-
voirs. Our formalism applies as well for this case. Now the entropy
changes in the environment are produced by the exchange of both
heat and coherences between the nonequilibrium reservoirs. This in-
duces squeezing in the memory system at the steady state (9.82), and
modifies the total entropy production rate, Eq. (9.89), which now in-
cludes a term proportional to the asymmetry induced by the memory
quadratures. The enhancements in the performance of the device due
to the squeezing in the reservoirs, Eq. (9.90), implies the overtaking
of the Landauer’s bound as exemplified in Fig. 56.

Part IV
Q U A N T U M T H E R M A L M A C H I N E S
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T H E R M O D Y N A M I C P O W E R O F T H E S Q U E E Z E D
T H E R M A L R E S E RV O I R
The last part of this thesis is related to the performance of quantum
thermal machines. Quantum thermal machines have been introduced
in chapter 3 as a topic which has attracted increasing attention within
the new field of quantum thermodynamics. They generically consist
of small quantum devices performing some useful thermodynamic
task, such as refrigeration, heat pumping, or work extraction, while
powered by out-of-equilibrium thermodynamic or mechanical forces.
Their importance comes from the fact that they can be used to inves-
tigate fundamental questions related to the laws of thermodynamics
as well as being useful in practical applications.
One of the most interesting open questions concerning quantum
thermal machines (and more generally quantum thermodynamics) is
understanding the implications of quantum features, such as quan-
tum measurement [63, 264, 272, 299], coherence [4, 499, 502, 515], or
quantum correlations [78, 414, 420, 429, 615, 619]. In this context, in-
spired by the breakthrough on the photo-Carnot engine driven by
quantum fuel by Scully et al. [499], different theoretical studies re-
cently focused on the implications for work extraction associated to
nonequilibrium quantum reservoirs. In particular it has been shown
that using coherent [242, 341, 449], correlated [145], or squeezed ther-
mal reservoirs [119, 275, 358, 470], power and efficiency of heat en-
gines can be improved, even surpassing the Carnot bound. However,
a general framework providing a deeper understanding of such quan-
tum nonequilibrium phenomena is still an open challenge [3, 406].
In this chapter we will apply our analysis on the entropy produc-
tion in quantum processes developed in chapter 8 to clarify the role
of nonequilibrium quantum reservoirs in work extraction 1. We stress
that entropy production is one of the most fundamental concepts in
nonequilibrium thermodynamics, which quantifies the degree of ir-
reversibility of a dynamical evolution [311]. For a quantum system
relaxing to thermal equilibrium at inverse temperature β = 1/kBT , it
simply reads [13, 137, 525]:
∆iS ≡ ∆S−βQ > 0 (10.1)
where ∆S is the change in the von Neumann entropy of the system,
and Q is the heat released from the reservoir. The positivity of the
entropy production (10.1) is a particular case of the second law. How-
ever, in more general situations, different processes others than heat
1 Most of the results in the chapter have been published in Ref. [373]
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flows may produce an exchange of entropy between the system and
its surroundings, modifying (10.1). In chapter 9 we have already seen
some examples in which Eq. (10.1) is modified by the presence of
coherences, yielding new bounds on the performance of thermody-
namic tasks.
Squeezing has been introduced in Sec. 1.2.5 as a property intimately
related with Heisenberg’s uncertainty principle: It is the result of re-
ducing the variance of an observable with respect to its conjugate (see
also Ref. [151]). Nowadays it constitutes a central tool in quantum
information with several applications in quantum metrology, com-
putation, cryptography and imaging [440]. Most commonly consid-
ered squeezed states are coherent but also thermal ones have been
largely studied [177, 360]. Experimental realizations of squeezed ther-
mal states range from micro-waves [600] to present squeezing of mo-
tional degrees of freedom in optomechanical oscillators [435, 588].
In Sec. 10.1 we explicitly address the characterization of the entropy
production for the case of a bosonic mode interacting with a single
squeezed thermal reservoir. This analysis is then applied to discuss
work extraction in two models of non-autonomous quantum thermal
machines (see Sec. 3.3). In Sec. 10.2 the maximum irreversible work
cyclically extractable from a single squeezed reservoir is obtained.
Further, in Sec. 10.3 we discuss an Otto cycle which can operate as
a heat engine converting the heat entering from both reservoirs into
work at one hundred per cent efficiency, or as a refrigerator pumping
energy from the cold to the hot reservoir while producing a positive
amount of output work at the same time. It is important to stress
that our results do not contradict the second law of thermodynam-
ics, which is modified by the inclusion of squeezing as an available
resource in the reservoir. Indeed in Sec. 10.4 this point is developed
by providing an interpretation of the squeezed thermal reservoir as
a source of free energy. An experimental proposal for implementing
our results is given in Sec. 10.5 by constructing on previous works on
a single-ion heat engine [2, 471]. The main conclusions of the chapter
are presented in Sec. 10.6, while some further technical details are
provided in appendix E.
10.1 thermodynamics of the squeezed thermal reservoir
Consider a quantum system consisting of a single bosonic mode with
Hamiltonian HˆS =  hωaˆ†aˆ, weakly dissipating into a bosonic reser-
voir HˆR =
∑
k
 hΩkbˆ
†
kbˆk, prepared in a squeezed thermal state at
inverse temperature β with squeezing parameter ξ = reiθ (r > 0
and θ ∈ [0, 2pi]), see Sec. 1.2.5). In Sec. 2.3.2 we analyzed the dy-
namical evolution of such a system throughout the development of
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a Markovian collisional model, where the interaction between mode
and reservoir in the rotating wave approximation (RWA) reads
Hˆint =
∑
k
igk(aˆ bˆ
†
k − aˆ
†bˆk). (10.2)
This yields an open system dynamics described by the following Lind-
blad master equation in interaction picture
ρ˙t = L(ρt) =
∑
i=±
RˆiρtRˆ
†
i −
1
2
{Rˆ
†
iRˆi, ρt}, (10.3)
where Lamb-Stark shifts have been neglected (an alternative deriva-
tion can be found in Ref. [498]). The two Lindblad operators in (10.3)
read:
Rˆ− =
√
γ0(nth + 1) Rˆ, Rˆ+ =
√
γ0nth Rˆ
†, (10.4)
with Rˆ = aˆ cosh(r) + aˆ† sinh(r)eiθ. This corresponds to the ladder
operator of a Bogoliubov mode Rˆ = Sˆ(ξ) aˆ Sˆ†(ξ) where
Sˆ(ξ) ≡ exp
( r
2
(aˆ2e−iθ − aˆ†2eiθ)
)
(10.5)
denotes the unitary squeezing operator on the system mode. In ad-
dition we introduced γ0 the spontaneous emission decay rate and
nth = (e
β hω − 1)−1 the mean number of bosons of energy  hω in a
thermal reservoir at inverse temperature β.
The Lindblad operators Rˆ∓ in Eq. (10.4), promote jumps associated
to the correlated emission and absorption of bosons
Rˆ∓Sˆ(ξ) |n〉 → Sˆ(ξ) |n∓ 1〉 , (10.6)
which fit into the formalism for quantum fluctuation theorems devel-
oped in chapters 7 and 8. The steady state solution, L(pi) = 0, is no
longer diagonal in the HˆS basis Squeezed thermal
steady state
pi = Sˆ(ξ)
e−βHˆS
Z
Sˆ†(ξ), (10.7)
with Z = Tr[e−βHˆS ]. As we already stressed in Sec. 1.2.5, the squeezed
thermal state pi has the same entropy as the Gibbs state, but higher
mean energy. A crucial property is that its variance in the quadra-
ture Xˆθ/2 ≡ (aˆ†eiθ/2 + aˆe−iθ/2)/
√
2 has been squeezed by a fac-
tor e−r, while the variance of the conjugate quadrature Pˆθ/2 (with
[Xˆθ/2, Pˆθ/2] = i) is multiplied by er. Notice that when turning to the
Schrödinger picture, the steady state (10.7) acquires a time-dependent
phase inducing a rotation in phase-space, which has to be accounted
for in applications.
The Lindblad master equation (10.3) describes the relaxation from
any initial state of the mode to pi. The irreversibility of the process is
308 thermodynamic power of the squeezed thermal reservoir
well captured by the non-adiabatic entropy production introduced in
chapter 8 (see also [165, 270, 273, 524]):
S˙na ≡ − d
dt
D(ρt||pi) = S˙− Φ˙ > 0 (10.8)
where D(ρ||σ) = Tr[ρ(ln ρ − lnσ)] > 0 is the quantum relative en-
tropy (Sec. 1.1.6). The term Φ˙ = Tr[Φˆρ˙t] defines the effective rate at
which entropy is transferred from the surroundings into the system
throughout the nonequilibrium potential, Φˆ = − lnpi. The positivity
of S˙na is always guaranteed for quantum dynamical semigroups [524],
while the emerging second-law-like inequality in Eq. (10.8), has been
derived in Secs. 7.4 and 8.5 as a corollary from the general fluctua-
tion theorem for quantum CPTP maps. Recall that the effective en-
tropy flow Φ˙ becomes zero for unital maps and reproduces the heat
flow divided by temperature in the case of thermalization or Gibbs-
preserving maps. Remarkably, in this case it can further be shown
that it equals the rate at which entropy decreases in the reservoir dur-
ing the relaxation process, Φ˙ = −S˙E (see Appendix E), so that we can
identify Eq. (10.8) with the total entropy production rate in system
and environment during the process, i.e. S˙na = S˙i = S˙+ S˙E (see Sec.
8.3).
Using the steady state pi in Eq. (10.7) we obtain:Nonequilibrium
potential
Φ˙ = β Tr[Sˆ(ξ)HˆSSˆ†(ξ)ρ˙t] = β
(
cosh(2r)Q˙− sinh(2r)A˙
)
(10.9)
where we identify the heat flux entering the system from the reservoir
as the energy absorbed by the bosonic mode (no external driving),
Q˙ = Tr[HˆSρ˙t] = U˙S, and obtain the extra non-thermal contribution:Coherences flow
A˙ =  hωTr[Aˆθρ˙t] = −
 hω
2
Tr[(aˆ†2eiθ + aˆ2e−iθ)ρ˙t]. (10.10)
Rewriting Aˆθ = (1/2)(pˆ2θ/2− xˆ
2
θ/2), we see that it measures the asym-
metry in the second order moments of the mode quadratures, which
includes both the relative shape of the variances and the relative dis-
placements in optical phase space. From the Lindblad master equa-
tion (10.3) we obtain (see details in Appendix E)
Q˙(t) = −γ
(
US(t) − 〈HˆS〉pi
)
, (10.11)
A˙(t) = −γ(A(t) −  hω〈Aˆθ〉pi), (10.12)
where US(t) = Tr[HˆSρt], A(t) =  hωTr[Aˆθρt], and the expected value
of Aˆθ in the stationary state reads 〈Aˆθ〉pi = sinh(2r)(nth + 1/2) > 0.
Therefore, the evolution of A(t) is rather simple: it increases (de-
creases) exponentially when the interaction with the reservoir induces
(reduces the) asymmetry in the θ/2 phase-selected quadratures. Anal-
ogously Q(t) = US(t) − US(0) increases (decreases) exponentially
when the energy in the initial state US(0) = 〈HˆS〉ρ0 is lower (greater)
than in the steady state 〈HˆS〉pi =  hω(cosh(2r)nth + sinh2(r)).
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As an illustrative example of the entropic implications of the above
asymmetry flow, consider an initial state ρ0 with A(0) = 0, e.g. a
Gaussian state without displacement, but with diagonal elements in
the HˆS basis as those in pi, so that 〈HˆS〉ρ0 = 〈HˆS〉pi. Clearly, during the
relaxation to the steady state pi, A˙ > 0, while Q˙ = 0, the uncertainty
in Xˆθ/2 is reduced with respect to the one in Pˆθ/2 at constant en-
ergy until the steady state is reached. In this case, according to (10.9),
∆Φ < 0, meaning that entropy is transferred from the system to the
reservoir. This entropy flux indeed overcomes the entropy produced
in the process, ∆iSna > 0, which corresponds to a net reduction in the
system local entropy ∆S = ∆iSna +∆Φ < 0. That is, the bosonic mode
is purified by contact with the squeezed thermal reservoir without
any (average) exchange of heat.
10.2 extracting work from a single reservoir
As a first consequence of reservoir squeezing, we point out the possi-
bility of cyclic work extraction from a single reservoir. This operation
is forbidden by the second law of thermodynamics in the thermal
reservoir case. Nevertheless it becomes possible when including extra
sources of coherence [499], neg-entropy [501], or additional informa-
tion reservoirs [138, 370]. We consider a two-stroke cyclic process op-
erated as sketched in Fig. 57A. In the first step we start with the state
pi in Eq. (10.7), and Hamiltonian HˆS =  hωaˆ†aˆ, implementing a uni-
tary (isentropic) evolution Uˆ, which drives the system detached from
the reservoir (e.g. by modulating the frequency ω(t) as explained
in Sec. 10.5). The bosonic mode ends up in some state ρ = UˆpiUˆ†
with the same Hamiltonian HˆS. In this process work can be extracted
by the external driving Wout = Tr[HˆSpi] − Tr[HˆSρ], while no heat is
produced. In the second step the system is put in contact with the
squeezed thermal reservoir until it relaxes back to pi. This produces
a heat flow entering from the reservoir, which equals the work ex-
tracted in the first step, Q = Tr[HˆSpi] − Tr[HˆSρ] = Wout, as required
from energy conservation. The entropy production in Eq. (10.8), inte-
grated over a whole cycle, yields −∆Φ > 0. Using Eq. (10.9), we find:
Extractable work
bound
Wout 6 tanh(2r)∆A (10.13)
where ∆A = 〈A〉piS − 〈A〉ρS . Hence positive work may be extracted
from the reservoir whenever ∆A > 0, e.g. by having ρS less squeezed
than piS. Maximum work is extracted by requiring ρS = e−βHˆS/Z
(which means that Uˆ = Sˆ†(ξ)), as it minimizes the mean energy for a
fixed entropy. In that particular case:
Wmax =  hω(2nth + 1) sinh
2(r) > 0, (10.14)
which vanishes in the thermal case, r = 0, as expected. It is worth
mentioning that this process does not saturate inequality (10.13), mean-
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Figure 57: Schematic diagrams of (A) the two-step protocol introduced to ex-
tract work from a single squeezed reservoir and (B) the four-step
Otto-like cycle operating between reservoirs at different temper-
atures. The unitary Uˆ1 represents the adiabatic frequency mod-
ulation from ω1 to ω2, while Uˆ2 represents the convolution of
the unitary unsqueezing the bosonic mode, Sˆ†(ξ), followed by
adiabatic modulation from ω2 to ω1.
ing that it is not reversible, but an amount ∆iSna = βWmax of entropy
is produced in each cycle. Indeed reversibility conditions (∆iSna = 0)
can only be achieved, following Eq. (10.8), in the trivial case ρS = piS,
implying Wout = ∆A = 0.
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10.3.1 Optimal Otto Cycle
As a second application of interest we consider a quantum heat en-
gine operating between two reservoirs: a cold equilibrium thermal
bath at inverse temperature β1, and a hot squeezed thermal reser-
voir at β2 6 β1 with squeezing parameter ξ = reiθ. The bosonic
mode performs a thermodynamic four-stroke cycle (Fig. 57 B) as in
traditional quantum Otto cycles [302, 450, 459], while the isentropic
expansion is allowed to unsqueezed the mode.
Quantum Otto heat engines are characterized by the implementa-
tion on the working fluid of a four-stroke cycle in which isentropic
and isochoric processes are alternated. In the case of a bosonic mode,
the isentropic (unitary) strokes are performed by external modulation
of the mode frequency. The isochoric steps are obtained by keeping
a constant frequency, while relaxing in contact with thermal reser-
voirs at different temperatures. In such case, adiabatic modulation of
the frequency leads to both maximum work extraction and high ef-
ficiencies. This fact can be understood from a simple argument: as
long as the mode state before the isentropic stroke, say ρi, is fixed by
the previous thermalization step, the work extracted in the process,
Wstroke = Tr[Hˆiρi] − Tr[Hˆfρf], is minimized when ρf (the state after
modulation) has minimum energy for a fixed entropy. This occurs
when it has Gibbs form ρf = exp(−βHˆf)/Zf for some β, which is the
case if the modulation is implemented adiabatically. Moreover, the
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quantum friction in such case is zero, as the non-diagonal elements
of the mode state in its instantaneous Hamiltonian basis are zero dur-
ing the whole cycle. However, in the case of squeezed thermal reser-
voirs, the above situation is slightly modified. Here we will introduce
a modification in the traditional Otto cycle which maximizes the work
extracted by applying the above argument to this new situation (see
also Ref. [406]). In contrast to Refs. [3, 470], we will require a isen-
tropic stroke driving the state after relaxation in the presence of the
squeezed thermal reservoir to a perfect Gibbs state with respect to
the final Hamiltonian at the end of the stroke. This operation can be
achieved by first unsqueezing the mode and then applying regular
adiabatic modulation, or by an unique taylored modulation [192]. As
a consequence, the power output defined as the work extracted in a
single cycle, see Eq. (10.19) below, divided by its duration is maxi-
mized.
We start with our system in point A, in equilibrium with the cold
thermal reservoir,
ρA = exp(−β1Hˆ1)/ZA, (10.15)
being ZA = Tr[e−β1Hˆ1 ], and the initial Hamiltonian is Hˆ1 =  hω1aˆ
†
1aˆ1.
During the first step the system is isolated from the reservoirs, and
its frequency adiabatically modulated from ω1 to ω2 > ω1, with-
out changing the populations of the energy eigenstates. The density
matrix at point B is
ρB = Uˆ1ρAUˆ
†
1 = exp(−β1
ω1
ω2
Hˆ2)/ZB (10.16)
where Uˆ1 represents the adiabatic modulation, ZB = ZA, and the
Hamiltonian is changed to Hˆ2 =  hω2aˆ
†
2aˆ2 during the process. The
work extracted during this isentropic compression is negative (exter-
nal work is needed to perform it), and reads WAB = Tr[Hˆ1ρA] −
Tr[Hˆ2ρB] = − h(ω2 −ω1)n
(1)
th , where n
(1)
th = (e
β1 hω1 − 1)−1. The
Gibbs form of the state ρB minimizes the work lost in the compres-
sion and, as long as the system is isolated, no heat is produced in this
step. In the second stroke, the bosonic mode is put in contact with the
squeezed thermal reservoir while the frequency stays constant, result-
ing in an isochoric process where the mode relaxes to the steady-state
ρC = Sˆ(ξ) exp(−β2Hˆ2) Sˆ†(ξ)/ZC. (10.17)
The heat entering the system from the squeezed thermal bath in
the relaxation is QBC = Tr[Hˆ2ρC] − Tr[Hˆ2ρB] =  hω2(n
(2)
th cosh(2r) +
sinh2(r) − n(1)th ), with n
(2)
th = (e
β2 hω2 − 1)−1. In addition, the reser-
voir induces an asymmetry in the θ/2 system quadratures which, fol-
lowing Eq. (10.10), reads ∆ABC =  hω2 sinh(2r)(n
(2)
th + 1/2).
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In the third stroke, the bosonic mode is again detached from the
reservoirs, we apply the unitary unsqueezing the mode, Sˆ†(ξ), and
then we change its frequency adiabatically back to ω1, as has been
also considered in Ref. [406]. This process can alternatively be done
by a unique taylored modulationω(t) [192]. The system state at point
D is then
ρD = Uˆ2ρCUˆ
†
2 = exp(−β2
ω2
ω1
Hˆ1)/ZD, (10.18)
where Uˆ2 represents the two operations, and ZD = ZC. Consequently,
the work extracted in this isentropic expansion readsWCD = Tr[Hˆ2ρC]
− Tr[Hˆ1ρD] =  hω2(n
(2)
th cosh(2r) + sinh
2(r)) −  hω1n
(2)
th . The state ρD
has been chosen to maximize the work extracted, as indicated by our
previous example and Eq. (10.14). The cycle is closed by putting the
bosonic mode in contact with the cold thermal reservoir, and hence
relaxing back to ρA without varying its frequency. During the last
isochoric process, the heat transferred from the cold reservoir to the
system is QDA = Tr[Hˆ1ρA] − Tr[Hˆ1ρD] =  hω1(n
(1)
th −n
(2)
th ). The total
work extracted in the cycle is given by the contributions of the two
isentropic strokes:Total work output of
the cycle
Wout ≡ WAB +WCD =  h(ω2 −ω1)(n(2)th −n
(1)
th ) +
+  hω2(2n
(2)
th + 1) sinh
2(r), (10.19)
which is nothing but the sum of the work extractable from an ideal
quantum Otto cycle between two regular thermal reservoirs (first
term), plus the work extractable from a single squeezed thermal reser-
voir (last term), as given by Eq. (10.14). Notice that Wout = QBC +
QDA, as required by the first law.
In Fig. 58 we plot the work output of the cycle as a function of
the frequency modulation ω2 (in units of ω1) for different values of
the squeezed parameter. As we can see in the plot, the maximum
power with respect to ω2 is no longer confined to the low-frequency
modulation region if moderate values of the squeezing parameter
are considered. This opens the possibility of increasing the power
by frequency modulation. However the local maximum is placed at
the same point as for the traditional cycle for the high-temperature
regime, given by ω2/ω1 =
√
β1(1+ 2 sinh2(r))/β2 [470].
10.3.2 Regimes of operation
The above introduced cycle presents different regimes of operation
depending on the squeezing parameter r and on the final frequency
after modulation ω2, some of them forbidden in the regular Otto cycle.
They are summarized in the phase diagram of Fig. 59.
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Figure 58: Total work output, Wout, (in units of  hω1) generated in a sin-
gle cycle as a function of the frequency modulation, ω2/ω1,
for different values of the squeezed parameter (from bottom
to top) r = (0.0, 0.5, 0.7, 0.8, 0.9). We used β1 = ( hω1)−1 and
β2 = 0.2( hω1)−1.
• Region I corresponds to a regular heat engine, for which work
is extracted from the heat released by the hot (squeezed) reser-
voir, while dissipating some part in the cold thermal one. In this
regime, a small frequency modulation, ω2 6 ω∗2 ≡ ω1β1/β2 ⇔
n
(2)
th > n
(1)
th , guarantees Wout > 0, QBC > 0 and QDA 6 0. The
energetic efficiency, defined as the total work output, Wout, di-
vided by the input heat, QBC, reads:
η = 1−
ω1
ω2
(
n
(2)
th −n
(1)
th
(2n
(2)
th + 1) sinh
2(r) +n
(2)
th −n
(1)
th
)
(10.20)
which differs from the traditional Otto cycle efficiency for adia-
batic strokes, ηq = 1−ω1/ω2 [302]. Indeed the efficiency (10.20)
can surpass Carnot efficiency, η > ηc = 1−β2/β1, for sufficient
large squeezing, r > rc(ω2).
The Carnot line, rc(ω2) is defined by
sinh2(rc) = (ω∗2/ω2 − 1) (n
(2)
th −n
(1)
th )/(2n
(2)
th + 1) (10.21)
when ω2 6 ω∗2, and depicted in Fig. 59 (white dashed line).
Furthermore we see from Eq. (10.20) that η→ 1 when ω2 → ω∗2
while maintaining a finite work output in the cycle, Wout →
 hω∗2(2n
(2)
th +1) sinh
2(r), which is the same result as in the single
reservoir case.
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Figure 59: Phase diagram with the four regimes of operation of the cy-
cle (I, II, III, IV) as a function of ω2 (in units of ω1) and r.
The color scale corresponds to the energetic efficiency of the cy-
cle η = Wout/Qin as a heat engine, for β1 = ( hω1)−1 and
β2 = 0.2( hω1)−1, yielding ηc = 0.8. In the right side the di-
rection of the arrows represents the sign of the energy fluxes for
each regime.
• Region II (white area in Fig. 59) corresponds to the well-known
case of a driven refrigerator: external input work is needed to
pump heat from the cold to the hot reservoir (Wout 6 0 and
QBC 6 0). Notice that for large frequency modulation, ω2 >
ω∗2 ⇔ n(1)th > n
(2)
th , we have always a positive amount of heat
extracted from the cold reservoir, i.e. QDA > 0.
• Regions III and IV are the most striking regimes, implying re-
frigeration and work extraction at the same time, as has been
also independently suggested in Ref. [406]. From Eq. (10.19) one
can obtain the conditions for Wout and QBC to vanish, rw(ω2)
and rq(ω2), respectively. Then r > rw(ω2) implies a positive
amount of output work, whereas the heat flux entering the hot
reservoir, QBC, is positive when r > rq(ω2). We then distin-
guish two regions (see Fig. 59). Region III is the narrow strip
between the two boundaries, rq > r > rw, where we obtain
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a refrigerator producing a positive work output while pump-
ing heat from the cold to the hot reservoir (Wout > 0 and
QBC 6 0). Its energetic efficiency as a heat engine is given by
η = Wout/QDA = 1− (ω2/ω1)(1− sinh2(r)/ sinh2(rq)), which
varies from 0 to 1 between the two boundaries. Finally in region
IV (r > rq), we obtain a heat engine which absorbs heat from
both reservoirs, transforming it into useful work (Wout > 0 and
QBC > 0) at efficiency η = Wout/Qin = 1, as guaranteed by
the first law. The explicit expressions for the curve rc and the
boundaries rq and rw are given by:
sinh2(rq) = (n
(1)
th −n
(2)
th )/(2n
(2)
th + 1),
sinh2(rw) = (1−ω1/ω2) sinh2(rq), (10.22)
which are well defined for ω2 > ω∗2 ensuring n
(1)
th > n
(2)
th and
hence refrigeration of the cold reservoir.
It is worth noticing that our results do not contradict the second
law of thermodynamics, when correctly generalized to this situation,
Eq. (10.8). Indeed, it can be written as the positivity of the entropy
production for a single cycle of the engine:
∆iScyc = −β1QDA−β2 [cosh(2r)QBC − sinh(2r)∆ABC] > 0, (10.23)
which follows from Eq. (10.9). Using the explicit expressions of QBC,
QDA and ∆ABC for the cycle, we obtain that reversibility conditions
(∆iScyc = 0) can be only reached when ω2 = ω∗2 and r = 0, hence
implying Wout = 0. Finally, when the second law (10.23) is combined
with the first law, Wout = QBC +QDA, we obtain bounds on the
energetic efficiency for the heat engine regimes, η 6 min(ηmax, 1.0),
where: Energetic efficiency
bounds
ηmax =

1− β2β1
(
cosh(2r) − sinh(2r)∆ABCQBC
)
(I)
1− β1β2 cosh(2r) + tanh(2r)
∆ABC
QDA
(III)
1 (IV)
As can be easily checked, ηmax → ηc when r → 0 in region I, while
regions III and IV disappear in such case. The above equation is ex-
act and generalizes previous efficiency bounds [3, 470] (only valid in
the high-temperature limit) to any temperatures and frequencies. The
explicit formulas for ηmax are:
η
(I)
max = 1−
β2
β1
(2n
(2)
th + 1) − cosh(2r)(2n
(1)
th + 1)
cosh(2r)(2n(2)th + 1) − (2n
(1)
th + 1)
, (10.24)
for our cycle operating in the regime ω2 6 ω∗2 (region I). Notice that
it collapses to Carnot efficiency, when r → 0. On the other hand, for
region III we obtain:
η
(III)
max = 1−
β1
β2 cosh(2r)
+
ω2
ω1
tanh(2r) sinh(2r)
2 sinh2(rq)
, (10.25)
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Figure 60: Comparison of the energetic efficiency of the heat engine, η, the
maximum efficiency allowed by the second law, ηmax, the Carnot
efficiency, ηc, and the high-temperature generalized Carnot effi-
ciency, ηht, as a function of the squeezing parameter r. The high-
temperature efficiency fails to bound correctly the efficiency of
the cycle for moderate values of the squeezing parameter. Here
we used ω2 = 3ω1 (i.e. ω2 < ω∗2 = 5ω1, corresponding to region
I) and again β1 = ( hω1)−1 and β2 = 0.2( hω1)−1.
only valid when ω2 > ω∗2 and rw 6 r 6 rq. Finally we stress that in
region IV we have
η
(IV)
max = η =
Wout
QBC +QDA
= 1, (10.26)
which follows from energy conservation.
We show in Fig. 60 how the energetic efficiency η of our cycle, even
when working as a normal heat engine [Eq. (10.20)], can overcome the
so-called generalized Carnot efficiency obtained in Refs. [3, 470] by
using the high-temperature approximation (βi hωi  1 for i = 1, 2):High-temperature
energetic efficiecy
bound
ηht = 1−
β2
β1(1+ 2 sinh2(r))
, (10.27)
which verifies ηht > ηc = 1− β2/β1. In contrast, our general bound,
ηmax > ηht, obtained by applying the second law of thermodynamics
in the full quantum regime, cannot be surpassed in any case. A com-
plementary interpretation of the generalized second law in Eq. (10.23)
in terms of the free energy released from the hot squeezed thermal
reservoir, is further given in the next section.
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10.4 squeezing as a source of free energy
Here we provide an interpretation of the squeezed thermal reservoir
as a free energy source, which enables work extraction in the quan-
tum Otto cycle discussed in Sec. 10.3. The nonequilibrium free energy,
already introduced in Sec. 3.1, is a powerful concept in nonequilib-
rium thermodynamics and specifically in thermodynamics of infor-
mation [423]. We recall that it is defined as a property of a system in
some arbitrary state ρ with Hamiltonian Hˆ, with respect to a thermal
reservoir at temperature T , as
F(T) = 〈Hˆ〉ρ − kBTS(ρ), (10.28)
being S(ρ) the von Neumann entropy of the system state for the quan-
tum case. The most important property of the nonequilibrium free
energy is that its variation measures the maximum work which can
be extracted when letting the system equilibrate to temperature T in
an optimal way [423, 515] (see details in Sec. 3.1).
In order to apply this concept in our situation we proceed by using
the fact that the entropy transfer between system and reservoir equals
the decrease in entropy in the squeezed reservoir during the corre-
sponding relaxation stroke of the Otto cycle, that is ∆ΦBC = −∆SR2 ,
as we show in Appendix E. When this is combined with the first
law in the cycle, Wout = QDA +QBC, we can rewrite the second law
inequality in Eq. (10.23) as Thermodynamic
efficiecy
Wout 6 ∆F2(T1), ηth ≡ Wout
∆F2(T1)
6 1, (10.29)
where ∆F2(T1) = QBC + kBT1∆SR2 is the loss of (nonequilibrium)
free energy experimented by the hot squeezed thermal reservoir in
a cycle, with respect to the cold thermal reservoir at temperature T1.
This allows to define a work extraction thermodynamic efficiency al-
ways bounded by 1, in contrast to the energetic efficiency considered
in the previous section. In Fig. 61 we provide a map for the ther-
modynamic efficiency (10.29) analogous to the one analyzed for the
energetic one in the previous section. There, higher thermodynamic
efficiencies are shown to be achieved in regime I of operation, while
unit thermodynamic efficiency is only approached from r → 0 and
ω2 → ω∗2, corresponding to zero output work.
Furthermore, the input free energy from the squeezed thermal reser-
voir can be decomposed into two separate contributions by using the
explicit expression of the entropy flow, Eq. (10.9)
∆F2(T1) =
(
1−
T1
T2
)
QBC (10.30)
+
T1
T2
(
sinh(2r)∆ABC − 2 sinh2(r)QBC
)
.
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Figure 61: Plot of the thermodynamic efficiency in Eq. (10.29) as a function
of the frequency modulation ω2 and the squeezing parameter r.
The black thick lines represent the different regimes of operation
introduced in Sec. 10.3.2. We assumed the rest of the parameters
as in Fig. 59.
The two terms correspond respectively to the free energy available
as a consequence of the temperature gradient between two thermal
reservoirs (first term), and the one provided by the nonequilibrium
squeezing effects (second term). The first term is always positive
when QBC > 0, meaning that free energy is available from the spon-
taneous flux of heat from a hot reservoir to a colder one. The second
term, purely due to squeezing in the reservoir, is instead positive
when squeezing is present, r > 0, and the following inequality is
verified:
∆ABC > tanh(r)QBC. (10.31)
This implies that the entropic flux of second order coherences from
the squeezed thermal reservoir [see Eq. (10.10)] acts as an indepen-
dent source of free energy when the above inequality is fulfilled, in-
creasing the work that can be extracted in the cycle. Furthermore it
can be positive even if QBC 6 0, and compensate the thermal term
(which in this case would be negative), in order to enable work ex-
traction, as is the case of region III of the phase diagram in Fig. 59.
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10.5 experimental realization
The single trapped-ion Otto cycle proposed in Ref. [2] has been real-
ized experimentally in Ref. [471] only recently. There, a trapped ion in
a tapered Paul trap is subjected to adiabatic frequency modulations
for the isentropic strokes of the cycle. The thermalization strokes are
implemented by laser cooling with variable detuning (and thus final
temperature). The same authors proposed theoretically to enhance
the cycle by having a hot bath which is squeezed [470], finding an
increase of the energetic efficiency at maximum power. The squeezed
hot reservoir was effectively implemented by rather having the ion
thermalize and then squeezing it, resulting thus in a final thermal
squeezed state (as if the bath were squeezed). Such squeezing op-
eration consists in quenching the ion frequency from ω to ω+ ∆ω
“For a quarter of the oscillation period”, then to ω − ∆ω “For an-
other quarter, before it is returned to its initial value” ω (notice that
the authors of Ref. [470] are talking about periods of different dura-
tion, since the frequency of oscillations differ by 2∆ω, and this has to
be carefully accounted for in the experiment). This operation can be
easily understood from Fig. 1 in Ref. [284], by noting that suddenly
increasing (decreasing) the frequency squeezes (stretches) the x vari-
ance, while at constant frequency the Wigner function just rotates at
that frequency. Finally, the authors propose to output the work of the
cycle (done in the radial coordinate of the ion) into the axial coordi-
nate (the two motions are coupled due to the tapered geometry of the
trap). In this sense, the engine does work on the axial motion and the
working substance is the radial motion.
In our cycle, we are adding an extra step which tries to use the
squeezing absorbed from the hot reservoir to produce work. In terms
of operations we could modify the CD-branch (operation Uˆ2 in Sec.
10.3.1), reversing the modulation, which would remove the squeez-
ing from the system. In this way, though, the work would be wasted
into the frequency quencher (the electronics of the experiment). In
order to profit from the squeezing absorbed from the reservoir, we
should be able to transfer it to some fruitful target. One possibil-
ity is to wait for the axial-radial coupling to induce an exchange
of squeezing util the axial absorbs all energy from the radial. The
detailed dynamics should be studied thoroughly to check for limita-
tions, though. Another possibility, seemingly involved, would be to
transfer this squeezing to an optical mode. This process has been con-
sidered in Ref. [383], where three electronic levels of an ion trapped
inside a cavity would be used to transfer the motional squeezing to
light squeezing of the cavity mode. A fiber collecting the output light
from the cavity could be used to transfer this squeezing to the target.
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10.6 conclusions
Squeezing is a quantum thermodynamic resource from which useful
work can be delivered. When squeezing is present in an otherwise
thermal reservoir, it does not only modifies the entropy flow associ-
ated to the heat, but induces an extra term proportional to second
order coherences [Eq. (10.10)] with a specific meaning.
The nonequilibrium second law-inequality, Eq. (10.8) with (10.9),
introduces remarkable modifications which may give rise to novel
phenomena and applications as squeezing-fueled batteries, multi-task
(refrigerator, heat pump, and heat engine) thermal machines, or a per-
fect heat-to-work transformer working at 100% efficiency. The extra
non-thermal contribution to the entropy transfer hints also at possi-
ble erasure devices operating below Landauer’s limit (see e.g. the toy
model discussed in Sec. 9.3).
In this chapter the squeezed thermal reservoir has been considered
as a given thermodynamic resource. Consequently, we did not con-
sider any extra energetic or thermodynamic cost associated to its cre-
ation, in the same manner as thermal reservoirs at different tempera-
tures are considered as resources for the operation of traditional heat
engines. The thermodynamic cost for generating squeezing may in
general depend on the specific configuration employed, and has been
investigated e.g. in Refs. [192, 601].
Alternatively the squeezed thermal reservoir can be seen as a source
of free energy powering work extraction. This interpretation leads
to a natural definition of the thermodynamic efficiency of the engine,
namely, the output work divided by the input free energy, which is
bounded by one by the positivity of the entropy production.
Finally, our results may be tested as in the recent experiment of a
single-ion Otto heat engine [470, 471], with an added modification to
additionally exploit the squeezing absorbed from the hot reservoir, as
we detailed in Sec. 10.5.
11
P E R F O R M A N C E O F A U T O N O M O U S Q U A N T U M
T H E R M A L M A C H I N E S
In chapter 10 we investigated the effects of nonequilibrium squeezed
quantum reservoirs in the performance of some non-autonomous
quantum thermal machines. Those machines, in analogy to classi-
cal thermal machines, are operated in cycles consisting of different
strokes implemented by an external agent who performs or extracts
work. In contrast, the present chapter is devoted to the analysis of au-
tonomous thermal machines, where all the components can be explic-
itly modeled using time-independent Hamiltonians, that is, without
the need of any external driving [339, 352, 417].
An autonomous thermal machine consists of a set of quantum lev-
els, some of which are selectively coupled to different thermal baths
as well as to an object to be acted upon (see the example provided
in Sec. 3.3). Various models of thermal baths and thermal couplings
can be considered and formalized via master equations, which usu-
ally involve many different parameters, including coupling factors
or bath spectral densities, to precisely characterize the machine and
its interaction with the environment. In this context, the standard
method is the derivation of a Lindblad master equation from the
microscopic Hamiltonian that includes the interaction between the
machine and various bosonic thermal reservoirs [117, 119, 320, 339,
417]. Other approaches consider more phenomenological models, as
e.g. the reset model proposed in Refs. [65, 78, 352, 514] (see also the
autonomous heat engine introduced in Sec. 3.3). Nevertheless, the ba-
sic functioning of these machines can be captured in much simpler
terms. In particular, the notion of ‘virtual qubits’ and ‘virtual temper-
atures’ [78] (see also Ref. [285]), essentially associating a temperature
to a transition via its population ratio, was developed in order to cap-
ture the fundamental limitations of the simplest machines. Some of
the features of the machine can be deduced from simple considera-
tions about its static configuration, i.e. without requiring any specific
knowledge of the dynamics of the thermalization process induced by
contact with the baths. In the following, we discuss the performance
of general autonomous thermal machines involving an arbitrary num-
ber of levels 1.
Exploiting the notions of virtual qubits and virtual temperatures,
we characterize fundamental limits of such machines, based on their
level structure and the way they are coupled to the reservoirs. This
allows us to explore the relation between the size of the machine,
1 The results in this chapter have been published in Ref. [513]
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as given by its Hilbert space dimension (or equivalently the number
of its available levels), and its performance. We find that machines
with more levels can outperform simpler machines. In particular, con-
sidering fixed thermodynamic resources (two heat baths at different
temperatures), we show that lower temperatures, as well as higher
cooling power, can always be engineered using higher dimensional
refrigerators. By characterizing the range of virtual qubits and vir-
tual temperatures that can be reached with fixed resources, we pro-
pose optimal designs for single-cycle, multi-cycle and concatenated
machines featuring an arbitrary number of levels. Furthermore, our
considerations lead to a formulation of the third law in terms of the
Hilbert space dimension of the machine: reaching absolute zero tem-
perature requires infinite dimension.
This chapter is organized as follows. We begin in Sec. 11.1 by dis-
cussing the role of the swap operation as the primitive operation for
the functioning of autonomous quantum thermal machines, allowing
an extremely simple characterization of their performance in terms of
virtual qubits and virtual temperatures. Sec. 11.2 is devoted to review-
ing the basic functioning of a three-level quantum thermal machine,
helping us to identify various resources and limitations when optimiz-
ing its design. Higher dimensional thermal machines are presented
in Sec. 11.3, where we point out the existence of two different strate-
gies for improving performance. The first strategy consists in adding
energy levels to the original thermal cycle, and is analyzed in detail
in Sec. 11.4, while the extension to the case of multi-cycle machines
is presented in Sec. 11.5. The second strategy, based on concatenating
three-level (or qutrit) machines, is analyzed in Sec. 11.6. Furthermore,
in Sec. 11.7 we discuss the third law of thermodynamics in terms
of Hilbert space dimension, while Sec. 11.8 is devoted to character-
izing the trade-off between the power and speed of operation of the
thermal machine, given an explicit model of thermalization. Our con-
clusions are presented in Sec. 11.9. Further details of the calculations
are given in appendix F.
11.1 the primitive operation
Generally speaking, the working of an autonomous quantum ther-
mal machine can be divided into two steps which are continuously
repeated. For clarity, we discuss the case of a fridge powered by two
thermal baths at different temperatures. In the first step, a temper-
ature colder than the cold bath is engineered on a subspace of the
machine, i.e. on a subset of the levels comprising the machine. This
can be done by selectively coupling levels in the machine to the ther-
mal baths. The second step consists in interacting the engineered sub-
space with an external physical system to be cooled. We will consider
a pair of levels of the machine to constitute our engineering subspace,
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Figure 62: The different transitions of a thermal machine comprising an ar-
bitrary number of levels are selectively coupled to two thermal
baths at inverse temperatures βc > βh (blue and red boxes). This
allows engineering an effective inverse temperature (the virtual
temperature) βv in a inner subspace of the machine (the virtual
qubit). The virtual qubit (purple circle) then interacts via the uni-
tary swap operation Uˆ with an external system (orange circle),
changing its bias from ZS to Z′S in the operation.
the population ratio of which can be tuned in order to correspond to
a cold temperature. Here we shall refer to this pair of levels as the vir-
tual qubit, and its associated temperature as its virtual temperature [78].
Typically the virtual qubit is chosen to be resonant with the system to
be cooled in order to avoid non energy conserving interactions. No-
tably, the swap operation between the virtual qubit and the external
physical system, can thus be considered as the primitive operation
of quantum fridges, and more generally of all quantum thermal ma-
chines (see Fig. 62).
Let us consider a machine comprised of n levels, with associated
Hilbert space H such that dimH = n, and Hamiltonian HˆM. Within
this machine, we will refer to any pair of levels (|k〉M and |l〉M) as
a transition, denoted Tk,l. Among the n(n− 1)/2 possible transitions,
we focus our attention on a particular pair of levels |i〉 and |j〉 with
populations λi and λj and energies Ei and Ej > Ei. Assume the tran-
sition Ti,j is coupled to the external system to be cooled, hence rep-
resenting the virtual qubit. Here it will be useful to introduce two
quantities to fully characterize the virtual qubit, namely its normal-
ization Nv and its (normalized) bias Zv defined by Normalization and
bias
Nv ≡ λi + λj, Zv ≡ λi − λj
Nv
. (11.1)
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As we focus here on the case where the density operator of the ma-
chine is diagonal in the energy basis 2, we may define the virtual
temperature via the Gibbs relation λj = λie−Ev/kBTv . That isVirtual temperature
Tv ≡ Ev
kB ln
(
λi/λj
) , (11.2)
where we defined Ev ≡ Ej − Ei as the energy gap of the virtual
qubit. The virtual temperature is then monotonically related to the
above introduced bias by
Zv = tanh(βvEv/2), (11.3)
where βv = 1/kBTv is the inverse virtual temperature. Notice that
−1 6 Zv 6 1, where the lower bound represents a virtual qubit with
complete population inversion (βv → −∞) and the upper bound cor-
responds to the virtual qubit in its ground state |i〉M (βv → 0).
Next, the virtual qubit interacts with the physical system via the
swap operation. For simplicity, the physical system is taken here to
be a qubit with energy gap Ev, hence resonant with the virtual qubit.
We denote the levels of the physical system by |0〉S and |1〉S, with
corresponding populations p0 and p1, and hence bias ZS = p0 − p1
(note that NS = 1). The swap (energy-conserving) operation is given
by the unitary
Uˆ = 1MS − |i〉 〈i|M ⊗ |1〉 〈1|S − |j〉 〈j|M ⊗ |0〉 〈0|S
+ |i〉 〈j|M ⊗ |1〉 〈0|S + |j〉 〈i|M ⊗ |0〉 〈1|S . (11.4)
The effect of the swap operation is to modify the bias of the physical
system, which changes from ZS to
Z′S = NvZv + (1−Nv)ZS. (11.5)
The above equation can be intuitively understood as follows. With
probability Nv, the virtual qubit is available (i.e. the machine is in
the subspace of the virtual qubit), and the swap replaces the initial
bias of the system with the bias of the virtual qubit. With the comple-
mentary probability, 1−Nv, the virtual qubit is not available, hence
the swap cannot take place and the bias of the system remains un-
changed. Consequently, the virtual temperature fundamentally limits
the temperature the external system can reach. A complete derivation
of Eq. (11.5) can be found in appendix F.
Finally, it is worth noticing that the virtual qubit must be refreshed
in order to ensure the continuous operation of the machine. Indeed,
after interaction with the system, the virtual qubit is left with the ini-
tial bias of the system, ZS, and must be therefore reset to the desired
bias, Zv, in order to continue operating. Moreover, the setup can be
2 More generally, one could also consider the case of virtual qubits with coherences.
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straightforwardly generalized to the cooling of a higher dimensional
system. For systems featuring a single energy gap, e.g. harmonic os-
cillators, the virtual qubit is coupled to all resonant transitions. For
systems with several different energy gaps, one will use one virtual
qubit for each different energy gap.
Within this picture two different directions to improve the perfor-
mance of a machine emerge. The first consists in optimizing the prop-
erties of the virtual qubit (Nv and Zv) in order to achieve the desired
bias Z′S in the external system (Z
′
S → 1 in the case of a fridge), which
represents the statics of the machine. The second consists in optimiz-
ing the dynamics of the machine, in particular the rate of interaction
with the external system and the rate at which the virtual qubit is
refreshed by contact with the thermal baths. Crucially, whereas the
dynamics is model dependent, the statics is model independent, and
hence a universal property of the machine.
In the following sections, we shall see how the performance of ther-
mal machines can be optimized in the presence of natural constraints,
such as limits on the available energy gaps or on the dimension of
its Hilbert space. We focus primarily on the statics: we will see that
increasing the number of levels of the machine improves the perfor-
mance (for instance to be able to cool to lower temperatures). In the
last sections, we will move beyond purely static considerations, and
discuss the interplay between statics and dynamics. Again we find
that machines with more levels can lead to enhanced performance.
11.2 warm-up : three-level machine
In order to better illustrate the main concepts, we start our analy-
sis with the smallest possible quantum thermal machine, comprising
only three energy levels |1〉M, |2〉M and |3〉M, working between two
thermal baths at different temperatures. This machine can be oper-
ated as a fridge or as a heat engine depending on which transitions
are coupled to the hot and cold baths. For simplicity, our presentation
will focus on the former. In this case, the transition T1,3 is coupled to
the cold bath at inverse temperature βc, while transition T2,3 is cou-
pled to the hot bath at βh < βc. Finally, the transition T1,2 is chosen
to be the virtual qubit (see Fig. 63).
The operation of the three-level fridge can be understood as a sim-
ple thermal cycle:
|2〉M
βh−→ |3〉M
βc−→ |1〉M . (11.6)
in which a quantum of energy ∆E23 ≡ E3 − E2 is absorbed from the
hot bath making the machine jump from state |2〉M to |3〉M, followed
by a jump from |3〉M to |1〉M while emitting a quantum of energy
∆E13 to the cold bath. The cycle is closed by swap of the virtual qubit,
T1,2, with the external qubit to be cooled as described in Sec. 11.1.
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Figure 63: The smallest possible fridge comprising three energy levels. We
denote couplings to βc by (blue) downward arrows, couplings to
βh by (red) upward arrows, and the virtual qubit by an (orange)
arrow in the direction consistent with the machine (upward for
the fridge, downward for the heat engine).
This cycle involves 3 states, and is thus of length 3. It represents the
basic building block of the machine.
The fact that transitions T1,3 and T2,3 are coupled to baths at differ-
ent temperatures will allow us to control the (inverse) temperature of
the virtual qubit, βv. While there exist many different possible mod-
els for representing the coupling to a thermal bath, the only feature
that we will consider here is that, after sufficient time, each transition
connected to a bath will thermalize. That is, in the steady-state of the
machine, the population ratio of a transition Ti,j coupled to a thermal
bath, will be equal to e−∆Eijβbath , where ∆Eij is the energy gap of the
transition, and βbath the inverse temperature of the bath. Under such
conditions, the inverse temperature of the virtual qubit and its norm
are given by
βv = βc + (βc −βh)
(
∆E13
Ev
− 1
)
, (11.7)
Nv =
1+ e−βvEv
1+ e−βvEv + e−βc∆E13
(11.8)
where Ev ≡ ∆E12 is the virtual qubit energy gap, chosen to match
the energy gap of the qubit to be cooled. Note that we have βv > βc
(since ∆E13 > Ev), implying that the machine works as a refrigerator.
At this point, one can already identify various resources for the con-
trol of the virtual temperature βv. The first is the range of available
temperatures, captured by βc and βh. The second is the largest energy
gap, ∆E13 coupled to a thermal bath. Clearly if ∆E13 is unbounded,
then we can cool arbitrarily close to absolute zero, i.e. βv → ∞ as
∆E13 → ∞ while Nv → 1, implying Z′S → 1, c.f. Eq. (11.5). However,
it is reasonable to impose a bound on this quantity, which we label
Emax. From physical considerations, one expects that thermal effects
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play a role only up to a certain energy scale. Indeed, as we have seen
along chapter 2 a thermal bath is characterized by a spectral density
with a cutoff for high frequencies. This implies the existence of an
energy above which there exist a negligible number of systems in the
bath interacting with the machine. The coldest achievable tempera-
ture given this maximum energy is then given by Maximum inverse
virtual temperature
βv = βc + (βc −βh)
(
Emax
Ev
− 1
)
. (11.9)
As mentioned above, the three-level machine can also work as a
heat pump or heat engine, if one switches the hot and cold baths. Im-
posing again a maximum energy gap, Emax, we obtain the following
lower bound in the inverse virtual temperature Minimum inverse
virtual temperature
βv = βh − (βc −βh)
(
Emax
Ev
− 1
)
. (11.10)
Notice that in this case βv < βh, that is, the virtual temperature is
greater than the temperature of the hot bath. Moreover, when βc/(βc−
βh) < Emax/Ev, then βv < 0, and the machine transitions from a heat
pump to a heat engine (see the example in Sec. 3.3).
11.3 multi-level machines
We have seen that imposing a bound on the maximum energy gap
which can be coupled to a heat reservoir, the performance of the
simplest three-level machine becomes limited through the range of
accessible virtual temperatures. The general question investigated be-
low is whether we can engineer colder temperatures (or hotter ones,
as well as achieving a greater population inversion) by using more
sophisticated machines.
Following Eq. (11.5), in order to optimize the effect the machine has
on the physical system, there are two important features the virtual
qubit should have. First, it should have a high bias Zv. Second, the
norm Nv should be as close to one as possible. Below we discuss
different classes of multilevel machines, and investigate the range of
available virtual qubits as a function of the number of levels n of
the machine. First we will see that the range of accessible virtual
temperatures (or equivalently bias Zv) increases as n increases. Hence
machines with more levels allow one to reach lower temperatures,
given fixed thermal resources. However, this usually comes at the
price of having a relatively low norm Nv for the virtual qubit, which
is clearly a detrimental feature. Nevertheless we will see that it is
always possible to bring the norm back to one by adding extra levels.
We will discuss two natural ways to generalize the three-level ma-
chines to more levels, sketched in Fig. 64. The first one consists in
adding levels and thermal couplings in order to extend the length of
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Figure 64: Sketch of multi-level machines as discussed here. We consider
several generalizations of the simplest three-level machine (top
left). We first discuss single cycle machine (top right), which can
then be extended to multi-cycle machines (bottom right). Second,
we study concatenated three-level machines (bottom left).
the thermal cycle. In other words, while the three-level machine rep-
resents a machine with one cycle of length three, we now consider
machines with a single cycle of length n (see Sec. 11.4). This will al-
low us to improve both the bias Zv and the normalization Nv of the
virtual qubit. We first characterize the optimal single-cycle machine,
which in the limit of large n, approaches perfect bias (i.e. zero vir-
tual temperature, or perfect population inversion). However, while
the norm Nv does not vanish, it is bounded away from one in this
case. We then show how the norm can be further increased to one by
extending the optimal single-cycle machine to a multi-cycle machine
(Sec. 11.5). This procedures requires the addition of n− 2 levels, while
maintaining the same bias Zv. In Fig. 65 we show the range of avail-
able virtual qubits (as characterized by its norm Nv and bias Zv) as a
function of the number of levels n, for single cycle machines (green
dots) and multi-cycle machines (blue dots).
Next, in Sec. 11.6, we follow a second possibility which consists in
concatenating k three-level machines. The main idea is that the hot
bath is now effectively replaced by an even hotter bath or source of
work, engineered via the use of an additional three-level heat pump
or heat engine. In the limit of k large, we can also approach a perfect
bias Zv and the norm Nv tends to one (see red dots on Fig. 65), simi-
larly to the multi-cycle machine. It is however worth mentioning that
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Figure 65: Performance of machines as a function of dimension. The acces-
sible virtual qubit, characterized by the bias Zv and the norm Nv
[see Eq. (11.1)], is shown for single cycle machine (green dots),
multi-cycle machine (blue dots), and concatenated three-level ma-
chines (red dots). As a comparison we also show the machines
discussed in Ref. [116] (purple dots). The dimension of the ma-
chine (i.e. the number of levels) is indicated next to each point,
for all machines except the three-level; there, the number k of
concatenated machines is given (hence the dimension is exponen-
tially larger, 3k).
in this case the machine has now n = 3k levels, while the multi-cycle
machine used only a number of levels linear in n.
The above results, which are summarized in Fig. 65, demonstrate
that machines with a larger Hilbert space can outperform smaller
ones, which implies that the Hilbert space dimension should be con-
sidered a thermodynamical resource. Note that, for clarity, results are
generally discussed for the case of fridges, but hold also for heat en-
gines mutatis mutandis.
11.4 single-cycle machines
We start by discussing thermal machines featuring an arbitrary num-
ber of levels, n, but only a single thermal cycle. We then define
a n−level (thermal) cycle machine as a quantum system with Hilbert
space HM of dimension n, and Hamiltonian HˆM =
∑n
j=1 Ej |j〉 〈j|M,
where every transition Tj,j+1, is coupled to a thermal bath. It is worth
mentioning that the levels {|j〉M}, with 1 6 j 6 n, are not necessarily
ordered with respect to its associated energies Ej. We further denote
the energy gap of the transition Tj,j+1 as ∆Ej,j+1 = Ej+1−Ej, and the
temperature of the bath coupled to this transition is labeled as βj,j+1.
We choose the transition T1,n to correspond to the virtual qubit of
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the machine, whose energy gap, Ev, obeys the following consistency
relation
Ev =
n−1∑
j=1
Ej+1 − Ej =
n−1∑
j=1
∆Ej,j+1. (11.11)
In the absence of any additional couplings, the machine approaches
a steady state, as each transition tends to equilibrate with the thermal
bath to which it is coupled (notice also that each level is involved in
at least one thermal coupling). This implies that the density matrix
of the steady state must be diagonal in the energy basis, as all off-
diagonal elements decay away due to the thermal interactions. Addi-
tionally, the populations of the two levels in each transition are given
by the Gibbs ratio corresponding to the temperature of the bath. La-
beling the population of the |j〉M state as pj, we have
pj+1 = pj e
−βj,j+1∆Ej,j+1 for 1 6 j 6 n− 1. (11.12)
The above n− 1 thermal couplings determine the ratios between all
of the populations {pj}. Together with the normalization condition∑
j pj = 1, this completely determines the steady state of the machine
3. The virtual temperature corresponding to transition T1,n can hence
be obtained from
e−βvEv =
pn
p1
=
pn
pn−1
pn−1
pn−2
...
p2
p1
, (11.13)
leading toInverse virtual
temperature (single
cycle)
βv =
n−1∑
j=1
βj,j+1
∆Ej,j+1
Ev
. (11.14)
Similarly one may calculate the norm of the virtual qubit,Normalization
(single cycle)
Nv =
(
1+ e−βvEv
1+
∑n−1
j=1
∏k=j
k=1 e
−βk,k+1∆Ek,k+1
)
. (11.15)
We are interested in the best single cycle machine, that is, the one
which using a limited set of resources, achieves the largest change
in bias of the system acted upon, Z ′S − ZS, as given in Eq. (11.5)).
This corresponds to the one that achieves the largest possible bias,
Zv, together with the largest norm, Nv, given this optimized bias. In
what follows we determine the optimal single cycle machine with n
levels, given bath temperatures and bound on the energy of a coupled
transition Emax.
11.4.1 Optimal single-cycle machine
The optimal arbitrary single cycle fridge, sketched in Fig. 66, has a
rather simple structure. All but one of its transitions are at the max-
3 If the cycle covers only a subspace of all the machine levels, then the populations are
determined with respect to the total population of the subspace.
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Figure 66: Sketch of the optimal single-cycle refrigerator, for an even number
of levels n.
imal allowed energy, Emax. Roughly, the first half of the transitions
(starting from the upper state of the virtual qubit) are all connected
to the hot bath, while the second half of the transitions are connected
to the cold bath. A complete proof of optimality can be found in
appendix F. Furthermore, explicit expressions for the inverse virtual
temperature and norms in this case can be easily obtained from Eqs.
(11.14) and (11.15). For the case of a refrigerator with an even number
of levels n, they read
β
(n)
v = βc + (βc −βh)
(n
2
− 1
) Emax
Ev
(11.16)
N
(n)
v =
1+ e−β
(n)
v Ev
1−e−
n
2
βcEmax
1−e−βcEmax
+ 1−e
−n
2
βhEmax
1−e−βhEmax
e−β
(n)
v Ev
, (11.17)
while for an odd number of levels n:
β
(n)
v = βc + (βc −βh)
[(
n
2
−
1
2
)
Emax
Ev
− 1
]
, (11.18)
N
(n)
v =
(
1+ e−β
(n)
v Ev
) [ (
1− e−βcEmax
)−1 (
1− e−(
n+1
2 )βcEmax
)
+ e−β
(n)
v Ev
(
1− e−βhEmax
)−1 (
1− e−(
n−1
2 )βhEmax
) ]−1. (11.19)
The complete results including the case of heat engines are given in
App. F.2.
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Let us now discuss the performance of the optimal machine. As
becomes apparent from Eq. (11.16), the number of levels n is clearly a
thermodynamical resource, as it allows to reach colder temperatures.
Indeed, one finds that the virtual temperature is improved by a fixed
amount whenever two extra levels are added,Inverse virtual
temperature
enhancement
(
β
(n+2)
v −β
(n)
v
)
Ev = (βc −βh)Emax. (11.20)
This relation encapsulates the interplay between the resources in-
volved in constructing a quantum thermal machine - the range of
available thermal baths {βc,βh}, the range of thermal interactions
(Emax), and the number of levels n. Remarkably, as the inverse virtual
temperature βv increases linearly with n, one can engineer a virtual
temperature arbitrarily close to absolute zero. Similarly, for a heat
engine, one can obtain a virtual qubit with arbitrarily close to per-
fect population inversion. This is possible because as n increases, the
norm of the virtual qubit does not decrease arbitrarily, but remains
bounded below away from zero. Indeed from Eq. (11.17), the norm
asymptotically approaches a finite value
lim
n→∞N(n)v =
(
1− e−βcEmax
)
, (11.21)
which is, interestingly, independent of both βh and Ev.
Finally, we briefly comment on the efficiency [also often referred
to as the coefficient of performance (COP)] of the optimal single cycle
machine. Here we adopt the standard definition of the efficiency of
an absorption refrigerator, that is, the ratio between the heat extracted
from the object to be cooled and the heat extracted from the hot bath.
This can be easily calculated by looking at a single complete cycle
of the machine. Imagine that a quantum Ev of heat is extracted from
the external qubit in the jump |1〉M → |n〉M produced by the swap
operation. To complete the cycle, the following sequence of jumps
must necessarily occur:
|n〉M
βh−→ ... βh−→ |n/2+ 1〉M
βc−→ |n/2〉M
βc−→ ... βc−→ |1〉M (11.22)
where n/2− 1 energy quanta Emax of heat are absorbed from the hot
bath while releasing n/2− 1 quanta Emax and one quantum Ev of heat
to the cold bath. The efficiency is hence given by:COP of the
single-cycle fridge
η
(n)
fridge =
Ev(
n
2 − 1
)
Emax
=
βc −βh
β
(n)
v −βc
, (11.23)
where the second equality follows by exploiting Eq. (11.16). Crucially,
Eq. (11.23) corresponds to Carnot efficiency for an endoreversible ab-
sorption refrigerator that is extracting heat from a bath at the (inverse)
temperature β(n)v > βc > βh. That is, if the object to be cooled (now
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an external bath) is infinitesimally above the temperature of the vir-
tual qubit (such that the virtual qubit cools it down by an infinites-
imal amount), then the efficiency (COP) of this process approaches
the Carnot limit.
Note that such absorption refrigerators have the property that the
COP drops as the temperature of the cold reservoir drops. In the
present case, since β(n)v drops linearly with n, so too does the effi-
ciency of the machine. Intuitively, this makes sense, since the amount
of heat drawn from the hot bath (per cycle) increases linearly with
n, while the heat extracted from the cold bath remains constant (see
Fig. 66).
11.5 multi-cycle machines
We have seen that the optimal single cycle machine can enhance the
virtual temperature by increasing the number of levels n, but this also
results in obtaining a norm Nv relatively low. Hence, it is natural to
ask if, by adding levels, the norm can be brought back to unity while
keeping the same virtual temperature. Below we will see that this is
always possible, and in fact, requires only (roughly) twice the number
of levels.
For clarity, we illustrate the method starting from the three-level
fridge, which has a virtual qubit whose norm is strictly smaller than
1. By adding a fourth level, we can achieveNv = 1, while maintaining
the bias, Zv, as given by its virtual temperature in Eq. (11.7). The
fourth level is chosen specifically so that E4 = Ev + Emax, and the
transition T2,4 is coupled to the cold bath, as schematically depicted
in Fig. 67(a). Hence by design, the new transition T3,4 has the same
energy gap Ev as the original virtual qubit T1,2. Furthermore, one
can verify that both transitions possess the same virtual temperature
β
(3)
v . In fact one can identify two three-level fridge cycles at work in
the new system, {|2〉M → |3〉M → |1〉M} and {|4〉M → |2〉M → |3〉M}.
As a consequence, one could also connect T3,4 to the external system
that is to be cooled. Since the two transitions can be coupled at the
same time to the external system, they will both contribute to the
virtual qubit, which is now duplicated. The norm of the (total) virtual
qubit is obtained by summing the populations of each transition (T1,2
and T3,4). As the two transitions include all four levels, we find that
Nv = p1 + p2 + p3 + p4 = 1.
Alternatively, one could view the four level machine as consisting
of two real qubits, HM = H1 ⊗H2 , as in Fig. 67 (b). One of these
real qubits corresponds to the virtual qubit, and hence it follows that
its norm must be Nv = 1. We term this procedure the virtual qubit
amplification of a single cycle machine. Next, we show explicitly how
to perform the above construction starting from any n level single
cycle machine. This requires the addition of n− 2 levels. This is the
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Figure 67: Starting from the three-level fridge, and adding a fourth level
|4〉M, the norm of the virtual qubit can be increased to Nv =
1, while maintaining the same bias Zv. This four-level fridge
thus outperforms the three-level fridge. (b) The four-level fridge
viewed as a tensor product of the virtual qubit, now becoming
a real qubit since Nv = 1, and a simpler thermal cycle. Note
the coupling to the hot bath is now nonlocal, between the levels
|0〉M ⊗ |e〉v and |1〉M ⊗ |g〉v.
most economical procedure possible, since the original n level cycle
contains n− 2 levels which do not contribute to the virtual qubit.
The general construction works as follows. Consider a single n-
level thermal cycle machine as described in Sec. 11.4: a set of n levels
with corresponding energies Ej (1 6 j 6 n), subsequent n− 1 transi-
tions coupled to thermal baths at corresponding inverse temperatures
βj,j+1, and virtual qubit T1,n, where En−E1 = Ev. To amplify the vir-
tual qubit, one now adds n− 2 energy levels. Each new level is added
in order to form a virtual qubit with each level of the original cycle
except for the virtual qubit levels |1〉M and |n〉M [see Fig. 68]. The
energy of the new levels must be chosen such that
Ej+n−1 = Ej + Ev, (11.24)
where j runs from 2 to n− 1. The corresponding thermal couplings
are chosen in such a manner that the structure of the cycle from j = n
to j = 2n − 2 is identical to the structure from j = 1 to j = n − 1.
Specifically, this means choosing
βj+n−2,j+n−1 = βj−1,j. (11.25)
Following this procedure we finish with a Hilbert space for the ma-
chine HM with total dimension n ′ ≡ dimH = 2(n − 1). One can
verify that all the new virtual qubits (T1+j,n+j) have the same vir-
tual temperature βv as the original virtual qubit T1,n. None of these
transitions share an energy level, i.e. they are mutually exclusive, and
together they comprise all of the 2n− 2 levels present in the system.
If every one of these transitions is connected together to the exter-
nal system, then the effective virtual qubit reaches norm Nv = 1 as
11.6 concatenated three-level machines 335
Figure 68: (a) Starting from a 5 level fridge, and adding 3 levels (dashed
lines), the norm of the virtual qubit can be boosted to Nv = 1
while maintaining the same bias Zv. (b) The resulting 8 level
fridge can be viewed as a tensor product of a 4−level cycle and
the virtual qubit, which is now a real one since Nv = 1.
required. The inverse virtual temperature of the multi-cycle fridge
can hence be expressed in terms of the total number of levels n ′. For
instance in the case of n even, we have: Inverse virtual
temperature
(multi-level
machines)β
(n ′)
v = βc + (βc −βh)
(
n ′
4
−
1
2
)
Emax
Ev
. (11.26)
Note that, as in the simple case of amplifying the three-level ma-
chine, here too the final machine can be viewed as a tensor product
of an n− 1 level cycle and the virtual qubit (which now becomes a
real qubit since Nv = 1). In fact, this procedure also allows one to
easily convert a fridge into a heat engine and vice versa, as discussed
in appendix F.3. The virtual qubit amplification procedure is schemat-
ically depicted for the case of a 5−level fridge cycle in Fig. 68.
We also point out that the efficiency of the multi-cycle machine is
exactly the same as that of the single cycle it is based upon. This
follows from the fact the efficiency is determined by the bias Zv, and
does not depend on the norm Nv, c.f. Eq. (11.23) (see also appendix
F).
Finally, we note that Ref. [116] presents a different construction for
a multi-cycle thermal machine. Compared to a three-level machine,
this construction boosts the norm of the virtual qubit to Nv = 1,
but does not change the bias βv. In comparison, our construction im-
proves both the norm and the bias simultaneously and thus greatly
outperforms the former construction, as shown on Fig. (65).
11.6 concatenated three-level machines
As we commented previously, a different possibility for generaliz-
ing the simplest three-level machine consists in concatenating several
three-level machines. Here we analyze this possibility by characteriz-
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Figure 69: By concatenating two three-level machines, one obtains a better
fridge, outperforming the simple three-level fridge. Specifically,
the new 6-level machine consists now a three-level fridge (left)
which is boosted via the use of a three-level heat engines (right).
The role of this heat engine is to create an effectively hotter tem-
perature (hotter than Th) in order to fuel the fridge.
ing the virtual qubits achievable by concatenating k three-level ma-
chines as introduced in Sec. 11.2.
For simplicity we start with case of concatenating k = 2 three-level
machines in order to obtain a better fridge. The coupling between the
two three-level machines can be achieved considering a simple swap
Hamiltonian coupling the transitions T(1)2,3 and T
(2)
2,3 :
Hˆint = g(|2, 3〉 〈3, 2|M + h.c.), (11.27)
as shown on Fig. 69. Here the first three-level machine represents the
actual fridge while the second one works as a heat engine, replac-
ing the hot bath on the transition T(1)2,3 . This corresponds to coupling
T
(1)
2,3 to an effective temperature which is hotter than the temperature
of the hot bath (or equivalently inverse temperature lower than βh),
resulting in a fridge with an improved bias Zv. Indeed the inverse vir-
tual temperature achieved by the concatenated three-level machine is
found to beInverse virtual
temperature
(concatenated
machines)
β
(2)
v = βc + (βc −βh)
Emax
Ev
, (11.28)
which is colder than the virtual temperature of the simple three-
level fridge [see Eq. (11.9)]. Importantly, this enhancement has been
achieved without modifying the value of Emax, and considering the
same temperatures βc and βh for the thermal baths. Details about
calculations are given in App. F.4.
The process may now be iterated, replacing the coupling of T(2)2,3
to the cold bath βc by a coupling to a third three-level fridge, ef-
fectively at a temperature colder than βc, and so on, as sketched in
Fig. 70. In this manner one can construct a machine resulting of the
concatenation of k three-level machines. Following calculations given
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Figure 70: Concatenating many three-level machines.
in appendix F.4, we obtain simple expressions for the virtual inverse
temperatures
β
(k)
v =
βc + (βc −βh)k2
Emax
Ev
if k is even,
βc + (βc −βh)
(
k+1
2
Emax
Ev
− 1
)
if k is odd.
(11.29)
Again, we see that the virtual temperature approaches absolute zero
as k becomes large. Similarly for a concatenated heat engine, one can
approach perfect inversion (see details in appendix F).
Note that the above expressions are similar to those obtained for
the virtual temperature in the case of the single cycle machine. In
particular setting k = n− 2 we obtain exactly the same result. This
correspondence can be intuitively understood via the following obser-
vations. First, the single three-level machine is the same as a 3−level
cycle. Furthermore, the effect of replacing one of the thermal cou-
plings in a three-level machine by a coupling to an additional three-
level system effectively replaces one thermal coupling by two, thus
increasing the number of thermal interactions within the working cy-
cle by one. For example, in the two three-level fridge (Fig. 69), the
effective thermal cycle is
|2, 2〉M
βc−→ |2, 1〉M
βh−→ |2, 3〉M
Hint−−→ |3, 2〉M
βc−→ |1, 2〉M . (11.30)
Although this is a cycle of length 5, the virtual temperature is only
influenced by the 3 thermal couplings, because the coupling on the
degenerate transition |2, 3〉M ↔ |3, 2〉M has zero energy gap [see
Eq. (11.14)]. Since the thermal couplings are the same as those in
the optimal 4−level fridge single cycle, we get the same virtual tem-
perature. By induction, the concatenation of k three-level machines
has the same βv (and indeed the same thermal couplings within its
working cycle) as the optimal (k+ 2)−level single cycle.
Finally, it is also important to discuss the behavior of the norm
Nv of the virtual qubit in order to characterize the performance of
the concatenated machine. Interestingly we find that Nv → 1 in the
limit of large k. This can be intuitively understood for the case of the
concatenated heat engine, depicted in Fig. 70. As k becomes large, the
virtual temperature βv approaches −∞. Thus the population ratio
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p1/p2 → 0, implying that p1 → 0. However, since T(1)1,3 is coupled
to a thermal bath at βh, the population ratio p3/p1 equals e−βhEmax ,
implying that p3 → 0. Thus in the limit k → ∞, the state of the
first three-level system approaches the pure state |2〉 〈2|1, and thus
Nv = p1 + p2 → 1. To understand the case of the fridge, consider
in Fig. 70 that the machine begins with the second three-level system
instead of the first one. This is now a fridge, where the virtual qubit is
the transition T(2)2,3 . By a similar analysis to the above, we find that the
state of the three-level system approaches |2〉 〈2|2 in the limit k → ∞,
and thus Nv → 1. It is instructive to observe that in both cases, the
concatenation of three-level machines takes the state of the original
three-level system closer to the state where all of the population is in
the middle level |2〉 〈2|, which is both the ideal fridge with respect to
T2,3, and the ideal machine with respect to T1,2.
Therefore we can conclude that, again, increasing the number of
levels, or equivalently the dimension of the machine Hilbert space,
n ≡ dimHM = 3k, the performance is increased. Indeed, as k in-
crease, the virtual qubit bias approaches Zv = 1 (or Zv = −1 for a
heat engine), while its norm becomes maximal, i.e. Nv → 1. However
notice that in this case the dimension of the machine grows rapidly.
Indeed the inverse virtual temperature now grows only logarithmi-
cally with the total number of levels, n. For instance when k is even
we have:
β
(n)
v = βc + (βc −βh)
(
log3 n
2
)
Emax
Ev
(11.31)
to be compared with the multi-cycle fridge case in Eq. (11.26).
11.7 third law
The above results show that when the dimension of the Hilbert space
of the thermal machine tends to infinity, the virtual temperature can
approach absolute zero even though the maximal energy gap which is
coupled to a thermal bath is finite. Nevertheless, an important point is
that, in all the constructions given, for any finite n, the lowest possible
temperature is always strictly greater than zero. This can be directly
seen from the expressions for the inverse virtual temperature of the
optimal single-cycle machines, as given in Eq. (11.16). Therefore any
single-cycle fridge requires an infinite number of levels in order to
cool to absolute zero.
Next, we notice that the lowest temperatures of any other multi-
cycle machine with different virtual qubits working in parallel can
achieve is bounded by the temperature achieved in any of these cy-
cles. This follows from the fact that the effect of multiple cycles on
the virtual qubit can be decomposed as a sum of the effect of each
individual cycle. Thus, the bound on the temperature we derive for
11.8 statics vs dynamics for single-cycle machines 339
single-cycle n level machines holds for general machines with n lev-
els.
Therefore we obtain a statement of the third law in terms of Hilbert
space dimension. In particular, from (11.5) we see that the bias Zv
(and therefore temperature) and norm Nv of the virtual qubit deter-
mine to what temperature an external object can be cooled down in
a single (or multiple) cycles of a thermal machine. The fact that the
virtual temperature only approaches zero as the dimension of the
thermal machine approaches infinity shows that bringing an external
object to absolute zero requires a machine with an infinite number of
levels. This is a static version of the third law, complementary to pre-
vious statements [339, 382, 456], which is stated in terms of number
of steps, time, or energy required in order to reach absolute zero.
Finally, we note that in the case of the multi-cycle machine, since
the norm of the virtual qubit is unity, in a single swap operation
the external object is brought to exactly the temperature of the vir-
tual qubit, c.f. Eq. (11.5). Thus, using a machine of Hilbert space di-
mension n, we can cool an external object to the inverse temperature
(11.26), which corresponds asymptotically to the scaling Static third law of
thermodynamics
TS ∼
1
n
, (11.32)
that is, the temperature scales inversely with the Hilbert space dimen-
sion.
11.8 statics vs dynamics for single-cycle machines
So far, we have discussed improving the static configuration of the
thermal machine by increasing its dimension. This analysis charac-
terizes the task of cooling (or heating) an external system via a sin-
gle swap, a so-called single shot thermodynamic operation. However,
more generally we are interested in continuously cooling the exter-
nal system, as the latter is unavoidably in contact with its own envi-
ronment, and thus requires repeated swaps with the virtual qubit in
order to maintain the cooling (or heating) effect.
We have seen in Sec. 11.1 that after a single swap between the vir-
tual qubit and the external system, the bias of the virtual qubit Zv is
switched with that of the external system ZS. Thus the virtual qubit
needs to be ‘reset’ before the next interaction is possible, an operation
which should require some time to be performed. This fact hence in-
troduces limitations on the power of the machines. The ‘time of reset’
will depend in general on the thermalization model, which forces us
to go beyond purely static considerations. To illustrate this point we
will discuss here the dynamics of the single-cycle refrigerators.
Intuitively one may expect the time of reset of the virtual qubit in-
creases as the number of levels in the cycle increases, i.e. the larger the
cycle of the machine, the longer it takes the machine to perform the
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Figure 71: Relationship between the steady-state virtual temperature
βsteadystate and the length of the cycle n. We consider various
equilibration timescales, τS = 1 (green, diamond), τS = 10 (or-
ange, square) and τS = 100 (blue, dot). All other parameters are
kept fixed: timescale of all thermal couplings of the cycle τβ = 1,
bath temperatures βh = 0.05, βc = 0.2, and energies Emax = 2,
and Ev = 1 (as in Fig. 65).
series of jumps reinitializing it. This introduces the following trade-
off. Previously we saw that machines with longer cycles were able to
achieve lower temperatures for a single swap. However, they would
also take longer to reset. Therefore in order to engineer a good fridge,
one could consider (i) a high dimensional fridge (i.e. a long cycle)
achieving low temperatures at slower rate, or (ii) a low-dimensional
fridge achieving not as low temperatures, but at a faster rate.
In order to find out which regime is better, we consider single-cycle
fridges coupled to thermal baths, as modeled by a Markovian master
equation in Lindblad form (see Sec. 2.2). Since the thermalization oc-
curs here only on transitions, the specific details of the model are not
crucial, and all models (either simple heuristic ones [65, 78, 352, 514]
or those derived explicitly by microscopic derivations [117, 119, 320,
339, 417]) lead to the same qualitative conclusions.
We find that the relevant parameter is the timescale at which the
external system interacts with its environment τS. If this timescale is
short, then the fridge has little time to ‘reset’ the virtual qubit. There-
fore a shorter cycle, that resets quickly, is optimal in this case. If on the
contrary the system timescale is long, there is more time available in
order to reset the virtual qubit. Thus a longer cycle, providing lower
temperatures, is preferable. This trade-off is illustrated in Fig. 71.
We also observe from Fig. 71 that, for given timescale τS, there is an
optimal length of the cycle. In Fig. 72, we plot the optimal length of
the cycle for different timescales. The optimal length appears to grow
logarithmically with respect to τS for slow timescales (compared with
the relaxation time-scale of the machine transitions τβ), while for fast
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Figure 72: Length of the optimal cycle Nopt versus the external system equi-
libration timescale τS in logarithmic units. Other parameters are
the same as in Fig. 71: τβ = 1, βh = 0.05, βc = 0.2, Emax = 2, and
Ev = 1.
timescales we observe that the optimal cycle has length 4. This sug-
gests that the simplest three-level machine is always outperformed.
11.9 conclusions
We discussed the performance of quantum absorption thermal ma-
chines, in particular with respect to the size of the machine. Specif-
ically, we considered several designs of machines with n levels and
described the static properties of the machine through the range of
available virtual qubits, which characterizes the fundamental limit of
the machine. Notably, as n increases, a larger range of virtual temper-
atures becomes available, showing that a machine with n+ 1 levels
can outperform a machine with n levels. In this context, we proposed
a design for quantum thermal machines consisting in a single cycle
reaching optimal virtual temperatures for a virtual qubit consisting
in a single transition of the machine.
Moreover, we also discussed machines with multiple cycles run-
ning in parallel. Here performance is increased, as the norm of the
virtual qubit can be brought to one, i.e. the virtual qubit becomes a
real one. Finally, similar performance is achieved for a design based
on the concatenation of the simplest three-level machine. While gen-
erally suboptimal in terms of performance, this design gives never-
theless a more intuitive picture and may be more amenable to imple-
mentations, as the couplings are simpler.
Furthermore, we have seen that in order to achieve virtual qubits
with perfect bias (i.e. achieving a virtual qubit at zero temperature, or
with complete population inversion), the required number of levels
n of the machine diverges. This can be viewed as a statement of the
third law, complementary to previous ones. Usually stated in terms of
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number of steps, time, or energy required in order to reach absolute
zero temperature, we obtain here a statement of the third law in terms
of Hilbert space dimension: reaching absolute zero requires infinite
dimension.
Finally, we discussed the dynamical performance of autonomous
thermal machines, where a tradeoff between the achievable virtual
temperatures in the machine and the time needed to operate emerges.
By studying the particular case of single cycle machines operating on
a external qubit coupled to its own environment, we found qualitative
results on the scaling of the optimal length of the cycle in terms of
the external qubit relaxation timescale.
An outstanding question left open here concerns the performance
of machines where multiple single cycle machines or three-level ma-
chines run in parallel, i.e. are coupled simultaneously to the external
system. One may expect that the time necessary to reset the machine
is considerably decreased, providing potentially a strong advantage
over single-cycle machines. In particular, it would be interesting to
understand how to design the most effective machine, given a fixed
number of levels or equivalent building blocks (as well as constraints
on the energy and temperatures).
Part V
C O N C L U S I O N S

12
S U M M A RY A N D O U T L O O K
The three main topics in which this thesis has focused can be resumed
as:
• (i) The emergence of synchronization phenomena induced by
dissipation in harmonic systems and their relation with quan-
tum correlations.
• (ii) The thermodynamical properties of fluctuations in open quan-
tum systems undergoing general irreversible evolution.
• (iii) The characterization of different quantum resources in the
performance of small thermal machines operating either in au-
tonomous or non-autonomous ways.
which coincide respectively with parts II, III and IV of the PhD thesis.
In the following we provide a summary of our contributions in the
three mentioned points, together with the formulation of some open
questions pointing possible paths for future research.
12.1 quantum synchronization induced by dissipation
in many-body systems
Large quantum correlations can be an indicator of the presence of
quantum phase transitions [416, 579, 592], while there have been pro-
posals for revealing or even measuring those correlations from other
more accessible quantities acting as witnesses [547, 581]. In part II
of this thesis we explored the connection between the emergence of
spontaneous synchronization and the dynamical evolution of classi-
cal and quantum correlations, as measured respectively by the quan-
tum mutual information and the quantum discord. Pursuing this ob-
jective we have demonstrated:
• (a) The possibility to have both transient or asymptotic synchro-
nization in linear systems induced by the proper dissipation.
• (b) That the presence of synchronization implies the slow decay
(transient synchronization) or even the preservation (asymptotic
synchronization) of classical and quantum correlations.
• (c) The possibility of engineering asymptotic synchronization,
discord and entanglement in different clusters of a dissipative
complex network by tuning one or few local parameters.
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The first case study has been presented in chapter 4 for an open
system of two interacting quantum harmonic oscillators with differ-
ent frequencies. We compared the cases in which the dissipation is
modeled by two separate thermal baths with identical properties and
at the same temperature, or a common bath which couples to the
center of mass of the system. The main conclusion of this first ap-
proach is that the common reservoir allows both for the emergence
of transient synchronization and for the slow decay of quantum and
classical correlations over time characterized by a plateau shape. In the
long time limit the correlations eventually degrade to those present
in the Gibbs thermal state. The underlying mechanism responsible
of this effect is the generation of disparate decay rates for the nor-
mal modes of the system [Eqs. (4.15)-(4.16) and Fig. 30] as a result
of the symmetry properties of the system-bath coupling. This does
not occur in the case of separate baths, displaying a fast decay in all
correlations and no synchronization even in the presence of strong
coupling between the oscillators (see Fig. 31). The same phenomenon
has been later reported in the case of spin synchronization through
a common dissipative reservoir (but not for a purely dephasing one)
[215].
Exploring the role of the different frequencies and the coupling
strength between the two oscillators, we observed that both phenom-
ena degrades for high detuning and weak direct coupling strength. In
the opposite limit, when the frequencies are exactly equal, one of the
two normal modes completely decouples from the environmental ac-
tion. In such case, a noiseless or decoherence-free subsystem [309, 344,
345] is obtained. This may lead to high values for the entanglement
between the oscillators, as studied in Refs. [193, 356, 426, 444].
In chapter 5 we have investigated the extension to the case of three
interacting harmonic oscillators in the presence of a common envi-
ronment. We have identified specific symmetry conditions leading to
noiseless subsystems (NS), that is, when one or two normal modes
of the system effectively decouple from the environmental action. For
the case of one normal mode we obtained the condition in Eq. (5.19),
representing an hypersurface in the d-dimensional parameter space
[d = (N+ 1)N/2 = 6 for N = 3 oscillators]. The condition for two
non-dissipative normal modes has been also reported in Eq. (5.21).
We then analyzed two specific open-chain configurations with equal
frequencies in the external oscillators, for which analytical expres-
sions for the asymptotic entanglement (as given by the logarithmic
negativity) have been obtained, and used to construct the phase dia-
grams of Figs. 35 and 36. The parameter manifold leading to noise-
less subsystems includes several non symmetric configurations: for
instance an hyperbolic relation among frequencies can be satisfied
for identical couplings in an open chain. This allows both asymptotic
entanglement and asymptotic synchronization even if all the oscilla-
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tors natural frequencies are different, a possibility offered by a chain
of three oscillators and absent in the case of two (where only tran-
sient synchronization was possible for detuned oscillators). From the
analysis of different configurations and general choices of parame-
ters, we conclude that synchronization may not be always a witness
of the presence of quantum correlations: when the choice of parame-
ters is very close to a two-mode NS, synchronization degrades while
quantum correlations may still be slow decaying. However, the exis-
tence of transient synchronization always ensure that the quantum
mutual information and the quantum discord will be slow decaying
functions of time.
A further implication of the above results is that it is sufficient to
tune a single parameter of the system (oscillators frequencies or cou-
pling strength between the oscillators) to obtain a NS. Henceforth,
one may engineer the parameters of a system in order to obtain a de-
sired NS in order to use it in quantum information or quantum com-
putational tasks. This option is fully explored in chapter 6, in which
the case of arbitrary complex networks of dissipative harmonic oscil-
lators is analyzed. Extended systems can dissipate in different ways
across the structure and we have considered the paradigmatic cases
of independent losses, of a common bath to which all the elements in
the network equally couple, and the case of a local bath acting on a
single element of the network. Global or partial synchronization have
been shown in a random network through local tuning in one node
(synchronizer) [see Eqs. (6.13)-(6.14) and Fig. 44, and Eqs. (6.19)-(6.20)
with Fig. 47], as well as the possibility of entangle and synchronize
two nodes (not linked between them) through a network, even when
starting from separable states [Eq. (6.21) and Fig. 48]. Our analysis
can be extended to more complex settings such as the production of
independently synchronized parts of the system beating at different
frequencies, or in the presence of more complicated dissipation situa-
tions (for example several local baths of different strengths).
In some sense, tuning part of a network so that the rest reaches a
synchronous, highly correlated state can be seen as a kind of reservoir
engineering, where here the tuned part of the network play the role
of an extension of the reservoir. Indeed, this perspective has been re-
cently adopted in Ref. [410] in which probing of the spectral density,
structure, and topology of harmonic networks are also considered.
This is to be compared with recent proposals of dissipative engineer-
ing for quantum information, where special actions are performed to
target a desired non-classical state [34, 35, 143, 562]. In the context of
quantum communications and considering recent results on quantum
Internet [307, 462], our studies can offer some insight in designing
a network with coherent information transport properties. Further-
more, implications of our approach can be explored in the context
of efficient transport in biological systems [160, 419]. Our analysis,
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when restricted to the classical limit, also gives some insight about
vibrations in an engineering context, providing the conditions for un-
damped normal modes and their effect [7, 56, 455].
12.2 quantum fluctuation theorems and entropy pro-
duction
The research presented in this thesis contributes to the extension of
fluctuation theorems to the quantum regime by:
• (a) Deriving general detailed and integral fluctuation theorems
for nonequilibrium systems in arbitrary initial states which evolve
under the action of a broad class of CPTP maps beyond the uni-
tal case.
• (b) Identifying a suitable form for the total (von Neumann) en-
tropy production in open quantum systems from an inclusive
approach considering the interaction between a quantum sys-
tem and a general reservoir.
• (c) Developing a split of this total entropy production in adi-
abatic and non-adiabatic contributions (fulfilling independent
fluctuation theorems) which, importantly, only applies under
specific symmetry conditions of the maps governing the dynam-
ical evolution.
• (d) Illustrating the applicability of our framework to understand
relevant situations in quantum thermodynamic setups, includ-
ing those in which quantum effects play a prominent role.
Contribution (a) has been developed in chapter 7, where we have
shown how a general fluctuation theorem both in detailed and in-
tegral forms [Eqs. (7.17) and (7.18) respectively] can be derived for
systems which evolve according to very arbitrary CPTP maps. The
maps fulfilling our theorem verify a detailed balance condition in op-
erator version [Eq. (7.15)] linking the Kraus operators of the map with
the ones of the map governing a suitable dual-reverse dynamics [125].
This includes general classical stochastic dynamics and quantum op-
erations inducing jumps between eigenstates of the invariant state of
the dynamics, as well as some specific superpositions of them.
The most important feature of our theorem is that it can be ap-
plied to arbitrary situations without caring about the specific char-
acteristics of the environment. When specialized to maps induced by
thermal reservoirs, our results reproduce known quantum fluctuation
theorems for work and different versions of the entropy production.
However, this can be extended as well to the case of reservoirs in
generalized Gibbs ensembles inducing the corresponding generalized
Gibbs-preserving maps. This includes as particular cases: heat and
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particle reservoirs, angular momentum reservoirs, coherent thermal
reservoirs, squeezed thermal reservoirs, or information reservoirs.
The key point to derive our theorem has been the introduction
of the nonequilibrium potential as a fluctuating quantity [Eq. (7.11)],
which overcomes the efficacy reductions previously pointed in the lit-
erature [11, 225, 298, 454]. The resulting entropy production for single
trajectories, Σ, can then be interpreted a physical entropy production
in most situations of interest.
The characterization of entropy production in situations going be-
yond the assumption of ideal equilibrium reservoirs constitutes an
open challenge [168, 473], in which different approaches using quan-
tum trajectories [273, 335], a phase-space perspective [136] or feed-
back protocols [182] have been considered. In chapter 8 we trace the
induced irreversibility in an otherwise general evolution, deriving an
expression for the total (von Neumann) entropy produced in the pro-
cess [Eq. (8.13)]. This expression, called the inclusive entropy produc-
tion, measures the quantum correlations lost in the measurement pro-
cess plus the local measurement-induced disturbance on system and
environment. When the remaining classical correlations are further in-
accessible, the entropy production increases to give Eq. (8.15), which
is just the sum of the entropy changes in system and environment,
and has been instead labeled non-inclusive. With those definitions at
hand we identified trajectory versions, which fulfill a universal fluctu-
ation theorem [Eqs. 8.23 and Eqs. 8.27]. We notice that this fluctuation
theorem is a particular case of the one derived in Refs. [163, 473] for
isolated systems when introducing the proper partition and the local
measurements giving a precise meaning to the entropy production,
which is indeed the important point.
Once identified the total entropy production per trajectory we have
addressed point (c), that is, we develop its decomposition into adia-
batic and non-adiabatic contributions, accounting for different sources
of irreversibility in processes with a steady state [165, 166, 556]. This
can be done for the non-inclusive version of the entropy production,
which allows relating the TMP approach to the CPTP maps formal-
ism developed in chapter 7. The split of the entropy production re-
quires the introduction of three different thermodynamic processes,
namely, the backward (or time-reverse) process, the dual process, and
the dual-reverse process, which are described by three different CPTP
maps with their corresponding Kraus operators exploiting the sym-
metries of the setup, c.f. Eqs. (8.34), (8.46) and (8.42). Then fluctuation
theorems for the adiabatic [Eq. (8.48)] and non-adiabatic [Eq. (8.43)]
entropy productions follow (8.49).
The above results also extend to the case of concatenations of CPTP
maps, where the maps act in sequence also with different invari-
ant states. Taking the continuous limit leads to quantum trajectories
generated by unraveling driven Lindblad master equations like Eq.
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(8.84). In the latter case we developed a general method to identify
the environmental entropy changes during the trajectories induced
by the quantum jumps, allowing us to recover the fluctuation theo-
rems [Eqs. (8.100)-(8.102)]. The meaning of the terms adiabatic and
non-adiabatic become clear in this situation, as the non-adiabatic con-
tribution becomes zero for quasi-static drivings following the instan-
taneous steady state of the dynamics. Importantly, the fluctuation the-
orems for the adiabatic and non-adiabatic entropy productions do not
need to be always fulfilled in the quantum case. Two conditions are
needed: the maps must fulfill Eq. (8.41), and the backward (or time-
reverse) dynamics must preserve the (inverted) invariant state of the
original dynamics, Eq. (8.44). Those requirements are always fulfilled
for classical Markov dynamics, but may fail in the quantum case.
In order to clarify this and other issues concerning the abstract
quantities introduced in the derivations, we considered in chapter 9
three relevant examples which constitute our contribution (d) above:
an autonomous three-level thermal machine, a dissipative cavity mode
resonantly driven by a classical field, and a Maxwell’s demon toy
model. The first example is used to clarify the meaning of the adi-
abatic and non-adiabatic entropy productions as well as the back-
ward, dual, and dual-reverse maps in a simple but important setup.
We indeed obtain expressions for the entropy production [Eqs. (9.28)-
(9.30)], reminiscent of phenomenological thermodynamics using the
local equilibrium approach at the average level [Eqs. (9.34)-(9.36)].
Our results are compatible with the average thermodynamic descrip-
tion usually employed to describe autonomous thermal machines op-
erating at steady state conditions [117, 497, 514]. Moreover, we gain
insight into the transient regime which may be explored e.g. in re-
lation to recent proposals of single-shot refrigeration in autonomous
fridges [65, 392].
The second example, a periodically driven cavity mode at reso-
nance in contact with a single thermal reservoir, has been selected to
illustrate the lack of entropy production split into (positive) adiabatic
and non-adiabatic terms. In this case, only the fluctuation theorem
for the total entropy production is valid, while the adiabatic/non-
adiabatic entropy production split breaks down at the trajectory level.
This has interesting consequences: the non-adiabatic entropy produc-
tion rate, measuring the rate of convergence of the system to its steady
state, may be boosted in comparison with the total entropy produc-
tion rate, which is proportional to the input power dissipated into
the thermal reservoir. As a consequence, a negative adiabatic entropy
production rate can emerge in the initial transient dynamics, and the
cavity mode experiences an accelerated energy gain. Moreover, this
analysis predicts similar breaking of the split whenever the differ-
ent dynamical contributions in the dynamics promote jumps between
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eigenstates of different system observables. The consequences of this
quantum effect are an open question for future research.
Our third example allows to relate information and thermodynamic
effects. We studied a Maxwell demon toy model consisting of a semi-
infinite array of degenerated energy levels (called the external mem-
ory) monitoring the heat exchange of quanta between two thermal
reservoirs at different temperatures. Our framework provides a mean-
ingful interpretation of the thermodynamics in the setup in which
the direction of the flux of heat can be controlled by means of the
entropy of the initial state introduced in the memory. In this case the
non-adiabatic entropy production and the total entropy production
are equal and provide a particular formulation of Landauer’s prin-
ciple [138, 370, 456]. Furthermore we show how this setup can be
generalized by replacing the thermal reservoirs by squeezed thermal
ones. In such case, the flow of heat and coherence between the reser-
voirs induce squeezing in the memory, which in turn enhances the
performance in different regimes surpassing the Landauer’s limit in
the thermal case. This example indicates the feasibility of our frame-
work to deal with information thermodynamics in quantum devices
in more real situations, while opening interesting questions about the
use of genuine quantum resources to enhance its performance.
12.3 quantum thermal machines
Different works in the literature have pointed that nonequilibrium
quantum reservoirs may be used to increase both power and effi-
ciency of quantum thermal machines, including coherent [242, 341,
449, 499], correlated [145], or squeezed thermal reservoirs [119, 275,
358, 470]. In this respect, equipped with the general findings for quan-
tum fluctuation theorems and entropy production developed in the
previous chapters, we were in position to address the thermodynam-
ical consequences of nonequilibrium thermal reservoirs in work ex-
traction. This analysis has been carried out along chapter 10. In par-
ticular, we focused on the case of the squeezed thermal reservoir.
In contrast to part III of the thesis, here we consider only the av-
erage thermodynamical behavior. We found that the total average
entropy production of a bosonic mode relaxing in the presence of
a squeezed thermal reservoir is due to a single non-adiabatic con-
tribution, given by Eq. (10.8). The entropy exchange term, as char-
acterized by the nonequilibrium thermodynamic potential, between
system and reservoir just equals the entropy decrease in the reservoir,
but differs from the purely thermal configuration, ∆Φ = βQ. Instead,
it includes both energetic and coherence contributions, weighted ac-
cording to the value of the modulus of the squeezing parameter [Eq.
(10.9)]. Analyzing the genuine quantum entropy exchange term, Eq.
(10.10), we found that it is proportional to the asymmetry in orthog-
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onal quadratures of the bosonic mode induced by the squeezing in
reservoir. Remarkably, this modifies the second-law inequality in such
a way that processes reducing the entropy of the system without ex-
changing heat are now allowed. It also opens the possibility of work
extraction from a single squeezed thermal reservoir. In this respect,
we designed a simple cyclic two-stroke protocol consisting of unitary
and relaxation steps which is optimized to irreversibly extract a max-
imum amount of work. That is, work can be extracted from a single
squeezed thermal reservoir using the entropic contribution, which
acts as a thermodynamical resource.
These first results have been then applied to a more elaborated
model of a four-stroke quantum heat engine: a quantum Otto engine.
We have analyzed in detail the cycle and optimized it to profit from
the squeezing effects. This has been done by combining unitary un-
esqueezing of the mode with adiabatic frequency modulation in the
isentropic compression stroke. This possibility has also been indepen-
dently pointed in the work of Niedenzu et. al. [406]. The consequences
are important when comparing to previous approaches [3, 470]. We
found that new regimes of operation emerge, as simultaneous refrig-
eration and work extraction, as well as perfect heat-to-work conver-
sion from both reservoirs. Using the entropy production approach
we are able to obtain general bounds on the energetic efficiency in all
regimes, where previous expressions fail to bound the actual machine
efficiency. Furthermore, the engine power is no longer constrained to
low-frequency modulation and, consequently, efficiency at maximum
power is just 1. An experimental realization of our findings is pro-
posed by building on the single-ion heat engine recently realized in
the laboratory [470, 471].
Finally, we proposed an interpretation of the squeezed thermal
reservoir as an extra source of nonequilibirum free-energy. We de-
rived an exact expression for this input free-energy rate [Eq. (10.30)]
with thermal and squeezing contributions, and suggested the consid-
eration of a thermodynamical efficiency for work extraction always
bounded by one, as follows from the expression of the entropy pro-
duction [Eq. (10.29)]. An interesting question raised from this fact is
whether it is better to use energetic or thermodynamic efficiency to
characterize the performance of the thermal machine. If one is just
interested in work extraction and heat flows, the energetic efficiency
seems to be the correct quantity to use, but if one wants to keep trace
of all the resources invested in work extraction, the thermodynamic
efficiency should be used.
Most of the above results focused on the heat engine operation of
the modified Otto cycle. They may be complemented with an anal-
ysis of the refrigeration efficiency, to be compared with the regular
Otto cycle fridge reported in Ref. [358], the simple power-driven re-
frigeration, and autonomous fridges. In addition, a comparison with
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other kind of cycles such as Carnot-like cycles are appealing. In order
to do that, one must first address the implementation of reversible
transformations for the bosonic mode coupled to the squeezed ther-
mal reservoir, a question we left for future research. Finally, it should
be also desirable a comparison of the performance enhancements in-
duced by the squeezed thermal reservoir and other nonequilibrium
reservoirs, both classical and quantum, as for instance the coherent
thermal reservoir.
In the last chapter 11, we addressed the question of whether the
performance of small autonomous thermal machines coupled to two
thermal reservoirs at different temperatures can be enhanced by in-
creasing the number of energy levels, or in other words, the depen-
dence of the performance of the machine on its Hilbert space dimen-
sion. We developed a systematic way to evaluate the performance of
this kind of machines by focusing on its static properties once a small
set of physically motivated assumptions are considered. Several de-
signs of thermal machines can be compared on this basis. The key
property we detected is the range of available virtual qubits in the
machine as characterized by its bias and normalization [Eq. (11.1)].
These properties delimit e.g. the minimum temperature achievable
for fridges.
For the considered designs, we obtained that the performance of
the machine can be always increased by using additional levels, that
is, the Hilbert space dimension of the machine constitutes a thermo-
dynamical resource. Among different designs, we introduced quan-
tum thermal machines consisting in a single cycle reaching optimal
bias (virtual temperatures) for a virtual qubit consisting in a single
transition of the machine. As a second step we then showed that those
machines can be outperformed by machines with multiple cycles run-
ning in parallel, which improve the normalization of the virtual qubit.
Finally, as an alternative model we considered the concatenation of
the simplest three-level machines. In the latter case, unless the perfor-
mance turns out to be suboptimal, they are more suitable to practical
implementations.
Another important finding is that in all the considered models, the
number of levels diverge when trying to obtain a perfect bias. In the
case of fridges, this is the same as saying that a perfect zero temper-
ature is achievable only by using a machine with infinite dimension.
We notice that this can be seen as a statement of the third law of quan-
tum thermodynamics, alternative to previous ones using the number
of steps in the refrigeration process, the time needed to reach absolute
zero, or the energy invested in the cooling process (see e.g. Refs. [339,
382, 456]). This statement can be made precise in the case of multi-
cycle machines in which we obtained that the minimum achievable
temperature scales as T ∼ N−1, where N is the Hilbert space dimen-
sion of the machine.
354 summary and outlook
Finally, we explored the interplay between optimizing the perfor-
mance of the multi-level machines at the static level and dynamical
features. As improved machines will have an increasing number of
levels, they will also need an increasing time to be reset (thermal-
ized with the baths) in order to perform continuous operation. We
considered a particular modeling to give us some qualitative under-
standing of this tradeoff, in which the machine operates over an ex-
ternal two-level system coupled to its own thermal reservoir. Results
concerning the scaling of the length of the cycle in terms of the re-
laxation time-scale of the external system have been obtained for the
single-cycle machines, showing that for fast relaxation time-scales the
optimal length of the cycle converges to the case of fourth levels. It
would be also interesting to consider the case of multiple single-cycle
machines operating on the external system in parallel, as they may
potentially achieve a faster reseting of the machine.
Here we have reported the optimal design of a machine consisting
in a single cycle. However, an important question left open is the
design of the optimal multi-level thermal machine, that is, the one
achieving better bias and normalization in the virtual qubit by using
the minimum possible number of levels. Our results indicate that this
machine would lie in between the single-cycle and multi-cycle cases.
Part VI
A P P E N D I X

A
P R O O F O F T H E M I C R O - R E V E R S I B I L I T Y P R I N C I P L E
In Sec. 1.1.4 of chapter 1 we claimed that the microreversibility prin-
ciple for non-autonomous systems can be generalized to the case in
which the system Hamiltonian is not invariant under the action of
the time-reversal operator, that is [Θˆ, Hˆ(λ)] 6= 0. Here we provide a
proof which is essentially the proof presented by Campisi et. al. in
Ref. [88], while the key point is the observation that the condition
[Θˆ, Hˆ(λ)] = 0 is not needed if one defines the time-reversed unitary
evolution UˆΛ˜(t, 0) as the one governed by the Hamiltonian
HˆR(λ˜) ≡ ΘˆHˆ(λ˜)Θˆ†. (A.1)
Following Ref. [88] one may discretize UˆΛ(τ− t, 0) as a time-ordered
product in a large number of steps of duration  = t/N as
UˆΛ˜(τ− t, 0) = lim
N→∞ e−
i
 h HˆR(λ˜(τ−N)) e−
i
 h HˆR(λ˜(τ−(N−1)))...
... e−
i
 h HˆR(λ˜()) e−
i
 h HˆR(λ˜(0)). (A.2)
Then using λ˜(t) = λτ−t, i.e. in the time-reversed dynamics the control
parameter takes the inverse sequence of values, we have
UˆΛ˜(τ− t, 0) = lim
N→∞e−
i
 h HˆR(λ(N)) e−
i
 h HˆR(λ((N−1)))...
... e−
i
 h HˆR(λ(τ−))e−
i
 h HˆR(λ(τ)). (A.3)
Now inserting the product Θˆ†Θˆ = 1 in between any two exponentials
in the decomposition we may calculate
Θˆ†UˆΛ˜(τ− t, 0)Θˆ = lim
N→∞ Θˆ†e−
i
 h HˆR(λ˜(N))Θˆ†Θˆe−
i
 h HˆR(λ˜((N−1)))
Θˆ†Θˆ ... Θˆ†Θˆe−
i
 h HˆR(λ˜(τ−))Θˆ†Θˆe−
i
 h HˆR(λ˜(τ))Θˆ.
At this point, we calculate the action of the time-reversal operation
on any exponential, which leads to
Θˆ†e−
i
 h HˆR(λ)Θˆ = e
i
 h Θˆ
†HˆR(λ)Θˆ = e
i
 h Hˆ(λ), (A.4)
where we have used that  is a real number and ,crucially, the defini-
tion (A.1). Using Eq. (A.4) we hence obtain
Θˆ†UˆΛ˜(τ− t, 0)Θˆ = lim
N→∞ e
i
 h Hˆ(λ(N)) e
i
 h Hˆ(λ((N−1))) (A.5)
...e
i
 h Hˆ(λ(τ−)) e
i
 h Hˆ(λ(τ))
= lim
N→∞
[
e−
i
 h Hˆ(λ(τ)) e−
i
 h Hˆ(λ(τ−))
... e−
i
 h Hˆ(λ((N+1))) e−
i
 h Hˆ(λ(N))
]†,
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and then Θˆ†UˆΛ˜(τ− t, 0)Θˆ = UˆΛ(τ, t), that is, we recover the micro-
reversibility principle in Eq. (1.15).
B
A P P E N D I X T O C H A P T E R 4
b.1 master equation details
The master equation describing the evolution of the reduced density
matrix of the system of two different oscillators, up to the second or-
der in the coupling strength, has been derived in Sec. 2.4 of Chapter 2
both for common and separate baths in the normal modes basis. Here
we show that this is equivalent to the master equation in the original
basis reported in Ref. [193]. We also stress that the exact master equa-
tion at all coupling orders has the same structure as the one reported
here, the difference being in the form of its coefficients [72, 274]. For
weak coupling this equation is a very good approximation to the ex-
act one. Furthermore, in the following appendix we show that the
full evolution almost perfectly matches that of a master equation ob-
tained by a rotating-wave approximation, the latter having Lindblad
form.
b.1.1 Separate baths
As stated in Sec. 4.2, the normal modes of HˆS are expressed in terms
of the original position and momentum operators of the oscillators as
Xˆ− = cos θ xˆ1 − sin θ xˆ2, Pˆ− = cos θ pˆ1 − sin θ pˆ2, (B.1)
Xˆ+ = sin θ xˆ1 + cos θ xˆ2, Pˆ+ = sin θ pˆ1 + cos θ pˆ2, (B.2)
with tan 2θ = 2λ/ω22 −ω
2
1. The system eigenfrequencies Ω± are al-
ways different due to the coupling
2Ω2± = ω
2
1 +ω
2
2 ±
√
4λ2 + (ω22 −ω
2
1)
2. (B.3)
Neglecting energy renormalization, the master equation in the orig-
inal basis reads [193]
dρ(t)
dt
= −
i
 h
[HˆS, ρ(t)] −
i
2 h2
2∑
i,j=1
Γij[xˆi, {pˆj, ρ(t)}] (B.4)
−
1
2 h2
2∑
i,j=1
Dij[xˆi, [pˆj, ρ(t)]] +
1
2 h
2∑
i,j=1
Fij[xˆi, [pˆj, ρ(t)]],
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where the damping and diffusion coefficients are
Γij = 2 h
∫τ
0
dτ βij(θ, τ)
∫∞
0
dΩJ(Ω) sin(Ωτ), (B.5)
Dij = 2 h
∫τ
0
dτ αij(θ, τ)
∫∞
0
dΩJ(Ω) cos(Ωτ) coth(
 hΩ
2kBT
), (B.6)
Fij = 2 h
∫τ
0
dτ βij(θ, τ)
∫∞
0
dΩJ(Ω) cos(Ωτ) coth(
 hΩ
2kBT
), (B.7)
with T the temperature of the bath, and
α11(θ, τ) = cos2 θ cos(Ω−τ) + sin2 θ cos(Ω+τ), (B.8)
α22(θ, τ) = α11(pi/2− θ, τ), (B.9)
α12(θ, τ) =
sin(2θ)
2
(cos(Ω+τ) − cos(Ω−τ)), (B.10)
α21(θ, τ) = α12(θ, τ), (B.11)
β11(θ, τ) = cos2 θ
sin(Ω−τ)
Ω−
+ sin2 θ
sin(Ω+τ)
Ω+
, (B.12)
β22(θ, τ) = β11(pi/2− θ, τ), (B.13)
β12(θ, τ) =
sin(2θ)
2
(
sin(Ω+τ)
Ω+
−
sin(Ω−τ)
Ω−
)
, (B.14)
β21(θ, τ) = β12(θ, τ). (B.15)
Now introducing the normal modes, Eqs. (B.1), into the master
equation (B.4), we obtain Eq. (4.9)) in Sec. 4.2, with the redefined
coefficients:
D˜SB−− = c
2D11 + s
2D22 − 2csD12,
D˜SB++ = s
2D11 + c
2D22 + 2csD12,
D˜SB+− = cs(D11 −D22) + (c
2 − s2)D12 = 0,
F˜SB−− = c
2F11 + s
2F22 − 2csF12,
F˜SB++ = s
2F11 + c
2F22 + 2csF12,
F˜SB−+ = F˜
SB
+− = cs(F11 − F22) + (c
2 − s2)F12 = 0,
Γ˜SB−− = c
2Γ11 + s
2Γ22 − 2csΓ12,
Γ˜SB++ = s
2Γ11 + c
2Γ22 + 2csΓ12,
Γ˜SB−+ = Γ˜
SB
+− = cs(Γ11 − Γ22) + (c
2 − s2)Γ12 = 0, (B.16)
being c = cos θ and s = sin θ. Once these coefficients are used in-
stead of those coming from a common bath, the equations of motion
are formally identical to those in Eqs. (4.10)-(4.12). Notice that these
expressions reproduce the cofficients reported in Eq. (2.126) for the
derivation of the master equation in the normal modes basis when
we identify the following basis-change matrix
f =
(
cos θ sin θ
− sin θ cos θ
)
, where
(
xˆ1
xˆ2
)
= f
(
Xˆ−
Xˆ+
)
. (B.17)
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b.1.2 Common bath
Neglecting again energy renormalization, the master equation in the
original basis is now [193]
dρ(t)
dt
= −
i
 h
[HˆS, ρ(t)] −
i
2 h2
2∑
i=1
γi[xˆ+, {pˆi, ρ(t)}] (B.18)
−
1
2 h2
2∑
i=1
di[xˆ+, [pˆi, ρ(t)]] +
1
2 h2
2∑
i=1
fi[xˆ+, [pˆi, ρ(t)]],
with coefficients γi = Γii + Γ12, di = Dii +D12 and fi = Fii + F12,
being Γij, Dij and Fij defined before. When implementing the change
into the normal modes basis, Eq. (B.18) transforms into Eq. (4.9), but
the coefficients are modified as follows
D˜CB−− = (c− s)(cD11 − sD22) + (1− 2sc)D12,
D˜CB++ = (c+ s)(cD11 + sD22) + (1+ 2sc)D12,
D˜CB+− =
1
2
(c2 − s2)(D11 +D22 + 2D12) + sc(D11 −D22),
F˜CB−− = (c− s)(cF11 − sF22) + (1− 2sc)F12,
F˜CB++ = (c+ s)(cF11 + sF22) + (1+ 2sc)F12,
F˜CB−+ = (c− s)(cF22 + sF11) + (c
2 − s2)F12,
F˜CB+− = (c+ s)(cF11 − sF22) + (c
2 − s2)F12,
Γ˜CB−− = (c− s)(cΓ11 − sΓ22) + (1− 2sc)Γ12,
Γ˜CB++ = (c+ s)(cΓ11 + sΓ22) + (1+ 2sc)Γ12,
Γ˜CB−+ = (c− s)(cΓ22 + sΓ11) + (c
2 − s2)Γ12,
Γ˜CB+− = (c+ s)(cΓ11 − sΓ22) + (c
2 − s2)Γ12, (B.19)
being again c = cos θ and s = sin θ. We finally recall that the above
expressions can be obtained as well by direct derivation of the master
equation in the normal mode basis as we reported in Sec. 2.4.
b.2 independent decay rates
The normal modes (B.1) - (B.2) diagonalize the Hamiltonian of the
system HˆS but are still indirectly coupled through the heat bath(s)
as can be seen from Eqs. (4.10) - 4.12. This means that the normal
modes cannot be considered as independent channels for dissipation.
Yet, if we rewrite their master equation in interaction picture, we can
neglect fast oscillating terms, as usual in the rotating wave approx-
imation. That is, elimination of exponents like exp(±i(Ω+ +Ω−)t)
due to their highly oscillatory behavior in comparison with the over-
all slower dynamics [463]. If we take this approach to the extreme,
we can also eliminate terms which also rotate more slowly, those like
exp(±i(Ω+ −Ω−)t), and only keep non-rotating terms. Finally, this
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procedure leads to an effective total decoupling of the normal modes,
which then dissipate independently to the heat bath(s) with the de-
cay rates Γ˜CB±± and Γ˜SB±± [Eqs. (4.15) and (4.16)]. In some sense this time
averaging approximation can be seen as renormalizing all dissipation
coefficients having mixed indices +− (and −+) to zero, hence ren-
dering the master equation as a tensor product of two independent
evolutions.
Figure 73: (Color on-line) The rates Γ˜CB++ , Γ˜CB−− , from Eq. (4.16) in Sec. 4.2,
and (Γ˜CB++ + Γ˜CB−−)/2 (dots) are compared with the (three different)
real parts of the dynamical eigenvalues Re(µi) (continuous line)
in the case of common bath. Here ω2/ω1 = 1.31.
This could seem a bit too far fetched, but comparison of the full
dynamics and this approximation seems to be quite accurate as clear
form Fig. 73, where we compare Γ˜CB±± and their average with the three
different values of Re(µi).
Inspection of these analytical expressions when varying system pa-
rameters, confirms that the normal modes decays for SB have all sim-
ilar real parts (being in general Γ12 small and Γ11 ' Γ22), while for
a CB the decays can be significantly different (a factor 20 in Fig. 73).
This difference between decay rates can be up to several orders of
magnitude for parameters where synchronization appears faster. Syn-
chronization is therefore linked to imbalanced dissipation rates of the
normal modes, allowing the mode which survives longer to govern
the dynamics. Within the discussed approximation, its frequency is
found to be 2Ω− with Ω− the previously defined frequency of the
normal mode Xˆ−. This is independent of bath coefficients, and we
find very good agreement with the exact frequency.
It can be easily seen that the rotating wave approximation described
in this Appendix leads to (CB and SB) master equations in Linblad
form. In spite of formal differences with Eq. (4.9), we actually find
a very good agreement between their dynamical evolutions. In Fig.
74 we show that, in the limit of weak coupling here considered, pre-
dictions for synchronization and discord are actually almost indistin-
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guishable. Maximum deviations in this case are at least two order
of magnitude smaller than the represented quantities. As expected,
larger deviations are found for strong coupling.
Figure 74: (Color on-line) Synchronization (a) and discord (b) obtained
from the complete master equation (4.9) in Sec. 4.2, are com-
pared with the values obtained after the rotating wave approx-
imation as described in the text in the case of common bath. Here
ω2/ω1 = 1.4, and λ = 0.7ω21.

C
A P P E N D I X T O C H A P T E R 5
c.1 analytical derivation of asymptotic entanglement
As we pointed in Sec. 1.4.1, all the information about bipartite quan-
tum correlations for a Gaussian continuous-variable state is condensed
in its covariance matrix defined through the ten second-order mo-
ments of qˆ(A,B) and pˆ(A,B) (in our case first-order moments are ini-
tially zero). This bipartite covariance matrix defined for a system of
two oscillators A and B, can be written as
VAB =
(
α γ
γt β
)
, (C.1)
where α,β and γ are (2× 2) blocks: α(β) contains the second-order
moments of oscillator subsystem A (B), and γ contains correlations of
both subsystems. The minimum symplectic eigenvalue (of the covari-
ance matrix corresponding to the partially transposed density matrix),
necessary to calculate the logarithmic negativity, is given by
ν− =
√
1
2
(a+ b− 2g−
√
(a+ b− 2g)2 − 4s), (C.2)
with a = 4det(α)/ h2, b = 4det(β)/ h2 , g = 4det(γ)/ h2 and s =
16detVAB/ h4. Normal modes coupled to the environment will reach
in the asymptotic limit a thermal state, given by the Gibbs distribu-
tion. For a normal mode (k), that is
ρ
(k)
th =
e
−
Hˆk
kBT
Tr[e−
Hˆk
kBT ]
, (C.3)
with Hˆk = 12
(
Pˆ2k +Ω
2
kQˆ
2
k
)
, yielding the second-order moments
〈Qˆ2k〉th =
 h
2Ωk
coth
(
 hΩk
2kBT
)
,
〈Pˆ2k〉th =
 hΩk
2
coth
(
 hΩk
2kBT
)
, (C.4)
where Ωk is the corresponding frequency of the normal mode, and T
the reservoir temperature. On the other hand, the uncoupled modes
evolve freely. This means that the asymptotic covariance matrix can
be calculated by expressing all second-order moments of natural oscil-
lators in terms of the normal modes, and then substituting the asymp-
totic expressions corresponding to free modes or thermalized ones.
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The covariance matrix in the asymptotic limit can be separated into
three parts corresponding to the contributions of each normal mode,
which we call Vi, for i = 1, 2, 3. In terms of the blocks we have
α =
3∑
i=1
F2AiVi, β =
2∑
i=1
F2BiVi, γ = γ
T =
2∑
i=1
FAiFBiVi, (C.5)
where Vi can correspond either to a non-dissipative, or to a dissipa-
tive mode. For a non-dissipative normal mode, say n, we have:
Vno−diss =
(
〈Qˆ2n〉 〈{Qˆn,Pˆn}〉2
〈{Qˆn,Pˆn}〉
2 〈Pˆ2n〉
)
, (C.6)
and for a dissipative one, say k, we get
Vdiss =
(
〈Qˆ2k〉th 0
0 〈Pˆ2k〉th
)
. (C.7)
While elements in Vdiss are given by the expressions (C.4), those of
Vno−diss are the ones corresponding to a free evolution of an harmonic
oscillator. This analysis gives all the necessary elements in order to
calculate the asymptotic entanglement for pairs of oscillators in every
particular situation, in which one or two of the normal modes are
uncoupled from the environmental action.
c.1.1 One-mode NS
Consider the specific case of an open chain (λ13 = 0) in which we
have two equal frequencies (ω1 = ω3 ≡ ω) and two equal couplings
(λ12 = λ23 ≡ λ 6= 0) [Fig. 34(a) in Sec. 5.3]. In this case we get only
one normal mode decoupled from the bath. In order to calculate the
expression of the minimum symplectic eigenvalue, we have to first
calculate the elements of the three normal modes, that are shown
here as vector columns
Cδ =
1√
2
 10
−1
 , C± = c±
 λΩ2± −ω2
λ
 .
Here we have labeled the non-dissipative mode as δ and the other
two modes as {±}. Their corresponding frequencies are Ωδ = ω and
Ω± =
√
(ω22 +ω
2)/2±√∆, defining ∆ ≡ (ω22−ω22 )2 + 2λ2, and c±
being nothing but a normalization constant. We can now obtain all
the terms appearing in V±.
The initial condition given in Eq. (5.27), can be now rewritten in
terms of the non-dissipative normal mode as
〈Qˆ2δ(0)〉 =
 h
2ω
e−2r, 〈Pˆ2δ(0)〉 =
 hω
2
e2r, 〈{Qˆδ, Pˆδ}(0)〉 = 0,
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and then their free evolution is given by
〈Q2δ〉 =
 h
2ω
(e2r sin2(ωt) + e−2r cos2(ωt)),
〈P2δ〉 =
 hω
2
(e−2r sin2(ωt) + e2r cos2(ωt)),
〈{Qδ,Pδ}〉 = 2 h sinh(2r) cos(ωt) sin(ωt), (C.8)
where we have already used that Ωδ = ω. By substituting the above
expressions in Vno−diss [Eq. (C.6)] we can now obtain the expressions
of the determinants a, b, g and s. This yields for the minimum sym-
plectic eigenvalue [Eq. (C.2)]:
ν−(t)
2
2λ2
= G0+G1 cos(2ωt)−
√
(G0 + G1 cos(2ωt))
2 − 4σPσQ, (C.9)
which is an oscillatory function with frequency 2ω. Here
G0 = (σQ + σP) cosh(2r), G1 = (σQ − σP) sinh(2r),
and the dependence on the bath temperature and on the shape of the
dissipative normal modes is given by
σP =
Ω+
2ω
c2+ coth
(
Ω+
2T
)
+
Ω−
2ω
c2− coth
(
Ω−
2T
)
,
σQ =
ω
2Ω+
c2+ coth
(
Ω+
2T
)
+
ω
2Ω−
c2− coth
(
Ω−
2T
)
. (C.10)
From Eq. (C.9), we can obtain the minimum entanglement (obtained
for t = (2n + 1) pi2ω ; n = 1, 2, 3, ...) and the maximum one (for t =
(n+ 1) piω ; n = 1, 2, 3, ..) in order to recover Eq. (5.29) with the proper
definitions specified there.
c.1.2 Two-mode NS
On the other hand, if we move to situation represented in Fig. 34(e)
of Sec. 5.3 by fixing λ = λ˜0 [see Eq. (5.25)], we have that the normal
modes transform into
Cδ =
1√
2
 10
−1
 , C = 1√6
 1−2
1
 , Cc.m. = 1√3
 11
1
 ,
being the center of mass, Cc.m., the only dissipative mode. Their cor-
responding frequencies are respectively
Ωδ = ω, Ω =
√
2ω22 −ω
2, Ωc.m. =
√
2ω2 −ω22. (C.11)
Naturally, we have to restrict ourselves to the regime 2ω23 > ω >
ω23/2 in order for these quantities to be real and positive.
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Keeping the same initial condition as in the previous case, we have
that nothing changes in the expression of the free evolution of mode
δ [Eq. (C.8)], while the free evolution of mode  is given by
〈Qˆ2〉 =
2ω2 +ω
6Ω2
 he2r sin2(Ωt) +
2ω+ω2
6ωω2
 he−2r cos2(Ωt),
〈Pˆ2〉 =
2ω+ω2Ω
2

6ωω2
 he−2r sin2(Ωt) +
2ω2 +ω
6
 he2r cos2(Ωt),
〈{Qˆ, Pˆ}〉 =
(
2ω2 +ω
3Ω
e2r −
(2ω+ω2)Ω
3ωω2
e−2r
)
×
×  h cos(Ωt) sin(Ωt).
We have assumed the same squeezing parameter r in the central os-
cillator of the chain (notice that in the previous case the initial state
of the central oscillator is not relevant and then we did not specify it).
Following the same procedure as above, we calculate the expression
for the minimum symplectic eigenvalue. It is worth noticing that in
this case we have two contributions to the determinants of the free
type Vno−diss [Eq. (C.6)], corresponding to the two non dissipative
modes, and a single dissipative one Vdiss [Eq. (C.7)], corresponding
to the center of mass mode.
The minimum symplectic eigenvalue yields:
2ν−(t)
2 = A0 +A1(t) −
√
(A0 +A1(t))
2 −B0 −B1(t) (C.12)
where we have defined the following quantities in order to simplify
the expression. The constant terms
A0 ≡ cosh(2r)
(
4(σQ + σP) + J+(Ω
2
 +ω
2)
)
,
B0 ≡ 64σPσQ + 4(ω+ω2)
2
81ωω2
+
32ΩωJ+
3
(
ωσP
Ω
+
ΩσQ
ω
)
,
and the oscillating terms
A1(t) ≡ 4 cos(2ωt) sinh(2r)(σQ − σP)
+ J+ cos(2ωt) sinh(2r)(Ω2 +ω
2)
+ J− cos(2Ωt) cosh(2r)(Ω2 −ω
2)
− J− cos(2(Ω −ω)t) sinh(2r)
(Ω +ω)
2
2
− J− cos(2(Ω +ω)t) sinh(2r)
(Ω −ω)
2
2
,
B1(t) ≡ cos(2Ωt)32ΩωJ+
3
(
ΩσQ
ω
−
ωσP
Ω
)
,
where different frequencies coming from the two non-dissipative modes
are present. We have used J± ≡ 112ω
(
e2r 2ω2+ω
Ω2
± e−2r 2ω+ω2ωω2
)
and
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the two bath-dependent functions are now given by the contribution
of the c.m. mode:
σP =
Ωc.m.
6ω
coth
(
 hΩc.m.
2kBT
)
,
σQ =
ω
6Ωc.m.
coth
(
 hΩc.m.
2kBT
)
. (C.13)
c.2 equations of motion for the second-order moments
As we are interested in classical and quantum correlations of the sys-
tem oscillators, a description for the evolution of the first-order and
second-order moments is necessary. The equations of motion for po-
sition, momenta, and the variances can be obtained from the Marko-
vian master equation governing the dissipative dynamics, (5.39). In
analogy to the case of two oscillators (chapter 4) they can be indeed
written in a simple form as R˙ =MR+N, where R is a column vector,
now containing the M = (2N+ 1)N for N = 3 independent second-
order moments of the normal modes. The matrix M condenses all the
information about their dynamical evolution and N determines the
stationary values for long times (when R˙ = 0). The dynamics of R
can be solved in terms of the eigenvalues of M:
{µij} = {−
Γi + Γj
2
± i ∣∣Ωi ±Ωj∣∣}, i 6 j (C.14)
where the i = j eigenvalues determine the evolution of 〈Qˆ2i 〉, 〈Pˆ2i 〉
and 〈{Qˆi, Pˆi}〉, while the ones with i 6= j determine that of 〈QˆiQˆj〉,
〈PˆiPˆj〉 and 〈{Qˆi, Pˆj}〉. Note that by virtue of Eqs. (5.40) and (C.14) the
decay of the normal modes is entirely governed by the effective cou-
plings mentioned above, thus differences in their magnitude produce
disparate temporal scales for the dissipation and diffusion of normal
modes.
We further stress that the stationary state of the dynamics is found
to be (R∞ =M−1N):
〈Qˆ2i 〉∞ = Di2ΓiΩ2i =
 h
2Ωi
coth
(
Ωi
2kBT
)
,
〈Pˆ2i 〉∞ = Di2Γi =
 hΩi
2
coth
(
Ωi
2kBT
)
,
being all the other second-order moments equal to zero. Note that
these expressions for the asymptotic limit recover the thermal state of
the system at the bath temperature T given by the Gibbs distribution
in Eqs. (C.4).

D
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d.1 master equation for nodes
From the master equation in the basis of normal modes after the (post-
trace) rotating wave approximation, given in Sec. 6.1 [Eq. (6.7)] (see
also Appendix C.2), we can derive an equivalent expression turning
to the basis of the original oscillators by simply applying the change
of basis matrix F, defined by diagonalization of H. Rearranging terms
one obtains
dρ(t)
dt
= −i[HˆS, ρ(t)] −
−
1
4 h2
∑
jk
iΓ˜jk
(
[qˆj, {pˆk, ρ(t)}] − [pˆk, {qˆj, ρ(t)}]
)
+
+ D˜ajk[qˆj, [qˆk, ρ(t)]] − D˜
b
jk[pˆj, [pˆk, ρ(t)]]. (D.1)
Here we have introduced new master equation coefficients denoted
by a tilde and defined from the previous ones as
Γ˜jk =
∑
n
FjnFknΓn, (D.2)
D˜ajk =
∑
n
FjnFknDn, (D.3)
D˜bjk =
∑
n
FjnFkn
Dn
Ω2n
. (D.4)
Those are valid for all the cases considered in the paper, namely, com-
mon bath, local bath and separate baths, with the proper definitions
of the untilded coefficients for each case (see Sec. 6.1). Note however
that for the case of separate baths (assuming an Ohmic frequency
spectral distribution with sharp cutoff in the bath) the damping coef-
ficients in the master equation reduce simply to Γ˜ij = γδij, i.e. all the
nodes in the network dissipate through their own bath at the same
rate, determined by the equivalence of the separate baths. This fur-
ther simplification in the case of separate baths marks its difference
from the common or local bath cases, producing a different structure
for the friction terms in the equations of motion, as we will see in the
next sections of this Appendix.
d.2 equations for the first- and second-order moments
For Gaussian states, the full dynamics of the oscillators is embedded
in the first- and second-order moments [197] and the former give the
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classical limit of this quantum system, obtained neglecting quantum
fluctuations. From the master equation we obtain the evolution of the
first-order moments
d
dt
〈Qˆn〉 = 〈Pˆn〉− Γn
2 h
〈Qˆn〉, (D.5)
d
dt
〈Pˆn〉 = −Ω2n〈Qˆn〉−
Γn
2 h
〈Pˆn〉, (D.6)
where the first term corresponds to the free evolution of uncoupled
oscillators and the second one is a damping term stemming from the
influence of the bath. For the second order moments we obtain the
more complicated expressions:
d
dt
〈QˆnQˆm〉 = 1
2
〈{Qˆn, Pˆm}+ {Pˆn, Qˆm}〉
−
(
Γn + Γm
2 h
)
〈QˆnQˆm〉+Dn δnm
2Ω2n
, (D.7)
d
dt
〈PˆnPˆm〉 = −Ω
2
n
2
〈{Qˆn, Pˆm}〉− Ω
2
m
2
〈{Qˆm, Pˆn}〉
−
(
Γn + Γm
2 h
)
〈PˆnPˆm〉+Dn δnm
2
, (D.8)
d
dt
〈{Qˆn, Pˆm}〉 = 2〈PˆnPˆm〉− 2Ω2m〈QˆnQˆm〉
−
(
Γn + Γm
2 h
)
〈{Qˆn, Pˆm}〉, (D.9)
where the first two terms arise from the reduced motion of the free
normal modes, and the last ones are induced by the environmental
action, which combines damping and diffusion effects.
We also notice that a common environment gives rise to a rather
symmetric damping, also known as diffusive coupling (apart from
an irrelevant change of sign) [217]. This kind of diffusive coupling
is a typical phenomenological assumption when synchronization is
modeled in classical systems [433]. This can be seen by looking at the
first order moments, for which we obtain different expressions in the
case of common, local and separate baths. In the first two cases we
have
d
dt
〈qˆn〉 = 〈pˆn〉− 1
2 h
∑
k
Γ˜nk〈qˆk〉, (D.10)
d
dt
〈pˆn〉 = −ω2n〈qˆn〉−
∑
k
λnk〈qˆk〉− 1
2 h
∑
k
Γ˜nk〈pˆk〉. (D.11)
while for the separate baths case the expression transforms into:
d
dt
〈qn〉 = 〈pˆn〉− 1
2 h
Γ˜〈qˆn〉, (D.12)
d
dt
〈pˆn〉 = −ω2n〈qˆn〉−
∑
k
λnk〈qˆk〉− 1
2 h
Γ˜〈pˆn〉. (D.13)
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It is immediately seen that the presence of a common bath, a local
bath or N separate (even if identical) baths, leads to different friction
terms in the dynamical equations. While the damping of oscillators in
the common and local bath cases depends on all the network oscilla-
tors weighed by the effective couplings (κ2n) through the tilded damp-
ing coefficients of Eq. (D.2), in the separate bath case each oscillator
decays independently from the rest of the network, being coupled
only through the Hamiltonian part of the dynamical evolution.
d.3 three-oscillator motif details
Here we give the analytical expressions for the synchronization of
the three-oscillators linear motif, i.e. an open chain of three oscilla-
tors embedded in a bigger network. We are able to give the specific
parameter relations that have to be fulfilled in order to obtain a non-
dissipative mode, that is, to make the effective coupling for a motif
mode κσ = 0.
By solving Eq. (6.16) for this particular case, we obtain:
Faσ = C
(
λac
Ω2σ −ω
2
a
)
, (D.14)
Fbσ = C
(
λbc
Ω2σ −ω
2
b
)
, (D.15)
Fcσ = C, (D.16)
where C2 = 1/(1+
(
λac
Ω2σ−ω
2
a
)2
+
(
λbc
Ω2σ−ω
2
b
)2
).
Now we can obtain a explicit expression for the effective coupling
of the normal mode Qσ to the heat bath:
κσ = C
(
1+
λac
Ω2σ −ω
2
a
+
λbc
Ω2σ −ω
2
b
)
, (D.17)
that enables a dissipation-free channel, i.e. no coupling with the bath
(κσ = 0) when
λac
Ω2σ −ω
2
a
+
λbc
Ω2σ −ω
2
b
= −1. (D.18)
This last condition gives another different expression for the synchro-
nization frequency in this regime:
Ω2σ =
ω2a +ω
2
b
2
−
λac + λbc
2
(D.19)
±
√(
ω2a −ω
2
b
2
)2
+
(
λac + λbc
2
)2
−
(ω2a −ω
2
b)(λac − λbc)
2
,
where we have to check that Ω2σ is real and positive, i.e. that (ω2a −
ω2b)
2 + (λac + λbc)
2 > 2(ω2a −ω
2
b)(λac − λbc).
374 appendix to chapter 6
From the explicit expression of Ωσ and the previous equations, a
consistency relation for the selected natural frequencies and coupling
of the a,b and c oscillators follows by substituting the expression of
Ω2σ into the equation
Ω2σ −ω
2
c =
λ2ac
Ω2σ −ω
2
a
+
λ2bc
Ω2σ −ω
2
b
, (D.20)
whose solution for λac, is
λac =
λ2bc − λbc(ω
2
a −ω
2
b)
2λbc −ω2a +ω
2
c
(D.21)
±
(λbc −ω
2
a +ω
2
c)
√
λ2bc − (ω
2
a −ω
2
b)(ω
2
b −ω
2
c)
2λbc −ω2a +ω
2
c
,
corresponding to two different branches of solutions. These two bran-
ches intersect when we have that λbc = ω2a −ω2c or equivalently
λac = ω
2
b −ω
2
c, in this case we have the simpler relation for the cou-
plings λac − λbc = ω2b −ω
2
a and here the mode Qˆσ is degenerated,
i.e. there are two non-dissipative normal modes with different fre-
quencies. It is worth noticing that when we have different branches it
is necessary to impose the condition λ2bc > (ω
2
a −ω
2
b)(ω
2
b −ω
2
c) in
order to obtain λac real.
E
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e.1 reservoir entropy changes
In the main text we claim that the effective entropy flow, Φ˙, appear-
ing in the generalized second law inequality, Eq. (10.9) in Sec. 10.1,
equals the entropy decrease in the reservoir due to the interaction
with the bosonic mode. We demonstrate here this relation from the
collisional model introduced in Sec. 2.3.2, where the system bosonic
mode interacts sequentially with a ‘fresh’ reservoir mode k in the
same squeezed thermal state at inverse temperature β, and squeez-
ing parameter ξ = reiθ with r > 0 and θ ∈ [0, 2pi]:
ρ
(k)
R = Sˆk(ξ)
e−βHˆR(Ωk)
ZR
Sˆ
†
k(ξ)
=
∑
ν
(
e−β
 hΩkν
ZR
)
Sˆk(ξ) |νk〉 〈νk| Sˆ†k(ξ) (E.1)
where Sˆk(ξ) ≡ exp r2(b2ke−iθ − b†2k eiθ), stands for the squeezing oper-
ator on the reservoir mode k, and in the last equality we decomposed
the Gibbs state in its Fock basis {|νk〉}. It’s easy to see from the above
equation that the eigenvalues and eigenvectors of ρˆR are given by:

(k)
ν =
e−β
 hΩkν
ZR
, |(k)ν 〉 = Sˆk(ξ) |νk〉 , (E.2)
i.e. the state ρ(k)R can be viewed as a classical mixture of squeezed
Fock states |(k)v 〉 with Boltzmann weights (k)ν .
We can estimate the reservoir entropy change during the evolution
by constructing, analogously to what have been done for the system
bosonic mode, a coarse-grained time derivative by partial tracing Eq.
(2.63) over the system degrees of freedom:
ρ˙
(k)
R '
1
δt
[ρ
(k)
R (t+ δt) − ρ
(k)
R ] = R [ρ
(k)
R (t+ τ) − ρ
(k)
R ] (E.3)
for the interaction of duration τ g−1k between system and a partic-
ular mode k in the reservoir.
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Using Eqs. (2.64) and (2.65) we obtain:
ρ˙
(k)
R = −i[∆HˆR(Ωk), ρ
(k)
R ] + [
∗
k〈aˆ〉tbˆ†k − k〈aˆ†〉tbˆk, ρ(k)R ]
+ ck〈aˆaˆ†〉t
(
bˆkρ
(k)
R bˆ
†
k −
1
2
{bˆ
†
kbˆk, ρ
(k)
R }
)
+ ck〈aˆ†aˆ〉t
(
bˆ
†
kρ
(k)
R bˆk −
1
2
{bˆkbˆ
†
k, ρ
(k)
R }
)
− cke
−i∆k(2t+τ)〈aˆ2〉t
(
bˆ
†
kρ
(k)
R bˆ
†
k −
1
2
{bˆ
†2
k , ρ
(k)
R }
)
− cke
i∆k(2t+τ)〈aˆ†2〉t
(
bˆkρ
(k)
R bˆk −
1
2
{bˆ2k, ρ
(k)
R }
)
, (E.4)
where 〈Oˆ〉t = TrS[Oˆρt] are the system expectation values at time t,
and ∆k = ω−Ωk. In the above equation we defined
k ≡ R τ gk sinc(∆kτ/2) ei∆k(t+τ/2),
ck ≡ R τ2g2k sinc2(∆kτ/2), (E.5)
together with the mode dependent frequency-shift in the reservoir
∆HˆR(Ωk) ≡ R g
2
kτ
∆k
[
bˆ†bˆ (sinc(∆kτ/2) cos(∆kτ/2) − 1) + 1
− sinc(∆kτ/2)
(
2〈aˆ†aˆ〉t(cos(∆kτ/2) − 1) + ei∆kτ/2
) ]
,
which is analogous to the system frequency shift, and will be ne-
glected as well. Notice that Eq. (E.4) give us the average evolution of
the reservoir modes k when it interacts once at a time with the sys-
tem at random times (as specified by the rate R). However, we don’t
know the frequency of the reservoir mode interacting with the sys-
tem in each collision, so we must assume that the system interacts
with all modes in the reservoir with certain probability, given by the
density of states in the reservoir ϑ(Ωk). Therefore the average reser-
voir entropy change due to the entropy change in all reservoir modes
during the evolution should read
S˙R =
∑
k
ϑ(Ωk)S˙
(k)
R = −
∑
k
ϑ(Ωk)TrR[ρ˙
(k)
R ln ρ
(k)
R ]. (E.6)
In the following we introduce the explicit form of ρ(k)R as given in
Eq. (E.1) into the above expression for the average reservoir entropy
change, and exploit Eq. (E.4). We obtain:
S˙R = β
∑
k
ϑ(Ωk) TrR[ρ˙
(k)
R Sˆk(ξ)HˆR(Ωk)Sˆ
†
k(ξ)] =
= −β TrS[ρ˙tSˆ(ξ)HˆSSˆ†(ξ)] = −Φ˙ (E.7)
where the second line follows after a little of operator algebra, by
expanding Sˆk(ξ)HˆR(Ωk)Sˆ
†
k(ξ) and using Eqs. (E.4) and (10.3). As a
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hint, first notice that the first order term in Eq. (E.4) does not con-
tribute to the entropy. Secondly notice that once the trace over the
reservoir degrees of freedom have been performed, one can take the
continuum limit over the reservoir spectra by introducing the spectral
density, J(Ω), to recover the system master equation decay factors in
Eq. (2.73) after integrating over frequencies.
Henceforth the entropy flow entering the system during the evo-
lution, as given by Φ˙(t) = −Tr[ρ˙t lnpi], Eq. (10.9) in Sec. 10.1, is the
average entropy lost in the the reservoir in the sequence of collisions.
This implies that the non-adiabatic entropy production [165, 270, 273,
478], ∆iSna in Eq. (10.8), corresponds indeed the total entropy pro-
duced in the process. In terms of the rates:
S˙na ≡ − d
dt
D(ρt||pi) = S˙+ S˙R > 0 (E.8)
where D(ρ||σ) = Tr[ρ(ln ρ − lnσ)] is the quantum relative entropy.
As a consequence the adiabatic (or house-keeping) contribution due
to non-equilibrium external constraints [165, 273] is always zero in
the present case. An important consequence of the above finding is
that no entropy is produced in order to maintain the non-equilibrium
steady state pi, Eq. (10.7), provided we have access to an arbitrarily
big ensemble of reservoir modes in the state ρR.
e.2 equations of motion
From the Master Equation (10.3) in Sec. 10.1, one can derive the fol-
lowing equations of motion for the expectation values of the Lindblad
operators expectation values and its combinations:
d
dt
〈Rˆ〉t = −γ0
2
〈Rˆ〉t (E.9)
d
dt
〈Rˆ2〉t = −γ0〈Rˆ2〉t, (E.10)
d
dt
〈Rˆ†Rˆ〉t = −γ0
(
〈Rˆ†Rˆ〉t −nth(ω)
)
. (E.11)
They can then be employed to explicitly asses the dynamics of the
different contributions appearing in the effective entropy flow, Φ˙ in
Eq. (10.9). Indeed by rewriting
aˆ = Rˆ cosh(r) − Rˆ† sinh(r)eiθ, (E.12)
aˆ† = Rˆ† cosh(r) − Rˆ sinh(r)e−iθ, (E.13)
and substituting into the expressions Q˙(t) = U˙S(t) = Tr[HˆSρ˙t] for the
heat flux entering from the reservoir, and A˙(t) =  hωTr[Aˆθρ˙t] with
Aˆθ = −
1
2(aˆ
†2eiθ + aˆ2e−iθ), for the extra non-thermal contribution,
we obtain the following equations
Q˙(t) = −γ0
(
Q(t) + 〈HˆS〉ρ0 − 〈HˆS〉pi
)
,
A˙(t) = −γ0
(
A(t) −  hω〈Aˆθ〉pi
)
. (E.14)
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In the above equations we introduced the steady state expectation
values 〈HˆS〉pi =  hωNω and 〈Aˆθ〉pi = |Mω|, being pi given in Eq. (10.7),
with the reservoir expectation values, Nω = 〈bˆ†kbˆk〉ρR and Mω =
〈b2k〉ρR as defined in (2.74) for a mode with resonant frequency Ωk =
ω in the state ρR. We notice that both flows behave monotonically,
yielding to an exponential decay as discussed in Sec. 10.1.
F
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f.1 swap operation details
This appendix elaborates on the swap as the primitive operation of
quantum thermal machines as introduced in Sec. 11.1 (see Fig. 62).
Consider the setup involving an external qubit system {|0〉S , |1〉S}
with energy gap Ev, populations p0 and p1, and hence bias ZS =
p0 − p1. In order to modify the bias ZS (e.g. to cool the system), the
external qubit interacts with a virtual qubit (i.e. a transition Ti,j com-
prising the levels |i〉M and |j〉M within the thermal machine) which
has the same energy gap as the system, Ev = Ej − Ei. The energy-
conserving ‘swap’ interaction is described by the unitary
Uˆ = 1MS − |i〉 〈i|M ⊗ |1〉 〈1|S − |j〉 〈j|M ⊗ |0〉 〈0|S
+ |i〉 〈j|M ⊗ |1〉 〈0|S + |j〉 〈i|M ⊗ |0〉 〈1|S . (F.1)
The effect of the swap upon two real qubits would be to swap the
states of the qubits for one another (assuming the initial state as diag-
onal and uncorrelated). However, this is not the case for one real and
one virtual qubit, as we show presently.
We assume that the real qubit begins in a diagonal state
ρS ≡ 1+ZS
2
|0〉 〈0|S +
1−ZS
2
|1〉 〈1|S . (F.2)
For the virtual qubit the sum of the populations is not 1 in general,
as the thermal machine comprises many levels in thermal contact
with the heat reservoirs, that is Nv = pi + pj < 1. Assuming that the
thermal machine state is block diagonal in the virtual qubit subspace
ρM ≡ Nv
(
1+Zv
2
|i〉 〈i|M +
1−Zv
2
|j〉 〈j|M
)
+ (1−Nv)ρ
′
M,
where ρ′M is an arbitrary (normalized) state of the remaining levels
in the machine. After applying Uˆ, the final state of the external qubit
system and the machine containing the virtual qubit is
UˆρS ⊗ ρMUˆ† =
(
1+ZS
2
)
Nv
(
1+Zv
2
)
|0〉 〈0|S ⊗ |0〉 〈0|M
+
(
1−ZS
2
)
Nv
(
1+Zv
2
)
|0〉 〈0|S ⊗ |1〉 〈1|M
+
(
1+ZS
2
)
Nv
(
1−Zv
2
)
|1〉 〈1|S ⊗ |0〉 〈0|M
+
(
1−ZS
2
)
Nv
(
1−Zv
2
)
|1〉 〈1|S ⊗ |1〉 〈1|M
+ (1−Nv)ρS ⊗ ρ′M, (F.3)
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from which the final reduced state of the system is
ρ′S =
[
Nv
(
1+Zv
2
)
+ (1−Nv)
(
1+ZS
2
)]
|0〉 〈0|S
+
[
Nv
(
1−Zv
2
)
+ (1−Nv)
(
1−ZS
2
)]
|1〉 〈1|S . (F.4)
Therefore, at the end of the protocol, the bias of the external qubit has
been modified to Z′S = NvZv + (1−Nv)ZS, which implies a change
∆ZS ≡ Z′S −ZS = Nv (Zv −ZS) . (F.5)
f.2 optimalily proof for single cycle machines
In this section we prove optimality of the single cycle machine dis-
cussed in Section 11.4. While there are several ways in which perfor-
mance could be discussed, we are mainly concerned here with opti-
mality under the swap operation as given by Eq. (F.5). That is, which
machine achieves the largest change (F.5) in the bias of the external
system acted upon.
Consider an n−level (thermal) cycle machine as introduced in 11.4,
where all transitions are coupled to available temperatures, namely
βh 6 βj,j+1 6 βc. (F.6)
Notice that intermediate (inverse) temperatures in between βc and βh
can be obtained by coupling the corresponding machine transition to
both baths at the same time. Furthermore, the energy gaps of the
transitions are bounded by
−Emax 6 ∆Ej,j+1 6 Emax. (F.7)
We then proceed to determine the unique n-level cycle that mini-
mizes the ratios of the population of every level j in the cycle with respect to
one of the levels of the virtual qubit. This is then proven to be the optimal
cycle. For clarity we detail the proof for the case of the fridge, while
the proof for the heat engine follows in a similar way. Let us start by
considering the population ratio:
pj
p1
=
j−1∏
k=1
e−βk,k+1∆Ek,k+1 = exp
[
−
j−1∑
k=1
βk,k+1∆Ek,k+1
]
. (F.8)
To minimize this ratio, one should maximize the summation above.
We notice that regardless of the values of any energy gap of the ma-
chine transitions ∆Ek,k+1, maximizing the sum requires picking the
highest possible inverse temperature, βc, if the energy gap is positive,
and the smallest possible inverse temperature, βh, if the energy gap
is negative. Imposing this condition, one can then collect together the
positive and negative energy gaps to simplify the expression. Indeed
F.2 optimalily proof for single cycle machines 381
by labeling the sum of the positive energy gaps as Qj+ and the sum
of the negative ones as Qj−, we obtain
pj
p1
= exp
[
−
(
βcQ
j
+ +βhQ
j
−
)]
. (F.9)
In addition, we have the consistency relation
Q
j
+ +Q
j
− = ∆E1,j =
j−1∑
k=1
∆Ek,k+1. (F.10)
This leads to rewrite Eq. (F.9) as
pj
p1
= exp
[
−βh∆E1,j − (βc −βh)Q
j
+
]
. (F.11)
The ratio (F.9) can hence be minimized in two steps: first we find the
optimum Qj+ for a fixed value of ∆E1,j, and then we optimize over
∆E1,j. For a fixed energy gap ∆E1,j, the minimum ratio is achieved
when Qj+ is as large as possible (since βc −βh > 0). Recall that Q
j
+ is
the sum of positive transitions in the cycle from |1〉M to |j〉M, each of
which are bounded by Emax. Furthermore, also the number of transi-
tions at Emax is limited by the consistency relation (F.10). Optimizing
for Qj+ subject to these constraints results in values for the sizes and
number of transition in the cycle in the Table 1, where we took a fixed
∆E1,j = mEmax + δj , being m ≡ ∆E1,j mod Emax.
No. transitions +Emax +δj −(Emax − δj) −Emax
j,m even or odd j+m2 − 1 1 0
j−m
2 − 1
j,m opposite parity j+m−12 0 1
j−m−3
2
Table 1: Transition number and size to maximize the heat current Qj+ asso-
ciated to an arbitrary level |j〉M with respect to the first energy level
|1〉M,within a thermal cycle.
In spite of the dependence on the optimum current Qj+ upon the
relative parities of j and m, it is straightforward to verify that the
optimum Qj+ increases monotonically w.r.t. ∆E1,j. Thus to complete
the minimization of (F.11), one has to maximize ∆E1,j. This proceeds
in an analogous manner to the optimization of Qj−, with the major
difference being that ∆E1,j must be chosen keeping in mind the con-
sistency condition in Eq. (11.11). The result is summarized in Table
2.
This completes the optimization of the ratio pj/p1. From Table 2
we see that there is a unique construction of the n-level cycle that si-
multaneously fulfils the optimization criteria for all j: for all j 6 n/2
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No. transitions +Emax +Ev −(Emax − Ev) −Emax
j 6 n2 j− 1 0 0 0
j > n2 , n even
n
2 − 1 1 0 j−
n
2
j > n2 , n odd
n−1
2 0 1 j−
n+1
2
Table 2: Transition number and size to minimize the population ratio (F.11)
of an arbitrary level of the machine |j〉M with respect to the first
energy level |1〉M, within a thermal cycle.
fix all of the transitions to be Emax, next fix a transition to be Ev or
−(Emax −Ev), depending on the parity of n, and continue with all the
remaining transitions fixed to be −Emax. Finally, connecting all posi-
tive transitions to βc and negative transitions to βh, one arrives at the
optimal n-level cycle fridge, schematically depicted in Fig. 66. If we
instead minimize the ratios of populations to the excited state of the
virtual qubit (pj/pn), we obtain the optimal n-level cycle heat engine,
which has the same arrangement of energy levels as the fridge, but
swapped temperatures (βc ↔ βh).
For completeness, we report the virtual temperatures β(n)v achieved
by the optimal n-level cycle fridge and heat engine, together with its
corresponding normalizations N(n)v . For the fridge configuration we
obtain for n even
β
(neven)
v Ev = βcEv + (βc −βh)
(n
2
− 1
)
Emax, (F.12)
N
(neven)
v =
(
1+ e−β
(n)
v Ev
) [ (
1− e−βcEmax
)−1 (
1− e−
n
2βcEmax
)
+ e−β
(n)
v Ev
(
1− e−βhEmax
)−1 (
1− e−
n
2βhEmax
) ]−1, (F.13)
while for n odd we have:
β
(nodd)
v Ev = βcEv + (βc −βh)
[(
n− 1
2
)
Emax − Ev
]
, (F.14)
N
(nodd)
v =
(
1+ e−β
(n)
v Ev
) [ (
1− e−βcEmax
)−1 (
1− e−(
n+1
2 )βcEmax
)
+ e−β
(n)
v Ev
(
1− e−βhEmax
)−1 (
1− e−(
n−1
2 )βhEmax
) ]−1. (F.15)
In the other hand, for the case of the heat engine and n even
β
(neven)
v Ev = βhEv − (βc −βh)
(n
2
− 1
)
Emax, (F.16)
N
(neven)
v =
(
1+ e+β
(n)
v Ev
) [ (
1− e−βcEmax
)−1 (
1− e−
n
2βcEmax
)
+ e+β
(n)
v Ev
(
1− e−βhEmax
)−1 (
1− e−
n
2βhEmax
) ]−1, (F.17)
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and finally for a heat engine with n odd:
β
(nodd)
v Ev = βhEv − (βc −βh)
[(
n− 1
2
)
Emax − Ev
]
, (F.18)
N
(nodd)
v =
(
1+ e+β
(n)
v Ev
) [ (
1− e−βcEmax
)−1 (
1− e−(
n−1
2 )βcEmax
)
+ e+β
(n)
v Ev
(
1− e−βhEmax
)−1 (
1− e−(
n+1
2 )βhEmax
) ]−1. (F.19)
In the remainder of the section, we demonstrate some useful prop-
erties of the optimal n-level cycle. In particular are interested in prov-
ing that it achieves the largest change in the bias of an external qubit
under the swap operation [see Eq. (F.5)]. We first recall the technical
definition of the optimal cycle above as the unique cycle that mini-
mizes the ratios of every single population pj to the ground state of
the virtual qubit p1 (fridge). In particular, this includes the popula-
tion ratio of the virtual qubit itself, that is pn/p1, which implies that
the optimal cycle maximizes the bias Zv. In addition, using
∑
j pj = 1,
one can express the norm of the virtual qubit in the useful form
Nv =
(
1+ e−βvEv
1+
∑n
j=2 pj/pn
)
. (F.20)
Since the optimal cycle is the unique cycle that minimizes the denom-
inator above, the optimal cycle also achieves the highest norm Nv given
the maximum bias Zv. Expressing the population of the ground state
of the virtual qubit as
p1 =
1
1+
∑n
j=2 pj/pn
, (F.21)
it is clear that the optimal cycle also maximizes the population p1, which
is equivalently the maximal value ofNv(1+Zv). Since the optimal cycle
both maximizes p1 and minimizes pn/p1, we may conclude that it
maximizes the difference between the populations:
p1 − pn = NvZv = p1
(
1−
pn
p1
)
. (F.22)
Equivalently, in the case of the heat engine, the optimal n-level cycle:
• minimizes Zv,
• maximizes Nv given the minimum Zv,
• maximizes pn = Nv(1−Zv)/2, and
• maximizes pn − p1 = −NvZv.
We may now prove that the optimal cycle achieves the largest change
in the bias of an external qubit via the swap operation. Labeling the
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norm and bias of the optimal n-level fridge as {N+v ,Z+v }, and that of
an arbitrary n-level cycle as {Nv,Zv}, we have
Zv 6 Z+v , NvZv 6 N+v Z+v . (F.23)
Thus for the swap using an arbitrary cycle,
∆ZS <
N+v Z
+
v
Zv
(Zv −ZS) = N
+
v Z
+
v
(
1−
ZS
Zv
)
,
< N+v Z
+
v
(
1−
ZS
Z+v
)
= N+v
(
Z+v −ZS
)
, (F.24)
and the change in the bias is upper bounded by the one achieved
by the optimal fridge cycle. One may also prove the analogous result
involving the optimal engine cycle, that is
ZS −Z
′
S = Nv(ZS −Zv) < N
−
v
(
ZS −Z
−
v
)
, (F.25)
where {N−v ,Z−v } are the norm and bias of the optimal engine cycle.
Finally, we discuss on the efficiency of optimal n-level cycle ther-
mal machines. The customary definition for the efficiency of fridges,
that is, the so-called coefficient of performance (COP), is defined as the
ratio between the heat drawn from the object to be cooled to the heat
drawn from the hot bath, while for the case of a heat engine, it is
defined as the ratio between the work extracted and the heat drawn
from the hot bath. We may here apply those definitions for the case of
the n-level thermal cycle as we already done in Sec. 11.2 for the three-
level thermal machine. Notice that the energy gap of the virtual qubit,
Ev, represents both the heat drawn from the cold bath in the case of
a fridge, and the work extracted in the case of an engine, when a
complete cycle is achieved. Furthermore, every time the virtual qubit
exchanges Ev with an external system, it has to be reset by moving
through the entire cycle. Indeed, by applying (F.9) to the ratio of pop-
ulations of the virtual qubit, one finds that the virtual temperature is
determined by the heat dissipated to the cold bath, Qc, and drawn
from the hot bath, Qh, in the course of a single cycle. Hence we can
identify the terms Qj+ and Q
j
− above with Qc and Qh respectively, for
the case of the fridge, and the opposite for the heat engine. One can
thus re-express the inverse virtual temperature of the thermal cycle
in terms of the heat currents:
(fridge) β(n)v Ev = βc (Qh + Ev) −βhQh, (F.26)
(engine) β(n)v Ev = βhQh −βc (Qh − Ev) . (F.27)
Finally, solving for the efficiency η = Ev/Qh, one recovers the efficien-
cies of the n-level thermal cycle:
η
(n)
fridge =
βc −βh
β
(n)
v −βc
, η(n)engine =
βc −βh
βc −β
(n)
v
. (F.28)
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Notice that in both cases the efficiency falls off with increasing βv.
Henceforth for the case of the optimal n-level cycle, as the magnitude
of β(n)v increases linearly with n, the efficiency η falls off inversely
with n.
f.3 amplification methods and switching regimes
The amplification of the norm of a virtual qubit (see Sec. 11.5) presents
itself as a novel method to amplify the norm N(n)v of any n-level cycle
to one; simply connect its virtual qubit T1,n to an additional real qubit
via a suitable interaction Hamiltonian, and use the latter to interact
with the external system.
To be more precise, consider that one has a single n−level cycle
thermal machine, whose virtual qubit, labeled by the states |1〉M and
|n〉M, has an energy gap Ev and a inverse virtual temperature β(n)v .
Then couple this transition to an additional (real) qubit (labeled by
|g〉v and |e〉v) with the same energy gap Ev via a swap-like Hamilto-
nian
Hˆint = g (|1〉 〈n|M ⊗ |e〉 〈g|v + h.c.) . (F.29)
This arrangement is depicted in Fig. 75(a). Letting the global system
equilibrate in absence of the external object, the populations of the
levels must satisfy
p(|1〉M ⊗ |e〉v) = p(|n〉M ⊗ |g〉v). (F.30)
But since pn/p1 = e−β
(n)
v Ev for the n-level cycle machine, it follows
that the real qubit levels exhibit the same population ratio than the
virtual qubit of the machine, that is
pev
pgv
= e−βvEv . (F.31)
Henceforth taking the additional (real) qubit as the new virtual qubit,
we completed the amplification procedure, since now Nv = 1.
One can do even more if the states |1〉M ⊗ |e〉v and |n〉M ⊗ |g〉v are
coupled via a thermal bath rather than an energy conserving interac-
tion. In this case the two states need not be degenerate. If the energy
gap of the additional qubit is labeled as E′v, and the two states above
are coupled to some thermal bath at inverse temperature βbath, as in
Fig. 75(b), then the populations now satisfy
p1pev
pnpgv
= e−βbath(E
′
v−Ev). (F.32)
Once again the virtual temperature of the n-level cycle obeys pn/p1 =
e−βvEv , and the virtual temperature β′v of the additional qubit may
be determined by
β
(n)′
v = β
(n)
v
Ev
E′v
+βbath(1−
Ev
E′v
), (F.33)
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Figure 75: Different methods for the amplification of the virtual qubit in an
arbitrary cycle. (a) Amplification that maintains the energy and
bias of the virtual qubit. (b) Amplification that modifies (possibly
amplifies) the bias of the virtual qubit. (c) Amplication that flips
the bias of the virtual qubit.
which can be made greater than β(n)v by choosing E′v 6 Ev for any
inverse temperature of the thermal bath such that 0 6 βbath < β(n)v .
Finally, consider the case in which rather than coupling the states
|1〉M⊗ |e〉v and |n〉M⊗ |g〉v, one couples instead |1〉M⊗ |g〉v and |n〉M⊗
|e〉v to a thermal bath, see Fig. 75(c). Similarly to the above, one may
then determine the additional qubit virtual temperature as
β′v = −βv
Ev
E′v
+βbath(
Ev
E′v
+ 1). (F.34)
However, in this case the contribution of the original virtual temper-
ature is multiplied by −1. This effectively switches the machine from
a fridge to an engine or vice versa! Therefore given a n−level fridge
cycle, one may switch to a heat engine and vice-versa, by using the
appropriate thermal coupling between the cycle and the additional
qubit.
f.4 concatenated three-level machines details
In this section we consider the concatenation of three-level machines
(see Fig. 76), and determine the bias Zv and norm Nv of the virtual
qubit in its steady state (in absence of the external object to be cooled).
It is simpler to begin from the end of the concatenation, and derive
the state of the machine inductively. Consider the final (rightmost)
three-level system in Fig. 76, ignoring it’s interaction with the penul-
timate three-level system. It is just a single three-level fridge, and it’s
populations are completely determined by the two thermal couplings
to the hot and the cold baths. One now introduces a swap-like interac-
tion between the uncoupled transition of the final three-level system
and the corresponding transition of the penultimate one, that is
Hˆint = g(|1〉 〈2|n ⊗ |2〉 〈1|n−1 + h.c.). (F.35)
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Figure 76: Engine formed out of the concatenation of many three-level ma-
chines.
This interaction induces the transition of the penultimate qutrit T(n−1)1,2
to have the same population ratio as that of T(n)1,2 .
If one also couples T(n−1)1,3 to the hot bath (at βh), a second popula-
tion ratio on the penultimate three-level system becomes fixed, which
implies that the populations of its three levels are completely deter-
mined. The state is still diagonal and a product state of the two three-
level systems. Note that the same state of the penultimate three-level
system would have been found if one had simply assumed that in
place of the final three-level system, there was instead a thermal bath
at the virtual temperature of T(n)1,2 .
One may repeat this process inductively to determine the state of
the first three-level system in the sequence, and in turn the virtual
temperature of the transition T(1)0,1 . The result is [see Eq. (11.29)]
β
(k)
v =
βc + (βc −βh)k2
Emax
Ev
if k is even,
βc + (βc −βh)
(
k+1
2
Emax
Ev
− 1
)
if k is odd.
(F.36)
We stress that the inverse virtual temperatures for the engine are the
same as above with βc and βh switched. Note that the (inverse) vir-
tual temperature of k concatenated three-level systems is identical to
that of the optimal k+ 2-levels cycle thermal machine, as given in Eq.
(F.12).
We are also interested in calculating the norm Nv of the virtual
qubit. An interesting freedom in the case of the single three-level ma-
chine is the choice of whether to have the virtual qubit as the transi-
tion between the lower two levels T1,2 or T2,3 (modifying the energies
accordingly so that the energy gap is always Ev). We are especially in-
terested in the behavior of the norm as the number of concatenated
three-level systems becomes large (and βv approaches ±∞.) While
this choice has no bearing on the bias of the virtual qubit, it does
affects its norm. In the fridge configuration, the norm of the virtual
qubit T2,3 is:
N
(2,3)
v =
1+ e−βvEv
1+ e−βvEv + e−βvEve+βcEmax
, (F.37)
(F.38)
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and hence limβv→+∞N(2,3)v = 1, while if we choose as the virtual
qubit the transition T1,2, we have
N
(1,2)
v =
1+ e−βvEv
1+ e−βvEv + e−βcEmax
, (F.39)
(F.40)
and limβv→+∞N(1,2)v = 11+e−βcEmax . Comparing the two above equa-
tions becomes clear that it is advantageous to place the virtual qubit
on the upper two levels. This effect occurs in the opposite sense for
the case of the heat engine. We find that the corresponding norms for
the case of lower and upper virtual qubits are respectively
N
(2,3)
v =
1+ e+βvEv
1+ e+βvEv + e+βhEmax
, (F.41)
N
(1,2)
v =
1+ e+βvEv
1+ e+βvEv + e+βvEveβhEmax
. (F.42)
(F.43)
This motivates the choice of T2,3 as the virtual qubit for the fridge,
and T1,2 as the virtual qubit for the engine we performed in Sec. 11.6.
It is also worth noticing that via this choice, in the limit n→∞, both
the three-level fridge and heat engine approach the same state, that
is a three-level system with all of its population in the middle energy
level.
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systems |~r1 −~r2| and the spatial scale ξE, the
systems would feel an independent or a corre-
lated noise. . . . . . . . . . . . . . . . . . . . . . 86
Figure 17 Schematic representation of the dissipative cou-
plings of the N normal modes of the open sys-
tem with frequencies Ω1, ...,ΩN in (a) the SB
situation, where each normal mode is equally
coupled to an equivalent thermal bath at the
same inverse temperature β, and (b) the CB
case, in which all the normal modes couple to
the common bath with different strengths, κi
for i = 1, ...,N, depending on the natural fre-
quencies and couplings of the original oscillators. 90
Figure 18 In the top panels we can appreciate (a) a sam-
ple trajectory of the mean number of photons
in a single-mode cavity initially prepared in
the Fock state |10〉, and (b) the average over
10,000 trajectories reproducing the exponential
decay predicted by the master equation for-
malism (here 2κ ≡ γ0). The bottom panel shows
experimental sample trajectories for a damped
microwave field in an ultrahigh-Q Fabry-Perot
cavity cooled at 0.8K and sensed by circular
Rydberg atoms of rubidium. The microwave
field is prepared to contain n = 5 (left) and
n = 7 (right) photons. From Refs. [93] (top)
and [233] (bottom). . . . . . . . . . . . . . . . . 99
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Figure 19 Results from monitorization of a superconduct-
ing charge (transmon) qubit coupled to a cooper
waveguide cavity. In the top panels individual
integrated measurement signals of the ampli-
fied cavity field quadrature Vm (green lines)
and other measurement traces used to recon-
struct the state tomographically (lighter col-
ors) are shown. The inset shows the instanta-
neous measurement voltage, and the gray re-
gion shows the standard deviation. The lower
panels display quantum trajectories of the qubit
obtained from the measurement analysis (dot-
ted lines) and tomographically reconstructed
(solid lines). Left and central columns corre-
spond to Z-measurements in the qubit while
the right column has been obtained using φ-
measurements. Picture from Ref. [401] . . . . . 104
Figure 20 Schematic diagram showing the meaning of
the first law of thermodynamics. The changes
in internal energy ∆U of the thermodynamic
system can be decomposed into two energetic
contributions, the work W coming from the
control of an external agent (blue arrow), and
heatQ exhausted by the environment in an un-
controllable way (red arrow). . . . . . . . . . . 109
Figure 21 (a) Schematic pressure-volume diagram for pro-
cesses connecting the two equilibrium states
A and B. A reversible process is depicted as
the solid green line, while two irreversible pro-
cesses are represented by the red dashed lines.
(b) Schematic picture of the thermodynamic
entropy equality (3.11). The changes in ther-
modynamic entropy of the system, ∆Sth, are
viewed in part as coming from the environ-
ment through energy and matter exchange. The
entropy production hence refers to the increase
in thermodynamic entropy of the system not
accounted by the flow ∆eSth. . . . . . . . . . . 112
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Figure 22 The nonequilibrium state ρ can be transformed
into a thermal equilibrium state ρ0 while ex-
tracting a maximal amount of work as given
by Eq. (3.21). A protocol which accomplish this
task consists of a first instantaneous quench of
the Hamilton operator Hˆ0 → Hˆρ ≡ kBT ln ρ,
followed by a quasi-static isothermal transfor-
mation which returns the Hamilton operator
back to Hˆ0 (in the quantum case this will be
described by an adiabatic Markovian master
equation [10]). This is in contrast to the irre-
versible relaxation ρ → ρ0 occurring by di-
rectly putting the system in contact with the
thermal reservoir. Picture taken from Ref. [423].
117
Figure 23 Schematic entropy-temperature diagrams for
cooling processes ABC in which (a) absolute
zero is attainable and (b) absolute zero is unattain-
able. The curves p1 and p2 represent different
values of the external control parameter p (e.
g. the pressure in the case of a gas), S ≡ Sth
is the thermodynamic entropy and T the tem-
perature. Nernst heat theorem implies situa-
tion (b) for which an infinite number of cooling
processes is needed in order to reach absolute
zero temperature. Picture obtained from Ref.
[582]. . . . . . . . . . . . . . . . . . . . . . . . . 119
Figure 24 (a) Cartoon representing the Maxwell’s demon
setting obtained from Ref. [333] and (b) Szi-
lard’s engine cycle in four steps starting from
the top-left panel (see main text). . . . . . . . . 120
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Figure 25 (a) Experimental reconstruction of the (non-
Gaussian) work probability distribution of a
colloidal particle in a time-dependent nonhar-
monic potential applied throughout the light
pressure of optical tweezers, while using total
internal reflection microscopy to determine the
trajectories. In the inset the logarithm of the ra-
tio of the probability to find trajectories with
work −w to those with work w is plotted. The
figure has been obtained from Ref. [53]. (b) Il-
lustration of work probability distributions in
the forward process ρF(W) ≡ P(w), and in
the backward process ρR(−W) ≡ P˜(−w). The
two probability distributions intersect at ∆F ac-
cording to Eq. (3.48). Picture obtained from Ref.
[290]. . . . . . . . . . . . . . . . . . . . . . . . . 129
Figure 26 Experimental data for the reconstruction of the
characteristic function of work (left column)
and the work probability distribution (right col-
umn) of forward (red) and backward (blue)
processes in the experiment reported in Ref.
[36]. There, the 13C and 1H nuclear spins of
a chloroform-molecule sample are respectively
used as the system driven by a resonant radio-
frequency pulse, and ancilla for the reconstruc-
tion of the characteristic functions by measur-
ing the x and y components of its transverse
magnetization. Picture taken from Ref. [36]. . 136
Figure 27 The quantum Otto heat engine recently imple-
mented in the laboratory by Roßnagel et. al.
[471]. A single ion inside a linear Paul trap
with tapered geometry (A, B) generates work
to drive harmonic oscillations in the axial po-
sition of the ion (C) by performing a quantum
Otto cycle (D). Hot and cold reservoirs are en-
gineered by using electric-field noise and laser
cooling respectively. In (D) we can identify the
pictographs at the corners with the states ρA
(bottom-right), ρB (bottom-left), ρC (upper-left)
and ρD (upper-right) introduced in the text for
the ideal case. The points with error bars cor-
respond to the real cycle performed by the ion.
Red and blue shaded areas correspond to heat-
ing and cooling processes. Picture taken from
Ref. [471]. . . . . . . . . . . . . . . . . . . . . . 142
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Figure 28 Model of quantum heat engine discussed in
the text. The machine is composed by two qubits
with energy spacings E1 and E2, which are
in thermal contact with reservoirs at tempera-
tures T1 and T2. Work extraction from an exter-
nal driving field is substituted by a quantum
weight consisting of an infinite energy ladder
with spacing Ew = E2 − E1. Picture taken from
Ref. [77]. . . . . . . . . . . . . . . . . . . . . . . 145
Figure 29 (a) Temporal evolution of second-order moments
〈xˆ21(t)〉 (red line) and 〈xˆ22(t)〉 (black line) for
ω2 = 1.4ω1 and λ = 0.7ω21 starting from squeezed
states for CB and (b) synchronization C〈xˆ21〉,〈xˆ22〉(t,∆t)
(being ∆t = 15) for CB (blue) and SB (green)
for temperature T = 10 hω1/kB. The insets show
synchronization values |C〈xˆ21〉〈xˆ22〉| varyingω2/ω1
and λ/ω21 at t = 300. Time t is scaled with ω1,
and γ = 0.01ω1, here and in the following. The
initial state is separable with squeezing param-
eter 2 and 4, respectively, in the two oscillators. 167
Figure 30 (a) Eigenvalues µi in the complex plane for CB,
for ω2/ω1 = 1.31 and increasing the coupling
from λ = 0 (circular symbols with Re(µi) ∼
−0.01) to λ = 0.9ω21 in the direction of darker
colors. (b) Ratio between minimum and maxi-
mum eigenvalue Re(µm)/Re(µM) for CB as a
function of ω2/ω1 and λ/ω21. . . . . . . . . . 169
Figure 31 Mutual information (a) and discord (b) in log-
arithmic scale for common (CB) and separate
baths (SB). The exact time evolutions are shown
in gray while the filtered ones (Gaussian filter)
are shown in blue and yellow respectively. We
used ω2 = 1.05ω1 and λ = 0.3ω21. . . . . . . . 171
Figure 32 Evolution of the discord for CB and the param-
eters ω2/ω1 = 1.05, λ = 0.8ω21 (blue dashed
line A) and ω2/ω1 = 1.4, λ = 0.3ω21 (green
solid line B). The inset represents the quan-
tum discord at t = 300 for CB as a function
of ω2/ω1 and λ/ω21. . . . . . . . . . . . . . . . 172
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Figure 33 (a) Synchronization indicator C〈xˆ21〉,〈xˆ22〉(t,∆t)
with ∆t = 15 and (b) decay of quantum cor-
relations for different initial conditions in the
case of common bath: Separable squeezed state
with squeezing parameters r1 = 2 and r2 =
4 (green solid lines), separable vacuum state
(red dotted lines), and an entangled two-mode
squeezed state (black dashed lines) with squeez-
ing r = 2. Here we employedω2/ω1 = 1.1 and
λ = 0.8ω21. . . . . . . . . . . . . . . . . . . . . . 173
Figure 34 Different configurations for a chain of three
coupled oscillators in which a NS of one (a-
d) or two (e-f) normal modes is predicted. The
tilde on parameters indicates a fixed value de-
pending on the other non-tilted ones as de-
scribed in the text. . . . . . . . . . . . . . . . . 184
Figure 35 Minimum entanglement E0 generated in the
asymptotic limit between external oscillators
of the chain in configuration in Fig. 34(a) for
low temperatures (left panel) and high temper-
atures (right panel). The different phases (SD,
SDR and NSD) are bounded by the two criti-
cal values r±0 (separating NSD phase from SDR
phase) and −r−0 (separating SDR from SD) that
are represented by continuous white lines. The
dotted line corresponds to 2rc and the dashed
colored one to (r+0 − r
−
0 )/2. We have set ω2 =
1.2ω and λ = 0.6ω2. . . . . . . . . . . . . . . . 187
Figure 36 Minimum entanglement in the asymptotic limit
between external oscillators of the chain in the
two-mode NS configuration in Fig. 34(e) for
low temperatures (left panel) and high temper-
atures (right panel). The different phases (SD,
SDR and NSD) are bounded by the continuous
white lines obtained by numerical evaluation.
We have set ω2 = 1.2ω. . . . . . . . . . . . . . 189
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Figure 37 Evolution of position variances for each oscil-
lator in the open chain (see legend) for (a) con-
figuration in Fig. 34(a) where a one-mode NS
is generated (ω = 1.3ω2 , λ = 0.4ω22) synchro-
nizing the external oscillators at 2ω; (b) con-
figuration in Fig. 34(c) where a different one-
mode NS is generated (ω1 = 1.2ω2 , ω3 =
1.3ω2 , λ = 0.4ω22) producing synchronization
in all pairs of oscillators at 2Ω; and (c) config-
uration in Fig. 34(e) where a two-mode NS is
generated (ω = 1.3ω2 , λ = λ˜0) and synchro-
nization is lost. Bath parameters for the sim-
ulation are in all cases T = 10k−1B  hω2, γ0 =
0.07ω22 and Λ = 50ω2. . . . . . . . . . . . . . . 191
Figure 38 Map of R in Eq. (5.41) for λ = 0.4ω22 as a func-
tion of the open chain frequencies. Dashed and
dashed-dotted lines represent the non-dissipative
parameters manifolds of Figs. 34(a) and 34(c),
respectively. The right panel is a zoom of the
vicinities of the two-mode NS cross point in
the left panel. . . . . . . . . . . . . . . . . . . . 195
Figure 39 Time evolution of discord between pairs of os-
cillators for the three pairs in the open chain
(see legend) in two different regions of Fig. 38.
We set λ = 0.4ω22, ω3 = 1.6ω2 and change ω1.
(a) Near the dashed-dotted hyperbola (ω1 =
1.1ω2) and (b) far away from it (ω1 = 1.9ω2).
The exact time evolutions are shown in grey
while the thick color lines represent the filtered
ones (Gaussian filter). Bath parameters for the
simulations are T = 10k−1B  hω2, γ0 = 0.07ω
2
2
and cutoff frequency Λ = 50ω2. . . . . . . . . 196
Figure 40 Time evolution of discord for a pair of linked
oscillators (1, 2) of the open chain for differ-
ent bath temperatures (see legend). We have
set λ = 0.4ω22, ω3 = 1.6ω2 and ω1 = 1.1ω2.
The rest of bath parameters has been kept γ0 =
0.07ω22 and Λ = 50ω2. . . . . . . . . . . . . . . 197
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Figure 41 Absolute value of the synchronization indica-
tor |C(t,∆t)| for position variances (〈qˆ2i 〉) for
(a) the external pair of oscillators (1, 3), and (b)
a linked pair (1, 2). The synchronization fac-
tor is plotted at time t = min{tmax, Γ−10 } where
tmax = 5000ω
−1
2 (the maximum time used in
the simulations) in order to obtain a map in
which oscillations were not yet suppressed. We
have used ∆t = 15ω−12 and the same bath pa-
rameters as in former figures. . . . . . . . . . . 198
Figure 42 (A) Network of oscillators (represented by the
network nodes) dissipating into separate baths
(SB, represented by the gray circles surround-
ing the nodes). Links, representing couplings,
have different strengths (lines thickness) and
nodes have different natural frequencies (cor-
responding to different colors as given in the
color bar). (B) Network of oscillators dissipat-
ing into a common bath (CB). (C) Network of
oscillators with dissipation restricted to one node,
local bath (LB). . . . . . . . . . . . . . . . . . . 203
Figure 43 First order moments for initial conditions −〈qˆ1〉 =
〈qˆ3〉 = 1.0, 〈qˆ2〉 = 0.0, and vanishing momenta
in the case of an open chain of three oscilla-
tors with ω1 = 1.2 ω2, ω3 = 1.8 ω2, non-
vanishing couplings λ12 = λ23 = 0.4 ω22, tem-
perature T = 10k−1B  hω2, γ0 = 0.07 ω
2
2, bath
cutoff 50 ω2, for SB (A) and for CB (B). Time is
scaled such that  hω2 = 1. . . . . . . . . . . . . 206
Figure 44 (A) Time evolution of the collective synchro-
nization factor S, and (B) quantum correlations
quantified by the discord between pairs of os-
cillators 〈δ〉 × 103, when varying one node fre-
quency ωv. Results are shown for a random
network (connection probability p = 0.6) of
10 oscillators. Frequencies of nodes are sam-
pled from a uniform distribution from 0.9ω0 to
1.2ω0 and couplings from a Gaussian distribu-
tion around −0.1ω20 with standard deviation
0.05ω20. Time units are chosen so that  hω0 =
1. Collective synchronization S and (averaged
and filtered) discord δ are obtained consider-
ing all oscillator pairs of the network. Dashed
line identifies the frequency ω¯v for which κσ =
0. Continuous line in (A) corresponds to the es-
timated synchronization time tsync. . . . . . . 209
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Figure 45 Collective synchronization S, ratio between the
two smallest damping rates R and mean dis-
cord between pair of oscillators 〈δ〉(×102) at
long times (8000/ω0) for the same random net-
work of 10 oscillators and probability connec-
tion p = 0.6. The dashed line indicates the tun-
ing value ων = ω¯ν for which the mode σ de-
couples from the bath. . . . . . . . . . . . . . . 210
Figure 46 (A) Ratio R between the less-damped modes
for a random network (connection probability
p = 0.6) of 10 nodes coupled to a common
bath (black continuous line) and coupled to a
local bath (color dashed line) when the tun-
ing frequency ωv is varied. (B) Collective syn-
chronization factor S for a local bath when the
dissipative oscillator is included into the factor
S (line labeled “global”) or it is not included
(line labeled “not d”). Other parameters are
γ0 = 0.01ω20, T = 10k
−1
b
 hω0 and Λ = 50ω0.
Time units such that  hω0 = 1. . . . . . . . . . 212
Figure 47 (A) Synchronization factors SC and (B) average
discord δC × 102 evaluated for linear 3-node
motifs (hence the subindex C) in a random net-
work (connection probability p = 0.6) of 15 os-
cillators (shown in C). A tuned non-dissipative
motif C1 composed by the three nodes (a− c−
b) is compared with another equivalent non-
tuned motif C2 composed by nodes (d− f− e).
Frequencies in the network are sampled from
a uniform distribution from ω0 to 1.8ω0, and
couplings with a Gaussian distribution around
−0.1ω20 with standard deviation 0.05 ω
2
0. In or-
der to avoid dissipation in the (a− c− b) mo-
tif we have set ωc = 1.51 ω0, being λac =
−0.09 ω20 and λbc = −0.11 ω
2
0. Time units such
that  hω0 = 1. . . . . . . . . . . . . . . . . . . . 214
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Figure 48 (A) Energy evolution and (B) entanglement (log-
arithmic negativity) between two nodes with
identical frequency ω0 (we call these nodes a
and b and are plotted in red in the network
displayed in panel (C)). The network is a ran-
dom one (connection probability p = 0.6 of 15
oscillators and same frequency and couplings
distribution as in Fig. 47. We compare the sit-
uations in which the couplings from the red
nodes to the rest of the network (they are di-
rectly connected to other nodes called c and
d) are properly balanced in order to avoid dis-
sipation (λac = λbc = −0.15ω20 and λad =
λbd = −0.12ω20) with the case when this bal-
ance is perturbed (λac+0.04ω20 and λad+0.04ω
2
0)
.The third line in panel (B) shows the entangle-
ment between other two arbitrary oscillators in
the situation in which a and b are balanced.
Time units such that  hω0 = 1 . . . . . . . . . . 216
Figure 49 Schematic picture of the forward process pre-
sented in the main text. System and environ-
ment start from an uncorrelated state ρS ⊗ ρE.
A local measurement of observables with pro-
jectors {Pˆn, Qˆν} is carried out, which does not
alter the density matrix in the average evolu-
tion but selects a pure state |ψn〉 ⊗ |χν〉 at the
trajectory level. System and environment then
interact with each other and some external agent
according to the unitary evolution UˆΛ, end-
ing in an entangled state denoted as ρ′SE. Fi-
nally, we repeat the measurements with arbi-
trary projectors {Pˆ∗m, Qˆ∗µ.}. In the last measure-
ment quantum correlations in state ρ′SE are erased,
while the final state ρ∗SE may still have in gen-
eral non-zero classical correlations. The reduced
evolution of the system conditioned to the mea-
surement in the environment are described through
the quantum operation Eµν (shaded green area).
249
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Figure 50 (a) Schematic diagram of the maps concate-
nation introduced in the text, where projec-
tive measurements on the system are only per-
formed at the begging and at the end of the
concatenation. (b) Any operation E(l)µl,νl in the
concatenation consists in the interaction of the
system with an environmental ancilla in the
state ρ(l)E via the unitary Uˆ
(l)
Λ depending on
the protocol Λl. The ancilla is measured be-
fore and after interaction generating outcomes
νl and µl respectively. . . . . . . . . . . . . . . 265
Figure 51 Schematic diagram of a three-level thermal ma-
chine acting as a refrigerator. The three tran-
sitions of the machine are weakly coupled to
thermal reservoirs at temperatures β1, β2 and
β3, inducing jumps between the machine en-
ergy levels (double arrows). In a refrigeration
cycle the machine performs a sequence of three
jumps |g〉 → |eA〉 → |eB〉 → |g〉, where it ab-
sorbs a quantum of energy  hω1 from the cold
reservoir, together with a quantum  hω2 from
the hot one, while emitting a quantum  hω3
into the reservoir at intermediate temperature. 276
Figure 52 Comparison between the inverse effective (or
virtual) temperatures β′r (solid lines) and the
real inverse temperatures of the reservoirs βr
(dashed lines) for r = 1, 2, 3 (blue, red, orange),
as a function of β1 when ω1 =  h−1, and ω2 =
1.5 h−1. In the plot we stressed the two modes
of operation of the autonomous three-level ma-
chine separated by a dotted line corresponding
to the equality case in Eq. (9.10), implying re-
versible environmental conditions, ∆isaγ = 0 ∀γ
in Eq. (9.28). In the refrigerator regime, the tran-
sition g ↔ eA is at an effective temperature
colder than the coldest reservoir, β′1 > β1, in-
ducing heat extraction from it, while the other
transitions induce dissipation of heat to the reser-
voir at intermediate temperature, β2 > β′2, and
absorption of heat in the hotter one β′2 > β2.
In the heat pump regime the three heat flows
change its directions as the previous inequali-
ties become inverted. . . . . . . . . . . . . . . . 282
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Figure 53 Schematic picture of the setup. The intracav-
ity mode Hˆ0 is externally driven by a resonant
laser field VˆS(t), while in weak contact with
the environment at inverse temperature β, pro-
ducing the emission and absorption of photons. 284
Figure 54 Time evolution of (a) adiabatic (S˙a), non-adiabatic
(S˙na), and total (S˙i) entropy production rates
represented by color solid lines, and (b) input
power (W˙), rate at which the cavity mode ab-
sorbs energy (U˙S), and rate at which it gets dis-
placed (X˙S). The cavity mode starts in equilib-
rium with the thermal reservoir, ρ0 = e−βHˆ0Z,
and the laser driving is suddenly switched on
at t = 0 without any energy cost, and during
the whole evolution the entropy of the cavity
mode does not change. In the initial dynamical
transient the adiabatic entropy production rate
becomes negative, implying S˙na > S˙i, while it
tends to βW˙ss (dashed line) in the long time
run [see Eq. (9.55)]. The sign of the adiabatic
entropy production rate is related to the in-
terplay between the input power W˙ and the
displacement rate X˙S. For the initial transient
where X˙S > W˙, an acceleration of the rate at
which energy is absorbed by the cavity mode
occurs (see the main text for more details). In
the figure we used the parameters  = 0.02ω,
γ0 = 0.01ω, and reservoir’s temperature T =
10k−1B
 hω. . . . . . . . . . . . . . . . . . . . . . . 289
Figure 55 Schematic diagram of the Maxwell refrigera-
tor. Two reservoirs of resonant bosonic modes
at different (inverse) temperatures β1 > β2
exchange energy by inducing jumps between
the degenerated energy levels of the external
memory (M). Each time a quantum  hω of heat
is transferred from the hot (cold) to the cold
(hot) reservoirs, the memory performs a col-
lective jump to the left (right) as given by the
operator aˆL (aˆR). . . . . . . . . . . . . . . . . . 291
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Figure 56 (a) Enhancements in the entropy erased −∆Ssq
in the memory, together with the (scaled) heat
flow from the hot to the cold reservoirs, −Q˙sq,
as a function of the squeezing parameter r2,
in the case of no squeezing in the cold reser-
voir, r1 = 0. In the inset figure we show the
change in the parameter µ∗ characterizing the
steady state of the memory. (b) Enhancements
in the heat extracted from the cold reservoir
(blue line), together with the (scaled) entropy
produced in the memory ∆Ssq (black line), the
coherences flow to the memory ∆AM (orange-
dashed line), and the maximum extractable heat
from the second law-like inequality in Eq. (9.89),
Q˙max (pink-dotted line) as a function of the
squeezing parameter r1, when both reservoirs
are squeezed (r2 = 0.5). In both plots we used
β1 = 5/ hω, and β2 = 1.2/ hω. . . . . . . . . . . 299
Figure 57 Schematic diagrams of (A) the two-step pro-
tocol introduced to extract work from a sin-
gle squeezed reservoir and (B) the four-step
Otto-like cycle operating between reservoirs at
different temperatures. The unitary Uˆ1 repre-
sents the adiabatic frequency modulation from
ω1 to ω2, while Uˆ2 represents the convolution
of the unitary unsqueezing the bosonic mode,
Sˆ†(ξ), followed by adiabatic modulation from
ω2 to ω1. . . . . . . . . . . . . . . . . . . . . . . 310
Figure 58 Total work output, Wout, (in units of  hω1) gen-
erated in a single cycle as a function of the fre-
quency modulation, ω2/ω1, for different val-
ues of the squeezed parameter (from bottom
to top) r = (0.0, 0.5, 0.7, 0.8, 0.9). We used β1 =
( hω1)
−1 and β2 = 0.2( hω1)−1. . . . . . . . . . 313
Figure 59 Phase diagram with the four regimes of op-
eration of the cycle (I, II, III, IV) as a func-
tion of ω2 (in units of ω1) and r. The color
scale corresponds to the energetic efficiency of
the cycle η = Wout/Qin as a heat engine, for
β1 = ( hω1)
−1 and β2 = 0.2( hω1)−1, yielding
ηc = 0.8. In the right side the direction of the
arrows represents the sign of the energy fluxes
for each regime. . . . . . . . . . . . . . . . . . . 314
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Figure 60 Comparison of the energetic efficiency of the
heat engine, η, the maximum efficiency allowed
by the second law, ηmax, the Carnot efficiency,
ηc, and the high-temperature generalized Carnot
efficiency, ηht, as a function of the squeezing
parameter r. The high-temperature efficiency
fails to bound correctly the efficiency of the
cycle for moderate values of the squeezing pa-
rameter. Here we used ω2 = 3ω1 (i.e. ω2 <
ω∗2 = 5ω1, corresponding to region I) and again
β1 = ( hω1)
−1 and β2 = 0.2( hω1)−1. . . . . . . 316
Figure 61 Plot of the thermodynamic efficiency in Eq. (10.29)
as a function of the frequency modulation ω2
and the squeezing parameter r. The black thick
lines represent the different regimes of opera-
tion introduced in Sec. 10.3.2. We assumed the
rest of the parameters as in Fig. 59. . . . . . . . 318
Figure 62 The different transitions of a thermal machine
comprising an arbitrary number of levels are
selectively coupled to two thermal baths at in-
verse temperatures βc > βh (blue and red boxes).
This allows engineering an effective inverse tem-
perature (the virtual temperature) βv in a in-
ner subspace of the machine (the virtual qubit).
The virtual qubit (purple circle) then interacts
via the unitary swap operation Uˆ with an ex-
ternal system (orange circle), changing its bias
from ZS to Z′S in the operation. . . . . . . . . . 323
Figure 63 The smallest possible fridge comprising three
energy levels. We denote couplings to βc by
(blue) downward arrows, couplings to βh by
(red) upward arrows, and the virtual qubit by
an (orange) arrow in the direction consistent
with the machine (upward for the fridge, down-
ward for the heat engine). . . . . . . . . . . . . 326
Figure 64 Sketch of multi-level machines as discussed here.
We consider several generalizations of the sim-
plest three-level machine (top left). We first dis-
cuss single cycle machine (top right), which
can then be extended to multi-cycle machines
(bottom right). Second, we study concatenated
three-level machines (bottom left). . . . . . . . 328
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Figure 65 Performance of machines as a function of di-
mension. The accessible virtual qubit, charac-
terized by the bias Zv and the norm Nv [see
Eq. (11.1)], is shown for single cycle machine
(green dots), multi-cycle machine (blue dots),
and concatenated three-level machines (red dots).
As a comparison we also show the machines
discussed in Ref. [116] (purple dots). The di-
mension of the machine (i.e. the number of lev-
els) is indicated next to each point, for all ma-
chines except the three-level; there, the number
k of concatenated machines is given (hence the
dimension is exponentially larger, 3k). . . . . 329
Figure 66 Sketch of the optimal single-cycle refrigerator,
for an even number of levels n. . . . . . . . . . 331
Figure 67 Starting from the three-level fridge, and adding
a fourth level |4〉M, the norm of the virtual
qubit can be increased to Nv = 1, while main-
taining the same bias Zv. This four-level fridge
thus outperforms the three-level fridge. (b) The
four-level fridge viewed as a tensor product of
the virtual qubit, now becoming a real qubit
since Nv = 1, and a simpler thermal cycle.
Note the coupling to the hot bath is now non-
local, between the levels |0〉M⊗ |e〉v and |1〉M⊗
|g〉v. . . . . . . . . . . . . . . . . . . . . . . . . . 334
Figure 68 (a) Starting from a 5 level fridge, and adding
3 levels (dashed lines), the norm of the virtual
qubit can be boosted to Nv = 1 while main-
taining the same bias Zv. (b) The resulting 8
level fridge can be viewed as a tensor product
of a 4−level cycle and the virtual qubit, which
is now a real one since Nv = 1. . . . . . . . . . 335
Figure 69 By concatenating two three-level machines, one
obtains a better fridge, outperforming the sim-
ple three-level fridge. Specifically, the new 6-
level machine consists now a three-level fridge
(left) which is boosted via the use of a three-
level heat engines (right). The role of this heat
engine is to create an effectively hotter tem-
perature (hotter than Th) in order to fuel the
fridge. . . . . . . . . . . . . . . . . . . . . . . . 336
Figure 70 Concatenating many three-level machines. . . 337
List of Figures 407
Figure 71 Relationship between the steady-state virtual
temperature βsteadystate and the length of the
cycle n. We consider various equilibration timescales,
τS = 1 (green, diamond), τS = 10 (orange,
square) and τS = 100 (blue, dot). All other pa-
rameters are kept fixed: timescale of all ther-
mal couplings of the cycle τβ = 1, bath tem-
peratures βh = 0.05, βc = 0.2, and energies
Emax = 2, and Ev = 1 (as in Fig. 65). . . . . . . . 340
Figure 72 Length of the optimal cycle Nopt versus the ex-
ternal system equilibration timescale τS in log-
arithmic units. Other parameters are the same
as in Fig. 71: τβ = 1, βh = 0.05, βc = 0.2,
Emax = 2, and Ev = 1. . . . . . . . . . . . . . . . 341
Figure 73 (Color on-line) The rates Γ˜CB++ , Γ˜CB−− , from Eq. (4.16)
in Sec. 4.2, and (Γ˜CB++ + Γ˜CB−−)/2 (dots) are com-
pared with the (three different) real parts of
the dynamical eigenvalues Re(µi) (continuous
line) in the case of common bath. Hereω2/ω1 =
1.31. . . . . . . . . . . . . . . . . . . . . . . . . . 362
Figure 74 (Color on-line) Synchronization (a) and dis-
cord (b) obtained from the complete master
equation (4.9) in Sec. 4.2, are compared with
the values obtained after the rotating wave ap-
proximation as described in the text in the case
of common bath. Here ω2/ω1 = 1.4, and λ =
0.7ω21. . . . . . . . . . . . . . . . . . . . . . . . . 363
Figure 75 Different methods for the amplification of the
virtual qubit in an arbitrary cycle. (a) Ampli-
fication that maintains the energy and bias of
the virtual qubit. (b) Amplification that modi-
fies (possibly amplifies) the bias of the virtual
qubit. (c) Amplication that flips the bias of the
virtual qubit. . . . . . . . . . . . . . . . . . . . . 386
Figure 76 Engine formed out of the concatenation of many
three-level machines. . . . . . . . . . . . . . . . 387
L I S T O F TA B L E S
Table 1 Transition number and size to maximize the
heat currentQj+ associated to an arbitrary level
|j〉M with respect to the first energy level |1〉M,within
a thermal cycle. . . . . . . . . . . . . . . . . . . 381
Table 2 Transition number and size to minimize the
population ratio (F.11) of an arbitrary level of
the machine |j〉M with respect to the first en-
ergy level |1〉M, within a thermal cycle. . . . . 382
A C R O N Y M S
NMR Nuclear magnetic resonance
RWA Rotating wave approximation
POVM Positive-operator-valued measure
CP Completely positive
CPTP Completely positive and trace preserving
QND Quantum non-demolition (measurement)
LOCC Local operations and classical communication
PPT Positive partial transpose (criterion)
CB Common bath
SB Separate baths
LB Local bath
SSE Stochastic Schrödinger equation
SME Stochastic master equation
NEMS Nanoelectromehcanical structures
NS Noiseless subsystem
DFS Decoherence free subspace/subsystem
SD Sudden death
408
SDR Sudden death and revivals
NSD No sudden death
TMP Two measurement protocol
GGE Generalized Gibbs ensemble
FT Fluctuation theorem
COP Coefficient of performance
ETH Eigenstate thermalization hypothesis
F U N D A M E N TA L C O N S TA N T S
 h Planck constant (6.62607004× 10−34m2 kg s−1)
kB Boltzmann constant (1.38064852× 10−23m2 kg s−2 K−1)
409

B I B L I O G R A P H Y
[1] A. del Campo, J. Goold, and M. Paternostro, More bang for your
buck: Super-adiabatic quantum engines, Sci. Rep. 4, 6208 (2014).
[2] O. Abah, J. Roßnagel, G. Jacob, S. Deffner, F. Schmidt-Kaler, K.
Singer, and E. Lutz, Single-Ion Heat Engine at Maximum Power,
Phys. Rev. Lett. 109, 203006 (2012).
[3] O. Abah and E. Lutz, Efficiency of heat engines coupled to nonequi-
librium reservoirs, Europhys. Lett. 106, 20001 (2014).
[4] J. Åberg, Catalytic Coherence, Phys. Rev. Lett. 113, 150402 (2014).
[5] G. Adesso, A. Serafini, and F. Illuminati, Quantification and Scal-
ing of Multipartite Entanglement in Continuous Variable Systems,
Phys. Rev. Lett. 93, 220504 (2004).
[6] G. Adesso and A. Datta, Quantum versus Classical Correlations
in Gaussian States, Phys. Rev. Lett. 105, 030501 (2010).
[7] S. Adhikari, Damping Models for Structural Vibration, PhD thesis
(University of Cambridge, UK, 2000).
[8] D. K. Agrawal, J. Woodhouse, and A. A. Seshia, Observation
of Locked Phase Dynamics and Enhanced Frequency Stability in
Synchronized Micromechanical Oscillators, Phys. Rev. Lett. 111,
084101 (2013).
[9] M. Aizenman and E. H. Lieb, The third law of thermodynamics
and the degeneracy of the ground state for lattice systems, J. Stat.
Phys. 24, 279–297 (1981).
[10] T. Albash, S. Boixo, D. A. Lidar, and P. Zanardi, Quantum adia-
batic Markovian master equations, New J. Phys. 14, 123016 (2012).
[11] T. Albash, D. A. Lidar, M. Marvian, and P. Zanardi, Fluctuation
theorems for quantum processes, Phys. Rev. E 88, 032146 (2013).
[12] A. Alecce, F. Galve, N. Lo Gullo, L. Dell’Anna, F. Plastina, and
R. Zambrini, Quantum Otto cycle with inner friction: finite-time
and disorder effects, New J. Phys. 17, 075007 (2015).
[13] R. Alicki, The quantum open system as a model of a heat engine, J.
Phys. A 12, L103 (1979).
[14] R. Alicki, Limited thermalization for the Markov mean-field model
of N atoms in thermal field, Physica A 150, 455–461 (1988).
[15] R. Alicki, D. A. Lidar, and P. Zanardi, Internal consistency of
fault-tolerant quantum error correction in light of rigorous deriva-
tions of the quantum Markovian limit, Phys. Rev. A 73, 052311
(2006).
411
412 Bibliography
[16] A. E. Allahverdyan, Nonequilibrium quantum fluctuations of work,
Phys. Rev. E 90, 032137 (2014).
[17] A. E. Allahverdyan and T. M. Nieuwenhuizen, Fluctuations of
work from quantum subensembles: The case against quantum work-
fluctuation theorems, Phys. Rev. E 71, 066102 (2005).
[18] A. E. Allahverdyan, K. Hovhannisyan, and G. Mahler, Optimal
refrigerator, Phys. Rev. E 81, 051129 (2010).
[19] A. E. Allahverdyan, K. V. Hovhannisyan, D. Janzing, and G.
Mahler, Thermodynamic limits of dynamic cooling, Phys. Rev. E
84, 041109 (2011).
[20] H. Ammann, R. Gray, I. Shvarchuck, and N. Christensen, Quan-
tum Delta-Kicked Rotor: Experimental Observation of Decoherence,
Phys. Rev. Lett. 80, 4111–4115 (1998).
[21] N. B. An, J. Kim, and K. Kim, Nonperturbative analysis of entan-
glement dynamics and control for three qubits in a common lossy
cavity, Phys. Rev. A 82, 032316 (2010).
[22] S. An, J.-N. Zhang, M. Um, D. Lv, Y. Lu, J. Zhang, Z.-Q. Yin, H.
T. Quan, and K. Kim, Experimental test of the quantum Jarzynski
equality with a trapped-ion system, Nat. Phys. 11, 193–199 (2015).
[23] J. Anders, Thermal state entanglement in harmonic lattices, Phys.
Rev. A 77, 062102 (2008).
[24] J. Anders and V. Giovannetti, Thermodynamics of discrete quan-
tum processes, New J. Phys. 15, 033022 (2013).
[25] D Andrieux, P Gaspard, T Monnai, and S Tasaki, The fluctua-
tion theorem for currents in open quantum systems, New J. Phys.
11, 043014 (2009).
[26] D. Andrieux and P. Gaspard, Fluctuation theorem for transport
in mesoscopic systems, J. Stat. Mech.: Theor. Exp. 2006, P01011
(2006).
[27] D. Andrieux and P. Gaspard, Quantum Work Relations and Re-
sponse Theory, Phys. Rev. Lett. 100, 230404 (2008).
[28] L. Aolita, F. de Melo, and L. Davidovich, Open-system dynamics
of entanglement:a key issues review, Rep. Prog. Phys. 78, 042001
(2015).
[29] A. Arenas, A. Diaz-Guilera, J. Kurths, Y. Moreno, and C. Zhou,
Synchronization in complex networks, Phys. Rep. 469, 93–153 (2008).
[30] G. Auletta, M. Fortunato, and G. Parisi, Quantum Mechanics
into a modern perspective (Cambridge University Press, New
York, USA, 2009).
[31] M. Bagheri, M. Poot, L. Fan, F. Marquardt, and H. X. Tang, Pho-
tonic Cavity Synchronization of Nanomechanical Oscillators, Phys.
Rev. Lett. 111, 213902 (2013).
Bibliography 413
[32] S. M. Barnett and J. A. Vaccaro, Beyond Landauer Erasure, En-
tropy 15, 4956–4968 (2013).
[33] G. Barontini, R. Labouvie, F. Stubenrauch, A. Vogler, V. Guar-
rera, and H. Ott, Controlling the Dynamics of an Open Many-Body
Quantum System with Localized Dissipation, Phys. Rev. Lett. 110,
035302 (2013).
[34] J. T. Barreiro, P. Schindler, O. Gühne, T. Monz, M. Chwalla, C.
F. Roos, M. Hennrich, and R. Blatt, Experimental multiparticle
entanglement dynamics induced by decoherence, Nat. Phys. 6, 943–
946 (2010).
[35] J. T. Barreiro, M. Müller, P. Schindler, D. Nigg, T. Monz, M.
Chwalla, M. Hennrich, C. F. Roos, P. Zoller, and R. Blatt, An
open-system quantum simulator with trapped ions, Nature 470, 486–
491 (2011).
[36] T. B. Batalhão, A. M. Souza, L. Mazzola, R. Auccaise, R. S.
Sarthour, I. S. Oliveira, J. Goold, G. De Chiara, M. Paternos-
tro, and R. M. Serra, Experimental Reconstruction of Work Dis-
tribution and Study of Fluctuation Relations in a Closed Quantum
System, Phys. Rev. Lett. 113, 140601 (2014).
[37] M. Bayindir, B. Temelkuran, and E. Ozbay, Tight-Binding De-
scription of the Coupled Defect Modes in Three-Dimensional Pho-
tonic Crystals, Phys. Rev. Lett. 84, 2140 (2000).
[38] A. Beige, D. Braun, B. Tregenna, and P. L. Knight, Quantum
Computing Using Dissipation to Remain in a Decoherence-Free Sub-
space, Phys. Rev. Lett. 85, 1762–1765 (2000).
[39] A. Beiser, Concepts of Modern Physics, 6th Ed. (McGraw-Hill,
International Ed., 2003).
[40] J. Bell, Speakable and Unspeakable in Quantum Mechanics (Cam-
bridge University Press, Cambridge, UK, 1987).
[41] F Benatti and R Floreanini, Entangling oscillators through envi-
ronment noise, J. Phys. A: Math. Theor. 39, 2689 (2006).
[42] F. Benatti and A. Nagy, Three qubits in a symmetric environment:
Dissipatively generated asymptotic entanglement, Ann. Phys. 326,
740–753 (2011).
[43] F. Benatti, R. Floreanini, and M. Piani, Environment Induced En-
tanglement in Markovian Dissipative Dynamics, Phys. Rev. Lett.
91, 070402 (2003).
[44] C. Benedetti, F. Galve, A. Mandarino, M. G. A. Paris, and R.
Zambrini, Minimal model for spontaneous quantum synchroniza-
tion, Phys. Rev. A 94, 052118 (2016).
[45] C. H. Bennett, The thermodynamics of computation—a review, Int.
J. Theor. Phys. 21, 905–940 (1982).
414 Bibliography
[46] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K. Woot-
ters, Mixed-state entanglement and quantum error correction, Phys.
Rev. A 54, 3824 (1996).
[47] I. Bentsoon and K. Zyczkowski, Geometry of Quantum States: An
Introduction to Quantum Entanglement (University Press, Cam-
bridge, 2006).
[48] C. Bergenfeldt, P. Samuelsson, B. Sothmann, C. Flindt, and M.
Büttiker, Hybrid Microwave-Cavity Heat Engine, Phys. Rev. Lett.
112, 076803 (2014).
[49] J. Berges, S. Borsányi, and C. Wetterich, Prethermalization, Phys.
Rev. Lett. 93, 142002 (2004).
[50] J. C. Bergquist, R. G. Hulet, W. M. Itano, and D. J. Wineland,
Observation of Quantum Jumps in a Single Atom, Phys. Rev. Lett.
57, 1699–1702 (1986).
[51] A. Berut, A. Arakelyan, A. Petrosyan, S. Ciliberto, R. Dillen-
schneider, and E. Lutz, Experimental verification of Landauer’s
principle linking information and thermodynamics, Nature 483, 187–
189 (2012).
[52] F. Binder, S. Vinjanampathy, K. Modi, and J. Goold, Quantum
thermodynamics of general quantum processes, Phys. Rev. E 91,
032119 (2015).
[53] V. Blickle, T. Speck, L. Helden, U. Seifert, and C. Bechinger,
Thermodynamics of a Colloidal Particle in a Time-Dependent Non-
harmonic Potential, Phys. Rev. Lett. 96, 070603 (2006).
[54] R. Blume-Kohout, H. K. Ng, D. Poulin, and L. Viola, Information-
preserving structures: A general framework for quantum zero-error
information, Phys. Rev. A 82, 062306 (2010).
[55] M. Born, Zur Quantenmechanik der Stovorgänge [On the quan-
tum mechanics of collisions], Z. Phys. 37, 863–867 (1926), [English
translation in Ref. [580], pp. 52-62].
[56] W. J. Bottega, Engineering Vibrations (CRC Taylor & Francis,
New York, USA, 2006).
[57] R. Bowler, J. Gaebler, Y. Lin, T. R. Tan, D. Hanneke, J. D. Jost,
J. P. Home, D. Leibfried, and D. J. Wineland, Coherent Diabatic
Ion Transport and Separation in a Multizone Trap Array, Phys. Rev.
Lett. 109, 080502 (2012).
[58] V. B. Braginsky and F. Y. Khalili, Quantum Measurement (Cam-
bridge University Press, Cambridge, UK, 1992).
[59] F. Brandão, M. Horodecki, N. Ng, J. Oppenheim, and S. Wehner,
The second laws of quantum thermodynamics, Proc. Natl. Acad.
Sci. 112, 3275–3279 (2015).
Bibliography 415
[60] F. G. S. L. Brandão, M. Horodecki, J. Oppenheim, J. M. Renes,
and R. W. Spekkens, Resource Theory of Quantum States Out of
Thermal Equilibrium, Phys. Rev. Lett. 111, 250404 (2013).
[61] T. Brandes, Quantum Dissipation, in Lectures on Background to
Quantum Information, UMIST-Bradford Lectures on Background
to Quantum Information Theory (2003).
[62] K. Brandner and U. Seifert, Periodic thermodynamics of open quan-
tum systems, Phys. Rev. E 93, 062134 (2016).
[63] K. Brandner, M. Bauer, M. T. Schmid, and U. Seifert, Coherence-
enhanced efficiency of feedback-driven quantum engines, New J. Phys.
17, 065006 (2015).
[64] J.-P. Brantut, C. Grenier, J. Meineke, D. Stadler, S. Krinner, C.
Kollath, T. Esslinger, and A. Georges, A Thermoelectric Heat En-
gine with Ultracold Atoms, Science 342, 713–715 (2013).
[65] J. B. Brask and N. Brunner, Small quantum absorption refrigerator
in the transient regime: Time scales, enhanced cooling, and entangle-
ment, Phys. Rev. E 92, 062101 (2015).
[66] J. B. Brask, G. Haack, N. Brunner, and M. Huber, Autonomous
quantum thermal machine for generating steady-state entanglement,
New J. Phys. 17, 113029 (2015).
[67] D. Braun, Creation of Entanglement by Interaction with a Common
Heat Bath, Phys. Rev. Lett. 89, 277901 (2002).
[68] O. Braun, A. Hanke, and U. Seifert, Probing Molecular Free En-
ergy Landscapes by Periodic Loading, Phys. Rev. Lett. 93, 158105
(2004).
[69] G. Breitenbach, S. Schiller, and J. Mlynek, Measurement of the
quantum states of squeezed light, Nature 387, 471–475 (1997).
[70] H.-P. Breuer, E.-M. Laine, and J. Piilo, Measure for the Degree of
Non-Markovian Behavior of Quantum Processes in Open Systems,
Phys. Rev. Lett. 103, 210401 (2009).
[71] H.-P. Breuer, E.-M. Laine, J. Piilo, and B. Vacchini, Colloquium:
Non-Markovian dynamics in open quantum systems, Rev. Mod.
Phys. 88, 021002 (2016).
[72] H.-P. Breuer and F. Petruccione, The theory of open quantum sys-
tems (Oxford University Press, New York, USA, 2002).
[73] G. Brida, M. Genovese, and I. R. Berchera, Experimental realiza-
tion of sub-shot-noise quantum imaging, Nat. Photon. 4, 227–230
(2010).
[74] H. J. Briegel and S. Popescu, Entanglement and intra-molecular
cooling in biological systems? - A quantum thermodynamic perspec-
tive, arXiv:0806.4552 (2008).
416 Bibliography
[75] C. V. den Broeck, Stochastic thermodynamics: A brief introduc-
tion, in Course CLXXXIV “Physics of Complex Colloids”, Vol. 184,
edited by C. Bechinger, F. Sciortino, and P. Ziherl, Proceedings
of the International School of Physics "Enrico Fermi" (2013),
pp. 155–193.
[76] K. R. Brown, C. Ospelkaus, Y. Colombe, A. C. Wilson, D. Leibfried,
and D. J. Wineland, Coupled quantized mechanical oscillators, Na-
ture 471, 196–199 (2011).
[77] N. Brunner, N. Linden, S. Popescu, and P. Skrzypczyk, Virtual
qubits, virtual temperatures, and the foundations of thermodynamics,
Phys. Rev. E 85, 051117 (2012).
[78] N. Brunner, M. Huber, N. Linden, S. Popescu, R. Silva, and P.
Skrzypczyk, Entanglement enhances cooling in microscopic quan-
tum refrigerators, Phys. Rev. E 89, 032115 (2014).
[79] D. E. Bruschi, M. Perarnau-Llobet, N. Friis, K. V. Hovhan-
nisyan, and M. Huber, Thermodynamics of creating correlations:
Limitations and optimal protocols, Phys. Rev. E 91, 032118 (2015).
[80] I. Buluta and F. Nori, Quantum Simulators, Science 326, 108–111
(2009).
[81] P. Calabrese, F. H. L. Essler, and M. Fagotti, Quantum Quench
in the Transverse-Field Ising Chain, Phys. Rev. Lett. 106, 227203
(2011).
[82] A. O. Caldeira and A. J. Leggett, Path integral approach to quan-
tum Brownian motion, Physica A 121, 587–616 (1983).
[83] A. O. Caldeira and A. J. Leggett, Influence of damping on quan-
tum interference: an exactly soluble model, Phys. Rev. A 31, 1059
(1985).
[84] H. B. Callen, Thermodynamics and an introduction to thermostatis-
tics. Second ed. (John Wiley & Sons, Singapore, 1985).
[85] I. Callens, W. De Roeck, T. Jacobs, C. Maes, and K. Netocˇný,
Quantum entropy production as a measure of irreversibility, Phys-
ica D 187, 383–391 (2004).
[86] M. Campisi, P. Talkner, and P. Hänggi, Fluctuation Theorem for
Arbitrary Open Quantum Systems, Phys. Rev. Lett. 102, 210401
(2009).
[87] M. Campisi, P. Talkner, and P. Hänggi, Fluctuation Theorems for
Continuously Monitored Quantum Fluxes, Phys. Rev. Lett. 105,
140601 (2010).
[88] M. Campisi, P. Hänggi, and P. Talkner, Colloquium: Quantum
fluctuation relations: Foundations and applications, Rev. Mod. Phys.
83, 771–791 (2011).
Bibliography 417
[89] M. Campisi, P. Talkner, and P. Hänggi, Influence of measure-
ments on the statistics of work performed on a quantum system,
Phys. Rev. E 83, 041114 (2011).
[90] M. Campisi, R. Blattmann, S. Kohler, D. Zueco, and P. Hänggi,
Employing circuit QED to measure non-equilibrium work fluctua-
tions, New J. Phys. 15, 105028 (2013).
[91] M. Campisi, J. Pekola, and R. Fazio, Nonequilibrium fluctuations
in quantum heat engines: theory, example, and possible solid state
experiments, New J. Phys. 17, 035012 (2015).
[92] H. J. Carmichael, Quantum trajectory theory for cascaded open sys-
tems, Phys. Rev. Lett. 70, 2273–2276 (1993).
[93] H. Carmichael, An open systems approach to quantum optics (Springer-
Verlag, Berlin Heidelberg, Germany, 1993).
[94] L. N. S. Carnot, Réflexions sur la puissance motrice du feu et sur
les machines propres à développer cette puissance [Reflections on the
Motive Power of Fire and on Machines Fitted to Develop that Power]
(Bachelier, Paris, France, 1824), [English translation by R. Fox,
Manchester University Press, New York, 1986].
[95] A. R. R. Carvalho, P. Milman, R. L. d. M. Filho, and L. Davi-
dovich, Decoherence, Pointer Engineering, and Quantum State Pro-
tection, Phys. Rev. Lett. 86, 4988–4991 (2001).
[96] A. C. Cassidy, C. W. Clark, and M. Rigol, Generalized Ther-
malization in an Integrable Lattice System, Phys. Rev. Lett. 106,
140405 (2011).
[97] Y. Castin and K. Mølmer, Monte Carlo Wave-Function Analysis
of 3D Optical Molasses, Phys. Rev. Lett. 74, 3772–3775 (1995).
[98] J.-S. Caux and R. M. Konik, Constructing the Generalized Gibbs
Ensemble after a Quantum Quench, Phys. Rev. Lett. 109, 175301
(2012).
[99] D. Cavalcanti, L. Aolita, S. Boixo, K. Modi, M. Piani, and A.
Winter, Operational interpretations of quantum discord, Phys. Rev.
A 83, 032324 (2011).
[100] C. M. Caves, Quantum-mechanical noise in an interferometer, Phys.
Rev. D 23, 1693 (1981).
[101] M. A. Cazalilla, Effect of Suddenly Turning on Interactions in the
Luttinger Model, Phys. Rev. Lett. 97, 156403 (2006).
[102] M. A. Cazalilla, F. Sols, and F. Guinea, Dissipation-Driven Quan-
tum Phase Transitions in a Tomonaga-Luttinger Liquid Electrostat-
ically Coupled to a Metallic Gate, Phys. Rev. Lett. 97, 076401
(2006).
[103] A. Chapman and A. Miyake, How an autonomous quantum Maxwell
demon can harness correlated information, Phys. Rev. E 92, 062125
(2015).
418 Bibliography
[104] Y.-X. Chen and S.-W. Li, Quantum refrigerator driven by current
noise, Europhys. Lett. 97, 40003 (2012).
[105] V. Y. Chernyak, M. Chertkov, and C. Jarzynsk, Path-integral
analysis of fluctuation theorems for general Langevin processes, J.
Stat. Mech.: Theor. Exp., P08001 (2006).
[106] R. Chetritie and K. Mallick, Quantum Fluctuation Relations for
the Lindblad Master Equation, J. Stat. Phys. 148, 480–501 (2012).
[107] C.-H. Chou, T. Yu, and B. L. Hu, Exact master equation and quan-
tum decoherence of two coupled harmonic oscillators in a general
environment, Phys. Rev. E 77, 011112 (2008).
[108] T. K. Chuan, J. Maillard, K. Modi, T. Paterek, M. Paternostro,
and M. Piani, Quantum Discord Bounds the Amount of Distributed
Entanglement, Phys. Rev. Lett. 109, 070501 (2012).
[109] R. Clausius, Mechanical Theory of Heat (John van Voorst, Lon-
don, UK, 1867).
[110] B. Cleuren, B. Rutten, and C. Van den Broeck, Cooling by Heat-
ing: Refrigeration Powered by Photons, Phys. Rev. Lett. 108, 120603
(2012).
[111] T. L. S. Collaboration, A gravitational wave observatory operating
beyond the quantum shot-noise limit, Nat. Phys. 7, 962–965 (2011).
[112] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith, I. Tinoco, and
C. Bustamante, Verification of the Crooks fluctuation theorem and
recovery of RNA folding free energies, Nature 437, 231–234 (2005).
[113] E. Collini, C. Y. Wong, K. E. Wilk, P. M. G. Curmi, P. Brumer,
and G. D. Scholes, Coherently wired light-harvesting in photosyn-
thetic marine algae at ambient temperature, Nature 463, 644–647
(2010).
[114] C. Cormick and J. P. Paz, Observing different phases for the dy-
namics of entanglement in an ion trap, Phys. Rev. A 81, 022306
(2010).
[115] L. A. Correa, A. A. Valido, and D. Alonso, Asymptotic discord
and entanglement of nonresonant harmonic oscillators under weak
and strong dissipation, Phys. Rev. A 86, 012110 (2012).
[116] L. A. Correa, Multistage quantum absorption heat pumps, Phys.
Rev. E, 042128 (2014).
[117] L. A. Correa, J. P. Palao, G. Adesso, and D. Alonso, Performance
bound for quantum absorption refrigerators, Phys. Rev. E, 042131
(2013).
[118] L. A. Correa, J. P. Palao, G. Adesso, and D. Alonso, Optimal
performance of endoreversible quantum refrigerators, Phys. Rev. E
90, 062124 (2014).
Bibliography 419
[119] L. A. Correa, J. P. Palao, D. Alonso, and G. Adesso, Quantum-
enhanced absorption refrigerators, Sci. Rep., 3949 (2014).
[120] T. M. Cover and J. A. Thomas, Elements of Information Theory
(John Wiley & Sons, Hoboken, USA, 2006).
[121] M. Cramer and J. Eisert, A quantum central limit theorem for non-
equilibrium systems: exact local relaxation of correlated states, New
J. Phys. 12, 055020 (2010).
[122] M. Cramer, C. M. Dawson, J. Eisert, and T. J. Osborne, Exact
Relaxation in a Class of Nonequilibrium Quantum Lattice Systems,
Phys. Rev. Lett. 100, 030602 (2008).
[123] G. E. Crooks, On the Jarzynski relation for dissipative quantum
dynamics, J. Stat. Mech.: Theor. Exp. 10, P10023 (2008).
[124] G. E. Crooks, Entropy production fluctuation theorem and the nonequi-
librium work relation for free energy differences, Phys. Rev. E 60,
2721–2726 (1999).
[125] G. E. Crooks, Quantum operation time reversal, Phys. Rev. A 77,
034101 (2008).
[126] G. B. Cuetara, A. Engel, and M. Esposito, Stochastic thermody-
namics of rapidly driven systems, New J. Phys. 17, 055002 (2015).
[127] F. Curzon and B. Ahlborn, Efficiency of a carnot engine at maxi-
mum power input, Am. J. Phys. 43, 22–24 (1975).
[128] G. M. D’Ariano, P. L. Presti, and P. Perinotti, Classical random-
ness in quantum measurements, J. Phys. A: Math. Gen. 38, 5979–
5991 (2005).
[129] B. Dakic´ et al., Quantum discord as resource for remote state prepa-
ration, Nat. Phys. 8, 666–670 (2012).
[130] A. J. Daley, Quantum trajectories and open many-body quantum
systems, Advances in Physics 63, 77–149 (2014).
[131] J. Dalibard, Y. Castin, and K. Mølmer, Wave-function approach
to dissipative processes in quantum optics, Phys. Rev. Lett. 68, 580–
583 (1992).
[132] A. Datta, A. Shaji, and C. M. Caves, Quantum Discord and the
Power of One Qubit, Phys. Rev. Lett. 100, 050502 (2008).
[133] E. B. Davies, Quantum theory of open systems (Academic Press,
London, UK, 1976).
[134] W. De Roeck and C. Maes, Quantum version of free-energy-irreversible-
work relations, Phys. Rev. E 69, 026115 (2004).
[135] A. Dechant, N. Kiesel, and E. Lutz, All-Optical Nanomechanical
Heat Engine, Phys. Rev. Lett. 114, 183602 (2015).
[136] S. Deffner, Quantum entropy production in phase space, Europhys.
Lett. 103, 30001 (2013).
420 Bibliography
[137] S. Deffner and E. Lutz, Nonequilibrium Entropy Production for
Open Quantum Systems, Phys. Rev. Lett. 107, 140404 (2011).
[138] S. Deffner and C. Jarzynski, Information Processing and the Sec-
ond Law of Thermodynamics: An Inclusive, Hamiltonian Approach,
Phys. Rev. X 3, 041003 (2013).
[139] J. Derezin´ski, W. De Roeck, and C. Maes, Fluctuations of Quan-
tum Currents and Unravelings of Master Equations, J. Stat. Phys.
131, 341–356 (2008).
[140] A. Deville and Y. Deville, Clarifying the link between von Neu-
mann and thermodynamic entropies, Eur. Phys. J. H 38, 57–81
(2013).
[141] C. Di Franco and M. Paternostro, A no-go result on the purifica-
tion of quantum states, Sci. Rep. 3, 1387 (2013).
[142] R. H. Dicke, Coherence in Spontaneous Radiation Processes, Phys-
ical Review 93, 99–110 (1954).
[143] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Büchler, and P.
Zoller, Quantum states and phases in driven open quantum systems
with cold atoms, Nat. Phys. 4, 878–883 (2008).
[144] S. Diehl, A. Tomadin, A. Micheli, R. Fazio, and P. Zoller, Dy-
namical Phase Transitions and Instabilities in Open Atomic Many-
Body Systems, Phys. Rev. Lett. 105, 015702 (2010).
[145] R. Dillenschneider and E. Lutz, Energetics of quantum correla-
tions, Europhys. Lett. 88, 50003 (2009).
[146] R. Doll, M. Wubs, P. Hänggi, and S. Kohler, Limitation of entan-
glement due to spatial qubit separation, Europhys. Lett. 74, 547–
553 (2006).
[147] R. Dorner, S. R. Clark, L. Heaney, R. Fazio, J. Goold, and V.
Vedral, Extracting Quantum Work Statistics and Fluctuation Theo-
rems by Single-Qubit Interferometry, Phys. Rev. Lett. 110, 230601
(2013).
[148] F. Douarche, S. Ciliberto, A. Petrosyan, and I. Rabbiosi, An ex-
perimental test of the Jarzynski equality in a mechanical experiment,
Europhys. Lett. 70, 593 (2005).
[149] F. Douarche, S. Ciliberto, and A. Petrosyan, Estimate of the free
energy difference in mechanical systems from work fluctuations: ex-
periments and models, J. Stat. Mech.: Theor. Exp., P09011 (2005).
[150] F. Douarche, S. Joubaud, N. B. Garnier, A. Petrosyan, and S.
Ciliberto, Work Fluctuation Theorems for Harmonic Oscillators,
Phys. Rev. Lett. 97, 140603 (2006).
[151] P. D. Drummond and Z. Ficek, Quantum Squeezing (Springer-
Verlag, Berlin Heidelberg, Germany, 2008).
Bibliography 421
[152] L.-M. Duan and G.-C. Guo, Preserving Coherence in Quantum
Computation by Pairing Quantum Bits, Phys. Rev. Lett. 79, 1953
(1997).
[153] R. Dum, P. Zoller, and H. Ritsch, Monte Carlo simulation of the
atomic master equation for spontaneous emission, Phys. Rev. A 45,
4879–4887 (1992).
[154] A. Einstein, Über einen die Erzeugung und Verwandlung des Lichtes
betreffenden heuristischen Gesichtspunkt [Concerning an Heuristic
Point of View Toward the Emission and Transformation of Light],
Ann. Phys. 17, 132–48 (1905), [English translation in American
Journal of Physics 33, 367 (1965)].
[155] A. Einstein, B. Podolsky, and N. Rosen, Can quantum-mechanical
description of physical reality be considered complete? Physical Re-
view 47, 777–780 (1935).
[156] J. Eisert, M. B. Plenio, S. Bose, and J. Hartley, Towards Quantum
Entanglement in Nanoelectromechanical Devices, Phys. Rev. Lett.
93, 190402 (2004).
[157] J. Eisert, M. Friesdorf, and C. Gogolin, Quantum many-body sys-
tems out of equilibrium, Nature Physics 11, 124–130 (2015).
[158] C. Elouard, M. Richard, and A. Auffèves, Reversible work extrac-
tion in a hybrid opto-mechanical system, New J. Phys. 17, 055018
(2015).
[159] A. Engel and R. Nolte, Jarzynski equation for a simple quantum
system: Comparing two definitions of work, Europhys. Lett. 79,
10003 (2007).
[160] G. S. Engel, T. R. Calhoun, E. L. Read, T.-K. Ahn, T. Mancˇal,
Y.-C. Cheng, R. E. Blankenship, and G. R. Fleming, Evidence for
wavelike energy transfer through quantum coherence in photosyn-
thetic systems, Nature 446, 782–786 (2007).
[161] P. Erdös and A. Rényi, On random graphs I, Publ. Math. Debre-
cen 6, 290–297 (1959).
[162] M. Esposito and C. V. den Broeck, Second law and Landauer
principle far from equilibrium, Europhys. Lett. 95, 40004 (2011).
[163] M. Esposito, U. Harbola, and S. Mukamel, Nonequilibrium fluc-
tuations, fluctuation theorems, and counting statistics in quantum
systems, Rev. Mod. Phys. 81, 1665–1702 (2009).
[164] M. Esposito and S. Mukamel, Fluctuation theorems for quantum
master equations, Phys. Rev. E 73, 046129 (2006).
[165] M. Esposito and C. Van den Broeck, Three detailed fluctuation
theorems, Phys. Rev. Lett. 104, 090601 (2010).
[166] M. Esposito and C. Van den Broeck, Three faces of the second law.
I. Master equation formulation, Phys. Rev. E 82, 011143 (2010).
422 Bibliography
[167] M. Esposito, U. Harbola, and S. Mukamel, Fluctuation theorem
for counting statistics in electron transport through quantum junc-
tions, Phys. Rev. B 75, 155316 (2007).
[168] M. Esposito, K. Lindenberg, and C. Van den Broeck, Entropy
production as correlation between system and reservoir, New J. Phys.
12, 013013 (2010).
[169] M. Esposito, M. A. Ochoa, and M. Galperin, Quantum Ther-
modynamics: A Nonequilibrium Green’s Function Approach, Phys.
Rev. Lett. 114, 080602 (2015).
[170] J. Estève, C. Gross, A. Weller, S. Giovanazzi, and M. K. Oberthaler,
Squeezing and entanglement in a Bose–Einstein condensate, Nature
455, 1216 (2008).
[171] D. J. Evans and D. J. Searles, Equilibrium microstates which gener-
ate second law violating steady states, Phys. Rev. E 50, 1645–1648
(1994).
[172] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Probability of
second law violations in shearing steady states, Phys. Rev. Lett. 71,
2401–2404 (1993).
[173] F. Fagnola and R. Rebolledo, Entropy Production for Quantum
Markov Semigroups, Commun. Math. Phys. 335, 547–570 (2015).
[174] M. Fagotti and F. H. L. Essler, Reduced density matrix after a
quantum quench, Phys. Rev. B 87, 245107 (2013).
[175] P. Faist, J. Oppenheim, and R. Renner, Gibbs-Preserving Maps
outperform thermal operations in the quantum regime, New J. Phys.
17, 043003 (2015).
[176] F. F. Fanchini, L. K. Castelano, and A. O. Caldeira, Entangle-
ment versus quantum discord in two coupled double quantum dots,
New J. Phys. 12, 073009 (2010).
[177] H. Fearn and M. J. Collett, Representations of Squeezed States
with Thermal Noise, J. Mod. Opt. 35, 553–564 (1988).
[178] I. Fischer, R. Vicente, J. M. Buldú, M. Peil, C. R. Mirasso, M. C.
Torrent, and J. García-Ojalvo, Zero-Lag Long-Range Synchroniza-
tion via Dynamical Relaying, Phys. Rev. Lett. 97, 123902 (2006).
[179] G. Ford and R. O’Connell, Entropy of a quantum oscillator cou-
pled to a heat bath and implications for quantum thermodynamics,
Physica E 29, 82–86 (2005).
[180] M. F. Frenzel, D. Jennings, and T. Rudolph, Quasi-autonomous
quantum thermal machines and quantum to classical energy flow,
New J. Phys. 18, 023037 (2016).
[181] C. A. Fuchs and K. Jacobs, Information-tradeoff relations for finite-
strength quantum measurements, Phys. Rev. A 63, 062305 (2001).
Bibliography 423
[182] K. Funo, Y. Watanabe, and M. Ueda, Integral quantum fluctua-
tion theorems under measurement and feedback control, Phys. Rev.
E 88, 052121 (2013).
[183] K. Funo, Y. Watanabe, and M. Ueda, Thermodynamic work gain
from entanglement, Phys. Rev. A 88, 052319 (2013).
[184] A. Furusawa, J. L. Sorensen, S. L. Braunstein, C. A. Fuchs, H.
J. Kimble, and E. S. Polzik, Unconditional quantum teleportation,
Science 282, 706–709 (1998).
[185] G. Gallavotti and E. G. D. Cohen, Dynamical Ensembles in Nonequi-
librium Statistical Mechanics, Phys. Rev. Lett. 74, 2694–2697 (1995).
[186] R Gallego, A Riera, and J Eisert, Thermal machines beyond the
weak coupling regime, New J. Phys. 16, 125009 (2014).
[187] R. Gallego, J. Eisert, and H. Wilming, Thermodynamic work from
operational principles, New J. Phys. 18, 103017 (2016).
[188] F. Galve, L. A. Pachón, and D. Zueco, Bringing Entanglement to
the High Temperature Limit, Phys. Rev. Lett. 105, 180501 (2010).
[189] F. Galve, G. L. Giorgi, and R. Zambrini, Orthogonal measure-
ments are almost sufficient for quantum discord of two qubits, Euro-
phys. Lett. 96, 40005 (2011).
[190] F. Galve, A. Mandarino, M. G. A. Paris, C. Benedetti, and R.
Zambrini, Microscopic description for the emergence of collective
dissipation in extended quantum systems, arXiv:1606.03390 (2016).
[191] F. Galve, G.-L. Giorgi, and R. Zambrini, Quantum correlations
and synchronization measures, arXiv:1610.05060 (2016).
[192] F. Galve and E. Lutz, Nonequilibrium thermodynamic analysis of
squeezing, Phys. Rev. A 79, 055804 (2009).
[193] F. Galve, G. L. Giorgi, and R. Zambrini, Entanglement dynam-
ics of nonidentical oscillators under decohering environments, Phys.
Rev. A 81, 062117 (2010).
[194] F. Galve, G. L. Giorgi, and R. Zambrini, Erratum: Maximally
discordant mixed states of two qubits, Phys. Rev. A 83, 069905
(2011).
[195] F. Galve, G. L. Giorgi, and R. Zambrini, Maximally discordant
mixed states of two qubits, Phys. Rev. A 83, 012102 (2011).
[196] C. W. Gardiner, A. S. Parkins, and P. Zoller, Wave-function quan-
tum stochastic differential equations and quantum-jump simulation
methods, Phys. Rev. A 46, 4363–4381 (1992).
[197] C. Gardiner and P. Zoller, Quantum Noise, 3rd Ed. (Springer,
Berlin, Germany, 2004).
424 Bibliography
[198] S. Gasparinetti, K. L. Viisanen, O.-P. Saira, T. Faivre, M. Arzeo,
M. Meschke, and J. P. Pekola, Fast Electron Thermometry for Ul-
trasensitive Calorimetric Detection, Phys. Rev. Applied 3, 014007
(2015).
[199] E. M. Gauger, E. Rieper, J. J. L. Morton, S. C. Benjamin, and
V. Vedral, Sustained Quantum Coherence and Entanglement in the
Avian Compass, Phys. Rev. Lett. 106, 040503 (2011).
[200] Gelbwaser-Klimovsky David, Niedenzu Wolfgang, Brumer Paul,
and Kurizki Gershon, Power enhancement of heat engines via cor-
related thermalization in a three-level “working fluid”, Sci. Rep. 5,
14413 (2015).
[201] D. Gelbwaser-Klimovsky and G. Kurizki, Heat-machine control
by quantum-state preparation: From quantum engines to refrigera-
tors, Phys. Rev. E 90, 022102 (2014).
[202] D. Gelbwaser-Klimovsky, W. Niedenzu, and G. Kurizki, Chap-
ter Twelve - Thermodynamics of Quantum Systems Under Dynami-
cal Control, in Advances In Atomic, Molecular, and Optical Physics,
Vol. 64, edited by C. C. Lin, E. Arimondo, and S. F. Yelin (Aca-
demic Press, 2015), pp. 329–407.
[203] J. Gemmer, M. Michel, and G. Mahler, Quantum Thermody-
namics: Emergence of Thermodynamic Behavior Within Composite
Quantum Systems. Lecture notes in physics (Springer-Verlag,
Berlin Heidelberg, Germany, 2009).
[204] J. Gemmer and R. Steinigeweg, Entropy increase in K-step Marko-
vian and consistent dynamics of closed quantum systems, Phys. Rev.
E 89, 042113 (2014).
[205] I. M. Georgescu, S. Ashhab, and F. Nori, Quantum simulation,
Rev. Mod. Phys. 86, 153–185 (2014).
[206] C. C. Gerry and P. L. Knight, Introductory Quantum Optics (Cam-
bridge University Press, Cambridge, UK, 2005).
[207] J. E. Geusic, E. O. S.-D. Bois, R. W. De Grasse, and H. E. D.
Scovil, Three Level Spin Refrigeration and Maser Action at 1500
mc/sec, J. Appl. Phys. 30, 1113–1114 (1959).
[208] J. E. Geusic, E. O. Schulz-DuBois, and H. E. D. Scovil, Quantum
Equivalent of the Carnot Cycle, Physical Review 156, 343 (1967).
[209] E. Geva and R. Kosloff, A quantum-mechanical heat engine oper-
ating in finite time. A model consisting of spin-1/2 systems as the
working fluid, J. Chem. Phys. 96, 3054–3067 (1992).
[210] E. Geva and R. Kosloff, Three-level quantum amplifier as a heat
engine: A study in finite-time thermodynamics, Phys. Rev. E 49,
3903–3918 (1994).
[211] J. W. Gibbs, Elementary Principles in Statistical Mechanics (Charles
Scribner’s Sons, New York, USA, 1902).
Bibliography 425
[212] G. Giedke, M. M. Wolf, O. Krüger, R. F. Werner, and J. I. Cirac,
Entanglement of Formation for Symmetric Gaussian States, Phys.
Rev. Lett. 91, 107901 (2003).
[213] E. N. Gilbert, Random Graphs, The Annals of Mathematical
Statistics 30, 1141–1144 (1959).
[214] P. Giorda and M. G. A. Paris, Gaussian Quantum Discord, Phys.
Rev. Lett. 105, 020503 (2010).
[215] G. L. Giorgi, F. Plastina, G. Francica, and R. Zambrini, Spon-
taneous synchronization and quantum correlation dynamics of open
spin systems, Phys. Rev. A 88, 042115 (2013).
[216] G. L. Giorgi, F. Galve, and R. Zambrini, Robustness of differ-
ent indicators of quantumness in the presence of dissipation, Int. J.
Quantum Inform. 09, 1825 (2011).
[217] G. L. Giorgi, F. Galve, G. Manzano, P. Colet, and R. Zambrini,
Quantum correlations and mutual synchronization, Phys. Rev. A
85, 052101 (2012).
[218] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-Enhanced
Measurements: Beating the Standard Quantum Limit, Science 306,
1330 (2004).
[219] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum Metrology,
Phys. Rev. Lett. 96, 010401 (2006).
[220] R. J. Glauber, Coherent and Incoherent States of the Radiation Field,
Phys. Rev. 161, 2766 (1963).
[221] K. Goda, O. Miyakawa, E. E. Mikhailov, S. Saraf, R. Adhikari,
K. McKenzie, R. Ward, S. Vass, A. J. Weinstein, and N. Maval-
vala, A quantum-enhanced prototype gravitational-wave detector,
Nat. Phys. 4, 472–476 (2008).
[222] C. Gogolin and J. Eisert, Equilibration, thermalisation, and the
emergence of statistical mechanics in closed quantum systems, Rep.
Prog. Phys. 79, 056001 (2016).
[223] C. Gogolin, M. P. Müller, and J. Eisert, Absence of Thermalization
in Nonintegrable Systems, Phys. Rev. Lett. 106, 040401 (2011).
[224] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zanghì, Canon-
ical Typicality, Phys. Rev. Lett. 96, 050403 (2006).
[225] J. Goold, M. Paternostro, and K. Modi, Nonequilibrium Quan-
tum Landauer Principle, Phys. Rev. Lett. 114, 060602 (2015).
[226] J. Goold, M. Huber, A. Riera, L. del Rio, and P. Skrzypczyk, The
role of quantum information in thermodynamics—a topical review, J.
Phys. A: Math. Theor. 49, 143001 (2016).
[227] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, Completely
Positive Dynamical Semigroups of N-Level Systems, J. Math. Phys.
17, 821–825 (1976).
426 Bibliography
[228] G. Gour, M. P. Müller, V. Narasimhachar, R. W. Spekkens, and
N. Y. Halpern, The resource theory of informational nonequilibrium
in thermodynamics, Phys. Rep. 583, 1–58 (2015).
[229] I. Goychuk, J. C. Pascual, M. Morillo, J. Lehmann, and P. Hänggi,
Quantum stochastic synchronization, Phys. Rev. Lett. 97, 210601
(2006).
[230] W. Greiner, L. Neise, and H. Stöcker, Thermodynamics and Sta-
tistical Mechanics (Springer-Verlag, New York, USA, 1995).
[231] B. Groisman, S. Popescu, and A. Winter, Quantum, classical, and
total amount of correlations in a quantum state, Phys. Rev. A 72,
032317 (2005).
[232] M. Gross and S. Haroche, Superradiance: An essay on the theory
of collective spontaneous emission, Phys. Rep. 93, 301–396 (1982).
[233] C. Guerlin, J. Bernu, S. Deléglise, C. Sayrin, S. Gleyzes, S. Kuhr,
M. Brune, J.-M. Raimond, and S. Haroche, Progressive field-state
collapse and quantum non-demolition photon counting, Nature 448,
889–893 (2007).
[234] Y. Guryanova, S. Popescu, A. J. Short, R. Silva, and P. Skrzypczyk,
Thermodynamics of quantum systems with multiple conserved quan-
tities, Nat. Commun. 7, 12049 (2016).
[235] F. Haake, Quantum signatures of chaos, 3rd rev. and enl., Springer
series in synergetics, (Springer, Berlin, Germany, 2010).
[236] N. Y. Halpern and J. M. Renes, Beyond heat baths: Generalized
resource theories for small-scale thermodynamics, Phys. Rev. E 93,
022126 (2016).
[237] R. Hamazaki, T. N. Ikeda, and M. Ueda, Generalized Gibbs en-
semble in a nonintegrable system with an extensive number of local
symmetries, Phys. Rev. E 93, 032116 (2016).
[238] S. Hamieh, R. Kobes, and H. Zaraket, Positive-operator-valued
measure optimization of classical correlations, Phys. Rev. A 70, 052325
(2004).
[239] P. Hänggi and G.-L. Ingold, Fundamental aspects of quantum
Brownian motion, Chaos 15, 026105 (2005).
[240] P. Hänggi and P. Talkner, The other QFT, Nat. Phys. 11, 108–110
(2015).
[241] U. Harbola, S. Rahav, and S. Mukamel, Quantum heat engines:
A thermodynamic analysis of power and efficiency, Europhys. Lett.
99, 50005 (2012).
[242] A. Ü. C. Hardal and Ö. E. Müstecaplıog˘lu, Superradiant Quan-
tum Heat Engine, Sci. Rep. 5, 12953 (2015).
[243] M. Harlander, R. Lechner, M. Brownnutt, R. Blatt, and W. Hänsel,
Trapped-ion antennae for the transmission of quantum information,
Nature 471, 200–203 (2011).
Bibliography 427
[244] S. Haroche and J. M. Raimond, Exploring the quantum : atoms,
cavities and photons, Oxford graduate texts (Oxford University
Press, Oxford, UK, 2006).
[245] S. Haroche, Nobel Lecture: Controlling photons in a box and explor-
ing the quantum to classical boundary, Rev. Mod. Phys. 85, 1083
(2013).
[246] N. C. Harris, Y. Song, and C.-H. Kiang, Experimental Free En-
ergy Surface Reconstruction from Single-Molecule Force Spectroscopy
using Jarzynski’s Equality, Phys. Rev. Lett. 99, 068101 (2007).
[247] M. J. Hartmann, F. G. S. L. Brandão, and M. B. Plenio, Strongly
interacting polaritons in coupled arrays of cavities, Nat. Phys. 2,
849–855 (2006).
[248] T. Hatano and S.-I. Sasa, Steady-state thermodynamics of Langevin
systems, Phys. Rev. Lett. 86, 3463 (2001).
[249] G. Heinrich, M. Ludwig, J. Qian, B. Kubala, and F. Marquardt,
Collective Dynamics in Optomechanical Arrays, Phys. Rev. Lett.
107, 043603 (2011).
[250] W. Heisemberg, Über den anschaulichen Inhalt der quantentheo-
retischen Kinematik und Mechanik [The physical content of quantum
kinematics and mechanics], Z. Phys. 43, 1927 (172–198), [English
translation in Ref. [580], pp. 62-87].
[251] W. Heisenberg, The Physical Principles of Quantum Theory, trans-
lated by C. Eckart and F. C. Hoyt. (University of Chicago Press,
Chicago, USA, 1930).
[252] F. W. J. Hekking and J. P. Pekola, Quantum jump approach for
work and dissipation in a two-level system, Phys. Rev. Lett. 111,
093602 (2013).
[253] M. Hemmo and O. Shenker, Von Neumann’s Entropy Does Not
Correspond to Thermodynamic Entropy, Philosofy of Science 73,
153–174 (2006).
[254] L. Henderson and V. Vedral, Classical, quantum and total correla-
tions, J. Phys. A: Math. Gen. 34, 6899 (2001).
[255] C. Henkel and B. Horovitz, Noise from metallic surfaces: Effects
of charge diffusion, Phys. Rev. A 78, 042902 (2008).
[256] M. Heyl and S. Kehrein, Crooks Relation in Optical Spectra: Uni-
versality in Work Distributions for Weak Local Quenches, Phys.
Rev. Lett. 108, 190601 (2012).
[257] J. M. Hickey and S. Genway, Fluctuation theorems and the general-
ized Gibbs ensemble in integrable systems, Phys. Rev. E 90, 022107
(2014).
[258] M. Hillery, Quantum cryptography with squeezed states, Phys.
Rev. A 61, 022309 (2000).
428 Bibliography
[259] P. P. Hofer, M. Perarnau-Llobet, J. B. Brask, R. Silva, M. Huber,
and N. Brunner, Autonomous Quantum Refrigerator in a Circuit-
QED Architecture Based on a Josephson Junction, arXiv:1607.05218
(2016).
[260] P. P. Hofer, J.-R. Souquet, and A. A. Clerk, Quantum heat engine
based on photon-assisted Cooper pair tunneling, Phys. Rev. B 93,
041418 (2016).
[261] A. S. Holevo and V. Giovannetti, Quantum channels and their
entropic characteristics, Rep. Prog. Phys. 75, 046001 (2012).
[262] J. N. Hollenhorst, Quantum limits on resonant-mass gravitational-
radiation detectors, Phys. Rev. D 19, 1669 (1979).
[263] C. A. Holmes, C. P. Meaney, and G. J. Milburn, Synchronization
of many nanomechanical resonators coupled via a common cavity
field, Phys. Rev. E 85, 066203 (2012).
[264] S. Hormoz, Quantum collapse and the second law of thermodynam-
ics, Phys. Rev. E 87, 022129 (2013).
[265] M. Horodecki and J. Oppenheim, (Quantumness in the context
of) Resource Theories, Int. J. Mod. Phys. B 27, 1345019 (2013).
[266] M. Horodecki, P. Horodecki, and J. Oppenheim, About Reversible
transformations from pure to mixed states and the unique measure
of information, Phys. Rev. A 67, 062104 (2003).
[267] M. Horodecki, J. Oppenheim, and A. Winter, Partial quantum
information, Nature 436, 673–679 (2005).
[268] M. Horodecki and J. Oppenheim, Fundamental limitations for
quantum and nanoscale thermodynamics, Nat. Commun. 4, 2059
(2013).
[269] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki,
Quantum entanglement, Rev. Mod. Phys. 81, 865–942 (2009).
[270] J. M. Horowitz and T. Sagawa, Equivalent definitions of the quan-
tum nonadiabatic entropy production, J. Stat. Phys. 156, 55–65
(2014).
[271] J. M. Horowitz, Quantum-trajectory approach to the stochastic ther-
modynamics of a forced harmonic oscillator, Phys. Rev. E 85, 031110
(2012).
[272] J. M. Horowitz and K. Jacobs, Quantum effects improve the energy
efficiency of feedback control, Phys. Rev. E 89, 042134 (2014).
[273] J. M. Horowitz and J. M. R. Parrondo, Entropy production along
nonequilibrium quantum jump trajectories, New. J. Phys 15, 085028
(2013).
[274] B. L. Hu, J. P. Paz, and Y. Zhang, Quantum Brownian motion in
a general environment: Exact master equation with nonlocal dissipa-
tion and colored noise, Phys. Rev. D 45, 2843 (1992).
Bibliography 429
[275] X. L. Huan, T. Wang, and X. X. Yi, Effects of reservoir squeezing
on quantum systems and work extraction, Phys. Rev. E 86, 051105
(2012).
[276] G. Huber, F. Schmidt-Kaler, S. Deffner, and E. Lutz, Employing
Trapped Cold Ions to Verify the Quantum Jarzynski Equality, Phys.
Rev. Lett. 101, 070403 (2008).
[277] M. Huber, M. Perarnau-Llobet, K. V. Hovhannisyan, P. Skrzypczyk,
C. Klöckl, N. Brunner, and A. Acín, Thermodynamic cost of cre-
ating correlations, New J. Phys. 17, 065008 (2015).
[278] G. Hummer and A. Szabo, Free energy reconstruction from nonequi-
librium single-molecule pulling experiments, Proc. Natl. Acad. Sci.
98, 3658–3661 (2001).
[279] P. I. Hurtado, C Perez-Espigares, J. J. del Pozo, and P. L. Gar-
rido, Symmetries in fluctuations far from equilibrium, Proc. Natl.
Acad. Sci. 108, 7704–7709 (2011).
[280] C. Huygens, Horologium Oscillatorium [The Pendulum Clock] (A.
F. Muguet, Paris, France, 1673), [English translation by R. J.
Blackwell (Iowa State University Press, Ames, USA, 1986)].
[281] K. Jacobs, Second law of thermodynamics and quantum feedback
control: Maxwell’s demon with weak measurements, Phys. Rev. A
80, 012322 (2009).
[282] K. Jacobs, Quantum Measurement Theory and its Applications (Cam-
bridge University Press, Cambridge, UK, 2014).
[283] K. Jacobs and D. A. Steck, A straightforward introduction to con-
tinuous quantum measurement, Contemp. Phys. 47, 279–303 (2006).
[284] J. Janszky and P. Adam, Strong squeezing by repeated frequency
jumps, Phys. Rev. A 46, 6091–6092 (1992).
[285] D. Janzing, P. Wocjan, R. Zeier, R. Geiss, and T. Beth, Ther-
modynamic Cost of Reliability and Low Temperatures: Tightening
Landauer’s Principle and the Second Law, Int. J. Theor. Phys. 39,
2717–2753 (2000).
[286] J. Jaramillo, M. Beau, and A. del Campo, Quantum supremacy of
many-particle thermal machines, New J. Phys. 18, 075019 (2016).
[287] C. Jarzynski, Equilibrium free-energy differences from nonequilib-
rium measurements: A master-equation approach, Phys. Rev. E 56,
5018–5035 (1997).
[288] C. Jarzynski, Nonequilibrium Equality for Free Energy Differences,
Phys. Rev. Lett. 78, 2690–2693 (1997).
[289] C. Jarzynski, Nonequilibrium work theorem for a system strongly
coupled to a thermal environment, J. Stat. Mech.: Theor. Exp. 2004,
P09005 (2004).
430 Bibliography
[290] C. Jarzynski, Nonequilibrium work relations: foundations and ap-
plications, Eur. Phys. J. B 64, 331–340 (2008).
[291] C. Jarzynski, Equalities and Inequalities: Irreversibility and the Sec-
ond Law of Thermodynamics at the Nanoscale, Annu. Rev. Con-
dens. Matter Phys. 2, 329–351 (2011).
[292] C. Jarzynski, Rare events and the convergence of exponentially av-
eraged work values, Phys. Rev. E 73, 046105 (2006).
[293] E. T. Jaynes, Information Theory and Statistical Mechanics. II, Phys.
Rev. 108, 171–190 (1957).
[294] E. T. Jaynes and F. W. Cummings, Comparison of Quantum and
Semiclassical Radiation Theories with Applications to the Beam Maser,
Proc. IEEE 51, 89–109 (1963).
[295] S. Jevtic, T. Rudolph, D. Jennings, Y. Hirono, S. Nakayama, and
M. Murao, Exchange fluctuation theorem for correlated quantum
systems, Phys. Rev. E 92, 042113 (2015).
[296] E. Joos, H. D. Zeh, C. Kiefer, D. J. W. Giulini, J. Kupsch, and
I.-O. Stamatescu, Decoherence and the Appearance of a Classical
World in Quantum Theory (Springer, Berlin, Germany, 2003).
[297] T. Juffmann, A. Milic, M. Mullneritsch, P. Asenbaum, A. Tsuk-
ernik, J. Tuxen, M. Mayor, O. Cheshnovsky, and M. Arndt, Real-
time single-molecule imaging of quantum interference, Nat. Nano.
7, 297–300 (2012).
[298] D. Kafri and S. Deffner, Holevo’s bound from a gernal quantum
fluctuation theorem, Phys. Rev. A 86, 044302 (2012).
[299] P. Kammerlander and J. Anders, Coherence and measurement in
quantum thermodynamics, Sci. Rep. 6, 22174 (2016).
[300] R. Kawai, J. M. R. Parrondo, and C. Van den Broeck, Dissi-
pation: The Phase-Space Perspective, Phys. Rev. Lett. 98, 080602
(2007).
[301] D. Kielpinski, V. Meyer, M. A. Rowe, C. A. Sackett, W. M. Itano,
C. Monroe, and D. J. Wineland, A Decoherence-Free Quantum
Memory Using Trapped Ions, Science 291, 1013–1015 (2001).
[302] T. D. Kieu, The Second Law, Maxwell’s Demon, and Work Derivable
from Quantum Heat Engines, Phys. Rev. Lett. 93, 140403 (2004).
[303] M. S. Kim, F. A. M. de Oliveira, and P. L. Knight, Properties of
squeezed number states and squeezed thermal states, Phys. Rev. A
40, 2494 (1989).
[304] M. S. Kim, J. Lee, D. Ahn, and P. L. Knight, Entanglement in-
duced by a single-mode heat environment, Phys. Rev. A 65, 040101
(2002).
Bibliography 431
[305] M. Kim, Y. Choi, C. Yoon, W. Choi, J. Kim, Q.-H. Park, and
W. Choi, Maximal energy transport through disordered media with
the implementation of transmission eigenchannels, Nat. Photon. 6,
581–585 (2012).
[306] S. W. Kim, T. Sagawa, S. De Liberato, and M. Ueda, Quantum
Szilard Engine, Phys. Rev. Lett. 106, 070401 (2011).
[307] H. J. Kimble, The quantum internet, Nature 453, 1023–1030 (2008).
[308] E. Knill and R. Laflamme, Power of One Bit of Quantum Informa-
tion, Phys. Rev. Lett. 81, 5672 (1998).
[309] E. Knill, R. Laflamme, and L. Viola, Theory of Quantum Er-
ror Correction for General Noise, Phys. Rev. Lett. 84, 2525–2528
(2000).
[310] M. Kolárˇ, D. Gelbwaser-Klimovsky, R. Alicki, and G. Kurizki,
Quantum Bath Refrigeration towards Absolute Zero: Challenging
the Unattainability Principle, Phys. Rev. Lett. 109, 090601 (2012).
[311] D. Kondepudi and I. Prigogine, Modern Thermodynamics. From
Heat Engines to Dissipative Structures. (John Wiley & Sons, Chich-
ester, England, 1998).
[312] K. Korzekwa, M. Lostaglio, J. Oppenheim, and D. Jennings,
The extraction of work from quantum coherence, New J. Phys. 18,
023045 (2016).
[313] J. V. Koski, T. Sagawa, O.-P. Saira, Y. Yoon, A. Kutvonen, P. Soli-
nas, M. Mottonen, T. Ala-Nissila, and J. P. Pekola, Distribution
of entropy production in a single-electron box, Nat. Phys. 9, 644–
648 (2013).
[314] J. V. Koski, V. F. Maisi, T. Sagawa, and J. P. Pekola, Experimental
Observation of the Role of Mutual Information in the Nonequilib-
rium Dynamics of a Maxwell Demon, Phys. Rev. Lett. 113, 030601
(2014).
[315] J. V. Koski, A. Kutvonen, I. M. Khaymovich, T. Ala-Nissila, and
J. P. Pekola, On-Chip Maxwell’s Demon as an Information-Powered
Refrigerator, Phys. Rev. Lett. 115, 260602 (2015).
[316] J. V. Koski, V. F. Maisi, J. P. Pekola, and D. V. Averin, Experimen-
tal realization of a Szilard engine with a single electron, Proc. Natl.
Acad. Sci. 111, 13786–13789 (2014).
[317] R. Kosloff, Quantum thermodynamics: a dynamical viewpoint, En-
tropy 15, 2100–2128 (2013).
[318] R. Kosloff, E. Geva, and J. M. Gordon, Quantum refrigerators in
quest of the absolute zero, J. Appl. Phys. 87, 8093–8097 (2000).
[319] R. Kosloff, A quantum mechanical open system as a model of a heat
engine, J. Chem. Phys. 80, 1625–1631 (1984).
432 Bibliography
[320] R. Kosloff and A. Levy, Quantum Heat Engines and Refrigerators:
Continuous Devices, Annu. Rev. Phys. Chem. 65, 365–393 (2014).
[321] K. Kraus, A. Böhm, J. D. Dollard, and W. H. Wootters, States,
effects, and operations : fundamental notions of quantum theory, Lec-
ture notes in physics (Springer, Berlin, Germany, 1983).
[322] S. Kullback and R. A. Leibler, On Information and Sufficiency,
Ann. Math. Statist. 22, 79–86 (1951).
[323] J. Kurchan, Fluctuation theorem for stochastic dynamics, J. Phys.
A: Math. Gen. 31, 3719 (1998).
[324] J. Kurchan, A Quantum Fluctuation Theorem, arXiv:cond-mat/0007360
(2000).
[325] P. G. Kwiat, A. J. Berglund, J. B. Altepeter, and A. G. White,
Experimental Verification of Decoherence-Free Subspaces, Science
290, 498–501 (2000).
[326] R. Labouvie, B. Santra, S. Heun, and H. Ott, Bistability in a
Driven-Dissipative Superfluid, Phys. Rev. Lett. 116, 235302 (2016).
[327] D Lacoste and P. Gaspard, Isometric Fluctuation Relations for
Equilibrium States with Broken Symmetry, Phys. Rev. Lett. 113,
240602 (2014).
[328] N. Lambert, Y.-N. Chen, Y.-C. Cheng, C.-M. Li, G.-Y. Chen, and
F. Nori, Quantum biology, Nat. Phys. 9, 10–18 (2013).
[329] R. Landauer, Irreversibility and Heat Generation in the Computing
Process, IBM Journal of Research and Development 5, 183–191
(1961).
[330] T. Langen, S. Erne, R. Geiger, B. Rauer, T. Schweigler, M. Kuh-
nert, W. Rohringer, I. E. Mazets, T. Gasenzer, and J. Schmied-
mayer, Experimental observation of a generalized Gibbs ensemble,
Science 348, 207–211 (2015).
[331] B. P. Lanyon, M. Barbieri, M. P. Almeida, and A. G. White,
Experimental Quantum Computing without Entanglement, Phys.
Rev. Lett. 101, 200501 (2008).
[332] J. L. Lebowitz and H. Spohn, A Gallavotti–Cohen-Type Symmetry
in the Large Deviation Functional for Stochastic Dynamics, J. Stat.
Phys. 95, 333–365 (1999).
[333] H. S. Leff and A. F. Rex, eds., Maxwell’s Demon 2. Entropy, Classi-
cal and Quantum Information, Computing (Taylor & Francis, New
York, USA, 2002).
[334] H. S. Leff, Proof of the Third Law of Thermodynamics for Ising
Ferromagnets, Phys. Rev. A 2, 2368–2370 (1970).
[335] B Leggio, A Napoli, A Messina, and H. P. Breuer, Entropy
production and information fluctuations along quantum trajectories,
Phys. Rev. A 88, 042111 (2013).
Bibliography 433
[336] B. Leggio, B. Bellomo, and M. Antezza, Quantum thermal ma-
chines with single nonequilibrium environments, Phys. Rev. A 91,
012117 (2015).
[337] R. Levine and O. Kafri, Thermodynamic analysis of chemical laser
systems, Chem. Phys. Lett. 27, 175–179 (1974).
[338] A. Levy and R. Kosloff, Quantum Absorption Refrigerator, Phys.
Rev. Lett. 108, 070604 (2012).
[339] A. Levy, R. Alicki, and R. Kosloff, Quantum refrigerators and the
third law of thermodynamics, Phys. Rev. E 85, 061126 (2012).
[340] G.-X. Li, L.-H. Sun, and Z. Ficek, Multi-mode entanglement of N
harmonic oscillators coupled to a non-Markovian reservoir, J. Phys.
B: At. Mol. Opt. Phys. 43, 135501 (2010).
[341] H. Li, J. Zou, W.-L. Yu, B.-M. Xu, J.-G. Li, and B. Shao, Quantum
coherence rather than quantum correlations reflect the effects of a
reservoir on a system’s work capability, Phys. Rev. E 89, 052132
(2014).
[342] N. Li and S. Luo, Classical and quantum correlative capacities of
quantum systems, Phys. Rev. A 84, 042124 (2011).
[343] W. Li, C. Li, and H. Song, Quantum synchronization in an op-
tomechanical system based on Lyapunov control, Phys. Rev. E 93,
062221 (2016).
[344] D. A. Lidar and K. B. Whaley, Decoherence-Free Subspaces and
Subsystems, in Irreversible Quantum Dynamics, Vol. 622, edited
by F. Benatti and R. Floreanini (Springer, Berlin Heidelberg,
Germany, 2003), pp. 83–120.
[345] D. A. Lidar, I. L. Chuang, and K. B. Whaley, Decoherence-Free
Subspaces for Quantum Computation, Phys. Rev. Lett. 81, 2594
(1998).
[346] E. H. Lieb and J. Yngvason, The physics and mathematics of the
second law of thermodynamics, Phys. Rep. 310, 1–96 (1999).
[347] Y. Lin, J. P. Gaebler, F. Reiter, T. R. Tan, R. Bowler, A. S. Sorensen,
D. Leibfried, and D. J. Wineland, Dissipative production of a maxi-
mally entangled steady state of two quantum bits, Nature (London)
504, 415–418 (2013).
[348] G. Lindblad, On the generators of quantum dynamical semigroups,
Comm. Math. Phys. 48, 119–130 (1976).
[349] G. Lindblad, Completely positive maps and entropy inequalities,
Comm. Math. Phys. 40, 147–151 (1975).
[350] N. Linden, S. Popescu, and P. Skrzypczyk, The smallest possible
heat engines, arXiv:1010.6029 (2010).
[351] N. Linden, S. Popescu, A. J. Short, and A. Winter, Quantum
mechanical evolution towards thermal equilibrium, Phys. Rev. E 79,
061103 (2009).
434 Bibliography
[352] N. Linden, S. Popescu, and P. Skrzypczyk, How Small Can Ther-
mal Machines Be? The Smallest Possible Refrigerator, Phys. Rev.
Lett. 105, 130401 (2010).
[353] J. Liphardt, S. Dumont, S. B. Smith, I. Tinoco, and C. Bus-
tamante, Equilibrium Information from Nonequilibrium Measure-
ments in an Experimental Test of Jarzynski’s Equality, Science 296,
1832–1835 (2002).
[354] F. Liu, Calculating work in adiabatic two-level quantum Markovian
master equations: A characteristic function method, Phys. Rev. E
90, 032121 (2014).
[355] F. Liu, Equivalence of two Bochkov-Kuzovlev equalities in quantum
two-level systems, Phys. Rev. E 89, 042122 (2014).
[356] K.-L. Liu and H.-S. Goan, Non-Markovian entanglement dynam-
ics of quantum continuous variable systems in thermal environments,
Phys. Rev. A 76, 022312 (2007).
[357] S. Lloyd and L. Braunstein, Quantum Computation over Contin-
uous Variables, Phys. Rev. Lett. 82, 1784 (1999).
[358] R. Long and W. Liu, Performance of quantum Otto refrigerators
with squeezing, Phys. Rev. E 91, 062137 (2015).
[359] M. Lostaglio, K. Korzekwa, D. Jennings, and T. Rudolph, Quan-
tum Coherence, Time-Translation Symmetry, and Thermodynamics,
Phys. Rev. X 5, 021001 (2015).
[360] R. Loudon and P. L. Knight, Squeezed light, J. Mod. Opt. 34,
709–759 (1987).
[361] E. Y. C. Lu, New coherent states of the electromagnetic field, Lett.
Nuovo Cim. 2, 1241 (1971).
[362] E. Y. C. Lu, Quantum correlations in two-photon amplification, Lett.
Nuovo Cim. 3, 585 (1972).
[363] G. Lüders, Über die Zustandsänderung durch den Meßprozeß [Con-
cerning the state-change due to the measurement process], Ann. Phys.
(Leipzig) 8, 322 (1951), [English translation by K. A. Kirkpatrick,
Ann. Phys. (Leipzig) 15, 633, (2006)].
[364] M. Ludwig and F. Marquardt, Quantum Many-Body Dynamics
in Optomechanical Arrays, Phys. Rev. Lett. 111, 073603 (2013).
[365] S. Luo, Using measurement-induced disturbance to characterize cor-
relations as classical or quantum, Phys. Rev. A 77, 022301 (2008).
[366] D. Luposchainsky, A. C. Barato, and H. Hinrichsen, Strong fluc-
tuation theorem for nonstationary nonequilibrium systems, Phys.
Rev. E 87, 042108 (2013).
[367] V. Madhok and A. Datta, Interpreting quantum discord through
quantum state merging, Phys. Rev. A 83, 032323 (2011).
Bibliography 435
[368] C. Maes, The Fluctuation Theorem as a Gibbs Property, J. Stat.
Phys. 95, 367–392 (1999).
[369] A. S. L. Malabarba, A. J. Short, and P. Kammerlander, Clock-
driven quantum thermal engines, New J. Phys. 17, 045027 (2015).
[370] D. Mandal, H. T. Quan, and C. Jarzynski, Maxwell’s Refrigerator:
An Exactly Solvable Model, Phys. Rev. Lett. 111, 030602 (2013).
[371] G. Manzano, F. Galve, and R. Zambrini, Avoiding dissipation in
a system of three quantum harmonic oscillators, Phys. Rev. A 87,
032114 (2013).
[372] G. Manzano, F. Galve, G.-L. Giorgi, E. Hernández-García, and
R. Zambrini, Synchronization, quantum correlations and entangle-
ment in oscillator networks, Sci. Rep. 3, 1439 (2013).
[373] G. Manzano, F. Galve, R. Zambrini, and J. M. R. Parrondo, En-
tropy production and thermodynamic power of the squeezed thermal
reservoir, Phys. Rev. E 93, 052120 (2016).
[374] G. Manzano, J. M. Horowitz, and J. M. R. Parrondo, Nonequi-
librium potential and fluctuation theorems for quantum maps, Phys.
Rev. E 92, 032129 (2015).
[375] A. Mari and J. Eisert, Cooling by Heating: Very Hot Thermal Light
Can Significantly Cool Quantum Systems, Phys. Rev. Lett. 108,
120602 (2012).
[376] A. Mari, A. Farace, N. Didier, V. Giovannetti, and R. Fazio, Mea-
sures of Quantum Synchronization in Continuous Variable Systems,
Phys. Rev. Lett. 111, 103605 (2013).
[377] M. Mariantoni, F. Deppe, M. R. Gross, F. K. Wilhelm, and E.
Solano, Two-resonator circuit quantum electrodynamics: A super-
conducting quantum switch, Phys. Rev. B 78, 104508 (2008).
[378] M. Mariantoni et al., Photon shell game in three-resonator circuit
quantum electrodynamics, Nat. Phys. 7, 287–293 (2011).
[379] F. Marino, F. S. Cataliotti, A. Farsi, M. S. de Cumis, and F.
Marin, Classical Signature of Ponderomotive Squeezing in a Sus-
pended Mirror Resonator, Phys. Rev. Lett. 104, 073601 (2010).
[380] P. Marte, R. Dum, R. Taïeb, P. D. Lett, and P. Zoller, Quan-
tum wave function simulation of the resonance fluorescence spec-
trum from one-dimensional optical molasses, Phys. Rev. Lett. 71,
1335–1338 (1993).
[381] K. Maruyama, F. Nori, and V. Vedral, Colloquium: The physics
of Maxwell’s demon and information, Rev. Mod. Phys. 81, 1–23
(2009).
[382] L. Masanes and J. Oppenheim, A derivation (and quantification)
of the third law of thermodynamics, arXiv:1412.3828 (2016).
436 Bibliography
[383] E. Massoni and M. Orszag, Squeezing transfer from vibrations to
a cavity field in an ion-trap laser, Opt. Commun. 190, 239–243
(2001).
[384] M. H. Matheny, M. Grau, L. G. Villanueva, R. B. Karabalin, M.
C. Cross, and M. L. Roukes, Phase Synchronization of Two Anhar-
monic Nanomechanical Oscillators, Phys. Rev. Lett. 112, 014101
(2014).
[385] J. Maziero, L. C. Céleri, R. M. Serra, and V. Vedral, Classical and
quantum correlations under decoherence, Phys. Rev. A 80, 044102
(2009).
[386] L. Mazzola, J. Piilo, and S. Maniscalco, Sudden Transition be-
tween Classical and Quantum Decoherence, Phys. Rev. Lett. 104,
200401 (2010).
[387] L. Mazzola, G. De Chiara, and M. Paternostro, Measuring the
Characteristic Function of the Work Distribution, Phys. Rev. Lett.
110, 230602 (2013).
[388] D. P. S. McCutcheon, A. Nazir, S. Bose, and A. J. Fisher, Long-
lived spin entanglement induced by a spatially correlated thermal
bath, Phys. Rev. A 80, 022337 (2009).
[389] D. M. Meekhof, C. Monroe, B. E. King, W. M. Itano, and D. J.
Wineland, Erratum: Generation of Nonclassical Motional States of
a Trapped Atom, Phys. Rev. Lett. 77, 2346 (1996).
[390] D. M. Meekhof, C. Monroe, B. E. King, W. M. Itano, and D. J.
Wineland, Generation of Nonclassical Motional States of a Trapped
Atom, Phys. Rev. Lett. 76, 1796 (1996).
[391] N. Merhav and Y. Kafri, Statistical properties of entropy produc-
tion derived from fluctuation theorems, J. Stat. Mech.: Theor. Exp.,
P12022 (2010).
[392] M. T. Mitchison, M. P. Woods, J. Prior, and M. Huber, Coherence-
assisted single-shot cooling by quantum absorption refrigerators, New
J. Phys. 17, 115013 (2015).
[393] M. T. Mitchison, M. Huber, J. Prior, M. P. Woods, and M. B.
Plenio, Realising a quantum absorption refrigerator with an atom-
cavity system, Quantum Science and Technology 1, 015001 (2016).
[394] K. Modi, A. Brodutch, H. Cable, T. Paterek, and V. Vedral,
The classical-quantum boundary for correlations: Discord and related
measures, Rev. Mod. Phys. 84, 1655–1707 (2012).
[395] M. H. Mohammady, M. Mohseni, and Y. Omar, Minimising the
heat dissipation of quantum information erasure, New J. Phys. 18,
015011 (2016).
[396] K. Mølmer, Y. Castin, and J. Dalibard, Monte Carlo wave-function
method in quantum optics, J. Opt. Soc. Am. B 10, 524–538 (1993).
Bibliography 437
[397] T. Monnai, Unified treatment of the quantum fluctuation theorem
and the Jarzynski equality in terms of microscopic reversibility, Phys.
Rev. E 72, 027102 (2005).
[398] T. Monz et al., Realization of Universal Ion-Trap Quantum Compu-
tation with Decoherence-Free Qubits, Phys. Rev. Lett. 103, 200503
(2009).
[399] Y. Morikuni and H. Tasaki, Quantum Jarzynski-Sagawa-Ueda Re-
lations, J. Stat. Phys. 143, 1–10 (2011).
[400] S. Mukamel, Quantum Extension of the Jarzynski Relation: Anal-
ogy with Stochastic Dephasing, Phys. Rev. Lett. 90, 170604 (2003).
[401] K. W. Murch, S. J. Weber, C. Macklin, and I. Siddiqi, Observ-
ing single quantum trajectories of a superconducting quantum bit,
Nature 502, 211–214 (2013).
[402] W. Nagourney, J. Sandberg, and H. Dehmelt, Shelved optical
electron amplifier: Observation of quantum jumps, Phys. Rev. Lett.
56, 2797–2799 (1986).
[403] A. Naik, O. Buu, M. D. LaHaye, A. D. Armour, A. A. Clerk,
M. P. Blencowe, and K. C. Schwab, Cooling a nanomechanical
resonator with quantum back-action, Nature 443, 193–196 (2006).
[404] W. Nernst, The new heat theorem, its foundations in theory and
experiment, translated by G. Barr (Methuen & Co., London, UK,
1926).
[405] N. H. Y. Ng, L. Mancˇinska, C. Cirstoiu, J. Eisert, and S. Wehner,
Limits to catalysis in quantum thermodynamics, New J. Phys. 17,
085004 (2015).
[406] W. Niedenzu, D. Gelbwaser-Klimovsky, A. G. Kofman, and G.
Kurizki, On the operation of machines powered by quantum non-
thermal baths, New J. Phys. 18, 083012 (2016).
[407] M. A. Nielsen, Characterizing mixing and measurement in quan-
tum mechanics, Phys. Rev. A 63, 022114 (2001).
[408] M. A. Nielsen and I. L. Chuang, Quantum Computation and
Quantum Information (Cambridge University Press, Cambridge,
UK, 2000).
[409] A. O. Niskanen, Y. Nakamura, and J. P. Pekola, Information en-
tropic superconducting microcooler, Phys. Rev. B 76, 174523 (2007).
[410] J. Nokkala, F. Galve, R. Zambrini, S. Maniscalco, and J. Piilo,
Complex quantum networks as structured environments: engineer-
ing and probing, Sci. Rep. 6, 26861 (2016).
[411] R. F. O’connell, Does the Third Law of Thermodynamics Hold in
the Quantum Regime? J. Stat. Phys. 124, 15–23 (2006).
[412] H. Ollivier and W. H. Zurek, Quantum discord: A measure of the
quantumness of correlations, Phys. Rev. Lett. 88, 017901 (2001).
438 Bibliography
[413] Y. Oono and M. Paniconi, Steady State Thermodynamics, Prog.
Theor. Phys. Supplement 130, 29–44 (1998).
[414] J. Oppenheim, M. Horodecki, P. Horodecki, and R. Horodecki,
Thermodynamical Approach to Quantifying Quantum Correlations,
Phys. Rev. Lett. 89, 180402 (2002).
[415] C. Orzel, A. K. Tuchman, M. L. Fenselau, M. Yasuda, and M. A.
Kasevich, Squeezed States in a Bose-Einstein Condensate, Science
291, 2386–2389 (2001).
[416] A. Osterloh, L. Amico, G. Falci, and R. Fazio, Scaling of entan-
glement close to a quantum phase transition, Nature 416, 608–610
(2002).
[417] J. P. Palao and R. Kosloff, Quantum thermodynamic cooling cycle,
Phys. Rev. E 64, 056130 (2001).
[418] G. M. Palma, K.-A. Suominen, and A. K. Ekert, Quantum Com-
puters and Dissipation, Proc. Roy. Soc. Lon. A 452, 567 (1996).
[419] G. Panitchayangkoon, D. V. Voronine, D. Abramavicius, J. R.
Caram, N. H. C. Lewis, S. Mukamel, and G. S. Engel, Direct ev-
idence of quantum transport in photosynthetic light-harvesting com-
plexes, Proc. Natl. Acad. Sci. 108, 20908–20912 (2011).
[420] J. J. Park, K.-H. Kim, T. Sagawa, and S. W. Kim, Heat Engine
Driven by Purely Quantum Information, Phys. Rev. Lett. 111, 230402
(2013).
[421] J. M. R. Parrondo, The Szilard engine revisited: Entropy, macro-
scopic randomness, and symmetry breaking phase transitions, Chaos
11, 725–733 (2001).
[422] J. M. R. Parrondo, C. Van den Broeck, and R. Kawai, Entropy
production and the arrow of time, New J. Phys. 11, 073008 (2009).
[423] J. M. R. Parrondo, J. M. Horowitz, and T. Sagawa, Thermody-
namics of information, Nat. Phys. 11, 131–139 (2015).
[424] M. H. Partovi, Quantum thermodynamics, Phys. Lett. A 137, 440–
444 (1989).
[425] H. Paul, Induzierte Emission bei starker Einstrahlung, Ann. Phys.
(Leipzig) 11, 411–412 (1963).
[426] J. P. Paz and A. J. Roncaglia, Dynamics of the Entanglement be-
tween Two Oscillators in the Same Environment, Phys. Rev. Lett.
100, 220401 (2008).
[427] J. P. Paz and A. J. Roncaglia, Dynamical phases for the evolution
of the entanglement between two oscillators coupled to the same en-
vironment, Phys. Rev. A 79, 032102 (2009).
[428] J. P. Pekola, P. Solinas, A. Shnirman, and D. V. Averin, Calori-
metric measurement of work in a quantum system, New J. Phys. 15,
115006 (2013).
Bibliography 439
[429] M. Perarnau-Llobet, K. V. Hovhannisyan, M. Huber, P. Skrzypczyk,
N. Brunner, and A. Acín, Extractable Work from Correlations,
Phys. Rev. X 5, 041011 (2015).
[430] A. Peres, Separability Criterion for Density Matrices, Phys. Rev.
Lett. 77, 1413 (1996).
[431] J. P. S. Peterson, R. S. Sarthour, A. M. Souza, I. S. Oliveira,
J. Goold, K. Modi, D. O. Soares-Pinto, and L. C. Céleri, Ex-
perimental demonstration of information to energy conversion in a
quantum system at the Landauer limit, Proc. Roy. Soc. Lon. A 472,
20150813 (2016).
[432] W. D. Phillips, Nobel Lecture: Laser cooling and trapping of neutral
atoms, Rev. Mod. Phys. 70, 721–741 (1998).
[433] A. Pikovsky, M. Rosenblum, and J. Kurths, Synchronization. A
Universal Concept in Nonlinear Sciences. (Cambridge University
Press, Cambridge, UK, 2001).
[434] S. Pirandola, Quantum discord as a resource for quantum cryptog-
raphy, Sci. Rep. 4, 06956 (2014).
[435] J.-M. Pirkkalainen, E. Damskägg, M. Brandt, F. Massel, and M.
A. Sillanpää, Squeezing of Quantum Noise of Motion in a Microme-
chanical Resonator, Phys. Rev. Lett. 115, 243601 (2015).
[436] J. J. Pla, K. Y. Tan, J. P. Dehollain, W. H. Lim, J. J. L. Morton, F.
A. Zwanenburg, D. N. Jamieson, A. S. Dzurak, and A. Morello,
High-fidelity readout and control of a nuclear spin qubit in silicon,
Nature 496, 334–338 (2013).
[437] M. Planck, The Theory of Heat Radiation, translated by M. Ma-
sius (P. Blakiston’s Son & Co., Philadelphia, USA, 1914).
[438] M. B. Plenio and P. L. Knight, The quantum-jump approach to
dissipative dynamics in quantum optics, Rev. Mod. Phys. 70, 101–
144 (1998).
[439] D. Poletti, J.-S. Bernier, A. Georges, and C. Kollath, Interaction-
Induced Impeding of Decoherence and Anomalous Diffusion, Phys.
Rev. Lett. 109, 045302 (2012).
[440] E. S. Polzik, The squeeze goes on, Nature 453, 45–46 (2008).
[441] M. A. de Ponte, S. S. Mizrahi, and M. H. Y. Moussa, State pro-
tection under collective damping and diffusion, Phys. Rev. A 84,
012331 (2011).
[442] S. Popescu, A. J. Short, and A. Winter, Entanglement and the
foundations of statistical mechanics, Nat. Phys. 2, 754–758 (2006).
[443] J. F. Poyatos, J. I. Cirac, and P. Zoller, Quantum Reservoir Engi-
neering with Laser Cooled Trapped Ions, Phys. Rev. Lett. 77, 4728–
4731 (1996).
440 Bibliography
[444] J. S. Prauzner-Bechcicki, Two-mode squeezed vacuum state coupled
to the common thermal reservoir, J. Phys. A: Math. Gen. 37, L173
(2004).
[445] T. Prosen and I. Pižorn, Quantum Phase Transition in a Far-from-
Equilibrium Steady State of an XY Spin Chain, Phys. Rev. Lett. 101,
105701 (2008).
[446] J Prost, J. F. Joanny, and J. M. R. Parrondo, Generalized Fluctuation-
Dissipation Theorem for Steady-State Systems, Phys. Rev. Lett. 103,
090601 (2009).
[447] W. Pusz and S. L. Woronowicz, Passive states and KMS states
for general quantum systems, Comm. Math. Phys. 58, 273–290
(1978).
[448] H. T. Quan, Quantum thermodynamic cycles and quantum heat
engines. II., Phys. Rev. E 79, 041129 (2009).
[449] H. T. Quan, P. Zhang, and C. P. Sun, Quantum-classical tran-
sition of photon-Carnot engine induced by quantum decoherence,
Phys. Rev. E 73, 036122 (2006).
[450] H. T. Quan, Y.-x. Liu, C. P. Sun, and F. Nori, Quantum thermo-
dynamic cycles and quantum heat engines, Phys. Rev. E 76, 031105
(2007).
[451] J. M. Raimond, M. Brune, and S. Haroche, Reversible Decoher-
ence of a Mesoscopic Superposition of Field States, Phys. Rev. Lett.
79, 1964 (1997).
[452] A. K. Rajagopal and R. W. Rendell, Decoherence, correlation, and
entanglement in a pair of coupled quantum dissipative oscillators,
Phys. Rev. A 63, 022116 (2001).
[453] A. E. Rastegin, Non-equilibirum equalities with unital quantum
channels, J. Stat. Mech.: Theor. Exp., P06016 (2013).
[454] A. E. Rastegin and K. Z˙yczkowski, Jarzynski equality for quan-
tum stochastic maps, Phys. Rev. E 89, 012127 (2014).
[455] J. W. S. Rayleigh, The Theory of Sound (Dover Publishers, New
York, USA, 1945).
[456] D. Reeb and M. M. Wolf, An improved Landauer principle with
finite-size corrections, New J. Phys. 16, 103011 (2014).
[457] J. H. Reina, L. Quiroga, and N. F. Johnson, Decoherence of quan-
tum registers, Phys. Rev. A 65, 032326 (2002).
[458] Y. Rezek, P. Salamon, K. H. Hoffmann, and R. Kosloff, The
quantum refrigerator: The quest for absolute zero, Europhys. Lett.
85, 30008 (2009).
[459] Y. Rezek and R. Kosloff, Irreversible performance of a quantum
harmonic heat engine, New J. Phys. 8, 83 (2006).
Bibliography 441
[460] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii, Relaxation
in a Completely Integrable Many-Body Quantum System: An Ab
Initio Study of the Dynamics of the Highly Excited States of 1D
Lattice Hard-Core Bosons, Phys. Rev. Lett. 98, 050405 (2007).
[461] M. Rigol, V. Dunjko, and M. Olshanii, Thermalization and its
mechanism for generic isolated quantum systems, Nature 452, 854–
858 (2008).
[462] S. Ritter, C. Nölleke, C. Hahn, A. Reiserer, A. Neuzner, M.
Uphoff, M. Mücke, E. Figueroa, J. Bochmann, and G. Rempe,
An elementary quantum network of single atoms in optical cavities,
Nature 484, 195–200 (2012).
[463] A. Rivas and S. F. Huelga, Open Quantum Systems : An Introduc-
tion (Springer, Berlin Heidelberg, Germany, 2012).
[464] A. Rivas, S. F. Huelga, and M. B. Plenio, Quantum non-Markovianity:
characterization, quantification and detection, Rep. Prog. Phys. 77,
094001 (2014).
[465] H. P. Robertson, The Uncertainty Principle, Phys. Rev. 34, 163–
164 (1929).
[466] D. W. Robinson, The ground state of the Bose gas, Comm. Math.
Phys. 1, 159–174 (1965).
[467] T. Rocheleau, T. Ndukum, C. Macklin, J. B. Hertzberg, A. A.
Clerk, and K. C. Schwab, Preparation and detection of a mechan-
ical resonator near the ground state of motion, Nature 463, 72–75
(2010).
[468] E. Roldan, I. A. Martinez, J. M. R. Parrondo, and D. Petrov, Uni-
versal features in the energetics of symmetry breaking, Nat. Phys.
10, 457–461 (2014).
[469] M. Rosenblum and A. Pikovsky, Synchronization: from pendu-
lum clocks to chaotic lasers and chemical oscillators, Contemporay
Physics 44, 4011–416 (2003).
[470] J. Roßnagel, O. Abah, F. Schmidt-Kaler, K. Singer, and E. Lutz,
Nanoscale Heat Engine Beyond the Carnot Limit, Phys. Rev. Lett.
112, 030602 (2014).
[471] J. Roßnagel, S. T. Dawkins, K. N. Tolazzi, O. Abah, E. Lutz, F.
Schmidt-Kaler, and K. Singer, A single-atom heat engine, Science
352, 325–329 (2016).
[472] A. Roulet, S. Nimmrichter, J. M. Arrazola, and V. Scarani, Au-
tonomous Rotor Heat Engine, arXiv:1609.06011 (2016).
[473] T. Sagawa, Second law-like inequalitites with quantum relative en-
tropy: An introduction, in Lectures on quantum computing, thermo-
dynamics and statistical physics, Vol. 8, edited by M. Nakahara,
Kinki University Series on Quantum Computing (World Scien-
tific, New Jersey, USA, 2013).
442 Bibliography
[474] T. Sagawa and M. Ueda, Second Law of Thermodynamics with
Discrete Quantum Feedback Control, Phys. Rev. Lett. 100, 080403
(2008).
[475] T. Sagawa and M. Ueda, Minimal Energy Cost for Thermody-
namic Information Processing: Measurement and Information Era-
sure, Phys. Rev. Lett. 102, 250602 (2009).
[476] T. Sagawa and M. Ueda, Generalized Jarzynski Equality under
Nonequilibrium Feedback Control, Phys. Rev. Lett. 104, 090602
(2010).
[477] T. Sagawa and M. Ueda, Erratum: Minimal Energy Cost for Ther-
modynamic Information Processing: Measurement and Information
Erasure [Phys. Rev. Lett. 102 , 250602 (2009)], Phys. Rev. Lett.
106, 189901 (2011).
[478] T. Sagawa and M. Ueda, Role of mutual information in entropy
production under information exchanges, New J. Phys. 15, 125012
(2013).
[479] O.-P. Saira, Y. Yoon, T. Tanttu, M. Möttönen, D. V. Averin, and
J. P. Pekola, Test of the Jarzynski and Crooks Fluctuation Relations
in an Electronic System, Phys. Rev. Lett. 109, 180601 (2012).
[480] K. Saito and A. Dhar, Fluctuation Theorem in Quantum Heat Con-
duction, Phys. Rev. Lett. 99, 180601 (2007).
[481] K. Saito and Y. Utsumi, Symmetry in full counting statistics, fluc-
tuation theorem, and relations among nonlinear transport coefficients
in the presence of a magnetic field, Phys. Rev. B 78, 115429 (2008).
[482] D. Salgado, J. L. Sánchez-Gómez, and M. Ferrero, Evolution of
any finite open quantum system always admits a Kraus-type repre-
sentation, although it is not always completely positive, Phys. Rev.
A 70, 054102 (2004).
[483] L. Sanchez-Palencia and M. Lewenstein, Disordered quantum
gases under control, Nat. Phys. 6, 87–95 (2010).
[484] L. F. Santos, A. Polkovnikov, and M. Rigol, Entropy of Isolated
Quantum Systems after a Quench, Phys. Rev. Lett. 107, 040601
(2011).
[485] T. Sauter, W. Neuhauser, R. Blatt, and P. E. Toschek, Observa-
tion of Quantum Jumps, Phys. Rev. Lett. 57, 1696–1698 (1986).
[486] V. Scarani, M. Ziman, P. Stelmachovic, N. Gisin, and V. Buzek,
Thermalizing Quantum Machines: Dissipation and Entanglement,
Phys. Rev. Lett. 88, 097905 (2002).
[487] P. Schindler, M. Muller, D. Nigg, J. T. Barreiro, E. A. Martinez,
M. Hennrich, T. Monz, S. Diehl, P. Zoller, and R. Blatt, Quan-
tum simulation of dynamical maps with trapped ions, Nat. Phys. 9,
361–367 (2013).
Bibliography 443
[488] W. P. Schleich, Quantum Optics in Phase Space (Wiley-VCH, Berlin,
Germany, 2001).
[489] M. Schlosshauer, Decoherence, the measurement problem, and in-
terpretations of quantum mechanics, Rev. Mod. Phys. 76, 1267
(2005).
[490] M. Schlosshauer, Decoherence and the Quantum-to-Classical Tran-
sition (Springer, Berlin Heidelberg, Germany, 2008).
[491] M. Schlüter and L. J. Sham, Density functional theory, Physics
Today 35, 36–43 (1982).
[492] S. Schneider and G. J. Milburn, Entanglement in the steady state
of a collective-angular-momentum (Dicke) model, Phys. Rev. A 65,
042107 (2002).
[493] E. Schrödinger, An Undulatory Theory of the Mechanics of Atoms
and Molecules, Physical Review 28, 1049 (1926).
[494] E. Schrödinger, Die gegenwärtige Situation in der Quantenmechanik
[The present situation in quantum mechanics], Naturwissenschaften
23, 844 (1935), [English translation in Ref. [580], pp. 152-168].
[495] E. Schrödinger, Are there quantum jumps? Part I, The British
Journal for the Philosophy of science 3, 109–123 (1952).
[496] E. Schrödinger, Are there quantum jumps? Part II, The British
Journal for the Philosophy of Science 3, 233–242 (1952).
[497] H. E. D. Scovil and E. O. Schulz-DuBois, Three-Level Masers as
Heat Engines, Phys. Rev. Lett. 2, 262 (1959).
[498] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge
University Press, Cambridge, UK, 1997).
[499] M. O. Scully, M. S. Zubairy, G. S. Agarwal, and H. Walther,
Extracting work from a single heat bath via vanishing quantum co-
herence, Science 299, 862–864 (2003).
[500] M. O. Scully, K. R. Chapin, K. E. Dorfman, M. B. Kim, and
A. Svidzinsky, Quantum heat engine power can be increased by
noise-induced coherence, Proc. Natl. Acad. Sci. 108, 15097–15100
(2011).
[501] M. O. Scully, Extracting Work from a Single Thermal Bath via
Quantum Negentropy, Phys. Rev. Lett. 87, 220601 (2001).
[502] M. O. Scully, Quantum Photocell: Using Quantum Coherence to
Reduce Radiative Recombination and Increase Efficiency, Phys. Rev.
Lett. 104, 207701 (2010).
[503] U. Seifert, Stochastic thermodynamics: principles and perspectives,
Eur. Phys. J. B 64, 423–431 (2008).
[504] U. Seifert, Entropy Production along a Stochastic Trajectory and an
Integral Fluctuation Theorem, Phys. Rev. Lett. 95, 040602 (2005).
444 Bibliography
[505] U. Seifert, Stochastic thermodynamics, fluctuation theorems and
molecular machines, Rep. Prog. Phys. 75, 126001 (2012).
[506] K. Sekimoto, Stochastic Energetics (Springer, NewYork, 2010).
[507] A. Serafini, A. Retzker, and M. B. Plenio, Manipulating the quan-
tum information of the radial modes of trapped ions: linear phonon-
ics, entanglement generation, quantum state transmission and non-
locality tests, New J. Phys. 11, 023007 (2009).
[508] A. Serafini, F. Illuminati, M. G. A. Paris, and S. De Siena, Entan-
glement and purity of two-mode Gaussian states in noisy channels,
Phys. Rev. A 69, 022318 (2004).
[509] R. M. Shelby, M. D. Levenson, S. H. Perlmutter, R. G. DeVoe,
and D. F. Walls, Broad-Band Parametric Deamplification of Quan-
tum Noise in an Optical Fiber, Phys. Rev. Lett. 57, 691 (1986).
[510] S.-B. Shim, M. Imboden, and P. Mohanty, Synchronized Oscilla-
tion in Coupled Nanomechanical Oscillators, Science 316, 95 (2007).
[511] A. J. Short and T. C. Farrelly, Quantum equilibration in finite time,
New J. Phys. 14, 013063 (2012).
[512] R. Silva, P. Skrzypczyk, and N. Brunner, Small quantum absorp-
tion refrigerator with reversed couplings, Phys. Rev. E 92, 012136
(2015).
[513] R. Silva, G. Manzano, P. Skrzypczyk, and N. Brunner, Perfor-
mance of autonomous quantum thermal machines: Hilbert space di-
mension as a thermodynamical resource, Phys. Rev. E 94, 032120
(2016).
[514] P. Skrzypczyk, N. Brunner, N. Linden, and S. Popescu, The
smallest refrigerators can reach maximal efficiency, J. Phys. A: Math.
Theor. 44, 492002 (2011).
[515] P. Skrzypczyk, A. J. Short, and S. Popescu, Work extraction and
thermodynamics for individual quantum systems, Nat. Commun.
5, 4185 (2014).
[516] P. Skrzypczyk, R. Silva, and N. Brunner, Passivity, complete pas-
sivity, and virtual temperatures, Phys. Rev. E 91, 052133 (2015).
[517] R. E. Slusher, L. W. Hollberg, B. Yurke, J. C. Mertz, and J. F. Val-
ley, Observation of Squeezed States Generated by Four-Wave Mix-
ing in an Optical Cavity, Phys. Rev. Lett. 55, 2409 (1985).
[518] R. E. Slusher, L. W. Hollberg, B. Yurke, J. C. Mertz, and J. F.
Valley, Erratum: Observation of Squeezed States Generated by Four-
Wave Mixing in an Optical Cavity, Phys. Rev. Lett. 56, 788 (1986).
[519] E. Solano-Carrillo and A. J. Millis, Theory of entropy production
in quantum many-body systems, Phys. Rev. B 93, 224305 (2016).
[520] P. Solinas, D. V. Averin, and J. P. Pekola, Work and its fluctua-
tions in a driven quantum system, Phys. Rev. B 87, 060508 (2013).
Bibliography 445
[521] A. M. Souza, D. O. Soares-Pinto, R. S. Sarthour, I. S. Oliveira,
M. S. Reis, P. Brandão, and A. M. dos Santos, Entanglement and
Bell’s inequality violation above room temperature in metal carboxy-
lates, Phys. Rev. B 79, 054408 (2009).
[522] T. Speck and U. Seifert, Integral fluctuation theorem for the house-
keeping heat, J. Phys. A: Math. Gen. 38, L581–L588 (2005).
[523] H. Spohn, An algebraic condition for the approach to equilibrium of
an open N-level system, Lett. Math. Phys. 2, 33–38 (1977).
[524] H. Spohn, Entropy production for quantum dynamical semigroups,
J. Math. Phys. 19, 1227–1230 (1978).
[525] H. Spohn and J. L. Lebowitz, Irreversible thermodynamics for
quantum systems weakly coupled to thermal reservoirs, in Advances
in Chemical Physics: For Ilya Prigogine, Vol. 38, edited by S. A.
Rice (John Wiley & Sons, Hoboken, USA, 1978).
[526] R. Srikanth and S. Banerjee, Squeezed generalized amplitude damp-
ing channel, Phys. Rev. A 77, 012318 (2008).
[527] W. F. Stinespring, Positive Functions on C*-Algebras, Proc. Am.
Math. Soc. 6, 211–316 (1955).
[528] D. Stoler, Equivalence Classes of Minimum Uncertainty Packets,
Phys. Rev. D 1, 3217 (1970).
[529] D. Stoler, Equivalence Classes of Minimum-Uncertainty Packets. II,
Phys. Rev. D 4, 1925 (1971).
[530] A. Streltsov, H. Kampermann, and D. Bruß, Behavior of Quan-
tum Correlations under Local Noise, Phys. Rev. Lett. 107, 170502
(2011).
[531] S. H. Strogatz, Nonlinear Dynamics and Chaos: With Applications
to Physics, Biology, Chemistry, and Engineering (Westview Press,
Colorado, USA, 2001).
[532] S. Suomela, J. Salmilehto, I. G. Savenko, T. Ala-Nissila, and M.
Möttönen, Fluctuations of work in nearly adiabatically driven open
quantum systems, Phys. Rev. E 91, 022126 (2015).
[533] S. Suomela, A. Kutvonen, and T. Ala-Nissila, Quantum jump
model for a system with a finite-size environment, Phys. Rev. E 93,
062106 (2016).
[534] K. Szczygielski, D. Gelbwaser-Klimovsky, and R. Alicki, Marko-
vian master equation and thermodynamics of a two-level system in a
strong laser field, Phys. Rev. E 87, 012120 (2013).
[535] L. Szilárd, Ober die Enfropieuerminderung in einem thermodynamis-
chen System bei Eingrifen intelligenter Wesen [On the decrease of
entropy in a thermodynamic system by the intervention of intelli-
gent beings], Zeitschrift fur Physik 53, 840–856 (1929), [English
translation in Ref. [333], pp. 110-119].
446 Bibliography
[536] P. Talkner and P. Hänggi, The Tasaki–Crooks quantum fluctuation
theorem, J. Phys. A: Math. Theor. 40, F569–F571 (2007).
[537] P. Talkner, E. Lutz, and P. Hänggi, Fluctuation theorems: Work is
not an observable, Phys. Rev. E 75, 050102 (2007).
[538] P. Talkner, P. Hänggi, and M. Morillo, Microcanonical quantum
fluctuation theorems, Phys. Rev. E 77, 051131 (2008).
[539] P. Talkner, M. Campisi, and P. Hänggi, Fluctuation theorems in
driven open quantum systems, J. Stat. Mech.: Theor. Exp., P02025
(2009).
[540] H. Tasaki, Jarzynski Relations for Quantum Systems and Some Ap-
plications, arXiv:cond-mat/0009244 (2000).
[541] B. M. Terhal and D. P. Di Vincenzo, Problem of equilibration and
the computation of correlation functions on a quantum computer,
Phys. Rev. A 61, 022301 (2000).
[542] D. V. Thourhout and J. Roels, Optomechanical device actuation
through the optical gradient force, Nat. Photon. 4, 211–217 (2010).
[543] F. Ticozzi and L. Viola, Quantum resources for purification and
cooling: fundamental limits and opportunities, Sci. Rep. 4, 5192
(2014).
[544] C. Tietz, S. Schuler, T. Speck, U. Seifert, and J. Wrachtrup, Mea-
surement of Stochastic Entropy Production, Phys. Rev. Lett. 97,
050602 (2006).
[545] D. M. Ton, L. C. Kwek, C. H. Oh, J.-L. Chen, and L. Ma, Operator-
sum representation of time-dependent density operators and its appli-
cations, Phys. Rev. A 69, 054102 (2004).
[546] E. Torrontegui, S. Ibáñez, S. Martínez-Garaot, M. Modugno, A.
del Campo, D. Guéry-Odelin, A. Ruschhaupt, X. Chen, and
J. G. Muga, Chapter 2 - Shortcuts to Adiabaticity, in Advances in
Atomic, Molecular, and Optical Physics, Vol. 62, edited by P. R. B.
Ennio Arimondo and C. C. Lin, Advances In Atomic, Molecu-
lar, and Optical Physics (Academic Press, 2013), pp. 117–169.
[547] G. Tóth, Entanglement witnesses in spin models, Phys. Rev. A 71,
010301(R) (2005).
[548] S. Toyabe, T. Sagawa, M. Ueda, E. Muneyuki, and M. Sano, Ex-
perimental demonstration of information-to-energy conversion and
validation of the generalized Jarzynski equality, Nat. Phys. 6, 988–
992 (2010).
[549] W. G. Unruh, Maintaining coherence in quantum computers, Phys.
Rev. A 51, 992–997 (1995).
[550] R. Uzdin, A. Levy, and R. Kosloff, Equivalence of Quantum Heat
Machines, and Quantum-Thermodynamic Signatures, Phys. Rev. X
5, 031044 (2015).
Bibliography 447
[551] J. A. Vaccaro and S. M. Barnett, Information erasure without an
energy cost, Proc. Roy. Soc. Lon. A 467, 1770–1778 (2011).
[552] H. Vahlbruch, M. Mehmet, S. Chelkowski, B. Hage, A. Franzen,
N. Lastzka, S. Goßler, K. Danzmann, and R. Schnabel, Observa-
tion of Squeezed Light with 10-dB Quantum-Noise Reduction, Phys.
Rev. Lett. 100, 033602 (2008).
[553] H. Vahlbruch, M. Mehmet, K. Danzmann, and R. Schnabel,
Detection of 15 dB Squeezed States of Light and their Application for
the Absolute Calibration of Photoelectric Quantum Efficiency, Phys.
Rev. Lett. 117, 110801 (2016).
[554] A. A. Valido, L. A. Correa, and D. Alonso, Gaussian tripartite
entanglement out of equilibrium, Phys. Rev. A 88, 012309 (2013).
[555] A. N. Vamivakas, C.-Y. Lu, C. Matthiesen, Y. Zhao, S. Falt, A.
Badolato, and M. Atature, Observation of spin-dependent quan-
tum jumps via quantum dot resonance fluorescence, Nature 467,
297–300 (2010).
[556] C. Van den Broeck and M. Esposito, Three faces of the second law.
II. Fokker-Planck formulation, Phys. Rev. E 82, 011144 (2010).
[557] V. Vedral, M. B. Plenio, M. A. Rippin, and P. L. Knight, Quan-
tifiying Entanglement, Phys. Rev. Lett. 78, 2275 (1997).
[558] V. Vedral, The role of relative entropy in quantum information the-
ory, Rev. Mod. Phys. 74, 197 (2002).
[559] B. P. Venkatesh, G. Watanabe, and P. Talkner, Transient quantum
fluctuation theorems and generalized measurements, New J. Phys.
16, 015032 (2014).
[560] D. Venturelli, R. Fazio, and V. Giovannetti, Minimal Self-Contained
Quantum Refrigeration Machine Based on Four Quantum Dots, Phys.
Rev. Lett. 110, 256801 (2013).
[561] P. Verlot, A. Tavernarakis, T. Briant, P.-F. Cohadon, and A. Hei-
dmann, Backaction Amplification and Quantum Limits in Optome-
chanical Measurements, Phys. Rev. Lett. 104, 133602 (2010).
[562] F. Verstraete, M. M. Wolf, and J. I. Cirac, Quantum computation
and quantum-state engineering driven by dissipation, Nat. Phys. 5,
633–636 (2009).
[563] G. Vidal and R. F. Werner, Computable measure of entanglement,
Phys. Rev. A 65, 032314 (2002).
[564] M. D. Vidrighin, O. Dahlsten, M. Barbieri, M. S. Kim, V. Vedral,
and I. A. Walmsley, Photonic Maxwell’s Demon, Phys. Rev. Lett.
116, 050401 (2016).
[565] S. Vinjanampathy and J. Anders, Quantum thermodynamics, Con-
temp. Phys. 57, 1–35 (2016).
448 Bibliography
[566] L. Viola, E. M. Fortunato, M. A. Pravia, E. Knill, R. Laflamme,
and D. G. Cory, Experimental Realization of Noiseless Subsys-
tems for Quantum Information Processing, Science 293, 2059–2063
(2001).
[567] J. Von Neumann, John Von Neumann Collected Works (6 volume
set), edited by A. H. Traub (Pergamon Press, Oxford, UK, 1961).
[568] J. Von Neumann, Wahrscheinlichkeitstheoretischer Aufbau der Quan-
tenmechanik [Probabilistic structure of quantum mechanics], Göt-
tinger Nachrichten 10, 245–272 (1927), [English translation in
Ref. [567], pp. 208-235].
[569] J. Von Neumann, Mathematical Foundations of Quantum Mechan-
ics, translated by R. T. Geyer (Princeton University Press, Prin-
centon, USA, 1955).
[570] D. F. Walls, Squeezed states of light, Nature 306, 141–146 (1983).
[571] G. Watanabe, B. P. Venkatesh, and P. Talkner, Generalized energy
measurements and modified transient quantum fluctuation theorems,
Phys. Rev. E 89, 052116 (2014).
[572] G. Watanabe, B. P. Venkatesh, P. Talkner, M. Campisi, and P.
Hänggi, Quantum fluctuation theorems and generalized measure-
ments during the force protocol, Phys. Rev. E 89, 032114 (2014).
[573] S. J. Weber, A. Chantasri, J. Dressel, A. N. Jordan, K. W. Murch,
and I. Siddiqi, Mapping the optimal route between two quantum
states, Nature 511, 570–573 (2014).
[574] P. F. Weck, A. Safavi-Naini, P. Rabl, and H. R. Sadeghpour, Er-
ratum: Microscopic model of electric-field-noise heating in ion traps,
Phys. Rev. A 84, 069901 (2011).
[575] P. F. Weck, A. Safavi-Naini, P. Rabl, and H. R. Sadeghpour,
Microscopic model of electric-field-noise heating in ion traps, Phys.
Rev. A 84, 023412 (2011).
[576] M. Weilenmann, L. Krämer, P. Faist, and R. Renner, Axiomatic
relation between thermodynamic and information-theoretic entropies,
arXiv:1501.06920 (2015).
[577] U. Weiss, Quantum Dissipative Systems (World Scientific, Singa-
pore, 2008).
[578] T. Werlang, S. Souza, F. F. Fanchini, and C. J. V. Boas, Robust-
ness of quantum discord to sudden death, Phys. Rev. A 80, 024103
(2009).
[579] T. Werlang, C. Trippe, G. A. P. Ribeiro, and G. Rigolin, Quan-
tum Correlations in Spin Chains at Finite Temperatures and Quan-
tum Phase Transitions, Phys. Rev. Lett. 105, 095702 (2010).
[580] J. A. Wheeler and W. H. Zurek, eds., Quantum Theory and Mea-
surement (Princeton University Press, Princenton, USA, 1983).
Bibliography 449
[581] M. Wies´niak, V. Vedral, and v. Brukner, Heat capacity as an indi-
cator of entanglement, Phys. Rev. B 78, 064108 (2008).
[582] J. Wilks, The Thid Law of Thermodynamics (Oxford University
Press, Oxford, UK, 1961).
[583] H. Wilming, R. Gallego, and J. Eisert, Second law of thermody-
namics under control restrictions, Phys. Rev. E 93, 042126 (2016).
[584] D. J. Wineland, Nobel Lecture: Superposition, entanglement, and
raising Schrödinger’s cat, Rev. Mod. Phys. 85, 1103–1114 (2013).
[585] H. M. Wiseman and G. J. Milburn, Interpretation of quantum
jump and diffusion processes illustrated on the Bloch sphere, Phys.
Rev. A 47, 1652–1666 (1993).
[586] H. M. Wiseman and G. J. Milburn, Quantum measurement and
control (Cambridge University Press, Cambridge, UK, 2010).
[587] M. M. Wolf, G. Giedke, O. Krüger, R. F. Werner, and J. I. Cirac,
Gaussian entanglement of formation, Phys. Rev. A 69, 052320 (2004).
[588] E. E. Wollman, C. U. Lei, A. J. Weinstein, J. Suh, A. Kronwald, F.
Marquardt, A. A. Clerk, and K. C. Schwab, Quantum squeezing
of motion in a mechanical resonator, Science 349, 952–955 (2015).
[589] M. P. Woods, N. Ng, and S. Wehner, The maximum efficiency of
nano heat engines depends on more than temperature, arXiv:1506.02322
(2016).
[590] W. K. Wootters, Entanglement of Formation of an Arbitrary State
of Two Qubits, Phys. Rev. Lett. 80, 2245 (1998).
[591] L.-A. Wu, H. J. Kimble, J. L. Hall, and H. Wu, Generation of
Squeezed States by Parametric Down Conversion, Phys. Rev. Lett.
57, 2520 (1986).
[592] L.-A. Wu, M. S. Sarandy, and D. A. Lidar, Quantum Phase Tran-
sitions and Bipartite Entanglement, Phys. Rev. Lett. 93, 250404
(2004).
[593] L.-A. Wu, D. Segal, and P. Brumer, No-go theorem for ground
state cooling given initial system-thermal bath factorization, Sci. Rep.
3, 1824 (2013).
[594] J.-S. Xu, X.-Y. Xu, C.-F. Li, C.-J. Zhang, X.-B. Zou, and G.-C.
Guo, Experimental investigation of classical and quantum correla-
tions under decoherence, Nat. Commun. 1, 7 (2010).
[595] T. Young, A course of lectures on natural philosophy and the me-
chanical arts (William Savage, London, UK, 1907).
[596] M. Youssef, G. Mahler, and A.-S. F. Obada, Quantum optical
thermodynamic machines: Lasing as relaxation, Phys. Rev. E 80,
061129 (2009).
[597] T. Yu and J. H. Eberly, Sudden Death of Entanglement, Science
323, 598–601 (2009).
450 Bibliography
[598] H. P. Yuen, Two-photon coherent states of the radiation field, Phys.
Rev. A 13, 2226 (1976).
[599] S. Yukawa, The Second Law of Steady State Thermodynamics for
Nonequilibrium Quantum Dynamics, arXiv:0108421v2 (2001).
[600] B. Yurke, P. G. Kaminsky, R. E. Miller, E. A. Whittaker, A.
D. Smith, A. H. Silver, and R. W. Simon, Observation of 4.2-
K equilibrium-noise squeezing via a Josephson-parametric amplifier,
Phys. Rev. Lett. 60, 764 (1988).
[601] A. M. Zagoskin, E. Il’ichev, and F. Nori, Heat cost of parametric
generation of microwave squeezed states, Phys. Rev. A 85, 063811
(2012).
[602] P. Zanardi and M. Rasetti, Noiseless Quantum Codes, Phys. Rev.
Lett. 79, 3306 (1997).
[603] P. Zanardi, Dissipation and decoherence in a quantum register, Phys.
Rev. A 57, 3276–3284 (1998).
[604] T. Zell, F. Queisser, and R. Klesse, Distance Dependence of Entan-
glement Generation via a Bosonic Heat Bath, Phys. Rev. Lett. 102,
160501 (2009).
[605] K. Zhang, F. Bariani, and P. Meystre, Quantum Optomechanical
Heat Engine, Phys. Rev. Lett. 112, 150602 (2014).
[606] M. Zhang, G. S. Wiederhecker, S. Manipatruni, A. Barnard,
P. McEuen, and M. Lipson, Synchronization of Micromechanical
Oscillators Using Light, Phys. Rev. Lett. 109, 233906 (2012).
[607] M. Zhang, S. Shah, J. Cardenas, and M. Lipson, Synchronization
and Phase Noise Reduction in Micromechanical Oscillator Arrays
Coupled through Light, Phys. Rev. Lett. 115, 163902 (2015).
[608] J. Zhao, A. V. Bragas, D. J. Lockwood, and R. Merlin, Magnon
Squeezing in an Antiferromagnet: Reducing the Spin Noise below
the Standard Quantum Limit, Phys. Rev. Lett. 93, 107203 (2004).
[609] O. V. Zhirov and D. L. Shepelyansky, Synchronization and Bista-
bility of a Qubit Coupled to a Driven Dissipative Oscillator, Phys.
Rev. Lett. 100, 014101 (2008).
[610] W. H. Zurek, Pointer basis of quantum apparatus: Into what mix-
ture does the wave packet collapse? Phys. Rev. D 24, 1516–1525
(1981).
[611] W. H. Zurek, Environment-induced superselection rules, Phys. Rev.
D 26, 1862 (1982).
[612] W. H. Zurek, Maxwell’s Demon, Szilard’s Engine and Quantum
Measurements, in Frontiers of Nonequilibrium Statistical Physics,
edited by G. T. Moore and M. O. Scully (Springer US, Boston,
USA, 1986), pp. 151–161.
Bibliography 451
[613] W. H. Zurek, Einselection and Decoherence from information theory
perspective, Ann. Phys. 9, 855–864 (2000).
[614] W. H. Zurek, Decoherence, einselection, and the quantum origins of
the classical, Rev. Mod. Phys. 75, 715–775 (2003).
[615] W. H. Zurek, Quantum discord and Maxwell’s demons, Phys. Rev.
A 67, 012320 (2003).
[616] K. Zyczkowski, P. Horodecki, M. Horodecki, and R. Horodecki,
Dynamics of quantum entanglement, Phys. Rev. A 65, 012101 (2001).
[617] E. G. dalla Torre, E. Demler, T. Giamarchi, and E. Altman,
Quantum critical states and phase transitions in the presence of non-
equilibrium noise, Nat. Phys. 6, 806–810 (2010).
[618] W. de Roeck and C. Maes, Steady state fluctuations of the dissi-
pated heat for a quantum stochastic model, Rev. Math. Phys. 18,
619–653 (2006).
[619] L. del Rio, J. Åberg, R. Renner, O. Dahlsten, and V. Vedral, The
thermodynamic meaning of negative entropy, Nature 474, 61–63
(2011).
