Sparse covariance selection problems can be formulated as log-determinant (log-det ) semidefinite programming (SDP) problems with large numbers of linear constraints. Standard primal-dual interior-point methods that are based on solving the Schur complement equation would encounter severe computational bottlenecks if they are applied to solve these SDPs. In this paper, we consider a customized inexact primal-dual path-following interior-point algorithm for solving large scale log-det SDP problems arising from sparse covariance selection problems. Our inexact algorithm solve the large and ill-conditioned linear system of equations in each iteration by a preconditioned iterative solver. By exploiting the structures in sparse covariance selection problems, we are able to design highly effective preconditioners to efficiently solve the large and illconditioned linear systems. Numerical experiments on both synthetic and real covariance selection problems show that our algorithm is highly efficient and outperforms other existing algorithms.
matrix Σ is defined as the second moment matrix about the sample mean
where we use n instead of n − 1 for the degree of freedom andμ =
is the sample mean. If Σ p is non-singular, then the probability density function of x is given by
To estimate Σ p from the sample X := {x (1) , . . . , x
}, we consider the log-likelihood function log P (X ;μ, Σ p ) = − n 2 log(det
where c is a constant. Let S p be the space of p × p symmetric matrices, and S p + (S p ++ ) be its subset of positive semidefinite (definite) matrices. We also use X 0( 0) to denote X ∈ S p ++ (X ∈ S P + ). Given X, Y ∈ S p , we define the inner product to be X • Y = Trace(XY ). Then expression (2) can be rewritten as log P (X ;μ, Σ p ) = n 2 log(det Σ
From ( Covariance selection problem was first introduced by Dempster [8] , who suggested that the covariance structure of a multivariate normal population can be simplified by setting elements of the inverse covariance matrix to zero. Since then, covariance selection model has become a common statistical tool to distinguish direct from indirect interactions among a set of variables. Another popular tool is the graphical interpretation of covariance selection model, namely Gaussian graphical model (GGM) [11, 18] . Given an undirected graph G = (V, E), the Gaussian graphical model assumes a multivariate Gaussian distribution for the underlying data, and any nonadjacent pair in G indicates the independence between the underlying variables conditional on the remaining.
Applications of covariance selection model or GGM can be found in various areas. In financial portfolio management, sparse portfolios with fewer assets incurs less transaction costs and are more tractable. A sparse portfolio can be generated by the covariance selection model. An example can be found in [1] , where covariance selection model is applied in a mean-reversion trading strategy. In the research of dependency networks of genome data, a gene may play a role in many biological pathways and be associated with many other genes, though all these effects may be transmitted through direct associations of only a few genes in the neighborhood. The sparse gene association network exhibited in GGM can help to explain the known biological pathways and to provide insights on the unknowns, see for example [3, 27] . Recent advances in DNA microarray technology have led to the challenge problem of modeling associations for a large number of genes (say, 10 ). In such an application, the sample covariance matrix Σ is singular, and covariance selection model provides a systematic way to estimate the population covariance matrix. Covariance selection model also has other applications, see [4, 6] .
As an important statistical problem, covariance selection model has been intensively studied. There are many available statistical approaches, including the well known stepwise backward selection [11] and graphical-lasso [13, 21] designed to solve the covariance selection problem. However, the challenge from high dimensional data requires more efficient and robust algorithms to handle the covariance selection optimization sub-problem arising in the entire statistical process. It is well known that covariance selection problems can be modeled as log-det semidefinite programming (SDP) problems. Typically, the covariance selection problems can be divided into two classes, depending on whether the sparsity pattern is given a priori. If no sparsity pattern is assumed, an estimation of the sparsity pattern can be achieved by l 1 -regularized maximum log-likelihood estimation [13, 2] :
In (4), |X| takes entry-wise absolute value of the matrix X, and H ∈ S p is a given nonnegative weight matrix. The latter controls the trade-off between the goodnessof-fit and the sparsity of X. A typical choice for H is H = ρE, where E is the matrix of ones and ρ is a positive parameter. But in general, the matrix H may also assign zero weight on certain entries, such as the diagonal entries.
If the conditional independence structure between all the variables are given, then covariance selection problem can be formulated as a log-det maximization problem with linear constraints, that is, finding the maximum log-likelihood value subject to given entry-wise constraints [37, 7, Section 2.5]
where Ω contains the indices of the upper triangular part of X that are supposed to be zero, i.e. the sparsity pattern. We let Ω c be the set of the remaining indices of the upper triangular part of X.
It is not difficult to find some connections between (4) and (5) . In [20] , the constraint X ij = 0 in (5) is approximately enforced by setting H ij to be a large number (say, 10 6 ) in (4) , and this is the approach taken by [20] to solve (4) via (5) . Both (4) and (5) can be considered as special cases of the following more general log-det semidefinite programming problem:
where Ω is as defined previously. The problems (5)-(6) can be expressed as standard log-det SDP problems, which can in principle be solved by popular interior-point method based solvers such as SDPT3 [31] or SeDuMi [29] . However, the resulting standard log-det SDP problems typically have large number of linear constraints m (even for moderate p, say p ≤ 100) for which the solvers in SDPT3 or SeDuMi cannot handle since the computational cost they need in each iteration is at least Θ(m 3 ) and the memory required is at least Θ(m 2 ) bytes. Thus a variety of customized algorithms have been developed to solve the problem (4) or (5) , and most of them avoid the interior-point method approach.
The graphical Lasso methods developed by Meinshausen and Bühlmann [21] and Tibshirani [13] for solving (4) are essentially block coordinate descent methods. In [2, 3] , d'Aspremont considered Nesterov's smooth gradient method [22] for solving a special case of (4). He also investigated block coordinate descent algorithms applied to the dual of (4), which is a log-det SDP with box-constraints [2, 3] . Lu [19] proposed a variant of Nesterov's smoothing method for solving (4) . Recently, Lu [20] proposed an adaptive Nesterov's smooth method (ANS) to solve (6) by solving a sequence of penalized problems of the form (4). All the above methods are gradient based methods, which typically require a large number of iterations even for relatively low requirement on the accuracy.
In [36] , the authors considered the problem (5) but with Ω chosen to reflect local interactions between variables defined on a grid. They proposed to eliminate the constraints X ij = 0 by using the parametrization X = (i,j)∈Ω c X ij E ij , where E ij are unit matrices in S p . By doing so, (5) is converted to an unconstrained smooth convex problem for which they applied a standard Newton method with back-tracking line search to solve the problem. More recently, Wang, Sun and Toh [38] applied a Newton-CG augmented Lagrangian (NAL) method to solve (6) . In the algorithm, each subproblem is solved by a semismooth Newton-CG method for which they used a PCG solver to compute an inexact Newton direction from the semismooth Newton equation in each inner iteration for the subproblem. Their numerical results show that NAL is efficient for solving problem (6) with p up to 2000 and m (the cardinality of Ω) up to 10 6 . In particular, for randomly generated test examples, it can be a factor of 2 − 19 times faster than the ANS method in solving the problem (5) .
It is well known that interior-point methods are robust and generally can obtain high accuracy solution with relatively few iterations. They are often the ideal choice for solving small to medium size generic SDP problems. It is not difficult to see that (6) can be cast as a standard log-det SDP problem with p(p + 1)/2 linear constraints. In [45] , Yuan and Lin actually applied a standard primal-dual interior-point method to solve (6) . However, as we have pointed out earlier, a standard IPM solver would encounter severe computational bottleneck or even become impractical when p is large since its computational cost per iteration is at least O(p 6 ). But given that IPMs have the highly desirable property of being able to compute accurate solutions in relative few iterations, it is worthwhile to design an IPM based method for solving (6) but one that overcomes the computational bottleneck just mentioned. In the case of linear and convex quadratic SDP, it has been demonstrated that inexact IPMs for which the large linear systems in each iteration is solved approximately by a preconditioned iterative solver can be quite successful in solving certain classes of large primal and dual nondegenerate problems [32, 33] .
This motivates us to design a customized inexact primal-dual interior-point method for solving (6) . The main idea in our inexact interior-point method (IIPM) is to compute the search direction at each iteration approximately by solving the large linear system of equations defining the search direction via an iterative solver such as the preconditioned conjugate gradient method. As the linear system is generally ill-conditioned, it is crucial for us to design efficient preconditioners to speed up the convergence of the iterative solver. In general, it is difficult to construct efficient preconditioners for such an ill-conditioned linear system of equations, and hence the computational cost for solving the linear system is generally quite high. (This also explains why recent approaches for solving large scale linear SDP have moved away from interior-point methods to algorithms based on classical methods for convex programming, such as proximal-point and augmented Lagrangian methods [25] . For details on non-interior-point based methods for solving large scale linear SDP, see [5] , [17] , [38] , [48] .) Fortunately, for the problem (6), by exploiting the problem structures in the SDPs arising from covariance selection model, we are able to design highly efficient preconditioners such that the condition numbers of the preconditioned matrices in each IPM iteration are bounded independent of the barrier parameter. We compare the performance of our IIPM method with the two recently developed methods: the ANS [20] and the NAL [38] methods. The latter methods are currently the most general and competitive methods in solving problems of the forms given in (4) and (5) . Numerical experiments on test problems generated from synthetic and real data show that our IIPM method can outperform the ANS and NAL methods by a significant margin when solving the problem (4) and (5) .
We should emphasize that the focus of this paper is on the practical efficiency of the proposed IIPM method for solving (6) rather than the theoretical efficiency. Even though we have not worked out the details, it is likely that by adapting and combining the analysis in [46] and [35] , polynomial iteration complexity results can be established for a theoretical version of the IIPM method proposed in this paper. The remainder of the paper is organized as follows: Section 2 describes the formulation of log-det SDP problem and the details of an inexact primal-dual interior-point algorithm (which we call it as Algorithm IIPM). In Section 3, we construct preconditioners for the generally ill-conditioned linear systems of equations arising in each iteration of IIPM. Section 4 further discusses the efficient computation of search direction in each iteration of IIPM for the covariance selection problem (6) . We also design efficient preconditioners for the linear systems of equations associated with the special case (6) . Section 5 demonstrates the computational performance of IIPM on both synthetic and real examples. The performance of IIPM is compared with the ANS and NAL methods. Section 6 gives the conclusion.
In the paper, we use the following notation. For any two p-dimensional matrices G and K, the symmetrized Kronecker product between them is the linear operator on S p defined by
Some properties of the symmetrized Kronecker product can be found in the Appendix of [34] . We use · to denote the Frobenius norm for a matrix or Euclidean norm for a vector, and · 2 to denote the spectral norm of a matrix.
An inexact primal-dual interior-point method
Here we design a customized inexact primal-dual path-following interior-point method for the following l 1 -regularized log-det SDP problem which includes (6) as a special case:
where γ is a given positive constant,
where {B i ∈ S p : i = 1, . . . , l} are given matrices. Without loss of generality, we assume that the combined set of constraint matrices {A i : i = 1, . . . , m} ∪ {B j : j = 1, . . . , l} is linearly independent. Thus we must have m + l ≤ p(p + 1)/2. Note that the problem (6) can be easily transformed to the form in (P ) by writing
; see Section 5 for details. For the problem (P ), if an optimal solution X * exists, then it must be unique since the objective function is strictly convex with respect to X.
The dual problem of (P ) is given by: exists, then it must be unique since the objective function is strictly concave with respect to Z.
The perturbed KKT optimality conditions for (P ) and (D) are as follows:
XZ − γI = 0, X, Z 0,
where e is the vector of ones. Here the notation "•" denotes element-wise multiplication between two vectors. The last two equations of (9) are the perturbed complementarity conditions, where the positive barrier parameter ν is to be driven to 0 explicitly. Due to the fact that XZ is usually nonsymmetric, the equation XZ = I in (9) is usually symmetrized to H P (XZ) = γI, where for a given positive definite matrix P ,
where W 0 is the Nesterov-Todd (NT) scaling matrix satisfying W ZW = X for given X, Z ∈ S p ++ [34] . It has been shown in [47] that for X, Z ∈ S p ++ and our choice of P , H P (XZ) = γI if and only if XZ = γI.
Given the current iterate (X, x 1 , x 2 , y, u, Z), our IPM algorithm computes a search direction for the current iterate by applying one step of Newton method to (9) with the fourth equation XZ = γI replaced by H P (XZ) = γI. Without going through the algebraic manipulations, the search direction is the solution to the following linear system of equations:
Here, for a given vector x > 0, we let x
be the componentwise reciprocal of x. It is clear that the linear system (10) has dimension m + p(p + 1) + 3l, which could easily be very large. In practice, one would not solve (10) directly, but would first perform block eliminations so that only a smaller linear system is solved.
There are two possible ways to obtain a smaller linear system for computing the search direction from (10) . The first approach is based on the fact that ∆x 1 , ∆x 2 and ∆u, the variables associated with the linear constraints, can easily be eliminated. From the last two equations of (10), we have
Then from (11) and the third equation of (10), we get
where
By using (12) and eliminating ∆Z from the first and fourth equations of (10), we get the following augmented system:
To compute the search direction associated with the current iterate, one can solve the linear system (15) for ∆X, ∆y. Once they are obtained, ∆u, ∆Z can be obtained from (12) and the first equation of (10), respectively. After that, ∆x 1 , ∆x 2 can be computed from (11) . Note that if (15) is solved inexactly such that the computed solution (∆X, ∆y) has residual given by (Ξ, ξ), then the residual of the computed search direction for (10) is given by (0, ξ, 0, −Ξ, 0, 0). In our numerical implementation, we deem (∆X, ∆y) computed from (15) to be sufficiently accurate if the following relative stopping criterion is satisfied:
where κ ∈ (0, 1) is an accuracy parameter. Although we do not investigate the global polynomial convergence of our inexact IPM under such a stopping criterion, we note that a similar criterion has been used in the analysis in [46] .
Observe that for the system (15), if let H = W
where 
Compute
However, note that it is impractical to compute either (17) or (18) . In the second approach for computing the search direction in (10), we rewrite the system (10) in the following block form
exists and is easy to compute, by eliminating ∆ X, the system (19) can be reduced to the following smaller system:
By rewriting (20) with the original variables, ∆y, ∆u can be computed from the following linear system:
where g is defined as in (14) . Once ∆y, ∆u are computed, ∆Z can be obtained from the first equation of (10), while ∆x 1 , ∆x 2 can be computed from (11) . The unknown ∆X is easy to obtain since from the fourth equation of (10), we have
Suppose that the solution (∆y, ∆u) computed from the system (21) has residual given by [η; ζ] . Then the residual of the computed search direction for (10) is given by [0; η; ζ; 0; 0; 0]. Note that the linear systems (15) and (21) have dimensions m + p(p + 1)/2 and m + l, respectively. These dimensions can still be very large. Thus it is impractical to solve (15) or (21) via a direct solver. The only viable alternative is to use an iterative solver to compute an approximate solution with a sufficiently small residual norm. Now we describe the details of our inexact primal-dual path-following algorithm.
Algorithm (IIPM). Choose starting points
X 0 = Z 0 ∈ S p ++ , x 1 0 = x 2 0 > 0, y 0 = 0, u 0 = 0. Let σ, τ ∈ (0, 1) be given parameters. For k = 0, 1, 2, . . .
Let the current and next iterate be
(X, x 1 , x 2 , y, u, Z) and (X + , x 1 + , x 2 + , y + , u + , Z + ), respectively.
(Convergence test) Terminate the iteration if
where pobj, dobj are the primal and dual objective values, and
2. Compute the search direction (∆X, ∆x 1 , ∆x 2 , ∆u, ∆y, ∆Z) from (10) by solving the augmented system (15) for (∆X, ∆y) or (21) for (∆y, ∆u) with ν = σµ, where
3. Determine the maximum step lengthsᾱ,β ∈ (0, 1] such that X +ᾱ∆X, Z +β∆Z remain positive semidefinite; x 1 +ᾱ∆x 1 , x 2 +ᾱ∆x 2 , h+u+β∆u, h−u−β∆u remain nonnegative.
(Update) Compute the next iterate as:
where α = min{1, τᾱ} and β = min{1, τβ}.
Preconditioners
When we apply an iterative solver to (15) or (21), it is crucial for us to construct efficient preconditioners for the systems since they are generally ill-conditioned. (17) and (18) can be done at moderate cost.
We will first discuss the construction of preconditioners for (15) . We assume that strict complementarity conditions hold for the last two equations in (9) at an optimal
), i.e., there exists a positive constant κ independent of ν such that for x 1 , x 2 , u that is sufficiently close to the optimal solution, we have
and
It is clear that for the vector q in (13), its components would have the following order of magnitudes:
Thus when L 1 = ∅, the coefficient matrix in ( can be fixed by considering the following preconditioner:
where D = diag(W ). Note that inverting the (1,1) block of M 1 is relatively straightforward since in their respective matrix representations, D
)B is typically sparse when B is sparse. However, note that to invert M 1 using the formula (16), we also need to invert its Schur complement, which is given by
In the event that inverting S 1 is expensive, then M 1 would not be an appropriate preconditioner as the construction cost would be too high. One can replace M 1 by a block diagonal preconditioner by keeping the (1,1) block of M 1 and filling the (2,2) block by a cheap approximation to S 1 such as the diagonal matrix, diag(S 1 ), namely,
Next we construct a preconditioner for the coefficient matrix in (21) . When L 2 = ∅, the matrix in (21) would have its norm increase like O(1/ν) when ν ↓ 0 because its (2,2) block contains q. A possible preconditioner for (21) would be the following:
Notice that in this case we do not consider a preconditioner that retains the (1,2) and (2,1) blocks of the coefficient matrix in (21) . The reason is simply because for such a preconditioner, computing and inverting the corresponding Schur complement matrix would be extremely expensive since the (1,2) and (2,1) blocks are typically dense.
Computation of search direction for the special case (6)
For the special case (6), the computation of the search direction via the systems (15) and (21) can further be simplified. More importantly, we can also design more efficient preconditioners for the simplified systems.
Recall that for the problem (6), we have m + l = p(p + 1)/2, and [A
] is a just a permutation of the identity operator. As a result, we have the following properties:
wherep := p(p + 1).
Computing (∆X, ∆y) first
First we consider linear system (15) corresponding to the problem (6). By using (29),
(B∆X), thus the system (15) can be rewritten as follows:
where ∆ξ = B∆X and f = q
). Once ∆ξ is computed, (∆X, ∆y) can be recovered from the following equation:
Suppose that the computed solution ∆ξ from (30) has residual δ. Then for the direction (∆X, ∆y) computed based on (30) and (31), the residual vector associated with the system (15) 
where Λ is a given positive definite diagonal matrix, for example, Λ = I. In our numerical implementation of the IIPM algorithm, we take Λ
). We can rewrite (30) as
).
If we precondition (32) by M 3 , then we get
For the above preconditioned system (34), which has a symmetric positive definite coefficient matrix, the iterative solver of choice is the minimum residual (MINRES) method [26, p. 134] . We can expect the MINRES method to be efficient in solving (34) , as the result in Theorem 1 indicates.
2 . The MINRES method applied to (34) would converge at a rate given by
Proof. Let H be the preconditioned matrix in (34) . It is clear that the eigenvalues of H are contained in the interval [1, 1 + β] . Thus the condition number of H is no more than 1+β, and the required convergence rate follows from standard convergence result for the MINRES method [14] .
Note that the quantity β in Theorem 1 can be bounded independent of the barrier parameter ν.
Computing (∆y, ∆u) first
Next, we consider the linear system (21) corresponding to the problem (6) . In this case, by using (29), the linear system (21) can be rewritten as follows: (g − q • ∆u). We found that the former has better numerical stability and we adopt it in the implementation of Algorithm IIPM.
Suppose ∆V is computed from (35) with residual Φ. Then the residual corresponding to the system (21) for the computed (∆y, ∆u) above is given by [AΦ; BΦ]. Note that if ∆X is computed from (22) , then the residual vector associated with the computed search direction for (10) is given by (0, AΦ, BΦ, 0, 0, 0).
It is easy to see that when X, Z are sufficiently close to the optimal solutions X * , Z * , there exists a positive constant τ (independent of the barrier parameter ν)
where Λ is a given positive definite diagonal matrix. In our implementation of the IIPM algorithm, we take Λ = diag(W ). We can rewrite (35) as
If we precondition (36) by M 4 , then we get
For the above preconditioned system (38) , which has a symmetric positive definite coefficient matrix, again the iterative solver of choice is the MINRES method. As in (34), we can expect the MINRES method to be efficient in solving (38) , as the result in the next theorem indicates.
2 . The MINRES method applied to (38) would converge at a rate given by
Proof. Similar to that of Theorem 1.
Note that as before, the quantity β in Theorem 2 can be bounded independent of the barrier parameter ν. Remark Given the systems (30) and (35), we have the flexibility to choose a better conditioned system among the two to compute the search direction. By noting that W ≈ X/ √ γ when (X, Z) is close to optimality, the system (35) is moderate. In our implementation of Algorithm IIPM for solving (5) and (4), we replace Step 2 in the algorithm as follows:
X , compute the search direction (∆X, ∆x 1 , ∆x 2 , ∆u, ∆y, ∆Z) for (10) via solving the system (34) for (∆X, ∆y); otherwise, compute the search direction via solving the system (38) for (∆y, ∆u).
Numerical Experiment
In this section, we conduct numerical experiments to evaluate the performance of Algorithm IIPM for solving the problem (6) arising from covariance selection. Specifically, we solve the following problem:
where Σ is a given p × p sample covariance matrix, h corresponds to H = ρE, and E is the matrix of ones. The linear map B :
is that obtained by stacking the elements X ij with (i, j) ∈ Ω c in lexicographical order into a column vector.
The input sample covariance matrices Σ are chosen from both synthetic data and real data. For synthetic data, the sparsity pattern of the true inverse covariance matrix Σ −1 is assumed to be known. In this case, we create linear constraints X ij = 0 by letting Ω to be a subset of Ξ, where Ξ is the set of indices of the zero elements of Σ −1
. In our experiments, we randomly choose 50% of the elements in Ξ to form the subset Ω and expect to recover the rest by solving (39) . For the real data considered in this section, we have no priori knowledge on the sparsity pattern. Hence, we set Ω = ∅ in the problem (39) .
In Algorithm IIPM, we use the following starting iterate:
where γ = 0.1e + X 0 /p, with p being the dimension of Σ, and e is the vector of ones.
All the numerical experiments are carried out in Matlab 7.6 on a 3.0GHz Intel Xeon PC with 4.0GB RAM running Linux 9.10. We compare the performance of our inexact interior point algorithm (Algorithm IIPM) with the Adaptive Nesterov Smoothing (ANS) method proposed by Lu [19, 20] and the Newton-CG augmented Lagrangian (NAL) method proposed in [38] . For the IIPM method, we use the stopping condition (23) . For the ANS method, its stopping conditions depend on two tolerance parameters, ε o and ε c , which control the duality gap and constraint violation, respectively. When solving examples with linear constraints, (5), we use ANS method with its default updating parameter r ρ = 2. For the NAL method, the stopping condition used is similar to that in (23) , and the tolerance is set to be Tol = 10 
Synthetic Examples
Example 1. We adopt the idea from d'Aspremont [2] to construct a random sparse inverse covariance matrix. In particular, let U be a p × p sparse matrix with a few randomly chosen nonzero entries that are equal to ±1, then we generate a sparse inverse covariance matrix as follows: is positive definite.
The above choice has been frequently considered when constructing a synthetic testing example for covariance selection problems, see for example [19, 20, 38] . It is worth pointing out that (40) Then we calculate the sample covariance matrix Σ. Note that in [2, 20, 20] , the sample covariance matrix is obtained by adding an i.i.d uniform random noise to Σ. Here we prefer the simulation approach to the noise term approach since it is more commonly employed in statistics [42, 43] . (4) and (5) with the data matrix Σ generated from Example 1. The regularization parameter ρ is set to ρ = 5/p for all the problems. The numbers in each parenthesis are the average number of MINRES steps taken in each iteration, Loss Q , Loss E , Specificity and Sensitivity, respectively. Table 1 presents the results obtained by Algorithm IIPM and the ANS and NAL methods for various instances of Example 1 on the problems (5) and (4). For all the problems, we set ρ = 5/p. We use the primal objective value and computing time to compare the performance of the two algorithms. Observe that the CPU time taken by the IIPM method to solve (5) is only slightly more than that taken to solve (4) for the same sample covariance matrix. The same observation also applies to the NAL method. But for the ANS method, the time it takes to solve (5) is about 20 times of that needed for solving (4) . Thus the IIPM and NAL methods can solve (5) and (4) equally efficiently, but the ANS method is typically much slower in solving (5) compared to (4) . Overall, we see that the IIPM method outperforms the ANS and NAL methods by quite a big margin. The IIPM method is faster than the ANS method by a factor of 2.7 − 3.5 and 33.9 − 50.5 in solving the problems (4) and (5), respectively. Comparing the IIPM and NAL methods, the former is faster by a factor of 3.9−4.5 and 3.7−4.3 in solving (4) and (5), respectively. One may expect the IIPM method to outperform the ANS method by an even larger margin when the matrix dimension p is increased. As one may observe from Table 1 , the number of iterations and the average number of MINRES steps needed to solve each linear system do not increase visibly when p increases for the IIPM method. But for the ANS method, the number of iterations increases moderately when p increases.
Due to the difference in stopping criteria for different algorithms, we set different accuracy tolerances for the IIPM and ANS methods. For the ANS method, we set the tolerances to ε o = 10
, and ε c = 10
. For the IIPM method, we set Tol = 10
in (23). They are chosen in such a way the both algorithms would obtain roughly the same primal objective values while the primal infeasibilities are below 10 . As we can see from Table 1 , the columns of "primal objective value ANS (NAL)" show the differences between the primal objective values obtained by ANS (NAL) and those obtained by IIPM. A positive difference means IIPM achieved a better (smaller) primal objective value while a negative difference indicates a worse (larger) result by IIPM. As we can observe from the table, the differences are usually insignificant.
To evaluate how well we have recovered the true inverse covariance matrix Σ −1 , we compute the normalized entropy loss (Loss E ) and quadratic loss (Loss Q )
In general, it is impossible to recover Σ −1 accurately based on Σ by solving (6) . Thus the purpose of solving (6) is not to recover the true matrix Σ −1 accurately but to detect the sparsity pattern while maintaining a reasonable approximation to the true matrix. To measure the quality of the sparsity pattern in X in relation to that of the true matrix, we borrow some criteria from the machine learning literature:
where TP, TN, FP, and FN denotes the number of true positives, true negatives, false positives, and false negatives, respectively. In our situation, specificity measures the quality of zero entries while sensitivity measures the quality of nonzero entries. As we may observe from the results in Table 1 , by solving (4) or (5) with an appropriately chosen regularization parameter ρ, one can obtain a reasonably good estimation X of the true inverse covariance matrix Σ −1 from the sample covariance matrix Σ. In particular we see that the Specificity and Sensitivity of the sparsity pattern of the estimated matrix X are both quite close to 1.
Next we consider a collection of problems considered in [12] and [45] .
Example 2. Let A denotes a p × p sparse inverse covariance matrix. We consider the following problems.
AR(1) An autoregressive process of order one, defined as
Decay Exponential decay matrix A ij = exp(−2|i − j|), far-end off-diagonal entries could be close to zero for A with large dimensions; ) and use the sample covariance matrix Σ as the input to the covariance selection problems (4) or (5). The numerical results for the problems (4) and (5) are presented in Tables 2 and 3 , respectively. As in Table 1 , we see that the IIPM method can solve both the problems (4) and (5) equally efficiently but the ANS method is much slower in solving (5) compared to (4) . The NAL method is slightly slower in solving (5) compared to (4) for the same data matrix. Overall, the IIPM method outperforms both the ANS and NAL methods by a rather big margin. It is faster than the ANS method by a factor of 1.0 − 5.1 and 1.8 − 26.9 in solving the problems (4) and (5), respectively. The IIPM method is faster than the NAL method by a factor of 2.7 − 5.7 and 3.2 − 5.2 in solving the problems (4) and (5), respectively. 
Star Every node connects to the first node
A ii = 1, A i1 = A 1i = 1/p; Circle A ii = 1, A i,i−1 = A i−1,i = 0.5, A 1p = A p1 = 0.4.
Real world examples
GGM has become a popular statistical tool in the reverse engineering of genetic regulatory networks, where individual genes are represented by the nodes in a graph and the conditional dependencies between their expression profiles are indicated by edges.
The GGM constructed from sample data is usually dense, which covers underlying interactions among the genes. Moreover, the number of genes can reach thousands while the number of samples is limited. Note that the rank of a sample covariance matrix cannot exceed n, where n is the sample size. Thus for such "large p small n" data set, the sample covariance matrix is not positive definite and it is not suitable for many statistical purposes. The sparse covariance selection model (39) can help to reduce spurious edges in the graph and also to estimate a positive definite covariance matrix. In this section, we consider several gene expression data sets that have been widely used in the model selection and classification literature. In Examples 4 and 7, we only select a sub-matrix of sample covariance matrix for testing. The selection is based on [3, Theroem 4], where we remove columns and rows whose off-diagonal entries are all smaller than the regularization parameter ρ in absolute value. The rank of the matrix after the selection is expected to be the same as the original matrix. The dimension of the sub-matrix can be found in Table  4 . In Examples 3 and 6, to reduce the dimension of the initial data, we apply false discovery rate (FDR) multiple testing and select q-values at 5% significance level; see [28] and [9] .
We log-scaled and normalized the data so that the sample mean is zero and the sample variance for each gene is one. The parameter ρ is set to be 0.5 for all the examples. The performance of the IIPM and ANS methods on the problem (4) for the five real data sets is summarized in Table 4 . As before, the stopping tolerance for the IIPM and NAL methods is set to Tol = 10 . As we can see from the table, the IIPM method consistently outperforms the ANS and NAL methods in terms of the CPU time taken to achieve almost the same objective values. For the largest problem with p = 1869, the IIPM method is about 15.8 times faster than the ANS method, and it is about 3.1 times faster than the NAL method. 
Conclusion
We have designed an inexact primal-dual interior-point algorithm (IIPM) for solving large scale log-det SDP problems. We also customized it to solve sparse covariance selection problems. To ensure that our IIPM is practically viable, we designed efficient preconditioners for the ill-conditioned linear systems of equations arising in each iteration of IIPM. Our IIPM enjoys the robustness and efficiency (in terms of iteration count) of classic interior-point methods and is capable of solving large scale log-det SDP problems arising from sparse covariance selection. Numerous numerical experiments conducted on sparse covariance selection problems with both synthetic and real data have shown that IIPM outperforms other current major algorithms in terms of computing time and accuracy. Observing that IIPM can achieve satisfactory practical efficiency (in terms of computing time and memory requirement) on log-det SDP and convex quadratic SDP problems [33] , we hope to extend the IIPM approach for more general types of convex optimization problems in the future, for example, linearly constrained convex SDP where the objective function is a smooth convex function of the matrix variable X.
