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Abstract—Cloud computing promotes the exchange of infor-
mation, resources and tasks between different organizations by
facilitating the deployment and adoption of centralized collabora-
tion platforms: Professional Social Networking (PSN). However,
issues concerning security management are preventing their
widespread use, as organizations still need to protect some of
their sensitive data. Traditional access control policies, defined
over the triplet (User, Action, Resource) are difficult to put in place
in such highly dynamic environments. In this paper, we introduce
risk metrics in existing access control systems to combine the fine-
grained policies defined at the user level, with a global risk-policy
defined at the organization’s level. Experiments show the impact
of our approach when deployed on traditional systems.
I. INTRODUCTION
Cloud environments change the behaviors of companies,
not only by transforming their use of IT through a different
cost approach, but also through promoting new kinds of usages.
Collaboration with third parties through dedicated platforms
is one example for this: GitHub1, Dropbox2 or Agora3. By
creating and promoting the exchange of information, resource
or even tasks, the company becomes more flexible and can
adapt rapidly to new requirements or situations. More specif-
ically, these technologies are known as Professional Social
Networking (PSN) [1], [2]. A professional social network is a
collaborative platform that offers several ways to professionals
to collaborate by: exchanging information in an easy and
practical way, working on common projects at the same
time using shared data and/or tools (Platform as a Service),
organizing meeting and sharing calendar (communication),
etc. In recent years, several professional social networks have
emerged, e.g, Yammer 4, Tibco Software Tibbr 5 , OpenPaaS
6, eXo 7, the reader can find a good review in8.
However, there are still remaining challenges concerning
security management when companies decide to migrate their
work environments to such solutions. Indeed, traditional access
control systems may not be adapted for deployment on such
platforms. On the one side, access control policies are too









all its users and resources. On the other side, the company
cannot entirely rely on its users to define reliable and trusted
policies. Malicious insiders or insufficient informed users can
twist this system by defining erroneous policies. Moreover, the
highly dynamic nature of such environments makes it difficult
to apply static security policies on them. New users, new
resources and new collaborations can be added and removed at
a very high frequency, which is incoherent with the definition
of fine-grained access control policies at the organization’s
level. Existing systems and solutions have to be adapted to
these new requirements.
In this sense, we propose to enhance existing access control
systems with a security risk approach. By mixing risk metrics
with the access control we help companies to deny access
attempts when these are considered as not trusted enough: a
risk level assessed for each incoming request compared to a
given threshold to exclude too risky ones.
The paper is structured as follows. Section II begin by
introducing the architecture of our framework. Then, it details
the global problem, and by means of some motivating exam-
ples, justify the objectives behind the use of the risk concept.
It further gives some background about access control in PSN
and security risk management. Section III begins by explaining
how we align the concepts of risk management with those
of access control. Then, it formalizes the proposed approach.
Afterward, section IV presents the experiments we conducted
and discusses them. Finally, sections V and VI respectively
position our contribution in the existing work and concludes
the paper.
II. ARCHITECTURE, MOTIVATIONS AND BACKGROUND
In our approach we evaluate the risk of an access request
and integrate it in the organization’s global security policy.
Our approach acts at real-time, which means that it prevents
an access attempt if its risk value is too high.
A. Global architecture
Our vision of a professional social network consists in
an intersection between several domains of different types of
organizations, e.g: high school, enterprise, restaurant, etc. This
intersection is defined by the community concept.Our defini-
tion of the community concept is quite similar to Wenger’s
definition of communities of practices CoPs [3]. a community
within a professional social network is a logical federation that















Fig. 1: Context overview
organizations. A community is created by any user having
the required permissions (defined at the level of the social
network). In this work, we assume that communities are fully
independent for managing the access-control policies to the
shared resources. In such a context, the authorization policies
are valid just in the community in which they are defined.
Inter-communities access-control policies mapping is out of
the scope of this paper.
As depicted in Fig. 1, the user James which is an enterprise
employee creates a community, then James invites other users
to be part of his community (for a collaborative end): Jessy
which is a university student and Bob which is a restaurant
chef. Note that users could also send requests to belong to a
given community. For instance, Jessy could send a request to
join the community, and then the community creator James
could accept or reject the demand.
Users from different organizations, can share resource(s)
they own (through their organizations) within the community.
When a user shares a given resource with another user, an
access control rule is created and stored in the common
community policy database. The rule is based on the triplet
(Subject, Object, Action). In the architecture we propose,
resources are still hosted by the organization. However, the
access approval is made at the level of the central community
decision point. Each user’s policy is combined with his/here
organization policy at the level of the community policy
database. This allows organizations to still keep control over
their resources. The policies definition and combination is
based on our previous work [4].
To better understand our motivations, in the following, we
introduce some examples. Then, we present some background
to justify the mix of risk concept with the access control in
our approach.
B. Motivations
In our opinion, the organization needs a high abstraction
level for defining policies, due to the dynamic nature of the
PSN in which users and/or resources tend to change fre-
quently. Therefore, the main problematic can be summarized
as follows: how can we define a context-based global policy
at the organization level, with a high abstraction level, and
combinable with users level policies?
In the context of an access control system, the risk can be
generalized to the following statement: a user gets unautho-
rized access to a resource of the system. Indeed, even with an
existing access control system, different reasons could lead to
such an event, examples are:
• Motivating Example 1, for this example, we show
a normal case, where based on both, access control
authorization and risk, a user will be granted.
e.g. The community Com1 created by James uses the
authentication mechanism OAuth [5]. Within Com1
the student Jessy shares her CV and marks with the
employee James for an internship application. Jessy
gives to James the Read rights. James is a trusted
person within Com1, and the shared resource CV is
not confidential.
• Motivating Example 2, the initial access control
policies have been erroneously defined. In addition,
imagine that an attacker impersonates a trustworthy
user of the system or an existing user becomes mali-
cious and tries to steal valuable information.
e.g. in Com1, James wants to share the daily lunch
order for its enterprise with a restaurant chef. Then,
James shares it by mistake with Bob which is not a
chef. Basically, Bob in Com1 is considered as a trusted
person, however, over time his behavior becomes
suspicious (possibly after an account hacking).
• Motivating Example 3, The sensitivity of a resource
changes over time, making the access control policy
outdated.
e.g. James invites different software programmers to
join Com1 for working with Jessy for her internship.
Among them, Alice who shares a source code docu-
ment. Further, Alice notices that the project with Jessy
becomes more and more confidential and thus has too
many collaborators for working trustfully. Therefore,
Alice removes some of the users from accessing the
source code document.
• Motivating Example 4, the authentication mecha-
nism includes security flaws, so the user’s identity
cannot be guaranteed.
e.g. James creates another community Com2 in which
he invites Carol a travel agency employee. Then,
James sends to Carol his desired trip period in the
form of a professional traveling document, and Carol
can modify this document by adding her proposed
dates. Thus, James can choose one of the dates from
this document which is considered as a more or less
confidential resource. The authentication mechanism
used for Com2 is Login/Password which is considered
as vulnerable.
As we said above, collaborative environments are quite
dynamic, which means that we have to manage a high level of
uncertainty regarding user’s behaviors and context attributes
changing states depending on real-time circumstances. With
such issues, classical role based access control models [6],
[7], [8], [9] could not be efficient, because, additional attributes
must be considered, like users behavior, context vulnerabilities
and resources properties.
To deal with this challenges, we formalize this problem as
a risk problem. Indeed, the risk definition allows us to consider
the basic access control triplet (Subject, Object, Action) and the
dynamicity and uncertainty of the collaborative context. The
novelty and strength of our proposal is that we do not aim to
replace the classical access control policies models (like RBAC,
and others), but to adapt them to collaborative environments
while keeping them unchanged. Moreover, the deactivation of
the risk assessment module will not affect the decisions of the
basic access-control model implemented in the environment
in question. Based on our formalization of the risk assessment
mechanism, and how we combine it with the access-control
mechanism, settings for possible deactivation is a simple task.
C. Background
In this section we present some basic concepts related to
the risk and access control management.
Access control in PSN
A professional social network is a federated [10] environ-
ment mainly composed by organizations. An organization is
essentially an umbrella for all types of business and social
entities with multiple members in pursuit of a common goal9.
In a federated environment, the embodied organizations where
they trust each other concerning information exchange, i.e,
form a circle of trust. Nevertheless, the need of protecting the
resources remains very important, due to the possible fraud of
some untrustworthy partners, even if the organizations belong
to a common circle of trust. This protection can be ensured by
a strong authorization policy defined at the organization’s level.
However, in a dynamic and highly interactive environment, a
serious issue about the definition of such policies is intuitively
posed.
One of the main advantages of social networking consists
in promoting users autonomy, by giving them the possibility to
share resources with other users within the social network. For
securely sharing resources, the user defines basic policy rules,
i.e, decides which subject can perform which action on which
resource. Conventionally access control policies can be based
on: users’ attributes (ID, role, name,...), resources’ attributes,
and desired actions on resources (i.e, Subject/Object/Action).
However, we believe that for defining a reliable access control
policy, the context’s attributes consideration [11], [12], [13],
[14] is as important as the classical triplet S/O/A. Therefore,
in order to keep and take advantage of the users’ autonomy
(offered by the social network), and take into account the
context, we consider that we have a two level policy: the user
level and the organization level. At the user level a simple
S/O/A policy rule is defined, while at the organization level




Generally, a risk is defined by the probability that an event
occurs and by its consequences [15]. In the IT security context,
where IT components (ex. hardware, network, etc.) support
business assets (ex. information, processes, etc.), the security
risk is defined in a more fine-grained fashion. The event is
usually seen as a threat which uses one or more vulnerabilities
of the IT environment in order to create a negative impact (ex.
destruction, alteration, theft, etc.) on the business assets [16].
For instance, an attacker steals sensitive information (i.e.,
threat) through a compromised interface (i.e., vulnerability)
which leads to the business reputation loss (i.e., impact).
In this sense, a security risk assessment consists usually
in evaluating the following formula ([17], [15]): risk =
vulnerability × threat × impact ⇐⇒ f(V, T, I). The goal is
to estimate security risks in a quantitative and/or qualitative
manner, to select those that need to be reduced and to develop
countermeasures. Developing countermeasures involves the
implementation of security controls by constraining technical
solutions and by reducing vulnerabilities on the business
settings. Security controls are management, operational, and
technical safeguards prescribed for an information system to
protect the confidentiality, integrity, and availability of the
system and its information. Examples are firewalls or intrusion
detection systems.
III. PROPOSAL
To evaluate the risk of each access request, we have to align
the concepts of risk with those of access control systems.
A. Concept alignment
Basically, our risk value will help the system to evaluate if
the existing access control policy is adapted for the incoming
request. If the risk value is too high (i.e. it exceeds a given
threshold), the request is rejected, even if the initial policy
would have granted the access. According to the previous
section, to assess this risk value we have to evaluate the
vulnerabilities, the threat and the impact of each request.
The impact of an unauthorized access is heavily dependent
on the resource being accessed. As some resources are more
important or sensitive than others, they should be more pro-
tected. Moreover, some actions on a resource can also have
more serious consequences than others. A very confidential
information should not be easily read, however if it can be
easily re-generated an unauthorized deletion would not be a
big issue. In the same sense, a public report should neither be
modified nor deleted by an unauthorized access, but reading
it should be of no problem. Therefore, in our approach we
propose to assess the impact of the risk by evaluating the
importance of the resource and the consequences that the
request’s action could have on this resource.
The vulnerabilities leading to an unauthorized access are
mainly due to an authentication mechanism that can be tricked.
Indeed, if the identity of the user making the request cannot be
guaranteed, there is a risk that the user is an usurper. Basically,
some authentication mechanisms are more secure than others.
A two steps identification10 for example, is more difficult to
10https://www.google.com/landing/2step/
trick than a simple password login. But imposing a biometric
authentication to all users does not really make sense. Another
approach could be to evaluate the vulnerabilities of the collabo-
rative platform. Some platforms natively generate unauthorized
requests (and handle them with exceptions). Thus, in some
environments it is more “common” to reject lots of requests.
Concerning the threat, it emanates directly from the user,
since it is his/her action (the fulfillment of his/her request) that
can generate the event and its consequences. Therefore, to eval-
uate the probability of an attack (but also of an unintentional
adverse action), we propose to evaluate the trustworthiness of
a user. For example, users who often try to access unauthorized
resources, should not be as easily trusted than users who have
an exemplary behavior. If the second one makes a suspicious
action, it will be more lesser risky to accept it than if the first
one does it.
The main challenge of this work, is to find an optimal way
to define the policies at the level of organizations in an abstract
manner. Because, we consider that the PSN is very dynamic in
term of adding/suspending users/resources/communities, and
organizations can not have a real-time knowledge about the
content of all the possible communities its users are involved.
Therefore, we propose to evaluate the risk of the incoming
requests, and each organization defines its risk-based threshold
for requests’ acceptance rate. Therefore, organizations keep
control over their resources even through an external (trusted)
access control point.
B. Formal framework
Now, we will formalize the above mentioned concepts
namely vulnerability, threat and impact and show how to
evaluate the risk based on the attributes of users, resources
and context.
Definition 1 (Impact). Depends on the action being requested
on a given resource. More the resource is important more
the impact will be high. An important resource is a resource
on which little access permissions are defined. Accordingly,
for a given request req that implies user u, resource r and
action a, we compute the average of the policy responses
for requesting action a on the resource r regarding to all
the users of the community. For this purpose, we check how
much permission(s) are given to perform the action a on the
resource r within the community:
Impact(a, r) = 1−
∑




User is the set of users of the community,
a ∈ Action, the set of actions (i.e. {R, W, X}),
r ∈ Resource, the set of resources of the community,
Policy, the policy-decision (accept=1, reject=0),
Card(User), the number of users of the community.
Note that we take the opposite of the average, as the
impact decreases when more users have the access right for
the considered resource.
Definition 2 (Vulnerability). Depends on the strength of
the authentication mechanisms implemented on top of the
community. In the context of this work we consider in
an ascending strength order, the following authentication
mechanisms: Auth = {Guest, PIN, Login/password, OAuth, 2
Step Validation, Biometric}. Therefore we give to each of them
a score that represents the strength level of the authentication
mechanism. Thus for a given request req
V ulnerability(req) = V (C) = Score(AC) (2)
while
C, the community of the request req,
AC , the authentication mechanism of C,
Score : Auth→ [0, 1], the strength level of AC
Notice that, the scoring is subjective and depends on the
community creator, therefore, more than one authentication
mechanism can have the same score. Thus, the function from
the authentication mechanism set to the grade set is Surjective.
An example is given in Table I.
As an extension, other parameters can be involved to
measure the vulnerability depending on the context. For in-
stance if in the community the delegation between users is
enabled, therefore, the delegation depth could be an additional
parameter to measure the vulnerability of the community.
Definition 3 (Threat). Its probability depends on the trust-
worthiness of the user making the request. More the user u
is trusted, less the threat will be probable. As the trust values
are belonging to the interval ]0, 1[ , we interpret this by the
formula:
Threat(u) = 1− Trust(u) (3)
The trust computation is out of scope of this paper. How-
ever, as our framework is generic, several trust computation
models [18], [19] can be implemented in the professional so-
cial network at the level of communities. For each community,
the creator can integrate the trust model she/he prefers. The
integration of a trust mechanism can be made through a Web-
service call. The availability of the description (informations)
about the trust mechanism depends on the will of the commu-
nity creator.
Definition 4 (Risk). In our context we decide to take a linear
approach for calculating the risk value. However, in some
contexts, it may be interesting to focus more on one value
than on another. Thus, we introduce weightings into the risk-
formula:
Risk(req) =
kv × V (C) + kt × T (u) + ki × I(a, r)
kv + kt + ki
(4)
while
V , the Vulnerability, and kv its weighting,
C, the community of the request req,
T , the Threat, and kt its weighting,
u, the user of the request req,
I , the Impact, and ki its weighting,
a, the action of the request req,
Basically the weightings can all be set to 1 to take equally
into account all values (thus the risk corresponds to the
average). However, some organization could put their focus
more on the impact. The result of such a weighting is a plane,
given in Fig. 2, where the weighting is equal to {3,1,1} for
respectively the impact, the vulnerability and the threat. We
fixed the vulnerability value for this graph to 1 (the maximum
level).
Fig. 2: Risk value for a vulnerability of 1 and a weighting of
{3,1,1}
Threshold
Organizations still keep the control of the access to their
resources (shared by users) by determining the maximum risk
level they accept. Each organization is free to set (manually)
a threshold value beyond which the incoming requests will be
rejected. To define this threshold, the organization can either,
opt for a cost mechanism like the one presented in [20], or,
base it on the estimation of damages [21], [22].
In accordance to our objectives, our approach allows us
to take into account additional information to evaluate the
probability of:
• an impersonation as in motivating-example 2, through
the Threat (the user’s trust),
• the resource’s importance as in motivating-example 3,
through the Impact,
• a security flaw as in motivating-example 4, through
the Vulnerability
IV. EXPERIMENTATION
We conducted different experimentations to validate our
approach. Due to a lack of data from real case scenarios, we
simulated requests to cover a maximum range of possibilities.
We calculated the risk value of each of these requests to see
the influence of our approach on an existing system.
A. Implementation
First, we generate a random set of access control policies
for fifty different users on fifty different resources. We selected
the three commonly used actions Read, Write and Execute
and distributed them respectively with following probabilities:
{0.7, 0.3, 0.4}. Note that those probabilities do not impact the
final result, but only allow to generate policies closer to a real
case scenario. As we do not constrain our approach to any
type of trust calculation, we assigned to each user a random
trust level.
Second, we define six different authentication methods
and assign a vulnerability level to each of them as defined
in Definition 2. The different methods and their value can
be seen in Table I. We have considered that each incoming
request can be made by using one of those authentication
mechanisms. We agree that assigning a vulnerability level of
0 to a Biometric authentication is controversial11, but we did
this for an illustration purpose, only in the context of our
experimentations. It should not be understood otherwise.
TABLE I: Authentication methods and their vulnerability level
Name Description Vulnerability level
None Not authenticated user 1.0
PIN Pin Code 0.8
L+P Login and Password 0.6
OAuth OAuth service 0.4
2F Two factors 0.2
Bio Biometric 0.0
Finally, we generate randomly 1500 different access re-
quests. Each request corresponds to a 4-tuple {User, Resource,
Action, Authentication method}. The distribution is homoge-
neous with the exception of the action. The requested actions
were generated to influence the policy-based rejection rate,
basically we defined 4 scenarios: 10% of policy-based rejects
(Fig. 3), 15% (Fig. 4), 20% (Fig. 5) and 25% (Fig. 6). This
allows us to compare the behavior of our system and its
influence in different scenarios. For each of these scenarios
we also made 2 different risk calculations: the first one with a
weighting of {1,1,1} (on the left), and the second one with a
weighting of {3,1,1} (on the right) for respectively the impact,
the vulnerability and the threat. The second weighting helps to
mitigate the effect of our random generation, as it puts a bigger
focus on the impact value (which depends on the policies).
Thus, for each request we have a given threat value, a
given vulnerability value and can calculate the corresponding
impact (based on the generated policies). Each request is first
evaluated by the access control policy to see if it should be
accepted or not. A second decision point is the risk value which
is compared to a threshold. In the following we describe the
obtained results.
B. Results
We want to evaluate the influence of our system on an
existing access control policy, so basically how many more
requests will be rejected than without the risk threshold.
For this purpose, we conducted the experimentations against
different risk thresholds. Another interesting information is the
coherence of the risk-rejections, by this we mean how many
requests are rejected by both, the policy and the risk threshold.
The results are shown in stacked bars for different threshold
values (from 0.4 to 0.9). The figures must be read in this way:
• Lightgray (bottom of each bar), the ratio of policy-
only-based rejects. So, {Policy = Reject, Risk =
Accept}.
11http://www.net-security.org/secworld.php?id=8922
• Darkgray (middle of each bar), the ratio of coherent
rejects. So, {Policy = Reject, Risk = Reject}.
• Gray (top of each bar), the ratio of risk-only-based
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Fig. 3: Ratio of rejected requests in relation to a threshold, for
a policy-rejection rate of 10%
In Fig. 3 (policy-rejection rate of 10%), the risk threshold
has a significant influence on the global rejection rate only for
a very low threshold (namely 40% rejections for a threshold
of 0.4). With a greater threshold, the risk does not reject
many requests. This observation is even emphasized with the
second weighting scenario (focused on the impact value). The
weighting reduces significantly the rejection rate in comparison
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Fig. 4: Ratio of rejected requests in relation to a threshold, for
a policy-rejection rate of 15%
In Fig. 4 (policy-rejection rate of 15%), the risk has a more
important influence than in the previous scenario (around 45%
risk-based rejections for a threshold of 0.4). In comparison,
there are also more risk-based rejections for higher thresholds.
Another point is the coherence, which is more important than
previously. The second weighting, reduces the global ratio of
rejected requests, but is more coherent than in Fig. 3. Also, the
increase of rejected requests is more significant than for the
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Fig. 5: Ratio of rejected requests in relation to a threshold, for
a policy-rejection rate of 20%
In Fig. 5 (policy-rejection rate of 20%), the influence of
the risk grows in comparison to the previous cases (around
50% risk-based rejections for a threshold of 0.4). Moreover,
the effect “lasts longer” when increasing the threshold. Even
for threshold of 0.7 there is still a non-negligible amount of
risk-based rejected requests. Moreover, the coherence rate is
higher than previously. This is even more true for the second
weighting scenario, the risk decision becomes more coherent
with the policy decision. Also, there are now around 25% of
risk rejections.
Finally, Fig. 6 (policy-rejection rate of 25%) shows the
most important risk-based rejection rate of the four scenarios
(around 52%). Still, we can notice that the risk effect is
getting more important, even for a higher threshold, and the
coherence is globally increased. In opposition to the previous
scenarios, Fig. 6 shows some risk-only-based rejections even
for a threshold of 0.8. The statement made for Fig. 5 can
be highlighted in this scenario, i.e, the coherence is more
important in the case of the weighted risk calculation. Still,
the influence of the weighted risk calculation is bigger than in
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Fig. 6: Ratio of rejected requests in relation to a threshold, for
a policy-rejection rate of 25%
C. Discussion
Globally, when analyzing the results for our experimenta-
tions, we can make two main observations:
• the less policy-rejections there are, the less important
is the risk influence. So for systems with low rejection
rates, the risk has not a big influence and does not
reject many requests. On the contrary, for high policy-
based rejection rates, the risk influence becomes more
present: globally there are more requests rejected
based on the risk, even for greater thresholds.
• the first observation is emphasized with the weighted
scenario where the focus is put on the impact value.
The increase of risk-based rejections for systems with
higher rejection rates is more significant. But the
weighting also improves the coherence of the risk
decision with the policy decision. For the weighted
risk calculation, the risk-rejections are globally more
in accordance with the policy-decision than without
the weighting.
These observations lead us to the conclusion that our
system behaves as expected. The risk adapts to the systems
behavior and the access control policies defined by the users
of the community. Globally, when there are many rejects for
a given system, this means that there are more reasons to be
cautious. Thus, the risk, for the same threshold will reject more
requests than for lower policy-based rejection rates.
Moreover, the global influence of the introduction of the
risk metrics seems fair, as long as the thresholds remains
reasonable. By that we mean that our system does not sud-
denly introduce a huge amount of additional rejected requests.
Overall, the organization trusts its users but does only intervene
in very few cases.
Finally, the experimentations with the weighted risk for-
mula shows the coherence of the defined risk metrics with
our objectives. The risk-decision is more coherent with the
policy-decision when mitigating the influence of the randomly
generated values for our experiments.
V. RELATED WORK
Dimmock [20] considers that the trust is inherently linked
to risk, and both, must be considered for decision making.
They offer a solution based on the probability density function
and the trust to estimate the level of risk for each interaction.
Access is granted when the risk is low enough (or the trust high
enough). In opposition, in our work we also take into account
the trust considerations, but additionally the vulnerabilities of
the system and the impact, a very important information for
evaluating the risk.
In [23] authors present CollAC, a role based access control
framework designed for collaborative environments with an
architecture quite similar to XACML [24]. Similarly to our
approach, CollAC allows users to define access control policy
on a resource they share and/or own. However, resources
can be owned by multiple users, and for decision making a
combination is used. A feed-back system is put in place for
conflicting policies. As our access policy model, CollAC is
formal (hybrid logic) [25]. However, the CollAC access control
policies cannot be easily adopted at the hight level of PSN, as
they are subjective and role based, which do not fit well with
dynamic environments.
In [26] Y. Chen and B. Malin propose an unsupervised
learning framework designed for the detection of Anomalous
Insiders in Collaborative Environments via Relational Analysis
of Access Logs and call it CADS (Community based Anomaly
Detection System). CADS mines users relations for modeling
behavior patterns and detects anomalies by determining if
a particular user’s behavior is different than expected. The
context of this work is quite similar to ours as it considers the
flexibility of the environment. In addition, the authors consider
that collaborative information systems are inherently designed
to support team-based environments. We agree with this point
of view under the condition that each team is properly identi-
fied within the collaborative environments. Because, with our
Attribute Based Access Control ABAC policy model [4] we
deal with this challenge by allowing users to define a policy
for a group of users, i.e, team, based on the group unique
identifier. However, the objectives of our work are different.
We aim to promote the fine-grained user policies by risk-based
global policies designed for a higher abstraction level.
The context of the work presented in [27] is quite close
to the one we look at in term of social networking and
Collaborative Access Control aspects. In this work a new class
of access control policies is proposed: Collaborative Security
Policies, based on the multitude of collaborative users’ for the
ownership regarding to a given resource. The identification of
the collaborative users is based on semantic web technologies.
The main idea is to represent relations between users in the On-
line Social Networks (OSN) by a directed graph. Then, based
on a minimum trust level of this collaborative relations and a
maximum depth, access conditions are evaluated. These two
parameters are determined by the resource owner. Note that, if
several users are related (owner) to a given resource, a set of
access rules corresponding to each owner will be defined and
enforced based on the typology-based access control described
in [28]. The major difference between this work and ours is
that, for the access control enforcement, we do not implicate all
the collaborative resource owners directly based on their rules.
Instead, we consider them based on the resource’s impact.
Thus, we keep resource sharing simple for users by just
indicating the triplet: subject(s), object and action.
In [29], [30], Organization Based Access Control is pre-
sented. OrBAC is an access control model in which the
organization is the core entity of the authorization model.
In OrBAC the main access control entities, namely: subject,
object and action are respectively abstracted to: role, view and
activity. A variant of this model designed for collaborative
environment is the multi-OrBAC model [31]. The novelty in
this policy model is that the basic entities’ abstraction becomes
respectively: role in organization, activity in organization and
view in organization. Even if multi-OrBAC is suited for
distributed environment and considers the context, it is still
static. More precisely, a dynamic context change has no direct
effect on the policies. In addition, it is strongly based on role,
which can be considered as a drawback in the case of policy
updates, especially in a collaborative environment.
The work proposed in [32] is based on the concepts of Risk
Adaptable Access Control (RAdAC). This risk-based access
control consists of five core characteristics for evaluating
the risk value: Operational Need, Security Risk, Situational
Factors, Adaptable Access Control Policy and Heuristics. The
paper proposes the formalization of those concepts by extend-
ing the UCON Usage Control Model. However, this proposal
does not provide any details about neither how to assess those
different parameters, nor how they should be implemented.
Moreover, in opposition to our work, this risk definition does
not really respect any existing standard definition, even if the
five given characteristics can be mapped to our concepts of
Impact, Vulnerability, Threat and Threshold.
The authors of [33] propose a risk approach based on
the economic theory of decision-making under uncertainty. It
combines the likelihood (the trust beliefs) with the impact
(outcomes) and implement it for a spam-detection system.
Outcomes can also be of positive nature and thus are weighted
through preference scaling functions. However, it does not take
into account the vulnerability and is limited to an integration
to Trust-Based Access Control systems.
In [21], the authors propose an access control system built
with a risk approach. The risk calculation is based on fuzzy
inferences (if/then rules) and uses an object sensitivity score
system (similar to FICO) and a subject clearance score system.
Thus, the system calculates a risk value (between 0 and 1) for
each request of a subject on an object. In opposition to our
work, the value does not prevent a too risky access, but allows
a temporary access and builds post-obligations that have to
be fulfilled after the access. Moreover, it does not take into
account the vulnerability of the system and cannot be used to
complement an existing access control system (such as RBAC
rules).
Traditional RBAC systems are experienced, robust and
already implemented in lots of systems. We argue that re-
placing existing systems with a completely inexperienced and
probabilistic approach is not only non-optimal but can also
be very counter-productive in some cases. This is why, we
propose an approach to improve such existing systems with
our risk-based approach. Both systems, role-based and risk-
based can co-exist in the same environment and the decision
of both approaches can be combined to get a more accurate
result.
VI. CONCLUSION
In this paper, we proposed an enhancement for existing
access control systems with risk metrics. In the context of col-
laboration environments, and more specifically in Professional
Social Networks (PSN), this allows organizations to delegate
the definition of fine-grained access control policies to their
users but still having a control over their resources. Based on
standard risk management methodologies, we define the risk
for an incoming request through three values: the impact, the
threat and the vulnerability. By defining a risk-threshold, the
organization hosting the resources can deny the access request.
We have conducted evaluations to see how the proposed
system would interfere with a traditional system without the
risk metrics. Our evaluation has some limitations, as it is
working on simulated data, and thus it is difficult to see the
benefits and drawbacks on a real system. This will consist in
the next step of our research work. Also, it has to be combined
with a trust calculation approach, work which has been done
in parallel to this paper.
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