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Abstract
We analyze in detail the recursive construction of the Seiberg-Witten map and
give an exhaustive description of its ambiguities. The local BRST cohomology
for noncommutative Yang-Mills theory is investigated in the framework of the
effective commutative Yang-Mills type theory. In particular, we show how some of
the conformal symmetries get obstructed by the noncommutative deformation.
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1
1 Introduction
Using arguments from string theory, noncommutative Yang-Mills theory has been shown
[1] to be equivalent to a Yang-Mills type theory with standard gauge symmetries and an
effective action containing, besides the usual Yang-Mills term, higher dimensional gauge
invariant interactions. This equivalence is implemented through a so-called Seiberg-
Witten map (SW map), a redefinition of both the gauge potentials and the parameters
of the gauge transformations.
By considering an expansion in some parameter of noncommutativity ϑ, noncom-
mutative Yang-Mills theory can be understood as a consistent deformation of standard
Yang-Mills theory in the sense that the action and gauge transformations are deformed
simultaneoulsy in such a way that the deformed action is invariant under the deformed
gauge transformations. An appropriate framework for analyzing such consistent defor-
mations of gauge theories has been shown [2, 3] to be the antifield-antibracket formalism
(see [4, 5, 6, 7] in the Yang-Mills context, [8, 9, 10, 11, 12] for the generic case and [13, 14]
for reviews).
By reformulating the question of existence of SW maps in this context, the whole
power of the theory of “anti” canonical transformations is available. In the generic case,
this leads to an “open” version of the gauge equivalence condition, valid only up to terms
vanishing when the equations of motion hold [15]. These features have been shown to be
crucial for the construction of a SW map for the noncommutative Freedman-Townsend
model.
In the case of Yang-Mills and Chern-Simons theory, the relatively simple structure
of the gauge algebra allows one to analyze the SW map using antifield independent
BRST techniques [16, 17, 18, 19, 20]. Nevertheless, from the point of view of consistent
deformations of gauge theories, it is sometimes useful to lift these maps to anticanonical
transformations in the field-antifield space, as first discussed in [21, 22].
The first objective of this paper is to improve the explicit recursive construction of
the SW map by cohomological methods. The advantage of our solution is the use of
explicit expressions for the contracting homotopies adapted respectively to an expansion
in the deformation parameter and to an expansion in homogeneity of the fields. These
homotopies are based on previous works on the local BRST cohomology of Yang-Mills
theory [23, 24]. The methods also allow one to derive the general recursive solution
to the SW gauge equivalence condition. In particular, this solution contains additional
ambiguities besides those already discussed in [25, 26, 18]. We also point out that the
ambiguities in the SW map can be understood entirely in the context of the standard
Yang-Mills gauge field.
Another aim of this paper is to analyze the local, antifield dependent BRST coho-
mology groups of noncommutative Yang-Mills theory. These cohomology groups contain
the information about the (potential) anomalies, counterterms, and the global symme-
tries of the model (see e.g. [27] and references therein). In the space of formal power
series in the deformation parameter, the analysis can be done in terms of either the
noncommutative or the commutative formulation. It turns out to be more convenient to
work in the commutative formulation, because one can rely on known results in standard
Yang-Mills theory, adapted to the effective theory with higher dimensional interactions.
2
Representatives of the cohomology classes in the noncommutative formulation can then
be obtained by applying the inverse SW map.
In the next section, we first recall the central equations for the reformulation of SW
maps in the antifield formalism. Then we make some general observations on the relation
between the BRST cohomology groups of Yang-Mills theory and its noncommutative
deformation.
In the first part of section 3, we show in detail that existence of the SW maps
follows a priori from known results on the local BRST cohomology of standard Yang-
Mills theory [27, 28, 29]. Even though this kind of reasoning does of course not lead
to new results for noncommutative Yang-Mills theory, where the existence of SW maps
had been proved constructively in the original paper [1], it has been shown to be useful
for the existence proof of such maps in more complicated models [15]. In the next part
we construct the infinitesimal generating functional for the SW map understood as an
anticanonical transformation. The associated evolution equations in the deformation
parameter reproduce the original differential equations from [1]. We then give recursive
constructions of particular solutions for the SW equations and analyze in detail the
ambiguities in the general solution. Finally, we address the question of triviality of
the whole noncommutative deformation. In particular, we give the precise argument
why noncommutative Yang-Mills theory is a non trivial deformation. Then, we show
from cohomological arguments that noncommutative Chern-Simons theory is a trivial
deformation of its commutative version, as shown first in [30].
Section 4 is devoted to the local BRST cohomology of noncommutative Yang-Mills
theory. Using a Seiberg-Witten map the analysis is done in the commutative formulation.
We show that cohomology classes that do not involve the dynamics are unaffected by
the noncommutative deformation, while the others can be obstructed. In particular, the
breaking of the global Lorentz invariance is discussed in some detail.
Finally, various more technical proofs are given in the appendices.
2 Generalities
We assume the space-time manifold to be Rn with coordinates xµ , µ = 1, . . . , n. Through-
out the paper we use notations and conventions from [15]. In particular, the Weyl-Moyal
star-product is defined through
(2.1) f ∗ g(x) = exp (i∧12) f(x1)g(x2)|x1=x2=x, ∧12 =
ϑ
2
θµν∂x1µ ∂
x2
ν ,
for a real, constant, antisymmetric matrix θµν . The parameter ϑ has mass dimension
−2.
A natural space in deformation quantization is the space of formal power series in
ϑ with coefficients in smooth functions. In the context of local field theories, smooth
functions are replaced by local functions, i.e., functions that depend on xµ, the fields,
and a finite number of their derivatives. More precisely, even though the whole series can
depend on an infinite number of derivatives of the fields, each monomial in ϑ involves
only a finite number of them.
3
A noncommutative gauge theory is a consistent deformation of its commutative coun-
terpart, in the sense that the action and the gauge transformations are simultaneously
deformed in a compatible way. An appropriate framework to describe such consistent
deformations is the Batalin-Vilkovisky formalism: the deformations can be described
entirely in terms of the master action since it encodes both the gauge invariant action
and the gauge transformations. Furthermore, the associated (antifield dependent) BRST
cohomology of the undeformed theory controls the deformation [2, 3].
Consider then a noncommutative gauge theory described by the minimal proper
solution Sˆ[φˆ, φˆ∗;ϑ] of the master equation,
(2.2) Sˆ[φˆ, φˆ∗;ϑ] =
∞∑
s=0
ϑsS(s)[φˆ, φˆ∗] .
In particular, the undeformed (commutative) theory is determined by the master action
(2.3) S(0)[φˆ, φˆ∗] = Sˆ[φˆ, φˆ∗;ϑ]
∣∣∣
ϑ=0
.
2.1 Reformulation of SW maps in the BV formalism
A SW map is by definition a simultaneous field and gauge parameter redefinition such
that the gauge structure of the deformed theory is mapped to that of the undeformed one.
In the context of the antifield formalism, the existence of a SW map can be expressed in
four equivalent ways.
1. There exists an anticanonical field-antifield transformation1 φˆ[φ, φ∗;ϑ], φˆ∗[φ, φ∗;ϑ]
such that
(2.4) Sˆ[φˆ[φ, φ∗;ϑ], φˆ∗[φ, φ∗;ϑ];ϑ] = Seff0 [φ;ϑ] +
∑
r≥1
S(0)r [φ, φ
∗] ,
where Seff0 [φˆ; 0] = S
(0)
0 [φˆ; 0] and the subscript denotes the antifield number.
2. There exists a generating functional of “second type” F[φ, φˆ∗;ϑ] with
(2.5) φˆA(x) =
δLF
δφˆ∗A(x)
, φ∗A(x) =
δLF
δφˆA(x)
,
such that
(2.6) Sˆ[
δLF
δφˆ∗
, φˆ∗;ϑ] = Seff0 [φ;ϑ] +
∑
k≥1
S
(0)
k [φ,
δLF
δφ
] ,
with initial condition F =
∫
dnx φˆ∗Aφ
A +O(ϑ).
1Only anticanonical transformation that reduce to the identity to order 0 in the deformation param-
eter are considered here. Invertibility of these transformations in the space of formal power series is
then guaranteed.
4
3. There exists a functional Ξˆ[φˆ, φˆ∗;ϑ] such that
(2.7)
∂Sˆ
∂ϑ
= Bˆ0 + (Sˆ, Ξˆ)
holds with Bˆ0[φˆ ;ϑ]. The field-antifield redefinition of formulation 1 can then be
constructed as the solution to the differential equations
∂φˆA
∂ϑ
=
(
Ξˆ, φˆA
)
,(2.8)
∂φˆ∗A
∂ϑ
=
(
Ξˆ, φˆ∗A
)
(2.9)
and Bˆ0[φˆ ;ϑ] = (∂S
eff
0 /∂ϑ)[φ[φˆ ;ϑ];ϑ]. Formally, this solution can be written as
(2.10)
φˆA(x) = [P exp
∫ ϑ
0
dϑ′(Ξ(ϑ′), ·)]φA(x),
φˆ∗A(x) = [P exp
∫ ϑ
0
dϑ′(Ξ(ϑ′), ·)]φ∗A(x) ,
where Ξ[φ, φ∗;ϑ] is the same function of φ, φ∗;ϑ as Ξˆ[φˆ, φˆ∗;ϑ] is of φˆ, φˆ∗;ϑ.
4. The deformed and undeformed theories are weakly gauge equivalent in the follow-
ing sense. Let Lˆ0[ϕˆ;ϑ] be a Lagrangian of the deformed theory and L
eff
0 [ϕ;ϑ] =
Lˆ0[f [ϕ;ϑ]] be the respective effective Lagrangian. In the case of an irreducible
gauge theory, there exists a simultaneous redefinition of the original gauge fields
ϕˆi = f i[ϕ;ϑ] and the parameters2 ǫˆα = gαβ [ϕ;ϑ](ǫ
β) of the irreducible generating
set of nontrivial gauge transformations Rˆiα[φˆ;ϑ](ǫˆ
α) such that
(2.11) (δˆǫˆϕˆ
i
)
|ϕˆ=f,ǫˆ=g ≈ δǫf
i ,
where ≈ means terms that vanish when the equations of motions associated to
Seff0 =
∫
dnx Leff0 [ϕ;ϑ] hold. The operators δˆǫˆ, δǫ are given by
δˆǫˆ =
∑
k=0
∂µ1 . . . ∂µk
(
Rˆiα[ϕˆ;ϑ](ǫˆ
α)
) ∂
∂(∂µ1 . . . ∂µk ϕˆ
i)
,(2.12)
δǫ =
∑
k=0
∂µ1 . . . ∂µk
(
Riα[ϕ](ǫ
α)
) ∂
∂(∂µ1 . . . ∂µkϕ
i)
,(2.13)
with Riα[ϕ](ǫ
α) being the associated irreducible generating set of nontrivial gauge
transformations of the undeformed theory.
In what follows, by effective theory we mean the commutative theory described by
the Lagrangian Leff0 [ϕ;ϑ] or, equivalently, by the solution of the master equation given
by the right hand side of (2.4).
2A square bracket means a local dependence on the fields and their derivatives, while the round
bracket means that this dependence is linear and homogeneous.
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2.2 Local BRST cohomology and SW maps
Let sˆ = (Sˆ, ·) be the BRST differential of a noncommutative theory admitting a SW
map. In the space of formal power series in the deformation parameter with coefficients in
local functions or local functionals, the BRST cohomology groups H(sˆ) are isomorphic
to the BRST cohomology groups of the associated effective theory because these two
theories are related by an anticanonical field-antifield redefinition. Furthermore, these
cohomology groups are included in the associated cohomology groups of the undeformed
commutative theory, evaluated in the spaces of formal power series in ϑ.
The BRST differential seff of the effective theory can be expanded according to the
antifield number as seff = δeff + γ + s1 + . . . . The Koszul-Tate differential δ
eff lowers the
antifield number by 1 and is associated to the equations of motion of Seff0 [ϕ;ϑ], while
γ, s1, . . . of antifield number 0, 1, ... are identical to the corresponding operators of the
undeformed theory.
In the Yang-Mills case that we are interested in here, γ is a differential and the
operators s1, . . . all vanish. Hence, the difference between the local BRST cohomology
groups of noncommutative Yang-Mills theory and its commutative counterpart is due
only to the dynamics encoded in δeff respectively δ.
3 SW maps in noncommutative Yang-Mills theory
In the first subsection, we give the master action for noncommutative Yang-Mills theory
and the associated BRST differential involving the antifields. We assume that fields take
values in u(N) or in some associative matrix algebra U . For simplicity we limit ourselves
to pure Yang-Mills theories. The inclusion of matter fields is straightforward along the
lines of [31].
3.1 Master action and BRST differential
The minimal (not necessarily proper) solution of the master equation for noncommutative
Yang-Mills theory is given by
(3.1) Sˆ =
∫
dnx
(
−
1
4κ2
Tr (Fˆ µν ∗ Fˆµν) + Aˆ
∗µ
A ∗ (DˆµCˆ)
A + Cˆ∗A ∗ (Cˆ ∗ Cˆ)
A
)
,
where Aˆµ = Aˆ
A
µTA and Cˆ = Cˆ
ATA are either u(N) or U-valued gauge fields and ghost
fields, Aˆ∗µA and Cˆ
∗
A are the antifields conjugate to Aˆ
A
µ and Cˆ
A, and
Fˆµν = ∂µAˆν − ∂νAˆµ + [Aˆµ ∗, Aˆν ], DˆµCˆ = ∂µCˆ + [Aˆµ ∗, Cˆ],
with [ ∗, ] the graded star-commutator,
(3.2) [A ∗, B] = A ∗B − (−1)|A||B|B ∗ A .
The BRST differential sˆ for the noncommutative model is defined in the standard
way as canonically generated by the associated master action:
sˆ · =
(
Sˆ, ·
)
.(3.3)
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It is useful to represent sˆ as the sum sˆ = γˆ + δˆ, where γˆ is the part of the BRST
differential with antifield number 0 and δˆ is the Koszul-Tate part (see e.g. [13]). The
differentials γˆ and δˆ act on the gauge fields, ghost fields, and antifields as follows:
(3.4)
γˆAˆµ = DˆµCˆ, γˆCˆ = −Cˆ ∗ Cˆ,
δˆAˆµ = 0, δˆCˆ = 0 ,
γˆAˆ∗µA = −(TACˆ)
B ∗ Aˆ∗µB − Aˆ
∗µ
B ∗ (CˆTA)
B,
γˆCˆ∗A = −(TACˆ)
B ∗ Cˆ∗B + Cˆ
∗
B ∗ (CˆTA)
B,
δˆAˆ∗µA =
1
κ2
Tr (TADˆνFˆ
νµ),
δˆCˆ∗A = −∂µAˆ
∗µ
A − (TAAˆµ)
B ∗ Aˆ∗µB + Aˆ
∗µ
B ∗ (AˆµTA)
B,
where TACˆ = (TACˆ)
BTB. The BRST differential sˆ can be expanded in ϑ,
In the next subsection, we show that existence of the SW map follows directly from
standard results on the BRST cohomology of the commutative Yang-Mills theory.
3.2 Existence of SW map from BRST cohomology
As discussed in [15], existence would be direct if there were no antifield dependent
cohomology, but even in the u(N) case there is in fact antifield dependent cohomology
because of the U(1) factor. We show that the noncommutative deformation does not
involve this cohomology, which completes the previous arguments.
Assume we have constructed a SW map φˆk[φ, φ∗;ϑ], φˆ∗k[φ, φ∗;ϑ] to order k in ϑ. This
means that (2.4) holds up to terms of order k + 1 and higher:
(3.5) Sˆ[φˆk[φ, φ∗;ϑ], φˆ∗k[φ, φ∗;ϑ];ϑ] =
=
k∑
l=0
ϑlS
eff (l)
0 [A] +
∑
r≥1
S(0)r [φ, φ
∗] + ϑk+1 S˜(k+1)[φ, φ∗] +O(k + 2) ,
with
(
S(0), S
eff (l)
0 [A]
)
= 0 and φˆk, φˆ∗k related to φ, φ∗ through an anticanonical transfor-
mation. The master equation
(
Sˆ, Sˆ
)
= 0 then implies
(3.6)
(
S(0), S˜(k+1)
)
= 0 .
Suppose that the cocycle S˜(k+1) belongs to a subspace S, where the representatives of
the cohomology of s(0) can be chosen to be antifield independent, so that
(3.7)
(
S(0), S˜(k+1)
)
= 0 =⇒ S˜(k+1) = S
eff(k+1)
0 [A] +
(
S(0), Ξ˜(k+1)
)
.
Then, the SW map can be constructed as a succession of anticanonical transformations.
Indeed, if we define
(3.8)
φˆk+1[φ, φ∗;ϑ] = exp
(
ϑk+1
(
Ξ˜(k+1), ·
))
φˆk ,
φˆ∗k+1[φ, φ∗;ϑ] = exp
(
ϑk+1
(
Ξ˜(k+1), ·
))
φˆ∗k ,
7
the action Sˆ[φˆk+1, φˆ∗k+1;ϑ] satisfies (3.5) with k + 1 in place of k. For k = 0, Eq. (3.5)
obviously holds with φˆ0 = φ, φˆ∗0 = φ∗ the identity map and S
eff (0)
0 [A] the standard
commutative Yang-Mills action.
In our case, the subspaceS can be taken to be the space of local functionals depending
at most linearly on antifields and depending on the ghosts only via their derivatives when
written in terms of undifferentiated antifields. We show in appendix A that (i) equation
(3.7) indeed holds if S˜(k+1) ∈ S and (ii) that Ξ˜(k+1) can be chosen in S. In this case
S˜(k+2) can also be chosen in S (through integrations by parts) since all terms of Sˆ of
first and higher order belong to S, and terms in φˆk+1[φ, φ∗;ϑ], φˆ∗k+1[φ, φ∗;ϑ] of first and
higher order are at most linear in antifields and depend only on differentiated ghosts if
Ξ˜(l), l = 1 . . . , k + 1 belong to S, which completes the proof.
3.3 Explicit construction of generating functional
In this subsection, we give a constructive approach to the differential equations of Seiberg
and Witten, whose integration provides the map that establishes the equivalence of the
gauge structure of the noncommutative and the commutative theories. The differen-
tial equations appear here as those for an anticanonical transformation, more precisely
a Hamiltonian evolution equation with time replaced by ϑ, the parameter of noncom-
mutativity. Because this generating functional contains the evolution parameter ϑ, the
formal solution is obtained by the standard path-ordered exponential associated to time
dependent anticanonical transformation.
The generating functional Ξˆ defined by (2.7)
∂Sˆ
∂ϑ
= Bˆ0 + sˆ Ξˆ ,(3.9)
can be constructed by using an appropriate contracting homotopy. In order to do so,
one decomposes the functionals according to the antifield number and expands in homo-
geneity in the fields. In this case the relevant differential controling the construction is
γˆ[0] which acts on the fields and antifields simply according to
γˆ[0]Aˆµ = ∂µCˆ, γˆ
[0]Cˆ = γˆ[0]Aˆ∗µA = γˆ
[0]Cˆ∗A = 0 .(3.10)
The decomposition of γˆ then reads
γˆ = γˆ[0] + γˆ[1].(3.11)
where γˆ[1] contains the quadratic terms of the γˆ-transformations. Details are given in
appendix B and we present here only the final results:
Ξˆ =
iθαβ
4
∫
dnx (−Aˆ∗µA {Fˆαµ + ∂αAˆµ
∗, Aˆβ}
A + Cˆ∗A {Aˆα
∗, ∂βCˆ}
A),(3.12)
Bˆ0 =
iθαβ
κ2
∫
dnx Tr(
1
8
Fˆαβ Fˆµν ∗ Fˆ
µν −
1
2
Fˆαµ ∗ Fˆβν Fˆ
µν).(3.13)
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The associated differential equations (2.8) and (2.9) for Aˆµ and Cˆ are the ones from [1]:
(3.14)
∂Aˆµ
∂ϑ
=
(
Ξˆ, Aˆµ
)
= −
iθαβ
4
{Aˆα ∗, Fˆβµ + ∂βAˆµ},
∂Cˆ
∂ϑ
=
(
Ξˆ, Cˆ
)
=
iθαβ
4
{∂αCˆ ∗, Aˆβ}.
Notice also that equation (3.13) provides directly the effective action to first order in
ϑ:
(3.15) Seff [A;ϑ] =
= −
1
4κ2
∫
dnxTr
(
FµνF
µν +
iϑθαβ
2
(−FαβFµνF
µν + 4FαµFβνF
µν)
)
+O(ϑ2) .
3.4 Recursive construction of SW map
In this subsection we construct recursive solutions for the SW map. We use the stan-
dard technique of homological perturbation theory based either on an expansion in the
deformation parameter or an expansion in homogeneity in the fields. In the former case
the appropriate coboundary operator is γ¯ = γ + [C, · ] while in the latter it is γ[0].
3.4.1 Defining equations
Linearity in antifields of the generating functional Ξˆ implies that the generating func-
tional F of second type can also be chosen linear in antifields,
F =
∫
dnx
(
Aˆ∗µA f
A
µ + Cˆ
∗
Ah
A
)
,(3.16)
where fAµ = f
A
µ [A;ϑ] and h
A = hA[A;ϑ](C). Then the defining equation (2.6) reduces to
−
1
4κ2
∫
dnxTr FˆµνFˆ
µν [f ;ϑ] =
∫
dnx Leff0 [A;ϑ] ,(3.17)
(∂µh+ [fµ ∗, h])
A = γfAµ ,(3.18)
1
2
[h ∗, h]A + γhA = 0 ,(3.19)
where fµ = f
A
µ [A;ϑ]TA and h = h
A[A,C;ϑ]TA and γ is the gauge part of the BRST
differential of the commutative theory:
(3.20) γf [A,C] =
∑
k=0
∂ρ1 . . . ∂ρk(DµC)
B ∂
Lf [A,C]
∂(∂ρ1 . . . ∂ρkA
B
µ )
−
∑
k=0
1
2
∂ρ1 . . . ∂ρk(fDE
BCDCE)
∂Lf [A,C]
∂(∂ρ1 . . . ∂ρkC
B)
,
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where fDE
B are the structure constants of the Lie algebra associated to the underlying
matrix algebra,
(3.21) [TA, TB] = fAB
CTC .
Notice that for a general generating functional F that is not linear in the antifields,
equations (3.18) and (3.19) may contain equation of motion terms [15].
Equation (3.18) is the SW equation (3.3) of [1] under the form
(3.22) δˆλˆAˆ = δλAˆ,
with the identifications Aˆµ ↔ fµ, λˆ ↔ h and λ ↔ C. We are going to solve the
BRST version (3.19) of the integrability condition before solving the SW equation (3.18),
because it contains as unknown functions only the noncommutative gauge parameter h
as a function of θµν , CA, AAµ , and their derivatives.
3.4.2 Expansion in ϑ
Assume first that hk =
∑k
l=0 ϑ
lh(l) solves (3.19) up to order k + 1 in the deformation
parameter ϑ. This means that
(3.23)
1
2
[hk ∗, hk] + γhk = ϑk+1r(k+1) +O(k + 2) ,
where in the right hand side we have explicitly written the term of order k+1. Applying
γ + [hk ∗, ·] to this equation the left hand side vanishes identically. The consistency
condition
(3.24) (γ + [hk ∗, ·])(ϑk+1r(k+1) +O(k + 2)) = 0
implies to lowest order
(3.25) (γ + [C, ·])r(k+1) = 0 .
Thus the operator γ¯ = γ+[C, ·] is the natural operator for recursively solving (3.19) and
also (3.18)3. In particular it is nilpotent, γ¯2 = 0, when acting on matrix algebra-valued
local functions. Note that unlike the ordinary BRST differential γ, γ¯ doesn’t commute
with ∂µ. Instead, γ¯ commutes with the covariant derivative: [γ¯, Dµ] = 0.
To proceed to the next order one has to show that the cocycle r(k+1) is a coboundary
of γ¯. This can be achieved by using ρ given explicitly by (A.9) which is a contracting
homotopy for γ¯. Indeed, one can check that
(3.26) {γ¯, ρ}f(y, z, χ, C) = f(y, z, χ, C)− f(0, 0, χ, C) ,
where f is an algebra-valued local function and the following independent coordinates
are introduced in the space of fields and their derivatives (see appendix A for details):
(3.27)
{yα} = {∂(ν1 . . . ∂νlA
A
µ)}, {z
α} = {∂(ν1 . . . ∂νlDµ)C
A},
{χA∆} = {D(ν1 . . .DνlF
A
µ)λ} , {C
A} .
3In this context the relevance of this operator was first observed in [17] (see also [19]).
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Proposition 1. A particular recursive solution h =
∑
k=0 ϑ
kh(k) to equation (3.19) with
h(0) = C is given by
(3.28) h(k+1) = −ρ
( ∑
i+j+l=k+1
1
2
[h(i) ∗, h(j)]
(l)
)
, 0 ≤ i, j ≤ k, 0 ≤ l ≤ k+1, k ≥ 0 ,
where we have expanded the ∗-commutator with respect to powers in ϑ:
(3.29) [a ∗, b] =
∞∑
l=0
ϑl[a ∗, b]l = [a, b] +
iϑθαβ
2
{∂αa, ∂βb}+ · · · .
Proof. At zeroth order in ϑ Eq. (3.19) is satisfied by h0 = C. Assume that we have
constructed hk =
∑k
l=0 ϑ
lh(l) such that hk solves (3.19) up to order k + 1 with h(l)
independent on undifferentiated ghosts for 1 ≤ l ≤ k. At order k + 1 in ϑ Eq. (3.19)
requires
(3.30) −γ¯h(k+1) =
1
2
∑
i+j+l=k+1
[h(i) ∗, h(j)]
(l)
, 0 ≤ i, j ≤ k, 0 ≤ l ≤ k + 1 .
The right hand side of (3.30) is just r(k+1) from (3.23) and therefore it is γ¯-closed.
One can check that r(k+1) does not depend on undifferentiated ghosts. Indeed, among
h(l), 0 ≤ l ≤ k, only h(0) depends on undifferentiated ghosts but it appears only inside
the ∗-commutator. One then finds that h(k+1) = −ρr(k+1) solves (3.30) because r(k+1)
vanishes when y = z = 0. Furthermore, h(k+1) is also independent on the undifferentiated
ghosts so that the construction can be iterated.
In the case of u(N)-valued fields it follows from the recursive construction that h
also takes values in u(N) because only commutators or anticommutators multiplied by
imaginary unit are involved.
Proposition 2. For h =
∑
k=0 ϑ
kh(k) as in proposition 1 a particular recursive solution
fµ =
∑
k=0 ϑ
kf
(k)
µ to equation (3.18) with fµ
(0) = Aµ is given by
(3.31) f (k+1)µ = ρ
(
Dµh
(k+1) +
∑
i+j+l=k+1
[fµ
(i) ∗, h(j)]
(l)
)
, k ≥ 0,
with 0 ≤ i, j ≤ k, 0 ≤ l ≤ k + 1.
Proof. At zeroth order in ϑ Eq. (3.18) is satisfied by f 0µ = f
(0)
µ = Aµ. Assume that we
have constructed fkµ =
∑k
l=0 ϑ
lf
(l)
µ that solves (3.18) to order k, i.e.,
(3.32) γfkµ − ∂µh− [f
k
µ
∗, h] = ϑk+1t(k+1)µ +O(k + 2) .
Applying γ + [h ∗, ·] to both sides and using (3.19) one gets at order k + 1 in ϑ that
γ¯t
(k+1)
µ = 0. Explicitly, t
(k+1)
µ is given by
(3.33) t(k+1)µ = −Dµh
(k+1)−
∑
i+j+l=k+1
[fµ
(i) ∗, h(j)]
(l)
, 0 ≤ i, j ≤ k, 0 ≤ l ≤ k+1 .
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At order k + 1 in ϑ Eq. (3.18) requires:
(3.34)
γ¯f (k+1)µ = Dµh
(k+1) +
∑
i+j+l=k+1
[fµ
(i) ∗, h(j)]
(l)
= − t(k+1)µ ,
0 ≤ i, j ≤ k, 0 ≤ l ≤ k + 1 .
Thus f
(k+1)
µ = −ρt
(k+1)
µ is a particular solution to equation (3.34) because t
(k+1)
µ does
not depend on undifferentiated ghosts for reasons analogous to those as in the previous
proof.
The same arguments as above show that in the case of u(N)-valued fields fµ is also
u(N)-valued.
3.4.3 Expansion in homogeneity in the fields
We now discuss a recursive solution for the SW map based on an expansion according
to the homogeneity in the fields. As in the construction of the generating functional the
relevant differential is γ[0] corresponding to the Abelian theory but now written in terms
of unhatted variables. The associated contracting homotopy ρ[0] is defined by (B.27) and
satisfies (B.28) with unhatted variables substituting for hatted ones.
Proposition 3. A particular recursive solution h =
∑
k=1 h
[k] to equation (3.19) with
h[1] = C is given by
(3.35) h[k] = −ρ[0](γ[1]h[k−1] +
k−1∑
l=1
1
2
[h[l] ∗, h[k−l]]) , k ≥ 2 .
Proof. At order 1, equation (3.19) is indeed satisfied since γ[0]C = 0. Furthermore,
the expression r[2] = γ[1]C + 1
2
[C ∗, C] depends only on differentiated ghosts and hence
vanishes when the appropriate variables y, z defined analogously to (B.26) are zero.
Suppose that we have constructed hk−1 =
∑k−1
l=1 h
[l] satisfying (3.19) up to order k, i.e.,
(3.36) γhk−1 +
1
2
[hk−1 ∗, hk−1] = r[k] +
∑
m≥0
q[k+1+m] ,
with r[k] and h[k], k ≥ 2 in homogeneity k and depending only on differentiated ghosts.
Applying γ + [hk−1 ∗, ·], the left hand side vanishes identically, which implies for the
lowest order on the right hand side that γ[0]r[k] = 0.
In homogeneity degree k equation (3.19) implies:
(3.37) γ[0]hk = −γ[1]h[k−1] −
k−1∑
l=1
1
2
[h[l] ∗, h[k−l]] = r[k] .
Applying ρ[0] to this equation, it follows from (B.28) and the induction hypothesis that r[k]
does not depend on undifferentiated ghosts that h[k] = −ρ[0]r[k] is a solution to Eq. (3.37).
It remains to be checked that r[k] does not depend on undifferentiated ghosts. Indeed, the
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only possible dependence on undifferentiated ghosts can come from γ[1]h[k−1]+[C, h[k−1]].
This dependence cancels between the two terms because: (i) γ[1] = −[C, VM ]
A
∂
∂V AM
up
to terms that involve only differentiated ghosts, with
(3.38) {V AM} = {∂(µ1 . . . ∂µl−1A
A
µl)
, ∂(µ1 . . . ∂µl)C
A , ∂(µ1 . . . ∂µl−1F
A[0]
µl)ν
};
(ii) by construction h[k+1] is a polynomial in matrix-valued fields and their derivatives
so that [C, ·] satisfies Leibnitz rule.
Explicitly, the quadratic contribution is given by
(3.39) h[2] = −ρ[0]
(
(cos Λ12 − 1)C
ACB[TA, TB] + i sin Λ12C
ACB{TA, TB}
)
=
= −
(ϑθµν
2
cosΛ12 − 1
Λ12
AAµ∂νC
B[TA, TB] + i
ϑθµν
2
sin Λ12
Λ12
AAµ∂νC
B{TA, TB}
)
.
Proposition 4. For h =
∑
k=1 h
[k] as in proposition 3, a particular recursive solution
fµ =
∑
k=1 f
[k]
µ of (3.18) with f
[1]
µ = Aµ is given by
(3.40) f [k]µ = −ρ
[0]
(
γ[1]fµ
[k−1] − ∂µh
[k] −
k−1∑
l=1
[f [l]µ
∗, h[k−l]]
)
, k ≥ 2.
Proof. At order 1, equation (3.18) is indeed satisfied since γ[0]Aµ = ∂µC. Furthermore,
−γ[1]Aµ+ ∂µh
[2]+ [Aµ ∗, C] only depends on differentiated ghosts. Suppose that we have
constructed fk−1µ =
∑k−1
l=1 f
[l]
µ such that (3.18) is satisfied up to order k,
(3.41) γfk−1µ − ∂µh− [f
k−1
µ
∗, h] = t[k]µ +
∑
m=0
v[k+1+m]µ ,
with t
[k]
µ depending only on differentiated ghosts. Applying γ + [h ∗, ·] implies to lowest
order that γ[0]t
[k]
µ = 0. Applying ρ[0], it follows that t
[k]
µ = γ[0]ρ[0]t
[k]
µ which implies that
f
[k]
µ = −ρ[0]t
[k]
µ is a particular solution to equation (3.18) at homogeneity order k:
(3.42) γ[0]f [k]µ = −γ
[1]f [k−1]µ + ∂µh
[k] −
k−1∑
l=1
[f [l]µ
∗, h[k−l]] = −t[k]µ .
It remains to be shown that t
[k]
µ depends only on differentiated ghosts. Indeed, the only
dependence on undifferentiated ghosts can come from the terms γ[1]f
[k−1]
µ − [f
[k−1]
µ , C]
and as before, this dependence cancels between the two terms. Finally, fkµ = f
k−1
µ + f
[k]
µ
satisfies Eq. (3.18) up to order k + 1 and the construction can be iterated.
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3.5 Universal SW map
The particular SW maps constructed in the previous two sections depend very little on
the associative algebra U . Indeed, if as in (3.39), one does not use the multiplication
table in U to simplify the expressions, one can construct a ”universal” SW map valid for
any U . A SW map for a particular U is then obtained by using the multiplication table
in the final expression. More precisely, this means that one should first construct the
SW map for Yang-Mills fields taking values in the free tensor algebra of some sufficiently
large vector space. Because each associative algebra U can be represented as a quotient
of such a free tensor algebra modulo some relations, the SW map for U can be obtained
by using these relations in the SW map for the free tensor algebra.
3.6 Ambiguities in the SW map
Some part of the arbitrariness in the SW map was discussed originally in [25, 26, 18].
In this section, we are going to derive the most general solution to the SW gauge equiv-
alence condition (3.22). As before indices in parentheses refer to the expansion in the
deformation parameter.
Proposition 5. The general solution f ′µ, h
′ to equations (3.18)-(3.19) with boundary
conditions f ′µ
(0) = Aµ, h
′(0) = C is given by the composition
(3.43) f ′µ = fµ[f
c[A;ϑ];ϑ] , h′ = h[f c[A;ϑ], hc[A,C;ϑ];ϑ]
where fµ, h is any particular solution with the same boundary conditions (e.g. the one
constructed recursively in the previous section), while f cµ, h
c is the general solution to the
”commutative” equations
γhc +
1
2
[hc, hc] = 0 ,(3.44)
γf cµ = ∂µh
c + [f cµ, h
c] ,(3.45)
subject to the boundary condition
(3.46) f c(0)µ = Aµ , h
c(0) = C .
Proof. Let F ′ =
∫
dx (Aˆµ⋆A f
′A
µ + Cˆ
∗
Ah
′A) and F =
∫
dx (Aˆµ⋆A f
A
µ + Cˆ
∗
Ah
A) be the generat-
ing functionals for the anticanonical transformation associated with the two SW maps.
Denoting by F ∗ the anticanonical transformation corresponding to F (acting on func-
tionals), one has by definition (see eq. (2.4))
(3.47) F ∗(Sˆ) = Seff0 +
∑
k≥1
S
(0)
k ,
and similarly for F ′∗ with Seff0 replaced by some S
eff
0
′
. It then follows that
(3.48) F ′
∗
(
F−1
∗(∑
k≥1
S
(0)
k
))
=
∑
k≥1
S
(0)
k + antifield-independent terms .
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The antifield dependent part of this equation means that the anticanonical transforma-
tion F ′∗ ◦ F−1
∗
preserves the gauge structure of the commutative theory. With
(3.49) F ′
∗
(F−1
∗
(Aµ)) = f
c
µ[A;ϑ], F
′∗(F−1
∗
(C)) = hc[A;ϑ](C) ,
the same argument as in 3.4.1 shows that equations (3.44) and (3.45) hold.
Proposition 6. The general solution to equations (3.44) and (3.45) with boundary con-
ditions (3.46) is given by
hc = (Λ−1CΛ + Λ−1γΛ)
∣∣∣
CA→CA+CBrAB, A
A
µ→A
A
µ+W
A
µ +(A
B
µ+W
B
µ )r
A
B
,(3.50)
f cµ = (Λ
−1AµΛ + Λ
−1∂µΛ)
∣∣∣
AAµ→A
A
µ+W
A
µ +(A
B
µ+W
B
µ )r
A
B
.(3.51)
Here Λ = exp(λATA) with λ
A[A;ϑ] an arbitrary formal power series in ϑ with coefficients
in local functions; r has the form r = CArBA(ϑ) TB and satisfies
(3.52) γ¯r +
1
2
[r, r] = 0 ,
while Wµ = W
A
µ [A;ϑ]TA satisfies
(3.53) γ¯Wµ = 0 .
The proof is given in appendix C. Notice that equation (3.52) is the Maurer-Cartan
equation for r considered as a 1-cochain of the Lie algebra U with coefficients in the
adjoint representation. Notice also that equation (3.53) is equivalent to Wµ = Wµ(χ;ϑ),
where the variables χA∆ are defined in appendix A, and the following purely algebraic
condition
(3.54) −[C, χA∆]
∂Wµ
∂χA∆
+ [C,Wµ] = 0 .
Theorem 1. The general solution f ′µ, h
′ to equations (3.18) and (3.19) with boundary
conditions f ′µ
(0) = Aµ, h
′(0) = C is given by
(3.55)
h′ =
(
Λˆ−1 ∗ h ∗ Λˆ + Λˆ−1 ∗ γΛˆ
) ∣∣
CA→CA+CBrAB, A
A
µ→A
A
µ+W
A
µ +(A
B
µ+W
B
µ )r
A
B
,
f ′µ =
(
Λˆ−1 ∗ fµ ∗ Λˆ + Λˆ
−1 ∗ ∂µΛˆ
) ∣∣
AAµ→A
A
µ+W
A
µ +(A
B
µ+W
B
µ )r
A
B
.
Here, fµ, h is a particular solution with the same boundary conditions; Λˆ = exp∗(λˆ
A TA)
with λˆA[A, ϑ] an arbitrary formal power series in ϑ with coefficients in local functions;
r = CArBA(ϑ) TB and Wµ = W
A
µ [A;ϑ]TA satisfy
(3.56) γ¯r +
1
2
[r, r] = 0 , γ¯Wµ = 0 .
15
The proof is given in appendix D. The general SW map f ′µ for the gauge fields
can thus be obtained from a particular map fµ, by applying a noncommutative gauge
transformation, followed by the substitution AAµ → A
A
µ + A
B
µ r
A
B related to a Lie algebra
automorphism (see below), and then by the gauge covariant redefinition AAµ → A
A
µ +W
A
µ
of the gauge fields.
The constants rBA which enter here define an automorphism of the Lie algebra (3.21).
This is seen by rewriting equation (3.52) in the equivalent form
(3.57) γC˜ = −C˜ C˜ , C˜ = C + CArBATB .
Using that γCA = −1
2
fBC
ACBCC , one readily verifies that equation (3.57) is equivalent
to
(3.58) fBC
DeAD = e
D
B e
E
C fDE
A, eBA = δ
B
A + r
B
A .
This establishes indeed a Lie algebra automorphism TA −→ e
B
ATB. This automorphism
is relevant only if it is an outer automorphism because inner automorphisms can be
absorbed by redefinitions of Λ. In the u(N) case the only outer automorphisms that
occur here are rescalings of the U(1) generator (since only automorphisms connected to
the identity occur owing to the boundary condition (3.46)).
3.7 Nontriviality of the deformed action. Chern-Simons theory
One remaining question is whether the noncommutative U(N) theory as a whole is
equivalent to the commutative one, i.e., whether the starting point noncommutative and
commutative actions are related through field redefinitions. A necessary condition for
triviality is that, at first order, the integrand in (3.15) be on-shell (for the equations of
motion of the commutative theory) equal to a total divergence,
(3.59) L
eff(1)
0 ≈ ∂µj
µ
0 .
This condition can be equivalently rewritten as L
eff(1)
0 d
nx = dj0 + δk1 which in turn
implies that
(3.60) L
eff(1)
0 d
nx = dJ + sK
(see e.g. [27]). Indeed, it follows from the fact that γL
eff(1)
0 = dl0 that one can find
K and J˜ such that δk1 = sK + dJ . Namely, using the fact that δf + dg = 0 implies
f = δf1 + dg1 for any f of positive pure ghost number and antifield number, one can
find k2 such that δk2 + γk1 = dj1. Proceeding further by induction in antifield number
one can construct K = k1 + k2 + . . . satisfying δk1 = sK + dJ for some J .
In order to prove non-triviality of the noncommutative deformation of U(N) Yang-
Mills theory, it is enough to consider the U(1) case. Indeed, by putting to zero all the
components of the gauge field except for the one associated to the u(1) factor, triviality
of the U(N) theory would imply triviality of the U(1) theory. By applying s to the
equation (3.60), we get the descent equation sJ +dm = 0 for the n−1 form J . This last
16
equation then implies, in space-time dimensions strictly greater than 2, (see eq. (13.6)
of [27]) that
(3.61) J = λ(⋆A∗C + ⋆FA) + AP (F ) + In−1(χ) + s(·) + d(·) ,
where F = Fµνdx
µdxν , A = Aµdx
µ, ⋆ denotes hodge conjugation, and P (F ) is a polyno-
mial in the two-form F .
It then follows from (3.61) that
(3.62) L
eff(1)
0 d
nx ≈ λ(−)n ⋆ FF + FP (F ) + dIn−1(χ) .
Since L
eff(1)
0 is cubic in Aµ only terms of homogeneity degree 3 can contribute:
(3.63) L
eff(1)
0 d
nx ≈ αF 3 + dIn−1(χ).
In the case where there is no explicit x dependence, this equation implies, by putting to
zero the derivatives of the field strength, that
(3.64) L
eff(1)
0 d
nx = αF 3.
Because this is not the case, we conclude that the noncommutative deformation of the
action is non trivial, at least in the x independent case and in space-time dimension
strictly greater than 2.
This is to be contrasted with noncommutative U(N) Chern-Simons theory described
by the action
(3.65) SˆCS0 =
∫
Tr (Aˆ ∗ dAˆ+
2
3
Aˆ ∗ Aˆ ∗ Aˆ).
The antifield structure of the solution of the master equation is the same as in the Yang-
Mills case. In [30], it has been shown that the SW map transforms the noncommutative
U(N) Chern-Simons theory into its commutative counterpart, so that the noncommuta-
tive deformation is trivial.
From the point of view of the local BRST cohomology of the commutative theory,
this follows directly from the following arguments: for Chern-Simons theory with gauge
group U(N), there exists exactly one cohomology class in form degree n and ghost
number 0 in the case where N ≥ 2, and none in the U(1) case (see e.g. [27].) If we
denote by gCS the gauge coupling constant that goes with the structure constants of
the su(N) subalgebra, this representative can be chosen to be ∂S
(0)
∂gCS
. It follows that any
consistent deformation of commutative U(N) Chern-Simons theory can be absorbed by
a field-antifield redefinition and a redefinition of the gauge coupling. In particular, it
follows that there exists a field-antifield redefinition such that
SˆCS[φˆ[φ, φ∗;ϑ, gCS], φˆ
∗[φ, φ∗;ϑ, gCS];ϑ, gˆCS] = S
(0)CS[φ, φ∗; gCS(ϑ)],(3.66)
with gCS(ϑ) = gCS +ϑf(gCS)+ . . . . In the case where there is no explicit x dependence,
dimensional arguments imply that gCS(ϑ) = gCS.
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4 Local BRST cohomology of noncommutative U(N)
Yang-Mills theory
In this section, we discuss the local BRST cohomology groups of noncommutative U(N)
Yang-Mills theory since these groups contain information about anomalies, counterterms,
observables, symmetries and conservation laws of the theory (for details see [27] and
references therein). By using a SW map, these groups can be most conveniently analyzed
in terms of the effective Yang-Mills theory because only the part of the BRST cohomology
groups that pertains to the dynamics differs from that of standard Yang-Mills theory.
The BRST cohomology groups for effective Yang-Mills theories have been discussed in
[27].
4.1 Basic considerations
Let Ω be the space of local forms and Ω[[ϑ]] = Ω⊗[[ϑ]] be the space of formal power series
in the deformation parameter with values in Ω. We want to analyze Hk,p(sˆ|d,Ω[[ϑ]]),
the local BRST cohomology group in ghost number k and form degree p. An element of
Hk,p(sˆ|d,Ω[[ϑ]]) is an equivalence class of a local p-form ak,p of ghost number k satisfying
the cocycle condition
(4.1) sˆap,k + dap+1,k−1 = 0 ,
modulo the equivalence relation
(4.2) ak,p ∼ ak,p + sˆbk−1,p + dbk,p−1 .
Standard arguments using an expansion in the deformation parameter allow one
to show that Hk,p(sˆ|d,Ω[[ϑ]]) ⊂ Hk,p(sˆ(0)|d,Ω) ⊗ [[ϑ]]. In order to describe Hk,p(sˆ|d)
it is thus sufficient to check which elements from Hk,p(sˆ(0)|d,Ω) can be completed to
elements in Hk,p(sˆ|d,Ω[[ϑ]]). The same considerations apply to the groups H(γˆ|d,Ω[[ϑ]])
and H(δˆ|d,Ω[[ϑ]]).
Let zˆA denote collectively all the fields, ghosts, and antifields of the theory. Consider
the invertible change of variables zˆA = zˆA[z;ϑ], with zˆA[z;ϑ] formal power series in
ϑ with values in local functions depending on the new variables zB. This change of
variables is extended to the derivatives zˆA,µ1...µk in such a way that the expression of the
total derivative ∂µ =
∂
∂xµ
+ zˆA,µ
∂
∂zˆA
+ . . . is the same in the new variables zB as it was
in the old variables. In terms of the new variables, the expression for the differential sˆ
becomes
sˆzB =
∑
k=0
[
(∂µ1 . . . ∂µk sˆzˆ
A)(
∂zB
∂zˆA, µ1...µk
)
]∣∣∣
zˆ=zˆ[z]
.(4.3)
4.2 Local BRST cohomology in the effective theory
Let us now apply the considerations of the previous subsection to the case of noncom-
mutative U(N) Yang-Mills theory and use as a change of variables a particular SW map.
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We denote the BRST differential in terms of the new unhatted variables by seff . By
definition of a SW map, seff = δeff + γ. The differentials γ and δeff coincide with γˆ(0)
respectively δˆ(0) in terms of unhatted fields and antifields, except for the action of δeff on
the antifields A∗µA , which contains correction terms due to the higher dimensional gauge
invariant interactions,
δeffA∗µA =
δSeff0 [A]
δAAµ
=
δS
(0)
0 [A]
δAAµ
+O(ϑ).(4.4)
As a consequence, local BRST cohomology groups like H(γˆ| d,Ω[[g]]) that do not
involve the dynamics, are completely determined by the local BRST cohomology groups
of standard U(N) Yang-Mills theory,
(4.5) H(γˆ|d,Ω[[g]]) ≃ H(γ|d,Ω)⊗ [[ϑ]] .
In particular, in ghost number 1 and form degree n, this means that the potential chiral
anomalies of noncommutative U(N) Yang-Mills theory (treated as an effective theory)
are directly related to the commutative ones.
How the dynamics of effective Yang-Mills theories enters the local BRST cohomology
groups has been analyzed in some detail in [27]. In particular, this analysis also applies
to the effective field theory formulation of noncommutative U(N) Yang-Mills theories.
In the following subsection, we will only briefly discuss some BRST cohomology
classes of the standard U(N) Yang-Mills theory that involve the dynamics and get ob-
structed under the noncommutative deformation.
4.3 Breaking of Poincare´ invariance in noncommutative defor-
mation
Local BRST cohomology classes that involve the dynamics are for instance those in
ghost number −1 and form degree n. They contain the information about the global
symmetries and the associated conserved currents. In particular, we concentrate on the
Poincare´ invariance, or, in 4 space-time dimensions, the conformal invariance of standard
Yang-Mills theory.
Standard homological arguments (see e.g. [27]) show that
(4.6) H−1,n(sˆ|d,Ω[[ϑ]]) ≃ Hn1 (δˆ|d,Ω[[ϑ]]) .
In turn, by the same reasoning that relates the sˆ to the seff cohomology, this group is
given by Hn1 (δˆ|d,Ω[[ϑ]]) ≃ H
n
1 (δ
eff |d,Ω[[ϑ]]). For representatives ωn1 = Q
A
µA
∗µ
A d
nx, the
cocycle condition of this last group determines the global symmetries and the associated
Noether currents:
(4.7) δeff(A∗µA Q
A
µd
nx) + dj = 0 ⇐⇒
δLeff
δAAµ
QAµ + ∂µj
µ = 0 .
By taking the coboundary condition into account, Hn1 (δ
eff |d,Ω[[ϑ]]) can be shown to
correspond to the non trivial global symmetries (respectively the non trivial conserved
currents) associated to Leff0 .
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In space-time dimensions n strictly greater than 2, the general solution to the con-
formal Killing equation
(4.8) ηµρ∂νξ
ρ + ηνρ∂µξ
ρ =
2
n
ηµν∂ρξ
ρ ,
reads as
(4.9) ξµ = aµ + λµνx
ν + cxµ + bνηνρx
ρxµ −
1
2
bµηνρx
νxρ .
Here, the constants aµ correspond to translations, λµν with λµν ≡ ηµρλ
ρ
ν = −λνµ to
Lorentz transformations, c to dilatations and bµ to special conformal transformations.
The conformal transformations act on the potentials and the associated curvatures as
Lie derivatives,
δξAµ = LξAµ = ξ
ρ∂ρAµ + Aρ∂µξ
ρ ,
δξFµν = LξFµν = ξ
ρ∂ρFµν + Fρν∂µξ
ρ + Fµρ∂νξ
ρ .
(4.10)
Because the Poincare´, respectively the conformal transformations in 4 dimensions, are
symmetries of commutative Yang-Mills theory, taking Q
(0)A
µ = δξA
A
µ with the appropriate
ξ allows one to satisfy equation (4.7) to order zero in ϑ for some j(0)µ.
In order for these symmetries to survive the noncommutative deformation to first
order in ϑ, one needs to find Q
(1)A
µ , j(1)µ such that
(4.11)
δL
eff(1)
0
δAAµ
δξAµ +
δL
eff(0)
0
δAAµ
Q(1)Aµ + ∂µj
(1)µ = 0.
Explicitly, the first term reduces to
(4.12)
δL
eff(1)
0
δAAµ
δξAµ =
iηµρηνσ
2κ2
(
θασ∂σξ
β + θσβ∂σξ
α
)
Tr
(
−
1
2
Fµν{Fαρ, Fβσ}+
1
8
Fαβ{Fµν , Fρσ}
)
,
where we used that ξ is a conformal Killing vector. This expression coincides with L
eff(1)
0
with θαβ replaced by θασ∂σξ
β + θσβ∂σξ
α. In its turn, L
eff(1)
0 was proved in subsection 3.7
to be non trivial, i.e., not proportional to equations of motion modulo a total derivative4.
Thus we conclude that Eq. (4.11) admits solutions Q
(1)A
µ , j(1)µ iff
(4.13) θασ∂σξ
β + θσβ∂σξ
α = 0 ,
i.e., if ξ preserves θ.
Let us assume that θ is nondegenerate (symplectic). It then follows that ∂µξ
µ = 0.
This means in particular in 4 dimensions that the dilatations and the special conformal
symmetries are obstructed. Thus we can assume that
(4.14) ξµ = aµ + λµνx
ν .
4For the special conformal transformations, the arguments given in subsection 3.7 have to be ex-
tended to local forms depending explicitly on x since ∂µξ
ν depends linearly on x.
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The Killing condition together with (4.13) then require
ηµρλνρ + η
ρνλµρ = 0 ,
θµρλνρ + θ
ρνλµρ = 0 .
(4.15)
Conversely, any ξ of the form ξµ = aµ+ λµνx
ν satisfying the previous equations defines a
symmetry of Leff0 . Indeed, since ξ is at most linear in x, we have [Lξ, ∂µ] = 0. For any
function f(η, θ, [A]) with all space-time indices of AAµ and their derivatives contracted by
either θµν or ηµν , we then get
(4.16) δξf =
∑
k=0
∂ρ1 . . . ∂ρk(LξA
A
µ )
∂f
∂AAµ,ρ1...ρk
= Lξf = ∂ρ(ξ
ρf) ,
where the second equality holds because Lξθ = 0 = Lξη on account of (4.15) and the
last equality follows from ∂ρξ
ρ = 0. Thus Leff0 is invariant up to a total derivative to all
orders in ϑ, which means that (4.7) can be satisfied with QAµ = Q
(0)A
µ = δξA
A
µ . Hence,
only the Poincare´ transformations that satisfy in addition Lξθ = 0 are unobstructed and
define global symmetries of Leff0 .
In fact, the argument leading to (4.16) can be used to show directly without using
the SW map that, in the case where θ is non degenerate, the Poincare´ transformations
satisfying Lξθ = 0 define global symmetries of Lˆ0.
Let us now discuss in more detail the Lie subalgebra of Lorentz transformations
that satisfy Lξθ = 0 for a non degenerate θ. This Lie subalgebra crucially depends on
the respective position of the matrices ηµν and θµν . It is useful to introduce the linear
operators
(4.17) Jνµ = θµρη
ρν , Kνµ = J
ρ
µJ
ν
ρ ,
with θµρθ
ρν = δνµ and Kµν ≡ ηµρK
ρ
ν = Kνµ.
Proposition 7. If the operator K can be diagonalized over R, with t1, . . . , tN denoting its
distinct eigenvalues, then the eigenspaces of K with eigenvalues tα are even-dimensional
of dimension 2nα and the subalgebra g of Lorentz transformations satisfying Lξθ = 0
decomposes as
g ≃ ⊕Nα=1gα,(4.18)
where for negative tα, gα is u(n
+
α , n
−
α ) with n
+
α + n
−
α = nα, while for positive tα, gα is
gl(nα,R).
The proof of the proposition is given in the appendix E. In particular, if η is Euclidean,
K can be diagonalized and
(4.19) g ≃ ⊕Nα=1u(nα) ,
N∑
α=1
nα =
n
2
,
where n denotes the dimension of the Euclidean space (which is even because θ is non
degenerate). If all the eigenvalues of K coincide, the symmetry algebra is u(n/2) of
maximal dimension n2/4.
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In the 4-dimensional Minkowski case with canonical θ,
(4.20) η =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , θ =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 ,
K is diagonalizable and g ≃ gl(1,R)⊕ u(1) is a 2-dimensional Abelian algebra.
To complete the discussion let us briefly consider the case where θ is degenerate.
This case is more difficult because there is no longer a suitable tensor J as in (4.17).
For simplicity, let us discuss the case where the matrices ηµν and θµν take the following
form:
(4.21) ηµν =
(
ηij 0
0 ηab
)
, θµν =
(
0 0
0 θab
)
.
This covers in particular Minkowski space-time where the time coordinate is “commut-
ing”, i.e., for η = diag(−1, 1, . . . , 1) and θ0µ = 0. The condition (4.13) takes the form
(4.22) θac∂cξ
b + θcb∂cξ
a = 0 , ∂cξ
i = 0 .
The first equation can be solved by ξa = θac∂cH for some function H . At the same time
conformal Killing condition (4.8) implies that
(4.23) (∂iξ
i + ∂cξ
c)ηab =
2
n
(ηac∂cξ
b + ηcb∂cξ
a) , ∂iξ
c = 0 .
Multiplying the first equation by ηab and substituting ξ
a = θac∂cH one gets
(4.24) ∂µξ
µ = ∂iξ
i + ∂cξ
c = 0 ,
which again implies that dilatations and special conformal symmetries are obstructed
in 4 dimensions. The problem can now be reduced to the non-degenerate case already
solved in proposition 7: the algebra g is the direct sum g = g1 ⊕ g2, where g1 are the
Lorentz transformations associated to the metric ηij and g2 is the subalgebra of Lorentz
transformations preserving both ηab and the non-degenerate θab.
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Appendices
Appendix A: Proof of (3.7)
Using explicitly the decomposition according to the antifield number, defined by assign-
ing degree 1 and 2 to A∗µA and C
∗
A respectively, with A
A
µ and C
A carrying zero degree,
the commutative BRST differential s decomposes as
(A.1) s = δ + γ,
where δ and γ are of antifield numbers −1 and 0, respectively. Explicitly,
γAµ = DµC , γC = −CC ,(A.2)
γA∗µA = fBA
CCBA∗µC , γC
∗
A = fBA
CCBC∗C ,(A.3)
δAµ = 0 , δC = 0 ,(A.4)
δA∗µA =
1
κ2
Tr (TADνF
νµ) , δC∗A = −∂µA
∗µ
A + fBA
CABµA
∗µ
C ,(A.5)
where fAB
C are the structure constants defined by [TA, TB] = fAB
CTC .
An element S˜(k+1) ∈ S contains parts with antifield numbers 0, 1 and 2:
S˜(k+1) = S˜
(k+1)
0 + S˜
(k+1)
1 + S˜
(k+1)
2 .(A.6)
Eq. (3.6) decomposes thus into terms with antifield numbers 2, 1 and 0:
(A.7) γ S˜
(k+1)
2 = 0, γ S˜
(k+1)
1 + δ S˜
(k+1)
2 = 0, γ S˜
(k+1)
0 + δ S˜
(k+1)
1 = 0.
Along the lines of [24, 32], we introduce the following variables yα, zα, wi as new coordi-
nates in the space of fields, antifields and their derivatives:
(A.8)
{yα} = {∂(ν1 . . . ∂νlA
A
µ)} , {z
α} = {∂(ν1 . . . ∂νlDµ)C
A},
{wi} = {CA, D(ν1 . . .DνlF
A
µ)λ, D(ν1 . . .Dνl)A
∗µ
A , D(ν1 . . .Dνl)C
∗
A},
where l = 0, 1, . . . . These variables are independent and complete in the sense that every
local function of the fields, antifields and their derivatives can be uniquely expressed in
terms of them.5 We define a homotopy operator ρ on functions of these variables by
ρf(y, z, w) =
∫ 1
0
dt
t
yα
∂f(ty, tz, w)
∂zα
.(A.9)
It satisfies
(A.10) {γ, ρ}f(y, z, w) = f(y, z, w)− f(0, 0, w) .
When f(y, z, w) is γ-closed this relation yields in particular:
γf(y, z, w) = 0 ⇒ f(y, z, w) = f(0, 0, w) + γρf(y, z, w).(A.11)
5It is the independence of these variables which avoids constraints as encountered in [17, 18].
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It states that the cohomology of γ can be constructed solely in terms of the w’s – the
dependence of γ-cocycles on the y’s and z’s is trivial. We stress that this holds for
local functions – in general it does not hold for local functionals whose integrands are
γ-closed only up to total derivatives, the reason being that ρ does not commute with ∂µ.
Nevertheless we can use (A.11) to analyze Eqs. (A.7) thanks to the fact that S˜
(k+1)
2 =∫
dnxω
(k+1)
2 and S˜
(k+1)
1 are linear in antifields. Indeed, consider the first equation of
(A.7). Since the integrand ω
(k+1)
2 is linear in the undifferentiated antifields C
∗
A, so is
γω
(k+1)
2 (owing to γC
∗
A = fBA
CCBC∗C). Hence γω
(k+1)
2 cannot be a (nonvanishing) total
derivative and γS˜
(k+1)
2 = 0 implies thus that it vanishes, γω
(k+1)
2 = 0. Because ω
(k+1)
2
depends on the ghosts only via their derivatives, it vanishes at yα = zα = 0 when
expressed in terms of the variables yα, zα, wi because ∂αC = DαC−[Aα, C] itself vanishes
at yα = zα = 0. Using (A.11) we conclude ω
(k+1)
2 = γρ ω
(k+1)
2 , which yields
S˜
(k+1)
2 = γΞ˜
(k+1)
2 , Ξ˜
(k+1)
2 =
∫
dnx ρω
(k+1)
2 ∈ S.(A.12)
Using this in the second equation (A.7), the latter yields
γ(S˜
(k+1)
1 − δΞ˜
(k+1)
2 ) = 0 ,(A.13)
owing to {δ, γ} = 0. The functional S˜
(k+1)
1 − δΞ˜
(k+1)
2 =
∫
dnx η˜
(k+1)
1 depends linearly on
the antifields A∗µA and their derivatives (derivatives of A
∗µ
A occur because δΞ
(1)
2 contains
δC∗A = −∂µA
∗µ
A + . . . ). Using integration by parts that remove all derivatives of A
∗µ
A , this
functional can be seen to belong to S and takes the form
∫
dnx η
(k+1)
1 with η
(k+1)
1 not
involving any derivatives of A∗µA .
As before, from γ
∫
dnx η
(k+1)
1 = 0 we conclude that γη
(k+1)
1 = 0 because η
(k+1)
1 = 0
is linear in antifields and does not contain any derivatives of them. One then deduces
that η
(k+1)
1 vanishes at y
α = zα = 0 when expressed in terms of the variables yα, zα, wi
because it depends on the ghosts only via their derivatives. Hence we can use (A.11)
again, and conclude that η
(k+1)
1 = γρ η
(k+1)
1 which yields
S˜
(k+1)
1 − δΞ˜
(k+1)
2 = γΞ˜
(k+1)
1 , Ξ˜
(k+1)
1 =
∫
dnx ρ η
(k+1)
1 ∈ S.(A.14)
Using eqs. (A.12) and (A.14) in (A.6), we obtain
(A.15) S˜(k+1) = S
eff(k+1)
0 [A] + sΞ˜
(k+1) ,
with
(A.16)
Ξ˜(k+1) = Ξ˜
(k+1)
1 + Ξ˜
(k+1)
2 ∈ S ,
S
eff(k+1)
0 [A] = S˜
(k+1)
0 − δΞ˜
(k+1)
1 .
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Appendix B: Explicit construction of Ξˆ and Bˆ0
The decomposition of ∂Sˆ/∂ϑ according to the antifield number reads:
∂Sˆ
∂ϑ
=
∂Sˆ0
∂ϑ
+
∂Sˆ1
∂ϑ
+
∂Sˆ2
∂ϑ
,(B.1)
∂Sˆ0
∂ϑ
=
−iθαβ
2κ2
∫
dnx Tr (Fˆ µν ∂αAˆµ ∗ ∂βAˆν),(B.2)
∂Sˆ1
∂ϑ
=
iθαβ
2
∫
dnx Aˆ∗µA {∂αAˆµ
∗, ∂βCˆ}
A,(B.3)
∂Sˆ2
∂ϑ
=
iθαβ
2
∫
dnx Cˆ∗A (∂αCˆ ∗ ∂βCˆ)
A,(B.4)
while sˆ∂Sˆ
∂ϑ
= 0 decomposes according to:
γˆ
∂Sˆ2
∂ϑ
= 0, γˆ
∂Sˆ1
∂ϑ
+ δˆ
∂Sˆ2
∂ϑ
= 0, γˆ
∂Sˆ0
∂ϑ
+ δˆ
∂Sˆ1
∂ϑ
= 0.(B.5)
In order to analyze these equations, we use a decomposition according to the homogeneity
in all (hatted) fields and antifields.
We start from the first equation of (B.5). To remove the integral, we take the
variational derivative with respect to Cˆ∗A. This yields
0 =
δ
δCˆ∗A
[
γˆ
∂Sˆ2
∂ϑ
]
= (γˆη + [Cˆ ∗, η])A,(B.6)
where
η =
iθαβ
2
∂αCˆ ∗ ∂βCˆ.(B.7)
At lowest order in the fields, Eq. (B.6) yields:
γˆ[0]η = 0.(B.8)
For η of the form (B.7), we will show below that γˆ[0] can be “inverted”, i.e. that there
exists ξ such that
η = γˆ[0]ξ.(B.9)
This equation defines ξ only up to a γˆ[0]-cocycle. A convenient choice, to be discussed
in more detail below, turns out to be
ξ =
iθαβ
4
{Aˆα ∗, ∂βCˆ}.(B.10)
That this ξ actually satisfies (B.9) can be directly checked. We thus obtain
(B.11) ∂Sˆ2/∂ϑ =
∫
dnx Cˆ∗A η
A = γˆ[0]
∫
dnx Cˆ∗A ξ
A ,
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where we can replace γˆ[0] with γˆ because of γˆ[1]
∫
dnx Cˆ∗A ξ
A = 0 (the latter holds because
γˆ[1]ξ = −[Cˆ ∗, ξ]):
∂Sˆ2
∂ϑ
= γˆ Ξˆ2, Ξˆ2 =
iθαβ
4
∫
dnx Cˆ∗A {Aˆα
∗, ∂βCˆ}
A.(B.12)
Using (B.12) in the second equation (B.5), we obtain:
γˆ
[∂Sˆ1
∂ϑ
− δˆ Ξˆ2
]
= 0.(B.13)
We now proceed as before and apply the variational derivative with respect to Aˆ∗µA . This
yields:
0 =
δ
δAˆ∗µA
(
γˆ
[∂Sˆ1
∂ϑ
− δˆ Ξˆ2
])
= −(γˆ ηµ + [Cˆ ∗, ηµ])
A,(B.14)
where
ηµ =
iθαβ
4
(
2{∂αAˆµ ∗, ∂βCˆ} − ∂µ{Aˆα ∗, ∂βCˆ} − [Aˆµ ∗, {Aˆα ∗, ∂βCˆ}]
)
.(B.15)
The decomposition of ηµ reads thus
ηµ = η
[2]
µ + η
[3]
µ ,(B.16)
η[2]µ =
iθαβ
4
(2{∂αAˆµ ∗, ∂βCˆ} − ∂µ{Aˆα ∗, ∂βCˆ}),(B.17)
η[3]µ = −
iθαβ
4
[Aˆµ ∗, {Aˆα ∗, ∂βCˆ}].(B.18)
At second and third order in the fields Eq. (B.14) yields:
γˆ[0] η[2]µ = 0, γˆ
[0] η[3]µ + γˆ
[1] η[2]µ + [Cˆ
∗, η[2]µ ] = 0.(B.19)
Again, there exists ξ
[2]
µ such that η
[2]
µ = γˆ[0] ξ
[2]
µ , and a convenient choice turns out to be
ξ[2]µ =
iθαβ
4
{∂αAˆµ + Fˆ
[0]
αµ
∗, Aˆβ}.(B.20)
Inserting this result in the second equation, the latter reads γˆ[0] (η
[3]
µ −γˆ[1] ξ
[2]
µ −[Cˆ ∗, ξ
[2]
µ ]) =
0. Again, one concludes that there exists ξ
[3]
µ such that
(B.21) η[3]µ − γˆ
[1] ξ[2]µ − [Cˆ
∗, ξ[2]µ ] = γˆ
[0] ξ[3]µ ,
a convenient choice being
ξ[3]µ =
iθαβ
4
{[Aˆα ∗, Aˆµ] ∗, Aˆβ} .(B.22)
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The resultant ξ
[3]
µ satisfies γˆ[1]ξ
[3]
µ = −[Cˆ ∗, ξ
[3]
µ ] which implies γˆ[1]
∫
dnx Aˆ∗µA ξ
[3]A
µ = 0. All
in all this yields
∂Sˆ1
∂ϑ
− δˆ Ξˆ2 = γˆ Ξˆ1(B.23)
with Ξˆ1 = −
∫
dnx Aˆ∗µA (ξ
[2]
µ + ξ
[3]
µ )A. Explicitly one obtains
Ξˆ1 = −
iθαβ
4
∫
dnx Aˆ∗µA {Fˆαµ + ∂αAˆµ
∗, Aˆβ}
A.(B.24)
Using (B.12) and (B.23) in (B.1), we obtain
(B.25)
∂Sˆ
∂ϑ
= Bˆ0 + sˆ Ξˆ
with Ξˆ = Ξˆ1 + Ξˆ2 and Bˆ0 =
∂Sˆ0
∂ϑ
− δˆ Ξˆ1.
We now turn to the question on how to “invert” γˆ[0]. In the space of fields and their
derivatives, we introduce the following new coordinates yˆα, zˆα, wˆi:
(B.26)
{yˆα} = {∂(ν1 . . . ∂νlAˆ
A
µ)} , {zˆ
α} = {∂(ν1 . . . ∂νl∂µ)Cˆ
A},
{wˆi} = {CˆA, χˆ
[0]A
∆ }, χˆ
[0]A
∆ ≡ ∂(ν1 . . . ∂νlFˆ
[0]A
µ)λ },
where l = 0, 1, . . . and Fˆ
[0]A
µν = ∂µAˆ
A
ν − ∂νAˆ
A
µ . These variables are independent and
complete in the sense that every local function of fields and their derivatives can again
be uniquely expressed in terms of them.
We now define the contracting homotopy
(B.27) ρˆ[0]f(yˆ, zˆ, wˆ) =
∫ 1
0
dt
t
[yˆα
∂L
∂zˆα
f ](tyˆ, tzˆ, wˆ),
which satisfies
(B.28) {γˆ[0], ρˆ[0]}f(yˆ, zˆ, wˆ) = f(yˆ, zˆ, wˆ)− f(0, 0, wˆ).
It follows that any γˆ[0]-closed function that vanishes when yˆ = zˆ = 0, is γˆ[0]-exact. This
is the case for η, η
[2]
µ , and η
[3]
µ − γˆ[1] ξ
[2]
µ − [Cˆ ∗, ξ
[2]
µ ] because all of them depend explicitly
on zˆα. In particular, γˆ[0]η = 0 implies η = γˆ[0]ξ′ with ξ′ = ρˆ[0]η.
However, the expression for ξ′ = ρˆ[0]η is rather complicated because of higher deriva-
tives of C in η. Because the general solution to η = γˆ[0]ξ˜ is ξ˜ = ξ′+ ν with γˆ[0]ν = 0, one
can use this freedom to arrive at the particular solution ξ given above. A way to get the
expressions for ξ, ξ
[2]
µ , and ξ
[3]
µ used in the text is to consider ρˆ
[0]
∗ which coincides with
ρˆ[0] on the variables yˆ, zˆ, wˆ but satisfies Leibnitz rule on the star polynomials η, η
[2]
µ , and
η
[3]
µ − γˆ[1] ξ
[2]
µ − [Cˆ ∗, ξ
[2]
µ ] in these variables.
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Appendix C: Proof of proposition 6
Given arbitrary Λ and r, together withWµ satisfying (3.52) and (3.53), it can be directly
checked that f cµ and h
c defined by (3.50) and (3.51) satisfy (3.44) and (3.45).
Conversely, given f cµ and h
c satisfying (3.44) and (3.45) and the boundary condi-
tions (3.46), Λ, r, and Wµ can be constructed order by order. Taking
0
r= hc|U − C and
0
Λ= 1, the equations (3.50) and (3.51) are satisfied at order zero in ϑ. Here hc|U denotes
the function obtained by putting to zero all variables except for the undifferentiated
ghosts CA. Because γ commutes with putting to zero these variables, equation (3.44)
implies that
0
r satisfies (3.52). Notice also that (Aµ + Wµ) + (A
A
µ + W
A
µ )
∂
0
r
∂CA
satisfies
equation (3.45) for any γ¯-closed Wµ provided
0
r satisfies (3.52).
Assume that we have found
k
Λ,
k
r, and
k
W µ satisfying (3.52) and (3.53) such that
hc =
k
Λ
−1
(C+
k
r)
k
Λ +
k
Λ
−1
γ
k
Λ +ϑ
k+1σ(k+1) +O(ϑk+2) ,(C.1)
f c =
k
Λ
−1
((Aµ+
k
W µ) + (A
A
µ+
k
W
A
µ )
∂
k
r
∂CA
)
k
Λ +
k
Λ
−1
γ
k
Λ +ϑ
k+1σ(k+1)µ +O(ϑ
k+2) .(C.2)
It then follows from equations (3.44) and (3.45) that σ(k+1) and σ
(k+1)
µ satisfy
(C.3) γ¯σ(k+1) = 0 , γ¯σ(k+1)µ = Dµσ
(k+1) .
The general solution σ(k+1) is given by
(C.4) σ(k+1) = γ¯λ(k+1) + r(k+1) ,
where r(k+1) = CA(r(k+1))BATB satisfies
(C.5) γ¯r(k+1) = 0 .
This follows from the covariant Poincare´ lemma for generic Lie algebras proved in [33]
(see also [23, 24] for the reductive case). Indeed, σ(k+1) = j(k+1)(χ,C) + γ¯µ(k+1), where
the χ variables have been defined in (3.27). By considering the terms which depend only
on χ and C, the second equation of (C.3) reduces to
(C.6)
∂j(k+1)
∂xµ
+Dµχ
A
∆
∂j(k+1)
∂χA∆
+ γ¯l(k+1)(χ,C) = 0.
In this equation, consider a decomposition according to the homogeneity in the original
fields and assume (without loss of generality) that j(k+1) starts at order M, with χ
replaced by the abelian χ[0]’s defined in appendix B. To lowest order, (C.6) coincides
with the left hand side of eq. (4.57) of [33] (in the particular case of form degree 0 and
k=1; the fact that the index is upper instead of lower and that γ¯ differs from γR1 by a
sign in the first term plays no role in the following argument.) According to the first
paragraph after (4.57), we can deduce that j
(k+1)
M = δ
1
Mr
(k+1) + γ¯n
(k+1)
M (χ
[0], C), where
r(k+1) depends only on the undifferentiated ghosts, r(k+1) = CB(r(k+1))ABTA with (r
(k+1))AB
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constants. Applying γ¯, we get γ¯r(k+1) = 0. Now the abelian χ[0]’s can be completed to
non abelian ones to deduce that j(k+1) = r(k+1) + γ¯n(k+1)(χ,C) with γ¯r(k+1) = 0.
For σ(k+1) given by (C.4), the general solution for σ
(k+1)
µ is
(C.7) σ(k+1)µ = Dµλ
(k+1) + w(k+1)µ + A
A
µ
∂
∂CA
r(k+1) ,
with w
(k+1)
µ = w
(k+1)
µ [A, ϑ] satisfying γ¯w
(k+1)
µ = 0.
Taking then
(C.8)
k+1
Λ = exp(ϑ
k+1λ(k+1))
k
Λ ,
k+1
r =
(
k+1
Λ h
c
k+1
Λ
−1
−C
)∣∣∣
U
,
k+1
W µ =
k
W µ +ϑ
k+1wk+1µ ,
one finds that equations (3.44) and (3.45) hold up to order k + 2, provided that
k+1
r −
k
r
starts at order ϑk+1. This is indeed the case as one can see by putting to zero all variables
except for the undifferentiated ghosts in equation (C.1) and expressing
k
r through hc|U .
It remains to be shown that
k+1
r satisfies (3.52). Indeed, by putting to zero all
variables except for the undifferentiated ghosts in equation (3.44), one concludes that
hc|U satisfies (3.44) and then that
k+1
r = (
k+1
Λ hc
k+1
Λ
−1
)|U − C satisfies (3.52).
Appendix D: Proof of theorem 1
Combining proposition 5 with proposition 6, the ambiguity in the SW map is expressed
as a composition of the “commutative” gauge ambiguity described by Λ and the substi-
tutions CA → CA + CBrAB, A
A
µ → A
A
µ +W
A
µ + (A
B
µ +W
B
µ )r
A
B. The only nontrivial point
in the proof is to show that the commutative gauge ambiguity is described as a noncom-
mutative gauge ambiguity with some Λˆ.
Given a particular solution fµ, h to (3.18) and (3.19) and given
(D.1) Λˆ(t) = P exp∗(
∫ t
0
dτλˆ(τ)) ,
d
dt
Λˆ(t) = Λˆ(t) ∗ λˆ(t) , Λˆ(0) = 1 ,
with arbitrary λˆ(t) = λˆA[A;ϑ, t]TA, let us introduce the one parameter family of solutions
(D.2)
h′(t) = Λˆ−1(t) ∗ h ∗ Λˆ(t) + Λˆ−1(t) ∗ γΛˆ(t) ,
f ′µ(t) = Λˆ
−1(t) ∗ fµ ∗ Λˆ(t) + Λˆ
−1(t) ∗ ∂µΛˆ(t) .
It is the unique solution to the differential equations
(D.3)
∂h′(t)
∂t
= γλˆ(t) + [h′(t) ∗, λˆ(t)]
∂f ′µ(t)
∂t
= ∂µλˆ(t) + [f
′
µ(t)
∗, λˆ(t)] ,
subject to the boundary conditions h′(0) = h and f ′µ(0) = fµ. Similar equations hold for
f cµ, h
c and f cµ
′(t), hc′(t) with star multiplication replaced by standard multiplication.
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Using (3.43) with f cµ, h
c replaced by f cµ
′(t), hc′(t), one gets
(D.4)
∂h′(t)
∂t
=
∂h
∂Aµ,(σ)
∣∣∣
Aν→ fcν
′(t), C→hc′(t)
∂(σ)(∂µλ+ [f
c
µ
′(t), λ]) +
+
∂h
∂C,(σ)
∣∣∣
Aν→ fcν
′(t), C→ hc′(t)
∂(σ)(γλ+ [h
c′(t), λ]) =
=
(
∂h
∂Aµ,(σ)
∂(σ)(∂µλ˜+ [Aµ, λ˜]) +
∂h
∂C,(σ)
∂(σ)(γλ˜+ [C, λ˜])
) ∣∣∣
Aν→ fcν
′(t), C→hc′(t)
and
(D.5)
∂f ′µ(t)
∂t
=
∂fµ
∂Aν,(σ)
∣∣∣
Aρ→fcρ
′(t)
∂(σ)(∂νλ+ [f
c
ν
′(t), λ]) =
=
(
∂fµ
∂Aν,(σ)
∂(σ)(∂νλ˜+ [Aν , λ˜])
) ∣∣∣
Aρ→fcρ
′(t)
,
where λ˜[f c′[A;ϑ, t], ϑ] = λ[A;ϑ] and the repeated multi-index (σ) denotes a summation
over the derivatives of the fields as in (3.20). Applying λ˜,(σ)
∂
∂C,(σ)
to (3.18) and (3.19)
and using the result in the right hand sides of the equations (D.4) and (D.5) one arrives
at (D.3) with
(D.6) λˆ[A;ϑ, t] = λA,(σ)
(
∂hc′
∂CA
,(σ)
∣∣∣
Aµ→ fcµ
′[A;ϑ,t]
)
.
Appendix E: Proof of proposition 7
For Jνµ = θµρη
ρν , equations (4.15) imply
(E.1) Jµρ λ
ρ
ν − J
ρ
νλ
µ
ρ = 0 .
We first solve this condition and then describe those λ that also preserve η (and hence θ).
Let ηµν and θµν be the components of the symmetric, respectively antisymmetric, non-
degenerate bilinear forms η and θ on V , the space of space-time vectors. The defining
relation for J then reads
(E.2) θ(a, b) = η(Ja, b) .
Since J cannot in general be diagonalized over R, it is useful to consider first K = J2,
which is a symmetric operator with respect to η. Because we have assumed K to be
diagonalizable over R, we have
(E.3) K =


K1 0 . . . 0
0 K2 . . . 0
. . . . . . . . . . . .
0 0 . . . KN

 , Kα = tα1α .
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where tα are different eigenvalues of K, tα 6= tβ for α 6= β, no summation over α is
implied, and 1α is the mα ×mα unit matrix. We denote by N the number of different
eigenvalues of K so that m1 + . . .+mN = n.
It follows from [J,K] = 0 that J has also a block diagonal structure in this basis:
(E.4) J =


J1 0 . . . 0
0 J2 . . . 0
. . . . . . . . . . . .
0 0 . . . JN

 , Kα = J2α .
Similarly, the bilinear form η is also block diagonal, with blocks denoted by ηα.
The condition [λ, J ] = [λ,K] = 0 now implies that λ is also block diagonal, with
blocks λα. The problem then decomposes into
(E.5) [λα, Jα] = 0 , ηα(λαa, b) + ηα(a, λαb) = 0 ,
for any a, b belonging to the eigenspace Vα of K with eigenvalue tα. If gα is the Lie
algebra of λα satisfying (E.5), the Lie algebra g of solutions to (4.15) is isomorphic to
the direct sum
(E.6) g ≃ g1 ⊕ . . .⊕ gN .
When analyzing equations (E.5) for a given α, one can always assume that J2α = ±1α.
J2α = −1α: In this case, the eigenspace has even dimension 2nα and Jα can be interpreted
as a complex structure. The condition that ηα(Jαa, b) = −ηα(a, Jαb) ∀a, b ∈ Vα
implies that ηα(Jαa, Jαb) = ηα(a, b) ∀a, b ∈ Vα which in turn means that ηα is
(pseudo)hermitian. Equations (E.5) are then respectively the conditions that λα
is complex linear and that it preserves the hermitian form ηα. Thus λα belongs to
the unitary algebra u(n+α , n
−
α ), n
+
α + n
−
α = nα, where (n
+
α , n
−
α ) is the signature of
the hermitian form ηα.
J2α = 1α: In this case, it is useful to interpret Jα as a so-called “polarization structure”. For
such a Jα = 1α, one can always introduce a basis of eigenvectors ei, e¯i¯ corresponding
to the eigenvalues +1 and −1, respectively. It then follows from ηα(Jαei, ej) +
ηα(ei, Jαej) = 0 that ηα(ei, ej) = 0. The same arguments show that ηα(e¯i¯, e¯j¯) = 0.
Finally, non-degeneracy of ηα implies that the number of ei and e¯i¯ coincides. In
the basis e, e¯ it is easy to solve the equations (E.5). Indeed, a general solution to
[λα, Jα] = 0 is given by a block diagonal matrix λα with two arbitrary blocks of
dimension nα × nα. At the same time the second equation in (E.5) says that only
one of them is independent. Thus the Lie algebra of solutions λα is gl(nα,R).
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