The boundedness and compactness of Toeplitz operator from A p ω to A q ω with doubling weights ω are studied in this paper. The characterizations of Schatten class Toeplitz operators and Volterra operators on A 2 ω are also investigated.
INTRODUCTION
Let B be the open unit ball of C n and S the boundary of B. When n = 1, B is the open unit disk in the complex plane C and always denoted by D. Let H(B) denote the space of all holomorphic functions on B. For any two points z = (z 1 , z 2 , · · · , z n ) and w = (w 1 , w 2 , · · · , w n ) in C n , we define z, w = z 1 w 1 +· · ·+z n w n and |z| = z, z = |z 1 | 2 + · · · + |z n | 2 . Let dσ and dV be the normalized Lebesgue surface and volume measures on S and B, respectively. For 0 < p < ∞, the Hardy space H p (B)(or H p ) is the space consisting of all functions f ∈ H(B) such that
For any f ∈ H(B), let ℜ f (z) be the radial derivative of f , that is, When n = 1, · B(D) is a little different from the norm defined in classical way, see [25] for example, but they are equivalent. We keep B as the abbreviation of B(B).
Suppose ω is a radial weight ( i.e., ω is a positive, measurable and integrable function on [0, 1) and ω(z) = ω(|z|) for all z ∈ B). Letω(r) = 1 r ω(t)dt. We say that
• ω is a doubling weight, denoted by ω ∈D, if there exists C > 0 such that ω(r) < Cω( 1 + r 2 ), when 0 ≤ r < 1;
• ω is a regular weight, denoted by ω ∈ R, if there exists C > 0 and δ ∈ (0, 1) such that
< C, when r ∈ (δ, 1);
• ω is a rapidly increasing weight, denoted by ω ∈ I, if lim r→1ω (r) (1 − r)ω(r) = ∞;
• ω is a reverse doubling weight, denoted by ω ∈Ď, if there exist K > 1 and C = C(ω) > 1 such that
The regular weight is a natural extension of the classical weight (1 − r 2 ) α (α > −1). The rapidly increasing weight was introduced by Peláez and Rättyä in [15] . The doubling weight, which was introduced in [14] , is the extension of the regular weight and the rapidly increasing weight. See [14, 15] for more details about I, R andD. Let D =D ∩Ď. It is easy to check that R ⊂ D. If ω ∈ D, let K ω be the infimum of the K such that (1) holds. By Lemma 1.1 in [15] , K ω = 1 if ω is continuous and regular. More information aboutĎ and D can be seen in [8, 19] .
Suppose µ is a positive Borel measure on B and 0 < p < ∞. The Lebesgue space L p (B, dµ) (or L p µ , for brief) consists of all measurable complex functions f on B such that | f | p is integrable with respect to µ, that is, f ∈ L p (B, dµ) if and only if More details about L p (B, dµ) can be seen in [22, 27] . If ω ∈D, letting dµ(z) = ω(z)dV(z), µ is a Borel measure on B. Then, we will write L p (B, dµ) as L p (B, ωdV) or L p ω . When n = 1 and z ∈ D, dV(z) is the normalized Lebesgue area measure on D, i.e., dV(z) = 1 π dA(z). Then we can define the corresponding Lebesgue spaces on the unit disk in the same way.
In [15] , J. Peláez and J. Rättyä introduced a new class function spaces A p ω (D), the weighted Bergman spaces induced by rapidly increasing weights ω in D. That is A p ω (D) = L p (D, ωdA) ∩ H(D), 0 < p < ∞. See [14-18, 20, 21] for more results on A p ω (D) with ω ∈D. In [2] , we extended the Bergman space A p ω (D) with ω ∈D to the unit ball B of C n . That is
. As a subspace of L p (B, ωdV), the norm on A p ω will be written as · A p ω . It is easy to check that A p ω is a Banach space when p ≥ 1 and a complete metric space with the distance ρ( f, g) = f − g p A p ω when 0 < p < 1.
When α > −1 and c α = Γ(n+α+1) Γ(n+1)Γ(α+1) , if ω(z) = c α (1 − |z| 2 ) α , the space A p ω becomes the classical weighted Bergman space A p α , and we write dV α (z) = c α (1−|z| 2 ) α dV(z). When α = 0, A p 0 = A p is the standard Bergman space. See [22, 27] for the theory of Motivated by [15, 21] , we study the Toeplitz operator on Bergman spaces induced by doubling weights in the unit ball of C n . The paper is organized as follows. In section 2, we give some lemmas which will be used later. In section 3, we study the boundedness and compactness of T µ : A p ω → A q ω with ω ∈ D. In section 4, we introduce a new kind of Dirichlet spaces induced by doubling weights and investigate the Schatten class Toeplitz operators on these Dirichlet spaces. As an application, we get two characterizations of Schatten class Toeplitz operators on A 2 ω . In section 5, using the characterizations of Schatten class Toeplitz operators on A 2 ω , we describe the Schatten class Volterra integral operator T g on A 2 ω . Throughout this paper, the letter C will denote constants and may differ from one occurrence to the other. The notation A B means that there is a positive constant C such that A ≤ CB. The notation A ≈ B means A B and B A.
PRELIMINARY RESULTS
In this section, we introduce some notations and some results obtained in [2, 3] . For any ξ, τ ∈ B, let d(ξ, τ) = |1 − ξ, τ | 1 2 . Then d(·, ·) is a nonisotropic metric. For r > 0 and ξ ∈ S, let Q(ξ, r) = {η ∈ S : d(ξ, η) ≤ r}. Q(ξ, r) is a nonisotropic metric ball in S for all ξ ∈ S and r ∈ (0, 1). More information about d(·, ·) and Q(ξ, r) can be found in [22, 27] .
For any a ∈ B\{0}, let Q a = Q(a/|a|, √ 1 − |a|) and S a = S (Q a ) = z ∈ B : z |z| ∈ Q a , |a| < |z| < 1 .
For convenience, if a = 0, let Q a = S and S a = B. We call S a the Carleson block. As usual, for a measurable set E ⊂ B, ω(E) = E ω(z)dV(z). For any radial weight ω, its associated weight ω * is defined by ω * (z) = 1 |z| ω(s) log s |z| sds, z ∈ D\{0}.
Now we state some lemmas which will be used in this paper.
Suppose ω is a radial weight. (i) The following statements are equivalent. (a) ω ∈D;
and
To study the compactness of a linear operator, we need the following lemma which can be obtained in a standard way.
linear and bounded, then T is compact if and only if whenever { f k } is bounded in A p
ω and f k → 0 uniformly on compact subsets of B, lim k→∞ T f k L q µ = 0. For a Banach space or a complete metric space X and a positive Borel measure µ on B, µ is a q−Carleson measure (vanish q−Carleson measure) for X means that the identity operator Id : X → L q µ is bounded (compact). When 0 < p ≤ q < ∞ and ω ∈D, the characterizations of q−Carleson measure for A p ω was obtained in [2] . Theorem A. Let 0 < p ≤ q < ∞, ω ∈D and µ be a positive Borel measure on D. Then the following statements hold:
Moreover, if µ is a q-Carleson measure for A p ω , then
Recall that, for any f ∈ L 1 ω , the Bergman projection P ω is defined by
and the maximal Bergman projection P + ω is defined by
The following Theorems B and C are main results in [3] .
Theorem B. When ω ∈ D, P ω : L ∞ → B is bounded and onto.
Theorem C. Suppose 1 < p < ∞ and ω, υ ∈ D. Let q = p p−1 . Then the following statements are equivalent:
Let P z be the orthogonal projection of C n onto the one dimensional subspace [z] = {λz : λ ∈ C} generated by z, and P ⊥ z be the orthogonal projection from C n onto C n ⊖ [z]. Thus P 0 (w) = 0, P ⊥ 0 (w) = w and
For z, w ∈ B, the pseudo-hyperbolic distance between z and w is defined by
The pseudo-hyperbolic ball at z ∈ B with radius r ∈ (0, 1) is given by
Let β(·, ·) be the Bergman metric, that is
D(z, r) means a Bergman metric ball at z with radius r > 0. As we know, every Bergman metric ball is a pseudo-hyperbolic ball, and for all a ∈ B and z ∈ D(a, r), we have 1 − |z| ≈ 1 − |a|.
The pseudo-hyperbolic balls and Bergman metric balls play very important roles in the theory of operators on the A p α . But when ω ∈D, the roles of pseudohyperbolic balls and Bergman metric balls are substituted by Carleson block in the unit ball. If ω ∈ D, we compare ω(∆(a, r)) with ω(S a ) as follows.
Then, for all z ∈ B and w ∈ ∆(z, r),
Moreover, if ω ∈ R, for any fixed r ∈ (0, 1), (4) holds.
Proof. For any z 0, ∆(z, r) is an ellipsoid consisting of all w ∈ B such that
As |z| → 1, we have |c| → 1 and t → 0. Without loss of generality, we can assume z = (|z|, 0, 0, · · · , 0). Then w = (w 1 , w 2 , · · · , w n ) ∈ ∆(z, r) if and only if
Let δ, k ∈ (0, 1) and
After a calculation, for all w ∈ E z , there is a C = C(r) > 0 such that
Let δ, k ∈ (0, 1) such that 1 K ω + 2rδ 1 + r 2 > 1 and δ 2 + Ck < 1. Then we have E z ⊂ ∆(z, r). Moreover, we can get a K > K ω such that
Then |c|+δrt |c| ω(s)ds = |c|+ δr(1+|z|)
Hence
By the proof of Lemma 8 in [2] , we have ω(∆(z, r)) ω(S z ) as |z| → 1. For any fixed τ ∈ (0, 1), when |z| ≤ τ, it is obvious that ω(∆(z, r)) ≈ 1 ≈ ω(S z ). By Lemma 2, (4) holds.
If ω ∈ R, using K ω = 1, (4) holds for any fixed r ∈ (0, 1). The proof is complete.
BOUNDEDNESS AND COMPACTNESS OF
In this section, we will discuss the boundedness and compactness of T µ :
the Taylor series of f at origin, which converges absolutely and uniformly on each compact subset of B, is
Here the summation is over all multi-index m = (m 1 , m 2 , · · · , m n ), where each m k (k = 1, 2, · · · , n) is a nonnegative integer and z m = z m 1 1 z m 2 2 · · · z m n n . Let |m| = m 1 + m 2 + · · · + m n , m! = m 1 !m 2 ! · · · m n !.
Suppose ω ∈D. The space A 2 ω is a Hilbert space with the inner product as follows.
f,
where a δ = (1 − δ(1 − |a|)) a |a| . Proof. By Lemma 4, when 1 < p < ∞, for all |z| > 6 7 , we have
So, when 1 < p < ∞, by Lemma 2, we have
When 0 < |z| ≤ 6 7 , there exist r 0 ∈ (0, 1) and ε > 0 such that |B ω z (w)| ≥ ε, for all |w| ≤ r 0 . Therefore, when 0 < |z| ≤ 6 7 , we obtain
The case of z = 0 is trivial. So, we have
In Particular, when p = 2, we have B ω a 2 A 2 ω ≈ 1 ω(S a ) . So, there exists a constant
for all a ∈ B\{0}. For any fixed δ ∈ (0, 1], let
Then for all z ∈ B, we have
Let I = [ a δ , a , z, a ] be the line segment in D. For all η ∈ I, we have |η| ≤ |a|. Let |I| be the length of I. If z ∈ S a δ , we have
By the proof of Lemma 3, there exists C = C(ω) such that
.
Here, S √ |a| means some Carleson block S η with |η| = √ |a|.
, when |a| > 1 2 .
Therefore,
, when a ∈ B\{0}.
We get the desired result by choosing a δ small enough. The proof is complete.
Let ω ∈D. Then there exists r = r(ω) > 0 such that |B ω z (a)| ≈ B ω a (a) for all a ∈ B and z ∈ D(a, r).
Proof. For any fixed r > 0, by Cauchy-Schwarz's inequality, (5) and Lemma 2, we have
Let z ∈ D(a, r) and I = [ a, a , z, a ] be the line segment in D. We claim that there exists a constant δ(r) such that |I| ≤ δ(r)(1 − |a|) and lim r→0 δ(r) = 0.
Taking this for granted for a moment. By the proof of Lemma 6, there exists
Therefore, by (7) , there exists C 4 = C 4 (ω) such that
We get the desired result by choosing r small enough. Now we only need to prove that (8) holds. Let tanh r = e 2r −1 e 2r +1 . Without loss of generality, suppose a = (|a|, 0, 0, · · · , 0). Then, z ∈ D(a, r) if and only if
Therefore, using a = (|a|, 0, 0, · · · , 0), we have
which implies the desired result. The proof is complete.
Proof. Suppose T ∈ (A p ω ) * . By Hahn-Banach's Theorem, we can extend T as a linear functional on L p ω without increasing the norm of T . Thus, there exists
Then there exists a k such that a k 0. So we have (T 1 − T 2 )(z k ) 0 and hence T 1 T 2 . The proof is complete. 
Proof. Let 0 < r < 1. By Lemmas 1.8 and 1.11 in [27] and
Then, Fubini's theorem and the dominated convergence theorem yield
The proof is complete.
Then the following statements are equivalent.
is bounded, by Hölder's inequality and (5),
Let δ and c be those in Lemma 6. When z ∈ B\{0}, by (5), Lemmas 6 and 9, we have
Here
Then we get that (iv) holds.
If g is a polynomial, by Lemma 9, Theorem A and Hölder's inequality, we have
Proof. By Theorem A, we have (iii)⇔(iv). By (10), we have (ii)⇒(iv).
. When |w| ≤ r < 1, by (5) and Lemma 3, we have
Then {b ω,p z } is bounded in A p ω and converges to 0 uniformly on compact subsets of B as |z| → 1. By Lemma 5, we have lim (5) and Hölder's inequality, we have
By the proof of (iii)⇒(i) of Theorem 1, we have lim
Therefore, lim k→∞ T µ−µ r f k A q ω = 0 for any fixed 0 < r < 1. For any given ε, we can choose a fixed r ε > 0 such that
Since ε is arbitrary, by Lemma 5,
Recall that β(·, ·) is the Bergman metric and D(a, r) is the Bergman metric ball at a with radius r > 0. Then for all a ∈ B and z ∈ D(a, r),
The Khintchine's inequality is the following.
Khintchine's inequality. For 0 < p < ∞, there exist constants 0 < A p ≤ B p < ∞ such that, for all natural numbers k and all complex numbers c 1 , c 2 , · · · , c k , we have
Proof. Theorem 4 in [6] shows that µ is a q−Carleson measure for A p ω if and only
An analogue of (2.3) in [9] shows
By Fubini's theorem and Proposition 1,
By Theorems 1.32 and 1.33 in [27] , E :
There exists ε = ε(s, t) such that, for all z ∈ B and η ∈ D(z, t),
If
In the next proof, let p ′ and q ′ be the conjugate of p and q, respectively, that is, 1 
Therefore, by Lemma 10, we see that (iii)⇔(iv) holds and
(ii)⇒(iii). Let r 0 = r 0 (ω) such that Lemma 7 holds. Suppose that {a k } ∞ k=1 is a δ−lattice with 5δ ≤ r 0 . By Lemmas 1.23 and 2.20 in [27] , if s > 0 is fixed, for all η ∈ D(z, s) and z ∈ B, we have
Then
So, there are at most N * elements of {a k } contained in D(z, s) for any z ∈ B. Moreover, by (12) we have
These facts are very important for our proof and we will use them repeatedly.
and r k (t) denotes the kth Rademacher function. For any given w ∈ B, by Hölder's inequality, (5) , (12) and Lemma 1, we have
by Hölder's inequality, (5) , the subharmonicity of |g| p ′ and Lemma 1, we have
q ω and χ E be the characterization function of a Borel set E in B. Then for all z ∈ B, we have ∞ k=1 χ D(a k ,s) (z) ≤ N * . By Fubini's theorem and Khintchine's inequality, we get
If s ≤ r 0 , by the subharmonicity of |T µ b ω,p a k | q , Lemma 7, (5), (7) , and (12), we have
If s > r 0 , by assumption, {a k } is a δ−lattice with 5δ ≤ r 0 . For any a k , we can find N k (maybe N k = ∞) elements of {a k }, write as a k,1 , a k,2 , · · · , a k,N k such that,
D(a k , s) ∩ D(a k, j 5δ) Ø for j = 1, 2, · · · , N k . Thus, a k, j ∈ D(a k , s + 5δ) and D(a k, j , δ 10 ) ⊂ D(a k , s + 6δ). By (12) and (13), we have
At the same time, we should note that, for k 1 k 2 , we may have
If a k 0 appears in some {a k, j } ∞ j=1 , for convenience, let a k 0 = a k 1 ,1 = · · · = a k t ,1 with k 1 < k 2 < · · · < k t . Then for j = 1, 2, · · · , t, we have
So, (14) holds for all {c k } ∈ l p , δ-lattice {a k } with 5δ ≤ r 0 and any fixed s > 0.
For any fixed r > 0, choose s = s(r, δ) such that D(z, r) ⊂ D(a j , s) for all z ∈ D(a j , 5δ) and j ∈ N. By (13), we have
Therefore, (iii) holds.
in mind. Then for all polynomial g, by Lemma 9, Hölder's inequality, Lemma 10 together with the equality x p = x ′ q ′ , we have
For brief, let x = pq+q−p q and sB = {z ∈ B : |z| < s} for 0 < s < 1. Since r > 0 is fixed, there exists a t = t(s) ∈ (0, 1), such that, for all ξ ∈ B\sB and η ∈ D(ξ, r), we have |η| > t. Moreover, we can assume lim 
Suppose {g k } ∞ k=1 is bounded in A p ω and converges to 0 uniformly on compact subset of B. By the subharmonicity of |g k | x , Fubini's theorem, Hölder's inequality,
By Lemma 5, we get that Id :
ω(S z ) . By Lemma 3 and (11), we have
By (15), we have lim 
Then Lemma 3 and (5) yield
Assume ω ∈ R, T µ ∈ L pq p−q ω and t ∈ (0, r 0 ), where r 0 = r 0 (ω) is that of Lemma 7. By the proof of Lemma 10, we have µ t
. Then (5) gives
Since
SCHATTEN CLASS TOEPLITZ OPERATORS
In this section, we will define a new kind of Dirichlet spaces and investigate the Schatten class Toeplitz operators on them. As an application, we will characterize the Schatten class of T µ :
Obviously,
T H→H = λ 0 (T ) ≥ λ 1 (T ) ≥ λ 2 (T ) ≥ · · · ≥ 0.
If {λ k (T )} ∞ k=0 ∈ l p for some p ∈ (0, ∞), we say that T belongs to the Schatten p-class, denoted by T ∈ S p (H). With respect to the norm |T | p = {λ k (T )} ∞ k=0 l p , S p (H) is a Banach space when 1 ≤ p < ∞. More information about S p (H) can be seen in [25, Chapter 1] .
Recall that for any ξ ∈ S and 0 < r < √ 2,
Lemma 11. For any 0 < r < 1, there exist ξ r,1 , ξ r,2 , · · · , ξ r,N r in S such that
Proof. By Lemma 4.6 in [27] , for all ξ ∈ S and r ∈ (0, √ 2), σ(Q(ξ, r)) ≈ r 2n . So, there exist at most N r points ξ r,1 , ξ r,2 , · · · , ξ r,N r such that N r r −2n and
If S ∪ N r k=1 Q(ξ r,k , 2r), there exist η ∈ S such that d(ξ r,i , η) ≥ 2r for i = 1, 2, · · · , N r . Then Q(η, r) ∩ Q(ξ r,i , r) = Ø when i = 1, 2, · · · , N r . It is contradict with N r is the largest number. Therefore,
For j = 1, 2, · · · , N r , let
For every η ∈ S, if η ∈ Q(ξ r, j , r) for some j, we have η ∈ E r, j ; otherwise, we have η ∈ E r,k for some k with η ∈ Q(ξ r,k , 2r). That is to say, S = ∪ N r j=1 E r, j . Let Q r,1 = E r,1 and
Obviously, we have Q(ξ r,1 , r) ⊂ Q r,1 . Suppose Q(ξ r, j , r) ⊂ Q r, j for all 1 ≤ j ≤ k, where 1 ≤ k < N r is fixed. If η ∈ Q(ξ r,k+1 , r), we have η ∈ E r,k+1 and η E r, j with j k + 1. Thus η ∈ Q r,k+1 . So, Q(ξ r,k+1 , r) ⊂ Q r,k+1 . By mathematical induction, Q(ξ r, j , r) ⊂ Q r, j for all 1 ≤ j ≤ N r . The proof is complete.
When k = 1, 2, · · · , let
For convenience, let ξ 0,1 = (1, 0, · · · , 0), c 0,1 ∈ 1 4 ξ 0,1 , Q 0,1 = S and R 0,1 = 1 2 B. Let Υ = {R k, j : k = 0, 1, 2, · · · , j = 1, 2, · · · , N k }.
Then, B = ∪ ∞ k=0 ∪ N k j=1 R k, j and N k ≈ 2 nk . Lemma 12. The following statements hold. 
As |z| → 1, we have |c| → 1 and t → 0.
Without loss of generality, assume z = (|z|, 0, 0, · · · , 0) and |z| ∈ [1 − 1 2 k , 1 − 1 2 k+1 ) for some k ∈ N. Then w = (w 1 , w 2 , · · · , w n ) ∈ ∆(z, r) if and only if
Here,
At the same time, if k is large enough such that |w| > 1 2 always holds, then we have
For any δ = k − x, k − x + 1, · · · , k + x, there exists Q δ, j 1 , Q δ, j 2 , · · · , Q δ, j M δ such that
Then we have 
This and (16) deduce the desired, that is, for any z ∈ B, ∆(z, r) can be covered by a subsets of {R k, j } with no more than N(r) elements.
(ii). Suppose {a i } is s pseudo-hyperbolic separated and B = ∪ ∞ i=1 ∆(a i , r) for any fixed 0 < r < 1 2 . For any given R k, j , without loss of generality, suppose there exists a constant M k, j ∈ N such that R k, j ∩ ∆(a i , r) Ø, for all i = 1, 2, · · · , M k, j ,
For any z ∈ E, there exists ξ ∈ R k, j such that z ∈ ∆(ξ, 2r). By (16) 
By (17), when k is large enough, we have
Using the notations defined before Lemma 12, there exists a constant 0 < C(r) < ∞, such that
When 1 2 ≤ r < 1, we can translate the pseudo hyperbolic balls to Bergman metric balls, and proved the statement in the same way. The details will be omitted. The proof is complete.
Suppose ω ∈D. For z ∈ B\{0} and α < 2, let ω n * (z) = By Lemma 2, when α < 2 and t > 1 2 , we have
So, when α < 2, we define a function space
Obviously, H(W ω α ) is a Banach space and polynomials are dense in it. For all f, g ∈ H(W ω α ), the inner product induced by · H(W ω α ) is
By (18), even if 1 0 W ω α (t)dt is divergent, we can find a Ψ ∈ R such that
For example,
. So, we always assume that W ω α is a regular weight. Theorem 2 in [2] shows that, if ω is a radial weight,
Lemma 13. Suppose ω ∈D. Then
Here, ω * −α−2 (t) = (1 − t) −α−2 ω * (t).
Proof. It is obvious that
Assume α < 0. By Lemma 2, we have ω * −α−2 ∈ R. If t > 1 2 , using Lemma 2, we obtain r 2n−1 (ω * −α−2 ) * (r)dr > 0, we have
By (19) , the monotonicity of M 2 (r, ℜ f ) and (21), we have
For any f ∈ H(B) , let f r (z) = f (rz) for r ∈ (0, 1). If |z| ≤ 1 2 , by Cauchy's formula, we have
Thus, by (19) and (21), we have
Suppose ω is continuous and regular. For any a, z ∈ B, let v a (z)
Then there exists δ = δ(ω) ∈ (0, 1) such that
for all |a| ≥ 1 2 and |z − a| < δ(1 − |a|). Therefore, there exists r = r(ω) ∈ (0, 1) such that (22) holds for all |a| ≥ 1 2 and z ∈ ∆(a, r).
Let |a| > 1 2 and fix the integer N = N(a) such that 1 − 1
If |z − a| < δ(1 − |a|) and |a| > 1 2 , by Lemma 3, more specifically, the proof of it in [3] , we have
So, when δ is small enough, we have
The proof is complete. 
Then, if µ is a positive Borel measure, the Toeplitz operator T µ :
Lemma 15. Suppose α < 2 and ω ∈D. Then
Let f (z) = m b m z m be a polynomial. By (1.22) in [27] , we have
Then a 0 (z) = 1 ω(B)
, and a m (z) = (n − 1 + |m|)! 8n!m!|m| 2 (W ω α ) 2n+2|m|−1 z m , when |m| > 0.
Recall that By Lemmas 1 and (2), we have
When |z| > 1 2 and α < 1, by Stirling's formula, we get
Using (4.5) in [15] , it is easy to see that
for some N ∈ N and N > 1. By Lemmas 1 and 2, we have
By Lemmas 1 and 2, there is a b > 0 such that ω * (t)
By (25)-(28), we obtain that (23) holds. The proof is complete.
Lemma 16. Suppose α < 1 and ω ∈D. There exists C = C(ω) > 0, such that for all f (z) = m a m z n , we have
Proof. By (1.21) and Lemma 1.11 in [27] , (24) and Lemma 2, we have
(iii) µ r,α ∈ L p (B, dλ) for some (equivalently, for all) r > 0.
Proof. (ii)⇒(i). The proof will be divided into two steps. Suppose M µ < ∞. The first step. Assume µ is a compactly supported positive Borel measure. It is easy to know that T µ is compact on H(W ω α ). Then the canonical decomposition of T µ is, see [25] for example,
Here {e k }, { f k } are orthogonal sets in H(W ω α ) and {λ k } is the singular values of T µ . By Fubini's theorem, Cauchy-Schwarz's inequality, Lemmas 15 and 2, we get
Thus we proved the assertion with the case p = 1. Now we assume 1 < p < ∞ and pα < 1. Take ε > 0 such that α < 2ε •
by Lemma 13. Let
and the operator S ζ on H(W ω α ) be defined by
here, χ R k, j = 0 if µ(R k, j ) = 0 and χ R k, j = 1 otherwise. So, µ ζ is compactly supported and the series at the right side of (29) is a sum of finite terms. Since G ζ : H(W ω α ) → H(W ω γ ) is uniformly bounded, for any fixed 0 < r < 1, there is a C = C(r) such that sup 
Here, we should note that
Therefore, by Lemma 15 and Fubini's Theorem, we get
Then, when Reζ = 0, Hölder's inequality induces that
Since |G ζ f | 2 is subharmonicity and ω * −(α−2ε)−2 ∈ R, for any fixed 0 < s < 1, by Lemma 1.23 in [27] and Lemma 2, we have
Using Fubini's Theorem and Lemma 12, we have
Similarly, we have
Therefore, when Reζ = 0,
At the same time, since 
Therefore, by Cauchy-Schwarz's inequality, we obtain
By Theorem 1.27 in [25] , we have
Lemma 1.36 in [25] implies that
Using (30) and S 1 p = T µ , we have
for all µ with the compactly support subsets and p > 1.
The second step. Suppose µ is a positive Borel measure such that M µ < ∞. For k = 1, 2, · · · and all Borel set E ⊂ B, let
Then µ k is compactly supported and
Consider the identity operator Id k :
Here, we should note that Id k can also be taken as a operator from H(W ω α ) to L 2 (B, dµ), which is defined by 
We finish the proof of (ii)⇒(i).
Let {e j } be an orthogonal set in H(W ω α ) and E denote the subspace which is generated by {e j } and equipped with the norm of H(W ω α ). Consider the linear operator J : E → H(W ω α ), which is defined by
For any {c j } ∈ l 2 and f ∈ H(W ω α ), by Cauchy-Schwarz's inequality, we have
By (5) and W ω α ∈ R, we have
. Therefore, by Lemma 2.24 in [27] we get 
By (34), we get 
If E, F ⊂ B, let χ(E, F) = 1 when E ∩ F Ø and χ(E, F) = 0 otherwise. By Lemma 12, we have
So, (ii) holds.
(ii)⇒ (iii). Let {a i } ∞ i=1 be a r-lattice. By Lemma 12, we get
as desired.
(iii) ⇒ (ii). Let {a i } be a r 6 -lattice. For any z ∈ D(a i , r 60 ), we have D(a i , 5r 6 ) ⊂ D(z, r). By Lemma 12, we obtain
)
Suppose ω ∈D, −∞ < α < 1, r ∈ (0, 1), s is a large enough integer, and {e k } ∞ k=1 be a orthonormal basis of a Hilbert space H(W ω α ). If {b k } ∞ k=1 ⊂ B\{0} is a r-lattice ordered by increasing module, and
Then J :
is bounded and onto. Proof. Firstly, we prove J is surjective. Let
Let the operators R β,t and R β,t be defined as (1.33) and (1.34) in [27] . Assume the any given β > 0, we have
Here, 
Let β = − n+3 2 + s 2 . By Proposition 1.14 in [27] , we have 
The proof is complete. Lemma 18. Suppose ϕ is regular and continuous, 0 < p < ∞, s is large enough. If there exist −1 < a < ∞ and δ ∈ (0, 1) such that n − 1 + a > 0, and
and for any given ε > 0, there exists 0 < r < 1, such that for all z ∈ B,
Without loss of generality, let δ = 0. Let
(1 − |w| 2 ) sp−(n+1) dV(w) ϕ(w) p |1 − z, w | (n−1+s)p = I 1 (z) + I 2 (z).
When n − 1 + a > 0, by Theorem 1.12 in [27] , we have Hence, (35) holds.
In order to obtain (36), we prove that, if n < c < β, for any given ε > 0, there exists r ∈ (0, 1), such that, for all z ∈ B, B\∆(z,r)
Letting η = ϕ z (w) and |η| = t, by Lemmas 1.2 and 1.3 in [27] , we have B\∆(z,r)
So, when 2c − β ≤ 0, for any given ε > 0, (37) holds for some r ∈ (0, 1). Therefore, for any given ε > 0, there exists N * ∈ N, such that So, for any given ε > 0, there exists r ∈ (0, 1), such that for all z ∈ B, (37) holds.
TOEPLITZ OPERATORS ON
Let B |z| = {w ∈ B : |w| < |z|}. By (37), for any given ε > 0, there exists r ∈ (0, 1) such that I(z, r) = (B\∆(z,r))∩B |z| + B\(∆(z,r)∪B |z| ) (1 − |w| 2 ) sp−(n+1) dV(w) ϕ(w) p |1 − z, w | (n−1+s)p ε ϕ(z) p (1 − |z| 2 ) p(n−1) . The proof is complete. , dλ(z) = dV(z) (1 − |z| 2 ) n+1 . Assume that there exist −1 < a < ∞ and δ ∈ (0, 1) such that n − 1 + a > 0, and (1 − t) −α ω * (t) (1 − t) a ց 0, when δ ≤ t < 1.
Then the following statements are equivalent. Let {b j } ∞ j=1 be a r-lattice, s be a large enough positive integer, and {e j } ∞ j=1 be a fixed orthonormal basis of H(W ω α ). Define J : H(W ω α ) → H(W ω α ) as in Lemma 17. Then J is bounded and onto. Let J(e j ) = h j , j = 1, 2, · · · . By Proposition 1.30 in [25] , we have Here, z x,k ∈ D(b k , 5r) such that |h x (z x,k )| = sup z∈D(b k ,5r) |h x (z)|. Since s is large enough, using subharmonicity, by Lemma 18, we have .
So, we obtain
By Lemma 12, |J * T µ J| p p M µ . By Proposition 1.30 in [25] , T µ ∈ S p (H(W ω α )) and |T µ | p p M µ . So, (i) holds. (i)⇒(ii). Suppose T µ ∈ S p (H(W ω α )). Let {τ j } ∞ j=1 be a r-lattice, s be a large enough positive integer, and {e j } be a fixed orthonormal basis of H(W ω α ). For any given R > 10r, {τ j } can be divided into N R subsequences such that the Bergman metric between any two points in each subsequence is at least 2R. Let {b j } be such a subsequence and define dµ * (z) = ∞ j=1 χ D(b j ,5r) (z)dµ(z).
Then we have |T µ * | p ≤ |T µ | p .
Define J : H(W ω α ) → H(W ω α ) as we did in Lemma 17 and let J(e j ) = h j , j = 1, 2, · · · . Then J is bounded. Let · = · H(W ω α →H(W ω α )) for short. So, |J * T µ * J| p ≤ J 2 |T µ * | p ≤ J 2 |T µ | p . Since J * T µ * Je k , e j H(W ω α ) = T µ * (h k ), h j H(W ω α ) , j, k = 1, 2, · · · , we get J * T µ * J = D + E. By (34), there exists a constant C 1 > 0 independent on R, such that
Therefore, |E| p
