Chemogenomic approaches, which link ligand chemistry to bioactivity against targets (and, by extension, to phenotypes) are becoming more and more important due to the increasing number of bioactivity data available both in proprietary databases as well as in the public domain. In this article we review chemogenomics approaches applied in four different domains: Firstly, due to the relationship between protein targets from which an approximate relation between their respective bioactive ligands can be inferred, we investigate the extent to which chemogenomics approaches can be applied to receptor deorphanization. In this case it was found that by using knowledge about active compounds of related proteins, in 93% of all cases enrichment better than random could be obtained. Secondly, we analyze different cheminformatics analysis methods with respect to their behavior in chemogenomics studies, such as subgraph mining and Bayesian models. Thirdly, we illustrate how chemogenomics, in its particular flavor of 'proteochemometrics', can be applied to extrapolate bioactivity predictions from given data points to related targets. Finally, we extend the concept of 'chemogenomics' approaches, relating ligand chemistry to bioactivity against related targets, into phenotypic space which then falls into the area of 'chemical genomics' and 'chemical genetics'; given that this is very often the desired endpoint of approaches in not only the pharmaceutical industry, but also in academic probe discovery, this is often the endpoint the experimental scientist is most interested in.
INTRODUCTION
The term 'chemogenomics' [1] , first coined in 2001 [2, 3] represents the systematic study of ligand chemistry and protein targets (or generally gene products) they show bioactivity against [4] . While in this kind of study the links between the underlying structure connecting ligand chemical space and biological bioactivity space are of primary interest, the related terms 'chemical genetics' and 'chemical genomics' [5, 6] focus more on the ability of small molecule chemistry to modulate biological systems in a specific and directed manner, similar to classical genetic approaches such as knock-out organisms. However, chemical tools can act as both protein activators and inhibitors, and they can be applied at various developmental stages and different concentrations; hence, they are often more flexible to use than their biological counterparts.
In recent years more and more knowledge about the chemistry of bioactive molecules has entered the public domain, in databases such as DrugBank [7] , BindingDB [8] , PDSP Ki [9] and so on, as well as (partially) cellular assay databases like PubChem Bioassay [10] and Chembank [11] (see recent reviews such as [12] and [13] for a more comprehensive overview of these). Most recently, and as one of the biggest efforts of its kind, the European Bioinformatics Institute (EMBL-EBI) via a grant from the Wellcome Trust acquired the rights of the StARlite database previously sold by Inpharmatica, which added in excess of five hundred thousand bioactive chemicals with millions of binding and functional assay data points to the publicly available bioactivity knowledge in the form of the ChEMBL database [14] (discussed in a recent review [15] ). Apart from databases linking chemical structures to protein targets, also phenotypic databases such as those capturing side effects of drugs are now becoming publicly available [16] , increasing the amount of data available for chemogenomics studies that does not stop at the biochemical level but also extends this information to the organism level effects of chemical structures.
What is interesting to note is that publications containing the terms 'chemogenomic' or 'chemogenomics' in the Topic (as defined by Web of Science; containing publication title, abstract and keywords) has not seen the exponential growth one might have expected in recent years. This trend is visualized in Fig. (1) ; while citation data for 2010 are incomplete, it seems as if from 2005 to 2010 an approximate plateau phase of only around 25 publications per year were achieved. In absolute terms this is a relatively small number, and it would be an interesting subject of discussion what the reason would be -whether the concept did not work out in practice; whether people already switched to using other terms instead of these two; or whether the real boom of the area is still ahead of us. The future will certainly tell. Large, well indexed ligand-target-assay databases are at the very heart of chemogenomics studies which aim to relate ligand chemistry to the similarity of protein targets on a large scale; and it should be kept in mind that data completeness determines the analysis outcome [17, 18] . Despite information not being perfect, it can still be of value in a more informed decision-making process. It was noted in pharmaceutical companies that information from related targets can be used to steer ligand discovery for an orphan target of interest in a productive direction, but at the same time it was by no means obvious in which way, and in which cases, this could be achieved. In parallel, the previously eminent paradigm of 'ligand selectivity' has recently been replaced in favor of a desired polypharmacology profile [19] [20] [21] .Such a profile requires not only a set of targets of interest from the biological side that needs to be considered, but also ligand chemistry to be chosen so they can be bioactive against multiple targets in parallel. However, important problems are still unsolved for this paradigm, for example the question how a researcher defines a desired bioactivity in the first place; and how bioactivity profiles actually translate from animal systems to humans. This controlled polypharmacology is probably more easily achieved in some cases (e.g. a set of structurally related Class A GPCRs) than in case of others (e.g. inhibiting a protease and antagonizing a GPCR simultaneously). A recent study by one of the authors [21] was analyzing bioactive chemical space, as defined by the WOMBAT database, ECFP4 circular fingerprints and a Principal Component Analysis of the resulting Bayes Models per class, the result of which is visualized in Fig. (2) . This figure can be interpreted as follows: PC1 and PC2 are the axes of maximum chemical ligand diversity; hence, the classes with the highest loadings along both axes have the most different chemistry in the set, here dopamine D2 receptor ligands and HIV integrase inhibitors. Along PC3 opioid receptor ligands possess the furthest distance from those two classes. And indeed, when analyzing ligand chemistry in more detail (see [21] for further details) we can see that D2 ligands always possess a tertiary nitrogen and often unsaturated sixmembered rings; HIV integrase inhibitors typically possess catechol moieties and carboxylic acid groups, frequently they also are esters; and opioid receptor ligands show considerable diversity, from the complex morphine scaffold to much more diverse ligands that could also resemble enzyme inhibitors and GPCR ligands. Similar analyses, based sometimes on different datasets and different algorithms, were also performed by other groups such as at Pfizer [22, 23] , UCSF [24] and the University of Barcelona [25] .
One concept that is implicit in chemogenomics approaches is that chemical space is reasonably well behaved, continuous and can be interpolated. With respect to the biological side, it is assumed that ligands active against one protein are more often than random also active against a related protein structure. Very much related to these concepts is the idea of 'affinity fingerprints' published by Kauvar et al. [26] . In its simplest form, affinity fingerprints make the assumption that affinity to novel targets can be approximated from known affinities to a set of ('orthogonal') proteins. Later this idea was extended to the computational domain with concepts such as docking-based fingerprints [27] and ligand based 'Bayes Affinity Fingerprints' [21] , but what is interesting in the chemogenomics context is the following. As current chemogenomics thinking goes, only measures of protein similarity are related to measures of ligand similarity -and, hence, simply ligands of related receptors to an orphan receptor are used as a starting point for de-orphanization projects. However, this is only the simplest version of the affinity fingerprints imaginable. According to the affinity fingerprint concept, also bioactivity values against very different proteins could be used to make (approximate) predictions as to which ligands are active against a currently orphan receptor in a linear combination of affinities, or a yet unknown more complex function. Given that more and more data becomes available it is surely only a matter of time until the current chemogenomics concepts of 'similar targets bind similar ligands' get extended to also cover more complex relationships between ligand chemistry and target bioactivity space. We anticipate that research in this area will have huge benefits for experimental biologists as well as biological and medicinal chemist and will be transformative for the commercial life-science sector.
In a similar vein, the term proteochemometrics is certainly very dissimilar at first sight to chemogenomics; however, the underlying ideas of both concepts are not fundamentally different. Both of them attempt to relate ligand chemistry to a set of different proteins instead of a single protein (which would be more the domain of conventional structure-activity modeling), and the difference between both concepts are sometimes minor, with proteochemometric modeling being often more focused on a more defined set of targets with the aim to model bioactivity relationships quantitatively; however none of these characteristics are true in every case. One of the most comprehensive recent studies [28] was attempting to model all protein-ligand interaction space of enzymes, as taken from protein-ligand cocrystals. A model was generated on 826 pairs of proteins, druglike ligands and binding affinity or dissociation constant of the particular protein-ligand pair from AffinDB, PDB Bind, Binding MOAD and Protein-Ligand Database, and 542 entries from Brenda were used as a test set. Predictions for the external test set achieved an r 2 of 0.53 and a RMSEP of 1.5 (over a pKi range reported [28] to be from 0.7-11.0); hence, even when using very diverse protein data in this kind of modeling exercise affinity data can be modeled relatively reliably -which empirically underlines the validity of the concepts behind chemogenomic and proteochemometric modeling.
In this publication no comprehensive overview of all Chemogenomics studies can be given, and hence a set of recent reviews in the area should be mentioned [29] [30] [31] [32] [33] [34] [35] [36] . In the following, we will now outline our recent advances in chemogenomics studies applied to receptor deorphanization, different representations of molecules in studies of this type, proteochemometrics studies performed in our group, as well as extensions of the chemogenomics concept into phenotype space.
CHEMOGENOMICS APPLIED TO RECEPTOR DEO-RPHANIZATION
As outlined in the introduction, the most straightforward analysis in the chemogenomics spirit (which is still dependent on quite a lot of variables such as the precise dataset chosen, the chemical representation used, and the distance metric employed) is to relate ligand similarity to protein similarity in a given bioactivity data set. Previous studies in the field exist, very early in the field of kinases [37] where structural binding site similarity was compared to ligand SAR; however only 58 ATP-site ligands were contained in the PDB at the time of the article. More recently this database has been extended significantly, with large-scale profiling data of kinases entering the public domain [38, 39] . Data of this type has also been used recently to construct a ligandbased kinase tree [40] as well as to enzyme families [41] .
In the work performed in our group though GPCRs are the main target family of interest, and less chemogenomics work has yet been published in this area. One recent study [42] attempts indeed a (hypothetical) deorphanization of GPCRs, leaving all ligands of the receptor under consideration out of the training set and generating models using different kernel-based approaches. It was found that using a binding-pocket kernel that only takes the sequence of residues in the binding pocket into account, achieve 78.1% correct predictions, averaged over all classes, on the dataset, compared to 50% in case of random class assignments. However, what was not done was the analysis in which cases chemogenomics studies applied to GPCR ligands would succeed in practice, and to 're-draw' the GPCR tree based on a chemogenomics analysis; this is precisely what we performed in our ongoing work in the group that is currently being validated prospectively.
Other related work has been published by Bock et al. [43] and Weill and Rognan [44] . Bock et al. [43] described receptors by using numerical values for the surface tension, isoelectric point, and accessible surface area for each amino acid of the receptor as well as a connectivity matrix, extended by atomic properties such as ionization energy, electron affinity and atom density on the ligand side and found that out of about 2,000,000 novel compounds only 2% are predicted to be active on a novel, orphan receptor. Models were generated by a Support Vector Machine on 5,319 receptor-ligand pairs from the PDSP database; however, no statistics for the models generated has been provided for a target deorphanization exercise.
In Weill and Rognan [44] , a novel protein-ligand fingerprint, termed PLFP, was introduced that captures pharmacophoric properties of the ligands, as well as of the transmembrane ligand binding pocket. SHED, topological autocorrelation descriptors (DistFP) and MACCS keys were combined with SVM, Naïve Bayes and Random Forests to evaluate the influence of different chemical representations and model generation methods on predictive performance and models were evaluated on two external test sets containing a total of 60 data points. It was found that picking ligands for targets was usually easier to achieve than the reverse, predicting targets for ligands. Also, both global models, considering all GPCR ligand data in a single model, as well as a set of 19 local models, one for each subclass of GPCRs, were compared. Here it was found that DistFP with support vector machines on local models outperforms on average all other model generation methods -a hint that local bioactivity models may be required to model larger areas of bioactivity space.
We now extended the above study, and analyzed chemically in more detail in which cases a chemogenomics classification of GPCR ligands would be more likely to be successful in a deorphanization study than in others. Given the dependence of this type of study on a large number of factors (the diversity of chemical and biological space covered in the datasets; the measures used to establish similarities in both spaces; and the decision which data points of 'neighboring' sequences to include, just to name a few) we felt the need to establish some practical guidelines for future work in this area.
For this purpose, we used a receptor-based phylogenetic classification and compared it to a ligand-based classification that is based on exhaustive substructure mining. (Note that a full primary research article on this work has been published recently with more details of the results and a further interpretation which can be found in this reference [45] .) For the protein side, a set of 44 amino acid residues likely to be involved in ligand binding of class A GPCRs were selected, based on previous work of Gloriam et al. [46] . This selection of residues is based on previous work by Surgand et al. [47] of 30 residues, but extends it by taking the recently published crystal structures of the human 2 and turkey 1 adrenoceptors, as well as that of the human adenosine A2A receptor and their residues involved in ligand binding into account to extend the previous set to 44 relevant residues. Based on those amino acid residues, a phylogenetic tree of class A GPCRs was constructed. An important nuance to classical sequence-based phylogenetic analysis is in the choice of the scoring matrix for amino-acid interchanges, since very different effects are anticipated for conserved molecular recognition effects compared to the different constraints observed in protein evolution. For example, glutamic acid and arginine are generally similar from a protein structure viewpoint, where they are regularly interchanged on the surface of proteins; however, when these amino acids are involved in the binding of a small molecule ligand they have very different properties. Again, looking to the future, we see investigating this area as being productive now that significant amounts of data are becoming available.
Complementary to these sequence-based classifications a substructure-based classification of the receptors from the ligand side was performed in parallel. Exhaustive substructure mining of GPCR ligands was performed as described in detail in the primary research article [48] . Structures were represented as labeled graphs with aromatic bonds being assigned a different bond type. In this study, the minimum support value was set to 30% of the number of ligands in each activity set, meaning that only substructures present in at least 30% of the ligands were considered in the further analysis. Substructures below 50 Dalton were discarded, since very small fragments are chemically not amenable to interpretation, which is easily the case for larger substructures of molecules since they are molecular representations accessible to the way of thinking of a chemist. To calculate the similarity between activity classes, the Pearson Correlation Coefficient between all feature frequencies in each activity class was calculated. The correlation coefficient was then transformed into a distance measure by subtracting the correlation coefficient from 1 and using linear scaling of all results to [0;1]. Tree construction might in principle be influenced by the order in which targets are provided to the tree constructor, and in order to investigate this effect the target input order was randomized 10 times and 10 new trees were generated and compared to each other. Only in very rare cases the trees generated were different though, supporting the robustness of the method employed.
The tree that was built based on the multiple sequence alignment as defined by Gloriam et al. [46] set is shown in Fig. (3) . Four clusters are clearly defined in the tree, namely the aminergic receptors, adenosine receptors, prostanoid receptors, as well as the peptide-binding receptors. This clustering is very close to the 'conventional' results obtained from full-sequence phylogenetic trees; note that minor differences to the original tree presented by Gloriam et al. are visible since our target-based tree was only constructed using bioactivity classes for which sufficient ligand data was available. For comparison, the ligand-based receptor classification tree is provided in Fig. (4) . Overall, to a large extent the target-based phylogenetic tree is conserved, with differences only visible for some of the receptor subclasses. It should be kept in mind that this may also partly be due to the chemistry tested against particular receptors -most scientists would test known ligands against one receptor subtype also against another receptor subtype, and hence due to this 'selection bias' some classes might move closer together than with more even sampling of chemical space screened against a receptor.
Except for the two purinergic receptors (P2Y1 and P2Y12) and the two glycoprotein hormone receptors (FSH and LH), all other receptor pairs represented by two subtype are clustered together. The adenosine receptors (ADORA1, ADORA2A, ADORA2B, ADORA3) group together with the A2B receptor being the most dissimilar from the other, which is consistent with previous results obtained by our group. The purinergic receptor P2Y12 is from the ligandside found to be similar to the adenosine receptors, which is understandable due to the common purine core typical for ligands of both subfamilies. The muscarinic acetylcholine receptors M1, M3, M4, and M5 cluster together as one group, supporting the low subtype selectivity of muscarinic antagonists; however, the acetylcholine receptor M2 is found more distant from this cluster which may be the result of inclusion of allosteric ligands. Some clusters not present in the sequence-based tree are present in the ligand-based classification and they can often be well understood from the chemical point of view; e.g. the grouping of the eight prostanoid receptors displayed in Fig. (3) . This cluster is based on the fact that most prostanoid receptor ligands are direct derivatives of the endogenous ligands, the so-called eicosanoids. These ligands form a very homogeneous group which is dominated by relatively long alkyl chains. The clustering of the leukotriene and cannabinoid receptors in this lipid cluster may seem strange at first; however, arachidonic acid is the common precursor for eicosanoids and two derivatives of arachidonic acid, anandamide and 2-arachidonyl-glycerol, both of which are endogenous ligands ('endocannabinoids') of the cannabinoid receptors and which explains the chemical similarity of ligands in this cluster, and hence, their relatedness from the chemical point of view.
While in the original work on this topic [45] the differences and commonalities between biological and chemical phylogenetic trees have been analyzed in detail, in the context of this review its applications to the deorphanization of GPCRs should be commented on in particular. In order to resemble a real-world setting, we performed a hypothetical 'de-orphanization exercise'. To do this, we excluded in turn all ligands of each receptor in the dataset; we so 'orphanized' the receptor in this particular analysis run. Next, we 'deorphanized' the receptor again by predicting its ligands by using a ligand-based bioactivity model derived from the closest neighbors of the receptor in sequence space. It was found that in 93% of the cases our hypothetical de-orphanization exercise was successful, with the model providing enrichment curves better than random (AUC > 0.5); and for 35% of receptors performance was even 'good' (as defined by PipelinePilot, with an AUC > 0.7). Sample plots for four receptors are shown in Fig. (5) , namely for CHRM1 (muscarinic acetylcholine receptor M1), AGTR2 (angiotensin II receptor, type 2), P2RY1 (purinergic receptor P2Y, Gprotein coupled, 1) and BRS3 (bombesin-like receptor 3). We could indeed find a rationale in which de-orphanization exercises are more likely to succeed than in others: The poor performance concerning the P2RY1 receptor is probably due to the nature of its ligands, since this set consists of a small number of highly similar ligands that all possess at least one phosphate group, a feature not found in other ligands in the database. (In fact, its most related sibling from the biological side, P2RY12 Fig. (3) , moves far away in chemical space Fig. (4) , illustrating the dissimilarity of the ligands) -and hence, in this case the deorphanization exercise fails. On the other hand, in case of CHRM1 very much related ligands are present in the dataset for its nearest neighbor, CHRM5 -hence, in this case the deorphanization exercise succeeds. Overall in this study our method was relatively successful to achieve this task since for 93% of the receptors studied performance better than random was achieved (AUC > 0.5), and for 35% of receptors even models with reasonable quality were obtained (AUC > 0.7).
CHEMICAL REPRESENTATIONS IN CHEMOGENO-MICS APPROACHES
As in ligand-based virtual screening [49] [50] [51] , the question how to represent chemicals in a chemogenomics study, as well as how to calculate the similarity or distance between different compound classes and hereby between receptors, is by no means obvious. Different groups use different approaches, from the pairwise comparison of compounds in each class followed by calculating expectation values [24] to calculating frequency vectors of circular fingerprints for each class and calculating the correlation coefficient between them [49, 52] . In our previous work, with the aim to obtain a non-biased representation of chemical substructures, we used exhaustive substructure enumeration of databases to represent chemical structures which is outlined in the following and described in detail in a recent primary research article [48] .
Molecular subgraph mining (also known as association learning) has two characteristics that render it very different from other molecular representations such as fingerprints and fragment-based representations: On the one hand it is a very demanding method to represent molecules due to the number of subgraphs that can be generated even for a druglike small molecule; this number is in the order of millions for example for steroids, due also to the complex ring system present in them. On the other hand it is an unbiased representation of molecules (apart from the model assumption of 'atoms' and 'bonds') -no assumptions are made which molecular features are relevant for a certain property such as a bioactivity against a protein. This is the case in fingerprints ('circular features' are important e.g. for circular fingerprints, or 'pairs of features are related to the property being considered' in case of atom pairs, and so on) as well as keybased fingerprints, where precise chemical groups are predefined. Hence, in our work on the chemogenomics data mining of GPCR databases presented in detail recently [48] subgraph mining was employed to analyze the databases as hand.
In our particular case, molecular structures are represented as labeled graphs with only heavy atoms being considered in the analysis. Four types of chemical representation were used: the initial chemical structure representation with the atom and bond types unchanged, and three 'Elaborate' Chemical Representations (ECRs) that attach labels to atoms, as well as bonds, in order to generalize the chemistry encountered (similar to the typing of atoms in pharmacophores as lipophilic, charged, hydrogen bond donor/acceptor, etc.). [53, 54] which is illustrated in Fig. (6) . Atoms and bonds can both be typed; in our case aliphatic nitrogen, oxygen, and sulfur atoms were represented as aliphatic heteroatom by replacement with the symbol 'No' and an extra label was attached to nitrogen and oxygen atoms in order to indicate the type and number of bound hydrogen atoms. This captures information similar to hydrogen bond donor and acceptor properties of a heteroatom. The halogen atoms, Cl, Br, I, and F, were replaced by X, since they are partially negatively charged and, hence, can be isosteres in many Fig. (6) . A sample molecule in normal (I) and three elaborate chemical representations, the first one including aromatic bonds (II), a second one including both aromatic atoms and bonds (III), and one capturing planar ring systems (IV). In the normal representation (I), aromatic bonds are represented as alternating single and double bonds, while in the first elaborate representation (II), a special aromatic bond type exists (representation (III) extends aromatic typing also to atoms). In both elaborate chemical representations, wildcards are used for heteroatoms ('No') and for halogens ('X'). (Reprinted with permission from [48] ) (though, in particular in case of fluorine, not all) biological situations. Also one elaborate representation includes a special bond type for aromatic bonds, while the second representation also has a special type for aromatic atoms. Finally, the third representation offers a special type for planar ring systems, which has been successfully applied previously to predict the mutagenicity of compounds [54] . Overall, it was found that the elaborate representations indeed outperform the original representation of molecules (measured as features identified that better discriminate between GPCR ligands and background compounds), indicating that atom typing is beneficial in classifications of this type.
Algorithmically, the subgraph miner Gaston was used that was previously successfully applied to molecular datasets, details of which can be found in the original publications [53] and the significance of molecular substructures was measured as a the likelihood of a feature distribution occurring by chance, known also as the 'p-value' of a distribution (as defined in [54] ) and the substructure with the lowest p-value was considered the most important one. Apart from the p-value of a substructure, an important parameter in frequent subgraph mining is the minimum support value, which is the fraction of molecules in a given dataset that should possess a particular substructure in order to be considered for further analysis. Lowering the minimum support will result in a larger number of substructures and vice versa -and given the large number (100,000s to millions) of substructures that can be potentially detected in a single molecule it is apparent how important a reasonable choice of this parameter is. The minimum support value was chosen empirically, resulting in practice in support values between 10% and 30% for the datasets used in this study.
As important as the molecular representation is also the choice of a suitable database, and in our study GPCR ligands were collected from the GLIDA and hGPCR-lig databases. The set from GLIDA consisted of 22,122 ligands for human, mouse and rat receptors, while hGPCR-lig contained 17,908 GPCR ligands from literature as well as the MDL Drug Data Report (MDDR) database. These two sets were compared against a control set, namely 15,993 compounds from ChemBridge's DIVERSet screening collection and each database was represented by a random set of 5,000 ligands, this limitation being due to the computational expense of the methods used here. Targets were arranged into a hierarchy of subfamilies, families, and classes which is shown in Fig. (7) , and which originates from GPCRDB. For further details the reader is referred to the original study [48] . The different levels of the target hierarchy are all amenable to substructure mining, and while various studies have been performed which reproduce known data (such as the importance of positively charged nitrogens for class A GPCR ligands relevant for binding to an aspartate residue in the receptor), also more detailed results have been obtained from this analysis. Here only one example shall be commented on, namely for dopamine receptor ligands for which the outcome of the analysis is represented in Fig. (8) .
For the dopamine receptor ligands, two types of specific substructures were identified Fig. (8) that are characteristic for this type of bioactivity. Here, the first characteristic substructure is present in 30% of the ligands and it consists of a chain of four or five aromatic atoms, connected to a tertiary nitrogen atom via a methyl linker. The second substructure, which is present in 12% of the ligands, consists of two aromatic chains which can be five or six atoms in length, and which are linked via a heteroatom (nitrogen or oxygen) connected to N-methylethyleneamine, while the terminal nitrogen of this linker may be substituted by an ethyl group. As can be seen in Fig. (8) , the piperazine ring is part of those two characteristic substructures, although not in its entiretythe interpretation is that variations of this ring are possible when designing dopaminergic drugs, so that this feature does not remain static throughout the dataset. Similarly, the aromatic chains in both substructures are able to overlap with various types of aromatic systems; hence, it is the aromatic character of the system that is conserved in this feature, and not the precise nature of the ring system present. Another example of novel substructures conferring activity were fused 5, 6 bicyclic ring systems in serotonergic ligands; these may steer synthetic chemistry in novel directions when designing future bioactive molecules.
As for future research avenues, currently only the 2D graph of a molecule is considered for analysis, so any geometric information (such as chirality) is not taken into account. Also, the p-value is used to sort the substructures according to significance; however in practice measures such as enrichment of a compound bioactivity class might be of more relevance. Also it is important to also look at substructures frequent in both data sets when using the information for designing novel drugs -while not conferring selectivity, those features might still be beneficial for compound affinity. Overall we can conclude from this study that our analysis is complementary to employing 'privileged substructures' in ligand design, since it is not restricted to existing scaffold structures. Apparently, elaborate chemical representations add substantial value when searching for structural features typical for active compounds. This enables the user in addition to detect bioisosteres of chemical groups which can be employed in the prospective design of ligands with a desired bioactivity profile.
PROTEOCHEMOMETRICS APPROACHES FOR EXTRAPOLATING BIOACTIVITY TO RELATED TARGETS
As mentioned above, the terms 'chemogenomics' and 'proteochemometrics' are not very different in nature, and from the experience of the authors the following statement is reasonable, that in general 'proteochemometrics models' are usually generated based on 'chemogenomics data'. Proteochemometric models, as opposed to conventional SAR models, add a target descriptor in addition to the ligand descriptor to the model, in order to use bioactivity information from related targets to make better predictions where there are data points known for a target; but also to enable extrapolation of bioactivity data to novel targets -such as mutants of viral enzymes, or related receptor subtypes (for a recent review see [55] and for related research employing so-called 'signature descriptors' see [56] ).
Originally this method was intended to improve prediction capabilities on a series of targets where data points were given [57, 58] . However, it is only a small step expanding this method to enable the prediction of specificity by inclusion of highly similar targets; in this case the model is then predicting bioactivities for targets where no data points are known. This idea is illustrated in Fig. (9) on a hypothetical dataset that consist of ligand A and very similar ligands B1 and B2, as well as target 1 and very similar targets 2A and 2B. In conventional QSAR models, for every target a separate bioactivity model needs to be constructed, and no extrapolation of bioactivities between targets is possible. However, proteochemometric modeling takes into account that targets 2A and 2B are similar (e.g. with respect to the shape and properties of the binding site), hence an approximate activity also for ligand B2 on target 2A can be predicted, and also for ligand B1 on target 2B. Both target 1 as well as ligand A are more dissimilar from the rest of the data, and here extrapolation is generally possible as a function of ligand as well as target similarity.
The observation that model extrapolation is possible not only as a function of ligand similarity, but also as a function of target similarity, extends the previous 'applicability domain' concept [59] [60] [61] [62] known from QSAR to the biological domain. We can illustrate it with experimental data from our group on mutants of viral targets, namely of a set of 14 mutants of HIV reverse transcriptase (manuscript under preparation). Shown in Fig. (10) is the performance of proteochemometrics modeling in 'leave-one-sequence-out experiments', as measured by root mean squared error (RMSE). The model trained without sequence 8 is seen to perform inadequately in the validation, most likely due to the underestimated impact of the single backbone changing mutation that is not present in the other mutants. Hence, in proteochemometric modeling the 'applicability domain' concept previously established for the ligand side needs also be applied to the target side when considering the ability of models to extrapolate to related protein targets. Fig. (9) . Illustration of proteochemometric modeling on a hypothetical dataset that consist of ligand A and very similar ligands B1 and B2, as well as target 1 and very similar targets 2A and 2B. In conventional QSAR models, for every target a separate bioactivity model needs to be constructed, and no extrapolation of bioactivities between targets is possible. However, proteochemometric modeling takes into account that targets 2A and 2B are similar (e.g. with respect to the shape and properties of the binding site), hence an approximate activity for ligand B2 on target 2A can also be predicted, as well as (with probably more error) an activity of ligand B2 on target 1. Target 1 as well as ligand A are more dissimilar from the rest of the data, and here extrapolation is generally possible as a function of ligand-as well as target similarity.
Furthermore, we applied proteochemometric modeling to predict the activity of chemical compounds on the four adenosine receptors by addition of a target description, based on binding site similarity as this binding site is well known from a recent crystal structure [63] . We used SCFP4 fingerprints [64] , which were shown to capture more information than many other methods with respect to their respective bioactivities [65] , together with properties of 32 residues lining the binding site taken from the AAindex database, to describe our ligand-target complex. Support Vector Machines with real-valued output predictions as implemented in PipelinePilot Student Edition 6.1 were then trained on known Adenosine Receptor Ligands from ChEMBL. In order to validate the model, we spiked 4,556 random compounds from ZINC with 43 known high-affinity compounds from our in-house GIFT/LUF compound datasets, and ranked all ligands using the A2A output of the proteochemometric model predictions to select compounds to evaluate predictions on this external test set. The ranking of compounds is shown in Fig. (11) , and it can be seen that the top 14 compounds are true positives (as measured against any Adenosine receptor subtype), while a total of 37 compounds from our in-house data set were among the 100 highest predicted compounds of the entire data set containing 4,599 data points. The three lowest predicted compounds were found back at position 249, 935 and 1081. The highest predicted compound was LUF5957 with a predicted pKi of 9.02 and an experimentally determined pKi of 9.14. Given the satisfying performance of this model, we employed it also to select novel compounds from supplier databases that Fig. (10) . Performance of proteochemometrics modeling in 'leave-one-sequence-out experiments', as measured by root mean squared error (RMSE). The model trained without sequence 8 is seen to perform inadequately in the validation, most likely due to the underestimated impact of the single backbone changing mutation that is not present in the other mutants. Hence, in proteochemometric modeling the 'applicability domain' concept previously established for the ligand side also needs to be applied to the target side when considering the ability of models to extrapolate to related protein targets. Fig. (11) . The prediction of a random Zinc decoy set (1139 compounds per receptor) spiked with high affinity compounds active against any Adenosine receptor (43 in total) from our in-house database, using the A2A bioactivity model. Of the 43 high affinity compounds, 33 were predicted in the top 50 and 37 in the top 100. The highest predicted decoy compound ranked 14 th with a pK i of 7.90.
are currently being evaluated in-house in truly prospective testing mode.
LINKING PHENOTYPIC SPACE INTO CHEMOGE-NOMICS ANALYSES
Chemogenomics analyses in their original form are attempting to link ligand chemical space to target bioactivity space; however, in most cases until now this link has been restricted to bioactivity against a protein target typically reflected in a binding constant, inhibition constant and so forth. In practice though most often the modulation of a more complex biological system, such as on an organ or organism level, is of prime importance and there is no reason why chemogenomics analyses should not include more complex biological variables than the target similarity by itself. Recent ambitious analyses though are trying to link ligand chemical space, via protein target space, to phenotypic space and some examples of those applications shall be presented in the following.
One simple observation when dealing with either organisms or cell systems is that they can die. While on an organism level this can be a disturbing event, also on the cellular level this can lead to much distress on the side of the screener when dealing with cell-based assay systems. One very common assay type in pharmaceutical industry are reporter gene assays; and in cases where a decrease in signal (reporter gene expression) is used as a positive readout, without normalizing for the number of cells the signal is taken from cell death can lead to false-positive readouts, and compounds falsely flagged as 'hits' in a reporter gene assay screen. In our work at Novartis, we employed protein target prediction models [13, 66] for a variety of purposes, and one of them was the analysis of frequent hitters in reporter gene assays [67] , where we assumed a common, underling reason behind them hitting in a large number of assays in parallel. Hence, we employed target prediction models on compounds showing bioactivity in many assays, and it was indeed found that kinases involved in the cell cycle were very common targets of frequent hitters [67] -thus, providing a rational explanation, based on chemogenomics data, for an apparently positive signal in a phenotypic screen.
While cell-based phenotypes are very simple phenotypes, we can also start to make the crucial step to humans and adverse drug reactions observed upon compound administration. Recently publications have appeared which go back from observed adverse drug reactions to a common underlying mechanism of action [68] , and in our studies we focused on a chemogenomics-based target prediction of compounds with an adverse drug reaction as annotated in the World Drug Index [52] . For every set of compounds with an adverse drug reaction, targets were predicted, and enriched targets in a particular compound class were then statistically associated with a particular adverse reaction; and hence, they might also be associated with this adverse reaction on a mechanistic level. An illustration is shown in Fig. (12) , showing the correlation between ligand chemistry active against proteins and the ligand chemistry causing adverse drug reactions (phenotypic information). Both target space and phenotype space have thousands of dimensions, hence a chemogenomics analysis of the underlying data is potentially able to unearth novel relationships between mechanistic and phenotypic space, aiding both drug discovery as well as the analysis of adverse drug reactions.
A similar analysis was performed from a different type of data [69] , namely high-content screening data, where parts of the cell are stained, and then geometrical features of the cell are observed after administration of a compound [70, 71] . The essentials of the analysis are shown in Fig. (13) , relating ligand chemistry to the phenotypic response observed, as well as the protein targets predicted to be hit by the ligand. An analysis of this type relates a phenotypic observation to an explanation (mode of action hypothesis), with the chemical structure being the link between both. It can clearly be observed that all three types of information (chemistry, phenotype, biology) are important to consider when studying behavior of a compound, since none of them is correlated well enough to any other.
More recently, also the concept of applying multiple interventions in parallel to biological systems in a coordinated manner has found considerable interest, both in the pharmaceutical area [72] [73] [74] as well as in more fundamental research [75, 76] . This is based partly on our increasing understanding of single interventions, now making partially also possible to engineer desired combinations of interventions, but even more so this is due to the realization that multiple targets are needed to modulate biological networks in the desired manner due to effects such as redundant mechanisms [77, 78] , that render a cell more stable in more adverse conditions. From the chemical side, the concept of 'chemical genetics' is of much relevance here [5] , where the biological concepts of genetics (such as gene knock-out experiments) are mimicked by compound application. This is not meant to resemble genetics completely, and in fact chemical genetics experiments differ much from their genetic siblings, since they allow interventions in a dose-and time-dependent manner. Also, protein surfaces even of inhibited proteins are still available to mediate protein-protein contacts, which is not the case if a protein is not expressed at all in the first place.
From the experimental side, the discovery of ligands with the desired bioactivity profile requires novel techniques such as diversity-oriented synthesis (DOS) to firstly explore chemistry potentially active against the desired targets [79, 80] , followed by more conventional optimization towards the required bioactivity profile. However, as known from drug discovery, serendipity is likely to play a prominent role in the area for the foreseeable future [81] .
CONCLUSIONS
We are currently witnessing an ever increasing amount of publicly accessible bioactivity data, and this is coinciding with concepts such as polypharmacology which are currently being recognized for their importance in pharmaceutical research in academia as well as industry. The question of how to design bioactive matter against a single target is nontrivial; it is easy to imagine that designing chemistry with the Fig. (12) . Correlation between ligand chemistry active against proteins and the ligand chemistry causing adverse drug reactions (phenotypic information; darker colours indicate higher correlation). Both target space and phenotype space have thousands of dimensions, hence a chemogenomics analysis of the underlying data is potentially able to unearth novel relationships between mechanistic and phenotypic space, aiding both drug discovery as well as the analysis of adverse drug reactions.
right bioactivity profile against multiple targets is even more demanding. Hence, it becomes clear that we need the chemogenomics data at our disposal today to make wiser decisions regarding the design of bioactive matter in the future, by employing algorithms that have partly been developed already, but which for the most part still have to be conceived in the future. We have tens of millions of bioactivity data points available today -now we have to develop ways to make proper use of them. (13) . Analysis of ligand chemical space, in relation to the phenotypic response observe in a microscopy-based high-content screen, as well as the protein targets predicted to be hit by the ligand (ligand numbers taken from the original publication [69] ). An analysis of this type relates a phenotypic observation to an explanation (mode of action hypothesis), with the chemical structure being the link between both. It can clearly be observed that all three types of information (chemistry, phenotype, biology) are important to consider when studying the behaviour of a compound, since none of them is correlated well enough to any other. (Reprinted with permission from [69] .)
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