Abstract. We present a new algorithm, global positioning graph matching (GPGM), to perform global network alignments between pairs of undirected graphs by minimizing a dissimilarity score over matched vertices. We define structural dissimilarities based on a random walk over each graph to provide a robust measure of the global graph topology using a nonlinear manifold learning algorithm known as diffusion maps. Measures of vertex-vertex dissimilarity are straightforwardly incorporated in a convex combination. We have tested our approach in pairwise alignments of protein-protein interaction networks of Xenopus laevis (frog), Rattus norvegicus (rat), Caenorhabditis elegans (worm), Mus musculus (mouse), and Drosophila melanogaster (fly). When vertex-vertex dissimilarities are incorporated using homology scores between protein sequences, the performance of GPGM is comparable to that of the IsoRank algorithm (Singh et al. Proc. Natl. Acad. Sci. USA 105 35 12763 (2008)). When homology information is not included, GPGM discovers superior alignments, making it well suited to graph matching applications where vertex labels are unknown or undefined.
Introduction
Graphs offer a convenient and powerful representation of diverse data sets, including images [10] , biological interaction networks [33] , geographical distances [30] , and social networks [15, 27] , where vertices represent interactors, and edges encode interactions. The identification of correspondences between the vertices and edges between pairs (or groups) of graphs is known as graph matching [7] . The development of efficient and robust algorithms to perform this task is a long-standing problem in theoretical computer science [4, 7] with diverse applications in computer vision, image classification and retrieval, pattern recognition, biometric identification, object tracking, handwriting analysis, and facial recognition [7, 10] . In systems biology, interactions between genes, proteins, and metabolites are frequently represented as graphs [25] . The development of high-throughput experimental tools has led to an explosion in both the number and size of characterized biological networks, and the availability of fast, scalable, and robust theoretical tools to analyze these networks is imperative to derive understanding from these data [23, 25, 31, 33] . Protein-protein interaction (PPI) networks have received particular attention, in which the vertices of the graph correspond to a particular protein, and the edges to a physicochemical interaction [23, 31, 33] . Pairwise alignments of PPI networks by graph matching [19, 23, 31, 33] has demonstrated great value in protein ortholog prediction [1] and identification of evolutionarily conserved protein interaction pathways and complexes [18, 19] beyond that which is possible from purely sequence-based approaches [1, 31] .
A large number of graph matching approaches have been developed, based on various techniques including tree search, continuous optimization, and spectral analysis [7] . Spectral methods are founded on the principle that the adjacency matrices of isomorphic graphs possess identical eigenvectors and eigenvalues, and these approaches enjoy the attractive attribute that spectral decompositions can be performed in polynomial time [7] . A number of novel spectral algorithms have been proposed in recent years [8, 10, 22, 23, 31] . Those due to Cour et al., Duchenne et al., and Leordeanu and Herbert [8, 10, 22] formulate the matching problem as maximization of an objective function describing the affinity between pairwise [8, 22] or higher order [10] feature tuples, which is solved by diagonalization of a compatibility matrix subject to constraints. The IsoRank and IsoRankN algorithms of Berger and coworkers [23, 31] perform matching by computing the stationary distribution (i.e., leading eigenvector) of a random walk over the tensor product of the two graphs.
A number of specialized algorithms have been proposed for PPI network alignment [7, 23, 31, 33] . The majority of approaches are designed to perform local network alignment (LNA) by identifying multiple localized subgraphs possessing topological similarity. In contrast, global network alignment (GNA) seeks the optimal overall pairwise alignment considering each graph in its entirety [23, 31, 33] . In the absence of any additional information beyond the network topologies, identification of the maximum common subgraph is a strongly polynomial problem that requires approximate solution strategies [19, 31, 33] . Only a handful of GNA algorithms exist, including the Markov random field approach of Bandyopadhyay et al. [1] , the GA/PATH method of Zaslavskiy et al. [33] , the maximum structural matching approach of Klau [19] , and the IsoRank algorithm of Singh et al. [23, 31] . By performing the alignment at the level of the entire graph, GNA approaches offer advantages over LNA approaches in their robustness to noise and improved matching predictions [23, 33] .
In this work, we present a novel spectral graph matching algorithm based on a nonlinear manifold learning algorithm to learn the underlying graph structure. We evaluate its performance in the global alignment of PPI networks as a challenging and biologically important application. Our approach seeks a one-to-one pairing of vertices between two undirected graphs by minimizing a convex combination of the structural dissimilarity and vertex-vertex dissimilarity scores of the matched vertices. The vertex-vertex dissimilarity score measures the incompatibility of vertex pairs, and is independent of the graph structure. In the alignment of PPI networks, vertex-vertex dissimilarities may be defined using the BLAST sequence homology scores between the protein sequences corresponding to each vertex [31] . The structural dissimilarity score measures differences in the connectivity of each vertex to its immediate neighbors. A local structural measure may define dissimilarity as, for example, the difference in the degree (i.e., number of neighbors) between the two vertices. Here, we introduce a novel global structural measure by assigning each edge in each graph a weight equal to the "diffusion distance" describing the proximity of a pair of connected vertices based on the spectral analysis of a random walk over the graph [3, 5, 11, 26] . Since the random walk is defined over the entire graph, this measure probes the global topology of the network and provides information about the local environment of each vertex within an integrated description of the complete graph. We compute the structural dissimilarity score of a possible vertex pairing between two graphs based on the edge weights of each vertex to its neighbors within its own graph. Computation of diffusion distances shares commonalities with the global positioning of points from local distances [30] , leading us to refer to our GNA algorithm as global positioning graph matching (GPGM).
The structure of this paper is as follows. In the next section, we introduce the mathematical basis of the GPGM algorithm, and compare its algorithmic details to the Isorank algorithm of Singh et al. [31] as a state-of-the-art spectral graph matching approach for global PPI network alignment. In Section 3, we empirically test the performance of GPGM and Isorank in the pairwise global alignment of the PPI networks of Xenopus laevis (frog), Rattus norvegicus (rat), Caenorhabditis elegans (worm), Mus musculus (mouse), and Drosophila melanogaster (fly). We show that when vertex-vertex dissimilarity (i.e., BLAST sequence homology) scores are available, the alignments discovered by GPGM are comparable to that of IsoRank. When vertex-vertex dissimilarity scores are not available, GPGM outperforms IsoRank in the detection and alignment of structurally similar or isomorphic graphs. In Section 4, we present our conclusions, prime among which is that GPGM is an attractive approach for the global alignment of PPI networks in which protein sequence data is largely unknown, and should prove broadly useful in generic graph matching applications with unlabeled vertices in which alignment is based purely on graph topology, such as in image matching or pattern recognition.
Computational Methods

IsoRank
We briefly summarize the IsoRank algorithm of Singh et al. [31] for pairwise global network alignment to explicate the commonalities and differences with GPGM. Consider a pair of undirected graphs ! = ( ! , ! ) and ! = ( ! , ! ) in which ! and ! are the sets of vertices and ! and ! the sets of edges in ! and ! , respectively. For each possible vertex pairing of ∈ ! and ∈ ! , IsoRank defines a structural similarity score, !" , as
where , is the weight of the edge linking vertices and , and ( ) denotes the set of neighbors of . In the case of unweighted edges, Eq. (1) specializes to
where denotes the number of elements in set ( ). The ! | ! |-dimensional doubly indexed vector , -where ! and ! are the number of vertices in graphs ! and ! , respectively -corresponds to the leading eigenvector of the ! | ! |× ! | ! | right-stochastic matrix , possessing doubly indexed rows and columns,
By its Markovian nature, the leading eigenvalue of is unity, and the leading eigenvector interpreted as the stationary distribution of a random walk over the tensor product ! × ! .
Vertex-vertex similarity scores between the two graphs, !" , may be incorporated by forming a convex combination of the structural and vertex-vertex similarity scores to define the modified eigenvalue problem,
where = /| | is the normalized ! | ! | -dimensional vector of vertex-vertex similarity scores, and is a scalar parameter controlling the relative weightings of the structural and vertex-vertex similarity. For = 1 purely structural network information will be used, whereas for = 0 exclusively vertex-vertex similarity data will be used. Eqs. (3) and (4) define an eigenvalue and modified eigenvalue problem, respectively, both of which can be efficiently solved by power iteration [31] .
Larger values of !" correspond to higher structural and vertex-vertex compatibilities between the potential pairing of vertices ∈ ! and ∈ ! . Having computed ( ) for a pair of graphs ! and ! , IsoRank seeks a one-to-one vertex mapping, Γ , that maximizes the objective function,
In general, this is a strongly polynomial optimization problem that requires approximate solution techniques for even moderately sized graphs [7, 19, 31] . A standard approach is to use a greedy assignment process in which the top scoring pair is assigned at each step and then the two corresponding vertices removed from further consideration. The assignment process terminates when all possible matches have been made. Ties may be broken stochastically.
In this work, we use an IsoRank implementation made available by the authors of the algorithm for public download at http://groups.csail.mit.edu/cb/mna/isobase/ (Last accessed: 10 Dec 2014) [31] .
Global Positioning Graph Matching (GPGM)
We now introduce our new spectral pairwise global network alignment algorithm that we refer to as global positioning graph matching (GPGM). In a nutshell, the algorithm seeks a one-to-one mapping (i.e., an injective mapping:
, that minimizes a convex combination of the structural and vertex-vertex dissimilarity scores of the matched vertices. We define the structural dissimilarity between vertices ∈ ! and ∈ ! based on the compatibility of a set of edge weights between and its neighbors, ( ), and and neighbors ( ). The edge weights are computed separately for ! and ! , and represent a global measure of the proximity of pairs of neighboring vertices under a random walk defined over the graph. For reasons we shall discuss below, these edge weights are termed diffusion distances. In this manner, the edge weights represent a "fingerprint" of the strengths of the local connections of each vertex within a unified global framework of vertex-vertex proximities defined over the complete graph. These weights are then used to identify vertices with similar structural environments to inform good global network alignments. Vertex-vertex dissimilarities are incorporated in a similar manner to that described above for IsoRank, and the global alignment computed using a greedy assignment protocol.
Step
1: Computation of intra-network diffusion distances
The diffusion map is a nonlinear manifold learning technique developed by Coifman and coworkers [5] that has found diverse applications in low-dimensional data representation, spectral clustering, and semi-supervised learning [3, 5, 6, 11, 12, 13, 26] . In this work, we have co-opted the underlying mathematical machinery as a means to efficiently compute structural distances -diffusion distances -between pairs of vertices in a graph. Given an undirected graph = ( , ), we define a right-stochastic × Markov matrix, , describing a random walk over the graph, = !! (6)
where !" is the unnormalized probability with which a walker at vertex will hop to vertex in one step of the random walk, and is a diagonal matrix that normalizes the row sums of the matrix to unity. For an unweighted graph, !" = 1 if vertices and are connected by an edge (i.e., ∈ ( )), and !" = 0 otherwise. For a weighted graph, edge weights are restricted to positive values. The parameter controls the relative probability with which a walker at vertex will hop to one of its neighbors ∈ ( ) relative to that with which it will remain at vertex . The value of may be interpreted as the characteristic step size of the random walk [26] . In this work we shall consider only unweighted graphs, where the edge weights are binary (i.e., either unity (an edge exists) or zero (no edge exists)) motivating our choice of = 1. For weighted graphs, the value of may be specified based on the distribution of edge weights in the graph.
Following Refs. [11, 26] , the matrix is adjoint to a symmetric matrix, , that can be decomposed into a diagonal matrix of real eigenvalues, , and a matrix of orthogonal column eigenvectors, ,
which defines the biorthogonal left, , and right, , eigenvectors of ,
As a right-stochastic Markov matrix, the eigenvalues of , which it shares with , lie in the range (0,1] and may be ordered as
The leading right eigenvector, ! , corresponding to ! = 1, is the trivial all-ones vector, and the leading left eigenvector, Ψ ! , is the stationary probability distribution over the graph.
, and thus !! is the stationary probability distribution of the random walk on vertex .
The Gaussian kernel is the infinitesimal generator of a diffusion process over the graph [26] , permitting the Markov matrix to be related to the normalized graph Laplacian, = − , where is the identity matrix, and describes a discrete diffusion process over the graph [6, 11, 26] . This correspondence motivates the definition of the -step diffusion distance between vertices, , ∈ as [5, 11, 26] ,
where matrix element !" raised to the power , !" ! , represents the probability of hopping from vertex to vertex after applications of the Markov matrix, [11, 26] . Accordingly,
!"
! ! corresponds to the squared difference between the probability of hopping from vertex to vertex and the probability of hopping from vertex to vertex after steps of the random walk, summed over all = 1 … | | vertices, and normalized by the steady state probability distribution at vertex attained by the random walk as → ∞. Physically, !"
! measures the degree of overlap between two probability distributions initialized on vertices and after steps of the random walk, and will typically be small for vertices close together in the graph, and large for those far apart. It may be shown that !" ! can be efficiently calculated from the diagonalization of as [11] ,
where ! ! is the th largest eigenvalue of the matrix raised to the power , and ! ( ) is the th element of the associated right eigenvector. At first blush, one might expect !" ! to incorporate only local structural information about the evolution of the probability distribution over the q-nearest neighbors of each vertex. Crucially, however, this measure is normalized by the stationary probability distribution of the random walk, and thereby incorporates structural information about the complete graph. Accordingly, diffusion distances represent an inherently global measure of the proximity of pairs of vertices under the action of the random walk for all values of q. Structural changes to any part of the graph through the addition/removal of vertices and/or edges will (in general) perturb the stationary probability distribution, and alter the pairwise diffusion distances.
Recalling that ! = 1 and
→ ∞ , causing the diffusion distance to lose discriminatory resolution on vertex-vertex proximity as the probability distribution of the random walk relaxes to its stationary distribution. Accordingly, in this work we compute diffusion distances in the = 0 limit [11, 26] ,
Eq. (13) encodes an equivalence between diffusion distances between the vertices of the graph, and Euclidean distances between an embedding of each vertex,
This embedding is known as the "diffusion map" and is the cornerstone of the diffusion map nonlinear manifold learning technique developed by Coifman and coworkers [5] . Since diffusion distances are defined by the spectral decomposition of the matrix (Eqs. (10) and (12)), they are intrinsically global properties of the graph that naturally integrate all local information on the graph topology. This imparts the calculation of diffusion distances with the attractive property of robustness to both noise and uncertainty in the graph structure [31] .
Step 2: Calculation of structural dissimilarity scores
For each possible vertex pairing of ∈ ! and ∈ ! between the undirected graphs ! = ( ! , ! ) and ! = ( ! , ! ) , we construct a | ( )| -dimensional ordered vector of diffusion distances between vertex and its neighboring vertices ( ) as,
and an analogous | ( )|-dimensional vector for vertex as,
where ! is the
, and the
. We define the structural dissimilarity score, !" , for this vertex pairing as the Euclidean distance between Δ ! and Δ ! ,
zeros on the right, whereas if > | ( )|, the vector Δ ! is padded with − zeros on the right. Physically, these operations correspond to adding | − | zerodiffusion-distance "ghost" neighbors to the vertex of lower degree. Expanding Eq. (17) as [16] , together with the nonnegativity of diffusion distances, guarantees that !" is a minimum under all permutations of the elements of Δ ! (and/or Δ ! ). Small values of !" result when diffusion distances to the neighbors of and are similar within the two graphs, indicating a similar "fingerprint" of vertex-vertex proximities and therefore a similar structural environment within the unified global framework of vertex-vertex relationships constructed over each graph. We note that calculation of the ! | ! |-dimensional doubly indexed vector of structural dissimilarity scores, , requires only diffusion distances between neighboring vertices, meaning that we need only compute diffusion distances over the | ! | edges in ! and | ! | edges in ! , rather than for all ! ! and ! ! vertex pairs.
Step 3: Incorporation of vertex-vertex dissimilarity scores
Vertex-vertex dissimilarity scores !" for ∈ ! and ∈ ! may be straightforwardly incorporated in similar manner to the IsoRank algorithm [31] by forming a normalized convex combination of the structural and vertex-vertex dissimilarity scores,
where is a scalar parameter that controls the relative weightings of structural and vertexvertex dissimilarity scores. For = 1, purely structural network information will be used, whereas for = 0 exclusively vertex-vertex similarity data will be used. Vertex-vertex similarity scores, !" , may be transformed into dissimilarity scores as !" = max − !" .
Step 4: Determination of one-to-one vertex mapping
GPGM seeks a one-to-one vertex mapping, Γ, between ! and ! that minimizes the objective function,
As a strongly polynomial optimization problem [7, 31] , we follow Singh et al. [31] and compute an approximate solution using a greedy assignment protocol that progressively selects vertex mappings with the smallest value of !" until all possible assignments have been made. Ties are broken stochastically. We note that more sophisticated approaches, such as the Hungarian algorithm, are possible [20] .
IsoRank defines an objective function to be maximized that is a convex combination of structural and vertex-vertex similarity scores (Eqs. (4) and (5)). In contrast, GPGM defines an objective function to be minimized that is a convex combination of structural and vertex-vertex dissimilarity scores (Eqs. (18) and (19)). Furthermore, Eq. (4) defines a generalized eigenvalue problem, whereas Eq. (18) is a simple vector sum.
We have implemented the GPGM algorithm as an in-house C++ code calling the Eigen3 C++ template libraries (http://eigen.tuxfamily.org/index.php) to efficiently perform large-scale matrix diagonalizations.
Computational Complexity
Calculation of structural similarity scores using the IsoRank algorithm requires computation of the leading eigenvector of a ! | ! |× ! | ! | matrix, . Using power iteration, the cost of this procedure is ! ! | ! | ! for dense matrices, and !" ( ) for sparse matrices, where !" ( ) is the number of non-zero elements of [2] . In contrast, GPGM requires diagonalization of a ! × ! matrix, ! , and a | ! |×| ! | matrix, ! , with an associated computational complexity of
! for singular value decomposition of dense matrices [14] , and
! using a Lanczos-based algorithm for sparse matrices [2, 21] .
If ! and ! are dense graphs, the matrices ! , ! , and are expected to be dense, and GPGM is therefore anticipated to show better scaling with graph size, and much reduced matrix storage costs, compared to IsoRank. If ! and ! are sparse graphs, then ! and ! will be sparse, but may or may not be sparse depending on the structure of ! and ! . If is dense, GPGM is expected to show better scaling and matrix storage costs than IsoRank, whereas if is sparse, then the relative performances will depend on !" ! , !" ! , and !" ( ).
Finally, we note that controlled approximations for diffusion distances in a graph = ( , ) can be made by computing only the leading < | | eigenvectors [26] , reducing the computational complexity to + !" ( ) , where !" = ! for dense matrices [2] . Approximating diffusion distances in this manner can greatly accelerate GPGM.
Results
We analyzed the performance of the GPGM algorithm against that of IsoRank in four case studies. First, we assess the time complexity of the two algorithms in performing purely structural ( = 1) pairwise alignments of synthetic random graphs as a function of the number vertices and edges. Second, we perform pairwise alignments of the largest connected components (LCC) of five PPI networks. Third, we consider pairwise alignments of each PPI LCC with itself. Fourth, we align a particular PPI LCC with increasingly "rewired" versions of itself to assess the matching of structurally similar graphs.
Time Complexity
We empirically evaluated the time complexity of our GPGM implementation compared to IsoRank by running each algorithm to match pairs of randomly generated, equally sized input graphs, ! = ( ! , ! ) and ! = ( ! , ! ) , where ! = ! = | | and ! = ! = | | . We assessed the performance over a series of different sized graphs over the range
For each value of | | , we first randomly generate a pair of simple, acyclic, connected graphs with = | |, and then synthesize more densely connected graphs possessing > | | by randomly adding edges to each graph. We ran six independent trials at each value of , | | to compute the mean and standard deviation in the execution time. All computations were performed on a single core of an Intel Xeon E5-2640 2.50 GHz CPU. Fig. 1a ,b illustrates that our current implementation of GPGM is approximately a factor of 10 slower than IsoRank for the global alignment of identically sized graphs. Interestingly, at each value of studied, we observed the poorest performance of GPGM for the acyclic graphs with = | |, with the execution time rapidly falling as more edges are introduced, before increasing slowly with . Numerical testing revealed that although a larger number of edges requires more floating point operations in the diagonalization routines, the routines converge more quickly as the connectivity of the graph increases. This suggests that adding edges to the simple connected = | | graph produces a graph structure that is more amenable to efficient eigendecomposition, initially offsetting the additional cost of the additional operations. As ≫ | | , this trend reverses, and the cost of the additional operations increases the execution time. We are currently exploring the use of alternative diagonalization algorithms in our implementation to improve performance for matching ≈ | | graphs. The execution time increases only weakly with | | for GPGM in the regime ≫ (Fig. 1a) . In contrast, IsoRank execution times increase strongly with | | for >~5000 (Fig. 1b) .
Theoretical considerations (see above) suggest that the two matrix diagonalization operations in the GPGM algorithm should result in a time complexity scaling of ! + !"
for the matching of two identically sized graphs [2, 21] . In Fig. 1c we show that this scaling is observed in practice. The outliers above the main trend correspond to the ≈ | | cases where we observed relatively poor GPGM performance. In Fig. 1d , we present an analogous plot for IsoRank on the same axes to demonstrate that it possesses similar scaling behavior.
Global Alignment of Distinct PPI Networks
We assessed the performance of GPGM against IsoRank in computing global pairwise alignments between the largest connected component of the five PPI networks of Xenopus laevis (frog) ( = 194, = 502 ), Rattus norvegicus (rat) ( = 1374, = 3680 ), Caenorhabditis elegans (worm) ( = 3467, = 13636), Mus musculus (mouse) ( = 5378, = 21016), and Drosophila melanogaster (fly) ( = 8168, = 45904). All PPI data were downloaded from the BioGRID database (http://www.thebiogrid.org) (Data downloaded: 27 April 2013) [32] . We measured the alignment performance for different convex combinations of the structural and vertex-vertex (dis)similarity scores over the range of = [0,1], where = 1 corresponds to the use of purely structural network information and = 0 to purely vertex-vertex (dis)similarity data. Vertex-vertex similarity scores are measured by the BLAST bit scores between the protein sequences represented by each vertex computed using the ggsearch tool in v36 of the FASTA3 package (http://fasta.bioch.virginia.edu/fasta_www2/fasta_down.shtml) [28, 29] . BLAST scores were computed using the BLOSUM62 scoring matrix with standard BLASTP gap opening (-11) and gap extension (-1) penalties [17] . Although PPI networks downloaded from public repositories may be incomplete and not comprehensively validated by experiment, these data present a biologically important and realistic application of our approach that permits us to evaluate its performance in the face of possibly incomplete and/or noisy data -conditions not infrequently encountered in real applications.
We first present the performance of the two algorithms in aligning PPI networks derived from different organisms. In the absence of a well-defined "correct match" between vertex pairs, we adopt two proxy metrics to assess performance. Fig. 2 illustrates the number of edges matched by the GPGM and IsoRank algorithms as a function of for all ten pairwise alignments between the five PPI networks. An edge is defined as matched to another if the two vertices connected by an edge in ! are matched to two neighboring vertices in ! . In this, and all subsequent plots, the points represent averages over five independent alignment runs, and the error bars the associated standard deviation. Lines connecting the points are provided as a guide to the eye. The results for GPGM are plotted using open symbols and solid lines, and those for IsoRank using filled symbols and broken lines. Fig. 3 presents an analogous plot in which the performance metric is the aggregate BLAST bit scores summed over the vertices paired up by the two algorithms. Large values of this metric indicate that the algorithm has matched proteins (i.e., vertices) possessing similar sequences.
These results demonstrate that the IsoRank and GPGM algorithms perform similarly in determining global alignments of PPI networks derived from different organisms. For example, in alignments of the frog PPI network against the other four organisms, neither GPGM nor IsoRank was capable of matching more than ~20% of the 502 edges of the smaller frog network for any value of (Fig. 2a) . The number of edges matched by IsoRank improves significantly by incorporating a small fraction of sequence homology scores into the convex objective function ( ≈ 0.9), whereas the performance of GPGM degrades slightly. Similar trends are observed in Fig. 2b,c. Fig. 3 demonstrates that the sum of BLAST bit scores over the matched proteins is nearly zero for both algorithms when purely structural information is used ( = 1). As expected, incorporating homology information (0 < < 1) elevates this measure of performance for both algorithms. The performance of GPGM increases monotonically with decreasing . In contrast, IsoRank exhibits a substantial performance gain upon reducing from unity to ~0.9, below which the performance remains approximately flat. In absolute terms, the performances of the two algorithms are similar.
Taken together, we can summarize the performance of the two algorithms along these two metrics as follows. Without homology information ( = 1), both algorithms match a similar number of edges (<20%), and have aggregated BLAST bit scores over the matched proteins of essentially zero. If homology information is available, setting ≈ 0.9 corresponds to peak performance of IsoRank along the structural metric (fraction of edges matched), and a knee in the sequence metric (sum of BLAST bit scores) below which only minor performance gains are realized. Motivated by comparison of ortholog predictions to the InParanoid database, the authors of the IsoRank algorithm suggest using a value of = 0.6 [31] . In contrast, the performance of GPGM is dependent on the value of over its full range, with decreases in from unity to zero progressively improving sequence performance (sum of BLAST bit scores) at the expense of structural performance (fraction of edges matched). In GPGM, therefore, may be interpreted as a tuning parameter that controls a responsive trade-off between the relative importance of structural and vertex-vertex matching performance in the alignment.
Global Alignment of Identical PPI Networks
We next consider the pairwise alignments of each PPI with itself, which permits the unambiguous definition of a correct vertex-vertex match. A good graph matching algorithm should be able to discover the isomorphic structure of the two networks, and match vertices corresponding to the same protein. Fig. 4 illustrates the fraction of correct vertices and edges matched, and sum of BLAST bit scores over the matched vertices, computed by GPGM and IsoRank for each of the five PPI networks.
In the absence of homology information (i.e. vertex-vertex similarity scores), we select = 1 to perform exclusively structural-based matching. In this regime, GPGM substantially outperforms IsoRank in both the fraction of correct vertices matched (Fig. 4a,b) , fraction of correct edges matched (Fig. 4c,d) , and aggregated sum of BLAST bit scores over the matched proteins (Fig.  4e,f) . Remarkably, in the absence of any homology information GPGM correctly matched more than 60% of the vertices and 70% of the edges for all five PPI networks. Interestingly, GPGM generates the best alignment for the largest graph considered, correctly matching 94% of vertices and edges for the fly PPI network. In contrast, for the three largest PPI networksworm, mouse, and fly -IsoRank respectively matched only 1.1%, 0.3%, and 0.1% of vertices correctly, and less than 0.3% of edges. Better IsoRank performance was observed for the smallest network, frog, with correct matching of ~60% of edges and vertices, and for the second smallest network, rat, with ~20% of vertices and edges matched correctly.
If homology information is available, may be specified anywhere within the range [0,1]. For all five PPI networks studied, GPGM performs a near perfect global alignment (correct matching of >99.5% of vertices and edges) for 0.2 ≤ ≤ 0.99 . These findings demonstrate that by incorporating a small fraction of vertex-vertex similarity information the algorithm is capable of identifying the global isomorphism between the two graphs and identify perfect one-to-one vertex pairings. Including even a small fraction of homology information ( = 0.995) vastly improves the performance of IsoRank along all three metrics, with good global alignments (correct matching of >80% of vertices and edges) attained for 0.2 ≤ ≤ 0.8. The performance of both IsoRank and GPGM degrades for < 0.2, indicating that incorporating both structural and vertex-vertex similarity information results in superior alignments to those generated from either vertex-vertex or structural similarity information alone.
Global Alignment of Similar PPI Networks
To interpolate between the extreme cases of aligning a PPI network with itself, and aligning it with a network drawn from a completely different organism, we generated a series of perturbed PPI networks for Rattus norvegicus (rat) ( = 1374, = 3680) by eliminating randomly selected subset of edges within the graph and reintroducing them as connections between randomly selected pairs of unconnected vertices. This "rewiring" allowed us to generate an ensemble of PPI networks that differed progressively more from the original PPI and make a controlled comparison on the influence of network similarity on alignment performance. In Fig. 5 , we illustrate the fraction of vertices matched correctly as a function of in alignments of the original rat PPI against versions of this network in which 2.5%, 5%, 10%, and 20% of the PPI edges were rewired.
Consistent with our observation that GPGM outperforms IsoRank in purely structural pairwise alignments of identical PPI networks, Fig. 5b shows that at = 1 GPGM correctly matches a greater fraction of vertices than IsoRank in the alignment of graphs differing by a random rewiring of up to 5% of the edges. Specifically, at 0%, 2.5%, and 5% rewiring, GPGM matches 64.8%, 24.3%, and 17.7% of vertices correctly, compared to 17.6%, 13.2%, and 10.9% for IsoRank. Both algorithms perform equally poorly for greater degrees of rewiring, correctly matching <10% of vertices at 10% and 20% rewiring.
Including a small fraction of vertex-vertex similarity information (i.e., BLAST bit scores) substantially increases the performance of both algorithms. IsoRank produces nearly perfect alignments (correct matching of >97% of vertices) over the range 0 ≤ ≤ 0.9. Again, the performance degrades slightly for all pairs upon decreasing from 0.1 to 0, indicating that including a small fraction of structural information improves the match beyond pure homology matching even for significant degrees of rewiring. In contrast, the performance of GPGM increases more slowly with decreasing , showing a monotonic increase in the fraction of vertices correctly matched, attaining near perfect alignments (correct matching of >96% of vertices) at = 0. These qualitatively different dependencies on are consistent with our observations above for the alignment of PPI networks from different organisms.
Conclusions
We have introduced a new algorithm for pairwise global network alignment that uses diffusion distances of a random walk over the graph as a measure of structural dissimilarity between vertex-vertex pairings. We described an efficient approach to compute diffusion distances using the diffusion map nonlinear manifold learning algorithm developed by Coifman and coworkers [5, 26] to embed the vertices into a high-dimensional space in which diffusion distances along the graph edges are equal to Euclidean distances between the corresponding vertex coordinates in the embedding. A parallel with global positioning from local neighbor distances [30] motivated us to dub our algorithm global positioning graph matching (GPGM). Vertexvertex dissimilarity scores may be straightforwardly incorporated in to the objective function by forming a convex combination with the structural (i.e., diffusion distance) dissimilarity scores.
We have tested our algorithm in the global pairwise alignment of PPI networks, and compared its performance against the IsoRank global network alignment algorithm [31] . In alignments of PPI networks from different organisms, the performances of IsoRank and GPGM are comparable, both with and without vertex-vertex similarity scores measured by BLAST sequence homologies. IsoRank exhibits a sharp performance increase above purely structural matching ( = 1) upon incorporating a small fraction of vertex-vertex similarity scores ( ≈ 0.9), with performance essentially flat over the remaining range (0 ≤ < 0.9). In contrast, GPGM performance is responsive to the fraction of vertex-vertex similarity scores over the full range of = [0,1], with the structural matching performance (fraction of edges matched) steadily degrading, and the vertex matching performance (sum of vertex-vertex alignment scores measured by BLAST homology) steadily improving as is decreased to zero. This behavior demonstrates that GPGM offers a responsive trade-off between structural and vertexvertex alignment performance by tuning .
In the absence of vertex-vertex similarity scores ( = 1 ), GPGM demonstrated good performance (>60% of vertices and >70% of edges matched correctly) in global alignments of isomorphic graphs. IsoRank performed adequately for the smallest network considered ( = 194, = 502), correctly pairing ~60% of vertices and edges, but poorly for the three largest networks ( > 3467, > 13636), making 1.1% or less correct vertex and edge matches. These findings indicate that where a global isomorphism exists, GPGM is capable of identifying and exploiting this mapping to generate superior global network alignments. If vertex-vertex similarity scores are available, then both IsoRank and GPGM can achieve near perfect alignments by tuning to sufficiently small values.
GPGM outperforms IsoRank in alignments of structurally similar networks in the absence of vertex-vertex similarity scores ( = 1) for graphs in which up to 5% of the edges have been randomly rewired. For graphs with greater structural dissimilarities, the performance of each method is comparable. If vertex-vertex similarity scores are incorporated, both algorithms achieve near perfect alignments for sufficiently small values of .
The capacity of GPGM to correctly align a high fraction of vertices of identical and similar networks in the absence of vertex-vertex similarity information ( = 1), and achieve nearly perfect alignments when this information is available, provides a strong biological validation for the high fidelity alignment of similar PPIs even in the absence of protein homology information.
We summarize the performance of the two algorithms as follows. (I) Where vertex-vertex similarity scores are available (0 ≤ ≤ 1), GPGM shows comparable alignment performance to IsoRank. IsoRank executes approximately a factor of ten faster than the current implementation of GPGM, but GPGM offers better scaling behavior in both time complexity and memory cost, making it a potentially attractive alternative for the matching of large graphs. The performance of IsoRank is improved upon incorporating a small fraction of vertex-vertex homology scores, and remains essentially flat over the range 0 ≤ < 0.9. The IsoRank authors recommend a value of = 0.6 [31] . GPGM exhibits good performance over the range 0 ≤ ≤ 0.99, but demonstrates a responsive trade-off between structural and vertex-vertex matching performance in the alignment, providing the user the ability to tune based on the relative importance of these two criteria. In the absence of strong bias one way or the other, the case studies conducted in this work lead us to recommend = 0.1 as a good general purpose choice that balances these two objectives. (II) Where vertex-vertex similarity scores are unavailable, alignments must be based exclusively on network topology ( = 1). In this scenario, GPGM exhibits superior performance to IsoRank in aligning structurally similar graphs, with the performance gap becoming more pronounced for larger network sizes. For very dissimilar graphs, both algorithms perform equally poorly. This suggests that whereas a poor alignment by GPGM is indicative of low structural similarity (and a good alignment indicative of high structural similarity), a poor IsoRank alignment may be a consequence of difficulties in aligning large networks rather than due to an intrinsic structural dissimilarity between the graphs.
We propose that GPGM may offer a valuable new global network alignment tool for applications in which vertex labels are unknown or undefined, or vertices are identical, meaning that matching must be performed based exclusively on graph topology alone. For example, GPGM can prove useful in ortholog prediction or conserved pathway identification between PPI networks in which protein sequence data is limited or unavailable but interactions have been well characterized [1, 18, 33] , pattern recognition and computer vision applications where vertices correspond to identical objects distinguishable only by their connectivity [4, 7, 9, 10] , or the identification of individuals and communities between different social networks (e.g., Facebook, Twitter, LinkedIn, MySpace) or multi-agent systems where system sizes can be exceedingly large and information on the identity or properties of each individual may be impractical or expensive to obtain [34, 35] .
In future work, we plan to study the impact of incomplete knowledge, uncertainty, and noise on alignment performance, and applications to graphs with weighted edges. These are important issues in the context of PPI network alignment where there can be uncertainty or incomplete knowledge of protein sequences and interactions, and edge weights may be assigned based on the strength or characteristic duration of the protein-protein interaction. We are also developing applications in the alignment of colloidal and molecular clusters observed in molecular simulation trajectories [24] , where particle proximity is encoded as an edge weight, and global cluster alignments measuring of morphological similarity that can inform deeper understanding of the many-body thermodynamics and mechanisms of materials self-assembly. , where !" = + 2 . 
