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a b s t r a c t
A digraph is arc-locally in-semicomplete if for any pair of adjacent vertices x, y, every in-
neighbor of x and every in-neighbor of y either are adjacent or are the same vertex. In this
paper, we study the structure of strong arc-locally in-semicomplete digraphs and prove
that a strong arc-locally in-semicomplete digraph is either arc-locally semicomplete or in
a special class of digraphs. Using this structural characterization, we show that a 2-strong
arc-locally in-semicomplete digraph is arc-locally semicomplete and a conjecture of Bang-
Jensen is true.
© 2009 Elsevier B.V. All rights reserved.
1. Terminology and introduction
We only consider finite digraphs without loops and multiple arcs. Let D be a digraph with vertex set V (D) and arc set
A(D). If xy is an arc of D, then we say that x dominates y and denote it by x → y. For disjoint subsets X and Y of V (D)
or subdigraphs of D, X → Y means that every vertex of X dominates every vertex of Y , X ⇒ Y means that there is no
arc from Y to X and X 7→ Y means that both of X → Y and X ⇒ Y hold. For a vertex x in D, its out-neighborhood
N+(x) = {y ∈ V (D) : xy ∈ A(D)} and its in-neighborhood N−(x) = {y ∈ V (D) : yx ∈ A(D)}. For subsets X, Y of V (D)
of D, we define (X, Y ) = {xy ∈ A(D) : x ∈ X, y ∈ Y }. If X = {x}, then we write (x, Y ) instead of ({x}, Y ). Likewise, if Y = {y},
then we write (X, y) instead of (X, {y}).
Cycles and paths are always directed. Let C be a cycle of length k ≥ 2 and let V1, V2, . . . , Vk be pairwise disjoint vertex
sets. The extended cycle C[V1, V2, . . . , Vk] is the digraph with vertex set V1 ∪ V2 ∪ · · · ∪ Vk and arc set ∪ki=1{vivi+1 : vi ∈
Vi, vi+1 ∈ Vi+1}, where subscripts are taken modulo k. That is, we have V1 7→ V2 7→ · · · 7→ Vk 7→ V1 and there are no other
arcs in this extended cycle. For concepts not defined here we refer the reader to [4].
A digraph is arc-locally semicomplete if for any pair of adjacent vertices x, y, every in-neighbor z of x is adjacent to every
in-neighborw of y (provided z 6= w) and every out-neighbor u of x is adjacent to every out-neighbor v of y (provided u 6= v).
Several researchers [5–7] have studied arc-locally semicomplete digraphs. Locally semicomplete digraphs were introduced
in 1990 by Bang-Jensen [1] and have many nice properties (see [2,3,8]). Later, a generalization of locally semicomplete
digraphs was introduced. This is the class of locally in-semicomplete digraphs—the in-neighbor set of every vertex induces
a semicomplete digraph. Using the same idea, we introduce a generalization of arc-locally semicomplete digraphs. A digraph
is arc-locally in-semicomplete if for any pair of adjacent vertices x, y, every in-neighbor z of x is adjacent to every in-neighbor
w of y (provided z 6= w). From the definition of arc-locally in-semicomplete digraphs, we have the following proposition.
Proposition 1.1. A digraph is arc-locally in-semicomplete if and only if for any pair of nonadjacent vertices u, v, every out-
neighbor of u and every out-neighbor of v are nonadjacent or are the same vertex.
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In [5], Bang-Jensen showed the following result: a strong arc-locally semicomplete digraph is either semicomplete,
semicomplete bipartite or an extended cycle. However, this result is false. Consider the digraph Wn with vertex set
{u, v, x1, x2, . . . , xn−2} and arc set {uv, vu} ∪ {xiu, vxi : i = 1, 2, . . . , n − 2}, where n ≥ 4. It is not difficult to verify
that Wn is a strong arc-locally semicomplete digraph, but it is neither a semicomplete digraph, a semicomplete bipartite
digraph nor an extended cycle. Using the same argument as the proof in [5], one can show the next result, whose proof we
omit.
Theorem 1.2. Let D be a strong arc-locally semicomplete digraph which is not isomorphic to Wn for any n ≥ 4. Then D is either
semicomplete, semicomplete bipartite or an extended cycle.
In this paper, we study the structure of strong arc-locally in-semicomplete digraphs and show that the structure of strong
arc-locally in-semicomplete digraphs is very closely similar to that of strong arc-locally semicomplete digraphs.
2. Strong arc-locally in-semicomplete digraphs
We begin this section with a useful lemma.
Lemma 2.1. Let D be a strong arc-locally in-semicomplete digraph and let D′ be a non-trivial strong subdigraph of D. Then every
vertex x ∈ V (D)− V (D′) is adjacent to some vertex in V (D′).
Proof. For any vertex x ∈ V (D) − V (D′), let P = x1x2 . . . xn, where n ≥ 2, x1 = x, xn ∈ V (D′) be a shortest path from x
to D′. We prove that x is adjacent to some vertex in V (D′) by induction on the length n − 1 of P . It clearly holds for n = 2.
Thus, we next assume that n ≥ 3. Note that x2 . . . xn is a path of length n − 2. By the induction hypothesis, we know that
there exists a vertex u ∈ V (D′) such that u and x2 are adjacent. Since D′ is a non-trivial strong digraph, there exists a vertex
v ∈ V (D′) such that v→ u. Then the arcs vu, x1x2 and the adjacency of u and x2 imply that x1 and v are adjacent. The proof
of Lemma 2.1 is complete. 
Lemma 2.2. Let D be a strong arc-locally in-semicomplete digraph. If D contains an induced cycle of length at least 5 , then D is
an extended cycle.
Proof. Let C = u1u2 . . . uku1 be an induced cycle of length k ≥ 5. From now on, all subscripts appearing in this proof
are taken modulo k. If D is an induced cycle, then we are done; if not, we claim that D is an extension of C . Recall
that by Lemma 2.1 every vertex x not on C is adjacent to C . Divide the vertices of D − C into 3 sets I,O, B such that
I = {x ∈ V (D) − V (C) : (x, V (C)) 6= ∅, x ⇒ C}, O = {x ∈ V (D) − V (C) : (V (C), x) 6= ∅, C ⇒ x} and
B = {x ∈ V (D)− V (C) : (x, V (C)) 6= ∅, (V (C), x) 6= ∅}.
We first prove the following sequence of claims.
Claim 1. For any x ∈ I , there exists i ∈ {1, 2, . . . , k} such that x→ ui, x→ ui−2 and x→ ui−4.
By the definition of I , there exists ui ∈ V (C) such that x → ui. Since x → ui, ui−1 → ui and ui−2 → ui−1, we see that
x→ ui−2 (as x ∈ I). Similarly, we deduce that x→ ui−4.
Claim 2. Every vertex in O has exactly one neighbor on C .
Let x be an arbitrary vertex of O. By the definition of O, without loss of generality, suppose that u1 → x. Suppose first
that uj → x for some j ∈ {2, 3}. Since uk → u1, uj → x and u1 → x, we see that uk and uj are adjacent, contradicting the
fact that C is induced and has at least 5 vertices. Suppose now that ui → x, for some i ∈ {4, 5, . . . , k}. Since ui → x, u1 → x
and ui−1 → ui, we have that u1 and ui−1 are adjacent, contradicting the fact that C is induced. So x has exactly one neighbor
on C .
Claim 3. For any x ∈ B, there exists i ∈ {1, 2, . . . , k} such that ui−2 → x→ ui and x has no other neighbor on C .
By the definition of B, there exist vertices ui, uj ∈ V (C) such that uj → x → ui. First we prove that j = i − 2. Since
x→ ui, ui−1 → ui, and ui−2 → ui−1, we see that x and ui−2 are adjacent. If j ∈ {i, i− 1}, then the arcs ujx, ui−3ui−2 and the
arc between x and ui−2 imply that uj and ui−3 are adjacent, contradicting the fact that C is induced and has at least 5 vertices.
If j ∈ {1, 2 . . . , k} − {i, i − 1, i − 2}, then the arcs xui, ui−1ui and ujx imply an arc between uj and ui−1, a contradiction. So
j = i− 2 and x has precisely one in-neighbor on C . Furthermore, x has precisely one out-neighbor ui on C , otherwise, there
exists ul ∈ V (C) with l 6= i such that x → ul, then from the above argument, we have i − 2 = l − 2, namely, i = l, a
contradiction.
Claim 4. I = ∅, O = ∅ and B 6= ∅.
Suppose that I 6= ∅. It follows that O∪ B 6= ∅ from the strong connectivity of D. Let x be an arbitrary vertex in I . By Claim
1, there exists i ∈ {1, 2, . . . , k} such that x→ ui, x→ ui−2 and x→ ui−4. If there exists z ∈ O∪ B such that z → x, then z is
adjacent to ui−1, ui−3, ui−5, contradicting the fact that every vertex of O ∪ B has at most two neighbors on C . So I ⇒ O ∪ B,
a contradiction to the strong connectivity of D. Suppose that O 6= ∅. As D is strong and I = ∅, we have B 6= ∅. Let y be an
arbitrary vertex in B. By Claim 3, we know that there exists i ∈ {1, 2, . . . , k} such that ui−2 → y→ ui. If there exists some
z ∈ O such that z → y, then z is adjacent to ui−1 and ui−3, contradicting the fact that every vertex of O has precisely one
neighbor on C . So B ⇒ O, a contradiction to the strong connectivity of D. Thus, we have shown that I = ∅, O = ∅. Recall
that D is not an induced cycle. So B 6= ∅. The proof of Claim 4 is complete.
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Fig. 1. A T -digraph with T -partition ({x1, x2}, {y}, {s, w}, {z}).
Now let Vi = {x ∈ V (D) : ui−1 → x→ ui+1}, i = 1, 2, . . . , k. We first prove that every vertex of Vi and every vertex of
Vi+1 are adjacent. For any x ∈ Vi and y ∈ Vi+1, we have ui−1 → x → ui+1 and ui → y → ui+2. Since x → ui+1, y → ui+2
and ui+1 → ui+2, we see that x and y are adjacent. Let x, x′ ∈ V (D)− V (C) such that x′ → x. Then by Claims 3 and 4, there
exist i, j ∈ {1, 2, . . . , k} such that uj−2 → x→ uj and ui−2 → x′ → ui. It is easy to see that x′ is adjacent to both uj−1 and
uj−3. By Claim 3, we have i = j− 1. It follows that D = C[V1, V2, . . . , Vk]. The proof of Lemma 2.2 is complete. 
Let H1 and H3 be two digraphs with no arcs, H2 be the trivial digraph, H4 be a semicomplete digraph and let H be the
digraph with vertex set V (H1) ∪ V (H2) ∪ V (H3) ∪ V (H4) and arc set A(H4) ∪ {uv : u ∈ V (H3) ∪ V (H4), v ∈ V (H1)} ∪ {xy :
x ∈ V (H4), y ∈ V (H3)} ∪ {zw : z ∈ V (H2), w ∈ V (H3)}, where H1,H2,H3 and H4 are pairwise disjoint and one of V (H3) and
V (H4) is permitted to be empty. Add some arcs between V (H2) and V (H1)∪ V (H4) to H such that the resulting digraph D is
strong and the vertex of H2 is adjacent to every vertex of H1 ∪ H4. It is easy to see that H1 → H2, H2 7→ H3, H3 ∪ H4 7→ H1,
H4 7→ H3. Such D is called a T -digraph with T -partition (V (H1), V (H2), V (H3), V (H4)). See Fig. 1 for an example. Note that
Wn is both a T -digraph with T -partition ({u}, {v}, {x1, x2, . . . , xn−2},∅) and the converse of a T -digraph.
Lemma 2.3. Let D be a strong non-bipartite arc-locally in-semicomplete digraph of n ≥ 4 vertices such that D−s is semicomplete
bipartite for some vertex s. Then D is a T-digraph.
Proof. Let X , Y be the bipartition of D − s. As D is strong and non-bipartite, there are x ∈ X, y ∈ Y such that both x and y
are adjacent to s and either y→ s→ x or x→ s→ y. Without loss of generality, suppose that y→ s→ x.
Claim 1. x 7→ Y − y.
Let y′ be an arbitrary vertex in Y − y. Since y→ s, s→ x and y and y′ are nonadjacent, it follows that x ⇒ Y − y from
Proposition 1.1. Combining this with the fact that D− s is semicomplete bipartite, we have x 7→ Y − y.
Claim 2. D contains a 3-cycle.
If x→ y, then we are done. So we only consider the case y 7→ x below. Suppose s 7→ x. Since {y, s} 7→ x and D is strong,
we obtain that |Y | ≥ 2. Let y′ be an arbitrary vertex in Y − y. Since y and y′ are nonadjacent, s → x and y → x, we have
s⇒ y′. Combining this with Claim 1, we have {x, s} ⇒ y′ and so {x, s} ⇒ Y − y. As D is strong and {x, s} ⇒ Y − y, there is
x′ ∈ X − x such that y′ → x′. Since y→ s, y′ → x′ and y and y′ are nonadjacent, we have that s and x′ are nonadjacent. As
D is strong and s and x′ are nonadjacent, there exists y′′ ∈ Y such that x′ → y′′. Since s and x′ are nonadjacent, s 7→ x and
x′ → y′′, we have that x and y′′ are nonadjacent, a contradiction to the fact that D′ is semicomplete bipartite. This implies
that s 7→ x is impossible and so x → s. Similarly to Claim 1, we have y 7→ X − x. Combining this with the fact y 7→ x, we
have y 7→ X . Using the strong connectivity of D, we see that s→ y and so syxs is a 3-cycle. The proof of Claim 2 is complete.
By Claim 2, we suppose, without loss of generality, that D contains a 3-cycle xysx, where x ∈ X and y ∈ Y .
Claim 3. s⇒ X − x.
Since x→ y, y→ s and X is independent, it follows that s⇒ X−x from Proposition 1.1. The proof of Claim 3 is complete.
To complete the proof of Lemma 2.3, we consider two cases.
Case 1. |X | = 1.
Since |X | + |Y | = n− 1 ≥ 3, we have |Y | ≥ 2. Let y′ be an arbitrary vertex in Y − y. By the strong connectivity of D and
Claim 1, we obtain that y′ → s and so Y − y → s. We also must have that x 7→ y otherwise the arcs yx, y′s and sx imply
that y and y′ are adjacent, a contradiction to the fact that Y is independent. In this case, D is a T -digraph with T -partition
(Y , {s},∅, X).
Case 2. |X | ≥ 2.
Let x′ be an arbitrary vertex in X − x. By the strong connectivity of D and Claim 3, there exists y′ ∈ Y such that x′ → y′.
By Claim 1 and the fact x→ y, we have x→ y′. Now since x′ → y′, s→ x and x→ y′, we see that s and x′ must be adjacent.
Combining this with Claim 3, we have s 7→ X − x.
Suppose that |Y | = 1. Then x′y′ = x′y. If x→ s, then the arcs xs, x′y and ys imply that x and x′ are adjacent, a contradiction
to the fact that X is independent. This implies that s 7→ x and so s 7→ X . Therefore, D is a T -digraph with T -partition
(X, {y},∅, {s}).
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Suppose that |Y | ≥ 2. Since y→ s, s→ x′ and Y is independent, it follows that x′ ⇒ Y − y. Combining this with the fact
that D− s is semicomplete bipartite, we have that x′ 7→ Y − y and so X − x 7→ Y − y. By Claim 1, we have that X 7→ Y − y.
Since D is strong and X 7→ Y − y, it follows that Y − y→ s. Recall that y→ s. So Y → s. Since s→ X , Y − y→ s and Y is
independent, we have X 7→ y. Hence X 7→ Y . Since x′ → y, y→ s and x and x′ are nonadjacent, we have that s⇒ x and so
s 7→ x. Recall that s 7→ X − x. So s 7→ X . Therefore, D is a T -digraph with T -partition (Y , {s}, X,∅). The proof of Lemma 2.3
is complete. 
Lemma 2.4. Let D be a strong arc-locally in-semicomplete digraph of order n ≥ 5 such that D − s is a strong semicomplete
digraph for some vertex s. Then D is either a semicomplete digraph or a T-digraph.
Proof. Let X = {x ∈ V (D) − s : s 7→ x}, Z = {z ∈ V (D) − s : z 7→ s}, Y = {y ∈ V (D) − s : y and s are nonadjacent} and
W = (V (D)− s)− (X ∪ Y ∪ Z). If Y = ∅, then D is semicomplete and so we are done. So we only consider the case Y 6= ∅
below. If |Y | > 1, then there are y1, y2 ∈ Y such that y1 → y2. Since D is strong, we have X ∪W 6= ∅. Let u ∈ X ∪W . Now
the arcs y1y2, su and the arc between y2 and u imply that s is adjacent to y1, a contradiction. Hence, |Y | = 1. Let Y = {y}.
Suppose that |W | > 1 and letw1, w2 be two distinct vertices inW . Becausew1 forms a 2-cycle with s andw1 is adjacent
to w2, we get thatW 7→ y. As D is strong, there exists z ∈ X ∪ Z such that y→ z. Since y→ z, s→ w1 and z and w1 are
adjacent, we have that s and y are adjacent, a contradiction. So |W | ≤ 1.
Suppose thatW = {w}. If there is an arc from y to X ∪ Z , say y→ v, then the arcs sw, yv and the arc between v and w
imply that s and y are adjacent, a contradiction. So X ∪ Z 7→ y. Suppose X 6= ∅. Since s 7→ X and every vertex of X and w
are adjacent, we have w 7→ y, contradicting the fact that D is strong. So X = ∅. We must have Z 6= ∅ as |V (D)| = n ≥ 5. It
is easy to see that Z 7→ y and y→ w. Thus D is a T -digraph with T -partition ({s, y}, {w},∅, Z).
We next assume thatW = ∅. As D is strong, we have X 6= ∅ and Z 6= ∅. Let x ∈ X , z ∈ Z . If y→ z, then the arcs sx, yz
and the adjacency of x and z imply that s and ymust be adjacent, a contradiction. Hence, we conclude that Z 7→ y. As D is
strong, there exists at least an arc yx from y to X . If |X | > 1, then there is x′ ∈ X such that x′ 6= x. Now the arcs yx, sx′ and
the adjacency of x and x′ imply that s and y are adjacent, a contradiction. So |X | = 1. Thus, D is a T -digraph with T -partition
({s, y}, X,∅, Z). The proof of Lemma 2.4 is complete. 
Lemma 2.5. Let D be a strong arc-locally in-semicomplete digraph of order n ≥ 5 such that D − s is an extended 3-cycle for
some vertex s. Then D is either a T-digraph or an extended 3-cycle.
Proof. SupposeD−s = C[V1, V2, V3], where C is a 3-cycle and each of V1, V2, V3 is independent. From now on, all subscripts
appearing in this proof are taken modulo 3.
Claim 1. If there exists x ∈ Vi with 1 ≤ i ≤ 3 such that s→ x, then s and every vertex of Vi ∪ Vi+1 are adjacent.
Since s→ x, Vi+1 → Vi+2 and Vi+2 → x, we have that s and every vertex of Vi+1 are adjacent. Since s→ x, Vi → Vi+1,
we have that s and every vertex of Vi − x are adjacent and so s and every vertex of Vi are adjacent.
Claim 2. If there exist y ∈ Vi, z ∈ Vi+1 with 1 ≤ i ≤ 3 such that y→ s and z and s are adjacent, then |Vi| = 1.
If there exists y′ ∈ Vi − y, then y′ and y are adjacent because y→ s, y′ → z and z and s are adjacent, a contradiction to
the fact that Vi is independent. So |Vi| = 1.
Claim 3. Suppose that s 7→ Vi with 1 ≤ i ≤ 3, s and every vertex of Vi+1 ∪ Vi+2 are adjacent and there exists y ∈ Vi+1 such
that y→ s. Then D is a T -digraph.
By Claim 2, we have |Vi+1| = 1. If there is an arc from Vi+2 to s, then by Claim 2, |Vi+2| = 1. Thus, D is a T -digraph with
T -partition (Vi, Vi+1,∅, Vi+2∪{s}). If s 7→ Vi+2, then D is a T -digraphwith T -partition (Vi, Vi+1, Vi+2, {s}). The proof of Claim
3 is complete.
Since D is strong, smust dominate some vertex x of D − s. Without loss of generality, assume x ∈ V1. By Claim 1, s and
every vertex of V1 ∪ V2 are adjacent. To complete the proof of Lemma 2.4, we consider two cases.
Case 1. There exists y ∈ V2 such that s→ y.
By Claim 1, s is adjacent to every vertex of V3.
Subcase 1.1. There exists z ∈ V3 such that z → s. By Claim 2, we have |V3| = 1. If s 7→ V2, then by Claim 3, D is a T -digraph.
If y′ → s, for some y′ ∈ V2, then by Claim 2, we have |V2| = 1. We must have s 7→ V1, otherwise by Claim 2, |V1| = 1, a
contradiction to the fact n ≥ 5. Therefore, by Claim 3, D is also a T -digraph.
Subcase 1.2. s 7→ V3. If there exists u ∈ V1 such that u→ s, then by Claim 3, D is a T -digraph. If s 7→ V1, then by the strong
connectivity of D, there exists v ∈ V2 such that v→ s. By Claim 3, D is also a T -digraph.
Case 2. V2 7→ s.
Subcase 2.1. There exists a vertex z ∈ V3 such that z → s. By Claim 2, we have |V2| = |V3| = 1. We must have s 7→ V1,
otherwise by Claim 2, |V1| = 1, contradicting the fact n ≥ 5. Therefore, by Claim 3, D is a T -digraph.
Subcase 2.2. s⇒ V3.
If there exists z ∈ V3 such that s 7→ z, then by Claim 1, s 7→ V3. If x′ → s for some x′ ∈ V1, then by Claim 3, D is a
T -digraph. If s 7→ V1, then by Claim 3, D is a T -digraph.
Suppose that there is no arc between s and V3. If x′ → s, for some x′ ∈ V1, then by Claim 2, |V1| = 1. Thus D is a T -digraph
with T -partition (V3 ∪ {s}, V1, V2,∅). If s 7→ V1, then D = C[V1, V2, V3 ∪ {s}]. The proof of Lemma 2.5 is complete. 
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Lemma 2.6. Let D be a strong arc-locally in-semicomplete digraph of order n ≥ 5 such that D− s is a T-digraph for some vertex
s. Then D is either a semicomplete digraph, a T-digraph or an extended 3-cycle.
Proof. Let (V1, {y}, V3, V4) be a T -partition of D − s and let V ′1 = V1, V ′2 = {y} and V ′3 = V3 ∪ V4. By the definition of
T -digraphs, we have that V ′1 → y, V ′3 → V ′1 and there exists z ∈ V ′3 such that y→ z.
Claim 1. If there exists x ∈ V ′i with 1 ≤ i ≤ 3 such that s → x, then s and every vertex of V ′i ∪ V ′i+1 are adjacent, where
subscripts are taken modulo 3.
Suppose x ∈ V ′1. Since s → x, V ′1 → y, we have that s and every vertex of V ′1 are adjacent. Note that there exists a
vertex z ∈ V ′3 such that y → z. Since y → z, s → x and z → x, we have that s and y are adjacent. Suppose x = y.
Since s → y, V ′3 → V ′1 and V ′1 → y, we have that s and every vertex of V ′3 are adjacent. Suppose x ∈ V ′3. Again since
s→ x, V ′3 → V ′1, we have that s and every vertex of V ′3 are adjacent. Since V ′1 → y, s→ x and x and y are adjacent, we have
that s and every vertex of V ′1 are adjacent. The proof of Claim 1 is complete.
Similarly to Claim 2 of Lemma 2.5, we have the following claim.
Claim 2. If there exists x ∈ V1 such that x→ s and s and y are adjacent, then |V1| = 1; If there exists x ∈ V3 such that x→ s
and s and some vertex of V1 are adjacent, then |V3| = 1.
Claim 3. If s and every vertex of D− s are adjacent and s 7→ V1, then D is a T -digraph.
If there exists z ∈ V3 such that z → s, then by Claim 2, |V3| = 1. Thus D is a T -digraph with T -partition
(V1, {y},∅, {s} ∪ V3 ∪ V4). If s 7→ V3, then D is a T -digraph with T -partition (V1, {y}, V3, {s} ∪ V4).
Claim 4. If s and every vertex of D− s are adjacent, V3 6= ∅, s 7→ V3 and there is one arc from V1 to s, then D is a T -digraph.
By Claim 2, we have |V1| = 1. Thus, D is a T -digraph with T -partition (V3, V1,∅, {y} ∪ {s} ∪ V4).
Claim 5. If there exists x ∈ V1 such that s→ x, |V3| ≥ 1 and V4 6= ∅, then s and every vertex of V4 are adjacent.
Since s→ x, V3 → x and V4 → V3, then s and every vertex of V4 are adjacent. The proof of Claim 5 is complete.
If D[V3 ∪ V4] contains no arc, then similar to the proof of Lemma 2.5, we can show that D is either a T -digraph or an
extended 3-cycle. Thus, we only consider the case thatD[V3∪V4] contains at least one arc. Note that V4 6= ∅ and |V3∪V4| ≥ 2
in this case. Since D is strong, smust dominate some vertex of D− s. We distinguish three cases to consider.
Case 1. There exists x ∈ V1 such that s→ x.
By Claim 1, we have that s and every vertex of V1 ∪ {y} are adjacent.
Subcase 1.1. s 7→ V1.
If s → y, then by Claim 1, s and every vertex of V3 ∪ V4 are adjacent. By Claim 3, D is a T -digraph. So next assume that
y 7→ s.
Subcase 1.1.1. D[V3 ∪ V4] is a semicomplete digraph.
If there exists at least one out-neighbor of z in V3 ∪ V4, for any z ∈ V3 ∪ V4, then there exists z1 ∈ V3 ∪ V4 − z such that
z → z1. Now the arcs sx, z1x and zz1 imply that s and z are adjacent and so s and every vertex of V3 ∪ V4 are adjacent. By
Claim 3, D is a T -digraph.
Suppose that there exists w ∈ V3 ∪ V4 such that d+D[V3∪V4](w) = 0. Because D[V3 ∪ V4] is semicomplete, for any
z ∈ V3 ∪ V4 − w, we have z → w. Since s → x, z → w and w → x, we have s and z are adjacent and so s and every
vertex of V3 ∪ V4 − w are adjacent. If s and w are nonadjacent, then by Claim 1, V3 ∪ V4 − w 7→ s. Since s→ x, x→ y and
s and w are nonadjacent, we have y 7→ w. Thus D is a T -digraph with T -partition (V1, {y}, {s, w}, V3 ∪ V4 − w). If s and w
are adjacent, then s and every vertex of D− s are adjacent. By Claim 3, D is a T -digraph.
Subcase 1.1.2. D[V3 ∪ V4] is not a semicomplete digraph.
We must have |V3| ≥ 2. By Claim 5, we have that s and every vertex of V4 are adjacent. If there exists an arc from s to
V4, then by Claim 1, s and every vertex of V3 are adjacent. By Claim 3, D is a T -digraph. So assume V4 7→ s. If s and some
vertex of V3 are adjacent, then by Claim 1 and 2, s 7→ V3. By Claim 3, D is a T -digraph. If s and V3 are nonadjacent, then D is
a T -digraph with T -partition (V1, {y}, {s} ∪ V3, V4).
Subcase 1.2. There is an arc from V1 to s.
By Claim 2, we have |V1| = 1, say V1 = {x}. So s→ x and x→ s. If |V3| < 2, then D− s is a semicomplete. By Lemma 2.4,
we are done. So assume |V3| ≥ 2.
If s→ y, then by Claim 1, s and every vertex of V3 ∪ V4 are adjacent. By Claim 2, we must have that s 7→ V3. By Claim 4,
D is a T -digraph.
Suppose y 7→ s. By Claim 5, we have that s and every vertex of V4 are adjacent. If there is w ∈ V4 such that s→ w, then
by Claim 1, s and every vertex of V3 are adjacent. By Claim 2, we have s 7→ V3. By Claim 4, D is a T -digraph. So we assume
that V4 7→ s. If s and some vertex of V3 are adjacent, then by Claims 1 and 2, s 7→ V3. By Claim 4, D is a T -digraph. If there is
no arc between s and V3, then D is a T -digraph with T -partition (V3 ∪ {s}, V1,∅, {y} ∪ V4).
Case 2. V1 ⇒ s and s→ y.
By Claim 1, s and every vertex of V3 ∪ V4 are adjacent.
If there is an arc from s to V3 ∪ V4, then by Claim 1, s and every vertex of V1 are adjacent and so V1 7→ s. By Claim 2, we
have that |V1| = 1. If D[V3 ∪ V4] is semicomplete, then D − s is semicomplete. By Lemma 2.4 we are done. So assume that
D[V3 ∪ V4] is not semicomplete and so |V3| ≥ 2. By Claim 2, we have s 7→ V3. By Claim 4, D is a T -digraph.
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Suppose that V3∪V4 7→ s. If there is no arc between s and V1, thenD is a T -digraphwith T -partition (V1∪{s}, {y}, V3, V4).
Suppose that there is an arc between s and V1. By Claim 2 and the fact V1 ⇒ s, we have |V1| = 1. If V3 6= ∅, then by Claim 2,
|V3| = 1; if not, |V3| = 0. Note that D− s is semicomplete in this case. By Lemma 2.4, we are done.
Case 3. V1 ∪ {y} ⇒ s and there exists z ∈ V3 ∪ V4 such that s→ z.
By Claim 1, we have that s and every vertex of V3 ∪ V4 ∪ V1 are adjacent and so V1 7→ s.
If s and y are adjacent, then by Claim 2, |V1| = 1. If |V3| < 2, then D− s is semicomplete. By Lemma 2.4, we are done. So
assume |V3| ≥ 2. By Claim 2, s 7→ V3. By Claim 4, D is a T -digraph.
Suppose that s and y are nonadjacent. Since s → z, z → V1 and s and y are nonadjacent, we have that V1 7→ y. By the
definition of T -digraphs, we know that there isw ∈ V4 such that y→ w. Since s→ z, y→ w and s and y are nonadjacent,
we havew = z ∈ V4. Since y→ z, z 7→ V3 and y and s are nonadjacent, we have that V3 ⇒ s and so V3 7→ s. If V3 6= ∅, then
by Claim 2, we have that |V3| = 1. Hence |V3| ≤ 1 and D[V3 ∪ V4] is semicomplete. Since D[V3 ∪ V4] is semicomplete and
s and y are nonadjacent, we have that {s, y} has exactly one out-neighbor z in V3 ∪ V4 and so V3 = ∅ and V4 − z 7→ {s, y}.
Thus D is a T -digraph with T -partition ({y, s}, {z}, V1, V4 − z). The proof of Lemma 2.6 is complete. 
Theorem 2.7. Let D be a strong arc-locally in-semicomplete digraph, then D is either semicomplete, semicomplete bipartite, an
extended cycle or a T-digraph.
Proof. We prove this by induction on the order n of D. It clearly holds for n ≤ 4. So we go to the induction step and assume
n ≥ 5. As D is strong, it has an ear decomposition (see [4]). If D is just a directed cycle, there is nothing to prove. So assume
that this is not the case. By the definition of ear decompositions, we know that D contains a strong induced subdigraph
D′ with |V (D′)| ≤ n − 1. We first prove that either D contains a strong induced subdigraph D′ with order n − 1 or there
is an arc xy ∈ A(D) such that D′ = D − {x, y} is strong, V (D′) ⇒ x and y ⇒ V (D′). Choose a strong proper induced
subdigraph D′ of D such that |V (D′)| is maximum among all such subdigraphs. If |V (D′)| = n − 1, we are done. So assume
that this is not the case. By Lemma 2.1 every vertex x not in V (D′) is adjacent to D′. Divide V (D) − V (D′) into 3 sets I,O, B
such that I = {x ∈ V (D) − V (D′) : (x, V (D′)) 6= ∅, x ⇒ D′}, O = {x ∈ V (D) − V (D′) : (V (D′), x) 6= ∅,D′ ⇒ x} and
B = {x ∈ V (D)− V (D′) : (x, V (D′)) 6= ∅, (V (D′), x) 6= ∅}. By the maximality of V (D′), we have B = ∅. Combining this with
the strong connectivity of D, we have that I 6= ∅, O 6= ∅ and there exists an arc from O to I . Now it follows easily from the
maximality of V (D′) that O = {x}, I = {y}, D′ = D− {x, y} and x→ y.
By induction D′ is either semicomplete, semicomplete bipartite, an extended cycle or a T -digraph. We now show that
the same is true for D.
Case 1. |V (D′)| = n− 1.
Let s be the unique vertex of D not in V (D′).
Suppose that D′ is semicomplete bipartite. If D is non-bipartite, then by Lemma 2.3, we are done. So assume that D is
bipartite. Let X and Y be a bipartition of V (D′). As D is bipartite and every vertex in X is adjacent to every vertex in Y ,
we may assume, without loss of generality, that s is nonadjacent to any vertex in Y . Suppose that some vertex x ∈ X is
nonadjacent to s. As D and D′ are strong, there exist x′ ∈ X and y ∈ Y such that s→ x′ and x→ y. Since x′ and y are adjacent,
x→ y and s→ x′, we have that there is an arc between x and s, a contradiction. Thus D is a semicomplete bipartite digraph
with bipartition X, Y ∪ {s}.
If D′ is an extended 4-cycle, then D′ is a semicomplete bipartite digraph and so the theorem follows from the above. If D′
is an extension of a cycle of length at least 5 or an extended 3-cycle, then the theorem follows from Lemmas 2.2 and 2.5. If
D′ is semicomplete or a T -digraph, then the theorem follows from Lemmas 2.4 and 2.6.
Case 2. There is an arc xy ∈ A(D) such that D′ = D− {x, y} is strong, V (D′)⇒ x and y⇒ V (D′).
Suppose that D′ is a semicomplete bipartite digraph with bipartition W , Z . Without loss of generality, suppose that y
dominates some vertex z ∈ Z . Since D′ is a strong semicomplete bipartite digraph, every vertex of Z can reach to z by a
directed path of even length. Combining this with the fact y→ z, we have that y and every vertex of Z are adjacent and so
y 7→ Z . Let w be an arbitrary vertex inW . Since D′ is strong, there exists z ′ ∈ Z such that w → z ′. Now the arcs wz ′, yz ′
and xy imply that x and w are adjacent and soW 7→ x. Suppose that there exists z ∈ Z such that z → x. As every vertex
of Z dominates some vertex in W and W 7→ x, we have that Z = {z}. Now considering an in-neighbor w′ in W of z and
usingW 7→ x and z → x, we have that |W | = 1. Thus |V (D′)| = 2, contradicting n ≥ 5. So there is no arc between x and
Z . Suppose that there exists w′ ∈ W such that y → w′. As D′ is strong, there is an arc z ′w′ for some z ′ ∈ Z . Now since
z ′ → w′, x → y and y → w′, we have that z ′ → x, a contradiction. So there is no arc between y and W . Hence D is a
semicomplete bipartite digraph with bipartitionW ∪ {y}, Z ∪ {x}.
Suppose that D′ is semicomplete. Since D′ is strong, there exists a Hamiltonian cycle C = u1u2 . . . un−2u1. By the strong
connectivity of D, without loss of generality, we assume y → un−2. Since y → un−2, un−3 → un−2 and un−4 → un−3, we
have that y→ un−4. Combining this with the fact that un−2 and un−4 are adjacent, we have that y→ un−3. Similarly, we can
show y→ V (D′). Since x→ y, y→ un−2 and un−3 → un−2, we have that un−3 → x. Similarly, we can show that V (D′)→ x.
Hence, D is semicomplete.
If D′ is an extended 4-cycle, then D′ is a semicomplete bipartite digraph and so the theorem follows from the above. If D′
is an extension of a cycle of length at least 5, then by Lemma 2.2, D is an extended cycle. If D′ is an extended 3-cycle, then, by
Claim 1 and 2 of Lemma 2.5, it is easy to see that both x and y are adjacent to every vertex of D′ and that D′ is just a 3-cycle
and so we obtain that D is semicomplete. If D′ is a T -digraph, then, by Claim 1 and 2 of Lemma 2.6, it is easy to show that D
is semicomplete. The proof is complete. 
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Fig. 2. H1.
Fig. 3. One forbidden induced subdigraph ofH1-free digraphs.
Since the converse of an arc-locally in-semicomplete digraph is an arc-locally out-semicomplete digraph, by Theorem2.7,
we have the following theorem.
Theorem 2.8. Let D be a strong arc-locally out-semicomplete digraph. Then D is either semicomplete, semicomplete bipartite, an
extended cycle or the converse of a T-digraph.
Note that neither T -digraphs nor the converses of T -digraphs are 2-strong. Theorems 2.7 and 2.8 imply the following
result.
Corollary 2.9. If D is a 2-strong arc-locally in-semicomplete (out-semicomplete) digraph, then D is an arc-locally semicomplete
digraph.
3. A proof of Bang-Jensen’s conjecture
In [5], Bang-Jensen introduced theH1-free digraph. A digraph D is called anH1-free digraph if D does not contain, as an
induced subdigraph, any digraph that can be obtained from theH1 in Fig. 2 (where the dotted arcs are missing) by adding
zero or more arcs (other than the dotted ones). Clearly, there are 14 forbidden induced subdigraphs for anH1-free digraph,
one of which is shown in Fig. 3.
By the definitions of arc-locally in-semicomplete digraphs andH1-free digraphs, we have the following.
Proposition 3.1. A digraph is arc-locally in-semicomplete if and only if it isH1-free.
Theorem 3.2 ([5]). An arc-locally semicomplete digraph is Hamiltonian if and only if it is strong and has a cycle factor.
In [5], Bang-Jensen conjectured that an H1-free digraph is Hamiltonian if and only if it is strong and has a cycle factor.
We will show that the conjecture is true.
Theorem 3.3. AnH1-free digraph D is Hamiltonian if and only if D is strong and has a cycle factor.
Proof. As the necessity is clear, we will only prove the sufficiency. Suppose that D is strong and has a cycle factor. By
Proposition 3.1 and Theorem 2.7, D is either semicomplete, semicomplete bipartite, an extended cycle or a T -digraph. If
D is either semicomplete, semicomplete bipartite or an extended cycle, then D is arc-locally semicomplete. By Theorem 3.2,
D is Hamiltonian. Assume that D is a T -digraph with T -partition (V1, {y}, V3, V4). Let x be an arbitrary vertex in V1 and
furthermore let x be on a cycle C . By the definition of T -digraphs, the out-neighbor of x in C must be y. Combining this with
the fact that every vertex of V1 is on a cycle, we have V1 = {x}. Similarly, if there exists z ∈ V3, then V3 = {z}. Hence,
|V3| ≤ 1. Combining this with |V1| = 1, we have that D is semicomplete. By Theorem 3.2, D is Hamiltonian. The proof is
complete. 
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