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Abstract
In general, molecules in the gas phase are free to rotate, and measurements made on such
samples are averaged over a randomly oriented distribution of molecules. Any orientation
dependent information is lost in such measurements. The goal of the work presented here
is to a) mitigate or completely do away with orientational averaging, and b) make fully
resolved orientation dependent measurements. In pursuance of similar goals, over the past
50 years chemists and physicists have developed techniques to align molecules, or to measure
their orientation and tag other quantities of interest with the orientation. We focus on laser
induced alignment of asymmetric top molecules.
The first major contribution of our work is the development of an effective method to
align all molecular axes under field-free conditions. The method employs a sequence of
nonresonant, impulsive laser pulses with varied ellipticities. The efficacy of the method is
first demonstrated by solution of the time dependent Schro¨dinger equation for iodobenzene,
and then experimentally implemented to three dimensionally align 3,5 difluoroiodobenzene.
Measurement from molecules aligned in this manner greatly reduces orientational averaging.
The technique was developed via a thorough understanding and extensive computations of
the dynamics of rotationally excited asymmetric top molecules.
The second, and perhaps more important, contribution of our work is the development of
a new measurement technique to extract the complete orientation dependence of a variety of
molecular processes initiated by ultrashort laser pulses. The technique involves pump-probe
measurements of the process of interest from a rotational wavepacket generated by impulsive
excitation of asymmetric top molecules. We apply it to make the first measurement of the
single ionization probability of an asymmetric top molecule in a strong field as a function
of all relevant alignment angles. The measurement and associated calculations help identify
the orbital from which the electron is ionized. We expect that this technique will be widely
applicable to ultrafast-laser driven processes in molecules and provide unique insight into
molecular physics and chemistry.
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Chapter 1
Introduction
The primary goal of the work presented in this thesis is to develop techniques that will allow
fully differential measurements of physical processes in molecules in the gas phase. Our
specific concern will be untangling how the particular process depends on the orientation
of the molecules. Consider, for instance, photoionization – the removal of an electron from
a molecule by light. The probability of this process occurring depends on the orientation
of the molecule relative to the polarization of the light1. Further, the emission direction of
the electron and the probability of it being emitted at a particular energy depend on the
molecular orientation as well. The measurement of the direction of emission and energy of
the electron for all possible molecular orientations relative to the polarization of the light
constitutes a fully differential measurement. In general, these measurements are challenging
since gas phase molecules are in a state of perpetual motion, the vigor of which depends on
the temperature of the gas.
Techniques have been developed to make such measurements with linear molecules2,3,4.
For non-linear molecules the success of these techniques depends on the rotational symmetry
of the molecule, on the basis of which they can be classified as symmetric or asymmetric tops.
Asymmetric tops have three distinct principal moments of inertia, two of which are equal
for a symmetric top. While the techniques developed for linear molecules prove somewhat
1
successful for symmetric tops5,6 the discussion to follow will make it clear that extending
these techniques to more complex systems proves intractable in some cases, or at least highly
non-trivial7,8,9,10. As we tend towards the study of polyatomic molecules it becomes less
probable to have two axes with equal moments of inertia, making the development of feasible
molecular frame measurement techniques for asymmetric tops an important problem. With
these facts in mind, we focus on asymmetric top molecules.
Even for such species, several experiments in the molecular frame have already been
conducted11,12,13,14. However, these experiments are carried out in the presence of a laser
pulse used to hold the molecules in place, and therefore the measurement is performed on a
perturbed molecular system. To avoid this complication we focus on making measurements
under field-free conditions.
The first step on the route to making these measurements is a thorough examination of
the field-free dynamics of a gas of rotationally excited asymmetric top molecules. In the limit
where the molecules are impinged upon by a laser pulse of significantly shorter duration than
the time scale of molecular rotation, the laser pulse kicks them into rotation causing them to
line up with the polarization axis after the pulse has passed. This technique has been widely
used to study processes in diatomic molecules15,16,17 though its extension to asymmetric tops
has proven to be challenging7,8,9. In what follows we trace the development of and need for
molecular frame measurements. We then discuss contemporary work using laser-induced
alignment and the technique of photion-photoelectron coincidence spectroscopy in order to
motivate the specific avenues followed in this thesis.
1.1 The Development of Molecular Frame Measure-
ments
The initial need for making molecular frame measurements appears to have arisen in phys-
ical chemistry. Dudley Herschbach and others in the field of reaction dynamics were at-
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tempting to study the fundamental physical processes involved in chemical reactions. They
approached the problem using atomic and molecular beam techniques developed by Otto
Stern and used to confirm the existence of spin (the renowned Stern-Gerlach experiment18).
In their pioneering experiment Herschbach and his colleges collided beams of potassium (K)
and methyl iodide (CH3I) and measured the yield of the KI product at different ejection
angles19. They found that the scattering was markedly anisotropic with the product scat-
tering off most favorably at 83◦ with respect to the K velocity vector. However the C-I bond
of the CH3I molecule was randomly oriented causing any orientation dependant or steric
effects to average out.
With the goal of being able to measure such steric effects Kramer and Bernstein used
a hexapole electric field to focus CH3I molecules of a given orientation
20. This appears to
have been the first successful attempt to orient a molecule. Shortly after its invention the
hexapole technique was used by Brooks and Jones to measure that the rate of production
of KI is strongly dependent on the orientation of CH3I relative to the K beam
21. The
results of these experiment generated considerable interest in the possibility of measuring
the angular distribution of photoelectrons in the molecular frame. Early theoretical studies1
showed the sensitivity of such distributions to the electronic structure of the molecule.
The culmination of these studies was the first experimental measurement of photoelectrons
ejected from oriented molecules by Kaesdorf et al.22. They used the hexapole technique
to orient CH3I molecules and ionize them with a 21.2 eV lamp source. They measured a
strong asymmetry in the photoelectron currents parallel and anti-parallel to the C-I bond.
A portion of their results are reproduced in Fig. 1.1, where the closed circles represent the
asymmetry measured with oriented molecules, and the open circles with the hexpole voltage
applied and an additional randomizing field. The hexapole technique has since been used
in numerous steriochemical studies23,24,25.
Despite its utility the hexapole technique has some serious limitations, perhaps the most
serious is that it applies only to symmetric top molecules. Additionally, as indicated in the
3
Figure 1.1: Shown here are some results from Kaesdorf et al.22. The left panel shows the
asymmetry in electron ejection measured between configuration shown in the right panel,V0
is the hexapole voltage.
I+ configuration in Fig. 1.1, while the C-I bond axis is oriented the molecule is still able to
spin like a top about this axis; we approach the molecular frame but don’t quite get there.
A nearly parallel experimental development, also stemming from Herschbach’s work would
later overcome these hurdles. At the time Herscbach’s PhD student R.N. Zare was studying
molecular photodissociation26. The result of their work and related experimental studies26
was the detailed understanding of photodissociation, and an understanding of the limits
of the ‘axial recoil approximation’ – the assumption that the fragment will recoil in the
direction of the bond axis. The axial recoil approximation allows the use of photoelectron-
photion coincidences to make molecular frame measurements that are not limited to a single
axis5, nor to symmetric tops10.
The experimental technique of photoelectron-photoion coincidence spectroscopy was de-
veloped as a tool to study photodissociation27. This method allowed the measurement of the
momenta (energy and emission direction) of photoions in coincidence with photoelectrons
of a specific energy. The energy of the photoelectrons indicated the state of the molecular
ion from which the dissociation initiated enabling state specific studies of the fragmentation
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Figure 1.2: MFPADs for K-shell photoionization from N2 measured by Shigememasa et
al.2. The left panel is for molecules aligned parallel to the polarization of the light and the
right panel for molecules aligned perpendicular.
process28. The same technique was later used by Golovin et al. to measure molecular frame
photoelectrons angular distributions (MFPAD)29. Soon after Shigemasa et al. measured
MFPADS for an electron ionized from the inner most shell of N2 with near 400 eV photons
from a synchrotron2. The fragmentation following removal of the electron occurs much
faster than molecular rotation, the key requirement for the axial recoil approximation to
hold26. The ejection direction of the atomic fragments with respect to the polarization of the
light could therefore be assumed to be the direction of the molecular axis. With the emis-
sion angle and energy of the photoelectrons being measured, all the information required
to reconstruct the MFPAD is collected. Some of their results are shown in Fig. 1.2, where
the left and right panels show MFPADs with the molecule aligned along and perpendicular
to the polarization of the light. By analyzing the varying shapes of the PADs the authors
5
were able to determine the orbital angular momentum of the photoelectrons.
While it is not limited to symmetric top molecules and with the measurement of multiple
fragment momenta allows reconstruction of the full molecular orientation5, the coincidence
technique presents its own set of limitations. Most evidently, it is necessary that the molecule
dissociate in order to measure the direction of alignment of the molecular axis. This excludes
the set of physical processes in which the molecule does not fragment such as the emission of
radiation from an excited neutral molecule or the removal of a valence electron leaving behind
a stable ion. Additionally, even if the molecule does fragment, accurate reconstruction of the
molecular orientation depends on the of validity of the axial recoil approximation, the range
of which is known to be limited26,28. In the following section we review the development of
the method of laser-induced alignment, which overcame some of these limitations.
1.1.1 Laser Induced Alignment
The advent of lasers producing pulses with durations between picoseconds and femtoseconds
allowed intensities of focused beams to reach ≈ 1014 to 1015 W/cm2. At these intensities
field strengths are on the order of 0.1 atomic units(a.u.), 1 a.u. being the electric field felt
by an electron 1 Bohr Radius away from a proton. These intensities are sufficient to remove
valence electrons from atoms and molecules even with photon energies much lower than
the binding energy30. Experimentalists studying photodissocaition began doing so at these
intensities, and it was noticed by Normand et al.31 that the laser pulses tended to align the
molecules with the polarization axis prior to fragmentation. Friedrich and Herschbach were
able to explain the physical mechanism causing this alignment and suggested its use for the
alignment of neutral molecules at non-ionizing intensities (≈1010W/cm2)3. An experimental
demonstration by Kim and Felker followed fast afoot32.
Friedrich and Herschbach found that the alignment was induced via the nonresonant
polarizability of the molecule3. Since the permanent dipole is independent of the laser
electric field and the molecule does not rotate significantly over a laser cycle, its interaction
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cycle averages to zero. However the strong electric field induces a dipole in the molecule
which oscillates with the electric field. The cycle averaged potential felt by a rigid linear
molecule as a result of this interaction is3,32
V = −E
2
0
4
[
(α‖ − α⊥) cos2 θ + α⊥
]
, (1.1)
where θ is the angle between the electric field and the molecular axis, E0 is the maximum
field strength experienced by the molecule and α‖ and α⊥ are polarizability components
along and perpendicular to the molecular axis respectively. The function cos2 θ has minima
at 0◦ and 180◦ forming a double welled potential. The lower states in this potential can be
approximated as harmonic oscillators, with the molecular axis oscillating about the mini-
mum position. In both the initial theoretical and experimental papers3,32 the duration of
the pulses used was significantly longer (∼ns) than the timescale of molecular rotation(∼ps),
allowing the field-free states to adiabatically transform into the aligned field dressed states
permitting the approximation that the field in Eq. 1.1 is static. In this case the peak align-
ment is reached at the peak of the laser pulse. Classically one might think of the field as
slowly torquing the molecules into alignment.
Following these initial demonstrations the sub-field of molecular alignment progressed
rapidly. At this point it is necessary to clarify some terminology. Fig. 1.3 shows distributions
of iodobenzene with different degrees of alignment and orientation. For 1D alignment, a
single molecular axis is constrained to be parallel to one space fixed axis, with the axes not
necessarily pointing in the same direction. The first panel of Fig. 1.3 in which the iodine
atom is allowed to point ‘up’ or ‘down’ and the molecular plane is free to rotate is called
1D aligned. This is the kind of alignment discussed above. The second panel, in which the
iodine atom is forced to point up is an example of 1D orientation. In this case the molecular
axis is constrained to point in the same direction as one space fixed axis. 1D orientation was
first achieved by the hexapole focusing technique as shown in Fig. 1.1. The third panel, in
which the C-I axis is only aligned but the molecular plane is fixed to plane of the page is an
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example of 3D alignment. Here all three molecular axes must be parallel to corresponding
lab fixed axes, without necessarily pointing in the same direction. The last panel in which
the C-I axis is oriented and the molecular plane is fixed shows 1D orientation combined with
3D alignment, which brings the molecular frame into the lab for iodobenzene. In general the
number of axes that need to be aligned or oriented to make the lab and molecular frames
coincide depends on the symmetry of the molecule.
Figure 1.3: Some of the alignment distributions accessible by laser-induced alignment
Soon after the initial demonstration of adiabatic alignment experiments in Henrik Stapelfeldt’s
group demonstrated very strong confinement of the molecular axis for numerous rotationally
cooled molecular targets33,34. Using an elliptically polarized, intense laser pulse the group
was able to demonstrate adiabatic 3D alignment of 3,4 dimbromothiophene35. These mea-
surements were performed using the pump-probe technique developed by Ahmed Zewail36.
The alignment pulse (the pump) was followed by a time delayed dissociating pulse (the
probe) and the momenta of ejected fragments was used to estimate the degree of alignment.
For asymmetric tops such as those dealt with in these experiments the interaction poten-
tial for both linearly and elliptically polarized light becomes significantly more complicated
than Eq. 1.1. This will be examined in detail in the following chapters. While these results
tend to show strong confinement of the molecules it is important to remember that it only
persists in the presence of an intense laser pulse, which can certainly contaminate the results
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of any further measurements made on the aligned distribution. For instance since most of
these experiments are performed just below the threshold intensity for ionization putting
the molecule in an electronically excited state will surely lead to ionization precluding any
measurements aimed at understanding the dynamics of the excited state.
To overcome this Seideman proposed a method that is now termed impulsive align-
ment 37. She suggested the use of a non-ionizing intense pulse of much shorter duration
(∼fs) than the time scale of molecular rotation to excite a wave packet of angular momen-
tum states. The interaction potential remains unchanged, and the squared cosine provides
selection rules for transitions between states. Specifically the total angular momentum J
can change by 2 and its projection on the polarization axis M must remain constant. Addi-
tionally the static field amplitude must be replaced by the time dependent field envelope of
the pulse. Therefore, for the duration of the pulse a molecule starting in a specific J state
continually exchanges angular momentum with the field in accordance with the selection
rules such that by the end of pulse it finds itself in a broad superposition of angular mo-
mentum states. If phases of each component J state of the state distribution match up, the
wave packet in the conjugate variable – the alignment angle – becomes narrow, resulting
in alignment usually observed shortly after (∼ps) the pulse has gone. The molecules then
continue to rotate away from alignment. However, due to the spacing of rotational levels
the time dependent phases of the wave packet components periodically match up resulting
in revivals of the initial alignment38,39. Revivals form the basis for rotational coherence
spectroscopy (RCS)40, a spectroscopic tool used to determine the structure of molecules. A
great deal of what is know about revivals in asymmetric tops was learned through RCS40.
The nature of rotational wave packets is discussed in detail in the next chapter.
Rosca-Pruna and Varkking first demonstrated laser-induced field-free 1D alignment with
iodine as their test subject41. They were able to very clearly observe revivals of the ini-
tial alignment via pump-probe measurements of fragment ions over a long time window.
The first scheme for field-free 3D alignment was proposed four years later by Underwood,
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Sussman and Stolow8. After investigating a few possible avenues they concluded that two
time delayed, perpendicularly polarized impulsive pulses would result in a 3D aligned dis-
tribution. The first pulse would align the most polarizable axis and the next pulse would
arrive just before the peak of this alignment and spin the molecular plane into alignment.
This method was experimentally demonstrated by Lee et al. the following year using sulfur
dioxide as a test subject9. While the technique worked the degree of alignment achieved
was not substantial. Additionally since the second pulse degraded the alignment of the most
polarizable axis induced by the first, there was no clear route to enhancing the alignment.
An important contribution of the work presented in thesis was to break this impasse by
developing a new technique to induce a high degree of field-free 3D alignment; comparable
to that measured with the adiabatic technique42. The resultant aligned distribution can be
used to probe the dynamics of the excited state in the fashion of the seminal experiment
performed by Bisgaard et al.17; where an impulsively aligned linear molecule is pumped
to an electronically excited and subsequently probed over a time window during which
the alignment persists. Chapter 3 covers the theoretical development and experimental
demonstration of the alignment technique. Here we note that while impulsively aligned
molecules are field-free, they are in highly excited rotational states. This can perturb the
ground and excited vibronic states as well. In the end the choice of method depends on the
experiment in question and is a matter of the experimentalists discretion.
As the field of laser-induced alignment has progressed, it has also been applied to make
measurements in the molecular frame. In the next section we present an example of such a
measurement and provide further motivation for the work described in this thesis.
1.2 State of the Art Molecular Frame Measurements
We first describe a recent experiment by Wiliams et al.5 in which cold target recoil ion
momentum spectroscopy (COLTRIMS)43 was used to make coincidence measurements. In
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their experiment K-shell carbon electrons from methane (CH4) were ionized using 295 eV
light from a synchrotron. The subsequent relaxation of an electron in to the inner shell
hole results in the ejection of an Auger electron. The relaxation process repeats resulting
in triply charged methane which breaks rapidly into (H+,H+,CH+2 ) fragments all of which
are measured in coincidence with the initially ejected electron. The fragmentation is rapid
enough that the axial recoil approximation holds and the angular distribution of the electron
can be reconstructed for every molecular orientation. Some of the results are shown in
Fig. 1.4.
Figure 1.4: MFPADs for K-shell photoionization from carbon in CH4 for several orienta-
tions of the molecule relative to the laser polarization measured by Williams et al.5.
While the authors emphasize that the PAD averaged over all orientation bears a striking
resemblance to the structure of the molecule, in principal these PADs contain a wealth of
information about the electronic structure of molecule44. The shortfall of this experiment
is that the same information cannot be extracted for ionization of the outer most electron,
since this results in stable CH+4 . This is the kind of ionization that occurs in intense fields
with photon energies ∼1 eV. Theoretical analyses and numerical simulations show that the
orientation dependent yield of the molecular ion for complex molecules in a strong field
follows the shape of the orbital from which the electron is removed45,46. This can certainly
not be measured using COLTRIMS, but can it be corroborated by measurements from
aligned molecules?
Shown in Fig. 1.5 are measurements made by Hansen et al. of the orientation dependent
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Figure 1.5: The orientation depedndent ion yield for strong field ionization of (a) 1D
oriented and (b) 1D oriented and 3D aligned benzonitrile as measured by Hansen et al.13.
yield of the benzonitrile molecular ion generated by valence ionization in an intense field13.
As depicted in the cartoon drawings, in panel (a) the molecule is 1D aligned and in panel (b)
it is 3D aligned. Note that even for case (b) the yield is measured only as a function of the
angle between the molecular symmetry axis and the laser polarization axis. The reason for
this is that even though the molecular plane is fixed the experimental geometry precludes
control over it. It can only be fixed in the polarization plane, and therefore a fully angle
resolved measurement cannot be made.
Therefore while in principal all molecular orientations can be accessed by coincidence
measurements only dissociative processes can be measured, and even those must conform
to the axial recoil approximation. On the other hand, while 3D alignment allows molecular
frame measurements of non-dissociative processes all molecular orientations cannot be ac-
cessed. The solution to this dichotomy is the next important contribution of this thesis. We
exploit the dynamics of rotational wave packets to measure the fully angle resolved yield
for non-dissociative, strong field ionization of ethylene. To the best of our knowledge this is
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the first such measurement. Furthermore the method developed is applicable to the large
subset of processes that conform to the Born-Oppenheimer approximation (cf chapter 2,
section 2.2). Chapter 5 covers the theoretical and experimental details of the method.
1.3 Summary and Conclusion
In this chapter we traced the development of molecular frame measurements from their
beginnings in reaction dynamics. We emphasized important experimental techniques used
to make these measurements, specifically photoelectron-phototion coincidence techniques
and intense-laser-induced alignment. The adiabatic method of alignment, while producing
strongly aligned distributions, cannot be used to measure excited state dynamics as the
presence of the intense aligning pulse can ionize the excited state. Impulsive alignment on
the other hand provides field-free aligned molecules which can be used to probe excited state
dynamics. With this in mind we develop, in chapter 3, a method to achieve a high degree
of field-free 3D alignment.
We also highlighted the essential drawbacks of both field-free 3D alignment and coin-
cidence measurements. In the former all molecular orientations are not accessible due to
experimental constraints and the latter cannot be used for non-dissociative measurements.
In chapter 5 we develop and demonstrate an entirely new measurement technique that
overcomes both these issues.
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Chapter 2
Theoretical and Experimental
Fundamentals
In this chapter we first examine the motion of a quantum mechanical asymmetric top. The
chapter begins with a brief description of the classical motion, and moves briskly on to the
Schro¨dinger equation for a quantum top. The solutions of this equation are discussed, and
then an interaction with pulsed light is added to the Hamiltonian. The mechanism of this
interaction and the ensuing rotational motion is examined in detail, as the understanding
of these forms the foundation of all the following work.
We then describe the core experimental apparatus used for the experiments presented in
later chapters. We describe the operation of a pulsed source of rotationally cooled molecules
essential for controlled experiments with rotational wave packets. We also describe a spec-
trometer used to measure the momenta of charged particles emitted from the gas source as
a result of interaction with an intense pulsed laser. Finally, the specifications and a brief
description of the operation of the laser are provided.
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2.1 What is an asymmetric top?
This discussion is adapted from David Tong’s online lecture notes on classical mechanics47.
An asymmetric top is the most general rigid body. Formally stated it is a rigid body with
three distinct principal moments of inertia. We would be remiss in considering asymmetric
tops as ‘special’ as numerous everyday objects - chairs, tables, tennis rackets - fall under
this classification. A fundamental property of asymmetric tops is often demonstrated with
the aide of a tennis racket. If held against the floor and spun about an axis passing through
the handle, the racket will spin about this axis. If thrown up in the air in such a way that
it rotates about an axis perpendicular to the racket face, it will again rotate obediently.
However, any attempt to make it rotate about the axis in the plane of the racket face and
perpendicular to the handle fails miserably and the racket begins to dance about somewhat
chaotically.
This seemingly strange behavior can be predicted by the classical equations of motion
for a free top - Euler’s Equations.
Ixω˙x + ωyωz(Iz − Iy) = 0 (2.1)
Iyω˙y + ωzωx(Ix − Iz) = 0 (2.2)
Izω˙z + ωxωy(Iy − Ix) = 0, (2.3)
where the Ij are the principal moments of inertia and the ωj are angular velocities about the
principal axes. Throughout this thesis small letters will label body fixed axes and capital
letters space fixed axes. These equations are easily derived from the fact that the total
angular momentum is conserved for a free top. Without having to solve these equations
exactly, we may investigate the effect of a small perturbation α(t) to a top with angular
velocity Ω about one of the principal axes, say the y-axis - ωx = αx, ωy = Ω + αy, ωz = αz.
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Ignoring quadratic terms, Euler’s Equations then become
Ixα˙x + Ωαz(Iz − Iy) = 0 (2.4)
Iyα˙y = 0 (2.5)
Izα˙z + Ωαx(Iy − Ix) = 0. (2.6)
From the above equations we can get the following second order differential equation in αx,
Ixα¨x − Ω
2
Iz
(Iy − Ix)(Iz − Iy)αx = 0. (2.7)
The solution of this equation is either periodic, or exponential depending on the sign of
the product (Iy − Ix)(Iz − Iy). In the case of a periodic perturbation the motion is stable
with a small oscillation about Ω; the frequency of which depends on how asymmetric the top
is, i.e. on how large the differences between the principal moments of inertia are. However,
if Ix < Iy < Iz or Iz < Iy < Ix, implying that Ω is about the intermediate principal axis,
the perturbation grows exponentially resulting in the familiar chaotic dance of the tennis
racket. This peculiar behavior translates to the quantum mechanical rotor as well, where
it is expressed as a highly aperiodic and complicated energy level structure. This in turn
leads to interesting and nonintuitive temporal evolution of a coherent wave packet of these
energy states. As the understanding of this temporal evolution is the backbone of the work
presented in this thesis, we conclude our discussion of classical tops here and switch gears
to quantum mechanics for the remainder of this chapter.
2.2 The asymmetric rigid rotor in quantum mechanics
Under the Born-Oppenheimer Approximation48,49,44 the wave function of a molecule can be
separated into rotational, vibrational and electronic parts. We do not delve into the the
mathematical details of the approximation here. Fundamentally it assumes that the nuclei
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are at rest on the time scale of the motion of the orbiting electrons. Through out this thesis
we assume the validity of the separation of the rotational and vibronic wave functions, with
the rotational wave function being approximated as that of a rigid rotor. In this section
we investigate the properties of such wave functions and their eigenvalues. Much of the
material is sourced from Zare50 and Van Winter51.
2.2.1 The coordinate system
Figure 2.1: A drawing of the coordinate system used throughout the thesis
We use the usual definition of a general rotation in terms of the Euler angles, which are
shown in Fig. 2.1. In accordance with standard notation we will refer to the principal axes
as a,b and c; a being the axis of least moment of inertia, b the intermediate and unstable
axis and c the axis of greatest moment of inertia as labeled in Fig. 2.1 for the ethylene
molecule. The non-resonant interaction of the molecule with a laser, which will be our
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primary concern, occurs through the molecular polarizability. For all molecules studied in
this thesis the a axis will coincide with the most polarizable z axis, the b axis with the
intermidately polarizable x axis and the c axis with the least polarizable y axis. For the
angle χ, we choose a convention where χ = 0 when the a-b plane coincides with the plane
containing the both the a and Z axes.
Additionally, atomic units in which ~, the electron charge and mass e and me are set to
1 are used for all quantities unless specifically mentioned.
2.2.2 Rotational eingenstates and energies
We can begin by stating the Hamiltonian for a rigid rotor,
Hrot =
J2a
2Ia
+
J2b
2Ib
+
J2c
2Ic
= AJ2a +BJ
2
b + CJ
2
c . (2.8)
Here the Ji are angular momentum operators representing the angular momentum about
each principal axis and A, B and C are frequencies of rotation about each principal axis. In
the case of a symmetric top, either A = B and Ja = Jb (oblate top) or B = C and Jb = Jc
(prolate top), allowing two of the component angular momenta to be eliminated from the
above equation in favor of the total angular momentum J2. Then J2, its projection on the
space fixed axis J2Z and the one remaining J
2
i which we consider to be J
2
a all commute with
the Hamiltonian and therefore represent conserved quantities. Simultaneous eigenfunctions
of these operators — |JKM〉 — are then also eigenfunctions of the Hamiltonian. Here J ,
K and M are eigenvalues of J2, J2Z and J
2
a and thus are conserved. However, since the J
2
i
do not commute with each other there is no obvious choice for eigenfunctions of Hrot. We
proceed in the standard manner50,51 and write the eigenfunctions as a linear superposition
of the |JKM〉,
ΨJM =
∑
K
cK |JKM〉 . (2.9)
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Representation E Cpia C
pi
b C
pi
c
A 1 1 1 1
Ba 1 1 -1 -1
Bb 1 -1 1 -1
Bc -1 - 1 1 1
Table 2.1: Character table for the D2 group
The sum is only over K as the total angular momentum for a free top must be conserved
and symmetry about the space fixed axis requires that M be conserved as well. Matrix
elements of Hrot can be found in this basis using commutation relations between angular
momentum components in the molecular frame, as presented in chapter 6 of Zare50. In
doing so we find, as expected, that Hrot does not couple states with different J and M , and
within a single J , M block only states with K different by two are coupled. Diagonalizing
this matrix provides the coefficients cK in the above expression, and hence the asymmetric
top eigenfunctions.
We diagonalize the Hrot matrix numerically, since we need to solve the time dependent
Schro¨dinger equation (TDSE) numerically to determine the rotational wave function after a
laser pulse. However the diagonalization can be carried out analytically and is substantially
simplified if the symmetry group of Hrot is considered. A rotation by pi about the a,b or
c axis transforms the principal axes back into themselves leaving Hrot unchanged. These
three operations therefore commute with Hrot and along with the identity operator form its
symmetry group52 - the four group, D2. Table 2.1 is the character table for this group where
Cpia , C
pi
b and C
pi
c are pi rotations about the a,b, and c axes and E is the identity operator.
Each eigenstate of Hrot will generate an eigen value of ±1 when acted on by a D2 operator
in accordance with one of the four representations A, Ba, Bb and Bc which are not coupled
by Hrot. Consequently, if a symmetrized basis set is constructed from a linear superposition
of the |JKM〉, Hrot can be subdivided into four smaller matrices each of which can be
independently diagonalized providing eigenstates and energies of each representation. This
procedure is carried out in detail by Zare50 and Van Winter51. Our primary application of
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the symmetry classification of the states will be to couple them with the appropriate nuclear
spin states such that the total molecular wave function is appropriately symmetrized with
respect to the exchange of identical atoms. This procedure will allow us to construct the
thermal mixed state which represents our gaseous sample.
The symmetry class of a numerically calculated ΨJM can be determined by considering
the oblate and prolate symmetric top limits - ΨJM −→ |JK1M〉 , |JK−1M〉. K−1 and K1 are
symmetric top quantum numbers in the prolate and oblate limit respectively. For an oblate
top the energy in a given J manifold decreases as a function of K, whereas for a prolate top
it increases as a function of K. Therefore, for the asymmetric top the energy must increase
with K−1 and decrease with K1, requiring that K−1 = 0, 1, 2...J and K1 = J, J − 1, J − 2...0
with increasing energy. Using these the states of Hrot can be labeled by τ = K−1 − K1
which runs from −J to J in order of increasing energy. Fig. 2.2 shows a generic energy
level diagram for asymmetric tops with the corresponding oblate and prolate symmetric top
energies on the left and right axes respectively.
Noting that K1 is associated with rotation about the c axis and K−1 with rotation about
the a axis, we can classify the symmetry of the state based on their parity. If both are even
the state generates the A representation since in this representation all rotations generate
the character 1 leaving the wave function unchanged. If both are odd the Bb representation is
generated, since in this representation both Cpia and C
pi
c change the sign of the wave function.
Similarly, if only K1 is even the Bc representation is generated and if only K−1 is even the
Ba representation is generated.With this, from fig. 2.2 we can deduce the representation of
each state in order of energy and hence τ as given in table 2.2. Evidently if J is even the
states can be classified in the order A, Ba, Bb, Bc with decreasing energy and τ , and in the
opposite order if J is odd. We use this result to classify numerically calculated eigenstates
of Hrot which are stored in order of increasing energy. This classification will be used in the
next section to prepare the mixed state which will serve as the initial state for the TDSE
describing the interaction of molecules with a laser field.
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Figure 2.2: Energy levels for an asymmetric top as a function of Ray’s asymmetry pa-
rameter κ, where κ = −1 corresponds to a prolate symmetric top and κ = 1 to an oblate
symmetric top. Reproduced from Zare50
2.2.3 The quantum asymmetric rotor in a non-resonant laser field
In this section we examine the interaction of the quantum asymmetric rotor with a classical,
pulsed laser field. The theoretical details are given here and details of the numerical code
are left to appendix F.
The interaction is assumed to be non-resonant and occurring through the molecular
dipole. The dipole can be written as
µi = µ
0
i −
1
2
αijEj(t) (2.10)
where µ0i are components of the permanent dipole moment of the molecule and αij com-
ponents of the polarizability tensor in the space fixed (Lab) frame defined by polarization
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J ,τ Symmetry Representation
3,3 Bc
3,2 Bb
3,1 Ba
3,0 A
3,-1 Bc
3,-2 Bb
3,-3 Ba
2,2 A
2,1 Ba
2,0 Bb
2,-1 Bc
2,-2 A
Table 2.2: The symmetry representations deduced from fig 2.2 for J = 2 and 3. As is
evident the order of the symmetry representations is decided by the parity of J .
components Ei(t) =
√
8piαI0(t)i cosωt of the electric field, ω being the central frequency
of the pulse, α the fine structure constant, i the weight of each polarization component and
I0(t) the intensity envelope. The Einstein summation convention is always assumed unless
otherwise stated. The above is a truncated Taylor expansion of the dipole as a function of
the electric field, with terms after µ0i representing the field induced dipole. We may ignore
µ0i as it does not follow the oscillating field of the laser and will be averaged out. The
induced dipole interaction potential can then be written as
V = µiEi(t),
= −1
2
αijEi(t)Ej(t) (2.11)
Converting the above equation into a spherical tensor product allows the matrix elements
in the |JKM〉 basis to be easily determined. If we define a field tensor Uij = EiEj (not
related to the Maxwell field tensor), we can convert both αij and Uij to second rank spherical
tensors αLM and U
L
M , where L = 0, 1, 2 and M = −2,−1, 0, 1, 2 are tensor indices. Avoiding
a discussion of the fundaments of spherical tensors we refer the reader to Zare50 or Brink &
22
Satchler53 for a detailed discussion and simply provide the relevant formulae in appendix B.
The components of the polarizability tensor are generally calculated in the molecular frame
and must be rotated to lab frame. Calling the molecular frame tensor αLm′ , the interaction
Hamiltonian can be written as
V = −1
2
(−1)L+MαLMULM = −
1
4
(−1)L+MDLM,m′(Ω)αLm′ULM , (2.12)
where Ω = {θ, φ, χ} are the Euler angles and Dlm,m′ are the Wigner rotation matrix elements.
If αij is diagonal in the principal axes coordinate system only spherical components α
0
0, α
2
0
and α22 = α
2
−2 are non zero. Further since we always work in the limit where 2pi/ω is much
less than the duration of the pulse the oscillating part of the field has been averaged over
a single cycle. This diagonalizes Uij leaving only the spherical components U
0
0 , U
2
0 and
U22 = U
2
−2. Finally, putting all this together we get
V (t) = −2piαI0(t)
[
2− 32X√
6
[
α20D
2
0,0 + α
2
2(D
2
0,2 +D
2
0,−2)
]
(2.13)
+
2
2
[
α20(D
2
2,0 +D
2
−2,0) + α
2
2(D
2
2,2 +D
2
2,−2 +D
2
−2,2 +D
2
−2,−2)
] ]
.
Here the constraint 2X + 
2
Z = 1 is used to eliminate Z . If the light is linearly polarized
along the Z axis X = 0 and the second term drops out. Wrting out the D
L
M,m′ explicity in
terms of the Euler angles50,53 and setting 2X = 0 gives a simplified expression for interaction
with linealry piolarizaed light,
V (t) = −2piαI0(t)√
6
[
α20(
3
2
cos2 θ − 1) + α22
√
3
2
sin2 θ cos 2χ
]
. (2.14)
A density plot of this potential for ethylene at a field strength of 0.1 a.u. is shown in
Fig. 2.3.The clear minimum at θ = 0 garners the expectation that the molecules will roll
down the potential hill such that the a and Z axes align. As we will see in the next section
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this is indeed case.
Figure 2.3: The potential for a rigid ethylene molecule at 0.1 a.u field strength.
We can now insert the potential into the TDSE,
(Hrot + V (t))Ψ(t) = i
dΨ(t)
dt
, (2.15)
and we can expand the time dependent wave function in the |JKM〉 basis with time de-
pendent coefficients -
Ψ(t) = aJKM(t) |JKM〉 . (2.16)
Substituting this in the TDSE and taking the inner product with 〈J ′K ′M ′| provides the
following coupled differential equations in the aJKM(t)
i
daJKM
dt
= aJK′MHK,K′ + aJ ′K′M ′ 〈JKM |V |J ′K ′M ′〉 (2.17)
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where HK,K′ are matrix elements of the field-free Hamiltonian. An analytic form for the
matrix elements of the interaction Hamiltonian can be derived in terms of Clebsch-Gordon
(CG) coefficients from Eq. 2.14 using the functional form of |JKM〉,
〈Ω|JKM〉 =
√
2J + 1
8pi2
DJ∗M,K(Ω) (2.18)
and the expression for the integral of three Wigner functions given in appendix A. Using
these Eq. 2.14 becomes
〈JKM |V (t)|J ′K ′M ′〉 = −2piαI0(t)
√
2J + 1
2J ′ + 1
[
(2− 32X)√
6
〈J,M ; 2, 0|J ′M ′〉
[α20 〈J,K; 2, 0|J ′K ′〉+ α22(〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉)]
+
2X
2
(〈J,M ; 2, 2|J ′,M ′〉+ 〈J,M ; 2,−2|J ′,M ′〉)
[α20 〈J,K; 2, 0|J ′K ′〉+ α22(〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉)]
]
. (2.19)
The expression for the matrix elements of V provides selection rules for transitions
between rotational states. The first term (first two lines) on the right excites coherences
between states with ∆J = 0, 1, 2, ∆M = 0 and ∆K = 0, 2. Only these coherences are
excited by a linearly polarized pulse (X = 0). The excitations occur via Raman transitions
and produce a broad angular momentum wave packet. This results in a narrow distribution
in the conjugate angles creating a spatially confined distribution. Classically we might
imagine that the pulse kicks the molecule into rotation about the θ (excitation in J), as
well as χ (excitation in K). The wave function evolves in time as a function of these angles
during and after the laser pulse. For an elliptically polarized pulse the additional coherences
∆M = 2 are excited in combination with all the other possible coherences. The role of each
of these coherences is elaborated in chapter 3.
The above expression can then be used to numerically propagate Eq. 2.17 to calculate
the values of the aJKM(t) at the end of the pulse, t = t0. The CG coefficients are calculated
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using the well known analytic expression50. The equations 2.17 are solved using a fifth
order Dormand-Price stepper from the Numerical Recipies 54 code package. After the pulse
the aJKM are converted to the asymmetric top basis, the columns of the conversion matrix
being the eigenvectors of Hrot. The field-free coefficients are then propagated with the usual
quantum mechanical phase factor
aJτM(t) = aJτM(t0)e
−i2piEJτM (t−t0), (2.20)
where the indices are not summed over. The time dependent expectation value of a physical
quantity can then be calculated from these coefficients.The relevant expectation values vary
depending on the experiment and will be dealt with in the corresponding sections. The aJτM
are converted back to the symmetric top basis before calculating the expectation values,
〈Q〉J0,τ0,M0 (t) = a∗JKM(t)aJ ′K′M ′(t) 〈JKM |Q |J ′K ′M ′〉 (2.21)
where Q is the quantity of interest and J0,τ0 and M0 are indices of the initial state – at
t = 0, aJτM = δJ,J0δτ,τ0δM,M0 , δi,j being the Kroneker delta function.
The number of basis functions required for numerical propagation depends on the highest
rotational levels excited by the field, which depend on the intensity and duration of the laser
pulse as well as the initial temperature of the gas. Generally we chose an arbitrary limiting
value J = Jmax. Typically if the chosen Jmax is too small the functions 〈Q〉J0,τ0,M0 (t) exhibit
fast oscillations as a result of population being driven back down into lower states. Higher
temperatures also require larger Jmax as the initial thermal population consists of higher
energy states.
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2.2.4 Thermal and nuclear spin statistics
Finally, we must construct a thermal average of the expectation values to reflect the exper-
imental conditions. We assume a Boltzmann distribution of initial asymmetric top states,
allowing a thermally averaged quantity to be expressed as
〈Q〉 (t) = gi e
(
−Ei
kT
)
Z
〈Q〉i (t) (2.22)
where i = {J0, τ0,M0} and gi,Ei, Z andQ are the spin statistical weight, energy, partition
function and the quantity being averaged. The value of gi depends on the symmetry of the
rotational state. As explained in the previous section (cf. fig 2.2 and related discussion) this
can be determined by the parity of J and value of τ . The associated value of gi depends on
the molecule in question. In general the molecular Hamiltonian commutes with a number
of operators that form its symmetry group52. Specifically, all permutations of identical
nuclei that are physically allowed (those that do not break or twist bonds) combined with
the inversion operation form the molecular symmetry group49. Ground state vibrational
and electronic wave functions are always symmetric with respect to all group operations.
The associated combination of nuclear spin and rotational wave functions then need to be
symmetric with respect to all operations that permute an even number of fermions or any
permutation of bosons, and antisymmetric with respect to an odd number of permutations
of fermions. In cases where none of the operations in table 2.1 correspond to a permutation
of identical nuclei all gi = 1.
As an example we can consider the case of the ethylene molecule, C2H4. Fig. 2.4 shows
a ball and stick model of ethylene in its electronic ground state with the atoms and axes
labeled. Written alongside are the permutations of identical nuclei that correspond to the
operations of D2, where (ij) is a permutation of the nuclei i and j. Since carbon is a boson
and hydrogen is a fermion, all the group operations correspond to an even number of fermion
permutations requiring that the total wave function be symmetric under all operations, i.e.
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Figure 2.4: A ball stick model of ethylene, the white atoms are hydrogen and the black
carbon. Also shown is the correspondence between the permutation and rotation group op-
erations under which the wave function is symmetrized.
generate the A representation. This requirement can only be fulfilled if both nuclear spin
and rotational wave functions that transform the same way under the group operations, and
therefore generate the same representation are combined. Essentially, we must determine
the number of possible spin states in each representation. The possible total spin states of
the four spin 1/2 hydrogen nuclei are not explicitly derived, but we note that there are five
S = 2 states, two S = 0 states, and nine S = 1 states, where S is the total spin angular
momentum. The seven states of even S all generate the A representation, while sets of three
S = 1 states each generate the Ba,Bb and Bc respectively
49. Hence gi = 7 for A states,
and three for all other states. A quick way of determining this using more general group
theoretic considerations is given in Bunker and Jensen49
The gi being determined the partition function –Z = gie
(
−Ei
kT
) – is summed in order of
energy up to J0 = Jmax. The population factor –Pi = gie
(
−Ei
kT
)/Z– is then summed until it
reaches a value of 0.99. The state at which this occurs is considered the highest energy state
in the thermal distribution. The partition function is then re-summed up to this state and
〈Q〉 (t) is calculated using Eq. 2.22.
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2.2.5 Some sample calculations
Depicted in fig. 2.5 is 〈cos2 θ〉 (t) for a gas of ethylene molecules at 9 K excited with a
120 fs, 4 TW/cm2 linearly polarized laser pulse (polarizability and inertia tensors used for
calculations performed with all molecules studied in this thesis are provided in appendix C).
This is a widely used metric for one dimensional alignment as it tracks the proximity of the
molecular symmetry axes (in this case the C=C axis) to the laser polarization direction.
For an isotropically distributed sample 〈cos2 θ〉 = 1/3, and 1 if all molecules in the sample
are aligned with the polarization axis. In fig 2.5 after the initial kick the value rises and
peaks at about 0.45, bringing the a axis into weak alignment with the Z axis. It then begins
to drop as the molecules continue to rotate away from the laser polarization. However as
time goes by there are small and large recurrences of alignment. As marked in the figure,
the initial alignment and the peak of the second recurrence are separated by approximately
18.2 ps, which corresponds to 1/(B + C), where B and C are rotational constants of the
molecule. Additionally, a minimum in 〈cos2 θ〉 occurs at 1/2(B + C).
Though well understood, the physical manifestation of these recurrences or revivals in
the lab is rather astounding to witness. The molecules align shortly after a kick pulse as
anticipated by analyzing the interaction potential. However at some later time they re-
align without any coaxing, as though of their own volition. This strangeness is a distinctly
quantum mechanical effect with no classical analogue. An examination of equation 2.20
provides an explanation for this ostensible anomaly. Essentially, at any time t− t0 when the
phase factor for every state goes to 1, we have a replica of the wave packet at t − t0 = 0.
Therefore if the initial wave packet exhibits alignment it should recur at these times. For
linear and symmetric rotors the energy levels are even integer multiples of the rotational
constant B (EJ = J(J + 1)B for a linear rotor). Substituting 2nB for EJτM in 2.20 yields
the conclusion that the initial alignment should revive when t− t0 = 1/2B.
No simple expression exists for the energies of an asymmetric top, however there are
known subsets of energy levels that can be approximated as even integer multiples of some
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Figure 2.5: 〈cos2 θ〉 (t) with the J-type revivals (see text) marked by the dashed black lines.
combination of rotational constants of the molecule40.The revivals in fig. 2.5 result from
energy levels that can be approximated as even integer multiples of (B + C)/2, with a
corresponding revival period of 1/(B+C). The half revival at 1/2(B+C) occurs when the
phase factor of each state is -1, resulting in the observed exactly opposite behavior. The
energy levels are high lying levels in a given J manifold, separated by ∆J = 2 with τ
J
≈ 1,
but are prominent at lower J values and for nearly symmetric prolate molecules such as
ethylene. We may picture the motion of the top during these revivals as a precession of
the a axis about the laser polarization. The smaller revivals occurring between these result
from subsets of initial states of the thermal distribution. Specifically, at t− t0 = 1/4(B+C)
J-type states excited out of initial states belonging to a particular symmetry representation
are in phase producing a revival, but these are out phase with revivals from initial states
of a different symmetry representation. However since the distribution of ethylene consists
30
dominantly of states belonging to the totally symmetric A representation (cf. discussion
about thermal statistics), the contributions do not exactly cancel leaving a small excess
from the symmetric representation.
Figure 2.6: Top panel -
〈
D20,0
〉
(t) with the J-type revivals marked by the dashed black lines,
Bottom panel -
〈
D20,2
〉
(t) with the A-type revivals marked by the dashed black lines
The features of the rotational dynamics discussed thus far are not unique to asymmetric
rotors. In fact, from fig 2.5 it would be difficult to discern that the molecule is an asymmetric
top. Fig. 2.6 shows expectation values of the Wigner functions
〈
D20,0(t)
〉
and
〈
D20,2(t)
〉
over
longer time windows. Since the Wigner functions form a complete basis set on the three
dimensional rotation group they can be used to represent any angular function, for instance
cos2 θ = 1
3
+ 2
3
D20,0.
〈
D20,0
〉
(t) therefore has exactly the same behavior as 〈cos2 θ〉 (t) as is
evident by comparing both plots over the 20 ps time window. At later times the revival
amplitudes diminish and after 40 ps any sign of periodic behavior vanishes. This is a
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manifestation of the incommensurate energy level spacing unique to asymmetric tops. The
lower panel of fig. 2.6 shows
〈
D20,2
〉
(t) over a 40 ps window. Here we see much faster
oscillations dominating the J-type recurrences. These revivals have a period of about 1.7 ps
corresponding to 1/4A for the first 7.5 ps, after which they persist but begin to shift. They
correspond to rotations about the molecular a axis, in this case about the C=C bond. They
occur due to the mixing of states separated by ∆J and ∆K = 2 by the laser pulse and are
named A-type revivals. A single linearly polarized laser pulse cannot induce these revivals
in symmetric tops. Additionally revivals corresponding to rotations about the molecular c
axis can also occur but are not seen here as the states that correspond to the requisite near
commensurate energy spacing exist only for large J are not excited by this laser pulse40.
There are no known revivals corresponding to rotations about the classically unstable b axis.
In general, a measurement made from a rotationally excited gas can exhibit several kinds of
recurrences. Here,
〈
D20,0
〉
(t) does not exhibit A-type revivals since D20,0(Ω) is independent
of χ, the angle of rotation about the C=C axis.
〈
D20,2
〉
(t) however is sensitive to both A and
J-type revivals D20,2(Ω) being a function of both θ and χ. This idea will be revisited in the
context of experimental measurements in chapters 4 and 5 on degenerate four wave mixing
and alignment dependent measurements from asymmetric tops. Further, in the following
chapter on 3D alignment revivals involving all three Euler angles will emerge when trains
of pulses with different polarizations are used to excite a rotational wave packet.
2.2.6 Cosmological Aside - The Mixmaster Universe
Though the problem of the quantum mechanical rigid rotor was essentially solved by the
fifties, interest in the problem was rekindled in the early seventies due to cosmologist Charles
Misner’s suggested solution to the horizon problem55. In the standard model of cosmology
there is no mechanism by which points in the sky far enough away from each other could
ever have been in contact. However the uniformity and isotropy of the cosmic background
radiation suggests that they were in contact long enough to thermalize before the universe
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became transparent and the radiation was released. Misner attempted to solve the problem
by inducing chaotic dynamics in his model of the early universe hoping to ’mix’ up the
contents. It was hence termed the Mixmaster universe. Shortly after Hu56 noticed that
the equations of scalar waves in a static or frozen Mixmaster universe are identical to those
of an asymmetric quantum rotor. A further generalization was by made by Dowker and
Petengill57 who were able to solve the equations for spinor waves in a frozen Mixmaster
universe, which turned out to be equivalent to an asymmetric quantum top with spin!
They essentially noticed that the inclusion of spin lowers the D2 symmetry to D
′
2 —
the eight-group or quaternion group. This will likely be of relevance in molecular physics
when considering the orientation of asymmetric tops with non-negligible spin-orbit coupling.
More so, it is an intriguing example of subtle connections in nature that fuel this authors
interest in physics.
2.3 Experimental Apparatus
We now outline the features of the experimental apparatus used in all or many of the
experiments that are presented in this thesis.These include a pulsed laser producing intense,
femtosecond duration pulses, a pulsed gas source that produces cold gas targets and a
velocity map imaging spectrometer used to measure the momentum of charged particles
from the cold target and produced by the laser pulses.
2.3.1 Supersonic Even-Lavie Valve
Generally rotationally cooled molecular samples allow for stronger coherent laser excitation
of rotational states, and thus stronger alignment58. A cooled sample is acquired by expand-
ing a seeded molecular gas into a vacuum chamber through a pulsed Even-Lavie valve59.
A 0.5 mm diameter skimmer selects the central portion of the expanding gas allowing it to
pass into the VMI chamber. The valve provides a rotationally cooled thermal distribution of
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molecules by supersonic expansion through a 100 µm diameter trumpet nozzle. The cooling
is driven by the pressure gradient across the nozzle, and may to some extent be understood
by ideal gas thermodynamics. For a very detailed and thorough analysis we direct the reader
to Atomic and Molecular Beam Methods 60, which is the source of the following material.
Qualitatively, as the nozzle shrinks down to 100 µm the gas contracts and speeds up.
The velocity at the mouth of the nozzle depends on the pressure ratio of the source to the
background pressure in the chamber – G = Po/Pb. If G is less than a gas dependent critical
value the flow into the chamber will be subsonic (Mach number, M < 1) and the pressure at
the exit will match the ambient chamber pressure. However if the ratio exceeds the critical
value the flow at the mouth reaches M = 1. In this scenario the pressure at the mouth
is Po/G, and thus significantly higher than the ambient pressure in the chamber. The gas
then expands supersonically and cools, with the curious property that it accelerates as it
expands reaching M >> 1 a few nozzle diameters away. Since the flow is supersonic it
travels a certain distance into the chamber before ‘registering’ the ambient pressure it must
equilibrate to, at which point a disk like shock occurs known as the Mach Disk. The region
preceding the Mach Disk is the ‘zone of silence’, named for its ignorance of the surrounding
pressure. Placing a skimmer in the zone of silence provides the cooled molecular beam. The
distance to the Mach Disk from the nozzle exit and hence the length of the zone of silence
is given by,
xm
d
= 0.67
√
G. (2.23)
At normal operating conditions in our chamber Po ≈ 52× 103 torr and Pb ≈ 10−5 torr.
For d = 100 µm, xm = 4.8 m, which is significantly longer than the length of the chamber!
This illustrates one of the advantages of a pulsed jet. The average ambient pressure in the
chamber is kept low –provided the vacuum pump can evacuate enough gas between pulses
allowing for a large pressure gradient– and the significant number density of each pulse
results in high signal-to-noise. However we must note that the above expression assumes
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the gas is not pulsed, though the G scaling becomes more favorable for a pulsed jet. It is
also assumed that the nozzle is purely convergent, ignoring the divergent shape at the exit
of the trumpet nozzle.
Another significant approximation made here is that the flow is continuous rather than
molecular. Assuming that the gas is ideal we can then approximate the expansive cooling
using the first law of thermodynamics and the ideal gas equation,
T
T0
=
1
1 + γ−1
2
M2
(2.24)
where T0 is the source temperature and γ = 1 + 2/f , f being the number of degrees of
freedom of the molecule comprising the gas. Calculating the Mach number as a function
of distance from the nozzle requires numerical integration of hydrodynamic flow equations.
However it can be approximated by a polynomial expansion the coefficients of which can
be read from tables for a gas of given γ 60. This suffices for a crude temperature estimate
and it turns out for atomic gases T/T0 ≈ .01 far away from the nozzle. For molecular
gases the cooling of internal temperature is driven by collisions and is more challenging to
estimate. To further complicate things as the gas expands and the number density drops
the gas approaches the ‘quitting surface’ where collisions cease leaving the internal degrees
of freedom ’frozen’ in a non-equilibrium state. The cooling therefore depends on the rate
of collision and the number of collisions that occur before freezing. Rotational cooling thus
turns out be more significant in heavier species as the rotational states are closely spaced
requiring fewer collisions to relax.
The cone shaped nozzle of the Even-Lavie valve provides enhanced cooling and beam
intensity61. The valve body contains a spring loaded plunger pushing against a polyamide
sealing gasket placed between the nozzle aperture and the plunger surface. The assembly sits
in a metal tube filled with the high pressure gas with ceramic holders on either end. The tube
is surrounded by a solenoid coil which carries a high current pulse (≈500 A) of µs duration
(≈ 7.2 µs for our experiments). While the magnetic field generated by the current pulse
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is present the plunger is pulled back letting gas flow into the chamber. The temperature
of skimmed beams of some seeded samples from this jet has been measure to be below
1 K59. About 1 mm from the nozzle we are able to experimentally determine the rotational
temperature of pure N2 and helium seeded C6H5I to be 20 K and 8 K respectively
62. After
the skimmer in the VMI chamber these drop to about 3 K and 1 K63. Measurements
presented later in this thesis estimate a temperature of 9 K for skimmed and helium-buffered
ethylene molecules.
2.3.2 Single Shot VMI Spectrometer
We use the technique of Velocity Map Imaging (VMI), originally conceived by Eppink and
Parker, to measure the alignment distribution of molecules64. Generally a VMI spectrometer
consists of a imaging detector and an electrostatic lens housed in an ultra-high vacuum
(UHV) chamber. The lens sends all particles with equal velocity components in the plane
of the detector to the same point on it. This ‘velocity focusing’ action is achieved by a three
plate lens consisting of repeller, extractor and ground plates. The ground plate is connected
to the wall of the chamber, and the repeller and extractor plates are connected via high
voltage feed throughs to a power supply outside the chamber. The voltage ratio between the
repeller and extractor for optimum velocity focusing was determined by Eppink and Parker
to be 0.71, though this may vary depending on the specific design of the spectrometer.
A schematic of our lens is shown in fig. 2.7. Gas from the Even-Lavie Valve is skimmed
through a 0.5 mm skimmer into a separate chamber containing the lens. The 1 mm hole in
the ground plate lets gas through into the spectrometer. An intense laser beam is crossed
with the gas sample which generates charged fragments that are accelerated by the focusing
field towards a 40 mm chevron stack microchannel plate (MCP) detector with a phosphor
screen behind it. The MCP converts a single particle or photon hit into a pulse of electrons
which are accelerated to the phosphor screen causing it to fluoresce with a lifetime of 120 ns.
Since fragments of different mass-to-charge ratio will differ in time of flight (TOF) a time
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gated voltage can be applied to the inner MCP plate in order to measure the velocity map
of a selected fragment ion. Typically the MCP is operated with -800 V on the front plate,
1200 V on the back plate and 4200 V on the phosphor with the duration of a few hundred ns
time gate on the front plate voltage.
Figure 2.7: A schematic of our VMI spectrometer. The spacing and inner diameters of
the plates and the applied volateges were determined by SIMION simulations performed by
Vinod Kumarappan. The voltages were fine tuned during the experiment to optimize velocity
focusing.
The light from the phosphor is detected by a 1280 × 1024 complementary metal oxide
(CMOS) chip camera (Basler A504k). Using only a portion of the CMOS chip allows the
camera to acquire images at a faster rate. Since our pulsed gas source operates at 1 kHz
we set the camera with an imaging lens at the appropriate distance (≈ 30 cm) from the
phosphor such that only a 500 × 500 area of the chip is illuminated allowing the camera to
acquire a single image for every gas pulse. 1 kHz transfer of these images onto a computer is
facilitated by a National Instruments frame grabber (PCIe 1429) connected to the camera
via camera link cables (640 MB/s). Only the positions of particle hits on the detector are
determined on-the-fly and saved. A Laplacian of Gaussian (LoG) filter is applied to the raw
image which smooths it and sharpens edges in order to to make hit counting more effective.
An intensity threshold is then applied to the image before hit positions, ellipticities and
areas are determined by an algorithm available with the Lab View Vision package. Any hit
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with area and ellipticity above a certain threshold is considered a double. These thresholds,
as well as the specific LoG filter and the intensity threshold are decided by collecting a large
number (≈ 5000) of raw images at very low count rates (≈ 10 hits/image) such that the
probability of a double hit is negligible. The entire analysis is run on each of these images
and the parameters varied until doubles constitute less than 0.5 % of the total counts.
The on-the-fly hit analysis is made possible by a dual quad core Dell T7400 workstation
using a producer-consumer model65,63 . Each core acts as a consumer and picks up an image
acquired by the camera (the producer) out of the buffer memory, analyzes it and saves the
hit positions to memory while the camera continually writes images to the buffer. Each
processor is sufficiently fast (3 GHz clock rate) to ensure that whole process can take place
at 1 kHz. Typical images are shown in chapter 3.
The spectrometer is also used in time-of-flight mode. In this mode 1700 V is applied
across the MCP (1700 V on the back plate with the front grounded) and the current from
the back plate is picked off through a resistive coupling box. A narrow peak in the voltage
across the resistor is observed when a charged fragment hits the detector. The arrival time
on the detector t is related to the mass-to-charge (m/q) ratio of the frament in the following
way64,
t = k
√
m
q
+ t0, (2.25)
where k and t0 are unknown constants. Given this equation the TOF axis can be calibrated
if the m/q for two fragments are known. The spectrometer is used in this manner for
experiments described in in chapter 5.
2.3.3 The Kansas Light Source
The gas pulse in the VMI spectrometer is intersected by laser pulses generated by the
Kansas Light Source (KLS). KLS produces pulses with a central wavelength of 790 nm and
bandwidth (FWHM) ≈ 32 nm, translating to a transform limited Gaussian pulse duration
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of about 30 fs. The pulses are generated at a repetition rate of 2 kHz with an energy of
2 mJ/pulse. A commercially purchased mode locked titanium doped sapphire (Ti-saph)
oscillator66,67 produces 300 mW pulses at 83 MHz with a central wavelength of 790 nm and
bandwidth ≈ 85 nm, translating to a transform limited pulse duration of about 11 fs. Two
of these pulses are picked every millisecond using a Pockel cell and are amplified to 2 mJ
using chirped pulse amplification68,67. The amplification occurs in a single stage consisting
of fourteen non-colinear passes through a liquid nitrogen cooled Ti-saph crystal pumped by
two counter propagating 532 nm picosecond pulsed lasers, each with a ≈20 W output. In
this mode the laser is gain saturated resulting in a ≤0.5% power fluctuation over a minute.
This output sustains over a period of about 8 hrs after which the dewar holding the liquid
nitrogen cooling the crystal must be refilled. All the experiments presented in this thesis
were performed with the KLS laser operating in this mode.
2.4 Summary
This chapter covered the fundamental quantum mechanics of an asymmetric rigid rotor and
its interaction with the electric field of a pulsed laser. The mathematical details of this
interaction and their physical consequences were analyzed through numerical simulations
for the asymmetric top ethylene. We would urge the reader to keep in mind the following
general characteristics of the dynamics of asymmetric top molecules — they are not of
a periodic nature, but may be approximately so for near symmetric tops and a linearly
polarized laser pulse excites ∆K = 2 transitions resulting in coherent rotation about χ,
which is not excited in symmetric molecules. The former is a result of the irregular spacing
of energy levels (cf. fig. 2.2) and is expressed as a de-phasing of the excited rotational wave
packet, and the latter is a result of the rotational asymmetry in the molecular frame and is
expressed as additional revivals occurring on the time scale of rotation about the molecular
axis. In the following chapter we examine the effect of exciting motion about the third Euler
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angle φ with the goal of determining a feasible route to three dimensional alignment.
We also described the fundaments of important experimental apparatus used in exper-
iments described the following chapters. In the next chapter we use the described laser to
induce 3D alignment in gas molecules from the Even-Lavie valve. The degree of alignment
is estimated by measuring the momenta of charged fragment produced by the laser.
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Chapter 3
Field-Free Three-Dimensional
Alignment
We begin this chapter with a brief survey of metrics used to quantify three dimensional
alignment, highlighting the various reasons why these are inadequate. We then develop a
new metric which lacks these inadequacies and increases monotonically as the distribution
approaches perfect 3D alignment. Additionally, the analytic form of the matrix elements of
the metric help elucidate the dynamics that need to be initiated to induce 3D alignment.
Numerical calculations with the near-prolate asymmetric top iodobenzene demonstrate the
effectiveness of the metric and also clarify the field-free rotational dynamics that can occur
after a 3D aligning pulse sequence. The understanding of the metric facilitates the develop-
ment of a scheme used to produce strong field-free 3D alignment (FF3DA), thus breaking a
long standing impasse in the field of molecular alignment. The scheme is developed theoreti-
cally and demonstrated experimentally employing the theoretical concepts and experimental
instrumentation described in the previous chapter.
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3.1 A new metric for 3D alignment
As described in the previous chapter 1D alignment is easily quantified using the metric
〈cos2 θ〉, θ being the polar angle of the molecular symmetry axis with respect to laser polar-
ization. This provides a single number that increases from 1/3 for an isotropic distribution
to 1 for a perfectly aligned ensemble. Further, numbers below 1/3 characterize planar
alignment perpendicular to the laser polarization, with a value of 0 indicating perfect anti-
alignment. Combinations of various expectation values have been used in the literature
to quantify 3D alignment, though no analogous single metric has been developed. As an
intuitive extension of 〈cos2 θ〉 to 3D alignment we may stipulate that 〈cos2 θ〉,〈cos2 φ〉 and
〈cos2 χ〉 being simultaneously equal to 1 indicates perfect 3D alignment and intermediate
values away from the isotropic values indicate weaker alignment. These are often used as
measures in the literature69,35,70. The pitfalls of this strategy are illustrated in Fig. 3.1. The
molecules in panel a) are strongly 3D aligned at θ = 20◦, φ = 0◦ , 180◦ and χ = 0◦, requiring
a single rotation of θ = 20◦ for each molecule to achieve perfect 3D alignment. Rotating
one molecule to φ and χ = 90◦ as in panel b) significantly reduces the values of 〈cos2 φ〉 and
〈cos2 χ〉, obliging us to claim by our measure that the 3D alignment is significantly degraded.
However both molecules are still a single 20◦ rotation away from the target distribution, and
therefore the degree of alignment is unchanged. Any similar measure constructed with in-
dependent expectation values of the cosines of the Euler angles will be similarly restrictive,
excluding distributions that are in fact 3D aligned.
Expectation values of the direction cosines 〈cos2 θij〉 where i = a,b,c and j = X,Y ,Z
are also used in numerous studies on 3D alignment8,71,72. θij are angles between lab and
molecular frame axes, therefore these expectation values measure the proximity of individual
lab and molecular frame axes. In order to determine the degree of 3D alignment it is
necessary to calculate multiple 〈cos2 θij〉 and due to the complexity of field-free asymmetric
top dynamics the degree of alignment is often unclear. A metric for 3D alignment analogous
to 〈cos2 θ〉 for 1D alignment can help untangle these complex field-free dynamics, as well as
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Figure 3.1: A depiction of the pitfalls of using squared cosines of the Euler angles as a
measure of 3D alignment. See text for the associated discussion.
provide a reliable quantifier for the degree of 3D alignment in theoretical and experimental
studies. In the following section we develop such a metric in the axis angle representation
of rotations.
3.1.1 Theoretical development of the metric
This section is an extended and edited version of the discussion published in Physical Review
A73.
The problem of specifying a metric for 1D alignment of linear molecules is particularly
simple. The space of possible orientations is the surface of a unit sphere. Since we are
interested in the displacement of the members of the molecular ensemble from a lab-fixed
axis, it is very convenient to chose this axis as the Z-axis, and then measure the geodesic
distance to each ensemble member on the unit sphere. This geodesic distance is quite
intuitive — the cosine of the polar angle θ gives the length of the great circle arc that takes
the z-axis to the Z-axis. The expectation value of cos θ is widely accepted as a metric for
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characterizing 1D orientation of molecules. With this choice, a value of 1 denotes perfect
orientation, and −1 denotes perfect anti-orientation. For 1D aligned distributions every
molecule at θ has an equivalent companion at pi − θ and we use 〈cos2 θ〉 instead of the
identically-zero 〈cos θ〉. In this case, perfectly aligned, perfectly anti-aligned and isotropic
distributions have 〈cos2 θ〉 = 1, 0, and 1/3, respectively.
Our goal is to specify a similar scheme for 3D alignment. We show here that the use of
the axis-angle representation of rotations in 3D is better suited for this purpose than either
the Euler angle or the direction cosine representation. In this representation, arbitrary
rotations are in terms of an angle and the unit vector along the axis of rotation. The cosine
of the angle δif is the geodesic distance between the initial orientation (θi, φi, χi) and the
final orientation (θf , φf , χf ), and is a metric on SO(3)
74, the group of rotations of rigid
bodies in space. In terms of the rotation matrices R(θ, φ, χ),
cos δif =
1
2
[
tr
(
RT (θi, φi, χi)R(θf , φf , χf )
)− 1] (3.1)
This metric does not depend on the choice of the coordinate system in which the Euler angles
are defined — the trace is invariant when the coordinate system is rotated. The angle δif
is in radians, and varies from 0 to pi. This angle is, thus, a natural choice for characterizing
the degree of three dimensional orientation and alignment of rigid molecules. The initial
orientation is the molecular frame (MF), and the final orientation is the lab frame (LF —
R(θf , φf , χf ) is the identity matrix in this case).
Two properties of the angle δ make it attractive as a measure of orientation of molecules
in space. First, although different vectors in the MF will be rotated by different angles, no
vector is rotated by an angle greater than δ. Therefore, δ is both the angle of a single rotation
to the target, and the worst possible separation of all MF axes from the corresponding LF
axes. The expectation value 〈cos δ〉 is, therefore, a good metric for 3D orientation. However
the metric in this form is not suitable as a measure of 3D alignment, as will be discussed
later.
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In terms of the Euler angles, the direction cosines and the Wigner matrix elements, we
have
cos δ = (cos θ + 1) [cos(φ+ χ) + 1] /2− 1 (3.2a)
= [cos θxX + cos θyY + cos θzZ − 1] /2 (3.2b)
=
[
D111(Ω) +D
1
00(Ω) +D
1
−1−1(Ω)− 1
]
/2 (3.2c)
The last form, derived using expressions for the rotation matrices from Zare50, is particularly
useful for computation in the symmetric top basis, used in the previous chapter for solving
the TDSE for rigid rotor dynamics.
Figure 3.2: Target orientations for 3D alignment depicted with ball and stick models of
3-Fluoroiodobenzene.
3D alignment requires that every molecule oriented with the lab frame has an equivalent
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companion a pi rotation away about any lab frame axis. This provides four target orientations
for 3D alignment, the lab frame and the coordinate axes generated by a pi rotation about
the X, Y and Z axes as shown in Fig. 3.2. An arbitrarily oriented molecule can be brought
into any one of these orientations by a single rotation. The angles of rotation into the target
orientation are labeled in Fig 3.2 as δ0 for rotation into the lab frame and δX ,δY and δZ
for rotation into the frames rotated about the X,Y and Z axes respectively. The rotation
matrices R(Θ) for the target orientations are diagonal, with elements (1, 1, 1), (1,−1,−1),
(−1, 1,−1) and (−1,−1, 1) along the diagonal, and expressions for cos δj are readily obtained
using Eqns. 3.1 and 3.2b.
cos δ0 = (1 + cos θ) [1 + cos(φ+ χ)] /2− 1 (3.3a)
cos δX = (1− cos θ) [1− cos(φ− χ)] /2− 1 (3.3b)
cos δY = (1− cos θ) [1 + cos(φ− χ)] /2− 1 (3.3c)
cos δZ = (1 + cos θ) [1− cos(φ+ χ)] /2− 1 (3.3d)
These equations can be recast as
cos(
δ0
2
) = cos(
θ
2
) cos(
φ+ χ
2
) (3.4a)
cos(
δx
2
) = sin(
θ
2
) sin(
φ− χ
2
) (3.4b)
cos(
δy
2
) = sin(
θ
2
) cos(
φ− χ
2
) (3.4c)
cos(
δz
2
) = cos(
θ
2
) sin(
φ+ χ
2
) (3.4d)
These are the well-known Euler parameters e0, e1, e2 and e3
75. The Euler parameters are
not independent of each other, and satisfy the relation
e20 + e
2
1 + e
2
2 + e
2
3 = 1. (3.5)
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In terms of the cos δj, this relation becomes
cos δ0 + cos δx + cos δy + cos δz = −2. (3.6)
It is clear that the expectation value of each cos δj for an isotropic distribution is −1/2.
Thus, on average, the angle required to rotate a molecule to any one of the target orien-
tations is 120◦. In fact, for any distribution with D2 symmetry, 〈cos δi〉 must all be −1/2.
Therefore, one of these functions alone is not suitable as a measure of 3D alignment. Fur-
ther, the cos2 δj do not have the same expectation value for each of the equivalent target
orientations rendering them unsuitable as a metric for 3D alignment for distributions lacking
D2 symmetry, such as a distribution of three dimensionally oriented chiral molecules
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The constraint in Eqn. 15 can be viewed geometrically as a plane in the 4D space
spanned by the cos δi’s. A point in this plane, (cos δ0,cos δX ,cos δY ,cos δZ), represents a
possible molecular orientation. By plugging in numbers for the cosines of the Euler angles
in Eqns. 6-9 we see that the points (1,-1,-1,-1), (-1,1,-1,-1), (-1,-1,1,-1), (-1,-1,-1,1) represent
the four target orientations and form vertices of the 4D plane. The radius of a 4D sphere
centered at the origin proves to be a good metric,
cos2 δ ≡ 1
4
[∑
i
cos δ2i
]
(3.7)
A scale factor of 1/4 is introduced to ensure that 0 ≤ cos2 δ ≤ 1. This metric has the
required symmetry— it treats the target orientations as equivalent — and the important
property that an increase in the value of the metric is accompanied by a reduction in the
distance to the nearest target orientation from all possible starting points. This property
can be visualized for the special case of 1D alignment. In this case there are only two target
orientations separated by a pi rotation. θ being the angle of rotation into the molecular frame,
the hyperplane Eq. 3.6 reduces to the line 1
2
(cos(θ) + cos(pi − θ)) = 0 in (cos(θ), cos(pi − θ))
space. The 3-sphere defining the metric reduces to a circle of radius R, 1
2
(cos2(θ) + cos2(pi−
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θ)) = R2, which trivially reduces to cos2 θ = R2, the widely used metric for 1D alignment.
Fig. 3.3 shows the line and a circle of radius 1/
√
2, with the target orientations marked.
The line represents all allowed values of θ and its intersection with the circle the specific
orientations associated with cos2 θ = 1/4 (R2 = 0.5). From any starting point on the line,
movement towards the nearest target results in a in increase of cos2 θ.This property applies
to the 3-sphere defined by cos2 δ = R2 and the 3D hyperplane defined by Eqn. 3.6.
Figure 3.3: A geometric representation of the 1D reduction of the metric.
In terms of the direction cosines, it is easily seen that
cos2 δ =
1
4
(
1 + cos2 θxX + cos
2 θyY + cos
2 θzZ
)
. (3.8)
In this form, several properties of 〈cos2 δ〉 are apparent. For perfect alignment cos2 δ = 1.
The expectation value of the function for a uniform distribution of molecules is 1/2, while
the minimum possible value is 1/4. The minimum is obtained for the worst 3D-aligned
molecules — at θ = pi/2, cos(φ+χ) = 0 and cos(φ−χ) = 0 — there are eight perfectly anti-
aligned orientations, and a 120◦ rotation about the unit vector (±√1/3,±√1/3,±√1/3) is
required to bring them into alignment with any of the four target orientations. If the z axis is
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perfectly aligned with the Z-axis, the x and y axes are necessarily confined to the XY plane.
If these axes are uniformly distributed in the XY plane, 〈cos2 θxX〉 = 〈cos2 θyY 〉 = 1/2.
In this case 〈cos2 δ〉 = 3/4. Thus, the difference between 1D and 3D alignment is just a
matter of degree — aligning only in one dimension brings the distribution closer to the
target distribution in 3D and should be considered a limited form of 3D alignment.
The matrix elements of cos2 δ in the symmetric top basis illuminate the rotational dy-
namics needed to induce 3D alignment. The procedure to find these is detailed in appendix A
and the result is simply quoted here -
〈
JKM | cos2 δ|J ′K ′M ′〉 = 1
4
+
[
1
4
δJJ ′δKK′δMM ′ +
1
4
√
2J + 1
2J ′ + 1
〈J,M ; 2, 0|J ′,M ′〉 〈J,K; 2, 0|J ′, K ′〉
]
+
[
1
8
√
2J + 1
2J ′ + 1
{[ 〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉 ]
×[ 〈J,M ; 2, 2|J ′,M ′〉+ 〈J,M ; 2,−2|J ′,M ′〉 ]}] (3.9)
Each matrix element splits into three terms. The constant 1/4 is the minimum value of
cos2 δ, reflecting the fact that no molecule is more than 120◦ away from perfect 3D alignment.
The second term reflects the alignment of the z-axis with the Z-axis, and is directly related
to the matrix element for cos2 θzZ . The coherences that contribute to this term involve
∆J = ±2 and ∆K,M = 0. The last term contains the contributions for coherences that
involve ∆K± 2 and ∆M = ±2. Since K and M are projection of J on z and Z respectively
this coherence corresponds to the coordinated motion of the molecules about the z and Z
axes. There is no contribution from coherences in which ∆K = ±2 or ∆M = ±2. These
coherences contribute to cos2 θxX and cos
2 θyY (cf. appendix A) but cancel out in cos
2 δ.
This elucidates an essential feature of 3D alignment: only coupled motion about the z and Z
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axes can contribute to 3D alignment.The absence of the third term, and the corresponding
uncoupled motion can be traced back to the D2 symmetry of 3D alignment. The value
of one of the cos δj (and hence 3D orientation) can be improved by uncoupled rotation
about either the z or the Z axes, but the requirement that a 3D alignment requires D2
symmetry introduces the three additional target orientations. Bringing molecules to each of
these orientations simultaneously necessitates coupled motion about the z and Z axes. This
feature is evident in Eqn. (3.3), where the Euler angles χ and φ —variables conjugate to K
and M respectively — appear only in pairs.
3.1.2 Numerical Example
We may now use Eq. 3.9 with the methods described in the previous chapter to calculate
〈cos2 δ〉 for a rotationally excited molecular ensemble. The results of TDSE calculations
for iodobenzene (rotational constants and polarizabilities provided in appendix C), a near-
prolate top, subject to a single linearly polarized pulse and two time separated orthogonally-
polarized pulses are shown in Fig. 3.4 for the direction cosines and in Fig. 3.5 for the metric.
Each pulse has a Gaussian temporal envelope with a duration(full width at half maximum of
the intensity) of 170 fs and a peak intensity of 8 TW/cm2. From Figs. 3.4 and 3.5 it is clear
that for a linearly polarized pulse 〈cos2 δ〉 reflects the behavior of 〈cos2 θzZ〉, indicating that
1D alignment brings the molecules closer to one of the target orientations for 3D alignment.
The changes in 〈cos2 θxX〉 and 〈cos2 θyY 〉 induced by a linearly polarized pulsed contribute
negligibly, if at all, in driving the molecules to 3D alignment.
For two crossed polarized pulses however, we see that the behavior of 〈cos2 δ〉 does not
reflect that of any individual direction cosine. Clearly, after the second pulse 〈cos2 θxX〉 and
〈cos2 θyY 〉 rise sharply indicating that the molecular x and y axes are being driven to the lab
X and Y axes. 〈cos2 θzZ〉 however begins to drop away after the second pulse indicating the
molecular z axis is being driven away from the lab Z axis. In this case, since the z axis of
iodobenzene rotates much slower than the other two axes, it has not strayed very far from
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Figure 3.4: The expectation values of the direction cosines after one linearly polarized pulse
and two cross polarized pulses for a thermal gas of iodobenzene molecules at 0.5 K. Adapted
from Makhija et al.73.
the Z axis when the other axes are at their peak alignment (at about 4.8 ps), thus producing
a 3D aligned population. This information can be easily gleaned from 〈cos2 δ〉 alone. We see
that after the second pulse 〈cos2 δ〉 rises sharply and peaks at 4.73 ps, indicating that the
second pulse drives the molecules further toward 3D alignment, and the best 3D alignment
occurs at 4.73 ps.
In the two pulse case 〈cos2 δ〉 has a unique revival structure as well. In the one pulse
case both 〈cos2 θxX〉 and 〈cos2 θyY 〉 show K type revivals (occurring at 50.3 ps) in opposite
directions. These do not appear in the 〈cos2 δ〉 trace indicating that these revivals do not
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Figure 3.5: The expectation values of the our metric after one linearly polarized pulse and
two cross polarized pulses for a thermal gas of iodobenzne molecules at 0.5 K. Adapted from
Makhija et al.73.
result from the coupled motion of the x and y axes. 〈cos2 δ〉 does shows J and C type revivals
(occurring at 377.3 and 353.8 ps respectively) mimicking those in 〈cos2 θzZ〉, signifying the
alignment of the z axis. In the two pulse case the K type revivals in 〈cos2 θxX〉 and 〈cos2 θyY 〉
are the in same direction and appear in 〈cos2 δ〉 as well, indicating coupled motion about
the z and Z axes. In addition, the fourteenth K type revival overlaps with the second J
type revival producing a sharp spike in 〈cos2 δ〉 at 710.2 ps representing a revival of the
initial 3D alignment. In general, 3D alignment revivals have to rely on such coincidences,
where two different types of revivals together involve all three molecular axes and occur in
close proximity to each other. Due to the finite temporal extent of the revivals, it is only
necessary for the revival periods to be approximately commensurate for these overlaps to
occur.In the manner of revivals in the 1D alignment of asymmetric tops, these 3D revivals
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will neither be complete nor truly periodic but might nevertheless be substantial.
Measuring 〈cos2 δ〉 is a challenge as it requires knowing the full orientation of the
molecules. However, the insight provided by the development of this metric proves use-
ful in developing an effective technique to induce field-free 3D alignment. The development
of such a technique has been a long standing problem in the field, as will be outlined in the
following section.
3.2 A Multi-pulse Method for field-free 3D Alignment
In this section we describe a new technique to achieve strong FF3DA. A report of the
experiment described here appears in Physical Review Letters 42.
3.2.1 Theoretical development
In the previous section we showed that two time separated orthogonally polarized impulsive
laser pulses can be used to generate field-free three dimensional alignment (FF3DA). This
technique was first shown to be effective using numerical simulations by Underwood, Suss-
man and Stolow8; and was subsequently experimentally demonstrated using sulfur dioxide
by Lee et.al9. Though effective, this method has a significant drawback. As evident in
Fig. 3.4, the alignment of the z axis begins to degrade. This precludes further enhancement
of the x and y alignment axes by subsequent pulses as they will further degrade the z axis
alignment. It has also been shown by Rouzee et. al that a single elliptically polarized can
be used to induce a weak degree of FF3DA72. Further, Pabst and Santra showed by numer-
ical simulation that a sequence of time separated identical elliptically polarized only induce
planar alignment of sulfur dioxide rather than FF3DA77. Here we show that the impasse
represented by Fig. 3.4 can be overcome by using a sequence of laser pulses of different po-
larizations, which need to be carefully chosen based on the symmetry of the molecule. We
also show, in contrast with the conclusion of Pabst and Santra, that a sequence of identical
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elliptically polarized pulses does induce FF3DA provided they are impinged on molecules
with the appropriate symmetry.
In order to understand how to avoid degradation of the z axis alignment in a multipulse
scheme we compare the matrix elements of cos2 δ in Eq. 3.9 to those of the interaction
potential of the laser pulse with the molecular polarizability derived in the previous chapter
and restated here -
〈JKM |V (t)|J ′K ′M ′〉 = −2piαI0(t)
√
2J + 1
2J ′ + 1
[
(2− 32X)√
6
〈J,M ; 2, 0|J ′M ′〉
[α20 〈J,K; 2, 0|J ′K ′〉+ α22(〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉)]
+
2X
2
(〈J,M ; 2, 2|J ′,M ′〉+ 〈J,M ; 2,−2|J ′,M ′〉)
[α20 〈J,K; 2, 0|J ′K ′〉+ α22(〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉)]
]
. (3.10)
The first pulse in the sequence used above is polarized along the Z axis, therefore X = 0
completely nullifying the second term (last two lines) on the right of Eq. 3.10. The remaining
first term contains coherences that involve ∆J = ±2 and ∆K,M = 0 also present in the
first term of the matrix element of cos2 δ and responsible for the alignment of the molecular
z axis. This term induces the 1D alignment evident in the orange curves in fig 3.4, with
the additional ∆K = ±2 coherences responsible for the K-type revivals and x and y axis
alignment seen in 〈cos2 θxX〉 and 〈cos2 θyY 〉. The following pulse in the sequence is polarized
along the X axis, therefore X = 1. This makes the term responsible for z axis alignment
negative, thus undoing the effect of the first term while simultaneously aligning the x and y
axes through the ∆K,M = ±2 coherences in the second term.This analysis of the two pulse
technique begs the question - can we find a second pulse that can simultaneously align the
x and y axes without effecting the z axis alignment induced by the first pulse? We could
then use multiple such pulses to sequentially improve the coordinated alignment of the x
and y axes without effecting the z axis alignment at all.
A brief examination of Eq. 3.10 reveals that if 2X =
2
3
the first term vanishes resulting in
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Figure 3.6: (a) Expectation values calculated using TDSE for iodobenzene molecules sub-
jected to two cross polarized pulses, with the peak of the second pulse arriving 3.8 ps after
peak of the first. Each pulse has a Gaussian temporal envelope with durations (full width at
half maximum of the intensity) of 170 fs and 75fs and peak intensities of 8 TW/cm2 and
20 TW/cm2. (b) The second pulse is changed to an elliptically polarized pulse with e2x =
2
3
,
and is separated by 2.5 ps from the first.
an interaction that has no effect on the z axis alignment while retaining the term responsible
for the x and y axes alignment. Panel (b) of Fig. 3.6 shows the effect of such a pulse pair.
Panel (a) is the same cross polarized pulse pair of Fig. 3.4. The elliptical pulse in (b) comes
1.3 ps earlier than the second pulse in panel (a) to emphasize the lack of perturbation
to the z axis alignment. After the second cross polarized pulse 〈cos2 θzZ〉 begins to fall
rapidly, however after the second elliptically polarized pulse of the same intensity and pulse
duration 〈cos2 θzZ〉 continues to increase while the x and y axes align as well. This allows
for the possibilty of subsequent elliptically polarized pulses arriving just before the peak
value of 〈cos2 δ〉 to improve the x and y axes alignment without perturbing the z axis. This
procedure also allows for the peak alignment of all three axes to be synchronized, greatly
boosting the degree of FF3DA.This alone substantially increases the value of 〈cos2 δ〉, but
we need not stop here. Instead of leaving the z axis undisturbed, we can reduce the value of
55
e2x further such that the z axis alignment improves with each subsequent pulse. We reduce
e2x for all the elliptical pulses sequentially and recalculate 〈cos2 δ〉 to find the pulse sequence
that yields the best alignment. In doing so we are essentially searching for a value of e2x
that accentuates terms in V (t) which correspond to coherences that occur in cos2 δ, while
diminishing those that do not.
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Figure 3.7: Expectation values calculated using TDSE for iodobenzene molecules subjected
to five pulses. The figure on the top left shows an Iodobenzene molecule with its a, b and c
axes..
Doing this for iodoebenzene we end up with a sequence of 4 elliptical pulses with e2x =
0.35 following a linearly polarized pulse. The results for this pulse sequence are plotted in
Fig. 3.7. Each pulse is timed to arrive just before the peak 3D alignment induced by the
previous pulses. Since the alignment peaks faster after each pulse we are obliged to stop
kicking when the time window after the pulse gets too short. As is evident from the figure
the alignment of all axes improves after each pulse.
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In the following sections we demonstrate the efficacy of this technique experimentally.
3.2.2 Experimental Demonstration
Figure 3.8: A drawing of our experimetal setup for FF3DA of DFIB.
A drawing of the experimental setup is shown in Fig. 3.8. The beam is first split into a
‘pump’ arm used for alignment and a ‘probe’ arm used for fragmentation by a 80/20 beam
splitter (BS) with 80 % of the energy sent to the pump and 20 % to the probe. The probe
beam is aligned through a 2 ns electronically controlled delay stage before it is expanded to
twice its original diameter of 1 cm and recombined with the pump beam on a 2 inch mirror
with a hole in the center. The diameter of the pump beam is shrunk from 1 cm to 0.6 cm
using a telescopic lens pair after which a sequence of beam splitters and delay stages split it
into three time delayed pulses. Two of the three pulses are recombined on a cube polarizer
with orthogonal polarizations, and sent through half and quarter waveplates subsequently
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resulting in circularly polarized pulses of opposite handedness. These are recombined with
the original, s-polarized pump beam on a BS that reflects 60 % s-polarized and 40 % p-
polarized light.This results in a sequence of pulses, the first linearly polarized defining the Z
direction and the next two elliptically polarized with 2X = 0.35 and 0.33 respectively. The
polarizations were chosen to be near the optimum calculated for Iodobenzene in the previous
section. The major axes of the elliptical pulses turn out be tilted with respect to the Z axis
due phases picked up by the s and p components from the 60% BS. This is compensated by
a tilted quartz plate added to the beam. Additionally the linearly polarized beam is also
sent through a cube polarizer before recombination in order to clean up the polarization
and stretch the pulse. The pulse durations as measured by cross-correlation with the 30 fs
probe pulse are 325 fs for the first pulse and 275 fs for the next two pulses. The pulses are
focused into the VMI spectrometer with a 35 cm focal length lens. The intensities estimated
by spot size measurements on a CCD camera are approximately 7 TW/cm2 for the first and
third pulses, and 10 TW/cm2 for the second pulse.
3.2.3 Results and Discussion
In the experiment we use 3,5 difluoroiodobenzene (DFIB), in which hydrogens in the 3,5
positions have been substituted by fluorines. Measuring the momentum distributions of
the fluorines upon Coulomb explosion facilitates estimation of the alignment of the molec-
ular plane. Substituting fluorines has a negligible effect on the polarizability tensor of the
molecule leaving the interaction Hamiltonian unchanged from iodobenzene in the above
calculation provided the same polarizations are used. However the rotational frequencies
are significantly slower, though this only effects the optimal timing of the pulses which is
determined during the experiment.
Fig 3.9 shows VMI images of singly charged iodine and fluorine fragments resulting from
the break up of 3,5 difluoroiodobenzene by the probe pulse. In both figures the probe
pulse is polarized perpendicular to the plane of the page. The images have been four-fold
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Figure 3.9: VMI images of I+ and F+ for an isotropically distributed gas of DFIB
molecules. The red circles mark the fragmentation channels used to estimate the degree
of alignment.
symmetrized in order to compensate for non uniformity in the detector gain. Assuming the
fragments fly off along the bond axes the increasing intensity towards the center in the I+
image and the donut shape in the F+ image indicate an enhanced fragmentation probability
for molecules aligned along the laser polarization. In images which include the pump pulses,
I+ images will always be shown with the polarization of the first pump pulse (the Z axis),
and therefore the major axes of the elliptical pulses aligned vertically in the plane of the
page. For the F+ images the vertical direction will indicate the direction of the minor axis
of the elliptical pulses (the X axis) and the Z axis will point into the page.
Fig 3.10 shows images after the first pump at a delay where the alignment is maxi-
mal. Shown alongside are the polarizations of the pump and probe and a cartoon of the
alignment distribution relative to the detector for each image. The I+ velocity distribution
becomes directed along the Z axis. Under the axial recoil approximation this represents the
distribution of the C-I molecular axes, thus indicating some degree of molecular alignment.
As an experimental estimation of the degree of C-I axis alignment we calculate 〈cos2 θ2D〉
in the marked outer ring of the image, where θ2D is the angle between the Z axis and 2D
velocity vector of an ion hit. The outer ring represents I+ breaking from a triply charged
molecule with a doubly charged partner. The F+ velocity distribution remains isotropic
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Figure 3.10: VMI images of I+ and F+ for a 1D aligned gas of DFIB molecules. Shown
alongside are the polarizations of the pump and probe and the alignment of the molecules
relative to the detector for each image.
within the marked ring, however the number of counts in the ring compared to those in the
central hole increases also indicating 1D alignment of the C-I axis with the molecular plane
spinning freely about the axis. Alignment of the plane is similarly estimated by 〈cos2 α2D〉.
Fig 3.11 shows a sequence of VMI images at the alignment maxima after each pump. The
timing of each pump after the first is determined by attempting to maximizing the paek
values of 〈cos2 θ2D〉 and 〈cos2 α2D〉 that follow. Clearly, the alignment of both the C-I axis
and the molecular plane is improved after each pulse. 〈cos2 θ2D〉 and 〈cos2 α2D〉 are plotted
in Fig. 3.12 for 1, 2 and 3 pulses. Note that the peak values of both coincide after third
pulse at 4.6 ps, where the maximum FF3DA is observed.
Though figs. 3.11 and 3.12 indicate a high degree of FF3DA, some ambiguity still exists
concerning the alignment of the C-I axis. Since the polarization plane is perpendicular to the
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Figure 3.11: VMI images of I+ and F+ from DFIB showing the peak alignment achieved
after one, two and three pulses.
plane of the detector, the distinction between 1D alignment and alignment of the C-I axis
in the polarization plane is precarious. To clarify this distinction we measured numerous
projections of the velocity distribution at the peak 1D alignment after the first pump and at
the peak FF3DA. Using these projections we tomographically reconstructed the 3D velocity
distribution using a filtered back projection algorithm available with the MATLAB image
toolbox63,78. This is conceptually similar to a x-ray CT scan, but rather than rotating the
detector, the polarizations of all the pulses are rotated with a step size of 2◦ and 90 I+ VMI
images are measured to reconstruct the normalized 3D distributions shown in Fig. 3.13.
The probe pulse used to measure these distributions was circularly polarized to ensure the
fragmentation is not selective in the polarization plane. The reconstructions also allow the
determination of 〈cos2 θ〉, θ being the angle between the 3D velocity vector of the fragment
and the Z axis. Provided the axial recoil approximation holds this is a direct reflection of
the degree of alignment of the C-I axis. 〈cos2 θ〉 = 0.65, along with the evident alignment of
the molecular plane shown in Fig. 3.11 unambiguously demonstrate FF3DA of the molecules
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Figure 3.12: 〈cos2 θ2D〉 and 〈cos2 α2D〉 for one, two and three pumps pulses.
at 4.6 ps.
Additionally we present calculations using the rigid rotor TDSE to supplement the ex-
perimental demonstration. Fig 3.14 shows calculations for the direction cosines 〈cos2 θiJ〉
and 〈cos2 δ〉 where i and J represent the molecules principal axes and the lab fixed axes
respectively, and 〈cos2 δ〉 is our metric for 3D alignment. Calculations for the three pulses
used in the experiment result in a peak 〈cos2 δ〉 value of 0.71, which to the molecule, on
average, being not more than a single 32.6◦ rotation away from one of the target orientations
for 3D alignment. However, the calculated and measured values of 〈cos2 θaZ〉 of 0.65 and
0.70 do not agree indicating that the measured distribution may not be as well 3D aligned.
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Figure 3.13: Retrieved 3D velocity distributions of I+ at the peak alignment after one pulse
(left) and three pulses (right). A reduction in the number of counts perpendicular to the
alignment axis indicated an increase in the degree of alignment along the Z axis. Reproduced
from Ren et al.42
This disagreement likely results from the fact the calculations neglect the spatial intensity
distribution of the pump pulses at the interaction region, and that the polarizability values
used are those of iodobenzene. Additionally, a rotational temperature of 1 K is assumed
without independent corroboration and the selectivity of the probe pulse is not taken into
account. We also show the potential for further improvement of the FF3DA demonstrated
experimentally by adding a fourth pulse in the calculation. We would also like to emphasize
that important parameters such as the pulse timings and ellipticities in both calculations
and experiment are ‘hand tuned’. This being the case we would be surprised if experimental
or theoretical efforts employing optimization algorithms to tune these parameters could not
do better.
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Figure 3.14: Calculated expectation values of the direction cosines and cos2 δ for the sequnce
of pulses used in the experiment assuming a rotational temperature of 1 K.
3.3 Symmetry Considerations
As explained in chapter 2 (cf chapter 2 Fig 2.2) asymmetric tops can range from near
prolate to near oblate depending on the values of the rotational constants. Ray’s asymmetry
parameter is often used to quantify where between the two symmetric limits the top lies.
In terms of the rotational constants it is written as -
κ =
2B − A− C
A− C . (3.11)
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κ = −1 for a prolate top and 1 for an oblate top, and tops with κ < 0 are often referred to
as prolatelike while those with κ > 0 are oblatelike . We introduce an analogous parameter
to characterize the symmetry of the polarizability tensor -
κpol =
2αb − αa − αc
αa − αc (3.12)
where the αi are the polarizabilities along the a,b and c molecular axes. Iodobenzene and
DFIB have a value of κpol = −0.091 (prolatelike). For molecules with κpol > 0 we must
reassess the role of the first pulse. For κpol < 0 , the most polarizable z axis is unique and
is picked out easily by the first linearly polarized pulse. In the κpol > 0 case however the
z axis finds a close companion in the x axis and it is the y axis that is unique in having
a significantly weaker polarizability than z and x. In this case a linearly polarized pulse
cannot pick out the z axis, but an elliptically polarized can bring the molecule to the plane
of polarization35,72,77, thus picking out the y axis to be aligned along the laser propagation
direction. Therefore, for molecules with oblate polarizability the first pulse must be replaced
by an elliptically polarized pulse, keeping the rest of the procedure the same.
3.3.1 Thiophene
We demonstrate this numerically using the rotationally prolatelike thiophene molecule which
has an oblate polarizability tensor with κpol = 0.50. The same prescription is followed here
except for the fact that we start with pulses having equal 2X , and sequentially increase or
decrease the value such that 〈cos2 δ〉 increases. The result of this procedure is shown in
Fig. 3.15. After the five aligning pulses 〈cos2 δ〉 = 0.78. As previously demonstrated77 a
sequence of elliptically polarized pulses does not induce FF3DA in sulfur dioxide. We show
by the example of thiophene that such a pulse sequence can induce FF3DA provided the
polarizability and inertia tensor of the molecule have the correct symmetry. Preliminary
calculations indicate that neither pulse sequence is effective for rotationally oblatelike tops.
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Figure 3.15: Expectation values calculated using the TDSE for thiophene molecules sub-
jected to five pulses. The figure on the top left shows a thiophene molecule with its a, b and
c axes.
Generalizing the concepts presented here using symmetry arguments may therefore be a
task worth attempting.
3.3.2 Uracil
We may go a step further with rotationally prolatelike molecules and study cases for which
the polarizability tensor is not diagonal in the principal axes frame. The RNA base uracil
is an example of one such molecule. The axes of most and intermediate polarizability (z
and x respectively) are in the molecular plane but rotated away from the a and b axes
by approximately 4◦, and the y and c axes are coincident. Rotating the polarizability
tensor into the principal axes frame introduces the additional elements α21 = −α2−1 to the
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Figure 3.16: Expectation values calculated using the TDSE for Uracil molecules subjected
to five pulses. The figure on the top left shows a uracil molecule with its a, b and c axes.
spherical polarizability tensor. Using equation 2.12 from chapter 2 yields the interaction
potential which now includes terms that excite the coherences ∆K = ±1, reflecting the
broken symmetry in the molecular frame. Fig 3.16 shows our multipulse prescription applied
to uracil. Since uracil has an oblatelike polarizability (even in the principal axes frame),
we used an all elliptic pulse sequence. The ellipticity of the pulses was varied in steps and
chosen to maximize 〈cos2 δ〉 which reaches 0.81 indicating that on average the molecules are
less than a single 26.5◦ rotation away from perfect FF3DA. Since the FF3DA persists for
about 0.5 ps it could in principal be used in experiments to help illuminate the fast decay
of excited uracil molecules, which is a subject of much debate and sometimes controversy
in the photochemistry community44,79,80.
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3.4 Summary and Conclusion
In this chapter we developed a new metric for 3D alignment – a single number that indicates
the degree of 3D alignment achieved in an experiment or numerical simulation. Perhaps the
most valuable insight gained from this development is the nature of the rotational dynamics
that need to be induced in order to improve the degree of 3D alignment – the motion of the
molecules about their own axes and the space fixed axis must be coordinated. This insight
was then applied in the implementation of a scheme to strongly 3D align molecules under
field-free conditions. We also discussed the potential and limitations of this scheme.
The possibility of using the metric to optimize FF3DA in an experiment using a feedback
algorithm begs the question – Can it be measured? As previously mentioned this requires
measuring the full orientation of the molecule, which for some molecules is possible using
coincidence techniques under the axial recoil approximation. However the time required to
make such measurements precludes their application in such an optimization experiment.
In the next chapter we endeavor to find a physical quantity that can be measured relatively
quickly and corresponds to 〈cos2 δ〉.
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Chapter 4
An Optical Measurement of
Molecular Alignment
In this chapter we present a search for a measurable quantity that that reflects the degree
of 3D alignment of a distribution. As a candidate we chose Degenerate Four Wave Mix-
ing (DFWM), a nonlinear process in which three optical waves of the same frequency mix
in a material to generate a polarization which also oscillates at the same frequency emit-
ting a fourth optical wave. The characteristics of the fourth optical wave – intensity and
polarization– depend on the symmetry of the material, therefore we expect to be able to
track the symmetry of a gas as it varies from isotropic to 1D aligned to 3D aligned by mea-
suring the DFWM signal. Though we are unable to show that the signal and the metric are
mathematically equivalent, we observe hints that the correct combination of polarization
components of the signal may directly reflect the degree of 3D alignment of the sample.
The experimental methods and theoretical concepts developed here also serve as tools for
experiments detailed in the next chapter.
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4.1 Introduction
The general idea behind optical measurements of alignment is that the linear and non-linear
optical properties of a material depend on its symmetry81. A gas of isotropically distributed
molecules has no preferred direction. However if the molecules are aligned, optical properties
along and perpendicular to the axis of alignment differ; the gas mimics a birefringent crystal.
This fact was first exploited by Heritage, Lin and Gustafson to measure rotational revivals
in carbon disulfide39. A weak pump pulse excited specific rotational states in CS2. A weak
time delayed probe pulse with its polarization rotated by 45◦ was sent through the gas and
then through a polarizer with its axis orthogonal to the probe polarization. The intensity
of light transmitted through the polarizer indicates the birefringence, and thus alignment,
induced in the vapor. The same technique was use by Renard et al. to measure impulsive
alignment82. Other optical measurements followed suit83,84.
We would like emphasize that optical measurements of alignment have some significant
advantages over the VMI measurement used in the previous chapter – they are independent
of the axial recoil approximation, they can be used in dense samples and they directly probe
the three dimensional moments of the distribution,i.e. 〈cos2 θ〉 rather than 〈cosθ2D〉 . The
specific advantages of DFWM will be highlighted in the following section.
4.1.1 Degenerate Four Wave Mixing
To the first order, light impinged on a material generates a polarization that is proportional
to the electric field. This polarization is responsible for all the linear optical properties of the
material such as the refractive index, and the light emitted by this polarization has the same
frequency as the incoming light. However, if the light field is strong enough the generated
polarization may be proportional to the square or cube of the incident field, and therefore
generate radiation at frequencies different from that of the incident light. In general then
the polarization may be written as a Taylor expansion in the incident field85. Here we will
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focus exclusively on the third order term,
P
(3)
i (ω4,kp) = χ
(3)
ijklEj(ω1,k1)Ek(ω2,k2)El(ω3,k3), (4.1)
where the Cartesian indices ijkl represent polarization components of the fields E(ωm,km)
and the polarization P(3)(ω4,kp), ωm and km are the field frequencies and propagation
vectors, ω4 and kp being the oscillation frequency and wave vector of the polarization. χ
(3)
ijkl
is a material dependent fourth rank tensor, called the third order susceptibility tensor,
which characterizes the third order response of the material. We would like to remind
the reader that the Einstein summation convention always applies unless specified. The
susceptibility must be a tensor since the response of the material can be different in different
directions, however the majority of the 81 elements are zero when the symmetry of the
medium is considered. We may write the field components in the form Ej(ωm,km) =
A
(m)
j exp[i(km ·r−ωmt)]+ (complex conjugate) where Aj is the amplitude of the component.
Adopting the convention that a negative frequency corresponds to the complex conjugate
and substituting this in eq 4.1 results in several frequency components for the polarization
and thus the generated light. We state only a few interesting cases here,
P
(3)
i (3ω1) = χ
(3)
ijjj(A
(1)
j )
3 exp[i(3k1 · r− 3ω1t)],
P
(3)
i (ω1 + ω2 + ω3) = χ
(3)
ijklA
(1)
j A
(2)
k A
(3)
l exp[i((k1 + k2 + k3) · r− (ω1 + ω2 + ω3)t)],
P
(3)
i (ω1 − ω2 + ω3) = χ(3)ijklA(1)j A(2)k A(3)l exp[i((k1 − k2 + k3) · r− (ω1 − ω2 + ω3)t)],
(4.2)
The first of these represents third harmonic generation, since the frequency of the generated
light is triple the frequency of the incident light.The second represents a process in which
three incident fields of frequencies ω1, ω2 and ω3 generate radiation at the sum of the three
frequencies. The third represents a process known as Coherent Anti-Stokes Raman Scat-
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Figure 4.1: Photon pictures for (a) CARS and (b) DFWM
tering (CARS) or Coherent Stokes Raman Scattering (CSRS), in which light at frequency
ω1 is absorbed, followed by emission at ω2, then absorption at ω3 and finally emission at a
blue (anti-Stokes) or red (Stokes) shifted frequency ω4
86. A photon diagram of this process
is shown in panel Fig. 4.1 (a). As is evident the frequency of the emitted light depends on
the spacing of energy levels in the material – ω4 = ω3 + ∆E. As a result CARS and CSRS
prove to be invaluable spectroscopic tools, especially since transitions that are one-photon
forbidden can be accessed86,87,88,89.
Our laser produces pulsed light at 790 nm with a bandwidth (FWHM) of 32 nm. When
these pulses are incident on a gas sample CARS can occur via mixing of different frequency
components within the bandwidth. However the process in panel (b) of Fig. 4.1 in which the
photon frequencies are degenerate is significantly faster as it involves no resonant excitation,
and thus dominant. CARS and CSRS spectroscopist work hard to eliminate this contribu-
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tion from their measurement, but this is the contribution in which our interest lies. Setting
ω1 = ω2 = ω3 = ω in the CARS polarization gives the polarization for this process which
also oscillates at ω, and hence the process is termed Degenerate Four Wave Mixing (DFWM)
. Note that this does not necessarily mean k1 = k2 = k3 since we may split our laser beam
into three weaker beams which propagate in different directions and combine at the gas
target to generate the third order polarization. In Eq. 4.2 the generated polarizations have
wave vectors which are different combinations of the input wave vectors. Therefore, provided
directions of prorogation of all the three incident light waves are different, the direction of
the emitted light in the case of third harmonic generation, sum frequency generation and
CARS or CSRS will be different. Specifically, for any nonlinear process light will be emitted
in a direction specified by the ‘phase matching’ condition kp = k4, k4 being the wave vector
of the emitted light wave and kp being the polarization wave vector controlled by the wave
vectors of the incident light. We use BOXCARS phase matching depicted in Fig. 4.2 in
which the three input beams occupy three corners of a square on a focusing lens89. The
beams then focus at the same point and the DFWM signal is emitted at the fourth corner
of the square in accordance with the phase matching condition k4 = k1 − k2 + k3. DFWM
can therefore be a background free measurement, a significant advantages over other optical
techniques.
The polarization for CARS in eq 4.2 with ω1 = ω2 = ω3 = ω can be substituted in
Maxwell’s wave equation to generate a solution for the emitted optical wave. Under the
slowly varying envelope approximation and assuming that the energy lost by the input
waves is negligible, the amplitude of the emitted wave is given as follows,
A
(4)
i =
3iω4
2n4c
χijklA
(1)
j A
(2)
k A
(3)
j L (4.3)
where n4 is the refractive index of the medium at ω4, c is the speed of light and L is the
length of the medium along the phase matching direction. A detailed discussion can be
found in chapter 10 of Boyd85. The relatively low number density in the experiment allows
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Figure 4.2: DFWM in the BOXCARS phase matching geometry.
for this approximaion. Our central concern is that the intensity of the signal is proportional
to the square of a susceptibility tensor element. Since the symmetry of the medium changes
as the gas goes from isotropic to 3D aligned we expect the susceptibility to vary while
all the other parameters remain constant. We will discuss the exact connection between
the orientation of molecules in a gas and the susceptibility in section 4.2.2 discussing the
modeling of the experimental data. In the next section we describe the experimental setup
used to measure the DFWM signal from aligned molecules.
4.2 Measuring alignment with DFWM
In the experiment we use a single 790 nm, 18 TW/cm2 60 fs pump pulse to populate
a rotaional wave packet in iodobenzene. We track the evolution of the molecular axis
distribution with three temporally and spatially overlapped 30 fs pulses in a BOXCARS
configuration that are delayed with respect to the pump pulse. The experimental setup is
shown in Fig. 4.3. Unlike the VMI experiment this experiment is performed 1 mm from
the exit of nozzle of the 1 kHz pulsed jet, since the generation of the signal is a manifestly
macroscopic process requiring a larger number of molecules. The pump and probe beams
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Figure 4.3: A drawing of the experimental setup for measuring molecular alignment with
DFWM. The ‘before interaction’ photograph shows the input DFWM beams with the align-
ment beam in the center and the ‘after interaction’ photograph, taken after the focus, shows
the input beams with the signal generated from air at the fourth corner of the square.
are derived from the 2 mJ, 30 fs, 2 kHz KLS pulses using a 50/50 beamsplitter. The four
DFWM beams are then derived from a single probe beam which is expanded to a diameter of
2 inches and incident on an 2 inch mirror with a hole in the center followed by a 50×50 mm
aluminum mask with three 8 mm holes drilled at three corners of a 10×10 mm square. The
loss in intensity through the mask also ensures that each pulse independently is too weak
to excite any third order processes in the medium. The use of such a mask also obviates
the need for careful alignment of the DFWM beams as they are automatically spatially
and temporally overlapped and jitter free. The pump beam is sent through the 6 mm hole
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in the mirror and then through a 6 mm hole drilled in the center of the aluminum plate.
All the beams are focused by a 2 inch diameter, 35 cm focal length lens with the pump
at the center. A second 35 cm lens after the chamber collimates the beams, after which
an iris selects the DFWM signal. A 20 cm lens then images the interaction region on a
50 µm pinhole after which the signal is incident on an avalanche photo detector (APD). The
cube polarizer before the pinhole is used to select the polarization component of the signal.
Photographs of the beams before and after the interaction region are shown in Fig. 4.3,
where the visible DFWM signal is generated from air at atmospheric pressure. This signal
is used to align the detection optics.
Figure 4.4: A depiction of the role of the chopper in the experiment along with the sig-
nals generated as a result of the different repetition rates of the laser, gas jet and chopper
The analyzed signal is proportional to the ratio of susceptibilities of an aligned gas and an
isotropic gas.
The addition of an optical chopper in the pump beam allows for real time normalization
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of the signal.The chopper runs at 500 Hz blocking two consecutive pulses and letting the
next two through. The pump pulse train thus consists of pairs of pulses with each pair
separated by 1 ms with a spacing of 500 µs between pulses in each pair. With a probe
pulse arriving at the interaction region every 500 µs and a gas pulse arriving every 1 ms, we
measure four different signal pulses separated by 500µs – (1) signal with the pump unblocked
and gas pulse present, (2) signal with the pump unblocked and no gas, (3) signal with the
pump blocked and gas present and (4) signal with the pump blocked and no gas. (1) is the
DFWM signal from the rotational wave packet, (2) serves as a measure of the background
with the pump pulse present (3) is the DFWM signal from an isotropic gas sample and (4)
is a measure of the background without the pump. The signal is background subtracted
and normalized – (1)−(2)
(3)−(4)– and is equal to the ratio of the time dependent susceptibility of
the rotationally excited gas to that of an isotropic sample – (χijkl(t)/χijkl(iso))
2. Fig. 4.4
depicts the operation of the chopper and the resulting area of the signal pulse on the APD
as a function of time.
The signal area is measured by sending the APD signal into a Stanford Research Systems
(SRS) gated integrator triggered by the laser at 2 kHz. The signal output of the integrator
as well as a 2 kHz digital output that is high when the integrator is busy are transfered
to a computer via a National Instruments data acquisition card (DAQ card). The chopper
and gas jet are triggered at 1 kHz by a SRS delay generator which is triggered by the laser
and internally divides the 2 kHz rate to 1 kHz. The digital output from the channel used
to divide the rate is also read by the DAQ card. The chopper internally divides the 1 kHz
trigger to 500 Hz and provides a synchronized reference output which is also sent to the
DAQ card. The three digital signals are used to segregate the integrated APD signal into
the four signals in Fig. 4.4 and calculate the normalized signal on-the-fly.
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Figure 4.5: The normalized DFWM signal from a rotationally excited gas of iodobenzene
molecules. The observed rotational coherences are marked and the inset zooms in on the
K-type coherences.
4.2.1 Results and Discussion
Fig. 4.5 shows the DFWM signal from a gas of iodobenzene molecules as a function of
the delay between the pump and the DFWM pulses. The DFWM pulses are polarized
parallel to pump beam (in the Z direction) as is the measured component of the signal.
Each data point is averaged over 1000 cycles of four pulses each. When the pump arrives
before the probe (negative delays) the signal is near 1 since the molecules have not been
rotationally excited. After the pump pulse the signal rises sharply indicating that the χZZZZ
78
susceptibility component of the gas is increasing. As we know from calculations presented in
the previous chapter this corresponds to the molecular a-axis (C-I axis) aligning along the Z
axis (c.f. 〈cos2 θzZ〉 in Fig. 3.4, chapter 3), indicating that χZZZZ for iodobenzene increases
as the molecular a-axis comes into alignment. We also observe the J and C-type revivals of
a-axis alignment at the expected delays. However, we additionally observe K-type revivals
spaced by 50.3 ps only observed in 〈cos2 θxX〉 and 〈cos2 θxX〉 in the calculations in chapter 3
(c.f Fig. Fig. 3.4 therein). This is a clear indication that the measured signal is sensitive to
the rotational motion of the b and c molecular axes as well. This is another reason for the
choice of DFWM as a potential measure of 3D alignment. It is the lowest order nonlinear
process that is sensitive to 3D rotational motion.
4.2.2 Modeling the Data
In attempting to understand the origin of this sensitivity we must begin with the molecular
frame dipole and its interaction with the laser fields. Like the polarization of macroscopic
materials the molecular dipole can also be expanded as a Taylor series in the electric field,
with the induced third order dipole given by,
µ
(3)
i (ω4,kp) = γ
(3)
ijklEj(ωm,km)Ek(ωn,kn)El(ωo,ko). (4.4)
Here γijkl is the second molecular hyperpolarizability tensor. Since the molecule is sym-
metric under the C2v point group only 6 unique tensor components remain and degeneracy
of the field frequencies adds 15 non-unique components90. The tensor must be calculated
using quantum chemical methods, but those for iodobenzene have been calculated by Mat-
suzawa and Dixon91. They are tabulated in appendix C. The polarization is given by the
average of the dipole in the lab frame, thus rotating this tensor to the lab frame and aver-
aging over all molecular orientations gives the susceptibility tensor. Calling the lab frame
hyperpolarizability [γijkl]
L we can rewrite Eq. 4.1 as,
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P
(3)
i (ω4,kp) =
Nb
0
〈
[γijkl]
L
〉
Ej(ωm,km)Ek(ωn,kn)El(ωo,ko),
[γijkl]
L = RimRjnRkoRlpγmnop. (4.5)
where Nb is the number density of molecules, 0 is the permitivity of free space and the
Rij are elements of the 3D rotation matrix. For our experiment the angle brackets refer
to an average over the rotational wave packet at each time delay, which can be calculated
using the method detailed in chapter 2. Specifically, the expectation value of a lab frame
component of the hyperpolarizability tensor can be calculated using Eq. 1.20 and 1.21 from
chapter 2 provided its matrix elements in the |JKM〉 basis are known. These are easier to
determine if we transform both tenors to spherical tensors,
γjm = C
ijkl
j,m γijkl,
χjm(t) =
〈
[γjm]
L
〉
(t) =
〈
Djm,m′
〉
γjm′ ,
χijkl(t) = C
j,m
ijklχ
j
m(t) (4.6)
Since these are fourth rank tensors j = 0, 1, 2, 3, 4 and m = −j,−j + j, ..0, ..j − 1, j for
every j and t is the time delay after the pump. We state the conversion for the measured
component χZZZZ here giving expressions used to calculate the conversion coefficients in
appendix B,
χZZZZ(t) = 0.338061
〈
[γ40 ]
L
〉
(t)− 0.918645 〈[γ20 ]L〉 (t) + 0.668219 〈[γ00 ]L〉 (t). (4.7)
We therefore need to calculate the three time dependent expectation values in the above
equation to simulate our data. Further, since we measure the square of the susceptibility
component we square the lab frame hyperpolarizability matrices before calculating the ex-
pectation values. (χZZZZ(t)/χZZZZ(iso))
2 is plotted in blue in Fig. 4.5 over the data. The
intensity and rotational temperature were adjusted to achieve satisfactory agreement be-
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tween the data and calculation resulting in a temperature of 8 K. This may be considered as
an experimental estimate of the rotational temperature showing that the experiment serves
as a rotational thermometer. The associated calculated value of 〈cos2 θ〉 at the alignment
peak is 0.51, providing an estimate of the degree of alignment.
The origin of the K-type revivals can be elucidated by writing the relevant matrix
elements of the lab frame hyperpolarizability,
〈JKM | [γj0]L |J ′K ′M ′〉 =
√
2J + 1
2J ′ + 1
〈J,M ; j, 0|J ′M ′〉 〈J,K; j, k|J,′K ′〉 γjk. (4.8)
For j = 2 and j = 4, k = −2,−1, ..., 2 and k = −4,−3, ..., 4 respectively. χZZZZ is therefore
sensitive to coherences between states in the wave packet that have K values different by
0, 1, 2, 3 and 4. Since states with ∆K = ±2,±4 participate in K-type revivals, they are
observed in the measurement. Though the measurement is sensitive to odd ∆K coherences
none are excited by the pump interaction Hamiltonian as discussed in chapter 2. Also note
that squaring the matrix adds j = 8 and 6 and ∆K = ±6,±8 which also contribute to the
K-type revivals. We also see however that χZZZZ is not sensitive to any ∆M coherences.
As we learned in the previous chapter a measure of 3D alignment must be sensitive to both
∆K and ∆M coherences. We must therefore attempt to measure other components of the
susceptibility tensor.
4.2.3 The possibility of measuring 3D alignment
Another component that is easily accessible given our experimental setup is χXXXX . We
simply rotate the polarization of all the DFWM beams by 90◦ using the λ/2 plate in the
probe beam and rotate the polarizer in the signal by 90◦ to detect the X component.
Additionally, we split the pump pulse into two time delayed perpendicularly polarized pulses
by sending it through a pulse shaper. The design and construction of the shaper will not
be presented here since it has been the subject of a previous thesis63. Briefly, the spectrum
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of the pulse is horizontally dispersed by a 1200 lines/mm grating after which its vertical
dimension is focused by a 35 cm focal length cylindrical mirror through a dual mask liquid
crystal spatial light modulator. The beam is then re-collimated by another cylindrical
mirror-grating pair. The controllable axes of each liquid crystal mask are perpendicular and
at 45◦ to the polarization of the input light allowing a different linear phase to be added to
each component producing two time delayed cross polarized pulse. The time delay can be
controlled by the phase difference between the components.
Figure 4.6: Normalized DFWM signals for the ZZZZ and XXXX susceptibility components
from iodobenzene aligned with one pulse and two orthogonal time delayed pulses. The first
is a 4.6 TW/cm2, 340 fs pulse and the second is a 12 TW/cm2, 130 fs pulse.
Delay scans between the pumps and DFWM pulses for the χXXXX and χZZZZ compo-
nents are shown in fig 4.6 for a 3.2 ps separation between the pumps. The only apparently
noticeable behavior is that χXXXX has an opposite alignment dependence to χZZZZ . We
may calculate χXXXX by first writing it in terms of spherical hyperpolarizability tensor
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components as follows,
Figure 4.7: Calculated sum of the XXXX and ZZZZ susceptibilty components compared
with 〈cos2 δ〉 for the experimental pulses, but separated by 2.6 ps.
χXXXX = 0.179284
〈
[γ40 ]
L
〉
+ 0.649579
〈
[γ20 ]
L
〉− 0.649579(〈[γ22 ]L〉+ 〈[γ2−2]L〉)
+0.25(
〈
[γ44 ]
L
〉
+
〈
[γ4−4]
L
〉
)− 0.188982(〈[γ42 ]L〉+ 〈[γ4−2]L〉) + 0.631476 〈[γ00 ]L〉 . (4.9)
The matrix elements for γjm’s with m = ±2 and ±4 include ∆M = ±2,±4 coherences,
however these are paired with any of the possible ∆K coherences including ∆K = 0. As
we discovered in the previous chapter a measure of 3D alignment must be sensitive only
to coherences in which M and K change together. One may hope however that the cou-
pled terms dominate, but each term is weighted by the cartesian-to-spherical conversion
coefficients and components of the molecular hyperpolarizability making the terms hard
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to untangle. This becomes even harder when we consider that the relevant quantities are
squares of the matrices. Further, from the experimental data it appears that χ2XXXX de-
creases as the molecules align with the Z-axis, and then beings to increase after the second
pulse when presumably the molecules approach some degree of 3D alignment. A similar
but opposite inversion behavior is also observed in χ2ZZZZ . Neither of these therefore is a
suitable measure of 3D alignment, but perhaps some combination of the two will suffice.
Figure 4.8: Normalized DFWM signals for the ZZZZ and XXXX susceptibility components
added together from iodobenzene aligned with one pulse and two orthogonally time delayed
pulses.
We explore the most obvious combination – (χ2XXXX + χ
2
ZZZZ). Since calculating the
squares is an expensive proposition we calculate (χXXXX + χZZZZ) for pulse intensities
used in the experiment, but for a pulse seperation of 2.6 ps at a temperature of 0.05 K.
This is plotted in Fig. 4.7 with 〈cos2 δ〉 for the same pulse parameters and temperature.
Clearly, both curves peak at the same time delay of about 3.7 ps. This indicates that
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terms in (χZZZZ + χXXXX) relevant for 3D alignment do in fact dominate for iodobenzene.
Fig. 4.8 shows the corresponding measured curves for 1 pulse and 2 pulses. The behavior is
qualitatively similar to the calculation with the signal increasing after second pulse. However
it does fall away much faster after the peak, likely to due the 8 K rotational temperature as
opposed to 0.05 K. Though preliminary, this is an indication that (χ2XXXX + χ
2
ZZZZ) may
directly reflect the 3D alignment of the distribution.
4.3 Summary and Conclusion
In this chapter we explored the possibility of using DFWM as a measure of 3D alignment. We
measured delay dependent changes in components of the third order susceptibility tensor of
a molecular gas rotationally excited by a separate pump beam. Selecting polarizations of the
DFWM and signal beams allowed us to select the measured susceptibility component. We
found that the component for which the DFWM and signal beams have the same polarization
as the pump beam –χZZZZ – increases in concert with the degree of a-axis alignment and
exhibits K-type revivals which indicates that it is sensitive to the rotational motion of the
b and c axes as well. Matrix elements of the component in the |JKM〉 basis explain why
these revivals are observed, however they also show that this component alone cannot serve
as a measure for 3D alignment. We then measured the component for which the DFWM
and signal beams are polarized perpendicular to the pump beam – the χXXXX component.
Without rigorous proof, but through numerical simulation and qualitative comparison with
measurement we found that the sum of the measured components –χZZZZ + χXXXX– may
serve as a measure of 3D alignment.
An essential advantage of developing such a measurement scheme is that since a single
measurement (1000 cycles) of the DFWM signal takes about 350 ms, it can be combined
with a feedback algorithm which shapes the aligning pulse in such a way as to optimize the
signal and therefore the alignment of the molecules. Further, a measure of 3D alignment
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in a dense sample is needed if processes such as high harmonic generation, which require a
dense sample, are to be measured from 3D aligned molecules.
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Chapter 5
Angle-Resolved Ionization and
Fragmentation in a Strong Field
To fuel our imagination we look for limitations of the work presented thus far. Though the
scheme detailed in chapter 3 produces strong FF3DA, as was the case with 3D alignment
experiments mentioned in the introduction, the experimental geometry precludes angle de-
pendent measurements resolved in the Euler angle χ. For instance, in the case of strong
field ionization of linear molecules it has been shown that the ion yield as a function of the
angle between the molecular axis and the polarization of the ionizing laser pulse reflects the
symmetry of the orbital from which the electron is removed45,15. In the case of the aligned
distribution of DFIB in chapter 3 or iodobenzene in chapter 4 the polar alignment angle θ
can be controlled by the polarization of the aligning pulses, but χ cannot. How then can
one make similar yield measurements for an asymmetric top molecule as a function of θ and
χ ?
In this chapter we attempt to break this impasse. It is always possible to measure the
delay dependence of the process with respect to a pump pulse that rotationally excites the
molecules. As shown in chapter 2, the wave packet excited by such a pump pulse is a function
of both the polar angle θ and the rotation angle of the molecular plane χ (cf Fig. 5.1). This
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unique property of asymmetric tops allows the extraction of the fully resolved alignment
dependence of the process. In the following sections we develop and apply this idea to the
strong field ionization of ethylene to measure, for the first time, the fully angle resolved
yield of an asymmetric top molecular ion. From the results of the measurement we are able
to ascertain the electronic states populated in the ion. Similarly, angle resolved yields of
charged fragments indicate from which ionic state the fragmentation processes initiated.
5.1 Alignment angle dependent yields
Figure 5.1: (a) and (b) show the alignment angles in the lab and molecule fixed frames
respectively.
The experiment we would perform if it were possible would be to rotate 3D aligned
molecules to any molecular orientation and measure the probability that a specific light
induced process will occur. Although the following discussion applies to any process which
allows the separation of rotational and vibronic degrees of freedom, to maintain fluidity
in the following discussion we assume the process is photionization – removal of a single
electron from the valence orbital(s) of an asymmetric top molecule. We only deal with
linearly polarized light, in which case cylindrical symmetry about the polarization axis
dictates that the ion yield must be independent of the azimuthal Euler angle φ. Panel (a)
in Fig. 5.1 shows the relevant alignment angles θ and χ, for φ fixed such that the molecular
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a axis is in the plane of the page. Fig 5.1(b) shows the same angles in the molecular frame,
where χ becomes the azimuthal angle of the laser polarization vector. Since the Wigner
functions Djm,k(θ, φ, χ) are an irreducible representation on the rotation group SO(3)
52 the
angle dependent ion yield can be expanded as
S(θ, χ) =
∑
j,k
Cj,kD
j
0,k(θ, χ), (5.1)
where m = 0 reflects the cylindrical symmetry about the Z axis in the lab frame, and
equivalently the absence of a third angle in the molecular frame. We may therefore consider
our task as measurement of the coefficients Cj,k. We can qualitatively investigate how these
coefficients relate to the physics of photionzation.
In the experiments that follow we use laser pulses with a significantly lower photon
energy than the ionization potential (I.P.) of the molecule, but intense enough to result in
ionization via the absorption of multiple photons. In general the differential ionization rate
for multiphoton ionization for a molecule aligned at Ω = {θ, χ} in an initial state |i〉 to a
final state |f〉 emitting an electron in with momentum k = kkˆ is given by a sum over all
squared n-photon ionization amplitudes92,93,
dW
dΩdkˆ
= 2pi
∞∑
n=n0
|Akn(Ω, kˆ)|2kn
Akn =
1
T
∫ T
0
(〈f |V |i〉)tdt, (5.2)
where V is the dipole potential felt by all electrons in the laser electric field, kn is the
momentum of the ionized electron after the absorption of n photons and the subscript t
indicates that everything in the brackets is time dependent. A number of approximation
are usually made to make calculations in strong fields tractable. In general the states |i〉
and |f〉 must be dressed by the time dependent field, however the initial state is usually
considered to be the field-free ground state of the neutral and the final state is considered to
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be a product of a field dressed electron, or Volkov state, and the field-free ground state of the
ion in which all particles are approximated as frozen. These approximations are collectively
referred to as the strong field approximation (SFA)92,94.
In the limit of large photon orders the SFA rate reduces to the adiabatic tunneling rate,
which can be independently derived assuming that the field is static and the rate is given by
the square of the wave function of the valence electron beyond the the field dressed potential
barrier95,45. For a qualitative understanding of Eq. 5.1 we may write a general version of
the wave function of the electron beyond the barrier without considering its specific form
Ψ(re, θe, χe) =
∑
l,λ
Al,λYl,λ(θe, χe)Fl,λ(re), (5.3)
where {re, θe, χe} are coordinates of the valence electron and Fl,λ(re) are radial basis wave
functions. Al,λ are real coefficients of the basis set expansion and the allowed values of {l, λ}
are decided by the symmetry of the of the valence electron orbital. The Yl,λ can be rotated
into the lab frame with the Wigner rotation matrices, and the differential ionization rate is
then given by the square of the wave function96,
dW
dΩdR
=
∑
l,m,λ
∑
l′,m′,λ′
Al,λAl′,λ′D
l
−m,−λ(Ω)D
l′
m′,λ′(Ω)Yl,m(Θ,Φ)Y
∗
l′,m′(Θ,Φ)Fl,m(R)F
∗
l′,m′(R),
(5.4)
where {R,Θ,Φ} are electronic coordinates in the lab frame. To get the alignment angle
dependent yield this must be integrated over the electronic coordinates. Integration of the
spherical harmonics product pair gives the Kronecker delta functions δl,l′δm,m′ . Reducing
the product of Wigner functions to a sum using CG coefficients gives an expression for the
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coefficients in Eq. 5.1
S(θ, χ) =
dW
dΩˆ
=
∑
j,k
Cj,kD
j
0,k(θ, χ),
Cj,k =
∑
l,m,λ,λ′
〈l,−m; l,m|j, 0〉 〈l,−λ; l, λ′|j, k〉Al,λAl,λ′dl,m, (5.5)
where dl,m =
∫ |Fl,m(R)|2R2dR. The Djm,k originate solely from rotations between the
molecular and lab frames. From the CG coefficients we see the values of j and k are
determined by l and λ, both of which are, in turn, determined by the symmetry of the
valence electron orbital. The structure of S(θ, χ) should therefore reflect the symmetry of
the valance orbital from which the electron is ionized. The relative strengths of the Cj,k are
determined by the square of the radial wave function, which in the tunneling approximation
represents the tunneling rate from a particular orbital. Also, since only the square of the
lth basis function appears in the expression the yield measurement contains no information
about the relative phase between l and l′ components, or partial waves.
Now that we have a general idea of the meaning of S(θ, χ), we must develop a measure-
ment from which we can extract the Cj,k. We find that measuring the delay dependent ion
yield from a rationally excited molecular gas facilitates this extraction.
5.2 Measuring the coefficients
In the experiment we use a nonresonant pump beam to excite a rotational wave packet in
a molecular gas, and measure the ion yield with a time delayed probe pulse. To extract the
Cj,k we need to understand the connection between S(θ, χ) and the measurement. S(θ, χ)
represents the probability that a molecule aligned at {θ, χ} will be ionized. However, in
the experiment the probe pulse ionizes a molecular gas in which the probability density of
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finding a molecule aligned at {θ, χ} for a time delay t is given by
ρ(θ, χ, t) = gi
eEi/kT
Z
|Ψi(θ, χ, t)|2 (5.6)
where i = {J0, τ0,M0} are quantum numbers of the thermally populated initial rotational
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Figure 5.2: A depiction of the angular averaging leading to the measured time depen-
dent signal. The first column shows the molecular frame angle dependent yield for single,
non-dissociative ionization of ethylene. The second shows the molecular axes distributions
calculated from the rigid rotor TDSE at 9 K for three different time delays after a 120 fs,
4 TW/cm2, linearly polarized laser pulse. The ion yield is extracted from experimental data
with a 30 fs pulse with an estimated peak intensity of 80 TW/cm2. The third column shows
the product of the two at the three different times. The integral of the product over all angles
for each time is shown below all three. The arrows indicate the delays that correspond to the
figures in the row above.
states with energy Ei, spin nuclear statistical weight gi, and Z is the partition function.
Therefore, in the experiment the probability density for producing a molecular ion aligned
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at {θ, χ} at delay t is given by ρ(θ, χ, t)S(θ, χ). Integrating this over all angles gives the ion
yield as a function of time delay,
S(t) =
∫
ρ(θ, χ, t)S(θ, χ) sin θdθdχ =
∑
jk
Cj,k
∫
ρ(θ, χ, t)Dj0k sin θdθdχ =
∑
jk
Cj,k
〈
Dj0k
〉
(t).
(5.7)
Fig. 5.2 is a depiction of the averaging with the probability densities calculated using the
TDSE as described in chapter 2 shown for three time delays. If S(t) and the
〈
Dj0,k(t)
〉
are known the above equation is linear in the Cj,k and equivalent to the matrix equation
A · ~x = ~b, the column vector ~b representing the measured data. The S(θ, χ) shown in
the Fig. 5.2 is extracted by solving eq 5.7 for Cj,k using the measured data for S(t) and
calculated
〈
Dj0,k(t)
〉
for laser parameters estimated by fitting the data. The data therefore
also provides the probability distribution of molecular axesl.
In the following section we detail the experimental setup used to measure the data shown
in Fig. 5.2 as well as the numerical method used to solve Eq. 5.7. We also present addi-
tional data taken at different intensities for non-dissociative ionization, and measurements
of fragment yields for dissociative ionization occurring at higher intensities.
5.2.1 Experimental Setup, Data and Analysis
The KLS beam is split into a pump and probe arm using a 60/40 beam splitter (BS).
The probe beam is delayed using the same 2 ns delay stage as in previous chapters. The
beams are recombined co-linearly on a 2 inch diameter 50/50 BS and focused into the VMI
chamber with a 35 cm focusing lens. The pump beam is shrunk in diameter such that
the probe diameter is 1.6 times that of the pump. Ethylene (C2H4) molecules, cooled by
supersonic expansion from a high pressure jet (20% ethylene and balance helium at a total
pressure of 70 bar) skimmed into the VMI spectrometer, are rotationally excited by a single
non-ionizing pump pulse. The molecules are then ionized with a probe pulse that is delayed
with respect to the pump pulse by up to 50 ps. The intensity of the probe pulse is initially
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Figure 5.3: A typical TOF spectrum for non-dissociative single ionization of C2H4, mea-
sured with a 175 TW/cm2, 30 fs pulse. This is the highest intensity used for the non-
dissociative measurement.
kept low enough that negligible fragmentation or double ionization is observed in the time-
of-flight (TOF) spectrum. A typical TOF spectrum is shown in Fig. 5.3, where the molecular
ion peak is marked. No peaks at all are observed with just the pump beam.The VMI plate
voltages are set by measuring a TOF at a higher intensity at which significant fragmentation
is observed and tuning the voltages till fragments that differ in mass by 1 amu are clearly
resolved. The resulting TOF spectrum is shown in Fig. 5.4.
For non-dissociative ionization the yield of C2H
+
4 is recorded as a function of pump-probe
delay by setting the gate of a boxcar integrator on the molecular ion peak in the time-of-
flight spectrum. No momentum information is recorded in this experiment. By using an
optical chopper and the acquisition scheme used previously for degenerate four wave mixing
(cf. chapter 4 section 4.2), the ionization rate from unaligned ethylene and from background
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Figure 5.4: A TOF spectrum for dissociative ionization of C2H4 at 250 TW/cm
2
gas is recorded at the same time. The yield from the aligned molecules is then normalized
to the yield from unaligned molecules after background has been subtracted from both.
To reduce the effect of drifts in laser and jet conditions during the scan, multiple scans are
performed and then averaged. Since the experimental error bars contribute to the reliability
of the extracted Cj,k (Eq. 5.10) this measurement technique proves to be an essential tool
resulting in data with small standard deviation. The data are shown in Fig. 5.5 averaged
over 20 scans with each point in a single scan averaged over 200 four-pulse cycles; the error
bars show the statistical standard deviation.
From this data, we extract the coefficients Cj,k as well as the molecular axis distribution
seen by the probe pulse. First we can reduce the number of independent Cj,k by considering
the symmetry of the interaction. Fig 5.1 can serve as an aide when trying to form a
mental image of these symmetries. As already stated, cylindrical symmetry about the laser
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Figure 5.5: Above - the normalized yield of C2H
+
4 with three different probe intensities and
the same pump intensity, below - the normalized yield for different fragments of C2H4 at a
probe intensity of 250 TW/cm2.
polarization axis dictates that S be independent of φ, requiring that m = 0. Further,
any two fold rotation about θ or χ must leave S unchanged. Applying these symmetries
to Djm,k(θ, χ, φ) (see Zare
50 chapter 3) reduces the sum to be over only even j and k and
requires that k = −k,
S(θ, χ) =
∑
jk
Cj,k(D
j
0k(θ, φ, χ) +D
j
−k0(θ, φ, χ)). (5.8)
Note that in order to extract the Cj,k the corresponding 〈Djk〉 — the average of the
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Djk0(θ, φ, χ)’s over the molecular axis distribution — must be non-zero. This is determined
by the symmetry of the molecular axis distribution. In this particular case a linearly po-
larized laser pulse sets up a molecular axis distribution with just the right symmetry. Only
moments with even j and k are non-zero and 〈Dj,k〉 = 〈Dj,−k〉 allowing, in principle, the
extraction of all non-zero Cj,k. Formally stated, the group of symmetry operations of the
interaction Hamiltonian that determines the molecular axis distribution — the alignment
Hamiltonian — is isomorphic to the group of symmetry operations of the measured signal
S(θ, χ). It is generally required that the alignment Hamiltonian be either isomorphic to, or
contained in the symmetry group of S(θ, χ) in order to be able to extract all the Cj,k. This
can be decided by the nature of the aligning laser pulse. However, even if this condition is
not satisfied, a symmetrized version of S(θ, χ) can still be determined.
We use linear regression to solve Eq. 5.7 and determine the Cj,k for a table of laser
parameters and gas temperatures .Eq. 5.7 can be written as the matrix equation,
~s = D · ~c (5.9)
where ~s is a vector containing the measured delay scan, D is a matrix of column vectors
with each column containing a calculated
〈
Dj0k
〉
as a function of delay and ~c is the unknown
vector of coefficients Cj,k. Provided the columns of D are linearly independent the above
equation has a unique solution which can be determined using linear regression. The details
of the linear regression algorithm used can be found in Numerical Recipes in C++ 54. The
elements of the matrix D and the vector ~s are divided by the experimental error at each
time delay yielding De and ~se. ~c is then obtained by solving the so called ‘normal equation’
which minimizes the error between the data and the model defined as |~s− (D · ~c)|2,
~c = α−1 · ~β (5.10)
where α = DTe · De and ~β = DTe · ~se. Additionally, the diagonal elements of α−1 provide
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the variances of the fit parameters. ~c is found in this way for a 10 × 10 grid of intensities
and pulse durations; and for each of these grid points the states are thermally averaged as
needed to scan the temperature from 1 to 20 K in 1 K steps. For this purpose, we first
solve the TDSE on a 10×10 laser intensity and pulse duration grid, and for 985 initial
rotational states (these suffice to construct thermal distributions for any temperature below
50 K). The expectation values for all Wigner functions up to j = 4, k = 4 for each initial
rotational state are calculated as a function of delay (up to 50 ps) and stored. For each
pulse duration, intensity and temperature we determine the values of Cj,k that minimizes
the squared difference between the measured and computed signal by linear regression.
In Figure 5.5, the best fit curves for the C2H
+
4 yield are shown superimposed on the data
for three different probe laser intensities. The pump pulse parameters obtained indepen-
dently from the three fits are identical – 4 TW/cm2 and 120 fs – and compare well with
measured values of 6 TW/cm2 and 100 fs. The lower intensity for the best fit likely results
from the lack of averaging over the volume of the interaction region in the calculation. The
extracted temperature from the fitting procedure is 9 K, again the same for all three traces.
A representation of the resulting error surface for the C2H
+
4 yield at a probe intensity of
80 TW/cm2 is shown in Fig. 5.6 and ~c for the corresponding minimum error solution is
shown in Table 5.1 with standard deviations.
Fit coefficients Extracted values
C0,0 1.022± 0.0008
C2,0 -0.434 ± 0.007
C2,2 -1.564 ± 0.02
C4,0 -0.334± 0.06
C4,2 -0.359 ± 0.149
C4,4 -0.197 ± 0.549
Table 5.1: Extracted fit coefficients for C2H
+
4 at 80 TW/cm
2.
As is evident from Table 5.1 the uncertainty in C4,4 is much larger than the extracted
value of the coefficient precluding the reliable extraction of higher orders. Apart from
experimental error bars, this is largely due to a fundamental limit applied by the filtering
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Figure 5.6: A representation of the error surface for the fit to the C2H
+
4 yield at
80 TW/cm2. Contour maps of the surface for pulse durations on each side of the mini-
mum error solution at 4 TW/cm2, 120 fs and 9 K are shown.
of S through the rotational wave packet, as suggested by Eq. 5.7. To better understand
this we can examine the
〈
Dj0,k
〉
(t), which can be written out using Eq. 2.21 and 2.22 in
chapter 2 as a sum over the matrix elements 〈JKM |Dj0,k |J ′K ′M〉 where |JKM〉 are basis
states of the rotational packet. In terms of CG coefficients,
〈
JKM |Dj0,k(θ, φ, χ)|J ′K ′M
〉
=
√
2J + 1
2J ′ + 1
〈J,M ; j, 0|J ′,M〉 〈J,K; j, k|J ′, K ′〉 . (5.11)
This determines rotational selection rules for S(θ, χ) – ∆J = 0, 1, 2..., j, ∆K = k and
∆M = 0 where the highest value of j is determined by the complexity of S(θ, χ). The
model described earlier suggests that this depends on the angular structure of the valence
orbitals. However, if the rotational wave packet contains no states with ∆J > 4, the corre-
sponding matrix elements cannot be accessed and their contributions will not be observed.
Even if the wave packet is broad enough such that there are several pairs of states with
∆J = 4 or greater, beats generated by each pair will interfere in the resulting signal. Fur-
ther, beats from states separated by the same ∆J but excited out of different thermally
populated states will be averaged over incoherently. The combination of these factors de-
termines to what extent S will be filtered and consequently the highest order Cj,k that can
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be extracted from the measurement. The consequence of this is a loss in angular resolution
in the extracted S(θ, χ) preventing the measurement of fine angular structure. However, as
will be explained in the next section the extracted coarse grained functions help illuminate
some of the essential physics of the process in question.
We can also increase the intensity of the probe pulse till fragment peaks are observed in
the time-of-flight mass spectrum, as shown in Fig. 5.4. We then measure delay dependent
yields for each fragment from the rotationally excited molecules by moving the gate of the
boxcar integrator from one peak to the next. Time dependent yields for C2H
+
4 , C2H
+
3 and
C2H
+
2 are shown in Fig. 5.5 with the fits superimposed. Though the delay scans for the ion
and the fragments are considerably different, the pump parameters extracted independently
from each fit are identical – 16 TW/cm2, 90 fs – and compare well with the independently
measured parameters of 17 TW/cm2 and 106 fs. We would like to note here that in cases
where averaging of the spatial intensity distribution of the pump beam plays a significant
role, the best fit laser parameters may not coincide with those measured in the lab. We
try to minimize the effect of intensity averaging in this experiment by expanding the probe
beam and shrinking the pump beam so that the probe diameter is increased to a factor of 2.5
larger than the pump before focusing. Additionally, the 35 cm focusing lens is replaced by
a 25 cm focusing mirror to provide additional intensity needed to fragment the molecules.
This results in the significantly higher pump intensity quoted above; however still no TOF
peaks are observed from the pump. Finally, the extracted temperature from fitting each
of these traces independently is 9 K, identical to that extracted in the non-dissociative
measurement.
5.3 Results and Discussion
The 2D angle dependent ionization yield extracted from the 115 TW/cm2 probe pulse scan
from Fig. 5.5 is shown in Fig. 5.7. To the best of our knowledge this is the first measurement
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Figure 5.7: To the left, the experimentally determined molecular frame angle dependent
C2H
+
4 yield. The ball and stick figures surrounding the data depict the orientation of the
molecule at several points. To the right, the density profiles of the three highest occupied
molecular orbitals of ethylene and a drawing of the coordinates. θ is the angle between the
laser polarization and χ is the angle between the plane in which C=C axis and the laser
polarization lie and the molecular plane.
of the 2D angular dependence of non-dissociative ionization and illustrates the power of the
technique. The density profiles of the two highest occupied molecular orbitals calculated
by A.T. Le using the Gaussian quantum chemistry package are shown beside the angular
dependence. The ion yield has a maximum at θ and χ = 90◦, consistent with the density
profile of the highest occupied molecular orbital (HOMO). At χ = 0◦, where the laser
polarization is in the nodal plane of the HOMO, we see a modulation with peaks near 45◦,
consistent with the density profile of HOMO-1. Removal of a HOMO electron puts the
ion in the ground X˜ 2B3u and removal of a HOMO-1 electron puts it in the excited A˜
2B3g
state. We refer the interested reader to appendix D for a discussion on symmetry labeling of
molecular states and the electronic configuration of the ethylene cation. a) and b) in Fig. 5.8
show the retrieved 2D yields for all three probe pulse intensities as well as calculations—in
the strong field approximation—of the ionization rates from HOMO, HOMO-1 and HOMO-
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ua)           Experiment b)               Theory
Figure 5.8: a) Experimentally determined and b) theoretically calculated molecular frame,
angle dependent C2H
+
4 yields.Calculations performed by A.T. Le
Figure 5.9: Experimentally determined molecular frame, angle dependent yields for frag-
ments of ethylene.
2. As the intensity is increased the strength of the modulation at χ = 0◦ gets amplified,
indicating that the contribution from HOMO-1 relative to that from HOMO increases with
probe intensity and is responsible for the variation of the angle dependence. It was also
necessary to include HOMO-2 in the calculations to account for the non-zero yield at the
nodes of the HOMO and HOMO-1 orbitals11, though its contribution is not large.
Shown in Fig. 5.9 are the angle dependent yields for C2H
+
4 , C2H
+
3 and C2H
+
2 . These
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data were taken at an intensity of about 250 TW/cm2 where no charged carbon fragments
are detected.In photoelectron spectroscopy, the appearance threshold for these fragments is
correlated with the excitation of the A˜ 2B3g and B˜
2Ag state of the molecular ion
97,98. In
an intense field we observe that the fragmentation process preferentially selects molecules
aligned near θ = 45◦, χ = 0◦. The yield is also somewhat enhanced when the C=C bond is
aligned with the laser polarization for any value of χ. The former is consistent with ionization
into the A˜ 2B3g , and the latter with ionization into the B˜
2Ag state. The molecular ion
yield is markedly weaker near alignment angles where the fragment yields are enhanced,
however molecules aligned perpendicular to the laser polarization are preferentially ionized
into the X˜ 2B3u state and remain bound. Furthermore at intensities below ∼ 180 TW/cm2
the ion yield exhibits evidence of ionization into the A˜ 2B3g state (cf. Fig. 5.8), thus leaving
stable ions in the excited state. This may be explained by the fact that the removal of H/H2
requires 0.68/0.75 eV additional energy over the ionization threshold of the A˜ 2B3g and
depends on the vibrational modes excited in the ionic state99,97,98,100. Higher intensity data
in which the C=C bond is broken are pending analysis and are not presented here. However
we expect that these will exhibit features related to fragmentation in the di-cation101 and
features related to field excited states102,101.
5.4 Summary and conclusion
In this chapter we developed and demonstrated a technique to measure the alignment angle
dependence of light induced processes in asymmetric top molecules. Unlike 3D alignment
experiments such as the one presented in chapter 3 this technique allows the process to
be resolved as a function of both Euler angles θ and χ. Also, unlike coincidence measure-
ments this technique does not require that the molecule fragment in order to measure the
direction of the molecular axes. As a demonstration of the technique we presented the first
fully angle resolved alignment dependent measurement of strong field, single ionization of
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an asymmetric top – ethylene, which does not fragment as a result of ionization. At higher
intensities where the molecule does fragment we made analogous measurements of the frag-
ment yields. The measurements allowed for the identification of ionic states involved in the
processes. Though the angle dependent yields contain a wealth of information about the
ionization and fragmentation processes, Eq. 5.5 indicates that the relative phase between
partial waves is washed out. This occurs primarily due to integration over the emission
angles of the electron. Measuring the emission angles of the electron or fragment in the
lab frame using our VMI spectrometer can to some extent mitigate this averaging. In the
next chapter we attempt to untangle the information contained in delay dependent VMI
images measured from a rotational wave packet, and explore the possibility of extracting
the alignment dependent phase of the ionization dipole.
104
Chapter 6
Works in Progress : Preliminary and
Collaborative work
6.1 Introduction
In this chapter we discuss possible applications of the method developed in the previous
chapter. In chapter 1, Fig. 1.4 we show data collected by Williams et al.5. The figure shows
measured angular distributions of photoelectrons emitted from the K-shell of methane for
different molecular orientations. Can we produce a similar figure for the ionization of a
valence orbital in a strong field? While the necessary analysis and data collection is still in
progress, we describe the collection of preliminary experimental data and its analysis. We
measure delay dependent photoelectron spectra from a rotational wave packet in ethylene.
From the data we extract alignment angle dependent yields at different photoelectrons
energies using the method described in the previous chapter. We also describe the additional
analysis required to generate the alignment dependent angular distributions resolved in the
polar emission angle, and further experimental efforts needed to resolve both emission angles.
While chapter 1, Fig. 1.4 shows measured ionization cross sections, we discuss the possibility
of using our rotational wave packet technique to extract the complex ionization amplitude.
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We also discuss the possibility of alignment-angle-resolved measurements of high har-
monic generation (HHG) from ethylene using the rotational wave packet method. Data
collected in collaboration with Carlos Trallero’s group towards this goal is shown and the
necessary steps towards completing the measurement are discussed. In another collabora-
tion with the group of Martin Centurion at the University of Nebraska the possibility of
reconstructing the 3D structure by electron diffraction from a 1D aligned asymmetric top
molecule was demonstrated103. Our role in this collaborative effort is discussed. Finally, a
collaborative experiment with the group of Artem Rudenko to measure the evolution of an
electronic wave packet in the carbon dioxide ion is discussed. The experiment was performed
using the pump-probe setup used for the experiments described in the previous chapter.
6.2 The Measurement of Photoelectron Spectra
6.2.1 VMI Spectrometer Upgrade
We used velocity map imaging (VMI) to measure the spectra of photoelectrons from ethy-
lene. The VMI spectrometer described in chapter 2 was upgraded to a thick lens VMI
spectrometer described in Kling et al.104. The initial design was provided by Nora Kling,
and modified using SIMION by Aram Vajdi to ensure that the distance between the in-
teraction region and the focusing plane conformed to the chamber dimensions i. Fig 6.1
shows a 3D rendering of the design provided by Al Rankin. The primary advantage of this
spectrometer is that it provides high energy resolution over a wide energy range. This is
achieved by replacing the extractor plate with a stack of plates over which the voltage is se-
quentially dropped by hard-wired 100 MΩ resistors. The entire spectrometer is surrounded
by a µ-metal (highly permeable alloy) cylinder intended to shield electrons from stray mag-
netic fields and the field-free flight region is covered by an aluminum cylinder to shield stray
electric fields. The 40 mm detector of the previous setup is replaced by a 80 mm diameter
iTechnical details of the design will be provided in Aram Vajdi’s thesis.
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detector assembly purchased from Photonis consisting of three MCP detectors stacked to-
gether (a Z-stack) and coupled to a phosphor screen. The focusing voltages used are 2 kV
for the repeller and 1.8 kV for the extractor, and 2.1 kV is applied across the MCP plates
with 3.6 kV on the phosphor screen.
Figure 6.1: The upgraded thick lens VMI spectrometer used for photoelectron measure-
ments.
The CMOS camera is replaced by a TEC (thermo-electric cooler) cooled EMCCD ii cam-
era (Andor Luca S) with a 658×496 pixel chip, 10×10µm pixel area and substantially lower
background noise levels than the CMOS chip. The hit counting and single-shot operation
of the previous setup is replaced by averaging over multiple images, each collected with a
50 ms exposure.
iielectron-multiplying charged coupled device, a technology invented by Andor
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6.2.2 Photoelectron Spectra for Ethylene
Fig. 6.2 shows a raw VMI image for photoelectrons from ethylene ionized by a 65 TW/cm2,
30 fs linearly polarized laser pulse. The clearly visible periodic outer rings are a manifes-
tation of above threshold ionization(ATI)30–the ionization of an electron with more than
the minimum number of electrons required for ionization. The ionization potential (Ip) for
the valence electron of ethylene is 10.51 eV105, requiring at least seven photons (1.56 eV
each) for ionization. Each ring represents the absorption of an additional photons above
this threshold. While it is understood that a free electron cannot absorb a photon since
momentum conservation is violated, the ionized electron in this case is still in the field of
ion which recoils with each additional absorption thus conserving momentum30,106. This
effect is unique to ionization in strong fields and is emphatically non-perturbative as evi-
denced by measurements that show that later ATI peaks can be significantly stronger than
earlier ones107. An electron having absorbed n photons to reach the ionization threshold
then gets driven by the laser. The average quiver energy (Up) adds to the binding potential
leaving the electron trapped in the ionic potential, effectively still bound. The electron then
needs to absorb an additional s photons to escape the binding potential. Effectively, this
can be thought of as a shift in the Ip by Up = eE
2
0/4mω
2, e and m being the charge and
mass of the electron, E0 and ω the peak field strength and angular frequency of the laser
pulse. This is the ponderomotive energy and can also be given by the practical expression
Up = 9.33 × 10−14I0λ2, I0 being the peak pulse intensity in W/cm2 and λ the laser wave-
length in microns giving Up in eV. Given this information the kinetic energy of the ionized
electron is given by,
Ekin = (n+ s)~ω − (Ip + Up) (6.1)
As is evident from Eq. 6.1 and the origin of ATI the rings ought be spaced by the energy of
a single photon, providing a reference for the calibration of the spectrum. However, Fig 6.2 is
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Below the first ATI peak the structure is significantly more complicated. As the electron
absorbs photons on its way to the continuum, it can hit an excited state that is brought
into n-photon resonance with the ground state after being Stark shifted by the field. These
are referred to as Freeman resonances and are known to be responsible for the intricate
low energy structure of the spectrum108,106,109.
Figure 6.2: VMI image of photoelectrons from ethylene in a 65 TWcm2, 30 fs laser pulse.
ATI peaks and Freeman resonances are observed.
not an energy spectrum but a 2D projection of the momentum distribution. Before any real
information can be gleaned from this image it must be transformed into the 3D momentum
distribution. If a distribution is cylindrically symmetric an inverse Abel Transformation of
a single 2D projection, such as the VMI image in the figure, gives the corresponding 3D
distribution110. Details about the Abel transformation and the algorithm used to perform
are provided in appendix E. We use the pbasex algorithm110 in which the 3D distribution
is written as a weighted sum of products of Legendre Polynomials and radial Gaussian
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Figure 6.3: An Abel inversion of the image in Fig. 6.2 giving the central slice of the 3D
momentum distribution. Integration of the emission angle gives the energy spectrum on the
right with ATI peaks and Freeman resonances marked.
functions, with unknown weight coefficients. Projecting the sum onto a plane requires only
projecting the basis functions and leaves the weight coefficients unaffected. Using linear
regression the weight coefficients that best reproduce the data are then found and used
to reconstruct the 3D distribution. Fig 6.3 shows the central slice of the reconstructed
3D distribution, with the X and Y axes representing the X and Y projections of the
momentum. Shown alongside is an integral over the emission angle with the energy axis
calibrated such that the spacing between the ATI peaks is 1.56 eV and using the fact
the energy is proportional to the radius squared. The correct Jacobian factors for the
angular integration and conversion to energy are also provided in appendix E. Given that
Up = 3.96 eV for the ionizing pulse Eq. 6.1 suggests that the first ATI peak should appear
at 1.1 eV, though it appears at 0.74 eV requiring Up = 4.36 eV. This difference suggests an
110
intensity measurement error of 9 %, par for the course for intense field experiments.
6.3 ATI from a Rotational Wave Packet
Figure 6.4 shows photoelectron spectra measured from a rotational wave packet in ethylene
excited by a 10 TW/cm2, 100 fs pump pulse as a function of pump-probe delay. The optical
setup is the same as that used in the previous chapter for non-dissociative ionization, with
the chopper removed and a 25 cm focal length concave mirror used instead of the focusing
lens. The VMI images were collected over 40 scans, with 10 images collected per point for
a single scan at an exposure of 50 ms. The images were averaged over the all scans for each
delay point resulting in a single image for each delay averaged over 400 images, the same as
the image in Fig. 6.2. This mode of data collection allows for averaging over the long term
drift in laser intensity and number density of the gas pulse. The images were Abel inverted
and converted to energy spectra as described above.
Shown alongside are delay dependent yields for three individual channels normalized to
the isotropic values with fits calculated using exactly the same method as in the previous
chapter superimposed. As is evident the fits do not faithfully reproduce the data. Ad-
ditionally, the fourth coefficient C44 which gave the largest uncertainty for the ion yield
measurements in the previous had to be removed. The primary reason for this is that the
finer structure in the measurement appears to be on the level of the noise, therefore the fit-
ting algorithm artificially inflates higher order coefficients attempting to fit the noise. The
nature of the analysis does not allow for a simple error estimate in the data, thus precluding
an uncertainty estimate for the coefficients.
The resultant angle dependent yield for the 13-photon peak is shown in Fig. 6.5 with iso-
surfaces for the three valence orbitals shown alongside. Other channels are not shown as the
coarse structure is much the same and given the quality of the fits we are not in a position
to comment on finer details. Tentatively, as in the case of ion yield measurements, the
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Figure 6.4: Delay dependent photoelectron energy spectra for rotationally pumped ethylene
with the traces integrated over specific peaks shown alongside.
contributions of the orbitals may be inferred by comparing their shapes to the data, however
calculations are required to confirm the interpretaion. As concluded in the previous chapter,
all three orbitals appear to be involved in non-dissociative strong field ionization of ethylene.
However while the contribution of the HOMO-2 orbital in the yields was not apparent
without comparison with SFA calculations, the enhancement at θ = 0◦ indicating a HOMO-
2 contribution appears to be much stronger here. Additionally, orbital nodes are sharply
visible as the signal drops nearly to zero in the nodal positions. While these results are
promising significant improvement needs to be made to the data quality such that differences
in the alignment dependences for different ATI channels can be observed. Specifically, since
the Freeman resonance peaks come from electrons that encounter a resonant excited state
on the way to the continuum, the signature of this excited state should be identifiable in
the angle dependent data.
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Figure 6.5: Alignment dependent yield for the 13-photon ATI peak with the individual
orbital contributions marked and the orbitals and coordinate system shown alongside.
6.3.1 A Rotational Wave Packet as an Interferometer
Since we were interested in extracting alignment angle dependent yields for each n-photon
channel we integrated the momentum distributions over the emission angle of the electron.
However, we need not perform this integration which in principal presents the possibility of
extracting the photoelectron angular distribution (PAD) for every molecular orientation. To
do this we have to consider the relative phase between electrons emitted in the same direction
from molecules aligned at different angles. Since the molecules are part of a coherent wave
packet, the electron wave functions ionized from molecules at different alignment angles will
interfere. The measured momentum distribution is the resulting interference pattern. In
other words the complex n-photon ionization amplitude (rather than its square as in the yield
case) must be averaged over the molecular axis distribution44,111. This represents a phase
retrieval problem similar to that solved in the frequency resolved optical gating (FROG)
pulse measurement technique112. The delay dependent n-photon ionization amplitude can
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be written as,
S˜n(t, θk) =
∫
ρ(Ω, t)A˜n(Ω, θk)dΩ (6.2)
where Ω represents the Euler angles, t the time delay, ρ(Ω) the molecular axes distribution
and θk is the polar emission angles of the electron with respect to the laser polarization.
Since the molecular axis distribution is cylindrically symmetric about the polarization axis
the integration makes S˜ independent of the azimuthal emission angle φk (cf. discussion of
symmetry conditions chapter 5,section 5.2), making it impossible to extract the full PAD.
A˜n(Ω, θk) will necessarily inherit all the symmetries of the molecular axis distribution, which
can be manipulated by changing the polarization of the pump pulse.
Figure 6.6: Delay dependent PADs of the 13-photon peak for ATI from ethylene.
The measured delay dependent PAD for the 13-photon peak is equal to |S˜13(t, θk)|2, the
square root of which is shown in Fig. 6.6(a). If the laser parameters can be determined from
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the yield fits, ρ(Ω) can be calculated. Then, using a phase retrieval algorithm similar to
that of Vozzi et al.113 or numerous FROG algorithms112 it should be possible to retrieve the
function A˜n(Ω, θk). Also, while the yield of the distribution in θk changes substantially as a
function of delay, small changes in the angle (θk) dependent structure as a function of delay
are also observable. In Fig. 6.6(b) the angular distribution at each delay is normalized to
its integral, essentially removing the contribution of the changing yield. The figure is also
plotted only for half the emission angles since it is symmetric about the laser polarization
direction. The contour lines are intended as a guide for the eye to follow the changes in the
angle dependent structure. These structural changes contain the desired phase information.
Evidently electrons emitted closer to the polarization axis behave oppositely to those emitted
further away. This behavior is most apparent during the first J-type revival, marked by the
vertical line. We would like to note here that while the relative phase between electron
partial waves of different angular momentum can be measure from a thermal ensemble and
have been for single photon ionization114, the alignment angle dependent phase can only be
measured by ionization from a coherent wave packet.
6.4 Collaborative Work
Here we present brief descriptions of work performed in collaboration with other groups
with an emphasis on our contribution to the work.
6.4.1 High Harmonic Generation
In this experiment performed in collaboration with Carlos Trallero’s group we attempted to
apply the technique developed in chapter 5 to measure the alignment angle dependent yield
of high order harmonics generated from ethylene. The process of HHG is often described
by the three step model115. A valence electron is first ionized by the laser field. When the
field reverses direction the ionized electron is sent crashing back into the ion with which it
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may recombine and emit a photon shedding the energy gained in the field. This processes
repeats every half cycle of the laser field resulting in a periodic train of VUV pulses. In
the frequency domain this corresponds to spectral teeth spaced by twice the photon energy.
HHG is an intricate and complicated process, a detailed discussion of which is much beyond
the scope of this thesis. We direct the interested reader to a recent thesis dedicated to the
study of HHG from molecules116.
Figure 6.7: The experimental setup for the HHG experiment.
For the experiment a VUV spectrometer designed by Carlos Trallero was attached to the
source chamber containing the gas jet and the laser was focused 1 mm from the nozzle where
harmonics were generated. The experimental setup is shown in Fig. 6.7. The generated
harmonics are sent into the spectrometer through a variable slit (1 mm for most experiments)
onto a concave variable line density grating which disperses the harmonics such that they
all focus in the same plane. An MCP detector with a phosphor screen behind it is placed in
this plane and a CCD camera images the phosphor screen. A typical spectrum generated
by averaging over 20 images each taken with the camera exposed for 0.6 s from ethylene is
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shown alongside the experimental setup.
Figure 6.8: The 11th and 13th harmonics as a function of delay generated from a rotational
wavepacket in ethylene.
Similar to previous experiments, the pump beam excited a rotational wave packet and
a time delayed probe generated harmonics. Fig. 6.8 shows the delay dependent harmonic
yield for harmonics 11 and 19. While small differences in the delay dependences of the
harmonics are observable, attempts to fit these in a manner similar to the ion yield proved
unsuccessful. We believe the reason for this is that, much like the photoelectrons, harmonics
emitted from molecules aligned at different angles must be added coherently117. While this
is also a 2D measurement (harmonic frequency and delay), attempts at phase retrieval were
also unsuccessful. This is due to the fact that while photoelectrons emitted at different
angles overlap generating an interference pattern harmonics at different frequencies do not,
therefore no relative phase information is available from this measurement. This leads us
to conclude that an independent phase measurement is required.
An interesting avenue presented by harmonic generation is the possibility of measuring
dynamics occurring in the molecular ion during the electrons excursion in the field. Lower
energy harmonics result from shorter excursions in the field and higher energy harmonics
from longer excursions. This allows the frequency axis to be mapped to time after ionization
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with a resolution of attoseconds118. While nuclear dynamics have been tracked using this
method118 access to electronic dynamics requires angular resolution, which the method
developed in chapter 5 can provide. However, an independent measurement of the phase is
required.
6.4.2 Diffractive Imaging of Molecules
Figure 6.9: The structure of CF3I measured by Hensley et al. by gas phase diffraction
of laser aligned molecules with the known structure in the inset.The black atom is carbon,
purple iodine and green fluorine. The positions of the F atoms cannot be resolved.
In a seminal experiment Martin Centurion’s group at the University of Nebraska, Lincoln
demonstrated that bond angles and bond lengths can be measured by diffracting electrons
from 1D aligned molecules119. Though numerous molecular bond lengths were measures us-
ing gas phase electron diffraction prior to this experiment120; and elegant studies of dynamic
changes in bond lengths were carried out121,122,123, no previous measurements of bond angles
using gas phase diffraction existed. The extracted structure of the CF3I molecule extracted
from their experiment is shown in Fig. 6.9 with the known structure shown in the inset.
Note that while the I-C-F bond angle could be determined the positions of the fluorine
atoms could not be determined as the in the experiment the molecule was free to rotate
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about the C-I axis.
Figure 6.10: Molecular axis distribution for and 〈cos2θ〉 and 〈cos2χ〉 for laser aligned
C6H5CF3
We participated in a theoretical collaboration with the Nebraska group in which a scheme
to measure the full 3D structure of an asymmetric top molecule was numerically demon-
strated103. The molecule in question was trifluorotoluene, a prolate asymmetric top with a
prolate type polarizability. Our part in the collaboration was the calculation of the molec-
ular axis distribution as a function of time after a linearly polarized pump pulse. This
was done using the theoretical methods detailed in chapter 2. Fig 6.10(a) shows the initial
time evolution of 〈cos2 θ〉 and 〈cos2 χ〉 after a 50 fs, 15 TW/cm2 aligning pulse. Fig 6.10(b)
shows the molecular axis distribution 1.5 ps before the peak alignment as marked by the
vertical line in (a). This time delay was chosen as the distribution is nearly isotropic in χ
thus approximating 1D alignment, which is a requirement of the reconstruction algorithm
developed by the Nebraska group.
The ‘measured’ diffraction pattern for electrons diffracting from this distribution of
C6H5CF3 was simulated using known scattering cross sections and phases
103. A genetic
algorithm developed in Martin Centurion’s group was then used to retrieve the diffraction
pattern for perfectly 1D aligned molecules. From this they were able to reconstruct the 3D
structure of the molecule. Fig. 6.11 shows the result of this reconstruction with the known
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Figure 6.11: The structure of trifluorotoluene from simulated gas phase electron diffraction
with the known structure shown in the inset. Grey atoms are carbon, white are hydrogen
and green are fluorine.
molecular structure in the inset. The intension of the Nebraska group is to use this recon-
struction technique on experimental samples when the molecular geometry is unknown, such
as in evolving electronically excited states124.
6.4.3 Electronic Wave Packets
This experiment strays from the central theme of this thesis to some extent, but is nonethe-
less related. It was carried out in collaboration with Artem Rudenko using the experimental
setup used for the dissociative ionization yield measurements. However, no extra dispersion
was added to the pump so as to keep both pulse durations near 30 fs and the diameters
of both beams were also kept the same. The pump beam, with an estimated intensity of
73 TW/cm2, intersected a gas of CO2 molecules in the VMI chamber and a time of flight
spectrum of the ions was measured. The intensity was controlled with an iris and set just
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below the double ionization threshold by ensuring that no doubly charged ions were observed
in the TOF spectrum. The time delayed probe with an estimated intensity of 84 TW/cm2
produced doubly charged ions the normalized and background subtracted yield of which was
measured as a function of the time delay.
Figure 6.12: Top– the delay dependent yield of CO2+2 and Bottom– the power spectrum of
the delay dependent yield, both showing electronic and rotational coherences originating in
the singly charged ion or the neutral.
Fig. 6.12 shows the yield over a 30 ps window measured with a 20 fs step, with the
Fourier transform power spectrum shown below. The approximately 200 fs oscillations can
be attributed to a wave packet of fine structure splitting in the ground electronic state of
CO+2 . From photoelectron spectroscopy the fine structure states are know to be split by
19.9 meV125. The power spectrum in Fig. 6.12 shows a peak at 19.9 meV(207 fs period and
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4.82 THz frequency), in the vicinity of the fine structure splitting energy. The rotational
revival structure of CO2 is also present, with fractional revivals at 1/8
th of the rotational
period clearly observable126. Corresponding rotational structure is observed in the power
spectrum as lines spaced by 16B 127, B = 11.6 MHz iiibeing the rotational constant of CO2.
Since the ground state geometries of the ion and neutral are essentially the same (symmetric
1.17 angstrom C=O bonds), it is difficult to determine whether the rotational wave packet
is populated in the neutral or the ion.
Figure 6.13: A sliding window Fourier transform of the time dependent CO2+2 yield showing
the decay of the electronic coherence resulting from mixing with the rotational states.
As evident from the delay dependent data the electronic coherence significantly deterio-
rates after the first rotational revival. To resolve this decay Fourier transforms are performed
in sliding 2 ps windows over the entire range of delays. The sliding window Fourier trans-
iiiB and bond lengths from the NIST computational chemistry comparison and benchmark database
-CCCBDB
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form is plotted in Fig. 6.13, where the Y axis is the initial delay point for each 2 ps window
and the X axis is the frequency. By about 8.5 ps the electronic coherence is almost com-
pletely gone. The source of this decay is the rotational motion. Loosely, one can think of
this as the electronic wave packet being ‘shaken’ by the rotational motion of the molecule.
Recent HHG measurement from neutral nitric oxide showed a very similar fine structure
coherence, which calculations showed decayed as a result of rotation128. In fact, since dif-
ferent harmonics differ in their relative sensitivity to rotational and electronic coherences,
mixed electronic-rotational coherences were observable in the power spectrum of certain
harmonics.
Numerous questions remain to be answered here. Why does strong field ionization
coherently populate the fine structure states? Why is the coherence observable in the
second ionization step? Why is the 16B rotational line spacing dominant in the rotational
spectrum? Are the wave packets (both electronic and rotational) populated in the ion or
the neutral? Some of these questions, such as the last one, may be answered by delay
dependent measurement of the entire TOF spectrum which can be carried out in the same
experimental setup.
6.4.4 Summary and Conclusions
This chapter was a survey of work in progress. We presented two possible applications of
the rotational wave packet method detailed in chapter 5 – measuring the amplitudes and
phases for n-photon ATI and HHG dipoles. Preliminary data for both experiments were
collected and an initial analysis of the photoelectron yield of one ATI channel indicated
sensitivity to orbital symmetry like the ion yields measured in the previous chapter. While
the ATI data contain alignment angle dependent phase information which can in principle
be extracted by a retrieval algorithm, the HHG data do not and an independent phase
measurement needs to be made. The HHG data were taken in collaboration with the group
of Carlos Trallero. We also presented work done in collaboration with the group of Martin
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Centurion at the University of Nebraska. Here, theoretical calculations showed that the 3D
structure of a 1D aligned asymmetric top molecule could be measured by electron diffraction
in the gas phase. The Nebraska group aims to implement such measurements and apply
them to measure dynamically evolving structure in excited states. Finally we discussed a
collaboration with Artem Rudenko which departs from the theme of rotational wave packets
in asymmetric top molecules. Here we populate a wave packet of electronic fine structure
states and rotational states in CO+2 . We observe the decay of the electronic coherence as a
result of the rotational motion.
The intent of this chapter was not only to present the spate of collaborations resulting
from the experimental and theoretical work detailed in prior chapters, but also a small
selection of the numerous possible experiments that this author will not get the opportunity
to perform and are left to future student and postdocs. As such we feel that this is a suitable
concluding chapter to this thesis. A brief summary of the thesis follows.
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Chapter 7
Summary and Concluding Remarks
7.1 Summary
In the introduction of this dissertation the goal was defined as the development of techniques
that will allow fully differential measurements to be made on molecules in the gas phase.
Specifically, we aimed to develop such methods for asymmetric top molecules and such that
the measurements could be made under field-free conditions. We must now examine the
work presented in the dissertation and ask if this goal was in fact accomplished. In the
following we recap the development of the two essential contributions of the work presented
here and set them in the context of fully differential measurement.
We took the view that understanding the rotational dynamics of laser excited asymmetric
top molecules was essential to the development of fully differential measurements. Initially,
the examination of these dynamics through a metric for 3D alignment enabled the design of a
multi-pulse scheme leading to substantial field-free 3D alignment(FF3DA). First the metric
was determined with the fundamental idea that in a 3D aligned distribution molecules are
found in four equivalent target orientations each separated by a pi rotation about the X, Y
or Z axis – a 3D aligned distribution has D2 symmetry. The squared sum of the cosines
of the rotation angles from any orientation into each of the four targets was shown to be a
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good metric for 3D alignment. This metric required coordinated motion of the molecules
about the z and Z axes for an improvement in the degree of 3D alignment.
The metric was used to examine the two pulse method used by Lee et al. to generate
FF3DA. In this method a linearly polarized laser pulse impulsively aligns the most polar-
izable axis of the molecules and a time delayed perpendicularly polarized pulse spins the
molecular planes into alignment. TDSE calculations of the metric as a function of time after
such a pulse pair interacting with iodobenzene molecules revealed the moment of strongest
FF3DA, rotational revivals which require the coordinated motion about the z and Z axes
and a substantial revival of the initial FF3DA.
In a related effort we attempted to find a measurable quantity that reflected the degree
of 3D alignment of gaseous molecules. For this we turned to an optical measurement of
alignment. Specifically, we measured the degenerate four-wave-mixing signal from a rota-
tionally excited molecular gas. The measured signal was proportional to a component of
the susceptibility tensor of the gas, which in turn is dependent on the symmetry of the
gas. Though we were not able to definitively show that 3D alignment can be measured this
way, we did observe that the measurement is sensitive to the 3D rotational motion of the
molecule.
A crucial limitation of the two pulse method of FF3DA is that the second pulse degrades
the alignment of the most polarizable axis, precluding the use of multiple pulses to improve
the alignment. An examination of the interaction potential of the laser pulse with the
molecule showed that an elliptically polarized pulse with a 2X < 2/3 would enhance rather
than degrade the alignment of the most polarizable axis, permitting the use of multiple
pulses. Numerical calculations of the metric showed that a linearly polarized pulse followed
by four elliptically polarized pulses with 2X = 0.35 induce strong FF3DA in iodobenzene.The
pulses were timed to arrive just before the peak FF3DA induced by the previous pulses.
In an experimental implementation of the method we demonstrated strong FF3DA of (3,5)
difluoroiodobenzene with three of the five pulses. A report of this experiment was published
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in Physical Review Letters 42.
While FF3DA enables field-free molecular frame measurements of molecules with Dnh
(n < 3) point group symmetry, the experimental geometry makes it unfeasible to control
the Euler angle χ. Therefore, the measurement cannot be made for an arbitrary molecular
orientation and fully differential information is not available. We developed a technique to
overcome this limitation. A linearly polarized laser pulse excites coherent rotations about
both θ and χ. Measurements made from such a 2D wave packet were then used to extract
the 2D angle dependence of the non-dissociative strong field ionization yield of the ethylene
molecular ion. The structure of the angle dependent yield allowed the identification of the
orbitals from which the electron was ionized. To the best of our knowledge this is the first
fully angle resolved measurement from an asymmetric top molecule. We also applied the
technique to the dissociative ionization of ethylene. In this case the angle resolved yields of
the charged fragments indicated from which ionic states the fragmentation initiated.
As another application of this technique, we measured the delay dependent photoelectron
momentum distribution for non-dissociative strong field ionization of ethylene. Only a
preliminary analysis of the data was presented. First, the distributions were integrated over
the emission angle of the electron and the yields of different multi-photon ionization peaks as
a function of delay were analyzed. The preliminary 2D angle dependence of these peaks also
indicated the orbitals involved in the ionization process. Since electrons ejected in the same
direction from molecules in different orientations should interfere coherently, the measured
momentum distributions may be interpreted as interference patterns. The implications of
such an interpretation were discussed and the possibility of extracting the alignment-angle
dependent ionization phase was considered.
We also discussed a related experiment carried out in collaboration with Carlos Trallero’s
group in which higher order harmonics were measured as a function of delay from a rota-
tional wave packet in ethylene. Like photoelectrons, harmonics from molecules in different
orientations interfere, however since neighboring harmonics do not overlap, a separate exper-
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iment is required to measure the phase. Other collaborative work with Martin Centurion’s
group to demonstrate that the structure of 1D aligned asymmetric tops could be measured
by gas phase electron diffraction. A collaboration with Artem Rudenko to measure an elec-
tronic wave packet of fine structure states in the CO2 ion is also described. While these do
not conform to the theme of differential measurements form asymmetric tops, they result
from the theoretical and experimental methods developed towards this goal.
7.2 Concluding Remarks
These experimental and theoretical developments encompass our efforts to make fully dif-
ferential measurements with asymmetric tops possible. While FF3DA offers an opportunity
to make dynamic, molecular frame measurements on molecules in excited electronic states,
measurements as a function of both alignment angles are prohibitively difficult. Our method
of extracting alignment-angle dependent information from pump-probe time delay depen-
dent measurement provides a way to overcome this difficulty. This technique allows the
measurement of the alignment angle dependence of any process that permits the separation
of vibronic and rotational degrees of freedom. In doing so it certainly provides a route
to differential measurements with respect to the alignment angles. Since alignment-angle
resolution is an essential part of a fully differential measurement, this method represents
substantial progress towards making such measurements.
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Appendix A
Derivation of matrix elements
Matrix elements used in this thesis are derived by first rewriting the quantity of interest
in terms of the Wigner rotation matrices, which are an irreducable representation on the
three dimensional rotation group SO(3). We therefore provide the matrix elements of these
functions, and rewrite the other quantities of interest in terms of these matrix elements.
A.1 Wigner Rotation Matrices
We require elements of the Wigner matrices Djm,k in the symmetric top basis |JKM〉. The
basis functions themseleves can be represented in terms of the Euler angles as Wigner matrix
elements,
〈Ω|JKM〉 =
√
2J + 1
8pi2
DJ∗M,K . (A.1)
The desired matrix elements are then,
〈JKM |Djm,k |J ′K ′M ′〉 =
√
(2J + 1)(2J ′ + 1)
8pi2
∫
dΩDJM,KD
j
m,kD
J ′∗
M ′,K′ . (A.2)
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The method for solving the integral is given in Zare50. The result is stated here,
∫
dΩDJM,KD
j
m,kD
J ′∗
M ′,K′ =
8pi2
2J ′ + 1
〈J,M ; j,m|J ′,M ′〉 〈J,K; j, k|J ′, K ′〉 . (A.3)
The resulting matrix elements for the Djm,k are then
〈JKM |Djm,k |J ′K ′M ′〉 =
√
(2J + 1)
(2J ′ + 1)
〈J,M ; j,m|J ′,M ′〉 〈J,K; j, k|J ′, K ′〉 . (A.4)
This equation can be used to obtain matrix elements of any quantity that can be expressed
in terms of the Djm,k. This can be done for the polarizability interaction potential as shown
in chapter 1 (c.f. Eq. 2.14) and for the hyperpolarizability tensor components as shown in
chapter 4 (c.f. Eq. 4.6). Additional matrix elements used for computation in this thesis are
those of the direction cosines and the metric. In the following section we show how these
can be rewritten in terms of the Djm,k.
A.2 Direction Cosines and the Metric
Only expectation values of the direction cosines representing the diagonal elements of the
rotation matrix – 〈cos2 θzZ〉, 〈cos2 θyY 〉 and 〈cos2 θxX〉 – are computed in the thesis. To write
them in terms of the Wigner matrix elements we first write the diagonal elements of the
rotation matrix in terms of the Euler angles,
RzZ = cos θ,
RyY = cosφ cosχ− cos θ sinφ sinχ,
RxX = cos θ cosχ cosφ− sinφ sinχ.
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The above assumes a definition of the roatation matrix that conforms with that of Zare50.Using
a table of Wigner matrix elements provided by Zare the above can be trivially rewritten as
cos θzZ = D
1
0,0,
cos θyY =
1
2
(D11,1 −D1−1,1 −D11,−1 +D1−1,−1),
cos θxX =
1
2
(D11,1 +D
1
−1,1 +D
1
1,−1 +D
1
−1,−1).
Squaring these gives products of the Djm,k which can be reduced to a sum using the following
expression50,
Dj1m1,k1D
j2
m2,k2
=
∑
j,k,m
〈j1,m1; j2,m2|j,m〉 〈j1, k1; j2, k2|j, k〉Djm,k.
Applying this to the squares of the direction cosines and using Eq. A.4 gives the expressions
for the matrix elements written out explicitly on the following page. Matrix elements of the
metric can be easily found using the above expressions and the relation
cos2 δ =
1
4
(
1 + cos2 θXx + cos
2 θY y + cos
2 θZz
)
.
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Matrix elements of the direction cosines -
〈
JKM | cos2 θyY |J ′K ′M ′
〉
=[
1
3
δJJ ′δKK′δMM ′ +
1
6
√
2J + 1
2J ′ + 1
〈J,M ; 2, 0|J ′,M ′〉 〈J,K; 2, 0|J ′, K ′〉
]
+
[
1
2
√
6
√
2J + 1
2J ′ + 1
{
〈J,M ; 2, 0|J ′,M ′〉 [ 〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉 ]
+ 〈J,K; 2, 0|J ′, K ′〉 [ 〈J,M ; 2, 2|J ′,M ′〉+ 〈J,M ; 2,−2|J ′,M ′〉 ]}]
+
[
1
4
√
2J + 1
2J ′ + 1
{[ 〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉 ][ 〈J,M ; 2, 2|J ′,M ′〉
+ 〈J,M ; 2,−2|J ′,M ′〉 ]}] (A.5)
〈
JKM | cos2 θxX |J ′K ′M ′
〉
=[
1
3
δJJ ′δKK′δMM ′ +
1
6
√
2J + 1
2J ′ + 1
〈J,M ; 2, 0|J ′,M ′〉 〈J,K; 2, 0|J ′, K ′〉
]
−
[
1
2
√
6
√
2J + 1
2J ′ + 1
{
〈J,M ; 2, 0|J ′,M ′〉 [ 〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2,−2|J ′, K ′〉 ]
+ 〈J,K; 2, 0|J ′, K ′〉 [ 〈J,M ; 2, 2|J ′,M ′〉+ 〈J,M ; 2,−2|J ′,M ′〉 ]}]
+
[
1
4
√
2J + 1
2J ′ + 1
{[ 〈J,K; 2, 2|J ′, K ′〉+ 〈J,K; 2, 2|J ′, K ′〉 ][ 〈J,M ; 2, 2|J ′,M ′〉
+ 〈J,M ; 2,−2|J ′,M ′〉 ]}] (A.6)
〈
JKM | cos2 θzZ |J ′K ′M ′
〉
=
1
3
δJJ ′δKK′δMM ′ +
2
3
√
2J + 1
2J ′ + 1
〈J,M ; 2, 0|J ′,M ′〉 〈J,K; 2, 0|J ′, K ′〉 (A.7)
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Appendix B
Spherical tensor conversion
coefficients
The conversion coefficients for a second rank cartesian tensor Uij to a spherical tensor U
L
M
are given by the follwing equations,
ULM = C
LM
ij Uij, (B.1)
CLMij = 〈1M ′; 1M ′′|LM〉AiM ′AjM ′′ , (B.2)
A =

1/
√
2 −i 0
0 0 1
−1/√2 −i 0
 (B.3)
Here the 〈..; ..|..〉 are the Clebsch Gordan coefficients and the second index of the matrix A
takes the value 1,2 or 3 for M ′,M ′′ = −1,0 or 1. The conversion coefficients CLMij apply
for any second rank tensor and hence for αLM and U
L
M . These expressions are derived in
Zare50. These tranformation coefficeints are used to convert between cartesian and spherical
polarizability tensor components in chapter 2.
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This expression can be extended to an nth rank tensor by correctly adding angular
momenta. For a fourth rank tensor we get i,
ULM = C
LM
ij Uij, (B.4)
CLMij = 〈1,m1; 1,m2|L1M1〉 〈1,m3; 1,m4|L2M2〉 〈L1,M1;L2,M2|L,M〉Aim1Aim2Aim3Aim4 ,
(B.5)
A =

1/
√
2 −i 0
0 0 1
−1/√2 −i 0
 (B.6)
These trasnforamtion coefficients are used to convert between spherical and cartesian sus-
cepticibilty tensor components in chapter 4.
iwe acknowledge Dr. Larry Weaver for a helpful discussion on spherical tensors
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Appendix C
Inertia, polarizability and
hyperpolarizability tensors
C.1 Intertia Tensors
The following is a table of the rotation constants for molecules studied in this thesis given
in GHz.
Molecule A (GHz) B (GHz) C (GHz)
Ethylene72 145.82 30.009 24.823
Iodobenzene129 5.6719 0.75042 0.66263
3,5 Difluoroiodobenzene42 1.48 0.484 0.379
Thiophene130 8.0418 5.4182 3.2358
Uracil131 3.8839 2.0237 1.3309
Toluene132 5.657 0.9462 0.8106
Table C.1: Rotation constants for molecules studied in this thesis given in GHz.
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C.2 Polarizability Tensors
The following is a table of the diagonal components of the polarizability tensor for molecules
studied in this thesis given in A˚3. We assume (3,5) difluoroiodobenzene has the same
Molecule αzz (A˚
3) αxx (A˚
3) αyy (A˚
3)
Ethylene72 5.02 15.3 10.2
Iodobenzene91 21.5 15.3 10.2
Thiophene133 10.6 9.3 5.6
Uracil134 13.9 11.1 6.14
Toluene135 12.34 14.28 5.67
Table C.2: Polarizability tensor components for the molecules studied in thesis. The values
are in A˚3.
polarizability tensor as iodobenzene. For all these molecules except Uracil the polarizabaility
tensor is diagonal in the principal axes frame.
C.3 Hyperpolarizability Tensors
The DFWM experiment presented in chapter 4 is only carried out with iodobenzene. The
unique non-zero components of its second hyperpolarizability tensor as calculated by Mat-
suzawa and Dixon91 are tabulated below in units of 10−36 esu,
Tensor component Value (×10−36esu)
γzzzz 33.076
γxxxx 17.303
γyyyy 9.775
γxxzz 5.011
γxxyy 3.981
γyyzz 3.599
Table C.3: Unique, non-zero components of the second hyperpolarizability tensor of iodoben-
zene.
Since the four beams in the experiment are degenerate, components generated from all
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permutations of the indices of the unique components must also be included. For instance,
γxxyy = γxyxy = γxyyx = γyxxy = γyxyx = γyyxx.
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Appendix D
Molecular symmetry and the
electronic configuration of ethylene
We refer the interested reader to Bunker and Jensen49 for a thorough treatment of the
labeling of molecular energy levels using molecular symmetry. In general, any Hamiltonian
may have a set of operators with which it commutes. These form the symmetry group of
the Hamiltonian and the eigenstates are eigenfunctions of these operators. In chapter 2
we classified states of the rigid rotor Hamiltonian based on the eigenvalues generated when
each of the symmetry operators acted on the wave functions. The set of eigenvalues thus
generated form a representation of the symmetry group which can be used to label the states.
The same procedure may be applied to the vibronic Hamiltonian if its symmetry group can
be determined. It can be show that in general the geometric point group of the molecule
is the symmetry group of the vibronic Hamiltonian49 for a rigid molecule (no bending or
twisting of bonds is allowed). The point group consists of all rotations, reflections and the
products of rotations and reflections that leave the molecule unchanged.
Examining panel (b) of Fig. 5.1 indicates that ethylene is unchanged with respect to
pi rotations about the a,b,and c axes (C1,C2 and C3) , as well with reflections across the
ab,ac and bc planes (σab,σac and σbc) and with respect to inversion about the center of mass
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Representation E C1 C2 C3 σ12 σ13 σ23
Ag,u 1 1 1 1 1 1 1
B1g,u 1 1 -1 -1 -1 -1 1
B2g,u 1 -1 1 -1 -1 1 -1
B3g,u -1 - 1 1 1 1 -1 -1
Table D.1: Character table for the D2h point group
(a product of a pi rotation about the a-axis and reflection across the bc plane). Together
these form the point group D2h, for which table D.1 is the character table where g and u
represent even or odd symmetry with respect to the inversion operation. The electronic wave
function must generate one of the irreducible representations of D2h. Invoking the Hatree-
Fock approximation the total electronic wave function can be decomposed as a product
of single electron wave functions symmetrized with respect to permutation to obey the
Pauli Exclusion principle. Each molecular orbital must then also generate one of these
representations. The orbitals may be constructed using linear combinations of symmetrized
orbitals of the carbon and hydrogen atoms. The procedure for the water molecule is detailed
in chapter 12 of Bunker and Jensen49. For ethylene the ground electronic state configuration
is as follows,
(1ag)
2(1b1u)
2(2ag)
2(2b1u)
2(1b2u)
2(3ag)
2(1b3g)
2(1b3u)
2, 1Ag. (D.1)
where small letters indicate the symmetry of an orbital and the superscripts the number of
electrons occupying the orbital. The number preceding the symmetry label differentiates
symmetries that occur more than once, and the orbitals are given in order of increasing
energy. The energy ordering is not trivial to determine and requires numerical simulation.
1Ag represents the total ground state symmetry and the superscript the total spin (2S+1,
S = 0 since there are no unpaired electrons). The total symmetry can be determined by
considering the effect each symmetry operation has on the product wave function. For
instance, let us consider the effect of the operation C2. One of the electrons in the highest
occupied molecular orbital (HOMO) will contribute a minus sign to the product, however
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this will be nullified by the other electron occupying the same orbital. Similarly, since all
the orbitals are doubly occupied none of them will contribute a minus sign to the product
under C2 or any other group operation, giving a total symmetry of Ag. Therefore, if one
electron is removed the total symmetry changes. In general the states of the ion must be
written as a superposition of all possible configurations of the neutral missing one electron,
and the relative weight of the configuration is decided by the ionic Hamiltonian. However,
in many cases as in ethylene a single configuration is dominant for each ionic state, and
all other configurations can be neglected (this is called Koopman’s approximation44). The
ground state of C2H4
+ results from the removal of a single HOMO electron, thus inheriting
the symmetry of the unpaired electron resulting in the X˜ 2B3u state. Similarly the first
excited state is A˜2B3g (removal of HOMO-1 electron) the next is B˜
2Ag (removal of HOMO-2
electron) and so on.
Finally we would like to note that the point group for neutral ethylene and the ion in the
ground state are not the same. In the ionic ground state the molecule is twisted about the
C=C bond by an angle of approximately 25◦ 136 reducing the symmetry to D2, the same as
for the asymmetric rotor Hamiltonian. This keeps the rotational symmetry the same, but
the labels g and u corresponding to inversion must be dropped. However since convention
has been to keep the inversion labels98,105, we do the same here.
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Appendix E
Abel inversion using pbasex
The projection of a three dimensional cylindrically symmetric distribution onto a plane is
described by the Abel transformation. Labeling the symmetry axis as z and the cylindrical
radius as ρ, the projection of a distribution f(z, ρ) is given by
P (x, z) =
∫ ∞
x
F (z, ρ)ρdρ√
ρ2 − x2 . (E.1)
In a VMI measurement with only linearly polarized pulses, the laser polarization axis is the
symmetry axis and the measured velocity distribution corresponds to P (x, z). In this case
the above expression can be inverted to retrieve the central slice F (z, ρ) of the 3D velocity
distribution. We use the pbasex algorithm to perform this inversion110. In this algorithm
F is expanded in a spherical basis set,
F (R, θ) =
∑
k,l
ck,lfk,l(R, θ),
fk,l(R, θ)e
−(R−Rk)2
σ Pl(cos θ). (E.2)
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where R and θ are the spherical radius and polar angle and are related to the cylindrical
coordinates by the expressions
R2 = ρ2 + z2,
θ = tan−1(
z
ρ
. (E.3)
The ck,l are expansion coefficients to be determined from the measurement. Each basis
function fk,l is a Gaussian in R centered at Rk with width σ and a Legerndre Polynomial
in θ of order l. Inserting Eq. E.2 into the Abel integral gives,
P (x, z) =
∑
k,l
ck,lgk,l(x, z),
gk,l(x, z) =
∫ ∞
x
fk,l(z, ρ)ρdρ√
ρ2 − x2 . (E.4)
where the basis functions are rewritten in cylindrical coordinates using the relations E.3.
After numerically calculating the fk,l on a uniform (z, ρ) grid we perform the Abel integral
numerically to get the gk,l. The (x, z) coordinates are contracted to convert the measured
image, a 2D matrix, into a 1D vector. Contracting the (k, l) into a single index allows the
set of gk,l(x, z) to be expressed as a 2D matrix resulting in a matrix equation with the ck,l
representing an unknown vector — Gˆ~c = ~p. This equation can be solved in numerous ways,
one of which is presented in chapter 5.
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Appendix F
Asymmetric Top Codes
Two numerical codes were written in C++ to solve the TDSE for the work presented in
this thesis — one for the asymmetric rigid rotor in a linearly polarized pulse and another
for the asymmetric rigid rotor in an elliptically polarized pulse. While there are significant
difference between the two, some general aspects are the same and these will be discussed
first.
F.1 General Layout of the Codes
The initial part of each code initializes numerous variables used throughout. These include
integers intended for use as loop indices and strings intended for use as file names. Then
an input file is read to assign values to laser parameters (intensity and pulse duration) and
molecular constants (the inertia and polarizazbility tensors and spin statistical weights).
Additionally, the rotational temperature, step size and time window for the calculation
during and after the pulse are also read from the input file. After being read all these
parameters are converted to atomic units.
Since the asymmetric top Hamiltonian cannot be diagonalized analytically, both codes
first numerically diagonalize it to get the energies and eigenvectors. Each J manifold is
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independently diagonalized as J and τ are looped over and the energies and eigenvectors
are saved in 1D and 2D arrays respectively.These arrays are indexed such that the index i
runs from 0 to n, n being the number of array elements, as J runs from 0 to Jmax and K
runs from −J to J for each J . This requires that i = J2 +J +K.The value of n (size of the
array) is determined by running the same loop (over J and τ) at the top of the program
which increments a dummy integer for each loop iteration, the final value of the integer
giving the required array size. A function (‘Asymmetric Top Hamiltonian.cpp’) is used to
compute the matrix elements of the field free Hamiltonian using the expression provided by
Zare50(chapter 6 pg. 272), and the matrix is diagonalized using a subroutine from Numerical
Recipes in C++ 54 (‘eigen symm.h’).
As the energies and eigenstates are calculated and the corresponding arrays filled, two
additional arrays – Jsort and Tausort — are filled. These keep track of the J and τ value that
correspond to each array position. The symmetry label of each J ,τ state is also determined
in this loop using the scheme detailed in chapter 2.
Next the energy array is sorted in ascending order using Numerical Recipe’s ‘sort.h’
routine. The routine also keeps a track of the array positions of the elements before sorting,
so the appropriate vales of J and τ can be read from the Jsort and Tausort arrays. The
partition function is calculated using the sorted array and the highest energy rotational
state is determined for the given temperature using the method detailed in chapter 2. The
TDSE is then solved for each state up to the highest energy state in the distribution.
To solve the TDSE we once again use a routine from Numerical Recipes. However, since
this routine applies only to real numbers, the coupled equations 2.17 must be separated
into real and imaginary parts. Writing aJKM = xJKM + iyJKM , gives the following set of
equivalent coupled equations
x˙JKM =
∑
K′
yJK′MHK,K′ +
∑
J ′K′M ′
yJ ′K′M ′ 〈JKM |V (t)|J ′K ′M ′〉 ,
y˙JKM = −
∑
K′
xJK′MHK,K′ −
∑
J ′K′M ′
xJ ′K′M ′ 〈JKM |V (t)|J ′K ′M ′〉 . (F.1)
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The array of values aJKM are indexed such the even indices correspond to the real parts
and the odd indices to the imaginary parts.
These coupled differential equations are solved by a Numerical Recipes fifth order Dormand-
Price (DP) stepper. However, before entering the TDSE loop the logic of 1D and 3D codes
diverge, therefore we must deal with them independently from here on.
F.2 1D Code(s)
Before entering the time loop an empty array the size of the number points in the field,
and another with size equal to the number of field free points are initialized. The arrays,
named c2t and c2tfree are intended to save 〈cos2 θ〉 at each time. Another version of this
code (HHGfitbeocat.cpp) instead defines numerous arrays named Djk with the same size,
each to save the
〈
Dj0,k
〉
at each time up to j and k = 8. Yet another version (angledist.cpp)
is written to calculate the molecular axis distribution ρ(θ, χ, t).
〈cos2 θ〉 and 〈Dj0,k〉 are calculated using Eq. 2.22 and expressions for their matrix ele-
ments, Eq. A.7 and Eq. A.4 respectively. ρ(θ, χ, t) is calculated from the wavefunction (cf.
Eq. 5.6), which in turn is expanded as Wigner matrix elements (cf. Eq. 2.9). These func-
tions are pre-calculated using the function available in Mathematica on a 20 × 20 {θ × χ}
grid. The time dependent coefficients are then used to build the molecular axis distribution
at each time step. 〈cos2 θ〉 and 〈Djk,m〉 are built from their matrix elements each of which
are calculated by functions called at each time step (‘c2t.cpp’ and ‘HHG.cpp’ respectively).
The functions used to calculate the matrix elements require computation of the Clebsch-
Gordan coefficients. The subroutines ‘CGcoeff0.cpp’, ‘CGcoeffp2.cpp’ and ‘CGcoeffm2.cpp’
compute these for ∆J = 2 and ∆K = 0,2 and −2 respectively. These are used in ‘c2t.cpp’.
Higher values of ∆J,K are handled by the subroutine ‘ClebschGordan.cpp’ which is used in
‘HHG.cpp’. Both use expressions from Zare50 and ‘ClebschGordan.cpp’ can only deal with
values of J up to 86, restricting the largest Jmax that can be reliably handled to this value.
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This in turn puts restrictions on the temperatures and pulse parameters that be handled by
the code. These subroutines are used in the 3D code as well.
The time dependent coefficients during the pulse are calculated using the DP stepper.
The differential equations F.1 are programmed into a subroutine called ‘rhs asymschrod.cpp’.
In this routine each term in the sums on the right side of Eqs. F.1 allowed by the selection
rules are written out explicitly and if-else statements ensure that terms with J ′ > Jmax or
J ′ < 0 are set to zero. The matrix elements of the potential are computed by a function (V
Asymmetric Tops CG.cpp) for each loop iteration of the sums and at each time step.
Finally, the code saves each element of the arrays c2t and c2tfree to the same file, or
each of the arrays Djk to different files after the entire propagation for a single initial state
is complete. The entire time loop is placed within outer loops that loop over initial states
(initial J , τ and M values) up to the highest energy state at the input temperature. The
first row of each file is the time in picoseconds. The array elements are also weighted by
the correct nuclear spin and Boltzmann weights. The rows of the saved files then need to
be summed to generate a thermally averaged trace.
F.3 3D Code
The 3D code is written in such a manner that it can be run for a train of pulses, each of
which can have any ellipticity. The peak position in time of each pulse and the ellipticity
need to be included in the input file, ‘multidata.dat’, along with the duration and intensity.
The thermal statistics and diagonalization of the rigid rotor Hamiltonian are performed in a
manner identical to the 1D code. However, before these are performed the time array ‘tval’
is defined and saved using an if-else statement. ‘tval’ is incremented in a loop by the field
free step size (an input value) for each increment of the loop index – ‘i’ — until the start
time of a pulse is reached (this is defined as the central position of the pulse minus twice
the pulse duration). At the start time the ‘else’ statement is implemented which steps ‘tval’
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by the in-field step size in a loop over the number of points in the field. ‘i’ is then stepped
by the number of in-field points and ‘j’ by 1. ‘i’ therefore is the time index and ‘j’ the pulse
number.
Another improvement made to the 3D code is that the potential matrix, and all matrices
of quantities for which expectation vales are calculated — 〈cos2 θxX〉, 〈cos2 θyY 〉, 〈cos2 θzZ〉
and 〈cos2 δ〉 — are calculated outside the time propagation loop. Each of these quantities
are represented by 1D arrays that are initialized with zeros and are filled in nested loops
running over {J ,J ′,K,K ′,M ,M ′}. The loops are stepped such that selection rules are taken
into account and array indices for matrix elements that are zero are skipped. Matrix elements
with J ′ > Jmax or J ′ < 0 are skipped as well. A dummy index stepped by 1 for each inner
most loop iteration is used to keep track of the angular momentum indices associated with
each array element.
Open multi-processing (openMP) is implemented as well.The time loop for each initial
state is run independently over a number of processors greatly speeding up the calculation.
This implementation most crucially involves designating variables that cannot be accessed
by all processors simultaneously as ‘private’. In our case these are any array indices that are
looped. Since a copy of the loop is run on each processor, memory requirements for the code
can be quite large ( usually >20 GB RAM for realistic temperature and pulse parameters).
The number of processors to be used is an input parameter for the code. The differential
equations F.1 are programmed into a subroutine called ‘rhs asymschrod 3d 4.cpp’. This is
also done using the same loop structure as for the potential and cosine matrices, precluding
the writing of each term in the sums explicitly since the loop itself accounts for the selection
rules.
The expectation value calculations also use the same loop structure, however for these
and the differential equations an array index is required that increments by 1 as J runs from
161
0 to Jmax and K and M run from −J to J . Such an index i is given by,
i =
1
3
(4J3 + 6J2 + 5) +M(2J + 1) +K. (F.2)
Once the expectation values are calculated they are saved to file in the same manner as in
the 1D code, with each expectation value being saved to a different file.
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