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ABSTRACT
We consider the process containing two quark lines and an arbitrary
number of gluons in a spinor helicity framework. A current with two off-shell
gluons appears in the amplitude. We first study this modified gluon current
using recursion relations. The recursion relation for the modified gluon current
is solved for the case of like-helicity gluons. We apply the modified gluon






In recent years, there has been a great interest in studying the high en-
ergy scatterings in QCD. An efficient approach in the tree approximation is to
formulate recursion relations for currents with n gluons in terms of those with
fewer gluons [1]. The gluon currents which have been studied so far contain only
one off-shell gluon. These are appropriate for processes involving only gluons, or
a single quark line plus gluons. However, as soon as we consider processes with
two or more quark lines, we encounter gluon currents with two or more off-shell
gluons. These currents also satisfy recursion relations similar to those for currents
with one off-shell gluon.
In this paper we will study the process
qq¯ −→ qq¯gg · · · g. (1.1)
Because of the non-Abelian nature of QCD, the number of Feynman diagrams
for this process is enormous, even at tree-level. This is true even in cases that
are far simpler than the one being studied here. Thus, a suitable means to or-
ganize and simplify the calculation is required. A fruitful concept in this respect
has been the multispinor representation of a vector field [2 ]. Over the last 10
years or so, a whole industry devoted to the application of the spinor technique
to multi-parton processes has sprung up, employing the spinors in a number of
different contexts [3,4]. An excellent guide to the many approaches and methods
developed for such calculations is the review by Mangano and Parke [5 ]. We
will organize our calculation within the framework of the recursion relations pre-
sented in reference [1]. The multispinor representation allows us to treat quarks
3and gluons on an equal footing, while the recursion relations supply connections
between currents with n particles and those with n− 1 and n− 2 particles. Once
we have the recursion relations, we can use their solutions as the starting point
for our calculations. Rather than a large number of Feynman diagrams showing
all of the possible gluon configurations, we consult a handful of diagrams built
from the individual currents. We will use Weyl-van der Waerden spinors in this
work (a summary of our conventions appears in the appendix).
The organization of this paper is as follows. In section 2, we briefly review
the recursion relations for quarks and gluons involving only one off-shell particle.
We also recount the solutions to these relations for the case in which all of the
gluons have the same helicity. In section 3, we study the gluon recursion relation
for a gluon current with n off-shell gluons plus any number of on-shell gluons.
We then specialize to the case n = 2 and introduce a “modified” current. This
modified current will have a “special” gluon, which is off mass-shell and has a
modified “polarization spinor.” This recursion relation for the modified current
is easily solved when the modified “polarization spinor” for the special gluon
assumes a certain form, and the gluons have like helicity. We present a closed
form solution for the modified gluon current for this special case. In section 4,
we show how the modified gluon current fits into a computation of the process
(1.1). We then do the actual calculation for (1.1) for the case in which all of
the gluons have the same helicity. Mangano [6] has obtained an expression for
this amplitude by using the fact that each color configuration corresponds to
a gauge invariant amplitude. Requiring the correct collinear and soft limits in
the amplitude leads to the form published in reference [6]. We find that we are
able to reproduce Mangano’s result using an appropriate combination of quark
and gluon currents as the starting point. Hopefully, the techniques and details
4presented here will provide a stimulus for the development of new methods to
tackle even more difficult problems. The final section contains a few concluding
remarks.
II. THE QCD RECURSION RELATIONS
AND THEIR SOLUTIONS
In this section we will review the recursion relations for quarks and gluons
and their closed form solutions for special helicity configurations presented in
reference [1]. Each of the currents discussed below has only one off-shell particle.
2.1 The multi-gluon current
We define the current Ĵxξ (1, . . . , n) for one off-shell plus n on-shell trans-
verse gauge bosons in the tree approximation. By convention, all momenta will
flow into the graph. The jth gauge boson will have momentum kj, with the
off-shell boson having momentum kn+1 = −(k1 + k2+ · · ·+ kn) ≡ −κ(1, n). The
color index of the off-shell boson is x, while its Lorentz index is ξ. We include the
propagator for the off-shell boson in the definition of Ĵxξ (1, . . . , n). This definition
gives













× V µνξ(κ(1, j), κ(j+1, n),−κ(1, n))















5In (2.1) fabc is the structure constant of the group SU(N). We denote the
fundamental matrix representation of SU(N) by T a, hence,
[T a, T b] = ifabcT c. (2.2)
The T ’s are normalized such that

















The functions Vµνξ(k1, k2, k3) and Kα1α2α3α4 represent the 3-vertex and 4-vertex
respectively:
Vµνξ(k1, k2, k3) = gµν(k1 − k2)ξ + gνξ(k2 − k3)µ + gξµ(k3 − k1)ν , (2.5)
Kκλµν = gκνgλµ − gκµgλν . (2.6)
The symbol P(1 . . . n) denotes permutations among {1, . . . , n}, while C(1 . . . n)
represents cyclic permutations.
Berends and Giele [1] show that Ĵxξ (1, . . . , n) satisfies the following factor-
ization property and recursion relation:




tr(Ω[1, n]T x)Jξ(1, . . . , n), (2.7a)















J(1) = ǫ(1). (2.7c)
6In (2.7) we have the notations:
Ω[1, n] ≡ T a1 · · ·T an, (2.8)
[J(1, . . ., j), J(j+1, . . . , n)]ξ =
= 2κ(j+1, n) · J(1, . . . , j)Jξ(j+1, . . . , n)
− 2κ(1, j) · J(j+1, . . . , n)Jξ(1, . . . , j)
+ J(1, . . . , j) · J(j+1, . . . , n) [κ(1, j)− κ(j+1, n)]ξ,
(2.9)
and
{J(1), J(2), J(3)}ξ = J(1) · [J(3)Jξ(2)− J(2)Jξ(3)]
− J(3) · [J(2)Jξ(1)− J(1)Jξ(2)].
(2.10)
The current J(1, . . . , n) satisfies the following properties [1]:
J(1, 2, . . . , n) = (−1)n−1J(n, n−1, . . . , 1), (2.11a)
∑
C(1...n)
J(1, . . . , n) = 0, (2.11b)
n∑
j=1
J(2, . . . , j, 1, j+1, . . . , n) = 0, (2.11c)
κ(1, n) · J(1, . . . , n) = 0. (2.11d)
The recursion relation (2.7) may be solved easily for any number of gauge
bosons in two special helicity configurations. The key ingredient [1] is the ability
to choose gauge spinors such that
ǫαα˙(i)ǫ¯
α˙α(j) = 0 (2.12)
for any pair of gauge bosons i and j. Thus, to consider the situation in which all




〈j h〉 , j = 1, 2, . . . , n, (2.13)
7with the same arbitrary null-momentum h for each particle. We will not have
occasion to utilize the solution for the situation in which one of the gauge bosons
has negative helicity: hence, we will not present it here. The interested reader is
referred to reference [1].
The gauge choice (2.13) has the following consequences for the currents:
J(1, . . . , j) · J(ℓ, . . . , n) = 0, (2.14a)
{J(1, . . . , j), J(j+1, . . . , ℓ), J(ℓ+1, . . . , n)} = 0, (2.14b)
for any values of j, ℓ, and n. Furthermore, the square bracket function simplifies
to
[J(1, . . . , j),J(j+1, . . . , n)]ξ =
= 2κ(j+1, n) · J(1, . . . , j)Jξ(j+1, . . . , n)
− 2κ(1, j) · J(j+1, . . . , n)Jξ(1, . . . , j).
(2.15)
We may use these simplifications plus some help from the Schouten iden-
tity (A.8) to write the recursion relation (2.7) in spinor form as








(1, . . . , j)J¯ β˙β(j+1, . . . , n)κβα˙(1, n), (2.16)
valid for this helicity configuration.
The solution to (2.16) is [1]
Jαα˙(1+, . . . , n+) = uα(h)uβ(h)κβα˙(1, n)X(1+, . . . , n+), (2.17a)
X(1+, . . . , n+) =
(−√2)n−1
〈h|1, . . . , n|h〉 (2.17b)
for the case where all of the gluons have the same helicity.
2.2 The quark current
We now review the fermion currents presented by Berends and Giele [1].
These currents consist of a quark line plus n gluons in the tree approximation.
8One end of the quark line will be off shell. In the following, all momenta flow
into the diagram. We will denote the momentum of the quark by p and its color
index by i. The antiquark will have momentum q and color index j. In the case
where the quark is off shell we have, by definition:






̂¯ψjm(q; 1, . . . , ℓ)






̂¯ψji(q; 1, . . . , n) = gn ∑
P(1...n)
(Ω[1, n])jiψ¯(q; 1, . . . , n), (2.19a)
where
ψ¯(q; 1, . . . , n) =
=
−1
[q + κ(1, n)]2
n−1∑
ℓ=0
ψ¯(q; 1, . . . , ℓ) 6J(ℓ+1, . . . , n)[q/+ κ/(1, n)]. (2.19b)
Since the helicity of the quark line is conserved in the massless limit, (2.19b) has
two translations to Weyl spinors:
ψ¯α(q−; 1, . . . , n) =
=
−√2
[q + κ(1, n)]2
n−1∑
ℓ=0
ψ¯β(q−; 1, . . . , ℓ)Jβα˙(ℓ+1, . . . , n)[q¯ + κ¯(1, n)]α˙α
(2.20a)
for a left-handed antiquark and
ψ¯α˙(q
+; 1, . . . , n) =
=
−√2





(q+; 1, . . . , ℓ)J¯ β˙α(ℓ+1, . . . , n)[q + κ(1, n)]αα˙
(2.20b)
for a right-handed antiquark.
In analogous fashion, when the antiquark is off shell we have








κ/(1, n) + p/
× (−ig)(T x)jmγξĴxξ (1, . . . , ℓ)ψ̂mi(ℓ+1, . . . , n; p),
(2.21)
9which simplifies to




(Ω[1, n])jiψ(1, . . . , n; p), (2.22a)
where
ψ(1, . . . , n; p) =
=
1
[κ(1, n) + p]2
n∑
ℓ=1
[κ/(1, n) + p/] 6J(1, . . . , ℓ)ψ(ℓ+1, . . . , n; p). (2.22b)
In terms of Weyl spinors, (2.22b) reads:





[κ(1, n) + p]2
n∑
ℓ=1
[κ(1, n) + p]αα˙J¯ α˙β(1, . . . , ℓ)ψβ(ℓ+1, . . . , n; p−) (2.23a)
for a left-handed quark and




[κ(1, n) + p]2
n∑
ℓ=1
[κ¯(1, n) + p¯]α˙αJ
αβ˙
(1, . . . , ℓ)ψβ˙(ℓ+1, . . . , n; p+)
(2.23b)
for a right-handed quark. It is worth mentioning that
ψα˙(1, . . . , n; p+) = (−1)nεα˙β˙ψ¯
β˙
(p+;n, n−1, . . . , 1) (2.24a)
and
ψα(1, . . . , n; p
−) = (−1)nψ¯β(p−;n, n−1, . . . , 1)εβα. (2.24b)
The recursion relations (2.20) and (2.23) are easily solved when all of the
gluons have the same helicity. The gauge choice for the gluons is the same as
that used for the pure gluonic current, namely (2.13). The solutions for n ≥ 1
are
ψ¯α(q−; 1+, . . . , n+) = −
√
2uα(q)〈q h〉〈h 1〉〈q 1〉X(1
+, . . . , n+) (2.25)
and
ψ¯α˙(q
+; 1+, . . . , n+) =
√
2uβ(h)[q + κ(1, n)]βα˙
〈h 1〉
〈q 1〉X(1
+, . . . , n+), (2.26)
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where the scalar function X(1+, . . . , n+) is given by (2.17b). For n = 0 we have
simply
ψ¯α(q−) = uα(q), (2.27)
ψ¯α˙(q
+) = u¯α˙(q), (2.28)
consistent with (2.25) and (2.26). The off-shell antiquark currents are easily
obtained from (2.24).
III. CURRENTS WITH SEVERAL OFF-SHELL GLUONS
In this section we will begin by presenting a generalization of the Berends
and Giele gluon recursion relation [1] which allows two or more of the gluons
to be off shell. We will then specialize to the situation in which one gluon is off
shell, one gluon has a “generalized” polarization spinor, and the remaining gluons
are on shell. If all of the on-shell gluons have the same helicity, the generalized
recursion relation simplifies, and we are able to solve it for arbitrary n. As we
shall see in Section 4, this quantity may be used to aid in the computation of the
process (1.1).
3.1 The recursion relation
We define the current Îxξ (1
∗, 2∗, . . . , n∗) to consist of the sum of all tree
graphs with n+1 external gluons. The gluons labelled by {1, 2, . . . , n} have mo-
menta k1, k2, . . . , kn, color indices a1, a2, . . . , an, and special polarization vectors
ǫ(1∗), ǫ(2∗), . . . , ǫ(n∗). These special polarizations are included to avoid a prolif-
eration of indices: in general,
kj · ǫ(j) 6= 0. (3.1)
11
Furthermore, we allow for
k2j 6= 0. (3.2)
We have not included the propagator factors for theses gluons. The last gluon
has momentum kn+1 = −κ(1, n), color index x, and Lorentz index ξ. We do
include the propagator for this gluon in the definition of Î.
Because of (3.1) and (3.2), it is easy to obtain currents with any number
of off-shell gluons from Îxξ (1
∗, 2∗, . . . , n∗). All that is required is to remove the
appropriate polarization vectors, and supply a propagator for each off-shell gluon.
“Normal” polarization vectors may be used to replace the polarizations of the
remaining gluons which are to be on shell.
An examination of the derivation given by Berends and Giele [1] for the
gluon recursion relation (2.7) reveals that the kinematic and color structures
factorize quite early in the derivation. As a result, it is immediately obvious that
Î satisfies the same factorization property as Ĵ and the recursion relation for Î
has the same form as (2.7), namely,
Îxξ (1




∗, . . . , n∗), (3.3a)
Iξ(1















I(1∗) = ǫ(1∗). (3.3c)
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The only difference between (3.3b) and (2.7b) is the appearance of a new square
bracket function, defined by
[[I(1∗, . . ., j∗), I((j+1)∗, . . . , n∗)]]ξ =
= [2κ(j+1, n) + κ(1, j)] · I(1∗, . . . , j∗) Iξ((j+1)∗, . . . , n∗)
− [2κ(1, j) + κ(j+1, n)] · I((j+1)∗, . . . , n∗) Iξ(1∗, . . . , j∗)
+ I(1∗, . . . , j∗) · I((j+1)∗, . . . , n∗) [κ(1, j)− κ(j+1, n)]ξ,
(3.4)
The curly bracket function remains as in (2.10). A comparison of (3.4) with
(2.15) reveals that the differences between the two are generated by the fact that
I(1∗, . . . , n∗) is not a conserved current, that is
κ(1, n) · I(1∗, . . . , n∗) 6= 0. (3.5)
In spite of the loss of current conservation, I still satisfies the following properties:
I(1∗, 2∗, . . . , n∗) = (−1)nI(n∗, . . . , 2∗, 1∗), (3.6a)
∑
C(1...n)
I(1∗, . . . , n∗) = 0, (3.6b)
n∑
j=1
I(2∗, . . . , j∗, 1∗, (j+1)∗, . . . , n∗) = 0, (3.6c)
corresponding to (2.11a)–(2.11c).
3.2 The modified gluon current
We will now consider Iαα˙(1∗, 2+, . . . , n+), a current with just one “gener-
alized” polarization vector and n−1 like-helicity on-shell gluons. The polarization
spinors for the gluons labelled 2, 3, . . . , n are given by (2.13). The “generalized”
polarization spinor for the first gluon is defined to be
Iαα˙(1∗) ≡ uα(h)uβ(h)k1βα˙ (3.7)
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with
k21 6= 0. (3.8)
As we shall see in Section 4, this form of I(1∗) appears when we consider the
computation of the process (1.1). Even though k21 does not vanish, we still have
the relation
k¯α˙α1 Iαα˙(1∗) = 0 (3.9)
as if I(1∗) were a true polarization spinor. Because of (3.9), and since all of
the other gluons have “normal” polarizations, I(1∗, 2+, . . . , n+) is a conserved
current, in contrast to the more general case leading to (3.5). Thus, the square
bracket function in (3.4) reduces to the form (2.15). Moreover, I(1∗) is propor-
tional to uα(h). This means that key properties (cf. equations (2.12), (2.14), and
(2.15)) leading to the simplified form of the recursion relation (2.16) for J still
hold when one of the J ’s is replaced by an I. Thus,








(1∗, 2+, . . . , j+)J¯ β˙β((j+1)+, . . . , n+)κβα˙(1, n), (3.10)
with (3.7) giving the starting point I(1∗).
The next current, I(1∗, 2+), is found by direct calculation from (3.10) to
be










which should be compared to







〈h 1〉 〈1 2〉 , (3.12)






〈2 1〉〈2 1〉∗ =
〈h 1〉
〈2 1〉 . (3.13)
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Iαα˙(1∗, 2+) = 〈h|1|h〉Jαα˙(1+, 2+). (3.14)
Equation (3.14) suggests that we try the following ansatz for I(1∗, 2+, . . . , n+),
valid for n ≥ 2:















The first term of (3.15) reduces to 〈h|1|h〉Jαα˙(1+, 2+, . . . , n+) in the limit k21 → 0,
while the second term, with its undetermined function Λn, vanishes in that limit.
It is obvious from (3.12) that
Λ2 = 0. (3.16)
We now prove (3.15) by mathematical induction. Assume that (3.15) is
true for I(1∗, 2+, . . . , ℓ+) with ℓ < n. The recursion relation (3.10) along with
the known solution (2.17) for J tell us that


















































Let us denote the second term in the curly brackets of (3.17) by S. Writing out

















Because k21 6= 0,
k1δδ˙ 6= uδ(k1)u¯δ˙(k1), (3.19)
and we must treat the i = 1 portion of (3.18) separately. Doing this and changing


























































The Weyl equation allows us to extend the sum in the numerator in the second
term of (3.21) to κ(2, n). We may then write k1 = κ(1, n)− κ(2, n) to obtain
−uδ(h)k1δδ˙κ¯(3, n)δ˙ǫuǫ(k2) = −uδ(h)κδδ˙(1, n)κ¯(2, n)δ˙ǫuǫ(k2)
+ 〈h 2〉κ2(2, n).
(3.22)












(1, n)κ¯δ˙ǫ(2, n)k2ǫγ˙ k¯
γ˙γ
1 uγ(h)
〈h 2〉 (k1 + k2)2 .
(3.23)
16




(1, n)κ¯δ˙ǫ(2, n)k2ǫγ˙(k¯1 + k¯2)
γ˙γuγ(h)









(1, n)κ¯δ˙ǫ(2, n)k1ǫγ˙(k¯1 + k¯2)
γ˙γuγ(h)










uδ(h)κδγ˙(1, n)(k¯1 + k¯2)
γ˙γuγ(h)
〈h 2〉 (k1 + k2)2 .
(3.24)
By inserting (3.24) back into (3.17) we arrive at
Iαα˙(1∗, 2+, . . . , n+) =
=
(−√2)n−1uα(h)uβ(h)κβα˙(1, n)









uδ(h)κδγ˙(1, n)(k¯1 + k¯2)
γ˙γuγ(h)



















uδ(h)κδγ˙(1, n)(k¯1 + k¯2)
γ˙γuγ(h)

















〈h 2〉 (k1 + k2)2 (k1 + k2 + k3)2 . (3.27)










〈h 2〉κ2(1, 2)κ2(1, 3)κ2(1, 4) .
(3.28)
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where we have made repeated use of the Weyl equation, the antisymmetry of
the spinor product, and added and subtracted terms as required to complete the




〈h 2〉κ2(1, 2)κ2(1, 3) +
uδ(h)k4δγ˙κ¯
γ˙γ(1, 3)uγ(h)
〈h 2〉κ2(1, 3)κ2(1, 4) . (3.30)








κ2(1, j−1)κ2(1, j) . (3.31)
We prove this ansatz by mathematical induction. Assuming Λℓ to be given by



















κ2(1, j−1)κ2(1, j) .
(3.32)
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Let us interchange the order of the summations in the second term of (3.32) and


































κ2(1, j−1)κ2(1, j) .
(3.33)
We have adjusted the limits in the third term of (3.33) to reflect the vanishing of
κ(j+1, ℓ) for j = ℓ. Denote the three contributions in (3.33) by Z1, Z2, and Z3
respectively.



















κ2(1, j−1)κ2(1, j) .
(3.34)
Next, we interchange the sum over ℓ with both the sum on i and the sum on m


































κ2(1, j−1)κ2(1, j) .
(3.35)
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〈h 2〉κ2(1, n)κ2(1, j−1)κ2(1, j) , (3.36)
where we have extended the sum to j = n− 1 because k2n = 0.
Setting Z3 aside, we turn to Z2. There is only one ℓ-dependent κ-sum

















κ2(1, j−1)κ2(1, j) .
(3.37)
Before we can do the sum on ℓ, we must interchange it with the sum on m. Once



























































〈h 2〉κ2(1, n)κ2(1, j−1)κ2(1, j) .
(3.39)
We recognize the second term in (3.39) as precisely −Z3: hence, when we form








〈h 2〉κ2(1, n)κ2(1, j−1)κ2(1, j) . (3.40)
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Let us call the numerator of (3.40) N23.
We may use the Weyl equation and the clever addition and subtraction of
terms to write N23 as the combination of three terms containing perfect squares
of momentum sums:





















































〈h 2〉κ2(1, n−1)κ2(1, n) .
(3.43)
If we compare the second term of (3.43) to Z1 (i.e. the first term of (3.33)), we
see that these two terms cancel. In addition, the last term of (3.43) provides a
j = n term for the sum appearing in the first term. Hence,






〈h 2〉κ2(1, j−1)κ2(1, j) ,
(3.44)
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proving the ansatz (3.31).
If we re-examine (3.15), we see that the first term in the square brackets
there corresponds to a j = 2 term for the sum in Λn. We may thus combine
(3.15) and (3.44) to produce the compact form











κ2(1, j−1)κ2(1, j) ,
(3.45)
valid for n ≥ 2.
3.3 General Modified Gluon Currents
In order to calculate the amplitude for the process (1.1), we require knowl-
edge of I(1+, 2∗, 3+, . . . , n+), I(1+, 2+, 3∗, 4+, . . . , n+), etc. We begin by defining
some useful notation.
We may separate the expression for I into a factor containing the spinor
dependence and a scalar function. It is easily verified from the appropriate (mod-
ified) form of the recursion relation (2.16) that we may write




β(h)κβα˙(1, n)X (1, . . . , m∗, . . . , n).
(3.46)
For the case already discussed, (3.45) tells us that
X (1∗, 2, . . . , n) = −k
2
1
〈h|2, . . . , n|h〉
n∑
j=2
c (1, 2, . . . , j), (3.47)
where




κ2(1, j−1)κ2(1, j) . (3.48)
Note that c (1, 2, . . . , j) is symmetric in its first j − 1 arguments.
We may obtain X (1, 2∗, 3, . . . , n) from the relation




X (2∗, 3, . . . , i, 1, i+1, . . . , n), (3.49)
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a specialized form of (3.6c) with an overall factor removed. Careful consideration
of (3.47) tells us that we have
X (2∗, 1, 3, . . . , n) = −k
2
2




c (2, 1) +
n∑
ℓ=3
c (1, 2, . . . , ℓ)
]
, (3.50a)
X (2∗, 3, . . . , i, 1, i+1, . . . , n) = −k
2
2






c (2, 3, . . . , ℓ) + c (2, 3, . . . , i, 1) +
n∑
ℓ=i+1




Equation (3.50b) may even be used for i = n if we define kn+1 ≡ h for that
purpose. Insertion of (3.50) into (3.49) yields
−X (1, 2∗, 3, . . . , n) =
=
−k22
〈h|3, . . . , n|h〉
[ 〈h 3〉



























The sums on i appearing in double sums may be performed using (A.16). Re-
ordering the double sums, doing the sum on i in those terms, and changing the
dummy summation variable from i to ℓ in the fourth term gives
−X (1, 2∗, 3, . . . , n) =
=
−k22
〈h|3, . . . , n|h〉
[ 〈h 3〉























The last sum appearing in (3.52) is trivially extended to include ℓ = 3 since















Incorporation of the changes to (3.52) implied by (3.53) and (3.54) produces:
−X (1, 2∗, 3, . . . , n) =
=
−k22
〈h|3, . . . , n|h〉
[ 〈h 3〉






















We may shift the summation on the last term in (3.55) by 1, so that ℓ runs from
4 to n+1. This causes the same factor 〈h ℓ〉〈h|1|ℓ〉 to appear here as in the other sums.
The ℓ = n+1 term may be discarded since 〈h h〉 = 0. The first term in (3.55)
is exactly what is required to restore ℓ = 3 to the shifted sum. Hence, the final
result is
X (1, 2∗, 3, . . . , n) = −k
2
2




〈ℓ|1|h〉c2(1, 2, . . . , ℓ), (3.56)
where
c2(1, 2, . . . , ℓ) ≡ c (1, 2, . . . , ℓ)− c (2, 3, . . . , ℓ)
− c (ℓ, ℓ−1, . . . , 2, 1) + c (ℓ−1, ℓ−2, . . . , 2, 1).
(3.57)
The coefficient c2(1, 2, . . . , ℓ) is fully symmetric under permutation of all but its
first and last arguments. It is immediately obvious from the definition (3.57) plus
the fact that c (1, 2, . . . , ℓ) is symmetric in its first ℓ− 1 arguments that
c2(1, 2, . . . , ℓ) = −c2(ℓ, ℓ−1, . . . , 1). (3.58)
Next, we compute X (1, 2, 3∗, 4, . . . , n) by using the sum rule (3.6c), written
in the form
X12 ≡ −X (1, 2, 3∗, 4, . . . , n)−X (2, 1, 3∗, 4, . . . , n)
= X (2, 3∗, 1, 4, . . . , n) +
n∑
i=4
X (2, 3∗, 4, . . . , i, 1, i+1, . . . , n). (3.59)
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〈ℓ|2|h〉c2(2, 1, 3, 4, . . . , ℓ)
− 〈ℓ h〉〈ℓ|2|h〉c2(2, 3, . . . , ℓ)−
〈1 h〉
〈1|2|h〉c2(2, 3, . . . , ℓ, 1)
+
〈1 h〉




The terms in the square brackets may be simplified. Denote these terms by Ξ.





c (2, 1, 3, 4, . . . , ℓ)− c (1, 3, 4, . . . , ℓ)
− c (1, 3, 4, . . . , ℓ, 2) + c (1, 3, 4, . . . , ℓ−1, 2)
− c (2, 3, . . . , ℓ) + c (3, 4, . . . , ℓ)




c (2, 3, . . . , ℓ, 1)− c (3, 4, . . . , ℓ, 1)
− c (3, 4, . . . , ℓ, 1, 2) + c (3, 4, . . . , ℓ, 2)
− c (2, 3, . . . , ℓ−1, 1) + c (3, 4, . . . , ℓ−1, 1)









c (1, 2, . . . , ℓ)− c (1, 3, 4, . . . , ℓ)






c (3, 4, . . . , ℓ, 2)− c (3, 4, . . . , ℓ−1, 2)




c (2, 3, . . . , ℓ, 1)− c (3, 4, . . . , ℓ, 1)















c (1, 2, . . . , ℓ)− c (1, 3, 4, . . . , ℓ)






c (3, 4, . . . , ℓ, 2)− c (3, 4, . . . , ℓ−1, 2)
− c (1, 3, 4, . . . , ℓ, 2) + c (1, 3, 4, . . . , ℓ−1, 2)
}
− 〈ℓ h〉〈ℓ|1, 2|h〉
{
c (2, 3, . . . , ℓ, 1)− c (3, 4, . . . , ℓ, 1)










〈ℓ|2, 1|h〉 . (3.64)
Recalling that
X12 = −X (1, 2, 3∗, 4, . . . , n)− X (2, 1, 3∗, 4, . . . , n), (3.65)
we must disentangle the two contributions present in (3.63). This is accomplished
by considering the n = 4 case explicitly, for which we are able to obtain an
expression for X (1, 2, 3∗, 4) from the relation (cf. equation (3.6a))
X (1, 2, 3∗, 4) = (−1)3X (4, 3∗, 2, 1). (3.66)
The result of this process is
X (1, 2, 3∗, 4, . . . , n) = −k
2
3




〈ℓ|1, 2|h〉c2(1, 2, . . . , ℓ)




We may write (3.67) in the suggestive form
X (1, 2, 3∗, 4, . . . , n) =
=
k23






〈j ℓ〉 c2(j, . . . , ℓ).
(3.68)
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Likewise, (3.56) may be recast as
X (1, 2∗, 3, . . . , n) =
=
k22






〈j ℓ〉 c2(j, . . . , ℓ).
(3.69)
Equations (3.68) and (3.69) lead us to the ansatz
X (1, . . . , m∗, . . . , n) =
=
k2m






〈j ℓ〉 c2(j, . . . , ℓ),
(3.70)
valid for 2 ≤ m ≤ n− 1.
In order to prove that (3.70) is correct, we must return to the recursion
relation (2.16), which becomes
















(1+, . . . , m∗, . . . , i+)J¯ β˙β((i+1)+, . . . , n+)κβα˙(1, n).
(3.71)
Using (3.46) to replace I by X and (2.17) for the factors of J appearing in (3.71)
yields








〈h|1, . . . , i|h〉 X (i+1, . . . , m






〈h|i+1, . . . , n|h〉 X (1, . . . , m
∗, . . . , i)
} (3.72)
after a bit of algebra. We should like to prove that the ansatz (3.70) is correct by
induction. Note that we already know the correct form for X (1∗, 2, . . . , n) (equa-
tion (3.47); we may use that in combination with (3.6a) to obtain X (1, 2, . . . , n∗):
X (1, 2, . . . , n∗) = k
2
n
〈h|1, . . . , n−1|h〉
n−1∑
j=1
c (n, n−1, . . . , j). (3.73)
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Since the form of the solution is different when m∗ appears first or last in the
argument list, we must handle those terms separately. So, replacing the X ’s on
the right hand side of (3.72) with their values produces












































We have used (A.6) and (A.13a) to write
uγ(h)κγγ˙(1, i)κ¯






where the first line is used in the first term of (3.74) and the second line in the
fourth term.
We begin to simplify (3.74) by evaluating the sums on i appearing in the
first and fourth terms. Consider the first term (≡X1) in the curly brackets of



























γ˙(kj)〈j h〉 〈i i+1〉〈i|h|i+1〉
〈r|h|s〉
〈r s〉 c2(r, . . . , s).
(3.76)
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γ˙(kj)〈j h〉 〈s j〉〈s|h|j〉
〈r|h|s〉









〈r s〉 c2(r, . . . , s),
(3.77)
where in the second line we have cancelled common factors and restored the
implicit κ-sum from the explicit sum on j. Employing the same sequence of steps






uγ(kr)κγγ˙(1, r−1)κ¯γ˙δ(1, n)uδ(h)〈s h〉〈r s〉 c2(r, . . . , s). (3.78)
Combining (3.77) and (3.78) with (3.74) produces

































We now write κ(s+1, n) as κ(1, n)− κ(1, s) and κ(1, r−1) as κ(1, n)− κ(s, n) in
order to extract explicit factors of κ2(1, n) where possible. Rearranging slightly,
29
we obtain




















































We may extend the limits of the first two sums from r = 1 to m−1 and s = m+1
to n by adding and subtracting the appropriate terms. The extra terms which
arise are precisely the terms needed to extend the second pair of double sums in
the same manner. Thus, all four double sums may be combined to give























































c2(r, . . . , s)
(3.82)















c2(r, . . . , s)
(3.83)
Using (A.8) to write
uδ(ks) 〈h r〉 = −uδ(h) 〈r s〉 − uδ(kr) 〈s h〉 (3.84)






























c2(r, . . . , s).
(3.85)
We have used the antisymmetry of the spinor product to accomplish the matrix
transposition required to produce the last line of (3.85).
Let us examine the third term (≡∆3) in (3.85). Using (3.57) to write out








c (r, r+1, . . . , s)− c (r+1, r+2, . . . , s)
− c (s, s−1, . . . , r+1, r) + c (s−1, s−2, . . . , r+1, r)
] (3.86)
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Employing (A.8) to write

























Inserting the definition (3.48) for some of the c -functions and rearranging a bit
we arrive at
∆3 = −uγ(h)κγγ˙(r, s)κ¯γ˙δ(1, n)uδ(h)
[





























The terms in the curly brackets may be simplified by noting that
καα˙(1, s)k¯
α˙β
s κββ˙(1, s) = καα˙(1, s)k¯
α˙β
s κββ˙(1, s−1)
= καα˙(1, s)[κ¯(1, s)− κ¯(1, s−1)]α˙βκββ˙(1, s−1)
= κ2(1, s)κ
αβ˙




Note that in order to use (3.90) in the first and last terms in the curly brackets
of (3.89), we must extend one of the κ-sums and compensate. This relation is
32
useful in cancelling many of the denominators. The result of applying (3.90) to
all four terms in (3.89) is
∆3 = −uγ(h)κγγ˙(r, s)κ¯γ˙δ(1, n)uδ(h)
[

















































The terms in curly brackets cancel among themselves, leaving just
∆3 = −uγ(h)κγγ˙(r, s)κ¯γ˙δ(1, n)uδ(h)
[











κ2(r, s−1)κ2(r+1, s−1) u
γ(h)ksγγ˙κ¯
γ˙δ(1, n)uδ(h)
= −uγ(h)κγγ˙(r, s)κ¯γ˙δ(1, n)uδ(h)
[
c (r, r+1, . . . , s)− c (r+1, r+2, . . . , s)
]
− uγ(h)krγγ˙κ¯γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
− uγ(h)ksγγ˙κ¯γ˙δ(1, n)uδ(h)c (s−1, s−2, . . . , r),
(3.92)
where we have simplified the remaining terms to extract factors of c .
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Substitution of (3.92) back into (3.85) to recover ∆, and then putting ∆
back into (3.81) to obtain X once more gives us
































× [c (r, r+1, . . . , s)− c (r+1, r+2, . . . , s)]
+ uδ(h)κδγ˙(s+1, n)κ¯
γ˙γ(1, n)uγ(h)
× [c (s−1, s−2, . . . , r)− c (s, s−1, . . . , r)]
+ uγ(h)krγγ˙κ¯
γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
+ uγ(h)ksγγ˙κ¯




In addition to regrouping terms, we have made us of the symmetry of the argu-





























γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
+ uγ(h)ksγγ˙κ¯





In (3.94) we have written out the two implicit κ-sums that do not cover the full
range 1 to n. We now prepare to do the sum on r in the first term of (3.94) and






































γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
+ uγ(h)ksγγ˙κ¯




We are forced to break the first term into two pieces when doing the summation































γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
+ uγ(h)ksγγ˙κ¯





The terms containing c (1, 2, . . . , s) may be summed on j and combined to give
n∑
s=m+1
uδ(h)[κ(1, m−1) + κ(m,n)]δγ˙κ¯γ˙γ(1, n)uγ(h)c (1, 2, . . . , s) =
= κ2(1, n) 〈h h〉
n∑
s=m+1
c (1, 2, . . . , s)
= 0.
(3.97)
































γ˙δ(1, n)uδ(h)c (r+1, r+2, . . . , s)
+ uγ(h)ksγγ˙κ¯




Everything except for the s = m + 1 term of the second term in the square
brackets of the final double sum is cancelled by the first two double sums in















γ˙γ(1, n)uδ(h)c (m,m−1, . . . , r).
(3.99)
The third line of (3.99) may be combined with the second line by extending
κ(m+2, n) to κ(m+1, n). We then transpose the order of the matrix multiplica-
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γ˙δ(m+1, n)uδ(h)c (m,m−1, . . . , r).
(3.100)
A comparison of (3.100) with (3.93) shows that the contribution from δ exactly
cancels the contribution from the two remaining single sums appearing in X .
Thus, we have
X (1, . . . , m∗, . . . , n) =
=
k2m






〈r s〉 c2(r, . . . , s),
(3.101)
proving the ansatz (3.70).
IV. LIKE-HELICITY GLUON PRODUCTION
In this section we present the computation of the process (1.1) for the
case where all of the gluons have the same helicity. We begin by examining the
currents which must be sewn together to form the amplitude for (1.1). We will
see that the modified gluon current discussed in the previous section arises in a
natural manner within this context. After evaluating the color factor and the
sub-leading contribution in 1
N
, we engage in a lengthy discussion of the main
contribution. In spite of a very complicated starting point, we will end up with
a relatively simple final result, in agreement with Mangano [6].
4.1 Preliminary considerations
Figure 1 illustrates the form of the tree-level Feynman graphs contribut-
ing to (1.1). In terms of the currents introduced in the second and third sec-
tions, we see that it consists of two quark currents, two antiquark currents, and
37
a gluon current with two off-shell gluons. It is convenient to define a current
(Γ xξ )ji(p; 1, . . . , n; p
′) consisting of a quark line, n on-shell gluons, and one off-
shell gluon. With all momenta directed inward, this current has an antiquark of
momentum p and color index j, a quark of momentum p′ and color index i, n
on-shell gluons with momenta kℓ and color indices aℓ, and an off-shell gluon of
momentum −p− κ(1, n)− p′, Lorentz index ξ and color index x. We do not in-
clude the propagator for the off-shell gluon in the definition of (Γ xξ )ji. According
to this definition we have











] ψ̂mi(s+1, . . . , n; p′)
(n− s)! .
(4.1)
Insertion of the color factorizations (2.19a) and (2.22a) into (4.1) produces the
form







(Ω[1, s]T xΩ[s+1, n])ji
× ψ¯(p; 1, . . . , s)γξψ(s+1, . . . , n; p′).
(4.2)
We now turn to the current with two off-shell gluons. From (2.7a) we
know that










tr(Ω[1, s]T a0Ω[s+1, n]T x)Jξ(1, . . . , s, 0, s+1, . . . , n).
(4.3)
To obtain a formal expression for the current with two off-shell gluons, we dif-
ferentiate (4.3) with respect to the polarization vector of gluon number 0 and
restore its propagator:
Îxzξζ (0








tr(Ω[1, s]T zΩ[s+1, n]T x)
∂
∂ǫζ(0)
Jξ(1, . . . , s, 0, s+1, . . . , n).
(4.4)
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Let us denote by Mijkℓ(p, q; 1, . . . , n; p′, q′) the amplitude for the process
represented by Figure 1. Putting the pieces together, we write











∗, 1, . . . , v)
× 1
(w−v)!(Γ
ξx)ij(p; v+1, . . . , w; p′)
× 1
(n−w)!(Γ
ζz)kℓ(q;w+1, . . . , n; q
′),
(4.5)
where momentum conservation tells us that
k0 = q + κ(w+1, n) + q
′
= −p− κ(1, w)− p′.
(4.6)
We are able to evaluate (4.5) in the case where all of the radiated gluons
have the same helicity. Since the methods illustrated below handle all three of the
possible quark-antiquark helicity combinations with no extra complications, we
select the amplitude with two right-handed quark lines for further study. Clearly,
this helicity combination will involve ψ¯α(q−; (w+1)+, . . . , s+) for various values
of s, as implied by the form of (4.2). However, we know from (2.25) that this
current may be made to vanish for n ≥ 1 by the gauge choice h = q. Thus, the
sum on s in (4.2) may be replaced by a single term:
(Γ ζz)kℓ(q





−)γζψ((w+1)+, . . . , n+; q′+).
(4.7)
Unfortunately, the same reduction is not permissible on the other quark line.
Once h = q is chosen for one of the currents, consistency forces us to choose
h = q in all of the other currents, since individual terms in the sum (4.5) are not
gauge-invariant even though the sum as a whole is.
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Combination of (4.2), (4.4) and (4.7) with (4.5) produces












tr(Ω[1, u]T zΩ[u+1, v]T x)






+, . . . , u+, 0+, (u+1)+, . . . , v+)
× ψ¯(p−; (v+1)+, . . . , t+)γξψ((t+1)+, . . . , w+; p′+)
× ψ¯(q−)γζψ((w+1)+, . . . , n+; q′+).
(4.8)
The multispinor replacement rules (A.22) tell us that this is equivalent to












tr(Ω[1, u]T zΩ[u+1, v]T x)





Jαα˙(1+, . . . , u+, 0+, (u+1)+, . . . , v+)
× ψ¯α(p−; (v+1)+, . . . , t+)ψα˙((t+1)+, . . . , w+; p′+)
× ψ¯β(q−)ψβ˙((w+1)+, . . . , n+; q′+).
(4.9)
From (2.17b), (2.24a), (2.26), and (2.27) we see that
ψ¯β(q−)ψβ˙((w+1)+, . . . , n+; q′+) =
=
(−√2)n−wuβ(q)[κ¯(w+1, n) + q¯′]β˙γuγ(q)
〈q|w+1, . . . , n|q′〉 .
(4.10)
We may use the Weyl equation to add q¯β˙γ to the expression in square brackets
in (4.10). But then we have









〈q|w+1, . . . , n|q′〉 ,
(4.11)
where I¯ β˙β(0∗) is precisely the type of “generalized” polarization spinor intro-
duced in the last section (cf. equation (3.7)). With this identification made, we
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see that equation (4.9) tells us to take the usual gluon current, remove the polar-
ization spinor for the gluon labelled by “0”, and replace it with a “generalized”
polarization spinor, with k20 6= 0. The result is exactly the modified gluon current
discussed in the previous section. Hence,












tr(Ω[1, u]T zΩ[u+1, v]T x)
× (Ω[v+1, t]T xΩ[t+1, w])ij(T zΩ[w+1, n])kℓ
× 1
k20
Iαα˙(1+, . . . , u+, 0∗, (u+1)+, . . . , v+)





〈q|w+1, . . . , n|q′〉 .
(4.12)
Inserting the appropriate expressions from section 2 for the remaining quark
currents gives us












tr(Ω[1, u]T zΩ[u+1, v]T x)
× (Ω[v+1, t]T xΩ[t+1, w])ij(T zΩ[w+1, n])kℓ
× 1
k20
Iαα˙(1+, . . . , u+, 0∗, (u+1)+, . . . , v+)
× (−
√
2)n−v〈p q〉uα(p)[κ¯(t+1, w) + p¯′]α˙βuβ(q)
〈p|v+1, . . . , t|q〉 〈q|t+1, . . . , w|p′〉 〈q|w+1, . . . , n|q′〉 .
(4.13)
4.2 Evaluation of the color factor
We turn our attention to the color factor in (4.13), which reads
Cijkℓ ≡ tr(Ω[1, u]T zΩ[u+1, v]T x)(Ω[v+1, t]T xΩ[t+1, w])ij(T zΩ[w+1, n])kℓ
= (Ω[1, u]T zΩ[u+1, v])pq(T zΩ[w+1, n])kℓ
× (Ω[v+1, t])ir(Ω[t+1, w])sj(T x)qp(T x)rs.
(4.14)
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In order to evaluate Cijkℓ, we only need to know the completeness relation for




(Ω[v+1, t]Ω[1, u]T zΩ[u+1, v]Ω[t+1, w])ij(T zΩ[w+1, n])kℓ
− 1
2N
tr(Ω[1, u]T zΩ[u+1, v])(Ω[v+1, w])ij(T zΩ[w+1, n])kℓ.
(4.15)
The second term in (4.15) contains a trace. Since the trace is invariant under
cyclic permutations, we may extract a factor
∑
C(0...v)
Iαα˙(1+, . . . , u+, 0∗, (u+1)+, . . . , v+) = 0, v 6= 0, (4.16)
from the permutation sum in (4.13). Equation (4.16), the form of (2.11b) satisfied
by the modified current, tells us that there is no contribution to the amplitude
from this term, except perhaps at v = 0. When v = 0, however, the trace contains
just a single color matrix,
tr T z = 0. (4.17)
Hence, the only non-vanishing contribution to (4.15) is generated by the first




(Ω[v+1, t]Ω[1, u])ip(Ω[u+1, v]Ω[t+1, w])qj








(Ω[v+1, t]Ω[1, v]Ω[t+1, w])ij(Ω[w+1, n])kℓ,
(4.18)
where we have performed the sum on z to obtain the second line. Notice that the
1




Iαα˙(1+, . . . , u+, 0∗, (u+1)+, . . . , v+) = 0, v 6= 0, (4.19)
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according to (2.11c). Thus, we see that the only term which gives a contribution










We now insert (4.20) into (4.13), yielding












(Ω[v+1, t]Ω[1, u]Ω[w+1, n])iℓ
× (Ω[u+1, v]Ω[t+1, w])kj
× 1
k20
Iαα˙(1+, . . . , u+, 0∗, (u+1)+, . . . , v+)
× (−
√
2)n−v〈p q〉uα(p)[κ¯(t+1, w) + p¯′]α˙βuβ(q)

















2)n〈p q〉uα(p)[κ¯(t+1, w) + p¯′]α˙βuβ(q)
〈p|1, . . . , t|q〉 〈q|t+1, . . . , w|p′〉 〈q|w+1, . . . , n|q′〉 .
(4.21)
4.3 Evaluation of the 1/N contribution
The simplest piece of (4.21) to evaluate is the 1N contribution, which we















〈p q〉2uγ(q)k0γα˙[κ¯(t+1, w) + p¯′]α˙βuβ(q)
〈p|1, . . . , t|q〉 〈q|t+1, . . . , w|p′〉 〈q|w+1, . . . , n|q′〉 .
(4.22)
We note that the color factors are independent of t. In order to do the
sum on t in as compact a manner as possible we employ the following mnemonic
device. We write the implicit κ sum appearing in (4.22) as an explicit sum:





with the understanding that when s = w+1 we write p′ instead of kw+1. The
same kinds of considerations allow us to write
1




〈p|1, . . . , w|p′〉 (4.24)
for all values of t. In (4.24) we have the additional stipulation that when t = 0
we should write p rather than k0. As a result, we do not have to spend the
extra time to consider the endpoints of the summation separately, provided that
we take care to follow the pattern set by (4.23) and (4.24). At first glance, this
procedure may sound ad hoc; however, it is well-defined and always follows the
pattern just outlined: when joining two denominator “strings”, the correct value
for “out of range” summation variables (i.e. those which are not included in the
range of gluon momenta represented in the “string”) is determined by the quark
momentum appearing at the corresponding end of the “string”. Since this type
of structure occurs many times in this calculation, the savings generated by this
trick is considerable.





















where we have interchanged the order of the summations and used (A.11) to








replacing kt=0 with p as described in the previous paragraph. Cancelling the




γ(q)k0γα˙[κ¯(1, w) + p¯
′]α˙βuβ(p). (4.27)
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The Weyl equation permits us to add p¯α˙β to the sum in (4.27) for free. But,
according to (4.6), the resulting sum is just −k¯α˙β0 . Thus



















〈p|1, . . . , w|p′〉 〈q|w+1, . . . , n|q′〉 .
(4.29)
4.4 Evaluation of the N-independent contribution
The N -independent contribution to the amplitude comes from the first
term in (4.21). The seemingly complicated nature of the color factor appearing
in this term suggests that the labelling scheme for the gluons appearing in Figure 1
is not optimal for this contribution. Instead, to obtain a simpler expression, we
use the labels suggested by Figure 2. This makes the N -independent contribution
read
















Iαα˙((b+1)+, . . . , c+, 0∗, (d+1)+, . . . , e+)
× (−
√
2)n+b−c+d−e〈p q〉uα(p)[κ¯(e+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|e+1, . . . , n|p′〉 〈q|c+1, . . . , d|q′〉 ,
(4.30)
where the new limits are most easily obtained by examining Figure 2. The
momentum of the zeroth gluon now reads
k0 = q + q
′ + κ(c+1, d)
= −p− κ(1, c)− κ(d+1, n)− p′
(4.31)
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Because the explicit form of the modified gluon current depends on the
location of the gluon labelled by 0∗, we write this term as the sum of four con-












(−√2)n〈p q〉uα(p)Iαα˙(0∗)[κ¯(d+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|d+1, . . . , n|p′〉 〈q|b+1, . . . , d|q′〉 .
(4.32)
This term corresponds to single gluon exchange. Next, we write the terms that















Iαα˙(0∗, (d+1)+, . . . , e+)
× (−
√
2)n+d−e〈p q〉uα(p)[κ¯(e+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|e+1, . . . , n|p′〉 〈q|b+1, . . . , d|q′〉 .
(4.33)
Note that we start at e = d + 1 and adjust the b and d summation ranges
accordingly, since e = d (with c = b) is already given in (4.32). The third piece
contains multiple-argument I’s that have 0∗ appearing last. These are the e = d














Iαα˙((b+1)+, . . . , c+, 0∗)
× (−
√
2)n+b−c〈p q〉uα(p)[κ¯(d+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|d+1, . . . , n|p′〉 〈q|c+1, . . . , d|q′〉 .
(4.34)
The sum on c begins at b + 1 since c = b (with e = d) appears in (4.32). As a
consequence, the range of b must be adjusted. In all of the remaining terms, 0∗
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Iαα˙((b+1)+, . . . , c+, 0∗, (d+1)+, . . . , e+)
× (−
√
2)n+b−c+d−e〈p q〉uα(p)[κ¯(e+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|e+1, . . . , n|p′〉 〈q|c+1, . . . , d|q′〉 .
(4.35)
Once more we have adjusted the summation ranges to avoid contributions already
accounted for. We will evaluate each of M1 through M4 in order.
4.4.1 Evaluation of M1

















〈p q〉2uα(q)k0αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 .
(4.36)
Using (4.31) with c = b we see that the numerator in (4.36) reads
N1 ≡ uα(q)k0αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
= −uα(q)[p+ κ(1, b) + κ(d+1, n) + p′]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
= −uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q),
(4.37)
where we have used (A.6) to extract a term [κ(d+1, n) + p′]2〈q q〉 = 0. Inserting















2uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1




No further simplification of M1 is possible because the propagator depends on
both b and d.
4.4.2 Evaluation of M2
Equation (4.33) for M2 contains I(0∗, (d+1)+, . . . , e+) for e ≥ d + 1.



















2uα(q)[k0 + κ(d+1, e)]αα˙[κ¯(e+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , e|q〉 〈q|e+1, . . . , n|p′〉
× c (0, d+1, . . . , y).
(4.39)
We begin by observing that
c (0, d+1, . . . , y) =
uγ(q)[k0 + κ(d+1, y)]γγ˙k¯
γ˙δ
y uδ(q)
[k0 + κ(d+1, y−1)]2 [k0 + κ(d+1, y)]2
=
uγ(q)[q+q′ + κ(b+1, y)]γγ˙k¯
γ˙δ
y uδ(q)
[q+q′ + κ(b+1, y−1)]2 [q+q′ + κ(b+1, y)]2
= c (q+q′, b+1, . . . , y),
(4.40)
as defined by (3.48) and in accordance with (4.31). The numerator of (4.39) may
be written as
N2 ≡ uα(q)[k0 + κ(d+1, e)]αα˙[κ¯(e+1, n) + p¯′]α˙βuβ(q)
= uα(q)[q + q′ + κ(b+1, e)]αα˙[κ¯(e+1, n) + p¯
′]α˙βuβ(q).
(4.41)
We use (A.6) and momentum conservation to rewrite (4.41) as
N2 = uα(q)[q + q′ + κ(b+1, n) + p′]αα˙[κ¯(e+1, n) + p¯′]α˙βuβ(q)
= −uα(q)[p+ κ(1, b)]αα˙[κ¯(e+1, n) + p¯′]α˙βuβ(q).
(4.42)



















2uα(q)[p+ κ(1, b)]αα˙[κ¯(e+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , e|q〉 〈q|e+1, . . . , n|p′〉
× c (q+q′, b+1, . . . , y).
(4.43)
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At this stage we may perform the sum on e. Isolating the e-dependent
















allows us to write 〈q|d+1, . . . , n|p′〉 in the denominator ofM2. Interchanging the























〈y q〉 [κ¯(y+1, n) + p¯
′]α˙βuα(ky).
(4.45)

















2uα(q)[p+ κ(1, b)]αα˙[κ¯(y+1, n) + p¯
′]α˙βuβ(ky)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1〈y q〉c (q+q
′, b+1, . . . , y).
(4.46)
Let us examine some of the factors in (4.46), namely the combination
Ξ2 ≡ 1〈y q〉u
α(q)[p+ κ(1, b)]αα˙[κ¯(y+1, n) + p¯
′]α˙βuβ(ky)c (q+q
′, b+1, . . . , y).
(4.47)
Supplying the definition of c from (3.48) yields
Ξ2 =
uα(q)[p+ κ(1, b)]αα˙[κ¯(y+1, n) + p¯
′]α˙βk
yββ˙
[q¯ + q¯′ + κ¯(b+1, y)]β˙γuγ(q)
[q + q′ + κ(b+1, y−1)]2 [q + q′ + κ(b+1, y)]2 .
(4.48)
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We may rewrite the numerator appearing in (4.48) as a combination of terms
containing perfect squares. The key ingredients are using the Weyl equation
to extend or shorten sums as appropriate, applying momentum conservation to
factors, and adding zero (cleverly written) to various factors. For example, using
the Weyl equation to write κ¯(y, n) for κ¯(y+1, n) and writing
ky = [q + q
′ + κ(b+1, y)]− [q + q′ + κ(b+1, y−1)] (4.49)
produces
N2 ≡ uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯′]α˙βkyββ˙[q¯ + q¯′ + κ¯(b+1, y)]β˙γuγ(q)
= [q + q′ + κ(b+1, y)]2 uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯
′]α˙γuγ(q)
− uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯′]α˙β
× [q + q′ + κ(b+1, y−1)]
ββ˙
[q¯ + q¯′ + κ¯(b+1, y)]β˙γuγ(q).
(4.50)
Momentum conservation lets us write
−[κ(y, n) + p′] = [p+ κ(1, b)] + [q + q′ + κ(b+1, y−1)], (4.51)
yielding
N2 = [q + q′ + κ(b+1, y)]2 uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯′]α˙γuγ(q)
+ [p+ κ(1, b)]2 uα(q)[q + q′ + κ(b+1, y−1)]
αβ˙
[q¯ + q¯′ + κ¯(b+1, y)]β˙γuγ(q)
+ [q + q′ + κ(b+1, y−1)]2 uα(q)[p+ κ(1, b)]
αβ˙
[q¯ + q¯′ + κ¯(b+1, y)]β˙γuγ(q).
(4.52)
Finally, we use momentum conservation on the factor [q¯ + q¯′ + κ¯(b+1, y)]β˙γ ap-
pearing in the third term and shorten some of the momentum sums by extracting
pieces proportional to 〈q q〉. The result of this manipulation is
N2 = [q + q′ + κ(b+1, y)]2 uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯′]α˙γuγ(q)
− [q + q′ + κ(b+1, y−1)]2 uα(q)[p+ κ(1, b)]
αβ˙
[κ¯(y+1, n) + p¯′]β˙γuγ(q)





where we have grouped the terms in a suggestive manner.
When (4.53) is inserted into (4.48), we observe that there are denominator
cancellations in the first two terms, and that the third term contains a factor of
c (q+q′, b+1, . . . , y):
Ξ2 =
[
uα(q)[p+ κ(1, b)]αα˙[κ¯(y, n) + p¯
′]α˙γuγ(q)




[κ¯(y+1, n) + p¯′]β˙γuγ(q)
[q + q′ + κ(b+1, y)]2
]
+ [p+ κ(1, b)]2 c (q+q′, b+1, . . . , y).
(4.54)
Combining (4.54) with (4.46), we notice that the terms grouped in brackets may
be immediately summed over y, giving















〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
×
[
uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯
′]α˙γuγ(q)























2[p+ κ(1, b)]2 c (q+q′, b+1, . . . , y)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 .
(4.55)
The quantity in square brackets in the first contribution to (4.55) vanishes when
d = n; hence, we may extend the sum to include that point. So, the result for
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M2 reads














2uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯
′]α˙γuγ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1
















〈p q〉2uα(q)[p+ κ(1, b)]
αβ˙
p¯′β˙γuγ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1

















2[p+ κ(1, b)]2 c (q+q′, b+1, . . . , y)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 .
(4.56)
Note that the first term in (4.56) exactly cancels the contribution from M1 (cf.
equation (4.38)).
4.4.3 Evaluation of M3
Equation (4.34) for M3 contains I((b+1)+, . . . , c+, 0∗) for c ≥ b+ 1. Ap-
plication of (3.46) and (3.73) produces


















2uα(q)[k0 + κ(b+1, c)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , c|q〉 〈q|c+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× c (0, c, c−1, . . . , y).
(4.57)
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The numerator of (4.57) contains
N3 ≡ uα(q)[k0 + κ(b+1, c)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
= uα(q)[−p− κ(1, c)− κ(d+1, n)− p′ + κ(b+1, c)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
= −uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q),
(4.58)
where we have used (4.31) for k0 and shortened the sum in the first factor by
using (A.6) to remove [κ(d+1, n) + p′]2 〈q q〉 = 0. We note in passing that
c (0, c, c−1, . . . , y) = c (q+q′, d, d−1, . . . , y). (4.59)




















2uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , c|q〉 〈q|c+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× c (q+q′, d, d−1, . . . , y).
(4.60)

















2uα(q)[p+ κ(1, b)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)




′, d, d−1, . . . , y).
(4.61)














α(ky)[p+ κ(1, y−1)]αα˙. (4.63)
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2uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q
′〉
〈y q〉 〈q q′〉 〈q y〉c (q+q
′, d, d−1, . . . , y).
(4.64)
Momentum conservation allows us to split (4.64) into two contributions by writing
[p+ κ(1, y−1)]αα˙ = −[κ(d+1, n) + p′]αα˙ − [q + q′ + κ(y, d)]αα˙. (4.65)
The first term of (4.65) produces














2 [κ(d+1, n) + p′]2
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q
′〉
〈q q′〉 〈q y〉c (q+q
′, d, d−1, . . . , y),
(4.66)
which we set aside for the moment. Later, we will find that this contribution is
cancelled by a portion of M4. The other term generated by (4.65) produces















′ + κ(y, d)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q
′〉
〈y q〉 〈q q′〉 〈q y〉c (q+q
′, d, d−1, . . . , y).
(4.67)
At this stage we would like to treat
Ξ3B ≡ uα(ky)[q + q′ + κ(y, d)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
× 〈y q
′〉
〈y q〉 〈q q′〉 〈q y〉c (q+q
′, d, d−1, . . . , y)
(4.68)
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in the same manner as Ξ2. Thus, we insert the definition (3.48) of c into (4.68)
to obtain
Ξ3B =
uδ(q)[q + q′ + κ(y, d)]
δδ˙
k¯δ˙αy [q + q
′ + κ(y+1, d)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, d)]2 [q + q′ + κ(y, d)]2
× 〈y q
′〉
〈q q′〉 〈q y〉
(4.69)
We use
ky = [q + q
′ + κ(y, d)]− [q + q′ + κ(y+1, d)] (4.70)
to rewrite the numerator of (4.69):
N3B ≡ uδ(q)[q + q′ + κ(y, d)]δδ˙k¯δ˙αy [q + q′ + κ(y+1, d)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
= [q + q′ + κ(y, d)]2uδ(q)[q + q′ + κ(y+1, d)]δα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
− [q + q′ + κ(y+1, d)]2uδ(q)[q + q′ + κ(y, d)]
δδ˙





〈q q′〉 〈q y〉
[
uδ(q)[q + q′ + κ(y+1, d)]
δδ˙
[q + q′ + κ(y+1, d)]2
− u
δ(q)[q + q′ + κ(y, d)]
δδ˙
[q + q′ + κ(y, d)]2
]
[κ¯(d+1, n) + p¯′]δ˙βuβ(q).
(4.72)
It is useful to consider the sum on y pending in the expression for M3B.












with f(y) given by
f(y) ≡ u
δ(q)[q + q′ + κ(y, d)]
δδ˙
[κ¯(d+1, n) + p¯′]δ˙βuβ(q)
[q + q′ + κ(y, d)]2
. (4.74)













The two terms in (4.75) may be combined using (A.15), with the exception of












At this stage, we recall that the “natural” assignment for kd+1 is q
′, according
to the rules outlined in section 4.3. Thus, the second term in (4.76) may be










Before combining (4.67), (4.74), and (4.77), we note that the numerator of f(y+1)
may be rewritten as
uδ(q)[q + q′ + κ(y+1, d)]
δδ˙
[κ¯(d+1, n) + p¯′]δ˙βuβ(q) =
= −uδ(q)[p+ κ(1, y)]
δδ˙
[κ¯(d+1, n) + p¯′]δ˙βuβ(q)
(4.78)
by applying momentum conservation and (A.6). Hence, our final result forM3B
reads














2uα(q)[p+ κ(1, y)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , y|q〉〈q|y+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1














2uα(q)pαα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)









4.4.4 Evaluation of M4
We come at last to the final contribution, M4. As indicated by its def-
inition (4.35), M4 contains I((b+1)+, . . . , c+, 0∗, (d+1)+, . . . , e+). As a conse-
quence, it is the most complicated piece which must be dealt with. However, as
we shall see, the procedure is straightforward and employs the same techniques
already discussed.
























2uα(q)[κ(b+1, c) + k0 + κ(d+1, e)]αα˙[κ¯(e+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , c|q〉 〈q|c+1, . . . , d|q′〉




Equation (4.31) tells us that
κ(b+1, c) + k0 + κ(d+1, e) = q + q
′ + κ(b+1, e). (4.81)
There are also the consequences of the “0” appearing in c2(y, . . . , c, 0, d+1, . . . , z)
to consider. First, note that the ranges {y, . . . , c} and {d+1, . . . , e} always con-
tain at least one element each. Hence, “0” is never the first or last argument of
c2. Now recall that c2 is symmetric in all but its first and last arguments. As a
consequence, we may replace the single argument “0” by the multiple arguments
“q+q′, c+1, c+2, . . . , d” implied by (4.31). Thus,
c2(y, . . . , c, 0, d+1, . . . , z) = c2(y, . . . , c, q+q
′, c+1, . . . , d, d+1, . . . , z)
= c2(y, q+q
′, y+1, . . . , z),
(4.82)
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where we have taken advantage of the symmetry in the arguments to obtain the
last line. Combination of (4.81) and (4.82) with (4.80) produces the following























2uα(q)[q + q′ + κ(b+1, e)]αα˙[κ¯(e+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , c|q〉 〈q|c+1, . . . , d|q′〉
× c2(y, q+q
′, y+1, . . . , z)




Consider the sum on e that appears in (4.83). We examine the following








which allows us to join 〈q|d+1, . . . , e|q〉 to 〈q|e+1, . . . , n|p′〉 with the understand-
ing that kn+1 is read as p
′. Because of (A.6) and the antisymmetry of the spinor
inner product, we may extend the first sum in (4.84) to
[q + q′ + κ(b+1, n) + p′]αα˙ = −[p + κ(1, b)]αα˙. (4.85)
























































2uα(q)[p+ κ(1, b)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(kz)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , c|q〉 〈q|c+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q〉〈y z〉c2(y, q+q
′, y+1, . . . , z).
(4.88)
Equation (4.88) has only “trivial” c-dependence; we supply a factor 〈c c+1〉〈c|q|c+1〉 to












































2uα(q)[p+ κ(1, b)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(kz)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q
′〉
〈y z〉〈q q′〉c2(y, q+q
′, y+1, . . . , z).
(4.90)













where we have written the b-dependent κ-sum as a sum on a, k0 ≡ p. Interchang-







































2uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(kz)
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 〈y q
′〉
〈q y〉〈y z〉〈q q′〉
[
c (q+q′, y, y+1, . . . , z)− c (q+q′, y+1, y+2, . . . , z)




where we have made use of (3.57) and the symmetry properties of the c’s to write
out c2(y, q+q
′, y+1, . . . , z).
In order to make further progress with equation (4.93), we must insert








uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(kz)
× 〈y q
′〉
〈q y〉〈y z〉〈q q′〉
[
c (q+q′, y, y+1, . . . , z)− c (q+q′, y+1, y+2, . . . , z)




We have retained the sum on d since we will be adjusting its range at a later
stage. It is understood that there are d-dependent factors appearing inside this
sum, although they are not written out explicitly. In addition, we will designate
the contributions from each of the four c -functions appearing in (4.94) by Ξ4A,
Ξ4B, Ξ4C, and Ξ4D respectively.









〈q y〉〈y z〉〈q q′〉 u
α(ky)[p+ κ(1, y−1)]αα˙
× [κ¯(z+1, n) + p¯
′]α˙βkzβγ˙ [q¯ + q¯
′ + κ¯(y, z)]γ˙γuγ(q)
[q + q′ + κ(y, z−1)]2[q + q′ + κ(y, z)]2 .
(4.95)
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We now proceed to transform
N4A ≡ uα(ky)[p+κ(1, y−1)]αα˙[κ¯(z, n)+ p¯′]α˙βkzβγ˙ [q¯+ q¯′+ κ¯(y, z)]γ˙γuγ(q), (4.96)
the numerator of (4.95), using the same tricks outlined in the discussion of Ξ2 (cf.
equations (4.48)–(4.53)). As in that case, our goal is to produce a series of terms
containing inverse propagator factors in order to cancel as many denominators
as possible. The result of this series of manipulations is
N4A = [q + q′ + κ(y, z)]2 uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
− [q + q′ + κ(y, z−1)]2 uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙γuγ(q)
+ [p + κ(1, y−1)]2 uα(ky)[q + q′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q).
(4.97)









〈q y〉〈y z〉〈q q′〉
×
[
uα(ky)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z−1)]2
− u
α(ky)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z)]2
+ [p + κ(1, y−1)]2 u
α(ky)[q + q
′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q)




Finally, we write (A.14) in the form














uα(kz)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z−1)]2
− u
α(kz)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z)]2
+ [p+ κ(1, y−1)]2 u
α(kz)[q + q
′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q)













uα(q)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z−1)]2
− u
α(q)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z)]2
+ [p+ κ(1, y−1)]2 u
α(q)[q + q′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q)
















uα(kz)[p + κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z)]2
− u
α(kz)[p + κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z−1)]2
− [p+ κ(1, y)]2 u
α(kz)[q + q
′ + κ(y+1, z−1)]αγ˙ k¯γ˙γz uγ(q)













uα(q)[p+ κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z)]2
− u
α(q)[p+ κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z−1)]2
− [p+ κ(1, y)]2 u
α(q)[q + q′ + κ(y+1, z−1)]αγ˙ k¯γ˙γz uγ(q)





The remaining two contributions to Ξ4 are processed in the same manner, but












uα(q)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(kz)
[q + q′ + κ(y, z)]2
− u
α(q)[p+ κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(kz)
[q + q′ + κ(y+1, z)]2
− [κ(z+1, n) + p′]2u
α(q)kyαγ˙[q¯ + q¯
′ + κ¯(y+1, z)]γ˙γuγ(kz)















uα(q)[p+ κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(kz)
[q + q′ + κ(y+1, z−1)]2
− u
α(q)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(kz)
[q + q′ + κ(y, z−1)]2
+ [κ(z, n) + p′]2
uα(q)kyαγ˙[q¯ + q¯
′ + κ¯(y+1, z−1)]γ˙γuγ(kz)




The contributions tabulated in equations (4.100)–(4.103) consist of terms
containing either one or two propagator factors. Let us begin with the latter type
of terms. Denote by Ξ4a the two double propagator terms containing
〈q′ y〉
〈q y〉〈q q′〉












[p+ κ(1, y−1)]2 u
α(q)[q + q′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q)
[q + q′ + κ(y, z−1)]2[q + q′ + κ(y, z)]2
− [p+ κ(1, y)]2 u
α(q)[q + q′ + κ(y+1, z−1)]αγ˙ k¯γ˙γz uγ(q)

















[p+ κ(1, y−1)]2c (q+q′, y, y+1, . . . , z)




If we were to shift the sum over y in the first term of (4.105) by one, both terms
appearing in square brackets would be the same. Since the factor outside the




























〈d|q|q′〉 [p+ κ(1, d)]
2 c (q+q′, d+1, . . . , z).
(4.106)
The square brackets in the first contribution to (4.106) combine to form− 〈y y+1〉〈y|q|y+1〉
using (A.15). The second term vanishes, since p2 = 0. The final term is precisely
what is required to extend the first term to include y = d, the proper interpreta-










〈y|q|y+1〉 [p+ κ(1, y)]
2c (q+q′, y+1, y+2, . . . , z). (4.107)
Note that we may extend the sums to include d = y = 0 since such a term is


















2 [p+ κ(1, y)]2 c (q+q′, y+1, . . . , z)
〈p|1, . . . , y|q〉 〈q|y+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 .
(4.108)
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The contribution represented by (4.108) identically cancels the last term appear-
ing in M2 (see equation (4.56)).
Next, we turn to the double propagator contributions in (4.100)–(4.101)
which have
〈q′ y〉












[p+ κ(1, y−1)]2 u
α(kz)[q + q
′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q)
[q + q′ + κ(y, z−1)]2[q + q′ + κ(y, z)]2
− [p+ κ(1, y)]2 u
α(kz)[q + q
′ + κ(y+1, z−1)]αγ˙ k¯γ˙γz uγ(q)




Because of the relations (A.11) and (A.21a), we may write
uα(kz)[q + q
′ + κ(y, z−1)]αγ˙ k¯γ˙γz uγ(q) =
= 2kz · [q + q′ + κ(y, z−1)] 〈z q〉
=
{
















− [p + κ(1, y−1)]
2
[q + q′ + κ(y, z)]2
+
[p+ κ(1, y−1)]2
[q + q′ + κ(y, z−1)]2
+
[p+ κ(1, y)]2
[q + q′ + κ(y+1, z)]2
− [p+ κ(1, y)]
2




We set (4.111) aside for later cancellation.
There are two double propagator terms not yet accounted for. These












[κ(z, n) + p′]2
〈q y〉u¯γ˙(ky)[q¯ + q¯′ + κ¯(y+1, z−1)]γ˙γuγ(kz)
[q + q′ + κ(y+1, z−1)]2[q + q′ + κ(y, z−1)]2
− [κ(z+1, n) + p′]2 〈q y〉u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, z)]γ˙γuγ(kz)





We break (4.112) into two pieces by applying (A.14), written as
uγ(kz)〈q y〉 = −uγ(ky)〈z q〉 − uγ(q)〈y z〉. (4.113)
Call the piece of (4.112) corresponding to the first term of (4.113) Ξ4c and the
remainder Ξ4d.












−[κ(z, n) + p′]2 〈z q〉u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, z−1)]γ˙γuγ(ky)
[q + q′ + κ(y+1, z−1)]2[q + q′ + κ(y, z−1)]2
+ [κ(z+1, n) + p′]2
〈z q〉u¯γ˙(ky)[q¯ + q¯′ + κ¯(y+1, z)]γ˙γuγ(ky)




But, we may write
u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, z−1)]γ˙γuγ(ky) =
= 2ky · [q + q′ + κ(y+1, z−1)]














− [κ(z, n) + p
′]2
[q + q′ + κ(y+1, z−1)]2 +
[κ(z, n) + p′]2
[q + q′ + κ(y, z−1)]2
+
[κ(z+1, n) + p′]2
[q + q′ + κ(y+1, z)]2
− [κ(z+1, n) + p
′]2




This is another contribution which will be cancelled later.












−[κ(z, n) + p′]2 u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, z−1)]γ˙γuγ(q)
[q + q′ + κ(y+1, z−1)]2[q + q′ + κ(y, z−1)]2
+ [κ(z+1, n) + p′]2
u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, z)]γ˙γuγ(q)





Since the two terms in the square brackets differ by 1 unit in z, and there is no









−[κ(d+1, n) + p′]2 u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, d)]γ˙γuγ(q)
[q + q′ + κ(y+1, d)]2[q + q′ + κ(y, d)]2
+ p′2
u¯γ˙(ky)[q¯ + q¯
′ + κ¯(y+1, n)]γ˙γuγ(q)




Since p′2 = 0, the second contribution to (4.118) vanishes. In addition, note that
we may add d = n to the sum appearing in the first contribution with no penalty







〈q q′〉〈q y〉 [κ(d+1, n) + p
′]2c (q+q′, d, d−1, . . . , y), (4.119)
where we have multiplied by
〈q y〉
〈q y〉 and used (3.48) to identify the factor of c. The

















〈p q〉2 [κ(d+1, n) + p′]2c (q+q′, d, d−1, . . . , y)
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 ,
(4.120)
which, exactly cancels the contribution fromM3A given in equation (4.66) (recall
that the spinor inner product is antisymmetric, 〈y q′〉 = −〈q′ y〉).
Having finished with the terms containing two propagators, we turn to the




. These contributions come from (4.100) and (4.101)
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uα(q)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z−1)]2
− u
α(q)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z)]2
+
uα(q)[p+ κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z)]2
− u
α(q)[p+ κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(q)




The sum on z may be performed in (4.121) with the contributions from the










uα(q)[p+ κ(1, y−1)]αα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, d)]2
− u
α(q)[p+ κ(1, y−1)]αα˙p¯′α˙βuβ(q)




[q + q′ + κ(y+1, n)]2
− u
α(q)[p+ κ(1, y)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)




We have added the term d = n to (4.122) since the quantity in brackets vanishes
for that value of d.
At this point, we see that there are pairs of terms in the square brackets
that differ by one unit in y. However, the prefactor is not independent of y.




























uα(q)[p+ κ(1, y)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)






uα(q)pαα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(1, d)]2
.
(4.123)















2 uα(q)[p+ κ(1, y)]αα˙p¯
′α˙βuβ(q)
〈p|1, . . . , y|q〉 〈q|y+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1

































2 uα(q)[p+ κ(1, y)]αα˙[κ¯(d+1, n) + p¯
′]α˙βuβ(q)
〈p|1, . . . , y|q〉 〈q|y+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1















〈p q〉2 uα(q)pαα˙[κ¯(d+1, n) + p¯′]α˙βuβ(q)
〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1




The third and fourth terms of (4.124) cancel M3B in its entirety (see equation
(4.79)). The first two terms of (4.124) have no compensating contributions.
We collect the remaining eight single propagator contributions from equa-











uα(kz)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z−1)]2
− u
α(kz)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(q)
[q + q′ + κ(y, z)]2
+
uα(kz)[p+ κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z)]2
− u
α(kz)[p+ κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(q)
[q + q′ + κ(y+1, z−1)]2
+
uα(q)[p+ κ(1, y)]αα˙[κ¯(z, n) + p¯
′]α˙βuβ(kz)
[q + q′ + κ(y+1, z−1)]2
− u
α(q)[p+ κ(1, y−1)]αα˙[κ¯(z, n) + p¯′]α˙βuβ(kz)
[q + q′ + κ(y, z−1)]2
+
uα(q)[p+ κ(1, y−1)]αα˙[κ¯(z+1, n) + p¯′]α˙βuβ(kz)
[q + q′ + κ(y, z)]2
− u
α(q)[p+ κ(1, y)]αα˙[κ¯(z+1, n) + p¯
′]α˙βuβ(kz)




The terms in (4.125) occur in pairs with common denominators. Note that in
every pair, we have the form
uα(kz)Xαα˙Y¯








= 2X · Y 〈z q〉,
(4.126)
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where X and Y are momenta and we have applied (A.3). If we use (4.126) on











2[p+ κ(1, y−1)] · [κ(z, n) + p′]
[q + q′ + κ(y, z−1)]2
− 2[p+ κ(1, y−1)] · [κ(z+1, n) + p
′]
[q + q′ + κ(y, z)]2
+
2[p+ κ(1, y)] · [κ(z+1, n) + p′]
[q + q′ + κ(y+1, z)]2
− 2[p+ κ(1, y)] · [κ(z, n) + p
′]




Each of the four terms in (4.127) may be treated using momentum conservation.
For example, momentum conservation tells us that
[q + q′ + κ(y, z−1)]2 = [p+ κ(1, y−1) + κ(z, n) + p′]2
= [p+ κ(1, y−1)]2 + [κ(z, n) + p′]2
+ 2[p+ κ(1, y−1)] · [κ(z, n) + p′].
(4.128)












1− [p+ κ(1, y−1)]
2
[q + q′ + κ(y, z−1)]2 −
[κ(z, n) + p′]2
[q + q′ + κ(y, z−1)]2
−1 + [p+ κ(1, y−1)]
2
[q + q′ + κ(y, z)]2
+
[κ(z+1, n) + p′]2
[q + q′ + κ(y, z)]2
+1− [p+ κ(1, y)]
2
[q + q′ + κ(y+1, z)]2
− [κ(z+1, n) + p
′]2
[q + q′ + κ(y+1, z)]2
−1 + [p+ κ(1, y)]
2
[q + q′ + κ(y+1, z−1)]2 +
[κ(z, n) + p′]2




The 1’s cancel among themselves. The remaining terms dispose of the contribu-
tions from Ξ4b and Ξ4c (equations (4.111) and (4.116) respectively).
4.5 Final considerations
We now collect the surviving terms and combine them into the amplitude
for the process (1.1). These terms are: the second contribution toM2 (equation
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(4.56)), the first two terms of M4e (equation (4.124)), and, of course, the 1N
contribution M5 (equation (4.29)). Let us start by simplifying the remaining















〈p q〉2uα(q)[p+ κ(1, b)]
αβ˙
p¯′β˙γuγ(q)
〈p|1, . . . , b|q〉 〈q|b+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1















2 uα(q)[p+ κ(1, y)]αα˙p¯
′α˙βuβ(q)
〈p|1, . . . , y|q〉 〈q|y+1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉
× 1

















[p+ p′]2 〈p|1, . . . , d|q′〉 〈q|d+1, . . . , n|p′〉 .
(4.130)







































The two terms in (4.131) have very similar structure, although the sum in the
first contribution contains an extra term. Taking this into account and pulling
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2〈q p〉〈p′ p〉∗〈p′ q〉
















2〈q p〉〈p′ p〉∗〈p′ q〉











where we have used the relations in Appendix A to write everything in terms of
spinor inner products. The square brackets in the second piece of (4.132) may be
summed using (A.15). Doing this, plus a little more rearrangement produces
























〈p|1, . . . , d|q′〉
(Ω[d+1, n])k
j〈q p′〉
〈q|d+1, . . . , n|p′〉
〈p q〉2
〈p p′〉〈q q′〉 .
(4.133)
Obviously, the first term of (4.133) simply extends the sum in the second piece
to include d = 0 once more. Combination of (4.133) with M5 (equation (4.29))
produces the final result:












〈p|1, . . . , d|q′〉
(Ω[d+1, n])k
j〈q p′〉




〈p|1, . . . , d|p′〉
(Ω[d+1, n])kℓ〈q q′〉
〈q|d+1, . . . , n|q′〉
} 〈p q〉2
〈p p′〉〈q q′〉 .
(4.134)
The expression obtained here agrees with the result of Mangano from reference
[6]. Note that (4.134) does not include the crossed-channel contribution which
is required if both quark lines are the same species and helicity. This is easily
written down from (4.134).
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As mentioned earlier, it is straightforward to generate the amplitudes for
the remaining two quark helicity combinations. The results read





−, q−; 1+, . . . , n+; p′+, q′+),
(4.135)





−, q−; 1+, . . . , n+; p′+, q′+).
(4.136)
Thus, we see that the only effect of changing the quark helicities is a minor change
in one of the factors; the gross structure of the amplitude remains unaltered.
These two amplitudes also agree with reference [6].
V. CONCLUSION
The complexity of computing scattering amplitudes in QCD rapidly in-
creases with the number of particles involved. It is, therefore, important to
develop efficient techniques for computing different types of amplitudes. As an
attempt in this dierection, we have studied a gluon current with two off-shell glu-
ons. This object appears in the process (1.1). This modified gluon current has
one off-shell gluon, and one “special” gluon. The “special” gluon is off mass shell
(k2 6= 0) but has a transverse polarization vector (k · ǫ = 0). We have obtained
an expression for the modified gluon current in the case of like helicity gluons.
We have applied this current to the computation of the process (1.1). In spite
of the intermediate expressions for this amplitude being quite complicated, the
final result assumes a relatively simple form.
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APPENDIX: MULTISPINOR CONVENTIONS
Below we list the important results of application of Weyl-van der Waerden
spinor calculus to gauge theories. Readers interested in the details should refer
to references [1] and [7].







for the Dirac matrices. In (A.1), σµ and σ¯µ refer to the convenient Lorentz-
covariant grouping of the 2× 2 Pauli matrices plus the unit matrix:
σµ ≡ (1, ~σ), (A.2a)
σ¯µ ≡ (1,−~σ), (A.2b)












(σ¯µ)β˙β = 2gµνδβα. (A.3b)
To each Lorentz 4-vector there corresponds a rank two multispinor, formed






















k¯α˙β = σ¯α˙βµ k
µ. (A.5b)








k¯β˙β = k2δβα. (A.6b)
The spinor indices may be raised and lowered using the 2-component an-
tisymmetric tensor:
uα = εαβuβ, (A.7a)
v¯α˙ = εα˙β˙ v¯
β˙
, (A.7b)




ε12 = ε1˙2˙ = 1. (A.7e)
Many useful relations may be easily proven from the Schouten identity
δαγ δ
β
δ − δαδ δβγ + εαβεγδ = 0, (A.8)
the generator of 2-component Fierz transformations.
We denote by u(k) and u¯(k) the solutions to the 2-component Weyl equa-
tions:
k¯α˙βuβ(k) = 0, (A.9a)
u¯
β˙
(k)k¯β˙α = 0. (A.9b)




and have the normalization
uα(k)u¯α˙(k) = kαα˙. (A.11)
It is useful to define a scalar product
〈1 2〉 ≡ uα(k1)uα(k2), (A.12)
which has two elementary properties
〈1 2〉 = −〈2 1〉, (A.13a)
〈1 2〉〈1 2〉∗ = 2k1 · k2. (A.13b)
Contraction of uα(k1)uβ(k2)u
γ(k3)u
δ(k4) into (A.8) produces the extremely useful
relation
〈1 2〉〈3 4〉+ 〈1 3〉〈4 2〉+ 〈1 4〉〈2 3〉 = 0. (A.14)
A second relation of great utility may be derived from (A.14):
〈1 2〉
〈1 q〉〈q 2〉 +
〈2 3〉
〈2 q〉〈q 3〉 =
〈1 3〉
〈1 q〉〈q 3〉 . (A.15)




〈j q〉〈q j+1〉 =
〈ℓ m〉
〈ℓ q〉〈q m〉 . (A.16)
A recurring structure is
〈p|1, 2, . . . , n|q〉 ≡ 〈p 1〉〈1 2〉 · · · 〈n q〉. (A.17)
We note the following basic properties of 〈p|1, 2, . . . , n|q〉:
〈p| |q〉 ≡ 〈p q〉 (A.18a)
〈p|1, 2, . . . , j−1|j〉〈j|j+1, j+2, . . . , n|q〉 = 〈p|1, 2, . . . , n|q〉 (A.18b)
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〈q|n, n−1, . . . , 1|p〉 = (−1)n−1〈p|1, 2, . . . , n|q〉. (A.18c)
Helicities ±1 for massless vector bosons may be described by
ǫαα˙(k
+) ≡ uα(q)u¯α˙(k)〈k q〉 , (A.19a)
ǫαα˙(k
−) ≡ uα(k)u¯α˙(q)〈k q〉∗ , (A.19b)
where q is any null-vector such that k · q 6= 0. As the choice of q does not
affect any physics result, we will refer to u(q) and u¯(q) as gauge spinors. The













kµ = (k, 0, 0, k), (A.20b)
by a phase and a gauge transformation depending on q.[1]
To save accounting for a large number of indices, an efficient method is to
initially write quantities in the usual formalism and then convert to multispinor
notation at a later stage using the substitutions















ǫ(k) · ǫ(k′) = ǫ¯α˙α(k)ǫαα˙(k′) = ǫαα˙(k)ǫ¯α˙α(k′), (A.21c)
for Lorentz dot products and
1
2
(1− γ5)ψ −→ ψα, (A.22a)
1
2
(1 + γ5)ψ −→ ψα˙, (A.22b)
1
2
(1− γ5) 6J 1
2





















(1− γ5) −→ k¯α˙α, (A.22f)
in strings of Dirac matrices. Note the unequal treatments of momenta versus
other 4-vectors caused by the conventions (A.4) and (A.5).
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