Given the recent interest in the fragment of system F where universal instantiation is restricted to atomic formulas, a fragment nowadays named system Fat, we study directly in system F new conversions whose purpose is to enforce that restriction. We show some benefits of these new atomization conversions: (1) They help achieving strict simulation of proof reduction by means of the Russell-Prawitz embedding of IPC into system F; (2) They are not stronger than a certain "dinaturality" conversion known to generate a consistent equality of proofs; (3) They provide the bridge between the Russell-Prawitz embedding and another translation, due to the authors, of IPC directly into system Fat; (4) They give means for explaining why the Russell-Prawitz translation achieves strict simulation whereas the translation into Fat does not.
Introduction
The Russell-Prawitz translation of the intuitionistic propositional calculus IPC into second-order intuitionistic propositional calculus NI 2 , the latter based on the language only containing implication, conjunction and the second-order universal quantifier, rests on the following enconding of disjunction and absurdity A ∨ B := ∀X.((A ⊃ X) ∧ (B ⊃ X)) ⊃ X and ⊥:= ∀X.X. This encoding is due to Prawitz but its idea goes back to Russell [8] . Under the Curry-Howard correspondence, the target of the translation can be taken to be Girard's polymorphic system F [6] .
At the level of proofs, while the translation of the introduction rule for disjunction is straightforward, there are several alternatives for the translation of the elimination rules for the encoded connectives. The most direct one makes full use of the elimination rule for the second order quantifier. For instance, given in F a "foreign" formula C and proofs of A ⊃ C and B ⊃ C, it is immediate to obtain a proof of C from a proof of A ∨ B as defined above, starting by an instantiation of the quantifier to the formula C. This idea is implicit in [8] -we will confirm this later on in this paper. Following [5, 9] , we are calling Russell-Prawitz translation the translation of IPC into system F based on this translations of proofs.
There are alternative translations of IPC proofs, still employing the Russell-Prawitz translation of formulas, which make a restricted use of the elimination rule for the second order quantifier, only requiring instantiation by atomic formulas. One such translation is based on the idea of "instantiation overflow" [3, 4] -the observation that full instantiation of the quantifiers in formulas of the form A∨B or ⊥ as above is admissible is system F at -the restriction of system F to atomic universal instantiations. Another translation of IPC into F at , always with the same translation of formulas, was proposed recently by the authors [2] and is based on the observation that the elimination rules for the defined connectives are admissible in F at .
There are several reasons to study embeddings of IPC into F at , the foremost being that F at is a predicative fragment of F. Another reason has to do with preservation of proof identities generated in IPC by commuting conversions or η-reductions: the various embeddings into F at achieve that preservation [4, 5, 2] , while the RussellPrawitz translation into F does not [6, 10, 4, 5, 9] . This seems an indication that other conversion principles are missing in F, besides the βη ones. Indeed, a general commuting principle, expressing "naturality" in the categorial semantics of F, was suggested in [9] , with good results for the problem of preservation of identity of proofs.
Given the interest in system F at , we study in system F other conversions whose purpose is to enforce the restriction to atomic universal instantiation, with the goal of shedding light, not only on the problem of preservation of proof identity, but also on the existence of alternative embeddings of IPC into F and F at . We show that, when F is equipped with these atomization conversions, the Russell-Prawitz translation achieves a strict simulation of proof reduction. Moreover, those conversions connect the RussellPrawitz translation into system F and the translation into system F at introduced by the authors. First, it is easy to establish a strong relation between the two translations at the level of proofs: given an IPC proof, its translation into F at is the normal form of its translation into F w.r.t. the atomization conversions. Second, a more laborious connection at the level of proof reduction is worked out, providing a comprehensive, detailed and clear picture of the problem of preservation of proof identity/reduction: indeed, as discussed in the final section of this paper, the key to the stronger preservation of proof reduction is the timing of atomization.
Of course, one has to be sure that adding those atomization conversions to system F does not collapse proof identity. A similar problem was faced in [9] , where a "naturality" conversion was added to system F. In op. cit. the following argument of consistency is outlined: the equality generated by adding the "naturality" conversions is contained in the equality generated by adding a stronger "dinaturality" conversion, and the latter equality is known to have models. Here we follow the same strategy to show with considerable detail that adding atomization conversions to system F will not entail that any two terms are inter-convertible.
Plan of the paper. Section 2 recalls IPC and systems F and F at . Section 3 recalls the Russell-Prawitz translation, recasting it as a translation between typed λ-calculi. Section 4 introduces atomization conversions, relates them to other commuting conversions in system F, and proves strict simulation by the Russell-Prawitz translation. Section 5 considers the Russell-Prawitz translation together with the embedding into F at due to the authors, relating them at the levels of proofs and proof reduction, through the atomization conversions. Section 6 rounds up the paper with a discussion.
Background
We present the systems we will use in the paper (IPC, F and F at ).
System IPC Throughout this work the interpreted system is the Intuitionistic Propositional Calculus (IPC), which we now recall.
The types/formulas in IPC are given by
We define ¬A := A ⊃⊥. The proof terms M, N, P, Q are inductively generated as follows:
We work modulo α-equivalence, in particular we assume the name of the bound variables is always appropriately chosen. When possible and convenient, we writte P 1 , P 2 as
The typing/inference rules are in Fig. 1 . Γ denotes a set of declarations x : A such that each variable is declared at most one time in Γ.
For the purpose of defining some reduction rules and the translation of proof terms, it is convenient to arrange the syntax of the system in a different way:
A value V ranges over terms representing assumptions or introduction inferences. E stands for an elimination context, which is a term representing an elimination inference, but with a "hole" in the position of the main premiss. E[M ] denotes the term resulting from filling the hole of E with M . Sometimes, when not relevant or clear from the context, the type annotations in the proof terms are omitted.
In Fig. 2 one finds the typing rules for elimination contexts. In a sequent Γ|A ⊢ E : B, the type A is the type of the hole of E and B is the type of the term obtained by filling the hole of E with a term of type A.
The reduction rules are given in Fig. 3 . The detour conversion rules make use of ordinary substitution [N/x]M . The commuting conversion rules make use of a specific organization of the definition of elimination contexts: 
We let β := β ⊃ ∪ β ∧ ∪ β ∨ and similarly for η; we let π := π ⊃ ∪ π ∧ ∪ π ∨ ∪ π ⊥ and similarly for ̟. Equivalent definitions of π and ̟ are:
Given a reduction rule R of IPC, we employ the usual notations concerning reduction relations generated by R: the compatible closure of R is denoted → R ; and → + R , → * R , = R denote respectively the transitive closure, the reflexive-transitive closure, and the reflexive-symmetric-transitive closure of → R . If R = R 1 ∪ R 2 , then we may omit "∪" in out notation and write → R1R2 , etc. The same notations apply to systems F and F at below.
System F
We give a precise definition of the polymorphic system F by saying what changes relatively to IPC (for an introduction to system F, see [6] ). In the spirit of the CurryHoward correspondence, we sometimes refer to F as the natural deduction system NI 2 . Regarding formulas, ⊥ and A ∨ B are dropped, and the new form ∀X.A is adopted (hence conjunction is taken as primitive in system F). The quantifier ∀X binds free occurrences of X, inducing the obvious concept of free occurrence of a type variable in a type. Concerning α-equivalence, we deal with type variables as we deal with term variables, relying on silent α-renaming. We write X / ∈ A to say that X does not occur free in A; given the silent α-renaming in A, we may assume X does not occur bound 
Commutative conversion rules for disjunction:
Commutative conversion rules for absurdity:
Another novelty, distinctive of system F, is type substitution in types, [B/X]A, meaning: substitution in A of each free occurrence of X by the type B.
Regarding proof terms, the constructions relative to ⊥ and A ∨ B are dropped, and the new forms ΛX.M and M B, with B a type, are added. The latter gives rise to
Regarding typing rules, those relative to ⊥ and A ∨ B are dropped, and two rules relative to ∀X.A are adopted:
where the proviso for ∀I is: X does not occur free in some type in Γ. The new form of elimination contexts E ∀ is typed with:
Regarding reduction rules, we drop commuting conversion rules (since they are relative to ∨ and ⊥). What remains are the β and η-rules (but we drop those relative to disjunction). For ∀, these are:
We let β := β ⊃ ∪ β ∧ ∪ β ∀ . Similarly for η.
System F at
The atomic polymorphic system F at , is the fragment of system F induced by restricting to atomic instances the elimination inference rule for ∀, and the corresponding proof term constructor. Thus the types/formulas of F at are exactly the types of F with type substitution in types only required in the atomic form [Y /X]A and the proof terms of F at only differ from the proofs terms of F in the construction relatively to ∀E being M B replaced by M X which gives rise to E ∀ ::= [ ]X.
The typing rules relatively to ∀X.A are:
The reduction rules for ∀ are:
3 The Russell-Prawitz embedding
We recall the Russell-Prawitz translation of IPC into F. The treatment is by means of proof terms rather than derivations. In this section we just define the translation, observe type soundness, and revisit [8] to justify the designation "Russell-Prawitz". The matter of preservation of proof reduction is postponed to the next section.
Definition 1.
In F (and in F at ):
2. ⊥ := ∀X.X.
We define the Russell-Prawitz translation of formulas. Using the abbreviations just introduced, the definition can be given in a homomorphic fashion: 
The translation of proof terms will rely on the following definition:
Definition 2. In F:
where the bound variable X is chosen so that X / ∈ M, A, B.
2. Given M, P, Q, A, B, C, we define
It is straightforward to see that the typing rules in Fig. 4 -that is, the inference rules for disjunction and absurdity -are admissible in F.
The following result is also straightforward: Due to Definition 2, the translation of proof terms can be given in a purely homomorphic fashion:
• is defined by recursion on M as in Fig. 6 .
Also observe the use of the type information provided by the last argument in case(M, x A .P, y B .Q, C): from C we determine the argument C
• required by CASE. 
The easy proof of this proposition determines a transformation of derivations in IPC into derivations in F, a transformation defined by recursion on the given derivation in IPC, based on the admissibility in F of each inference rule of IPC.
We now argue that such a transformation is already implicit in [8] . For this discussion, let disjunction be a primitive connective of NI 2 (here, contrary to [8] , we will ignore the second-order existential quantifier). This corresponds to extending system F with the type former A ∨ B and the constructions in i (M, A, B) (i = 1, 2) and case(M, x A .P, y B .Q, C). Prawitz [8] shows that in NI 2 the connectives ∧, ∨ and ⊥ are definable operations. For instance, in the case of disjunction, this means that
The proof in [8] , in terms of the extended system F, amounts to the following derivable sequents:
This is very close to show the admissibility of the introduction and elimination rules for A 1 ∨ A 2 (the first two rules of Fig. 4 ). Given Γ ⊢ M : A i , from (1) we get
Applying β ∨ , the term reduces to ΛXλw (A1⊃X)∧(A2⊃X) .wiM . On the other hand, given Γ, x i : A i ⊢ P i : C, for i = 1, 2, a variation of (2) gives 
Atomization of universal instantiation
In this section we add to system F extra conversions ̺ and ρ which promote the atomization of universal instantiation. We also propose new conversions ε and ǫ, which postulate the commuting principles for the derived connectives of disjunction and absurdity, and which are simple variants of a general commuting principle introduced in [9] 1 . The latter, according to op. cit., adds "naturality" to natural deduction. Here we work out in detail the relationship of ε and ǫ with a more general "dinaturality" principle. The relationship between ̺, ρ and ε, ǫ is also worked put. Since it has been proved that adding the dinaturality principle to system F does not make the system inconsistent [1] , the same follows about adding ε and ǫ. We profit from the relationship among all the new conversions to prove that extending system F with ̺ and ρ does not bring inconsistency. In the last subsection, we show the simulation theorem for the Russell-Prawitz translation, which makes use of the atomization conversions.
New conversions for system F
The ̺-and ρ-redexes are terms of the form CASE(M, x.P, y.Q, C) and ABORT(M, C), respectively, where C is not atomic. The typographic distinction between "̺" and "ρ" is intended.
Definition 4 (Atomization conversion rules in F).
The ̺-conversion rules are as follows:
where, in each case, the redex is typable and M has type ∀X.((A ⊃ X) ∧ (B ⊃ X)) ⊃ X; X / ∈ A, B; z = x, z = y, z / ∈ P, Q, M ; and Y / ∈ P, Q, M, A, B.
2. The ρ-conversion rules are as follows:
where, in each case, the redex is typable and M has type ∀X.X; z / ∈ M ; and
It is easy to see that every ̺ρ-contractum is typable, with the type of the redex.
Proposition 2. For all typable M ∈ F, M has a unique ̺ρ-normal form (which we call the atomic normal form of M ).
Proof. If we define the weight of a ̺-redex M C λx A .P, λy B .Q as the number of connectives or quantifiers in C, and similarly for a ρ-redex, then each ̺ρ-reduction step subtracts one to the sum of weights in the proof. So ̺ρ is terminating. Moreover, two ̺ρ-redexes can overlap only trivially (the subterm M C of a ̺-redex cannot be a ρ-redex due to typing). So ̺ρ-reduction is locally confluent. By Newman's Lemma, ̺ρ-reduction is confluent.
We now introduce a variant of the atomization conversion ̺.
Definition 5. The δ-conversion rules are as follows:
where, in each case, the redex is typable and M has type ∀X.
A δ-redex is a particular form of ̺-redex which, if reduced by ̺, generates two β-redexes. If these are reduced away immediately, we obtain the effect of δ-reduction. Conversely, a ̺-redex, if η-expanded, can be reduced with δ instead of ̺. So, δ and ̺ are related via βη-conversions, as the next result shows.
Proposition 3 (Variants of atomization
Proof. We have to do an induction on M → δ N and another on M → ̺ N . In both proofs, the inductive cases are routine because the relations → + ̺β and = δη are compatible. In each proof there are 3 base cases. We just illustrate with two base cases for the first assertion and one for the second.
The δ-conversions pull down an introduction inference with which the two branches P and Q of a CASE(M, x.P, y.Q, C) end. Dually, a commuting conversion pushes up to the two branches P and Q of a CASE(M, x.P, y.Q, C) an elimination inference of which the mentioned CASE is main premiss.
Definition 6 (Commuting conversion rules in F).
The ε-conversion rule is given by:
where M has type ∀X.
The ǫ-conversion rule is given by:
where M has type ∀X.X and C ⊢ E : B.
Alternatively, these rules can be written as
The typographic distinction between "ε" and "ǫ" is intended. The next result shows that ε and ̺ (respectively ǫ and ρ) are related via βη-conversions.
Proposition 4 (Atomization vs commuting conversion
Proof. Let us prove the first assertion by induction on M → ε N . Inductive cases are routine. For the base, there are three cases to consider according to E/C. Case E = [ ]N and C = C 1 ⊃ C 2 and N : C 1 and B = C 2 . 
Let us prove the third assertion by induction on M → ̺ N . Again the inductive cases are routine and there are three base cases.
Case C ⊃ D. Case C ⊃ D.
Connection with dinaturality conversions
In this subsection we prove that adding the atomization conversions to system F does not cause the system to become inconsistent. In view of Proposition 4, it suffices to show the same for the addition of commutative conversions ε and ǫ. The strategy of the proof is the one that is implicit in [9] in the informal justification that some general form of commutative conversions does not break consistency: one shows that the equality generated by adding the commutative conversions is contained in a bigger equality which is known to be consistent. Here, for the latter, we take the equality obtained by adding to system F a dinaturality conversion, which we denote ν.
The full formalization of ν would require bringing here the machinery of [7] . We refrain from doing that and just give a brief indication. Given formulas A, C + , C − and a type variable X, the formula that results from substituting C + (resp. C − ) for the positive (resp. negative) occurrences of X in A is denoted
Let F be the free category generated from system F (the "syntactic" category) by the usual method of categorical logic. Then, each A determines a functor [( , )/X]A : F op × F → F . We refer the reader to [7] for the definition
and [( , )/X]A 2 if, for every morphism u : C → D, a certain diagram commutes, which means that certain two terms, determined by the given data, namely
are βη-equal in system F. In [7] a characterization is given of the terms t which determine dinatural transformations. Conversion ν states that the referred diagram always commutes, that is, the above two terms are always equal. Hence, in system F plus ν, every typable term determines a dinatural transformation. We now show that ε ⊆= βην . Let M be such that Γ ⊢ M : A∨B. Let X be a type variable not free in M , and P, P ′ be of type C, and C ⊢ E : D. For the purpose of matching the following calculation with the notation in the previous paragraphs, it is useful to put t := M X x, x ′ . Then Γ, x : A ⊃ X, x ′ : B ⊃ X ⊢ t : X, so we may put A 1 := (A ⊃ X) ∧ (B ⊃ X) and A 2 := X. Then:
The ν-conversion in this calculation is justified as follows. Before the conversion, we find the term M C λy.xy, λy
As to ǫ, it turns out that ǫ ⊆= ν . Let M be such that Γ ⊢ M : ⊥. Let X be a type variable not free in M , and C ⊢ E : D. For the purpose of recognizing a ν-conversion, it is useful to put t := M X and allow a type 1. Then Γ, x : 1 ⊢ t : X, so we may put A 1 := 1 and A 2 := X. From type 1 we just require that X does not occur in 1, and that [(f − , f + )/X]1 is the identity 1 1 , that is 1 as a trivial derivation. Then:
Indeed, M C = [C/X]t and pre-composition with [(E, id C )/]1, since the latter is an identity; and [(1 C , E)/X]A 2 = E, since A 2 = X. After the conversion, M D = [D/X]t, and the pre-composition with [(id D , E)/X]1 has no effect since the latter is an identity; derivation E vanishes since [(1 D , E)/X]1 is a trivial derivation; and
Theorem 1 (Consistency). There are typable terms M, N in system F which are not βη̺ρ-equal.
Proof. Due to Proposition 4, = βη̺ρ ⊆= βηεǫ . By the calculations above, = βηεǫ ⊆= βην . The consistency of = βην follows from the results in [1] , where models of system F (with product types) are given such that every typable term in F is interpreted by a dinatural transformation, hence validating the dinatural conversion ν.
Strict simulation
It has been observed [4, 9] that the Russell-Prawitz translation does not yield a simulation of proof reduction. Next we show that, once F is added ̺ρ-conversions, a strict simulation of proof reduction occurs.
Proof. For each rule R of IPC, one does an induction on M 1 → R M 2 . In each proof, the inductive cases follow routinely by induction hypothesis, since the various relations → S and → + S in F, with S ∈ {β, η, ε, ǫ, δ}, are compatible; and the base case corresponds to the reduction rule R. The base cases relative to reduction rules pertaining to ⊃ and ∧ are trivial because (·)
• maps the constructions pertaining to these connectives in homomorphic fashion, and because
• . We detail the base cases relative to reduction rules pertaining to ∨ and ⊥.
Case β ∨ : We prove that CASE (IN i (N 
The first equality is justified by the definitions of CASE and IN.
Cases π ⊃ and π ∧ follow immediately from a single application of ε. Just notice that (CASE(M,
The definition of CASE justifies the equalities above.
Case π ⊥ : We have that
ABORT(Q, C), C) .
Notice that
(by def. of CASE and ABORT)
Cases ̟ ⊃ and ̟ ∧ follow immediately from a single application of ǫ. Just notice that (ABORT (M, A ⊃ B) )N → ǫ ABORT(M, B) and ABORT(M,
Case ̟ ∨ : We prove that
Comparison of embeddings
We recall the optimized translation of IPC into F at , introduced by the authors in [2] , and denoted (·)
• . It comprises a translation of formulas, which is the same as in the Russell-Prawitz translation, so A • = A • ; and comprises a translation of proof-terms (which induces a translation of derivations).
The translation of proof terms will rely on the following definition, taken from [2] :
1. Given M, A, B, given i ∈ {1, 2}, we define
Given M, P, Q, A, B, C, we define case(M, x
A .P, y B .Q, C) by recursion on C as follows:
where, in the third clause, the bound variable z is chosen so that z = x, z = y and z / ∈ M, P, Q; and in the fourth clause, the bound variable X is chosen so that X / ∈ M, P, Q, A, B.
Given M, A, we define abort(M, A) by recursion on A as follows:
where, in the third clause, the bound variable z is chosen so that z / ∈ M ; and in the fourth clause, the bound variable X is chosen so that X / ∈ M .
If we take the typing rules in Fig. 4 and replace IN, CASE, and ABORT by in, case, and abort, respectively, we obtain admissible typing rules in F at . Similarly, if we do the same replacements in Fig. 5 , we obtain admissible compatibility rules in F at . Such admissible rules in F at have been observed in [2] .
• is defined by recursion on M exactly as in Fig. 6 , except for the translation of in, case and abort, which now reads:
To compare how the maps (·)
• and (·)
• translate proof terms amounts to compare IN, CASE, and ABORT, on the one hand, with in, case, and abort, on the other hand. IN i (M, A, B) and in i (M, A, B) are defined in the same way, the repetition is due to stylistic reasons. The other comparisons use atomization conversions.
Proof. The proof is by induction on C.
(by def. of case)
Proposition 6 (Comparison of maps: proofs). For all
• is by induction on M . There are only two interesting cases, which follow by Lemmas 2 and 3. Notice M
• is a ̺ρ-normal form, because
We now want to compare how the maps (·)
• translate proof-reduction steps. Obviously, R-reduction steps, with R ∈ {β ⊃ , β ∧ , η ⊃ , η ∧ }, are translated in the same way by the two maps. Only the R-reduction steps, for R a reduction rule pertaining to ∨ or ⊥, are pertinent for the comparison, and so we concentrate on these from now on. The translation of such steps by (·)
• was detailed in Theorem 2, whereas the translation by (·)
• was detailed in [2] . We want to see how the two pictures merge.
This follows from Theorem 2 above and Theorem 1 in [2] . The ̺ρ-reductions that bridges the two translations come from Proposition 6. This picture has to be generalized, in order to accommodate the remaining cases R ∈ {η ∨ , π ∨ , π ⊥ }. In these cases, the interaction between the terms translated with (·)
• and those translated with (·)
• will be richer than what can be expressed with Proposition 6. For this reason, we have to revisit Lemmas 6, 11 and 12 in [2] , dedicated to η ∨ , π ∨ and π ⊥ , respectively. We do this next, but put the proofs in the appendix, since they are, to some extent, a repetition of the proofs already given in [2] . In the following three lemmas, one finds diagrams where some β-reductions are marked as "administrative". See [2] for a discussion of such reductions.
The proof is a direct calculation. See the appendix for details.
Proof. For typographic reasons, we do not write the types of bound variables. Variables y 1 and y 2 have type B 1 and B 2 , respectively. Variables x 1 and x 2 have type A 1 and A 2 , where A 1 ∨A 2 is the type of M . These types stay unchanged throughout the proof. Lemma 11 in [2] just states LHS = β RHS. The proof of the present lemma is by induction on C. See the appendix for details.
Proof. Lemma 12 in [2] just states LHS = β RHS. The proof is by induction on C.
See the appendix for details.
For each R ∈ {η ∨ , π ∨ , π ⊥ }, we now show, using Lemmas 4, 5 and 6, a diagram in the style of (3), with a right half in F. After we do the same for R = π ∨ and R = π ⊥ , we see how to generalize picture (3) in order to comprehend all the reduction steps M → R N in IPC, for R a reduction rule pertaining to disjunction or absurdity:
Theorem 3 (Comparison of maps: reduction). For M → R N in IPC, with R a reduction rule pertaining to disjunction or absurdity, the reductions in Fig. 7 hold.
Discussion
We summarize our contribution. We proposed new conversions for system F whose purpose is to enforce atomic use of the universal instantiation. Such conversions explain the connection between the Russell-Prawitz translation and the translation into F at introduced by the authors [2] , at the level of proofs (Proposition 6) and at the level of proof reduction (Theorem 3). In addition, only when system F is thus equipped does the Russell-Prawitz translation preserve proof reduction (Theorem 2) -and this without collapsing proof identity in system F (Theorem 1), because the atomization conversions are not stronger than a certain "dinaturality" conversion known to preserve the consistency of equality. 
Like the present paper, the recent article [9] aims at finding new conversions for NI 2 which allow to establish the preservation of proof identity by the Russell-Prawitz translation. In addition to the fact that we employ λ-terms, thereby making explicit the algorithmic aspect of the development, we see three main differences/improvements the present paper offers w.r.t. op. cit. First, we study the Russell-Prawitz embedding into F side-by-side with another embedding into F at . This comprehensiveness is opportune because the translation into F at was perceived initially [4] as a progress in the matter of preservation of proof identity, our Theorem 3 bringing now a full clarification of the issue. Second, as opposed to the new conversion of [9] , expressing "naturality" in the categorical sense, we propose a much simpler new conversion which, despite being connected to a very simple variant of the "naturality" conversion (namely conversions ε and ǫ), has a self-contained motivation (atomization of the uses of universal instantiation), and moreover not only delivers preservation of proof identity, but also makes a bridge between the Russell-Prawitz embedding and the embedding into F at . Third, we obtained preservation of proof reduction by the Russell-Prawitz embedding, while [9] is only concerned with proof identity.
One wonders whether the results in [9] , although stated in terms of proof identity, do establish (or could be modified to establish) results about proof reduction. But, with a single exception (Proposition 4.7. in op. cit.), the answer is "no": (i) the results about "m-closed" instances of π ∨ or η ∨ rely essentially on an argument (see the proofs of Propositions 2.5 and 2.6 in op. cit.) that starts with the β-normalization of a π ∨ or η ∨ contractum -hence this β-normalization goes in the "wrong direction", does not preserve the direction of reduction; (ii) in the proof of Proposition 4.9 of op-cit, on preservation of η ∨ -equality, the Russell-Prawitz translation of the redex starts doing some steps of η-expansion, which again go in the "wrong direction".
Regarding the various embeddings of IPC into system F at , it can be argued that the embedding ( )
• previously introduced by the authors [2] has advantages over the original embedding based on instantiation overflow [3, 4] , in that shorter translations of proofs and of reduction sequences are obtained. The naturalness of the connection with the Russell-Prawitz established in the present paper is another indication of the special place occupied by the newer embedding into system F at .
Indeed, given an IPC proof M , M • is the atomic normal form of M • . So the embedding ( )
• makes full use of atomization at compile time. But, for the purpose of simulation, what one needs is a judicious use of atomization at run time. As observed in Fig. 7 , a reduction from M
• to N • is still missing, for some cases of reduction M → N in IPC, while a reduction always exists between the Russell-Prawitz translations M • and N
• . Such reduction sometimes contains atomization steps -those hidden in the εǫδ-reduction steps pertaining to the reduction. So the simulation in system F by the Russell-Prawitz translation makes a controlled (not full) use of atomization depending on the source IPC reduction step M → N , while such a resource is not available in system F at , because in system F at we must stay fully atomized.
UID/CEC/00408/2019 and she is also grateful to Centro de Matemática, Aplicações Fundamentais e Investigação Operacional and to Large-Scale Informatics Systems Laboratory (Universidade de Lisboa).
A Some proofs
In this appendix we collect the proofs of Lemmas 4, 5 and 6.
From the proof of Lemma 6 in [2] we copy the following calculation, where we identify the term Q:
ΛXλw.case(M, x.w1x, y.w2y, X) = ΛXλw.M X λx.w1x, λy.w2y
We conclude as follows:
A λw.w1x, λy B λw.w2y → δ ΛXλw.M X λx.w1x, λy.w2y
Proof. RHS ′ → * ̺ρ RHS by the assumed reductions and Lemma 2. The remainder of the diagram is proved by induction on C.
Case C = Y . LHS is, by definition of case,
which, after one β ∀ -reduction step, becomes This is RHS by definition of case. This calculation comes from the proof of Lemma 11 in [2] . Now we add: put Q := RHS. The reduction RHS ′ → * ε̺ρ Q holds due to RHS ′ → * ̺ρ RHS. Case C = C 1 ⊃ C 2 . By definition of case, LHS is λz C1 .LHS 0 , where LHS 0 = case(case(M, x 1 .P 1 , x 2 .P 2 , B 1 ∨B 2 ), y 1 .Q 1 z, y 2 .Q 2 z, C 2 ) .
On the other hand, RHS is, by definition of case, λz C1 .case(M, x 1 .N 3 , x 2 .N 4 , C 2 ) , with N 3 = (case(P 1 , y 1 .Q 1 , y 2 .Q 2 , C))z, N 4 = (case(P 2 , y 1 .Q 1 , y 2 .Q 2 , C))z. As argued in the proof of Lemma 11 in [2] , RHS does two administrative β ⊃ -reduction steps (in the "wrong" direction), yielding λz C1 .RHS 0 , where
with N 1 = case(P 1 , y 1 .Q 1 z, y 2 .Q 2 z, C 2 ), N 2 = case(P 2 , y 1 .Q 1 z, y 2 .Q 2 z, C 2 ). Now RHS ′ is the term By IH, applied to the terms LHS 0 , RHS 0 and RHS ′ 0 , one obtains a term Q 0 "in the middle" of three reduction sequences, as in the diagram above. The reduction relations involved are closed under the rule: T → T ′ ⇒ λz C1 .T → λz C1 .T ′ . So if we prefix the terms LHS 0 , RHS 0 , RHS ′ 0 and Q 0 with λz C1 , the same reductions hold. We take Q := λz C1 .Q 0 and we are done. Case C = C 1 ∧ C 2 . By definition of case, LHS is LHS 0i i=1,2 , where LHS 0i = case(case(M, x 1 .P 1 , x 2 .P 2 , B 1 ∨B 2 ), y 1 .Q 1 i, y 2 .Q 2 i, C i ) .
On the other hand, RHS is, by definition of case, case(M, x 1 .N 3 , x 2 .N 4 , C i ) i=1,2 , with N 3 = case(P 1 , y 1 .Q 1 , y 2 .Q 2 , C)i and N 4 = case(P 2 , y 1 .Q 1 , y 2 .Q 2 , C)i. As argued in the proof of Lemma 11 and in the comments on Theorem 1 in [2] , RHS does four administrative β ∧ -reduction steps (in the "wrong" direction), yielding the term RHS 0i i=1,2 , where
with N 1 = case(P 1 , y 1 .Q 1 i, y 2 .Q 2 i, C i ) and N 2 = case(P 2 , y 1 .Q 1 i, y 2 .Q 2 i, C i ). Now RHS ′ is the term 
