In this paper, we consider multiple occurrences shortest common superstring problem. In particular, we consider an approach to solve the problem. This approach is based on an explicit reduction from the problem to the satisfiability problem.
Question: Is there a word U such that |U | ≤ r, m i ≤ #occ(S i , U) ≤ n i for all 1 ≤ i ≤ k and
Since in practice we are not interested in exponential output, we can assume that m i and n i are given as sequences of units for all i such that 1 ≤ i ≤ k. In this case, MOSCS-D is NP-complete [18] . In this paper, we consider reductions from MOSCS-D to SAT and 3SAT assuming that m 1 , m 2 , . . . , m k , n 1 , n 2 , . . . , n k and m are constants. Let Σ = {a 1 
In ξ formula ϕ can be considered as a choice of a common superstring, for all i formula ψ [1, i] ∧ψ [2, i] can be considered as a choice of positions of word S i in the common superstring. It is easy to check that there is a word U such that Since m 1 , m 2 , . . . , m k , n 1 , n 2 , . . . , n k and m are constants, it is possible to apply laws of distributivity to ψ and η. Using this transformation ξ can be represented in conjunctive normal form ξ . This gives us a reduction from MOSCS-D to SAT.
Using standard transformations (see e.g. [19] ) we can easily obtain an explicit transformation ξ into ζ such that ξ ⇔ ζ and ζ is a 3-CNF. It is clear that ζ gives us an explicit reduction from MOSCS-D to 3SAT.
There is a well known site on which posted solvers for SAT [20] . They are divided into two main classes: stochastic local search algorithms and algorithms improved exhaustive search. All solvers allow the conventional format for recording DIMACS boolean function in conjunctive normal form and solve the corresponding problem. In addition to the solvers the site also represented a large set of test problems in the format of DIMACS. This set includes a randomly generated problems of 3SAT. We create a generator of natural instances for MOSCS-D. Also we use test problems from [20] . We use algorithms from [20] : fgrasp and posit. Also we design our own genetic algorithm (OA) for SAT which based on algorithms from [20] . Each test was run on a cluster of at least 100 nodes. Selected experimental results are given in Table 1 
