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The defect recollement, the MacPherson-Vilonen
construction, and pp formulas
Samuel Dean
Abstract
For any abelian category A, Auslander constructed a localisation w : fp(Aop,Ab) → A
called the defect, which is the left adjoint to the Yoneda embedding Y : A → fp(Aop,Ab).
If A has enough projectives, then this localisation is part of a recollement called the defect
recollement. We show that this recollement is an instance of the MacPherson-Vilonen con-
struction if and only if A is hereditary. We also discuss several subcategories of fp(Aop,Ab)
which arise as canonical features of the defect recollement, and characterise them by prop-
erties of their projective presentations and their orthogonality with other subcategories. We
apply some parts of the defect recollement to the model theory of modules. Let R be a ring
and let φ/ψ be a pp-pair. When R is an artin algebra, we show that there is a smallest pp
formula ρ such that ψ 6 ρ 6 φ which agrees with φ on injectives, and that there is a largest
pp formula µ such that ψ 6 µ 6 φ and ψR = µR. When R is left coherent, we show that
there is a largest pp formula σ such that ψ 6 σ 6 φ which agrees with ψ on injectives, and
that the pp-pair ψ/φ is isomorphic to a pp formula if and only if ψ = σ, and that there is
a smallest pp formula ν such that ψ 6 ν 6 φ and φR = νR. We also show that, for any
pp-pair φ/ψ, w(φ/ψ) ∼= (Dψ)R/(Dφ)R, where D is the elementary duality of pp formulas.
We also give expressions for w(φ/ψ) in terms of free realisation of φ and ψ.
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1 Introduction: The defect recollement
Throughout this paper, A denotes an abelian category with enough projectives.
A functor F : Aop → Ab is finitely presented if there is an exact sequence
HomA(−, B) // HomA(−, C) // F // 0
for objects B,C ∈ A. We write fp(Aop,Ab) for the category of finitely presented functors
Aop → Ab.
For categories C and D, a localisation G : C → D is a functor which preserves finite
limits and has a fully faithful right adjoint. It is well-known that for any such functor, if C
is abelian then D is also abelian and G is a Serre quotient functor which expresses the fact
that D is the Serre quotient D = C/KerG.
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Note that the projective objects in fp(Aop,Ab) are precisely the representable functors.
In [1], Auslander showed that fp(Aop,Ab) is an abelian category of global projective di-
mension 0 or 2 with kernels and cokernels computed object-wise. He also showed that the
Yoneda embedding Y : A → fp(Aop,Ab) has an exact left adjoint w : fp(Aop,Ab) → A
which we call the defect, following Russell in [12]. In particular, w is a localisation, and we
obtain what is often referred to as Auslander’s formula,
A ≃ fp(Aop,Ab)/fp0(A
op,Ab),
where fp0(A
op,Ab) = Ker(w). Below is Auslander’s description of fp0(A
op,Ab).
Theorem 1.1. [1, Proposition 3.2] For any F ∈ fp(Aop,Ab), the following are equivalent.
1. F ∈ fp0(A
op,Ab).
2. Any morphism g : B → C ∈ A which gives a projective presentation
HomA(−, B)
g∗ // HomA(−, C) // F // 0
of F is an epimorphism in A.
3. There is an epimorphism g : B → C ∈ A which gives a projective presentation
HomA(−, B)
g∗ // HomA(−, C) // F // 0
of F .
4. (F,G) = Ext1(F,G) = 0 for any left exact functor G : Aop → Ab.
5. (F,G) = 0 for any left exact functor G : Aop → Ab.
6. (F,HomA(−, X)) = 0 for any X ∈ A.
We note the following corollary which is useful for our case, in which A has enough
projectives.
Corollary 1.2. The following hold.
1. For any F ∈ fp(Aop,Ab), F ∈ fp0(A
op,Ab) if and only if FP = 0 for any projective
P ∈ A.
2. For any sequence of morphisms
F
α // G
β
// H
in fp(Aop,Ab) such that βα = 0,
wF
wα // wG
wβ
// wH
is exact if and only if
FP
αP // GP
βP // HP
is exact for any projective P ∈ A.
3. For any morphism α : F → G in fp(Aop,Ab), wα : wF → wG is an epimorphism if
and only if αP : FP → GP is an epimorphism for any projective P ∈ A.
4. For any morphism β : G→ H in fp(Aop,Ab), wβ : wG→ wH is a monomorphism if
and only if βP : GP → HP is a monomorphism for any projective P ∈ A.
Proof. There is a morphism g : B → C ∈ A which gives a projective presentation
HomA(−, B)
g∗ // HomA(−, C) // F // 0
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of F . Since A has enough projectives, g is an epimorphism if and only if HomA(P, g) :
HomA(P,B) → HomA(P,B) is an epimorphism for any projective P ∈ A. Therefore, item
1 follows from Theorem 1.1.
Since w is exact, w(Kerβ/Imα) ∼= Ker(wβ)/Im(wα), so item 2 follows by applying item
1 to Kerβ/Imα.
Items 3 and 4 follow from item 2 by setting H = 0 and F = 0 respectively.
Now we will discuss how Auslander’s localisation can be seen as part of a larger structure
known as a recollement.
Definition 1.3. A recollement of abelian categories is a situation consisting of additive
functors
C′ i∗ // C
i!
oo
i∗oo
j∗ // C′′
j∗
oo
j!oo
between abelian categories C′, C and C′′ such that the following hold:
• Im(i∗) = Ker(j
∗).
i∗ is fully faithful and i
∗ ⊣ i∗ ⊣ i
!.
• j! ⊣ j
∗ ⊣ j∗ and j! and j∗ are fully faithful.
If each of the categories C′, C and C′′ appearing in a recollement have enough projectives,
then we say the recollement is a recollement situation with enough projectives. In
such a case, we follow Franjou and Pirashvili [5] by saying that the recollement is pre-
hereditary if L2(i
∗)(i∗P ) = 0 for each projective P ∈ C
′.
Definition 1.4. For a ring R, we write R-Mod for the category of left R-modules, Mod-R
for the category of right R-modules, R-mod for the category of finitely presented left R-
modules, and mod-R for the category of finitely presented right R-modules.
Example 1.5. Let R be an artin algebra and let M be a right R-module. The abelian
group HomR(M,R) is a left R-module with (rh)x = r(hx) for any h ∈ HomR(M,R), r ∈ R
and x ∈M . Consider the morphism
f :M ⊗R HomR(M,R)→ R : h⊗R x 7→ hx.
Its image
Imf =
∑
h∈HomR(M,R)
Imh
is a two-sided ideal of R, called the trace ideal of M .
Using the notation of Definition 1.3, Geigle and Lenzing show at [7, Proposition 5.3] that
the only recollements of abelian categories with C = mod-R are those of the form
mod-R/a i∗ // mod-R
i!
oo
i∗oo
j∗ // mod-EndR(P )
j∗
oo
j!oo
where
j∗ = HomR(P,−)|mod-R ∼= −⊗R HomR(P,R)|mod-R
j! = −⊗EndR(P ) P |mod-EndR(P )
j∗ = HomEndR(P )(HomR(P,R),−)|mod-EndR(P )
and a is the trace ideal of P , for some finitely generated projective right R-module P . The
fully faithful functor i∗ is just the inclusion of mod-R/a as the full subcategory of mod-R
consisting of those finitely generated right R-modules M such that Ma = 0. Geigle and
Lenzing also show that every localising subcategory is of this form for some finitely generated
projective P , and is also colocalising, thus giving rise to a recollement of this form.
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In [4], the author and Russell have shown that, if A has enough projectives, then there
is a recollement
fp0(A
op,Ab) ⊆ // fp(Aop,Ab)
(−)0
oo
(−)0
oo
w // A
Y
oo
L0(Y )
oo
where Y is the Yoneda embedding and L0(Y ) is the unique right exact functor which agrees
with Y on projective objects, known as the zeroeth left derived functor of Y . We refer
to this as the defect recollement.
The following lemma, along with its dual, gives a recipe for recovering the left hand side
of a recollement of abelian categories from the right hand side.
Lemma 1.6. [5, Section 4.2] In the notation of Definition 1.3, for any recollement of abelian
categories, there is an exact sequence of functors
j!j
∗
ζ
// 1C // i∗i
∗ // 0,
where ζ : j!j
∗ → 1C is the counit of the adjunction j! ⊣ j
∗ and i∗j! = 0.
For any recollement situation with enough projectives, L1(i
∗)j! = 0 and if i
∗C = 0 for
an object C ∈ C then there is an isomorphism
Ker(ζC) ∼= i∗L1(i
∗)C
which is natural in C.
Proof. Since j! is fully faithful, j
∗ζ is an isomorphism, and therefore j∗Coker(ζ) = 0. Since
j∗Coker(ζ) = 0, Im(i∗) = Ker(j
∗) and i∗ is fully faithful, there is some functor i
? : C → C′
such that Coker(ζ) ∼= i∗i
?, so there is an exact sequence
j!j
∗
ζ
// 1C // i∗i
? // 0.
We will show that i? ∼= i∗. For any C ∈ C and C′ ∈ C′, the induced sequence
0 // HomC(i∗i
?C, i∗C
′) // HomC(C, i∗C
′) // HomC(j!j
∗C, i∗C
′)
is exact, but HomC(j!j
∗C, i∗C
′) ∼= HomC(j
∗C, j∗i∗C
′) = 0 so there is an isomorphism
HomC′(i
?C,C′) ∼= HomC(i∗i
?C, i∗C
′) ∼= HomC(C, i∗C
′)
which is natural in C and C′. Therefore, i? ⊣ i∗, so i
? ∼= i∗, as required. Since i∗j! ⊣ j
∗i∗ = 0,
i∗j! = 0.
Suppose the recollement situation has enough projectives. We need to prove that
L1(i
∗)j! = 0. Let C
′′ ∈ C′′ be given, along with an epimorphism P → C′′ where P is
projective. Since j! is right exact and preserves projectives (because it has an exact right
adjoint), there is an epimorphism j!ΩC
′′ → Ωj!C
′′ and therefore i∗Ωj!C
′′ = 0. The exact
sequence
0 // Ωj!C
′′ // j!P // j!C
′′ // 0
induces an exact sequence
L1(i
∗)j!P // L1(i
∗)j!C
′′ // i∗Ωj!C
′′.
Since j!P is projective, L1(i
∗)j!P = 0. Also, as shown above i
∗Ωj!C
′′ = 0. Therefore
L1(i
∗)j!C
′′ = 0, as required.
Suppose i∗C = 0. The exact sequence
0 // Ker(ζC) // j!j
∗C
ζ
// C // 0
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induces another exact sequence
L1(i
∗)j!j
∗C // L1(i
∗)C // i∗Ker(ζC) // i
∗j!j
∗C
ζ
// i∗C // 0
which is natural in C.
Since L1(i
∗)j!j
∗C = 0 and i∗j!j
∗C = 0, there is an isomorphism L1(i
∗)C ∼= i∗Ker(ζC)
which is natural in C. Now, j∗ζ is an isomorphism because j! is fully faithful, and therefore
j∗Ker(ζC) = 0, so by the first part, there are isomorphisms i∗L1(i
∗)C ∼= i∗i
∗Ker(ζC) ∼=
Ker(ζC) which are natural in C.
For any F ∈ fp(Aop,Ab), by the dual of Lemma 1.6, F0 can be constructed as the kernel
of the component ηF : F → Y wF of the unit η of the adjunction w ⊣ Y . Since Y is fully
faithful, wηF is an isomorphism. Therefore, by Corollary 1.2, (ηF )P : FP → HomA(P,wF )
is an isomorphism for any projective P ∈ A, so F0P = 0.
Let A ∈ A and an epimorphism π : P → A be given, where P is projective, and let
F ∈ fp(Aop,Ab) be given. There is a commutative square
FA
Fpi

// HomA(A,wF )
HomA(pi,wF )

FP // HomA(P,wF ),
where the top and bottom sides are given by (ηF )A and (ηF )P respectively. Since the bottom
side is an isomorphism and the right hand side is a monomorphism, F0A is the kernel of
Fπ. That is,
F0A = {x ∈ FA : (Fπ)x = 0}.
Therefore, F0 is the subfunctor of F which consists of elements of F which are annihilated
by those morphisms which factor through a projective. Also, F0 is the largest subfunctor of
F which is in fp0(A
op,Ab).
The functor (−)0 is right exact, so is determined by its action on representable functors,
which will be discussed in Section 2. By Lemma 1.6, for any F ∈ fp(Aop,Ab), F 0 can
be constructed as the cokernel of the component L0(Y )(wF ) → F of the counit of the
adjunction L0(Y ) ⊣ w.
For the purposes of doing computations with the defect recollement, it is harmless to
simplify matters by setting
wHomA(−, A) = A
and L0(Y )(P ) = HomA(−, P )
for any A ∈ A and any projective P ∈ A. When we choose to do this, the components
wHomA(−, A)→ A and L0(Y )wHomA(−, P )→ HomA(−, P ) of the respective counits can
be taken to be identities.
The MacPherson-Vilonen construction of abelian recollements, given below, first ap-
peared in [9, Section 1] in order to simplify the definition of the category of perverse sheaves
over a stratified space. In [5, Theorem 8.7] (see Theorem 1.9 below) Franjou and Pirashvili
give necessary and sufficient conditions for a recollement with enough situation with enough
projectives to be given by this construction.
Definition 1.7. Let C′ and C′′ be abelian categories, let F : C′′ → C′ be a right exact functor,
let G : C′′ → C′ be a left exact functor, and let α : F → G be a natural transformation. The
MacPherson-Vilonen construction for α is recollement of abelian categories
C′ i∗ // C(α)
i!
oo
i∗oo
j∗ // C′′
j∗
oo
j!oo
given by the following data.
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• The abelian category C(α), which has objects and morphisms as follows.
– Objects (X,V, g, f) given by an object X ∈ C′′, an object V ∈ C′ and morphisms
FX
f
// V
g
// GX
such that gf = αX .
– Morphisms (x, v) : (X,V, g, f) → (X ′, V ′, g′, f ′) given by morphisms x : X →
X ′ ∈ C′′ and v : V → V ′ ∈ C′ such that the diagram
FX
Fx

f
// V
v

g
// GX
Gx

FX ′
f ′
// V ′
g′
// GX ′
commutes.
• The functors j∗, i∗ and i! are defined by
j∗(X,V, g, f) = X
i∗(X,V, g, f) = Cokerf
i!(X,V, g, f) = Kerg
for each (X,V, g, f) ∈ C(α).
• The functor i∗ is defined by i∗V = (0, V, 0, 0) for each V ∈ C
′.
• The functors j! and j∗ are defined by
j!X = (X,FX,αX , 1FX)
j∗X = (X,GX, 1GX , αX)
for each X ∈ C′′.
Definition 1.8. Let
C′ i∗ // C
i!
oo
i∗oo
j∗ // C′′
j∗
oo
j!oo
be a recollement of abelian categories. Let ǫ : j∗j∗ → 1C′′ be the counit of the adjunction
j∗ ⊣ j∗ and let ζ : j!j
∗ → 1C be the counit of the adjunction j! ⊣ j
∗. Note that ǫ is an
isomorphism. The norm of the recollement is the natural transformation N : j! → j∗ given
by N = (ζj∗)(j!ǫ
−1).
In the defect recollement, the counit ǫ : wY → 1A is taken to be the identity, and, at
each projective P ∈ A, the component ζHomA(−,P ) : L0(Y )(P )→ HomA(−, P ) of the counit
ζ : L0(Y )w → 1fp(Aop,Ab) is also taken to the identity. Therefore, the norm of the defect
recollement is the unique natural transformation N = ζY : L0(Y )→ Y which is the identity
on projectives.
In Section 2 we will apply the following theorem to prove that the defect recollement
is an instance of the MacPherson-Vilonen construction if and only if each object of A has
projective dimension at most one.
Theorem 1.9. [5, Theorem 8.7] A recollement situation with enough projectives,
C′ i∗ // C
i!
oo
i∗oo
j∗ // C′′,
j∗
oo
j!oo
is an instance of the MacPherson-Vilonen construction if and only if it is pre-hereditary and
there is an exact functor r : C → C′ such that ri∗ ∼= 1C′ . In particular, if the recollement
is pre-hereditary and admits such an exact functor r, then it is the MacPherson-Vilonen
construction for the natural transformation rN , where N is its norm.
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2 When is the defect recollement MacPherson-Vilonen?
Definition 2.1. We say thatA is hereditary if each of its objects have projective dimension
at most one.
In [4], it was observed that the defect recollement is pre-hereditary if and only if A is
hereditary. The purpose of this section is to show that the defect recollement is MacPherson-
Vilonen if and only if A is hereditary. Before doing that, we need to summarise some
background.
For any A,B ∈ A, we will write P(A,B) for the subgroup of HomA(A,B) consisting
of the morphisms A → B which factor through a projective object, and we will write
HomA(A,B) = HomA(A,B)/P(A,B). We will write A for the additive category which
has the same objects as A and has HomA(A,B) = HomA(A,B), for each A,B ∈ A. The
category A is a well-known construction known as the projective stabilisation of A.
Clearly there is a canonical full functor A → A. For any object A ∈ A we write A for its
image in A. Similarly, we write f : A→ B for the image of a morphism f : A→ B ∈ A in
A.
Let A ∈ A be given. We note that P(−, A) ∈ fp(Aop,Ab) because, for any projective
P ∈ A and any epimorphism π : P → A, the functor P(−, A) is the image of the induced
morphism π∗ : HomA(−, P )→ HomA(−, A). We also have HomA(−, A) ∈ fp(A
op,Ab) since
it is the cokernel of the inclusion P(−, A)→ HomA(−, A).
We will make use of the bilinear functor ExtnA : A
op ×A → Ab for integers n > 0. Since
we do not assume that A has enough injectives, it is worth discussing the basic properties
of this functor very briefly. For any A,B ∈ A, ExtnA(A,B) is defined as H
nHomA(P·, B),
where P· ∈ K>0(A) is a projective resolution of A. Any short exact sequence in A gives rise
to a long exact sequence as usual, and does so in either variable. Since we do assume that
A has enough projectives, Extn(A,−) ∈ fp(A,Ab) for any A ∈ A and any n > 0.
Let Ses(A) denote the category of short exact sequences in A, where morphisms are
given by homotopy classes of chain maps. Auslander’s characterisation (see Theorem 1.1)
of fp0(A
op,Ab) shows that fp0(A
op,Ab) ≃ Ses(A), where a short exact sequence
0 // A
f
// B
g
// // C // 0
corresponds to the finitely presented functor G with projective presentation
0 // HomA(−, A)
f∗ // HomA(−, B)
g∗ // HomA(−, C) // G // 0.
Since it is obvious that (Ses(Aop))op ≃ Ses(A), we must have an equivalence
(fp0(A,Ab))
op ≃ fp0(A
op,Ab).
We can describe this equivalence more concretely, as follows. In [4], an equivalence
W : (fp0(A,Ab))
op → fp0(A
op,Ab)
is constructed such that, for each object A ∈ A, there is an isomorphism
WExt1A(A,−)
∼= HomA(−, A)
which is natural in A. It is formally defined by (WF )A = Ext2(F,HomA(A,−)) for any
F ∈ fp0(A
op,Ab) and A ∈ A. One can easily show that if
0 // HomA(C,−)
g∗
// HomA(B,−)
f∗
// HomA(A,−) // F // 0
is a projective presentation for F ∈ fp0(A,Ab) then
0 // HomA(−, A)
f∗
// HomA(−, B)
g∗
// HomA(−, C) // WF // 0
is a projective presentation of WF , and it is clear from this that W is the equivalence
(fp0(A,Ab))
op ≃ fp0(A
op,Ab) which corresponds to the obvious equivalence (Ses(Aop))op ≃
Ses(A).
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Lemma 2.2. [4, Lemma 13] For any A ∈ A, there is an isomorphism (HomA(−, A))
0 =
HomA(−, A) which is natural in A.
Proof. For any F ∈ fp(Aop,Ab), F 0 is constructed as the cokernel of the component
ζF : L0(Y )(wF ) → F of the counit of the adjunction L0(Y ) ⊣ w. Choose a projective
presentation
P1 // P0 // A // 0
of A. By the naturality of the counit there is a commutative diagram
HomA(−, P1) // HomA(−, P0) // (L0Y )A
ζHomA(−,A)

// 0
HomA(−, P0) // HomA(−, A)
with the top row exact. Therefore the image of ζHomA(−,A) is the image of the induced
morphism HomA(−, P0)→ HomA(−, A), which is P(−, A). Therefore, by the construction
of (HomA(−, A))
0,
(HomA(−, A))
0 = HomA(−, A)/P(−, A) = HomA(−, A).
Corollary 2.3. For any A ∈ A, HomA(−, A) is a projective in fp0(A
op,Ab). Furthermore,
there are enough projectives in fp0(A
op,Ab) of this form.
Proof. For any functor F ∈ fp0(A
op,Ab) and any object A ∈ A, there are isomorphisms
(HomA(−, A), F )
∼= ((HomA(−, A))
0, F ) ∼= (HomA(−, A), F ) ∼= FA
which are natural in F and A. Therefore, HomA(−, A) is projective in fp0(A
op,Ab) for any
A ∈ A.
Let F ∈ fp(Aop,Ab) be given. There is A ∈ A and an epimorphism HomA(−, A)→ F .
By applying (−)0, which is right exact, it follows from Lemma 2.2 that there is an epimor-
phism HomA(−, A) → F
0. If F ∈ fp0(A
op,Ab) then F ∼= F 0, so there is an epimorphism
HomA(−, A)→ F .
Corollary 2.4. A has weak kernels. That is, for any g : B → C ∈ A, there is a morphism
f : A→ B ∈ A such that the sequence
HomA(−, A)
f
∗ // HomA(−, B)
g
∗ // HomA(−, C)
is exact.
Proof. Let K be the kernel of the induced natural transformation g
∗
. Since fp0(A
op,Ab) is
closed under kernels, K ∈ fp0(A
op,Ab). Compose the inclusion K → HomA(−, B) and an
epimorphism HomA(−, A)→ K to find f∗.
Lemma 2.5. [4, Section 4.1.1] For any A ∈ A,
L2((−)
0)(HomA(−, A))
∼= HomA(−,ΩA),
where ΩA is the first syzygy of A.
Proof. Let P → A be an epimorphism, where P is projective. We obtain an exact sequence
0 // HomA(−,ΩA) // HomA(−, P ) // HomA(−, A) // HomA(−, A) // 0.
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Therefore, L2((−)
0)(HomA(−, A)) is the homology of
0 // (HomA(−,ΩA))
0 // (HomA(−, P ))
0
which, by Lemma 2.2, is
(HomA(−,ΩA))
0 = HomA(−,ΩA).
Remark 2.6. Lemma 2.5 explains why syzygies form a functor Ω : A → A.
Proposition 2.7. [4, Section 4.1.1] If A has enough projectives, then the defect recollement
fp0(A
op,Ab) ⊆ // fp(Aop,Ab)
(−)0
oo
(−)0
oo
w // A
Y
oo
L0(Y )
oo
is pre-hereditary if and only if A is hereditary.
Proof. By Lemma 2.5, the recollement is pre-hereditary if and only if HomA(−,ΩA) = 0 for
every A ∈ A, which is to say that every first syzygy is projective.
Proposition 2.8. Suppose A is hereditary.
1. The functor A → fp0(A
op,Ab) : A 7→ Hom(−, A) is left exact. Equivalently, A has
kernels and the quotient functor A → A is left exact.
2. The functor (−)0 : fp(Aop,Ab)→ fp0(A
op,Ab) is exact.
Proof. 1. Let
0 // A // B // C // 0
be a short exact sequence. This induces an exact sequence
Ext1A(C,−)
// Ext1A(B,−)
// Ext1A(A,−)
// Ext2A(C,−)
// . . .
in fp0(A,Ab). Since Ext
2
A(C,−) = 0, applying the duality W gives an exact sequence
0 // HomA(−, A) // HomA(−, B) // HomA(−, C).
2. Let F ∈ fp(Aop,Ab) be given, and find an exact sequence
0 // HomA(−, A) // HomA(−, B) // HomA(−, C) // F // 0
for some A,B,C ∈ A. Then L1((−)
0)(F ) is the homology of
0 // (HomA(−, A))
0 // (HomA(−, B))
0 // (HomA(−, C))
0 // 0
at (HomA(−, B))
0, i.e. the homology of the (left exact) sequence
0 // HomA(−, A) // HomA(−, B) // HomA(−, C) // 0
at HomA(−, B), which is zero. Therefore, L1((−)
0) = 0, so (−)0 is left exact.
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Theorem 2.9. For the defect recollement
fp0(A
op,Ab) ⊆ // fp(Aop,Ab)
(−)0
oo
(−)0
oo
w // A
Y
oo
L0(Y )
oo
the following are equivalent.
1. It is pre-hereditary.
2. It is an instance of the MacPherson-Vilonen construction.
3. A is hereditary.
When the defect recollement is MacPherson-Vilonen, it is the MacPherson-Vilonen con-
struction for the natural transformation 0 → Y , where Y : A → fp(Aop,Ab) is defined by
Y A = HomA(−, A) for any A ∈ A.
Proof. The equivalence of items 1 and 3 is given by Proposition 2.7. If item 1 holds then
item 2 holds by Theorem 1.9 and Proposition 2.8 because, in the notation of Theorem 1.9,
we can set r = (−)0. Also, item 2 implies item 1 by Theorem 1.9.
Suppose the defect recollement is an instance of the MacPherson-Vilonen construction.
Consider the norm N : L0(Y ) → Y . Using Theorem 1.9, it is the MacPherson-Vilonen
construction for (−)0 ◦N . Since (−)0 ◦L0(Y ) = 0 and (−)
0 ◦ Y ∼= Y by Proposition 2.8, the
defect recollement is the MacPherson-Vilonen construction for 0→ Y .
Theorem 2.10. If A is hereditary then
fp(Aop,Ab)
Ker((−)0)
≃ fp0(A
op,Ab).
Proof. If A is hereditary, then by Proposition 2.8, the functor (−)0 is the exact left adjoint
of the inclusion functor fp0(A
op,Ab) → fp(Aop,Ab), so it is a localisation. In particular,
(−)0 is a Serre localisation, and we obtain the given formula.
3 !
When A is hereditary, the functor (−)0 is a localisation. We are motivated by Theo-
rem 2.10 to describe its kernel. When A is hereditary, fp(Aop,Ab)/fp0(A
op,Ab) ≃ A and
fp(Aop,Ab)/Ker((−)0) ≃ fp0(A
op,Ab), so it is tempting to attempt to use a “calculus of
quotients” to deduce that Ker((−)0) ≃ A. We will prove rigorously that this result holds.
Our strategy is to characterise the subcategory of fp(Aop,Ab) which consists of those
finitely presented functors F : Aop → Ab such that F 0 = 0 and L1((−)
0)F = 0. When A is
hereditary, L1((−)
0) = 0, so this amounts to characterising the kernel of (−)0 in that case.
Proposition 3.1. [5, Proposition 4.11] In the notation of Definition 1.3, for a recollement
situation with enough projectives, if
C!
def
= {C ∈ C : i∗(C) = 0 and L1(i
∗)(C) = 0}
then C! is the image of the fully faithful functor j! : C
′′ → C, and therefore j! induces an
equivalence of categories C′′ → C!.
Proof. By Lemma 1.6, i∗j! = 0 and L1(i
∗)j! = 0, so Im(j!) ⊆ C!. Also by Lemma 1.6, for
any C ∈ C, C ∈ C! if and only if the component j!j
∗C → C of the counit j!j
∗ → 1C is an
isomorphism, so Im(j!) ⊇ C!.
Theorem 3.2. In the notation of Definition 1.3, for any recollement situation with enough
projectives,
C! = {C ∈ C : HomC(C,−)|Im(i∗) = 0 and Ext
1
C(C,−)|Im(i∗) = 0}.
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Proof. For any C ∈ C, let
0 // ΩC // P // C // 0
be an exact sequence where P is projective. For any C′ ∈ C′, this induces a commutative
diagram
HomC(C, i∗C
′) //
∼=

HomC(P, i∗C
′) //
∼=

// HomC(ΩC, i∗C
′) //
∼=

// Ext1C(C, i∗C
′)
HomC′(i
∗C,C′) // HomC′(i
∗P,C′) // HomC′(i
∗ΩC,C′)
with exact rows, which shows that the assumption
HomC(C,−)|Im(i∗) = 0
Ext1C(C,−)|Im(i∗) = 0
is equivalent to the requirement that the morphism i∗ΩC → i∗P is an isomorphism, which,
by the induced exact sequence
0 // L1(i
∗)(C) // i∗ΩC // i∗P // i∗C // 0,
is equivalent to the requirement that i∗C = 0 and L1(i
∗)(C) = 0.
We define the subcategory fp!(A
op,Ab)
def
= fp(Aop,Ab)! of fp(A
op,Ab) with respect to
the defect recollement. That is
fp!(A
op,Ab) = {F ∈ fp(Aop,Ab) : F 0 = 0 and L1((−)
0)(F ) = 0}.
Theorem 3.3. For any F ∈ fp(Aop,Ab), the following are equivalent.
1. F ∈ fp!(A
op,Ab).
2. F ∼= L0(Y )A for some A ∈ A.
3. There is an exact sequence
0 // K
k // P1
d // P0
in A which gives a projective presentation
0 // HomA(−,K)
k∗ // HomA(−, P1)
d∗ // HomA(−, P0) // F // 0
of F such that P0 and P1 are projective.
Proof. Items 1 and 2 are equivalent by Proposition 3.1, which says that A → fp!(A
op,Ab) :
A 7→ L0(Y )A is an equivalence. Item 2 is equivalent to item 3 by definition of L0(Y ).
We now characterise the subcategory fp!(A
op,Ab) of fp(Aop,Ab) in terms of projective
presentations and orthogonality properties.
Definition 3.4. For morphisms f : A→ B ∈ A and g : B → C ∈ A, we say that f : A→ B
is a weak kernel of g : B → C in A when the induced sequence
HomA(−, A)
f
∗ // HomA(−, B)
g
∗ // HomA(−, C)
is exact.
Theorem 3.5. For any F ∈ fp(Aop,Ab), the following are equivalent.
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1. F ∈ fp!(A
op,Ab).
2. For any exact sequence
0 // A
f
// B
g
// C
in A which gives a projective presentation
0 // HomA(−, A)
f∗ // HomA(−, B)
g∗ // HomA(−, C) // F // 0
of F , g : B → C is a split epimorphism in A and f : A → B is a weak kernel of
g : B → C.
3. There is an exact sequence
0 // A
f
// B
g
// C
in A which gives a projective presentation
0 // HomA(−, A)
f∗ // HomA(−, B)
g∗ // HomA(−, C) // F // 0
of F such that g : B → C is a split epimorphism in A and f : A→ B is a weak kernel
of g : B → C.
4. (F,G) ∼= Ext1(F,G) = 0 for any additive functor G : Aop → Ab which vanishes on
projectives in A.
5. (F,Ext1A(−, X))
∼= Ext1(F,Ext1A(−, X))
∼= 0 for any X ∈ A.
6. (F,G) ∼= Ext1(F,G) = 0 for any G ∈ fp0(A
op,Ab).
Proof. By definition, F ∈ fp!(A
op,Ab) if and only if F 0 = 0 and L1((−)
0)(F ) = 0. Given a
presentation
HomA(−, B)
g∗ // HomA(−, C) // F // 0
of F , F 0 is the cokernel of the induced morphism
HomA(−, B)
g
∗ // HomA(−, C)
and L1((−)
0)(F ) is the homology of the sequence
HomA(−, A)
f
∗ // HomA(−, B)
g
∗ // HomA(−, C).
Both of these are zero if and only if g is a split epimorphism in A and f is a weak kernel of
g in A. Thus item 1 implies item 2, item 2 implies item 3, and item 3 implies item 1.
Suppose item 3 holds. Let G : Aop → Ab be an additive functor which vanishes on
projectives inA. SinceG obviously vanishes on morphisms which factor through a projective,
G corresponds to a functor H : Aop → Ab. Since the sequence
HomA(−, A)
f
∗ // HomA(−, B)
g
∗ // HomA(−, C)
// 0
is exact, viewing this as a sequence of functors Aop → Ab,
0 // (HomA(−, C), H)
(g
∗
,H)
// (HomA(−, B), H)
(f
∗
,H)
// (HomA(−, A), H)
is exact. By the Yoneda lemma (for additive functors Aop → Ab), this means that the
induced sequence
0 // GC
Gg
//// GB
Gf
// GA
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is exact, which is equivalent to the statement that (F,G) ∼= Ext1(F,G) = 0. Therefore, item
3 implies item 4.
Clearly item 4 implies item 5.
Item 5 holds if and only if
0 // Ext1(C,−) // Ext1(B,−) // Ext1(A,−)
is exact, which, by applying the duality W , is equivalent to the statement that
HomA(−, A)
f
∗ // HomA(−, B)
g
∗ // HomA(−, C)
// 0
is exact. In turn, this is equivalent to the statement that the induced sequence
0 // (HomA(−, A), G)
// (HomA(−, B), G)
// (HomA(−, C), G)
is exact for each G ∈ fp0(A
op,Ab), and by Corollary 2.3 this is equivalent to the statement
that the sequence
0 // GC
Gg
// GB
Gf
// GA
is exact. By the Yoneda lemma, this is equivalent to the statement that
(F,G) ∼= Ext1(F,G) = 0.
Therefore, item 5 is equivalent to item 6.
Item 6 is equivalent to item 1 by Theorem 3.2.
Definition 3.6. Let C be an abelian category with enough projectives, and let U ,V ⊆ C be
full subcategories of C. We say that (U ,V) is a perpendicular pair on C if
U = {C ∈ C : HomC(C,V) = 0 and Ext
1
C(C,V) = 0}
and
V = {C ∈ C : HomC(U , C) = 0 and Ext
1
C(U , C) = 0}.
Perpendicular pairs were first introduced by Geigle and Lenzing in [7] in order to study
localisating subcategories.
Remark 3.7. In [1], Auslander showed (fp0(A
op,Ab), fp∗(A
op,Ab)) is a perpendicular pair
on fp(Aop,Ab), where fp∗(A
op,Ab) is the full subcategory of representable functors.
Proposition 3.8. In the notation of Definition 1.3, for any recollement situations with
enough projectives, (C!, Im(i
∗)) is a perpendicular pair on C.
Proof. Easy consequence of Theorem 3.2 and the recollement situation.
Corollary 3.9. (fp!(A
op,Ab), fp0(A
op,Ab)) is a perpendicular pair on fp(Aop,Ab).
We now prove the result which we hinted at in the beginning of this section.
Corollary 3.10. If A is hereditary then Im(L0(Y )) = Ker((−)
0). In particular, if A is
hereditary then A ≃ Ker((−)0).
Proof. The functor A → fp!(A
op,Ab) : A 7→ L0(Y )A is an equivalence. If A is hereditary
then L1((−)
0) = 0 so Ker((−)0) = fp!(A
op,Ab).
Since finitely presented functors Aop → Ab correspond to left exact sequences in A,
part of the motivation for studying them is to read our results in the category of left exact
sequences and homotopy classes of chain maps. The following is an example of this.
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Corollary 3.11. For any exact sequence
0 // A
f
// B
g
// C
the following are equivalent.
1. g : B → C is a split epimorphism in A and f : A→ B is a weak kernel of g in A.
2. The complex
0 // A
f
// B
g
// C // 0
is homotopic to a complex
0 // K
k // P1
d // P0 // 0
which is exact at P1 and K, where P0 and P1 are projective.
Proof. Item 1 says that the exact sequence induces a projective presentation of a functor
in fp!(A
op,Ab), by Theorem 3.5. Item 2 says that the exact sequence induces a projec-
tive presentation of a functor in the image of L0(Y ), which is equivalent to item 1, by
Theorem 3.3.
4 !∗
In this section, we will discuss the functor which sends any object A ∈ A to P(−, A), show
that it is fully faithful, and give orthogonality properties of its image.
Definition 4.1. In the notation of Definition 1.3, we introduce a functor j!∗ = ImN , the
image of the norm N : j! → j∗.
Remark 4.2. Given a recollement of abelian categories
C′ i∗ // C
i!
oo
i∗oo
j∗ // C′′,
j∗
oo
j!oo
let ǫ : j∗j∗ → 1C′ and ζ : j!j
∗ → 1C be the counits, and let η : 1C → j∗j
∗ and θ : 1C′ → j
∗j!
be the units. Note that ǫ and θ are isomorphisms, because j! and j∗ are fully faithful, and,
due to the adjunctions, we have the “triangle identities”
(ǫj∗)(j∗η) = 1j∗ = (j
∗ζ)(θj∗).
Recall that the norm is defined by N = (ζj∗)(j!ǫ
−1). One could also define the “conorm”
M = (j∗θ
−1)(ηj!), which would be the dual concept. However, by using the triangle identi-
ties, and the naturality of η and ζ, we obtain
Nj∗ = (ζj∗j
∗)(j!ǫ
−1j∗)
= (ζj∗j
∗)(j!j
∗η)
= ηζ
= (j∗j
∗ζ)(ηj!j
∗)
= (j∗θ
−1j∗)(ηj!j
∗)
=Mj∗.
Finally, since every object of C′′ is in the image of j∗,
N =M.
Therefore, the norm of a recollement is self-dual.
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Theorem 4.3. [5, Proposition 4.11] In the notation of Definition 1.3, for any recollement
of abelian categories, if
C!∗
def
= {C ∈ C : i∗C = 0 and i!C = 0},
then functor j!∗ : C
′′ → C induces an equivalence C′′ → C!∗ with inverse j
∗|C!∗ : C!∗ → C
′′. In
particular, j!∗ is fully faithful.
Proof. Note that j∗N is an isomorphism, so j∗j!∗ ∼= j
∗j! ∼= j
∗j∗ ∼= 1C′′ .
If C ∈ C is in the image of j!∗ then it is a quotient of an object in Im(j!), which implies
that i∗C = 0 since i∗j! = 0. Dually, i
!C = 0. Therefore, j!∗ induces a functor C
′′ → C!∗.
Now suppose i∗C = 0 and i!C = 0. By Lemma 1.6, the component ζC : j!j
∗C → C of
the counit ζ : j!j
∗ → 1C is an epimorphism, and the component ηC : C → j∗j
∗C of the unit
η : 1C → j∗j
∗ is a monomorphism. Since Nj∗ = ηζ, there is an isomorphism
j!∗j
∗C ∼= Im(Nj∗C) ∼= C
which is natural in C.
Proposition 4.4. For the defect recollement, j∗!A = P(−, A), for any A ∈ A. In particular,
the functor A → fp(Aop,Ab) : A 7→ P(−, A) is fully faithful.
Proof. The norm is a natural transformationN : L0Y → Y which is the identity HomA(−, P )→
HomA(−, P ) for any projective P ∈ A. Let an object A ∈ A be given and suppose
P1 // P0 // A // 0
is the projective presentation of A. Therefore, there is a commutative diagram
HomA(−, P1) // HomA(−, P0) // (L0Y )A
NA

// 0
HomA(−, P1) // HomA(−, P0) // HomA(−, A)
where the top row is exact. The image of NA is the image of the morphism HomA(−, P0)→
HomA(−, A), which is P(−, A), as required.
We define fp!∗(A
op,Ab) = (fp(Aop,Ab))!∗ with respect to the defect recollement. That
is
fp!∗(A
op,Ab) = {F ∈ fp(Aop,Ab) : ∃A ∈ A such that F ∼= P(−, A)}.
Corollary 4.5.
fp!∗(A
op,Ab) = {F ∈ fp(Aop,Ab) : (fp0(A
op,Ab), F ) = 0 and (F, fp0(A
op,Ab)) = 0}.
Proof. By Theorem 4.3, the image of j!∗ consists of those functors F ∈ fp(A
op,Ab) such
that F 0 ∼= F0 ∼= 0.
By the recollement situation, for any F ∈ fp(Aop,Ab) and any G ∈ fp0(A
op,Ab),
(G,F ) ∼= (G,F0)
(F,G) ∼= (F 0, G)
so (fp0(A
op,Ab), F ) = 0 if and only if F0 = 0, and (F, fp0(A
op,Ab)) = 0 if and only if
F 0 = 0.
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Proposition 4.6. For any A ∈ A and any F ∈ fp(Aop,Ab), there is a monomorphism
FA/F0A→ (P(−, A), F )
which is natural in A and F . For any x ∈ FA, this monomorphism sends the coset x+F0A ∈
FA/F0A to φx|P(−,A), where φx : HomA(−, A) → F is the unique natural transformation
such that (φx)A(1A) = x.
If the sequence
FA // FP // FΩA,
induced by any exact sequence
0 // ΩA
k // P
pi // A // 0
where P is projective, is exact, then the monomorphism above is an isomorphism. (Note
that this hypothesis doesn’t depend on the choice of such a sequence, because it is equivalent
to Ext1(HomA(−, A), F ) = 0.)
Proof. Consider the morphism
FA→ (P(−, A), F ) : x 7→ φx|P(−,A).
The natural transformation φx is defined by (φx)B(f) = (Ff)x for any B ∈ A and any
morphism f ∈ HomA(B,A).
For any object B ∈ A and any morphism f ∈ HomA(B,A), f ∈ P(B,A) if and only if
f = πg for some morphism g ∈ HomA(B,P ). Therefore, for any x ∈ FA, φx|P(−,A) = 0
if and only if (Fπ)x = 0, i.e. x ∈ F0A, so the morphism FA/F0A → (P(−, A), F ) : x 7→
φx|P(−,A) is a monomorphism.
Suppose the given exactness condition holds. Let a natural transformation α : P(−, A)→
F be given. Then the diagram
P(P,A)
k∗

αP // FP
Fk

P(ΩA,A)
αΩA
// FΩA
commutes so
(Fk)αP (π) = αΩA(πk) = 0
and hence αP (π) = (Fπ)x for some x ∈ FA, by the exactness condition. Let f ∈ P(B,A)
be given for some B ∈ A. For some g : B → P , f = πg. The diagram
P(P,A)
g∗

αP // FP
Fg

P(B,A)
αB
// FB
commutes so
αB(f) = αBg
∗(π) = (Fg)αP (π) = (Fg)(Fπ)x = (Ff)x.
This shows that α = φx|P(−,A). Therefore, in this case, the given monomorphism is also an
epimorphism.
Corollary 4.7.
fp0(A
op,Ab) = {F ∈ fp(Aop,Ab) : (fp!∗(A
op,Ab), F ) = 0}.
Proof. If F ∈ fp0(A
op,Ab) then F = F0, so by Proposition 4.6,
(P(−, A), F ) ∼= FA/F0A = 0
for any A ∈ A.
If (fp!∗(A
op,Ab), F ) = 0 then by Proposition 4.6, there is a monomorphism F/F0 → 0,
so F = F0 ∈ fp(A
op,Ab).
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5 Applications to pp formulas
In this section, we work out what the canonical features of the defect recollement look like on
the finitely presented functors which arise naturally in the model theory of modules: Those
given by pp-pairs. We will give only the algebraic characterisations of the concepts. Those
interested in the dictionary between the algebraic and syntactic versions of the definitions
and statements are referred to [11].
Set A = (R-Mod)op for this section, where R is a ring. Note that, for any F ∈
fp(R-Mod,Ab), F ∈ fp0(R-Mod,Ab) if and only if FI = 0 for any injective left R-module
I. Also, F0 is the largest subfunctor of F in fp0(R-Mod,Ab).
Let L(R) be the full subcategory of fp(R-Mod,Ab) consisting of those functors F :
R-Mod→ Ab which are part of an exact sequence
HomR(B,−) // HomR(A,−) // F // 0
for A,B ∈ R-mod. Since R-mod is closed under cokernels, any such sequence can be
extended to an exact sequence
0 // HomR(C,−) // HomR(B,−) // HomR(A,−) // F // 0
where C ∈ R-mod. It follows by Auslander’s proposition, [1, Proposition 2.1], that L(R) is
an abelian subcategory of fp(R-Mod,Ab), and by the horseshoe lemma it is closed under
extensions. Clearly L(R) has enough projectives, and each of its projectives are of the form
HomR(M,−) for some M ∈ R-mod. We write U : R-Mod → Ab for the forgetful functor.
Note that, for any n ∈ N, Un ∼= HomR(R
n,−), which is a projective in L(R).
Definition 5.1. A pp formula is a functor in L(R) with projective dimension at most one
in L(R).
Proposition 5.2. [11, Section 10.2.1] For any funcor φ ∈ L(R), the following are equivalent.
1. φ is a pp formula.
2. φ is isomorphic to a subfunctor of Un for some n ∈ N.
3. φ is a subobject of a projective in L(R).
Proof. Suppose φ is a pp formula, and
0 // HomR(C,−)
g∗
// HomR(B,−) // φ // 0
is an exact sequence. Consider the kernel f : A → B of g : B → C. Since B and C are
finitely presented, A is finitely generated (see [3, Lemma 1.9] for this). Since
0 // HomR(C,−)
g∗
// HomR(B,−)
f∗
// HomR(A,−)
is exact, φ is isomorphic to a subfunctor of HomR(A,−). For some n ∈ N, there is an
epimorphism Rn → A, and therefore a monomorphism HomR(A,−)→ Hom(R
n,−) = Un.
Therefore, item 1 implies item 2 and item 3.
Suppose φ ∈ L(R) is isomorphic to a subfunctor of a projective in L(R), so there is a
monomorphism φ → HomR(C,−) for some C ∈ R-mod. But since φ ∈ L(R), there is an
epimorphism HomR(B,−) → φ for some B ∈ R-mod. The composition HomR(B,−) →
HomR(A,−) is induced by some morphism f : A → B. If g : B → C is the cokernel of f ,
then C ∈ R-mod and we obtain an exact sequence
0 // HomR(C,−)
g∗
// HomR(B,−) // φ // 0,
so φ has projective dimension less than or equal to one in L(R). Therefore, item 3 implies
item 1. In particular, item 2 also implies item 1.
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Lemma 5.3. Suppose R is left coherent. For any F ∈ L(R), wF ∈ R-mod and F0 ∈ L(R).
Proof. Let
HomR(B,−) // HomR(A,−) // F // 0
be an exact sequence where A,B ∈ R-mod. Applying the defect, there is an exact sequence
0 // wF // A // B.
Since R is left coherent, R-mod is an abelian subcategory of R-Mod, and hence wF ∈ R-mod,
so HomR(wF,−) ∈ L(R). We can construct F0 as the kernel of the canonical morphism
F → HomR(wF,−), and therefore F0 ∈ L(R) since L(R) is closed under kernels.
Corollary 5.4. Suppose R is a left coherent ring. For any φ ∈ L(R), φ is a pp formula if
and only if φ0 = 0.
Proof. Since φ0 is the kernel of the canonical morphism φ→ HomR(wφ,−), if φ0 = 0 then
φ is isomorphic to a subfunctor of HomR(wφ,−), which is a projective in L(R).
Conversely, φ is a subfunctor of a projective, then it is a finitely presented subfunctor of
a representable functor and, since (−)0 is left exact, φ0 = 0.
Definition 5.5. Any subobject (in L(R)) of a pp formula is itself a pp formula. A pp
formula which is a subfunctor of a pp formula φ is called a pp subformula of φ. For any
n ∈ N, a pp subformula of Un is called a pp-n-formula.
Definition 5.6. For any pp-n-formula φ, there is a natural transformation HomR(C,−)→
Un for some C ∈ R-mod whose image is φ. This natural transformation corresponds to
some c ∈ Cn. We call such a pair (C, c) a free realisation of φ. Note that c ∈ φC for any
such pair.
Proposition 5.7. Let φ ∈ L(R) be a pp-n-formula. A pair (C, c) consisting of C ∈ R-mod
and c ∈ Cn is a free realisation of φ if and only if φ is the smallest pp-n-formula such that
c ∈ φC.
Proof. If χ is a pp-n-formula such that c ∈ χC, then it is easy to show that the image of
the natural transformation HomR(C,−) → U
n corresponding to c ∈ Cn is contained in χ.
Since that image is φ, this completes the proof.
Definition 5.8. We say that F ∈ L(R) is a pp-pair if F = φ/ψ for a pp formula φ and a
pp subformula ψ 6 φ. We call a projective in L(R) a quantifier free pp formula.
Proposition 5.9. Every functor in L(R) is isomorphic to a pp-pair φ/ψ such that φ is a
quantifier free pp formula.
Proof. Let F ∈ L(R) be given and let π : HomR(A,−) → F be an epimorphism for some
A ∈ R-mod. Then
F ∼= HomR(A,−)/ΩF
where ΩF is the first syzygy of F . Since F has projective dimension at most two, its syzygy
has projective dimension at most one, and is therefore a pp subformula of the quantifier free
pp formula HomR(A,−).
For any F ∈ fp(R-Mod,Ab), F0 is the largest finitely presented subfunctor of F which
vanishes on injective left R-modules.
Lemma 5.10. Suppose R is an artin algebra. For any F ∈ L(R), F 0 ∈ L(R).
Proof. First, note that F 0 is the cokernel of the canonical map L0(Y )(wF ) → F . Since R
is left coherent, wF ∈ R-mod. There is a finitely presented injective left R-module I and a
monomorphism wF → I, and therefore there is an epimorphism HomR(I,−)→ L0(Y )(wF ).
Therefore F 0 is the cokernel of a morphism HomR(I,−)→ F . Since HomR(I,−), F ∈ L(R),
F 0 ∈ L(R).
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Theorem 5.11. Suppose R is an artin algebra. Let φ/ψ be a pp-pair where φ and ψ are
pp-n-formulas. There is a smallest pp-n-formula ρ such that ψ 6 ρ 6 φ and φI = ρI for
any injective left R-module I.
Proof. Let F = φ/ψ. Then F 0 is a quotient of F , so there is some subfunctor G 6 F
such that the quotient F → F/G is the counit F → F 0. Now, G is a subfunctor of F , so
G = ρ/ψ for some functor ρ : R-Mod → Ab such that ψ 6 ρ 6 φ. Since G is the kernel of
the morphism F → F 0 and F, F 0 ∈ L(R) by Lemma 5.10, we have G ∈ L(R). There is an
exact sequence
0 // ψ // ρ // G // 0
and ψ,G ∈ L(R). Since fp(R-Mod,Ab) and L(R) are closed under extensions, ρ ∈ L(R),
and therefore ρ is a pp subformula of φ. Now,
F 0 = F/G = (φ/ψ)/(ρ/ψ) ∼= φ/ρ,
and the counit F → F 0 is isomorphic (as an object in the comma category F ↓ L(R)) to
the quotient φ/ψ → φ/ρ. For any injective left R-module I, F 0I = 0, so ρI = φI. If
ρ′ were another pp formula such that ψ 6 ρ′ 6 φ which also agrees with injectives on φ,
this would give a finitely presented functor φ/ρ′ and an epimorphism φ/ψ → φ/ρ′ where
φ/ρ′ ∈ fp0(R-Mod,Ab). By the universal property of the counit, this would induce a unique
morphism α : φ/ρ→ φ/ρ′ such that the diagram
φ/ψ //
""❊
❊
❊
❊
❊
❊
❊
❊
φ/ρ
α

φ/ρ′
commutes. It follows that ρ 6 ρ′ and α is the quotient map. This completes the proof.
Theorem 5.12. Suppose R is a left coherent ring. Let φ/ψ be a pp-pair for left R-modules,
where φ and ψ are pp-n-formulas. There is a largest pp-n-formula σ such that ψ 6 σ 6 φ
and ψI = σI for any injective left R-module I. Furthermore,
(φ/ψ)0 = σ/ψ.
Therefore, φ/ψ is a pp formula if and only if ψ = σ.
Proof. By Lemma 5.3, HomR(wF,−) ∈ L(R) and F0 ∈ L(R). Now, F0 is a subfunctor of
F , so F0 = σ/ψ for some functor σ : R-Mod→ Ab such that ψ 6 σ 6 φ. There is an exact
sequence
0 // ψ // σ // σ/ψ // 0
and ψ, σ/ψ ∈ L(R). Since both fp(R-Mod,Ab) and L(R) are closed under extensions, we
have σ ∈ L(R), and hence σ is a pp subformula of φ.
Since F0 vanishes on injectives, ψ and σ agree on injectives. If σ
′ where another pp
formula such that ψ 6 σ′ 6 φ and also agrees with ψ on injectives, this would give a finitely
presented subfunctor F ′ = σ′/ψ of F which vanishes on injectives, and since F0 is the largest
such subfunctor, F ′ ⊆ F0, which implies that σ
′ 6 σ.
Definition 5.13. We write ppn(R) for the lattice of all pp-n-formulas. That is, ppn(R) is
the lattice of L(R)-subobjects of Un. We call ppn(R) the pp-n-lattice for left R-modules.
Lemma 5.14. [1, Lemma 6.1] For any left R-module M , −⊗RM : Mod-R→ Ab is finitely
presented if and only if M is finitely presented if and only if −⊗RM ∈ L(R
op).
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Definition 5.15. The Auslander-Gruson-Jensen duality is a functor
d : (L(R))op → L(Rop)
defined by
(dF )M = (F,M ⊗R −)
for any F ∈ L(R) and M ∈Mod-R.
Theorem 5.16. [6, Section 6.2] [11, Section 10.3] For any F ∈ L(R), dF ∈ L(Rop) and
there is an isomorphism d2F ∼= F which is natural in F . Therefore, d : (L(R))op → L(Rop)
is an equivalence of categories, with inverse dop : L(Rop)→ (L(R))op. For any M ∈ R-mod,
and N ∈ mod-R, there are isomorphisms
dHomR(M,−) ∼= −⊗R M
d(N ⊗R −) ∼= HomR(N,−)
which are natural in M and N .
The Auslander-Gruson-Jensen duality was first written down by Auslander in [2] and
independently by Gruson and Jensen in [8].
Since there is a canonical isomorphism dUn ∼= Un for any n ∈ N, any pp-n-formula
φ ∈ L(R) gives rise to an exact sequence
0 // φ // Un // Un/φ // 0
and hence an exact sequence
0 // d(Un/φ) // Un // dφ // 0.
Therefore, d(Un/φ) is canonically isomorphic to a pp-n-formula for right R-modules, which
we denote by Dφ ∈ ppn(Rop). It is easy to show that we have constructed a morphism of
lattices
D : (ppn(R))op → ppn(Rop)
which satisfies the following properties.
• Dφ 6 Dψ ⇔ ψ 6 φ for any ψ, φ ∈ ppn(R).
• D2φ = φ for any φ ∈ ppn(R).
• D is an isomorphism of lattices with inverse Dop : ppn(Rop)→ (ppn(R))op.
• [11, Corollary 10.3.8] For any pp pair φ/ψ where φ and ψ are pp-n-formulas,
d(φ/ψ) ∼= Dψ/Dφ.
The isomorphism D : (ppn(R))op → ppn(Rop) is called the elementary duality and was
first discovered by Prest, in its syntactic form, in [10]. Our description of it is equivalent to
Prest’s by [11, Corollary 10.3.6].
Lemma 5.17 (Holds when A is any abelian category.). [12, Theorem 4] For any F ∈
fp(Aop,Ab) and any left exact functor G : Aop → Ab, there is an isomorphism
G(wF ) ∼= (F,G)
which is natural in F and G.
Proof. Let ηF : F → HomA(−, wF ) be the component of the counit of the adjunction w ⊣ Y .
Let ǫ : wY → 1A be the counit, which is an isomorphism (in fact, we can take it to be an
identity). Since (Y ǫ)(ηY ) = 1Y , ηY is an isomorphism. Therefore, F is a representable
functor if and only if ηF is an isomorphism. Now, ηF induces a morphism
(HomA(−, wF ), G)→ (F,G),
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and hence a morphism
G(wF )→ (F,G)
which is an isomorphism when F is representable. Let
HomA(−, B) // HomA(−, C) // F // 0
be an exact sequence for some B,C ∈ A. Since G is left exact, this induces a commutative
diagram
0 // G(wF )

// G(wHomA(−, C))
∼=

// G(wHomA(−, B))
∼=

0 // (F,G) // (HomA(−, C), G) // (HomA(−, B), G)
with exact rows, where the vertical arrows are given by the morphism we have constructed.
Since the two vertical arrows at representables are isomorphisms, it follows that our mor-
phism
G(wF )→ (F,G)
is also an isomorphism, as required.
Proposition 5.18. For any F ∈ L(R) and any flat right R-module M , there is an isomor-
phism of left EndRM -modules,
M ⊗R wF ∼= (dF )M.
which is natural in F and M . In particular, there is an isomorphism
wF ∼= (dF )R
of left R-modules which is natural in F .
Proof. Since (dF )M = (F,M ⊗R−) and M ⊗R− is exact, this follows by Lemma 5.17. The
second part follows by setting M = R.
Corollary 5.19. For any pp-pair φ/ψ ∈ L(R), there is an isomorphism of left R-modules
w(φ/ψ) ∼= (Dψ)R/(Dφ)R.
Proof. This follows directly from the fact that d(φ/ψ) ∼= Dψ/Dφ and Proposition 5.18.
Corollary 5.20. For any pp-pair φ/ψ for left R-modules, φR = ψR if and only if DφI =
DψI for any injective I ∈Mod-R.
Proof. By Corollary 5.19,
w(Dψ/Dφ) ∼= (D2φ)R/(D2ψ)R = φR/ψR,
and Dψ/Dφ vanishes on injectives if and only if w(Dψ/Dφ) = 0. This completes the
proof.
Now we are in a position to dualise our results in the previous section.
Theorem 5.21. Suppose R is an artin algebra. Let φ/ψ be a pp-pair where φ and ψ are
pp-n-formulas. There is a largest pp-n-formula µ such that ψ 6 µ 6 φ and ψR = µR.
Proof. Follows from Corollary 5.20, by applying Theorem 5.11 to Dψ/Dφ.
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Theorem 5.22. Suppose R is a left coherent ring. Let φ/ψ be a pp-pair for left R-modules,
where φ and ψ are pp-n-formulas. There is a smallest pp-n-formula ν such that ψ 6 ν 6 φ
and φR = νR.
Proof. Follows from Corollary 5.20, by applying Theorem 5.12 to Dψ/Dφ.
Recall that, for any pp-n-formula φ ∈ ppn(R), Dφ is the kernel of a canonical epi-
morphism π : Un → dφ obtained by applying the Auslander-Gruson-Jensen duality to the
inclusion φ→ Un. One can show by diagram chasing that, for any right R-module M , the
epimorphism
πM :M
n → (φ,M ⊗R −)
is defined by (πM (a))N (b) = a ⊗R b, for any left R-module N , where, for tuples a =
(a1, a2, . . . , an) ∈M
n and b = (b1, b2, . . . , bn) ∈ φN ,
a⊗R b
def
=
n∑
i=1
ai ⊗R bi.
Therefore, since
(Dφ)M = Ker(πM ) = {a ∈M
n : a⊗R φN = 0},
we obtain the following.
Proposition 5.23. For any pp-n-formula φ ∈ ppn(R), with free realisation (C, c) and any
right R-module M ,
(Dφ)M = {a ∈Mn : a⊗R c = 0}.
Proof. We know that a ∈ (Dφ)M if and only if, for any left R-module N , a⊗RφN = 0. But
since the natural transformation HomR(C,−) → φ corresponding to c is an epimorphism,
for any b ∈ φN , there is a morphism f : C → N such that fc = b, and therefore a⊗R b =
(1M⊗Rf)(a⊗Rc), so the condition a⊗Rc = 0 is necessary and sufficient for a ∈ (Dφ)M .
Definition 5.24. Let n ∈ N be given. For any C ∈ R-Mod and c ∈ Cn, we write define the
left R-module
Ann(C, c) = {r ∈ Rn : r · c = 0}.
Corollary 5.25. For any pp-n-formula φ with free realisation (C, c),
(Dφ)R = Ann(C, c).
Proof. The morphism Rn ⊗R C → C
n : r ⊗R a 7→ r · a is an isomorphism, so this follows
directly from Proposition 5.23.
Proposition 5.26. For any pp-pair φ/ψ ∈ L(R), where φ and ψ are pp-n-formulas, with
free realisations (C, c) and (D, d) respectively,
w(φ/ψ) ∼= Ann(D, d)/Ann(C, c).
Proof. This follows directly from Corollary 5.19 and Corollary 5.25.
Proposition 5.27. Let n ∈ N be given, and let φ/ψ ∈ L(R) be a pp-pair where φ and ψ
are pp-n-formulas. Let free realisations (C, c) and (D, d) of φ and ψ be given, respectively.
Then
w(φ/ψ) ∼= {r · c : r ∈ Rn such that r · d = 0}.
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Proof. There is a morphism such that C → D : c → d, and therefore, there is an epimor-
phism (c)→ (d), where (c) is the submodule of C generated by c and (d) is the submodule
of D generated by d. By Proposition 5.26, there is a commutative diagram
0

0

0

0 // 0 //

0 //

w(φ/ψ)

0 // Ann(D, d)

// Ann(C, c)

// w(φ/ψ)

// 0
0 // Rn

Rn

// 0

// 0
(c)

// (d)

// 0

// 0
0 0 0,
with exact rows and columns, and therefore, by the snake lemma, w(φ/ψ) is the kernel of
the morpshism (c)→ (d) : c 7→ d, as required.
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