Abstract. This paper presents a new method for the exponential Radon transform inversion based on the harmonic analysis of the Euclidean motion group of the plane. The proposed inversion method is based on the observation that the exponential Radon transform can be modified to obtain a new transform, defined as the modified exponential Radon transform, that can be expressed as a convolution on the Euclidean motion group. The convolution representation of the modified exponential Radon transform is block diagonalized in the Euclidean motion group Fourier domain. Further analysis of the block diagonal representation provides a class of relationships between the spherical harmonic decompositions of the Fourier transforms of the function and its exponential Radon transform. These relationships and the block diagonalization lead to three new reconstruction algorithms. The proposed algorithms are implemented using the fast implementation of the Euclidean motion group Fourier transform and their performances are demonstrated in numerical simulations. Our study shows that convolution representation and harmonic analysis over groups motivates novel solutions for the inversion of the exponential Radon transform.
Introduction
For a uniform attenuation coefficient µ ∈ C, the exponential Radon transform of a compactly supported real valued function f over R 2 is defined as
where t ∈ R, θ = (cos θ, sin θ)
T is a unit vector on S 1 and θ ⊥ = (− sin θ, cos θ)
T with θ ∈ [0, 2π). The exponential Radon transform constitutes a mathematical model for imaging modalities such as x-ray tomography (µ = 0), single photon emission tomography (SPECT) (µ ∈ R) [1] , and optical polarization tomography of stress tensor field (µ ∈ iR) [2] .
A number of different methods have been proposed for the inversion of the exponential Radon transform. One of them is the filtered backprojection type inversion method which was first introduced by Tretiak et al. in [3] . This method is based on the adjoint of the exponential Radon transform and a filter derived from a convolution property of the adjoint operator.
In [4] , Hawkins et al. used the filtered back projection method introduced in [3] together with the spherical harmonic decomposition and expressed the circular harmonic decomposition of the function f in terms of the circular harmonic decomposition of its projections T µ f . In [5] and [6] , Metz et al. and Kuchment et al. introduced alternative filtered backprojection type inversion methods.
In [7] , Bellini et al. developed an alternative inversion method by reducing the inversion of the exponential Radon transform to finding the solution of an ordinary differential equation. This approach leads to a relationship between the circular harmonic decomposition of the Fourier transform of f and the circular harmonic decomposition of the Fourier transform of T µ f . An alternative method of inversion based on the circular harmonic decomposition of the Fourier transform of f and T µ f was derived by Tretiak et al. [3] and Inouye et al. [8] using two different approaches. In [5] , Metz et. al. suggested a weighted linear summation of positive and negative frequencies of the circular harmonic decomposition of the Fourier transform of projections for reconstruction. It was shown that different choices of weight functions provide reconstruction formulas proposed in [7, 3, 8] .
In this paper, we present an alternative inversion method for the exponential Radon transform based on the harmonic analysis of the Euclidean motion group. Our approach starts with the modification of the exponential Radon transform:
We refer to the resulting transform T ′ µ as the modified exponential Radon transform. Next, we show that the modified exponential Radon transform can be expressed as a convolution of a known kernel and the function f (−R φ x), φ ∈ [0, 2π), over the Euclidean motion group (M (2)) of the plane (Equation (24) ), where R φ is the rotation matrix of φ degrees in the clockwise direction.
We next use the Euclidean motion group Fourier transform to block diagonalize the modified exponential Radon transform and develop deconvolution type inversion methods for T ′ µ f . We derived two new reconstruction methods based on the block diagonal representation of the modified exponential Radon transform. Analysis of the block diagonal representation shows that for every column of the matrix representation of the M (2)-Fourier transform of T ′ µ f , we obtain the circular harmonic decomposition of the Fourier transform of f as a weighted linear combination of the circular harmonic decomposition of the Fourier transform of T µ f . We derived a third reconstruction method from this class of relationships for each column index of the matrix representation of T ′ µ f . However, the former two reconstruction methods are not based on a single weighted relationship, but they combine all the relationships provided by the matrix representations of the M (2)-Fourier transform.
All three reconstruction methods are numerically implemented using the fast implementation of the M (2)-Fourier transform [9] and their performance is compared with the filtered backprojection algorithm in [3] .
Our approach shows that convolution formulation of the exponential Radon transform based on its invariances and the use of harmonic analysis elucidate new and novel solutions for the exponential Radon transform inversion. Furthermore our approach has the following advantages: (i) convolution representation can be extended to angle-dependent and half-scan exponential Radon transform (Appendix C), as well as other integral transforms of emission and transmission tomography;
(ii) while our present work is in deterministic setting, the proposed deconvolution type inversion method provides an effective framework to incorporate a priori object and noise information and can be formulated in either statistical or deterministic setting [10] ; (iii) the sampling issues are naturally addressed by the numerical implementation of the fast Fourier transform algorithms over the Euclidean motion group [9] .
The rest of the paper is organized as follows: In Section 2, the Euclidean motion group, its Fourier transform and properties are introduced. The convolution representation of the modified exponential Radon transform, its block diagonalization, and the reconstruction formulas are presented in Section 3. In Section 4, derivation of a class of relationships from the block diagonal representation is presented. Section 5 describes the reconstruction algorithms based on the fast implementation of the Fourier transform of the Euclidean motion group, discuss their numerical performance and present numerical simulations. Section 6 summarizes our results and conclusion. The paper concludes with three appendices. The first one provides a review of the basic concepts from the group representation theory and a review of the Fourier transform over groups. The second one provides the extension of the concept of distribution and its Fourier transform to the Euclidean motion group. The third one provides convolution representation of the angle dependent exponential Radon transform and the half-scan problem.
Harmonic analysis of the Euclidean motion group
2.1. Euclidean Motion Group. The rigid motions of R 2 are made up of translations and rotations. Translations form the group R 2 with group operation being the vector addition. Any rotation of R 2 can be represented as an 2 × 2 unitary matrix parameterized by θ ∈ [0, 2π), R θ , i.e.
Rotations of R 2 form the group SO(2) with matrix product being the group operation.
The rigid motions of R 2 form the group called the Euclidean motion group of the plane, denoted by M (2). The elements of the group are 3 × 3 matrices of the form
parameterized by a rotation component θ and a translation component r. The group operation of M (2) is the usual matrix multiplications and inverse of an element is obtained by matrix inversion as (R θ , r)
. This defines M (2) as the semidirect product of the additive group of R 2 and SO(2).Therefore, M (2) has a natural action on R 2 given by x −→ gx = R θ x + r, for a g = (R θ , r) ∈ M (2).
2.2.
Fourier Transform over the Euclidean Motion Group. We provide a brief review of the Fourier transforms over groups and definitions of the basic concepts in Appendix A. For a detailed treatment of the topic, we refer the reader to [11] and [12] . The irreducible unitary representations,
is given by the following linear operators:
where g = (R θ , r) ∈ M (2), s is a point on the unit circle S 1 , ( · ) is the standard inner product over R 2 , and λ is a nonnegative real number [12] . Let f ∈ L 2 (M (2)), then its Fourier transform over the Euclidean motion group is defined as [11, 12] 
drdθ is the normalized Haar measure on M (2) with d(θ) is the normalized Haar measure on SO(2) [1] , and the inverse Fourier transform is given by
For the rest of the paper, the Fourier transform over the Euclidean motion group will be called M (2)-Fourier transform, for short.
The M (2)-Fourier coefficients are operator valued functions that can be expressed in terms of matrices given an orthonormal basis over L 2 (S 1 ). The circular harmonics {S m } form an orthonormal basis for L 2 (S 1 ) [13] . Then the matrix elements u
If the complex exponentials {e inψ }, n ∈ Z are chosen as an orthonormal basis for L 2 (S 1 ), the matrix elements for the unitary representation
where r = r(cos φ, sin φ) and J n (r) is the n th order Bessel function, The matrix elements of U (λ) (g) satisfy the following properties:
Furthermore, the matrix elements u (2)). Given the matrix elements of the unitary representations, the M (2)-Fourier and inverse M (2)-Fourier transforms can be expressed as follows [11] :
Using (13) and (9), the M (2)-Fourier matrix elements can be expressed aŝ
Equation (15) shows that given {e inψ } n∈Z as the orthonormal basis for L 2 (S 1 ), computing the M (2)-Fourier transform of f is equivalent to computing four consecutive standard Fourier transforms. First two Fourier transforms are due to the integration over R 2 . The last two Fourier transforms are due to the integrations over θ ∈ [0, 2π) and φ ∈ [0, 2π).
For the rest of the paper, the orthonormal basis {S m } of L 2 (S 1 ) is assumed to be the complex exponential {e imφ }. Here, the properties of the M (2)-Fourier transform that are relevant to rest of our discussion are presented:
where (18) or equivalently,
The circular harmonic decomposition f n (λ) of f (ε) is defined by
where ε = λω is the polar representation. Then
where δ 0m is the Kronecker delta function, 1 if m = 0, else 0. Hence, the M (2)-Fourier transform over R 2 is equivalent to performing a standard Fourier transform followed by spherical harmonic decomposition. Similarly, the in-
, is obtained by reversing the order and the operations performed in the M (2)-Fourier transform.
Conversely, any function f ∈ L 2 (R 2 ) can be treated as a SO(2) invariant function over M (2), by f (g) = f (R θ , r) = f (r). This extension is not only well-defined, but also treats f as an L 2 (M (2)) function, since SO(2) is a compact subgroup of M (2) and the measure on R 2 is invariant under the action of M (2). (2)). Then f is said to be band-limited if there exist m 0 , n 0 ∈ Z + , and λ 0 > 0 such thatf mn (λ) = 0 for |m| > m 0 , |n| > n 0 and λ > λ 0 .
• If f is band-limited so is f * .
• If f 1 and f 2 are two band-limited functions, then f 1 * M(2) f 2 is also bandlimited. In Appendix B, we provide the extension of the M (2)-Fourier transform to the space of all rapidly decreasing functions S(M (2)) and tempered distributions
3. Exponential radon transform inversion using M (2)-Fourier transform
The exponential Radon transform of a compactly supported real valued function f over R 2 is given by
Multiplying the exponential Radon transform of f with e µ r2 , r 2 ∈ R, the resulting integral can be expressed as a convolution operation over M (2):
where f * (g) = f (g −1 ). Λ will be called the convolution filter which is given by
Note that the exponential Radon transform T µ f can be viewed as a restriction of the convolution
where r = (r 1 , r 2 )
T and ϑ = R θ T e 1 . We extended the convolution representation to the angle dependent exponential Radon transform in Appendix C.1. The corresponding convolution formula is given by
where
. In Appendix C.2 we show that the half-scan problem can be expressed as a deconvolution over M (2) by using the angle-dependent exponential Radon transform.
The inversion approach introduced in the following sections can potentially address the inversion of the angle-dependent exponential Radon transform. However, this is beyond the scope of the current paper. For the rest of our discussion, we will focus on the inversion of the exponential Radon transform with uniform attenuation. 
or in matrix elements
Equation (29) provides a block diagonal representation of the modified exponential Radon transform in the M (2)-Fourier domain, where each block is indexed by λ ≥ 0. We will show that various treatments of (29) leads to different reconstruction algorithms.
Treating (29) as an operator multiplication, the M (2)-Fourier coefficients of f can be expressed asf
Note thatΛ is a rank one operator, hence, it is compact. Therefore, its inverse exists, but not bounded [14] . In order to obtain a stable but approximate inverse Λ µ has to be regularized [15] . Thus, we replace Λ † (λ) −1 with its regularized linear least square approximation:
where σ is a small positive number and I is the identity operator. The regularized inverse given in (31) is a special case of the Wiener filter developed in [10] . The regularization parameter σ can be interpreted as the ratio of the noise variance to the image variance. Note that Λ † (λ)Λ(λ) + σI −1 in (31) is the zeroth order
converges to the Moore-Penrose generalized inverse ofΛ † (λ) as σ → 0 [15, 16] . Formula (31) gives rise to Algorithm 3, described in Section 5. Alternatively, sinceΛ is SO(2) invariant, all the rows of the matrix representation Λ mn , except 0 th row, is equal to zero. Thus the only contribution to the summation (29) is from q = 0. As long asΛ 0n (λ) = 0, (29) can be simplified to
providing an alternative formula for the computation of M (2)-Fourier coefficients of f :f
Note that the left hand side of (33),f 0m (λ), is independent of n, while the right hand side of (33) depends on n. This means that for each n ∈ Z, (33) provides a method to compute the M (2)
Alternatively, (33) can be treated as an over determined linear system of equations, for a given set of n values {n 1 , n 2 , . . .
Then, the computation of the linear least square solution off 0m (λ) gives rise to Algorithm 2 of Section 5:
The reconstruction formulae (31), (33) and (35) are summarized in Table 1 . Afterf is computed by either of the formulae (31), (33) or (35) , f can be reconstructed using the inverse M (2)-Fourier transform: 
Analysis of formula (33)
In this section, we will show that analysis of (33) leads to a class of relationships between the circular harmonic decompositions of the Fourier transform of the function and its projections. These relationships are obtained by substituting the M (2)
where δ(. ) is the delta function over C (see page 160, Equation (6) and page 169 Equation (8) of [17] 
x n being the roots of f (see page 184, Equations (I-IV) of [17] ). Hence, for any µ ∈ C,Λ mn (λ) can be computed as follows:
where ϕ 0 is in the support of δ (−iµ/λ + sin ϕ) given by
Thus,
Substituting (39) and (40) in (38), we obtain
We will use the notations T µ f (θ, r) and T µ f (θ, r) interchangeably.
Let T µ f (θ, σ) denote the 1-dimensional standard Fourier transform of T µ f (θ, r), i.e.
Let T µ f denote the circular harmonic decomposition of T µ f (θ, σ), i.e.
Then (44) can be written as follows:
where ϕ 0 is in the support of δ (−iµ/λ + sin ϕ). Substituting (39) and (40) in (45), we obtain
A Class of Relationships Based on Formula (33). Substituting the M (2)-Fourier coefficients of Λ and T
′ µ f ((38) and (46), respectively) into (33), and using the SO(2) invariance property of the M (2)-Fourier transform, the circular harmonic decomposition of the Fourier transform of f can be expressed as
for any integer n. Note that since for any real valued function f , f m (−λ) = f −m (λ) for λ ≥ 0, (47) is valid for any λ ∈ R.
In [5] , it was argued that the circular harmonic decomposition of the Fourier transform of f can be expressed as a linear combination of T ′ µ f −m ( λ 2 + µ 2 ) and T ′ µ f −m (− λ 2 + µ 2 ) and the following formula is proposed (formula (35) in [5] ):
and ω is a weighting function. It was shown that various choices of ω lead to inversion methods described in [7, 3, 8] . It was also argued that the frequency dependent weighting function ω may lead to optimal reconstruction. Setting ρ n = γµ(λ) n (−1) n γµ(λ) −n +γµ(λ) n and k = −m, (47) can be put in a form similar to (48): Remarks.
1. The weighted summation formula (49) is due to the M (2)-invariance of the exponential Radon transform. 2. For each n ∈ Z, (49) provides a relationship between f −m and T µ f −m , m ∈ Z.
Here, n is the column index and m is the row index of the matrix representation of the M (2)-Fourier transform of T ′ µ f . Therefore the indices k = −m and n in (49) are independent unlike formula (42) in [5] . 3. When there is no noise, the optimal weights proposed in formula (40) of [5] can be obtained by choosing n = 2k in (49). 4. While Algorithm 1 is based on a single index n 0 in formula (49), Algorithm 2, and 3 inherently combine all n ∈ Z relationships in (49). Numerical simulations show that the later approaches provide better performance. 5. M (2)-Fourier transform allows simultaneous computation of all the relationships (n, k ∈ Z) in (49).
In the next section, we will present the reconstruction algorithms based on the formulas (31), (33) and (35). 
The first step involves modification of the projections that extend the projections from R × S 1 to M (2). The second step involves computation of the M (2)-Fourier transform of the modified projections. The third step involves computation of the M (2)-Fourier transform of f from its modified projections given the filter Λ. Finally, the fourth step involves computation of the function f using the inverse M (2)-Fourier transform.
Let f (x) = 0 for |x| > a and hence T µ f (θ, r 1 ) = 0 for |r 1 | > a. The four step reconstruction algorithms can be implemented as follows:
Step 1. Extend T µ f (θ, −r 1 ) to T ′ µ f (g) by multiplying with e µr2 for r 2 ∈ [−a, a], where 0 < a < ∞.
Step 2. Compute T ′ µ f mn (λ), the M (2)-Fourier transform of T ′ µ f for m, n = 0, ±1, . . . , ±K, and λ = kλ0 K+1 , k = 0, . . . , K for some λ 0 > 0.
Step 3. Computef 0m (λ) by either of the following ways: Algorithm 1. For fixed n = n 0 , and for each λ, computef 0m (λ) for each m bŷ
where σ is a small positive constant. 
where the superscript T denotes the transpose operation and σ is a small positive constant. 
where σ is a positive constant close to zero. Note that a generalization of Algorithm 3 for µ = 0 was presented in our earlier work [18] .
Step 4. Take the inverse M (2)-Fourier transform off mn (λ) to obtain f .
For numerical simulations, a fast implementation of the M (2)-Fourier transform based on (15) was implemented as described in [9, 18, 19, 20] . If there are K number of samples in each of S 1 and R, the computational complexity of the M (2)-Fourier transform is O(K 3 log K). Although the θ independence of the function f reduces the computational complexity of the inverse M (2)-Fourier transform off mn (λ) to O(K 2 log K), the overall computational complexity of the algorithms is dominated by the computation of the M (2)-Fourier coefficients of the extended projections T ′ µ f , which has a computational complexity of O(K 3 log K).
5.2.
Performance of the Reconstruction Algorithms. We study the behavior of the weighting factors in (49) to understand the performance of the reconstruction algorithms. Let us rewrite (49) as
We investigate the behavior of η (n,k) (λ) and η (−n,−k) (λ) and their derivative with respect to λ for various values of n and k as λ goes to 0 and ∞, first, for 0 < µ ∈ R and next for µ = iβ, 0 < β ∈ R.
It can be easily verified that when µ > 0,
The limit of η (n,k) (λ) as λ goes to infinity is
Furthermore, for k > 0, it is straight forward to show that,
and the derivative of η (n,k) (λ) with respect to λ satisfies
Hence, for k > 0, η (n,k) (λ) (for k < 0, η (n,−k) (λ)) behaves like a high-pass filter
, for all n. However, for n ∈ 2Z + 1, it behaves more like a ramp filter, the higher the frequency the more it amplifies. For n ∈ 2Z, on the other hand, η (n,k) (λ) converges to 1 2 , amplifying the high frequency content of T µ f k almost uniformly. As a result, high frequency error in numerical computation or noise is amplified by η (n,k) (λ) when n is odd but tapered off when n is even valued. Figure 1 illustrates the behavior of |η (n,k) (λ)|. Secondly, for imaginary µ = iβ, 0 < β ∈ R,
Thus, for imaginary µ, η (n,k) (λ) is complex valued and oscillatory. The oscillatory behavior of η (n,k) (λ) increases as absolute value of n increases. Due to this oscillatory behavior, η (n,k) (λ) amplifies the high frequencies in an oscillatory manner.
The two cases discussed above can be extended for any real or imaginary attenuation. While for both real and imaginary µ, the behavior of η (n,k) (λ) for high frequencies is
, n > 0, (66) the behavior of convergence is different. This difference is observed in the reconstructed images [20, 21, 22] . Table 2 Figure 3. Reconstruction of the phantom using Algorithm 1 with n = 0, with µ = 0.154cm −1 and σ = 10 −8 .
5.3.1. Analytic computation of the projections. Making the change of variable x = sθ + tθ ⊥ , the exponential Radon transform of a disk f with unit emission distribution and radius r 0 can be computed by In numerical simulations, a phantom consisting of displaced disks were used (see Figure 2 ). The parameters of the phantom are given in Table 2 . The exponential Radon transform of the phantom was analytically computed using (67), translation property
and linearity
of the exponential Radon transform. Table 2 . Phantom Parameters. The phantom is made up by linear transposition of disks with attenuation f , radius r 0 and center located at c 0 .
Numerical Inversion.
Numerical simulations were performed on the twodimensional phantom image corresponding to a region of 13.1 × 13.1cm 2 , discretized by 129 × 129 pixels. The projections were taken from 129 equally spaces angles over 2π, and 129 parallel lines for each angle. To avoid aliasing, the image and the projections were zero-padded to 257 pixels in horizontal and vertical, and radial directions, respectively.
The M (2)-Fourier transform was numerically implemented as described in [9, 18, 20] . All numerical implementations were performed using MATLAB. Figures 3 to  5 show the reconstructed images using the proposed algorithms for µ = 0.154cm −1 . The proposed algorithms are also applicable when µ is zero or purely imaginary [18, 19, 20, 21, 22] . Figure 3 shows the reconstructed image using Algorithm 1 for µ = 0.154cm −1 and n = 0. We also performed reconstructions using Algorithm 1 for n = 1, 2, 3. The results showed that the choice of n effects the quality of the reconstructed images. We observed that for even n values, the reconstructed images have primarily low frequency content, whereas for odd n values they have high frequency content. This observation is in agreement with the analysis provided in Section 5.2 which is summarized in Figure 1 . Figure 4 shows the reconstructed image using Algorithm 2 for µ = 0.154cm −1 and n ∈ {−64, . . . 64}. The reconstructed image shows improvement upon Algorithm 1. We observed that although even valued n components are sufficient, using odd valued n components provide better high frequency content in reconstructed images as shown by the analysis in Section 5.2 and Figure 1 . Finally, Figure 5 shows the reconstructed image using Algorithm 3 for µ = 0.154cm −1 and n ∈ {−64, . . . , 64}. There is no noticeable difference between Algorithm 2 and Algorithm 3. However, Algorithm 2 is computationally less intensive than Algorithm 3.
Our simulations show that the reconstructed images become sharper as Fourier components with higher |n| values are incorporated into the reconstruction, since these components contribute contribute to the higher frequencies of the phantom.
The numerical simulations demonstrate the applicability and the performance of the inversion algorithms. For comparison, the filtered backprojection (FBP) reconstruction [3] is shown in Figure 6 . Figure 7 shows the central horizontal and vertical slices of the reconstructed phantoms using Algorithms 1, 2, 3, and FBP. 
Conclusion
In this paper, we presented a new approach for the inversion of the exponential Radon transform based on the harmonic analysis of the Euclidean motion group. We modified of the exponential Radon transform to obtain a convolution representation over the Euclidean motion group. Then, the convolution representation of the modified exponential Radon transform is block diagonalized in the M (2)-Fourier domain, leading to three new reconstruction algorithms. We discussed numerical implementation of the algorithms and their performance in simulations. The proposed convolution representation can be generalized to angle-dependent and half-scan exponential Radon transforms as well as other integral transforms of transmission and emission tomography.
Appendix A. Fourier transform over groups
Fourier analysis on groups is closely related to the theory of group representations. A unitary representation of a locally compact group G is a homomorphism U from G into the group A(H U ) of unitary operators on some nonzero Hilbert space H U , i.e.
and U (g), g ∈ G is a unitary operator on some Hilbert space H U . If U is invariant on a nontrivial subspace M of H U , i.e. U (g)M ⊂ M for all g ∈ G, then U is called reducible, otherwise U is irreducible. For example, for each λ ∈ R, U (λ) (x) = e 2πiλx , x ∈ R (72) acting by scalar multiplication on H U = C, is a irreducible unitary representation of the additive group (R, +).
where G is a locally compact group of Type I and d(g) is the left Haar measure on G, associated with a unitary representation U of G is defined as a bounded operator on H U . More specifically,
where the operator-valued integral is interpreted as
Under this definition, the Fourier transform of f (x) ∈ L 1 (R) associated with the representation defined in (72) is given by
which is the same as the classical Fourier transform on R.
For a locally compact group G with left Haar measure d(g), the convolution of
An important property of the Fourier transforms over groups is that the group convolution becomes operator composition in the Fourier space. More specifically,
For two unitary representations U 1 , U 2 of G, if there exists a unitary operator V : H U1 −→ H U2 , such that U 2 = V U 1 V −1 for all x ∈ G, then U 1 and U 2 are called equivalent representations. The collection of all nonequivalent irreducible representation classes of G is denoted byĜ and is called the dual of group G. The collection of Fourier transforms {F (f )(λ)} for all λ ∈Ĝ is called the spectrum of the function f . For a separable locally compact group of Type I, the Fourier synthesis formula exists. More specifically, for uni-modular G,
where dν(λ) is the Plancherel measure of the dual group G. 
