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Abstract
This paper deals with the oscillation problems of delay hyperbolic systems with impulses. Some sufﬁcient
conditions for oscillations of impulsive delay hyperbolic systems with Robin boundary conditions are obtained and
the criteria of oscillation of the systems are established.
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1. Introduction
The theory of impulsive partial differential systems makes its beginning with the paper [5] in 1991.
The authors of [5] have shown that impulsive partial differential systems provide a natural framework for
mathematical modelling of population growth. In the recent years, the investigation of the oscillations
of impulsive partial differential systems has attracted more and more attention in the literature [2,7,8].
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Recently, Bainov et al. [1], Cui et al. [3], and Deng and Ge [4] investigated the oscillation of the solutions
of impulsive partial differential systems with delays.
In the present paper, we study the oscillation properties of the solutions of impulsive delay hyperbolic
systems with the initial value problems, and establish the criteria for all these solutions to be oscillating.
Let  be a bounded domain in Rn with a smooth boundary  and =× . Suppose that {tk} (0=
t0< t1< t2< · · ·< tk < · · ·) are given numbers such that
lim
k→+∞ tk =+∞.
Setting G= × (0,+∞), G= × [0,+∞),
=
∞⋃
k=0
k, =
∞⋃
k=0
k,
where k = {(x, t)|t ∈ (tk, tk+1), x ∈ } and k = {(x, t)|t ∈ (tk, tk+1), x ∈ }.
Let Cimh[G,R] be the class of functions u : G→ R such that
(i) the functions u|k , k = 1, 2, . . . , are continuous,(ii) for each k, k = 1, 2, . . . , t = tk , there exists
lim
(s,q)→(x,t),q<t u(s, q)= u(x, t
−), x ∈ ,
(iii) for each k, k = 0, 1, 2, . . . , t = tk , there exists
lim
(s,q)→(x,t),q>t u(s, q)= u(x, t
+
k ), x ∈ ,
(iv) for each k, k = 0, 1, 2, . . . , t = tk , we have u(x, tk)= u(x, t−), x ∈ .
Let Cimh[R+, R] be the class of functions  : R+ → R, where R+ = [0,+∞), such that
(i) the functions |(tk,tk+1), k = 0, 1, 2, . . . , are continuous,
(ii) for each k, k = 1, 2, . . . , t = tk , there exists
lim
s→tk,s<tk
(s)= (t−k ), (tk)= (t−k ),
(iii) for each k, k = 0, 1, 2, . . . , t = tk , there exists
lim
s→tk,s>tk
(s)= (t+k ).
Our aim in this paper is to establish oscillation criteria for the following impulsive hyperbolic differential
system with several delays of the form
2u(x, t)
t2
= a(t)u(x, t)− p(x, t)u(x, t)−
m∑
j=1
gj (x, t)u(x, t − j ), (x, t) ∈ , (1)
u(x, t+k )= pk(x, tk, u(x, tk)), ut (x, t+k )= qkut (x, tk)), k ∈ I∞, x ∈ , (2)
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with the Robin boundary condition
u(x, t)
N
+ (x, t)u(x, t)= 0, (x, t) ∈ × [0,∞), (3)
and the initial condition
u(x, t)= (x, t), (x, t) ∈ × [−, 0], (4)
where
(a)  is the Laplacian in the Euclidean n-space Rn, N is the unit exterior normal vector to , I∞ .=
{1, 2, . . .};
(b) a ∈ Cimh[R+, R+], p, gj ∈ Cimh[G,R+], j ∈ Im .= 1, 2, . . . , m,  ∈ Cimh[ × R+, R+],
pk(., tk, .) ∈ Cimh[× , R], yp(x, tk, y)> 0 for y = 0 and qk > 0 are constants, k ∈ I∞;
(c) j are positive constants, j ∈ Im, and  ∈ C2(× [−, 0], R), where =max{j , j ∈ Im}.
Deﬁnition 1.1 (Bainov et al. [1], Cui et al. [3]). The function u : G → R is called a solution of the
Problem (1)–(4) if u ∈ Cimh[G,R], there exists the derivatives ut (x, t), uxixi (x, t) for x ∈ , t = tk ,
t = tk + j , i ∈ In, j ∈ Im, u(x, t) satisﬁes (1) on  and satisﬁes (2)–(4).
Deﬁnition 1.2 (Bainov et al. [1], Cui et al. [3]). A nonzero solution u(x, t) of the Problem (1)–(4) is
said to be non-oscillatory in the domain G if there exists a number T 0 such that u(x, t) has a constant
sign for (x, t) ∈ × [T ,+∞). Otherwise, it is said to be oscillatory in the domain G.
Deﬁnition 1.3 (Bainov et al. [1], Cui et al. [3]). A solution u(x, t) of the Problem (1)–(4) is said to
be an eventually positive (negative) solution in the domain G if there exists a number t00 such that
u(x, t)> 0(u(x, t)< 0) for (x, t) ∈ × [t0,+∞).
For convenience, we set
p(t)=min
x∈
p(x, t), gj (t)=min
x∈
gj (x, t), j ∈ Im, t0. (5)
2. Some lemmas
In this section, we ﬁrst prove the following lemmas.
Lemma 2.1. Suppose that there exist positive constants ak, ak, k ∈ I∞ such that
ak
pk(x, tk, y)
y
ak, k ∈ I∞, (6)
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and let u(x, t) be an eventually positive solution of the problem (1)–(4) in the domain G. Then the function
w(t) satisﬁes the impulsive delay differential inequality
d2y(t)
dt2
+ p(t)y(t)+
m∑
j=1
gj (t)y(t − j )0, tT , t = tk, k ∈ I∞, (7a)
ak
y(t+k )
y(tk)
ak, k ∈ I∞, (7b)
y′(t+k )= qky′(tk), k ∈ I∞, (7c)
where w(t) .= ∫ u(x, t) dx and T is a sufﬁciently large positive number.
Proof. Let u(x, t) be an eventually positive solution of the problem (1)–(4) in the domain G. Then there
exists a T00 such that u(x, t)> 0 and u(x, t − j )> 0 for (x, t) ∈ × [T0,∞), j ∈ Im.
Case 1: tT0, t = tk, k ∈ I∞. In this case, integrating system (1) with respect to x over the domain ,
we have that
d2
dt2
[∫

u(x, t) dx
]
= a(t)
∫

u(x, t) dx −
∫

p(x, t)u(x, t) dx
−
m∑
j=1
∫

gj (x, t)u(x, t − j ) dx, tT0, t = tk, k ∈ I∞. (8)
It follows from Gauss’ divergence theorem and the boundary condition (3) that∫

u(x, t) dx =
∫

u(x, t)
N
dS =
∫

[−(x, t)u(x, t)] dS0, tT0, t = tk, k ∈ I∞, (9)
where dS is the surface element on . Thus, combining (8) and (9), we have that
d2
dt2
[∫

u(x, t) dx
]
 − p(t)
∫

u(x, t) dx
−
m∑
j=1
gj (t)
∫

u(x, t − j ) dx, tT0, t = tk, k ∈ I∞. (10)
And, wemay obtain that the functionw(t) .= ∫ u(x, t) dx (tT0) satisﬁes the impulsive delay inequality
d2w(t)
dt2
+ p(t)w(t)+
m∑
j=1
gj (t)w(t − j )0, tT0, t = tk, k ∈ I∞. (11)
Obviously, the function u(x, t)> 0 in × [T0,∞) yields w(t)> 0 for tT0, t = tk, k ∈ I∞.
Case 2: t = tk, k ∈ I∞. In this case, It follows from (6) that
ak
w(t+k )
w(tk)
=
∫
 pk(x, tk, u(x, tk)) dx∫
 u(x, tk) dx
ak, k ∈ I∞, (12)
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and
w′(t+k )=
∫

ut (x, tk) dx = qkw′(tk), k ∈ I∞. (13)
In view of (10)–(13), we obtain that the functionw(t) is an eventually positive solution of the impulsive
delay differential inequality (7). The proof of Lemma 2.1 is completed. 
Lemma 2.2 (Lakshmikantham et al. [6, Theorem 1.4.1]). Assume that
(A1) m ∈ PC1[R+, R] and m(t) is left-continuous at tk, k ∈ I∞,
(A2) for any k ∈ I∞, t t0,
m′(t)p(t)m(t)+ q(t), t = tk,
m(t+k )ckm(tk)+ bk,
where q, p ∈ PC1[R+, R], ck0 and bk are constants. Then
m(t)m(t0)
∏
t0<tk<t
ck exp
(∫ t
t0
p(s) ds
)
+
∑
t0<tk<t

 ∏
tk<tj  t
cj exp
(∫ t
tk
p(s) ds
) bk
+
∫ t
t0
∏
s<tk t
ck exp
(∫ t
s
p(	)d	
)
q(s) ds, t t0.
Lemma 2.3. Let w(t) be a solution of (7) and suppose that there exists some T  t0 such that w(t)> 0
for tT . If∫ ∞
tj0
∏
tj0<tk<s
qk
ak
ds =+∞ (14)
for some tj0 t1, then w′(t+k )0 and w′(t)0 for t ∈ (tk, tk+1], where tkT .
Proof. Let w(t) be a solution of (7) and suppose that w(t)> 0 for tT  t0. At ﬁrst, we may prove
that w′(tk)0 for any tkT . If it is not true, then there exists some j0 such that tj0T ,w′(tj0)< 0,
and w′(t+j0) = qj0w′(tj0)< 0. Let w′(t+j0) = −
< 0. It follows from (7a) that w′(t) is monotonically
nonincreasing in (tj0+i−1, tj0+i] for i ∈ I∞. So, we have that
w′(tj0+1)w′(t+j0)=−
< 0,
w′(tj0+2)w′(t+j0+1)= qj0+1w′(tj0+1) − 
qj0+1< 0,
and
w′(tj0+i)w′(t+j0+i−1) · · ·  − 

i−1∏
k=1
qj0+k < 0.
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Hence, for t ∈ (tj0+n, tj0+n+1], we obtain that
w′(t) − 

∏
tj0<tk<t
qk. (15)
In view of (7b), we have
w(t+k )akw(tk). (16)
Thus, applying Lemma 2.2, from (15) and (16) we obtain that
w(t)w(t+j0)
∏
tj0<tk<t
ak − 

∫ t
tj0
∏
s<tk<t
ak
∏
tj0<ti<s
qi ds
=
∏
tj0<tk<t
ak

w(t+j0)− 

∫ t
tj0
∏
tj0<ti<s
qi
ai
ds

 , t > tj0 . (17)
Noting from condition (14), it follows that w(t)0 for t > tj , which contracts w(t)> 0. Therefore,
w′(tk)0 for any tkT , and by (7c) we have that w′(t+k ) = qkw′(tk)0 for tkT . Since w′(t) is
nonincreasing in (tj0+i−1, tj0+i], it is clear that w′(t)w′(tj0+i)0 for any t ∈ (tj0+i−1, tj0+i]. The
proof of the lemma is complete. 
3. Main results
In this section, we derive some sufﬁcient conditions for the oscillation of all solutions of the problem
(1)–(4).
Theorem 3.1. Assume that (6) and (14) hold. If∫ +∞
t0
∏
t0<tk<s
ak
qk
p(s) ds =+∞. (18)
Then all solutions of the problem (1)–(4) oscillate.
Proof. Let u(x, t) be a nonoscillatory solution of the problem (1)–(4). With loss of generality, we might
as well assume that u(x, t)> 0 for (x, t) ∈  × [t0,+∞). By Lemma 2.1, we know that the function
w(t)= ∫ u(x, t) dx is an eventually positive solution of the impulsive delay differential inequality (7).
Therefore, from Lemma 2.3 we obtain that w′(t)0 for t ∈ (tk, tk+1], k ∈ I∞.
Let
V (t)= w
′(t)
w(t)
, t t0. (19)
Then V (t+k )0 (k ∈ I∞) and V (t)> 0 for t t0. From (7), we get
V ′(t)= w
′′(t)
w(t)
−
[
w′(t)
w(t)
]2
<− p(t) (20)
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and
V (t+k )=
w′(t+k )
w(t+k )

qkw
′(tk)
akw(tk)
= qk
ak
V (tk), k ∈ I∞.
It follows by using Lemma 2.2 that
V (t)V (t0)
∏
t0<tk<t
qk
ak
−
∫ t
t0
∏
s<tk<t
qk
ak
p(s) ds
=
∏
t0<tk<t
qk
ak
[
V (t0)−
∫ t
t0
∏
t0<tk<s
ak
qk
p(s) ds
]
. (21)
Combining (18) and (21) and noting that V (t)> 0, we get a contradiction as t → +∞. Then every
solution of the problem (1)–(4) is oscillatory. The proof is complete. 
Remark 3.2. Our Theorem 3.1 improves and generalizes the main result of Theorem 3.5 in [7] if the
time delay disappeared, i.e., gj ≡ 0 for all j ∈ Im.
Theorem 3.3. Assume that (6) holds and suppose that there exists a positive number M such that
sup
t t0
∏
t1<tk t
qk
ak
M. (22)
If ∫ +∞ ∏
t1<tk s
akqk
a2k
ds =+∞, (23)
and for some j0 ∈ Im∫ +∞ ∏
tk s
1
qk
∏
t0<tk s−j0
akgj0(s) ds =+∞, (24)
then every solution of problem (1)–(4) is oscillatory in the domain × [0,+∞).
Proof. Without loss of generality, let u(x, t) be an eventually positive solution of the problem (1)–(4) in
the domain G. Then there exists a number 0 such that u(x, t)> 0 and u(x, t − j )> 0 for (x, t) ∈
×[,∞) and j ∈ Im.By Lemma 2.1, wemay obtain that the impulsive delay inequality (11)–(13) holds
for tT0. Taking a number T1+ T0, without loss of generality, we may assume that w(T1)= 1.
Set
u(t)=
{∏
T1<tk t
ak
qk
w′(t)
w(t)
, if tT1,
0, if t < T1.
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Then u(t) is a locally absolute continuous function and we have that
w′(t)=
∏
T1<tk t
[
qk
ak
]
u(t)w(t)
for tT1. Thus, in view of (11)–(13) we get that for tT1
w(t)=
∏
T1<tk t
w(t+k )
w(t−k )
exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds



∏
T1<tk t
ak exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds

 , (25)
w′(t)=
∏
T1<tk t
w(t+k )
w(t−k )
∏
T1<tk t
(
qk
ak
)
u(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds



∏
T1<tk t
ak
∏
T1<tk t
(
qk
ak
)
u(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds

 . (26)
Since w(t)> 0, w′′(t)0 and u(t)0 for tT1, it is easy to prove that u′(t)0 for tT1. Hence, it
follows from (12) and (26) that for tT1
w′′(t)=
∏
T1<tk t
w(t+k )
w(t−k )
∏
T1<tk t
(
qk
ak
)
u′(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds


+
∏
T1<tk t
w(t+k )
w(t−k )
∏
T1<tk t
(
qk
ak
)2
u2(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds



∏
T1<tk t
qku
′(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds


+
∏
T1<tk t
ak
∏
T1<tk t
(
qk
ak
)2
u2(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds

 . (27)
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We substitute (25) and (27) into (11) and obtain the following inequality:
∏
T1<tk t
qku
′(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds


+
∏
T1<tk t
ak
∏
T1<tk t
(
qk
ak
)2
u2(t) exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds


+
m1∑
j=1
∏
T1<tk t−j
akgj (t) exp


∫ t−j
T1
∏
T1<tk s
qk
ak
u(s) ds


+
m2∑
j=1
gj (t)w(t − j )0, tT1,
where the sum
∑m2
j=1 contains only such terms for T0 t − j < T1. Therefore, after carrying the expo-
nential out of the brackets we obtain that
∏
T1<tk t
qk exp


∫ t
T1
∏
T1<tk s
qk
ak
u(s) ds



u′(t)+
∏
T1<tk t
akqk
(ak)
2 u
2(t)
+
m1∑
j=1
∏
T1<tk t
1
qk
∏
T1<tk t−j
akgj (t) exp

−
∫ t
t−j
∏
T1<tk s
qk
ak
u(s) ds




+
m2∑
j=1
gj (t)w(t − j )0, tT1. (28)
Obviously, inequality (28) implies that
u′(t)+
∏
T1<tk t
akqk
(ak)
2u
2(t)+
m1∑
j=1
∏
T1<tk t
1
qk
∏
T1<tk t−j
akgj (t)
× exp

−
∫ t
t−j
∏
T1<tk s
qk
ak
u(s) ds

 0, tT1. (29)
It is easy from (29) to see that the function u(t) is nonincreasing for tT1. Then u(t)u(T1) for tT1
and either there exists a ﬁnite limit of u(t) as t →+∞ or limt→+∞ u(t)=−∞. We may prove that the
latter case is impossible. In fact, by (29) it follows that
u′(t)+
∏
T1<tk t
akqk
(ak)
2 u
2(t)0, tT1.
374 B.T. Cui et al. / Journal of Computational and Applied Mathematics 180 (2005) 365–375
and
−1
u(t)
+ 1
u(T1)
+
∫ t
T1
∏
T1<tk s
akqk
(ak)
2 ds0, tT1. (30)
Thus, combining (30) and condition (23), we obtain that there exists a ﬁnite limit of u(t) as t →+∞.
Moreover, from (29) for the j0 in (24) we have that
u′(t)+
∏
T1<tk t
1
qk
∏
T1<tk t−j0
akgj0(t) exp

− ∫ t
t−j0
∏
T1<tk s
qk
ak
u(s) ds

 0, tT1,
which implies that
u′(t)+
∏
T1<tk t
1
qk
∏
T1<tk t−j0
akgj0(t) exp{−Mu(T1)}0, tT1,
Hence for tT1
u(t)− u(T1)+ exp{−Mu(T1)}
∫ t
T1
∏
T1<tk s
1
qk
∏
T1<tk s−j0
akgj0(s) ds0. (31)
Thus, from the condition (24) and the inequality (31) it follows that the
lim
t→+∞ u(t)=−∞.
This leads to a contradiction and the proof is complete. 
Remark 3.4. When the function series {pk(x, tk, y)} are constant series, i.e.,pk(x, tk, y) ≡ pk=constant
for all k ∈ I∞, our Theorem 3.3 improves and generalizes the main results in [3].
4. An example
Example 4.1. Consider the following system
2u(x, t)
t2
= 3 
2
u(x, t)
x2
− 2u(x, t)− 4u(x, t − ), t0, t = tk, (32)
with the boundary condition
ux(0, t)= ux(, t)= 0, t0, (33)
and subject to the impulsive condition
u(x, t+k )=
k + 1
k
u(x, tk), ut (x, t
+
k )= ut (x, tk), k ∈ I∞, (34)
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where
= (0, ), ak = ak =
k + 1
k
for k ∈ I∞, a(t)= 3, p(x, t)= 2, g1(x, t)= 4,
m= 1, (x, t) ≡ 0, qk = 1
and taking {tk}+∞1 = {2k}+∞1 . It is easy to prove that
sup
t t0
∏
t1<tk t
qk
ak
= sup
t t0
∏
t1<tk t
k
k + 11=M,
∫ +∞ ∏
t1<tk s
akqk
a2k
ds =
∫ +∞ ∏
t1<tk s
k
k + 1 ds =+∞
and ∫ +∞ ∏
t1<tk s
1
qk
∏
t1<tk s−
akg1(s) ds = 4
∫ +∞ ∏
t1<tk s−
k + 1
k
ds =+∞.
Therefore, the hypotheses of Theorem 3.3 are satisﬁed and hence every solution of problem (32)–(34) is
oscillatory. In fact, one such solution is u(x, t)= sin t cos x.
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