Abstract-For the problem of action detection, most existing methods require that relevant portions of the action of interest in training videos have been manually annotated with bounding boxes. Some recent works tried to avoid tedious manual annotation, and proposed to automatically identify the relevant portions in training videos. However, these methods only concerned the identification in either spatial or temporal domain, and may get irrelevant contents from another domain. These irrelevant contents are usually undesirable in the training phase, which will lead to a degradation of the detection performance. This paper advances prior work by proposing a joint learning framework to simultaneously identify the spatial and temporal extents of the action of interest in training videos. To get pixel-level localization results, our method uses dense trajectories extracted from videos as local features to represent actions. We first present a trajectory split-and-merge algorithm to segment a video into the background and several separated foreground moving objects. In this algorithm, the inherent temporal smoothness of human actions is exploited to facilitate segmentation. Then, with the latent SVM framework on segmentation results, spatial and temporal extents of the action of interest are treated as latent variables that are inferred simultaneously with action recognition. Experiments on two challenging datasets show that action detection with our learned spatial and temporal extents is superior than state-of-the-art methods.
researchers since it can facilitate the management, summarization, and retrieval of videos [25] , [29] . In fact, during the last two decades, action recognition from videos is one of the most active topics in computer vision. In recent years, some methods are proposed that aim to simultaneously address the problems of action recognition ("What action?") and action localization ("Where in the video?"). This kind of method is termed "action detection" [1] , [2] or "action recognition and localization" [3] , [4] .
To be more practical, the training phase of action detection typically requires not only collecting positive and negative examples for a given action, but also identifying the most relevant portion of this action in each positive example. The latter requirement is usually a non-trivial task. Currently, most action detection methods just assume that it has been accomplished by manually annotating [1] , [2] , [4] , [5] . However, labeling a video dataset with human labor is a tedious, time consuming, and error-prone process. Additionally, due to the subjectiveness of manual annotation, the hand-picked video contents may not be the exact relevant parts. To avoid manual annotation, there is a clear need to develop an action detection method that can automatically identify the relevant portions of the action of interest in positive examples. There are already action detection methods [3] , [18] , [24] that were proposed to meet this need. However, these methods can only identify which video contents are occupied by performer of the action of interest. In fact, in a positive training video, the performer of the action of interest may perform multiple actions, and only one among them is relevant to the task of action recognition. Satkin et al. [23] proposed to automatically identify the temporal extent of the action of interest to improve the accuracy of action recognition. However, their method ignored spatial cropping, thus may include humans performing irrelevant actions during training. In this paper, inspired by the term "temporal extent", we define the video contents occupied by performer of an action as the spatial extent of this action in a video. We argue that the strategy of solely learning spatial or temporal extent of an action may fail to identify its exact extent in a video, and usually lead to extraneous video contents from either temporal or spatial domain. The detection performance is thus degraded due to the inclusion of irrelevant video contents in training phase.
The main contribution of this paper is a new action detection method that jointly learns the spatial and temporal extents of the action of interest for each positive training video. With this method, the most relevant portion of the action of interest in each positive example can be effectively identified for detection improvements. Fig. 1 provides an overview of our approach. Another advantage of our method is that our action localization 1520-9210 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Fig. 1 . Overview of the proposed action detection method. The action "Kicking" in the UCF-Sports dataset [9] is taken as an example. 1. Extracting trajectories, and applying our trajectory split-and-merge algorithm. 2. Training a SVM model. 3. Jointly estimating spatial and temporal extents of the given action to maximize the scoring function. Fig. 2 . Examples of our action detection results on the UCF-Sports [9] and HOHA [10] datasets. The first column shows original frames of the input videos. In the second column, for a given action, the localization results (plotted in green) and its name (shown in red) are overlaid on the corresponding original frames.
results are at the pixel-level, and thus more fine-grained than most action detection methods [1] [2] [3] [4] , [18] , [24] , [26] . This is owing to the use of dense trajectories as local features to represent human actions in videos. Fig. 2 shows some examples of our action detection results, and more examples are shown in Section VI. To the best of our knowledge, Raptis et al. [5] is the only action detection method so far that chooses dense trajectory representation. The major difference between our method Fig. 3 . Action localization results comparison of our method with Raptis et al. [5] . The 2nd test video sequence of the action "Lifting" in the UCF-Sports dataset [9] is taken as an example. (a) Original frame of the test video. (b) Localization results generated by Raptis et al. [5] . The colored trajectories represent detected parts of the given action. (c) Localization results generated by our method. Trajectories of the action "Lifting" are shown in green. In (b) and (c), the white dots represent the trajectories that are considered by [5] and our method as not belonging to the given action.
and [5] is that we intend to localize the whole of the given action while the purpose of [5] is to localize a few parts of the given action (please see Fig. 3 for an example). Our training phase comprises two major steps. We first provide an unsupervised split-and-merge algorithm, which exploits the inherent temporal smoothness of human actions to generate object-level segmentation for trajectories extracted from each video. Specifically, this algorithm not only separates foreground from background, but also divides the foreground trajectories into different partitions which respectively correspond to different foreground moving objects. 1 This will greatly simplify the follow-up search of the person performing the action of interest since he/she is usually one of the foreground moving objects. Secondly, based on the trajectory segmentation results, we design a latent support vector machine (SVM) model in which the spatial and temporal extents of the action of interest in positive examples are treated as latent variables. Through iterative learning, spatial and temporal extents of the action in each positive example can be learned simultaneously with the model parameters. During the detection phase, we first apply our split-and-merge algorithm to process trajectories extracted from a query video. Then, action detection is conducted based on the matching quality between the trained latent SVM model and each foreground moving object in the query video.
We evaluate our method on two benchmark human action datasets: UCF-Sports [9] and Hollywood1 Human Action (HOHA) [10] . The experiment results show that our method significantly outperforms state-of-the-art methods, demonstrating the effectiveness of our learned spatial and temporal extents of human actions for action detection. The rest of this paper is organized as follows. Section II reviews the related work. Section III introduces the trajectory split-and-merge algorithm. In Section IV, for a given action, the learning process of its spatial and temporal extents in training videos is introduced. Section V introduces how to detect an action in test videos. Section VI presents our experimental evaluation on the UCF-Sports and HOHA datasets.
II. RELATED WORK
Human action recognition has been widely studied in computer vision and pattern recognition community. In recent years, human action detection has attracted more and more attention from researchers as it both recognizes an action and localizes the corresponding spatio-temporal locations in input videos. In this section, we first review the action recognition methods that utilize dense trajectories as local features, and then proceed to introduce the work of action detection.
A. Action Recognition
Wang et al. [11] was the first to propose using dense trajectories extracted from videos as local spatio-temporal features to represent and recognize human actions. In subsequent work, several approaches were proposed to improve the performance of dense trajectories in action recognition with different ways. Among them, one class of approaches, such as [12] [13] [14] , first estimates the camera motion of a video, and then improves the discriminative power of motion descriptors of trajectories by compensating the camera motion. In another class of approaches, such as [7] , [8] , a motion segmentation algorithm is first applied to divide dense trajectories into several groups. Then, these approaches use the relationships of these groups to capture the spatio-temporal structure of an action, thus can provide a more informative representation. In addition, a different way is adopted in [15] where saliency-mapping algorithms are employed to prune background features, thus a more compact representation can be obtained. Different from them, this paper proposes using the learned spatial and temporal extents of the action of interest to prune irrelevant trajectories. In this way, the most discriminative portion of dense trajectories in each positive example can be extracted for better action recognition.
B. Action Detection
Earlier action detection methods relied on either a template matching strategy [9] , [27] or human detection and tracking [2] , [17] . These two kinds of action detection approaches both have their own limitations. The former usually requires spatio-temporally aligned videos, thus has difficulties in dealing with actions in the presence of occlusions, partial observations, and significant viewpoint and duration variations. The performance of the latter largely depends on reliable human detection and tracking, which is itself a challenging problem when applied to a real environment.
Recently, a few methods were proposed to first search the relevant contents of a given action in positive examples, and then use these contents to train a discriminative or generative model for detecting the action in test videos. Lan et al. [4] proposed a discriminative model that treats the position of the action of interest in each frame as latent variables. In this model, temporal smoothness constraints are imposed on the latent variables. Then, by adopting a latent SVM framework, spatio-temporal locations of the action of interest and parameters of the SVM model can be learned simultaneously. Raptis et al. [5] proposed a discriminative model that takes trajectory clustering results of videos as input and treats the association of trajectory groups with action parts as latent variables. During training, by solving an assignment problem using discrete optimization, Raptis et al. [5] can estimate the model parameters as well as identify the relevant video contents to the given action. Tran and Yuan [31] proposed considering the relevant portion of an action in a video as a smooth spatio-temporal path in the video space. Based on this, they used the Max-Path search method [33] to accelerate the training process of a linear SVM model for the given action and to detect this action in test videos. Jain et al. [32] proposed an independent motion evidence (IME) feature for distinguishing human actions from the background motion due to camera motion. Then, the authors sequentially applied segmentation and agglomerative clustering on the IME map of each training video to produce several sequences of boxes that are likely to include the action of interest. Statistical motion features of the resulting sequences of boxes are used to train a SVM classifier for the given action.
A common limitation of [4] , [5] , [31] , [32] is that they require strongly supervised training data with frame-wise human bounding box annotations for building the action detector. To overcome this limitation, some approaches [3] , [18] , [24] were proposed. Brendel et al. [18] first presented a segmentation algorithm that partitions each positive video of a given action into a number of subvolumes, and then proposed a generative model that can identify the most relevant subvolumes and their most relevant relations for representing and detecting the action. In [24] , for each video, Shapovalova et al. first applied the objectness operator and mean shift clustering to extract a set of spatiotemporal subvolumes that may contain the action of interest. Then, based on these candidate regions of interest, Shapovalova et al. proposed a similarity constrained latent SVM model that aims to produce accurate classification for new videos, and in addition localize the relevant regions of the action of interest in training and test videos. Ma et al. [3] proposed a new type of local feature, called hierarchical space-time segments, to represent human actions in videos. This new feature is designed for identifying both the whole body and body parts for performer of the action of interest. Then, a simple linear SVM model is trained on such features for action detection. Our work goes further and extends from two aspects. First, our method learns both temporal and spatial extents of the action of interest in positive examples for detection improvement while the methods in [3] , [18] , [24] only focus on the spatial extent. Second, our method uses dense trajectories as local features to represent human actions, thus can produce more fine-grained pixel-level action localization results than those of [3] , [18] , [24] .
III. TRAJECTORY SPLIT-AND-MERGE ALGORITHM
Assuming we are given a set of training videos of an action, our goal is to find whether the action exists in a test video, and where it is in this video. For each example in the training set, the only annotation required by our method is the positive or negative label indicating whether or not the given action is contained. To generate pixel-level action localization results, our method chooses dense trajectories extracted from a video as local spatio-temporal features to represent human action. Generally speaking, pruning irrelevant trajectories and only keeping trajectories from the given action will result in a more discriminative video representation for each positive example, and thus improve action detection performance. To achieve this, we first provide a split-and-merge algorithm in this section to segment a video into background and several separated foreground moving objects. In the next section, based on the segmentation results, we will infer the spatial and temporal extents of the given action by training a discriminative latent variable model, and the irrelevant trajectories can be pruned accordingly.
A. Split Stage
Given a video, we use the large displacement optical flow (LDOF) tracker [19] with a sampling step-size of 5 pixels to extract dense trajectories from it. The reason of adopting the LDOF tracker is that it tracks objects with fast motions and large displacements more reliably than conventional trackers. We assume that the input video has frames, and trajectories of feature points are extracted. Let denote the th feature trajectory, where and are the x and y coordinates of the th feature point at frame .
In split stage, our goal is to cluster into several groups such that the trajectories in the same group have higher similarity of spatial location and motion pattern than in different groups. In general, the difficulty of obtaining reliable clustering results depends heavily on the quality of the input data. Specific to this paper, the presence of considerable quantities of incomplete and corrupted trajectories from automatic feature tracking poses a challenge to reliable trajectory clustering.
To solve this challenge, we use our previously proposed trajectory clustering algorithm [6] to partition trajectories extracted from the input video. The main feature of this algorithm is that it exploits the inherent temporal smoothness of feature points' trajectories to facilitate clustering of incomplete and corrupted trajectories, and thereby can obtain highly robust clustering results against severe missing data and noises. To be specific, a measurement matrix is first formed by arranging the x and y coordinates of as follows:
Assume rank , can be decomposed as: , where the columns of are the column bases of , and the 2 and 2 th columns of are the corresponding coefficients of the x and y coordinates of . We denote the th column of by , and form the low-dimensional representation of as . In the latter of this subsection, we will perform cluster analysis on , and then label accordingly. To robustly capture the inherent spatial and motion information of input trajectories, we introduce the Discrete Cosine Transform (DCT) bases as temporal smoothness constraint to project (2) where is the DCT basis matrix, describes the column bases of in DCT domain, denotes the th DCT basis and its th component is denoted by as follows:
where and for . Subsequently, based on the distance between the observed and estimated trajectories, an error function on and can be obtained as follows: (4) where denotes the vector norm. denotes the observed entries in the th column of .
is a row-amputated identity matrix such that has the rows in that correspond to the rows of entries in . We then use the nonlinear optimization algorithm as described in Algorithm 1 to minimize (4), and can be computed accordingly. In Algorithm1, (5) and (6) are of the form (5) where is a block diagonal matrix which is formed by . is column-wise vectorization operator on a matrix, and . (6) where , , is the Kronecker product.
With at hand, we next intend to perform cluster analysis on them, and then to label accordingly. Following the two-stage clustering strategy in [6] , we first exploit the motion subspaces constraint to perform foreground-background separation on as follows. 1: Compute an affinity matrix for .
2: Apply spectral clustering to to segment all trajectories into two clusters, and choose the one with lower dimension as background. 
where denotes the matrix Frobenius norm, denotes an identity matrix of order , and denotes the Moore-Penrose pseudo-inverse [30] . The K-means approach is then applied to to repartition all trajectories into foreground and background. Orthogonalize the columns of . 10.Until convergence. Output: The optimized and .
After several iterations, we can get . The final step in our split stage is to cluster foreground trajectories into an unknown number of groups. We first use (7) to compute an affinity matrix for . Then, we apply the spectral clustering method proposed by Brox et al. [20] , which includes a spatial regularity constraint used for cluster number determination, on the affinity matrix to yield the foreground clusters. In our split stage, we use the same parameter setting as in [6] to choose the number of DCT bases, , and the rank of , . Please see the second row in Fig. 4 for some results of the split stage.
B. Merge Stage
After the split stage, trajectories of the input video are divided into one background group and several foreground groups. In merge stage, the background trajectories are firstly pruned because we think that there is no strict correlation between an action and its background. It can be seen from the second row in Fig. 4 that the correspondence between foreground trajectory groups and foreground moving objects is ambiguous: some trajectory groups corresponding to whole objects while the others to object parts. To make the follow-up learning of the spatial and temporal extents of human actions more tractable, we intend here to remove this ambiguity by merging the motion-level segmentation of foreground trajectories into object-level segmentation, i.e., generate motion consistent clusters each associated with a unique foreground moving object in the scene.
Inspired by the agglomerative clustering technique in [18] , our merging procedure aims at agglomeratively merging spatial neighboring foreground trajectory groups, and stops when all resulting clusters are apart from each other. Regarding two foreground trajectory groups and , trajectory pairs across the two groups that have high spatial affinity are first collected. We then use the proportion of their number to the total number of trajectories to measure the spatial distance between and . According to this, we define the distance metric as follows: (9) where and are respectively trajectories in and , denotes the spatial distance of and , denotes the number of elements in a set, is the zero-one indicator function. When is bigger than a threshold , and are considered as belonging to the same foreground moving object, and then merged together. In experiments, we set and . In a video, trajectories obtained by automatic feature tracking are usually asynchronous in time; thus, the spatial distance between them cannot be computed directly. We hence exploit these trajectories' spatial information that is extracted by the projection in (2) to compute their spatial distance. To be specific, we first use to denote the product of and in (2) , and to denote the th row of . From (2) and (3), we have (10) where is the estimated centroid of the th trajectory. Then, for two trajectories and , we compute their spatial distance using the Euclidean distance of the corresponding elements in .
(11) [9] . Two temporally disconnected trajectory groups of the runner are overlaid in blue and green, respectively. For clarity, only trajectories in the current frame are plotted. (c) The estimated centroid of trajectories in the two trajectory groups. It is clear that the two groups can be merged together ( ).
In merge stage, a challenging situation is that the human action is captured by multiple temporally disconnected groups due to occlusions. By using (9) and (11), our method can compute the spatial distance of two trajectory groups without common frames, thus has the potential to merge them together. Please see Fig. 5 for an example. The third row in Fig. 4 shows some results of the merge stage. It can be seen from the fourth column in Fig. 4 that two persons are merged into a single foreground moving object. This is because the trajectory groups of the two persons are spatially adjacent throughout the video. The last column in Fig. 4 shows another special case. As its second subfigure shows, motion of the action performer is mistaken by our split operation as the background motion since it dominates the camera view. In such case, we need to manually exchange the labels of the resulting foreground and background trajectories of the split stage, and then perform the merge operation (see the third subfigure for the corrected segmentation result).
C. Computational Complexity
Different steps in the trajectory split-and-merge algorithm presented here have different computational complexities. In the split stage, the computational complexity of computing the low-dimensional representations of trajectories via Algorithm 1 is ; the computational complexity of separating foreground from background by exploiting the motion subspaces constraint is ; the computational complexity of clustering foreground trajectories using the spectral clustering method in [20] is , where is the number of the obtained foreground trajectories. The computational complexity of the merge step is , where is the number of the resulting trajectory clusters of the split stage.
We next take the 1st test video sequence of the action "SwingSide" in UCF-Sports dataset [9] as an example to introduce the runtime of the trajectory split-and-merge algorithm. This sequence has 75 frames in total, and there are 10083 trajectories that are extracted by the LODF tracker. In the split stage, by setting the parameters and , our algorithm spends 2959 seconds to cluster the input trajectories into 8 groups. When generating the same number of trajectory clusters, the runtime of our algorithm is slower than the 564 seconds of the motion segmentation method using Non-Negative Matrix Factorization [36] but significantly faster than the 31 hours of the Sparse Subspace Clustering (SSC) algorithm [35] . In the merge stage, our algorithm spends 3.09s to merge the 8 trajectory clusters into 4 foreground moving objects. All the time data were collected using MATLAB (The MathWorks, Natick, MA) on a Fig. 6 . Comparison of computed optical flow field of our method with Wang et al. [11] and Wang et al. [12] . The second train video sequence of the action "Horse-Riding" in the UCF-Sports dataset [9] is taken as an example. (left) Wang et al. [11] computes optical flow without compensating camera motion. (middle) Wang et al. [12] uses bounding boxes from human detector, shown in yellow, to remove inconsistent feature matches when estimating camera motion. (right) Our method uses boundaries of the foreground moving objects, shown in yellow, to remove inconsistent feature matches when estimating camera motion. In the right column, feature points of three foreground moving objects, which are segmented by our trajectory split-and-merge algorithm, are overlaid in different colors.
PC laptop with a 2.6 GHz Intel Core i5 processor and 8 GB of RAM.
IV. LEARNING SPATIAL AND TEMPORAL EXTENTS OF HUMAN ACTIONS

A. Video Representation
In this subsection, the standard bag-of-words (BOW) approach is employed to compute video descriptors. Prior to this, we briefly introduce the local descriptors around the trajectory in videos. It can be known from [21] that the longer-term trajectory does not mean more discriminative power. Meanwhile, short duration of trajectories can limit the drifting problem [7] , [11] and bring efficiency gains. Thus, we first truncate a trajectory so that it only retains the first frames, and discard the trajectory shorter than frames. For each truncated trajectory, we compute four types of descriptors (i.e., Trajectory, HOG, HOF and MBH) with exactly the same parameters as [11] . The final dimensions of the descriptors are 18 for Trajectory, 96 for HOG, 108 for HOF and 192 for MBH. As in [12] , we apply the RootSIFT [22] approach to normalize the HOF, HOG and MBH descriptors.
It has been demonstrated that camera motion compensation can dramatically strengthen the discriminative power of the Trajectory, HOF and MBH descriptors of dense trajectories [12] , [13] . Thus, during computing the three types of descriptors, we first estimate the camera motion between two consecutive frames. The second frame is warped with the estimated camera motion. The optical flow between the two frames and the Trajectory, HOG and HOF descriptors are then computed based on the warped second frame. We adopt a similar technique to [12] to estimate the camera motion. The difference is that we use boundaries of the foreground moving objects while [12] uses bounding boxes from the human detector as masks to remove feature matches that are inconsistent with the camera motion. Obviously, in a video, a non-human object may also generate feature matches that are not corresponding to the camera motion. Taking Fig. 6 as an example, the rider and the three horses are all foreground moving objects. As a result, feature matches from the regions of the horses are also inconsistent with the camera motion, and thus lead to the failure of [12] in accurately estimating the optical flow field.
We then use the standard BOW approach to encode local features for a video. First, by applying the K-means approach, we train a codebook for each descriptor type (Trajectory, HOG, HOF and MBH) using descriptors of 100,000 randomly selected trajectories from the training set. The size of codebook is set to 4000. Second, we quantize the descriptors of trajectories in a video by assigning them to their closest vocabulary word based on Euclidean distance. Finally, the resulting Trajectory, HOG, HOF and MBH histograms of codeword occurrences are respectively normalized by the RootSIFT approach, and their concatenation is used as the video's descriptor. Let and denote descriptors of videos and , we use the following kernel function to measure their similarity: (12) where is the inner product between and for the descriptor. is the mean value of inner products between the training samples for the th descriptor.
B. Learning Formulation
For a given action, we assume we are given positive training videos, , and negative training videos,
. We use our trajectory split-and-merge algorithm to process the trajectories extracted from each positive training video. In this way, object-level segmentation of the content of a positive training video can be obtained. Suppose that the positive example has foreground moving objects. Among them, we define a variable to specify performer of the given action. Furthermore, since the action performer may perform several actions, we define two more variables and to indicate the start and end frames of the given action. The variables , and thus represent spatial and temporal extents of the given action in . Subsequently, our goal is to use the training set to train a SVM model, and to learn the spatial and temporal extents of the given action in positive examples. We first apply the BOW approach described in the last subsection to construct descriptors for each training video. For a positive example , only the trajectories specified by the variables , and are considered to construct the descriptor. Thus, its descriptor is denoted as . For a negative example , we employ all extracted trajectories to form a descriptor . We then use the following scoring function, which takes , and as variables, to quantify the fit of a positive example to the SVM model: (13) where and are the parameters of the SVM model. Without loss of generality, we set the scoring function for negative examples as . To infer , and , we consider the following minimization problem: (14) where is a slack variable to allow for margin violations.
is the tradeoff between margin maximization and margin violations. In experiments, is selected with 5-fold cross-validation on the training set. This is the formulation of a latent SVM [28] , and the latent variables are . We adopt an iterative learning algorithm to solve it. The learning procedure alternates between estimating the SVM model parameters and estimating the latent variables for the positive training examples. This process is repeated for a fixed small number of iterations. Specifically, in the first step, we fix and train the SVM model using LIBSVM 2 on the resulting positive and negative examples. In the second step, we fix the SVM model parameters and compute the variables , and for each positive example . In general, the video contents in a positive example which are most relevant to the given action should be most confidently and correctly classified by the trained SVM model of this action. Based on this, all combinations of the possible values of , and are substituted into (13) , and the one with the highest matching score are selected. For each positive example , there are a large number of candidate values of , and . However, owing to the simplicity of our scoring function in (13), using brute-force enumeration to find the combination of , and that produces the highest matching score is feasible.
In the initialization, we set and for each positive example as 1 and the video length of , respectively. As for the variable , we first compute the mean similarity of each foreground moving object in . to all other foreground moving objects in positive samples. Then, the one with the highest mean similarity is specified as performer of the given action.
V. DETECTING THE ACTION IN TEST VIDEOS
Given the SVM model parameters and for a specific action, our goal is to discover whether and where the action occurs in a test video . We first use our trajectory split-and-merge algorithm to process the trajectories extracted from the test video. In this way, object-level segmentation of the content of the test video can be obtained. Suppose that the test video has foreground moving objects. We then apply the BOW approach described in the last section to construct descriptors for each foreground moving object in the test video, denoting by , where and are respectively the start and end frames of the th foreground moving object. Subsequently, based on the matching score , action recognition is performed for each foreground moving object in the test video. If a foreground moving object is recognized as positive, we generate multiple descriptors for this object by varying the start and end frames, and utilize the descriptor with the highest matching score to determine the temporal extent of the given action. In the case of multi-class classification, we use a one-against-rest approach and select the class with the highest matching score.
VI. EXPERIMENTS
A. Datasets
In this section, we evaluate the proposed action detection method on the UCF-Sports [9] and HOHA [10] datasets by comparing with state-of-the-art action recognition and detection methods. These two datasets are both challenging because of the complicated background of realistic scenes, the large intra-class variability and the significant camera motion. The UCF sport dataset contains 150 videos taken from real sports broadcasts. Actions in this dataset include diving, golf (swinging), kicking (a ball), lifting, horse-riding, running, skateboarding, swingingbench (on the pommel horse and on the floor), swinging-side (at the high bar), and walking. Bounding boxes enclosing the action of interest at each frame have been provided by [9] for all actions. Instead of the early Leave-One-Out setup [9] , we follow the methodology in [4] to split the UCF-Sports dataset into 103 training and 47 test samples. Furthermore, as in [4] , [5] , [24] , we employ the classification accuracy to evaluate the recognition performance for each action in the UCF-Sport dataset.
The HOHA dataset contains 430 videos of 8 different classes of actions: answer phone, getting out car, hand shake, hug person, kiss, sit down, sit up, and stand up. The action video sequences in this dataset are collected from 32 different Hollywood movies. The authors of this dataset [10] did not provide bounding boxes. Thus, we use the bounding boxes annotated by Raptis et al. [5] to evaluate action localization. Following the original setup in [10] , we split the HOHA dataset into 
B. Action Recognition
We first compare the proposed method with four variants of our method in order to assess the effect of our learned spatial and temporal extents of the given action. The four variants of our method are defined as follows:
No Identification. For each positive example, all trajectories are exploited to construct the video descriptor.
Temporal Identification. For each positive example, only the identification of temporal extent of the given action is performed. When minimizing (14) , the computation of the variables is skipped and all trajectories in a positive example are considered as belonging to the performer of the given action.
Spatial Identification. For each positive example, only the identification of spatial extent of the given action is performed. When minimizing (14) , the computation of the variables is skipped and the temporal extent of the given action in a positive example is conservatively fixed to the whole length of the video.
Ground-truth Annotations. For each positive example, only the trajectories inside the annotated bounding boxes are selected to construct the video descriptor.
During the camera motion compensation process of "No Identification" and "Temporal Identification", we estimate the camera motion without removing feature matches from the foreground objects because these two algorithms do not include the step of foreground-background separation. In "Ground-truth Annotations", in order to make the comparison more meaningful, the same procedure of compensating camera motion as our method is performed when computing local features of trajectories. The comparison results for UCF-Sports and HOHA are shown in Table I(a) and Table I (b), respectively. In Table I , following the naming rules of the four variants, our method is renamed as "Spatio-temporal Identification".
It can be observed from Table I that "Space Identification" and "Temporal Identification" both provide improved recognition performance over "No Identification" for most action classes, showing the effectiveness of our learned spatial and temporal extents of human actions for recognition improvement. The overall better performance of "Spatial Identification" than "Temporal Identification" is mainly attributed to the more discriminative motion descriptors of trajectories, which are originated from the more accurate optical flow field produced by "Spatial Identification" than by "Temporal Identification". Besides, the improved performance of "Spatial Identification" over "No Identification" reflects the fact that, in most instances, our trajectory split-and-merge algorithm can provide reliable object-level segmentation for the content of a video. The slightly worse cases of "Spatial Identification", i.e., "Golf" and "Walking" in UCF-Sports, and "AnswerPhone" and "HandShake" in HOHA, are mainly due to the non-significant motion of the action performers in some training or test videos. As a result, our trajectory split-and-merge algorithm may fail to clearly distinguish the regions of actors from the background. Further, the advantage of "Spatio-temporal Identification" over "Spatial Identification" and "Temporal Identification" shows that, by jointly learning spatial and temporal extents of the given Fig. 7 . Detection examples of our method on the UCF Sports [9] and HOHA [10] datasets. In the original frame, localization results of the given action (plotted in blue or green), its name (shown in red) and ground truth bounding boxes (plotted in yellow) are overlaid.
action, more discriminative trajectories can be identified for representing and recognizing the action. This demonstrates that the strategy of jointly learning the spatial and temporal extents for human actions provides a more effective way to improve the discriminative power of dense trajectories than merely learning the spatial or temporal extent. From Table I , we can also observe that the performance of "Spatio-temporal Identification" is better than that of "Ground-truth Annotations" for the action "Horse-Riding" in UCF-Sports and "SitUp" in HOHA. We consider that the inferior performance of "Ground-truth Annotations" on these two action classes should be ascribed to the irrelevant trajectories inside the ground truth bounding boxes, which are in fact inevitable even using manual annotation. Next, in our method, we substitute the boundaries of the foreground moving objects by the annotated bounding boxes of the dataset to remove inconsistent feature matches when estimating the camera motion between two consecutive frames. This allows us to quantitatively compare the camera motion estimation techniques in our method and [12] . In this experiment, we observe an average decrease of 2.5% and 1.6% in the recognition performance of UCF-Sports and HOHA, respectively. This shows that our method provides a better way to estimate the optical flow between two consecutive frames than [12] .
Finally, we evaluate our method by comparing with state-of-the-art action recognition methods on the two datasets. The comparison results for UCF-Sports and HOHA are shown in Table II and Table III, respectively. In Tables II and III, all presented results, except ours and Wang et al. [12] 's, are taken from the literature. And, the methods requiring bounding box annotations for training are marked with ' '. In the HOHA Fig. 8 . Localization scores of our action detection results on the UCF-Sports [9] (left) and HOHA [10] (right) datasets are plotted as a function of the overlap threshold ( ). The localization scores are computed using (15) .
dataset, there are a total of 21 videos in which the action performers' trajectories are mistaken by our split-and-merge algorithm as the background trajectories since the actors dominate the camera view. In such cases, as mentioned in Section III, we need to manually exchange the labels of the foreground and background trajectories to obtain correct trajectory segmentation results. This brings an average increase of 2.4% for the recognition performance of HOHA. The impact of this manual verification on the action localization performance of HOHA is shown in Table IV . We do not perform the manual verification on the UCF-Sports dataset since humans occupy smaller areas in the videos of this dataset. To generate results of Wang et al. [12] on the two datasets, we use author provided source code to extract trajectories and compute local features of trajectories for each video. When estimating the camera motion, the ground truth bounding boxes of the two datasets are used as masks to remove feature matches from human regions. After features are obtained, we sequentially adopt the standard BOW and SVM with identical setting to [12] to complete the action recognition task. From Tables II and III , it can be observed that our method achieves the best performance among all compared algorithms on the UCF-Sports and HOHA datasets. Especially, the recognition results of our method are significantly better than those of the compared methods requiring expensive human bounding box annotations. The superior performance further confirms the effectiveness of our learned spatial and temporal extents of human actions for recognition improvement. Fig. 7 shows some action detection results of our method on the UCF-Sports and HOHA datasets. As Fig. 7 shows, our method can provide pixel-level localization for the detected actions. In previous works, only Raptis et al. [5] supports the same level of fine-grained action localization as ours. Thus, we first evaluate the localization performance using the localization score defined in [5] :
C. Action Localization
(15) Fig. 9 . Two failure cases of our action localization. The first column shows original frames of the input videos. In the second column, localization results of the given action (plotted in green), its name (shown in red) and ground truth bounding boxes (plotted in yellow) are overlaid on the corresponding original frames. For better illustration, we also show in the second column the bounding boxes generated from our action localization results (plotted in blue). See manuscript for detailed explanation.
where is the number of detected actions in the test video, is the number of frames of the test video, is the set of feature points inside the annotated bounding boxes in the th frame, is the set of feature points belonging to the th detected action in the th frame, is the threshold that defines the minimum overlap between a detected action and bounding boxes to consider the action as correctly localized. By using (15) , the proportion of correctly localized actions among all detection results can be counted. Table IV shows the mean localization scores of our method and Raptis et al. [5] on the UCF-Sports and HOHA datasets. It can be seen that our method clearly outperforms Raptis et al. [5] in most cases, showing the advantage of our method in terms of localization performance. Meanwhile, it is worth emphasizing that in the training phase, our method requires much less supervision (only action labels) than [5] which requires human bounding box annotations. This demonstrates the effectiveness of our learned spatial and temporal extents of human actions for action localization. When the overlap threshold is set to 1, Raptis et al. [5] gets a higher localization score on the HOHA dataset than that of our method. We suspect this may be due to the fact that our method aims to detect the whole body of action performer while Raptis et al. [31] , TRAN ET AL. [32] AND MA ET AL. [3] ON THE UCF-SPORTS DATASET [9] .
LOCALIZATION SCORES MEASURED BY THE IOU METRIC ARE REPORTED. "-" MEANS RESULT IS NOT AVAILABLE Fig. 10 . Detection performance comparison of our method with concurrent methods [1] , [4] , [32] on the UCF-Sports dataset [9] . (a) ROC curves with . (b) AUCs for from 10% to 60%. (c) ROC curves generated by our method for from 10% to 60%.
[5] only localizes the body parts (please see Fig. 3 for an example). As a result, when the strictest criterion is imposed, i.e., , Raptis et al. [5] will be more likely to get high localization scores using (15) .
For each action in UCF-Sports and HOHA, we illustrate our average localization score across the test videos as a function of the overlap threshold in Fig. 8 . The mean localization scores across all actions of the two datasets are also illustrated in Fig. 8 . From Fig. 8(a) , poorer localization performance of the action "Golf" in the UCF-Sports dataset can be observed. The reason is that, in some test videos, the motion of the action performer is too minor to be separated clearly from the background motion. This will result in low-quality of the foreground-background separation in our trajectory split-and-merge algorithm, and then cause the failure of the subsequent action localization. Please see the first row in Fig. 9 for an example. Besides, in Fig. 8(a) , a significant decrease in the localization performance can be observed for the action "Horse-Riding" in the UCF-Sports dataset while using a high overlap threshold. This should be mainly attributed to the merging strategy of our trajectory split-and-merge algorithm in which spatial neighboring foreground trajectory groups will be merged together. As a result, the rider and his horse in each test video sequence of the action "Horse-Riding" will be segmented as a whole since their trajectory groups are always spatially connected to each other. However, in this action class, the ground truth bounding boxes only cover the rider. Thus, when imposing a higher overlap threshold, our method will get a low localization score using (15) . Please see the second row in Fig. 9 for an example.
Next, we evaluate action localization using the standard intersection-over-union (IOU) metric [4] , which is computed by averaging the IOU scores over all frames in the test video. The IOU score in each frame is computed as the intersection area divided by the union area between the ground truth and the predicted bounding boxes of the action of interest. In order to utilize the IOU metric, we generate the predicted bounding boxes of the action of interest by directly computing the 2D boundary of our detection results at each frame. Table V shows the IOU scores of our method and three state-of-the-art action detection methods [3] , [31] , [32] on the UCF-Sports dataset. It can be seen that our method outperforms the state-of-the-art for most action classes. The localization performance of the action classes "Golf" and "Horse-Riding" is poorer because of the same reasons that have been mentioned in the last paragraph above. Further, we follow the experimental setup in [4] to evaluate the performance of our method in action detection. Specifically, a specific action is considered as being correctly detected in the test video if the predicted action label matches the ground truth and also the IOU score exceeds a certain threshold. For simplicity and without confusion, we still use to denote the localization threshold. We plot the average ROC curve with over all actions of the UCF-Sports dataset in Fig 10(a) , and report the areas under the ROC curves (AUC) with varying from 10% to 60% in Fig. 10(b) . 3 For comparison, we also plot in Fig. 10(a) and (b) the corresponding results of [1] , [4] and [32] . As can be seen from these two figures, our action detection performance significantly outperforms those of [1] and [4] , and is comparable to that of [32] . The comparison demonstrates the effectiveness of our learned spatial and temporal extents of human actions for action detection because the action detection performance of the three methods is achieved with the help of human bounding box annotations. Fig. 10(c) shows the average ROC curves generated by our method for the UCF-Sports dataset, with varying from 10% to 60%. As shown, our method can obtain a true positive rate of more than 40% even for a rather stringent localization threshold , demonstrating the superior quality of our action detection results from another aspect.
Finally, we employ the Mean Average Best Overlap (MABO) metric [32] , [34] to evaluate the effectiveness of our trajectory split-and-merge algorithm for action detection. Following the experimental setup in [32] , [34] , we first compute the Average Best Overlap (ABO) value for an action class and subsequently record the mean ABO value over all action classes for the UCF-Sports and HOHA datasets. For a given action class, we calculate the best IOU score between each ground truth annotation and the trajectory clustering result generated by our algorithm for the corresponding video. Then, we can obtain the ABO value for this action by averaging the calculated IOU scores. We achieve MABO values of 55.32% and 51.73% for the training set of the UCF-Sports and HOHA datasets, respectively. Jain et al. [32] reported a higher MABO value of 62.0% for the training set of the UCF-Sports dataset; however, the number of hypotheses to be tested for a video is up to 3253 on average. In contrast, our MABO value on the UCF-Sports dataset is attained by testing only 5.08 hypotheses on average for each video (4.76 hypotheses for the HOHA dataset). Considering that the IOU score of 50% is generally a rather stringent criterion for action detection [4] , we can conclude that our trajectory split-and-merge algorithm can provide effective help for the task of action detection.
VII. CONCLUSION
Building an action detection framework that both recognizes and localizes human actions in videos typically requires not only collecting positive and negative examples, but also accessing the relevant portions of the action of interest in positive examples. The most naive, but very common way is to manually annotate training videos with bounding boxes frame by frame. In this paper, we have proposed an action detection method that can automatically learn spatial and temporal extents of the action of interest in positive training videos, thus doesn't need manually annotated bounding boxes as input. Compared with the existing action detection methods that do not rely on bounding box annotations during training, our approach has two major advantages. First, our method uses dense trajectories while they use subvolumes extracted from a video to represent human actions. We show that, for the task of action localization, the dense trajectory representation allows one to generate more fine-grained pixel-level localization results. Second, our method learns both temporal and spatial extents of the action of interest in positive examples while they only discover the spatial extent. We show through experiments that the strategy of cropping positive examples in both spatial and temporal domains can produce better recognition performance than those of only taking temporally or spatially cropping. Experiments on the UCF-Sports and HOHA datasets show the advantages of our method over the state-of-the-art in terms of both recognition and localization performance, demonstrating the effectiveness of our learned spatial and temporal extents of human actions for action detection.
