Abstract. This paper proposes a new approach which is the combination of hierarchical genetic algorithm and least squares method to optimize the RBF neural network such that we can predict the real estate price of the Real estate Price Index to conquer the traditional error of the back-propagation algorithm multilayer feed-forward network and BP neural network which have the flaws of slow convergence of forecast, getting local minimum solutions easily, and forecast accuracy rate is not high.. And which overcomes the shortcomings of traditional Fourier analysis, has good localized characteristics in the time domain and frequency domain, and has important value.
Introduction
The real estate is a product of the market economy. The real estate price is determined by its value, but influenced by economic, political and social many factors. By observing the movement of Real estate price index, people can grasp of the macro economic situation of the real estate market and the changes in the market, or from the micro level, people also can take an analysis according its investment trend, and the realization of these roles based on the analysis and forecast of real estate price index. In recent years, with the real estate market continued to heat up, problems about the risk of the real estate industry have become increasingly prominent. Using scientific methods to reflect the changes in real estate prices, and presenting a correct information guide to the main market has become very urgent.
Therefore, in order to improve the accuracy of prediction, this paper presents a kind of method combined the hybrid hierarchical algorithms and RBF neural network, and builds the fusion model to predict the closing price of the Real estate Price Index (SCI).
RBF neural network
Radial Basis Function (RBF) neural network is a feed-forward network with good performance, and it can decide the appropriate network topology based on different issues, with a high approximation precision, a small-scale of network training, fast learning speed and non-existence of local minima problems . The structure of RBF neural network consists of three layers: the input layer, hidden layer and output layer. The structure of topology is showed in Fig1. These nodes of input layer are only responsible for passing the input signals to the hidden layer, which including a group of non-linear radial basis function. Gaussian function is generally used as radial basis function, processing the input signal received with nonlinear transformation, and then transmitting the processed signal to the output layer. Gaussian function formula is given by
Where φ j is the output of the hidden layer, n XR  is the input of neural network, C j is the center of Gaussian function, σ j is the width of Gaussian function. L is the number of nodes in the hidden layer. The output layer processes signals which have been processed by the hidden layer with linear weighted combination. Eventually, the predicted value that is obtained through the RBF neural network processing is one-dimensional vector y j :
Where w ij is the connection weight between the j th output of hidden layer and the i th neuron of output layer.
The prediction model of RBF neutral network optimized by HHGA
Hierarchical Genetic Algorithm (HGA) is a novel genetic algorithm introduced in recent years. For the case of determining the number of hidden nodes, traditional genetic algorithm optimizes the based function's center and width of hidden layer of RBF neutral network. The HGA is a learning algorithm proposed for RBF neural network features regarding the RBF network topology, center and variance of the hidden layer of basis function, and the connection weight from the hidden layer to the output layer are optimized simultaneously together. In the HGA, each chromosome consists of control genes using binary coding genes and parameter genes using realcoded genes, which is introduced according to the hierarchical structure of biological chromosome. Control genes use binary coding, binary "1" indicates that its corresponding parameter gene is activated; hence the node of hidden layer occurs. "0" indicates that its corresponding parameter gene is in dormant or inactive state which implies the node of hidden layer does not exist. Each control gene corresponds to a set of parameter genes in sequence. A set of parameter genes contain the center C i and width σ i of radial basis function of a hidden layer, and the weight w i of the output layer. The hierarchical chromosome structure of RBF neutral network which is optimized by HGA is given below. However, in the process of learning, the convergent speed of algorithm is quite slow. Since the output layer of RBF neural network is a linear neuron, hence if it is in the case that determining the center C i and width σ i , the weight w i of output layer can be calculated by the least squares method to improve efficiency of the network's training. The hierarchical chromosome structure of RBF neutral network which is optimized by Hybrid Hierarchy Genetic Algorithm (HHGA) that is the combination of HGA and the least squares method is presented below. 
Experimental process
Step 1: obtain weight value and sequence of factors. There are lots of subjective weighting methods, such as Gulin method, AHP method, expert investment method, analytic hierarchy process (AHP) .in this paper, we use relative weight method. At the same time, the sequence about factors can be decided according to the weight value.
Step 2: program with MATLAB, build BP network, bring in MIV. Gets the sequence of influence factors using engineering data to train network When using BP network, we should first provide a training set, where each sample is determined by the input mode and the desired output mode. Suppose there are q sample training set, then the sample can be formalized as a model of , and they correspond to n neurons of the input layer and the output layer, respectively. When the actual output of the network and the desired output are consistent, the learning process is over. Otherwise, the learning algorithm will make the actual output close to the desired by adjusting the connection weights of the network, according to the error between the two outputs. is the desired output. Then, error of the whole training set is:
For the k -th sample, the weighted input of output layer neurons j is: 
Conclusion
A series of uncertain factors in real estate market have led to the difficulty of predicting real estate price, such as policy, economic environment and investor psychology. From numerous approaches studying neural network to predict the real estate price, this paper proposes and implements the combination of HHGA and RBF neural network to forecast the closing price of SCI. In addition, comparing with the prediction effect of using RBF neural network and BP neural network optimized by GA with the same experiment, the results confirms the prediction error is smaller using RBF neural network optimized by HHGA and the prediction accuracy is superior to other two methods.
