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Abstract
The growth of the Internet has increased the phenomenon of digital piracy, in multimedia objects, like software, image, video,
audio and text. Therefore it is strategic to individualize and to develop methods and numerical algorithms, which are stable and have
low computational cost, that will allow us to find a solution to these problems. We describe a digital watermarking algorithm for
color image protection and authenticity: robust, not blind, and wavelet-based. The use of Discrete Wavelet Transform is motivated
by good time-frequency features and a good match with Human Visual System directives. These two combined elements are
important for building an invisible and robust watermark. Moreover our algorithm can work with any image, thanks to the step of
pre-processing of the image that includes resize techniques that adapt to the size of the original image for Wavelet transform. The
watermark signal is calculated in correlation with the image features and statistic properties. In the detection step we apply a re-
synchronization between the original and watermarked image according to the Neyman–Pearson statistic criterion. Experimentation
on a large set of different images has been shown to be resistant against geometric, filtering, and StirMark attacks with a low rate
of false alarm.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The growth of the Internet has increased the phenomenon of digital piracy, in multimedia objects, like software,
image, video, audio and text. Digital watermarking, one of the popular approaches considered as a tool for providing
copyright protection, is a technique based on embedding a specific signature into the digital products [1]. It is now well
accepted that an effective watermarking scheme must successfully deal with the triple requirement of imperceptibility,
robustness and unambiguous proof of ownership. Imperceptibility requires that the marked data and the original data
should be perceptually equal. Robustness refers to the fact that the embedded information should be decodable after
alterations of the marked data. Unambiguous proof of ownership requires that the watermark detection must identify
the owner of the image in an unambiguous way, without false positive errors and false negative errors. A classification
criterion distinguishes watermark schemes into spatial domain techniques and transform domain techniques in relation
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to the approach, followed for processing the original image in the embedding phase. Spatial domain techniques are
less complex because they work directly in the spatial domain and no transform is involved [12,13,7]. In the Frequency
domain techniques, the watermark is encoded by altering some frequency bins obtained by transforming the image
in the frequency domain by Discrete Cosine Transform [4,11] or Discrete Wavelet Transform [3,5,8,16]. Another
important classification of digital watermarking algorithm can be made according to the detection step in private (not
blind) and public (blind), depending on the requirement of the original image during this process.
The rest of the paper is organized as follows: in Section 2 we describe in detail the proposed algorithm, in Section 3
we explain our strength points, in Section 4 we present some experimental results and in Section 5 we report the
conclusive remarks.
2. Watermarking algorithm
The realized algorithm is a watermarking not blind one, which embeds watermark signal into high-frequency sub-
bands Discrete Wavelet Transform (DWT) coefficients, according to the Human Visual System directives [6]. We have
applied the algorithm to images of CEI’s database. They have generally different sizes and can be square, rectangular
with high and low resolution. DWT must be computed on square matrices of the order power of 2. Therefore, in
the embedded and detection scheme, we have introduced a very additional important step: pre-processing step. This
transforms the associate Value planematrix in a suitable matrix of order power of 2. If the images have much difference
between the length and width, for a major distribution of the watermark, we divide the image into two blocks and we
apply the algorithm to each of them.
In the embedded phase we compute the watermark signal depending on the values of statistic functions of the
image. It is added to the DWT coefficients of the three high detail sub-bands of the Value matrix (i.e. LH , HL , HH ).
The IDWT is computed. The new Value matrix is used as a Value plane of the HSV model to obtain the watermarked
image. The watermarked image is stored in JPEG format for distribution on the web.
In the detection process the input watermarked image could be different in pixel and in dimension from the
watermarked image output of the embedded process. In fact this image could have been modified by attacks
changing its dimension as cut or resize. Therefore we have introduced a new step called the synchronization step.
The dimensions of the original and watermarked images are made equal by computing the values of the statistic
functions of both images. The correlation between the watermarked image DWT coefficients and the watermark
signal is calculated according to the Neyman–Pearson statistic criterion [17,9]. It determines a detection threshold
minimizing the probability of missing detection with respect to the given probability of false alarm.
The experimentation has been accomplished on images, in high and low resolution, building a real and commercial
data base. The image has been subjected to several attacks [18,19].
This algorithm has been implemented in MATLAB 6 using the wavelet, image processing and statistic toolboxes.
2.1. Watermark embedding
The input of this step is the color image I . We consider it in the HSV color model. In particular we analyze the
Value plane V by the pre-processing process. The obtained matrix C of n = 2k order is modified by the embedding







nl = 2k−l , where l is the suitable decomposition level in accordance with the order n of matrix C . We use the
orthogonal function Daubechies 2 to decompose the matrix C . Only the entries of high frequencies give details of the
matrices Cθk , where θ ∈ {HL , LH, HH} are modified by watermark. Watermark embedding is calculated with the
following formulas:
C˜θl (i, j) = Cθl (i, j)+ ω ∗ αθ (i, j) with i, j = 1, . . . , nl , θ = 2, 3, 4 (1)
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Fig. 1. Histogram of the αθ -entries, θ = 2, 3, 4.
α is a weight matrix of order equal to the order of Cθk whose generic element α(i, j) ∈ {−1, 0, 1} (Fig. 1) is chosen
depending on whether it belongs to an interval of the corresponding DWT coefficient:
αθ (i, j) =

0 if Cθl (i, j) ∈ [−ω,ω]
1 if Cθl (i, j) ≥ Tα i, j = 1, 2, . . . , nl
−1 if Cθl (i, j) < Tα.
(3)
Tα is an experimental and statistic threshold which represents a good arrangement between robustness and visibility
and depends on the variance of the coefficients of matrices Cθl , θ = 2, 3, 4:















where erfc is the complementary of the error function.
The Inverse Discrete Wavelet Transform (IDWT) is computed l times on C˜θl , obtaining C˜ , so we apply the inverse
pre-processing scheme. Then we store in JPEG format to obtain the watermarked image. In Fig. 2 we can see as the
orginal (right) and watermarked (left) images are visible similar.
2.2. Watermark detection
WM 2.0 is a private watermarking algorithm, so the original image is necessary to identify the mark. Then let V
be the matrix of the Value plane of the original image and V˜ the matrix of Value plane of a watermarked one. To
detect the watermark we analyze the correlation between V and V˜ . Then we compare their dimensions applying the
synchronization step. So we have two matrices V ′ and V˜ with the same dimension r xc. As in the embedding process
we apply a pre-processing step to obtain C and C˜ , two square matrices of n = 2k order. We compute the l levels of















of dimension m = 2k−l . To detect the watermark signal we compare the parameter ρ and the threshold Tρ .










αθ (i, j)(C˜θl (i, j)− Cθl (i, j))
]
(5)
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Fig. 2. Right: original image. Left: watermarked image.
where αθ , θ = 2, 3, 4 are the weight matrices of the embedding formula. They depend on the corresponding value of
DWT coefficients Cθl of the V matrix. αθ , θ = 2, 3, 4 are computed by the formula (3).
Tρ is a detection threshold minimizing the probability of false negative to a given probability of false positive P f
according to the Neyman–Pearson criterion [17,9,10]:






So we obtain Tρ by fixing P f < 10−8 and compute the variance σ 2:
σ 2 = 1








(C˜θl (i, j)− Cθl (i, j))2
]
. (7)
We compare ρ and Tρ : if ρ > Tρ the watermark is detected, otherwise the watermark is not detected.
In Fig. 3, the elements involved in the embedding operation are shown. The first column of images represents the
wavelet coefficients of the detail matrices of the last level decomposition l. The second column of images shows the
αθ -entries. The last column of images represents the wavelet coefficients of the detail matrices after the watermark
signal casting.
3. Our strength points
A strength point of our algorithm is the mixed use of the DWT and HSV color models. In fact Human Visual
System considerations indicate that the eye is less sensitive to noise in those areas of the image where brightness is
high or low. Moreover two fundamental considerations led us to apply the wavelet transform not on the whole Value
matrix of the original image, but on its sub-matrices: the first reason is that, in this way, the watermark can well cover
the whole image and the second reason is that the host images can have different dimensions when they belong to real
multimedia galleries.
3.1. Pre-processing step
The pre-processing step is a very important point of our algorithm, because it permits the use of square, or
rectangular input images with different sizes and dimensions; it works in the embedding and detection phases.
According to the mathematical condition of DWT, the pre-processing step generates automatically the square matrix
of order power of 2 from the input image.
Let V be the matrix associated to the Value plane of the input image and let r and c be the number of rows and
columns of V respectively.
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Fig. 3. Elements involved in the embedding operation.
We compute the maxpower, the exponent of the lower power of 2 that is nearer to max{r, c}:
maxpower = max{ceil(log2(r)), ceil( log2(c))}. (8)
If maxpower > 9, we consider the following cases:
(A) the ratio of rows r to columns c of V is lower than or equal than 0.5;
(B) the ratio of rows r to columns c is greater than or equal to 2;
(C) the ratio of rows r to columns c is between 0.5 and 2.
In the case (A) the matrix V is divided into two sub-matrices V1 and V2, with r rows and c′ = c/2 columns, called
blocks.
In the case (B) the matrix V is divided into two sub-matrices V1 and V2, with r ′ = r/2 rows and c columns.
The divisions in the cases (A) and (B) permit a better distribution of the mark into the image, with low
computational cost.
In the case (C) we have one block that coincides with the V matrix.
If maxpower ≤ 9, we consider one block that coincides with the V matrix.
– To find the value k we compute the maximum of the number of rows and columns of the block:
m = max{r, c}. (9)
Let l1 be the largest exponent of the power of 2 less than or equal to m and let l2 be the smallest exponent of the
power of 2 greater than or equal to m:
l1 = fix{log2(m)} (10)
l2 = ceil{log2(m)}. (11)
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Fig. 4. Example of the pre-processing step.
k is the minimum difference between m and these powers:
k =
{
l1 if (m − 2l1) < (2l2 − m)
l2 otherwise.
(12)
In our algorithm of watermark, the maximum value of k is 10. Since we consider the matrix C of order n ≤ 1024,
the algorithm can be applied to a “large” image with low execution time.
– We construct the matrix C by means of two of the following steps:
(1.a) if r ≥ 2k then we consider the central matrix V ′ in V with 2k rows cutting the first and the last (r − 2k)/2
rows;
(1.b) if r < 2k then we consider the matrix V ′ that contains V such that it has been widened repeating the first and
the last row (2k − r)/2 times;
(2.a) if c ≥ 2k then we consider the central matrix C in V ′ of order n = 2k cutting the first and the last (c− 2k)/2
columns.
(2.b) if c < 2k then we consider the matrix C of order n = 2k that contains V ′ such that it has been widened
repeating the first and the last column (2k − c)/2 times;
In Fig. 4 an example of the pre-processing step is shown. The matrix V has dimension 350 × 150 (Fig. 4(a)).
Cutting the first 49 rows and the last 49 rows of V , the matrix in the red lines in Fig. 4(b) is obtained, that is V ′ of
dimension 256× 150 (Fig. 4(c)). Fig. 4(d) is obtained from Fig. 4(c) repeating the first and the last columns 56 times.
So the matrix C of dimension 256× 256 is obtained. It is the input of the watermarking algorithm embedding process
(Fig. 4(e)).
If k > 9 and the matrix V satisfies the condition of the case (A) and the matrices V1 and V2, with r rows and c′
columns, verify the condition 2.a we cut the first (c′ − 2k) columns in V1 and the last (c′ − 2k) columns in V2.
If the matrix V satisfies the condition of the case (A) and the matrices V1 and V2, with r ′ rows and c columns,
verify the condition 1.a we cut the first (r ′ − 2k) rows in V1 and the last (r ′ − 2k) rows in V2.
Let C1 and C2 be two matrices of order n constructed by the cut operation from V1 and V2 respectively. The block
matrix [C1 C2] corresponds to the central part of the original matrix V . This is important for a good quality distribution
of the watermark into the image.
An example of pre-processing of a matrix V that satisfies the condition of the case (A) is shown in Fig. 5. V has
dimension 300 × 700 (Fig. 5(a)). From V , 2 blocks V1 and V2 of dimension 300 × 350 (Fig. 5(b)) are obtained.
Fig. 5(c) and Fig. 5(d) represent the operations having the C1 and C2 matrices of order 256. C1 and C2 are obtained
cutting the first and last 44 rows in V1 and V2 and cutting the first 94 columns in V1 and the last 94 columns in V2.
According to the dimension of the C matrix we fix l as an opportune level of wavelet decomposition.
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(a) V . (b) (V1V2).
(c)V1. (d) V2.
(e) C2. (f) C2.
Fig. 5. Example of pre-processing of a matrix V that satisfies the condition of case (A).
3.2. Synchronization between the original and watermarked images
In the detection process the synchronization step is a checking procedure to verify if the size of a watermarked
image has been modified to resize or cut, by attacks that are intentional or otherwise.
Therefore let r and c be the rows and columns of V and let r˜ and c˜ be the rows and columns of V˜ , then the following
cases are possible:
– r < r˜ or c < c˜: we resize the original plane like watermarked obtaining a new V ′ of dimension r˜ × c˜. This
operation is computed applying a lowpass filter of size 11 × 11 and the bicubic interpolation. This method fits a
bicubic surface through existing data points. The value of an interpolated point is a combination of the values of
the sixteen closest points.
– (r > r˜ and c = r ) or (c > c˜ and c = r ) or (r > r˜ and c > c˜) : we use the following described method to determine
a sub-matrix of V congruent to V˜ .
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The first step consists of computing the difference values between the dimensions of V and V˜ :
dr = r − r˜ dc = c − c˜
and to determine B˜ in V˜ , in which the entry b11 coincides with the central pixel of V˜ of coordinates























+ p − 1
)
, p ∈ N \ {0}.
Usually the value of p ∈ {4, 8, 12, 16} represents the accuracy of the method. In our experimental test p = 8, there
is a good arrangement between the computational cost and the experimental results.
Starting from the entry of position (fix(r˜/2),fix(c˜/2)) in V we consider ((dr + 1)× (dc + 1)) blocks that are the
entries of the block matrix B:
B =

B00 B01 · · · B0,dc





Bdr,0 Bdr,1 · · · Bdr,dc
 .
The blocks Bi j , for i = 0, . . . , dr and j = 0, . . . , dc, are the following sub-matrices of V of order p:






















+ j + p − 1
)
.
We compute the correlation between B˜ and each Bi j by means of the Mean Square Error function:







(B˜(ir, ic)− Bi j (ir, ic))2
]
, i = 0, . . . , dr, j = 0, . . . , dc. (13)
Let Blk be the correlated block to B˜, that is characterized to have the minimum value of MSE function less than an
opportune threshold (i.e 10−4), otherwise no blocks Bi j , with i = 0, . . . , dr and j = 0, . . . , dc, are correlated with
B˜. In the last case the synchronization step stops and a resize operation on V by means of the bicubic interpolation is
done to obtain a new matrix V ′ with the same dimension of V˜ .
If Blk exists, the following cut operation on V is done to obtain a new matrix V ′ with the same dimension of V˜ :
V ′ = V (l + 1 : r − dr + l, k + 1 : c − dc + k) .
So we have two matrices V ′ and V˜ with the same dimension r × c and we can determine the correlation between the
original and watermarked images.
4. Attacks and experimental results
The experimental tests had the objective of verifying the properties of the adding mark: invisibility, false alarm
and attack resistance. To measure the visibility of the error in the watermarked image we considered four classic
test color images Lena, Baboon, Airplane and Peppers computing Peak Signal to Noise Ratio (PSNR) and Weight
Peak Signal to Noise Ratio (WPSNR). The results in Table 1 show the good quality of our watermark. To analyze
the robustness we have tested our algorithm on 1000 color digital images in high and low resolution belonging to
the database BeWeb of the Italian Episcopal Conference. In particular we have applied the following attacks: Better
blurring, Distortion (i.e. Deform and Zigzag), Rotation, Adding noise, Cutting of image part, Resize and StirMark.
This large experimentation has shown that WM 2.0 is robust with a ratio more than 88%. It is very important to note
that the percentage of success with respect to the StirMark [15,14] attack is 91%. The Table 2 shows the results of a
set of 79 images. Furthermore WM 2.0 has a low probability of false positive alarm, and processes the image without
false negative.
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Table 1
PSNR and WPSNR of the watermarked image
Lena Baboon Peppers Airplane
PSNR +33.72 +29.87 +32.32 +33.15
WPSNR +50.71 +48.54 +48.76 +52.86
Table 2
Results of robustness property on 79 images
Blur Distortion Rotation Noise Cut Resize Resize StirMark
Deform Zigzag −1% +1%
Resistant Images 79 77 79 79 77 78 70 79 72
Perc. 100% 97% 100% 100% 97% 98% 88% 100% 91%
The values are related to the number and percentage of survivals to attack.
5. Conclusion
In this paper, we have shown the features of an efficient wavelet-based watermarking algorithm for digital images.
These are invisible, private algorithms enjoying robustness, imperceptible properties, with low probability of false
positive and false negative errors. Thanks to the new and innovative steps introduced, pre-processing step and
synchronization step, our algorithm enjoys a low computational cost, imperceptible, robustness and applicability in
real background.
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