The paper deals with the singular systems of ordinary differential equations with impulsive action under the assumption that the considered systems can be reduced into the central canonical form. An approach which combines the theory of impulsive differential equations and known results from the theory of singular Fredholm boundary value problems is used. Necessary and sufficient conditions for the existence of solutions of the singular boundary value problems with impulsive action are derived. Moreover, an algorithm for the construction of the family of linearly independent solutions is shown. MSC: 34A09; 34A37
Introduction
It is known that some of the problems of the control theory, radio physics, mathematical economics, linear programming and others can be modeled by systems of differential equations with a singular matrix. Such systems, which are the so-called singular or differential-algebraic systems of ordinary differential equations, are studied in many works; in addition to other contributions, for example, in [-]. Campbell and Petzold have introduced in [] the so-called central canonical form of singular linear systems which plays a very important role in the study of such problems. The reduction to the central canonical form is already the classical condition for this type of singular or differentialalgebraic problems [] .
The existence of solutions of problems with singular matrix, mainly initial-value and periodic problems, was studied in [] . This paper deals with the most complicated and the least studied resonance problems [] for singular differential systems with impulsive action. The origin of the theory of differential systems with impulsive action can be found in the work by Myshkis and Samoilenko [] , later also in the work by Samoilenko The main aim of this contribution is to establish necessary and sufficient conditions for the existence of solutions of the singular systems of ordinary differential equations with impulsive action in a relevant space. In order to do so, we will use the theory of impulsive differential equations and known results from the theory of singular Fredholm boundary http://www.advancesindifferenceequations.com/content/2013/1/186 value problems [] . Moreover, an algorithm for finding solutions of such problems in the general case under the assumption that the unperturbed singular differential systems can be reduced into the central canonical form is suggested in the paper.
Let us consider the problem of existence and construction of solutions of the singular linear systems of ordinary differential equations with impulsive action at fixed points of time
where
We suppose that the components of the matrices A(t), B(t) and the vector f (t) are real sufficiently many times continuously differentiable functions on the interval [a, b] . The property 'sufficiently many times' depends on the rank of the matrix B(t), as will be seen below.
The solution x(t) is being sought in the space of n-dimensional piecewise continuously differentiable vector functions,
The norms in the spaces 
. E  := (, , . . . , ), . . . , E i := (, . . . , , , , . . . , ), . . . , i = , . . . , p, p ≤ n and S i are  × n vectors, then the conditions () take the form of impulsive conditions only on the corresponding components of the vectors x(t) = col(x  (t), . . . , x i (t), . . . , x n (t)):
Auxiliary results
We have already mentioned that the reducibility of singular linear systems to the central canonical form is the key issue in the study of singular problems. Some useful results related to these problems are proved in [] . Here these results are formulated into an auxiliary statement in the form of Lemma , and they will be further used to solve the problem (), (). Let us introduce the homogeneous system
associated to system () and the corresponding adjoint system
to system (). http://www.advancesindifferenceequations.com/content/2013/1/186
Let X n-s (t) be an n × (n -s) matrix formed by n -s linearly independent solutions of system () and let Y n-s (t) be an n × (n -s) matrix formed by n -s linearly independent solutions of adjoint system ().
The matrices X n-s (t) and Y n-s (t) are called fundamental matrices of systems () or () respectively. In addition to this, we suppose that the fundamental matrices X n-s (t), Y n-s (t) are constructed (see in [, p.]) so as to ensure that
Lemma  Let us assume that the following conditions are satisfied:
, which is determined by the relations
and such that the multiplication by P(t) and the substitution x = Q  (t)y reduce system () to the central canonical form
where 
It is necessary to clarify that c in () is an arbitrary (n -s)-dimensional constant vector and x(t) is a partial solution of the nonhomogeneous system () of the form
where (t), (t) are the n × s matrices consisting of vectors that form the abovementioned Jordan sets, 
Main results
In the first part of this section, the relationship of the considered problem (), () with an interface (see in []) boundary value problem is shown and the solvability conditions of these problems are derived. Then, in the second part, the case when the solvability conditions are not satisfied is discussed.
Connection with the interface boundary value problem
Using the following notations:
the systems of singular differential equations with pulse action (), () can be modified to the following equivalent interface boundary value problem:
The solution x(t) of the problem (), () and hence the solution of the initial problem (), () of singular linear systems of ordinary differential equations with the impulsive action at fixed points of time are sought in the space
piecewise continuously differentiable vector functions with discontinuities of the first kind at t = τ i . We use the general solution (), has to be solvable concerning c ∈ R n-s , where Q is an m × (n -s) constant matrix,
The algebraic system () is solvable if and only if the right-hand side belongs to the orthogonal complement N(Q * ) = R(Q) of the kernel N(Q * ) = ker Q * of the adjoint matrix Q * ,
i.e., if the following condition is satisfied:
where P Q * := E m -QQ + is an m × m matrix (an orthogonal projection) projecting the space
we denote a d × m matrix consisting of d linearly independent rows of the m × m matrix P Q * ; Q + is the unique (n -s) × m Moore-Penrose pseudoinverse matrix of the matrix Q. As a result, the criterion () consists of d linearly independent conditions,
It is well known (see [] ), that system () has an r-parametric family of linearly independent solutions
where P Q := E n-s -Q + Q is an (n -s) × (n -s) matrix (an orthogonal projection) projecting the space R n-s onto the ker Q. Since rank P Q = r = (n -s) -n  , by P Q r we denote an (ns) × r matrix consisting of r linearly independent columns of the matrix P Q . Substituting solutions () in expression (), we get that the singular linear nonhomogeneous boundary value problem (), () has an r-parametric family
of linearly independent solutions if and only if the condition () is satisfied. Thus, we have proved the following statement. 
Moreover, then there exist exactly r linearly independent solutions of the corresponding homogeneous system () in the form x(t, c r ) = X r (t)c r and the nonhomogeneous system (), http://www.advancesindifferenceequations.com/content/2013/1/186 () possesses an r-parametric family of linearly independent solutions in the form
It is obvious, from the formulas (), (), that X r (t) = X n-s (t)P Q r is an n × r matrix and
The operator (G[f , γ ])(t) is usually called the generalized Green operator of the singular boundary value problem (), () which acts on a vector function
The obtained results in Theorem  can be applied to the study of existence solutions of the initial Cauchy problem for singular linear systems of ordinary differential equations
where f (t) ∈ C q- [a, b] and α ∈ R n . It is well known that such kind of the initial Cauchy problems with a singular matrix of the system are not solvable for arbitrary f (t) and α. The necessary and sufficient conditions for the existence of solutions of the singular initial Cauchy problem (), () and also the form of the unique solution of this problem directly follow from Theorem  as a corollary. 
Corollary  The initial Cauchy problem (), () for singular linear systems of ordinary differential equations is solvable if and only if the nonhomogenities f (t)
∈
Bifurcation conditions
Our purpose in this part is to determine sufficient conditions for the bifurcation of solutions of the linear singular Fredholm differential system with the impulsive action with a http://www.advancesindifferenceequations.com/content/2013/1/186
The proof of these results can be done in a similar way as in the works [, -] and we omit it.
