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Abstract
In the context of a competing risks set-up we discuss different inference procedures
for testing equality of two cumulative incidence functions, where the data may be subject
to independent right-censoring or left-truncation. To this end, we compare two-sample
Kolmogorov-Smirnov- and Crame´r-von Mises-type test statistics. Since, in general, their
corresponding asymptotic limit distributions depend on unknown quantities, we utilize wild
bootstrap resampling as well as approximation techniques to construct adequate test deci-
sions. Here the latter procedures are motivated from testing procedures for heteroscedastic
factorial designs but have not yet been proposed in the survival context. A simulation study
shows the performance of all considered tests under various settings and finally a real data
example about bloodstream infection during neutropenia is used to illustrate their applica-
tion.
Keywords: Aalen-Johansen Estimator; Approximation Techniques; Wild Bootstrap; Compet-
ing Risk; Counting Processes; Cumulative Incidence Function; Left-Truncation; Right-Censoring.
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1 Introduction
We study non-parametric inference procedures for testing equality of cumulative incidence
functions (CIFs) of a competing risk in an independent two-sample set-up. Typically, time-
simultaneous inference for a CIF is based on the Aalen-Johansen estimator (AJE); see Aalen
and Johansen (1978). However, due to its complicated limit distribution, additional techniques
are needed to gain AJE-based inference methods. For example, when constructing simultane-
ous confidence bands for a CIF, this is often attacked by means of Lin’s resampling method; see
Lin et al. (1993), Lin (1997) or the monograph of Martinussen and Scheike (2006).
Recently, it has been seen that his technique is a special example of the general wild boot-
strap; see Cai et al. (2010), Elgmati et al. (2010) or Beyersmann et al. (2013). Moreover, weak
convergence of the wild bootstrap and of other weighted as well as data-dependent bootstrap
versions of the AJE have been rigorously studied in Beyersmann et al. (2013) as well as in
Dobler and Pauly (2014) and Dobler et al. (2015). As pointed out in Bajorunaite and Klein
(2007, 2008), Sankaran et al. (2010), and Dobler and Pauly (2014), Lin’s resampling scheme as
well as the more general wild bootstrap can also be applied for two-sample problems concern-
ing CIFs. In particular, the aforementioned papers discuss different wild bootstrap-based tests
for ordered and/or equal CIFs. However, especially the simulation studies in Bajorunaite and
Klein (2007) show that, e.g., Kolomogorov-Smirnov-type tests based on Lin’s wild bootstrap
may be extremely liberal for small sample sizes.
To overcome this problem, we study additional testing procedures. In particular, we utilize
several approximation techniques which have been independently developed for constructing
conservative tests for heteroscedastic factorial designs; see e.g., the generalized Welch-James
test (Johansen, 1980), the ANOVA-type statistic suggested by Brunner et al. (1997), or the ap-
proximate degree of freedom test by Zhang (2012). There the main idea is to approximate the
limit distribution of underlying quadratic forms (which is mostly of weighted χ21-form) by ade-
quate transformations of χ2f -distributions with estimated degrees of freedom. For example, the
famous Box approximation, see Box (1954), is obtained by matching expectation and variance
of the statistic with a scaled gχ2f -distribution. Moreover, additionally matching its skewness,
the Pearson approximation is obtained, see Pearson (1959) or Pauly et al. (2013). In the cur-
rent paper we apply this approach to two-sample Crame´r-von Mises-type statistics in AJEs. We
like to point out that all procedures are motivated from competing risks designs with indepen-
dent left-truncation and right-censoring but can also be constructed for more general counting
processes satisfying the multiplicative intensity model.
The paper is organized as follows. The statistical model, the considered estimators and
their large sample behaviour are introduced in Section 2. In Section 3 we present different
test statistics as functionals of these estimators, where we distinguish between bootstrap-based
and approximative tests. Their finite sample properties are investigated in a simulation study
given in Section 4. The developed theory is then applied to a data-set from the ONKO-KISS
study about bloodstream infection (BSI) during neutropenia from Dettenkofer et al. (2005) in
Section 5, supplementing existing analyses (see, e.g., Beyersmann et al., 2007, or Meyer et
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al., 2007) with respect to significance testing. Occurrence of a BSI during neutropenia, end
of neutropenia and death without a preceding BSI induce a competing risks situation where
observation of the eventual outcome may be right-censored. Finally, we give some concluding
remarks in Section 5. All proofs and further simulation results are deferred to the Appendix.
2 Notation, Model and Estimators
Let X = (X(t))t≥0 be a right-continuous stochastic process with left-hand limits and values
in a finite state space, {0, 1, . . . ,m},m ≥ 2. X is called a competing risks process with m
competing risks and initial state 0 if P (X(0) = 0) = 1 and if, for all s ≤ t, the transition
probabilities are given as P (X(t) = j | X(s) = j) = 1, 1 ≤ j ≤ m. That is, each of the states
1, . . . ,m is absorbing, in which case X is simply a time-(in)homogeneous Markov process.
From a medical point of view, X may be interpreted as the health status over time of a diseased
individual who can experience one out of several causes of death. For ease of notation, we let
X henceforth be a competing risks process with m = 2 absorbing states. The case of a general
number of risks can be dealt with in the same manner.
The event time of X defined as T = inf{t > 0 : X(t) 6= 0} is supposedly finite with
probability 1. Therefore, X(T ) ∈ {1, 2} and X(T−) = 0 where the minus indicates the left-
hand limit. Modeling of the specific risks is done via the cause-specific hazard intensities
αj(t) = lim
δ↓0
1
δ
P (T ∈ [t, t+ δ), X(T ) = j | T ≥ t), j = 1, 2,
which are assumed to exist. Moreover, τ = sup{t ≥ 0 : ∫ t
0
(α1 + α2)(s)ds < ∞} ∈ [0,∞] is
the endpoint of any possible observation. With these definitions, we call
Fj(t) = P (T ≤ t,X(T ) = j) =
∫ t
0
P (T > s−)αj(s)ds, j = 1, 2, (2.1)
the cumulative incidence functions (CIFs) for causes j = 1, 2 which are zero at time zero,
continuous and non-decreasing. For future abbreviations, we also introduce Sj(t) = 1 − Fj(t)
as the probability not to die of cause j = 1, 2 until time t. Some authors also refer to CIFs as
sub-distribution functions; see, e.g., Gray (1988) or Beyersmann et al. (2012) for a textbook
giving the preceding definitions. For the modeling of CIFs in related (e.g., regression) problems
we refer to the review papers by Zhang et al. (2008) and Latouche (2010).
Now consider n independent copies of X which may be interpreted as observing n individ-
uals under study. Since these processes are not always fully observable, the following counting
processes are a necessity for stating proper estimators for Fj:
Yi(t) = 1{ subject i is observed to be in state 0 at time t−}
Nj;i(t) = 1{ subject i has an observed (0→ j)-transition in [0, t]},
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j = 1, 2, i = 1, . . . , n, where 1{·} denotes the indicator function. Hence, let Y = ∑ni=1 Yi be
the number at risk process and let the counting process Nj =
∑n
i=1Nj;i count the total number
of observed (0→ j)-transitions. Further, we suppose that the so-called multiplicative intensity
model holds, that is, Y αj is the intensity process of Nj , so that
Mj(t) =
n∑
i=1
Mj;i(t) =
n∑
i=1
(
Nj;i(t)−
∫ t
0
Yi(s)αj(s)ds
)
= Nj(t)−
∫ t
0
Y (s)αj(s)ds
are local martingales for j = 1, 2. For a specification of the associated filtration, we refer to
Andersen et al. (1993). Therein, it is also pointed out that, amongst others, the case of left-
truncated and right-censored observations satisfies the required multiplicative intensity model;
see Chapter III and IV in this monograph for these and other models for incomplete data.
In the present context of competing risks, the Aalen-Johansen estimator for the transition
probability matrix of Markov processes collapses to an estimator for CIFs given as
Fˆj(t) =
∫ t
0
Pˆ (T > s−)dNj(s)
Y (s)
,
where Pˆ (T > s) denotes the Kaplan-Meier estimator for the probability of surviving until time
s and the integrand is set to be zero in case Y (s) = 0. Under the assumption that there exists a
function y : [0, t]→ [0, 1] satisfying the convergence in probability
sup
s∈[0,t]
∣∣∣Y (s)
n
− y(s)
∣∣∣ p−→ 0, (2.2)
where infs∈[0,t] y(s) > 0, it is seen that the Aalen-Johansen estimator is consistent as well
as asymptotically Gaussian. That is, even weak convergence on the Skorohod space D[0, t]
holds true; see, e.g., Section IV.4 in Andersen et al. (1993) or Beyersmann et al. (2013). For
completeness, we summarize this result.
Theorem 1 (Aalen and Johansen, 1978). Let t < τ and suppose (2.2) holds. Then, as n→∞,
convergence in distribution
Wn =
√
n(Fˆ1 − F1) d−→ U
holds on the Skorohod spaceD[0, t] where U is a time-continuous, zero-mean Gaussian process
with covariance function
ζU(s1, s2) =
∫ s1∧s2
0
{S2(u)− F1(s1)}{S2(u)− F1(s2)}α1(u)
y(u)
du (2.3)
+
∫ s1∧s2
0
{F1(u)− F1(s1)}{F1(u)− F1(s2)}α2(u)
y(u)
du.
4
Note, that (2.2) holds e.g., in case of independent right-censoring and left-truncation; see
Examples IV.1.7. and 1.8. in Andersen et al. (1993).
Since we are interested in two-sample comparisons of CIFs, we introduce each of the above
quantities sample-specifically and denote them with a superscript (k), k = 1, 2. Moreover, we
denote by nk the sample size of group k = 1, 2 and let n = n1 + n2 be the total sample size.
Henceforth it is supposed that n1
n
→ p ∈ (0, 1) holds as min(n1, n2) → ∞. Fix a compact
interval I ⊂ [0, τ), where τ := τ (1) ∧ τ (2). We are now interested in testing the null hypothesis
H= : {F (1)1 = F (2)1 on I} versus H6= : {F (1)1 6= F (2)1 on a set A ⊂ I with λλ(A) > 0}, (2.4)
where λλ denotes Lebesgue measure. An immediate consequence of the above result is the
following theorem for comparing sample-specific CIFs:
Theorem 2. Suppose (2.2) holds for both samples with [0, t] replaced by I . Then, under H=,
Wn1,n2 =
√
n1n2
n
(Fˆ
(1)
1 − Fˆ (2)1 ) d−→ V
holds on the Skorohod space D(I) where V is a time-continuous, zero-mean Gaussian process
with covariance function
ζV (s1, s2) =(1− p)ζ(1)U (s1, s2) + pζ(2)U (s1, s2). (2.5)
Here ζ(k)U , k = 1, 2, is given by (2.3) with superscripts
(k) at all quantities in the integrand.
In the subsequent section it is shown that continuous functionals of Wn1,n2 can be used
as test statistics for testing the equality of CIFs. However, due to its complicated asymptotic
covariance structure (lacking independent increments) additional techniques for developing ex-
ecutable inference procedures are needed. As outlined in the next section, this can either be
attacked by computing the corresponding critical values via valid bootstrap procedures or, al-
ternatively, by approximation techniques for approaching the asymptotic distribution up to a
certain degree of accurateness.
3 The Testing Procedures
3.1 The Test Statistics
Let now I = [t1, t2] ⊆ [0, τ), t1 < t2, be the interval on which we are interested to compare the
CIFs F (1)1 and F
(2)
1 . There are plenty of possible test statistics for testing the hypotheses (2.4)
which can be based on Wn1,n2 . The main idea is to plug the process Wn1,n2 into continuous
functionals φ : D[t1, t2]→ [0,∞) so that φ(Wn1,n2) tends to infinity for min(n1, n2)→∞ and
n1
n
→ p, whenever the alternative hypothesis H6= is true. On the other hand, φ(Wn1,n2) should
5
converge to a non-degenerated limit on H=. We here only discuss two possibilities and refer
to connected literature on goodness-of-fit testing for further examples. As already suggested in
Bajorunaite and Klein (2007) one possibility is to consider a weighted version of Kolmogorov-
Smirnov-type, i.e.,
TKS = sup
u∈[t1,t2]
ρ1(u)|Wn1,n2(u)|, (3.1)
where ρ1 : [t1, t2]→ (0,∞) is some measurable and bounded weight function. Another choice
is a weighted version of a two-sample Crame´r-von Mises-type statistic, i.e.,
TCvM =
∫ t2
t1
ρ2(u)W
2
n1,n2
(u)du, (3.2)
where now ρ2 : [t1, t2] → (0,∞) is a measurable and integrable weight function. The asymp-
totic distribution of these statistics can immediately be obtained from the weak convergence
results for Wn1,n2 stated in Theorem 2 and applications of the continuous mapping theorem.
Theorem 3. Under the conditions and notation of Theorem 2 the convergences in distribution
TKS
d−→ sup
u∈[t1,t2]
ρ1(u)|V (u)| (3.3)
TCvM
d−→
∫ t2
t1
ρ2(u)V
2(u)du (3.4)
hold true. Moreover, if ρ2 is even continuous, the following representation in distribution holds
for the limit in (3.4) ∫ t2
t1
ρ2(u)V
2(u)du
d
=
∞∑
j=1
λjZ
2
j , (3.5)
where (Zj)j are i.i.d. standard normal random variables and (λj)j are the eigenvalues of
the covariance function ζρ2(s1, s2) = ρ
1/2
2 (s1)ζV (s1, s2)ρ
1/2
2 (s2); see (7.1) in the Appendix for
details.
Remark 1.
(a) In general, the above test statistics cannot be made asymptotically pivotal by any transfor-
mation, so that there is no obvious way to state a valid asymptotical test in the classical sense.
(b) Note that a Pepe (1991) type statistic,
∫ t2
t1
ρ2(u)Wn1,n2(u)du, actually leads to a test for
ordered CIFs, i.e., for the null hypothesis
H≤ : {F (1)1 ≤ F (2)1 on [t1, t2]} versus H	 : {F (1)1 ≥ F (2)1 on [t1, t2] & F (1)1 6= F (2)1 }.
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Hence, although frequently used for testing equality of CIFs (H=), it can only detect alterna-
tives of the formH	 and possesses low power for other alternatives. A similar comment applies
for Gray’s (1988) test which is also quite popular in practice. In particular, Gray’s test statistic
is based on integrating differences of weighted increments of CIFs, and is thus not consistent
against all alternatives of the form H6=. Nevertheless we will consider both tests in our simula-
tions; see Section 4 below.
In Bajorunaite and Klein (2007, 2008) and Dobler and Pauly (2014) tests of Pepe-type have
been utilized for testing H≤ versus H	 in combination with Lin’s (1997) and Efron’s (1979)
resampling techniques, respectively.
(c) Choices for ρi: For simplicity, we could take ρi ≡ 1. In contrast, the weight function
ρ2(u) =
1√
(t2 − u)(u− t1)
corresponds to an Anderson-Darling-type test for CIFs. In this case, however, the representa-
tion (3.5) no longer holds.
Moreover, it can also be shown that the asymptotic results (3.3)–(3.5) hold for data-dependent
weight functions ρˆi as long as ρˆi
p−→ ρi uniformly on [t1, t2] in probability with ρi : [t1, t2] →
(0,∞) measurable and bounded (for i = 1) or integrable (for i = 2) and continuous (for the
representation of TCvM ).
Due to the asymptotic non-pivotality of these test statistics, critical values of the correspon-
ding tests cannot be assessed directly form their asymptotics. In the following we therefore
introduce different approaches for calculating critical values that lead to adequate test decisions.
3.2 Wild Bootstrap Tests
For the computation of critical values, we start by formulating a wild bootstrap statistic which
has the same asymptotic distribution as Wn1,n2 under H=. To this end, consider a linear martin-
gale representation of Wn1,n2 ,
Wn1,n2(s) =
√
n1n2
n
2∑
k=1
(−1)k+1
nk∑
i=1
{∫ s
0
S
(k)
2 (u)− F (k)1 (s)
Y (k)(u)
dM
(k)
1;i (u)
+
∫ s
0
F
(k)
1 (u)− F (k)1 (s)
Y (k)(u)
dM
(k)
2;i (u)
}
+ op(1);
see also Lin (1997) in the case of solely right-censored data and Beyersmann et al. (2013),
Dobler and Pauly (2014) or Dobler et al. (2015) for more general situations. Now, Lin’s resam-
pling technique is based on replacing all unknown CIFs by their Aalen-Johansen estimators and
each dM (k)j;i with G
(k)
j;i dN
(k)
j;i , where the G
(k)
j;i are i.i.d. standard normal variates, independent of
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the data. This leads to the wild bootstrap statistic
Wˆn1,n2(s) =
√
n1n2
n
2∑
k=1
(−1)k+1
nk∑
i=1
{∫ s
0
Sˆ
(k)
2 (u)− Fˆ (k)1 (s)
Y (k)(u)
G
(k)
1;i dN
(k)
1;i (u)
+
∫ s
0
Fˆ
(k)
1 (u)− Fˆ (k)1 (s)
Y (k)(u)
G
(k)
2;i dN
(k)
2;i (u)
}
.
Beyersmann et al. (2013) generalized this approach by allowing the G(k)j;i to be i.i.d. zero-mean
random variables with variance 1 and finite fourth moment. This resampling scheme was further
extended by Dobler et al. (2015) to even allow for conditionally independent, data-dependent
multipliers G(k)j;i . Beyersmann et al. (2013) proved a conditional limit theorem for a one-sample
version of Wˆn1,n2 from which we can directly deduce the following result.
Theorem 4 (Beyersmann et al. (2013)). Suppose (2.2) holds for both sample groups on the
interval [t1, t2]. Conditioned on the data convergence in distribution
Wˆn1,n2
d−→ V
holds on the Skorohod space D[t1, t2] in probability under both H= as well as H6=. Here V is a
time-continuous, zero-mean Gaussian process with covariance function given by (2.5).
Since Wn1,n2 and its wild bootstrap version Wˆn1,n2 have the same limit under H=, the con-
struction of asymptotic level α tests is now accomplished by also plugging Wˆn1,n2 into the cor-
responding continuous functionals φ. Consequently, the resulting tests depending on φ(Wn1,n2)
(as test statistics) and φ(Wˆn1,n2) (yielding data-dependent critical values) are asymptotic level
α tests. Furthermore, the tests are consistent, that is, they reject the alternative hypothesis H6=
with probabilities tending to 1 as n → ∞. Thus, the following theorem follows immediately
from the weak convergence results of the preceding theorems for Wn1,n2 and Wˆn1,n2 and from
applications of the continuous mapping theorem.
Theorem 5. LetG(k)j;i , i = 1, . . . , nk ∈ N, j, k = 1, 2, be i.i.d. zero-mean wild bootstrap weights
with existing fourth moments and variance 1. Then the following tests are asymptotic level α
wild bootstrap tests for H= vs. H6=:
ϕKS =

1 >
TKS cKS
0 ≤
, ϕCvM =

1 >
TCvM cCvM
0 ≤
,
where cKS(·) and cCvM(·) are the data-dependent (1−α)-quantiles of the conditional distribu-
tions of supu∈[t1,t2] ρ1(u)|Wˆn1,n2(u)| and
∫ t2
t1
ρ2(u)Wˆ
2
n1,n2
(u)du, respectively, given the obser-
vations.
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Remark 2.
(a) The above bootstrap version of the Kolmogorov-Smirnov-type test statistic has also been
suggested in Bajorunaite and Klein (2007). The present article additionally provides a theoret-
ical justification of its large-sample properties.
(b) In general, the exchangeably weighted bootstrap discussed in Dobler and Pauly (2014) is
not applicable since the wrong limiting covariance structure of the bootstrapped process leads
to an asymptotically incorrect critical value.
(c) A modification of Theorem 5 can be utilized for the construction of asymptotically valid
confidence bands for F (1)1 − F (2)1 ; see Beyersmann et al. (2013) for further details with regard
to the one-sample case.
(d) Also in this case, it can be shown that the results hold for data-dependent weight functions
ρˆi as long as ρˆi
p−→ ρi uniformly on [t1, t2] in probability with ρi as in Theorem 3. For example,
it would be possible to choose ρˆ2 as a kernel density estimator for ρ2 = (1 − p)α(1)1 + pα(2)1
if both cause-specific hazard intensities are continuous. Here the kernel function needs to be
of bounded variation and the bandwidth bn → 0 may fulfill supu∈[t1,t2](b2nY (nk)(u))−1
p−→ 0,
k = 1, 2. For more details, see Section IV.2 in Andersen et al. (1993). Similarly, other goodness-
of-fit statistics may be realized.
(e) Note that the case with only one competing risk yields wild bootstrap versions of classical
goodness-of-fit tests.
In practical situations critical values are calculated by Monte-Carlo simulations, repeat-
edly generating standardized wild bootstrap weights; see e.g., Lin (1997) or Beyersmann et al.
(2013) for additional details.
3.3 Approximation Procedures
In case of the Crame´r-von Mises statistic with continuous ρ2, another way to approximate the
unknown asymptotic (1 − α)-quantile of Theorem 3 (under the null hypothesis of equal CIFs
for the first risk) may be based on a Box or Pearson approximation; see Box (1954) and Pearson
(1959) as well as Rauf Ahmad et al. (2008) or Pauly et al. (2013) for applications of these
approaches for inference of high-dimensional data.
The main idea is to approximate the distribution of
Q =
∞∑
j=1
λjZ
2
j , (3.6)
the limit distribution of TCvM , by adequately transformed χ2-distributions. In case of the Box
approximation this is done by equating the first two moments of Q with those of a scaled gχ2f -
distribution. Recall that the expected value and variance of gχ2f are given by E[gχ
2
f ] = gf and
V ar(gχ2f ) = 2g
2f, respectively. Thus, f, g need to solve the following equations for matching
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the first two asymptotic moments of the test statistic TCvM :
gf = E[Q] =
∫
ρ2(u)ζV (u, u)du = µ (3.7)
and 2g2f = V ar(Q) = 2
∫ ∫
ρ2(u)ζ
2
V (u, s)ρ2(s)duds = σ
2 (3.8)
where the integrals run over the interval [t1, t2]. The justification for exchanging the order of
integration is given in the Appendix; see the proof of Theorem 3. This leads to the choices
f =
2µ2
σ2
and g =
σ2
2µ
which fulfill E[gχ2f ] = E[Q] and V ar(gχ2f ) = V ar(Q).
Since f and g are in general unknown, adequate consistent estimators are needed. This is
achieved via plugging in the canonical Welch-type covariance estimator
ζˆn1,n2 =
n2
n
ζˆ(1)n1 +
n1
n
ζˆ(2)n2 (3.9)
with
ζˆ(k)nk (s1, s2) = nk
∫ s1∧s2
0
{Sˆ(k)2 (u)− Fˆ (k)1 (s1)}{Sˆ(k)2 (u)− Fˆ (k)1 (s2)}
(Y (k))2(u)
dN
(k)
1 (u)
+ nk
∫ s1∧s2
0
{Fˆ (k)1 (u)− Fˆ (k)1 (s1)}{Fˆ (k)1 (u)− Fˆ (k)1 (s2)}
(Y (k))2(u)
dN
(k)
2 (u). (3.10)
In the Appendix it is shown that ζˆn1,n2 is uniformly consistent on the rectangle [t1, t2]
2. The
resulting Box-type approximation is summarized as a theorem.
Theorem 6 (A Box-type approximation). Let ρ2 : [t1, t2] → (0,∞) be a continuous weight
function. Then
fˆ :=
2µˆ2n1,n2
σˆ2n1,n2
and gˆ :=
σˆ2n1,n2
2µˆn1,n2
are consistent estimators for f, g > 0 such that E[gχ2f ] = E[Q] and V ar(gχ2f ) = V ar(Q).
Here
µˆn1,n2 :=
∫ t2
t1
ρ2(s)ζˆn1,n2(s, s)ds and σˆ
2
n1,n2
:= 2
∫
[t1,t2]2
ρ2(s1)ζˆ
2
n1,n2
(s1, s2)ρ2(s2)dλλ
2(s1, s2).
are consistent estimators for the asymptotic mean and variance of TCvM , respectively.
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Following Box (1954), we can deduce an approximative test for H= vs. H6= by
ϕB =

1 >
TCvM cB
0 ≤
where cB(·) is the (1− α)-quantile of gˆχ2
fˆ
.
For an extension of this approach one might think about matching even more moments; see
e.g., Pauly et al. (2013) for an application and additional motivation. As in that paper we now
consider a studentized version of the test statistic given by
TCvMstud =
TCvM − µˆn1,n2
σˆn1,n2
with µˆn1,n2 and σˆ
2
n1,n2
as in Theorem 6. Its asymptotic distribution is given by the law of
Qstud :=
Q− µ
σ
:=
Q− E[Q]
V ar(Q)1/2
with µ =
∑∞
j=1 λj and σ
2 = 2
∑∞
j=1 λ
2
j . This follows from Theorem 3 and the consistency
of µˆn1,n2 and σˆ
2
n1,n2
for µ and σ2 are shown in the proof of Theorem 6. Now, the Pearson
approximation of the distribution of Qstud is the law of the random variable
χ2κ,stud :=
χ2κ − E[χ2κ]
V ar(χ2κ)
1/2
=
χ2κ − κ√
2κ
.
Here the parameter κ is chosen in such a way that mean, variance and skewness of χ2κ,stud and
Qstud coincide. As shown in the proof of Theorem 7, this leads to the choice
κ =
(∑∞
j=1 λ
2
j
)3
(∑∞
j=1 λ
3
j
)2 .
Since the parameter κ > 0 is unknown, it needs to be estimated. The resulting Pearson approx-
imation is summarized below.
Theorem 7 (A Pearson-type approximation). Let ρ2 : [t1, t2]→ (0,∞) be a continuous weight
function. Then the estimator
κˆ :=
σˆ6n1,n2
8γˆ2n1,n2
is consistent for the true parameter κ that leads to the desired equalities of mean, variance and
skewness of Qstud and χ2κ,stud. Here
γˆn1,n2 :=
∫
[t1,t2]3
ρ2(s1)ζˆn1,n2(s1, s2)ρ2(s2)ζˆn1,n2(s2, s3)ρ2(s3)ζˆn1,n2(s3, s1)dλλ
3(s1, s2, s3)
is a consistent estimator for
∑∞
j=1 λ
3
j .
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Following Pearson (1959), an approximative test for H= vs. H6= is given by
ϕP =

1 >
TCvMstud c
P
0 ≤
where cP (·) is the (1− α)-quantile of χ2κˆ,stud.
Since the Pearson-type approximation additionally matches the skewness in the limit, it is
expected to be the superior to the Box-type approximation. However, the additional parameter
estimator γˆn1,n2 may also lead to a greater inaccuracy. In order to check the tests’ actual perfor-
mances, we investigate both approximation procedures and the wild bootstrap tests in the next
section.
4 Simulations
The previous section coped with three kinds of statistical tests for the hypotheses H= vs. H6=:
1. Asymptotically (as n→∞) consistent tests using wild bootstrap techniques.
2. Approximative tests mimicking the asymptotic distribution of the Crame´r-von Mises test
statistic while estimating the relevant parameters.
3. A possibly asymptotically inconsistent Pepe-type test using wild bootstrap techniques.
All methods intend to give good small sample results with regard to level α control, while the
wild bootstrap tests shall clearly outperform the approximative tests for sample sizes going to
infinity. This is due to the approximative nature of those tests; their critical values will not be
exact in the limit. On the other hand, a good approximation might yield critical values close to
the actual quantiles of the test statistic – if the involved point estimators are reliable. In this case
it is conceivable that the approximative tests may outperform the wild bootstrap tests. Keeping
the type-I error rate in mind, we are further interested in the small sample power of the above
tests. To have another asymptotic reference test, we followed the suggestion of a referee to also
include Gray’s (1988) test.
To investigate the actual small sample behaviour of all considered tests, we consider the
following two set-ups: Each simulation was carried out utilizing the R-computing environment,
version 2.15.0 (R Development Core Team, 2010) with Nsim = 1000 simulation runs. Addi-
tionally, all resampling tests were established with B = 999 bootstrap runs in each of the Nsim
steps. For all of the following set-ups the nominal size is α = 5%.
1. Model 1 of Bajorunaite and Klein (2007) is given by the CIFs for both risks as
F
(k)
1 (t) =
p(1− e−t)eβZ
1− p+ p(1− e−t)eβZ and F
(k)
2 (t) =
(1− p)(1− e−t)
1− p+ peβZ
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where Z = 1 for sample k = 2 and Z = 0 for sample k = 1. In the case β = 0
the authors pointed out that all CIFs and cumulative hazard functions are equal among
both groups and thus the null hypothesis is implied. The alternative is for example
true in our simulations for β = 0.75. The parameter p ∈ (0, 1) specifies the propor-
tion of type 1 events and, following Bajorunaite and Klein again, have chosen to be
p = 0.25, 0.5, 0.75 for the null hypothesis and p = 0.18, 0.41, 0.68 for the alternative.
The data is independently right-censored by several different uniform U(a, b)-censoring
distributions with a < b chosen in a way to have 0%, 25% or 50% censoring – in the
case of untruncated data; see Table 1 of Bajorunaite and Klein (2007) for details. We,
however, also let 75% of all individuals of each group be independently left-truncated by
a gamma-truncation distribution with scale parameter 1.5 and shape parameter 0.75; see
Beyersmann et al. (2013) for a similar set-up. The simulated sample sizes are chosen
as (n1, n2) = (20, 20), (50, 50), (50, 100), (100, 50), (100, 100), (200, 200) and the event-
time interval of interest is [t1, t2] = [0, 3]. Gray’s (1988) test has not been included in
this part of the simulation study since its theory has not been developed for left-truncated
data.
2. A set-up with crossing CIFs for the first risk is given by Model 2 of Bajorunaite and
Klein (2007) with β = log 3, p(1) = 0.42, p(2) = 0.58 and both competing risks and
sample groups interchanged, that is,
F
(k)
1 (t) = (1− p(k))(1− e−t)e
βZ
and F (k)2 (t) = p
(k)(1− e−t).
For these simulations we have complete observations and the same sample group sizes
as in our first simulation set-up. As interval of interest we chose [t1, t2] approximately
equal to [0, 3.8] so that the integral of F (1)(t)− F (2)(t) over this area is close to zero. In
this case we expect that the statistic of the Pepe-type test tends to have very small values
resulting in a poor power in this set-up.
Additionally, a third simulation design, adopted from Dobler and Pauly (2014), is conducted in
the supplementary material; see Appendix 8. Remember that 75% of all individuals are left-
truncated in the first set-up. This might lead to extremely small sample groups so that most
of the tests do not keep the nominal size α = 5% by far, especially if censoring is present,
too. In each simulation run with no event of the first risk we did not reject the null hypothesis.
See Table 1 for the results which are commented subsequently. In these simulations for the
null hypothesis in the first set-up we observe that the Pepe-type test ϕPepe achieved the type-
I error probabilities closest to the nominal size α = 5%, especially for stronger censoring
scenarios. Apart from that, the approximative tests ϕP and ϕB tend to be closer to the nominal
level compared to the related Crame´r-von Mises test ϕCvM . Overall, however, the differences
between those three tests do not really stand out. The Kolmogorov-Smirnov test ϕKS shows the
largest deviation from the nominal level in most cases, whereas this test outperforms the tests
based on the Crame´r-von Mises statistic in some situations.
Keeping these results in mind we now compare the achieved powers in the first set-up;
see Table 2. In this case ϕPepe utterly disappoints by having even lower rejection rates than
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under the null. We observe the same behaviour for the remaining tests, but these situations
seem to be exceptional. All in all, these four tests have satisfactory power (having the small
samples in mind). In most scenarios ϕKS achieved the greatest power by far which, however,
may be explained by the quite liberal behaviour under the null. Again, ϕP , ϕB and ϕCvM
differ not that much, where the latter shows a slight tendency for a greater power compared
to the approximative tests. It should be pointed out that the increase of the power with larger
censoring rate in Table 2 is due to the larger (true) nominal level in this situation; see Table 1.
Recall that Gray’s (1988) test was not applied for the first setting since it is not designed
for truncated data. This is different in the second scenario of crossing CIFs and complete
observations. Here the first four tests possess a similar power behaviour; see Table 3: ϕKS
has the greatest and ϕCvM has the second greatest power, shortly followed by ϕB and then ϕP .
As expected, the Pepe-type test does not possess the power to detect this alternative since the
integral in the statistic cancels out the differences between the Aalen-Johansen estimators. In
particular, its power is close to the nominal level. A similar lack of power is observed for Gray’s
test ϕGray for smaller samples. In contrast to the test of Pepe-type, it at least increases for larger
sample sizes up to n1 = n2 = 200. However, the difference in terms of power in comparison to
the first four tests is unacceptable.
The poor power of ϕPepe in the first scenario as well as its great power in the third scenario
(see the supplement) is easily explained: As already mentioned in Remark 1, ϕPepe is actually
a one-sided test for ordered CIFs, that is, for the null hypothesis H≤ : {F (1) ≤ F (2) on [t1, t2]}
versus H	 : {F (1) ≥ F (2) on [t1, t2] & {F (1) 6= F (2)}; see also Dobler and Pauly (2014). This
detail is the reason why ϕPepe had such a low power in Table 2 and such a great power in Table 6
in Appendix 8: The power simulations for the first set-up considered CIFs contained in H≤
whereas those of the third set-up are covered by H	. A solution for avoiding such problems is
given by utilizing a two-sided version of the Pepe-type test, for example, by taking the absolute
value of the statistic. This would result in a gain of power in Table 2 but presumably in a loss of
power in Table 6 in Appendix 8. Furthermore, this modified test would still be unable to detect
crossing CIFs as those in the second set-up. To solve this, one may consider the absolute value
in the integrand of Pepe’s statistic, resulting in a statistic very similar to the Crame´r-von Mises
statistic.
All in all, we advise not to choose ϕGray nor ϕPepe nor a modifiaction as described above
for testing H= against H6= due to the disability to detect certain types of alternatives as, e.g.,
crossing CIFs. We furthermore also suggest not to use ϕKS since this test indicated a too liberal
behaviour, especially in cases with moderate to strong censoring; see Table 1. The remaining
simulation results showed a slight but numerous superiority of the approximative tests over
ϕCvM when it comes to maintain a prescribed level. This is indicated in the first scenario as
well as in the additional simulation study conducted in the supplementary material, that is, in an
uncensored and moderately censored scenario, as well as in a scenario with heavy censoring and
strong truncation, even for small samples. On the other hand, ϕCvM has a slightly greater power
than the approximative tests in most cases (but not in all). Due to the focus on maintaining
a nominal level α, we therefore advise the utilization of ϕP or ϕB for testing H= – at least
for sample sizes up to n1 = n2 = 200. Due to the asymptotically consistency of ϕCvM , this
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(n1, n2) ϕ
KS ϕCvM ϕP ϕB ϕPepe ϕGray
(20, 20) .241 .139 .134 .134 .085 .059
(50, 50) .366 .175 .171 .172 .065 .094
(50, 100) .479 .259 .264 .266 .056 .119
(100, 50) .535 .226 .220 .220 .067 .078
(100, 100) .718 .455 .436 .439 .054 .166
(200, 200) .976 .913 .915 .916 .050 .328
Table 3: (Model 2 of Bajorunaite and Klein (2007) with crossing CIFs) Simulated power of
the resampling tests ϕKS, ϕCvM , ϕPepe, the approximative tests ϕP , ϕB and the asymptotic test
ϕGray for nominal size α = 5% under different sample sizes and complete observations.
test will eventually have better type-I error probabilities for very large samples. However, it is
computationally much more expensive than ϕP and ϕB due to the involved 999 Bootstrap Monte
Carlo steps. Both approximative tests ϕP and ϕB have an almost equally good performance so
that we cannot detect a clear preference for one over the other.
Finally, it should be mentioned that, for ordered CIF alternatives, directional tests as ϕPepe
should possess a larger power since they are constructed to detect this smaller class of alterna-
tives. This is, e.g., evident in the simulation design given in the supplement, where the test of
Pepe-type outperforms the others.
5 Example: Application to BSI data
The presented testing procedures were all applied to a data-set from the prospective multi-
centre cohort study ONKO-KISS about bloodstream infection (BSI) during neutropenia. In the
original data-set provided in Dettenkofer et al. (2005) a total number of 1,899 patients were
included in the study, each having undergone a peripheral blood stem-cell transplantation in
18 different hospitals in Austria, Germany and Switzerland. The competing risks in this study
are BSI during neutropenia and end of neutropenia or death, both without a preceding BSI. By
combining the latter two events into the single endpoint “no BSI”, the theory of the present
article becomes available. The data has, e.g., been analyzed by Beyersmann et al. (2007) or
Meyer et al. (2007) in the competing risks context, where also medical circumstances and a
description of the study are given in detail. Here we supplement the analysis by studying the
following four questions: Are there differences with respect to the CIFs for BSI between
(i) allogeneic and autologous transplants,
(ii) female and male groups,
(iii) allogeneic and autologous transplants among all female patients,
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(iv) allogeneic and autologous transplants among all male patients?
Due to free availability we only consider a random subsample of 1,000 patients which is, e.g.,
provided in the R-package compeir via the data-set okiss. Of this subsample 564 had un-
dergone allogeneic transplantation and 436 had autologous transplants. Moreover, 381 patients
were of female and 619 of male gender. Table 4 gives the sample sizes of all transplant type-
and gender-specific subgroups.
Subgroup female male
with event BSI no BSI censored BSI no BSI censored total
allogeneic 50 (21.8) 177 (77.3) 2 (0.9) 70 (20.9) 259 (77.3) 6 (1.8) 564
total 229 335
autologous 20 (13.2) 130 (85.5) 2 (1.3) 63 (22.2) 218 (76.8) 3 (1.1) 436
total 152 284
total 381 619 1,000
Table 4: Sample sizes of subgroups in the okiss data-set (and their rounded proportions in each
category in per cent)
As time interval of most interest we have chosen the first five weeks after transplantation,
i.e., [t1, t2] = [0, 35] in days, since already 98.1 per cent of all event and censoring times are
contained within this period. The available event times are only right-censored (to a minimal
degree of 1.3 per cent) and not left-truncated. Thus, we are able to include all of the six tests
discussed earlier in the data analysis. In order to meet the assumptions of the theory developed
earlier in this article occurring ties in the event times have been broken by adding normally
distributed values with a very small standard deviation.
The estimated CIFs for the analyses of subgroups (i) and (ii) are illustrated in Figure 1(a)-(b)
and the p values for all tests comparing those subgroups are given in the table in Figure 1(c). Due
to crossing Aalen-Johansen estimators for the transplant type-specific CIFs it is not surprising
that ϕPepe and ϕGray do not detect any difference at nominal level of α = 5%. However, the
other tests do also not yield significant results of which the Kolmogorov-Smirnov test provides
the smallest p value of .136. When testing the CIFs for BSI gender-specifically, the Pepe-type
test yields the smallest p value of .087 which is again expected in a situation where the Aalen-
Johansen estimates indicate an alternative of ordered CIFs. The p values of the remaining tests
are more or less of an equal size. In any case the differences of the CIFs in (i) and (ii) seem to
be too small to be detected as significantly distinct.
The situation is much different after first having divided the data-set according to gender and
then comparing the CIFs for BSI of both transplant types for each of the genders female (iii) and
male (iv). Figure 2(a) indicates a strong difference of these CIFs (and also an ordering of those)
among the group of women (iii). Thus, all tests yield borderline p values, where the Pepe-type
test is the only one below the nominal level of 5%. The group of male patients (iv) does not
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show such a huge difference between both Aalen-Johansen estimates but also an alternative of
ordered CIFs is indicated – here in the opposite direction. This explains the large p values of
ϕPepe, ϕGray. In comparison, the tests ϕCvM , ϕB, ϕP based on a Crame´r-von Mises statistic
lead to smaller (but also not significant) p values around .2. Finally, the Kolmogorov-Smirnov
test with a p value of .019 is the only one with a clearly significant decision for the alternative
of unequal CIFs. This is in line with our findings from Section 4, where the wild bootstrap
Kolmogorov-Smirnov test had the largest power of all tests. Here its liberality may not be such
a big issue due to the large sample size and almost negligible censoring rates.
Note, that a thorough study of the above examined CIFs with thus many comparisons would
of course require a multiple testing adjustment. Our aim, however, was to illustrate and com-
pare the performances of all discussed testing procedures in a real data example in order to
confirm our conjectures concerning the advantages and disadvantages of all analyzed statistical
techniques. The considered Aalen-Johansen estimators also indicate a gender-specific influence
on the CIFs for BSI between both transplant types which may be detected with larger sample
sizes.
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(b) CIFs for BSI depending on
gender (ii): males (—-), females
(- - -)
Test (i) (ii)
ϕKS .136 .149
ϕCvM .336 .180
ϕB .314 .155
ϕP .351 .183
ϕPepe .447 .087
ϕGray .519 .210
(c) p values of six different tests
for equal CIFs of BSI between
transplant types (i) and genders
(ii)
Figure 1: Plots of CIFs for BSI and p values for null hypothesis H= of equal CIFs.
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(a) CIFs for BSI in females (iii)
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(b) CIFs for BSI in males (iv)
Test (iii) (iv)
ϕKS .073 .019
ϕCvM .069 .220
ϕB .058 .193
ϕP .071 .220
ϕPepe .046 .856
ϕGray .053 .587
(c) p values of six different tests
for equal CIFs of BSI between
transplant types for both genders
female (iii) and male (iV) sepa-
rately
Figure 2: Plots of CIFs for BSI between allogeneic (—-) and autologous (- - -) transplants and
p values for null hypothesis H= of equal CIFs after categorization of all individuals according
to gender.
6 Conclusion and Discussion
We have considered the two-sample testing problem of equality of two CIFs from two inde-
pendent groups. By only assuming the multiplicative intensity model we thereby have not only
covered right-censored observations but also other situations of incomplete data as independent
left-truncation. Moreover, we have discussed and compared different test statistics based on the
AJEs of the two groups. In particular, we have compared the Kolmogorov-Smirnov-type wild
bootstrap test proposed in Bajorunaite and Klein (2007) with different Crame´r-von Mises-type
tests based on the wild bootstrap or different approximation techniques.
Here the latter has not been investigated in the survival literature yet. All of these four tests
possess asymptotic power 1, where the wild bootstrap-based versions are even asymptotically
exact under the null. Simulations for all tests under study indicate that there is a slight but no
strong preference for the wild bootstrap-based Crame´r-von Mises test ϕCvM for all sample sizes
under consideration. In comparison the approximative Crame´r-von Mises tests have shown an
almost equally good behaviour. In contrast, the wild bootstrap Kolmogorov-Smirnov-type test
ϕKS did not seem to keep the level α very well in the considered set-ups.
As a concluding remark, we like to remind the reader of the advantages and disadvantages
of the proposed tests. The most important fact is the asymptotic validity of ϕKS and ϕCvM
whereas the approximative tests ϕP and ϕB are no asymptotic level α tests. That is, one of
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the first two (wild bootstrap) tests should be used whenever a large record of observations is
given. However, the sample sizes n1 = n2 = 200 are not large enough to see this difference in
the present set-up. On the other hand, ϕP and ϕB are more efficiently to compute by far since
they do not need an additional Monte-Carlo step to calculate critical values. It shall be noted,
that we plan to provide an R-package containing the forementioned procedures within a larger
cooperation.
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7 Appendix
We start to state an auxiliary result for the uniform convergence of ζˆn1,n2 of (3.9) in probability.
This fact will be exploited to construct consistent estimators for the parameters f, g and κ from
the Box and Pearson approximative tests.
LEMMA 7.1. LetXn, n ≥ 0, be a sequence of random elements in the Skorohod spaceD([0, τ ]2)
and let X0 be continuous and non-random. If, for all arguments, all Xn almost surely have
the same monotonic behaviour (i.e., monotonically increasing or decreasing) and if we have
convergence in probability Xn(t)
p−→ X0(t) for all t in a dense subset E2 ⊆ [0, τ ]2, then
uniform convergence in probability follows:
sup
t∈[0,τ ]2
|Xn(t)−X0(t)| p−→ 0
The case with an arbitrary, finite number of arguments can be dealt with similarly.
Proof. Without loss of generality let the processes Xn be non-decreasing in all arguments. For
each ε > 0 we divide [0, τ ]2 into rectangles with edges (t(1)j , t
(2)
k ) ∈ E2, j, k = 1, . . . ,m, where
0 = t
(`)
1 < t
(`)
2 < · · · < t(`)m = τ, ` = 1, 2, such that
|X0(t(1)j , t(2)k )−X0(t(1)j−1, t(2)k )| ∨ |X0(t(1)k , t(2)j )−X0(t(1)k , t(2)j−1)| ≤
ε
6
holds for all 2 ≤ j ≤ m, 1 ≤ k ≤ m. By the subsequence principle, let (n′) ⊆ N be an arbitrary
subsequence and choose a common subsequence (n′′) ⊆ N such that the following inequalities
are almost surely true for all members of the subsequence and for all j, k:
|Xn′′(t(1)j , t(2)k )−X0(t(1)j , t(2)k )| <
ε
6
.
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Then, the postulated monotonicity and another application of the subsequence principle yield
the asserted convergence: Let t = (t(1), t(2)) ∈ [0, τ ]2 and fix j, k giving t(1)j−1 ≤ t(1) ≤ t(1)j and
t
(2)
k−1 ≤ t(2) ≤ t(2)k , then
|Xn′′(t)−X0(t)| ≤ |Xn′′(t(1)j , t(2)k )−X0(t(1)j−1, t(2)k−1)|
+ |Xn′′(t(1)j−1, t(2)k−1)−X0(t(1)j , t(2)k )|
≤ |Xn′′(t(1)j , t(2)k )−X0(t(1)j , t(2)k )|+ |Xn′′(t(1)j−1, t(2)k−1)−X0(t(1)j−1, t(2)k−1)|
+ 2|X0(t(1)j , t(2)k )−X0(t(1)j−1, t(2)k−1)| ≤
ε
6
+
ε
6
+ 4
ε
6
= ε.
2
Corollary 1. Let t < τ , then ζˆn1,n2 from (3.9) converges uniformly on [0, t]2 to the covariance
function (2.5) of the Gaussian process V in probability, as n→∞ and n1
n
→ p ∈ (0, 1).
Proof. It suffices to prove consistency of ζ(k)nk , k = 1, 2, defined in (3.10). Due to similarity, we
focus on the first integral which can be decomposed as
nk
∫ s1∧s2
0
{Sˆ(k)2 (u)− Fˆ (k)1 (s1)}{Sˆ(k)2 (u)− Fˆ (k)1 (s2)}
(Y (k))2(u)
dN
(k)
1 (u)
= nk
∫ s1∧s2
0
(Sˆ
(k)
2 )
2
(Y (k))2
dN
(k)
1 − (Fˆ (k)1 (s1) + Fˆ (k)1 (s2))nk
∫ s1∧s2
0
Sˆ
(k)
2
(Y (k))2
dN
(k)
1
+ Fˆ
(k)
1 (s1)Fˆ
(k)
1 (s2)nk
∫ s1∧s2
0
dN
(k)
1
(Y (k))2
.
The CIFs in the above expression converge uniformly in probability, see Andersen et al. (1993).
With arguments similar to those presented in Beyersmann et al. (2013) for the convergence of
the covariance estimator in probability, it can be shown that, for all fixed r, s, all of the above
integrals converge in probability to their real counterparts∫ r∧s
0
(S
(k)
2 )
h(u)α
(k)
1 (u)
y(k)(u)
du, h = 0, 1, 2.
Thus, an application of Lemma 7.1 concludes this proof.
Proof of Theorem 3. The stated convergences of both test statistics are direct consequences of
the continuous mapping theorem and Theorem 2. Moreover, the representation of TCvM as a
weighted sum of χ2-distributed random variables is a consequence of Mercer’s Theorem; see
e.g., Theorem 3.15 in Adler (1990). However, for sake of completeness we shortly outline
its proof. Note first, that by turning to ρ1/22 V instead of V we can without loss of generality
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assume that ρ2 ≡ 1 holds since ρ2 is continuous. Now denote all (normalized) eigenfunctions
and eigenvalues of the integral equation∫ t2
t1
ζ(u, s)e(s)ds = λe(u) for all u ∈ [t1, t2] (7.1)
by (ej)j and (λj)j , respectively. That is,
∫ t2
t1
ei(s)ej(s)ds = δij , where δij = 1{i = j} denotes
Kronecker’s delta. Mercer’s Theorem then implies that the covariance function ζV admits a
decomposition as
ζV (s1, s2) =
∞∑
j=1
λjej(s1)ej(s2), (7.2)
where the convergence is absolute and uniform on [t1, t2]2. Now the Karhunen-Loe`ve Theorem
(by combining Theorems 3.7 and 3.16 in Adler, 1990) states that V admits the expansion
V (s) =
∞∑
j=1
λ
1/2
j Zjej(s) (7.3)
where theZj are i.i.d. standard normally distributed and the equality is understood to be equality
in law. Due to the finiteness of all integrals and sums (
∑∞
j=1 λj =
∫
ζV (s, s)ds < ∞ by
monotone convergence), we can change the order of integration in
∫ t2
t1
V 2(u)du with the help
of Fubini’s theorem, use the orthonormality of (ej)j and arrive at the desired representation. 2
Proof of Theorem 6. It is sufficient to prove consistency of µˆn1,n2 and σˆ
2
n1,n2
for µ and σ2, re-
spectively. The consistency of µˆn1,n2 for
∫ t2
t1
ζV (s, s)ds =
∑∞
j=1 λj = µ follows directly from
the uniform convergence of ζˆn1,n2 in probability stated in Corollary 1. For σˆ
2
n1,n2
, remark that
the Decomposition (7.2), Fubini’s Theorem, the orthonormality of (ej)j and the dominated con-
vergence theorem yield
V ar(Q) = V ar
( ∞∑
j=1
λjZ
2
j
)
= 2
∞∑
j=1
λ2j
= 2
∑
i,j
λiλj
(∫ t2
t1
ei(s)ej(s)ds
)2
= 2
∫
[t1,t2]2
ζ2V (s1, s2)dλλ
2(s1, s2),
where the applicability of the theorems is justified by the following bound (obtained from
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Cauchy-Schwarz and monotone convergence)∫
[t1,t2]2
ζ2V (s1, s2)dλλ
2(s1, s2) ≤
∫
[t1,t2]2
( ∞∑
j=1
λj|ej(s1)ej(s2)|
)2
dλλ2(s1, s2)
≤
∫
[t1,t2]2
( ∞∑
j=1
λje
2
j(s1)
)( ∞∑
j=1
λje
2
j(s2)
)
dλλ2(s1, s2)
=
( ∞∑
j=1
λj
)2
<∞.
As for µˆn1,n2 , the consistency of σˆ
2
n1,n2
for 2
∫
[t1,t2]2
ζ2V (s1, s2)dλλ
2(s1, s2) = 2
∑∞
j=1 λ
2
j = σ
2
follows which completes the proof.
Proof of Theorem 7. As above we may assume ρ2 ≡ 1 without loss of generality. Recall that
the skewness of χ2κ, i.e., a Γ(κ/2, 2)-gamma distribution, is given by
√
8
κ
. Moreover, it follows
from the independence of Zi and Zj , i 6= j, that the skewness of Qstud equals σ−3 times
E[(Q− E[Q])3] = E
[( ∞∑
j=1
λj(Z
2
j − 1)
)3]
=
∑
i,j,k
λiλjλkE[(Z2i − 1)(Z2j − 1)(Z2k − 1)]
=
∞∑
j=1
λ3jE[(Z2j − 1)3] = 8
∞∑
j=1
λ3j .
Divided by 8 this equals
∑
i,j,k λiλjλkδikδijδjk which can be rewritten by Mercer’s Theorem as∑
i,j,k
λiλjλk
∫ t2
t1
ei(s1)ek(s1)ds1
∫ t2
t1
ei(s2)ej(s2)ds2
∫ t2
t1
ej(s3)ek(s3)ds3
=
∫
[t1,t2]3
∞∑
i=1
λiei(s1)ei(s2)
∞∑
j=1
λjej(s2)ej(s3)
∞∑
k=1
λkek(s3)ek(s1)dλλ
3(s1, s2, s3)
=
∫
[t1,t2]3
ζV (s1, s2)ζV (s2, s3)ζV (s3, s1)dλλ
3(s1, s2, s3);
see also the monograph of Shorack and Wellner (2009), the equation following 5.2.(20) therein.
The justification for the exchangeability of the above sums and integrals is given in the same
manner as in the previous proof. Equating these quantities it follows that κ should equal
(
∑∞
j=1 λ
2
j)
3/(
∑∞
j=1 λ
3
j)
2. In particular, this choice also guarantees equality of the first two mo-
ments of Qstud and χ2κ,stud. Now, as proven in Theorem 6,
1
2
σˆ2n1,n2 is a consistent estimator for∑∞
j=1 λ
2
j . Moreover by Corollary 1, γˆn1,n2 is consistent for
∑∞
j=1 λ
3
j . All in all, this shows that
κˆ is consistent for κ.
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8 Supplement to the Simulation Section 4
Supplementing the first two simulation scenarios we here present a third one which has been
adopted from Dobler and Pauly (2014):
3. The event times are given by the cause-specific hazard intensities
α
(1)
1 (u) = exp(−u), α(1)2 (u) = 1− exp(−u) and α(2)1 ≡ c ≡ 2− α(2)2 ,
where 0 ≤ c ≤ 1. The case c = 1 is equivalent to the presence of the null hypothesis
H=, whereas both CIFs for the first competing risk are located deeper in the alternative
hypothesis H6= as c < 1 decreases. The examined sample sizes are the same as in the first
two simulation scenarios given in the paper and the domain of interest equals [t1, t2] =
[0, 1.5]. The data are independently right-censored by different exponential Exp(λ(k))-
distributions with pdfs f (k)(x) = λ(k) exp(−λ(k)x)1(0,∞)(x). λ(k) = 0.5, 1 corresponds
to light and moderate censoring, respectively, and λ(k) = 0 indicates the uncensored case.
The simulated effective type-I error probabilities of the resampling tests ϕKS, ϕCvM , ϕPepe
as well as those of the approximative tests ϕP and ϕB in this third set-up can be found in
Table 5. Since the Kolmogorov-Smirnov test is the most liberal one by far (except the case
n1 = n2 = 200) and it therefore obviously has the greatest power (cf. Tables 2 and 3), its results
from the simulations for assessing the power behaviour are not presented in Table 6 below. The
remaining tests wrongly reject the null hypothesis H= with more acceptable rates – in fact, the
sizes of the tests based on the Crame´r-von Mises statistic do not differ very much among one
another, which already has been seen in Table 1 in a different set-up. On the one hand, all three
tests ϕCvM , ϕP and ϕB are slightly too liberal when censoring or considerably unequal sample
sizes are present. This observation contradicts our expectation that the approximative tests are
constructed by means of conservative critical values. On the other hand, however, the prescribed
level α = 0.05 is maintained excellently for uncensored and equally sized sample groups even
for small sample sizes such as n1 = n2 = 50. The Pepe-type test keeps the nominal level best
by far, it can even handle extremely small samples as well as moderate censoring.
Let us now consider the simulated power of ϕCvM , ϕP , ϕB and ϕPepe. Therefore, we have
chosen the CIFs of the second group corresponding to the parameters c = 0.9, 0.8, . . . , 0.1 and
we have only considered the cases where n1 = n2 ∈ {50, 100} and λ(1) = λ(2) ∈ {0, 1}. As
usual the power increases as the distance to the null hypothesis grows. Further, it strikes the eye
that both approximative tests ϕP and ϕB share the same power in most cases under considera-
tion. Since they also keep the level α = 0.05 nearly equally well, there is no clear preference for
one of both tests. When compared to the wild bootstrap test, we see that ϕCvM in many cases
has the highest power (differences up to .01) whereas in some cases the approximative tests are
superior (differences up to .004). To sum up, all three tests show a comparable behaviour under
H=, The Pepe-type test ϕPepe not only keeps the prescribed level excellently, it also has the
highest power of all presented tests. However, this behaviour is dearly bought with the lack of
power in situations such as the first two simulation scenarios reflect; see Remark 1 as well as
the discussion in Section 4.
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