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Abstract
Given a unital Cn-algebra A; an injective endomorphism a : A-A preserving the unit, and a
conditional expectation E from A to the range of a we consider the crossed-product of A by a
relative to the transfer operator L ¼ a1E: When E is of index-ﬁnite type we show that there
exists a conditional expectation G from the crossed-product to A which is unique under certain
hypothesis. We deﬁne a ‘‘gauge action’’ on the crossed-product algebra in terms of a central
positive element h and study its KMS states. The main result is: if h41 and EðabÞ ¼ EðbaÞ for
all a; bAA (e.g. when A is commutative) then the KMSb states are precisely those of the form
c ¼ f3G; where f is a trace on A satisfying the identity
fðaÞ ¼ fðLðhb indðEÞaÞÞ;
where indðEÞ is the Jones-Kosaki-Watatani index of E:
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1. Introduction
In [E2] we have introduced the notion of the crossed-product of a Cn-algebra A by
a n-endomorphism a; a construction which also depends on the choice of a transfer
operator, that is a positive continuous linear map L : A-A such that LðaðaÞbÞ ¼
aLðbÞ; for all a; bAA: In the present work we treat the case in which a is a
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monomorphism (injective endomorphism) andL is given byL ¼ a13E; where E is
a conditional expectation onto the range of a:
The ﬁrst of our main results (Theorem 4.12) is the solution to a problem posed in
[E2]: we prove that the canonical mapping of A into Asa;LN is injective. The main
technique used to accomplish this is based on the celebrated ‘‘Jones basic
construction’’ [J], as adapted to the context of Cn-algebras by Watatani [W]. In
order to brieﬂy describe this technique consider, for each nAN; the conditional
expectation onto the range of an given by
En ¼ an1 ðEa1ÞyðEa1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n1 times
E:
LetKn be the C
n-basic construction [W, Deﬁnition 2.1.10], associated to En and let en
be the standard projection as in [W, Section 2.1]. We are then able to ﬁnd a
simultaneous representation of all of theKn in a ﬁxed C
n-algebra. SinceK0 ¼ A we
then have that A is also represented there and we ﬁnd that enþ1pen for all n:
Letting U be the Cn-algebra generated by the union of all theKn we construct an
endomorphism b of U which is not quite an extension of a but which satisﬁes
bðaÞ ¼ aðaÞe1 and bðenÞ ¼ enþ1:
It turns out that the range of b is a hereditary subalgebra of U and hence we may
form the crossed-product Ub N: We then prove that Asa;LN is isomorphic to
Ub N (Theorem 6.5).
Crossed-products by endomorphisms with hereditary range are much easier to
understand. In particular, it is known thatU embeds injectively inUb N and hence
we deduce that A is faithfully represented in Asa;LN as already mentioned.
Another consequence of the existence of an isomorphism between Ub N and
Asa;LN is that we get a rather concrete description of the structure of Asa;LN
and, in particular, of the ﬁxed point subalgebra for the (scalar) gauge action, namely
the action of the circle on Asa;LN given by
gzðSÞ ¼ zS and gzðaÞ ¼ a; 8aAA; 8zAS1;
where S is the standard isometry in Asa;LN: That ﬁxed-point algebra, if viewed
from the point of view of Ub N; is well known to be exactly U (see [M, 4.1]).
Given an action of the circle on a Cn-algebra there is a standard way to construct a
conditional expectation onto the ﬁxed-point algebra by averaging the action. It is
therefore easy to construct a conditional expectation from Asa;LN to U: The
existence of a conditional expectation onto A; however, is an entirely different
matter.
Our second main result (Theorem 8.9) is the construction of such a conditional
expectation under the special case in which E is of index-ﬁnite type [W, 1.2.2].
Precisely, we show that there is a (unique under certain circumstances) conditional
expectation G : Asa;LN-A such that
GðaSnSnmbÞ ¼ dnmaI1n b; 8a; bAA; 8n; mAN;
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where d is the Kronecker symbol,
In ¼ indðEÞaðindðEÞÞyan1ðindðEÞÞ;
and indðEÞ is the index of E deﬁned by Watatani [W, 1.2.2], generalizing earlier work
of Jones [J] and Kosaki [K].
Our third main result (Theorem 9.6) is related to the KMS states on Asa;LN for
the one-parameter automorphism group s of Asa;LN speciﬁed by
stðSÞ ¼ hitS and stðaÞ ¼ a; 8aAA;
where h is any self-adjoint element in the center of A such that hXcI for some real
number c41: Under the hypothesis that E is of index-ﬁnite type, and hence in the
presence of the conditional expectation G above, and also assuming that EðabÞ ¼
EðbaÞ for all a; bAA (e.g. when A is commutative), we show that all KMS states on
Asa;LN factor through G and are exactly the states c on Asa;LN given by
c ¼ f3G where f is a trace on A such that
fðaÞ ¼ fðLðhb indðEÞaÞÞ
for all aAA: We also show that there are no ground states on Asa;LN:
We conclude with a brief discussion of the case in which A is commutative and
show that the KMS states on Asa;LN are related to Ruelle’s work on statistical
mechanics [R1,R2].
A word about our notation: most of the time we will be working simultaneously
with three closely related algebras, namely the ‘‘Toeplitz extension’’TðA; a;LÞ; the
crossed-product Asa;LN; and a concretely realized algebra $UsbN: The features
of each of these algebras will most of the time be presented side by side, e.g. each one
will contain a distinguished isometry. In order to try to keep our notation simple but
easy to understand we have chosen to decorate the notation relative to the ﬁrst
algebra with a ‘‘hat’’, the one for the third with a ‘‘check’’, and no decoration at all
for Asa;LN which is, after all, the algebra that we are most interested in. For
example, the three isometries considered will be denoted Sˆ ; S; and Sˇ:
2. Crossed products
Throughout this section, and most of this work, we will let A be a unital Cn-
algebra and a : A-A be an injective n-endomorphism such that að1Þ ¼ 1: It is
conceivable that some of our results survive without the hypothesis that a be injective
but for the sake of simplicity we will stick to the injective case here.
The range of a; which will play a predominant role in what follows, will be
denoted by R and we will assume the existence of a non-degenerate1 conditional
1A conditional expectation E is said to be non-degenerate when EðanaÞ ¼ 0 implies that a ¼ 0:
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expectation
E : A-R
which will be ﬁxed throughout. As in [E2, 2.6] it follows that the composition
L :¼ a1E is a transfer operator in the sense of [E2, 2.1], meaning a positive linear
map L : A-A such that LðaðaÞbÞ ¼ aLðbÞ; for all a; bAA:
According to Deﬁnition 3.1 in [E2] the ‘‘Toeplitz extension’’ TðA; a;LÞ is the
universal unital Cn-algebra generated by a copy of A and an element Sˆ subject to the
relations:
(i) Sˆ a ¼ aðaÞSˆ ; and
(ii) Sˆ naSˆ ¼LðaÞ;
for every aAA: As proved in [E2, 3.5] the canonical map from A to TðA; a;LÞ is
injective so we may and will view A as a subalgebra of TðA; a;LÞ:
Observe that, as a consequence of the fact that a preserves the unit, we have that
1AR and hence that Lð1Þ ¼ a1ðEð1ÞÞ ¼ 1: It follows that
Sˆ nSˆ ¼ Sˆ n1Sˆ ¼Lð1Þ ¼ 1;
and hence we see that Sˆ is an isometry.
Following [E2, 3.6] a redundancy is a pair ða; kÞ of elements in TðA; a;LÞ such
that k is in the closure of ASˆ Sˆ nA; a is in A; and
abSˆ ¼ kbSˆ ; 8bAA:
Deﬁnition 2.1 (Exel [E2, 3.7]). The crossed-product of A by a relative toL; denoted
by Asa;LN; is deﬁned to be the quotient of TðA; a;LÞ by the closed two-sided
ideal generated by the set of differences a  k; for all2 redundancies ða; kÞ: We will
denote by q the canonical quotient map
q :TðA; a;LÞ-Asa;LN;
and by S the image of Sˆ under q:
2We should remark that in Deﬁnition 3.7 of [E2] one uses only the redundancies ða; kÞ such that
aAARA: But, under the present hypothesis that a preserves the unit, we have that 1AR and hence
ARA ¼ A:
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Lemma 2.2. Given n; m; j; kAN and a; b; c; dAA let x; yATðA; a;LÞ be given by
x ¼ aSˆ nSˆ nmb and y ¼ cSˆ jSˆ nkd: Then
xy ¼ aa
nðLmðbcÞÞSˆ nmþj Sˆ nkd if mpj;
aSˆ nSˆ nðmjþkÞakðLjðbcÞÞd if mXj:
(
Proof. If mpj one has
xy ¼ aSˆ nðSˆ nmbcSˆ mÞSˆ jmSˆ nkd ¼ aSˆ nLmðbcÞSˆ jmSˆ nkd
¼ aanðLmðbcÞÞSˆ nþjmSˆ nkd:
On the other hand, if mXj one has
xy ¼ aSˆ nSˆ nðmjÞðSˆ njbcSˆ jÞSˆ nkd ¼ aSˆ nSˆ nðmjÞLjðbcÞSˆ nkd
¼ aSˆ nSˆ nðmjþkÞakðLjðbcÞÞd: &
As a consequence we have:
Proposition 2.3. TðA; a;LÞ is the closed linear span of the set
X ¼ faSˆ nSˆ nmb : a; bAA; n; mANg:
Proof. By (2.2) we see that the linear span of X is an algebra. Since it is also self-
adjoint and contains A,fSˆ g the result follows. &
There are many results for TðA; a;LÞ which yield similar results for Asa;LN
simply by passage to the quotient, such as (2.2) and (2.3). Most often we will not
bother to point these out unless it is relevant to our purposes that we do so.
3. Gauge action
In this section we will describe certain one-parameter automorphism groups of
TðA; a;LÞ and Asa;LN relative to which we will later study KMS states.
Proposition 3.1. Given a unitary element u in ZðAÞ (the center of A) there exists a
unique automorphism #su of TðA; a;LÞ such that
#suðSˆ Þ ¼ uSˆ and #suðaÞ ¼ a; 8aAA:
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Moreover #suðKerðqÞÞ ¼ KerðqÞ and hence #su drops to the quotient providing an
automorphism su of Asa;LN such that
suðSÞ ¼ qðuÞS and suðqðaÞÞ ¼ qðaÞ; 8aAA:
If v is another unitary element in ZðAÞ then #su #sv ¼ #suv:
Proof. Let Su ¼ uSˆ and observe that for every a in A one has
Sua ¼ uSˆ a ¼ uaðaÞSˆ ¼ aðaÞuSˆ ¼ aðaÞSu
and
Snu aSu ¼ Sˆ nunauSˆ ¼ Sˆ naSˆ ¼LðaÞ:
From the universal property of TðA; a;LÞ it follows that there exists a unique n-
homomorphism #su :TðA; a;LÞ-TðA; a;LÞ such that #suðaÞ ¼ a; for all aAA; and
#suðSˆ Þ ¼ Su: Given v as above notice that
#su #svðSˆ Þ ¼ #suðvSˆ Þ ¼ #suðvÞ #suðSˆ Þ ¼ vuSˆ ¼ uvSˆ ¼ #suvðSˆ Þ;
and that #su #svðaÞ ¼ a; for all aAA: Thus #su #sv ¼ #suv: It follows that #su1 is the inverse
of #su and hence #su is an automorphism.
Let ða; kÞ be a redundancy. Then
#suðkÞA #suðASˆ Sˆ nAÞ ¼ AuSˆ Sˆ nunA ¼ ASˆ Sˆ nA:
For every b in A we have
#suðkÞbSˆ ¼ #suðkÞbu1uSˆ ¼ #suðkbu1Sˆ Þ ¼ #suðabu1Sˆ Þ ¼ abSˆ ;
so ða; #suðkÞÞ is also a redundancy and it follows that #suða  kÞAKerðqÞ and hence
that #suðKerðqÞÞDKerðqÞ: Since the same holds for #su1 we have that
KerðqÞD #suðKerðqÞÞ: &
Let hAZðAÞ be a self-adjoint element such that hXcI for some real number c40:
For every tAR we have that hit is a unitary in ZðAÞ and hence deﬁnes an
automorphism #shit by (3.1) which we will denote by #sht : Again by (3.1) we have that
#sht #s
h
s ¼ #shtþs so that #sh is a one-parameter automorphism group ofTðA; a;LÞ which
is clearly strongly continuous.
Deﬁnition 3.2. Both the action #sh deﬁned above and the action sh of R on Asa;LN
obtained by passing #sh to the quotient will be called the gauge action associated to h:
When h is taken to be Neper’s number e we have that #sht ðSˆ Þ ¼ eitSˆ ; so the gauge
action is periodic with period 2p and hence deﬁnes an action #g of the unit circle on
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TðA; a;LÞ such that
#gzðSˆ Þ ¼ zSˆ ; and #gzðaÞ ¼ a; 8aAA; 8zAS1:
Deﬁnition 3.3. Both the action #g deﬁned above and the action g of the circle group on
Asa;LN obtained by passing #g to the quotient will be called the scalar gauge action.
We will later be interested in the ﬁxed point algebra for the scalar gauge action so
the following result will be useful:
Proposition 3.4. Let B be a Cn-algebra with a strongly continuous action g of the circle
group. Suppose that B is the closed linear span of a set fxi: iAIg such that for every
iAI there exists niAZ such that gzðxiÞ ¼ zni xi for all zAC: Then the fixed point algebra
for g is the closed linear span of fxi : ni ¼ 0g:
Proof. It is well known that the map P : B-B given by
PðaÞ ¼
Z
S1
gzðaÞ dz
is a conditional expectation onto the ﬁxed point algebra for g: By direct computation
it is easy to see that PðxiÞ ¼ 0 when nia0 and PðxiÞ ¼ xi when ni ¼ 0:
Given a ﬁxed point b and e40 let fligi be a family of scalars with ﬁnitely many
non-zero elements such that jjb PiAI lixijjoe: It follows that
b 
X
iAI
ni¼0
lixi
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Therefore bAspanfxi : ni ¼ 0g: &
Corollary 3.5. The fixed point subalgebra of TðA; a;LÞ (resp. Asa;LN) for the
scalar gauge action #g (resp. g) is the closed linear span of the set of elements aSˆ nSˆ nnb
(resp. aSnSnnb) for all a; bAA and nAN:
4. Conditional expectations and Hilbert modules
In this section we will describe certain conditional expectations and certain Hilbert
modules which will be used in later sections. For every nAN we shall let Rn denote
the range of an: Therefore R0 ¼ A; R1 ¼ R; and the Rn form a descending chain of
closed n-subalgebras of A
A ¼ R0+R1+R2+? :
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Clearly each Rn is isomorphic to A under an: For each nAN consider the map
En :Rn-Rnþ1
given by En ¼ anEan: It is elementary to verify that each En is a non-degenerate
conditional expectation. Likewise, for each nAN; the composition
A!E0 R1!E1 R2!E2? !En1 Rn
is a non-degenerate conditional expectation onto Rn; which we denote by En: By
default we let E0 be the identity map on A and it is clear that E1 ¼ E0 ¼ E:
For future use it is convenient to record the following elementary facts:
Proposition 4.1. For every nAN one has that
(i) Enþ1 ¼ EnEn ¼ aEna1E;
(ii) Enþ1En ¼ EnEnþ1 ¼ Enþ1:
We now need to use a simple construction from the theory of Hilbert modules: let
B be any Cn-algebra and let CDB be a sub-Cn-algebra. Also let E : B-C be a non-
degenerate conditional expectation. Given a right Hilbert B-module M (with inner-
product /; S) one gets a C-valued inner-product on M deﬁning
/x; ySC ¼ Eð/x; ySÞ; 8x; yAM:
We shall denote the Hilbert C-module obtained by completing M under the norm
jjxjjC ¼ jj/x; xSC jj1=2 by MC :
We plan to apply this construction in order to obtain a sequence fMngnAN; where
each Mn is a Hilbert Rn-module as follows: let M0 ¼ A viewed as a right Hilbert A-
module under the obvious right module structure and inner-product given by
/a; bS ¼ anb; for all a and b in A:
Once Mn is constructed let Mnþ1 be the Rnþ1-module obtained by applying the
procedure described above to Mn and the conditional expectation En: For simplicity
we let /; Sn denote the inner-product on Mn and by jj  jjn the associated norm. By
construction we have that
A ¼ M0DM1DM2D?;
where the inclusion maps are continuous and each Mn is a dense subset of Mnþ1
(with respect to jj  jjnþ1). It follows that A is dense in each Mn and it is convenient to
observe that
/a; bSn ¼ En1?E1E0ðanbÞ ¼ EnðanbÞ; 8a; bAA:
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Proposition 4.2. For every nAN there exists an isometric complex-linear map
$an :Mn-Mnþ1 such that $anðaÞ ¼ aðaÞ for all aAA:
Proof. Given aAA we have
/aðaÞ; aðaÞSnþ1 ¼Enþ1ðaðanaÞÞ ¼ aEna1EðaðanaÞÞ
¼ aEnðanaÞ ¼ að/a; aSnÞ:
This implies that jjaðaÞjjnþ1 ¼ jjajjn from where the conclusion easily follows. &
Proposition 4.3. For every nAN there exists a contractive complex-linear map
$Ln :Mnþ1-Mn such that $LnðaÞ ¼LðaÞ for all aAA:
Proof. Using the well-known fact that EðanÞEðaÞpEðanaÞ (plug x :¼ a  EðaÞ in
‘‘EðxnxÞX0’’ in order to prove it) we have that
/LðaÞ;LðaÞSn ¼Enða1ðEðaÞnEðaÞÞÞpEna1EðanaÞ
¼ a1aEna1EðanaÞ ¼ a1Enþ1ðanaÞ
¼ a1ð/a; aSnþ1Þ:
We then have that jjLðaÞjjnpjjajjnþ1 from where one easily deduces the existence
of $Ln: &
From now on we will denote by LðMnÞ the Cn-algebra of all adjointable operators
on Mn:
Proposition 4.4. For every nAN there exists a self-adjoint idempotent eˇnALðMnÞ such
that eˇnðaÞ ¼ EnðaÞ for all aAA:
Proof. For aAA we have
/EnðaÞ;EnðaÞSn ¼EnðEnðanÞEnðaÞÞ
¼EnðanÞEnðaÞpEnðanaÞ ¼ /a; aSn:
Therefore jjEnðaÞjjnpjjajjn and hence the correspondence a/EnðaÞ extends to a
bounded linear map eˇn : Mn-Mn: For a; bAA we have that
/eˇnðaÞ; bSn ¼ EnðEnðaÞnbÞ ¼ EnðanÞEnðbÞ ¼ EnðanEnðbÞÞ ¼ /a; eˇnðbÞSn:
By continuity it follows that /eˇnðxÞ; ZS ¼ /x; eˇnðZÞS for all x; ZAMn so that eˇn is in
fact an adjointable operator on Mn: The remaining assertions are now easy to
prove. &
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It should be remarked that eˇn is precisely the projection introduced in [W, Section
2.1] relative to the conditional expectation En: Therefore AeˇnA is the associated
reduced Cn-basic construction [W, Deﬁnition 2.1.2]. We will soon have more to say
about this.
Proposition 4.5. For every nAN
(i) $Ln $an is the identity on Mn;
(ii) /$anðxÞ; ZSnþ1 ¼ að/x; $LnðZÞSnÞ; for all xAMn and ZAMnþ1; and
(iii) $aneˇn $Ln ¼ eˇnþ1:
Proof. With respect to (i) we have for all aAA that
$Ln $anðaÞ ¼LaðaÞ ¼ a1EaðaÞ ¼ a;
so the conclusion follows by continuity. As for (ii) one has for all a; bAA that
/aðaÞ; bSnþ1 ¼Enþ1ðaðanÞbÞ ¼ aEna1EðaðanÞbÞ ¼ aEna1ðaðanÞEðbÞÞ
¼ aEnðanLðbÞÞ ¼ að/a;LðbÞSnÞ:
Speaking of (iii), ﬁx aAA and notice that
$aneˇn $LnðaÞ ¼ aEnLðaÞ ¼ aEna1EðaÞ ¼ Enþ1ðaÞ ¼ eˇnþ1ðaÞ: &
Proposition 4.6. For each nAN the map
bn : TALðMnÞ/$anT $LnALðMnþ1Þ
is a well-defined n-monomorphism of Cn-algebras.
Proof. For each TALðMnÞ it is clear that $anT $Ln is a bounded complex-linear map
on Mn: Given x; ZAMnþ1 notice that
/bnðTÞx; ZSnþ1 ¼/$anT $LnðxÞ; ZSnþ1 ¼ að/T $LnðxÞ; $LnðZÞSnÞ
¼ að/ $LnðxÞ; Tn $LnðZÞSnÞ ¼ /x; $anTn $LnðZÞSnþ1
¼/x; bnðTnÞZSnþ1:
This proves that bnðTÞ is an adjointable operator on Mnþ1 with bnðTÞn ¼ bnðTnÞ: So
bn is a well-deﬁned linear map from LðMnÞ to LðMnþ1Þ which moreover respects the
involution. Given T ; SALðMnÞ we have that
bnðTÞbnðSÞ ¼ $anT $Ln $anS $Ln ¼ $anTS $Ln ¼ bnðTSÞ;
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proving that b is a n-homomorphism. Suppose that TALðMnÞ is such that bnðTÞ ¼ 0:
Then
0 ¼ $LnbnðTÞ$an ¼ $Ln $anT $Ln $an ¼ T :
Therefore bn is injective. &
We now need another result from the theory of Hilbert modules.
Lemma 4.7. Under the assumption that E : B-C is a non-degenerate conditional
expectation, and M is a right Hilbert B–module, there exists an injective n-
homomorphism
F : LBðMÞ-LCðMCÞ;
such that FðTÞðxÞ ¼ TðxÞ; for all TALBðMÞ; and all xAM:
Proof. Let TALBðMÞ: Since TnTpjjT jj2 one has for all xAM that
/TðxÞ; TðxÞS ¼ /TnTðxÞ; xSpjjT jj2/x; xS:
Applying E to the above inequality yields
/TðxÞ; TðxÞSCpjjT jj2/x; xSC ;
and hence we conclude that jjTðxÞjjCpjjT jj jjxjjC ; so that T is bounded with respect
to jj  jjC and hence extends to a bounded linear map FðTÞ on MC : We leave it for the
reader to verify that FðTÞ indeed belongs to LCðMCÞ and that the correspondence
T/FðTÞ is a n-homomorphism.
Given that FðTÞ is an extension of T it is clear that FðTÞa0 when Ta0; so that F
is injective. &
Applying the above result to the present situation we obtain an inductive sequence
of Cn-algebras
A ¼ LðM0Þ!F0 LðM1Þ!F1? !Fn1 LðMnÞ!Fn ? :
We temporarily denote the inductive limit of this sequence (in the category of Cn-
algebras) by B:
Deﬁnition 4.8. We will denote by $U the sub-Cn-algebra of B generated by
A,feˇn: nANg:
The following provides some useful information on the algebraic structure of $U
(see also [J,W]):
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Proposition 4.9. For every nAN one has
(i) eˇnþ1peˇn;
(ii) eˇnaeˇn ¼ EnðaÞeˇn ¼ eˇnEnðaÞ;
(iii) the linear span of the set fa eˇnb: nAN; a; bAAg is dense in $U:
Proof. In order to prove (i) we need to verify that eˇnþ1eˇn ¼ eˇnþ1 or, more
precisely, that eˇnþ1FnðeˇnÞ ¼ eˇnþ1 as operators on Mnþ1: Given any aAADMnþ1
we have
eˇnþ1FnðeˇnÞðaÞ ¼ eˇnþ1eˇnðaÞ ¼ Enþ1EnðaÞ ¼ Enþ1ðaÞ ¼ eˇnþ1ðaÞ:
For all bAADMn we have
eˇnaeˇnðbÞ ¼ EnðaEnðbÞÞ ¼ EnðaÞEnðbÞ ¼ EnðaÞeˇnðbÞ:
This proves that eˇnaeˇn ¼ EnðaÞeˇn: Taking adjoints it follows that eˇnaeˇn ¼ eˇnEnðaÞ
also. Now let $U0 be the linear span of the set described in (iii). We claim that it is a
n-
subalgebra of $U: Clearly $U0 is self-adjoint so we are left with the task of checking it
to be closed under multiplication. In order to see it let a; b; c; dAA; and n; mAN: We
then have
ðaeˇnbÞðceˇmdÞ ¼ aðeˇnbceˇnÞeˇmd ¼?;
where we are assuming, without loss of generality, that mXn and hence that eˇmpeˇn
by (i). Using (ii) we conclude that the above equals
? ¼ aEnðbcÞeˇneˇmd ¼ aEnðbcÞeˇmd;
which is seen to belong to $U0: This proves our claim. It is evident that AD $U0
(because eˇ0 ¼ 1), and that eˇnA $U0 for all n: Since $U is generated by A,feˇn: nANg it
follows that $U0 is dense in $U: &
Recalling the maps bn constructed in (4.6) we have:
Proposition 4.10. For each nAN the diagram
LðMnÞ !Fn LðMnþ1Þ
bnk kbnþ1
LðMnþ1Þ !Fnþ1 LðMnþ2Þ
commutes and hence there exists a unique injective n-endomorphism
b :B-B
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of the inductive limit Cn-algebra B; which coincides with bn on each LðMnÞ: Moreover
(i) bðeˇnÞ ¼ eˇnþ1; for all nAN;
(ii) bðaÞ ¼ aðaÞeˇ1 ¼ eˇ1aðaÞ; for all aAA;
(iii) $U is invariant under b; and
(iv) bð $UÞ ¼ eˇ1 $Ueˇ1:
Proof. Given TALðMnÞ we have for all aAA that
Fnþ1ðbnðTÞÞa ¼ bnðTÞa ¼ $anT $LnðaÞ ¼ $anTLðaÞ:
On the other hand,
bnþ1ðFnðTÞÞa ¼ $anþ1FnðTÞ $Lnþ1ðaÞ ¼ $anþ1FnðTÞLðaÞ ¼ $anþ1TLðaÞ:
By checking ﬁrst on the dense set ADMn it is easy to see that the following diagram
commutes
Mn !$an Mnþ1
k k
Mnþ1 !$anþ1 Mnþ2
where the vertical arrows are the standard embeddings. In other words $anðxÞ ¼
$anþ1ðxÞ for all xAMn: If we now plug x :¼ TLðaÞ in this identity we conclude that
Fnþ1ðbnðTÞÞ ¼ bnþ1ðFnðTÞÞ as desired. Considering (i) we have
bðeˇnÞ ¼ bnðeˇnÞ ¼ $aneˇn $Ln ¼ eˇnþ1;
by 4.5(iii). Given aAA ¼ LðM0Þ; and bAADM1; we have
bðaÞðbÞ ¼ b0ðaÞðbÞ ¼ $a0a $L0ðbÞ ¼ aðaLðbÞÞ
¼ aðaÞaðLðbÞÞ ¼ aðaÞEðbÞ ¼ aðaÞeˇ1ðbÞ;
so we see that bðaÞ ¼ aðaÞeˇ1: Taking adjoints we also have that bðaÞ ¼ eˇ1aðaÞ; hence
proving (ii). It is clear that (iii) follows from (i) and (ii). In order to prove (iv) observe
that by (ii) we have bð1Þ ¼ eˇ1 so it must be that bð $UÞDeˇ1 $Ueˇ1:
To prove the reverse inclusion it sufﬁces, by 4.9(iii), to show that for all
a; bAA and nAN one has that eˇ1ðaeˇnbÞeˇ1Abð $UÞ: Assuming initially that nX1 notice
that
eˇ1ðaeˇnbÞeˇ1 ¼ðeˇ1aeˇ1Þeˇnðeˇ1beˇ1Þ ¼ EðaÞeˇ1eˇneˇ1EðbÞ
¼ aðLðaÞÞeˇ1eˇneˇ1aðLðbÞÞ ¼ bðLðaÞeˇn1LðbÞÞ:
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On the other hand if n ¼ 0 we have
eˇ1ðabÞeˇ1 ¼ EðabÞeˇ1 ¼ aðLðabÞÞeˇ1 ¼ bðLðabÞÞ: &
Recall ([C], [S], [M], [E2, 4.4 and 4.7]) that, since bð $UÞ is a hereditary subalgebra of
$U by 4.10(iv), the crossed product $UsbN is the universal unital Cn-algebra
generated by a copy of $U and an isometry Sˇ subject to the relation that
SˇxSˇn ¼ bðxÞ; 8xA $U:
It is well known that $U embeds injectively in $UsbN (see the remark after
Deﬁnition 4.4 in [E2], [S, Section 2] or [M, Section 2]) so we will view $U
as a subalgebra of $UsbN: Since A is a subalgebra of $U we also have that
AD $UsbN:
Proposition 4.11. There exists a n-homomorphism f : Asa;LN- $UsbN such that
fðSÞ ¼ Sˇ; and fðqðaÞÞ ¼ a; for all aAA; where q is the canonical quotient map from
TðA; a;LÞ to Asa;LN:
Proof. It will be useful to keep in mind that eˇ1 ¼ bð1Þ ¼ SˇSˇn; and hence that eˇ1Sˇ ¼
Sˇ: Considering the natural inclusion of A in $U notice that for all aAA one has
Sˇa ¼ SˇaSˇnSˇ ¼ bðaÞSˇ ¼ aðaÞeˇ1Sˇ ¼ aðaÞSˇ:
Also
SˇnaSˇ ¼ Sˇneˇ1aeˇ1Sˇ ¼ SˇnEðaÞeˇ1Sˇ ¼ SˇnEðaÞSˇ ¼ SˇnaðLðaÞÞSˇ ¼ SˇnSˇLðaÞ ¼LðaÞ:
It follows from the universal property of TðA; a;LÞ that there exists a n-
homomorphism f :TðA; a;LÞ- $UsbN which is the identity on A and such that
fðSˆ Þ ¼ Sˇ:
Now let ða; kÞ be a redundancy inTðA; a;LÞ: We claim that a ¼ fðkÞ: In order to
see this note that since kAASˆ Sˆ nA one has that fðkÞAASˇSˇnA ¼ Aeˇ1A:
For all bAA it is assumed that abSˆ ¼ kbSˆ so that abSˆ Sˆ n ¼ kbSˆ Sˆ n and hence
abeˇ1 ¼ fðkÞbeˇ1: Observe that all terms occurring in this last identity lie in the algebra
generated by A and eˇ1; which consists of operators on the Hilbert module M1: In
particular, considering 1 as an element of M1 we have that
ab ¼ abeˇ1ð1Þ ¼ fðkÞbeˇ1ð1Þ ¼ fðkÞb:
If follows that a and fðkÞ coincide on A; which is a dense subspace of M1; and hence
that a ¼ fðkÞ as claimed. Therefore f vanishes on the ideal generated by the
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differences a  k for all redundancies ða; kÞ and hence factors through the quotient
yielding the desired map. &
We may now answer a question raised in [E2]:
Theorem 4.12. Let a be an injective endomorphism of a unital Cn-algebra A with
að1Þ ¼ 1 and let L be a transfer operator of the form L ¼ a13E; where E is a non-
degenerate conditional expectation from A to the range of a: Then the natural map
from A to Asa;LN is injective.
Proof. Given that fðqðaÞÞ ¼ a; we see that q is injective when restricted to A: &
From now on we are therefore allowed to identify A and its image qðAÞ within
Asa;LN:
5. Consequences of Watatani’s work
Our next main goal will be to prove that the map f of (4.11) is in fact an
isomorphism. But before we are able to attack this question we need to do some
more work. We begin by introducing some notation. Recalling that Sˆ is the standard
isometry in TðA; a;LÞ we will let
eˆ n ¼ Sˆ nSˆ nn;
and #Kn be the closed linear span of Aeˆ nA; so that each #Kn is a sub-C
n-algebra of
TðA; a;LÞ; as well as an A-bimodule. Some elementary properties of the eˆ n and the
#Kn are recorded in the next:
Proposition 5.1. For all n; mAN with npm one has that
(i) eˆ mpeˆ n;
(ii) #Kn #Km ¼ #Km #Kn ¼ #Km;
(iii) eˆ naeˆ n ¼ EnðaÞeˆ n ¼ eˆ nEnðaÞ; for all aAA;
(iv) Sˆ n #Knþ1SˆD #Kn; and
(v) Sˆ #KnD #Knþ1Sˆ :
Proof. The ﬁrst point is trivial and hence we omit it. Regarding (iii) we have by
induction that
eˆ nþ1aeˆ nþ1 ¼ Sˆ eˆ nSˆ naSˆ eˆ nSˆ n ¼ Sˆ eˆ nLðaÞeˆ nSˆ n ¼ SˆEnðLðaÞÞeˆ nSˆ n
¼ aEnLðaÞeˆ nþ1 ¼ aEna1EðaÞeˆ nþ1 ¼ Enþ1ðaÞeˆ nþ1:
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This proves that eˆ naeˆ n ¼ EnðaÞeˆ n and hence also that eˆ naeˆ n ¼ eˆ nEnðaÞ by taking
adjoints. Speaking of (ii) notice that
ðAeˆ nAÞðAeˆ mAÞ ¼ Aðeˆ nAeˆ nÞeˆ mADAEnðAÞeˆ neˆ mA ¼ AEnðAÞeˆ mAD #Km;
proving that #Kn #KmD #Km so that #Kn #KmD #Km: In order to prove the reverse
inclusion notice that for all a; bAA one has
aeˆ mb ¼ ðaeˆ n1Þð1eˆ mbÞA #Kn #Km:
The equality #Km #Kn ¼ #Km follows by taking adjoints. Turning now to the proof of
(iv) we have for all a; bAA that
Sˆ naeˆ nþ1bSˆ ¼ Sˆ naSˆ eˆ nSˆ nbSˆ ¼LðaÞeˆ nLðbÞA #Kn:
As for (v) notice that
Sˆ aeˆ nb ¼ aðaÞSˆ eˆ nSˆ nSˆ b ¼ aðaÞeˆ nþ1aðbÞSˆA #Knþ1Sˆ : &
It is now convenient to have in mind the sequence of n-homomorphisms
TðA; a;LÞ!q Asa;LN!f $UsbN:
Lemma 5.2. For each nAN let Kn ¼ qð #KnÞ; $Kn ¼ fðKnÞ; and en ¼ qðeˆ nÞ:
Then
(i) fðenÞ ¼ eˇn;
(ii) Kn ¼ AenA; and
(iii) $Kn ¼ AeˇnA:
Proof. To prove (i) notice that
fðenÞ ¼ fðqðeˆ nÞÞ ¼ fðqðSˆ nSˆ nnÞÞ ¼ SˇnSˇnn ¼ bnð1Þ ¼ eˇn:
As for (ii)Kn ¼ qðAeˆ nAÞ ¼ AenA: Finally $Kn ¼ fðKnÞ ¼ fðAenAÞ ¼ AeˇnA: &
Observe that by 5.2(iii) $Kn is precisely the reduced C
n-basic construction [W, 2.1.2]
relative to the conditional expectation En : A-Rn:
In trying to prove that the map f of (4.11) is injective a crucial step will be taken
by the following important consequence of [W].
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Proposition 5.3. The following n-homomorphisms are in fact n-isomorphisms:
(i) q : #Kn-Kn;
(ii) f :Kn- $Kn;
(iii) f3q : #Kn- $Kn:
Proof. By Watatani [W, 2.2.9] we have that $Kn is canonically isomorphic to the
unreduced Cn-basic construction relative to En and thus possesses the universal
property described in [W, 2.2.7].
Supposing thatTðA; a;LÞ is faithfully represented on a Hilbert spaceH observe
that by 5.1(iii) the triple ðidA; eˆ n;HÞ is a covariant representation of the conditional
expectation En; according to Deﬁnition 2.2.6 in [W]. It follows that there exists a
n-
representation r of $Kn on H such that rðaeˇnbÞ ¼ aeˆ nb; for all a; bAA: Since f3q
maps aeˆ nb to aeˇnb we see that f3q and r are each others inverse, hence proving (iii).
This implies that q is injective on #Kn and since q is obviously also surjective (i) is
proven. Clearly (ii) follows from (i) and (iii). &
The following elementary properties should also be noted:
Proposition 5.4. Let n; mAN with npm: Then
(i) KnKm ¼KmKn ¼Km;
(ii) $Kn $Km ¼ $Km $Kn ¼ $Km;
(iii) Denote by cn : Xn-Yn any one of the isomorphisms in 5.3(i)–(iii). Then for every
xnAXn and xmAXm one has that cmðxnxmÞ ¼ cnðxnÞcmðxmÞ and cmðxmxnÞ ¼
cmðxmÞcnðxnÞ:
Taking n ¼ 0 in 5.4(iii), in which case #Kn ¼Kn ¼ $Kn ¼ A; we see that all of the
isomorphisms in 5.3(i)–(iii) are also A-bimodule maps.
6. Higher order redundancies
We now wish to study a generalization of the notion of redundancy. For this we
need the following fact for which we have found no reference in the literature.
Lemma 6.1. Let B and J be closed n-subalgebras of some Cn-algebra C such that
JB ¼ J: If xAJ and xBDB then xAB:
Proof. Viewing J as a right Banach B-module we have by the Cohen-Hewitt
factorization theorem [HR, 32.22] that x ¼ ya for some yAJ and aAB: Choosing an
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approximate unit fuigi for B we have that
x ¼ ya ¼ lim
i-N
yaui ¼ lim
i-N
xuiAxBDB: &
Deﬁnition 6.2. Let nX1 be an integer. A redundancy of order n; or an n–redundancy,
is a ﬁnite sequence ða0; a1;y; anÞA
Qn
i¼0 #Ki such that
Pn
i¼0 aix ¼ 0; for all xA #Kn:
Up to a minus sign the above notion generalizes the notion of redundancy
introduced in [E2]. In fact, it is easy to see that the pair ða; kÞ is a redundancy
according to [E2] if and only if ða;kÞ is a 1–redundancy.
We now come to a main technical result:
Proposition 6.3. Let nX1 and let ða0; a1;y; anÞ be a redundancy of order n: ThenPn
i¼0 qðaiÞ ¼ 0:
Proof. We proceed by induction observing that the case n ¼ 1 follows easily from
the observation already made that 1–redundancies are simply redundancies. So let
n41 and let ða0; a1;y; anÞ be an n–redundancy. Given b in A let a0i ¼ Sˆ nbnaibSˆ for
all i ¼ 0; 1;y; n and observe that by 5.1(v) one has that
Xn
i¼0
a0i
 !
#Kn1 ¼ Sˆ nbn
Xn
i¼0
ai
 !
bSˆ #Kn1DSˆ nbn
Xn
i¼0
ai
 !
b #KnSˆ ¼ f0g:
Since a00 ¼Lðbna0bÞAA; and a0iA #Ki1 for iX1; by 5.1(iv), we have that ða00 þ
a01; a
0
2;y; a
0
nÞ is a redundancy of order n  1: So
Pn
i¼0 qða0iÞ ¼ 0 by induction.
Equivalently
Pn
i¼0 a
0
iAKerðqÞ: Assume ﬁrst that
Pn
i¼0 ai is positive. We then have
that
KerðqÞ{
Xn
i¼0
a0i ¼ Sˆ nbn
Xn
i¼0
ai
 !
bSˆ ¼ Sˆ nbn
Xn
i¼0
ai
 !1=2 Xn
i¼0
ai
 !1=2
bSˆ :
It follows that ðPni¼0 aiÞ1=2bSˆAKerðqÞ and hence also ðPni¼0 aiÞbSˆAKerðqÞ:
Multiplying this on the right by Sˆ n2ðSˆ nÞn1c; for cAA; we see that
Xn
i¼0
ai
 !
beˆ n1cAKerðqÞ; 8b; cAA;
and hence that ðPni¼0 aiÞ #Kn1DKerðqÞ: For all yAqð #Kn1Þ ¼Kn1 it follows that
qðanÞy ¼ 
Xn1
i¼0
qðaiÞy; ð6:4Þ
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from where we deduce that qðanÞKn1DKn1: By (6.1) with B ¼Kn1 and J ¼Kn
we have that qðanÞAKn1 and hence there exists bnA #Kn1 such that qðbnÞ ¼ qðanÞ:
Observe that for every xA #Kn1 we then have
q
Xn1
i¼0
aix þ bnx
 !
¼
Xn1
i¼0
qðaiÞqðxÞ þ qðanÞqðxÞ ¼ 0;
by (6.4). Observing that the term within the big parenthesis above lies in #Kn1; we
have by 5.3(i) that
Xn1
i¼0
aix þ bnx ¼ 0; 8xA #Kn1;
and hence ða0; a1;y; an2; an1 þ bnÞ is a redundancy of order n  1: Once again by
the induction hypothesis it follows that
0 ¼
Xn1
i¼0
qðaiÞ þ qðbnÞ ¼
Xn
i¼0
qðaiÞ:
Without assuming that
Pn
i¼0 ai be positive one can expand the expression
ðPni¼0 aiÞnðPni¼0 aiÞ and rearrange its terms in order to form a redundancy
ðb0; b1;y; bnÞ such that
Xn
i¼0
bi ¼
Xn
i¼0
ai
 !n Xn
i¼0
ai
 !
and the conclusion will follow easily. &
Theorem 6.5. The map f : Asa;LN- $UsbN of (4.11) is an isomorphism.
Proof. We begin by proving that f is surjective. Since f is the identity on A and
since fðSnSnnÞ ¼ Sˇn1Sˇnn ¼ bnð1Þ ¼ eˇn we have that $U; which is generated by
A,feˇn: nANg; is contained in the range of f: On the other hand, fðSÞ ¼ Sˇ and
$UsbN is generated by $U,fSˇg: So we see that f is indeed surjective.
Using the universal property of $UsbN it is easy to see that there exists a circle
action $g on $UsbN such that
$gzðSˇÞ ¼ zSˇ and $gzðf Þ ¼ f ; 8fA $U; 8zAS1:
Since f is clearly covariant with respect to g and $g; if we prove that f is injective
on the ﬁxed point subalgebra for g; which we denote by F ; then by [E1, 2.9] we
would have proven that f is injective. Recall from (3.5) that F ¼
spanfaSnSnnb: a; bAA; nANg: If we further observe that SnSnn ¼ qðSˆ nSˆ nnÞ ¼
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qðeˆ nÞ ¼ en we see that
F ¼
X
nAN
Kn:
In order to prove that f is injective it is thus enough to show it to be injective, and
hence isometric, on each subalgebra of the form
Fn ¼
X
0pipn
Ki;
for nAN: Applying [P, 1.5.8] repeatedly it is easy to see that
P
0pipn Ki is closed so
that, in fact, Fn ¼
P
0pipn Ki:
Let aAFn be such that fðaÞ ¼ 0 and write a ¼
Pn
i¼0 ai; with aiAKi: For every
i ¼ 0;y; n choose biA #Ki with qðbiÞ ¼ ai (such bi exists and is unique by (5.3.i)). We
now claim that ðb0; b1;y; bnÞ is a redundancy of order n: In fact, for every xA #Kn
one has that
f3q
Xn
i¼0
bix
 !
¼ f
Xn
i¼0
ai
 !
fðqðxÞÞ ¼ fðaÞfðqðxÞÞ ¼ 0:
By 5.3(iii) we have that
Pn
i¼0 bix ¼ 0 hence proving our claim. Employing (6.3) we
then conclude that a ¼Pni¼0 qðbiÞ ¼ 0: &
7. A bit of cohomology
We will set this section aside to list certain elementary deﬁnitions and facts about
an ingredient of cohomological ﬂavor which will be recurrent in our development.
Deﬁnition 7.1. Given aAA and nAN we will let
a½n :¼ a aðaÞ?an1ðaÞ
with the convention that a½0 ¼ 1:
It is elementary to prove that:
Proposition 7.2. For all aAA and n; mAN one has that a½nþm ¼ a½nanða½mÞ;
AlthoughZðAÞ is not necessarily invariant by a observe that given a; bAZðAÞ and
n; mAN one has that anðaÞ and amðbÞ commute. In fact, supposing without loss of
generality that npm; observe that
anðaÞamðbÞ ¼ anðaamnðbÞÞ ¼ anðamnðbÞaÞ ¼ amðbÞanðaÞ:
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This shows that, when aAZðAÞ; the order of the factors in the deﬁnition of a½n
above is irrelevant. It is also easy to conclude that:
Proposition 7.3. For all a; bAZðAÞ and nAN one has that
(i) a½nb½n ¼ ðabÞ½n;
(ii) if a is invertible then ða½nÞ1 ¼ ða1Þ½n;
(iii) if a is a self-adjoint and 0papc; where cAR; then 0pa½npcn:
Deﬁnition 7.4. From now on we will denote by CAðRnÞ the commutant of Rn in A;
that is, the set of elements in A which commute with Rn:
Since the Rn are decreasing it is clear that the CAðRnÞ are increasing. Moreover, if
aAZðAÞ it is clear that akðaÞAZðRkÞDCAðRkÞ: From this one immediately has:
Proposition 7.5. For all aAZðAÞ and nX1 one has that a½nACAðRn1Þ:
In connection with our transfer operator L we will later need the following fact:
Proposition 7.6. For every invertible element lAZðAÞ; aAA; and n; m; pAN one has
(i) l½mþpamLnðl½nþpaÞ ¼ l½mamLnðl½naÞ;
(ii) amLnðal½nþpÞl½mþp ¼ amLnðal½nÞl½m;
where by l½m we mean ðl1Þ½m:
Proof. Observing that for all x; yAA we have
amLnðanðxÞyÞ ¼ amðxLnðyÞÞ ¼ amðxÞamLnðyÞ;
and using (7.2) to compute l½mþp and l½nþp we have
l½mþpamLnðl½nþpaÞ ¼ l½mamðl½pÞamLnðl½nanðl½pÞaÞ
¼ l½mamLnðl½naÞ:
This proves (i) and the proof of (ii) is similar. &
8. Finite index automorphisms
Given a Cn-algebra B and a closed n-subalgebra C recall from [W, 1.2.2 and 2.1.6]
that a conditional expectation E : B-C is said to be of index-finite type if there exists
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a quasi-basis for E; i.e. a ﬁnite sequence fu1;y; umgDB such that
a ¼
Xm
i¼1
uiEðuni aÞ; 8aAB:
In this case one deﬁnes the index of E by
indðEÞ ¼
Xm
i¼1
uiu
n
i :
It is well known that indðEÞ does not depend on the choice of the ui’s, that it belongs
to the center of B [W, 1.2.8] and is invertible [W, 2.3.1].
Deﬁnition 8.1. We shall say that a pair ða; EÞ is a finite index endomorphism of the
Cn-algebra A if a is a n-endomorphism of A and E is a conditional expectation of
index-ﬁnite type from A to the range of a:
Throughout this section we will ﬁx a ﬁnite index endomorphism ða; EÞ and a
quasi-basis fu1;y; umg for E: As before we will letL be the transfer operator given
by L ¼ a13E:
Proposition 8.2. For every nAN one has that eˇn ¼
Pm
i¼1 a
nðuiÞeˇnþ1anðuni Þ:
Proof. Observe that for all aAADM1 one has that
Xm
i¼1
uieˇ1u
n
i ðaÞ ¼
Xm
i¼1
uiEðuni aÞ ¼ a;
so that 1 ¼Pmi¼1 uieˇ1uni ; hence proving the statement for n ¼ 0: Assuming that nX1
apply the endomorphism b of (4.10) to both sides of the expression eˇn1 ¼Pm
i¼1 a
n1ðuiÞeˇnan1ðuni Þ to conclude that
eˇn ¼ bðeˇn1Þ ¼
Xm
i¼1
bðan1ðuiÞÞeˇnþ1bðan1ðuni ÞÞ
¼
Xm
i¼1
anðuiÞeˇ1eˇnþ1eˇ1anðuni Þ ¼
Xm
i¼1
anðuiÞeˇnþ1anðuni Þ: &
As a consequence we have:
Proposition 8.3. For every nAN one has that $KnD $Knþ1:
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Proof. Given a; bAA observe that by (8.2) one has that
aeˇnb ¼
Xm
i¼1
a anðuiÞeˇnþ1anðuni Þ b;
and hence AeˇnADAeˇnþ1A: The conclusion then follows from 5.2(iii). &
It is our next major goal to deﬁne a conditional expectation G : Asa;LN-A: In
order to do this we will ﬁrst deﬁne conditional expectations Gn : $Kn-A:
Considering that any such conditional expectation is an A-bimodule map we will
begin with a brief study of A-bimodule maps. So let f : $Kn-A be any A-bimodule
map. Observing that eˇn commutes withRn by 4.9(ii) notice that for all xARn we have
that
xf ðeˇnÞ ¼ f ðxeˇnÞ ¼ f ðeˇnxÞ ¼ f ðeˇnÞx;
so f ðeˇnÞACAðRnÞ:
Proposition 8.4. For every lACAðRnÞ there is one and only one A-bimodule map
f : $Kn-A such that
f ðaeˇnbÞ ¼ alb; 8a; bAA:
If lX0 then f is a positive map and vice-versa.
Proof. Recall from [W, 2.2.2] that $Kn; being the C
n-basic construction relative to
the conditional expectation En : A-Rn; is isomorphic to the algebraic tensor
product (no completion) A#Rn A under the map
c : a#bAA#Rn A/aeˇnbA $Kn:
Given lACAðRnÞ we have that the map
ða; bÞAA  A/albAA
is Rn-balanced, which in turn deﬁnes a linear map f˜ : A#Rn A-A such that
f˜ða#bÞ ¼ alb; for all a and b in A: Composing this with the inverse of the
isomorphism c deﬁned above yields a linear map f : $Kn-A such that f ðaeˇnbÞ ¼
alb: It is now easy to see that f is an A-bimodule map and that it is uniquely
determined in terms of l:
If f is positive it is clear that l ¼ f ðeˇnÞX0: Conversely suppose that lX0: Given
xA $Kn of the form x ¼
Pm
i¼1 aieˇnbi notice that
xnx ¼
Xm
i;j¼1
bni eˇna
n
i aj eˇnbj ¼
Xm
i;j¼1
bni Enðani ajÞeˇnbj;
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by 4.9(ii). Since conditional expectations are completely positive by [T, IV.3.4], we
have that fEnðani ajÞgij is a positive matrix and hence there exists an m  m matrix
c ¼ fcijgij over Rn such that
Enðani ajÞ ¼
Xm
k¼1
cnkickj; 8i; j ¼ 1;y; m:
Therefore
xnx ¼
Xm
i;j;k¼1
bni c
n
kieˇnckjbj ¼
Xm
k¼1
dnk eˇndk;
where dk ¼
Pm
j¼1 ckjbj: If follows that
f ðxnxÞ ¼
Xm
k¼1
dnkldkX0: &
As mentioned above indðEÞAZðAÞ so we have by (7.5) that
In :¼ ðindðEÞÞ½nACAðRn1ÞDCAðRnÞ; 8nX1: ð8:5Þ
Proposition 8.6. For each nAN let Gn : $Kn-A be the unique A-bimodule map such
that
GnðaeˇnbÞ ¼ aI1n b; 8a; bAA;
given by (8.4). Then for every nAN one has that Gn is a positive contractive conditional
expectation from $Kn to A: Moreover the restriction of Gnþ1 to $Kn coincides
with Gn:
Proof. By (8.2) we have that
Gnþ1ðeˇnÞ ¼ Gnþ1
Xm
i¼1
anðuiÞeˇnþ1anðuni Þ
 !
¼
Xm
i¼1
anðuiÞI1nþ1anðuni Þ ¼? :
Observing that Inþ1ACAðRnÞ by (8.5) we see that the above equals
? ¼
Xm
i¼1
anðuiÞanðuni ÞI1nþ1 ¼ anðindðEÞÞI1nþ1 ¼ I1n ¼ GnðeˇnÞ:
This proves that Gnþ1ðeˇnÞ ¼ GnðeˇnÞ from where one easily deduces that Gnþ1j $Kn ¼
Gn: It follows that each Gn coincides with G0 on $K0: In other words Gn is the identity
on A and, being an A-bimodule map, we see that it is in fact a conditional
expectation onto A: Since In is positive by (7.3.iii) we have by (8.4) that Gn is a
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positive map. To conclude observe that a positive conditional expectation is always
contractive. &
Remark 8.7. We should remark that G1 is precisely the dual conditional expectation
deﬁned in [W, 2.3.2]. For nX2; even though each En is a conditional expectation of
index-ﬁnite type and $Kn is the C
n-basic construction relative to En; Gn may not be
the dual conditional expectation if A is non-commutative. This is due to the fact that
indðEnÞ may differ from In: See also [W, 1.7.1].
Proposition (8.6) says that the Gn are compatible with each other and hence may
be put together in the following way:
Proposition 8.8. There exists a conditional expectation Fˇ : $U-A such that
FˇðaeˇnbÞ ¼ aI1n b; 8a; bAA; 8nAN:
If A is commutative there is no other conditional expectation from $U to A:
Proof. From 4.9(iii) it follows that $U ¼PnAN AeˇnA ¼PnAN $Kn; but since the $Kn
are increasing by (8.3), we see that $U is in fact the inductive limit of the $Kn: The
existence of Fˇ then follows easily from (8.6).
Since $Kn is the C
n-basic construction relative to En it follows from [W, 1.6.4] that
there exists a unique conditional expectation from $Kn to A; under the hypothesis
that A is commutative. Therefore any conditional expectation F 0 from $U to A must
coincide with Gn on each $Kn and hence F
0 ¼ Fˇ: &
We now come to one of our main results:
Theorem 8.9. Let A be a unital Cn-algebra and let ða; EÞ be a finite index
endomorphism of A such that a is injective and preserves the unit. Then there exists
a conditional expectation G : Asa;LN-A such that
GðaSnSnmbÞ ¼ dnmaI1n b; 8a; bAA; 8n; mAN;
where d is the Kronecker symbol. If A is commutative any conditional expectation from
Asa;LN to A which is invariant under the scalar gauge action g (see (3.3)) coincides
with G:
Proof. Identifying Asa;LN and $UsbN via the isomorphism f of (6.5) it is enough
to prove the corresponding result for $UsbN; with Sˇ replacing S; and the action $g
described in the proof of (6.5) replacing g: Consider the operator Pˇ on $UsbN
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given by
PˇðaÞ ¼
Z
S1
$gzðaÞ dz; 8aA $UsbN:
As mentioned in the proof of (3.4) Pˇ is a conditional expectation onto the ﬁxed
point algebra for $g: Considering that $UsbN is the closed linear span of the set
faSˇnSˇnmb : a; bAA; n; mANg one may use (3.4) in order to prove that the ﬁxed
point algebra for $g coincides with $U: The composition G :¼ Fˇ3Pˇ is therefore
the conditional expectation sought. Now suppose that A is commutative and let G0
be any conditional expectation from $UsbN to A: By (8.8) we have that G0j $U ¼ Fˇ:
If G0 is moreover invariant under $g we have for all aA $UsbN that
G0ðaÞ ¼ G0
Z
S1
$gzðaÞ dz
 
¼ G0ðPˇðaÞÞ ¼ FˇðPˇðaÞÞ ¼ GðaÞ: &
As an immediate consequence we have:
Corollary 8.10. There exists a conditional expectation Gˆ :TðA; a;LÞ-A such that
Gˆ ðaSˆ nSˆ nmbÞ ¼ dnmaI1n b; 8a; bAA; 8n; mAN:
Proof. It is enough to put Gˆ ¼ G3q: &
9. KMS states
Throughout this section and until further notice we will assume the following:
9.1. Standing Hypotheses
(i) A is a unital Cn-algebra,
(ii) a is an injective endomorphism of A such that að1Þ ¼ 1;
(iii) E is a conditional expectation from A to the range of a;
(iv) E is of index-ﬁnite type,
(v) L is the transfer operator given by L ¼ a13E;
(vi) h is a ﬁxed self-adjoint element in the center of A such that hXcI for some real
number c40 (later we will actually require that c41),
(vii) #s and s will denote the gauge actions referred to in (3.2) as #sh and sh;
respectively.
The purpose of this section will be to study the KMS states on TðA; a;LÞ and
Asa;LN relative to #s and s: Whenever we say that a state is a KMS state on
TðA; a;LÞ (resp. Asa;LN) it will be with respect to #s (resp. s).
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Observe that the canonical quotient map q from TðA; a;LÞ to Asa;LN is
covariant for #s and s: Therefore any KMS state c on Asa;LN yields the
KMS state c3q on TðA; a;LÞ: Conversely, any KMS state on TðA; a;LÞ
which vanish on KerðqÞ gives a KMS state on Asa;LN by passage to the
quotient.
Observe that the element SAAsa;LN is analytic for the gauge action and that
szðSÞ ¼ hizS; 8zAC:
We then have for every nAN that
szðSnÞ ¼ ðhizSÞ?ðhizSÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
n times
¼ hizaðhizÞ?an1ðhizÞSn ¼ hiz½nSn;
where by hiz½n we of course mean ðhizÞ½n: Since stðSnÞ ¼ Snhit; for tAR; we have
that szðSnÞ ¼ Snhiz; for zAC; so that for mAN
szðSmÞ ¼ ðSnhizÞ?ðSnhizÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
m times
¼ Snmam1ðhizÞ?aðhizÞhiz ¼ Snmhiz½m:
It is therefore clear that any element of the form aSnSnmb; with a; bAA; is analytic
and that
szðaSnSnmbÞ ¼ ahiz½nSnSnmhiz½mb; 8zAC:
Obviously the same holds for #s and Sˆ :
Our next goal will be the characterization of the states f of A such that the
composition f3G is a KMS state on Asa;LN (and hence f3G3q is a KMS state on
TðA; a;LÞ).
Proposition 9.2. Let f be a state on A and let b40 be a real number. Then the
state c on Asa;LN given by c ¼ f3G is a KMSb state if and only if f is a
trace and
fðaÞ ¼ fðLðLaÞÞ
for all aAA; where L ¼ hbindðEÞ:
Proof. Suppose that f is a trace satisfying the condition in the statement. In view of
(2.3), in order to prove c to be a KMSb state it is enough to show that
cðxsibðyÞÞ ¼ cðyxÞ ð9:3Þ
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whenever x and y have the form x ¼ aSnSnmb and y ¼ cSjSnkd; where n; m; j; kAN
and a; b; c; dAA: We have
xsibðyÞ ¼ aSnSnmbsibðcSjSnkdÞ ¼ aSnSnmbchb½jSjSnkhb½kd
¼ aanLmðbchb½jÞSnmþjSnkhb½kd;
by (2.2) as long as we assume that mpj: We therefore see that GðxsibðyÞÞ ¼ 0 if
n  m þ j  ka0: Under the latter condition it is also easy to see that GðyxÞ ¼ 0; in
which case (9.3) is veriﬁed. We thus assume that n  m þ j  k ¼ 0: Setting p ¼ j  m
we have that j ¼ m þ p and k ¼ n þ p: So
cðxsibðyÞÞ ¼f3GðaanLmðbchb½mþpÞSnþpSnðnþpÞhb½nþpdÞ
¼fðaanLmðbchb½mþpÞI1nþphb½nþpdÞ ¼ fðanLmðuÞvÞ;
where u :¼ bchb½mþp and v :¼ I1nþphb½nþpda: On the other hand,
cðyxÞ ¼cðcSmþpSnðnþpÞdaSnSnmbÞ ¼ð2:2Þf3GðcSmþpSnðmþpÞamLnðdaÞbÞ
¼fðcI1mþpamLnðdaÞbÞ ¼ fðuhb½mþpI1mþpamLnðhb½nþpInþpvÞÞ
¼fðuL½mþpamLnðL½nþpvÞÞ ¼ð7:6:iÞfðuL½mamLnðL½nvÞÞ:
We thus see that (9.3) holds under the present hypotheses that mpj; if and only if
fðanLmðuÞvÞ ¼ fðuL½mamLnðL½nvÞÞ; 8u; vAA; 8n; mAN: ðwÞ
Consider the linear maps *a; *L : A-A given, respectively, by *aðaÞ ¼ L1aðaÞ; and
*LðaÞ ¼LðLaÞ; for all aAA: It is then easy to see that *amðaÞ ¼ L½mamðaÞ; and that
*LnðaÞ ¼LnðL½naÞ: The equation in ðwÞ is then expressed as
fðanLmðuÞvÞ ¼ fðu*am *LnðvÞÞ: ðzÞ
Observe that by hypotheses we have for all a; bAA that
fðaðaÞbÞ ¼ fðLðLaðaÞbÞÞ ¼ fðaLðLbÞÞ ¼ fða *LðbÞÞ
and
fðLðaÞbÞ ¼fðLðaaðbÞÞÞ ¼ fðLðLL1aaðbÞÞÞ
¼fðL1aaðbÞÞ ¼ fða*aðbÞÞ:
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This may be interpreted as saying that with respect to the inner-product /a; bS ¼
fðanbÞ one has that the adjoint of a is *L and the adjoint ofL is *a: It is now evident
that ðzÞ holds, hence completing the proof of (9.3) in the case that mpj:
When mXj it is also true that both sides of (9.3) vanish unless n  m þ j  k ¼ 0:
In this case, letting p ¼ m  j; we have that m ¼ j þ p and n ¼ k þ p; so that
cðxsibðyÞÞ ¼cðaSkþpSnðjþpÞbchb½jSjSnkhb½kdÞ
¼ð2:2Þf3GðaSkþpSnðkþpÞakLjðbchb½jÞhb½kdÞ
¼fðaI1kþpakLjðbchb½jÞhb½kdÞ ¼ fðakLjðuÞvÞ;
where u ¼: bchb½j and v ¼: hb½kdaI1kþp: On the other hand,
cðyxÞ ¼cðcSjSnkdaSkþpSnðjþpÞbÞ ¼ð2:2Þf3GðcajLkðdaÞSjþpSnðjþpÞbÞ
¼fðcajLkðdaÞI1jþpbÞ ¼ fðajLkðhb½kvIkþpÞI1jþpuhb½jÞ
¼ð7:6:iiÞfðajLkðhb½kvIkÞI1j uhb½jÞ ¼ fð!aj !LkðvÞuÞ;
where !a and !L are deﬁned respectively by !aðaÞ ¼ hbaðaÞ indðEÞ1 and !LðaÞ ¼
Lðhba indðEÞÞ: However, since both indðEÞ and h belong to the center of A we have
that !a ¼ *a and !L ¼ *L; so that under the hypotheses that mXj we see that (9.3) is
equivalent to
fðakLjðuÞvÞ ¼ fðu*aj *LkðvÞÞ;
which follows as above.
Conversely, supposing that c is a KMSb state on Asa;LN we have that (9.3)
holds for all analytic elements x and y: Given a; bAA plug x ¼ a and y ¼ b in (9.3) to
conclude that fðabÞ ¼ fðbaÞ so that f must be a trace on A: On the other hand,
plugging x ¼ Sn and y ¼ a indðEÞS in (9.3) gives
fðLða indðEÞhbÞÞ ¼ fðaÞ;
hence completing the proof. &
The KMS states provided by the above result necessarily vanish on elements of the
form aSnSnmb with nam since so does G: We shall see next that this is necessarily the
case for all KMS states when hXcI for some real number c41 (as opposed to c40
which we have been assuming so far). We will in fact prove a slightly stronger result
by considering KMS states on TðA; a;LÞ; which include the KMS states on
Asa;LN as already mentioned.
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Proposition 9.4. Suppose that hXcI for some real number c41 and let c be a KMSb
state on TðA; a;LÞ; where b40: Then for every a; bAA and every n; mAN with nam
one has that cðaSˆ nSˆ nmbÞ ¼ 0:
Proof. Taking adjoints we may assume that n4m: So write n ¼ m þ p with p40: We
have
cðaSˆ nSˆ nmbÞ ¼cðaSˆ mSˆ pSˆ nmbÞ ¼ cðSˆ pSˆ nmb #sibðaSˆ mÞÞ
¼cðSˆ pSˆ nmbahb½mSˆ mÞ ¼ cðSˆ pLmðbahb½mÞÞ
¼cðapLmðbahb½mÞSˆ pÞ:
So it sufﬁces to prove that cðaSˆ pÞ ¼ 0 for all aAA and p40: In order to accomplish
this notice that
cðaSˆ pÞ ¼ cðSˆ p #sibðaÞÞ ¼ cðSˆ paÞ ¼ cða #sibðSˆ pÞÞ ¼ cðahb½pSˆ pÞ;
so that
cðakSˆ pÞ ¼ 0; 8aAA; ðwÞ
where k ¼ 1 hb½p: Since hXc we have that hbpcb and hence hb½ppcbp by 7.3
(iii). This implies that kX1 cbp40 and hence that k is invertible. The conclusion
then follows upon replacing a with ak1 in ðwÞ: &
Observe that we have not used that E is of index-ﬁnite type in the above proof.
Also notice that it follows from the above result that any KMSb state on Asa;LN
must vanish on elements of the form aSnSnmb with nam:
We would now like to address the question of whether all KMS state on Asa;LN
are given by (9.2). Should there exist more than one conditional expectation from
Asa;LN to A it would probably be unreasonable to expect this to be true. In view
of (8.8) and (8.9) one is led to believe that the question posed above is easier to be
dealt with under the hypothesis that A is commutative.
After having proved the result below for commutative algebras I noticed that the
commutativity hypothesis was used only very slightly and could be replaced by the
weaker requirement that EðabÞ ¼ EðbaÞ for all a; bAA: In the hope that a relevant
example might be found under this circumstances we will restrict ourselves to this
weaker hypothesis whenever possible.
Proposition 9.5. Suppose that hXcI for some real number c41 and let c be a KMSb
state on Asa;LN; where b40: Suppose moreover that EðabÞ ¼ EðbaÞ for all a; bAA
(e.g. when A is commutative). Then c ¼ c3G: Therefore c is given as in (9.2) for
f ¼ cjA:
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Proof. We shall prove the equivalent statement that all KMSb states c on
TðA; a;LÞ which vanish on KerðqÞ satisfy c ¼ c3Gˆ :
Let ðu1;y; umÞ be a quasi-basis for E as in the beginning of section (8). Setting
k ¼Pmj¼1 ujSˆ Sˆ nunj observe that for all bAA one has
kbSˆ ¼
Xm
j¼1
ujSˆ Sˆ
nunj bSˆ ¼
Xm
j¼1
ujSˆLðunj bÞ
¼
Xm
j¼1
ujaðLðunj bÞÞSˆ ¼
Xm
j¼1
ujEðunj bÞSˆ ¼ bSˆ ;
showing that the pair ð1; kÞ is a redundancy. It follows that 1 kAKerðqÞ and hence
for all aAA
cðaÞ ¼cðakÞ ¼ c
Xm
j¼1
aujSˆ Sˆ
nunj
 !
¼
Xm
j¼1
cðSˆ nunj #sibðaujSˆ ÞÞ
¼
Xm
j¼1
cðSˆ nunj aujhbSˆ Þ ¼
Xm
j¼1
cðLðunj aujhbÞÞ
¼
Xm
j¼1
cðLðahbujunj ÞÞ ¼ cðLðahbindðEÞÞÞ ¼ cðLðaLÞÞ;
where, as before, L ¼ hbindðEÞ: Replacing a by aL1 above leads to cðLðaÞÞ ¼
cðL1aÞ: It is then easy to prove by induction that
cðLnðaÞÞ ¼ cðL½naÞ;
for all aAA and nAN: Given n; mAN and a; bAA we claim that
cðaSˆ nSˆ nmbÞ ¼ cðGˆ ðaSˆ nSˆ nmbÞÞ:
Observe that the case in which nam follows immediately from (9.4). So we assume
that n ¼ m: We then have that
cðaSˆ nSˆ nnbÞ ¼cðSˆ nnb #sibðaSˆ nÞÞ ¼ cðSˆ nnbahb½nSˆ nÞ ¼ cðLnðbahb½nÞÞ
¼cðL½nbahb½nÞ ¼ð%Þcðahb½nL½nbÞ
¼cða indðEÞ½nbÞ ¼ cðGˆ ðaSˆ nSˆ nnbÞÞ;
where we have used in ð%Þ the fact that the restriction of a KMS state to the algebra
of ﬁxed points is a trace. This proves our claim and the result follows from (2.3). &
Summarizing we have:
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Theorem 9.6. Let a be an injective endomorphism of a unital Cn-algebra A with að1Þ ¼
1: Let E be a conditional expectation of index-finite type from A onto the range of a
such that EðabÞ ¼ EðbaÞ for all a; bAA (e.g. when A is commutative). Let L ¼ a13E
be the corresponding transfer operator. Given a self-adjoint element hAZðAÞ with
hXcI for some real number c41; consider the unique one-parameter automorphism
group s of Asa;LN given for tAR by stðSÞ ¼ hitS and stðaÞ ¼ a for all aAA: Then,
for all b40 the correspondence
c/f ¼ cjA
is a bijection from the set of KMSb states c on Asa;LN and the set of states f on A
such that fðaÞ ¼ fðLðLaÞÞ for all aAA; where L ¼ hb indðEÞ: The inverse of the
above correspondence is given by f/c ¼ f3G; where G is the conditional expectation
given in (8.9).
10. Ground states
In this section we retain the standing assumptions made in (9.1) but we will drop
9.1 (iv) at a certain point below. Our goal is to treat the case of ground states on
Asa;LN for the gauge action sh: Recall that a state c on Asa;LN is a ground
state if
sup
ImzX0
jcðxszðyÞÞjoN
for every analytic elements x; yAAsa;LN: Let ðu1;y; umÞ be a quasi-basis for E as
in the beginning of section (8). As seen in the proof of (9.5) the pair ð1; kÞ is a
redundancy, where k ¼Pmj¼1 ujSˆ Sˆ nunj : Therefore one has that
1 ¼
Xm
j¼1
ujSS
nunj
in Asa;LN: Assuming that c is a ground state on Asa;LN one has that the
following is bounded for z in the upper half-plane:
Xm
j¼1
cðujSszðSnunj ÞÞ ¼
Xm
j¼1
cðujSSnhizunj Þ ¼ cðhizÞ;
say by a constant K40: With z ¼ ib we conclude that cðhbÞpK for all b40:
Suppose that hXcI for some real number c41 as before. Then hbXcb and
KXcðhbÞXcb:
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Observing that the term in right-hand side above converges to inﬁnity as b-N we
arrive at a contradiction thus proving:
Proposition 10.1. Suppose that E is of index-finite type and that hXcI for some real
number c41: Then there are no ground states on Asa;LN:
In the remainder of this section we will discuss the ground states on TðA; a;LÞ:
Our results in this direction will no longer depend on the fact that E is of index-ﬁnite
type.
Proposition 10.2. Suppose that hXcI for some real number c41: Then a state c on
TðA; a;LÞ is a ground state if and only if c vanishes on any element of the form
aSˆ nSˆ nmb if ðn; mÞað0; 0Þ:
Proof. Let a; bAA and n; mAN with ðn; mÞað0; 0Þ and let c be a ground state on
TðA; a;LÞ: By taking adjoints it sufﬁces to prove the result in the case that ma0:
Letting x ¼ aSˆ n and y ¼ Sˆ nmb we have that
cðx #szðyÞÞ ¼ cðaSˆ nSˆ nmhiz½mbÞ ðwÞ
is bounded as a function of z on the upper half plane. For z ¼ x þ iy we have
jjhizjj ¼ jjhyixjj ¼ jjhyjj:
If z is in the lower half-plane, that is if yp0; then since hXcI we have that hypcyo1
so that ðwÞ is actually bounded everywhere. By Liouville’s Theorem ðwÞ is constant
and that constant must be zero since zero is the limit of ðwÞ as z tends to inﬁnity over
the negative imaginary axis. Plugging z ¼ 0 in ðwÞ gives the desired conclusion. We
leave the proof of the converse statement to the reader. &
We now need some insight on the structure of the ﬁxed-point algebra for the scalar
gauge action #g on TðA; a;LÞ:
Proposition 10.3. Let #U be the subalgebra of TðA; a;LÞ consisting of the fixed-points
for #g: Then there exists a n-homomorphism p : #U-A such that pðaÞ ¼ a; for all aAA;
and pðSˆ nSˆ nnÞ ¼ 0; for all n40:
Proof. Consider the representation r :TðA; a;LÞ-LðMNÞ described in the proof
of [E2, Theorem 3.4]. It is easy to see that r maps #U into the set of diagonal
operators with respect to the decomposition MN ¼"Nn¼0MLn : Therefore, letting e
be the projection onto ML0 ; we have that the map
p : xA #U/erðxÞeALðML0Þ
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is a n-homomorphism. It is evident that p maps each aAA to the same a in the
canonical copy of A within LðM0Þ while pðSˆ nSˆ nnÞ ¼ 0 for all n40: &
Proposition 10.4. Suppose that hXcI for some real number c41: Then (regardless
of E being of index-finite type or not) the ground states on TðA; a;LÞ are precisely
the states of the form f3p3Pˆ where Pˆ is the conditional expectation onto #U
given by
Pˆ ðxÞ ¼
Z
S1
#gzðxÞdz; 8xATðA; a;LÞ:
and f is any state whatsoever on A:
Proof. Let c be a ground state on A: Then as a special case of (10.2) we see that c
vanishes on aSˆ nSˆ nmb whenever nam: By checking ﬁrst on the generators of
TðA; a;LÞ provided by (2.3) it is easy to see that c ¼ c3Pˆ : Letting w denote the
restriction of c to #U we then evidently have that c ¼ w3Pˆ :
Let now f be the restriction of w (and hence also of c) to A: Then one may prove
that w ¼ f3p by checking on the generators of #U given by (3.5). So c ¼ w3Pˆ ¼
f3p3Pˆ as desired.
Conversely, given any state f on A it is easy to see that c ¼ f3p3Pˆ is a ground
state by (10.2). &
11. The commutative case
Let us now discuss the case of a commutative A: Rather than employ Gelfand’s
Theorem and view A as the algebra of continuous functions on its spectrum we will
let A be any closed unital n-subalgebra of the Cn-algebra BðX Þ of all bounded
functions on a set X (with the sup norm). Examples are:
(i) if X is a measure space take A to be the set of all bounded measurable functions
on X ;
(ii) if X is a topological space choose a subset fx1; x2;ygDX and let A be the set
of all bounded functions which are continuous at all points of X except, perhaps, at
the points of the set above.
Let us also ﬁx a surjective mapping
y : X-X
such that f 3yAA for all fAA: Clearly one gets a unital n-monomorphism a : A-A by
letting
aðf Þ ¼ f 3y; 8fAA:
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Assume that there exists a ﬁnite subset fv1;y; vmgDA such that for all i ¼ 1;y; m:
(i) y is injective when restricted to the set fxAX : viðxÞa0g;
(ii) viX0;
(iii)
Pm
i¼1 vi ¼ 1:
For each xAX deﬁne
NðxÞ ¼ #ftAX : yðtÞ ¼ xg
and observe that the existence of the vi’s above implies that NðxÞpm: For fAA
consider the function Tðf Þ on X given by
Tðf Þjx ¼
X
tAX
yðtÞ¼x
f ðtÞ:
If we assume that Tðf ÞAA for all fAA and moreover that N; seen as a
bounded function on X ; belongs to A then the operator L : A-A given by
Lðf Þ ¼ N1Tðf Þ is a transfer operator. In addition the composition E ¼ a3L
is a conditional expectation from A to the range of a; which may be
expressed as
Eðf Þjx ¼
1
mðxÞ
X
tAX
yðtÞ¼yðxÞ
f ðtÞ;
where m ¼ N3y: Setting ui ¼ ðmviÞ1=2 observe that for all fAA and xAX one has that
Xm
i¼1
uiEðuif Þjx ¼
Xm
i¼1
uiðxÞ 1mðxÞ
X
tAX
yðtÞ¼yðxÞ
uiðtÞf ðtÞ
¼
Xm
i¼1
uiðxÞ 1mðxÞ uiðxÞf ðxÞ ¼
Xm
i¼1
viðxÞf ðxÞ ¼ f ðxÞ:
Therefore fu1;y; umg is a quasi-basis for E; which says that E is of index-ﬁnite type,
and
indðEÞ ¼
Xm
i¼1
u2i ¼
Xm
i¼1
mvi ¼ m:
Fix a positive element hAA with hXcI for some real number c41 and consider the
gauge action sh on Asa;LM: By (9.6) we have that the KMSb states on Asa;LN
for the gauge action sh correspond to the states f on A such that
fðf Þ ¼ fðLðhb indðEÞf ÞÞ ðwÞ
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for all fAA: In the present context we have that
LðhbindðEÞf Þjx ¼
1
NðxÞ
X
tAX
yðtÞ¼x
hðtÞbmðtÞf ðtÞ ¼
X
tAX
yðtÞ¼x
hðtÞbf ðtÞ:
The operator f/LðhbindðEÞf Þ therefore coincides with the operator Lhb
introduced by Ruelle [R1,R2].
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