We introduce a novel definition of curvature for hypergraphs, a natural generalization of graphs, by introducing a multi-marginal optimal transport problem for a naturally defined random walk on the hypergraph. This curvature, termed coarse scalar curvature, extends a recent definition of Ricci curvature for Markov chains on metric spaces by Ollivier [Journal of Functional Analysis 256 (2009) 810-864], and is related to the scalar curvature when the hypergraph arises naturally from a Riemannian manifold. We investigate basic theoretical properties of the coarse scalar curvature and obtain several bounds. Empirical experiments demonstrate that coarse scalar curvatures detects "bridges" across connected components in hypergraphs, akin to the behavior of coarse Ricci curvatures on graphs.
attracted an increasing amount of interest in the past few years. In his original work [11] , Ollivier defined coarse Ricci curvature for metric measure spaces, including simple graphs and Markov chains as special cases. In a nutshell, the coarse Ricci curvature summarizes the behavior of shortest paths (geodesics) with nearby starting points and parallel initial directions: two such paths tend to get closer to each other in a metric space of "positive Ricci curvature," but farther apart if the metric space is "negatively curved." On simple graphs, this notion of Ricci curvature has found applications ranging from bounding the chromatic number [16] , explaining the "congestion" phenomenon in wireless networks [17] , and analyzing the Internet topology [18] to measuring stability in financial networks [19] , brain structural connectivity [20] , and network similarity [21] .
This paper proposes a novel definition of curvature for hypergraphs by generalizing Ollivier's coarse Ricci curvature through a multi-marginal optimal transport framework (see e.g. [22] , [23] ). Analogous to coarse Ricci curvatures, our definition of hypergraph curvature is grounded upon differential geometric intuitions; it reduces to the graph Ricci curvature when the hypergraph is a simple graph. While coarse Ricci curvature is defined for vertex pairs, which are naturally identified with edges in a simple graph, we need to adjust the construction to account for ≥ 3 vertices joined simultaneously by a hyperedge. Consequently, the geometric information captured in our definition is a summary of a small neighborhood enclosing all nodes in a hyperedge, as opposed to the directional information revealed by Ricci curvature. Here we show that our construction corresponds to the scalar curvature of Riemannian manifolds under appropriate manifold assumptions analogous to the manifold Ricci curvature example in [11] .
The rest of the paper is structured as follows. We set notation in Section II-A and define coarse scalar curvature in Section II-C. Our notion of hypergraph curvature and its properties are presented in Section II-D. Sections III and IV concern the complete uniform hypergraphs and hyperpaths, respectively. In Section V we provide a detailed consistency result for the definition of coarse scalar curvature in a Riemannian manifold setting. Finally, we conclude the paper in Section VI. Due to space considerations, all proofs are relegated to the complete version [24] .
II. HYPERGRAPH CURVATURE VIA MULTI-MARGINAL OPTIMAL TRANSPORT A. Notations
For each vertex i of a hypergraph H = (V, E), we use d i := E∈E 1 {i∈E} to denote the degree of vertex i and d(E) := r∈V 1 {r∈E} to denote the cardinality of hyperedge E ∈ E. We use N (i) for the neighbors of vertex i, i.e., N (i) = {j ∈ V : ∃E ∈ E, (i, j) ∈ E}. For a pair of vertices i and j of a hypergraph, d(i, j) denotes the shortest distance, i.e., d(i, j) = r if there exist r consecutive hyperedges E 1 , . . . , E r , such that i ∈ E 1 , j ∈ E r , and
We will always denote M for a d-dimensional Riemannian manifold. We use exp x (·) : T x M → M to denote the exponential map. For any
where v, e 2 , · · · , e d constitutes an orthonormal basis for T x M , and R is the Riemannian curvature tensor. We will
for v ranging in an orthonormal basis of T x M gives rise to the scalar curvature at x ∈ M :
where z 1 , · · · , z d constitutes an orthonormal basis for T x M . Equivalently, the scalar curvature can be obtained from averaging out the Ricci curvature over the unit sphere in the tangent plane, i.e. (c.f. [25, Exercise 4.9] )
where S d−1 (0) is the unit sphere in T x M and ω d−1 is the volume of the standard (d − 1)-dimensional sphere in R d . For any set A ⊂ R n , we let P (A) denote the set of all probability measures defined on A.
B. Graph Ricci Curvature
Given a graph G = (V, E) and a pair of vertices x, y ∈ V , Ollivier [11] defined the curvature of edge (x, y) ∈ E as
where d(x, y) is the shortest distance from x to y, m i is the uniform random walk starting at i ∈ V , and W (m x , m y ) is the 
where B (x, ε) = {z ∈ M | d M (x, z) < ε} is the metric ball with radius ε centered at x and 1 {x∈A} is the indicator function of Borel set A. It is shown [11, Example 7 ] that for sufficiently small δ = d M (x, y) > 0
where v ∈ T x M is a unit tangent vector at x such that exp x (δv) = y, and W 1 m ε x , m ε y is the L 1 -Wasserstein distance between m ε x and m ε y
(8) Compared with (5), in (8) the manifold takes the place of a graph, and the double sum is replaced with a double integral. Methodologically, it is often a useful guiding principle to view graphs as "discretized manifolds." In Riemannian geometry, Ricci curvature Ric x (v, v) is (up to a scaling factor) the average of the sectional curvatures of all twodimensional subspaces of T x M passing through v [25, §4]; it is a useful tool for understanding the local behavior of geodesics. Approximately, sufficiently small neighborhoods of a point with zero curvature resembles a piece of Euclidean space, and similar correspondences exist between positive curvature and spheres, as well as negative curvature and hyperbolic spaces.
C. Coarse Scalar Curvature for Metric Spaces
We begin our construction of coarse scalar curvature by defining random walks on a metric space, which was used in [11] to define coarse Ricci curvatures.
Definition 2 (Coarse Scalar Curvature). For a collection of n points X n :
where W 1 (X n ) is the minimum of the multi-marginal optimal transport problem
with (A) # π being the push-forward of measure π under any measurable map A : M → M and
It must be mentioned that the multi-marginal optimal transport problem was first studied in Gangbo andŚwiȩch [23] where they derived necessary conditions for the existence and uniqueness of the optimizer when c(ξ 1 , · · · , ξ n ) is the sum of pairwise L 2 distances. The coarse scalar curvature is closely tied to the multi-marginal optimal transport problem for n ≥ 2 probability measures, which is a direct generalization of the pairwise Wasserstein distances between two measures. We will make frequent use of the following well-known facts in the theory of multi-marginal optimal transport problems (see e.g. [22] , [23] , [26] and the references therein):
Proposition 1 (Multi-marginal and barycenter [22] ). The minimum of the multi-marginal optimal transport problem is equal to the minimum of the Wasserstein barycenter problem, i.e.
The minimization problem in (11) is called Wasserstein barycenter of X n .
Proposition 2 (Duality [26] ).
where the supremum is taken over
We postpone justification of our nomenclature of "scalar curvature" to Section V, under an appropriate manifold setting. Briefly speaking, when the hypergraph arises from a Riemannian manifold in a natural geometric construction, the coarse scalar curvature (9) is asymptotically lower bounded by the scalar curvature of the Riemannian manifold.
D. Hypergraph Curvature
Let a hypergraph H = (V, E) with V = {1, 2, . . . , N } and a hyperedge E = {1, 2, . . . , n} be given. Inspired by coarse scalar curvature, we wish to define the curvature for each hyperedge E of H. To this end, we first need to define a random walk over hypergraphs. It is natural to define the (uniform) random walk started at vertex i ∈ V on H as the
and hence we associate E with n probability measures m i ∈ P(V ), 1 ≤ i ≤ n. Replacing X n with {1, 2, . . . , n} in Definition 2 and defining c(x 1 , . . . , x n ) = min z∈V n i=1 d(x i , z), we can define a multi-marginal optimal transport problem associated with E ∈ E as
where x n = (x 1 , x 2 , . . . , x n ). It is worth mentioning that c(1, 2, . . . , n) = n − 1 as {1, 2, . . . , n} is a hyperedge. In general, c(x 1 , . . . , x n ) ≥ n − 1 for distinct x 1 , . . . , x n .
Definition 3 (Hypergraph Curvature). The curvature of a hyperedge E = {1, 2, . . . , n} ∈ E is defined as
Note that if x i / ∈ N (i), then π(x 1 , . . . , x i , . . . , x n ) = 0 for all π ∈ Π(m 1 , . . . , m n ). Hence, we have either c(x 1 , . . . , x n ) ≤ 3(n − 1) or π(x 1 , . . . , x n ) = 0 for all π ∈ Π(m 1 , . . . , m n ). This then demonstrates that, similar to graph curvature, −2 ≤ κ(E) ≤ 1.
It is customary to use κ to denote curvature on graphs; our definition follows this convention. Note, however, that in different contexts κ usually denotes other quantities defined on graphs, such as connectivity.
Specializing Propositions 1 and 2 to the hypergraph setting, we now provide two equivalent formulations for hypergraph curvature. Barycenter: Although the minimization problem in (14) is a linear program, its complexity is exponential in N . Nevertheless, the Wasserstein barycenter problem (11) can be solved quite efficiently [27] . Equivalence between the barycenter and multi-marginal optimal transport problems justifies definition of the Wasserstein barycenter of hyperedge E as
Following mutatis mutandis Proposition 1, we have
The term barycenter makes sense by recalling that for Euclidean space, the barycenter of points {x i } n i=1 is given by arg min x n i=1 x i − x 2 . bar(E) is thus the barycenter of points {m i } n i=1 in Wasserstein space. Duality: Following mutatis mutandis Proposition 2, we can write the following dual formula for W (E)
where E ν [·] is the expectation operator with respect to measure ν and K is the set of all integrable real-valued functions on V such that for any vector (x 1 , . . . ,
After defining hypergraph curvature, a natural question that follows is whether this definition reduces to graph Ricci curvature (4) if the hypergraph is indeed a simple graph, i.e., the cardinality of each hyperedge is two. Below we provide a positive answer to this question by invoking the barycenter interpretation. If H is in fact a graph and E is a hyperedge (i.e., n = 2 and thus E = {1, 2}), then bar(E) equals either m 1 or m 2 , because for any ν ∈ P(V ) the triangle inequality implies W (m 1 , ν) + W (m 2 , ν) ≥ W (m 1 , m 2 ). Thus, hypergraph curvature coincides with (4).
It is well-known that Ollivier-Ricci curvature of edge (x, y) depends on the number of common neighbors of x and y: if N (x) ∩ N (y) = ∅ then κ(x, y) ≤ 0 (see [15] ). We prove a similar result for hypergraphs. Theorem 1. For any hyperedge E, we have
In light of this theorem, we have
If H happens to be a simple graph, then for every edge E = (υ, ϑ), we have m υ (N (υ) ∩ N (ϑ)) = ∆ dυ , where ∆ is the number of triangles supported on edge E. Hence, the bound (19) 
III. COMPLETE UNIFORM HYPERGRAPHS
Graph Ricci curvature has a simple formula for complete graphs K N . In particular, it is shown in [15] that κ(x, y) = N −2 N −1 for any edge (x, y) in K N . In this section, we show that complete uniform hypergraphs with N vertices have the same curvature as K N .
Notice that H 2 N = K N . Recall that V = {1, 2, . . . , N }. It follows that in H n N , we have d(j) = N −1 n−1 , j ∈ V and d(E) = n for each E ∈ E. Furthermore, any pair of (i, j) ∈ E is contained in N −2 n−2 many hyperedges. Therefore, according to (13) , the random walk started at j ∈ V of H n N is
Lemma 1. For every hyperedge E of H n N , we have In particular,
In light of this lemma, the curvature of complete nuniform hypergraphs is independent of n. This is, in fact, a result of the normalization in Definition 3.
IV. EXAMPLES
In this section we compute hypergraph curvatures for two examples for comparison with graph curvature. Example 1. It is shown in [28] that P n is one of the few graphs (among graphs with girth at least 5) with constant zero curvature. We now demonstrate in the following theorem that a similar statement does not hold for the hyperpath; a hypergraph whose vertices have degree at most 2. For ease of presentation, we assume that any two intersecting hyperedges have exactly one common vertex; see Fig. 1 .
Theorem 2. For any hyperedge E of a hyperpath described above, we have
where n := d(E) ≥ 3 and β := |{v ∈ E : R ∈ E\{E}, v ∈ R}| < n. In particular, the curvature of hyperedge E is bounded from below by
Notice that β specifies the number of vertices in E ∈ E that are not shared with any other hyperedge. In light of Theorem 2, we have κ(E) > 0 if only one of the vertices in E is shared, i.e., β > n − 2. Consequently, the leaves of a hyperpath have positive curvature. This is in contrast with simple graph curvature where edges adjacent to the leaves have zero curvature [28, Theorem 3.3] .
. . , 11}, and E 4 = {7, 11, 12, 13}, as illustrated in Fig. 2. Using (13) , we can compute the probability measures associated with each hyperedge, e.g., the random walk started at vertex 2 is µ 2 = [0.25, 0, 0.25, 0.125, 0.125, 0.125, 0.125, 0, . . . , 0]. Because there are only 13 vertices, we can solve the optimization problems (14) explicitly with linear programming. This gives W (E 1 ) = 1, W (E 2 ) = 2.38, W (E 3 ) = 2.08, and W (E 4 ) = 1.45; it then follows that κ(E 1 ) = 0.5, κ(E 2 ) = 0.4, κ(E 3 ) = 0.58, and κ(E 4 ) = 0.52. Informally speaking, the hyperedge with lowest curvature is the bridge connecting two hypergraph components. This is similar to the intuition of graph Ricci curvature, as experimentally observed in [18] , that edges with negative curvature are local shortcuts between two graph components.
V. COARSE SCALAR CURVATURE IN A RIEMANNIAN MANIFOLD SETTING
In this section, we establish a consistency result for the coarse scalar curvature (9) under a Riemannian manifold setting. We assume the hypergraphs of interest stem from a natural geometric model encoding adjacency relations among discrete points sampled from a Riemannian manifold.
Definition 5 (ε-Neighborhood Hypergraphs). Let (M, d M ) be a complete metric space. For any ε > 0, an εneighborhood hypergraph H = (V, E) supported on M consists of the following data:
• Every subset U of vertices with diam (U ) < 2ε corresponds to a hyperedge E U ∈ E. We will denote |E| for the number of vertices joined by hyperedge E; |V | and |E| will be used to denote the number of vertices and hyperedges in H, respectively.
The definition of ε-neighborhood hypergraphs assumes that the spatial proximity of vertices is faithfully reflected in the connectivity: the diameter of every hyperedge (as a discrete subset E ⊂ V ) is bounded from above by 2ε.
For the remainder of this section, we will assume M is an orientable d-dimensional complete Riemannian manifold with finite volume, and the distance function d M : M ×M → [0, ∞) is induced from the Riemannian length structure. As often encountered in manifold learning setup (see e.g. [29] and [30] ), we assume the vertices of H are sampled i.i.d. uniformly on M with respect to the standard volume measure dvol/vol (M ). Our goal in this section is to establish conditions under which the coarse scalar curvature (9) converges to the scalar curvature on M in the limit |V | → ∞ and ε → 0. We begin our discussion by summarizing some geometric and statistical properties of the Riemannian medians that we will need in the following two lemmas. 
and U is not totally contained in any geodesic on M . Then there exists a uniquex ∈ M minimizing the moment function
andx lies in the smallest closed, geodesically convex subset of B (x, ε) containing U .
The minimizerx is known as the Riemannian median. Note that the diameter bound 2ε depends only on the injectivity radius when the Riemannian manifold has negative sectional curvatures; this is of particular interest to us as many real world networks demonstrate "negatively curved" properties, see e.g., [18] , [31] [32] [33] . Lemma 3. Assume M , ε > 0 satisfies the same assumptions as in Lemma 2. Let {X n } ∞ n=1 be a sequence of i.i.d. random points uniformly distributed in a geodesic ball B (x, ε) of radius ε > 0 centered at x ∈ M , and denote µ n for the Riemannian median of X 1 , · · · , X n for all n ∈ N. Then µ n →x a.s. as n → ∞, wherex is the unique Riemannian median of the uniform distribution on B (x, ε).
We now investigate the coarse scalar curvature of hypergraphs generated from a geometric probabilistic model: εneighborhood hypergraphs supported on a Riemannian manifold M with vertices uniformly distributed on M . Consider the random walk on Riemannian manifold M as in [11] :
which is essentially the standard volume measure on M restricted and renormalized on B (x, ε); see (6) . For simplicity of expression, let us denotex E for the Riemannian median -when it exists and is unique -of the vertices connected by hyperedge E in hypergraph G = (V, E). 
Theorem 3 indicates that coarse scalar curvature asymptotically upper bounds the scalar curvature of the Riemannian manifold when the hypergraph is constructed naturally from uniformly sampling that manifold. This justifies the nomenclature of "scalar curvature." We conjecture the lower bound holds as well but leave that for future work.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel definition of curvature for hypergraphs by generalizing coarse Ricci curvature to coarse scalar curvature through multi-marginal optimal transport. Our definition is shown to be consistent with graph Ricci curvature in that (i) it reduces to graph Ricci curvature if the hypergraph of interest is indeed a simple graph, and (ii) it shares several properties with graph Ricci curvature. In particular, it is experimentally observed that, analogous to graph Ricci curvature, hypergraph curvature can be used to determine the bridge between large connected components in the network. We are currently computing hypergraph curvature in realworld hypergraph networks (e.g., co-authorship, cellular and neural networks) to observe this centrality property of hypergraph curvature. We are also applying hypergraph curvature to characterize dynamic effects in large fluid networks (e.g., financial networks). In many empirical contexts previously analyzed as simple graphs, known associations are actually hypergraphs, but were distorted for ease of analysis. By translating curvature to the hypergraph context, we provide a computational method that can detect changes in dynamic networks, characterize fast evolving network components, and also identifying stable network regions with greater precision and less distortion. On the theoretical side, we seek to gain improved understanding of hypergraph curvature through deeper insights from differential geometry.
