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Abstract
An overview of the ATLAS detector at the LHC at CERN is presented, followed by a brief discussion on the present
status. ATLAS is studying upgrade scenarios in order to be prepared to the LHC luminosity upgrade. ATLAS upgrade
plans and ideas behind are discussed.
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1. Introduction
The ATLAS detector [1] is a general purpose detector at the Large Hadron Collider (LHC) [2] at CERN.
It is designed to study physics at the TeV scale using the highest energy pp collisions at
√
s up to 14 TeV.
The physics topics include discovery of the Higgs boson and study of its nature, SUSY and other beyond the
standard model physics as well as precision tests of the standard model including precision measurements
of the standard model parameters.
The ATLAS detector has been built and operated by a large collaboration currently consisting of about
3000 physicists from 174 institutions in 38 countries. Since the LHC started delivering pp collisions in
late 2009, the ATLAS detector has been collecting high quality data with good eﬃciency. Understanding
of the detector performance has improved, and its performance is approaching the design values. Until
autumn 2011 ATLAS has collected about 4.5 fb−1 of integrated luminosity of pp collisions at
√
s=7 TeV.
In November 2010, the LHC also delivered Pb Pb collisions. The successful operation of ATLAS detector
allowed the ATLAS collaboration to produce many interesting physics results.
While no new particles have so far been seen in the data, it is still a starting phase of the LHC physics
program. New physics are expected to be well within the LHC reach, and if so, discoveries will come as
more data are collected. Once discovered, the nature of what have been discovered should be studied in
detail, and much data will be needed for it. Large integrated luminosity also allows access to rarer processes
and processes from collisions of less abundant higher energy partons, thus higher
√
s′. Hence there is a plan
of LHC upgrade by increasing its luminosity beyond the design value allowing for collecting much higher
integrated luminosity than initially considered.
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The upgrade will proceed in several steps, ultimately reaching 5 times the design luminosity (1 ×
1034cm−2s−1). The goal is to collect a total integrated luminosity of 3000 fb−1. In order to beneﬁt from
the high luminosity operation of the LHC, the performance of the ATLAS detector should be maintained or
even improved compared to the present performance at lower luminosity. In order to prepare for the LHC
running scenario including the upgrades discussed above, ATLAS has been studying necessary changes to
the ATLAS detector. In this presentation, after a brief overview of the ATLAS detector and its present status,
the upgrade plans of ATLAS are discussed.
2. ATLAS detector
The ATLAS detector is 44 m long and 25 m in diameter with its total weight of 7000 tons, covering
almost the whole solid angle around the collision point. The total number of readout channels is 88 million.
It consists of several sub-detectors for tracking of charged particles, electromagnetic and hadron calorimetry,
and muon detection and tracking (Figure 1). Very small angles close to the beams are completed by the
forward detectors.
Fig. 1. . The ATLAS detector
2.1. Inner tracker
The innermost element, the inner detector (Figure 2), is surrounding the beam pipe and is located inside
a 2 T solenoidal magnetic ﬁeld. Pattern recognition, momentum and vertex measurements, and electron
identiﬁcation are achieved with a combination of high resolution semiconductor pixel and strip detectors
in the inner part and a straw tube tracker made from tubes of 4 mm diameter in the outer part arranged to
provide a function of transition radiation detector. The barrel part consists of 3 layers of pixel detector, 4
layers of silicon strip detector and 73 straw layers of transition radiation tracker. Two endcaps are arranged
in arrays of disks consisting of 3 pixel layers, 9 strip layers and 160 straw planes in each of the endcap. The
inner detector covers the acceptance |η| < 2.5.
2.2. Calorimeters
Surrounding the solenoidal coil is a calorimeter system (Figure 2). It covers the range |η| < 4.9 using
diﬀerent technologies suited to the varying requirements of the physics processes and of the radiation en-
vironment over the large η range. The thickness of the electromagnetic calorimeter is > 22 X0 (radiation
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Fig. 2. Detail of ATLAS barrel inner detector (left) and ATLAS calorimeter (right).
length) in the barrel and > 24 X0 in the endcaps. About 10 λ (interaction length) of hadron calorimeter
volumes follow the electromagnetic calorimeter.
Liquid Argon (LAr) sampling calorimeter technology is used for the electromagnetic (EM) calorimeter
(|η| < 3.2), the endcap hadron calorimeter (1.5 < |η| < 3.2) and the forward calorimeter (3.1 < |η| < 4.9).
The LAr calorimeter is divided into a barrel part and two endcaps, each housed in a separate cryostat. The
EM calorimeter is a Pb-LAr detector with accordion shaped lead absorber plates with kapton electrodes
which deﬁne high granularity readout segmentation. It is segmented in three sections in depth with diﬀerent
lateral segmentations. The hadronic endcap calorimeter is located directly behind the endcap EM calorime-
ter in a common LAr cryostat. It is divided into two independent wheels in each endcap providing two depth
samplings. The wheels are build from copper absorber plates of varying thickness according the depth. The
copper plates are interleaved with 8.5 mm LAr gaps providing the active medium for the sampling calorime-
ter. The Forward calorimeter (FCal) is integrated in the endcap cryostats. It is approximately 10 λ deep, and
consists of three modules in each endcap. The ﬁrst section made of copper is optimised for electromagnetic
measurements, while the other two made of tungsten measure mainly the energy of hadronic interactions.
Each module consists of a metal matrix with regularly spaced longitudinal channels ﬁlled with the electrode
structure consisting of concentric tubes and rods, and LAr in between.
The Tile hadronic calorimeter is placed directly outside the LAr calorimeter. Its barrel covers the region
|η| < 1.0 and its two extended barrels 0.8 < |η| < 1.7. It is a sampling calorimeter using steel plates as the
absorber and scintillating tiles as the active material. It is segmented azimuthally into 64 modules, and three
in depth by the grouping of readout optical ﬁbres and into projective towers in η.
The level-1 calorimeter trigger is based on about 7000 analog trigger towers of granularity 0.1 × 0.1 in
η and φ built in the front-end boards located on the detector. These analog signals are sent to the L1Calo
system in the service cavern, where they are digitised and bunch-identiﬁed. The data are then processed by
cluster processors and jet/energy processors in parallel to produce trigger information such as e/γ, τ, jets
and ET .
2.3. Muon spectrometer
The muon spectrometer is built around the large superconducting air-core toroid magnets, instrumented
with high-precision tracking chambers and separate trigger chambers (Figure 3). Within the range |η| < 1.4,
magnetic ﬁeld is provided by the large barrel toroid with its ﬁeld integral of 1.5 - 5.5 Tm depending on η
and φ. The range 1.4 < |η| > 2.7 is covered by two endcap magnets, providing the ﬁeld integral of 1-7.5
Tm, inserted into both ends of the barrel toroid.
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In the largest part of the η range, a precision measurement of the track coordinates in the principal
bending direction is provided by Monitored Drift Tubes (MDTs). In the high η region Cathode Strip Cham-
bers (CSCs), which are multiwire chambers with cathode strip readout with higher granularity, are used in
2.0 < |η| < 2.7 to withstand the high background rate. The precision tracking system is equipped with
optical alignment systems to achieve the stringent requirements on the relative alignment combined with the
precision mechanical assembly of the MDT chambers. The muon spectrometer is designed to provide a pT
resolution of 10% for 1 TeV muons with the muon spectrometer alone.
The muon trigger system covers the range |η| < 2.4. Resistive Plate Chambers (RPCs) are used in
the barrel and Thin Gap Chambers (TGCs) in the endcap regions. The trigger electronics searches for hit
patterns consistent with high pT muons from the interaction point. It provides bunch identiﬁcation and
information of muons with a predeﬁned set of pT thresholds. The trigger chambers also provide the muon
coordinate in the direction orthogonal to the bending plane to complement the precision MDT chamber,
which measure the principal bending coordinates only.
Fig. 3. ATLAS muon spectrometer
2.4. Forward detectors
Three smaller detector systems complete the ATLAS’s very forward region. The LUCID is a Cherenkov
light detector with the primary purpose to detect inelastic pp scattering in the forward direction in order
to measure the integrated luminosity and to provide online monitoring of instantaneous luminosity. The
second detector ALFA is at ±240 m from the IP and consists of scintillating ﬁbre trackers located inside
Roman pots. Its purpose is the measurement of pp elastic scattering in the small angle region. The third
system is the Zero Degree Calorimeter (ZDC) which is located at ±140 m from the IP. ZDC detects forward
neutrons and photons in |η| > 8.3. Another set of forward detectors, ATLAS Forward Proton (AFP) detector,
is planned as an ATLAS upgrade project items in future.
2.5. Trigger and DAQ system
The trigger system is organised in three levels: L1, L2 and Event ﬁlter. Each level reﬁnes the decisions
made at the previous level and applies additional selection criteria. The L1 uses only limited information
from the detectors to make a decision in less than 2.5 μs. It is based on dedicated hardware processors in the
calorimeter and the muon systems providing information on e/γ, jets, missing ET and muons.. The central
trigger processor combines this information to generate L1 accepts at the rate up to about 75 kHz. The
higher level triggers access more detailed detector information readout triggered by the L1, for a ﬁnal data
recording rate of 200-300 Hz. The processing of high level triggers is performed using a computer farm.
The events selected by the Event ﬁlter are moved to permanent storage at the CERN computer centre,
and further distributed over high speed network to the computing GRID for storage and analyses.
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3. ATLAS status
From 2010 the LHC has been delivering pp collisions at centre-of-mass energy
√
s = 7 TeV. As shown
in Figure 4 the peak luminosity has steadily increased to above ∼ 3×1033cm−2s−1. Figure 4 also shows the
delivered luminosity and that recorded by ATLAS as a function of time. The integrated luminosity collected
by ATLAS by mid October 2011 amounts to 4.5 fb−1. The overall ATLAS data taking eﬃciency in 2011
is about 94%. All the sub-detector systems are operating with high eﬃciency, with more than 96% of their
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Fig. 4. . (Left) History of peak luminosity delivered to ATLAS. (Right) History of integrated luminosity delivered to and recorded by
ATLAS.
readout channels active and in many cases with much higher fraction.
While current instantaneous luminosity is about 1/3 of the design luminosity, the present strategy of
achieving high luminosity using fewer number (50 ns bunch spacing instead of 25 ns) of intense bunches
exceeding the design intensity results in a large number of interactions per crossing (pile-up). The average
pile up during the 2011 running is about 12, and its peak value above 20 (close to the design value). It is a
challenge in the detector performance in 2011, but well under control. The Pb-Pb collision also provided a
condition of very high multiplicity in the inner detector and calorimeters. ATLAS detector performed well
under such condition.
4. ATLAS upgrade plans
Figure 5 shows a scenario of the LHC evolution. There will be three long shutdowns of the LHC.
The ﬁrst step is to achieve the design performance of the LHC. After the long shutdown in 2013/2014, the
centre-of-mass energy will be doubled, i.e. to close to 14 TeV, and the luminosity will reach the design
value 1× 1034cm−2s−1. This will allow collecting ∼50 fb−1 in a few years of running. The ﬁrst phase of real
upgrade will take place during the long shut down in 2018. The luminosity will be further increased beyond
the design value and up to 2∼3 × 1034cm−2s−1. An integrated luminosity of ∼100 fb−1/year is foreseen. The
next step is to make signiﬁcant changes to the machine so that its luminosity is ramped up to 5×1034cm−2s−1
with luminosity levelling aiming for collecting a total of 3000 fb−1 in the following ∼10 years.
4.1. Phase-0: 2013/14
During this period, the LHC will receive major improvements necessary to achieve the design perfor-
mance, most importantly its design beam energy of 7 TeV. Complete refurbishment of the magnet connec-
tions and machine protection as well as other necessary installations will be performed.
ATLAS has a long list of works to do during this long shutdown, including repairs, services and consoli-
dation to the existing detector systems. A part of the beam pipe, in the region of the endcap calorimeters and
the endcap toroids of both sides of the detector, will be replaced from the present stainless steel pipes with
aluminium pipes. This will reduce the radiation background in the cavern aﬀecting the muon spectrometer,
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Fig. 5. . A scenario of LHC evolution.
and also helps mitigating activation problems for access to the region close to the beam pipe. Installation of
the remaining muon chambers in the barrel-endcap overlap region, which were initially staged but are being
installed using the regular winter shutdowns, will be completed. In addition, some new muon chambers will
be installed to ﬁll the two acceptance holes due to access gaps through the barrel muon system. Missing
electronics will be installed to the barrel muon trigger chambers gaining high pT trigger acceptance by an
additional few %.
The major upgrade item of phase-0 is the installation of “Insertable B-layer” (IBL) [3]. This is the new
innermost (4th) layer of the barrel pixel detector. The present detector consists of three pixel layers, with
the innermost layer, the “B-layer”, surrounding the beam pipe at radius of 50.5 mm, and the outer layers at
radii 88.5 mm and 122.5 mm.
By the time the ATLAS collects 300 fb−1 the pixel detector will receive substantial radiation dose: 50
Mrad ionising dose and 1 × 1015 neq/cm2 non-ionising dose, leading to signiﬁcant radiation damages to the
detector. In particular the innermost B-layer is expected to gradually lose tracking eﬃciency over time,
which will aﬀect the tracking and b-tagging performance of the ATLAS experiment.
In order to mitigate the loss of eﬃciency in the B-layer, the present pixel detector will be upgraded to
a 4-layer detector by adding the IBL with improved radiation hardness. The IBL will be installed together
with a new smaller diameter beam pipe inside the present pixel detector. The pixel sensors will be located
at 34 mm from the beam axis with smaller pixel size compared to the present sensors. Sensors and readout
electronics chips are designed for luminosities higher than the design luminosity expected for the phase-1
upgrade. The addition of the IBL will signiﬁcantly improve ATLAS performance in terms of b-tagging for
the bulk of data expected after 2013.
The layout of IBL is shown in Figure 6. It will consists of 14 pixel staves surrounding the beam pipe.
Each stave carries 32 new readout chips (FE-I4) which are bump bonded to silicon sensors. The sensor
technologies chosen for the IBL are planar n-in-n sensors and 3D silicon pixel sensors. The planar sensor
is based on the design of n-in-n sensor used in the present ATLAS pixel detector. The less conventional 3D
sensor has a number of good characteristics for the use in the high rate environment. Both of the sensors
have been prototyped and extensively tested together with the new front-end chips.
4.2. Phase-1: 2018
Several important ATLAS upgrades are proposed for this period in order to prepare for the LHC running
with its luminosity above the design luminosity up to 2∼3×1034cm−2s−1 with a target integrated luminosity
of ∼ 300 fb−1 collected by the time of the start of Phase-2. The upgrades focus on enhancement of trigger
capabilities in order to maintain physics acceptance in the presence of higher event rate, higher pile-up and
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Fig. 6. . The Insertable pixel B-layer (IBL).
higher background rate. This is important because the maximum rate of the Level-1 accept (at 75 kHz) and
total recording rate (∼ 300 Hz), limited by DAQ bandwidth and other reasons, will stay the same during the
phase-1 period. The proposed upgrades concern the muon trigger and tracking, calorimeter trigger and the
central trigger system.
4.2.1. Muon system upgrade
The upgrade of the muon spectrometer focuses on the endcap region. The proposal is to replace the EI
inner station (the small wheels), located between the endcap calorimeter and the endcap toroid in both of
the endcaps, with new detectors. The purpose of this upgrade is twofold.
• Tracking detector of higher rate capability.
• New function for improved Level-1 trigger in the endcap.
The small wheels are in the region of the highest cavern background in the muon spectrometer. While the
muon detectors were designed to be operational up to the design luminosity with a safety factor of 5 on
the estimated cavern background, measurements of actual background level with the muon detector using
the collision data have shown that there is little margin for the small wheel detectors for the operation at
luminosity beyond the design value. Precision tracking performance of CSC and MDT in the small radius
are expected to deteriorate, mainly in terms of tracking eﬃciency, at the luminosity of phase-1 and above.
A new detector with higher rate capability is therefore needed in the small wheels.
In the Level-1 muon trigger, unexpectedly high rates of background triggers, not associated to true
muons from the interaction point (IP), have been observed in the endcap region; about 90% of Level-1 high
pT muon triggers come from the endcap. These background triggers are arising from charged particles gen-
erated by cavern background particles (mainly high energy neutrons) in the region of endcap toroid. Since
the endcap muon trigger is based on the angle of the track segments in the EMmuon station located after the
endcap toroid, any background charged particle penetrating the EM stations with an angle approximately
pointing to the IP would fake a high pT muon. In order to remove such background triggers, integrating
the small wheels in the endcap Level-1 trigger is considered. By requiring a track segment on the small
wheel pointing to the IP and matched to the triggering segment on the EM station, the background trigger
can be greatly reduced, thus keeping the Level-1 rate low without raising the pT threshold of the muon
trigger, maintaining physics acceptance at high luminosity. In order to achieve this goal, high eﬃciency
of segment reconstruction and good angular resolution of the small wheel track segments is required. The
target is an angular resolution of 1 mrad or better. Good angular resolution is also a part of the long-term
trigger upgrade towards the phase-2 by improving the pT resolution of the muon trigger using improved
angle measurements at the EI and EM stations for better pT determination.
Several detector concepts have been proposed and are being studied.
• Combination of MDT and TGC: this concept is based on the existing and proved technologies, but
with enhancements to match the requirements. It also maintains the general concept of the present
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muon system using dedicated detectors for precision tracking and trigger. The newMDT is made from
tubes (15 mm diameter) of half the diameter of the present MDTs (30 mm). This brings higher rate
capability by a factor 7 owing to a combination of half the geometrical cross-section to background
ﬂux and reduced drift time by a factor 3.5 compared to 700 ns of the present 30 mm tubes [4]. The new
TGC achieves better position resolution needed for the good angular resolution for Level-1 trigger by
using ﬁnely segmented (3.5 mm) strip readout with signal amplitude information to reconstruct the
precision position by centre of gravity.
• Combination of MDT and RPC: The basic idea of this concept is the same as the previous one, based
on the existing and improved detector technologies, but using the RPC technology for the trigger
function. Rate capability of the new RPC is improved by adopting smaller (half) gap size and the
use of improved ampliﬁer, together allowing its operation with greatly reduced gas ampliﬁcation.
Required angular precision is achieved by the use of ﬁne segmentation (1-2 mm) of the readout strips.
• Micromegas: Unlike the previous two concepts, this concept uses a single technology for both preci-
sion tracking and trigger function. Micromegas is a species of micro-pattern gas detectors. Interest
in this technology is due to its very good high rate capability and position resolution. While the mi-
cromegas has never been used in a large scale, as is the case for the small wheel upgrade, the R&D in
the past years has resulted in a good prospect [5].
In addition, a fast and precision track reconstruction for the Level-1 function based on the MDT tubes is
also being studied as an alternative method.
4.2.2. Calorimeter trigger
Maintaining the Level-1 threshold is a major challenge also for the calorimeter trigger. Rate of calorime-
ter trigger is sensitive to pile-up, and the energy threshold need to be raised to control the rate at higher
luminosity. For example, to limit the rate of inclusive e/γ trigger at 20 kHz at luminosity 2 × 1034cm−2s−1
with 25 ns bunch spacing, the corresponding energy threshold is 45 GeV, with full eﬃciency above 55 GeV.
The coarse granularity of the Level-1 EM trigger towers does not suﬃciently discriminate against low
pT QCD jets which dominate the Level-1 EM rates at low ET thresholds. At Level-2, where information of
full granularity is available, shower shape algorithms are successfully used to improve the rejection of jets.
An eﬀective discriminant is a measure of the shower width deﬁned using information from the second layer
of the EM calorimeter. Preliminary studies have shown that a simpler method suited for implementation to
Level-1 will provide similar jet rejection of factor 3-5 while maintaining full eﬃciency to electrons. It uses
smaller trigger cells of 0.025×0.1 in η and φ, 1/4 size in η of the present trigger tower granularity. Higher
granularity is also useful to improve the resolution of total ET and missing ET triggers. Smaller tower size
allows the energy threshold for each tower layer be lowered so that the reconstruction of missing transverse
energy and total transverse energy sum will be improved.
Higher granularity in transverse and depth information is therefore required by the Level-1 calorimeter
trigger to reduce the rate and improve resolution for the trigger objects by importing Level-2 algorithms to
Level-1. This requires an upgrade of the calorimeter front-end and calorimeter Level-1 electronics.
The plan for the phase-1 will be a part of a more general staged upgrade program to be implemented
over long term for the entire high luminosity LHC. The ultimate goal is a fully digital architecture of all
individual LAr and Tile calorimeter cells, replacing the present architecture based on analog pipelines and
the coarse trigger towers formed from analog summing in the front-end. The proposed phase-1 upgrade for
LAr trigger is to obtain ﬁner trigger cells. This is achieved by a new tower builder board which contains
new digital readout in addition to the present analog trigger tower signals. The digital readout path provides
the trigger with ﬁner granularity in η and in depth. A similar digital readout path may also be implemented
in the Tile calorimeter, depending on further studies.
The proposed architecture will be validated by a test system planned for installation during the phase-0
shutdown. The system will run within ATLAS during the data taking period in parallel and without changing
the existing system. It is aimed at improving the granularity in a small slice of its size 0.4×0.4 in η and φ
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in the LAr and Tile calorimeters, allowing tests of digital trigger path and hardware implementation of the
Level-2 motivated e/γ algorithm.
4.2.3. Trigger and DAQ system
ATLAS does not plan major architectural changes to the trigger and readout system for the phase-1.
The Level-1 trigger must operate within the present pipeline latency limit of ∼3 μsec and maximum Level-1
accept rate of 75 kHz. Any upgrade must be achieved using the spare ∼0.5 μsec latency.
The central Level-1 trigger system searches for signatures from high pT muons, e/γ, jets and hadronic
decays of τ’s as well as missing transverse energy and total transverse energy. The replacement of the muon
small wheel will help improving muon trigger performance in the endcap region, and the replacement of
LAr electronics will bring higher granularity data. They together improve the quality of inputs to the central
Level-1 processor. Additional improvements are considered for the use of topological information at Level-
1. In the present trigger system, the Level-1 decision is based on multiplicity of objects with various pT /ET
thresholds. Topological information is only employed in higher level triggers. Studies are being made to
understand possible hardware implementation (a topological box in front of the central trigger processor),
and eﬀective algorithms for it (e.g. lepton isolation, angular correlation).
High level triggers are algorithms running on a dedicated PC farm, accessing readout data triggered by
Level-1 accept. Level-2 trigger uses a part of data in RoI. Event ﬁlter receives Level-2 accepted events and
uses complete data of the events. High level triggers must reduce the event rate from the input rate of 75
kHz to the recording rate of ∼ 300 Hz using fast and eﬃcient algorithms for ﬁltering events. Extremely
challenging at high luminosity is for the triggers that require ID track reconstruction. Processing time for
the track reconstruction will increase faster than linear to luminosity because of rapidly increasing number
of hit combinations. In order to gain substantially the speed of reconstruction, a new dedicated hardware
processor, Fast TracKer (FTK), is considered as a part of the high level trigger system [6]. FTK is a highly
parallel electronics system that quickly ﬁnds and ﬁts tracks in the inner detector silicon layers for every
event that is accepted by Level-1 trigger. Its goal is track reconstruction with nearly oﬄine quality at a
maximum Level-1 rate and a latency below 100 μs, which can be compared to the time to carry out full
track reconstruction in the Level-2 processors which is several 100 ms at the phase-1 luminosity. FTK
consists of two sequential steps. In the ﬁrst step, a pattern recognition is made by a dedicated device,
Associative Memory, which ﬁnds track candidates at very high speed by massive parallelism. When a road
containing suﬃcient number of hits is found, second step is carried out where the full resolution hits within
the road are ﬁt to determine the track parameters and χ2. This step is performed in FPGAs using a linear
parametrisation at a speed of nanoseconds per track.
4.3. Phase-2: 2022
ATLAS upgrade for phase-2 is to prepare for the following period of ∼10 years, after having collected
some 100 fb−1 of luminosity at
√
s ∼14 TeV. The requirements are to allow ATLAS to run and collect high
quality data at the condition of 5 times the design luminosity, meaning that 100 or 200 interactions per
crossing to disentangle, and collecting a total of 3000 fb−1. Studies are being carried out in various aspects
including the following items.
4.3.1. Trigger
Better selectivity of Level-1 trigger is required in order to cope with the high luminosity of phase-2. The
present Level-1 latency (∼ 3 μs) is likely be insuﬃcient to achieve the goal. Either a longer Level-1 latency
(∼ 10 μs) or multi-stage Level-1 are considered to be the options. In the latter, a new Level-0 trigger, which
is generated using the present Level-1 trigger input signals, is allowed to run at higher rate (up to ∼ 500
kHz) than the present Level-1 limit (∼ 100 kHz, due to the bandwidth limitation of data readout). Level-0
signals then trigger new Level-1 using data processing requiring longer time than the present Level-1 to
provide improved trigger selectivity. The new Level-1 architecture (L0/L1 scheme) is strongly related to the
implementation of possible Level-1 track trigger idea discussed below.
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4.3.2. Tracking
By the time of phase-2 period (from ∼ 2022), the inner detector will have received radiation correspond-
ing to some 100s fb=1 of pp collisions. Performance of the silicon based trackers of ATLAS have a limit
based on accumulated radiation dose. On the other hand, the gas based TRT tracker has its limit due to high
occupancy at luminosity signiﬁcantly greater than the design luminosity. The design limit of the silicon
strip detector will be reached at ∼ 700 fb−1, while the limit of the pixel detector will be reached earlier at
∼ 300 fb−1. It is therefore planned to replace the whole inner tracker for phase-2 with a new system with
better radiation hardness and high rate capability. The new detector will be all silicon detector. The overall
layout is currently foreseen to have at least 4 pixel layers followed by 5 back-to-back small angle stereo
strip layers. The layout detail is still under study. In particular the barrel length and number of endcap disks
are important layout parameters to be optimised. For example, longer barrel than the present ATLAS is
interesting in view of moving the services (dead materials) further out in η.
It is possible to design the detector in which the current radial boundary between the pixel and strip
detectors is maintained. This allows upgrading the pixel detector earlier than the rest of the tracker upgrade if
needs arise, for example, earlier degradation of pixel performance than expected before phase-2 (or possible
delay of phase-2), or some physics argument requiring improved tracking performance with a new pixel
detector for phase-1 period. IBL is, by construction, another independent element to be considered in the
overall upgrade strategy.
In order to be able to adopt various upgrade scenarios, R&D of detector, readout chips and services such
as cooling, powering, opto-couplers, are on-going. It seems basic sensor technologies are available; n-in-n
planar pixel sensors are developed for IBL, and new n-in-p strip sensors are also in good shape. Simulation
studies are in progress in order to deﬁne optimised detector layout.
4.3.3. Level-1 track trigger
In order to meet the diﬃcult requirements of Level-1 trigger, possibility of using track information is
considered (L1Track), for example for electron trigger with better background rejection and muon trigger
with better pT resolution. Work is underway to quantify the beneﬁts of a Level-1 track trigger. A main
design challenge is how to handle the large data volume from the inner tracker as it is unrealistic to readout
the whole tracker for every bunch crossing. The currently preferred architecture is an RoI seeded L1Track,
ﬁtted in the two-step (L0/L1) Level-1 trigger. In the RoI-seeded concept, the L0 RoIs are projected into
the tracker and only the regions they select are used in the search for tracks. An advantage of this scheme
is that it does not require special constraint on the tracker layout; the tracker can be optimised for oﬄine
performance. Alternative design for L1Track is however also under consideration using a set of dedicated
trigger layers in the tracker system for fast processing without requiring RoI-seed.
4.3.4. Muon system
Following the trigger upgrade for phase-1, there is a potential of improving the pT resolution of the muon
Level-1 trigger. In the barrel trigger, the pT resolution is limited by the granularity of the trigger chamber,
which is in turn matched to other pT smearing eﬀects such as the luminous region size of pp collisions
and multiple scattering in the calorimeter. Signiﬁcant improvement of pT resolution may be achieved by
importing the Level-2 algorithm, by using hits in all the three barrel MDT stations and by measuring the
sagitta with a modest position resolution of about 1 mm. The hits are searched within the region projected by
corresponding Level-1 RoI. New front-end hardware is required to extract prompt tube signals for the new
trigger in parallel to inputs to the TDCs for the normal readout chain. The same technique can be adopted
also to the endcap region for better angle resolution in the EM station, which can be combined with the
improved angle resolution at the EI station with the new small wheels to obtain an improved pT resolution
in the endcap..
4.3.5. Calorimeter
The limitations at high luminosity of the LAr forward calorimeter (FCal) are due to ion build-up and HV
drop across the LAr gaps. Performance deterioration is estimated based on detector modelling and results of
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irradiation tests. In the largest η region, typically from 4.5 to 4.9, signiﬁcant loss of signal amplitude and HV
drop are expected. In addition energy loss and Ohmic heating may cause the liquid Argon to boil. FCal may
be therefore operating at critical condition at the high luminosity running. A possible option is to design a
new FCal with a reduced gap size, a modiﬁed HV distribution, and improved cooling. An alternative option
is to install an additional small warm calorimeter in front of the present FCal to protect it. This detector,
mini FCal, will be composed of Copper absorber plates interleaved with diamond detector planes.
The cold electronics of the hadron endcap calorimeter is inside the LAr cryostat. Irradiation tests have
shown that there may be very limited margin for radiation damage, in particular by neutrons, on the ampli-
ﬁers till the end of phase-2. A new ASIC is currently being developed that will be 10 times more radiation
hard.
Replacing the cold electronics, and also replacing the FCal, involves opening the endcap cryostat, and
the associated risk of compromising the calorimeter is not low. A number of scenarios are considered,
decision will depend on actual level of degradations and practical restrictions.
For the phase-2, the replacement of the LAr front end boards, which are installed on the outside of the
detector, is foreseen. A reason is the total radiation dose exceeding the speciﬁcation. Another reason is due
to the longer Level-1 latency foreseen for phase-2 is not compatible with the present readout electronics.
The new electronics will be a fully digital, free running readout in order to avoid data pipeline on
detector. Another option is an electronics with a large digital data buﬀer suﬃcient to allow longer latency.
Similarly the readout of the Tile calorimeter will be upgraded with new front-end electronics which are also
providing free running digital data with high granularity. These new electronics will provide an improved
calorimeter Level-1 trigger using information of ﬁner granularity.
5. Conclusions
The LHC and ATLAS had a very good start and is running successfully, producing already many high
quality physics results. The LHC will continue running beyond ∼2020 with upgrades to collect much higher
integrated luminosity than initially designed. ATLAS has plans of changes under development to beneﬁt
as much from the LHC upgrade to gain physics potential. During the shutdown in 2013/14, a new pixel
detector element, the IBL, will be installed. Upgrade plans for phase-1 include new muon small wheels
and new electronics for calorimeter trigger. A completely new inner tracker will be installed for phase-2 as
well as some upgrades of muon chambers, calorimeter electronics, major upgrades on trigger and DAQ and
possibly new forward calorimeter. Preparation for well deﬁned projects and R&D studies for new projects
are in progress.
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