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A fast direct solver for the advection-diffusion
equation using low-rank approximation of the
Green’s function
Jonathan R. Bull
Abstract We present a fast direct solution method for the advection-diffusion equa-
tion in one and two dimensions with non-periodic boundaries. Computational cost is
reduced toO(N) by making a low-rank approximation of the Green’s function with-
out sacrificing accuracy. Implicit treatment of the diffusion term reduces stiffness in
advection-dominated problems. Results show that the solver is roughly an order of
magnitude faster than a reference method, namely the Matlab backslash operator.
This work motivates the use of hierarchical low-rank approximations for solution of
stiff hyperbolic problems at very large scale, including those arising from high-order
accurate spatial discretisations.
1 Introduction
The latest supercomputers derive their processing power from executing millions of
threads simultaneously across thousands of processors. Unfortunately, the solution
algorithms at the heart of computational physics codes are not well suited to operat-
ing in this way and linear scaling is generally lost. As an example, Newton-Krylov
(NK) solvers require a communication-intensive global inner product calculation
every iteration [1]. This is a strong motivation to develop new solution algorithms
that can achieve better scaling in the new HPC environment by reducing commu-
nication and increasing algebraic intensity. Hierarchical algorithms such as the Fast
Multipole Method (FMM) [2] andH 2 matrices [3] have considerable potential in
this arena. They are increasingly finding application as direct solvers and low-cost
preconditioners for certain PDEs and boundary integral equations [4, 5, 6]. Elliptic
and parabolic PDEs can be solved by hierarchical methods in O(N logN) or O(N)
operations (where N is the number of degrees of freedom) and may also outperform
multigrid (MG) [4, 7].
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2 J. R. Bull
Hierarchical methods are only useful for PDEs with a Green’s function that de-
cays rapidly enough between two points in space, such as the Laplace and Poisson
equations. In that case a hierarchical low-rank approximation (HRLA) of the inverse
of the discrete operator can be computed by hierarchically compressing off-diagonal
blocks. It can be shown that the approximation satisfies an error bound, as done by
[8] for the Helmholtz equation. For an excellent review of HRLA see [6].
HRLA cannot be applied directly to hyperbolic PDEs because their Green’s
functions do not have the necessary decaying property. However, Bull et al. [9]
showed that the semi-discrete advection-diffusion equation could be transformed
into a parabolic form that could be solved by HRLA. By discretising the 1D pe-
riodic advection-diffusion equation in time such that the advective term is explicit
and the diffusion term implicit, the linear system became parabolic. A simple non-
hierarchical low-rank approximation of the Green’s function was used as a proof
of concept. Results obtained in 1D with periodic boundaries demonstrated linear
scaling of CPU time with N.
The ideas first presented in [9] are further developed here: the derivation is put on
a more analytical footing and the method is extended to the 2D advection-diffusion
equation and to non-periodic domains. The paper has six parts: in §2 the 1D solver
is presented; in §3 the 2D solver is presented including the method of images for im-
posing Dirichlet/Neumann boundary conditions; in §4 the low-rank approximation
schemes are described; in §5 and §6 the 1D and 2D numerical tests are presented; in
§7 conclusions are drawn and future work proposed.
2 Direct solver in 1D
2.1 1D periodic advection-diffusion equation
We consider the advection-diffusion equation in 1D:
∂u
∂ t
+a
∂u
∂x
−ν ∂
2u
∂x2
= 0, (1)
where u is a smooth scalar field, a is the advection coefficient (linear or nonlinear),
ν is the diffusion coefficient (constant), and periodic boundary conditions are im-
posed. The central idea is to transform the equation into a parabolic equation such
that it can be solved using fast direct methods. We start by putting the advection
term on the right-hand side (RHS):
∂u
∂ t
−ν ∂
2u
∂x2
=−a∂u
∂x
, (2)
The conventional approach to solving this equation is to discretise in time and space
to obtain
(I−∆ tD)un+1 = (I−∆ tA)un, (3)
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and solve the linear system iteratively. However, the continuous equation (2) can
be solved directly at time tn+1 by a convolution with the Green’s function over the
domain and a time interval [tn, tn+1]:
un+1(x) =
∫ tn+1
tn
∫ ∞
−∞G(x,x
′, tn+1, t ′) f (x′, t ′)dx′dt ′
+
∫ ∞
−∞G(x,x
′, tn+1, tn)un(x′)dx′, (4)
f (x, t) =−a ∂∂x (u(x, t)), (5)
G(x,x′, t, t ′) = (4piν(t− t ′))−1/2 exp
(
− |x−x′|24ν(t−t ′)
)
. (6)
This method is similar to exponential integrators for solving linear ODEs, except
that this is an ‘analytical implicit’ method while exponential integrators are ‘analyt-
ical explicit’ methods. We have considerable freedom in choosing approximations
for the space and time integrals in (4). A high-order approximation could be used
for time integral in (4) but for simplicity the Green’s function is linearised about tn
and the forcing function is evaluated at tn (explicit Euler approximation):
un+1(x) =
∫ ∞
−∞
G(x,x′, tn+1, tn)[un(x′)+∆ t f (x′, tn)]dx′. (7)
Defining a wavenumber ε = (4ν∆ t)−1/2 and distance r = |x− x′|:
un+1(x) =
∫ ∞
−∞
ε√
pi
exp(−ε2r2)[un(r)+∆ t f (un(r))]dr. (8)
Now the problem is restricted to a finite periodic domain of length L with N intervals
of uniform size ∆x = L/N. Piecewise-constant approximation of the space integral
in (8) with an upwind finite difference discretisation of the advection term leads to
un+1i =Mi j(u
n
j +∆ t f nj ), i= 1, . . . ,N, (9)
= ∑i+N/2j=i−N/2
ε∆x√
pi exp(−(| j− i|ε∆x)2)[(1− cA)unj + cAunj−1], (10)
where the advective CFL number cA = a∆ t/∆x. Note the equivalence of terms in
(9) to those in (3): the RHS term (unj+∆ t f nj )≡ (I−∆ tA)un and the Green’s matrix
M ≡ (I−∆ tD)−1.
Periodicity is imposed on the index j such that if j− i> N/2 then j = j−N and
similarly, if j− i < N/2 then j = j+N. The piecewise-constant integral approxi-
mation is illustrated in Figure 1. The ith interval lies in the range x ∈ [xi−1/2,xi+1/2]
and has value G(xi). Hence the first and Nth intervals are bisected by the domain
boundaries. Due to periodicity they are two halves of the same interval.
The periodic advection-diffusion equation is solved by a single matrix-vector
product per timestep with computational cost of O(N2). If the timestep is fixed and
the diffusion coefficient is constant in time then the matrix Mi j can be assembled just
once and used repeatedly; only the RHS changes each time iteration. The method
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also extends easily to non-uniform grids and to nonlinear advection. One can also
use finite volume or finite element schemes for approximating (8).
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Fig. 1 Piecewise-constant approximation (black) of the Green’s function (light blue). Circles indi-
cate the nodes xi, crosses denote the interval midpoints. In (b), vertical dashed line is the boundary
and the solution is extended outside domain (dark blue dashes) and multiplied by the exterior
portion of Green’s function.
2.2 1D advection-diffusion equation with Dirichlet/Neumann
boundary conditions
To impose a Dirichlet boundary condition on the inflow (let’s say the left boundary),
gL = u(x = 0) = u1, the solution is extended by gL beyond the left boundary to
x=−L. To impose a zero Neumann BC on the outflow (right boundary), the solution
is extended by gR = u(x= L) = uN beyond the right boundary to x= 2L. Then, the
problem is solved by
un+1i =Mi j(u
n
j +∆ t f nj )+BLi gL+BRi gR
= ∑Nj=1
ε∆x√
pi exp(−(( j− i)ε∆x)2)[(1− cA)unj + cAunj−1]
+∑Nj=min(i+1,N)
ε∆x√
pi exp(−( j−1)ε∆x)2)gL
+∑max(1,i−1)j=1
ε∆x√
pi exp(−(( j−N)ε∆x)2)gR. (11)
The two ‘boundary influence vectors’ BL and BR are simply summations of the part
of the discrete Green’s function centred on a point i that lies outside the respective
boundary, as illustrated in Figure 1 (b) for the left boundary. That is, the domain of
integration of the ith point is extended from [0,L] to [min(0,xi−L/2),max(L,xi+
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L/2)]. This method of imposing boundary conditions is essentially the method of
images [10]. To save effort the boundary vectors can be computed beforehand and
stored, as with the matrix M. Because M is circulant, BL and BR can be calculated
from the first row:
BLi = ∑
N/2
j=i+1M1, j, i= 1, . . . ,N, (12a)
BRi = B
L
N−i+1. (12b)
3 Direct solver in 2D
The method above generalises easily to 2D structured grids. Performing the same
splitting of the continuous equation as before,
un+1(x,y) =
∫ tn+1
tn
∫ ∞
−∞
∫ ∞
−∞G(x,x
′,y,y′, tn+1, t ′) f (x′,y′, t ′)dx′dy′dt ′
+
∫ ∞
−∞
∫ ∞
−∞G(x,x
′,y,y′, tn+1, tn)un(x′,y′)dx′dy′, (13)
f (x,y, t) = un−acos(θ) ∂∂xu(x,y, t)−asin(θ) ∂∂yu(x,y, t), (14)
G(x,x′,y,y′, t, t ′) = 4piν(t− t ′)exp
(
− (x−x′)2+(y−y′)24ν(t−t ′)
)
. (15)
Treating the time integral as before and applying finite differences on an P×P grid
with N = P2 total degrees of freedom:
un+1i j = Mi jkl(u
n
kl+∆ t fkl), i, j = 1, . . . ,P, (16a)
=
i+P/2
∑
k=i−P/2
j+P/2
∑
l= j−P/2
ε2∆x∆y
pi
exp
[−ε2((|k− i|∆x)2+(|l− j|∆y)2)](unkl+∆ t f nkl). (16b)
The 2D periodic advection-diffusion equation is solved by (16) with a single matrix-
vector product per timestep. Although quadruple indexing has been used here, the
solver is implemented as a matrix-vector product of dimensions [N,N]× (N). We
refer to ui j as a vector and Mi jkl as a dimension-two matrix.
In the 1D non-periodic case, the Green’s function lying beyond a boundary was
integrated and multiplied by the Dirichlet value. The same is true in the 2D non-
periodic case but now we must integrate over an area. A simplified form of a bound-
ary integral method is employed, illustrated in Figure 2. Dirichlet conditions gL,gT
are imposed on the left and top boundaries representing the inflow. At a point xi,y j
in the square domain of size L×L, the solution is given by a double integral over
the area [min(0,xi−L/2),max(L,xi+L/2)]× [min(0,y j−L/2),max(L,y j+L/2)].
The portions of this area lying outside the domain (shaded grey and labelled B, C
and D in Figure 2) contribute to the boundary weighting. A constant condition is
imposed on each part of the inflow. On the outflow boundaries (right and bottom) a
6 J. R. Bull
zero Neumann condition is imposed. The solution is given by
un+1i j =Mi jkl(u
n
kl+∆ t fkl)
+BLi jg
L+BTi jg
T +BRi j ·gRi j+BBi j ·gBi j, (17a)
BLi j = ∑Nk=1∑
N
l=2 jMi jkl+
1
2 ∑
N
k=2i∑
N
l=2 jMi jkl , (17b)
BTi j = ∑Nk=2i∑
N
l=1Mi jkl+
1
2 ∑
N
k=2i∑
N
l=2 jMi jkl , (17c)
BRi j = Ei jB
L
i j, (17d)
BBi j = Ei jB
T
i j, (17e)
where Ei j is the exchange or reversal matrix of size P2. The first term in (17b)
corresponds to the area labelled B in Figure 2. The first term in (17c) corresponds
to C. The second terms in (17b) and (17c) together represent D as an average of the
contributions from the left and top boundaries.
The outflow boundaries are more complicated. A zero Neumann condition is
imposed on the right by extending the solution on the line x = L - which may not
be constant - horizontally to the right. Likewise the solution on the line y = 0 is
extended vertically downwards. The outflow boundary values are therefore vectors
gRi j and g
B
i j and they are pointwise-multiplied by the outflow boundary influence
vectors BRi j and B
B
i j respectively.
Fig. 2 Method of discrete
Green’s function in 2D at a
Dirichlet/Neumann boundary.
Here N refers to the number
of points per dimension.
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4 Low-rank approximation
The solver multiplies a dense N×N matrix M by the RHS so it has a complexity
of N2. This can be dramatically reduced by computing a low-rank approximation
ML of the matrix M. Of particular interest are hierarchical algorithms such as the
Fast Multipole Method (FMM) [2] andH 2 matrix framework [3] which reduce the
complexity to O(N log(N)) or even O(N) and scale very well on modern architec-
tures. FMM andH 2 matrices are typically applied to problems with less compact
Green’s functions but there is still scope to compress the Gaussian kernel by other
hierarchical methods like the Fast Gauss Transform (FGT) [11]; this is a topic for
future papers. As a first step, a simple non-hierarchical technique is employed: re-
tain matrix entries mi j corresponding to ‘strong’ interactions between the points i
and j, defined by some cutoff criterion. All the other entries correspond to ‘weak’
interactions and are zeroed. Two choices of cutoff criterion are now presented in 1D
and 2D.
4.1 Simple low-rank approximations
Two methods for rank reduction were chosen: by thresholding the matrix entries
and by specifying the matrix bandwidth. In the first method a minimum value is
specified, below which the matrix entry is set to zero. In the 1D case the sparse
matrix ML is constructed according to
mLi j =
{
mi j, mi j ≥ t,
0, otherwise.
(18)
The sparse matrices ML1 and ML2 used in the numerical tests are constructed with
t = 1/(10N) and t = 1.e−5 respectively.
In the second method, let B < N/2 be the low-rank matrix bandwidth. Then the
entries of the sparse matrix ML are given by
mLi j =
{
mi j, i−B≤ j ≤ i+B,
0, otherwise,
(19)
with the same periodic indexing as the full-rank matrix. The sparse matrices ML3
and ML4 used in the numerical tests are constructed with B = round(log(N2)) and
B = 13 respectively. The values of t and B were chosen to get a good balance of
accuracy and cost at all resolutions in the tests in Section 5.
A similar approach was taken for the 2D low-rank solvers. The thresholding and
specified-bandwidth methods were applied. Matrix ML1 is constructed according to
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mL1i jkl =
{
mi jkl , mi jkl > 1/(10N2),
0, otherwise.
(20)
Matrix ML2 had a constant threshold value of 1e− 5. The entries of specified-
bandwidth matrix ML3 are given by
mL3i jkl =
{
mi jkl , (k− i)2+(l− j)2 ≤ B2, B= round(log(N2)),
0, otherwise.
(21)
Similarly, matrix ML4 is constructed with a constant bandwidth of B= 10.
5 1D numerical tests
The periodic results presented in this section have been published previously in
[9] while the non-periodic and 2D results are new. The full-rank and low-rank di-
rect solvers were implemented in Matlab. For comparison a standard solution tech-
nique was also employed, namely the Matlab backslash operator for the solution
of the sparse linear system (3). Since the matrices are Hermitian, the backslash
operator defaults to a Cholesky decomposition or LDL factorisation. A Gaussian
initial condition was specified that decayed to zero within the domain. In the non-
periodic case, a zero Dirichlet boundary condition was specified on the left (in-
flow) and a zero Neumann condition on the right (outflow). The advective and dif-
fusive constants were set to a= 1.0 and ν = 0.05 and simulations were run for 100
timesteps. The domain length was L = 1 and the following resolutions were used:
N = {100,200,400,800,1600,3200,6400}. For each value of N, the timestep was
optimised for accuracy. Further details of the optimisation are provided in [9].
5.1 Error convergence
The L2 norm of the solution errors with respect to the exact solution was calculated.
Periodic and non-periodic results are plotted in Figure 3. All the solvers achieve
second-order error convergence.
5.2 CPU time
Figure 4 shows the CPU times for 100 timesteps excluding matrix assembly. The
reference solver is much faster in the non-periodic test. Matlab’s backslash operator
automatically chooses the best solver for the matrix properties and it looks like a
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Fig. 3 Error convergence of 1D solutions. M = full-rank direct solver, A = backslash solver, ML1−4
= low-rank solvers.
different solver has been chosen for each test. The full-rank direct solver is the
slowest in both tests by an order of magnitude relative to the low-rank solver, but
it still obtains roughly linear scaling with N. All the low-rank solvers obtain linear
scaling and are roughly the same speed.
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Fig. 4 CPU time of 1D solutions.
6 2D numerical tests
In the 2D tests, the domain was x,y = [0 : 1], [0 : 1] and the initial condition was a
Gaussian distribution centred at (0.5,0.5) and shifted vertically by −0.5:
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u0(x,y) =−0.5+ exp(((x−0.5)2+(y−0.5)2)/ν). (22)
The diffusion coefficient was ν = 0.01 and the advection coefficient was a= 1 with
flow direction pi/4 below the horizontal (toward bottom right corner). (22) decays to
approximately zero within the domain, allowing for the imposition of homogeneous
Dirichlet inlet conditions. Five resolutions were used: N = {25× 25,50× 50,75×
75,100×100,125×125}. The simulations proceeded for 25 timesteps with advec-
tive CFL number cA = 1. The exact solution is
u(x,y, t) =−0.5+ 1
4t+1
exp(((x−0.5)2+(y−0.5)2)/ν(4t+1)). (23)
In the first test the boundaries were periodic. In the second test the Dirichlet bound-
ary condition u=−0.5 was imposed on the left and top, and zero Neumann bound-
aries on the right and bottom.
6.1 Error convergence
Figure 5 plots the L2 norm of the 2D periodic and non-periodic solution errors with
respect to the analytical solution. All schemes display O(N2) error convergence.
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Fig. 5 Error convergence of 2D solutions.
6.2 CPU time
Figure 6 shows the CPU times for 25 timesteps excluding matrix assembly. The full-
rank solver requires approximately O(N2) effort while the low-rank and reference
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solvers require only O(N) effort. The low-rank direct solvers ML1 and ML2 are al-
most an order of magnitude faster than the reference solver. All the low-rank solvers
are faster even though they suffer no accuracy penalty compared to the full-rank and
reference solvers.
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Fig. 6 CPU time of 2D solutions.
7 Conclusions
Low-rank approximation of the discrete Green’s function is a potentially powerful
technique for solving or preconditioning large-scale stiff systems of elliptic and
parabolic equations. This paper outlines a simple approach for extending the method
to hyperbolic problems. The key step was to treat the hyperbolic advective term as
a source, thereby transforming the equation into a parabolic form with a compact
symmetric Green’s function. Thereafter a low-rank approximation of the discretised
Green’s function was calculated, leading to a second-order accurate direct solver
with a computational cost proportional to N.
1D and 2D numerical tests on a serial processor validated the method. Dirichlet
and Neumann boundary conditions were imposed by the method of images. The 2D
numerical tests had a Reynolds number of 100 so the flow can be called advection-
dominated. Four different non-hierarchical low-rank approximations were tested in
1D and 2D. All four demonstrated no loss of accuracy relative to the full-rank solver
(M) but took roughly an order of magnitude less CPU time. Moreover, all low-rank
solvers obtained linear scaling of the CPU time with N. Some tuning of the cutoff
criteria was required to obtain best accuracy and cost.
Several improvements to the current method are under development including
higher-order approximations of the time integral in (4) and treatment of general
boundary conditions and geometries. Analysis and comparison of different HRLA
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techniques for the Gaussian kernel is also in progress. The goal is to develop a fast
solver based on HRLA for 2D and 3D stiff hyperbolic problems which could greatly
reduce the computational effort required for very large N. Of particular interest is
to develop a massively parallelised solver/preconditioner for high-order accurate
simulations of high-Reynolds number turbulent flows.
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