This report is on a continuation of the work discussed in Robertson and Wegman (1975). The results of a Monte-Carlo study of the power of the 1ike1i-hood ratio statistic considered in the previous paper are discussed. The asymptotic distributions for the likelihood ratio statistics for testing homogeneity against trend and trend against "otherwise" when the sampled distributions belong to an exponential family are given.
-2-1. Introduction: This report is on a continuation of the work discussed in Robertson and Wegman (1975) . In Section 2 we discuss the results of a MonteCar~ostudy of the power of the likelihood ratio statistic considered in the previous paper. In order to be able to make comparisons we included in this study a statistic proposed by Van Eoden (1958) for testing the same hypothesis.
In Section 3, we also consider tests for trend in parameters when the parameters involved arise from a distribution of the exponential type. The distribution for the likelihood ratio statistic for testing a trend hypothesis about normal means is shown to be the asymptotic distribution for the likelihood ratio statistic for an analogous test whenever the sampled distributions are members of the exponential family.
Monte Carlo Study: In this section, we report the results of a Monte-
Carlo study of the power of the likelihood ratio statistic considered by Robertson and Wegman (1975) . Following the notation of Barlow, Bartholomew, Bremner and Brunk (1972) , suppose we have independent random samples from each of k normal populations indexed by Xi: i = 1, 2, ,k. Supposẽ As we might reasonably expect, the likelihood ratio statistic beats Ti2' often impressively so, as illustrated by Figures 1 and 2. For example for k = 12, a = 1/10 and a = .05, Ti2's power is approximately .27 while the power of the likelihood ratio statistic is still 1. For alternatives of this type, the powers of both tests increase as k increases and, of course as a increases. The case a =0 corresponds to the null hypothesis Hi*:~(xi) = 0; i = 1, 2, ••• ,k and, hence, here the.~ower is an estimate of the significance level. These estimates of the significance levels for Tiz generally underestimate the "target" significance level as Van Eeden's theory predicts but in most cases this estimate is within two standard deviations of the target level.
Since Ti2 is based on differences between adjacent sample means one might reasonably expect it to be more sensitive to alternatives where one or more of the differences between adjacent population means is large. Table 3 gives estimated power for slippage alternatives of the type~(x2) =~(x3) = -2/80, -3/70, -4/60, -5/50, -6/40, -7/80, -8/20 and -9/10 . Table 4 gives further data for slippage alternatives: Table 4 is a step type alternative for which p(x i ) =-.35 for j S i and Table 3 the likelihood ratio statistic is more powerful than Ti2 .' :' -.
./ except for p(x i ) = -(1/90) or -(2/80). In these two instances the slippage is so small that the power is essentially equal to the size of the test. As expected, the differences in power for Ti2 and the likelihood ratio statistic in Table 3 are not nearly so dramatic as those in Tables 1 and 2 . Heuristically one might predict this since the likelihood ratio statistic is based on all the means simultaneously and hence should be more sensitive to the sorts of alternatives in Tables 1 and 2 compared to those in Table 3 .
l~e. may, in Table 4 , compare powers as the location, i , of the slipped mean ranges from I through 12. The power of the likelihood ratio monotonically decreases with this location shift whereas the power of Ti2 stays relatively constant. For i = 10, 11 Ti2 beats the likelihood ratio and significantly for i =11. Notice that as the location of the slippage increases the alternative comes closer to satisfying the null and in fact for i = 12, Hi is satisfied so that the powers approximate the size of the test.
Finally for the step alternatives, the likelihood ratio statistic has maximum power near k/2 and its power decreases in both directions while Ti2 has essentially constant power. Again notice that the case i =12 satisfies Hi so we have another estimate of the size of the test.
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. Proof: Let the cornmon value of 6(0) be 6 0 , Then from (3.5), using wellknown properties of the conditional expectation operator where X~_t is a x 2 random variable having k -t degrees freedom and as in Barlow et. al. (1972) . P(t,k) is the probability that E(X(o)IL) takes on t levels. The probabilities P(t,k) depend on the partial order « and on the We now show that Corollary 3.2 provides the large sample approximation to the critical level for testing HI against HZ -HI' As with the proof of Theorem Z of Robertson and Wegman (1975) The desired result follows from (3.6) since
It seems clear that the hypothesis n l =n Z = ... = n k could be relaxed.
It was required to take n inside the conditional expectation. However, the measure on 2 8 on which the expectations depend, also depends on n i so that such a relaxation would still require some assumption about the way the go to infinity. 
