Arti cial intelligence (AI) is gaining traction in service-oriented businesses in the form of chatbots. A chatbot is a popular type of social AI that uses natural language processing to communicate with users. Past studies have shown discrepancies in terms of whether or not a chatbot should communicate and behave like a human. This article aims to explore these discrepancies in order to provide a theoretical contribution of a list of factors related to perceived humanness in chatbots and how these may consequently lead to a positive user experience. The results suggest that a chatbot should have the following characteristics: avoiding small talk and maintaining a formal tone; identifying itself as a bot and asking how it can help; providing speci c information and articulating itself with sophisticated choices of words and well-constructed sentences; asking follow-up questions during decision-making processes and; providing an apology when the context is not comprehensible, followed by a question or a statement to dynamically move a conversation forward. These results may have implications for designers working in the eld of AI as well as for the wider debates and the broader discourse around the adoption of AI in society.
INTRODUCTION
Arti cial intelligence (AI) is the intelligence that is demonstrated by machines [17] . The rst de nition of AI is attributed to John McCarthy, who is often recognized as the father of AI; he coined the term and de ned it as "the science and engineering of making intelligent machines" [29] . Later de nitions of AI include "the * Corresponding author. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). AICCC 2019, December 21-23, 2019, Kobe, Japan © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-7263-3/19/12. DOI: https://doi.org /10.1145/3375959.3375973 intelligence demonstrated by machines, in contrast to the natural intelligence (NI) displayed by humans and other animals. AI [...] implements human cognitive functions such as perceiving, processing input from the environment and learning" [17, p. 73] . Similar de nitions of AI have been put forward by other researchers, for instance "machines that exhibit aspects of human intelligence" [20, p. 155 ] and a rational agent "that acts so as to achieve the best outcome or, when there is uncertainty, the best expected outcome" [46, p. 4] . For many people, the thought of AI is a dystopian one, leading to anxiety and concerns about what will happen to mankind if AI becomes too intelligent [28] . However, AI is already being used by most of us in a range of areas every day [19, 32] , for example AI that lter spam from email inboxes (e.g., Gmail), video streaming services that recommend what to watch next (e.g., Net ix), and web applications that identify people in photographs [19] .
The emergence of social media, such as Facebook and Twitter at the beginning of the 21st century, has been a game-changing phenomenon in the eld of online communication. Within this eld, a growing interest in the development of digital chatbots (henceforth chatbots) has been observed [9, 14] . A chatbot could be described as a social AI that is designed to perform conversations with humans [56] by communicating through natural language in order to achieve a certain result [9] , for example, aiding users with customer support or assisting with booking ights. According to some predictions, 50% of companies will spend more money on creating chatbots than traditional apps in 2021 (i.e., apps that are downloaded from an online store to a mobile device) [41] .
By and large, users today do not feel that their expectations of what a chatbot should be capable of are being met; for instance, a chatbot may not understand their questions or intentions [21] , and human-like attributes create expectations that are higher than the chatbots can meet [27] . Users also have di culty grasping what a chatbot is capable of, because they do not receive enough feedback to build a correct image of its capabilities [21, 27] .
In the process of designing chatbots, some argue that a chatbot should be given human-like behavior [2, 40] ; however, there is a lack of consensus on whether this is desirable [37, 43, 48] . On one hand, giving a chatbot a personality is widely viewed as an important part of its design, as it appeals to users in terms of creating engagement, encouraging playfulness, and building trust [21, 25, 33] . On the other, humorous chatbots can falsely lead users to believe that they are smarter and more capable than they are [27, 30] , and a chatbot personality that is too human-like can be perceived by users as disturbing and uncanny [27, 30, [33] [34] [35] 49] .
Based on the aforementioned reasoning, this article aims to explore and identify the factors that can contribute to creating a human-like user experience (UX) with a chatbot, and to formulate a design guideline that may aid the future design of chatbots. In this context, UX can be de ned as "the experience of using an interactive system" [24] . Correspondingly, this article is guided by the following research question: What factors contribute to the creation of a human-like UX of a chatbot, and how can a design guideline be formulated to support the future design of chatbots? To address this question, a quantitative survey was used, which will be further described in the methodology section. The rest of this article is organized as follows. The next section presents a theoretical review of AI, chatbots, and factors related to perceived humanness in chatbots. Then, our methodology is described with a focus on the quantitative approach. Using this approach, the reader is then presented with the results and a corresponding analysis. Based on the ndings, a design guideline is proposed for future consideration when designing a chatbot. The nal section concludes by discussing the results in comparison with related research and providing suggestions for future work.
LITERATURE REVIEW 2.1 Arti cial intelligence
The term AI was coined in the 1950s, and during this decade Alan Turing published an article which for many scientists marks the birth of AI [17, 51] . The article proposed the Turing test, which aims to measure the intelligence of machines and to determine whether they could convince a jury that they are in fact human. There are doubts regarding to which extent this could indicate that a machine is in fact intelligent, and even Turing emphasized that the focus of the test was for the machines to imitate a human being [5] . It was not until 2014 that a machine managed to pass the Turing test [55] . The chatbot, referred to as Eugene Goostman, managed to convince more than one third of the judges that it was a human. It is not easy for AI to imitate human intelligence, as there are many aspects to take into consideration (e.g., cognitive, social and psychological factors) [53, 55] . These factors are dependent on the context, and di er between situations [53] .
AI technologies have the potential to complement and support tasks that are performed by humans today [28] . On one hand, if AI is granted human-equivalent rights and extensive access to decision-making processes, this could lead to AI taking control and consequently result in human beings becoming secondary [28] , and this has raised concerns in terms of ethics, transparency and accountability [15, 50] . On the other hand, AI has the potential to revolutionize society and to create a utopia in which human beings could cure diseases [16] , AI could supplement human contributions [22] , and individuals could spend more time pursuing personal growth and individual passions. Today, AI has been used to automate many parts of our lives, for instance in autonomous vehicles (e.g., Tesla), robots for home cleaning (e.g., Xiaomi Roborock), digital nurses that monitor the condition of a patient (e.g., Sensely), and voice-controlled speakers (e.g., Apple Homepod) to manage home accessories (e.g., to switch on lights or play music). The trends in AI suggest that human beings could be replaced not only in professions that require mechanical intelligence (e.g., call center agents, waiters, taxi drivers) but also professions that require analytical and intuitive intelligence (e.g., accountants, analysts, managers) [17, 20] . Even so, there are doubts that AI could ever become a serious concern (i.e., replacing humans); it has been suggested that human consciousness may not be able to be summed up in rules, and machines can only be programmed to follow rules [28] . This could be interpreted as meaning that it may be di cult to design and create an AI that fully mirrors human-like intelligence.
A chatbot is one example of AI that uses Natural Language Processing (NLP) to communicate and interact with humans [56] . NLP is a combination of techniques that allows for the analysis of text or language on one or several levels [47] . Through NLP, human beings can interact with AI using natural language. In some cases, sophisticated models such as the adaptive response model are being used to interpret what human beings are saying and to provide adaptive responses. This model has been shown to increase perceived humanness and faster responses [47] .
Chatbots use the same kind of dialogue patterns as in SMS and messaging applications (e.g., Facebook Messenger), which are growing in popularity [9, 14] . Since 2014, companies and developers have created chatbots inside these applications, which has increased the accessibility of chatbots [23, 58] .
Chatbots
A chatbot could be de ned as a social AI that has been designed to carry out conversations with humans using NLP [9, 56] . The exibility this creates has led to chatbots being used in various elds [2, 48] , for instance in customer service [6] (e.g., ChatBot, chatbot.com), libraries [32] (e.g., Pixel, pixel.unl.edu), and health care [42] (e.g., MedWhat, medwhat.com). Chatbots can be used for various purposes, such as helping users to nd information, supporting collaboration between users, and automating parts of a work ow that are repetitive [40] .
Some researchers have suggested a classi cation of interaction styles of chatbots that divides chatbots into four categories: (i) dull, in which a chatbot answers with single words and often repeats the same or similar phrases; (ii) alternate vocabulary, in which a chatbot has a larger base of variations of the same answers; (iii) relationship building, in which vocabulary and topics can change between easygoing and professional, and a chatbot can control the ow of conversation by giving spontaneous information or making a joke; and (iv) human-like, where a chatbot learns from previous experience and uses past knowledge to interact using more subtle conversation patterns and meaningful dialogue [40] . Due to di culties in mapping the capabilities of chatbots, users are often not able to tell which category a chatbot belongs to, and by extension what they can expect from it [21, 27] . This leads to high expectations, and disappointment and frustration when these expectations cannot be met. It is not easy to predict how users will react during interactions with chatbots, as this is highly dependent on the user's personality [26, 33] .
One study have identi ed the following factors that contribute to successful interactions with AI: clear and uncomplicated answers, relevant answers and answers that are not too short, but also not too long [6] . In this study, arti cial conversations were evaluated using Gricean maxims (e.g., quality, quantity, relation), which describe the principles that enable e ective communication. For instance, the quantity maxim states that the "speaker's utterance provides as much information as appropriate, not more, not less, " while the relation maxim states that the "speaker's utterance is relevant to the context and the topic of the conversation" [6] .
Similarly, in a dialogue with a chatbot, previous research has indicated that users appreciate the use of sophisticated words (i.e., the use of a diverse vocabulary) and well-constructed sentences (i.e., complex language) [26] . These factors, in combination with lengthy dialogue, were connected to immediacy and were perceived as an indicator of care [54] . In addition, high grammatical quality was associated with positive evaluations of humanness, and was related to the perception of being human-like [26] .
Previous research also con rms that users expect chatbots to behave in a human-like manner [58] . When rst-time users were asked about the expectations they had of a chatbot, the following four categories were indicated as important: high performing, smart, seamless, and personable. The rst, high performing, refers to being fast, e cient, and reliable. In general, a chatbot is meant to show a user the fastest and most e cient way to complete a task. The second, smart, is a measure of how knowledgeable, accurate, and predictive a chatbot is. For example, a chatbot could suggest a time of a departure that depends on the location of an appointment. The third, seamless, focuses on characteristics such as the smoothness, ease, and exibility of the experience (i.e., "all in one") and the ability to adjust to di erent circumstances, for instance a task that requires di erent actions on di erent days. The fourth, personable, refers to the understanding of the user and to the aspect of how likeable a chatbot is [58] .
In line with these aspects, users have indicated that they expect a chatbot to engage in a dynamic conversation, for example in which it asks relevant follow-up questions in order to steer the conversation in the right direction and to attempt to nd the correct answer [21, 47] . Users also expected a chatbot to engage in small talk and to have a personality that matches the context for which it was designed. Several studies have shown that users have high expectations of the capabilities of chatbots, and these expectations are currently not being ful lled [4, 21, 27 ].
Designing a chatbot with humanness
One example of a framework that is used today when developing autonomous agents with human-like behavior is the BDI model [38, 39] . The BDI model is based on three concepts: beliefs, desire, and intention [38, 45] . Agents make decisions based on "beliefs which represent the individual's knowledge about the environment and about their own internal state; desires or more speci cally goals (non-con icting desires which the individual has decided they want to achieve); and intentions which are the set of plans or sequence of actions which the individual intends to follow in order to achieve their goals." [1, p. 212 ]. The BDI model has proved to be successful in creating human-like characters [39] . At the same time, it is an abstraction of human deliberation and the model lacks many generic aspects of human behavior and reasoning [39, 45] .
When designing a human-like chatbot, it may be essential to consider which factors can in uence the UX to ful ll the user's needs. UX can be de ned as "the experience of using an interactive system" [24] . To elaborate on this meaning, UX may be described by the following three components: (i) its usefulness -if, or how well, an artifact enables a user to reach a certain goal; (ii) its usabilityhow easy to use an artifact is perceived to be; and (iii) satisfactionhow satis ed a user is with the interaction with an artifact [13] .
One aspect of UX in the context of AI is how human-like chatbots should behave, and how this a ects UX. Although previous studies have explored how chatbots could evolve to converse or behave in a human-like manner [2, 21, 27, 30, 33, 56] , there is no consensus on whether this is the correct way to move forward from a UX perspective of interacting with chatbots [37, 43, 48] .
The simulation of feelings in chatbots can be engaging, but people are also sensitive towards behaviour that seems "o ". This means that if an emotional response from a chatbot does not match the conventions and unwritten rules of human conversation, this may create discomfort in users [30] . There is also a risk that signs of emotional intelligence in chatbots can lead to users interpreting them as being more capable than they actually are, leading to high expectations that cannot be met [27, 30] . The users could also interpret the chatbots as being more conscious in producing their answers [57] . Emotional responses that are relevant to a situation have been shown to create a trustworthy impression, and users perceive chatbots that are capable of performing such responses as more competent and warmer [10] .
It has been argued that a chatbot can become more trustworthy if it is more robotic than human-like [56] . A machine does not have to be human-like to be engaging [33] , and there is not necessarily a correlation between how human-like and emotionally intelligent a chatbot is, and how likeable it is [30] . In some cases, humanlike chatbots have even created frustration when engaging with users [43] . However, studies have shown that users are attracted to human-like chatbots [2] and AI that allows for a human-like use of language [21] . Whether a chatbot should imitate human behavior or have their own personality could be dependent on context [37] .
Closely related to previous considerations is the aspect of creating trust in chatbots, which in part depends both on the design of personality and on the design of the conversation. Factors that can contribute to users trusting chatbots are: (i) small talk [3, 44] ; (ii) a chatbot being open and transparent about being a machine [33] ; (iii) the ability to react and respond to signals that indicate emotional and social behavior [30] ; and (iv) an authentic chatbot that matches the user on a personal level and in conversation [37] . In this case, authentic means that the chatbot is aware of and capable of remaining in context, that it is transparent and can act as a person with values, attitude and culture [37] .
Finally, it has been recommended taking the following factors into consideration when designing a chatbot: (i) clarify the chatbot's competence and abilities; (ii) have the ability to maintain the context throughout a conversation; (iii) enable small talk; (iv) manage failed dialogue; and (v) end a conversation in an appropriate way [21] . It has been shown that users preferred chatbots that conversed in a human-like manner (e.g., remaining within context, understanding negative statements, managing failure and asking intelligent questions) and that took advantage of familiar turntaking conversation roles, as seen in messaging conversations [21] .
Summary
Previous studies have identi ed factors that have been shown to in uence how human-like a chatbot is perceived to be. These are as follows: (i) small talk [3, 44] ; (ii) way of conduct in tasks [21, 48] ; (iii) adhering to context [21, 37] ; (iv) natural ow of conversation (e.g., turn-taking, pauses) [21, 48] ; (v) sophisticated choices of words and well-constructed sentences [26] ; (vi) a dynamic approach (e.g., asking follow-up questions) [21, 47] ; (vii) expressing feelings based on context [10, 21] ; and (viii) reacting to social and emotional cues [30] . In the next section, the methodology of this study will be described, with a focus on the survey that was conducted.
METHODOLOGY 3.1 Sampling
An assessment was made with regard to how feasible it was to include each of the previously mentioned factors in the survey. For example, it was challenging to include the third factor, namely adhering to context, since this would have required a working chatbot. Based on this consideration, factors three, four, and eight were excluded, resulting in the following ve factors: (F1) small talk; (F2) way of conduct in tasks; (F3) sophisticated choices of words and well-constructed sentences; (F4) dynamic approach (e.g., asking follow-up questions); and (F5) expressing feelings based on context (e.g., frustration). A quantitative survey was applied, including questions where participants were presented with several situations. These situations were based on factors F1-F5 and were related to user experience as well as human-like behavior that had been identi ed from the literature review. All questions were self-generated and created speci cally for this survey.
Participants
A total of 75 participants completed the survey. After data processing to exclude outliers and incomplete values, 69 participants remained. A total of 47% were females (n = 32), 52% were males (n = 36), and 1% (n = 1) did not wish to disclose their gender. Participants had an age range of 20 to 61 years (M = 35.89; SD = 9.56). With regard to how many hours they spent on the Internet per day, 51% indicated 2-5 hours (n = 35), 38% answered 6-10 hours (n = 26), 10% responded 11-20 hours (n = 7), and 1% was online for 0-1 hours (n = 1). 99% indicated that they used a smartphone (n = 68) and 1% did not (n = 1).
Materials
The survey consisted of two sections (see Appendix A and B). The rst section aimed to collect demographic data about the participants, such as age, gender, how much time they spent on the Internet and whether they used smartphones. It also focused on gathering information related to how often and in what situations participants had encountered chatbots (e.g., searching for information, customer service). A de nition of a chatbot was included in this section with the purpose of supporting participants in their understanding of what a chatbot is. In addition, the rst section also examined whether participants looked for chatbots when they needed help on websites. This section was included with the purpose of better understanding the extent to which a chatbot is a desirable and useful tool. The second section consisted of 11 questions, speci cally generated for this survey, in which participants were requested to evaluate how they wished to be addressed by a chatbot and how it should articulate itself during the conversation. In the following, each of the 11 questions will be brie y described in relation to the mentioned factors (F1-F5).
The rst question aimed to investigate how users wished to be addressed by a chatbot on a personal level, i.e., who would initiate the conversation and whether a user wished to be greeted by name (F1). The second question examined how likely a user would be to continue interacting with a chatbot if it did not understand what the user wanted, and the ways in which the chatbot should describe how to move forward from such a situation (F5). The third question explored the degree to which it is desirable that a chatbot has a personality and the extent to which a chatbot should share it through small talk (F1). The fourth question focused on how detailed the information in a chatbot's responses should be (F3). The fth question considered whether a user would ask for followup questions to determine whether a chatbot had understood a given question and could give a relevant response to it (F4). The sixth question sought to understand what behavior is desirable in a formal context (e.g., a bank) and whether a user expected similar behavior to that of a physical visit (F2). The seventh question aimed to study which behavior is desirable in an informal context (e.g., entertainment/playing music) and whether a user expected a chatbot to have an entertaining personality (F2). The eighth question focused on how speci cally a user wishes a chatbot would articulate itself with regard to what it is capable of and the context in which it is operating (F2). The ninth question examined the parlance a chatbot should use in terms of well-constructed sentences (F3). The tenth question probed how desirable it was that a chatbot could interpret situations in which a user is frustrated, and the degree to which it should show apologetic behavior (F5). The eleventh question looked more closely at how desirable it is that a chatbot asks follow-up questions to ensure a user is provided with relevant responses, and ultimately to lead to a successful resolution of a conversation (F4).
A reliability test was conducted to examine the internal consistency of these questions. The test showed a Cronbach's alpha value of 0.59, which indicated satisfactory internal consistency [8] .
Procedure
The survey was created and conducted with the Emarketeer tool. It was sent via email to employees in a company that worked with chatbots and their customers. In addition, the survey was also shared via social media (LinkedIn and Facebook) to reach a wider audience who may have had experience with chatbots. The survey was active over a period of 10 days. Upon opening the link to the survey, participants were briefed with the purpose of the survey and informed that it would take approximately 5-10 minutes to complete. Once the survey was closed, data were exported to Excel and imported into SPSS for further processing. Questions related to a particular factor (F1-F5) were analyzed together.
Ethical considerations
Prior to data collection, ethical considerations were taken into account in accordance with the guidelines set forth by the Swedish Research Council [7] . Upon opening the survey, information was given to participants that their participation was on a voluntary and con dential basis, and all responses were anonymized. They were informed that they could end their participation at any time during the survey. Furthermore, participants were given information that the collected data would only be used for research purposes within the scope of this study and not shared with any third parties.
RESULTS AND ANALYSIS 4.1 Demographics
Participants indicated the following regarding their experience of interacting with chatbots: 7% had not interacted with a chatbot (n = 5), 49% a few times a year (n = 34), 20% a few times a month (n = 14), 15% a few times a week (n = 10), and 9% every day (n = 6). The results showed that participants had interacted with a chatbot, with the majority having an interaction a few times per year. Concerning when participants encountered chatbots, they indicated that this was in the following situations: searching for information (n = 29), checking for the weather forecasts (n = 13), playing music (n = 17), customer service (n = 43), survey/evaluation (n = 15). The remaining options (i.e., booking meetings, to have someone to talk to, to get inspiration when shopping online, job-related situations, none of the above) were selected by ve participants or fewer.
Since chatbots are not widely utilized, it was expected that the results would show that the majority of participants encountered chatbots in a customer service situation and when searching for information. Moreover, participants were requested to indicate whether they would ask for help via chat on websites: 23% said never (n = 16), 68% indicated sometimes (n = 47), and 9% answered all the time (n = 6). The results revealed that the majority of participants were inclined to ask for help using chat on websites, which may be an indicator that chatbots could o er an increasingly essential way of providing customers with instant support. In the following section, the results and analyses of the survey are presented.
Survey
4.2.1 Small talk. This factor (F1) was investigated in question one and three. The rst question was designed to examine the degree to which a chatbot should be formal when greeting a user, and the third was concerned with the type of information a chatbot should share in relation to a task, which in this case was looking for a destination on a business trip.
A chi-square test was conducted for the rst question to determine whether there were statistically signi cant di erences in preferences of how participants wanted to be greeted by a chatbot. The test was statistically signi cant, χ 2 (3, N = 69) = 19.99, p < .001. Further investigation revealed a division between the majority of participants, in which the largest group (39.1%) stated that it should be their initiative to start a conversation, and the second largest group (37.7%) indicated that they wished to be greeted by name and asked what they want help with. Two smaller groups indicated that they only wished to be greeted by saying hello (13%) or to be greeted by name (10.1%). These results suggested that the second largest group may have valued the aspect of being asked what they needed help with.
Likewise, a chi-square test was conducted for the third question, which concerned the information that participants preferred to receive via chatbot when looking for a business trip destination. Two of the six options were excluded because they had less than ve participants, which was one of the assumptions of the test that needed to be ful lled. The test was statistically signi cant, χ 2 (3, N = 66) = 70.36, p < .001. The ndings of the third question showed a strong preference among participants to receive a formal update while a chatbot was processing a request (66.7%). By and large, the results indicated that small talk may not be preferred when interacting with a chatbot. However, the results could be contextdependent in the sense that small talk may not be preferred in a service-oriented context but could be accepted in a social context.
Way of conduct in tasks.
This factor (F2) was examined in questions six, seven, and eight. All three questions investigated the opening message that participants preferred for di erent tasks, which included banking, playing music and booking a meeting. The sixth question focused on banking, and prior to a chi-square test, one of four options was excluded because it did not meet the minimum requirement of ve participants. The test was statistically signi cant, χ 2 (2, N = 67) = 20.54, p < .001. The largest group (47.8%) preferred that a chatbot should identify itself as a bot, followed by asking how it could help. The second largest (42%) preferred to be asked how a chatbot could help. A smaller group (7.2%) wished to be asked if they wanted to spend or save. By and large, the results seem to indicate that participants wanted to be asked how they could be helped, with some preferring a chatbot to identify itself as a bot. Furthermore, the results indicated that participants did not prefer a chatbot to express itself in a humorous or informal manner.
The seventh question related to a chatbot assisting when playing music. A chi-square test for the question was statistically signi cant, χ 2 (3, N = 69) = 39.46, p < .001. The largest group (53.6%) indicated that they wished to be asked what they wanted to listen to, and the second largest (30.4%) responded that they wanted to be asked for a genre to listen to. In addition, the results suggested that the majority of participants preferred neither a formal response (e.g., "please state a genre") (7.2%) nor an informal one (e.g., "groovy, you're back!") (8.7%), but rather a balanced response.
Question eight considered the interaction with a chatbot when booking a meeting. One of the ve options had less than ve participants, and was therefore excluded. A chi-square test was conducted and showed no statistical signi cance. However, further investigation showed an equal division between the two largest groups. The rst (30.4%) preferred to be asked whether to book a room or manage their calendar, while the second (30.4%) wanted a chatbot to identify itself as a bot and to show available meeting times based on their calendar. Overall, the results suggest that it may not be desirable for a chatbot to have an entertaining personality.
Sophisticated choice of words and well-constructed sentences.
Factor three (F3) was investigated in questions four and nine. The questions were formulated based on correct punctuation, word choice, and sentence length. The common denominator for both questions was the context of travel. The fourth question focused on providing timetable information for bus departures, and the ninth information about a booked trip. A chi-square test for the fourth question was statistically signi cant, χ 2 (3, N = 69) = 29.73, p < .001. A closer look at the results showed that the largest group (43.5%) preferred speci c information that included bus numbers, destinations, and timetables. The second largest group (39.1%) was satis ed with only receiving speci c information about bus numbers and timetables. In general, and in line with the results of the seventh question, the majority of the participants preferred neither a short non-speci c response (e.g., "12:15") (7.2%) nor a long one (e.g., "there are ve di erent buses going to the train station from your bus stop... ") (10.1%), but rather a balanced response.
The ninth question addressed the responses that participants wished to receive when booking a trip. A chi-square test was performed for the ninth question and was statistically signi cant, χ 2 (2, N = 69) = 18.35, p < .001. In general, the largest group (55.1%) preferred the option with the longest sentence, the most sophisticated choice of words, and a well-constructed sentence structure over the other shorter, less sophisticated, less structured options. Nonetheless, the second largest group (31.9%) selected an option with less sophistication and structure. The smallest group (13%) chose the shortest and the least sophisticated, well-structured option. One explanation behind the choice of the second group may be that this option was shorter but contained the same vital information as the option selected by the largest group. Another explanation is that in the era of social media, participants may expect to select and process shorter messages.
Dynamic approach.
The fourth factor (F4) was analyzed by means of questions ve and eleven. These questions inquired into whether participants preferred to receive follow-up questions in speci c contexts, such as asking about the weather and making a purchase choice of a hair trimmer. The fth question asked participants to indicate their preferred response when getting weather updates. Prior to a chi-square test, two of the four options were excluded as they had fewer than ve participants. The test was statistically signi cant, χ 2 (1, N = 67) = 32.97, p < .001. The results showed that participants did not prefer a follow-up question (2.9%); instead the majority (82.6%) preferred to get the following detailed information about the weather: (i) their current city based on geolocation; (ii) temperature in degrees in Celsius; and (iii) whether there would be any clouds. A small group (14.5%) preferred to get the same detailed information but without the current city.
The eleventh question looked into follow-up questions when making a purchase choice. Two of the four options for the questions were excluded as they had fewer than ve participants. Following this, a chi-square test was performed and was not statistically signi cant. The results showed an equal division between one group (44.9%) who wanted to get a purchase recommendation based on reviews, and a second group (46.4%) who indicated that they wished to be asked a follow-up question to make a better purchase choice. These results may be interpreted as showing that participants wanted to give more speci c information to make a better purchase choice, while also wanting to get more speci c information about purchase choices in terms of reviews. Overall, the results seem to suggest that when asking a chatbot for information that does not involve making a choice, no follow-up questions may be required. Instead, follow-up questions may be preferable when making a purchase, where more information should be both asked for and provided to inform the decision-making process. It may be a good idea for a chatbot to foster common understanding, and this could be done by asking follow-up questions or repeating the vital elements of a question in the answer.
4.2.5
Expressing feelings based on context. Factor ve (F5) focused on the aspect of when a chatbot does not understand a user, and was explored in questions two and ten. The second question involved responses that participants want to receive when a chatbot does not understand. Before a chi-square test was conducted for the second question, two of the ve options were excluded as they had fewer than ve participants for each option. The test was statistically signi cant, χ 2 (2, N = 68) = 12.56, p < .05. The results showed that the largest group (44.9%) preferred to receive an apology from a chatbot, followed by being asked if they wished to talk to a human instead, while the second largest group (40.6%) favored the option of receiving an apology followed by being asked to rephrase their question in a di erent way. A smaller group (13%) was satis ed with receiving a response in which a chatbot apologized followed by saying that it did not understand.
The tenth question looked more closely at the aspect of frustration and at how participants want a chatbot to respond when they express frustration. A chi-square test was statistically signi cant, χ 2 (3, N = 69) = 16.39, p < .05. Interestingly, the largest group (37.7%) pointed out that they preferred an apology and then be asked to rephrase their question, while the second largest group (34.8%) preferred an apology followed by a statement to rephrase. Two smaller groups preferred either a short response without an apology (20.3%) or a longer response with an apology (7.2%). A common factor for both questions was that participants preferred to receive an apology from a chatbot when it did not understand them, followed by being asked to rephrase their question in order to move the conversation forward. However, it was not desirable that a chatbot should apologize in a prolonged response.
Design guideline for chatbots
A common approach to reporting results within design research involves design guidelines [11, 12] . A frequently used template for formulating design guidelines is as follows [52] : "If you want to design intervention X [for the purpose/function Y in context Z], then you are best advised to give that intervention the characteristics A, B, and C [substantive emphasis], and to do that via procedures K, L, and M [procedural emphasis], because of arguments P, Q, and R". The term 'intervention' in this template refers to "products, programs, materials, procedures, scenarios, processes" [31, p. 5] . In the following, the term is rephrased in the proposed design guideline as 'a chatbot'.
The guideline is motivated and underpinned by the results of the survey, and reads as follows: If you want to design a chatbot, then you are best advised to give that chatbot the characteristics of (a) avoiding small talk and maintaining a formal tone; (b) identifying itself as a bot and asking how it can help; (c) providing speci c information and articulating itself with sophisticated choices of words and well-constructed sentences; (d) asking follow-up questions in decision-making processes; and (e) providing an apology when the context is not comprehensible followed by a question or a statement to dynamically move a conversation forward.
DISCUSSION
The purpose of this study was to explore and identify factors that could contribute to creating a human-like user experience with a chatbot as well as formulating a design guideline to aid in the future design of chatbots. The research question guiding this article was: What factors contribute to the creation of a human-like UX of a chatbot, and how can a design guideline be formulated to support the future design of chatbots? This question was addressed using a quantitative survey that resulted in ve factors: small talk, way of conduct in tasks, sophisticated choices of words and well-constructed sentences, a dynamic approach, and expressing feelings based on context. Based on these factors, a design guideline was formulated.
Previous research has suggested that small talk could lead to increased trust in a chatbot [21, 44] . Other studies have shown individual di erences, in which extroverted individuals reported increased trust and introverted ones did not experience any di erence in trust when interacting with a chatbot [3] . The results of this study are in contrast to previous ndings, and indicate that small talk may not be preferred. One reason behind this could be that the results depend on not only users' personality but also on context. Small talk may not be desired in a service-oriented context but could be appropriate in a social context.
The results also indicated that a chatbot should interact in a clear, concise way, and not involve humor. A chatbot should identify itself as a bot and should ask how it can help with di erent tasks. The results provide support for previous research that has identi ed risks in using humor [27] , but contrast with other research promoting humor as a positive characteristic [21] . At the same time, it is essential when designing a chatbot to consider research showing that people do not communicate in the same way with a chatbot as with people [10, 30, 36] .
Moreover, the results showed that sophisticated choices of words and well-constructed sentences were preferred characteristics in a chatbot. This not only supports previous ndings [26] , but also extends them with data showing that speci c and long sentences are desired. In addition, correct language usage was rated higher than everyday language that included abbreviations and incorrect punctuation. One explanation behind this may be that people, while interacting with a chatbot, expect communication to be similar to that of what they experience in a physical and formal context. Another could be context dependence, and valid when users are using chatbots in service settings (as opposed to for entertainment).
Further, a chatbot's dynamic approach in conversations may be more complex than previously thought. Speci cally, having a dynamic approach does not only entail asking follow-up questions, but also being capable of staying in context and asking said questions by making use of information previously given by users [21, 37, 47] . The results demonstrated that follow-up questions may not be desired when asking for general information (e.g., weather information), but are preferred in decision-making processes (e.g., purchase choices). This aspect is essential, and must be carefully considered in the design process of a chatbot as it may have serious practical implications, for instance for users who may ask medical questions and receive recommendations based on their input [4, 18] .
Past research has identi ed that expressing appropriate emotions when it is relevant in a given context may increase the perceived humanness in a chatbot in terms of competence and warmth [10] . The ndings of this study support previous research in that users appreciate when chatbots express emotions when facing context they do not understand and when a chatbot follows up with a question or a statement to move a conversation forward. It was, however, not desired that a chatbot communicate an apology via a longer response.
The results of this study have shown, in line with previous studies [26, 30] , that there exists a wide range of preferences of how users prefer to interact with a chatbot. To accommodate individual users, one way forward could be to create chatbots that rely on users' personality traits in concert with their speci c preferences [30] .
This study has certain limitations that need to be considered in future work. The survey was conducted with participants who were relatively familiar with the Internet, and speci cally chatbots. Future work should aim to examine those who do not have much experience with technology in order to bridge a possible digital divide. The questions in the survey investigated speci c situations and contexts. While these showed satisfactory internal reliability, they could have been randomized to minimize question order bias and improve overall data quality.
CONCLUSIONS
As the use of chatbots continues to spread, this will create new challenges for designers. While it has been common to design graphical user interfaces, a shift may be underway with greater focus on designing voice-activated interfaces rather than graphical ones. It will therefore become increasingly important for designers to better understand a user's intentions, needs, and goals to help them access information and perform actions through conversations, whether written or verbal, instead of graphical user interfaces. This transition may require a di erent set of methods to measure, analyze, design and deliver a positive user experience.
Another challenge is connected to designing interactions that help users create a correct mapping of a chatbot's intelligence and competence. This could be vital in order to avoid misunderstanding and disappointment when a chatbot does not live up to expectations. Chatbots provide the possibility for users to interact with technology on a personal level, potentially creating various kinds of expectations and di erent w ays t o f ul ll th eir ne eds. These expectations and di erent approaches may need to be anticipated and prepared for in the design process of a chatbot, in order to accommodate a wider group of users. The results of this study and the proposed guideline contribute with theoretical pointers that could guide the future design of chatbots and which may have practical implications for the increasing adoption of AI in di erent parts of society. • How much experience do you have with interacting with chatbots?
The de nition of a chatbot in this survey is a virtual personal assistant that you interact with through written or spoken language. 
