Let R be a subring of the rationals. We want to investigate self splitting R-modules G that is Ext R (G, G) = 0 holds. For simplicity we will call such modules splitters, see [16] . Also other names like stones are used, see a dictionary in Ringel's paper [14] . Our investigation continues [10] . In [10] we answered an open problem by constructing a large class of splitters. Classical splitters are free modules and torsion-free, algebraically compact ones. In [10] we concentrated on splitters which are larger then the continuum and such that countable submodules are not necessarily free. The 'opposite' case of ℵ 1 -free splitters of cardinality less or equal to ℵ 1 was singled out because of basically different techniques. This is the target of the present paper. If the splitter is countable, then it must be free over some subring of the rationals by Hausen [12] . Contrary to the results in [10] and in accordance to [12] we can show that all ℵ 1 -free splitters of cardinality ℵ 1 are free indeed.
Introduction
Throughout this paper R will denote a subring of the rationals Q and we will consider R-modules in order to find out when they are splitters. 'Splitters' were introduced in Schultz [16] . They also come up under different names as mentioned in the abstract. Recall an easy basic observation, see [5] :
If Ext (A, B) = 0, A ′ ⊆ A and B ′ ⊆ B, then Ext (A ′ , B/B ′ ) = 0 as well.
The first result showing freeness of splitters is much older then the notion of splitters and is due to Hausen [12] . It says that any countable, torsion-free abelian group is a splitter if and only if it is free over its nucleus. The nucleus is the largest subring R of Q which makes the abelian group canonically into an R-module. More precisely
Definition 1.2 The nucleus R of a torsion-free abelian group G = 0 is the subring R of Q generated by all
1 p (p any prime) for which G is p-divisible, i.e. pG = G.
The fixed ring R mentioned at the beginning will be the nucleus R = nuc G of the associated abelian group G.
The following result reduces the study of splitters among abelian groups to those which are torsion-free and reduced modules over their nuclei. Many splitters are constructed in [10] , in fact we are also able to prescribe their endomorphism rings. This shows that uncountable splitters are not classifiable in any reasonable way, a result very much in contrast to classical well-known (uncountable) splitters which are the torsion-free algebraically compact (or cotorsion) groups.
The classical splitters come up naturally among many others when considering Salce's work [15] on cotorsion theories: A cotorsion theory is a pair of classes of Rmodules (F, C) which are maximal, closed under extensions such that the torsion-free class F is closed under subgroups and the cotorsion class C is closed under epimorphic images and Ext (F, C) = 0 for all F ∈ F and C ∈ C. The elements in F ∩ C are splitters and in case of Harrison's classical cotorsion theory these are the torsion-free, algebraically compact groups. For the trivial cotorsion theory these are free R-modules.
Hausen's [12] theorem mentioned above can be slightly extended without much effort, see [10] .
Theorem 1.4 If R = nuc G is the nucleus of the torsion-free group G and G is a splitter of cardinality < 2
ℵ 0 , then G is an ℵ 1 -free R-module.
Recall that G is an ℵ 1 -free R-module if any countably generated R-submodule is free.
The algebraic key tool of this paper can be found in Section 2. We consider torsion-free R-modules M of finite rank which are minimal in rank and non-free. They are (by definition) n-free-by-1 R-modules if rk M = n + 1; the name is self explaining: They are pure extensions of a free R-module of rank n by an R-module of rank 1. Similar to simply presented groups, n-free-by-1 groups are easy represented by free generators and relations. Using these minimal R-modules we will show the following Main Theorem 1.5 Any ℵ 1 -free splitter of cardinality ℵ 1 is free over its nucleus.
The proof will depend on the existence of particular chains of ℵ 1 -free R-module of cardinality ℵ 1 which we use to divide ℵ 1 -free R-modules of cardinality ℵ 1 into three types (I,II,III). This may be interesting independently and we would like to draw attention to Section 3. In Sections 4-7 we use our knowledge about these chains to show freeness of splitter. The proof is divided into two main cases depending on the continuum hypothesis CH (Section 5) and its negation (Section 4). In the appendix Section 8 we present a proof of the main result of Section 5 under the weaker set theoretic assumption WCH 2 ℵ 0 < 2 ℵ 1 , a weak form of CH which will be interesting (only) for splitters of cardinality > ℵ 1 . The results in Section 6 and 7 on splitters of type II and III do not use the case distinction by additional axioms of set theory.
Solving Linear Equations
Let R be a subring of Q. Then R-modules of minimal finite rank which are not free will lead to particular infinite systems of linear equations. Consider the Baer-Specker R-module R ω of all R-valued functions f : ω → R on ω, also denoted by f = (f m ) m∈ω .
where each p m is not a unit of R. Then we can find a sequence s = (s m ) m∈ω ∈ R ω such that the following system of equations (ŝ) has no solutionx = (x 0 , . . . , x n ) ∈ R n+1 , y m ∈ R with
Proof: We will use Cantor's argument which shows that there are more real numbers than rationals. First we enumerate all elements in R n+1 as
and construct s ∈ R ω inductively.
It is interesting to note that the set of bad elements
is a submodule of R ω but |B| is uncountable in many cases. Hence enumerating B would not help. 
is uniquely defined. Recall that p m is not a unit and either p m does not divide z, then we set s m = 0 or we can choose some s m ∈ R \ {0} and p m does not divide z + s m . In any case
and s m is defined. Suppose that (ŝ) has a solutionx ∈ R n+1 , thenx = x m for some m by our enumeration. We calculate y m+1 from (ŝ) substitutingx, hence
is solvable by (2.1), which contradicts (2.2).
If G
′ ⊆ G is a pure R-submodule of some R-module G which is of finite rank, not a free R-module such that all pure R-submodules of G ′ of smaller rank are free, then we will say that G ′ is minimal non-free. Such minimal non-free modules are "simply presented" in the sense that there are x i , y m ∈ G ′ (i < n, m ∈ ω) such that
and the only relations
and coefficients p m , k im ∈ R. The submodule B is pure in G ′ . If G is not ℵ 1 -free, then the existence of minimal non-free submodules is immediate by Pontryagin's theorem. Non-freeness of G ′ implies that the Baer type of
is strictly greater than the type of R, see Fuchs [5, Vol 2, pp 107-112].
In more details we have that B is a pure submodule of G ′ , hence G ′ /B is torsionfree of rank 1 and since G ′ is not a free R-module, G ′ /B = T cannot be isomorphic to R. If ϕ : G ′ → Q is the canonical homomorphism taking B to 0 and y 0 to 1 ∈ Q, then Im ϕ ⊆ Q represents the type of y 0 + B * = G ′ /B. There are p m ∈ N, not units in R such that T = Using q m+1 = q m p m we find elements k im ∈ R (i < n), g m ∈ G ′ such that (2.3) and (2.4) holds. We will constantly use the representations (2.3) and (2.4) which are basic for the following .3) and let the relations (2.4) be expressed in G α+1 by
be a short exact sequence. Then we can find an R-module
The map h extends to h ′ by x
that the new diagram with vertical maps inclusions commutes:
and define
Hence H ′ = F α+1 /N α+1 and let
First we see that
and then we identify H α with its image in H ′ .
It remains to show that
The coefficient ofȳ l+1 is p l k l = 0, hence k l = 0 and going down we get k m = 0 for all m ≤ l, hence x = 0 and (a) holds. Due to N α+1 we have the useful system of equations in
In view of (a) we also have
Next we claim that
As h ′ is defined on non-free generators, we must check that the relations between them are preserved, when passing to the proposed image. The relations are given by N α+1 or equivalently by (b). Using the definition (d) we see that the relations (b) are mapped summand-wise under h ′ as follows.
and inspection of (2.4) and the relations in G α+1 shows that ? is an equality sign "=". Hence h ′ is well-defined. Notice that
and the last argument and g m ∈ G α show that this is an isomorphism. Hence passing from h to the extended map h ′ the kernel cannot grow, we have H 0 = ker h ′ = ker h and Im h ′ = G α+1 is obvious, so (d) and (e) and the proposition are shown.
3 The Main Reduction Lemma -Types I, II and III
The Chase radical νG of a torsion-free R-module G is the characteristic submodule
Since G/νG is also ℵ 1 -free, the Chase radical is the smallest submodule with ℵ 1 -free quotient. If U is a submodule of G we write
Given any ℵ 1 -free R-module G of cardinality |G| = ℵ 1 , we fix an ℵ 1 -filtration
which is an ascending, continuous chain of countable, free and pure R-submodule G 0 α of G with G 0 0 = 0. We want to find a new ascending, continuous chain of pure R-submodules G α (not necessarily countable) such that G = α<ω 1 G α . However we do require that
We will use the new chain to divide ℵ 1 -free R-module of cardinality ℵ 1 into three types. This distinction helps to show that ℵ 1 -free splitters of cardinality ℵ 1 are free. Suppose G β ⊆ G is constructed for all β < α. Next we want to define G α . If α is a limit ordinal, then
Hence we may assume that α = β + 1 and we must define G α = G β+1 . In order to ensure G = α∈ω 1 G α we let
the pure R-submodule generated by G β + G 0 α . In any case we want to ensure that (3.1) holds, hence ν G α0 G ⊆ G α . Therefore we construct an ascending, continuous chain of pure R-submodules {G αj : j < ω 1 } with G αj+1 /G αj = 0 or minimal non-free for each 0 < j < ω 1 (3.3) such that G α = j∈ω 1 G αj . Suppose that G αi is defined for all i < j < ω 1 . If j is a limit ordinal we take G αj = i<j G αi and if j = i + 1 we distinguish two cases:
Otherwise G/G αi is not ℵ 1 -free, and by Pontryagin's theorem we can find a finite rank minimal non-free pure R-submodule M/G αi of G/G αi . Since G = i∈ω 1
Among the candidates M we choose one with the smallest γ(M) and take it for M = G αi+1 . This completes the construction of the G αi ′ s. Notice that either the construction of G α stops as in case (3.4) or we arrive at the second possibility:
It remains to show that in case (3.6) the following holds.
Suppose that G/G α is not ℵ 1 -free and let X be a non-free submodule of minimal finite rank in G/G α which exists by Pontryagin's theorem. Representing X in G we have
see also Göbel, Shelah [10] . There are elements g m ∈ G α (m ∈ ω) such that
is an epimorphic image of X, hence minimal non-free or 0. The second case leads to the immediate contradiction:
Hence G ′ + G αj /G αj = 0 was a candidate for constructing G αj+1 for any i ≤ j ∈ ω 1 . Has it been used? We must compare the γ-invariant γ(
By minimality of γ j =:
is a strictly increasing chain of length ω 1 of the countable module G 0 γ * , which is impossible. Hence G/G α is ℵ 1 -free and (3.7) is shown. We have a useful additional property of the constructed chain which reflects (3.7).
Proof: We concentrate on the case (3.6) and only note that the case (3.4) is similar.
Recall from (3.7), that G/G α is ℵ 1 -free, hence the claim of the corollary is equivalent to say that any submodule X of G α must be
If this is not the case, then let β < α be minimal with G β ⊆ X. Recall that β can not be a limit ordinal and we can write β = γ + 1 for some γ < β. We have
contradicting minimality of β. Hence i β > 0 and i β = j + 1. We have G βi β ⊆ X and G βj ⊆ X from j < i β and minimality of i β . However G βj+1 /G βj is minimal non-free, and 0 = G βj+1 + X/X ⊆ G/X is an epimorphic image, hence non-free as well. Therefore G/X is not ℵ 1 -free, a contradiction showing our first claim. From the first claim we derive β<α G β ⊆ X. Now there must be a minimal
which cannot be a limit ordinal, and again i α > 0, hence i α = j + 1. We find G αj ⊆ X, G αj+1 ⊆ X and G α /X cannot be ℵ 1 -free, a final contradiction.
We now distinguish cases for G depending on the existence of particular filtrations.
If there is an ordinal β < ω 1 (which we assume to be minimal) such that G = G β , then let C = G 0 β which is a countable, free and pure R-submodule of G. From Corollary 3.1 we see that ν C G = G. Hence, beginning with C we get a new ℵ 1 -filtration (we use the same notation) {G α : α ∈ ω 1 } of countable, pure and free R-submodules of G such that G 0 = C and each G α+1 /G α (α > 0) is minimal non-free. In this case we say that G and the filtration are of type I.
In the opposite case the chain only terminates at the limit ordinal ω 1 i.e. G β = G for all β < ω 1 . We have a proper filtration G = α<ω 1 G α such that Corollary 3.1 holds. If for each α ∈ ω 1 for some i < ω 1 case (3.4) occurs, then the constructed chain {G α : α ∈ ω 1 } is an ℵ 1 -filtration of countable, pure and free R-submodules with the properties of Corollary 3.1 and (3.1). We say that the chain and G are of type II respectively.
If G is not of type I or of type II we say that G is of type III. In this case, there is a first α ∈ ω 1 such that G α+1 /G α is uncountable. We may assume that α = 0. With the new enumeration we see that the following holds for type III:
We have a Reduction-Lemma 3.2 Any ℵ 1 -free module G of cardinality ℵ 1 is either of type I, II or III.
Splitters Of Cardinality
In this section we do not need the classification of ℵ 1 -free R-modules of cardinality ℵ 1 given in Lemma 3.2. Moreover, we note that ℵ 1 -freeness of splitter of cardinality ℵ 1 < 2 ℵ 0 follows by Theorem 1.4. In fact we will present a uniform proof showing freeness of splitters up to cardinality ℵ 1 < 2 ℵ 0 which extends Hausen's result [12] concerning countable splitters. We begin with a trivial observation
G α be an ℵ 1 -filtration of pure and free R-submodules
Proof: Choose any basic element b ∈ G α for some α ∈ ω 1 . If r ∈ Q divides b in G, then r divides b in G α by purity, hence r ∈ R from bR ⊕ C = G α and nuc G = R.
G α of pure and free R-submodules G α such that
Proof: From ℵ 1 < 2 ℵ 0 and Göbel and Shelah [10] , see Theorem 1.4, follows that G is an ℵ 1 -free R-module and G has an ℵ 1 -filtration as in the hypothesis of Proposition 4.1. Hence Corollary 4.2 follows by the Proposition 4.1.
Definition 4.3 Let G be a torsion-free abelian group with nuc
has no solutions y m , a i ∈ G (for Y m , X i respectively) with i<n (a i + X)R free of rank n and pure in G/X. Otherwise we call X pro-Whitehead in G.
For X ⊆ G as in the definition let W be the set of all finite sequencesā = (a 0 , a 1 . . . , a n ) such that (i)
of G, the module Gā/X is an n-free-by-1 R-module. From (2.4) we find pā m ∈ N not units in R and elements kā im ∈ R (i < n), gā m ∈ Gā such that
The equations (4.1) are the basic systems of equations which decide about G to be a splitter. We will also consider an 'inhomogeneous counter part' of (4.1) and choose a sequencez = (z m : m ∈ ω) of elements z m ∈ G. Thez-inhomogeneous counter part of (4.1) is the system of equations
According to the above definition we also say thatā ∈ W is contra-Whitehead if (4.2) has no solutions y m (m ∈ ω) in G (hence in Gā) for somez and X i = a i . Otherwise we say thatā is pro-Whitehead. If G = α∈ω 1 G α is an ℵ 1 -filtration of G, then we define W α for X = G α and let S = {α ∈ ω 1 : there existsā ∈ W α contra-Whitehead }.
Before proving this proposition we simplify our notation. If α ∈ S we choose
so that equations (4.1) and (4.2) become for (m ∈ ω, i < n) has no solutions in G, as discussed in Definition 4.3 for X = G α . The set of limit ordinals is a cub, hence we may restrict S to this cub and assume that S consists of limit ordinals only. If α ∈ S we also may assume that
We begin the Proof of the Proposition 4.4: We will use the last remarks for constructing h :
does not split, hence Ext (G, H 0 ) = 0. We will have H 0 ∼ = G, hence Ext (G, G) = 0 and G is not a splitter. Choose an isomorphism γ : G −→ H 0 which carries the
Inductively we want to define short exact sequences
which are increasing continuously. Let
with y αm h α = g α m ∈ G α . We want to extend the homomorphism h α : 
which, as just seen, is a system of equations in H 0 . From α ∈ C we have w αm ∈ H ′ α . The isomorphism γ −1 moves the last equation back into G and w αm γ −1 ∈ G α . Using
with w Proof: First we assume that nuc (G/X) = R and suppose for contradiction that G/X is not an ℵ 1 -free R-module. By Pontryagin's theorem we can find an R-submodule Y ⊆ G/X of finite rank which is not free. We may assume that Y is of minimal rank.
with the only relations
as in Section 2 such that each p m ∈ R is not a unit of R for m ∈ ω. Choose x i ∈ G such that x i + X =x i for each i < n. We can also choose a sequence of elements
If η ∈ ω 2, then letz η = η(e)z e : e ∈ ω = (z η e ). Recall that X is pro-Whitehead in G, hence the systems of equations
We can find η = ν ∈ ω 2 such that x . From η = ν we find a branching point j ∈ ω such that If nuc (G/X) = Q, then G/X is divisible, hence X is dense and pure in G, we have X ⊆ * G ⊆ * X, where X is the Z-adic completion of X, and X is a free R-modules of countable rank. Hence G/X ⊆ * X/X ∼ = 2 ℵ 0 Q and there are 2 ℵ 0 independent elements in X/X. Using these independent elements, we find systems of equations expressing them as solutions Z-adic limits, which must be solvable by pro-Whitehead. Hence |G| = | X| = 2 ℵ 0 > ℵ 1 , which is a contradition. So we find p m ∈ R and z m ∈ G such that p m−1 does not devide z m + X in G for all m ∈ ω. The above argument applies again for n = 0 and leads to a contradiction. Corollary 4.6 Any splitter of cardinality at most ℵ 1 < 2 ℵ 0 is free over its nucleus.
be an ℵ 1 -filtration of the splitter G. By Corollary 4.2 we may assume that each G α is a pure and free R-submodule of G with R = nuc G. If S denotes the set {α ∈ ω 1 : G α is contra-Whitehead in G}, then S is not stationary in ω 1 by the last Proposition 4.4. We may assume that all G α are pro-Whitehead in G and each G α+1 /G α is countable, hence free by Theorem 4.5. We see that G must be free as well.
Splitters Of Type I Under CH
In view of Section 4 we may assume CH to derive a theorem in ZFC showing freeness for ℵ 1 -free splitters of cardinality ℵ 1 of type I. The advantage of the set theoretical assumption is -compared with the proof based on the weak continuum hypothesis WCH in Section 8 -that the proof given here by no means is technical. Recall that G is of type I if G =
is a minimal non-free R-module. In this section we want to show the following 
be a continuous, increasing chain of short exact sequences with union
and let H 0 ∼ = G be ℵ 1 -free. Then any splitting map of (1) has at most one extension to a splitting map of (ω 1 ).
Proof: We may assume that the splitting map σ : G 1 −→ H 1 of (1) has two extensions σ, σ ′ : G −→ H which split. Since ω 1 is a limit ordinal, there is some β < ω 1 minimal with (σ − σ ′ ) ↾ G β = 0. Clearly β is not a limit ordinal and σ − σ ′ induces a non-trivial map δ : G β /G β−1 −→ H β . The domain of this map is minimal non-free, while its range is ℵ 1 -free, hence δ must be 0, a contradiction.
Step-Lemma 5.4 Let G = 
Moreover, the vertical maps in the diagram are inclusions and if
is a free R-module of rank n and
Proof of the Step-Lemma 5.4: We will use special elements s m ∈ R (m ∈ ω) to kill extensions. It will help the reader to pose precise conditions on the choice of the s m 's only when needed, which will be at the end of the proof. Readers familiar with such proofs will know that we are working to produce a p-adic catastrophe.
First we use the fact that G ′ = G α+1 /G α is minimal non-free, say n-free-by-1. By (2.3) and (2.4) we have
and coefficients
By the last equations we can find g αm ∈ G α and x αi , y αm ∈ G α+1 such that
The action of σ is known to us on G α , hence we can choose a pure element 0 = z ∈ H 0 and let z m = zs m , hence H 0 /zR is ℵ 1 -free by purity of z in an ℵ 1 -free R-module. We also choose preimages g αm = g αm σ ∈ H α , hence g αm h = g αm . We are now in the position to apply Proposition 2.2. Let
be the extension given by the proposition with the useful relations
and an extended homomorphism h ′ :
such that ker h ′ = H 0 and Im h ′ = G α+1 .
It remains to show the non-splitting property of the Lemma.
Now we want to derive a contradiction when choosing the s m 's accordingly (independent of σ ′ !) We apply σ ′ to ( * ) and get the equations in H ′ :
Similarly we argue with e αi and get
Subtracting ( * σ ′ ) from (5.1) leads now to a system of equations in H 0 .
We consider the submodule
The last displayed equations tell us that W is an epimorphic image of a minimal nonfree R-module, hence 0 or non-free of finite rank. On the other hand H 0 /zR is ℵ 1 -free as noted above, hence W = 0 or equivalently
still hold, but this time require solutions d αm , e αi ∈ R. We get to an end: just choose rational numbers s m ∈ R such that (5.2) has no solutions. The existence of these s m 's follows from Lemma 2.1. Finally note that dealing with (5.2) is independent of the particular choices of the extensions of σ as required in the Lemma.
Proof of Proposition 5.1: Let
be the module of type I. We must show that Ext (G, H 0 ) = 0 and need a non-splitting short exact sequence
which we construct inductively as an ascending, continuous chain of short exact se-
be the first step with G 1 a free R-module of countable rank. By Observation 5.3 and CH we can enumerate all possible splitting maps σ : G −→ H of extensions h as in (5.3) of all h 1 's by ω 1 , and let {σ α : G −→ H, α ∈ ω 1 } be such a list. Using the
Step-Lemma 5.4 and the uniqueness in Observation 5.3 we can discard any σ α at stage α when constructing
The resulting extension (5.3) can not split.
Splitters Of Type II
An R-module G is of type II if G has an ℵ 1 -filtration G = α∈ω 1 G α of pure submodules G α such that G/G α is ℵ 1 -free for all non-limit ordinals α ∈ ω 1 , see Section 3. In this section we want to show our second main
Theorem 6.1 If G is of type II, then G is a splitter if and only if G is free over its nucleus R.
Remark Theorem 6.1 includes that strongly ℵ 1 -free R-modules are never splitters, except if trivially the module is free. This was very surprising to us.
Proof: If S = {α ∈ ω 1 : G/G α is not ℵ 1 -free}, then S is a set of limit ordinals by (3.1), and if α ∈ S we also may assume that G α+1 /G α is minimal non-free, compare §3.
We get a Γ-invariant Γ(G) defined by S modulo the ideal of thin sets, see e.g. [4] . If Γ(G) = 0, then we find a cub C ⊆ ω 1 , with C ∩S = ∅ and G = α∈C G α . Let α 0 = min C.
Then G = G α 0 ⊕ F for some free R-module F , and G α 0 is a countable submodule of G which must be free over R by Hausen's [12] result, see also [10] . Hence G is free. Note that the hypothesis of G being Now assume that S is stationary in ω 1 . We want to construct some
is a (canonical) ℵ 1 -filtration of H 0 copied from G. First we pick elements z α ∈ H 0 such that z α R ∼ = R and H 0 /z α R is ℵ 1 -free, e.g. take any basis element from a layer H ′ α+2 \ H ′ α+1 of the filtration of H 0 . Then we define inductively a continuous chain of short exact sequences (α ∈ ω 1 ).
countable, free submodules H β ⊆ * H β , and ordinals β < β ′ ≤ ω 1 subject to various conditions. At the end we want in particular H = We may assume that (α) is known, and we want to construct (α + 1). If α ∈ S, then we extend (α) trivially: Put H α+1 = H α ⊕ F α with F α a free R-module of the same rank as the free R-module
and extend h α to h α+1 by h α+1 = h α ⊕ h ′ . Clearly ker h α+1 = ker h α = H 0 and Im h α+1 = G α+1 . If α ∈ S, then we must work. We have and (2.4) . Hence
with relations
where g αm ∈ G α . LetB α+1 = i<nx αi R be a copy of B α+1 . Then we pose the following additional conditions on (α + 1).
We choose preimagesḡ αm ∈ H α such thatḡ αm h α = g αm and apply Proposition 2.2 to define the extension
with the relationsȳ
as required in (b). Similarly, by Proposition 2.2 the map h α extends to an epimorphism h α+1 : H α+1 −→ G α+1 . It is now easy to check that (c) holds and it is also easy to see that ker h α+1 = H 0 . Next we extend H α ⊂ H α+1 carefully such that (α + 1), (a), (b), (d), (e) and (f) hold.
Im h α+1 = G α+1 is a countable module of the ℵ 1 -free R-module G, hence free and h α+1 must split. There is a splitting map
be the canonical projections with
. This is easy because ω 1 \ S is unbounded and (
′ . Note that
and (a) follows.
and (α + 1) holds; similarlyB α+1 ⊆ H α+1 for (c). From H ′ (α+1) ′ ⊆ H 0 and the modular law we have
Finally we choose H =
is established and it remains to show that (6.5) does not split. Suppose for contradiction that σ : G −→ H is a splitting map for h. We have H = α∈ω 1
Using the above properties of the H α 's, it follows by a back and forth argument that
is a cub. On the other hand S is stationary in ω 1 and we find α ∈ S ∩ E.
From (6.3) and (6.4) we have
Put d αm =ȳ αm − y αm σ, f αm =ḡ αm − g αm σ, e αi =x αi − x αi σ and notice that
Subtracting the last displayed equations we get
Using ℵ 1 -freeness of H 0 /z α R these equations tell us that we must have solutions
In Lemma 2.1 we selected particular s αm 's in R such that (k) has no solution in R. Now we are ready to make this choice which we should have done right at the beginning of the proof and hence derive a contradiction; we conclude Ext (G, G) = 0.
From Theorem 6.1 we see that non-free but strongly ℵ 1 -free abelian groups are never splitters. We find this very surprising. Particular groups like the Griffith-group G below which is a Whitehead group (Ext (G, Z) = 0) under Martin's axiom and ¬CH is not a splitter. Recall a nice and easy construction of G which is sometimes Whitehead but always fails to be a splitter in general.
αZ the cartesian product of Z. If λ ∈ ℵ 1 is a limit ordinal choose an order preserving map δ λ : ω → λ with sup(ωδ λ ) = λ. Then, along this ladder system we define branch-elements
which are a 'divisibility chain' of c λ 0 modulo
is a pure subgroup of P . We see that |G| = ℵ 1 and G is ℵ 1 -free by ℵ 1 -freeness of P ; see [5] (Vol 1, p 94, Theorem 19.2). Moreover
is an ℵ 1 -filtration of G with G λ+1 /G λ divisible for all limit ordinals λ. Hence G is not free. It is easy to check that G is ℵ 1 -separable, hence strongly ℵ 1 -free; see also [4] , p. 183, Theorem 1.3.
Splitters Of Type III
If G is of type III then we recall from Section 3 that G = G 0j and {G 0j : j ∈ ω 1 } is an ℵ 1 -filtration of pure submodules G 0j
such that each G 0j+1 /G 0j is minimal non-free. Here we will show: 
This is possible by (III).
By a basic observation from Section 1 it is enough to show that Ext (G 1 , G) = 0. Inductively we will construct a non-trivial element in Ext (G 1 , G) . We consider the following diagram
The first row is the trivial extension with G ′ = H 0 and h 0 = 0. Vertical maps and maps between G ′ and H ′ s are inclusions. The sequences (β) are increasing continuous and suppose (β) is constructed for all β < α. Then h α = β<α h β and
if α is a limit. Next we want to construct (α + 1) from (α) and recall that G ′ = G 0α+1 /G 0α is minimal non-free generated as in (2.3), (2.4). We can write
Then we define
by Proposition 2.2. Hence
has the relations
where the s αm ∈ R will be specified later on, andḡ αm ∈ H α . Suppose that (ω 1 ) splits and consequently σ : G 1 −→ H is a splitting map for h. Then let d βm = y βm −ȳ βm , e βi = x βi σ −x βi and f βm = g βm σ −ḡ βm .
From splitting we get again
and note that C = {α ∈ ω 1 : τ (α) = α} is a cub in ω 1 and a subset of
Hence E is a cub in ω 1 . Next we apply σ to (7.2) and subtract (7.3). Hence we get a system of equations in H α+1 .
and modulo z α R an earlier argument and
By a special choice of s αm 's in Lemma 2.1 this is now excluded, a contradiction. Hence (ω 1 ) has no splitting map and Theorem 7.1 follows.
8 Appendix: Splitters Of Type I Under 2 ℵ 0 < 2
In Section 5 we have seen a proof that CH implies modules of type I are never splitters. A slight variation but some what technical modification of the proof, shows that this result can be extended to WCH that is 2 ℵ 0 < 2 ℵ 1 . Due to Section 5 this is not needed for the main result of this paper dealing with modules of cardinality ℵ 1 but it will be interesting when passing to cardinals > ℵ 1 . We outline the main steps, their proofs are suggested by the proofs in Section 5.
Modules of type I are not splitters.
Step-Lemma 8.
G α be a filtration of type I and let
be a short exact sequence with some z ∈ K such that zR ∼ = R and K, K/zR are ℵ 1 -free. Then there are two commuting diagrams (ǫ = 0, 1)
with vertical maps inclusions such that any third row with
and any splitting map σ of h cannot have two splitting extensions σ ǫ of h
it is onto with kernel H 0 by (iii), hence
Condition (η1) provides an ℵ 1 -filtration used to apply weak diamond Φ for showing that (η2) does not split for some η.
Next we will show that the tree with triples exists. This will follow by induction along the length α branches η ∈ α 2. The case α = 0 is (i) and already established. Suppose the construction is completed for all β < α and α < ω 1 is a limit ordinal. For η ∈ α 2 we define (H η , H η , h η ) as in (iv) and it is easy to verify that all conditions hold, notably (S iii), because we take only countable unions. We come to the inductive step constructing (H ηˆ<ǫ> , H ηˆ<ǫ> , h ηˆ<ǫ> ) from (H η , H η , h η ) for α = Dom η.
First we adopt the Step-Lemma for K = H η ∩H 0 = ker h η , H α = H η , H ǫ = H ηˆ<ǫ> , h = h η , h ǫ = h ηˆ<ǫ> and note that the needed element z exists because H η ∩ H 0 ⊆ H ′ α is free. We must still define H ηˆ<ǫ> ⊇ H η carefully satisfying (ii), (S i) -(S iii) and the last equality in (iii): Write again h ǫ for h ηˆ<ǫ> and H ǫ for H ηˆ<ǫ> . We know that Im h ǫ = G α+1 is a countable submodule of the ℵ 1 -free module G, hence free and h ǫ must split. There is a splitting map ϕ ǫ : G α+1 −→ H ǫ such that ϕ ǫ h ǫ = id Gα+1 , hence
from the first part of (iii). Let π Choose β = (α + 1) ′ < ω 1 large enough such that B α+1 π 0 ∪ H η π 0 ⊆ H ′ β , where B α+1 is taken from the Step-Lemma. We can choose β because B α+1 and H η are countable. Put H ηˆ<ǫ> = H ′ β ⊕ (G α+1 ϕ ǫ ), hence by the known half of (iii)
and the other half of (iii) follows. If γ ≤ β, then H ηˆ<ǫ> + H The construction of the tree with triples is complete. We are ready to use the weak diamond Φ ℵ 1 (S) to show that G is not a splitter.
We will use Φ ω 1 (S) as stated in Eklof, Mekler [4, p. 143, Lemma 1.7] and note that G = H η↾α are ℵ 1 -filtrations. Φ ω 1 (S) must tell us which η ∈ ω 1 2 we should pick. We define a partition P so that for α ∈ S a homomorphism σ : G α −→ H η (η ∈ α 2) has value P α (σ) = 0 if and only if σ does not split over (H ηˆ0 , h ηˆ0 ). By the Step-Lemma build into the construction, we observe that (a) if P (σ) = 1, then σ cannot split over (H ηˆ1 , h ηˆ1 )
The prediction principle finds us a branch η ∈ ω 1 2 with the Φ-property (b) If σ : G −→ H is any map, then S ′ = {α ∈ S : P α (σ ↾ G α ) = η(α)} is stationary in ω 1 .
We pick that branch and build H = H(η) and h = h(η) accordingly, hence 0 −→ H 0 −→ H h −→ G −→ 0 is short exact. After the branch is fixed we let H η↾α = H α , h ↾ H α = h α and H η↾α = H α . Now we claim that the last sequence does not split. Suppose to the contrary that σ : G −→ H is a splitting map, hence σh = id G . Notice that the set
is a cub. Since S ′ ⊆ ω 1 is stationary, we find an α ∈ S ′ ∩ C and also let σ ↾ G α = σ, hence (c) σ : G α −→ H α ⊂ H α , P α (σ) = η (α) and σ is a splitting map of h α : H α −→ G α .
We also find some α < β ∈ C. The difficulty is that G α+1 σ ⊆ H α+1 does not follow, as in the case S is not costationary. Hence we need the stronger Step-Lemma (as usual).
If η(α) = P (σ) = 0, then (H ηˆ0 , h ηˆ0 ) is part of the construction of 0 −→ H 0 −→ H α+1 −→ G α+1 −→ 0 and σ does not split over (H ηˆ0 , h ηˆ0 ), but σ is a global splitting map, hence σ splits at β over (H ηˆ0 , h ηˆ0 ), a contradiction. Necessarily η(α) = P (σ) = 1 and by (a) σ does not split over (H ηˆ1 , h ηˆ1 ), but this time (H ηˆ1 , h ηˆ1 ) was used in the construction of H h −→ G and a contradiction follows. This shows that σ is no splitting map, and G is not a splitter.
