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Abstract
We extend the Stieltjes integral to Hölder functions of two variables and prove an existence and
uniqueness result for the corresponding deterministic ordinary differential equations and also for
stochastic equations driven by a two-parameter fractional Brownian motion.
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1. Introduction
For functions of one variable the Stieltjes integral ∫ b
a
f (t) dg(t) was generalized to
functions f,g with unbounded variation, essentially by using fractional integrals and
derivatives or p-variation (see, for example, Dudley and Norvaisa [2], Feyel and De la
Pradelle [3], Kondurar [6], Young [14], Zähle [15]). In particular, if f is α-Hölder, g is
β-Hölder, α+ β > 1, then the extended Stieltjes integral is well defined and the Riemann–
Stieltjes sums are convergent to the integral (see [3,14,15]). In probability theory there are
important stochastic processes with Hölder paths, such as the Brownian motion and the
fractional Brownian motion. The generalized Stieltjes integral makes possible the defin-
ition of a pathwise stochastic integral of the form
∫ T
0 f (t) dB
γ
t , for a stochastic process
f with α-Hölder trajectories and a fractional Brownian motion Bγ of Hurst parameter
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γ = 1/2 (i.e., B1/2 is a Brownian motion) the integral ∫ T0 f (t) dB1/2t agrees with the clas-
sical Itô integral (see Zähle [15]).
In both cases, deterministic and stochastic, the extended Stieltjes integral allows us to
study the corresponding ordinary differential and stochastic equations (see, for example,
Klingenhöfer [4], Klingenhöfer and Zähle [5], Lyons [8,9], Nualart and Rascanu [10], Ruz-
maikina [11], Zähle [16]).
In the present paper we consider the case of functions of two variables (extension to
many variables is straightforward). We use the Besov–Liouville space for this class of
functions in order to define the Stieltjes integral ∫ b1a1 ∫ b2a2 f (t1, t2) dg(t1, t2) if f is (α1, α2)-
Hölder, g is (β1, β2)-Hölder, αi + βi > 1, as limit of the Riemann–Stieltjes sums. An
estimation of the integral in terms of the Hölder norms of f,g is also obtained.
There is a natural extension of the one-parameter fractional Brownian to the two-
parameter case (see Ayache et al. [1], Leger and Pontier [7]). We call the corresponding
process the two-parameter fractional Brownian motion. As a consequence of an appropri-
ate version of the Kolmogorov continuity (see Feyel and De la Pradelle [3]) it follows that
this process has Hölder paths. In particular, for a two-parameter fractional Brownian mo-
tion Bγ , γ = (γ1, γ2), and a processes f with Hölder (α1, α2)-Hölder paths, αi + γi > 1,
we can define a pathwise stochastic integral
∫ T1
0
∫ T1
0 f (t1, t2) dB
γ
t1,t2 by using the above
mentioned approach for deterministic functions. Then, by using a contraction principle on
the space of Hölder continuous functions, we prove a general existence and uniqueness
theorem for the Darboux problem for ordinary differential equations with Hölder contin-
uous forcing and for stochastic equations driven by a two-parameter fractional Brownian
motion. The extension of the Stieltjes integral for functions in Besov–Liouville spaces will
be considered elsewhere.
2. Preliminaries
We fix α = (α1, α2), αi ∈ (0,1], and let T = [a1, b1] × [a2, b2]. For a function f :T →
R we define the Riemann–Liouville fractional integral of order α by
(
Iα(a1,a2)+f
)
(x1, x2)= 1
Γ (α1)Γ (α2)
x1∫
a1
x2∫
a2
f (t1, t2)
(x1 − t1)1−α1(x2 − t2)1−α2 dt1 dt2,
(x1, x2) ∈ T . (2.1)
The space Λα,p = (Iα(a1,a2)+)(Lp(T )) is called the Liouville space (or the Besov space)
and it becomes a separable Banach space with respect to the norm∥∥Iα(a1,a2)+f ∥∥α,p = ‖f ‖p.
Remark 2.1 (see [12]). (a) (Semigroup property). For every α,β ,
Iα I
β = Iα+β .(a1,a2)+ (a1,a2)+ (a1,a2)+
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function
Dα(a1,a2)+f (x1, x2)=
1
Γ (1− α1)Γ (1− α2)
x1∫
a1
x2∫
a2
∂2f (t1, t2)
∂t1∂t2
dt1 dt2
(x1 − t1)α1(x2 − t2)α2
(2.2)
is the unique function from L∞(T ) such that
Iα(a1,a2)+D
α
(a1,a2)+f = f.
For a rectangle D = [s1, t1] × [s2, t2] ⊂ T we define the increment on D of the function
f :T →R by
f (D)= f (t1, t2)− f (t1, s2)− f (s1, t2)+ f (s1, s2).
We denote by H[ai,bi ],αi the space of all αi -Hölder functions on [ai, bi] and
‖f ‖[ai ,bi],αi = sup
u =v, aiu,vbi
|f (u)− f (v)|
|u− v|αi .
Also, we denote by HT,α1,α2 the space of all (α1, α2)-Hölder functions on T , i.e., f ∈
HT,α1,α2 if f is continuous,∥∥f (a1, .)∥∥[a2,b2],α2 <∞, ∥∥f (., a2)∥∥[a1,b1],α1 <∞,
and
‖f ‖T ,α1,α2 = sup
ui =vi
|f ([u1, v1] × [u2, v2])|
|u1 − v1|α1 |u2 − v2|α2 <∞.
Remark 2.2 (see [3]). Assume that 0 < β1 < α1,0 < β2 < α2 and p  1. Then we have
the continuous inclusions
Λα,p ⊂Λβ,p,
Λα,p ⊂Hα1−p−1,α2−p−1, Hβ1,β2 ⊂Λγ,p if αip > 1, βi > γi > 0.
Remark 2.3 (see [3]). Assume that f,g are C1([a, b])-functions with f (a)= 0. Let α,β ∈
(0,1] be such that α + β > 1 and let δ: a = t0 < · · ·< tn = b be a partition of [a, b] with
the norm ‖δ‖ = maxj (tj+1− tj ). Then for every 0 < ε < α+β−1 the following estimates
hold: ∣∣∣∣∣
b∫
a
f (t) dg(t)
∣∣∣∣∣ C(α,β)‖f ‖[a,b],α‖g‖[a,b],β (b− a)1+ε, (2.3)
∣∣∣∣∣
b∫
a
f (t) dg(t)−
∑
i
f (ti)
[
g(ti+1)− g(ti )
]∣∣∣∣∣ C(α,β)‖f ‖[a,b],α‖g‖[a,b],β (b− a)ε.
(2.4)
768 C. Tudor, M. Tudor / J. Math. Anal. Appl. 286 (2003) 765–7813. Main results
The next result gives an estimate of the Stieltjes integral for smooth functions in terms
of Hölder norms and represents the essential step for extending the Stieltjes integral to
Hölder functions of two variables.
Proposition 3.1. Let αi+βi > 1, αi,βi ∈ (0,1], f,g ∈ C2(T ) and let 0 < εi < αi+βi−1.
Then ∣∣∣∣∣
b1∫
a1
b2∫
a2
f (t1, t2) dg(t1, t2)
∣∣∣∣∣
 C(αi,βi)‖g‖T ,β1,β2
{
‖f ‖T ,α1,α2(b1 − a1)α1+β1(b2 − a2)α2+β2
+ ∥∥f (., a2)∥∥[a1,b1],α1(b1 − a1)1+ε1(b2 − a2)β2
+ ∥∥f (a1, .)∥∥[a2,b2],α2(b1 − a1)β1(b2 − a2)1+ε2
+ ∣∣f (a1, a2)∣∣(b1 − a1)β1(b2 − a2)β2}. (3.1)
Moreover, for every partition ∆ = (si , tj )i,j , a1 = s1 < · · · < sn1 = b1, a2 = t1 < · · · <
tn2 = b2, ‖∆‖ = maxi (si+1 − si )+maxj (tj+1 − tj ), we have∣∣∣∣∣
b1∫
a1
b2∫
a2
f (u1, u2) dg(u1, u2)−
n1−1∑
i=1
n2−1∑
j=1
f (si , tj )g
([si , si+1] × [tj , tj+1])
∣∣∣∣∣
 C(αi,βi)‖f ‖T ,α1,α2
[
‖g‖T ,β1,β2‖∆‖α1+β1+α2+β2−2
+ (‖g‖T ,β1,β2 + ∥∥g(a1, .)∥∥[a2,b2],β2)‖∆‖α1
+ (‖g‖T ,β1,β2 + ‖g(., a2)‖[a1,b1],β1)‖∆‖α2]. (3.2)
Proof. Assume first that f = 0 on ∂1T and define
h(t1, t2)= g(b1 − t1, b2 − t2)− g(b1 − a1, b2 − t2)
− g(b1 − t1, b2 − a2)+ g(b1 − a1, b2 − a2).
Then
b1∫
a1
b2∫
a2
f (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2 = ∂
2(f ∗ h)(b1, b2)
∂t1∂t2
. (3.3)
Choose εi > 0, 0 < α′i < αi , 0 < β ′i < βi with α′i + β ′i = 1+ εi .
By Remark 2.1(b) the functions f1 =D(α
′
1,α
′
2)
(a1,a2)+f , h1 =D
(β ′1,β ′2)
(a1,a2)+h are in L∞ and satisfy
I
(α′1,α′2) f1 = f, I (β
′
1,β
′
2) h1 = h. (3.4)(a1,a2)+ (a1,a2)+
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b1∫
a1
b2∫
a2
f (t1, t2) dg(t1, t2)=
b1∫
a1
b2∫
a2
f (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2
= ∂
2(f ∗ h)(b1, b2)
∂t1∂t2
= ∂
2
∂t1∂t2
[
I
(α′1,α′2)
(a1,a2)+f1 ∗ I
(β ′1,β ′2)
(a1,a2)+h1
]
(b1, b2)
= ∂
2
∂t1∂t2
[
I
(α′1+β ′1,α′2+β ′2)
(a1,a2)+ (f1 ∗ h1)
]
(b1, b2)
= ∂
2
∂t1∂t2
[
I
(1,1)
(a1,a2)+I
(ε1,ε2)
(a1,a2)+(f1 ∗ h1)
]
(b1, b2)
= I (ε1,ε2)(a1,a2)+(f1 ∗ h1)(b1, b2),
and then∣∣∣∣∣
b1∫
a1
b2∫
a2
f (t1, t2) dg(t1, t2)
∣∣∣∣∣ (b1 − a1)
ε1(b2 − a2)ε2
ε1ε2Γ (ε1)Γ (ε2)
‖f1 ∗ h1‖∞
 (b1 − a1)
1+ε1(b2 − a2)1+ε2
ε1ε2Γ (ε1)Γ (ε2)
‖f1‖∞‖h1‖∞. (3.5)
Next, the integration by parts for functions of two variables (see [13]) yields
f1(x1, x2)= 1
Γ (1− α′1)Γ (1− α′2)
x1∫
a1
x2∫
a2
df ([t1, x1] × [t2, x2])
(x1 − t1)α′1(x2 − t2)α′2
= 1
Γ (1− α′1)Γ (1− α′2)
{
lim
ti→xi
f ([t1, x1] × [t2, x2])
(x1 − t1)α′1(x2 − t2)α′2
− lim
t2→x2
x1∫
a1
f ([t1, x1] × [t2, x2]) dt1
(x1 − t1)α′1(x2 − t2)α′2
− lim
t1→x1
x2∫
a2
f ([t1, x1] × [t2, x2]) dt2
(x1 − t1)α′1(x2 − t2)α′2
+ α′1α′2
x1∫
a1
x2∫
a2
f ([t1, x1] × [t2, x2]) dt1 dt2
(x1 − t1)α′1+1(x2 − t2)α′2+1
}
= α
′
1α
′
2
Γ (1− α′1)Γ (1− α′2)
x1∫ x2∫
f ([t1, x1] × [t2, x2]) dt1 dt2
(x1 − t1)α′1+1(x2 − t2)α′2+1
,a1 a2
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‖f1‖∞  α
′
1α
′
2
Γ (1− α′1)Γ (1− α′2)
‖f ‖T ,α1,α2
×
x1∫
a1
x2∫
a2
(x1 − t1)α1−α′1−1(x2 − t2)α2−α′2−1 dt1 dt2
 c‖f ‖T ,α1,α2(b1 − a1)α1−α
′
1(b2 − a2)α2−α′2 . (3.6)
Similarly
‖h1‖∞  c1‖g‖T ,β1,β2(b1 − a1)β1−β
′
1(b2 − a2)β2−β ′2 . (3.7)
By using (3.6) and (3.7) in (3.5) we obtain (3.1) if f = 0 on ∂1T .
If f is not necessarily null on ∂1T then we define
f¯ (t1, t2)= f
([a1, t1] × [a2, t2]).
Then f¯ = 0 on ∂1T and f, f¯ have the same increments.
Then we have
b1∫
a1
b2∫
a2
f (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2
=
b1∫
a1
b2∫
a2
f¯ (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2 +
b1∫
a1
b2∫
a2
f (a1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2
+
b1∫
a1
b2∫
a2
f (t1, a2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2 + f (a1, a2)g
([a1, b1] × [a2, b2])
=
b1∫
a1
b2∫
a2
f¯ (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2 +
b2∫
a2
f (a1, t2)
[
∂g(b1, t2)
∂t2
− ∂g(a1, t2)
∂t2
]
dt2
+
b1∫
a1
f (t1, a2)
[
∂g(t1, b2)
∂t1
− ∂g(t1, a2)
∂t1
]
dt1 + f (a1, a2)g
([a1, b1] × [a2, b2])
=
4∑
k=1
Jk. (3.8)
From the previous reasoning we have∣∣∣∣∣
b1∫
a1
b2∫
a2
f¯ (t1, t2)
∂2g(t1, t2)
∂t1∂t2
dt1 dt2
∣∣∣∣∣
 C(αi,βi)‖f ‖T ,α1,α2‖g‖T ,β1,β2(b1 − a1)α1+β1(b2 − a2)α2+β2 . (3.9)
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|J2|
∣∣∣∣∣
b2∫
a2
[
f (a1, t2)− f (a1, a2)
][∂g(b1, t2)
∂t2
− ∂g(a1, t2)
∂t2
]
dt2
∣∣∣∣∣
+ ∣∣f (a1, a2)g([a1, b1] × [a2, b2])∣∣
 C(αi,βi)
∥∥f (a1, .)∥∥[a2,b2],α2∥∥g(b1, .)− g(a1, .)∥∥[a2,b2],β2(b2 − a2)1+ε2
+ ∣∣f (a1, a2)∣∣‖g‖T ,β1,β2(b1 − a1)β1(b2 − a2)β2,
so that
|J2| C(αi,βi)‖g‖T ,β1,β2
{∥∥f (a1, .)∥∥[a2,b2],α2(b1 − a1)β1(b2 − a2)1+ε2
+ ∣∣f (a1, a2)∣∣(b1 − a1)β1(b2 − a2)β2}. (3.10)
Similarly
|J3| C(αi,βi)‖g‖T ,β1,β2
{∥∥f (., a2)∥∥[a1,b1],α1(b1 − a1)1+ε1(b2 − a2)β2
+ ∣∣f (a1, a2)∣∣(b1 − a1)β1(b2 − a2)β2}. (3.11)
Replacing (3.10) and (3.11) in (3.8) we obtain (3.2).
Next we have
I∆ =
b1∫
a1
b2∫
a2
f (u1, u2) dg(u1, u2)−
∑
i,j
f (si, tj )g
([si, si+1] × [tj , tj+1])
=
∑
i,j
si+1∫
si
tj+1∫
tj
[
f (u1, u2)− f (si , tj )
]
dg(u1, u2)
=
∑
i,j
si+1∫
si
tj+1∫
tj
[
f (u1, u2)− f (u1, tj )− f (si , u2)+ f (si , tj )
]
dg(u1, u2)
+
∑
i,j
si+1∫
si
tj+1∫
tj
[
f (u1, tj )− f (si, tj )
]
dg(u1, u2)
+
∑
i,j
si+1∫
si
tj+1∫
tj
[
f (si , u2)− f (si , tj )
]
dg(u1, u2)
= I 1∆ + I 2∆ + I 3∆. (3.12)
From (3.1) it follows that
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i,j
(si+1 − si)α1+β1(tj+1 − tj )α2+β2
 C1‖f ‖T ,α1,α2‖g‖T ,β1,β2‖∆‖
α1+β1+α2+β2−2
. (3.13)
Next define
f1(u1, u2)= f (u1, u2)− f (si , u2) if u1 ∈ [si , si+1).
Then (2.3), (2.4) imply
I 2∆ =
∑
i,j
si+1∫
si
tj+1∫
tj
[
f (u1, tj )− f (si, tj )
]∂2g(u1, u2)
∂u1∂u2
du1 du2
=
∑
i,j
si+1∫
si
[
f (u1, tj )− f (si, tj )
][∂g(u1, tj+1)
∂u1
− ∂g(u1, tj )
∂u1
]
du1
=
b1∫
a1
∑
j
f1(u1, tj )
[
∂g(u1, tj+1)
∂u1
− ∂g(u1, tj )
∂u1
]
du1,
∣∣I 2∆∣∣ C
b1∫
a1
∥∥f1(u1, .)∥∥[a2,b2],α2∥∥g(u1, .)∥∥[a2,b2],β2 du1. (3.14)
Since u1 ∈ [si , si+1) we have∥∥f1(u1, .)∥∥[a2,b2],α2  ‖f ‖T ,α1,α2(u1 − si )α1  ‖f ‖T ,α1,α2‖∆‖α1
and ∥∥g(u1, .)∥∥[a2,b2],β2  (b1 − a1)β1‖g‖T ,β1,β2 + ∥∥g(a1, .)∥∥[a2,b2],β2 . (3.15)
It follows by replacing in (3.14) that∣∣I 2∆∣∣ C1‖f ‖T ,α1,α2‖∆‖α1(‖g‖T ,β1,β2 + ∥∥g(a1, .)∥∥[a2,b2],β2). (3.16)
Similarly∣∣I 3∆∣∣ C1‖f ‖T ,α1,α2‖∆‖α2(‖g‖T ,β1,β2 + ∥∥g(., a2)∥∥[a1,b1],β1). (3.17)
Finally using (3.13), (3.16) and (3.17) in (3.12) we obtain (3.2). ✷
Next we define HT,α1,α2,∞, the space HT,α1,α2 endowed with the norm
‖x‖T ,α1,α2,∞ = ‖x‖∞ + sup
a1t1b1
∥∥x(t1, .)∥∥[a2,b2],α2 + sup
a2t2b2
∥∥x(., t2)∥∥[a1,b1],α1
+ ‖x‖T ,α1,α2 .
The space (HT,α1,α2,∞,‖.‖T ,α1,α2,∞) is a Banach space.
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variable in shown in [3,14,15]. The corresponding result for functions of two variables is
given in the next theorem.
Theorem 3.2. Let T0 = [a1 − ε0, b1 + ε0] × [a2 − ε0, b2 + ε0], ε0 > 0, and let α1, α2,
β1, β2 ∈ (0,1] be such that αi + βi > 1. If f ∈ HT0,α1,α2 , g ∈ HT0,β1,β2 , then there exists
a unique real number
∫ b1
a1
∫ b2
a2
f (u, v) dg(u, v) such that for every sequence of partitions
∆n = (sni , tnj ), a1 = s0 < · · ·< sk(n) = b1, a2 = t0 < · · ·< tk(n) = b2, with ‖∆n‖→ 0, the
Riemann–Stieltjes sums
S
f,g
∆n =
∑
i
∑
j
f
(
sni , t
n
j
)
g
([
sni , s
n
i+1
]× [tnj , tnj+1]),
converge to
∫ b1
a1
∫ b2
a2
f (u, v) dg(u, v). Moreover, the following estimate holds:
∣∣∣∣∣
b1∫
a1
b2∫
a2
f (u, v) dg(u, v)
∣∣∣∣∣ ‖f ‖T ,α1,α2,∞‖g‖T ,β1,β2(b1 − a1)β1(b2 − a2)β2 . (3.18)
Proof. It is enough to prove that for every δ > 0 there exist η > 0 such that for every two
partitions (∆i)i=1,2, ai = ui0 < · · ·< uim(i) = bi with ‖∆i‖< η we have∣∣Sf,g∆1 − Sf,g∆2 ∣∣ δ. (3.19)
Let J ∈ C∞c (R2) be such that J  0, J (x) = 0 if ‖x‖  1 and
∫
R2 J (x) dx = 1 and
define Jε(x)= ε−2J (x/ε). Consider the regularizations of fε , gε of f,g. Recall that
fε(x)=
∫
R2
Jε(x − y)f (y) dy =
∫
f (x − εy)J (y) dy,
and for gε similarly (as usual f,g are extended as 0 on R2 \ T0). It is well known that
fε → f , gε → g uniformly on T . Also it is easily seen that fε ∈HT,α1,α2 , gε ∈HT,β1,β2 .
Next we show that if 0< α′i < αi , 0 < β ′i < βi , then
fε → f in HT,α′1,α′2, gε → g in HT,β ′1,β ′2, (3.20)
fε(a1, .)→ f (a1, .) in H[a2,b2],α′2,
gε(a1, .)→ g(a1, .) in H[a2,b2],β ′2, (3.21)
fε(., a2)→ f (., a2) in H[a1,b1],α′1,
gε(., a2)→ g(., a2) in H[a1,b1],β ′1 . (3.22)
We have
(fε − f )
([s1, t1] × [s2, t2])
=
∫
B(0,1)
J (u, v)
{
f
([s1 − εu, t1 − εu] × [s2 − εv, t2 − εv])
− f ([s1, t1] × [s2, t2])}dudv,
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sup
si =ti
|(fε − f )([s1, t1] × [s2, t2])|
|s1 − t1|α′1 |s2 − t2|α′2
 sup
{ |(fε − f )([s1, t1] × [s2, t2])|
|s1 − t1|α′1 |s2 − t2|α′2
: |si − ti |> δ, i = 1,2
}
+ sup
{ |(fε − f )([s1, t1] × [s2, t2])|
|s1 − t1|α′1 |s2 − t2|α′2
: |s1 − t1|> δ or |s2 − t2|> δ
}
 1
δα
′
1+α′2
sup
{∣∣f (u1, v1)− f (u2, v2)∣∣: |ui − vi |< ε, ui, vi ∈ T0, i = 1,2}
+C‖f ‖T ,α1,α2 max(δα1−α
′
1 , δα2−α′2)→ 0 as ε→ 0, δ→ 0.
Similarly one prove (3.21), (3.22).
Next we choose 0 < α′i < αi , 0 < β ′i < βi with α′i+ β ′i > 1. Then from (3.20)–(3.22)
and (3.12) we obtain∣∣Sf,g∆1 − Sf,g∆2 ∣∣ ∣∣Sf,g∆1 − Sfε,gε∆1 ∣∣+ ∣∣Sf,g∆2 − Sfε,gε∆2 ∣∣
+
∣∣∣∣∣Sfε,gε∆1 −
b1∫
a1
b2∫
a2
fε dgε
∣∣∣∣∣+
∣∣∣∣∣Sfε,gε∆2 −
b1∫
a1
b2∫
a2
fε dgε
∣∣∣∣∣

∣∣Sf,g∆1 − Sfε,gε∆1 ∣∣+ ∣∣Sf,g∆2 − Sfε,gε∆2 ∣∣
+C(‖fε‖T ,α′1,α′2 +‖gε‖T ,β ′1,β ′2)
{(‖∆1‖+ ‖∆2‖)α′1+β ′1+α′2+β ′2−2
+ (‖∆1‖+ ‖∆2‖)α′1 + (‖∆1‖ + ‖∆2‖)α′2}

∣∣Sf,g∆1 − Sfε,gε∆1 ∣∣+ ∣∣Sf,g∆2 − Sfε,gε∆2 ∣∣
+C1
{(‖∆1‖+ ‖∆2‖)α′1+β ′1+α′2+β ′2−2 + (‖∆1‖ + ‖∆2‖)α′1
+ (‖∆1‖+ ‖∆2‖)α′2}→ 0,
as ε→ 0 and then ‖∆i‖→ 0.
The previous computation also shows that
lim
ε→0
b1∫
a1
b2∫
a2
fε dgε =
b1∫
a1
b2∫
a2
f dg,
and this fact and (2.3) imply (3.18). ✷
Next for K > 0 we define the closed sets
H[a,b],γ (K)=
{
ϕ ∈H[a,b],γ : ‖ϕ‖[a,b],γ K
}
,
and for ϕi ∈H[ai,bi ],αi ,
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=
{
x ∈HT,α1,α2,∞: x(a1, .)= ϕ1, x(., a2)= ϕ2, ‖x‖T ,α1,α2 K,
sup
a1t1b1
∥∥x(t1, .)∥∥[a2,b2],α2 K, sup
a2t2b2
∥∥x(., t2)∥∥[a1,b1],α1 K
}
.
By using the Hölder spaces of functions we obtain the following local contraction prop-
erty of an integral operator between such spaces, which is useful in the next existence and
uniqueness result.
Proposition 3.3. Let β1, β2 ∈ (1/2,1] and α1, α2 be such that βi > αi > 1 − βi . Let g ∈
HR2,β1,β2 and b,σ :R→ R be such that b is bounded and Lipschitz and σ ∈ C2b (R) with
σ ′′ Lipschitz. Then for every K > 0 and ai, bi ∈ R, ai < bi , i = 1,2, there exists ε0 > 0
independent of ai, bi , such that for every ϕi ∈H[ai ,ai+ε0],αi (K) the operator
F :H[a1,a1+ε]×[a2,a2+ε],α1,α2,∞(2K,ϕ1, ϕ2)→H[a1,a1+ε]×[a2,a2+ε],α1,α2 ,∞(2K,ϕ1, ϕ2),
defined by
(Fx)s,t = ϕ1(s)+ ϕ2(t)+
s∫
a1
t∫
a2
b(xu,v) dudv+
s∫
a1
t∫
a2
σ(xu,v) dg(u, v),
is a contraction.
Proof. Clearly we have∥∥∥∥∥
.∫
a1
.∫
a2
b(xu,v) dudv
∥∥∥∥∥
T ,α1,α2,∞
 ‖b‖∞(b1 − a1)1−α1(b2 − a2)1−α2
× [(b1 − a1)α1(b2 − a2)α2 + 1]. (3.23)
By using (3.18) it follows∥∥∥∥∥
.∫
a1
.∫
a2
σ(xu,v) dg(u, v)
∥∥∥∥∥
T ,α1,α2,∞

∥∥σ(x)∥∥
T ,α1,α2,∞‖g‖T ,β1,β2
× (b1 − a1)β1−α1(b2 − a2)β2−α2
[
(b1 − a1)α1(b2 − a2)α2 + 1
]
. (3.24)
Next
σ(x)
([s1, t1] × [s2, t2])
= (xt1,t2 − xt1,s2)
1∫
0
σ ′
(
λxt1,t2 + (1− λ)xt1,s2
)
dλ
− (xs1,t2 − xs1,s2)
1∫
σ ′
(
λxs1,t2 + (1− λ)xs1,s2
)
dλ0
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1∫
0
σ ′
(
λxt1,t2 + (1− λ)xt1,s2
)
dλ
+ (xs1,t2 − xs1,s2)
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)xt1,s2
)
− σ ′(λxs1,t2 + (1− λ)xs1,s2)]dλ. (3.25)
Then (3.25) implies
∣∣σ(x)([s1, t1] × [s2, t2])∣∣
{
‖σ ′‖∞‖x‖T ,α1,α2 + ‖σ ′‖L
∥∥x(s1, .)∥∥[a2,b2],α2
×
1∫
0
[
λ
∥∥x(., t2)∥∥[a1,b1],α1 + (1− λ)∥∥x(., s2)∥∥[a1,b1],α1]dλ
}
(t1 − s1)α1(t2 − s2)α1,
and hence, if x ∈HT,α1,α2,∞(K,ϕ1, ϕ2), then∥∥σ(x)∥∥
T ,α1,α2
K
(‖σ ′‖∞ + ‖σ ′‖L). (3.26)
From (3.23), (3.24) and (3.26) it follows that
Fx ∈H[a1,b1]×[a1,b1],α1,α2,∞
if x ∈H[a1,b1]×[a1,b1],α1,α2,∞ and also for ε1 > 0 enough small,
Fx ∈H[a1,a1+ε1]×[a2,a2+ε1],α1,α2,∞(2K,ϕ1, ϕ2)
if x ∈H[a1,a1+ε1]×[a2,a2+ε1],α1,α2,∞(2K,ϕ1, ϕ2).
Next we have[
σ(x)− σ(y)]([s1, t1] × [s2, t2])
= (xt1,t2 − yt1,t2)
1∫
0
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
dλ
− (xt1,s2 − yt1,s2)
1∫
0
σ ′
(
λxt1,s2 + (1− λ)yt1,s2
)
dλ
− (xs1,t2 − ys1,t2)
1∫
0
σ ′
(
λxs1,t2 + (1− λ)ys1,t2
)
dλ
+ (xs1,s2 − ys1,s2)
1∫
σ ′
(
λxs1,s2 + (1− λ)ys1,s2
)
dλ0
C. Tudor, M. Tudor / J. Math. Anal. Appl. 286 (2003) 765–781 777= (x − y)([s1, t1] × [s2, t2])
1∫
0
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
dλ
+ (xt1,s2 − yt1,s2)
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
− σ ′(λxt1,s2 + (1− λ)yt1,s2)]dλ
+ (xs1,t2 − ys1,t2)
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
− σ ′(λxs1t2 + (1− λ)ys1,t2)]dλ
− (xs1,s2 − ys1,s2)
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
− σ ′(λxs1,s2 + (1− λ)ys1,s2)]dλ
= (x − y)([s1, t1] × [s2, t2])
1∫
0
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
dλ
+ [(xs1,t2 − ys1,t2)− (xs1,s2 − ys1,s2)]
×
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)− σ ′(λxs1,t2 + (1− λ)ys1,t2)]dλ
+ (xs1,s2 − ys1,s2)
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)− σ ′(λxs1,t2 + (1− λ)ys1,t2)
+ σ ′(λxs1,s2 + (1− λ)ys1,s2)− σ ′(λxt1,s2 + (1− λ)yt1,s2)]dλ
= (x − y)([s1, t1] × [s2, t2])
1∫
0
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
dλ
+ [(xs1,t2 − ys1,t2)− (xs1,s2 − ys1,s2)]
×
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)− σ ′(λxs1,t2 + (1− λ)ys1,t2)]dλ
+ (xs1,s2 − ys1,s2)
1∫ [
λ(xt1,t2 − xs1,t2)+ (1− λ)(yt1,t2 − ys1,t2)
]
0
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1∫
0
σ ′′
(
µ
(
λxt1,t2 + (1− λ)yt1,t2
)+ (1−µ)(λxs1,t2 + (1− λ)ys1,t2))dµdλ
− (xs1,s2 − ys1,s2)
1∫
0
[
λ(xt1,s2 − xs1,s2)+ (1− λ)(yt1,s2 − ys1,s2)
]
×
1∫
0
σ ′′
(
µ
(
λxt1,s2 + (1− λ)yt1,s2
)+ (1−µ)(λxs1,s2 + (1− λ)ys1,s2))dµdλ.
Therefore[
σ(x)− σ(y)]([s1, t1] × [s2, t2])
= (x − y)([s1, t1] × [s2, t2])
1∫
0
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)
dλ
+ [(xs1,t2 − ys1,t2)− (xs1,s2 − ys1,s2)]
×
1∫
0
[
σ ′
(
λxt1,t2 + (1− λ)yt1,t2
)− σ ′(λxs1,t2 + (1− λ)ys1,t2)]dλ
+ (xs1,s2 − ys1,s2)
1∫
0
[
λx
([s1, t1] × [s2, t2])+ (1− λ)y([s1, t1] × [s2, t2])]
×
1∫
0
σ ′′
(
µ
(
λxt1,t2 + (1− λ)yt1,t2
)+ (1−µ)(λxs1,t2 + (1− λ)ys1,t2))dµdλ
+ (xs1,s2 − ys1,s2)
1∫
0
[
λ(xt1,s2 − xs1,s2)+ (1− λ)(yt1,s2 − ys1,s2)
]
×
1∫
0
[
σ ′′
(
µ
(
λxt1,t2 + (1− λ)yt1,t2
)+ (1−µ)(λxs1,t2 + (1− λ)ys1,t2))
− σ ′′(µ(λxt1,s2 + (1− λ)yt1,s2)+ (1−µ)(λxs1,s2 + (1− λ)ys1,s2))dµdλ].
(3.27)
If x, y ∈H[a1,a1+ε1]×[a2,a2+ε1],α1,α2,∞(K,ϕ1, ϕ2), then (3.27) yields∥∥σ(x)− σ(y)∥∥
T ,α1,α2
 C
(
K,‖σ ′‖∞,‖σ ′‖L,‖σ ′′‖L
)‖x − y‖T ,α1,α2 . (3.28)
From (3.23), (3.24) and (3.28) it follows that there exists ε2 > 0 enough small, independent
of ai, bi , such that
C. Tudor, M. Tudor / J. Math. Anal. Appl. 286 (2003) 765–781 779‖Fx − Fy‖[a1,a1+ε2]×[a2,a2+ε2],α1,α2,∞  d‖x − y‖[a1,a1+ε2]×[a2,a2+ε2],α1,α2,∞,
(3.29)
for some 0 < d < 1, and hence, denoting ε0 = min(ε1, ε2), we obtain that
F :H[a1,a1+ε0]×[a2,a2+ε0],α1,α2,∞(2K,ϕ1, ϕ2)
→H[a1,a1+ε0]×[a2,a2+ε0],α1,α2 ,∞(2K,ϕ1, ϕ2),
is a contraction. ✷
An existence and uniqueness result for ordinary differential equations with Hölder con-
tinuous forcing is obtained in [11] (see also [4,5,8,10,16] for more general results). The
global solution is constructed, first in small time interval, when the contraction principle
can be applied, by using estimates in terms of Hölder norms. For the two-parameter case
we have the following result.
Theorem 3.4. Let β1, β2 ∈ (1/2,1] and α1, α2 be such that βi > αi > 1 − βi . Let g ∈
HR2,β1,β2 and b,σ :R→ R be such that b is bounded and Lipschitz and σ ∈ C2b (R) with
σ ′′ Lipschitz. Then for every a1 < b1, a2 < b2 and ϕi ∈ H[ai ,bi ],αi with ϕ1(a1) = ϕ2(a2),
the equation
xs,t = ϕ1(s)+ ϕ2(t)− ϕ1(a1)+
s∫
a1
t∫
a2
b(xu,v) dudv
+
s∫
a1
t∫
a2
σ(xu,v) dg(u, v), (s, t) ∈ T , (3.30)
has a unique solution in HT,α1,α2,∞.
Proof. Let K > 0 be such that ϕi ∈ H[ai ,bi],αi (K). Then from Proposition 3.3 we obtain
the existence of the solution x of (3.30) on the rectangle [a1, a1 + ε0] × [a2, a2 + ε0],
ε0 independent of ai, bi (but dependent on K). If a1+ ε0 < b1, let n0 be the biggest integer
such that n0ε < b1. Then x ∈HT,α1,α2,∞(2K) and inductively we obtain the existence of
the solution on
[a1 + ε0, a1 + 2ε0] × [a2, a2 + ε0], . . . , [a1 + n0ε0, b1] × [a2, a2 + ε0],
and then on
[a1, a1 + ε0] × [a2 + ε0, a2 + 2ε0], . . . , [a1 + n0ε0, b1] × [a2 + ε0, a2 + 2ε0],
and continuing again by induction we obtain the existence on T .
Let now x1, x2 be two solutions of (3.30). In particular, there is K > 0 such that x1, x2 ∈
HT,α1,α2,∞(K). From (3.29) we deduce the existence of ε0 > 0 (which does not depend on
ai , bi ) and 0< d < 1 such that
‖x1 − x2‖[a1,a1+ε0]×[a2,a2+ε0]  d‖x1 − x2‖[a1,a1+ε0]×[a2,a2+ε0],
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we obtain that x1 = x2 on T . ✷
Next we apply the previous result to the stochastic equations driven by a two-parameter
fractional Brownian motion as introduced in [1,7]. Recall that a two-parameter process
(B
γ
t )t∈[0,1]2 , defined on a probability space (Ω,F ,P ), is a two-parameter fractional
Brownian motion with the Hurst parameter γ = (γ1, γ2) ∈ (0,1)2, if Bγ is a continuous
centered Gaussian process vanishing on the axes and with the covariance function
R(2)γ (s, t)=R(1)γ1 (s1, t1)R(1)γ2 (s2, t2), (3.31)
if s = (s1, s2), t = (t1, t2), where for γ ∈ (0,1)
R(1)γ (u, v)=
1
2
(|u|2γ + |v|2γ − |u− v|2γ ), u, v  0. (3.32)
Theorem 3.5. Let (Bγt )t∈[0,1]2 be a two-parameter fractional Brownian motion with γi ∈
(1/2,1) and let αi,βi > 0 be such that 1/2 < βi < γi , βi > αi > 1 − βi , i = 1,2. Let
b,σ :R→ R be such that b is bounded and Lipschitz and σ ∈ C2b(R) with σ ′′ Lipschitz and
let be the processes {ϕi(t)}t∈[0,1] such that almost surely ϕ1(0)= ϕ2(0) and ϕi ∈H[0,1],αi .
Then with probability one the stochastic equation
Xs,t = ϕ1(s)+ ϕ2(t)− ϕ1(0)+
s∫
0
t∫
0
b(Xu,v) dudv
+
s∫
0
t∫
0
σ(Xu,v) dB
γ
u,v, (s, t) ∈ [0,1]2, (3.33)
has a unique solution {Xu,v}(u,v)∈[0,1]2 with the paths in H[0,1]2,α1,α2,∞.
Proof. From the Kolmogorov criterion (see [1,7]) it follows that Bγ has β-Hölder paths,
i.e., there exists a random variable C such that for all ω ∈Ω
∣∣∣(Bγ ([t(1), t(2))))(ω)∣∣∣ C(ω) 2∏
j=1
(
t
(2)
j − t(1)j
)βj . (3.34)
Therefore almost surely we have by Theorem 3.2 and (3.34) that the Stieltjes integral∫ s
0
∫ t
0 f (u, v) dB
γ
u,v is well defined for f ∈H[0,1]2,α1,α2 .
Now the result is a consequence of Theorem 3.4 applied pointwise. ✷
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