If the technosphere and the biosphere are divided into cells, the presence and turnover of a substance in a study area can be summarized in a vector of stocks and a matrix of flows between different pairs of cells. Likewise the stocks and flows of several substances or materials in one or more time periods can be summarized in multidimensional data cubes. In this article, we provide a theoretical framework for handling physical flow data and we demonstrate how a set of matrix operations can facilitate exploratory analysis and quality assessment of such data regardless of the number of substances, materials and time periods considered. In particular, we show how matrices and cubes of flow data can be recalculated when the collection of cells is modified by joining or splitting cells. Furthermore, we illustrate how substance flow data originating from different studies with different collections of cells can be compared or merged. The generic character of the given formulae facilitates the development of software for physical flow data.
Introduction
Studies of the flow of substances and materials through different sectors of society have drawn attention to new and important aspects of the impact that humans have on the environment. The concept of industrial metabolism was introduced in the late 1980s (Ayres 1989) , and substance flow analysis (SFA) is now widely used to elucidate the long-term effects of different production systems and consumption patterns (e.g., Ayres and Simonis 1994; Bringezu et al. 1997) . Many investigations have focused on how metals enter consumer products and construction materials and are subsequently emitted to the biosphere in substantial amounts (Ayres and Rod 1986; Anderberg et al. 1989; Bergbäck et al. 1994; Palm et al. 1995; Moolenaar and Lexmond 1998; Moolenaar 1999; Beers and Graedel, 2003) . The cycling of chlorine and nitrogen and the physical aspects of substance flows have also received considerable attention (Kleijn et al. 1994 Voet et al. 1996a,b; Ayres 1997 Ayres , 1998a Ayres 1997, 1999; Tukker et al. 1997; Hüttler et al. 1998; Burström 1999 ).
The general principles and paradigms of SFA have been described and thoroughly discussed by several authors (Ayres 1989; Baccini and Brunner 1991; Ayres and Simonis 1994; Voet 1996; Ayres 1998b) . Linkage of environmental and economic systems is another research area that has long received considerable attention (Isard 1968; Ayres and Kneese 1969; Leontief 1970; Duchin and Lange 1992; Duchin 1994; Heijungs 1994 Heijungs , 2001 Heijungs and Suh, 2002) . Some of the cited investigations focused on specific tools, such as life cycle analysis (LCA) (Heijungs and Suh, 2002) . For example, Heijungs (2001) has examined the relationships between different tools used in industrial ecology and how they can be derived from a few epistemological principles. In addition, it should be mentioned that matrix representations of flows provides a common notation for SFA and economic input-output (I-O) analysis (Miller and Blair 1985; Leontief 1986; Schröder 1995; Heijungs 2001 ).
The current practices regarding the technical handling of substance flow data have been described in a number of scientific articles and other publications (Voet et al. 1995a (Voet et al. , 1995b Voet 1996; Weisz et al. 1998; Frostell et al. 1999; Burström and Frostell 2000; Heijungs and Suh, 2002) . In general, the data in these reports are organised in tables and stored in spreadsheets. Furthermore, a few attempts have been made to introduce data cubes for multivariate flow data (Rademacher and Höh, 1997) and there are also some examples of software that can facilitate the handling of data (Schröder 1995; Boelens and Olsthoorn 1998; Burström and Frostell 2000) . However, relatively little attention has been paid to the problems that arise as existing databases grow larger, which in turn increases the need for combining data from several different sources.
In this article, we present a generic mathematical framework that can aid the technical handling, exploratory analysis, and quality assessment of physical flow data, regardless of the number of substances, materials, or time periods considered. In particular, we examine how matrix operations that were originally developed to support aggregation of data from input-output tables (Miller and Blair 1985) can be generalized to new types of calculations on data stored in two-dimensional matrices or data cubes of arbitrary dimension.
To enable a stringent and self-contained presentation, we begin by formally defining the basic concepts used, such as cell, flow, storage, and node. The paper is devoted primarily to matrix operations that can facilitate the following:
(i) recalculation of flows and stocks when cells are joined or split; (ii) examination of mass balances for quality assessment of collected data; (iii) transfer of information from one study to another.
Finally, we show how matrix operations on ordinary two-dimensional matrices can be generalized to data cubes of arbitrary dimension, and we use a previously published substance flow analysis (Burström 1999) to illustrate some of the derived matrix operations.
Basic concepts
The basic principle of SFA is to divide the technosphere and biosphere into cells and to gather information about the flow of substances or materials between cells and stocks in different cells. It seems appropriate to start by giving a strict definition of the concepts partition and cell.
,…,m} of subsets of a set Ω is said to form a partition of Ω if the subsets are non-empty and disjoint and their union is Ω. The individual subsets U i of the partition are called cells.
From a mathematical point of view, there is no difference between cells in the biosphere and the technosphere, although the principles of assigning cell borders can differ considerably. A typical cell in the biosphere is a medium such as air or water, a catchment area, or an ecosystem, and it normally has a well-defined physical location. Cells in the technosphere can represent different industrial branches or groups of consumer products or activities, (e.g., traffic), and they are often defined by applying a system analysis perspective to production, consumption and waste management, even though the exact physical location of such cells can be of secondary importance. Whenever there is no risk of confusion we will use the short notation {U i } instead of
To facilitate mass balance calculations, it is preferable that the entire study area Ω defines a closed system of substance flows. This can be achieved by adding a cell that encompasses all areas outside the region under consideration. If the studied substance can appear in different forms, we can also include cells that represent possible precursors and reaction products of the substance.
When a collection of cells has been defined, it is possible to gather information on flows between cells during a given period. We summarize such information in matrices. In a so-called reduced flow matrix, substance flows within cells are not considered.
Definition 2.
A flow matrix F = {f ij , i=1,…,m, j=1,…,m} associated with a collection {U i , i=1,…,m} of cells is a matrix in which all elements are nonnegative real numbers. The element f ij denotes the flow from the source cell U i to the destination cell U j during the period under consideration. In a reduced flow matrix, all diagonal elements are set to zero. The subscripts s and t can be introduced to indicate that the flow matrix F = F s,t represents the time interval [s,t] .
Likewise, the information on storages or stocks in different cells can be summarized in a vector.
Definition 3.
A storage vector G = {g i , i=1,…,m} associated with a collection {U i , i=1,…,m} of cells is a vector in which all elements are non-negative real numbers. A subscript t can be introduced to denote that the storage vector G = G t refers to time t.
Some authors have used the concept node to link information about flows and storages to sectors. For example, Boelens and Olsthoorn (1998) defined node as an object with four attributes (sector, process, location, and category). Provided the nodes are defined in such a way that they represent disjoint subsets, a collection of nodes will also be a collection of cells according to definition 1.
Although it makes no difference whether we use the term cell or node, the presence of attributes can play a role by imposing a hierarchic structure on the collection of cells. For example, we can use attributes to define new collections of larger cells by joining the original cells to subsets representing major sectors of society or the media in the natural environment. In particular, we can define new cells that represent the entire biosphere or the entire technosphere.
The concept of cell level or level of resolution can be used to distinguish between collections of cells formed by taking unions over different subsets of attributes. Figure  1 illustrates three levels that appear in almost all SFA studies; additional levels can be introduced for specific purposes (e.g., Burström and Frostell 2000) . 
Calculation of input-output balances
If a system is in a state of equilibrium, the expected total input to an arbitrary cell will be equal to the expected total output from the same cell. Using the matrix notation introduced above, we can easily compute the observed difference between input and output. The following lemma is a direct consequence of definition 2. If the studied partition is complete in the sense that it includes cells representing possible precursors and products of the studied substance, any difference between total input and output for a cell must be balanced by an equivalent change in storage, which is illustrated by the following updating formula.
It is also noteworthy that, for any flow matrix F, we have the identity 
Transfer of flow and storage data to a coarser partition

The aggregation matrix
When larger cells are formed by combining some of the original cells, it is necessary to recalculate flows and storages to fit the new partition. Such recalculations can be easily performed by introducing a matrix that we will refer to as an aggregation matrix.
Definition 4.
An aggregation matrix A is a matrix of zeros and ones that defines how cells in a partition {U i } of a set Ω are joined to form a coarser partition {V j } of the same set. The element a ji in A is one if U i ⊆V j , otherwise it is zero.
It follows directly from this definition that each column of an aggregation matrix contains exactly one element that is equal to one, whereas the rows can contain several ones. If the partition {U i } contains three cells, the aggregation matrix
defines a new partition {V j } in which V 1 is the union of U 1 and U 2 , and V 2 is equal to U 3 .
Aggregation rules
Theorem 1. Let A be an aggregation matrix transforming a partition {U i } of a set Ω into a coarser partition {V j }, and let F U be a flow matrix associated with {U i }. Then the flows on {V j } are given by the matrix product
Furthermore, the new storage vector G V is coupled to the original storage vector G U by the equation
It follows directly from the definition of the aggregation matrix that
where f V (i,j) and f U (k,l) denote elements in F V and F U , respectively. Likewise,
respectively denote elements in G V and G U .
Transfer of flow and storage data to a finer partition
When the new partition is finer than the original one, the recalculation of flows involves two steps. First, the parts into which each of the old cells is split must be defined; thereafter, the flow between each pair of old cells is split into flows between the new cells derived from that pair. The recalculation of storages proceeds in the same manner.
The disaggregation matrix
The information on the splitting of cells into new cells can be summarized in a matrix that we will call a disaggregation matrix. D defines a new partition {V j } in which U 1 is split into two cells V 1 and V 2 , and V 3 is equal to U 2 . It follows directly from definition 5 that each row of a disaggregation matrix contains exactly one element that is equal to one, whereas the columns can contain several such elements. It can also be noted the transpose of an aggregation matrix is a disaggregation matrix and vice versa.
Potential flows and storages
If V k and V l are two new and smaller cells derived from the old cells U i and U j , respectively, we know that the flow between V k and V l can not exceed the flow between U i and U j . This permits us to construct a matrix of potential flows for any refinement {V j } of a given partition {U i }, i.e., any partition {V j } such that each V j is a subset of some U i . Similarly, we can construct a vector of potential storages. Simple calculations show that the matrix of potential flows determined by the 3 x 2 matrix D defined above is equal to
where f U (i,j) denotes an element in F U . In particular, it can be seen that the matrix DF U D T can be divided into sub-matrices in which all elements are identical.
Splitting flows and storages
To enable recalculation of flows and storages from a coarser to a finer system, we also need a procedure that replaces potential flows and storages with actual flows and storages. More precisely, we need a procedure to split each of the flows in the coarser system into a number of (sub)flows in the new and finer system. We start by giving a formal definition of a flow split matrix and a flow split vector.
Definition 6.
A flow split matrix R corresponding to a refinement {V k ,k=1,…,n} of a partition {U i ,i=1,…,m} is an n x n matrix in which all elements are real numbers between zero and one, and the values are constrained by the m 2 equations
A storage split vector S corresponding to the same refinement is an n x 1 vector in which all elements are real numbers between zero and one, and the values are constrained by the m equations
Definitions 5 and 6, and lemma 1 can be combined into the factorizations
where . denotes a Hadamard product, i.e., elementwise multiplication of matrices. We will soon return to these formulae, but first we show how matrix notation can be used to characterize and construct R and S.
Matrix representation of the constraints on flow split matrices and
storage split vectors If several cells are split, it is a tedious job to manually write down all constraints on R and S. However, regardless of the number of cells, the constraints form systems of linear equations that can be written in matrix form. 
The matrix form of the constraints on S can be derived in the same way.
The flow split matrix R associated with the disaggregation matrix D in the example given above is a 3 x 3 matrix in which the elements have the following four constraints: If we assume that the flows to and from the old cell 1 are each split into equally large flows, we get the following flow split matrix:
The storage split vector S associated with the same disaggregation matrix D is a 3 x 1 matrix in which the elements have the following constraints:
Construction of flow split matrices and flow split vectors
The following lemma shows that it is possible to construct an arbitrary flow split matrix without solving the system of linear equations in lemmas 2 and 3.
Lemma 4. An n x n matrix R is a flow split matrix associated with a disaggregation matrix D of size n x m, if and only if there exists a non-negative n x n matrix P, such that all elements of DD T PDD T are strictly positive and
where / denotes elementwise division.
Proof: It follows directly from the definition of the disaggregation matrix D that the matrix product DD T is an n x n matrix of zeros and ones. Furthermore, the element in position (k,l) is one, if and only if there exists an i, such that both V k and V l are subsets of U i . Then straightforward computations show that the matrix DD T
PDD
T can be divided into m 2 sub-matrices, such that all elements that belong to the same submatrix have the same numerical value. Furthermore, it is easy to show that, for any i
is the common value of all cells in } , ); , {(
If D is the 3 x 2 matrix defined above, it follows from lemma 3 that 
R
We will call the matrix P a flow split generator, because this matrix and the disaggregation matrix D uniquely determine the flow split matrix R. By introducing a storage split generator Q we can also generate an arbitrary storage split matrix.
Lemma 5. An n x 1 matrix S is a flow split vector associated with a disaggregation matrix D of size n x m, if and only if there exists a non-negative n x 1 matrix Q, such that all elements of DD T Q are strictly positive and
Disaggregation rules
We are now ready to summarize the results regarding disaggregations in a theorem.
Theorem 2. Let D be a disaggregation matrix that transforms a partition {U i } of a set Ω into a finer partition {V j }. Let F U and F V denote the flow matrices of the two partitions, and let P be a flow split generator. Then
where the symbols ⋅ and / denote elementwise multiplication and division. The storage vectors G V and G U are related by the formula
Proof: The theorem is a direct consequence of lemmas 4 and 5, and the factorizations
. DG U that were given after definition 6.
Two special cases of flow split generators are of particular interest. First, we can achieve a uniform split of all flows by letting P be a quadratic matrix in which all elements are equal to one. Secondly, we can transfer flow split information from one investigation to another by letting P be the flow matrix F of the investigation of the finest partition (see Figure 2 ). In the latter case, it is also necessary to ensure that all elements of DD T PDD T are strictly positive. This is most easily achieved by setting
where elements of the matrix M(E) are defined as
Study 1 Study 2
Flow data F 1 collected for a fine partition.
Flow data F 2 collected for a course partition (solid lines). F 1 used as flow split generator to create flow data on the fine partition (dashed lines) Figure 2 . Schematic representation of the transfer of flow split information from one study to another.
Comparison of flows and storages in two arbitrary partitions
We have already demonstrated how flow and storage data can be transferred to a finer or coarser partition. We now turn the discussion to the general case when we have two partitions {U i } and {V k }, such that neither is a refinement of the other. We will first show how flow information can be transferred from {U i } to {V k } via their coarsest common refinement {W j }. Thereafter, we will explain how substance flows on {U i } and {V k } can be compared by projecting all flows onto a partition {Z j }, so that both {U i } and {V k } are refinements of {Z j }. The transfer or comparison of storage information is analogous.
The coarsest common refinement {W j } of two partitions {U i } and {V k } can be easily constructed by forming the set of all non-empty intersections U i ∩V k , i=1,….,m, k=1,…,n. This allows us to transfer flow information from {U i } to {V k } in two steps (see Figure 3) . First, theorem 2 is used to disaggregate flows from {U i } to {W j }, and thereafter the flows are aggregated from {W j } to {V k } according to theorem 1.
Whether or not such a transfer of flow information is meaningful depends on how different the partitions {U i } and {V k } are. It should be emphasized that the proposed procedure can be recommended only when the two partitions {U i } and {V k } are similar. To construct the finest partition {Z j } so that both {U i } and {V k } are refinements of {Z j }, it is necessary to apply some kind of algorithm. We will assume that the information regarding the relationship between the two partitions {U i } and {V k } is expressed as disaggregation matrices D U and D V to their coarsest common refinement {W j } (see Figure 4) . The matrix that defines the aggregation from {W j } to {Z j } can then be derived through a sequence of operations on the rows of the matrix
To be more precise, all possible pairs R 1 and R 2 of rows in M are examined, and the two rows under consideration are replaced with the single row
if R 1 . R 2 has at least one strictly positive element. The process ends when M has been reduced to a matrix E in which each row contains exactly one element that is equal to one, and all other elements are zero. Figure 4 . Principle of constructing the finest partition {Z j } so that {U i } and {V k } are both refinements of {Z j }.
When the aggregation matrix E and the partition {Z j } in Figure 4 have been determined, we can also separately compute the aggregation matrices from {U i } and {V k } to {Z j }. Lemma 6 shows how this is done.
Lemma 6. Let {U i }, {W j }, and {Z k } be three partitions such that {W j } is a refinement of {U i }, and both {U i } and {W j } are refinements of {Z k }. Let D be a disaggregation matrix transforming {U i } into {W j }, and let E be an aggregation matrix transforming {W j } into {Z k }. Then we can construct an aggregation matrix transforming {U i } into {Z k } by setting all non-zero elements to one in the matrix product ED.
Proof:
The lemma follows directly from the fact that an element 
Spatial merging of substance flow data
The growing interest in SFA on the level of municipalities and regions raises the question of whether flows recorded in such studies can be combined in a substance flow analysis of a larger geographical unit. In general, this is not an easy task, because there is overlapping between the cells that represent the world surrounding different geographical units. The flow information that is missing in a combined system can be seen in the simple example involving two regions that is shown in ( Figure 5 ). Interestingly, it can be noted that the flows from the biosphere and technosphere of region 1 to the surrounding world S 1 may include flows to the biosphere B and the technosphere T of the combined system.
Region 1 Region 2
Technosphere 1
Technosphere 2 It follows directly from Theorem 1 that the flow matrix F Z is given by the matrix product
where F W is a 5 x 5 matrix
Furthermore, it is easy to see that
and that there are nine equations of the same form involving f V (i,j), i = 1,2,3, j = 1,2,3. The first eight equations above can be summarized by identifying all elements but (3,3) in the matrix equation 
More generally, we get the following lemma regarding spatial aggregation of flows:
Lemma 7. Let U = {u 1 , u 2 , …, u n } and V = {v 1 , v 2 , …, v n } be two partitions of the same set such that u 1 , u 2 , …, u n-1 , v 1 , v 2 , …, v n-1 are disjoint, and let F U and F V be flow matrices defined on U and V, respectively. Further, let
where I is an identity matrix of order n x n, and L is the (n-1) x n matrix 
Identify element by element on the left and the right hand side of the matrix equation. Figure 6 shows a flowchart from a previously published study of nitrogen flows in the Swedish municipality of Varberg in 1994 (Burström 1999) . The same data set is given in matrix form in Table 1 . 
Illustrations of matrix operations
A
This matrix defines one cell that can be referred to as the biosphere of the study area, another cell that can be called the technosphere of the study area, and a third cell that encompasses both the biosphere and the technosphere of the surrounding world. The new flow matrix obtained by using the formula in theorem 1 is shown below. Table 2 . Aggregated flow matrix of the system in Figure 6 Biosphere Technosphere Surrounding World Biosphere 3096 3250 4400
Technosphere
3931 812
Surrounding World 2300 4200 0
To restore the original flow matrix F in Table 1 , we need a disaggregation matrix and a flow split generator (see theorem 2). The disaggregation matrix D = A T , i.e., the transpose of the aggregation matrix defined above, restores the original number of cells, and the flow split generator P=F+M( A T AFA T A) restores F.
Multidimensional flow matrices
Data cubes
Multidimensional flow data can arise in a number of different contexts: a study of a single substance may be repeated on several occasions; several substances may be considered in the same investigation; the flows of a single substance may be derived from the flows of several materials or commodities. These types of data can be stored in data cubes. For example, we can form a three-dimensional data cube by letting different layers (or slices) represent the flows of a given substance associated with different materials (see Figure 7) . Four-dimensional data can be illustrated by a sequence of data cubes, and data of arbitrary dimension can be handled algebraically by using a suitable number of indices.
Definition 7.
A multidimensional flow data cube F is an array of non-negative real numbers in which the first two indices reference the source cell and the destination cell, respectively, and the remaining indices reference different attributes of the flow under consideration.
For clarity of presentation, we will focus on four-dimensional flow data illustrated by a sequence of three-dimensional cubes, in which the horizontal layers represent flows of different materials and each cube represents a time period. Other multidimensional flow data can be stored and handled analogously. Furthermore, we will use the notation …,m, j=1,…,m, k=1,…,p, t=1,…,q}, where f ijkt denotes the flow of a given substance from the source cell U i to the destination cell U j that can be attributed to material k during the time period t. 
Matrix notation for layerwise operations on flow data cubes
The handling of flow data stored in cubes involves simultaneous operations on several layers of data. In the following, we show how such operations can be defined, and we also demonstrate that the formulae that we have already derived for two-dimensional flow matrices can be generalized to flow data cubes of arbitrary dimension. The key to this generalization is to introduce vectors, matrices and data cubes in which the elements are ordinary two-dimensional flow matrices. A three-dimensional flow data cube, for example, can be regarded as a vector of ordinary flow matrices. Likewise, a four-dimensional flow data cube can be regarded as a matrix in which all elements are flow matrices (see Figure 8 ). In analogy with multiplication of an ordinary matrix with a scalar, we can now give the following definition of an elementwise (layerwise) product of a two-dimensional matrix and a data cube of arbitrary dimension.
Definition 8. Let X be an ordinary two-dimensional matrix of real numbers and let F be a flow data cube of arbitrary dimension. The layerwise product F*X can then be defined as: 
Selection of subsets of a flow data cube
In the literature on multidimensional databases, the notions of slice and dice are often used to selectt two important types of subsets of a given set of data (Elmasri and Navathe 2001) . Inasmuch as these concepts are applicable to any multidimensional array, they are of course also applicable to flow data cubes. A slice reduces the dimension of the data set under consideration by making it possible to fix one or more indices, whereas a dice represents a subset of the same dimension as the original data set. The shaded part of the cube in Figure 9 illustrates a subset of flow values obtained by first considering the slice representing time period 1, and thereafter taking into account the dice representing materials 3 to 5. 
Transfer of multidimensional flow data to a coarser partition
Because the transfer of multidimensional flow data to a coarser partition implies that identical operations must be carried out on a number of layers or slices, we can employ the layerwise matrix operations defined above. In fact, the matrix formula for aggregation of multidimensional flow data becomes identical to that in theorem 1.
Theorem 3. Let A be an aggregation matrix transforming a partition {U i } of a set Ω into a coarser partition {V j }, and let F U be a material flow cube associated with {U i }. Then the flows on {V j } are given by
where * denotes layerwise multiplication.
Calculation of substance flows from material flows
Flows of specific substances can be easily derived from data on material flows provided that we have information about the content of the substances of interest in each material. To make the calculations explicit we start by introducing the notion of a transmission coefficient cube.
Let us first consider a three-dimensional flow data cube …,m, j=1,…,m, k=1,…,q} in which i and j reference the source cell and the destination cell, respectively, and k references a material or commodity. We can then use a four-dimensional matrix …,m, j=1,…,m, k=1,…,q, s=1,…,d} to summarize information about the fractions of the various substances in the different material flows. Furthermore, we can obtain the flows of each substance by computing the sum
More generally, we can give the following definition of a transmission coefficient cube associated with a flow data cube of arbitrary dimension.
Definition 10. A transmission coefficient cube 7 associated with an r-dimensional flow data cube F is an (r+1)-multidimensional data cube in which the last index references a substance. Moreover, each element in T is a real number between 0 and 1 that represent the fraction of the considered substance in the flow referenced by the first r indices.
Discussion
Empirical studies of the flows of selected substances and materials have enabled substantial achievements in industrial ecology. Tools that make it more convenient to handle data and also facilitate integration of data from several different sources can probably provide added value to the collected data. Standardized concepts and strict definitions are two other factors that normally promote effective use of data and refinement of data to information and knowledge. In this article, we addressed problems that will become more and more urgent as existing databases grow larger and there is an increasing need for combining data from several different sources. We focused our attention chiefly on matrix operations and data cubes, two approaches that contribute to more convenient and efficient data handling.
Matrix notation is used in almost any context in which multidimensional data are collected and analyzed. In SFA, matrices have been employed primarily to store flow and stock data, and to construct simple dynamic models for substance flows (e.g. Heijungs 1994; Voet 1996) . Moreover, matrix notation and linear equation systems are indispensable for linking physical flows to economic processes (e.g. Heijungs 2001 ). The present article draws attention to the role of matrix operations in facilitating multiple analyses of substance flows in a range of different (more or less aggregated) systems. The aggregation formulae are straightforward and both conceptually and formally identical to those used in input-output analysis (Miller and Blair 1985) . Disaggregation is a more complex operation, because additional information is required for any transfer of flow information from a coarse to a finer partition. The notion of a flow split matrix clarifies what information is needed. Also, the formulae involving flow split generators demonstrate how flow split matrices can be constructed. Likewise, the aggregation and disaggregation formulae describe how and under what circumstances flow data for partly overlapping systems can be merged. Mainly, the derived matrix formulae enable rapid identification of the finest partition on which the results of two given substance flow studies can be directly compared.
The notion of a data cube (or hypercube) is widely used in the theory of multidimensional databases and data mining (e.g. Elmasari and Navathe 2000), and it has also been employed by a few scientists in the area of industrial ecology (Rademacher and Höh, 1997) . In the simplest applications, data cubes are used merely (i) to store multidimensional data, (ii) to select subsets of the original cube, and (iii) to produce cubes of lower dimension by summing the values along one axis. In this article, we have demonstrated that data cubes can also support matrix operations that enable simultaneous handling of flow data stored in different layers of a cube. Of special interest, we observed that multidimensional flow data can be easily transferred from a coarse to a finer partition, and that the aggregation formulae take the same form regardless of the number of substances, materials, or time periods considered.
Mass balance calculations are often useful tools for quality assessment of collected data. When performing such computations, it is advisable to examine the mass balance for all cells that can be expected to exhibit good balance between inflow and outflow of the substance under consideration. The aggregation formulae derived in this paper can facilitate such controls by making it convenient to examine the mass balance for individual cells and the arbitrary unions of cells.
Finally, the concepts and tools described in this article may have important can aid the development of software for SFA. In the first place, matrix operations on data cubes are easy to implement in existing commercial software. Secondly, the generic character of the proposed operations and formulae will promote harmonization of existing computational schemes for SFA. In the present study, we relied primarily on Matlab, because this software package is particularly suitable for matrix operations.
With that approach, it is simple to incorporate a core of computational tools into applications that use a graphical user interface (GUI) to define the desired inputs and data operations. For example, a graphical user interface written in C++ can be combined with software pieces for matrix operations written in Matlab. It is also worth mentioning that matrix operations can make it possible to achieve more efficient storage of physical flow data. Instead of storing flow data for all partitions of cells that may be of interest, we can store the flows in the finest system and then use aggregation formulae to compute matrices or data cubes of flows for an arbitrary coarser system.
Taken together, the result of our study demonstrate that matrix operations can facilitate the following operations on physical flow data of arbitrary dimension:
i) quality assessment of collected data; ii) multiple analyses of a single data set; iii)
merging of different sets of flow data; iv)
comparison of flow data recorded in different studies.
