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Guardian Map Approach to Robust Stability of Linear 
Systems with Constant Real Parameter Uncertainty 
Shuoh Rem, Pierre T. Kabamba, and Dennis S .  Bemstein 
Abstract-New sufficient conditions are derived for stability robustness 
of linear time-invariant state-space systems with constant real parameter 
uncertainty. These bounds are obtained by applying a guardian map 
to the uncertain system matrices. Since this approach is only valid 
for constant real parameter uncertainty, these bounds do not imply 
quadratic stability, which guarantees robust stability with respect to time- 
varying uncertainty but is often conservative with respect to constant real 
parameter uncertainty. Numerical results are given to compare the new 
bounds With bounds obtained previously by means of Lyapunov methods. 
I. INTRODUCTION 
In this note we focus on the analysis of system stability with 
constant real parameter uncertainty in state space models. Our main 
result involves new bounds on the system uncertainty that guarantee 
that the perturbed system remains stable. The literature on this 
problem is extensive and no attempt will be made here to give a 
comprehensive overview. 
One of the most widely studied approaches to this problem is based 
upon Lyapunov stability theory. The existing bounds derived by Patel 
and Toda [l], Yedavalli [2], Zhou and Khargonekar [3], and Bemstein 
and Haddad [4], [5], which are all based on Lyapunov stability theory, 
actually guarantee quadratic stability which is stronger than robust 
stability. One advantage of quadratic stability is that it applies to time- 
varying uncertainty [6]. Unfortunately, however, quadratic stability is 
often conservative if the uncertain parameters are known to be real 
and constant. 
In this note we derive new robust stability bounds for linear state- 
space systems with constant parameter uncertainty by applying a 
guardian map [7]-[9] to the uncertain matrices. This approach is 
closely related to the technique used in [IO], while the robustness 
bounds we obtain are analogous to the bounds obtained in [3]. We 
show by example that the new bounds may yield a larger robust 
stability region than the Lyapunov bounds in [3], [4] for the case of 
constant uncertain parameters. 
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11. DEFINITIONS, NOTATION, AND A NECESSARYAND 
SUFFICIENT CONDlTION FOR ROBUST STABILITY 
Consider the uncertain linear dynamic system 
k ( t )  = (Ao + AA)%(t ) ,  (2.1) 
where A0 is an n x n real Hurwitz matrix, i.e., all the eigenvalues of 
A0 have negative real part, and A A  is a constant uncertainty matrix 
with the structure 
P 
A A  = C q , A z ,  (2.2) 
2 = 1  
where A,  are given constant n x n real matrices, and qt are real 
constant uncertain parameters. Let R denote the assumed uncertainty 
set, that is, 
Q [Qiqz . . . q p l T  E R C RP. (2.3) 
We assume that 0 E R and that R is continuously arcwise connected. 
We say that the system (2.1) is robustly stable if A0 + A A  is 
Hurwitz for all AA given by (2.2), (2.3), that is, if the matrix 
A(q)  = Ao+EY=~ q,A, is Hurwitz for all q E R. The transformation 
of the original stability problem into a nonsingularity problem is 
based on Kronecker matrix algebra. The Kronecker product and sum 
operations @ and are defined in [ 1 11. The operator vec (F) stacks 
the columns of F into a vector, while its inverse mat (vec (F)) = F 
re-forms the matrix F from vec (F). 
For A E RnXn the Lyapunov operator LA: Rnxn + Rnxn 
defined by 
L, (P) :  = A ~ P  + P A  
vec L A ( P )  = (A CE A ) ~  vec P. 
(2.4) 
has the representation 
(2.5) 
Letting spec (.) denote spectrum, from [11 J it follows that 
spec(A 8 A )  = {A,A,: A,, A, E spec(A)}, 
spec (A C€ A) = {A,  + A,: A,, A, E spec ( A ) } .  
Hence, the matrix A Pd A is nonsingular if and only if A, + A, # 0, 
i, j = 1, 2 , .  . . , n. It thus follows that (A0 + A A )  @ (A0 + A A )  is 
singular if and only if A A  is such that A. + AA has an eigenvalue 
on the imaginary axis. Thus, v ( A )  &! det ( A  CE A )  is a guardian map 
for the open left half plane in the sense of [7]-[9]. The following 
result is basic to our approach. 
Proposition 2.1: The system (2.1) is robustly stable if and only if 
det AO CE Ao + C q , ( A ,  CE A,) # 0, E R. (2.6) 1 ( %Il 
Proof: To prove necessity, write (2.6) as 
det ( 4 4 )  C€ 4 q ) )  # 0, q E a. 
If (2.1)isrobustly stablethenReA,(A(g)@A(q)) = Re(A,(A(q))+ 
Ak(A(q)) < 0 for every eigenvalue A, of A(q) A(q) .  Hence, (2.6) 
holds. To prove sufficiency, suppose that system (2.1) is not robustly 
stable, i.e., there exists E R such that A(q)  is not Hurwitz. Since 
A. = A(0)  is Hurwitz and R is continuously arcwise connected, 
there exists q* = [q;,  . . . , q;lT E R such that A(q*)  has a purely 
imaginary eigenvalue. Hence, 
det(A(q*) CE A (q*) )  = det 
as required. U 
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111. ROBUST STABILITY BOUNDS 
In this section, we use Proposition 2.1 to derive new robust stability 
bounds. These new bounds are based upon sufficient conditions that 
imply that the guardian map does not vanish. 
We begin with some preliminary lemmas. A symmetric matrix 
M E R k X k  is positive dejinite ( M  > 0) if Z'MT is positive for all 
nonzero z E Rk.  For (arbitrary) M E Rk we define the symmetric 
part of A4 by 
M" b $(M + M T ) .  
The following result is the basis for our approach. 
and thus M is nonsingular. 
Lemma 3.1: Let M E R k x k .  If M S  > 0 then - M  is Hunvitz 
< 0, which implies 
0 
As an application of Lemma 3.1 we have the following result. 
Lemma 3.2: Let A0 @ A0 have the singular value decomposition 
AO @A0 = C' V, where U and V are orthogonal and E is positive 
diagonal, let positive diagonal Cl, E, satisfy E = Cl Ea, and 
define 
fro08 If M S  > 0 then -M + 
that -M is Hurwitz. Consequently, M is nonsingular. 
- 1  




* = I  
then (2.1) is robustly stable. 
froofi First note that (3.1) is equivalent to 
/ D  
(3.1) 
which, by Lemma 3.1, implies that I + Er=, qtM, is nonsingular, 
q E fl. Since 
P I I + -&%!& = c;' CT A 0  & A0 + CqJ.4, 3. - A L )  17rE;' 2 = 1  [ 
it follows that A0 6 A. + Eryl q, ( A ,  3 A, ) is nonsingular for all 
q E n. Proposition 2.1 thus implies that (2.1) is robustly stable. 0 
We now turn to our principal result on robust stability bounds. 
For this result define the following notation. If M E RnX7' then 
[MI = [ l M z J l ] ~ , J = l ,  umax(M) is the maximum singular value of 
M ,  and abs ( M )  is the nonnegative-definite square root of MM?'.  
Theorem 3.1: Let M,,a = l; . . .p, be defined as in Lemma 3.2, 
and define M ,  2 [MF . . . M 2 ] .  Then (2.1) 1s robustly stable for n 






, = I  
3. 
4. 
froofi The results are directly analogous to the bounds given 
in [3] and are proved in a similar manner. For details, see [ I  I ] .  0 
Note that bound i) corresponds to a circular region, bound ii) 
corresponds to a diamond-shaped region, and bounds iii) and iv) 
are rectangular regions. As will be seen, the tightness of the bounds 
depends on the factorization E=CI E,. This will be illustrated by 
examples in Section IV. 
In applying Theorem 3.1 to the examples in Section IV we chose 
the factorization = Cl E, in Lemma 3.2 to be Cl = Em, 
E, = where 0 5 a 5 1. That is, each diagonal element 
of E was factored as the product of two positive numbers 
between 1 and &,,. One could also allow CI to be an arbitrary real 
number or choose a different value of (Y for each diagonal element 
of E. However, our simple factorization seemed to be adequate for 
the examples considered. The presence of free "balance" parameters 
in Lyapunov bounds is a common feature of robustness theory [5]. 
Finally, it can be seen that when there is a single uncertain 
parameter ( p  = 1) all four of the regions i)-iv) coincide. 
The concept of guardian map for Hurwitz stability can be extended 
to more general regions in the complex plane [8]. Robustness bounds 
can also be derived for such regions, although the details are 
somewhat more complicated [12] 
IV. EXAMPLES 
We first consider system (2.1) with 
0 0 0  
0 1 0  
A ( q )  = [ ;  -: -:,I + q l k  1 0 0 1  1 $ 4 2  1 1 1 .  
-1 -1 -4 1 0 1  
This example has been treated in [3], [4], [13]. The exact robust 
stability region for this problem is { ( Q I  . (12): (11 < 1.73 and q 2  < 3 ) .  
Note that the nominal parameter values q1 = 42 = 0 are close to the 
boundary of the stability region. Since all of the regions given by 
Theorem 3.1 are symmetric with respect to the origin, it follows that 
the size of these regions will be severely limited. Although it is a 
simple matter to shift the nominal point to obtain larger regions, we 
shall not do so in order to remain consistent with [3], [4], [13]. 
Using the factorization E = E, E, = E" E'-", 0 5 o 5 1, 
discussed in Section 111, we obtain the following regions from 
Theorem 3.1: 
1. 4; + qz 5 (1.7443)', 
2. (q1/1.7465) + (q2/2.7193) < 1. 
3. IqtI < 1.1964,i = 1. 2. 
4. (qtI < 1.7149.i = 1. 2. 
Fig. 1 illustrates the search for the maximal circle radius with 
0 5 o 5 1. In this case the largest circle was found for o = .55. 
These results compare favorably with those obtained in [3], [4]. 
Next we consider the robust stability properties of the LQG and 
robustified LQG (RLQG) controllers that were analyzed in [4]. This 
problem involves an uncertain plant multiplicative gain parameter g1 
which we denote by 41. In [4] the robust stability region for the 
LQG controller was given as -.07 < ql < .01, while the robust 
stability region for the RLQG controller was -.28 < 41 < .21. 
Applying Theorem 3.1 with the factorization discussed in Section 111 
we obtained 1411 < ,0093 for the LQG controller and Iy1I < .1729 
for the RLQG controller. By comparison, for the LQG controller the 
largest robust stability region obtained in [4] was Iq11 < ,00242, 
while for the RLQG controller the largest robust stability region was 
-.0115 < ql < .057. Thus for a symmetric robust stability region 
the LQG prediction represents an improvement by a factor of 38, 
while for the RLQG controller the improvement is by a factor of 15. 
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On Stability Robustness of a Dual-Rate Control System 
Tongwen Chen 0 0.5 1 
U. 
Fig. 1. Circle radius versus a. 
Abstract-This note shows that robust stabilization of a multirate 
sampled-data system which has a slow sampling rate and a fast control 
V. CONCLUSION rate can be solved via diserete-time 7-100 optimization. 
New bounds for robust stability have been obtained by means 
of guardian maps. As shown by examples in [12], these bounds 
apply only to constant real parameter uncertainty and thus do not 
imply quadratic stability. Examples were given to show improvement 
over Lyapunov-based bounds for constant real parameter uncertainty. 
The new bounds, however, may entail greater computational effort 
than other bounds. Furthermore, although the new bounds showed 
improvement over other bounds for specific examples, the new 
bounds may not perform as well in other cases. 
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not be able to sample the measured signal as fast as one wishes; 
an alternative, as proposed in [6] ,  is to use a faster rate in the 
D/A conversion. This motivates the study of dual-rate sampled-data 
systems. A similar dual-rate scheme for adaptive Smith predictors is 
investigated in [8]. 
The purpose of this note is to extend the robust stabilization result 
to dual-rate sampled-data systems via the powerful lifting technique 
[lo]. Although the system in consideration has a slow sampling rate 
and a fast control rate, the method used in the derivation is suggestive 
in treating more general multirate systems. 
The organization of the note is as follows. The next section 
presents the continuous framework for stability; Section I11 contains 
the main result on robust stabilization; and Section IV addresses some 
computational aspects. 
The notation is quite standard: C is the complex plane; 27 C c is 
the open unit disk; 1 is the space of all sequences, perhaps vector- 
valued, defined on (0, 1, 2, . . .}; l2 is the square-summable subspace 
of 1; La is the Lebesgue space defined on [0, 03); and ‘Fl,(D) is 
the Hardy space defined on 2). In discrete time, we use A-transforms 
instead of z-transforms, where A = z-’. Finally, if a linear discrete 
system G has a state-space realization (A, B ,  C, D) ,  then we denote 
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