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Autonomous and Interactive Control of a
Mobile Robot
Abstract
An autonomous and interactive control of a mobile robot is a desired asset to the
Robotics Systems Laboratory (RSL) at Santa Clara University and to the food automation
company, L2F. This benefits their future endeavors of having helpful cobots navigate and
assist entities in their respective environments. This paper documents the development of
software for a cobot that satisfies the basic requirements for easy and safe control of an
autonomous robot within a dynamic environment. The completed software includes the
ability for the cobot to track a person and then autonomously follow that person around at
a safe following distance and a safe speed. If the cobot collides with an object while
navigating, it stops almost instantaneously. Furthermore, the software enables the cobot
to be told to go to a straight-ahead destination within a room and then navigate to that
destination using a positioning system. Another function provided with the cobot is for
the user to take over control of the cobot with a touch joystick on a tablet. Lastly, all of
these different functions can be selected or switched between using a tablet interface for
control. Overall, the software developed for the cobot satisfies basic requirements
provided by the RSL and L2F to have safe and straightforward control of the cobot. The
software provides the foundation for future research and academics and professional
efforts in developing a complete system for all desired functionalities desired by SCU
and L2F.
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1. Introduction
1.1 Background and Motivation
Robots are starting to be all around us whether people are aware of them or not. A robot
is defined as a machine designed to replace the efforts of humans. Robots in the past have
been used to replace repetitive tasks. They generally provide an increase in productivity
and quality over human production. However, the expansion of robots into more
complicated tasks dealing directly with human collaboration has been relatively stagnant
until recently.
The market valuation for robotics technology was valued at $62.75 billion in
2019. This market is growing and is estimated to be valued at $189 billion in 2027. The
definition of robotics technology is the intersection of robotics, technology and science
that deliver machines that interact with their environment. There are a variety of things
which drive the increase in demand for robotics. The most common of the reasons are
high labor costs, unsafe working conditions, and inefficiency. Still the growth of the
market is hampered by the high initial costs to join the market. [1]
Collaborative robots or cobots are one of the main things driving the increase in
demand for robotics technology in the foreseeable future. The market value for cobots
was $475 million in 2020 but is expected to grow to $8 billion by 2030. Cobots are
desired because of their ease of use, redeployability, and convenience for end-users. [2]
There are 4 different recognized classification of robots: collective, cooperative,
collaborative, and coordinative. The first kind, collective robots, are the most widely
known and used robots today. These are the robots that are not aware of other entities in
their environment, but work on a team for shared goals. Cooperative robots and
collaborative robots are very similar and sometimes can actually be the same depending
on the scope of the project. Cooperative robots have shared goals with others, are aware
1
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of other entities, and their actions benefit their teammates. The difference between
cooperative and collaborative robots is that collaborative robots have individual goals.
Sometimes the difference between a cooperative and a collaborative robot is well defined,
however this is not always the case. For example, a robot that retrieves and sterilizes
tools when requested by a doctor for surgery can be classified as a cooperative or
collaborative robot. If the goal of the robot is to retrieve an item, then it is a collaborative
robot, but if the goal is viewed as operating a successful surgery, then that becomes a
shared goal with the surgeon and therefore is a cooperative robot. The last kind of robot is
coordinative. Coordinative robots are aware of other entities, but they do not share a
similar goal and their actions are not beneficial to each other. Figure 1.1 below depicts
the different kinds of robots. [3]

Figure 1.1: The classifications of robots (used without permission)
This project focuses on creating a robot that is in the collaborative/cooperative
sector. A robot is designed that is aware of other entities in their environment and takes
actions that advances the goal of others. The types of goals the robot accomplishes are
both individual or shared depending on the task at hand. For example, if the robot was
helping a human transport items from one location to another it would be identified as a
shared goal with the human and therefore cooperative. However, if the robot is grabbing
2
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an item for the human from another location then it would be an individual goal and a
collaborative robot.
Cobots provide humanity many benefits. One of these benefits is the increase in
safety of working in the workplace. Cobots are the answer to dangerous workplace
conditions where there is a high risk because of working with chemical, carcinogenic and
toxic substances. A cobot can do the handling of these dangerous substances while
directed by a human. It also increases workplace ergonomics because it diminishes the
strains of doing manual labor that evolves carrying heavy objects or other strenuous
repetitive tasks. [4]
More benefits that cobots provide are an increase in productivity and quality.
While human productivity decreases over the amount of time they work, cobots
productivity remains constant. They also work best during repetitive tasks. Cobots
provide stable production parameters and high accuracy which translates to better
productivity. Overall, robotized enterprises are more efficient than non-robotized
enterprises. [4]
1.2 Existing Products: Hardware and Software
This section will cover a variety of cooperative and collaborative robots already in the
workspace and in use around the world. Since collaborative robots are being developed
simultaneously by a number of companies, they are evolving separately in unique ways
that fit their customers needs and safety requirements. Each robot must be fit to its
environment; whether that is determined by the operators, bystanders, visibility, material,
production capabilities, design requirements, or any other of countless parameters.
Mitsubishi Group is currently selling six different kinds of robots for industrial
use including a collaborative robot. Their collaborative robot comes pre-programmed for
collaborative use with easy programming options available including set waypoints and
training through observation. This means that companies who are not interested in
3
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investing in research and development of their own robots can easily train a robot for
specific collaborative commands. Figure 1.2.1 shows an example of a Mitsubishi and the
control interface. The hand of the robot was built by Assista which provides a safe
electric powered gripper that can be set up easily and quickly. [5]

Figure 1.2.1 Mitsubishi Robot
The company partnered with this project is L2F who has a history of collaborative
robots of their own as they designed Tesla’s first collaborative robot system. This meant
Tesla workers could simultaneously work on cars while robots worked on them without
slowing production down. L2F is also currently producing a Pizza Bot which is designed
to work in any kitchen environment to eliminate labor intensive tasks, eliminate
ingredient work, and increase the quality consistency. This is exactly what a collaborative
robot is intended to do. However, as the cobot is stationary, the safety standards and
requirements are unnecessary. [6]
1.3 Existing Safety Limitations
The United States Department of Human Labor provides guidelines for robotics safety.
Their documentation is designed to avoid the following sources of robotics hazards:
human errors, control errors, unauthorized access, mechanical hazards, environmental
hazards and power source hazards. Furthermore, their documentation mentions that it is
essential that a robot contains a visible and easy to reach emergency shutdown switch on
the device and the remote controller has a shutdown switch as well. It also mentions that
4
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the robot needs to have speed limitations forced through the software and stops placed on
the robot. The speed limitations depend on the use of the robot and its size but the
recommended maximum speed should be 2.5 m/s. [7]
The Robotics Industries Association also provides standard and technical
specifications when designing, operating and working with collaborative robots. Their
standards meet the ISO 10218 safety standards. These standards mention that there needs
to be a visual indication when the cobot is running in collaborative operation.
Furthermore, there needs to be a safety stop, speed limitations, and power limitations
when the cobot is running. These safety standards are to ensure that no one gets hurt
when working with collaborative robots because there are more risks involved than
traditional robots. [8]
These guidelines highlight that safety is the utmost priority when developing
robots or more specifically cobots. The base functionality of the cobot should begin with
meeting safety requirements before exploring more complex functionalities.
1.4 Project Partnerships
The primary partner of this design team is the Santa Clara University (SCU) Robotics
Systems Laboratory (RSL), led by Dr. Christopher Kitts. Another partner for this project
is L2F Inc., a food automation company that provided input into the design of the robot.
L2F and the RSL have a variety of collaborative robots, but there is a desire for a robot
design that can more closely interact with human collaborators. Also, both organizations
do not have a mobile collaborative robot that can autonomously navigate dynamic spaces.
Therefore, the design team seeks to develop a prototype robotics system that will serve as
the foundation for future mobile collaborative robots in this domain.
1.5 Project Objectives

5
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One of the project objectives was to create autonomous navigation with productive
human interaction. This is essential because the definition of a cobot is to communicate
with other entities in the environment. Based on feedback from the RSL and L2F, the
cobot’s interactions with other entities should be with humans rather than robots.
Another project objective is to have safe operation of the cobot. After researching
cobots, they produce additional risk to the workplace. Therefore, when developing
cobots, safety is the first priority. Furthermore, there already exists safety guidelines
when developing cobots that need to be met. Also, the RSL and L2F do not want the
cobot if it cannot operate safely.
Overall, this design team sought to develop a robot that safely operates both
autonomously and manually while communicating with its operator and its environment,
and assisting others when directed. A robot of this sort demonstrates the workplace
efficiency enhancements provided by collaborative machines and provides the Robotics
Systems Laboratory with a proof of concept for future research projects into collaborative
robot applications.

6
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2. System Overview
This chapter provides a high level overview of the Autonomous and Interactive Control
of a Mobile Robot project requirements, functions, and other project-level goals. It
discusses the needs outlined by the Robotics Systems Laboratory and the team, and the
implementation of project needs in the system-level design and functions that compose
the cobot and the team’s development work. It further describes various mechanical,
electrical, and software-based elements of the vehicle.
2.1 System Requirements and Customer Needs
The design team identified two primary customers of the cobot. The first customer is the
Robotics System Laboratory at Santa Clara University. Requirements and project goal
discussions were frequent with the RSL throughout development. The second identified
customer was the company L2F. L2F specializes in bringing technology into kitchens to
increase efficiency and productivity. They brought insight into how an autonomously
navigating cobot could provide value to their operations.
Throughout fall quarter, the team deliberated and decided on the mission goals of
the project through collaboration with the customers. The mission goals listed in order are
represented in table 1.1:
Table 1.1 Mission Goals
Mission Requirement Description
M1

Respond to input from a tablet

M2

Autonomous navigation in an enclosed and obstacle filled
environment

M3

The system shall be developed to promote future RSL and L2F
research into cobots
7
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M4

Positioning accuracy within 25 cm

These mission requirements are also broken into further smaller requirements for the
project. The requirements for M1 are the following:
Table 1.2 M1 Requirements
M1 - Respond to input from a tablet
Provide options on the screen for “follow me” or “choose location”
Provide a variety of different operations for “choose location”
Perform the correct action successfully for “follow me” or “choose location”
The requirements for M2 are the following:
Table 1.3 M2 Requirements
M2 - Autonomous navigation in an enclosed and obstacle filled environment
Avoid obstacles in environment while executing “follow me” or “choose location”
Determine navigation path with the least amount of obstacles
Meets the requirements of cobot safety protocols
Detects obstacle collision within 0.5 seconds
The requirements for M3 are the following:
Table 1.4 M3 Requirements
M3 - The System shall be developed to promote future RSL and L2F research into
cobots
Extensive and easy to read documentation of cobot design
Code is commented and explained thoroughly
Code is scalable so it can be easily used in a different project
All mechanical parts that are used in the cobot can be reused for later projects
8
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Mission requirement M4 does not have any sub-requirements.
2.2 System Overview
This section provides an outline of the cobot and its functions. Operational, mechanical,
electrical, and software functionality of the system are discussed with associated
diagrams.

Figure 2.1: Concept of Operations
Figure 2.1 above displays the two of the three primary modes of operation for the
cobot. Go To mode allows the user to select coordinates for the cobot to navigate to
through the Pozyx positioning system. These coordinates are selected via the tablet
interface. Follow Me mode utilizes the ZED camera’s built-in object detection to move
the cobot with the user. This mode also incorporates collision detection to prevent the
cobot from damaging its environment.

9
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Figure 2.2: Mechanical Layout
The above figure provides a visual representation of the various components and
their placement on the cobot. The top level is composed of the many sensors and
communication devices, while the bottom level contains the batteries, main computer,
and motors. Also shown is the bumper system which enables collision detection.

Figure 2.3: Electrical Block Layout
10
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The figure above displays the electrical block layout of the various system
components and their connections to each other. Also, the type of connections are shown.
There are five main types of connections with the majority of them being through cables
and only one with a wireless connection.

Figure 2.4: ROS Node Architecture
Figure 2.4 shows the software architecture of the cobot. These processes are
internally what enables the functionality of the multiple navigation modes. Also, note that
the solid lines are direct communication (internally on the computer), the dashed lines are
wireless communications between processes on separate systems, and the blue lines are
direct interfaces to those hardware components.
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3. Follow Me Mode
This chapter discusses the design process of developing the Follow Me mode function for
the mobile robot. Requirements, options and their tradeoffs, detailed design
implementation, and testing are reviewed. Follow Me mode works by first recognizing a
person within the camera’s field of view and subsequently tracking that person. The cobot
then follows that person around adhering to defined safety parameters. Follow Me mode
also incorporates collision detection to ensure safety.
3.1 Requirements
There are two different types of requirements for Follow Me mode: Functional and
Safety. The functional requirements concern the performance and operation of the cobot
following an individual. The safety requirements regard safe navigation during Follow
Me mode.
Table 3.1.1 Functional Requirements of Follow Me Mode
F1

Able to Detect and Track a Person with over 65% confidence

F2

Able to correct angular errors at a rate of -0.3 radians/second or 0.3
radians/second
Table 3.1.2 Safety Requirements of Follow Me Mode

S1

Does not drive forward within 0.4 meters of the followed person

S2

Max speed of 1 mph (< 0.5 m/s)

S3

Stops when collided with another obstacle within 0.5 seconds

12
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The first requirement that the team worked on is F1: Able to Detect and Track a
Person. In order to accomplish this, a sophisticated camera is needed. The camera needs
to be able to detect depth and transmit those signals to a computer. Furthermore, the
camera needs built-in machine learning libraries with skeletal tracking and a wide angle
lens.
A camera that can detect depth is important for a couple of reasons. First, it helps
the cobot drive safely. With the addition of depth, the cobot is not only able to detect
where a person is, but also how far away they are from the cobot. This functionality is
needed to meet the S1 requirement of not driving within 0.4 meters of someone. Reading
depth is also needed to detect when the person moves since the cobot follows a person
when they walk.
The camera also needs to be able to transmit the data to a computer. This
communication happens through a USB-C cable. The camera needs to send the data to
the computer because the computer is the one making the decisions on how to
autonomously drive and then communicate these decisions to the motors.
A wide angle lens is also advantageous to have on the cobot. The cobot is
designed to work in a dynamic environment. A standard lens does not have a wide field
of view and could easily lose the person as they move.
To be able to recognize and track a person the camera also needs its own machine
learning libraries and skeletal tracking within the camera. The other option would be
sending the frames to the Jetson computer and then using other human recognition and
tracking models. However, this option takes considerably more time to develop and
sending multiple complex frames a thousand times a second could limit the performance
of the cobot. Therefore, the team found a camera that can do the machine learning and
tracking on the camera itself and send the location of the human to the Jetson computer.
Moreover, skeletal tracking compared to facial tracking is desirable. With facial tracking,
13
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the face needs to be in frame to be able to properly identify a human. However, skeletal
tracking only needs part of the body in frame to start identifying people.
3.2. Options and Tradeoffs
Table 3.2.1 shows a comparison of different cameras that meet the safety and functional
requirements.
Table 3.2.1 Comparisons of Cameras
Camera

ML

Wide Angle

Computer

libraries

Lens

X

X

X

X

$499

RealSense Depth X

X

X

X

$399

X

$170

ZED 2i

Depth Connects to

Price

Camera D455
Astra Embedded X

X

S
After examining the different camera options, the two that would be best for the project
are either the ZED 2i camera, or the RealSense Camera. The other camera option, the
Astra Embedded S, does not include machine learning libraries so it is not a viable
selection. Therefore, price became the deciding factor. While the ZED 2i camera is $100
more, there was already an unused ZED 2i camera in the RSL. The team selected the
ZED camera as the cost was essentially nothing. Figure 3.2.1 shows the ZED 2i camera
attached to the cobot.

14
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Figure 3.2.1 ZED 2i attached to the Cobot
Another consideration the team made was how to meet the safety requirement of
detecting collisions and then stopping. This scenario can happen when the cobot is
following a human and the human takes a corner sharper than the cobot can handle
because of its width or when humans steps over an obstruction that the cobot collides
with.
One of the ways to detect collisions is with the ZED 2i camera. If the motor
drivers are telling the cobot to go forward, but the ZED 2i camera is not detecting a
change in depth, then the cobot has reached an immovable object.
The other way to detect collisions is with a bumper system. When the cobot
collides with an obstacle, the bumper activates a switch that communicates to the Jetson
computer to stop. This method has a few advantages over using the ZED 2i camera. First,
the bumper system detects collisions with objects that are not immovable. If the cobot
collides with an obstacle, such as a backpack that is still movable, the system still detects
a collision. Furthermore, the bumper system works independently of the ZED 2i camera.
Therefore, if the ZED 2i camera is malfunctioning a collision can still be detected.
Section 3.3 Detailed Design Implementation of Collision Detection
The cobot’s collision detection works using a bumper system. When the bumper collides
with an obstacle, the bumper is pushed in and hits a switch. Figure 3.3.1 and figure 3.3.2
15
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are 3D virtual examples of the bumper system. Each of the four corners contains a switch
that is next to the switch interface bracket. Upon contact with an obstacle, the switch
interface pushes into the switch. The bumper system also has protective shields to protect
the cobot. The bumper system was designed by Marissa Ortiz and added to the cobot with
the help of James Forman.

Figure 3.3.1 Bottom View of Bumper System

Figure 3.3.2 Bumper System’s Components
16
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The switches are all connected to an Arduino. The Arduino is coded to read the
values off of the switches every millisecond. The Arduino is also coded to recognize if
the switch has been triggered at the front-right, front-left, back-right, or back-left. When
the switch is hit, the Arduino sends a serial message containing which switch has been
triggered to the Jetson computer.
The Jetson reads the data from the Arduino almost instantaneously. When this
occurs, it publishes the data to the Follow Me node. When this node receives published
data, it sets a collision flag to 1. If the collision flag is set to 1, then the code only
publishes zero velocities to the driver node. Figure 3.3.3 shows the communication chain
from the switches being triggered to the wheels stopping movement.

Figure 3.3.3 Communication Chain for Collision Detection
Section 3.4 Detailed Design Implementation of Follow Me Mode
This subsection discusses the different software design implementations in order to
develop Follow Me mode. Primarily, the Follow Me ROS node is discussed in detail.
The Follow Me node receives object detection data by subscribing to the data sent by the
ZED 2i camera. The ZED sends the different objects it is seeing and where they are
located. ZED's on-board computer executes a pre-trained object detection machine
17
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learning model that detects humans and then utilizes an algorithm to track them. The
ZED publishes this data automatically. The data is an array that contains the information
shown in figure 3.4.1 that comes directly from ZED’s website [9]. The next step is a
function called ObjectListCallBack(). When the mode is set to Follow Me, the data
published from the ObjectListCallBack() is subscribed to by the controller node.

Figure 3.4.1 Data Sent by ZED
The objectListCallBack() function is designed to do a few key things. The first
thing it does is it tracks the person with the highest confidence value if it is not tracking a
18

AUTONOMOUS AND INTERACTIVE CONTROL OF A MOBILE ROBOT

previous person. Next, it will check if the person is farther away than half a meter in the
X direction. The X direction is the axis from in front of the cobot to the back of the cobot.
The Y direction is the axis from the side of the cobot. However, these directions are with
respect to the ZED camera. Therefore, the front of the cobot is defined as the front of the
camera. If the person is outside half a meter, it sets a static linear X velocity to follow that
person at 0.4 m/s. It then checks if the person is farther away than 0.2 meters in the Y
direction. If they are, it sets a static angular Z velocity, -0.3 or 0.3 rads/s, to rotate and
continue to follow that person. At the end of the function, it publishes these velocities to
the driver node. The function also pauses for three seconds when it loses the person it
was tracking within the current frame. If the person returns in view, then it continues to
track them. If not, then it begins tracking the next person with the highest confidence
value within its current frame. Figure 3.4.2 shows the software flowchart for the
objectListCallBack() function:

Figure 3.4.2 Software Flowchart for objectListCallBack()
19
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The first part of the ObjectListCallBack() function is designed to track the person with
the highest confidence value if the cobot is not tracking anyone previously. Figure 3.4.3
shows the code for this section:

Figure 3.4.3 Determining Tracked Person Code
The variable “max_confid” is set in the beginning to the value 65 to ensure that the robot
does not track anyone that the camera’s machine learning model identifies as a person
with a confidence less than 65%. The variable “init_tracking_flag” is used to check
whether the machine is already tracking a person. The code then iterates through a
for-loop of all the different human objects that the ZED 2i camera sent over to the Jetson
computer. If the current object's confidence is higher than the max confidence value, then
the max confidence value and the tracking ID is set to that of the current object. After the
for-loop finishes iterating through all the human objects, the tracking flag will be set to 1
in order to ensure that next time the ObjectListCallBack() function is called, it does not
find a person to track as it already is tracking a person.
The next part of the code involves iterating through all the objects. This is done
separately than the instance of cycling through to find the person with the highest
confidence value because most times the program will already have a tracking ID set.
20
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The tracking ID variable is a global variable so this variable still survives in scope even
after the objectListCallBack() function ends. Furthermore, every time the
objectListCallBack() function is called, it presents a new list of objects in a different
order. Therefore, to find the object that the cobot is tracking, iterating through all of the
objects and checking their ID is needed. As the function is cycling through all the objects
to find the one which matches the tracking ID variable, it will also keep track of which
object has the highest confidence value. If it cycles through all the objects and does not
find the person with the original tracking ID, then it sets the tracking ID to the new
person with the highest confidence value.
When the for-loop finds an object whose ID matches the tracking ID, it then
performs a variety of different actions. The different cases and their output are shown
within table 3.4.4. The first of these actions is checking whether the X distance between
the cobot and person is less than the X distance threshold. If it is less than the threshold, it
sets the linear X velocity equal to 0 m/s and if it is greater than the threshold it sets the
velocity to 0.4 m/s. The next action is performing the same checks with the absolute
value of the Y distance and the Y threshold. If it is within the threshold, the cobot sets its
angular Z velocity to 0 m/s. If the absolute value of the Y distance is not within the
threshold the angular Z velocity is set to -0.3 or 0.3 rads/s depending on the direction of
the object. The team selected to move the cobot based on angular velocity instead of a
linear Y velocity because an angular velocity allows the cobot to rotate in-place. This is
needed in order to keep the person in the focal point of the camera. Figure 3.4.5
illustrates an example of when the cobot turns depending on the Y-threshold. The left side
of the figure shows a person within the Y threshold of 0.2 meters. However on the right
side, the Y distance is -0.25 meters so the cobot turns to the human. The threshold helps
to eliminate constant rotating when following a person based on slight changes in the Y
distance.
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Table 3.4.4 Case and Output Movement of Follow Me Mode
Case

Output

X distance > X threshold

X velocity set to 0.4 m/s

X distance < X threshold

X velocity set to 0 m/s

Y distance > Y threshold

Angular velocity set to 0.3 or -0.3 rads/s based on
direction

Y distance < Y threshold

Angular velocity set to 0 rads/s

Collision Flag = 1

X and angular velocity all set to 0

Figure 3.4.5 Y-Threshold Example
After all of this, the software is designed to put the linear X velocity, linear Y
velocity (always 0), and angular velocity into an array. The array is then published and
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sends the data to the driver node which then takes the data and feeds it to the motor
drivers. Following this, a flag that indicates whether the tracking ID is found is set to 1
and breaks from the for-loop as the desired object is found. Once out of the for-loop, the
code checks to see if the collision flag is set to 1. The collision flag is a global variable
and is set to 1 by the collisionCallback() function when a collision occurs. If the collision
flag is set to 1, an array of all 0s will be published to the driver node to ensure that the
cobot does not move.
The last part of the function checks to see if the tracked object ID was detected
earlier. If it is not detected it will take a variety of actions all seen by the code in figure
3.4.6.

Figure 3.4.6 Timer to Find the Flag Code
The first action that is taken is creating an array of all 0s and then publishing an array to
the driver node. Next, it checks the “timer_called_flag” to see if the timer has started yet.
If the timer is not started, it declares a global variable to be equal to the current time and
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sets the “timer_called_flag” equal to 1. It then exits the if-statement and enters another
statement for when the “timer_called_flag” is equal to 1. Following this, it declares a
different global variable to be equal to the current time and checks to see if the time
elapsed from the start timer to the finish timer is greater than or equal to three seconds. If
this is the case, the “timer_called_flag” is set back to zero and the tracking ID is set to the
ID of the maximum confidence object found during the for-loop.
3.5 Testing and Results
The team found that Follow Me Mode meets all of the base requirements. Table 3.5.1
shows the respective results for each of the functional requirements and table 3.5.2 shows
the respective results for each of the safety requirements.
3.5.1 Functional Requirements Results of Follow Me Mode
F1

F2

Able to Detect and Track a Person

Minimum confidence to track a

with over 65% confidence

person is 65%

Able to correct angular errors at a

Corrects angular errors at -0.3

rate of -0.3 radians/second or 0.3

radians/second or 0.3 radians/second

radians/second
3.5.2 Safety Requirements Results of Follow Me Mode
S1

Does not drive forward within 0.4

Only rotates to person when within

meters of the followed person

0.4 meters

S2

Max speed of 1 mph (< 0.5 m/s)

Max speed of ~0.895 mph (0.4 m/s)

S3

Stops when collided with another

Stops with 0.48 seconds

obstacle within 0.5 seconds
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The requirements are either met through tested results or are implemented by
design because they could not be tested due to time constraints. The code is designed to
only track objects if the machine learning model is at least 65% confident they are a
human. There is no way to test this, but this requirement is designed to ensure the cobot
only tracks humans. During the entire time of using the cobot in Follow Me mode it
always tracked and followed humans in frame and never any other objects. Also, the code
is constructed to rotate at a rate 0.3 or -0.3 rads/sec. This has not been tested, but this is
the rate that the motor drivers are instructed to rotate at.
It is also constructed so the cobot begins stopping if a person is within half a
meter. ZED provides data on the accuracy of their depth readings of objects. Within the
range of 1 meter the accuracy is approximately 99%. Depth accuracy decreases
quadratically over distance with long range being up to 9% inaccurate [10]. Therefore, in
the short range when the cobot needs to stop, the latest it begins to stop is at 4.95 meters
(5 meters * 99%) and stops well before 0.4 meters of someone. The max speed is set to
0.4 m/s or ~0.895 mph. The collision system is set to operate at a 0.2 second response
time. The arduino scans for entities in its environment every millisecond to send to the
Jetson and the Jetson publishes a collision to the Follow Me mode at a rate of 5 Hz or
every 0.2 seconds. By examining in camera slow motion, the time that the switch is heard
to the time the Cobot stops moving, the stop time is about 0.48 seconds. This result of
0.48 seconds is the result of averaging two different videos.
Figures 3.5.3 shows a use case of the Follow Me mode in action. The cobot will
turn to the person it tracks as they move, go forward as that person moves, and stops as a
foot collides with the bumper.
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Figures 3.5.3 Follow Me Mode Working

26

AUTONOMOUS AND INTERACTIVE CONTROL OF A MOBILE ROBOT

4. Manual Touch Control
This chapter discusses the process of developing the Manual Touch Control function for
the mobile robot and mobile robot touch interface. The requirements, a detailed design
implementation and testing and results are covered. Manual Touch control works by
emulating a joystick in a virtual environment. The joystick motion is calculated to work
like a physical joystick; from these calculations motor command values are published
which tell the driver nodes how to control the motors.
4.1 Requirements
Manual touch control only has functional and safety requirements. The functional
requirements are based on the performance of the virtual joystick. The safety
requirements are based on the need to maintain control over the robot when operating
manually.
Table 4.1.1 Functional Requirements of Manual Control
F1

Operate within the same capacity as a physical analog joystick

F2

Touch screen and mouse compatible
Table 4.1.2 Safety Requirements of Manual Control

S1

Joystick stops sending movement signals when not in use

S2

Upper limit on command signals to limit speed of robot

S3

Deactivation button to stop manual touch control

4.2 Detailed Design Implementation
This subsection covers the various design choices that took place during the development
of the manual touch control as well as the implementation necessary to utilize the
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designs. This section also covers the code behind sending these movement commands to
the cobot.

Figure 4.2.1 Basic Movement Command Code
Prior to discussing the various implementations of the touch control interface it is
important to understand how the movement commands are sent to the cobot. A basic
movement command is illustrated in figure 4.2.1. What is shown in this snippet of code is
that there is a single message sent to the cmd_vel node. This message consists of an array
of linear vectors and an array of angular vectors. The x and y values within these vector
arrays are scalars, they carry no units as the units are interpreted within the driver node
itself.
The joystick went through multiple iterations during its design and
implementation. The first iteration was a very simple four button “D-Pad” control system
that had four simple commands, go forward, go right, go left, and go backwards. This
iteration also included a full stop button that ceased all motor functions. The
implementation of this design was quite simple in nature, it consisted of five separate
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functions. Each of these functions perform a single task, one of which can be seen in
figure 4.2.1; this is the move forward command which issues a linear velocity of 1 on the
x-axis, as it is a scalar it carries no units with it. The second iteration had the visuals of a
traditional joystick and employed more complex code to function. In a basic sense, the
code took the distance that the digital joystick could travel through on the screen in
pixels, and used a calculation to determine the value that would be sent to the motors
based on the distance of travel from the center of the joystick element to its position
within its limited radius. The limiting factor in this iteration is that due to technical
limitations the joystick did not fully function in a touch only environment, a mouse has to
be utilized. This technical limitation led to the final iteration of the joystick, shown in
figure 4.2.2, which was designed for use in a touch environment. The implementation of
sending motor commands stayed the same compared to the previous joystick, but the
interactivity of the joystick was modified to utilize images for the base and stick of the
joystick itself. This change allows for touch screen interaction. The joystick only allows
for forwards and backwards motion along the x axis, and rotational motion around the z
axis.

Figure 4.2.2 Final Joystick Implementation
The safety requirements are all simple to meet. The first requirement is that the
joystick would stop sending motion commands when it was not in use. This is done by
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ensuring that the function that sent the commands is the same function utilized in
updating the position of the joystick on the screen. Through this methodology the joystick
only updates when it is actively being dragged around. The second requirement is an
upper speed limit; while a technical speed limit is implemented within the driver node
code a calculation had to be made so that the maximum scalar sent is a 1 and nothing
higher. The final safety requirement is the deactivation button; this is implemented the
same way the activation button is implemented. When pressed, it shuts down the manual
control node thus rendering the joystick unable to function.
4.3 Testing and results
Testing of the manual touch control all came down to if the cobot performed the action
that the interface sent it. The first testing done was verifying that the numbers sent from
the tablet to the ROS nodes are the same numbers consistently, which is what is observed
during this testing. The second test was to ensure that a joystick control would also
consistently send the correct vector arrays as well as continuously send the vector arrays
as long as the joystick is held in place. Verifying these results consisted of logging both
the numbers being generated by the joystick and the numbers received by the node, as
well as ensuring that the numbers were continuously sent. The final testing was ensuring
that the joystick functions in a touch screen only environment. This test initially failed
which is what led to another development iteration of the joystick.
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5. Go To Mode
This chapter discusses the process of developing the Go To mode function for the mobile
robot. The requirements, options and their tradeoffs, detailed design implementation, and
testing are covered. Go To mode works by having the cobot initialize its position in the
local area through the data received from the Pozyx positioning system. The cobot then
waits to receive destination coordinates for straight line motion from the user’s input.
Once the cobot receives these coordinates, it navigates using the data from the Pozyx
positioning system until it reaches the desired destination.
5.1 Requirements
There are two types of requirements for Go To mode: Functional and Safety. The
functional requirements are for the performance and operation of the cobot while
navigating to its destination. The safety requirements concern the cobot’s interactions
with its surroundings while navigating.
Table 5.1.1 Functional Requirements of Go To Mode
F1

Initializes its position in the local area

F2

Accepts destination coordinates from the user

F3

Navigates uninterrupted to its destination
Table 5.1.2 Safety Requirements of Go To Mode

S1

Does not operate outside the range of the Pozyx positioning system

S2

Max speed of 1 mph (< 0.5 m/s)

5.2 Options and Tradeoffs
The first requirement that was worked on was F1: Initializes its position in the local area.
In order to meet this requirement, a realtime and accurate positioning system was needed.
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Therefore, additional requirements were identified for the positioning system. These
requirements can be found in the following table:
Table 5.2.1 Positioning System Requirements
P1

Coordinates accurate within a 25 cm range

P2

Over 50 hz update rate

P3

Less than $1000 price point

P4

Accurate range inside a building industrial environment

P5

Available on market within 6-8 weeks

P6

Compatible with the ARM architecture

P7

Positioning system rather than tracking system
To be able to meet these requirements for the positioning system, various products

were investigated and evaluated to see if they met the criteria. Ultimately, the Pozyx
localization system was chosen primarily due to its accuracy, but also it met most of the
other requirements. A table comparing the different positioning system options can be
found below.
Table 5.2.2 Comparison of Positioning Systems
Name

Accuracy

Indoor Tracking Unknown

Update Rate

Price

Range

Availability

Platforms Type

Unknown

$4,000

400m^2

Available in

TBD

Tracking

TBD

Positioning

RTLS UWB

Europe

Wi-Fi Kit
Marvelmind

Absolute: 1–3% 16

$500

50m^2

Not in Stock

Unknown

20-30m^2 Unknown

Starter Set Indoor of the distance updates/second
Navigation

to the beacons

Positioning
System
UBLOX indoor

"Around 1

positioning

meter"

Unknown

system
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POZYX

Up to 10cm

Up to 1200

$900-$5900

localization

accurate

positions per

(depending on

systems

positioning

second

kit)

30m^2

US, Europe

Windows, Positioning
Arduino

While the Pozyx system fulfills almost all of the requirements, it lacks the ability
to directly interface with an ARM-based computer. However, because the Pozyx system
is capable of interfacing with an Arduino microcontroller, it is therefore capable of
indirectly communicating with an ARM-based computer. This is the approach that was
chosen for the cobot.
The Pozyx system also fulfilled the other functional requirements for Go To
mode. Pozyx’s fast update rate allows the cobot to navigate without interruption,
fulfilling requirement F3. Furthermore, due to how the Pozyx sensors transmit position
data, the cobot is incapable of operating outside the range of the sensors. Therefore,
safety requirement S1 is also fulfilled. Functional requirement F2 is fulfilled by the
cobot’s tablet interface, while safety requirement S2 is met through the software control
of the motors.
5.3 Detailed Design Implementation of Go To Mode
This subsection covers the various software design choices to implement Go To mode.
The main topic to be covered in detail is the Go To ROS node and its auxiliary nodes.
As shown in Figure 2.4, the Go To node receives a set of destination coordinates
wirelessly from the tablet interface. However, before this occurs, the Go To node sets its
initial coordinates to the values received from the positioning node. In simple terms, the
positioning node is a Python program that reads the serial values transmitted by the
Arduino connected to the Pozyx receiver. As the cobot navigates through its environment,
the Pozyx receiver collects an estimation of the current coordinates many times per
second. Then, the positioning node will process these values and send them to the Go To
node. The processing that occurs within the positioning node is averaging the five most
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recently received coordinate values and then sending that average value to the Go To
node. Figure 5.3.1 shows this program code.

Figure 5.3.1 Positioning Node Code
The Go To node will receive the current coordinates from the positioning node
and the destination coordinates from the tablet interface. The destination coordinates are
preset to four buttons that each move the cobot in the specified direction by 1 meter. The
buttons are move forward (positive x-axis), move backward (negative x-axis), move left
(negative x-axis), and move right (positive y-axis). Once a button is pressed, the Go To
node commands the cobot to move directly towards the destination on that axis. To
compute this trajectory, the Go To node calculates the distance between its current
position and the desired position multiple times per second in both the x and y axis.
34

AUTONOMOUS AND INTERACTIVE CONTROL OF A MOBILE ROBOT

However, only the current axis of the straight trajectory is considered when stopping the
cobot. The Go To node will continually transmit velocity commands, at a speed of 0.2
m/s, for the current axis to the driver node so long as the difference between the current
position and destination is outside the threshold. Once the difference between the current
and desired position on the axis is within the threshold, the Go To node will command the
cobot to stop moving. Figure 5.3.2 displays the main control of the Go To node.
Due to time constraints, Go To mode is orientation blind. This means that the
cobot needs to be at the correct heading with respect to the Pozyx coordinates before
attempting to navigate to the destination coordinates. Other than time constraints, it is
difficult to incorporate an absolute heading sensor, for example a magnetometer, on a
robot that is intended for indoor use where metal and other objects can interfere with the
detection of the magnetic fields. Nevertheless, the cobot is able to accurately navigate to
its destination when first placed in the correct heading.

Figure 5.3.2 Movement Code
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5.4 Testing and Results
Looking at all of the requirements, Go To mode met every requirement except for
orientation. It uses Pozyx to effectively position itself in its environment and uses the
values to know how far to drive in one axis. Based on those coordinates, it can accept a
position straight from it to navigate to and does so correctly. If given more time,
orientation sensing would enable the cobot to navigate with 3DOF. However, as a result
of time limitations, Go To mode only allows the cobot to navigate in one dimension.
In order to test Go To mode Pozyx had to be tested to determine its accuracy,
since the accuracy of the positioning would only be as good as the data coming in. Four
anchors were set up in a large room with the Pozyx receiver device in multiple locations.
Then, the receiver was positioned in five separate places and kept at each location to read
input coordinates for one minute. Two of these locations were near the anchors which
caused a significant decrease in data quality when they became too close. After the data
was analyzed, the average standard deviance for the positions was 5.95 cm and the mean
distance was 20.7 cm from the measured coordinates when only considering the accurate
results. This was well within the distance accuracy requirement because the standard
deviance was acquired over a short period of time of positioning. Unfortunately, the room
used contained a wide variety of metal-based equipment which likely decreased the
accuracy of the system. Due to time constraints, data for the accuracy of Go To mode’s
motion was not able to be collected.
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Figure 5.4.1 Pozyx Accuracy Graph
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6. Mode Switching
This chapter discusses the process of developing the mode switching capabilities in the
cobot. The requirements, options and their tradeoffs, detailed design implementation, and
testing are covered. Mode switching allows the cobot to instantly switch between the
three available navigation modes, Manual, Go To, and Follow Me, at the user’s
discretion.
6.1 Requirements
There is only one type of requirement for mode switching: Functional. The functional
requirements are for the performance and operation of the cobot’s mode switching
capabilities.
6.1.1 Functional Requirements of Mode Switching
F1

Accepts new mode selection at any time from the user

F2

Less than 10 second startup time for selected mode

F3

Mode switching is consistently reliable

6.2 Options and Tradeoffs
The F1 requirement was the first one that was worked on. In order to achieve the desired
capability of mode switching, the ROS software suite was explored. The system needs to
be capable of receiving signals from the tablet interface that are then interpreted by a
ROS node running on the cobot. This mode switching node would then either start or stop
internally the relevant ROS nodes for each navigation mode.
There are multiple methods to implement this functionality, but the most effective
way is to create a Python ROS node that would start and stop ROS launch files. ROS
launch files are the primary method of running all the required nodes and processes to
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achieve functionality for a robot. However, due to the asynchronous nature of ROS
launch files, starting all the required nodes for a navigation mode can take longer than
desired. Typically, switching to another mode on the cobot takes approximately 10
seconds, however on occasion it can take longer. Nevertheless, ROS launch files are
consistently reliable at starting all the necessary processes for a mode. Therefore,
functional requirement F2 is met most of the time while F3 is always met.
6.3 Detailed Design Implementation of Mode Switching
Mode switching is implemented in both the touch interface and the ROS node
architecture. Implementation within the touch interface consists of creating an activation
button for each mode, these modes are Manual, Go To, and Follow Me. Upon clicking
the button, a command is sent to the mode switching node indicating which mode was
selected. Selecting a mode in turn switches the activation button to a deactivation button.
Upon clicking a deactivation button a command is sent to the mode switching node to
deactivate the mode currently running. The ROS node created, implores the use of launch
files to correctly launch the desired mode. As ROS uses a pub/sub model the node is
always subscribed to the publishing channel of the touch interface. The different modes
are keyed to different numbers to differentiate which mode was being requested i.e.
manual mode message was a ‘0’. When the specific message for a mode is received the
node activates the launch file for that particular mode. To implement the deactivation of a
mode the node awaited ‘-1’ to shut down the mode currently active. Figure 6.3.1 is a state
diagram that illustrates mode switching functionality. It is important to note that it is
impossible to switch directly between modes without first shutting down the node
currently in use.
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Figure 6.3.1 State Diagram of Mode Switching
6.4 Testing and Results
There are three major tests conducted on mode switching. The first test is to ensure that
activation of a mode on the tablet would result in the mode switching node activating the
correct mode. The second test is to ensure that when a deactivation signal was sent the
currently active mode would shut down. Both of these tests resulted in a pass. The third
test is obtaining the time it took for each mode to activate. The requirement for mode
startup is 15 seconds for each individual mode. The startup for manual mode takes
approximately 10 seconds, while the startup times for follow me and go to mode take
approximately 20 seconds. The longer startup time is attributed to the other additional
softwares that require startup times, such as the software that loads the map and the
software that initializes the camera's machine learning algorithms.
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7. Integration, Testing, and Results
This chapter discusses the final integration of all project components, the tests run to
ensure the success of this integration and the results of the test themselves.
7.1 Integration and Testing
To fully integrate every component of the system, each mode had to be completely
implemented first. After the modes were completed, the process of finalizing the interface
for cobot control and the mode switching node began. First, the interface was completed
to allow the tablet to transmit values to the cobot that signals to the mode switching node.
After these values were confirmed to be received by the cobot, the node’s mode
switching capabilities were tested next. As previously outlined in chapter 6, the mode
switching node uses ROS launch files to start up the specified navigation mode.
Furthermore, the ROS Python API provides a command to stop all currently running
nodes which was utilized to enable switching between modes. Once this was completed,
each mode was tested by starting and stopping via the tablet interface. Finally, to promote
ease of use, Linux scripts were created that start all the ROS software for the cobot on
system boot. To test these scripts, the cobot was simply powered on and off to verify the
software loaded correctly. Ultimately, the expected functionality of the cobot was
achieved, but some performance characteristics leave room for improvement.
Although the intended functionality was achieved, the performance of the fully
integrated cobot could be improved. Specifically, the delay between modes when
switching is slow. While the startup time for each mode met requirement F2 outlined in
chapter 6, the delay is still too slow for the cobot to be practical in use. Nevertheless, the
other system characteristics such as object detection accuracy, positioning accuracy,
desired movement speed, collision detection, and the software startup of the cobot are
within acceptable performance. Overall, the cobot meets acceptable levels of
performance especially considering its prototypical stage.
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7.2 Results
As outlined in chapter 2 and shown below, there are four mission requirements that this
project set out to achieve.
Table 7.2.1 Mission Goals
Mission Requirement Description
M1

Respond to input from a tablet

M2

Autonomous navigation in an enclosed and obstacle filled
environment

M3

The system shall be developed to promote future RSL and L2F
research into cobots

M4

Positioning accuracy within 25 cm
Starting with requirement M1, the cobot is completely capable of operating solely

through the tablet interface. Specified in previous chapters, the cobot relies on tablet
input for mode switching capabilities and manual control mode. Furthermore, Go To
mode provides multiple destinations on the tablet interface for the cobot to navigate to.
Follow Me mode only relies on the tablet input for starting and stopping operations since
its main means of movement control are through object tracking. Nonetheless, every
sub-requirement for M1 is met.
Requirement M2 is partly met via Follow Me and Go To mode. Through Follow
Me, the cobot is capable of autonomously tracking and following a detected person
throughout an environment filled with obstacles. If the cobot encounters a collision with
an obstacle, it will promptly cease movement within 0.5 seconds. However, due to time
constraints, the full functionality of Follow Me mode was unable to be completed; the
mode lacks collision avoidance. Moreover, Go To mode lacks collision detection and
avoidance entirely. Go To mode also is only capable of moving in a straight line direction
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from its initial coordinates. Therefore, requirement M2 is not completely achieved as not
every sub-requirement is met.
Continuing with requirement M3, the cobot was developed for the promotion of
research into cobots for both the RSL and L2F. Multiple technologies were explored and
tested to achieve an autonomous mobile robot base that enables collaboration between
humans and machines. Primarily, the ZED camera device, Pozyx positioning system, and
a tablet control interface were explored to discover their applications for autonomous
navigation in industrial environments riddled with obstacles. Furthermore, as the cobot
was being developed, extensive documentation of its design was recorded. The
programmed software is commented and utilizes well-documented libraries and APIs.
Many of the mechanical components are off-the-shelf and thus reusable. Ultimately, the
team met all the sub-requirements for M3.
Finally, requirement M4 has been met through the Pozyx positioning system.
From the results in chapter 5, coordinates received from Pozyx are accurate within a
range of less than 25 cm. The Pozyx coordinates were advertised at being accurate to 10
cm. This was measured through various stationary tests with varying results. When
finding the average standard deviance the distance from the measured position was 5.95
cm which was ideal. However, when measuring the mean distance to our measured point
we got a result of 20.7 cm. This result inferred that while the majority of reported
positions were accurate, there were a significant amount of inaccurate positions which we
took into account when writing our positioning code. While not as accurate as advertised,
this is still well within our target goal of 25 cm accuracy. This meets the positioning
accuracy requirement of M4.
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8. Professional Issues
This chapter discusses various professional concerns and potential future work. This
includes engineering constraints, economic considerations, ease of use considerations,
accessibility considerations, customer and RSL benefits, ethical concerns, and potential
health and safety issues.
8.1 Engineering Standards and Constraints
Firstly, research on autonomous and interactive cobots is very new to the industry, and so
there have been few official standards released for these specific fields. This leads to the
emphasis of importance regarding the standards in place, as well as maintaining this
project's standards of excellence rigorously. Due to the workplace nature of this cobot and
its potential to work with and around humans, most of the regulations this project was
placed under had to do with safety regulations which in turn limited engineering
capabilities. Since each cobot and workplace environment is different, the safety
regulations for this project are based on a recent journal article about “Blunt Impact in
Human-Robot Interaction” [11]. This limited the maximum speed, weight, and
necessitated an accurate impact bumper system to detect collisions.
The project followed a set of specific battery safety regulations ANSI C18.1M
and ANSI C18.3M due to the potentially dangerous rechargeable lithium batteries. This
included keeping them at a regulated temperature, keeping them away from harmful
materials, confirming that the batteries are constantly charged above a certain percent,
and making sure to disconnect the batteries after usage.
8.2 Economic Considerations
The cobot for this project was designed as a prototype for industrial kitchen use. The
main economic concerns were to stay within the allotted budget as well as effectively
show proof of concept. Similar cobots have very expensive and high end parts such as an
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upgraded 360 degree camera for safety and an upgraded CPU. Since this project did not
have access to that type of funding, cheaper equipment was utilized and testing standards
were implemented to prove that the cobot could still operate accurately within the limits
set by the equipment. The most expensive part of the project not already owned by the
lab was the Pozyx positioning system, which had to be ordered and set up in the lab. The
limits of the feedback and accuracy were tested, however had more money been spent on
a more accurate system the positioning accuracy of the cobot could be directly increased
as well. A box shaped lightweight steel chassis was chosen as it is strong, durable, and
cheaply made with parts already available in the lab. Considering the future, the lab will
be able to continue using the cobot for future projects as well as implementing the
positioning system into other projects with ease.
8.3 Ease of Use
Cobots in an industrial workplace are traditionally very expensive and hard to produce.
Their jobs are typically very unique to the work environment they are in and rigid to
changes in responsibilities. This project's cobot is flexible in usage due to ease in access
as well as multimodality. The box design will allow for segmentation and basic segment
addition for potential changes in robot requirements. With the tablet optionally attached
and distinct, the customer and engineer both have ease of access to control the robot,
switch modes, view through the front camera, and change into a developer mode for
backend control.
8.4 Accessibility
The cobot will stay within the RSL lab and be used for research and development for a
multitude of students and faculty. They have the potential to continue to advance the
work done as well as modify both the hardware and software to fit their specific research
needs. An easy to access interface for the Lidar system, the ZED 2i camera system, the
Pozyx system, and the arduino to the bumper system is implemented. These are all
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integrated together in the Nvidia Jetson and the hardware for each is equally accessible
on the exterior of the cobot.
8.5 Customer and RSL Benefit
This multimodal project provides a cheap indoor cobot that can be used to develop a wide
variety of research projects for the RSL. These type robots typically will be prohibitively
expensive for a small lab such as the RSL and while developing this research prototype
the infrastructure for similar projects is provided.
8.6 Health and Safety Concerns
Health and safety concerns were the number one priority when developing all aspects of
the cobot. There are three collision failsafes, a software detection failsafe, a hardware and
software bumper failsafe, and a hardware failsafe stop button. All battery safety
requirements outlined above are followed as well as the ANSI C18.1M and ANSI
C18.3M battery safety regulations. As lithium batteries contain potentially dangerous
energy and output voltage levels. The largest safety concern however is still colliding
with humans despite all of the collision failsafes. To combat this a research article [9] on
maximum safe speed for workplace robots was utilized to set the maximum speed
accordingly. At worst this could cause minor bruising and would also stop the cobot
immediately due to the lightweight design. Follow me mode can detect humans within 10
feet with over 80% confidence.
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9. Summary
This chapter summarizes the project and goes over the extent of what was achieved. Each
mode is revisited again. Also future work on this project is discussed.
9.1 Project Goal
The project goal is to develop a robot that operates safely both autonomously and
manually while communicating with its operator and its environment, and assisting others
when directed. The project goal met the needs of L2F and the RSL. The robot serves the
purpose of building the foundation for L2F and RSL of easy communication between
humans and robots. It also provides the building blocks for continued work on manual
and autonomous navigation of the robot.
9.2 Accomplishments
The development of follow me mode accomplishes one mode of autonomous navigation.
The person with the highest confidence value in the frame is tracked and followed. It
operates in a safe manner by not moving towards the person if they are within 0.4 meters.
Follow Me mode also has collision detection enabled to ensure safety of the cobot and
other objects in its environment.
The development of manual touch control achieves the project goal of manual
control. Manual control can either be done by touch or by mouse. It contains safety
parameters that stops the cobot from going too fast. Furthermore, a deactivation button is
included for safety.
Go To mode also succeeds in doing autonomous navigation. Go To mode uses
positioning to locate itself in an environment. The mode goes from its current
coordinates to destination coordinates based on feedback from the positioning system.
Once it reaches the desired location, it stops.
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The mode switching is designed to help the operator communicate with the cobot.
The mode can either be no mode selected, Follow Me mode, Go To mode, or Manual
Control mode. The easy selection and change between modes facilitates simple
communication between cobot and human. All of these modes provide either autonomous
or manual navigation within a dynamic environment.
9.3 Future Work
The team would like to improve Follow Me mode by including object avoidance while
following a person. Safety is the utmost priority for cobots and adding this feature would
improve the safety of entities in the cobot’s environment. The next improvement that will
boost the performance of the cobot in manual control is including collision detection
alerts. This would function similar to the way that technologically advanced cars warn
drivers of a potential collision in their blindspot. Another improvement is Go To mode
providing an interactive map on the tablet interface. The user can simply select a place
within the map and the cobot moves to the location selected in the map.
A new feature that would make the cobot more useful is gesture recognition.
When the team met with L2F, they expressed interest in the use of gestures to
communicate with the cobot. Another new feature that would help make the cobot more
versatile in an industrial kitchen environment is kitchen object recognition. The use case
for object recognition could be useful in identifying places within the Pozyx map. The
last feature that would be useful is making the cobot capable of navigating to a charging
station. The first step to developing this functionality is designing a charging station
where the cobot could easily drive onto when its batteries are low.
All of the future work mentioned within this chapter is geared towards making a
more complete cobot that can navigate within dynamic, messy environments. Each of
these improvements are getting the cobot closer to being market ready where it can
improve the quality, productivity and safety of daily kitchen operations.
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Appendix
A: Expenditures
TP-Link AC750 Wireless Portable Nano Travel Router(TL-WR902AC) Support Multiple Modes, WiFi Router/Hotspot/Bridge/Range Extender/Access
Point/Client Modes, Dual Band WiFi, 1 USB 2.0 Port

$39.99

Lenovo - Tab M8 - Tablet - 8" HD Display - MediaTek Quad-Core Processor 2GB RAM - 16GB Storage - Front & Rear Cameras - Android 10 - Bluetooth
& Wi-Fi - Long Battery Life

$94.99

Arduino Uno REV3

$47.04

MUZHI SPDT1NO 1NC Momentary Hinge Metal Roller Lever Micro Switch
AC 5A 125 250V 3 Pins 12 Pcs

$13.86

Pozyx Creator Kit

$1119.00

Total Expenditure:

$1314.88

B: Selected Software Code
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Collision Detection Arduino Code:
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objectListCallBack() Function:
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