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Abstract 
We treat the following control problems: the process x1(t) with values in 
the interval (-m,O] (or [O,m)) is given by the stochastic differential equation 
dX1(t) • µ{t)dt + o{t)dWt• X1(0) • x 1 
where the non-anticipative controlsµ and a are to be chosen so that (µ(t),o(t)) 
remains in a given set Sand the object is to minimize (or maximize) the 
expected time to reach the origin. The minimization problem had been discussed 
earlier by Heath, Pestien, and Sudderth under various restrictions on the set S. 
Here an improved verification lemma is established which is used to solve the 
minimization and maximization problems for any S. An application to a portfolio 
problem is discussed. 
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1. Introduction. 
Consider a real-valued process {X1(t)} given by a stochastic differential 
equation 
dX 1(t) • µ(t)dt + o(t)dWt' X1(0) • x1 
where {Wt} is standard Brownian motion and µ(t) and o(t) are non-anticipative 
controls to be chosen so that (u(t),o(t)) remains in a specified set S. The 
problems of minimizing or maximizing the expected time to reach the origin are 
treated in section 3. The minimization problem has been studied in [6] and [2], 
though with an exponential change of variables putting the problem on (0,1]. 
For a more detailed discussion, see Remark 2 in section 3. 
The solution of these control problems uses a new refinement of the 
verification lemma of [6], which is proved in section 2. This result should be 
of independent interest. 
Section~ deals with a portfolio planning problem which turns out to be a 
special case of the minimization problem. This portfolio problem was originally 
solved in [2]. 
2. Continuous-time stochastic control. 
The formulation of stochastic control problems given here is adapted from 
Pestien and Sudderth [6]. Our notation and terminology is the same as theirs, 
but we consider a more general class of processes and establish a verification 
lemma more suited to the present applications. 
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A continuous-time gambling problem is a triple (F,t,u) where 
(2.1) the state space Fis Polish (we shall use a Borel subset of ordinary 
Euclidean space), 
(2.2) the gambling houser is a mapping which assigns to each x E Fa non-empty 
collection t(x) of processes X • {Xt' t ~ O} with state space F such that 
x0 • x and X has right-continuous paths with left-limits, 
(2.3) the utility function u is a Borel function from F to the real line. 
A process XE r(x) is said to be available at x. Each available Xis defined on 
some probability space (n,f,P) and is adapted to an increasing filtration 
(ft, t ~ O} of complete sub-sigma fields of F. The probability space and 
filtration may depend on X. 
A player, starting at position x € F, selects a process X € t(x) and 
receives payoff u(X) defined by 
(2.~) u(X) • E[lim sup u(Xt)J. 
t-)m 
The expectation occurring on the right is assumed to be well-defined for every 
available process X. 
The value function Vis defined by 
3 
V(x) • sup{u(X): XE r(x)} 
for every x E F. A process XE r(x) is optimal at x if 
u (X) = V ( X). 
From now on we shall require that F be a Borel subset of the Euclidean space 
Ed having non-empty interior, and each process X m {Xt} under consideration will 
be an Ito process of the form 
(2.5) Xt = x + J: a(s)ds + J: B(s)dW5 
where W = {Wt} is a standard m-dimensional Brownian motion process on (O,F,P) 
adapted to increasing, ~ight-continuous a-fields {Ft}' and Ft is independent of 
{Wt+s-wt, s ~ O}. The function a= a(t,w) is to belRd-valued, progressively 
measurable, adapted to {Ft} and such that 
(2.6) J tla(s)jds < ~ a.s. for all t. 
0 
The function B = B{t,w) has as values real dxm matrices, is progressively 
measurable, adapted to {Ft}, and satisfies 
4 
(2.7) J
t 2 I B ( s ) I ds < m 
0 
a.s. for all t. 
d For each pair (a,b), where a€ E is a dx1 vector and bis a dxm real-valued 
matrix, define the differential operator D(a,b) for sufficiently smooth 
d functions Q:E -> E by 
l d d 
D(a,b)Q(y) m Q (y)a + - l l Q (y)(bb') 
X 2 i• l X X ij J-1 i j 
where 
and b' is the transpose of b. 
We now specify r(x) by specifying the possible values or a ands. To this 
end, let C(x) be, for each x € F, a non-empty set of pairs (a,b), where a€ :Rd 
and bis a real dxm matrix. (The idea is that C(x) is the set from which a 
player at state x may choose the value of (a,8).) Assume also that every 
available process Xis absorbed at the time TX of its first exit from F0 , the 
interior of F. These conditions define a function IC on F where IC(x) is the 
collection or all processes X having paths in F and satisfying (2.5), (2.6), and 
(2.7) together with 
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(2.8) 
(2.9) 
(2.10) 
(a(t,w),B(t,w)) E C(Xt(w)) for all (t,w), 
(a(t,w),B(t,w)) a (O,O) fort~ TX(w), 
C(x) 2 {(0,0)} 0 for x E F - F. 
Let I be a gambling house such that r(x) c; I (x) for every x E F. 
C 
The following proposition, which is related to Lemmas 2 and 3 of (6), will 
be applied in the next two sections. 
Proposition. d Let G be an open subset of E which contains F. Suppose Q:G -> 1l 
and Q :G -> E for n • 1,2, •••• Suppose also that each Q has continuous 
n n 
second-order derivatives on G and that 
{i) lim Q (x) • Q(x) 
n n-)m 
for every x E F. 
0 Assume the following conditions for every x E F and every X € t(x): 
(ii) Q(X) ~ u(X) where 
(iii) 
Q(X) - E(lim sup Q(Xt)] is assumed to be well-defined, 
t-)m 
there exists a sequence {k} of non-negative constants such that 
n 
lim 
n->m 
k • O and with probability one, for all n and all t ~ O, 
n 
6 
k • 
n 
(Here a and Bare related to X by (2.5).) 
(iv) there exist integrable random variables Z, Y1, Y2, ••• such that, for 
all n and all t ~ O, 
Z ~ Q (Xt) SY • 
n n 
Then Q ~ V. 
The following lemma is the chief tool for the proof of the proposition. 
Lemma. Suppose Q:G ->~ has continuous second-order derivatives, x € F0 , 
0 
X € I(x
0
), and 1 is an almost surely finite {Ft} - stopping time. Also assume 
(i) there is a non-negative constant k such that with probability one, for 
alls~ 0, 
D(a(s),~(s))Q(X) S k, 
s 
(11) there exist integrable random variables Y and Z such that for all 
t ~ 0, 
z s Q ext> s Y. 
Then 
EQ(X ) S Q(x) + kEt. 
T 0 
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Proof: Apply Ito's Lemma to write 
(2.11) Q(Xt) a Q(xo) - At+ Mt• Q(xo) - (kt+At) +kt+ Mt 
where 
At~ - f: D(o(s),B(sl)Q(X5 )ds, 
Mt• Jt Q (X )B(s)dW. O X S S 
(Here a and Bare related to X by (2.5) and satisfy (2.6) and (2.7).) 
Assume without loss of generality that Et< m. Hence, 
(2.12) EQ{X) s Q(xo) + kEt + E[M - (kt+A )]. 
T t t 
It suffices to show that the final expectation in (2.12) is less than or 
equal to zero. By condition (i), -(kt+ A) So. We will show that EM ~ o. 
t T 
(Notice that EM is well-defined by the first equality in (2.11) and condition 
t 
(ii).) 
Let Tj be a sequence of stopping times such that {MtAT ,Ft} is a uniformly 
j 
integrable martingale for every j and Tj -> m a.s. Let Bj • [t > Tj]. Then 
C M •MAT on B., and 
t t j J 
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JB~ M, 
J 
J M A'' C t n j 
Bj 
IC EM - J M tATj B. T. 
J J 
= O - J [Q(X ) + A - Q(x )] B. T. T. 0 J J J 
s f8 _c-z + k-r + Q(x0 )J. 
J 
That is, 
f M+ - f M- ~ fa [-z +kt+ Q(x0)J s; t 8~ t j 
Let j -> m, and conclude 
EM 
t 
= f M+ - f M- ~ f [-Z +kt+ Q(x )] = O. 
Q T Q t 0 S 
D 
Proof of the proposition: Let x0 € F and X € r(x0). By condition (ii) and 
Lemma 1 of (6), it suffices to show 
(2.13) EQ(X
1
) :ii Q(x0) 
for every almost surely finite stopping time t. 
Assume first that tis bounded. Then, by the Lemma and Fatou's inequality, 
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EQ (X ) 
t 
~ lim inf EQ (X ) 
n T 
n-)m 
~ lim Q (x0 ) + (lim k )F.t n n 
n-)m n-)ro 
If tis unbounded, use Fatou again: 
EQ(X ) ~ lim inf EQ(X A ) 
t tnn 
n-)co 
3. Minimizing Ol' maximizing the expected time to reach zero. 
The problems described in the introduction will now be formulated as 
continuous-time gambling problems in E2 . Consider first ~he problem of 
minimizing expected time. The first coordinate, x,, of the state vector x will 
correspond to the playe~•s position on (-00 ,0], while the second coordinate, x2 , 
will represent time. 
It is convenient to allow negative as well as positive times and define 
2 F = {x € E: - 00 < x 1 SO}. 
Because the object is to minimize expected time, let 
u(x) = -x ?. 
Recall the notation from section 2. The interior of Fis Fo = (-ro,Q)x(-m,oo) 
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and by our conventions each available process X will be absorbed at 
T =TX= inf{t: x,(t) = 0}. 
0 Jn the present example the set C(x) will not depend on x for x E F. Let 
S E JRx[0,00), 
(3.0) co {((~),(~)): (µ,o) ES} 
and let C(x) = c0 for x E F
0
• Every XE rc(x) can be specified by stochastic 
differential equations 
( 3 .1) ctx 1(t) = µ(t)dt + a(t)dWt 
dX/t) = dt 
x
1
(o) = x
1
, X
2
(0) = x
2 
where p and o are progressively measurable and (µ(t),a(t)) ES, t < T; and Xt 
XT fort~ T. Note that for every XE rc(x) the second coordinate process 
{X 2(t)} increases deterministically at rate 1 up to time T, and by (?..4) and the 
definition of u 
(3.2) u(X) = 
Now let 
-x - ET 2 
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e 3. 3) rex) =(XE tc(x): u(X) > -M} 
={XE EC(x): FT< ro}. 
From (3.?.) and (3.3) one sees that 
(3.4) V(x
1
,x
2
) = V(x
1
) - x2 
where V(x1 ) = V(x 1 ,o). Furthermore, for x1 < y 1 < O, a strategy starting at x1 
and minimizing the time too must first minimize the time to y
1 
and, having 
gotten there, minimize the time too. This argument leads to vex
1
) = (V(x
1
-y
1
) 
+ V(y 1). Since Vis also continuous and vanishes at the origin, one may 
conclude 
vex 1 ) = AXl 
where A~ O depends on S. (We omit n formal proof because we will not rely on 
this formula below.) 
rr in e3.1) µ(t) µ(X 1 et)) and aet) = o(X 1(t)), whereµ and o are 
measurable real valued functions on e-=,O). We say that Xis given by a 
stationary Markovian strategy. For given functionsµ and o then X as defined by 
e3.1) depends only on the initiHl conditions, so we may write u(X) = vex1 ,x2 ) 
and from (3.2) 
,~ 
(3.5) vcx,,x2) • vex,> - x2 
where v(x1) • v(x1,o). -Now u can be obtained explicitly. Assume for simplicity 
thatµ and a are piecewise continuous functions, and o(x1) ~ a0 > 0 for all x 1• 
By definition v(x1 ) is simply the negative of the expected time it takes the 
diffusion to reach the origin if it is started at x1• If X € t(x), then Tis 
finite with probability one and v(x1) is the limit as M -> m of -vM(x1), where 
vM(x1) is the expected time to exit the interval [-M,O]. Let us set 
2 
a(x) • a (x). 
Then vM is determi ··:ed by 
1 µvM + 2avM + 1 = O; vM(O) • vM(-~). o. 
Solving for vM and letting M -> m gives 
(3.6) -Bex,> Ix, B(z)_2_ dz v'(x) = e e a(z) 
1 -m 
where 
B(x) • Jx 1 ?µ(y} d 
1 a(y) Y 
r 
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and r is an arbitrary point in (-m,O]. Of course 
(3.7) vex,> J
xl 
• v'(y)dy. 
0 
Recall (see e.g. [3]) that the diffusion determined byµ and a has a scale 
function and speed measure determined respectively by 
(3.8) 
-B(x 1) dp{x 1) ~ e dx 1, 
2 B(xl) 
dm { x 1 ) • a ( x 1 
) e d x 1 • 
Consider now u{t) 5 u0 , a(t) 5 a0 , where u0 and o0 are constants. This will 
determine a diffusion with ET<~ if and only if u0 > 0, and then 
(3.9) 
x, 
v(x1> .. uo 
which is a special case of (3.6) if o0 > O and obvious if o0 c O. 
It is natural, especially in the light of (3.9), to conjecture that an 
optimal strategy is to choose the drift u to achieve the supremum 
M • sup{u: (u,o) ES for some a}. 
As is explained in remark 2 below, a similar strategy was proposed by Kelly [4] 
for certain discrete-time problems. However, these 'Kelly strategies' need not 
be optimal if the set of possible o's is unbounded. The exact criterion for our 
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continuous-time problem involves another quantity 
2 I• inf sup{u +co: (µ,a)€ S}. 
£)0 
0 Theorem 1. Let x E F. 
(a) If O < M < m and I< m then V(x) • x1/M - x2 • 
If in addition (M,o0) ES, then the process XE I(x) with u(t) =Hand a(t) s a0 
1s optimal. 
(b) If M ~ 0 and I<~ then V(x) • -m. 
(c) If M • m or I• m then V(x) • -x2 (i.e. the origin can be reached in an 
arbitrarily small expected time.) 
Proof. (a) Let Q{x) • x1/M - x2 • It is clear from formulas (3.5) and (3.9) 
that Q S V. It remains to verify that Q ~ V. (Once this is done, the final 
assertion of (a) will follow from (3.5) and (3.9).) This inequality will be 
proved by an application of the proposition of section 2. 
Let {6 } be a sequence of positive numbers decreasing to zero, each of which 
n 
is small enough so that the quantity 
6
n 2 In • sup{ u + 2 o : ( u, a) E S} 
satisfies I < m. (Condition (a) guarantees the existence of the 6 's.) Notice 
n n 
that I ->Mas n -> m. 
n 
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Define 
x16n 
e - t Q (x) • 6 I - x2. 
n n n 
Now verify the conditions of the proposition. Conditions (1), (11), and (111) 
follow easily. As to condition (iv), observe that in the formula for Q (x) the 
n 
first term on the right is bounded uniformly in x1 for each fixed n. So Qn(Xt) 
is bounded above and below by a constant plus x2(t), and since x2 ~ x2(t) ~ x2_ + 
T and XE r(x) implies that Tis integrable, the proof of (a) is complete. 
(b). We reduce the result to (a). Let c > 0 and consider a new problem 
based on the set 
S •SU {(£,0)}. 
£ 
The quantity corresponding to M for the new problem is M • c. Thus part (a) 
£ 
can be applied to obtain th~ value function 
V (x) 
£ 
xl 
• - - X £ 2 
Clearly V(x) S V (x) ->-mas£-> o. 
£ 
(c) If M • m the desired conclusion, V(x) • -x2 follows easily from (3.9). 
So assume now that M < m and I• m. Then there exists a sequence (µ 1 ,a1), with 
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(u1 ,a1 ) ES, ai > 0, and a1 + m and 
µ1 ~--h(a1)ai, 1 • 1, 2, ••• , 
where ai • a1
2 
and h(s) is a non-negative function on [O,m) which decreases to 
zero ass-> m. Let 
a(x) • a1 ( )' µ(xl) • µi(x) 1 x, 1 
where i is a function from (-m,O) to the positive integers with 1(x1) increasing 
rapidly tom as x1 decreases to -m. Now use the expression for v•(x 1) given in 
(3.6). Substituting into the expression for B given after (3.6), with t taken 
to be o, 
B(x 1 ) = Jx, 2µ(y) dy D o a(y) 
~ 2 J0 h(ai(y))dy 
x, 
- fo 2ui(y) 
X ai(y) dy 
1 
So for any c > 0 we can arrange B(x1) < c for all x1 E (-m,O) by choosing the 
function i appropriately. It follows from (3.6) that i can be chosen to make 
v•(x1 ) as small as desired and then (3.7) gives the desired conclusion. (Notice 
T < m with probability one because p(-m) • -m by {3.8) and a 1s bounded below by 
a 1 .) o 
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For the maximization problem it seems natural to work on [0,m) rather than 
(-m,O] and to think of maximizing the expected time until bankruptcy occurs. 
Here ls the formal defini~ion of the gambling problem: 
2 F• {xE:R: O< x 1 < m}, 
u(x) • x2 , 
0 C(x) • c0 for x E F 
where c0 is given by (3.0), 
I ( x ) • IC ( X ) • 
Then, for x E F and XE I(x), 
u(x) • x 2 + ET 
where T • inf{t: X1(t) • O}. As before 
vcx,.x2) •vex,>+ x2 
where 
vex,> - vcx,.o>. 
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It is natural, as it was ror the minimization problem to conjecture that on 
optimal strategy will choose~ to achieve 
M • sup{µ: (~,a)€ S for some a}. 
This time the conjecture is essentially correct. 
Theorem 2. 0 Let X € F. 
{a) If M < o, then V(x) • -x 1/M + x2• If in addition (M,a0) € S, then the 
process XE r(x) with u(t) =Mand a(t) ~ o0 is optimal. 
(b) If M ~ O, then V(x) • m. 
Proof: Suppose Xis given by a stationary Markov strategy µ(t) s u0, a(t) s o0 
where u0 and o0 are constants. Because we have changed from (-m,O] to [O,m), 
formulas (3.5) and (3.9) now imply 
(3.10) u{X) • 
x, 
- - + X 
uo 2 
if llo < 0, 
• CD if lJo ~ o. 
Part (b) of the theorem is immediate. For (a), let Q(x) • - x1/M + x2• By 
(3.10), Q S v. The reverse inequality will be proved by another application of 
the Proposition of section 2. 
Let {8} be a sequence of numbers in the interval (0,1) which increase up to 
n 
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1. Define 
where 
A(Sn)x, - 1 
e __ --;;-_ Q (x) • log Bn n 
x2 
+ X26n 
72 2 
- M - /M -2o log B 0 A(S) • 2 
00 
and o0 > o. (The first term on the right-hand-side in the definition of Qn(x) 
is equal to the expectation of I~ (Bn) 5 ds for a process u(t) e M, o(t) s o0 and 
thus corresponds to a discounted payoff.) 
Condition (i) of the Proposition is easily verified, and (ii) is obvious 
because Q ~ u. For (111) let (a,b) € C(x) where am (~), b n (~) and calculate 
(with B • B ) 
n 
A(~)x
1 A(B)e 1 2 x2 D(a,b)Qn(x) = log A Cu+ 2A(B)a) + 6 (1 + x2Iog 8) 
A{B)M x2 ~ log 8 + B (1 + x2log B). 
The inequality holds because u ~Mand A(R) < O. Now recall that x2(s) is an 
increasing process and (111) will follow after some calculus. Condition (iv) is 
an easy consequence of the definition of Qn together with the facts that x1(s) ~ 
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O and x2(s) ~ x2(o). a 
Remark 1. Since the set Sis not assumed to be bounded, and the a with (µ,a) E 
Sare not bounded away from zero, the usual approach via Bellman's equation for 
the value function V could not be used above. For a continuous time gambling 
problem as defined in section 2 the Bellman's equation can be written in the 
form 
(3.11) sup D(a,b)V(x) ~ O 
where the supremum is taken over all (a,b) E C(x). For the minimization problem 
of this section (3.~) applies and (3.11) becomes 
(3.12) 1 2 sup [uV'(x) + -a V"(x) - 1] • O. 1 2 1 (u,o)ES 
nder condition (c) of Theorem 1 the value function V(x 1 ) = O does not satisfy 
(3.12). Furthermore if I=~ and M < m, with (M,o0 ) ES the function x1/M does 
solve (3.12), but does not represent the value function. Under condition (a) of 
the theorem the value function V(x 1) - x1/M is a solution of (3.12), but this 
fact does not follow from standard theorems. 
Remark 2. Consider the problem of a process on the interval O < x1 S 
determined by the equation 
21 
(3.13) x,co) - i,, dX,(t) - x,ct)[µ(t)dt + ~(t)dWt] 
where µ(t), ;(t) are non-a~ticipating controls required to satisfy (~(t),;(t)) € 
Sand the object is to minimize T • inf{t: x,ct) • 1}. This problem reduces to 
that of Theorem 1 by the ch3nge of variables X1(t) • log X1(t). This follows 
- 2 -from Ito's formula, and one finds ~(t) • -µ(t) - a (t)/2, o(t) • o(t). So one 
can formulate the theorem to apply to the x1 process. Note that the role of M 
is assumed by 
- - -2 M ,. sup{µ - o /2: (µ,a) € S} 
and the role of I is taken by 
- 1 -2 - - -I = inf sup{µ - (2 - da : (µ,a) e: SJ. 
c>O 
The problem for the x1 process was considered in (6] and [2] and solved under 
some restrictions on S. In (6) it was assumed that AS c S for all A? O, while 
in [2] this assumption was needed only for OS AS 1. 
As discussed in [6] and [2] various models lead to the problem on (0,1). 
One of these, the "portfolio problem," will be explained in section 4. In [4] 
Kelly introduced a plan in discrete time, based on the criterion of maximizing, 
at each stage, the expected value of the logarithm. This "Kelly criterion" was 
further studied by Breiman [3) who established certain asymptotic optimality 
properties. Our theorem may be interpreted to imply that a continuous time 
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Kelly criterion is In fact optimal under the hypotheses of (a), but not under 
those of (c). 
4. A port rol i o pro bl em-. 
Consider the problem of managing a portfolio of stocks, bonds, and cash so 
as to minimize the expected time to reach a given total worth. For a simple 
model, suppose that there is one bond where price Bt at time t satisfies 
dBt • r 8Btdt, 
and one stock whose price St at time t satisfies 
dSt • r 5Stdt + oSStdWt 
where r 8 , r 5 and a5 are positive constants and {Wt} is a standard Brownian 
motion. A recent paper by Malliaris [5] explains the use of stochastic 
differential models in finance, and has numerous references to the financial 
literature. Let X1(t) be the total fortune of an investor at time t, let f 8 (t) 
be the fraction of that fortune invested in the stock, and let r8 (t) be the 
fraction invested in the bond. Then x1 satisfies 
(14.1) dX 1(t) - x1Ct)[r5r5 (t) + r 8r8 (t)Jdt + a5f 5 (t)dWt 
Let 
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S • {(u.o): µ • rSfS+r8r8 , a• aSrS, r 8~ 0, rs~ O, t 8+ rSS 1}. 
Then (~.1) and X1(0) • x1 ls equivalent to (3.13) and (u(t),a(t)) € S. We are 
in the situation of Remark 2 of section 3. Theorem 1 applies, and one is in 
case (a). If r 8 > rs obviously r8 (t) a 1. If r 8 S rs one finds 
2 (rS-rB) 
if rs ~ r 8 + a8 
2 
rs + 
2os 
2 
M • ~ 
2 
r 5 - as 12 otherwise. 
The corresponding optimal policies are given by r 8 • 1 - rs and 
f • 
s 
r -r 
s B 
2 
OS 
if this is less than 1 
1 otherwise. 
In particular the Kelly strategy is optimal. 
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