Background {#Sec1}
==========

Dominance is an interaction effect between the two alleles at the same locus \[[@CR1]\]. Dominance effects were reported to contribute significantly to the genetic variation of reproduction and production traits in pigs, with dominance variance accounting for 2.2 to 10.3 % of the phenotypic variance \[[@CR2]\]. Imprinting is the result of an epigenetic process in which some genes are expressed in a parent-of-origin-specific manner, which is caused by DNA methylation and histone modifications \[[@CR3]\]. An imprinted gene is expressed at a lower level than the copy from the other parent. At each generation, imprinting of genes is established de novo during gametogenesis \[[@CR4]\]. In pigs, quantitative traits such as carcass composition, growth, and reproduction traits have been found to be influenced by imprinting effects \[[@CR4]--[@CR8]\]. de Vries et al. \[[@CR9]\] reported that imprinting accounted for approximately 5 % of the phenotypic variance of backfat thickness and up to 4 % for average daily gain in Landrace and Yorkshire pigs. More specifically, the *insulin*-*like growth factor 2* (*IGF2*) gene in pigs is expressed only from the paternal allele (i.e., maternal imprinting) \[[@CR10]\]. A polymorphism in this gene affects muscle mass and fat deposition \[[@CR10]\]. Although dominance and imprinting effects contribute to the variation in backfat and daily gain \[[@CR2], [@CR9]\], these sources of variation are usually not included in models for genetic evaluation.

With the development of high-throughput genotyping technologies, it is possible to predict breeding values and carry out selection by using information from genome-wide single-nucleotide polymorphisms (SNPs), which is known as genomic selection \[[@CR11]\]. Instead of detecting quantitative trait loci (QTL) or chromosomal regions that significantly affect traits of interest, as in genome-wide association studies \[[@CR12]\], genomic selection focuses on the prediction of additive or total genetic effects \[[@CR12]\]. Recently, some studies have compared genomic predictions that were obtained by using models with or without dominance and imprinting effects \[[@CR13], [@CR14]\]. However, information on the impact of dominance and imprinting effects on genomic selection is scarce. Therefore, the objectives of our study were to estimate the genetic parameters of additive, dominance and imprinting effects and assess their impact on the accuracy and bias of predictions of genetic merit for average daily gain and backfat thickness in Danish Duroc pigs, using genomic data.

Methods {#Sec2}
=======

Data {#Sec3}
----

The traits included in the analyses were average daily gain (DG = weight gain/days) from 30 to 100 kg and ultrasound measured backfat thickness (BF) at approximately 100 kg on Danish Duroc pigs. The data were collected from breeding and multiplier herds and were supplied by SEGES P/S, the Danish Pig Research Centre. Because non-genetic effects are more precisely estimated from a large dataset than from a small subset of genotyped individuals, we used corrected phenotypic values $\documentclass[12pt]{minimal}
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                \begin{document}$$\left( {y_{c} } \right)$$\end{document}$ of BF and DG instead of original observations as response variables for genotyped individuals. Adjusted phenotypes were computed as the original observations for DG or BF adjusted for non-genetic effects of the combination of herd, stable, year and season, of sex (female or male) and pen, using a single-trait model. For DG, start weight was also adjusted for measurements of DG (989 ± 125 g) and BF (8.56 ± 1.71 mm) on 421,092 individuals born between 1992 and 2014 were used to estimate the adjustments.

In total, 12,206 pigs were genotyped using the Illumina PorcineSNP60 BeadChip or the 8.5 K GGP-Porcine LD Illumina Bead SNP Chip (Illumina, San Diego). SNP data for the 990 animals that were genotyped with the 8.5 K GGP-Porcine LD Illumina Bead SNP Chip were imputed to the 60 K chip by using Beagle version 3.3.1 \[[@CR15]\]. In total, 33,004 SNPs across the 18 pig autosomes met the following requirements: (1) each SNP had a minor allele frequency higher than 0.01, (2) a call rate score greater than 0.9, (3) no strong deviation from Hardy--Weinberg equilibrium (*P* \> 10^−7^ for a Chi square test), and (4) a known position on the porcine Build 10.2 assembly \[[@CR16]\]. Moreover, for each animal and SNP-genotype combination, if the GenCall score was less than 0.6, genotypes were defined as missing and animals for which the call rate was less than 0.8 were excluded from the analysis.

To distinguish the parental origin of the chromosomes, the SNP genotype data were phased by using FImpute version 2.2 \[[@CR17]\], taking pedigree information into account. Only animals with at least one genotyped parent were included in the subsequent analyses. Consequently, 8113 pigs (6418 boars and 1695 sows) born between 1998 and 2014 and originating from 818 sires and 4666 dams were included in the analysis. The data included 1953 full-sib families, 517 paternal half-sib families, and 196 maternal half-sib families with two or more individuals and average sizes of 2.44, 6.01 and 2.05, respectively.

Statistical models {#Sec4}
------------------

Previous studies on the inclusion of imprinting effects in a statistical model used various definitions of additive genetic variance. Some studies defined the additive genetic variance as the variance of parent-of-origin independent additive genetic effects and the imprinting variance as the variance of parent-of-origin dependent additive genetic effects \[[@CR13], [@CR18]\]. Other studies defined the total additive genetic variance as the sum of parent-of-origin independent and parent-of-origin dependent additive genetic variances \[[@CR19], [@CR20]\]. Consequently, the former definition resulted in the narrow-sense heritability being equal to the proportion of parent-of-origin independent additive genetic variance relative to phenotypic variance \[[@CR9], [@CR13]\], while with the latter definition, it was equal to the proportion of the sum of parent-of-origin independent and parent-of-origin dependent additive genetic variances relative to phenotypic variance \[[@CR19]\]. For ease of presentation and comparison between models, we used the former definition to determine narrow-sense heritability. Broad**-**sense heritability was defined as the proportion of the total genetic variance relative to phenotypic variance \[[@CR13], [@CR14]\].

The following four Bayesian mixture models were used to describe the corrected phenotypic values \[[@CR21]\]. The full model assumed that the genetic effect of a phenotype was decomposed into additive, dominance and imprinting effects, and these were estimated simultaneously:$$\documentclass[12pt]{minimal}
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We assumed that additive, dominance and imprinting effects were independent from each other and that the prior distribution of each of these effects was a mixture of four normal distributions:$$\documentclass[12pt]{minimal}
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Considering an autosomal biallelic locus with alleles $\documentclass[12pt]{minimal}
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The data were also analyzed using three reduced models, which excluded either imprinting or dominance effects, or both, from the full model as follows:$$\documentclass[12pt]{minimal}
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The Bayesian analyses were performed using the BayZ package \[[@CR22]\] by applying Markov chain Monte Carlo (MCMC) methods. For each analysis, a single Markov chain was conducted with a total length of 50,000 and the first 20,000 samples discarded as burn-in. Convergence and mixing of the chain was assessed by the MCMC error, which was computed using the package 'coda' in R \[[@CR23]\]; a time-series standard error (SE) \<5 % was used to indicate that the MCMC mixed well. Posterior means of the MCMC samples were used as estimates of model parameters. Variance components were computed based on the mixing proportions and variances of four distributions. For example, the additive genetic variance was calculated as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\left( {2{\text{lnK}}} \right),$$\end{document}$ between the alternative model and the additive model ranged from 2 to 6, and very strong evidence was declared if 2lnK ranged from 6 to 10 \[[@CR27], [@CR28]\].

Validation of genomic predictions {#Sec5}
---------------------------------

The birth date of April 1, 2013, was chosen as the cutoff date to divide the dataset into training and validation datasets of 6250 and 1863 pigs, respectively. Predictive abilities (with respect to reliability and bias) of all models were evaluated by comparing the genomic predictions and $\documentclass[12pt]{minimal}
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Similarly, reliability of the predicted GTV was calculated as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$y_{c}$$\end{document}$ was obtained from a traditional pedigree-based model, which considered only the additive genetic effect; thus, the broad-sense heritability was not available. However, because heritability was only used to scale correlation coefficients and was constant for all models, it did not affect the comparison between models. The Hotelling--Williams t test \[[@CR29], [@CR30]\] was performed to determine whether reliabilities obtained from models that included dominance and/or imprinting effects were significantly different from those obtained with the basic additive model (A).

Bias of genomic predictions was assessed using the regression of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$y_{c}$$\end{document}$ on GBV or GTV. A condition for unbiased predictions is that the regression coefficient is 1 and the intercept is 0 \[[@CR1]\].

Results {#Sec6}
=======

Estimates of genetic parameters {#Sec7}
-------------------------------

Estimated variance components and their proportions of phenotypic variance are in Table [1](#Tab1){ref-type="table"}. The full model ADI, which included additive, dominance and imprinting effects, resulted in the smallest additive genetic, litter and residual variances, while model A, which only considered additive genetic effects, provided the largest estimates for these variances; models AD and AI had estimates for these variances that were intermediate to those of models ADI and A. These results indicate that when dominance and imprinting effects are excluded from a model, the variance due to these effects was assigned to other variance components (i.e., additive genetic variance, variances of litter effect and residual) in the model. Estimates of narrow sense heritability ranged from 17.6 to 19.6 % for DG and from 30.5 to 31.7 % for BF.Table 1Estimates of variance components from four models of analysis and their proportions relative to the phenotypic varianceTraitParameter^a^ADIADAIADG$\documentclass[12pt]{minimal}
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For models that included dominance effects, dominance accounted for approximately 4.6 (model ADI) and 4.9 % (model AD) of the phenotypic variance for DG and 4.0 (model ADI) and 4.1 % (model AD) for BF. The $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2{\text{lnK}}$$\end{document}$ values between models AD and A were equal to 36 for both DG and BF, which indicates very strong evidence for the presence of dominance effects. The estimated dominance variance was 27.1 % of the additive genetic variance when using model AD and which decreased to 25.6 % for model ADI for DG, and similarly decreased from 13.4 to 13.2 % for BF. These results show that dominance effects contribute to the genetic variation of DG and BF.

For the models that included imprinting effects, imprinting accounted for approximately 1.4 (model ADI) and 1.9 % (model AI) of phenotypic variance for DG and 1.3 (model ADI) and 1.5 % (model AI) for BF. Although the estimates of imprinting variances were small, the $\documentclass[12pt]{minimal}
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                \begin{document}$$2{\text{lnK}}$$\end{document}$ values between models AI and A were equal to 5 and 11 for DG and BF, respectively, which indicates evidence of imprinting effects for DG and very strong evidence for BF. The estimated imprinting variance was 9.8 % of the additive genetic variance when using model AI and decreased to 8.2 % when using model ADI for DG, and similarly decreased from 4.7 to 4.4 % for BF. Regardless of the model used, imprinting variance was smaller than dominance variance. Across all models, both dominance and imprinting variances were generally stably estimated, and were more stable for BF than for DG.

Based on model ADI, estimated narrow-sense heritability was equal to 0.176 for DG and 0.305 for BF, and estimated broad-sense heritability was equal to 0.236 for DG and 0.359 for BF.

Reliability of predictions {#Sec8}
--------------------------

Reliabilities of predicted total genetic values obtained with the alternative models are in Table [2](#Tab2){ref-type="table"}. For both DG and BF, model AD provided the highest reliability, followed by models ADI, A, and AI. Reliabilities of the predicted GTV across models ranged from 16.1 to 18.4 % for DG and from 30.1 to 31.4 % for BF. Compared with model A, model AD yielded a significantly more reliable prediction of GTV for DG and BF (*P* = 0.03 and *P* = 0.048, respectively). Although reliabilities obtained with model ADI were also higher than those obtained with model A for both traits, these differences were not statistically significant.Table 2Reliabilities of predictions for the validation animals for different models of analysisTraitModelReliability^a^$\documentclass[12pt]{minimal}
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Reliabilities of GBV ranged from 16.5 (model AI) to 16.7 % (model AD) for DG and from 30.7 (models AI and A) to 31.3 % (model AD) for BF. For DG, reliabilities of GBV obtained with models that included dominance and/or imprinting effects were similar to those obtained with the basic additive model (Table [2](#Tab2){ref-type="table"}). For BF, the model that included dominance effects (model AD) significantly (*P* = 0.048) improved the reliability of GBV compared to model A, but for the model that included imprinting effects, reliabilities of the predicted GBV were similar to those obtained with the basic additive model.

Bias of predictions {#Sec9}
-------------------

Bias of the predictions was measured as the regression coefficients of $\documentclass[12pt]{minimal}
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                \begin{document}$$y_{c}$$\end{document}$ on GTV or GBV (Table [3](#Tab3){ref-type="table"}). Across the four models, regression coefficients were significantly different from 1, which indicated that the predictions were generally biased. However, regression coefficients for predictions obtained with models that included dominance effects were slightly closer to 1 than those obtained with the model that did not include dominance effects, which suggests that the latter slightly reduced the bias of genomic predictions. Regression coefficients of $\documentclass[12pt]{minimal}
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                \begin{document}$$y_{c}$$\end{document}$ on GBV ranged from 0.791 (model A) to 0.872 (model AD) for DG and from 0.732 (model A) to 0.764 (model AD) for BF. The least biased predictions of both GBV and GTV were obtained with model AD. Although model AI resulted in the most biased predictions of GTV, including imprinting effects into the models did not increase the bias of predictions of GBV. Predictions for DG were generally less biased than those for BF.Table 3Regression coefficients of corrected phenotypes (*y* ~*c*~) on predictions for the validation animals for different models of analysisTraitModelRegression coefficient^a^Reg~GTV~Reg~GBV~DGA0.791 ± 0.0820.791 ± 0.082AD0.824 ± 0.0810.872 ± 0.088AI0.747 ± 0.0820.802 ± 0.083ADI0.796 ± 0.0810.850 ± 0.090BFA0.732 ± 0.0410.732 ± 0.041AD0.738 ± 0.0400.764 ± 0.042AI0.722 ± 0.0410.733 ± 0.041ADI0.724 ± 0.0400.762 ± 0.042DG, average daily gain; BF, backfat thickness; A, model includes the additive effect; AD, model includes additive and dominance effects; AI, model includes additive and imprinting effects; ADI, full model includes additive, dominance and imprinting effects^a^Regression coefficients of the corrected phenotypes on predicted total genetic values (reg~GTV~) ± standard errors and regression coefficients of the corrected phenotypes on estimated breeding values (reg~GBV~) ± standard errors

Regarding the intercept, across the four models and for both DG and BF, the ratio of the intercept relative to the mean phenotypic value ranged from −0.03 to 0.01. The average ratios were equal to −0.02 (DG) and −0.01 (BF) for GTV and equal to −0.01 (DG) and 0.01 (BF) for GBV. The intercepts for GBV were slightly closer to 0 than those for GTV.

Discussion {#Sec10}
==========

This study investigated the variance components of additive, dominance and imprinting effects, as well as the accuracy of genomic predictions for average daily gain and backfat thickness in Danish Duroc pigs. The estimates of dominance and imprinting variances indicated that these two effects contribute to the total genetic variance of DG and BF. For the two traits analyzed in this study, including dominance effects into the models resulted in more accurate and less biased predictions of GTV and GBV. However, the predictive ability was not significantly improved by including imprinting effects in the models.

Genetic variances of average daily gain and backfat thickness {#Sec11}
-------------------------------------------------------------

Based on our data, the estimates of dominance variances relative to additive genetic variances were equal to \~26 % for DG and 13 % for BF. Based on the Bayes factors, the evidence for dominance variance was very strong. Many previous studies have used pedigree information to estimate dominance variance \[[@CR31], [@CR32]\]. In a study on growth and reproduction traits in Yorkshire pigs \[[@CR2]\], the estimates of dominance variance ranged from 2.2 % of the phenotypic variance for number of piglets born alive to 4.8 % for backfat at 104.5 kg and to 10.3 % for days to 104.5 kg, while dominance variance as a percent of additive variance ranged from 11 % for backfat to 78 % for 21-day litter weight. Another study on South African Duroc pigs reported dominance effects that were small and not statistically different from 0 for the traits analyzed \[[@CR33]\]; estimates of dominance variance were equal to 3.8 % of phenotypic variance for number of piglets born alive, 1.0 % for interval between parities, and 1.5 % for 21-day litter weight, and the corresponding values for dominance variance as a percentage of additive variance were equal to 44.4, 56.8 and 14.8 %, respectively.

In our study, the effects of imprinting were smaller than the effects of dominance for both traits. The estimated imprinting variance as a percentage of additive genetic variance was equal to 8 % for DG and 4 % for BF. Based on the Bayes factors, evidence for the imprinting variance was positive for BF and very strong for DG. Previous studies investigated imprinting effects for pig growth traits based on pedigree information. In three purebred pig populations, paternal imprinting explained from 5 to 7 % of the phenotypic variance for backfat thickness and from 1 to 4 % for growth rate, while maternal imprinted explained 2 to 5 % for backfat thickness and 3 to 4 % for growth rate \[[@CR9]\]. Analysis of a Large White population revealed a significant genetic imprinting variance for 19 of the 33 performance traits studied, with 5 to 19 % of the additive genetic variance being controlled by imprinted loci \[[@CR4]\]. The *IGF2* gene has been reported to be expressed only from the paternal allele and has an effect on muscle mass and fat deposition in pigs \[[@CR10]\], but in the population we analyzed, the SNP in the *IGF2* gene was fixed for the favorable allele. Imprinting effects have also been reported for other traits, e.g., for teat number in pigs, two imprinted QTL were found that explained 1.3 and 2.2 % of the phenotypic variance \[[@CR7]\]. More recently, a study on litter size in two commercial pig populations detected a SNP with a significant imprinting effect that explained 1.6 % of the phenotypic variance, corresponding to approximately 15.5 % of the additive genetic variance \[[@CR34]\].

Estimates of dominance and imprinting variances vary largely across studies. In our study, the estimates for the two traits analyzed, as a percentage of phenotypic variance, were very different, which may indicate different underlying genetic mechanisms, which is also supported by the estimated narrow-sense heritabilities of \~0.18 for DG and 0.31 for BF. The heritability estimate obtained for DG (0.20) is similar and that for BF (0.45) is slightly lower than the estimates reported in \[[@CR9]\]. In addition, small datasets can cause large variation in the estimates. As shown here, the standard errors of dominance and imprinting variances were large. The relative standard errors for the estimated dominance and imprinting variances, defined as the standard error divided by the estimated variance, were approximately 2.3 to 6.2 times greater than those for the additive genetic variance (Table [1](#Tab1){ref-type="table"}). In a previous study on DG \[[@CR1]\], the relative standard error for the variance of dominance effects was 4.5 larger than that for additive genetic variance. For imprinting variance, this ratio ranged from 2 to 8 in a study on backfat thickness and growth rate in three purebred pig populations \[[@CR9]\]. These results show that large datasets are necessary to obtain accurate estimates of dominance and imprinting variances.

In our study, when dominance and imprinting effects were included into the model, variances of the additive genetic effect, random litter effect and residuals decreased, which indicate that if dominance and imprinting effects are not included in a model, their variances will be distributed to variances of additive genetic, litter, and residual effects. Correspondingly, an increase in the estimate of broad-sense heritability was observed for model ADI compared to other models. Similarly, Su et al. \[[@CR1]\] reported that when dominance and epistasis effects were included in the model to evaluate DG based on a dataset of Danish Duroc pigs born from 1996 to 2009, there was a decrease in the estimate of additive genetic, litter and residual variances, as well as an increase in the estimate of broad-sense heritability. In the study conducted by Su et al. \[[@CR1]\], dominance effects accounted for 5.6 % of the phenotypic variance for DG, which was slightly more than the values of 4.6 to 4.9 % obtained here.

Genomic prediction of average daily gain and backfat thickness {#Sec12}
--------------------------------------------------------------

Previous studies showed that dominance and imprinting variances are quite large for some complex traits \[[@CR2], [@CR4], [@CR5], [@CR9]\]. Therefore, it was expected that models that include dominance and imprinting effects would increase the accuracy and reduce the bias of genomic predictions. In our study, reliabilities of the predicted total genetic value that were obtained with the model that included additive and dominance effects (model AD) were, however, only 1.8 and 0.7 % higher than those obtained with the basic additive model for DG and BF, respectively. In addition, the models that included dominance effects slightly decreased the bias of genomic prediction. The reliabilities of the predictions of BF were higher than the corresponding reliabilities of DG, regardless of whether the model included dominance and imprinting effects, which confirms the findings of a previous study \[[@CR35]\]. The significant improvements in the reliabilities using dominance models for predicting DG and BF were consistent with the significant dominance variances observed. For DG, although the models that included a dominance effect significantly increased the reliability of predicted GTV, the reliability of GBV was little affected. However, for BF, the reliability of the predicted GBV was also significantly increased by including dominance effects. The increase in reliability of GTV predictions may be mainly due to the more reliable prediction of additive genetic effects because models that include dominance effects may decompose the genetic effects in a more appropriate manner.

However, the models that included imprinting effects did not show any obvious superiority over the models that ignored imprinting effects and even yielded a slightly lower reliability. Similar or smaller reliabilities for models with compared to without imprinting effects might be due to the small imprinting variance relative to the phenotypic variance and to the difficulty in predicting imprinting effects. In contrast, Nishio and Satoh \[[@CR14]\] did show an improvement in the predictive ability of models that include imprinting effects in a simulation study, which may have been due to several reasons: (1) the proportion of imprinting variance was larger in the simulation study in \[[@CR14]\] than in our study; actually, Nishio and Satoh \[[@CR14]\] showed that the improvement in the accuracy decreased as the proportion of imprinting variance relative to the total genetic variance decreased; (2) a large difference in the genetic variance between males and females can also reduce the performance of the model with imprinting effects \[[@CR14]\], the difference between paternal and maternal variances was also observed in our study; (3) the paternal and maternal alleles were unknown in our study; Nishio and Satoh \[[@CR14]\] showed that the improvement in accuracy from the inclusion of imprinting effects was smaller when the paternal and maternal alleles were predicted.

The lack of superiority of the models with imprinting effects could also be due to the additive genetic, dominance and imprinting genetic effects not being clearly distinguished from each other based on our dataset. A related issue is that, in our study, additive, dominance and imprinting effects were assumed to be independent in the parameterization of the model. However, there are alternative models that can account for dependencies between such genetic effects, e.g., BayesD \[[@CR36]\]. Finally, it is expected that the advantage of including dominance and imprinting genetic effects in the genomic prediction model will be larger when a larger dataset with stronger relationships between individuals is available, because these affect the accuracy of parameter estimates.

In a practical genetic evaluation system, using a model that includes additive, dominance and imprinting effects for genomic prediction may be prohibitive in different ways. First, models that include genetic effects with two or three components often require much more computational power, thus more powerful computers and more efficient algorithms will be required. In our study, we used a Linux server with an Intel(R) Xeon(R) central processing unit (CPU) X 5677 (Intel Corp., Santa Clara, CA) at 3.47 GHz, with a total RAM of 95 GB and it took 8 h per 10,000 MCMC samples to compute 8113 animals with 99,012 (33,004 × 3) SNP effects in the full model, including additive, dominance and imprinting effects. Second, the phasing of paternal and maternal alleles might also be a limitation if both parents are not genotyped because it is difficult to distinguish the origins of the two alleles at a locus without the genotypic information from the parents. Furthermore, in order to use more phenotypic information, de-regressed estimated breeding values (DEBV) may be used instead of individual records \[[@CR37]\]. However, the use of DEBV would not be appropriate for a model that includes dominance and imprinting genetic effects, because the genetic interaction effects in the offspring are not related to those in the parents. In addition, some bias might be generated by the pre-correction of phenotypic records, or come from the fact that the genotyped animals were not chosen randomly as is the case in our study. To solve these limitations, the inclusion of dominance and imprinting effects into a single-step model \[[@CR38]--[@CR41]\] that conducts genomic prediction using both genotyped and non-genotyped animals simultaneously might be an ideal approach, but, to date, such a method has not been developed.

Imprinting has a different effect on the phenotype of individuals than on the phenotype of their offspring \[[@CR42]\]. At the level of the individual, the effects of imprinting are the same for males and females, which means that the relationship between genotype and phenotype is independent of sex. However, the effects of the male and female parents on the performance of their offspring are different with imprinting and this, therefore, requires sex-dependent breeding values in relation to the performance of offspring. In this case, the narrow-sense heritability can also be defined as the sum of additive and imprinting variances divided by total phenotypic variance \[[@CR19]\]. If imprinting is important, selection on sex-dependent estimates of breeding values may increase the performance in the next generation.

In our Bayesian analyses, different mixing proportions in the prior for SNP effects were evaluated to test the sensitivity of genomic prediction to mixing proportions (results not shown). Eight different scenarios setting $\documentclass[12pt]{minimal}
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Conclusions {#Sec13}
===========

Our results showed that dominance and genomic imprinting effects contribute to the genetic variation of BF and DG in Danish Duroc pigs. Genomic prediction models that include dominance effects can improve the accuracy and reduce the bias of genomic predictions.
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