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The goal of this dissertation was to obtain greater insights into detonation scenarios involving 
hydrogen-air/oxygen mixtures using computer simulations. A primary goal was to use coarse 
meshes to study detonations for realistic geometries and scales in a computationally efficient 
manner. We identified the chemistry model, kinetics model, and turbulence model that helped us 
during our investigation. We further studied the influence of equivalence ratio, viscosity and 
radiation on various detonation scenarios. 
In the first chapter, we begin by introducing the pertinent experimental and theoretical 
background of detonations. This section serves the purpose of preparing the reader on the main 
ideas in the research area. In addition to this, we list our contributions to the research area. 
In chapter 2, the impact of viscous and radiative losses and the point source approximation on 
detonation hydrodynamics were studied using a hydrocode and a computational fluid dynamics 
(CFD) framework for hydrogen-air mixtures. The hydrocode solved for the hydrodynamics using 
the non-reacting TNT equivalency method as well as the inviscid (Euler) equations and the JWL 
equation of state. For the CFD framework, we solved the hydrodynamics using the SRK equation 
of state, Large Eddy Simulations (LES) as well as the spectrally-averaged mean absorption 
coefficient for radiative properties. In addition, the CFD framework employed a 21-step detailed 




After validating our simulation methodology by comparing it to transient pressure profile 
measurements from a small-scale explosion study, the settings in the validation were then 
utilized to solve for a detonation in a larger domain. The study on the impact of equivalence ratio 
showed that rich and lean flames strengthened the acceleration and strength of the wave. While 
viscous losses were shown to weaken the detonation, the impact of radiation wasn’t appreciable 
due to the difference in the magnitude of the radiative source and chemical heat release term. 
In Chapter 3, we report our findings on the feasibility of a coarse mesh (cell size ~ 2mm) finite 
volume solver to reproduce experimental research on hydrogen-air mixture detonations. The 
solver utilized: Large Eddy Simulation (LES) to model the turbulence, a 21-step detailed 
mechanism to model the combustion, estimated transport properties (binary diffusion 
coefficients) using kinetic theory and employs the Soave-Redlich-Kwong equation of state to 
account for compressibility effects associated with the high-pressure detonation wave.  
Our solution methodology was first validated by comparing numerical predictions against 
experimental measurements of the interaction of a non-reacting shock wave against the walls of a 
cavity. We then carried numerical predictions of detonation at different blockage ratios (BR), BR 
= 0.3 and BR = 0, and equivalence ratios (0.5, 0.75, 1.0, 1.25 and 1.5). Using our approach, we 
showed that the trends of the detonation velocities with blockage ratios and equivalence ratios 
followed experimental trends. The methodology can therefore be extended to other detonation 
scenarios that have large dimensions or complex geometry and that require coarse computational 
cells (~2mm). 
Finally, we finish the dissertation by discussing our contributions to the research and some 





1: Introduction  
Deflagration to detonation transition (DDT) of premixed gaseous mixtures is an area of 
combustion research that has yet to be fully understood despite its significance in chemical 
process safety. DDT is the process in which a combustible gaseous mixture when ignited 
transitions from a regular flame (deflagration) into a detonation. This is accompanied by an 
increase in velocities, pressure and densities of the reacting front that subsequently impacts the 
walls of the enclosures. Experimental work centers on capturing the features of DDT through 
cameras and soot foils to reveal important phenomenon about the transition from deflagration to 
detonation such as run-off distance, detonation cell sizes etc. Since intrusive measurements 
cannot be made in these high pressure, high temperature scenarios, computational efforts can 
provide useful insights into the propensity of a gaseous mixture to detonate along with its 
associated characteristics. The goal of this dissertation is to provide insights into this 
phenomenon through Computational Fluid Dynamic (CFD) simulations using a sophisticated 





1.1 Current Understanding of DDT 
The exact details of why, when and how a premixed combusting mixture transitions from a 
deflagration wave to a detonation wave are currently not well understood but the process is 
generally thought to occur in three steps (Navaro-Martinez and Yu [2]) (Figure 1-1).  
 
Figure 1-1:Schematic of detonation travelling through a pipe 
(1) A slow-moving flame forms;  
(2) The flame accelerates and shock waves form ahead of it;  
(3) Finally, the flame transitions to a detonation. 
Deflagrations transition to detonations due to the development of instabilities in the flame 
which may lead to hot spots and an increase in flame surface area. There are four pertinent 
instabilities that may lead to this transition. (Brailovsky et al. [3]): 
I. Kelvin-Helmholtz instabilities occur when there is a velocity shear in the flow or a velocity 
difference between adjacent fluids. This commonly occurs when there is confinement. This is 
because of the no slip (zero velocity) condition at walls or near obstacles causing the boundary 
layer to have sharp velocity gradients. 
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II. Rayleigh-Taylor instabilities occur at the interface between two fluids with different densities. 
This is the second form of instability that occurs when there is confinement. When there are 
different densities, between products and reactants, such as in a detonation, these kinds of 
instabilities can make the flame accelerate by promoting mixing and increasing the reaction 
surface areas. 
III. Richtmyer-Meshkov instabilities occur if two fluids with different densities are accelerated, as 
occurs when a shock interacts with a flame. These are the same as Rayleigh-Taylor instabilities 
except they occur in compressible flows. 
IV. Landau Darrieus instabilities (hydrodynamic) can cause wrinkles and growth of flame surface 
area. This instability has only been observed in spherical flames (For instance, detonation in an 
open domain). Figure 2 shows a schematic of the acceleration of the convex part of the flame in 
spherical diffusion flames due to the Landau-Darrieus instability. 
 
Figure 1-2:(Ciccarelli and Dorofeev [4]) Schematic of Landau-Darrieus instability showing 
acceleration of convex portion of the flame 
1.2 Contributions of this Dissertation 
The transient characteristics associated with the instabilities discussed in section 1.1 can be 
numerically captured using the Large Eddy Simulation (LES) turbulence modeling approach. In 
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this dissertation, we explore the LES modeling approach in open domains (Chapters 2) as well as 
enclosed domains (Chapter 3). The original contributions of this dissertation towards numerical 
simulation of DDT can be summarized as follows: 
i. The use of large mesh size (Chapters 2 and 3) 
The thickness of the reaction zone in a hydrogen flame can be less than a mm and in order to 
accurately assess the interactions between a deflagration flame and a shock wave that lead to the 
formation of hot spots require a mesh resolution on the order of a micrometer (Taylor et al. [5]). 
Since simulations of practical, complex enclosures cannot be carried out at these resolutions, we 
first demonstrate that by using relatively large meshes (~1mm), we can obtain reasonable 
agreement with experimental measurements. This provides a methodology allowing future 
experimenters/simulators to gain usable results in large geometries as well as complex 
geometrical structures employing modest computational resources. 
ii. The Use of Detailed Chemistry Models, Real Gas Equation of State and Radiation 
Models (Chapters 2 and 3)  
The kinetics of gaseous combustion/detonation involves hundreds of reactions spanning a wide 
range of time-scales. Consequently, numerical simulation of the detailed kinetics of gaseous 
mixtures is quite challenging as they involve a simultaneous solution to 100’s of species 
equations. As a result, most current studies of detonation scenarios have employed a “reaction 
progress variable” approach [ANSYS FLUENT] where the flame is separated into burnt products 
(c=1) and unburnt products (c=0). Where c is between 1 and 0 in the transition region between 






Figure 1-3 Schematic of progress variable method with ZND diagram. 
From the diagram it’s clear how we are tracking the reactions with c, the progress variable. The 
following is the transport equation that describes the progress variable method taken from the 
ANSYS FLUENT manual: 
𝜕
𝜕𝑡
(𝜌𝑐̿) + ∇ ∙ (𝜌?⃗?𝑐̅) = ∇ ∙ (
𝜇𝑡
𝑆𝑐𝑡








      (2) 
𝜌𝑆𝑐 = 𝜌𝑢𝑢𝑡|∇𝑐|      (3) 
Where 𝜌 is the density, c is the progress variable, 𝜇𝑡is the turbulent viscosity, 𝑆𝑐𝑡is the turbulent 
Schmidt number, 𝑆𝑐 is the source term, Yi and Yi,eq are the species mass fraction and equilibrium 
mass fraction, and 𝜌𝑢, and 𝑢𝑡are the unburnt species density and the turbulent velocity. 
Despite the advantage of having a single transport equation to account for the reaction, the 
shortcoming of this approach is that extending this to DDT in non-homogenous gaseous mixtures 
is not straightforward. Further, some studies have shown that the induction length estimates that 
is critical for predicting DDT can be erroneous when detailed chemistry is not invoked (Ettner et 
al. [6]).  
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To alleviate this, we include a 21-step chemical reaction kinetics as well as a real gas equation of 
state-Soave Redlich Kwong to model the detonation process. Further, most studies ignore the 
effects of radiative heat losses during the flame propagation process due to the computational 
effort associated with the radiation models. However, in a high pressure, high temperature 
flame/detonation front, the impact of radiation could be significant. We assess the impact of 
radiation in some select detonation scenarios in Chapter 2. 
iii. A Comparison of Hydrocode and Combustion Code Predictions (Chapter 2) 
Hydrocodes (like ANSYS AUTODYN) can be employed to predict the detonation velocities and 
over-pressures associated with the shock wave in post-detonation scenarios by expressing the 
energy liberated during the explosion process as TNT equivalencies. The shortcoming of the 
hydrocode is that it cannot account for viscous and radiative losses associated with a detonation 
wave, nor can it easily account for the reactions associated with a propagation wave after 
detonation. In Chapter 2, we compare the hydrocode ANSYS AUTODYN against the 
computational fluid dynamics (CFD) code ANSYS FLUENT and highlight the benefits and 
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Assessing the Impacts of Viscosity and Radiative Transfer in Internal Detonation Scenarios 
Involving Hydrogen-Air Mixtures 
Abstract 
Hydrogen-air mixtures are used to study the impact on detonation thermodynamics due to 
viscous and radiative losses and the point source approximation using a hydrocode and a 
computational fluid dynamics (CFD) framework. The hydrocode solves for the hydrodynamics 
using the non-reacting TNT equivalency method as well as the inviscid (Euler) equations and the 
JWL equation of state. For the CFD framework we solved the hydrodynamics using the SRK 
equation of state, Large Eddy Simulations (LES) as well as the spectrally-averaged mean 
absorption coefficient for radiative properties. In addition, the CFD framework employed a 21-
step detailed chemistry mechanism utilizing a hydrogen-air mixture. 
We first validated our simulation methodology by comparing it to a small-scale explosion study. 
The settings in this study were then utilized to solve for a detonation in a larger domain. The 
study on the impact of equivalence ratio showed that rich and lean flames strengthened the 
acceleration and strength of the wave. While viscous losses were shown to weaken the 
detonation, the impact of radiation wasn’t appreciable due to the difference in the magnitude of 




The response of structures to dynamic pressure loading during an accidental detonation scenario 
is a critical component of industrial hazard assessment. In order to carry out this assessment 
accurately, fidelities in: the magnitude and duration of the overpressures, as well as the positive 
and negative impulses resulting from the detonation wave are desired. During the accidental 
detonation of an explosive mixture in a realistic scenario, the nature of interactions between the 
blast waves and structures in an irregular geometry is quite complex. This makes it difficult to 
use or extend analytical expressions for pressure profiles that have been established for simple 
enclosures to other geometric configurations [1]. Further, compositional non-homogeneities 
resulting from the convective and diffusive forces within the enclosure and after-burn effects can 
further strengthen a propagating detonation wave due to chemical heat release. This can reduce 
the applicability of established analytical expressions and scaling laws even further. Therefore, 
computational fluid dynamics (CFD) codes that can resolve these complex geometric and multi-
physics characteristics adequately are often utilized to simulate such scenarios. Among these are: 
1. Hydrocodes (such as ANSYS AUTODYN [2]): That employs TNT equivalencies for 
detonation initiation and solves inviscid (Euler) equations with a real gas equation of state to 
quickly resolve the propagation of a detonation wave. Heats of reactions and radiative losses 
are ignored in this framework. 
2. Multiphysics CFD codes (such as ANSYS FLUENT [3]): That have the ability to include the 
effects of turbulence, gas-phase reactions and radiative losses in the detonation wave albeit at 
an increased computational cost relative to the hydrocodes.  
While both computational frameworks have been employed in isolation to simulate different 
detonation scenarios, comparing and validating their predictions against measurements from the 
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same detonation experiment can provide insights into the importance of different models that are 
ignored in hydrocode simulations. Therefore, the primary goal of this chapter is to assess the 
effects of after-burn chemistry, viscous and radiative losses during the propagation of a 
detonation wave to enable users to select appropriate modeling options and CFD frameworks 
for carrying out their study. The adequacy of our modeling methodology is demonstrated in this 
study by studying hydrogen-air systems due to the abundance of experimental measurements, 
well-established chemistry mechanisms and availability of radiative property models for water 
vapor. However, it will be clear that the same methodology can be extended to study after-burn 
and radiative transfer resulting from the decomposition products of condensed-phase explosives 
where these effects may be more pronounced.  
2.1.1 The Importance of Detailed Chemistry and Viscous Effects 
Recent studies that have employed large cell sizes in conjunction with the Large Eddy 
Simulation (LES) methodology to model hydrogen explosions in domain sizes of practical 
interest have provided encouraging signs that such calculations are computationally feasible 
within a reasonable time frame [4, 5]. These two studies by Zbikowski et al. [4, 5] employed the 
progress variable formulation to simulate the propagation of the reaction front in premixed 
hydrogen-air mixtures. The chemical kinetics in this methodology was incorporated through the 
specification of a detonation velocity that goes into the source term of the progress variable 
equation. However, due to the dependence of the detonation velocity on the mixture equivalence 
ratios, extending the progress variable framework to simulate detonation in non-homogeneous 
mixtures is not straightforward. Nevertheless, simulation of deflagration (flame propagation) in 
non-homogeneous hydrogen-air mixtures using the progress variable combustion model has 
recently been demonstrated [6].  
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In spite of the lower computational cost and stability associated with the progress variable 
approach, a recent study reported by Feldgun et al. [7] concluded that in order to account for the 
residual blast pressures in confined explosions accurately, the effects of after burn chemistry 
needs to be taken into account. Further, the heat capacity ratio (which changes as a result of after 
burn chemistry) was seen to have a stronger effect on the gas pressure predictions than the 
internal energy of explosion. Further, Liberman et al. [8] showed that predictions of temperature-
gradient induction lengths that are thought to play a vital role in triggering detonations in 
deflagration-to-detonation (DDT) scenarios are sensitive to the chemistry models employed in 
the simulations. Minimal induction length predictions when employing detailed chemistry 
models along with accurate kinetic-transport models were found to be 2-3 orders of magnitude 
greater than those predicted employing single – step global chemistry models. Therefore, these 
two studies [7, 8] highlight the importance of employing detailed chemistry models during 
simulations of detonation scenarios whenever computationally feasible.  
2.1.2 The Importance of Radiative Transfer 
The importance of including the effects of radiative transfer in the context of dust explosions in 
hydrogen-oxygen mixtures was examined by Liberman et al [9, 10]. By considering the gas 
mixture to be transparent and the dispersed phase to be radiatively participating, radiative 
transfer was found to cause heating of the particles ahead of the flame followed by re-emission 
of this radiation. This radiative preheating of the mixture ahead of the flame either increased the 
flame velocity or triggered detonation through the Zeldovich gradient mechanism [11]. 
Therefore, the studies by Liberman et al [9, 10] highlight the importance of including the effects 
of radiative transfer in the detonation wave simulations. 
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While hydro codes do not include the effects of viscosity, detailed chemistry and radiative 
transfer, they have yielded reasonable agreement with experimental measurements of detonating 
hydrogen-air mixtures in small scale geometries where after-burn chemistry was not important 
[12]. This was accomplished by representing the heat of combustion of the hydrogen-air 
explosive mixtures in terms of TNT equivalencies and initiating the detonation over a point 
source. However, in larger geometries, viscous and radiative losses may become more important 
with increase in the wave propagation time. Further, if the wave propagates in a premixed 
hydrogen-air mixture, the heat of reaction can result in acceleration and strengthening of the 
wave and exacerbate the effects of radiative transfer, resulting in phenomena that cannot be 
taken into account easily in hydro codes. Therefore, in this study we examine hydrogen-air 
mixtures to: 
1. Assess the validity of the approximations inherent in hydro-codes when simulating a 
spherical detonation wave resulting from the detonation of a gaseous charge. These 
approximations include: assumptions of a point source, assumptions of a perfectly spherical 
wave, absence of turbulence, presence of confinements and the assumption of an energy 
efficiency of one where all of the chemical energy released goes towards the propagation of 
the pressure wave.   
2. To assess the impacts of viscous and radiative losses during the propagation of a pressure 
wave resulting from the detonation of hydrogen-air mixtures at larger scales.  
3. Investigate the effects of heat of reaction towards strengthening or weakening a detonation 
wave as it propagates through a premixed hydrogen-air mixture.  
In contrast to the dust explosion study by Liberman et al [9, 10], we consider a radiatively 
participating gas phase (air or water vapor). Since the shock layer was determined to be 
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optically thin (KL << 1), where K is the absorption coefficient (in m-1) and L the path length (in 
m), a spectrally averaged Planck mean absorption coefficient for the radiative properties of 
water vapor [13] and air [14] were computed for the scenarios and employed in conjunction with 
an optically thin radiation modeling approximation. As per this approximation, the temperature 
and pressure dependent absorption coefficients were computed as:  
Kair = 3.7516 x 10
-6 · (P)1.31 · exp (5.18 x 10-4 T – 7.13 x 10-9 T2)                        (1) 
KH2O (g) = 5.4 x 10
7 · (T)-2.35 · PH2O                                                            (2) 
These were then employed to compute the radiative source term (divergence of the radiative 
flux q) in the energy equation at each spatial location as: 
)(4
44
−=• TTKq                                                                (3) 
where σ is the Stefan-Boltzmann constant, K the absorption coefficient, T and T∞ are the local 
and surrounding temperatures respectively. Equations 1 through 3 were implemented as a User-
Defined Function in ANSYS FLUENT. The optically thin radiation approximation has 
previously been used in estimating radiation from air in hypersonic shock layers [15] as well as 
from radiatively participating combustion products in mildly radiating combustion flames [16]. 
The adequacy of our modeling procedures is first established by comparing our numerical 
predictions using both computational frameworks against reported measurements from a small-
scale explosion study [17]. The modeling methodology was then extended to other scenarios 
encompassing changes to the domain size and premixed hydrogen-air mixtures. 
2.2 Methods 
For the hydrocode portion of the research, we used the methodology outlined by Zyskowski et al 
[12]. A parallelepiped wooden box was used as the environment for the detonation propagation. 
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The box’s dimensions were a length, width and height of 500, 400 and 300 mm respectively with 
pressure sensors on different locations of the box’s walls Figure 2-1a. 
 To initiate the reaction a hemispherical bubble (radius = 30mm) was placed at the center of the 
box’s interior bottom. The mixture in the bubble was hydrogen and oxygen at stoichiometric 
conditions. For the ANSYS AUTODYN calculation (the hydrocode), an equivalent amount of 
TNT was used in order to simulate the explosion. The simulation was done in 2 steps. The first 
step was a wedge that was allowed to react for a few time steps and then patched into the larger 
box structure. ANSYS AUTODYN’s library of thermodynamic data was used to perform the 
modelling for air and TNT. Air was modeled through the ideal gas law while the TNT modeling 
utilized the Jones-Wilkins-Lee (JWL) equation of state: 
𝑝 = (𝛾 − 1) ∙ 𝜌 ∙ 𝜀                                                                (4) 
𝑃 = 𝐶1 ∗ (1 −
𝜔
𝑟1𝜗
) ∗ 𝑒−𝑟1𝜗 + 𝐶2 ∗ (1 −
𝜔
𝑟2𝜗
) ∗ 𝑒−𝑟2𝜗 +
𝜔𝜀
𝜗
                   (5) 
In Eqs (4) and (5) p, ρ and γ represent the pressure, density and specific heat ratios respectively. 
𝜀 is the internal energy, 𝐶1, 𝐶2, 𝑟1, 𝑟2 are constants, 𝜔 is report of the specific heat and 𝜗 the 
specific volume. 
In the CFD simulations using ANSYS FLUENT, a 3D representation of the parallelepiped 
geometry of the small-scale geometry (Case 1) was created and a hemispherical bubble of 30 
mm was patched with the thermodynamic state associated with the combustion products 
resulting from combustion of a stoichiometric hydrogen-oxygen mixture in a constant volume 
reactor. In Case 2, the domain was enlarged 10 times in each direction and a hemispherical 
bubble of radius 300 mm was patched with TNT. In order to run the detonation scenarios 
successfully, we had to create a spherical indentation of radius 30mm (for Case 1) and 300mm 
(for Case 2) as shown in Figure 1b. While the number of cells for the ANSYS FLUENT case 
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was nearly the same as the ANSYS AUTODYN, there was a difference in the patching 
methodology. Three computational cells normal to the boundary of the bubble were patched with 
an adiabatic and isochoric hydrogen-air gas expansion model utilizing STP to final state 





Figure 2- 1: (a) Location of the pressure sensors in the small-scale (Case 1) geometry; (b) The 
detonation kernel in the CFD simulations highlighted at the center. 
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Table 2-1 is a summary of how the detonation kernel was patched in the hydrocode and CFD 
code. We referenced Liu et al [18] when initializing the detonation to ensure successful ignition 
of the detonation. The simulation ran for 2ms for the first case and 20ms for the second case. 
Table 2-2 summarizes the computational frameworks. Solved under the pressure-based 
formulation, the simulations used ~1cm and ~10cm mesh sizes; this has been deemed adequate 
for the LES model [20,21]. 
Table 2- 1: Initialization Details for Case 1 in the Hydrocode and CFD Framework 
N/A*: Not Applicable 
  




Gauge Pressure  N/A* 1.89 x 106 Pascal 
Detonation Kernel Temperature 
(K) 
N/A* 3473 K 
Temperature within enclosure 
(K) 
N/A* 300 K 
Composition within detonation 
kernel (mole fraction) 
An equivalent amount 
of TNT 
H2O = 1.0 
Enclosure composition - 
detonation wave propagation in 
air (mole fraction) 
N/A* N2 = 0.79 O2 = 0.21 
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Table 2-1 (Continued) 
 












Enclosure composition – 
detonation wave propagation in 
hydrogen (mole fraction) 
N/A* O2 = 0.21, N2 = 0.79 
(Non-reacting) 
O2 = 0.126, N2 = 
0.474, H2 = 0.4 (Rich) 
O2 = 0.168, N2 = 
0.832, H2 = 0.2 (Lean) 
 
Volume of the detonation kernel 
(m3) 




Table 2- 2: A summary of modeling methodologies 







Smagorinksy Large Eddy Simulation 
Model, Inviscid Euler equation 
Inviscid Euler equation 
Equation of State Soave-Redlich-Kwong (SRK) Jones-Wilkins-Lee 
(JWL) 
Chemistry 21 step chemistry [19] model with stiff 
chemistry solver for detonation propagation 
in hydrogen mixture 
Non-reacting 
Radiative heat transfer An optically thin approximation with a 
Planck mean absorption coefficient for H2O 
vapor and air implemented as add-on 
functions (Eqs. 1- 3) 









Table 2-2 (Continued) 







High temperature based on adiabatic flame 
temperature for H2 - O2 mixtures. High 
pressure determined from ideal gas equation of 
state assuming constant volume combustion 





2.3 Results and Discussion: 
2.3.1 Small- Scale Study (Detonation wave propagation in air) 
Case 1 from the small-scale study showed good agreement with the experimental results. After 
analyzing the results (Figure 2-2) we understood that the results were that way because we 
patched an already reacted amount of water to the area three cells normal to the bottom 
boundary; there was understandably no afterburn. In addition, Equations 1 and 3 had no impact 
on the results because the temperature increase across the shock wave was roughly 30 K. Figure 
2-2 also shows that there are complex interactions between the shock wave and the boundaries 
that is seen both in the simulations and wet lab data. For instance, in gauge 1 of Figure 2-2 there 
is a secondary stronger shock that hits the gauge location after approximately 0.7 ms. This shock 
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shows that in the case of complex shock waves, reflections can have as large an impact on the 
walls as the initial detonation. 
Because of the agreement between pressure profiles, however, we concluded the detonation 
simulation could be extended to different conditions; namely, size and equivalence ratio. 
 
 
Figure 2- 2: Transient pressure predictions at the different gauges in the small scale (Case 1) 
explosion study (a) Gauge 1; (b) Gauge 5; (c) Gauge 9; (d) Gauge 12. 
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2.3.2 Large-Scale Study (10x) (Detonation wave propagation in air) 
For the next test of our simulation strategy, we made the dimensions of the box ten times larger. 
Figure 2-3 shows the results of the investigation. In Figure 2-3c, it can be seen that the turbulent 
sub-grid viscosity found through the use of the Smagorinsky-Lilly LES model is four magnitudes 
greater than the molecular viscosity. This shows the most important viscosity is the sub-grid 
viscosity for simulation purposes. Case 2 was also simulated with both simulation frameworks to 
see if, at larger dimensions, both viscosity and time would affect the propagation of the wave. 
Figure 2-4 show the results of the comparison. They show that Hopkinson’s similitude is 
observed. This result gave us confidence in the results that were obtained. In fact, we used the 
Hopkinson similitude to ensure that our results were agreeable. The difference between ANSYS 
FLUENT and ANSYS AUTODYN simulations show that the viscosity affected the results. 





Figure 2- 3: Contours of: (a) Gauge pressure (in Pascal); (b) Velocity (in m/s) and (c) Viscosity 
ratio (turbulent viscosity/molecular viscosity) after 3 ms in the large scale (Case 2) explosion 





Figure 2- 4: Effects of viscosity - Transient pressure predictions at the different gauges in the 
large (Case 2) scale explosion study (a) Gauge 1; (b) Gauge 5; (c) Gauge 9; (d) Gauge 12. 
2.3.3 Pressure wave propagation in lean and rich hydrogen-air mixtures 
The next set of simulations investigated the impact of equivalence ratio on the final detonation 
pressure profiles. The initialization for lean and rich simulations are detailed in Table 1. For the 
modelling of chemistry, we used a 21-step reaction mechanism [19]. Dahoe’s [22] paper on 
laminar burning velocity informed our decisions on the choice of equivalence ratios. There was a 
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difference in the flame speeds observed in our simulation. For the fuel rich composition, we had 
the larger flame speeds while fuel lean composition had flame speeds that were a factor of three 
lower. This was attributed to the lower molecular weights associated with the fuel-rich mixture. 
Using the data on Planck mean absorption coefficients by Riviere and Soufiani [13], we 
developed a water vapor radiation model to investigate the impact of radiation. Figure 5 shows 
the goodness of fit of the data by [13]. Figure 2-6 shows the Plank mean absorption coefficient 
and the radiative source term after 0.5ms big domain fuel rich and lean simulations. The 
radiative source term for fuel rich conditions is nearly twice the value for fuel-lean conditions. 
Moreover, the wave propagation speed for the fuel rich is five times faster than the no reaction 
case (comparing the positions of the shock wave in Figure 2-3 and 2-6).  
  





Figure 2- 6: Contours of: (a, b) Planck mean absorption coefficient (in m-1); (c, d) Radiative 
source term (in W/m3) after 0.5 ms in the large scale (Case 2) explosion study at fuel-rich (40 
mol% H2) and fuel-lean (20 mol% H2) domain conditions. 
In Figure 2-7 we further compare the gauge pressure, velocity and reaction source terms after 0.5 
ms in both fuel rich and fuel lean conditions. In agreement with Dahoe [22] the rate of 
propagation of the wave is 20% slower in the fuel lean case. The gauge pressure, on the other 
hand, is comparable in the both cases. Figure 2-8 further supports that the detonation velocity is 
higher in the fuel rich conditions. Since the detonation velocities are proportional to the square-
root of temperature divided by molecular mass, this implies that the decreased total mass as fuel 
rich conditions arise (more hydrogen than oxygen at stoichiometric conditions) causes the 
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acceleration of the flame. The relative loss of addition chemical energy is off set by the reduction 
in the total mass of the reactants. 
In order to investigate the effect of viscosity on the detonation propagation, we studied an 
inviscid option in ANSYS FLUENT (Figure 2-9). A positive relationship between viscosity and 
pressure was found as distance from the center is increases while the detonation wave travels. 
This showed that the amount of energy lost due to viscous effects compounded until the wave 
form of the pressure deviated from the inviscid case as the simulation time progressed. 
Figure 2-10 shows the impact of radiation is not appreciable. This is due to the difference in the 




Figure 2- 7: Contours of: (a, b) Gauge pressure (in Pascal); (c, d) Velocity (in m/s); (e, f) 
Reaction source term (in W/m3); after 0.5 ms in the large scale (Case 2) explosion study at fuel-




Figure 2- 8: Effect of equivalence ratio: Transient pressure predictions at the different gauges in 





Figure 2- 9: Effect of viscosity: Transient pressure predictions at the different gauges in the 





Figure 2- 10: Effect of radiative heat transfer: Transient pressure predictions at the different 
gauges in the large scale (Case 2) explosion study at fuel-rich (40 mol% H2) and fuel-lean (20 
mol% H2) domain conditions. 
2.4 Conclusion 
In this manuscript we tested the effects of detailed chemistry models, viscous effects, and 
radiative transfer during a detonation. We compared the ability of hydrocodes and CFD codes to 
shed light on the phenomenon. We chose to use hydrogen-air detonations because they have 
been studied by many authors. We compared simulations of detonation propagation in a 
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parallelepiped box using a hydrocode and a CFD framework. The hydrocode used the inviscid 
Euler equations along with the JWL equation of state. The CFD code used the SRK equation of 
state for the density, LES for turbulence and spectrally averaged Planck mean absorption 
coefficients for radiation. Also, lean and rich mixtures were simulated using a 21-step detailed 
chemical mechanism. Detailed chemistry was shown to impact the results when non-
stoichiometric mixtures were studied; this meant that hydrocodes would perform poorly when 
tested for these situations. Viscous effects were shown to appear in a larger domain with a longer 
time frame of simulation time. For this reason, hydrocodes should only be used for shorter 
durations of time were the time frame isn’t large enough for viscous effects to appear. Radiative 
transfer was shown not to impact the results significantly. This was due to the larger magnitude 
of the chemical heat release relative to that of radiation. 
After comparing the two framework approaches we drew the following conclusions: 
1. We established a methodology for simulating confined detonations as our results were the same 
as a small-scale detonation experiment. 
2. The Hopkinson scaling law was recovered when changing the geometry’s size. 
3. Detonation waves were strengthened in rich and lean mixtures 
4. Radiation wasn’t important because the radiative source term was three orders of magnitude 
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Impact of equivalence ratio and blockage ratio on H2 - Air detonations in cylindrical tubes 
Abstract 
In this chapter we report our findings on the feasibility of a coarse mesh (cell size ~ 2mm) in 
conjunction with a finite volume solver to reproduce experimental research on hydrogen-air 
mixture detonations. The solver utilizes: Large Eddy Simulation (LES) to model the turbulence, 
a 21-step detailed mechanism to model the gas-phase kinetics, estimates transport properties 
(binary diffusion coefficients) using kinetic theory and employs the Soave-Redlich-Kwong 
equation of state to account for compressibility effects associated with the high-pressure 
detonation wave.  
Our solution methodology was first validated by comparing numerical predictions against 
experimental measurements of the interaction of a non-reacting shock wave against the walls of a 
cavity. 
We then carried out numerical predictions of detonations at different blockage ratios (BR), BR = 
0.3 and BR = 0, and equivalence ratios (0.5, 0.75, 1.0, 1.25 and 1.5). Using our approach, we 
showed that the trends of the detonation velocities with blockage ratios and equivalence ratios 
followed experimental trends. The methodology can therefore be extended to other detonation 






3.1.1 Background and Motivation 
Hydrogen is always named among the list of alternative fuel sources and may take the place of 
petroleum as the leading energy source in the future. In anticipation of this, the detonation 
research arena has studied the fuel for its potential explosion hazard. Since hydrogen-air 
mixtures have wider flammability limits than hydrocarbon-air mixtures it is critical to understand 
its detonation characteristics for safety purposes.  
The literature has divided the process of detonation into stages that explain how a deflagration 
progresses into a detonation. The first step is the spark that provides an energy greater than the 
minimum initiation energy. This first results in a deflagration wave. This is followed by the 
acceleration of the flame. Finally, the flame transitions into a detonation with the formation of a 
shock ahead of the flame. In this article we try to understand the details of this whole process 
using a CFD methodology. We begin by discussing the models in the literature. 
3.1.1.1 Background 
Detonations are a phenomenon whose causes have yet to be unraveled. The literature has many 
papers of experimental and numerical investigations that explain some of the necessary 
conditions for detonations to happen. The literature, however, has settled on a few steps that are 
observed when a detonation is formed. The first stage is the formation of a flame through a 
spark. After the flame is formed, there is an acceleration that leads to the formation of a 
shockwave ahead of the flame. This shock is then energized by the reaction zone behind that 
provides energy to the leading shock. In this dissertation, we don’t explain why each stage 
happens, but try to understand the impact of initial conditions and geometry on the results. We 
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also offer a methodology for simulating the detonation process on a relatively coarse mesh 
(~1mm). To do this, we utilize detailed (21-step) chemical reaction kinetics, the LES model for 
turbulence, and a real gas model (Soave-Redlich-Kwong equation of state). 
3.1.1.2 Motivation of this Dissertation 
There are many applications of the research described in this dissertation. One important 
application is the prevention of damage in the armed forces. The results in this research will have 
applications in how to design explosion resistant buildings, cars and armor. This is important 
because it will mean that we have achieved control over detonations. 
The impact of this, won’t be limited to the armed forces. There will be an impact on the chemical 
industry as well. Having a better knowledge of detonations will help change the design of plants. 
Much more inherently safer designs will be possible. 
In addition to chemical plants, average human life will be impacted through the creation of better 
designs for homes and better designs for gas stations. In particular, since we study hydrogen in 
this dissertation, some insights can be learned that are applicable to the energy industry in 
anticipation of a hydrogen economy. 
Another impact will be on the design of the highly efficient detonation engines. These engines 
rely on detonations as their method of propulsion. Better understanding of detonations will allow 
better engine design in order not to damage the materials of construction. 
3.1.2 The Physics of Detonations 
3.1.2.1 The Spark 
Simulating a spark is very difficult because picturing a spark is difficult. Each spark is 
presumably unique because the distribution of molecules is unique to each spark. What the 
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current literature uses is a constant pressure, constant volume or point source spark formation 
methodology.  
In our previous investigation (Chapter 2) we compared a point source spark formation 
methodology as well as a constant volume patching spark formation methodology. We found that 
there wasn’t a big effect in the final results of the simulation. This is mainly due to the fact that 
the initialization of the detonation and its subsequent propagation is mainly affected by the 
amount of energy deposited and not intensely by the shape of the spark. For instance, Wu et al. 
[1] reported similar results between the methodology of starting the spark and the final pressure, 
volume and temperature changes with time. 
In our previous chapter, we found that the best method of simulation was with a CFD code, 
using a constant volume patching method, that was capable of simulating various detonation 
scenarios (large scale) better than the hydrocode which used a point source term. 
3.1.2.2 The Flame Forms and Accelerates 
I. Kelvin-Helmholtz instabilities occur when there is a large velocity difference between 
adjacent layers of a fluid. This is one of the powerful instabilities that occurs when 
there is confinement. This causes instabilities in the velocity promoting the formation 
of a fast flame near the walls of the pipe.  
II. Rayleigh-Taylor instabilities occur at the interface between two fluids with different 
densities. This is the second form of instability that occurs when there is confinement. 
If there are two different densities in the flow field then there will be a difference in 
pressure/temperature at the interface of the fluids. This will result in the “wrinkling” 
of the interface between the fluids as the pressure and temperature of the two fluids 
adjust at the interface. 
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III. Richtmyer-Meshkov Instabilities occur if two fluids with different densities are 
accelerated, as occurs when a shock interacts with a flame. These are the same as 
Rayleigh-Taylor instabilities except that they occur in compressible flows. 
IV. Landau-Darrieus instabilities (hydrodynamic) can cause wrinkles and growth of 
flame surface area. This instability has only been observed in spherical flames. Figure 
3-1 shows a schematic of the acceleration of the convex part of the flame in spherical 
diffusion flames due to the Landau-Darrieus instability. 
 
Figure 3- 1 Pictorial of Landau Darrieus instability. (Cicarelli and Dorofeev [2]) 
Right after the flame forms there is the potential of flame wrinkling and folding due to 
Landau-Darrieus instabilities. These instabilities can lead to the stretching of the flame as well as 
the acceleration of the flame in Richtmeyer-Meshkov instabilities. Instabilities due to viscous 
effects result in the formation of shocks in small tubes (<~10mm diameter). This has been stated 
as the driving force of detonation formation in the absence of obstacles by many authors. These 
instabilities are Kevin-Helmholtz instabilities. 
Instabilities can also be due to the presence of obstacles that create shock-waves in the flow. 
These shock-flame interactions promote the acceleration of the flame. Diffusive instabilities can 




Therefore, accurate modeling of the viscous and species diffusion effects associated with flame 
wrinkling and its subsequent acceleration needs to be undertaken. This can be accomplished only 
using high-fidelity models for: turbulence (such as LES), detailed chemistry (the 21-step detailed 
hydrogen combustion mechanism adopted here) and transport properties (from kinetic theory) 
that have been adopted in this study. 
3.1.2.3 The Flame Transitions to a Detonation 
The initial fast flame becomes a detonation when a feedback loop between shock and reacting 
species forms. Once a shock is established ahead of the flame, it’s possible for the reacting flame 
to become coupled with the shock. This results in a sustained detonation where there is a thin 
leading shock that gets energy from the reacting medium and promotes the heating of unburned 
products due to its high pressure.  
Sometimes, there can be an over shoot and under shoot of the expected detonation velocity from 
Chapman-Jouget (CJ) theory. The CJ detonation velocity is the theoretical detonation velocity of 
any reacting gas mixture often computed assuming a 1D model for the detonation wave. Many 
times, there are over-shoots or under-shoots of this value in both experiments and simulations. 
However, for most cases, this theoretically predicted velocity is within ten percent of what is 
observed. 
3.1.2.3 Mesh and Time-Step 
The mesh, on the other hand, has to be taken as something that allows the researcher to better 
simulate the detonation scenario. A fine mesh usually guaranties the accuracy of the simulation; 
however, since there’s a limit to the power of a computer, it is difficult to simulate very fine 
meshes in a reasonable amount of time. For detonations it has been proposed that any simulation 
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mesh must be at least as fine as 7 lambda, where lambda is the experimental detonation cell size. 
For hydrogen-air mixtures these are of the range 2 mm to 1350 mm [3]. 
3.1.2.4 Detailed Chemistry 
The chemistry model chosen has been shown to impact the results of the simulation 
greatly by Taylor et al. [4]. In light of this we use a 21-step chemistry model as an attempt to 
reduce the error during computation.  Unlike Taylor et al. [4] however we were limited in 
computational power and were unable to see how well the mesh size chosen followed 
experimental results. What Taylor et al. [4] mention is that though chemistry may be complex, 
finer mesh sizes don’t guarantee an accurate detonation cell size.  
3.1.3 Density Based/Pressure Based Approach 
The simulation framework we use supports the density based and pressure-based 
simulation strategies under finite volume simulation. In the literature, most authors utilize the 
density-based strategy. Figure 3-2 (ANSYS FLUENT [5]) juxtaposes the simulation 
methodology for both the density based and pressure-based strategies utilized in this 
investigation. Underlying both simulation strategies is the necessary agreement between both 
strategies as the time-step and mesh size is made finer. This is a recent development because, 
historically, the density-based method was for compressible flows only while the pressure-based 
method was utilized for incompressible flows. The pressure-based methodology allows for a 
sequential solution to the pressure correction and velocity equations whereas in the density-based 
method the continuity and momentum equations are solved simultaneously. The flow chart of the 
simulation strategies shows that each solution strategy has the goal of reducing the 




Figure 3- 2 : the pressure-based coupled algorithm and density-based algorithm. 
Our early investigation found that essentially there was no difference in the results 
between the density-based simulation and pressure-based simulation. This showed that either 
simulation strategy could be extended to study detonations. 
3.1.4 Spark Models Used 
There were two spark models that were utilized during the investigation. In the first 
model we patched a high pressure (~2MPa) and mild temperature (~1000 K) along with 
hydrogen gas, oxygen gas, nitrogen gas and water to initiate the reaction. The high pressure and 
temperature ensured that the initial energy of the spark was greater than the minimum 
initialization energy for detonation. The second spark model was a detonation kernel that was 
assumed to have formed isochorically from standard temperature and pressure (STP). While this 
may seem like the best methodology, we found that either method of initialization produced 
comparable results. They closely followed experimental results from other researchers. This 
showed that the shape of the detonation kernel had little impact on the final detonation velocity. 
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3.1.5 Chemistry Used 
The chemistry model chosen has been shown to impact the results of the simulation 
greatly (Taylor et al [4]). In light of this fact we use a 21-step chemistry model that attempts to 
reduce the error during computation. More precisely, we attempt to reduce the error in the ~7 
lambda approximation by our choice of chemical mechanism. 
Unlike Taylor et al. [4] however we were limited in computational power and were 
unable to see how well the chemistry chosen followed experimental results. What Taylor et al. 
[4] mention is that though chemistry may be complex, finer mesh sizes don’t guarantee an 
accurate detonation cell size. Our results were only supported in the sense of detonation 
formation speed. 
3.1.6 Turbulence Model Used 
The turbulence model chosen was the LES model. This model has been shown to produce 
reasonable results in the flow field when compared to experiments. By resolving only the large 
eddies, the LES model allows investigators to use much coarser meshes and larger time-steps as 
compared to Direct Numerical Simulation (DNS) which resolves the entire flow field. Because 
of the difficulty resolving the wall boundary using LES, typically, the Reynolds number has to 
be limited to the range of 104 and 105 at the walls. 
The loss of information inherent in the LES model is currently justified because of the 
limited computing power. For instance, compared with LES, the cost of using DNS is the 
turbulent Reynolds number to the third power. The following is a list of the main reasons LES is 
used: 
1. Large eddies transport most passive scalars (momentum, mass, and energy etc.) 
2. Geometry and boundary conditions dictate large eddies more 
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3. Small eddies are less dependent on geometry and boundary conditions (they are more 
universal) 
3.1.7 The Present Literature 
To further the discussion, we first review the available literature to establish a foundation 
for the rest of the article. An observer reading through the literature gains the fact that DDT has 
not been explained completely due to its nature of shifting methods of detonation formation 
depending on dimension, initial conditions, chemistry, turbulence and the overall inclusion or 
exclusion of viscosity. What the literature is in search for is a physical or set of physical 
requirements that cause detonation to happen. The general methods of simulations show that this 
goal has yet to be achieved. We add to this growing body of knowledge with our investigations 
in this manuscript. 
Generally, there is agreement that the process of detonation formation begins with a 
spark, transitions to a fast flame, then transformation into a detonation. As simple as this 
explanation may seem, it’s incredibly difficult to pin down the physics of what is happening. For 
instance, many authors thought that detonations need the formation of hot-spots as is true in the 
SWACER mechanism. However, Liberman et al. [6] reported that the formation of hotspots isn’t 
necessary for detonation formation. In addition to this Sattelmeyer et al. [7] found that the 
formation of detonations can happen in low fuel areas when a species gradient is present. 
What complicates the problem further is that the tube usually has obstacles to promote 
the formation of detonations. While the obstacles do promote detonations through the interaction 
of shock-waves, the next question is what about when there’re no obstacles? Dziemenska et al. 
[8] report that there is no detonation unless there are interactions with a boundary layer. 
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We then need to ask about detonations that are not in a tube but are in the open 
environment. A read through the literature shows that the models used are unreliable due to the 
influence of the environmental factors; this is expected to some extent because measuring the 
pressure profiles a few kilometers from an accident site is difficult. 
Authors in the literature have, for this reason, limited their study to specialized cases. 
One paper (Ivanov et al. [9]) that shows a unifying feature of DDT is that in all cases a shock 
wave must form for DDT to happen. But how the shock wave forms is not completely 
understood. In this paper we focus on the formation of the shockwave in smooth and obstacle 
geometries so that they may be compared. We believe that the formation of a detonation is due to 
the boundary (geometry or mixture vs ambient air), heat deposition due to reaction, heat loss due 
to mass of reactants and products, the amount of time in the state of heat addition and the form of 
the initial spark. These conditions however don’t give the entire picture because the question of 
why the detonation and, moreover sustained initial shock develops must be answered at the 
atomic level. This is currently unachievable due to the computational tax. 
In the literature, many authors focus on either the a priori simulations or a posteriori 
fitting of explosion data. For instance, a recent paper (Yanez et al. [10]) focused on a joint effort 
by three groups (five simulations were done) to predict the pressure profiles at different locations 
in a facility. The facility is operated by the Kurchatov institute. The study is motivated by the 
European Hysafe Network of Excellence. Predictive ability was good. In our case we used a 
posteriori fitting of data to experiments, then used these settings in the solver to find a priori 
results for future experiments. 
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Some a posteriori effort at simulations have been made by focusing on some part or 
multiple facets of DDT for a given case study. Hopefully these individual efforts may yield an 
entire picture of the phenomenon. 
As explained previously, different authors focus on either, the entire picture, or on 
specific proposed mechanisms for flame acceleration and transition to detonation. Before an 
explosion can begin there needs to be some way of initiating it. (Kagan and Sivashinsky [11] and 
Zhang et al. [12]) propose how the initial initiation conditions impact future gas phase 
conditions. Kagan and Sivashinsky [11] study autoignition through a friction-affected CFPZ 
flame that is formed from a subsonic detonation that degenerates. In this case the flame does not 
transition into a detonation because it is dominated by molecular transport and not pressure 
diffusion according to Kagan and Sivashinsky [11]. Zhang et al. [12] compare different p-xylene 
oxidizer mixtures and shows that there is a lack of detonation in some even when the same spark 
energy is used. The researchers explain that the causes for this observation are the critical energy 
of direct detonation initiation and the chemical kinetics. We use a spark model that assumes 
constant volume pressure rise. This method was thought to ensure that a detonation will occur in 
all of our runs. Surprisingly, a detonation didn’t materialize in some cases. This was thought to 
be because of the lack of flame acceleration due to the lack of instabilities in the solution 
domain. 
Sustaining a detonation that has formed depends on the feedback loop that forms after the 
formation of shock waves (Thomas, Oakley and Bambrey [13]). We manage to sustain the 
detonation in the tube in our study. This is done by using obstacles that allow shock waves to 
interact for blockage ratio cases and the use of a large pressure to initiate the detonation for 
smooth detonation cases. 
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The feedback loop between turbulence and shocks is discussed in Thomas, Oakley and 
Bambrey [13]. Because of the complexity of the loop they suggest that any simplified model 
about run up distance does not fully capture the true picture of DDT. In their abstract, they 
summarize their findings by stating that there are three stages of the flame acceleration process: 
the formation of a flame, acceleration of the flame, and final transition to detonation. We observe 
this in our simulation. This shows that the simulation strategies used are capable of capturing this 
physics. 
Many models have been applied to experimental and real incidents. One example is of 
papers that were written using experiments conducted at the large RUT facility in Russia. By 
comparing our approach and the approaches in these papers, it is seen that our addition is the use 
of both a detailed chemical mechanism and a real gas equation of state coupled with a large 
mesh. This is why we use Shepherd’s study to compare with our simulation (Schultz and 
Shepherd [14]). Since we have high temperatures, this is a good decision; Shepherd found better 
agreement between detailed mechanisms and experiments at elevated temperatures. 











Table 3- 1: Summary of mesh resolution in numerical work in hydrogen detonation modelling. 
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3.2.1 Numerical Framework 
Tables 3-3 to 3-7 show our initializations for the methods used in this article. Each 
initialization was done in such a way that the detonation was initiated immediately. This means 
that we patched chemical species, temperatures, and pressures that guaranteed that a detonation 
would ensue. We arrived at these initializations by taking a look at authors such as Kessler et al. 
[21] initializations and changing the species to ensure partial combustion. We also used a 
detonation initialization model of our own. It includes using STP and constant volume 
detonation. 
Shock-cavity interaction problem initializations (taken from Igra et al. [20]) 
Table 3- 3: Cavity problem initializations; t = 0 µs. 
Property Value 
Domain 0 (in Fig 3.3) 2 (in Fig 3.3) 
Temperature (0C) 23.3 23.3 
Pressure (bar) 0.97 0.97 








Table 3-4 is the first method of initialization for the reaction-shock simulation. 
Table 3- 4: Obstacle tube detonation initialization. 
Property Value 
Domain Burned, V = 0.000682 m3 Unburned, V = 0.265 m3 
Temperature (0K) 1000 300 
Pressure (Pa) 2000000 101325 
Phi = 0.5 H2 = 0.0120 
O2 = 0.188 
H2O = 0.167 
N2 = 0.633 
H2 = 0.0144 
O2 = 0.2297 
N2 = 0.7559 
Phi = 0.75 H2 = 0.0180 
 
O2 = 0.190 
 
H2O = 0.167 
 
N2 = 0.625 
 
H2 = 0.0214 








Table 3-4 (continued) 
Property Value Value 
Phi = 1 
V = 0.000682m3 
H2 = 0.0240 
 
O2 = 0.188 
 
H2O = 0.167 
 
N2 = 0.621 
H2 = 0.0283 
O2 = 0.2264 
N2 = 0.7453 
Phi = 1.25 H2 = 0.0300 
O2 = 0.187 
H2O = 0.167 
N2 = 0.616 
H2 = 0.0351 
O2 = 0.2248 
N2 = 0.7401 
Phi = 1.5 H2 = 0.0350 
O2 = 0.186 
H2O = 0.167 
N2 = 0.612 
H2 = 0.0419 
O2 = 0.2232 







Table 3-5 to Table 3-7 shows the initializations for the smooth tube stoichiometric, rich and lean 
cases. 
Table 3- 5: Smooth tube case stoichiometric initializations 
Property Value 
Domain Burned, V = 6.197e-8 m3 Unburned, V = 1.257 e-4 m3 
Temperature (0K) 2367.03 300 
Gauge Pressure (Pa) 777000 0 
Mixture Fractions N2 = 0.7452 
H2O = 0.2548 
H2 = 0.0283 
O2 = 0.2264 
N2 = 0.7453 
 
Table 3- 6: Smooth tube case rich initializations 
Property Value 
Domain Burned, V = 6.197e-8 m3 Unburned, V = 1.257 e-4 m3 
Temperature (0K) 2367.03 300 
Gauge Pressure (Pa) 725000 0 
Mixture Fractions N2 = 0.6528 
H2 = 0.0125 
H2O = 0.3347 
H2 = 0.0420 
O2 = 0.2232 






Table 3- 7: Smooth tube case lean initializations 
Property Value 
Domain Burned, V = 6.197e-8 m3 Unburned, V = 1.257 e-4 m3 
Temperature (0K) 2070 300 
Gauge Pressure (Pa) 669000 0 
Mixture Fractions N2 = 0.684 
H2O = 0.264 
O2 = 0.052 
H2 = 0.0214 
O2 = 0.2280 
N2 = 0.7506 
 
Table 3-8 includes the modeling frame works for each of the investigations. The methods 
detailed here are at the heart of this article. 
Table 3- 8: CFD frameworks for cases studied 
Physical Model CFD Framework 
(ANSYS FLUENT) 
(Smooth tube)  
CFD Framework (ANSYS 





Fluid Mechanics Smagorinsky Large 
Eddy Simulation 
Model 














Table 3-8 (Continued) 
Chemistry 21 step chemistry 
model [ANSYS] 






• P0 ~ 77700 Pa                
T0 ~ 2300 K 
• H2O 
Non-burned region: 
• P0 = 101.325 






• P0 = 2MPa                
T0 = 1000 K 
• H2O  
Non-burned region: 
• P0 = 101.325 kPa     
T0 = 300 K 






The overarching concept is the amalgamation of various simulation strategies (both 
learned and previously reported) to form an easy to use simulation strategy. This includes the 
introduction of the Smagorinsky-Lilly model (under LES) (as other authors have done) 
(Equations 1 and 2), the use of a detailed chemical mechanism, the use of a constant volume 
explosion patching method, and the use of a real gas equation of state while limiting the error of 
a relatively large mesh with the use of 3rd order discretization. 
          (1) 
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        (2) 
The equations being solved in the simulations are the mass for phase q, momentum, 
energy and species. We begin by listing them. 
𝜕
𝜕𝑡
(𝛼𝑞𝜌𝑞) + ∇ ∙ (𝛼𝑞𝜌𝑞?⃗?𝑞) = ∑ (𝑚𝑝𝑞̇ − 𝑚𝑞𝑝̇ ) + 𝑆𝑞
𝑛
𝑝=1     (3) 
𝜕
𝜕𝑡
(𝛼𝑞𝜌𝑞?⃗?𝑞) + ∇ ∙ (𝛼𝑞𝜌𝑞?⃗?𝑞?⃗?𝑞) = −𝛼𝑞∇𝑝 + ∇ ∙ 𝜏𝑞̅̅̅̅̅̅ +  𝛼𝑞𝜌𝑞?⃗? + ∑ (𝐵𝑝𝑞⃗⃗ ⃗⃗ ⃗⃗ ⃗  + 𝑚𝑝𝑞̇ ?⃗?𝑝𝑞 −
𝑛
𝑝=1
𝑚𝑞𝑝̇ ?⃗?𝑞𝑝) + ( ?⃗?𝑞 + ?⃗?𝑙𝑖𝑓𝑡,𝑞 + ?⃗?𝑣𝑚,𝑞)        (4) 
Where: 𝜏𝑞̅̅̅̅̅̅ is the q
th phase stress-strain tensor 








(𝛼𝑞𝜌𝑞ℎ𝑞) + ∇ ∗ (𝛼𝑞𝜌𝑞?⃗?𝑞ℎ𝑞) = −𝛼𝑞
𝜕𝑝𝑞
𝜕𝑡
+ 𝜏𝑞̅̅̅̅̅̅: ∇?⃗⃗?𝑞 − ∇ ∙ ?⃗?𝑞 +  𝑆𝑞 + ∑ (𝑄𝑝𝑞  +
𝑛
𝑝=1
𝑚𝑝𝑞̇ ℎ𝑝𝑞 − 𝑚𝑞𝑝̇ ℎ𝑞𝑝)          (6) 
𝜕
𝜕𝑡
(𝜌𝑌𝑖) + ∇ ∙ (𝜌?⃗?𝑌𝑖) = −∇ ∙ 𝐽𝑖 + 𝑅𝑖 + 𝑆𝑖      (7) 
Where: 
𝛼 is the conserved quantity, ?⃗?𝑞 is the velocity of phase q, m is the transferred mass, p is 
the pressure, g is the gravitational constant, B is the interphase inter action force, F is the force, h 
is the specific enthalpy, u is the velocity, q is the radiative heat flux, Q is the intensity of heat 
exchange, J is the diffusion flux, and R is the reaction source term. 
We also now need an equation of state. In our case we use the Soave Redlich Kwong 











P is pressure, R is the gas constant, T is the temperature, 𝑉𝑜𝑚 is the molar volume, a and 
b are equation parameters. Because there is no analytical solution to these models, all authors use 
computer simulations to get meaningful results. Our approach in this article is, however, new in 
some ways. To begin with we incorporate a real gas equation of state and detailed chemistry 
while using a relatively large mesh.  
3.2.2 Problem Descriptions 
The following problems will be studied in the proceeding general order: 
• Shock-Cavity Interaction Problem (see Figure 3-3) 
• Obstacle tube axisymmetric detonation (see Kessler et al. [21]) 







Figure 3- 3: Initializations for the cavity interaction problem at t = 0 µs. (2) Ms = 1.30, (2 and 0) 
P0 = 0.97 bar and (2 and 0) T0 = 23.3 
0C. Numbers 1, 2, and 3 are gauges. The shock is located 
10 cm from the cavity. 
The shock-cavity interaction problem was done with both the density-based and pressure-
based strategies. Both simulation strategies were chosen in order to distinguish between the 
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results of one solver over the other. Our conclusion was that either solver could be used during a 
shock simulation. 
The obstacles tube detonation problem was performed in the density-based solver. To 
initialize the solution, we used the adiabatic flame temperature and calculated the number of 
moles from STP and assumed a constant volume detonation. 
The smooth tube detonation experiments were also performed using the same procedure 
as the obstacle tube problem. 
Apart from the simulation strategies outlined above, we need to discuss the discretization 
of the obstacle mesh and smooth tube mesh and time step. The axisymmetric smooth tube was 
sectioned into 19990 cells in the x direction (10 m) and 10 cells in the y direction (0.002 m). This 
is less than ~ 7 lambda (0.14 m to 7 m). The axisymmetric blockage ratio tube was 4817 cells 
(11.878 m) by 6 cells (0.087 m). This is also less than ~ 7 lambda (0.14 m to 7m). Further the 
time-step, which used 2nd order bounded central differencing, was discretized into a time-step of 
1e-6 s to 1e-8 s initially and changed to 1e-5 s after a few hundred time-steps. 
3.4 Results 
3.4.1 Background 
In order for a detonation to initiate there must be a spark. We developed a simple spark 
model. We calculated the constant volume detonation process using standard temperature and 
pressure (STP) for the number of moles and the ideal gas equation of state to calculate the final 
pressure. In addition to this spark model, we applied the LES model. This was done to minimize 
the error on the solution due to large mesh size. Additional error was reduced through the use of 
third order discretization strategies as well as a detailed chemical mechanism. The error with 
using some detailed chemical mechanism was recently explained by (Taylor et al. [4]) The 
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researchers found that the type of mechanism militated heavily on the final results when mesh 
independence was achieved. The authors showed that a tens of micrometer mesh deviated from 
the results of a hundred of micrometers mesh result in that the coarser mesh gave better results 
than the finer mesh. The final results now must be investigated for detonation cell size 
independence. This is because the irregular detonation cell sizes observed in the experiment 
show that the chemical kinetics must be calibrated for detonations (which are not at equilibrium) 
in order to reach this goal. We used a detailed CHEMKIN chemical reaction mechanism of 
hydrogen-air reactions that has been validated in the past. 
3.4.2 Quantitative comparison 
Figure 3-4 shows the simulation results for validating the code. What is apparent is that the 
results show that both the density-based algorithm as well as the pressure-based algorithm do 
comparably well at reproducing the temporal progress of a shock through the cavity. This gives 
us a level of confidence showing that both simulation strategies can be used in a detonation 




Figure 3- 4: This figure illustrates that both the density based and pressure-based methods used 
can resolve the transient solution space of a shock tube with a cavity. 
Figure 3-5 compares the results of a smooth tube detonation simulation and the experimental 
values determined by Shepherd et al. On the three numerical data points shown the detonation 
velocities are seen to be close to the experimental values of the stoichiometric, lean and rich 
mixtures by Schultz and Shepherd [14]. This result is used in Figure 3-6 to compare the arrival 
time of the detonations. The results indicate that both the amount of time before transition to a 
detonation as well as the run-up distance to detonation show that the lean mixture is heavily 
affected. This agrees with thermodynamic considerations. Lean hydrogen-air mixtures are 

















Figure 3-7 is a comparison of Ettner et al. [7] results on gradient detonations and our results for 
the smooth tube. The final detonation velocities are comparable to ours. The final detonation 
velocity is shown to be ~2200 m/s in both investigations. The lack of complete agreement with 
the experiment is also shown to be similar in both cases. The volatility may be attributed to the 
varying composition in the experiments.  
 
Figure 3- 7: A comparison between Ettner et al. [7] and our smooth tube simulations.  
Figure 3-8 shows the impact of blockage ratio and chemical composition on the steady state 
velocity. The figure shows that detonation velocity decreases with the increase in the blockage 
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ratio. This may be due to the decrease in the open path as the blockage ratio rises. This can be 
explained as a kind of flame arrestor effect. As the diameter of passage decreases, there is 
increased turbulence but less detonation velocity due to a lowered passage area resulting in heat 
loss to the walls. 
 
Figure 3- 8: Impact of blockage ratio and composition on the steady state detonation velocity. 
Comparison with Kunetsov et al. [22]. 
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Figure 3-9 shows the time to detonation actualization for a smooth tube and a tube with a 
blockage ratio of 0.3 (the stoichiometric case from Figure 6). This figure shows that there is a 
decrease in the time for the onset of detonation for a tube with obstacles as compared to a smooth 




Figure 3- 9 : The impact of blockage ratio on the onset of detonation. Comparison of blockage 





3.5.1 Frame work (see also: Table 3-8) 
The LES model was used in this study. As our results indicate, the model managed to 
overcome some of the problems that arise due to the use of a relatively large mesh size. These 
problems include: lack of temporal fidelity, and the lack of proper resolution resulting in 
unreliable results. 
Unlike many authors who use simplified chemistry, we chose the Soave-Redlich-Kwong 
equation of state in conjunction with a detailed 21-step chemistry. This helped minimize the 
error for not using a fine mesh. Moreover, (Taylor et al. [4]) have pointed out that a finer mesh 
doesn’t necessarily result in a more accurate simulation. Chemistry matters a lot too. 
Finally, third order discretization was used whenever possible. This was thought to 
counteract the problems in accuracy that is intrinsic with a large mesh size. 
This simulation strategy was good because, physically, it revealed the relative importance 
of equivalence ratio and blockage ratio. A lower blockage ratio of coupled with a fairly fuel rich 
flame provides the most violent detonations. However, stoichiometric reactions are the fastest to 
achieve DDT. This result agrees with experiments. 
3.5.2 Simulations 
 In this chapter, we continue our discussion on our contribution to the research area by 
highlighting the following approaches taken: detailed chemistry (laminar finite rate) with the 
leading heat of reaction to tell us flame position; LES for accurate viscosity and transient 
instability determination; kinetic theory for property estimation; the use of both density based 
and pressure based solvers for strong pressure-velocity coupling; real gas effects due to high 
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pressures (20 to 50 bar), use of a coarse mesh (~2.5mm for flame thickness); axisymmetric tube 
due to 3D effects found in Ivanov et al. [9] and Machida et al. [23] for rectangular channels. 
One important fact that is listed in the previous paragraph is the use of detailed chemistry. Some 
authors, such as Boeck et al. [15], use the progress variable approach in their investigations. We 
choose not to. The Lewis number of one present in simulations by Boeck et al. [15] (9.3e-05 m) 
may become problematic for fuel rich mixtures due to the failure of its assumption of equal 
thermal and mass diffusivities. We further defend our use of detailed chemistry by stating that 
it’s more representative of what is happening in the experiments, especially those using smooth 
tubes, because the induction time becomes important for tubes where thermodynamic boundary 
layer interactions become important (Dzieminska and Hayashi [8]). Their mesh size is1micron 
near the wall to 3 microns in the x-direction. 
Emami et al. [17] contribute to the research area by studying the use of the thickened flame 
models, detailed chemistry with ISAT integration to reduce computational time. This is similar 
to what we do, except we don’t use the thickened flame approach. This decision is supported by 
the conclusions by Higgins et al. [24] who find that hot spot formation and development of DDT 
isn’t impacted by the thickened flame model. Theoretically and experimentally, flame 
acceleration in the slow flame propagation zone is attributed to flame folding and wrinkling; at 
high speeds, however, flame acceleration is attributed to repeated shock-flame interactions and 
the baroclinic vorticity. They show that the turbulent flame enters the thickened flame zone 
therefore the thickened flame model is used. They further find that, without obstacles, DDT is 
caused due to thermal-diffusive and Landau-Darrieus instabilities resulting in curved or 3D 
flames. Therefore, thermophysical properties and LES are critical. We estimate these properties 
from kinetic theory and use LES for turbulence. We use mixture averaged properties to estimate 
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thermal conductivities and viscosities. With obstacles, turbulent flow ahead of the flame front 
trigger hydrodynamic instabilities and can reduce run-off distances by orders of magnitude 
(Higgins et al. [24]). 
Further, there is an inability of single-step mechanisms that are used in many articles to correctly 
predict the induction length. Moreover, in the thickened flame approach reactions occur in the 
“thickened reaction zone” where the rate of reaction is more important than rate of mixing. 
Our motivation for using the coupled solver was due to findings by Xiao et al. [24] Their 
findings showed that there was an effect by pressure on the combustion dynamics and that a 
coupled solver was best for our investigation. 
Both Density Based and Pressure Based simulation strategies (Figure 3-2) used the LES model 
for turbulence. Comparing both simulation strategies to the experiment by Igra et al. [20], one 
quickly learns that it doesn’t matter which simulation framework that is used both will resolve 
the shock properly. These results further show that if there were reactions, both the edge leading 
into the cavity and the edge leading out of the cavity (respectively) would interact with the 
chemical species and lead to a reaction due to the formation of vortices around them. 
Figure 3-5 and 3-6 shows that the results are similar to the work by Shepherd; Both 
underestimates and overestimates of ours trend with the data by Shepherd. This means the 
density-based solution strategy was comparable with Schultz and Shepherd’s [14] data. From the 
data it can also be noted that there’s a general increase in detonation velocity as the mol % of 
hydrogen increases in the smooth tube. This means that the results agree with the expectation of 
increase in velocity due to the relatively low molecular mass of hydrogen. Further, since this an 
experiment with a smooth tube, our ultimate result of a detonation supports this solution 
framework as capable of predicting the detonation velocity of mixtures in a smooth tube. 
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In Figure 3-7it’s clear that DDT happens a lot slower for the gradient containing cases of Ettner 
et al. [7]. The relative lateness of the detonation to form for the lean mixture is in agreement with 
the expectations of thermodynamics; the amount of energy in the detonation is less due to the 
decrease in the amount of hydrogen in the mixture. Moreover, since the mixture is heavier, the 
detonation travels slower as would be expected. 
On the surface, Figure 3-8 only shows that the model framework used was appropriate for 
simulating experimental research on detonations. However, we can also add that there is a rise in 
the detonation velocity as the fraction of hydrogen in the domain rises. After a Mol percent of 
hydrogen of 40% the detonation velocity begins to drop. A thermodynamic analysis of this result 
shows that the detonation velocity is a strong function of the Mol percent of hydrogen. This 
would inform any commercial application of hydrogen as fuel. 
The final figure (Figure 3-9) reveals that the detonation velocity and onset of velocity are 
higher/faster respectively for the geometry with obstacles. This shows that the detonation is more 
prone to form in geometries with obstacles due to the interactions of the obstacles and the 
propagating flame. 
3.6 Conclusions 
We finish our report on the feasibility of a coarse mesh finite volume solver to reproduce 
experimental research on hydrogen-air mixture detonations by summarizing our findings.  
Shock cavity: At a mesh resolution of 1 mm, the numerically predicted strain rate contours 
matched the experimental Schlieren images at corresponding time instances. The adequacy of 
capturing the reflected shock wave indicated the potential to extend the study to reacting flow 
scenarios with obstacles where the reflecting shock waves drive the DDT. 
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For smooth tubes trends in detonation velocity as a function of equivalence ratio follow 
experimental observations. For BR tubes detonation velocities matched variations with 
equivalence ratios. The peak pressures matched experimental observations (Kuznetsov et al. 
[22].) Moreover, the solver nearly emulates experimental results by Igra et al. [20], Kuznetsov et 
al. [22], and Schultz and Shepherd et al. [14]. 
The results that are produced by Igra et al. [20] match our results using both the density-based 
and pressure-based approaches. This validation using a shock-tube geometry with a cavity allows 
us to be sure that the shock will be captured well with both simulation frameworks of density-
based and pressure-based algorithms. We then further study the impact of BR, BR = 0.3 and BR 
= 0, and equivalence ratio (0.5, 0.75, 1.0, 1.25 and 1.5) on the resulting detonation wave to study 
their influence on DDT. This is what is done by Kuznetsov et al. [22], Schultz and Shepherd [14] 
as well as Ettner et al. [7] collectively. Our stoichiometric velocities are ~2200 m/s. For leaner 
mixtures the velocities are lower but they rise for rich mixtures in a smooth tube and gradually 
rise then drop for rich mixture in obstacle including tubes. These results agree that the boundary 
conditions influence the ultimate steady state detonation velocities. 
The solver utilizes a 21-step detailed chemical mechanism, kinetic theory and the Soave-
Redlich-Kwong equation of state for closure. These models prove to be useful in the 
determination of pressure, temperature, density and velocities of the detonation waves. 
The 21-step detailed chemical mechanism coupled with kinetic theory provides an advantage 
over a general chemical mechanism because there are no simplifications that may cause wrong 
conclusions to be drawn. With these two models we are able to see the chemical pathways that 
are important in every stage of detonations. It also allows us to understand why the influence of 
radiation may be important on the results of a detonation. 
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Our turbulence model of choice is the LES (Large Eddy Simulation) model. Its 
application can be extended to other detonation scenarios that are large or complex. To this end, 
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Conclusions and Future Work 
Based on the results summarized in Chapters 2 and 3, the following conclusions can be 
drawn. 
i. Large Mesh Sizes in conjunction with accurate detailed chemistry models can provide 
reasonable predictions of deflagration, detonation characteristics involving hydrogen-
air/O2 mixtures. This enables extension of this study to large or more complex 
geometrical structures as well as inhomogeneous distribution of gas mixtures. 
ii. The Use of Detailed Chemistry and Real Gas Equation of States Improves the Fidelities of 
our Predictions: 
Despite the computational challenges and overhead, the use of a 21-step chemical reaction 
kinetics mechanism for hydrogen as well as a real gas equation of state-Soave-Redlich-
Kwong have merit due to the significant difference in the ability of some solvers to resolve 
detonations in non-stoichiometric mixtures. 
For the propagation of a spherical detonation wave, the effects of viscosity and radiative 
transfer were not significant.
 
iii. Tube Study-Chapter 3 
For the tube study we compared detonation velocities in a cylindrical tube with obstacles 
and without obstacles. The obstacle containing tube was the fastest to detonate and had a 
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higher detonation velocity. Blockage ratios of 0.3 and 0 were compared in this case. The 
data was trustworthy because it didn’t rely on a progress variable but used a detailed 
chemical mechanism. The progress variable method adopted by many authors assumed a 
Lewis number of one (equal diffusivities of mass and heat for all species). This would cause 
a problem in detonation scenarios where diffusivities of mass and heat can be different. 
With a comprehensive methodology for studying DDT in place, this study can be used to further 
research on detonations and inform future investigators on the salient features of DDT modeling. 
 
