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Mask-dependent cuing eﬀects, like those previously found in yes–no detection, were found in a task in which observers judged the
orientations of orthogonally-oriented Gabor patches presented at cued or uncued locations. Attentional cues enhanced sensitivity
for masked, but not unmasked, stimuli. Responses were faster to cued than to uncued stimuli, irrespective of masking. The dis-
tributions of response times and accuracy were well described by a diﬀusion process model of decision making. Mask-dependent
cuing was explained by an orienting model in which: (a) decisions are based on stable stimulus representations in visual short term
memory that determine the rate of evidence accumulation in the diﬀusion process; (b) inattention delays the entry of stimuli into
short term memory, and (c) masks limit the visual persistence of stimuli.
 2004 Elsevier Ltd. All rights reserved.1. Introduction
When an observer makes a psychophysical decision
about a weak, brieﬂy-presented stimulus, the time re-
quired to make the decision, as measured by the ob-
server’s response time (RT), may exceed the time for
which the stimulus is present by a factor of 10 or more.
For example, RTs to detect or identify stimuli exposed
for a few tens of milliseconds may be of the order of
several hundred milliseconds or longer, depending on
the diﬃculty of the task (Luce, 1986; Teichner & Krebs,
1972). During the time taken to make the decision, the
observer has access to a decaying stimulus trace, or
‘‘icon,’’ whose duration, as a function of the time since
stimulus oﬀset, depends on such factors as the back-
ground luminance of the display (Averbach & Sperling,
1960) and the spatial frequency composition of the
stimulus (Di Lollo & Woods, 1981). Under normal
viewing conditions, the icon may retain vestiges of
usable stimulus information for several hundred milli-
seconds or more, but if the display is masked by a
backward, pattern mask, the erasure of the icon is al-
most immediate (Turvey, 1973).* Corresponding author. Tel.: +61-3-8344-6343; fax: +61-3-9347-
6618.
E-mail address: philipls@unimelb.edu.au (P.L. Smith).
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doi:10.1016/j.visres.2004.01.002In this article, we ask the question: What is the
relationship between the physical stimulus trace and the
observer’s decision and how is this relationship aﬀected
by spatial attention? The fact that observers can render
accurate judgments about stimuli that are masked after
a few tens of milliseconds seems to imply that stimulus
information is preserved in some relatively durable form
that survives the destruction of the icon. Indeed, the
existence of such a durable, posticonic, visual short term
memory (VSTM) is well established (Phillips, 1974), as is
the role of spatial attention in the selective transfer of
stimulus information from the icon to VSTM (Sperling,
1960). Here we seek to investigate the relationship be-
tween attention and VSTM in simple psychophysical
decisions.
The models that give the most natural account of
accuracy and RT in simple decision tasks are sequential
sampling models. These models, which have been
developed during the last 40 years in mathematical
psychology, assume the representation of stimuli in the
visual system is noisy, as assumed in signal detection
theory (Green & Swets, 1966). As in signal detection
theory, the noise may be inherent in the stimulus itself,
or may reﬂect processes that are internal to the observer.
To make a decision about the presence or the identity of
a stimulus, successive samples of the noisy stimulus trace
are accumulated until a criterion amount of information
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accumulate this information is identiﬁed with the deci-
sion component of RT. Sequential sampling models
diﬀer from signal detection theory in that they assume
that the decision time depends on the information con-
tent of the sequence of noisy samples, whereas in signal
detection theory it does not.
This structure allows sequential sampling models to
predict two basic, but important, features of simple
decisions. First, mean RT and accuracy, considered as
functions of the stimulus condition, are negatively cor-
related (Pachella, 1974). As the diﬃculty of the decision
increases, accuracy decreases and RTs get longer. The
models predict negatively correlated speed and accuracy
because the rate of information accumulation depends
on the signal strength of the stimuli. As the signal
strength decreases, so too does the rate of information
accumulation, producing a decrease in accuracy and an
increase in RT. Second, observers are able to trade oﬀ
speed and accuracy and respond rapidly and inaccu-
rately, or slowly and accurately, as the task requires.
The models predict speed–accuracy tradeoﬀs because
decision criteria are assumed to be under the observer’s
control. By adopting low criteria, observers can respond
rapidly, on the basis of a small amount of information,
but at the expense of sacriﬁcing accuracy. By adopting
high criteria, they increase the amount of information
needed for a decision, resulting in higher accuracy, but
at the expense of longer RTs. Introductions to these
models may be found in Townsend and Ashby (1983)
and Luce (1986). A recent comparative analysis may be
found in Ratcliﬀ and Smith (in press).µ(t) a
z
0
+ +
DecisionEncoding VSTM(a)
µ
γ (t)
a
z
0
(t)
Gate
+ +X
Encoding Noise Decision Noise
DecisionEncoding(b)
Fig. 1. Stationary and nonstationary models. The noisy output of a
visual ﬁlter, lðtÞ, is accumulated by a sequential sampling decision
stage, which is represented as a diﬀusion process between absorbing
boundaries, 0 and a, starting at z at time t ¼ 0. (a) Stationary model.
The output of the encoding stage is admitted to VSTM by an attention
window, cðtÞ. The drift of the diﬀusion process is proportional to the
integral of the ﬁlter output over the attention window. (b) Nonsta-
tionary model. The drift of the diﬀusion process is proportional to the
product of the ﬁlter output, lðtÞ, and an attention gate, cðtÞ, that
determines the rate of information gain from attended and unattended
locations. In (a) the drift is constant over the course of a trial; in (b) it
is time-varying.1.1. Stationary and nonstationary decision models
Signal detection theory assumes that a decision is
based on a single sample of noisy stimulus information;
sequential sampling models assume it is based on a
sequence of noisy samples. This sequence is modelled
mathematically as a stochastic process––that is, as a
probabilistic process extended in time––whose statistics
depend on the stimulus encoding mechanisms and mo-
ment-by-moment ﬂuctuations in noise within the ob-
server. If this process is identiﬁed theoretically with the
decaying iconic trace, it is natural to model it as a
nonstationary process, that is, as a process whose mean,
and possibly also whose variance, change as a function
of time. The nonstationarity of the process reﬂects the
fact that the information extractable from the stimulus
decreases progressively with the decay of the icon.
However, as suggested previously, there is another
possibility. If the observer’s decision is not based di-
rectly on the decaying iconic trace, but on a durable
representation of the stimulus, computed during the
period of stimulus presentation and retained in VSTM,then the only changes that would be expected during the
course of the observer’s decision would be those asso-
ciated with moment-to-moment ﬂuctuations in internal
noise. Under these circumstances, it should be possible
to model the process as a stationary stochastic process,
that is, as one whose statistics do not change over time––
at least not during the period of a second or so needed to
make a decision.
Historically, most sequential sampling models have
assumed stationary stimulus representations (e.g., Ed-
wards, 1965; Laming, 1968; Link & Heath, 1975; Pike,
1966; Ratcliﬀ, 1978; Stone, 1960; Vickers, 1970), but
recently some researchers have investigated nonstation-
ary sequential sampling models (Diederich, 2003; Heath,
1992; Ratcliﬀ, 1980; Smith, 1995). Heath (1992) pro-
posed that the distributions of RT to brieﬂy-ﬂashed
stimuli could be described by a model that combined a
linear-ﬁlter stimulus encoding stage and a sequential
sampling decision stage. Smith (1995) proposed such a
model to account for the eﬀects of sustained and tran-
sient mechanisms on the distributions of simple RT. The
model also accounts for Bloch’s law and the diﬀerential
breakdown of Bloch’s law at long durations for high and
low spatial frequency stimuli (Smith, 1998a).
The distinction between stationary and nonstationary
decision models is illustrated in Fig. 1. In both kinds of
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by a time-varying encoding function, lðtÞ. When a
stimulus is presented brieﬂy with no mask, lðtÞ is iden-
tiﬁed with the information in the decaying iconic trace.
The information in lðtÞ, perturbed by noise, forms the
basis for the observer’s decision. As shown in the ﬁgure,
noise may enter the system either while the stimulus is
being encoded or while a decision is being made. The
key diﬀerence between the two kinds of models is that
the decision mechanism in the nonstationary model is
driven directly by the decaying iconic trace whereas in
the stationary model it is driven by the contents of
VSTM. In other words, in the nonstationary model the
encoding function and the decision mechanism are di-
rectly coupled whereas in the stationary model they are
separated by an intervening stage of VSTM.
A natural way to represent how a constant VSTM
trace is formed from a time-varying encoding function in
stationary models is via an attention window (e.g., Reeves
& Sperling, 1986; Shih & Sperling, 2003). The attention
window computes area under the encoding function (i.e.,
its integral) over a set of preceding time values. The
output of the window is proportional to this area and
determines the strength of the VSTM trace. The more
discriminable the stimulus, the greater the amplitude of
the encoding function, and the stronger the VSTM trace.
The attention-window formulation also expresses the
idea that entry into VSTM is selective. Relative to the
capacity of the icon, the capacity of VSTM is sharply
limited (Gegenfurtner & Sperling, 1993; Sperling, 1960),
so a selection mechanism is needed to resolve competi-
tion between stimuli whenever the number of stimuli in
the visual ﬁeld exceeds the capacity of VSTM.
Fig. 1 also depicts an analogous selection mechanism
for nonstationary models. In this attention gating model,
the rate at which information ﬂows from the encoding
stage to the decision mechanism is regulated by attention.
Information is accumulated rapidly from attended loca-
tions and slowly from unattended locations. For a given
stimulus, the accumulation rate depends jointly on the
gate and the encoding function, both of which may vary
with time. Elsewhere we have proposed a gated nonsta-
tionary model to explain attention cuing eﬀects in lumi-
nance detection (Smith, 2000a; Smith & Wolfgang, in
press; Smith, Wolfgang, & Sinclair, in press). Experi-
mental support for the model’s main assumption, that the
rate of information accumulation is aﬀected by attention,
was provided by Carrasco and McElree (2001).
The attention gate and attention window can be
contrasted with two more general mechanisms of
attention control that have been proposed in the litera-
ture, namely, attention orienting and attention gain. The
idea of attention orienting goes back to the ﬁlter theory
of Broadbent (1958) and, in vision, to the ‘‘spotlight’’
account of Posner (1978, 1980) and Posner, Snyder, and
Davidson (1980). Orienting models assume that, inorder to identify a stimulus, a central mechanism must
be shifted to the stimulus location. Beneﬁts occur when
attention is directed to the stimulus location before
stimulus presentation because the delay associated with
shifting the central mechanism is eliminated. Costs
occur when attention is allocated to the wrong location
because there is an additional delay in disengaging the
central mechanism before it can be reengaged elsewhere.
Dobkins and Bosworth (2001) recently proposed that
the attentional eﬀects in a dot motion task could be
explained by a model of this kind.
In contrast to attention-orienting models, gain models
assume that attention increases the signal-to-noise ratio
for stimuli at attended locations relative to that at un-
attended locations (e.g., Hawkins et al., 1990; Smith,
1998b). The increase in signal-to-noise ratio may be
conceived of as occurring either by a process of signal
enhancement or of noise reduction (Shiu & Pashler, 1994).
Signal enhancement is an attention-dependent increase in
the quality of stimulus information extracted from at-
tended locations (i.e., in the numerator of the signal-to-
noise ratio). Noise reduction is a decrease in the aggregate
amount of noise entering into the decision, whether from
the stimulus location or from elsewhere in the display (i.e.,
in the denominator of the signal-to-noise ratio). Evidence
for both kinds of mechanism have been reported in the
literature (e.g., Cameron, Tai, & Carrasco, 2002; Carr-
asco, Penpeci-Talgar, & Eckstein, 2000; Dosher & Lu,
2000; Foley & Schwarz, 1998; Lu & Dosher, 1998).
Orienting and gain mechanisms can be combined
with either stationary or nonstationary sequential sam-
pling models to produce plausible models for attentional
eﬀects in tasks in which both RT and accuracy are
measured. Orienting can be represented as a delay in the
opening of an attention window or gate and gain can be
represented as a change in its maximum amplitude. In
this article, we show that the RT distributions and
accuracy measures in a luminance discrimination task
are well described by a stationary model, both when
backwardly-masked and unmasked stimuli are used. We
interpret this as evidence that the perceptual basis of
observers’ psychophysical decisions are stable stimulus
representations in VSTM. We then show that the eﬀects
of attention in this task can be described by an orienting
model, in which the formation of stable VSTM traces
for unattended stimuli is delayed relative to those for
attended stimuli. When stimuli are masked, this leads to
a degradation of the information extracted from the
stimulus and a decrement in performance.2. Mask-dependent attentional cuing in visual signal
detection
Evidence for a fundamental relationship between
attention and visual masking has come from a number
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tution masking paradigms, stronger masking eﬀects are
obtained when the stimulus to be masked is unattended
(Enns & Di Lollo, 1997; Ramachandran & Cobb, 1995;
Tata, 2002). In detection, orientation discrimination,
and character recognition tasks, attentional beneﬁts are
typically larger when stimuli are backwardly masked
(Giesbrecht & Di Lollo, 1998; Kawahara, Di Lollo, &
Enns, 2001; Morgan, Ward, & Castet, 1998).
In visual signal detection, the idea that attention in-
creases the detectability of luminance stimuli only when
they are backwardly masked has provided an explana-
tion for the inconsistent results previously obtained in
this area. Whereas some studies have found that detec-
tion sensitivity is selectively increased for signals at
attended locations (Bashinski & Bacharach, 1980;
Downing, 1988; Hawkins et al., 1990; Luck et al., 1994;
M€uller & Humphreys, 1991; Smith, 1998b), others have
found either no eﬀect of attention or eﬀects that are
attributable to the eﬀects of uncertainty reduction alone
(Bonnel, Stein, & Bertucci, 1992; Davis, Kramer, &
Graham, 1983; Foley & Schwarz, 1998; Graham, Kra-
mer, & Haber, 1985; Lee, Koch, & Braun, 1997; M€uller
& Findlay, 1987; Palmer, 1994; Palmer, Ames, &
Lindsey, 1993; Shaw, 1984). Smith (2000a) pointed out
that with few exceptions (e.g., Carrasco et al., 2000; Lee
et al., 1997) studies ﬁnding increased detection sensi-
tivity for attended stimuli were performed with back-
wardly-masked displays, whereas those ﬁnding no
increase were performed without masks (see Smith,
2000a, Table 1). 1
Direct conﬁrmation of the hypothesis that masking is
the critical variable that distinguishes between these
studies was obtained by Smith (2000a), Smith and
Wolfgang (in press), and Smith et al. (in press). In these
studies the eﬀects of attention on the detectability of
masked and unmasked Gabor patch stimuli was inves-
tigated using a spatial cuing paradigm. To allow the
eﬀects of attention to be distinguished from those of
spatial uncertainty, stimuli were presented atop a su-
prathreshold luminance pedestal rather than directly
against a uniform ﬁeld. Because the location of the
pedestal was always clearly visible, irrespective of the
cue condition, this manipulation decoupled variations in
attention from variations in uncertainty about stimulus
location, thereby eliminating the latter as an inﬂuence
on performance.1 Lee et al. (1997) found no eﬀect of attentional load on the ability
to discriminate vertical from horizontal gratings that were masked
after 120 ms. However, their data showed no diﬀerences in the contrast
thresholds for the masked and unmasked versions of the task,
suggesting that, at the stimulus-mask asynchronies used, the masks
had no eﬀect on performance. The results of Carrasco et al. (2000) are
considered in Section 5.In addition, the studies used a display that contained
only a single stimulus that appeared at either a cued or a
miscued location. This allowed the eﬀects of the cue on
stimulus detectability to be distinguished from its eﬀects
on target selection. When a target stimulus is presented
among a background of distractors, cuing the target
location may beneﬁt performance by helping the ob-
server select the target from among the distractors by a
process of distractor exclusion (Lu & Dosher, 1998; Shiu
& Pashler, 1994). These eﬀects are often well described
by a multichannel signal detection model in which each
distractor or distractor feature acts as an independent
source of noise (Eckstein, Thomas, Palmer, Shimozaki,
& Steven, 2000; Foley & Schwarz, 1998; Palmer et al.,
1993). By using a display containing only a single
stimulus, the studies eliminated the possibility of a cuing
eﬀect caused by distractor exclusion.
In all three studies, mask-dependent cuing eﬀects were
found. When stimuli were masked by backward, pattern
masks, detection sensitivity (as measured by signal
detection d 0 or a related statistic) was greater for at-
tended than unattended stimuli. When stimuli were
presented without masks, detection sensitivity for at-
tended and unattended stimuli did not diﬀer. These
eﬀects have been obtained with a number of diﬀerent cue
conﬁgurations and stimulus manipulations.
Smith (2000a) and Smith and Wolfgang (in press)
explained the mask-dependent cuing eﬀect in single-
element displays using a nonstationary diﬀusion process
model like that shown in Fig. 1. Mask-dependent cuing
arises in this model from an interaction of two factors:
diﬀerences in the rates of information accumulation
from attended and unattended stimuli, and diﬀerences in
the visual persistence of masked and unmasked stimuli.
The model provides an account of the main psycho-
physical phenomena (mask-dependent cuing as a func-
tion of stimulus contrast and exposure duration), but it
relies on the assumed nonstationarity of the decision
process, that is, on the assumption that the decision
mechanism samples directly from a decaying perceptual
trace.
Contrary to the assumptions made by Smith (2000a)
and Smith and Wolfgang (in press), Ratcliﬀ and Rouder
(2000) found evidence against nonstationary decision
models in a letter discrimination task with backwardly-
masked stimuli. They pointed out that nonstationary
models predict an increase in RT distribution skewness
as stimulus discriminability is reduced that exceeds that
typically found in empirical data. This increase in
skewness arises because the decision mechanism is dri-
ven by the information in the decaying perceptual trace.
As the trace decays, the rate of information accumula-
tion progressively slows. If the trace decays completely
before the evidence needed for a response has been
accumulated, the decision mechanism samples noise
until a criterion amount of evidence has been attained.
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be otherwise because the decision mechanism is driven
only by noise, rather than by stimulus information, at
least for part of the decision time.
In this article, we investigate the eﬀects of attention
on the speed and accuracy of judgments about grat-
ing patch stimuli, like those used in previous studies
of mask-dependent cuing by Smith (2000a), Smith and
Wolfgang (in press), and Smith et al. (in press). Our
study diﬀers from previous studies of this kind in that
we measured both RT and accuracy for decisions about
near-threshold stimuli. Our aim in collecting data of
this kind was to obtain more detailed information
about the properties of the underlying attentional
mechanisms than can be obtained from accuracy mea-
sures alone.
Most studies of RT typically use suprathreshold
stimuli, whereas studies that use near-threshold stimuli
typically consider only accuracy data. Often, especially
when attention is manipulated, accuracy data are
interpreted using signal detection models. The data we
report show systematic dependencies of both RT and
accuracy on stimulus contrast, which signal detection
models cannot explain. Such data have a natural inter-
pretation within a sequential sampling framework, as we
show subsequently.3. Discrimination of orthogonal orientations: eﬀects of
cues and backward masks
Smith (2000a), Smith and Wolfgang (in press) and
Smith et al. (in press) found mask-dependent cuing
eﬀects using a yes–no (‘‘signal present’’/‘‘signal absent’’)
detection task. Here we used an easy discrimination
task, in which observers discriminated between hori-
zontal and vertical grating patches. Because contrast
thresholds in this task are indistinguishable from those
for yes–no judgments (Thomas & Gille, 1979), a number
of investigators have argued that it can be used as a
proxy for detection in studies of attention (Carrasco
et al., 2000; Lee et al., 1997). If so, it should yield similar
mask-dependent cuing eﬀects to those previously ob-
tained in yes–no tasks. We used orthogonal discrimi-
nation instead of yes–no detection in this study in order
to ascertain whether the two tasks were in fact func-
tionally equivalent, in the sense of producing similar
patterns of mask dependencies in a cuing paradigm. We
also wished to avoid the asymmetries in the distributions
of RT for the two responses that are often found in
yes–no tasks.
3.1. Method
Observers. Six paid undergraduate volunteers, all
with normal or corrected-to-normal vision served asobservers. Each observer served in a total of 20 experi-
mental sessions, each of around one hour duration,
preceded by 7–8 practice and calibration sessions.
Apparatus. Stimuli were presented on a 17 in. Sony
200PS monitor driven at a frame rate of 100 Hz by a
Cambridge Research Systems VSG 2/4 15-bit frame-
store housed in a Pentium computer. The display
response was linearized (gamma corrected) from mea-
surements made with a Pritchard PR8800 photometer.
Stimulus presentation and response recording were
controlled by software written in C++. The computer’s
clock chip was reprogrammed to tick in milliseconds to
allow accurate measurement of RT. Observers per-
formed the task in a dimly-lit laboratory at a viewing
distance of 50 cm. Viewing position was stabilized with a
chin rest.
Stimuli. The stimuli were circularly symmetrical, sine-
phase Gabor patches presented atop circular, 15%
contrast luminance pedestals, which were displayed on a
25 square, 30 cd/m2, uniform ﬁeld. The mathematical
form of the Gabor patch stimuli was as given by Gra-
ham (1989, p. 53). The sinusoid had a period of 6 pixels;
the Gaussian envelope had a space constant (full width
at half height) of 10 pixels, giving a bandwidth of 0.78
octaves. Viewed from 50 cm, the spatial frequency of the
sinusoid was 3.5 cycles/deg and the width of the Gabor
patch (half height) was 280. The diameter of the lumi-
nance pedestal was 1.47 (30 pixels). The backward
mask was a Gaussian vignetted checkerboard, consisting
of alternating 170 (6 pixels) squares whose contrasts were
modulated by a circularly symmetrical Gaussian vign-
ette with a space constant of 420 (15 pixels) and a peak
contrast, relative to the luminance of the pedestal of
95%. Examples of the stimuli and mask are shown in
Fig. 2.
The attentional cues consisted of four black corner
markers that identiﬁed the corners of a 1.8 square,
centered on the target location. The cues were ﬂashed
for 60 ms, at a cue–target stimulus onset asynchrony
(S0A) of 140 ms, and then extinguished. A pure exo-
genous (50% validity) cuing manipulation was used:
Stimuli appeared at the cued location and at uncued
locations with equal frequency.
On any trial there were three potential stimulus
locations, one cued and two uncued, located at an
angular separation of 120 on the circumference of an
imaginary 3.2 radius circle, centered on a ﬁxation cross.
On each trial, a randomly chosen angle a (0 < a6 360)
determined the position of the cued location. The pos-
sible uncued locations were at a 120, these locations
being chosen on uncued trials with equal frequency. This
display conﬁguration has the property that the two
possible uncued locations are equidistant from the cued
location and thus, according to a symmetrical model of
attentional gradient eﬀects, should receive equal pro-
cessing resources.
Fig. 2. Example stimuli. (Top to bottom) (a) Cue stimulus, (b) vertical
pedestal Gabor at cued location, (c) checkerboard backward mask, (d)
horizontal pedestal Gabor at uncued location. Cues were ﬂashed for 60
ms at a stimulus onset asynchrony of 140 ms. Stimuli were presented
for 60 ms and followed immediately by the mask on masked trials or
erased on unmasked trials.
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each consisting of 10 experimental sessions. In one
phase, observers discriminated the orientation of
masked, pedestal Gabors; in the other they performed
the same task without masks. Each session consisted of400 experimental trials, divided into 20 blocks of 20
trials. Stimuli were presented for 60 ms at ﬁve equally-
spaced contrasts, the values of which were chosen indi-
vidually for each observer during practice to produce a
range of performance that varied from near chance to
near perfect. Equal numbers of horizontal and vertical
stimuli, and cued and miscued stimuli, were presented at
each of the ﬁve levels of contrast, in random order, in
each session. On cued trials the stimulus was presented
at the previously cued location (a); on miscued trials it
was presented at one of the other two possible stimulus
locations (a 120). Because the time from cue onset to
stimulus oﬀset (200 ms) was too short to reﬁxate the
display (Robinson, 1965), eye movements were not
monitored.
Observers were instructed to try to perform the
task accurately but not to spend too much time on
each decision. They were told that their decision
times were being measured but that they should not
regard the task as an RT task. They were instructed to
maintain central ﬁxation during the course of each trial
but to use the cue to direct their attention to the cued
location.
Each trial began, after a 3 s intertrial interval, with
presentation of the ﬁxation cross, 1 s before the cue.
This served both as a warning signal and as an
instruction to the observer to maintain ﬁxation. In the
masked condition, the mask was presented at the end of
the 60 ms stimulus exposure period and remained on
until the observer responded; in the unmasked condition
the stimulus was erased at the end of the exposure per-
iod. The RT on each trial was measured as the time from
stimulus onset until the time at which the observer
pressed one of two microswitched response buttons to
indicate a decision. After each response, accuracy
feedback was provided auditorily using distinctive tones.
In addition, summary accuracy feedback was provided
at the end of each block on the visual display. No
feedback about RT was given during the course of a
session.3.2. Results
The proportions of correct responses to horizontal
and vertical stimuli, PHðCÞ and PVðCÞ, for each observer
in each stimulus condition were converted to d 0 sensi-
tivity measures using the formula
d 0 ¼ z½PHðCÞ þ z½PVðCÞﬃﬃﬃ
2
p ;
where z½ denotes the inverse normal (z-score) trans-
formation. The factor of
ﬃﬃﬃ
2
p
in the denominator of this
expression puts d 0 values obtained from a two-alterna-
tive forced-choice task onto the same scale as those
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1991). 2 The d 0 values and the associated mean response
times (MRT) were analyzed using a three-way Cue
(cued, miscued) ·Mask (masked, unmasked) ·Contrast
(ﬁve levels) repeated-measures analysis of variance. The
signiﬁcant results from this analysis are shown in Figs. 3
and 4. The abscissa values in Fig. 4 are averages across
observers of the contrast values used in the task.
As shown in Fig. 3, there was a signiﬁcant mask-
dependent cuing eﬀect for d 0, as reﬂected in the
Cue ·Mask interaction, F ð1; 5Þ ¼ 18:05, p < 0:001.
Attentional cues had no eﬀect on sensitivity for un-
masked stimuli, but signiﬁcantly increased sensitivity for
masked stimuli. The corresponding interaction for MRT
did not attain signiﬁcance, F ð1; 5Þ ¼ 5:53, n.s., although
there is some suggestion of an interaction in the plot.
However, there was a signiﬁcant main eﬀect of cue for
MRT, F ð1; 5Þ ¼ 11:37, p < 0:05, whereas the corre-
sponding main eﬀect for d 0 was not signiﬁcant,
F ð1; 5Þ ¼ 1:82, n.s. Taken together, these results show
that attentional cues have diﬀerent eﬀects on sensitivity
and RT: Cuing results in shorter MRTs, regardless of
whether stimuli are masked, but it increases sensitivity
only for masked stimuli.2 The
ﬃﬃﬃ
2
p
scaling relationship between yes–no performance and two-
alternative forced-choice performance is predicted by the Gaussian,
equal-variance signal detection model. We use it here only as a
conventional, summary measure of forced-choice performance, with-
out implying any commitment to the detailed assumptions of this
model.Fig. 4 shows the corresponding results for stimulus
contrast. There was a signiﬁcant Cue ·Mask ·Contrast
interaction for d 0, F ð4; 20Þ ¼ 4:11, p < 0:05. This reﬂects
a tendency for d 0 to grow more slowly with contrast for
masked than for unmasked stimuli, which, combined
with the diﬀerential eﬀect of cuing for masked and un-
masked stimuli, results in a three-way interaction. The
cuing eﬀect for masked stimuli in Fig. 4 represents an
average sensitivity advantage for cued stimuli of around
3–4 dB across the range of the psychometric function.
This agrees with the estimates for yes–no detection
found by Smith et al. (in press).
For MRT there was a signiﬁcant main eﬀect of con-
trast, F ð4; 20Þ ¼ 18:01, p < 0:001, and a signiﬁcant
Mask ·Contrast interaction, F ð4; 20Þ ¼ 4:72, p < 0:01.
As shown in Fig. 4, MRTs decreased systematically
from around 600 ms to around 500 ms with increasing
contrast, but this decrease was more pronounced with
unmasked stimuli.3.3. Individual observers
We also analyzed sensitivity and MRT on an ob-
server-by-observer basis to characterize the individual
diﬀerences in cuing eﬀects. These data are shown in Figs.
5 and 6. To quantify the cuing eﬀects for sensitivity,
Weibull functions were ﬁtted to the psychometric func-
tions for sensitivity for each observer (see Appendix A
for details). Two models were compared: a single-func-
tion model, in which the same Weibull function was
1304 P.L. Smith et al. / Vision Research 44 (2004) 1297–1320ﬁtted to the data for cued and miscued stimuli, and a
two-function model, in which the cued and miscued data
were ﬁtted separately. The smooth curves in Fig. 5 are
ﬁts of the latter model. The diﬀerence between the ﬁts
of the two-function and single-function models is a
measure of the magnitude of the cuing eﬀect for each
observer. The results of these ﬁts are summarized in
Table 1.
Under masked conditions, four observers (MS, FM,
LB and ST) showed signiﬁcant cuing beneﬁts; a ﬁfth
(EH) showed a marginally signiﬁcant eﬀect and the
remaining observer (IG) showed no eﬀect of any kind.
For unmasked stimuli, no observer showed any evidence
of a cuing beneﬁt. The unmasked data for one observer
(EH) were better ﬁtted by a two-function model than a
single-function model and the diﬀerence in the ﬁts for
two others (IG and ST) were near signiﬁcance. How-
ever, these eﬀects are due to small sensitivity reversals, in
which sensitivity for cued stimuli was slightly lower than
for miscued stimuli. These reversals are similar to those
found previously in yes–no detection (Smith, 2000a;
Smith & Wolfgang, in press; Smith et al., in press),Table 1
Cuing eﬀects for individual observers
Observer One-function model Two-functi
v2ð7Þ p v2ð6Þ
Detection sensitivity ðd 0Þ, Weibull function ﬁts
Masked
MS 15.95 0.03 8.16
FM 271.76 0 3.73
LB 140.67 0 12.41
IG 5.93 0.55 5.69
EH 13.85 0.05 10.44
ST 50.17 0 1.62
Unmasked
MS 9.07 0.25 6.71
FM 24.33 0 23.24
LB 9.50 0.29 8.89
IG 5.45 0.60 2.13
EH 16.53 0.02 10.56
ST 8.27 0.31 5.25
MRT, Pieron’s law ﬁts
v2ð8Þ p v2ð6Þ
Masked
MS 30.72 0 6.02
FM 95.25 0 3.26
LB 365.49 0 5.91
IG 236.51 0 10.12
EH 206.80 0 4.67
ST 275.29 0 7.78
Unmasked
MS 111.16 0 103.32
FM 61.88 0 15.49
LB 181.76 0 37.84
IG 66.79 0 22.35
EH 249.32 0 47.82
ST 111.47 0 20.75which we attributed to forward masking of the target by
the cue ðalthough see Smith and Wolfgang (in press), for
another possibilityÞ. The range of individual diﬀerences
in the cuing eﬀect is comparable to that found for
yes–no detection by Smith et al. (in press).
To quantify the eﬀects for MRT, a two-parameter
Pieron’s law function (Pieron, 1920; Pins & Bonnet,
2000) was ﬁtted to the MRTs for cued and miscued
stimuli for each observer (see Appendix A). As shown in
Fig. 6, Pieron’s law describes a power law decrease in
MRT with increasing stimulus intensity. As with sensi-
tivity, the cuing eﬀect was evaluated by comparing the
ﬁts of a one-function and a two-function model. These
ﬁts are summarized in Table 1.
For the masked data, MRT was well described for all
observers by a two-function model and in all cases this
model was signiﬁcantly better than a single-function
model. For the unmasked data, there is some evidence of
systematic departures from Pieron’s law although,
qualitatively, the model again captures the main features
of the data. (The diﬀerence in the ﬁt statistics for masked
and unmasked stimuli appears to be due mainly to dif-on model Diﬀerence
p Dv2ð1Þ p
0.23 7.79 0.01
0.71 268.03 0
0.05 128.26 0
0.46 0.23 0.63
0.11 3.41 0.06
0.95 48.55 0.00
0.35 2.36 0.12
0 1.09 0.30
0.18 0.60 0.44
0.91 3.32 0.07
0.10 5.96 0.01
0.51 3.02 0.08
p Dv2ð2Þ p
0.42 24.70 0
0.77 91.99 0
0.43 359.53 0
0.12 226.40 0
0.59 202.13 0
0.25 267.51 0
0 7.84 0.02
0.02 46.38 0
0 143.92 0
0 44.44 0
0 201.50 0
0 90.72 0
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Fig. 5. Eﬀects of cues on sensitivity ðd 0Þ for individual observers. Filled symbols masked stimuli; open symbols are unmasked stimuli. Triangles
are cued stimuli; squares are miscued stimuli. The continuous curves are Weibull function ﬁts (see Appendix A for details).
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rather than to any obvious diﬀerence in functional
form.) In all cases, however, a two-function model
provided a better account of the data than a single-
function model for all observers, although for observer
MS the diﬀerence is small. These results show that MRT
was faster for cued than for miscued stimuli for both
masked and unmasked stimuli, in agreement with the
previous analysis of group eﬀects.
3.4. Discussion
The mask-dependent cuing eﬀects found in this
experiment replicated those found by Smith (2000a),Smith and Wolfgang (in press), and Smith et al. (in
press) using a yes–no task with similar masks and
stimuli. The similar results for detection and discrimi-
nation of orthogonal orientations is consistent with the
assumption made by Lee et al. (1997) and Carrasco et al.
(2000) that this latter task may be used as a proxy for
detection. The results from both of these tasks are
consistent with other reports in the literature that sug-
gest a fundamental connection between spatial attention
and masking mechanisms. Smith (2000a) and Smith and
Wolfgang (in press) proposed a nonstationary model for
these eﬀects, in which masks interrupt stimulus pro-
cessing before the information needed for a response is
accumulated. This model assumes that the rate of
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1306 P.L. Smith et al. / Vision Research 44 (2004) 1297–1320information gain from attended locations is greater than
that from unattended locations so that masks depress
sensitivity for unattended stimuli disproportionately. In
the following section we propose a stationary model,
based on the properties of the RT distributions for this
task.
As well as ﬁnding mask-dependent cuing eﬀects for d 0
we also obtained a spatial cuing eﬀect in MRT. Such
eﬀects have been widely reported in the attention liter-
ature since they were ﬁrst described by Posner and
coworkers (Posner, 1978, 1980; Posner et al., 1980), but
they have typically been obtained using suprathreshold
stimuli in tasks in which the error rates are fairly low.
Our results show that similar eﬀects can be also obtained
in psychophysical judgments about near-thresholdstimuli. Importantly, however, the eﬀects of cues and
backward masks had diﬀerent eﬀects for d 0 and MRT.
Whereas cues enhanced detection sensitivity only for
masked stimuli, they had an unconditional eﬀect on
MRT: Responses were faster to cued than to miscued
stimuli, regardless of whether they were masked. The
diﬀerent patterns of eﬀects for cues and masks for d 0 and
MRT means they cannot be explained simply by
assuming that more diﬃcult judgments are made more
slowly. Rather, they must be explained by some other
mechanism.
The data in Figs. 4–6 show that d 0 and MRT both
varied systematically with stimulus contrast. Although
contrast dependencies in MRT have been studied
extensively (Pieron, 1920; Teichner & Krebs, 1972,
P.L. Smith et al. / Vision Research 44 (2004) 1297–1320 13071974), this has typically again been done in tasks using
suprathreshold stimuli, in which error rates have been
low (an exception is Pins & Bonnet, 2000). Our data
show a similar level of contrast dependency in judg-
ments about near-threshold stimuli. This ﬁnding is
important theoretically because decisions about such
stimuli are frequently modelled using signal detection
theory or related methods. However, signal detection
theory has no mechanism to account for RT or for the
joint dependence of accuracy and RT on stimulus con-
trast. We therefore attempt to provide an account of
these data within an alternative, sequential sampling
framework.3 The 0 < z < a parameterization of starting point and boundaries
is arbitrary. Because the Wiener process is translation invariant, it may
alternatively be parameterized to start at zero, with z and a z as
absorbing boundaries.4. A diﬀusion process model of mask-dependent cuing
eﬀects
Along with MRTs that decreased systematically with
stimulus contrast, the task yielded unimodal, positively-
skewed distributions of RTs, whose variance increased
with increasing MRT. Distributions of this kind are
typically obtained from tasks involving the detection or
discrimination of suprathreshold contrast stimuli and
have been successfully modelled using sequential sam-
pling models (e.g., Ratcliﬀ & Rouder, 1998, 2000; Smith,
1995; see also Luce, 1986, for a review). The similarity in
the distributions obtained from such tasks to those ob-
tained here suggests that such models could also explain
our data.
The organization of the remainder of this article is as
follows. First we show that the families of RT distri-
butions obtained from each of the four cue and mask
conditions are well described by a stationary sequential
sampling model. We then show that the changes in RT
distributions and accuracy as a function of cue and
mask conditions can be explained by an attention-ori-
enting version of this model, in which the entry of
stimuli into VSTM is delayed by inattention. The form
of this model was suggested by the estimated parameters
for ﬁts of the diﬀusion model to the individual condi-
tions. Finally, we show that the model’s ability to ac-
count for the combined set of experimental data is not
improved by the introduction of nonstationarity into the
accumulation process.
4.1. The diﬀusion model of two-choice RT
The model we used to ﬁt the empirical RT distribu-
tions and accuracy data was the Wiener diﬀusion model
of Ratcliﬀ (1978, 1981) and Ratcliﬀ, Van Zandt, and
McKoon (1999). In a recent evaluation of sequential
sampling models, Ratcliﬀ and Smith (in press) showed
this model did as well or better than its competitors at
predicting RT distributions and accuracy in a number of
experimental tasks, and typically did so with greatereconomy of parameters. Mathematically, the diﬀusion
process is a continuous-time version of a random walk
and the model itself is a successor to early random walk
models of two-choice decisions proposed by Stone
(1960), Edwards (1965), Laming (1968), Link and Heath
(1975) and Link (1978). The random walks are one of
two main classes of sequential sampling model that have
been studied in the mathematical psychology literature,
the other being counter, or accumulator models (Pike,
1966; Smith & Vickers, 1988; Townsend & Ashby, 1983;
Usher & McClelland, 2001; Vickers, 1970).
In random walk models, the observer’s decision is
based on a sequence of noisy observations of a stimulus
process, each of which can take on positive or negative
values. To make a decision, successive observations of
the stimulus process are sampled and summed until a
criterion positive or negative value is obtained. If the
ﬁrst criterion obtained is positive the observer makes
one response; if it is negative the observer makes the
other response. To model performance in an orientation
discrimination task with a random walk model, the se-
quence of observations is identiﬁed with the moment-by-
moment diﬀerences in the outputs of noise-perturbed
horizontal and vertical ﬁlters.
In the diﬀusion process model, information accumu-
lates in continuous time from a stimulus representation
that is continuously perturbed by white noise (i.e.,
broad-spectrum Gaussian noise). The main features of
the model are shown in Fig. 7. The accumulated infor-
mation on any trial is represented by a continuous, but
highly irregular sample path, whose mean and variance
are both linear functions of time. This path is described
by two parameters, the drift, n and the diﬀusion coeﬃ-
cient, s2. The drift determines the average rate of increase
(or decrease) of the sample path; the diﬀusion coeﬃcient
determines the magnitude of the random ﬂuctuations
of individual sample paths around the average path.
In the model, the drift describes the quality of the en-
coded stimulus information and the diﬀusion coeﬃcient
describes noise within the observer. For given values of
the drift and the diﬀusion coeﬃcient, the population of
sample paths as a function of time, t, has mean nt and
variance s2t, when the process is not constrained by
absorbing boundaries.
On any trial the process begins at time t ¼ 0 at a value
of z, which is located between two absorbing boundaries
located at 0 and a. The boundaries represent criterion
amounts of information needed for positive and nega-
tive responses. 3 On presentation of (say) a vertical
stimulus the process begins to drift in an upward
direction at a rate that depends on the stimulus contrast.
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Fig. 7. Parameters of the diﬀusion model. Information accumulation begins at time t ¼ 0 and starting point z. The process drifts towards one of two
absorbing boundaries at 0 and a at a rate n that depends on the encoded stimulus information. For a given value of stimulus contrast, n is normally
distributed with mean v and standard deviation g. The variability of individual sample paths around the average path, nt, depends on the diﬀusion
coeﬃcient, s2. The RT on any trial depends on the time at which the sample path ﬁrst crosses one of the two absorbing boundaries. The nondecision
component of RT is Ter.
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reaches a, at which point the observer responds ‘‘verti-
cal.’’ Because of random variations in the accumulation
process, however, on some proportion of trials the
process will cross the boundary at 0 before it is reaches
the boundary at a. On these trials the observer incor-
rectly responds ‘‘horizontal.’’ The situation is the same
when a horizontal stimulus is presented, except that the
drift of the process is now in a downward direction. In
general, errors are more likely to occur when the drift
rate is small, or when the separation between the
boundaries is small––as occurs when the observer is
trying to respond rapidly––or when the starting point, z,
is biased towards the incorrect response boundary. The
latter may occur when the prior probabilities of the two
kinds of stimulus are unequal and the observer elects to
make the two responses based on diﬀerent amounts of
evidence. All of these conditions increase the probability
that the ﬁrst boundary crossed by the process is the
wrong one and the decision is incorrect.
The decision time component of RT is identiﬁed in
the model with the ﬁrst passage time of the process, that
is, the time at which the process ﬁrst reaches one or
other absorbing barrier. Mathematically, the predicted
distributions of decision times are given by the distri-butions of ﬁrst passage times of the diﬀusion process
through the upper and lower barriers. For stationary
models like the one considered here, these distributions
may be obtained using either partial diﬀerential equa-
tion methods or numerical integral equation methods
(see Ratcliﬀ, 1978; Ratcliﬀ & Smith, in press; Smith,
2000b, for detailed accounts).
An important feature of Ratcliﬀ’s diﬀusion model is
that the stochastic process representing the encoded
stimulus is perturbed by two sources of noise, one
varying moment-to-moment and the other varying trial-
to-trial. In applications of the model to psychophysical
data, these two sources of noise correspond, respec-
tively, to the decision noise and encoding noise in Fig. 1.
The decision noise, as just discussed, may be viewed as
arising from noise within the observer, and has variance
s2. In addition, the drift, n, which represents the encoded
stimulus information, is assumed to vary randomly from
trial to trial for any ﬁxed level of stimulus contrast,
because of random variations in the eﬃciency of visual
transduction and encoding. In the model, drift is as-
sumed to be normally distributed with mean v and
variance g2, that is, n  Nðv; gÞ. In many applications of
the model, including the one described here, it suﬃces to
assume that the two kinds of stimuli have equal and
P.L. Smith et al. / Vision Research 44 (2004) 1297–1320 1309opposite eﬀects on the distributions of drift. That is, if
nV, the drift on trials on which a vertical stimulus is
presented is distributed as Nðv; gÞ, then nH  Nðv; gÞ.
The inclusion of drift variance in the model serves
two important functions. First, it allows the model to
predict that correct responses will be made, on average,
more rapidly than errors. This relationship is typically
found in tasks in which stimulus discriminability is low
and accuracy of responding is stressed (see Swensson,
1972, Vickers, 1980, and Wilding, 1971, for reviews; also
Luce, 1986, Chap. 6). In addition, it ensures that
observers cannot attain arbitrarily high levels of accu-
racy by using widely-spaced absorbing boundaries and
trading accuracy for speed. Because drift in the model is
normally distributed, on some proportion of trials the
encoded stimulus information will be such that the sign
of the drift is wrong (i.e., will be negative when a vertical
stimulus is presented, or vice versa). On such trials the
process is more likely to terminate at the error bound-
ary than the correct response boundary, regardless of
boundary separation. This imposes a limit on the ob-
server’s ability to trade speed for accuracy, and means
that some proportion of responses will inevitably be
made incorrectly when the task is diﬃcult, regardless of
the observer’s decision strategy.
Fig. 7 shows the parameters that must be estimated to
ﬁt the diﬀusion model to data. As well as those already
described, the nondecisional components of RT are
amalgamated into a single quantity, denoted Ter (time
for encoding and response). In early applications of the
model this time was treated as a constant, but recently it
has been found that the model yields better ﬁts to the
leading edge of RT distributions if the nondecisional
component of RT is treated as a random variable (see
Ratcliﬀ & Tuerlinckx, 2002, for a discussion). Because
the variance of this component is assumed to be small
relative to the variance of the decision times, however,
its precise distributional form has a negligible eﬀect on
the shape of the predicted distributions of RTs. For
computational reasons, it is convenient to treat it as
uniformly distributed with mean Ter and range st.
Finally, the starting point of the process, z, may be
assumed to vary randomly with range sz. The intro-
duction of starting point variability into the model al-
lows it to predict fast errors, that is, error responses that
are faster than correct responses. Fast errors are often
found in tasks in which accuracy is high and speed of
responding is stressed (Swensson, 1972; Wilding, 1971).
Laming (1968) proposed that such variability might
arise because of the observer’s temporal uncertainty
about stimulus onset. As a result, when speed of
responding is stressed, perceptual sampling may begin
prematurely and the decision process will accumulate
noise from the pre-exposure ﬁeld. Laming showed that a
random walk model with starting point variability could
predict the fast errors obtained experimentally fromspeeded responses to suprathreshold stimuli. In the
present application, however, in which errors were
slower than correct responses, the ﬁt of the model was
not improved by introducing variability of this kind.
Consequently, the parameter sz plays no further role in
subsequent discussion.
Like other sequential sampling models, the parame-
ters of the diﬀusion process model are identiﬁed only to
the level of a ratio; that is, they may be multiplied by a
constant without aﬀecting any of the model’s predic-
tions. It is therefore customary in such models to treat
the diﬀusion coeﬃcient as a fundamental scaling
parameter of the model and express other parameters in
units of s. Some investigators, in recognition of the
diﬀusion coeﬃcient’s role as a scaling parameter, choose
to set it to unity. Here, however, we follow the con-
vention used in previous articles by Ratcliﬀ and set
s ¼ 0:1 so that the estimated parameters are comparable
with those reported elsewhere.
4.2. Unconstrained ﬁts of the model
As a ﬁrst step, we sought to ascertain whether the
diﬀusion model could ﬁt the sets of RT distributions
from each of the four Cue ·Mask conditions separately.
We refer to these ﬁts as ‘‘unconstrained’’ because they
made no attempt to explain why performance changes
across the four conditions as a function of attentional
cues or backward masks. Rather, our goal was simply to
ascertain whether a stationary decision model could
provide a reasonable account of the empirical RT dis-
tributions. Subsequently, we use the estimated parame-
ters from these ﬁts to develop a theoretical model of how
cues and masks inﬂuence performance.
The procedure we used to ﬁt the diﬀusion model was
essentially that described by Ratcliﬀ and Smith (in press)
and Ratcliﬀ and Tuerlinckx (2002). Initially, we ﬁtted
the model to group data obtained by averaging the
quantiles of RT distributions for each condition across
observers. Parameter estimates obtained by ﬁtting the
model to quantile-averaged data show reasonable agree-
ment with the average of parameters obtained by ﬁt-
ting the model to individual observers (e.g., Ratcliﬀ,
Thapar, & McKoon, 2003). Denoting the RT in any
condition by T , the ith distributional quantile, QðiÞ, is
deﬁned by
P ½T 6QðiÞ ¼ qi:
That is, QðiÞ is the inverse probability transformation of
the conditional RT distribution function. It is that value
of time such that the proportion of the distribution’s
mass falling below QðiÞ is qi. In direct rather than inverse
terms, qi is the fraction of responses in the distribution
that are faster than QðiÞ.
We used the quantile set qi 2 f0:1; 0:3; 0:5; 0:7; 0:9g in
our evaluation. Previous ﬁts of the model have shown
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resolution and stability: It suﬃces to resolve the main
features of a distribution’s shape but is relatively
insensitive to artifacts in the leading and trailing edges
of the distribution in the data for individual observers
(Ratcliﬀ & Smith, in press; Ratcliﬀ & Tuerlinckx, 2002).
For each distribution of correct responses and errors at
each of the ﬁve contrast levels, the corresponding
quantiles of the empirical RT distributions were aver-
aged across observers and across horizontal and vertical
stimuli. Group accuracy measures were obtained by
averaging the proportions of correct responses at each
contrast level across stimulus orientations and observ-
ers. This resulted in 10 group RT distributions (i.e., a
correct and an error distribution for each contrast level)
and their associated response probabilities for each cell
of the Cue ·Mask design.
To ﬁt the model, the G2 statistic (i.e., the likelihood
ratio chi-square) was minimized iteratively using the
Nelder–Mead Simplex algorithm (Nelder & Mead,
1965), using the empirical RT quantiles as bounds to
group the data into bins (see Appendix A for details).
The sample size used in calculating G2 was 2000 (i.e., 400
observations per contrast condition), the number of
trials obtained from each observer in each cell of the
Cue ·Mask design. This is consistent with our inter-
pretation of G2 as assessing the ﬁt of the model to an
‘‘average observer.’’ Each such G2 is based on 55 degrees
of freedom and so, formally at least, may be tested for
signiﬁcance against a chi-square distribution with
55 m degrees of freedom, where m is the number of
free parameters in the model. As these statistics were
based on quantile averages rather than independent
observations, however, we do not attach strong proba-
bility interpretations to them, and we report the asso-
ciated p values for reference purposes only. Instead, we
focus on the model’s ability to capture the shapes of the
empirical RT distributions and response probabilities as
a function of contrast. Subsequently, to allow ﬁts based
on diﬀerent numbers of parameters to be compared, we
also report a penalized likelihood statistic, the BayesianTable 2
Unconstrained diﬀusion model parameters and ﬁt statistics
Drift estimates v1 v2
Unmasked, cued 0.0412 0.1410
Unmasked, miscued 0.0439 0.1781
Masked, cued 0.1026 0.2668
Masked, miscued 0.0919 0.2376
Other parameters a g
Unmasked, cued 0.0997 0.1728
Unmasked, miscued 0.1041 0.2228
Masked, cued 0.1189 0.2196
Masked, miscued 0.1263 0.3294
Note. The starting point for each condition, z, was set equal to a=2; sz was sInformation Criterion, or BIC (Schwarz, 1978), which,
for binned data, may be deﬁned as
BIC ¼ G2 þ m logN ;
where m again denotes the number of free parameters in
the model and N is the total number of observations on
which G2 was based. The BIC penalizes a model for its
number of free parameters in a sample-size-dependent
way. For a set of competing models, the model that is
chosen as the best is the one with the smallest BIC.
Fig. 8 shows ﬁts of the diﬀusion model to each of the
four conditions of the experiment; Table 2 gives the
associated ﬁt statistics and estimated parameters.
The ﬁts are shown in the form of quantile-probabilityv3 v4 v5
0.2879 0.4223 0.5225
0.3725 0.4875 0.5864
0.3631 0.4319 0.4759
0.3488 0.3863 0.4414
Ter st G2ð46Þ
0.3262 0.0983 34.04
0.3351 0.1406 47.95
0.2996 0.1284 27.50
0.3095 0.1850 46.31
et to zero.
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served RT distributions are plotted against their asso-
ciated response probabilities on the abscissa. That is, if
p1 < p2 <    < p5 are the observed probabilities of a
correct response at each of ﬁve, increasing levels of
contrast, then the quantiles of the correct response and
error distributions for the lowest level of contrast are
plotted against p1 and 1 p1, respectively. Those for the
next lowest contrast are plotted against p2 and 1 p2,
and those for the highest contrast are plotted against p5
and 1 p5. The innermost pair of distributions in the
plot are therefore from the lowest level of contrast; the
outermost pair are from the highest level. The shapes of
the RT distributions are expressed in the plot by the
vertical separations between adjacent pairs of quantiles.
The quantile-probability plot provides a way to rep-
resent the ﬁt of the model to the RT distributions and to
the associated response probabilities in a single, para-
metric plot. It also allows salient features of the data to
be clearly depicted, such as how the shapes of the RT
distributions change with stimulus contrast and how
correct and error RTs are ordered relative to each other
(Ratcliﬀ & Smith, in press; Ratcliﬀ & Tuerlinckx, 2002).
As may be seen from Fig. 8 and from the ﬁt statistics
in Table 2, the model provides a good description of the
families of RT distributions obtained in this task. It
predicts the unimodal, positively-skewed shapes of the
distributions; it predicts the way these shapes change as
a function of contrast, and it predicts that error re-
sponses are slower than correct responses at each level
of contrast. (This last feature is reﬂected in the overall
tendency of the plot to slope upwards, right to left.)
Moreover, it does so with only a single parameter, the
mean drift, v, varying with contrast. There are some
minor discrepancies in ﬁt apparent in the 0.9 quantile
for some conditions, but this quantile is estimated
empirically with comparatively low reliability. (In gen-
eral, errors of estimate within the plot increase from
right to left and from bottom to top, so that the largest
errors of estimate are associated with the 0.9 quantile
for error responses to high contrast stimuli. See Ratcliﬀ
and Tuerlinckx (2002), for graphical illustration of this
point.)
The important result from these ﬁts is that they show
that the distributions of RT, and the associated accuracy
values, are well described by a stationary decision
model, even when the stimulus icon is erased after 60 ms
by a backward mask. Although responding was slower
with masked presentation and the RT distributions were
more variable and more skewed, the distributions for
both masked and unmasked stimuli could all be ex-
plained by a model in which there was no decay in
eﬀective stimulus information during the time taken to
make a decision. Estimates of Ter, the mean nondeci-
sional component of RT, were of the order of 300 ms in
each of the four conditions. This implies that observersrequired anywhere between 100 and 700 ms to accu-
mulate suﬃcient information to make a decision,
depending on stimulus contrast and the quality of the
encoded stimulus information available on a given
experimental trial. The ﬁts of the diﬀusion model imply
that the observer’s stimulus representations remained
stable during this time. We interpret this result as
implying that the observers’ decisions are based on
stable stimulus representations in VSTM.
The estimated model parameters in Table 2 show the
following features: The separation of the absorbing
boundaries (a) are somewhat higher under masked than
unmasked conditions (i.e., observers use higher decision
criteria when identifying masked stimuli). Mean drift
rates (v) increase systematically with contrast and span a
larger range of values for unmasked than for masked
conditions. The relationship with cuing is less consistent.
There is some tendency for the drift rates to be larger for
cued than for miscued stimuli in the masked condition,
but the pattern is reversed under unmasked conditions.
(The latter is likely to reﬂect estimation artifact of some
kind, rather than to be a real property of the underlying
process.) Drift variance ðg2Þ increases with miscuing and
with masking. The nondecisional component of RT, Ter,
also increases with miscuing, as does its variability, st.4.3. An attention-orienting model of diﬀusion process drift
A simple model, consistent with these parameters and
with the evidence for the stationarity of the decision
process, is shown in Fig. 9a. The model is a formaliza-
tion of the attention-window model described in Section
1. It assumes that drift in the diﬀusion process depends
on the quality of the stimulus information represented
in VSTM. Access to VSTM is controlled by an atten-
tion window, cðtÞ, that admits, or ‘‘latches’’ a visually-
encoded stimulus into VSTM. Mathematically, this
operation is represented by taking an inner product of
the stimulus waveform and the attention window,
v ¼
Z tgþw
tg
lðtÞcðtÞdt;
where tg is the time at which the attention window opens
and w is its width. This operation results in the forma-
tion of a stable stimulus representation in VSTM whose
value is equal to the portion of the stimulus waveform
falling within the window. We identify the mean drift
of the diﬀusion process with this value.
To explain the mask-dependent cuing eﬀects, we
make two assumptions. First, the time at which the
attention window opens, tg, is delayed for unattended
stimuli, relative to attended stimuli. This delay reﬂects
the time taken to orient to the stimulus. Second, the
physical stimulus trace, or icon, persists for some time
after stimulus oﬀset when stimuli are unmasked, but is
Fig. 9. (a) Attention-window model. The strength of the VSTM trace
is equal to the proportion of the encoded stimulus, lðtÞ, that falls
within the attention window, cðtÞ. The drift of the diﬀusion process, v,
is proportional to the strength of the VSTM trace. The integral of
lðtÞcðtÞ over the window is denoted by R. (b) Assumptions used to
model mask-dependent cuing. Miscuing delays the entry of the stim-
ulus into VSTM. When the stimulus is unmasked, the decay of the
perceptual trace is negligible relative to the miscuing delay (estimated
to be 16 ms). The values of v for cued and miscued stimuli (the shaded
regions) are therefore the same. When the stimulus is masked, the
suppression of the perceptual trace by the mask is virtually immediate.
Values of v are therefore reduced in proportion to the miscuing delay.
4 We used the Naka-Rushton function here as a convenient and
ﬂexible way to represent the relationship between contrast and mean
drift. Potentially, other functional forms may characterize this
relationship equally well. We have not explored this possibility as it
is incidental to the main purpose of the article.
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is also made in the nonstationary model of Smith and
Wolfgang (in press), but here we use it in a diﬀerent way
to develop a stationary model.
The implications of these assumptions are depicted,
in a highly simpliﬁed way, in Fig. 9b. In this ﬁgure, the
stimulus waveform, lðtÞ, is assumed to be constant for
the duration of the stimulus. When stimuli are un-
masked, the stimulus information persists, with negli-
gible decay, for some period after stimulus oﬀset. When
stimuli are masked, the stimulus is suppressed by the
mask almost immediately. The eﬀect of a delay in the
opening of the attentional window will have little eﬀect
with unmasked stimuli, because the window computes a
value of drift from the information in the icon, which
decays relatively slowly. When stimuli are masked,
however, the eﬀect of a delay will be appreciable, be-
cause the rapid suppression of the stimulus by the mask
reduces the amount of the physical stimulus trace that
falls within the window. We also considered the possi-
bility, suggested by the estimated parameters in Table 2,that masking increases drift variance because noise from
the mask is integrated into the attention window. These
assumptions lead to the prediction of reduced drift for
masked, unattended stimuli, increased Ter for unat-
tended stimuli and possibly also increased drift variance
for both masked stimuli and unattended stimuli.
Table 3 lists the parameters that were estimated to ﬁt
the attention-window model to all four conditions of the
Cue ·Mask design simultaneously (i.e., 40 diﬀerent RT
distributions). In the model, the amplitudes of the
stimulus waveforms, lðtÞ, depend on contrast. To re-
duce the number of free parameters, the amplitudes, ai,
were assumed to be related to contrast, c, by a Naka-
Rushton function
ai ¼ A c
q
i
cqi þ cq0:5
 
; i ¼ 1; 2; . . . ; 10:
This allowed the eﬀects of 10 free drift parameters (5
each for masked and unmasked stimuli) to be repre-
sented by three Naka-Rushton parameters: a saturation
and a semisaturation constant (A and c0:5, respectively),
and a shape parameter, q. A relationship of this form is
often assumed in models of contrast transduction and
gain control (e.g., Foley, 1994). 4
Clearly, more elaborate assumptions could be made
about the shape of the stimulus waveforms and atten-
tion window in Fig. 9 by identifying them with the
outputs of early visual ﬁlters and ascribing the appro-
priate smooth dynamics to them (cf. Sperling &
Weichselgartner, 1995). Indeed, the nonstationary
models of Smith (1995) and Smith and Wolfgang (in
press) were developed in this way, in part because the
integral equation-techniques used to derive predictions
require smoothness assumptions of this kind. Here,
however, such elaboration is unnecessary, because the
product lðtÞcðtÞ is integrated twice to obtain predictions:
once to obtain the drift and once to derive the ﬁrst
passage time statistics. Consequently, the eﬀect of the
precise shapes assumed for cðtÞ and lðtÞ on the predic-
tions will be minimal. Because drift depends on the
integral of the stimulus waveform within the attention
window, the parameters A and w may trade oﬀ to pro-
duce the same value of drift, making them diﬃcult to
identify individually. Preliminary ﬁts conﬁrmed this, at
least for a range of theoretically-plausible values of w, of
around 60–100 ms, as suggested by typical estimates of
the perceptual integration time in Bloch’s law (Smith,
1998a; Watson, 1986). We therefore set w equal to the
stimulus duration of 60 ms.
Table 3
Attention-window model parameters
Parameter Group Individual (M) Individual (SD)
Boundary separation (a)
aðuÞ Unmasked 0.099 0.099 0.012
aðmÞ Masked 0.131 0.130 0.046
Drift standard deviation (g)
gðuÞ Unmasked 0.157 0.126 0.048
gðmÞ Masked 0.376 0.299 0.090
Nondecisional time (Ter)
Terðu; cÞ Unmasked, cued 0.320 0.322 0.025
Terðu;mÞ Unmasked, miscued 0.336 0.335 0.029
Terðm; cÞ Masked, cued 0.296 0.296 0.028
Terðm;mÞ Masked, miscued 0.312a 0.310a 0.031
Nondecisional time variability (range) (st)
stðu; cÞ Unmasked, cued 0.104 0.100 0.016
stðu; cÞ Unmasked, miscued 0.129 0.122 0.010
stðu; cÞ Masked, cued 0.163 0.150 0.023
stðu; cÞ Masked, miscued 0.188 0.172 0.039
Naka-Rushton drift parameters
A Saturation constant 0.709 0.642 0.174
c0:5 Semisaturation constant 0.071 0.067 0.010
q Shape 2.333 2.527 0.392
a The value of Terðm;mÞ was set equal to Terðm; cÞ þ ½Terðu;mÞ  Terðu; cÞ to constrain the miscuing delay to be equal for masked and unmasked
stimuli. This delay determined the magnitude of the drift reduction for masked, miscued stimuli.
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Fig. 10. Fits of the attention-window model. The mean drift of the
diﬀusion process is determined by a single Naka-Rushton function for
all four conditions. Diﬀerences in drift between cued and miscued
conditions are determined solely by diﬀerences in, tg, the time at which
the attention window opens. Diﬀerences in Ter and st aﬀect the loca-
tions and leading edges of the distributions but have a negligible eﬀect
on their shape.
P.L. Smith et al. / Vision Research 44 (2004) 1297–1320 1313Qualitatively, the attention-window model provides
almost as good a description of the data as does the
unconstrained model (Fig. 10), and does so with many
fewer parameters (14 vs. 36). The goodness-of-ﬁt sta-
tistics for the two models were G2ð184Þ ¼ 155:81, p ¼
0:93, for the unconstrained model and G2ð206Þ ¼
202:85, p ¼ 0:55, for the attention-window model. (The
value for the unconstrained model was obtained by
summing G2 values across conditions.) Although the ﬁt
statistic for the attention-window model is around 30%
larger than that for the unconstrained model, the
ordering of the BIC values, which impose a penalty for
model freedom, was reversed (BIC¼ 429.34 for the
unconstrained model and BIC¼ 328.70 for the atten-
tion-window model). According to this criterion, of the
two models, the attention-window model provides the
more parsimonious account of the data.
As may be seen from Table 3, the attention-window
model provided a good description of the data under the
assumption that boundary separations and drift vari-
ance are both increased by masking but are unaﬀected
by attention. Allowing the boundary separation to vary
with attention did not improve the ﬁt. Contrary to our
expectations and to the results of the ﬁts in Table 2, the
ﬁt of the attention-window model was not improved by
assuming that drift variance increased with both inat-
tention and masking. Rather the mask-dependent cuing
eﬀect was explained by a selective reduction in mean
drift for masked, miscued stimuli. The model attributesthis reduction to the extra time needed to orient atten-
tion, resulting in a delay in the formation of the VSTM
Table 4
Attention-window model ﬁt statistics for individual observers
Observer Unconstrained model Attention-window model
G2ð184Þ BIC G2ð206Þ BIC
MS 531.16 834.71 616.02 752.72
FM 407.76 710.77 641.33 765.38
LB 359.91 663.93 495.50 617.46
IG 622.32 923.77 681.08 805.26
EH 409.54 712.95 482.93 608.64
ST 317.37 621.40 433.00 558.08
Note. The upper 5% points for the G2 statistic with 184 and 206 degrees of freedom are 216.7 and 240.5, respectively.
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ms, manifests itself as an increase in the mean and
variance of the nondecision component of RT, with no
eﬀect on accuracy. For masked stimuli, the delay re-
sulted in a reduction in eﬀective stimulus information
to around 72% of its value for cued stimuli.
4.4. Individual observers
To check whether these conclusions were consistent
with eﬀects at the individual observer level, we reﬁtted
the unconstrained model and the attention-window
model to the data for each observer (Tables 2 and 4 and
Fig. 11). The individual quantile-probability plots are
noisier than are the group plots, particularly the error
distributions for high-contrast stimuli, which reﬂect the
small samples on which they were based. (For example,
if accuracy at a particular contrast level is 95%, the
correct response distribution is based on 380 observa-
tions whereas the error distribution is based on only 20
observations.) As expected, the individual G2 statistics
were systematically larger than those for the group ﬁts.
This occurs because quantile-averaging yields smoothed
estimates of the underlying distribution. The individual
G2 statistics indicate some degree of failure to ﬁt al-
though, qualitatively, the model captures the main fea-
tures of the data for most observers.
In general, large goodness-of-ﬁt statistics may be
obtained even for a true model because of interblock or
intersession variability that is not represented in the
model. When sample sizes are large, as here, ﬁt statistics
may be substantially inﬂated by variability of this kind
(see Smith, 1998b, for further discussion). The largest
discrepancy between the predictions and data were for
the 10% quantile for the masked, miscued condition for
observer EH. For EH, miscuing increased the fastest
masked RTs more than it increased the fastest un-
masked RTs. We interpret this as reﬂecting diﬀerences in
orienting times across phases of the experiment for this
observer.
Table 4 shows that for the majority of observers, the
attention-window model provided a better description
of the data, in a BIC sense, than did the unconstrained
model. The exception was observer FM, although forthis observer also, the attention-window model captures
the main feature of the data in Fig. 11. Table 2 shows
that the estimated model parameters, averaged across
observers, are in good agreement with parameters esti-
mated from group data, as has been reported for the
diﬀusion model previously. The mean drift rates, v, in
the masked, miscued condition, expressed as propor-
tions of those in the cued condition, were estimated for
the individual observers to be: MS, 0.79; FM, 0.37; LB,
45; IG, 0.90; EH, 0.87, and ST, 0.65. Qualitatively, these
estimates appear fairly consistent with the cuing eﬀects
in Fig. 5.
4.5. Evidence against nonstationarity
The model ﬁts reported in the previous sections
showed that a stationary diﬀusion model provides a
good description of the RT distributions from our
experimental task. However, they do not exclude the
possibility that the ﬁts could be improved by introduc-
ing nonstationarity of some kind. In general, nonsta-
tionarity in a sequential sampling model like that of Fig.
1 can arise in either of two ways. It may arise because
the decision process is driven directly by the output of a
visual ﬁlter, whose mean value decays progressively after
stimulus oﬀset, or it may arise because the decision
mechanism is an imperfect integrator, from which
information decays as it is being accumulated. In gen-
eral, the eﬀects of these two kinds of nonstationarity on
observed performance will be similar, because both re-
sult in a slower-than-linear rate of information accu-
mulation on any trial (see Smith, 1995, for further
discussion).
Continuous-time sequential sampling models with
decay at the decision stage have been modelled as an
Ornstein–Uhlenbeck (OU) diﬀusion model (Busemeyer
& Townsend, 1993; Diederich, 1995; Heath, 1992;
Smith, 1995, 1998a, 2000b). In the OU diﬀusion process,
the accumulated information decays in proportion
to the distance of the process from its starting point (i.e.,
to the amount accumulated). The drift in the model is
equal to n bðx zÞ, where n is the information from
the stimulus, x is the total accumulated information, z is
the starting point, and b is a decay parameter. This
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Fig. 11. Fits of the attention-window model to individual observers. Details are as for Fig. 10.
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drift is simply, n. In comparison to the OU process, the
Wiener process may be characterized as a ‘‘perfect
integrator.’’
To determine whether our data could be better de-
scribed by assuming slower-than-linear integration of
this kind, we ﬁtted the OU model to the group quantile-
probability functions, in the same way as we ﬁtted theWiener model. The methods used to obtain ﬁrst passage
time distributions for this model are described in Smith
(2000b). We considered two variants of this model, one
in which the OU decay parameter, b, diﬀered for masked
and unmasked stimuli, and another in which the b values
were equal. When these parameters were allowed to vary
freely in the ﬁtting routine, in either case they converged
to b  0 and G2  202, that is, to the Wiener model.
1316 P.L. Smith et al. / Vision Research 44 (2004) 1297–1320The results of these ﬁts agree with those of Ratcliﬀ
and Smith (in press) who showed that an OU process
with small-to-moderate decay could not be distinguished
empirically from perfect integration. They also found
that, for each of their three data sets, when the decay
parameter was allowed to vary freely it approached a
value of b  0. These results support the proposition
that psychophysical decisions are based on stationary
stimulus information––or, at least, on information that
remains approximately stationary while a decision is
being made. As the physical stimulus trace is highly
nonstationary during this time, especially under masked
conditions, these ﬁndings imply that stimulus informa-
tion is maintained in some kind of durable form until
the decision is completed. We identify such durable
traces with stable representations in VSTM.5 This feature of diﬀusion models contrasts with signal detection
theory. In signal detection theory, the ratio of the mean and the
standard deviation of the decision variable is an invariant of the model.
Changes to the scaling of the decision variable that preserve this ratio
leave sensitivity unaltered. The corresponding invariant of diﬀusion
models is the ratio of n=s2, the ratio of the drift and the diﬀusion
coeﬃcient, that is, the ratio of the inﬁnitesimal mean and variance of
the distribution of increments to the process. (Expressed in terms of
average drift for a condition instead of drift on an individual trial, the
ratio is v=s2.) This diﬀerence between diﬀusion models and signal
detection theory is a reﬂection of the fact that, in the former, response
probabilities depend jointly on the distribution of increments and the
position of the decision criteria rather than on the distribution of
increments alone.5. General discussion
We obtained the same mask-dependent cuing eﬀects
with horizontal–vertical discrimination judgments as
were found with yes–no detection by Smith (2000a),
Smith and Wolfgang (in press), and Smith et al. (in
press). Further, responses were faster to cued stimuli,
irrespective of whether they were masked. The RT dis-
tributions and accuracy data from this task were well
described by a diﬀusion process model in which infor-
mation entering the decision process does not degrade
appreciably during the time taken to make a decision.
The cuing eﬀects were well described by a model in
which the drift of the diﬀusion process depends on the
strength of the VSTM trace and miscuing delays the
entry of stimuli into VSTM. When stimuli are masked,
this delay results in degraded stimulus information. In
its identiﬁcation of miscuing with a delay in central
stimulus processing this model is consistent with ori-
enting theories of attention. In its presumption of a
relationship between visual encoding, the eﬀects of
attention, and the contents of VSTM, the model is
consistent with a large body of research initiated by
Sperling (1960) on the relationship between attention
and VSTM. Although these ideas have long had cur-
rency in the attention literature, we have shown they
suﬃce to predict entire families of RT distributions and
associated response probabilities for a range of mask,
contrast, and cue conditions, simultaneously.
5.1. Orienting, gain, and rate models of attention
The orienting model of attentional cuing developed
here contrasts with the class of attention gain models,
described earlier. In gain models, increased attentional
gain may be the result of signal enhancement, noise
reduction, or some combination of the two, the net
result being an increase in the signal-to-noise ratio forattended stimuli. Simple gain accounts are not consis-
tent with mask-dependent cuing because they predict
unconditional sensitivity advantages for cued stimuli,
regardless of whether they are masked. Gain models
that embody multiple attentional mechanisms, like the
perceptual template model of Lu and Dosher (1998) and
Dosher and Lu (1998), may be able to predict mask
dependencies through processes such as external noise
exclusion.
Dosher and Lu (2000) and Lu, Lesmes, and Dosher
(2002) reported that one way cues can improve sensi-
tivity is by excluding noise at the target location. This
manifests itself as an increased cuing eﬀect in high
external noise displays. To the extent that pattern masks
can be viewed as sources of external noise, the mask
dependencies found here and elsewhere may be simply
another manifestation of external noise exclusion.
Against this interpretation is the ﬁnding of Turvey
(1973), corroborated by Smith and Wolfgang (in press),
that backward pattern masks reduce stimulus identiﬁ-
ability by interrupting processing rather than by adding
noise to visual channels. Whether gain models like the
perceptual template model can be elaborated to account
for interruption masking eﬀects by augmenting them
with more complex temporal dynamics is an open
question. Also, the perceptual template model in its
current form accounts only for accuracy but not RT.
Closely related to the idea that cuing aﬀects atten-
tional gain is the idea that it aﬀects rate of processing. In
diﬀusion process models, an increase in attentional gain
is modelled as an increase in n=s2, the ratio of the drift
and the diﬀusion coeﬃcient of the accumulation process.
Such an increase produces increased sensitivity ðd 0Þ and
a reduction in RT. In contrast, a proportional increase
in n and s2 that leaves their ratio unaltered produces an
increased rate of processing. This results in a reduction
in RT, with no change in sensitivity. 5 As noted previ-
ously, Carrasco and McElree (2001) reported that both
rate of processing and sensitivity were aﬀected by cues in
an orientation discrimination task in which they used a
response-signal procedure to measure processing time.
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Smith and Wolfgang (in press) is a rate-based model of
this kind. The model predicts a cuing advantage for
masked stimuli because the rapid rate of accumulation
from cued locations means more information can be
obtained from such locations before the stimulus is
suppressed by the mask. No cuing advantage is pre-
dicted for unmasked stimuli because of their visual
persistence, which allows the accumulation process to
run to completion before the icon decays, for both cued
and uncued stimuli. The model provides a quantitative
account of mask-dependent cuing as a function of
stimulus contrast and exposure duration, but relies in an
essential way on the assumed nonstationarity of the
decision mechanism. Our results here yielded no evi-
dence for nonstationarity, but we have not investigated
all possible ways in which nonstationary may enter the
system. Further research is needed to test between rate-
based and orienting accounts in a systematic way.
5.2. Detection and discrimination
The mask dependencies found in yes–no detection by
Smith (2000a) and in orthogonal discrimination here
contrast with the ﬁndings of Carrasco et al. (2000) who
reported that cues increased sensitivity in these tasks in
the absence of masks. Carrasco et al. (2000) pointed out
that whereas their study used pure peripheral cues,
Smith (2000a) used mixed central-peripheral cues.
Consequently, diﬀerences in cue eﬀectiveness may have
been responsible for the diﬀerence in results. However,
Smith et al. (in press) subsequently obtained a mask-
dependent cuing eﬀect in yes–no detection using the
pedestal task and the same peripheral cues as used by
Carrasco et al. (2000).
Smith et al. (in press) attributed the diﬀerence be-
tween the two studies to the use of a pedestal. They
argued that when near-threshold stimuli are presented
directly against a uniform ﬁeld, as was done in the
Carrasco et al. (2000) study, uncertainly eﬀects may
have a signiﬁcant inﬂuence on performance because they
covary with cue condition. Consistent with this, Smith
et al. (in press) found that when no pedestal was used,
some observers showed a signiﬁcant cuing eﬀect with
unmasked stimuli. Averaged across observers, this yiel-
ded a signiﬁcant cuing eﬀect for the experiment as a
whole.
In a later study, Cameron et al. (2002) found that
cues also enhanced sensitivity in an unmasked orienta-
tion discrimination task in which observers discrimi-
nated between Gabor patches oriented at either ±15 or
±4 to the vertical. In the 15 task, the observers’ ability
to discriminate the stimuli covaried with their ability to
localize them, whereas in the 4 task, stimulus localiza-
tion at the higher levels of contrast was virtually perfect.
Cameron et al. (2002) argued that performance is un-likely to be inﬂuenced by uncertainty reduction when
localization is near ceiling and suggested their cuing
eﬀects could be attributed to signal enhancement.
We have not investigated orientation discrimination
using the pedestal task, but the results of Cameron et al.
(2002) combined with our own are evidence for a
Cue ·Mask ·Task interaction: In detection, cues pro-
duce signal enhancement only for backwardly-masked
stimuli, whereas in discrimination––that is, judgments in
which performance is limited in part by the similarity of
the stimuli rather than by contrast alone––cues produce
signal enhancement unconditionally. (Orthogonal dis-
crimination in these terms is functionally equivalent to
detection, as argued previously.) Support for the idea
that cues increase sensitivity unconditionally in dis-
crimination was provided by Carrasco, Williams, and
Yeshurun (2002) in a study using masked and unmasked
Landolt squares.
The rate-based model of Smith and Wolfgang (in
press) predicts this three-way interaction under the
assumption that the decision mechanism accumulates
information more slowly in discrimination than in
detection (see also Smith et al., in press). This is con-
sistent with the typical ﬁnding that RTs for detection are
shorter than those for discrimination (Luce, 1986).
Smith and Wolfgang (in press) argued that information
accumulates more slowly in discrimination than detec-
tion because discrimination has a lower signal-to-noise
ratio. This is because it requires comparison of the
outputs of ﬁlters whose bandwidths overlap, whereas
detection and orthogonal discrimination do not. They
showed that under these circumstances, a rate-based
model predicts similar cuing eﬀects for unmasked dis-
crimination and masked detection, resulting in the pre-
dicted three-way interaction.
The attention-window model described here also
predicts this interaction under the assumption that lar-
ger samples of perceptual information are required for
discrimination than for detection. In the attention-win-
dow model, stimulus discriminability is identiﬁed with
the drift of the diﬀusion process, which is computed by
integrating the output of a visual ﬁlter over an attention
window. This initial period of perceptual integration
precedes and is distinct from the subsequent accumula-
tion of information by the diﬀusion process to make a
decision. According to the attention-window account,
the task of discriminating between stimuli that activate
ﬁlters with overlapping bandwidths requires a longer
period of perceptual integration than does detection or
orthogonal discrimination because of their relatively
poor signal-to-noise ratio. With unmasked stimuli, a
delay in opening the attentional window will have a
greater eﬀect in discrimination than detection because
the longer period of perceptual integration needed to
compute the drift of the diﬀusion process means it will
be disproportionately aﬀected by iconic decay.
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sions.Appendix A. Model ﬁtting procedures
Psychometric functions. The psychometric functions
in Fig. 5 were ﬁtted with three-parameter Weibull
functions of the form
F ðcÞ ¼ a 1

 exp

 c
b
 c
;
where c is stimulus contrast and a, b, and c are ampli-
tude, dispersion, and shape parameters. The functions
were ﬁtted to the empirical estimates of d 0 by iteratively
minimizing the chi-square statistic
v2 ¼
X ½d 0ðcÞ  F ðcÞ2
var½d 0ðcÞ ;
using the Nelder–Mead Simplex algorithm (Nelder &
Mead, 1965). The term in the denominator of this
equation is the asymptotic variance estimator of Gou-
revitch and Galanter (1967):
varðd 0Þ ¼ PHðCÞ½1 PHðCÞ
2nH/
2fz½PHðCÞg
þ PVðCÞ½1 PVðCÞ
2nV/
2fz½PVðCÞg
;
where nH are nV are the number of horizontal and ver-
tical stimuli in each condition, and /ðÞ is the standard
normal density function evaluated at the speciﬁed ab-
scissa. The other quantities are as deﬁned in the text.
(The factor of 2 in the denominator is a reﬂection of theﬃﬃﬃ
2
p
term in the denominator in the deﬁnition of d 0.) The
ﬁts in Fig. 5 are for a two-function model in which a pair
of Weibulls with identical dispersion and shape param-
eters but diﬀerent amplitudes were ﬁtted to the psy-
chometric functions for cued and miscued stimuli.
Pieron’s law. The values of MRT in Fig. 6 were ﬁtted
with two-parameter power law functions
F ðcÞ ¼ acb;
by minimizing a chi-square statistic, as was done for the
psychometric functions, with the square of the estimated
standard error of the mean used as a variance term in
the denominator. Pieron’s law is often written with an
additional asymptote parameter, the so-called ‘‘irre-
ducible minimum RT’’ (Luce, 1986, p. 58). This three-
parameter form did not yield any improvement in ﬁt and
showed poorer stability.Diﬀusion processes. The diﬀusion process models in
Figs. 8, 10, and 11 were ﬁtted by minimizing the G2
statistic (i.e., the likelihood ratio chi-square) using the
empirical RT quantiles as bounds to group the data into
bins. Letting pjkðcÞ denote the proportion of probability
mass in bin j of the empirical joint RT distribution for
response k (correct or error) at contrast level c, and
letting pjkðcÞ denote the corresponding mass predicted
by the model, G2 was deﬁned as
G2 ¼ 2
X5
c¼1
nc
X2
k¼1
X6
j¼1
pjkðcÞ log pjkðcÞpjkðcÞ
 
(Agresti, 1990, p. 48). That is, G2 measures the dis-
crepancy between the observed and predicted mass in
each bin, summed across contrasts, responses, and
quantiles. (Note that the use of ﬁve quantiles to parti-
tion the distributions results in six bins per distribution.)
The values of nc in this equation are the numbers of
experimental trials on which each pair of correct and
error distributions was based. For each pair of correct
and error distributions, this yields 12) 1¼ 11 degrees of
freedom per distribution pair.References
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