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Résumé
Dans ette thèse, nous nous foalisons sur le problème de la déomposition polyadique mini-
male de tenseurs de dimension trois, problème auquel on se réfère généralement sous diérentes
terminologies : Polyadique Canonique (CP en anglais), CanDeomp, ou enoreParafa.
Cette déomposition s'avère très utile dans un très large panel d'appliations. Cependant,
nous nous onentrons ii sur la spetrosopie de uoresene appliquée à des données en-
vironnementales partiulières de type éhantillons d'eau qui pourront avoir être olletés en
divers endroits ou diérents lieux. Ils ontiennent un mélange de plusieurs moléules orga-
niques et l'objetif des traitement numériques mis en oeuvre est de parvenir à séparer et à
ré-estimer les omposés de matières organiques présents dans les éhantillons étudiés. Par
ailleurs, dans plusieurs appliations omme l'imagerie hyperspetrale ou justement, la hi-
miométrie, il est intéressant de ontraindre les matries de fateurs reherhées à être réelles
et non négatives ar elles traduisent des quantités physiques réelles non négatives (spetres,
frations d'abondane, onentrations, et...). C'est pourquoi tous les algorithmes développés
durant ette thèse l'ont été dans e adre (l'avantage majeur de ette ontrainte étant de
rendre le problème d'approximation onsidéré bien posé). Certains reposent sur l'utilisation
de fontions barrières, d'autres approhes onsistent à paramétriser diretement les matries
de fateurs reherhées par des arrés. Divers algorithmes d'optimisation ont été étudiés :
approhes de type gradient, gradient onjugué non linéaire, bien adapté à des problèmes en
grande dimension, Quasi-Newton (BGF et DFP) et enn Levenberg-Marquardt. Deux ver-
sions de haun de es algorithmes ont systématiquement été onsidérées : la version reherhe
linéaire améliorée (Enhaned Line Searh ou ELS, permettant de s'éhapper de minima lo-
aux) et la version reherhe linéaire par marhe arrière (baktraking en alternane ave
l'ELS). De plus, des versions plus générales de es algorithmes ont également été développées
an de pouvoir prendre en ompte d'autres types de problèmes et/ou ontraintes suseptibles
d'apparaître : données manquantes, parimonie des données. Diérentes optimisations algo-
rithmiques ont enn été testées an d'aélérer les vitesses de onvergene des algorithmes. A
des ns d'évaluation et de alibration, les diérentes solutions proposées ont ensuite été testées
sur des mélanges de omposés onnus eetués en laboratoire et omparées aux méthodes de
l'état de l'art.
Mots lefs
Non négativité ; tenseurs d'ordre trois ; analyse multi-variée ou multi-linéaire ; déomposi-
tion anonique polyadique ; déomposition CP ; CanDeomp ; Parafa ; optimisation ; gradient
onjuqué non linéaire ; algorithmes de gradient ; Quasi-Newton ; BFGS ; DFP ; méthodes de
préonditionnement ; données manquantes ; parimonie ; données reuses ; himiométrie ; ana-
lyse de données ; fouille de données ; spetrosopie de uoresene ; séparation aveugle de
omposés de matière organique dissous (MOD).
Abstrat
In this thesis, we fous on the problem of the minimal polyadi deomposition of a three-
way tensor, sometimes referred to as Canonial Polyadi (CP), or also alled CanDeomp,
CanD, or Parafa. This deomposition turns out to be very useful in a wide panel of
appliations. Yet, in this thesis, we will onentrate on 3D uoresene spetrosopy of water
samples olleted in sea, estuaries, rivers or in water engineering proess that ontain a mixture
of organi moleules. The aim is to reover the ontribution of eah organi ompound present
in the samples.
Even if an exat t exists with a known number of terms, the alulation of the CP onsists of
nding the zeros of a polynomial of degree six or larger, in a very large number of variables.
This problem is numerially very diult to solve, even if the number of zeros is nite. Seond,
if the model is subjet to errors, an approximate t is wished to be omputed. However, it is
now well known that a best approximate may not always exist. Third, in several appliations
suh as hyperspetral imaging or hemometris, the loading matries need to be onstrained
to be real and nonnegative. We shall subsequently onentrate on this framework. Fortunately,
one advantage of the latter onstraint is that the approximation problem beomes well posed.
We present the dierent new algorithms that have been developed to takle the problem of the
nonnegative polyadi deomposition of a three-way tensor : some of them are based on the use
of barrier funtions, other approahes onsist of expliitly taking into aount the nonnegative
nature of the loading matries by diret parameterization (square and thus Hadamard pro-
duts) instead of enforing positive entries by projetion. Dierent optimization algorithms
have been studied too : non linear onjugate gradient, well mathed to large dimensions, om-
bined with a global searh in a hosen dimension. The latter ombination permits to esape
from loal minima, gradient, Quasi-Newton (BGF and DFP) and Levenberg-Marquardt ap-
proahes. Two versions of eah algorithms are onsidered : the Enhaned Line Searh version
(ELS) and the baktraking version (alternating with ELS). Moreover, generalizations of these
solutions have also been onsidered in order to take into aount possible missing data, spar-
sity, and dierent algorithmi optimizations have been suggested to inrease the onvergene
speed. In order to evaluate their performanes, algorithms have been tested on mixtures of
known organi ompounds arried out in laboratory and ompared to the state of the art
methods.
vi Abstrat
Key words Nonnegativity ; 3-way array / third order tensors ; tensor fatorization ;
multi-way analysis ; anonial polyadi deomposition ; CP deomposition ; anonial deom-
position ; CanDeomp ; Parafa ; optimization ; non linear onjugate gradient ; gradient algo-
rithms ; Quasi-Newton ; BFGS ; DFP ; preonditioning ; missing data ; sparsity ; hemometris ;
data analysis ; data mining ; uoresene spetrosopy ; blind separation of dissolved organi
matter (DOM).
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Notations
Dans toute la suite du manusrit, nous utiliserons les notations suivantes :
R orps des réels.
R
+
orps des réels non négatifs.
a Une lettre en minusule désigne une variable salaire.
a Une lettre en gras et en minusule désigne une variable vetorielle.
A Une lettre en majusule et en gras désigne une matrie ou un tenseur.
A = (aij) ∈ R
I×J
matrie de taille I × J .
aij Elément de oordonnées (i, j) d'une matrie A ∈ R
I×J
.
aijk Elément (i, j, k) d'un tenseur A ∈ R
I×J×K
du 3ème ordre.
IN matrie identité de dimension N ×N .
AT Opérateur de transposition d'une matrie, tel que aij = aji.
A−1 Opérateur d'inversion dans le as d'une matrie arrée.
A† Pseudo-inverse de Moore-Penrose d'une matrie A.
‖.‖1 Norme L1.
‖.‖F Norme de Frobenius.
diag Si et opérateur est appliqué à un veteur, il retourne une matrie arrée ontenant
les éléments du veteur sur la diagonale.
Si et opérateur est appliqué à une matrie, il retourne un veteur ontenant la
diagonale de la matrie.
⊙ Produit de Khatri-Rao.
⊗ Produit de Kroneker.
⊛ Produit tensoriel.
⊡ Produit de Hadamard.
exp{·} fontion exponentielle.
〈·, ·〉 Opérateur de produit salaire.
∂ Opérateur de dérivation partielle.
d Opérateur diérentiel.
vec (.) Opérateur de vetorisation.
xxii Notations
trace {.} Trae d'une matrie.
TI,KJ(1) Dépliement du tenseur T ∈ R
I×J×K
dans le mode 1.
TJ,KI(2) Dépliement du tenseur T ∈ R
I×J×K
dans le mode 2.
TK,JI(3) Dépliement du tenseur T ∈ R
I×J×K
dans le mode 3.
log logarithme népérien ou naturel.
log10 logarithme à base 10 ou logarithme déimal.
1K,F matrie de taille K × F ne ontenant que des 1.
0I,1 veteur de taille I × 1 ne ontenant que des éléments nuls.
max{·} opérateur qui retourne la plus grande des valeurs passées en paramètre.
min{·} opérateur qui retourne la plus petite des valeurs passées en paramètre.
Chapitre 1
Introdution générale
Dans ette thèse, nous nous onentrons sur le problème de la déomposition polyadique mi-
nimale de tenseurs de dimension trois. Selon les ommunautés sientiques, on se réfère à e
problème sous diérentes terminologies : Polyadique Canonique (PC ou CP en anglais), ou
enore CanDeomp, CanD ou Parafa. Même si un modèle exat existe aratérisé par
un nombre onnu de paramètres, le alul de la déomposition CP onsiste à trouver les zéros
d'un polynme de degré six voire plus élevé, en présene d'un très grand nombre de variables.
Il s'agit don d'un problème numériquement très diile à résoudre et e en dépit du fait
que le nombre de zéros reste ni. En outre, le modèle est sujet à des erreurs, 'est pourquoi
on en herhe la meilleure approximation au sens d'un ertain ritère. Il est toutefois aquis
aujourd'hui que la meilleure approximation peut ne pas toujours exister... Par ailleurs, dans
plusieurs appliations telles que l'imagerie hyperspetrale ou la himiométrie par exemple, il
est intéressant de ontraindre les matries de fateurs reherhées à être réelles et non néga-
tives ar elles sont représentatives des quantités physiques réelles et non négatives. Tel est
le as lorsque l'on herhe à estimer des spetres, des frations d'abondane, des onentra-
tions, ...et. Si une telle ontrainte rend le problème d'approximation onsidéré enore plus
ompliqué, son avantage majeur est de le ramener à un problème bien posé [LC09℄.
Le adre appliatif onsidéré ii est elui de l'analyse de données environnementales pour des
données partiulières de type éhantillons d'eau. Ces éhantillons pourront avoir été olletés
en diérents endroits (mer, estuaires, rivières ou enore au niveau de proessus industriels
liés au traitement de l'eau) ou à diérents instants. Ils ontiennent un mélange de plusieurs
moléules organiques et le but des traitements numériques qui seront mis en oeuvre sera
de parvenir à séparer et à ré-estimer les omposés de matières organiques présents dans les
solutions onsidérées. Pour étudier es éhantillons d'eau prélevés, la tehnique lassiquement
utilisée depuis les travaux de Stedmon [SMB03a℄[SM03℄[SM05℄ onsiste à oupler l'analyse de
la luminesene totale ou spetrosopie de uoresene à des algorithmes de déompositions
multi-linéaires CP. Les spetres de luminesene totale sont également appelés spetrosopie
de uoresene 3D ou Matries d'Emission-Exitation de Fluoresene (MEEF). Dans notre
as, es signaux nous ont été fournis par le laboratoire PROTEE de l'USTV. Ils ont été mesurés
à l'aide d'un spetrouorimètre équipé d'une soure d'exitation ontinue en fontion du
temps. Un ensemble de MEEF onstitue alors un tenseur d'ordre trois que l'on peut modéliser
par des déompositions multi-linéaires (Candeomp/Parafa ou déompositions anoniques
polyadiques (CP)). Dans ette appliation, les matries de fateurs reherhées orrespondent
à de quantités physiques réelles et non négatives : spetres d'émission, spetres d'exitation et
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onentrations des diérents omposés présents au niveau des divers éhantillons de solutions.
C'est la raison pour laquelle, nous nous sommes don intéressés au développement de nouveaux
algorithmes de déomposition CP non négative pour des tenseurs d'ordre trois. La plupart
des algorithmes existants assurent la ontrainte de non négativité au moyen d'une projetion.
Nous avons don exploré d'autres voies : la première approhe que nous avons onsidérée
onsiste à utiliser des fontions barrières (érites sous forme de fontions exponentielles dans
notre as) lesquelles jouent alors le rle de terme de pénalisation en as de violation de la
ontrainte de non négativité. Nous nous sommes également tournés vers d'autres approhes
inspirées des solutions proposées dans le adre des déompositions matriielles non négatives.
Elles onsistent à prendre en ompte expliitement la nature non négative des matries de
fateurs reherhées à travers la paramétrisation même du problème. Nous modélisons les
quantités reherhées au moyen de arrés e qui nous amène tout naturellement à introduire
des produits de Hadamard. Une fois la fontion de oût ré-érite et des quantités telles que
les gradients matriiels voire les matries Hessiennes à nouveau alulées, divers algorithmes
d'optimisation ont alors pu être testés : tout d'abord le gradient onjugué non linéaire, bien
adapté à des problèmes en grande dimension, ombiné ave une reherhe linéaire globale dans
une diretion (Enhaned Line Searh). Cette ombinaison permet de s'éhapper de minima
loaux. Mais d'autres algorithmes d'optimisation ont également été étudiés : approhes de
type gradient, Quasi-Newton (BGF et DFP) et enn Levenberg-Marquardt. Deux versions de
haun de es algorithmes ont systématiquement été onsidérées : la version reherhe linéaire
globale (Enhaned Line Searh ou ELS) et la version méthode par marhe arrière (ou
baktraking, en alternane ave l'ELS). De plus, des versions plus générales de es algorithmes
ont également été développées an de pouvoir tenir ompte d'autres types de problèmes et/ou
ontraintes propres à l'appliation visée : prise en ompte d'éventuelles données manquantes,
parimonie ou aspet reux des données. Diérentes optimisations algorithmiques ont enn été
testées an d'aélérer les vitesses de onvergene des algorithmes (déoupage du tenseur selon
une diretion, exploitation des matries reuses sous Matlab, et...). A des ns d'évaluation
et de alibration, les diérentes solutions proposées ont ensuite été testées sur des mélanges
de omposés onnus eetués en laboratoire et omparées aux résultats obtenus au moyen des
méthodes de l'état de l'art.
Le manusrit est don organisé de la façon suivante. Après ette introdution générale, dans
le hapitre deux, nous introduirons les outils mathématiques et les notions sur les tenseurs qui
sont néessaires aux aluls des gradients matriiels utilisés dans l'élaboration des nouveaux
algorithmes de déomposition CP non négative. Nous y présenterons également le prinipe de
la déomposition CP et de quelques algorithmes existants (sans ontrainte de non négativité).
Nous passerons ensuite à l'appliation onsidérée à savoir la spetrosopie de uoresene 3D
pour l'analyse de la omposition de l'eau et à ses liens ave la déomposition CP. Dans le
troisième hapitre, après quelques rappels sur l'état de l'art en matière de ontrainte de non
négativité, qu'il s'agisse de déompositions matriielles ou de tensorielles, nous présenterons
les nouveaux algorithmes de déomposition CP que nous avons développés lesquels sont fon-
dés sur des modiations de la fontion de oût onsidérée. Plusieurs approhes possibles sont
détaillées : introdution de fontions barrières, modélisation au moyen de arrés d'où l'in-
trodution de produits de Hadamard, éventuel ajout de termes de pénalisation. Dans haun
de es as, les gradients matriiels seront alulés, e qui nous permettra de onsidérer en-
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suite diérents algorithmes d'optimisation itératifs (gradient, gradient onjugué non linéaire,
Quasi-Newton, Levenberg-Marquardt). La question du hoix du pas d'adaptation sera égale-
ment traitée. Enn, un algorithme de Tuker 3 généralisant l'un des algorithmes préédents
sera également présenté. Toutes les méthodes détaillées dans e hapitre seront ensuite om-
parées sur des exemples synthétiques de mélanges tri-linéaires. Le hapitre quatre sera quant
à lui onsaré au problème des données manquantes, qui pourrait se poser dans un ontexte de
traitement quasi temps-réel et in-situ des données. Là enore deux solutions seront proposées :
l'une généralise un algorithme existant qui ne prenait en ompte auune ontrainte de non
négativité et onsidérait des poids binaires aetés à haque entrée du tenseur de données. La
seonde, plus robuste, onsidère des poids variables au ours des itérations. Dans le hapitre
inq, nous onsidérerons diérentes optimisations algorithmiques an d'aélérer les vitesses
de onvergene. Enn dans le hapitre six, nous testerons les diérents algorithmes proposés
sur des mélanges de omposés organiques onnus réalisés en laboratoire . Nous montrerons
l'apport des solutions proposées et leur robustesse vis-à-vis d'erreurs au niveau de l'estima-
tion du nombre de omposés présents dans les solutions notamment. An d'éliminer l'eet
des diusions Raman et Rayleigh, une nouvelle méthode de pré-traitement sera également
introduite. Dans un dernier hapitre, enn, nous disuterons des onlusions et perspetives
de ette étude.

Chapitre 2
Déompositions tensorielles : état de l'art
et appliations en uorimétrie
2.1 Introdution
Ce hapitre poursuit le double objetif de présenter à la fois les outils mathématiques exploités
dans la suite du manusrit et l'appliation à laquelle elui-i est prinipalement dévolu. Ainsi,
nous introduirons les outils et notations utilisées dans le adre de l'algèbre tensorielle, dont
nous rappellerons les prinipes et les propriétés qui seront exploitées par la suite. Ces notions
permettront d'aborder la spetrosopie de uoresene 3D et son lien ave la déomposition
CP. Cette appliation en himiométrie et analyse de données environnementales servira de
base de tests et de omparaisons à tous les algorithmes que nous serons amenés à développer
dans les prohains hapitres.
2.2 Outils
2.2.1 Produits usuels et outils de alul
2.2.1.1 Produit de Kroneker
Le produit de Kroneker [Bre78℄ entre deux matries A = (aij) = [a1, a2, . . .aF ] ∈ R
I×F
et
B = [b1,b2, . . . ,bG] ∈ R
J×G
est une matrie notée A⊗B ∈ RIJ×FG et dénie omme suit :
A⊗B =

a11B a12B . . . a1FB
a21B a22B . . . a2FB
.
.
.
.
.
.
.
.
.
.
.
.
aI1B aI2B . . . aIFB
 (2.1)
Propriétés - Le produit de Kroneker présente les propriétés suivantes si l'on onsidère 3
matries A, B et C, dont deux (les matries B et C) sont de la même taille, a désignant un
salaire :
≻ Assoiatif i.e. A⊗ (B⊗C) = (A⊗B)⊗C
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≻ Distributif i.e. A⊗ (B+C) = (A⊗B) + (A⊗C) et (B+C)⊗A = (B⊗A) + (C⊗A)
≻ Non ommutatif i.e. A⊗B 6= B⊗A
≻ (A⊗B)T = AT ⊗BT
≻ Si A et B sont non singulières, (A⊗B)−1 = A−1 ⊗B−1
≻ (A⊗B)† = A† ⊗B†
≻ a (A⊗B) = (aA)⊗B = A⊗ (aB)
2.2.1.2 Produit de Khatri-Rao
Le produit de Khatri-Rao entre deux matries possédant le même nombre de olonnes, A =
[a1, a2, . . . , aF ] ∈ R
I×F
et B = [b1,b2, . . . ,bF ] ∈ R
J×F
, est déni omme le produit de
Kroneker selon les olonnes :
A⊙B = [a1 ⊗ b1, a2 ⊗ b2, aF ⊗ bF ] ∈ R
IJ×F . (2.2)
Propriétés - Il présente les propriétés suivantes si l'on onsidère 2 matries A et B possé-
dant le même nombre de olonnes et une troisième matrie C de la même taille que B ainsi
qu'un salaire a :
≻ Assoiatif i.e. A⊙ (B⊙C) = (A⊙B)⊙C
≻ Distributif i.e. A⊙ (B+C) = (A⊙B) + (A⊙C)
≻ Non ommutatif i.e. A⊙B 6= B⊙A
≻ a (A⊙B) = (aA)⊙B = A⊙ (aB)
2.2.1.3 Produit de Hadamard
Le produit de Hadamard entre 2 matries A et B de même taille est le produit terme à terme
entre haque élément des matries :
(A⊡B)ij = aijbij (2.3)
Propriétés - Ce produit présente les propriétés suivantes si l'on onsidère 3 matries
A,B,C de la même taille et un salaire a :
≻ Assoiatif i.e. A⊡ (B⊡C) = (A⊡B)⊡C
≻ Distributif i.e. A⊡ (B+C) = (A⊡B) + (A⊡C)
≻ Commutatif i.e. A⊡B = B⊡A
≻ (A⊡B)T = AT ⊡BT = BT ⊡AT
≻ a (A⊡B) = (aA)⊡B = A⊡ (aB)
≻ (A⊙B)T (A⊙B) = ATA⊡BTB
2.2.1.4 Trae d'une matrie
La trae d'une matrie est simplement la somme de ses éléments diagonaux. Pour une matrie
A arrée de dimension N ×N :
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trace{A} =
N∑
i=1
aii (2.4)
Propriétés - Elle présente des propriétés qui seront exploitées par la suite. Considérons
trois matries arrées D1, D2 et D3 de dimension M ×M et quatre matries retangulaires
D4, D5, D6 et D7 (de taille resp. M ×N , N ×M , M ×N et M ×N), on a alors les propriétés
suivantes [MN07℄ :
≻ trace {D1 +D2} = trace {D1}+ trace {D2}.
≻ trace {D1D2D3} = trace {D3D1D2} = trace {D2D3D1}
⇒ trace {D1D2} = trace {D2D1}.
≻ trace {D4D5} = trace {D5D4}.
≻ d(DT1 ) = (dD1)
T
.
≻ trace{DT4 (D6 ⊡D7)} = trace{(D
T
4 ⊡D
T
6 )D7}. (2.5)
2.2.1.5 Opérateur de vetorisation
L'opérateur vec (.) permet de transformer une matrie en un veteur. La onvention hoisie
ii est d'empiler les olonnes de la matrie. Si A ∈ RM×N :
vec (A) =

a11
...
aM1
a12
...
aM2
...
a1N
...
aMN

(2.6)
Propriétés La vetorisation permet de simplier ertains aluls en orant des relations
ave le produit de Kroneker ou enore la trae par exemple [Bre78, MN07℄. Si on onsidère
4 matries A ∈M ×N , B ∈ M ×N , C ∈M ×M , D ∈M ×M et 2 veteurs a et b de taille
quelonque :
≻ vec
(
abT
)
= b⊗ a.
≻ (vecA)T vecB = trace
(
ATB
)
.
≻ vec(ABC) =
(
CT ⊗A
)
vec(B) ( N.B : ette relation reste vraie pour n'importe quelles
matries A, B, C, dès lors que le produit ABC est déni et arré).
≻ trace (ABCD) =
(
vecDT
)T (
A⊗CT
)
vec
(
BT
)
. (N.B : ette relation reste vraie pour
n'importe quelles matries A, B, C, dès lors que le produit ABCD est déni et arré).
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2.2.1.6 Produit salaire et norme de matries
Le produit salaire de Frobenius est déni de la façon suivante : 〈A,B〉 = trace{ATB}. Ce
qui implique également que : 〈A,A〉 = ‖A‖2F = trace{A
TA}
Nous serons amenés par la suite à utiliser les deux normes suivantes :
Norme L2 : norme de Frobenius - Elle est dénie de la façon suivante :
‖A‖F =
√
trace {AAT}. (2.7)
Norme L1 - On onsidère ii A omme élément d'espae vetoriel :
‖A‖1 =
∑
i,j
|aij|. (2.8)
2.2.1.7 Dérivée et gradient matriiel
On dénit la diérentielle d'une fontion f à variables matriielles X(1), X(2), . . . ,X(N)
omme :
df = 〈
∂f(X(1), . . .X(N)
∂X(1)
, dX(1)〉+ . . .+ 〈
∂f(X(1), . . .X(N))
∂X(N)
, dX(N)〉 (2.9)
où
∂f(X(1),...,X(N)
∂X(i)
, ave i variant de 1 à N , est la dérivée partielle de f par rapport à X(i).
On dénit les N gradients matriiels de ette fontion f par rapport à ses variables X(i), pour
i variant de 1 à N , omme :
∇X(i)f(X
(1), . . . ,X(N)) =
∂f(X(1), . . . ,X(N))
∂X(i)
(2.10)
2.3 Déompositions tensorielles
2.3.1 Tenseurs
Un tenseur dénit une appliation multilinéaire, et lorsque les bases des espaes sont xées,
il est assoié à un tableau multi-dimensionnel.
Ainsi, un tenseur d'ordre trois peut être représenté par une somme de produits tensoriels
entre trois veteurs. Un tenseur d'ordre trois (ou du troisième ordre) peut ainsi être généré
au moyen de 3 veteurs et représenté par un tableau à 3 dimensions. On parle aussi de modes
[SBG04℄. L'ordre d'un tenseur orrespond don au nombre d'indies néessaires pour identier
un de ses éléments.
Le produit tensoriel entre deux tenseurs X et Y de tailles RI1×I2×...×IN et Y ∈ RJ1×J2×...×JM
est noté :
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I
J
K
a
b
c
Figure 2.1  Représentation visuelle de la génération d'un tenseur de rang 1.
Z = X⊛Y ∈ RI1×I2×...×IN×J1×J2×...×JM , (2.11)
dont haque élément est alors déni par :
zi1i2...iN j1j2...jM = xi1i2...iNyj1j2...jM . (2.12)
Dans le as partiulier de trois veteurs a, b et c de taille respetive I × 1, J × 1 et K × 1,
alors le produit tensoriel entre a et b donne naissane à une matrie M ∈ RI×J de rang 1
telle que :
M = a⊛b = abT . (2.13)
Le produit tensoriel entre les trois veteurs a, b, c engendre le tenseur T ∈ RI×J×K de rang
1 tel que :
T = a⊛b⊛ c, (2.14)
impliquant que les éléments de T sont données par la relation tijk = aibjck pour tout i =
1, . . . I, pour tout j = 1, . . . J et pour tout k = 1, . . .K. On peut en voir une représentation
shématique sur la gure 2.1.
2.3.2 Dépliement
Un tenseur d'ordre trois peut être partitionné en tranhes. Il existe alors trois types de tranhes
possibles : les tranhes frontales, horizontales et vertiales, omme le montre la gure 2.3. En
juxtaposant es tranhes, on déplie le tenseur en matrie, omme on peut le voir sur la gure
2.2. Il existe 3 types généraux de dépliements, selon les 3 modes onsidérés. Si l'on onsidère
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un tenseur T de taille I × J ×K, le dépliement dans le premier mode mène à une matrie de
taille TI,KJ(1) . Les dépliements dans le mode deux et trois mènent respetivement à une matrie
de taille TJ,KI(2) et T
K,JI
(3) . Notons que pour haque mode, on peut modier la diretion selon
laquelle on juxtapose les tranhes. Les matries résultantes sont toujours de la même taille
que elles sus-itées, mais l'ordre dans lequel apparaissent les valeurs dière.
2.3.3 Déomposition CP
2.3.3.1 Généralités
Si on onsidère un tenseur d'ordre trois, il admet une déomposition sous forme d'une somme
de tenseurs de rang 1 (ei est généralisable à n'importe quel tenseur d'ordre quelonque).
Ainsi pour un tenseur T ∈ RI×J×K :
T =
F∑
f=1
af ⊛bf ⊛ cf , (2.15)
où les 3 matries impliquéesA = (aif) = [a1, a2, . . . , aF ] ∈ R
I×F
,B = (bjf ) = [b1,b2, . . . ,bF ] ∈
R
J×F
,C = (ckf) = [c1, c2, . . . , cF ] sont les matries de fateurs, dont les olonnes sont appelées
les fateurs. F est un nombre entier. Lorsque le nombre F de tenseurs de rang 1 néessaires
au maintien de ette égalité est minimal, on parle de déomposition anonique polyadique
(CP), F représentant alors le rang du tenseur.
On peut réérire de manière similaire ette relation en faisant intervenir les omposantes des
matries de fateurs :
tijk =
F∑
f=1
aifbjfckf , (2.16)
Cette déomposition est aussi parfois érite en terme de tranhes frontales. Pour lesK tranhes
frontales :
Tk = AD
(k)BT (2.17)
où D(k) est une matrie diagonale qui ontient la kième ligne de C sur sa diagonale.
La déomposition CP a été introduite en premier par F. L. Hithok dès 1927 sous l'appel-
lation déomposition polyadique [Hit27℄. Elle a été ensuite reprise indépendamment par J.
Carroll et J-J. Chang sous la terminologie Canonial Deomposition (CanDecomp) [CC70℄
ou par Harshman sous la dénomination Parallel Fators (PARAFAC [Har70℄. On utilise éga-
lement l'aronyme équivalent CP.
Il est parfois plus pratique de supposer que les veteurs sont de norme unité, et d'appliquer
un fateur d'éhelle λf à tous les tenseurs de rang 1, e qui modie de la manière suivante le
modèle (2.15) :
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I
J
K
I
J J J J
Dépliement dans le mode 1 :
K
I
J
K
I
J
I I I
Dépliement dans le mode 2 : 
I
J
K
I
K
I I I
Dépliement dans le mode 3 :
J
K
Figure 2.2  Représentation visuelle du dépliement d'un tenseur d'ordre 3 en matrie.
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Tranche horizontaleTranche frontale Tranche verticale
I
J
K
Figure 2.3  Représentation des tranhes d'un tenseur du 3ème ordre (I × J ×K).
T =
F∑
f=1
λf af ⊛bf ⊛ cf (2.18)
où λ = [λ1, . . . , λF ]
T
.
Les appliations de ette déomposition sont très diverses [KB09, Com09, CLDA09, SBG04℄.
Elle a été utilisée en spetrosopie de uoresene [SBG04, Lu07℄, dans l'industrie agro-
alimentaire [PBdJ
+
02℄, en biomedial [FG91℄, en détetion de ibles via radar MIMO [NS09℄,
en traitement d'antennes [SMBG00, GMB
+
11℄, en séparation de signaux de parole [NMSP10℄,
pour l'identiation de signatures spetrales de matériaux en imagerie hyperspetrale [ZWPP08℄,
en téléommuniations [LdAC11, dAFM07℄, ...et.
2.3.3.2 Estimation des matries de fateurs
Le problème ii posé onsiste don à estimer les 3matries de fateursA,B etC, en supposant
que le rang F du tenseur est onnu. Un moyen lassique de modéliser e problème onsiste
à se ramener à un problème d'optimisation en herhant alors à minimiser une fontion de
oût judiieusement hoisie (F(A,B,C;Λ)). On érit généralement e problème omme un
problème d'ajustement de modèle en hoisissant alors de minimiser l'erreur quadratique :
F(A,B,C;Λ) = ‖TI,KJ(1) −AΛ(C⊙B)
T‖2F (2.19)
= ‖TJ,KI(2) −BΛ(C⊙A)
T‖2F (2.20)
= ‖TK,JI(3) −CΛ(B⊙A)
T‖2F , (2.21)
Λ est une matrie d'éhelle de taille F ×F dont la diagonale ontient les λf pour f = 1, . . . , F
intervenant au niveau de l'équation (2.18), elle s'érit don Λ = diag (λ).
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Notons qu'il est possible de permuter les matries de fateurs du produit de Khatri-Rao.
Comme évoqué dans la setion 2.3.2, il faut alors modier la diretion de dépliement au sein
du mode onsidéré.
Dans la littérature, on peut trouver plusieurs solutions pour résoudre e problème d'optimi-
sation (voir par exemple [TB06℄ pour une étude et une omparaison de plusieurs méthodes
standard existantes). L'approhe la plus populaire est d'appliquer la tehnique de des moindres
arrés alternés (Alternating Least Squares ou ALS) [Bro98, CC70, Har70, JWLY99℄. L'ALS est
un algorithme assez lent à onverger dans sa version de base. C'est pourquoi des améliorations
de type reherhe linéaire ont vu le jour dans [Bro97℄ et même reherhe linéaire améliorée
(ELS) [RCH08℄. Le prinipe de la méthode est d'optimiser alternativement une fontion de
oût par rapport à une des matries de fateurs, les deux autres étant alors onsidérées omme
xes et indépendantes, e qui est lairement sous-optimal.
Pour pouvoir utiliser d'autres types d'algorithmes d'optimisation, la diérentielle dF of F
doit être alulée, et nalement, les gradients matriiels (la matrie I × F ∇AF , la matrie
J × F ∇BF et la matrie K × F ∇CF) peuvent être évalués.
On a (le as Λ = IF , où IF est la matrie identité de taille F × F , a été abondamment traité
dans la littérature [CZPA09, Fra92℄) :
∇AF(A,B,C;Λ) = 2
[
−TI,KJ(1) +AΛ(C⊙B)
T
]
(C⊙B)Λ
= 2
(
−TI,KJ(1) (C⊙B)Λ+AΛ(C
TC)⊡ (BTB)Λ
)
, (2.22)
∇BF(A,B,C;Λ) = 2
[
−TJ,KI(2) +BΛ(C⊙A)
T
]
(C⊙A)Λ,
= 2
(
−TJ,KI(2) (C⊙A)Λ+BΛ(C
TC)⊡ (ATA)Λ
)
(2.23)
∇CF(A,B,C;Λ) = 2
[
−TK,JI(3) +CΛ(B⊙A)
T
]
(B⊙A)Λ
= 2
(
−TK,JI(3) (B⊙A)Λ+CΛ(B
TB)⊡ (ATA)Λ
)
, (2.24)
En égalisant les omposantes du gradient à 0, on obtient la solution suivante :
Â = TI,JK(1) (Λ(C⊙B)
T )†, (2.25)
B̂ = TJ,KI(2) (Λ(C⊙A)
T )†, (2.26)
Ĉ = TK,JI(3) (Λ(B⊙A)
T )†. (2.27)
2.3.3.3 Problèmes d'uniité
Un avantage de la déomposition CP est qu'elle garantit sous ertaines onditions que la
solution du problème de minimisation soit unique. Par unique, on sous-entend dans toute la
suite essentiellement unique, 'est à dire que la solution est trouvée à une permutation près
sur les olonnes des matries de fateurs de même qu'à un fateur d'éhelle près (qui se réduit
à un signe si les olonnes sont de norme unité).
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Rang de Kruskal Le rang de Kruskal, enore appelé k-rang, est un nouveau onept de
rang nommé dans [HL84℄, suite à une publiation de Kruskal qui en fait mention dans [Kru77℄
sans le dénir.
On dénit le k-rang de A omme le nombre maximum k tel que haque ensemble de k olonnes
de A est linéairement indépendant.
Exemple 1 :
A =
1 2 52 4 7
3 6 5

(2.28)
A est de rang 2. Tous les ensembles de 2 olonnes ne sont pas linéairement indépendants (les
veteurs assoiés à la 1ère et à la 2ème olonne sont olinéaires). Il n'y a que les ensembles de
1 olonne qui sont tous linéairement indépendants. Don le k-rang de A est 1.
Exemple 2 :
A =
2 1 15 2 3
8 3 5

(2.29)
A est de rang 2 (la 1ère olonne est la somme de la 2ème et de la 3ème olonne). Il n'y a qu'un
ensemble de 3 olonnes (la matrie elle-même, et elle n'est pas de rang plein). Par ontre, tous
les ensembles de 2 olonnes sont linéairement indépendants. Don son k-rang est 2.
Condition de Kruskal - Kruskal a établi en 1977 une ondition susante qui garantit
l'uniité de la déomposition CP pour les tenseurs d'ordre 3 [Kru77℄ laquelle s'érit :
2F + 2 ≤ min(I, F ) +min(J, F ) +min(K,F ) (2.30)
En eet, pour des matries tirées aléatoirement selon une distribution ontinue, le k-rang et
le rang oinident ave probabilité 1, et le rang de A par exemple vaut min(I, F ).
La ondition (2.30) est souvent réérite de la manière suivante [HL84, SB00, SS07℄ :
2F + 2 ≤ kA + kB + kC (2.31)
où kA, kB et kC représentent les k-rangs des matries de fateurs.
Cette preuve de l'uniité de la solution a par la suite été étendue à des tenseurs d'ordre
supérieur à 3 [SB00℄.
De façon intuitive, on peut démontrer que la déomposition CP ne soure pas de ertaines am-
biguïtés, omme l'ambiguïté de rotation que présente l'ACP si on n'impose pas de ontraintes
partiulières, omme l'orthogonalité des axes. Comme expliqué dans [Bro98℄, si on onsidère
un modèle bilinéaire à F omposants :
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X = ABT , (2.32)
alors, n'importe quelle matrie T de taille F ×F non singulière appliquée à (2.32) de la façon
suivante
X = ATT−1BT (2.33)
reonstruit la matrie X. Don, les sores AT et loadings B (T−1)
T
sont un hoix tout autant
justiable que A et B.
Considérons maintenant le modèle CP érit en (2.17). En prenant des matries T et P, toutes
deux de taille F × F et non singulières, on peut érire la relation suivante sans hanger la
matrie X :
X = ATT−1D(k)PP−1BT . (2.34)
On se retrouverait don ave les matries de fateurs AT, T−1D(k)P et P−1BT .
Or, T−1D(k)P doit être diagonale, e qui implique que T et P doivent être hoisies omme
matries de permutations ou de fateurs d'éhelle. De ette manière, on ne peut don être
onfronté qu'à des indéterminations de permutations ou d'éhelle, qui, omme dit préédem-
ment, ne sont pas un obstale à la détermination d'une solution unique.
2.3.3.4 Problèmes de onvergene
Le omportement d'algorithmes numériques a été lassié dans [KHL89℄ puis à nouveau onsi-
déré dans [CLDA09℄. En eet, il arrive parfois que l'on observe au niveau des ourbes de
onvergene des ralentissements ou des stagnations, qui sont attribuées à la dégénéresene
du tenseur :
≻ Un bottlenek : lorsque 2 fateurs ou plus d'un mode sont pratiquement olinéaires.
≻ Un swamp : lorsque qu'un bottlenek existe dans tous les modes.
≻ CP-degeneraies : as partiulier des swamps, lorsque ertains fateurs divergent mais
tendent à s'annuler entre leurs ontributions par le biais de signes opposés.
2.4 Spetrosopie de uoresene
La spetrosopie de uoresene est un type partiulier de spetrosopie dont l'objet est
d'analyser le omportement et les propriétés de uoresene d'un éhantillon.
La phénomène de uoresene se produit lors de l'exitation d'une moléule par une onde
életromagnétique. Cette énergie est d'abord absorbée par la moléule, qui sort alors de son
état fondamental pour passer dans un état exité instable. Le retour à l'état initial se fait par
émission d'un photon. On peut en voir une représentation sur la gure 2.4.
La uoresene est à distinguer de la phosphoresene par le fait qu'il s'agit d'un proessus à
durée ourte, le retour à l'état fondamental ne s'eetuant pas de la même manière.
16 Chapitre 2. Déompositions tensorielles : état de l'art et appliations en uorimétrie
Figure 2.4  Diagramme de Jablonski. Image tirée de [Mau℄.
Dans toute la suite de e manusrit, les éhantillons analysés seront onstitués de plusieurs
omposés de matière organique naturelle dissoute dans un solvant. Ces omposés uoresents
sont aussi appelés uorophores. Une étude plus poussée de l'origine de es éléments ainsi que
de leur évolution peut être trouvée dans [Zha11℄.
2.4.1 Fluoresene
Quand une solution ontenant des éhantillons de matière uoresente est élairée par une
soure lumineuse, il y a aussi prodution de deux eets de diusion Rayleigh et Raman, qui
sont des perturbations inévitables, dues aux hos entre les photons inidents et le milieu, qui
sont élastiques pour la première (onservation de la longueur d'onde inidente), et inélastiques
pour la deuxième (non onservation de la longueur d'onde). Les phénomènes de diusion
masquent souvent la uoresene que l'on veut mesurer. L'objetif des travaux présentés
dans e manusrit est d'analyser des images de uoresene. Dans notre as, es images nous
ont été fournis par le laboratoire PROTEE de l'USTV. Elles ont été aquises à l'aide d'un
spetrouorimètre équipé d'une soure d'exitation ontinue en fontion du temps dont le
shéma de prinipe est donné au niveau de la gure 2.5. Préalablement à tout autre traitement,
les raies de diusion forément présentes dans toutes les images de uoresene aquises (voir
gure 2.6) devront être éliminées. Pour e faire, plusieurs tehniques existent, la plus utilisée
habituellement restant elle présentée dans [ZSM04℄. Nous la détaillerons un peu plus loin.
La relation entre l'intensité de uoresene, la longueur d'onde d'exitation, et la longueur
d'onde d'émission est exprimée par la loi de Beer-Lambert. Pour de faibles onentrations,
ette loi peut être linéarisée, et s'érit alors :
I(λe, λf) = I0ǫ(λe)γ(λf )c, (2.35)
où I0 est une onstante. λe est la longueur d'onde dite d'exitation, 'est à dire elle transmise
à l'éhantillon lors de l'élairement. λf est la longueur d'onde d'émission. ǫ est le spetre
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d'exitation relatif. γ est le spetre d'émission relatif. c représente la onentration du omposé
organique.
Quand plusieurs omposés sont présents dans une solution, ette loi est modiée omme suit :
I(λe, λf) = I0
L∑
l=0
ǫl(λe)γl(λf)cl. (2.36)
Ii, l est l'indie du omposé onsidéré. On peut également étendre ette relation en ajoutant
une dimension temporelle supplémentaire (ou spatiale). En eet, si on dispose de plusieurs
éhantillons d'eau prélevés à diérents moments ou à diérents endroits, le spetre 3D est
alors déni omme :
I(λe, λf , k) = I0
L∑
l=0
ǫl(λe)γl(λf )ck,l, (2.37)
ave k représentant le numéro de l'éhantillon.
2.4.2 MEEF
Exiter une solution ontenant des uorophores à l'aide d'une longueur d'onde inidente per-
met de mesurer un spetre émis en retour par uoresene. Balayer une plage de N longueurs
d'onde d'exitation permet de onstruire une matrie qu'on appelle Matrie d'Emission-
Exitation de Fluoresene ou MEEF. Elle orrespond aux spetres de luminesene totale
enore appelés spetrosopie de uoresene 3D. L'image de uoresene résultante provient
don de la ombinaison d'un mélange de plusieurs uorophores présents dans l'éhantillon
onsidéré.
La génération de es MEEF se fait à l'aide d'un spetrouorimètre (f. gure 2.5), dont le
prinipe simplié est le suivant : un faiseau inident est généralement issu d'une lampe au
xénon (il existe d'autres dispositifs d'émission), traversant un monohromateur séletionnant
nement la longueur d'onde exitatrie. L'intensité de la lampe est orrete à partir de 250
nm. En dessous, le rapport signal à bruit se dégrade, omme on pourra le voir sur ertaines
gures de la setion 4. L'onde exitatrie λe atteint l'éhantillon à observer, qui uorese
en réation. Sa lumière émise est aptée par un monohromateur d'émission, semblable à
elui d'exitation, et dont la fente ne laisse passer que la longueur d'onde λf hoisie. Pour
réupérer un spetre d'émission, il faut don faire varier les longueurs d'ondes aeptées en
modiant la position angulaire du réseau de diration du monohromateur. La valeur du
spetre d'émission pour haque λf est mesurée à partir du photomultipliateur, qui reçoit
l'onde issue du monohromateur, normalisée par la tension délivrée par la photodiode.
2.4.3 Diusion
Comme énoné dans la setion 2.4.1, les raies de diusion Raman et Rayleigh sont des per-
turbations qui surviennent lors de l'aquisition de l'image de uoresene. En eet, elles ne
résultent pas de l'absorption de photons, mais des ollisions de es derniers ave les moléules
présentes dans le milieu.
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Figure 2.5  Spetrouorimètre. Image tirée de [Zha11℄.
La diusion Rayleigh apparaît dans les zones où λe ≈ λf , elle de Raman dans les zones
où λf ≈ 2λe. La forte intensité du Rayleigh, et elle moindre du Raman étant nuisibles aux
méthodes d'estimation des omposés organiques dissous, puisqu'elles masquent le signal utile,
il est néessaire de pré-traiter les MEEF avant de pouvoir les utiliser. Plusieurs méthodes de
traitements existent dans la littérature. Nous détaillons ii elle énonée dans [ZSM04℄. Une
méthode inédite par ltrage morphologique d'images ave un élément struturant judiieuse-
ment hoisi sera introduite dans le hapitre 6. Nous la omparerons à la méthode préédente
sur des exemples réels.
Méthode de Zepp
1. La première étape onsiste à modéliser l'emplaement et le omportement des raies de
diusion à l'aide d'un système d 4 équations du seond degré, omme on peut le voir
sur l'image de gauhe de la gure 2.7.
2. Dans un deuxième temps, on élimine tous les pixels présents aux emplaements marqués.
3. Pour nir, on reonstruit par interpolation (triangulation de Delaunay) les pixels man-
quants.
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Figure 2.6  Diusions Rayleigh et Raman. Le signal d'intérêt est masqué du fait de la forte
intensité de es deux raies.
2.4.4 Liens entre ériture tensorielle et spetrosopie de uoresene
Rappelons ii l'expression du modèle trilinéaire donné par la déomposition CP, pour un
tenseur du 3ème ordre X :
xijk =
F∑
f=0
aifbjfckf , (2.38)
Si on ompare ette relation ave elle donnée au niveau de l'équation (2.37), et grâe à
l'uniité de la déomposition CP , on peut alors identier, par analogie :
≻ F équivaut au nombre de omposés L.
≻ af représente le spetre d'exitation (ǫl) relatif d'un omposé, et don, A ∈ R
I×F
est
la matrie qui ontient les spetres d'exitation relatifs de tous les omposés, rangés en
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Figure 2.7  Présentation des diérentes étapes de l'algorithme de Zepp. En haut à gauhe,
l'image d'origine, à droite, l'image ave les zones à orriger. En bas, l'image résultante, après
suppression des raies de diusion, et interpolation des pixels manquants.
olonnes.
≻ bf représente le spetre d'émission relatif (γl) d'un omposé, et don, B ∈ R
J×F
est
la matrie qui ontient les spetres d'exitation relatifs de tous les omposés, rangés en
olonnes.
≻ cf représente le veteur de onentrations d'un omposé à travers les k éhantillons du
tenseur de données, à une valeur d'éhelle près. Don, C ∈ RK×F est la matrie qui
ontient les veteurs de onentrations de tous les omposés, rangés en olonnes.
≻ La longueur d'onde d'exitation λe orrespond à la variable i.
≻ La longueur d'onde d'émission λf orrespond à la variable j.
De manière équivalente, pour haque tranhe Xk du tenseur X :
Xk =
F∑
f=0
Sfckf , (2.39)
où Sf représente la MEEF de haun des F omposés. Après déomposition CP, es dernières
peuvent ainsi être reonstruites à partir du produit afb
T
f où les F af et bf représentent les
olonnes des matries de fateurs A et B.
On peut également reonstruire diretement les F MEEF par la relation :
M = (B⊙A)T (2.40)
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M est alors une matrie de taille F × IJ . Chaque ligne de M ontient l'ensemble des pixels
de la MEEF d'un omposé, dont l'image a été vetorisée, et qu'il onvient de réagener pour
réupérer la matrie souhaitée.
2.4.5 Eet d'éran
An de s'assurer du fait que le jeu de données expérimentales suive bien un modèle trilinéaire,
il est utile voire néessaire d'appliquer des pré-traitements. Nous avons vu dans la setion 2.4.3
qu'il était néessaire d'éliminer au préalable les diusions Raman et Rayleigh des MEEF .
Figure 2.8  Eet de la onentration sur l'intensité de uoresene. La zone linéaire n'existe
que pour des valeurs inférieures à environ 10 mg.L−1. Image tirée de [Lu07℄.
Il faut également envisager le as où les uorophores ne sont pas en faible onentration. Dans
e as, la loi de Beer-Lambert ne peut pas être linéarisée, et le modèle CP n'est plus valide.
De plus, d'autres phénomènes, omme la réabsorption du spetre de uoresene émis par la
solution analysée ne sont pas à négliger. On peut voir un tel exemple au niveau de la gure
2.8. Quand la onentration dépasse un ertain seuil dépendant du uorophore, l'intensité de
uoresene n'est plus une fontion linéaire de la onentration.
Plusieurs méthodes ont été développées pour orriger l'eet d'éran. Citons par exemple, la
orretion par absorbane [SMB03b℄, et plus réemment, la orretion par dilution [Lu07,
LMRB09℄.
Cette dernière méthode donne de bons résultats, est simple à mettre en oeuvre et élimine
l'eet d'éran de façon plus eae que la orretion par absorbane dans le as de solutions
soumises à un fort eet d'éran. Elle néessite d'utiliser 2MEEF d'un même éhantillon à deux
dilutions diérentes, e qui permet alors de aluler une MEEF orrigée de façon analytique.
Si on modélise la uve ontenant la solution en volumes élémentaires, on peut établir une
expression liant l'intensité de uoresene émise en fontion d'une partie linéaire onstituée
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Figure 2.9  Modélisation de la vue de dessus de la uve ontenant l'éhantillon à analyser.
Image tirée de [Lu07℄.
du oeient d'absorption du omposé n, αn, du rendement quantique de uoresene Φn
du omposé n, du spetre d'émission normé γn du omposé n, d'une partie non linéaire et
d'autres variables modélisant la géométrie de la uve (f. gure 2.9) :
I3D (λe, λf) = I0∆x
(
N∑
n=1
αn (λe)Φnγn (λf )
)
e−
α(λe)l
2 e−
α(λf)l
2
(2.41)
Si on pose g =
l
2
et Gn = I0∆xΦn, l'expression devient :
I3D (λe, λf) =
(
N∑
n=1
Gncnǫn (λe) γn (λf )
)
N∏
n=1
e−g(cnǫ(λe)+cnǫn(λf)). (2.42)
ǫn représente alors le oeient d'absorption molaire normé, et cn la onentration du omposé
n. Ce modèle mathématique aratérisant l'intensité de uoresene d'une solution quelonque
peut être réérit de la manière suivante :
I3D (λe, λf) = L (λe, λf)H (λe, λf) , (2.43)
ave L (λe, λf) orrespondant à la partie linéaire, et H (λe, λf) à la déviation non linéaire due
à l'eet d'éran. L'objetif est alors de pouvoir déterminer ette partie linéaire, e qui permet
d'obtenir une MEEF orrigée.
En notant I3D l'éhantillon d'origine, et I3Dp le même éhantillon dilué d'un fateur p (souvent
hoisi faible, de sorte à onserver le rapport signal à bruit), on peut érire :
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I3D (λe, λf) =
(
N∑
n=1
Gncnǫn (λe) γn (λf)
)
N∏
n=1
e−g(cnǫ(λe)+cnǫn(λf)) (2.44)
I3Dp (λe, λf) =
1
p
(
N∑
n=1
Gncnǫn (λe) γn (λf)
)(
N∏
n=1
e−g(cnǫ(λe)+cnǫn(λf))
) 1
p
, (2.45)
e qui se simplie en :
I3D (λe, λf) = L (λe, λf)H (λe, λf) (2.46)
I3Dp (λe, λf) =
1
p
L (λe, λf)H
1
p (λe, λf) (2.47)
On obtient don un système d'équations dont on tire les valeurs de H , et surtout de L :
H (λe, λf) =
(
I3D (λe, λf)
pI3Dp (λe, λf)
) p
p−1
(2.48)
L (λe, λf) =
((
pI3Dp (λe, λf)
)p
I3D (λe, λf)
) 1
p−1
(2.49)
Dans l'équation (2.49), L permet alors de reonstruire la MEEF linéarisée. Notons que si
I3D, et par onséquent I3Dp, sont hoisies dans la zone linéaire, alors les termes de déviation
H (λe, λf) sont idéalement égaux à 1.
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Chapitre 3
Algorithmes de fatorisation tensorielle
sous ontrainte de non négativité
3.1 Introdution
Il est utile de onsidérer dans ertaines appliations des algorithmes prenant en ompte la
nature non négative des données. En eet, omme ela est dit dans [LC09℄ la déomposition
CP mène à un problème mal posé (nous rappelons que l'aronyme CP est utilisé pour désigner
aussi bien la déomposition Candeomp/Parafa qu'en remplaement de la terminologie an-
glaise Canonial Polyadi deomposition). L'estimation des matries de fateurs peut devenir
alors instable. Les symptmes d'un tenseur dégénéré (degenerate array) apparaissent quand
deux olonnes olinéaires sont alulées ave des signes opposés, amenant les ontributions à
s'annuler entre elles [CLDA09, Paa00℄. Un tel phénomène ne peut apparaître lors de l'estima-
tion de matries de fateurs non négatives, transformant par la même le problème sus-ité en
un problème bien posé.
Il est également pertinent de onsidérer la nature non négative des quantités que l'on herhe à
estimer. Certaines appliations omme la spetrosopie de uoresene [Bro97, Bro98, SBG04℄,
ou l'imagerie multispetrale et hyperspetrale [KC09, ZWPP08℄, néessitent de manipuler des
spetres ou des onentrations (respetivement des spetres et des frations d'abondane) qui
sont par nature des grandeurs positives ou nulles. Un livre, paru réemment [CZPA09℄, est
d'ailleurs entièrement onsaré à une grande partie des approhes matriielles et tensorielles
permettant la prise en ompte de et aspet.
Diverses approhes ont été proposées an de tenir ompte de la non négativité des données.
Nous allons maintenant rappeler les plus onnues d'entre elles, avant d'attaquer la présentation
des solutions que nous avons développées.
3.2 Quelques rappels sur les approhes existantes
3.2.1 Approhes pour les matries
Il peut être intéressant à e stade d'évoquer les méthodes existant pour la fatorisation de
matries non négatives, ouramment appelée NMF (Nonnegative Matrix Fatorization). La
fatorisation de matries trouve de nombreuses appliations, par exemple en reonnaissane
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de aratéristiques de visages [LS99, HD04℄, en séparation de soures audio [FBD09℄, en
séparation de spetres pour identier des objets présents dans une image, ou enore dans
l'analyse de la omposition de l'air [CZPA09, BBL
+
07℄.
La fatorisation d'une matrie X de taille I × J sous la forme d'un produit de deux matries
W et H s'érit de la manière suivante :
X =WH, (3.1)
ave W une matrie de taille I × F et H une matrie de taille F × J . F est un paramètre
hoisi arbitrairement. Il en résulte que si F est hoisi susamment petit, tout en permettant
de modéliser les données X sans erreur, W et H permettent de ompresser l'information
ontenue dans X.
NMF : estimation ave des règles de mise à jour multipliatives - Dans [LS00℄, Lee
et Seung ont proposé un algorithme d'estimation de es deux matries W et H, fondé non
pas sur des algorithmes d'optimisation de type gradient, mais en utilisant des règles de mise
à jour multipliatives. Cet algorithme est itératif et à haque étape les valeurs des matries
W et H à l'itération préédente sont mises à jour en les multipliant par un fateur alulé
dans l'itération en ours pour haque matrie. D'après les auteurs, les règles de mise à jour
additives utilisées dans les algorithmes de type gradient, sont :
≻ relativement lentes à onverger (des méthodes plus eaes, omme le gradient onjugué,
existent, mais ne sont pas toujours simples à mettre en plae),
≻ présentent l'inonvénient de néessiter le hoix d'un pas d'adaptation à haque itération.
Le hoisir de façon optimale se révèle souvent oûteux en terme de temps de alul/oût
algorithmique. Par ailleurs si e pas est mal adapté, alors l'algorithme peut ne pas onver-
ger.
Lee et Seung ont proposé des algorithmes an de minimiser l'une des deux fontions de oût
suivantes. Toutes deux reposent sur un ritère d'ajustement de modèle onsistant à minimiser
l'erreur entre l'observation et le modèle. Toutefois, alors que la première est basée sur le arré
de la distane Eulidienne :
DF (X||WH) =
1
2
‖X−WH‖2 =
1
2
∑
ij
(
xij − (WH)ij
)2
, (3.2)
la seonde est fondée sur la divergene de Kullbak-Leibler :
DKL (X||WH) =
∑
ij
(
xij log
xij
(WH)ij
− xij + (WH)ij
)
(3.3)
où log désigne le log népérien. Dans le as de la distane eulidienne, les règles de mise à jour
sont les suivantes :
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hfj ← hfj
(
WTX
)
fj
(WTWH)fj
wif ← wif
(
XHT
)
if
(WHHT )if
(3.4)
Dans le as de la divergene de Kullbak-Leibler, les règles de mise à jour deviennent :
hfj ← hfj
∑
i wifxij/ (WH)ij∑
k wkf
wif ← wif
∑
j hfjxij/ (WH)ij∑
m hfm
(3.5)
NMF : estimation par ALS et projetion - Dans [PCB10℄, il est proposé d'estimer les
matries reherhées en utilisant l'ALS , et en rendant les quantités positives par le biais d'un
opérateur de projetion.
En repartant de (3.2), on peut aluler les gradients de W et H. La diérentielle de DF
donne :
dDF =
1
2
trace
{
d
(
(X−WH)T (X−WH)
)}
= trace
{
(X−WH)T d (X−WH)
}
= trace
{
− (X−WH)T ((dW)H+WdH)
}
(3.6)
De (3.6), on tire diretement le gradient ∇HDF de H :
∇HDF = −
(
WTX−WTWH
)
(3.7)
et par symétrie entre W et H, le gradient ∇WDF de W :
∇WDF = −
(
XHT −WHHT
)
(3.8)
En égalant (3.7) et (3.8) à zéro, on obtient les règles de mise à jour via l'ALS de W et H :
H =
(
WTW
)−1 (
WTX
)
(3.9)
W =
(
XHT
) (
HHT
)−1
(3.10)
Suite à ela, on applique un opérateur de projetion [·]+ dans le but d'assurer la positivité
des matries estimées.
Ŵ←
[
Ŵ
]
+
, Ĥ←
[
Ĥ
]
+
. (3.11)
[M = (mij)]+ retourne une matrie de la même taille que M, et dont la (i, j)-ème valeur
vaut max{ǫ,mij}, où ǫ est une onstante de faible valeur (typiquement 10
−16
) et max{·} est
l'opérateur qui retourne la plus grande des valeurs passées en paramètre.
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NMF : estimation basée sur des produits de Hadamard - En utilisant la fontion
de oût donnée par l'Eq. (3.2) mais en modélisant les quantités reherhées omme des arrés
au moyen d'un produit de Hadamard noté ii ⊡, la fontion de oût préédente s'érit ette
fois :
CF (W,H) =
1
2
‖X− (W ⊡W) (H⊡H) ‖2, (3.12)
En posant η = X− (W ⊡W) (H⊡H), le alul de la diérentiel de la fontion CF onduit
à :
dCF (W,H) = 〈2 (W ⊡W)
T (−η)⊡H, dH〉
+ 〈2
(
−η(H⊡H)T ⊡W
)
, dW〉, (3.13)
On peut ensuite en déduire les gradients matriiels :
∇WCF (W,H) =
∂CF (W,H)
∂W
= 2W ⊡
(
(−η) [(H⊡H)]T
)
(3.14)
= −2W ⊡ (X− (W ⊡W) (H⊡H))
[
(H⊡H)T
]
,
∇HCF (W,H) =
∂CF (W,H)
∂H
= 2H⊡ (W ⊡W)T (−η) (3.15)
= −2H⊡ (W ⊡W)T (X− (W ⊡W) (H⊡H)) ,
C'est de ette approhe que nous nous inspirerons pour dériver une déomposition CP non
négative. Cependant, le alul des matries de gradients dans le as des NMF est plus simple
et ne fait pas par exemple appel à la propriété donnée en (2.5). D'autres méthodes permettant
de résoudre le problème posé par les NMF sont détaillées dans [CZPA09℄.
3.2.2 Approhes pour les tenseurs
Commençons par un rapide état de l'art des méthodes qui ont été suggérées dans le as des
tenseurs d'ordre trois. On peut en trouver par exemple dans [PTC11, CZPA09℄, mais nous en
détaillerons deux. La première proposée dans [CZPA09℄, onsiste à ommener par pénaliser
la fontion de oût puis à utiliser un algorithme d'optimisation itératif de type ALS , auquel
après haque itération, un opérateur de projetion destiné à assurer la positivité des quantités
trouvées est appliqué. Le seond, baptisé algorithme NNLS (pour NonNegative Least Squares),
a été quant à lui suggéré dans [BD97℄.
Méthode ombinant pénalisation et projetion (NTF-ALS ) [CZPA09℄ - Cette
méthode onsiste à utiliser la même fontion de oût que elle fournie dans l'équation (2.21),
mais y ajoutant des termes de pénalité qui ont pour objetif de renforer ertaines propriétés de
la solution reherhée, omme par exemple l'aspet parimonieux des matries de fateurs, ou
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enore l'aspet ontinu ou lissé de leurs valeurs. Puis dans un seond temps, un opérateur
de projetion, noté [·]+ dont le but est d'imposer la non négativité des entrées est appliqué,
ette propriété n'étant bien évidemment pas assurée par l'ajout des termes de pénalité. Enn,
en e qui onerne l'algorithme d'optimisation, les auteurs suggèrent d'utiliser l'algorithme
ALS ou HALS (présenté i-après). Le prinipe de l'algorithme ALS est d'optimiser la fontion
de oût alternativement par rapport à l'une des trois matries de fateurs, les deux autres
étant maintenues xes [BA, Bro97, NL08, RCH08℄ . Cet algorithme sera appelé NTF-ALS dans
la suite.
En onséquene, il est suggéré d'opter plutt pour une fontion de oût de la forme suivante :
G(A,B,C;Λ) = F(A,B,C;Λ),+αA‖A‖
2
F + αB‖B‖
2
F + αC‖C‖
2
F (3.16a)
G1(A,B,C;Λ) = F(A,B,C;Λ) + αA‖A‖1 + αB‖B‖1 + αC‖C‖1, (3.16b)
où αA, αB et αC sont des salaires positifs ou nuls appelés paramètres de régularisation. Dans
(3.16a), la norme L2 est destinée à assurer le lissage de la solution obtenue, tandis que la
norme L1 (ii (‖A‖1 =
∑
i,j |aij|) utilisée dans (3.16b) permet de ontraindre la solution à
être plus parimonieuse.
On peut aluler les nouvelles omposantes des gradients des matries A, B, C prenant en
ompte es termes de pénalité. Pour la pénalité à base de norme L2, on obtient ainsi :
∇AG(·) = ∇AF(·) + 2αAA (3.17)
∇BG(·) = ∇BF(·) + 2αBB (3.18)
∇CG(·) = ∇CF(·) + 2αCC (3.19)
Les gradients matriiels liés à une pénalisation de type norme L1 sont quant à eux dénis de
la manière suivante :
∇AG1(·) = ∇AF(·) + αA1I,F , (3.20)
∇BG1(·) = ∇BF(·) + αB1J,F , (3.21)
∇CG1(·) = ∇CF(·) + αC1K,F (3.22)
1K,F représente la matrie de taille K × F ne ontenant que des 1.
En rendant les omposantes du gradient égales à zéro, il est possible d'en déduire les estimées
des trois matries reherhées Â, B̂ et Ĉ dans les deux as préédents. D'abord pour la
pénalisation de type norme L2 :
Â = TI,KJ(1) (C⊙B)Λ
[
Λ(C⊙B)T )(C⊙B)Λ+ 2αAIF
]†
, (3.23)
B̂ = TJ,KI(2) (C⊙A)Λ
[
Λ(C⊙A)T )(C⊙A)Λ+ 2αBIF
]†
, (3.24)
Ĉ = TK,JI(3) (B⊙A)Λ
[
Λ(B⊙A)T )(B⊙A)Λ+ 2αCIF
]†
. (3.25)
Puis pour la pénalisation de type norme L1, on obtient alors :
Â =
[
TI,KJ(1) (C⊙B)Λ− αA1I,F
] [
Λ(C⊙B)T )(C⊙B)Λ
]†
, (3.26)
B̂ =
[
TJ,KI(2) (C⊙A)Λ− αB1J,F
] [
Λ(C⊙A)T )(C⊙A)Λ
]†
, (3.27)
Ĉ =
[
TK,JI(3) (B⊙A)Λ− αC1K,F
] [
Λ(B⊙A)T )(B⊙A)Λ
]†
. (3.28)
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où [·]+ est un opérateur de projetion assurant la positivité des entrées, ette propriété n'étant
évidemment pas garantie par l'ajout des termes de pénalité.
Â←
[
Â
]
+
, B̂←
[
B̂
]
+
, Ĉ←
[
Ĉ
]
+
. (3.29)
Algorithme HALS (NTF-HALS ) - Le HALS (ALS hiérarhique), appelé NTF-HALS dans
la suite, minimise un ensemble de fontions de oût possédant le même minimum global, pour
lesquelles on essaie d'approximer un tenseur de rang 1. On estime alors un fateur (olonne)
de haque matrie de fateurs de manière suessive. Pour i variant de 1 à F (nombre de
olonnes des matries de fateurs), es fontions de oût s'érivent :
G
(i)
HALS
(ai,bi, ci) = ‖T
(i) − ai⊛bi⊛ ci‖F (3.30)
où T(i) est le tenseur suivant :
T(i) = T−
∑
j 6=i
aj ⊛bj ⊛ cj (3.31)
= T−
F∑
j=1
aj ⊛bj ⊛ cj + ai⊛bi⊛ ci (3.32)
ave T qui est le tenseur de données. On pose E = T−
∑F
j=1 aj ⊛bj ⊛ cj pour la suite.
Le alul des gradients de (3.30) donne :
∇aiG
(i)
HALS
= −T(i) (ci ⊙ bi) + aiγai (3.33)
∇biG
(i)
HALS
= −T(i) (ci ⊙ ai) + biγbi (3.34)
∇ciG
(i)
HALS
= −T(i) (bi ⊙ ai) + ciγci. (3.35)
où γai, γbi, γci sont des oeients d'éhelle dont la valeur est donnée dans [CZPA09℄. Ceux-
i seront omis par la suite étant donné qu'on proèdera à la plae à une normalisation des
fateurs estimés.
(3.35) permet d'en déduire les règles de mise à jour des fateurs :
âi =
[
T(i) (ci ⊙ bi)
]
+
(3.36)
b̂i =
[
T(i) (ci ⊙ ai)
]
+
(3.37)
ĉi =
[
T(i) (bi ⊙ ai)
]
+
(3.38)
On peut don synthétiser le HALS de la manière suivante :
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Déroulement du HALS
1. Initialiser les matries de fateurs.
2. Caluler E.
3. Tant que le ritère d'arrêt n'est pas atteint, pour i = 1 à F :
(a) T(i) = E+ âi⊛ b̂i⊛ ĉi
(b) Caluler les estimées des fateurs :
âi =
[
T(i) (ci ⊙ bi)
]
+
b̂i =
[
T(i) (ci ⊙ ai)
]
+
ĉi =
[
T(i) (bi ⊙ ai)
]
+
() Etape de normalisation des fateurs :
âi =
âi
‖âi‖2
et b̂i =
b̂i
‖b̂i‖2
(d) E = T(i) − âi⊛ b̂i⊛ ĉi
A noter qu'une version rapide du HALS a été développée et est présentée dans [PC08, CZPA09℄.
Algorithme NNLS - A l'origine, le NNLS (NonNegative Least Squares) est un algorithme
itératif permettant de résoudre et minimiser le problème suivant [BD97, LH87℄ :
‖x− Zd‖2 (3.39)
où x ∈ RM×1, Z ∈ RM×F et d ∈ R+
F×1
est le veteur à déterminer, dont les F éléments sont
positifs ou nuls.
L'algorithme NNLS est basé sur la onstitution de deux ensembles omplémentaires, l'un dit
passif, P, qui ontient les indies des F variables libres, et un ensemble atif ontenant les
indies des oeients du veteur de résultat mis atuellement à zéro. Quand tous les éléments
de l'ensemble atif sont onnus, e veteur de résultat d est alors simplement déterminé en
utilisant l'estimateur des moindres arrés sans ontraintes, pour les valeurs des indies de
l'ensemble passif.
A haque étape de l'algorithme, on alule un veteur w = ZT (x− Zd), qui est égal à la
moitié de l'opposée de la dérivée de (3.39). Si l'ensemble atif n'est pas vide, on détermine le
wf > 0 de plus grande valeur, et on transfère l'indie de sa position dans l'ensemble passif.
Similairement, on retire et indie de l'ensemble atif.
On peut alors aluler le veteur de regression s =
((
ZP
)T
ZP
)−1 (
ZP
)T
x, qui est l'estimateur
des moindres arrés, ave ZP représentant une matrie ne ontenant que les élements de
l'ensemble passif. On aete ensuite la valeur de s à d, on realule w, et on s'arrête si
l'ensemble atif est vide ou si auun wf n'est positif.
Dans [BD97, Paa97, TB04, TB06℄, il est suggéré une amélioration de ette méthode an de
pouvoir l'appliquer au as des déompositions trilinéaires. La deuxième ontribution est une
amélioration algorithmique permettant de diminuer les temps de alul. L'objetif est alors
de résoudre le système vetorisé suivant :
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vec{TI,KJ(1) −AΛ(C⊙B)
T} = 0IJK,1 (3.40)
où l'opérateur vec{·} appliqué à une matrie permet d'agréger ses olonnes en un veteur
olonne et 0IJK,1 est un veteur de taille IJK × 1 qui ne ontient que des éléments nuls.
On estime don haque matrie de fateurs ligne par ligne (soit un veteur ∈ R1×F+ ).
Erit sous forme matriielle et pour établir une analogie ave le NNLS lassique, on aurait :
TI,KJ(1) = ZA
T , (3.41)
où Z = B ⊙C dans le as du premier dépliement du tenseur T ∈ I × J ×K. On trouve les
autres matries Z orrespondant aux deux autres dépliements par permutations.
Sahant qu'on peut aluler très eaement les produits suivants :
ZTZ =
(
CTC
)
⊡
(
BTB
)
(3.42)(
TI,KJ(1)
)T
Z = T1BD1 +T1BD1 + ... +TKBDK , (3.43)
où Dk est la matrie diagonale ontenant les éléments de la k ième ligne de C.
On peut alors se ontenter de aluler ZTZ et
(
TI,KJ(1)
)T
Z sans passer par le produit de
Khatri-Rhao permettant d'estimer Z. Dans le as où le nombre de lignes des matries de
fateurs est supérieur à leur nombre de olonnes (as le plus fréquent), on a un gain de temps
en termes de omplexité algorithmique.
Il est alors néessaire de proéder à quelques modiations sur l'algorithme NNLS pour ne
onsidérer que ZTZ et
(
TI,KJ(1)
)T
Z. Considérant que le veteur x donné en (3.39) est remplaé
ii par
(
TI,KJ(1)
)
i
où i est la i ième ligne de T, l'estimation du veteur w devient :
w = ZTx−
(
ZTZ
)
d. (3.44)
L'estimation du veteur de régression s devient :
s =
((
ZTZ
)P)−1 (
ZTx
)P
(3.45)
(
ZTZ
)P
et
(
ZTx
)P
ne ontiennent alors que les éléments de l'ensemble P.
Un rapide état de l'art des méthodes existantes les plus utilisées ayant été eetué, nous allons
maintenant présenter dans la partie suivante les nouveaux algorithmes que nous avons déve-
loppés pour la déomposition CP de tenseurs d'ordre trois sous ontrainte de non négativité.
Ces approhes sont bien évidemment toutes généralisables à des tenseurs d'ordre plus élevé.
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3.3 Nouvelles approhes pour la déomposition CP d'ordre
3 non négative
3.3.1 Approhe par paramétrisation par produits de Hadamard
La première idée que nous ayons eu est omme dans le as des NMF d'essayer de prendre en
ompte l'aspet non négatif sans faire appel à des pénalisations qui, en plus de omplexier
la fontion de oût, néessitent souvent d'ajuster un ou plusieurs paramètres salaires. La
question de l'ajout d'une pénalisation de e type sera traitée dans la setion 3.3.2.
Un moyen simple de dénir un élément positif onsiste à l'érire omme le arré d'un autre.
Ainsi, pour onsidérer qu'une matrie ne ontient que des valeurs positives, on peut simple-
ment poser que a′ij = a
2
ij. En utilisant le produit de Hadamard, ela implique que A
′ = A⊡A,
pour n'importe quelle matrie A. On peut alors réérire la fontion de oût orrespondant à
e hangement de variable :
H(A,B,C) = F(A⊡A,B⊡B,C⊡C)
H(A,B,C) = ‖TI,KJ(1) − (A⊡A)Λ [(C⊡C)⊙ (B⊡B)]
T ‖2F (3.46)
H(A,B,C) = ‖TJ,KI(2) − (B⊡B)Λ [(C⊡C)⊙ (A⊡A)]
T ‖2F (3.47)
H(A,B,C) = ‖TK,JI(3) − (C⊡C)Λ [(B⊡B)⊙ (A⊡A)]
T ‖2F , (3.48)
Pour simplier les expressions, posons :
δ(1) = T
I,KJ
(1) − (A⊡A)Λ [(C⊡C)⊙ (B⊡B)]
T
(3.49)
δ(2) = T
J,KI
(2) − (B⊡B)Λ [(C⊡C)⊙ (A⊡A)]
T
(3.50)
δ(3) = T
K,JI
(3) − (C⊡C)Λ [(B⊡B)⊙ (A⊡A)]
T
(3.51)
En alulant la diérentielle dH de H, on est alors à même de aluler les omposantes
des gradients, à savoir la matrie ∇AH de taille I × F , la matrie ∇BH de taille J × F ,
et la matrie ∇CH de taille K × F . Il serait également possible de poursuivre le alul
analytique jusqu'à la matrie Hessienne (il faudrait alors aluler les dérivées seondes), de
taille (I + J +K)F × (I + J +K)F dans le as où l'on voudrait pouvoir ensuite utiliser des
algorithmes d'optimisation de type Gauss-Newton.
Le produit salaire de Frobenius [AMDDM60℄ est déni omme :
〈A,B〉 = trace{ATB}. (3.52)
Nous avons aussi :
〈A,A〉 = ‖A‖2F = trace{A
TA}. (3.53)
On peut alors réérire la fontion de oût H(A,B,C) de façon simpliée :
〈δ(1), δ(1)〉 = trace
{
δT(1)δ(1)
}
= trace
{(
TI,KJ(1) − (A⊡A)δ(1)[(C⊡C)⊙ (B⊡B)]
T
)T
·(
TI,KJ(1) − (A⊡A)δ(1)[(C⊡C)⊙ (B⊡B)]
T
)}
.
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Le alul détaillé de dH(A,B,C) est réalisé dans l'annexe 6.4 où nous avons monté qu'il valait
nalement :
dH(A,B,C) = 〈4
[
A⊡
(
(−δ(1)) [(C⊡C)⊙ (B⊡B)]Λ
)]
, dA〉
+ 〈4
[
B⊡
(
(−δ(2)) [(C⊡C)⊙ (A⊡A)]Λ
)]
, dB〉
+ 〈4
[
C⊡
(
(−δ(3)) [(B⊡B)⊙ (A⊡A)]Λ
)]
, dC〉 (3.54)
En utilisant la diérentielle donnée en (3.54), les matries de gradients peuvent alors être
déterminées simplement :
∇AH(A,B,C) =
∂H(A,B,C)
∂A
= 4A⊡
(
(−δ(1)) [(C⊡C)⊙ (B⊡B)]Λ
)
(3.55)
= 4A⊡
(
(TI,KJ(1) − (A⊡A)Λ [(C⊡C)⊙ (B⊡B)]
T ) [(C⊡C)⊙ (B⊡B)]Λ
)
,
∇BH(A,B,C) =
∂H(A,B,C)
∂B
= 4B⊡
(
(−δ(2))[(C⊡C)⊙ (A⊡A)]Λ
)
(3.56)
= 4B⊡
(
(TJ,KI(2) − (B⊡B)Λ [(C⊡C)⊙ (A⊡A)]
T )[(C⊡C)⊙ (A⊡A)]Λ
)
,
∇CH(A,B,C) =
∂H(A,B,C)
∂C
= 4C⊡
(
(−δ(3))[(B⊡B)⊙ (A⊡A)]Λ
)
(3.57)
= 4C⊡
(
(TK,JI(3) − (C⊡C)Λ [(B⊡B)⊙ (A⊡A)]
T )[(B⊡B)⊙ (A⊡A)]Λ
)
.
On peut maintenant onstruire les matries de taille (I + J +K)× F suivantes :
G(k) et X(k) :
G(k) =
∇AH(A(k),B(k),C(k))∇BH(A(k),B(k),C(k))
∇CH(A
(k),B(k),C(k))
 , X(k) =
A(k)B(k)
C(k)

(3.58)
ou enore les veteurs (I + J +K)F × 1 suivants :
g(k) =
vec{∇AH(A(k),B(k),C(k))}vec{∇BH(A(k),B(k),C(k))}
vec{∇CH(A
(k),B(k),C(k))}
 , x(k) =
vec{A(k)}vec{B(k)}
vec{C(k)}

(3.59)
Une fois es termes alulés, il est possible d'en dériver les shémas d'algorithmes d'optimisa-
tion lassiques de type desente. C'est e que nous ferons au paragraphe 3.4.
3.3.2 Approhe par ajout d'un terme de pénalisation exponentielle
Nous venons de présenter une manière intuitive de onsidérer la non négativité des matries
de fateurs. Mais il aurait également été possible d'opter pour une autre approhe onsistant
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à faire en sorte que la fontion de oût prenne des valeurs très grandes dès lors que les
matries de fateurs A, B et C ontiennent des éléments négatifs, tandis que sa valeur restera
inhangée et sera petite si les matries de fateurs A, B et C ne ontiennent que des éléments
non négatifs. Pour ela, on peut ajouter des termes de pénalisation, et modier la fontion de
oût proposée en (2.21) par une fontion de oût de la forme suivante :
I(A,B,C) = F(A,B,C) + αf(A) + βf(B) + γf(C), (3.60)
ave α, β, γ des salaires positifs qui jouent le rle de poids sur les matries de fateurs. f(·)
est hoisie de telle sorte que
(i) f(·) est ontinue.
(ii) f(A) ≥ 0 pour tout A ∈ RI×F .
(iii) f(A) = 0 si et seulement si A ∈ R+
I×F
.
Des travaux ont déjà eu lieu sur les fontions barrière [CMI12, NW00℄ ave des appliations
dans les problèmes inverses liés à la restauration d'images notamment. Nous proposons ii
d'ajouter des termes de pénalisation en e−αX, failes à dériver et qui remplissent les onditions
reherhées. Cela nous amène don à utiliser la fontion de oût suivante :
I(A,B,C) = F(A,B,C) + α‖e−γAdiag{vec{A}}‖2F
+ β‖e−γBdiag{vec{B}}‖2F + γ‖e
−γCdiag{vec{C}}‖2F , (3.61)
Où γA, γB, γC sont des onstantes positives qu'il nous faudra ajuster, e qui omplique bien évi-
demment le problème. L'opérateur diag{·} retourne une matrie arrée diagonale qui ontient
dans sa diagonale les éléments du veteur donné en argument.
A nouveau le alul de la diérentielle dI(A,B,C) doit être réalisé an d'en déduire les
gradients matriiels. Le alul détaillé a été déporté à l'annexe 6.4.2 où nous avons montré
que la diérentielle des termes de pénalisation valait :
d‖e−γdiag{vec{A}}‖2F = 4γ
2
[
A−
1I,F
2γ
]
dA. (3.62)
Ce qui onduit don aux gradients matriiels suivants :
∇AI(A,B,C) = ∇AF(A,B,C) + 4αγ
2
A
[
A−
1I,F
2γA
]
, (3.63)
∇BI(A,B,C) = ∇BF(A,B,C) + 4βγ
2
B
[
B−
1J,F
2γB
]
, (3.64)
∇CI(A,B,C) = ∇CF(A,B,C) + 4γγ
2
C
[
C−
1K,F
2γC
]
(3.65)
(où 1I,F est une matrie de taille I × F remplie uniquement de 1). Comme préédemment, il
est ensuite possible de onstruire les matries G(k) et X(k) ou enore les veteurs g(k) et g(k)
qui ont été dénis par les équations (3.58) et (3.59).
Une fois les gradients matriiels alulés, il devient possible de minimiser les diérentes fon-
tions de oût qui viennent d'être introduites. Pour e faire, nous allons don appliquer l'un des
diérents algorithmes d'optimisation dont nous allons maintenant rappeler le prinipe dans
le but de parvenir à estimer les trois matries de fateurs A, B et C.
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3.4 Algorithmes d'optimisation de type desente
Pour estimer les matries de fateursA, B,C, les fontions de oûts introduites au paragraphe
préédent (par exemple en (3.46 pour une paramétrisation au moyen de produits de Hada-
mard) doivent être minimisées. Dans ette optique, nous suggérons d'optimiser les fontions
de oût onsidérées de façon simultanée vis à vis des trois matries de fateurs et non pas
alternée omme ela est fait dans l'ALS - ette approhe étant réputée sous optimale -. Nous
allons don maintenant rappeler le prinipe de diérents algorithmes d'optimisation parmi
lesquels la méthode du gradient onjugué préonditionné [She94, Pol97℄.
Dans l'approhe lassique du gradient, la variableX donnée en (3.58) est mise à jour à haque
itération suivant la règle d'adaptation suivante :
X(k+1) = X(k) − µ(k)G(k), (3.66)
où G est la matrie de gradient donnée en (3.58), en utilisant les valeurs analytiques alulées
en (3.55) - (3.57). µ est le pas d'adaptation salaire, qui peut être soit xe tout au long
de l'algorithme, soit alulé, manière exate ou approhée, à haque itération. Ce point sera
étudié en détail au niveau de la setion 3.6. On peut également utiliser la règle suivante érite
sur des veteurs et non plus des matries :
x(k+1) = x(k) − µ(k)g(k), (3.67)
où x et g sont donnés en (3.59). Notons que dans le as où la ontrainte de non négativité
n'est plus requise, les gradients ontenus dans G et g sont simplement remplaés par leur
équivalents sans ontrainte dont nous avions rappelé la valeur au niveau des équations (2.22),
(2.23) et (2.24).
3.4.1 Gradient onjugué préonditionné
Dans le gradient onjugué préonditionné, la règle d'adapation est modiée ainsi :{
x(k+1) = x(k) + µ(k)d(k)
d(k+1) = −(M(k+1))−1g(k+1) + β(k)d(k)
(3.68)
Le veteur d ontient les diretions de desente. On peut l'initialiser de telle sorte que
d(1) = −g(1). M est une matrie arrée qui tient lieu de préonditionneur, destiné à aélérer
la onvergene de l'algorithme. Il est onseillé dans [She94, Pol97℄ d'utiliser pour préondi-
tionneur la matrie Hessienne, voire juste sa diagonale.
β est un salaire qui peut être alulé de deux façons [Pol97℄ : soit par la formule de Flether-
Reeves (βFR), soit par elle de Polak-Ribière (βPR). Dans haun de es deux as, on a alors :
β
(k+1)
FR =
g(k+1)
T
g(k+1)
g(k)
T
, g(k)
(3.69)
β
(k+1)
PR =
g(k+1)
T
(g(k+1) − g(k))
g(k)
T
g(k)
. (3.70)
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3.4.2 Un as partiulier
En onsidérant que β = 0 et M = I dans la règle d'adaptation préédente, on retrouve la
règle d'adaptation du gradient simple, à savoir, pour le as matriiel :
X(k+1) = X(k) + µ(k)D(k), (3.71)
ou enore pour le as vetoriel :
x(k+1) = x(k) + µ(k)d(k), (3.72)
donnée en (3.66).
D est la matrie ontenant les diretions de desente. Elle est dénie de la manière suivante :
D(k) =
D
(k)
A
D
(k)
B
D
(k)
C
 ,d(k) =
vec{D
(k)
A }
vec{D
(k)
B }
vec{D
(k)
C }
 =
d
(k)
A
d
(k)
B
d
(k)
C
 (3.73)
Notons qu'ii, nous normalisons les olonnes de B et C par la norme L1, et on peut n'utiliser
que J − 1 lignes (resp. K − 1) pour la onstrution des matries D
(k)
B et D
(k)
C , la J
ème
ligne
de B et la Kème ligne de C se déduisant diretement des autres (à ondition de vérier que le
terme obtenu est bien positif).
Si on pose d(k) = −g(k) ou D(k) = −G(k), on retombe alors bien sur la règle d'adaptation
donnée en (3.66), à savoir :
X(k+1) = X(k) − µ(k)G(k), (3.74)
ou pour le as vetoriel
x(k+1) = x(k) − µ(k)g(k). (3.75)
3.4.3 Gradient onjugué
En onsidérant M = I dans l'équation (3.68), on retombe sur la méthode du gradient onju-
gué : {
x(k+1) = x(k) + µ(k)d(k)
d(k+1) = −g(k+1) + β(k)d(k)
(3.76)
On peut l'érire de façon équivalente sous forme matriielle :{
X(k+1) = X(k) + µ(k)D(k)
D(k+1) = −G(k+1) + β(k)D(k),
(3.77)
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Les deux expressions lassiquement utilisées pour la valeur de β restent les mêmes que elles
présentées préédemment, à savoir : les formules de Flether-Reeves (βFR) et Polak-Ribière
(βPR) [Pol97℄, qu'on réérit ii sous forme matriielle :
β
(k+1)
FR =
〈G(k+1),G(k+1)〉
〈G(k),G(k)〉
=
‖G(k+1)‖2F
‖G(k)‖2F
, (3.78)
β
(k+1)
PR =
〈G(k+1),G(k+1) −G(k)〉
〈G(k),G(k)〉
=
〈G(k+1),G(k+1) −G(k)〉
‖G(k)‖2F
. (3.79)
Ii enore, la diretion de desente initiale est donnée par l'une ou l'autre des deux formules
suivantes :
D(1) = −G(1) (3.80)
ou sous forme vetorisée :
d(1) = −g(1). (3.81)
Dernière amélioration possible enn : nous hoisissons de réinitialiser l'algorithme pontuelle-
ment, par exemple toutes les (I + J +K)F itérations à l'aide de la relation (3.82) ou (3.83) :
D(i) = −G(i) (3.82)
ou :
d(i) = −g(i) (3.83)
L'objet de e restart périodique est là enore l'aélération de la vitesse de onvergene de
l'algorithme.
3.4.4 Méthodes de Quasi-Newton : BFGS et DFP
BFGS - Si l'on onsidère ette fois que β = 0 au niveau de l'équation (3.68), et que le
préonditionneur M est égal à la matrie Hessienne, de taille (I + J +K)F × (I + J +K)F
(ou à une approximation de elle-i, voire uniquement ses termes diagonaux), on obtient les
approhes de type Gauss-Newton ou Quasi-Newton.
Si on onsidère l'approximation de la matrie Hessienne donnée par la règle suivante :
M(k+1) =M(k) +
∆g(k)(∆g(k))T
〈∆g(k),∆x(k)〉
−
(M(k)∆x(k))(M(k)∆x(k))T
〈M(k)∆x(k),∆x(k)〉
, (3.84)
on peut alors dénir la règle d'adaptation suivante, telle qu'elle est donnée par l'algorithme
de Broyden-Flether-Goldfarb-Shanno (BFGS) :
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
x(k+1) = x(k) − µ(k)(M(k))−1g(k)
∆x(k) = x(k+1) − x(k)
∆g(k) = g(k+1) − g(k)
M(k+1) =M(k) + ∆g
(k)(∆g(k))T
〈∆g(k),∆x(k)〉
− (M
(k)∆x(k))(M(k)∆x(k))T
〈M(k)∆x(k),∆x(k)〉
(3.85)
En utilisant le lemme d'inversion, et en érivant ρ = 1
(∆g(k))T∆x(k)
, on peut alors estimer dire-
tement l'inverse de l'approximée de la matrie Hessienne M(k). On réérit ainsi l'algorithme
donné en (3.85) :

x(k+1) = x(k) − µ(k)(M(k))−1g(k)
∆x(k) = x(k+1) − x(k)
∆g(k) = g(k+1) − g(k)
(M(k+1))−1 = (M(k))−1 + ρ
[
1 + ρ(∆g(k))T (M(k))−1∆g(k)
]
∆x(k)(∆x(k))T
−ρ∆x(k)(∆g(k))T (M(k))−1 − ρ(M(k))−1∆g(k)(∆x(k))T
(3.86)
DFP - Si on onsidère β = 0 dans l'équation (3.68), et que le préonditionneur M est
diretement égal à l'inverse de l'approximée de la matrie Hessienne, de taille (I +J +K)F ×
(I + J +K)F , donnée i-dessous :
M(k+1) =M(k) +
∆x(k)(∆x(k))T
〈∆g(k),∆x(k)〉
−
(M(k)∆g(k))(M(k)∆g(k))T
〈∆g(k),M(k)∆g(k)〉
, (3.87)
on obtient ette fois la règle d'adaptation de l'algorithme de Davidon-Flether-Powell (DFP) :

x(k+1) = x(k) − µ(k)M(k)g(k)
∆x(k) = x(k+1) − x(k)
∆g(k) = g(k+1) − g(k)
M(k+1) =M(k) + ∆x
(k)(∆x(k))T
〈∆g(k),∆x(k)〉
− (M
(k)∆g(k))(M(k)∆g(k))T
〈∆g(k),M(k)∆g(k)〉
(3.88)
Les deux algorithmes doivent être initialisés en utilisant une matrie de taille (I +J +K)F ×
(I + J + K)F qui est symétrique dénie-positive pour M(1) (ou (M(1))−1). On peut ainsi
tout à fait prendre la matrie identité. L'algorithme BFGS garantit alors la onservation de la
propriété symétrique dénie-positive. Il faut ependant noter que la matrieM(i) tend à être
de moins en moins bien onditionnée au fur et à mesure des itérations, le rang de la matrie
Hessienne étant égal au nombre de ses paramètres libres, soit (I + J + K − 2)F . La gure
3.1 montre l'évolution de e onditionnement sur un exemple synthétique, ave un tenseur de
taille 71× 47× 15.
3.4.5 Algorithme de Levenberg-Marquardt
On peut enourager la stabilité du préonditionneur quand e dernier tend à perdre son
aratère matrie dénie-positive au l des itérations et/ou n'est plus inversible, en ajoutant
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Figure 3.1  Conditionnement de la matrie Hessienne au l des itérations.
un multiple de la matrie identité à la matrieM avant son inversion. Cei est onnu omme
l'approhe Levenberg-Marquardt [Lue69℄ :

x(k+1) = x(k) − µ(k)(M(k) + αI(I+J+K)F)
−1g(k)
∆x(k) = x(k+1) − x(k)
∆g(k) = g(k+1) − g(k)
M(k+1) =M(k) + ∆g
(k)(∆g(k))T
〈∆g(k),∆x(k)〉
− (M
(k)∆x(k))(M(k)∆x(k))T
〈M(k)∆x(k),∆x(k)〉
(3.89)
où α est un oeient de relaxation. Notons qu'en posant α = 0 dans (3.89), l'algorithme
(3.85) est retrouvé. De même, en posant M = I(I+J+K)F ou en onsidérant que α est hoisi
susamment grand par rapport aux valeurs de M, on retombe sur l'algorithme du gradient
qui avait été donné dans l'équation (3.71).
3.5 Ajout de termes de pénalisation
On peut renforer ertaines propriétés de la solution reherhée en ajoutant des termes de pé-
nalisation à la fontion de oût (f. la méthode ombinant pénalisation et projetion suggérée
3.6. Méthodes de détermination du pas d'adaptation 41
dans [CZPA09℄ évoquée au niveau de la setion 3.2.2). Nous proposons ii de donner les expres-
sions des termes de pénalisation dans le as de l'utilisation d'une norme L1, qui ont voation
à aiguiller vers une solution parimonieuse, ainsi que elles des termes sous pénalisation de
type norme L2, qui visent à lisser la solution. Nous les avions déjà donnés respetivement dans
les équations (3.20)-(3.22) et (3.17)-(3.19) dans le as où auune ontrainte de non négativité
n'était imposée.
Voii l'expression des fontions de oût pénalisées. D'abord dans le as de la norme L1 :
HL1(A,B,C;Λ) = H(A,B,C;Λ) + αA‖A⊡A‖1 + αB‖B⊡B‖1 + αC‖C⊡C‖1, (3.90)
et dans le as de la norme L2 :
HL2(A,B,C;Λ) = H(A,B,C;Λ),+αA‖A⊡A‖
2
F + αB‖B⊡B‖
2
F + αC‖C⊡C‖
2
F (3.91)
(3.92)
Les gradients assoiés sont, dans le as de la norme L1 :
∇A(HL1(A,B,C;Λ) = ∇A(H(A,B,C;Λ) + 2αAA (3.93)
∇B(HL1(A,B,C;Λ) = ∇B(H(A,B,C;Λ) + 2αBB (3.94)
∇C(HL1(A,B,C;Λ) = ∇C(H(A,B,C;Λ) + 2αCC, (3.95)
(3.96)
et dans le as de la norme L2 :
∇A(HL2(A,B,C;Λ) = ∇A(H(A,B,C;Λ) + 4αAA⊡A⊡A (3.97)
∇B(HL2(A,B,C;Λ) = ∇B(H(A,B,C;Λ) + 4αBB⊡B⊡B (3.98)
∇C(HL2(A,B,C;Λ) = ∇C(H(A,B,C;Λ) + 4αCC⊡C⊡C. (3.99)
Les détails des aluls sont donnés en annexe 6.4.1.2.
3.6 Méthodes de détermination du pas d'adaptation
Les algorithmes de desente présentés à partir du paragraphe (3.68) requièrent tous l'estima-
tion d'un pas d'adaptation µ salaire qui varie à haque itération. Il reste bien sûr toujours
possible d'utiliser un pas xe tout au long des itérations, mais ela risque d'être synonyme
d'une faible vitesse de onvergene si le pas est hoisi trop petit. Dans le as ontraire, àd si
on hoisit un pas trop grand, l'algorithme risque de diverger, et on se trouvera alors dans l'in-
apaité d'estimer orretement les matries de fateurs. Le pas hoisi peut également s'avérer
orretement dimensionné au niveau des premières itérations, puis se révéler trop grand par la
suite. Il semble alors judiieux de hoisir un pas susamment faible pour ne pas tomber dans
e type de problème, mais ela porte inévitablement préjudie à la vitesse de onvergene.
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Figure 3.2  Comparaison de la vitesse de onvergene en fontion du pas d'adaptation
hoisi, pour les 20 premières itérations de l'algorithme du gradient. En haut à gauhe, le pas
xe (µ = 0.04). En haut à droite, le pas approhé. En bas, le pas globalement optimal.
Plusieurs solutions existent pour palier e problème. Les plus onnues sont le alul du pas
optimal à haque itération, et le alul d'un pas approximé par marhe arrière.
Avant d'aborder le prinipe du alul du pas optimal et du pas approhé par marhe arrière,
voii sur un exemple simple, une illlustration/omparaison du omportement du même algo-
rithme d'optimisation dans haune de ses trois versions à pas xe, à pas approhé par marhe
arrière ou enn à pas optimal. Considérons la fontion i-dessous :
f(x, y) =
1
2
(40x2 + y2) (3.100)
Les résultats sont donnés sur la gure 3.2. On a y a traé les 20 premières itérations pour
haque as de gure (pas xe, pas approhé par marhe arrière et pas globalement optimal).
On vérie bien que l'algorithme à pas xe (ave un pas µ = 0.04) est le plus lent à atteindre
le minimum de la fontion donnée au niveau de l'équation (3.100). La reherhe par marhe
arrière donne des résultats plus satisfaisants. Le pas optimal est de loin le plus rapide pour
onverger.
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3.6.1 Pas optimal
Le alul du pas optimal permet, omme son nom l'indique, de déterminer le pas d'adapatation
qui minimisera au maximum la fontion de oût à l'étape k, en fontion de la diretion de
desente alulée. L'objetif est aluler µ(k) tel que pour une fontion f(·) dépendant d'un
paramètre x :
µ(k) = argmin
µ(k)≥0
f(x+ µ(k)d) (3.101)
Dans le as de la fatorisation de tenseurs du 3ème ordre, il s'agit de minimiser la fontion :
H(A(k+1),B(k+1),C(k+1)) = H
[
(A(k) + µDA
(k)), (B(k) + µDB
(k)), (C(k) + µDC
(k))
]
.
(3.102)
De façon similaire, dans le as de la fatorisation de tenseurs du 3ème ordre sous la ontrainte
de non négativité imposée par produits de Hadamard, en posant PA = A
(k) + µDA, PB =
B(k) + µDB, PC = C
(k) + µDC, on doit trouver µ(k) qui minimise :
H(A(k+1),B(k+1),C(k+1)) = H [PA ⊡PA,PB ⊡PB,PC ⊡PC] . (3.103)
Le détail des aluls est donné au niveau de l'annexe 6.4.3. Il s'agit en fait d'un polynme en
µ de degré 12, dont l'expression est donnée par (nous avons hoisi d'omettre la dépendane
vis à vis des paramètres de H pour simplier les expressions) :
H(.) =
12∑
i=0
aiµ
i, (3.104)
où les 13 oeients ai, pour i = 0, . . . , 12 valent (la dénition de Ki, où i varie de 1 à 6 est
donnée en annexe 6.4.3) :
a0 = trace
[
K0K0
T
]
(3.105a)
a1 = trace
[
2K1K0
T
]
(3.105b)
a2 = trace
[
2K2K0
T +K1K1
T
]
(3.105)
a3 = trace
[
2
(
K3K0
T +K2K1
T
)]
(3.105d)
a4 = trace
[
2
(
K4K0
T +K3K1
T
)
+K2K2
T
]
(3.105e)
a5 = trace
[
2
(
K5K0
T +K4K1
T +K3K2
T +K3K2
T
)]
(3.105f)
a6 = trace
[
2
(
K6K0
T +K5K1
T +K4K2
T
)
+K3K3
T
]
(3.105g)
a7 = trace
[
2
(
K6K1
T +K5K2
T +K4K3
T
)]
(3.105h)
a8 = trace
[
2
(
K6K2
T +K5K3
T
)
+K4K4
]
(3.105i)
a9 = trace
[
2
(
K6K3
T +K5K4
T
)]
(3.105j)
a10 = trace
[
2K6K4
T +K5K5
T
]
(3.105k)
a11 = trace
[
2K6K5
T
]
(3.105l)
a12 = trace
[
K6K6
T
]
(3.105m)
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En dérivant l'expression de H par rapport à µ, on obtient un polynme de degré 11 donné
par l'équation (3.106) :
dH(.) =
11∑
i=0
(i+ 1)ai+1µ
i, (3.106)
Le pas optimal µ
(k)
opt orrespond alors à la raine réelle et positive du polynme (3.106) menant
au minimum du ritère donné en (3.104). Ces raines sont estimées numériquement ar pour
des degrés aussi élevés, il n'existe généralement pas de formule algébrique pour le alul des
raines.
3.6.2 Une solution inexate, mais rapide : méthode par marhe ar-
rière
On peut se demander pourquoi il est utile de reherher une valeur approhée du pas d'adap-
tation, quand il est possible omme ii d'en aluler analytiquement la valeur optimale. Le
alul du pas optimal est une solution oûteuse en terme de temps de alul qui onsiste à al-
uler les raines d'un polynme de degré élevé dans notre as. Nous montrerons d'ailleurs au
hapitre 5, que 'est le alul des oeients du polynme qui est le plus oûteux en terme de
temps de alul. Les oeients donnés dans le paragraphe préédent néessitent le alul de
produits salaires de grosses matries. Dans des problèmes de grandes dimensions (lorsque le
tenseur des observations est onstitué de larges images par exemple), le alul du pas optimal
représente la majeure partie de la omplexité algorithmique totale à haque itération.
Il vaut mieux, alors, lui préférer une version approhée, omme la méthode par marhe arrière
(baktraking, qui permet à moindre oût d'obtenir une bonne approximation de µ(k). L'idéal
étant de ombiner une méthode par marhe arrière ave le alul du pas optimal seulement
toutes les 10 ou 20 (voire plus) itérations.
µ(k) est toujours hoisi de sorte à minimiser (approximativement ette fois) une fontion f(·),
omme elle donnée dans l'exemple (3.101), le long de la ligne x+ µ(k)d, ave µ(k) ≥ 0.
µ est hoisi susamment grand au début, par exemple un pas unité, et est dérémenté d'un
fateur β, soit µ = βµ jusqu'à e que la ondition d'Armijo (3.107) [BV04, LY08℄, soit sa-
tisfaite. Le pas µ résultant est elui retenu pour le µ(k) utilisé dans la règle d'adaptation de
l'algorithme de desente onsidéré. En reprenant nos notations préédentes, et en onsidérant
une fontion de oût notée H(·), la ondition d'Armijo s'érit :
H(A+ µDA,B+ µDB,C+ µDC) < H(A,B,C) + α µ g
Td (3.107)
où α est un paramètre onstant hoisi dans l'intervalle [10−4, 10−1], d est la diretion de
desente donnée en (3.73) et g est le gradient donné en (3.59). Notons que puisque d est une
diretion de desente, on a gTd < 0 (e n'est autre que la dérivée diretionnelle au point
onsidéré). Dans le as de l'algorithme du gradient, d = −g, alors que d = −M−1g pour les
algorithmes de type Quasi-Newton. La ondition d'Armijo indique que le pas doit être tel que
sa valeur est elle qui fait se ouper la fontion de oût et la droite de pente γ plus faible que
la droite ayant pour pente la dérivée diretionnelle. Le prinipe de ette méthode est illustré
au niveau de la gure 3.3.
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Figure 3.3  Modélisation graphique de la ondition d'Armijo. La fontion de oût est repré-
sentée en oupe. La ondition devient valide dès que f passe en dessous de la ligne en tirets
supérieure, i.e. 0 ≤ µ ≤ µ0.
3.7 Comparaison des diérents algorithmes sur des mé-
langes synthétiques
Ce paragraphe est dévolu à la omparaison des diérents algorithmes de déomposition de ten-
seurs d'ordre 3 faisant intervenir une ontrainte de non négativité sur les matries de fateurs
reherhées. Nous appliquons les diverses méthodes à des mélanges synthétiques d'images de
uoresene de omposés organiques lassiquement renontrés dans l'analyse d'éhantillons
d'eau.
Première série de simulations - Deux tenseurs T1 and T2 ont été simulés en utilisant
les images de uoresene de F = 4 omposés dont les matries d'émission exitation (aib
T
i ,
∀i = 1, . . . , 4) sont données au niveau de la gure 3.4. Ces images [MZBR10℄ nous ont été
fournies par le laboratoire PROTEE-EA 3819 de l'Université du Sud Toulon Var (Frane).
Deux matries positives C ont été générées de manière aléatoire suivant une loi uniforme (une
matrie 10 × 4 et une matrie 128 × 4). Disposant des images de uoresene des omposés,
et des onentrations de haque omposé pour haque éhantillon, le tenseur peut alors être
reonstruit tranhe par tranhe, une tranhe étant une image de uoresene du mélange. Le
premier tenseur T1 onstruit est don dans et exemple de taille 71× 47× 10 et le seond T2
est de taille 71× 47× 128.
Pour pouvoir établir une omparaison entre les diérents algorithmes, nous avons besoin d'in-
dies de performane judiieux ou plutt ii une mesure de erreur ommise. Nous hoisissons
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d'utiliser un premier indie d'erreur, déni de la manière suivante :
E = ‖T− T̂‖2F ou EdB = 10 log10(E), (3.108)
ave T̂ =
∑F
f=1 âf ⊛ b̂f ⊛ ĉf et âf , b̂f et ĉf pour f = 1, . . . , F les estimés de la f -ème olonne
des diérentes matries de fateurs.
Les meilleurs résultats sont obtenus quand l'indie d'erreur E est prohe de 0 sur une éhelle
linéaire (−∞ en éhelle logarithmique).
Nous verrons par la suite que et indie n'est pas toujours ritère optimal de qualité. Voilà
pourquoi nous en dénissons un deuxième, qui ne peut pas être utilisé sur des données expé-
rimentales. Il est basé sur l'erreur entre la MEEF de l'estimation et la MEEF de référene :
E2dB = 10log10(
F∑
i=1
‖aib
T
i − âib̂
T
i )‖F ) (3.109)
En premier lieu, pour omparer les images orrespondant au même omposé organique, les
MEEF de référene et estimées doivent être normalisées, puis triées.
Les simulations qui suivent mettent en onfrontation les algorithmes de la littérature NTF-
ALS (pénalisé ave une norme L1 pour lisser les résultats et rappelé dans la setion 3.2.2) et
NTF-HALS (rappelé dans la setion 3.2.2 et implémenté selon la desription faite p. 357 de
[CZPA09℄) ave les algorithmes développés et présentés préédemment : gradient et gradient
onjugué ave ontrainte de non négativité par produits de Hadamard, BFGS et DFP .
Les 4 MEEF de référene sont montrées sur la gure 3.4. Sur la gure 3.5, on ahe les MEEF
estimées par gradient onjugué ave ontrainte de non négativité (ELS ) et ave le BFGS (ELS
aussi). Notons tout d'abord que les résultats donnés par es deux algorithmes sont identiques
ii. De la même façon, on observe que qu'on ne peut pas diérenier les estimations des
images de référene. Dans un as idéal, sans bruit, et quand la déomposition se fait à la
valeur du rang du tenseur, es algorithmes se omportent don d'exellente façon. Notons que
le NTF-ALS et NTF-HALS donnent ii les mêmes résultats.
Attardons-nous maintenant sur divers points de omparaisons des performanes des méthodes.
Les gures 3.6 a), 3.6 b), 3.6 ), 3.6 d), 3.7 et 3.8 ont été obtenues en initialisant tous les
algorithmes ave ave la même solution initiale alulée au moyen de l'algorithme DTLD
présenté dans [SBG04℄ et proposé dans la toolbox de R. Bro et Claus A. Andersson [BA℄.
Pour l'algorithme ALS− Cichocki régularisé soit par une norme L1 soit par une norme L2,
les oeients de régularisation ont été hoisis tels que αA = αB = αC = 10
−6
('est ette
régularisation qui explique le fait que l'erreur soit bornée). Pour es gures, quand la reherhe
linéaire globale (ELS ) est eetuée, elle l'est à haque itération. Notons toutefois que des
versions de l'algorithme ALS faisant intervenir de l'ELS ont été suggérées dans ([RCH08℄) par
exemple, mais pour une version sans ontrainte de non négativité.
Au niveau des gures 3.6 a) et 3.6 b), nous ahons EdB qui mesure l'erreur entre le tenseur de
départ et le tenseur reonstruit en éhelle logarithmique (la légende pour es deux ourbes est
ahée au niveau de la gure 3.6 a)). Pour es deux gures, l'apparene des ourbes est très
similaires. Seul hange le nombre d'itérations mis pour atteindre des performanes similaires,
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puisque la taille du tenseur n'est pas la même (dans le mode des onentrations). Le NTF-
ALS (L1 ou L2) et son dérivé, le NTF-HALS , sont les plus rapides à atteindre la onvergene.
Du fait de sa régularisation, les performanes du NTF-ALS sont ependant bornées, e qui
explique que l'erreur de reonstrution stagne à environ −40 dB sur les deux gures. Nous
verrons par la suite qu'une faible erreur de reonstrution n'implique pas néessairement une
bonne approximation des MEEF. Les deux algorithmes de Quasi-Newton, à savoir, le BFGS
et le DFP, donnent des résultats très prohes et onvergent rapidement en dessous des −140
dB. Le gradient onjugué met un peu plus d'itérations pour atteindre e même résultat (7 fois
plus sur le tenseur T1, et 4 fois plus sur le tenseur T2). Le gradient donne lui les plus mauvais
résultats. Sa ourbe de onvergene est extrêmement lente, si bien qu'il ne passe sous les −45
dB qu'après, respetivement, 3500 et 7000 itérations pour les deux gures.
Sur les gures 3.6 ) et 3.6 d), l'erreur est présentée non plus en fontion du nombre d'itérations
mais en fontion de la omplexité algorithmique. Les ourbes présentés ii gardent le même
aspet que elles traées sur les gures en fontion des itérations. En eet, les algorithmes basés
sur l'ALS ont un oût algorithmique ridiulement faible. BFGS et DFP, bien que présentant un
oût par itération supérieur aux algorithmiques basés sur le alul du gradient seul, requièrent
ii moins de temps pour desendre jusqu'à −140 dB. C'est dû au fait que le gradient onjugué
présente des paliers de plus en plus marqués alors que l'erreur de reonstrution déroît,
rallongeant ainsi la durée de alul. Notons ependant qu'il n'est pas néessaire d'atteindre
des erreurs aussi basses pour avoir une bonne approximation de la déomposition. Pour nir,
le gradient, bien qu'ayant une faible omplexité algorithmique, ne onverge pas susamment
rapidement pour s'avérer être un hoix intéressant.
Pour résumer sur es 4 gures, les algorithmes les plus rapides à atteindre la onvergene
sont eux basés sur l'ALS. Nous verrons toutefois que et indie de performanes n'est pas
un gage de qualité. Les deux algorithmes de Quasi-Newton requièrent ii moins de temps que
le gradient onjugué pour atteindre la onvergene. Cependant, e dernier ore le meilleur
ompromis entre vitesse et performanes. Contrairement aux algorithmes de type Newton-
Raphson ou Quasi-Newton, il ne demande pas l'estimation des matries Hessiennes de taille
(I + J +K)F × (I + J +K)F (ou de leur approximation), e qui fait qu'il peut être appliqué
même dans le as de tenseurs de très grande taille.
Intéressons-nous maintenant à une omparaison des performanes entre le baktraking et
l'ELS . On ahe sur la gure 3.7 l'erreur de reonstrution en fontion du nombre d'ité-
rations, et ela appliqué au tenseur T2 en utilisant le BFGS . La première ourbe montre
don l'évolution de l'erreur E pour du BFGS faisant intervenir de l'ELS à haque itération. La
deuxième ourbe montre la même hose mais l'ELS n'intervient que toutes les 10 itérations.
Le baktraking est don appliqué le reste du temps. L'ELS étant une reherhe globale et
optimale du pas d'adaptation, la première ourbe met logiquement moins d'itérations pour
atteindre les mêmes performanes, mais l'éart ave la deuxième ourbe reste faible. Si on
regarde la gure 3.8 qui donne ette fois-i l'erreur de reonstrution en fontion de la om-
plexité algorithmique, on s'aperçoit qu'alterner du baktraking ave de l'ELS, demande en
n de ompte moins de temps que faire uniquement de l'ELS. Sur des problèmes de taille
importante, il est don reommandé d'utiliser l'ELS de façon très parimonieuse (exemple :
toutes les 10 ou 20 itérations) et d'utiliser du baktraking le reste du temps.
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Revenons à l'estimation des MEEF. Si es dernières sont parfaitement estimées quel que soit
l'algorithme mis en jeu à modèle exat, examinons le omportement des méthodes présen-
tées dans le as où on introduit des erreurs de modèle. Prenons le as d'une surestimation
du nombre de omposés, (dans et exemple F
estimé
= 5 alors que F
réel
= 4). On ahe les
images reonstruites par le gradient onjugué sur la gure 3.9, le BFGS (α = 10−4) (le DFP
donne ii la même hose) sur la gure 3.10 et on les onfronte à elles reonstruites via le
NTF-ALS (gure 3.11 et le NTF-HALS (gure 3.12). Tous es algorithmes ont été initialisés
à partir des mêmes matries de fateurs aléatoires (loi uniforme sans valeurs négatives). Le
gradient onjugué réestime très bien les 4 omposés du mélange, la 5ème image étant alors
logiquement nulle, ou presque (pour parvenir à e résultat, nous pénalisons ave une norme
L1 de oeient α = 10
−5
). C'est un peu moins vrai pour le BFGS, dont la reonstrution
est un peu moins bonne. Rappelons que la matrie Hessienne du BFGS tend à être de moins
en moins bien onditionnée au fur et à mesure des itérations. C'est enore moins vrai pour
NTF-ALS et NTF-HALS qui dispathent de la même façon l'un des omposés sur 2 images.
Ces derniers ont don tendane à forer l'estimation d'un 5ème uorophore inexistant dans le
mélange. Les algorithmes que nous avons développés préédemment se montrent don pour
et exemple moins sensibles à e type d'erreur sur le modèle. Cei nous permet de faire in-
tervenir notre deuxième indie de performanes E2dB. Comme nous l'avons dit, une faible
erreur de reonstrution n'implique pas néessairement une bonne réestimation des MEEF.
Sur la gure 3.13, nous superposons les ourbes des 3 algorithmes préédents, qui montrent
l'évolution de l'indie E2 en fontion du nombre d'itération. Cette fois-i, le gradient onjugué
présente des performanes bien meilleures que le NTF-ALS et NTF-HALS , e qui onforte e
que nous venons de dire quant à l'aspet visuel des MEEF estimées. Le BFGS montre une
ertaine instabilité, qui peut être liée à la dégradation du onditionnement de la matrie Hes-
sienne approximée.
Pour terminer vérions la sensibilité de es algorithmes à l'initialisation. Sur les exemples pré-
édents relatifs à la surestimation du rang, l'algorithme du gradient onjugué que nous avons
développé ii donnait les meilleurs résultats. On repart de et algorithme, qu'on onfronte à
eux de la littérature et du tenseur préédent, toujours ave F
estimé
= 5, tandis que F
réel
= 4.
On itère sur 100 réalisations, en générant pour haune une initialisation basée sur des ma-
tries de fateurs aléatoires. On réupère pour haque réalisation l'indie de performanes
E2dB. On trae en 3.14 la ourbe moyennée point à point sur les 100 réalisations, tout au
long des itérations de l'algorithme. On observe ainsi le bon omportement de l'algorithme
du gradient onjugué sous ontrainte, qui ahe en moyenne un indie E2dB bien inférieur à
e qu'on peut obtenir ave les algorithmes basés sur l'ALS. Sur l'autre gure traée en 3.14,
on ahe la ourbe représentant la dernière valeur (à la dernière itération) de E2dB pour les
100 réalisations, triées par ordre roissant, e qui nous donne un aperçu de la répartition des
valeurs pour les 100 réalisations. Ainsi, 90% d'entre elles nissent sous les 10 dB, e qui, logi-
quement en aord ave la ourbe préédente, est meilleur que les autres algorithmes présentés
sur la gure 3.13. Le HALS ne desend sous les 10 dB que dans environ 20% des as environ,
tandis que l'ALS dépasse les 20 dB dans 30% des as.
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Figure 3.4  Les MEEF des 4 omposés de référene (avant mélange).
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Figure 3.5  Réestimation des 4 omposés via l'algorithme du gradient onjugué (gauhe) et
BFGS (droite), tous deux ave ontrainte de non négativité imposée par produits de Hadamard.
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b) Erreur en fontion de la omplexité algorithmique.
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d) Erreur en fontion de la omplexité algorithmique.
Figure 3.6  Erreur de reonstrution (dB) en fontion du nombre d'itérations (gauhe) pour
un tenseur non négatif 71×47×10 (haut gauhe), un tenseur non négatif de taille 71×47×128
(bas gauhe). Erreur de reonstrution (dB) en fontion du nombre d'opérations arithmétiques
(droite) pour un tenseur non négatif 71×47×10 (haut droite), un tenseur non négatif de taille
71×47×128 (bas droite). La même légende est utilisée pour les 4 sous-gures. Notons qu'une
faible erreur de reonstrution n'implique pas que les matries de fateurs soient orretement
estimées. Il faut aussi que le nombre de omposés soit orretement déteté (f. gures 3.9 et
3.12).
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Figure 3.7  Comparaison du BFGS ave le baktraking (alternant ave de l'ELS toutes les
10 itérations) et BFGS ave ELS à haque itération. Erreur de reonstrution en fontion du
nombre d'itérations.
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Figure 3.8  Comparaison du BFGS ave baktraking (alternant ave de l'ELS toutes les 10
itérations) et du BFGS (ave ELS à haque itération). Erreur de reonstrution en fontion de
la omplexité algorithmique.
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Figure 3.9  Eet d'une surestimation du rang du tenseur : 5 omposés estimés pour 4 réel-
lement présents. Utilisation de l'algorithme du gradient onjugué ave non négativité imposée
par produits de Hadamard.
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Figure 3.10  Eet d'une surestimation du rang du tenseur : 5 omposés estimés pour 4
réellement présents. Utilisation de l'algorithme BFGS ave non négativité imposée par produits
de Hadamard.
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Figure 3.11  Eet d'une surestimation du tenseur : 5 omposés estimés pour 4 omposés
réellement présents. Utilisation de l'algorithme ALS dérit dans [CZPA09℄.
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Figure 3.12  Eet d'une surestimation du rang du tenseur : 5 omposés estimés pour 4
réellement présents. Utilisation de l'algorithme HALS dérit en [CZPA09℄
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Figure 3.13  Performanes de la reonstrution des MEEF dans le as surestimé pour dié-
rents algorithmes.
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Figure 3.14  Illustration du bon omportement du gradient onjugué paramétré par produits
de Hadamard pour 100 initialisations diérentes dans le as surestimé. A gauhe, on trae
le moyennage point à point de E2dB au l des itérations des 100 réalisations. A droite, on
trae la ourbe triée par ordre roissant représentant la dernière valeur (atteinte à la dernière
itération) de E2dB pour les 100 réalisations (e qui revient à traer une fontion de répartition
de la dernière valeur).
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Deuxième série de simulations - Nous avons présenté i-dessus les résultats de simula-
tions en utilisant les approhes basées sur des produits de Hadamard. Nous allons maintenant
onfronter la méthode faisant appel à une pénalisation exponentielle et la onfronter à nos
préédents résultats.
On génère un nouveau tenseur ave les mêmes MEEF de référene et paramètres aléatoires que
préédemment, de sorte à e que la matrie des onentrations soit de taille 50×4. Le tenseur
ainsi réé est de taille 47 × 71 × 50. Nous mettons en jeu le gradient onjugué pénalisé par
des exponentielles (et non plus par une paramétrisation au moyen de produits de Hadamard),
l'ALS pénalisé de la même façon, et le NTF-ALS. On ompare sur la gure 3.16 le gradient
onjugué présenté i-dessus et l'ALS NTF-ALS ave α = β = γ = 10−6. Conernant notre
algorithme, γA, γB et γC ont été hoisis pour normaliser i.e. γA =
1
‖A‖
, γB =
1
‖B‖
, γC =
1
‖C‖
.
De plus, α, β, γ sont dérémentées à haque itération : α(k+1) = β(k+1) = γ(k+1) = α(k)
m
,
ave m une onstante et α(0) = 0.5), de telle sorte que l'inuene des termes de pénalisation
devienne de plus en plus faible.
On peut observer que les 3 algorithmes sont assez rapides sur la gure 3.16(onvergene
atteinte en moins de 100 itérations). L'erreur de reonstrution est plus petite ave nos algo-
rithmes qu'ave le NTF-HALS, même si les performanes de e dernier sont bornées du fait
de la pénalisation. Un tel problème est éliminé dans notre as en diminuant l'inuene des
termes de pénalisation au fur et à mesure des itérations. (Cependant, nous avons déjà noté
qu'une faible erreur de reonstrution n'impliquait pas néessairement une bonne estimation
des matries de fateurs). Les MEEF estimées par le gradient onjugué sont traées sur la
gure 3.15 et sont onformes à elles de référene.
Supposons maintenant que nous surestimions le rang en hoisissant F = 5 pour e mélange
onstitué de 4 omposés. Les résultats obtenus sont ahés au niveau la gure 3.17. A gauhe,
les images ont été obtenues grâe à notre algorithme, tandis qu'à droite, elles ont été reons-
truites grâe au NTF-ALS. Dans les deux as, il est diile d'armer qu'il y a 4 omposés.
Les artefats restent néanmoins moins importants là enore ave notre approhe qu'ave l'ap-
prohe ALS. Cette méthode se révèle don rapide, mais moins robuste que elle impliquant de
paramétrer par des produits de Hadamard.
Ces algorithmes ainsi pénalisés restent assez sensibles à l'intialisation. On repart du même
mélange, mais en initialisant les matries de fateurs d'autres valeurs aléatoires. On retrae
sur la gure 3.18 les performanes de l'erreur de reonstrution. Là enore, les 3 algorithmes
onvergent très rapidement. Le gradient onjugué ahe les meilleures performanes pour
et indie, tandis que l'ALS pénalisé donne les moins bonnes. Sur la gure 3.19, on trae les
MEEF estimées par les 3 algorithmes mis en jeu ii. La reonstrution n'est pas très bonne
ave le NTFALS. Elle est légèrement meilleure ave l'ALS et le gradient onjugué tous deux
pénalisés par une exponentielle. Cela n'est toutefois pas aussi bon que dans le as le as d'une
paramétrisation par produits de Hadamard.
Pour résumer les résultats obtenus à partir de ette pénalisation exponentielle, nous pouvons
dire que 'est une méthode peu oûteuse numériquement, qui donne de bons résultats à modèle
exat. Notons toutefois que ela n'impose pas la non négativité des matries au même sens que
la paramétrisation par produits de Hadamard. Cela aiguille la solution vers des matries non
négatives, mais il n'y a pas de garantie absolue de ne pas trouver quelques valeurs négatives.
Par ailleurs, le hoix des paramètres (α, γA, γB, γC) inuene onsidérablement la solution
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obtenue, et il n'est pas évident de les hoisir judiieusement.
λ e
 
(nm
)
λf (nm)
200 300 400 500
250
300
350
400
450
λ e
 
(nm
)
λf (nm)
200 300 400 500
250
300
350
400
450
λ e
 
(nm
)
λf (nm)
200 300 400 500
250
300
350
400
450
λ e
 
(nm
)
λf (nm)
200 300 400 500
250
300
350
400
450
Figure 3.15  MEEF estimées par gradient onjugué pénalisé par des exponentielles pour un
tenseur non négatif de taille 71× 47× 50.
0 20 40 60 80 100
−100
−80
−60
−40
−20
0
20
Itérations
dB
 
 
Gradient conjugué régularisé par des exponentielles
NTF−ALS
ALS régularisé par des exponentielles
Figure 3.16  Erreur de reonstrution (dB) en fontion du nombre d'itérations en utilisant
un tenseur non négatif de taille 71× 47× 50.
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Figure 3.17  Mélange de 4 fateurs, en supposant que F = 5 ; les 5 MEEF sont estimées
en utilisant le gradient onjugué et une fontion de oût ave pénalisation exponentielle an
d'assurer la non-négativité (gauhe) et NTF-ALS de [CZPA09℄.
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Figure 3.18  Erreur de reonstrution (dB) en fontion du nombre d'itérations en utilisant
un tenseur non négatif de taille 71× 47× 50.
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Figure 3.19  Mélange de 4 fateurs, en supposant que F = 5 ; les 5 MEEF sont estimées
en utilisant le gradient onjugué et une fontion de oût ave pénalisation exponentielle an
d'assurer la non-négativité (haut-gauhe) et NTF-ALS de [CZPA09℄ (haut-droite), et de l'ALS
pénalisé par des exponentielles (bas).
Conlusion - En onlusion de ette étude sur des mélanges synthétiques, nous avons mis en
évidene le bon omportement des algorithmes présentés dans ette setion. Gradient, gradient
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onjugué et algorithmes de Quasi-Newton, dont la positivité des matries de fateurs est
assurée par la ontrainte faisant intervenir le produit de Hadamard, donnent des résultats très
omparables. Le gradient n'est pas reommandé du fait de sa lenteur de onvergene. Il vaut
mieux lui préférer le gradient onjugué, qui ore un très ompromis performanes / vitesse.
Pour les problèmes de petite taille et à modèle exat, le BFGS et le DFP sont probablement le
meilleur hoix. Mais dès que la taille du tenseur onsidéré devient trop importante, l'estimation
de la matrie Hessienne se révèle trop oûteuse. Similairement, l'ELS peut être employée pour
es algorithmes à haque itération si la taille des donnée est susamment faible. C'est e qui
permet d'avoir les meilleures performanes. Le oût algorithmique d'une étape d'ELS étant
relativement élevé, il vaut mieux lui préférer une alternane ave du baktraking quand on
s'oriente vers des problèmes de taille importante. Dans tous les as, es algorithmes présentent
l'avantage de ne pas avoir de paramètres à régler de façon empirique.
A modèle exat, les algorithmes basés sur l'ALS donnent par ailleurs de très bons résultats ii
en plus de s'avérer partiullièrement rapides. Ils sont une bonne alternative à la paramétrisa-
tion par Hadamard lorsque le temps est un fateur déisif.
Lorsque l'on introduit des erreurs dans le modèle de type surestimation du nombre de om-
posés, nos algorithmes montrent un omportement très appréiable. Notons qu'il peut alors
être utile de pénaliser les méthodes. Une régularisation L1, visant à aiguiller vers des solutions
parimonieuses, permet ii d'estimer omme nuls les omposés orrespondant à des erreurs
de modèle. De plus, le gradient onjugué s'avère ii être le hoix le plus adapté : bien que
la fontion de oût que l'on optimise reste la même, les algorithmes de Quasi-Newton se
révèlent ii moins stables ave l'introdution d'erreurs et pénalisation. Nous avions déjà vu
que le onditionnement de la matrie Hessienne se révélait être de moins en moins bon au
l des itérations. Pour nir, bien que la pénalisation exponentielle s'avère très eae pour
faire onverger rapidement les algorithmes en favorisant la positivité des matries de fateurs,
il faut noter que l'estimation des omposés est moins bonne dans le as surestimé. Dans e
as là, la solution nale dépend ii beauoup de l'initialisation pour les algorithmes basés sur
l'ALS ou pénalisés par une exponentielle. C'est moins vrai pour les algorithmes paramétrés
par produits de Hadamard, qui, dans le as surestimé, onvergent toujours vers les 4 bonnes
MEEF ave la 5ème d'intensité pratiquement nulle. Qui plus est, les algorithmes basés sur une
paramétrisation par produits de Hadamard présentent l'avantage de ne pas avoir de para-
mètres à régler manuellement. L'ELS, quand on utilise un algorithme d'optimisation basé sur
du gradient, est alulée automatiquement et idem pour le baktraking.
3.8 Vers une première généralisation : nouvel algorithme
de Tuker3 non négatif
Dans ette dernière partie, nous allons reprendre la même démarhe que elle qui avait été
adoptée lors de la reherhe d'une déomposition CP non négative, en utilisant une para-
métrisation des matries de fateurs reherhées au moyen de arrés, e qui impliquait don
l'utilisation de produits de Hadamard. Nous allons maintenant herher à la généraliser à un
autre type de déomposition tensorielle : la déomposition de Tuker 3 non négative. Com-
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mençons d'abord par quelques rappels sur la déomposition de Tuker et ses liens ave la
déomposition CP.
3.8.1 Quelques rappels préliminaires
Considérons la déomposition en valeurs singulières d'une matrie X de taille I × J :
X = AGBT (3.110)
Ii, A est de taille I × I, B est de taille J × J , et G est une matrie retangulaire pseudo-
diagonale de taille I × J .
Considérons la déomposition en valeurs singulières réduite de ette matrie X. En supposant
que le rang de X est F , on se limite alors aux F valeurs singulières onstituant G, qui devient
alors arrée (F × F ). De même, on ne onsidère que les F premiers veteurs singuliers de A
qui devient de taille I × F , et même hose pour la matrie B qui devient alors J × F . En
déomposant élément par élément, ela se traduit par :
xij =
F∑
f=1
aifgffbjf (3.111)
Réérit sous une forme matriielle, ela onduit à la forme suivante :
X = AFGFB
T
F (3.112)
En posant W = AFGF et H = BF , on a :
X =WHT (3.113)
Notons queW et H sont ommunément appelées respetivement sores et loadings en analyse
en omposantes prinipales (l'équation (3.113) peut alors se généraliser pour le as en trois
dimensions vers la déomposition CP).
Toujours en dimension deux, on peut généraliser la déomposition donnée en (3.112) pour une
matrie G non diagonale de taille quelonque. A et B n'auront plus alors le même nombre
de olonnes.
xij =
M∑
m=1
N∑
n=1
aimgmnbjn (3.114)
A. Tuker a proposé de nouveaux modèles en dimension N au milieu des années 1960 [Tu66℄.
La déomposition de Tuker-3 peut être vue omme une généralisation à un ordre supérieur
de l'analyse en omposantes prinipales, ainsi qu'une généralisation de la déomposition CP
vue jusque là.
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Considérant un tenseur du troisième ordre, de taille I × J ×K, elui-i peut s'érire :
xijk =
∑
f1
∑
f2
∑
f3
gf1f2f3aif1bjf2ckf3. (3.115)
Ii, A est une matrie de taille I × F1, G est un tenseur ÷ur de taille F1 × F2 × F3, B est
une matrie de taille J × F2, et C est une matrie de taille K × F3.
On peut également réérire e modèle en utilisant le produit n−mode :
X = G×1 A×2 B×3 C (3.116)
On peut aussi le mettre sous forme matriielle, e qui donne pour le premier mode :
XI,KJ(1) = AG
F1,F3F2
(1) (C⊗B)
T . (3.117)
On fait alors intervenir le produit de Kroneker, et on déplie le tenseur ÷urG dans le premier
mode. Il est bien sûr possible de faire la même hose pour les deux autres modes :
XJ,KI(2) = BG
F2,F3F1
(2) (C⊗A)
T
(3.118)
XK,JI(3) = CG
F3,F2F1
(3) (B⊗A)
T . (3.119)
Si on dénit le tenseur ÷urG de taille F×F×F (àd que l'on suppose que F1 = F2 = F3 = F )
omme étant diagonal, soit gijk = 1 si i = j = k et 0 sinon, on obtient alors la déomposition
CP. En eet, si on déplie G dans le premier mode, on a une matrie de taille F × F 2 telle
que :
S =

1 . . . F F + 1 F + 2 . . . F 2
1 0 · · · 0 0
.
.
.
F 0 . . . 0 1 0 . . . 0
.
.
. 0 0 1
 (3.120)
Il existe un lien entre une telle matrie, le produit de Kroneker et le produits de Khatri-Rao
[LT08℄ :
S (C⊗B)T = (C⊙B)T (3.121)
Ainsi, si G est diagonal, alors il vient :
AGF1,F3F2(1) (C⊗B)
T = A (C⊙B)T . (3.122)
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Comme préédemment, on peut imposer une ontrainte de non-négativité sur les fateurs et
sur le tenseur ÷ur à la déomposition régie par l'équation (3.115). Des méthodes prenant en
ompte ette ontrainte existent déjà [KS98℄[MHA08℄[CZPA09℄[PTC℄[PC11℄ [ZAX12℄[ZC12℄.
Dans [MHA08℄, Mørup & al ont proposé une méthode basée sur une généralisation des NMF
à l'ordre supérieur ave prise en ompte de la parimonie des données appliquée à la dé-
omposition de Tuker-3. Dans [BA℄, il est proposé un algorithme ave semi-ontrainte de
non-négativité : les fateurs sont ontraints, mais le tenseur ÷ur peut prendre des valeurs
négatives.
La déomposition de Tuker trouve par exemple des appliations dans l'imagerie hyper-
spetrale, la rédution de dimension, la rédution de bruit ou la déonvolution d'images
[Ren08, KC09, Kop09℄. Pour un panorama des appliations possibles, on pourra aussi onsulter
[AY09℄.
3.8.2 Nouvel algorithme de déomposition de Tuker 3 non négatif
Nous proposons dans e paragraphe d'expliquer omment il est possible d'érire un algorithme
fondé sur une paramétrisation par produits de Hadamard pour imposer les ontraintes de
non-négativité aux fateurs et au tenseur ÷ur reherhés. La minimisation d'un problème de
Tuker-3 non ontraint est basée sur la fontion de oût suivante :
T (A,B,C;G) = ‖TI,KJ(1) −AG
F1,F3F2
(1) (C⊗B)
T‖2F = ‖δ
′
(1)‖
2
F (3.123)
= ‖TJ,KI(2) −BG
F2,F3F1
(2) (C⊗A)
T‖2F = ‖δ
′
(2)‖
2
F (3.124)
= ‖TK,JI(3) −CG
F3,F2F1
(3) (B⊗A)
T‖2F = ‖δ
′
(3)‖
2
F , (3.125)
En posant A′ = A⊡A, B′ = B⊡B, C′ = C⊡C, G′ = G⊡G, on peut réérire le problème
de la façon suivante :
Tc(A,B,C;G) = ‖T
I,KJ
(1) − (A⊡A)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T ‖2F
= ‖δ(1)‖
2
F (3.126)
= ‖TJ,KI(2) − (B⊡B)
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T ‖2F
= ‖δ(2)‖
2
F (3.127)
= ‖TK,JI(3) − (C⊡C)
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T ‖2F
= ‖δ(3)‖
2
F , (3.128)
Après des aluls dont le détail est donné au niveau de l'annexe 6.6.1, on obtient nalement
les matries de gradient ∇A (Tc (A,B,C;G)), ∇B (Tc (A,B,C;G)), ∇C (Tc (A,B,C;G)), et
∇G (Tc (A,B,C;G)) suivantes :
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∇A (Tc (A,B,C;G)) =
∂Tc
∂A
= −4A⊡
[
δ(1) ((C⊡C)⊗ (B⊡B))
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)T]
(3.129)
∇B (Tc (A,B,C;G)) =
∂Tc
∂B
= −4B⊡
[
δ(2) ((C⊡C)⊗ (A⊡A))
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)T]
(3.130)
∇C (Tc (A,B,C;G)) =
∂Tc
∂C
= −4C⊡
[
δ(3) ((B⊡B)⊗ (A⊡A))
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)T]
(3.131)
∇G (Tc (A,B,C;G)) =
∂Tc
∂GF1,F3F2(1)
= −4GF1,F3F2(1) ⊡
[
(A⊡A)T δ(1) ((C⊡C)⊗ (B⊡B))
]
(3.132)
Et omme préédemment nous pourrons utiliser es expressions an de onstruire un veteur
de gradient de taille (IF1 + JF2 +KF3 + F1F2F3)× 1 et un veteur x
(k)
:
g(k) =

vec{∇ATc(A
(k),B(k),C(k);G(k))}
vec{∇BTc(A
(k),B(k),C(k);G(k))}
vec{∇CTc(A
(k),B(k),C(k);G(k))}
vec{∇GTc(A
(k),B(k),C(k);G(k))}
 , x(k) =

vec{A(k)}
vec{B(k)}
vec{C(k)}
vec{G(k)}
 (3.133)
qui nous servira ensuite pour onstruire un algorithme d'optimisation de type desente omme
ela a déjà été expliqué au niveau du paragraphe 3.4.
On peut également aluler les oeients du polynme utilisé dans le pas optimal (détails
du alul dans l'annexe 6.6.2. Nous proédons de manière identique à e qui avait été fait au
niveau du paragraphe 3.6.1.
Le alul du pas optimal onsiste à minimiser la fontion suivante :
Tc(A
(k+1),B(k+1),C(k+1);G(k+1))
= Tc
[
(A(k) + µDA
(k)), (B(k) + µDB
(k)), (C(k) + µDC
(k)); (G(k) + µDG
(k))
]
. (3.134)
Le développement de e polynme d'ordre 16 (dans e as là) nous amène à devoir aluler la
valeur de ses 17 oeients (f. Annexe 6.6.2, pour le détail des aluls) :
dTc(.) =
16∑
i=0
aiµ
i, (3.135)
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ave :
a16 = trace
(
K8K8
T
)
a15 = trace
(
2K7K8
T
)
a14 = trace
(
2K6K8
T +K7K7
T
)
a13 = trace
(
2
(
K5K8
T +K6K7
T
))
a12 = trace
(
2
(
K4K8
T +K5K7
T
)
+K6K6
T
)
a11 = trace
(
2
(
K3K8
T +K4K7
T +K5K6
T+
))
a10 = trace
(
2
(
K2K8
T +K3K7
T +K4K6
T
)
+K5K5
T
)
a9 = trace
(
2
(
K1K8
T +K2K7
T +K3K6
T +K4K5
T
))
a8 = trace
(
2
(
K0K8
T +K1K7
T +K2K6
T +K3K5
T
)
+K4K4
T
)
a7 = trace
(
2
(
K0K7
T +K1K6
T +K2K5
T +K3K4
T
))
a6 = trace
(
2
(
K2K4
T +K1K5
T +K0K6
T
)
+K3K3
T
)
a5 = trace
(
2
(
K1K4
T +K2K3
T
))
a4 = trace
(
2
(
K4K0
T +K1K3
T
)
+K2K2
T
)
a3 = trace
(
2
(
K3K0
T +K1K2
T
))
a2 = trace
(
2K2K0
T +K1K1
T
)
a1 = trace
(
2K1K0
T
)
a0 = trace
(
K0K
T
0
)
A nouveau, il nous faudra dériver e polynme et par rapport à µ :
dTc(.) =
15∑
i=0
(i+ 1)ai+1µ
i, (3.136)
Le pas optimal µ
(k)
opt orrespond alors à la raine réelle et positive de e polynme de degré
15 menant au minimum du ritère donné en (3.135). Les raines sont estimées là enore
numériquement.
3.8.3 Un exemple numérique
On illustre les expressions i-dessus permettant d'estimer les matries de fateurs et le ÷ur
en les ontraignant à être non négatifs en reprenant l'exemple donné dans la partie 3.7. On
dispose don d'un tenseur de taille 47× 71× 10.
Ce modèle était fait pour être estimé par déomposition CP. Rappelons en eet qu'il est
mathématiquement déni par la loi de Beer-Lambert (2.37) (pour des onentrations suf-
samment faibles, dans le as de mélanges réels). Nous avons vu préédemment que pour
retrouver l'équivalene entre la déomposition de Tuker et CP, il était néessaire que le ten-
seur ÷ur G soit diagonal. An d'aiguiller l'algorithme vers les MEEF de référene, et du
3.8. Vers une première généralisation : nouvel algorithme de Tuker3 non négatif 67
fait que la déomposition de Tuker ne garantit pas l'uniité de la solution estimée ontraire-
ment à la déomposition CP , nous initialisons le tenseur ÷ur omme diagonal, en ajoutant
sur haque valeur un biais aléatoire issu d'une loi uniforme, d'amplitude maximale 30. Les 3
autres matries de fateurs sont initialisées aléatoirement. Nous hoisissons d'utiliser le gra-
dient onjugué, qui était le meilleur ompromis performanes / temps par itérations sur les
exemples préédents. Nous alternons également du baktraking ave l'ELS pour aélérer le
alul, dont la omplexité algorithmique par étape devient importante.
On trae sur la gure 3.20 les MEEF estimées via et algorithme de Tuker non négatif. Elles
ne dièrent pas de la référene donnée en 3.4. De plus, le tenseur ÷ur réestimé se rapprohe
d'un tenseur diagonal, dont voii, pour l'exemple, les 4 valeurs giii, d'abord pour les valeurs
initiales :
g
diagInitial
=
(
26.0949 14.8458 26.1475 18.3471
)
(3.137)
Puis les valeurs estimées :
g
diagEstimée
=
(
65.2053 43.1615 53.6602 47.5976
)
(3.138)
En eet, si on normalise haun de es 2 veteurs par leur valeur maximale pour les readrer
sur une même éhelle, on onstate que l'éart type de g
diagEstimée
est inférieur à elui de
g
diagInitial
.
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Figure 3.20  MEEF estimées par gradient onjugué appliqué à la déomposition de Tuker
non négative (produits de Hadamard).
Chapitre 4
Mesures manquantes : prise en ompte
du problème
4.1 Problématique
Au ours du proessus d'aquisition de mesures, il peut s'avérer que ertaines valeurs soient
manquantes ou peu ables. On peut prendre l'exemple du domaine bio-médial, dans lequel
on utilise parfois des réseaux d'életrodes (as de l'analyse EEG) disposées sur un patient. Or
il peut advenir que l'une de es életrodes soit défaillante et la mesure soit alors manquante.
En EEG, les données sont regroupées dans un tenseur après utilisation de transformées temps-
fréquene [BCA12, MnMVS
+
04℄. Dans d'autres domaines, tels que l'étude du tra réseau, on
peut perdre ertains paquets éhangés entre deux terminaux. Plus généralement, e problème
de la gestion des données manquantes onerne tous les domaines dans lesquels la ollete des
données peut être sujette à erreurs. Si dans ertains as il sut tout simplement d'ignorer les
valeurs manquantes, dans d'autres as tels que le domaine de la spetrosopie de uoresene,
par exemple, il n'est pas souhaitable d'ignorer es valeurs manquantes et le problème pourrait
même ne pas pouvoir être traité sans prise en ompte de es données. C'est pourquoi il s'avère
alors tout à fait pertinent de développer des méthodes destinées à traiter le problème étudié
tout en les onsidérant.
Dans e hapitre, nous ouplons la question des données manquantes à elle des tenseurs non
négatifs répondant à un modèle CP. La question de la non négativité et de la déomposition
CP prenant en ompte et aspet a été traitée dans le hapitre préédent (Chapitre 3).
4.2 Approhes existantes
Comme mentionné préédemment, les tenseurs résultant de mesures expérimentales peuvent
ontenir des données manquantes. Cependant, il peut être néessaire d'être apable de réaliser
la déomposition CP en ignorant es valeurs. Les travaux préédents sur le sujet ont onsisté
à introduire un tenseur de poids, que nous appellerons W, possédant la même taille que
le tenseur de données (W ∈ R+
I×J×K
) et dont les entrées valent 0 quand une valeur est
manquante ou 1 quand elle est présente [AKDM11℄[TB05℄. Notons dès à présent que dans la
nouvelle approhe qui nous expliiterons dans la sous-setion 4.3, les valeurs de W ne seront
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plus supposées néessairement binaires. En notant WI,KJ(1) le dépliement du tenseur W dans
le premier mode, la fontion de oût exprimée dans le premier mode vaut maintenant :
J (A,B,C)
= ‖WI,KJ(1) ⊡
(
XI,KJ(1) − (A⊡A)((C⊡C)⊙ (B⊡B))
T
)
‖2F
= ‖WI,KJ(1) ⊡ δ(1)‖
2
F = ‖β(1)‖
2
F (4.1)
On a le même type d'expression pour les deux autres modes :
J (A,B,C) = ‖WJ,KI(2) ⊡ δ(2)‖
2
F = ‖β(2)‖
2
F (4.2)
= ‖WK,JI(3) ⊡ δ(3)‖
2
F = ‖β(3)‖
2
F (4.3)
Les quantités β(i), ave i = 1, ..., 3 sont introduites de sorte à simplier les expressions. En
utilisant omme au hapitre préédent ‖A‖2F = trace{A
TA} = 〈A,A〉, où 〈.〉 est le produit
salaire de Frobenius, l'équation (4.1) est alors réérite :
〈β(1),β(1)〉 = trace{β
T
(1)β(1)}
= trace
{[
WI,KJ(1) ⊡
(
XI,KJ(1) − (A⊡A)((C⊡C)⊙ (B⊡B))
T
)]T
.[
WI,KJ(1) ⊡
(
XI,KJ(1) − (A⊡A)((C⊡C)⊙ (B⊡B))
T
)]}
Nous alulons ensuite la diérentielle dJ de J an déterminer les trois matries de gradient :
la matrie ∇AJ de dimension I×F , la matrie ∇BJ de dimension J ×F et la matrie ∇CJ
de dimension K × F . Les aluls sont détaillés dans l'Annexe 6.7. Nous trouvons nalement
que :
dJ (A,B,C)
= 〈4
[
A⊡
(
(−β(1) ⊡W
I,KJ
(1) )[(C⊡C)⊙ (B⊡B)]
)]
, dA〉
+ 〈4
[
B⊡
(
(−β(2) ⊡W
J,KI
(2) )[(C⊡C)⊙ (A⊡A)]
)]
, dB〉
+ 〈4
[
C⊡
(
(−β(3) ⊡W
K,JI
(3) )[(B⊡B)⊙ (A⊡A)]
)]
, dC〉
On en déduit alors les trois matries de gradient, qui pourront être utilisées dans n'importe
lequel des algorithmes d'optimisation dont nous avons rappelé le prinipe dans la setion 3.4
du hapitre préédent :
∇AJ (A,B,C) = 4A⊡
[
(−β(1) ⊡W
I,KJ
(1) ) ((C⊡C)⊙ (B⊡B))
]
∇BJ (A,B,C) = 4B⊡
[
(−β(2) ⊡W
J,KI
(2) ) ((C⊡C)⊙ (A⊡A))
]
∇CJ (A,B,C) = 4C⊡
[
(−β(3) ⊡W
K,JI
(3) ) ((B⊡B)⊙ (A⊡A))
]
(4.4)
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4.3 Nouvelle approhe : algorithme Varying Weights (VW)
Dans ette variante de l'algorithme préédent, plutt que de laisser le tenseur des poidsW xe
au l des itérations omme ela avait été proposé dans [AKDM11℄, nous suggérons de mettre
à jour e tenseur et de ré-estimer les valeurs manquantes du tenseur T au l des itérations.
L'algorithme d'estimation devient don :
Algorithme. Démarrer ave un tenseur donné T ∈ R+
I×J×K
ave des données manquantes
et un tenseur de poids W ave des entrées binaires au début (une faible onstante ǫ au lieu
de 0 peut être utilisée si la valeur est manquante, et 1 si la valeur est présente).
Ensuite, tant que le ritère d'arrêt n'est pas vérié :
1. Caluler les matries de gradient grâe à l'équation (4.4). Ces matries peuvent être uti-
lisées dans n'importe quel algorithme de desente (f. setion 3.4) an de déterminer la
diretion de desente. Durant les premières itérations, le tenseur de données T ontient
des valeurs xées onsidérées omme manquantes. Pour le alul du gradient, il onvient
de les gérer en tant qu'élément neutre (0 pour une addition, 1 pour une multipliation).
Faultatif S'l est prévu de aluler le pas d'adaptation optimal, il onvient omme préédemment
de gérer les valeurs manquantes du tenseur T omme élément neutre.
2. Mettre à jour les matries de fateurs A, B et C.
3. Si la borne supérieure n'est pas atteinte (dénie à l'étape 4), les valeurs manquantes de
T sont orrigées par interpolation. D'abord, on reonstruit le tenseur généré à partir des
matries de fateurs ; ela amène au tenseur U. Si tijk existe ou n'est pas une anienne
valeur manquante ('est à dire wijk < 1), il n'y a rien à faire. Sinon, on alule la valeur
moyenne pondérée à aeter à tijk en prenant en ompte les plus prohes voisins (six
s'ils sont tous présents, moins si ertains sont non dénis ou non reonstruits). Cette
moyenne est pondérée par les valeurs du tenseur W orrespondant à es voisins.
4. Si wijk 6= 1, on augmente légèrement sa valeur d'une faible onstante, par exemple
α = 10−3. De ette manière, le poids des valeurs initialement manquantes est progressi-
vement augmenté au fur et à mesure que le tenseur est reonstruit, et que les matries
de fateurs sont estimées. Cependant, ette reonstrution n'est pas parfaite, et pour
pallier e problème, on dénit une borne supérieure M < 1 (par exemple M = 0.4, de
telle sorte que pour tous les wijk liés à une valeur manquante wijk ≤M .
5. Vérier si l'algorithme a onvergé. Si 'est le as, stopper, sinon passer à l'itération
suivante.
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4.4 Validation de la méthode sur des mélanges synthé-
tiques
Nous générons un tenseur T en utilisant F = 4 omposés. Les images de uoresene de es
omposés sont les mêmes que elles présentées dans la setion 3.7. On génère une matrie C
aléatoire et non négative de taille 15 × 4. Un ertain pourentage des données du tenseur a
été remplaé aléatoirement par des Not A Number (NaN en Matlab), indiquant qu'elles ne
sont pas onnues. Dans e but, les oordonnées (i, j, k) de es points ont été hoisies selon une
loi uniforme. Sur la droite de la gure 4.1, les 4 matries de uoresene d'émission-exitation
estimées par l'algorithme du gradient onjugué non négatif ave prise en ompte des données
manquantes ont été réprésentées. L'algorithme VW a ainsi été utilisé en onsidérant M = 0.1
et α = 10−5, ave 30% de données manquantes dans e as. Sur la gauhe de ette même
gure, on donne les résultats pour l'algorithme du gradient onjugué ave ontrainte de non
négativité (pas de données manquantes dans le tenseur onsidéré). Les résultats nous montrent
que les images reonstituées ave ou sans données manquantes sont très prohes.
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Figure 4.1  Modèle exat (F = 4), les 4 images de uoresene émission-exitation estiméees
en utilisant : à gauhe : l'algorithme du gradient onjugué ave ontrainte de non négativité
(pas de données manquantes). A droite : l'algorithme VW (30% de données manquantes).
Le rang est maintenant surestimé. On onsidère toujours F = 4 omposés, mais étant donné
la méonnaissane de ette valeur dans un as de traitement réel des données, on réalise la
déomposition CP sous l'hypothèse que le rang du tenseur est F̂ = 6 (6 uorophores seraient
don présents). Ii, on hoisitM = 0.15 et l'on onserve α = 10−5. Comme dans la setion 3.7,
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les omposés estimés de façon superue (omposés non existants) devraient être idéalement
estimés à 0. Comme on peut l'observer sur la gure 4.2, 'est vraisemblablement plus le as
en utilisant la méthode que nous avons introduite dans la setion 4.3 : seuls de faibles résidus
sont visibles sur et ensemble d'images. La même méthode ave des poids xes et sans reons-
trution tend à estimer 6 omposés au lieu de 4, et le quatrième s'avère très mal estimé. Quant
à la méthode CP-WOPT introduite dans [AKDM11℄, elle ne peut pas restaurer orretement
les MEEF du fait qu'elle autorise des valeurs négatives. Eetivement, nous observons bien
que de larges zones dans lesquelles devraient se situer le omposé organique sont négatives.
Le omposé estimé sur la 5ème image est d'ailleurs le négatif de elui estimé sur la 6ème
image, e qui est un soui aratéristique des algorithmes n'intégrant pas la ontrainte de non
négativité sur e type de problème.
An de réellement quantier l'erreur ommise au niveau de l'estimation et de la reonstrution
des images de uoresene des diérents uorophores présents dans les solutions étudiées, nous
dénissons deux ritères d'erreur. Le premier, déjà déni dans la setion 3.7, est basé sur le
alul de l'erreur entre le tenseur observé et le tenseur reonstruit :
E1dB = 10log10(‖T − T̂ )‖
2
F ), (4.5)
où T̂ =
∑F
f=1 âf ◦ b̂f ◦ ĉf et â, b̂ et ĉ sont les fateurs estimés. Le seond ritère d'erreur (qui
ne peut être utilisé que sur des données simulées et non pas sur des données expérimentales)
est basé sur l'erreur entre les MEEF des estimées et les MEEF des référenes :
E2dB = 10log10(
F∑
i=1
‖aib
T
i − âib̂
T
i )‖F ). (4.6)
Mais pour pouvoir mettre en oeuvre e seond indie d'erreur, il onvient en premier lieu de
normaliser les MEEF de référene et les MEEF estimées dans puis de les trier/lassier an
d'aeter une image de référene et une image estimée à haun des omposés organiques
présents. Ce n'est qu'ensuite que les images aetées à un même omposé/uorophore pour-
ront être omparées. Sur les gures 4.2 et 4.3, on vérie que l'indie E1 ne rend que très
imparfaitement ompte du résultat obtenu : bien que des valeurs très faibles soient atteintes
dans le as de la méthode CP-WOPT, les MEEF des omposés organiques se révèlent très mal
estimées e qui onduit par onséquent à une très forte valeur de l'indie d'erreur E2, que nous
présentons sur la gure 4.3. Au ontraire, ave les deux méthodes que nous avons suggérées,
bien que la valeur de l'indie d'erreur E1 soit plus importante, l'indie d'erreur E2 tend bien,
quant à lui, à être beauoup plus faible, e qui traduit bien une meilleure restitution des
MEEF des diérents uorophores. Notons enn que le ritère glouton déni dans [CLDA09℄
et impliquant les 3 matries de fateurs (et non pas seulement deux omme nous l'avons fait
ii) aurait eu un oût numérique trop lourd raison pour laquelle nous ne l'utilisons pas ii.
C'est pour ela que notre ritère n'implique que les matries A et B.
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Figure 4.2  80% de données manquantes. Mélange de 4 fateurs, estimation en onsidérant
F = 6. En haut à gauhe : les images de uoresene d'émission-exitation estimées en utilisant
l'algorithme suggéré dans [AKDM11℄ (pas de ontrainte de non négativité). En haut à droite :
algorithme du gradient onjugué ave une ontrainte de non négativité et prenant en ompte
de possibles données manquantes, à l'aide de poids xes. En bas à gauhe : algorithme VW.
Ehelle de ouleurs : CP-WOPT (gauhe) ; GC et VW (droite).
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Figure 4.3  80% de données manquantes dans le as surestimé (F est supposé égal à 6 pour
l'estimation, alors que le F théorique vaut 4). La ourbe montre l'évolution de l'erreur E1 en
fontion du nombre d'itérations.
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Figure 4.4  80% de données manquantes dans le as surestimé (F est supposé égal à 6 pour
l'estimation, alors que le F théorique vaut 4). La ourbe montre l'évolution de l'erreur E2 en
fontion du nombre d'itérations.
76 Chapitre 4. Mesures manquantes : prise en ompte du problème
4.4.1 Evolution de la reonstrution ave l'augmentation du taux de
données manquantes
On ompare maintenant l'évolution de la reonstrution du tenseur et de l'estimation des
matries de fateurs ave l'augmentation du pourentage de données manquantes. On utilise
un nouveau jeu d'images ave des pis de uoresene davantage rapprohés, e qui va enore
aroître la diulté du problème de séparation. Comme préédemment, on génère une matrie
C de taille 15 × 4. Les 4 omposés sont représentés par leur image de uoresene, de taille
71× 81.
Les simulations sont eetuées pour des volumes de données manquantes, insérées de façon
aléatoire dans le tenseur, allant de 40% à 98%. La gure 4.5 orrespond à l'image des quatre
omposés de référene. Les résultats sont représentés sur les gures 4.6 à 4.9. Visuellement, on
onstate que les images restent assez prohes des images de référene jusqu'à 95% de données
manquantes. A partir de 98%, on observe une dégradation notable des images reonstituées.
Pour valider e onstat, on superpose sur la gure (4.10) les ourbes représentant l'indie
E2 au l des itérations, selon le pourentage de données manquantes. Les ourbes sont très
prohes jusqu'à 80% de données manquantes. Elles se stabilisent légèrement au dessus pour
90% et 95%. Par ontre, pour 98%, l'estimation est très mauvaise et il y a un éart signiatif.
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Figure 4.5  Image de uoresene de référene.
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Figure 4.6  MEEF reonstruites ave 40% de données manquantes (à gauhe) et 60% (à
droite).
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Figure 4.7  MEEF reonstruites ave 70% données manquantes (à gauhe) et 80 % (à droite).
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Figure 4.8  Images reonstruites ave 90% de données manquantes (à gauhe) et 95 % (à
droite).
λ e
 
(nm
)
λf (nm)
200 300 400 500
200
300
400
500
λ e
 
(nm
)
λf (nm)
200 300 400 500
200
300
400
500
λ e
 
(nm
)
λf (nm)
200 300 400 500
200
300
400
500
λ e
 
(nm
)
λf (nm)
200 300 400 500
200
300
400
500
Figure 4.9  Images reonstruites ave 98% de données manquantes.
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Figure 4.10  Indie E2 selon le pourentage de données manquantes dans le as de l'esti-
mation à rang exat.
4.4.2 Seond jeu d'images
On réutilise le jeu de données de la setion 4.4.1. On applique à e tenseur un taux de données
manquantes égal à 70%. On ompare les résultats des algorithmes CP-WOPT et VW à modèle
exat dans un premier temps. Les résultats sont donnés sur les gures 4.15 et 4.16. Visuelle-
ment, les résultats de l'algorithme VW sont très prohes des images de référene données en
4.5. Les images reonstituées à partir de l'algorithme CP-WOPT présentent un nombre non né-
gligeable de valeurs négatives. Les ourbes de performane (Figure 4.17) montrent l'évolution
de la qualité de la reonstrution via l'évolution de l'erreur E2. De façon logique, l'algorithme
VW onduit à de bien meilleurs résultats (prohes des 10 dB) que eux obtenus au moyen
de l'algorithme CP-WOPT, qui stagne aux alentours de 34 dB. Cei est bien évidemment lié
au fait qu'une partie des valeurs des matries de fateurs se sont stabilisées dans des valeurs
négatives après onvergene.
On étudie enn le as surestimé. On prend F̂ = 5. Les MEEF sont représentées sur les gures
4.11 et 4.12. Comme préédemment, l'éhelle de ouleurs de la gure 4.13 nous indique que le
CP-WOPT onverge vers des plages de valeurs négatives. Sur la gure 4.14, on peut onstater
que l'algorithme VW onduit à un indie E2 prohe de 15 dB après onvergene, tandis que
le CP-WOPT reste enore dans la zone des 40 dB.
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Figure 4.11  Images reonstruites ave CP-WOPT pour 5 omposés estimés, alors que le
rang réel F vaut 4 en onsidérant 70% de données manquantes.
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Figure 4.12  Images reonstruites ave VW pour 5 omposés estimés, alors que le rang réel
F vaut 4 en onsidérant 70% de données manquantes.
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Figure 4.13  Ehelle de ouleur des gures 4.12 et 4.11
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Figure 4.14  70% de données manquantes dans le as surestimé (F est supposé égal à 5
pour l'estimation, alors que le F théorique vaut 4). La ourbe montre l'évolution de E2 en
fontion du nombre d'itérations.
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Figure 4.15  70% de données manquantes dans le as exat ave l'algorithme CP-WOPT.
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Figure 4.16  70% de données manquantes dans le as exat ave l'algorithme VW.
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Figure 4.17  70% de données manquantes dans le as exat. La ourbe montre l'évolution
de E2 en fontion du nombre d'itérations.
4.4.3 Conlusion
Nous avons élaboré de nouveaux algorithmes permettant de réaliser la déomposition de
tenseur du 3ème ordre en prenant en ompte d'éventuelles valeurs manquantes. Cela nous
a amenés à généraliser les méthodes existant dans le as sans ontraintes et ave des poids
xes, avant d'en introduire une nouvelle. Nous avons alors, au travers de simulations sur
des mélanges synthétiques, montré le bon omportement de nos algorithmes à rang exat
et surestimé. Nous avons ainsi mis en évidene sur es exemples, que même pour des taux
partiulièrement élevés de données manquantes ( > 95%), nous arrivons à réestimer de façon
relativement orrete les matries de fateurs.
Chapitre 5
Optimisations algorithmiques
5.1 Introdution
Les algorithmes étudiés jusqu'à présent ne fontionnent bien évidemment pas tous de la même
manière. Ainsi, ertains peuvent onverger en un petit nombre d'itérations, mais haune de
es itérations peut néessiter un temps de alul très important, d'autres peuvent onverger
au bout d'un grand nombre d'itérations, mais haune de es itérations peut être très rapide,
et... Il est intéressant à e stade de omparer les performanes de es algorithmes sur des
ritères indépendants de la mahine sur laquelle ils sont exéutés.
Toujours sur es aspets de temps de alul, des problèmes peuvent se poser dès lors que l'on est
onfronté à des tenseurs de grande dimension. Certaines quantités telles que le Hessien peuvent
devenir impossibles à manipuler voire à onstruire. Selon les méthodes de déompositions
utilisées, les oûts algorithmiques explosent, il devient alors impératif d'optimiser ertaines
portions de ode, ou ertaines parties numériques.
C'est don l'objet de e hapitre que d'essayer de mieux erner les oûts algorithmiques et
d'essayer de les diminuer si ela s'avère possible. Nous ommenerons don par présenter
un éventail de omplexités algorithmiques assoiées aux diérents algorithmes d'optimisation
introduits préédemment, avant de développer des aélérations algorithmiques adaptées au
as des tenseurs d'ordre 3.
5.2 Calul des omplexités algorithmiques
Un bon moyen de omparer les temps de alul des diérents algorithmes indépendamment
du proesseur de alul utilisé onsiste à évaluer la omplexité algorithmique.
Nous avons résumé dans le tableau donné i-dessous les omplexités liées à la déomposition
CP. On se base sur un tenseur du 3ème ordre, de taille I × J ×K de rang F . on onsidère que
le oût pour multiplier une matrie de taille N ×M par une matrie de taille M × P est de
l'ordre de O(NMP ). Le oût de alul d'un produit de Khatri-Rao entre une matrie N ×M
et une matrie P ×M est en O(NMP ). Le oût d'une résolution d'un système linéaire N ×N
est de l'ordre de O(N3) (élimination de Gauss-Jordan). Il existe toutefois des algorithmes
plus eaes. Le oût d'une addition ou soustration est onsidéré négligeable. Le alul de
la trace d'une matrie est également onsidéré de oût négligeable.
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Opération Taille 1ère matrie Taille 2ème matrie Coût numérique
Multipliation N ×M M × P O(NMP )
Produit de Khatri-Rao N ×M P ×M O(NMP )
Résolution (Gauss-Jordan) N ×N − O(N3)
Table 5.1  Complexité algorithmique d'opérations matriielles
En e qui onerne l'algorithme ALS, le alul a été fait dans [CLDA09℄. Elle est relative à
O(7F 2(JK + KI + IJ) + 3FIJK). Pour l'algorithme du gradient, le oût numérique par
itération est de O(6IFJK) (puisque pour haune des trois omposantes du gradient, nous
avons 4 opérations : 2 produits de matries + 1 produit de Khatri-Rao + 1 addition. Le
oût de alul est don régi par le oût du alul de es 3 matries. Le nombre total d'opéra-
tions arithmétiques est O(6IFJKNit) ave Nit représentant le nombre total d'itérations pour
atteindre la onvergene. Pour le gradient ave ontrainte de non négativité, la omplexité
algorithmique est presque la même, 'est à dire O(6IFJK) et le nombre total d'opérations
arithmétiques est aussi O(6IFJKNit).
Pour la méthode du gradient onjugué non linéaire (dans les deux as ave ou sans ontrainte
de non négativité), la omplexité algorithmique est de l'ordre de O(6FIJK+2(I+J+K)F 2)
(alul du β et deux multipliations matriielles).
Pour la méthode du BFGS, dans les as ave et sans ontrainte de non négativité, le oût
par itération est de l'ordre de O(6IFJK + 4(I + J + K)2F 2 + (I + J + K)3F 3) puisque 4
multipliations de matries et une inversion de matrie sont requises. Au nal, le oût par
itération équivaut à ≈ O((I + J +K)3F 3), e qui implique qu'il est prinipalement inuené
par l'inversion de la matrie Hessienne. Si l'inversion de la matrie est évitée en utilisant par
exemple (3.86) au lieu de (3.85)), le oût de alul est ramené à ≈ O(4(I + J +K)2F 2).
Pour la méthode du DFP (dans les deux as, soit ave et sans ontrainte de non négativité), la
omplexité algorithmique par itération vaut également ≈ O((I + J +K)3F 3), puisque le oût
de alul du β est négligeable. L'ensemble de es résultats est résumé au niveau du tableau
(5.2).
Méthode Coût par itération
as général as I = J = K
ALS (sans ontrainte de non négativité) 7(JK +KI + IJ)F 2 + 3IJKF 21(IF )2 + 3FI3
ALS-Cihoki 3IJKF 3FI3
Gradient 6IJKF 6FI3
Gradient onjugué non linéaire 6IJKF + 2(I + J +K)F 2 6FI3 + 6IF 2
Gauss-Newton (BFGS) (I + J +K)3F 3 27I3F 3
BFGS ave (3.86) 4(I + J +K)2F 2 36I2F 2
Gauss-Newton (DFP) 4(I + J +K)2F 2 36I2F 2
Levenberg-Marquardt (I + J +K)3F 3 27I3F 3
Gradient onjugué non linéaire préonditionné (I + J +K)3F 3 27I3F 3
Table 5.2  Complexité algorithmique de diérents algorithmes
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5.2.1 Complexité des algorithmes en utilisant une reherhe linéaire
globale
Le suroût en terme de temps lié au alul du pas optimal est prinipalement régi par l'éva-
luation des oeients a0...an, tels qu'ils sont dérits dans la setion 6.3.2 par exemple. Si
on détaille e dernier exemple, on trouve 7 oeients, dont les omplexités sont données
i-dessous :
a6 ∼ JKI
2 + I
a5 ∼ 2JKI
2 + I
a4 ∼ 3JKI
2 + I
a3 ∼ 4JKI
2 + I
a2 ∼ 3JKI
2 + I
a1 ∼ 2JKI
2 + I
a0 ∼ JKI
2 + I
Au nal, la omplexité de es 7 oeients est de l'ordre de O(16JKI2). Le oût ensuite
inhérent à la reherhe des raines du polynme en µ (basée sur une déomposition en valeurs
propres de la matrie ompagnon du polynme) est négligeable devant le oût de elui-i.
On réapitule dans le tableau 5.3 les omplexités liées au alul du pas optimal. On peut alors
présenter les omplexités globales des algorithmes présentés dans la setion 3.4 prenant en
ompte une étape de alul du pas optimal à haque itération (Tableau 5.4).
Méthode à pas optimal Coût par itération
Cas général
CP sans ontrainte de non négativité 16KJI2 + 16I + 8 (JKF + FKJI)
CP ave ontrainte de non négativité 49KJI2 + 7FKJI + 5JKF +KF + JF + 13JKF + 3IF
Table 5.3  Complexité algorithmique de l'ELS des diérents algorithmes
5.3 Aélérations algorithmiques
5.3.1 Optimisation du alul des oeients du pas optimal
Comme ela a été montré dans le paragraphe 5.2, le alul du pas optimal représente une
part importante du oût de alul global de l'algorithme. Toutefois, on remarque que seuls
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Méthode Coût par itération
Cas général Cas I = J = K
ALS sans ontrainte 7(JK +KI + IJ)F 2 + 11IJKF + 9IJK 21I2F 2 + 11I3F + 9I3
Gradient 49KJI2 + 13IJKF 49I4 + 13I3F
Gradient onjugué non linéaire 2(I + J +K)F 2 + 49KJI2 + 13IJKF 6IF 2 + 49I4 + 13I3F
Gauss-Newton (BFGS) (I + J +K)3F 3 + 49KJI2 + 13IJKF 27I3F 3 + 49I4 + 13I3F
Gauss-Newton (BFGS ave (3.86)) 4(I + J +K)2F 2 + 49KJI2 + 13IJKF 36I2F 2 + 49I4 + 13I3F
Gauss-Newton (DFP) 4(I + J +K)2F 2 + 49KJI2 + 13IJKF 36I2F 2 + 49I4 + 13I3F
Levenberg-Marquardt (I + J +K)3F 3 + 49KJI2 + 13IJKF 27I3F 3 + 49I4 + 13I3F
Gradient onjugué préonditionnné (I + J +K)3F 3 + 49KJI2 + 13IJKF 27I3F 3 + 49I4 + 13I3F
Table 5.4  Complexité algorithmique pour les versions ELS des diérents algorithmes
les termes diagonaux de la matrie résultant du produit KiKj (f. (3.105a) - (3.105m)) nous
intéressent dans la mesure où il s'agit de aluler ensuite la trae de e produit. Il n'est don
pas néessaire de aluler toute la matrie KiKj. On obtient failement la somme des termes
diagonaux d'un produit de deux matries, A(1) ∈ M × N et A(2) ∈ N × M , à partir des
relations suivantes :
d =
M∑
m=1
(
N∑
n=1
a(1)mna
(2)
nm
)
(5.1)
(5.2)
Etant donné que haque oeient résulte souvent d'une somme de plusieurs traces, il faut
en plus sommer sur le nombre de matries Q impliquées dans le alul du oeient, sahant
que les matries vont toujours par paire :
d =
Q−1∑
q=1
M∑
m
N∑
n
a(q)mna
(q+1)
nm (5.3)
Ave le logiiel MATLAB que nous utilisons pour tous nos programmes et simulations, ette
astue n'est pas exploitable en pratique. En eet MATLAB est optimisé pour faire diretement
du alul vetoriel ave ses notations propres, or l'astue que nous suggérons fait intervenir
des boules, et la gestion boules est interprétée en temps réel, et est don onsidérablement
plus lente et déonseillée sous MATLAB. Toutefois, on peut intégrer du ode en langage C ou
C++, et faire les appels de fontions en utilisant l'outilMEX, aronyme de Matlab EXeutable.
Dans sa forme la plus simple, MEX ompile un hier soure en langage C ou C++ en une
bibliothèque partagée (sous windows, des Dynami Link Library (DLL)).
MATLAB dispose d'une bibliothèque de fontions C qui permettent d'appliquer des opérations
élémentaires sur les matries et les veteurs, déjà présentes dans les boîtes à outils MATLAB.
Il est également possible d'appeler des fontions MATLAB diretement dans le ode C.
La ompilation se fait via l'appel de la ommande mex hierSoure.. La fontion présente
dans le hier C peut alors être appelée sous MATLAB via son nom sans diérene ave un
appel de fontion lassique.
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5.3.2 Déoupage du tenseur
Quand on dispose de tenseurs d'ordre 3 de grande dimension, au niveau desquels on dispose
de K tranhes d'observation (représentatives de temps ou des lieux d'aquisition diérents),
on peut déouper e tenseur selon le mode des observations en un ensemble de N tenseurs
plus petits, tels que NM = K. M est alors la taille du tenseur selon le mode tronqué. Dans
le as de tenseurs du 3ème ordre, en admettant que le mode tronqué soit le 3ème, on peut
alors laner N déompositions, qui vont nous donner haune de bonnes approximations des
matries de fateurs A et B (on peut aussi moyenner les résultats des N déompositions).
Pour haune des déompositions on obtiendra une partie de la matrie C du tenseur global,
ave seulement M olonnes au lieu des K. En empilant les C(n) matries :
C =
C(1)...
C(N)

(5.4)
on obtient ainsi la matrie C omplète. La onvergene de es petits tenseurs tendant à être
atteinte en moins d'itérations, le temps global de alul est au nal inférieur.
On peut représenter ainsi l'ordre des étapes :
Optimisation algorithmique par déoupage du tenseur
1. Déouper le tenseur en N sous-tenseurs dans le mode des observations.
2. Pour i = 1 à N :
(a) Si 'est le premier sous-tenseur :
i. initialiser les matries de fateurs.
ii. Appliquer un algorithme d'optimisation : on obtient A(1), B(1) et C(1).
(b) Sinon
i. Initialiser aléatoirement C, nommée C(i).
ii. Appliquer un algorithme d'optimisation, initialisé ave A(1), B(1) et C(i).
3. Reonstituer C
nal
à partir des C(i) et de la relation (5.4).
Optionnel : Relaner une optimisation sur le tenseur omplet en utilisant A(1), B(1) et Cnal.
Appliation - Voii un exemple de simulation, toujours eetué dans le adre la spetro-
sopie de uoresene. On onsidère un tenseur 47 × 71 × 128, dont les 128 onentrations
ont été générées aléatoirement suivant une loi uniforme. Les 4 MEEF de référene utilisées
pour générer le tenseur sont elles présentées dans la setion 3.7. On dispose don de 128
observations d'images de mélanges de uoresene. On déoupe e ube en 16 tenseurs de
taille 47 × 71 × 8. On utilise l'algorithme du gradient onjugué paramétré ave des produits
de Hadamard pour réaliser la déomposition.
Le temps de alul pour les 16 étapes du tenseur tronqué est de 502 seondes, tandis que la
durée de alul sur le tenseur global est de 798 seondes. On trae sur la gure (5.1) les MEEF
réestimées suite à e déoupage. Ces dernières sont identiques à elles de référene, présentées
90 Chapitre 5. Optimisations algorithmiques
sur la gure (3.4). Vérions maintenant que les onentrations estiméees sont orretes. On
les superpose ave elles de référene sur les gures (5.2) et (5.3). Les onentrations estimées
sont également identiques à elles qui ont servi à générer le tenseur. Une remarque à e niveau
là : les matries de fateurs, don les onentrations sont estimées à un fateur d'éhelle près.
Comme nous avons réalisé 8 déompositions, il faudra realuler autant de fateurs d'éhelle
le long de haque fateur de la matrie des onentrations estimées.
En onlusion, nous venons de présenter une méthode robuste d'optimisation algorithmique,
utile pour des tenseurs en grande dimension et qui permet un gain de temps notable tout en
menant aux mêmes résultats dans e type d'appliation. L'une des appliations potentielles
de e type de tehnique pourrait être le monitoring de l'eau. Dans l'exemple présenté ii, il n'y
a auun reouvrement entre les tenseurs que l'on onsidère, il est lair que la même tehnique
pourrait être appliquée sur des fenêtres glissantes ave un ertain reouvrement.
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Figure 5.1  MEEF estimées après optimisation par déoupage d'un tenseur 47 × 71 × 128
en 16 tranhes.
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Figure 5.2  Conentrations au l des éhantillons du premier (gauhe) et deuxième omposé
(droite). En bleu, la onentration de référene, en rouge, elle réestimée.
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Figure 5.3  Conentrations au l des éhantillons du troisième (gauhe) et quatrième om-
posé (droite). En bleu, la onentration de référene, en rouge, elle réestimée.
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5.3.3 Conlusion
Nous avons présenté un ertain nombre d'optimisations algorithmiques permettant d'aélerer
le alul des déompositions de tenseurs du 3ème ordre. Il y a d'autres hoses que nous avons
tentées et qui ne sont pas présentées ar elles n'ont pas (enore ?) forément abouti. Parmi
elles, itons les optimisations basées sur de la parimonie. En eet, les tenseurs que nous
manipulons ontiennent de larges quantités de valeurs nulles. Parmi les perspetives, des
versions adaptatives de nos algorithmes pourraient être développées, ave omme appliation
le suivi de l'environnement via la spetrosopie de uoresene.
Chapitre 6
Appliation à des mélanges réels
6.1 Appliation à des mélanges réels pour la himiométrie
Dans les hapitres 3 et 4, nous avons testé les algorithmes de déomposition CP que nous
avons développés sur des mélanges synthétiques générés numériquement, en partant d'images,
représentant la MEEF de haun des omposés présents.
L'objetif est, ette fois, d'appliquer les diérents algorithmes de déomposition CP à des
mélanges réels réalisés en laboratoire. Toutefois, à la diérene de mesures faites in situ ou en
laboratoire sur des éhantillons prélevés au niveau de la mer ou de rivières dans le adre d'ap-
pliations liées à la surveillane de l'eau pour la détetion de polluants (et pour lesquels on ne
disposerait alors d'auune information sur le nombre de omposés de matière organique pré-
sents dans l'éhantillon, la nature de es omposés et/ou leur onentration), nous onnaissons
dans les exemples qui vont être traités le nombre et la nature des omposés de matière orga-
nique réellement présents dans le mélange, ainsi que les onentrations respetives de haque
omposant dans haque éhantillon. Nous allons don pouvoir alibrer les méthodes dévelop-
pées et vérier si elles nous permettent de ré-estimer orretement les MEEF de haun des
omposés présents de même que leurs onentrations respetives. Nous pourrons également
tester la robustesse des algorithmes CP vis-à-vis de ertaines erreurs de modèle (sur-estimation
du nombre de omposés présents, éart par rapport à un modèle rigoureusement trilinéaire).
Les MEEF de haque éhantillon ont été alulées au moyen d'un spetrouorimètre. Nous
reprenons, ii, une partie des jeux de données réalisés par le laboratoire PROTEE et qui
avaient déjà été utilisés dans [Lu07℄. Chaun des 2 jeux est divisé en 3 groupes. Un groupe
ontenant des uorophores à onentration élevée et subissant l'eet d'éran, un deuxième
groupe dilué d'un faible fateur servant à orriger l'eet d'éran par la méthode proposée dans
[LMRB09℄. Le dernier groupe est fortement dilué de sorte à e que les MEEF ne soient plus
soumises aux eets non linéaires. Connaître le fateur de dilution permettant de s'aranhir
de l'eet d'éran néessite d'utiliser des tables de dilution de référene existant pour haque
omposant. Dans le as d'un mélange réel non réalisé en laboratoire, et ontenant don des
omposés de nature inonnue, e troisième groupe n'est pas réalisable.
Enn, les onentrations relatives de haun des omposés au travers de haque éhantillon
ont été hoisies de sorte à e que l'intensité de uoresene d'un omposé ne masque pas elle
des autres.
Par soui de simpliité, les simulations qui suivent ne reposeront que sur l'utilisation des
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Table 6.1  Identiation des positions des pis de uoresene.
Pi prinipal Pi seondaire
Exitation Emission Exitation Emission
Tyrosine 275 310
Tryptophane 275 340-350
Matière humique 260 380-460
Matière marine humique 312 380-420
Phénylalanine 257 279-282
Sulfate de quinine 350 450 318
Fluoreséine 480 520-540 453
groupes fortement dilués, don non soumis à l'eet d'éran.
Premier jeu de données - Il ontient 3 éhantillons, omposés de 3 uorophores : tyro-
sine, phénylalanine et tryptophane, de proportions respetives [1/1/2], [1/2/1] et [2/1/1]. La
fente d'aquisition du spetrouorimètre ayant été réglée sur 10 nm, les raies de uoresene
sont relativement larges. Par onséquent, e mélange est relativement diile à analyser. Par
ailleurs, nous sommes aussi limités par la résolution de l'éhantillonnage, qui est xée à 3 nm.
Deuxième jeu de données - Il ontient 5 éhantillons omposés de 2 uorophores : sulfate
de quinine et uoreséine. Il est issu de la dilution d'un fateur 30 du groupe initial. Les
onentrations relatives des uorophores dans les 5 éhantillons varient omme suit (sulfate
de quinine / uoreséine) : [10/90], [30/70], [50/50], [70/30], [90/10].
Nouveau jeu de données - Ce jeu a été réalisé plus réemment (il n'a pas été utilisé
dans [Lu07℄) et fait intervenir à travers 6 éhantillons, de la uoreséine et du sulfate de
quinine, dont on onnaît les proportions, soit respetivement : 66/30, 66/66, 66/100, 100/33,
100/66, 100/100. Des éhantillons ontenant du tryptophane font aussi partie de e jeu, mais
ils ont été éartés étant donné que sa trop faible onentration ne permet pas de ré-estimer
e omposé.
Le travail de Paula G. Coble réalisé en 1996 [Cob96℄ permet de valider la position des pis de
ertains uorophores. Les valeurs des pis pour d'autres uorophores peuvent être également
trouvées sur le site web suivant : http ://oml.ogi.edu/spetra/PhotohemCAD/index.html.
Notons que la position des pis varie également en fontion d'autres paramètres omme le
solvant utilisé, ou la onentration des uorophores ou enore le pH du solvant utilisé. Ces ré-
férenes ne servent don que d'indiation générale. Les positions de référene sont réapitulées
dans le tableau (6.1).
6.1.1 Prétraitement
Nous avons vu dans la seonde partie du hapitre 2 que la génération des MEEF engendrait
des perturbations (phénomènes de diusion Rayleigh et Raman) pouvant masquer les signaux
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d'intérêt et qui entravent la trilinéarité du modèle donné par la loi de Beer-Lambert 2.37.
Il onvient don de pré-traiter les images avant d'appliquer un quelonque algorithme de
déomposition CP. La méthode de orretion la plus utilisée est elle qui a été suggérée par
Zepp. Nous en avons détaillé le prinipe dans la setion 2.4.3. Elle donne de bons résultats
dans la majorité des as mais elle peut parfois s'avérer trop invasive allant jusqu'à supprimer
un pi de uoresene si elui-i se trouve dans la zone traversée par les raies de diusion. La
gure (6.1) illustre e point.
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Figure 6.1  Raie de diusion traversant un pi de uoresene.
Comme alternative à ette tehnique de pré-traitement, nous proposons ii une méthode
fondée sur du ltrage morphologique d'image. La morphologie mathématique fut introduite en
1965 par J. Serra et G. Matheron [Ser83, MS02℄. Le prinipe de la morphologie mathématique
est d'utiliser une forme géométrique appelée élément struturant qui va servir de support pour
analyser l'ensemble qu'on souhaite étudier. Cet élément struturant est déni par un masque
binaire et un entre (point d'anrage).
An de supprimer les raies de diusion, nous allons réaliser une ouverture, qui ombine deux
opérations de morphologie mathématique : une opération de dilatation mathématique et une
opération d'érosion.
Rappelons sur un exemple le mode opératoire de la dilatation quand l'image onsidérée est une
image binaire. Pour haque pixel de l'image, si il y a intersetion entre l'élément struturant
et l'ensemble, alors le pixel situé sur le point d'anrage est annexé à l'ensemble (f. gure
(6.3)).
L'érosion est l'opération duale de la dilatation. Pour haque pixel de l'image, si l'élément
struturant n'est pas omplètement inlus dans l'ensemble, alors le pixel situé sur le point
d'anrage n'appartiendra pas à l'ensemble érodé (f. gure (6.3)).
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Figure 6.2  Elément struturant de type ligne. Le point d'anrage est situé sur le arré du
entre.
Figure 6.3  On utilise l'élément struturant de la gure (6.2). A gauhe, l'image d'origine.
Au entre, la dilatée de l'image d'origine. A droite, l'érodée de l'image d'origine.
La morphologie mathématique dénie pour des images binaires a été étendue au as d'images
en niveaux de gris [GW01℄, as qui nous onerne, voire même à elui d'images en ouleur.
On peut alors utiliser des éléments struturants plats, omme préédemment, ou des élé-
ments struturants en 3D (as général, mais plus rarement utilisé). En utilisant un élément
struturant plat appelé S, on dénit la dilatation de l'image I omme
DI(p) = sup {I (q) , q ∈ Sp} (6.1)
et l'érosion omme
EI(p) = inf {I (q) , q ∈ Sp} , (6.2)
où q représente l'ensemble des pixels appartenant à S et Sp est le translaté de S au pixel p de
l'image. Algorithmiquement, ela se traduit par le fait de parourir les p pixels de l'image et
de leur aeter la valeur maximum (dilatation) ou la valeur minimum (érosion) trouvée parmi
les pixels reouverts par l'élément struturant entré en p.
Ainsi, en utilisant un élément struturant de type ligne, (approximativement) orthogonal aux
raies de diusion, es dernières seront supprimées, alors que le reste de l'image ne sera pas
trop altéré. L'eet positif étant surtout qu'un pi de uoresene traversé par les raies de
diusion ne sera pas éliminé.
En partant de l'image brute donnée en gure 6.1, on obtient les résultats de la gure 6.4,
après ltrage passe-bas (ltre moyenneur) des images orrigées an de lisser les résultats. La
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orretion par morphologie mathématique onserve relativement bien les 2 prinipaux pis
de uoresene qu'on distingue dans les zones ((λe;λf)) (250; 280) et (270; 350), alors que
le premier de es pis est très altéré par la méthode de Zepp. La gure 6.6 illustre sur un
deuxième exemple l'apport d'une orretion par morphologie mathématique plutt que par la
méthode de Zepp plus invasive là enore.
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Figure 6.4  Suppression des raies de diusion de l'image (6.1). A gauhe, l'image orrigée
par morphologie mathématique. A droite, elle orrigée par la méthode de Zepp.
Le nettoyage des raies de diusion par morphologie mathématique supprime toutefois un
peu moins bien les raies de diusion dans les zones où le signal est absent. Pour parer à e
problème, il est alors possible ombiner les deux algorithmes, de façon pondérée. Si on appelle
IZepp l'image orrigée par l'algorithme de Zepp, IMorphologie l'image orrigée par morphologie
mathématique, l'image résultante peut être dénie par :
Icorrige = αIZepp + (1− α)IMorphologie (6.3)
où α est un oeient ompris entre 0 et 1. Un exemple d'image résultante Icorrige est donné
sur la gure (6.5).
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Figure 6.5  Image orrigée en ombinant les images données en (6.4) par la méthode de
Zepp et la morphologie mathématique, dans et exemple nous avons hoisi α = 1
3
.
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Figure 6.6  Autre exemple pour lequel la orretion par morphologie mathématique donne
de meilleurs résultats. En haut, l'image d'origine. En bas à gauhe, elle orrigée par la
méthode de Zepp : la zone de uoresene, traversée par les raies de diusion, est pratiquement
supprimée. En bas à droite, la orretion par morphologie mathématique, qui onserve toutes
les zones ontenant initialement du signal de uoresene.
6.1. Appliation à des mélanges réels pour la himiométrie 99
6.1.2 Jeu de données à 3 uorophores
Pour e jeu à 3 onstituants, on dispose d'un tenseur de taille 101 × 47 × 3 sur lequel on
a traité les raies de diusion en utilisant la relation (6.3) en prenant α = 1
3
. On réalise la
déomposition CP en utilisant le gradient onjugué non négatif, initialisé ave l'algorithme
DTLD [SK90℄.
Les spetres d'exitation et d'émission estimés après déomposition CP par gradient onjugué
non négatif sont traés sur la gure (6.7). On prétraite par ltrage morphologique ombiné
(f. (6.3) ave α =
1
3
). On superpose don sur haune des ourbes les spetres estimés après
déomposition CP , le spetre de référene, et le spetre de référene dans lequel on a supprimé
(en les mettant leur valeur à zéro) les longueurs d'onde qui orrespondent aux raies de diusion
(ei an de mieux visualiser les pis de uoresene masqués du fait de la très forte amplitude
des raies de diusion). Chaune de es trois ourbes a été normalisée.
On observe que les spetres estimés en émission sont très bien alés par rapport aux spetres
de référene pour haun des trois uorophores estimés. C'est un peu moins vrai en exitation,
où l'on observe un déalage du pi prinipal de 17 nm pour la phénylalanine, de 5 nm pour la
tyrosine, et de 4 nm pour le tryptophane. L'amplitude des pis seondaires a aussi été altérée.
Nous estimons que le pi du tryptophane se situe en (272; 350), elui de la tyrosine en (271; 305)
et elui de la phénylalanine en (255; 280) e qui orrespond par ontre bien aux zones données
par le tableau 6.1.
Sur la gure 6.8, on ahe également les spetres estimés après déomposition CP par gradient
onjugué non négatif. Cependant, le prétraitement des raies de diusion n'est plus du ltrage
morphologique, mais une simple de orretion par la méthode de Zepp. Bien que le pi de
la phenylalanine soit mieux alé en exitation (malgré une estimation très grossière de sa
largeur), e n'est plus le as en émission. De la même façon, la tyrosine est plus mal estimée que
préédemment, que e soit en exitation ou en émission. Le tryptophane, qui n'est pas aeté
par le passage des raies de diusion, et par onséquent, n'est pas orrigé lors du prétraitement,
donne les mêmes résultats que sur la gure 6.7. On montre don par un exemple onret les
inonvénients de e prétraitement lorsque des pis de uoresene se trouvent dans la zone
traversée par les raies de diusion.
Conernant les onentrations relatives traées sur la gure 6.9, on retrouve bien les propor-
tions données dans la setion préédente, et dans le bon ordre. Le tryptophane présente ainsi
des proportions relatives de 0.47 puis 0.26 et 0.26, prohes des rapports 2/1/1 attendus. Il
y a plus de diérenes pour la tyrosine, où la première valeur est 0.3 (puis 0.25 et 0.45),
e qui orrespond aux rapports 1/1/2. Il y a aussi des diérenes pour la phénylalanine, où
la première valeur est basse, à 0.21 (puis 0.53 et 0.25), e qui orrespond à un rapport de
1 / 2 / 1.
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Figure 6.7  Spetres estimés après prétraitement par ltrage morphologique. A gauhe sont
représentés tous les spetres d'exitation, et à droite les spetres d'émission. De haut en bas :
la phénylalanine, la tyrosine et le tryptophane. Sur haque gure, la ourbe rouge orrespond
au spetre estimé par déomposition CP, la ourbe bleue au spetre de référene et la ourbe
yan au spetre de référene sur lequel on a tronqué la zone qui orrespondait aux raies de
diusion pour plus de lisibilité.
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Figure 6.8  Spetres estimés après orretion par la méthode de Zepp. A gauhe sont
représentés tous les spetres d'exitation, et à droite les spetres d'émission. De haut en bas :
la phénylalanine, la tyrosine et le tryptophane. Sur haque gure, la ourbe rouge orrespond
au spetre estimé par déomposition CP, la ourbe bleue au spetre de référene et la ourbe
yan au spetre de référene sur lequel on a tronqué la zone qui orrespondait aux raies de
diusion pour plus de lisibilité.
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Figure 6.9  Conentration relative des diérents uorophores au sein de haque éhantillon.
Les MEEF de référene sont données sur la gure 6.10. Celles estimées par déomposition CP
(algorithme du gradient onjugué non négatif) sont visibles sur la gure 6.11. Conformément
à e que nous avions déjà observé au niveau des omparaisons des spetres en émission et en
exitation, les images des référenes et des uorophores estimés s'avèrent très prohes.
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Figure 6.10  Les MEEF des omposés organiques de référene présents dans le mélange. En
haut à gauhe MEEF de la tyrosine. En haut à droite, MEEF de la phénylalanine. En bas,
MEEF du tryptophane.
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Figure 6.11  Les MEEF estimées par gradient onjugué non négatif. En haut à gauhe MEEF
de e que l'on estime être la tyrosine. En haut à droite, MEEF de e que l'on estime être le
tryptophane. En bas, MEEF de e que l'on estime être la phénylalanine.
Sur la gure (6.12), on trae les MEEF des omposés dans le as où on surévalue le rang
du tenseur de données. La déomposition est don réalisée en prenant F = 4. On utilise
pour e faire le gradient onjugué sous ontrainte de non négativité, ave une pénalisation L1
(oeient de pénalisation 10−2.
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Figure 6.12  Surestimation du rang du tenseur en prenant F = 4 au lieu de 3. En haut à
droite, on reonnait la phénylalanine. En bas à gauhe, la tyrosine. En bas bas à droite, le
tryptophane. La MEEF en haut à gauhe est logiquement d'intensité plus faible que les autres
puisqu'elle ne orrespond à auun des omposés du mélange.
On ompare également ave la déomposition CP non ontrainte via ALS + LS , laquelle
est implémentée dans [BA℄. Les MEEF reonstituées sur la gure 6.13 présentent des valeurs
négatives. Les matries de fateurs sont initialisées positivement et aléatoirement suivant une
loi uniforme. Sur la gure 6.14, on a également traé l'évolution des performanes en fontion
des itérations : pour e faire on utilise l'indie qui a été déni au niveau de l'équation 3.109.
Comme on pouvait s'y attendre par une observation visuelle des MEEF de la gure 6.13, le
gradient onjugué sous ontrainte de non négativité atteint de meilleures performanes que
l'ALS + LS sans ontrainte.
Pour se rendre ompte des erreurs d'estimation en utilisant un algorithme sans ontrainte, on
trae les spetres des matries de fateurs sur la gure 6.15. En plus de déalages notoires du
pi de uoresene sur la phenylalanine (exitation), la tyrosine (exitation) et le tryptophane
(dans une moindre mesure), on observe que es spetres prennent des valeurs négatives pour la
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phenylalanine (exitation et émission), ainsi que le tryptophane (en émission très nettement,
et en exitation pour une valeur).
Pour nir, on trae les onentrations estimées par ALS + LS sur la gure 6.16. Elles sont
moins bien évaluées que sur la gure 6.9. En eet, les deux premières valeurs de la tyrosine,
qui devraient être les mêmes (on rappelle que le ratio est 1/1/2 pour e omposé), sont
très éloignées (0.45 au lieu de 0.6). C'est la même hose pour les deux dernières valeurs du
triptophane (estimées à 0.41 et 0.45). La phénylalanine est en revanhe très légèrement mieux
estimée.
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Figure 6.13  Comparaison des MEEF estimées sur le jeu à 3 uorophores au moyen des
deux algorithmes suivants : gradient onjugué sous ontrainte de non négativité (à gauhe),
ALS + LS sans ontrainte de positivité (à droite).
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Figure 6.14  Indie de performanes E2dB sur le mélange à 3 uorophores. Le gradient
onjugué est en bleu, l'ALS + LS en rouge
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Figure 6.15  Spetres estimés après prétraitement par ltrage morphologique via ALS +
LS sans ontrainte. A gauhe sont représentés tous les spetres d'exitation, et à droite les
spetres d'émission. De haut en bas : la phénylalanine, la tyrosine et le tryptophane. Sur
haque gure, la ourbe rouge orrespond au spetre estimé par déomposition CP, la ourbe
bleue au spetre de référene et la ourbe yan au spetre de référene sur lequel on a tronqué
la zone qui orrespondait aux raies de diusion pour plus de lisibilité.
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Figure 6.16  Conentrations estimées par ALS + LS
6.1.3 Jeu de données à 2 uorophores
On réalise maintenant l'analyse du premier jeu de données à 2 uorophores. On dispose
dans e nouvel exemple d'un tenseur de taille 71 × 46 × 5. On réalise la déomposition CP
via l'algorithme de gradient onjugué non négatif que nous avons proposé au hapitre 3. Là
enore, l'algorithme est initialisé au moyen de l'algorithme DTLD suggéré dans [SK90℄.
La gure (6.17) présente les spetres d'exitation et d'émission estimés sur la uoreséine et
sur le sulfate de quinine. Les amplitudes ont été normalisées par la valeur maximale an de
pouvoir omparer les ourbes plus failement. En émission, les estimations sont très prohes
de la référene. C'est enore plus vrai pour le sulfate de quinine, où la reonstrution est
quasiment parfaite. En émission, on observe un très léger déalage du pi (5 nm) orrespondant
à la uoreséine. Le sulfate de quinine présente une légère distorsion. Son pi est bien estimé,
mais son estimation est plus grossière.
Les onentrations sont représentées sur la gure (6.18). Les valeurs ont été réajustées an
de se adrer sur une éhelle [0 − 90] de onentrations relatives. Rappelons que les rapports
de onentrations hoisis sont de 10, 30, 50, 70 et 90. La ourbe obtenue pour la uoreséine
est pratiquement linéaire et est don très prohe de e qu'on attend (la 3ème valeur est la
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plus éloignée et vaut 47 au lieu de 50). La ourbe du sulfate de quinine donne d'aussi bons
résultats (la 4ème valeur vaut 65 au lieu de 70).
La gure (6.19) montre les MEEF des 2 omposés organiques estimés à partir de la déompo-
sition CP (algorithme du gradient onjugué non négatif). A gauhe, nous présentons la MEEF
de e que nous estimons être la uoreséine, et à droite la MEEF de e que nous estimons être
du sulfate de quinine.
Un exemple des résultats obtenus en surestimant le nombre de uorophores présents dans la
solution est présenté au niveau de la gure (6.20). Les 2 omposés sont reonnaissables, alors
que la 3ème image est pratiquement nulle. La méthode que nous avons proposée s'est avérée
robuste vis-à-vis d'erreur de modèle (rang du tenseur qui orrespond au nombre de omposés
dissous présents) dans e as là.
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Figure 6.17  En rouge, les spetres estimés par déomposition CP non négative (algorithme
du gradient onjugué). En bleu, les spetres de référene. En haut, les spetres du sulfate de
quinine, respetivement l'exitation à gauhe et l'émission à droite. En bas, les spetres de la
uoreséine, respetivement l'exitation à gauhe et l'émission à droite.
6.1. Appliation à des mélanges réels pour la himiométrie 109
1 1.5 2 2.5 3 3.5 4 4.5 5
10
20
30
40
50
60
70
80
90
N° échantillon
C
o
n
ce
n
tr
a
tio
n
 r
e
la
tiv
e
1 1.5 2 2.5 3 3.5 4 4.5 5
0
10
20
30
40
50
60
70
80
90
N° échantillon
C
o
n
ce
n
tr
a
tio
n
 r
e
la
tiv
e
Figure 6.18  Evolution des onentrations relatives au l des éhantillons. A gauhe, la
uoreséine, à droite, le sulfate de quinine.
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Figure 6.19  MEEF des 2 omposés organiques. A gauhe, la uoreséine, à droite, le sulfate
de quinine.
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Figure 6.20  3 omposés estimés pour 2 réellement présents.
6.1.4 Nouveau jeu à 2 uorophores
On réalise maintenant l'analyse du jeu de données à 2 uorophores. On dispose dans e dernier
as d'un tenseur de taille 81× 71× 6.
On présente tout d'abord les résultats sur les spetres relatifs. Les référenes sont obtenues
en séletionnant les spetres d'émission et d'exitation présents aux longueurs d'onde du
maximum d'intensite des MEEF de haque omposé pur. La gure 6.21 présente les spetres
d'exitation et d'émission estimés sur la uoreséine et sur le sulfate de quinine. Les amplitudes
ont été normalisées par la valeur maximum an de omparer sur la même éhelle de valeur.
Les estimations sont quasiment onfondues ave la référene, à l'exeption du pi seondaire
de la uoreséine en exitation, qui n'est pas très bien reonstruit.
Les onentrations sont représentées sur la gure 6.22. Rappelons que les rapports de onen-
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trations hoisis sont, pour l'ensemble des 6 éhantillons : 33 / 66 / 100 / 33 / 66 / 100 pour le
sulfate de quinine, ainsi que 66/66/66/100/100/100 pour la uoreséine. La ourbe obtenue
pour la uoreséine présente 2 paliers omme attendu. La 5ème valeur est un peu en deçà
de elle attendue, ave 0.28 au lieu de 0.31. Le ratio entre les 2 paliers n'est par ontre pas
respeté. Il devrait être de
100
66
≈ 1.52, alors qu'il est ii d'un fateur prohe de 10. La ourbe
du sulfate de quinine présente bien 3 paliers de ratios orrets, aux alentours de 0.09, 0.18 et
0.25.
La gure (6.23) montre les MEEF des 2 omposés organiques réestimés à partir de la déom-
position CP. A gauhe, la uoreséine, et à droite, le sulfate de quinine. On peut omparer
ette bonne estimation aux MEEF de référene des omposés purs qui sont fournis au niveau
de la gure (6.24).
On réalise aussi la déomposition en surestimant le rang du tenseur : rang 3 au lieu de 2.
Les résultats obtenus sont présentés gure 6.25. La sulfate de quinine et la uoreséine sont
identiables, alors que la 3ème image est d'intensité négligeable, omme attendu.
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Figure 6.21  En rouge, les spetres estimés par déomposition CP non négative (algorithme
du gradient onjugué). En bleu, les référenes. En haut, les spetres du sulfate de quinine, res-
petivement l'exitation à gauhe et l'émission à droite. En bas, les spetres de la uoreséine,
respetivement l'exitation à gauhe et l'émission à droite.
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Figure 6.22  Evolution des onentrations relatives de la uoreséine et du sulfate de quinine
au l des éhantillons.
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Figure 6.23  MEEF des 2 omposés organiques. A gauhe, la uoreséine, à droite, le sulfate
de quinine.
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Figure 6.24  MEEF de référene du sulfate de quinine (gauhe) et de la uoreséine (droite).
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Figure 6.25  3 omposés estimés pour 2 réellement présents.
6.1.5 Conlusion
A travers 3 jeux de données ontenant des omposés onnus en onentration onnue, nous
avons pu valider nos algorithmes sur des mélanges réels.
La première étape nous a menés à montrer l'importane du prétraitement pour éliminer les
raies de diusion Raman et Rayleigh. A e sujet, nous avons pointé que l'algorithme dérit
par Zepp et lassiquement utilisé, n'était pas toujours le meilleur hoix. Pire, il peut mener
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à une altération de l'information ontenue dans les MEEF . Par onséquent, bien avant d'ap-
pliquer la orretion des éventuels eets d'éran, ou l'optimisation des matries de fateurs,
il devient déjà impossible de retrouver es dernières, du fait que le modèle trilinéaire a été
altéré. Nous avons alors montré une méthode de orretion par ltrage morphologique, qui
permet davantage de onserver l'intégrité de l'information de uoresene, quand elle-i est
traversée par les raies de diusion.
L'appliation des algorithmes développés dans la setion 3 à es 3 jeux de données donne
de très bons résultats. Nous avons mis en évidene l'apport de la prise en ompte de la non
négativité pour la réestimation des matries de fateurs. Nos algorithmes ont été apables de
reonstruire les spetres relatifs en étant très prohes des référenes surtout sur les mélanges
à 2 uorophores, omportant moins de diultés (pis de uoresene plus éloignés les uns
des autres, prétraitement trivial). Les onentrations ont également été très bien évaluées sur
les diérents sets.
Pour nir, lesMEEF reonstruites lorsque l'on surestime le rang du tenseur de données donnent
des résultats très satisfaisants sur es mélanges réels ontrairement aux algorithmes de la litté-
rature. Nous avions déjà montré dans la setion 3 que 'était le as sur des ubes de données
totalement synthétiques. Ii, les algorithmes proposés se montrent très robustes lorsqu'on
introduit des erreurs de modèle de type surestimation du rang.
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Conlusions
Ce manusrit s'est foalisé sur la déompostion CP de tenseurs du 3ème ordre non négatifs.
Nous avons présenté des méthodes de paramétrisation permettant d'obtenir des matries de
fateurs positives.
Nous avons tout d'abord rappelé quelques notions d'algèbre tensorielle, et mis en évidene
les problèmes de dégénéresene des olonnes des matries de fateurs, issus des déomposi-
tions CP non ontraintes. En poursuivant sur l'appliation des déompositions tensorielles en
uoresene, via la loi de Beer-Lambert, nous avons mis en lumière le fait que le tenseur de
données est positif, et que de part leur nature (spetres et onentrations), les matries de
fateurs ne doivent pas ontenir de valeurs négatives. Cei nous a amenés à présenter diverses
approhes permettant de prendre en ompte et aspet.
Il existait déjà plusieurs méthodes. Après avoir brièvement rappelé elles utilisées dans le
as de la fatorisation de matries non négatives, 'est à dire NMF, nous avons présenté les
méthodes non négatives de fatorisation tensorielle. La plus simple onsiste à mettre à 0 les
valeurs négatives durant le proessus itératif d'estimation, mais ette façon de faire ontrarie
le proessus de desente vers la solution voulue. Nous avons ensuite évoqué le NNLS, un algo-
rithme itératif basé sur la résolution d'un système vetorisé, puis des variantes de l'ALS. Nous
avons ensuite dérit nos propres méthodes. Ainsi, nous avons proposé en premier lieu une
paramétrisation des matries de fateurs, de sorte à e que haque élément soit érit sous la
forme d'un arré. Nous avons ensuite développé une approhe par régularisation exponentielle,
qui inite la fontion de oût à éarter les valeurs négatives. Ces algorithmes ont été appliqués
à des méthodes de desente lassiques, pour lesquelles nous proposons des versions ave un
pas d'adaptation dit optimal, qui est elui minimisant la fontion de oût à l'itération onsi-
dérée, mais qui présente une harge de alul élevée, et un pas d'adaptation dit approhé, très
rapide à aluler. Ces algorithmes ont été validés sur des exemples entièrement synthétiques
de spetrosopie de uoresene, dans lesquels onentrations et MEEF sont onnus. Ces simu-
lations ont permis de montrer que la paramétrisation par produit de Hadamard s'avère très
robuste quand on surestime le rang du tenseur, davantage que elles basées sur des projetions
et faisant intervenir de l'ALS, et nous permet d'entrevoir des perspetives intéressantes pour
déterminer le nombre de omposés présents. Nous avons onlu de ette étude que le gradient
onjugué utilisant notre approhe orait le meilleur ompromis performanes / temps. En
eet, les algorithmes de Quasi-Newton peuvent s'avérer trop oûteux lorsque l'on onsidère
de larges tenseurs et se montrent moins robustes lors de la surestimation du rang. La régula-
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risation exponentielle, quant à elle, fait onverger la méthode très rapidement et ore de bons
résultats à rang exat. Par ontre, elle ne fait pas beauoup mieux que les déompositions
basées sur de l'ALS lorsque le nombre de omposants est surestimé.
Dans la suite, nous avons pris en ompte le problème des données manquantes qui peuvent
survenir durant le proessus d'aquisition des valeurs. Après avoir présenté les méthodes exis-
tantes, basées sur des poids binaires aetés au tenseur de données, nous avons développé la
ntre, basée sur des poids variables au l des itérations et faisant intervenir une reonstru-
tion du tenseur, toujours dans la ontinuité de la non négativité et de sa prise en ompte.
Nous avons validé le bon omportement de la méthode par rapport à elles existantes, et par
rapport à une nouvelle généralisation de es dernières dans le adre de la non négativité.
Plus tard, nous avons, après avoir fait l'étude de la omplexité algorithmique pour les dif-
férentes méthodes proposées et pour le alul du pas optimal, proposé des améliorations
algorithmiques pour réduire le temps de alul par itération.
Dans une dernière partie, nous avons appliqué les méthodes développées ii dans le adre de
mélanges réalisés en laboratoire, et dont on onnait les omposés présents et leur onentra-
tion au l des éhantillons. Nous avons également présenté une méthode de prétraitement
permettant d'éliminer les raies de diusion Raman et Rayleigh de façon plus eae, lorsque
es dernières traversent un pi de uoresene. Nous avons montré que nos algorithmes se
montrent très robustes et donnent les meilleurs résultats pour réestimer spetres et omposés,
à la fois à rang exat, et aussi lorsque l'on surestime le nombre de omposés à obtenir.
Perspetives de reherhe
Prise en ompte de la parimonie Les tenseurs que nous avons onsidérés ontiennent
une part relativement importante de valeurs nulles ou même faibles. On pourrait se servir de
ette propriété an d'aélérer les temps de alul en ne prenant pas en ompte es données qui
ontiennent pas ou moins d'informations que les autres. Des optimisations de aluls prenant
en ompte la parimonie existent. Le prinipe est de ne onserver que les valeurs non nulles
des matries. On peut alors redénir les opérations de base, omme le produit matriiel, qui
sont onsidérablement plus rapides en présene de très forts taux de données nulles. A e sujet,
on peut envisager de seuiller fortemement le tenseur de données an de limiter le nombre de
valeurs non nulles, tout en gardant les pis ontenant le maximum d'information, dans le but
d'obtenir une première approximation dont on se resservirait omme initialisation.
Faire du traitement adaptatif Il est parfois utile, au moins dans l'appliation en himio-
métrie onsidérée, de faire suivi en temps réel des données reueillies, dans le but de déteter
un hangement brutal de omposition des éhantillons d'eau par exemple (pollution...). Cela
amène à onsidérer le temps de façon omplète, et à développer des algorithmes adaptatifs
prenant en ompte et aspet, notamment pour des question de rapidité de alul (les MEEF
ne hangeant que très peu de l'une à l'autre en temps normal).
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Annexe 1 : aluls liés à la déomposition
CP
6.2 Rappels de propriétés utiles
On utilise des propriétés similaires sur la trace à elles déjà utilisées en [GTMMA10℄.
Considérons trois matriesM×M arréesD1,D1,D2 andD3 et quatre matries retangulaires
D4, D5, D6 and D7 (resp. M ×N , N ×M , M ×N and M ×N), on a les propriétés suivantes
[MN07℄ :
P0. (D4D5)
T = DT5D
T
4 .
P1. trace {D1} = trace
{
DT1
}
.
P2. trace {D1 +D2} = trace {D1}+ trace {D2}.
P3. trace {D1D2D3} = trace {D3D1D2} = trace {D2D3D1}
⇒ trace {D1D2} = trace {D2D1}.
P4. trace {D4D5} = trace {D5D4}.
P5. d(D
T
1 ) = (dD1)
T
.
P6. d(D1D2) = dD1D2 +D1dD2.
P7. d(D1 +D2) = dD1 + dD2.
P8. d(trace {D1}) = trace {dD1}.
P9. d(D1 ⊡D2) = dD1 ⊡D2 +D1 ⊡ dD2 ⇒ d(D1 ⊡D1) = 2D1 ⊡ dD1.
P10. D4 ⊡D6 = D6 ⊡D4.
P11. (D4 ⊡D6)
T = DT4 ⊡D
T
6 .
P12. trace{D
T
4 (D6 ⊡D7)} = trace{(D
T
4 ⊡D
T
6 )D7}.
6.3 Déomposition CP sans ontrainte
6.3.1 Calul des matries de gradient
Comme dans [Fra92℄, notre but est d'obtenir :
dH(A,B,C) = 〈
∂H(A,B,C)
∂A
, dA〉+ 〈
∂H(A,B,C)
∂B
, dB〉+ 〈
∂H(A,B,C)
∂C
, dC〉, (6.4)
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où
∂·
∂A
représente la dérivée partielle par rapport à la matrie A.
En utilisant des permutations irulaires, et les propriétés mentionnées préédemment en
setion 6.2, P1 −P9 , on a :
dH(A,B,C) = trace
{
dδT(1))δ(1)
}
+ trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(2)dδ(2)
}
= 2trace
{
δT(3)dδ(3)
}
= 4trace
{
−δT(1)dAΛ [C⊙B]
T − δT(2)(dB)Λ [C⊙A]
T
−δT(3)(dC)Λ [B⊙A]
T
}
= trace
{
−4Λ (C⊙B)T δ(1))
TdA
}
+ trace
{
−4Λ (C⊙A)T δ(2))
TdB
}
+ trace
{
−4Λ (B⊙A)T δT(3)dC
}
= trace
{(
−4δ(1) (C⊙B)Λ
)T
dA
}
+ trace
{(
−4δ(2) (C⊙A)Λ
)T
dB
}
+ trace
{(
−4δ(3) (B⊙A)Λ
)T
dC
}
= 〈−4δ(1) (C⊙B)Λ, dA〉
+ 〈−4δ(2) (C⊙A)Λ, dB〉
+ 〈−4δ(3) (B⊙A)Λ, dC〉
Par identiation ave (6.22), on trouve nalement :
∇AH(A,B,C) =
∂H(A,B,C)
∂A
(6.5)
= −4δ(1)Λ (C⊙B) (6.6)
= −4
(
TI,KJ(1) −AΛ (C⊙B)
T
)
(C⊙B)Λ, (6.7)
∇BH(A,B,C) =
∂H(A,B,C)
∂B
(6.8)
= 〈−4δ(2)Λ (C⊙A) (6.9)
= −4
(
TJ,KI(2) −AΛ (C⊙A)
T
)
(C⊙A)Λ, (6.10)
∇CH(A,B,C) =
∂H(A,B,C)
∂C
(6.11)
= −4δ(3)Λ (B⊙A) (6.12)
= −4
(
TK,JI(3) −AΛ (B⊙A)
T
)
(B⊙A)Λ. (6.13)
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6.3.2 Calul du pas optimal
On souhaite minimiser l'expression suivante par rapport à µ :
F(A,B,C;Λ) = ‖TI,KJ(1) − [(A+ µDA)]Λ[((C+ µDC)⊙ ((B+ µDB)]
T‖2
F(.) = ‖TI,KJ(1) − (A+ µDA)Λ [C⊙B+C⊙ µDB + µDC ⊙B+ µDC ⊙ µDB]
T ‖2
= ‖DAΛ (DC ⊙DB)
T µ3 +
(
DAΛ (C⊙DB)
T +DAΛ (DC ⊙B)
T +AΛ (DC ⊙ µDB)
T
)
µ2
+
(
DAΛ (C⊙B)
T +AΛ (C⊙DB)
T +AΛ (DC⊙B)
T
)
µ+ (TI,KJ(1) −AΛ (C⊙B)
T ‖2
Dénissons des variables intermédiaires :
K3 = DAΛ (DC ⊙DB)
T
K2 = DAΛ (C⊙DB)
T +DAΛ (DC ⊙B)
T +AΛ (DC ⊙ µDB)
T
K1 = DAΛ (C⊙B)
T +AΛ (C⊙DB)
T +AΛ (DC⊙B)
T
K0 = T
I,KJ
(1) −AΛ (C⊙B)
On obtient don :
F(.) = trace
{
(K3µ
3 +K2µ
2 +K1µ+K0)
(
K3µ
3 +K2µ
2 +K1µ+K0
)T}
(6.14)
= trace
{
K3K3
Tµ6 (6.15)
+
(
2K3K2
T
)
µ5 (6.16)
+
(
2K3K1 +K2K2
T
)
µ4 (6.17)
+
(
2
(
K3K0
T +K2K1
T
))
µ3 (6.18)
+
(
2K2K0
T +K1K1
T
)
µ2 (6.19)
+
(
2K1K0
T
)
µ (6.20)
+ K0K0
T
}
(6.21)
Les sept oeients a0, . . . , a6 sont alors obtenus par identiation.
6.4 Déomposition CP sous ontrainte de non négativité
6.4.1 Paramétrisation au moyen d'un produit de Hadamard
6.4.1.1 Calul des matries de gradient
Comme dans [Fra92℄, notre but est d'obtenir :
dH(A,B,C) = 〈
∂H(A,B,C)
∂A
, dA〉+ 〈
∂H(A,B,C)
∂B
, dB〉+ 〈
∂H(A,B,C)
∂C
, dC〉, (6.22)
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où
∂·
∂A
représente la dérivée partielle par rapport à la matrie A.
En utilisant des permutations irulaires, et les propriétés mentionnées préédemment en
setion 6.2, P1 −P9 , on a :
dH(A,B,C) = trace
{
d(δT(1))δ(1)
}
+ trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(2)dδ(2)
}
= 2trace
{
δT(3)dδ(3)
}
= 4trace
{
−δT(1)(A⊡ dA)Λ [(C⊡C)⊙ (B⊡B)]
T − δT(2)(B⊡ dB)Λ [(C⊡C)⊙ (A⊡A)]
T
−δT(3)(C⊡ dC)Λ [(B⊡B)⊙ (A⊡A)]
T
}
= trace
{
4
(
Λ [(C⊡C)⊙ (B⊡B)]T (−δ(1))
T
)
(A⊡ dA)
}
+ trace
{
4
(
Λ [(C⊡C)⊙ (A⊡A)]T (−δ(2))
T
)
(B⊡ dB)
}
+ trace
{
4
(
Λ [(B⊡B)⊙ (A⊡A)]T (−δ(3))
T
)
(C⊡ dC)
}
En utilisant la propriété P10 − P12 ([MN07℄, p. 53) et le fait que Λ = Λ
T
puisque Λ est
diagonale, on a :
dH(A,B,C) = trace
{
4
[(
Λ [(C⊡C)⊙ (B⊡B)]T (−δ(1))
T
)
⊡AT
]
dA
}
+ trace
{
4
[(
Λ [(C⊡C)⊙ (A⊡A)]T (−δ(2))
T
)
⊡BT
]
dB
}
+ trace
{
4
[(
Λ [(B⊡B)⊙ (A⊡A)]T (−δ(3))
T
)
⊡CT
]
dC
}
= trace
{
4
[
A⊡
(
−δ(1) [(C⊡C)⊙ (B⊡B)]Λ
)]T
dA
}
+ trace
{
4
[
B⊡
(
−δ(2) [(C⊡C)⊙ (A⊡A)]Λ
)]T
dB
}
+ trace
{
4
[
C⊡
(
−δ(3) [(B⊡B)⊙ (A⊡A)]Λ
)]T
dC
}
= 〈4
[
A⊡
(
−δ(1) [(C⊡C)⊙ (B⊡B)]Λ
)]
, dA〉
+ 〈4
[
B⊡
(
−δ(2) [(C⊡C)⊙ (A⊡A)]Λ
)]
, dB〉
+ 〈4
[
C⊡
(
−δ(3) [(B⊡B)⊙ (A⊡A)]Λ
)]
, dC〉
Par identiation ave (6.22), on trouve nalement :
∇AH(A,B,C) =
∂H(A,B,C)
∂A
= 4A⊡
(
(−δ(1)) [(C⊡C)⊙ (B⊡B)]Λ
)
, (6.23)
∇BH(A,B,C) =
∂H(A,B,C)
∂B
= 4B⊡
(
(−δ(2))[(C⊡C)⊙ (A⊡A)]Λ
)
, (6.24)
∇CH(A,B,C) =
∂H(A,B,C)
∂C
= 4C⊡
(
(−δ(3))[(B⊡B)⊙ (A⊡A)]Λ
)
. (6.25)
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6.4.1.2 Calul des gradients des termes de pénalité
On herhe à aluler l'expression des gradients des termes de pénalité sous ontrainte de non
négativité par produits de Hadamard.
Norme L1
HL1(A,B,C;Λ) = H(A,B,C;Λ) + αA‖A⊡A‖1 + αB‖B⊡B‖1 + αC‖C⊡C‖1.
Rappelons qu'on onsidère que ‖M‖1 =
∑
i
∑
j |mij |.
Dans notre as, aij ≥ 0 ∀ i, j, don ‖M‖1 =
∑
i
∑
j mij .
Dérivons pour l'exemple le terme relatif à la matrie de fateurs A :
d [αA‖A⊡A‖1] = αA (‖dA⊡A‖1 + ‖A⊡ dA‖1)
= 2αAA⊡ dA
Don la matrie de gradient de A résultant de la diérentielle préédente est :
∇A (αA‖A⊡A‖1) =
d [αA‖A⊡A‖1]
dA
= αA2A.
On trouve par analogie les matries de gradients des termes de pénalité pour les matries de
fateurs B et C.
Norme L2
HL2(A,B,C;Λ) = H(A,B,C;Λ) + αA‖A⊡A‖
2
F + αB‖B⊡B‖
2
F + αC‖C⊡C‖
2
F .
Dérivons pour l'exemple le terme relatif à la matrie de fateurs A :
d
[
αA‖A⊡A‖
2
F
]
= αA
[
trace
(
d (A⊡A)T (A⊡A)
)
+ trace
(
(A⊡A)T d (A⊡A)
)]
= 2αAtrace
(
(A⊡A)T d (A⊡A)
)
= 2αAtrace
(
(A⊡A)T (2A⊡ dA)
)
.
En utilisant la propriété P12 de l'annexe 6.2, on a :
d
[
αA‖A⊡A‖
2
F
]
= 4αAtrace
(
AT ⊡AT ⊡ATdA
)
= 4αAtrace
(
(A⊡A⊡A)T dA
)
= 4αA〈A⊡A⊡A, dA〉.
Don la matrie de gradient de A résultant de la diérentielle préédente est :
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∇A
(
αA‖A⊡A‖
2
F
)
=
∂ [αA‖A⊡A‖
2
F ]
∂A
= 4αAA⊡A⊡A.
On proède de manière analogue pour déterminer les gradients des termes de pénalité prove-
nant des matries de fateurs B et C.
6.4.2 Ajout d'un terme de régularisation exponentielle
6.4.2.1 Calul des gradients des termes de pénalité
On herhe à aluler les dérivées des termes de pénalité dans le but d'obtenir les trois gradients
des matries de fateurs. Le détail du alul des gradients sans termes de pénalité a été donné
dans l'annexe 6.3. On donne l'exemple dans le as de la matrie de fateurs A de taille I×F .
Par analogie, on peut faire de même pour les deux autres matries de fateurs :
df(A) = d‖e−γdiag{vec{A}}‖2F . (6.26)
diag{vec{A}} est une matrie arrée de taille IF × IF . On a la propriété suivante pour une
matrieM, arrée, de taille N ×N par exemple :
D0.e
M =
∞∑
k=0
Mk
k!
(6.27)
Alors :
‖e−γdiag{vec{A}}‖2F = trace{(e
−γdiag{vec{A}})T .
e−γdiag{vec{A}}} = trace{e−2γdiag{vec{A}}}.
En utilisant la propriété D0, on a :
‖e−2γdiag{vec{A}}‖2F =
∞∑
k=0
(−2γ)k
k!
trace{[diag{vec{A}}]k}
En onsidérant seulement les trois premiers termes de la série, on trouve :
d‖e−γdiag{vec{A}}‖2F =
∂ [IIF − 2γdiag{vec{A}}+ 2γ
2[diag{vec{A}}]2]
∂vec{A}
dvec{A}
≃
[
−2γIIF + 4γ
2diag{vec{A}}
]
dvec{A}
≃ 4γ2
[
diag{vec{A}} −
IIF
2γ
]
dvec{A}. (6.28)
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Si on transforme e résultat sous forme matriielle, on obtient :
d‖e−γdiag{vec{A}}‖2F = 4γ
2
[
A−
1I,F
2γ
]
dA. (6.29)
6.4.3 Calul du pas optimal sous ontrainte de non négativité
On souhaite minimiser l'expression suivante par rapport à µ :
H(A,B,C;Λ) = ‖TI,JK−[(A+ µDA)⊡ (A+ µDA)]Λ
[((C+ µDC)⊡ (C+ µDC))⊙ ((B+ µDB)⊡ (B+ µDB))]
T‖2
Premièrement, pour larier les expressions, on dénit des quantités intermédiaires :
E0 = A⊡A
E1 = A⊡DA +DA ⊡A = 2A⊡DA
E2 = DA ⊡DA
F0 = (C⊡C)⊙ (B⊡B)
F1 = (C⊡DC)⊙ (B⊡B) + (DC ⊡C)⊙ (B⊡B)
+ (C⊡C)⊙ (B⊡DB) + (C⊡C)⊙ (DB ⊡B)
= 2 [(C⊡DC)⊙ (B⊡B) + (C⊡C)⊙ (B⊡DB)]
F2 = (C⊡DC)⊙ (B⊡DB) + (C⊡DC)⊙ (DB ⊡B) + (DC ⊡C)⊙ (B⊡DB)
+ (DC ⊡C)⊙ (DB ⊡B) + (DC ⊡DC)⊙ (B⊡B) + (C⊡C)⊙ (DB ⊡DB)
= 4 [(C⊡DC)⊙ (B⊡DB)] + (DC ⊡DC)⊙ (B⊡B) + (C⊡C)⊙ (DB ⊡DB)
F3 = (C⊡DC)⊙ (DB ⊡DB) + (DC ⊡C)⊙ (DB ⊡DB)
+ (DC ⊡DC)⊙ (B⊡DB) + (DC ⊡DC)⊙ (DB ⊡B)
= 2[(C⊡DC)⊙ (DB ⊡DB) + (DC ⊡DC)⊙ (B⊡DB)]
F4 = (DC ⊡DC)⊙ (DB ⊡DB)
En developpant, on obtient :
H(.) = ‖TI,JK − [E0 + E1µ+ E2µ
2]Λ[F4µ
4 + F3µ
3 + F2µ
2 + F1µ+ F0]
T‖2
= ‖(−E2ΛF4
T )µ6 + (−E1ΛF4
T −E2ΛF3
T )µ5
+ (−E0ΛF4
T −E1ΛF3
T −E2ΛF2
T )µ4 + (−E0ΛF3
T − E1ΛF2
T − E2ΛF1
T )µ3
+ (−E0ΛF2
T −E1ΛF1
T −E2ΛF0
T )µ2 + (−E0ΛF1
T − E1ΛF0
T )µ
+TI,JK −E0ΛF0
T‖2
136 Annexe 1 : aluls liés à la déomposition CP
Une nouvelle fois, on dénit des variables intermédiaires :
K0=T
I,JK − E0ΛF0
T K4=−E0ΛF4
T −E1ΛF3
T −E2ΛF2
T
K1=−E0ΛF1
T − E1ΛF0
T K5=−E1ΛF4
T −E2ΛF3
T
K2=−E0ΛF2
T − E1ΛF1
T − E2ΛF0
T K6=−E2ΛF4
T
K3=−E0ΛF3
T − E1ΛF2
T − E2ΛF1
T
H(.) = trace
{
(K6µ
6 +K5µ
5 +K4µ
4 +K3µ
3 +K2µ
2 +K1µ+K0)(
K6µ
6 +K5µ
5 +K4µ
4 +K3µ
3 +K2µ
2 +K1µ+K0
)T}
(6.30)
= trace
{
(K6K6
T )µ12
+ (K6K5
T +K5K6
T )µ11
+ (K6K4
T +K5K5
T +K4K6
T )µ10
+ (K6K3
T +K5K4
T +K4K5
T +K3K6
T )µ9
+ (K6K2
T +K5K3
T +K4K4
T +K3K5
T +K2K6
T )µ8
+ (K6K1
T +K5K2
T +K4K3
T +K3K4
T +K2K5
T +K1K6
T )µ7
+ (K6K0
T +K5K1
T +K4K2
T +K3K3
T +K2K4
T +K1K5
T +K0K6
T )µ6
+ (K5K0
T +K4K1
T +K3K2
T +K2K3
T +K1K4
T +K0K5
T )µ5
+ (K4K0
T +K3K1
T +K2K2
T +K1K3
T +K0K4
T )µ4
+K3K0
T +K2K1
T +K1K2
T +K0K3
T )µ3
+ (K2K0
T +K1K1
T +K0K2
T )µ2
+ (K1K0
T +K0K1
T )µ
+K0K0
T
}
(6.31)
Les treize oeients a0, . . . , a12 sont nalement obtenus par identiation.
Annexe 2 : aluls liés à la déomposition
de Tuker3
6.5 Déomposition de Tuker3 sans ontrainte
6.5.1 Calul des gradients matriiels
Considérons la fontion de oût suivante :
T = ‖TI,KJ(1) −AG
F1,F3F2
(1) (C⊗B)
T‖2F = ‖δ(1)‖
2
F (6.32)
= ‖TJ,KI(2) −BG
F2,F3F1
(2) (C⊗A)
T‖2F = ‖δ(2)‖
2
F (6.33)
= ‖TJ,KI(2) −CG
F3,F2F1
(3) (B⊗A)
T‖2F = ‖δ(3)‖
2
F , (6.34)
où le tenseur T déplié i-dessus dans les trois modes est de taille I × J ×K, A est de taille
I × F1, B est de taille J × F2, C est de taille K × F3. Le tenseur G est quant à lui de taille
F1 × F2 × F3. Notons les dénitions impliites de δ(1), δ(2) et δ(3).
Il s'agit de aluler les gradients des matries A, B, C, et du tenseur oeur G. On se base
sur les propriétés données en 6.2.
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dT (A,B,C,G) = trace
{
dδT(1))δ(1)
}
+ trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(2)dδ(2)
}
= 2trace
{
δT(3)dδ(3)
}
= 2trace(−δT(1)dAG
F1,F3F2
(1) (C⊗B)
T )
+ 2trace(−δT(1)AdG
F1,F3F2
(1) (C⊗B)
T )
+ 2trace(−δT(2)dBG
F2,F3F1
(2) (A⊗C)
T )
+ 2trace(−δT(3)dCG
F3,F2F1
(3) (B⊗A)
T )
= 2trace(−GF1,F3F2(1) (C⊗B)
TδT(1)dA)
+ 2trace(−(C⊗B)TδT(1)AdG
F1,F3F2
(1) )
+ 2trace(−GF2,F3F1(2) (A⊗C)
TδT(2)dB)
+ 2trace(−GF3,F2F1(3) (B⊗A)
TδT(3)dC)
= 2trace(−
(
δ(1) (C⊗B) (G
F1,F3F2
(1) )
T
)T
dA
+ 2trace(−
(
ATδ(1) (C⊗B)
)T
dGF1,F3F2(1)
+ 2trace(−
(
δ(2) (C⊗A) (G
F2,F3F1
(2) )
T
)T
dB
+ 2trace(−
(
δ(3) (B⊗A) (G
F3,F2F1
(3) )
T
)T
dC
= 2〈−δ(1) (C⊗B)G
F1,F3F2
(1) , dA〉
+ 2〈−ATδ(1) (C⊗B)〉
+ 2〈−δ(2) (A⊗C)G
F2,F3F1
(2) , dB〉
+ 2〈−δ(3) (B⊗A)G
F3,F2F1
(3) , dC〉
Par identiation, on trouve :
∂T
∂A
= −2δ(1) (C⊗B)
(
GF1,F3F2(1)
)T
(6.35)
∂T
∂B
= −2δ(2) (A⊗C)
(
GF2,F3F1(2)
)T
(6.36)
∂T
∂C
= −2δ(3) (B⊗A)
(
GF3,F2F1(3)
)T
(6.37)
∂T
∂G
= −2ATδ(1) (C⊗B) (6.38)
(6.39)
6.5.2 Calul du pas optimal
On souhaite minimiser l'expression suivante par rapport à µ :
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T (A,B,C,G) = ‖TI,JK − (A+ µDA)
(
GF1,F3F2(1) + µDG
)
[(C+ µDC)⊗ (B+ µDB)]
T ‖2F
Développons l'expression :
T (.) = ‖TI,KJ(1) − (A+ µDA)
(
GF1,F3F2(1) + µDG
)
[(C+ µDC)⊗ (B+ µDB)]
T ‖2F
T (.) = ‖TI,KJ(1) −
[
AGF1,F3F2(1) + µ
(
ADG +DAG
F1,F3F2
(1)
)
+ µ2DADG
]
[
C⊗B+ µ (C⊗DB +DC ⊗B) + µ
2DC ⊙DB
]
‖2F
Dénissons des valeurs intermédiaires :
E0 = AG
F1,F3F2
(1)
E1 = ADG +DAG
F1,F3F2
(1)
E2 = DADG
F0 = C⊗B
F1 = C⊗DB +DC ⊗B
F2 = DC ⊗DB
D'où :
T (.) = ‖TI,KJ(1) −
[
E0 + µE1 + µ
2E2
] [
F0 + µF1 + µ
2F2
]T
‖2F
T (.) = ‖TI,KJ(1) − E0F0
T + µ
(
−E0F1
T − E1F0
T
)
+ µ2
(
−E0F2
T − E1F
T
1 −E2F0
T
)
+
µ3
(
−E1F2
T − E2F1
T
)
+ µ4
(
−E2F2
T
)
‖2F
En posant :
K0 = T
I,KJ
(1) − E0F0
T
K1 = −E0F1
T −E1F0
T
K2 = −E0F2
T −E1F
T
1 − E2F0
T
K3 = −E1F2
T −E2F1
T
K4 = −E2F2
T
on obtient :
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T (.) = trace
{(
K0 + µK1 + µ
2K2 + µ
3K3 + µ
4K4
) (
K0 + µK1 + µ
2K2 + µ
3K3 + µ
4K4
)T}
T (.) = trace
{(
K4K4
T
)
µ8(
2K3K4
T
)
µ7+(
2K2K4
T +K3K3
T
)
µ6+(
2
(
K1K4
T +K2K3
T
))
µ5+(
2
(
K4K0
T +K1K3
T
)
+K2K2
T
)
µ4+(
2
(
K3K0
T +K1K2
T
))
µ3+(
2K2K0
T +K1K1
T
)
µ2+(
2K1K0
T
)
µ+
K0K
T
0
}
On obtient ensuite les neuf oeients a0...a8 par identiation
6.6 Déomposition de Tuker3 ave ontrainte de non né-
gativité
6.6.1 Calul des gradients matriiels
Considérons la fontion de oût suivante :
Tc(A,B,C,G) = ‖T
I,KJ
(1) − (A⊡A)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T ‖2F = ‖δ(1)‖
2
F
(6.40)
= ‖TJ,KI(2) − (B⊡B)
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T ‖2F = ‖δ(2)‖
2
F
(6.41)
= ‖TK,JI(3) − (C⊡C)
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T ‖2F = ‖δ(3)‖
2
F ,
(6.42)
où le tenseur T déplié i-dessus dans les trois modes est de taille I × J ×K, A est de taille
I × F1, B est de taille J × F2, C est de taille K × F3. Le tenseur G est quant à lui de taille
F1 × F2 × F3. Notons les dénitions impliites de δ(1), δ(2) et δ(3).
Il s'agit toujours de aluler les gradients des matries A, B, C, et du tenseur oeur G. On
utilise pour ela les propriétés données en 6.2.
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dTc(A,B,C,G) = trace
{
dδT(1))δ(1)
}
+ trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(1)dδ(1)
}
= 2trace
{
δT(2)dδ(2)
}
= 2trace
{
δT(3)dδ(3)
}
= 2trace
(
−δT(1) (2A⊡ dA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T
)
+ 2trace
(
−δT(2) (2B⊡ dB)
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T
)
+ 2trace
(
−δT(3) (2C⊡ dC)
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T
)
+ 2trace
(
δT(1)
(
− (A⊡A)
(
2GF1,F3F2(1) ⊡ dG
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T
))
= 4trace
(
−δT(1) (A⊡ dA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T
)
+ 4trace
(
−δT(2) (B⊡ dB)
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T
)
+ 4trace
(
−δT(3) (C⊡ dC)
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T
)
+ 4trace
(
−δT(1)
(
(A⊡A)
(
GF1,F3F2(1) ⊡ dG
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T
))
= 4trace
(
−
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T δT(1) (A⊡ dA)
)
+ 4trace
(
−
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T δT(2) (B⊡ dB)
)
+ 4trace
(
−
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T δT(3) (C⊡ dC)
)
+ 4trace
(
− ((C⊡C)⊗ (B⊡B))T δT(1)
(
(A⊡A)
(
GF1,F3F2(1) ⊡ dG
F1,F3F2
(1)
)))
= 4trace
(
−
[((
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
((C⊡C)⊗ (B⊡B))T δT(1)
)
⊡AT
]
dA
)
+ 4trace
(
−
[((
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)
((C⊡C)⊗ (A⊡A))T δT(2)
)
⊡BT
]
dB
)
+ 4trace
(
−
[((
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)
((B⊡B)⊗ (A⊡A))T δT(3)
)
⊡CT
]
dC
)
+ 4trace
(
−
([
((C⊡C)⊗ (B⊡B))T δT(1) (A⊡A)
]
⊡GT
)
dGF1,F3F2(1)
)
= 4trace
(
−
[
A⊡
(
δ(1) ((C⊡C)⊗ (B⊡B))
T
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)T)]T
dA
)
+ 4trace
(
−
[
B⊡
(
δ(2) ((C⊡C)⊗ (A⊡A))
T
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)T)]T
dB
)
+ 4trace
(
−
[
C⊡
(
δ(3) ((B⊡B)⊗ (A⊡A))
T
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)T)]T
dC
)
+ 4trace
(
−
(
GF1,F3F2(1) ⊡
[
(A⊡A)T δ(1) ((C⊡C)⊗ (B⊡B))
])T
dGF1,F3F2(1)
)
(6.43)
On en déduit les gradients suivants :
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∂Tc
∂A
= −4A⊡
[
δ(1) ((C⊡C)⊗ (B⊡B))
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)T]
(6.44)
∂Tc
∂B
= −4B⊡
[
δ(2) ((C⊡C)⊗ (A⊡A))
(
GF2,F3F1(2) ⊡G
F2,F3F1
(2)
)T]
(6.45)
∂Tc
∂C
= −4C⊡
[
δ(3) ((B⊡B)⊗ (A⊡A))
(
GF3,F2F1(3) ⊡G
F3,F2F1
(3)
)T]
(6.46)
∂Tc
∂GF1,F3F2(1)
= −4GF1,F3F2(1) ⊡
[
(A⊡A)T δ(1) ((C⊡C)⊗ (B⊡B))
]
(6.47)
6.6.2 Calul du pas optimal
On onsidère la fontion de oût suivante :
Tc(A,B,C,G) = ‖T
I,KJ
(1) − [(A+ µDA)⊡ (A+ µDA)]
[(
GF1,F3F2(1) + µDGF1,F3F2
(1)
)
⊡
(
GF1,F3F2(1) + µDGF1,F3F2
(1)
)
[((C+ µDC)⊡ (C+ µDC))⊙ ((B+ µDB)⊡ (B+ µDB))]
T ‖2F
Développons :
Tc(.) = ‖T
I,KJ
(1) −
[
(A⊡A)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
− µ
(
2 (A⊡A)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
)
+ 2 (A⊡DA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
))
− µ2
(
(A⊡A)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)
+ 4 (A⊡DA)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
)
+ (DA ⊡DA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
))
− µ3
(
2 (A⊡DA)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)
+ (DA ⊡DA)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
))
−µ4 (DA ⊡DA)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)]
[
((C⊡C)⊗ (B⊡B))T
+ µ (2 (C⊡C)⊗ (B⊡DB) + ((C⊡DC)⊗ (B⊡B)))
T
+µ24 (C⊡DC)⊗ (B⊡DB) + (DC ⊡DC)⊗ (B⊡B) + (C⊡C)⊗ (DB ⊡DB)
]
‖2F
En posant :
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E0 = (A⊡A)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
E1 = 2 (A⊡A)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
)
+ 2 (A⊡DA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
E2 = (A⊡A)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)
+ 4 (A⊡DA)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
)
+ (DA ⊡DA)
(
GF1,F3F2(1) ⊡G
F1,F3F2
(1)
)
E3 = 2 (A⊡DA)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)
+ (DA ⊡DA)
(
GF1,F3F2(1) ⊡DGF1,F3F2
(1)
)
E4 = (DA ⊡DA)
(
D
G
F1,F3F2
(1)
⊡D
G
F1,F3F2
(1)
)
F0 = (C⊡C)⊗ (B⊡B)
F1 = 2 (C⊡C)⊗ (B⊡DB) + ((C⊡DC)⊗ (B⊡B))
F2 = 4 (C⊡DC)⊗ (B⊡DB) + (DC ⊡DC)⊗ (B⊡B) + (C⊡C)⊗ (DB ⊡DB)
On obtient :
Tc(.) = ‖
(
−E4F
T
4
)
µ8
+
(
−E4F
T
3 −E3F
T
4
)
µ7
+
(
−E4F
T
2 −E3F
T
3 − E2F
T
4
)
µ6
+
(
−E4F
T
1 −E3F
T
2 − E2F
T
3 − E1F
T
4
)
µ5
+
(
−E4F
T
0 −E3F1 − E2F
T
2 −E1F
T
3 − E0F
T
4
)
µ4
+
(
−E3F
T
0 −E2F
T
1 − E1F
T
2 − E0F
T
3
)
µ3
+
(
−E2F0 − E1F
T
1 − E0F
T
2
)
µ2
+
(
−E1F0 − E0F
T
1
)
µ1
+TI,KJ(1) −E0F0‖
2
F
Si on pose :
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K0 = T
I,KJ
(1) − E0F0
T
K1 = −E0F1
T − E1F0
T
K2 = −E0F2
T − E1F
T
1 −E2F0
T
K3 = −E1F2
T − E2F1
T
K4 = −E2F2
T
K5 = −E4F
T
1 − E3F
T
2 − E2F
T
3 − E1F
T
4
K6 = −E4F
T
2 − E3F
T
3 − E2F
T
4
K7 = −E4F
T
3 − E3F
T
4
K8 = −E4F
T
4
on arrive à :
Tc(.) = trace
{(
K0 + µK1 + µ
2K2 + µ
3K3 + µ
4K4 + µ
5K5 + µ
6K6 + µ
7K7 + µ
8K8
)(
K0 + µK1 + µ
2K2 + µ
3K3 + µ
4K4 + µ
5K5 + µ
6K6 + µ
7K7 + µ
8K8
)T}
Tc(.) = trace
{(
K8K8
T
)
µ16+(
2K7K8
T
)
µ15+(
2K6K8
T +K7K7
T
)
µ14+(
2
(
K5K8
T +K6K7
T
))
µ13+(
2
(
K4K8
T +K5K7
T
)
+K6K6
T
)
µ12+(
2
(
K3K8
T +K4K7
T +K5K6
T+
))
µ11+(
2
(
K2K8
T +K3K7
T +K4K6
T
)
+K5K5
T
)
µ10+(
2
(
K1K8
T +K2K7
T +K3K6
T +K4K5
T
))
µ9+(
2
(
K0K8
T +K1K7
T +K2K6
T +K3K5
T
)
+K4K4
T
)
µ8(
2
(
K0K7
T +K1K6
T +K2K5
T +K3K4
T
))
µ7+(
2
(
K2K4
T +K1K5
T +K0K6
T
)
+K3K3
T
)
µ6+(
2
(
K1K4
T +K2K3
T
))
µ5+(
2
(
K4K0
T +K1K3
T
)
+K2K2
T
)
µ4+(
2
(
K3K0
T +K1K2
T
))
µ3+(
2K2K0
T +K1K1
T
)
µ2+(
2K1K0
T
)
µ+
K0K
T
0
}
On identie ainsi les 17 oeients a0...a16.
Annexe 3 : aluls liés aux données
manquantes
6.7 Calul des gradients matriiels ave ontrainte de non
négativité et en présene de données manquantes
Calulons les dérivées partielles
∂G(A,B,C;Λ)
∂A
,
∂G(A,B,C;Λ)
∂B
et
∂G(A,B,C;Λ)
∂C
données par le alul de
la diérentielle suivante :
dG(A,B,C;Λ) = 〈
∂G(A,B,C;Λ)
∂A
, dA〉+ 〈
∂G(A,B,C;Λ)
∂B
, dB〉+ 〈
∂G(A,B,C;Λ)
∂C
, dC〉.
On part de la fontion de oût prenant en ompte la présene de données manquantes :
G(A,B,C;Λ) = ‖WI,KJ(1) ⊡
(
TI,KJ(1) − (A⊡A)((C⊡C)⊙ (B⊡B))
T
)
‖2F
= ‖WI,KJ(1) ⊡ δ(1)‖
2
F
= ‖β(1)‖
2
F (6.48)
En posant :
M1 = (C⊡C)⊙ (B⊡B),
M2 = (C⊡C)⊙ (A⊡A),
M3 = (B⊡B)⊙ (A⊡A),
on peut réérire l'équation (6.48) et ensuite aluler sa diérentielle :
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dG(A,B,C;Λ) = 2trace{βT(1)dβ(1)}+ 2trace{β
T
(2)dβ(2)}
+ 2trace{βT(3)dβ(3)}
= 2trace{βT(1)d[W
I,KJ
(1) ⊡ (T
I,KJ
(1) − (A⊡A)M
T
1 )]}
+ 2trace{βT(2)d[W
J,KI
(2) ⊡ (T
J,KI
(2) − (B⊡B)M
T
2 )]}
+ 2trace{βT(3)d[W
K,JI
(3) ⊡ (T
K,JI
(3) − (C⊡C)M
T
3 )]}
= 4trace{−βT(1)
[
WI,KJ(1) ⊡
(
(A⊡ dA)MT1
)]
}
+ 4trace{−βT(2)
[
WJ,KI(2) ⊡
(
(B⊡ dB)MT2
)]
}
+ 4trace{−βT(3)
[
WK,JI(3) ⊡
(
(C⊡ dC)MT3
)]
}
= 4trace{−βT(1) ⊡W
I,KJ
(1)
T
(A⊡ dA)MT1 }
+ 4trace{−βT(2) ⊡W
J,KI
(2)
T
(B⊡ dB)MT2 }
+ 4trace{−βT(3) ⊡W
K,JI
(3)
T
(C⊡ dC)MT3 }
= 4trace{MT1 (−β(1) ⊡W
I,KJ
(1) )
T (A⊡ dA)}
+ 4trace{MT2 (−β(2) ⊡W
J,KI
(2) )
T (B⊡ dB)}
+ 4trace{MT3 (−β(3) ⊡W
K,JI
(3) )
T (C⊡ dC)}
= 4trace{MT1 (−β(1) ⊡W
I,KJ
(1) )
T
⊡ATdA)}
+ 4trace{MT2 (−β(2) ⊡W
J,KI
(2) )
T
⊡BTdB)}
+ 4trace{MT3 (−β(3) ⊡W
K,JI
(3) )
T
⊡CTdC)}
= 〈4
[
A⊡
(
(−β(1) ⊡W
I,KJ
(1) )M1
)]
, dA〉
+ 〈4
[
B⊡
(
(−β(2) ⊡W
J,KI
(2) )M2
)]
, dB〉
+ 〈4
[
C⊡
(
(−β(3) ⊡W
K,JI
(3) )M3
)]
, dC〉
On en déduit don les trois matries de gradients suivants :
∇AG(A,B,C;Λ) =
∂G(A,B,C)
∂A
= 4A⊡
[
(−β(1) ⊡W
I,KJ
(1) ) ((C⊡C)⊙ (B⊡B))
]
∇BG(A,B,C;Λ) =
∂G(A,B,C)
∂B
= 4B⊡
[
(−β(2) ⊡W
J,KI
(2) ) ((C⊡C)⊙ (A⊡A))
]
∇CG(A,B,C;Λ) =
∂G(A,B,C)
∂C
= 4C⊡
[
(−β(3) ⊡W
K,JI
(3) ) ((B⊡B)⊙ (A⊡A))
]

