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Abst rac t - -G iven  two independent positive random variables x and y, and the independence of
xy and (1 - x)y, Tollar [1] proves that  y is gamma and x is beta. He uses the involved methodology 
of random difference quations to prove this result. For n independent positive random variables 
x2 . . . . .  xn, y, with the independence of (1 - x2 - x3 . . . . .  xn)y and (x2y . . . .  , xny), Tollar's result [1] 
generalizes to the result that  y is gamma and (x2 , . . . ,  xn) have a joint Dirichlet distribution. 
Similarly, given two independent p x p random positive definite symmetric matrices X and Y, 
with the independence of Y1/2XY1/2 and Y1/2(I - X )Y  1/2, it is proved that  Y is Wishart  and X 
is multivariate beta. Now given n independent p x p random symmetric positive definite matrices 
X2, . . . ,  Xn, Y, with the independence of (Y1/2X2Y1/2 . . . .  , Y1/2Xny1/2) and Y1/2(I - X2 . . . . .  
Xn)Y  1/2, we prove that  Y is Wishart and (X2 . . . . .  Xn)  have a joint multivariate Dirichlet density. 
We use the method of moment generating functions. 
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1. INTRODUCTION 
The two-variate result proved by Tollar [1] is simply an alternative statement of the gamma 
density result given by Lukacs [2], who proved that given two positive random variables u and v, 
with the independence of w -- u + v and z = u/w,  the u and v are both gamma with the same 
scale parameter. Now, i f xy  = u, (1 -x )y  = v, i.e., x = u/y ,  y = u+v,  then the independence o fu  
and v, with the independence of x and y, necessarily shows that u and v are gamma with the same 
scale parameter, and hence y is gamma and x is beta. For two variates, the relationship between 
gamma and beta densities is well known. For n variates, the relationship between Wishart and 
the multivariate Dirichlet density is as follows. 
Let U1, . . . ,  Un be n p x p Hermitian positive definite matrices with the joint density 
f (U l ,  . . . , Un) = Kexp{-  tr(U1 +. . -+  Un)  }[UI [  )q -p  " . . IUn[ )~n-p,  (1.1) 
where K generically denotes constants including the normalizing constants of density functions 
in this paper. Then Y and (X2, . . . ,  Xn) are independent, where 
Y = U1 +. . .  + Un, X i  = Y -1 /2U iy -1 /2 ,  i = 2 , . . . ,n .  (1.2) 
The matrices (X2, . . . ,  Xn) have the Dirichlet density 
f (x2, . . .  ,Xn) = KiX2I x2-p... IxnlX"-PlI - x2 . . . . .  x~l  xl-p, (1.3) 
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and the density of Y is 
f (Y )  Kexp{- t rY}[Y I  Aa+'''+~"-p. (1.4) 
For convenience, we prove (1.3) and (1.4). Writing a p x n complex matr ix X of rank p < n as 
X = G1/2(G-1/2X)  = G1/2H, X f (  t = G, H[ I '  = I, 
we note that  the Jacobian of the transformation from X to G and H is 
J (X  : G, H)  = KIGIn-Pr(H) .  (1.5) 
To derive r (H)  explicitly, we use complex generalized Sverdrup's lemma [3] stated by the 
integral  
fx  dX  = K[DD'[ -n[G - V (DD' ) - t f f ' [  n-q-p,  
X'=G, DX,=IT, 
where m(q x n) is arbitrary and of rank q < n. 
Since I = H[ I '  = hlh~ +. . .  + hnh ' ,  H = (h i , . . . ,  hn), only ( n - 1) p-vectors h i , . . . ,  hn are 
independent, and we have that 
fn  dH = g[ I  - h2h~ . . . . .  hnfiln[ (" - (n-1)-p) ,  
/ / '=1,  (0 / ) / / '=( f i2  ..... ft.)' 
and (1.5) yields 
J (X  : G, H)  = K IGI" -P l I  - h2f i~.. ,  h.l~l-(p-x), (1.6) 
and for X real, (1.6) reduces to 
J (X  : G, H)  = KIGI(I /2)(n-n-1)[I  - h2h~ . . .  hnh"  [ -(1/2)p. (1.7) 
When p = 1, (1.7) reduces to 
J (x t , . . . ,  z ,  :g, h2 , . . . ,  h , )  = Kg(1/2)("-2)(1 - h~ . . . . .  h2,) -1/2. (1.8) 
2 _ gtn, g = Ul + ""  + Un, For studying gamma densities, we set ut = x~ = gt l , . . .  ,u ,  = x~ 
ti + . . .  + t ,  = 1, and from (1.8) we have that 
J (u , , . . .  ,u ,  : g, t2, . . .  , t , )  = Kg( i / z ) ( " -2) (gt l ) l /2 . . .  (g tn ) l / z t~ l /2 . . . tn  1/2 (1.9) 
x (1 - t2 . . . . .  tn) -1/2. 
Now the joint gamma density given by (1.1) is 
f (u l , . . . ,  un) = Kexp{- (U l  + . . .  + un)}uXl ' -1 . . .  u~n "-1,  
and from (1.9) we conclude that  
f (g ,  t2,. . ., tn) = K exp{-g}g(1/2)(n-2) (gtt)x* - 1. . .  (gtn)X"- l (gt l)  1/2.. .  (gtn) 1/2t 21/2. . .  tn 1/2 
x (I - t2 . . . . .  tn) -1/2 
= Kexp{-g}gXa+'"+x" - l t~2-1""  tnX"-l(1 - t2 . . . . .  tn) "h-1. (1.10) 
Obviously (1.3) and (1.4) follow from (1.10). The next section characterizes the gamma density. 
and Section 3 characterizes the Wishart density. 
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2. CHARACTERIZAT ION OF GAMMA DENSITY  
From (1.1)-(1.4), we are given the following functional equation: 
f l (V l ) ' ' '  fn(Un) = IVlt¢(v)c(t2,..., (2.1) 
where t is some positive integer. When p -- 1, (2.1) yields 
f l(Ul)"" fn(Un) = Ut~)(U)¢(t2,...,tn), 
i.e., 
f l  (U(1 - -  t 2 . . . . .  t , ) ) f2(ut2). . ,  f , (u t , )  = ut¢(u)¢(t2, . . . ,  t~). (2.2) 
We first assume t = 0 and n = 2, and note ~hat the Fourier transform g(O) of f (x)  determines 
the Fourier t ransform of xf(x)  to be g'(O). This fact may be stated as follows: 
g(tg) = f exp{xO}otf(x) dx, 
J 
t • 
ag'(O) = J exp{xS}a2xf(x) dx = (g(0)) 2. (2.3) 
A solution of (2.3) is 
g(e)  = - e )  (2 .4 )  
i.e., (2.3) states that  independent Ul and u2 each have the density a f (x ) ,  and Ul + u2 has the 
density c~2xf(x), then (2.4) says that  ux and u2 each have an exponential  density. We can take a 
to be unity, i.e., the covariance matr ix  of Wishart  density to be an identity matr ix.  Thus (2.2) 
yields 
f l (U(1  - -  ~2) ) f2 (ut2)  = ~(U)¢(~:2) ,  (2 .5 )  
which in view of (2.4) reduces to 
exp{-u(1  - t2)}f2(ut2) = exp{-u}¢( t2) ,  
which we write as 
¢(t2) = exp{ut2}f2(ut2), (2.6) 
and setting Ut2 = W, and differentiating (2.6) with respect to w and solving the resulting differ- 
ential equation we get 
f~(w) 4- f2(w) ---- 0, i.e., f2(w) = exp{-w}.  
For the gamma density, (2.6) generalizes to 
¢(t2) = u-texp{ut2}f2(ut2), ¢(t2) = w -t exp{w}f2(w), (2.7) 
which on differentiating with respect to w and solving the resulting differential equation yields 
f2(w) = w t exp{-w}.  
Similarly, we may prove that  (2.2) is satisfied by 
hn f l (u l )  = uhl I exp{- -u l} , . . . ,  f,~(un) = u n exp{--u~}, 
for some hx . . . . .  hn such that  hi + ." • + hn = t. In case n = 2, we have a single total differential 
equation, and for general n > 2, we have simply to solve (n - 1) partial differential equations 
step by step. In case n = 3, we use the solution of the case n -- 2, and observe that  
¢(t~, t3) = exp{ut2 + utz}f2(ut2)f3(ut3) 
= exp{ut2 + ut3} exp{-ut2}f3(ut3) 
= exp{ut3}f3(ut3), 
and hence, f3 is also exponential. Thus, the general n case is an extension of the case n = 2. 
then 
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3. 
When n = 2, A1 . . . . .  An = p, (2.5) yields 
fl (tr U(I - T2))f2 (T~/2UT¢/2~ ¢(U)¢(T~). 
\ - -  - -  / 
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To solve (3.1), note that 
t 
g(T) ] exp{tr XT}f (X)  dX, 
~ g( r )= exp{trXT}lXlPf(X)dX = (g(T)) 2 
has the solution 
(3.1) 
g(T) = [I - T I-p, f (x )  = K exp{- tr X}, (3.2) 
where Phillips [4] records that 
~T exp{trXT} = IX[ exp{trZT}, 
(3.3) 
[d~lh[ I -  T[ -" = K[ I -  TF  (n+h). 
The result (3.3) states that if X1 and X2 are independent and each has density (3.2), then 
X1 q- X2 has the density [X[Pf(X) and conversely. 
Obviously (3.1) now generalizes to the equation 
exp{- tr U(I - T2) } f2 (T~/2UTJ/2) = exp{- tr U}¢(T2), 
i.e., to the equation 
¢(T2) = exp {trT~/2UTJ/2 } f, (T~/2UT~/2) (3.4) 
= exp{tr W}f2(W), 
which, on applying the operator IFw[, yields 
f2(W)q-[a-~lf2(W)=O, i.e., f2(W)= Kexp{- t rW) .  (3.5) 
The analog of (2.7) is 
¢(T2) = IWI -t exp{tr W}f2(W), 
and the analog of (3.5) is 
b~ A(w) = + (-1FA(w), t [w[ - l f2 (W)  
whose solution is 
A(w) = IWI ~ exp{- tr W}. 
The n-variate analog of (3.4) is 
whose solution is 
.f~(X~) = IXilh'exp{-trXi}, i = 1,...,n, 
for some h i , . . . ,  hn such that hi + . . .  + hn = t. 
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