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Abstract
We consider the singular boundary value problem
−u = h(x)
uγ
+ λup−1 in Ω, u = 0 on ∂Ω
with p = 2N/(N − 2), γ ∈ (0,1). It is well known that there exists λ∗ > 0 such that the problem has
a solution for all λ ∈ (0, λ∗) and no solution for λ > λ∗. We obtain an exact result for λ∗(Ω,p,γ,h).
© 2010 Elsevier Inc. All rights reserved.
Keywords: An exact estimate result; Extremal value; Singular nonlinearity; Critical exponent
1. Introduction
Let Ω be a smooth bounded domain in RN , N  3, and p = 2N/(N − 2). We consider
the range of λ in the singular problem
u+ h(x)
uγ
+ λup−1 = 0 in Ω, u > 0 in Ω, u = 0 on ∂Ω (1λ)
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m, M such that mdistα(x, ∂Ω)  h(x) M distα(x, ∂Ω), ∀x ∈ Ω), γ ∈ (0,1), and λ > 0 is a
parameter.
Equations of the type (1λ) have been intensively studied for both bounded and unbounded
domains because of its wide applications to physical models in the study of non-Newtonian
fluids, boundary layer phenomena for viscous fluids, chemical heterogenous catalysts, glacial
advance, etc. (cf. [2,8–11,13,15,16,19–26,28]).
In [10] Coclite and Palmieri proved that there exists λ∗ > 0 such that (1λ) has a solution for
all λ ∈ (0, λ∗) and no solution for λ > λ∗. Furthermore, our previous work [26] and Yang [28]
showed the multiplicity of (1λ). We are now interested in the dependence of λ∗ on Ω , p, γ
and h (i.e. how large is λ∗?). This is precisely the aim of this paper. As we shall see in Section 3,
for λ in an exact range (see Section 2), (1λ) has at least two solutions. To see this, we give
a complete description of a constraint set associated to the action functional and use careful
estimates inspired by these in [26,27]. We emphasize that there is no restriction on the shape
of Ω . Thus we obtain uniform lower bounds for λ∗ = λ∗(Ω,p,γ,h). There, it must be said that
the method of sub and supersolutions does not adapt for dealing with estimates of this type, since
for general Ω (without symmetric property, say) precise information about sub/supersolutions is
no longer possible and explicit calculations for λ∗ cannot be actually carried out.
The distance condition on h(x) has already been introduced in the study of regularity of pure
singular problem (i.e. λ = 0) (cf. [12,16,18]). Gomes [16], del Pino [12] proved that the unique
solution of (10) belongs to C1,β(Ω), ∀β ∈ [0,1). Moreover, Gui and Lin [18] established the
following estimate for the unique solution
c1 dist(x, ∂Ω) u(x) c2 dist(x, ∂Ω), ∀x ∈ Ω.
As it turns out, the condition also plays an important role in the combined effect of singular and
critical nonlinearities, which contributes to the boundedness of the gradient of desired minimiz-
ers. Actually, from our arguments the behavior near the boundary (i.e. h(x) ∼ distα(x, ∂Ω) for
all x near ∂Ω) is sufficient to guarantee the boundedness. To state our results we first introduce
some notations and definitions.
Throughout the paper we assume that Ω ∈ L, where
L = {Ω ⊂ RN ; Ω bounded open and regular (say C1,β)}.
For a measurable set A ⊂ RN denote with |A| the N -dimensional Lebesgue measure of A. C de-
note (possibly different) positive constants. Furthermore, ‖u‖2 = ∫
Ω
|∇u|2 dx denotes the usual
norm of u in H 10 (Ω), while for any other function space X, we denote its norm by ‖ · ‖X . We
denote by the first eigenfunction e1 with e1 + λ1e1 = 0 in Ω , e1|∂Ω = 0, 0 e1  1, and we
know that 0 < d0  e1(x)dist(x, ∂Ω)−1  d1 on Ω for some constants d0, d1.
We assume N  3, let p = 2N/(N − 2) and set
S = inf
{ ∫
Ω
|∇u|2 dx
(
∫
Ω
|u|p dx)2/p
∣∣∣ u ∈ H 10 (Ω), u 
= 0
}
the best Sobolev constant. It is well known that S is independent of Ω and depends only on N .
The infimum can be achieved by the function
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(1 + |x|2)(N−2)/2
that is,
S =
∫
RN
|∇U∗|2 dx
(
∫
RN
|U∗|p dx)2/p .
The functional associated to (1λ) is
Iλ(u) = 12
∫
Ω
|∇u|2 dx − 1
1 − γ
∫
Ω
h(x)|u|1−γ dx − λ
p
∫
Ω
|u|p dx, ∀u ∈ H 10 (Ω).
Clearly Iλ is only a continuous functional on H 10 (Ω).
Define the constraint set
Nλ =
{
t (u)u: u ∈ H 10 (Ω)\{0}
}
where t (u) are the zeros of the map
t → φ(t, u) = 1
tp−1
d
dt
Iλ(tu)
= t2−p
∫
Ω
|∇u|2 dx − t−γ−p+1
∫
Ω
h(x)|u|1−γ dx − λ
∫
Ω
|u|p dx.
Let N+λ (resp. N−λ ) be the subset of Nλ corresponding to t (u) with ddt |t=t (u)φ(t, u) > 0 (resp.
d
dt
|t=t (u)φ(t, u) < 0), that is
N±λ =
{
v = t (u)u ∈Nλ: (2 − p)
∫
Ω
|∇v|2 dx + (p + γ − 1)
∫
Ω
h(x)|v|1−γ dx > (<)0
}
.
By a solution of (1λ) we mean, a function u ∈ H 10 (Ω) such that u(x) > 0 a.e. in Ω and
∫
Ω
∇u · ∇ϕ dx −
∫
Ω
h(x)
uγ
ϕ dx − λ
∫
Ω
up−1ϕ dx = 0, ∀ϕ ∈ H 10 (Ω).
Our main result is as follows:
Theorem. Let λ∗ be the extremal value for problem (1λ). Then
λ∗(Ω,p,γ,h)
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
) p−2
1+γ ( S
|Ω|2/N
) p+γ−1
1+γ ( 1
‖h‖∞
) p−2
1+γ := Λ.
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Still few general results are known except in [14] Gazzola and Malchiodi provide uniform lower
bounds of λ∗ for the problem −u = λ(1 +u)p , 1 <p  (N + 2)/(N − 2) and our recent paper
[24,25] for singular-subcritical and nonsingular-critical cases.
The outline of the paper is the following. In Section 2 we obtain the value Λ through the
connection between Nλ and the fibrering maps (i.e., maps of the form t → Iλ(tu); see Alves
and El Hamidi [1], Brown and Zhang [7]). In Section 3, we discuss infN+λ Iλ under λ ∈ (0,Λ).
First, we provide an estimate for u0 as a weak limit of a minimizing sequence for infN+λ Iλ,
which will influence a series of estimates of critical case since ∇u turns rather delicate in sin-
gular case (see Lazer and Mckenna [21]). Then, with the help of the estimate and the family
Uε,a(x) := η(x)ε−(N−2)/2U∗( x−aε ), we manage to locate that u0 ∈Nλ. Finally, using the ideas
of Graham-Eagle [17] and the location information we prove that u0 is a solution of (1λ). By
taking advantage of the structure of Nλ under λ ∈ (0,Λ), we discuss the problem infN−λ Iλ and
obtain the multiplicity of (1λ). In Section 4 we provide uniform bounds for λ∗(Ω,p,γ,h).
2. The number Λ
Lemma 1. Suppose that λ ∈ (0,Λ). Then for any u ∈ H 10 (Ω)\{0}, φ(t, u) has exactly two zeros
t∓(u) which satisfy
0 < t−(u) < t+(u), t−(u)u ∈N+λ , t+(u)u ∈N−λ .
Proof. Define φ : (0,∞)× {H 10 (Ω)\{0}} → R by
φ(t, u) = t2−p
∫
Ω
|∇u|2 dx − t−γ−p+1
∫
Ω
h(x)|u|1−γ dx − λ
∫
Ω
|u|p dx.
Since φ(t, u) is increasing/decreasing along t > 0, it is easily derived that
tmax,u =
[
(p − 2)‖∇u‖22
(p + γ − 1) ∫
Ω
h(x)|u|1−γ dx
]−1/(1+γ )
,
φ(tmax,u, u)
=
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ ) ‖∇u‖2(p+γ−1)/(1+γ )2
(
∫
Ω
h(x)|u|1−γ dx)(p−2)/(1+γ ) − λ
∫
Ω
|u|p dx
>
[(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ )( 1
‖h‖∞
)(p−2)/(1+γ )( √
S
|Ω| p−(1−γ )p(1−γ )
) (p−2)(1−γ )
(1+γ )
− λ
(
1√
S
)p]
‖∇u‖p2
:= D(λ)‖∇u‖p2 , (2)
and
Y.J. Sun, S.P. Wu / Journal of Functional Analysis 260 (2011) 1257–1284 1261D(λ) = 0 iff λ = Λ,
where we have used Hölder’s and Sobolev inequalities, and the following two relations
(p − 2)(1 − γ )
1 + γ + p =
2(p + γ − 1)
1 + γ ,
p − (1 − γ )
p
· p − 2
1 + γ =
p − 2
p
· (p + γ − 1)
(1 + γ ) =
2
N
p + γ − 1
1 + γ .
Since λ < Λ, it follows D(λ) > 0 and φ(tmax,u, u) > 0, therefore φ(t, u) has exactly two zeros
0 < t−(u) < t+(u), that is
‖∇v‖22 −
∫
Ω
h(x)|v|1−γ − λ
∫
Ω
|v|p = 0, where v = t∓(u)u
such that
t−(u)u ∈N+λ , t+(u)u ∈N−λ .
This completes the proof of Lemma 1. 
Set
E0 =
(
p + γ − 1
p − 1
) 1
1+γ ‖h‖
1
1+γ∞
|Ω| 12 + 1N 1−γ1+γ
√
S
1−γ
1+γ
,
E(λ) =
[
1 + γ
λ(p + γ − 1)
](N−2)/4√
S
N/2
.
Lemma 2. Suppose that λ ∈ (0,Λ). Then Nλ has a gap structure in the sense that ‖∇u‖2 <E0,
∀u ∈N+λ ; ‖∇U‖2 >E(λ) > E0, ∀U ∈N−λ . Clearly, E(λ) → ∞ as λ → 0.
Proof. If u ∈N+λ then necessarily (p − 2)‖∇u‖22 − (p + γ − 1)
∫
Ω
h(x)|u|1−γ dx < 0. On the
other hand, for all U ∈N−λ (⊂Nλ)
(1 + γ )‖∇U‖22 − λ(p + γ − 1)‖U‖pp
= −
[
(p − 2)‖∇U‖22 − (p + γ − 1)
∫
Ω
h(x)|U |1−γ dx
]
< 0.
Consequently,
‖∇U‖2 >E(λ), ∀U ∈N−λ , (3)
‖∇u‖2 <E0, ∀u ∈N+. (4)λ
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E(λ) = E0 iff λ = Λ,
we conclude that
‖∇U‖2 >E(λ) > E0 > ‖∇u‖2, ∀u ∈N+λ , U ∈N−λ (5)
for all λ ∈ (0,Λ), where we have used the following two relations
p − (1 − γ )
p(1 + γ ) =
1
2
+ 1
N
1 − γ
1 + γ ,
1 − γ
1 + γ
4
N − 2 +
2N
N − 2 =
1 − γ
1 + γ (p − 2)+ p =
2(p + γ − 1)
1 + γ .
This completes the proof of Lemma 2. 
Lemma 3. Suppose that λ ∈ (0,Λ). Then N−λ is a closed set in H 10 -topology.
Proof. From the arguments of Lemma 1 we derive that if u ∈ H 10 (Ω)\{0} satisfies the following
two equalities
‖∇u‖22 −
∫
Ω
h(x)|u|1−γ dx − λ
∫
Ω
|u|p dx = 0,
(p − 2)‖∇u‖22 − (p + γ − 1)
∫
Ω
h(x)|u|1−γ dx = 0,
then
D(λ)‖∇u‖p2
<
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ ) ‖∇u‖2(p+γ−1)/(1+γ )2
(
∫
Ω
h(x)|u|1−γ dx)(p−2)/(1+γ ) − λ
∫
Ω
|u|p dx
=
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ ) ‖∇u‖2(p−2)/(1+γ )2
(
∫
Ω
h(x)|u|1−γ dx)(p−2)/(1+γ ) ‖∇u‖
2
2
− 1 + γ
p + γ − 1‖∇u‖
2
2 = 0,
which is impossible as D(λ) > 0 for all λ ∈ (0,Λ). This fact, together with (3) implies that N−λ
is closed. This completes the proof of Lemma 3. 
After these preliminaries, let us give Section 3.
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Theorem 1. Suppose that λ ∈ (0,Λ). Then the singular problem (1λ) has a solution u0 ∈
H 10 (Ω) ∩ C1,β(Ω), ∀0 < β < 1, satisfying Iλ(u0) < 0 and ‖∇u0‖2  E0 (E0 defined in
Lemma 2).
Proof. Note that for u ∈Nλ it is clear that
Iλ(u) = 12
∫
Ω
|∇u|2 dx − 1
1 − γ
∫
Ω
h(x)|u|1−γ dx − λ
p
∫
Ω
|u|p dx
=
(
1
2
− 1
p
)∫
Ω
|∇u|2 dx −
(
1
1 − γ −
1
p
)∫
Ω
h(x)|u|1−γ dx

(
1
2
− 1
p
)
‖∇u‖22 −C‖∇u‖1−γ2 , ∀u ∈Nλ.
Therefore Iλ is coercive and bounded below in Nλ. So, two immediate candidates for solutions
of the singular problem (1λ) would be that found by considering the following minimization
problems
inf
N+λ
Iλ, inf
N−λ
Iλ.
Observe that d
dt
Iλ(tu) has the same sign with φ(t, u), Iλ(tu) is increasing in [t−(u), t+(u)] for
each u ∈ H 10 (Ω)\{0}. In particular, if u ∈ N−λ (i.e., t+(u) = 1) we clearly have Iλ(t−(u)u) 
Iλ(t
+(u)u) = Iλ(u), and consequently infN+λ Iλ  infN−λ Iλ. Also, infNλ Iλ = infN+λ Iλ.
In view of the arguments in Lemma 3, N+λ ∪ {0} and N−λ are two closed sets in H 10 (Ω)
provided λ ∈ (0,Λ). This allows us to select “best” minimizing sequences by means of Ekeland’s
principle (see [3]). First, consider (un) ⊂N+λ ∪ {0} with the properties:
(i) Iλ(un) < infN+λ ∪{0} Iλ +
1
n
;
(ii) Iλ(u) Iλ(un)− 1n‖u− un‖, ∀u ∈N+λ ∪ {0}.
Since I (|u|) = I (u), we may assume un  0. Clearly, (un) is bounded in H 10 (Ω), so (a sub-
sequence of) un ⇀ u0 weakly in H 10 (Ω) and Lp(Ω), strongly in L1−γ (Ω), and pointwise a.e.
in Ω , with u0  0. Write un = u0 +wn with wn ⇀ 0 weakly in H 10 (Ω). Now, taking into account
that,
Iλ(u) =
(
1
2
− 1
p
)
‖∇u‖22 −
(
1
1 − γ −
1
p
)∫
Ω
h(x)|u|1−γ dx
<
p − 2
p
(
1
2
− 1
1 − γ
)
‖∇u‖22 < 0, for all u ∈N+λ
that is,
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Iλ = inf
N+λ
Iλ < 0 (6)
while by the weak lower semi-continuity of norm Iλ(u0) lim inf Iλ(un) = infN+λ ∪{0} Iλ, we see
that u0 
≡ 0 and (un) ⊂N+λ .
Now, using techniques developed in our previous work [26], we investigate further properties
of (un) which yield the important estimate for u0:
Claim 1. There exists ε0 > 0 such that u0(x) ε0e1(x), ∀x ∈ Ω .
We start by observing that
lim inf
n→∞
[
(p − 2)‖∇un‖22
]
< (p + γ − 1)
∫
Ω
h(x)u
1−γ
0 dx. (7)
In fact, arguing by contradiction and assume that lim infn→∞[(p − 2)‖∇un‖22] =
(p + γ − 1) ∫
Ω
h(x)u
1−γ
0 dx. Since un ∈N+λ , then
lim inf
n→∞
[
(p − 2)‖∇un‖22
]
 lim sup
n→∞
[
(p − 2)‖∇un‖22
]
 (p + γ − 1)
∫
Ω
h(x)u
1−γ
0 dx
and thus
lim
n→∞‖∇un‖
2
2 =
p + γ − 1
p − 2
∫
Ω
h(x)u
1−γ
0 dx. (8)
Consequently,
lim
n→∞
[
λ‖un‖pp
]= lim
n→∞
[
‖∇un‖22 −
∫
Ω
h(x)u
1−γ
n dx
]
= 1 + γ
p − 2
∫
Ω
h(x)u
1−γ
0 dx. (9)
Note that D(λ) > 0. This provides the necessary contradiction, as (8) and (9) imply that
0 <D(λ)‖∇un‖p2
<
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ ) ‖∇un‖2(p+γ−1)/(1+γ )2
(
∫
Ω
h(x)u
1−γ
n dx)
(p−2)/(1+γ ) − λ‖un‖
p
p
n→∞−−−−→
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
)(p−2)/(1+γ ) (p+γ−1
p−2
∫
Ω
h(x)u
1−γ
0 dx)
(p+γ−1)/(1+γ )
(
∫
Ω
h(x)u
1−γ
0 dx)
(p−2)/(1+γ )
− 1 + γ
p − 2
∫
Ω
h(x)u
1−γ
0 dx = 0
that is, un → 0 strongly in H 1(Ω) while Iλ(un) → inf + Iλ < 0.0 Nλ
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(p − 2)‖∇un‖22 − (p + γ − 1)
∫
Ω
h(x)u
1−γ
n dx −C (10)
for suitable constant C > 0.
Let ϕ ∈ H 10 (Ω) with ϕ(x)  0. From Lemma 1 we know that, for each un there exists a
continuous function fn(t) such that fn(t)(un + tϕ) ∈N+λ (⊂Nλ) for all sufficiently small t  0.
Clearly, fn(0) = 1. Therefore,
0 = [fn(t)]2‖un + tϕ‖2 − [fn(t)]1−γ
∫
Ω
h(x)(un + tϕ)1−γ dx − λ
[
fn(t)
]p‖un + tϕ‖pp,
0 = ‖un‖2 −
∫
Ω
h(x)u
1−γ
n dx − λ‖un‖pp,
for t > 0 small, that is,
0 = [f 2n (t)− 1]‖un + tϕ‖2 + (‖un + tϕ‖2 − ‖un‖2)
− [f 1−γn (t)− 1]
∫
Ω
h(x)(un + tϕ)1−γ −
[ ∫
Ω
h(x)(un + tϕ)1−γ −
∫
Ω
h(x)u
1−γ
n
]
− λ[f pn (t)− 1]‖un + tϕ‖pp − [λ‖un + tϕ‖pp − λ‖un‖pp]

[
f 2n (t)− 1
]‖un + tϕ‖2 + (‖un + tϕ‖2 − ‖un‖2)
− [f 1−γn (t)− 1]
∫
Ω
h(x)(un + tϕ)1−γ − λ
[
f
p
n (t)− 1
]‖un + tϕ‖pp,
dividing by t > 0 and passing to the limit for t → 0, we derive
0 2f ′n(0)‖∇un‖22 + 2
∫
Ω
∇un · ∇ϕ − (1 − γ )f ′n(0)
∫
Ω
h(x)u
1−γ
n − λpf ′n(0)‖un‖pp
= f ′n(0)
[
(2 − p)‖∇un‖22 + (p + γ − 1)
∫
Ω
h(x)u
1−γ
n
]
+ 2
∫
Ω
∇un · ∇ϕ
where f ′n(0) ∈ [−∞,+∞] denotes the right derivate of fn(t) at zero (for the sake of simplicity,
we assume henceforth that the right derivate of fn at t = 0 exists. Indeed, if it isn’t real, we let
tk → 0 (instead of t → 0), tk > 0 is chosen in such a way that fn satisfies qn := limk→∞ fn(tk)−1tk ,
where qn ∈ [−∞,+∞], and then replace f ′n(0) by qn). Since un ∈N+λ , f ′n(0) 
= −∞. Further-
more, from (10) we conclude that f ′n(0) is uniformly bounded from below.
On the other hand, using (ii) we clearly have
Iλ(un) Iλ
(
fn(t)(un + tϕ)
)+ 1∥∥fn(t)(un + tϕ)− un∥∥ (11)
n
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1
n
[∣∣fn(t)− 1∣∣‖un‖ + tfn(t)‖ϕ‖]
 1
n
∥∥fn(t)(un + tϕ)− un∥∥
 Iλ(un)− Iλ
(
fn(t)(un + tϕ)
)
=
(
1
2
− 1
1 − γ
)
‖un‖2 + λ
(
1
1 − γ −
1
p
)
‖un‖pp −
(
1
2
− 1
1 − γ
)[
fn(t)
]2‖un + tϕ‖2
− λ
(
1
1 − γ −
1
p
)[
fn(t)
]p‖un + tϕ‖pp,
dividing by t > 0 and passing to the limit as t → 0, we get
1
n
[∣∣f ′n(0)∣∣‖un‖ + ‖ϕ‖] f
′
n(0)
1 − γ
[
(p + γ − 1)
∫
Ω
h(x)u
1−γ
n − (p − 2)‖∇un‖22
]
+
(
1 + γ
1 − γ
)∫
Ω
∇un · ∇ϕ − λ
(
p + γ − 1
1 − γ
)∫
Ω
u
p−1
n ϕ. (12)
But by (10), for n large enough
− 1
1 − γ
[
(p − 2)‖∇un‖22 − (p + γ − 1)
∫
Ω
h(x)u
1−γ
n
]
− ‖un‖
n
 C (13)
with C > 0 a suitable constant. Putting together (12) and (13), we see that f ′n(0) is uniformly
bounded from above.
In conclusion,
f ′n(0) is uniformly bounded in n. (14)
Now, applying (11) again,
1
n
[∣∣fn(t)− 1∣∣‖un‖ + tfn(t)‖ϕ‖]
 1
n
∥∥fn(t)(un + tϕ)− un∥∥
 Iλ(un)− Iλ
(
fn(t)(un + tϕ)
)
= 1
2
‖un‖2 − 11 − γ
∫
Ω
h(x)u
1−γ
n − λ
p
‖un‖pp − 12
[
fn(t)
]2‖un + tϕ‖2
+ 1
1 − γ
[
fn(t)
]1−γ ∫
h(x)(un + tϕ)1−γ + λ
p
[
fn(t)
]p‖un + tϕ‖pp,
Ω
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1
n
[∣∣f ′n(0)∣∣‖un‖ + ‖ϕ‖]
−f ′n(0)‖un‖2 −
∫
Ω
∇un · ∇ϕ + λf ′n(0)‖un‖pp + λ
∫
Ω
u
p−1
n ϕ + f ′n(0)
∫
Ω
h(x)u
1−γ
n
+ lim inf
t→0
[
1
1 − γ
∫
Ω
h(x)
(un + tϕ)1−γ − u1−γn
t
]
= −
∫
Ω
∇un · ∇ϕ + λ
∫
Ω
u
p−1
n ϕ + lim inf
t→0
[
1
1 − γ
∫
Ω
h(x)
(un + tϕ)1−γ − u1−γn
t
]
,
which gives,
lim inf
t→0
[
1
1 − γ
∫
Ω
h(x)
(un + tϕ)1−γ − u1−γn
t
dx
]

∫
Ω
∇un · ∇ϕ dx − λ
∫
Ω
u
p−1
n ϕ dx + |f
′
n(0)|‖un‖ + ‖ϕ‖
n
.
Since h(x) (un+tϕ)
1−γ −u1−γn
t
 0 in Ω , by Fatou’s Lemma we know that
lim inf
t→0
[
h(x)
(un + tϕ)1−γ − u1−γn
t
]
is integrable, and
∫
Ω
lim inf
t→0
[
1
1 − γ h(x)
(un + tϕ)1−γ − u1−γn
t
]
dx

∫
Ω
∇un · ∇ϕ dx − λ
∫
Ω
u
p−1
n ϕ dx + |f
′
n(0)|‖un‖ + ‖ϕ‖
n
. (15)
Note that
1
1 − γ h(x)
(un + tϕ)1−γ − u1−γn
t
t→0−−−→
⎧⎪⎨
⎪⎩
0, un(x) = 0, ϕ(x) = 0,
+∞, un(x) = 0, ϕ(x) > 0,
h(x)
u
γ
n
ϕ, un(x) > 0, ϕ(x) 0.
Now, if we use ϕ = e1 as a test-function in (15), we see un(x) > 0 a.e. in Ω , then
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∫
Ω
h(x)
u
γ
n
ϕ dx 
∫
Ω
∇un · ∇ϕ dx − λ
∫
Ω
u
p−1
n ϕ dx + |f
′
n(0)|‖un‖ + ‖ϕ‖
n
,
and in view of (14), we can proceed as above to conclude that u0(x) > 0 a.e. in Ω , and
∫
Ω
h(x)
u
γ
0
ϕ dx 
∫
Ω
∇u0 · ∇ϕ dx − λ
∫
Ω
u
p−1
0 ϕ dx, ∀ϕ ∈ H 10 (Ω), ϕ  0. (16)
At this point the conclusion of Claim 1 follows by a result of Brezis and Nirenberg [6, Theorem 3]
which shows that
u0(x) c dist(x, ∂Ω), ∀x ∈ Ω. (17)
Let
uε(x) = ε
(N−2)/2
(ε2 + |x|2)(N−2)/2 , ε > 0, x ∈ R
N
be an extremal function for the Sobolev inequality in RN . For a ∈ Ω let η ∈ C∞0 (Ω)
such that 0  η(x)  1 in Ω and η(x) = 1, ∀x ∈ Br(a) ⊂ Ω for a suitable r > 0. Set
Uε,a(x) = η(x)uε(x −a) ∈ H 10 (Ω). It is well known that ‖∇Uε,a‖22 = B +O(εN−2), ‖Uε,a‖pp =
A+O(εN), and S = B
A2/p
, where
B =
∫
RN
∣∣∇U∗∣∣2 dx, A =
∫
RN
1
(1 + |x|2)N dx.
The crucial step in our proof is the following:
Claim 2. u0 ∈Nλ with λ ∈ (0,Λ).
Denote by
a0 = ‖∇u0‖22 −
∫
Ω
h(x)|u0|1−γ dx − λ
∫
Ω
|u0|p dx.
Let ϕ = u0 in (16), we know that a0  0. Let us argue by contradiction and assume that a0 > 0.
In the following we will concentrate on a contradiction.
By the (contradictory) assumption a0 > 0, there exists a unique c0 > 0 such that
c20B−λcp0 A = −a0, i.e. S(c0A1/p)2−λ(c0A1/p)p = −a0. But, as Iλ(un) → μ0 := infN+λ ∪{0} Iλ =
inf + Iλ with un ∈N+(⊂Nλ), by the Brezis–Lieb Lemma [5] we haveNλ λ
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(
1
2
− 1
1 − γ
)∫
Ω
h(x)|un|1−γ dx + λ
(
1
2
− 1
p
)
‖un‖pp
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u0|1−γ dx + λ
(
1
2
− 1
p
)
‖u0‖pp
+ λ
(
1
2
− 1
p
)
‖wn‖pp + o(1)
and
0 = ‖∇un‖22 −
∫
Ω
h(x)|un|1−γ dx − λ
∫
Ω
|un|p dx
= a0 + ‖∇wn‖22 − λ‖wn‖pp + o(1) a0 + S‖wn‖2p − λ‖wn‖pp + o(1)
which would imply that limn→∞ ‖wn‖p exists and limn→∞ ‖wn‖p  c0A1/p . In other words, u0
satisfies
μ0 
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u0|1−γ dx + λ
(
1
2
− 1
p
)
‖u0‖pp + λ
(
1
2
− 1
p
)
c
p
0 A. (18)
On the other hand, for any u ∈ H 10 (Ω) with au = ‖∇u‖22 −
∫
Ω
h(x)|u|1−γ dx − λ‖u‖pp > 0,
we can find Ru > 0 such that ‖∇u‖22 −
∫
Ω
h(x)|u|1−γ dx−λ‖u‖pp +R2uB −λRpuA< 0, and thus
∥∥∇(u+RuUε,a)∥∥22 −
∫
Ω
h(x)|u+RuUε,a |1−γ dx − λ‖u+RuUε,a‖pp
= ‖∇u‖22 +R2u‖∇Uε,a‖22 + 2Ru
∫
Ω
∇u · ∇Uε,a dx −
∫
Ω
h(x)|u+RuUε,a|1−γ dx
− λ[‖u‖pp +Rpu ‖Uε,a‖pp + o(1)]
= au +R2uB − λRpuA+ o(1) < 0
for ε > 0 small, where we have used
∫
Ω
∇u · ∇Uε,a dx = o(1) and the fact
∣∣∣∣
∫
Ω
h(x)|u+ cUε,a|1−γ dx −
∫
Ω
h(x)|u|1−γ dx
∣∣∣∣
 ‖h‖∞
∫
Ω
(cUε,a)
1−γ dx = ‖h‖∞c1−γO
(
ε
(N−2)(1−γ )
2
)
.
This allows us to take 0 < cε,u < Ru to satisfy
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∫
Ω
h(x)|u+ cε,uUε,a |1−γ dx − λ‖u+ cε,uUε,a‖pp = 0 (19)
that is,
u+ cε,uUε,a ∈Nλ.
Furthermore, since au > 0, let cu > 0 be the unique such that c2uB − λcpuA = −au. Then, clearly
cu > (
B
λA
)1/(p−2). From (19) it follows that 0 = au + c2ε,uB − λcpε,uA+ o(1), and hence
cε,u → cu as ε → 0, (20)
which yields
∥∥∇(u+ cε,uUε,a)∥∥22 = ‖∇u‖22 + c2uB + o(1) > c2uB >
(
B
λA
)2/(p−2)
B =
(
1
λ
)(N−2)/2
SN/2
for ε > 0 small. Necessarily,
∥∥∇(u+ cε,uUε,a)∥∥2 >
(
1
λ
)(N−2)/4√
S
N/2
>
[
1 + γ
λ(p + γ − 1)
](N−2)/4√
S
N/2 = E(λ).
The gap structure of Nλ (see (5)) then guarantees u + cε,uUε,a ∈N−λ . This information will be
useful in the proof of Theorem 2. Thus, in view of the fact that infN+λ Iλ = infNλ Iλ, we derive
that
μ0  Iλ(u+ cε,uUε,a)
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u+ cε,uUε,a |1−γ dx + λ
(
1
2
− 1
p
)
‖u+ cε,uUε,a‖pp
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u|1−γ dx + λ
(
1
2
− 1
p
)
‖u‖pp + λ
(
1
2
− 1
p
)
c
p
ε,uA+ o(1),
that is,
μ0 
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u|1−γ dx + λ
(
1
2
− 1
p
)
‖u‖pp + λ
(
1
2
− 1
p
)
c
p
uA. (21)
Now, putting together (18) and (21), we see that
μ0 =
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u0|1−γ dx + λ
(
1
2
− 1
p
)
‖u0‖pp + λ
(
1
2
− 1
p
)
c
p
0 A. (22)
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(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u|1−γ dx + λ
(
1
2
− 1
p
)
‖u‖pp + λ
(
1
2
− 1
p
)
c
p
uA. (23)
For the functional cu, let ϕ ∈ C∞0 (Ω) and evaluate
g(t) := cu0+tϕ in a small neighborhood of t = 0
that is,
[
g(t)
]2
B − λ[g(t)]pA = −
[
‖∇u0 + tϕ‖22 −
∫
Ω
h(x)|u0 + tϕ|1−γ dx − λ‖u0 + tϕ‖pp
]
.
By a0 > 0, we know that g(t) exists, with g(0) = c0. Moreover, since u0(x) ε0e1(x) in Ω (see
Claim 1), by dominated convergence,
∫
Ω
h(x)|u0 + tϕ|1−γ dx − h(x)|u0|1−γ dx
t
=
∫
suppϕ
h(x)(1 − γ )(u0 + θtϕ)−γ ϕ dx
t→0−−−→
∫
suppϕ
h(x)(1 − γ )u−γ0 ϕ dx =
∫
Ω
h(x)(1 − γ )u−γ0 ϕ dx,
and consequently
{
B
[
g(t)+ g(0)]− λAp[g(0)+ θ(g(t)− g(0))]p−1}g(t)− g(0)
t
= [g(t)]
2B − λ[g(t)]pA− [g(0)]2B + λ[g(0)]pA
t
= −1
t
{
‖∇u0 + tϕ‖22 −
∫
Ω
h(x)|u0 + tϕ|1−γ dx − λ‖u0 + tϕ‖pp
− ‖∇u0‖22 +
∫
Ω
h(x)|u0|1−γ dx + λ‖u0‖pp
}
t→0−−−→ −
[
2
∫
Ω
∇u0 · ∇ϕ dx − (1 − γ )
∫
Ω
h(x)
u
γ
0
ϕ dx − λp
∫
Ω
u
p−1
0 ϕ dx
]
which implies that g′(0) exists and
g′(0) = −1
2c0B − λpcp−10 A
[
2
∫
∇u0 · ∇ϕ dx − (1 − γ )
∫
h(x)
u
γ
0
ϕ dx − λp
∫
u
p−1
0 ϕ dx
]
.Ω Ω Ω
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d
dt
{(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u0 + tϕ|1−γ + λ
(
1
2
− 1
p
)
‖u0 + tϕ‖pp
+ λ
(
1
2
− 1
p
)[
g(t)
]p
A
}∣∣∣∣
t=0
= 0
that is,(
1
2
− 1
1 − γ
)
(1 − γ )
∫
Ω
h(x)
u
γ
0
ϕ dx + λ
(
1
2
− 1
p
)
p
∫
Ω
u
p−1
0 ϕ dx + λ
(
1
2
− 1
p
)
pc
p−1
0 A
×
{ −1
2c0B − λpcp−10 A
[
2
∫
Ω
∇u0 · ∇ϕ dx − (1 − γ )
∫
Ω
h(x)
u
γ
0
ϕ dx − λp
∫
Ω
u
p−1
0 ϕ dx
]}
= 0
for all ϕ ∈ C∞0 (Ω). Since h(x) is like distα(x, ∂Ω) with α − γ  0, from Claim 1 follows
immediately that h(x)u−γ0 ∈ L∞(Ω). Hence, for all ϕ ∈ H 10 (Ω) we conclude that
0 =
(
1
2
− 1
1 − γ
)
(1 − γ )
∫
Ω
h(x)
u
γ
0
ϕ + λ
(
1
2
− 1
p
)
p
∫
Ω
u
p−1
0 ϕ + λ
(
1
2
− 1
p
)
Apc
p−1
0
×
{ −1
2c0B − λpcp−10 A
[
2
∫
Ω
∇u0 · ∇ϕ − (1 − γ )
∫
Ω
h(x)
u
γ
0
ϕ − λp
∫
Ω
u
p−1
0 ϕ
]}
. (24)
Thus, we can use Eq. (24) to derive that u0 ∈ C1,β(Ω), ∀0 < β < 1 by usual bootstrap argument,
and so the famous estimates follow (see [27]):∫
Ω
∇u0 · ∇Uε,a dx = O
(
ε(N−2)/2
)
,
∫
Ω
U
p−1
ε,a u0 dx = u0(a)
∫
RN
1
(1 + |x|2)(N+2)/2 dx ε
(N−2)/2 + o(ε(N−2)/2),
∫
Ω
|u0|p−2u0Uε,a dx =
∫
Ω
|u0|p−2u0η
(|x − a|2)(N−2)/2 dx ε
(N−2)/2 + o(ε(N−2)/2).
In particular, as h(x)u−γ0 ∈ L∞(Ω), we can reevaluate∣∣∣∣
∫
Ω
h(x)(u0 + cε,u0Uε,a)1−γ dx −
∫
Ω
h(x)u
1−γ
0 dx
∣∣∣∣
=
∫
Ω
h(x)(1 − γ )(u0 + θcε,u0Uε,a)−γ cε,u0Uε,a dx
= ε(N−2)/2
[
(1 − γ )c0
∫
h(x)u
−γ
0
η(x)
(|x − a|2)(N−2)/2 dx + o(1)
]Ω
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∫
Ω
h(x)(u0 + cε,u0Uε,a)1−γ dx
=
∫
Ω
h(x)u
1−γ
0 dx + (1 − γ )c0
∫
Ω
h(x)u
−γ
0
η(x)
(|x − a|2)(N−2)/2 dx ε
(N−2)/2 + o(ε(N−2)/2).
Write cε,u0 = c0 + δε . By (20), δε → 0. Inserting all the above estimates into (19), we obtain
0 = ∥∥∇(u0 + cε,u0Uε,a)∥∥22 −
∫
Ω
h(x)|u0 + cε,u0Uε,a|1−γ dx − λ‖u0 + cε,u0Uε,a‖pp
= ‖∇u0‖22 + c2ε,u0‖∇Uε,a‖22 + 2cε,u0
∫
Ω
∇u0 · ∇Uε,a dx −
∫
Ω
h(x)u
1−γ
0 dx
− (1 − γ )c0
∫
Ω
h(x)u
−γ
0
η(x)
(|x − a|2)(N−2)/2 dx ε
(N−2)/2 − λ‖u0‖pp − λcpε,u0‖Uε,a‖pp
− λp
∫
Ω
u
p−1
0 cε,u0Uε,a dx − λpcp−1ε,u0
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= −[c20B − λcp0 A]+ c2ε,u0B − λcpε,u0A+ 2c0
∫
Ω
∇u0 · ∇Uε,a dx
− (1 − γ )c0
∫
Ω
h(x)u
−γ
0
η(x)
|x − a|N−2 dx ε
(N−2)/2 − λpc0
∫
Ω
u
p−1
0 Uε,a dx
− λpcp−10
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
,
which gives
[
2c0B − λpcp−10 A+ o(1)
]
(−δε)
= 2c0
∫
Ω
∇u0 · ∇Uε,a dx − (1 − γ )c0
∫
Ω
h(x)u
−γ
0 Uε,a dx
− λpc0
∫
Ω
u
p−1
0 Uε,a dx − λpcp−10
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
.
Furthermore, from (24) follows that
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2
∫
Ω
∇u0 · ∇Uε,a dx
− c0
[2c0B − λpcp−10 A]
(1 − γ )
∫
Ω
h(x)u
−γ
0 Uε,a dx
− c0
[2c0B − cp−10 A]
λp
∫
Ω
u
p−1
0 Uε,a dx
− c
p−1
0
[2c0B − λpcp−10 A]
λp
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= c0
( 12 − 11−γ )(1 − γ )
∫
Ω
h(x)
u
γ
0
Uε,a dx + λ( 12 − 1p )p
∫
Ω
u
p−1
0 Uε,a dx
λ( 12 − 1p )Apcp−10
(
see (24)
)
− c
p−1
0
[2c0B − λpcp−10 A]
λp
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
. (25)
Also, δε = O(ε(N−2)/2).
Now, we can proceed to get the contradiction. Since a0 > 0, clearly
2c0B − λpcp−10 A =
2
c0
[
c20B − λ
p
2
c
p
0 A
]
<
2
c0
[
c20B − λcp0 A
]= − 2
c0
a0 < 0.
Subsequently, in virtue of u0 + cε,u0Uε,a ∈Nλ, applying (22) and (25) we obtain
Iλ(u0 + cε,u0Uε,a)
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)(u0 + cε,u0Uε,a)1−γ dx + λ
(
1
2
− 1
p
)
‖u0 + cε,u0Uε,a‖pp
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)u
1−γ
0 dx + λ
(
1
2
− 1
p
)
‖u0‖pp + λ
(
1
2
− 1
p
)
c
p
ε,u0A
+
(
1
2
− 1
1 − γ
)[
(1 − γ )c0
∫
Ω
h(x)u
−γ
0
η(x)
|x − a|N−2 dx
]
ε(N−2)/2
+ λ
(
1
2
− 1
p
)
p
∫
Ω
u
p−1
0 cε,u0Uε,a dx + λ
(
1
2
− 1
p
)
pc
p−1
ε,u0
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)u
1−γ
0 dx + λ
(
1
2
− 1
p
)
‖u0‖pp + λ
(
1
2
− 1
p
)
c
p
0 A
+ λ
(
1
2
− 1
p
)
pc
p−1
0 δεA+
(
1
2
− 1
1 − γ
)[
(1 − γ )c0
∫
h(x)u
−γ
0 Uε,a dx
]
Ω
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(
1
2
− 1
p
)
pc0
∫
Ω
u
p−1
0 Uε,a dx + λ
(
1
2
− 1
p
)
pc
p−1
0
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= μ0 + λ
(
1
2
− 1
p
)
pc
p−1
0 Aδε
(
see (22)
)
+
(
1
2
− 1
1 − γ
)[
(1 − γ )c0
∫
Ω
h(x)u
−γ
0 Uε,a dx
]
+ λ
(
1
2
− 1
p
)
pc0
∫
Ω
u
p−1
0 Uε,a dx
+ λ
(
1
2
− 1
p
)
pc
p−1
0
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= μ0 + λ
(
1
2
− 1
p
)
pc
p−1
0 Aδε + λ
(
1
2
− 1
p
)
Apc
p−1
0
[
c
p−1
0
2c0B − λpcp−10 A
λp
∫
Ω
U
p−1
ε,a u0 dx
]
+ (−δε)
[
λ
(
1
2
− 1
p
)
pc
p−1
0 A
]
+ λ
(
1
2
− 1
p
)
pc
p−1
0
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
) (
see (25)
)
= μ0 + λ
(
1
2
− 1
p
)
pc
p−1
0
[
2c0B
2c0B − λpcp−10 A
]∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
<μ0
which is clearly impossible. This concludes the proof of Claim 2.
Claim 3. u0 is a solution of (1λ).
The proof is inspired by Graham-Eagle in [17].
For ϕ ∈ H 10 (Ω), ε > 0 define
Ψ := (u0 + εϕ)+ ∈ H 10 (Ω).
Using Claim 2 and inserting Ψ into (16), we see that
0
∫
Ω
∇u0 · ∇Ψ − h(x)
u
γ
0
Ψ − λup−10 Ψ dx
=
∫
[u0+εϕ>0]
∇u0 · ∇(u0 + εϕ)− h(x)
u
γ
0
(u0 + εϕ)− λup−10 (u0 + εϕ)dx
=
( ∫
Ω
−
∫
[u0+εϕ0]
)
∇u0 · ∇(u0 + εϕ)− h(x)
u
γ
0
(u0 + εϕ)− λup−10 (u0 + εϕ)dx
= ‖∇u0‖22 −
∫
h(x)u
1−γ
0 dx − λ
∫
u
p
0 dx + ε
∫
∇u0 · ∇ϕ − h(x)
u
γ
0
ϕ − λup−10 ϕ dxΩ Ω Ω
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∫
[u0+εϕ0]
∇u0 · ∇(u0 + εϕ)− h(x)
u
γ
0
(u0 + εϕ)− λup−10 (u0 + εϕ)dx
= ε
∫
Ω
∇u0 · ∇ϕ − h(x)
u
γ
0
ϕ − λup−10 ϕ dx −
∫
[u0+εϕ0]
∇u0 · ∇(u0 + εϕ)
− h(x)
u
γ
0
(u0 + εϕ)− λup−10 (u0 + εφ)dx
 ε
∫
Ω
∇u0 · ∇ϕ − h(x)
u
γ
0
ϕ − λup−10 ϕ dx − ε
∫
[u0+εϕ0]
∇u0 · ∇ϕ dx.
Since the measure of the domain of integration [u0 + εϕ  0] tends to zero as ε → 0, it follows
that
∫
[u0+εϕ0] ∇u0 · ∇ϕ dx → 0. Dividing by ε and letting ε → 0 therefore shows
∫
Ω
∇u0 · ∇ϕ dx −
∫
Ω
h(x)
u
γ
0
ϕ dx − λ
∫
Ω
u
p−1
0 ϕ dx  0
and since this holds equally well for −ϕ, it follows that u0 is a solution of the singular problem
(1λ). By Claim 1 we derive that u0 ∈ C1,β(Ω), ∀0 < β < 1. Since un ⇀ u0 weakly in H 10 (Ω), by
the weak lower semi-continuity of ‖ ·‖ we conclude that ‖u0‖ lim infn→∞ ‖un‖E0, Claim 2
and the gap structure of Nλ in turn imply that u0 ∈N+λ . At this point, from Iλ(un) → infN+λ Iλ
we see that
inf
N+λ
Iλ 
(
1
2
− 1
p
)
‖∇u0‖22 −
(
1
1 − γ −
1
p
)∫
Ω
h(x)u
1−γ
0 dx = Iλ(u0)
that is, Iλ(u0) = infN+λ Iλ. This completes the proof of Theorem 1. 
Theorem 2. Suppose that λ ∈ (0,Λ). Then the singular problem (1λ) has a solution U0 ∈
H 10 (Ω)∩C1,β(Ω), ∀0 < β < 1, satisfying ‖∇U0‖2 E(λ) > E0 with E(λ) → +∞ as λ → 0.
Proof. We provide only a sketch, as the arguments are by now familiar. Then, consider
(Un) ⊂N−λ the “best” minimizing sequence (i.e., satisfying Ekeland’s principle) for infN−λ Iλ.
Since (Un) is bounded in H 10 (Ω), after passing to a subsequence, we may assume that Un ⇀U0
weakly in H 10 (Ω), and pointwise a.e. Write Un = U0 +Wn with Wn ⇀ 0 weakly in H 10 (Ω).
The result lim infn→∞[(p − 2)‖∇Un‖22] > (p + γ − 1)
∫
Ω
h(x)U
1−γ
0 follows easily with an
argument by contradiction. In fact suppose that
lim inf
n→∞
[
(p − 2)‖∇Un‖22
]= (p + γ − 1)
∫
Ω
h(x)U
1−γ
0 dx,
that is,
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n→∞
[
(p − 2)‖∇Un‖22
(p + γ − 1) ∫
Ω
h(x)U
1−γ
n dx
]
= 1,
then there exists a subsequence of Un, called Unk , such that
(p − 2)‖∇Unk‖22
(p + γ − 1) ∫
Ω
h(x)U
1−γ
nk dx
→ 1, k → ∞.
Therefore
‖∇Unk‖22 →
p + γ − 1
p − 2
∫
Ω
h(x)U
1−γ
0 dx,
λ‖Unk‖pp = ‖∇Unk‖22 −
∫
Ω
h(x)U
1−γ
nk dx →
1 + γ
p − 2
∫
Ω
h(x)U
1−γ
0 dx,
and (recalling ‖u‖E(λ) for all u ∈N−λ ) consequently,
D(λ)Ep(λ) <D(λ)‖∇Unk‖p2
<
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
) p−2
1+γ ‖∇Unk‖
2 p+γ−11+γ
2
(
∫
Ω
h(x)U
1−γ
nk dx)
p−2
1+γ
− λ‖Unk‖pp k→∞−−−→ 0
which is clearly impossible, as D(λ) > 0,E(λ) > 0 for all λ ∈ (0,Λ).
Thus, we can proceed as in the proof of Theorem 1 to obtain U0(x) > 0e1(x), ∀x ∈ Ω , and
∫
Ω
h(x)
U
γ
0
ϕ 
∫
Ω
∇U0 · ∇ϕ − λ
∫
Ω
U
p−1
0 ϕ, ∀ϕ ∈ H 10 (Ω), ϕ  0.
By taking ϕ = U0 we know that ‖∇U0‖22 −
∫
h(x)U
1−γ
0 − λ‖U0‖pp  0. All that remains is to
prove that U0 ∈Nλ. Arguing by contradiction and assume that a˜0 = ‖∇U0‖22 −
∫
h(x)U
1−γ
0 −
λ‖U0‖pp > 0. Then there would exist a unique point c˜0 > 0 such that c˜20B − λc˜p0 A = −a˜0. Since
Iλ(Un) → π0 := infN−λ Iλ with Un ∈N
−
λ (⊂Nλ), we have
π0 + o(1) = Iλ(Un) =
(
1
2
− 1
1 − γ
)∫
Ω
h(x)U
1−γ
n dx + λ
(
1
2
− 1
p
)
‖Un‖pp
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)U
1−γ
0 dx + λ
(
1
2
− 1
p
)
‖U0‖pp + λ
(
1
2
− 1
p
)
‖Wn‖pp + o(1),
and
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∫
Ω
h(x)U
1−γ
n dx − λ‖Un‖pp
= a˜0 + ‖∇Wn‖22 − λ‖Wn‖pp + o(1) a˜0 + S‖Wn‖2p − λ‖Wn‖pp + o(1),
which would imply that limn→∞ ‖Wn‖p exists and limn→∞ ‖Wn‖p  c˜0A1/p , and consequently,
π0 
(
1
2
− 1
1 − γ
)∫
Ω
h(x)U
1−γ
0 dx + λ
(
1
2
− 1
p
)
‖U0‖pp + λ
(
1
2
− 1
p
)
c˜
p
0 A. (26)
As shown in the proof of Theorem 1, for any u ∈ H 10 (Ω) with au = ‖∇u‖22 −
∫
h(x)|u|1−γ −
λ‖u‖pp > 0, we can always find 0 < cε,u < Ru such that u + cε,uUε,a ∈ N−λ for ε > 0 small.
Subsequently,
π0  Iλ(u+ cε,uUε,a)
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u+ cε,uUε,a |1−γ dx + λ
(
1
2
− 1
p
)
‖u+ cε,uUε,a‖pp
=
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u|1−γ dx + λ
(
1
2
− 1
p
)
‖u‖pp + λ
(
1
2
− 1
p
)
c
p
ε,uA+ o(1),
which yields,
π0 
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|u|1−γ dx + λ
(
1
2
− 1
p
)
‖u‖pp + λ
(
1
2
− 1
p
)
c
p
uA. (27)
Putting together (26) and (27), we obtain:
π0 =
(
1
2
− 1
1 − γ
)∫
Ω
h(x)|U0|1−γ dx + λ
(
1
2
− 1
p
)
‖U0‖pp + λ
(
1
2
− 1
p
)
c˜
p
0 A,
and that for every ϕ ∈ C∞0 (Ω),
d
dt
{(
1
2
− 1
1 − γ
)∫
Ω
h(x)|U0 + tϕ|1−γ + λ
(
1
2
− 1
p
)
‖U0 + tϕ‖pp
+ λ
(
1
2
− 1
p
)
A
[
G(t)
]p}∣∣∣∣
t=0
= 0
where
[
G(t)
]2
B − λ[G(t)]pA = −
[
‖∇U0 + tϕ‖22 −
∫
h(x)|U0 + tϕ|1−γ dx − λ‖U0 + tϕ‖pp
]
,Ω
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solution of the singular problem (1λ) follows.
Still no location information can be obtained for U0. In the sequel we prove that U0 ∈N−λ .
Claim 4. There exist ε1 > 0 and C > 0 such that
∫
Ω
[
u0(x)+RUε,a(x)
‖u0 +RUε,a‖
]p
dx  C, ∀ε ∈ (0, ε1), ∀R  1.
We consider two cases. First if R  1 is such that R2B  ‖u0‖2, we have
‖u0 +RUε,a‖pp = ‖u0‖pp +Rp‖Uε,a‖pp + pR
∫
Ω
u
p−1
0 Uε,a dx
+ pRp−1
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= ‖u0‖pp +Rp
[
A+O(ε(N−2)/2)]> ‖u0‖pp,
‖u0 +RUε,a‖2 = ‖∇u0‖22 +R2‖∇Uε,a‖22 + 2R
∫
Ω
∇u0 · ∇Uε,a
= ‖∇u0‖22 +R2B +O
(
ε(N−2)/2
)
< 2‖∇u0‖22 + 1
for ε > 0 small, so
∫
Ω
(
u0 +RUε,a
‖u0 +RUε,a‖
)p
dx >
‖u0‖pp
(2‖∇u0‖22 + 1)p/2
.
On the other hand, if R  1 is such that R2B > ‖u0‖2, then
‖u0 +RUε,a‖pp = ‖u0‖pp +Rp‖Uε,a‖pp + pR
∫
Ω
u
p−1
0 Uε,a
+ pRp−1
∫
Ω
U
p−1
ε,a u0 +Rβo
(
ε(N−2)/2
)
= ‖u0‖pp + 12R
pA+Rp
[
A
2
+O(ε(N−2)/2)
]
where β ∈ (0,p) (see [4])
>
1
2
RpA,
‖u0 +RUε,a‖2 = ‖∇u0‖22 +R2‖∇Uε,a‖22 + 2R
∫
∇u0 · ∇Uε,a < 2R2(B + 1)
Ω
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∫
Ω
(
u0 +RUε,a
‖u0 +RUε,a‖
)p
dx >
1
2R
pA
[2(B + 1)]p/2Rp =
1
2A
[2(B + 1)]p/2 .
Thus there exist constants C > 0 and ε1 > 0 such that for all ε ∈ (0, ε1) and R  1,
∫
Ω
(
u0 +RUε,a
‖u0 +RUε,a‖
)p
dx  C.
Define
Σ1 =
{
u ∈ H 10 (Ω)\{0}: ‖u‖ < t+
(
u
‖u‖
)}
,
Σ2 =
{
u ∈ H 10 (Ω)\{0}: ‖u‖ > t+
(
u
‖u‖
)}
.
It is easily verified that
N+λ ⊂ Σ1, N−λ =
{
u ∈ H 10 (Ω)\{0}: ‖u‖ = t+
(
u
‖u‖
)}
.
Claim 5. There exist ε2 > 0 and R0 > 1 so that
u0 +R0Uε,a ∈ Σ2 for all ε < ε2.
Note that t+( u0+RUε,a‖u0+RUε,a‖ ) satisfies
λ
∫
Ω
(
u0 +RUε,a
‖u0 +RUε,a‖
)p
=
[
t+
(
u0 +RUε,a
‖u0 +RUε,a‖
)]2−p
−
[
t+
(
u0 +RUε,a
‖u0 +RUε,a‖
)]−γ−p+1 ∫
Ω
h(x)
(
u0 +RUε,a
‖u0 +RUε,a‖
)1−γ
.
By Claim 4, t+( u0+RUε,a‖u0+RUε,a‖ ) is forced to be uniformly bounded from above, that is,
t+
(
u0 +RUε,a
‖u0 +RUε,a‖
)
 C, ∀ε ∈ (0, ε1), ∀R  1.
On the other hand, for sufficiently large R
‖u0 +RUε,a‖2 = ‖∇u0‖22 +
1
R2B +R2
[
B + 2 O(ε(N−2)/2)
]
>
1
R2B >C22 2 R 2
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and R R0,
‖u0 +RUε,a‖ > t+
(
u0 +RUε,a
‖u0 +RUε,a‖
)
.
This readily gives u0 +RUε,a ∈ Σ2, ∀ε ∈ (0, ε2), ∀R R0.
Claim 6. There exists ε3 > 0 such that ∀ε ∈ (0, ε3) there holds
Iλ(u0 + tR0Uε,a) < Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
, ∀t ∈ [0,1].
Since u0 is a solution of (1λ), we derive
Iλ(u0 + tR0Uε,a)
= 1
2
∥∥∇(u0 + tR0Uε,a)∥∥22 − 11 − γ
∫
Ω
h(x)(u0 + tR0Uε,a)1−γ dx − λ
p
‖u0 + tR0Uε,a‖pp
= 1
2
‖∇u0‖22 +
1
2
(tR0)
2‖∇Uε,a‖22 + (tR0)
∫
Ω
∇u0 · ∇Uε,a dx − 11 − γ
∫
Ω
h(x)u
1−γ
0 dx
− (tR0)
∫
Ω
h(x)u
−γ
0 Uε,a dx −
λ
p
‖u0‖pp − λ
p
(tR0)
p‖Uε,a‖pp − λ(tR0)
∫
Ω
u
p−1
0 Uε,a dx
− λ(tR0)p−1
∫
Ω
U
p−1
ε,a u0 dx + o
(
ε(N−2)/2
)
= Iλ(u0)+ 12 (tR0)
2B − λ
p
(tR0)
pA− λ(tR0)p−1u0(a)Dε(N−2)/2 + o
(
ε(N−2)/2
)
with D ≡ ∫
RN
1
(1+|x|2)(N+2)/2 dx, where we have used
∫
Ω
h(x)(u0 + tR0Uε,a)1−γ dx −
∫
Ω
h(x)u
1−γ
0 dx
= (1 − γ )(tR0)
∫
Ω
h(x)u
−γ
0
η(x)
|x − a|N−2 dx ε
(N−2)/2 + o(ε(N−2)/2).
Define
q(s) = B
2
s2 − λA
p
sp − λu0(a)Dε(N−2)/2sp−1, ∀s  0.
Following the argument in [27], we can estimate q(tR0). We provide a short proof for the reader’s
convenience. Let s0 = ( BλA)1/(p−2) and sε > 0 be the unique such that q(sε) = max∀s0 q(s).
Clearly, sε → s0 as ε → 0. Write sε = s0 + lε with lε → 0. Since q ′(sε) = 0 it follows that
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B(s0 + lε)3−p − λA(s0 + lε)
]− [Bs3−p0 − λAs0]= λ(p − 1)u0(a)Dε(N−2)/2,
so lε = O(ε(N−2)/2). Consequently,
q(tR0) q(sε) = B2 s
2
ε −
λA
p
spε − λu0(a)Dε(N−2)/2sp−1ε
= B
2
[
s20 + 2s0lε + o
(
ε(N−2)/2
)]− λA
p
[
s
p
0 + psp−10 lε + o
(
ε(N−2)/2
)]
− λu0(a)Dε(N−2)/2
[
s
p−1
0 + (p − 1)sp−20 lε + o
(
ε(N−2)/2
)]
= 1
N
SN/2
(
1
λ
)(N−2)/2
− λu0(a)Dsp−10 ε(N−2)/2 + o
(
ε(N−2)/2
)
.
Therefore, for all t ∈ [0,1] we have
Iλ(u0 + tR0Uε,a) Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
− λu0(a)Dsp−10 ε(N−2)/2 + o
(
ε(N−2)/2
)
then there exists 0 < ε3(< ε2) such that ∀ε ∈ (0, ε3) there holds
Iλ(u0 + tR0Uε,a) < Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
− λu0(a)Ds
p−1
0
2
ε(N−2)/2, ∀t ∈ [0,1].
Now we locate U0. Since from Theorem 1 and Claim 5 we have that u0 ∈ N+λ ⊂ Σ1 and
u0 +R0Uε,a ∈ Σ2, there must exists tε ∈ (0,1) such that u0 + tεR0Uε,a ∈N−λ , and from Claim 5
we derive that
inf
N−λ
Iλ < Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
. (28)
Moreover, since Un,U0 ∈Nλ, we clearly have
0 = ‖∇U0‖22 −
∫
Ω
h(x)U
1−γ
0 dx − λ‖U0‖pp + ‖∇Wn‖22 − λ‖Wn‖pp + o(1)
= ‖∇Wn‖22 − λ‖Wn‖pp + o(1). (29)
The desired result Un → U0 strongly in H 10 (Ω) now follows with an argument by contradiction.
In fact suppose that there exists a subsequence {Unk } with ‖∇Wnk‖2  C > 0, and from (29) that
‖Wnk‖pp  C. Then, (29) yields
‖Wnk‖p 
[
S
λ
+ o(1)
]1/(p−2)
,
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‖∇Wnk‖22  λ
(
S
λ
)N/2
+ o(1). (30)
Combining (28) and (30) we obtain
Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
> Iλ(Unk )
(
since Iλ(Un) → inf
N−λ
Iλ
)
=
(
1
2
− 1
p
)
‖∇Unk‖22 −
(
1
1 − γ −
1
p
)∫
Ω
h(x)U
1−γ
nk dx
= Iλ(U0)+
(
1
2
− 1
p
)
‖∇Wnk‖22 + o(1) (here it is essential that U0 ∈Nλ!)
 inf
Nλ
Iλ +
(
1
2
− 1
p
)
‖∇Wnk‖22 + o(1) = Iλ(u0)+
(
1
2
− 1
p
)
‖∇Wnk‖22 + o(1)
 Iλ(u0)+
(
1
2
− 1
p
)
λ
(
S
λ
)N/2
+ o(1) = Iλ(u0)+ 1
N
SN/2
(
1
λ
)(N−2)/2
+ o(1)
a contradiction. The gap structure of Nλ ensures that U0 ∈N−λ ; therefore u0 and U0 define two
different solutions for the singular problem (1λ). This completes the proof of Theorem 2. 
4. Estimate for λ∗(Ω,p,γ,h)
Combining the above results we provide the estimate for λ∗(N,Ω,γ,h):
Theorem 3. For all Ω ∈ L, all γ ∈ (0,1), p = 2N
N−2 , and all functions h ∈ L∞(Ω) like
distα(x, ∂Ω) with α − γ  0 we have
λ∗(Ω,p,γ,h)
(
1 + γ
p + γ − 1
)(
p − 2
p + γ − 1
) p−2
1+γ ( S
|Ω|2/N
) p+γ−1
1+γ ( 1
‖h‖∞
) p−2
1+γ
.
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