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Resumen
En este trabajo aproximamos la solucio´n de viscosidad de las ecuaciones de Hamilton-
Jacobi asociadas al problema de la reinicializacio´n de curvas de nivel. Utilizamos para
ello un me´todo de quinto orden de precisio´n espacial o´ptimo para la aproximacio´n
de las ecuaciones de Hamilton-Jacobi. Como aplicacio´n calculamos la aproximacio´n a
alto orden de funciones distancia euclidea signadas de curvas en R2.
1. Introduccio´n
Consideramos la aproximacio´n nume´rica de las soluciones de viscosidad del problema
de valores iniciales para las ecuaciones de Hamilton-Jacobi de la forma
φt +H(x, φ,∇φ) = 0, φ(x, 0) = φ0(x) x ∈ R t > 0 (1)
donde H es una funcio´n de φ no decreciente, ([2, 3]).
Las ecuaciones de Hamilton-Jacobi aparecen en numerosas aplicaciones que abarcan
desde el control o´ptimo hasta la dina´mica de fluidos. El estudio de me´todos nume´ricos
eficientes y precisos para resolverlas ha sido un campo de investigacio´n muy activo en los
u´ltimos veinte an˜os, ([6, 7, 10, 13, 14]).
La solucio´n de viscosidad de la ecuacio´n de Hamilton-Jacobi desarrolla discontinuidades
en derivada en tiempo finito. Los esquemas nume´ricos en general y de primer orden en
particular tienden a suavizar estas singularidades. Por esto es necesario disen˜ar me´todos
nume´ricos de alto orden en espacio para aproximar las singularidades de la solucio´n de
forma precisa ([6, 10, 13]).
La aproximacio´n nume´rica del movimiento de interfases gobernado por un sistema
de ecuaciones en derivadas parciales es un problema importante en f´ısica computacional
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debido a la acumulacio´n de ruido y difusio´n introducidos por el me´todo nume´rico y a
la dificultad de reproducir los cambios topolo´gicos que sufre la interfase a lo largo de
la evolucio´n. Este feno´meno aparece en la dina´mica de fluidos polifa´sicos compresibles e
incompresibles [1, 5, 8].
La descripcio´n de interfases en movimiento mediante la curva de nivel cero de una
funcio´n impl´ıcita que evoluciona en tiempo con la dina´mica es uno de los fundamentos del
me´todo de los conjuntos de nivel, ([4, 8]).
El me´todo de los conjuntos de nivel establece una clase importante de ecuaciones de
Hamilton-Jacobi donde el campo de velocidades que mueve las curvas de nivel es funcio´n
de la curvatura media [9]. La funcio´n distancia eucl´ıdea signada a la interfase es la funcio´n
impl´ıcita que mejor describe la curva de nivel cero. Una aproximacio´n de alta precisio´n de
esta funcio´n distancia permite realizar ca´lculo de integrales precisas sobre la interfase.
El concepto de reinicializacio´n fue introducido en [15] para mantener la precisio´n de
la interfase en movimiento descrita como la curva de nivel cero de una funcio´n impl´ıcita
y reducir su degradacio´n cuando evoluciona en tiempo. La ecuacio´n de reinicializacio´n de
los conjuntos de nivel propuesta en [15] es una ecuacio´n de Hamilton-Jacobi que permite
aproximar la funcio´n distancia eucl´ıdea signada.
En este trabajo proponemos calcular con alta precisio´n espacial mediante la ecuacio´n de
reinicializacio´n, funciones distancia de curvas mediante el esquema nume´rico de alto orden
Weighted PowerENO propuesto en [13] para ecuaciones de Hamilton-Jacobi de evolucio´n.
En la seccio´n 2 se describe el esquema nume´rico y en la seccio´n 3 se presenta un
conjunto de experimentos donde se calcula de manera aproximada la funcio´n distancia
signada de algunas curvas en R2.
2. Esquema nume´rico
En esta seccio´n presentamos un esquema en diferencias finitas de alto orden para las
ecuaciones de Hamilton-Jacobi. Describimos el Hamiltoniano nume´rico mono´tono debido
a Osher y Sethian ([9]) y un me´todo de reconstruccio´n de quinto orden o´ptimo para la
aproximacio´n de la solucio´n de las ecuaciones de Hamilton-Jacobi propuesto en [13]. La
estrategia consiste en primero aproximar con diferencias finitas las derivadas parciales de
la solucio´n a alto orden y despues insertarlas en el Hamiltoniano nume´rico. La integracio´n
en tiempo se realiza mediante un me´todo de alto orden Runge-Kuta ([16]).
2.1. Un Hamiltoniano nume´rico mono´tono
Describimos el esquema nume´rico ba´sico de primer orden para el problema de valores
iniciales de la ecuacio´n de Hamilton-Jacobi en dos dimensiones espaciales
φt +H(φx, φy) = 0, φ(x, y, 0) = φ0(x, y), t > 0 (2)
mediante una malla computacional definida por los incrementos ∆x, ∆y y ∆t, siendo φnj,k
la aproximacio´n nume´rica a la solucio´n de viscosidad de (2)
φ(xj , xk, t
n) = φ(j∆x, k∆y, n∆t) (3)
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Eliminamos la dependencia de x, y y φ para simplicidad en la exposicio´n. Consideramos
el esquema de primer orden,
φn+1j,k = φ
n
j,k −∆t g(D
x
−φj,k,D
x
+φj,k,D
y
−φj,k,D
y
+φj,k) (4)
donde g es un flujo Lipschitz continuo y mono´tono en cada una de las variables y consistente
con el Hamiltoniano de la ecuacio´n H, g(u, u, v, v) = H(u, v) y
Dx−φj,k =
φj,k − φj−1,k
∆x
; Dx+φj,k =
φj+1,k − φj,k
∆x
; (5)
D
y
−φj,k =
φj,k − φj,k−1
∆y
; Dy+φj,k =
φj,k+1 − φj,k
∆y
. (6)
Una funcio´n g con estas propiedades se denomina Hamiltoniano nume´rico mono´tono
asociado a la ecuacio´n original.
En este trabajo aproximamos la solucio´n de ecuaciones de Hamilton-Jacobi con un
Hamiltoniano H(u, v) que cumpla H(u, v) = h(u2, v2) tal que h1 · h2 > 0, donde hj es
la derivada parcial de h respecto del argumento j de la funcio´n h. Para este tipo de
Hamiltonianos se puede utilizar el Hamiltoniano nume´rico de Osher-Sethian [9] definido
como:
g(u−, u+, v−, v+) =


h([max((u−)+, (u+)−)]2, [max((v−)+, (v+)−)]2) h1 ≥ 0
h([max((u−)−, (u+)+)]2, [max((v−)−, (v+)+)]2) otherwise
donde (a)+ = max(a, 0) y (a)− = −min(a, 0).
Este Hamiltoniano nume´rico es mono´tono y define un esquema nume´rico de primer
orden que converge a la solucio´n de viscosidad, ([9]).
2.2. Reconstruccio´n espacial de quinto orden para las ecuaciones de
Hamilton-Jacobi
En esta seccio´n revisamos el me´todo de reconstruccio´n Weighted Power-ENO de quinto
orden de precisio´n espacial.
Los me´todos Weighted Power-ENO ([12]) se propusieron originalmente para leyes de
conservacio´n hiperbo´licas. La idea fundamental de las reconstrucciones Power-ENO con-
siste en aplicar una clase extendida de limitadores ([11, 12]) a diferencias de segundo orden
de los me´todos de reconstruccio´n ENO cla´sicos de manera que la reconstruccio´n retiene
ma´s informacio´n de las escalas finas y mejora la resolucio´n alrededor de las discontinui-
dades de la solucio´n. Una estrategia de ponderacio´n basada en indicadores de suavidad
apropiados ([12]) se usa para conseguir una aproximacio´n de quinto orden. El me´todo de
quinto orden que resulta es el llamado me´todo Weighted Power-ENO.
En [13] se adaptan los me´todos de reconstruccio´n Weighted PowerENO para abordar
la aproximacio´n de la solucio´n de viscosidad de las ecuaciones de las Hamilton-Jacobi y
as´ı mejorar la resolucio´n alrededor de las esquinas donde el gradiente de la solucio´n es
discontinua.
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Los limitadores powerp, a partir de los cuales se disen˜an estos me´todos, se definen
a partir de las siguientes medias: dados dos nu´meros positivos x > 0 e y > 0, para un
nu´mero natural p, en [12] se define la media powerp(x, y) como:
powerp(x, y) =
(x+ y)
2
(
1−
∣∣∣∣x− yx+ y
∣∣∣∣
p)
(7)
Las siguientes desigualdades se satisfacen para todo x > 0 e y > 0:
min(x, y) ≤ powerp(x, y) ≤ powerq(x, y) ≤
x+ y
2
para 0 < p < q.
Obse´rvese que l´ımp→∞ powerp(x, y) =
x+y
2
:= power∞(x, y).
Dados los valores puntuales φ(xj), j = 1, 2, · · · de una funcio´n en nodos equiespaciados
xj , tal que xj+1 = xj +∆x denotamos sus diferencias finitas divididas como
zj+ 1
2
=
φj+1 − φj
∆x
(8)
Introducimos la siguiente notacio´n para las diferencias:
dj = zj+ 1
2
− zj− 1
2
(9)
dj+ 1
2
=
dj + dj+1
2
(10)
Dj+ 1
2
= dj+1 − dj (11)
La reconstruccio´n Weighted PowerENO esta´ basada en una combinacio´n convexa de
las tres para´bolas siguientes asociadas a cada intervalo Ij = [xj, xj+1]
pPj (x) = zj+ 1
2
−
Pj
24
+
x− xj+ 1
2
∆x
[
dj +
Pj
2
+
Pj
2
(x− xj+ 1
2
∆x
)]
(12)
pj+ 1
2
(x) = zj+ 1
2
−
Dj+ 1
2
24
+
x− xj+ 1
2
∆x
[
dj+ 1
2
+
Dj+ 1
2
2
(x− xj+ 1
2
∆x
)]
(13)
pPj+1(x) = zj+ 1
2
−
Pj+1
24
+
x− xj+ 1
2
∆x
[
dj+1 −
Pj+1
2
+
Pj+1
2
(x− xj+ 1
2
∆x
)]
(14)
donde Pj := powermodp(Dj− 1
2
,Dj+ 1
2
) y
powermodp(x, y) =
sign(x) + sign(y)
2
powerp(|x|, |y|) (15)
En particular, en x = xj tenemos
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pPj (xj) = zj+ 1
2
−
1
2
dj −
1
6
Pj (16)
pj+ 1
2
(xj) = zj+ 1
2
−
1
2
dj+ 1
2
−
1
6
Dj+ 1
2
(17)
pPj+1(xj) = zj+ 1
2
−
1
2
dj+1 +
1
3
Pj+1 (18)
Para obtener la precisio´n o´ptima de u+(xj) en la interfase de Ij usamos las siguiente
combinacio´n convexa
u+(xj) = w0 · p
P
j (xj) +w1 · pj+ 1
2
(xj) + w2 · p
P
j+1(xj) (19)
donde
wk =
αk
α0 + α1 + α2
k = 0, 1, 2 (20)
y
αk =
Ck
(ǫ+ ISk)2
(21)
aqu´ı C0 = 0,6, C1 = 0,2 y C2 = 0,2 son los pesos o´ptimos.
Para calcular los indicadores de suavidad utilizamos la norma L2 de las derivadas de
los polinomios de manera que se alcanza el grado o´ptimo de precisio´n. Obtenemos las
expresiones siguientes:
IS0 =
13
12
(Pj)
2 +
1
4
(
2zj+ 1
2
− 2zj− 1
2
+ Pj
)2
(22)
IS1 =
13
12
(
zj− 1
2
− 2zj+ 1
2
+ zj+ 3
2
)2
+
1
4
(
zj− 1
2
− zj+ 3
2
)2
(23)
IS2 =
13
12
(Pj+1)
2 +
1
4
(
2zj+ 3
2
− 2zj+ 1
2
− Pj+1
)2
(24)
Para u−(xj) se obtiene una expresio´n similar para el polinomio asociado en Ij−1,
u−(xj) = w0 · p
P
j−1(xj) +w1 · pj− 1
2
(xj) + w2 · p
P
j (xj) (25)
con C0 = 0,2, C1 = 0,2 y C2 = 0,6 como pesos o´ptimos.
Una expresio´n reducida de estas para´bolas evaluadas en x = xj es,
pPj−1(xj) = zj− 1
2
+
1
2
dj−1 +
1
3
Pj−1 (26)
pj− 1
2
(xj) = zj− 1
2
+
1
2
dj− 1
2
+
1
12
Dj− 1
2
(27)
pPj (xj) = zj− 1
2
+
1
2
dj −
1
6
Pj (28)
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El me´todo que resulta es un me´todo Weighted Power ENO de quinto orden de precisio´n
para p ≥ 3 como se demuestra en [12].
En [12] se demuestra que el valor o´ptimo de p para la aproximacio´n de leyes de con-
servacio´n hiperbo´licas donde se desarrollan discontinuidades en tiempo finito de manera
que el esquema sea de variacio´n total local acotada ha de ser p = 3.
En [13] se estudia aplicar los me´todos Weighted PowerENO para la aproximacio´n
de las soluciones de viscosidad de Hamilton-Jacobi utilizando limitadores powerp ma´s
de´biles con p > 3. En particular se propone la media aritme´tica (l´ımite infinito de las
medias powerp) en lugar de los limitadores power3 utilizados para leyes de conservacio´n.
El me´todo, al que se denomina Weighted Power∞ ENO, es u´til para la aproximacio´n de
soluciones de viscosidad de las ecuaciones de Hamilton-Jacobi ([13]) ya que estas soluciones
son continuas con derivadas discontinuas y el procedimiento de reconstruccio´n se aplica a
diferencias divididas de primer orden.
3. Reinicializacio´n de funciones de conjuntos de nivel
Para ciertas curvas en R2 no existe expresio´n anal´ıtica expl´ıcita de su funcio´n distancia.
En esta seccio´n aproximamos con alta precisio´n la funcio´n distancia euclidea signada
de diferentes curvas sencillas. El ca´lculo de la funcio´n distancia se realiza aproximando la
solucio´n de viscosidad de la ecuacio´n de reinicializacio´n tomando como dato inicial una
perturbacio´n de dicha funcio´n.
La ecuacio´n de reinicializacio´n de los conjuntos de nivel es de la forma
φt + sign(φ0)
[√
φ2x + φ
2
y − 1
]
= 0, φ(x, y, 0) = φ0(x, y) (29)
cuyo dato inicial es una funcio´n φ0(x, y) que tiene como curva de nivel cero la curva de
R2 para la que deseamos calcular la funcio´n distancia. La funcion sign(φ0) representa la
regularizacio´n de la funcio´n signo
sign(φ0) =
φ0√
φ2
0
+ ǫ
, ǫ = O(∆x) (30)
El problema de valores iniciales (29) tiene como solucio´n estacionaria la funcio´n dis-
tancia signada a la curva dada.
Resolvemos (29) usando el Hamiltoniano nume´rico de Osher-Sethian a primer y quinto
orden (Weighted Power∞ ENO ) para diferentes datos iniciales. Comparamos la precisio´n
de los me´todos calculando los errores globales en norma L∞ con diferentes mallas compu-
tacionales. Los resultados se muestran en tablas donde se aprecia una mejora considerable
en la reduccio´n del error para los ca´lculos realizados a quinto orden.
3.1. Experimento 1. Funcio´n distancia regular
Elegimos la funcio´n φ0 como la funcio´n distancia signada a la circunferencia de centro
el origen y radio 1
2
perturbada en las direcciones radial y angular:
φ0(x, y) =
{
d+ δ |d| ≤ ǫ
d en otro caso
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N Primer orden Weighted Power∞
100 3.85 10−3 2.5 10−5
200 2.43 10−3 4.51 10−7
Tabla 1: Errores globales en norma L∞ para la funcio´n distancia de la circunferencia
N Primer orden Weighted Power∞
100 8.10 10−1 2.17 10−2
200 1.03 10−1 7.61 10−3
Tabla 2: Errores globales en norma L∞ para la funcio´n distancia de la lemniscata
donde d =
√
x2 + y2 − 0,5, θ = tan−1( y|x|), ǫ = 0,2 y δ =
ǫ
16π
sin
(
4πd sin 5θ
ǫ
)
Realizamos el ca´lculo en el dominio [−1, 1]× [−1, 1] utilizando las mallas computacio-
nales 100× 100, 200× 200 con una restriccio´n CFL de 0,6 y 256 y 1024 iteraciones respec-
tivamente.
Los errores en norma L∞ para cada uno de los me´todos se presentan en la Tabla 1.
3.2. Experimento 2. Funcio´n distancia con discontinuidades en derivada
Consideramos la restauracio´n de una funcio´n distancia no regular. Elegimos φ0 como
la funcion distancia a la lemniscata
a4 = [(x− a)2 + y2][(x+ a)2 + y2] (31)
con a = 0,5 y an˜adiendo una perturbacio´n en direccio´n radial y angular
φ0(x, y) =
{
d+ 3δ |d| ≤ ǫ
d en otro caso
definida en [−1, 1] × [−1, 1] donde θ = tan−1( y|x|), ǫ = 0,2 y δ =
ǫ
16π
sin
(
4πd sin 5θ
ǫ
)
.
Calculamos la funcio´n distancia d de la lemniscata aproximando la evolucio´n de la ecuacio´n
(29) al estado estacionario tomando como dato incial la funcio´n
D(x, y) =
√
[(x− a)2 + y2][(x+ a)2 + y2]− a2 (32)
Realizamos el ca´lculo utilizando las mallas computacionales 100×100, 200×200 con una
restriccio´n CFL de 0,6 y 256 y 1024 iteraciones respectivamente. Se toma como referencia
la solucio´n para la malla computacional 400 × 400.
Los errores en norma L∞ para cada uno de los me´todos se presentan en la Tabla 2.
3.3. Experimento 3. Curva no regular con interior convexo
Consideramos la curva frontera de la bola de centro cero de radio 1
2
en la norma L1,
{(x, y) : |x|+ |y| = 1
2
}. Como dato inicial elegimos la funcio´n distancia signada en la norma
L1
φ0(x, y) = |x|+ |y| −
1
2
(33)
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N Primer orden Weighted Power∞
100 2.03 10−2 1.35 10−3
200 8.12 10−3 4.50 10−4
Tabla 3: Errores globales en norma L∞ para la funcio´n distancia de la bola de radio 1
2
en
norma L1
Realizamos el ca´lculo en el dominio [−1, 1]× [−1, 1] utilizando las mallas computacio-
nales 100× 100, 200× 200 con una restriccio´n CFL de 0,6 y 256 y 1024 iteraciones respec-
tivamente.
Los errores en norma L∞ para cada uno de los me´todos se presentan en la Tabla 3.
Los errores globales para las soluciones aproximadas de la lemniscata y la frontera
de la bola en norma L1 son significativamente mayores que los correspondientes a la
circunferencia debido a la presencia de discontinuidades en derivada.
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