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The indigenous forests of the Taita Hills, SE Kenya, boast a vast biodiversity and provide several vital
ecosystem services to local communities. Population growth and land use change pressures have
resulted in a significant decrease in indigenous forest cover in the Taita Hills in recent decades.
Quantifying the aboveground biomass (agb) and carbon sequestration capacity of the Taita forests
provides a strong argument for striving for their more efficient protection in the context of UN-REDD
programme. Although the role of tropical forests as global carbon sinks has been widely recognized,
their agb and leaf area index (LAI) remain uncertain. Optical remote sensing (RS) provides a
cost-effective means of LAI and agb estimation in remote areas, but empirical modeling using remote
sensor data has limited certainty in densely vegetated tropical forests.
The agb and LAI of the Taita Hills were estimated using empirical regression modeling by relating in
situ data (n = 181 for agb, n = 172 for LAI) and spectral vegetation indices (SVIs) derived from SPOT
HRVIR optical remote sensing data. Field plots (20 m x 20 m = 0.04 ha) were located in indigenous (n
= 80) and exotic (n = 83) forests, woodlands (n = 9) and agroforestry areas (n = 9). In situ LAI was
derived from hemispherical photography (HP) using Lang's approach and the foliage clumping
correction method by Chen & Cihlar. In situ agb was estimated using allometric equations which relate
agb with tree parameters such as tree diameter at breast height. Empirical relations between the
response variables (agb, LAI) and SVIs were utilized in predictive regression modeling. The predictor
variables were selected using forward stepwise regression based on Akaike Information Criterion
(AIC) values.
The regression models resulted having only one predictor each due to the redundancy of the SVIs.
Also topography-based predictor variables were tested, but they were poorly or not at all related with
LAI and agb. The models performed moderately (D2 = 0.62 for LAI model, D2 = 0.41 for agb model).
The total agb and carbon sequestration of the study area were estimated as 4.264 Tg and 2.132 Tg C,
respectively. Mean agb densities of the indigenous forests and the whole study area were estimated
as 463 ± 190 Mg ha-1 and 126 ± 115 Mg ha-1, respectively. Mean in situ LAI of the indigenous forests
and all plots were estimated as 3.66 ± 0.44 and 3.12 ± 0.84, respectively. Indigenous plots had the
highest mean in situ agb density and LAI values compared to exotic forests, woodlands and
agroforestry areas (ANOVA p < 0.001). The RMSE values of the models were 0.59 (18.6 %) for LAI
and 376.85 Mg ha-1 (82.9 %) for agb. The agb model was negatively biased (bias: -107.1 Mg ha-1,
23.6%), but there was no statistically significant bias in the LAI model.
The resulting agb estimates are rather high due to high in situ agb values, partly resulting from the
emphasized contribution of very large trees to biomass on small plots. LAI values are quite low for
dense tropical forests due to indirect estimation method using HP, but still comparable with other
similar studies. As expected, the modeling performance was impaired by SVI saturation effect in
relation to LAI and agb. The agb model was biased most likely due to the use of transformed variables
in linear regression. The predictive models are not transferable to other regions as such, for the
relative prediction performance of SVIs is case-specific and the model parameters have to be
estimated using in situ data for each site. In order to improve the model credibility, a more extensive
dataset based on a random or a systematic sample should be used, having larger plot size and
containing more observations with low LAI and agb values.
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Kaakkois-Keniassa sijaitsevien Taitavuorten alkuperäismetsissä on erittäin monimuotoinen luonto, ja
ne tarjoavat useita tärkeitä ekosysteemipalveluita paikallisyhteisöille. Väestönkasvusta ja maankäytön
muutospaineista johtuen alkuperäismetsien pinta-ala on pienentynyt viime vuosikymmenien aikana
huomattavasti. Taitavuorten metsien maanpäällisen biomassan ja hiilensidontakapasiteetin
määrällinen arviointi YK:n UN-REDD ohjelman viitekehyksessä toimii vahvana perusteena
alkuperäismetsien tehokkaamman suojelun puolesta ponnistelemiseksi. Trooppiset metsät on
tunnistettu tärkeiksi hiilinieluiksi, mutta niiden maanpäällinen biomassa ja lehtialaindeksi (LAI)
tunnetaan huonosti. Optinen kaukokartoitus mahdollistaa kustannustehokkaan LAIn ja biomassan
arvioinnin syrjäisillä seuduilla, mutta trooppisten metsien empiirinen mallinnus kaukokartoitusaineiston
pohjalta on osin epävarmaa.
Taitavuorten maanpäällinen biomassa ja LAI arvioitiin mallintamalla empiirisesti maastoaineiston ja
SPOT HRVIR -kaukokartoitusaineistosta johdettujen kasvillisuusindeksien välillä havaittuja suhteita.
0.04 hehtaarin (20 m x 20 m) koealoja oli yhteensä 181 kpl, joista 80 alkuperäismetsissä, 83
istutusmetsissä, 9 muilla metsämailla ja 9 peltometsäviljelmillä. Maastossa mitattu LAI johdettiin
hemisfäärivalokuvista Langin metodia käyttäen. Lehvästön ei-satunnaisen tilajakauman vaikutus
huomioitiin Chenin ja Cihlarin korjausta käyttäen. Maastoaineiston biomassa arvioitiin käyttäen
allometrisia biomassayhtälöitä, joissa biomassa arvioidaan puustoparametrien, kuten puun halkaisijan,
pohjalta. Ennustemallien selittäjät valittiin eteenpäin askeltavalla regressiolla käyttäen Akaiken
informaatiokriteeriä (AIC).
Kasvillisuusindeksien informaatiosisällön toisteisuudesta johtuen regressiomalleihin valikoitui vain
yhdet selittäjät. Myös topografiaan perustuvia muuttujia testattiin, mutta niiden ja vasteiden välillä
havaittiin heikko tai ei lainkaan riippuvuutta. Mallien selitysaste oli kohtuullinen (LAI-malli: D2 = 0.62,
biomassamalli: D2 = 0.41). Tutkimusalueen maanpäällinen kokonaisbiomassa oli 4.264 Tg ja
kokonaishiilensidonta 2.132 Tg. Keskimääräinen biomassatiheys oli alkuperäismetsissä 463 ± 190 Mg
ha-1 ja koko tutkimusalueella 126 ± 115 Mg ha-1. Keskimääräinen maastossa mitattu LAI oli
alkuperäismetsissä 3.66 ± 0.44 ja kaikilla koealoilla 3.12 ± 0.84. Alkuperäismetsien maastossa mitatut
keskimääräiset biomassa- ja LAI-arvot olivat tilastollisesti merkitsevästi korkeampia kuin muilla
koealoilla (yksisuuntainen varianssianalyysi, p < 0.001). LAI-mallin RMSE-arvo oli 0.59 (18.6%) ja
biomassamallin RMSE-arvo 376.85 Mg ha-1 (82.9%). Biomassamalli oli negatiivisesti harhainen
(harha: -107.1 Mg ha-1, 23.6%), mutta LAI-mallissa ei havaittu tilastollisesti merkitsevää harhaa.
Mallinnetut biomassa-arvot ovat korkeita johtuen maastoaineiston korkeista biomassalukemista.
Pienille koealoille osuvat hyvin suuret puut vaikuttavat arvioihin huomattavasti. Mallinnetut LAI-arvot
ovat vertailukelpoisia muiden vastaavien tutkimusten kanssa, mutta silti matalahkoja tiheäkasvuisille
trooppisille metsille. Tämä johtuu käytetystä epäsuorasta optisesta LAIn arviointimenetelmästä,
hemisfäärivalokuvauksesta. Kasvillisuusindeksien kyllästyminen suhteessa vastemuuttujiin heikensi
odotetusti mallien ennustekykyä. Biomassamallin harhaisuus johtui todennäköisesti muunnettujen
muuttujien käytöstä lineaarisessa regressiossa. Mallit eivät ole yleistettävissä muille alueille
sellaisinaan, sillä kasvillisuusindeksien keskinäinen paremmuus on tapauskohtaista ja mallien
parametrien määrittäminen vaatii maastoaineistoa tutkimusalueelta. Luotettavampien mallien
rakentamiseksi tarvittaisiin systemaattiseen tai satunnaisotantaan perustuva laajempi aineisto, joka
sisältää enemmän matalan LAIn ja biomassan havaintoja ja jossa koealat ovat suurempia.
Kaukokartoitus, maanpäällinen biomassa, lehtialaindeksi, empiirinen mallinnus, SPOT HRVIR
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1 INTRODUCTION 
1.1 Tropical forests and the global carbon cycle 
Carbon dioxide (CO2) is by far the most significant gas contributing to the anthropogenically 
enhanced greenhouse effect. By 2005, the atmospheric CO2 concentration had increased from 
275–285 ppm of the pre-industrial era to nearly 380 ppm, constituting an approximate increase of 
35 % since 1850 (Houghton 2007). This increase is mainly due to intensified fossil fuel 
combustion and land use change. Deforestation and forest degradation account for nearly 20 % of 
greenhouse gas emissions globally (UN-REDD Programme 2009a). The global net exchanges 
within and between the four major reservoirs of carbon (the atmosphere, the oceans, land, and 
fossil fuels) are referred to as the global carbon cycle (Houghton 2007). The processes behind 
these exchanges and interactions are complex and not yet fully understood, but the scientific 
community has made a major effort in order to comprehend the carbon cycle. A simplified 
representation of contemporary global carbon cycle after Houghton (2007) is shown in Figure 1. 
Pan et al. (2011) studied the global forest carbon budget between 1990 and 2007, and estimated a 
global net forest carbon sink of 1.11 ± 0.82 Pg C year-1 – this figure includes the combined 
carbon uptake of boreal, temperate and intact tropical forests, as well as the carbon emission 
source resulting from tropical land-use change emissions. Although the re-emerging secondary 
tropical forests sequester carbon, this sink effect is exceeded by the current deforestation rate of 
intact tropical forests. Thus, the tropical land use change emissions totaled a source of -1.30 ± 
0.70 Pg C year-1 between 1990 and 2007.  
Pan et al. (2011) concluded that the entire terrestrial carbon sink is a result of the forest carbon 
uptake. Consequently, terrestrial ecosystems other than forests are neither a significant sink nor a 
source of carbon. The combined uptake of tropical intact and re-growth forests (2.83 ± 0.41 Pg C 
year-1) constituted almost 70 % of the global gross forest sink (4.05 ± 0.67 Pg C year-1) between 
1990 and 2007 (emissions from deforestation are excluded from gross forest sink calculations). 
According to Dixon et al. (1994), almost 60 % of the global forest carbon pools reside in low-
latitude forests (between 0° and 25° latitudes).  Taking these results into consideration, it seems 
reasonable to claim that tropical forests play a major role in the global carbon cycle. 
11 
 
 
Figure 1. The global carbon cycle in the 1990s after Houghton (2007). Units are Pg C (for current carbon 
reservoirs) and Pg C year-1 (for flows of carbon). 
1.2 The UN-REDD programme 
The UN-REDD programme, launched in September 2008, is the United Nations Collaborative 
initiative on Reducing Emissions from Deforestation and Forest Degradation (REDD) in 
developing countries. The objective of the programme is to assist developing countries in 
preparing and implementing national REDD+ strategies and to financially compensate countries 
willing to reduce forest carbon emissions and to embark on a road of low-carbon sustainable 
development (UN-REDD Programme 2009a; UN-REDD Programme 2009b). Kenya is one of the 
44 partner countries of the UN-REDD programme, but it does not receive direct support to a 
national programme. However, it can receive targeted support from the UN-REDD global 
programme (UN-REDD Programme 2009c). 
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Besides combating deforestation and forest degradation, REDD+ strategies also include the role 
of conservation, sustainable management of forests and enhancement of forest carbon stocks. It is 
estimated that the financial benefit to developing countries resulting from REDD+ can reach up 
to USD 30 billion a year, enabling more efficient conservation of biodiversity and the important 
ecosystem services of forests (UN-REDD Programme 2009b). 
One key aspect of the UN-REDD Programme is the concept of achieving multiple benefits, 
extending beyond carbon sequestration. Preventing deforestation enhances not only carbon stocks 
but other important ecosystem services as well, such as habitat and refuge provision, water 
provision and regulation, soil regulation, aesthetic and recreational services, air quality regulation, 
forest foods and other non-timber forest products. 
REDD+ can thus be regarded as an international Payment for Ecosystem Services (PES) scheme. 
PES schemes are initiatives designed to battle the failure to account for the full economic value 
of ecosystems and biodiversity in economics, policies, and decision making. This undervaluation 
of the natural capital has resulted in significant global biodiversity loss and ecosystem 
degradation (TEEB 2010). 
In order to estimate and to verify the status quo of - and the possible changes in - forest biomass, 
carbon sequestration, and forest structure, effective monitoring of forests is necessary. Despite 
having certain limitations, remote sensing techniques provide a cost-effective means of extensive 
forest monitoring in remote areas. Although the significance of tropical forests to global carbon 
cycle is recognized, uncertainties in landscape-scale biomass and carbon estimates of tropical 
forests remain due to inappropriate methods, lack of data, and the small spatial coverage of the 
estimates (Brown 1997: 2). There are large areas in tropics where forest inventories are out of 
date, incomplete or entirely missing. The lack of data and proper knowledge on the tropical forest 
biomass further hampers our understanding of the complex processes affecting the global carbon 
cycle. Therefore, inventorying and monitoring tropical forests is of great importance. 
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1.3 The state of the tropical forests of Kenya and Taita Hills 
Food and Agriculture Organization of the United Nations (FAO) has carried out Global Forest 
Resource Assessment (FRA) at five to ten years interval since its establishment in 1945. The 
latest report, FRA 2010, is the most comprehensive up to date global forest assessment, including 
the main report (FRA 2010a) and country-specific reports. According to the FRA country report 
on Kenya (FRA 2010b), only 6 % of Kenya’s land area consists of forest, 19 % of which is 
primary forest (defined as “Naturally regenerated forest of native species, where there are no 
clearly visible indications of human activities and the ecological processes are not significantly 
disturbed”). This corresponds to only 1.14 % of Kenya’s total land area. 
Therefore, the remaining indigenous primary forests of Kenya deserve special attention and more 
detailed study than a general nationwide assessment provides. In addition to carbon sequestration, 
tropical forests have a wide variety of other important functions and ecosystem services, such as 
intercepting moisture, binding and protecting soils, and serving as valuable gene pools and 
habitats for a remarkably wide diversity of species. Soil and water protection is the primary 
designated function for 94 % of Kenya’s forests (FRA 2010b). This further highlights the 
significance of forests in the rural areas of Kenya, such as the Taita Hills in southeastern Kenya.  
According to Rogo & Oguge (2000), the deforestation and forest fragmentation in Taita Hills 
have occurred due to Kenya’s ineffective conservation and environmental policies. Quantifying 
the aboveground biomass (agb) of the indigenous forests in the context of UN-REDD+ and the 
potential economic benefits of their conservation might serve as a motivator for improving 
environmental policies and the conservation status of the indigenous forests of the Taita Hills. 
The first objective of the thesis is to provide an estimate of current quantity and spatial 
distribution of tree agb and agb density in the study area. 
 
The fragmentation of the indigenous forests in the Taita Hills has led to the isolation of the 
remaining patches and their plant and animal communities. The loss of habitats and decreased 
connectivity between the remnant patches constitute a serious threat to the survival of endemic 
animal species worldwide (Adriaensen et al. 2006). The connectivity of the forest patches and the 
natural habitats of the endemic species could be improved by forming corridors of indigenous 
forest between the patches (Adriaensen et al. 2006).  Increasing the areal extent of the indigenous 
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forests would also increase the total amount of aboveground biomass and carbon sequestration in 
the study area. Estimating the amount of additional carbon sequestration provides additional 
grounds for the establishment of indigenous forest corridors. Therefore, another aim of the study 
is to investigate the contribution of hypothetical forest corridors to the total aboveground biomass 
of the study area. 
Although monitoring forests in the context of UN-REDD+ concerns mainly carbon sequestration, 
there are also other important measurable forest parameters. Commonly defined as the total one-
sided area of photosynthetic tissue per unit ground surface area, Leaf Area Index (LAI) is a 
quantification of the amount of leaf material within a canopy (Gobron & Verstraete 2009). 
Therefore, LAI serves as an important input variable for, inter alia, agricultural, meteorological, 
ecological, and biogeochemical models. However, the LAI of the Taita Hills – and Africa in 
general – has been studied insufficiently (Pfeifer et al. 2012). This study also aims to contribute 
to the field of tropical LAI studies by providing an estimate of the spatial variation of LAI in the 
study area. 
1.4 The Taita Hills research project 
The Taita Hills have been studied by the Division of Geography (former Department of 
Geography), University of Helsinki since 1989. The Academy of Finland has funded the studies 
in four projects. Currently the research in the Taita Hills continues within the framework of 
initiatives such as the CHIESA (Climate Change Impacts on Ecosystem Services and Food 
Security in Eastern Africa) project, which is partially funded by the Ministry for Foreign Affairs 
of Finland. The focus of the research has been in land use change detection and monitoring, but 
conversation and biodiversity have also been explored. Research has mainly utilized the means of 
remote sensing and GIS (Geographic Information Systems), but also qualitative development 
studies have been carried out. Several reports, peer-reviewed scientific papers and MSc and PhD 
theses have been produced based on the research in the Taita Hills (University of Helsinki 2009). 
The University of Helsinki established a research station in Wundanyi, the Taita Hills in 2001. 
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1.5 The objectives of the thesis 
1. To estimate the amount of aboveground biomass and carbon sequestration in the study 
area. 
2. To map the spatial variation in aboveground biomass and carbon sequestration densities 
in the study area. 
3. To investigate the contribution of potential forest corridors to the total aboveground 
biomass and carbon sequestration of the study area. 
4. To map the spatial variation of leaf area index in the study area. 
5. To assess the suitability of SPOT HRVIR remote sensing data and linear models in 
aboveground biomass and leaf area index predictive modeling in densely vegetated 
tropical areas. 
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2 BACKGROUND 
2.1 Aboveground biomass 
Biomass is an essential biophysical characteristic of forest vegetation. Traditionally, estimates of 
forest biomass and tree volume have been carried out in order to discover the economic potential 
of forests, as forests serve as resources of timber, fuel, fodder, and other wood products. On the 
other hand, forest biomass is linked with global biogeochemical cycles, especially the carbon 
cycle.  Since ca. 50 % of the forest biomass is carbon, quantifying the biomass of a forest 
provides also an estimate of the amount of carbon sequestered in the vegetation (Brown 1997: 1; 
Pan et al. 2011). Generally, the quantity of biomass in a forest is a result of two factors: 
production through photosynthesis and consumption through respiration and harvest processes. 
Changes in forest biomass are caused by both natural and human-induced factors: natural 
succession, climate change, harvesting, silviculture, forest fires, and degradation. Therefore, 
changes in biomass reflect structural changes of a forest (Brown 1997: 1). 
Aboveground biomass (agb) is defined as the total amount of aboveground living organic matter 
expressed as oven-dry weight. Aboveground biomass density refers to the amount of agb per unit 
area, e.g. metric tons per hectare (Mg ha-1). Tree biomass constitutes the majority of the agb of 
tropical forests: e.g. Clark & Clark (2000) observed that over 90 % of the total agb of a tropical 
rain forest in La Selva, Costa Rica was accounted for by trees. Therefore, and for practical 
reasons regarding the field work, the agb estimates in this thesis refer to woody agb of trees. 
2.1.1 Ground-based agb estimation 
Direct agb measurements require destructive sampling (i.e. cutting and weighing of the 
vegetation), which is time-consuming, difficult, and often unsuitable (e.g. in conserved forests). 
A common method of indirect agb estimation is the use of allometric equations, which utilize 
statistical relations between measurable tree parameters (e.g. diameter at breast height dbh 
[measured at the height of 1.3 m] or tree height h) and tree agb. Also other parameters can be 
included, such as wood density, tree crown diameter, forest type, or climatic zone. In an ideal 
case, each species included in the estimates would have its own allometric equation, based on a 
sufficiently large sample size. When it comes to extremely diverse tropical forests, this is 
unrealistic, however. Therefore, pan-tropical equations, such as Brown’s (1997) equation, are 
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needed. Brown provides the following allometric biomass equation for tropical trees in moist 
climate zone: 
agb = exp {-2.134 + 2.530 ln (dbh)}     (1) 
The allometric biomass equations for tropical forests have generally three shortcomings: they are 
constructed from limited sample sizes, they are occasionally applied outside their valid diameter 
range, and they usually do not take wood specific gravity into account (Chave et al. 2004). Due to 
this, the selection of appropriate allometric equation has to be made carefully. 
Other factors causing uncertainty in agb estimates are potential tree measurement errors and 
sampling uncertainty related to plot size and representativeness of the plots (Brown 1997: 2; 
Chave et al. 2004).  Ideally, the plots should be of sufficient size (≥ 0.25 ha) and located 
randomly, which unfortunately is not always the case. In ecological studies, the plots tend to be 
small in size and established in locations perceived as ideal mature forests, containing many large 
diameter trees (Brown & Lugo 1984). Large diameter trees constitute the majority of the agb, 
especially in small plots. Since allometric equations are usually exponential rather than linear in 
their form, large diameter trees have a major effect on agb estimates. Furthermore, in harvested 
forests, non-hollow and easily transportable trees have usually been removed because they are  
preferred by the harvesters. This results in a biased distribution of tree dbh and overestimation of 
the agb of hollow trees having large diameter (Clark & Clark 2000). 
Estimating the biomass of palm trees is troublesome, as only few studies have been made on the 
subject. Wood density of palms varies greatly among different species. Thus, species-specific 
equations or equations including dbh, h, and wood density are to be preferred for palms (Brown 
1997: 12). However, Clark & Clark (2000) argued that even when applying allometric equations 
which most likely overestimate the agb of palms, the overall effect of palms on biomass estimates 
may be relatively minor due to their smaller average dbh size. 
Chave et al. (2004) concluded that pan-tropical allometric models are currently the best available 
and that wood specific gravity should be included in the allometric equation whenever possible in 
order to estimate the agb more accurately. Moreover, the agb estimates of large trees should be 
perceived as ‘best guesses’, especially if applying the equations to trees outside their valid 
diameter range. 
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2.2 Leaf area index 
2.2.1 Leaf area index as an environmental variable 
Leaf area index (LAI) is a measure of canopy foliage, generally defined as the amount of leaf 
area (m2) in a canopy per unit ground area (m2) (Asner et al. 2003). Thus, LAI is a dimensionless 
quantification of the amount of leafy material, which is a factor controlling the primary 
production, transpiration, and exchange of energy and gases in a given environment.  LAI is 
therefore an essential variable for biogeochemical, climatologic and agro-meteorological 
modeling as a parameter representing vegetation cover and interaction with atmosphere (Asner et 
al. 2003; Gonsamo & Pellikka 2008; Gobron & Verstraete 2009). The importance of LAI has 
been recognized by the scientific community and extensive efforts have been made to develop 
LAI quantification techniques in agricultural areas and boreal and temperate forests. However, 
there is a major gap in similar research in tropical regions (Kalácska et al. 2004). In order to 
contribute to filling this gap, this study aims to examine and model the spatial variation of LAI in 
the tropical Taita forests and to assess the suitability of the combination of field data and SPOT 
HRVIR imagery in dense tropical LAI estimation. 
 
Leaf area index can be described simply as: 
 
LAI = s / G         (2) 
 
where s is the functional (green) leaf area of the canopy per ground area G. Usually s is measured 
as the projected area i.e. after placing a sampled leaf on a horizontal surface, in order to avoid 
leaf shape dependency of LAI  (Asner et al. 2003). The total leaf surface area of flat leaves is 
therefore 2s, but for needles, succulent leaves, and photosynthetic stems the total surface area is 
greater than 2s. Therefore, Chen & Black (1992) suggested that the LAI of non-flat leaves would 
be defined as half the total intercepting area per unit ground surface area. Thus, the definition of s 
based on the projected leaf area would be abandoned. According to Barclay (1998), there are 
currently at least five common measures of LAI. They are listed and defined as follows: 
1. Total LAI (TLAI): Total leaf area per unit area of horizontal land below, based on the 
total outside area of the leaves, taking leaf shape into account. 
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2. One-sided LAI: Total one-sided leaf area per unit area of horizontal land below. Usually 
defined as half of the total leaf area, even if the two sides of the leaf are not symmetrical. 
One-sided LAI represents the gas exchange potential, but the definition of one-sided is 
problematic with e.g. coniferous needles. 
3. Projected LAI (PLAI): Projected area of horizontal leaves per unit of horizontal land 
below. Defined as the area of a horizontal shadow that would be cast beneath a horizontal 
leaf when the light comes from an infinite distance directly above it. PLAI is common in 
RS (remote sensing) studies for it represents the maximum leaf area that could be seen 
from sensors overhead. 
4. Silhouette LAI (SLAI): Projected area of leaves inclined to the horizontal. SLAI is 
equivalent to the area for intercepting light and therefore a useful measure in modeling 
light penetration through a canopy. 
5. Projected area of inclined leaves, but counting overlapping areas only once. This measure 
represents the proportion of ground covered by the canopy in RS imagery. 
 
According to Gonsamo (2009), the most widely accepted LAI definition recently has been the 
‘hemi-surface LAI’. It is defined as one half of the total leaf surface area per unit ground surface 
area projected on the local horizontal datum. Therefore, hemi-surface LAI is by definition 
independent of the local slope. Hereafter the LAI definition assumed in this thesis is hemi-surface 
LAI. 
2.2.2 Ground based LAI estimation 
Leaf area index can be measured directly or estimated semi-directly or indirectly. As in the case 
of direct agb estimations, direct measurements of LAI also require destructive sampling of leaves 
and – although theoretically more accurate than indirect methods – are often laborious, time-
consuming, and difficult to implement in large scale (Jonckheere et al. 2005; Gonsamo 2009). 
Allometry is a semi-direct method which relates measured forest parameters to aboveground 
biomass components, used as a standard against which other LAI measurements are validated 
(Jonckheere et al. 2005). In indirect methods, the leaf area is deduced from observations of 
another variable. These indirect in situ methods are usually easier and faster to carry out and 
therefore allow larger scale sampling (Jonckheere et al. 2004).  
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Optical estimation of LAI covers a variety of indirect non-contact in situ methods, based on the 
measurement of light transmission through canopies and utilizing the radiative transfer theory. In 
these methods, a statistical and probabilistic approach to foliage elements and their arrangement 
and distribution in a canopy is taken (Jonckheere et al. 2004; Gonsamo 2009). Hemispherical 
photography (HP) is a commonly used indirect optical method in which canopy gaps are recorded 
within a hemispherical view. The canopy elements are distinguished from canopy gaps with 
automated or manual thresholding of digital imagery pixel values. The complement of the canopy 
elements within the hemispherical view is called gap fraction (P) which represents the probability 
of non-interception of light (Gonsamo 2009). Optical LAI measurements utilize the Beer’s law: 
 
 τc = exp (-kLAI)        (3) 
 
where τc and k are the transmittance and attenuation (extinction) coefficients of a canopy, 
respectively. Values of k can be mathematically approximated, first making an assumption of the 
leaf orientation distribution shape within a canopy (Monteith & Unsworth 1990: 73–78, 89). E.g. 
Gonsamo (2009) expressed Beer’s law as: 
  
 Pθ,φ = exp (-kLAI)        (4) 
 
where Pθ,φ is a gap fraction for a direction defined by a zenith angle θ and an azimuth angle φ. 
Thus, LAI values decrease with increasing values of P and vice versa. 
 
Light extinction models provide an approach to determining values of the extinction coefficient k. 
Poisson model is a commonly used light extinction model, assuming random foliage dispersion: 
 
 LAI = -(ln Pθ,φ cosγ) / (Gθ,φ cosβ)      (5) 
 
where cosγ is a correction factor for path length, cosβ  is a correction factor for ground slope and 
Gθ,φ is the mean projection of a unit leaf area in the direction of the beam and onto a plane normal 
to the beam. In the Poisson model, the stand is assumed to consist of an infinite number of 
statistically independent horizontal layers. The leaves do not overlap within a layer. The 
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probability of observing a contact within a layer is equal to the mean number of contacts per layer 
(Gonsamo 2009, cit. Nilson 1971). There are various approaches to the Poisson model. The linear 
regression solution of the Lang approach is as follows (van Gardingen et al. 1999) (derivation of 
the solution is not discussed here): 
 
 LAI = 2(a+b)         (6) 
where a is the intercept and b is the slope of the regression –ln Pθ against zenith angle θ in radians. 
2.2.3 Foliage clumping 
The Poisson model assumes random foliage dispersion, which is usually not the case in reality. 
Clumping of foliages increases the radiation through canopies (the canopy gap fraction) for a 
given LAI. Thus, the Poisson model underestimates the LAI in non-random clumped canopies 
(Chen & Cihlar 1995; Gonsamo 2009). Foliage clumping occurs in many scales: leaves are 
grouped in shoots, which are distributed within branches. The branches, in turn, are organized 
within trees’ crowns (Chen & Cihlar 1995). The clumping of the foliage is described by the 
clumping index (Ω). Clumping index value Ω = 1 corresponds to randomly distributed foliage 
elements within a canopy. Regularly distributed canopies obtain values Ω > 1, while values Ω < 1 
are associated with clumped canopies (Gonsamo & Pellikka 2009). 
 
There are various methods to retrieve values of Ω. Chen & Cihlar (1995) developed a method for 
TRAC (Tracing radiation and architecture of canopies) optical LAI measurement instrument, 
based on the accumulated gap size distribution on a transect. The distribution is formed by 
sorting the gaps in descending order according to their size. The accumulation of total gaps 
increases when all gaps from largest to smallest are taken into account. The deviation between 
the distribution curve of a clumped canopy Fm(λ) and the distribution curve of a random canopy 
F(λ) (defined in Chen & Cihlar 1995) is a result of non-randomness, the effect of which to the 
distribution can be removed. After the removal of the gaps causing deviation between Fm(λ) and 
F(λ), the resulting accumulated gap size distribution Fmr(λ) corresponds to the accumulated gap 
size distribution as if the canopy was random. Thus, the clumping index Ω is calculated as: 
 
 ΩE = (1 + ∆g)ln[Fm(0)] / ln[Fmr(0)]      (7) 
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where E denotes foliage elements, ∆g is the total fraction of gaps removed, Fm(0) is the total gap 
fraction of the measured gaps and Fmr(0) is the total gap fraction as if the canopy was random 
(Chen & Cihlar 1995). 
2.2.4 Other factors affecting LAI 
The indirect optical estimation of leaf area index of a canopy is affected by the ground slope, a 
fact usually overlooked. The slope affects the forest and canopy architecture, causing downslope 
expansion of tree crowns (Walter & Torquebiau 2000; Gonsamo & Pellikka 2008). A slope 
correction can be carried out by calculating a topographic mask and replacing the zenith 
reference axis (used in estimation of LAI not corrected for slope effects) with an axis normal to 
the slope (see Walter & Torquebiau 2000). 
Since the optical in situ measuring of LAI is based on the transmission of radiation through gaps 
in vegetation, the LAI values are affected by all material above the sensor. Thus, in addition to 
leafy material, also tree trunks, branches, lichens, and mosses are included in LAI. Due to the 
aforementioned factors affecting the obtained LAI values, the correction stage of the LAI value 
has to be defined. 
2.2.5 Correction stages of LAI 
The ground-based measurements of LAI are in fact plant area index values rather than LAI values, 
because they include also the non-leafy plant material, such as tree trunks and branches. 
Effective LAI or effective plant area index is based on the assumption of random spatial 
distribution of foliage elements. Thus, effective LAI is not corrected for foliage clumping, unlike 
true LAI or true plant area index. Removing the contributions of non-leafy materials by assuming 
them having a spatial distribution similar to that of leaves would result in a measure of green leaf 
area index (Gonsamo 2009). Furthermore, LAI measures can be corrected for topographic slope 
(Fernandes et al. 2004). 
In this thesis, the ground-based in situ LAI measurements are considered as values of true plant 
area index, as the canopy non-randomness is taken into account, but the contribution of non-leafy 
materials is present (see section 5.2).  
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Due to the challenges in indirect LAI measurements caused by the structural and temporal 
dynamics of vegetation and the dependency of the LAI values on the calculation methods used, 
the optical in situ LAI measurements should be perceived only as estimates, not as ‘ground truth’ 
(Gonsamo 2009). 
2.3 Remote sensing 
2.3.1 The definition of remote sensing 
Man started observing the Earth by means of remote sensing in 1859, when Gaspard Tournachon 
took a photograph from a balloon of a village near Paris, France (Goetz et al. 1985). Today 
remote sensing (RS) is usually associated with technologically advanced satellite- and airborne 
sensors, but the concept of RS covers a wide variety of means of obtaining information about 
objects or areas on the Earth’s surface. The American Society for Photogrammetry and Remote 
Sensing (ASPRS) defined remote sensing as: 
“the art, science, and technology of obtaining reliable information about physical objects 
and the environment, through the process of recording, measuring and interpreting 
imagery and digital representations of energy patterns derived from non-contact sensor 
systems” (Clark 2010, cit. Colwell 1997). 
The RS sensors can thus vary from photogrammetric cameras to multispectral sensors and 
imaging spectrometers, while small tripods, unmanned aerial vehicles (UAVs), airplanes, or 
satellites can serve as sensor platforms.  
Aggarwal (2004) describes remote sensing as a multidisciplinary science, including a 
combination of various disciplines: optics, spectroscopy, photography, telecommunication, 
satellite launching, and electronics to name but a few. Also physics plays an extremely important 
role (see section 2.3.5). These different technologies are integrated to function together as one 
complete system, commonly referred to as a remote sensing system (RSS). 
2.3.2 Active and passive remote sensing 
The concept of remote sensing includes both active and passive remote sensing. Active remote 
sensing systems have their own source of energy: the system transmits electromagnetic radiation 
(EMR) towards the object, which reflects (a certain part of) it back to the sensor to be recorded. 
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RADAR (Radio Detection and Ranging) and LiDAR (Light Detection and Ranging) sensors are 
the two main types of active sensors. Passive systems, in turn, depend upon external source of 
illumination (the Sun) or radiation emitted by the target itself (Aggarwal 2004). Most 
multispectral airborne and satellite sensors, imaging spectrometers and cameras are passive 
sensors. 
2.3.3 Resolutions of remote sensing systems 
Remote sensing systems can be classified according to their technical properties, usually 
resolutions (spatial, spectral, radiometric, and temporal resolution). Resolution means the 
resolving power i.e. the ability of a system to detect differences in the signal or to differentiate 
between objects close to each other.  
Spatial resolution of a remote sensing system, by definition, means the minimum size of an 
object that can be detected by the sensor. Satellite remote sensing systems tend to have constant 
instantaneous-fields-of-view (IFOVs). Therefore, the dimensions of the ground-projected IFOV 
of a satellite sensor are usually referred to as the nominal spatial resolution of the system (Jensen 
2000: 15). For example, the nominal spatial resolution of SPOT HRVIR multispectral bands is 20 
m x 20 m. Sensors with spatial resolution of 10–100 m (e.g. SPOT, Landsat) are usually referred 
to as medium resolution sensors. Fine resolution sensors have a spatial resolution of <10 m (e.g. 
IKONOS, QuickBird), whereas coarse resolution sensors have spatial resolution greater than 250 
m (e.g. SPOT Vegetation, MODIS). 
Spectral resolution of a sensor refers to the number and the dimensions of spectral wavelength 
bands which the sensor is able to detect (Jensen 2000: 12). Good spectral resolution is achieved 
through the use of numerous narrow bands, but using too narrow bandwidth deteriorates the 
radiometric resolution of the sensor (Tokola et al. 1998: 36). Multispectral remote sensing refers 
to sensors able to detect multiple spectral bands (e.g. SPOT HRVIR, Landsat ETM+), whereas 
hyperspectral remote sensing (or imaging spectroscopy) refers to the use of instruments capable 
of detecting hundreds of narrow bands (e.g. Hyperion sensor on EO-1 satellite, CHRIS on 
PROBA satellite). The more bands are recorded, the greater the demands for data storage become. 
Therefore, the spatial coverage of multispectral sensors is usually greater than the coverage of 
imaging spectrometers. 
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Radiometric resolution refers to the sensitivity of the detector to variations in signal strength 
(ERDAS 2008: I-16). It is expressed in bits: in 8-bit data, the sensor is able to divide the signal 
into 28 = 256 discrete values based on its strength. The finer the radiometric resolution, the 
subtler the differences between distinguishable features are. 
Temporal resolution refers to the time interval between recording imagery of a particular area 
(Jensen 2000: 16). The temporal resolution of Landsat data is 16 days. The revisit interval of 
SPOT satellites is 26 days, but the oblique viewing capacity of SPOT sensors enables the 
imaging of a given location every two to three days (SPOT Image 2011).  
2.3.4 SPOT satellite sensors 
The SPOT (Satellite Pour l'Observation de la Terre) program began in 1978, set up by France in 
partnership with Belgium and Sweden (EOEdu 2009). SPOT 1 was launched in 1986, followed 
by SPOT 2 and SPOT 3 in 1990 and 1993, respectively. SPOT carries pushbroom sensors, having 
a linear array of CCD (charge-coupled device) recorders, enabling a longer integration time per 
ground surface area compared to sensors with scanning mirrors, such as Landsat ETM+ (Jensen 
2000: 212–213).  
The SPOT orbit is circular, sun-synchronous, and near-polar with an inclination angle of 98.7° 
(SPOT Image 2011). All SPOT satellites carry two identical optical sensors, which can be 
directed ± 27° off-nadir to acquire oblique images. Due to the curvature of the Earth surface the 
angle of incidence is actually ± 31.06°. The oblique viewing capacity allows SPOT to image 
areas within a 900 km swath, which improves the temporal resolution significantly: the orbital 
cycle of a SPOT satellite is 26 days, but off-nadir imaging allows a given area on equator to be 
imaged seven times during the cycle. At latitude 45°, an area can be imaged 11 times during the 
26-day period. Oblique viewing also enables stereoscopic imaging (SPOT Image 2011). 
SPOT 1, 2 & 3 are identical, carrying two HRV (High Resolution Visible) sensors. The HRV 
sensors have two imaging modes: a three-band multispectral mode (XS, 20 m spatial resolution) 
and a panchromatic mode (P, 10 m spatial resolution). SPOT 4, carrying two HRVIR (High 
resolution visible infra-red) sensors and a four-band multispectral VEGETATION sensor with a 
coarser spatial resolution (1165 m x 1165 m), was launched in 1998. Also HRVIR sensors have 
26 
 
two modes: a monochromatic mode (M, spatial resolution 10 m x 10 m) and a four-band 
multispectral mode (20 m x 20 m spatial resolution). 
SPOT 5 was launched in 2002. The VEGETATION2 sensor on SPOT 5 is identical to its 
predecessor VEGETATION on SPOT 4. SPOT 5 carries two HRG (High resolution geographic) 
sensors, having spatial resolutions of 10 and 5 meters in multispectral and panchromatic modes, 
respectively. The pixel size of the panchromatic HRG can be reduced to 2.5 m by pointing both 
sensors to image the same location. SPOT 5 also carries an HRS (High Resolution Stereoscopic) 
sensor, which is capable of along-track stereo viewing. The technical details of the SPOT 
satellites and their sensors (excluding HRS, VEGETATION, and VEGETATION2) are presented 
in Table 1. 
Table 1. SPOT satellite and sensor technical data (SPOT Image 2010). 
 SPOT 1,2,3 SPOT 4 SPOT 5 
Launch date 
SPOT 1: Feb 22, 1986   
Mar 24, 1998 May 4, 2002 SPOT 2: Jan 22, 1990 
SPOT 3: Sep 26, 1993 
Status Deorbited Operational Operational 
Orbit Sun-synchronous 
Local equator crossing 
time 10:30 a.m. 
Altitude at equator 822 km 
Inclination 98.7° 
Velocity 7.4 km/s 
Orbital period 101.4 minutes 
Orbital cycle 26 days 
Total mass 1800 kg 2760 kg 3000 kg 
Dimensions 2 x 2 x 4.5 m 2x 2 x 5.6 m 3.1 x 3.1 x 5.7 m 
High-resolution 
instruments 2 HRVs 2 HRVIRs 2 HRGs 
Spectral bands, ranges, 
and (resolutions) 
P: 0.51 – 0.73 μm           
 (10 m) 
M: 0.61 – 0.68 μm           
(10 m) 
P: 0.48 – 0.71 μm              
(5 m / 2.5 m [combined]) 
B1 (green): 0.50 – 0.59 μm 
(20 m) 
B1 (green): 0.50 – 0.59 μm 
(20 m) 
B1 (green): 0.50 – 0.59 μm 
(10 m) 
B2 (red): 0.61 – 0.68 μm 
(20 m) 
B2 (red): 0.61 – 0.68 μm 
(20 m) 
B2 (red): 0.61 – 0.68 μm 
(10 m) 
B3 (NIR): 0.78 – 0.89 μm 
(20 m) 
B3 (NIR): 0.78 – 0.89 μm 
(20 m) 
B3 (NIR): 0.78 – 0.89 μm 
(10 m) 
  B4 (SWIR): 1.58 – 1.75 μm (20 m) 
B4 (SWIR): 1.58 – 1.75 μm 
(20 m) 
Image swath 60 km x 60 – 80 km 
Radiometric resolution 8 bits 
Angle of incidence ± 31.06°  
Note that SPOT 4 carries also VEGETATION sensor and SPOT 5 carries also VEGETATION2 sensor.  
M: Monochromatic mode; P: Panchromatic mode 
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2.3.5 The physical background of remote sensing 
Most RS devices record information about the target by measuring the transmission of reflected 
or radiated electromagnetic energy (Aggarwal 2004). Each target has a spectral signature, a 
characteristic way of reflecting, emitting, transmitting, and absorbing radiation in different 
wavelength areas (called bands) of the electromagnetic spectrum (EMS) (Figure 2). 
 
 
Figure 2. The electromagnetic spectrum and the photon energy of visible light after Jensen (2000: 36). The 
Sun constantly radiates throughout the whole electromagnetic spectrum. 
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After reaching the surface of the Earth, the radiation is either reflected, absorbed, or transmitted 
by the surface. These processes are interconnected: 
 
  α(λ) + ρ(λ) + T(λ) = 1       (8) 
 
where α(λ) = absorption, ρ(λ) = reflectance, and T(λ) = transmittance in wavelength λ (Tokola et 
al. 1998: 5, cit. Häme & Saukkola 1982). 
Electromagnetic radiation can be conceptualized with the wave model (Maxwell’s paper 
“Dynamical Theory of the Electromagnetic Field” from 1864) (Figure 3). In the wave model the 
radiation is perceived as an electromagnetic wave traveling through space at the speed of light 
(denoted with c = 3 x 108 m s-1). The wave consists of two fluctuating vectors, magnetic and 
electric, which are orthogonal to each other and both perpendicular to the direction of travel 
(Gettys et al. 1989: 775–784).  
 
 
Figure 3. Electric and magnetic vectors, orthogonal to one another and perpendicular to the direction of 
travel, compose an electromagnetic wave. The waves travel at the speed of light (c = 3 x 108 m s-1) from the 
radiation source. After Jensen (2000: 31). 
 
The wavelength λ and the frequency ν of an electromagnetic wave in a vacuum are related: 
 
c = λν         (9) 
 
where c = 3 x 108 m s-1. Thus, frequency decreases with increasing wavelengths (Gettys et al. 
1989: 789). Also the photon energy decreases with decreasing frequency (Figure 2). 
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Images of the earth surface can be acquired in various wavelength regions of the EMS. The 
optical region of the EMS is considered to extend from 0.4 to 1000 μm. However, the 
atmospheric transmission of the radiation is restricted to certain wavelength regions called 
atmospheric windows (see section 2.3.6). These windows restrict the applicable optical region to 
0.4 to 15 μm (Goetz et al. 1985). Since this thesis concentrates on applying optical SPOT satellite 
imagery, the focus will be hereafter in remote sensing of the optical wavelength region. Note that 
in addition to visible light, the optical region covers also near-infrared (NIR) and shortwave 
infrared (SWIR) radiation, which are invisible to human eye. 
The reflected radiation is utilized in identifying and acquiring information about the properties of 
targets (Tokola et al 1998: 1).  The amount of reflected energy depends on the structural, 
chemical, and physical properties and surface roughness of the material, as well as on the viewing 
geometry and the angle of incidence plus the intensity and the wavelength of radiant energy 
(Aggarwal 2004). Thus, in applications of the remote sensing data, the desired useful parameters 
and variables are derived from radiometry. This means that the determination of the reflected or 
emitted radiance from the object is a function of position and wavelength (Goetz et al. 1985).  
2.3.6 Interaction with the atmosphere 
The amount of the EMR measured by a detector is not solely a function of the reflectance of the 
target: the signal is perturbed by the interfering atmosphere through the processes of absorption, 
scattering, and refraction. The atmospheric effects are wavelength-dependent and either additive 
or multiplicative in their nature (Chavez 1996). 
Scattering adds brightness to SPOT visible bands and it has an additive effect on the signal (Song 
et al. 2001; Clark 2010: 44). The direction of a scattered beam is not predictable, unlike that of a 
reflected beam (Jensen 2000: 41). There are basically three types of atmospheric scattering 
affecting the signal: Rayleigh, Mie, and non-selective scattering. 
Rayleigh scattering is the main scattering type found in clear conditions, as it occurs when the 
effective diameters of the interacting matter (air molecules) are substantially smaller (<0.1 x) 
than the wavelength of the incident radiation. The intensity of Rayleigh scattering decreases 
inversely with the fourth power of the wavelength (Jensen 2000: 41; Gao et al. 2009; Clark 2010: 
44). Thus, blue wavelengths (0.4 μm) of the visible spectrum are subject to ca. 5 times heavier 
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Rayleigh scattering than red wavelengths (0.6 μm), hence the blue color of clear sky. The effect 
of Rayleigh scattering in SPOT sensor data is not as severe as in e.g. Landsat data, because the 
SPOT sensors do not detect blue wavelengths. 
Whereas Rayleigh scattering takes mostly place in the upper 4.5 km of the atmosphere, Mie 
scattering occurs in the lower 4.5 km due to the greater amount of aerosols. Particles with 
diameters approximately equal in size to the wavelength of incident radiation (0.1–10 x), such as 
smoke and dust, cause Mie scattering (Jensen 2000: 41–42). Due to temporal and spatial 
variability of aerosols, Mie scattering is more troublesome to correct in optical satellite imagery. 
The effect of Mie scattering is stronger than the effect of Rayleigh scattering, but it becomes 
more dominant only if the atmospheric conditions are hazy (Clark 2010: 44). 
Non-selective scattering occurs in the lowest parts of the atmosphere, caused by particles greater 
than 10 times the wavelength of the incident radiation, such as ice crystals and water droplets. All 
wavelengths are prone to approximately equal amount of non-selective scattering, causing the 
apparent white color of the non-selectively scattered radiation. Clouds appear white because of 
non-selective scattering. 
The atmospheric gases absorb the radiation by changes of rotational, vibrational, and electronic 
states. Gaseous atmospheric absorption occurs essentially due to oxygen (O2), ozone (O3), water 
vapor (H2O), carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O) (Vermote et al. 
1997: 11). Wavelength ranges of the spectrum affected by the absorption of a certain substance 
are called absorption bands. The cumulative absorption effect of various gases can cause a total 
atmospheric absorption in certain wavelength regions of the spectrum (Jensen 2000: 42). 
Wavelength regions in which the cumulative atmospheric absorption is low are called 
atmospheric windows. These windows are the wavelength regions suitable for remote sensing 
observations (Figure 4). 
Refraction occurs when a light beam is transmitted from one medium to another, mediums having 
different densities. The light beam bends because of the change in speed of EMR due to the 
change in the density of the medium (Gettys et al. 1989: 798–799; Jensen 2000: 39). Since the 
atmosphere is not homogeneous but has layers with varying densities, refraction occurs in the 
confluences of atmospheric layers. 
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Figure 4. Above: absorption characteristics of N2O, O2, O3, CO2, and H2O and the cumulative atmospheric 
absorption of the five gases. Below: the amount of solar radiation at the top of atmosphere and at the sea level. 
Atmospheric absorption, scattering, and reflection cause the reduction in the amount of radiation at sea level. 
After Jensen (2000: 43). 
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2.3.7 Path radiance 
In addition to the radiant energy reflected from the Earth’s surface, also other radiance reaches 
the RS detector via various paths due to atmospheric perturbation. The following description of 
these paths is given according to Jensen (2000: 48–51). The paths are illustrated in Figure 5.  
Path 1 contains the spectral solar irradiance (E0λ) from the zenith angle θo, very little affected by 
the atmosphere. The amount of the irradiance reaching the surface depends on the atmospheric 
transmittance at the zenith angle in question (Tθo). If Tθo = 1, all of the incoming irradiance 
reaches the surface. Path 1 is the ideal path of radiance remote sensing–wise: the solar irradiance 
illuminates the target, which reflects the radiance towards the sensor. 
Path 2 contains the spectral diffuse sky irradiance (Edλ), not reaching the Earth surface due to the 
atmospheric scattering. Especially blue wavelength bands are prone to path 2 radiance due to 
strong atmospheric Rayleigh scattering. 
Path 3 contains the radiance detected from the study area, but unlike in path 1, the radiant energy 
has undergone scattering, absorption, and re-emission to some extent before reaching the surface 
area of interest. Therefore, the spectral composition and polarization of the irradiance via path 3 
may differ from those of path 1 irradiance. 
Path 4 contains the reflected or scattered radiation from surface adjacent to the study area (ρλn). 
Path 5 contains radiance reflected from adjacent terrain into the atmosphere and further scattered 
back downwards and reflected again, this time from the study area. 
Due to the various paths of radiance reaching the instantaneous field of view (IFOV) of the 
sensor, the at-satellite radiance LSAT is composed of two components, Lt + Lp (radiance from the 
target of interest [paths 1, 3, 5] + path radiance [paths 2, 4]). Since Lp causes error and noise to 
the radiance measurements of the RS detector, it is not a desirable element. Therefore, effort is 
made to remove or to minimize the effects of Lp. This is done in the atmospheric correction step 
of the pre-processing of the image (see section 5.3.3). 
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Figure 5. A remote sensing system detects radiance via various paths. Some of the radiance is reflected from 
the target of interest (Lt via paths 1, 3, 5), but also path radiance Lp (paths 2, 4) is detected. After Jensen 
(2000: 59). 
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2.3.8 Remote sensing of vegetation 
Remote sensing of vegetation draws on the assumption that the characteristics of the vegetation 
affect its spectral signature i.e. how the vegetation surface interacts with incident radiation 
(Gonsamo 2009: 13). These characteristics are, inter alia, vegetation species, phenological stage, 
physical condition, water and nutrient content, aboveground biomass (agb), and leaf area index 
(LAI). 
Healthy green vegetation has a typical spectral signature characterized by a strong absorption in 
visible blue and red bands and a relatively strong reflectance in NIR band (Figure 6). The 
reflectance of green vegetation in visible wavelength range (0.4–0.7 μm) is mainly controlled by 
pigments, chlorophyll in particular. Chlorophyll absorbs radiation effectively in red and blue 
bands, causing the green color of the leaves (Gonsamo 2009: 16). The reflectance of healthy 
vegetation increases remarkably in NIR range (0.7–1.35 μm), where the amount of reflectance is 
mainly controlled by leaf structure, cell shape and size, and the amount of intercellular space 
within the leaves. In the MIR region, the reflectance is determined by water content (Gates et al. 
1965). The steep increase of reflectance in the spectral signature in the conjunction of red and 
NIR bands constitutes a distinct spectral feature called the red edge (Slaton et al. 2001).  
2.3.9 Spectral vegetation indices 
The high contrast of reflectances between different wavelength regions can be utilized in forming 
derivative spectral variables, such as spectral vegetation indices (SVIs). The SVIs are constructed 
from algebraic combinations of reflectance values in different spectral bands. The SVI values of 
pixels are assumed to be related with biophysical properties of the vegetation in the 
corresponding pixels, an assumption strongly supported by empirical experiments (Gonsamo 
2009: 30). An optimal SVI is as sensitive as possible to the desired parameters under study (e.g. 
the amount of vegetation) and as insensitive as possible to distracting factors (e.g. atmospheric 
effects) (Verstraete & Pinty 1996). A typical and probably the most widely used SVI is the 
normalized difference vegetation index (NDVI): 
 NDVI = (ρNIR – ρR) / (ρNIR + ρR)      (10) 
More SVIs applicable for SPOT imagery are presented in Table 2. 
35 
 
 
 
Figure 6. Above: typical spectra of bare soil, green vegetation, and water in visible, near-infrared, and mid-
infrared range. Water and pigment absorption affect the spectrum of vegetation. Below: factors responsible of 
vegetation spectral signature in different parts of the spectrum. Vegetation reflects radiation in visible, NIR 
and MIR bands and emits radiation in far IR band. After Tokola (1998: 8) and Gonsamo (2009: 14). 
 
 
 
Table 2. Some commonly used spectral vegetation indices (SVIs) applicable for SPOT data. 
SVI Abbreviation Formula 
 Simple ratio SR ρNIR / ρR   
Normalized difference vegetation index NDVI (ρNIR – ρR) / (ρNIR + ρR) 
 Difference vegetation index DVI ρNIR – ρR 
 Transformed normalized difference vegetation index TNDVI √[(ρNIR – ρR) / (ρNIR + ρR) + 0.5] 
 Modified simple ratio MSR (ρNIR/ρR-1)/(√(ρNIR+ρR) + 1) 
 Soil adjusted vegetation index SAVI (1+L)(ρNIR-ρR)/(ρNIR+ρR+L) 
 Modified soil adjusted vegetation index MSAVI (2ρNIR+1-√[(2ρNIR+1)2-8(ρNIR-ρR)])/2 
Square root of simple ratio SQSR √[ρNIR / ρR] 
 Moisture stress index MSI ρMIR / ρNIR 
 Perpendicular vegetation index PVI √[(0.355ρNIR-0.149ρG)2+(0.355ρG-0.852ρNIR)2] 
Infrared index II (ρNIR – ρMIR) / (ρNIR + ρMIR)   
L: correction factor for soil 
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2.3.10 Principal component analysis 
Principal component analysis (PCA) is a statistical analysis method used to transform a correlated 
set of variables into uncorrelated principal components. In multispectral remote sensing 
applications, these variables are the wavelength bands of a multispectral dataset. The axes (bands) 
of a multidimensional feature space (multispectral data) usually do not align with the dimensions 
of maximum variance between observations (pixels) within the feature space. Therefore, PCA is 
used to rotate/translate the original axes so that the original observations are transformed onto a 
new set of axes (Jensen 1996: 172–179).  
The aim is to determine eigenvectors, which are the coefficients for the linear combinations used 
to transform the original bands into principal components. Eigenvectors are calculated based on 
either covariance or correlation matrix of the original bands. The transformation should result in 
the first principal component PC1 running through the multidimensional feature space in such a 
manner that the variance of the observations along the transformed axis is maximized. That is, the 
observations should be as spread apart as possible along PC1 axis. The following PCs are 
constructed so that they are perpendicular to the previous PC(s), yet maximizing the variance of 
the observations. Therefore, the maximum number of PCs is the number of bands in the original 
dataset (Jensen 1996: 172–179). A schematic representation of principal components in a two-
dimensional feature space is presented in Figure 7. 
 
Figure 7. The original axes X1 and X2, the observation point cloud (ellipse), and the transformed axes PC1 
and PC2 in two-dimensional feature space. After Jensen (1996: 176). 
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Principal components are calculated from SPOT bands in this thesis for the purposes of empirical 
modeling. They are tested as predictor variables for agb and LAI, because as extractions of 
multispectral remote sensing data they are assumed to provide valuable information on the 
spectral characteristics of the field plots. Lu et al. (2004) found that PC1 derived from Landsat 
TM imagery was strongly correlated with forest stand parameters, such as aboveground biomass, 
in moist tropical forests of the Brazilian Amazon. Li et al. (2008) found that PCA performed well 
as a predictor variable selection method for LiDAR-based forest biomass models. Using PCA 
resulted in models that explained biomass variation equally well with stepwise regression and 
Bayesian model averaging, but with fewer variables. 
2.3.11 Regression modeling using remote sensing data 
The extrapolation of individual in situ plots to regional coverage has proven to be quite 
troublesome (Houghton 2005). An important and widely used method of relating in situ data to 
remote sensing data is empirical modeling, using regression analysis (Cohen et al. 2003).  
Usually, when utilizing optical satellite sensor data (such as Landsat ETM+, SPOT HRVIR, 
AVHRR), SVIs are used as spectral variables because of their assumed ability to capture the 
spectral contribution of vegetation and minimizing the effects of the background.  
There are various examples of research carried out in order to estimate forest biomass and leaf 
area index by relating remotely sensed spectral data to biophysical variables. However, studies on 
biomass and leaf area index in tropical Africa and biomes similar to the Taita forests are scarce 
(Asner et al. 2003; Pfeifer et al. 2012).   
LAI of the Eastern Africa has been studied, inter alia, by Pfeifer et al. (2012) and Kraus et al. 
(2009). Pfeifer et al. (2012) used SVIs derived from Landsat ETM+ and SPOT data alongside 
with mean annual precipitation acquired from WORLDCLIM data (1 km grid) in empirical 
modeling of LAI in Eastern African biomes. LAI field observations were carried out utilizing two 
optical indirect methods: hemispherical photography and the Sun Scan instrument (Delta-T 
Devices Ltd., Cambridge), which uses 64 sensors to measure photosynthetically active radiation 
(PAR) below the canopy (Webb et al. 2008).  They obtained model fits ranging from moderate 
(coefficient of determination R2 = 0.43) to good (R2 = 0.87), model performance depending on 
the use of different field datasets, SVIs, and regression types.  
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Also Kraus et al. (2009) utilized SPOT data, alongside with ASTER (Advanced Spaceborne 
Thermal Emission and Reflection Radiometer) data in empirical LAI modeling of East African 
rainforest ecosystems. They used only hemispherical photography in indirect field LAI 
estimation. Their predictive models performed well (R2 values ranged from 0.88 to 0.94) in 
tropical forests in early and intermediate stages, but there was no correlation observed in old 
growth forest sites. ASTER data performed slightly better than SPOT data in predictive LAI 
modeling. Textural variables derived from the data showed promising correlations with forest 
stage, but no correlation with LAI. 
As pointed out in the previous examples, there are various factors contributing to the modeling 
performance when it comes to empirical modeling of forests' biophysical parameters from remote 
sensing data. The complex and rugged canopy structure of mature tropical forests may inflict 
undesired canopy shadowing effects, hampering the use of SVIs as predictors (Kraus et al. 2009). 
One method of taking the structural properties of canopies into account is to include textural 
variables alongside with spectral responses in the models. Lu (2005) used linear regression 
analysis to develop agb estimation models for tropical forests in Brazilian Amazon, utilizing 
Landsat TM data. The R2 values of models using spectral responses and/or texture variables 
ranged from 0.158 (poor) to 0.780 (good). Also Colombo et al. (2003) used textural variables in 
addition to SVIs when relating high resolution IKONOS satellite data to LAI measurements of 
forest and agricultural crops. They found that SVIs performed generally poorer when retrieving 
LAI from forests than from the agricultural crops. The inclusion of textural information improved 
their models, especially for forest plots, which show great heterogeneity in high resolution 
imagery. 
Moreover, including ancillary information such as mean annual precipitation can improve model 
performance (Pfeifer et al. 2012). Ribeiro et al. (2008) found out that both LAI and agb were 
strongly affected by mean annual precipitation at landscape scale in tropical forests of Niassa 
Reserve, Northern Mozambique. They used satellite data from passive Landsat ETM+ and active 
RADARSAT sensors. Indirect field measurements of LAI were carried out using LAI-2000 plant 
canopy analyzer (LiCOR, Inc., Lincoln, Nebraska). Their predictive models performed 
moderately (R2 = 0.55 for agb, R2 = 0.45 for LAI) at best. 
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Data preprocessing can affect the modeling as well. Turner et al. (1999) retrieved temperate 
forest LAI from Landsat TM data and found that their NDVI-based LAI model obtained R2 
values ranging from 0.51 to 0.74, depending on the satellite data preprocessing procedures 
undertaken. Preprocessing the data from DN to surface reflectance strengthened the relationship 
between LAI and NDVI and reduced the noise in it. However, empirical topographic corrections, 
such as DOS, did not strengthen the LAI-SVI relationships. 
Although linear regression is commonly used in remote sensing studies, also other methods have 
been used. Kalácska et al. (2004) estimated LAI in a tropical moist forest in Costa Rica from 
Landsat ETM+ imagery. In addition to linear regression, they used Theil-Sen regression method. 
The two methods yielded similar R2 values, ranging from 0.62 to 0.92 depending on the SVI used. 
Heiskanen (2006) studied the empirical relationships between biomass, LAI, and ASTER data in 
a mountain birch forest in northern Finland, using correlation analysis and linear and nonlinear 
regression analysis. He found significant relationships and high correlations between the 
biophysical variables and ASTER data. 
Active RADAR and LiDAR data have been used in biomass estimation as well: LeToan et al. 
(1992) related synthetic aperture radar (SAR) L-band and P-band backscattering coefficients with 
different polarizations to various forest parameters, such as age, height, dbh, and biomass. The 
correlation coefficients between trunk biomass and backscattering coefficients ranged from 0.73 
to 0.86. Popescu (2007) used linear regression models to relate agb of individual pine trees to 
airborne LiDAR-derived dbh and nonlinear regression to estimate agb directly from LiDAR-
measured tree height and crown diameter. Airborne LiDAR data has proven to be useful in 
estimating forest biomass. However, the relatively high costs of conducting an airborne LiDAR 
campaign – especially when inventorying large areas – restrict the use of LiDAR especially in the 
tropics. 
2.3.12 Linear regression models 
Linear regression models are based on an assumption that the expected value E(Y) of a response 
variable Y is a linear function of predictor variables x1, x2, …, xp: 
 E(Y) = μY = β0 + β1x1+ β2x2 + βpxp       (11) 
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where β0, β1, β2, …, βp are regression coefficients (Mellin 1996: 227). Therefore, observation Yj 
can be expressed as: 
 Yj = β0 + β1xj1+ β2xj2 + βp xjp + εj,   j = 1, 2, …, n  (12) 
where εj is the error term. The estimates b0, b1, b2, …, bp for the regression coefficients β0, β1, 
β2, …, βp can be determined e.g. by using ordinary least squares method (OLS). OLS minimizes 
the summed squares of the model residuals ej. Residuals are the differences between the observed 
value of response variable Yj and the model predicted response variable value Ŷj: 
 ej = Yj - Ŷj = Yj – b0 – b1xj1 – b2xj2 – bpxjp,  j = 1, 2, …, n  (13) 
The residual ej can therefore be perceived as the observed equivalent of the error term εj, given 
that the model is constructed correctly (Mellin 1996: 233). Although linear regression methods 
have been widely used in various LAI and agb studies, there are certain evident limitations in 
linear models. First of all, the relationship between the SVIs and agb or LAI is not necessarily 
linear. The nonlinearity between NDVI and LAI has been documented e.g. in Chen & Cihlar 
(1996). Many phenomena of nature have non-linear response shapes in respect to predictive 
variables. This issue can be overcome to some extent by using logarithmic, exponential, or 
polynomial models or by e.g. conducting a square root or logarithm transformation to one or 
more variables. This may introduce bias to the models, however (Miller 1984). Furthermore, 
linear regression is restricted by the following standard assumptions (Guisan et al. 2002; Mellin 
1996: 229–230): 
1. The predictor values are fixed i.e. not random. 
2. The predictor variables are not linearly correlated. 
3. The expected value of the error term εj is zero. 
4. The variance D2(εj) = σ2 of the error term is εj constant. 
5. The error terms εj are independent i.e. uncorrelated with each other. 
6. The error term εj is normally distributed εj ~ N(0, σ2). 
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3 STUDY AREA 
3.1 Location and overview 
The Taita Hills are located in Taita-Taveta district of Coastal Province, South-Eastern Kenya (3° 
22' 53" S, 38° 22' 14" E) (Figure 8). The Taita-Taveta district is comprised of six divisions: Voi, 
Mwatate, Wundanyi, Tausa, Taveta, and Mwambirwa. The divisions are furthermore divided into 
27 locations and 77 sub-locations. The population of the district in 2007 was 283 512 residents, 
constituting a population density of 16.6 inhabitants/km2.   The population and population density 
of Wundanyi division were 62 951 and 92.3, respectively (Parkolwa 2007). The capital of the 
district is Wundanyi, a small village of ca. 4000 citizens, surrounded by the Taita Hills. 
The Taita Hills constitute the northernmost outreach of the Eastern Arc Mountains, a chain of 
Precambrian crystalline basement mountains, reaching from Udzungwa Mountains in South-
Central Tanzania to South-Eastern Kenya (Burgess et al. 2007). Located in the midst of arid and 
semi-arid Tsavo plains, the Taita Hills stand out as verdant islands partially covered by 
indigenous and exotic forests. The surrounding plains lay at 500–600 m.a.s.l., while the highest 
peak of the Taita Hills, Vuria, reaches up to 2208 m.a.s.l. (Figure 9).  
The Taita Hills consist of the main massif (Dabida) and three separate isolated hills: Mbololo 
(1779 m.a.s.l.), Mt. Kasigau (1441 m.a.s.l.) and Mt. Sagalla (1518 m.a.s.l.). The study area covers 
337 km2, consisting of the Dabida Massif and Mbololo, their immediate surroundings, and the 
valley between them, Paranga (Figure 9). 
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Figure 8. The Taita Hills region is located in Taita-Taveta district, South-Eastern Kenya (WRI 2011). 
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Figure 9. The Taita Hills rise from the surrounding Tsavo plains lying at the altitude of ca. 500 m above sea 
level. Land cover map of the area delineated with black dotted line is visualized in Figure 12 (Pellikka et al. 
2009). Digital elevation model (DEM) from Pellikka et al. 2005; major roads from WRI 2011. Note that the 
color scheme of the DEM is inverted in order to give an impression of verdant hilltops among arid plains. 
 
Ch: Chawia, Fu: Fururu, Ki: Kichuchenyi, Ma: Macha, Mb: Mbololo, Mw: Mwachora, Nd: Ndiwenyi, Ng: 
Ngangao, Ro: Ronge, Sa: Sagalla, Su: Susu, Vu: Vuria, We: Wesu, Ya: Yale 
 
3.2 Climate 
The rainfall pattern comprises two annual rainy seasons, being mainly affected by the positions of 
the Sun and the differences in air pressure between the African continent and the Indian Ocean. 
The longer rainy season takes place in March–May, when the moist southeastern trade winds 
penetrate inlands, causing orographic rains. The Intertropical Convergence Zone (ITCZ) shifts 
northwards along with the zenith position of the Sun, which produces convection precipitation. 
The shorter rains occur in November–December. Brought by the north-eastern trade winds 
crossing the Horn of Africa, the short rains are not as intense as the long rains (Seppä 1990). 
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The orographic rainfall pattern results in an umbrella effect, southeastern slopes receiving more 
precipitation than northwestern slopes. Thus, the isohyet of 900 mm of annual rain, restricting the 
occurrence of indigenous cloud forest fragments, lies at the altitude of 1400 m.a.s.l. at 
southeastern slopes and at 1700 m.a.s.l. at northwestern slopes (Pellikka et al. 2009). The average 
annual rainfall between 1986 and 2003 in Mgange (1768 m.a.s.l.) and Voi (560 m.a.s.l.) was 
1132 and 587 mm/a, respectively. Some years one or even both of the rainy seasons may not 
occur at all, or the rains might fall heavily during a short period of time. There are no dry seasons 
in the cloud forests at hill peaks, however, due to cloud precipitation occurring throughout the 
year (Pellikka et al. 2009). 
The temperatures are affected primarily by altitude. The annual mean temperature of Voi (560 m 
a.s.l.) is 24.9° centigrade, while at Wesu peak (1675 m.a.s.l.) it is only 16.4° (Figure 10) (Jaetzold 
& Schmitd 1983).  
 
 
Figure 10. Average monthly rainfall and temperatures from Voi and Wesu according to Jaetzold & Schmidt 
(1983). Lengths of recording periods for rainfall and temperature are 71 and 32 years for Voi and 36 and 15 
years for Wesu records, respectively. 
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3.3 Bedrock and soil 
Taita-Taveta district can be roughly divided into two zones based on its physiographic features. 
The upper zone consists mainly of the Taita Hills. The bedrock of the upper zone is mostly 
comprised of Precambrian metamorphic rock. Erosion of weaker rock types of fault lines and 
lineaments has led to the formation of deep, narrow steep-sided valleys. More resistant gneiss 
rocks, forming the cores of the folds, have remained relatively intact and now stand out as high 
hilltops and ridges (Masalin 2005, cit. Water conservation… 1975). The lower zone consists of 
the plains surrounding the Taita Hills and is formed mostly of erosion and sediment plains 
(Masalin 2005, cit. Taita Taveta water scheme 1976). 
The upper zone above 1500 m.a.s.l. is characterized by fertile, humus rich clay, the color of 
which ranges from dark grey to brownish red (Masalin 2005, cit. Taita Taveta water scheme 
1976). The soils covering the steep hills are prone to strong fluvial erosion, resulting in forming 
of remarkable gullies on the slopes. 
The bedrock of the lower zone is covered by sandy, brownish red soils. The thin soil layer has 
low humus content and is penetrated by several rock exposures. In the Taita Hills the fertile 
sandy clays are among rocky areas (Masalin 2005, cit. Taita Taveta water scheme 1976). 
3.4 Cultivation and agro-ecological zones 
The adequate precipitation and comfortable temperatures of Taita region make it a desirable 
habitat compared to its surroundings, which has resulted in increasing population density and 
intensified land use. The steep hills are subject to cultivation of crops such as coffee, maize, 
mangoes, tomatoes, cassava, bananas, and beans (Beentje 1988). Cabbages and fodder crops, 
such as Napier grass, are common, too. Most advanced small-scale household farms are terraced 
and drenched, but some shifting cultivation is still practiced due to abandoning eroded and 
degraded sloping fields. 
The vegetation and land use of the Taita Hills is predominantly governed by ecological zonation 
due to relief and spatial fluctuations in rainfall and temperatures (Seppä 1990; Pellikka 2004).  
One way of structuring spatial variations in the agricultural potential of land is to dissect the area 
into generalized agro-ecological zones (AEZ), based on estimated climatic yield potential and  
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the length of growing period (60 % probability) (Jaetzold & Schmidt 1983: 9–12). The agro-
ecological zones met in the Taita Hills are listed in Table 3 and mapped in Figure 11. 
 
Table 3. The agro-ecological zones (AEZ) met in the Taita Hills according to Jaetzold & Schmidt (1983: 248–
257). 
Agro-ecological zone Altitude m Annual mean temperature °c 
Annual average 
rainfall mm Cultivated species e.g. 
LH2 Wheat/maize-pyrethrum zone 1680 - 2208 < 18.2 > 1200 
Barley, peas, potatoes, 
cabbages, cauliflower, 
lettuces 
UM3 Marginal coffee zone 1370 - 1680 20.1 - 18.2 900 - 1200 
Pineapples, macadamia 
nuts, sorghum, onions, 
cabbages 
UM4 Sunflower-maize zone 1220 -1520 20.9 -18.8 700 - 900 Millet, maize, cowpeas, tomatoes, onions 
LM4 Marginal cotton zone 910 - 1220 22.9 - 20.9 600 - 800 Maize, soya beans, millet, pumpkins, chick peas 
LM5 Lower midland livestock-millet zone 790 - 980 23.5 - 22.4 480 - 700 Millet, sisal, jojoba 
LM6 Lower midland ranching zone < 610 > 23.5  < 500 No rainfed agriculture 
L5 Lowland livestock-millet zone 610 - 790 24.6 - 23.5 480 - 680 Millet, sisal, castor 
L6 Lowland ranching zone < 610 > 23.5 < 500 No rainfed agriculture 
 
 
Figure 11. The agro-ecological zones (AEZ) of the Taita Hills according to Jaetzold & Schmidt (1983: 252). 
The properties of each AEZ are described in Table 3. 
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3.5 Agroforestry areas 
Agroforestry means cultivation of plants with woody stems among other cultivated plants, 
cultivating either simultaneously or by turns (Luukkanen et al. 1988). The trees planted in the 
fields bind the soil, prevent erosion, and give shade to the crops cultivated underneath. In 
addition, selling trees for timber provides a way of earning some extra funds. The introduction of 
Grevillea robusta by Danish development workers has proven to be a success. Occurrences of 
fast- and straight-growing grevillea among farms are very common nowadays. Other trees among 
crops are fruit trees, such as Musa spp. (banana), Macadamia integrifolia (macadamia), 
Mangifera indica (mango) and Persea americana (avocado). Also Eucalyptus spp. are found on 
agroforestry lands, e.g. cultivated together with Napier grass (Pennisetum purpureum), which is 
used as fodder for domestic animals. 
The vegetation structure of the agroforestry areas of the Taita Hills varies considerably between 
sites. The densest agroforestry sites (tree stem density > 800 stems ha-1) would easily classify as 
e.g. grevillea plantations if it was not for their intensively cultivated undergrowth of crops, such 
as Capsicum sp. and Napier grass. Sites cultivated with e.g. maize (Zea mays) may have rather 
low stem densities (75–125 stems ha-1), trees being planted sparsely in rows on field borders. 
3.6 Indigenous forests 
The indigenous forest patches of the Taita Hills have been described as remnants of the original 
Afromontane forest (Aerts et al. 2010). In Kenya Forestry Master Plan (KFMP 1994: 42) the 
Taita Hills forests are classified as a part of Kenya’s dry indigenous forests. Food and Agriculture 
Organization of the United Nations (FAO) defines indigenous forests in its country report on 
Kenya as follows:  
“A group of trees whose crowns are largely contiguous and include the ecosystem that 
makes it up and a tree canopy cover of over 10 % and the canopy is essentially of 
indigenous tree species growing under natural conditions and excludes planted 
indigenous plantation forests.” (FRA 2010a: 7).  
Niemelä’s (1988) definitions of both moist and dry lower montane forests match the observed 
characteristics of the indigenous forests of the Taita Hills: the moist forests occur in southeastern 
slopes receiving 1700–2400 mm of annual precipitation, species such as Lobelia gibberoa, 
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Dracaena steudneri, and Cyathea manniana being characteristic to them. The dry lower montane 
forests occur in northern and western slopes, receiving 800–1400 mm of precipitation a year. 
The indigenous forests of the Taita Hills also fulfill the definition of tropical montane cloud 
forest (TMCF). TMCFs typically occur in foggy, wet, and often windy environments at altitudes 
between 800 and 3500 m.a.s.l. (Bruijnzeel et al. 2011). TMCFs are subject to frequent or 
persistent fog and are able to intercept moisture from the clouds, a process commonly referred to 
as horizontal precipitation. This additional moisture input is vital for the water balance of a 
TMCF: Jarvis & Mulligan (2011) found that TMCFs are wetter, cooler and less seasonally 
variable than other montane forests. The presence of TMCFs is assumed to increase streamflow 
volumes due to the additional water input and reduced evaporation rates (Bruijnzeel et al. 2011). 
3.6.1 Areal extent of the indigenous forests 
The indigenous forests of the Taita Hills are nowadays restricted to four isolated remnants and 
nine smaller patches, but there may once have been hundreds of square kilometers of continuous 
cloud forest covering the Taita Hills (Pellikka et al. 2009). The forests are located on the main 
massif, Dabida Hill, and on three isolated hills: Mbololo, Mount Sagalla, and Mount Kasigau 
(Aerts et al. 2010) (Figures 9 & 12).  
The estimates of the area of the remaining indigenous forest vary depending on the methods and 
definitions used. Estimates of patch areas are presented in Table 4. According to Pellikka et al. 
(2009), between 1955 and 2004, the total forest area of the Taita Hills has decreased by only 2 %, 
but the total area of indigenous forest has diminished by as much as 50 % (total area 256.2 ha in 
2004). This is a result of conversion of indigenous forests into exotic forest plantations and 
agricultural land. Proportions of each land cover class are presented in Table 5. 
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Figure 12. Land cover classification according to Pellikka et al. (2009). The classified area covers ca. 143 km2. 
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Table 4. The most remarkable patches of indigenous forest remaining in the Taita Hills. 
Patch Area (ha) Disturbance Source of area Source of disturbance 
Mbololo 195  / (185) Low Pellikka et al. 2009* / (Omoro et al. 2010) Wilder et al. 1998 
Ngangao 124.8 Medium Pellikka et al. 2009 Wilder et al. 1998 
Kasigau >100 Low Bytebier 2001 Bytebier 2001 
Chawia 90.5 High Pellikka et al. 2009 Wilder et al. 1998 
Yale 17.8 Medium Pellikka et al. 2009 Bytebier 2001 
Macha 5.4 Medium Pellikka et al. 2009 Bytebier 2001 
Fururu 12 / (5) Medium Pellikka et al. 2009* / (Wilder et al. 1998) Bytebier 2001 
Mwachora 4.5 Medium Pellikka et al. 2009 Bytebier 2001 
Sagalla 4 Medium Wilder et al. 1998 Bytebier 2001 
Ronge 176 / (1) Medium Pellikka et al. 2009* / (Wilder et al. 1998) Bytebier 2001 
Vuria 64 / (1) High Pellikka et al. 2009* / (Wilder et al. 1998) Bytebier 2001 
Ndiwenyi 3.2  / (<1) High Pellikka et al. 2009* / (Aerts et al. 2010) Bytebier 2001 
Kichuchenyi 1.2  / (<1) Medium Pellikka et al. 2009* / (Aerts et al. 2010) Bytebier 2001 
* Calculated from the land cover map by Pellikka et al. 2009 
  
Table 5. Proportions of land cover classes in Taita Hills according to Pellikka et al. (2009). The land cover 
map is visualized in Figure 12. Relatively low mean sizes of land cover polygons in the model indicate a high 
level of fragmentation of the landscape. 
Land cover type Area (ha) Area % Mean size of a polygon (ha) 
Agroforestry 1861.9 12.98 0.63 
Barren soil 91.9 0.64 0.16 
Built-up 430.7 3.00 0.05 
Bushland 2191.9 15.28 0.86 
Cypress 25.2 0.18 0.34 
Eucalyptus 930.4 6.49 1.47 
Field 5920.9 41.27 2.25 
Grevillea 46.9 0.33 0.42 
Indigenous 726.4 5.06 4.27 
Pine 309.1 2.15 6.87 
Road 214.3 1.49 0.11 
Rock 177.1 1.23 0.37 
Swamp 6.2 0.04 0.39 
Water 3.5 0.02 0.44 
Woodland 1408.8 9.82 1.03 
Total area 14345.2 100.00 
 Total exotic forests 1311.6 9.14 
 Total forests 2038.0 14.21 
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3.6.2 Indigenous forest flora 
The most important woody indicator species of the indigenous moist montane forests of Taita 
Hills are Tiliacora funifera, Chassalia parviflora, Ochna holstii, Craibia zimmermannii, 
Landolphia buchananii, Cola greenwayi, Newtonia buchananii, Tabernaemontana stapfiana, 
Strombosia scheffleri, Nuxia floribunda, Rauvolfia mannii, Syzygium sclerophyllum, Macaranga 
conglomerate, and Keetia guinenzii. The list above comprises species of trees, shrubs, and lianas 
and is based on the results of Aerts et al. (2010). Other common indigenous species are Albizia 
gummifera, Phoenix reclinata, Xymalos monospora, Syzygium guineense, Maesa lanceolata, 
Lepidotrichlia volkensii, Aphloia theiformis, Syzygium guineense, and Cyathea manniana. 
Although there are differences in plant communities between patches of indigenous forests, at 
landscape level the isolated fragments constitute one plant community, which Aerts et al. (2010) 
identifies as (secondary) moist montane to intermediate montane forest. This forest type is 
usually characterized by occurrences of Ocotea usambarensis and Podocarpus latifolius, but the 
Taita forests have been subject to selective logging and therefore large diameter individuals of 
those species are missing (Aerts et al. 2010). 
The Taita Hills forests are known to have similar flora to other Eastern Arc Mountains. The 
vegetation of the forests can be classified either as upland moist forest or upland mist forest 
(Beentje 1988). The Eastern Arc forests as a whole have strong affinities to the Guineo-
Congolian forests of western and central Africa (Rogo & Oguge 2000, cit. Lovett 1993).   
3.6.3 Ecosystem services of the indigenous forests 
The Taita indigenous forests – and Eastern Arc montane forests in general – are known to have 
high levels of endemism and biodiversity, and they are recognized as one of the world’s top 25 
biodiversity hotspots (Rogo & Oguge 2000). At least 13 species of plants, 3 birds, 1 snake, 3 
frogs, 1 monkey, and 3 butterflies are known to be endemic to the Taita Hills (Table 6) (Rogo & 
Oguge 2000). Due to their high biodiversity and species richness, the forests serve as valuable 
gene banks. Furthermore, indigenous forests serve as natural habitats for pollinating insects and 
birds dispersing plant seeds. Indigenous forests thus assist in securing the existence and 
productivity of other vegetation, such as fruit trees, too. 
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The fragmentation and degradation of the forest patches has led to bird populations being 
exposed to increased levels of environmental stress (Bytebier 2001).  The connectivity of the 
forest patches could be increased by planting forest corridors of indigenous flora species between 
the remaining fragments (Adriaensen et al. 2006).  Suitable locations for forest corridors 
interconnecting indigenous patches of the study area have been studied using GIS least-cost 
modeling methods (e.g. Adriaensen et al. 2006; Githiru et al. 2011). Besides increasing the 
connectivity of the forest patches, planting forest corridors would also increase the areal extent of 
the indigenous forests. Thus, it would be both directly and indirectly beneficial in preserving the 
biodiversity and ecosystem services of the indigenous forests. 
 
Table 6. Plant species endemic to the Taita Hills forests, their occurrence in distinct patches and their status of 
vulnerability according to Beentje (1988: 32–33). 
 
Mbololo Ngangao Chawia Vuria Ronge Yale Sagalla Status 
Chassalia discolor ssp. teitensis x x x         rare 
Coffea fadenii x x 
     
rare 
Dorstenia. sp. nov. x 
      
vulnerable 
Impatiens engleri ssp. teitensis x x 
     
rare 
Impatiens teitensis ssp. teitensis x x 
 
x 
   
rare 
Memecylon teitense x x 
     
vulnerable 
Millettia oblata ssp. teitensis x x 
  
x x 
 
rare 
Psychotria crassipetala x x x 
    
rare 
Psychotria petitii x x 
 
x 
  
x rare 
Psychotria sp. B 
 
x 
     
feared extinct 
Saintpaulia teitensis x 
      
vulnerable 
Ypsilopus sp. nov. x 
      
vulnerable 
Zimmermania ovata 
 
x 
     
vulnerable 
 
Another very important ecosystem service provided by the indigenous forests is water provision. 
The vegetation of the indigenous forests intercepts moisture, reduces surface flow of water and 
raises ground water levels (Pellikka 2004). The exuberant vegetation intercepts fog through the 
process of horizontal precipitation, adding a significant input to the water balance of the study 
area. Surface vegetation also binds the soil and thus reduces erosion and shallow landslides on 
the steep hills prone to land degradation. Thus, the forests are vital for supporting and sustaining 
the agricultural activities of the local community.  
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The indigenous forests have a vast biomass and a great carbon sequestration capacity. The forests 
also cleanse the air by intercepting particular matter and through the process of photosynthesis by 
producing oxygen and sequestering carbon dioxide. In addition, some forests of the Taita Hills 
are also regarded as sacred forests, fighs, by the local people. 
3.6.4 Disturbance of the indigenous forests 
The remaining Taita forest patches have undergone different levels of human-induced 
disturbance, such as logging, grazing, and fire. Disturbances affect and alter the original species 
composition of the forests. Especially selective logging alters the vegetation composition and 
structure, as some species are more desirable for logging than others. The anthropogenic 
disturbance in Sagalla and Ronge has led to low species richness (Wilder et al. 1998). On the 
other hand, disturbance may even increase species diversity. Such is the case of temporarily 
increased amounts of nutrients and light through canopy gaps due to fires (Hobbs & Huenneke 
1992).  
The level of disturbance is the highest in Chawia, Vuria and Ndiwenyi (Bytebier 2001; Omoro et 
al. 2010). Medium disturbance has occurred in Ngangao, Fururu, Macha, Mwachora, 
Kichuchenyi, and Yale. Although slightly disturbed, Ngangao has a healthy, diverse species 
composition (Wilder et al. 1998). The isolated forests of Mbololo and Kasigau have remained the 
least disturbed (Bytebier 2001; Omoro et al. 2010). 
Occurrences of secondary successional species, such as Maesa lanceolata, Phoenix reclinata, and 
Tabernaemontana stapfiana, are associated with disturbance (Chege & Bytebier 2005). Indicator 
species associated with low levels of disturbance, in turn, are Xymalos monospora, Rapanea 
melanophelos, and Syzygium guineense (Omoro et al. 2010). The selective logging of easily-
transported trees has resulted in low number of small diameter class trees in Chawia, affecting the 
structure of the forest and preventing regeneration (Wilder et al. 1998).   
3.6.5 Structural properties of the vegetation of the indigenous forests 
According to Niemelä (1988), in moist lower montane forests lianas, epiphytes, and Ficus species 
are plenty. Lianas comprise a considerable proportion of the biomass of the canopy and buttresses 
are common in large trees. The level of epiphyte occurrence is known to increase with increased 
and more continuous precipitation (Kuuluvainen 1988). The high-level canopy trees found in 
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lowland rainforests are not present: the highest trees reach 35–40 m in height. Canopies usually 
are in two or three strata, but in Ngangao and Mbololo also four strata can be found (Wilder et al. 
1998), probably due to lower rates of disturbance. 
As indicated in Table 7, the stem densities of indigenous forest patches can vary from 300 to 
1000 trees per hectare. Stem densities and basal areas are strongly affected by human activity.  
Being the least disturbed forest, Mbololo has the highest mean basal area (77 m² ha-1).  According 
to Wilder et al. (1998), the small patches are missing their large diameter trees, while Chawia is 
losing its small trees subjective to selective logging.  
Table 7. Some structural characteristics of the indigenous forest patches of the Taita Hills according to Wilder 
et al. (1998) and Chege & Bytebier (2005). Note that the data on Yale, Macha, Ndiwenyi, and Kichuchenyi is 
based on only one plot on each patch. Values in parenthesis are standard deviations. The results between the 
two sources should be comparable, as Chege & Bytebier (2005) claim to have followed the methods used by 
Wilder et al. (1998). 
  Sagalla Ronge Mbololo Ngangao Chawia Yale Macha Ndiwenyi Kichuchenyi 
Mean basal 
area (m² ha-1) 
33 25 77 58 61 65 25 76 48 
Stem density 
(trees ha-1) 
386(116) 301(116) 578(148) 380(134) 297(95) 1000 825 325 875 
Mean height 
canopy trees 
(m)      
12 11 19 16 
Mean canopy 
cover (%) 
57(32) 60(31) 72(34) 60(32) 51(34)     
Number of 
tree species 
15 22 36 32 17     
Plots sampled 
40 40 40 40 40 1 1 1 1 
Source Wilder et al. 1998 Chege & Bytebier 2005 
 
3.7 Exotic forests 
Plantation of exotic trees in the Taita Hills is a quite recent phenomenon, the establishment of 
first plantation forests of Pinus elliottii in Sagalla dating to 1955 (Beentje 1988). Other exotic 
species planted are cypress (Cupressus lusitanica), eucalyptus (Eucalyptus saligna), pines (Pinus 
caribea, P. patula), Maesopsis eminii and grevillea (Grevillea robusta). Eucalyptus, pine and 
cypress were planted for wood production in extensive plantations, while grevillea was planted 
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mainly among farms. There are also plantations of black wattle (Acacia mearnsii), originally 
established for tannin production (Pellikka et al. 2009). 
The conversion of indigenous forests into exotic forests has occurred in several ways. Some 
plantations were established in areas where the indigenous forest had disappeared naturally (e.g. 
due to forest fires), but in some cases the Forest Department has conducted clearings of the 
indigenous forests to make way for exotic plantations (Beentje 1988). Some plantations have 
been established in areas found unsuitable for cultivation (Pellikka 1990), which explains the 
terraces found in some sloping plantations, e.g. in the eastern slope of Ngangao. There have also 
occurred underplantings of exotic species among indigenous forests (Beentje 1988). 
3.7.1 The structure and composition of the exotic forests 
The vegetation composition and structure of the exotic forests of the study area have not been 
researched and documented as thoroughly as those of the indigenous forests. Usually the 
plantations mainly consist of one exotic species, but regeneration and underplanting of the 
indigenous species have also occurred. 
Omoro et al. (2010) have documented tree stem densities of both exotic and indigenous species in 
exotic forests of Ngangao, Chawia, and Mbololo. The stem densities for eucalyptus and pine 
forests were higher in Ngangao (2000 and 843 plants ha-1, respectively) and Mbololo (1103, 485) 
than in Chawia (706, 235). However, there were more indigenous species observed in the exotic 
forests of Chawia than in Ngangao or Mbololo. This may be a result of local geochemical 
characteristics and the lack of light due to forest denseness in Ngangao and Mbololo (Omoro et al. 
2010).  
In some exotic stands in Chawia, the regeneration of indigenous species is higher than that of the 
exotic species. The lower diversity in the exotic forests of Mbololo results from less severe 
disturbance and fragmentation. High stem densities of Acacia mearnsii are common in cypress 
and eucalyptus forests of Ngangao (1304 and 1529 acacia plants ha-1, respectively) and in 
eucalyptus forests of Mbololo (304 acacia plants ha-1) (Omoro et al. 2010). 
The high canopy trees of the exotic forests usually reach higher than those of the indigenous 
forests in the Taita Hills. Especially eucalyptus can grow up to 40 m of height. The canopy 
structure of the exotic forests usually is homogeneous, containing only one or two strata, because 
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the trees are planted simultaneously and they have similar growth rates. Thus, it is relatively easy 
to distinguish indigenous from exotic forests from a distance with a naked eye.  
In general, the species diversity of the Taita Hills is higher in indigenous forests than in exotic 
forests, but in Chawia the situation is the opposite, which may result from the fact that the exotic 
plantations in Chawia have been founded on areas once covered by indigenous forest and 
currently integrated with indigenous forest (Omoro et al. 2010). Thus, disturbances have probably 
stimulated the regeneration of secondary indigenous species, such as Tabernamontana stapfiana, 
Maesa lanceolata, and Phoenix reclinata (Bytebier 2001).  
3.8 Woodlands 
The concept of woodland is somewhat ambiguous. Areas classified as woodland in Pellikka et al. 
(2009) cover areas ranging from dry, scarce Commiphora vegetation to stands of denser canopy 
cover of mixed species. There are also areas of quite dense Acacia spp. and Euphorbia spp. cover, 
trees reaching barely the height of 5 m and characterized with a rather dense shrub cover. The 
definition of wooded land used in Forest Resources Assessment 2010 Country report (FRA 2010: 
7) reads as follows:  
“Land not classified as ‘Forest’, spanning more than 0.5 hectares; with trees higher than 
5 meters and a canopy cover of 5-10 percent, or trees able to reach these thresholds in 
situ; or with a combined cover of shrubs, bushes and trees above 10 percent. It does not 
include land that is predominantly under agricultural or urban land use.”  
The woodlands thus cover a rather wide continuum between open savannah vegetation and 
forests. According to Pellikka et al. (2009) woodlands occur below the 900 mm isohyet. 
According to KFMP (1994) woodlands, bushlands, and wooded grasslands occur mainly in the 
arid and semi-arid areas, but are present in some vegetatively potential lands, too. Characteristic 
to these areas are low Acacia spp., Commiphora spp., and Euphorbia spp. trees reaching only 5 to 
10 m in height, usually dense and thorny shrub layer, and a relatively low species richness.  
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4 MATERIAL 
4.1 Field data 
A total of 169 plots of 0.04 ha (20 m x 20 m) were surveyed by Thijs (2011) (Table 8). 85 of 
these plots were indigenous and completely surveyed by Thijs. The 84 exotic plots were also 
surveyed by Thijs, excluding hemispherical photography. The 9 agroforestry and 9 woodland 
plots were newly established and completely self-surveyed for this thesis. 
Table 8. Summary of the surveyed field plots. 
Plot type n HP taken by Trees surveyed by LAI calculated by agb estimated by 
Agroforestry 9 Itkonen Itkonen Itkonen Itkonen 
Exotic     (83)84* Itkonen Thijs Itkonen Itkonen 
Indigenous (80)85** Thijs Thijs Thijs Itkonen 
Woodland 9 Itkonen Itkonen Itkonen Itkonen 
Total (181)187 
    HP: Hemispherical photographs, LAI: leaf area index, agb: above-ground biomass 
* One exotic plot out of 84 could not be located and was therefore excluded 
** Two indigenous plots out of 85 are located outside the SPOT imagery used in this study and were 
therefore excluded. In addition, three indigenous plots were not consistent with the data and were therefore 
excluded. 
 
 
Thijs’ (2011) data includes tree species and tree dbh for each trunk in the plot, LAI (for 
indigenous plots), mean tree height measured from 3 trees, in addition to a host of additional 
biotic and abiotic variables measured (e.g. species and count of shrubs and seedlings, estimated 
canopy, shrub, litter and herb cover, grazing intensity, microrelief). From these variables, tree 
parameters (species, dbh) and LAI were used in this study. Plot coordinates measured in the field 
by Thijs (2011) were verified with a GPS receiver.  
The self-collected dataset includes hemispherical photography of the exotic, woodland and 
agroforestry plots. Also tree parameters (species, dbh, height) and species and count of shrubs, 
seedlings and crops were recorded from the agroforestry and woodland plots. 
Two out of 85 indigenous plots were not included in the study for they are located outside the 
SPOT imagery used. In addition, three indigenous plots were not consistent with the rest of the 
data and were therefore excluded. One out of 84 exotic plots could not be located and was 
therefore not included in the study. The plot locations are presented in Figure 13. 
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Figure 13. The locations of the field plots (n = 181). 
4.1.1 Plot setting 
New plots in agroforestry and woodland areas were established following the plot design of Thijs 
(2011). The plot positioning was determined subjectively based on two criteria: accessibility and 
representativeness. The evaluation of suitable plot locations was based on aerial images, digital 
land cover classification, maps, and expertise of the locals. 
The plot center locations were measured with a Garmin GPSMAP 62 GPS receiver. The plots 
were orientated to align with the dominant aspect of the slope, lower left corner being the origin 
point of a rectangular plot (Figure 14). The length of the sides orthogonal to the dominant aspect 
of the slope were 20 m, while the length of the sides parallel to the aspect were fitted according to 
the slope in order to constitute plots having an extent of 20 m x 20 m when viewed directly from 
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above. The slope of the plot was measured with an inclinometer parallel to the aspect of the plot, 
from the approximated upper-left corner towards the plot origin point (lower left corner). After 
measuring the slope, the slope-corrected length of the sides parallel to the slope was calculated as: 
lc = 20/cos(arctan(u/100))       (14) 
where lc is the slope-corrected side length and u is the inclinometer-measured slope in percentage.  
4.1.2 Tree measurements 
All trees on the plot were identified and their dbh and height (h) were measured. Height was 
measured using a Suunto PM-5 inclinometer. In order to measure the h of a tree with an 
inclinometer the observer must stand 15 m away from the tree. Thus, in the densest plots some of 
the trees were not possible to measure and their height had to be estimated. Following the 
protocol by Thijs (2011), all vegetation with woody stems having a minimum height of 5 m was 
classified as trees. Trees estimated having at least 50 % of their canopy on the plot were included. 
Vegetation having h = 1–5 m was classified as shrubs, while vegetation having h < 1 m 
(excluding climbers and weeds) was classified as seedlings. For practical reasons, in densely 
vegetated plots, shrubs and agricultural crops were counted and identified in a 10 m x 10 m 
subplot and seedlings were counted and identified in a 5 m x 5 m subplot within the plot. If the 
subplots were thought to be unrepresentative of the plot and/or if the shrubs, crops, or seedlings 
were relatively few in number, all of them were counted. The data on shrubs, crops, and seedlings 
was collected for possible future use and was not utilized in this study. 
4.1.3 Hemispherical photography 
The camera used was NIKON D5000 with a Sigma 4.5 mm 1:2.8 DC HSM circular fisheye lens 
(lens no. 1002611). Sets of three hemispherical photographs (HP) were taken at five locations in 
each plot: one set at the plot center and one set at each corner of the plot. All HP were taken with 
an aperture of f/5.0, using autofocus. The first photograph of each set of three was taken with a 
shutter speed automatically optimized by the camera for the fixed aperture, based on the 
illumination conditions (e.g. 1/500 s). The second photograph of each set was then taken with a 
shutter speed twice as fast as the original (e.g. 1/1000 s), and the third photograph was taken with 
a shutter speed four times as fast as the original shutter speed (e.g. 1/2000 s). This intentional 
reduction of total exposure was done in order to ensure at least one good photograph for each 
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location. On a clear and sunny day, canopy gaps in HP tend to appear greater than they are in 
reality due to the Sun’s very strong exposure on thin leaves, especially when photographed from 
below towards the Sun. Reducing the exposure was considered to mitigate this effect.  
The photographs were taken at 1.3 meters above the ground. The camera was leveled horizontally 
with a circular spirit level and orientated northwards with a compass. The slope and aspect for 
each five HP locations were measured with an inclinometer and a compass. In addition to the 
newly established agroforestry and woodland plots, hemispherical photographs were taken also in 
83 exotic plots of Thijs (2011). 
 
Figure 14. The plot design and the slope-correction method for the length of the y axis.  Woody vegetation 
reaching at least the height of 5 m was classified as trees. A tree is in the plot, if at least half of its canopy 
crown is on the plot when viewed from above. 
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4.2 Remote sensing data 
SPOT 4 HRVIR 1 imagery from 2008 was used for modeling (Table 9). The SPOT 4 HRVIR 1 
data has a 20-meter spatial resolution and an 8-bit radiometric resolution. The image was 
orthorectified, calibrated, and processed to surface reflectance taking atmospheric and 
topographic effects into account. The orthorectification was carried out using a digital elevation 
model and a SPOT 5 reference image from 2007 (Table 9). The preprocessing chain of the SPOT 
data is described in section 5.3. The processed subset of the SPOT image is presented in Figure 
15. There is a significant temporal difference between the field work (January–March 2011) and 
the remote sensing data (September 2008), because more recent imagery could not be obtained 
for the study. However, both data are from dry seasons and the conditions were relatively similar 
during those dates, as further discussed in section 7.7. 
 
Table 9. Details of the SPOT imagery used in the study. 
Image date Local time a Satellite sensor Path/Row Scene center θv φv b θz φz 
6.9.2008 10:58:51 SPOT 4 HRVIR 1 143/357 S 003° 30' 19" L 22.3 278.6 23.5 65.0 
    
E 038° 30' 59" 
    4.3.2007 10:49:00 c SPOT 5 HRG 2 143/357 S 003° 27' 57'' R 3.1 102.6 27.5 98.2 
    
E 038° 20' 54" 
    θv: sensor view incidence angle, φv: sensor azimuth angle, θz: solar zenith angle, φz: solar azimuth angle 
a Taita Hills local time is UTC +3 (daylight saving time is not used in Kenya) 
   b Sensor azimuth angle is calculated as orientation angle + 270° (left off-nadir view) or orientation angle + 90° 
(right off-nadir view) 
c Image acquisition time estimated by calculating from scene center position and solar angles with SunAngle 
software (Gronbeck 2009). 
 
4.3 GIS data 
4.3.1 Digital elevation model (DEM) data 
A 20-meter planimetric resolution raster DEM was acquired from Pellikka et al. (2005). The 
DEM had been interpolated from 50-feet interval contours of scanned 1:50 000 scale topographic 
maps. More detailed information on the DEM can be found in Pellikka et al. (2005).  
4.3.2 Digital land cover classification 
A digital land cover classification map covering most of the study area was provided by Pellikka 
et al. (2009). The classification structure follows LCCS (Land Cover Classification System), a 
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standardized land cover classification system by FAO (Di Gregorio 2005). The land cover map 
was produced by identifying and digitizing land cover patches based on color and texture from 
aerial images acquired in January 2004 (Pellikka et al. 2009). 
 
Figure 15. The processed subset of the SPOT 4 HRVIR 1 image from September the 6th 2008. The study area 
is delineated in the subset. 
 
4.4 MODIS LAI data 
The MODIS global LAI and Fraction of Photosynthetically Active Radiation (FPAR) product 
MCD15A2 from ten different dates was downloaded from NASA’s LP DAAC (Land Processes 
Distributed Active Archive Center, https://lpdaac.usgs.gov/) data pool. The product is an 8-day 
composite of LAI and FPAR at 1 km resolution. The data was used for assessing the similarity of 
phenological conditions between the field work and SPOT imagery acquisition dates by 
estimating the seasonal variation of MODIS LAI values between September 2007 and February 
2012. 
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5 METHODS 
5.1 Agb estimate calculation 
Aboveground biomass of the plots was estimated by utilizing allometric biomass equations to all 
trees in the plot. Shrubs, seedlings, and crops were excluded from the biomass estimates. Species-
specific allometric models were used for three common exotic species: Acacia mearnsii (Dudley 
& Fownes 1991), Grevillea robusta (Maliondo et al. 2001), and Eucalyptus saligna (Specht & 
West 2003). A. mearnsii equation was also used for other Acacia species. An allometric equation 
for pine trees by Brown (1997) was used for all Pinus species. An allometric biomass equation 
for palms by Brown (1997) was used for indigenous Phoenix reclinata palms. As palm biomass 
equations usually do, the equation requires the height of the palm instead of dbh. The height of 
each Phoenix reclinata individual was estimated as 12.5 m, as no tree-level height data was 
available for the indigenous plots. This approach was considered more accurate than applying 
allometric equations designed for tropical trees having high densities. 
For other species, pan-tropical allometric equations were used. The choice of the allometric 
model depended on the plot type: tropical wet forest equations were used for indigenous and 
exotic forest plots, tropical wet and moist forest equations were used for agroforestry plots and 
tropical dry forest equations were used for woodland plots. The data on exotic and indigenous 
forest plots by Thijs (2011) does not include tree height h for each tree, so allometric equations 
including h could be used only in woodland and agroforestry plots. 
The choice of pan-tropical allometric equation depended also on the tree species: Chave et al. 
(2005) argued that including wood specific gravity (i.e. wood density, denoted as d in this study) 
in allometric biomass equations improves the estimate accuracy. Therefore, equations including d 
were used whenever possible i.e. when the value of d for the species in question could be found 
from Dryad (Zanne et al. 2009) or WDD (World Agroforestry Centre 2003) databases. Primarily, 
d values from Dryad were used. If there were more than one d value for a given species in Dryad, 
an arithmetic mean was calculated and used. If there were no d value found in Dryad, WDD 
species mean d values were used. If there were no data available on medium d value in WDD, an 
arithmetic mean of low and high d values was calculated and used. The wood specific gravity 
could be found for 107 out of 136 species (79 %).  
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The data consisted of a total of 8677 trees. Since the plot size is relatively small for agb 
estimation, large trees coinciding on the plots have a significant effect on the agb estimations. 
Furthermore, the allometric equations are usually exponential or power equations and reliable 
only when applied to the dbh range of their calibration data (Figure 16). However, the allometric 
equations are commonly drawn from limited samples which may not contain large trees at all. 
Therefore, there is not necessarily an absolutely correct option available. In order to avoid too 
bold extrapolation of the allometric equations, six trees having a dbh greater than 150 cm were 
treated as if their dbh were 150 cm. The decision tree for choosing the allometric equation for 
each plot type and species is illustrated in Figure 17. The allometric equations used are listed in 
Table 10. 
 
Figure 16. Simulated tree agb values using different allometric equations and parameterizations. The 
formulae of the equations are listed in Table 10. 
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Figure 17. The decision tree for choosing the allometric equation in ground based agb estimation. The chosen 
equation depends on tree species, plot type and available data (tree height, species-specific wood gravity). The 
equations are listed in Table 10. 
 
Table 10. The allometric equations used in ground based agb estimation. 
Equation 
Forest 
type AGB = R2 Source Notes Dbh range 
B1 wet 21.297-6.953(dbh)+0.740(dbh)^2 0.92 Brown 1997 b) 4–112 
B2 dry 10^(-0.535+log10(π*(dbh/2)^2)) 0.94 Brown 1997 a) b) 3–30 
Bpine  exp(-1.170+2.119*ln(dbh)) 0.98 Brown 1997  2–52 
Bpalm   4.5 + 7.7 * h, h = 12.5   Brown 1997 c)   
C1 wet d*exp(-1.239+1.980*ln(dbh) +0.207*(ln(dbh))^2-0.0281*(ln(dbh))^3)  Chave et al. 2005 b) 5–133 
C2 moist exp(-2.977+ln(d*(dbh)^2*h))   Chave et al. 2005   5–156 
C3 dry exp(-2.187+0.916*ln(d*(dbh^2)*h))  Chave et al. 2005  5–63 
DF   0.0639*(dbh)^2.729 0.97 Dudley & Fownes 1991 b) 1.5–8.6 
M  0.2953*(dbh)^2.0677 0.99 Maliondo et al. 2001   
SW   1.003*(0.167*(dbh)^2.21)   Specht & West 2003 b) 6–18 
a) Derived from the equation AGB = 10^(-0.535+log10(BA)) 
b) Equation used outside its recommended dbh range 
    c) No tree height measurements available for indigenous plots, Phoenix h estimated as 12.5 m 
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5.2 Digital hemispherical photography processing 
The LAI values for agroforestry, woodland, and exotic plots were calculated using Hemisfer 
1.5.3 software (Patrick Schleppi / WSL) following the calculation methods and parameterization 
used by Thijs (2011) in order to ensure data consistency. First, the best photograph of each set of 
three images was selected based on visual inspection. Then, the selected photographs were 
transformed into binary images based on blue band pixel values. Pixels were classified as either 
canopy or non-canopy using the automatic thresholding method of Ridler & Calvard (1978) 
(Figure 18). The threshold value for each image was determined separately. Each automatically 
thresholded binary image was then visually inspected in order to avoid errors in LAI calculations. 
If the visual inspection revealed significantly erroneous binary images due to the automatic 
thresholding, manual thresholding was applied. Errors in the automatic thresholding occurred due 
to heterogeneous sky conditions (clouds) and strong reflection of directly illuminated bare trunks. 
Manual alteration of the automatically obtained threshold value was done as subtly as possible, 
but in such a manner that the resulting gaps in the binary image corresponded to the observed 
gaps in the original image as accurately as possible. 
A predefined lens calibration for Sigma 4.5 mm circular fisheye lens was used. The LAI values 
were calculated using the method of Lang (1987) and the clumping correction of Chen & Cihlar 
(1995). The LAI values were calculated in four 15° zenith rings. Thus, only zenith angles 0°– 60° 
were analyzed in order to avoid the effect of mixed pixels near the horizon resulting from light 
scattering, coarse resolution, and sloping ground. The resulting LAI value of a plot was 
calculated as the arithmetic mean of the five LAI values. Hemispherical photographs were taken 
in 101 plots in total (nine agroforestry, nine woodland, and 83 exotic plots). For nine out of 83 
exotic plots, LAI values could not be calculated reliably due to very steep cliffs obscuring the 
hemispherical view, raindrops on the lens surface, or blurry pictures. These plots were therefore 
excluded from LAI modeling to avoid anomalies in the data. 
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Figure 18. An original hemispherical photograph and a thresholded binary image from an exotic grevillea 
stand east of Ngangao in Hemisfer 1.5.3 software. The analysis was done in four 15° zenithal rings (yellow). 
 
5.3 Preprocessing of SPOT satellite data 
Remote sensing detectors record the measured radiance and store it in digital number (DN) 
values according to the amount of radiation detected in each band. In 8-bit data the DN value 
range covers values from 0 to 255. Since the raw DN values include effects of sensor calibration 
and topographic and atmospheric interferences, the data must be converted to values independent 
of these effects in order to relate it to the biophysical properties of the vegetation (Moran et al. 
1990). This can be accomplished by processing the DNs into surface reflectance (ρs) values. 
5.3.1 Orthorectification of SPOT data 
The SPOT image was orthorectified using ERDAS Imagine 9.2 software (Leica Geosystems 
Geospatial Imaging, LLC 2008). SPOT geometric correction model was used and the sensor type 
was set to XS/XI. The 20 m DEM by Pellikka et al. (2005) was used as an elevation reference. 
The model was set not to account for the Earth’s curvature. Incidence angle was set to -22.30 
(negative value for left side off-nadir viewing angle). The model was run with number of 
iterations set to five. 
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26 ground control points (GCPs) were collected from a reference image (SPOT 5 HRG 2 image 
from 2007, image details listed in Table 9). The control points were collected from features that 
were identifiable from both the reference image and the image to be corrected, such as road 
intersections. GCPs were located in varying altitudes and they were spread throughout the image. 
A total root mean square error (RMSE) of 0.314 pixels (ca. 6.28 m) was achieved. 
5.3.2 Conversion of DN values into at-satellite radiance 
The first step of radiometric processing was to convert the raw 8-bit DN values into at-satellite 
radiance values i.e. radiance values detected by the sensor at the top of atmosphere. This was 
done by simply dividing the DN by the band-specific absolute calibration gain coefficients 
provided in the SPOT metadata: 
 LSAT = DN / G         (15) 
where G = absolute calibration gain coefficient and LSAT  = at-satellite radiance [W m-2 sr-1 μm-1]. 
5.3.3 Atmospheric correction 
The atmospheric correction of the data was done by utilizing a dark object subtraction (DOS) 
method, DOS3 in particular (Song et al. 2001). DOS is an image-based correction method i.e. the 
correction is derived from the image itself, requiring no ancillary information about the 
atmospheric conditions. The approach is based on the assumption of the existence of dark objects 
(having zero or very small surface reflectance) in the image. Thus, the minimum LSAT values 
found in the scene are caused by atmospheric effects. This value is then subtracted from all the 
pixels in the image (Chavez 1989).  
Also other assumptions are made: the atmosphere is assumed to be homogeneous and cloudless 
and the reflectance is assumed to be Lambertian (i.e. diffuse), reflected from a flat uniform 
ground surface. Bearing these assumptions in mind and ignoring atmospheric polarization, 
refraction and adjacency effects, the surface reflectance ρs can be expressed as: 
 ρs = π (LSAT - Lp) / Tv (EO cosθz Tz EDOWN)     (16) 
where Lp is path radiance [W m-2 sr-1 μm-1], Tv is the atmospheric transmittance from ground 
target to sensor, Tz is the atmospheric transmittance from sun to ground target, EO is the 
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exoatmospheric solar constant [W m-2 μm-1], cosθz is the cosine of solar zenith angle, and EDOWN 
is the downwelling diffuse irradiance [W m-2 μm-1] (Song et al. 2001). 
The correction was done by utilizing a geospatial model by Clark (2010) in ERDAS Imagine 9.2 
software (Leica Geosystems Geospatial Imaging, LLC 2008). A dark object surface reflectance 
of 1 % was assumed for all SPOT bands. The parameters for the model were estimated using an 
Excel spreadsheet by Clark (2010), where, following Song et al. (2001), 
  Lp = LDOS – 0.01 ([EO * cosθz * Tz + EDOWN] Tv / π)   (17) 
  EDOWN = π * Lp       (18) 
Tv = e-τr/cos(θv)         (19) 
  Tz = e-τr/cos(θz)        (20) 
LDOS is the radiance value of the darkest object within the scene, θz is solar zenith angle, and θv is 
the sensor view zenith incidence angle. In equation 18, EDOWN is estimated assuming isotropic sky 
radiance. The optical thickness for Rayleigh scattering (τr) was estimated for each band using the 
band center wavelength λ as follows (Song et al. 2001, cit. Kaufman 1989): 
  τr = 0.008569 * λ-4 * (1 + 0.0113 * λ-2 + 0.00013 * λ-4)  (21) 
Lp and EDOWN were assumed zero for the SWIR band B4 because the effects of scattering were 
considered minimal in shortwave infrared region. 
5.3.4 Topographic correction 
The irregular shape of the terrain causes variation in the solar illumination conditions within a 
scene. This leads to variation in the reflectance response for similar vegetation types, shaded 
areas having weaker and sunny areas having stronger reflectance than expected. Therefore, 
especially in a rugged terrain, the process of topographic normalization may be a critical 
preprocessing step in vegetation mapping (Riaño et al. 2003). 
The imagery was corrected using the C-correction method, which is based on the cosine function 
described by Teillet et al. (1982): 
 ρH = ρT  * (cosθz / IL)        (22) 
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where ρH is the reflectance of a horizontal surface (corrected pixel), ρT is the reflectance of an 
inclined surface (uncorrected pixel), θz is the solar zenith angle, and IL is modeled illumination 
conditions (Riaño et al. 2003). IL is modeled as the cosine of the incidence angle of the radiation 
i.e. the angle between the normal to the ground and an imaginary line between the pixel and the 
Sun: 
 IL = cos i = cosθz  cosθS + sinθz sinθS cos(φz - φS)    (23) 
where θz is the solar zenith angle, φz is the solar azimuth, θS is the slope of the pixel and φS is the 
aspect of a pixel (Riaño et al 2003). Therefore, the IL (cos i) depends not only on the terrain but 
also on the position of the Sun. The cos i of the pixels were calculated using a geospatial model 
by Clark (2010) in ERDAS Imagine 9.2 software (Leica Geosystems Geospatial Imaging, LLC 
2008), utilizing a DEM with a pixel size of 20 m obtained from Pellikka et al. (2005). 
In the C-correction method, ρH is calculated by including the correction factor c to the cosine 
function: 
 ρH = ρT  * [(cosθz + c) / (cos i + c)]      (24) 
The c correction factors are calculated separately for each band and for each general vegetation 
class. The vegetation classes were identified following the example of Clark (2010: 76): NDVI 
values were derived from the atmospherically corrected image and furthermore clustered using 
automated ISODATA algorithm in ERDAS Imagine 9.2 software. Ten NDVI cluster classes were 
used, as it was thought to be enough to cover the variation in vegetation while not making the 
model computationally too heavy. NDVI was chosen because it is derived from the ratio between 
the red and NIR band values and it is therefore thought to be relatively unaffected by topographic 
effects (Clark 2010: 76). 
For each combination of vegetation classes and spectral bands, a linear regression line of cos i 
against ρT was formulated. The c correction factors were then calculated from the regression as 
follows: 
 c = b / m         (25) 
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where b is the y-intercept and m is the gradient of the linear regression line. The topographic 
normalization was carried out only for areas with a slope greater than 5°, as the effect of C-
correction was considered to be minor in flat and almost flat terrain. The used C-factors and 
correlations between pixel reflectance and cos i before and after topographic normalization are 
presented in Table 10. No C-factors were applied to NDVI class 1, because the regression 
produced negative C-factor values. NDVI class 1 contained only 270 pixels and does not 
therefore affect the result significantly. The full SPOT imagery preprocessing chain is presented 
as a flowchart in Figure 19. 
 
Table 11. Band- and NDVI class specific C-factors applied to topographic normalization. Pearson correlations 
between pixel reflectance and cos i values decreased remarkably after the topographic normalization, 
indicating successful normalization. Separate samples for deriving the C-factors and validating the 
normalization were used. 
 
C-factors used 
 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9 Class 10 
B1 0 0.155 0.195 0.213 0.232 0.273 0.277 0.298 0.373 0.825 
B2 0 0.043 0.166 0.169 0.165 0.200 0.191 0.215 0.290 0.717 
B3 0 0.046 0.178 0.177 0.168 0.202 0.195 0.216 0.327 0.571 
B4 0 0.130 0.239 0.265 0.273 0.324 0.306 0.317 0.396 0.825 
sample size 270 27190 22309 28903 26386 25242 25615 26516 26304 29940 
pixel f 270 54753 134260 173823 158019 151147 153700 159190 158185 119836 
           
 
Pearson correlations (pixel ρ, cos i) before topographic normalization (calibration sample) 
 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9 Class 10 
B1 0.65 0.36 0.48 0.54 0.55 0.54 0.56 0.54 0.46 0.31 
B2 0.73 0.41 0.49 0.54 0.56 0.54 0.56 0.57 0.52 0.35 
B3 0.74 0.43 0.50 0.56 0.56 0.54 0.56 0.58 0.53 0.45 
B4 0.74 0.43 0.50 0.55 0.54 0.49 0.52 0.53 0.48 0.37 
sample size 270 27190 22309 28903 26386 25242 25615 26516 26304 29940 
           
 
Pearson correlations (pixel ρ, cos i) after topographic normalization (validation sample) 
 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 Class 9 Class 10 
B1 0.65 0.00 -0.03 0.00 0.00 -0.01 -0.01 -0.02 -0.01 -0.01 
B2 0.73 0.01 -0.02 0.01 -0.01 -0.01 -0.01 -0.02 -0.01 -0.01 
B3 0.74 0.02 -0.02 0.01 0.00 -0.01 -0.01 -0.03 -0.01 -0.01 
B4 0.74 0.02 -0.02 0.00 0.00 -0.02 -0.01 -0.02 -0.01 -0.01 
sample size 270 27425 22359 28997 26325 25126 25685 26495 26464 39961 
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Figure 19. A flowchart of the SPOT imagery preprocessing chain. 
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5.3.5 Deriving predictor variables from SPOT imagery and DEM 
Three topographical variable grids calculated from the DEM were acquired from the dataset of 
Pellikka et al. (2005): ground slope (percent), aspect (degrees) and topographical wetness index 
(TWI). TWI quantifies effect of topography on hydrological processes. It combines local upslope 
contributing area and slope, and is calculated as follows: 
TWI = ln(a / tan β)        (26) 
where a is the area of upslope contributing area and β is the local slope in radians (Sørensen et al. 
2006). Slope, in turn, is calculated by determining the maximum rate of change in elevation value 
from a DEM cell to neighboring cells. Aspect of a slope is determined by identifying the 
downslope direction of the maximum rate of change (ArcGIS 10 Help, ESRI Inc. 1995–2010). 
A focal mean of the topographical variable grids (DEM, slope, aspect, TWI) and each processed 
SPOT band was calculated in a rectangular 3 x 3 pixel window using the Focal Statistics tool of 
ArcMap 10 Spatial Analyst’s Neighborhood toolbox (ESRI Inc. 2010). The focal topographical 
variable values and SPOT band ρs values for each plot were then sampled from the focal mean 
grids utilizing the sample tool of ArcMap 10 Spatial Analyst (ESRI Inc. 2010), using the nearest 
neighbor method. Four principal components and the SVIs listed in Table 2 were then calculated 
from the band-specific focal ρs values. A default soil correction factor of L = 0.5 was used in 
SAVI calculation.  
This approach was chosen because preliminary experiments with the data showed stronger 
correlations with biophysical response variables (LAI, agb) when utilizing variables derived from 
focal mean values compared to variables derived from individual pixel values. This was thought 
to result from pixel adjacency effects and possible uncertainties in locating the plots with a GPS 
receiver under dense canopy. 
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5.4 Predictive modeling 
All the statistical modeling was done using R 2.13.0 software. R is a free environment and 
programming language for statistical computing and graphics, similar to the S language and 
environment (The R Foundation for Statistical Computing 2011, http://www.r-project.org).  
Because it was not possible to calculate LAI values for all 181 plots, two versions of the dataset 
were created for the modeling: 
1. The original dataset (referred to as agb dataset), containing the in situ data and 
spectral and topographical variable data from 181 plots. 
2. A subset of the dataset (referred to as LAI dataset), containing the in situ data and 
spectral and topographical variable data from 172 plots. 
Both datasets were imported to R 2.13.0. Generalized linear models (GLMs) were used, utilizing 
the glm() function of R package stats. 
5.4.1 Assumptions on the probability distribution of the response variables 
Visual data screening and testing with the Kolmogorov-Smirnov test and the Shapiro-Wilk test 
indicated that the distributions of plot LAI and agb values are not normally distributed. However, 
the distributions do not seem to fall into any of the probability distribution family available for 
GLMs (Gaussian, Poisson, Gamma, binomial, inverse Gaussian, quasi, quasibinomial, 
quasipoisson) in R. In order to minimize the violation of probability distribution assumption to be 
made, a square root transformation was performed to LAI values and a natural logarithm 
transformation was performed to agb values. The values of the resulting variables, sqrt(LAI) and 
log(agb) were then assumed to be normally distributed. The assumption was made based on 
visual inspection of the resulting distributions; Kolmogorov-Smirnov and Shapiro-Wilk tests of 
normality did not support the normality assumption. The distributions of the original and the 
transformed variables are illustrated in Figures 20 and 21. The whiskers of the box plots 
correspond to minimum and maximum values excluding outliers (outliers are marked by the 
circles in the plot). The thick black line inside the box represents the median of the values. Box 
lower and upper limits represent the lower and upper quartile, respectively. 
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Both datasets (LAI dataset, agb dataset) were divided into two separate subsets (calibration and 
validation subsets) by random sampling. Calibration sets contain 75 % of the original 
observations. Thus, the model calibration and validation datasets for LAI model consist of 129 
and 43 observations, while the model calibration and validation datasets for agb model consist of 
136 and 45 observations, respectively. 
 
Figure 20. Box plots and histograms of distributions of observed plot LAI values (n=172). 
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Figure 21. Box plots and histograms of distributions of observed plot agb (Mg ha-1) values (n=181).  
5.4.2 Aspect as a predictor variable 
The values in the DEM-derived aspect layer provided by Pellikka et al. (2005) are in degrees: a 
slope facing directly north has an aspect value of 0°, a slope facing east has an aspect value of 
90°, etc. The aspect degree values were recoded in two different ways to produce two new 
variables:  
1. Aspect values were categorized in 8 nominal classes corresponding cardinal and inter-
cardinal directions.  
2. Aspect values were recoded with integer values from 0 to 4 according to assumed relative 
amount of received precipitation.  
Since southeastern slopes are assumed to receive most precipitation due to orographic rainfall 
pattern (Pellikka et al. 2009), pixels facing southwest obtained value 4 in recoding method 2. 
Northwestern slopes, in turn, were recoded as 0. The full logic behind both recoding methods is 
presented in Table 12. 
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Table 12. Two methods of recoding the aspect variable. Southeast-facing slopes are assumed to receive most 
precipitation, hence the highest value in method 2. 
Aspect ° Recode 1 Recode 2 
0 – 22.5 N 1 
22.5 – 67.5 NE 2 
67.5 – 112.5 E 3 
112.5 – 157.5 SE 4 
157.5 – 202.5 S 3 
202.5 – 247.5 SW 2 
247.5 – 292.5 W 1 
292.5 – 337.5 NW 0 
337.5 – 360 N 1 
 
5.4.3 Predictor variable selection method 
The predictor variables for the models were selected using forward selecting stepwise regression 
method, in which a model has initially no predictor variables at all. In the first stage of forward 
selecting stepwise regression, all predictor variable candidates are input into the model by turns, 
one at the time. The candidate meeting the test criteria best (e.g. Akaike Information Criterion 
value, statistical significance) is then selected as the first predictor variable. In the second stage, 
each of the remaining candidates is input into the model alongside with the first predictor, again 
one by one. This procedure continues until the predictor candidates do not meet the selection 
criteria anymore, i.e. their inclusion does not improve the model statistically significantly. The 
predictors were chosen based on their AIC (Akaike Information Criterion) values, using a 
statistical significance threshold value of p = 0.001. In order to avoid multicollinear effects in the 
models, those predictor candidates which were strongly correlated with the variables selected in 
previous stages (Pearson correlation coefficient > 0.7) were excluded. Especially the SVIs were 
expected to saturate in relation to LAI and agb. Therefore, also square root transformations and 
second degree polynomial terms of the predictor variables were tested in order to improve model 
fit. 
5.4.4 Model validation 
The models were validated by: 
1. Calculating the proportion of explained deviance D2. 
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2. Comparing observed values and model-predicted values with both calibration and 
validation data. 
3. Examining the model diagnostics. 
4. Examining the model residuals. 
5. Calculating reliability statistics: the root mean square error (RMSE), relative RMSE 
(RMSEr), bias (Bias) and relative bias (Biasr). 
The proportion of explained deviance D2 was calculated as follows: 
D2 = (null deviance – residual deviance) / null deviance   (27) 
The reliability statistics were calculated as follows: 
 𝑅𝑀𝑆𝐸 = �∑ (ŷ𝑖−𝑦𝑖)2𝑛𝑖=1
𝑛
       (28) 
 𝑅𝑀𝑆𝐸𝑟 =  𝑅𝑀𝑆𝐸𝑦� ∗ 100       (29) 
 𝐵𝑖𝑎𝑠 = ∑ (ŷ𝑖−𝑦𝑖)𝑛𝑖=1
𝑛
        (30) 
 𝐵𝑖𝑎𝑠𝑟 = 𝐵𝑖𝑎𝑠𝑦� ∗ 100         (31) 
where ŷi is the predicted value, yi is the observed value, 𝑦� is the mean of the observations, and n is 
the number of observations (Heiskanen 2006). The statistical significance of the bias was 
estimated using the t-test: 
 𝑡 = 𝐵𝑖𝑎𝑠𝑆𝐷
√𝑛
�
         (32) 
where 𝑆𝐷 is the standard deviation of the residuals (ŷi – yi). The bias was regarded significant if 
the absolute t-test value was equal to or greater than t-value corresponding to the probability of 
0.05 (Heiskanen 2006). The reliability statistics were calculated after carrying out an inverse 
transformation to the transformed response variables. 
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5.4.5 Model extrapolation 
The resulting models were extrapolated to cover the whole study area using ERDAS Imagine 
2011 software version 11.0.2. (© ERDAS, Inc. 1991–2011). Graphical geospatial models were 
built and run in ERDAS Model Maker. The geospatial models are presented in Appendices 1 and 
2. It should be noted that although the regression models behind the geospatial extrapolation 
models were statistically constructed utilizing SVIs based on 3 x 3 pixel window focal means of 
surface reflectance values, the extrapolation was carried out using the spectral signal of 
individual pixels of the processed satellite image. Focal means were calculated only in order to 
obtain as consistent spectral data as possible for individual field plots. After the regressions 
between the field data and the focal spectral data were constructed, these regressions were 
considered applicable for individual pixels of the processed image.  
First the geospatial models were run using the whole processed subset of the SPOT scene. Then, 
areas outside the study area were masked away, because the calibration data of the models does 
not cover the surrounding arid plains. Extrapolating the models to cover wide areas outside their 
calibration domain was considered to be too uncertain.  
A conditional 3 x 3 pixel median convolution filter was applied to resulting maps to filter out 
individual pixels having remarkably high values compared to the value ranges of the model 
calibration datasets (6 pixels having agb > 1750 Mg ha-1 [70 Mg/pixel], 4 pixels having LAI > 5). 
The total number of pixels in the study area is more than 500 000. The graphical geospatial 
median filter model is presented in Appendix 3. 
The total agb estimates, agb density means, and standard deviations for selected areas of interest 
and land cover types were extracted from the extrapolated, masked, and filtered agb Mg/pixel 
prediction image using Zonal Statistics as table tool of ArcMap 10 Spatial Analyst’s Zonal 
toolbox (ESRI Inc. 2010). The land cover map provided by Pellikka et al. (2009) was used in 
differentiating between different land cover types. Differences in mean LAI and agb density (Mg 
ha-1) values were tested between land cover types using one-way analysis of variance (ANOVA) 
test. The amount of sequestered carbon was estimated by multiplying the estimated above-ground 
biomass by 0.5, a carbon fraction of dry matter suggested by IPCC (2003:  3.25). 
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5.5 Forest corridor scenarios 
Three scenarios of hypothetical indigenous forest corridors interconnecting Vuria, Chawia, 
Ngangao, and Mbololo were simulated. First, corridor lines were digitized between the selected 
patches of indigenous forest, roughly following one possible corridor location for Taita thrush 
(Turdus helleri) - an endangered bird species endemic to the Taita Hills -  modeled by 
Adriaensen et al. (2006). Three buffers were then applied to the digitized corridor lines, using the 
Buffer tool of ArcMap 10 Spatial Analyst’s Analysis toolbox (ESRI Inc. 2010). Using buffers of 
25 m, 50 m, and 100 m resulted in corridors 50 m, 100 m, and 200 m wide.  
The present day baseline agb of the corridors was extracted using Zonal Statistics as table tool. 
The simulated agb of the corridors was estimated by multiplying their areal extent by the 
estimated mean agb density (462.9466 Mg ha-1) of the indigenous forests of the study area. The 
contribution of the corridors to the total agb of the area was calculated by subtracting the baseline 
agb values from the scenario agb values. 
5.6 Assessing seasonal variation of LAI 
Subsets of the downloaded MODIS MCD15A2 products were extracted using a rectangular 
geographical mask covering the study area and its surroundings. The MODIS LAI values were 
visualized using a consistent color palette in order to enable the visual examination of the 
seasonal LAI variation. Moreover, zonal statistics were derived from the subsets using Zonal 
Statistics tool of ArcMap 10 Spatial analyst toolbox (ESRI Inc. 2010).  
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6 RESULTS 
6.1 Field data 
The summary of the field data is presented in Table 13.  Indigenous plots had the greatest LAI 
and agb density mean values compared to any other land cover type (p = 0.000).  Exotic forest 
plots had greater mean agb density (p = 0.003) and mean LAI (p = 0.000) than woodland plots. 
However, no statistically significant differences in mean LAI and mean agb density were found 
between exotic and agroforestry plots or between agroforestry and woodland plots (p > 0.05). 
 
Table 13. Descriptive statistics of in situ leaf area index (LAI) and above-ground biomass (agb) for the field 
plots. 
 
All plots Indigenous Exotic Agroforestry Woodland 
  LAI 
agb Mg 
ha-1 LAI 
agb Mg 
ha-1 LAI 
agb Mg 
ha-1 LAI 
agb Mg 
ha-1 LAI 
agb Mg 
ha-1 
min 0.29 8.8 2.31 106.2 1.33 44.2 0.40 16.0 0.29 8.8 
25 % percentile 2.71 113.8 3.45 357.0 2.63 89.8 1.42 30.5 0.54 29.9 
median 3.22 253.8 3.78 476.6 2.95 146.4 1.70 68.8 1.33 37.7 
mean 3.12 328.0 3.66 541.5 2.92 173.8 1.73 119.6 1.28 60.6 
95 % c.i.a ± 0.13 ± 40.0 ± 0.1 ± 59.3  ± 0.12 ± 23.9 ± 0.51 ± 76.6 ± 0.55 ± 29.7 
75 % percentile 3.78 460.2 3.93 677.7 3.23 232.4 2.36 175.2 1.98 82.8 
max 4.56 1638.2 4.56 1638.0 4.01 591.3 2.96 369.8 2.34 148.6 
sd 0.84 274.6 0.44 270.5 0.53 111.0 0.78 117.2 0.84 45.5 
n 172 181 80 80 74b 83 9 9 9 9 
a 95 % confidence interval for mean 
        b LAI was not possible to derive for 9 exotic plots 
       
6.2 Correlations between response and predictor variables 
Pearson correlation coefficients between the transformed response variables and predictor 
candidates derived from remote sensing and GIS data are presented in Table 14. Sqrt(LAI) had 
stronger overall Pearson correlations with the predictor variables than log(agb). Most vegetation 
indices were moderately to strongly positively correlated with the response variables, excluding 
PVI, which showed poor correlations, and MSI, which was negatively correlated. Among 
individual SPOT bands, red band had the strongest correlation with sqrt(LAI) (-0.72) and log(agb) 
(-0.46). Spot band 3 (NIR) was not statistically significantly correlated to the response variables. 
NDVI, TNDVI, SAVI, MSAVI, and MSI had the strongest correlations with sqrt(LAI), while SR, 
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MSR, and SQSR correlated most strongly with log(agb). Principal components PCA1, PCA2, 
and PCA4 showed moderate correlations with sqrt(LAI) and weak correlations with log(agb). 
None of the topography-based variables were significantly correlated with log(agb), but elevation 
and TWI showed weak correlations with sqrt(LAI). 
The response variable values in relation to recoded aspect categories are presented in Figure 22. 
Based on visual examination, the median sqrt(LAI) values seem to be slightly higher on north- 
and northwest-facing slopes than on south- and southeast-facing slopes. This contradicts the 
assumption of southeastern slopes receiving most precipitation and thus being most exuberant. 
There is no clear pattern found in log(agb) values. 
After recoding the aspect categories numerically according to their relative assumed received 
precipitation, very weak and statistically non-significant Pearson correlations were found (0.14 
with sqrt(LAI), 0.04 with log(agb)). It was concluded that local aspect is not a significant 
predictor for LAI or agb values in this dataset. 
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Table 14. Pearson correlations between the transformed response and predictor variables. The correlations 
are drawn from two distinct subsets of the original dataset because not all plots have LAI values. 
  sqrt(LAI) significance log(agb Mg ha-1) significance 
sqrt(LAI) 1.00 *** a 
 log(agb Mg ha-1) 0.70 *** 1.00 *** 
band 1 (green) -0.69 *** -0.43 *** 
band 2 (red) -0.72 *** -0.46 *** 
band 3 (NIR) 0.09 n.s. 0.00 n.s. 
band 4 (SWIR) -0.66 *** -0.36 *** 
VI 0.42 *** 0.21 ** 
NDVI 0.74 *** 0.47 *** 
TNDVI 0.74 *** 0.46 *** 
SR 0.65 *** 0.50 *** 
MSR 0.67 *** 0.54 *** 
SQSR 0.69 *** 0.51 *** 
SAVI 0.73 *** 0.47 *** 
MSAVI 0.74 *** 0.44 *** 
II 0.70 *** 0.38 *** 
PVI 0.19 * 0.06 n.s. 
MSI -0.73 *** -0.37 *** 
PCA1 -0.58 *** -0.34 *** 
PCA2 -0.46 *** -0.21 ** 
PCA3 -0.13 n.s. 0.13 n.s. 
PCA4 -0.60 *** -0.30 *** 
elevation (DEM) 0.33 *** 0.12 n.s. 
slope 0.06 n.s. 0.00 n.s. 
aspect b   b 
 twi -0.24 ** -0.11 n.s. 
n = 172   181   
a Correlation between sqrt(LAI) and log(agb t/ha) using agb modeling dataset is not sensible 
because this dataset contains plots with no LAI values. 
b Determining Pearson correlation using aspect values (downslope directions in degrees) is 
not sensible. 
***  p-value  < 0.001 
   **    p-value 0.001–0.01 
    *     p-value 0.01–0.05 
   n.s.  not significant: p-value > 0.05 
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Figure 22. Boxplots of the response variable values in eight aspect categories. 
 
Scatter plots of the response variables in relation to predictor variables with lowess smoother 
curves are presented in figures 23 and 24. Linear dependencies between the transformed response 
variables and SVIs can be found based on visual examination of the scatter plots and response 
shapes. The large proportion of indigenous and exotic forest plots causes clusters in high 
sqrt(LAI) and log(agb Mg ha-1) values, indicating saturation effect in relation to multispectral 
SVIs with increasing LAI and agb values. 
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Figure 23. Scatter plots of sqrt(LAI) in relation to predictor variables with lowess smoother curve with 
smoothing value f = 0.5.  
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Figure 24. Scatter plots of log(agb Mg ha-1) in relation to predictor variables with lowess smoother curve with 
smoothing value f = 0.5.  
87 
 
6.3 LAI and agb predictive models 
The final models and evaluation of their performance are presented in Table 15. The redundancy 
and multicollinearity among the spectral variables and the low correlations between the 
topographic variables and the response variables led to the models having only one predictor 
variable each. The models performed moderately. The LAI model performed better according to 
D2 values and the reliability statistics, but the agb model had better overall correlations between 
observed and model-predicted values. In forward stepwise regression based on AIC values, a 
model using first and second degree infrared index (II) fit the data slightly better than the final 
chosen model. However, this model was rejected because it produced unconvincing LAI 
estimates (LAI values first increased and then decreased with increasing II values). Although 
both response variables are expected to saturate in relation to SVIs and a second degree 
polynomial function can be fitted to saturated data, the response shape should be rather 
monotonic than a parabola.  
Table 15. Final predictive models, D2 values and correlations between observed and model-predicted values. 
 
LAI model agb model 
Predictor msi msr 
D2 0.62 0.41 
RMSE 0.59 376.85 
RMSEr (%) 18.62 82.94 
Bias -0.033 -107.07 
Biasr (%) -1.06 -23.56 
Bias significance (t-test) n.s. *** (p < 0.001) 
 
Pearson correlations: observed vs. predicted values 
Calibration dataset 0.787 0.461 
Validation dataset 0.640 0.703 
   LAI model: sqrt(lai) = 2.52850 - 1.04169 * msi 
agb model: log(agb Mg ha-1) = 2.3680 + 3.2725 * sqrt(msr) 
 
The outputs of the model summaries in R software are presented in Appendices 4 and 5. 
 
6.3.1 LAI model diagnostics 
 
The diagnostic plots of the LAI model are presented in Figure 25. The residuals of every 
observation in the calibration dataset are shown in the upper left (Residuals vs. Fitted) plot. The 
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residuals seem to be fairly evenly spread around zero throughout the range of predicted values, 
although the residuals of the observations having relatively very low or very high predicted 
sqrt(LAI) values are mainly negative. This indicates that the model performs best with moderate 
sqrt(LAI) values and slightly overestimates low and high sqrt(LAI) values. The large proportion 
of indigenous and exotic forest plots in the calibration data is represented by the cluster of 
observations having high sqrt(LAI) values. The standard deviance residuals are plotted against 
theoretical quantiles of a normal distribution in the upper right (Normal Q-Q) plot. A perfectly 
straight diagonal belt of observations would indicate perfectly normally distributed residuals. 
This plot suggests that the residuals deviate from normal distribution. Also Kolmogorov-Smirnov 
test of normality showed that the residuals of the model are not normally distributed (p < 0.001), 
indicating that the model does not fit the data optimally. 
 
The lower left (Scale-Location) plot presents the square roots of absolute values of standard 
deviance residuals against predicted values. Thus, unlike in the Residuals vs. Fitted plot, the 
positive and negative residuals are not differentiated. This plot indicates that the scale of the 
residuals remains rather constant throughout the scale of predicted values, but the variance of the 
residuals increases with increasing predicted sqrt(LAI) values. 
 
The leverage of each observation is plotted against its standard Pearson residual value in the 
lower right (Residuals vs. Leverage) plot. It is evident that there are some individual observations 
having significantly higher leverage (effect on the model parameters) than most of the 
observations. A histogram of the distribution of the model residuals is presented in Figure 26. 
 
The observed values of the LAI model calibration and validation datasets are plotted against MSI 
values, together with model prediction and lowess smoother curves in Figure 27. The response of 
LAI in the calibration data is evidently linear after the square root transformation. As expected, 
the model prediction does not fit as well together with the model validation data, which is 
independent of the model parameter calibration. 
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Figure 25. Diagnostic plots of the LAI glm model: residuals against predicted values (upper left), normality of 
residuals (upper right), scale of the residuals against predicted values (lower left), and residuals against the 
leverage of the observations (lower right). 
 
 
 
Figure 26. Histogram of the LAI model residual distribution. The residuals are not normally distributed 
according to Kolmogorov-Smirnov test of normality. 
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Figure 27. The observations of the LAI calibration and validation datasets, model prediction curve (red), and 
lowess smoother curve (f = 0.5, dash line). 
 
6.3.2 Agb model diagnostics 
 
The diagnostic plots of the agb model are presented in Figure 28. The residuals are spread out 
rather randomly in Residual vs. Fitted and Scale-Location plots. Based on Kolmogorov-Smirnov 
test, the residuals are normally distributed (Figure 29). Observations having very high log(agb) 
values have only negative residuals, indicating that the model overestimates log(agb) of 
observations having high MSR values. Individual observations have less leverage than in the LAI 
model in the Residuals vs. Leverage plot. As can be seen from the Normal Q-Q plot, the residuals 
deviate from a normal distribution mainly when having extremely high or low log(agb) values. 
This suggests that the agb model does not perform as well with extreme MSR values as it does 
with moderate MSR values. 
 
The observed log(agb) values of both datasets – calibration and validation sets – are plotted 
against MSR in Figure 30. Also agb model prediction and lowess smoother curves are provided. 
Compared to the LAI model, the agb model predictions had notably higher correlations with 
observed values in the validation dataset. The prediction curve does not coincide with the lowess 
smoother curve in the calibration dataset as well as with the LAI model. On the contrary, the 
curves coincide quite well in the validation dataset. 
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Figure 28. Diagnostic plots of the agb glm model: residuals against predicted values (upper left), normality of 
residuals (upper right), scale of the residuals against predicted values (lower left), and residuals against the 
leverage of the observations (lower right). 
 
92 
 
 
 
Figure 29. Histogram of the agb model residual distribution. The residuals are normally distributed according 
to Kolmogorov-Smirnov test of normality. 
 
 
 
 
Figure 30. The observations of the agb calibration and validation datasets, model prediction curve (red), and 
lowess smoother curve (f = 0.5, dash line). 
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6.4 LAI and agb model prediction maps 
 
The models were extrapolated to the whole study area in order to produce LAI and agb density 
prediction maps. Non-vegetative surfaces classified by Pellikka et al. (2009) were masked away 
from the predictions (Figures 31 & 33). These land cover classes included rock, barren soil, roads 
and built-up area. Also water surfaces and swamps were masked out, as LAI was predicted using 
MSI and it would thus be overestimated in moist swamps. These predictions cover also 
agricultural fields and areas outside the land cover map, which causes uncertainty in predictions. 
LAI and agb of agricultural fields are most likely overestimated, because there were no field sites 
in the model calibration data and fields can have rather high NIR reflectance and thus high MSR 
values. Therefore, additional prediction maps were produced with also fields masked out (Figures 
32 & 34). 
 
Figure 31. Predicted leaf area index of the study area. Surfaces classified as rock, barren soil, built-up area, 
roads, water, or swamp by Pellikka et al. (2009) were masked away. 
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Figure 32. Predicted leaf area index of the study area. Surfaces classified as fields, rock, barren soil, built-up 
area, roads, water or swamp by Pellikka et al. (2009) were masked away. 
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Figure 33. Predicted above ground biomass density of the study area. A 3 x 3 pixel low pass filter was applied 
for the visualization. Surfaces classified as rock, barren soil, built-up area, roads, water or swamp by Pellikka 
et al. (2009) were masked away. 
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Figure 34. Predicted above ground biomass density of the study area. A 3 x 3 pixel low pass filter was applied 
for the visualization. Surfaces classified as fields, rock, barren soil, built-up area, roads, water or swamp by 
Pellikka et al. (2009) were masked away. 
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6.5 Above ground biomass and carbon sequestration estimates for the 
study area 
 
The estimates of aboveground biomass and carbon sequestration totals and densities were 
calculated for three different areal extents: 
1. The whole study area (337 km2). 
2. The area classified by Pellikka et al. (2009) (143 km2). 
3. The area classified by Pellikka et al. (2009), excluding fields, water, swamps, rock, 
roads, barren soil and built-up area (75 km2). 
 
The estimated aboveground biomass of the whole study area (337 km2) is 4.264 Tg (teragrams) 
i.e. 4 264 thousand metric tons. This constitutes a mean agb density of 126 (± 115 s.d.) Mg ha-1 
(tons per hectare). The estimated total carbon sequestration and mean C sequestration density are 
2.132 Tg and 63 (± 57) Mg ha-1. The agb density means and standard deviations were calculated 
from model-predicted pixel values (20 m x 20 m). The estimates of agb and C sequestration totals 
and densities are presented in Table 16. 
 
The estimated agb of the area classified by Pellikka et al. (2009) is 2.449 Tg with a mean agb 
density of 171 (± 138) Mg ha-1. The corresponding C sequestration total and mean density are 
1.225 Tg and 85 (± 69) Mg ha-1, respectively. 
 
The models are assumed to perform best when applied to an environment as similar as possible to 
the calibration data. Therefore, all land cover classes except indigenous and exotic forests, 
agroforestry areas, woodlands, and bushlands were excluded from the third estimate. The 
estimated agb total for these land cover classes is 1.598 Tg, with agb density of 213 (± 162) Mg 
ha-1. 
 
The indigenous forests of the Taita Hills are estimated to have a total agb of 0.336 Tg and a mean 
agb density of 463 (± 190) Mg ha-1. Mbololo had the highest estimated total agb (0.089 Tg). 
However, Chawia had the highest estimated mean agb density (600 ± 204 Mg ha-1). 
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Table 16. The estimated above ground biomass and carbon sequestration totals and densities of the study area 
by indigenous forest patches and land cover classes. 
 agb Mg 
Pixel mean agb (Mg 
ha-1) ± s.d. (a) Size (ha) (b) C Mg 
Pixel mean C             
(Mg ha-1) ± s.d. (a) 
 Mbololo 88 502 455 ± 114 195 44251 227 ± 57 
Ronge 65 844 374 ± 186 176 32922 187 ± 93 
Ngangano 62 940 505 ± 174 125 31470 252 ± 87 
Chawia 53 573 600 ± 204 90 26787 300 ± 102 
Vuria 33 753 528 ± 173 64 16877 264 ± 87 
Susu 8 877 490 ± 222 19 4438 245 ± 111 
Fururu 5 880 477 ± 286 12 2940 239 ± 143 
Yale 3 114 384 ± 235 8.3 1557 96 ± 118 
Mwachora 1 952 370 ± 157 5.3 976 185 ± 79 
Ndiwenyi 1 592 485 ± 219 3.2 796 243 ± 109 
Macha 1 544 354 ± 160 4.5 772 177 ± 80 
Kichuchenyi 322 269 ± 97 1.2 161 134 ± 49 
Indigenous forests total 336 099 463 ± 190 726 168 050 231 ± 95 
Exotic forests total 347 588 265 ± 159 1312 173 794 133 ± 80 
Fields total 727 715 123 ± 81 5921 363 858 61 ± 41 
Bushlands total 369 335 169 ± 123 2192 184 668 84 ± 62 
Woodlands total 310 473 220 ± 133 1409 155 237 110 ± 67 
Agroforestry  areas total 254 326 137 ± 87 1862 127 163 68 ± 43 
LC classified area total 2 449 328 171  ± 138 14345 1 224 664 85 ± 69 
LC classified area c)  1 597 934 213 ± 162 7501 798 967 107 ± 81 
Study area total 4 263 721 126 ± 115 33745 2 131 860 63 ± 57 
      a) Mean agb densities (Mg ha-1) and standard deviations were calculated with Zonal Statistics tool of ArcMap 10 
Spatial analyst toolbox (ESRI Inc. 2010). One pixel corresponds to 0.04 ha (20 m x 20 m). 
b) Areas calculated from the digital land cover map provided by Pellikka et al. (2009). 
 c) Excluding water, swamps, rock, roads, barren soil, built-up area, fields. 
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6.6 Indigenous forest corridor scenarios 
It has been suggested that Vuria, Ngangao, Chawia, and Mbololo could be interconnected by 
corridors of indigenous forest (e.g. Adriaensen et al. 2006). Three different corridor widths were 
used in order to estimate the contribution of hypothetical corridors to the aboveground biomass 
and carbon sequestration capacity of the study area (Figure 35). The estimates of the agb and C 
sequestration of the present-day baseline and forest corridor scenarios are presented in Table 17. 
Table 17. The estimated above ground biomass and carbon sequestration of hypothetical forest corridors. The 
baseline is the estimate of the present day situation; the scenarios were calculated using the estimated agb 
density mean of the indigenous forests in the study area. 
 
agb Mg 
Pixel mean agb 
(Mg ha-1) ± s.d. 
(a) 
Size (ha) (b) C Mg 
Pixel mean C             
(Mg ha-1) ± s.d. 
(a) 
50 m corridor baseline 30 932 232 ± 180 133 15 466 116 ± 90 
100 m corridor baseline 60 636 227 ± 175 267 30 318 113 ± 88 
200 m corridor baseline 120 562 225 ± 175 537 60 281 112 ± 87 
50 m corridor scenario a) 61 619 463 133 30 810 231 
100 m corridor scenario a) 123 580 463 267 61 790 231 
200 m corridor scenario a) 248 527 463 537 124 263 231 
50 m corridor difference 30 687     15 344   
100 m corridor difference 62 944     31 472   
200 m corridor difference 127 964     63 982   
      a) Scenarios calculated using estimated indigenous forest mean agb density (Mg ha-1). 
 
6.7 Estimated aboveground biomass of Kasigau forest 
Kallio (2011) estimated the area of Kasigau cloud forest, located approximately 30 km south of 
the Taita Hills, as 166 ha. Although the study area of this thesis does not cover Kasigau, the 
aboveground biomass can be roughly estimated using the indigenous forest mean agb density 
value obtained in this study for the Taita forests (462.9466 Mg ha-1). The estimated aboveground 
biomass and carbon sequestration of Kasigau cloud forest are 76 849 Mg and 38 425 Mg C, 
respectively. 
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Figure 35. A scenario of indigenous forest corridors interconnecting Vuria, Chawia, Ngangao, and Mbololo. 
Digital elevation model from Pellikka et al. (2005). The corridors roughly follow possible corridor locations 
modeled by Adriaensen et al. (2006). 
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6.8. Seasonal variation of LAI in the Taita Hills 
The seasonal variation of LAI in the study area, obtained from MODIS LAI product (8-day 
composite with 1 km spatial resolution, http://modis.gsfc.nasa.gov/) is illustrated in Figure 36, 
alongside with focal statistics in Table 18. The mean LAI value of September 2008 (coinciding 
with the acquisition of the SPOT data) was notably higher than the mean September LAI values 
on average between 2007 and 2011. The LAI values of February 2011 (coinciding with the field 
work) were representative of the average February LAI values between 2008 and 2012. 
Table 18. Variation of MODIS LAI values in the study area between September 2007 and February 2012. 
 
    September   
  2007 2008* 2009 2010 2011 mean 2007 - 2011 
min 0.00 0.30 0.10 0.30 0.00 0.14 
max 3.10 6.50 5.00 5.50 2.10 4.44 
mean 0.62 1.32 0.66 0.93 0.35 0.78 
s.d. 0.48 0.71 0.50 0.61 0.40 0.54 
 
          February   
  2008 2009 2010 2011** 2012 mean 2008 - 2012 
min 0.10 0.10 0.30 0.50 0.40 0.28 
max 6.60 6.10 5.50 4.60 6.60 5.88 
mean 1.53 1.61 1.33 1.50 1.64 1.52 
s.d. 0.75 0.82 0.64 0.62 0.85 0.74 
       * SPOT imagery acquired in September 2008 
** Field work carried out in January–March 2011 
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Figure 36. The seasonal variation of LAI in the study area between September 2007 and February 2012 
(MODIS LAI product, http://modis.gsfc.nasa.gov/). 
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7 DISCUSSION 
7.1 Estimates of aboveground biomass 
The mean agb density values of tropical forests modeled in this study are quite high compared to 
other studies’ results on tropical forest agb (Table 19). Brown & Lugo (1984) estimated tropical 
forest biomass density globally and by continents based on volume and area data in the FAO 
reports (FAO 1981a; FAO 1981b; FAO 1981c) and wood density data. They estimated the 
average biomass density of undisturbed, productive tropical African broadleaf forests as 237.7 
Mg ha-1. Nascimento’s & Laurance’s (2001) estimate of the average aboveground biomass 
density of Brazilian Amazonian lowland rainforests was 397.7 ± 30.0 Mg ha-1. Their estimate 
included also the contribution of small trees, stemless palms, lianas, snags, debris, and litter. 
DeWalt & Chave (2004) studied the structure and biomass of four lowland neotropical forests in 
Central and South America and estimated a mean agb density (± standard deviation) of 277.4 ± 
93.5 Mg ha-1, using allometric regressions such as those suggested by Brown et al. (1989), Brown 
(1997), Chave et al. (2001), and Chambers et al. (2001). Clark & Clark (2000) estimated tropical 
rainforest biomass in Costa Rica. Their data included woody stems ≥10 cm in diameter, and they 
used the same equation which was used here for exotic and indigenous forests: Brown’s (1997) 
allometric equation for tropical wet forest. They analyzed three datasets, mean agb density values 
of which ranged from 160.5 ± 4.2 to 186.1 ± 6.6 Mg ha-1. 
Especially the in situ estimates of field plot agb are high compared to other similar studies, 
despite the fact that field agb data only accounted for trees reaching at least 5 m in height. 
According to DeWalt & Chave (2004), ignoring small trees, small palms, and lianas leads to an 
underestimation of ca. 10 % of living agb. Therefore, the in situ agb estimates should rather be 
slightly lower than in other similar studies. The allometric biomass equations were selected 
carefully, forest type was taken into account in the field plot agb estimates, and tree height (h) 
and wood specific gravity (d) were included in the calculations whenever possible. High agb 
values are therefore assumed to have resulted partly from the effects of large trees and small plot 
size (0.04 ha), which are discussed further later in this section.  
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However, the most significant factor contributing to high agb values is the fact that the mean tree 
stem densities and mean basal areas calculated from the dataset used in this study’s indigenous 
forest biomass calculations (Thijs 2011) are much higher than e.g. those reported by Nascimento 
& Laurance (2001) and Clark & Clark (2000) in Table 19. DeWalt & Chave (2004) reported a 
stem density of 3701 ± 1267 trees ha-1, three times as dense as found in this study (1206 ± 585 
trees ha-1), but resulted in significantly lower mean basal area and thus lower mean agb density 
values. According to the data, the indigenous forests of the Taita Hills therefore consist of trees 
having notably larger diameter on average than the forests studied by other authors listed in Table 
19.  
Table 19. Comparison of in situ measurements and modeling results of aboveground biomass to other 
authors’ results. 
Source Vegetation type 
Mean agb 
Mg ha-1 
Mean tree 
stem density 
(trees ha-1) 
Mean tree 
basal area 
(m2 ha-1) Study area 
Field data Indigenous mountain forest 542  ± 271 1206 ± 585 73.2 ± 40.4 Taita Hills, Kenya 
Predicted Indigenous mountain forest 463  ± 190     Taita Hills, Kenya 
Nascimento & 
Laurance 2001 c Lowland rainforest 
397.7 ± 
30.0 623 ± 32.7   Amazon, Brazil 
DeWalt & Chave 
2004a 
Lowland neotropical 
forest 277 ± 94 3701 ± 1267 31.8 ± 9.24 
Costa Rica, 
Panama, Peru, 
Brazil 
Brown & Lugo 
1984 d 
Undisturbed productive 
tropical forest 237.7     Tropical Africa 
Clark & Clark 
2000b 
Lowland neotropical 
forest 186.1 ± 6.6 448 ± 6.6 26 ± 0.8 
La Selva, Costa 
Rica 
Ribeiro et al. 
2003 Mountain forest 135 ± 43     
Niassa Reserve, 
Mozambique 
Field data Woodlands 60.6 ± 45.5     Taita Hills, Kenya 
Predicted Woodlands 220 ± 133     Taita Hills, Kenya 
Ribeiro et al. 
2003 High density woodlands 51.9 ± 28.4     
Niassa Reserve, 
Mozambique 
Ribeiro et al. 
2003 
Medium density 
woodlands 39 ±19     
Niassa Reserve, 
Mozambique 
Ribeiro et al. 
2003 Low density woodlands 23 ± 15     
Niassa Reserve, 
Mozambique 
a Palms and lianas excluded from stem density value here. 
b The most extensive of the three datasets used in the study. 
c Total mean stem density and its standard deviation calculated from diameter class data presented in the paper. 
d For African undisturbed productive tropical broadleaf forests. 
 
Since thorough and detailed studies of remote tropical montane cloud forests are scarce, this 
comparison suffers from the lack of similar studies of tropical forests with characteristics similar 
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to the Taita forests. According to Brown & Lugo (1984), wet premontane, wet lower montane 
and wet montane tropical forests have higher biomass than wet lowland tropical forests. 
Furthermore, there are intercontinental differences between estimated biomass density values. 
Brown & Lugo (1984) estimated that the average biomass density is notably higher in tropical 
Africa than in tropical Asia, in tropical America, and in the tropics globally on average. There is 
conflicting evidence of the effect of soil type and fertility on tropical forest biomass. According 
to Laurance et al. (1999) aboveground biomass increased with increasing soil fertility in 
Amazonia, but Clark & Clark (2000) and DeWalt & Chave (2004) found no such effect in their 
studies in Middle and Southern America. Clark & Clark (2000) synthetized other factors known 
to affect tropical rain forest structure and biomass. Among them are climate, disturbance regime, 
successional status, topographic position, and human impacts. 
The in situ measured mean agb value for woodland (60.6 ± 45.4 Mg ha-1) differed remarkably 
from the modeled mean agb value (220 ± 133 Mg ha-1) of areas classified as woodland by 
Pellikka et al. (2009). The difference is explained by the ambiguous definition of woodland: areas 
classified as woodland cover a wide variety of vegetation from almost treeless bushland thickets 
to areas with sparse Euphorbia vegetation. Thus, the modeled biomass values of woodlands and 
bushlands are most likely overestimated due to disproportionately strong NIR reflection in 
relation to their actual biomass. Also the modeled agb values of fields are likely overestimated 
due to their strong NIR reflection. The aforementioned effect results in poor, non-significant 
correlations between SPOT NIR band and the response variables. Therefore, the prediction maps 
covering the whole study area (Figures 32 & 34) are not as plausible as the prediction maps 
covering only forests, woodlands, bushlands, and agroforestry areas (Figures 33 & 35). The in 
situ measured mean agb value for woodland plots (60.6 ± 45.4 Mg ha-1) is, however, quite similar 
to the mean agb value obtained for high density woodland (51.9 ± 28.4 Mg ha-1) by Ribeiro et al. 
(2008). 
The modeled agb values have high variance in the whole study area (mean 126 Mg ha-1, s.d. 115 
Mg ha-1, relative s.d. 91.2 % of the mean). This is because the study area covers various types of 
vegetation from arid plains to exuberant indigenous forests. The relative s.d. of predicted agb is 
remarkably smaller for indigenous forests (41.0 %), exotic forests (60.0 %), and woodlands 
(60.4 %), which indicate better model performance in those land cover types. 
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7.2 Estimates of leaf area index 
The in situ estimated and empirically modeled leaf area index values are relatively low for dense 
tropical vegetation due to the indirect optical estimation method, which rarely yields LAI values 
greater than 5. Mean in situ estimated LAI in indigenous forests was 3.66 ± 0.44, which is lower 
than the mean LAI values of tropical broadleaf forests globally, synthetized by Asner et al. (2003) 
(LAI = 4.8 ± 1.7 for evergreen, LAI = 3.9 ± 2.5 for deciduous forests). It must be noted, however, 
that these mean values are based on dozens of separate studies, and that the LAI definition and 
estimation methodology varies among them. Mean LAI values estimated by Kraus et al. (2009) 
from Budongo moist rainforest (870–1170 m.a.s.l) using hemispherical photography are 
remarkably higher than the values obtained here, probably because they included also the 
contribution of ground layer vegetation in their LAI estimates. 
 
The recent study on LAI of Eastern Arc Mountain biomes by Pfeifer et al. (2012) is probably the 
best available study to compare the results with. Pfeifer et al. (2012) estimated a mean LAI of 2.3 
± 0.5 in the Taita Hills’ old growth mountain forests, a value approximately one third smaller 
than the estimated value obtained here. These studies should be quite comparable, as both studies 
utilized the same LAI definition and hemispherical photography. Kalácska et al. (2004) obtained 
a field measured mean LAI value of 6.90 ± 1.96 in lowland tropical moist forests in late 
successional stage in Los Inocentes, NW Costa Rica using LAI-2000 plant canopy analyzer. The 
mean LAI values decreased remarkably with earlier successional stages, however (mean LAI = 
3.2 ± 0.82 in intermediate successional stage forests). Comparison of in situ estimated LAI values 
among several similar studies is presented in Table 20. The seasonal LAI variation of the study 
area, derived from the global MODIS LAI product, is discussed later in this section. 
 
Table 20. Comparison of in situ LAI measurements of this study to other authors’ results (continued on page 
107). 
Source Vegetation type Mean LAI 
Min 
LAI 
Max 
LAI 
In situ LAI 
method Study area Lai definition 
Field data Indigenous mountain forests 3.66 ± 0.44 2.31 4.56 HP Taita Hills 
True plant area 
index 
Kraus et 
al. 2009 
Intermediate 
succession moist 
rainforest 
9.24   HP Budongo, Uganda 
True plant area 
index 
Kraus et 
al. 2009 
Late succession 
moist rainforest  8.97   HP 
Budongo, 
Uganda 
True plant area 
index 
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Kalácska 
et al. 2004 
Late succession 
lowland tropical 
moist forest 
6.90 ± 1.96 3.7 10.9 LAI-2000 
Los 
Inocentes, 
Costa Rica 
Effective plant 
area index 
Kraus et 
al. 2009 
Early succession 
moist rainforest 6.37   HP Budongo 
True plant area 
index 
Kraus et 
al. 2009 
Intermediate 
succession moist 
rainforest 
6.25   HP Budongo Effective plant area index 
Kraus et 
al. 2009 
Late succession 
moist rainforest  6.14   HP Budongo 
Effective plant 
area index 
        
Asner et 
al. 2003 a 
Tropical evergreen 
broadleaf forest 4.8 ± 1.7 1.5 8.0 Various 
Global 
synthesis Various 
Asner et 
al. 2003 a 
Tropical deciduous 
broadleaf forest 3.9  ±  2.5 0.6 8.9 Various 
Global 
synthesis Various 
Pfeifer et 
al. 2012 Mountain forests 3.8  ± 0.4   HP 
Udzungwa, 
Tanzania 
True plant area 
index 
Kraus et 
al. 2009 
Early succession 
moist rainforest 3.44   HP Budongo 
Effective plant 
area index 
Kalácska 
et al. 2004 
Intermediate 
succession 
lowland tropical 
moist forest 
3.2 ± 0.82 2.0 4.8 LAI-2000 Los Inocentes Effective plant area index 
Pfeifer et 
al. 2012 Mountain forests 2.3 ± 0.5   HP 
Taita Hills, 
Kenya 
True plant area 
index 
Ribeiro et 
al. 2008 Mountain forests 2.2 ± 0.42   LAI-2000 
Niassa 
Reserve, 
Mozambique 
Effective plant 
area index 
Pfeifer et 
al. 2012 Mountain forests 2.1 ± 0.6   HP 
Kasigau, 
Kenya 
True plant area 
index 
Kalácska 
et al. 2004 
Early succession 
lowland tropical 
moist forest 
1.65 ± 0.95 0.0 3.8 LAI-2000 Los Inocentes Effective plant area index 
        
Field data Exotic forest plantations 2.92 ± 0.53 1.33 4.01 HP Taita Hills 
True plant area 
index 
Asner et 
al. 2003 a Plantations 8.7 ± 4.3 1.6 18.0 Various 
Global 
synthesis Various 
Field data Woodlands 1.28 ± 0.84 0.29 2.34 HP Taita Hills True plant area index 
Asner et 
al. 2003 a Shrublands 2.1 ± 1.6 0.4 4.5 Various 
Global 
synthesis Various 
Ribeiro et 
al. 2008 
High density 
woodlands 1.13 ± 0.42   LAI-2000 
Niassa 
Reserve 
Effective plant 
area index 
Ribeiro et 
al. 2008 Total woodlands 0.79 ± 0.13   LAI-2000 
Niassa 
Reserve 
Effective plant 
area index 
Ribeiro et 
al. 2008 
Medium density 
woodlands 0.76  ±  0.4   LAI-2000 
Niassa 
Reserve 
Effective plant 
area index 
Ribeiro et 
al. 2008 
Low density 
woodlands 0.5  ±  0.21   LAI-2000 
Niassa 
Reserve 
Effective plant 
area index 
Field data Agroforestry areas 1.73 ± 0.78 0.4 2.96 HP Taita Hills True plant area index 
Asner et 
al. 2003 a Crops 3.6 ± 2.1 0.2 8.7 Various 
Global 
synthesis Various 
a Statistical outliers excluded from the data by Asner et al. (2003) 
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There was a surprisingly strong positive correlation found between sqrt(LAI) and log(agb) in the 
field data (Pearson correlation: 0.7, p <0.001, n = 172). This is assumed to result from the 
absence of plots having high LAI and low agb, such as fields. In addition, the hemispherical 
photography was taken from 1.3 m above the ground surface, thus excluding the contribution of 
understory vegetation having relatively high LAI in relation to agb. 
7.3 Modeling performance 
The empirical models performed moderately according to the model diagnostics and the 
proportion of explained deviance values (D2 = 0.62 for LAI, D2 = 0.41 for agb). LAI model 
performance is comparable with hemispherical photography-derived true plant area index models 
using solely Landsat and SPOT-based SVIs as predictors by Pfeifer et al. (2012) (R2 values 
ranging from 0.43 to 0.80). The agb model had lower D2 value than the LAI model, indicating 
poorer model fit with calibration data. Pearson correlations between observed and predicted 
response values in validation data were notably higher with the agb model than with the LAI 
model, however. Agb model performance was slightly poorer than with similar agb models 
reported by Ribeiro et al. (2008) (R2 = 0.55) and Lu et al. (2005) (R2 = 0.746). Ribeiro et al. 
(2008) used Landsat ETM+ data from Niassa Reserve, Mozambique, whereas Lu (2005) used 
Landsat TM data from Brazilian Amazon. 
According to the RMSE and bias values (Table 15), the LAI model performed notably better than 
the agb model. The LAI model RMSE and RMSEr were 0.59 and 18.6 %, respectively. The LAI 
model had a slight negative bias, which was not statistically significant according to the t-test. 
The agb model had considerably high RMSE (376.85 Mg ha-1) and RMSEr (82.9 %) values, 
which is a clear indication of sub-optimal model fit and perhaps inappropriate modeling 
methodology for the observed non-linear relations (further discussed in section 7.6.3). The agb 
model underestimates the agb values on average by 24 % (Bias = -107.1 Mg ha-1, Biasr = -
23.56 %, p < 0.05). The negative bias is obvious when comparing the predicted mean agb (463  ± 
190 Mg ha-1) to the observed mean agb (542  ± 271 Mg ha-1) of the indigenous forests. 
The high RMSEr value is comparable with the value obtained by Avitabile et al. (2012) (RMSEr 
= 91 %) in their national scale agb estimate over Uganda using Landsat ETM+ data. However, 
their data was highly skewed (85% of the observations having agb density lower than 25 Mg ha-1), 
which resulted in the overemphasis of low biomass observations. When stratifying their data into 
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biomass classes, they found that the RMSEr values decreased in high agb classes having fewer 
observations (RMSEr = 29 % for the high agb class 200–475 Mg ha-1). On the other hand, there 
was a considerable negative bias in the highest biomass class (bias = 0.4 Mg ha-1 for the whole 
dataset, bias = -47.3 Mg ha-1 for the high agb class 200–475 Mg ha-1). The majority of the 
observations used for the modeling of this study are from indigenous and exotic forest plots, 
having relatively high agb levels. The disproportionately low amount of agroforestry and 
woodland plots most likely affects the modeling performance of the LAI and the agb models. 
Baccini et al. (2008) estimated the agb of tropical Africa using MODIS imagery, field data, and a 
regression tree model. Their agb density values ranged from 0 to 454 Mg ha-1 and the RMSE of 
the regression tree model was 50.5 Mg ha-1. Heiskanen (2006) used correlation analysis and 
linear and non-linear regression methods in estimating agb and LAI in a mountain birch forest 
with ASTER data. The lowest RMSE and RMSEr values reported with the linear regression 
approach were 3.45 Mg ha-1 (40.97 %) for biomass and 0.28 (36.96 %) for LAI. These values 
were obtained using CCA (Canonical Correlation Analyses) transformed reflectances, which 
performed better as predictors than conventional SVIs. CCA enables the combination of 
multitemporal SVIs and/or multispectral data into a single index (Cohen et al 2003; Heiskanen et 
al. 2006). 
In light of the examples by Baccini et al. (2008) and Heiskanen (2006), the RMSE and RMSEr 
values obtained for the agb model are considerably high, indicating less reliable modeling results. 
The comparison of absolute RMSE and bias values with studies on various biomes having highly 
differing mean agb values (both observed and predicted) is problematic, however. In many cases 
the relative RMSEr or biasr values are not reported, especially for the studies carried out in the 
tropics. 
Further inspection of the model residuals (Figures 27 & 30) revealed that the residuals of the LAI 
model were not normally distributed, which indicates that the model does not fit the data 
optimally. The residuals of the agb model were normally distributed according to Kolmogorov-
Smirnov test of normality, however. This, together with better fit of the agb model with 
validation data (Figures 28 & 31), implies that despite its higher proportion of explained deviance, 
the LAI model did not necessarily fit the data substantially better than the agb model. The 
residuals also reveal that especially the LAI model overestimates the sqrt(LAI) of observations 
110 
 
with extreme (high or low) sqrt(LAI) values. There is a similar – but not as pronounced – effect 
also in the agb model. 
The model diagnostics suggest that few individual observations had relatively high leverage 
compared to the majority of the dataset (Figures 26 & 29). These observations were mainly plots 
with low LAI and agb values, which therefore have disproportionately strong effect on the 
resulting model parameters. The models could have been improved by including more 
agroforestry and woodland observations, which was unfortunately impossible due to time 
constraints restricting the duration of field work. 
The topography-based variables were weakly or not at all correlated with the response variables 
and therefore unsuitable as predictors. The poor performance of the topographic variables is 
assumed to result partly from the orographic precipitation pattern of the study area. TWI is based 
on potential topography-driven water accumulation, which does not take into account the actual 
moisture conditions and moisture interception capacity of the forests. 
Aspect is determined by the local downslope direction of slope. The aspect-related effect of the 
orographic precipitation pattern was not present at the scale of individual hilltops. The potential 
effect of aspect at the scale of the whole Taita massif could have been investigated e.g. by 
including spatial variables in the models.  
There was slight variation among the SVIs in their relative performance, but it is evident that 
there is a lot of redundancy among them. Most of the tested SVIs utilize the reflection of NIR and 
R bands of SPOT data and are therefore quite similar. This, together with the poor performance 
of the topographic variables, resulted in the models having only one predictor each, because 
highly intercorrelated predictors were excluded from the models in order to avoid 
multicollinearity effects. 
7.4 Data accuracy 
There are some possible sources of inaccuracy in the data used. The location accuracy of the field 
plots is hampered by the precision of the hand-held GPS receiver used. The GPS-measured plot 
coordinates were in slight disagreement with those reported in the dataset by Thijs (2011), the 
coordinates deviating usually between 5 and 30 meters. This resulted most likely from signal 
distortions and blind spots caused by dense canopy and steep topography. The use of 3 x 3 pixel 
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focal mean values derived from satellite imagery was considered to mitigate these effects. 
Moreover, the plots surveyed both readily by Thijs (2011) and during this thesis’ field campaign 
were established in locations considered to be as representative as possible of relatively 
homogeneous environment including both the plot and its surroundings. 
The SPOT imagery was rectified using a digital elevation model by Pellikka et al. (2005). The 
DEM was interpolated from 50-feet interval contour lines of nine 1:50 000 scale topographic 
paper maps. Although the DEM evidently has some shortcomings regarding its accuracy 
(planimetric accuracy of ±50 m, altimetric accuracy of ±8 m, Pellikka et al. 2005), the 
rectification was deemed consistent and regarded sufficiently accurate for the purpose. This was 
based on visual examination by overlaying the rectified image with the digitized land cover map 
by Pellikka et al. (2009) and the reference satellite image. Moreover, a total root mean square 
error of 0.314 pixels (ca. 6.28 m) was achieved, which was considered sufficiently low for the 
analysis. 
The plot elevation, slope, aspect, and topographical wetness index grids used in the analysis were 
based on the DEM, and they should therefore be regarded only as approximations of the reality. 
However, none of the topography-based variables were utilized in the final models and thus they 
do not affect the modeling accuracy. 
Inaccuracies in tree height and diameter measurements constitute potential sources of error in 
field agb estimates at individual tree level, especially when measuring irregularly shaped trunks. 
According to Chave et al. (2004), the diameter measurement error of a tree having a dbh of 30 cm 
is typically 0.27 cm (relative error less than 1 %, 95 % probability) and that the relative error in 
tree height estimates is ca. 10 %.  However, errors in tree dbh measurements and height estimates 
are assumed to be random and thus not thought to play a crucial role in the total agb estimates, 
which are based on the dataset consisting of nearly 8700 trees. 
7.5 Sampling scheme and field plot size 
Among the most significant methodological issues potentially biasing the estimates is the 
sampling scheme used. Ideally, the field plot data should be drawn from a random or a systematic 
sample of the study area. However, the plots established both by Thijs (2011) and for this thesis 
are located in areas which are accessible and thought to be as representative as possible of their 
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vegetation type and immediate surroundings, given the local circumstances of each location. 
Accessibility brings on substantial constraints on the locations of the plots in the study area due 
to steep topography, limited road network, and occasionally extremely dense vegetation. 
Chave et al. (2004) argued that the plot size for forest biomass estimation should be at least 50 m 
x 50 m (0.25 ha) in order to average out the tree-level uncertainty at the stand scale. The plot size 
used in this study (0.04 ha) covers only 16 % of the minimum plot size suggested by Chave et al. 
(2004). The effect of large trees is emphasized in small sampling plots, as individual very large 
trees may contribute significantly to the estimated biomass of a plot. DeWalt & Chave (2004) 
found that trees having dbh ≥ 30 cm constituted 67% of aboveground biomass on their plots in 
neotropical forests of Central and Southern America. Clark & Clark (2000) reported that among 
three datasets, the contribution of very large trees (dbh > 70 cm) to total aboveground biomass 
varied between 14.1 % and 29.7 % in La Selva, Costa Rica. However, smaller plot size enables a 
greater amount of plots to be included in the analysis, providing a more reliable estimate of inter-
plot variation of biomass. 
The plots by Thijs (2011) were originally established to be utilized in vegetation community and 
ecology studies, not in biomass estimates. Setting up and surveying a completely new 
comprehensive network of randomly or systematically sampled biomass field plots of sufficient 
size was beyond the scope of this thesis. 
Furthermore, not all vegetation or land cover types present in the study area are represented in the 
field data. This poses significant credibility issues when applying the models to land cover types 
not present in the calibration dataset, such as fields. 
7.6 Methods 
7.6.1 Agb estimation 
The choice of allometric equations used in biomass estimation is crucial. The allometric 
equations are usually exponential functions or power functions, which further accentuates the 
significant contribution of large trees in biomass estimates: as dbh values increase in a linear 
fashion, estimated tree biomass values increase exponentially (Figure 16). Chave et al. (2004) 
compared eight pan-tropical allometric models based on same tree dbh dataset. Results from 
different models varied between 215 and 461 Mg ha-1 (mean: 347 Mg ha-1, s.d.: 77 Mg ha-1). 
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They claimed that the uncertainty on the agb estimation of a single tree (dbh ≥ 10 cm) is 47%, 31 
percentage points of which result from the allometric model and 16 percentage points from 
measurement uncertainty. This error should average out at stand level, however. DeWalt & 
Chave (2004) estimated that the choice of the allometric equation had an effect of 10–12 % to 
aboveground biomass in their study sites.  
Acknowledging the uncertainties of the allometric equations, the tree-level agb estimation was 
done as carefully as possible. The allometric equation for each tree was chosen based on its 
species and forest type and the availability of data on wood density and tree height (see Figure 20 
and Table 11 for details). Extremely large trees (dbh > 150 cm) were treated as having a dbh of 
150 cm in order to avoid too bold extrapolations outside the diameter ranges of the equations. As 
can be seen from Table 11, the maximum diameters of the equations applied to large trees in the 
exotic and indigenous forests are actually smaller than 150 cm: 112 cm for equation B1 by 
Brown (1997) and 133 cm for equation C1 by Chave et al. (2005). However, Brown et al. (1989) 
and Brown (1997) stated that equation B1 is expected to behave reasonably with trees up to 150 
cm in diameter. According to the simulation presented in Figure 16, the functions B1 and C1 
yield almost identical results (if wood density value d = 0.5 is applied to equation C1). Naturally, 
utilizing a lower threshold value would most likely have resulted in lower agb estimates and 
potentially altered the agb modeling performance. Also equations for woodlands, Acacia spp., 
and Eucalyptus spp. had to be occasionally used outside their calibration dbh range, however, as 
these equations have been drawn from samples with relatively small trees. 
7.6.2 LAI estimation 
There are certain issues in deriving LAI values from hemispherical photography. Not all of the 
photography was possible to acquire under overcast conditions. Heterogeneous sky conditions 
cause variation in illumination within a scene. Direct sunlight can cause underestimation of LAI 
by being transmitted through thin foliage and by dazzling the view. These effects complicate the 
differentiation between sky and foliage elements by automatic image thresholding. The 
underestimation may be somewhat compensated by manual thresholding, but this adds 
subjectivity to the process. Although each hemispherical photograph and each thresholded binary 
image used for LAI calculations were visually inspected before the analysis, not all effects of 
inconstant illumination could be avoided. 
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LAI has various definitions in literature (Barclay 1998) and there are multiple instruments and 
methods for indirect LAI estimation. In order to improve the comparability with other studies, the 
LAI definition and methodology used here were documented as precisely as possible. The LAI 
concept used in this thesis, ‘hemi-surface LAI’, is currently the most accepted LAI definition 
(Gonsamo 2009). Canopy non-randomness was taken into account by using the clumping 
correction method by Chen & Cihlar (1995), but the LAI estimates still include the contribution 
of non-leafy material. Therefore the resulting LAI estimates represent values of true (i.e. 
clumping corrected) plant area index.  
7.6.3 Empirical modeling 
Modeling biomass and LAI with optical remote sensing data has its limitations, especially in 
dense tropical forests. SVIs approach asymptotically a saturation level after a certain LAI value 
or biomass density, a phenomenon acknowledged and reported by several authors (e.g. Carlson & 
Ripley 1997; Turner et al. 1999; Gao et al. 2000). After reaching the saturation level, the SVI 
values do not react to changes in LAI or biomass of vegetation. This issue could be overcome to 
some extent by using narrow band vegetation indices derived from imaging spectroscopy data 
(Mutanga & Skidmore 2004). Narrow band data would also enable the utilization of red edge 
inflection point (REIP) as a predictor variable. REIP is the bandwidth where the rate of change in 
reflectance is the strongest in the red edge i.e. between red and NIR wavelengths. REIP has 
already proven to be better LAI predictor in some cases than the conventional SVIs (e.g. 
Herrmann et al. 2011). 
The substantial negative bias, especially for the agb model, results most likely from the SVI 
saturation effect and the use of the transformed predictor and response (the natural logarithm of 
agb, the square root of LAI) variables. The predictions were calculated by simply applying the 
inverse transformation to the transformed response variables. This is a commonly used method 
but may result in severely biased estimates (Miller 1984). In order to reduce the bias resulting 
from the transformation, an additional term could be included in the inverse transformation, 
compensating the bias. This term depends on the type of the original transformation function 
applied (Miller 1984). Therefore, including the compensation terms for the transformation or 
using a non-linear modeling approach might have been more suitable. Avitabile et al. (2012) 
found that using a non-parametric random forest model captured the non-linear relationship 
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between Landsat ETM+ spectral data and agb notably better than linear regression models in 
Uganda. 
The in situ observed LAI and biomass estimates do not account for understory vegetation, crops, 
and shrub layer, which may, however, constitute the majority of reflection recorded by the 
satellite sensor, especially in areas with sparse tree cover. Kraus et al. (2009) reported that up to 
14 % of estimated plot effective LAI of intermediate and late successional stage forest stands in 
Budongo forest, Uganda, resulted from hemispherical photography taken downwards from 80 cm 
height. This obvious mismatch between the field measurements and satellite sensor data 
introduces significant uncertainty and noise into the modeled SVI-biomass and SVI-LAI relations. 
Kraus et al. (2008) found no significant correlation between SVIs and LAI in Eastern African old 
growth rainforests. They assumed this to result from the effect of rough canopy texture of mature 
undisturbed forests, leading to increased shadow effects. The observed absence of correlation 
between NIR reflection and LAI and biomass in this study supports the results of Kraus et al. 
(2008). Therefore, including textural variables could have provided some valuable additional 
information of canopy structure and thus improved the models. Combining textural variables with 
conventional SVIs has proven to be useful in modeling both LAI (Colombo et al. 2003) and agb 
(Lu 2005) from remote sensing imagery. 
The linear regression models were constructed using ordinary least squares (OLS), which is a 
widely used method in remote sensing applications, although the underlying assumptions are not 
always fulfilled (Fernandes & Leblanc 2005). The response variables were assumed to be 
normally distributed although the Kolmogorov-Smirnov tests conflicted with this assumption. 
Therefore, using non-parametric methods, such as Theil-Sen linear regression, might have been a 
more valid approach. On the other hand, Kraus et al. (2009) found that OLS and Theil-Sen 
regression models performed very similarly in estimating LAI from SPOT HRVIR and ASTER 
data in East African early and intermediate stage rainforests, OLS performing at least equally 
well in each case. They concluded that OLS is more sensitive to outliers in the data than Theil-
Sen, and therefore suits better in empirical modeling based on field and satellite data. 
Focal variables performed better than pixel-based variables in preliminary analysis testing and 
were therefore selected as predictors. This is assumed to partly result from the potential 
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imprecision in accurate location of the plots. The size of the field plots was equal to the pixel size 
of SPOT imagery used and it is therefore highly unlikely that an individual pixel would represent 
one plot. Moreover, the plots were chosen to be representative of larger relatively homogeneous 
areas whenever possible. Although the regressions were derived from focal variables, the 
predictions were made for each pixel separately. Using focal values for predictions would have 
smoothened patch boundaries and moderated spatial variability especially in small scale. 
Both datasets used for modeling (LAI dataset, agb dataset) included all available plots from all 
vegetation types. Colombo et al. (2003) related high resolution IKONOS satellite imagery with 
LAI and found that stratifying their data according to different land cover types strengthened the 
observed LAI-SVI relationships. Also the results by Turner et al. (1999) indicate that 
stratification by land cover classes is desirable when relating SVIs and LAI. However, 
preliminary testing with stratified datasets indicated that there was no improvement in SVI-LAI 
or SVI-agb relations. In fact, stratification only weakened the relationships between in situ and 
satellite data due to SVI saturation and low number of agroforestry and woodland plots. 
The predictors were selected using forward selecting stepwise regression, based on AIC values. 
The resulting models could have been different if the selection of the predictors would have been 
carried out using different selection criteria (e.g. Baysian Information Criterion, F-test value, or 
χ2 test value) or selection methodology (e.g. backwards elimination). 
The models cannot be generalized into other regions as such, as they were calibrated using field 
data from a limited geographical area. The SVI best related to field data is case specific, and the 
model parameters (coefficients) would have to be calibrated for each study site individually due 
to differences in forest structural characteristics (Foody et al. 2003). Therefore, the models were 
not extrapolated to cover large areas outside the Taita Hills. Although optical remote sensors 
provide frequent global coverage, the procedure used in this thesis is technically quite demanding 
and time consuming. Furthermore, Gibbs et al. (2007) argued that using optical remote sensing in 
biomass estimates has high uncertainty and limited ability to develop good models for tropical 
forests. 
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7.6.4 Data preprocessing 
The satellite imagery was corrected for atmospheric and topographic effects before the empirical 
modeling in order to ensure good performance of the models. Chen & Cihlar (1996) argued that 
correction of satellite signal to high degree is necessary in LAI estimation of boreal forests. It was 
assumed that careful preprocessing of the satellite imagery would improve the performance of the 
predictive models. However, there is no unambiguous evidence of the necessity of topographic 
normalization in LAI and agb modeling. Turner et al. (1999) found that although atmospheric 
correction strengthened LAI-SVI relations, empirical topographic correction failed to do so. No 
relations were constructed with uncorrected DN, radiance, or reflectance values. This study does 
not therefore provide any evidence regarding the question of the necessity of signal preprocessing. 
Moreover, Chen & Cihlar (1996) reported that SR had stronger relations with effective LAI (no 
clumping correction) than true LAI in Canadian boreal conifer forest. 
7.6.5 Forest corridor biomass estimation 
The hypothetical indigenous forest corridors connecting Vuria, Ngangao, Chawia, and Mbololo 
were sketched roughly and should be therefore considered only as indicative approximations of 
potential corridors. The tested corridors are most likely too narrow to be ecologically functional. 
Adriaensen et al. (2006) modeled several potential corridors connecting the patches, but only one 
corridor connecting each adjacent patch was evaluated in this thesis. However, the purpose of the 
agb estimates of the potential corridors was to highlight the added benefit of biomass 
accumulation and carbon sequestration of the corridors rather than yielding accurate estimates of 
aboveground biomass.  
7.7 Seasonal variation of LAI 
The phenological cycle affects the spectral signature and biophysical properties of vegetation, 
especially LAI. Although the indigenous forests of the study area are evergreen, agricultural areas 
and drier environments, such as woodlands, are affected by the biannual rainy seasons. The 
phenology of the agricultural crops is also affected by management – planting, growing, and 
harvesting. Moisture conditions and the amount of leafy material present in the vegetation affect 
the spectral properties significantly: dense multilayered canopy has high NIR reflectance due to 
additive reflectance resulting from low absorbance and combined high transmission and 
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reflectance in NIR wavelength, and turgid vegetation absorbs effectively MIR radiation due to 
high water content of plants (Jensen 2000: 362–365 ). 
Although the biomass and LAI of the indigenous forests stay relatively more constant throughout 
the year than those of other land cover types,  ideally both the fieldwork and the remote sensing 
imagery should date at the time of yearly biomass  and LAI maxima – immediately after the long 
rainy season in May. The lack of appropriate, timely satellite imagery coinciding with the field 
work poses an issue regarding the validity of predictive modeling. Both the field work (January–
March 2011) and the acquisition date of the SPOT imagery (September 2008) took place during 
the dry season. Between 2007 and 2012, the mean LAI values were consistently higher in 
February than in September (Figure MODIS). However, the MODIS LAI values were 
exceptionally high during the SPOT image acquisition in September 2008, resembling more the 
usual LAI values of February. This is assumed to mitigate - to some extent - the adverse effect of 
the temporal difference between field work and satellite imagery acquisition dates. Furthermore, 
utilizing data from dry seasons presumably reduces the noise in empirical SVI-LAI relations in 
agroforestry and woodland areas having low LAI and agb values. 
Unfortunately, the precipitation data from Voi meteorological station could not be obtained for 
this study, despite several enquiries. The fluctuations of precipitation would presumably explain 
the seasonal variation of LAI in the study area. Seasonal LAI and agb variation of different land 
cover types would be an interesting topic for future research in the study area. The seasonality of 
LAI is an important factor in studying the intra-annual biomass and LAI variation, and collecting 
in situ LAI data from dry and wet seasons would enable the development of season-specific LAI-
SVI relations (Pfeifer et al. 2012).  
7.8 The UN-REDD context 
The purpose of this study was to estimate the quantity of aboveground woody biomass and LAI 
of the Taita Hills in order to highlight its carbon sequestration capacity in the context of UN-
REDD+ and other Payment for Ecosystem Services schemes. It is acknowledged that carbon 
sequestration is not the only or the most vital ecosystem service for the local community provided 
by the Taita forests. However, quantifying carbon sequestration is thought to provide more 
concrete and comprehensible grounds to strive for the preservation of the indigenous forests, as 
the full value of especially the intangible ecosystem services is commonly neglected or 
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underestimated (TEEB 2010). Global climate change and enhancing carbon sequestration as a 
means of mitigating it have been the hot topics of the early 21st century. The full value of the 
natural capital and ecosystem services is not yet fully understood and included in economy-
driven decision-making, but initiatives such as UN-REDD+ are steps towards the right direction 
– compensating for the provision of the vital ecosystem services directly affecting our human 
well-being. 
There are certain doubts concerning the possible detrimental ramifications of REDD policies, 
however. For example, some fear that the development in forest management practices will be 
wasted, that REDD may erode culturally rooted non-profit conservation values, that REDD will 
“lock-up” forests by separating development and conservation, or that local communities may be 
deprived of their justified land development efforts (UN-REDD Framework document 2008). 
However, ensuring and potentially enhancing the provision of the vital ecosystem services would 
benefit the livelihoods of the local people in several ways. The provision of water and protection 
against erosion are probably among the most critical ecosystem services linked with the daily life 
of the rural communities of the Taita Hills. On the other hand, there are certain potential trade-
offs between ecosystem services (MA 2005). The forests serve as a source of timber and the 
increasing population brings pressures to expand agriculture to new areas. Therefore, 
implementing conservation or PES schemes requires careful planning in order to be successful 
and to minimize the negative trade-offs. The complex interactions between ecosystem services 
are not solely restricted to trade-offs, however. There are also negative and positive feedback 
mechanisms. For example, enhancing carbon sequestration mitigates the effects of global climate 
change, which, in turn, has been recognized as one of the main direct drivers of change in 
biodiversity and ecosystems (MA 2005). Therefore, enhancing carbon sequestration locally may 
contribute to the provision of other ecosystem services as well, both globally and locally. 
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8 CONCLUSIONS 
The aboveground biomass (agb) and leaf area index (LAI) of the Taita Hills, SE Kenya were 
estimated using empirical modeling from field data and SPOT satellite imagery. There is a lack 
of landscape-scale biomass and LAI studies in tropical regions, especially in remote areas such as 
the Taita Hills.  
The resulting agb density values were higher than expected, which resulted from the high tree 
basal area and aboveground biomass values of in situ data. The in situ estimation of the biomass 
was done as carefully as possible, taking into account the diameter at breast height (dbh) and 
vegetation type of each tree, and tree density and height whenever possible. 
The resulting LAI values seem rather low for exuberant tropical forests, but are still comparable 
with other similar studies. The low values result from the method of optical indirect in situ LAI 
estimation using hemispherical photography. The mean in situ LAI and agb of indigenous forest 
plots were significantly higher than those of exotic forest plots, woodland plots, and agroforestry 
plots. This highlights the significance of the indigenous forests as carbon stocks.  
The models performed moderately according to D2 values (D2 = 0.62 for LAI model, D2 = 0.41 
for agb model). The modeling performance suffered from the asymptotic LAI-SVI saturation 
effect, which is a well-documented phenomenon in scientific literature concerning agb and LAI 
estimates using optical remote sensors. Dense tropical forests are therefore challenging for 
remote sensing-based agb and LAI estimations. Especially the agb model was negatively biased 
and had high RMSE and RMSEr values. The bias most likely results from the saturation effect 
and the use of transformed variables in linear regression models. Including appropriate 
compensation terms in the inverse transformations or using a non-linear modeling approach 
would presumably have reduced the model biases. 
The data could not be stratified by vegetation types or land cover classes due to the strong 
saturation effect and the low number of agroforestry and woodland observations with low 
biomass and LAI values. The models are not transferable as such to other regions, because the 
model parameters have to be estimated using site-specific field data. Moreover, although there is 
redundancy in the information content of the SVIs, their relative performance varies between 
cases. 
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The models were calibrated with comparatively few observations with low biomass and LAI 
values (mainly from woodlands and agroforestry areas), resulting in these observations having 
relatively stronger effect (higher leverage) on the model parameters. There were no observations 
from agricultural fields, which introduces considerable uncertainty in estimating the LAI and agb 
of cultivated areas. The vague definition of ‘woodlands’ hampers the comparability of their agb 
and LAI values with other studies. 
Great uncertainty regarding the validity of the models (especially the LAI model) is caused by the 
long temporal interval between the field work and the satellite imagery (29 months). However, 
both the in situ LAI measurements and the satellite imagery are from dry seasons. Moreover, 
according to the global MODIS LAI product, the conditions were relatively similar on those dates. 
The aim of the estimates was to highlight the importance and the value of the indigenous Taita 
forests in the context of UN-REDD+, an international Payment for Ecosystem Services scheme. 
Quantifying the carbon sequestration capacity of the forests is expected to further justify and 
validate the aspirations to preserve the Taita forests. 
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APPENDIX 1 – LAI GEOSPATIAL MODEL 
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APPENDIX2 – AGB GEOSPATIAL MODEL 
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APPENDIX 3 – MEDIAN FILTERING GEOSPATIAL MODEL 
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APPENDIX 4 – SUMMARY OF LAI MODEL IN R 
 
Summary of LAI model in R 
Call: 
glm(formula = sqrtlai ~ msifoc, family = "gaussian") 
 
Deviance Residuals:  
Min  1Q      Median         3Q        Max   
-0.79493   -0.09995    0.02362    0.12990    0.39242   
 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)   2.52850     0.05649    44.76    <2e-16 *** 
msifoc       -1.04169     0.07244   -14.38   <2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
(Dispersion parameter for gaussian family taken to be 0.03381554) 
 
Null deviance: 11.2878 on 128 degrees of freedom 
Residual deviance:  4.2946 on 127 degrees of freedom 
AIC: -66.831 
Number of Fisher Scoring iterations: 2 
 
Analysis of Deviance Table 
 
Model: gaussian, link: identity 
Response: sqrtlai 
Terms added sequentially (first to last) 
 
Df  Deviance  Resid. Df  Resid. Dev      F      Pr(>F)     
NULL                       128      11.2878                     
msifoc 1    6.9932        127       4.2946  206.8   < 2.2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
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APPENDIX 5 – SUMMARY OF AGB MODEL IN R 
 
 
Summary of agb model in R 
 
Call: 
glm(formula = logagb02mgha ~ sqrt(msrfoc), family = "gaussian") 
 
Deviance Residuals:  
Min          1Q   Median  3Q         Max   
-2.00075   -0.44000    0.02757    0.51971    1.50239   
 
Coefficients: 
               Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)     2.3680      0.3278    7.223   3.44e-11 *** 
sqrt(msrfoc)    3.2725      0.3393    9.645    < 2e-16    *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
(Dispersion parameter for gaussian family taken to be 0.5236332) 
 
Null deviance: 118.880 on 135 degrees of freedom 
Residual deviance:  70.167 on 134 degrees of freedom 
AIC: 301.95 
Number of Fisher Scoring iterations: 2 
 
Analysis of Deviance Table 
 
Model: gaussian, link: identity 
Response: logagb02mgha 
Terms added sequentially (first to last) 
 
             Df  Deviance  Resid. Df  Resid. Dev       F      Pr(>F)     
NULL                             135      118.880                      
sqrt(msrfoc)   1    48.713        134       70.167  93.029  < 2.2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
