AbstractÐThis paper describes Net-dbx, a tool that utilizes Java and other World Wide Web tools for the debugging of MPI programs from anywhere in the Internet. Net-dbx is a source-level interactive debugger with the full power of gdb (the GNU Debugger) augmented with the debug functionality of the public-domain MPI implementation environments. The main effort was on a low overhead, yet powerful, graphical interface supported by low-bandwidth connections. The portability of the tool is of great importance as well because it enables the tool to be used on heterogeneous nodes that participate in an MPI multicomputer. Both needs are satisfied a great deal by the use of WWW browsing tools and the Java programming language. The user of our system simply points his/her browser to the Net-dbx page, logs in to the destination system, and starts debugging by interacting with the tool, just as with any GUI environment. The user can dynamically select which MPI processes to view/debug. A special WWW-based environment has been designed and implemented to host the system prototype.
INTRODUCTION
T HIS paper presents Net-dbx, a tool that uses World Wide Web (WWW) capabilities, in general, and Java applets, in particular, for portable parallel and distributed debugging across the Internet. It takes full advantage of the Java universality and can therefore run on virtually any client platform since a Java-enabled WWW browser is made available for every new platform. Net-dbx is now a working prototype of a full-fledged development and debugging tool. It has been tested locally for the debugging of FORTRAN, C, and C++ MPI programs. It is currently being tested by users all over the world using a WWW-based host environment that allows remote users who may have no shell access to the local system to upload, compile, and debug their programs. Satisfying the low-bandwidth requirement allows Net-dbx to function in almost all Internet access conditions. This makes the tool capable of operating over 33Kbps home access lines or even on higher bandwidth lines during congestion periods.
The past four to five years have seen an immense growth of the Internet as well as very rapid development of tools used for browsing it. The most common form of data traveling in gigabytes all over the net is WWW pages [1] . In addition to information formatted with text, graphics, sound, and various gadgets, the WWW enables and enhances a new way of accomplishing tasks: Teleworking.
Although, the concept of teleworking was introduced earlier, it has been well accepted and enhanced through the use of the Web. A lot of tasks, mostly transactions, are done via the browser interface, enabling users to order and buy things from thousands of miles away, edit a paper, or transfer files to machines in different parts of the world.
Until recently, all of these tasks were performed using CGI scripts. 1 CGI scripts are constrained in exchanging information only through text boxes and radio buttons in a standard Web form. The Java language [2] , [3] is now giving teleworking a new, enhanced form. Java applets allow the user to manipulate graphics with a mouse and keyboard and to send information, in real time, anywhere in the Internet. Graphical web applications are now able to use low-bandwidth connections since the interaction with the server does not demand huge amounts of X-Protocol [4] data. This development makes it possible to perform program development and debugging using graphical tools, from anywhere it the world. A task that until recently has been confined within the local network or some high-bandwidth connections around the supercomputing centers is now available to virtually anyone connected on the Internet.
Developing and debugging parallel programs has proven to be one of the most cumbersome tasks of program development. In the process of running a parallel program, many things can go wrong in many places. Deadlock situations can be caused by bugs in the message distribution procedures (in distributed machines) or by poorly controlled access to the common memory. Some processing nodes may crash under some circumstances for which the programmer may or may not be responsible. To effectively debug parallel programs, we should know what went wrong in each of these cases [5] .
There are two approaches to effective monitoring a program execution: post mortem and runtime debugging. In post mortem debugging, the compiled program keeps track of everything that happens during execution and logs every event in special files called trace files. After the parallel program terminates, these trace files are then 1 . CGI stands for Common Gateway Interface. It consists of a server program residing on the HTTP server which responds to a certain form of input (usually entered via web forms) and produces an output Web page to present results to the user. parsed using special tools to help the user guess what went wrong (and when) during execution of a buggy program. Runtime tools, on the other hand, have access to the program's memory on each machine. Using operating system calls, runtime debuggers can stop or resume program execution in any execution node. These tools can change variables during the execution and can break the program flow under certain conditions.
The prototype described in this paper is a runtime, source-level debugging tool. It combines the capabilities of the gdb debugger [6] , [7] and the capabilities offered by the available public-domain MPI implementation environments (LAM [9] , [10] [11] and MPICH [19] ) into a graphical environment. Using Java, we have developed a tool that integrates these two programs in a collection of applets in a single Web page. Our tool acts as an interface to the two existing tools, providing the user with a graphical interaction environment with aggregate parallel facilities. In addition, it optimizes interaction between LAM or MPICH and gdb. The tool can easily be hosted into a complete Webbased environment that provides access to the system from anywhere in the world, even to Internet users with no shell access to the local server.
PARALLEL DEBUGGING OF MPI PROGRAMS
One method of debugging a parallel MPI program is to gain full access to every process on the nodes of the multicomputer from a local or remote workstation. This would involve logging on to the various nodes and attaching the processes to a debugger and then interacting with each process in the proper window.
Information that is not known until runtime must be acquired from the processes in order to attach them to the local debuggers. This includes the IP addresses of the nodes participating in the MPI multicomputer and the PIDs of the corresponding processes running on these nodes. In order to acquire this information, the programmer must add extra code to the parallel program so that it reports such information and then waits long enough to allow all the processes to be attached. The user must note the node addresses and PIDs, one by one, then establish several Telnet connections, start up the local debuggers, and attach the recorded PIDs.
After the session is started up, the user can use the local debuggers to manipulate the execution of each process as if it were a sequential one. However, a lot of synchronization is required in order to avoid deadlock situations. Aggregate operations such as global stepping, global breakpointing, or interrupting a group of processes would be impossible since the only way of a user performing them would be to simultaneously gain focus to an enormous amount of windows in his/her screen.
The reporting facilities offered by the MPI implementations can be used for this information acquisition. For example, LAM MPI offers command line utilities to monitor the message traffic. These reporting facilities would consume yet another window on the user's screen. The user can refresh his/her view of the message buffer manually every few minutes or whenever there is a change in the program's state as he/she proceeds with stepping through the processes.
The above method is, of course, tedious and it requires a lot of patience and time to be started up and carried out. Nevertheless, it enables remote distributed debugging without the need for complex debugger servers and specialized clients. In addition, it can operate over lowbandwidth lines (dialup 33Kbps or less) since Telnet is a modest application where connections are concerned. This method lacks the graphical interaction facilities that would be offered by a commercial X-application. Of course, the advantage of the user not having to travel to a highbandwidth site is compromised by the overhead of setting up and maintaining such a debugging session. In addition, an integrated tool would offer him a set of implicit parallel debugging operations that he/she would not need to apply manually to the local sessions one by one.
Net-dbx, a Java-powered tool for distributed interactive debugging across the Internet, automates the above procedure. It keeps the advantages of low-bandwidth requirement and simplicity on the server side and eliminates the drawbacks of the manual method described above by offering a graphical interaction environment. It simplifies the start-up procedure to a few clicks and, additionally, offers implicit parallel primitives that are triggered by the graphical user interface (GUI).
ARCHITECTURE OF NET-DBX
Net-dbx's approach to achieving distributed debugging is based on individually attaching every process to a local debugger at the lowest level and then integrating the individual debuggers into a device-independent, interactive, user-friendly environment [8] . For each process to be monitored, the integration environment interacts with the local debugger. As the user defines global and individual operations to be applied to all or some of the processes, these are translated by the integration tool into interaction with each of the local debuggers individually. To attach all the required processes to the local debuggers, an initialization scheme has been implemented as described in the following section. The overall architecture of Net-dbx is based on a three-layer design: the lower layer, which resides on the MPI-Nodes, the communications layer, which is implemented on the client side, and the integration layer, which coordinates the communication objects and provides the graphical environment to the user. Fig. 1 shows the overall architecture of Net-dbx and the connections between the various components.
The communications and integration layers, which rely on the client side, are implemented in Java. As a Java applet, the system is capable of running in the user's Internet Browser display. Having the requirement for a Java-enabled browser as its only prerequisite, the Net-dbx applet can be operated uniformly from anywhere on the Internet using virtually any client console.
Lower Layer
The lower layer consists of the vendor-dependent MPI implementation and debugging tools (currently supported is gdb) which rely on each node of the MPI multicomputer. Currently supported MPI implementations are MPICH and LAM MPI.
The supported local debugger is gdb [7] , a free GNU debugging tool that appears to be implemented on most of the major Unix platforms. The functionality of gdb includes attaching processes at runtime, changing variable values, and setting conditional breakpoints based on expressions. Because the lower layer consists of tools that are implemented uniformly on all of the supported platforms, problems concerning interaction with the communications layer are avoided. Porting this layer of the system to another Unix platform is just a matter of confirming that the tools are functional at the specific platform.
In order to use the underlying local tools to start and maintain a debugging session, an Initialization Scheme is needed. To be able to attach a process for debugging you need its PID and the node where it is running. This data can be acquired from the process only at runtime. In order to be able to attach the processes to the debugger before they terminate, the system must stall them until they are all ªcaptured.º A small piece of code has to report each process' PID and IP address and install them until the interesting ones are attached to the debugger. This is done by intercepting the call to MPI_Init and linking to the profiling library.
2 This is done transparently to the programmer. However, he/she would have to compile the program using the Net-dbx aware scripts. Although some MPI implementations use their own specific debugger aware schemes, we have chosen the above scheme which works uniformly on Fortran, C, and C++ programs using both the MPICH and LAM MPI implementations.
Communications Layer
Communication between the nodes on the server side and the integration tool on the client side is managed by the Debug Telnet Session objects. They derive from the Telnet Session of a third-party Telnet package and are enriched with debug functionality. These objects provide the necessary abstractions needed to individually debug their corresponding processes. Methods for synchronizing with the other Debug Telnet Sessions are also provided in order to initiate the debugging process or perform global operations. Additional functionality includes means for global task and message monitoring which can be done on the root node (node 0). Standard functionality that is expected from the implementation of the Telnet Session's role is to provide abstractions to the following:
. Setting/unsetting breakpoints, . starting/stopping/continuing execution of the program, . setting up and reporting on variable watches, . evaluating/changing value of expressions, . providing the source code (to the graphical interface), and . capturing the Unix PIDs of every active process on the network (used at initialization). In addition, the Telnet Session needs to implement an abstraction for the synchronization procedure in the beginning. That is, if it corresponds to process 0, the session should wait for every process to attach and then proceed to release (get out of the loop) the stalled program. If it corresponds to a process ranked 1..n, then it should just attach to the debugger, set the breakpoints, and wait. This can be achieved using a semaphore that will be kept by the object which will ªownº all the Telnet Sessions. In programming the Telnet Session's role, standard Java classes were imported and used, as well as third-party downloaded code, and incorporated in the Telnet part of our program. The existing functionality was enriched with interaction procedures with the Unix shell, the GNU Debugger (gdb), LAM-MPI, and MPICH to allow the above abstractions to be implemented.
One of the major security constraints in Java is the rule that applets can have an Internet connection (of any kindÐTelnet, FTP, HTTP, etc.) only with their HTTP server host [12] . We overcame this constraint by forcing all Telnet connections to be initiated to the server and then using the rsh command to connect to the corresponding nodes. This approach assumes that the server can handle a large number of Telnet connections and that the user will be able to login to the server and then rsh to the MPI network nodes.
A serious issue in using Telnet as the basic communication tool between the lower layer and the integration layer is transmitting passwords in plain text. In addition to that, the open gdb Telnet Session to the server can easily be intercepted by a malicious intruder who could issue a ªshellº command to the debugger and any other Unix command on the target machine thereafter. One way of dealing with this is to use ssh [19] instead of Telnet. Using ssh ensures encryption of both the password exchange phase as well as the whole session. This imposes an initial overhead on every session startup which however does not affect overall performance since ssh sessions are also compressed. We are currently working on this approach for improving Net-dbx.
The time to perform each task of a Telnet Session varies and results are not returned immediately. Since we do not want to freeze the whole system until a certain task is completed on one specific process, we must provide a separate thread of execution to each Telnet Session. Thus, they must be attached to another object that will create and provide them with that thread. At the integration layer, a Telnet Session is attached to a debugElement. This provides the Telnet Session with a separate thread of execution and enables its control by the Process Coordinator which may provide it with a graphical view whenever requested.
Integration Layer
As mentioned above, several Debug Sessions are needed in order to debug an MPI program in the framework used by Net-dbx. In addition to the coordination of all these sessions, it is necessary to provide a means of translating the user's requests for global or individual debugging operations to single-process debugging operations to the Debug Sessions.
The integration layer consists of all the data structures and objects needed to manage the Debug Sessions and all the graphic interfacing objects required to let the user manipulate the system as if it were a GUI. The functionality of this layer is based on the interaction of several components: the Debug elements, the Process Coordinator, and several graphical components used by the Process Coordinator to interact with the user.
The implementation of this layer takes advantage of the multithreading capabilities of the Java language. In order to present the user with a comfortable and responsive environment, each task has to be executed in its own thread. Long tasks should provide a completion report mechanism to ensure the user that the system is actually working on his/her requests. Using a special class interface (Progress Reporter), the communication layer objects become aware of the environment and can be able to attach their tasks to a progress bar provided by the graphical environment.
Another issue of concern in implementing the integration layer was the overhead of creating and deleting the graphical components as they are displayed and hidden from the user's screen. Debug sessions can be attached to graphic components for either individual or global control. Using Java Interfaces, the coordinator can handle both a graphic Debug Window and Telnet Session Wrapper (which is the wrapper of a Telnet Session in the integration layer) in the exact same way. This enables us to use a ªdecoupled approach,º which allows us to keep a pool of graphic Debug Windows separately and attach them to corresponding Debug Sessions according to what is visible to the user. This avoids wasting memory for unused components on the client side. In addition, it avoids the overheads imposed if a delete/reallocate approach was used for every hiding/showing of a graphic debug Window.
Debug Elements
The Debug Elements are special wrappers to the Telnet Sessions. They are used to interface the Telnet Sessions to the Process Coordinator. Their purpose is also to provide the Telnet Sessions with a separate thread of execution. Specifically, for every function of the Telnet Session, the corresponding function of the Debug Element spawns a new thread of execution to carry out the specific task. This enables the integration environment to monitor all the debugging sessions simultaneously and update their status or intervene whenever needed without waiting for the execution of some tasks to end. The Debug elements are able to interrupt the execution of any active command of the Telnet Sessions since they have access to their main thread of execution.
Process Coordinator
The Process Coordinator component is responsible for managing all the Debug Elements and for distributing the various user debugging-actions to the MPI nodes. It coordinates the initialization procedure by distributing the start-up data acquired when invoking the MPI program, to the Debug Elements. It also provides them with semaphores for synchronization. It serves as the file server of the Debug Elements by storing the downloaded source file listings and providing them on request.
A large array holds all the Debug Elements. Its size is determined by the number of processes that the program will run. Several pointers of the array will be empty (null) as the user might not want to debug all the running processes. The debug elements can either be attached to graphical debug windows or be controlled directly by the coordinator. Attaching a Debug Session to a graphical window is dynamic and depends on the user's needs during the debugging process. The processes can also be controlled in groups which again are formed by the coordinator according to the user's needs. Special graphical components are provided to let the user interact with the coordinator and, thus, control the debugging process.
The Process Coordinator is also responsible for letting the user set global breakpoints. That is, when a user sets a breakpoint with more than one processes selected, the coordinator applies that operation to all the selected processes. In addition, the coordinator provides the capability of interrupting all the processes at the event of one of them reaching a breakpoint. It provides a handle to a global interrupt method which calls the interrupt method of all the active Debug Sessions. This enables the user to carefully examine the process that reached the breakpoint without worrying how far the other processes are going (if they were not interrupted).
Graphical Components/Environment
The graphical environment, which is hosted in the user's Web browser display, is used to provide the user with means to start, maintain, and terminate a debugging session. Several data are needed in the beginning of the debugging session, such as the user's ID and password, the initial directory of the program, and the executable's filename. This information is passed on to the main Net-dbx applet using special windows that pop up at the beginning of the process. After the initial informationgathering phase, the user is required to select the processes to be debugged. All of this information is passed on by the main Net-dbx applet to the Process Coordinator. During the course of debugging, the Process Coordinator calls its specialized graphic components to visualize (graphically display) a Debug Session, control groups of processes, or enable the Interaction console to let the user perform keyboard I/O operations with his/her program. All the graphic components are shown in action in Fig. 2 .
The debug window, which is used to visualize a Debug Session, currently supports the Next, Break, Continue, and Interrupt operations. Additionally, it allows expression evaluation, inspection, constant display of updates and variable enabled watches which halt the execution at the point where the value of a variable changes. It is presented as a resizable window that floats in the browser's screen. The group control window is used to provide the user with aggregate operations, such as global stepping, interrupting all the processes or a smaller group of them. This control also allows for setting global or local breakpoints. Global breakpoints apply to all the processes; that is, all the processes have to stop at a certain line of code. Local breakpoints apply to a single process. Handling breakpoint operations is done with the help of the Process Coordinator, which has handles to all the debugging sessions.
The monitoring window, which is only available when using LAM-MPI, is used to provide the user with information on pending messages and the status of processes. Using the LAM specific commands mpitask and mpimsg, it presents a small display with all the pending messages, their tag, sender and receiver, and the MPI World* within which the messages were sent. Another display shows the current status (task) of each active process. This information includes the running status, such as ªrunningº or ªstalled,º and if the process is waiting to receive a message then the sender of the message and the sender's world is also shown.
IMPLEMENTATION STATUS
All the functionality described above is implemented in an alpha version of Net-dbx which is hosted at the computing facilities at the University of Cyprus. It has been used by local as well as international users through a Web interface intended to make the system securely available regardless of the access permissions of the remote users to our system. Net-dbx has been used in the parallelization of the ETA/NMC weather forecasting software, a program of about 40,000 lines of Fortran code. It could easily scale up to 18, 36, and 54 processes on our 18 machine network of IBM PowerPC SP/2. Client consoles tested were i386 Linux, Windows 9x PCs, IBM PowerPC, and Sun SPARC with Solaris 2.6. It is also able to run uniformly on any heterogeneous network where LAM MPI or MPICH can be set up. The only requirement for Net-dbx to run on an MPI network, in addition to MPI being operational, is gdb and an HTTP server on the root node. The start-up overheads for a debugging session in Net-dbx is up to 30 seconds for an MPI multicomputer of up to eight machines. There are additional costs for more processes as MPI itself needs more time to set up a session depending on the size of the multicomputer.
Host Environment
The users of Net-dbx need to be able to log into the system from anywhere in the world. Access has to be granted to external users without having to compromise user security of the local MPI-Network and, yet, the system had to provide the full debugging functionality of Net-dbx.
This host environment was implemented using CGI web scripts and local shell scripts. It provides users who do not have shell access to our network with an interface to upload their files to Net-dbx's alpha local system and then to compile, view, or delete them. To be able to do this, we grant remote users with a user password on the Net-dbx system which, with the help of the Web Server, controls access to the corresponding CGI scripts. Every user of the CGI script system is entitled to a local directory on which his/her files will be uploaded and manipulated. When the user first accesses one of the Net-dbx utility scripts, he is asked for his/her user ID and password. These are logged and used in every following script to determine the local directory and files to be accessed by the corresponding user.
When the user invokes the Net-dbx applet, the system knows which compiled files are to be made available to the user to run using the debugger. The applet uses this data to access the multicomputer, where it will start the parallel program and attach the debugging components on each of the processes.
The implementation of the alpha version host system can be used as a framework for using Net-dbx (or some other resources) on very large computers where access to users is granted in a similar way. This would enable secure access of users to the various complex facilities of a large public system without having to grant shell access to many unknown remote users.
RELATED WORK
A survey of all the existing graphical debugging tools would be beyond the scope of this paper. However, we present the tools that appear to be most similar to Net-dbx. For an overview of most of the existing parallel tools, the interested reader can visit the Parallel Tools Consortium home page [13] .
Total View
This package is a commercial product of Etnus [13] . It is a runtime tool and supports source-level debugging on MPI programs targeted to the MPICH implementation by the Argonne National Labs. Its capabilities are similar to those of dbx or gdb, which include changing variables during execution and setting conditional breakpoints. It is a multiprocess graphical environment, offering an individual display for each process and showing source code, execution stack, message queues, etc. The user interface is implemented using MOTIF. Total View is implemented on Comapq Alpha, HP, IBM RS/6000 and SP Power, SGI, Sun SPARC, and ix86 Linux Platforms.
p2d2
Another ongoing project is the p2d2 debugger [15] , [16] being developed at the NASA Ames Research Center. It is a parallel debugger based on the client/server paradigm. The p2d2 debugger is based on an Object-Oriented framework that uses debugging abstractions for use in graphical environments. It relies on the existence of a debugging server on each of the processing nodes. The debugging server provides abstractions according to a predefined framework and can be attached to the graphical environment at runtime. Following this architecture, the tool achieves portability and heterogeneity on the client side, but it relies on the implementation of the server on the server side.
P2d2 uses a modified version of the GNU debugger (gdb), as the debugging server. The client graphic environment is implemented using MOTIF. Aggregation of debugging tasks is done in a window that concentrates the several debugging processes in several levels of grouping. Using a special process grid, the user can choose groups of processes or ªzoomº into one process in the ªfocus windowº where the source code of the selected process is shown. The user can see one process at a time or apply operations such as single stepping, continuing, or breakpointing to the selected group of processes. However, there are no means of parallel-environment specific operations, such as showing message queues or current process status.
The asynchronous nature of gdb commands, that is, the fact that various commands vary in their response time from process to process, is dealt with using callbacks. The client environment provides the server with callbacks which will be called when results of an operation are ready. The callback would then update the user's display.
Net-dbx achieves the same results as p2d2 using a much simpler approach. The server side of Net-dbx is considered to be just the set of MPI tools and the gdb debugger on the processing nodes. There is no requirement for implementing a new debugging server for several platforms.
In the integration layer, Net-dbx uses a multithreaded client environment. This eliminates the need for callbacks and allows for a smooth and responsive multiwindowed environment. Net-dbx also takes advantage of LAM MPI's message queue and process task reporting operations that make it a capable tool for resolving deadlocks and missdelivery of messages. However, p2d2 seems to be at a much more mature implementation stage since it has already been developed and tested for over six years and has already been tested on bigger 128-processor systems.
Panorama
The Panorama [20] debugger is addressing the issues of retargetability and extensibility in building a debugger. The idea of attaching a graphical interface to a group of remotely connected debuggers is implemented using interpreters of the debugger's responses on the client side and ªviewsº (graphical components build using Tcl/Tk scripts) which use the abstracted data acquired by the individual debuggers. The user is able to extend panorama to new debuggers using special customization files (to interpret the new debugger's responses). It is also possible for the user to build his/her own views by writing Tcl/Tk code and using specific Panorama variables to visualize the data. Integration of the various debugging tasks is done in the views where data from different processors/debuggers is grouped according to the user's design of the view.
The Panorama debugging environment provides support to specific primitives which are called by the user-defined views. These primitives are implemented by the system's low level communication functions which will interpret the commands into interactions with the base debugger on the parallel computer's nodes.
CONCLUDING REMARKS AND FUTURE WORK
In this paper, we have presented Net-dbx, a tool that utilizes standard WWW tools and Java for fully interactive parallel and distributed debugging. The working prototype we have developed provides proof of concept that we will soon be able to apply teleworking for the development, debugging, and testing of parallel programs for very large machines. Up to now, this task has mostly been confined to a few supercomputer centers worldwide. Net-dbx provides runtime source-level debugging on multiple processes as well as message monitoring capabilities. The prototype provides a graphical user interface at minimal overhead. It can be run from anywhere on the Internet, even using a low-bandwidth dialup connection (33KBps). Most important, Net-dbx is superior to similar products in terms of compatibility and heterogeneity issues. Being a Java applet, it can run with no modifications on virtually any console, requiring only the presence of a Java-enabled WWW browser on the client side.
The tool in its present implementation is currently being tested by Internet users at various locations with the help of a WWW-based hosting environment that provides the full capabilities of Net-dbx to remote Internet users without compromising security on the local server. We are currently working on extending this prototype to an integrated MPI-aware environment for program development, debugging, and performance monitoring. More information on the Net-dbx debugger's current implementation state can be found at the Net-dbx home page [16] .
APPENDIX A USE OF THE SYSTEM

A.1 Using the Host Environment
To start using the Net-dbx system, the user must compile his/her program using the special utilities provided. These are located either on the Net-dbx's home page, for remote users, or as scripts that are operational on the local system, depending on the level of access the user is granted on the MPI-Multicomputer's host system. The utility screen that pops up in the user's browser is shown in Fig. 3 . The following utilities are supported:
.
Uploading/downloading files. The user chooses the local files to be uploaded to the remote debugging service and those files are placed in a special directory at the service host. . Compiling files. This utility automatically parses the user's code, adds the call to the Net-dbx initialization function, and links the program to the library object file of Net-dbx. All the programs are treated in the same way regardless of the source language (C and Fortran are currently supported). The errors returned by the compiler are returned to the remote user through the output of the CGI script. Multifile projects are allowed, but the user must upload a Makefile in addition to all the source files. . Housekeeping. The remote users are provided with housekeeping capabilities for managing their directory on the service system. Utilities for listing and deleting files and changing the user's password are provided. This, of course, is the password of the user used by the HTTP daemon to authenticate the remote users.
A.2 Using the Net-dbx Applet
After having the program prepared for debugging (at the server site), the user is ready to start the debugger in his/her browser at the client site. First, he/she must choose the main executable to be debugged and specify how many processes he/she wants to start. Then, the user can choose which processes are to be attached to the debugger. This enables the saving of time and resources during the debugging procedure if the user does not need to attach all the processes. After selections are made, several components pop up in the user's browser screen. The Login window is the first to pop up. The user chooses the executable to run from a list of available compiled files in his/her directory on the server host and defines the number of processes to be run. After the user presses the confirm button, the system will start the executable, acquire the PID and host information, and attach the processes.
Subsequently, the user decides whether he/she needs to debug all the processes. The active session chooser pop-up window enables the user to choose which processes to attach to the debugger and, therefore, to give up the processes with which he/she is not concerned. The sessions not selected will not take part in either the individual visualization/debugging process or the global implicit debugging operations.
When the session is ready to start, several controls are visible as floating windows in the applet area of the browser: the Visible Sessions Chooser, the Group Process Control, the Interaction terminal, and several Debug Windows.
The Visible Sessions Chooser enables the user to select which sessions are to be visible at any point in the debugging procedure. The matrix shown displays the ranks of the active processes and, as the user selects or unselects a process from the matrix, it is displayed or hidden.
Debug Windows are controls where the processes are visualized. Their functionality includes the following:
. Single stepping, using the Next button. This advances execution to the next reachable instruction. This follows execution through functions into multiple files. . Setting breakpoints using the Break button. This will set a breakpoint to the current line (where the cursor is) of the displayed file. . Releasing execution control until the next breakpoint, using the Cont button. . Interrupting the currently executing function and, therefore, releasing the execution thread of the component to perform a new operation, using the Int button. . Expression evaluation and watching. Pressing the VarView button enables/disables the Variable view component for the specific session. This will allow the user to: E Evaluate the highlighted expression. The user can bypass using the highlighted expression by writing in the text box next to the Eval button. The result is shown in a small pop-up window. E Watch the highlighted expression. The watch will be refreshed after every subsequent next command. E Delete the selected watched expression. The user must be cautious not to ªloseº the execution thread of the program he/she is debugging by issuing a continue command when no breakpoint is set after the program counter unless he/she wants to release the specific process from the debugger.
Group Process control offers functionality similar to that of the Debug Window and applies the desired actions to the selected processes. In a matrix similar to the Visible session chooser's, the user selects/unselects which processes are to participate in the next group operation. Then, by using Fig. 3 . The supporting components used to prepare and start up a Net-dbx Session. The Supporting Utilities screen is the first CGI screen to pop up. The wizard is a helper window which enables the user to follow a step-by-step procedure. The Login data entry window enables the user to select the program and the number of processes. The Active Process selector enables the user to choose which processes to attach.
buttons that feature the same functionality as the buttons in the Debug Windows, the user selects the next global action.
The Interaction Terminal is a typical terminal screen that enables console I/O with the user. This component offers a distinct channel of communication with the user in a separate window where the user program offers a textual user interface.
APPENDIX B CLASS DESCRIPTION
In the following sections, we explain some implementation details. We present the Object Oriented design of the overall system and the interaction between the objects. Fig. 4 shows a complete representation of all the class relationships.
B.1 Telnet Session
This is the basic class that implements the communications layer. The Telnet Session is responsible for providing the client side with the debugging abstractions necessary for performing individual debugging on the specific processes and performing them on the server side using the Telnet connection to communicate with the local debugger and the local Unix shell.
At connection/initialization time, it creates an AllConnectionData object, which is used to store the node addresses and the corresponding MPI-Process/Node Address/Process-Id pairs. It then passes the data object over to the Coordinator upon request. It uses ConnectionData objects provided by the Coordinator in order to initialize a TelnetSession. The Telnet Session needs to be hosted within a DebugElement which will provide it with a separate thread of execution. The TelnetSession objects require a handle to a semaphore, which will help them synchronize at the beginning of the initialization procedure. This is provided by the SemaphoreHolder interface.
B.2 DebugElement
This interface provides a means of communication (method set) between the Coordinator and the TelnetSession. It is implemented by the DebugWindow and TelnetSessionWrapper classes. The Coordinator applies the various global debugging operations using an array of DebugElements, which provide access to all the active sessions. The DebugElement implementor classes have to spawn and maintain a new thread of execution which will be used to perform the debugging operations using the corresponding TelnetSession.
B.3 DebugWindow
The DebugWindow provides a graphical interaction environment to visualize the debugging of a process. It implements the DebugElement interface and interacts with the Coordinator for synchronization and for performing global operations. This graphical component is actually a floating window that offers a GUI to the debugging operations that the user must apply individually to the various processes. It offers access to the debugging primitives/abstractions implemented by the debugger's TelnetSession.
B.4 TelnetSessionWrapper
This provides a nongraphical interface to the TelnetSession class for use within the Coordinator. It is mainly used to enable the global debugging operations performed by the Coordinator. It provides handles to all the primitives implemented by the TelnetSession so that they will be used by the Coordinator. It also maintains a separate thread of execution which will be used in the debugging operations using the TelnetSession.
B.5 Coordinator
The Coordinator controls the overall debugging procedure. It is responsible for the creation and synchronization of all TelnetSessions. It implements the SemaphoreHolder interface as a means of initial synchronization. The Coordinator is also responsible for creating ConnectionData objects and distributing them to the TelnetSessions in the initialization process. After initialization, the Coordinator serves as a file server to the various DebugWindows which must continuously download and display source files. It also serves as the main coordinator of allocated resources used to visualize/hide the processes, display pop-up windows, and kill/restart the whole debugging session.
B.6 CoordinatorDisplay
This is the graphical interface of the Coordinator. It fills the UserData object owned by the Coordinator with the data acquired by the user. In addition, it provides an Interface to the global debugging operations and to the allocation of the several TelnetSessions into the DebugWindows. F For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
