Abstract. Extreme cold weather events, such as the winters of 1962/63, the third coldest winter ever recorded, or more recently the winter of 2010/11, have significant consequences for the society and economy. This paper assesses the probability of such extreme cold weather across the United Kingdom. For that, a statistical model is developed in order to model the extremes of the Air Freezing Index (AFI), which is a common measure of magnitude and duration of freezing temperatures. A novel approach in the modelling of the spatial dependence of the hazard has been followed which takes advantage of the vine copula 
losses that year (ABI, 2017) . Moreover, much more extreme cold winters have actually occurred in the UK in the last 100 years, such as the winters of 1946/47 and 1962/63. It is crucial for the insurance business to be able to anticipate the likelihood of occurrence of similar and even more extreme events so that they can adequately prepare for their financial impact (AIR, 2012) . In fact, the capital requirements in (re)insurance is estimated in a 1 in 200 year return period (RP) loss basis, which is usually much larger than the available historical records.
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Probabilistic catastrophe modelling is generally agreed to be the most appropriate method to analyze such problems. The main goal of catastrophe models is to estimate the full spectrum of probability of loss for a specific insurance portfolio (i.e.
comprised by several residential, auto, commercial or industrial risks). This requires the ability to extrapolate the possible losses at each risk to high return periods which is usually achieved by simulating synthetic events that are likely to happen in the near future (typically a year). More importantly, it requires to consider also how all risks relate to each other and their 10 potential synergy to create catastrophic losses. Such spatial dependence between risks can result from various sources, for example due to the spatial structure of the hazard (e.g. the footprint in a windstorm or the catchment area in a flood event) or due to similar building vulnerabilities between risks in the same geographical area (e.g. due to common building practices) (Bonazzi et al., 2012) .
Modelling the spatial dependence of the hazard is usually achieved by taking advantage of certain characteristic properties 15 of the hazard footprint, like for example the track path and the radius of maximum wind for and windstorms or the elevation in the case of floods. In the case of temperature, however, such a property cannot be easily defined; an alternative solution is to use multivariate copula models.
Based on Sklar's theorem (Sklar, 1959) , the joint distribution of all risk sources can be fully specified by the separate marginal distributions of the variables and by their copula, which defines the dependence structure between the variables. 20 However, the choice of adequate multivariate copulas is limited for more than two dimensions. For example, standard multivariate copula models such as the elliptical and Archimedean copulas do not allow for different dependency models between pairs of variables. Vine copulas provide a flexible solution to this problem based on a pairwise decomposition of a multivariate model into bivariate copulas. This approach is very flexible, as the bivariate copulas can be selected independently for each pair, from a wide range of parametric families, which enables modelling of a wide range of complex dependencies (Czado,
Hazard

Temperature data
The hazard component of the catastrophe model is based on the gridded dataset of observed daily average temperature developed from the UK Met Office (Perry et al., 2009) . The dataset covers the entire UK for the period from 1960 to 2011 at 5km x 5km resolution and georeferenced in the British National Grid projection. It is based on rigorously quality-checked station data 5 interpolated to a regular grid using inverse-distance weighting, as desribed in Perry et al. (2009) . For computational reasons, we regrid the data to a lower resolution of 50 km x 50km, which leads to a total of 170 cells over land.
The use of a coarser horizontal resolution is expected to have relatively small influence in most cases given that winter climate anomalies are often coherent across large parts of the UK as they are primarily associated with large-scale atmospheric circulation patterns (Scaife and Knight, 2008) . Nevertheless, local temperature may be subtly different in certain micro-climates, such 10 as upland and urban regions. In particular over urban regions, which are most important from an insurance perspective, lower resolution may lead to temperatures that are biased towards lower values, leading though to a conservative view on the severity of extreme freeze events. In upland regions, on the other hand, extreme cold temperatures are most probably underestimated, although it is reasonable to expect that their damaging effects are somewhat mitigated from increased protection levels. For example, water pipes in properties located in mountaineous regions are usually better protected against cold spells. 
Air-Freezing Index and historical events
The daily temperature data are used to compute the AFI as the sum of the average daily temperatures of all days with below 0 • C temperatures during the freezing period. The freezing period in this study is defined from first of June to end of May of the following year, in order to include the entire winter season. Because AFI accounts both for the magnitude and duration of the freezing period, it is commonly used for determining the freezing severity of the winter season (Frauenfeld et al., 2007; 20 Bilotta et al., 2015) . 1960/1961 1964/1965 1968/1969 1972/1973 1976/1977 1980/1981 1984/1985 1988/1989 1992/1993 1996/1997 1981/82, 1984/85, and 1985/86 (64.8, 43.9 , and 50.6
• C, respectively).
Finally, the winters of 2009/2010 and 2010/2011 brought frigid temperatures to parts of Europe and the UK (Guirguis et al., 2011; Osborn, 2011; Seager et al., 2010) , with average AFI values across UK of 39.1 and 62.2
• C. As mentioned previously, the latter one had a significant financial impact on the UK insurance industry. The relation between AFI and the North Atlantic Oscillation (NAO), a large-scale mode of natural climate variability, is discussed in detail in section 3.1. 
Extreme value analysis
Since the historical data only extends for 51 years and our interest lies in very rare events (such as 1 in 200 years), it is necessary to extrapolate by fitting an extreme value distribution. The Generalized Extreme Value (GEV) family of distributions has been chosen, which includes the Gumbel, the Frechet, and Weibull distributions. An additional term was included, the probability of no hazard (P0), in order to account for the cells mainly on the south England coast that have years with no negative temperatures 5 at all. The probability therefore that the AFI value (X) inside a cell j will exceed a certain value (x) is defined by the GEV cumumative distribution function F (x) which has the form:
where µ, σ, and ξ represent the location, scale, and shape of the distribution, respectively and F (x) is defined when 1 + ξ x−µ σ > 0, µ ∈ ℜ, σ > 0, and ξ ∈ ℜ.
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There are various methods of parameter estimation for fitting the GEV distribution, such us least squares estimation, maximum likelihood estimation (MLE), probability weighted moments, and others. Traditional parameter estimation techniques
give equal weight to every observation in the dataset. However, the focus in catastrophe modeling is mainly on the extreme outcomes and, thus, it is preferable to give more weight to the long return periods. I therefore use the Tail-Weighted Maximum Likelihood Estimation (TWMLE) method developed by (Kemp, 2016) to estimate the GEV parameters which introduces 15 ranking dependended weights (w (i) ) in the maximum likelihood. The weights are defined for each cell based on the historical winter-season AFI values, i.e. the lowest historical AFI value in the cell (rank i=1 out of n observations) has the lowest weight, while the largest historical AFI value (rank i=n) has the largest weight, as follows:
As an example, the GEV fit for a single cell over London is shown in Figure 3 . The grey line represents the GEV fit without 20 any weighting applied, while the black curve is estimated using the TWMLE method with an improved fit towards the tail of the distribution (i.e. the more extreme events). The largest AFI historical point in Figure 3 represents the 1962/63 exceptional winter which is estimated to be a more rare event than what the historical data suggests (i.e. larger than 1 in 52 years), as further discussed in the following sections.
Return period maps 25
The obtained GEV fits for each cell from the previous section are used to create return period maps, as shown in P=i/(n+1) (Makkonen, 2006) . The AFI values from the GEV fits correspond well with the empirical estimates, apart from the southern part of UK where the empirical values are approximately 20-30% larger at 50 years RP. This difference is driven by the 1962/63 event which empirically is estimated at 1 in 52 years while it is estimated to be less frequent according to the GEV fits. The probability of such an event happening today and its influence in the inhabited areas is discussed in detail in section 3.1. 
Vine copulas
The stochastic behaviour of the hazard (i.e. AFI) at each cell is fully described by its corresponding GEV probability distribution, as described in section 2.2. However, insurance portfolio loss analysis requires the calculation of the combined stochastic behaviour of the hazard across all the model domain (i.e. all cells). This is described by the joint probability distribution of the hazard, which, according to Sklar's theorem, can be fully specified by the separate marginal GEV distributions and by their 5 copula, which models the dependence between the hazard between cells.
Nevertheless, identifying the appropriate copula family is not an easy task since, in higher dimensions, the choice of adequate families is rather limited (Brechmann and Schepsmeier, 2013 (Student-t and archimedean multiavriate copulas). This is particularily problematic for catastrophe modeling applications, where a flexible modeling of tails is vital to assess reliably the extreme behaviour of natural events.
Vine copulas provide a flexible solution to this problem based on a pairwise decomposition of a multivariate model into bivariate copulas, where each pair-copula can be choosen independently from the others. In particular, asymmetries and tail dependence can be taken into account as well as (conditional) independence to build more parsimonious models. Vines thus 5 combine the advantages of multivariate copula modeling, that is separation of marginal and dependence modeling, and the flexibility of bivariate copulas (Brechmann and Schepsmeier, 2013) .
In this study, the joint multivariate hazard distribution of AFI across all the model domain (170 cells) is decomposed as a product of marginal and pair-copula densities. The decomposition is not unique and Bedford and Cooke (2002) trees. The pair-copulas are fitted using the R (https://www.r-project.org/) package VineCopula (Schepsmeier et al., 2017; Brechmann and Schepsmeier, 2013) . The method follows an automatic strategy of jointly searching for an appropriate RVine tree structure, its pair-copula families, and estimating their parameters developed by Dißmann et al. (2013) . The fits are estimated sequentially and, for computational reasons, the two-parameter Archimedean copulas are excluded from this analysis (which however has only a negligible impact in the results, see Figure 1 of the Appendix). The large majority of the pairs (82%) 5 are estimated to be independent, but these pairs occur mainly at the higher tree levels, since the most important dependencies are captured in the first trees (Brechmann and Schepsmeier, 2013; Dißmann et al., 2013) . At the first level, 49% of the selected bivariate copulas are found to be Gumbel which implies greater dependence at larger AFI values. Larger dependencies, with
Kendall's tau coefficients greater than 0.90, are found as expected between neighbouring cells.
Goodness-of-fit is performed for the final selected R-Vine Model (RVM) based on the RVineGofTest algorithm of the same 10 R package (Schepsmeier, 2013) . The Cramer von Mises test, which compares the empirical copula with the RVM, has a value of 0.019 and a p.value = 1, which indicates that the fitted RVM cannot be rejected at a 5% significance level.
The RVM is used to simulate 10,000 years of winter-seasons in the UK. This amount of realisations should be long enough in order to estimate with enough confidence the 200 year RP hazard, which is commonly associated with capital and regulatory requirements. For each year, the simulated AFI values at each grid cell depend on the other cells based on the fitted RVM. As   15 an example, the AFI maps for the first six simulated winter-seasons are shown in Figure 6 .
Since our focus is mainly on inhabited areas, for each simulation year, I compute the "weighted AFI" (wAFI), where the AFI value at each cell j is weighted by the corresponding number of residential properties (n j ), as shown in equation 3. The weighted AFI thus places more weight on the hazard over large populated urban areas than agricultural or mountaineous areas.
The number of residential properties in the UK is taken from the PERILS Industry Exposure Database (https://www.perils.org/),
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which contains up-to-date high quality insurance market data at Cresta level ("Catastrophe Risk Evaluation and Standardizing
Target Accumulations", https://www.cresta.org/) based on data directly collected from insurance companies writing property business in the UK. Exceedance probability plots based on the UK average AFI (without weighting) can be found in the Appendix (Figure 2) .
Results and discussion
The exceedance probability (EP) curve of wAFI is shown in Figure 7 , both for the historical and the stochastic data. The uncertainty intervals in the historical data are computed as the 5 th and 95 th quantile of the probability density function (Folland and Anderson, 2002) .
Sensitivity tests are performed in order to evaluate the influence of selected RVM families and parameters to the resulting 30 exceedance probabilities. EP curves based on RVMs that are fitted using only a single copula family are shown in Figure 1 on the resulting probabilities. The differences in the case of the Gaussian and, especially, Frank copulas are related to their low tail dependence. On the other hand, the low impact of the other copula familes is due to the fact that the extreme hazard values are mainly driven by the large dependencies between nearby cells, especially at the first tree levels. This low sensitivity of the stochastic EP curve results in the selected RVM families and parameters, provides confidence on the robustness of the model.
The stochastic EP curve (black line, Figure 7 ) follows closely the empirical one (grey line and circles) apart from the However, recent studies suggest that cold weather in the UK is likely to be less severe, to occur less frequently, and to last for a shorter period of time than was historically the case due to anthropogenic induced climate change (on Climate Change, 
°C)
Empirical Lower (5%) and upper (95%) confidence limit Stochastic Figure 7 . Exceedance probability curve of weighted AFI (in • C) based on the stochastic model (black line). The empirical estimates are shown in grey, including their 5%/95% confidence intervals.
probability of such a severe winter in UK by at least 20% and possibly by as much as 4 times, with a best estimate that the probability has been halved.
On the other hand, recent studies have argued that warming in the Arctic could favor the occurrence of cold winter extremes, and might have been also responsible for the unusually cold winters in the UK of 2009/10 and 2010/11 (Francis and Vavrus, 2012; Tang et al., 2013) . This hypothesis though is still largely under debate, see for example Barnes and Screen (2015) and that and more extreme winters are estimated to be less probable than in the South. The winter of 1962/63 was less extreme in comparison to the south and therefore shows a lower return period of approximately once every 55 years.
The winters 1962/63, 1985/86, 2009/10, 2010/11 were associated with a negative NAO phase (Murray, 1966; Osborn, 2011) .
The NAO has a profound effect on winter climate variability around the Atlantic basin, accounting more than half of the yearto-year variability in winter surface temperature over UK (Scaife et al., 2005; Scaife and Knight, 2008) . Not surprising, the 5 average AFI over the entire UK is found to be significantly anti-correlated (ρ = -0.59, pval=4.810
) with the winter (December through March) station-based NAO index (NAOI) (Hurrell, 2017) , as shown in Figure 2 . In order to investigate this further, significantly different from zero. This is probably related to the quite noisy character of the phenomenon and the relatively short historical record used in this study, which makes it difficult to discern the statistical differences in the extreme temperatures between positive and negative NAO winters. Because of its intrinsic chaotic behaviour, NAO is difficult (if even possible) to be predicted (Kushnir et al., 2006) . Nevertheless, numerical seasonal forecast systems are currently rapidly improving and have even shown some success in the past (Graham et al., 2006; Folland et al., 2006) . Incorporating such information in models 5 could be very useful from the catastrophe risk management perspective.
Conclusions
This paper describes a hazard model of subfreezing temperatures in the United Kingdom. Extreme value theory has been applied in order to estimate the probability of extreme cold winters spatially across the UK. More importantly, the spatial dependence between regions in the UK has been assessed through a novel approach which takes advantage of the vine copula 10 methodology. This approach allows the modeling of concurent low temperatures across the country which is necessary in order to assess reliably the extreme behaviour of such events. A stochastic set of 10K years is generated which is used to estimate the exceedance probability of extreme cold winters in UK, such as the "Big Freeze of 1962/63". According to the model, such a cold winter is estimated to occur once every 89 years in UK. Especially for South England, this winter has been particularily rare with a return period close to 100 years. It is important to note, though, that considerable uncertainty exists 15 in this estimate. First and foremost, the 52-year historical record used in this study is short in order to estimate with enough confidence the frequencies of such extreme events. A longer record of temperature data would be necessary in order to reduce the uncertainty. Meteorological reanalysis datasets could provide a comprehensive and consistent gridded temperature dataset over a very long period (e.g. Poli et al. (2016) ; Compo et al. (2011) ), but higher spatial and temporal resolution is required in order to accurately calculate the air freezing index. Additional uncertainty in the model stems from the impacts of our changing 20 climate due to anthropogenic forcing, but further research is necessary in order to discern how exactly winter temperature and circulation is affected in the UK. Singificant improvements are expected to come with increasing availability of data, increasing understanding of the science, and with advancements in computing capability and technology. This model is part of the first probabilistic catastrophe model for insurance losses due to burst pipes resulting from freezing temperatures. 
