Recent neurophysiological studies demonstrate that audio-visual speech integration partly operates through temporal expectations and speech-specific predictions. From these results, one common view is that the binding of auditory and visual, lipread, speech cues relies on their joint probability and prior associative audio-visual experience. The present EEG study examined whether visual tongue movements integrate with relevant speech sounds, despite little associative audio-visual experience between the two modalities. A second objective was to determine possible similarities and differences of audio-visual speech integration between unusual audio-visuolingual and classical audio-visuo-labial modalities. To this aim, participants were presented with auditory, visual, and audio-visual isolated syllables, with the visual presentation related to either a sagittal view of the tongue movements or a facial view of the lip movements of a speaker, with lingual and facial movements previously recorded by an ultrasound imaging system and a video camera. In line with previous EEG studies, our results revealed an amplitude decrease and a latency facilitation of P2 auditory evoked potentials in both audiovisual-lingual and audio-visuo-labial conditions compared to the sum of unimodal conditions. These results argue against the view that auditory and visual speech cues solely integrate based on prior associative audiovisual perceptual experience. Rather, they suggest that dynamic and phonetic informational cues are sharable across sensory modalities, possibly through a cross-modal transfer of implicit articulatory motor knowledge.
Introduction
Audio-visual speech perception is a specific case of multisensory processing that interfaces with the linguistic system. Like most natural perceptual events in which information from different sensory sources is merged, bimodal integration of the acoustic and visual speech signals depends on their perceptual saliency, their spatial and temporal relationships, as well as their predictability and joint probability to occur (Campbell and Massaro, 1997; Jones and Munhall, 1997; Green, 1998; Schwartz et al., 2004) . When combined to the acoustic speech signal, visual information from the speaker's face is known to enhance sensitivity to acoustic speech information by decreasing auditory detection threshold, and to improve auditory speech intelligibility and recognition, notably when the acoustic signal is degraded/noisy (Sumby and Pollack, 1954; Benoît et al., 1994; Grant and Seitz, 2000; Schwartz et al., 2004) . Audio-visual speech perception is also known to facilitate the understanding of a semantically complex statement (Reisberg et al., 1987) or a foreign language (Navarra and Soto-Faraco, 2005) , and to benefit hearing-impaired listeners (Grant et al., 1998) . Besides the studies demonstrating a perceptual gain for bimodal compared to unimodal speech perception, one of the most striking evidence for Audiovisual speech integration is the so-called McGurk illusion, when adding incongruent visual movements interferes with auditory perception and creates an illusory speech percept (McGurk and MacDonald, 1976) .
Complementing these psychophysical and behavioral findings, a number of neurophysiological studies have provided new advances in the understanding of Audio-visual speech binding, its neural architecture and the time course of neural processing. One major finding is that activity within both unisensory auditory and visual cortices as well as the posterior superior temporal sulcus (pSTS) is modulated during Audio-visual speech perception when compared with auditory and visual speech perception (Calvertet al, 2000; Callan et al., 2003 Callan et al., , 2004 Skipperet al, 2005; Skipper et al., 2007) . Since the pSTS displays supraadditive and sub-additive haemodynamic responses during congruent and incongruent Audio-visual speech perception, it has been proposed that visual and auditory speech cues are integrated within this heteromodal brain region (Calvertet al, 2000; Beauchamp et al., 2004) . Complementing this finding, it has been consistently shown that adding lip movements to auditory speech modulates activity quite early in the supratemporal auditory cortex, with the latency and amplitude of N1/ M1 and/or P2 auditory evoked responses attenuated and speeded-up during Audio-visual compared to unimodal speech perception (Klucharev et al., 2003; Besle et al., 2004; van Wassenhove et al., 2005; Stekelenburg and Vroomen, 2007; Arnal et al., 2009; Huhn et al., 2009; Pilling, 2009; Vroomen and Stekelenburg, 2010; Winneke and Phillips, 2011; Frtusova et al., 2013; Schepers et al., 2013; Stekelenburg et al., 2013; Baart et al., 2014; Ganesh et al., 2014; Kaganovich and Schumaker, 2014; Treille et al., 2014a Treille et al., , 2014b Treille et al., , 2017a Baart and Samuel, 2015; Hisanaga et al., 2016; Paris et al., 2016 ; for a recent review and discussion, see Baart, 2016) . The latency facilitation of auditory evoked responses, but not the amplitude reduction, also appears to be directly function of the visemic information, with the higher visual recognition of the syllable, the larger latency facilitation (van Wassenhove et al., 2005; Arnal et al., 2009 ). In light of these studies, recent theoretical proposals postulate a fast direct feedforward neural route between motion-sensitive and auditory brain areas that helps tuning auditory processing to the incoming speech sound, thanks to the available information from the speaker's articulatory movements that precede sound onset in these studies (Chandrasekaran et al., 2009 ; but see Schwartz and Savariaux, 2014) , 1 and a slower and indirect feedback pathway from the posterior superior temporal sulcus to sensory-specific regions that functions as an error signal between visual prediction and auditory input (Hertrich et al., 2007; Arnal et al., 2009 ). The above-mentioned studies and theoretical proposals support the view that Audio-visual speech integration partly operates through visually-based temporal expectations and speech-specific predictions. This can be encompassed in a more general Bayesian perspective, with auditory and visual speech cues likely integrated based on their joint probability distribution derived from prior associative Audio-visual perceptual experience (for recent discussions, see van Wassenhove, 2013; Rosenblum et al., 2016) . A number of experimental data however pose a challenge to this probabilistic perceptual account. Indeed, bimodal speech interaction has been shown to occur not only for wellknown auditory and lipread, visuo-labial, modalities but also for other modalities with little, if any, associative perceptual experience.
One first example comes from a set of behavioral and electrophysiological studies showing that bimodal speech interaction can occur between auditory and haptic modalities, even with participants inexperienced with the haptic speech modality. In these studies, orofacial speech gestures were felt and monitored from manual tactile contact with the speaker's face. When the auditory and haptic modalities were presented simultaneously, a felt syllable affected judgment of an ambiguous auditory syllable, and vice-versa (Fowler and Dekle, 1991) . In case of noisy/degraded acoustic speech signal, adding the haptic modality enhanced recognition of the auditory speech stimulus (Gick et al., 2008; Sato et al., 2010a) . A similar perceptual gain was also observed when adding the haptic modality to lipreading (Gick et al., 2008) . Further, audio-haptic McGurk-type illusion has been also observed (Fowler and Dekle, 1991 ; but see Sato et al., 2010a for inconclusive results). Finally, two recent electro-encephalographic studies showed that N1/P2 auditory evoked potentials are speeded up and attenuated not only during Audio-visuo-labial but also during audiohaptic speech perception, when compared to unimodal auditory perception (Treille et al., 2014a (Treille et al., , 2014b . By providing evidence for crossmodal influences between auditory and haptic modalities, for a perceptual gain for audio-haptic compared to unimodal speech perception, and for cross-sensory speech modulation of the auditory cortex, these studies draw an exquisite parallel between Audio-visual and audiohaptic speech perception. Given that participants were inexperienced with the haptic speech modality, they clearly argue against the view that prior associative bimodal, and even unimodal, speech perceptual experience is needed for the two sensory sources to interact.
Other tactile stimuli can also affect heard speech. When applying in synchrony a small, inaudible, puff of air to the skin of participant's hands, neck (Gick and Derrick, 2009 ), or ankles (Derrick and Gick, 2013) , the auditory perception of aspirated and unaspirated syllables embedded in white noise is more often perceived as an aspirated syllable (causing participants to mishear /ba/as/pa/, or/da/as/ta/). These results suggest that perceivers integrate tactile-relevant information during auditory speech perception without prior training and even without frequent or robust location-specific experience. A final example comes from a study by Ito et al. (2009) who showed that the identification of ambiguous auditory speech stimuli can be modified by stretching the facial skin of the listener's mouth, thanks to a robotic device that induced cutaneous/kinesthetic changes, and that perceptual changes only occur in conjunction with speech-like patterns of skin stretch. A subsequent study showed the reverse effect, with the somatosensory perception of facial skin stretch modified by auditory speech sounds (Ito and Ostry, 2012) .
Altogether, these haptic and tactile instances of multisensory speech perception provide strong support for a supramodal view on multisensory speech perception. They nicely exemplify the way lawful and speech-relevant information from many distinct sources, including one hardly uses at all, can be extracted to give rise to an integrated speech percept. From these findings, in an attempt to reconcile them with a Bayesian, associative probabilistic account of multisensory perception, speech theorists have argued that prior experience and learning should be sharable across modalities, and that dynamic and phonetic informational cues available across sensory modalities partly derive from the listener's knowledge of speech production (Fowler, 2004; Rosenblum et al., 2016 ). This appears in line with the longstanding, albeit debated, proposal of a functional coupling between speech production and perception systems in the speaking and listening brain, and a common currency between motor and perceptual speech primitives (Liberman et al., 1967; Liberman and Mattingly, 1985; Fowler, 1986; Liberman and Whalen, 2000; Galantucci et al., 2006; Skipper et al., 2007; Rauschecker and Scott, 2009; Schwartz et al., 2012; Skipper et al., 2016) .
The present electroencephalographic (EEG) study capitalizes on these findings and theoretical proposals with the aim of determining whether visual tongue movements, which are audible but not visible in daily life, might integrate with relevant speech sounds. A second objective was to examine possible similarities and differences of Audiovisual speech integration between unusual Audio-visuo-lingual and classical Audio-visuo-labial modalities. To this aim, participants were presented with auditory, visual, and Audio-visual isolated syllables, with the visual presentation related to either a sagittal view of the tongue movements or a facial view of the lip movements of a speaker, with lingual and facial movements previously recorded by an ultrasound imaging system and a video camera. In line with previous EEG studies, Audio-visual integration was estimated using an additive model (i.e., AV ≠ A +V; for a recent review, see Baart, 2016) by comparing the latency and amplitude of N1/P2 auditory evoked potentials in both the Audio-visual-lingual and Audio-visuo-labial conditions with the sum of those observed in the unimodal conditions. Audio-motor association for tongue movements is frequently experienced in daily life (for instance, when speaking or eating). However, despite implicit articulatory motor knowledge on tongue movements, only a few recent studies explored the influence of visual tongue movements on heard speech. Using virtual tongue movements or ultrasound images of tongue movements, they showed that visual tongue feedback can strengthen the learning of novel speech sounds (Katz and Mehta, 2015) and enhance and/or speed up auditory speech discrimination when compared with unimodal auditory or incongruent 1 One highly relevant assumption for lip-read-induced predictions is that the visual speech signal precedes the auditory one and helps to predict auditory onset variability depending on visual saliency. As a matter of fact, the material choice in almost all of these studies consisted on isolated syllables in which the visual speech signal preceded the acoustic speech signal by tens and even hundreds of milliseconds (Chandrasekaran et al., 2009) , also leading to a maximal temporal bimodal integration window Venezia et al., 2016) . However, it should be noted that in more ecological and naturalistic situations, with continuous speech, the temporal relationship between auditory and visual speech onsets appears more variable and spans a range of 30-50 ms auditory lead to 170-200 ms visual lead (Schwartz and Savariaux, 2014 ).
Audio-visual speech perception (Badin et al., 2010; d'Ausilio et al., 2014) . A recent functional magnetic brain imaging (fMRI) study, done by our team, further revealed that Audio-visuo-lingual and Audiovisuo-labial speech perception share a common sensorimotor neural network, with stronger motor and somatosensory activations observed during Audio-visuo-lingual perception (Treille et al., 2017b) . However, for all their importance, these studies did not reveal the time course at which auditory speech sounds and visual tongue movements may truly integrate. In keeping with the above-mentioned EEG studies on Audiovisuo-labial speech integration, and taking advantage of the EEG temporal resolution, electrophysiological evidence for early Audio-visuolingual integration as well as possible similarities between Audio-visuolingual and Audio-visuo-labial integration mechanisms would argue against the view that auditory and visual speech cues solely integrate based on prior associative Audio-visual perceptual experience.
Methods

Participants
Eighteen healthy adults (11 females and 7 males, with a mean age with standard deviation of 25 ( ± 7) years, ranging from 20 to 52 years) participated in the study after giving their informed consent. All participants were right-handed according to standard handedness inventory (Oldfield, 1971 ) and were native French speakers. They all had normal or corrected-to-normal vision and reported no history of hearing, speaking and language disorders. The protocol was carried out in accordance with the ethical standards of the 1964 Declaration of Helsinki and participants were compensated for the time spent in the study.
Stimuli
The stimuli were identical to those used in our previous fMRI study (Treille et al., 2017b) . Multiple utterances of /pa/, /ta/, and /ka/ syllables were individually recorded by one male and one female French speakers in a soundproof room. These syllables were selected to ensure a gradient of both visuo-labial saliency (with the bilabial /p/ consonant known to be more visually salient than alveolar /t/ and velar /k/ consonants) and visuo-lingual saliency (with more visible tongue movements for /t/ and /k/ consonants than for /p/ consonant because of the involvement of the apex or the dorsum of the tongue during alveolar or velar occlusion -see Fig. 1 ).
Synchronous recordings of auditory, visual, and ultrasound signals were acquired by the Ultraspeech system (Hueber et al., 2008) composed of a Terason T3000 ultrasound scanner, a 140°microconvex transducer with 128 elements (tongue movements acquired with a sampling rate of 60 fps with a 320 × 240 pixel resolution), an industrial USB color camera (facial movements acquired with a sampling rate of 60 fps with a 640 × 480 pixel resolution), and an external microphone connected to an RME Fireface800 soundcard (audio digitizing at 44.1 kHz with 16-bit quantization recording). The ultrasound probe and the camera were kept fixed with respect to the speaker's head by means of a stabilization helmet, manufactured by the Articulate Instruments company.
Two clearly articulated /pa/, /ta/, and /ka/ tokens were selected per speaker (with the speaker initiating each utterance from a neutral mid-open mouth position), providing 12 syllables altogether. Seventytwo stimuli were created consisting of the 12 distinct /pa/, /ta/, and /ka/ syllables related to six conditions: two auditory conditions related to a fix neutral image of lips or tongue's speaker (A Labial , A Lingual ), two visual conditions related to either labial or lingual movements of a speaker (V Labial , V Lingual ), and two Audio-visual conditions including either labial or lingual movements of a speaker (AV Labial , AV Lingual ). The auditory signal intensities were normalized using a common maximal amplitude criterion, and each movie was 80 frames long (1333 ms). To limit possible effects of predictability, variability was introduced with different acoustic consonantal onsets (mean = 450 ms, SD = 193 ms), acoustic durations (mean = 514 ms, SD = 139 ms), visuo-labial onsets (mean = 250 ms, SD = 149 ms), and visuo-lingual onsets (mean = 276 ms, SD = 252 ms), while keeping temporal congruency between auditory and visual signals in Audio-visual conditions.
Procedure
The EEG experiment was carried out in a sound-attenuated room. Participants sat in front of a computer monitor at a distance of approximately 50 cm. The acoustic stimuli were presented at a comfortable sound level through loudspeakers, with the same sound level set for all participants. The Presentation software (Neurobehavioral Systems, Albany, CA) controlled stimulus presentation and recorded the participants' responses. Before the EEG experiment, participants were first presented with a subset of the recorded speech stimuli, with short explanations about the tongue movements during the production of /pa/, /ta/, and /ka/ syllables and how these movements are imaged by the ultrasound system. During EEG recording, participants were instructed to identify the syllable presented by the movies by pressing a key on the keyboard with their left hand. It was a three-alternative /pa/ , /ta/ and /ka/ forced-choice identification task. To dissociate sensory/ perceptual responses from motor responses on EEG data, a brief single audio beep was delivered 600 ms after the end of each stimulus. The participants had to respond after this audio beep.
The experiment consisted of 432 trials presented in a pseudo-randomized sequence, with 72 trials in each condition (3 modalities (A, V, AV) × 2 articulators (labial, lingual) × 2 speakers × 3 syllables (/pa/, /ta/, /ka/) × 12 trials). The study also included the same experimental conditions with continuous acoustic white noise. Because no reliable ERPs were observed in these additional conditions, likely due to excessive acoustic noise, these data were removed from the analysis. The inter-trial interval was set at 3 s and the response key designation was fully counterbalanced.
EEG setup
EEG data were recorded continuously from 64 scalp electrodes (Electro-Cap International, INC, according to the international 10-20 system) using the Biosemi Active Two AD-box EEG system operating at a 256 Hz sampling rate. Two additional electrodes served as reference [Common Mode Sens (CMS) active electrode] and ground [Driven Right Leg (DRL) passive electrode]. One other external reference electrode was set at the top of the nose. Horizontal (HEOG) and vertical (VEOG) eye movements were recorded using an electrooculogram with electrodes positioned at the outer canthus of each eye, as well as above and below the right eye. Before the experiment, the impedance of all electrodes was adjusted to get low offset voltages and stable DC.
EEG data were processed using the EEGLAB toolbox (Delorme and Makeig, 2004 ) running on Matlab (Mathworks, Natick, MA, USA). Since N1/P2 auditory evoked potentials have maximal response over central sites on the scalp (Scherg and VonCramon, 1986; Näätänen and Picton, 1987) , EEG data preprocessing and analyses were conducted on six representative fronto-central electrodes (F3, Fz, F4, C3, Cz, C4). This is in line with previous EEG studies on Audio-visual speech perception and auditory evoked potentials (e.g., Pilling, 2009; Stekelenburg and Vroomen, 2007; Treille et al., 2014a Treille et al., , 2014b Treille et al., , 2017a van Wassenhove et al., 2005; Vroomen and Stekelenburg, 2010) . EEG data were first offline re-referenced to the nose recording and band-pass filtered using a two way least-square FIR filtering (2-20 Hz). Data were then segmented into 1000 ms epochs including a 100 ms prestimulus baseline (from − 500 to − 400 ms relative to the acoustic syllable onset). Epochs with an amplitude change exceeding ± 60 uV at any channel (including HEOG and VEOG channels) were rejected (on average, less than 5%).
Because of an insufficient number of trials per syllable for reliable EEG analyses, responses from /pa/, /ta/ and /ka/ syllables were first averaged together. For each participant and conditions (A Labial , A Lingual , V Labial , V Lingual , AV Labial , AV Lingual ), the data were then averaged on the six electrodes. Finally, the maximal amplitude and peak latency of auditory N1 and P2 evoked responses were determined on the EEG waveform using a fixed window (N1: 80-140 ms; P2: 160-250 ms).
Analyses
Accuracy
The percentage of correct responses was determined for each participant and condition. We conducted a two-way repeated-measures ANOVA with the modality (A, V, AV) and the articulator (labial, lingual) as within-participants factors.
EEG signals
To test Audio-visual speech integration, we used an additive model, with EEG responses in the bimodal conditions compared to the sum of auditory and visual EEG responses (AV Labial ≠ A Labial + V Labial , AV Lingual ≠ A Lingual + V Lingual ). We conducted two-way repeatedmeasures ANOVAs on N1/P2 amplitudes and latencies with the signal type (bimodal vs. sum) and the articulator (labial, lingual) as withinparticipants factors.
Correlation between accuracy and EEG signals
To test a possible relation between the perceptual visual saliency and degree of Audio-visual integration observed on the EEG signals, we conducted Pearson correlation analyses. The analyses concerned the relation between visual accuracy and the modulations of either N1/P2 amplitude or latency. They were related to the difference on EEG responses between the bimodal conditions and the sum of unimodal conditions (AV Labial − (A Labial + V Labial ), AV Lingual − (A Lingual + V Lingual )) correlated with the percentage of correct responses observed in the visual conditions (V Labial , V Lingual ).
In all analyses, the alpha level was set at p = 0.05 and Greenhouse-Geisser corrected (for violation of the sphericity assumption) when appropriate. When required, posthoc analyses were conducted with Newman-Keuls tests for multiple comparisons.
Results
Accuracy -see Fig. 2-left
Overall, the mean proportion of correct responses was 86%. As expected, the ANOVA revealed a main effect of modality (F(2,34) = 35.5; p < 0.001) with the percentage of correct responses for visual stimuli (74%) lower than for auditory (91%) and Audio-visual stimuli (92%). The main effect of articulator was not significant (F(1,17) = 0.2) nor the modality x articulator interaction (F(2,34) = 1.0) with no difference observed between labial and lingual stimuli whatever the modality (on average, A Labial : 91%, A Lingual : 92%, V Labial : 76%, V Lingual : 72%, AV Labial : 92%, AV Lingual : 93%). Fig. 2-right 
EEG signals -see
Amplitude
For AV and (A+V) EEG signals, the mean N1 and P2 amplitudes were − 3.48 μV and 4.14 μV, respectively. For N1, there was a main effect of articulator (F(1,17) = 13.5, p = 0.002) with a higher amplitude for labial compared to lingual stimuli (on average, − 4.04 μV vs. − 2.93 μV). The main effect of signal type (F(1,17) = 0.8) was not significant nor the signal type x articulator interaction (F(1,17) = 1.3). For P2, the main effect of articulator was significant (F(1,17) = 12.5, p = 0.003) with a higher amplitude for lingual compared to labial stimuli (on average, 3.64 μV vs. 4.63 μV). In addition, there was a main effect of signal type (F(1,17) = 32.5; p < 0.001) with a lower amplitude for the bimodal conditions (3.32 μV) than for the sum of the auditory and visual signals (4.95 μV). This effect was observed for both labial and lingual stimuli (on average, 2.93 μV vs. 4.35 μV for labial stimuli and 3.72 μV vs. 5.55 μV for lingual stimuli), with a non-significant signal type x articulator interaction (F(1,17) = 0.9).
Latency
For AV and (A+V) EEG signals, the mean N1 and P2 latencies were 110 ms and 203 ms, respectively. No main effect or interaction reached significance for N1 latency. For P2 latency, the main effect of articulator did not reach significance (F(1,17) = 4.3, p = 0.055). There was a significant main effect of signal type (F(1,17) = 5.60, p = 0.03) with a shorter peak latency for AV compared to A+V signals (on average, 200 ms vs. 207 ms.). It should be noted that this effect mainly derives from labial stimuli (on average, AV Labial : 202 ms, A Labial +V labial : 213 ms, AV Lingual : 198 ms, A Lingual +V lingual : 201 ms), although the signal type x articulator interaction was not significant (F(1,17) = 0.8). Fig. 3 We conducted additional correlation analyses between the individual visual recognition scores and the individual amplitudes and latencies of N1 and P2 to test a possible relationship between the perceptual visual saliency and the degree of Audio-visual integration observed on the EEG signals (i.e., AV -(A+V)). A trend was found on P2 amplitude for labial stimuli (P2-Amplitude-Labial: r = − 0.47, p = 0.052), with the higher percentage of correct responses, the higher the degree of integration. None of the other correlation analysis reached significance (N1-Amplitude-Labial: r = − 0.09, N1-Amplitude-Lingual: r = 0.19, P2-Amplitude-Lingual: r = 0.19, N1-Latency-Labial: r = − 0.14, N1-Latency-Lingual: r = − 0.04, P2-Latency-Labial: r = − 0.24, P2-Latency-Lingual: r = 0.24).
Correlation between accuracy and EEG signals -see
Discussion
The present EEG study investigated possible Audio-visual speech integration between auditory and visuo-lingual modalities, despite little associative Audio-visual experience between these two sensory sources in daily life. To further determine the impact of visual experience on bimodal speech integration, similarities and differences between unusual Audio-visuo-lingual and classical Audio-visuo-labial modalities were also tested. Several findings were observed. First, both visuo-lingual and visuo-labial speech stimuli were correctly recognized, with a comparable recognition of lingual and labial speech movements. Second, in line with previous EEG studies on Audio-visual speech integration, an amplitude decrease and a latency facilitation of P2 auditory evoked potentials were observed for both Audio-visuo-lingual and Audio-visuo-labial conditions compared to the sum of unimodal conditions. Third, differences between the two visual conditions also emerged, with a higher N1 and a lower P2 amplitude for visuo-labial compared to visuo-lingual stimuli. Despite these differences, these findings provide further evidence for a supramodal view on Audio-visual speech perception and suggest that dynamic and phonetic informational cues are sharable across sensory modalities, possibly through a cross-modal transfer of implicit articulatory motor knowledge.
Evidence for Audio-visuo-lingual speech integration
As expected, perceptual recognition scores showed a ceiling effect for auditory and Audio-visual modalities while, in the absence of auditory speech sounds, visual-only syllables were less well recognized. Of more interest, no significant difference was observed between visuolabial and visuo-lingual stimuli whatever the modality, a result demonstrating comparable visual recognition despite clear differences in terms of dynamic and saliency, and little perceptual experience of tongue movements. Crucially, EEG analyses further revealed a P2 amplitude decrease and latency facilitation during bimodal compared to the sum of unimodal conditions. Further, although the latency shift was lower for lingual compared to labial stimuli (albeit not significantly), the magnitude of amplitude decrease of (AV -(A+V)) EEG signals was similar for Audio-visuo-labial and Audio-visuo-lingual stimuli. This result appears in line with previous EEG studies on Audio-visual speech integration (van Wassenhove et al., 2005; Stekelenburg and Vroomen, 2007; Arnal et al., 2009; Huhn et al., 2009; Pilling, 2009; Vroomen and Stekelenburg, 2010; Winneke and Phillips, 2011; Frtusova et al., 2013; Schepers et al., 2013; Stekelenburg et al., 2013; Baart et al., 2014; Ganesh et al., 2014; Kaganovich and Schumaker, 2014; Treille et al., 2014a Treille et al., , 2014b Treille et al., , 2017a Baart and Samuel, 2015; Hisanaga et al., 2016; Paris et al., 2016 ; for a review see Baart, 2016) , and demonstrates that not only visuo-labial but also visuo-lingual speech movements affect ongoing auditory activity. It should be noted however that no difference between AV and A+V signals was found on N1 amplitude and latency. This contrasts with some previous studies reporting latency shifts and/or amplitude decrease of N1 auditory evoked responses during Audio-visual compared to the sum of unimodal responses. Variability across EEG studies on Audio-visual speech integration is likely driven by many experimental, procedural, and methodological differences, such as the number and quality of stimuli, the sound intensity, the inter-trial interval, the task, the degree of selective attention, the preprocessing and the analysis of the data (for a recent metaanalysis and review, see Baart, 2016) . From that view, one distinct aspect of the present study compared to previous ones is a higher number of speech stimuli (i.e., two tokens of three syllables produced by two speakers). This higher stimulus variability might have decreased eventual habituation/learning effects and limited N1 latency and amplitude shifts. Despite this point, the fact that participants were able to recognize visuo-lingual syllables to the same extent as visuo-labial syllables, together with the P2 amplitude decrease and latency facilitation observed during both Audio-visuo-labial and Audio-visuo-lingual speech perception clearly demonstrate that visual tongue movements interact with auditory speech cues as visual lip movements do.
Difference between visuo-lingual and visuo-labial processing
Also interesting, clear differences between Audio-visuo-labial and Audio-visuo-lingual processing were found, with higher N1 amplitude as well as lower P2 amplitude were observed for labial compared to lingual stimuli. From these results, it has to be noted that additional analyses showed that the amplitude differences mainly derived from visual-only and Audio-visual modalities (N1: A Labial -A Lingual = 0.4uV, V Labial -V Lingual = − 1.1 μV, AV Labial -AV Lingual = − 0.9 μV; P2: A Labial -A Lingual = 0uV, V Labial -V Lingual = − 1.0 μV, AV Labial -AV Lingual = − 0.8 μV; see Fig. 2 ), and a stronger inter-individual variability of Audiovisual P2 integration index and visual recognition scores was observed for lingual compared to labial stimuli (P2 integration index: ± 1.1 μV vs. ± 1.9 μV; visual recognition scores ± 12% vs. ± 19%, respectively; see Fig. 3 ). The fact that lip and tongue visual movements differently acted on auditory processing, in the presence and even in the absence of auditory sounds, is not so surprising because of strong differences between these two kinds of speech stimuli. These differences first come from low-level features (contrast, luminance, and motion energy) and from visual dynamic and saliency. Importantly, lip and tongue visual movements also provide distinct anticipatory cues regarding the ongoing auditory speech. Notably, while for lip movements, the bilabial /p/ consonant is more visually salient than alveolar /t/ and velar /k/ consonants, the involvement of the apex or the dorsum of the tongue during alveolar or velar occlusion is more salient for tongue movements. In addition to these differences, the lower familiarity and experience for tongue movements appears of course critical and likely impacted auditory processing because of possible stronger attentional and memory demands as well as lower connection strength between visual and auditory areas. Hence, the observed modulation of N1 and P2 amplitude for labial compared to lingual stimuli strongly suggests that experience is a strong component of visual and Audio-visual speech perception.
A supramodal view on Audio-visual speech perception
The present results clearly demonstrate that visual tongue movements interact with auditory speech cues as visual lip movements do. Interestingly, likely due to their distinct degree of visual familiarity, the observed differences between visuo-labial and visuo-lingual processing also suggest that they do not interact with auditory speech in a strictly similar way. In line with previous studies showing that haptic and tactile stimuli can affect heard speech (Fowler and Dekle, 1991; Gick et al., 2008; Gick and Derrick, 2009; Ito et al., 2009; Sato et al., 2010a; Ito and Ostry, 2012; Derrick and Gick, 2013; Treille et al., 2014a Treille et al., , 2014b , our results clearly argue against the view that prior associative bimodal speech perceptual experience is needed for the two sensory sources to interact and provide further support for a supramodal view of multisensory speech perception (Fowler, 2004; d'Ausilio et al., 2014; Rosenblum et al., 2016) . From this perspective, the observed bimodal integration of auditory and visuo-lingual movements, despite little associative experience, suggests that dynamic and phonetic informational cues are sharable across modalities. One possibility is that this crossmodal transfer would rely on implicit articulatory motor knowledge of the listener. This appears in line with the longstanding proposal of a functional coupling between speech production and perception (Liberman et al., 1967; Liberman and Mattingly, 1985; Fowler, 1986; Liberman and Whalen, 2000; Galantucci et al., 2006) and with more recent neurobiological models of speech perception that highlight a role for the motor system not only during speech production but also during the process of matching motor and auditory as well visual speech representations (Skipper et al., 2007; Rauschecker and Scott, 2009; Schwartz et al., 2012 ; for a review, see Skipper et al., 2016) . It remains unclear whether the motor activity that is observed during speech perception is causally related to speech understanding, or whether it is simply epiphenomenal (Hickok and Poeppel, 2007; Skipper et al., 2007; d'Ausilio et al., 2009; Sato et al., 2009; Tremblay and Small, 2010) . However, regarding lip-reading and Audio-visual speech perception, a matching between visual and motor speech representations is indirectly supported by neurophysiological studies showing motor activity during visual and Audio-visual speech perception (Calvert et al., 2000; Campbell et al., 2001; Sundara et al., 2001; Callan et al., 2003 Callan et al., , 2004 Calvert and Campbell, 2003; Watkins et al., 2003; Watkins and Paus, 2004; Ojanen et al., 2005; Skipper et al., 2005 Skipper et al., , 2007 Pekkola et al., 2006; Sato et al., 2010b; Tremblay and Small, 2011) , stronger motor activity during Audio-visual compared to auditory speech perception (Skipper et al., 2005 (Skipper et al., , 2007 , and during the perception of incongruent compared to congruent Audio-visual conditions (Ojanen et al., 2005; Pekkola et al., 2006) or to unimodal conditions (Calvert et al., 2000) . More in line with the present experiment, a recent fMRI study done by our team and using the same stimuli (Treille et al., 2017b) showed that, although Audio-visuo-lingual and Audio-visuo-labial speech perception largely share a common sensorimotor neural network, several auditory and visual regions were more activated for visuo-labial stimuli, while stronger motor and somatosensory activations were observed for visuolingual stimuli. These results can be explained by stronger Audio-visual associative experience for labial stimuli and, conversely, stronger somatosensory-motor covert simulation of tongue movements and the use of both motor and proprioceptive knowledge to better achieve a phonetic decoding for lingual stimuli.
Importantly, while cross-modal transfer appears as an appealing explanation for the observed results on Audio-visuo-lingual speech perception, it has to be noted that previous EEG studies (Stekelenburg and Vroomen, 2007; Vroomen and Stekelenburg, 2010 ) also demonstrated N1 latency and amplitude decrease during the observation of biological nonspeech actions (spoon hitting a cup, handclapping, tearing of paper) as well as during the observation of non-biological actions (a pure tone synchronized with a deformation of a rectangle, or a collision of moving disks). From these results, a non speech-specific stage in audiovisual integration has been hypothesized that would process the early arrival of visual information and would be reflected by N1 modulation (Stekelenburg and Vroomen, 2007; Vroomen and Stekelenburg, 2010) , while a subsequent speech-specific featural phonetic stage would rather be reflected in P2 modulation (see Baart et al., 2014, for a review) . Although the present results show P2 but not N1 latency and amplitude decrease during both Audio-visuo-labial and Audio-visuo-lingual speech perception, future studies are needed to disentangle whether they could partly be due to the dynamic spatial temporal patterns of the visual stimuli that correspond to aspects of the corresponding acoustic signals rather than to a cross-modal transfer of implicit articulatory motor knowledge. Finally, these results appear of interest for speech-language pathologists. In recent years, ultrasound and augmented visual technologies concerning one's own tongue movements have become to be widely used in speech therapy and second language learning (for a review, see Katz and Mehta, 2015) . Together with previous studies on Audio-visuolingual speech perception (Badin et al., 2010; d'Ausilio et al., 2014) , the observed bimodal integration between auditory and visuo-lingual speech signals indirectly suggests that 'tongue reading' might boost language learning and remediation.
