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ABSTRACT




Cross-layer optimization is an essential tool for designing wireless network
protocols. We present a cross-layer optimization framework for wireless networks
where at each node, various smart antenna techniques such as beam-forming, spa-
tial division multiple access and spatial division multiplexing are employed. These
techniques provide interference suppression, capability for simultaneous communi-
cation with several nodes and transmission with higher data rates, respectively. By
integrating diﬀerent combinations of these multi-antenna techniques in physical layer
with various constraints from MAC and network layers, three Mixed Integer Lin-
ear Programming models are presented to minimize the scheduling period. Since
these optimization problems are combinatorially complex, the optimal solution is
approached by a Column Generation (CG) decomposition method. Our numerical
results show that the resulted directive, multiple access and multiplexing gains com-
bined with scheduling, eﬀectively increase both the spatial reuse and the capacity
of the links and therefore enhance the achievable system throughput.
The introduced cross-layer approach is also extended to consider heterogeneous
networks where we present a multi-criteria optimization framework to model the
design problem with an objective of jointly minimizing the cost of deployment and
the scheduling period. Our results reveal the signiﬁcant beneﬁts of this joint design
method.
We also investigate the achievable performance gain that network coding (with
iii
opportunistic listening) when combined with Successive Interference Cancellation
(SIC) brings to a multi-hop wireless network. We develop a cross-layer formulation
in which SIC enables concurrent receptions from multiple transmitters and network
coding reduces the transmission time-slot for minimizing the scheduling time. To
solve this combinatorially complex non-linear problem, we decompose it to two linear
sub-problems; namely opportunistic network coding aware routing, and scheduling
sub-problems. Our results aﬃrm our expectation for a remarkable performance
improvement when both techniques are jointly used.
Further, we develop an optimization model for combining SIC with power
control (PC). Our model optimally adjusts the transmission power of nodes to avoid
interference on unintended receivers and properly embraces undesired interference
through SIC. Therefore, it provides a balance between usage of PC and SIC at
the transmitting and receiving sides, respectively. Our results show considerable
throughput improvement in dense and heavily loaded networks.
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P¯ Total number of conﬁgurations
Q Maximum number of coding components
Rm Commodity of session m
S Set of all time slots in the current conﬁguration
Trn Transmission range of node n
U Weight vector at Tx
V Weight vector at Rx
xx
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Wi Uncoded traﬃc on link i
W(ni,nj) Remaining traﬃc to be sent from ni to nj
ci Time-invariant capacity of link i
dm Destination node of session m
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′
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s(t) Transmitted signal
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tpi = 1 if i carries uncoded packets not to be encoded
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γpi,j = 1 if t(i) nulliﬁes its signal at r(j)
δ Interference range coeﬃcient
δiψ = 1 if link i is traversed by path ψ
δi,jψ = 1 if two consecutive links i and j, are traversed by ψ
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th transmission pattern at node n
η Background noise power in the operation frequency band
θpi,j DoFs assigned by t(i) to nullify its signal at r(j)
κζ
h
n Number of links on which n transmits in ζhn
λp Frequency of conﬁguration p being active
μpi,j = 1 if r(j) suppresses interference of t(i)
νi Dual value of BW constraints at i when tpi = 1
ξj TP corresponding to the jth coding component
xxii
ξqn The q
th coding component at node n
ρ Average number of DoFs at all nodes
σi
ξqn
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τ i
ξqn
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Wireless Mesh Networks (WMNs) have recently emerged as a solution for the last
mile access network to provide high speed Internet conectivity. These networks
are envisioned to replace their wired counterpart, due to their easy and low cost
deployment and maintenance.
A WMN is typically a multihop network consisting of a number of stationary
wireless routers interconnected by wireless links to provide a backbone over which
the clients can access the Internet. The clients of WMNs are mobile nodes and
end-users in residential areas and oﬃces. The coverage of wireless communication
networks in this technology is extended by supporting multi-hop connections as
shown in Figure 1.1. Wireless mesh routers beyond each other’s transmission range
can still communicate through message forwarding provided by the intermediate
routers. To establish multi-hop connections, each individual router in the network
coordinates with others to automatically ﬁnd and maintain the routes to deliver the
traﬃc. When a node joins the network for the ﬁrst time, it searches for neighbor
nodes and connects to the network through them. This self-conﬁguration and self-
organization feature is achieved without or with minimal human intervention. In
addition, if one of the nodes disconnects from the network, other nodes can ﬁnd
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Figure 1.1: Conceptual illustration of multi-hop networks [41]
their routes through the rest of the nodes; this feature is known as the self-healing
property of WMNs.
In WMNs only few of the routers are responsible for having wired connec-
tions with the Internet; these routers are commonly known as mesh gateways. A
mesh gateway is responsible for delivering traﬃc between the Internet and end-users
using mesh routers and multi-hop routes. WMNs are expected to provide various
attractive applications, such as broadband Internet access, information storage, mul-
timedia services, etc., to be competitive with their wired counterpart. Therefore, a
major requirement for WMNs is to provide high-throughput services for end-users.
As a result, studying the maximum throughput of WMNs and designing appropriate
mesh protocols have been the subject of many research activities over the past few
years. The throughput of such networks depends on the capacity of individual links
between the senders and receivers which can be studied from Information Theory
and physical layer point of view. To enhance the performance and throughput of
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WMNs, advanced wireless radio technologies are employed, such as reconﬁgurable
radios, frequency agile/cognitive radios, multiple antennas, multi-radio and multi-
channel systems [46].
Now, in contrast to their wired counterparts, which have ﬁxed capacities, wire-
less links suﬀer from inter-path and intra-path interference, which creates detri-
mental eﬀect on their reliability and ultimately the overall network performance.
Therefore, to beneﬁt from any radio (physical layer) technology in enhancing the
network throughput, the capabilities of this technique should be exploited at higher
layer protocols as well. These issues should be considered and properly managed
when evaluating the overall throughput of such systems. There are several practical
approaches for minimizing the eﬀect of these interferences. Mechanisms that deal
with interference problems are usually deﬁned and handled at the Medium Access
Control (MAC) layer. A MAC protocol introduces a set of rules for scheduling
or activating links in the network while maintaining interference under control; ei-
ther through random access (e.g. Aloha, Carrier Sense Multiple Access (CSMA),
CSMA with Collision Avoidance (CSMA/CA)and CSMA with Collision Detection
(CSMA/CD)) or resource allocation based schemes (e.g. Orthogonal or Single Car-
rier Frequency Division Multiple Access (OFDMA/SC-FDMA) and Time Division
Multiple Access (TDMA)). Therefore, the overall throughput of the network de-
pends on how the links are scheduled to be active without causing interference on
other neighboring active links and the way demands are routed over these scheduled
links. Consequently, cross-layer design [63,76,137] is very important for maximizing
the throughput of the network.
3
1.1 Motivation
Researchers have recently shown an increased interest in multi-antenna technology
due to its capability in improving the throughput of wireless networks through sev-
eral novel techniques. For example, multi-antenna Beam-forming (BF) technique
suppresses the interference1coming from other active neighboring links and thus im-
proves the spectrum spatial reuse [41]. Spatial Division Multiplexing (SDM), on
the other hand, provides higher transmission data rate on each active link without
requiring additional spectrum or power [6,37]. Finally, Spatial Division Multiple Ac-
cess (SDMA) enables a single-radio node to communicate concurrently with several
neighboring nodes in the network [11]. Some of these multi-antenna technologies
have been included in wireless networking standards such as IEEE 802.11n [117],
802.11AC [128] and WiMAX [39,59]. Numerous companies such as Cisco, Entrasys,
Trapeze Networks, ProximWireless, Xirrus and Motorola [1], have also started devel-
oping such technologies in new products and several multi-antenna-based networks
are or will be deployed in the near future.
Nevertheless, to beneﬁt from multi-antenna technology in enhancing the net-
work throughput, the capabilities of this technique should be exploited at higher
layer protocols as well. In other words, since both inter-ﬂow and intra-ﬂow in-
terference are serious issues for wireless multihop networks and have detrimen-
tal eﬀect on their performance, the overall throughput of the network will de-
pend on how wireless links are scheduled to be active without causing interfer-
ence on other neighboring active links and the way traﬃc demands are routed.
It has been shown [75, 126] that although employing smart antennas signiﬁcantly
increases the performance, however, if both MAC and routing aspects are not
properly considered in network design, then little or no performance gain may be
achieved. Therefore, coordinating mechanisms at the physical layer, MAC layer
1More explanation on interference suppression is provided in Section 7.1.1.
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and network layer is vital to obtain the potential capacity of multi-antenna wireless
networks. Accordingly, cross-layer optimization is necessary for designing multi-
antenna-based networks, and has been attracting considerable research attention
[8,10,15,17,24,25,51,54,60,67,77,78,92,93,98,99,109,120,122,129,141].
In addition to empowering nodes with multi antennas, Multiple Packet Recep-
tion (MPR) [18,79,114,122,140,142] has been recently introduced to further mitigate
the detrimental eﬀect of interference by exploiting, rather than avoiding, it. MPR
refers to the nodes capability of decoding more than one packet from an aggregated
signal of simultaneous transmissions on the air. While this technique increases the
per-node throughput, it also yields signiﬁcant improvement in network throughput
by allowing more concurrent transmissions [114]. MPR is indeed a physical layer
method, as opposed to a MAC layer method used for resolving collisions and con-
gestions [96]. Extensive research has been done to investigate the beneﬁts of MPR
which is implemented through sophisticated signal processing techniques, such as
SDMA through multiple antennas [9, 55], Ultra Wideband (UWB) [45], Code Di-
vision Multiple Access (CDMA) [20, 106], Directional Antennas (DA) [31], Parallel
and Successive Interference Cancellation (SIC) [61,86,87,90,102].
Other techniques (e.g. network coding) have recently emerged for improving
the performance of wireless networks by reducing the transmission time slot over-
head. Network coding improves the network capacity in both wired and wireless
networks with multicast traﬃc [2]. This technique has shown to be more attrac-
tive in wireless networks due to the broadcast nature of the wireless transmission
medium. For example, packets received by an intermediate node may be com-
bined together using a linear XOR operation and broadcasted. Coded packets are
decoded at the next hop of each broadcast transmitter where all packets, exclud-
ing the desired one, are formerly available. This simple scheme for network cod-
ing is referred to as COPE [66] and will be studied further in this thesis. There
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has been extensive cross-layer design and optimization to characterize the network
throughput for the case of multiple unicast sessions with diﬀerent opportunistic
network coding for more than one packet through mathematically modeling the
problem [4,7,35,74,94,105,107,136,137]. Despite these recent eﬀorts to characterize
the advantages of NC and MPR [38, 124] on the performance of wireless multi-hop
networks, there is still a lack of a thorough analysis of the beneﬁts of these two
advanced techniques when used concurrently. This will be a subject for further
investigation in this thesis.
There are two main research directions we undertake in this thesis. The ﬁrst
one is to investigate the achievable performance gain that network coding when
combined with Successive Interference Cancellation brings to a multi-hop wireless
network, whereas the second one is to evaluate the eﬀect of various multi-antenna
techniques in wireless multi-hop networks. These objectives are elaborated next.
1.2 Problem Statement and Objectives
In this thesis, we investigate the eﬀect of various physical layer and network layer
techniques on the throughput of multihop wireless networks. Our main objective
is to study the achievable network performance gains which successive interference
cancellation, power control, network coding, beam-forming, spatial division multiple
access and spatial division multiplexing bring to a multihop wireless network. To
achieve our objective, we follow a cross-layer design approach. We mathematically
formulate the complex problem of joint routing and link scheduling and solve it
using standard decomposition methods. Our objective is to minimize the system
activation time to satisfy certain traﬃc demands, where the system activation time
refers to the schedule length during which the links in the network should be active
for supporting a set of traﬃc commodities. In other words, given a certain traﬃc
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load, our system activation time refers to the period of time (seconds) the network
would take to deliver all the sessions. It should be noted that the lower bound on the
system activation time is equivalent to the upper bound of the network throughput.
While network architecture traditionally adopts layering to network coordi-
nation, where each layer controls a subset of the decision variables, and classically
observes a subset of constant parameters and the variables from other layers [23],
considering separated modules for each task and allowing the modules to communi-
cate only with their adjacent modules is not eﬃcient especially in wireless network
designs. For instance, adjusting the resource allocation in the physical layer changes
the average link rates, inﬂuences the optimal routing, and alters the achievable net-
work throughput [62]. Therefore, by jointly designing mechanisms based on which
physical-layer resource allocations, link scheduling and routing the traﬃc, is a ne-
cessity for recent network protocols [29, 69, 112]. While designing a layered scheme
is intuitively scalable, however, optimization in a cross-layer framework is sophisti-
cated and requires advanced optimization techniques [76,137]. Hence, our modeling
throughout this thesis will follow the cross-layer approach that has been widely used
in designing and studying the performance of wireless networks.
1.3 Contributions
The signiﬁcant achievements in this thesis are summarized as follows.
• We develop an original optimization model for combining successive interfer-
ence cancellation (SIC) with power control at the physical layer to manage the
interference and scheduling conﬂict-free links. While these two methods have
shown remarkable eﬀects on network throughput, to the best of our knowledge
there is no work proposed in the literature which investigates their combination
beneﬁts. Our model optimally adjusts the transmission power of nodes to avoid
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causing interference on unintended receivers through power control. Moreover,
it properly embraces undesired wireless interference through applying SIC at
receiving nodes. Therefore, our model minimizes the total scheduling time by
providing a balance between usage of power control at the transmitting side
and SIC at the receiving side. Our results show the considerable beneﬁts of
this combination in dense and heavily loaded networks.
• We advocate an optimization framework for the joint routing, scheduling and
network coding where all types of network coding components (with/without
opportunistic listening) are exploited and we allow a number of packets to be
coded. We introduce a novel scheduling scheme for activating network cod-
ing components instead of links. To the best of our knowledge, our proposed
scheme is the ﬁrst TDMA-based scheduling that manages network coding with
opportunistic listening. We develop a decomposition method based on column
generation for solving it. We make this problem linear and tractable by solving
the network coding-based routing sub-problem (Restricted Master), and select-
ing network coding components and link scheduling in another sub-problem
(Pricing).
• We investigate the achievable performance gain that network coding when
combined with Successive Interference Cancellation (SIC) brings to a multi-
hop wireless network. While SIC enables concurrent receptions from multiple
transmitters, network coding reduces the transmission time-slot overhead and
each of these techniques has shown great beneﬁts for network performance.
We present a cross-layer formulation for the joint routing and scheduling prob-
lem in a wireless network with network coding (with opportunistic listening)
and SIC capabilities. We use the realistic signal to interference plus noise
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ratio (SINR) interference model. To solve this combinatorially complex non-
linear problem, we decompose it (using Column Generation) to two linear sub-
problems; namely opportunistic network coding aware routing, and scheduling
subproblems. Our scheduling sub-problem consists of activating network cod-
ing components, rather than links, which do not interfere with each other and
will be used to route the traﬃc. Our results aﬃrm our expectation for a re-
markable throughput improvement. NC combined with SIC shows more than
50% throughput gain in a medium-size dense network.
• We present a cross-layer optimization framework for wireless mesh networks
where at each node, various smart antenna techniques such as beam-forming,
spatial division multiple access and spatial division multiplexing are employed.
These techniques provide interference suppression, capability for simultaneous
communication with several nodes and transmission with higher data rates, re-
spectively, through multiple antennas. By integrating diﬀerent combinations
of the multi-antenna techniques in physical layer with various constraints from
MAC and network layers, three Mixed Integer Linear Programming (MILP)
models are presented to minimize the system activation time. Since these op-
timization problems are complex to solve, the optimal solution is approached
by a Column Generation decomposition method. The numerical results for
diﬀerent network scenarios with various node densities, number of antennas,
transmission ranges and number of sessions are provided. It is shown that
the resulted directive, multiple access and multiplexing gains combined with
scheduling, eﬀectively increase both the spectrum spatial reuse and the capac-
ity of the links and therefore, enhance the achievable system throughput.
• We consider a multi-criteria optimization framework for the design problem
in heterogeneous networks. In this thesis, a heterogeneous network refers to
a multi-antenna network with various number of antennas at each node. The
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proposed model of optimization is a multi-criteria MILP that jointly minimizes
the system activation time and the cost of deployment. We minimize the cost
of deployment by obtaining the minimum number of antennas required at each
node. To obtain the optimal solution of this large-sized multi-criteria prob-
lem, we have combined the -constraint method [34] with column generation
decomposition approach and provided an MILP model which yields the op-
timal solution relatively fast. To the best of our knowledge, this is the ﬁrst
attempt to jointly optimize these two cost functions.
1.4 Structure of the Thesis
We present an overview of the literature and the optimization techniques used in
this research in Chapter 2. In Chapter 3, we explain the basic principles of the
mathematical modeling for joint routing and scheduling in multihop wireless net-
works. In Chapter 4, we introduce a cross-layer design for wireless networks when
successive interference cancellation is exploited and node transmit with constant or
adjustable power. In Chapter 5, we propose a joint routing and scheduling when
network coding is applied. Then, we extend this model to a case where both net-
work coding and successive interference cancellation are used in the same chapter.
We present the numerical results of models for successive interference cancellation,
network coding and their combinations in Chapter 6. In Chapter 7, we introduce
three diﬀerent models for varied multi-antenna techniques, namely, beam-forming,
spatial division multiple access and spatial division multiplexing. Then, we propose
a multi-criteria optimization model for minimizing both the scheduling time and the
usage of antenna elements in a multihop wireless heterogeneous network. In Chapter
8, we present the numerical results of multi-antenna models. Finally, we conclude





We start this chapter by giving an overview of the literature pertaining to this thesis
research. Then, we present a brief explanation about the optimization methods
which are used in this thesis.
2.1 Literature Review
This section is divided into four parts where the ﬁrst one surveys the literature
related to the joint routing and scheduling with smart antenna technologies. The
second one addresses diﬀerent approaches to achieve multi-packet reception in wire-
less networks. In the third part, we overview previous research on network coding
and the last part presents the literature pertaining to network coding combined with
multi-packet reception.
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2.1.1 Joint Routing and Scheduling with Smart Antenna
Technologies
In recent years, there has been an increasing amount of research on cross-layer design
in networks equipped with smart antennas [8,10,15,17,24,25,51,54,60,67,77,78,92,
93,98,99,109,120,122,129,141]. A sizable portion has proposed newly-designed MAC
and routing protocols suitable for multi-antenna networks [24,25,54,93,109,129]. For
instance, in [93] the authors considered both SDM and BF techniques in ad hoc net-
works and introduced their MAC protocol called HYB that provides the maximal
utilization of multiple antennas under any environment. An algorithm is proposed
in [25] to maximize the network throughput by taking advantage of physical layer
channel information to opportunistically schedule cooperative spatial multiplexed
transmissions between nodes. Joint MAC and routing protocols are investigated
in [24,54]. While the former focused on BF-based WMNs, the latter studied SDM-
based ad hoc networks. In [129], a heuristic routing and scheduling algorithm is
proposed for wireless backhaul networks with smart antennas where the interfer-
ence aware tree is constructed. In [109] scheduling in adaptive cooperative relay
transmission in multi-antenna ad hoc networks is studied for both centralized and
distributed systems and a MAC protocol is proposed for the distributed scheduling
case.
However, cross-layer design in multi-antenna networks have been addressed
through mathematical modeling and optimization as well [8, 10, 15, 17, 51, 60, 67, 77,
78,92,120,122]. In [60,92,120], a cross-layer optimization between MAC and physical
layer in SDM-based multi-antenna networks is addressed. The authors of [92] found
a sub-optimal solution by heuristics and in [120], the problem of joint bandwidth
allocation, element assignment and scheduling is studied. In [60], an analytical
tractable model is proposed for the physical and link layers whereby the perfor-
mance of a multi-hop multi-antenna network enabled with SDM and BF techniques
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is optimized. In [8], a heuristic algorithm is introduced for joint stream control and
scheduling optimization in an SDM-basd multi-hop network and the authors of [15]
introduced a non-linear programming model whereby BF, power control and schedul-
ing in a multiple-input single-output downlink are jointly optimized for maximizing
the minimum weighted rate among all users. Joint routing and scheduling opti-
mization in SDMA-based multi-antenna networks has been studied in [122] where
the sub-optimal solution for the network throughput is obtained through heuristics.
However, the authors only considered multi-packet reception scenario of SDMA in
their work.
Cross-layer optimization over network, MAC and physical layers is studied
in [10, 17, 67, 77, 78]. An LP model is provided in [77] for distributed link schedul-
ing, power control and routing in multi-hop multi-antenna wireless networks. The
problem of routing, power allocation and bandwidth assignment in an FDMA multi-
antenna ad hoc network is solved in [78]. A sub-optimal network throughput is
obtained by proposing a heuristic centralized algorithm for joint routing, scheduling
and stream controlling subject to fairness constraints in [10].
Among all of these works, only a few of them are closely related to our work.
In [17] and [67], a centralized cross-layer optimization in BF-based multi-hop wireless
backhaul networks is proposed. The authors have provided a primal-dual decompo-
sition for joint routing and scheduling and adopted a heuristic algorithm to assist in
determining interference-free feasible schedule. However, the problem formulation
in our work is diﬀerent where in addition to BF, SDMA and SDM techniques are
employed. Moreover, the protocol model is adopted for modeling interference in our
network.
Our mathematical optimization model to evaluate the throughput of the net-
work is similar to [51], however the authors of [51] optimized the throughput by max-
imizing the sum of all ﬂows in routing and did not consider scheduling in their work.
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Moreover, they only evaluated the eﬀect of BF and SDM techniques on their design.
Additionally, they used some LP relaxation that provided sub-optimal solutions.
While we have considered a centralized scheduling in the network, there are some
other papers in the literature focused on distributed link scheduling [77,98,99,141].
Although there is a large amount of research about optimization in heteroge-
neous networks, only [120] has focused on minimizing antenna elements at diﬀerent
nodes of the network and the rest have considered other parameters in their network
designing.
2.1.2 Multi-packet Reception in Multi-hop Wireless Net-
works
In their seminal work, the authors of [48] have studied the capacity of random wire-
less networks and presented their study using both the physical and the protocol
interference model. It has however been shown that the simple protocol model un-
derestimates the network interference and thus yields overestimated capacity [58].
The authors of [124] have analyzed the capacity and energy eﬃciency of ad hoc
networks with MPR under the physical model. They extracted a closed gap be-
tween upper and lower bounds of the throughput capacity. Furthur, interference
under protocol model has been exploited in an MPR scheme for joint routing and
scheduling in ad hoc networks [123].
MPR in MIMO-based networks links have been discussed in [55] and [9], where
[55] proposes the ﬁrst MAC protocol designed for MIMO/orthogonal frequency di-
vision multiplexing (OFDM) based wireless local area networks (WLANs). [9] intro-
duced an asynchronous MPR method for the physical layer and also designed a com-
patible MAC for WLANs which reduces the congestion. The authors of [45] studied
the throughput performance of a peer-to-peer asynchronous Code Division Multiple
Access (CDMA) network supported by a full duplex Ultra Wideband (UWB) and
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showed the necessity of MPR as a feature to improve the throughput. CDMA has
also been used in [20] and [106] to highlight the advantage of MPR scheme in multi-
media networks and slotted ALOHA systems, respectively. The authors of [31] have
proposed an LP to model the MPR through Directional Antennas(DA).
A ZigBee prototype of SIC has been built in [49] by using software radios and
used experimental results to validate that SIC is an eﬀective way to improve the
system throughput. The authors of [84] have developed a greedy heuristic scheduling
algorithm based on conﬂict set graph and studied the scheduling problem in an ad
hoc network with SIC. The NP-hard link scheduling problem for wireless networks
with SIC was also studied in [87], but the authors did not consider the practical
physical model with the eﬀect of combined interference. Later in [85], they used a
new weighted graph to characterize the sequential detection nature of SIC. However,
they found a near-optimal maximal feasible set of links which is constructed based
on their greedy algorithm. The transmission cost of such a set is interpreted as the
bound for the approximation performance. Asymptotic transmission capacity of ad
hoc networks with SIC was studied in [14, 125] where the ﬁrst work considered a
simpliﬁed model where all signals from transmitters within a speciﬁc radius up to
one hop, can be successfully decoded. However in [14] a more realistic SIC model is
used. [61] proposes a cross-layer optimization framework that incorporates variables
at physical, link, and network layers to maximize sum of the weighted ﬂow rates
where SIC and interference avoidance are combined. A CG-based LP formulation
for joint routing and scheduling has been proposed in [90] to study the optimal
max-min throughput of wireless multi-hop networks with SIC. The authors have
considered predetermined number of decodable packets as 2 or 3. However, in [61]
the authors have found that the limitation on the number of packets is based on the
physical parameters in their system.
Among all the research work on SIC, only one of them ( [102]) has claimed
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that the potential gain would be marginal. However, this result is not generally
valid because their network example consisted of only two links; thus, the beneﬁts
of SIC would not be fully exploited.
2.1.3 Joint Routing and Scheduling with Network Coding
The beneﬁts of network coding on multicast networks were characterized in [2]. How-
ever, these beneﬁts are not fully clariﬁed for multiple unicast sessions yet. Among
a large body of work which is done on NC for unicast sessions, only some of them
have done cross-layer optimization through LP or MILP model which are related to
our work [7,35,64,74,105,107]. However, the interference has been considered under
the protocol model in [7,74,105]. Physical interference model has been employed in
the rest.
[35, 107] have studied joint routing and scheduling and NC for wireless mul-
tihop networks where physical interference model is used. However, network cod-
ing components with opportunistic listening were not considered in any of them.
Recently, [64] introduced k-tuple coding, a generalization of pairwise coding with
next-hop decodability where fully characterized the region of arrival rates where the
network queues can be stabilized under this coding strategy.
Column Generation decomposition approach has also been employed for NC-
based [35,90,107] or SIC-based [108] optimizations to tackle the problem and to ﬁnd
the optimal solution.
2.1.4 Network Coding Incorporated with Multi-packet Re-
ception
Recently, the combination of advanced physical layer techniques has shown con-
siderable improvement on wireless mesh network capacity [108] where SIC, Dirty
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Paper Coding (DPC) and Superposition Coding (SPC) are combined. Interaction
between interference and NC has also been studied in some literature. In [82], a
new algorithm in two-path successive relay systems has been introduced to can-
cel the inter-relay interference through network coding.In [21], a novel cross layer
method for interference cancellation and network coding that signiﬁcantly increases
the capacity of multi-hop wireless networks is proposed. In their work, the multiuser
interference is cancelled through dirty-paper decoding. The authors of [121] have
proposed an interference-known network coding-aware routing metric that considers
the trade-oﬀ between increasing coding opportunity and decreasing wireless inter-
ference. They have used this metric in an LP to achieve a better throughput and
less delay. In [32], a systematic mechanism for studying achievable rates in multiple
unicast networks is obtained through linear NC and interference alignment.
To the best of our knowledge, there are only three works proposed in the litera-
ture that studied both MPR and NC [27,38,100]. The individual performance of NC
and MPR has been highlited in [38]. However, the beneﬁts of their combination are
studied in [27, 100]. In [100], the authors analyzed the trade-oﬀ between NC with-
out opportunistic listening and MPR in a special case of fully connected networks.
In [27], a cross-layer design for the joint use of NC and MPR is proposed to relieve
the congestion problem in 802.11 MAC. Although both of these works have shown
promising beneﬁts of NC incorporated with MPR, they may not accurately highlight
the beneﬁts since they have used the protocol scheme to model the interference.
Another type of network coding, namely Analog NC or Physical NC, was intro-
duced and discussed in [65,110,139]. This method may show compatible performance
to combined NC and MPR only if no opportunistic listening is used.
To the best of our knowledge, there is no approach tat jointly evaluates SIC




In this section, we brieﬂy overview the optimization methods that we use throughout




where F (x) is called the cost function, the vector x = (x1, x2, ...xn) is the variable of
this optimization problem and S denotes the feasibility region. This minimization
problem can be generally formulated to the standard form of:
min F (x)
subject to (2.1)
gi(x) ≤ 0 i = 1, 2, ...,m
x ∈ Rn
where the set of constraints gi(x) ≤ 0 are used to determine the boundaries of region
S. We note that if the optimization problem is a maximization one, then F (x) is
called as the utility function. The solution to problem (2.1) is an x where:
F (x) < F (x) ∀x ∈ S, x = x
2.2.1 Linear and Non-linear Programming problem
In the optimization problem (2.1), if all the objective and the constraints functions
are linear, i.e. F (x) =
n∑
j=1
cjxj and gi(x) =
n∑
j=1
aijxj − bi, ∀i, ∀j, aij, bi ∈ R,
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aijxj ≥ bi i = 1, 2, ...,m
xj ≥ 0 j = 1, 2, ...n
However, in the case that any of these functions are non-linear, the problem is named
Non-Linear Programming (NLP).
While there are several methods (e.g. Simplex algorithm [52]) for eﬀectively
solving LP problems, NLP problems are more sophisticated to deal with. One of the
most eﬃcient methods for solving NLPs is linearizing them into LPs. In Chapter
5 of this thesis we have linearize the non-linear objective of our optimization by
decomposing the problem into sub-problems with linear objective functions.
2.2.2 Integer Linear Programming problem
In the optimization problem (2.1), if all the variables, which are the entries of x, are
integers (i.e., x ∈ Z), the problem is known as an Integer Linear Programming (ILP).
Binary Linear Programming (BLP) is a especial case of ILP where the variables can
be either 0 or 1. In the case that only some of the variables are integer or binary, the
problem is called Mixed Integer Linear Programming (MILP). We note that solving
ILP, BLP and MILP problems are more complex and time consuming in comparison
with LPs [127]. There are diﬀerent methods for solving these problems where one
of them used in this research is known as Column Generation [26]. This method is
described next.
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2.2.3 Column Generation Decomposition Method
Column Generation (CG) is a mathematical technique which ﬁnds the exact opti-
mal solution for LP problems [26, 80] and is suitable to deal with problems with
large number of variables and constraints. This technique has been introduced to
solve MILP problems through Branch-and-Price method which is a combination of
CG and Branch-and-Bound [16] techniques. In CG approach, an MILP problem
is decomposed into two smaller sub-problems; namely, the Master and the Pricing








xj ≥ 0 j ∈ J
where aj represents one column, as shown in Figure 2.1, which is a potential solution
of the Pricing problem. We assumeA is an non-empty set where aj (j ∈ J ) belong to
it. The Master problem is solved over only a subset of available columns J0 ⊂ J and
it is called the Restricted Master (RM) problem which ﬁnds the solution relatively









xj ≥ 0 j ∈ J0
The RM and the Pricing problems exchange some parameters and are solved itera-
tively until eventually ﬁnding the optimal solution of the RM. The solution of each
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Figure 2.1: Illustration of an MILP getting solved by CG approach
sub-problem is treated as a parameter in the other one. In each iteration of solving
the Pricing, a new column is generated and sent to the RM. However, for solving the
RM in its ﬁrst iteration, an initial set of columns which is a feasible solution to the
Pricing is available to the RM. Let us denote the non-negative dual variables of the
RM by the vector y. In each iteration, we denote the corresponding dual variables
to the optimal solution of the RM, i.e. x, by y which is passed to the Pricing to
construct the objective function as:
min RC = {c(a)− yTa|a ∈ A} (2.5)
where the cost function is referred to as the Reduced Cost (RC) and yT is the
transposed of vector y. In the Pricing problem where aj is the variable, the optimal
solution is an cj
 = cj − yTaj where j ∈ J and the generated column aj minimized
the RC. This newly generated column is sent to the RM to improve its solution.
If the cj
 ≥ 0, the obtained solution in the RM problem, i.e. x optimally
solves the MP as well [26]. On the other hand, if cj
 < 0, the Pricing generates
another column aj and sends it to the RM sub-problem. This procedure keeps
iterating until ﬁnding a non-negative cj
.
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2.2.4 Multiple Criteria Optimization







where all F1(x) · · ·Fk(x) are the objective functions. There are two diﬀerent ap-
proaches introduced to deal with multi-criteria optimizations, the weighted sum
method and the -constraint method [34].






where δj is the weight for the j
th objective function while the summation of all δs
has to be equal to 1. Diﬀerent eﬃcient solutions are obtained by varying δjs; these
weights are chosen based on the importance of each objective function.
However, in the -constraint method, only one of the criteria is kept as the
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where i ∈ Rk. However, it is very important to choose a proper range for functions
F2(x) . . . Fn(x) over the eﬃcient set. The most common way to calculate these
ranges is to use the payoﬀ table; the table indicating the results of the individual
optimization of each k − 1 objective functions. In this way, the range of each of
the objective functions is obtained and then is divided to narrower intervals after
each run, until ﬁnding the optimal solution. The -constraint method has several
superiorities over weighted sum solution, which are explained as follows [88]:
• Solving linear problems by weighting method for diﬀerent selection of weights
may be redundant in several runs. Because it is always solved over the original
feasible region and may provide the same eﬃcient extreme solution (the corner
solution). However the -constraint method solves the problem over diﬀerent
feasible regions and produces non-extreme eﬃcient solutions.
• In the sum weighted approach, scaling the objective functions has a strong
eﬀect on the results. Nevertheless, no scaling is necessary in the -constraint
method.
• In the -constraint method, by properly adjusting the range intervals for the
objective function, the number of the generated eﬃcient solutions can be con-
trolled. However, in the weighted sum method there is no control on the
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number of eﬃcient solutions.
Due to the advantages of the -constraint method, we use this approach for solving
our multi-criteria optimization problem, which is a column generation model.
2.3 Conclusion
In this chapter, after presenting the related literature to our research, we gave an
overview of the optimization methods that we used in this thesis. We have used
CG approach for solving the MILP problem in Chapters 4, 5 and 7. This approach
is used in Chapters 5 for linearizing the non-linear objective function, as well. In
Chapter 7, we have extended our cross-layer optimization model to a multiple criteria






In this chapter, we explain the essentials that has to be considered in a cross-layer
optimization model in wireless networks. We introduce the popular schemes for mod-
eling the interference in a wireless environment, followed by describing the scheduling
constraints. We explain the routing problem accordingly. Next, we mention the ob-
jective functions which have been considered in the literature for the purpose of
cross-layer optimization in wireless networks and clarify our objective function.
3.1 Interference Models
In this section, we describe two interference models widely popular in the literature.
The ﬁrst one which is based on the signal to interference plus noise ratio (SINR
model), is a realistic scheme for modeling the interference. However, due to its
complexity, the second model which is a simple one (Protocol model) has been
introduced and used more vastly in the analysis of wireless networks, albeit it is less
accurate than the SINR model.
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3.1.1 The SINR Model
The Signal to Interference plus Noise Ratio (SINR) model is also known as additive
interference model or physical model in the literature [47, 58, 110]. In this model, a
receiving node treats the sum of all interference, which are undesired received signals
from other on-going transmissions, as noise. Thus, the SINR at the receiver of link








where t(i) and r(i) are the transmitter and receiver of link i, respectively; η is
the background noise power in the frequency band of operation, Na is the set of all
active nodes in the network, Pn is the transmitting power at n, and Gn,n′ is the signal





where β is the path loss exponent and d0 is a close-in distance to the transmitter,
where the received power is measured as Pt(i).
A link is feasible if the packet from its transmitter to its receiver is decodable.
According to the SINR model, link i is feasible if the signal to noise ratio at r(i) is
above the SINR threshold of the receiver radio. The SINR threshold is the minimum
required signal to noise ratio at the receiver which guarantees the tolerable Bit Error
Rate (BER) of the link. Denote that higher SINR reduces the BER of the link. The
SINR threshold, Γ, however depends on the acceptable Packet Error Rate (PER)
which depends on the packet length and BER. In this case, the following inequality








3.1.2 The Protocol Model
Suppose we need to have a successful transmission on link i. In this model, all the
nodes are assumed to communicate with the same transmission power. Let us deﬁne
the transmission range of a node n by Trn. Thus, the interference range for each
node n′ is deﬁned as:
Irn′ = (1 + δ) Trn ∀n, n′ ∈ N (3.4)
where δ (0 ≤ δ ≤ 1) is the interference range coeﬃcient. In this model, an active
transmitter at a distance less than the interference range, is assumed to cause strong
interference to the signal at the receiver. Thus, link i is feasible if the following
conditions hold:
1. The receiver node, r(i), is inside the transmission range of the transmitter
node, t(i).
|r(i)− t(i)| ≤ Trt(i)
where |x− y| denotes the Euclidean distance between nodes x and y.
2. Except t(i), there is no active transmitter located inside the interference range
of r(i).
In this model, two links i and i′ may be active conﬂict-free in any of the following
cases:
• The transmitter of each is outside the interference range of the receiver of the
other (shown in Figure 3.1), i.e.,⎧⎨
⎩ |r(i)− t(i
′)| ≥ (1 + δ) Trt(i)
|r(i′)− t(i)| ≥ (1 + δ) Trt(i′)
∀i, i′ ∈ L
• Interference suppression techniques are employed to cancel the interference
coming from unintended transmitter on any of recoveries r(i) and r(i′).
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Figure 3.1: Transmission range and interference range in the Protocol model.
Therefore, while i and i′ in Figure 3.1 can be simultaneously active, node n cannot
concurrently transmit since it interferes with them.
3.2 System Model and Parameters
We model a multihop wireless network as a directed graph G = (N,L) where N is
the set of all nodes equipped with multiple antennas and L is the set of all feasible
transmission links in the network. We assume a set ofM end-to-end (unicast) traﬃc
sessions in this network. The mth session is denoted by Sm = {(sm, dm, Rm) : sm ∈
N, dm ∈ N,Rm > 0,m = 1, ...M}. Therefore, in the mth session, the source node sm
sends the commodity Rm to the destination node dm.
3.3 Link Scheduling Constraints
Suppose a Time Division Multiple Access (TDMA) scheme has been employed for
activating links in the network. In a TDMA-based MAC layer, time is divided into
equal duration slots. At each time slot, a set of links can be active together without
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violating the requirement for successful communication, i.e. collision-free packet
reception at nodes. The set of links that can be active concurrently in the same
time slot is deﬁned as a conﬁguration, denoted by p. However, there are typically
two types of limitations on link activations at each conﬁguration p, known as radio
constraints and interference constraints which are explained next.
3.3.1 Radio Constraints
These constraints essentially depend on the physical layer capabilities of the nodes.
Noting that each node n in a basic multi-hop network has only one radio set, it can
be active on a single link in each conﬁguration p. Thus, the radio constraints are
given as: ∑
i∈Ln
vpi ≤ 1 ∀n ∈ N (3.5)
where Ln ⊂ L denotes the set of all links connected to node n, and the binary
variable vpi is equal to 1 if link i is active in conﬁguration p.
3.3.2 Interference Constraints
These constraints are generally established based on the following factors:
1. The physical-layer capabilities of nodes to deal with concurrent transmissions
which are undesired to them and is treated as interference.
2. The scheme which is used to model the interference, i.e. either SINR or Pro-
tocol models.
In a simple wireless network where nodes have one simple radio, they are incapable
of dealing with another ongoing transmission in their vicinity. Therefore, we de-
scribe the following interference constants for the SINR and the Protocol model
accordingly.
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SINR-based Interference Constraints: According to the explanation given in
Section 3.1.1, link i is feasible if the overall signal to noise plus interference









≥ Γ ∀i ∈ L (3.6)
where upn is deﬁned as a binary variable with value 1, if node n is active in p
and 0 otherwise.
Protocol-based Interference Constraints: For this scheme, let us deﬁne C as
a set including all pairs of interfering links without any common nodes in
between. This set is obtained from (3.4), which determines the links with
their transmitters located in the interference range of the receiver of one link,
i.e. interfering links to that. To guarantee that no pairs of interfering links
are simultaneously active, we write:
vpi + v
p
j ≤ 1 ∀(i, j) ∈ C (3.7)
3.4 Multihop Routing Constraints
In this section, we introduce two types of routing which have been used in the
literature.
3.4.1 Link-based Routing
The multihop routing constraints are built based on two basic principles as follows.
1. Flow-balance Constraints: The ﬂows of each session should be balanced
at each node. Therefore, for each session m, whether a node is the source,
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0 if n = sm, dm
Rm if n = sm
−Rm if n = dm
∀n ∈ N, ∀m ∈ M
(3.8)





denote all outgoing links from, and incoming links to, node n, respectively;
other parameters were deﬁned earlier in Section 3.2.
2. Bandwidth Constraints: The ﬂow of traﬃc on each link should not exceed
the link capacity. Thus, one needs to guarantee that a link is active during
enough time slots to be able to carry the amount of traﬃc ﬂowing through it.






λpvpi ∀i ∈ L (3.9)
where ci is the time-invariant capacity of link i, λ
p is the number of time slots
in which conﬁguration p is active, P is the set of all conﬁgurations, and vpi
was deﬁned earlier as a binary variable with value 1 if link i is active during
conﬁguration p.
3.4.2 Path-based Routing
It has been shown in a previous work [35], when the number of variables is very large,
the mathematical model becomes unscalable if we give all the links in the network the
same chance to be involved for routing each of the sessions. Despite the wide usage of
routing methods where sessions are liberally transformed through any link, i.e. link-
based routing, they have shown that using limited predetermined paths for each of
the sessions (so called path-based routing) is more scalable. Moreover, if the number
of predeﬁned paths for each session is large enough, path-based routing performs as
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good as linked-based. In this work, we have used the modiﬁed Dijkstra’s [33] and
Yen’s [135] algorithms to ﬁnd the shortest path and the k-shortest paths between
each pair of source and destination for each session, respectively.
Flow-balance Constraints: We will develop our routing constraints accord-
ing to the path-based method in Chapter 5, given the scale of the problem. Clearly,
the larger k is, the better the performance becomes. We will later show the impact
of value k on the performance of our model in the numerical results of Chapter
6. Using the path-based routing method, we modify the ﬂow balance conservations

















0 if n = sm, dm
Rm if n = sm
−Rm if n = dm
(3.10)
where Ψm denotes the set of predetermined k-shortest paths for session m, ω
m
ψ is a
variable that shows the amount of session m on path ψ and δiψ is deﬁned as a binary
parameter with value 1 for any link i which is traversed by path ψ. Equations (3.10)
preserve the ﬂow balance at all the nodes in the network.
Bandwidth Constraints: Based on k-shortest path routing, several packets
of one session at the source are divided into k diﬀerent groups where each of them,
ωmψ , is routed through an individual path ψ toward the destination. In this case,







ψ . Therefore, the











ψ , ∀i ∈ L (3.11)
3.5 Objective Function
There have been a number of objective functions in optimizing the performance of
wireless networks proposed in the literature. These objectives can be summarized
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as:
1. A utility function used for maximizing:

















2. A utility function employed to maximize the minimum traﬃc session in the




3. A cost function deﬁned to minimize the total scheduling time while the network





Throughout this thesis, our objective will be to improve the network performance
by minimizing the total system activation time or the scheduling period, which is
the third method. We modify this objective function, however, in Chapter 5. In
contrast to the two ﬁrst methods where the amount of traﬃc for each session m, i.e.
Rm, is deﬁned as a variable, in our method Rm is predeﬁned.
3.6 Conclusion
In this chapter, we explained the basic principles of joint routing and scheduling
optimization in multihop wireless networks. We described the required constraints
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and the objective functions for mathematically modeling the problem and will extend
these models in the next chapters for the cases of employing advanced techniques at





In this chapter, ﬁrst we describe the Successive Interference Cancellation (SIC) tech-
nique. Then, we introduce a decomposed model for joint routing and scheduling in
wireless multihop networks when SIC is employed. The numerical results for this
model is provided in Chapter 6.
4.1 Successive Interference Cancellation
Interference cancellation is fundamentally the idea of removing some parts of the
interference from the aggregate received signal to improve the SINR. In other words,
with interference cancellation, some terms in the summation of denominator in equa-
tion (3.1) are cancelled out and the value of SINR is increased. The interference
can conveniently be detected and removed due to its data-like structure. Diﬀerent
methods for interference cancelation have been employed in the literature; namely,
parallel [119], successive [49], combination of successive and parallel [118] and itera-
tive [3]. In this thesis, we are focusing on Successive Interference Cancelation (SIC)
which is shown to be the best scheme for the case of unequal power reception [97].
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Figure 4.1: SIC process [61]. Assume SINR1n > SINR2n > ... > SINRknn.
Corresponding nodes are shown in Figure 4.2.
Figure 4.2: Node indexing in SIC.
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As shown in Figure 4.1, the packet with the highest power is decoded in the
ﬁrst step of SIC process. Since we have considered equal transmission power for all
nodes, the signal with the highest power is received from the closest active node. As
illustrated in Figure 4.1, suppose concurrent transmitting nodes are indexed from 1
to kn based on their distance from a node n, where d1,n < d2,n < ... < dkn,n. Denote
kn as the maximum number of decodable packets at this node. Thus, the ﬁrst packet







where P1 is the transmitting power of node 1. To extract the second strongest packet,
however, we need to determine and subtract the interference caused by the ﬁrst
packet from the aggregate signal. Therefore, we reconstruct a part of the received
signal which is related to the ﬁrst packet. This reconstruction is done by using the
decoded packet and an estimation of the path loss of the corresponding link. In this
work, we assume that packet decoding and reconstruction of the received signals are
error free. After removing the interference caused by the ﬁrst packet, the receiver







The receiver continues decoding up to kn packets; however, it stops whenever the
SINR threshold is no longer satisﬁed. From Figure 4.2 we can observe two main
advantages for SIC. The ﬁrst one is the capability of receiving multiple desired
packets from concurrent intended transmitters: 2, 3, ...kn. The second one is the
capability of rejecting the interference from unintended transmitters: 1, 4, ... . For
instance, receiver n is strongly interfered by transmitter 1. However, by employing
SIC this interference can be cancelled and n is still able to receive its desired packets,
even with lower signal power. While the ﬁrst beneﬁt allows for transfusing more
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data to a node, the second one increases the spatial reuse for other transmissions.
These two advantages of SIC indeed improve the throughput signiﬁcantly. Although
decoding more packets and cancelling more interference provides higher capacity to
the system, we should note that it causes more latency due to the successive nature
of the process [5]. In [61], an upper bound for the number of successful decoding at
node n is obtained based on physical parameters of the system:
kn ≤ 1 + logΓ+1(
PGn′,n
η Γ
) n′ is the closest node to n (4.1)
Denote that kn includes the number of intended and unintended packets.
4.2 System Model
In this work, a multi-hop wireless network is modeled using a directed graph G =
(N,L), where N is the set of all nodes and L is the set of all transmission links in the
network. Considering the same transmitting power, modulation and coding scheme
at all nodes, the capacity of all the links, named c, is the same which is normalized
to unity. We assume a set of M end-to-end (unicast) traﬃc sessions in this network.
The mth session is denoted by Sm = {(sm, dm, Rm) : sm ∈ N, dm ∈ N,Rm > 0,m =
1, ...M}. Therefore, in the mth session, the source node sm sends the commodity Rm
to the destination node dm. We assume the SINR model [47] is used for modeling
the interference in this network which we explained it in Section 3.1.1.
4.3 Joint Routing and Scheduling with SIC
In this section, We provide the optimization constraints for the cross-layer design of
wireless multihop networks according to the basics we described in Chapter 3.
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4.3.1 Scheduling
As we discussed in Section 3.3, two sets of constraints have to be considered for the
scheduling which are introduced in the following parts.
Interference Constraints
We assume a Time Division Multiple Access (TDMA) system. In a TDMA-based
MAC layer, time is divided into equal duration slots. At each time slot, a set of
links can be active together without violating the requirement for successful com-
munication, i.e. collision-free packet reception at nodes. The set of links that can
be active concurrently in the same time slot is deﬁned as a conﬁguration, denoted




⎩ 1 if node n is transmitting in p0 otherwise.
Therefore, the SINR requirement, or interference constraint for a link l can be written
as:
Gt(i),r(i)P













where we use P to denote the transmission power at any transmitting node, I1 is
the total interference received at r(l) and I2 is the cancelled inference. As I2 shows,
the interference from transmitters closer than t(l) are cancelled when the packet of










We deﬁne binary the variable vpi to indicate whether link i is active in p or not as:
vpi =
⎧⎨
⎩ 1 if link i is active in p0 otherwise.
In this case, if equation (4.13) holds, then vpi can be equal to 1; and if it is not
satisﬁed, then vpi = 0. To reﬂect this statement in a mathematical programming
format, we modify equation (4.13) as:
PGt(i),r(i) +M
p
i (1− vpi ) ≥ Γ(η +
∑




where Mpi is a constant parameter satisfying:
Mpi ≥ Γ(η +
∑
n = t(i), Gt(i),r(i) ≥ Gn,r(i)
PGn,r(i)) (4.5)
We can see that whenever vpi = 1, (4.4) reduces to (4.13), and whenever v
p
i = 0,
(4.4) is still satisﬁed because of (4.5).
Radio Constraints
To achieve a network-wide link scheduling, free of conﬂicts, we have to consider radio
constraints as well. Let Ln be a subset of L that includes all the links connected
to node n. L+n = {i ∈ L : t(i) = n} is the set of all links whose transmitter is
node n and L−n = {i ∈ L : r(i) = n} is the set of all links whose receiver is node
n. Therefore, Ln = {L+n ∪ L−n }. The radio constraints which include half-duplex
properties and limitation of receiving kn packet at node n must be satisﬁed for the




j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n (4.6)∑
i∈L−n
vpi ≤ kn ∀n ∈ N (4.7)
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We note that a node can only transmit to a single receiver in a general scheme, (i.e.,
no multi-packet transmission capability) which is taken care by equation (4.28).
∑
i∈L+n
vpi ≤ upn ∀n ∈ N (4.8)
4.3.2 Routing
The two sets of constraints required in the routing in this problem are addressed
next.
Flow-balance Constraints
Although routing the ﬂows in a MWN with SIC properties is possible through the

















0 if n = sm, dm
Rm if n = sm
−Rm if n = dm
(4.9)
where Ψm denotes the set of predetermined k-shortest paths for session m, ω
m
ψ is a
routing variable that shows the amount of traﬃc of session m on path ψ and δiψ is
deﬁned as a binary parameter with value 1 for any link i which is traversed by path
ψ. Equations (4.9) preserve the ﬂow balance at all the nodes in the network.
Bandwidth Constraints
Based on k-shortest path routing, several packets of one session at the source are
divided into k diﬀerent groups where each of them, ωmψ , is routed through an indi-
vidual path ψ toward the destination. In this case, the amount of traﬃc ﬂowing on







ψ . Therefore, the bandwidth constraints given in 3.9,











ψ , ∀i ∈ L (4.10)
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4.3.3 Problem Formulation
As explained in Chapter 3, our objective is to maximize the throughput of the





where P¯ is the total number of conﬁgurations. This minimization is done through
a joint routing and scheduling model, considering all the radio, interference, ﬂow
conservation and bandwidth constraints given in the previous sections. In this prob-
lem, all the conﬁgurations in P should be generated and the routing problem should
be solved over all of them to yield the optimal solution. However, by using CG
decomposition approach, the optimal solution is obtained without enumerating all
conﬁgurations. Thus, the problem is decomposed into smaller subproblems which
are the Restricted Master (RM) problem and the Pricing problem. More details in
solving the problem by CG technique are explained in the following paragraphs.
Master and Pricing sub-problems
The routing of demands is determined in the RM problem. Figure 4.3 illustrates
the ﬂowchart of the CG algorithm. The objective of the RM is the same as the
objective of the original problem and the constraints are ﬂow conservations (4.9)
and bandwidth constraints (4.10). In the ﬁrst iteration, a set of initial feasible
conﬁgurations, P0 ⊆ P is available to solve the ﬁrst instance of the RM. It should
be noted that vpi is not a variable in the RM. The solution of the Restricted Master
is the best routing over all possible conﬁgurations (P0), which is a local optimum.
When the RM obtains the local optimal solution, it generates the dual values of
the bandwidth constraints, as {y¯i, i ∈ L} and sends them to the Pricing to ﬁnd
the best link scheduling. Then the Pricing sub-problem applies these dual values to
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Figure 4.3: The ﬂowchart of Column Generation method












i ) is called the Reduced Cost (RC). The constraints of the Pricing
are the radio and interference constraints (4.13)-(4.28).
From now on, in each iteration, a feasible conﬁguration (known as a column)
is generated in the Pricing sub-problem. The value of the Pricing objective is always
checked to determine the optimality of the solution. If (4.12) is a non-negative value,
the obtained solution in the RM is the optimal solution to the main problem. In this
case, generating more columns in the Pricing would not provide further improvement
because the optimal solution has already been found. A proof of optimality of the
solution is given in [26]. On the other hand, if (4.12) has a negative value, the Pricing
generates another conﬁguration named p and sends it to the RM problem. Then,
the RM adds p into the set of previous conﬁgurations, P0
⊎
p → P0, and resolves
the routing problem. Whenever a solution is produced by the Restricted Master
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model, the corresponding dual values are passed to the Pricing and the procedure
continues until ﬁnding the optimal solution.
CG-based MPR Model
Our decomposed model based on CG approach is given in Table 4.1























0 if n = sm, dm
Rm if n = sm
































j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n∑
i∈L−n
vpi ≤ kn ∀n ∈ N∑
i∈L+n
vpi ≤ upn ∀n ∈ N
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4.4 Joint Routing, Scheduling and Power Control
We assume here that nodes can adjust their power of transmission; therefore, in the






















where P pt(i) and P
p
n are the transmission power of nodes t(i) and n, respectively. This
constraint is written in an LP format as follows:
P pt(i) Gt(i),r(i) +M
p





P pn Gn,r(i)) (4.15)
The maximum transmission power at nodes is denoted by Pmax and the power allo-
cated to an inactive node n must be zero. Therefore, we can write:
P pn ≤ upnPmax (4.16)
We also consider a Pmin for each node through which it can connect to the closest
node in the absence of any interference. Therefore:
P pn ≥ upnPmin (4.17)
However, the constraints in (4.15) are not represented in an LP format due to the
condition P pt(i) Gt(i),r(i) ≥ P pn Gn,r(i) which is in the summation. Since this condition
includes some variables (i.e. P pt(i) and P
p
n), it is not implementable in LP format.
However, we overcome this obstacle as will be explained next.
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4.4.1 Linear Interference Constraints
Let us deﬁne a new binary variable:
epn,i =
⎧⎨
⎩ 1 if P
p
t(i) Gt(i),r(i) ≥ P pn Gn,r(i)
0 if P pt(i) Gt(i),r(i) < P
p
n Gn,r(i)
∀i ∈ L, ∀n ∈ N − {t(i), r(i)}
which can be obtained through the following constraints:
P pt(i)Gt(i),r(i) − P pnGn,r(i) + (1− epn,i)Mpn,i ≥ 0 (4.18)
P pt(i)Gt(i),r(i) − P pnGn,r(i) − epn,iMpn,i < 0 (4.19)
Mpn,i ≥ |P pt(i)Gt(i),r(i) − P pnGn,r(i)| (4.20)
where Mpn,i is an integer parameter. Therefore, the interference constraints (4.15)
modiﬁes to:
P pt(i) Gt(i),r(i) +M
p






which is still non-linear because of the term epn,iP
p
n . Let us resolve this non-linearity






However, this equality is implicitly achievable through the following LP constraints:
hpn,i ≤ P pn + (1− epn,i)Pmax (4.23)
hpn,i ≥ P pn − (1− epn,i)Pmax (4.24)
hpn,i ≤ epn,iPmax (4.25)
where if epn,i = 0, then h
p
n,i becomes 0; and whenever e
p





hpn,i in (4.21), the linear interference constraints are given by:
P pt(i) Gt(i),r(i) +M
p






The radio constraints for the case of SIC with power control are similar to the case
of constant power which are given in (4.27)-(4.28).
vpi + v
p
j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n (4.27)
∑
i∈L+n
vpi ≤ upn ∀n ∈ N (4.28)















0 if n = sm, dm
Rm if n = sm














P pt(i) Gt(i),r(i) +M
p




P pn ≤ upnPmax
P pn ≥ upnPmin
P pt(i)Gt(i),r(i) − P pnGn,r(i) + (1− epn,i)Mpn,i ≥ 0
P pt(i)Gt(i),r(i) − P pnGn,r(i) − epn,iMpn,i < 0
hpn,i ≤ P pn + (1− epn,i)Pmax











4.4.3 CG-based model for SIC with Power Control
Table 4.2 shows the decomposed problem of joint routing and scheduling when SIC
is used with variable transmission power at nodes. In this model we have used the
link-based routing constraints in the RM problem which was explained in Section
3.4.1.
4.4.4 CG-based model for Power Control
In Table 4.3, we have provided the the decomposed problem of joint routing and
scheduling when only transmission power control (and no SIC) is employed at nodes.
We will later use this model to discuss the beneﬁts of the interefrence avoidance
acheived by power control technique and interfernce exploition provided by SIC
technique.
4.5 Conclusion
In this chapter, we provided a cross-layer optimization scheme for MWNs where
nodes are capable of cancelling the inference through successive interference can-
cellation method. We extended our model to a case where transmission power is
adjustable to reduce the wireless interference. We made our models tractable by
decomposing them with column generation approach. We defer the presentation of
the numerical results of this model to Chapter 6.
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Optimal Routing and Scheduling
with Network Coding and SIC
We start this chapter by providing general information about the the simple wireless
network coding scheme COPE introduced in [66] and we describe various structures
which can be used as network coding components. We analyze the beneﬁts and the
gain that each coding component provides. Then, we introduce our network coding
aware routing scheme by using some illustrative examples and then formulating the
routing constraints. After than we discuss the problem of TDMA-based schedul-
ing scheme when network coding with opportunistic listening is employed and we
introduce and formulate our novel scheduling method. Finally, we formulate the
cross-layer optimization and provide the decomposed model. The presentation od
the numerical results is however deferred to Chapter 6.
5.1 Network Coding Model and Components
The fundamental idea of network coding is that a relay node combines several pack-
ets, intended for various receivers, into one packet and broadcasts it. Providing
that each recipient has a priori knowledge about other packets, it can decode the
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desired packet from the aggregate packet. Therefore, the relay node is capable of
forwarding more data within one transmission which eventually improves the overall
throughput.
In this work, we focus on COPE scheme proposed in [66], where packets are
linearly coded through a simple XOR operation. We assume that each coded packet
is decodable at the next hop of a broadcast transmission. Therefore, several network
coding topologies, which we call coding components, can be formed in the network
(see Figure 5.1). In a coding component, an edge node is a transmitter and/or
receiver of diﬀerent traﬃc packets. A recipient edge node must know any uncoded
packet except its desired one through either: 1) overhearing the link through which
the packet was transmitted, or 2) being its previous transmitter. Coding components
constructed based on the former scheme of obtaining knowledge, are referred to as
network coding with opportunistic listening, while the latter one is known as network
coding without opportunistic listening in the literature [66]. In any particular coding
component, the node responsible for combining native received packets from other
nodes in the same coding component (edge nodes), is referred to as the relay node.
We denote that in each coding component, only packets from diﬀerent sessions can
be encoded together. Figure 5.1 illustrates various coding components, constructed
based on the above rules, which we explain as follows:
Chain component
A maximum of two packets from two sessions traversing in reverse directions are
coded without opportunistic listening. For instance, relay node n2 upon receiving
packets from n1 and n3 (in two consecutive time slots) performs XOR operation and
broadcasts the coded packet for both nodes n1 and n3 in the third time slot. These
two edge nodes subsequently can decode the coded packet by XORing it with their
own native one to extract their desired packet. This component reduces the required
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(a) Chain component. (b) X component.
(c) Bell component. (d) Cross component.
(e) extended X component [27]. (f) extended Cross component [27].
Figure 5.1: Diﬀerent coding components. Solid lines show intended transmission
links and dashed lines show overhearing links.
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packet delivery from 4 to 3 time slots which is a 25% improvement [66].
X component
A maximum of two packets which are sent in two consecutive time slots and in-
tersecting at the relay node, are encoded. The destination of each packet obtains
the other unintended native packet by listening to its transmission (opportunistic
listening). Later, the overheard packet is used to decode the intended packet. The
performance of X component is similar to the Chain and provides 25% improvement
by reducing required packet delivery time from 4 to 3.
Bell component
A maximum of two packets are encoded where only one of the destinations obtains
its unintended packet through opportunistic listening. This component improves
the delivery time by 25%, because we need 3 slots instead of 4, similar to the Chain
and X components.
Cross component
A maximum of 4 packets are coded through opportunistic listening, similar to the
approach for other components. We observe that the X component reduces the
delivery time from 8 to 5 which is a 37.5% gain.
The structure of a Partial Cross component is similar to the Cross component,
however one or two of the ﬂow sessions are zero; i.e. only three or two packets are
involved. In the former case, the three native packets are coded and broadcast in
one transmission. Since instead of 6 slots for transmission (3 for the edge and 3 for
the relay nodes), 4 time slots (3 for the edge and 1 for the relay nodes) are used,
the delivery time improvement is 33.33%. However, the latter case with two ﬂows,
is essentially a Chain or X component depending on the absent ﬂows.
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Extended X component
Here, all nodes in one group of X1 or X2 are fully connected beside being connected
to the relay. Thus, they can listen to each other’s transmission. Assume there
are k1 packets to be sent from nodes in X1 to nodes in X2, and k2 packets to be
sent from group X2 to group X1. Without loss of generality, we assume k1 ≤ k2.
Therefore, there is a maximum of k1 coded packets where each one contains two
native packets. The remaining k2 − k1 packets have to be transmitted as uncoded
or native. In this case, the total required time to complete the packets deliveries is
equal to 2k2+ k1 slots. Because we need k2+ k1 slots for unicast transmissions from
edge nodes to the relay, k1 slots for broadcasting coded packets and k2 − k1 slots
for unicast transmissions from the relay to the intended edge nodes. On the other
hand, in the case of no NC the required time is equal to 2k1 + 2k2. Therefore, an
improvement of k1
2k1+2k2
× 100% is achieved. We discuss the gain for diﬀerent values
of k1 and k2 as follows:
• k1 = k2 = k: The improvement is (k)×1004k % which is 25%. Denote that Chain,
X and Bell components are especial cases of extended X component with k1 =
k2 = k = 1.
• k1  k2: The asymptotic gain is obtained as 1002k2% due to the negligible k1
comparing to k2. This gain is very small for a large k2, because the beneﬁts of
NC appears when the number of intersecting ﬂows from each direction at the
relay node are balanced.
The above discussion clariﬁes that the extended X component improves the
delivery time by 25%, at most.
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Extended Cross component
Suppose there are k edge nodes in this component, where k has to be an even
number, greater than 4. Each of the edge nodes is connected to all the others
except the one located at the furthest opposite direction. Assuming each of the
edge nodes has packets to transmit, the required delivery time without NC is 2k
and reduces to k + 1 when NC is used. We encode all the packets in one at the
relay node. Therefore, the gain for this component is k−1
2k
× 100%. If k = 4, we
have the ordinary Cross component with gain of 37.5%. We understand that this
component can be interpreted as an extended X component if: 1) k1 = k2 = k/2,
and 2) diﬀerent groups of X1 and X2 are deﬁned for each edge node; all other edge
nodes are in one group, X1 for instance, and only the node at the furthest opposite
direction is in the other group, X2.
It is denoted that coding components in the format of Chain are more applica-
ble in regular networks, however X and Cross components and their extensions are


































































































































































































































































































5.2 Network Coding Incorporated with Succes-
sive Interference Cancellation
Consider the coding components in Figure 5.1 where all the nodes are endowed with
SIC technique. Since SIC provides multi-packet reception, some of the edge nodes in
the coding component can transmit their packets concurrently. Therefore, whether
the receiver node is the relay or another edge node in listening mode, it can decode
several intended packets and cancel the interference of unintended transmissions. For
instance, in the Chain component (Figure 5.1(a)), the total required time reduces
to 2, since nodes j and k transmit their native packets concurrently. Similarly, in
the Cross and Bell components (Figures 5.1(b) and 5.1(c)), nodes n1, n2; and j, j
′
can transmit simultaneously to save one time slot.
In the Cross component (Figure 5.1(d)), however, each pair of unconnected
edge nodes transmit in the same time slot while the other two nodes are listening.
Therefore, we can save in total 2 time slots.
Alternatively, in the extended X component, instead of 2k1, only k1 slots are
needed for the relay to receive 2k1 native packets from both groups. For the case of
extended Cross component, the required time for unicasting native packets from the
edge nodes to the relay reduces from k to k/2. In Table 5.1, we have summarized
the required delivery time and the gains in each case of: NC combined with SIC,
NC, and the Base Model (BM), where no NC or SIC is applied.
Based on the gains expressed in this table, we observe that SIC incorporated
with NC results in a double improvement for the Chain, Bell, X and the extended
X components. SIC combined with NC shows 1.67 times improvement in the Cross
component which reduces to 1.5 for large values of k in the extended Cross compo-
nent. All of these results show the great signiﬁcance of combining SIC with NC.
We denote that in none of these components (Figure 5.1), there are more than
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2 concurrent transmissions; further, the capability of receiving more than 2 packets
adds no more beneﬁts. However, the capability of receiving more than 2 packets
in larger networks with more than one unit of coding component, is intuitively
promising. Because diﬀerent coding components can be active concurrently without
causing interference on each other (or the interference can be suppressed).
One of our main goals in this research is to investigate the impact of SIC
on the throughput improvements in larger networks where several adjacent coding
components are formed. We elaborate this subject is Section 5.5 where scheduling for
NC combined with SIC is explained. In the following section, we illustrate various
examples to show our method for selecting a coding component to route all the
sessions. We illustrate how a relay node encodes packets from diﬀerent sessions by
using more than one coding component. Our other main objective in this work is to
introduce a routing formulation which provides the best choice of coding components
shown in Figure 5.1. We are interested in forming several of these components at a
speciﬁc node or combining them at several neighboring nodes in larger networks to
minimize the overall delivery time in the system.
Illustrative Example
Consider the following traﬃc cases in a Cross component network topology shown
in Figure 5.1(d). Let ni
Rk−→ nj, denote a traﬃc session containing Rk packets, which
is from node ni to node nj. In the following examples, our objective is to employ
coding component(s) which minimizes the overall scheduling time. We denote that
the potential coding components are known at the relay node.
• Example 1
n1
1−→ n3, n3 1−→ n1, n2 1−→ n4, n4 1−→ n2:
Since we seek for the optimal coding component(s) at n5, we rationally start
from the one with the highest individual gain, i.e. the Cross component. We
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refer to this coding component as
ξCrossn5 =< n5, {n1, n3}, {n3, n1}, {n2, n4}, {n4, n2} > where n5 is the relay node,
and each set of the edge nodes, {ni, nj}, represents a transmitter-receiver pair;
or two consecutive links: (ni, n5) and (n5, nj) in this coding component. To
ﬁnd the maximum codable ﬂow by coding component ξCrossn5 , called as WξCrossn5
,
we have to calculate the common amount of ﬂows on any two consecutive links









where ωnin5nj is the amount of traﬃc ﬂow to be sent from ni to nj through n5.
For simplicity, we combine the set of inequalities in (5.1) into one equation as:
WξCrossn5
= min
∀{ni, nj} ∈ ξCrossn5
ωnin5nj = 0
ωnin5nj
Since ωn1n5n3 = ωn2n5n4 = ωn3n5n1 = ωn4n5n2 = 1, we ﬁnd WξCrossn5
= 1. There-
fore, all packets are optimally encoded and routed in 3 time slots. Next, we
have to check whether the routing is complete; or in other words, if there exists
any undelivered packet, W(ni,nj), from ni to nj. Following these calculations:
W(n1,n3) = WξCrossn5
− ωn1n5n3 = 0
W(n2,n4) = WξCrossn5
− ωn2n5n4 = 0
W(n3,n1) = WξCrossn5
− ωn3n5n1 = 0
W(n4,n2) = WξCrossn5
− ωn4n5n2 = 0 (5.2)




1−→ n3, n3 2−→ n1, n2 1−→ n4, n4 1−→ n2:
In this example, we ﬁnd the Cross component ξCrossn5 as the optimal one (similar
to the Example 1) which requires a total of 3 time slots for delivering 1 unit
demands on each pair of links. However, after checking for the remaining
packets (similar to equations (5.2)), we notice thatW(n1,n3) = 1, i.e. one packet
remains to be sent from n3 to n1. Since we realize that no coding component is
possible, this packet is delivered through two unicast transmissions, one from
n3 to n5 and the second from n5 to n1. Thus, a total of 5 time slots is required
to transfer all the sessions.
• Example 3
n1
2−→ n3, n3 2−→ n1, n2 1−→ n4, n4 1−→ n2:
With the same logic, we start to encode the native packets by using the cod-
ing component with the highest gain, ξCrossn5 , and we ﬁnd this component
feasible. After checking the remaining undelivered packets on each pair of
links, we ﬁnd that W(n1,n3) = 1 and W(n3,n1) = 1. In other words, the
problem reduces to: n1
1−→ n3, n3 1−→ n1. Then, we search for the highest-
gain feasible coding component at the relay, and ﬁnd a Chain component
ξChainn5 =< n5, {n1, n3}, {n3, n1} >. By replacing the path ﬂow variables ωn1n5n3
and ωn3n5n1 with the remaining packets on each pair of consecutive links,
ωn1n5n3 −WξCrossn5 and ωn3n5n1 −WξCrossn5 , respectively; we can write:
WξChainn5
= min
∀{ni, nj} ∈ ξChainn5
ωnin5nj = 0
(ωn1n5n3 −WξCrossn5 )
from which we obtain: WξChainn5
= 1. Therefore, the remaining unit ﬂows on pair
links {n1, n3} and {n3, n1} are encoded and sent through the Chain component,
which uses 2 time slots. Thus, all the sessions are transfused in 5 time slots.
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However, one may think if the order to apply coding components must be
based on their individual gains, i.e. in descending order. Here and in Example
4, we probe this problem.
We repeat this example by applying one Chain component (Chain1),
ξChain1n5 =< n5, {n1, n3}, {n3, n1} >, ﬁrst. From the following equation:
WξChain1n5
= min




= 2, which requires a total of 4 time slots for delivery.
Then we calculate the remaining ﬂows and ﬁnd: W(n1,n3) = W(n3,n1) = 0 and
W(n2,n4) = W(n4,n2) = 1. Therefore, the only usable coding component is
ξChain2n5 =< n5, {n2, n4}, {n4, n2} >, that results in WξChain2n5 = 1, and needs 2
time slots to complete the routing. We observe that the required delivery time
is increased from 5 to 6 slots.
We make the following proposition from our observation in this example.
Note 1: For an optimal result, the consequence for coding packets at a relay
node is to apply coding components in a decreasing gain manner.
However, this proposition has to either be mathematically proven in the general
cases, or disproved by ﬁnding a contradicting example.
• Example 4
n1
3−→ n3, n3 2−→ n1, n2 1−→ n4, n4 0−→ n2:
Following our observation in Example 3, we select coding components based
on descending order and start from the Cross component. However, given
n4
0−→ n2, this component may not be selected. The next candidate is the








= 1 which uses 3 time slots for encoding and routing of 3
packets. After calculating the remaining packets on the links, the problem
reduces to: n1
2−→ n3, n3 1−→ n1. Then, these packets are routed by using one
Chain component, WξChainn5 (1)
= 1, and two simple unicast transmissions. Thus,
the total delivery time is obtained as 7.
On the other hand, by applying the Chain component
ξChain2n5 = (n5, {n1, n3}, {n3, n1}) at the begining, we ﬁnd WξChain2n5 = 2 which
uses 4 time slots. Then, the remaining ﬂows: n1
1−→ n3, n2 1−→ n4 can be
routed through using one X component, ξXn5 =< n5, {n1, n3}, {n2, n4} > where
WξXn5
= 1. This component uses 2 time slots to complete the routing. Thus,
all sessions are transfused to their destination in 6 time slots which is lower
than the required time in the ﬁrst method. This example contradicts the
observation that we obtained in Example 3.
In these examples, we illustrated the method of routing and encoding packets
by means of coding components. We showed how multiple coding components can
be performed at any relay node. We also proved that the set of optimal choices of
coding components is not necessarily achievable according to giving higher priority
for higher-gain coding component. In the following section we explain how this set
of optimal coding components are obtained in our mathematical model.
5.3 System Model and Parameters
We model a multihop wireless network as a directed graph G = (N,L) where N is
the set of all nodes equipped with multiple antennas and L is the set of all feasible
transmission links in the network. We assume a set ofM end-to-end (unicast) traﬃc
sessions in this network. The mth session is denoted by Sm = {(sm, dm, Rm) : sm ∈
N, dm ∈ N,Rm > 0,m = 1, ...M}. Therefore, in the mth session, the source node sm
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sends the commodity Rm to the destination node dm.
5.4 Opportunistic NC-Aware Routing Model
In this section, we introduce the required constraints to route all the sessions which
are intersecting and can be potentially encoded together by determining the coded
and uncoded amount of sessions on each link during. Our opportunistic coding-
aware routing consists of ﬂow-balance conservation, network coding, and bandwidth
limitations and guarantees the optimal selection of routing paths along with coding
components.
5.4.1 Flow-balance Constraints
In this work, we use the path-based approach which has shown to be both scalable
and accurate [35] if enough routes are supplied to the model. In a path-based
model, each source-destination pair is given a set of k alternate routes. Thus, the

















0 if n = sm, dm
Rm if n = sm
−Rm if n = dm
(5.4)
where Ψm denotes the set of predetermined k-shortest paths for session m, ω
m
ψ is a
routing variable that shows the amount of traﬃc of session m on path ψ and δiψ is
deﬁned as a binary parameter with value 1 for any link i which is traversed by path
ψ. Equations (5.4) preserve the ﬂow balance at all the nodes in the network.
5.4.2 Network Coding Constraints
Packets from one session at the source may be divided into k diﬀerent groups where
each of them, ωmψ , is routed through an individual path ψ toward the destination.
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These packets are delivered either coded or uncoded. Let us deﬁne the binary
parameter δi,jψ to be 1 if two consecutive links i and j, ((r(i) = t(j)), are traversed
by path ψ in this order; and otherwise 0. We use this parameter for determining
the codable amount of ωmψ through each available coding component in Figure 5.1.
Consider Ξn as the set of Q various coding components feasible at a relay
node n, which are generated oﬀ-line. Wξqn refers to the maximum codable ﬂow by
the qth coding component ξqn ∈ Ξn. As we showed in our illustrative examples, Wξqn ,
depends on the minimum ﬂow sessions passing through each pair of sequential links
(i, j) ∈ ξqn. For now, suppose that coding components in Ξn can be ordered from 1
to Q, such that the ﬁrst priority for encoding is reserved for ξ1n, the second priority
is allocated to ξ2n and so on, up to the least priority which is given to ξ
Q
n . Therefore,






































(5.5) show that for the coding component with lower priority, the available amount
of traﬃc ﬂowing on the pair (i, j) is updated and reduced based on the previous
coded path ﬂow. However, by summarizing these series of equations into (5.6), we
do not need to distinguish preferences for each of the coding components; they will




















Note that Wξqn not only represents the broadcast traﬃc at relay node n, but also
shows the amount of each unicast traﬃc from any edge node in ξqn toward the relay.
We also denote that in our model, each coded packet is decodable at the next hop
to reduce the practical issues for buﬀering the packets.
Thus, we have calculated the codable fraction of the traﬃc ﬂowing on each
path. Next, we determine the amount of uncoded packets that a relay node t(i)
unicasts to each individual neighbor r(i). However, uncoded packets unicast by t(i)
will be either: 1) not encoded at the next hop r(i), or 2) encoded at the next hop





































After computing the volume of each coded and uncoded traﬃc, we have to provide
constraints to satisfy the second principle of the routing. According to the type of
transmitted packets which we explained above, let us consider three transmission
modes for a node n on the link i as: 1) broadcasting packets using any coding
component ξqt(i) ∈ Ξt(i), 2) unicasting packets to be coded at the next hop using
coding component ξqr(i) ∈ Ξr(i), and 3) the regular unicasting packets not to be coded.






and tpi , each corresponding
to one of the transmission modes, respectively. Therefore, if in conﬁguration p, link




Similarly, if it is delivering uncoded packets for the purpose of becoming encoded in
the next hop at time slot p, then up
i,ξq
r(i)
= 1. In the case that i is carrying uncoded
packets, whether r(i) is the destination of that session, or r(i) simply forwards them
uncoded, then tpi = 1. By means of these variables and following (3.9), the set of
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Figure 5.2: Scheduling for Cross component





































5.5 Scheduling for SIC and network coding with
Opportunistic Listening
Earlier, a scheduling conﬁguration was deﬁned as a set of links that can be active
concurrently, without violating the radio and interference constraints. This deﬁni-
tion has been used in almost all the work in the literature [35, 107]. However, the
problem of transmission scheduling in the presence of opportunistic listening NC is
quite diﬀerent.
We illustrate and elaborate this problem with an example in Figure 5.2 where
four packets a, b, c, and d are supposed to be unicast from their sources, get encoded
at the relay node n5 and broadcast to all the destinations. Note that packets a and c
can be unicast from n1 and n3 simultaneously due to MPR capability of n5. During
these transmissions, however, n2 and n4, which can receive multiple packets, are set
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into their receiving mode so that they can overhear both a and c, and later use them
to detect their own desired packets from the coded one. Next, n2 and n4 unicast b
and d to n5 while n1 and n3 are overhearing these transmissions. Later, in the third
time slot, all packets at n5 are coded as a⊕ b⊕ c⊕d and transmitted. This example
clariﬁes how the activity of diﬀerent links in one coding component depends on each
others. In other words, if our intention is to activate this coding component and we
schedule a conﬁguration which only includes the ﬁrst transmissions of this coding
component, there is no guarantee that other subsequent conﬁgurations will include
the other set of unicasts or the required broadcast transmission at the relay. Indeed,
a broadcast transmission at n5 should be carried out only when the other two sets of
unicast transmissions are performed and this can be guaranteed by scheduling the
whole coding component in one conﬁguration.
Therefore, in the case of network coding with opportunistic listening, we refer
to a scheduling conﬁguration as the set of coding components which are active
concurrently. For simplicity, from now on we refer to a scheduling conﬁguration as
one conﬁguration.
On the other hand, in scheduling coding components, we have to make sure
that in each of the corresponding time slots, links are scheduled without violating
the interference and radio constraints. Therefore, in this section we introduce a
new scheduling scheme for NC with opportunistic listening where conﬁgurations
are scheduled based on concurrent coding components. These coding components
are scheduled in a way where their corresponding links in any time slot are not in
conﬂict.
As we showed in Table 5.1, each of the coding components requires diﬀer-
ent number of time slots to complete its delivery of the packets. Hence, diﬀerent
conﬁgurations may consist of variable number of time slots depending on the sched-
uled coding components. In this work, the length of a conﬁguration is equal to the
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length of the longest coding component, in terms of number of time slots (Figure
5.1), among all components scheduled in that conﬁguration. For instance, if only
unicast transmissions are scheduled, then the conﬁguration consists of only one time
slot. However, in the case where one or more of Chain, X or Bell components are
scheduled, the conﬁguration will consist of two time slots. Similarly, if the conﬁgu-
ration has a Cross (also Partial Cross), Extended X or Extended Cross component,
its length becomes 3, 2k2 or
k
2
+ 1, respectively. At a node n, let us deﬁne the hth
Transmission Pattern (TP), ζhn , as either a coding component or a unicast trans-
mission toward one of the neighbors. Therefore, we schedule transmission patterns
instead of coding component to include unicast transmissions in our scheduling as
well.
Transmission Pattern Scheduling
We refer to S as the set of all time slots in the current conﬁguration. Thus, the
length of the longest transmission pattern in this conﬁguration is denoted by |S|
which can be equal to 1 for unicast transmission and 2, 3, 2k2 or
k
2
+ 1 for any
of coding components shown in Table 5.1. To determine the length of the current
conﬁguration, we need to ﬁnd the number of time slots which has at least one active
transmission due to a particular transmission pattern. We deﬁne the length of a









|L| ∀s ∈ S (5.10)
where xs is a binary variable which is equal to 1 whenever there is at leat one active
link in time slot s; |L| denotes the total number of the links in the network; and vs
i,ζhn
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is deﬁned as a binary variable showing whether link i is active in time slot s and it
is involved in transmission pattern ζhn . However, the ﬁrst condition for a link to be
capable of being active in this transmission pattern is being physically feasible. A
link i is physically feasible if the radio and the interference constraints are met for
it and thus, vsi = 1.
5.5.1 Radio Constraints
These constraints take care of the half-duplex and SIC properties of any node n ∈ N




j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n (5.11)
∑
i∈L−n
vsi ≤ kn ∀n ∈ N (5.12)
Ln is a subset of L that includes all the links connected to node n, L
+
n = {i ∈ L :
t(i) = n} is the set of all links whose transmitter is node n and L−n = {i ∈ L :
r(i) = n} is the set of all links whose receiver is node n.
5.5.2 Interference Constraints
These constraints are provided based on SIC properties of the nodes is presented in
a new format as:
PGt(i),r(i) +M
s















which is presented by using the active links in the scheduled transmission patterns.
In (5.13), I1 denotes the overall interference at the receiver of link i, and I2 represents
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that fraction of the interference which is decoded earlier and can be cancelled out.
M si in (5.13) is however a constant parameter satisfying (5.14) which is employed to
reﬂect the interference constraints in a mathematical linear programming format.




5.5.3 Transmission Pattern Constraints
If the prospective scheduled TP is a coding component (rather than a unicast trans-
mission), each of its links must be scheduled in a proper time slot. In the ﬁrst step,
we check whether a link i is physically feasible, by (5.15). In the case that vs
i,ζhn
is
related to a coding component where transmission on link i must be overheard by
other nodes in the same component, the overhearing links should also be physically
feasible, which is checked by equation (5.16). Moreover, constraints (5.17) guarantee
that in a coding component, links i and j are concurrently active or inactive if they
are supposed to be (e.g. exploited by Cross component in the case of NC+SIC in
Table 5.1):
vsi,ζhn ≤ vsi ∀s,∀i ∈ ζhn (5.15)
vsi,ζh
r(i)





∀s,∀i, j ∈ ζhr(i) : i,j must be active/inactive concurrently (5.17)
Let the binary variable Υζ
h
n be equal to 1, when the hth transmission pattern is
selected at node n to be scheduled in the current conﬁguration. Equations (5.18)
guarantee that in the whole conﬁguration, each node is allowed to be active as a relay
in only one coding component. However, (5.18) does not limit the number of unicast
transmissions that a node can perform. We note that in any of the transmission
patterns, an edge node which is not in transmitting, receiving or listening modes,
can be active in an adjacent TP. In other words, we allow the transmission patterns
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to overlap. ∑
∀ζhn :ζhn is a coding component
Υζ
h
n ≤ 1 ∀n ∈ N (5.18)
On the other hand, a transmission pattern ζhn can be selected to be scheduled in the
current conﬁguration if and only if every link in ζhn can properly be scheduled in any
time slots of this conﬁguration. We show these constraints in (5.19). Constraints
(5.20) guarantee that whenever a TP is scheduled at node n, it broadcasts the
coded packet on all the links associated with this TP. We deﬁne a parameter κζ
h
n to
represent the number of links that the relay node n will transmit on in a transmission
pattern ζhn . Thus, if ζ
h
n is a unicast transmission, κ
ζhn = 1, and if ζhn is one of the
coding components in Table 5.1, κζ
h
n is equal to the number of native packets hidden














n ∀n ∈ N (5.20)
5.6 Problem Formulation
We consider a set of traﬃc sessions (in terms of packet volume) and we are interested
in ﬁnding the minimum scheduling period during which these sessions can be deliv-
ered. We suppose time is divided into slots and each conﬁguration consists of one or
more time slots. As we discussed earlier, one or more transmission patterns maybe
active concurrently in one conﬁguration while links active in each time slot should
not interfere with each other. Let us denote a conﬁguration by p and assume that
P is the set of all feasible conﬁgurations. Therefore, we can represent the objective






where λp denotes the number of times that conﬁguration p is used and Lngthp is
the length of this conﬁguration (in unit of time slots), obtained from equation (5.9).
5.6.1 The Conﬁguration Representation
Since this minimization should be performed through a joint routing, network coding
and TP scheduling, we need to make the routing and network coding constraints
(Section 5.4) compatible with the TP scheduling ones (Section 5.5). Therefore, we
need to provide a connection between these two sets of constraints.
Once a set of concurrent transmission patterns (which satisﬁes the required
scheduling constraints) is formed we call it a conﬁguration p. This conﬁguration is
introduced to the rest of the model by the associated active links in the scheduled
transmission patterns. The transmission details in each of the time slots, however,
is not useful to the rest of the model. Assume that the hth transmission pattern
at node n is selected to be active in conﬁguration p; therefore, Υζ
h
n = 1 and the
conﬁguration includes all the links involved in this TP. Subsequently, the active links
in each conﬁguration can be used to route the packets and we have to make sure that
the bandwidth constraints (5.8) are not violated. In these bandwidth constraints,
we determine the required activity duration of each link in every conﬁguration (λp)
to guarantee that all the packets ﬂowing on the link are delivered. Note that the
amount of native and coded packets ﬂowing on each link is determined by other
constraints in the routing model.
We write the following equations for each of the conﬁgurations and all the
links in any TP types which can be a coding component or a unicast transmission.








if ζhn = ξ
q
n, n = t(i)
up
i,ξqn
if ζhn = ξ
q




where in the ﬁrst case, link i is in a TP which is a coding component with t(i) as
the relay node. In other words, link i is carrying a coded packet which is broadcast
at t(i). Similarly, the TP is a coding component in the second case. However, the
receiver of i is the relay node here, which means a native packet is unicast from the
edge node t(i) through i to the relay node. This packet will become encoded later.
In the third case where the TP is not a coding component, link i carries a native
packet. Here, r(i) either is the ﬁnal destination of this packet or will simply forward
it to the next hop, without combining (encoding) it with any other packet.
5.6.2 Joint Routing, Network Coding and Scheduling
Our model for joint routing, network coding and transmission pattern scheduling






Constraints : (5.4), (5.6)− (5.20), (5.22)
Lngthp, λp ∈ R
which is a non-linear model. Moreover, the routing problem should be solved over
all of the conﬁgurations in P to yield the optimal solution. However, the number of
conﬁgurations (|P|) grows exponentially with the possible number of transmission
patterns involving diﬀerent nodes in the network. Obviously, enumerating all such
conﬁgurations is not practical. However, we decompose this problem into smaller
subproblems using a Column Generation (CG) approach [26], to: 1) linearize it, and
2) obtain the optimal solution without having to enumerate all the conﬁgurations.
CG decomposition is a very powerful method for obtaining the optimal solution of
large sized linear problems. In CG, the problem is divided into two models: the
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Figure 5.3: Interaction of the Master and the Pricing problems.
restricted Master problem and the Pricing problem [26]. More details in solving the
problem by CG technique are explained in the following paragraphs.
5.6.3 Master and Pricing problems
We determine the routing of native and coded packets in the Master problem. The
constraints in this model are ﬂow balance conservations (5.4), network coding con-
straints (5.6)-(5.7) and bandwidth constraints (5.8). The Master and Pricing prob-







Constraints : (5.4), (5.6)− (5.8)
where Lngthp is a parameter used by the Master and determined in the Pricing.
Hence, (5.24) is a linear program and can be easily solved. In the ﬁrst iteration of
solving (5.24), a set of initial feasible conﬁgurations, P0 ⊆ P is available to solve
the ﬁrst instance of the Master sub-problem. In this problem, each conﬁguration in
the initial P0 contains only one active transmission pattern which is only one link
in unicast transmission (tpi = 1), and |P0| = |L|. The solution of the Master is the
best routing over all available conﬁgurations (P0), which is a local optimum. When
the Master obtains the local optimal solution, it generates the dual values of the
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, νi : i ∈ L} which depends on the transmission
pattern where i is involved. Then, these dual values are sent to the Pricing where
the best link scheduling is determined. Then, the Pricing sub-problem applies these


















































νitpi ) is called the Reduced
Cost. The constraints of the Pricing are those given in (5.9)-(5.20) and (5.22). The




























Constraints : (5.9)− (5.20), (5.22)
From now on, in each iteration, a feasible conﬁguration is generated in the
Pricing sub-problem to improve the objective of the Master. The value of the Pricing
objective is always checked to determine the optimality of the solution. If (5.25) is a
non-negative value, the obtained solution in the Master sub-problem is the optimal
solution to the main problem. In this case, generating more conﬁgurations in the
Pricing would not provide further improvement, because the optimal solution has
already been found. A proof of optimality of the solution is given in [26]. On the
other hand, if (5.25) has a negative value, the Pricing generates another conﬁguration
named p and sends it to the Master sub-problem. Then, the Master adds p into
the set of previous conﬁgurations, P0
⊎
p → P0, and resolves the routing problem.
Whenever a solution is produced by the Master, the corresponding dual values are
passed to the Pricing and the procedure continues until ﬁnding the optimal solution.
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5.6.4 CG-based Models for NC and NC+SIC
We have provided our complete CG-based for network coding combined with SIC
model in Table 5.2, and the CG-based model using only network coding without
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|L| ∀s ∈ S
vsi + v
s
j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n∑
i∈L−n
vsi ≤ kn ∀n ∈ N
PGt(i),r(i) +M
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∑
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if ζhn = ξ
q
n, n = r(i)
tpi Otherwise
5.7 Conclusion
In this chapter we provided a decomposed model for optimizing wireless networks
using network coding with opportunistic listening. To optimize the scheduling of
diﬀerent coding components with/without opportunistic listening, we introduced a
new TP scheduling scheme. In this new scheme, variable length conﬁgurations are
generated to support conﬂict free link scheduling. We have also developed an opti-
mization model for the case where network coding is combined with SIC. Through
our optimization models, we study the beneﬁts of combining network coding with
SIC over usage of network coding through numerical results which are deferred to
be shown in Chapter 6.
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Chapter 6
Numerical Results of SIC and
Network Coding in MWNs
In this chapter, we ﬁrst evaluate the performance of successive interference can-
cellation combined with network coding. We highlight the beneﬁts of this method
in comparison with three other methods where either network coding or succes-
sive interference cancellation or none of them is used. We have provided CG-based
models for the mentioned methods denoted by NC, MPR and BM which stand for
network coding, multi-packet reception and base model (neither network coding nor
multi-packet reception capabilities), respectively. These models were explained in
Chapters 3, 4 and 5. Next, we investigate the performance of SIC in combination
with power control which was explained in Chapter 4.
We provide the numerical results using four examples. We assume networks
that are located in an urban environment and the path loss exponent β is equal to
4. In our evaluation, we consider equal transmission power at all nodes, which is
P = 1mW in Examples I and II. However we vary the transmission power of all
the nodes in the third example. In example IV, however, we have employed power
control technique in which the transmission power of each node is adjusted to an
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optimal value obtained from the optimization model. In all of the examples, P is
measured at d0 = 1m from the transmitter; the SINR threshold Γ is set to 1 and the
background noise power is assumed to be equal to 10−6mW. In all of these examples,
the feasible coding components are generated oﬀ-line; and the Pricing selects them
from the list through regenerating them using the scheduling constraints and forms
new conﬁgurations. These three examples are explained as follows.
6.1 Example I
The network in this example consists of 6 nodes, as shown in Figure 6.1. There are
22 possible coding components which are listed in Table 6.1. The structure of the
coding components are shown in Figure 6.2. In this example, we refer to the ith
coding component as ξi. We assume that six traﬃc sessions have to be delivered
which are shown in Table 6.2. For each session, we consider a single path available
for the routing. We have obtained the total required time for delivering all the
sessions in each of the NC-MPR, NC, MPR and BM methods which is shown in
Table 6.3. Table 6.4 illustrates the details of transmission scheduling for each of the
NC-MPR, NC, MPR and BM methods in single-path routing. We provide the set
of used conﬁgurations p according to the active transmission patterns in them, the
conﬁguration usage frequency (λp), the length of each conﬁguration in terms of time
slots (Lngthp), and the active links in each time slot s within one conﬁguration. In
this table, we denote the TP corresponding to the unicast transmission on link i by
ς i, and corresponding to the jth coding component in Table 6.4 by ξj. The numerical
results for each of the methods are discussed next.
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Figure 6.1: Network topology of Example 1
ξ Type Relay Edge Involved
Node Nodes Links
1 Chain 1 2,4 1,2,4,10
2 Chain 2 1,3 1,4,5,7
3 Chain 3 2,4 5,7,8,11
4 Chain 4 1,6 2,10,13,18
5 Chain 4 1,3 2,8,10,11
6 Chain 4 3,6 8,11,13,18
7 Chain 4 5,6 12,13,17,18
8 Bell 4 1,5,6 10,13,17,18
9 Bell 4 3,5,6 11,13,17,18
10 Bell 4 1,5,6 2,12,13,18
11 Bell 4 3,5,6 8,12,13,18
12 Cross 5 1,2,3,4 3,6,9,12,
14,15,16,17
13 P-Cross 5 1,2,3,4 3,6,9,14,
16,17
14 P-Cross 5 1,2,3,4 6,9,12,14,
15,17
15 P-Cross 5 1,2,3,4 3,9,12,14,
15,16
16 P-Cross 5 1,2,3,4 3,6,12,15,
16,17
17 X 5 1,2,3,4 3,6,16,17
18 X 5 1,2,3,4 6,9,14,17
19 X 5 1,2,3,4 9,12,14,15
20 X 5 1,2,3,4 3,12,15,16
21 Chain 5 1,3 3,9,14,16
22 Chain 5 2,4 6,12,15,17
Table 6.1: Coding components in Example I.
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Figure 6.2: The structure of all feasible coding components in Example 1
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m ns
Rm−−→ nd Single Path
1 1
3−→ 3 [3, 16]
2 3
2−→ 1 [9, 14]
3 2
1−→ 4 [6, 17]
4 4
1−→ 2 [12, 15]
5 5
1−→ 6 [17, 13]
6 6
2−→ 2 [18, 12, 15]
Table 6.2: Traﬃc sessions and their routing paths in Example I.
6.1.1 BM method
We observe that 19 time slots are required to deliver all the packets, hence, trans-
mission links may be scheduled concurrently, if they can be spatially reused. For
example none of the required links (to carry the sessions) can be simultaneously
active with link 3, while links 13 and 14 are concurrent in conﬁguration p8 because
they do not cause strong interference on each other. However, note that conﬁgura-
tions of transmission patterns in the Pricing are generated based on the information
about routing of the sessions in the RM. This information is passed from the RM to
the Pricing through dual values of the bandwidth constraints. Therefore, we notice
that the model also uses conﬁguration p4 where link 14 is individually active; since
there is no need to have link 13 active as well.
6.1.2 MPR method
In this method, by allowing the nodes to receive concurrent packets, the spatial reuse
is improved and more number of links can simultaneously be active. For example,
each set of links {3, 9, 12} and {17, 18} are all active in one time slot in conﬁgurations
p6 and p8, respectively. Therefore, the overall delivery time reduces to 13 time slots
which shows a (19−13)×100
19
= 30.8% gain compared to the BM method.
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6.1.3 NC method
Unlike the BM and the MPR methods where all the conﬁgurations consist of only one
time slot, in this method, we allow each conﬁguration to consist of diﬀerent number
of time slots due to the variable length of the used transmission patterns (unicast
transmissions or coding components with or without opportunistic listening). These
conﬁgurations can include only one TP which is either a single unicast transmission
in one time slot (e.g. p1) or one coding component consisting of several time slots.
For example, ξ15 which is a Partial Cross component, needs a total of 4 time slots
in p2; where in the ﬁrst three time slots s1, s2 and s3 packets are unicast from the
edge nodes 1, 3 and 4 to the relay node 5; and 5 broadcasts the coded packet to
nodes 1, 2 and 3 in s4. The conﬁgurations in the NC method can also include several
transmission patterns of diﬀerent unicast transmissions and/or coding components.
The concurrent transmission patterns occur when all of them can have their links
scheduled concurrently and conﬂict-free in any time slot of the conﬁguration. In this
example, we observe that p3 includes two transmission patterns, a Cross component
(ξ12) along with a pure unicast transmission on link 18 (ς18) which is concurrent with
link 6 of ξ12 in s2. Through broadcasting a coded packet, which contains several
native packets, to several receiving nodes, NC method reduces the transmission
overhead and requires only 13 slots to deliver all the demands which shows a 30.8%
gain over the BM method.
Another obvious beneﬁt of enabling network coding at the nodes is the power
eﬃciency. Our numerical results in Table 6.3 illustrate that the 21 transmissions
required in the BM and MPR methods reduces to 6 in the case of NC method,
where half of them are unicast, and the remaining are broadcast, transmissions. At
this point, one important engineering insight is that by using network coding, we
can save up to (21−6)×100
21
= 71% of the transmission power; since we consider equal
transmission power in the unicast and the broadcast transmissions. This observation
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Method Delivery # of # of # of
Time |P0| used p Broadcasts Unicasts
BM 19 27 9 - 21
MPR 13 28 7 - 21
NC 13 34 4 3 3
NC-MPR 9 40 4 3 3
Table 6.3: Numerical results in Example I.
reveals one of the most signiﬁcant beneﬁts of the network coding technique. We note
that in practice, the power consumption to perform network coding and decoding is
negligible to the transmission power [89].
6.1.4 NC-MPR method
By using this method, the scheduling time reduces to 9 time slots which is 52.6%
better than the BM method. In this example, we notice that the structure of the
transmission patterns in the used conﬁgurations in the NC-MPR is similar to the
NC method. However, due to SIC properties in the NC-MPR, the length of each
coding component is shorter than the same coding component in the NC method,
which yields a shorter overall scheduling time. For example, while p4 in both NC
and NC-MPR methods include the same transmission patterns ς13 and ξ20, it is one
time slot shorter in the NC-MPR model, because nodes 1 and 4 (links 3 and 12) can
unicast their native packets to node 5 and save one time slot due to SIC properties.
This example shows that the combination of SIC and network coding not only
provides a greater improvement in reducing the delivery time compared to each of
the NC, MPR or BM methods but also provides a better power eﬃciency similar to
the NC method.
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Active transmission Active links in
Method patterns in each p Lngthp λp each time slot
BM
p1: {ς3} 1 3 s1:{3}
p2: {ς2} 1 2 s1:{9}
p3: {ς12} 1 3 s1:{12}
p4: {ς14} 1 1 s1:{14}
p5: {ς15} 1 3 s1:{15}
p6: {ς16} 1 3 s1:{16}
p7: {ς17} 1 2 s1:{17}
p8: {ς13, ς14} 1 1 s1:{13, 14}
p9: {ς6, ς18} 1 1 s1:{6, 18}
MPR
p1: {ς4} 1 1 s1:{12}
p2: {ς15} 1 3 s1:{14}
p3: {ς16} 1 3 s1:{15}
p4: {ς17} 1 1 s1:{16}
p5: {ς3, ς6, ς9, ς12} 1 2 s1:{3, 6, 9, 12}
p6: {ς4, ς17, ς18} 1 1 s1:{4, 17, 18}
p7: {ς13, ς14} 1 1 s1:{13, 14}
NC
p1: {ς17} 1 1 s1:{17}








s5:{14, 15, 16, 17}




p1: {ς17} 1 1 s1:{17}
p2: {ξ12} 3 1 s1:{3, 9}
s2:{6, 12}
s3:{14, 15, 16, 17}
p3: {ς18, ξ15} 3 1 s1:{3, 9, 18}
s2:{12}
s3:{14, 15, 16}
p4: {ς13, ξ20} 2 1 s1:{3, 12}
s2:{13, 15, 16}
Table 6.4: Details of the used conﬁgurations in Example I.
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Figure 6.3: Network topologies in Example II: a)Top1: 24 links, b)Top2: 40 links,
c)Top3: 48 links.
6.2 Example II
In this example, we consider a network consisting of 13 nodes in three diﬀerent
topologies of low, medium and high connectivity, illustrated in Figure 6.3, and named
as Top1, Top2 and Top3. In each topology, we assume a ﬁxed transmission power
of 1 mW, and the links are deﬁned at the switching center of the network to allow
whether two nodes can communicate or not. We study the performance of all the four
methods BM, MPR, NC and NC-MPR, in these three networks where two scenarios
of light and medium traﬃc sessions are considered. We assume a 20 random unit-
packet sessions as the light traﬃc and a 60 random unit-packet sessions as the
medium one. To increase the accuracy of our numerical results, we have repeated
each run of the models for 3 diﬀerent random sessions in these cases. We evaluate
the performance of our models in Top1 with a single path routing (no extra path
can be provided) and in Top2 and Top3, with single, two and three paths routing.
The numerical results of this example which are shown in Figures 6.4 and
6.5, aﬃrm that in all of the considered scenarios, the performance of the NC-MPR
method is superior, followed by MPR and NC methods. These results reveal that in-
deed we can signiﬁcantly improve the performance of network coding or SIC through
combining them with each other. We present the relative gain of NC-MPR, NC and
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MPR method over the BM in Table 6.5. We also illustrate the relative gain of the
NC-MPR over the NC and MPR in Table 6.5. These gains are higher in the case of
NC-MPR/NC which shows that SIC contributes better to improve the performance
of NC-MPR method. Some other engineering insights about our numerical results
are discussed as follows.
6.2.1 Impact of connectivity
By comparing the average of overall required time slots for the 1-path routing in
any of Top1, Top2 and Top3 in Figures 6.4 and 6.5, we realize that this scheduling
time is the least in Top3 for all the methods. Because in Top3 where there are more
transmission links available, the single available shortest path is on average shorter
(in terms of number of hops) than Top2 and Top1.
The NC method shows a signiﬁcantly higher gain over the BM in Top1 due to
the same reason. In Top1, the single available path for the routing is longer. More-
over, the sessions are intersecting more frequently due to less number of available
links. These two reasons cause more opportunities for the packets to intersect, be
coded and broadcast.
6.2.2 Impact of path selection
The results show that in the case of Top2 and Top3 in Figures 6.4 and 6.5, the
delivery time reduces for all the methods when more than one path is available for
the routing. However, the improvement obtained by adding a third path is negligible
(for their particular instance).
We notice that in the case of NC method, increasing the number of paths leads
to fewer network coding opportunities, because the sessions will rarely intersect on
their routes. Therefore, this method shows the least gain over the BM in the case
of Top3 where 3 paths are available.
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Figure 6.4: The averaged scheduling time to deliver 20 similar random sessions in
Top1, Top2 and Top3, where at Top2 and Top3 1 to 3 paths are available for each
traﬃc session.
91
Figure 6.5: The averaged scheduling time to deliver 60 similar random sessions in













Packets 20 60 20 60 20 60 20 60 20 60
Top1 1-Path 46 49 25 27 33 35 28 30 20 21
Top2
1-Path 31 34 14 13 22 29 19 24 11 7
2-Path 33 37 7 8 27 31 28 32 8 9
3-Path 36 37 7 9 28 32 38 30 20 7
Top3
1-Path 37 51 9 19 32 40 30 39 7 18
2-Path 44 50 8 14 38 43 39 42 9 13
3-Path 44 48 8 11 38 43 40 41 10 11
Table 6.5: Relative gains (%) in Example II
However, in the case of NC-MPR method, the gain does not reduce due to the
fact that diﬀerent sessions are not required to be routed on the furthest path from
each other for avoiding the interference; because SIC enables the nodes to exploit
the interference.
6.2.3 Impact of load
Our numerical results reveal that NC-MPR, NC and MPR methods provide a higher
gain over the BM when the network load is heavy. In the case of NC method, the
network enjoys using the most of available coding components to route 60 sessions
that better highlights the beneﬁts of this method over the BM.
The MPR method also shows a higher gain because in routing more sessions
(60 vs 20), we require more number of transmissions which increases the level of
accumulated interference level. Therefore, the MPR model which is capable of ex-
ploiting the interference rather than avoiding it, shows superiority over the BM
which uses a limited spatial reuse to deliver the demands.
The NC-MPR method performs the best because it is capable of both using
more coding components (i.e., reducing the number of transmissions) and exploiting
the interference.
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Figure 6.6: Placement of the nodes in Example III.




We consider a network consisting of 20 nodes which are uniformly distributed over
an area of 100m × 100m, shown in Figure 6.6. We have considered a medium-
size load of 40 random sessions and evaluated the scheduling time by using each of
the NC-MPR, NC, MPR and BM methods, where the transmission power varies.
Our numerical results are shown in Figure 6.7. First, we obtain the numerical
results for P = 0.5mW which is the minimum required power to keep the network
connected. Then we increase the power up to 3mW with a step of 0.5mW. Our
numerical results show that in all of the methods, increasing the power from 0.5mW
to 1mW signiﬁcantly reduces the scheduling time. Because higher power brings
more transmission links which increases the connectivity in the network.
However, we notice that the total delivery time remains almost constant in
the NC and BM methods for P > 1mW . Although NC shows generally a better
performance over BM, in both of these methods, the increased connectivity and
hence more coding opportunities (only in NC method), and thus reduced transmis-
sion overhead will attempt to conquer the higher level of accumulated interference
caused by increased power.
However, in the MPR and NC-MPR we observe that the scheduling time
gradually decreases when the transmission power increases. Because SIC is capable
of exploiting interference in these methods. Here, we note that if the number of
interfering packets exceeds the multi-packet reception capability (kn in equation
(4.7)), MPR and NC-MPR methods will perform similar to the NC and BM, though
with a higher relative gain. In this example, we obtain kn = 19 at P = 0.5mW which
increases to 22 at P = 3mW . Therefore, kn is very close to the nodes number which
are the potential sources of the interference.
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Figure 6.8: Scheduling time (Seconds) for BM, PC, SIC and SIC+PC models in
three diﬀerent networks.
6.4 Example IV
In this example, we consider 3 network topologies consisting of 4, 8 and 16 nodes
which are uniformly distributed over an area of 100m×100m. We have evaluated and
compared the performance of four models, namely BM, PC (power control), SIC and
SIC+PC. Figure 6.8 illustrates our numerical results for the minimum scheduling
time for each case network instance and for diﬀerent traﬃc load scenarios.
Figure 6.9 depicts the performance gains achieved by the joint routing and
scheduling design model when SIC is deployed over the base model both with and
without power control. Clearly, the ﬁgure shows substantial performance gains
achieved when successive interference cancellation technology is used; although power
control is an eﬀective technique for managing the interference (especially in dense
networks), SIC remains superior in terms of handling interference and improving the
spectrum spatial reuse.
Next, we study the performance gain of the design model when network nodes
are empowered with successive interference cancellation capabilities as well as power
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Figure 6.9: Reduction in scheduling time achieved by each of successive interference
cancellation and power control techniques and their comparison.
control capabilities as another tool for interference management (the scheme is de-
noted as SIC+PC). The results are shown in Figure 6.10 where SIC+PC is com-
pared with the base model (BM), with a power control aware model (PC) and with
another model employing only successive interference cancellation (SIC). The ob-
jective of this study is to understand the performance beneﬁts when both SIC and
PC are concurrently deployed. As the ﬁgure shows, substantial gains are achieved
over BM and PC models and a relatively better performance can be seen over SIC,
especially as the network gets denser and higher traﬃc loads. Indeed, when the
network is denser and more sessions are in the network, power control yields added
value through its interference management capabilities and hence both interference
cancellation and interference avoidance show improved network performance.
97
Figure 6.10: Reduction in scheduling time achieved by SIC+PC model over the BM,
PC and SIC models.
6.5 Conclusion
In this chapter we evaluated the numerical results and compared the performance of
four diﬀerent joint routing and scheduling models, namely, BM, MPR, NC and NC-
MPR. We showed that NC combined with SIC provides more than 50% reduction
in scheduling time in a medium-size dense network. However, this reduction is
around 40% and 19% when only SIC or NC are applied, respectively. Moreover,
we investigated the impact of connectivity, path selection, loads and varying the
transmission power on each of these models.
Next, we studied the beneﬁts of SIC and power control and their combinations
in diﬀerent network scenarios. Our results showed that SIC always outperforms
power control at least by 40%. We also demonstrated that combining power control
with SIC provides almost 15% reduction in scheduling time when the network is





In this chapter, we present a cross-layer problem formulation which incorporates
multi-path routing and link layer scheduling (Time Division Multiple Access) in
multi-hop wireless networks with smart antenna nodes. We model this combina-
torial complex problem as Mixed Integer Linear Program (MILP) and present a
decomposition method based on Column Generation (CG) for solving it.
Our objective is to minimize the system activation time to satisfy certain traﬃc
demands. The system activation time refers to the schedule length during which the
links in the network should be active for supporting a certain traﬃc demand. In other
words, given a certain traﬃc load (e.g., Mbits), our system activation time refers to
the period of time (seconds) the network would take to deliver all the sessions. It
should be noted that the lower bound on the system activation time is equivalent
to the upper bound of the network throughput. To the best of our knowledge, this
is the ﬁrst decomposition framework for the design problem and obtaining exact
solutions of wireless networks deploying smart antennas and addressing the beneﬁts
of the three technologies (BF, SDM, SDMA) in a cross-layer approach.
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Another signiﬁcant contribution is extending our design framework to consider
the case of heterogeneous network. For the purpose of this thesis, heterogeneous
network refers to a multi-antenna network with various number of antennas at each
node. The proposed model of optimization is a multi-criteria MILP that jointly
minimizes the system activation time and the cost of deployment. We minimize the
cost of deployment by obtaining the minimum number of antennas required at each
node.
7.1 Multiple Antennas Technology
The use of multiple antennas has been exploited as an eﬀective solution to combat
the eﬀect of multipath fading in wireless communications [6], [37], [42]. Multipath
fading occurs due to movement or presence of diﬀerent objects in the environment
which makes the signal scattered as it travels. In a rich scattering environment, like
indoors or urban areas where there is no Line-of-Sight, the signal maybe strongly cor-
rupted by interference. A solution to this problem can be achieved by utilizing smart
or multiple antenna techniques. Smart antenna techniques include beam-forming,
which provides directive gain, and Multiple-Input Multiple-Output (MIMO) meth-
ods having diversity and multiplexing gains. Directive gain combats the interference
and increases the spatial reuse, diversity gain increases robustness to fading and im-
proves the performance and multiplexing gain increases the transmission data rate.
Multiple antennas in a network scenario can be used to provide multiple access gain
through Spatial Division Multiple Access (SDMA) method, as well. It has been
shown that there is a tradeoﬀ between directive, diversity, multiplexing and multiple
access gains in multi-antenna multi-user systems [116]. Three various multi-antenna




Figure 7.1: (a)Omnidirectional transmission (b)Beam-forming at the transmitter
side to provide directive gain.
7.1.1 Antenna Array Beam-forming Technique
In this technique, an array of multiple antennas in combination with appropriate
signal processing is utilized to beam-form the signal [53] and provide directive gain.
Beam-forming (BF) at the sender side implies sending the same signal from dif-
ferent antennas, where each antenna has an adjustable weight that determines the
amplitude and the phase of the signal transmitted by that element. Similarly, this
technique can be applied at the receiver side by adjusting diﬀerent weights for each
antenna element. Hence, with this technology, a transmitter can send the signal to a
desired receiver and nullify it for another neighboring one. Figure 7.1 demonstrates
an example of omnidirectional transmission versus transmission beam-forming. Al-
ternatively, a receiver can suppress undesired signals (from interfering transmitters)
and just receive the target signal. Such technique enabled by this technology is com-
monly referred to as interference suppression that allows for parallel transmissions
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Figure 7.2: Multiple antennas at the transmitter and receiver sides of a system.
on neighboring links to be active concurrently. More number of concurrent active
links result in a better spectrum spatial reuse which leads to capacity improvement
in the network [126].
Figure 7.2 shows a link between two nodes endowed by N antennas each. H is
a matrix with each of the entries representing the channel coeﬃcients between any
pair of antennas; therefore hi,j shows the channel coeﬃcient between the i
th antenna
at the transmitter and the jth antenna at the receiver side. U = [u1, u2...] and
V = [v1, v2...] are the weight vectors at both transmitter and receiver, respectively.
The length of these vectors is equal to the number of antennas (i.e. N). The original
signal s(t) is to be transmitted from diﬀerent antennas. After propagation, various










After some linear manipulations, these two equations can be combined and written
in the form of:
r(t) = s(t)UTHV
Note that knowing the channel coeﬃcients is required for beam-forming the signal.
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Figure 7.3: Multiple Access Spatial Division (SDMA)
These coeﬃcients can be estimated by diﬀerent methods such as sending pilot sym-
bols [44]. It has been shown that, a more reliable Channel State Information (CSI)
yields a higher throughput in the network [19]. By knowing the CSI and properly
designing each of the matrices U and V , a signal can be suppressed or received with
a desired gain at the receiver side. If UTHV = 1 for a link, it means that the receiver
node gets the transmitted signal perfectly. On the other hand, if UTHV = 0, the
corresponding node is not receiving any information about s(t).
7.1.2 Spatial Division Multiple Access Technique
Figure 7.3 illustrates another multi-antenna technique in multi-user systems where
the antenna elements at each node are exploited to communicate with diﬀerent nodes
concurrently. This technology is called Spatial Division Multiple Access (SDMA).
As shown in Figure 7.4, in this method also, each element of multi-antenna
has an adjustable weight (uis and vis) and signal processing techniques are employed
to adjust the antenna weights based on the available CSI, i.e. hijs. Hence, a node
in the receiving mode can decode several data streams sent from various nodes
simultaneously through using diﬀerent antenna elements, which is referred to as
Multiple Packet Reception (MPR). Figure 7.4(a) demonstrates an example of MPR.
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(a) Multiple Packet Reception (MPR).
(b) Multiple Packet Transmission (MPT).
Figure 7.4: Spatial Division Multiple Access (SDMA) techniques: MPR and MPT
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To determine the antenna weights, the following set of equation is solved.
⎡
⎢⎣ u1 u2 0 0





















This set contains 4 equations and 8 variables, u1 · · · u4 and v1 · · · v4. By assuming
some values for 4 of these variables, the other four are obtained from the equations.
Similarly, a node endowed with multiple antennas can send few data streams to in-
dividual nodes as well (Figure 7.4(b)), which is called Multiple Packet Transmission
(MPT). Similar to MPR case, for obtaining the antenna weights in Figure 7.4(b),
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SDMA provides multiple access gain that allows for transporting more packets in
the network and consequently increases the throughput.
7.1.3 Spatial Division Multiplexing Technique
Spatial Division Multiplexing (SDM) is one of MIMO techniques that provides
higher capacity for wireless communication channels. Layered Space-Time codes,
also known as BLAST, are a set of Space-Time codes that brings the promised high
data rates for the MIMO links [36]. In this scheme, if the system consists of NT
transmitter and NR receiver antennas, depending on the type of the fading (fast or
slow) in the channel, a maximum spatial multiplexing gain of K = min(NT , NR) can
105
Figure 7.5: An example of Spatial Division Multiplexing (SDM) technique, commu-
nication between two double-antenna nodes.
be achieved. This gain is equal to the number of independent data streams trans-
mitted from diﬀerent antennas simultaneously. At the receiver side, the propagated
signals are collected by the receiver antennas. Then, by employing powerful signal
processing techniques like Zero-forcing and Minimum Mean Square Estimation com-
bined with Successive Interference Cancelation (MMSE-SIC) [115], the transmitted
signals are estimated. Sending and receiving K independent streams of signal at
each time slot, yields a K-fold transmission data rate.
As an example, in Figure 7.5 the capacity of the link between two multi-
antenna devices is doubled. First, the data ”ABCDEF” is divided into two packets
of data streams. Packets ”ABC” and ”DEF” are transmitted from antennas T1 and
T2 where there is at least half-wavelength of space between them. Due to spatial
diversity, these packets reach the destination through diﬀerent paths and they are
decoded at receiver’s antennas R1 and R2, respectively. Later, the estimation of
data streams are combined to form the estimation of the original data.
7.2 Problem statement
Consider a centralized WMN consisting of a number of static nodes, or access points,
each equipped with multiple antennas. To achieve the maximum potential through-
put of the network, a joint routing and scheduling is desired, where diﬀerent multi-
antenna techniques are applied and the throughput enhancement is studied. We
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present a mathematical optimization framework for the network design and formu-
late mathematically the joint routing and scheduling problem with the objective of
minimizing the system activation time when the traﬃc load in the network does not
change. It should be noted that minimizing the system activation time for trans-
porting all demands in this steady-state network is equivalent to maximizing the
throughput of the system. The scheduling in this network is based on Time Division
Multiple Access (TDMA). In a TDMA-based MAC layer, time is divided into equal
duration slots. At each time slot, a set of links can be active together without vio-
lating the requirement for successful communication. We assume the protocol model
is used for modeling the interference in the network [47]. This model is explained in
Section 3.1.2. In this work, multiple antennas installed at each node in the network
are used to nullify the interference; either a sender nulliﬁes its signal at the receiver
of a neighboring link or a receiver suppresses the signal coming from the interfering
transmitter. We consider three diﬀerent models, all employing multiple antennas,
as follows:
• BF Model: In this model all the antenna elements installed at each node are
employed to suppress the existing interference through beam-forming (BF).
• BF+SDMA Model: In this model the antenna elements at each node are used
either to cooperatively suppress the interference (BF) or to access multiple
nodes (SDMA).
• BF+SDMA+SDM Model: In this model the antenna elements at each node
are employed to provide interference suppression (BF), access multiple nodes
(SDMA) or provide higher capacity for the links (SDM).
Figure 7.6 illustrates an example of a network consisting of 6 nodes and 20
links. In this example, the interference range and the transmitter range are assumed
to be equal (i.e. δ = 0) and each link is indexed by a number in the directed graph.
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Figure 7.6: Illustrative Example
Suppose that the capacity of the links is normalized to one and we need to transport
a demand of 2 units (R = 2) from N1 to N6. In the following paragraphs, the
basic case without any multi-antenna technique and the above three models for the
network in Figure 7.6 are explained. In each model, the optimal system activation
time and the link schedule for routing the demand is obtained and demonstrated.
We refer a conﬁguration to a set of links which can be active concurrently in the
same time slot.
Case I: Base Model
In this model, we consider nodes without BF, SDMA or SDM capabilities. This
case is equivalent to a scenario where each node is endowed with a single antenna.
Table 7.1 shows three conﬁgurations. At ﬁrst, N1 transmits the data to N2 through
L1 where L1 has to be active for 2 seconds. Then the demand is routed through
links L5 and L14 to reach N6. Each of L1, L5 and L14 have one unit capacity and
thus they must be active for 2 seconds to deliver the 2 unit demands. Thus, in the
base model, only one link can be active at each conﬁguration and no concurrent
transmission is possible. Therefore, the system has to be active for a minimum of 6
seconds to deliver the 2 unit demands.
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Table 7.1: Base model with single antenna




Total System Activation Time 6
Case II: BF Model
Suppose the number of antennas at each node is increased to 2 and beam-forming
is performed to suppress the interference at/from neighboring links. For example,
although the transmission on link L10 interferes with the reception on L1, either N2
can suppress this interference or N3 can null its signal at N2 by employing multi-
antennas beam-forming. In this case, all demands are delivered in 2 seconds and
two conﬁgurations are active each for 1 second; this yields a 3 times throughput
improvement of that of case I. Table 7.2 shows that there can be up to 3 concurrent
active links in each conﬁguration.
Table 7.2: BF model with 2 antennas
Conﬁguration Active Links Activation Time (sec)
1 L1, L10, L14 1
2 L2, L5, L18 1
Total System Activation Time 2
Case III: BF+SDMA Model
Here, we increase the number of antennas at each node to 3 and apply both beam-
forming to nullify the interference and SDMA for multi-packet transmission and
reception. We observe that, the system activation time is reduced to 1.5 seconds
as shown in Table 7.3. As illustrated, in each conﬁguration a node can transmit
or receive on multiple links due to multiple access feature. For example, N1 is
transmitting multiple-packets on both L1 and L2 in the ﬁrst conﬁguration. The
throughput in this model is 4 times better than case I since we have 4 simultaneous
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active links in each of the conﬁgurations.
Table 7.3: BF+SDMA model with 3 antennas
Conﬁguration Active Links Activation Time (sec)
1 L1, L2, L14, L18 1
2 L5, L6, L9, L10 0.5
Total System Activation Time 1.5
Case IV: BF+SDMA+SDM Model
In this case, in addition to beam-forming and multiple access techniques, we employ
spatial division multiplexing capability to the system to allow multiple data streams
on each link. Assume 3 antennas are installed at each node. The minimum system
activation time in this case is 1.3 seconds and the required conﬁgurations are shown
in Table 7.4. In this table, the number of streams on each link is written in front
of that link, in a bracket. As demonstrated in this table, in each conﬁguration, a
node can be active in more than one link connected to that node or it may be active
in multi-streams on one link. Here, the throughput is 4.6154 times bigger than the
single antenna case.
Table 7.4: BF+SDMA+SDM model with 3 antennas
Conﬁguration Active Links (Number of Data Streams) Activation Time (sec)
1 L1(2), L2(1), L14(2) 0.1
2 L1(1), L2(1), L14(1), L18(2) 0.4
3 L5(1), L6(1), L9(1), L10(1) 0.5
4 L1(2), L2(1), L18(2) 0.1
5 L1(1), L2(2), L14(2) 0.2
Total System Activation Time 1.3
However, if the number of antennas is increased to 4 as shown in Table 7.5,
the overall system activation time is reduced to 0.9 seconds. In this model, we have
up to 4 simultaneous active links in a conﬁguration, where in each one, there is more
than one active data stream.
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Table 7.5: BF+SDMA+SDM model with 4 antennas
Conﬁguration Active Links (Number of Data Streams) Activation Time (sec)
1 L1(2), L2(2), L14(2), L18(2) 0.5
2 L5(1), L6(2), L9(2) 0.2
3 L6(2), L9(2), L10(1) 0.2
Total System Activation Time 0.9
7.3 Mathematical Model
A multi-hop network can be modeled as a directed graph G = (N,L) where N is
the set of all nodes equipped with multiple antennas and L is the set of all feasible
transmission links in the network. Therefore, L = {i, dt(i),r(i) ≤ Tt(i), t(i) ∈ N, r(i) ∈
N, t(i) = r(i)} where t(i) and r(i) are the transmitter and the receiver of link i,
respectively; Tt(i) is the transmission range of node t(i). Here, p formally denotes
one conﬁguration. A binary variable that indicates whether a link is active in p or
not is deﬁned as:
vpi =
⎧⎨
⎩ 1 if link i is active in p0 otherwise.
Therefore, p = {vpi , ∀i ∈ L}. Next, we present the set of constraints required for
formulating the design problem.
7.3.1 Radio Constraints
Let Ln be a subset of L that includes all the links connected to node n. L
+
n = {i ∈ L :
t(i) = n} is the set of links whose transmitter is node n and L−n = {i ∈ L : r(i) = n}
is the set of all links whose receiver is node n. Let Ln = {L+n ∪ L−n }. The radio
constraints that must be satisﬁed for the proper link scheduling in the network, are
explained for each model as follows.
BF: Assuming a single radio per node, a node can either transmit or receive
(but not both) in one conﬁguration. Formally, this is written as:
∑
i∈Ln
vpi ≤ 1 ∀n ∈ N (7.1)
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BF+SDMA: In this case also, only one radio is installed at each of the
nodes, however, due to multiple access properties, each node is capable of being
active in more than one link at each conﬁguration. Nonetheless, all of the active
links connected to a node have to be either in transmission or reception mode.
vpi + v
p
j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n (7.2)
BF+SDMA+SDM: Similar to the BF+SDMA model, the single radio con-
straint is provided as:
vpi + v
p
j ≤ 1 ∀n ∈ N : i ∈ L−n , j ∈ L+n (7.3)
Due to SDM capabilities, another set of constraints has to be considered in
addition to what is presented for BF+SDMA model; we introduce a new integer
variable zpi to denote the number of active streams on link i in conﬁguration p. We
also denote the number of allowed concurrent streams in the vicinity of node n by αn
and βn, known as eﬀective transmit and eﬀective receive Degrees of Freedom (DoF),
respectively. These degrees of freedom can be less than or equal to the number of
antennas at the node [50]. When the system is functioning in SDM mode, a number
of data streams can be transported independently between each pair of transmitter
and receiver antennas. However, there is a maximum limit on the number of active
streams on each link which is equal to the number of DoFs and has to be considered
in radio constraints. ⎧⎨
⎩ z
p
i ≤ αt(i) vpi
zpi ≤ βr(i) vpi
∀i ∈ L (7.4)
The set of constraints in (7.4) ensures that no stream is to be transmitted over an
inactive link.
7.3.2 Interference Constraints
The possible number of simultaneously active links in the network are limited by
the level of interference in the network. For link scheduling, we make sure that two
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interfering links are not active concurrently. Deﬁne C as a set including all pairs
of interfering links without any common nodes in between. At this point, two new
sets are deﬁned as: C+i = {j ∈ L : (i, j) ∈ C}, which is the set of all links where
transmitting on node t(i) interferes with the reception of the desired signal from
node t(j) at node r(j); and C−i = {j ∈ L : (j, i) ∈ C}, which is the set of all
links such that transmitting on those links corrupts the reception on link i. The
interference constraints for each of the models are explained below.
BF: Assume i and j are two active links and (i, j) ∈ C. A full cooperation
among nodes is assumed to avoid interference; either t(i) is responsible to suppress its
signal at r(j), or r(j) nulliﬁes the signal coming from t(i). With these assumptions,









1 if i and j are active links in p and r(j) suppresses interference of t(i)
0 otherwise.
Therefore, for each pair of interfering links (i, j) the following set of constraints










∀(i, j) ∈ C (7.5)
The group of constraints given in (7.6) ensure that there exist enough DoFs
at each node to send/receive the data as well as to suppress the interference. They
guarantee that a couple of interfering links can be active simultaneously only if,




j ≤ γpi,j + μpi,j + 1 ∀(i, j) ∈ C (7.6)
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To ensure that variables γ and μ corresponding to an inactive link in conﬁgu-
ration p are set to zero in the model and no DoF is assigned to them, we consider





∀(i, j) ∈ C (7.7)
Finally, the group of constraints in (7.8) enforce cooperation. For each two
interfering links, if the transmitter of one is beam-forming the signal to cancel the
interference, then the receiver of the other is prevented from using its DoFs for
nullifying the interference coming from that speciﬁc transmitter. These constraints
are however not considered in the model presented in [51].
γpi,j + μ
p
i,j ≤ 1 ∀(i, j) ∈ C (7.8)
BF+SDMA: In this case, to have a completely cooperative interference nul-














∀n ∈ N, ∀(i, j) ∈ C (7.9)
As the formula shows, due to SDMA capability, a node can be active in more than
one link connected to it. Other interference constraints given below are similar to
BF model, previously described.
vpi + v
p






∀(i, j) ∈ C (7.11)
γpi,j + μ
p
i,j ≤ 1 ∀(i, j) ∈ C (7.12)
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BF+SDMA+SDM: In this case, when links are particularly active in SDM
mode, no pair of interfering streams can be active simultaneously, unless the system
provides interference suppression. If two streams on links i and j are interfering, ei-
ther t(i) is responsible to provide interference suppression at r(j), or r(j) suppresses
the arriving signal from t(i). Hence, we deﬁne two new integer variables: θpi,j, is the
number of DoFs assigned by t(i) to nullify its signal at r(j) when there are active
streams on both links i and j in conﬁguration p; and φpi,j, which is the number of
DoFs assigned by r(j) to suppress t(i)’s signal at r(j), when both links i and j
are active in conﬁguration p. Therefore, the constraints given in (7.13) should be
satisﬁed to have a completely cooperative interference suppression capability where














∀n ∈ N, ∀(i, j) ∈ C (7.13)
The maximum number of streams on each active link is determined by consid-
ering the number of streams on interfering links, as shown in (7.14).⎧⎨
⎩ z
p
i ≤ θpi,j + φpi,j +min(αt(i), βr(i))(1− vpj )
zpj ≤ φpi,j + θpi,j +min(αt(j), βr(j))(1− vpi )
∀(i, j) ∈ C (7.14)
The set of inequalities in (7.15) make sure that no DOFs is assigned for sup-
pressing the interference when the link is inactive.⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
θpi,j ≤ αt(i) vpi
θpi,j ≤ βr(j) vpj
φpi,j ≤ αt(i) vpi
φpi,j ≤ βr(j) vpj
∀(i, j) ∈ C (7.15)
The last interference constraints for BF+SDMA+SDM model given in (7.16) show
a perfect cooperation between transmitters and receivers to prevent assigning extra
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DoFs to nullify the interference of the same data stream.
θpi,j + φ
p
i,j ≤ zpi ∀(i, j) ∈ C (7.16)
7.3.3 Flow Conservation Constraints
Consider a set of M end-to-end traﬃc load in the network G. The mth session
is denoted by Sm = {(sm, dm, Rm) : sm ∈ N, dm ∈ N,Rm > 0,m = 1, ...M}.
Therefore, in the mth session, the source node sm sends the commodity Rm to the
destination node dm. Denote f
m
i as the amount of commodity or the ﬂow for the
session m passing through link i. The ﬂow-balance constraints make sure that for
each of the relaying nodes, the sum of all incoming ﬂow is equal to the sum of the






fmj ∀n ∈ N − {sm, dm} (7.17)
For the source of each session, the sum of the outgoing ﬂows should be equal
to the amount of the traﬃc. Similarly, for the destination of a session, the sum of in-
coming ﬂows is equal to the amount of the traﬃc. The mathematical representation






fmj = Rm ∀ sm, ∀ dm (7.18)
Moreover, in each session, the sum of the incoming ﬂows to the source, as well






fmj = 0 ∀ sm, ∀ dm (7.19)
7.3.4 Bandwidth Constraints
Due to the limit on the available capacity for each link in the network, bandwidth
constraints are introduced when performing routing. Denote the fraction of time
116
that a conﬁguration p is active, by λp, and denote the capacity of link i, by ci. Let
P be set of all possible conﬁgurations and denote the number of such conﬁgurations








fmi ≥ 0 ∀i ∈ L
These constraints guarantee that the sum of the ﬂows passing over a link belonging
to diﬀerent sessions does not exceed the capacity of that link.
BF and BF+SDMA: By normalizing the capacity, ci = 1, the bandwidth








fmi ≥ 0 ∀i ∈ L (7.20)
BF+SDMA+SDM:Denote the capacity of Single-Input Single-Output (SISO)
link i in the bandwidth constraint, by cSISOi . When z
p
i independent streams are trans-
ported through a MIMO link, the capacity is multiplied by the integer number zpi ,




i . By normalizing the capacity of SISO channel, c
SISO
i = 1,








fmi ≥ 0 ∀i ∈ L (7.21)
7.4 Objective and Methodology
Our objective is to maximize the throughput of the network by minimizing the





where P¯ is the total number of conﬁgurations. As noted before, the minimization is
done through a joint routing and scheduling model, considering all the radio, interfer-
ence, ﬂow conservation and bandwidth constraints given in (7.1)-(7.21) for diﬀerent
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models. In this optimization, all the conﬁgurations in P should be generated and
the routing problem should be solved over all of them to yield the optimal solution.
However, the number of the conﬁgurations grows exponentially with the size of the
network, number of antennas per node and other parameters. Obviously, enumerat-
ing all such conﬁgurations is not practical. To obtain the optimal solution without
enumerating all conﬁgurations, the problem is decomposed into smaller subproblems
using a Column Generation (CG) approach [26]. CG decomposition is a very power-
ful method to get the optimal solution of large sized linear problems. This approach
has various applications in economy, management and diﬀerent other ﬁelds. There
are also some research in communication area using CG [13, 17, 63, 67, 138]. In CG,
the problem is divided into two parts: Master sub-problem and Pricing sub-problem.
More details in solving the problem by CG technique are explained in the following
paragraphs.
7.4.1 Master and Pricing sub-problems
The routing of demands is determined in the Master sub-problem. The objective
of the Master sub-problem is the same as the objective of the original problem
and the constraints are ﬂow conservations (7.17)-(7.19) and bandwidth constraints
(7.20) for BF or BF+SDMA model, and (7.21) for BF+SDMA+SDM model. In
the ﬁrst iteration, a set of initial feasible conﬁgurations, P0 ⊆ P is available to
solve the ﬁrst instance of the Master sub-problem. It should be noted that vpi is
not a variable in the Master. The solution of the Master is the best routing over all
possible conﬁgurations (P0), which is a local optimum. When the Master obtains
the local optimal solution, it generates the dual values of the bandwidth constraints,
as {y¯i, i ∈ L} and sends them to the Pricing to ﬁnd the best link scheduling. Then
the Pricing sub-problem applies these dual values to construct the Pricing objective
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∀(i, j) ∈ C
vpi + v
p
j ≤ γpi,j + μpi,j + 1 ∀(i, j) ∈ C{
γpi,k ≤ vpi
μpi,k ≤ vpi
∀(i, j) ∈ C
γpi,j + μ
p













i ) is called the reduced cost. The constraints of the Pricing are
those given in (7.1)-(7.16).
From now on, in each iteration, a feasible conﬁguration is generated in the
Pricing sub-problem. The value of the Pricing objective is always checked to deter-
mine the optimality of the solution. If (7.23) is a non-negative value, the obtained
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solution in the Master sub-problem is the optimal solution to the main problem.
In this case, generating more conﬁgurations in the Pricing would not provide fur-
ther improvement because the optimal solution has already been found. A proof
of optimality of the solution is given in [26]. On the other hand, if (7.23) has a
negative value, the Pricing generates another conﬁguration named p and sends it
to the Master sub-problem. Then, the Master adds p into the set of previous con-
ﬁgurations, P0
⊎
p → P0, and resolves the routing problem. Whenever a solution
is produced by the Master, the corresponding dual values are passed to the Pricing
and the procedure continues until ﬁnding the optimal solution.
The CG model of BF, BF+SDMA and BF+SDMA+SDM are presented in
Tables 7.6, 7.7 and 7.8, respectively.
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∀n ∈ N, ∀(i, j) ∈ C
vpi + v
p
j ≤ γpi,j + μpi,j + 1 ∀(i, j) ∈ C{
γpi,k ≤ vpi
μpk,i ≤ vpi
∀(i, j) ∈ C
γpi,j + μ
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7.5 The Case of Heterogeneous Network
The framework we presented in the previous section aims at minimizing the system
activation time in a multi-antenna wireless mesh network where beam-forming (BF),
spatial division multiple access (SDMA) and spatial division multiplexing (SDM)
techniques are employed. The optimal solution for a homogeneous network in cases
of diﬀerent number of antennas were obtained through column generation approach
and is demonstrated in Chapter 8. Now, let us investigate what happens if the
network is heterogeneous.
Consider the problem of designing a network of access points with the objec-
tive of maximizing the throughput and minimizing the cost of deployment. In this
case, the optimization problem is multi-criteria with two objectives: minimizing the
system activation time, (min
∑
p∈P
λp) and minimizing the total number of antennas




In the case where the number of antennas is not predetermined, we introduce
the set of antenna constraints as:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
αn = βn
1 ≤ αn ≤ DoFmax
1 ≤ βn ≤ DoFmax
∀n ∈ N (7.24)
where DoFmax depends on the maximum number of antennas available in manu-
factured access points. Moreover, constraints (7.4), (7.14) and (7.15) become non-
linear. Dealing with multi-criteria optimization has been explained in section 2.2.4
and linearization of the constraints is explained next.
7.5.1 Linearizing the Constraints
To linearize constraints (7.4), (7.14) and (7.15) which contain multiplication of two
variables, one binary (v) and the other integer (α and β), we introduce two new
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variables, αv(i, j) = αt(i)v
p
j and βv(i, j) = βr(i)v
p
j , along with six set of constraints,
as follows.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
αv(i, j) ≤ αt(i) + (1− vpj )M
αv(i, j) ≥ αt(i) − (1− vpj )M
αv(i, j) ≤ Mvpj
∀(i, j) ∈ C,M is a big number (7.25)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
βv(i, j) ≤ βr(i) + (1− vpj )M
βv(i, j) ≥ βr(i) − (1− vpj )M
βv(i, j) ≤ Mvpj
∀(i, j) ∈ C,M is a big number (7.26)




i ≤ αv(i, j)
zpi ≤ βv(i, j)
∀i ∈ L (7.27)




i ≤ θpi,j + φpi,j +min(αt(i) − αv(i, j)), (βr(i) − βv(i, j))
zpi ≤ θpi,j + φpi,j +min(αt(j) − αv(j, i)), (βrj) − βv(j, i))
∀(i, j) ∈ C
(7.28)
And (7.15) will be modiﬁed to:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
θpi,j ≤ αv(i, j)
θpi,j ≤ βv(i, j)
φpi,j ≤ αv(i, j)
φpi,j ≤ βv(i, j)
∀(i, j) ∈ C (7.29)
7.5.2 Linear Multi-criteria Column Generation Model
In the CG model of heterogeneous network, the Master sub-problem remains with a
single objective of minimizing the system activation time and we include the second
objective, i.e. minimizing the number of antennas, in the Pricing sub-problem.
Therefore, the Pricing is a multi-criteria optimization; minimizing the reduced cost
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Figure 7.7: The ﬂowchart of multi-criteria optimization model
is kept as the main objective and the other objective function (which is minimizing
the total number of antennas in the network) is considered as a constraint:
∑
∀n∈N
αn ≤ number of nodes ∗ ρ (7.30)
By varying the value of ρ (1 ≤ ρ ≤ DoFmax), optimal solutions over diﬀerent parts
of the feasible region can be obtained. Table 7.9 shows the decomposition of our
multi-criteria optimization problem namely HTRGN-BF+SDMA+SDM model and
Figure 7.7 demonstrates our proposed algorithm for obtaining the minimum system















































































































































































































































































































































































































































































































In the ﬁrst iteration of solving the problem, NoI = 1 and ρ is set to DoFmax.
Then, the minimum system activation time, λmin, is obtained and saved. λmin shows
the individual optimal value of the system activation time in the pay oﬀ table. In
the second iteration, ρ is reduced to ρ
2
and λ is re-computed. As long as λ = λmin,
the algorithm saves the value of ρ as ρλmin and continues decreasing ρ to its half in
the next iteration. However, if the optimal system activation time in one iteration




terminates whenever the system activation time of λmin is obtained.
7.6 Conclusions
In this chapter, at ﬁrst a mathematical framework for cross-layer design of Wireless
Mesh Networks was provided where multiple antennas at each node are employed
to suppress the interference from neighboring transmissions (BF), to access multiple
nodes simultaneously (SDMA) and to transmit with higher data rates (SDM). By in-
tegrating diﬀerent combinations of multi-antenna techniques in physical layer with
various constraints from MAC and network layers, three MILP models were pre-
sented. The objective of these models was to minimize the system activation time.
Due to the large number of constraints and variables in these models, the problem
was decomposed using Column Generation approach which made each model more
scalable.
In the second part, an optimization model for a heterogeneous network was
introduced to minimize the deployment cost. The provided mathematical model was
a multi-criteria optimization with two objectives of providing the minimum system
activation time and the minimum antenna elements per node where BF, SDMA and




Numerical Results of BF,SDMA
and SDM
In this chapter, the numerical results of the cross-layer optimization are provided
by implementing the MILP models and solving them by using CPLEX Concert
Technology adapted for C++ [30]. One objective of this section is to evaluate the
performance of BF, BF+SDMA and BF+SDMA+SDM models with respect to the
number of antennas, transmission ranges, node densities and traﬃc load. We also
investigate the scalability of these models. Moreover, the performance of HTRGN-
BF+SDMA+SDM model will be evaluated for various traﬃc load. To accomplish
these objectives we have considered two scenarios, the ﬁrst scenario is over a 100m×
100m area, and the other one is over a 250m × 250m area. For both scenarios, we
assume the interference range coeﬃcient, δ, to be 0.3 as discussed in Section 7.2. To
obtain the numerical results in each scenario, the minimum system activation time
is attained. The minimum system activation time for transporting all the traﬃc
load in the network corresponds to the maximum throughput of the system.
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Figure 8.1: The eﬀect of transmission range on the system activation time in a
network consisting of 10 nodes with multi-antenna in BF model where 15 sessions
are delivered.


























Figure 8.2: The eﬀect of transmission range on the system activation time in a
network consisting of 10 nodes with multi-antenna in BF+SDMA model where 15
sessions are delivered.
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Figure 8.3: The eﬀect of transmission range on the system activation time in a net-
work consisting of 10 nodes with multi-antenna in BF+SDMA+SDM model where
15 sessions are delivered.
8.1 Number of Antennas
To show the eﬀect of number of antennas, we performed some experiments over
a network consisting of 10 nodes uniformly distributed over a 100m × 100m area,
where 15 unit-demand sessions are routed. The source and destination nodes of
each session are chosen randomly. Figures 8.1 to 8.3 show that, generally employing
multiple antennas improve the throughput of the network in BF, BF+SMDA and
BF+SDMA+SDM models. In BF model (Figure 8.1), we do not achieve better
enhancement with more than 2 antennas because the network is not heavily dense
and the interference in the network can be suppressed if each node has two antennas.
In BF+SDMA model, additional antenna elements are operating in multiple access
mode to improve the overall throughput; however, when the number of antennas is
more than 4, no improvement is observed (Figure 8.2). Employing SDM technique
(i.e. BF+SDMA+SDM model) yields higher throughput as more antenna elements
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are added. Note that, there is no limit on improving the throughput by increasing
the number of antennas. The reason is that the capacity of wireless links is increased
and therefore, the traﬃc is routed with higher transmission rates.
8.2 Transmission Range
The eﬀect of transmission range is studied in Figures 8.1 to 8.3 where 10 nodes are
distributed over the area of 100m× 100m and 15 random traﬃc load are delivered.
These ﬁgures illustrate that in all three models, increasing the transmission range
from 35m to 45m yields a decrease in the system activation time since the traﬃc
load are now routed through shorter paths (smaller number of hops). The reduction
is more signiﬁcant for BF, in comparison with other models. In BF+SDMA+SDM
model, however, the reduction is negligible because when high SDM gain is observed,
the eﬀect of number of hops in delivering the traﬃc load becomes negligible.
8.3 Node Density
To study the eﬀect of node density on the network, we performed our experiments
in two diﬀerent conﬁgurations. The ﬁrst conﬁguration is a network consisting of
20 nodes over a 100m × 100m area and the second one is a 15-node network over
the same area. The performance of BF, BF+SDMA and BF+SDMA+SDM models
are studied where 10 unit-demand sessions are routed and the transmission range is
assumed to be 30m. Figure 8.4 demonstrates the fact that in general, by increasing
the node density in the network the system performance is improved since there is
more accessibility for delivering the traﬃc load in the network.
Moreover, Figure 8.4 shows that, in a 20-node network, the reduction of system
activation time is 47%, 78% and 86.9% for the BF, BF+SDMA, BF+SDMA+SDM
models, respectively, as we increase the number of antenna elements from 1 to 6.
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Figure 8.4: The eﬀect of number of nodes on the activation time of the system where
transmission range is 30m and 10 sessions are routed.
Nevertheless, this gain is decreased to 38%, 66.7% and 86.5% respectively, in the case
of a 15-node network. This reduction in gain is due to the dependency of directive
gain (BF) and multiple access gain (SDMA) on the number of nodes. However,
for the BF+SDMA+SDM model, the impact of varying the number of nodes on
reducing the system activation time is minor because SDM technique improves the
performance of the network by increasing the data rate over each link.
Furthermore, Figure 8.4 depicts that by endowing the nodes with multi-antenna
techniques, we can cover the service area with fewer access points. For example, 15
nodes endowed with 2 antennas each in the BF+SDMA model, can provide the same
throughput as 20 single-antenna nodes (system activation time of 9 seconds). This
is happening because interference suppression and simultaneous access to multiple
nodes lead to more concurrent active links and increase the spectrum spatial reuse.
Therefore, in the BF+SDMA model, the same level of accessibility can be achieved
although the network is more sparse. Alternatively, by increasing the number of
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antennas per node to 4 in the BF+SDMA+SDM model in a 15-node network, we
can achieve the same throughput of a 20-node network in BF model with 2 antennas
per node (a 4-second activation time for both systems).
Based on the above ﬁndings, we distinguish two alternatives for designing
wireless networks with guaranteed end-to-end throughput. The ﬁrst one is to de-
ploy more access points (APs) with less resources and simpler technology (e.g.,
single antenna or multi-antenna with only BF or BF+SDMA capabilities). The
second alternative is to deploy fewer APs with powerful multi-antenna technology
like SDM. Therefore, network designers have to investigate the cost trade-oﬀ before
deployment.
8.4 Traﬃc load
The eﬀect of the traﬃc load on the performance of diﬀerent models is discussed
through performing some experiments on a network consisting of 50 nodes with
transmission range of 35m; these nodes are uniformly distributed over a 250m×250m
area. The activation time of the system for 50, 40, 30, 20, 10 random unit-demand
sessions in BF, BF+SDMA and BF+SDMA+SDM models are demonstrated in Fig-
ures 8.5 to 8.7, respectively. These ﬁgures show that in all models, by increasing
the number of sessions, the activation time of the system is increased. Moreover,
Figure 8.7 illustrates that by providing multiplexing gain (SDM), as more sessions
are routed in the network, the performance is enhanced as long as there are enough
number of antenna elements. This is true because all the sessions can be delivered
through high capacity links.
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Figure 8.5: The eﬀect of number of sessions on the system activation time where BF
model is applied to a network consisting of 50 nodes with 35m transmission range
in an area of 250m× 250m.
8.5 Scalability of the Models
The scalability of BF, BF+SDMA and BF+SDMA+SDMmodels are studied through
comparing the computation time (CPU) for obtaining the optimal solution in two
cases: a 15-node network over the 100m × 100m area and a 50-node network over
the 250m × 250m area; as 10 sessions are delivered. Table 8.1 demonstrates the
computation time for each model in each case. Our models have been run on nodes
of a cluster where there are four processing cores per node (model HP Proliant
DL145G2) with the available memory of 16 GB. The table shows that in BF and
BF+SDMA model, the increase in CPU time is negligible when the number of nodes
increases. However, the CPU time grows faster in BF+SDMA+SDM model because
the number of active streams on each link can vary from 1 to 6 and consequently, the
number of generated conﬁgurations (the size of P0) to obtain the optimal solution
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Figure 8.6: The eﬀect of number of sessions on the system activation time where
BF+SDMA model is applied to a network consisting of 50 nodes with 35m trans-
mission range in an area of 250m× 250m.
is increased.
We note that the computation time is mostly determined by the Branch and
Bound method [52] which is required for obtaining Integer Linear Programming
(ILP) solution in the Pricing sub-problem. However, the Branch and Bound method
does not always behave evenly and therefore leads to unexpected computation time
in some instances. For example in BF+SDMA model, we observe that in the 15-
node network with 3-antenna instance, 66 conﬁgurations are generated in a shorter
computation time compared to that of the same instance with 4 antennas where 57
conﬁgurations are generated.
8.6 Design of Heterogeneous Networks
In this section, we investigate the design of heterogeneous wireless networks which
include non-homogenous multi-antenna nodes. We assume we will provide Internet
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Figure 8.7: The eﬀect of number of sessions on the system activation time where
BF+SDMA+SDM model is applied to a network consisting of 50 nodes with 35m
transmission range in an area of 250m× 250m.
access to an area where the node locations and the traﬃc loads are known. We
study the optimal network design in the case of uniform and non-uniform distribu-
tion of traﬃc sessions. For instance, the non-uniform traﬃc occurs when the APs
are deployed in a neighborhood with a non-uniform population. Thus, some parts of
the network experience heavy loads while in other parts the load may be light. We
consider HTRGN-BF+SDMA+SDM model and we obtain the required minimum
number of antennas at each node which achieves the minimum system activation
time. Indeed, ﬁnding a solution for such a heterogeneous network would be more
cost eﬀective than equipping all nodes with equal pre-determined number of anten-
nas. In evaluating the performance of HTRGN-BF+SDMA+SDM model, DoFmax
is assumed equal to 4. In practice, AP manufacturers barely produce APs with more
than 4 antenna elements. We have considered two network examples and evaluated
their performance as follows.
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Table 8.1: Comparison of computation time for a 15-node network and a 50-node
network when 10 sessions are delivered.
Multi-antenna Number of
15-node network 50-node network
technique antennas CPU time size of P0 CPU time size of P0
BF model
1 13s 63 14s 229
2 11s 43 16s 196
3 14s 43 11s 197
4 14s 43 9s 189
5 10s 43 10s 188
6 12s 43 15s 185
BF+SDMA
1 11s 63 9s 227
2 11s 97 11s 417
3 6s 66 57s 432
model 4 12s 57 27s 291
5 12s 49 1m12s 239
6 12s 48 7s 220
BF+SDMA+SDM
1 7s 75 3m22s 489
2 13s 113 2h53m23s 859
3 1m28s 187 2h35m17s 1164
model 4 1m36s 237 2h55m27s 1763
5 2m38s 247 7h38m45s 2103
6 1m30s 236 1h46m43s 1265
The ﬁrst example is a 20-node network, uniformly distributed over a 100m×
100m area which is shown in Figure 8.8. We obtain the optimal solutions to the
joint routing and scheduling for delivering unit-demand sessions 1, 2 and 3 (Figure
8.8). The routing paths are illustrated in Figure 8.9 and the numerical results for
this scenario are presented in Table 8.2. The table depicts the number of antennas
each node should be equipped with to achieve the optimal performance; further, in
this scenario, most nodes (0− 4, 8− 19) have similar number of antennas.
The numerical results for delivering unit-demand sessions 1, 2 . . . 6 (Figure 8.8)
are presented in Table 8.2. Figure 8.10 demonstrates the corresponding routing paths
for these sessions. When comparing Figures 8.9 and 8.10, we observe that in diﬀerent
loading scenarios, our model provides various routing conﬁgurations for a particular
session to minimize the number of antennas and the system activation time.
Next, we compare these results with a case that the same number of traﬃc
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Figure 8.8: A 20-node network uniformly distributed over a 100m× 100m area with
transmission range of 30m. Session 1: 5 → 7, Session 2: 9 → 8, Session 3: 8 → 6,
Session 4: 6 → 9, Session 5: 2 → 3, Session 6: 10 → 15.
sessions, i.e. 6 is uniformly distributed over the same network and we obtain the
average of the results for 10 diﬀerent random traﬃc sessions as shown in last row
of Table 8.2. We observe that in non-uniform distributed traﬃcs, nodes with higher
number of antennas are barely located in the light traﬃc areas and thus, there is
almost 42% reduction in the total number of antennas which is signiﬁcantly less than
of the uniform traﬃc case. However, λmin of the non-uniform traﬃc is larger than
that of the uniform traﬃc sessions; because longer duration of time is required to
deliver the heavy traﬃc through the capacity-limited links in the populated region.
In this case, the traﬃc is routed through the paths outside the populated area (which
is a longer route with more number of hops); or alternatively, is scheduled for longer
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Figure 8.9: Delivering sessions 1 to 3.
period of times to be delivered over the capacity limited links of the shorter paths
in the populated area.
In the second example, we consider a network of 50 nodes uniformly distributed
over a 250m× 250m area as shown in Figure 8.11. We assume a transmission range
of 35m at each node. The numerical results of the model are presented for two traﬃc
distributions. In the ﬁrst one, we assume the source and the destination of traﬃc
loads are randomly distributed throughout the network area. Table 8.3 shows that
by applying HTRGN-BF+SDMA+SDM design method, the number of antennas
can be reduced up to 56.25% per node on average for 10, 20 and 30 unit-demand
sessions. However, the reduction of required antenna elements is decreased to 38.5%
when the traﬃc load is increased to 40 and 50 unit-demand sessions.
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Figure 8.10: Delivering sessions 1-6.
In the second traﬃc distribution, we consider the network of Figure 8.11 with
non-uniform 30 unit traﬃc; particularly 67% of the sessions are scattered over region
A and the rest is distributed across the remaining area. Figure 8.12 shows the
minimum number of antennas per node obtained by the design model. Nodes with
3 or 4 antennas are mostly located in and around region A. These nodes will be
involved for routing the heavy traﬃc of region A as well as to combat the exceeded
interference due to the large number of active links around this area.
Next, we also investigate the impact of transmission range on the obtained
optimal solution where the traﬃc loads remain unchanged. Figure 8.13 shows that
by increasing the transmission range to 50m, the amount of interference in the
network increases and as a result, the total number of antennas increases to suppress
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Table 8.2: The numerical results of diﬀerent traﬃc sessions in the ﬁrst example.
Number of








as in Figure 8.8 5,7 0-4,8-19
6 non-uniform nodes: node: nodes: nodes:
35 1.75 0.5




(Ave. of 10 runs) ———
the interference. However, when the transmission range becomes 55m (Figure 8.14),
both λmin and ρmin are improved; and this is due to the fact that the traﬃc loads
are now routed over paths with fewer number of hops. As a result, fewer nodes
are getting involved in transmissions/receptions and thus, fewer links will be active.
Hence, less (intra-path and inter-path) interference is generated in the network and
there will be no need for extra antennas to suppress the interference. These results
imply that there is an optimal transmission range (and hence transmission power)
for the nodes in the network which may be obtained through proper power control.
Indeed, including power control into our optimization model remains as future work.
As a summary to our discussions, for light and uniformly distributed traf-
ﬁc loads (Table 8.3), fewer antennas per node are required. When the traﬃc is
heavier and still uniformly distributed, the number of antennas per node is aver-
agely increased where all nodes are almost equipped with same number of antennas.
However, for non-uniformly distributed traﬃc sessions, the number of antennas per
node signiﬁcantly varies in diﬀerent parts of the network. As illustrated in Table
8.2 and Figures 8.12, 8.13 and 8.14, in highly loaded areas, the number of antennas
is larger. However, this situation has an impact on how sessions are routed; some
sessions are routed through multi-path and longer routes to keep the number of
antennas at the nodes small.
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Figure 8.11: A 50-node network uniformly distributed over a 250m× 250m.
We have observed that the number of antennas per nodes varies depending on
the traﬃc load and the distribution of traﬃc in the network. Our numerical results,
indeed show the eﬃcacy of HTRGN-BF+SDMA+SDM optimization model in de-
termining the optimal number of antennas per nodes while achieving the minimum
system activation time. The minimum system activation time corresponds to the
highest throughput. This optimal resource allocation and maximizing the network
throughput is practically very useful for all network settings.
Table 8.3: The average minimum number of antennas per node, ρmin, for achieving
the minimum system activation time, λmin, in a 50-node network over 250m×250m
area, with transmission range of 35m where diﬀerent traﬃc load are delivered.
Number of demands 10 20 30 40 50
λmin 1.75 2.67 3.5 4.2 5.17
ρmin 1.75 1.75 1.75 2.5 2.5
Percentage of reduction
56.25% 56.25% 56.25% 38.5% 38.5%
in number of antennas
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Figure 8.12: 50-node network with non-uniform traﬃc loads and transmission range
of 45m. λmin = 1.17 seconds, ρmin = 1.875 and total number of antennas=94.
8.7 Conclusions
In this chapter, we evaluated the numerical results for joint routing and scheduling
in multihop wireless networks using diﬀernt multi-antenna technologies, namely, BF,
BF+SDMA and BF+SDMA+SDM. We discussed the eﬀect of transmission range,
number of antennas, traﬃc sessions and number of nodes in diﬀerent scenarios of
network for each model. The numerical results expressed that less number of multi-
antenna nodes can yield the same throughput as more single-antenna nodes. In
addition, the results showed the beneﬁts of multi-antenna techniques and in partic-
ular SDM for improving the network throughput; up to 86.9% reduction in system
activation time was achieved by 6-antenna elements in BF+SDMA+SDM model.
Moreover, the provided numerical results for designing heterogenous networks in-
dicated that applying our proposed model in the network planning process would
considerably reduce the cost of wireless mesh networks deployment.
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Figure 8.13: 50-node network with non-uniform traﬃc loads and transmission range
of 50m. λmin = 1.17 seconds, ρmin = 2.5 and total number of antennas=113.
Figure 8.14: 50-node network with non-uniform traﬃc loads and transmission range
of 55m. λmin = 1 second, ρmin = 1.75 and total number of antennas=88.
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Chapter 9
Conclusion and Future Work
In this chapter, we overview the conclusions of our research. Then, we identify some
of the future directions of this research.
9.1 Conclusions
This thesis presented several cross-layer design methods for studying the beneﬁts
of advanced physical and network layer techniques on the performance of multihop
wireless networks. Namely, we considered wireless networks where nodes endowed
with multi-antennas as well as nodes with multi-packet reception and network coding
capabilities. We derived mathematical models for solving the cross-layer design
problems and used large scale optimization tools (such as column generation) for
solving them.
First, we developed a decomposed model for joint routing and scheduling when
successive interference cancellation is employed at the receiving nodes to cancel un-
desired interference and decoding multiple packets at the same time. Then, we
extended our model to another one in which transmission power control is also em-
ployed at transmitting nodes. We showed that combining SIC and power control at
the physical layer improves the performance of dense networks by 75% comparing to
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the basic model where no advance technique is used. This remarkable improvement
is obtained by cancelling the interference using SIC and reducing the amount of
interference through power control. We also showed that SIC is a more powerful
technique than power control (40%-50% better) and in sparse networks it is suﬃcient
to employ SIC. [134]
We considered moreover to study the achievable performance gains attained
by combining multi-packet reception at the physical layer with network coding at a
higher layer. We formulated this combinatorially complex problem of routing and
scheduling, under the realistic interference model, as a non-linear optimization prob-
lem and we used column generation technique to linearize it and decompose it into
two sub-problems. Namely, in the ﬁrst sub-problem (Restricted Master), we solve
the network coding aware routing and in the second sub-problem (Pricing), we solve
the interference-free scheduling of links as well as coding components. Our numerical
evaluation aﬃrms our expectation for a remarkable performance improvement; that
is network coding combined with SIC shows more than 50% reduction in the schedul-
ing period for a medium-size dense network. However, this reduction is around 40%
and 19% when only SIC or network coding are applied, respectively [133].
Further, we presented a cross-layer design approach for a wireless network with
nodes using multiple antennas and developed a mathematical optimization model
for solving it. We used multiple antennas to suppress the interference from neigh-
boring transmissions (BF), to access multiple nodes simultaneously (SDMA) and
to transmit with higher data rates (SDM). By integrating diﬀerent combinations
of multi-antenna techniques in physical layer with various constraints from MAC
and network layers, three Mixed Integer Linear Programming (MILP) models were
presented. The objective in each of these models is to minimize the system activa-
tion time. Due to the large number of constraints and variables in these models,
the problem was decomposed using Column Generation approach which made each
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model more scalable. The eﬀect of transmission range, number of antennas, traf-
ﬁc sessions and number of nodes were discussed in diﬀerent scenarios of network
for each model. The numerical results expressed that less number of multi-antenna
nodes can yield the same throughput as more single-antenna nodes. In addition,
the results showed the beneﬁts of multi-antenna techniques and in particular SDM
for improving the network throughput; up to 86.9% reduction in system activation
time was achieved by 6-antenna elements in BF+SDMA+SDM model [131,132].
Finally, we considered a heterogeneous network with diﬀerent number of anten-
nas per each node and we presented a design approach for minimizing the deployment
cost. The provided mathematical model was a multi-criteria optimization with two
objectives; namely, jointly minimizing the system activation time and the number
of antenna elements per node where BF, SDMA and SDM techniques are avail-
able. The provided numerical results indicated that applying the proposed model in
the network planning process would considerably reduce the cost of wireless mesh
networks deployment [130].
9.2 Future Work
Several future research directions can be pursued and below we present some details
for possible extensions:
9.2.1 Designing Protocols
• It has been clariﬁed that careful considerations in higher layer protocols is
needed to improve the throughput of a wireless network equipped various phys-
ical layer techniques. While various MAC protocols have been proposed for
such networks, the impact of multiple antennas on routing and network layer
performance have not received much attention. There is only little work on
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routing protocols for multi-antenna networks which are mostly based on di-
rectional transmissions [22,101,111] where connectivity is the main concern in
the routing protocol. However, the mentioned gains provided by various multi-
antenna techniques can be employed to yield higher end-to-end throughput and
guarantee diverse QoS as in [40]. The QoS is deﬁned as either high reliability
or minimal delay depending on diﬀerent applications. Moreover, opportunistic
routing which is ﬁrst introduced in [12] proposes a good solution to enhance
the performance of the networks with unicast transmissions. This protocol is
an integration of MAC and routing in which, the nearest node to the destina-
tion is selected to forward the message. In the literature there is only one work
which has considered multiple antennas to directionally transmit the signal for
opportunistic routing [81].
Therefore, one possible extension of this research is to study and design im-
proved routing protocols while considering cross-layer interactions where var-
ious multi-antenna techniques are employed. Several routing protocols such
as opportunistic routing can be employed to evaluate the throughput of the
multi-antenna networks.
• In this dissertation, we illustrated the beneﬁts of employing multi-packet re-
ception, network coding and their combinations in wireless networks. How-
ever, there is little work on designing the proper protocols for such schemes
[9, 28, 55, 102]. Therefore, a MAC protocol in which both of these techniques
can be exploited would bring higher throughput and better fairness into the
wireless network.
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9.2.2 Distributed Optimization Methods
While a central optimization is suitable for ﬁnding the capacity limit of wireless
networks, a more realistic and scalable throughput analysis can be developed through
distributed optimization. In this method, controlling the activity of the nodes is
done in a distributed manner. Here, distributed methods for the optimization such
as Lagrangian decomposition methods [73, 95] can be another direction to extend
this research.
9.2.3 Interference Cancellation in Cooperative Networks
Although providing multiple antennas at the transmitter and receiver side of a com-
munication link is very advantageous, such deployment is not feasible in all scenarios.
There is a size limitation in many mobile devices so that the certain required space
between the antenna elements is not aﬀordable. In some other applications which
are power limited, such as wireless sensor networks, a node may not be able to pro-
vide the power for the internal processers’ circuitry. Furthermore, multi-antennas
deployment demands for more than one RF front-ends that yields higher complexity
in the hardware and hence leads to higher expenses. However, by allowing nearby
single-antenna nodes to transmit cooperatively in the network, a virtual multiple an-
tenna arrays can be formed that achieves the beneﬁts of multi-antenna transmission
without requiring installation of multiple antenna elements at each node. Therefore,
cooperative networks are a solution to take advantages of multi-antenna systems, i.e.
higher data rates and reliability without needing multiple antennas at each node.
This topic has been extensively investigated in the literature [57,70,71,91,103,104].
The cooperation can be provided through amplify-and-forward [72], decode-and for-
ward [103] and coded cooperation [56,57].
Nevertheless, synchronizing the transmissions of the nodes and managing the
interference in such networks is very critical for achieving the desired capacity.
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Therefore, developing and employing distributed synchronization schemes such as
[43, 113] which provide interference nullifying and alignment through a cross-layer
design in any of the cooperative network methods would be an interesting future
direction of this thesis.
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