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Abstract—Estimating people visual focus of attention (VFOA)
plays a crucial role in various practical systems such as
human–robot interaction. It is challenging to extract the cue of the
VFOA of a person due to the difficulty of recognizing gaze direc-
tionality. In this paper, we propose an improved integrodifferential
approach to represent gaze via efficiently and accurately localizing
the eye center in lower resolution image. The proposed method
takes advantage of the drastic intensity changes between the iris
and the sclera and the grayscale of the eye center as well. The
number of kernels is optimized to convolute the original eye region
image, and the eye center is located via searching the maximum
ratio derivative of the neighbor curve magnitudes in the convolu-
tion image. Experimental results confirm that the algorithm out-
performs the state-of-the-art methods in terms of computational
cost, accuracy, and robustness to illumination changes.
Index Terms—Convolution, eye center localization, human–
robot interaction, integrodifferential, visual focus of attention
(VFOA).
I. INTRODUCTION
I T is evident that the visual focus of attention (VFOA) ofa person is a strong indicator for assisting communica-
tion in human–robot interactions and cognitive science. De-
veloping computational attention models has many potential
applications such as surveillance, automatic target detection,
navigational aids, and robotic control [1]. VFOA, as a percep-
tual process, has been embodied in the polyscheme cognitive
architecture which integrates different computational mecha-
nisms to achieve human-level intelligence [2]. Moreover, the
polyscheme model is adapted to construct models of human–
H. Cai is with the Institution of Intelligent Systems, College of Computer
Science, Zhejiang University of Technology, Hangzhou 310014, China, and
also with the Intelligent Systems and Biomedical Robotics Group, The School
of Computing, University of Portsmouth, Portsmouth PO1 3HE, U.K. (e-mail:
haibin.cai@port.ac.uk).
B. Liu is with the School of Information Science and Engineering, East
China University of Science and Technology, Shanghai 200237, China (e-mail:
jlliubangli@gmail.com).
J. Zhang and S. Chen are with the Institution of Intelligent Systems, College
of Computer Science, Zhejiang University of Technology, Hangzhou 310014,
China (e-mail: zjh@zjut.edu.cn; sy@ieee.org).
H. Liu is with the Intelligent Systems and Biomedical Robotics Group,
The School of Computing, University of Portsmouth, Portsmouth PO1 3HE,
U.K., and also with the State Key Laboratory of Mechanical System and
Vibration, Shanghai Jiao Tong University, Shanghai 200240, China (e-mail:
honghai.liu@icloud.com).
robot interaction [3]. Moreover, the gaze of people is also one
of the key issues for humanoid robots to acquire human-like
intelligence [4]. The goal of this research is to develop methods
for VFOA. We see this work as taking steps toward developing
robotics systems with human-like intelligence.
Various VFOA systems have been developed in the literature,
such as Stiefelhagen et al. [5] (where VFOA during face-to-face
communication in a meeting is estimated by using head pose),
Danninger et al. [6] (where VFOA in office environment is es-
timated through head orientation data), and Katzenmaier et al.
[7] (where the addressee in human–human–robot interaction
is identified by combining head pose and acoustic). However,
accurate VFOA is determined by the eye gaze [8]. The VFOA
has inherent relation with gaze directionality that is usually
decoded from eye movement. On the other hand, information
on eye movement has connection to the emotional, cognitive,
and psychological states of a human. Due to the difficulty of
locating eye movement in a 3-D space, hence human-like intelli-
gence is required to interpret the information behind eye move-
ment with continuous trajectories of eye center position [9].
This paper gives priority to eye center location in that it has
become an active research topic owing to its wide applications
in face recognition, human–robot interaction, human–machine
interfaces, psychology, and cognitive linguistics [10]. Although
high-accuracy eye center location can be obtained through
high-quality eye-gaze tracking systems, the intrusive or expen-
sive devices make these existing methods unattractive [11].
Generally speaking, the reported eye center detection meth-
ods can be classified into three categories, namely, appearance-
based, shape-based, and hybrid methods. Appearance-based
methods, known as holistic methods or image template meth-
ods, use an entire eye image as input. Jesorsky et al. present
a method of detecting face in an image using Hausdorff dis-
tance as a similarity measure and then locate the pupil by a
multilayer perceptron trained with pupil centered images [12].
Cristinacce et al. employ a coarse-to-fine method which com-
bines a face detector, feature detectors, and pairwise reinforce-
ment of feature responses to find the features on the human
face [13]. Hamouz et al. identify ten feature points on the face
through Gabor filters and an appearance model [14]. Niu et al.
use two cascade classifiers which are designed by bootstrapping
positive samples and negative samples, respectively, to locate
the eye [15]. Kroon et al. [16] locate the eye position by
searching for the maximum response of a trained fisher linear
discriminant classifier. Markus et al., with an assumption of
the pupil localization as regression based on low-level image
features, apply an ensemble of randomized regression trees to
achieve high accuracy [17]. Kim et al. propose an eye location
method based on multiscale Gabor feature vectors [18].
Unlike appearance-based methods, shape-based methods
make use of the geometric characteristics of the eye or its
surroundings. The shapes of the eye, limbus, and eye corner are
identified as commonly used features. Asteriadis et al. employ
the length and slope information of pixel vectors which point
to the closest pixel of an edge eye map to locate the eye center
[19]. Bai et al. present a radial symmetry measure derived from
generalized symmetry transform proposed by Reisfeld et al.
to locate the eye center [20], [21]. Timm et al. propose a
gradient-based method utilizing the dot product of image gradi-
ent vector and displacement vector for eye center location [22].
Valenti et al. take advantage of the isophote curvature where
curves connecting points are of equal intensity to design a vot-
ing scheme for pupil localization [23]. Asadifard et al. calculate
the histogram cumulative density function of the eye region,
followed by a minimum intensity pixel filter to locate the eye
center [24]. Daugman employs the intensity change between
the iris and the sclera and localize the iris boundaries using an
integrodifferential operator, i.e., IDO [25]. Due to its efficiency,
IDO-based methods has become one of the most popular iris
location algorithms in the area of iris biometrics [26]. However,
IDO-based iris localization methods are computationally more
expensive than the other methods and require high resolution
with a minimum of 50 pixels in iris radius [27], [28].
Hybrid methods combine the advantages of appearance-
based methods and shape-based methods to achieve better
performance. Turkan et al. employ edge projections and support
vector machine based classifier to estimate the most probable
location of each eye [29]. Campadelli et al. locate the eye posi-
tion by using two support vector machines trained on properly
selected Haar wavelet coefficients [30]. Valenti et al. add scale
invariance to their former isophote-based method using a scale
space pyramid and finally determine the eye location by match-
ing the SIFT vector of each candidate with a database [11].
This paper presents an improved integrodifferential solution
to localize the eye center. The proposed method is computation-
ally much cheaper than the original integrodifferential method
and also achieves higher accuracy in relatively lower resolution
images. The rest of this paper is organized as follows: a brief
introduction of the integrodifferential operator is presented in
Section II. Section III describes the detail of the proposed
method. Section IV presents the data set used in this study along
with the accuracy measure method and the experimental results.
Finally, this paper is concluded with discussions in Section V.
II. INTEGRODIFFERENTIAL OPERATOR
It is evident that Daugman’s method has been highly cited,
especially in iris recognition area [25]. It is assumed that an iris
is with a circular form and the integrodifferential operator is
applied as defined
max(r,x0,y0)
∣∣∣∣∣∣Gσ(r) ∗
∂
∂r
∮
r,x0,y0
I(x, y)
2πr
ds
∣∣∣∣∣∣ (1)
Fig. 1. (a) Kernel with center weight at a radius size of 20. (b) Kernel without
center weight at a radius size of 20.
where Gσ(r) is a smoothing Gaussian with a scale of σ, ∗
represents convolution, I is the image of an eye, and ds is the
contour of the r radius circle with the center point of (x0, y0).
The operator searches for the maximum along the circle path
in the blurred image via the Gaussian kernel, partial derivative
with respect to increasing radius r. In order to deal with
the obscure of the upper and lower limbi by the eyelids, the
angular arc of contour integration s is restricted in range to
two opposing 90 cones centered on the horizon. Moreover, the
computation complexity of this method is O(X,Y,R) [31],
where X and Y are the number of rows and columns of the
center coordinate and R is the counts of increasing radius.
In discrete implementation of the integrodifferential operator,
the order of convolution and differentiation is interchanged
and concatenated to improve the speed. After replacing the
convolution and contour integrals with sums, the equation is
derived as follows:
max(nΔr,x0,y0)
∣∣∣∣∣ 1Δr
∑
k
{
(Gσ((n−k)Δr)−Gσ((n−k−1)Δr))
×
∑
m
I [(kΔr cos(mΔθ)+x0) , (kΔr sin(mΔθ) + y0)]
}∣∣∣∣∣
(2)
where Δr means small increment in radius and Δθ is the
angular sampling interval along the circular arcs.
III. PROPOSED ALGORITHM
Although an angular sampling interval Δθ is used to find
points along the circular arc ds in (2), it makes it challenging
in choosing the appropriate value of Δθ. If Δθ is too small, the
computational cost can be very high; otherwise, the accuracy
decreases. It should be noted that the original integrodifferential
operator only uses the optimization of the circle curve integral
of the gradient magnitudes, and the center point of the pupil,
another important feature information, is not taken into account.
The proposed method utilizes all of the pixels along the circle
by convoluting different sizes of circle kernels with the eye
region image. The grayscale of the eye center is considered by
designing the kernel with a weight in the center point. The size
of the kernel is 2r + 1, where r stands for the radius of the
circle. Furthermore, the pixels along the circle are assigned a
normalized value. Fig. 1 shows the reverse value of the kernel,
where the black squares represent pixels with a weight and the
white part pixels mean a value of zero. In order to cope with the
obscure of eye lids, the upper and lower parts are not assigned,
and the angle of the arc is set to be 36.
Instead of using a differential method at the integral of
circle intensity, this paper calculates a ratio derivative between
neighbor curve magnitudes. The ratio derivative is formulated
as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ir = Kr ∗ I
I ′r+1 = K
′
r+1 ∗ I
Dr =
I′r+1
Ir
argmax(r,x,y)(Dr)
r[rmin, rmax]
(3)
where Kr is the kernel with a center weight and r stands for
the radius of the circle inside the kernel. The kernel without a
center weight is represented as K ′r+1, whose radius is r + 1.
Ir and I ′r+1 are the results of the convolution of the different
kernels with eye image I . Dr stands for the ratio derivative
calculated by the division of the convolution result image.
rmin and rmax are set according to the size of the eye image
representing the minimum and maximum of the radius r. The
weights of the points around the circular arcs are of equal value
and normalized to 1, and the weight of the center point is settled
to a valid value. In order to locate the eye center and radius, the
proposed method searches the maximum of different radii of
Dr, and the smoothing function in the original integrodifferen-
tial operator is not employed. Employing FFT in the realization
of convolution, the computation complexity can be reduced,
where only 2-cycle DFT and 1-cycle IDFT are required. The
computational complexity of this method is O(P log2(P )R),
where counts P need to satisfy P ≤ X + Y + C. X,Y are the
number of rows and columns of the center coordinate, C is a
constant number, and R is the number of increasing radius.
IV. EXPERIMENTAL RESULTS
The boosted cascade face detector is employed with de-
fault parameters in order to obtain the approximate location
of the face [32], and then, rough eye regions are extracted
through anthropometric relations with the face as stated in [11]
and [17].
A. Data Sets
The proposed method is validated on the BioID face database
[33] which consists of 1521 grayscale images of 23 different
people with a resolution of 384× 288 pixels [27]. The images
in the database are head and shoulder frontal view images with
a large variety of illumination, background, scale, and pose.
Some people in the database are wearing glasses. In some
images, the eyes are closed or completely hidden by reflections
on the glasses. Because of these conditions, the BioID database
is considered to be challenging and realistic. Some snapshots
are provided in Figs. 2 and 3, and the number of detected
images is 1469.
Fig. 2. Snapshots with accurate eye center estimation.
B. Localization Accuracy
The accuracy measure of eye location is calculated in nor-
malized error which records the maximum error of both eye
points. The measure was introduced by Jesorsky et al. [12], and
it is defined as follows:
e =
max (dl, dr)
d
(4)
Fig. 3. Snapshots with inaccurate eye estimation.
where dl and dr are the Euclidean distances between the de-
tected left and right eye centers and the ones in the ground truth
and d is the Euclidean distance between the left and right eyes
in the ground truth. Herein, a relative error of e ≤ 0.25 is equal
to a distance of half an eye width, e ≤ 0.1 means the diameter
of the iris, and e ≤ 0.05 corresponds to the length of the pupil.
In order to compare the proposed method with other published
methods which also employ the normalized error measure, the
minimum normalized error which is calculated by the minimum
of dl and dr and the average normalized error which is obtained
by the average of dl and dr are also calculated.
C. Results
Figs. 2 and 3 present some snapshots with accurate eye center
locations and inaccurate eye locations, respectively, using the
proposed method. In Fig. 2, the proposed method is able to deal
with some slight head pose changes, changing illumination,
shadows, squint, reflection of the light from the iris, and pres-
ence of glasses. On the other hand, the proposed method failed
to localize the eye center where the face is wrongly localized,
eyes are closed, or strong highlights exist because of the glasses,
as shown in Fig. 3.
D. Comparison With the Original Method
The performances of the proposed method were compared
with the original integrodifferential method in terms of compu-
tation and accuracy factors. Figs. 4 and 5 show the quantitative
accuracy results of the original integrodifferential method and
the proposed method tested on the BioID database. It can
be observed that the modified method significantly improves
the accuracy for both e ≤ 0.05 and e ≤ 0.1 regardless of the
minimum or maximum normalized error standard. The impact
of the size of Δθ, where the circle is divided into n parts
Fig. 4. Accuracy of the original integrodifferential method (n = 60) on the
BioID database. The three lines correspond to the minimum, average, and
maximum normalized errors from the top to the bottom, respectively.
Fig. 5. Accuracy of the proposed method on the BioID database. The three
lines correspond to the minimum, average, and maximum normalized errors
from the top to the bottom, respectively.
to acquire different sizes of Δθ, i.e., Δθ = 2π/n, over the
accuracy on the original method is also validated. Fig. 6 shows
the qualitative maximum normalized error of the different n’s of
the original method, together with the accuracy of the proposed
method. It is clear that the accuracy declines drastically if n
is too small; on the other hand, the increase of n will lead to
less influence on the accuracy if n is already sufficiently big.
The performance of the original method is kept stable when
n is equal to 60, where n is the parameter adopted in Fig. 4.
It should be noted that the proposed method outperforms the
original one even when n is very large.
In addition, the proposed method has a low computational
cost in comparison with the original method. In order to com-
pare with the computational load, both methods have been im-
plemented by C++ in Ubuntu (2.4-GHZ Intel Core TM i5 CPU).
Both of the methods deal with the same rectangle area of one
eye region of the BioID database, and the average processing
time is shown in Table I. The proposed method is almost
Fig. 6. Increase in accuracy when using different numbers of n and the
accuracy of the proposed method of the maximum normalized error.
TABLE I
AVERAGE PROCESSING TIME OF ONE EYE REGION
TABLE II
COMPARISON OF MAXIMUM NORMALIZED ERROR IN THE BIOID
DATABASE. ∗ MEANS THE VALUE ASSUMED BY [11]
40 times faster than the original integrodifferential method
when n = 10. Thus, the proposed method greatly cuts down the
computational cost in low-resolution images and has potential
of being integrated into a real-time systems.
E. Comparison With the State-of-the-Art Methods
It is reported that many eye center detection methods have
employed the BioID database to evaluate their performances.
Table II presents the comparison of the proposed method with
the other state-of-the-art methods using the same database
and same accuracy measure. Although the highest accuracy
e ≤ 0.05 is obtained by Markus et al. [17] when the number
of sampled rectangles p is 31, their method needs to train
plenty of images, and the images need to be annotated, which
require extra work. On the other hand, the proposed method
does not need to be trained and can be easily combined into
several existing applications without significant changes. It is
evident that the proposed method ranks the first position in
comparison with the selected methods requiring no training
process.
V. CONCLUSION AND FUTURE DIRECTIONS
This paper has made a significant contribution to the estima-
tion of people’s VFOA via localizing human eye center. It is an
essential subsystem that should be integrated to achieve human-
level intelligence, especially in the area of cognitive systems,
human-level AI, and human–robot interaction.
We have proposed a novel integrodifferential method; not
only does it offer better performance in comparison with the
original integrodifferential method in terms of accuracy and
computational cost for low-resolution images, but it also out-
performs the state-of-the-art methods. The experimental results
also confirm that the proposed method can be easily integrated
into real-time systems with acceptable recognition accuracy.
This paves the way to resolving bottleneck problems in VFOA
required applications such as human–machine interaction.
The proposed method has a significant benefit in that it does
not require high-quality images and the hardware can be built
using only a Web camera without requiring an IR light or
specialized environment. The robustness of eye tracking, in
practical, can be further improved by combining head pose di-
rection to address the influence of pose changes. By integrating
a 3-D eye model to our model, the gaze direction can be further
determined. Future work is targeted to interpret information be-
hind eye movement with cognitive, psychological, and human-
like knowledge in the context of human–robot interaction and
human–robot skill transfer [34], [35].
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