Abstract -Cell image segmentation is a necessary first step of many automated biomedical image processing procedures. There certainly has been much research in the area. We add to this a new method that automatically extracts cells from microscopic imagery, and does so in two phases. Phase 1 uses iterated thresholding to identify and mark foreground objects or "blobs" with an overall accuracy of >97%. Phase 2 of the method uses a novel Genetic Algorithms-based ellipse detection algorithm to identify cells, quickly and reliably. The mechanism as a whole, has an accuracy rate >96%, and takes less than 1 minute (given our specific hardware configuration) to operate on a microscopic image.
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Automatic Segmentation of Cells from Microscopic Imagery using Ellipse Detection
INTRODUCTION
We present a two-phase algorithm that combines iterative thresholding with ellipse detection into a potent cell segmentation mechanism. The aim of our collaborative research project goes beyond cell segmentation, into sub-cellular/nuclear object segmentation. Due to the extensive amount of work involved, we limit ourselves, in this paper, to reporting the results of cell segmentation. These results provide strong evidence that the proposed approach can segment circular/elliptical cells from background, effectively and efficiently. The program (embodying the theoretical methodology) was tested on 98 randomly selected microscopic images, and returned an overall accuracy value of 96.35%.
The challenge facing us may be divided into the following sub-problems:
• Problem 1: Pre-processing of images, in terms of noise elimination/reduction;
• Problem 2: Extraction of foreground objects or "blobs", which may be cells/nuclei, cell/nuclei heaps and/or non-cellular structures, despite potential non-uniform image backgrounds;
• Problem 3: Extraction of individual cells/nuclei from blobs.
Our method tackles problems 1 and 2 using an algorithm that combines morphological operators with adaptive thresholding in order to simultaneously eliminate noise and locate blob regions, hence compute the best possible local threshold levels for "blob" extraction. Problem 3 is handled quite differently, a new genetic algorithm (GA) based ellipse detection method is developed and used to identify elliptical objects within blobs, which are of an acceptable size. This algorithm has proven itself very effective and efficient in detecting the boundaries of circular/elliptical cells, even if these boundaries were deformed or significantly occluded by other cells, or non-cellular objects.
It is worth noting that the ellipse detection algorithm used in phase 2 of our work is a new Multi-Population Genetic Algorithm, which is particularly useful for accurate and efficient detection of multiple imperfect (e.g. partial or deformed) ellipses in noisy images. This capability is genuinely useful for many real-world image processing applications, and not just for cell segmentation.
4 polyglutamine disease inclusions, containing PABPN1 in OPMD skeletal muscles [29] . Light microscopy showed vacuolization in rare muscle fibres. Electron microscopy revealed the presence of filamentary inclusions within muscle fibre nuclei. These INIs were tubular, about 8.5 nm in external and 3 nm in inner diameters, up to 0.25 Pm in length and converged to form tangles or palisades [29] (see Fig. 3 ).
Programs that carry out automatic identification and quantification of cells and their sub-cellular structures are immediately useful tools for researchers in the fields of pathology and cytology. The biology of cellular responses, protein expression and morphological structures is inherently heterogeneous due to cell cycle and environmental factors [6] . Conducting research in protein conformational disorders requires the identification of cell nuclei as well as the inclusions within them from microscopic imagery.
If the counting of cells/nuclei and/or their sub-cellular structures can be fully automated, then this will relieve human experts of quantitative population studies from difficult and time-consuming work and, furthermore, improve the objectivity of the quantitative results [6, 7, 31] . Hence, there is an increasing demand for an automatic quantification system to process the digitized histological images and extract useful information reasonably accurately from the images. Yet, rugged automation of these tasks is far from realization, since cellular images are, on the whole, noisy and non-uniform, and objects on the image often overlap each other or occur in heaps.
Object (Blob) Extraction
Theoretically, in the case of no or low noise, an appropriate image segmentation algorithm (i.e., object contour detection followed by object classification) could accurately quantify the cellular nuclei in an image. In practice, however, no straightforward attempt is very successful or robust [20 a]. This is due to two major hurdles facing any simple object segmentation scheme. One is the non-uniformity of image, another being cellular occlusion (i.e., cells touching and clustering to form cell heaps -see following section). In the sequel, we will address these two issues in a little more detail.
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There are, at least, four categories of methods in the cell image processing literature that deal with the nonuniformity of images. The most conventional method is to partition the whole image into smaller (generally square) patches, and assume that these smaller patches are uniform [1, 6] . In many cases, however, the patch itself is not uniform. Also, foreground objects of interest may lie on the edge of a patch or be included in more than one patch.
The second approach to handling non-uniform backgrounds is to multiply each image by a background control matrix (BCM) [20 b]. Obviously, a specific BCM can only be optimally suited to a narrow class of images. And, generating an optimized BCM is itself a non-trivial task.
The third method involves the employment of certain morphological operations (specifically, erosion and dilation) to remove all relevant foreground objects, while maintaining the background, then applying an image subtraction operation to remove the background from the original image [30] . This method is not very accurate in removing foreground objects; the morphological operations may consider some of the background as part of foreground objects; especially in cases where considerable non-uniformities exist, within and outside these objects. Hence, the adaptivity of all three methods is limited. Furthermore, their control parameters (such as patch size, BCM coefficients, and size of structuring element) need to be tuned before the methods can be effectively deployed.
The fourth approach covers various hierarchical image processing techniques. These include the two-step segmentation strategy in [6 and 32] , the multi-resolution approaches in [3, 16 and 28] and the recursive/iterative thresholding technique of Wu et al. in [31] . It is our belief that this is one of the most promising methodologies. Indeed, the algorithm used in the first phase of the work successfully employs an iterative thresholding technique to segment foreground "blobs" in microscopic images of cells.
Our approach to blob segmentation uses an iterative thresholding algorithm, which employs a non-linear function of Otsu's well-known threshold [22] . This function will include (1) Otsu's original threshold, but also (2) statistical measures of the images including (but not limited to) mean and standard deviation of the 6 pixel values of the whole image. Once the original image is segmented using this global (typically low) threshold, each extracted region of the image (not yet considered a blob) will be further processed using its own "local" threshold values. This process will continue and iterate until the extracted foreground blobs cannot be improved further.
Ellipse Detection for Segmentation of Cells/Nuclei from Blobs
In the past, many techniques for the location of various geometric shapes have been employed; the Hough Transform (HT) being one of the most widely used techniques [15] . Basically, the Standard Hough Transform (SHT) represents a geometric shape by a set of appropriate parameters. For example, a circle could be represented by the coordinates of its center and radius, hence 3 parameters. In an image, each
foreground (e.g. black) pixel is mapped onto the space formed by the parameters. This parameter space is quantized into a number of bins. Peaks in the bins provide the best indication of where shapes may be.
Obviously, the intervals of the bins directly affect the accuracy of the results and the computational effort required to obtain them. For fine quantization of the space, the algorithm returns more accurate results, while suffering from large memory loads and expensive computation -especially in high-dimensional parameter spaces. Hence, the SHT is most commonly used in 2 or 3-dimensional parameter spaces and is unsuitable for higher dimensional spaces. Ellipses are five-dimensional. More efficient HT based methods have been developed [11, 14, 17] . They improve efficiency by either exploiting the symmetrical nature of some shapes or utilizing intelligent means of dimensionality reduction. Nevertheless, both computational complexity and memory load remain a serious problem.
One of the fastest and most widely used variant of the Hough Transform is the Randomized Hough
Transform proposed by Xu et al. [33] . It improves HT with respect to both memory load and speed. The idea is to randomly pick n pixels from the image (n depends on the dimensionality of the geometric shape to be extracted), and then solve n parallel equations to get a set of parameter values (representing a "candidate shape"). If there are some pixels in the image matching the shape more or less, a score is assigned to the bin corresponding to the shape. Finally, after iterating this operation, the candidate with the 7 highest score represents the best approximation of an actual shape in the target image. McLaughlin's work [21] shows that RHT produces improvements in accuracy and computational complexity, as well as a reduction in the number of false positives (non-existent ellipses), when compared with the original HT and number of its improved variants.
The use of a Genetic Algorithm (GA) is another interesting way for extracting ellipses. As early as 1992, Procter et al. [24] made an interesting comparison between GA and RHT. These two techniques have the following features in common:
• Representation of geometric shapes using minimal sets of parameters;
• Random sampling of image data;
• Sequential extraction of multiple shapes.
Their experiments clearly demonstrate that GA-based techniques return superior results to those produced by RHT methods when a high level of noise is present in the image but RHT methods are more attractive for relatively noise-fee images. Indeed, for an elliptical curve with length L pixels in an image with a total of A pixels, the probability of locating this curve from a single sample is:
Where n is the dimensionality of the geometric shape; and y X C is the unordered selection of y pixels from the pixel set X.
With the same probability P for each sampling and the same number of samples (say N), RHT gets N independent chances of detection when exploring the search space, sequentially. In contrast, a GA explores areas within N/M generations. Moreover, unlike the RHT, which locates peaks in the fitness surface after an exhaustive search of the space, a GA generates improved offspring from individuals, mainly through crossover and mutation. Hence, the RHT executes a blind sequential search, while a GA is able to search the space with some guidance and in parallel. Therefore, GA based algorithms have inherent strengths which, if properly utilized, can make them a better approach than any RHT based algorithm.
Of course, if there is only a small amount of noise or a single shape to be detected in the image ( A L and 1 P ), RHT will converge quickly, since each sampling has a high probability of locating the target shape. However, in cases where there is a lot of noise, multiple ellipses, or partial ellipses with some noise, RHT tends to overlook small elliptical curves, since in those cases, n L C decreases dramatically with a small L, and n A C increases dramatically with a large A, which lead to an extremely small P. In these cases, a GA based algorithm is likely to converge faster, and exhibit more robustness as well as accuracy than the RHT.
This theoretical analysis matches the experimental results of Procter et al. [24] and is further supported by our own experimental data.
With GA-based shape detection methods, a straightforward implementation usually gives us a fitness function, which reflects how well a candidate shape matches an idealized ellipse. With the fitness as a feedback [18, 19 a, 19 b, 24] , the algorithm is able to guide the search toward promising areas in the fitness surface, which makes GA based methods superior to those RHT based methods in sense of the quality of the search and the convergence rate. However, a fitness function with a single term lacks the flexibility necessary for the detection of multiple ellipses, which may drive the whole population towards a single global optimum, and the final winner is obtained randomly. Moreover, when there are both perfect and imperfect ellipses, the latter, being locally optimum, will most likely be replaced with better (more perfect) individuals during evolution, and eventually ignored.
A possible and intuitive solution is to extract shapes sequentially, as in [5, 24 and 25] . This entails removing detected shapes from the image, one at a time, and iterating until there are no more shapes that the program is able to detect in the image. It is clear that this approach involves a high degree of redundancy and is computationally inefficient.
Lutton et al. [18] improve the simple GA by using a Sharing technique, first introduced by Goldberg et al. [9] in 1987. This technique aims to maintain the diversity of the population by scaling up the fitness of local optima within the population so that they would stand out. The basic idea is that "raw" fitness f i of every individual is scaled up/down using a sharing function ) ( ij d sh in the following manner: 
, is further defined as:
Here share is a constant distance to separate different subpopulations, and is another constant used to configure the shape of the sharing function (and usually set to 1).
In this scheme, fitness is shared among similar individuals, and the fitness of those individuals with many neighbors is decreased. Thus, population diversity is maintained by encouraging the exploration of less crowded regions of the fitness surface.
Unfortunately, Goldberg's implementation is based on the assumption that the neighborhood of local optima is less crowded than that of the global optimum and therefore, the fitness of local optima will be enhanced by sharing. This assumption is not valid for our application, as imperfect ellipses may attract many neighbors with a high probability P, as long as they contain a sufficiently large number of pixels (refer to equation (1)). This will deflect the search from exploring potentially promising areas, and will, often, result in missed ellipses. Fig. 4 provides a concrete example. Fig. 4 (b) shows a candidate ellipse at the center of the densest subpopulation in gray, which is a local optimum (with sub-optimal fitness), compared to the global maximum on its right. Since the left ellipse has much more pixels than the right one, it attracts more individuals around it. Hence, if the sharing function is applied, the fitness of the sub-optimal individual will be shared with the rest of its dense subpopulation, and on the other hand, the fitness of the optimal individual will be shared with the rest of its less dense subpopulation. This will result in a global optimum even more pronounced relative to the local optimum, which is very likely to be ignored in this case. However, the new algorithm still operates under the assumption that local optima reside in less crowded neighborhood than the global optimum does, which means it still suffers from the same drawback as the older algorithm. Indeed, our own experiments show that, when multiple ellipses or/and high noise is present in a target image, the Sharing GA performs badly.
To overcome the various problems discussed above, with both RHT and SGA, we developed a new multiple-population GA, with the following key features:
• Parallel evolution of multiple subpopulations each focused on a potential elliptical pattern in the image;
• Clustering effectively creating and maintaining the multiple subpopulations;
• Use of two fitness terms to enhance the overall fitness of local optima in an effective manner;
• Customized evolution operators to take advantage of specialized domain-knowledge.
A brief description of the MPGA algorithm is available in [34] ; it is described in detail in section 5, below.
METHODOLOGY OVERVIEW
The overall operation of our two-phase algorithm is presented graphically in Fig. 5 .
The first phase applies a multi-region adaptive thresholding method that is used to segment the objects of interest in the image (blobs), while eliminating the noise. The cells in the image are labeled and extracted, in order to provide the working ground for the second algorithm.
The second algorithm generates a single population by creating a number of chromosomes (or candidate ellipses) whose genes are randomly selected from the set of foreground pixels in the image. The population is then ranked in terms of both similarity and distance and searched for good candidates-if any. If, by chance, all the ellipses in the image are included in the first generation, the program terminates. Otherwise, a clustering technique is used to divide the chromosomes into a number of clusters (or subpopulations).
From that moment on, all the subpopulations are evolved in parallel. If one of the subpopulations converges on an optimal or a suboptimal chromosome, then that whole subpopulation and the corresponding ellipse in the image are removed. This has the positive side effect of accelerating the search process by decreasing the size of the candidate pool. The program, as a whole, terminates when all (full and partial) ellipses are found, or when a pre-set maximum number of generations are reached.
The final result of both phases is a set of ellipses, most of which identify the various cells in the image.
These ellipses are used to extract the cells from the image, which can then be further processed, or simply counted.
DETAILED METHODOLOGY I: BLOB EXTRACTION
Let A be the original image (see Fig. 6 (a) ). Convert image A to gray scale image B, using the Gray Scale Algorithm. De-noise image B using the open morphological operator [32] , with a circular structuring element of radius r, where:
Convert grey scale image B into black and white image C via thresholding, using:
µ = mean value of all the RGB values of the pixels; = standard deviation of all the RGB values of the pixels; OTSU is threshold value proposed by OTSU in [22] , as applied to the whole image B; a is empirically calculated, and depends on the color and intensity of the blobs; its default value is 1.
De-noise image C using the open morphological operator, again, with a circular structuring element of radius r, where r is computed using equation (6) .
Label the blobs resulting from image C with 8-connected labeling [12] . Identify each blob by placing a (minimally-fitting) bounding box about it. Apply multi-region adaptive thresholding to each box using: Below we provide detailed algorithms for the various low-level image manipulations involved in phase 1. (9) Assuming we have five distinct points belonging to the perimeter of an ellipse, we can solve 5 linear equations, simultaneously, for a, h, b, g, f. One efficient numerical technique for solving linear equations is the LU Decomposition algorithm [23] . Hence 5 points are sufficient to characterize an ellipse.
Gray Scale Algorithm
Representation and Initialization
We represent chromosomes with a minimal set of 5 points using Roth's approach [25] on the shape's perimeter, each of which corresponds to a gene. Nevertheless, the encoding of ellipses via their direct geometric parameters is also problematic. Without making good use of the domain knowledge we have, i.e., the distribution of pixels in the image, these techniques provide no guarantee that the resulting candidate ellipses will contain any point from any of the actual ellipses in the target image. Using these techniques to blindly place ellipses at randomly selected locations within the image, in the hope that some of them will partially overlap with some actual ellipses.
Extract Blobs Algorithm
Hence they usually spend a long (if not most of their) time evaluating the fitness of many chromosomes representing useless candidate ellipses.
Therefore, we choose to encode a chromosome with a set of 5 points, as Roth et al. did [25] . The MPGA algorithm creates an initial population of between 30 and 100 chromosomes, depending on the complexity of the target image. The five points comprising each new chromosome are selected, at random, from the set of foreground (or black) pixels in the target image.
Fitness Evaluation
Most of the reported work in this area, such as [18, 19 a and 19 b], evaluates the fitness of a candidate ellipse (chromosome) by counting the number of black pixels in the target image that coincide with the perimeter of the candidate ellipse. These black pixels may or may not belong to actual ellipses in the image.
However, if many pixels in the actual image match a candidate ellipse then it is highly probable that theses pixels form part of an actual ellipse in the image.
We propose that the fitness of a given candidate ellipse is measured in terms of both Similarity, which indicates how well the candidate's perimeter matches the perimeter of an ideal complete ellipse, and Distance, which indicates how close or far the perimeter is to the perimeter of an ideal ellipse. The terms i and j represent the horizontal and vertical displacements, respectively, between a point on the ideal ellipse and the corresponding actual point in the image. Fig. 7 shows how an actual point (Q) is determined and how the distance between this point and the corresponding point (P) on the ideal ellipse is computed.
A. Similarity (S) is defined as:
In #total is the total number of pixels on the candidate ellipse's perimeter.
To compute S efficiently, we initially place the ideal template centered at the origin of coordinates with a horizontally aligned long axis (Fig. 8) .
A classic midpoint ellipse algorithm [13] is then used to traverse the perimeter of this candidate ellipse.
This algorithm favours integer computation, and only computes a quarter of the ellipse's perimeter. All the other points in the remaining 3 quadrants are obtained from symmetry. Each computed pixel is matched to its "actual" ideal position using: (11) above. #eff is the total number of points on the actual ellipse that were successfully matched with points on the ideal ellipse.
Similarity is the main measure, since it is directly observable by the human eye. However, distance is particularly important for cases where multiple ellipses are present in the image, and especially when complete ellipses (with high similarity) as well as imperfect ellipses (with relatively low similarity) exist.
We aim to seek those candidates with good similarity and small distance, or those with acceptable similarity but excellent distance.
Termination Conditions
MPGA starts its run with a single population. However, it usually splits it into a number of evolving Also, a subpopulation is effectively terminated when it is merged with another subpopulation.
Clustering: Migration, Splitting and Merging
A subpopulation is called a cluster. The centre of a cluster is the chromosome with the greatest similarity or the least distance, if more than one chromosome with the best similarity exists.
In the MPGA algorithm, the algorithm starts with a single population (or cluster) in which individuals are ranked in terms of both similarity and distance. The initial single population and later subpopulations are manipulated through a clustering process, which involves Migration, Splitting and Merging (explained below).
In each subpopulation, all good chromosomes (S>0.7 and D<10) are either kept in their own cluster or placed into a different existing or newly-created cluster. All not-good chromosomes are simply left in their own cluster and may eventually be eliminated be selection.
The Euclidean distance ED between a good chromosome and the various existing cluster centers determines whether this chromosomes remains in its own cluster or moves. Given two sets of ellipse parameters (a 1 , b 1 , x 1 , y 1 , 4 1 ) and (a 2 , b 2 , x 2 , y 2 , 4 2 ), ED is computed as follows: All clusters are checked periodically, to see whether some of them could be merged. Merging is barred for the first 50 generations, and is only possible after each periodic check. This is so because early or/and frequent mergers would greatly reduce the diversity of the whole population.
Hence, through the three processes of migration, splitting and merging, clustering works to maintain a number of subpopulations that are independently evolved towards local and global optima.
Evolution: Selection and Diversification
Evolution proceeds mainly via Selection and Diversification. Selection eliminates those chromosomes in the population that are not very fit, focusing the search on promising areas of the fitness surface. On the other hand, diversity is achieved via crossover and mutation, which together serve to direct the search towards new and potentially promising areas. In MPGA, selection is realized using Elitism and Fitness Proportional Selection. Diversification is realized via crossover and mutation.
During evolution of a subpopulation, elitism copies the fittest 15% of the current generation (by similarity)
into the next generation without modification. Following that, two chromosomes are selected from the whole current population with the probability proportional to their relative fitness (similarity) and crossed- Finally, every new chromosome introduced into the next generation is tested to see if it is a good chromosome or not (S>0.7, D< 10); if it is not then it is left in the same subpopulation, otherwise it is tested for migration-splitting, and is then either kept in its current subpopulation or moved to another existing or new subpopulation.
In MPGA, crossover and mutation are special operations specifically configured for shape detection applications. Given the fact that the overall population is divided into a number of subpopulations, each effectively clustering around an ellipse in the image; and each chromosome is defined by a set of points on the perimeter of an ellipse, we can assert that simple single point crossover is an effective method of crossover for our application. A pivot is selected at random, and the parent chromosomes' genes on either side of the pivot are swapped to create the offspring. See Fig. 9 .
The effect of the crossover operation, on the actual ellipses represented by the chromosomes, is shown in Fig. 10 .
We define a new mutation operator. First a gene (or point) is randomly selected from the chromosome that we intend to mutate. As shown in Fig. 10 , this point acts as the starting point for a path (r) that traverses the perimeter of a pattern, until a (pre-set) maximum number of points are traversed, or an end or intersection point is reached. If r is long enough, the remaining four genes (points) are picked, at random, from this path. As long as the starting point lies on a promising candidate ellipse, it is highly possible that the other points will do so as well. This method of mutation greatly enhances the possibility of mutating a given chromosome into a better one. Fig. 11 illustrates the mutation process. The original genes are P 1 , P 2 , P 3 , P 4 , and P 5 . The starting point, P 1 is selected and path r is traversed. The other new genes, Q 2 , Q 3 , Q 4 , and Q 5 are randomly selected from path r, and copied into the mutated chromosome. Hence, the new chromosome becomes (P 1 Q 2 Q 3 Q 4 Q 5 ).
In summary, evolution hand-in-hand with clustering (which mainly proceeds independently but also acts during evolution) direct the various subpopulations to local and global optima in the target image.
EXPERIMENTAL PROCEDURE
Biomedical Procedure
Experiments were carried out on a set of images relating to oculopharyngeal muscular dystrophy (OPMD)
disease. This disease is caused by a mutation in the poly(A) binding protein nuclear 1 gene (PABPN1) as previously mentioned. Therefore, in our cell culture model of OPMD, both wild-type PABPN1 cDNA (which represents the normal gene) and mutant PABPN1 cDNA (which represents the mutated diseased form of the gene) are used.
The experimental steps are as follows:
1. DNA preparation: Our DNA of interest is fused into a tag, i.e. a color that can be detected under the fluorescence microscope in order to count the cells. In our work, the green color (Green Fluorescent Protein (GFP)) is used. For GFP (Green Fluorescent Protein) fluorescence microscopy, cell fixation was performed 48 h post transfection with 4% paraformaldehyde. Cells were visualized using appropriate filters on a Leica Polyvar microscope. The microscope is attached to a computer so that images can be directly saved and stored in Photoshop files.
Image Processing Procedure
Once the researchers carried out the experimental procedure described above, a collection of a hundred Each image was first analyzed by three biomedical collaborators: their consensus opinions are reported.
They were asked to mark the exact boundaries of the blobs as well as of individual cells. These marked images were used as the ground truth for future analysis. Hence, the images were processed by our program Perfect results for phase 1 means that all blobs identified by the expert are also identified by the program (without any significant amount of over-or under-coverage), and that the program does not identify any other blob. Perfect results for phase 2 means that every cell marked by the biomedical expert is also identified by an ellipse, and that there are no ellipses identifying more than one cells or non-existent cells.
In the following section, we discuss the results of the application of CellCount to the database images, first in some detail, using concrete examples, and then in the form of summary tables, for each of the two phases of the program.
RESULTS & CONCLUSION
We present the results of the experiments in visual as well as tabular form. We present examples of successful application, as well as examples of every situation that caused CellCount to return erroneous results. However, it is worth noting that the program achieved an overall final rate of accuracy > 96%, and that the average time for processing an image (over all images) was 52.33 seconds.
Visual Results
Fig . 12 illustrates an example of typical cell images. Fig. 15 and Fig. 16 . And, more examples of successfully approximating partial cells are shown in Fig. 17 and Fig. 18 .
However, the experiments also present some problems. Fig. 19 shows a missed cell, which is cell A in Fig. 19 (a) , due to limited outline extraction. A possible solution could be better extraction of blobs from the original image, so that the outlines are as close as possible to the originals. As Fig. 19 (a) shows, if the dark gap between cells A and B is clearly identified, the outline of cell A will not be ignored as noise. 21 shows a similar example. If outlines of cell A and cell B can be separated using their color information, they should be able to be identified as two ellipses rather than one. Fig. 22 shows another failed detection due to the mismatch between the extracted and the original outlines.
The shape of the boundary is affected negatively by the shade within the cell. However, if the relatively bright area on the right side of the cell could be detected, the original outline of the cell would be maintained and thus a correct ellipse would fit it. Fig. 23 also demonstrates the same problem. A small black area within the cell affects the boundary of the whole cell. If all "bight pixels" in the cells are identified correctly, then this will not be a problem. Fig. 24 shows a missing cell due to its relatively low brightness. Only highly visible blobs are segmented in phase I. This shows that our algorithm needs better local adaptation for the threshold. And, Fig. 25 also shows a missed cell due to the relatively low threshold value. This problem occurred simply because the same threshold value is being used throughout the whole program. However, as seen below, some images need higher threshold values in order to better discern the outlines of the cells.
In summary, we have very few problems, but they prevent perfectly accurate segmentation of cells. It is possible, however, to remedy the situation by implementing the following embellishments:
• Stricter identification of the boundaries of blobs. This demands careful choice of both global and local thresholds.
• Inclusion of color information in the criteria used to segment cells from blobs (in addition to shape information).
• Reducing the effect of shading within blobs/cells: these can be filtered out/ blurred a little using a standard Butterworth filter.
• Increasing the range of local thresholds by amending equation (8).
Statistical Analysis
To generate summary statistical results for phase1, we devised a number of specific measures, which are defined below. To report overall performance of phase 1, we use Accuracy, which is the ratio of the number of correctly detected blobs to the total number of blobs actually present in the target image, expressed as a 
Conclusion
In this paper, we make a number of distinct contributions that are relevant to both shape detection and biomedical image processing.
First, we propose and use an iterative thresholding technique, which is applied to the problem of cell/cell cluster segmentation. The results of the application were good (97.13% accuracy) but not perfect. We provide a short-list of possible improvements. Nevertheless, it is our belief that the general strategy of using iteration in order to adapt to local conditions (of, for example, illumination) within an image, is one that likely to improve the quality of many foreground object extraction algorithms, with the field of image processing.
Second, we propose and use a new GA-based ellipse (circle) detection technique, which is applied to the problem of elliptical/circular cell segmentation with success (96.35% accuracy). It is worth nothing here that this ellipse detection technique has worked despite the imperfect nature of the perimeter of cells (e.g.
deformations, missing sections and the like). As such it is our belief that this ellipse detection mechanism is not only fast but also robust, and as such, is suitable for ellipse detection problems in general. 
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