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Resumen
En este artı´culo se presenta parte del trabajo de investigacio´n y desarrollo realizado, y que ac-
tualmente se esta llevando a cabo, en la lı´nea de “Planificacio´n, Argumentacio´n y Agentes” dentro
del LIDIA. El objetivo de este trabajo es presentar de manera resumida los trabajos realizados y
resultados obtenidos, ası´ como el desarrollo futuro.
Nuestro trabajo se centra en el estudio de la combinacio´n de argumentacio´n rebatible con
diferentes te´cnicas de planificacio´n, con el objetivo de mejorar el alcance y la expresividad de las
te´cnicas de planificacio´n actuales.
1. Introduccio´n
Los formalismos basados en argumentacio´n permiten razonar con conocimiento parcial y posible-
mente erro´neo. Este problema esta presente en varios aspectos del proceso de planificacio´n llevado a
cabo por un agente para alcanzar sus metas.
Por otra parte, para resolver un problema de planificacio´n un agente debe contar con un conjunto
adecuado de acciones. La representacio´n de estas acciones debe considerar todos los efectos que son
relevantes para resolver el problema. Consideremos por ejemplo la accio´n de encender un fo´sforo.
Un efecto relevante de esta accio´n serı´a producir fuego. Sin embargo, hay muchos otros efectos que
pueden deducirse y podrı´an ser considerados irrelevantes y no ser incluidos en la representacio´n de la
accio´n (por ejemplo: producir luz, producir humo, aumentar la temperatura, etc).
Nuestra propuesta para solucionar estos problemas consiste en proveer al agente con un formalis-
mo de razonamiento rebatible que le permita obtener las consecuencias que se deducen de los efectos
de las acciones, en lugar de considerar todos los efectos posibles en la representacio´n de las acciones.
2. Argumentacio´n y Acciones
En [8, 9, 10] introducimos un formalismo que combina acciones y argumentacio´n rebatible, y
permite modelar el conocimiento de un agente acerca de su entorno y definir las acciones que es
capaz de ejecutar para modificar el mismo.
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Este formalismo utiliza la programacio´n en lo´gica rebatible (DELP) [3] como paradigma lo´gico
para la representacio´n de conocimiento. La base de conocimiento de un agente esta definida por un
programa lo´gico rebatible K = (Ψ,∆), donde Ψ es un conjunto consistente de hechos y ∆ es un
conjunto de reglas rebatibles. Los hechos presentes en el conjunto Ψ representan la percepcio´n que
el agente tiene acerca del estado de su entorno. Las reglas presentes en el conjunto ∆ representan
conocimiento sobre el entorno, que el agente puede utilizar para razonar rebatiblemente.
Adema´s de la base de conocimientoK un agente cuenta con un conjunto de acciones Γ disponibles
que puede utilizar para modificar su entorno. Las acciones tienen precondiciones y efectos. Las pre-
condiciones definen las condiciones necesarias para que una accio´n se pueda ejecutar. Los efectos de
una accio´n modificara´n el entorno y la percepcio´n del agente, agregando o quitando hechos de Ψ.
La interaccio´n entre argumentacio´n y las acciones es doble. Por un lado, la argumentacio´n rebati-
ble se utiliza para evaluar las precondiciones de una accio´n a trave´s de la nocio´n de garantı´a. Por otra
parte, las acciones pueden usadas por el agente para modificar su entorno y de esta forma obtener una
garantı´a para una conclusio´n que no estaba garantizada anteriormente.
En [8] analizamos las diferentes formas en que la base de conocimiento puede ser modificada
por intermedio de acciones para garantizar una conclusio´n. Tambie´n se analizo´ como una secuencia
de acciones (plan) puede ser utilizada por un agente para satisfacer sus metas. Posteriormente en
[9, 10] analizamos los problemas que surgen al combinar argumentacio´n con algoritmos simples de
planificacio´n.
3. Argumentacio´n y POP
Con el objetivo de extender el trabajo realizado en [9, 10], se estudio´ la posibilidad de combinar
argumentacio´n con una te´cnica mas avanzada de planificacio´n como Partial Order Planning (POP)
[7].
Las te´cnicas de POP consisten ba´sicamente en realizar una bu´squeda a trave´s del espacio de
planes. El planificador comienza con un plan inicial que consiste de dos pasos: Un paso inicial, cuyos
efectos representan el estado inicial del problema de planificacio´n, y un paso final cuyas precondi-
ciones representan las metas. Luego el planificador intenta completar el plan inicial agregando nuevos
pasos (acciones) y restricciones hasta satisfacer todas las precondiciones de todos los pasos del plan.
El ciclo principal de un algoritmo POP tradicional toma dos tipos de decisiones:
lograr precondiciones: elige un paso para lograr una precondicio´n todavı´a no satisfecha.
Resolver amenazas: si un paso del plan puede interferir con un precondicio´n lograda por otro
paso, elige un me´todo para resolver esta amenaza (threat).
En el formalismo introducido en la seccio´n anterior, una accio´n es aplicable si sus precondiciones
pueden garantizarse a partir de la base de conocimiento del agente. Esto significa que las precondi-
ciones de una accio´n pueden ser logradas utilizando argumentos, adema´s de acciones. En [5] anal-
izamos como combinar acciones y argumentos para construir planes usando las te´cnicas de POP. Al
combinar acciones y argumentos surgen nuevos tipos de amenazas, que no esta´n presentes cuando so-
lo se utilizan acciones. Estas amenazas deben ser identificadas y resueltas para poder obtener planes
correctos. La principal contribucio´n de este trabajo fue identificar y definir las nuevas amenazas.
Posteriormente en [4], y en base a lo desarrollado en [5], se propusieron me´todos para resolver
cada una de las nuevas amenazas identificadas. Adema´s se presento una extensio´n al algoritmo de POP
tradicional, llamado APOP, que considera acciones y argumentos para construir planes y resuelve
las nuevas amenazas utilizando los me´todos propuestos. Actualmente contamos con una prototipo
experimental del algoritmo APOP implementado en prolog.
4. Trabajo Futuro
Como mencionamos anteriormente nuestro trabajo se centra en la combinacio´n de argumentacio´n
rebatible con diferentes te´cnicas de planificacio´n. Las te´cnicas de POP se combinan de forma natural
con la argumentacio´n rebatible, sin embrago existen te´cnicas de planificacio´n mas avanzadas y que
han demostrado mas ser eficientes desde el punto de vista pra´ctico. El trabajo futuro incluye la com-
binacio´n de argumentacio´n rebatible con te´cnicas de planificacio´n mas eficientes como Graphplan
([2]).
Otra extensio´n a nuestro trabajo es incorporar al formalismo otras caracterı´sticas (por ejemplo:
efectos condicionales) presentes en otros lenguajes de representacio´n de acciones como AL[1] y
PDDL[6].
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