We give an efficient randomized algorithm for approximating an arbitrary element of SU(2) by a product of Clifford+T operators, up to any given error threshold ε > 0. Under a mild hypothesis on the distribution of primes, the algorithm's expected runtime is polynomial in log(1/ε). If the operator to be approximated is a z-rotation, the resulting gate sequence has T -count K + 4 log 2 (1/ε), where K is approximately equal to 10. We also prove a worst-case lower bound of K + 4 log 2 (1/ε), where K = −9, so that our algorithm is within an additive constant of optimal for certain z-rotations. For an arbitrary member of SU (2), we achieve approximations with T -count K + 12 log 2 (1/ε). By contrast, the Solovay-Kitaev algorithm achieves T -count O(log c (1/ε)), where c is approximately 3.97.
Introduction
The decomposition of arbitrary unitary operators into gates from some fixed universal set is a well-known problem in quantum information theory. If the universal gate set is discrete, the decomposition of a general operator can only be done approximately, up to a given accuracy ε > 0. Here, we focus on the problem of approximating single-qubit operators using the Clifford+T universal gate set. The Clifford+T gate set is of particular interest because it is known to be suitable for fault-tolerant quantum computation [1] . Recall that the Clifford group on one qubit is generated by the Hadamard gate H, the phase gate S, and the scalar ω = e iπ/4 . It is well-known that one obtains a universal gate set by adding the non-Clifford operator T . 
We present an efficient randomized algorithm for approximating an arbitrary element of SU(2) by a product of Clifford+T operators, up to any given error threshold ε > 0. Under a mild hypothesis on the distribution of primes, the algorithm's expected runtime is polynomial in log(1/ε). The algorithm approximates any z-rotation with T -count 1 K + 4 log 2 (1/ε), where K is approximately equal to 10. 2 We also prove a worst-case lower bound of K + 4 log 2 (1/ε), where K = −9, so that our algorithm is within an additive constant of optimal for z-rotations. For an arbitrary member of SU (2), we achieve approximations with T -count K + 12 log 2 (1/ε).
By contrast, the Solovay-Kitaev algorithm [3, 4, 5] , which was until recently the de facto standard algorithm for this problem, produces circuits of T -count O(log c (1/ε)), where c is approximately 3.97. Thus, we have decreased the exponent in the gate complexity from c = 3.97 to c = 1, which is optimal. Moreover, we have decreased the multiplicative constant to the theoretical optimum, in the case of worst-case z-rotations.
Prior work
Until recently, the state-of-the-art solution to the approximation problem was the 1995 Solovay-Kitaev algorithm [3, 4, 5] . There are various variants of this algorithm. Perhaps the best-known variant is the one described in [5] , which achieves a gate complexity of O(log c (1/ε)), for c ≈ 3.97. Another well-known variant is described in Kitaev et al. [4, Sec. 8.3] , and achieves c = 3 + δ, where δ > 0 is any positive real number. Kitaev et al. also gave another algorithm that uses ancillas and achieves gate complexity O(log 2 (1/ε) log log(1/ε)) [4, Sec. 13.7 ].
Limitations
Unlike the Solovay-Kitaev algorithm, which can be applied to any universal gate set, the algorithm of this paper is specialized to the Clifford+T gate set. While our number-theoretic approach has already been generalized to specific other universal gate sets (see, e.g., [10] ), it is unlikely that it would work for arbitrary universal gate sets. While this could be regarded as a limitation of our method, in practice, the tables will likely be turned: any universal gate set that does not permit an O(log(1/ε)) efficient synthesis algorithm will probably not be considered practical in the future. Technically, the expected polynomial runtime of our algorithm is contingent on a number-theoretic assumption about the distribution of primes, as stated below in Hypothesis 29. While this hypothesis appears to be heuristically true, it has not been proven to the author's knowledge.
The lower bound of K + 4 log 2 (1/ε) for the T -count of ε-approximations to certain z-rotations only applies to the problem as stated, i.e., for writing operators as a product of single-qubit Clifford+T operators. By the use of other techniques, such as ancillas, resource states, or online measurement, even smaller T -counts can be obtained; see, e.g., [11] for recent results along these lines.
Overview of the algorithm
The algorithm can be summarized as follows. Consider the ring
As shown by Kliuchnikov, Maslov, and Mosca [12] , a unitary operator U ∈ U(2) can be exactly synthesized over the Clifford+T gate set (with no ancillas) if and only if all the matrix entries belong to the ring D [ω] . Moreover, the required number of T -gates is at most 2k, where k > 0 is the minimal exponent required to write all entries of U in the form mentioned in (2). Suppose we wish to approximate a given z-rotation
up to a given ε > 0, using Clifford+T gates. We will choose an integer k and a randomized sequence of suitable
For each u, we attempt to solve the Diophantine equation
with t ∈ Z[ω]. The parameters are chosen in such a way that this succeeds for a relatively large proportion of the available u. This yields a unitary matrix
with U − R z (θ) ε, and such that the coefficients of U are in the ring D [ω] . By the Kliuchnikov-Maslov-Mosca exact synthesis algorithm, U can be exactly decomposed into Clifford+T gates with T -count at most 2k. The remainder of this paper fills in the details of these ideas: in particular, how to choose k, how to find "suitable" u, and how to solve the Diophantine equation (4) with high probability.
Some number theory
In this section and the next one, we summarize some well-known facts from algebraic number theory. The following exposition requires almost no prerequisites, and will hopefully be of use to readers who are not experts in number theory, or to those who wish to implement the algorithm of this paper.
Some rings of algebraic integers
Recall that N is the set of natural numbers including 0. Let ω = e iπ/4 = (1 + i)/ √ 2. Note that ω is an 8th root of unity satisfying ω 2 = i and ω 4 = −1. We will consider the following rings:
• Z, the ring of integers;
the ring of quadratic integers with radicand 2;
• Z[i] = {a + bi | a, b ∈ Z}, the ring of Gaussian integers;
∈ Z}, the ring of cyclotomic integers of degree 8.
Remark 1. We have the inclusions
. Of course, all four rings are subrings of the complex numbers.
Conjugate and norm
Definition 2 (Conjugation). Since ω is a root of the irreducible polynomial x 4 + 1, the ring Z[ω] has four automorphisms. One of these is the usual complex conjugation, which we denote (−) † . It maps i to −i, and √ 2 to itself. Equivalently, it is given by ω † = −ω 3 . It acts trivially on Z and Z[ √ 2], and non-trivially on Z[ω] and Z[i], with the following explicit formulas, for real a, b, c, d:
Another automorphism is √ 2-conjugation, which we denote (−)
• . It maps √ 2 to − √ 2, and i to itself. Equivalently, 
The remaining two automorphisms are, of course, the identity function and (−)
• , and t ∈ Z iff t = t † and t = t • .
Definition 4 (Norms). We define an integer-valued (number-theoretic) norm on each ring:
• For t = aω
For consistency, we also define N 1 (t) = t for t ∈ Z.
Remark 5. N i and N ω are valued in the non-negative integers, but N 1 and N √ 2 may take negative values. Each norm is multiplicative, in the sense that N (ts) = N (t)N (s) for all t, s. Moreover, N (t) = 0 if and only if t = 0, and N (t) = ±1 if and only if t is a unit (i.e., an invertible element) in the ring. The latter property follows easily from multiplicativity and the fact that equations (10-12) define an inverse for t when N (t) = ±1. As usual, we write t | s to mean that t is a divisor of s, i.e., that there exists some r such that rt = s. We also write t ∼ s to indicate that t | s and s | t; in this case, t and s differ only by a unit of the ring, and we say t and s are associates.
Euclidean domains
Remark 7. We note that if R is one of the four rings Z, Z[
, and Z[ω], and rt = s for some s, t ∈ R and r ∈ Z[ω] with t = 0, then r ∈ R. This is easily proved by letting R be the corresponding field of fractions (respectively
, and Q[ω]), and noting on the one hand that r = s t ∈ R, and on the other hand that R = Z[ω] ∩ R. The latter property follows from Remark 3.
In particular, it follows that t | s holds in R if and only if t | s holds in Z[ω], so that the notion of divisibility is independent of R.
Remark 8. Every Euclidean domain admits greatest common divisors, which can be calculated by repeated divisions with remainder via Euclid's algorithm. Note that greatest common divisors are only unique up to a unit of the ring. Also note that, since each division by t with remainder r satisfies |N (r)| 9 16 |N (t)|, the computation of the greatest common divisor of two elements of any of the above rings requires at most O(log |N (t)|) divisions with remainder.
An element t of a Euclidean domain is called prime (or irreducible) if t is not a unit, and for all r, s with rs = t, either r or s is a unit. We note that the notion of primality is not independent of the ring. For example, 7 is prime in Z, but not in Z[
Remark 9. In each of the above rings, if N (t) is prime in Z, then t is prime in the ring. Indeed, suppose t = rs. Since N (t) = N (r)N (s), either N (r) or N (s) is ±1, hence r or s is a unit by Remark 5. Proof. We first note that (
Units in
. We prove the first claim by induction on |b|. The base case is b = 0; in this case, N √ 2 (u) = a 2 = ±1 implies u = a = ±1. For the induction step, note that N √ 2 (u) = a 2 − 2b 2 = ±1 implies a = 0 and a 2 < 2b 2 + 2 4b 2 , hence 0 < |a| < |2b|. First consider the case where a, b have the same sign. Then |a − b| < |b|, and the claim is proved by applying the induction hypothesis toû = u(
The case where a, b have opposite signs is similar, except we use |a + b| < |b| to apply the induction hypothesis toû = u/( √ 2 − 1) = a + 2b + (a + b) √ 2. For the second claim, note that u = (−1) n ( √ 2 − 1) k satisfies u 0 iff n is even, and u
• 0 iff n + k is even. Therefore u is a square iff n and k are both even, iff u 0 and u • 0.
Roots of −1 in Z/(p)
Remark 11. Let p ∈ Z be a positive prime satisfying p ≡ 1 (mod 4). It is well-known that there exists h ∈ Z such that h 2 + 1 ≡ 0 (mod p). We recall that there is an efficient randomized algorithm for computing h. Consider the field Z/(p) of integers modulo p. By Fermat's Little Theorem, all non-zero b ∈ Z/(p) satisfy 
A Diophantine equation
We will be interested in solving equations of the form
where ξ ∈ Z[ √ 2] is given and t ∈ Z[ω] is unknown. Number theorists will recognize this as a relative norm equation, which can be solved by splitting fully split primes in Z[ω] [13] . In the interest of self-containedness, and to aid in the complexity analysis of Section 8, we describe a method for solving equation (13) in detail.
Writing ξ = x + y √ 2 and t = aω 3 + bω 2 + cω + d, we can equivalently express (13) as a pair of integer equations:
Of course, not every ξ ∈ Z[ √ 2] can be expressed in the form (13) . However, we have the following:
, where x is odd, y is even, ξ 0, ξ (13) . Moreover, there is an efficient randomized algorithm for computing t. Proof of Theorem 12. Note that p is prime by assumption. Since ξ 0 and ξ • 0, we know that p 0. Since x is odd and y is even, we have p ≡ 1 (mod 4). Therefore, by Remark 11, we can find h ∈ Z with p | h
by Remark 9. By definition of s, we know that s | ξ. But ξ is real, and therefore also s
, it follows that one of three cases holds:
But this is impossible. Indeed, in this case, s is a unit, so h + i and ξ are relatively prime. As ξ is real, it follows that h − i and ξ are also relatively prime, hence (h + i)(h − i) is relatively prime to ξ, contradicting ξ | h 2 + 1.
This is what was claimed.
Since, by definition, s | h + i, we have ξ | h + i. Since h is an integer, we have h = h
• , and thus ξ • | h + i. We note that ξ ∼ ξ
• , for otherwise, we would have
; since p is an odd prime, this implies p | x, and from p = x 2 − 2y 2 , we get p | y, hence p 2 | x 2 − 2y 2 = p, a contradiction. Therefore, ξ and ξ
• are non-associate primes in Z[
We have shown the existence of
. First note that, by the usual properties of complex numbers, s 
Remark 14. We note that the proof of Theorem 12 immediately yields an algorithm for computing t. As a matter of fact, the only randomized aspect is the computation of h; the remainder consists of arithmetic calculations in the various rings, and can be done deterministically. The computation of s requires taking a greatest common divisor in Z[ω], which can be done efficiently by Remark 8. Remark 15. Theorem 12 is analogous to a well-known theorem about the integers, stating that every positive prime satisfying p ≡ 1 (mod 4) can be written as a sum of two squares p = a 2 + b 2 , or equivalently, that the equation
. A randomized algorithm for computing z was described, for example, by Rabin and Shallit [14] . Our proof and algorithm follows the same general idea, applied to a different pair of Euclidean rings.
Approximations in
It is well-known that the set Z[ √ 2] of integers of the form α = a + b √ 2 is a dense subset of the real numbers. Here, density is of course understood with respect to the Euclidean distance |α − β|. We note that the Euclidean distance is not at all preserved by √ 2-conjugation; in fact, as we will see in Lemma 16 below, unless α = β, it is impossible for |α − β| and |α
• − β • | to be small at the same time. The purpose of this section is to find solutions in Z[ √ 2] to constraints involving α and α • simultaneously. Specifically, we will be interested in solving problems of the form
where x 0 < x 1 and y 0 < y 1 are given real numbers, and a, b are unknown integers. We start with a result limiting the number of solutions. 
Proof. Suppose α and β are two solutions. Then
Since N √ 2 (α − β) is an integer, it follows that N √ 2 (α − β) = 0, and therefore α = β. The next result establishes the existence of solutions. Proof. Let us say that a pair of positive real numbers (δ, ∆) has the coverage property if for all x, y ∈ R, there exists
The goal, then, is to show that δ∆ (1 + √ 2) 2 implies the coverage property. Before we continue, it is perhaps helpful to consider the following illustration. Here, a is shown on the horizontal axis, and b √ 2 is shown on the vertical axis. The region defined by
is a rectangle oriented at 45 degrees. We are only interested in solutions where a, b are integers; these solutions therefore lie on the grid Z × √ 2 Z. Note that the horizontal and vertical spacing are not the same.
We prove a sequence of claims leading up to the lemma.
(a) If (δ, ∆) has the coverage property and δ
has the coverage property. This is a trivial consequence of the definitions. 
so (λδ, λ −1 ∆) has the coverage property. The converse if proved symmetrically.
has the coverage property. Geometrically, this is equivalent to the statement that R 2 is covered by all translations along the grid Z × √ 2 Z of the rectangle R defined by (a + b
In order to have an explicit algorithm for finding α, we give an algebraic proof. Consider arbitrary x, y ∈ R. Let a, b be integers such that
We claim that either α, α ′ , or α ′′ is a solution to (18).
• Case 1: a − b √ 2 y + ∆. In this case, we have: (20) and (21), (20) and (21), (20) and (21),
Therefore, α is a solution to (18).
• Case 2: a − b √ 2 > y + ∆ and a + b √ 2 x + 1. In this case, we have: (20) and (21), (20) and (21).
Therefore, α ′ is a solution to (18).
• (20) and (21),
Therefore, α ′′ is a solution to (18).
(e) (δ, ∆) = (2 + √ 2, 1) has the coverage property. This follows from (b)
Also δ > 1. But (1, 2 + √ 2) has the coverage property by (e), so the claim follows from (a).
(g) Suppose δ, ∆ > 0 such that δ∆ (1 + √ 2) 2 . Then (δ, ∆) has the coverage property. Indeed, note that there exists some n ∈ Z such that 1 < λ n δ λ = 1 + √ 2. Then (λ n δ, λ −n ∆) has the coverage property by (f), and (δ, ∆) has the coverage property by (c).
This finishes the proof of the lemma. Note that in each step of the proof, we have shown explicitly how to compute a solution α. Since there are no iterative constructions (apart from the computation of λ n in (g), which can be done in O(| log(δ)|) steps), the computational effort is essentially trivial, and certainly not greater than say O(log 2 (δ)). 
has no solutions at all.
We also give a version of Lemma 17 where a is restricted to be either even or odd:
and [y 0 , y 1 ] be closed intervals of real numbers. Let δ = x 1 − x 0 and ∆ = y 1 − y 0 , and Proof. This is proved by rescaling. To prove the first claim, use Lemma 17 to find a, b ∈ Z with a + b
, as desired. To prove the second claim, use the first claim to find
, with a ′ even; then let a ′′ = a ′ + 1 and b ′′ = b ′ .
Approximation up to ε
As mentioned in Section 2, given θ and ε, we wish to find k 0 and u, t ∈ Z[ω] such that
is unitary and satisfies U − R z (θ) ε. We now elaborate how to determine k, u, and t.
The ε-region
We first note that U is unitary if and only if u † u + t † t = 2 k . We now examine how to express the error ε as a function of u; this will make explicit the set of available u for a given ε. Let z = x + yi = e −iθ/2 . First note that, since both U and R z (θ) are 2 × 2 unitary of determinant 1, the operator norm of U − R z (θ) coincides with 1/ √ 2 of the Hilbert-Schmidt norm. It can therefore be calculated as follows. Letû = 1 √
Usingû †û +t †t = 1 and z † z = 1, we can further simplify this to:
The error is therefore directly related to the dot product ofû and z, regarded as vectors in R 2 . Writing z = (x, y)
T and u = (α, β) T , we have
Let us define the ε-region R ε to be the corresponding subset of the unit disk. Let D = {u | |u| 2 1} be the closed unit disk. Then
The ε-region is shown as a shaded region in the illustration below. Note that the width of this region is ε 2 2 at its widest point, and its length, to second order, is 2ε, and in any case greater than √ 2 ε.
In summary, U − R z (θ) ε if and only if u ∈ R ε . From now on, it will be convenient to identify the complex plane with R 2 , i.e., we will regard D and R ε as subsets of the complex numbers as well as R 2 .
Candidates
Assume, for the moment, that some suitable k 1 has been fixed. The problem of finding an ε-approximation of R z (θ) can now be reduced to the following 2-step problem:
Recall from Section 4 that we have an efficient solution to (b) if ξ = 2 k − u † u satisfies the hypotheses of Theorem 12. We will quite literally leave one of these hypotheses, namely the primality of ξ
• ξ, to chance. However, we will arrange things such that the remaining hypotheses are satisfied by design. To that end, we will say thatû is a candidate if it satisfies all the required conditions, except possibly for the primality of ξ
• ξ. This is made precise in the following definition and lemma.
Definition 20. Let ε > 0, θ ∈ R, and k 1 be fixed.
Thenû is called a candidate ifû ∈ R ε , x is odd, y is even, ξ 0, and ξ • 0. We say thatû is a prime candidate if, moreover, p = ξ
• ξ is prime.
We will further restrict attention to candidatesû = u/ √ 2 k where u is from the ring Z[
Then u is a candidate if and only if the following three conditions hold:
•û ∈ R ε ,
•û
• ∈ D, and
• a + c is odd.
Proof. With the given choice of notation, we have
2 and y = 2(ab + cd). Then x is odd if and only if a + c is odd. The condition that y is even is automatically satisfied. The condition ξ 0 is equivalent to u † u 2 k , or equivalentlyû †û 1, i.e., u ∈ D, which follows fromû ∈ R ε . Similarly, ξ
• 0 is equivalent toû
• ∈ D.
Candidate selection
Theorem 22. Let ε > 0 and θ be fixed, and let k C + 2 log 2 (1/ε), where C = Proof. First note that k C + 2 log 2 (1/ε) implies 2
We note that δ and ∆ satisfy the condition of Lemma 17. Indeed,
In the following, we will assume, for convenience, that − π 2 θ π 2 . This assumption is without loss of generality, because otherwise, we may simply rotate the ε-region by multiples of 90
• without changing the substance of the argument. Now consider the line u · z = 1 − ε 2 /4. It intersects the unit circle in two points at y-coordinates y min and y max , with y max − y min
, as shown in this figure:
Consider the parallelogram P ε that is bounded by the lines u · z = 1 − ε 2 /4 and u · z = 1 − ε 2 /2, and by the horizontal lines at y = y min and y = y max . As illustrated in the above figure, P ε is entirely contained within the ε-region. We will select candidates from within P ε .
Let n = ⌊ 4 √ 2 ε ⌋, and define y j = y min + j n (y max − y min ) for j = 0, . . . , n, so that y min = y 0 < y 1 < . . . < y n = y max . We note that
Let I j = [y j , y j + . For each j = 0, . . . , n − 1, we will find a candidateû ∈ P ε ∩ (R × I j ) as follows. First, use Lemma 17 to find β ∈ Z[
. Note that these two intervals are of size δ and ∆, respectively, so the use of Lemma 17 is justified by (30). Letβ = β/ √ 2 k ∈ I j . Becauseβ ∈ [y min , y max ], the line y =β intersects the parallelogram P ε , as shown in the figure below. Let x 0 = min{x | (x,β) ∈ P ε } and x 1 = max{x | (x,β) ∈ P ε }, and note that
Now we can use Corollary 19 to find
. Note that these two intervals are of size 2δ and ∆, respectively, so that the use of Corollary 19 is again justified by (30). Furthermore, writing α = a + b √ 2 and β = c + d √ 2, Corollary 19 permits us to choose a odd if c is even, or vice versa. Letα = α/ √ 2 k , and letû =α +βi. It is now trivial to show thatû is a candidate. Indeed, sinceα ∈ [x 0 , x 1 ], we have thatû ∈ P ε ⊆ R ε by construction. Also, note that, by construction, (α
Finally, we already remarked that a + c is odd. Since we have found a distinct candidate for each j ∈ {0, . . . , n − 1}, there exist at least n candidates; moreover, the construction of the jth candidate is clearly algorithmic.
The main algorithm 7.1 Approximating a z-rotation
We are now ready to put together the results of earlier sections to obtain an algorithm for approximating R z (θ) up to ε, using only gates from the single-qubit Clifford+T group. 
and attempt to use the method of Theorem 12 to find t ∈ Z[ω] with t † t = ξ. If this fails, continue with the next candidate. If it succeeds, the operator
is the desired ε-approximation of R z (θ). Use the Kliuchnikov-Maslov-Mosca exact synthesis algorithm [12] to convert U to a sequence of Clifford+T gates; optionally, reduce the sequence of gates to Matsumoto-Amano normal form [6] . Output: the sequence of gates.
Remark 24. It is not necessary to limit the generation of candidates to the particular set of n candidates identified in Theorem 22. Instead, one can simply generate candidates at random until a solution is found.
Remark 25. Although the method of Theorem 12 will usually only work when p = ξ • ξ is prime, Algorithm 23 requires no explicit primality test. Instead, one can simply perform the method of Theorem 12 under the optimistic assumption that p is prime. In the worst case, this may yield a t that is not a solution, but this can be easily checked after the fact. Some slight care is needed to ensure that the probabilistic algorithm from Remark 11, for finding a square root h of −1 modulo p, does not get into an infinite loop when p is not prime. For this, it is sufficient to limit the number of iterations of this algorithm to some small number, say 1 or 2. If p is indeed prime, this will still yield h with high enough probability; in the worst case, some prime candidates will be unnecessarily rejected.
Approximating arbitrary gates
To approximate an arbitrary gate U ∈ SU(2), first decompose it via Euler angles as
; each rotation can then be approximated separately, say up to ε/3.
Remark 26. If one includes, as we did, only global phases of the form ω j in the Clifford group, it is of course not possible to approximate unitary operators of arbitrary determinant, using only single-qubit Clifford+T gates. Since the determinant of every Clifford+T operator is a power of ω, an operator U ∈ U(2) can be approximated to arbitrary ε if and only if det U is also a power of ω. Otherwise, U can only be approximated up to a global phase. If we include arbitrary global phases in the Clifford group, then of course all operators can be approximated.
Complexity analysis 8.1 Gate complexity
Fact 27. Let U be a single-qubit Clifford+T operator with denominator exponent k > 0, and let n be the minimal T -count of U . Then 2k − 3 n 2k.
Proof. By induction on the Matsumoto-Amano normal form of U ; see Theorem 7.10 of [15] .
Since the matrix U constructed by Algorithm 23 has denominator exponent k, it follows by Fact 27 that the approximation of a z-rotation uses T -count at most 2k, or K + 4 log 2 (1/ε), where K ≈ 10.09. The approximation of an arbitrary element of SU(2) requires three z-rotations, so the T -count is K + 12 log 2 (1/ε), where K ≈ 30.26.
Remark 28. Rotations about other "easy" axes, such as x-rotations or y-rotations, can of course also be approximated with the same T -count as a z-rotation, as they differ from a z-rotation only by Clifford operators. More generally, rotations of the form V R z (θ)V † , where V is a fixed Clifford+T -operator, can be approximated with T -count K + 4 log 2 (1/ε), where K is a constant depending only on V .
Time complexity
Most parts of the algorithm are computationally straightforward; for example, the generation of candidates, and the various ring operations required for Theorem 12, can all be done with integers of length O(k). The arithmetic operations, such as addition, multiplication, division, etc., require no more than O(k 2 ) elementary steps each, and there are O(k) arithmetic operations to perform.
The dominant complexity question is how many candidates must be generated before a solution is found, and indeed, whether a solution will be found at all. Here, we must make an assumption about the distribution of primes:
Hypothesis 29. For a randomly chosen candidate, the probability that p = ξ
• ξ is prime is asymptotically no smaller than for general odd numbers of comparable size.
We note that for a candidateû = u/ √ 2 k , we havê
and thus
Also, ξ
By the prime number theorem, a randomly chosen odd p in this range has probability
of being prime; by Hypothesis 29, at least the same probability holds for a randomly chosen candidate. On the other hand, there are n = ⌊
candidates available, so asymptotically, a prime will be found with certainty. The expected number of top-level iterations of Algorithm 23 until a solution is found is O(k). Therefore, under Hypothesis 29, the overall runtime of the algorithm is no more than O(k 4 ) = O(log 4 (1/ε)). A sharper bound could probably be derived by a more sophisticated analysis.
We also note that, due to its randomized nature, and because each candidate is chosen independently, the algorithm can easily be parallelized.
Seeding
While the above discussion concerns the asymptotic case, one may wonder whether for particular values of ε and θ it may happen, by unlucky coincidence, that none of the available candidates are prime. In practice, this never seems to be the case, as primes are always found quite quickly. However, in theory, we may avoid this situation by the method of seeding: Instead of approximating R z (θ) directly, we may choose a random angle ("seed") φ, approximate both R z (φ) and R z (θ − φ) to within ε/2, and finally compute R z (θ) as R z (φ)R z (θ − φ). If a particular seed seems to yield no prime candidates in a given number of iterations, one can simply try a different seed.
The seeding method for z-rotations has the disadvantage that it approximately doubles the T -count, from K + 4 log 2 (1/ε) to K + 8 log 2 (1/ε).
In the approximation of an arbitrary gate U ∈ SU(2), a different seeding method can be used, which only increases the asymptotic T -count by a small additive constant. Namely, let the seed be some randomly chosen Clifford+T operator V of fixed and relatively small T -count. We can then use the algorithm to approximate U V −1 , and multiply the final result by V . The gate complexity, in this case, is unchanged at K + 12 log 2 (1/ε).
It must be emphasized, once again, that seeding is only of theoretical interest, to ensure expected termination of the algorithm under a hypothetical worst-case scenario. In practice, it does not seem to be required.
Lower bounds
As mentioned in the introduction, K + 3 log 2 (1/ε) is an easy lower bound for the T -count of a Clifford+T approximation of some arbitrary operator in SU(2) up to ε. Specifically, Matsumoto and Amano showed that there are precisely 192 · (3 · 2 n − 2) distinct single-qubit Clifford+T -circuits of T -count at most n [6] . Since SU(2) is a 3-dimensional manifold, it requires Ω(1/ε 3 ) epsilon-balls to cover. The resulting inequality
immediately implies
This means that there is some universal constant K such that for every ε, there exists some operator U ∈ SU(2) that cannot be approximated up to ε with T -count less than K + 3 log 2 (1/ε). In fact, (35) implies that the proportion (in the Haar measure, say) of operators that can be approximated with T -count K + 3 log 2 (1/ε) − k is at most O( 1 2 k ), so that "most" operators require T -counts that are close to or above the lower bound.
However, like all lower bounds, this must be understood with a grain of salt. For example, the set of z-rotations only forms a 1-dimensional submanifold of SU(2), so it is not a priori clear that the lower bound of K + 3 log 2 (1/ε) also applies to z-rotations.
We now prove a sharper lower bound, which applies to z-rotations in particular.
Theorem 30. Let K ′ = −9. Then for all ε > 0, there exists an angle θ such that every ε-approximation of R z (θ) by a product of Clifford+T operators requires T -count at least K ′ + 4 log 2 (1/ε).
Proof. Let ε be given. If ε 1/2, then K ′ + 4 log 2 (1/ε) is negative, so there is nothing to show. Assume, therefore, that ε < 1/2. Let φ = sin −1 ε, with 0 < φ < π/6. Let θ = −2φ, so that z = e −iθ/2 = e iφ . We note the shape of the 
Overclocking
It is in the nature of Algorithm 23 that k is chosen at the very beginning; the final sequence of gates will have T -count very close to 2k. This behavior is different from that of search-based algorithms, which would typically try shorter decompositions first, and then gradually move to longer ones. In practice, many of the approximations and estimates in the above proofs are conservative; it is often possible to choose a smaller k than that prescribed by the algorithm, and still obtain a decomposition. We refer to this technique as "overclocking" the algorithm, by analogy with the practice of running microprocessors at higher clock speeds than they were designed for, and hoping for the best.
Let us first consider the effect of overclocking by a small additive constant, i.e., decreasing the value of C in Algorithm 23 by some fixed amount, independently of ε. This decreases the width of the ε-region by a fixed multiplicative factor, which means that some choices of β (in Theorem 22) will no longer yield a successful solution for α. However, the proportion of β for which an α can be found will be asymptotically independent of ε, so that the algorithm will still yield a solution, albeit with a longer running time. In summary, the asymptotic effect of overclocking C by a fixed additive amount is to increase the runtime by a fixed factor, while neither affecting the validity nor the big-O time complexity of the algorithm.
A more interesting question is whether the algorithm can be modified to allow overclocking by a multiplicative factor; in the ideal case, one might even hope to achieve approximations with T -count K +3 log 2 (1/ε), for most angles θ. As it is currently stated, the algorithm will not work well for multiplicative overclocking, because the ε-region will then be much too thin to expect to find candidates for a reasonable fraction of y-coordinates β. However, the area of the ε-region scales as ε 3 , and since the density of grid points scales as 4 k ∼ 1/ε 3 , one still expects, on average, to find a constant number of candidates in the ε-region. This assumes that the angle θ is sufficiently general, so that the ε-region is not aligned with the orientation of the underlying k-grid, so that the lower bound of Theorem 30 can be avoided. It would be an interesting optimization to refine Algorithm 23 to be able to take advantage of such sparsely populated ε-regions, but the details are left to future work.
Experimental results
Algorithm 23 has been implemented in the Haskell programming language, and is available from [16] . Table 1 summarizes the results of approximating R z (π/128) up to various ε, using one core of a 3.40GHz Intel i5-3570 CPU.
We may note that the runtime per candidate increases predictably, and polynomially, with decreasing ε, due to the increasing size of the integers and real numbers that must be operated upon. The number of candidates tried per run of the algorithm is approximately proportional to k, which is expected according to (34). This lends some empirical evidence to the validity of Hypothesis 29.
Note that we obtained a decomposition with accuracy ε = 10 −100 , using only 1338 T -gates. By comparison, the Solovay-Kitaev algorithm with comparable T -count achieves less than ε = 10 −10 [12, Table 2 ].
As an example, here is the decomposition of R z (π/128) up to ε = 10 −10 : 
Conclusions
We have given the most efficient algorithm to date for decomposing an element of SU(2) into a product of Clifford+T gates, up to arbitrarily small ε. The algorithm performs well both in theory and in practice, easily achieving decompositions up to ε = 10 −100 using T -counts of less than 1400. Like the recent ancilla-based algorithm by Kliuchnikov, Maslov, and Mosca [9] , our algorithm is based on solving a Diophantine equation. Although both algorithms achieve the same optimal asymptotic big-O complexity, the gate decompositions resulting from our algorithm are shorter (by a constant, but non-negligible factor) than those that can be achieved by the Kliuchnikov-Maslov-Mosca approximation algorithm.
