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Abstract The paper presents two neural based controllers
for the computer car racing game. The controllers represent
two generations of neural networks—amultilayer perceptron
and a spiking neural network. They are trained by an evolu-
tionary algorithm. Efficiency of both approaches is experi-
mentally tested and statistically analyzed.
Keywords Computer game controller · Spiking neural
network · Multilayer perceptron · Evolutionary algorithm
1 Introduction
Neural networks (NN) are widely applied in many areas
because of their ability to learn.
Controllers for various devices are examples of their suc-
cessful application. In the context of this paper the project
ALVINN was one of the first fruitful controller based on a
neural network approach. It learns to control a vehicle by
observing live sensor data as a human drives the vehicle. The
classic multilayer perceptron (MLP) neural network trained
using backpropagation method was applied. The project,
started in early 90-ties. The input to ALVINN were 30 × 32
images taken by a camera connected to a digitizer. This tech-
nique was further developed by other researchers, eg. the
paper (Oh et al. 1998) presents application of reinforcement
learning. The work (Cao et al. 2007) describes the controller
which comprises a MLP and a radial basis function (RBF).
The MLP network is used to adjust the parameters of the
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controller on-line. The RBF network is used to establish a
nonlinear prediction model. In the recent paper (Zheng et al.
2013) the impact of heavy vehicles on lane-changing deci-
sions of following car drivers has been investigated, and the
lane-changing model based on two neural network models is
proposed.
Computer games can be perceived as a virtual representa-
tion of real world problems, and they provide rich test beds
for many artificial intelligence methods. An example which
can be mentioned here is successful application of multi-
layer perceptron in racing car computer games, described for
instance in Ebner and Tiede (2009) and Togelius and Lucas
(2005). Inspiration for our research were the results shown in
Yee and Teo (2013) presenting spiking neural network based
controller for racing car in computer game. This study has
shown that cars controlled by evolved spiking neuron mod-
els could perform well and they demonstrated sophisticated
driving behaviors.
The aim of our research was to check whether spiking
neural network based car controller outperforms those based
on the classic MLP in comparable conditions. The paper dif-
fers from the approach described in Yee and Teo (2013) in
that, apart from NN weights, parameters of spiking neural
model are evolved also. Our racing game is built on purpose
of the research referring to the neural based controllers. We
performed also a statistical comparison of the results of both
types of controllers.
The paper consists of six sections. Section 2 presents
related works. In Sect. 3 a short description of MLP and
spiking networks are presented. In Sect. 4 the basis of evo-
lutionary algorithms used to train both types of neural net-
works is briefly described. Section 5 presents the details of
the developed Neural Racing game and methods applied in
the system. The experimental results are shown in Sect. 6.
Summary concludes the paper.
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2 Related works
In the literature we can find many papers devoted to the con-
trollers in games which are based on neural networks. The
paper (Charles and McGlinchey 2004) presents a general
survey of neural networks applied to computer games. A
short survey of neural-based agent approaches in computer
games is included in Qualls and Russomanno (2009). These
agents have the ability to overcome some of the shortcom-
ings associated with implementing classical AI techniques
in computer game design. Neural networks can be used in
many diverse ways in computer games ranging from agent
control, environmental evolution, to content generation. The
paper (Togelius and Lucas 2005) describes the evolution of
controllers based on neural networks for racing a simulated
radio-controlled car around a track, modelled on a real phys-
ical track. Cardamone et al. (2009) claim that online evolu-
tionary learning of a fast controller from scratch can effec-
tively improve the performance achieved during the learning
process.
Most projects mentioned so far used typical multilayer
perceptron networks that are example of second generation
of neural networks. Spiking neural networks fall into the
third generation of neural network models, which increase
the level of realism in a neural simulation. They are more and
more popular in developing controllers for robots (Lee and
Hallam1999; Floreano andMattiussi 2001;Wang et al. 2008;
Huemer et al. 2009; Mitic and Miljkovic 2014). The paper
(Batllori et al. 2011) describes a sequence of experiments
in which a neural network based controller was evolved.
The task was light-seeking while avoiding obstacles. The
paper (Hagras et al. 2004) proposes adaptive genetic algo-
rithm to train spiking neural network. Bouganis and Shana-
han (2010) present a spiking neural network architecture
that autonomously learns to control a 4 degree-of-freedom
robotic arm. As it was mentioned, in our research we were
inspired by the paper of Yee and Teo (2013), but we were
focused on the comparison of both types of controllers in the
same environment.
3 Neural networks
Information processing performed in artificial neural net-
work imitates processes in human brain. When we speak
about neural network the following elements are essential: its
architecture (the way the neurons are connected), the model
of a single neuron and a learning rule. The first model of a
nerve cell was proposed by Pitts and McCulloch. It was very
simple. A step function was implemented as its activation
function, so on its outputs only 0 or 1 was produced. It is
the first generation of neural networks. The main problem
with these networks was a lack of training rule that would
Fig. 1 Feedforward, two layered neural network architecture
allow to use more complex networks. The second generation
of neural networks was started with backpropagation learn-
ing rule elaboration. It needs a differentiable activation func-
tion therefore a continuous activation function is necessary
in such a model. In order to simulate processes existing in a
human brain in more adequate way spiking neural networks
were proposed. They can be also trained using the backprop-
agation method. The evolutionary approach to train NN is
very useful when there is no possibility to acquire desired
output for a given input pattern, as it is needed in backprop-
agation training method.
3.1 MLP neural networks
MLP neural network with the sigmoidal or hiperbolic tan-
gent activation function is the most popular network in var-
ious applications. It consists of layers of neurons. There are
no connections between neurons in the same layer. Neurons
between neighboring layers are fully interconnected. Infor-
mation is processed from the input layer to the output layer.
The architecture of such a network with one hidden layer is
shown in Fig. 1.
Neurons in the input layer distribute information only.
Sometimes they do a specific function, like normalization
or scaling. A typical neuron model in a hidden or an output
layer is presented in Fig. 2. It performs two operations.
First, it calculates the net input by summing up all
weighted input signals xi (Eq. 1).
Fig. 2 Themodel of a neuronused in thefirst and the secondgeneration
of neural network
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Next, the activation function f produces the output y as fol-
lows:
y = f (net). (2)
In our system hyperbolic tangent was implemented as the
activation function. The function is presented in Fig. 3.
Training of neural network relies on iteratively adjust-
ing weights. The most popular neural network training—
backpropagation method, assumes that for each input the
desired output is defined and the error between current output
and desired one is the basis for weight change. In the case
when the desired output is not known evolutionary approach
can be applied.
3.2 Spiking neural networks
Spiking neural networks are characterized by high realism
(Gerstner and Kistler 2002; Maass and Bishop 1998). Vari-
ous models of spiking neuron offer different level of close-
ness to nervous cell. In our system we applied the Izhikevich
model as a compromise between relatively small computa-
tion requirements and high biological accuracy. In spiking
Fig. 4 The parameters of Izihikevich neuron model
networks the current activation level (modeled as some dif-
ferential equation) is normally considered to be the neuron’s
state, with incoming spikes pushing this value higher, and
then either firingor decayingover time.The Izhikevichmodel




= 0.004v2 + 5v + 140 − u + I (3)
du
dt
= a(bv − u) (4)
if v ≥ 30mV then
{
v ← c
u ← u + d (5)
where a, b, c, d are parameters of the model. They are
explained in the Fig. 4 (Izhikevich 2003). I is the neuron
current, v is the potential of neural membrane and u is the
variable which affects membrane reset. When the potential
reaches 30 mV, v and u variables are going to change accord-
ing to the expression 5. A proper choice of the parameters a,
b, c, d is crucial for modeling and for successful application
of the model. Various coding methods exist for interpreting
the outgoing spike train as a real-value number, either rely-
ing on the frequency of spikes, or timing between spikes, to
encode information.
Architecture of a spiking neural network can be diverse.
In the Neural Racing system the feedforward network archi-
tecture with one hidden layer is assumed (Fig. 1). Generally,
as we mentioned before, the backpropagation method can be
also applied to train spiking neural networks, but the desired
outputs and special encoding information is needed in this
case. Therefore, we used evolutionary algorithm to train the
network.
4 Evolutionary algorithm
In this section the evolutionary algorithmapplied to train both
types of networks will be presented. The general idea behind
this technique is as follows (Michalewicz 1992). An initial
population of individuals (encoded solutions) is created ran-
domly. Then, each individual is evaluated by computing the
fitness function value. Based on the fitness some of the can-
didates are chosen to seed the next generation by applying
mutation and crossover operations. The crossover operation
relies on genes exchange between parents with the assumed
probability. Mutation acts on one individual and it relies on a
random change of a gene value with the assumed probability.
Operation of mutation and crossover create individuals of a
new population. This process is iteratively executed until a
candidate with an assumed fitness function value is found or
other stoping criteria are satisfied.
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5 Neural Racing game
It is difficult to compare the spiking and the MLP neural
network based controllers analytically, because they have
embedded randomness in their performance. To achieve the
goal of our research (comparison of both types neural con-
trollers), it was necessary to build a system where their effi-
ciency could be experimentally tested. As a test bed envi-
ronment the computer game Neural Racing with racing cars
was implemented. For simplicity, we assumed that interac-
tions between competitors will not be included in the system.
It means that ability to overtake or to defend current position
of a car is not considered. Cars do not clash. The only embed-
ded controller skill is faultless and fast driving on a race track
circuit. A player races against other virtual opposing cars.
5.1 Game characteristics
The idea of the game relies on Rallycross competitions. A
racetrack characterizes by various paving. Some parts are
covered with asphalt, and partially with a layer of gravel.
Players compete by driving race cars. The game was written
in C++. It was developed for research reasons that is why the
tasks connected with visual aspects refer only to:
– racetrack,
– race cars control by players,
– interface elements.
Figure 5 shows an exemplary screenshot of the game inter-
face. In Fig. 6 three developed racetracks are shown. They
are presented as 2D bitmaps but they are entrenched in 3D.
5.1.1 Game physics
The physical model of the game was designed and imple-
mented by the authors. Making turns depends on the car
speed and the road base (asphalt or gravel). The simula-
Fig. 5 Screenshot from the developed Neural Racing game. Elements
of the interface are shown: tachometer and speedometer (right bottom
corner), crossing times (top right corner) and visualisation of player
action (top left corner)
tor reflects a basic reaction of the extremal driving. Abrupt
braking can cause blocking wheels and the car can fall out
the road. Overuse of an accelerator during a turn manoeu-
vre frequently ends with a skid and vehicle diversion. As we
mentioned before, the game is no-frills. The interface enables
to make a decision referring to a turn action:
– maximally turn right,
– maximally turn left,
– drive straight.
While controlling a driving direction, the player can also:
– accelerate maximally,
– brake maximally,
– not use brake nor accelerator.
The interface does not allow for precise speed regulation
and setting turn level. The gearbox is automatic. Pressing
Fig. 6 Three racetracks implemented in the Neural Racing game
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Fig. 7 Force Fki of wheel i . The starting point of the force vector is
always on the top of wheel. Its value is equal to the product of wheel
radius r and torque of wheel i
gas pedal while stopping causes reverse driving. Detection
of collision with bands is implemented by checking whether
a point located on the vehicle buffer crosses one of the outer
soft shoulder. Each type of track paving characterises by a
specific grip parameter and rolling resistance. A sideway has
a small road adhesion. It limits the speed to 48 h/km on such
surface. In this way it bridges the advantages resulting from
shortening the road by using the sideway.
A value of the car speed is calculated on the basis of the
physical model and is normalized. To define a car speed sim-
plified assumption was introduced. The motion is reciprocat-
ing. The instantaneous car speed dv is then defined by the
differential equation:
dv = a dt (6)
where: a is acceleration; dt is the time interval between cal-
culation steps. Acceleration is assessed on the basis of the
following equation:
a = Fk − Fo
m
(7)
where m is car mass; Fo is a force resulting from rolling
resistance, while Fk is a sum of forces produced by each
wheel during car accelerating or braking, i.e. Fk = Fk1 +
Fk2+Fk3+Fk4 (Fig. 7). The car ability to corner depends on
its speed and pavement. To increase realism some principles
were introduced that define how the car should behave in
a given circumstance. The designed simulator enables basic
reaction of the racing car during extreme car driving. Too
precipitate braking can cause blocking wheels and prolaps-
ing a racetrack. Overusing a gas pedal while turn results in
slipping car and its rotation.
5.2 Neural car controllers
In theNeural Racing system there are two car controllers: the
first one is based on the classic MLP neural network (with
hyperbolic tangent activation), the second one is based on the
spiking neural network, which has the architecture similar to
the MLP NN (Fig. 1). For both types of controllers the input
and output information is the same. The input data deliver
information necessary to take a decision how to drive, which
is made upon:
– car speed,
– location of track edges,
– the optimal racing line.
A racing human driver makes his driving decisions on the
basis of what he sees mostly. In the case of Neural Racing
game, being inspired by Togelius and Lucas (2005, 2006),
cars are equipped with sensors detecting track edges. Visu-
ally, they are presented in Fig. 8. As it can be noticed, the
action of the sensor depends on the place where the car is (ie.
road or roadside).
The sensor measures the distance to the cross point with
a detected object. The radius of sensing is equal to 80 m.
If the distance to the object is longer than the radius, it is
not detected. If the car is on the roadside a measurement is
made in reference to the opposite road edge. On this basis the
controller receives information how to return on the road.
As show the results from the work Yee and Teo (2011),
neural network is not able to learn how to optimally surmount
turns for more complicated tracks. It has a tendency to move
across the track center. The optimal racing line is created
by a trajectory resembling a circle with radius as large as
possible (Fig. 9a). It enables a high speed on the way out
of the turn. Similarly, it is necessary to shorten the road by
driving closely to the turn apex in Fig. 9. The prediction of
the optimal point on the tracing line is defined in reference
to the current speed of the car. The rule is that the higher the
car speed is, the further point on the line is chosen.
Adjustment to the mentioned above rule is a key element
in obtaining good results on a racetrack. Therefore the deci-
sion about developing racing line was made. It was created
on the basis of one lap performance by an advanced human
player. During the drive, a car position was recorded every
70 ms. These points assign in advance the desired direction
of a drive for the controller. The point on the desired drive
direction is chosen in relation to the current speed of the car.
Fig. 8 The sensor action detecting track edges depends on the place
where the car is a on the track, b on a roadside
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Fig. 9 a The optimal trajectory for the corner (dotted) and way that
usually controllers go when they use only distance and speed sensors
(dashed). b Describes how to get a deviation angle. β is an angle
between vectors: d directed to the optimal trajectory and s the cur-
rent velocity vector. The point on the optimal trajectory is chosen in
relation to the current car speed
The angle β is given to the controller (Fig. 9b) as an input.
It defines how far is the current velocity vector s from the
optimal trajectory d.
Localization on the border is measured by sensors, so the
number of inputs referring to this information depends on the
sensor number and will be set experimentally. Maximally, 14
sensors is considered. Their localization is shown in Fig. 10.
5.3 The spiking car controller
The controller is implemented on the basis of NeMo open
source code. The neural network architecture is two layered
feedforward, as it is shown in Fig. 1. Each neuron in the
hidden and output layers behaves according to the Izhikevich
model. As a NN input the following information is given:
– speed,
– localization of the road border,
– deviation from the racing line.
Fig. 10 The tested sensor configurations
Encoding information for a spiking neural network is cru-
cial for its performance. In order to choose the best suited
encoding method, in the Neural Rally system four encoding
methods are implemented.
The first one is rate coding which assumes that the input
value (stimulus) is proportional to the firing rate of a neuron
(Fig. 11, part 1). We call it further single encoding.
The second one is based on the idea from Florian (2006).
It uses two neurons, (Fig. 11, part 2), one of them encodes
information by rate coding in the way similar to the single
encoding method. Its complementary neuron encodes infor-
mation in a reverse way (as the encoded value rises, the fre-
quency of the firing decreases).
The third method is called double encoding (Wiklendt et
al. 2008). It enables encoding negative values of angles. It
needs two neurons. The neurons will be called a and b. If the
input value x ∈ [−1, 1] is positive, then neuron a produces
spike as in the single encoding method and neuron b does
not produce any stimulation. If the value x is negative there
is an opposite situation, neuron b creates a spike and neuron
a is inactive, (Fig. 11, part 3).
The last tested method assumes that the range [A, B]
of input data values is divided into n equal subsets. In this
method n neurons are used to encode one value (Dzienkowski
andMarkowska-Kaczmar 2010).Depending onwhich subset
the value belongs to, the appropriate neuron generates spikes.
Other neurons are inactive. We will refer to this method as
one of n encoding.
The controller produces on the outputs information refer-
ring to two actions:
– turn direction,
– speed regulation.
After preliminary tests that are not described here, each of
these actions is encoding on two output neurons (a and b),
so together we have four neurons (double encoding). Intu-
itively, if neurons a and b have the same output values with a
given precision, then the car should move straight. The pre-
cision is defined by a threshold value l, which is adjusted
experimentally. More precisely, spikes are counted on each
neuron in the time window T = 100 ms. As a result the spike
numbers sa and sb are defined. If
sa
sb
> l, then the car turns
left. If sbsa > l then the car turns right. In other case the car
moves straight. Similar solution is applied to speed regula-
tion. The threshold is adjusted experimentally. According to
our experimental study, the best value of l is equal to 1.5.
In the system for the research purpose, there is a possibility
to choose which values of parameters will be searched by
the evolutionary algorithm during training. It is possible to
train only weights, weights and neuron delays, weights and
neuron parameters and all weights plus parameter values. For
all mentioned cases the appropriate chromosomes referring
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Fig. 11 The encoding methods
to one neuron are presented in Fig. 12. A whole genotype
consists of as many chromosomes as many neurons exists in
the network. The initial values and ranges for each parameter
are given in Table 1. The values for parameters a, b, c, d of
the Izhikevich model come from Izhikevich (2003).
In order to evaluate individuals in the current popula-
tion in each generation the parameters from individuals were
decoded and recorded in the neural network, which was then
tested as a controller on the racetrack 1. The fitness value
is assumed as a sum of points collected by the car during
the points. The car driving on the racetrack raises the points
increasing its fitness function value. Additionally, there are a
couple of rules that decreases the fitness function value. One
of them is the collision of a car with the band. In this case the
race is broken and there is no possibility for further increase
of the fitness value. The penalty points are given, if:
– the car center of gravity goes beyond the track bound-
aries,
– the car moves with a speed less than 1 m/s.
In consequence, if the sumof penalty points is higher than 50,
then the test is also broken. This value was adjusted exper-
Fig. 12 Chromosome schemes representing various parameter sets
searched by evolutionary algorithm for the ith neuron with P inputs;
In the scheme w represents weights, a, b, c, and d refer to the para-
meters in the Izhikevich model of a neuron, di P means delay on the
ingoing connection
imentally. Its role is on the one hand to force controllers to
move a car dynamically, committing a small offence during
a race, but on the other hand to make certain that the race
will be finished.
As soon as all individuals have a fitness value assigned,
a new generation of individuals is created. In the sys-
tem, for the experimental purpose, two selection methods
are implemented—the rank method and the roulette wheel
method. The system offers two operators—mutation and
crossover. A mutation operator can be used as one from two
implemented options:
– Linear mutation changes a current value g of the gene
with the assumed probability pmut to the new value g →
g·(1+Rand·smut), whereRand is pseudo randomnumber
from the range [−1, 1]; smut is a mutation coefficient.
– Nonlinear mutation is a change of the current value g
to the new value g → g + (RandP ∼ N (0, 1) · smut);
where: smut is a mutation coefficient, RandP ∼ N (0, 1)
is an argument of Gaussian function randomly chosen
from [−rmut, rmut].
Crossover is implemented as uniform one. This operation
allows to exchange corresponding gene values between
two chromosomes of individuals. It is performed with the
assumed probability pcross. Offspring individuals inherit
characteristics of both parents. Elitism is used. It protects
the best individuals against destruction.
The evolution is stopped when the results are satisfying
or the generation limit is achieved.
5.4 The MLP based car controller
In order to fair compare both neural network solutions, the
MLP architecture was similar to that chosen for the spik-
ing network and its parameters were carefully adjusted. A
kind of input information delivered as inputs is the same as
for spiking neural network. More precisely, it is: data refer-
ring to the speed, deviation from the optimal racing line and
information from sensors. They are presented as numbers for
the MLP network. The NN outputs give information about
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Table 1 The assumed initial,
min and max parameter values
for chromosomes
Parameter Weights Delay a b c d
Initial value −15; 15 1 0.02 0.2 −65 2
Min value −2000 1 0.01 0.121 −70 0.003
Max value 2000 2000 0.12 0.3 −45.1 9
a turn and the proposed speed of a car. They were encoded
on two or four output neurons. The number of hidden neu-
rons is set experimentally depending on the number of inputs
and output neurons. The network was trained using the same
evolutionary algorithm as for spiking NN. The structure of a
chromosome is shown in Fig. 12. In this case only weights
are encoded.
6 Experimental study
In this section the experiments evaluating the proposed two
controllers will be presented. First, we will shortly describe
adjusting the training parameters of neural networks, their
architecture and the number of sensors. The number of sen-
sors assumed in the experiments, as well as the parame-
ter values of evolutionary algorithm, were chosen on the
basis of spiking neural network controller, first. Then, after
some experiments evaluating these values forMLP,which are
skipped in this paper, these parameter values were applied in
further experiments for controllers based on both networks.
In the experiments, the controllers were trained on the race-
track no 1 presented in Fig. 6. The first racetrack character-
izes by relatively high number of turns and varied pavement.
The second and third racetracks were used to evaluate the
controllers. They differ much from the first one. The second
racetrack composes of specific turns that do not exist in the
first one. The third one is relatively easy. There exists only
two left turns that do not require a reduction of a high speed.
The final result of NN training depends on the initial weights
that are set randomly. Therefore experimentswere performed
several times with the same values of the training parameters
(starting from various initial weights). From each run of evo-
lution the best individual with the highest fitness value mbest
was chosen. In order to generally assess the population, the
average value sav of the fitness function of the population
was calculated.
Bellow are described themost interesting experiments and
those making significant development of the Neural Racing
game.
6.1 Experiment 1. The influence of a sensor configuration
on the fitness values
In this experiment only information from the sensors and
about the car speed was given as an input to the neural net-
work. The input data were encoded using the single encoding
method. The configurations of sensors, presented in Fig. 10,
differ in the number of sensors and their angle settings. The
experiment was repeated five times only, because of the rel-
atively high number of tested sensors and the time required
for one test. To give the reader a rough idea about the time
required for one testwe can say that in average it lasts approx-
imately 1.4 h for 300 generations of genetic algorithm on PC
computer with: CPU-Intel Celeron G550, RAM-4 GB 1,333
MHz and GPU: Intel HDGraphics. Only the nonlinear muta-
tion was used as a genetic operator. A crossover operator was
not applied. The details referring to the parameter values of
the evolutionary algorithm are shown in Table 2.
Figure 13 presents the influence of the sensor configura-
tion on the achieved results, which were measured by fitness
values. It is worth mentioning that with an increase of the
number of sensors the number of weights in the network,
which have to be adjusted, rises. Therefore configurationwith
a small number of sensors achieved better results in the initial
phase of evolution.
Contrary to the initial feeling, an increase of the num-
ber of sensors not necessarily gave improvement of a fit-
ness function value. The results strongly depended on where
the sensors were directed. The best was fourth configura-
tion where four sensors were in the front of a car (Fig. 10).
In average (Fig. 13, part 1), the configurations: 4, 5, 6, and
15 give similar results, although 5 and 15 (Fig. 13, part 3)
have similar and small values of standard deviation. So, they
could be thewinners in the range of tested configurations.We
can explain this fact in the following way. Neural network
inputs should be as much as possible informative. When the
delivered input is not relevant to the problem solved by a
neural network, it is treated as a noise that disturbs the net-
work in a proper performance. In the tested racetracks there
are much more right turns than the left ones, so probably
Table 2 The parameters of the evolutionary algorithm in the Experiment 1
Generation no Individual no Selection method Unchanged no of indiv. pcross Type pmut rmut smut Chromosome version
300 100 Ranking 50 0.0 Nonlin. 1.0 14 30 Weights
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Fig. 13 The influence of sensor configuration on the fitness value
the righ-side sensor in configuration 5 helps to overcome
right turns. On the other hand the configuration 15 has the
straight-ahead sensor that can help to predict road in a better
way.
6.2 Experiment 2. The influence of the input information
encoding
During this experiment the neural network receives full input
information, ie. apart from the speed of the car and its location
on the road as in the Experiment 1, the deviation from the
racing linewas delivered also. The aim of the experiment was
searching for the best method of input information encoding
for this attribute. The experiment was repeated ten times for
each setting. The double encoding and one of n methods
were considered for deviation encoding, because they offer
easy mapping negative values. The first method needs two
neurons and the second one eight input neurons to encode
the deviation from the racing line. The sixth configuration of
sensors was applied. Other values of parameters are the same
as in Experiment 1.
It is worth noticing that introducing deviation from the
racing line deserved consideration. Essential improvement of
the results was observed. A car moved closer to the optimal
racing line what caused the speed growth while turning but
on the straight segments the car did not use the maximal
speedup. The speed constantly oscillated around 80 km/h.
It allows to make a turn without pressing a brake. Figure
14 shows the fitness values and standard deviations for both
considered encoding methods for deviation from the racing
line. It is difficult to notice a dominant method. The double
encoding seems to be more favourable. It needs less input
neurons to encode information. Therefore it will be used in
the further tests.
6.3 Experiment 3. The influence of evolutionary algorithm
parameters
In this experiment we tested various evolutionary algorithm
settings. Here we will describe four representative configu-
rations, presented in detail in Table 3. Two types of selec-
tion methods were considered. Nonlinear mutation was used
Fig. 14 The influence of the deviation angle encoding method on a fitness value
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Table 3 Four representative
configurations of evolutionary
algorithm tested in Experiment 3
No. Selection method No. of elite indiv. pcross Mut. type. pmut rmut smut
1 Ranking 50 0.0 Nonlinear 1.0 14 30
2 Roulette 3 0.0 Nonlinear 1.0 14 30
3 Ranking 50 1.0 Linear 0.05 – 2
4 Roulette 3 1.0 Linear 0.05 – 2
without crossover. The parameter values referring to the
genetic operations were chosen on the basis of preliminary
experiments. The experiment was repeated ten times. The
results of this experiment are presented in Fig. 15. There is
noticeable fitness value improvement for the best individuals
when using crossover and the linear mutation. There is also a
visible change in car driving in this case. The controller has
a higher speed on the straight segments. Releasing the gas
pedal in turns was sufficient for adequate speed decreasing.
Unfortunately, these observations were noticed only in some
runs. The results were not stable and high standard deviation
can be observed in Fig. 15.
6.4 Experiment 4. Testing ability of the evolutionary
algorithm to adjust weights and parameters of neurons
Heretofore the evolutionary algorithm was applied to search
neural network weights. It means that the first scheme of the
chromosome (Fig. 12) represented an individual. In the cur-
rent experiment other developed chromosomes, with delay
parameter and neuron parameters encoded, were tested. It
was preluded by several experiments which aim was adjust-
ing parameters: smut for various synaptic delays and neuron
parameters in the Izhikevich model—a, b, c, d. The spe-
cific parameter values in this experiment were as follows:
selection method—roulette, pcross = 1.0; mutation linear,
pmut = 0.05 (Table 4).
As it can be noticed in Fig. 16, adjusting parameters by
the evolutionary algorithm has a very positive impact on the
stability of achieved results. The standard deviation is smaller
than for adjusting weights only. The fitness value of best
individuals increases also.
Progress in driving is noticeable while using chromo-
somes weights-abcd and weights-delays-abcd. The lesser
number of errorswhile driving characterizes such controllers.
Delayed braking and improper driver reaction on skidding
appear occasionally. Having this in mind, in the next exper-
iments chromosome encoding weights, delays and a, b, c, d
parameters was chosen.
6.5 Experiment 5. Comparison of spiking and MLP based
controllers
Taking into account the subject of this paper, the most inter-
esting experiment refers to the comparison of controllers
based on the spiking and theMLP neural networks. To satisfy
the fair comparison we tried to build similar configuration of
both neural networks, butMLPdoes not need spike encoding.
Data are directly introduced to the input as a number.
There are two output neurons, one referring to the speed
and the second one relating to turning. After some prelimi-
Fig. 15 The comparison of obtained results for various evolutionary algorithm settings
Table 4 The assumed values of parameters for various types of chromosomes in Experiment 4
Chromosome 1 2 3 4
smut 2 2 40 2 0.25 2 40 0.25
Encoded
parameters Weights Weights Delays Weights abcd Weights Delays abcd
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Fig. 16 The comparison of fitness values for various chromosome types
Table 5 Interpretation of
outputs in MLP based controller
with two output neurons
Neuron representing turn Neuron representing speed
Range Action Range Action
[0.2, 1] Turn right [0.05, 1] Acceleration
(−0.2, 0.2) Straight (−0.05, 0.05) Without action
[−1, −0.2] Turn left [−1, −0.05] Braking













pcross Type pmut rmut smut
Spiking 500 100 Roulette 3 1.0 Linear 0.05 – 2 Weights
40 Delays
0.25 abcd
MLP 500 100 Roulette 3 1.0 Linear 0.05 – 2 Weights
nary tests with four output neurons in the MLP network, due
to the lack of difference in the results, in the final experiments
two output neurons were used. The outputs are decoded as
shown in Table 5. The sensor configuration number 15 (Fig.
10) was used.
In the MLP network there was nine neurons: seven neu-
rons receives information from sensors, one neuron contains
information about deviation angle and one about speed value.
There were 16 neurons in the hidden layer and 2 in the output
layer. The architecture of the spiking neural network con-
sisted of 11 input neurons: 7 neurons receives information
from sensors, 2 neurons includes information about a devia-
tion angle and 2 about a speed value. The network consists of
28 hidden neurons and 4 output neurons. The sensor config-
uration number 15 was applied. Input information encoding
was as follows: information from sensors—the single encod-
ing method, information about a speed—two neurons encod-
ingmethod, an angle of deviation—double encodingmethod.
The evolutionary algorithm was used to train both con-
trollers. The values of training parameters are described in
Table 6.
Most of parameter values were the same in both cases.
For the MLP NN a chromosome encoding weights was used
only. The number of generation in the evolutionary algo-
rithm was set to 500. Learning was performed on racetrack
number 1 and was repeated ten times, i.e. ten times evolu-
tion was performed to find neural network parameters. From
each evolution (with elitism) the best ten individuals were
then applied as controllers in the tests on the racetracks 1,
2, 3. Each race consisted of 25 laps, which should be run as
quick as possible. Vehicles do not interfere with each other.
Two groups consisting of ten cars were equipped with the
evolved neural controllers from one learning. The first group
used spiking neural networks, the second one MLP NN. The
cars started from the same point to have the same chance to
win.
Table 7 presents the results of MLP and spiking NN con-
trollers for all three racetracks available in the system. It is
important to underline that one row in this table corresponds
to controllers obtained in one learning process, but they are
placed in the descending order in terms of average fitness
function values. In other words, controllers described in 10th
rows are the worst from all tested controllers.
In the Table 7 record lap time shows the best time attained
on one lap. The number of cars finishing race (column—
no of cars fin.), refers to the number of controllers that had
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1 37.66797 10 155 5.5 1 38.0332 3 55 15.5 0
2 37.84863 10 155 5.5 1 38.17871 5 55 15.5 0
3 38.13379 3 86 12.4 1 38.30762 8 124 8.6 0
4 37.36914 6 118 9.2 1 38.5 0 92 11.8 0
5 37.96875 7 131 7.9 1 38.3418 4 79 13.1 0
6 37.8125 5 117 9.3 1 38.11914 2 93 11.7 0
7 37.55664 9 147 6.3 1 38.51563 1 63 14.7 0
8 37.31641 10 155 5.5 1 38.69336 0 55 15.5 0
9 38.26758 8 140 7 1 39.5 0 70 14 0
10 39.69922 5 125 8.5 1 41.66797 0 85 12.5 0


















1 42.26172 10 65 14.5 0 40.74023 9 145 6.5 1
2 42.44043 10 127 8.3 0 41.3457 5 83 12.7 1
3 42.56738 6 55 15.5 0 41.15137 10 155 5.5 1
4 42.58008 1 55 15.5 0 41.40625 10 155 5.5 1
5 42.45313 9 80 13 0 41.13086 9 130 8 1
6 42.02148 6 126 8.4 0 41.25781 4 84 12.6 1
7 42.59961 0 55 15.5 0 41.38867 10 155 5.5 1
8 42.82227 1 55 15.5 0 41.50195 10 155 5.5 1
9 42.79102 3 55 15.5 0 41.73438 10 155 5.5 1
10 44.55078 3 117 9.3 1 46.37891 0 93 11.7 0


















1 21.73633 10 55 15.5 0 21.19531 10 155 5.5 1
2 21.55273 10 98 11.2 0 20.94727 10 112 9.8 1
3 21.75879 10 135 7.5 1 21.87207 10 75 13.5 0
4 21.20313 8 118 9.2 1 21.32617 6 92 11.8 0
5 22.01172 5 78 13.2 0 21.31055 8 132 7.8 1
6 22.11328 1 78 13.2 0 20.98242 6 132 7.8 1
7 21.65234 9 141 6.9 1 22.16406 7 69 14.1 0
8 22.33203 10 102 10.8 0 22.20898 10 108 10.2 1
9 22.56641 10 94 11.6 1 22.61133 10 116 9.4 0
10 22.17188 5 152 5.8 1 23.90625 0 58 15.2 0
Av. 21.909864 7.8 105.1 10.49 5 21.852441 7.7 104.9 10.51 5
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Fig. 17 The comparison of lap times for the MLP and spiking NN based controllers on the second racetrack
driving tempo comparable with the leader. More precisely,
the individual (controller) that achieved the number of laps in
the race less than leader about 2 laps, lost possibility to drive
further. It means that the number of cars finishing the race
is the number of cars that have the number of driven races
no less than 2 in relation to the leader. The sum of points
collected by the group of controllers (points no) is calculated
assuming that the winner obtains 20 points and 1 point is for
the last position in the competition.
On the first racetrack which served to train controllers, the
MLP based controllers always won. Times achieved on the
second and third racetracks of both controllers group are sta-
tistically analyzed. Because we have only ten runs, therefore
the assumption referring to checking normality of distrib-
ution can not be satisfy (Derraca et al. 2011; Garcfa et al.
2009; Picek et al. 2012), that is why we used nonparamet-
ric Wilcoxon’s signed rank test to compare the results. We
create two hypothesis H0 there is no difference between the
results of both methods, and H1 the difference is not zero.
To perform the test we calculate differences di between the
best times of two compared controllers on the ith run in all
ten runs. The differences have to be normalized and then
ranked. Next, two sums were created—R+ and R−. R+ is
a sum of ranks for runs in which the spiking NN controller
outperforms MLP based controller, R− is the sum of ranks
for the opposite situation. If the null hypothesis is true, the
sum of the positive ranks and the sum of the negative ranks
are expected to be roughly equal. The statistics T is cho-
sen as the smaller one from these two sums. For the second
racetrack, therefore, T = 10. For N = 10, and significance
level = 0.05 (one-tailed), the critical value of Tcritical = 10.
The rule is that if T is equal to or less than Tcritical, we can
reject the null hypothesis. Therefore, in this case, we reject
the null hypothesis. That is, we can conclude that spiking
NN based controllers are better than MLP based controllers.
For the results achieved on the third racetrack, R+ = 34 and
R− = 21. Therefore, in this case, we can not reject the null
hypothesis.
On the basis of statistical analysis, it is difficult to decide
which neural network is better to build controllers for this
game. One can say that the MLP NN is much better when in
the gamewe consider racetracks, whichwere used to train the
MLP NN. The spiking neural network is less predictable. It
is shown in Fig. 17. It presents two exemplary individuals—
spiking andMLPbased controllers on the second trackduring
25 laps.
The MLP NN has almost identical results on each lap.
The spiking NN achieved variable times that on the one side
is its drawback but on the other side it can be perceived as
its advantage in this particular application, because it is less
foreseen for a human player.
Observing theway of car driving, we noticed that the spik-
ingNNbased controllers frequentlymakes very sophisticated
maneuvers. Its ability to generalize knowledge is higher but
it coped poorly on one of turning of the first racetrack where
reflex was necessary to control the car.
7 Summary
The experiments performed in our research do not allow for
the unambiguous indication of the winner. The results of
spiking controllers on the first (training) racetrack in term
of achieved times and points were much worse in compar-
ison with the classic MLP NN, but considering the second
racetrack, which characterizes by the high difficulty level,
they moved in more natural driving style and statistically
achieved better results. It is worth underlying that the sec-
ond track consists of turns that were not present in the train-
ing track. It contains a turn with a decreasing radius, a turn
with an increasing radius, fast turns that can be done with a
full gas and neighbouring turns located close to each other.
The spiking NN was able to drive in other conditions than
those existing during training. Frequently, on this racetrack
the MLP based controller moved with the same race track.
The third racetrack was relatively easy. There exist two turns
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only. To move on it a small speed reduction was needed.
The results of both types of controllers were comparable.
On this basis we can formulate the conclusion that the MLP
based controller should be preferable if we consider in the
game racetracks given in advance, where the network can be
trained. If we assume that apart from training racetrack exist
unknown racetracks, then the spiking NN based controller
will be better. It is able to generalize skills acquired during
training and manifest very natural way of driving.
In the future development of the system we plan to exper-
iment with a various fitness function that could better reflect
the way of the car driving. Also our idea is to apply car colli-
sions in the game, which would make driving more difficult
and the game more interesting. Such approach creates a big
challenge for controllers and can be the acid test for their
intelligent behaviour. Avoiding collision will be an impor-
tant element of their survival.
OpenAccess This article is distributed under the terms of theCreative
Commons Attribution License which permits any use, distribution, and
reproduction in any medium, provided the original author(s) and the
source are credited.
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