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Abstract

Electroencephalography (EEG) classification of visual search and vigilance tasks has
vast potential in its benefits. In future human-machine teaming systems, EEG could act as
the tool for operator state assessment, enabling AI teammates to know when to assist the
operator in these tasks. These future augmented cognition systems have the potential to lead
to increased safety of operations, better training systems for our operators, and improved
operational effectiveness. This dissertation investigates EEG models built to utilize any
individual’s EEG signals, i.e. cross-participant models, in the areas of:
1. Dataset partitioning for proper training and validation
2. Classification of the efficiency of an operator’s search
3. Classification of whether an operator is in a vigilance decrement during a vigilance
type task.
First, the necessity of proper dataset partitioning for EEG cross-participant models is
demonstrated both mathematically and empirically using publicly available datasets, with
empirical results demonstrating that improper partitioning of datasets can lead to error rates
underestimated between 35% and 3900%. Next, the results of a conducted visual search experiment are presented, in which EEG signals were captured while participants performed
a visual search task, and various techniques were tested to mitigate inefficient search to
efficient search. Efficient search was found to be on average faster than inefficient search,
resulting in a 13% speed up, and also more accurate, with a 61% reduction in error rate.
Two techniques (the nudge and hint) were found to be effective in mitigation of inefficient search, resulting in a 169% increase of efficient searches. The collected EEG signals
iv

were utilized to build deep learning models for detection of whether or not a participant
was performing an inefficient or efficient search, with models overall found to perform no
better than random chance (50% accuracy). However, this may be attributed to the nudge
technique altering fundamental aspects of gaze fixation and saccade intervals, suggesting
the need for further investigation with a modified experiment design. Lastly, EEG crossparticipant models are presented to classify whether or not a participant was in a vigilance
decrement during an unseen vigilance type task: a multilayer perceptron neural network
(MLPNN) which employed spectral features extracted from the five traditional EEG frequency bands, a temporal convolutional network (TCN), and a TCN autoencoder (TCNAE), with these two TCN models being time-domain based, i.e. using raw EEG time-series
voltage values. The MLPNN and TCN models both achieved accuracy greater than random chance (50%), with the MLPNN performing best with a 7-fold CV balanced accuracy
of 64% (95% CI: 0.59, 0.69), and validation accuracies greater than random chance for
9 of the 14 participants. The MLPNN outperforming both the TCN and TCN-AE models
suggests that frequency-domain models may outperform time-domain based models for the
purpose of vigilance decrement detection due to the salient information contained within
spectral features.

v
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ADVANCING PROPER DATASET PARTITIONING AND CLASSIFICATION OF
VISUAL SEARCH AND THE VIGILANCE DECREMENT USING EEG DEEP
LEARNING ALGORITHMS

I. Introduction

Many professions within the military routinely perform duties which require visual
search (e.g. pilots or sensors operators scanning instruments). Visual search requires an
operator to perform a scan of the environment to locate a target, while ignoring other distracting objects or features, with the order of the targets searched determining their visual
search pattern (VSP) [1]. Visual search is susceptible to confirmation bias, resulting in confirmatory search which on average leads to inefficient search, and inefficient search on average is longer and less accurate than efficient search [2, 3]. This confirmation bias in search
can be especially detrimental for military operations, as military operations commonly occur in stressful and time sensitive environments, and additionally, the consequences of suboptimal decision making can be disastrous. An example of confirmation bias in a military
operation occurred in 1988, where the commander of the USS Vincennes erroneously shot
down a commercial Iranian Airliner, resulting in the death of all 290 passengers on board.
The commander’s erroneous decision was partially attributed to confirmation bias, as the
commander overly relied on incorrect information [4].
These search tasks also often coincide with maintaining sustained attention over a long
period of time (i.e. vigilance), and it is vital that vigilance is maintained as it correlates
to detection of critical events within these tasks and overall task performance [5]. These
vigilance tasks require operators to remain focused and alert to stimulus during a task, and
in the control and surveillance of today’s automated systems, vigilance typically suffers
1

either due to the low level of workload and stimulus associated with this task [6], or due to
the mental demands vigilance requires over a lengthy task [7]. As automated systems are
becoming more and more prevalent across the military, low levels of sustained attention in
operators is a growing concern.
A solution to inefficient search and maintaining vigilance is to have artificial intelligence (AI) systems assist operators during these tasks, known as human-machine teaming
(HMT). Through enhanced decision aids, biased and inefficient search could be mitigated
and reduce the likelihood of similar accidents of the USS Vincennes, and also lead to more
efficient searches, which are on average both faster and more accurate than biased inefficient search [3]. By detecting a vigilance decrement in operators, AI systems can vary
levels of stimulus to aid in sustained attention [8], plan breaks in the task to keep an operator
alert [9], and also detect levels of fatigue that require the operator to be relieved. However,
in order for HMT to be done effectively, the system requires the state of the operator to
know how and when to assist, just as humans know how and when to assist in effective
human-human teams. For operator state assessment, this can be performed using a number
of different physiological signals, and typically uses some combination of the following:
Electroencephalography (EEG) to measure activity in the brain, electrooculography (EOG)
for recording eye movement such as saccades and blink rate, electrocardiography (ECG)
for measuring activity in the heart such as heart rate, and electrical conductivity of the skin
such as the galvanic skin response (GSR).
This research focuses on using EEG, as the goal is to inform the system of the operator’s cognitive state, and the electrical activity of the brain measured through the scalp can
contain aspects of cognitive processes, mental activities, and cognitive load [10]. Specifically, this research leverages machine learning and deep learning approaches using EEG
signal inputs to investigate models capable of detecting when an operator is performing
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inefficient search, and when an operator is in a vigilance decrement, and to perform this
classification on any individual (a.k.a. a cross-participant model).
The previous paragraphs delve into two different applications of EEG machine learning
models which could aid military operators, namely in detecting a vigilance decrement in
vigilance type tasks, and in detecting inefficient visual search. However, an additional
challenge in building EEG models is in their ability to generalize. Ideally, EEG crossparticipant models are desired to have the following characteristics:
• Task Generalization - The ability to generalize: to perform well in tasks other than
the task they were specifically trained to perform well in.
• Invariance to Inter-person Differences - The model is invariant to the variability in
EEG signals which differ uniquely for every individual due to unique characteristics
of each person’s brain, their genetics, and other variables specific to that one individual. With invariance to inter-person differences, the model is able to generalize and
perform classification on any participant.
However, machine learning models typically fall short in both of these areas. Models
typically lack in task generalization as they are usually built using data from one task or
experiment [11, 12], meaning the model is only trained and evaluated for that one specific task, with unknown generalization on other tasks. While the model is useful for that
one specific task, it could be more useful to have a model which applies to all related
tasks which fall under the umbrella of the phenomena of interest. For detection of a vigilance decrement, there are numerous vigilance tasks, however, the vast majority of machine
learning models in the literature are trained to perform well on a single task, and thus, cannot detect vigilance decrements in other tasks [13, 14], despite the neural correlates of the
vigilance decrement being similar across different tasks [15, 16]. In this research, we advance the field of vigilance decrement classification by building a model which is capable
3

of classifying the vigilance decrement across different vigilance tasks, as well as across
unseen participants.
With invariance to inter-person differences, the core challenge is that EEG is both nonstationary for individuals [17] and that there are inter-person differences in EEG signals
across individuals that result in inter-participant variability [18]. EEG non-stationarity is
due to a variety of internal and external causes, such as brain activity causing continual
changes in states of neuronal assemblies [19], user attention levels, user fatigue, sensor
equipment used, and scalp placement of electrodes [20]. Similar to non-stationarity, the
inter-person differences in EEG signals are also due to a variety of causes, such as differences in variability in frequency peaks for individuals due to differences in personality traits [21], genetic variations [22–24], gamma–aminobutyric acid concentrations in the
brain [25, 26], and memory task performance [27]. These characteristics which differ between individuals are unknown covariates for the machine learning models, and these covariates result in different input distributions of the EEG signals for each participant, while
the conditional distribution of the output class given the EEG input feature vector stays the
same, resulting in a covariate shift for machine learning models when they are tested upon
EEG from participants that the model has not seen [28, 29]. Covariate shift in machine
learning is a difference in the input distributions of the training and testing datasets [30].
When there is covariate shift and a model is trained using one distribution and tested on a
different (shifted) distribution, it will likely have worse performance on the test distribution,
as a general guideline and assumption that is used in supervised machine learning is that all
of the data is independently sampled from the same population and identically distributed
(i.i.d. assumption). Without this assumption, many theoretical guarantees and bounds on
minimizing the test error are lost. For EEG cross-participant classification models, this
covariate shift and its effects will typically be present when the model classifies EEG data
belonging to a participant that the model has not seen. However, models should be tested
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with data which is representative of the data they will predict upon in the real world, and
thus, EEG cross-participant models should be tested with unseen participants, especially if
it is likely that there are distributional differences among the EEG signal-to-classification
mappings in the participants. Therefore, as a best practice in reporting accurate model
performance for models intended to classify any individual’s EEG, EEG cross-participant
models should always be validated and tested using EEG data that comes from participants
the model has not trained upon.
Despite previous work showing that EEG has inter-participant variability [18], and that
this inter-participant variability leads to covariate shift when EEG models are tested with an
unseen participant [28, 29, 31–33], the majority of EEG studies built to classify any individual’s EEG do not follow this best practice of testing the model with unseen participants.
In a recent literature review of deep learning-based EEG models by Roy et al., only 23 out
of 108 cross-participant models utilized some method of proper dataset partitioning to ensure the model was tested with a participant that was not used for training [11]. This same
literature review also compared the number of studies exploring models built for a specific
individual (within-participant) versus cross-participant, and they found that since 2016, the
growing trend has shifted toward building cross-participant models, with the latest ratio of
studies researching cross-participant models to within-participant models being over 5:1
[11]. With this ever-growing popularity in EEG cross-participant models, it is critical that
the research community understands that solely training an EEG cross-participant model
doesn’t guarantee generalizability of the model, and that proper evaluation of the crossparticipant model using EEG from unseen participants is necessary to avoid significant
underestimation of the model error rate. This means that the data from entire individuals
must be sequestered and only be used for testing of the model, with no data from those
individuals used for training of the cross-participant model. By not following this best
practice, the research pool may become increasingly diluted with studies reporting model
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performance metrics that are unrealistic and unrepresentative of the model’s true ability.
This research seeks to address this issue by demonstrating the necessity of proper partitioning of EEG datasets for EEG cross-participant models through both mathematical and
empirical methods.

1.1

Summary of Research Objectives and Contributions
This section reviews the research objectives and contributions for each research study

in this dissertation, mapping studies A - C to the results presented in Chapters III - V
respectively. For clarity, a table outlining the objectives and contributions is presented for
each study.
Study A demonstrated both mathematically and empirically the effects of proper and
improper methods of dataset partitioning for EEG cross-participant models. Proper dataset
partitioning for EEG cross-participant models means that data from participants used for
model training must not be used for model validation or testing, and participants that
are utilized for validation must not be used for testing; this ensures the cross-participant
model is tested with unseen participants and reflects its intended purpose of estimating
the model’s performance on individuals in the future. Empirically this research found
that models which do not follow proper methods of dataset partitioning are sub-optimal
in their hyperparameter selection and learned model parameters, and also underestimate
their test error rate between 35% to 3900% for unseen participants. Mathematically this
research demonstrated the presence of covariate shift in improper dataset partitioning using Shimodaira’s loss rescaling equation [34]. This equation was utilized in combination
with two-dimensional histogram estimators to generate a heatmap for visualization of the
difference in the loss rescaling weight ratio values between the two methods, which indicated the presence of covariate shift for proper methods of dataset partitioning. How
inter-participant variability affects the presence of covariate shift was also demonstrated. A
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novel method of data transformation was applied to real data and was shown to reduce interparticipant variability within the data, which was also then shown to reduce the presence
of covariate shift, and thus increase model performance, demonstrating the link between
inter-participant variability and covariate shift in EEG data.
Table 1. Summary of objectives and contributions from Study A discussed in Chapter III

Objectives
AO1 Demonstrate mathematically how inter-participant variability in EEG affects the
presence of covariate shift in the data
AO2 Evaluate five publicly available datasets using proper and improper methods of
dataset partitioning for comparison of model classification performance
Findings and Contributions
A1

Utilized Shimodaira’s loss rescaling on real data in order to demonstrate the
presence of covariate shift between proper and improper methods of dataset
partitioning using a novel heat map visualization of the loss rescaling weight ratio
values, providing the first known method and use of Shimodaira’s equation on real
data to mathematically demonstrate the presence of a covariate shift.

A2

Developed a EEG data transformation technique to reduce inter-participant
variability in the data and utilized this transformation to demonstrate how
inter-participant variability affects covariate shift and resulting model performance.

A3

Empirical results show that not following the proper method of dataset partitioning
can result in underestimation of error rates in models between 35% and 3900% for
unseen participants, and also results in sub-optimal model creation for its intended
purpose.

7

Study B investigated how to detect and mitigate inefficient visual search, as prior research has hinted that human search is naturally inefficient, with inefficient search being
slower and less accurate than efficient search [2]. An experiment was designed and conducted for natural inefficient search to occur, and utilized various techniques in order to
mitigate this inefficient search. The experiment was successful in creating a search environment where inefficient search was naturally the default behavior [35, 36], with 80.86%
of participant searches being inefficient prior to mitigation (with 7.18% of those being circular inefficient). Mitigation techniques that curbed the default behavior and encouraged
efficient search were also found to be significant, with a 169% increase of efficient searches,
resulting in a total of 51.41% of all searches being efficient, with the nudge and hint techniques being most effective, and the explanation and instructions techniques not found
effective. Efficient search was also found to be faster than inefficient search, resulting in a
13% speed up, and also more accurate, with a 61% reduction in error rate. Physiological
measures of EEG, ECG, EOG, GSR, and gaze tracking data, were also collected throughout
the experiment. EEG was utilized to develop within and cross-participant models to evaluate the effectiveness of EEG for classification of inefficient and efficient search. Model
types evaluated included Linear Discriminant Analysis (LDA), Random Forest Classifier
(RFC), Artificial Neural Networks (ANN), Long Short-Term Memory (LSTM), and Temporal Convolutional Network (TCN). Due to the nature of the nudge mitigation altering
the fundamental aspects of the search, such as gaze fixation duration and saccade intervals, four different methods of partitioning the data were utilized in order to isolate these
effects for training and testing of the different model types. Overall, models designed to
detect inefficient and efficient search using EEG did not perform better than chance accuracy (chance accuracy defined as 50% for this binary classification task). However, this
may be attributed to the nudge technique altering fundamental aspects of gaze fixation and
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Table 2. Summary of objectives and contributions from Study B discussed in Chapter IV

Objectives
BO1 Design and execute an experiment which elicits a natural inefficient visual search
pattern, and also limits this inefficient search through various mitigation
techniques.
BO2 Capture behavioral and physiological measures during the experiment. Behavioral
measures include the participant’s VSP, the duration of each search, the accuracy
of a participant’s search, and the effect of mitigation techniques on their VSP.
Physiological measures include EEG, ECG, EOG, GSR, and gaze tracking data.
BO3 Determine which techniques are effective in mitigating inefficient search.
BO4 Evaluate the effectiveness of using EEG for classification of efficiency of search.
Findings and Contributions
B1

Without a mitigation technique or training of how to perform an efficient search,
the majority of participant searches were inefficient.

B2

Efficient search was found to be faster and more accurate than inefficient search.

B3

The nudge technique was the most effective mitigation technique, followed by the
hint technique. The explanation and instructions techniques were not found to be
effective.

B4

The effectiveness of EEG for classification of efficient search was also
investigated, with multiple dataset partitioning methods and model classifiers
being investigated for both within and cross-participant models. Overall, the
models did not perform better than chance.

saccade intervals, suggesting the need for further investigation with a modified experiment
design.
Study C investigated the ability to detect the vigilance decrement using EEG across
participants (cross-participant) and across tasks (cross-task). This is significant because the
vigilance decrement is typically measured using sustained attention tasks which fall into
different taxonomies based on their information-processing demands and thus, generalized
behavior [5, 37]. Thus far, a generalized model which can classify the vigilance decrement
across any sustained attention task using independent measures, such as physiological signals, has not been achieved. Additionally, models which can generalize and classify on

9

Table 3. Summary of objectives and contributions from Study C discussed in Chapter V

Objectives
CO1 Evaluate the effectiveness of machine learning models in both the
frequency-domain and time-domain for classification of the vigilance decrement in
unseen participants performing a vigilance task different than the tasks used for
training.
CO2 Evaluate the effectiveness of latent space representation for classification of the
vigilance decrement in unseen participants performing a vigilance task different
than the tasks used for training.
Findings and Contributions
C1

The vigilance decrement can be classified in an unseen task using EEG from
unseen participants, as evidenced by both the frequency-domain MLPNN and
time-domain TCN achieving cross-validation (CV) accuracies greater than random
chance.

C2

Frequency-domain models may outperform time-domain models for classification
of the vigilance decrement due to the salient information contained within spectral
features, as evidenced by the frequency-domain MLPNN having a significantly
greater CV balanced accuracy of 64% (95% confidence interval (CI): 0.59, 0.69),
and significantly more participants with validation accuracies greater than random
chance (9 out of 14 participants).

any participant are desirable, as there is no additional time needed to either train a new
model or update an existing model for every new user. Three different EEG cross-task
cross-participant models were evaluated to investigate this capability: a frequency-domain
MLPNN which employed spectral features extracted from the five traditional EEG frequency bands, and two time-domain models utilizing the raw EEG time-series voltage values, specifically a TCN and a TCN autoencoder (TCN-AE). The MLPNN and TCN models
both achieved accuracy greater than random chance (50%), with the MLPNN performing
best with a 7-fold cross-validation (CV) balanced accuracy of 64% (95% confidence interval (CI): 0.59, 0.69), and validation accuracies greater than random chance for 9 of the 14
participants. The TCN model resulted in 7-fold CV balanced accuracy of 56% (95% CI:
0.51, 0.61), with validation accuracies greater than random chance for 3 of the 14 partic10

ipants. The MLPNN model was found to be statistically greater in CV accuracy than the
TCN model, as evidenced by the 95% confidence interval of the model accuracy difference
between the two classifiers not containing 0, i.e. model accuracy difference of 8% (95% CI:
0.01, 0.15), and the MLPNN also had statistically more participants with validation accuracies greater than random chance, as evidenced by the McNemar’s test statistic of 4.5 ≥ 3.84
(p < .034, α = 0.05). The novel TCN-AE was explored to evaluate the effectiveness of utilizing the latent space for classification of the vigilance decrement, with the rationale being
that the reduced dimensionality of the distilled latent space would contain only the most
salient features of the EEG signal. However, the TCN-AE did not achieve accuracy greater
than random chance, with 7-fold CV balanced accuracy of 52% (95% CI: 0.47, 0.57), and
no participants with validation accuracies greater than random chance. The MLPNN outperforming both the TCN and TCN-AE models suggests that frequency-domain models
may outperform time-domain based models for the purpose of vigilance decrement detection due to the salient information contained within spectral features. Overall, these results
demonstrate that it is possible to classify a vigilance decrement using EEG, even with EEG
from an unseen individual and unseen task.

1.2

Structure
This dissertation has the following structure: Chapter II provides necessary background

on EEG and deep learning that is relevant across all subsequent chapters. Chapters III - V
are presented in scholarly article format using publications resulting from this dissertation research. Chapter III demonstrates both mathematically and empirically the effects
of proper and improper partitioning of datasets when building EEG cross-participant models, and demonstrates why proper partitioning is necessary in order to avoid underestimation of model error rates. Mathematically these effects are demonstrated both using
Shimodaira’s loss rescaling equation to demonstrate the presence of covariate shift in im-
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proper partitioning, as well as by using a novel method of data transformation which reduces inter-participant variability within EEG and subsequently also reduces the presence
of covariate shift and thus increases model performance. Empirically these effects were
demonstrated using five publicly available datasets to train models using both improper
and proper methods of dataset partitioning, with results between each method compared
for each dataset. Chapter IV investigates detection of visual search using machine learning
and EEG signals, and also mitigation of inefficient visual search through the application of
various techniques. The design and execution of a visual search experiment is presented
which collected EEG and other physiological measures during both inefficient and efficient
search as mitigation techniques were applied, and machine learning models are presented
which utilized the EEG signals for classification of inefficient and efficient visual search.
Chapter V explores the ability to detect the vigilance decrement in EEG from unseen participants performing an unseen task, with both frequency-domain and time-domain models
presented which are capable of performing this classification with CV accuracies greater
than random chance. Finally in Chapter VI, conclusions, contribution and findings, and
future work are presented for each of the three studies.
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II. Background

2.1

EEG
EEG analysis has been a useful tool in neuroscience for decades in both clinical settings

and the medical research community. It has been demonstrated to be useful for numerous
applications such as classifying sleep patterns, epilepsy, identifying patterns of attention
deficit hyperactivity disorder (ADHD), levels of mental workload [38, 39], and emotion
recognition [11]. EEG has also been useful for neural engineering with Brain–Machine Interfaces (BMIs), primarily due to EEG being used in combination with machine learning.
Over the past decade, deep learning (DL) has been increasingly used to improve performance within models, allowing for automatic end-to-end processing and classification of
the data, to include feature extraction using sequence models.
Feature selection for machine learning is an important aspect of EEG preprocessing,
with three common types of input features: calculated features, images, and signal values
[12]. Calculated features are the result of methods that extract various features from the
EEG signals. These could be statistical measures from the signal such as mean, standard deviation, variance, kurtosis, and entropy. They could also be measures in the time-frequency
domain, such as the power spectral density (PSD), the mean power of the frequency bands
and their ratios, wavelet decomposition, and functional coherence values. Images for EEG
feature selection are typically the result of some form of post-processing that is also commonly used for data visualization, such as spectograms, fast Fourier transform (FFT) maps,
and color scale topography; however these can also be hand-crafted solely for the purpose
of deep learning. Lastly, the EEG signal values can be utilized for deep learning, allowing
the network to extract its own meaningful features from the voltage values themselves. Raw
voltage values are the most commonly used features, but averaged voltage values are also
used. A recent literature review of 90 EEG deep learning studies found that 41% of their
13

reviewed studies used some kind of calculated feature from the EEG signal, 39% used the
EEG signal values, and 20% used images [12]. PSD, wavelet decomposition, and statistical
measures were found to be the three most common input types of calculated features, spectograms and FFT maps the most common of images, and raw values the most common of
signal values. Similarly, another recent EEG deep learning literature review of 154 studies
found that out of the 98% of studies which identified their model’s input type, half used
raw EEG data, while the other half used hand-crafted features, with the majority of those
being frequency domain features [11].
Figure 1 shows some of the recent trends in the number of EEG DL published papers,
categorized by various domains, and worth noting is the substantial increase in the number
of published papers per year since 2016. This use of DL has lead to models capable of
classifying EEG signals for the applications of those listed above, as well as additional applications such as motor imagery for the use of BMIs. The main advantage to using EEG is
that there is evidence that the electrical activity of the brain picked up through the scalp can
contain aspects of cognitive processes, mental activities, and cognitive load [10]. Another
advantage is that EEG provides excellent temporal resolution versus other physiological
metrics [40], which is a boon for low latency augmented cognition, and scenarios where
near real-time adaptive assistance is needed.
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Figure 1. Trend of the number of EEG DL related published papers per domain per year, from 2010
through 2018 [11].

A disadvantage to using EEG as a feature for machine learning is that it has low spatial resolution, meaning that the electrical activity picked up at the scalp cannot be well
correlated to a specific location in the brain, due to smearing from the tissue surrounding
the brain, such as the skull, scalp, etc [11]. An alternative physiological measure to EEG
that does not have this drawback is functional near-infrared spectroscopy (fNIRS). While
EEG is based upon the electrical activity of the brain, fNIRS instead uses the physiological property of NeuroVascular Coupling (NVC), which is the connection between neurons
and their vascular supply, meaning there is a connection between the change in regional
cerebral blood flow, oxygenated hemoglobin (Hboxy), and deoxygenated hemoglobin (Hbdeoxy) induced by neuronal activation [41]. Using this property, fNIRS can be used to infer
brain activity, as it measures blood oxygenation levels within the brain. This measure has
good spatial resolution as it measures the location of the recorded activity, however it has
poor temporal resolution, as there is a lag time inherent in hemodynamics. Due to these
properties, EEG and fNIRS can be seen as complementary, as one has good temporal reso15

lution, and the other good spatial resolution [42, 43]. Recently, the integration of EEG and
fNIRS data has also led to improvements upon state of the art models for BMI interfaces
[44], and this data fusion holds potential for other applications as well.

2.1.1

Non-Stationarity and Individual Differences.

One of the significant challenges associated with EEG analysis and classification is that
EEG is both non-stationary [17] and that there are individual differences in EEG signals
across individuals that result in inter-participant variability [18]. EEG non-stationarity is
due to a variety of internal and external causes, such as brain activity causing continual
changes in states of neuronal assemblies [19], user attention levels, user fatigue, sensor
equipment used, and scalp placement of electrodes [20]. Similar to non-stationarity, the
individual differences in EEG signals are also due to a variety of factors, such as differences
in variability in frequency peaks for individuals due to differences in personality traits [21],
genetic variations [22–24], gamma–aminobutyric acid concentrations in the brain [25, 26],
and memory task performance [27].
These individual differences are underlying shifting covariates across participants, and
they result in a change in the input distributions across all participants, while the conditional
distribution of the output class, y, given the input feature vector, x, stays the same, resulting
in a covariate shift for cross-participant machine learning models when they are tested
upon EEG from participants that the model has not seen [28, 29]. Thus, because of this
inherent inter-participant variability in EEG signals, different strategies need to be used
when performing EEG analysis [18] and training of cross-participant models [45].
There are two main categories of approaches for dealing with non-stationary environments in machine learning, namely passive and active approaches [46]. Passive approaches
assume that the input distribution will be shifting over time due to the non-stationary environment of the selected domain. With this assumption, passive schemes adapt to shifts
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in the data through either careful architecture selection, finding invariant representation between the training and testing datasets through domain adaptation with conditional transferable components [47], dimensionality reduction [48], or a number of other adaptation
techniques [20]. Recent passive approaches in EEG-based classifiers that have seen improvements in classification performance over previous approaches are ensemble classifiers (bagging, boosting, random subspace [45, 49–51] and dynamically weighted ensemble classification [52]) and latent factor decoding of autoencoder networks [53]. Ensemble
methods provide for better generalization over a single classifier [54], which is especially
useful when the training data is insufficient in covering the scope of the domain, such as
in non-stationary environments. Similarly, latent factor decoding of autoencoders also provides for improved generalization of non-stationary environments due to the autoencoder’s
ability to encode the high-dimensional input and its distribution to a compressed representation [53]. While both ensemble classifiers and autoencoder networks are state of the art
passive approaches, ensemble classifiers still have the significant challenge of selecting the
optimal number of classifiers, as well as the significant computational costs of increasing
the number of classifiers [45].
Active approaches differ from passive approaches in that they wait to utilize a domain
adaptation technique until a shift in the input distribution has been detected through a covariate shift detection technique [45, 55]. Recent domain adaptation techniques within
active approaches that have had improved performance over passive approaches are knowledge base reconfiguration techniques using forms of semi-supervised learning (SSL) [56].
In knowledge base reconfiguration, the knowledge base is continually updated as data is
streamed in using SSL techniques such as transductive learning [50], and once a covariate shift has been detected, the classifier is then retrained on the updated knowledge base.
In transductive learning, once a covariate shift has been detected, then a probabilistic Knearest neighbor (KNN) model (built upon the known labels of the training data) is used to
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determine a confidence ratio in whether the new data point streamed in belongs to a new
class or an existing class; if the confidence ratio is greater than some threshold, then the
data point is added to the new knowledge base, otherwise the data point is discarded. A
recent advancement to this technique has been unsupervised adaptive ensemble learning
(UAEL), in which the knowledge base is continually updated using the transductive learning knowledge base reconfiguration technique, but instead of retraining the single classifier
on the updated knowledge base whenever there is a covariate shift detection, there is instead a dynamic ensemble of classifiers, where classifiers are newly added to the ensemble
and trained on the updated knowledge base whenever there is a covariate shift detection
[45].
While Raza et al. claim that these recent advances in active approaches outperform passive approaches in single-trial EEG classification [45, 50], there are some disadvantages as
well. Active approaches which make use of unlabeled data for the knowledge base update
must make some assumptions about the underlying distribution of the data, and the SSL
approach must satisfy at least one of the following assumptions such as smoothness, cluster, or manifold assumptions [45]. For transductive learning, the smoothness assumption
is made, which makes the assumption that points which are close to one another are more
likely to share the same label (hence its use of KNN). Another difference which can be
a disadvantage is that active approaches are relying on the accuracy of the covariate shift
detection technique, while passive approaches always assume that the input distribution is
shifting over time. Additionally, active approaches are also relying on the accuracy of the
SSL technique used to determine when to update the knowledge base. Furthermore, Raza
et al. used the Brain-Computer Interface (BCI) competition IV dataset [57] to make these
claims, which is comprised of short duration (<10 minutes) within-session data, for their
recent research in [45, 50]. The models were also within-participant models. This means
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their results apply to covariate shift in short duration within-session within-participant data,
but not necessarily covariate shift in cross-session or cross-participant data.

2.2

Deep Learning
In recent years, deep learning has allowed humans to enjoy computer systems that are

capable of achieving and even exceeding human-levels of accuracy for tasks that the machine learning community has been unable to solve for decades. Most notable of these
tasks are ones that we as humans perform on a daily basis, such as speech recognition,
image recognition, and natural language processing [58]. Deep learning has been able to
achieve these breakthroughs primarily due to more availability in data, more availability
in computational power through the use of powerful graphics processing units (GPUs) that
are better suited for the matrix multiplication calculations needed for training a neural network, and advances in algorithms and architectures within deep learning. At its core, an
artificial neural network is able to extract from the data its own concepts/features, and does
this in a way that allows it to extract complex concepts out of simpler concepts, using layers of perceptrons to form the multilayer perceptron (MLP). These perceptrons are simple
mathematical functions themselves, and a single layer of combining many of them allows
for a mapping of some set of input values to some set of output values. When these layers
are combined and backpropagation is utilized for learning, then we have the common artificial neural network that can learn its own concepts, and extract complex concepts from
simpler concepts. Figure 2 provides a visual example of this for the application of image
recognition [58].
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Figure 2. Visual illustration of an artificial neural network extracting complex concepts from simpler
concepts for image recognition [58].

The recent trend of deep learning has also applied to very recent advancements in EEG
signal classification, with the numbers of published papers increasing significantly in the
early 2010s, similar to Figure 1 which shows this for a number of EEG domains [11, 12].
As mentioned in Section 2.2, numerous tasks have been classified using EEG in recent
years. While deep learning is prized on its ability to extract and learn features from the
data itself, many applications using EEG signals for deep learning still perform some form
of feature extraction first. Approximately 41% still use calculated features for input to
the neural network, with 20% using images (such as spectograms, FFT mappings, etc.),
and 39% using the raw signal values [12]. Of the portion that use extracted features, the
most common features extracted are power spectral density (PSD), wavelet decomposition,
and statistical measures of the signal such as mean and standard deviation, with almost
50% using power spectral density. Initial feature extraction in deep learning allows for
a reduction in complexity of the data, and is helpful if there is information known about
the data a priori that lends to why those features were extracted, and for EEG specifically,
frequency domain analysis has been correlated with behavioral patterns [59].
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2.2.1

Recurrent Neural Networks.

Recurrent Neural Networks (RNNS) are a family of neural network architectures that
are used to process sequential data. In a traditional ANN, we assume that all inputs are
independent of one another and don’t share some type of relationship with the other inputs.
However in an RNN, we instead know that the data is sequential in nature and thus, these
sequential inputs can contain information for preceding/succeeding inputs (e.g. words,
sentences, etc.) [58]. To take advantage of the information contained within the sequence,
a hidden state is utilized which represents preceding information and allows the input at
one timestep to affect the output at a later timestep, propagating the sequence information
across time through the hidden state. Figure 3 gives a visual example of both a recursive
computational graph for an RNN (left) and an unfolded computational graph for an RNN
(right). This unfolded computational graph illustrates how the input x(t) , hidden state h(t) ,
and output o(t) , are characterized across time steps t. Corresponding to each of these is
a weight matrix, U, W , and V , respectively, that leverages the concept of parameter sharing by having these weight matrices shared across all time steps, allowing the network to
generalize across time and sequences not seen during training.
A significant issue with traditional RNN’s however is the challenge of learning longterm dependencies. Gradients back-propagated over many time steps either vanish or explode. Exploding gradients can be primarily solved through clipping [60], however vanishing gradients are more difficult to solve, with a traditional RNN having significant issues
for sequences of length of 10-20, where gradients typically trend towards 0 at those lengths
[58]. Proper initialization of the W matrix, use of regularization, and using the Rectified
Linear Unit (ReLU) activation function as opposed to a tanh or sigmoid activation function,
all can help reduce the effect of vanishing gradients. While the ReLU has become the popular default activaition for neural networks and isn’t as likely to see the effects of vanishing
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Figure 3. A visual representation of an RNN using computational graphs. Here x(t) represents the
input, h(t) the hidden state, and o(t) the output. Corresponding to each of these is a weight matrix, U,
W , and V , respectively. Left: The computational graph with cyclical connections. Right: The same
computational graph but unfolded to show each individual time step [58].

gradients due to its derivative being either 0 or 1 [58], advanced RNN architectures have
better solved these issues.

2.2.1.1

Gated RNNs: Long-Short Term Memory models & Gated Recurrent
Units.

The most recent and effective solution to the issue of long-term dependencies in RNNs
is to use gated RNNs [58]. A Gated RNN refers to adding gates into the architecture which
allow/disallow the flow of information from one time step to another through a memory bus,
either preserving the information in memory, or forgetting it if it is no longer needed. Two
of the most popular and effective Gated RNNs as of late are Long-Short Term Memory
(LSTM) models [61] and Gated Recurrent Units (GRUs) [62]. While both have similar
performance and are both effective in combating long-term dependencies, they each have
slight advantages and disadvantages that can lead one to superior performance over the
other, depending upon the domain and the amount of data [63, 64].
A visual illustration of the inner workings of an LSTM can be seen in Figure 4, with Cit
denoting the memory state, ht denoting the current state, and xt denoting the current input
[61]. The gates that an LSTM utilizes for its memory are a forget gate, an input gate, and
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an output gate [61], and as mentioned above, these gates allow information to flow from
one time step to another (or conversely, not flow). The forget gate is a mechanism to decide
whether or not to keep information from the previous time step, and it is determined by
a sigmoid layer (σ ) which outputs a number between 0 and 1. The sigmoid takes in the
concatenated current state and previous output and uses that to determine its output of a
value between 0 and 1, with 0 representing to forget all previous state information, and 1 to
retain all previous state information. With the biases, input weights, and recurrent weights
denoted as b, U, and W , respectively, the forget gate equation is given by:


f
f
f
ft = σ b +U xt +W ht−1 .

(2.1)

Next, is the input gate it shown in Equation 2.2 which uses another sigmoid, and it
determines whether or not to retain the information of the current input. This is then used
in combination with the candidate update vector C̃t (Equation 2.3) to modify the memory
state.


i
i
i
it = σ b +U xt +W ht−1 .

(2.2)



g
g
g
C̃t = tanh b +U xt +W ht−1 .

(2.3)

Finally, the output gate shown in Equation 2.4 uses a final sigmoid which determines
what will be output from the current cell state, and this is then used in combination with
the update vector Ct (Equation 2.7) to determine the state ht (Equation 2.6).


o
o
o
ot = σ b +U xt +W ht−1 .
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(2.4)

Figure 4. Visual illustration of the internal structure for an LSTM. C(t) represents the current memory
state, h(t) represents the current state, and x(t) represents the current input. Note the labelled gates,
which are all sigmoid activation functions [65].




Ct = σ ft ∗Ct−1 + it ∗ C̃t .

(2.5)

ht = tanh(Ct ) ∗ ot .

(2.6)

GRUs are similar to LSTMs albeit with a relatively more simple architecture, which
can be seen in Figure 5 [62]. GRUs differ from LSTMs in that they only have one gating
unit for both forgetting and updating the state unit, as opposed to LSTMs which have both
a forget and input gate for a separate memory bus. This results in the update gate, zt ,
following Equation 2.7 and the reset gate, rt , following Equation 2.8. As can be seen, both
the reset and update gates can each determine how much of the state vector to drop.
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Figure 5. Visual illustration of the internal structure for a GRU.



z
z
z
zt = σ b +U xt +W ht−1 .

(2.7)



r
r
r
rt = σ b +U xt +W ht−1 .

(2.8)

First the update gate, zt , determines what information is to be passed along to the future.
Next, the reset gate, rt , determines the amount of past information to forget. The candidate
update vector, h̃t , shown in Equation 2.9 is then determined from the input vector xt , and
the decision of the reset gate, rt , for how much past information is still relevant enough to
store. Lastly, the final state to be passed on is determined using the result from the update
gate, zt , and the candidate update vector, h̃t , as shown in Equation 2.10.


h
h
h
h̃t = tanh b + rt ∗U ht−1 +W xt .

(2.9)

ht = (1 − zt ) ∗ ht−1 + zt ∗ h̃t .

(2.10)
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Due to the differences in their architectures, there are different advantages to both
LSTMs and GRUs, and some datasets will perform better using one over the other. One
advantage GRUs have over LSTMs is that they are more efficient and converge faster than
LSTMs [63, 64]. GRUs also, in general, require less data to generalize, so depending on
the amount of data, GRUs may perform better than LSTMs. Alternatively, with adequate
amounts of data, LSTM’s greater expressive power through its ability to remember longer
sequences, could result in superior performance over GRUs. Additionally, if the data has
lengthy long-term dependencies within its sequences, LSTMs may also perform better.
While Chung et al. found empirically that GRUs can have these advantages over
LSTMs [63], Craik et al. found that papers comparing LSTMs to GRUs for EEG applications typically found LSTMs to have superior performance [12]. However, GRUs are
still relatively new and the vast majority of EEG RNN research utilizes LSTMs over GRUs
[12]; this is possibly by default given LSTMs precedent in the literature, as the vast majority of LSTM research papers are absent a comparison between the two architectures, or
fail to mention why LSTMs were selected over GRUs for their RNN architecture. Given
these findings, its important to consider and at least preliminarily test both architectures for
a given dataset, as it would be difficult to know which will perform better for the data at
hand through a priori selection criteria.

2.2.2

Temporal Convolutional Networks.

A temporal convolutional network (TCN) is a type of CNN for 1D sequence data and
was recently developed by Bai et al. [66]. A TCN utilizes dilated convolutions in order
to process a sequence of any length, without having a lengthy memory history such as the
case with LSTMs. TCNs are typically causal, meaning there is no information leakage
from the future to the past, however they can be non-causal as well. The primary elements
of a TCN consist of the dilation factor d, the number of filters n, and the kernel size k.
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The dilation factor controls how deep the network is, with dilations typically consisting of
a list of multiples of two. Figure 6 provides a visual example of a non-causal TCN and
aids in understanding the dilated convolutions on a sequence, with the dilation list in the
figure being [1,2,4,8]. The kernel size controls the volume of the sequence to be considered
within the convolutions, with Figure 6 showing a kernel size of 2. Finally, the filters are
similar as they are in a standard CNN, and can be thought of as the number of features to
extract from the sequence.

Figure 6. Visual illustration of a causal TCN. This TCN has a block size of 1, a dilation list [1,2,4,8] (i.e.
dilation factor 8), and a kernel size of 2 [67].

These elements combined form a block as in Figure 6, and blocks can be stacked as they
are in Figure 7. This increases what is called the receptive field, which is the total length that
the TCN captures in processing, and is a function of the number of TCN blocks, the kernel
size, and the final dilation, as shown in Equation 2.11. It is common to have a receptive field
which matches the input sequence length, however the receptive field is flexible and can be
designed to process any length, which is a primary advantage to TCNs. Other advantages
include that they are able to train faster than LSTMs/GRUs of similar length, have a longer
memory than LSTMs/GRUs when capacity of the networks is equivalent, and have been
shown to have similar or better performance than LSTMs/GRUs on a number of sequence
related datasets [66, 68]
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R f ield = 1 + 2(Ksize − 1) ∗ Nblocks ∗ d f inal .

(2.11)

Figure 7. Visual illustration of a causal TCN with stacked blocks. This TCN has a block size of 2, a
dilation list [1,2,4,8] (i.e. dilation factor 8), and a kernel size of 2 [68].

2.2.3

Autoencoders.

An autoencoder is a type of neural network architecture for unsupervised learning that is
primarily used for reproduction of what is input into the network [58]. This is done through
the use of two separate networks. One network named the encoder f (x) compresses the
input into a lower-dimensional representation called the code or the latent-space h = f(x),
and another network named the decoder reconstructs the input from the code r = g(h). An
example of a standard autoencoder architecture can be seen in Figure 8. Because of the
nature of the encoder, autoencoders are useful for dimensionality reduction, are powerful
feature detectors, and can also be used for unsupervised pretraining of deep neural networks
[69].
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Figure 8. Visual representation of a standard autoencoder architecture.

In Figure 8 the code h is constrained to have smaller dimension than the input x. This
is called being undercomplete and is typical of an autoencoder, as it forces the autoencoder
to capture the most salient features of the training data, and thus the autoencoder doesn’t
overfit the training data and copy it perfectly, as this would not be useful [58]. A standard
undercomplete autoencoder uses the loss function found in Equation 2.12. If the decoder is
linear and L is the mean squared error, then the results of this undercomplete autoencoder
are equivalent to the results of Principal Component Analysis (PCA). However, if the encoder and decoder are nonlinear functions, then the autoencoder can learn more powerful
nonlinear generalizations of PCA.

L(x, g( f (x)))

(2.12)

Regularization is often used to prevent the autoencoder from having too much capacity
and perfectly replicating the input. In the case of the sparse autoencoder, this takes the
form of a sparsity penalty Ω(h) added to the reconstruction error, resulting in a generic
expression given in 2.13 [58]. This sparsity penalty can be constructed in a number of
ways, with two common methods being L1 regularization and KL-divergence. The penalty
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of Ω can also take different forms, resulting in different architectures. An example of
this is the contractive autoencoder (CAE), in which the model is resistant to large changes
when x changes slightly, due to the penalty Ω taking the form of Equation 2.14 [70]. This
penalty is the squared Frobenius norm (sum of squared elements) of the Jacobian matrix
of partial derivatives, and it encourages the derivatives of f to be as small as possible.
Denoising autoencoders are another form of regularized autoencoder. Instead of being
trained to reconstruct the given input, these autoencoders reconstruct the input minus a
noise component that is added into the original inputs. By training the autoencoder in this
manner, the network can learn a representation that removes noise from the input, leading
to applications of denoising images, signals, etc [58].

L(x, g( f (x))) + Ω(h).

∂ f (x)
Ω(h) = λ
∂x

(2.13)

2

.

(2.14)

F

The following chapters utilize this background material to develop deep learning models which use EEG signals. The next chapter explores EEG inter-participant variability and
its effects on the presence of covariate shift, as well as develops machine learning models for both improper and proper methods of dataset partitioning for EEG cross-participant
models. The following chapters III-V are also presented in scholarly article format, presenting papers which have already been published or are already submitted to various sources
of publication.
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III. The Effects of Individual Differences, Non-Stationarity, and the
Importance of Data Partitioning Decisions for Training and Testing of
EEG Cross-Participant Models

3.1

Paper Overview
This paper was published in the MDPI Sensors journal special issue Intelligent Biosig-

nal Analysis Methods on 6 May, 2021 [71]. It demonstrated the importance of following proper dataset partitioning guidelines for training and evaluation of EEG-based crossparticipant models. This is significant because without proper dataset partitioning, EEGbased cross-participant models boast unrealistic performance metrics, with empirical results showing that error rates of EEG-based cross-participant models can be underestimated
between 35% to 3900%, pointing to a significant and widespread issue in the body of research surrounding model creation using EEG signals.

3.2

Abstract
EEG-based deep learning models have trended toward models that are designed to per-

form classification on any individual (cross-participant models). However, because EEG
varies across participants due to non-stationarity and individual differences, certain guidelines must be followed for partitioning data into training, validation, and testing sets, in
order for cross-participant models to avoid overestimation of model accuracy. Despite
this necessity, the majority of EEG-based cross-participant models have not adopted such
guidelines. Furthermore, some data repositories may unwittingly contribute to the problem
by providing partitioned test and non-test datasets for reasons such as competition support.
In this study, we demonstrate how improper dataset partitioning and the resulting improper
training, validation, and testing of a cross-participant model leads to overestimated model
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accuracy. We demonstrate this mathematically, and empirically, using five publicly available datasets. To build the cross-participant models for these datasets, we replicate published results and demonstrate how the model accuracies are significantly reduced when
proper EEG cross-participant model guidelines are followed. Our empirical results show
that by not following these guidelines, error rates of cross-participant models can be underestimated between 35% and 3900%. This misrepresentation of model performance for
the general population potentially slows scientific progress toward truly high-performing
classification models.

3.3

Introduction
EEG analysis has been a useful tool in neuroscience for decades in both clinical settings

and the medical research community, proving to be useful for numerous applications such
as classifying sleep patterns, epilepsy, identifying patterns of attention deficit hyperactivity
disorder (ADHD), levels of mental workload [38, 39], and emotion recognition [11]. EEG
has also been useful for neural engineering with Brain–Machine Interfaces (BMIs), primarily due to EEG being used in combination with machine learning. Over the past decade,
deep learning (DL) has been increasingly used to improve performance within models,
allowing for automatic end-to-end processing and classification of the data, to include feature extraction using sequence models. Despite these improvements in model selection,
the challenges of EEG’s non-stationarity and inter-participant variability are still present
[17, 18].
One of the most significant challenges in building EEG classification models that are
intended for use on any individual’s EEG (cross-participant model) is accounting for the
covariate shift that occurs due to EEG’s non-stationarity and inter-participant variability
[28, 29, 31–33]. Covariate shift in machine learning is a difference in the input distributions
of the training and testing datasets [30]. This difference can significantly affect model
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performance, as a general guideline and assumption that is used in supervised machine
learning is that these two input distributions are independent and identically distributed
(i.i.d. assumption). Without this assumption, many theoretical guarantees and bounds on
minimizing the test error are lost. For EEG cross-participant classification models, this
covariate shift and its effects will always be present when the model classifies EEG data
belonging to a participant that the model has not seen. However, models should be tested
with data, which is representative of the data they will predict upon in the real world, and
thus, EEG cross-participant models should be tested with unseen participants. Therefore,
as a best practice in reporting accurate model performance for models intended to classify
any individual’s EEG, EEG cross-participant models should always be validated and tested
using EEG data that comes from participants the model has not trained upon.
Despite previous work showing that EEG has inter-participant variability [18], and that
this inter-participant variability leads to covariate shift when EEG models are tested with
an unseen participant [28, 29, 31–33], the majority of EEG studies built to classify any
individual’s EEG do not follow this best practice of testing the model with unseen participants. In a recent literature review of deep learning-based EEG models by Roy et al., only
23 out of 108 cross-participant models utilized some method of proper dataset partitioning
to ensure the model was tested with a participant that was not used for training [11]. This
same literature review also compared the number of studies exploring models built for a
specific individual (within-participant) versus cross-participant, and they found that since
2016, the growing trend has shifted toward building cross-participant models, with the latest ratio of studies researching cross-participant models to within-participant models being
over 5:1 [11]. With this ever-growing popularity in EEG cross-participant models, it is
critical that the body of research corrects its trend by properly using EEG data from unseen
participants for validation and testing. By not following this best practice, the research pool
may become increasingly diluted with studies reporting model performance metrics that are
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unrealistic and unrepresentative of the model’s true ability. Additionally, data repositories
that split data into training and testing datasets prior to being made available for download,
such as Kaggle [72] and the University of California, Irvine (UCI) machine learning data
repository [73], should also take this best practice into account. In this paper, we aim to
present to the reader the importance of proper dataset partitioning.
This paper has the following structure. First, in Section 3.4, a well-established background is presented to ground the reader in regard to covariate shift and inter-participant
variability within EEG; then, we fully articulate the problem of improper dataset partitioning using this background knowledge. Next, in Section 3.5, we demonstrate the effects of
covariate shift and inter-participant variability both mathematically and in simple models,
presenting evidence for the effects of these phenomena at a fundamental level. Finally, in
Section 3.6, we utilize five publicly available datasets to present empirically the difference
in model performance when following and not following this best practice of proper model
validation and testing. We close with discussion in Section 3.7 and conclusions and future
work in Section 3.8.

3.4

Background
3.4.1

Covariate Shift.

For supervised machine learning, a standard guideline is that the training input distribution PT R (x) is equivalent to the test input distribution PT E (x) [30]. However, when these
two distributions are not equivalent PT R (x) 6= PT E (x), then there is typically a decrease
in performance for most machine learning models. This form of dataset shift is referred
to as covariate shift. This can happen for a number of reasons, such as the training and
testing data being drawn from different populations, a lack of randomness in the number
of trials/observations, an inadequate amount of them, or other biased sampling measures;
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in the case of EEG, covariate shift is due to individual differences and non-stationarity
[33, 51].
Below, in Figure 9, we see a simple example of covariate shift. Here, there is a classification boundary between two different classes, one represented by circles, and the other
represented by triangles, with the classification boundary following the function y = −x3
The training dataset is marked in red and the test dataset is marked in blue. If we train
a machine learning algorithm on only the training dataset and then test it on similar data
such that PT R (x) = PT E (x), then the model will be able to perform very well when tested,
since the classification boundary is well defined between the two classes. In fact, many
functions could easily define a reasonable boundary in this case; for example, y =

x2
3

or

y = 2|x| would yield good performance at discriminating the two classes of the training set
shown in Figure 9. However, if we trained the model using only the red training data and
tested with the blue testing data, the machine learning algorithm would have been trained
with different data than it would be tested with (PT R (x) 6= PT E (x)), and it is unlikely that
during training, the machine learning algorithm would have been able to discover the more
complicated underlying discriminator function y = −x3 having used only the red training
data. Thus, the model trained only on the training data would perform poorly for classification of the test data, because the data distribution of the features from the training data
and the distribution of the features from the test data are different.
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Figure 9. Simple example of covariate shift in classification data. Two classes of data are represented
by circles and triangles, with the training dataset marked in red and the test dataset marked in blue.
The true decision boundary between the two classes follows the function y = −x3 .

There are a number of different methods that can be used to detect if covariate shift is
present due to the input distributions from two datasets being different. Given two datasets,
PT R (x) and PT E (x), one method is to calculate how different the two probability distributions of the two datasets are,

DKL (PT R ||PT E ) = Ex∼PT R [log

PT R (X)
] = Ex∼PT R [log(PT R (X)) − log(PT E (X))]
PT E (X)

(3.1)

Another method for covariate shift detection is through visualization of the distributions
in low-dimensional space using dimensionality reduction techniques. Manifold learning
techniques such as t-Distributed Stochastic Neighbor Embedding (t-SNE), multidimensional scaling (MDS), IsoMap, and others, are useful for this as they capture nonlinear
information in the data [69]. t-SNE is an unsupervised machine learning algorithm that is
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widely used for data visualization as it is particularly sensitive to local structure and reduces the tendency to crowd points toward the center of low-dimensional space [74]. As an
unsupervised machine learning algorithm, t-SNE does not use labels of data for its learning,
and it solely uses the features of each observation to perform its algorithm. It does this by
first constructing a probability distribution for all pairs of observations in high-dimensional
space such that similar observations (observations that are closer to one another in feature
space) are assigned a higher probability of being neighbors, and dissimilar observations
(observations that are further apart in feature space) are assigned a lower probability of being neighbors. Then, a new dataset is created with the same number of observations, but it
is now spread randomly in low-dimensional feature space. It uses a Student’s t-distribution
to compute the similarity between all pairs of observations in low-dimensional space to
create a second probability distribution and then uses gradient descent to iteratively shift
the observations such that the KL divergence between the two different distributions is minimized. The main limitations of t-SNE are that it is computationally expensive and that the
algorithm uses a non-convex objective function (KL divergence minimized using gradient
descent, but initiated randomly), meaning multiple executions of the algorithm can lead
to different embeddings (mappings of high-dimensional space to low-dimensional space).
The dimensions of t-SNE are also difficult to interpret, as they are arbitrary distances that
represent that closer neighboring points in low-dimensional space are likely to be neighbors
in high-dimensional space [75].
Figure 10 shows an example of previous work utilizing t-SNE for high-dimensional
data visualization outside of the EEG domain, with t-SNE performed on the well-known
MNIST dataset, with the clusters corresponding to different input distributions within the
data, and the colors corresponding to different classes [74, 76].
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Figure 10. Example of 2D visualization using t-SNE on the MNIST dataset [74, 76]. The dimensions of
t-SNE are arbitrary distances that represent that closer neighboring points in low-dimensional space
are likely to be neighbors in high-dimensional space.

t-SNE can also be used to visually detect covariate shift. A common example of covariate shift is when the testing data is partitioned from a subset of the clusters (i.e., participants
for EEG), and the training data is partitioned from a different and separate subset of clusters; e.g., if in Figure 10 class 0 (red) was selected as the test data and classes 1–9 were
selected as the training data. Cluster analysis algorithms such as k-means clustering or
fuzzy c-means clustering can be utilized to identify if the training and testing data belong
to separate clusters [77]; however, a simpler method to detect this is through visual inspection of the t-SNE graph. One can separately label the training and test data in the graph
(e.g., with different colors) and then visually inspect to see if the training and test data
correspond to separate clusters within the graph (covariate shift). Visual inspection for
clusters involves identifying that for the majority of observations in one class, the majority
of the nearest neighbors for those observations also belong to the same class, with a clear
boundary between its class (cluster) and another class, meaning there is little to no overlap. This simple method of visual inspection also provides the benefit of visualizing the
high-dimensional data in 2D.
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3.4.2

Non-Stationarity and Individual Differences.

One of the significant challenges associated with EEG analysis and classification is that
EEG is both non-stationary [17] and that there are individual differences in EEG signals
across individuals that result in inter-participant variability [18]. EEG non-stationarity is
due to a variety of internal and external causes, such as brain activity causing continual
changes in states of neuronal assemblies [19], user attention levels, user fatigue, sensor
equipment used, and scalp placement of electrodes [20]. Similar to non-stationarity, the
individual differences in EEG signals are also due to a variety of factors, such as differences
in variability in frequency peaks for individuals due to differences in personality traits [21],
genetic variations [22–24], gamma–aminobutyric acid concentrations in the brain [25, 26],
and memory task performance [27].
These individual differences are underlying shifting covariates across participants, and
they result in a change in the input distributions across all participants, while the conditional
distribution of the output class y given the input feature vector x stays the same, resulting
in a covariate shift for cross-participant machine learning models when they are tested
upon EEG from participants that the model has not seen [28, 29]. Thus, because of this
inherent inter-participant variability in EEG signals, different strategies need to be used
when performing EEG analysis [18] and training of cross-participant models [45].

3.4.3

Approaches to Data and Problem Formulation.

When developing an EEG classification model, it is likely that it will belong to one of
two main types of EEG models, either within-participant (a.k.a. intra-subject) or crossparticipant (a.k.a. inter-subject) [11]. A within-participant model is one that intends to
perform accurate classification of EEG for one individual and is thus built using only data
from one participant. A cross-participant model is one that intends to perform classification on multiple individuals and is thus built using data from multiple participants. By
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training on data from multiple individuals, the goal is that the model becomes invariant to
inter-participant variability, learning a function that accurately maps EEG input to the desired output label for most people. Additionally, cross-participant models can be built for
different purposes and goals, such as for specific populations or for the general population.
For example, the goal of a cross-participant BMI model could be to perform classification
on only those specific individuals that use that specific BMI machinery. However, a more
typical cross-participant model is one in which results are reported as though they are indicative of the model’s ability to perform classification on the general population and thus
any individual.
Each of these model types require different approaches to data partitioning across participants in order to report results that are accurate for their intended goal and target population. The within-participant model is more straightforward, as there is only one participant
for both training, validation, and testing. However in cross-participant models, there are
data from multiple participants, and because of the inter-participant variability that is inherent in EEG from individual to individual, how participants are used in cross-participant
models for training, validation, and testing can have significant effects on model performance due to the differences in input distributions from individual to individual [28, 29].
For example, if a cross-participant model is tested using data from an unseen participant,
then the model’s classification performance will be reduced due to the resulting covariate shift of this individual’s unseen data. If a cross-participant model is only intended to
perform classification on the same population that it is training upon and not also unseen
individuals, as is in some BMI models, then ensuring the model is tested with unseen individuals is not necessary. However, for cross-participant models in which the model is intended for the general population and therefore unseen individuals, data should be prepared
such that participants that are used for training are not also used for validation or testing,
and participants used for validation are not also used for testing; otherwise, the model’s
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performance will not accurately reflect its intended purpose of classification upon unseen
individuals. This means that if participant A is used for training, then not even a single
observation from participant A should be used for validation or testing, and if participant
B is used for validation, then not even a single observation from participant B should be
used for testing. An example of this method of proper vs. improper dataset partitioning for
general population cross-participant models is depicted in Figure 11. It is also worth noting
that proper validation of general population cross-participant models does not exclude the
use of cross-validation (CV) as a performance evaluation technique. Instead, CV merely
needs to be modified so that for each fold, participants used in training are not also used for
validation, such as a Leave-One-Participant-Out approach or a Leave- N-Participants-Out
approach.
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Figure 11. Two examples of creating the training, validation, and testing datasets with data from
five participants. Numbers correspond to unique observations within each participant’s dataset, with
“1–60” referring to observations #1 through #60, “61–80” referring to observations #61 through #80,
etc. The top illustrates improper dataset partitioning: data from each participant are used for all
three datasets. In the top panel, while no unique observation is in more than one subset, each participants’ data is still present in each subset. The bottom illustrates proper dataset partitioning: each
participant’s data are present in no more than one of the subsets.

Cross-participant models have significantly grown in popularity in recent years [11];
however, the majority of studies using cross-participant models do not follow this proper
method of dataset partitioning. In Roy et al.’s literature review of deep learning-based EEG
models, out of 108 studies using cross-participant models, only 23 utilized some method
of proper dataset partitioning with a Leave-N-Participants-Out approach or a Leave-OneParticipant-Out approach [11]. This results in the majority of studies having overestimated
performance metrics—suggesting readers use models which, when used in scenarios in-
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volving the general population, may not perform as well as they were reported to have
performed in the research. To obtain meaningful estimates of performance in the general
population, cross-participant models need to follow proper dataset partitioning, as shown
in Figure 11. Alternately, if the intent is not to use the model in the general population
and is instead a tailored model designed for a specific population subset, the study should
specifically state that the model’s intended goal is only to perform classification upon the
individuals it has been trained upon, to prevent the reader from incorrectly believing its
efficacy would be similar in the general population.
In the following sections, we demonstrate in greater detail how covariate shift occurs, as
well as its effects, in both simple model examples (Section 3.5), and in real-world, publicly
available datasets (Section 3.6).

3.5

Initial Demonstration
To build understanding for how covariate shift manifests in any data, we utilize an

initial demonstration of its effects in three settings: (1) first, we define covariate shift mathematically and illustrate how its effects on the expected loss of the test distribution can be
accounted for; (2) next, we depict covariate shift using t-SNE, specifically using EEG data;
and (3) finally, we demonstrate how we can affect covariate shift in EEG data by reducing the inter-participant variability through data transformations, thus increasing the model
accuracy of properly validated EEG cross-participant models.

3.5.1

Defining and Estimating the Effects of Covariate Shift.

In order to understand covariate shift at its fundamental level, we first define supervised
learning. Supervised learning is the task of learning a function ƒ(x), which maps an input
vector x to a labeled output y, typically done by estimating the conditional probability
p(y|x) [58]. In order to estimate this function ƒ(x), a loss function `(ƒ(x),y) provides a
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measure of the difference between the true output y and the estimated ŷ for the input vector
x, with the loss function producing smaller values if ŷ is correct and larger values if ŷ is
incorrect. Thus, the task of learning involves minimizing the expected loss of `(ƒ(x),y) over
the probability density p(x, y|λ ) (parameterized by λ ), i.e., minimizing the loss `(ƒ(x),y)
over all possible inputs x [78],
ZZ

E(x,y)∼p(x,y|λ ) [`( f (x), y)] =

`( f (x), y)p(x, y|λ )dxdy.

(3.2)

However, in practice, the distribution p(x, y|λ ) is unknown and thus replaced by the
empirical distribution, which can be estimated from training samples. If there is the set of
samples L drawn from p(x, y|λ ), then Equation 3.2 becomes the objective of minimizing
the empirical loss [78],

E(x,y)∼L [`( f (x), y)] =

1
∑ `( f (x), y).
|L| (x,y)εL

(3.3)

After minimizing the empirical loss and a prediction model is learned, the model is
tested with the set of test samples T drawn from p(x, y|λ ), where T does not contain any
samples from L that were used to minimize the empirical loss.
If the training data and testing data are independently and identically distributed (i.i.d.),
meaning that every single observation of training and testing data are sampled independently and from the same distribution of p(x, y|λ ), then we expect that minimizing the
expected training loss will in general also minimize the expected test loss [78]. This is an
assumption that is common for many predictive models and is referred to as the i.i.d. assumption. However, many models are developed under conditions such as non-stationary
signals or covariate shift. In these conditions, the i.i.d. assumption no longer holds, as the
training and testing data come from different distributions, e.g., p(x, y|λ ) (parameterized
by λ ) for the training data, and p(x, y|θ ) (parameterized by θ ) for the testing data. As we
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no longer have the assumption of i.i.d. data, then we can no longer expect that minimizing
the expected training loss also in general minimizes the expected test loss,

argmin
f

E(x,y)∼p(x,y|λ ) [`( f (x), y)] 6=

argmin
f

E(x,y)∼p(x,y|θ ) [`( f (x), y)].

(3.4)

One method to address this lack of minimizing the expected test loss under covariate
shift is through loss rescaling. Shimodaira proposed that if the training and test distributions
are known, that the expected test loss could be minimized by appropriately weighting the
training loss for each x with instance-specific weights

E(x,y)∼θ [`( f (x), y)] = E(x,y)∼λ

p(x|θ )
p(x|λ )

[34, 78],


p(x|θ )
`( f (x), y) .
p(x|λ )

(3.5)

This loss rescaling results in larger loss values for instances of x where there are fewer
training samples than test samples (weight ratio > 1), and smaller loss values for instances
of x where there are more training samples than test samples (weight ratio < 1). Thus, in
a dataset without covariate shift between training and test, more weight ratios’ magnitudes
would be close to unity because the features of the training data have a similar distribution
to the features of the test data. Conversely, in a dataset with covariate shift between training
and test, fewer ratios would be closer to 1.0, and more weight ratios would have magnitudes
differing further from 1.0 because the training distribution and test distribution differ in
their feature distributions.
While loss rescaling could be used to adjust machine learning performance outcomes,
implementing loss rescaling can be difficult to achieve. As can be seen in Equation 3.5, for
each instance of x with positive p(x, y|θ ), there must also be a positive p(x, y|λ ); otherwise,
there is a zero denominator, meaning this loss rescaling can only occur if the training distribution covers the entire support of the test distribution [78]. In high-dimensional data, it is
more difficult to have this coverage due to the curse of dimensionality, i.e., that the sparsity
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of the data increases exponentially as the number of dimensions (e.g., number of features)
increase. High-dimensional data are common in EEG datasets due to the nature of recording brain activity with high numbers of channels (i.e., scalp electrodes), and additionally,
if spectral features are utilized, there are multiple frequency bands that could be extracted
for each channel; it is not uncommon to collect spectral energy from five frequency bands
across 64 electrodes for a total of 320 features in x.
While loss rescaling is unlikely to be useful for determining better estimates of performance in real-world EEG machine learning models, it can be useful for exploring effects of
covariate shift in low-dimensional spaces. Next, we present a low-dimensional transformation of EEG datasets using Principal Components Analysis (PCA) in order to explore the
performance differences between improper and proper partitioning of datasets for machine
learning models.
We demonstrate the effects of these loss-rescaling weight ratio values

p(x|θ )
p(x|λ )

[34, 78]

using the spectral features of the Driver Fatigue dataset [79] described in Section 3.6. First,
the input vectors are log transformed to reduce skew, and the dataset is partitioned into two
separate training and test datasets using the proper and improper methods:
• For improper dataset partitioning, all participant data were shuffled together and onetwelfth of the data were randomly selected for the test set, with the remaining data
selected for the training set.
• For proper dataset partitioning, one participant was selected for the test set, and the
remaining 11 participants were selected for the training set.
Then, PCA was applied separately to the improper and proper datasets in order to reduce the
dimensionality of the data to its first two principal components,with the amount of variance
explained by the first two components being 0.72 for improper and 0.73 for proper. PCA
dimensionality reduction is applied to both datasets so that the training distribution is more
likely to cover the entire support of the test distribution [78]. Figure 12 depicts the graphs
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for improper and proper dataset portioning: red dots representing training data observations, and blue dots representing test data observations. Note that in Figure 12 improper
(top), the test distribution is more uniformly spread throughout the training distribution, as
all 12 participants are included in the test distribution, while in Figure 12 proper (bottom),
the test distribution is more clustered due to the entire test distribution belonging to a single
participant.
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Figure 12. PCA projection of the first two principal components for Improper (top) and Proper (bottom) methods of dataset partitioning for spectral features of the Driver Fatigue dataset [79]. Red dots
represent training data observations, and blue dots represent test data observations. Note that in the
improper (top) that the test distribution is more uniformly spread throughout the training distribution,
as all 12 participants are in the test distribution, while in the proper (bottom), the test distribution is
more clustered due to the entire test distribution belonging to a single participant. These graphs are
newly generated from the data obtained in the Driver Fatigue dataset [79]

Recall that the loss rescaling weight ratios represent a multiplier on the loss function in
order to better estimate the expected real loss function from the loss estimate produced during evaluation of a model when there was a covariate difference between the test p(x, y|θ )
and training sets p(x, y|λ ) used for machine learning. Ratios with values higher than 1
imply that there are more test data than training in this region; thus, the importance of the
48

loss value in this region needs to be magnified; conversely, in regions with ratios smaller
than 1, there is less test data than training data, meaning the loss values in this region are
less important and their contribution to overall performance should be suppressed.
To calculate the loss rescaling weight ratio values

p(x|θ )
p(x|λ )

[34, 78] within these datasets,

some method of density estimation of the marginal input distributions is required; for the
purposes of visualization and discussion, we utilize two-dimensional histogram estimators
generated across a 7 × 7 grid of bins for each dataset (# of bins = 49). To help visualize
this, imagine a 7 × 7 grid placed over the observations in each graph of Figure 12, with the
grid extending from the minimum values within the dataset, to the maximum values within
the dataset, for both the X and Y axes. The number of training and testing observations
within each histogram bin are calculated and normalized, providing our density estimation
for the marginal input distributions, and subsequently the weight ratio values

p(x|θ )
p(x|λ )

for each

bin. To better display the magnitude of difference in these weight ratio values, we display
them in log scale, with a small value (ε = 1.0 × 10−5 ) added to the ratio values to avoid
undefined values of log(0). This results in the log-transformed heat maps seen in Figure
13, with the top-left being the log-transformed weight ratio values for the proper dataset (
log(proper + ε)), top-right being the log-transformed weight ratio values for the improper
dataset (log(improper + ε)), and bottom being the difference between the log-transformed
weight ratio values for proper minus improper (log(proper + ε) − log(improper + ε)).
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Figure 13. Heat maps for the log-transformed weight ratio values generated using two-dimensional
histograms for Proper (top-left) ( log(proper + ε) ) and Improper (top-right) ( log(improper + ε) ) (ε =
1.0 × 10−5 ) methods of dataset partitioning for spectral features of the Driver Fatigue dataset [79].
The bottom graph depicts the difference in log-transformed weight ratio values between the proper
and improper methods ( log(proper + ε) − log(improper + ε) ), with labels for each bin indicating
approximately equal weights (=), a significant negative delta (v), or a significant positive delta (+).
These heat maps are newly generated from the data obtained in the Driver Fatigue dataset [79]

Figure 13 (top-left) depicts that for the proper dataset partition, there are few bins (≈
7) with a weight ratio close to 0, and many bins that are less than 0 (with many equal
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to −5, i.e., log(ε)) or greater than 0. In contrast, Figure 13 (top-right) depicts that for
the improper dataset partition, there are more bins (≈14) with a weight ratio close to 0,
and fewer bins that are less than 0 or greater than 0. Bins that are less than 0 for proper
are also darker blue than bins that are less than 0 for improper, indicating the training
data have a more similar distribution to the test for improper vs. proper. In Figure 13
(bottom), the difference of the log-transformed weight ratio values between the two heat
maps (proper minus improper) indicates that approximately half of the bins have a delta of
0, and the other half of the bins have a delta that is significantly less than 1.0 or significantly
greater than 1.0. This signifies that there can be significant differences in the weights
required to rescale the loss depending on how the data are partitioned, with significantly
more loss rescaling being required for the proper method of dataset partitioning vs. the
improper method. This significant difference in loss rescaling between the two methods is
indicative of proper dataset partitioning resulting in a covariate shift, and because the only
difference in partitioning between the two methods is how participants are distributed, it is
also indicative of an unseen participant resulting in covariate shift.

3.5.2

Covariate Shift in EEG.

In Section 3.4.1, we discussed how t-SNE can be utilized in order to detect covariate
shift in data, and in Section 3.4.2, we discussed how covariate shift is inherent in EEG
models due to the nature of EEG’s non-stationarity and the individual differences that result
in inter-participant variability. Here, we utilize t-SNE to visually showcase why this interparticipant variability leads to the effect of covariate shift in EEG cross-participant models.
As mentioned previously, t-SNE allows one to inspect for covariate shift in the data by
first applying the unsupervised technique and then visually exploring the data in 2D space,
examining it to see if the clusters of training data and testing data are isolated from one
another through visual inspection.
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We perform t-SNE on spectral features of the PTSD [80], Schizophrenia [81], and
Driver Fatigue datasets [79], as well as entropy features for the Driver Fatigue data [79],
with results shown in Figure 14. This is done to showcase that inter-participant variability
is present across many tasks and participant populations and demonstrates it visually to
complement the quantitative empirical results within Section 3.6. For each of the graphs
in Figure 14, we see that the majority of the data are clustered by participant, meaning that
most of the participant data belong to its own unique input distribution, with some overlap
and similarity between participants. However, there are some limitations of t-SNE that
are worth noting and that are not obvious, and without their understanding, they can lead
to incorrect assumptions about the underlying structure of the data. One limitation is that
the cluster sizes in a t-SNE plot do not relate to distance between points of the cluster, as
the algorithm adapts “distance” to each of the local clusters in the dataset, meaning dense
clusters are expanded and sparse clusters are contracted [75]. This means that the sparsity
of the cluster cannot be implied to have meaning. Another limitation is that the global
geometry of the plot is not reliable as a source of information, meaning that the distances
between clusters may or may not be accurate methods of interpreting the high-dimensional
data in 2D space. While it is possible to dial in the hyperparameters to the correct values
so that the 2D space does accurately represent the global geometry of the data in highdimensional space, this requires a priori knowledge of the underlying structure of the highdimensional data, which is unavailable. The implication of these limitations is that when
interpreting t-SNE plots, the focus should be on simply the number of clusters present
in the data and how they relate to the training dataset and the testing dataset. Any other
information within the plot should not be taken as evidence of the underlying structure of
the data in high-dimensional space. These limitations are important in understanding the
data presented in the next section.
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Figure 14. Example of using t-SNE for 2D dimensionality reduction and visualization of datasets utilized within this research, with colors corresponding to participants within the datasets, showcasing
that inter-participant variability is present across different tasks and participant populations. Datasets
depicted here are spectral features of the (a) PTSD, (b) Schizophrenia, (c) and Driver Fatigue datasets;
and (d) Entropy features of the Driver Fatigue dataset. The dimensions of t-SNE are arbitrary distances that represent that closer neighboring points in low-dimensional space are likely to be neighbors
in high-dimensional space.

3.5.3

Reducing Inter-Participant Variability.

As mentioned in Section 3.4.2, current approaches to EEG modeling are classified as
either within-participant or cross-participant. Due to inter-participant variability, crossparticipant models tend to always have lower classification accuracies than within-participant
models, despite the fact that more participants typically also result in a larger training
dataset for the model.
In order to demonstrate these effects of inter-participant variability within cross-participant
models, we study the phenomenon with synthetically altered data through transformation.
To generate the data, we utilize two mutually exclusive, independent applied data transformations named shifted Heaviside (our own naming for the transformation for the purpose
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of discussion) and shift to median. The goal of these transformations is to reduce the
inter-participant variability of the data while still preserving the local structure of each participant’s EEG data. In this manner, it can then be seen that as inter-participant variability is
reduced and participants become more similar and no longer have different input distributions, classification performance improves because the effect of the covariate shift has been
reduced. The purpose of this exploration is to demonstrate this performance-affecting relationship of inter-participant variability and covariate shift; we do not recommend utilizing
these transformations in practice for the purpose of improving model performance.
The apparent performance improvement that occurs when data are transformed to reduce inter-participant variability implies that there will likely be overestimated classification performance in cross-participant models that are improperly validated and tested.
When a model uses the same participants for both training and validation or testing, the
higher measured performance is due to the reduced inter-participant variability between
the training dataset and the validation or testing dataset—essentially masking the true differences that would exist between the people the model was trained on and the people the
model was intended to be used on in the future. Similarly, when we apply transformations
to reduce inter-participant variability, the goal is to transform the data in a manner such that
multiple participants appear as if they belong to a single participant, and we can induce the
effect of masking the true differences.
The transformation shifted Heaviside is both participant-based and feature-based. As
mentioned at the beginning of this section, the name shifted Heaviside is the name we use
in this paper to refer to this transformation proposed by Arevalillo-Herraez et al. in [82],
based on the Heaviside function, as this transformation was not named by its originators.
It was proposed by Arevalillo-Herraez et al. specifically for the use of reducing interparticipant variability in EEG data, and it does so by using the median value for each
feature of each participant in order to map the original feature vector into a binary feature
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vector of the same size [82]. The effect of this transformation can be thought of as having
the effect of shifting the data to the different corners of a hypercube. To create the mapping,
first, the median value of each feature of each participant is calculated. Then, the original
feature vector data are converted to a binary encoded vector where each feature value is
transformed to a 1 if the value is greater than the median of the feature vector, or a 0 if
less than or equal to the median (akin to a shifted Heaviside function). Specifically, they
formulate their algorithm as follows: for pth participant, for all feature vectors x p, j, j =
1, 2, ..., n p in the set of training samples X p , compute the median vector x0p . Then, transform
all feature vectors u for the same participant p according to Equation 3.6, where [k] denotes
the kth element (feature) of the corresponding vector.

ū[k] =




1

u[k] > x0p [k],



0

u[k] ≤ x0p [k],

(3.6)

The shift to median transformation involves calculating a center point for each output
class y across all participants in feature space and then shifting by class y each participant’s data closer to those class center points so that each participant’s data distribution
moves closer together (toward the calculated class centers), while still preserving differences within each participant’s individual data observations. The goal is to reduce interparticipant variability by shifting all participants to a similar range in feature space, while
still preserving local structure within each participant, including class effect. The effect of
this transformation can be thought of as shifting each participant’s entire cluster of data by
a certain amount so that it is re-centered on a new point (performed by class y). Using the
same symbols in the previous paragraph, we have the following algorithm.
Shift to Median—Variables are defined as follows: y represents class, j represents the
observation, p represents the participant, and N represents the total number of training
samples.
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1. ∀y Calculate median vector C̃y across all feature vectors x p,y, j of all participants p =
1, ..., P

• C̃y =




x

N odd

y, N+1
2



 1 (x
2

y, N2

+ xy, N+1 ) N even
2

2. ∀p ∀y ∀x p, j Calculate median centroid c̃ p,y of p



x N+1
N odd
p,y, 2
• c̃ p,y =


 1 (x N + x N+1 ) N even
p,y,
2 p,y,
2

2

3. ∀y ∀x p, j Compute shifted vector x0p,y, j = x p,y, j + (C̃y − c̃ p,y )
This results in three different datasets: original dataset, shifted Heaviside transformation, and shift to median transformation. Employing t-SNE on the datasets allows us to view
the local clusters within the data. For EEG specifically, this typically allows us to identify
clustering by participant, showcasing the inter-participant variability inherent across participants. To demonstrate this clustering as well as the EEG data transformations described
above, we utilize the Driver Fatigue dataset [79] described in Section 3.6.1.
This dataset contains both entropy and spectral features. In information theory, the
entropy of a time series quantifies its regularity and predictability over time [83], and the
entropy features extracted for use include approximate entropy (AE), sample entropy (SE),
and fuzzy entropy (FE) features [84]. The spectral features were extracted using Morlet
wavelet transforms in MATLAB to determine the frequency-domain mean power of two of
the five clinical frequency EEG bands: alpha (12–15 Hz) and beta (16–22 Hz) ([18]). Two
frequency-spectral-power features extracted from EEG were computed for each of the 30
channels. This results in 60 features for the spectral feature space and 90 features for the
entropy feature space (three entropy measures across all 30 channels).
Figures 15 (top-left) and 16 (top) illustrate the results of applying t-SNE to the untransformed Drive Fatigue datasets for the entropy and spectral feature spaces, respectively. It
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can be seen that in these high-dimensional data spaces of 90 and 60 features each that there
is significant clustering by participant, with coloring corresponding to a participant’s data.
Note that this coloring has no effect on the t-SNE algorithm itself and is applied afterwards
for visualization. As mentioned earlier in Section 3.5.2, due to the limitations of t-SNE, we
cannot reliably interpret any information from the 2D plot outside of the number of clusters.
Clusters found within t-SNE should only be treated as such: that they are localized clusters
that exist within the high-dimensional data. After a data transformation, if t-SNE is unable
to find local clustering despite hyperparameter tuning, then local clustering does not exist
[75]. For these datasets, a lack of local clustering means that the inter-participant variability has been reduced to the point that t-SNE can no longer distinguish between participants
in the feature space.

Figure 15. Results of visualizing the data using t-SNE for the entropy feature space before and after
various data transformations: (top) Before any transformations; (bottom-left) After applying shifted
Heaviside transformation; (bottom-right) After applying shift to median transformation. Colors correspond to different participants, with the same color applied to the same participant in each figure.
Note in in the bottom graphs that there is a lack of local clustering, implying that inter-participant variability has been reduced due to the transformations. The dimensions of t-SNE are arbitrary distances
which represent that closer neighboring points in low-dimensional space are likely to be neighbors in
high-dimensional space.
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Figure 15 (bottom-left and bottom-right) reveal the different data transformation’s effects on local clustering within the entropy feature spaces and Figure 16 (bottom-left and
bottom-right) show the transformation’s effects on the spectral feature spaces. For the
entropy feature space, we see that each transformation has reduced the inter-participant
variability to the point where t-SNE no longer finds local clustering within the data. Similarly, for the spectral feature space, we see that the shifted Heaviside transformation has
the same result, while the shift to median transformation largely reduces local clustering
within t-SNE, but not to the same effect as the shifted Heaviside transformation.
To demonstrate the effects of reducing inter-participant variability on classification accuracy in cross-participant models, cross-participant models were also built using each of
these three datasets of data within both of the feature spaces (entropy and spectral). As this
is the Driver Fatigue dataset, models were trained according to the methodology specified
in Section 3.6.1. For each of the three subsets of data within both of the feature spaces of
entropy and spectral features, separate models were trained and tested according to both
the improper and proper methods of cross-participant model generation. For proper model
generation, we follow the guidelines specified in Section 3.4.3, resulting in 12-fold LOPO
CV. As mentioned in Section 3.6.1, for improper model generation, in order to match the
number of folds (and data per fold) in LOPO CV, 12-fold CV was used with all participant data shuffled together and split across 12-folds. Together, this results in 12 models
generated for each method.
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Figure 16. Results of visualizing the data using t-SNE for the spectral feature space before and after
various data transformations: (a) Before any transformations; (b) After applying shifted Heaviside
transformation; (c) After applying shift to median transformation. Colors correspond to different participants, with the same color applied to the same participant in each figure. The dimensions of t-SNE
are arbitrary distances that represent that closer neighboring points in low-dimensional space are likely
to be neighbors in high-dimensional space.

Table 4 contains the classification accuracy results for each of the 12 models. It can be
seen that for both the entropy and spectral feature spaces that improper model testing did
not benefit from the data transformations. Intuitively, this makes sense, as these models
are tested improperly; thus, the model has seen each participant’s input distribution, and
therefore, a reduction of inter-participant variability is not impactful to the model. However, for proper model testing, we see that for both the entropy and spectral feature spaces
that the shift to median transformation results in a dominance in accuracy of the 95% confidence interval (CI) from the transformation in comparison of the 95% CI’s. While the
shifted Heaviside transformation did result in a reduction of inter-participant variability
for both feature spaces as shown in Figures 15 (bottom-left) and Figure 16 (bottom-left),
this reduced inter-participant variability did not result in any significant effects on cross-
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participant model performance, suggesting that this transformation may be best suited for
only certain datasets which its developers Arevalillo-Herraez et al. work with.
Table 4. Classification accuracies for the 12 models generated from transformed and non-transformed
driver fatigue data. Improper models were generated with the improper method of cross-participant
model generation utilizing 12-fold CV with all participant data shuffled together and split across 12
folds, and proper model generation utilized 12-fold LOPO CV. The purpose of this table is two-fold.
One is to depict that improper model generation typically results in overestimated model accuracy as
can be seen with increased accuracies for improper vs. proper. The other is to depict the results of
the proper method on untransformed data versus the proper method on the two transformed datasets.
Bold signifies dominance in accuracy of the 95% confidence interval from the transformation in comparison of the 95% confidence intervals.

Entropy

Spectral

Untransformed

0.91 (0.89, 0.93)

0.82 (0.79, 0.85)

Shifted Heaviside

0.72 (0.68, 0.76)

0.66 (0.62, 0.70)

Shift to Median

0.91 (0.89, 0.93)

0.82 (0.79, 0.85)

Untransformed

0.50 (0.46, 0.54)

0.50 (0.46, 0.54)

Shifted Heaviside

0.50 (0.46, 0.54)

0.47 (0.43, 0.51)

Shift to Median

0.80 (0.77, 0.83)

0.72 (0.68, 0.76)

Improper

Proper

3.6

Empirical Demonstrations in Diverse EEG Case Studies
In this section, we utilize five publicly available datasets to empirically demonstrate

the difference in machine learning performance results of using proper versus improper
methods of dataset partitioning during training, validation and testing. These five datasets
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were selected to encompass diversity across the research activities using machine learning and EEG, to demonstrate the importance of following the proper methodology in many
situations. The domains of the five datasets differ substantially in both tasks performed during data collection and subsequent classification using EEG, including both classification
of different mental states within an individual: mental fatigue (Driver Fatigue), emotions
(Confused Students), as well as determining of the existence of longer-term chronic conditions in individuals: mental disease (Alcoholism), psychological conditions (PTSD), and
mental disorders (Schizophrenia). In the chronic condition datasets, each participant (and
all of the observations corresponding to that participant) are either in the chronic condition
class or the class representing normal. Summary details of these datasets can be seen in
Table 2.
Table 5. Details for the publicly available datasets. All datasets are binary classification tasks, and all
datasets are balanced except for the Alcoholism dataset. This gives chance accuracy for Alcoholism
defined as 0.64 and 0.50 for all other datasets.

Dataset

Year Collected

Binary Classification Task

# of Participants

Driver Fatigue[79]

2017

Normal vs Fatigue

12

Confused Students[72]

2013

Confused vs Not Confused

10

Alcoholism[73]

1999

Alcoholic vs Non-Alcoholic

122

PTSD[80]

2018

Pre-Treatment vs Post-Treament

12

Schizophrenia[81]

2014

Schizophrenia vs Healthy Control

30

Model architectures used are selected based on research papers with top performance
in their respective dataset and/or domain, with replication performed as closely as possible. In some cases, research papers were missing details about hyperparameters and other
model details, and these details had to be selected using best practices of machine learning.
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With architecture and hyperparameters selected, two models are then created and evaluated
separately using the same architecture and hyperparameter sweep (grid search utilized):
• Improper: trained, tuned, and evaluated during tests using all participant data.
• Proper: trained and tuned using data from a subset of the participants, then, during
the test, evaluated using only data from participant(s) that were not used to train or
tune the model.
Then, results of the two methods are contrasted and compared, with error rates displayed in a summary table in Section 3.7. It is also worth noting that the amount of data
used for training and validation/testing is kept consistent across both the proper and improper methods, meaning that both models have the same quantity of observations to train
upon, and additionally, both models are validated and tested with the same number of observations. This ensures that there is minimal difference between the two models in terms
of architecture, hyperparameter sweeps, or the amount of data used for training, validation,
or testing, and that the only difference between the models is the restriction surrounding
which participants are used for training, validation, and testing for the proper method vs.
the improper method.
The next five subsections are structured as case studies for each of the five datasets, and
they are in the following order: Driver Fatigue, Confused Students, Alcoholism, PTSD, and
Schizophrenia. Each case study first discusses the purpose of the experiment, how it was
conducted, and what EEG data were collected (pre-processing details are provided in the
Appendix in Section 3.8). Then, information on the model architecture and its methodology
are provided, as well as the results previous researchers had achieved using that methodology. Then, we detail our own methodology to include having to fill any gaps missing from
their architecture or hyperparameter selection, as well as how we perform both improper
and proper training, validation, and testing for the two different models. Finally, we state
results achieved with both models and compare them.
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3.6.1

Driver Fatigue.

This dataset is available on Figshare [79] through a link provided in Min et al.’s paper, which details both the experiment and the subsequent deep learning performed [84].
Their experiment consisted of collecting EEG recordings during a driving simulator for the
purpose of using these signals to develop a model that could detect driver fatigue using
EEG signals. Twelve participants used the driving simulator for 1–2 h in a highway setting with low traffic density, with EEG recorded in two phases during the session. The first
phase consisted of 20 min of continuous driving, with the last 5 min of this 20-min segment
recorded and labeled as the normal state. The second phase consisted of driving that lasted
for 40–100 min until the participant’s self-reported questionnaire indicated that they were
fatigued (surveys used were Lee’s Subjective Fatigue Scale [85] and the Chalder Fatigue
Scale [86]), in which the last 5 min of driving were recorded in the EEG and labeled as the
fatigue state. EEG was recorded using a 32-channel electrode cap, with two of the channels being reference channels linked to mastoid electrodes. The 5 min of EEG from each
phase were epoched into 1 s segments for 300 epochs per phase per participant, resulting
in a total of 3600 trials for the normal state and 3600 trials for the fatigue state. Then, the
data were randomly split into training and testing datasets at a 50/50 ratio, without participants taken into account, thus resulting in improperly created datasets for cross-participant
models. Feature extraction included several entropy measures, which were extracted for
each trial and then normalized. In information theory, the entropy of a time series quantifies its regularity and predictability over time [83], with the measures extracted including
approximate entropy, sample entropy, and fuzzy entropy [84].
In Min et al.’s work, these entropy features were then utilized for multiple classifiers,
with the classifier that achieved the highest accuracy being an artificial neural network
(ANN) [84]. The ANN had three layers, each with 20 hidden units and sigmoid activation
functions. Gradient descent was used with mean squared error (MSE) for the loss the
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function, and the Levenberg–Marquardt function was used as the optimization function
[87]. Leave-One-Out Cross-Validation (LOOCV) was utilized to report test classification
accuracy, with their reported test accuracy being 0.968 or an error rate of 0.032.
The architecture above was followed for training both of our models; however, 12-fold
CV was utilized, as there are 12 participants and Leave-One-Participant-Out (LOPO) CV
results in 12-fold CV. Thus, for improper training and validation, 12-fold CV was used
with all participant data shuffled together and split across 12-folds, and for proper training
and validation, LOPO CV was used. Using this configuration, for improper testing of the
cross-participant model, the best accuracy we obtained was 0.83, which was much lower
than Min et al.’s reported test accuracy of 0.968 with their 50/50 training/testing split. In an
effort to improve upon this, a hyperparameter sweep was conducted across hidden units (20,
30, 40, and 50), dropout rate (0.0, 0.1, 0.2), different learning rates (0.01, 0.001, 0.0001),
and the reduce lr callback of reducing the learning rate based on the number of epochs
trained. The configuration with the highest classification accuracy for the improper method
was one of 50 hidden units, 0.2 dropout rate, 0.001 learning rate, and reduce lr callback
was utilized. This hyperparameter sweep was also conducted for the proper method, with
the configuration with the highest classification accuracy for the proper method being 40
hidden units, 0.2 dropout rate, 0.001 learning rate, and reduce lr callback being utilized.
Then, these configurations were used for improper and proper training and validation of
the cross-participant models, respectively.
For improper training and validation of the cross-participant model using our configuration above, the reported classification accuracy using 12-fold CV was 0.91 (95% CI: 0.903,
0.917) or an error rate of 0.09 (95% CI: 0.083, 0.097). While this result is significantly
lower than Min et al.’s error rate (0.09 vs. 0.032 [84]), our accuracy is still similar enough
in magnitude for our goal of contrasting proper and improper methods of model evaluation.
As such, when we built the model properly and trained and validated it using LOPOCV,
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the resulting accuracy was 0.540 (95% CI: 0.528, 0.552) or an error rate of 0.46 (95% CI:
0.448, 0.472). This error rate is over five times as that of the error rate of the improper
method, illustrating how difficult classification of unseen participants is, and how significantly overestimated test accuracies can become by following an improper methodology,
which does not account for the significance of inter-participant variability.

3.6.2

Confused Students.

Participant data for this dataset are available on Kaggle [72] and come from an experiment involving college students. The purpose of the experiment was to collect EEG from
college students while they were in a confused state and a not confused state and then build
a model that could determine if the student was confused or not confused using the EEG
signals. Researchers collected EEG while the students watched online education videos in
a confused state and a not confused state [88]. Ten young adult college students watched
two-minute online education videos (lectures) on various topics, which were assumed to
not confuse an average college student, such as basic algebra and geometry, as well as
topics that would be confusing, such as quantum mechanics and stem cell research. Each
student watched five randomly selected videos from each category, and after each video,
students self-rated their confusion on a scale of 1 (least confused) to 7 (most confused).
EEG was recorded at a sampling rate of 512 Hz using a single-channel NeuroSky MindSet
device, which has a single electrode that rests over the middle of the forehead, and two
electrodes for ground and reference, each in contact with an ear. The first 30 s and last
30 s of each session’s EEG recording were removed in case the student was not ready;
the middle 60 s was available for analysis. Then, NeuroSky software was used to extract
features from the signal at 2 Hz to include the mean of the raw signal, mean power for
the five traditional frequency bands (to include alpha low/high, beta low/high, and gamma
low/high), and MindSet’s proprietary “attention” and “meditation” signals.
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In addition to the experiment data, Kaggle also lists references with some of the latest
classification results to use these data for the purpose of binary classification of whether
a student is confused or not confused. The two references with the greatest classification accuracies both use bidirectional Long Short-Term Memory (LSTM) models as their
neural network architecture [89, 90], with the one we selected for replication being work
from Ni et al., as their work provided the most detail for replication [90]. For Ni et al.’s
work, each session consisted of a single trial as to provide sequence data for the recurrent neural network (RNN). Sessions from all nine participants were merged together for
a cross-participant model, and 5-fold cross-validation was used across all participants (improper method). EEG features used consisted of proprietary measures from the MindSet
EEG device labeled Attention (measure of mental focus) and Meditation (measure of calmness), the raw EEG signal values, and mean values of eight different frequency regions in
the power spectrum. In addition to EEG signals, Ni et al. also opted to use the “Predefined
Label” of whether a session was confusing or not as a feature. The bidirectional LSTM
had 50 hidden units and used a tanh activation function, and it was followed by a fully
connected layer with a sigmoid activation function. Before the bidirectional LSTM, batch
normalization was used. No other architecture or hyperparameter methodology was provided. The CV test accuracy varied between 0.71 and 0.74 for their work, with an average
5-fold CV accuracy of 0.733.
To reproduce Ni et al.’s results for the improper model, the architecture above was
followed along with the hyperparameters provided, and all of the EEG features were utilized, resulting in 11 total features used for training (in our replication of the research,
the non-EEG “Predefined Label” feature was omitted; we do not recommend including a
class label as a feature per standard practices of machine learning). In an effort to replicate
their methodology of hyperparameter selection for the proper model, a hyperparameter
grid search was performed across hidden units (40, 50, 60), dropout rate (0.0, 0.1, 0.2),
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and learning rate (0.001, 0.0001), with the highest performing proper model having hyperparameters of 50 hidden units, 0.0 dropout rate, and 0.0001 learning rate; the same
hyperparameters Ni et al. and our improper model design used. This hyperparameter
sweep ensures both the improper and proper models have selected their best hyperparameters for their input data. In an effort to increase the amount of training samples for the
models, the EEG data were also segmented using a sliding sequence window of 15 samples
in length and slides by 12 samples. Then, we built two separate cross-participant models
using improper training and testing for one and proper training and testing for the other.
The improper model utilized 5-fold CV for training and validation with all participant data
shuffled together, resulting in every fold including some data from every participant (exact
same method used by Ni et al.). The proper model also utilized 5-fold CV; however, it was
Leave-Two-Participants-Out CV. Outside of this change in how the folds were formed for
features used, hyperparameters, and the number of observations used for both training and
validation.
For improper training and validation of the cross-participant model using 5-fold CV,
our replication of Ni et al.’s configuration [90] resulted in a test accuracy of 0.69 (95% CI:
0.654, 0.726), which was close to their reported test accuracy of 0.733, with a difference
in error rates of 0.31 (95% CI: 0.274, 0.346) vs. 0.267. However, our proper training
and validation of the proper cross-participant model using Leave-Two-Participants-Out CV
resulted in an accuracy of 0.584 (95% CI: 0.552, 0.628) or an error rate of 0.416 (95% CI:
0.372, 0.448). The error rate of the proper method is over 33% greater than the error rate
of the improper method, suggesting that improper training and testing of EEG data can
lead to overestimation of model performance on unseen participants and thus the human
population in general.
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3.6.3

Alcoholism.

Participant data for this dataset are available from both Kaggle [72] and the University
of California, Irvine (UCI) machine learning data repository [73], with this research utilizing the Full Dataset from the UCI repository. The source of the data comes from one of
a number of experiments sponsored by the National Institute on Alcohol Abuse and Alcoholism (NIAAA) in the early 1990s, which were conducted with the purpose of recording
brain activity during a task that was expected to elicit differences in the neural activity of
healthy participants and alcoholic participants [91, 92]. In the control group, there were 45
male participants, and in the experimental group, there were 77 alcoholic male participants.
The task used was a visual object recognition task: the participant was presented with a sequence of two images and had to determine whether the second image was the same as
the first. Signals were recorded from 64 scalp EEG electrodes and 2 electrooculography
(EOG) electrodes, at a sampling rate of 256 Hz, and were referenced to node site Cz during
EEG measurement. This resulted in a sequence dataset with 64 features × 256 µV values
for each of the (approximately) 100 observations per participant.
Recently, the Full Dataset from the UCI repository was utilized by Farsi et al. to train
both ANN and LSTM classifiers, with their LSTM architecture having the best performance with a reported test accuracy of 0.93 [93]. They used improper dataset partitioning,
mixing the participants data and selecting 80% of the data for training and 20% for testing. For improper training and validation of the cross-participant model, we used 5-fold
CV to align with Farsi et al.’s 80% training 20% testing dataset preparation. For proper
cross-participant model evaluation, we utilized 5-fold Leave-N-Participants-Out CV, with
N equal to 24 or 25 depending on the fold. Although the paper provided an architecture, it
did not explicitly identify their choice of best hyperparameters that were selected for their
final LSTM model—they only provided a list of what hyperparameters were explored.
Therefore, in an effort to recreate their work, we utilized the architecture they specified and
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performed a hyperparameter sweep across all of the hyperparameters that were explored
by the authors. This resulted in a 3-layer LSTM with layers and hidden units as follows
(100-(Dropout Layer)-32-1), and a hyperparameter sweep performed for activation function (Relu, tanh, Sigmoid), dropout rate (0.2, 0.4), optimizer (Adam, SGD), batch size (50,
150), learning rate (0.1, 0.0001), epochs (50, 100), and loss function (MSE, Binary Cross
Entropy). The resulting models from these hyperparameter sweeps performed poorly for
both improper and proper models, so we instead used a 3-layer LSTM architecture with
descending hidden units (H) across the three layers (H, H-50, H-100), dropout and recurrent dropout activated for all three layers, with activation function tanh, recurrent activation
function sigmoid, batch size 256, optimizer Adam, learning rate 0.0001, and loss function
Binary Cross Entropy. Then, we performed a hyperparameter sweep for this architecture
across hidden units (200, 250, 300, 350), dropout rate (0.2, 0.3, 0.4), and epochs (200, 300,
400, 500). This architecture and its hyperparameter sweep had better performance, so we
opted to use it as our final architecture for both the improper and proper methods of model
creation. The best configuration for the improper model had hyperparameters of hidden
units 350, dropout rate 0.4, and epochs 500. The best configuration for the proper model
had hyperparameters hidden units 300, dropout rate 0.4, and epochs 400.
The resulting improper model had a test accuracy of 0.84 (95% CI: 0.82, 0.86) or an
error rate of 0.16 (95% CI: 0.12, 0.18). While this result is significantly lower than Farsi
et al.’s error rate (0.16 vs. 0.07 [93]), our accuracy is still similar enough in magnitude for
our goal of contrasting proper and improper methods of model evaluation. The resulting
proper model had a test accuracy of 0.69 (95% CI: 0.67, 0.71) or an error rate of 0.31
(95% CI: 0.29, 0.33), which is close to chance accuracy of 0.64 or a chance error rate
of 0.36, as this dataset was imbalanced with a majority class of alcoholics. The error
rate of the properly data-partitioned model is almost twice as large as the error rate of the
improper model, again suggesting that if the goal is to build a model that can be used to
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make accurate estimates on unseen individuals, then the EEG cross-participant model must
be evaluated properly by evaluating it only using data from participants not used during
training or validating the model.

3.6.4

Post-Traumatic Stress Disorder (PTSD).

This publicly available PTSD dataset can be found on Figshare [80] through an appendix and link provided in Rahmani et al.’s paper, which details the experiment used and
their subsequent EEG analysis [80] (unrelated to machine learning). Researchers captured
resting-state EEG from six healthy control (HC) participants and six combat-related PTSD
participants, while they had an MRI taken, with the goal being to find differences between
HCs and PTSD participants through analysis of the EEG. For this dataset, there were 33
channels of EEG recorded, with two of the 33 channels being used for ground and reference, and at a sampling rate of 5000 Hz. EEG preprocessing was performed in both
the proprietary software BrainVision Analyzer2 and within EEGLAB. ICA was used to
remove blink and saccade artifacts, and time periods containing motion artifacts from observed participant head motion were also removed. After artifact removal, the EEG was
down-sampled to 250 Hz. Scans lasted 526 s, and the first 6 s were removed for steadystate signals, resulting in 520 s of raw voltage value data per participant. However, only
the first continuous 50,000 data points without participant motion were used within Rahmani et al.’s analysis, and this was subsequently the case with the data uploaded and made
available to the public, resulting in 200 s of raw EEG per participant being available for
machine learning. Then, EEG signals were segmented into 1-s non-overlapping epochs,
resulting in 200 observations per participant. For feature selection, spectral features were
extracted for the 31 EEG channels using Morlet wavelet transforms in MATLAB to determine the frequency-domain mean power of the five traditional frequency bands: delta (2–4
Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (15–30 Hz), and gamma (30–80 Hz) [18]. The
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mean power of these five bands for all 31 channels results in a total of 155 features (31 ×
5) for each of the 260 observations for each of the 12 participants.
Since this dataset has not yet been used for published research in the area of machine
learning, there is no machine learning workflow we are attempting to replicate; instead, we
utilize a standard fully connected multi-layer perceptron neural network (MLPNN) for our
architecture, which is a common and most fundamental ANN.
A hyperparameter sweep was performed to find a good model. The sweep was conducted across the following hyperparameters: hidden layers (1, 2), hidden units (20, 30,
40, 50), dropout rate (0.0, 0.1, 0.2), and learning rates (0.01, 0.001, 0.0001) for both the
improper and proper methods of model evaluation, and the hyperparameter configuration
that resulted in the highest validation accuracy was selected for each method. The architecture used ReLU activation functions for dense layers, a Sigmoid activation function for
the output layer, and ‘Adam’ for the optimizer; training was conducted for 50 epochs. For
training and validation of the improper model, 12-fold CV was used with all participant
data shuffled together and split across the 12-folds, and for training and validation of the
proper model, 12-fold LOPO CV was used.
The best configuration for the improper model consisted of 1 hidden layer, 50 hidden
units, a learning rate of 0.001, and a dropout rate of 0.2. This configuration resulted in a
12-fold CV accuracy of 0.995 (95% CI: 0.9922, 0.9978) or an error rate of 0.005 (95% CI:
0.0022, 0.0078). The best configuration for the proper model was similar in that it consisted of the same parameters for everything except the hidden units being 40 instead of
50. This configuration resulted in a 12-fold LOPO CV of 0.803 (95% CI: 0.7871, 0.8189)
or an error rate of 0.197 (95% CI: 0.1811, 0.2129). This results in an error rate that is over
39 times larger for the proper method versus the improper method of training and validation, which is the 2nd largest difference between proper and improper partitioning within
these case studies. Relying on the overly optimistic, extremely low error rate measured
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in the performance of the model trained using the improper training method would falsely
drive overconfidence in the model’s performance in future use. Once again, the evidence
suggests that if the intent is to estimate performance on new people, proper segregation of
participants in the partitioning of the training, validation, and test datasets is paramount.

3.6.5

Schizophrenia.

This dataset is available on Kaggle [81] and was collected in an effort to study the
difference in corollary discharge between participants with schizophrenia and those without
schizophrenia (HCs) [94]. The participant’s task was to either (1) press a button every 1–2
s to deliver an 80 dB tone, (2) passively listen to that same tone, or (3) press a button that
did not produce a tone or any other effect other than the tactile response of depressing the
button. Each event condition occurred a total of 100 times for each participant, resulting
in 300 trials per participant. In total, in the dataset there were 32 HCs and 49 patients with
schizophrenia; however, data from only 40 participants were available online (25 HCs and
15 diagnosed with schizophrenia).
Data were collected using a BioSemi ActiveTwo 64 + 2 electrode cap, with 64 scalp
sites and 2 references electrodes placed over the mastoids [94]. Data were sampled at 1024
Hz and epoched at 3 s for each trial, with the start of each epoch being time-locked to
1.5 s before button press. The EEG data were uploaded to Kaggle [81] in two different
formats, one in time-series as raw EEG voltage values, and the other with event-related
potential (ERP) features. In order to generate richer features for machine learning, spectral
features were extracted from the raw EEG voltage values for all 64 channels. This was
done similarly as done in the PTSD dataset, using Morlet wavelet transforms in MATLAB
to determine the frequency-domain mean power of the five traditional frequency bands:
delta (2–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (15–30 Hz), and gamma (30–80 Hz)
([18]). This resulted in 320 features for each observation (64 channels × 5 frequency bands
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= 320), with participants having between 280 and 290 observations each. Unfortunately, the
dataset was heavily imbalanced, with 25 participants being HCs, and only 15 participants
being diagnosed with schizophrenia. To alleviate this imbalance, only 15 of the 25 HCs
were randomly selected to be used for machine learning.
For our architecture selection for this dataset, we use both a neural network, as well
as a more traditional machine learning model—the random forest classifier. Buettner et
al. achieved high levels of accuracy for EEG classification of HCs vs. participants with
schizophrenia using an RFC [95] (albeit on a different EEG dataset), so they are a proven
model type for this domain, with the neural network architecture implemented for additional investigation. The spectral features generated were utilized for both the MLPNN and
the RFC, and both architectures followed both the proper and improper methods of model
evaluation, resulting in four separate models generated. For improper training and validation, 30-fold CV was utilized with all participant data shuffled together and split across the
30-folds, and for proper training and validation, 30-fold LOPO CV was used. As with the
PTSD dataset, we did not have a published neural network methodology to replicate for
this dataset.
For the MLPNN architecture, a hyperparameter sweep was conducted across the following hyperparameters: hidden layers (1, 2), hidden units (20, 30, 40, 50), dropout rate
(0.0, 0.1, 0.2), and learning rates (0.01, 0.001, 0.0001). This hyperparameter sweep was
conducted for both the improper and proper methods of model evaluation, and the hyperparameter configuration that resulted in the highest validation accuracy was selected for each
method. Other parameters of the architecture include using the ReLU activation function
for dense layers, a Sigmoid activation function for the output layer, and ‘Adam’ for the
optimizer; the number of training epochs set to 50.
RFC hyperparameters selected for hyperparameter tuning included the maximum depth
of the trees and the number of features to consider. The number of estimators (trees) was
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determined by incrementally increasing the number of estimators by 5 from a low value
of 50 until validation accuracy no longer improved. For this, maximum depth was set to
its default sklearn value of ‘None’ so that there was no limit to depth, and the maximum
√
features set to its typical recommended amount of m = p where p equals the 320 features,
√
and thus, m = 320 = 18 [96]. By incrementally increasing the number of estimators by 5
from 50 to 750 as described above, 110 was found to result in the best validation accuracy,
and this amount was used for both proper and improper methods of model evaluation for the
RFCs. From here, a hyperparameter sweep for the number of features and the maximum
depth was conducted, utilizing values from 1 to 25 for each. These values were determined
by going far above and below the typical recommended values for these parameters (e.g.,
the square root of features for the number of max features m) [50]. This resulted in a
hyperparameter sweep of 252 = 625 models for both the improper and proper methods
of model evaluation, resulting in 1250 models in total generated during hyperparameter
search.
The best configuration for the MLPNN improper model consisted of 1 hidden layer,
50 hidden units, a learning rate of 0.001, and a dropout rate of 0.2. This configuration
resulted in a 30-fold CV accuracy of 0.992 (95% CI: 0.990, 0.9939) or an error rate of 0.008
(95% CI: 0.0061, 0.01). For the proper MLPNN model, there was no significant difference
between any of the configurations, and no model was able to perform better than random
chance (50%), illustrating how severe the effect of covariate shift can be in EEG data,
depending on the participants used. The best configuration for the RFC improper model
was maximum features set to 15 and maximum depth set to 24, resulting in a 30-fold CV
accuracy of 0.941 (95% CI: 0.936, 0.946) or an error rate of 0.059 (95% CI: 0.054, 0.064).
For the proper RFC model, similar to the proper MLPNN model, there was no significant
difference between any of the configurations, and no model was able to perform better
than random chance (50%). This final case study showcases the most significant effect of
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covariate shift, resulting in models that are unable to perform better than random chance
due to the significant inter-participant variability that exists between the participants.

3.7

Discussion
Our empirical results show that improper dataset evaluation can lead to unrealistic and

overestimated accuracies for general population EEG cross-participant models. Table 6
specifies the extent of these differences in error rates between improper and proper methods, ranging from a 35% increase in error rate for the confused students dataset, all the way
up to a 3900% increase in error rate in the case of the schizophrenia dataset. As mentioned
in Section 3.6, the diversity of these datasets and the methods used provide evidence that
performance overestimation due to improper data partitioning is indeed a phenomenon of
EEG that is not unique to any one subset of experiment, task, participant, or equipment
used, nor is it merely an aspect of only certain EEG features or types of machine learning models. Instead, the risk of performance overestimation is an inherent phenomenon of
individual differences in EEG that should always be considered when developing general
population EEG cross-participant models.
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Table 6. Validation results for the five case studies (95% CI). All datasets are binary classification
tasks, and all datasets are balanced except for the Alcoholism dataset. This gives chance error rate
for Alcoholism defined as 0.36, and 0.50 for all other datasets. Results should be compared within
datasets (left to right) between the improper and proper method. The proper method always reveals
a significantly greater error rate than the improper method, suggesting the risks of overestimation of
performance, which can result from using the improper method.

Dataset

Architecture Used

Error Rate - Improper Method

Error Rate - Proper Method

Driver Fatigue

MLPNN

0.09 (0.083, 0.097)

0.466 (0.448, 0.472)

Confused Students Bi-LSTM

0.31 (0.274, 0.346)

0.416 (0.372, 0.448)

Alcoholism

LSTM

0.16 (0.12, 0.18)

0.31 (0.29, 0.33)

PTSD

MLPNN

0.005 (0.0022, 0.0078)

0.197 (0.1811, 0.2129)

Schizophrenia

MLPNN

0.008 (0.0061, 0.01)

0.50 (0.44, 0.56)

Schizophrenia

RFC

0.059 (0.054, 0.064)

0.50 (0.44, 0.56)

Proper care with EEG data preparation has been a subject of recent exploration by Li
et al. as well [97]. Li et al. demonstrated that due to EEG’s non-stationarity, proper
guidelines for the design of the experiment much be followed in order obtain model results
that are not overestimated, particularly in the block design of the experiment so that stimuli
of different classes are intermixed. If not followed, models instead learn to classify through
arbitrary temporal artifacts, giving the false appearance of high performance. Our findings
are synergistic with Li’s: we demonstrate the necessity of partitioning the data properly
when performing machine learning on collected data after the experiment is complete; due
to individual differences, proper care with EEG data partitioning by participant yields more
accurate estimates of model results on future data. Together, both Li et al.’s guidelines
for the design of the experiment and our guidelines for proper post-experiment dataset
partitioning should be followed in order to obtain results for EEG cross-participant models
that are representative of the model’s performance on the general population.
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In Section 3.5, we demonstrated how t-SNE can be used to visualize covariate shift between participants due to their inter-participant variability, and we also illustrated how the
shifted Heaviside and the shift to median transformations could be utilized to reduce this
inter-participant variability. Additionally, for the purpose of demonstrating the relationship between this inter-participant variability and covariate shift, we explored the effect of
these transformations in improving cross-participant model accuracy for both improper and
proper model creation across two different feature spaces (entropy and spectral features).
As can be seen in Figures 15 and 16, both transformations were successful in reducing
inter-participant variability for both feature spaces; however, only the shift to median transformation resulted in a dominant increase in accuracy of the 95% confidence intervals for
both feature spaces for proper model creation, with the shifted Heaviside transformation
having no improvement in model accuracy. In contrast to the shifted Heaviside results,
Arevalillo-Herraez et al. (the originators of the shifted Heaviside transformation) had improvement of model accuracy in three different datasets they utilized, all of which were
affect recognition-based datasets with arousal and valence features [82]. In their research,
they also followed proper dataset partitioning guidelines and utilized LOPO CV. This suggests that a transformation that results in a reduction or elimination of inter-participant
variability does not necessarily imply an improvement in cross-participant model accuracy.

3.8

Conclusions
As mentioned in Section 3.4, five out of six EEG deep learning models in research today

are cross-participant models, with only one out of those five models following some method
of proper dataset partitioning to ensure the model was tested with unseen participants [11].
Our empirical results show that models that utilize improper dataset evaluation have overestimated and unrealistic accuracies for the general population, with the difference in error
rates for improper versus proper dataset evaluation ranging from a 35% increase in error
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rate up to a 3900% increase in error rate. These empirical findings suggest that if this trend
continues, the body of research for EEG cross-participant models will become diluted with
research that claims overestimated and unrealistic performance metrics, both downplaying the true difficulty in creating a high-performing EEG cross-participant model, and also
slowing scientific progress of researching methodologies, which results in cross-participant
models that are truly high performing for the general population. Thus, it is absolutely critical that the body of research corrects this trend and follows the proper dataset partitioning
guidelines described in this research. Specifically, it means that:
• Data from participants used for model training must not be used for model validation
or testing.
• Participants that are utilized for validation must not be used for testing.
This ensures the model is tested with unseen participants and reflects its intended purpose.
These findings extend beyond individual researchers. In addition, it is also important
that data contributors, and the owners and maintainers of dataset repositories (e.g., Kaggle
[72] and the UCI machine learning data repository [73]) managing human data ensure these
guidelines are followed as well. Specifically, for these repositories, we recommend that:
• Any EEG data that are made available for download should always have (de-identified)
participant labels available so that users may properly partition the data themselves.
• If the data contributors or maintainers decide to pre-partition the data into separate
training and test datasets (as is sometimes done for competitions of machine learning
models), then proper dataset partitioning guidelines should be followed for preparing
those training and test datasets before they are made available for download by the
general public.
We also recommend that the repository include these guidelines of proper dataset partitioning with all hosted EEG datasets, as this would help spread the word in regard to proper
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dataset partitioning and inform users who are unaware of inter-participant variability and
its effects.
Lastly, we strongly recommend that the “Neurotechnologies for Brain–Machine Interfacing” group of the Institute of Electrical and Electronics Engineers Standards Association
(IEEE SA) consider and adopt these guidelines for all future proposals of standards. In this
group’s most recent Standards Roadmap [98], stakeholders and experts across government,
academia, and industry identified the existing gap in the standardization of performance
assessment and benchmarking for BMI as a clear priority for standardization [99]. Specifically, the proposal should identify these guidelines as a minimal reporting requirement for
performance evaluation of EEG cross-participant models, leading to standardization in reporting how the data are partitioned, identifying their limitations, and curbing performance
claims accordingly.

3.9

Appendix
In this appendix, we include any pre-processing details that were provided by the orig-

inators of the datasets used within this research.

3.9.1

Appendix A.1. Driver Fatigue Data.

EEG was recorded using a 32-channel electrode cap, with two of the channels being
reference channels linked to mastoid electrodes [84]. Scan 4.3 software of Neuroscan was
used for preprocessing, with raw signals filtered by a 50 Hz notch filter and a 0.15 Hz to 45
Hz band pass filter in order to remove noise.

3.9.2

Appendix A.2. Confused Students Data.

No known preprocessing information was provided by the originators.
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3.9.3

Appendix A.3. Alcoholism Data.

EEG correlates were sampled from 62 scalp electrodes and two EOG electrodes, at
a sampling rate of 256 Hz [73]. Sampling started at 190 ms before onset of stimulus
in order to record a pre-stimulus baseline, and EEG correlate durations provided in the
dataset were 1 s in duration. Sensor values were provided in µV, resulting in a sequence of
256 temporally organized values for each EEG channel. Trials with excessive eye or body
movements (>73.3 µV) were rejected online. Only artifact free EEG segments were used
to include eye blink artifacts. EEG electrodes were referenced to node site Cz during EEG
measurement.

3.9.4

Appendix A.4. PTSD Data.

For this dataset, there were 33 channels of EEG recorded, with two of the 33 channels
being used for ground and reference, and at a sampling rate of 5000 Hz [80]. EEG preprocessing was performed in the proprietary software BrainVision Analyzer2. MRI gradient
artifacts and cardio ballistic artifacts were removed using the template subtraction method.
Then, the EEG was down-sampled to 250 Hz and filtered with a 40 Hz low-pass filter. Then,
ICA was applied to remove residual cardioballistic artifacts as well as blink and saccade
artifacts. Time periods of head motion were removed.

3.9.5

Appendix A.5. Schizophrenia Data.

Vertical EOG (VEOG) and Horizontal EOG (HEOG) were also collected for the purpose of capturing eye movement and blinks [81]. Due to the size of the raw EEG signals,
preprocessing was already performed on the dataset prior to its upload for public use. This
preprocessing included re-referencing to the averaged mastoid channels, applying a 0.1 Hz
high-pass filter, interpolation of outlier channels, and rejection of outlier components and
outlier trials due to EEG artifacts using the FASTER artifact rejection method [54].
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IV. Detection and Mitigation of Inefficient Visual Searching

4.1

Paper Overview
This conference paper was presented at the 2020 Human Factors and Ergonomics Soci-

ety (HFES) annual meeting on 5 October 2020, was awarded the Best Student Paper Award
within the Augmented Cognition Technical Group, and was published in the conference
proceedings [3].
Additional details for the methods can be found in the Appendix at the end of this
Chapter in Section 4.7.

4.2

Abstract
A commonly known cognitive bias is a confirmation bias: the overweighting of ev-

idence supporting a hypothesis and underweighting evidence countering that hypothesis.
Due to high-stress and fast-paced operations, military decisions can be affected by confirmation bias. One military decision task prone to confirmation bias is a visual search.
During a visual search, the operator scans an environment to locate a specific target. If
confirmation bias causes the operator to scan the wrong portion of the environment first,
the search is inefficient. This study has two primary goals: 1) detect inefficient visual search
using machine learning and Electroencephalography (EEG) signals, and 2) apply various
mitigation techniques in an effort to improve the efficiency of searches. Early findings are
presented showing how machine learning models can use EEG signals to detect when a
person might be performing an inefficient visual search. Four mitigation techniques were
evaluated: a nudge which indirectly slows search speed, a hint on how to search efficiently,
an explanation for why the participant was receiving a nudge, and instructions to instruct
the participant to search efficiently. These mitigation techniques are evaluated, revealing
the most effective mitigations found to be the nudge and hint techniques.
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4.3

Introduction
Cognitive biases can act as helpful heuristics in decision making when one is in a known

environment with known variables; however in unpredictable or unknown environments,
they can lead one astray and result in suboptimal outcomes [100, 101]. Suboptimal outcomes can range from a slight delay in the decision-making process to drawing an erroneous conclusion. One form of cognitive bias is confirmation bias: the tendency for people
to seek for, interpret, favor, and recall information in a way that confirms one’s pre-existing
beliefs and/or hypotheses [102].
In military operations, confirmation bias can influence errors in decision-making that
lead to disastrous outcomes. In 1988, the USS Vincennes mistakenly shot down an Iranian
commercial airliner. Existing tensions and recent attacks on the US military in the area
primed the Captain to assume the presence of threats. Despite many indications that the
airliner was not a military fighter jet, the Captain overweighted the few misleading indications which suggested the approaching aircraft might be an Iranian F-14. The accident
was partially attributed to the Commander’s over-reliance on information suggesting the
aircraft was a military fighter jet. Confirmation bias was partly to blame in the incident
which resulted in the loss of the 290 passengers onboard the aircraft [4].
With the ubiquity of sensors and growing data fusion capabilities in military operations, the ability to quickly and accurately assess information is paramount. Due to stress
and fast-paced operations, military decisions in high-information environments are particularly susceptible to cognitive biases. A method to detect and mitigate biased sub-optimal
decisions could help avert disasters like the Vincennes incident.
One of the military operators’ tasks is visual search. A visual search requires the operator to perform a scan of an environment to locate a specific object or feature while ignoring
other distracting objects or features, with the order of targets searched determining one’s visual search pattern (VSP) [1]. In order to perform a search quickly, operators will often fall
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back upon prior knowledge of the situation [103]. Falling back upon prior knowledge can
yield poor decisions if that prior knowledge is inaccurate; overweighting incorrect information can lead to incorrect or inefficient visual searches. Literature suggests that inefficient
search takes longer and is less accurate than efficient search [2]. While there are successful
mitigation techniques for confirmation bias, there exists little research into successfully and
consistently mitigating confirmatory, inefficient visual search.
The ability to detect and mitigate inefficient visual searches would assist military operators to safely and effectively perform their jobs. This study explores both detecting
inefficient searches, and mitigating them.
First, this study explores the efficacy of detecting inefficient search using machine
learning models trained with Electroencephalography (EEG). Five machine learning models were evaluated for detection of inefficient search: Linear Discriminant Analysis (LDA),
Random Forest Classifier (RFC), Artificial Neural Networks (ANN), Long Short-Term
Memory (LSTM), and Temporal Convolutional Network (TCN), with LDA achieving the
greatest mean balanced accuracy, detecting inefficient VSP in 58.1% of trials. While certain participants’ machine learning models performed well, overall, the models for each
dataset performed only marginally better than chance. However, these results do suggest
that it is possible to classify a search as efficient or inefficient from EEG.
Second, four mitigation techniques for inefficient visual search are evaluated. This
study extends a previous visual search experiment which focused on identifying and mitigating confirmatory search [2]. The experiment created an environment where inefficient
search is naturally the default behavior due to inherent biases towards confirmatory search,
which aren’t simply a result of feature-priming [35, 36]. However, because it is possible to
perform a confirmatory search while also being efficient, and also because it is possible to
perform a non-confirmatory search while being inefficient, this research focuses on encouraging efficient searches rather than using Rajsic’s approach of discouraging confirmatory
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searches. Results revealed that the most effective inefficient search mitigation techniques
are the nudge and the hint technique. These techniques significantly increased the number
of efficient visual searches performed.

4.4

Method
4.4.1

Participants.

Sixteen United States Air Force personnel participated in this experiment. Participant
age ranged from 22 to 37 (M = 28.9; SD = 5.2). All participants had, at minimum, a Bachelor’s degree and all used computers daily in their job and personal lives. All participants
self-reported having a sleep quality of “fair” or better (M = 6.7 hours; SD = 0.9).

4.4.2

Appartus.

Our Efficient Search Experiment (ESE) detected inefficient visual search and dynamically applied various mitigation techniques based on the individual participants’ search
patterns over the course of the experiment. The two-fold goal of detection and mitigation
for inefficient visual search is semi-independent in this task: the participant’s actual VSP is
collected using gaze tracking and then evaluated for efficiency. This efficiency information
is both used for the online mitigation system and stored for the offline machine learning
activity.
The ESE consisted of 24 blocks each with 20 trials for a total of 480 trials. In each block
of trials, participants were presented with search stimuli consisting of 8 colored circles,
arranged in a ring, with white letters in the center of each colored circle. The white letters
were one of p, q, b, d, intentionally chosen to reduce the chance that the target letter was
easily distinguishable from other letters on the screen. There were only two colors per
block. An example of a single trial screen can be seen in Figure 17.
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Figure 17. An example of a trial with target letter ‘d’.

Participants were instructed to indicate whether or not a specific target letter’s circle
was a template color, called the target color. There is exactly one instance of the target
letter present in each trial, and the template color would not change for the duration of the
block. During the block, various proportions of the template color and non-template color
appeared.
Rajsic’s research concluded that participants most often searched the target color first,
leading to inefficient searches when the majority of circles matched the target color [2],
such as in Figure 17, where the target was ‘d’ and the query asked the participant if the
color of the target was blue.
The ordered search sequence of the participant’s gaze over the circles constituted the
participant’s VSP; a Smart Eye Pro gaze tracking system (“SE PRO - Smart Eye”) was used
to analyze the participants’ VSP and an algorithm marked trials as efficient/inefficient in
real-time based on which circles were gazed at. In our experiment, a participant conducting
an inefficient search gazes at extra circles beyond the minimum required circles for an
efficient search. A trial was marked as an efficient trial if the participant searched only the
required minimum circles to determine what color the target letter’s circle was, while the
trial was marked as inefficient if the participant searched other circles.
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The first eight blocks of the experiment were unmitigated. Starting in the ninth block,
a mitigation technique known as the nudge was applied if the participant performed an
inefficient search on more than half of the search trials of the previous block. The nudge
consisted of hiding the letters on the colored circles until the gaze tracker determined the
participant visually fixated upon the circle, which caused the letter to be revealed. Additionally, other mitigation techniques, (hint, explanation, and instructions) were presented
to the participant during the ESE in later blocks. The hint consisted of showing the participant how to perform an efficient search, the explanation involved telling the participant
that the nudge was occurring when they were performing mostly inefficient searches in the
prior block, and the instructions screen explicitly instructed the participant to perform an
efficient search. While the nudge was applied dynamically based on whether the participant
was searching efficiently in the prior block, the other mitigation techniques were presented
before pre-determined blocks. The hint was presented before starting the 11th block, the
explanation was presented before the 14th block, and the instructions were presented before
block 18 and again before each of the remaining blocks.
To reduce the likelihood of a learning effect, participants were trained and practiced 20
trials on a day prior to the experiment. Participants were also instructed what to expect
from the gaze tracking equipment.

4.4.3

Procedure.

Independent variables. The independent variables in the ESE were: the number of
template-color-matching circles and template color-mismatching circles, the presence of a
nudge, whether the participant had received the hint, whether the participant had received
the explanation, and whether the participant had been instructed to perform an efficient
search.
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Dependent variables. During the ESE, the participant’s behavioral response and physiological measures were collected. Behavioral measures included the participants’ gazetracked VSP, and their response time and accuracy. Physiological measures included EEG,
Electrooculography (EOG), and Electrocardiography (ECG).
The collected behavioral data was evaluated to determine the distribution of VSPs participants initially used, as well as the effects of the mitigations on their VSPs in later trials.
The physiological data was investigated to determine whether machine learning classification models could be trained to identify when a participant performed an efficient or
inefficient search. Both within- and cross-participant models were considered.
Detection analysis. The EEG data that was used to conduct machine learning was
obtained by using the Cognionics (CGX) Mobile-72 EEG system. The raw data from
the 64 EEG electrodes was pre-processed in EEGLAB v2019.0 by following Makoto’s
preprocessing pipeline [104]).
Datasets. Two types of datasets were used for machine learning on the EEG signal: a
frequency-domain dataset and a time-domain dataset. The frequency-domain dataset consisted of features extracted from an EEG signal segment recorded during the two seconds
prior to the participant selecting which color the target letter’s circle was. This dataset
was obtained by using Morlet wavelet transforms in MATLAB to determine the frequencydomain mean power of the five clinical frequency bands: delta (1-6 Hz), theta (7-11 Hz),
alpha (12-15 Hz), beta (16-22 Hz), and gamma (22-30 Hz) [18]. Five frequency-spectralpower features extracted from EEG were computed for each of the 64 channels. For each
participant, this created 480 observations (1 per trial), each with 320 features. Each of
the 480 observations in the time-domain dataset consisted of the time-series voltage values
over each 2 second period for each of the 64 EEG electrodes.
Furthermore, because the nudge altered fundamental aspects of the search such as gaze
fixation duration and saccade intervals, four datasets were created to isolate these effects for
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training and testing of the various models. Two datasets consisted of only trials which did
not have the nudge (Clean-Balanced dataset & Clean-Unbalanced dataset), another dataset
consisted of only trials which contained the nudge (Nudge dataset), and a final dataset
consisted of all trials from the experiment (Combined). The Clean and Nudge datasets were
created to determine if the nudge was having an effect on the models’ performance. The
Clean-Balanced dataset was created as the class distribution was widely imbalanced for all
participants, with only between 7% to 24% of the trials being efficient trials (depending on
the participant). The dataset was created by randomly selecting a subset of the majority
class (inefficient) in order to reduce its size to that of the minority class (efficient). Both the
Balanced and Unbalanced datasets were explored in order to investigate the effect of class
imbalance on model performance. The Combined dataset was explored to determine if the
model performed best when it has all data available for training, regardless of the effect of
the nudge.
Machine learning models. Five machine learning model classifiers were evaluated:
Linear Discriminant Analysis (LDA), Random Forest Classifier (RFC), Artificial Neural
Networks (ANN), Long Short-Term Memory (LSTM), and Temporal Convolutional Network (TCN). The LDA, RFC, and ANN models used the frequency-feature dataset while
the LSTM and TCN models used the time-series dataset. Python version 3.7.5 was used
for machine learning. The LDA and RFC models were created using scikit-learn version
0.21.3 while the ANN, LSTM, and TCN models were created using Keras version 2.3.1.
Using a grid search to choose hyperparameters, each model was tuned for each participant
using a training-, validation-, and test-set approach.
An untuned LDA model was used as a baseline score because LDA models are stable
even with a small number of observations [96]. Despite not being able to use feature
selection, the high dimensionality of the dataset was accounted for by choosing the LDA’s
shrinkage parameter to be auto and its solver to lsqr. Using these settings helps improve
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the LDA’s estimation of covariance matrices for datasets that have high dimensionality
[105].
The RFC models were tuned to find the optimal number of trees, the number of features
considered, and the maximum depth of the tree. The optimal number of trees was found by
√
training an RFC using the square root of the max number of features ( 320=∼18). Using
the optimal number of trees, a hyperparameter sweep was performed to find the optimal
number of maximum features and the maximum depth.
A hyperparameter sweep was conducted on the ANN models to find the optimal number
of hidden layers, the number of hidden nodes per layer, and the learning rate. The activation
function for each layer was a rectified linear unit (ReLU) and the optimizer used was Adam.
The LSTM model was inspired by Kumar et al.’s LSTM model used in the OPTICAL
predictor [106]. It used two CuDNN LSTM layers and the number of hidden units per layer
was tuned.
The TCN model used was inspired by Bai et al.’s model and was created through hyperparameter testing of kernel size, dilations, filters, and stacks [66]. The ANN, LSTM,
and TCN model architecture can be seen in Figure 18.
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Figure 18. From left to right: the ANN, LSTM, and TCN model architectures.

Mitigation analysis. Based on the participants’ VSPs, each trial was classified as either
an inefficient, efficient, or as a circular search. Additionally, other behavioral measures
such as trial search times and accuracy results were recorded. To understand what VSP
participants naturally used, the VSPs from the first eight unmitigated blocks were determined for each participant. To determine whether the mitigations had the desired effect of
increasing the number of efficient searches, these initial VSPs were compared to the VSPs
during the final seven blocks of the ESE.
To determine the effect of each mitigation technique on the number of efficient searches,
a linear regression was performed on each participant’s number of efficient searches per
block. The number of efficient searches per block was the response variable, while the
presence or absence of a nudge, hint, explanation, or instruction were the independent
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variables. The p-value of the independent variables was considered and the log-worth
of each independent variable was examined. The log worth is the −log10 of the p-value
and can indicate greater effect when the reported p-values are too small to differentiate.
A higher log worth indicates that the variable is more significant and typically log worth
values over two are considered significant.
Finally, a two-sample paired t-test was performed to determine whether there was a difference in the accuracies between efficient and inefficient searching. The data met all of the
assumptions of the t-test. Additionally, the same test was performed to determine whether
there was a difference in the search times between efficient and inefficient searching.

4.5

Results
Detection results. Five machine learning models were evaluated for each of the four

datasets. The output of each model was a prediction of whether the EEG data was recorded
during an inefficient or efficient search. Class distribution (inefficient vs. efficient) varied
widely for each dataset depending on the participant. Scikit-learn’s balanced-accuracy
score (the average of recall obtained on each class) was used to report performance. The
balanced accuracy score indicates a measure of each model’s performance.
The within-participant classification results for each model for each dataset can be seen
in Table 7. The average balanced accuracy across all participants is shown, as well as
the number of participants with statistically significant results better than random chance
included in parentheses next to the average (random chance being defined as a naı̈ve classifier with accuracy of 50%). Overall, the Combined dataset resulted in the most participant
models with statistically significant balanced accuracies for 11 LDA, 9 RFC, and 6 ANN
participant models with significant results. In contrast, the Nudge dataset had the fewest of
participant models with significant accuracies, and low mean accuracies close to random
chance. For the Clean datasets, the Balanced dataset had a greater mean accuracy than the
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Unbalanced dataset for both LDA and RFC classifiers, and also had a greater number of
participant models with significant results for the RFC classifier.
Table 7. Mean balanced accuracy scores of the within-participant models. Parentheses indicate the
number of participants w/ statistically significant accuracies of the 95% confidence interval in comparison of the 95% confidence intervals.

Within-Participant

Mean Balanced Accuracy %

Dataset

LDA

RFC

ANN

LSTM

TCN

Nudge

49.2 (1)

50.5 (1)

51.7 (3)

51.4 (2)

50.7 (1)

Clean-Unbalanced

54.6 (5)

50.7 (1)

53.9 (4)

53.1 (5)

49.4 (1)

Clean-Balanced

59.2 (5)

58.2 (9)

52.5 (3)

53.7 (6)

50.8 (2)

Combined

58.1 (11)

56.2 (9)

53.2 (6)

55.3 (6)

49.7 (2)

The LDA model performed the best with a mean balanced accuracy on both the Combined (58.1%) and Clean-Balanced (59.2%) datasets. The participant models with the
highest balanced accuracies were also from the Combined dataset, with accuracies of
74.8% (LDA), 66.7% (RFC), and 64.5% (ANN).
Cross-participant models were also explored to determine the models’ performance
when classifying an unseen participant. Because the frequency-feature models performed
better than the time-series models, only LDA, RFC, and ANN models were explored. For
cross-participant models, one participant’s data was held out as the test set while the other
15 participants were used for training. This was repeated 16 times so that each participant’s
data was held out once.
Mean balanced accuracy scores of the cross-participant models for the four datasets
can be seen in Table 8. Across all four datasets, the RFC classifier performed the best,
achieving statistically significant accuracies for both of the Clean datasets. The Clean-
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Balanced dataset had the highest mean balanced accuracies of 58.5% (±0.17%, 95% CI)
for LDA and 59.0% (±0.17%, 95% CI) for RFC classifiers.
Table 8. Mean balanced accuracy scores of the cross-participant models. Bold indicates statistically
significant accuracy of the 95% confidence interval in comparison of the 95% confidence intervals.

Cross-Participant

Mean Balanced Accuracy %

Dataset

LDA

RFC

ANN

Nudge

50.2

53.2

49.9

Clean-Unbalanced

50.0

57.3

50.0

Clean-Balanced

58.5

59.0

50.0

Combined

51.0

54.0

50.1

Mitigation results. Initially, participants overwhelmingly performed inefficient searches.
In the first eight blocks, in aggregate, 73.68% of participant searches were inefficient,
19.14% were efficient, and 7.18% were circular.
The average search time during an efficient search was faster (1.99 ± 0.37 seconds)
compared to the average search time during an inefficient search (2.29 ± 0.50); there was
a statistically significant decrease in average search times (t(15) = 5.53, p = 0.00005, α
= 0.05) of 0.30 seconds. The accuracy during an efficient search was higher (96.33% ±
2.16%) than the accuracy during an inefficient search (93.92% ± 2.57%) - a statistically
significant 2.41% increase in accuracy (t(15) = 5.59, p = 0.00005, α = 0.05).
Because efficient searches are both faster and more accurate, techniques which shift
behavior toward efficient searches are desirable, and the techniques used in this experiment
achieve that effect. In the last seven blocks, efficient searches were increased by 32.27% to
51.41%, inefficient searches were decreased by 26.15% to 47.53%, and circular searches
were decreased by 6.12% to 1.06%. The mitigation techniques of the nudge and the hint
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had the largest effects on increasing the number of efficient searches, with the nudge having
a log worth of 10.664, and the hint having a log worth of 8.493, and both techniques being
found statistically significant (p < 0.0001, α = 0.05).

4.6

Discussion
Existing methods of detecting inefficient searches will review search patterns once the

task is complete and thus do not allow for a detection of an inefficient search in real-time.
Furthermore, the majority of visual research has shown that most humans will naturally use
an inefficient search method [2]. Our research findings support this hypothesis.
Military operators use visual searches every day in their job. This includes pilots scanning instrument gauges, intel analysts scanning satellite imagery, and doctors scanning
patient x-rays. These military members would have lower performance if they used inefficient visual search. Therefore, our study investigated both mitigation of inefficient visual
search, as well as how to detect it. For the goal of inefficient search detection, while certain
participants’ models performed well, overall, the models for each dataset did not perform
statistically significantly better than chance. To classify an efficient or inefficient search
from EEG signals will require much more future work.
For the goal of inefficient search mitigation, this work measured how humans perform a
visual search, as well as the effectiveness of techniques to mitigate inefficient search, with
the nudge technique being the most effective.
Future research. This work extended a visual search experiment to include a dynamic
mitigation system based on each participant’s own VSPs. As this was the first iteration of
this experiment, there is room for improvement if a future experiment were to be conducted.
The data used in this experiment depended on the way the EEG signals were epoched. In
this experiment, the epochs started two seconds before the participants pushed the key to
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indicate their answer. Future work should include variations on epoching to determine the
best epoch strategy for EEG signal capture.
Since there were 320 features and at most 480 trials per participant, detection model
performance could also be hindered by overfitting, as there are almost as many features
as observations. Future work should explore features selection and regularization – perhaps choosing the most salient features suggested by neuroscience literature, or through
dimensionality reduction techniques such as Principal Component Analysis (PCA).
Although explained during training, some participants said they didn’t know there was
exactly one instance of a target letter appearing in each trial’s stimuli. The participants who
realized this during the experiment said that it changed their subsequent search patterns,
adding a confound since this change was not due to a mitigation. A recommendation during
training is to increase the emphasis that there is exactly one instance of the target letter
present per trial – but it is important not to suggest any particular search pattern in order to
maintain the ability to measure the effects of the mitigations.
Some participants felt as if they were “cheating” when using an efficient search pattern.
A recommendation for a modification to the ESE is to emphasize to the participants during
training that they are welcome to search the stimuli in whichever manner they feel is the
most accurate and efficient, no matter what searching method they use.
Instead of using a gaze tracking system to detect inefficient patterns, a future ESE could
use the detection of inefficient searching through the use of EEG signals. During training,
initial data could be gathered on a participant to train a machine learning model. During the
experiment, the model would then output the likelihood that the participant is conducting
an inefficient search and apply appropriate measures.
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4.7

Appendix - Methods
4.7.1

Participants.

Participants did not receive compensation for the experiment. Participants read an Informed Consent Document (ICD) before receiving training for the experiment, and were
also allowed review of the ICD before start of the experiment. No participants were excluded, with exclusion criteria being the following:
• Unable to use a keyboard
• Visual impairment or inability to view information on a computer screen, to include
color blindness (a simple test was administered during training to test for this)
• Specific motor, perceptual, or cognitive conditions that preclude one from operating
a computer, reading small characters on a computer monitor, or hearing and comprehending verbal commands presented by the experimenter or through computer
speakers
• Use of certain hair products (e.g. hair gel) which will interfere with the EEG electrodes
• Unusually thick hair which may prevent a proper fitting of the EEG cap
• Head size which is not coverable by the available EEG caps (too large or too small)

4.7.2

Stimuli.

There were only two colors per block, and circles could be any one of three different
pairs of colors: purple and yellow, blue and orange, or green and red, with the first color
listed for each of these pairs always being the target color for that pair, and grey always
used as the background color. An example of a trial screen for each of these different color
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combinations can be seen in Figure 19. Stimuli were displayed on a 4K LCD monitor at
a resolution of 1920x1080 and a refresh rate of 60 Hz, with circles being 100 pixels in
diameter (2◦ of arc) and distanced 360 pixels from the center of the screen.

Figure 19. The three pairs of color combinations: purple and yellow (left), blue and orange (middle),
green and red (right).

4.7.3

Apparatus.

Prior to the day of the experiment, participants had a training session in order to reduce
the likelihood of a learning effect. During this training, participants reviewed the ICD
and indicated their verbal consent. Participants were also administered a simple colorblindness test, which tested their ability to distinguish and count the number of colored
circles shown on screen (with the test administered for each of the three color pairings).
They also practiced a block’s worth of trials (20), and were also instructed on what to
expect from the gaze tracking equipment. Finally, head measurements were taken in order
to know the correct EEG cap to have prepared for them on the day of the experiment.
On the day of the experiment, before starting the ESE, participants were given a preexperiment questionnaire in order to obtain a self-assessment of how well rested the participant was, and if there were any medical abnormalities which may affect the results of the
experiment (questionnaire details can be seen in Section 4.7.4).
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The ESE consisted of 24 blocks each with 20 trials for a total of 480 trials. Participants
were instructed before each block to indicate whether or not a specific target letter’s circle
is a template color, called the target color. There is exactly one instance of the target letter
present in each trial, and the template color does not change for the duration of the block.
An example of the block instructions screen presented at the start of each block can be seen
in Figure 20. Prior to the block instructions screen, a two minute baseline of EEG was
recorded.
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Figure 20. An example of an instructions screen. At the top is what is first presented to the participant.
After typing the letter ’d’, the bottom screen would be displayed, prompting the participant to type
’blue’ in order to transition to the next screen.

During the block, proportions of the template color and non-template color vary, as well
as the amount that each of these trials appears within a block. These proportions and how
often each appeared within a block are listed below, as well as two additional properties of
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trials within blocks. An example of each of these trials and their differing proportions can
also be seen in Figure 21.
• 35% of the trials had six target color matching circles
• 35% of the trials had five target color matching circles
• 15% of the trials had three target color matching circles
• 15% of the trials had two target color matching circles
• A trial does not repeat within a block
• The minority-colored circles are separated by at least one of the majority-colored
circles. This ensures that a circular search can never also be an efficient search.
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Figure 21. Examples of each of the varying proportions of colors, six (top-left), five (top-right), three
(bottom left), and two (bottom-right) template color matching circles.

Searches would also be annotated as other types of searches if it met the criteria for
those types, as not all of these types are mutually exclusive, with all types listed below:
• Efficient: Participant searched only the required minimum circles to determine what
color target letter’s circle was
• Circular: Participant searched the circles in a circular manner
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• Miss: Participant gazed upon the target letter and then continued searching additional
circles
• Non-Normal: Participant first searched all minority-colored circles, and then searched
additional majority-colored circles
• Multiple-Minority-Only: Participant searched only the minority-colored circles and
fixated upon one or more of the circles more than once
• Majority-then-Minority: Participant first fixates upon a majority-colored circle, but
then searches only minority colored circles
Because the gaze tracker is not a perfect representation of a participant’s gaze location
and instead has a measure of error which differs from participant to participant, the fixation
area for a letter was three times the area of the circle stimuli (6◦ of arc). Additionally, for a
fixation to register within the algorithm (i.e. a circle to count as searched), the gaze tracker
would need to be on the location for ten or more frames (60 Hz = 16.67ms per frame,
so 166.67ms or more). Before each trial began, a fixation cross appeared which required
participants to fixate upon the cross for five frames before the trial would begin. To reduce
the likelihood of a learning effect, participants were trained and practiced 20 trials on a
day prior to the experiment, and were also instructed what to expect from the gaze tracking
equipment.
The nudge consisted of hiding the letters on the colored circles until the gaze tracker
determined the participant visually fixated upon the circle (10 frames or more), which
caused the letter to be revealed, but only while the participant continued to fixate upon that
circle. An example of a trial during the nudge can be seen in Figure 22, showcasing both
when the participant is not fixating upon a circle, and when he/she is fixating upon a circle.
An example of the block instructions preceding a block containing nudge trials can be seen
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in Figure 23, with the instructions differing slightly by noting to the participant that letters
will not appear until they fixate upon a circle.

Figure 22. Example of a trial while the nudge is active. (Left) The participant is currently not fixating
upon any of the circles. (Middle) The participant has fixated upon the bottom-middle circle, revealing
the letter ‘q’. (Right) The participant has fixated upon the right-middle circle, revealing the letter ‘p’.

Figure 23. Block instructions preceding trials where the nudge will be active.

As mentioned in Section 4.4.2, other mitigation techniques such as the hint, explanation, and instructions, were presented to the participant during the ESE in later blocks. The
hint consisted of showing the participant how to perform an efficient search and can be seen
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in Figure 24, the explanation involved telling the participant that the nudge was occurring
when they were performing mostly inefficient searches in the prior block and can be seen
in Figure 25, and the instructions screen explicitly instructed the participant to perform an
efficient search and can be seen in Figures 26 and 27.

Figure 24. Hint mitigation shown before block 11.
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Figure 25. Explanation mitigation shown before block 14.

Figure 26. Block instructions for the instructions mitigation.
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Figure 27. Trial instructions during the instructions mitigation.

While the nudge was applied dynamically based on whether the participant was searching efficiently in the prior block, the other mitigation techniques were presented before
pre-determined blocks. The hint was presented before starting the 11th block, the explanation was presented before the 14th block, and the instructions were presented before block
18 and again before each of the remaining blocks. An example of the block design can be
seen in Figure 28.
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Figure 28. Block design for the ESE. Clean refers to no nudge mitigation being present for that block
(blocks 1-8 and 18). Hint and Explanation refer to those mitigation techniques being introduced before
blocks 11 and 14, respectively. α/β Error refers to including or removing the nudge for block 17 based
on the opposite of the preceding block’s results. Instructed refers to the instructed technique being
introduced before every block and trial within blocks 18-24.

Upon conclusion of the experiment, another two minute baseline of EEG was recorded,
and a post-experiment questionnaire was also given (see Section 4.7.4 for questionnaire
details).

4.7.4

Questionnaires.

Below are the pre-experiment and post-experiment questionnaires given to participants.
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ID: _______________

Date: _______________

Pre-Experiment Questionnaire (ONLY Experiment Day)
How many hours of sleep do you get on average? _____________________________________
How many hours of sleep did you have last night? _____________________________________
How would you characterize your sleep last night?
Circle one choice: Very Poor, Poor, Fair, Good, Very Good
Did you consume any products with caffeine today?
Circle one choice: yes or no
If yes:
What product(s) did you consume?
________________________________________________________________________
When did last consume this product?
________________________________________________________________________
Approximately how much (mg / ounces / cups) of this product have you consumed
today? __________________________________________________________________
Have you had seizures before? yes or no
Have you ever had brain surgery? yes or no
Do you have a history of brain tumors? yes or no
Do you have a history of head trauma? yes or no
Please list any other brain-related health issues that you may have (if any)?
______________________________________________________________________________
______________________________________________________________________________
Do you have any reason(s) to believe that your ability to accomplish tasks during this study
today would be abnormal (for example: distracted, overly tired, hungry, stressed, injured)?
______________________________________________________________________________
______________________________________________________________________________
If yes:
Do you still want to participate in the cognitive study today? Circle one choice: Yes / No
If no:
Would you like to reschedule participation for another day?
_________________

ID: _______________

Date: _______________

Post-Experiment Questionnaire (ONLY Experiment Day)
Computer experience:
What sort of electronic devices do you use?
Circle all choices that apply:
Personal computer/Desktop/Laptop
TV/Game Console
Smartphone/Tablet
Enterprise Server
Other, __________________________________________________________________
How often do you use electronic devices?
Circle one choice: Daily, A few times a week, Once a week, Never, Prefer not to answer
How often do you play video games?
Circle one choice: Daily, A few times a week, Once a week, Never, Prefer not to answer
Do you use electronic devices in your job?
Circle one choice: Yes, No, Prefer not to answer
Age: ______________
Are you male or female? Male___ Female____ Prefer not to answer ____
What’s your highest education level?
A. Lower than high school
B. Graduated from high school
C. Some college, no degree
D. Associate’s Degree
E. Bachelor’s Degree
F. Master’s degree
G. Ph.D. degree
Have you had pilot training or been trained in the scanning of instruments? yes or no
Psychological Knowledge:
On a scale of 1-5 (5: being you studied it extensively on your own, 4: you took a class which
covered it, 3: read about it/looked it up, 2: heard the term used in discussion, 1: not familiar with
the term), please rate the following:
How familiar are you with cognitive biases? __________
How familiar are you with confirmation bias and/or confirmatory search? __________

ID: _______________

Date: _______________

Performance:
Please explain how you searched for the target letter. If your search pattern changed or evolved
throughout the experiment, please be sure to detail this change, when it occurred, and why you think that
your search pattern changed.
____________________________________________________________________________________
____________________________________________________________________________________
____________________________________________________________________________________
____________________________________________________________________________________
____________________________________________________________________________________
____________________________________________________________________________________
On a scale of 1-5 (5: being you used it in 95% or more of trials, 4: 75% or more of trials, 3: 50% of
more, 2: 25% or more, 1: less than 25%), please rate the following:
A confirmatory search pattern is one where you first search circles which match the color shown in the
instructions.
•
•
•

How often did you use confirmatory search overall in today’s visual search experiment? ______
How often did you use confirmatory search in the first 7 blocks of visual search trials (before the
first break)? __________
How often did you use confirmatory search in the last 14 blocks of visual search trials (after the
first break)? ____________

In the trials there were always two colors and one color had more circles than the other. An efficient
search is one in which you only look at the lesser-represented-color circles to find the letter.
•
•

How efficient do you believe you were overall in the first 7 blocks of visual search trials? _____
How efficient do you believe you were overall in the last 14 blocks of visual search trials? _____

The covering of the letters so that they would not appear until gazed upon was a technique called a
“nudge”. This was used in order to encourage you to adopt an efficient search pattern, by adding a cost
(i.e. time) to your search.
For each of the following questions – circle only one answer. Did the nudge…
Help reduce your tendency towards a biased visual search?

Yes, No, Unsure

Annoy or irritate you when it was included in searching?

Yes, No, Unsure

After the nudge was first introduced, if it was ever removed for a block of trials, do you believe
your search for that block was efficient?
Yes, No, Unsure

4.7.5

Signals Collected.

The Smart Eye Pro eye tracking system [107] was used to capture eye tracking data at
60 Hz with a calibrated accuracy of <3◦ for each eye. This provided gaze location data
within this degree of error for the upper monitor of the experimental setup which can be
seen in Figure 29. Only the upper monitor was used for the experiment. For this multicamera system, six cameras with infrared (IR) filters were used in combination with four
IR flashers.

Figure 29. Equipment setup used for the experiment (bottom monitor was not used during the experiment).
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EEG, EOG, ECG, and GSR, were collected using the Cognionics Mobile-72 system.
The EEG was collected using 64 scalp electrodes plus reference, ground, and x-y-z motion,
resulting in referenced 64 channel EEG at a sampling rate of 512 Hz. All scalp electrodes
were gelled with an impedance of <100k ohms impedance. EOG, ECG, and GSR were
collected through the Cognionics auxillary input module (AIM). VEOG and HEOG were
both collected using electrodes attached underneathe the eyes and on the bone on the sides
of the eyes (near the external canthi). ECG was collected through a 3-wire lead set using
the Cognionics respiration electrode paddles, with one paddle attached beneath the middle
of the right clavicle, another attached over middle of the left rib cage, and a ground electrode attached beneath the middle of the left clavicle. GSR was collected using electrodes
attached to the right hand on the left and right sides of the palm (the right hand was not
used during the experiment and participants were instructed to rest it and hold it still during
the experiment).

4.7.6

Preprocessing Pipeline.

Below is a summary of the steps taken and rationale for initial preprocessing and
cleaning of EEG data. These steps were performed through script batch processing using
EEGLAB [108], and consisted of a combination of best practice steps from both Makoto’s
preprocessing pipeline [104] and the PREP pipeline [109].
1. Modify EEGLAB to use double precision, as single precision can destroy natural
commutativity of the linear operations.
2. Import data into EEGLAB and include reference channels based on the equipment
used (e.g. Biosemi’s 64 scalp electrode cap uses channels 65 and 66 as reference
channels, which are electrodes placed on the mastoids specifically for the purpose of
referencing).
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3. Down-sample to 250 Hz for purpose of improving ICA decomposition by cutting off
unnecessary high-frequency information, and also to reduce data size.
4. High-pass filter the data at 1 Hz to reduce baseline drift, improve line-noise removal,
and to improve ICA [110]. High-pass filter is done before line-noise removal and 1
Hz is used as we are not performing event-related potential (ERP) analysis, which
could be affected by using a 1 Hz high-pass filter, and would require an alternate
strategy.
5. Import channel info using International 10-20 system to allow for re-referencing.
6. Remove line noise using CleanLine plugin (default 60Hz notch filter) [111].
7. Remove bad channels using EEGLAB clean rawdata plugin patented by Christian
Kothe [112], which utilizes Artifact Subspace Reconstruction.
8. Interpolate all removed channels to minimize a potential bias in the average referencing step.
9. Re-reference data to the average. Mastoid referencing isn’t always sufficient [109],
and re-referencing the data to the average helps suppress line noise that wasn’t rejected by CleanLine [104].
10. Independent Component Analysis (ICA) ‘runica’ “‘infomax’: (extended)” algorithm
variant is run with the vertical EOG (VEOG) electrode used as input for the function.
11. ICA results from step 10 are used to remove artifact ICA components.
After initial cleaning and preprocessing of the data, trials are then epoched according
to the desired epoching window. Epoching is done as EEG is recorded continuously and
therefore, a trial must be sliced into an extractable segment which is then representative of
that trial, and serves as the observation or sample for machine learning. This epoching is
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specific to the data and experiment that collected it, and thus, each study specifies these
windows within their respective methodologies. In general, this window is desired to only
include the segment of EEG that contains the phenomena that we want the machine learning
model to learn. This differs from ERP analysis which typically includes a pre-stimulus
baseline. In the case of machine learning, instead of helping the model, it could be that
the pre-stimulus baseline would instead confuse it, as all trials would contain a portion of
EEG that is relatively similar across all conditions, making it more difficult for the model
to learn the features that differentiate the desired conditions.
For sequence based models, the raw time-series voltage values are saved into .csv files
for each participant. For time-frequency domain models, feature extraction of the mean
power of the five traditional brain frequency bands is performed using complex Morlet
wavelets. To do this for each epoch, first the voltage values for each channel are convolved
with complex Morlet wavelets. Wavelet parameters used are 30 frequencies spread in logspace (20-30 is recommended as a sufficient amount [18]) with a min frequency of 2 Hz
and a max frequency of 80 Hz, and a time range -2s to +2s. Mean power is then extracted
for each of the 30 frequencies by squaring the mean of the corresponding convolution, and
then taking the mean of the frequencies which correspond to their respective frequency
band (traditional bands being used, i.e. delta (2-4 Hz), theta (4-8 Hz), alpha (8-12 Hz),
beta (15-30 Hz), Gamma (30-80 Hz)). These mean power values of each channel for each
frequency band are then saved into .csv files for each participant, resulting in 320 features
per trial.

4.7.7

Datasets.

Two different types of data were extracted from the EEG in order to evaluate two different types of machine learning classifiers: models which accept raw time series EEG
voltage data as input, and models which accept EEG spectral features as input. Data for
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these two types of models was pre-processed, epoched, and extracted as outlined in Section
4.7.6, with the epoching window being two seconds prior to the participant selecting which
color the target letter’s circle was. This resulted in the raw time series dataset having trials
with 64 features and sequence lengths of 500, and the spectral dataset having 320 features
(mean power of the five traditional bands for 64 channels).
From these two types of data, four different datasets were created using various combinations of the experiment’s trials. This was done because the nudge altered fundamental
aspects of the search such as gaze fixation duration and saccade intervals, and thus, neural
correlates that are associated with a VSP while a nudge is present may be different than
neural correlates of a VSP when there isn’t a nudge present. In order to isolate and investigate the effects of the nudge on model building, the following four datasets were created:
Two datasets consisted of only trials which did not have the nudge (Clean-Balanced dataset
& Clean-Unbalanced dataset), another dataset consisted of only trials which contained the
nudge (Nudge dataset), and a final dataset consisted of all trials from the experiment (Combined). The Clean and Nudge datasets were created to determine if the nudge was having
an effect on the models’ performance. The Clean-Balanced dataset was created as the class
distribution was widely imbalanced for all participants within the Clean dataset, with only
between 7% to 24% of the trials being efficient trials (depending on the participant). This
dataset was created by randomly selecting a subset of the majority class (inefficient) in
order to reduce its size to that of the minority class (efficient). Both the Clean-Balanced
and Clean-Unbalanced datasets were explored to investigate the effect of class imbalance
on model performance. The Combined dataset was explored to determine if the model
performed best when it has all data available for training, regardless of the effect of the
nudge. All together, this resulted in eight datasets total, with each of the four listed above
having both a separate raw time series EEG voltage dataset, and a spectral features dataset
containing the mean power for each of the five traditional frequency bands.
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4.7.8

Model Creation.

LDA and RFC models are selected as more traditional/baseline machine learning models for comparison of the neural network models. While LDA does not have hyperparameters to tune, RFCs have hyperparameters with significant effects. RFCs are an ensemble
classifier utilizing a set of decision trees to collectively classify observations. RFC hyperparameters selected for tuning include the maximum depth of the trees, and the number of
features to consider. The number of estimators (trees) is determined by incrementally increasing the number of estimators by 5 from a low value of 50 until validation accuracy no
longer improves. For this, maximum depth is set to its default scikit-learn value of ‘None’
so that there is no limit to depth, and the maximum features set to its typical recommended
√
√
amount of m = p, where p equals the 320 features, and thus m = 320 = 18 [113].
Once the number of estimators is determined, a hyperparameter sweep for the maximum
depth of the trees and the number of features is performed, utilizing values 1-25 for each
hyperparameter.
Deep, fully-connected Multi-Layer Perceptron Neural Networks (MLPNNs) are utilized for the spectral feature ANNs. For these models, hyperparameters tuned through
sweeps included the number of hidden units (HUs), the number of hidden layers (HLs), the
learning rate (LR), and the dropout rate (DR). Hyperparameter ranges and other hyperparameters that are selected based on literature include the following:
• # of HLs is either 2, 3, or 4.
• # of HUs for each layer is 128, 64, 32, 16, 8, or 4; with later layers decreasing in the
number of HUs.
• LR is either 0.001 or 0.0001.
• DR is either 0.0, 0.2, or 0.4.
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• Rectified Linear Units (ReLU) are selected as the activation function as they are
commonly used in the literature [12].
• Batch normalization is used after each hidden layer as it can decrease time to convergence and lead to improved generalization [69].
• Batch size is set to 32 for a balance between performance and reduced training time
[114].
• The ‘Adam’ optimizer [115] is selected as it is a great baseline optimizer, combines
the advantages of both ‘RMSProp’ and momentum, and is overall fairly robust to the
choice of hyperparameters [58].
• Data values are normalized by participant for within-participant models, and across
participants for cross-participant models.
• As this is binary classification, the sigmoid activation function is used for the final
activation function.
• ‘Early stopping’ and ‘ReduceLRonPlateau’ are both utilized with ‘val loss’ monitored.
LSTMs and GRUs are utilized for the time-series based models. For these models,
hyperparameters tuned through sweeps included the number of hidden units (HUs), the
learning rate (LR), and the dropout rate (DR). Hyperparameter ranges and other hyperparameters that are selected based on literature include the following:
• # of HUs is 55 for first layer and 25, 40, 55 for 2nd layer.
• LR is either 0.001 or 0.0001.
• DR is either 0.0, 0.2, or 0.4.
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• For the number of recurrent unit layers to use within the LSTM and GRU architectures, literature reviews of over 90 EEG classification studies concluded that using 2
recurrent unit layers was best, as 2 layers leads to significantly better accuracy than
using a single layer, and that additional layers (3 or more) had little effect other than
increasing model parameter size, and thus increasing training time [12].
• Batch size is set to 32 for a balance between performance and reduced training time
[114].
• Literature reviews recommended one or two fully-connected layers for classification, as there wasn’t a significant difference between them, and thus, one layer was
selected [12].
• For an optimizer, ‘RMSprop’ was utilized as Chollet recommends it as being optimized for use in RNNs [116].
• As this is binary classification, the sigmoid activation function is used for the final
activation function.
• ‘Early stopping’ is utilized with ‘val loss’ monitored.
Scikit-learn’s balanced test classification accuracy with confidence intervals are utilized to compare classifier performance across each of the five types of classifiers and four
different dataset types. Balanced accuracy (the average of recall obtained on each class)
is necessary due to the class imbalance across each of the four datasets. This results in
comparing twenty within-participant models and twenty cross-participant models; with the
four dataset types being Combined, Clean-Balanced, Clean-Unbalanced, and Nudge, and
the five classifiers being LDA, RFC, ANN, LSTM, and GRU.
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4.7.9

Mitigation Analysis.

The ESE utilizes the gaze tracking data and algorithms detailed within Section 4.7.3
(Apparatus) in order to determine the VSP of each trial in real-time, to include whether the
search was efficient or inefficient, and what type of search it was (confirmatory, circular,
etc.). For this analysis, we focus on the different mitigation techniques and their effect
on searches being efficient. Some of the techniques are knowledge based, meaning once
the participant has been exposed to the technique, any trials following the technique are
included as the participant having had the mitigation technique. This results in trials being
binned as to whether or not the trial does or does not have the presence of the nudge
(X1 ), and whether or not the participant has received the hint (X2 ), explanation (X3 ), or
instructions (X4 ). From here, a linear regression model is generated according to Equation
4.1 and the effects of each mitigation technique as well as the interaction effects of the
nudge*hint, nudge*explanation, and nudge*instructions are determined.

Y = β0 + β1 X1 + β2 X2 + β3 X3 + β4 X4 + β5 X1 X2 + β6 X1 X3 + β7 X1 X4

(4.1)

LogWorth is used to compare effect sizes for the different mitigation techniques. LogWorth is defined as −log10 (P-Value) and is useful in comparing multiple small and significant p-values. In this experiment α = 0.05 and thus a LogWorth >1.3 (i.e. −log10 (0.05) =
1.301) is considered significant.
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V. Detection of the Vigilance Decrement in any Sustained Attention
Task using EEG-based Deep Learning

5.1

Paper Overview
This paper was submitted to the MDPI Sensors journal special issue EEG Signal Pro-

cessing for Biomedical Applications on 31 July, 2021.

5.2

Abstract
Tasks which require sustained attention over a lengthy period of time have been a focal

point of cognitive fatigue research for decades, with these tasks including air traffic control,
watchkeeping, baggage inspection, and many others. Recent research into physiological
markers of mental fatigue indicate that markers exist which extend across all individuals
and all types of vigilance tasks. This suggests that it would be possible to build an EEG
model which detects these markers and the subsequent vigilance decrement in any task (i.e.
a task-generic model), and in any person (i.e. a cross-participant model). However, thus
far, no task-generic EEG cross-participant model has been built or tested. In this research,
we explored creation and application of a task-generic EEG cross-participant model for
detection of the vigilance decrement in an unseen task and unseen individuals. We utilized
three different models to investigate this capability: a multilayer perceptron neural network (MLPNN) which employed spectral features extracted from the five traditional EEG
frequency bands, a temporal convolutional network (TCN), and a TCN autoencoder (TCNAE), with these two TCN models being time-domain based, i.e., using raw EEG time-series
voltage values. The MLPNN and TCN models both achieved accuracy greater than random chance (50%), with the MLPNN performing best with a 7-fold CV balanced accuracy
of 64% (95% CI: 0.59, 0.69), and validation accuracies greater than random chance for 9
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of the 14 participants. This finding demonstrates that it is possible to classify a vigilance
decrement using EEG, even with EEG from an unseen individual and unseen task.

5.3

Introduction
Mental fatigue is a significant contributor to a decline in performance for sustained

attention type tasks [117, 118], a.k.a., vigilance tasks. Vigilance tasks require operators to
remain focused and alert to stimulus during a task [5], and in the control and surveillance
of today’s automated systems, vigilance typically suffers either due to the low level of
workload and stimulus associated with the task [6], or due to the mental demands vigilance
requires over a lengthy task [7].
A decline in performance during these vigilance tasks is called a vigilance decrement,
and it is defined as a decrease in probability of detecting rare but significant events within
vigilance tasks [119]. Some form of mental fatigue is typically associated with a vigilance
decrement, and this mental fatigue has been linked to increased human error rate [120–122].
If this mental fatigue could be detected using artificial intelligence (AI), then systems could
be developed to regulate mental fatigue by varying levels of stimulus to aid in sustained
attention [8, 123], or by providing recovery time [9].
Mental fatigue has also been linked to specific changes in physiological measures, such
as specific increases and decreases in magnitude for the average spectral power of different
frequency bands for electroencephalography (EEG) signals [124, 125]. Recent machine
learning research has utilized EEG signals to classify mental fatigue in specific tasks such
as driving [126], however, a task-generic model which can accurately classify either mental
fatigue or a vigilance decrement through EEG signals has not yet been generated. The EEG
markers of mental fatigue during vigilance tasks are consistent across both participants and
different types of tasks, and mental fatigue is typically always associated with a vigilance
decrement in vigilance tasks [16], thus, a model could be built which is capable of per-
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forming classification of a vigilance decrement in any vigilance task, through detection of
mental fatigue in EEG signals, in any individual’s EEG (i.e. a cross-participant model).
Recently, Yin et al. pursued the goal of building a task-generic cross-participant mental fatigue detector using extreme learning machines (ELMs) [127]. Two tasks were used
which had the participants replicate the role of an aircraft’s automated cabin air management system. Eight participants performed task 1, and six different participants performed
task 2. Each task varied parameters within the task to create “low” and “high” mental fatigue conditions, with these conditions then corresponding to labelled trials of their respective condition. Models were then built from the EEG data for each task and each condition
using entropy features, and spectral features (average power of the theta, alpha, beta, and
gamma bands), as input features. The models were then tested upon the participant data of
the opposite task, with classification accuracies ranging from 65-69%. An issue with relating this to vigilance decrement detection is that the tasks simply varied parameters within
the task to create “low” and “high” mental fatigue conditions. These conditions were then
used as the labels to train the classifier. This means the classifier was trained to identify
EEG signals which correspond to these “low” and “high” mental fatigue conditions, and
not actual vigilance decrements. For proper identification of a vigilance decrement, instead an objective measure of the participant’s performance which is associated with the
vigilance decrement (such as accuracy and/or response time) would need to be recorded
and used to generate the labels of vigilance decrement vs no decrement for the machine
learning classifier. Another issue is that it is unclear if the two stated tasks are analogous to
two separate tasks in the real-world, such as the difference between driving and monitoring
closed-circuit security cameras, as both tasks used in the experiment had participants performing the same role of the aircraft automated cabin air management system, with only
certain parameters and conditions being varied between the two tasks. This suggests that
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their results are applicable to a varied version of the same type of task, but is not truly
task-generic.
In this research, we build three different cross-participant models which use EEG signals to perform task-generic classification of the vigilance decrement on any individual.
Two of the models are time-domain based, meaning they use the raw EEG time-series voltage values as their data, and the third model is frequency-domain based, using spectral
features extracted from the average power of the five clinical EEG frequency bands. The
data is comprised of two EEG datasets, with each dataset containing different participants,
and each dataset containing different vigilance tasks (three different tasks in total). These
datasets were collected by the 711th Human Performance Wing (HPW) in partnership with
the University of Dayton through two different experiments for the purpose of studying
event related potentials (ERPs) during a vigilance decrement across various vigilance tasks
[15, 128]. Models are trained on data from two of the vigilance tasks and only a subset of
the participants, and then tested using data from a separate vigilance task that the model
has not seen, as well as participants that the model has not seen, which is crucial in order
to avoid overestimated test accuracies in cross-participant EEG models [71].
This paper has the following structure. First, in Section 5.4, background is provided
for the vigilance decrement and how it is linked to EEG. Next, in Section 5.5, we provide
our methodology, first providing details on the datasets collected and the tasks used within
those datasets, followed by details for the training and testing of all three models. Then, in
Section 5.6, results are presented for all three models. Finally, in Section 5.7, results are
compared and discussed, with conclusions and future work following in Section 5.8.

5.4

Related Work
Decision making and how it deteriorates in stressful work environments has been ex-

tensively studied since the late 1800’s [119]. One of the main phenomena studied has been
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the concept of vigilance, which is the quality or state of being wakeful or alert [129]. Tasks
which require vigilance fall under a taxonomy developed by Parasuraman and Davies [37],
with the taxonomy classifying tasks into different categories based on specific informationprocessing transactions within the tasks themselves, such as signal discrimination (successive or simultaneous), task complexity, event rate, and sensory modality. For signal
discrimination, simultaneous tasks are ones in which the critical stimulus and non-critical
stimulus are both present at the same time for participants to use for comparison. Successive tasks, however, do not provide these stimulus to the participant at the same time, and
therefore, it requires the participant to hold the non-critical stimulus in memory.

5.4.1

Vigilance Decrement.

Extensive research over the decades on vigilance and the vigilance decrement has found
that the behavioral cause of the decrement is due to performing attention-demanding tasks
over an extended period of time, ranging from tens of minutes to hours, depending on
the task and its cognitive demand [130]. Performing these attention-demanding tasks for
extended periods of time results in mental fatigue, and/or a decrease in sustained attention
[131], with mental fatigue being defined as a gradual and cumulative phenomenon that is
increased in magnitude by time spent on a tedious but mentally demanding task [132].
From a cognitive approach, the cause of a vigilance decrement has historically been
studied using two contrasting classes of explanations, namely overload and underload
[133]. A highly cited overload theory is the resource-depletion theory, which states that
there are limited amounts of information processing resources that we cognitively possess,
and that the level of effort/time-on-task required in vigilance tasks depletes these finite resources faster than they can be replenished, eventually leading to reduced detections of
significant events, as these resources are needed for vigilance tasks [134]. Underload, in
contrast, suggests that it is instead the lack of stimulation in vigilance tasks that results in
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the vigilance decrement, as the low levels of stimuli result in attention shifting away from
the task, which then leads to distraction from off-topic thoughts, or task automaticity taking
over, which results in reduced detections of significant events [135, 136]. Previous research
has shown that the attention shift is primarily attentional lapses which come from perceptual decoupling from the trivial and unengaging nature of the task [137, 138]. However,
this doesn’t explain where attention is being shifted. A highly cited theory that attempts
to explain where attention is shifted is the mind-wandering theory, which states that the
attention is shifted to self-generated off-topic thoughts, leading to the vigilance decrement
[138].
Both overload and underload approaches have highly cited research backing up their
findings, and each approach claims to explain the cause of a vigilance decrement. As neither explains the full range of findings on their own, a recent approach which seeks to unify
the two is the resource-control theory, which is a framework that combines both theories
to explain the lapses in attention as a function of time-on-task [136]. The resource-control
theory is consistent with overload theory in that it states that necessary cognitive resources
are depleted by focusing on a task (executive control). However, it also states that executive control has to use cognitive resources to prevent mind-wandering. Thus, as cognitive
resources are depleted, mind-wandering will occur, which results in attention shifting away
from the task to thoughts not relevant to performing the task at hand. In this way, resourcecontrol theory is also consistent with underload, as resource-control theory acknowledges
mind-wandering and provides explanation for it occurring. Veksler and Gunzelmann developed a recent computational model to account for the vigilance decrement and had similar
findings to the resource-control theory [139], albeit with microlapses as opposed to mindwandering. In their model, microlapses are defined as brief gaps in cognitive processing
that disrupt performance, resulting in a vigilance decrement in a similar manner to mindwandering.
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Numerous factors have also been found to affect the magnitude and timing of the vigilance decrement [140]. For magnitude, simultaneous stimulus, shorter signals [141, 142],
task type/source complexity [143], and stimulus event rate [144, 145], all result in a greater
vigilance decrement. For timing, the vigilance decrement varies depending on the task
demands, with the vigilance decrement occurring earlier in more difficult tasks [130], and
typically occurring within the first 20-35 minutes of a task, with half of the decrement
occurring in the first 15 minutes [146].

5.4.1.1

Performance Measurement.

To identify in data whether a vigilance decrement has occurred, some measure of task
performance through either accuracy (calculated as
hits + correct rejections
hits + false alarms + misses + correct rejections

), response time (RT), or both, is needed. Accuracy

and RT are frequently correlated, such that slower responses are more accurate and vice
versa, and this is referred to as the speed-accuracy trade-off [147, 148]. Due to this correlation, it is best to use both accuracy and RT to assess performance, and many different
measures have been developed to combine both speed and accuracy into a single measure
of performance. For example, there is the Inverse Efficiency Score (IES), which is the ratio
of the mean RT and the proportion of correct responses (PC) [149], the Rate-Correct Score
(RCS) which is the inverse of the correct RT-based IES [150], the Balanced Integration
Score (BIS) which is a combined z-score of RT and accuracy [151], and many others. Recently, research by Mueller et al. examined 12 different measures of accuracy and RT on
a vigilance task to determine their sensitivity to the vigilance decrement, and found that
most single measures which combined accuracy and RT were slight improvements over
just accuracy or RT alone [152]. While they found that the Linear Ballistic Accumulator
model was the most sensitive and representative measure of the vigilance decrement, they
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also noted that it was difficult and cumbersome to use, and recommended the BIS measure
overall.
The BIS measure is designed to give equal weights to both PCs and RTs, hence the name
Balanced Integration Score, and is shown below in Equation 5.1. First, the PCs and RTs are
standardized as shown in Equations 5.2 and 5.3, with participants j and standard deviations
s, and then once standardized, the standardized RT is subtracted from the standardized PC.
This gives the difference in standardized mean correct RTs and PCs. z pc and zrt can be
calculated individually for each participant j, giving the BIS measurement for only that
participant, or across all participants, giving the BIS measurement for the group.

BIS j = zPC j − zRT j .

(5.1)

z pc j =

PC j − PC
.
s pc j

(5.2)

zrt j =

RT j − RT
.
srt j

(5.3)

When calculating measures such as BIS from data collected during a vigilance task,
trials must be binned in some manner for the standardized measures of z pc and zrt to be
calculated. A common method is to divide the trials over the duration of the experiment
into four time segments (bins) [128, 152, 153]. Once the number of bins is selected, BIS can
then be calculated and compared for each bin to determine whether a vigilance decrement
has occurred for the participant; a decreasing BIS indicates a decrement in vigilance. A
typical method is to plot the bins on a graph to view the participant’s performance over
the course of the task, as well as to plot a line of best fit (least squares) to see how their
performance trended over the course of the task, with a negative slope indicating a vigilance
decrement over the course of the entire task.

127

5.4.2

EEG.

Physiological measurements such as EEG, electrocardiography (ECG), and electrooculography (EOG), have been progressively utilized to better understand the underlying mechanisms of mental fatigue and the vigilance decrement over the past two decades, with EEG
receiving significant attention in research for its insight into the status of the brain [16].
EEG signals are a measure of the electrical activity in the brain using electrodes distributed
over the scalp, and EEG is often referred to by its different clinical frequency bands, namely
delta (2-4 Hz), theta (4-7 Hz), alpha (8-12 Hz), beta (13-29 Hz), and gamma (33-80 Hz). A
physiological measurement such as EEG has the advantage of providing a more objective
measurement of fatigue than a behavioral measure, as behavioral measures are subjective in
nature and left to the experimenter’s or participant’s judgement. EEG studies investigating
neural correlates of fatigue have found differing results based on the type of fatigue that
the participant is experiencing, with the primary difference being fatigue from sleepiness
(sleep fatigue) versus accumulating fatigue from cognitive processes and mental workload
(mental fatigue). For example, neural correlates of sleep fatigue have been found to differ
based on the task that is being performed. Driver fatigue research found that symptoms
associated with sleepiness (e.g. prolonged eye closure) correlated to increases in spectral
power for the alpha and beta bands [124], while in pilot fatigue studies, sleepiness was
more associated with the opposite effect, with decreases in spectral power for the alpha
band [154, 155]. Mental fatigue, however, has shown consistent neural correlates of increased spectral power for the alpha band across tasks [16]. This allows for the detection
of mental fatigue across tasks and across participants. However, given that both types of
fatigue can contribute to changes in performance, such as the vigilance decrement, yet have
differing neural correlates, it is important to distinguish sleep fatigue from mental fatigue
to reduce confounding variables.
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Utilizing these neural correlates of EEG has been useful in detection of the vigilance
decrement in previous research, with EEG spectral features being common features used to
detect drowsiness, mental fatigue, and alertness [156–158]. Power spectral density (PSD)
in combination with independent component analysis [158], the mean power of the frequency bands and their ratios [156, 159, 160], power spectral indices of wavelet transforms
[161], and full spectrum log power are all spectral features that have been used [157, 162].

5.5

Methods
5.5.1

Datasets.

In this study, two EEG datasets are utilized, each collected through experiments by the
United States Air Force Research Laboratory, 711th Human Performance Wing (HPW),
in partnership with the University of Dayton. These experiments were each conducted for
the purpose of studying ERPs during a vigilance decrement within various vigilance tasks
[15, 128], however, the experiments were conducted separately and did not coincide. In one
experiment, 32 participants completed three different tasks across a two hour session in the
following order: the Hitchcock Air Traffic Controller (ATC) Task [163], the Psychomotor
Vigilance Test (PVT) [164], and the 3-Stimulus Oddball Task [165]. The PVT was omitted
from our research as the task length was short in duration (<10 min) along with a few
amount of trials (< 100), making it difficult to segment into bins and quantify with the
BIS measure. The Hitchcock ATC task and 3-Stimulus Oddball Task were performed as
described in Sections 5.5.2.1 and 5.5.2.2, and trials for each task occurred as follows. The
ATC Task included 200 practice trials with feedback provided every 50 trials, then a short
break followed by 1600 trials without feedback or breaks. The 3-Stimulus Oddball Task
included 20 practice trials, a short break, and 4 blocks of 90 trials each, with performance
feedback after each block. Practice trials across both tasks are not utilized in analysis or
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model training. Some participants had incomplete data, and only the data from the 14
participants with complete data sets were analyzed.
The second experiment consisted of two sessions for each participant, conducted over
two separate days, and utilized the line task described in Section 5.5.2.3. Each day, participants performed 200 practice trials and 4 blocks of 400 experimental trials each, with a
short few minute break offered between each block. There were 29 participants, however
only 26 of the participants returned the second day. The data from all 29 participants was
utilized in the current study.
For both datasets, the tasks were presented on an LCD 60 Hz monitor using Psychophysics Toolbox [166] within MATLAB. EEG was recorded using a BioSemi Active
II 64+2 electrode cap (10-20 system) with the 2 reference electrodes placed over the mastoids, with a sampling rate of 512 Hz. Vertical EOG (VEOG) and Horizontal EOG (HEOG)
were also recorded [15, 128]. Baseline resting EEG was recorded before starting the experiment and checked for artifacts. Voltage offsets were reduced to less than 40mV to ensure
low impedance, and any high impedance electrodes were re-gelled and re-applied.

5.5.2

Vigilance Decrement Tasks.

5.5.2.1

Hitchcock Air Traffic Controller Task.

The Hitchcock ATC Task was designed to test theories surrounding sustained attention,
workload, and performance, within a standardized controllable task that is relatively more
representative of the real world [167]. Stimulus of a filled red circle and three concentric
white circles are continually displayed to the participant. Two white line segments are then
displayed over these stimuli in different configurations, as seen in Figure 30. The red circle
represents a city, and the white line segments represent aircraft. Participants are instructed
to respond (through press of a key on a keyboard) only if the two jets are on a collision
course with one another, i.e. the white lines are colinear. If they are, this is a critical event,
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and a small minority of trials are critical events (3.3%), the rest being non-critical as seen
in Figure 30. The stimulus appear every 2 seconds and only remain on screen for 300ms.

Figure 30. Examples of the different Air Traffic Controller Task stimuli.

5.5.2.2

3-Stimulus Oddball Task.

The 3-Stimulus Oddball Task was designed to assess how individuals discriminate targets, non-target distractors, and standard distractors, in various challenging scenarios [165].
In this task, three different visual stimuli can appear; targets, non-target distractors, and
standard distractors. Targets and non-target distractors each appear separately in 10% of
trials, and standard distractors appear in the remaining 80% of trials. As seen in Figure
31, the target is a large circle, the standard distractor a small circle, and the non-target distractor a large square. Stimuli are every 2 seconds with a 75ms duration. Participants are
instructed to respond only to targets by pressing a response key on a keyboard, ignoring
non-target distractors and standard distractors.
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Figure 31. Shapes for the 3-Stimulus Task. The target is a large circle (left), the standard distractor a
small circle (middle), and the non-target distractor a large square (right) [15].

5.5.2.3

Line Task.

In the Line Task, participants observe a series of pairs of parallel lines, and select
whether or not each stimulus is critical. The critical stimuli vary among four conditions
for the task, and with critical stimuli comprising 10% of the stimuli. The parallel lines are
0.75mm in width and variable in length based on trial condition [144]. The first and second
conditions are successive-discrimination tasks, meaning the participant has to hold the critical stimulus in memory. In the first condition, the set of lines both being 1.46cm (short)
is the critical stimulus, with both lines being 1.8cm (long) as the non-critical stimulus. In
the second condition, these are reversed. The third and fourth conditions are simultaneousdiscrimination tasks, meaning the participant is provided both the critical and non-critical
stimulus at the same time for comparison. In the third condition, the critical condition
occurs when the lines are different in length while in the fourth condition, these are reversed. Critical stimuli are sequenced such that there are at least four non-critical stimuli
in between each pair of critical stimuli. Each participant completed both simultaneous and
successive discrimination conditions (counterbalanced across sessions). Stimulus appeared
on screen for 150ms and total trial duration was randomized to be between 1.3s and 1.7s.
Figure 32 shows an example of the line stimulus.
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Figure 32. Examples of the different Line Task stimuli, with lines being the same length on the left, and
different lengths on the right.

5.5.3

Preprocessing and Epoching of EEG signals.

Preprocessing of EEG data was performed through script batch processing using EEGLAB
[108], and consisted of a combination of best practice steps from both Makoto’s preprocessing pipeline [104] and the PREP pipeline [109]. Details for these steps can be found
in Section 5.9, but worth noting is that the data is downsampled to 250 Hz. All tasks were
relatively similar in trial duration, ranging from 1s to 1.7s, with inter-trial duration ranging
from 1.2s to 2s. To avoid an epoching window which extends into the following trial for
some tasks but not others, a 1s epoching window was selected based on both trial duration
and inter-trial duration. Additionally, analysis performed by the 711 HPW demonstrated
that a 1s window following stimulus-onset contained the majority of EEG activity for each
task [15, 128]. This resulted in a sequence length of 250 for observations across all three
tasks.
For labelling of the EEG signals, trials are divided into four bins for each task and the
BIS measure (described in Section 5.4.1.1) is used to determine participant performance
for each bin, with BIS values and the corresponding z-scores calculated separately for each
individual. Performance for each task and each participant are plotted in Figure 33, including the best-fit line for each task and each participant. From the best fit lines in Figure 33, it
can be seen that every participant, for every task, was at their highest performing state in the
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1st bin, meaning every bin following the 1st bin was a vigilance decrement in comparison
to the 1st bin. However, across the tasks, participants had varying performance following
the 1st bin as can be seen in Figure 33, with some experiencing their largest decrement in
the 2nd , 3rd , or 4th bins. This makes labelling across all four bins difficult while trying to
also maintain a balanced dataset. Given this challenge, we opted to use the 1st and 4th bins
for our model creation, labelling the 1st bin as attentive, and the 4th bin as a decrement,
resulting in a perfectly balanced dataset.
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Figure 33. BIS measures and the corresponding best-fit lines for: (a) Air Traffic Controller task (top),
(b) Oddball task (middle), and (c) Line task (bottom). BIS measures vary from bin to bin for each
participant, with some participants decreasing steadily throughout the entire task, some decreasing
initially and then recovering, or some alternating between decreasing and increasing BIS. Note that
every participant’s best-fit line has a negative slope, indicating that every participant’s first bin is their
most attentive bin with their largest BIS measure.

Proper labelling of the data is crucial for a machine learning model, and utilizing only
the 1st bin as attentive maximizes tying the most attentive trials to their respective neural
correlates. Additionally, the underlying mechanism that allows success in building a taskgeneric model is that mental fatigue is consistent in producing a vigilance decrement in
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these tasks, and that it is consistent in its neural correlates across different types of vigilance
tasks [16]. As mental fatigue has been shown to accumulate over the duration of a vigilance
task, the EEG data for the last bin is most likely to have the neural correlates of mental
fatigue. As the last bin is a vigilance decrement for all participants across all tasks, using
the 1st and 4th bins should maximize the likelihood that the data is labelled properly and
will contain the underlying neural correlates to best ensure its success.

5.5.4

Model Creation.

To be effective in detection across participants, a model must be highly generalizable
and resistant to the effects of non-stationarity and individual differences. For training and
testing of a cross-participant model, this requires that data from participants used for model
training must not be used for model validation or testing [71]. This is due to the individual differences and non-stationarity that are inherent within EEG data. If this rule is not
followed, the model will likely have overestimated test accuracies, and additionally, the
model will not train to be generalizable to a more general population, as the model will
learn parameters which are likely only accurate for those participants. Additionally, as this
is a task-generic model, the model should be tested with a vigilance task that is unseen
by the model. To follow these guidelines, we adopted a leave-two-participants-out crossvalidation (L2PO-CV) training method for all three models, resulting in 7-folds. The ATC
and Line tasks were used to train the model, with the 3-Stimulus Oddball Task used for
validation. This L2PO-CV method was used for training and validation of all three models.
Both the ATC task and the Line tasks have the most amount of trials, with each participant
having performed four times more trials in each of those tasks than the 3-Stimulus Oddball
task, resulting in a more desirable ratio of training to validation data than if the ATC or
Line tasks were used for validation. Additionally, this ensures there is training data from
both experiments to allow additional generalization for the model, as the Line task was
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performed in a separate experiment, with an independently selected pool of participants.
Ideally, CV would be performed across all three tasks, however this was infeasible due to
the immense amount of training time it would require. All together this results in training folds with 41 participants and 53,600 observations total, and validation folds with 2
participants and 360 observations total.
As these cross-participant models are also task-generic, features must be invariant for
not only the participants but also the task. For the frequency-domain model, the average
power of the five traditional EEG frequency bands for all 64 scalp electrodes were selected
as features, resulting in 320 spectral features for each observation, as literature demonstrated that the average power correlates with mental fatigue and is invariant across task,
time, and participant [16]. However, an alternative to performing feature extraction by hand
is to have the model extract salient features itself. Recently, autoencoders (AEs) have been
shown to be more effective than handcrafted features in their ability to compose meaningful latent features from EEG across various classification tasks [53, 168, 169]. Another
recent deep learning innovation is Temporal Convolutional Networks (TCNs), which are
a new type of architecture for time-series data. TCNs have the advantage of processing a
sequence of any length without having a lengthy memory history, leading to much faster
training and convergence when compared to Long Short-Term Memory (LSTM) models
[66]. For the time-domain models, a TCN-AE is used for one of the models, and a TCN for
the other. In the next two sections, general information on TCNs and AEs is provided, followed by the proposed architectures, hyperparameters, and training and testing parameters
for all three models.

5.5.5

Temporal Convolutional Networks.

A TCN is a type of convolutional neural network (CNN) for 1D sequence data and
was recently developed by Bai et al. [66]. A TCN utilizes dilated convolutions to process
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a sequence of any length, without having a lengthy memory history. TCNs are typically
causal, meaning there is no information leakage from the future to the past, however they
can be non-causal as well. The primary elements of a TCN consist of the dilation factor d,
the number of filters n, and the kernel size k. The dilation factor controls how deep the network is, with dilations typically consisting of a list of multiples of two. Figure 34 provides
a visual example of a causal TCN and aids in understanding the dilated convolutions on a
sequence, with the dilation list in the figure being [1,2,4,8]. The kernel size controls the
volume of the sequence to be considered within the convolutions, with Figure 34 showing
a kernel size of 2. Finally, the filters are similar as they are in a standard CNN, and can be
thought of as the number of features to extract from the sequence.

Figure 34. Visual illustration of a causal TCN. This TCN has a block size of 1, a dilation list [1,2,4,8]
(i.e. dilation factor 8), and a kernel size of 2 [67]. This results in a receptive field of 2 · 1 · 8 = 16.

These combined elements form a block as in Figure 34, and blocks can be stacked as
they are in Figure 35. This increases the receptive field, which is the total length the TCN
captures in processing, and is a function of the number of TCN blocks, the kernel size,
and the final dilation, as shown in Equation 5.4. It is common to have a receptive field
which matches the input sequence length, however the receptive field is flexible and can be
designed to process any length, which is a primary advantage of TCNs. Other advantages
include their ability to be trained faster than LSTMs/Gated Recurrent Unit (GRU) models of similar length, having a longer memory than LSTMs/GRUs when capacity of the
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networks is equivalent, and having similar or better performance than LSTMs/GRUs on a
number of sequence related datasets [66, 68]

R f ield = Ksize · Nblocks · d f inal .

(5.4)

Figure 35. Visual illustration of a causal TCN with stacked blocks. This TCN has a block size of 2, a
dilation list [1,2,4,8] (i.e. dilation factor 8), and a kernel size of 2 [68]. This results in a receptive field
of 2 · 2 · 8 = 32.

5.5.6

Autoencoders.

An autoencoder (AE) is a type of neural network architecture for unsupervised learning
that is primarily used for reproduction of what is input into the network [58]. This is
done through the use of two separate networks. One network named the encoder f (x)
compresses the input into a lower-dimensional representation called the code or the latentspace h = f(x), and another network named the decoder reconstructs the input from the
code r = g(h). An example of a standard AE architecture can be seen in Figure 36. Because
of the nature of the encoder, AEs are useful for dimensionality reduction, are powerful
feature detectors, and can also be used for unsupervised pretraining of deep neural networks
[69].
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Figure 36. Visual representation of a standard AE architecture.

In Figure 36, the code h is constrained to have a smaller dimension than the input x.
This is called being undercomplete and is typical of an AE, as it forces the AE to capture
the most salient features of the training data, and thus, the AE doesn’t overfit the training
data and copy it perfectly [58].

5.5.7

Frequency-domain Model.

The frequency-domain model was a fully connected MLPNN as can be seen in Figure
37, and utilized spectral features extracted from the 1s epoched EEG signal using complex
Morlet wavelet transforms in MATLAB to determine the mean power of the five traditional
frequency bands: delta (2-4 Hz), theta (4-7 Hz), alpha (8-12 Hz), beta (13-29 Hz), and
gamma (33-80 Hz) (details of this process are out of scope for this paper, and we refer the
reader to chapters 12 and 13 in Mike Cohen’s book, Analyzing Neural Time Series Data
[18] ). With 64 channels from the 64 electrode cap, this resulted in 320 spectral features
for each observation (5 × 64 = 320). To improve model training, the spectral features were
also log transformed.
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The model consisted of three hidden layers with hidden units hu, each followed by a
dropout layer with dropout rate dr, with the ReLU activation function used for each hidden
layer. As specified at the beginning of Section 5.5.4, L2PO-CV was used for training and
validation of the MLPNN model. The Adam optimizer [115] was used to train the models
for 300 epochs by minimizing the binary cross-entropy loss, and a hyperparameter sweep
was performed over the hidden units hu, the dropout rate dr, and the learning rate lr.

Figure 37. Visual representation of MLPNN classifier. The MLPNN architecture consists of three fullyconnected hidden layers with hidden units hu and the ReLU activation, each followed by a dropout
layer with a dropout rate dr.

5.5.8

Time-domain Models.

5.5.8.1

TCN-AE.

The TCN-AE architecture was modelled after work done by Thill et al., who recently
developed one of the first published TCN-AE architectures for unsupervised anomaly detection in time series data for health monitoring of machines [170]. They credit the success
of this model architecture to the architecture’s ability to compose and encode salient latent
features from the data, and doing so unsupervised. This architecture involves first training
the AE to have the ability to reconstruct the EEG signal with minimal loss. Then the encoder of the trained AE encodes the EEG signal to its latent representation, and those latent
features are used for training of a classification model. Their architecture was used as a
basis for the TCN-AE model of this research, as the goal for this TCN-AE was to encode
the most salient features of the EEG data, and then use those features as input to a fully
connected neural network (FCN) classifier to perform classification.
The architecture of the TCN-AE is included below in Figure 38, with the encoder on
the left, the decoder on the right, and the latent space in the bottom center. The encoder
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takes as input the EEG signal with dimensions of 250 × 64, with the 250 representing
the sequence length of the 1s epoch downsampled to 250 Hz, and the 64 representing the
different features from the 64 electrodes. The first layer is a TCN with hyperparameters as
specified in Section 5.5.5, with d representing the dilation factor, k the kernel size, b the
number of blocks, and n the number of filters. The TCN also used batch normalization,
dropout, and recurrent dropout, with the dropout rate dr set as a hyperparameter. This is
followed by a 1D convolution (Conv1D) with a kernel size of 1 for further dimensionality
reduction and additional non-linearity [170], with L representing the number of filters for
this convolution layer, which also represents the number of latent features, as there is no
further dimensionality reduction after this layer. The ReLU activation function is used for
both the TCN and Conv1D layers. Temporal average pooling is then performed with a size
of 5 to reduce the sequence length by a factor of 5. This results in the latent space having a
sequence length of 50 × L number of features.
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Figure 38. Visual representation of the TCN-AE architecture. Each block corresponds to a layer, with
hyperparameters for that layer italicized. The activation function for the TCN and Conv1D layers is in
parentheses, using ReLU for the encoder and no activation function for the decoder. The dimensions
for the input are also provided in the upper-right of each layer as it passes throughout the architecture, with the dimensions starting at T = 250 for the sequence length, and 64 representing the features
(corresponding to the 64 electrodes). The latent space dimensions are 50 × L, with L being a hyperparameter.

The decoder is similar to the encoder in its architecture, albeit in reverse. The sequence
is first upsampled back to its original length of 250 using nearest neighbor interpolation.
The sequence is then passed into a TCN which again has hyperparameters d, k, b, and n,
followed by a Conv1D layer which increases the dimensionality of the sequence back to its
original size of 64. There is no activation function for the TCN and Conv1D layers in the
decoder, as this allows the values of the sequence length to take on any value to recreate
the original signal.
L2PO-CV was used for training and validation of the reconstruction phase of the AE,
with EEG signals standardized by channel for faster model convergence. The Adam optimizer [115] was used to train the autoencoder for 50 epochs for reconstruction of the EEG
signal by minimizing the MSE loss, and hyperparameters were grid-searched using Ray

143

Tune version 1.3.0, with the hyperparameters consisting of the dilation factor d, the kernel
size k, the number of blocks b, the number of filters n, the number of latent features L, the
dropout rate dr, and the learning rate lr.
Once the autoencoder was trained for reconstruction, the weights of the encoder were
locked and the encoder was then used to encode input sequences into latent features. The
latent features were then flattened and used as input features into a FCN classifier. The
TCN-AE architecture in its entirety can be seen in Figure 39. The FCN classifier had two
hidden layers, each with the ReLU activation function, followed by a dropout layer, and
a output layer using the sigmoid function. L2PO-CV was used for training and validation
of the FCN for classification. The Adam optimizer [115] was used to train the models by
minimizing the binary cross-entropy loss, and a hyperparameter sweep was performed over
the number of hidden units for each layer, the dropout rate, and the learning rate.

Figure 39. Visual representation of the TCN-AE classifier. The Encoder and Decoder comprise the AE
architecture, with the latent space then used as input to the FCN classifier shown at the bottom. The
FCN classifier architecture consists of two fully-connected hidden layers with hidden units hu, each
followed by a dropout layer with a dropout rate dr.
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5.5.8.2

TCN.

The TCN model can be seen in Figure 40, and was similar to the encoder portion of
the TCN-AE architecture in that it consists of a TCN layer and a Conv1D layer, however
this model differs in that prediction is performed after the Conv1D layer, using an output
layer with a sigmoid activation function. The TCN layer has hyperparameters as specified
in Section 5.5.5, with d representing the dilation factor, k the kernel size, b the number
of blocks, and n the number of filters. The TCN also used batch normalization, dropout,
and recurrent dropout, with the dropout rate dr set as a hyperparameter. The Conv1D
has a kernel size of 1 and a filter size of 4, providing dimensionality reduction before the
output layer. The ReLU activation function is used for both the TCN layer and the Conv1D
layer. L2PO-CV was used for training and validation of the TCN for classification, with
EEG signals standardized by channel for faster model convergence. The Adam optimizer
[115] was used to train the models for 100 epochs by minimizing the binary cross-entropy
loss, and a hyperparameter sweep was performed using Ray Tune and grid search over the
dilation factor d, the kernel size k, the number of blocks b, the number of filters n, the
dropout rate dr, and the learning rate lr.

Figure 40. Visual representation of the TCN classifier. Each block corresponds to a layer, with hyperparameters for that layer italicized, and the activation function in parentheses.
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5.6

Results
Below are the results for both the frequency-domain model and the time-domain mod-

els. For each model, the best hyperparameter configuration is presented along with its CV
balanced accuracy and confidence interval (CI). As accuracy is a binomial distribution, approximate binomial confidence intervals are used. Specifically we utilize Agresti Coull
confidence intervals, as they typically maintain α while not being overly conservative [?
]. Each model’s CV balanced accuracy and its 95% Agresti Coull confidence interval is
compared to random chance, i.e. a naı̈ve classifier with accuracy of 50% (accuracy is 50%
as this is a binary classification task). Validation accuracies are also provided for each participant by the participant’s ID, along with their 95% confidence interval. At the end of this
section, a table is provided with the participant validation accuracies for each model and
the 7-fold CV accuracy for each model.

5.6.1

Frequency-domain Model.

Hyperparameter sweeps for the MLPNN model resulted in the best network achieving
a 7-fold CV balanced accuracy of 64% (95% CI: 0.59, 0.69) with the following hyperparameters: hidden units of [250, 200, 150] (by layer), learning rate of 0.00001, and dropout
rate of 0.5. This results in the model having CV accuracy statistically greater than random
chance as evidenced by the confidence interval. Figure 41 depicts the validation accuracies
for each participant for the MLPNN model, with 9 participants having validation accuracies statistically greater than random chance. Participants 2, 3, 7, 8, and 11, did not have
validation accuracies greater than random chance.
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Figure 41. Participant validation accuracies for the MLPNN model, with 9 participants having validation accuracies statistically greater than random chance. Participants 2, 3, 7, 8, and 11, did not have
validation accuracies greater than random chance. This model achieved a 7-fold CV accuracy of 64%
(95% CI: 0.59, 0.69).

5.6.2

Time-domain Model - TCN-AE.

The best hyperparameters found for the TCN-AE signal reconstruction had the following configuration: dilations [1, 2, 4, 8, 16, 32], kernel size of 2, number of filters 36,
number of blocks 2, learning rate of 0.0001, and dropout rate of 0.0; and resulted in a
receptive field of 2 · 2 · 32 = 128. For the classifier portion of the TCN-AE, all hyperparameter sweeps resulted in similar performance, with accuracies ranging between 48%
and 52% for 7-fold CV balanced accuracy, with no set of hyperparameters resulting in a
model which performed statistically better than chance. Individual participant accuracies
were also investigated for each hyperparameter sweep, with two or less participants having significant performance for the hyperparameter sweeps. No participants had validation
accuracies statistically greater than random chance.
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5.6.3

Time-domain Model - TCN.

The best hyperparameter sweep for the TCN model yielded a 7-fold CV balanced accuracy of 56% (95% CI: 0.51, 0.61) with the following hyperparameters: dilations [1, 2, 4, 8,
16, 32], kernel size of 4, number of filters 10, number of blocks 2, learning rate of 0.0001,
and dropout rate of 0.5; and resulted in a receptive field of 4 · 2 · 32 = 256. This results
in the model having CV accuracy statistically greater than random chance as evidenced by
the confidence interval. Figure 42 depicts the validation accuracies for each participant for
the TCN model, with 3 participants (1, 7, and 12) having validation accuracies statistically
greater than random chance.

Figure 42. Participant validation accuracies for the TCN model, with 3 participants (1, 7, and 12)
having validation accuracies statistically greater than random chance. This model achieved a 7-fold
CV accuracy of 56% (95% CI: 0.51, 0.61).

Table 9 provides the participant validation accuracies and the 7-fold CV accuracy for
all three models.
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Table 9. Vigilance decrement classification model performance results for each model type. Participant
validation accuracies and the 7-fold CV accuracy are provided for each model, with 95% confidence
intervals provided in parentheses. For both participant accuracies and the 7-fold CV results across all
participants, Bold signifies statistical significance of accuracy over random chance (defined as 50% for
this binary classification task) as evidenced by the 95% confidence interval.

MLPNN

TCN-AE

TCN

Val Acc

Val Acc

Val Acc

0

0.69 (0.62, 0.76)

0.51 (0.44, 0.58)

0.49 (0.42, 0.56)

1

0.78 (0.71, 0.83)

0.49 (0.42, 0.56)

0.57 (0.50, 0.64)

2

0.48 (0.41, 0.55)

0.49 (0.42, 0.57)

0.51 (0.44, 0.58)

3

0.48 (0.41, 0.56)

0.52 (0.45, 0.59)

0.50 (0.43, 0.57)

4

0.83 (0.77, 0.88)

0.49 (0.42, 0.57)

0.56 (0.48, 0.63)

5

0.68 (0.61, 0.74)

0.55 (0.48, 0.62)

0.53 (0.46, 0.60)

6

0.71 (0.63, 0.77)

0.47 (0.40, 0.54)

0.54 (0.47, 0.62)

7

0.52 (0.45, 0.59)

0.56 (0.48, 0.63)

0.65 (0.58, 0.72)

8

0.53 (0.46, 0.60)

0.56 (0.49, 0.63)

0.49 (0.42, 0.57)

9

0.67 (0.60, 0.74)

0.54 (0.47, 0.62)

0.48 (0.41, 0.55)

10

0.63 (0.56, 0.69)

0.49 (0.42, 0.57)

0.56 (0.49, 0.63)

11

0.46 (0.38, 0.53)

0.46 (0.38, 0.53)

0.48 (0.41, 0.56)

12

0.84 (0.78, 0.89)

0.48 (0.41, 0.55)

0.64 (0.57, 0.71)

13

0.63 (0.56, 0.70)

0.53 (0.46, 0.60)

0.52 (0.44, 0.59)

7-fold CV

0.64 (0.59, 0.69)

0.52 (0.47, 0.57)

0.56 (0.51, 0.61)

Participant #
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5.7

Discussion
The frequency-domain model (MLPNN) had the highest level of performance of the

three model types, with 7-fold CV accuracy statistically greater than random chance at
64% (95% CI: 0.59, 0.69), and nine of the fourteen participants having validation accuracies significantly greater than random chance, as evidenced by their respective 95%
confidence intervals. The best time-series domain model (TCN) also had 7-fold CV accuracy statistically greater than random chance at 56% (95% CI: 0.51, 0.61), however, only
three of the fourteen participants had validation accuracies significantly greater than random chance. Additionally, the MLPNN had significantly greater CV model accuracy than
the TCN model, as evidenced by the 95% confidence interval for the difference between the
two classifiers not containing 0, i.e. model accuracy difference of 8% (95% CI: 0.01, 0.15),
and the MLPNN also had significantly more participants with validation accuracies greater
than random chance than the TCN model, as evidenced by the McNemar’s test statistic of
4.5 ≥ 3.84 (p < .034, α = 0.05). Two of the participants in the MLPNN model, 4 and
12, had validation accuracies greater than 80%. Participant IDs of this model that did not
have validation accuracies significantly greater than random chance were participants 2, 3,
7, 8, and 11, with participant 7 having the worst validation accuracy of 46%. Participant 7,
however, was the participant with the highest validation accuracy for the TCN model, with
participant 12 being the second highest. Participants having such differing levels of performance across all three model types suggests that low model performance for the TCN and
the TCN-AE was not due to certain individual participants having poor quality of data.
One reason for the significant difference between the MLPNN and TCN models could
lie in their difference of domains, i.e. frequency vs time. The literature suggests that
changes in the average power of specific bands correlates to mental fatigue in sustained
attention tasks [16], which also correlates to a vigilance decrement, and if these spectral
features are the most salient information for mental fatigue, then there is no additional
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information gained by the network utilizing raw time-series signals versus spectral features.
Furthermore, TCN performance is contingent on being able to learn that these spectral
features are important given only the time-series signals, whereas these spectral features are
the input for the MLPNN, so the MLPNN doesn’t have to learn them. Thus, the MLPNN
may have an advantage over the time-series domain models in that it could already have
the most salient features to perform classification.
BIS measures of the 3-stimulus oddball task were investigated to determine if they correlated to model performance of the MLPNN model. If BIS measures are correlated to
model performance, this would suggest that the magnitude of decline in a participant’s
task performance is correlated to how well the model can classify the EEG; i.e. the worse a
decline in a participant’s performance, the better the model can classify the EEG. Additionally, if the MLPNN model uses neural correlates of mental fatigue to perform classification,
this would also suggest that as a participant becomes more mentally fatigued, they suffer a
larger decline in task performance. To investigate if there was a correlation, BIS slopes of
each participant, as well as the difference between the BIS measure of the first and last bins
of each participant, were compared to the MLPNN model performance for that participant.
These values are provided below in Table 10. The BIS slopes and MLPNN validation accuracies were not found to be correlated (ρ = 0.07, p = 0.82), nor were the BIS difference
values and MLPNN validation accuracies (ρ = −0.09, p = 0.76).
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Table 10. This table provides the BIS slope and difference between the BIS measures of first and last
bin for the oddball task for each participant. Validation accuracy for the frequency-domain MLPNN
model is also provided for each participant. Bold signifies statistical significance of accuracy over
random chance (defined as 50% for this binary classification task) as evidenced by the 95% confidence
interval.

Participant #

BIS Difference

MLPNN

(1st bin - 4th bin)

Val Acc

BIS Slope

0

-4.46

12.02

0.69 (0.62, 0.76)

1

-8.48

21.67

0.78 (0.71, 0.83)

2

-8.42

28.53

0.48 (0.41, 0.55)

3

-1.84

4.85

0.48 (0.41, 0.56)

4

-5.34

14.07

0.83 (0.77, 0.88)

5

-3.92

12.68

0.68 (0.61, 0.74)

6

-7.22

21.75

0.71 (0.63, 0.77)

7

-4.64

11.56

0.52 (0.45, 0.59)

8

-5.30

16.19

0.53 (0.46, 0.60)

9

-5.11

19.81

0.67 (0.60, 0.74)

10

-8.96

30.53

0.63 (0.56, 0.69)

11

-5.40

16.16

0.46 (0.38, 0.53)

12

-3.21

10.41

0.84 (0.78, 0.89)

13

-8.24

24.08

0.63 (0.56, 0.70)

152

For the MLPNN model, as this is an artificial neural network, there is no way to know
for certain if the model is utilizing neural correlates of mental fatigue to determine if there
is a vigilance decrement. However, if the model is utilizing neural correlates of mental
fatigue, the lack of correlation between BIS measures and model performance suggests that
the magnitude of the mental fatigue does not correlate to the magnitude of the vigilance
decrement, or that the correlation is participant specific, i.e. some participants could be
heavily fatigued and only suffer a slight decrease in performance, while some participants
may have a significant decrease in performance when even moderately fatigued. Also,
the vigilance decrement is a measure of task performance, and thus, in general, factors
other than fatigue can affect a person’s performance, such as outside distractions, lack of
motivation to perform well, etc. It is possible that, even in a lab environment, factors such
as this affected participant performance, resulting in a large BIS slope or BIS difference for
certain participants, yet with only minimal mental fatigue accumulation.
Additionally, the literature notes that the neural correlates of mental fatigue and sleep
fatigue manifest differently depending on the task, and that they can be opposites of one
another, yet both types of fatigue affect task performance in a similar manner. Given this,
it could be that some of the participants accumulated sleep fatigue, as opposed to mental
fatigue, as the task continued on, resulting in a decrease in performance, but with neural
correlates which differ from mental fatigue. As these neural correlates can be opposites of
one another (e.g. an increase in spectral power for the alpha band as opposed to a decrease),
it would be difficult for the model to generalize both of these types of fatigue.

5.8

Conclusions and Future Work
In conclusion, the model type that was most capable of classifying the vigilance decre-

ment in an unseen task and unseen participant out of the models examined was the MLPNN
frequency-domain model, utilizing spectral features extracted from the EEG, namely the
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average power of the five traditional EEG frequency bands. This finding is significant as
thus far, a task-generic EEG cross-participant model of the vigilance decrement, i.e. a
model capable of classifying the vigilance decrement in an unseen task and unseen participants, has not been built or validated. Previous work by Yin et al. in building a task-generic
model did not utilize a different type of task in order to validate their model, and instead
only varied parameters within a single task of operating an aircraft’s cabin air management
system in order to create two tasks. Our research in contrast utilized three different types
of tasks (the air traffic controller task, the line task, and the 3-stimulus oddball task), and
all of which are well established in the literature as vigilance type tasks.
To improve model performance, future work should incorporate more vigilance tasks
for both training and testing as more EEG vigilance type datasets become available. Additionally, CV should be performed across all tasks to investigate if certain tasks provide
more or less generalization and task invariance to the model. Selection of specific spectral features, such as certain frequency bands, should also be explored. By selecting only
certain frequency bands, and/or certain regions of the head, model performance could be
improved, as currently, the model utilizes a large number of features (320), but only certain
features may be needed in order for the model to accurately classify the vigilance decrement, and removing these unnecessary features could reduce overfitting of the model. This
feature importance could be determined through research of visualization techniques which
allow for visual inspection of the features which result in maximum discrimination between
the two classes (vigilance decrement vs not). Further investigation into mental fatigue vs
sleep fatigue could also be useful. Experiments which note the sleepiness of participants
throughout the experiment, either through objective measurements such as prolonged eye
closure, or through subjective measurements such as observation and surveys, could result
in separate data for neural correlates of mental fatigue vs sleep fatigue. These experiments
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could then be used for separate training and testing of the model, and this could reveal if
incorporating both types of fatigue either aids the model or hinders it.
To further validate the model, future experiments should investigate devising tasks
which result in an increase in vigilance. Currently, every participant experiences a vigilance decrement over the duration of each task, as the tasks are designed to do so. However,
this presents a concern for model validation as the data is homogeneous across every participant. Ideally, for model training and validation, there would be data for both a vigilance
decrement and a vigilance increase, to ensure the model could differentiate between the
two, and to ensure the model isn’t classifying based solely on task duration. These tasks
could perhaps be achieved through planned breaks throughout the task, however, these experiments would require further validation themselves to ensure they reliably produce an
increase in vigilance.
Separate but related work which should stem from this research would be to use EEG
to determine when an individual is dropping below a standard level of performance. The
vigilance decrement is useful as it informs when someone is experiencing a decrease in performance, however, this decrease in performance is relative to the person’s own baseline
level of performance. In certain tasks, it would be valuable to predict when an individual’s
expected performance would be too low for successful task completion. This research has
demonstrated that EEG can be utilized to determine whether or not someone is experiencing a vigilance decrement, even in an unseen task, and thus it is possible that a model could
utilize a participant’s baseline measure of performance to determine if that participant has
dropped below a performance threshold, however, more work is necessary for proper implementation. Additionally, a regression model could be investigated to predict the measure
of performance itself.
Lastly, EEG research into the vigilance decrement should overall move towards more
multi-task experiments, task agnostic models, and dataset sharing. This research demon-
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strated that the neural correlates of the vigilance decrement span across different task types
and can be utilized to detect the vigilance decrement across these task types, however,
to further pinpoint which specific features span across all of the different types of vigilance tasks, additional experiments which utilize multiple tasks are needed. Dataset sharing
through repositories such as Kaggle [72] or the UCI machine learning data repository [73]
would also further enable future research into task agnostic models, as experiments with
different tasks could be combined for model building and neural correlate analysis. Future experiments require time and funding, however, dataset sharing could quickly enable
this research by utilizing existing datasets across many types of vigilance tasks (piloting of
aircrafts, driving, air traffic control, etc.).

5.9

Appendix A - EEG Preprocessing
Preprocessing of EEG data was performed through script batch processing using EEGLAB

[108], and consisted of a combination of best practice steps from both Makoto’s preprocessing pipeline [104] and the PREP pipeline [109].
1. Modifed EEGLAB to use double precision, as single precision can destroy natural
commutativity of the linear operations.
2. Imported data into EEGLAB and included reference channels based on the equipment used (e.g. Biosemi’s 64 scalp electrode cap uses channels 65 and 66 as reference channels, which are electrodes placed on the mastoids specifically for the
purpose of referencing).
3. Down-sampled to 250 Hz for purpose of improving ICA decomposition by cutting
off unnecessary high-frequency information, and also to reduce data size.
4. High-pass filtered the data at 1 Hz to reduce baseline drift, improve line-noise removal, and to improve ICA [110]. High-pass filter is done before line-noise removal
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and 1 Hz is used as we were not performing event-related potential (ERP) analysis, which could be affected by using a 1 Hz high-pass filter, and would require an
alternate strategy.
5. Imported channel info using International 10-20 system to allow for re-referencing.
6. Removed line noise using CleanLine plugin (default 60Hz notch filter) [111].
7. Removed bad channels using EEGLAB clean rawdata plugin patented by Christian
Kothe [112], which utilizes Artifact Subspace Reconstruction.
8. Interpolated all removed channels to minimize a potential bias in the average referencing step.
9. Re-referenced data to the average. Mastoid referencing isn’t always sufficient [109],
and re-referencing the data to the average helps suppress line noise that wasn’t rejected by CleanLine [104].
10. Independent Component Analysis (ICA) ‘runica’ “‘infomax’: (extended)” algorithm
variant was executed with the vertical EOG (VEOG) electrode used as input for the
function.
11. ICA results from step 10 are used to remove artifact ICA components.
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VI. Conclusions and Future Work

This dissertation has presented new findings in utilizing EEG in cross-participant models for classification in the domains of visual search and the vigilance decrement, and also
more broadly in the general method of dataset partitioning for EEG cross-participant models. In the next section, these contributions are discussed in greater detail by chapter.
Chapters I and II reviewed the domain of EEG classification and how this growing area
of research could be applied to aiding future military operators as they continue to face operations which require visual search and sustained attention. This review included EEG’s
inherent non-stationarity and inter-participant variability, as careful dataset partitioning is
required for EEG cross-participant models due to these aspects of EEG. Deep learning and
the fundamental models utilized in this research were also reviewed. Finally, the background of the vigilance decrement and how it was elicited across various tasks was also
presented.

6.1

Contributions and Findings
Chapter III demonstrated the effects of proper and improper methods of dataset parti-

tioning for EEG cross-participant models, and work was performed both mathematically
and empirically. Five publicly available datasets were utilized to train, validate, and test
models using both proper and improper methods of dataset partitioning. To build these
models, previous publications were replicated and the results between proper and improper are compared, demonstrating that model accuracy on unseen participants is significantly overestimated with improper dataset partitioning. The relationship between interparticipant variability and covariate shift was also demonstrated using an originally developed shift to median transformation method which was shown to reduce inter-participant
variability and subsequently covariate shift through visualization using t-SNE. Model per-
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formance was also evaluated before and after the transformation and it was demonstrated
that as inter-participant variability is reduced, and thus covariate shift is also reduced, that
model performance is then increased. Shimodaira’s equation for rescaling the loss of the
training dataset to appropriately match the test loss in the presence of covariate shift was
also utilized to demonstrate the presence of covariate shift when using the proper method
of dataset partitioning versus the lack of covariate shift when using the improper method of
dataset partitioning. This was done using a noval visualization method which utilized twodimensional histogram estimators on a PCA projection of high-dimensional data to generate a heatmap for visualization of the loss rescaling weight ratio values of the Shimodaira
equation. The results demonstrated that there was a significant increase in the amount of
loss rescaling required for proper dataset partitioning versus improper dataset partitioning,
which is indicative of the presence of covariate shift. In summary, the contributions and
findings of Chapter III were:
A1: Utilized Shimodaira’s loss rescaling on real data in order to demonstrate the presence
of covariate shift between proper and improper methods of dataset partitioning using
a novel heat map visualization of the loss rescaling weight ratio values, providing
the first known method and use of Shimodaira’s equation on real data in order to
mathematically demonstrate the presence of a covariate shift.
A2: Developed a EEG data transformation technique to reduce inter-participant variability in the data and utilized this transformation to demonstrate how inter-participant
variability affects covariate shift and resulting model performance.
A3: Empirical results show that not following the proper method of dataset partitioning
can result in underestimation of error rates in models between 35% and 3900% in
unseen participants, and also results in sub-optimal model creation for its intended
purpose.
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Chapter IV investigated how to detect and mitigate inefficient search by designing and
conducting an experiment for natural inefficient search, and utilized various techniques in
order to mitigate the inefficient search. The experiment was successful in creating a search
environment where inefficient search was naturally the default behavior, with 80.86% of
participant searches being inefficient prior to mitigation (with 7.18% of those being circular
inefficient). Mitigation techniques that curbed the predominant behavior and encouraged
efficient search were also found to be significant, with a 169% increase of efficient searches,
resulting in a total of 51.41% of all searches being efficient, with the nudge and hint techniques being most effective, and the explanation and instructions techniques not found
effective. Efficient search was also found to be faster than inefficient search, resulting in a
13% speed up, and also more accurate, with a 61% reduction in error rate. Physiological
measures of EEG, ECG, EOG, GSR, and gaze tracking data, were also collected throughout
the experiment. EEG was utilized to develop within and cross-participant models to evaluate the effectiveness of EEG for classification of inefficient and efficient search. Model
types evaluated included Linear Discriminant Analysis (LDA), Random Forest Classifier
(RFC), Artificial Neural Networks (ANN), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), and Temporal Convolutional Network (TCN). Due to the nature of
the nudge mitigation altering the fundamental aspects of the search, such as gaze fixation
duration and saccade intervals, four different methods of partitioning the data were utilized in order to isolate these effects for training and testing of the different model types.
However, the models did not perform better than chance accuracy. Overall, the research in
Chapter IV had the following findings:
B1: Without a mitigation technique or training of how to perform an efficient search, the
majority of participant searches were inefficient.
B2: Efficient search was found to be faster and more accurate than inefficient search.
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B3: The nudge technique was the most effective mitigation technique, followed by the
hint technique. The explanation and instructions techniques were not found to be
effective.
B4: The effectiveness of EEG for classification of efficient search was also investigated,
with multiple dataset partitioning methods and model classifiers being investigated
for both within and cross-participant models. Overall, the models did not perform
better than chance.
Chapter V investigated the ability to detect the vigilance decrement using EEG across
participants (cross-participant) and tasks (cross-task). This is significant because the vigilance decrement is typically measured using sustained attention tasks which fall into different taxonomies based on their information-processing demands and thus, generalized
behavior [5, 37]. Thus far, a generalized model which can classify the vigilance decrement
across any sustained attention task using independent measures, such as physiological signals, has not been achieved. Additionally, models which can generalize and classify on any
participant are desirable, as there is no additional time needed to either train a new model
or update an existing model for every new user. Cross-task cross-participant models were
evaluated for traditional machine learning model types in both the frequency-domain and
time-domain, with the frequency-domain being an MLPNN using spectral features, and
the time-domain being a TCN using the raw EEG voltage values. The MLPNN and TCN
models both achieved cross-validation accuracies greater than random chance (50%), with
the MLPNN performing best with 7-fold cross-validation (CV) balanced accuracy of 64%
(95% CI: 0.59, 0.69), and 9 out of 14 participants with validation accuracies significantly
greater than random chance. The TCN model resulted in 7-fold CV balanced accuracy of
56% (95% CI: 0.51, 0.61), with only 3 of the 14 participants having validation accuracies
greater than random chance. When comparing these two models, the MLPNN was found
to have significantly greater cross-validation accuracy than the TCN model, as evidenced
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by the 95% confidence interval of the model accuracy difference not containing 0 (8%
(95% CI: 0.01, 0.15)). The MLPNN also had significantly more participants with validation accuracies greater than random chance, as evidenced by the McNemar’s test statistic
of 4.5 ≥ 3.84 (p < .034, α = 0.05). The proposed novel TCN-AE model was explored due
to its ability to distill the raw time-series voltage values to their most salient features, however, the TCN-AE did not achieve cross-validation accuracy greater than random chance,
and none of the participants had validation accuracies greater than random chance. The
poor performance of the TCN-AE could be due to the encoder learning features for the
latent space which are most salient for signal reproduction, but which aren’t the most optimal features for classification of the vigilance decrement. In fact, as the frequency-domain
MLPNN significantly outperformed both of the time-domain TCN models, these findings
suggest that spectral features may be most appropriate for vigilance decrement detection.
Overall, this research has demonstrated that the vigilance decrement can be classified using
EEG from unseen participants performing an unseen task, which is significant as thus far,
models have only classified the vigilance decrement for seen tasks.
C1: The vigilance decrement can be classified in an unseen task using EEG from unseen
participants, as evidenced by both the frequency-domain MLPNN and time-domain
TCN achieving cross-validation accuracies greater than random chance.
C2: Frequency-domain models may outperform time-domain models for classification of
the vigilance decrement due to the salient information contained within spectral features, as evidenced by the frequency-domain MLPNN having a significantly greater
CV balanced accuracy of 64% (95% confidence interval (CI): 0.59, 0.69), and significantly more participants with validation accuracies greater than random chance (9
out of 14 participants).
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6.2

Future Work
There are several lines of future work to be carried forward from this dissertation. For

proper validation and testing of EEG cross-participant models, additional work is needed to
standardize performance assessment and benchmarking of EEG cross-participant models,
such as cementing the guidelines for proper dataset partitioning that are provided in this
dissertation as an IEEE standard. These standards should then be widely disseminated
across government, industry, and academia, with a focus on reaching all relevant conference
and journal publications. In order to correct the trend of overestimated test accuracies in the
EEG cross-participant model building body of research, peer-review must be bolstered, and
thus all editorial teams and reviewers should be made aware of the standards, understand
how they are to be properly followed, and the implications for model results if they are not
followed. Special attention should also be focused on disseminating these standards to data
contributors and owners and maintainers of dataset repositories. It is critical that datasets
posted for public use are not prepared improperly, otherwise standards aren’t adhered to
from the start, and this sets up all users for failure. Ideally, in addition to ensuring the
datasets are hosted properly, EEG data should always have (de-identified) participant labels
available so that users may partition the data themselves. In this manner, users would be
free to perform proper dataset partitioning with varying numbers of participants included
in the training, validation, and testing sets, for their own research and investigation.
Further investigation into visual search could largely benefit the detection portion of
the ESE research. Models tended to overfit due to the large amount of features used for the
amount of data present (320 features and at most 480 trials per participant), despite utilizing regularization via dropout. Future work should explore reducing the number of features
through feature selection, to select only the most salient features for training as suggested
through literature review of visual search. Balancing of the datasets was also a challenge
in this research. Four different datasets were generated due to the nudge technique alter163

ing fundamental aspects of the search. This considerably increases the amount of time to
train models and explore hyperparameters, and is also sub-optimal in utilizing the full 480
trials provided by the participant. Future work should consider a modified ESE where the
focus is solely on generating an EEG dataset for machine learning. With this approach,
the experiment could explicitly instruct participants which type of search to use. This allows researchers to construct the experiment to result in a balanced dataset with much more
precise labelling of the data, as the participants would be instructed block by block which
visual search to perform. Epoching of the data was another challenge that could potentially
be alleviated with this new experiment. Epoching was performed two seconds before the
participant pushed the key for response, determined by an overall average of trial length to
ensure the most amount of trials were epoched appropriately, however, data for trial length
was imbalanced, with an average efficient search being 1.99 (95% CI: ± 0.37) seconds and
an average inefficient search being 2.29 (95% CI: ± 0.50). By instructing the participants
on which search to perform, this could potentially reduce the variable trial length and result
in more accurate epoching of the data. Overall this results in an experiment and subsequent
data that is less relevant to the real world, however, as models are currently unable to perform classification of efficient search, this could result in a dataset that is more apt for
model creation and thus better determine the efficacy of using EEG for detection of inefficient and efficient search. Lastly, while this research focused on detection and mitigation of
confirmation bias in visual search, the field should focus towards detection and mitigation
of confirmation bias in any task. Experiments in the literature have demonstrated specific
neural correlates for confirmation bias in general decision making [171], and thus it should
be feasible to build a model which detects confirmation bias in decision making through
EEG signals.
The vigilance decrement was classified in EEG from an unseen task and unseen participant, however further rigorous testing of this model is needed. Thus far, only one unseen
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task has been tested with the model. Future work should incorporate more vigilance tasks
for both training and testing as more EEG vigilance type datasets become available. Additionally, cross-validation should be performed across all tasks to investigate if certain tasks
provide more or less generalization and task invariance to the model. Utilizing all data
within an experiment should also be explored for model creation, with a methodology created in order to appropriately label every bin as attentive or in a decrement, based on their
performance measure. Alternatively, a regression model could be built to predict the trial’s
performance measure based on its corresponding bin’s performance measure, which would
allow use of all bins of trials. For this regression model, a separate methodology to classify
a trial as attentive or in a decrement would then be needed after the performance measure
is predicted by the model. Selection of specific spectral features, such as certain frequency
bands, should also be explored. By selecting only certain frequency bands, and/or certain
regions of the head, model performance could be improved, as currently, the model utilizes
a large number of features (320), but only certain features or regions of the brain may be
needed in order for the model to accurately classify the vigilance decrement, and removing
these unnecessary features could reduce overfitting of the model. This feature importance
of the neural network model could be determined through visualization techniques which
allow for visual inspection of the model features which result in maximum discrimination
between the two classes (vigilance decrement vs not). Further investigation into mental
fatigue vs sleep fatigue could also be useful. Experiments which note the sleepiness of participants throughout the experiment, either through objective measurements such as prolonged eye closure, or through subjective measurements such as observation and surveys,
could result in separate data for neural correlates of mental fatigue vs sleep fatigue. These
experiments could then be used for separate training and testing of the model, and this could
reveal if incorporating both types of fatigue either aids the model or hinders it. Lastly, EEG
research into the vigilance decrement should overall move towards more multi-task ex-
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periments, task agnostic models, and dataset sharing. This research demonstrated that the
neural correlates of the vigilance decrement span across different task types and can be utilized to detect the vigilance decrement across these task types, however, to further pinpoint
which specific features span across all of the different types of vigilance tasks, additional
experiments which utilize multiple tasks are needed. Dataset sharing through repositories
such as Kaggle [72] or the UCI machine learning data repository [73] would also further
enable future research into task agnostic models, as experiments with different tasks could
be combined for model building and neural correlate analysis. Future experiments require
time and funding, however, dataset sharing could quickly enable this research by utilizing existing datasets across many types of vigilance tasks (piloting of aircrafts, driving, air
traffic control, etc.).
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