Abstract. Based on the Hadamard product of power series, polynomial series expansions for confluent hypergeometric functions M (a, c; ·) and for Gaussian hypergeometric functions F (a, b; c; ·) are introduced and studied. It turns out that the partial sums provide an interesting alternative for the numerical evaluation of the functions M (a, c; ·) and F (a, b; c; ·), in particular, if the parameters are also viewed as variables.
Introduction
Many special functions are defined by Taylor expansion (in most cases around the origin). So a very direct way for numerically evaluating such functions is to take the partial sums of the Taylor series as an approximation. However, it turns out that in many cases-even for entire functions-Taylor sections provide a satisfactory accuracy only in a more or less small neighborhood of the origin. This is mainly due to cancellation errors occurring for arguments of larger modulus, in particular, if the function values are comparably small in modulus. So in most cases a satisfactory accuracy for a wider range of arguments is only achieved by using alternative methods.
One possibility is to replace partial sums of the Taylor series by partial sums of (suitably shifted) Chebyshev expansions. While often numerically much more stable, the Chebyshev expansions have the disadvantage that in many cases the coefficients themselves involve certain special functions, and so the computation of these coefficients turns out to be nontrivial.
In this paper we apply convolution techniques to study polynomial series expansions for certain classes of special functions which, on the one hand, behave numerically more stable than Taylor series and which, on the other hand, are comparably easy to compute. The general approach leads to series expansions, in particular, for the confluent hypergeometric functions, defined by The method used in finding series representations is based on the Hadamard product φ * ψ of two power series, φ(z) = ∞ n=0 a n z n and ψ(z) = ∞ n=0 b n z n , defined as (φ * ψ)(z) = ∞ n=0 a n b n z n .
Since this product turns out to have a convolution integral representation under suitable curves γ in the complex plane C, it is also called convolution product. More precisely, we have 
If ψ is holomorphic in S, then φ * ψ is analytically continuable into S and we have, for every z ∈ K,
The proof is essentially an application of the Cauchy integral formula (cf., e.g., [4] or [7] , for an even more general version).
If K ⊂ C is a compact subset and if we define
for all functions φ continuous in K, then Lemma 1.1 implies the following continuity property of the Hadamard multiplication (the proof is similar to the one of Theorem 1 in [8] 
The basic idea now is the following. Suppose we have been given a family F of functions (as, for example, the functions M (a, c; ·) or the functions F (a, b; c; ·)) and a fixed function g that is holomorphic in a region S, being starlike with respect to the origin. Moreover, suppose that for every f ∈ F a function φ f exists that is holomorphic in the cut plane C \ [1, ∞) and so that
Now, if
a n P n is a series expansion of g (with polynomials P n of degree ≤ n, say) that converges locally uniformly in S, then, according to the above continuity property of the Hadamard product, we have
locally uniformly in S. In this way we obtain a series expansion for every f ∈ F (in polynomials φ f * P n of degree ≤ n) with coefficients a n being independent of f .
Main theorem
In order to obtain more precise results on the behavior of the series as above we consider a restricted situation: From now on we suppose that the functions φ f are hypergeometric functions F (a, b; c; ·). Then the φ f are, in particular, holomorphic in C \ [1, ∞). Our aim is to find, for polynomials P of degree ≤ n, an estimate for ||φ f * P || [0, 1] = ||F (a, b; c; ·) * P || [0, 1] in terms of ||P || [0, 1] .
For the proof of the main result we need to estimate the integrals of |F (a, b; c; ζ)|/|ζ| on curves of the kind occurring in Lemma 1.1.
We consider the function
which maps the outer of the closed unit disk conformally onto Proof. We divide the integral into two parts according to
where
(the part lying in |z − 1| ≤ 1/2) and
In order to estimate I 1 we replace F (a, b; c; ζ) by
in the case that c − a − b is not an integer (see, for example, [11, pg. 113] ). We thus see that
and therefore,
From |1 − ζ| ≤ 1/2 for ζ ∈ γ 1 , we obtain
When c − a − b is an integer, the estimates remain the same except for the constants involved. This can be obtained by a similar computation using the representation given in [1, pg. 559 ].
Now we turn to the estimate of I 2 . According to the reflection formula given, for example, in [11, pg . 113], we replace F (a, b; c; ζ) by
if b − a is not an integer. Proceeding exactly as in the previous case and using the fact that |ζ| ≥ √ 5/2 for ζ ∈ γ 2 and R so small that Re Φ(Re −iθ 1 ) > 1 , we get (for these R)
When b − a is an integer, then, as mentioned in the previous case, we can use the reflection formula given in [1, pg. 559] and prove that the estimates remain unchanged except for a constant.
Remark 1. If we write
dθ,
then we have, observing that θ 1 (R) → arccos(1/3) as R → 1,
and in the case Re(c + 1) > Re(a + b),
(1 − y)
Moreover, for Re(a) > 0,
and for Re(b) > 0,
If Re(a) ≤ 0, then I 3 (R) tends to infinity and similarly for I 4 (R) in the case of Re(b) ≤ 0.
Using the abbreviation
we prove the following.
Theorem 2.3. Let a, b, c ∈ C with c not being a negative integer or zero be given.
Then a constant µ = µ a,b,c exists such that for all polynomials P of degree ≤ n,
Proof. From Lemma 1.1 we have, for arbitrary R > 1 and
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Moreover, since P is of degree ≤ n, by Bernstein's lemma [12, pg . 77], we get 
Now we take R = R n = 1 + 1/n. Then R n n < e and, as we have seen in Remark 1, 
with some constant M 1 depending on a, b, c but not on n. Here we use the fact that
Moreover, if Re(a) ≤ 0, we have, with a constant M 2 not depending on n,
This follows as a consequence of R 2 +1−2R cos θ ≤ (R+1) 2 and R 2 +1+2R cos θ ≥ (R−1)
2 . Of course, a similar argument holds for I 4 (R n ) if Re(b) ≤ 0. A combination of the above estimates gives the assertion for all parameter cases. for all polynomials P . This result can also be obtained from the integral representation
(see [2] ). Actually, this integral representation is valid for all functions g that are holomorphic in a region S, being starlike with respect to 0 (and for all z ∈ S). Moreover, it may be viewed as the limiting case R → 1 of the integrals (1.2) with γ = γ R as above (cf. the proof of Theorem 2 in [8] for the case b = 1). Using (2.5), we see that the constant µ (under the restrictions (2.4)) can be taken as 
Application to M (a, c; ·)
In this section we introduce certain polynomial expansions which can be used for the efficient evaluation of the confluent hypergeometric functions M (a, c; ·) for varying parameters a, c on a line segment
where β ∈ C, β = 0. In particular, we apply Theorem 2.3 to estimate the order of magnitude of the terms and the speed of convergence of the corresponding partial sums.
The starting point is to write M (a, c; ·) as the Hadamard product
In the special case b = 1, the second factor reduces to the exponential function. This situation is studied in detail in [9, 10] . In our work we consider more general b ∈ C, b = 0, −1, −2, . . .. In fact, it turns out that this higher flexibility leads to better results for various parameters a and c. From [6, pg. 35] we obtain a series representation for M (1, b; ·) in terms of shifted Chebyshev polynomials T * n (defined by T * n (x) = T n (2x − 1), with T n being the n-th Chebyshev polynomial) as
Here ε n is 1 when n = 0, and 2 when n > 0. Since the M (a, c; ·) are entire functions, the convergence is locally uniform in C (with "overgeometric" rate of convergence). Moreover, we know that the shifted Chebyshev polynomials have a hypergeometric representation T * n (x) = (−1) n 2 F 1 (−n, n; 1/2; x). By the continuity of the Hadamard product we have
Observe that Let S n (a, b, c, β, ·) be the n-th partial sum of the above series. Then
(this can be shown easily by applying Stirling's formula), we have
and therefore
Finally, it can be shown that
and thus
For the partial sums
So we obtain for the quotient of the absolute errors
This shows a favorable rate of convergence of the partial sums S n (a, b, c, β, ·). The main advantage of these approximants, however, consists in the essentially reduced cancellation errors compared to the Taylor sections s n , as is seen below.
3.1. Numerical observations. As mentioned before the main disadvantage in using the Taylor series consists in computation errors occurring in the case of fixed precision arithmetic when the function values are small in modulus compared to the modulus of the terms of the series (so-called cancellation errors). We shall see that such problems may be essentially reduced by using polynomial expansions as introduced in the above section. As an example we consider the M (a, c; ·) on the line segment K 25i on the imaginary axis (so β = 25i now). The polynomials 4 F 3 (−n, n, a, b; c, 1/2, 1; ·) are evaluated with the help of the recurrence relation given in [6, pg.145] :
Also a recurrence relation for the coefficients c n (β) is given by [6, pg. 35 ], namely
Here the main advantage, as mentioned earlier, is that the coefficients are independent of the parameters a and c, and therefore we can precompute them and store in an array for further calculations. We compute the coefficients using backward recursion instead of forward recursion as it is observed that the former is more stable than the latter.
In our numerical examples we show the errors for varying parameters a and c. In all computations we fix z = 25i. As an approximation of the number of significant decimal digits we define a, c; b) = d 1,n (a, c; b) = min 15, − log 10 |M (a, c; 25i
The computations are carried out in double precision computation, which gives a maximal accuracy of around 16 decimal digits. Since 15 exact decimal digits are what we require we cut off the error at a level of 15. We see that the behavior of the power series is not satisfactory in most of the parameter cases considered. Therefore, it is necessary to find methods which provide a higher accuracy for the case of computation in fixed precision arithmetic, even for the price of a maybe higher computation effort compared to the evaluation of sections of the power series. F 3 (−n, n, a, b; c, 1/2, 1; ·) and with that the terms of the series tend to be larger in modulus (cf. (3.1) ). The figures demonstrate, in particular, the influence of the different choices of b. If b is larger, then the behavior is better in the parameter regions where c > a. Smaller b makes it possible to achieve better results in the cases c ≈ a and c < a, which turn out to be more difficult to handle.
Application to F (a, b; c; ·)
In this section we consider polynomial expansions for the Gaussian hypergeometric functions F (a, b; c; ·) on a line segment K β with β ∈ C \ [1, ∞).
We may represent F (a, b; c; ·) as a Hadamard product according to
(note that the geometric series acts as identity with respect to Hadamard multiplication).
From [6, pg. 34] we obtain a series representation for 1/(1−z) in terms of shifted Chebyshev polynomials as
Here, again, ε n is 1 when n = 0, and 2 when n > 0. Moreover, T * n (x) = (−1) n 2 F 1 (−n, n; 1/2; x) and the continuity of the Hadamard multiplication imply that
with the same polynomials 4 F 3 (−n, n, a, b; c, 1/2, 1; ·) as above. Let S n (a, b, c, β, ·) be the n-th partial sum of the above series. Then
Since for every β ∈ [1, ∞) we can find η ∈ C \ [−1, 1] such that β = 2/(1 − η), we have (see [3, pg. 77 
])
F n + 1, n + 1/2; 2n + 1;
where e −ξ = η − η 2 − 1 (with |e −ξ | < 1). Therefore, we see that, using Stirling's formula,
and, thus,
Hence, (3.1) implies that
Observe that the right-hand side of the last inequality is decreasing at a geometric rate. Similarly as in the previous section this implies that
4.1. Numerical observations. As in the case of confluent hypergeometric functions, the main disadvantage of Taylor series of hypergeometric functions also lies in the cancellation problems occurring, in particular, when Re(a + b) is much larger than Re(c + 1). Our Hadamard convolution technique helps in overcoming this problem at least for a certain range of parameter values. The polynomials 4 F 3 (−n, n, a, b; c, 1/2, 1; ·) are computed as in the previous section by the recurrence formula (3.2). The coefficients c n (β) are now calculated, using a recurrence formula given in [6, pg. We have taken the degrees for S n and s n as 60 and 200, respectively, to ensure that the error is purely because of cancellation and not of truncation of the terms of the series.
We can observe that the behavior of the power series is not satisfactory when c + 1 < a + b. In the case of the new series we obtain much better results at least for a certain strip with c + 1 < a + b.
