The subject of predicting outstanding claims on a porfolio of general insurance policies is approached via the theory of hierarchical Bayesian linear models. This is particularly appropriate since the chain ladder technique can be expressed in the form of a linear model. The statistical methods which are applied allow the practitioner to use different modelling assumptions from those implied by a classical formulation, and to arrive at forecasts which have a greater degree of inherent stability. The results can also be used for other linear models. By using a statistical structure, a sound approach to the chain ladder technique can be derived. The Bayesian results allow the input of collateral information in a formal manner. Empirical Bayes results are derived which can be interpreted as credibility estimates. The statistical assumptions which are made in the modelling procedure are clearly set out and can be tested by the practitioner. The results based on the statistical theory form one part of the reserving procedure, and should be followed by expert interpretation and analysis. An illustration of the use of Bayesian and empirical Bayes estimation methods is given.
INTRODUCTION
This paper is concerned with forecasting outstanding claims using the chain ladder model. The methods depend upon the fact (shown by KREMER (1982) ) that the chain ladder technique is based upon a linear model. The particular linear model which is implied by the chain ladder technique is that of a two-way analysis of variance and it is this model that is main focus of this paper. However, the methodology applies to any linear model which might be used, for example a row-by-row model, and further details of the application of other models may be found in VERRALL (1988) . It should be emphasised here that since the Bayes and empirical Bayes results in this paper are applied to the chain ladder model, there will be no consideration of'tail factors'.
The identification of the model underlying the chain ladder technique as a linear model has made possible the application of statistical methods which have put the estimation procedures within a rigorous framework: for example, unbiased estimation of outstanding claims (and prediction intervals) has been ASTIN BULLETIN, Vol. 20, No. 2 considered in VERRALL (1989a) . The usual method of estimating development factors by calculating ratios of sums of cumulative claims down each column can be regarded as a useful 'rough and ready' method, although the maximum likelihood theorey (see VERRALL (1989b) ) has the advantage that second moments can also be found.
Since the chain ladder model is a linear model, the theory of hierarchical linear models can be applied to obtain Bayes and empirical Bayes estimates. The empirical Bayes estimates (which require no prior information) have useful properties which can overcome some of the difficulties which practitioners may encounter when using the chain ladder model. The empirical Bayes estimates have a credibility theory interpretation, and it is interesting to note that de VYLDER (1982) obtained credibility-type estimates by applying the linear empirical Bayes theory directly to the chain ladder technique.
The methods in this paper will be applied, for illustrative purposes, to a particular set of claims data. As this is an illustration of the methods, it does not imply that it is a definitive analysis of the data : in particular no account is taken of inflation.
I. THE CHAIN LADDER LINEAR MODEL
Assuming a triangular data set (without loss of generality) the cumulative claims data, to which the chain ladder technique is applied, is The expected ultimate loss, E (C,.n) , is estimated by multiplying the latest loss, Ci.n-i+ l, by the appropriate estimated 2-values :
(1.5)
estimateofE(Cin)= ( ~j:~_i+2 2j)Ci,~-i+l
The chain ladder technique produces forecasts which have a row effect and a column effect. The column effect is obviously due to the parameters {Aj; j = 2 ..... n}. There is also a row effect since the estimate for each of the rows depends not only on the parameters {Aj; j = 2,..., n}, but also on the row being considered. Ci, n-i+~ can be interpreted is an estimate of the row effect. This leads to consideration of other models which have row and column effects, in particular the two-way analysis of variance. Assuming that the incremental claims are positive, a natural assumption is that the data have a log-normal distribution and this implies that a logarithmic transformation is appropriate'
Now if Yo is assumed to have a normal distribution, Zij has a log-normal distribution. The following model was shown by KREMER to be similar to the chain ladder model
where e~j are assumed to be independent, identically distributed normal disturbances with mean zero and variance a 2. The model is familiar as that of a two-way analysis of variance. The linear model for the whole triangle is
where Y is the vector of observations, X is the design matrix, fl_ is the parameter vector and e is an error vector with covariance matrix E.
The maximum likelihood estimates of the parameter ~ are the solution, ~, of the equation (1.8)
X'E-I x~ = X'E-t Z
Suppose, for example, there are three years of data. Then 
The form of the parameter vector and the design matrix are clear. KREMER (1982) imposed the following restriction' i=1 j=l
An alternative assumption is that 0el = fll = 0, and it is this that is used in this paper. It can be shown that the representations of the chain ladder model are equivalent (See, for example VERRALL (1989b) ). KREMER considered the parameter estimation using the actuarial development factor method in common use and showed that it is similar to the maximum likelihood method applied to the additive model. The statistical methods allow a reassessment of the chain ladder method, and the next section gives a summary of the theory of hierarchical linear models, which can be used to derive Bayes and empirical Bayes estimates.
Denoting the set of data already observed by D, the Bayes estimate of outstanding claims for year of business i is
E(Z~j I D)
j>n-i+ 1 and the Bayes estimate of the variance is
j>n-i+l k>j
The Bayesian estimates are considered in more detail in VERRALL (1989C) , where the following lemma is proved. It is assumed in the lemma that variances are known, although in a practical setting they have to be estimated. The substitution of estimates can be justified in the same way as in Section 2.3 below.
temma
Suppose that Zkt has a lognormal distribution with parameters 0 and o, and that the posterior distribution of 0, given D, is normal with mean m and variance r 2.
i.e. lOgZkt [O ,',., N(0, o "2) OlD "~ N(m,z z)
Suppose also that tr 2 and r 2 are known. Then E(ZktlD) = e m+½"2+½:
and Var (ZktlD) = e2m+~2+*~(e"2+:--1)
HIERARCHICAL LINEAR MODELS
Bayes estimates for the linear model were investigated by LINDLEY and SMITH (1972) and also SMITH (1973) . In the actuarial literature, the recent paper by KLUGMAN (1989) has studied the use of hierarchical linear models in a rating context. It has already been seen that many of the models commonly used to analyse claims runoff triangles can be regarded as linear models, and we now analyse these models from a Bayesian point of view. This analysis has two purposes: firstly the practitioner may have some information, from other data for example, which can be used to specify a prior distribution for the parameters in the model and secondly the Bayesian analysis gives rise in a natural way to estimators which have a credibility theory interpretation. In the first case the prior distribution is set by the practitioner and the usual prior-posterior analysis can be carried out. The models which we are using assume normal .(really log-normal) distributions, and so it is only necessary to specify the mean and variance of the prior distribution (which is also normal). For example, if there is a lot evidence to suggest that the row parameters are all 0.1, a normal distribution with mean 0.1 and small variance can be used as prior. If there is not much prior information, the prior variance can be set larger. Indeed, in the limit, as the prior variance becomes large, we revert back to ordinary maximum likelihood estimation of the parameters.
In the second case, we will be using empirical estimation of the prior distributions. Thus the estimation will be empirical Bayes and we will assume that certain of the parameters are exchangeable. The historical requirement that credibility estimators be linear will also be satisfied in a generalised sense and so we could claim to have credibility formulae. The situation has some similarities with credibility estimators of risk premiums in that we can regard the rows in a runoff triangle as a set of risks and proceed as BUHL-MANN (1967)--see GOOVAERTS and HOOGSTAD (1987) for a full description of Buhlmann's method. In the case of claims runoff triangles the rows contain different numbers of elements, and there are also the column parameters to contend with. This approach, starting from credibility premiums and working through to a credibility theory for loss runoff triangles was suggested by DE VYLDER (1982)--again see GOOVAERTS and HOOGSTAD (1987) for an exposition of the method. The present method starts from runoff triangles and proceeds to credibility formulae via the linear models. One of the major advantages of the linear model approach is that standard errors of the estimates are also produced. Before considering the application of hierarchical linear models to claims data, some results will be stated, their proof being contained in LINDLEY and SMITH.
Bayesian estimation for linear models: two stage models
The linear model, described above can be written
where Z is a data vector of length n, is a parameter vector of length p, X is an (n x p) design matrix and £" is an (n x n) dispersion matrix.
For a Bayesian formulation we need a prior distribution on the parameter vector ~.
In view of what is to come later in this section we will call this a second stage prior distribution. The second stage prior distribution is
where Oi is a vector of hyperparameters of length p~, A i is a (p x P0 matrix and Cl is a (p x p) dispersion matrix.
In a straightforward Bayesian analysis, A ~ is an identity matrix, 0_ l contains the prior estimates of the parameters and C~ is taken as a diagonal matrix with variances inversely proportional to the believed accuracy of the estimates.
Lemma
The posterior distribution of the parameters is 
= (X'Z'-IX+Ci-t) -t [X'Z-IXff_+Ci-IA~ O_l]
Equation (2.5) shows that the Bayes estimate is a weighted average of the maximum likelihood estimate, ~, and the prior mean, A i 01, with weights depending on the precision of each. It can be written in the usual way as a credibility formula :
where z = (X' ,S-~ X+ C~-~)-t X' ,S-~ X and can be interpreted as a credibility factor. As C~ -~ ~ 0, z ---~ 1 and the estimate is based entirely on the data: the estimate is the maximum likelihood estimate.
Bayesian estimation for linear models: three stage models
In order to get an empirical Bayes formula, it is necessary to have a further prior distribution. The reason for this, and the way in which it is used will become clear in Section 3.
We define a prior distribution for a vector of hyperparameters:
where 0_2 is a p2-dimensional vector A2 is a (pl xp2)-dimensional matrix C2 is a (Pl xp0-dimensional matrix.
We now have the following lemma' 
Lemma
Again, it can be seen that the Bayesian estimate (the posterior mean) is a weighted average of the maximum likelihood estimate and the prior mean"
This can be viewed as a credibility formula with credibility factor [X'X -I X+(Ci +A I C2 A])-I] -I X'Z-I X g.J. VERRALL It can be seen that the weight given to the maximum likelihood estimate depends on X'E -~ X, which is the inverse of the dispersion matrix of~ and the weight given to the prior mean depends on its dispersion matrix.
When the three-stage Bayesian model is used, a vague third-stage prior distributon will be used. In other words, C~ -~ will always be 0. In this case, the results are as given by the following lemma: 
This is the form which we will use for empirical Bayes estimation of the parameters. These estimators have an interpretation in credibility theory similar to the estimators used in premium setting by BUHLMANN. The credibility interpretation will be left until we consider the models which are used for claims analysis.
Variance estimation
In the preceding sections it has been assumed that the variances and covarlances are known. This can be an unrealistic assumption: for example, when using an empirical Bayes approach, the dispersion matrix of£ rE is not known. It is thus necessary to have a method of estimating the variance-covariance matrices. Unfortunately, the usual procedure of putting a prior on the variances and integrating does not lead to tractable solutions and it is necessary to make a simplifying approximation. Following LINDLEY and SMITH (1972) , the modes of the joint distribution are used to estimate the parameters and the variances. Of course, since normal distributions are being used, this gives the same estimators for the parameters as already derived. It also produces variance estimates which are functions of the parameter estimates. An iterative procedure is used, iterating between the parameter estimates assuming that the variances are known and the variance estimates assuming the parameters are known. Each case is different and the procedure will be described in each of the applications. Convergence is not found to cause any problems.
APPLICATION OF HIERARCHICAL LINEAR MODELS TO THE CHAIN LADDER MODEL
The chain ladder model can be considered as a linear model and the results of Section 2 applied. The results consist of two parts" Bayesian and empirical Bayes theory, corresponding to two and three-stage linear models.
Bayesian estimation for the chain ladder linear model
If there is some prior information, it may be possible to quantify this as a distribution which can then be used in a prior-posterior analysis.
Suppose that the prior information is quantified in the following prior distribution on ~:
A situation which may occur is that there are similar sets of data available which give information on the individual parameters. In this case A l can be taken as an identity matrix, the prior estimates can be put into 0_l and their variances into Ct. In many cases C l will be a diagonal matrix of variances, although it is not necessary that the covariances are zero. In this case, the prior distribution becomes :
Assuming that the errors are independent, X = a2I, where I, is a square identity matrix of dimension (n × n). From the lemma in Section 2.1 it can be seen that the Bayes estimate of the parameter vector is the solution, ~, of where z = (a-2 X'X+ C{-')-' a-2 X'X can be considered as a credibility factor. It is interesting to note that the credibility factor has been generalised into a credibility matrix, since z is a (p x p) matrix. There will be subtle dependence of the elements in the Bayes estimator ~' on each of the elements in the maximum likelihood estimator. It is not possible to write a credibility formula separately for each factor in the form
~i = zai+(l-z)O,
To estimate the variance a2, the modal procedure described is used. The estimate of a 2 is s 2, where 
Empirical Bayes estimates for the chain ladder linear model
The previous section described the use of a two-stage conventional Bayesian model to analyse claims data. This section uses the three-stage Bayesian model described in Section 2.2 to derived empirical Bayes estimates for the analysis of variance (chain ladder) model. This method uses an improper prior distribution at the third stage for the row parameters and improper priors at the second stage for the overall mean and the column parameters. This means that for the overall mean and the column parameters the same assumptions are made as for the maximum likelihood estimators. The row parameters are assumed to be independent samples from a common distribution--of course, they are unobservable, but this is the underlying assumption. A similar assumption is made in credibility theory. When premiums are calculated using credibility theory, a risk parameter is assigned to each risk and these are assumed to be independently, identically distributed. The set of risks is known as a collective, and the distribution from which the risk parameters is drawn is known as the structure of the collective. The situation in the claims reserving case is similar for the row parameters, but is complicated by the column parameters. The estimators produced will combine information from each row with information from the triangle as a whole. The prior distribution (i.e. the second stage distribution) is estimated from the data, and hence the estimators have an empirical Bayes interpretation.
The linear model for the chain ladder method is (3.7)
Ylfl_ "" N (X fl, a2 I) and the constraint ~l = Pl = 0 will be used. The errors have been assumed to be independently, identically distributed. X is as defined in the first section.
As in credibility theory, a structure is put onto the row parameters ~2, a3 .... , a,: they are assumed to be independent observations from a common distribution. For the overall mean, ,u, and the column parameters ,82, f13,..., fl,, the same distributional assumptions as for ordinary maximum likelihood estimation will be used. Thus at the second stage and has a credibility interpretation. The proof of this theorem is given in the appendix. It can be seen that the empirical Bayes estimates of the row parameters are in the general form of credibility estimates : they are the weighted average of the maximum likelihood estimates and the (weighted) average of the estimates from all the rows. The situation is complicated by the fact that X'X is not a diagonal or block-diagonal matrix, so that the estimation of /~,fl2,.-.,flt involves the estimates of a2 .... , a t and vice versa. This is entirely natural since changing the estimates of the row parameters obviously forces changes in the other estimates. However, it can be seen that the form of the estimates is the same as the form of credibility estimates. They are the weighted average of the maximum likelihood estimates and the (weighted) average of the estimates to which the credibility theory type assumptions have been applied. The weights depend on the precision of the estimates. 2 As before, the variances 0 .2 and a~ are replaced by modal estimates s 2 and s~, which are given by where v, 2, v, and 2, are set by the prior distribution of the variances. The derivation of these formulae, and the discussion of the prior parameter values is given in LINDLEY and SMITH (1972) . Again, the estimates are obtained by iterating between (3.9) and (3.10), (3.11). This is illustrated in the example.
+ (y_-xp)' (y -
The empirical Bayes assumptions could also be applied to the column parameters, although this is of little practical use.
EXAMPLE
For illustration purposes, a set of data is now analysed using the methods in this paper. This is an example of the way in which these methods can be applied, but it is not implied that this is a complete analysis of the data, or that the models used are optimal. The data is taken from a paper by TAYLOR and ASHE (1983) and consists of claims from a portfolio of general insurance policies (the source of the data is not specified). The exposures for each year of business are divided into the claims data before the analysis is carried out.
The example is divided into 3 sections. The first analyses the data asssuming no prior information, the second uses a prior distribution and a Bayesian analysis and the last uses the empirical hayes estimation method.
No prior information
In order to assess the affect of the prior assumptions, it is useful to have the results of a Bayesian analysis when no prior information is used, and these are given in this example. The parameter estimates are the same as those obtained from a maximum likelihood analysis, and are given in Table I . The standard errors are obtained from the estimates of the variancecovariance matrix of the parameter estimates:
where g .2 is the estimate of the residual variance. For this example, ~.2 = 0.116.
Since the data is in the form of a triangle (there are the same number of rows and columns) and the matrix X is based on the design, the standard errors are the same for each row and column parameter.
The following table shows the Bayesian estimates of total outstanding claims for each year of business, together with the Bayesian estimate of the standard error of these. When no prior information is assumed, the estimate of total outstanding claims is 19511632 and the estimate of the standard error of total outstanding claims is 3194056. A normal distribution approximation can be used to find an upper 95 % confidence bound on total outstanding claims:
THE CHAIN LADDER MODEL
19 511 632+ 1.645 x 3 194 056 = 24 765 854
Bayesian analysis with prior information
It is now possible to use standard Bayes theory to enter prior beliefs about the parameter values. These are entered in the usual way, as a prior distribution. This distribution can arise in several ways: a practitioner may be able to give information from past experience as to the values he expects for the parameters, or there may be sets of similar data which can be used to set up the prior distributions. The Institute of Actuaries General Insurance study group on claims runoff patterns has been carrying out extensive analyses of claims data, and one of their proposals is to produce tables of standard patterns. Tables of this sort could be used in the Bayesian analysis.
To illustrate the method, the TAYLOR and ASHE data is reanalysed assuming that there is other information which should be taken into account. Suppose, for example, that there is information which suggests that the following prior distribution is appropriate for each row parameter:
In practice, there will be specific reasons for choosing a particular prior distribution: the choice here is, in a sense, arbitrary. The distribution of the overall mean, a, and the distributions of the column parameters, (flj; j = 2,..., n), remain unchanged. Also, it is assumed that the row parameters are independent (based on the prior information).
Thus equation ( 
and L is large (in the limit, infinite). The assumption is that there no prior information on the overall mean and the column parameters, and hence the same distribution is used as would be used for maximum likelihood analysis for these parameters. This distribution is a vague prior in which the variance is very large indicating that there is no prior knowledge. The prior distribution of the row parameters, not being vague and hence different from the maximum likelihood analysis, affects the estimates of these parameters and has consequences for the estimates of the other parameters.
The Bayes estimates of the parameters and their standard errors are shown in Table 3 .
These parameter estimates can be compared with estimates when there is no prior knowledge assumed, given in Table 1 . Perhaps it is easier to see how the prior assumptions have affected the estimates by looking at Figures 1 and 2 . These show plots of the Bayes estimates of the row and column parameters with and without prior information.
The situation is complicated by the interaction of the parameter estimates and the effect of the Bayes prior distribution is not, in general, straightforward. It can be seen from the plot of the row parameters, Figure 1 , that the general effect is to draw these estimates towards the prior mean: these estimates certainly show less variation, and the row parameter estimates are a lot lower. The variation of the column parameters (looking at Fig. 2 ) remain about the same, but their values have altered slightly. This is entirely due to the change of THE CHAIN LADDER MODEL ,la prior assumptions on the row parameters and the interaction between the row and column parameters. The estimates of the overall mean has changed for the same reason. It can also be seen, by comparing Tables 3 and 1 that the standard errors of the parameter estimates have been reduced. This is due to the extra prior information, and is an example of the usual property of Bayes estimates.
The row totals and their standard errors are given in the following table: The Bayesian estimate of overall total outstanding claims is 16743004 and the Bayesian estimate of the standard error of total outstanding claims is 1995669.
These can be compared with the results for the analysis in which no prior information is assumed. Looking first at the standard errors of the estimates of outstanding claims for each year of business, it can be seen that these have been quite considerably reduced. This is because the prior information (which was fairly precise) gave tight estimates of the parameters. The effect of the prior estimates on the estimates of outstanding claims is clear : the estimates of the total outstanding claims for the later rows have been drawn down due to the effect of the prior mean.
Empirical Bayes assumptions on the row parameters
To illustrate the effect of the assumptions made in the empirical Bayes theory, namely that the row parameters are independent observations from a common distribution, the TAYLOR and ASHE data is reanalysed in this example.
The estimates of the parameters and their standard errors are shown in Table 5 : The estimate of the variance of the row parameter distribution is 0.0289. The empirical Bayes assumptions have been applied to the row parameters only. The effect of these assumptions is that the row parameters have been drawn towards a central point (a weighted average). The lower row parameter estimates have increased, while the higher ones have decreased. This can be seen more clearly from the following graph (Fig. 3) which shows a plot of the maximum likelihood and empirical Bayes estimates of the row parameters. ../ ' j FIGURE 3. Table 6 shows the row totals and their standard errors. For comparison purposes, the Bayes estimates with no prior assumptions (from Table 2 ) are also given.
The empirical Bayes estimate of total outstanding claims is 16280338 and the estimate of the standard error of total outstanding claims is 1313997.
The empirical Bayes standard errors are lower than the estimates with no prior information.
The estimates of total outstanding claims for the later rows have been quite considerably reduced, reflecting the reduction in the estimates of the row parameters. The empirical Bayes procedure has thus given less weight to the estimates of the parameters from the later years : it has allowed that the rise in the maximum likelihood parameter estimates from row to row may be due to random variation. As more data becomes available, and there is more evidence in favour of either of these possibilities, this may, or may not, be revised.
CONCLUSIONS
The use of linear models to forecast outstanding claims enables the practitioner to apply results from statistical theory and hence arrive at a sound approach which retains the basic structure of the chain ladder model. Two estimation methods have been given here, which will be useful in different circumstances. Bayesian estimation allows the structured input of prior information, while empirical Bayes estimation allows more connection to be made between the factors in the model. The estimates are inherently more stable than those produced by a maximum likelihood analysis (or an analysis in which no prior information is assumed). An example which demonstrates the stability of the estimates is given in VERRALL (1989C). It should be emphasised again that the method in this paper can be applied to any loglinear model, not just the chain ladder linear model which is the specific subject of this paper.
The incremental claims are assumed to be positive : the treatment of negative values is the subject of further research. A simple first approach is to add a suitable constant to the data: this is often sufficient.
The information obtained from a statistical analysis can be of use in the claims reserving process, although it has to be emphasised that this is only one part of the procedure: the practitioner will take into account other factors (such as inflation) and use his own skill and judgement. where J,, is a square (n x n) matrix, all of whose elements are 1 and I,, is an (n x n) identity matrix.
Substituting ( 
. fl,)'
There should be no confusion between the vector of parameters /~ and the column parameters r2 ..... r, which are components of ~.
