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Notazioni 
xeX, xe:X 
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l : 
x è un elemento di X, x non è un elemento di X 
A è un sottoinsieme di B, A è un sottoinsieme proprio di B 
A non è un sottoinsieme di B 
insieme vuoto 
unione, intersezione 
prodotto cartesiano tra gli insiemi A e B 
insieme degli elementi di A non presenti in B 
insieme dei numeri reali 
spazio euclideo n-dimensionale 
vettore non-negativo (xi~ V'i=l, ... ,n) 
vettore semipositivo (x~, x;tO) 
vettore positivo (xi>O V'i= l, ... ,n) 
insieme dei numeri reali non-negativi 
insieme dei numeri reali positivi 
insieme dei numeri reali non-positivi 
insieme dei numeri reali negativi 
insieme dei vettori n-dimensionali non-negativi 
insieme dei vettori n-dimensionali positivi 
insieme dei vettori n-dimensionali non-positivi 
insieme def vettori n-dimensionali negativi 
x non-minore di y (xi~i V'i= l, ... ,n) 
x semimaggiore di y (x~, X*Y) 
x maggiore di y (Xi>Yi V'i= l, ... ,n) 
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Introduzione 
La concavità generalizzata è uno dei settori di ricerca più studiati nell' am-
bito della programmazione matematica e della microeconomia, così come è testi-
moniato dal considerevole numero di articoli apparsi in questi ultimi anni nella 
letteratura nazionale ed internazionale. 
L'esigenza di estendere le proprietà delle funzioni concave relative ali' ot-
timizzazione, quali ad esempio l' ottimalità globale di un punto critico o di un 
punto che verifica le condizioni di Kuhn-Tucker, ha motivato l'introduzione di 
varie classi di funzioni, ciascuna delle quali con un ruolo specifico nell'ambito 
della ottimizzazione e nell'ambito di certe teorie economiche. 
Difatti, a partire dal pionieristico lavoro di Arrow-Enthowen del 1961, è 
stato introdotto un notevole numero di classi di funzioni concave generalizzate; 
il proliferarsi di tali classi ha portato ad uno studio sistematico delle relazioni tra 
loro intercorrenti, studio che in parte può considerarsi consolidato dal momento 
che sono disponibili oggi testi di riferimento ad hoc. 
Nonostante ciò, la ricerca non è da considerarsi conclusa, proseguendo in-
fatti in varie . direzioni quali ad esempio la caratterizzazione dei punti critici 
(invessità) e l'estensione di vari teoremi nell'ambito della teoria della dualità. 
Di fronte al grande interesse che tutt'oggi la concavità generalizzata scalare 
suscita in molti ricercatori, non vi è particolare attenzione alla concavità genera-
lizzata per funzioni vettoriali, così come si evince da un'analisi effettuata nella 
letteratura specializzata; non si va infatti, nel caso di problemi paretiani, al di là 
della concavità generalizzata componente per componente e, nel caso di pro-
blemi di estremo rispetto ad un cono, al di là di alcune defmizioni e proprietà mi-
rate al raggiungimento di specifici obiettivi. 
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Scopo di questa Tesi è quello di costruire, sul modello scalare, una teoria 
della concavità generalizzata per funzioni multiobiettivo: a partire da relazioni 
d'ordine indotte da coni in spazi di dimensione finita (1) si introducono varie 
classi di funzioni concave generalizzate, se ne studiano proprietà e caratterizza-
zioni (sia nel caso differenziabile e non) oltre che le interrelazioni esistenti tra le 
stesse. Le classi introdotte vengono successivamente "calate" nell'ambito 
dell' ottimizzazione vettoriale e viene evidenziato il loro ruolo nello stabilire 
condizioni necessarie e/o sufficienti di ottimalità. 
Lo studio della concavità generalizzata vettoriale non poteva prescindere 
da un preliminare studio sistematico dei principali risultati relativi alla concavità 
generalizzata scalare; tale studio, svolto nel primo capitolo, ha portato ad intro-
durre nuove classi di funzioni ed a determinare vari risultati tendenti a caratte-
., ~ 
rizzare funzioni appartenenti ad una certa classe ma non ad· un'altra. Nel primo 
capitolo è stata inoltre affrontata l'estensione del concetto di funzione affine; 
tale studio ha portato alla definizione di alcune nuove classi di funzioni, dette 
affini generalizzate, per le quali è stata svolta una analisi organica delle proprie-
tà, con particolare riguardo a quelle relative alla monotonia. 
Nel secondo capitolo è stata affrontata l'estensione a livello vettoriale dei ri-
sultati propri del caso scalare; l'approccio scelto è stato quello di rimanere in 
spazi vettoriali n-dimensionali e considerare, nel codominio delle funzioni vetto-
riali, degli ordinamenti parziali indotti da un cono chiuso di vertice l'origine ed 
interno non vuoto. Sono state definite con questo approccio tutta una serie di 
classi di funzioni che estendono quelle scalati; per tali classi è stato svolto uno 
studio analogo a quello seguito nel caso scalare, tentando di evidenziare le ca-
ratteristiche delle varie classi e verificare quali proprietà del caso scalare sono 
verificate anche a livello vettoriale. Tale studio ha portato ad esempio ad osser-
vare che non esiste in generale una caratterizzazione al primo ordine per le classi 
di funzioni concave generalizzate vettoriali; sono stati inoltre determinati vari 
teoremi di composizione per funzioni concave generalizzate vettoriali che gene-
ralizzano, anche nel particolare caso delle funzioni scalati, i risultati già noti in 
letteratura. 
Nel terzo capitolo infme è stato evidenziato il ruolo della concavità genera-
lizzata nell' ottimizzazione conducendo uno studio basato su un approccio che 
1 Data la carenza di studi sulla concavità generalizzata per funzioni vettoriali, in questa Tesi ci siamo 
limitati a considerare ordinamenti indotti da coni contenuti in spazi di dimensione finita. Le possibili 
generalizzazioni ad ordinamenti in spazi di dimensione infmita saranno oggetto di successivi studi. 
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ha permesso di trattare, senza distinzione, sia il caso scalare sia quello vettoriale. 
Il problema delle condizioni di ottimalità è stato affrontato in un modo diverso 
da quello usualmente trattato in letteratura; ci si è infatti rivolti verso condizioni 
di ottimalità per vertici di insiemi stellati, analizzando l'apporto dato dalla con-
cavità generalizzata nel confronto tra l' ottimalità locale e l' ottimalità lungo le di-
rezioni ammissibili. Tale approccio ha permesso tra l'altro di riottenere come 
semplici corollari vari risultati della letteratura. Altre condizioni di ottimalità 
sono poi state determinate, abbandonando l'ipotesi dell'insieme stellato, stu-
. diando il comportamento della funzione obiettivo lungo le direzioni del cono 
tangente di Bouligand. 
' : 
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l . Concavità generalizzata: 
caso scalare 
' ' . 
La concavità generalizzata è uno dei settori di ricerca più ampiamente stu-
diati nell'ambito della microeconomia e della programmazione matematica, così 
come è testimoniato dal considerevole numero di articoli apparsi nella letteratura 
in ques_ti ultimi quindici anni. Con essa si è cercato di estendere il pi~ possibile 
le classi delle funzioni aventi alcune delle più interessanti proprietà delle fun-
zioni concave, come ad esempio l' ottimalità globale di un massimo locale o di un 
punto stazionario. 
Tale estensione può avvenire secondo diversi approcci; al riguardo genera-
lizzazioni estremamente studiate sono quelle che legano la concavità e le medie 
[21, 28, 44, 47, 73]. Una funzione concava difatti è tale che il suo valore 
calcolato nella media aritmetica di più punti non è inferiore alla media aritmetica 
(con gli stessi pesi) della funzione nei vari punti; la generalizzazione è quindi 
immediata, dal momento che basta sostituire la media aritmetica con un qualsiasi 
altro tipo di media. Tale approccio permette di sfruttare le proprietà delle 
funzioni concave per classi di funzioni estremamente generali [5, 10]. 
L'approccio che verrà seguito in questo capitolo è invece quello dovuto a 
De Finetti [29] che nel 1949 introdusse per la prima volta una classe di funzioni, 
contenente propriamente quella delle funzioni concave, caratterizzata dali' avere 
gli insiemi di livello superiore convessi; in seguito Fenchel [39] nel 1951 ne 
studiò nuove importanti caratterizzazioni. 
Tale classe, a tutti oggi nota come classe delle funzioni quasi-concave, ebbe 
subito una importanza rilevante nella teoria microeconomica del comportamento 
del consumatore [6, 63, 87], nella quale si cerca di assiomatizzare il comporta-
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mento di un consumatore che sceglie, in base al proprio reddito ed ai propri 
gusti, i beni da acquistare. Anche nell'ambito della ottimizzazione tali studi 
iniziali portarono ad importanti risultati, tra tutti il lavoro di Arrow-Enthoven [1]. 
In seguito, negli anni 1964-197 6, furono introdotte e studiate diverse classi 
di funzioni concave generalizzate in rapporto sia alle proprietà dei problemi di 
ottimo sia alle applicazioni economiche [5, 41-43, 57, 64, 65, 70, 78, 91]. 
Numerosi sono stati in seguito i contributi di vari autori tesi alla determinazione 
di nuove proprietà e caratterizzazioni, il che ha incrementato sempre più 
l'interesse sull'argomento tanto che dal 1980 si svolgono periodici congressi 
internazionali sulla Concavità Generalizzata [13, 71, 87, 88]. 
In questo capitolo vengono introdotte e studiate le più note classi di funzio-
ni concave generalizzate introdotte in letteratura, unitam~~te a cinque nuove 
classi che sono state recentemente introdotte [ 19]; tali classi sono dapprima 
considerate senza alcuna ipotesi di continuità o derivabilità, al fme di meglio 
evidenziarne le pecurialità e rendeme possibile un diretto confronto; di esse 
vengono, nel paragrafo 1.1, sistematicamente studiate le principali proprietà, le 
relazioni di inclusione, le differenziazioni teoriche. 
Nel paragrafo 1.2 vengono studiate, per ogni classe precedentemente intro-
dotta, proprietà e caratterizzazioni sotto ipotesi di semicontinuità superiore e di 
continuità e, nel successivo paragrafo 1.3, sotto ipotesi di differenziabilità. 
Nel paragrafo 1.4 si mostra in quali casi la trasformazione monotona di una 
funzione concava generalizzata è ancora concava generalizzata; viene inoltre 
studiata la concavità generalizzata della composizione di più funzioni scalari 
concave generalizzate; viene infine analizzata la struttura algebrica di alcune 
delle classi di funzioni concave generalizzate defmite. . 
Nel paragrafo 1.5 si introducono nuove classi di funzioni che estendono il 
concetto di affmità di una funzione; esse vengono inizialmente studiate sotto 
ipotesi sia di non-continuità che di continuità, in seguito si dimostra come tali 
classi estendano anche il concetto di monotonia proprio delle funzioni ad una 
sola variabile. 
Nel paragrafo 1.6 viene infine fornita una carrellata di altre classi di funzioni 
concave generalizzate che possono essere "trasformate" in funzioni concave; 
anche di tali classi sono fomiti esempi, proprietà e relazioni di inclusione. 
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1.1. Definizioni e principali proprietà 
In questo paragrafo saranno fomite le definizioni delle varie funzioni concave 
generalizzate e ne saranno evidenziate caratterizzazioni ottenibili senza alcuna 
assunzione riguardo alle proprietà di continuità o differenziabilità della funzione 
stessa. 
Verranno considerate sia le classi di funzioni scalari concave generalizzate note 
inletterarura[5,6,29,32,34,39,41,45,47,64,65, 70, 72, 73, 75, 78,9l],che 
delle nuove classi di funzioni concave generalizzate [19] le quali, in assenza di 
ipotesi di continuità, risultano più ampie di quelle note in letterarura mante-
nendone le principali proprietà relative ali' ottimizzazione ed alle trasformazioni 
monotone crescenti. . ... 
Le varie classi di funzioni concave generalizzate note in letterarura sono, per la 
maggior parte, individuate richiedendo un loro determinato comportamento su 
un generico segmento di estremi x ed y in corrispondenza del verificarsi o meno 
delle relazioni f(y)~(x) oppure f(y)>f(x); partendo da questa semplice osserva-
zione e dal fatto che anche le funzioni concave e strettamente concave possono 
essere definite nel modo sopra descritto, si introducono cinque nuove classi di 
funzioni concave generalizzate richiedendo loro un diverso e specifico compor-
tamento in corrispondenza del verificarsi delle relazioni f(y)=f(x) ed f(y)>f(x). 
Si inizierà lo studio con le funzioni di tipo concavo, per passare poi alle funzioni 
di tipo quasi-concavo ed a quelle di tipo pseudo-concavo; successivamente ver-
ranno studiate le varie interrelazioni e differenziazioni esistenti tra le nuove 
classi e quelle già note in letterarura (2). 
2 In questo lavoro considereremo principalmente la concavità generaHzvna e non la convessità generaliz-
zata, al riguardo si ricorda che tma funzione f è detta convessa, strettamente convessa, quasi-convessa. etc. 
etc. (*.*ex) se la funzione -f risulta rispettivamente concava, strettamente concava, quasi-concava, etc. etc. 
(*.*cv); in seguito saranno esplicitamente messi in evidenza comunque tutti quei casi in cui la dualità tta 
convessità e concavità non segue questa semplice regola 
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1.1.1. Funzioni di tipo concavo 
Si inizia ricordando la defmizione delle funzioni concave e strettamente conca-
ve; le origini dei concetti relativi a tali classi di funzioni risalgono ali' inizio del 
secolo, nei lavori di Holder [45], Jensen [47] e Minkowsky [72, 73]. 
Definizione 1.1.1 Sia Cc9tn un insieme convesso e sia f:C~9t. f è detta: 
concava [cv] se per ogni x,ye C vale la condizione: 
f(x+À(y-x))~(x)+A(f(y)-f(x)) \:/Àe (0,1); 
strettamente concava [s.cv] se per ogni x,ye C, x'*y, vale la condizione: 
f(x+À(y-x))>f(x)+A(f(y)-f(x)) \:/Àe (0,1). 
N el casi in cui l'insieme convesso C sia un intervallo dei reali abbiamo quindi 
che una funzione f è concava se e solo se il suo grafico giace non al disotto di 
ogni sua corda mentre risulta strettamente concava se e solo se il suo grafico 
giace al di sopra di ogni sua corda; ricordiamo inoltre che in questo caso speci-
fico se la funzione f è concava allora ammette in ogni punto interno di C deri-
vata destra e derivata sinistra [5, 39, 80] ed è ivi continua [80]. Quest'ultimo 
risultate può essere esteso anche a funzioni a più variabili; si dimostra infatti che 
una funzione concava definita su un insieme convesso Cc9tn è continua 
nell'interno relativo di C (3) ed in particolare se C è anche aperto allora è 
continua in tutto C [39, 81]. 
Una interessante caratterizzazione delle funzioni concave si può determinare 
[39] utilizzando il concetto di ipografo. 
Defmizione 1.1.2 Sia f:C~9t una funzione defmita su un convesso Cç;;9tn. 
L'insieme H(f)={ (x,a)e Cx9t: f(x)~a} è detto ipografo di f ed è composto da 
tutti i punti di Cx9t giacenti sul grafico di f o al di sotto di esso. 
L'insieme P(f)={ (x,a)e Cx9t: f(x)Sa} è detto epigrafo di f ed è composto da 
tutti i punti di Cx9t giacenti sul grafico di f o al di sopra di esso. 
3 Un insieme A~9tn tale che (x+A(y-x))e A VA.e 9t Vx,ye A è detto insieme affine (chiaramente un 
insieme affme è anche convesso). Per un insieme convesso c~n l'intersezione di tutti gli insiemi affmi 
contenenti C è detto involucro convesso di.C. L'interno relativo di C è l'interno di C rispetto al suo 
involucro convesso. 
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Teorema 1.1.1 Sia f:C~9\ una funzione definita su un convesso Cc9\n. 
i) f è concava se e solo se il suo ipografo H( f) è un insieme convesso. 
ii) f è convessa se e solo se il suo epigrafo P( f) è un insieme convesso. 
Dim. Verifichiamo la proposizione solo per le funzioni concave. 
Supponiamo che la funzione f sia concava e prendiamo due punti qualsiasi 
(x1 ,a1) e(~,~) di H( f) tali quindi che f(x1)~a1 e f(x2)~~-
Poiché per ogni À.e (0,1) abbiamo f(À.x 1+(1-À.)x2)~À.f(x1 )+(1-À.)f(x2)~À.a1+(1-À.)~ 
il punto (x,a)=(À.x1 +( 1-À.)x2,À.a1 +(1-À.)a2)=À.(x1 ,a1)+(1-À.)(x2,a2) appartiene a 
H( f) che risulta quindi un insieme convesso. 
Supponiamo ora che H(f) sia un insieme convesso e quindi tale che per ogni sua 
coppia di punti (xpa 1) ed (x2,a2) e per ogni À.e (0,1) anche il punto 
(x,a)=(Ax1+(1-À.)x2,À.a1+(1-À.)~)=À.(xl'a1 )+(1-À.)(x2,~) appartenga a H(f). 
In particolare, presi due elementi qualsiasi x,y di C, considerando la coppia di 
punti di H(f) (x,f(x)) ed (y,f(y)) abbiamo (À.y+(l-À.)x,À.f(y)+(l-À.)f(x))eH(f) e 
quindi f(À.y+(l-À.)x)~(y)+(l-À.)f(x) 't/x,yeC 't/À.e(O,l). + 
Recentemente è stata introdotta [77] una sottoclasse delle funzioni strettamente 
concave detta classe delle funzioni fortemente concave [7, 33, 34, 82, 87, 92, 
93], avente. molte applicazioni sia in economia (si vedano al riguardo i lavori [33, 
41, 49, 60]) sia nell'ottimizzazione (relativamente alla convergenza di alcuni 
algoritmi iterativi per la ricerca del massimo di funzioni due volte differenziabili). 
Definizione 1.1.3 Sia Cc:9tn un insieme convesso e sia f:C~9t La funzione f è 
detta fortemente concava [f.cv] se esiste un reale a:>O tale che per ogni x,ye C 
vale la condizione: 
l f(x+À.(y-x))~(x)+À.(f(y)-f(x))+ 2 a.À.(l-À.)IIy-x11
2 'VÀ.E (0,1). 
Una utile caratterizzazione di queste funzioni (4) è stata determinata in [82]. 
4 Si osservi che nella defmizione e nel teorema di caratterizzazione successivo il coefficiente reale 1/2 è 
superfluo; esso è presente per poter fornire una caratterizzazione priva di coefficienti per le funzioni 
fortemente concave di classe él. 
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Teorema 1.1.2 Sia Cc9ìn un insieme convesso e sia f:C~9\ una funzione a 
valori reali. La funzione f è fortemente concava se e solo se esiste un reale a:>O 
tale che la funzione g(x)=f(x)+ ~ axTx è concava. 
Dim. V edasi il corollario l. 7 .l. • 
Come è stato accennato nell'introduzione, osservando che le funzioni concave 
e strettamente concave possono essere defmite tramite il loro comportamento su 
un generico segmento di estremi x ed y, è possibile defmire due nuove classi di 
funzioni di tipo concavo [ 19]. 
Si premette la seguente proprietà. 
Proprietà 1.1.1 Sia CC:9tn un insieme convesso e sia f:C~9t. 
i) f è concava se e solo se per ogni x,ye C è verificata la condizione: 
f(y)~(x) => f(x+A(y-x)~(x)+A{f(y)-f(x)) 'VAe (0,1); 
ii) f è strettamente concava se e solo se per ogni x,ye C, x:~=y, è verificata la 
condizione: f(y~(x) => f(x+A(y-x))>f(x)+A{f(y)-f(x)) 'VAe (0,1). 
Dim. La necessità dei punti i) e ii) è banale, verifichiamo quindi la sufficienza. 
Siano x,ye C qualsiasi, se x=y si ha banalmente f(x+A(y-x))~(x)+A(f(y)-f(x)) 
'VAe (0,1);· si assuma quindi x:~=y: se f(y)~(x) le due tesi sono verificate per 
ipotesi, se invece f(x)>f(y) si ha per ipotesi f(y+a(x-y))~f(y)+a(f(x)-f(y)) 
'Vae (0,1) [f(y+a(x-y))>f(y)+a(f(x)-f(y)) per il punto ii)], ovvero posto A= l-a 
f(x+A{y-x))~(x)+A(f(y)-f(x)) 'VAe (0,1) [f(x+A(y-x))>f(x)+À(f(y)-f(x))]. + 
Defmizione 1.1.4 Sia Cc9tn un insieme convesso e sia f:C~9t. f è detta: 
semi concava [sm.cv] se per ogni x,ye C vale la condizione: 
f(y)>f(x) => f(x+À.(y-x))~(x)+A(f(y)-f(x)) 'VÀ.E(0,1); 
semistrenamente concava [ss.cv] se per ogni x,ye C vale la condizione: 
f(y)>f(x) => f(x+A(y-x))>f(x)+A(f(y)-f(x)) 'VÀ.E (0,1). 
Analogamente alle funzioni concave, f è detta semi convessa o semistrettamente 
convessa se -f è rispettivamente semi concava o semistrettamente concava; è in-
teressante osservare che, direttamente dalle definizioni segue che una funzione 
è semistrettamente concava e semistrettamente convessa se e solo se è costante. 
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1.1.2. Funzioni di tipo quasi-concavo 
Si introduce adesso la classe delle funzioni quasi-concave che è la classe più 
usata in economia e nell' ottimizzazione matematica dal momento che, come 
verrà mostrato, mantiene alcune importanti proprietà delle funzioni concave. 
Dermizione 1.1.5 Sia Cc9\0 un insieme convesso e sia f:C~9\. f è detta: 
quasi-concava [qcv] se per ogni x,ye C vale la condizione: 
f(y)~(x) ~ f(x+À(y-x))~(x) \fÀ.e(O,l); 
strettamente quasi-concava [s.qcv] se \fx,ye C, x*y, vale la condizione: 
f(y)~(x) ~ f(x+À(y-x))>f(x) \fÀ.e (0,1); 
semistrettamente quasi-concava [ss.qcv] se \fx,ye C vale la condizione: ..... 
f(y)>f(x) ~ f(x+À.(y-x))>f(x) \fÀ.e (0,1): 
Per ragioni di simmetria, si introducono (5) le seguenti tre ulteriori classi di fun-
zioni di tipo quasi-concavo [19]. 
Dermizione 1.1.6 Sia Cc9\0 un insieme convesso e sia f:C~9\. f è detta: 
-semi quasi-concava [sm.qcv] se per ogni x,ye C vale la condizione: 
f(y)>f(x) ~ f(x+A(y-x))~(x) \fÀ.e(0,1); 
quasi-concava in senso esteso [e.qcv] se \fx,ye C vale la condizione: 
f(y)=f(x) ~ f(x+A(y-x))~(x) \fÀ.e(0,1); 
strettamente quasi-concava in senso esteso [es.qcv] se \fx,yeC, x*y, si ha: 
f(y)=f(x) ~ f(x+A(y-x))>f(x) \fÀ€(0,1). 
Vale la seguente proprietà di immediata verifica. 
Proprietà 1.1.2 Sia f una funzione a valori reali definita su un convesso C~0• 
i) la funzione f è qcv se e solo se è sia sm.qcv sia e.qcv; 
ii) la funzione f è s.qcv se e solo se è sia ss.qcv sia es.qcv. 
5 Si osservi che le definizioni di funzione quasi-concava e strettamente quasi-concava possono rispettiva-
mente essere espresse come f(x+A.(y-x))~{f(x),f(y)} VJ...e (0,1) Vx,yeC ed f(x+À(y-x))>min{f(x),f(y)} 
VJ...e (0,1) Vx,ye C, X*Y. 
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Storicamente una funzione quasi-concava è stata definita [29], generalizzando 
una proprietà delle funzioni concave, come funzione avente tutti gli insiemi di 
livello superiore convessi; per poter stabilire tale risultato [39] si premette la 
seguente definizione. 
Definizione 1.1.7 Sia f una funzione a valori reali, definita su un insieme con-
vesso Cc9tn, ed a un qualsiasi valore reale. 
L'insieme U(f,a)={xe C: f(x)~a} è detto insieme di livello superiore di f ed è la 
proiezione su C rispetto ad a dell' ipografo di f. 
L'insieme L(f,a)={xe C: f(x)Sa} è detto insieme di livello inferiore di f ed è la 
proiezione su C rispetto ad a dell' epigrafo di f. 
L'insieme Y(f,a)=U(f,a)nL(f,a)={xe C: f(x)=a} è detto superficie di livello di f. 
Gli insiemi U0 (f,a)={ XE C: f(x)>a} ed L 0 (f,a)={ x e C: f(x)<a J sono infme detti ri-
spettivamente insieme di livello superiore stretto ed insieme di livello infe-
riore stretto di f. 
Teorema 1.1.3 Sia f una funzione a valori reali definita su un convesso 
Cc9tn. Le tre seguenti condizioni sono equivalenti: 
i) la ~unzione f è quasi-concava; 
ii) gli insiemi di livello superiore U(f,a) di f sono insiemi convessi per ogni va-
lore reale a; 
iii) gli insiemi di livello superiore stretto U0 (f,a) di f sono insiemi convessi per 
ogni valore reale a. 
Dim. i)=>ii) Sia U(f,a) un qualsiasi insieme di livello superiore di f e siano x1 ed 
x2 due punti qualsiasi di U(f,a), tali quindi che f(x1 )~a ed f(x2)~a; per la quasi-
concavità di f abbiamo che f(A.x 1 +(1-A.)x2)~min-{f(x 1 ),f(x2)}=a, da cui 
À.x1+(1-A.)~e U(f,a), 'V'Ai= (O, l). 
ii)=>iii) Sia U 0 (f,a) un qualsiasi insieme di livello superiore stretto di f e siano 
xl ed x2 due punti qualsiasi di U 0 (f,a), tali quindi che f(xl)>a ed f(~)>a; posto 
<i=min { f(x1),f(x2)} risulta per costruzione che i punti x1 ed x2 appartengono 
all'insieme di livello superiore U(f,a) che è, per ipotesi, convesso; si ha quindi per 
ogni A.e(O,l) f(À.x1+(1-A.)x2)~Ci>a e perciò anche l'insieme U0 (f,a) è convesso. 
iii)=> i) Si supponga per assurdo che la funzione f non sia quasi-concava, ov-
vero che esistano due punti x1 ed x2 di C ed un valore reale Àe(O,l) tali che 
f(x1)~(~)>f(Ax1+(1-X)x2); posto a=f(Xx1+(1-X)x2) risulta che i punti x1 ed x2 
appartengono a U0 (f,a) che è un insieme convesso, si ha quindi per ogni A.e (0,1) 
f(A.x1+(1-A.)x2)>a=f(Ax1+(1-X)x2) il che è assurdo dal momento che Ae(O,l). + 
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Ovviamente, in modo analogo a quanto fatto nel teorema precedente, si dimostra 
che una funzione f è quasi-convessa se e solo se i suoi insiemi di livello inferiore 
ed i suoi insiemi di livello inferiore stretto L(f,a.) ed L 0 (f,a.) sono insiemi convessi 
per ogni valore reale a. 
La caratterizzazione espressa nel Teorema 1.1.3 per le funzioni quasi-concave 
viene largamente utilizzata in economia; nella teoria del comportamento del 
consumatore, ad esempio, si richiede, per ogni dato paniere, la convessità 
dell'insieme dei panieri ad esso preferiti, ipotesi che implica, nel caso in cui esista 
una funzione di utilità per il consumatore, la convessità degli insiemi di livello 
superiore ovvero la quasi-concavità della stessa funzione di utilità. 
1.1.3. Funzioni di tipo pseudo-concavo 
Un'altra nota classe di funzioni concave generalizzate è quella delle funzioni 
pseudo-concave, defmita da Mangasarian [ 64] sotto ipotesi di differenziabilità e 
successivamente ripresa da altri autori [75, 91] che ne hanno fornito caratteriz-
zazioni anche nel caso non differenziabile. 
Definizione 1.1.8 Sia c~n un insieme convesso e sia f:C~9t. f è detta: 
pseudo-concava [pcv] se per ogni x,ye C vale la condizione: 
{ 
3!;(x,y)>O tale che V'Ae (0,1) 
f(y)>f(x) => f(x+A.(y-x))~(x)+A.{1-'A}ç(x,y) ; 
strettamente pseudo-concava [s.pcv] se Vx,ye C, x'*y, vale la condizione: 
{ 
3!;(x,y)>O tale che V'Ae(0,1) f(y)~(x) => f(x+A.{y-x)~(x)+A.(1-'A)!;(x,y) ; 
dove !;(x,y) è una funzione dipendente solamente da x ed y. 
Come è noto, e come sarà mostrato in seguito, la classe delle funzioni pseudo-
concave garantisce la sufficienza delle condizioni di Kuhn-Tucker e l' ottimalità 
di un punto critico. 
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1.1.4. Relazioni di inclusione tra le classi 
In questo sottoparagrafo vengono messe in evidenza le relazioni di inclusione 
esistenti tra le nuove classi di funzioni introdotte tramite le Definizioni 1.1.4 e 
1.1.6 e quelle note in letteratura. 
Molte delle relazioni di inclusione intercorrenti tra tali classi di funzioni concave 
generalizzate seguono direttamente dalle relative defmizioni; verranno specifi-
cati pertanto solo i seguenti non ovvi risultati [19]. 
Teorema 1.1.4 Sia Cc9tn un insieme convesso e sia f:C--+9t. 
i) Se f è semi concava allora f è anche pseudo-concava. 
ii) Se f è semi concava ed inoltre 'Vx,ye C con f(y)=f(x), x:~:-y, 3À.e (0,1) tale che 
f(x+À.(y-x))>f(x)=f(y), allora f è anche strettamente pseudo-concava. 
Dim. i) Si supponga per assurdo che la funzione f sia seÌni concava ma non 
pseudo-concava; allora 3x,ye c con f(y)>f(x) ed inoltre vç(x,y)>O 3À.e (0,1) tale 
che f(x+À.(y-x))<f(x)+À(1-À.)ç(x,y)<f(x)+A.ç(x,y). In particolare in corrispondenza 
di ç(x,y)=f(y)-f(x)>O, 3Xe (0,1) tale che f(x+X(y-x))<f(x)+X(f(y)-f(x)), disugua-
glianza che contraddice la semi concavità della funzione f. 
ii) Per quanto dimostrato in i) la funzione f risulta pseudo-concava; per 
verificarne la stretta pseudo-concavità resta da dimostrare che 'Vx,ye C con 
f(y)=f(x), x:~:-y, 3ç(x,y)>O tale che 'VÀ.e(0,1) risulta f(x+À(y-x))~(x)+À(1-À.)ç(x,y). 
Per ipotesi 3Xe (0,1) tale che f(x+A(y-x))>f(x)=f(y); essendo f sm.cv nell'inter-
vallo di estremi x e z=x+A(y-x) si ha che f(x+a(x+X(y-x)-x))~(x)+a(f(z)-f(x)) 
À 
'Vae(0,1), ovvero, posto a=-: 
X 
f(x +À.(y-x))~( x)+~ À.(f(z )-f(x) )>f(x)+ ~ À.(l-ì..Xf(z)-f(x)) Vì..e (O ,l); 
analogamente essendo f sm.cv nell'intervallo di_ estremi y e z=x+A{y-x) si ha che 
1-À f(y+a(x+X(y-x)-y)~(y)+a(f(z)-f(y)) 'Vae(0,1) ovvero, posto a=-: 
1-X 
f(x+À(y-x))~(x)+ 1-À (f(z)-f(x))>f(x)+-1 À(1-À.Xf(z)-f(x)) V'M:(A.l). 
1-X 1-X 
Posto quindi k=min{ .!_ ,-1- }>0, per quanto sopra dimostrato risulta: 
X 1-X 
f(x+À(y-x))>f(x)+kA(1-À.)(f(z)-f(x)) VÀE (0,1), i.;}:, 
tale condizione però vale anche per À=A, dal momento che per costruzione è 
kX(t-X)=min{ À(~-X) .~~~A) }si da cui si ottiene f(z)>f(x)+kA(l-XXf(z)-f(x)). 
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Pertanto, posto ç(x,y)=k(f(x+X{y-x))-f(x))>O, risulta: 
f(x+À(y-x))>f(x)+À(1-A.)ç(x,y) TfJ...,e (0,1), 
da cui segue la stretta pseudo-concavità di f. • 
t Si osservi che il precedente teorema implica che una qualsiasi funzione concava 
priva di tratti costanti è strettamente pseudo-concava; il teorema permette 
inoltre di determinare la relazione esistente tra le funzioni concave o 
strettamente concave e quelle pseudo-concave o strettamente pseudo-concave, 
risultato noto ed ovvio sotto ipotesi di differenziabilità della funzione, ma non 
immediato per funzioni qualsiasi. 
Corollario 1.1.1 Sia Cc9tn un insieme convesso e sia f:C~9t - .. 
i) Se f è concava allora f è anche· pseudo-concava. 
, l 
ii) Se f è strettamente concava allora f è anche strettamente pseudo-concava. 
Dim. i) Se f è cv allora è anche, per definizione, sm.cv e quindi pcv. 
ii) Si verifica facilmente che se f è s.cv allora è anche sm.cv; inoltre Tfx,ye C 
con f(y)=f(x), x-:~;y, risulta f(x+A(y-x))>f(x)+À(f(y)-f(x))=f(x) TfA.e (0,1). Per la ii) 
del Teorema 1.1.4la funzione f risulta s.pcv. • 
Le relaziòni intercorrenti tra le varie classi di funzioni concave generalizzate 
sono rappresentate graficamente nel seguente diagramma (6). 
je.qcvj ~ jqcvl c lsm.qcvl 
u u u 
les.qcvl ~ ls.qcvl c lss.qcvl jqcvl 
u u u 
ls.cvl c ls.pcvj c jpcvj ~ 
u 
~ c lsm.cvl 
u u 
~ c ls.cvl c lss.cvl 
diagramma l 
6 Il simbolo ~ c ~ indica che la classe A è contenuta nella classe B. 
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I seguenti esempi mostrano che le inclusioni tra le varie classi di funzioni quasi-
concave e concave sono proprie; altre inclusioni saranno analizzate in seguito. 
Esempi 1.1.1 
.) &( )={O per x;tO,l f . , . . ... , 
1 l'x- 1 per x=O,l :questa unztone e senn quast-concava ma non e ne e.qcv 
(e quindi neanche qcv) né ss.qcv; 
11 •• ) &( )={O per x;tO f . , ( . di ) , l' x - 1 per x=O : questa unztone e qcv e qum sm.qcv e e.qcv ma non e 
né ss.qcv né es.qcv (e quindi neanche s.qcv); 
Ul ••• ) f( )={ O per x;t:O f . ... ( . di ) x - -l per x=O : questa unztone e ss.cv e qum sm.cv, ss.qcv, sm.qcv 
ma non è e.qcv (e quindi neanche q cv né s.qcv né es.qcv· né cv né s.cv ); 
iv) f(x)=[x]: la funzione "parte intera di x" risulta qcv (e quindi sm.qcv e e.qcv) 
ma non ss.qcv né es.qcv (e quindi neanche s.qcv); 
={
o per x=l 
v) f(x) l per xe [0,1[ : questa funzione è e.qcv ma non è né es.qcv (e quindi 
2 perxe]l,2] 
neanche s.qcv) né sm.qcv (e quindi neanche qcv né ss.qcv ); 
.) f( -)={0 perx=l f . , ... ( vt x :x per xe ]0,2[ , x;t:l : questa unztone e es.qcv ma non e sm.qcv e 
quindi neanche q cv, s.qcv, ss.qcv ); 
vii) f(x)=k: la funzione costante è ss.cv ma non è s.pcv e quindi neanche s.cv; 
viii) f(x)=x: la funzione identità è cv, e quindi anche sm.cv, ma non è ss.cv, e 
quindi neanche s.cv. 
Si osservi che le classi di funzioni di tipo quasi-concavo sono le più ampie tra 
quelle introdotte; la loro maggiore generalità rispetto a quella delle funzioni 
concave fa perdere però alcune proprietà di quest'ultime, quale ad esempio la 
continuità nei punti interni (si considerino al riguardo gli esempi precedenti). 
Per comprendere l'ampiezza di queste classi. basta osservare che ogni funzione 
monotona, anche se convessa, è quasi-concava (tale proprietà è una conse-
guenza immediata della definizione). 
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1.1.5. Proprietà intercorrenti tra le classi 
I seguenti risultati mostrano come sia possibile caratterizzare le funzioni quasi-
concave, quelle strettamente quasi-concave e quelle strettamente pseudo-con-
cave per mezzo delle nuove classi introdotte [19]; la seguente proprietà in 
particolare segue direttamente dalle definizioni di funzioni quasi-concave, semi 
quasi-concave e quasi-concave in senso esteso. 
Proprietà 1.1.3 Sia Cc:9tn un insieme convesso e sia f:C~9t. 
La funzione f è quasi-concava se e solo se è sia semi quasi-concava sia quasi-
concava in senso esteso. 
Per le funzioni strettamente quasi-concave vale invece il se~!lente teorema. 
·. 
Teorema 1.1.5 Sia Cc9tn un insieme convesso e sia f:C~9t. 
La funzione f è strettamente quasi-concava se e solo se è sia semi quasi-concava 
sia strettamente quasi-concava in senso esteso. 
Dim. La necessità segue direttamente dalle definizioni. 
Per dimostrare la sufficienza si supponga per assurdo che f sia es.qcv ma non 
s.qcv e-che quindi esistano due punti x,yeC ed un numero reale Xe(O,l) tali che 
f(y)>f(x)~(x+A.{y-x)); per la definizione di funzione sm.qcv inoltre risulta che 
f(y)>f(x)Sf(x+X(y-x)), da cui si ha f(y)>f(x)=f(x+X(y-x)). 
Applicando la defmizione di funzione es.qcv all'intervallo di estremi x+A{y-x) 
ed x si ha che f(x+A.(y-x))>f(x)=f(x+A(y-x)) V'ME(O,X); si scelga ~(O,X) tale che 
f(x+A(y-x))>f(x+A.{y-x)). Se f(x+A(y-x)):,tf(y), applicando la defmizione di fun-
zione sm.qcv all'intervallo di estremi x+A(y-x) ed y, risulta necessariamente che 
f(x+A.(y-x));:min{f(y),f(x+A{y-x)) }>f(x+A(y-x)) VA.e (A, l), condizione assurda in 
quanto Xe(A,l). Risulta pertanto f(x+À(y-x))=f(y), di conseguenza applicando la 
defmizione di funzione es.qcv all'intervallo di estremi x+A(y-x) ed y si ha 
f(x+A.{y-x))>f(y)=f(x+A(y-x)) VA.e (A, l). Si scelga ora A. *e (A, l), A. *;tA,, tale che 
f(x+A. *(y-x))>f(y)=f(x+À(y-x))>f(x+X{y-x)). Applicando la defmizione di fun-
zione sm.qcv all'intervallo di estremi x+A. *(y-x) ed x+À(y-x) ed a quello di 
estremi x+A. *(y-x) ed y, risulta che f(x+A.(y-x))~f(y)=f(x+X(y-x))>f(x+A{y-x)) 
VA.e (A., l), À*A *, condizione assurda poiché Xe (A, l), A.tA. *. + 
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Per le funzioni strettamente pseudo-concave vale inoltre il seguente risultato. 
Teorema 1.1.6 Sia Cc9tn un insieme convesso e sia f:C~9t. 
La funzione f è strettamente pseudo-concava se e solo se è sia pseudo-concava 
sia strettamente quasi-concava in senso esteso. 
Dim. La necessità segue direttamente dalle defmizioni. 
Per la sufficienza si considerino due punti x,ye C, x*y, tali che f(y)~(x). 
Se f(y)>f(x) la tesi segue dalla pseudo-concavità di f, dal momento che per defi-
nizione 3ç(x,y)>O tale che f(x+À.(y-x))~(x)+À.(l-A.)ç(x,y) VA.e (0,1). 
Sia ora f(y)=f(x) e si definisca, per semplicità di notazione, la funzione 
g(t)=f(x+t(y-x)), te [0,1]; tale funzione è ovviamente sia pcv sia es.qcv in [0,1] e 
per dimostrare la tesi si deve verificare che: 
3ç*>O tale che g(A.)~g(O)+À.(l-A.)ç* 'v'A.e(O~l). 
Per la defmizione di funzione es.qcv risulta g(A.)>g(O) 'v'A.e (0, l), in particolare si 
ha g(! )>g(O)=g(l). Applicando la definizione di funzione pseudo-concava 
all'intervallo [O,!] si ha che 3ç1>0 tale che g( ~)~g(O)+<x(l-a.)ç1 'v'a.e(O,l), da 
. • • '\._1 cm st ottiene, posto tv= 2 a. : 
3çt>O tale che g(A.)~g(0}+2À.(l-2A.)ç1 'v'A.e (0,!), 
ovvero, essendo 2A.(l-2A.)=A.(l-A.}+À.(l-3A.): 
3çt>0 tale che g(A.)~g(0)+À.(l-A.)ç1+À.(l-3A.)ç1 'v'A.e (0,! ); 
si osservi inoltre che, in particolare, risulta g(± )~g(O)+ ~ç1>g(0). 
Analogamente, applicando la definizione di funzione pcv in [!,l] si ha che 
3ç2>0 tale che g(l- ~)~(0)+<x(l-a.)ç2 'v'a.e(O,l), da cui si ha, posto A.=l-fa.: 
3ç2>0 tale che g(A.)~g(0)+2(1-A.X2A.-l}ç2 VA.e<f ,l}, 
ovvero, essendo 2(1-A.)(2A.-l}=À.(l-A.)+(l-A.)(3A.-2): 
3ç2>0 tale che g(A.)~g(0}+À.(l-A.}ç2+(1-A.X3A.-2)ç2 VA.e (!,l); 
si osservi inoltre che, in particolare, risulta g( ~ )~g(O)+ ~ ç2>g(O). 
Sia ora ç*=min{ç1 ,ç2} e si verifichi che g(A.)~g(O)+A.(l-A.)ç* con A. appartenente 
ai tre intervalli disgiunti (0, i), [~ ,~] e(~ ,l). 
Poiché ç1~ç* risulta in (O, i) che: 
g(A.)~g(O}+À.(l-A.)çt+À.(l-3A.)çl~g(0}+À.(l-A.)ç*; 
analogamente, essendo ç2~ç *, si ha in (~,l) che: 
g(A.)~g(O)+A.(l-A.)ç2+(1-A.)(3A.-2)ç2~g(0}+À.(l-A.)ç*. 
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Si consideri adesso l'intervallo [ ~ ,~ ]; la funzione g essendo pcv risulta per 
definizione anche sm.qcv, inoltre essendo es.qcv risulta anche e.qcv, per la 
Proprietà 1.1.3 quindi la funzione g risulta quasi-concava; applicando quindi la 
definizione di funzione quasi-concava all'intervallo[~,~] si ha quindi che: 
g(À)~n{g(i),g(~) }~g(O)+~min{ç1 ,ç2}=g(O)+il;* 'VÀe [~ ,~]; 
si osservi inoltre che À(l-À)~~ 'VÀe [0,1], di conseguenza si ottiene: 
g(À)~g(O)+À(l-À)ç* 'VÀe [i,~], 
da cui segue la tesi. • 
Si osservi che il precedente Teorema 1.1.6 estende il risultato proposto da 
Ponstein in [78] che lega, sotto ipotesi di differenziabili~,.. le funzioni stretta-
mente pseudo-concave a quelle pseudo-concave e strettamente quasi-concave. 
Direttamente dalla Proprietà 1.1.3 e dai Teoremi 1.1.5 e 1.1.6 seguono i corollari 
successivi che mostrano come alcune delle classi considerate in questa tesi coin-
cidano sotto determinate ipotesi di concavità generalizzata. 
Corollario 1.1.2 Sia Cç:9tn un insieme convesso e sia f:C~ 9t una funzione 
strettainente quasi-concava in senso esteso. Le seguenti condizioni sono 
equivalenti: 
i) f è semi quasi-concava; 
ii) f è quasi-concava; 
iii) f è semistrettamente quasi-concava; 
iv) f è strettamente quasi-concava; 
Dim. Direttamente dalla Proprietà 1.1.3 e dal Teorema 1.1.5 seguono rispettiva-
mente le equivalenze i)<=>ii) e i)<=>iv); la tesi segue quindi direttamente dalle defi-
nizioni (vedi diagramma l) per le quali valgono le implicazioni iv)=>iii) e iii)=>i).+ 
Corollario 1.1.3 Sia Cc9tn un insieme convesso e sia f:C~9t una funzione 
semi quasi-concava. Risulta che: 
i) f è quasi-concava se e solo se è quasi-concava in senso esteso; 
ii) f è strettamente quasi-concava se e solo se è strettamente quasi-concava in 
senso esteso. 
Corollario 1.1.4 Sia Cc9tn un insieme convesso e sia f:C~9t una funzione 
strettamente quasi-concava in senso esteso. Risulta che f è pseudo-concava se e 
solo se è strettamente pseudo-concava. 
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1.1.6. Differenziazioni tra le classi di tipo quasi-concavo 
In questo sottoparagrafo, prendendo spunto da un lavoro di Thompson e Parke 
[91], verrà condotto uno studio finalizzato ad un confronto il più possibile 
organico tra alcune classi di funzioni concave generalizzate. Più precisamente, 
date due classi di funzioni A e B con AcB, si caratterizzeranno gli elementi di B 
che non appartengono ad A; una tale caratterizzazione permetterà, da un lato, di 
comprendere pienamente la differenziazione tra le classi e, dali' altro, di 
evidenziare ipotesi sotto le quali si ha un'eventuale coincidenza delle stesse. 
Per interpretare in modo corretto i risultati contenuti nei teoremi successivi, si 
consideri· il caso di una funzione semi quasi-concava che non sia quasi-concava. 
Confrontando le definizioni è ovvia l'esistenza di una coppia di punti x,y e di 
un reale Xe (0,1) tali che f(y)=f(x)>f(x+A(y-x)); non è invece .. altrettanto ovvio il 
fatto che, in tale situazione, la funzione ristretta a quel segmento non possa 
assumere valori diversi da f(x) o da f(x+A{y-x)). Un tale risultato implica che le 
funzioni semi quasi-concave che non sono quasi-concave sono tutte e sole 
quelle per le quali esiste un segmento di estremi x ed y rispetto al quale la 
funzione si comporta nel modo sopra descritto. 
In tale .. ~ttica vanno interpretati i vari enunciati dei teoremi seguenti [19]. 
Teorema 1.1.7 Sia cc9tn un insieme convesso e sia f:C--+9t una funzione semi 
quasi-concava. Risulta che: 
i) f non è quasi-concava in senso esteso (quasi-concava) se e solo se 3x,ye C, 
X*-'J, 3Xe (0, l) tali che valgono entrambe le seguenti condizioni: 
a) f(y)=f(x)>f(x+A(y-x)); 
b) f(x+À(y-x))e {f(x),f(x+A(y-x))} VÀE(O,l), À*A; 
ii) f non è semistrettamente quasi-concava se e solo se vale almeno una delle 
seguenti condizioni: 
a) 3x,yeC, x*-'J, 3Xe(O,l) tali che: 
f(x+À(y-x))=f(x)<f(y) V'Ae (O,X] ed f(x+À.(y-x))~(x) V'Ae (A.l); 
b) 3x,yeC, X*-'J, 3Xe(O,l) tali che: 
f(x+A{y-x))=f(x)<f(y) ed f(x+À(y-x))e {f(x),f(y)} V'Ae(O,l), À*A. 
Dim. i) Per il Corollario 1.1.3, essendo f sm.qcv, le classi delle funzioni qcv e 
quella delle funzioni e.qcv coincidono; il risultato viene quindi dimostrato 
solamente per la classe più ampia delle funzioni e.qcv. La sufficienza segue 
banalmente dalla defmizione di funzione e.qcv; per la necessità si osservi che se 
f non è e.qcv allora esistono ·due punti x,ye C ed un reale A:e (0, l) tali che 
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f(y)=f(x)>f(x+X(y-x)), inoltre applicando la definizione di funzione sm.qcv 
all'intervallo di estremi x ed x+X{y-x) ed a quello di estremi x+X{y-x) ed y si ot-
tiene che f(x+A(y-x))~(x+X(y-x)) V'A.e(O,l), À;i;A; si supponga adesso per assur-
do che non valga la condizione b) e quindi esista un reale Xe (0, l), Ant:X, tale che 
f(x+A(y-x))>f(x+X{y-x)) ed f(x+A(y-x));tf(x)=f(y), applicando adesso la defini-
zione di funzione sm.qcv all'intervallo di estremi x ed x+A(y-x) ed a quello di 
estremi x+A(y-x) ed y si ha che f(x+A(y-x))~n{f(x+A(y-x)),f(x)}>f(x+X(y-x)) 
V'A.e(O,l), A#.'A, condizione assurda dal momento che Xe(O,l), X1:X. 
ii) La sufficienza segue banalmente dalla definizione di funzione ss.qcv. Per la 
necessità si osservi inizialmente che se f è sm.qcv ma non ss.qcv allora esistono 
due punti x,ye C ed un reale A:e (0,1) tali che f(x+X{y-x)}:::;f(x)<f(y) ed inoltre 
f(x+A(y-x))~(x) V'Ae(O,l); si osservi inoltre che risulta f(x+A(y-x))e {f(x),f(y)} 
V'A.e(O,X), se esistesse infatti un reale Ae(O,X) tale che f(x+A(y-x))>f(x) ed 
f(x+A(y-x));tf(y) si avrebbe, applicando la definizione di funzione sm.qcv all'in-
tervallo di estremi x+À(y-x) ed y, f(x+À.(y-x));;:min{f(x+A(y-x)),f(y) }>f(x+A(y-x)) 
V'Ae (A ,l), condizione assurda poiché Xe (A,l). 
Si supponga adesso per assurdo che le condizioni a) e b) non siano verificate e 
che quindì esistano due reali Ae(O,X) e A *e (A, l) tali che f(x+A(y-x))=f(y) ed 
f(x+A *(y-x))>f(x), f(x+A *(y-x));tf(y); applicando la definizione di funzione 
sm.qcv all'inteiVallo di estremi x+À(y-x) ed x+A *(y-x) risulta: 
f(x+À.(y-x))~ { f(x+À(y-x) ),f(x+A *(y-x))} >f(x+X(y-x)) V'A.e (A ,A*), 
disuguaglianza assurda in quanto Xe (A ,À *). • 
Teorema 1.1.8 Sia C~9tn un insieme convesso e sia f:C-+9t una funzione 
quasi-concava. Risulta che: 
i) f non è strettamente quasi-concava in senso esteso (strettamente quasi-con-
cava) se e solo se ha almeno un tratto costante; 
ii) f non è semistrettamente quasi-concava se e solo se 3x,ye C, x;ty, 3Xe(O,l) 
tali che f(x+À.(y-x))=f(x)<f(y) T/A.e (O,X] ed f(x+A(y-x))~(x) TfAe (~l). 
Dim. i) Per il Corollario 1.1.3, essendo f una funzione q cv, le classi delle 
funzioni s.qcv e quella delle funzioni es.qcv coincidono; il risultato viene quindi 
dimostrato solamente per la classe più ampia delle funzioni es.qcv. 
La sufficienza segue banalmente dalla definizione di funzione es.qcv; per la 
necessità si osservi che se f è qcv ma non es.qcv allora esistono due punti x,ye C 
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ed un reale Xe (0,1) tali che f(y)=f(x)=f(x+X{y-x)); si supponga adesso per assur-
do che f non ammetta tratti costanti e che quindi, per la quasi-concavità di f, 
3À1 ,~e(0,1), 'A1<X<~, tali che f(x+X(y-x))<min{f(x+À1 (y-x)),f(x+~(y-x))}; ap-
plicando allora la defmizione di funzione qcv all'intervallo di estremi x+À1(y-x) 
ed x+~(y-x) si ha che f(x+À(y-x))>f(x+Acy-x)) 'VÀe (À1 ,~), condizione assurda 
dal momento che Xe (À1 ,ÌV],). 
ii) Se f è qcv allora è anche sm.qcv; per il punto ii) del Teorema 1.1.7 si deve 
solamente dimostrare quindi che se è verificata la condizione b) necessariamente 
risulta f(x+À(y-x))=f(x) 'VÀ.e (O,X); si supponga per assurdo che ciò non accada e 
che quindi, essendo f qcv, esista un A:e (O,X) tale che f(x+A(y-x))>f(x+A(y-x)), 
applicando la definizione di funzione qcv all'intervallo di estremi x+A(y-x) ed y 
si ha che f(x+À(y-x))~n{f(x+A(y-x)),f(y)}>f(x+X(y-x)) ~ie (A,1), condizione 
assurda dal momento che Xe (À,1 ). • 
Teorema 1.1.9 Sia cc:9tn un insieme convesso e sia f:C~9t una funzione semi-
strettamente quasi-concava. Risulta che: 
i) f non è quasi-concava in senso esteso (quasi-concava) se e solo se 3x,ye C, 
x~, 3Xe (0,1) tali che f(x+À(y-x))=f(y)=f(x)>f(x+X(y-x)) 'VA.e(0,1), ~X; 
ii) f non è strettamente quasi-concava in senso esteso (strettamente quasi-con-
cava) se e solo se ha almeno un tratto costante. 
Dim. i) Per il Corollario 1.1.3, essendo f ss.qcv, le classi delle funzioni qcv ed 
e.qcv coincidono; il risultato viene quindi dimostrato solamente per la classe più 
ampia delle funzioni e.qcv. Per il punto i) del Teorema 1.1.7 la funzione f, 
essendo ss.qcv, non è e.qcv se e solo se 3x,ye C, x-:~=y, 3Xe (0,1) tali che 
f(y)=f(x)>f(x+X{y-x)) ed f(x+À(y-x))e {f(x),f(x+A(y-x))} V'Ae (0,1), À*-A ; la 
condizione f(x+À(y-x))e {f(x),f(x+X(y-x))} VÀe(0,1), 'N:I:X, è però equivalente, 
applicando la defmizione di funzione ss.qcv all'intervallo di estremi x+A(y-x) ed 
x ed a quello di estremi x+X{y-x) ed y, alla f(x+À(y-x))=f(x) VA.e(0,1), 'N:I:X. 
ii) Per il Corollario 1.1.3, essendo f ss.qcv, le classi delle funzioni s.qcv e quella 
delle funzioni es.qcv coincidono; il risultato viene quindi dimostrato solamente 
per la classe delle funzioni es.qcv. La sufficienza segue dalla definizione di 
funzione es.qcv; per la necessità si osservi che se f risulta non qcv, oltre che non 
es.qcv, allora per il precedente punto i) ammette sic~amente tratti costanti; se 
invece f è qcv allora la tesi segue direttamente dal punto i) del Teorema 1.1.8. • 
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Il precedente Teorema 1.1.9 permette di ottenere il seguente corollario che 
indica le differenze tra le funzioni pseudo-concave e quelle strettamente 
pseudo-concave. 
Corollario 1.1.5 Sia Cc9tn un insieme convesso e sia: f:C~9t una funzione 
pseudo-concava. La funzione f non è strettamente pseudo-concava se e solo se 
ha almeno un tratto costante. 
Dim. La sufficienza segue direttamente dalla definizione di funzione stretta-
mente pseudo-concava; per la necessità si osservi che per il Teorema 1.1.6 una 
funzione pseudo-concava, e quindi anche semistrettamente quasi-concava, non 
è strettamente pseudo-concava solamente se non è strettamente quasi-concava 
in senso esteso, condizione che per il Teorema 1.1.9 è verificata solamente se la 
funzione ammette almeno un tratto costante. ·:. .. • 
In seguito risulterà utile anche la caratterizzazione delle funzioni quasi-concave 
in senso esteso che non sono quasi-concave o strettamente quasi-concave ge-
neralizzate; tale caratterizzazione segue direttamente dalle definizioni e la sua 
poca incisività è data dall'ampiezza della classe delle funzioni quasi-concave 
generafizzate nel caso in cui non si assumano ipotesi di continuità della 
funzione. Valgono al riguardo i seguenti teoremi. 
Teorema 1.1.10 Sia C~9tn un insieme convesso e sia f:C~9t una funzione 
quasi-concava in senso esteso. Risulta che: 
i) f non è quasi-concava se e solo se 3x,ye C, x:F-y, 3Xe (0,1) tali che valgono 
entrambe le seguenti condizioni: 
a) f(y)>f(x)>f(x+A(y-x)); 
b) iiÀ.1 ,~e [0,1), À.1~, tali che f(x+À.1(y-x))=f(x+~(y-x))>f(x+A{y-x)); 
ii) f non è strettamente quasi-concava in senso esteso se e solo se 3x~ye C, x:F-y, 
3Xe (0, l) tali che valgono entrambe le seguenti condizioni: 
a) f(y)=f(x)=f(x+X{y-x)); 
b) iiÀ.1 ,~e(O,l), À.1~, tali che f(x+À1(y-x))=f(x+~(y-x))>f(x+A{y-x)). 
22 
Cap. l Concavità generalizzata: caso scalare 
Teorema 1.1.11 Sia Cc9\n un insieme convesso e sia f:C~9\ una funzione 
strettamente quasi-concava in senso esteso. f non è semi quasi-concava (quasi-
concava, semistrettamente quasi-concava, strettamente quasi-concava) se e solo 
se 3x,ye C, x*y, 3Xe (0, l) tali che valgono entrambe le seguenti condizioni: 
a) f(y)>f(x)>f(x+X(y-x)); 
b) ì3A.1 ,~e [0,1), A.1<k~, tali che f(x+A.1(y-x))=f(x+~(y-x))~(x+X{y-x)). 
Dim. Per il Corollario 1.1.2, essendo f es.qcv, le classi delle funzioni sm.qcv, 
q cv, ss.qcv ed s.qcv coincidono; la tesi segue quindi dal punto i) del Teorema 
1.1.10 ricordando che se f è es.qcv allora è anche e.qcv. • 
1.1.7. Quasi-concavità e comportamento del ~~nsumatore 
Svariate sono le applicazioni della concavità generalizzata' scalare nelle scienze 
economico-sociali (per una "carrellata" di queste applicazioni si vedano i lavori 
[13, 25-27, 33, 35-38, 48, 53, 62, 74, 76, 87, 89, 94, 95]); la più nota di tali 
applicazioni è forse la teoria del comportamento del consumatore, nella quale si 
cerca di interpretare quel "processo di massimizzazione vincolata" che un con-
sumatore attua inconsciamente quando sceglie i beni da acquistare in base al 
loro prezzo ed al proprio budget finanziario; la stessa "preferenza della 
diversità", assunzione basilare della teoria del consumatore, può essere infatti 
parafrasata con la richiesta della convessità degli insiemi di livello superiore della 
funzione di utilità, ovvero con la richiesta della quasi-concavità della funzione 
di utilità stessa [29]. 
Dando per scontata la conoscenza del modello economico del comportamento 
del consumatore [84], in questo sottoparagrafo verrà .mostrato come particolari 
preferenze del consumatore possano essere associate a funzioni di utilità 
appartenenti ad ognuna delle classi di tipo quasi-concavo introdotte in 
precedenza. 
Sia PcXxX la relazione di preferenza (7) che esprime le scelte del consumatore 
posto di fronte a due panieri, siano inoltre I ed R le due seguenti fondamentali 
relazioni indotte (8): 
i) IcXxX tale che (y,x)el se e solo se (y,x)eP ed (x,y)eP, 
ii) R=PuiQ{><X. 
7 Una relazione P~xX è detta di preferenza se è iniflessiva e transitiva. 
8 Si osservi cbe la relazione I è simmetrica e che R è riflessiva e completa. 
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Sia inoltre U:9t~~9ì una funzione di utilità ordinale associata a P [30], ovvero 
una funzione tale che U(y)>U(x) se e solo se yPx (9); si osservi che direttamente 
dalla defmizione risulta che: 
i) U(y)=U(x) se e solo se ylx ii) U(y)~U(x) se e solo se yRx. 
In letteratura sono state definite le seguenti proprietà di convessità di una 
relazione binaria, di cui si ricordano per completezza le defmizioni [84]. 
Defmizione 1.1.9 Sia P una relazione binaria su Xc9tn. 
P è detta convessa se P(x) è convesso 'Vx,yeX; 
P è detta strettamente convessa se y+À(z-y)Px 'V"Ae (0,1), 'Vy,ze R(x), y'*Z; 
P è stellata se yPx => x+À(y-x)Px 'V"Ae(0,1), 'Vx,yeX; 
Nel caso in cui la relazione indotta I è transitiva valgono inoltre le seguenti 
importanti proprietà, di cui si omette la dimostrazione. 
Proprietà 1.1.4 Sià P una relazione di preferenza su Xc9ìn tale che la relazione 
indotta I è transitiva. Allora la relazione P risulta: 
i) convessa se e solo se vale la seguente condizione: 
• yRx => x+À(y-x)Rx 'V"Ae(0,1), 'Vx,yeX. 
ii) strettamente convessa se e solo se vale la seguente condizione: 
yRx => x+À(y-x)Px 'VÀe(0,1), 'Vx,yeX, X*Y· 
Direttamente dalle definizioni e dalla precedente Proprietà 1.1.4 si hanno le 
segu_enti corrispondenze tra convessità della relazione di preferenza e concavità 
generalizzata della funzione di utilità. 
Proprietà 1.1.5 Sia U:~~9ì una funzione di utilità per P; risulta: 
i) P è convessa se e solo se U è quasi-concava; 
ii) P è. strettamente convessa se e solo se U è strettamente quasi-concava; 
iii) P è stellata se e solo se U è semistrettam.ente quasi-concava; 
Completando per simmetria il quadro della convessità della relazione di prefe-
renza del consumatore è possibile defmire le seguenti relazioni alle quali sono 
9 E' fondamentale osservare che se si ha una funzione di utilità U per la relazione di preferenza P allora la 
relazione indotta I è transitiva. 
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associate funzioni di utilità appartenenti alle nuove classi di funzioni di tipo 
quasi-concavo definite nel sottoparagrafo 1.1.2. 
Defmizione 1.1.10 Sia P una relazione binaria su Xc:9tn. 
P è debolmente stellata se yPx ~ x+A.(y-x)Rx 'VÀ.e(0,1), 'Vx,yeX; 
P è quasi-convessa se ylx => x+À.(y-x)Rx 'VA.e (0,1), 'Vx,yeX; 
P è strettamente quasi-convessa se ylx => x+À(y-x)Px 'VA.e(0,1), 'Vx,yeX, x=~-:y. 
Proprietà 1.1.6 Sia U:~~9t una funzione di utilità per P; risulta: 
i) P è debolmente stellata se e solo se U è semi quasi-concava; 
ii) P è quasi-convessa se e solo se U è quasi-concava in senso esteso; 
iii) P è strettamente quasi-convessa se e solo se U è strettamente quasi-concava 
'~ .. 
in senso esteso. 
Si osservi che le relazioni di inclusione tra le varie preferenze di tipo convesso 
sono le stesse che intercorrono tra le corrispondenti funzioni di utilità di tipo 
quasi-concavo. 
1.2. Funzioni concave generalizzate e continuità 
In questo paragrafo si analizzeranno le proprietà delle funzioni concave 
generalizzate sotto ipotesi di semicontinuità superiore e di continuità della 
funzione; saranno inoltre fomiti vari esempi di funzioni concave generalizzate 
per meglio evidenziare le relazioni tra le classi. 
Per ragioni di completezza si ricordano dapprima le defmizioni e le principali 
proprietà delle funzioni semicontinue. 
Definizione 1.2.1 Una funzione f:C~9t, con Cc9t0 , è detta semicontinua 
superiormente in un punto XoE C se per ogni e>O è possibile trovare un intorno 
U di Xo tale che per ogni XE UnC risulti f(x)<f(Xo)+E; è invece detta semiconti-
nua inferiormente in un punto x0e C se per ogni e>O è possibile trovare un 
intorno u di Xo tale che per ogni xe une risulti f(x)>f(Xo)-e. 
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Direttamente dalla defmizione segue che una funzione è continua se e solo se è 
sia semicontinua superiormente sia semicontinua inferiormente. 
Teorema 1.2.1 Sia f:C~ 9\, con Cc9ìn, una funzione a valori reali; le seguenti 
condizioni sono equivalenti: 
i) f è semicontinua superiormente in C; 
ii) gli insiemi di livello superiore U(f,a) di f sono insiemi chiusi per ogni valore 
reale a; 
iii) gli insiemi di livello inferiore stretto L 0 (f,a) di f sono insiemi aperti per ogni 
valore reale a. 
Dim. i)~ii) Supponiamo per assurdo che esista una successione {xn}cU(f,a) 
convergente ad un punto x0E U(f,a), ovvero tale che f(Xo)<a. Per la superiore 
semicontinuità di f allora esiste, scelto ee (O,f(Xo)-a), un int~mo U di Xo tale che 
f(x)<f(x0)+E<a 'Vxe U; poiché Xn~x0 esiste un indice n tale che XnE U 'V n> n, 
ovvero tale che f(xn)<a 'Vn>n e ciò è assurdo poiché {xn}cU(f,a). 
ii)~ iii) Segue dalla definizione di insiemi aperti e chiusi essendo L 0 (f,a) ed 
U(f,a) insiemi complementari. 
iii)~ i) 'Vx0e C e 'Ve>O, posto a=f(Xo)+E, risulta x0e L 0 (f,a) e quindi, essendo 
L 0 (f,a)' aperto, esiste un intorno U di Xo tale che per ogni x eU risulta x e L 0 (f,a) 
ovvero f(x)<f(Xo)+E. • 
In modo del tutto analogo si può dimostrare che una funzione f è semicontinua 
inferiormente se e solo se i suoi insiemi di livello inferiore L(f,a) sono insiemi 
chiusi per ogni valore reale a, ovvero se e solo se i suoi insiemi di livello 
superiore stretto U0 (f,a) sono insiemi aperti per ogni valore reale a. Da ciò segue 
che una funzione f è continua se e solo se i suoi insiemi di livello superiore 
U(f,a) ed inferiore L(f,a) sono insiemi chiusi per ogni valore reale a, ovvero se e 
solo se i suoi insiemi di livello superiore stretto U0 (f,a) ed inferiore stretto L 0 (f,a) 
sono insiemi aperti per ogni valore reale a. 
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1.2.1. Funzioni concave generalizzate semicontinue superiormente 
In questo paragrafo si analizzano le relazioni tra le varie classi di funzioni 
concave generalizzate in ipotesi di semicontinuità superiore. 
Sotto tale ipotesi vale il seguente noto risultato, dovuto a Karamardian [55], del 
quale si propone una dimostrazione alternativa [91]. 
Teorema 1.2.2 Sia Cc9tn un insieme convesso e sia f:C~9t una funzione 
senricontinuasuperionnente. 
Se f è senristrettam.ente quasi-concava allora è anche quasi-concava. 
Dim. Per l'ipotesi di semicontinuità superiore di f non possono esistere due 
punti x,ye C, x:F-y, ed un Xe (0,1) tali che f(x+À.(y-x))=f(y)=f(x)>f(x+A{y-x)) 
V'Àe(O,l), NF.X; la tesi segue quindi dal punto i) del Teore~ 1.1.9. • 
Relativamente alla classe delle funzioni semi concave vale il seguente teorema. 
Teorema 1.2.3 Sia Cc9tn un insieme convesso e sia f:C~9t una funzione 
senricontinua superiormente. Allora f è senri concava se e solo se è concava. 
Dim. Poiché la sufficienza è ovvia resta da dimostrare che, sotto ipotesi di 
semicootinuità superiore, una funzione sm.cv è anche cv; tenuto conto della 
Proprietà 1.1.1, è sufficiente dimostrare che V'x,ye C, x:F-y, tali che f(y)=f(x) si ha 
f(x+À.(y-x))~(x)+À.(f(y)-f(x))=f(x) V'À.e (0,1); in altre parole si deve verificare 
che f è e.qcv. Ogni funzione sm.cv è anche ss.qcv (vedasi diagramma l), 
pertanto per il Teorema 1.2.2 f è· anche q cv e quindi e.qcv, da cui la tesi. • 
Il seguente teorema, in ipotesi di semicontinuità superiore, fornisce una semplice 
caratterizzazione delle funzioni che differenziano la classe delle funzioni semi-
strettamente concave da quella delle strettamente concave. 
Teorema 1.2.4 Sia Cc9tn un insieme convesso e sia f:C~ 9t una funzione 
semicontinua superiormente. Allora f è semistrettamente concava se e solo se è 
strettamente concava oppure costante. 
Dim. Se f è strettamente concava oppure costante è banalmente semistretta-
mente concava. Si supponga adesso che la f sia ss.cv ma non s.cv ovvero che, 
per la Proprietà 1.1.1, esistano due punti x,ye C, x*y, tali che f(y)=f(x) ed esista 
un A:e (0,1) tale che f(x+X(y-x))Sf(x)+X(f(y)-f(x))=f(x); per l'ipotesi di superiore 
senricontinuità f, essendo ss.cv, è anche qcv e quindi poiché f(y)=f(x) risulta che 
f(x+À.(y-x))~(x) V'À.e (0,1), di conseguenza deve essere f(x+A(y-x))=f(x). 
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Si supponga adesso per assurdo che f non sia costante ed esista un Ae (O,X) 
[Àe(A,l)] tale che f(x+A(y-x))>f(x)=f(y)=f(x+X(y-x)); applicando la definizione 
di funzione ss.cv nel segmento di estremi z=x+A(y-x) ed y [x+A(y-x) ed x] si ha: 
f(y+a(z-y))>f(y)+a(f(z)-f(y))>f(y)=f(x+X(y-x)) 'Vae (0,1) 
[ f(x +a(z-x) )>f(x)+a(f(z)-f(x) )>f(x)=f(x +X(y-x)) 'V ae (0, l)], 
da cui si ottiene, posto A.=l-a(l-A) [A=aA], f(x+A.(y-x))>f(x+X{y-x)) 'VA.e (A,l) 
['v'A.e(O,À)], condizione assurda poiché Xe(A,l) [Xe(O,À)]. + 
Il diagramma 2 riassume le relazioni intercorrenti tra le funzioni concave genera-
lizzate sotto ipotesi di semicontinuità superiore. 
le.qcvl :::> 
u 
les.qcvl :::> 
u 
s.qcv 
u 
s.pcv 
sm.qcv 
u 
q cv 
u 
c ss.qcv 
u 
c l pcv l 
u u 
lfcvl c l s.cv l c jss.cvl c lr--cv_=_s_m-.c~vl 
diagramma 2 
I seguenti esempi evidenziano che le classi di funzioni di tipo quasi-concavo 
restano distinte anche in ipotesi di semicontinuità superiore. 
Esempi 1.2.1 
. ={O perxe]-1,1[ . . 
1) f(x) 1 perx~]-l,l[ : questa funzione è sm.qcv ma non è e.qcv (e qumdt 
neanche q cv); 
n .. ) f( >={ O perxe]-1,1[ f . ... è é x x+3 perxe[-2,2],x~]-1,1[ : questa unztone e e.qcv ma non n 
es.qcv né sm.qcv (e quindi neanche qcv ); 
... ) f( >={-lxi perxe]-1,1[ . . . 
m x- x+3 perxe[-2,2], xE]-1,1[ : questa funztone è es.qcv (e qumdi anche · 
e.qcv) ma non è sm.qcv (e quindi neanche qcv, s.qcv, ss.qcv). 
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1.2.2. Funzioni concave generalizzate continue 
In questo paragrafo si analizzano le relazioni di inclusione tra le classi di funzio-
ni di tipo quasi-concavo in ipotesi di continuità. In particolare i seguenti 
teoremi evidenziano che solamente la classe delle funzioni semistrettamente 
concave, tra le cinque nuove classi di funzioni concave generalizzate introdotte, 
rimane distinta dalle classi già note in letteratura [19]. 
Teorema 1.2.5 Sia Cc9tn un insieme convesso e sia f:C~9t una funzione 
continua. Le seguenti condizioni sono equivalenti: 
i) f è quasi-concava in senso esteso; 
ii) f è quasi-concava; 
iii) f è semi quasi-concava. __ .. 
Dim. Per l'ipotesi di continuità, dal punto i) del Teorema 1:1.7 e dal punto i) del 
Teorema 1.1.10 si ha che una funzione sm.qcv o e.qcv è anche qcv; la tesi segue 
pertanto direttamente dalle definizioni. • 
Teorema 1.2.6 Sia C~9tn un insieme convesso e sia f:C~9t una funzione 
continua. Allora f è strettamente quasi-concava in senso esteso se e solo se è 
strettamente quasi-concava. 
Dim. Per l'ipotesi di continuità, dal Teorema 1.1.11 si ha che una funzione 
es.qcv è anche s.qcv; la tesi segue quindi dalle rispettive definizioni. • 
Sotto ipotesi di continuità, le relazioni intercorrenti tra le classi di funzioni con- · 
cave generalizzate possono pertanto essere riassunte per mezzo del diagramma 
seguente; queste relazioni di inclusione altro non sono che quelle esistenti tra le 
classi di funzioni già note in letteratura. 
e.qcv = qcv = sm.qcv 
u u 
!es.qcv = s.qcvj c lss.qcvl 
u u 
s.pcv c pc v 
u u 
~ c l s.cv l c l ss.cv l c l cv=sm.cv l 
diagramma 3 
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Da ora in poi, in ipotesi di continuità, si farà riferimento solamente alle funzioni 
quasi-concave e strettamente quasi-concave pur tenendo presente che esse 
risultano anche quasi-concave in senso esteso e semi quasi-concave nel primo 
caso e strettamente quasi-concave in senso esteso nel secondo. I seguenti 
esempi di funzioni continue a valori reali e defmite su tutto l'insieme dei reali 
mostrano che le varie inclusioni, di cui al diagramma 3, sono proprie [7]. 
Esempi 1.2.2 
i) f(x)=k, ke 9\: la funzione costante è semistrettamente concava (e quindi cv, 
pcv, ss.qcv ed anche qcv) ma non strettamente quasi-concava (e quindi 
neanche s.pcv né s.cv); 
ii) f(x)=x: la funzione identica è concava (e quindi pcv, ss.qcv ed anche qcv) e 
strettamente pseudo-concava ma non semistrettamente concava (e quindi 
neanche s.cv); 
iii) f(x)=ex: la funzione esponenziale risulta strettamente pseudo-concava (e 
quindi anche pcv) ma non è concava (e quindi neanche s.cv ); 
iv) f(x)=e-x2: è strettamente pseudo-concava ma non strettamente concava; 
J e-x2 per xSO 
v) f(X")l 1 per x>O : questa è una funzione pseudo-concava ma non stretta-
mente pseudo-concava; 
vi) f(x)=x3: è strettamente quasi-concava (e quindi anche ss.qcv) ma non è 
pseudo-concava (e quindi neanche s.pcv); 
vii) f(x)=x+x3: è una funzione pseudo-concava ma non concava; 
viii) f(x)=x+lxl: è quasi-concava che non è né semistrettamente quasi-concava 
né strettamente quasi-concava; 
ix) f(x)=-x4: è una funzione strettamente ma non fortemente concava (lO); 
x) f(x)=-x2: questa è una funzione fortemente concava (si assuma a=2); 
.) e.( >={x2 per x~ è . . . xt 11 x - 0 per x<O : quast-concava ma non seiDlstrettamente quast-concava; 
i -x
2 perx<O 
xii) f(x) O per xe [0,1] : è una funzione sem.istrettamente quasi-concava 
-(x-1)2 per x.>1 
ma non strettamente quasi-concava. 
lO Sia g(x)=f(x)+(l/2)a.x2=-x4+(1/2)a.x2, con a.>O; risulta g"(x)=-12x2+a. e quindi g"(O)=a.>O, di 
conseguenza la funzione g non può essere concava per una nota proprietà delle funzioni concave due volte 
derivabili che sarà ricordata nel paragrafo successivo. 
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1.3. Funzioni concave generalizzate differenziabili 
In questo paragrafo saranno dapprima esposte delle caratterizzazioni al primo ed 
al secondo ordine per alcune classi di funzioni concavo-generalizzate [l, 5, 34, 
65, 91]. Successivamente sarà evidenziato, sotto ipotesi di differenziabilità, il 
legame esistente tra le funzioni di tipo pseudo-concavo; infme saranno mostrate 
caratterizzazioni di alcune classi di funzioni concave generalizzate che sfruttano 
particolari proprietà di minimo e massimo. 
1.3.1. Alcune caratterizzazioni 
In questo sottoparagrafo saranno determinate alcune condizioni necessarie e/o 
sufficienti affinché una funzione differenziabile f:C--+9t~· con Cc9tn aperto 
convesso (11), sia concava generalizzata. 
Teorema 1.3.1 Sia Cc9tn un insieme aperto convesso. La funzione differen-
ziabile f:C--+9t risulta : 
concava <=> f(y)Sf(x)+(y-x) TVf(x) 'Vx,ye C 
strettamente concava <=> f(y)<f(x)+(y-x)TVf(x) 'Vx,ye C, x:J:.y 
l 
fortemente concava <=> 3a>O te. f(y)Sf(x)+(y-x)TVf(x)- 2 a.lly-xll
2 'Vx,yeC 
pseudo-concava <=> f(y)>f(x) => (y-x)TVf(x)>O 'Vx,yeC 
strettamente pseudo-concava <=> f(y)~(x) => (y-x)TVf(x)>O 'Vx,yeC, x:J:.y 
quasi-concava <=> f(y)>f(x) => (y-x)TVf(x)~ 'Vx,yeC 
quasi-concava <=> f(y)~(x) => (y-x)TVf(x)~ 'Vx,yeC 
Dim. (Concavità) Supponiamo la funzione f concava; se x=y la tesi è banale, 
altrimenti per la concavità di f abbiamo f(x+A(y-x))~(x)+A(f(y)-f(x)) 'V'Ae(O,l) e 
. . f(x+'A(y-x))-f(x) . . 
qutndi f(y)Sf(x)+ X 'VA.e (0,1) da cut -ottentamo, passando al 
limite, f(y)Sf(x)+ !!à f(x+À(yx,x))-f(x) =f(x)+(y-x)TVf(x). 
Supponiamo adesso che siaf(y)Sf(x)+(y-x)TVf(x) 'Vx,yeC e consideriamo due 
punti qualsiasi x ed y di C ed un reale A.e (0, l); per ipotesi abbiamo: 
f(y )Sf(x+A(y-x) )+(y-(x+A(y-x))) TVf(x+A.(y-x)), 
11 Si ricorda, per pura completezza, che per una funzione differenziabile a valori reali f definita su un 
insieme convesso aperto Cdtn risulta lim f(x+À.(yAx))-f(x) = (y-x) TVf(x) 'Vx,ye C ed inoltre, per il 
A,-K) 
teorema del valormedio dil..agrange, si ba che V'x,yeC 3çe(O,l) tale che f(y)=f(x)+(y-x)TVf(x+;(y-x)). 
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f(x)g(x+À.(y-x))+(x-(x+A.(y-x)))TVf(x+A.(y-x)), 
dalle quali, moltiplicando la prima per A. e la seconda per (1-A.), otteniamo: 
A.f(y )~f(x+À.(y-x) )+À.(1-A.)(y-x) TVf(x+À.(y-x) ), 
(1-A.)f(x)~(1-A.)f(x+À.(y-x))-À.(1-A.)(y-x) TVf(x+À.(y-x)); 
sommando membro a membro le due diseguaglianze si ha quindi la tesi: 
f(x)+À.(f(y )-f(x) )~f(x+A.(y-x)). 
(Stretta concavità) La sufficienza è del tutto analoga alla precedente, si 
dimostra quindi soltanto la necessità supponendo f strettamente concava; 
essendo f anche concava risulta f(y)~f(x)+(y-x)TVf(x) 't/x,ye C; si supponga 
allora per assurdo che esistano x,ye C, X;ty, tali che: 
f(Y)=f(X)+(Y-X) TVf(X); 
poiché f è strettamente concava abbiamo: , . 
f(X+A(Y-X))>f(X)+A(f(y)-f(X))=f(X)+A(y-x)T~f(X), 
d'altra parte f è anche concava e quindi: 
f(X+A(y-X) )g(X)+( (X+ A(Y-X))-X) TVf(X)=f(X)+A(Y-X) TVf(X) 
e ciò contraddice la disuguaglianza precedente. 
(Fone concavità) Vedasi il corollario 1.7.1. 
(Quasi-concavità) Sia f quasi-concava e verifichiamo che per ogni x,ye C la 
condizione f(y)~(x) implica (y-x)TVf(x)~; per defmizione, essendo f(y)~(x), 
risulta f(x+À(y-x))~(x) Vì..e(O,l) e quindi f(x+À(yX,X))-f(x) ~ V'J..e(O,l) da cui 
lim f(x+A.(y-x))-f(x) = ( _ )TVfi( ) """"" x~ X y x x a1. 
La condizione f(y)~(x) ~ (y-x)TVf(x)~ 't/x,ye C implica necessariamente a 
sua volta che f(y)>f(x) ~ (y-x)TVf(x)~ 'Vx,yeC. 
Resta da dimostrare che se f(y)>f(x) ~ (y-x)TVf(x)~ Vx,ye C allora 
necessariamente la funzione è quasi-concava. Si supponga per assurdo che la 
funzione non sia quasi-concava, ovvero che esistano due punti x,ye C e A:€(0,1) 
tali che f(y);;:f(X)>f(X+A{y-x)); la funzione f, essendo differenziabile, è continua e 
quindi esiste necessariamente Àe (O,A.) tale che f(x)>f(x+A(Y-X))>f(X+A{y-x)) ed 
f(x)>f(x+A.(y-x)) VA.e [À,X]. Per il teorema di Lagrange esiste quindi un valore 
çe (À,A.) tale che f(X+A{y-X) )=f(X+A(Y-X))+((X+X(y-X) )-(X+A(Y-X))) TVf(X+~(y-X)), 
da cui si ha (A-A)(y-x)TVf(x+ç(y-x))<O e quindi (y-x)TVf(x+~(y-x))<O; questa 
ultima disuguaglianza è assurda dal momento che, essendo f(y)>f(X+~(y-X)), 
risulta per ipotesi (Y-x-~(y-x))TVf(x+ç(y-x))=(1-~)(Y-x)TVf(X+~(y-x))~ da cui 
otteniamo (y-x)TVf(x+ç(y-x))~. 
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(Pseudo-concavità) Se f è pseudo-concava la condizione f(y)>f(x) implica che 
f(x+À.(y-x))-f(x) f(x+À.(y-x))~f(x)+A(l-A.)ç(x,y) 'VA.e (0,1) ovvero X ~1-A.)ç(x,y) 
. . T . f(x+A(y-x))-f(x) 
'VA.e(O,l) da cut ottemamo (y-x) Vf(x)= ~ X ~ç(x,y)>O. 
Supponiamo adesso per assurdo che esistano due punti x,ye C tali che f(Y)>f(x), 
(y-x:)TVf(x)>O e tali che per ogni valore positivo 90 esista un A.e (0,1) per cui 
f(x+A.(y-x))-f(x) . . . 1 
X <(1-A.)ç<ç; presa qumdi la successione {çi}c(O,l] con çi= t' 
i=l,2,3, ... ,+oo, siamo in grado di determinare una corrispondente successione 
f(x+À.j(y-x))-f(x) 1 . · 
{"-i}c(O,l) tale che Xi <I; la successtone {"-i}c(O,l)c[O,l] ammet-
te quindi una sottosuccessione convergente ad un valore Xe [0, l]. Se ~ allora 
. 1 . h 0 
f(x+X(y-x))-f(x) ~( 'l( :-. ··))""'~( ) .1 h .. nsu ta per t~+oo c e ~ , ovvero 1' X+A y-x SJ_, x , 1 c e e as-
X 
surdo poiché l'ipotesi garantisce la semistretta quasi-concavità di f (12). Se X=O 
. . . · T . f(x+À.j(y-x))-f(x) . 
allora nsulta, al tendere di 1 a +oo, che (y-x) Vf(x)= i~ . Xi SO il 
che è assurdo poiché nega l'ipotesi. 
(StrettQ, pseudo-concavità) La dimostrazione è analoga alla precedente. • 
Relativamente alle funzioni concave il precedente teorema fornisce la seguente 
interpretazione geometrica: una funzione differenziabile è concava se e solo se il 
suo grafico giace non al disopra di ogni suo iperpiano tangente, mentre è 
strettamente concava se e solo se il suo grafico giace al disotto di ogni suo 
iperpiano tangente. 
E' noto che una funzione derivabile è concava (strettamente concava) se e solo 
se la sua derivata è una funzione non crescente (decrescente); il seguente 
teorema [39, 65] estende tale proprietà alle funzioni a più variabili. 
12 La condizione f(y)>f(x) => (y-x) T Vf(x)>O 'Vx,ye C implica la quasi-concavità deUa funzione f. Si sup-
ponga adesso per assurdo che f non sia semisttettamente quasi-concava ovvero che esistano due punti 
i,ye C ed un valore reale L: (0,1) tali che f(y)>f(X) e f(i+i(Y-X))=f(i); per la quasi-concavità della funzio-
ne abbiamo che il punto (i+i(Y-X)) è di minimo locale per f sul segmento di estremi i ed y, poiché però 
risulta f(y)>f(X+i(Y-X)) si ba per ipotesi (y-(X+i(Y-i)))TVf(X+i(Y-X))>O da cui si ottiene necessariamente 
(y-X)TVf(X+i(Y-X))>O, disuguaglianza assurda poiché nega la minjmalità locale di (i+i(Y-i)). 
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Teorema 1.3.2 Una funzione reale f differenziabile su un aperto convesso 
cc:9tn risulta: 
concava se e solo se (y-x)T[Vf(y)-Vf(x)]!5;0 'r:/x,yeC 
strettamente concava se e solo se (y-x)T[Vf(y)-Vf(x)]<O 'r:/x,ye C, X*-Y 
fortemente concava se e solo se 3a>O t.c. (y-x)T[Vf(y)-Vf(x)]!5;-ally-xll2 'r:/x,ye C 
Dim. (Concavità) Supponiamo f concava e consideriamo due qualsiasi punti x 
ed y di C, per il teorema precedente si ha: 
f(y)Sf(x)+(y-x)TVf(x) ed f(x)Sf(y)+(x-y)TVf(y) 
da cui la tesi sommando membro a membro le due disuguaglianze. 
Supponiamo ora che sia (y-x)T[Vf(y)-Vf(x)]!5;0 'r:/x,ye C e consideriamo due 
punti qualsiasi x ed y di C; per il teorema del valor medio si ha che: 
3çe (0,1) tale che f(y)=f(x)+(y-x)TVf(x+ç(y-x)) 
' > 
e dall'ipotesi segue che: 
ç(y-x) T [Vf(x+ç(y-x))-Vf(x) ]=( (x+ç(y-x))-x) T[Vf(x~(y-x))-Vf(x) ]SO. 
Di conseguenza (y-x)TVf(x~(y-x))!5;(y-x)TVf(x) e quindi: 
f(y)=f(x)+(y-x) TVf(x+ç(y-x) )g(x)+(y-x) TVf(x), 
da cui la tesi. 
(Stretta concavità) La dimostrazione è analoga alla precedente relativa alle 
funzioni concave. 
(Forte concavità) Vedasi il corollario 1.7.1. • 
Il seguente teorema [34, 39, 87] fornisce una ulteriore caratterizzazione delle 
funzioni concave nel caso in cui siano di classe él. 
Teorema 1.3.3 Una funzione reale f di classe c2 su un insieme aperto 
convesso Cc9tn risulta: 
concava se e solo se v1V2f(x)vSO 'r:/xe C 'V ve 9tn 
strettamente concava se vl'Vlf(x)v<O 'r:/xe C 'V ve 9t~{ O} 
fortemente concava se e solo se 3a>O te. vl'Vlf(x)vs-avTv Vxe C Vve9tn 
Dim. (Concavità) Supponiamo f concava e prendiamo un qualsiasi punto x e C, 
un vettore ve 9tn ed un reale 1;1{) tale che x+tve C; per il teorema precedente 
abbiamo f(x+tv)g(x)+((x+tv)-x)TVf(x)=f(x)+tvTVf(x), poiché f è di classe él, 
dallo sviluppo di Taylor con resto di Peano si ha: 
f(x+tv )=f(x)+tvTVf(x)+ à h TV2f(x)v+<r(t,O)fllvll2, 
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con lim a(t,O)=O. Poiché f(x+tv)~f(x)+tvTV f(x) e t*O si ottiene che 
t~ O 
i t2v Tv 2f( x)v+a( x +tv ,x )t211vll2~0. da cui si ha v TV2f( x )v+ 2a(x +tv ,x )llvll2~0; 
passando al limite per t -*l si ha la tesi. 
Si supponga ora che vTV2f(x)vSO 'V x e C 'V ve 9tn; dallo sviluppo di Taylor con 
resto di Lagrange si ha che: 
Vx,ye C 31;e (0,1) tale che f(y )=f(x )+(y-x) TVf(x)+ à (y-x) TV:lf( x +l;(y-x) )(y-x); 
la tesi segue essendo per ipotesi (y-x)TV2f(x+ç(y-x))(y-x)S0. 
(Stretta concavità) La dimostrazione è analoga alla precedente relativa alle 
funzioni concave. 
(Forte concavità) Vedasi il corollario 1.7.1. • 
/ .· 
Si osservi che esistono funzioni strettamente concave la cui matrice Hessiana è 
semidefinita negativa ma non è definita negativa (ad esempio la funzione a valo-
ri reali f(x)=-x4 defmita su tutto 9t). 
Terminiamo questo sottoparagrafo mostrando che, sotto opportune ipotesi, il 
Teorema 1.3.1 permette di dimostrare che per le funzioni omogenee di grado l 
(13) la-quasi-concavità coincide con la concavità. 
Proprietà 1.3.1 Sia f:9t~~9t++ una funzione differenziabile omogenea di 
grado l. Allora f è concava se e solo se è quasi -concava. 
Dim. La necessità è ovvia; resta quindi da dimostrare che se f è quasi-concava 
allora è anche concava. Siano x ed y due punti qualsiasi di 9t~ e poniamo 
t=f(y)/f(x)>O; poiché f è omogenea di grado l si ha f(y)=tf(x)=f(tx), di conse-
guenza per la quasi-concavità risulta (y-tx)1Vf(tx)~. Essendo f omogenea di 
grado l ogni sua derivata parziale è omogenea di grado O, da cui Vf(tx)=Vf(x); 
per il teorema di Eulero si ha inoltre x TVf(x)=f(x). Dalla disuguaglianza prece-
dente si ha quindi yTVf(x)=yTVf(tx)~txTVf(tx)=tx1Vf(x)=tf(x)=f(y); essendo 
f(x)-x'I'Vf(x)=O si ha allora f(y)Sf(x)+(y-x)lVf(x), che implica la concavità di f. + 
13 Si ricorda che una funzione f:C~9t, con C cono di 9t0 ovvero sottoinsieme di 9t0 tale che A.xe C 
'v'xe C V'bO, è detta omogenea di grado a se risulta f(A.x)=A. ~(x) 'v'xe C 'v'A>O. 
Se inoltre C è un un insieme aperto ed f è differenziabile risulta: 
i) se f è omogenea di grado a allora ogni derivata paaiale àfldxi è omogenea di grado a-l; 
ii) (Th. di Eulero) f è omogenea di grado a se e solo se x1Vf(x)=af(x) 'v'xeC. 
Queste funzioni sono molto usate in economia, basti pensare alle funzioni di produzione Cobb-Douglas. 
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1.3.2. Funzioni fortemente pseudo-concave 
Sotto ipotesi di differenziabilità è stata introdotta [7, 34] la seguente una 
sottoclasse delle funzioni strettamente pseudo-concave. 
Dermizione 1.3.1 Sia f una funzione differenziabile a valori reali definita su un 
insieme aperto convesso Cc9t0 • La funzione f è detta fortemente pseudo-
concava (f.pcv) se è strettamente pseudo-concava e. se per ogni punto x e C ed 
ogni vettore ve 9t0 tale che v Tv= l e v1Vf(x)=O esistono due reali positivi E>O ed 
a>O tali che x±Eve C e g(t)=f(x+tv)~(x)- ~ cxt2 per ltl::>e. 
La classe delle funzioni fortemente pseudo-concave ha delle interessanti appli-
cazioni nella teoria della domanda del consumatore; sotto· opportune ipotesi 
infatti una funzione di utilità U fortemente pseudo-concava implica la differen-
ziabilità della funzione di domanda J3(p) del consumatore. 
Il seguente teorema [56] fornisce una condizione sufficiente per la forte pseudo-
concavità di una funzione. 
Teore10a 1.3.4 Sia f una funzione differenziabile a valori reali defmita su un 
insieme aperto convesso c~n. Se esiste un reale a.>O tale che: 
l 
f(y)>f(x)- 2 ally-xll
2 ~ (y-x)TVf(x)>O 'Vx,ye C, x*y, 
allora la funzione f è fortemente pseudo-concava. 
Dim. Una funzione di questo tipo è ovviamente strettamente pseudo-concava. 
Siano xe C e ve 9tn tali che v T v= l e vTVf(x)=O. Poiché C è un insieme aperto, 
esiste per il punto x un intorno circolare di raggio E>O interamente contenuto in 
C da cui, in particolare, x+tve C per ogni ltiSE. Per ipotesi 3a>O per cui la 
condizione (x+tv-x)TVf(x)=tvTVf(x)=O implica necessariamente che: 
f(x+tv)~(x)- ~ cxllx+tv-xll2=f(x)- ~ cnlvTv=f(x)- ~ ~. da cui la tesi • 
Tramite la caratterizzazione delle funzioni differenziabili fortemente concave e la 
precedente condizione sufficiente per la forte pseudo-concavità è possibile 
verificare che la classe delle funzioni fortemente concave è contenuta in quella 
delle funzioni fortemente pseudo-concave; la classe delle funzioni fortemente 
pseudo-concave è però distinta sia da quella delle strettamente pseudo-concave 
sia da quella delle fortemente concave, come mostrano i seguenti esempi. 
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Esempi 1.3.1 
Si considerino le seguenti funzioni f:9\~9\. 
i) f(x)=e-x 4: questa è una funzione strettamente pseudo-concava ma non 
fortemente pseudo-concava; 
={ 
3+4x per x<-1 
ii) f(x) -x4 per xe [-1,1] : questa è una funzione fortemente pseudo-concava 
3-4x per:x>1 
ma non fortemente concava. 
I risultati precedenti, relativi alle funzioni differenziabili concave generalizzate, si 
possono riassumere nel seguente diagramma. 
u 
jf.cvl 
qcv 1-~ ·· 
u 
c lss.qcvl 
u 
c ls.pcvl c 
u 
c ls.cvl c 
diagramma 4 
u 
~ 
1.3.3. Altre caratterizzazioni 
Altre interessanti caratterizzazioni per le funzioni differenziabili concave 
generalizzate sono state studiate da Diewert, A vriel e Zang in [34]; tali 
caratterizzazioni sono basate sulle proprietà di massimo e di minimo delle 
restrizioni delle funzioni concave generalizzate su una retta. 
Relativamente alle funzioni differenziabili quasi-concave una caratterizzazione 
può essere fornita in termini di minimi locali semistretti (14) (vedi anche [8]). 
14 Sia f una funzione a valori reali definita su un intervallo aperto C~ e sia xoe C. xo è un minimo 
locale semistretto per f se esistono due punti x,ye C, X<X()<y, tali che f(xo)Sf(x+A.(y-x)) VA.e (0,1) ed 
f(xo)<min{f(x),f(y)}; xo è invece un minimo locale semistretto "one-sided" per f se esistono due punti 
x,ye C, x<XQ<y, tali che f(xo)Sf(x+A.(y-x)) VA.e (0,1) ed f(xo)<f(x) oppure f(xo)<f(y). Si osservi che un 
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Teorema 1.3.5 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. La funzione f è quasi-concava se e solo se per ogni punto 
x e C ed ogni vettore ve 9tn tale che v Tv= l e vl'Vf(x)=O la funzione g(t)=f(x+tv) 
non ammette un minimo locale semistretto per t=O. Se inoltre f è di classe c2 
allora risulta quasi-concava se e solo se per ogni punto xe C ed ogni vettore 
ve 9tn tale che v T v= l e vl'Vf(x)=O risulta vTV2f(x)v<0 oppure vTV2f(x)v=O e la 
funzione g(t)=f(x+tv) non ammette un minimo locale semistretto per t=O. 
Il precedente teorema indica che la funzione f, ristretta su una retta passante per 
il punto x ed avente una direzione v ortogonale al gradiente di fin x, non 
ammette un minimo locale semistretto in x. In particolare, se Vf(x)=O per un .. 
qualche punto x di C allora x non è un minimo locale seniistretto per f rispetto 
ad una qualsiasi retta passante per x. 
Simili risultati, aventi quindi una analoga intetpretazione, sono ottenibili anche 
per le funzioni strettamente quasi-concave, semistrettamente quasi-concave, .. 
pseudo-concave e strettamente pseudo-concave [34]. 
Teorenta .1.3.6 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. La funzione f è strettamente quasi-concava se e solo se per 
ogni punto x e C ed ogni vettore ve 9tn tale che v T v= l e v~f(x)=O la funzione 
g(t)=f(x+tv) non ammette un minimo locale per t=O. 
Se inoltre la funzione f è di classe él allora risulta strettamente quasi-concava se 
e solo se per ogni punto x e C ed ogni vettore ve 9tn tale che v T v= l e v1Vf(x)::O 
risulta v1V2f(x)v<O oppure v~2f(x)v=O e la funzione g(t)=f(x+tv) non ammette 
un minimo locale per t=O. 
Teorema 1.3.7 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cs:;9tn. La funzione f è semistrettamente quasi-concava se e solo se 
per ogni punto xe C ed ogni vettore ve 9tn tale che vTv=l e vTVf(x)=O la 
funzione g(t)=f(x+tv) non ammette un minimo locale semistretto "one-sided" 
per t=O. Se inoltre la funzione f è di classe c2 allora risulta semistrettamente 
punto di minimo locale stretto è anche un punto di minimo locale semistretto, che a sua volta è anche un 
punto di minimo locale semistretto "one-sided", che a sua volta è anche un punto di minimo locale. 
Si osservi inoltre che mentre in generale un punto di minimo locale può anche essere un punto di 
massimo globale ciò non può accadere per un pooto di minimo locale semistretto "one-sided''. 
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quasi-concava se e solo se per ogni punto x e C ed ogni vettore ve 9tn tale che 
vTv=l e vTVf(x)=O risulta vTV 2f(x)v<0 oppure vTV 2f(x)v=O e la funzione 
g(t)=f(x+tv) non ammette un minimo locale semistretto "one-sided" per t=O. 
Teorema 1.3.8 Sia f una funzione di classe c1 definita sull'insieme aperto 
convesso Cc9tn. La funzione f è [strettamente] pseudo-concava se e solo se per 
ogni punto x e C ed ogni vettore ve 9tn tale che v T v= l e v~f(x)=O la funzione 
g(t)=f(x+tv) ammette un massimo locale [stretto] per t=O. Se inoltre la funzione 
f è di classe c2 allora risulta [strettamente] pseudo-concava se e solo se per ogni 
punto xe C ed ogni vettore ve 9tn tale che vTv=l e vTVf(x)=O risulta 
vTV2f(x)v<0 oppure vTV2f(x)v=O e la funzione g(t)=f(x+tv) ammette un massi-
mo locale [stretto] per t=O. ,, .. 
Un analogo teorema è stato fornito [34] per le funzioni fortemente pseudo-
concave utilizzando il concetto di massimo locale forte (15). 
Teorema 1.3.9 Sia f una funzione di classe c1 definita sull'insieme aperto 
convesso Cc9tn. La funzione f è fortemente pseudo-concava se e solo se per 
ogni ptinto x e C ed ogni vettore ve 9tn tale che v T v= l e v~f(x)::O la funzione 
g(t)=f(x+tv) ammette un massimo locale forte per t=O. 
Se inoltre la funzione f è di classe él allora risulta fortemente pseudo-concava se 
e solo se per ogni punto xe C ed ogni vettore ve 9t0 tale che v T v= l e v'rVf(x)::O 
risulta v1V2f(x)v<0. 
Si osservi che in [34] i precedenti teoremi sono stati dimostrati anche in ipotesi 
di sottodifferenziabilità, assumendo soltanto che la funzione f sia in ogni punto 
x0 dell'insieme aperto convesso Cç:9tn direzionalmente derivabile rispetto ad 
ogni direzione unitaria ve9tn e tale che "fv<Xo>-t)(Xo). 
15 Sia f una funzione a valori reali definita su un intervallo aperto C~ e sia xoe C. xo ~ un massimo . 
locale forte per f se esistono due valori e>O ed a>O tali che [xo-e,xo+e]cC ed f(x)Sf(xo)-(1/2)a(x-xo)2 per 
ogni xe [xo-e,xo+e]. Si osservi che un punto di massimo locale forte~ anche un punto di massimo 
locale stretto, che a sua volta è anche un punto di massimo locale. 
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1.4. Trasformazioni monotone e teoremi di composizione 
In questo paragrafo si studieranno condizioni sotto le quali la trasformazione di 
una funzione concava generalizzata è ancora una funzione concava generaliz-
zata, e condizioni per le quali la somma od il prodotto di due funzioni è una 
funzione concava generalizzata. 
Al riguardo, alcuni dei risultati si possono trovare in [6, 65, 66]. 
Verranno inoltre mostrati alcuni teoremi di composizione, che generalizzano i 
risultati proposti in [6], che permetteranno di studiare la concavità generalizzata 
di una funzione complessa mediante la sua scomposizione in più funzioni scalari 
semplici da studiare. 
. · ... 
1.4.1. Trasformazioni monotone di una funzione 
Si inizia l'analisi delle trasformazioni monotone per le classi di funzioni di tipo 
concavo, per poi passare a quelle di tipo quasi-concavo e pseudo-concavo. 
Teorema 1.4.1 Sia C~9tn un insieme convesso, f:C---79t una funzione a valori 
reali, g:C'---79t, con C's;:9t insieme convesso tale che f(C)s;:C', una funzione con-
cava ed F=gof:C---79t la corrispondente funzione composta. Risulta: 
i) se f è concava oppure semi concava e g è monotona nondecrescente allora 
F è rispettivamente concava oppure semi concava; 
ii) se f è strettamente concava oppure semistrettamente concava e g è 
monotona crescente allora F è rispettivamente strettamente concava oppure 
semistrettamente concava. 
Dim. i) Sia f concava e siano x,ye C; per la nondecrescenza di g si ha che 
g(f(x+À.(y-x))~g(f(x)+À.(f(y)-f(x))) VÀe (0,1), da cui la tesi poiché la concavità di 
g implica che g(f(x)+À(f(y)-f(x)))~g(f(x))+À(g(f(y))-g(f(x))) VÀe (0,1). 
Sia ora f semi concava e siano x,ye C tali che F(y)>F(x), ovvero tali che 
g(f(y))>g(f(x)); la nondecrescenza di g implica che f(y)>f(x) e tale condizione a 
sua volta implica, per la semi concavità di f, f(x+À(y-x))~f(x)+À(f(y)-f(x)) 
V'Ae(0,1) da cui si ottiene, per la nondecrescenza e la concavità di g: 
g(f(x+À(y-x))~g(f(x)+À(f(y)-f(x))~g(f(x))+À(g(f(y))-g(f(x))) VÀE (0,1), 
ovvero F(x+À.(y-x))~(x)+À.(F(y)-F(x)) V'Ae(0,1), da cui la tesi. 
ii) Analoga alla dimostrazione del punto i). 
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In modo analogo si dimostra che sotto ipotesi di convessità della funzione g 
risulta che F è convessa se f è concava e g è monotona noncrescente, 
strettamente convessa se f è strettamente concava e g è monotona decrescente. 
Il seguente esempio mostra come nel precedente Teorema 1.4.1 non possa essere 
rilasciata l'ipotesi di convessità della funzione g, oltre che della sua monotonia, 
al fine di ottenere una funzione composta di tipo concavo. 
Esempio 1.4.1 
Si considerino le funzioni g(y)=y3 ed f(x)=x; la funzione f è concava mentre la 
funzione g è crescente ma non concava, il Teorema 1.4.1 non è applicabile per la 
non concavità della funzione g ed in particolare la funzione composta 
g(f(x) )=x3 non è concava. 
., ... 
Si stabiliscono adesso alcuni risultati relativi alle funzioni di tipo quasi-concavo, 
per i quali non è più necessario assumere la concavità della funzione g. 
Teorema 1.4.2 Sia Cc9tn un insieme convesso, f:C~9t una funzione a valori 
reali, g:f(C)~9t una funzione monotona nondecrescente ed F=gof:C~9t la 
corrispt>ndente funzione composta. Se f è quasi-concava oppure semi quasi-
concava allora F è rispettivamente quasi-concava oppure semi quasi-concava. 
Dim. Sia f qcv, ovvero f(x+A.(y-x))~n{f(x),f(y)} 'Vx,ye C, 'VA.e (0,1); ne 
consegue, per la nondecrescenza di g, che: 
g(f(x+À.(y-x)))~g(min{f(x),f(y)} )=min{g(f(x)),g(f(y))} 
ovvero F è quasi-concava. Siano adesso x,ye C tali che g(f(y))>g(f(x)), per la 
nondecrescenza di g risulta f(y)>f(x); poiché f è semi, quasi-concava segue che 
f(x+A.(y-x))~(x) 'VA.e (0,1) da cui, sempre per la nondecrescenza di g, si ha 
g(f(x+À.(y-x))~g(f(x)) 'VA.e (0,1); la funzione F è quindi sm.qcv. + 
Si osservi che in modo del tutto analogo si può dimostrare che se la g è monoto-
na noncrescente allora la funzione F è rispettivamente quasi-convessa o semi 
quasi-convessa. 
Dal Teorema precedente segue, essendo ogni funzione concava anche quasi-
concava, che ogni trasformazione nondecrescente di una funzione concava è 
una funzione quasi-concava; si osservi che non vale il viceversa, ovvero che 
esistono delle funzioni quasi-concave che non sono ottenibili per composizione 
da alcuna funzione concava; tale problematica è nota come concavificabilità di 
una funzione [3, 51, 53, 61, 86, 96]. 
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Teorema 1.4.3 Sia Cc9tn un insieme convesso, f:C~9t una funzione a valori 
reali, g:f(C)~9t una funzione monotona crescente ed F=gof:C~9t la corrispon-
dente funzione composta. 
Se f è semistrettamente quasi-concava, strettamente quasi-concava, quasi-
concava in senso esteso oppure strettamente quasi-concava in senso esteso 
allora F verifica la stessa proprietà. 
Dim. Sia g(f(y))>g(f(x)), ciò implica per la crescenza di g che f(y)>f(x); se f è 
ss.qcv si ha f(x+À.(y-x))>f(x) 'VÀ.e (0,1) e perciò, per la crescenza di g, risulta 
g(f(x+À.(y-x)))>g(f(x)) 'VÀ.e(O,l) ovvero F è ss.qcv. 
Sia adesso g(f(y))~g(f(x)), ciò implica per la crescenza di g che f(y)~(x); se f è 
s.qcv si ha f(x+À.(y-x))>f(x) 'VÀ.e (0,1) e, per la crescenza di g, si ottiene 
g(f(x+À.(y-x)))>g(f(x)) 'VÀ.e (0,1) ovvero F è s.qcv. ~ · 
Sia ora g(f(y))=g(f(x)), ciò implica per la crescenza di g che f(y)=f(x); se f è e.qcv 
si ha f(x+À.(y-x))~f(x) 'VÀ.e (0,1) e perciò, per la crescenza di g, risulta 
g(f(x+À.(y-x)))~g(f(x)) 'VÀ.e (0,1) ovvero F è e.qcv. 
Se infme f è es.qcv risulta f(x+À.(y-x))>f(x) 'VÀ.e (0,1) da cui, per la crescenza di g, 
si ha g(f(x+À.(y-x)))>g(f(x)) 'VÀ.e (0,1) ovvero F è es.qcv. t 
In modo analogo si dimostra che se nel Teorema 1.4.3la funzione g è monotona 
decrescente allora F è rispettivamente semistrettamente quasi-convessa, stretta-
mente quasi-convessa, quasi-convessa in senso esteso oppure strettamente 
quasi-convessa in senso esteso. 
I precedenti teoremi di trasformazione permettono di estendere la Proprietà 1.3 .l 
relativa alle funzioni omogenee. 
Corollario 1.4.1 Sia f:9t~~9t++ una funzione differenziabile omogenea di 
grado ae(O,l]. Allora f è concava se e solo se è quasi-concava. 
Dim. La necessità è ovvia, resta quindi verificare che se f è quasi..;concava allora 
è anche concava. Siano g:9t++~9t++ h:9t!+~9t++ tali che g(y)=ya ed 
h(x)=[f(x)] 11a; per costruzione risulta f=g0 h. 
Per il Teorema 1.4.2, la funzione h è quasi-concava in quanto trasformazione 
nondecrescente della funzione f quasi-concava ed è inoltre anche omogenea di 
grado l, poiché h(tx)=[f(tx)] 11a=[taf(x)] 11a=t[f(x)] 11a=th(x), risultando cosl 
concava per la Proprietà 1.3.1. 
D'altra parte g verifica le condizioni g'(x)=aya-1>0 e g"(x)=a(a-l)ya-2sO 
essendo y>O ed ae (0, l] ed è di conseguenza crescente e concava. 
Per il Teorema 1.4.1 quindi la funzione f=goh è concava. t 
42 
Cap. l Concavità generalizzata: caso scalare 
Risultati analoghi a quelli stabiliti per le funzioni quasi-concave valgono anche 
per le funzioni differenziabili pseudo-concave. 
Teorema 1.4.4 Sia Cc9tn un insieme convesso, f:C~9t una funzione differen-
ziabile a valori reali, g:f(C)~9t una funzione derivabile monotona crescente tale 
che g'(y)>O 'Vye f(C) ed F=g0f:C~9t la corrispondente funzione composta. 
Se f è pseudo-concava oppure strettamente pseudo-concava allora F è rispetti-
vamente pseudo-concava oppure strettamente pseudo-concava. 
Dim. Siano x,ye C tali che (y-x)'I'VF(x)SO; poiché VF(x)=g'(x)Vf(x) e g'(x)>O si 
ha (y-x)TVf(x)SO. Se f è pcv allora f(y)Sf(x) da cui g(f(y))Sg(f(x)) per la 
crescenza di g, se invece f è s.pcv allora f(y)<f(x) da cui, sempre per la crescenza 
di g, g(f(y))<g(f(x)). ~- .. + 
In modo analogo si dimostra che se nel Teorema 1.4.4la funzione g è monotona 
decrescente e g'(y)<O 'Vye f(C) allora F è rispettivamente pseudo-convessa e 
strettamente pseudo-convessa. 
1.4.2. Composizione di funzioni scalari concave generalizzate 
L'importanza dello studio della composizione di funzioni scalari concave 
generalizzate stà nel fatto che esso può essere utilizzato per verificare la conca-
vità generalizzata di una funzione complicata da studiarsi direttamente. 
I risultati che vengono proposti in questo sottoparagrafo generalizzano quelli 
proposti in [6]. 
Dei seguenti risultati non sarà fornita la dimostrazione in quanto conseguenza 
immediata dei Teoremi 2.4.2, 2.4.3 e 2.4.4 del prossimo capitolo. 
Corollario 1.4.2 Si considerino le funzioni f:S~9tm e g:D~9t, con S~9t0 e 
Dc:9tminsiemi convessi tali che f(S)d). 
Siano inoltre le funzioni f e g tali che: 
g(f(x+À(y-x)))~g(f(x)+À(f(y)-f(x))) 'VÀe (0,1) Vx,ye S, X*Y. (1.4.1) 
Se g è cv, q cv, sm.qcv, ss.qcv, e.qcv, pcv allora la funzione composta 
(go0:S~9t è rispettivamente cv, qcv, sm.qcv, ss.qcv, e.qcv, pcv. 
Nel caso inoltre in cui risulti f(x);tf(y) Vx,ye S, x*y, si ha che se g è s.cv, s.qcv, 
es.qcv, s.pcv allora la funzione composta (gof):S~9t è rispettivamente s.cv, 
s.qcv, es.qcv, s.pcv. 
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Corollario 1.4.3 Si considerino le funzioni f:S~9tm e g:D~9t, con S~9tn e 
Dc:9tm insiemi convessi tali che f(S)cD. 
Siano inoltre le funzioni f e g tali che: 
g(f(x+A{y-x)))>g(f(x)+À(f(y)-f(x))) 'V"Ae (0,1) 'Vx,ye S, X'*Y· (1.4.2) 
Se g è cv, qcv, sm.qcv, e.qcv, allora la funzione composta (go0:S~9t è rispetti-
vamente s.cv, s.qcv, ss.qcv, es.qcv. 
Il seguente teorema, analogo al Corollario 1.4.3, è invece relativo alle funzioni 
strettamente pseudo-concave. 
Teorema 1.4.5 Si considerino le funzioni f:S~9tm e g:D~9t, con S~9tn e 
Dc9tm insiemi convessi tali che f(S)~D; siano inoltre le fo~zioni f e g tali che 
vale la (1.4.2), ovvero: 
g(f(x+À(y-x)))>g(f(x)+À(f(y)-f(x))) 'VÀE (0,1) 'Vx,ye S, X'*Y· 
Se g è semicontinua superiormente e pseudo-concava allora la funzione 
composta (go0:S~9t è strettamente pseudo-concava. 
Dim. Essendo la funzione g pseudo-concava allora anche la funzione 
composta gof, per il Corollario 1.4.2, è a sua volta pseudo-concava; la funzione 
g inoltre, essendo semicontinua superiormente, risulta anche quasi-concava e 
quindi, per il Corollario 1.4.3, la funzione composta gof è anche strettamente 
quasi-concava. La tesi segue quindi direttamente dal Teorema 1.1.6. • 
Si osservi che il precedente Teorema 1.4.5 estende un risultato analogo pro-
posto in [6], nel quale si richiedeva però una funzione g differenziabile e stretta-
mente pseudo-concava. 
Si osse~ inoltre che il Corollario 1.4.3 ed il Teorema 1.4.5 permettono di ottene-
re funzioni strettamente concave, strettamente quasi-concave, strettamente 
quasi-concave in senso esteso e strettamente pseudo-concave anche nel caso in 
cui la funzione f sia tale che per punti distinti x,ye S, x-:~=y, risulti f(x)=f{y). 
Il seguente teorema specifica alcune classi di funzioni che verificano le proprietà 
(1.4.1) ed (1.4.2). 
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Teorema 1.4.6 Si considerino le funzioni f:S~9tm e g:D~9t, con Sc9tn e 
Dc:9tm insiemi convessi tali che f(S)cD. 
Posto g(y)=g(y1, ••. ,ym), siano I* ={i: g non è monotona in Yi}, 
I+={i: g è nondecrescente in Yi}, ed r={i: g è noncrescente in Yi}. 
* Si supponga inoltre che la componente fi della funzione f sia affine se ie I , 
concava se i e~ e convessa se i e I-. 
Allora risulta: g(f(x+A.(y-x)))~g(f(x)+A.(f(y)-f(x))) VA,e (0,1) Vx,ye S, X*Y· 
Se inoltre esiste almeno una componente fi, i e ~ui-, strettamente concava o 
strettamente convessa tale che g sia strettamente monotona rispetto ad Yi allora 
si ha: g(f(x+A.(y-x)))>g(f(x)+A.(f(y)-f(x))) VÀe (0,1) Vx,ye S, X*Y. 
Dim. Siano x,yeS, X*Y, e sia Àe(O,l); per ipotesi si ha che: 
fi(À.x+(l-À)y)~(x)+(l-À)fi(y) per ieJ+; 
fi(Àx+(l-À)y)SÀ.fi(x)+(l-À)fi(y) per ier; 
fi(Àx+(l-À)y)=Àfi(x)+(l-À)fi(y) per iei*; 
per la defmizione di ~'re I* si ha quindi g(f(À.x+(l-À)y))~g(Àf(x)+(l-À)f(y)). 
Nel caso in cui per almeno un indice i e I+ui- una delle precedenti relazioni 
valga in senso stretto e la funzione g sia strettamente monotona in Yi allora si 
ha, sempre per la defmizione di J+, r e I*, g(f(Àx+(l-À)y) )>g(Àf(x)+(l-À)f(y) ). + 
I risultati precedenti, che estendono in parte quelli noti in letteratura, possono 
essere utilizzati per studiare la concavità generalizzata della funzione obiettivo 
del seguente problema di programmazione matematica: 
P· { max h(x)=[f(x)]~[d0+dTx]a 
· xe S={xe9tn: :QQ, Ax=b} 
dove A è una matrice reale con m righe ed n colonne, be 9tm, de 9t8 , do e 9t, a e P 
sono parametri reali non nulli ed inoltre f(x)>O e (d0+dTx)>O VxeS. 
Questa classe di funzioni appare non solo nella programmazione matematica ma 
anche in economia; basta ricordare la funzione di produzione di Wicksell-Cobb-
Douglas P(L,K)=cL aKP dove c è un parametro che dipende dal grado di effi-
cienza dell'attività produttiva, a e p sono costanti positive ed L e K denotano le 
quantità impiegate rispettivamente di lavoro e capitale (si ricordi che questa 
funzione di produzione è omogenea di grado a+fi) .. 
La concavità generalizzata di h si può efficientemente studiare, tramite i prece-
denti teoremi di composizione, come funzione composta h(x)=g(f(x),d0+dTx), 
dove g:9tL.~9t è tale che g(y1 ,y2)=y1~y2a. 
D seguente lemma mostra le caratteristiche peculiari della funzione g. 
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Lemma 1.4.1 Sia g:9\L.~9t, la funzione g(y1 ,y2)=y1~y2a, con a,~e9t, a,~. 
La funzione g verifica le seguenti proprietà: 
i) rispetto ad y1 è strettamente monotona crescente per ~>0 e strettamente 
monotona decrescente per ~<0; 
ii) rispetto ad y 2 è strettamente monotona crescente per a>O e strettamente 
monotona decrescente per a<O; 
iii) se a<O e JkO allora g è strettamente convessa; 
{ 
se a+fkl h è strettamente concava 
iv) se a.>O e ~>0 allora se a+~= l h è concava ; 
se a+~> l h è strettamente pseudo-concava 
{ 
se a+fkO h è strettamente pseudo-concava 
v) se ~<() allora se a+~::O h è pseudo-affme -~ · ·· . 
se a+~>O h è strettamente pseudo-convessa 
I risultati ottenibili per la funzione h, che estendono quelli proposti in [ 6, 85], 
sono riassunti nella tabella seguente. 
Valori dei Proprietà componente f(x) nell'insieme ~+ 
parametri a e ~ cv s.cv ex s.cx lineare 
a>() ~~l cv s.cv cv 
~>0 ~a> l pc v s.pcv pc v 
a <O ~a<O pc v s.pcv pc v 
~>0 ~+a= O pc v s.pcv pc x s.pcx pcv & pcx 
~a> O pc x s.pcx _pc x 
a>() ~a<O pc v s.pcv pc v 
JkO P+ a= O pc x s.pcx pc v s.pcv pçv & pcx 
~a> O pc x s.pcx pc x 
a<O ' JkO ex s.cx ex 
Casi particolari del precedente problema sono il caso ~=l, affrontato in [12, 15-
18, 67] ed approfonditamente studiato in [18], ed il noto caso ~=l ed a=-1 della 
programmazione frazionaria, ampiamente studiato sia dal punto di vista teorico 
sia dal punto di vista della risoluzione algoritmica [11, 14, 68]. 
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Funzioni del tipo h( x)=~~~~~, con l'ipotesi che sia flx)>O V'x eS, sono molto 
utilizzate in economia ed in fmanza [20], basti pensare a tutti i problemi in cui si 
devono studiare rapporti del tipo: 
profitto profitto rendimento costo 
capitale ' ricavo ' rischio ' tempo ' 
produzione 
lavoro 
Per completezza si ricorda che, tramite i precedenti teoremi di composizione, per 
tali funzioni si ottengono i seguenti risultati: 
Insieme di Proprietà Proprietà componente f1 nell'insieme D 
Riferimento compon. f2 s.cv cv ex s.cx 
D fn s.pcv pc v pc x s.pcx 
{yeD: y1<0} 
.. 
s.cv s~cv 
{yeD: Yt«>l s.cx s.pcx 
{yeD: Yt>O} s.cv s.pcx 
{ye D: Yt>O} s.cx s.pcv 
{yeD: y1SO} cv s.pçv j)CV 
{yeD: y1SO} ex pc x s.pcx 
{yeD: Yt~l cv pc x s.pcx 
{yeD: Yt~l ex s.pcv _Q_CV 
Si osservi che si ritrova il ben noto risultato secondo cui se entrambe le funzioni 
f 1 ed f2 sono affmi allora la funzione composta h è pseudo-affme. 
Direttamente dal Corollario 1.4.2 si ottiene infine n·seguente risultato relativo 
alla composizione di una funzione affme vettoriale. 
Corollario 1.4.4 Si considerino la funzione affme f:S~9tm, f(x)=Ax+b, dove 
Ae9tmxn e be9tm, e la funzione g:D~9t, con S~9t0 e D~9tm insiemi convessi 
tali che f(S~. 
Se g è cv, qcv, sm.qcv, ss.qcv, e.qcv, pc v allora la funzione composta 
(gof):S~9t è rispettivamente cv, qcv, sm.qcv, ss.qcv, e.qcv, pcv. 
Inoltre se la matrice A è quadrata ed invertibile si ha che se g è s.cv, s.qcv, 
es.qcv, s.pcv allora la funzione composta (gof):S~9t è rispettivamente s.cv, 
s.qcv, es.qcv, s.pcv. 
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Quest'ultimo corollario permette, ad esempio, di determinare la concavità gene-
ralizzata della funzione h(x)=(gof)(x)=(c0+cTx)(d0+dTx)a, dove g(y,z)=yza ed 
f(x)=Ax+b con A={~~] e b={~~, che appare come funzione obiettivo in alcuni 
problemi di programmazione frazionaria [18]. 
Risulta infatti, per il Corollario 1.4.4, che tale funzione è affine per a=O, 
pseudo-affme per a.=-l, mentre per <X*0,-1 risulta: 
{x e R: h(x)~} 
-l<a<O p cv 
<X<-1 'a>() pc x 
{xeR: h(x)~} 
pc x 
p cv 
' ' . 
1.4.3. Struttura algebrica delle funzioni 
In questo sottoparagrafo si studiano le proprietà di concavità-generalizzata che 
vengono implicate dalla somma o prodotto di funzioni concave generalizzate. 
Iniziamo dalla seguente ben nota proprietà delle funzioni concave [65]. 
Propri~tà 1.4.1 Siano f1, ••• ,fm funzioni concave a valori reali defmite sull'insie-
me convesso c~n e siano inoltre a 1, ••• ,am numeri reali non-negativi. 
m 
Allora la funzione g=a1f1+ ... +<Xmfm= I,aifi è concava su C e .se inoltre esiste 
i= l 
un indice j e l, ... ,m per cui fj è strettamente concava ed <Xj>O allora g è 
strettamente concava. 
Dim. Per la convessità delle fh i= l, ... ,m, si ha fi(x+À.(y-x))~i(x)+À.(fi(y)-fi(x)) 
'VÀ.e (0,1) Vx,ye C; essendo <lj~, i= l, ... ,m, risulta, sommando membro a membro: 
m m 
g(x+À.(y-x))= I,aifi(x+À.(y-x))~ I,<Xifi(x)+À.(<Xifi(Y)-<Xifi(x))=g(x)+À.(g{y)-g(x)). 
i=l i=l 
Se infme per je {l, ... ,m} si ha fj(x+À.(y-x))>fj(x)+À.(fj(y)-fj(x)) e aj>O allora la 
disuguaglianza precedente è verificata in senso stretto e quindi g è s.cv. + 
Dalla proprietà precedente segue che la somma di due funzioni concave è 
ancora una funzione concava, mentre la somma di una funzione concava con 
una strettamente concava è strettamente concava; tale proprietà non vale per le 
altre classi di funzioni concave generalizzate, come evidenzia il seguente 
esempio 1.4.2 i). Anche il prodotto di due funzioni concave generalizzate non 
è, in generale, concavo-generalizzato, come mostra I' esempio 1.4.2 ii). 
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Esempi 1.4.2 
Si considerino le seguenti funzioni derivabili, definite su tutta la retta dei reali. 
i) f1(x)=x3+x ed f2(x)=-x3+x2-x: risulta f;(x)=3x2+1>0 e f;(x)=-3x2+2x-1<0 
Tf x e 9t, di conseguenza, per il Teorema 1.5 .13 che sarà dimostrato nel 
prossimo paragrafo, entrambe le funzioni sono sia strettamente pseudo-
concave sia strettamente pseudo-convesse,; la loro somma però, data dalla 
funzione g(x)=x2, è strettamente convessa e non è quindi neanche quasi-
concava. 
ii) f1(x)=f2(x)=x: le due funzioni identità sono affmi (e quindi concave), ma il 
loro prodotto è ancora dato dalla funzione g(x)=x2. 
Valgono tuttavia alcune proprietà, relative al prodotto ed al rapporto di funzioni 
positive concave e/o convesse. 
Proprietà 1.4.2 Se f1 ed f2 sono due funzioni concave positive definite 
sull'insieme convesso C~9tn, allora la funzione h=f1f2 è pseudo-concava; se 
inoltre almeno una di esse è strettamente concava allora anche g è strettamente 
pseud6-concava. 
Dim. Segue dal precedente Lemma 1.4.1 e dai teoremi di composizione di cui al 
Corollario 1.4.2 ed al Teorema 1.4.5, osservando che la funzione g(y1,y2)=y1y2, 
definita per y1,y2>0, è strettamente pseudo-concava, continua e crescente nelle 
due componenti. + 
Proprietà 1.4.3 Se f1 ed f2 sono due funzioni positive definite. sull'insieme 
convesso C~9tn, f1 è concava ed f2 è convessa allora la funzione h=f1/f2 è 
pseudo-concava. 
Dim. Segue dal Lemma 1.4.1 e dal teorema di composizione di cui al Corollario 
1.4.2, osservando che la funzione g(y1,y2)=y1/y2, defmita per y1,y2>0, è pseudo-
concava, crescente rispetto alla y1 e decrescente rispetto a y2. • 
Si osservi che il Lemma 1.4.1 ed i teoremi di composizione del paragrafo 
precedente permettono di ottenere, in modo analogo a quanto fatto nelle 
Proprietà 1.4.2 e 1.4.3, molti altri risultati che non sono citati per non appesantire 
eccessivamente l'esposizione. 
Dai teoremi del sottoparagrafo 1.4~ l otteniamo infme il seguente corollario. 
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Corollario 1.4.5 Sia Cc~n un insieme convesso, f:C--7~ una funzione a 
valori negativi od a valori positivi ed 1/f:C--7~ la funzione reciproca di f. 
Se f è qcv, sm.qcv, ss.qcv, s.qcv, e.qcv, es.qcv, pcv oppure s.pcv allora 1/f è 
rispettivamente qcx, sm.qcx, ss.qcx, s.qcx, e.qcx, es.qcx, pcx oppure s.pcx. 
Dim. Segue dai Teoremi 1.4.2, 1.4.3 ed 1.4.4 osservando che la funzione 
g(y)=1/y, tale che 1/f=g0 f, è decrescente e tale che g'(y)<O per ogni y;tO. + 
Corollario 1.4.6 Sia Cc9tn un insieme convesso, f:C~9t++ una funzione a 
valori positivi ed 1/f:C~9t la funzione reciproca di f. 
Se f è concava oppure strettamente concava allora 1/f è rispettivamente conves-
sa oppure strettamente convessa. 
Dim. -Segue dal Teorema 1.4.1 osservando che la funzioQe g(y)=1/y, tale che 
1/f=g0 f, è decrescente e convessa per y>O. ·. • 
I seguenti esempi evidenziano l'importanza dell'ipotesi di positività delle fun-
zioni concave nel Corollario 1.4.3; l'esempio 1.4.3 i) mostra infatti una funzione 
concava negativa con funzione reciproca ancora concava, mentre l'esempio 
1.4.3 ii) mostra una funzione concava negativa avente funzione reciproca né 
concava né convessa. 
Esempi 1.4.3 
Si considerino le seguenti funzioni negative, defprlte su tutta la retta dei reali. 
i) la funzione f(x)=-ex è concava e la sua funzione reciproca 1/f(x)=-e-x è 
ancora concava. 
ii) la funzione f(x)=-x2-1 è concava ma la reciproca 1/f(x)=-1/(x2+1) non è né 
concava né convessa. 
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1.5. Funzioni affini generalizzate 
Come è noto, una funzione affme può essere concepita come una funzione sia 
concava sia convessa; estendendo tale concezione ad altre classi di funzioni 
concave (convesse) generalizzate sono state defmite in letteratura [6, 70, 90, 91] 
le funzioni pseudo-monotone (sia pseudo-concave sia pseudo-convesse), quasi-
monotone (sia quasi-concave sia quasi-convesse) ed "explicitly quasi-
monotone" (sia semistrettamente quasi-concave sia semistrettamente quasi-
convesse), denominazioni che ben evidenziano come esse siano state defmite 
allo scopo di estendere alle funzioni a più variabili il concetto di monotonia (16), 
proprio delle funzioni ad una sola variabile. 
Non è mai stato compiuto però uno studio organico di tu~te le possibili classi 
che si possono ottenere estendendo, nel modo esposto, il concetto di affinità; 
scopo di questo paragrafo è pertanto quello di ottenere, a partire dalle varie 
classi di funzioni concave generalizzate introdotte nei paragrafi precedenti, tutte 
le possibili funzioni che estendono il concetto di affinità di una funzione, di 
studiame le proprietà, le relazioni di inclusione, il comportamento sotto ipotesi di 
differenziabilità, il modo in cui viene da esse esteso il concetto di monotonia e le . 
proprietà relative alle trasformazioni di funzione. 
Visto lo scopo con cui queste classi vengono defmite, esse saranno dette classi 
di funzioni affini generalizzate, non verranno pertanto usati per le classi già 
defmite in letteratura i termini pseudo-monotona e quasi-monotona, preferendo 
ad essi i nomi pseudo-affme e quasi-affme; tale scelta ha anche l'ulteriore scopo 
di evitare confusione con le mappe monotone generalizzate [56] che verranno 
studiate nel prossimo capitolo. 
16 Si ricordi che una funzione f:A-+9t, con Adl sottoinsieme dei reali, è detta crescente se y>x implica 
f(y)>f(x) 'Vx,ye A, decrescente se y>x implica f(y)<f(x) 'Vx,ye A, noncrescente se y>x implica f(y~(x) 
'Vx,ye A, nondecrescente se y>x implica f(y)~(x) 'Vx,ye A, costante se f(y)=f(x) 'Vx,ye A; f è inoltre detta 
monotona se è noncrescente o nondecrescente, è detta strettamente monotontJ se è aescente o decrescente. 
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1.5.1. Definizioni e principali proprietà 
Di seguito vengono introdotte possibili defmizioni di funzioni affini generalizza-
te derivanti dalle funzioni di tipo concavo, di tipo quasi-concavo e di tipo 
pseudo-concavo; per completezza verranno ricordate anche le definizioni delle 
classi più note in letteratura. 
Definizione 1.5.1 Sia Cc9tn un insieme convesso e sia f:C~9t. 
La funzione f è detta affine [fn] se è sia concava sia convessa, ovvero se 
'Vx,ye C vale la seguente condizione (17): 
f(x+À(y-x))=f(x)+À(f(y)-f(x)) 'VAl= (0,1). 
Prima di introdurre nuove classi di funzioni affini generali~z;ate, si osservi preli-
minarmente che non esistono funzioni che siano contempOraneamente sia stret-
tamente concave sia strettamente convesse, inoltre non verranno definite fun-
zioni che siano contemporaneamente semi concave e semi convesse oppure 
semistretta.mente concave e semistretta.mente convesse, in quanto esse si ridu~o­
no rispettivamente alle funzioni affini ed alle funzioni costanti, così come è 
dimostrato nel seguente teorema. 
Teorema 1.5.1 Sia Cc9tn un insieme convesso e sia f:C~ 9t. 
i) f è sia semi concava sia semi convessa se e solo se è affine; 
ii) f è sia semistretta.mente concava sia semistretta.mente convessa se e solo se è 
costante. 
Dim. i) Si osservi inizialmente che f è sia semi concava sia semi convessa se e 
solo se per ogni x,ye C vale la condizione: 
f(y)>f(x) ~ f(x+À(y-x))=f(x)+À(f(y)-f(x)) VÀ.€(0,1) (1.5.1) 
La sufficienza segue dalla ( 1.5 .l); per la necessità si deve solamente dimostrare, 
ricordando la nota (13), che per ogni x,ye C vale la condizione: 
f(y)=f(x) ~ f(x+À(y-x))=f(x)+À.(f(y)-f(x))=f(x) VÀ.e (0,1). 
Si supponga per assurdo che esistano due punti x,ye C ed un reale A€(0,1) tali 
che f(y)=f(x) ed f(x+X{y-x))*f(x) e si supponga, senza perdita di generalità, che 
sia f(x+X{y-x))=f(x)+e con e>O. Per la (1.5.1) la funzione è affine nel segmento 
17 Si osservi che una funzione affine f:C-+9t, con c~n convesso, è alternativamente caratterizzabil 
per la Proprietà 1.1.1 come funzione tale che per ogni x,ye C vale la condizione: 
f(y)~(x) ~ f(x+A.(y-x))=f(x)+À(f(y)-f(x)) 't/li= (0,1). 
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di estremi x+X(y-x) ed y, di conseguenza per continuità esiste un reale Àe(X,1) 
tale che f(x+A{y-x))>f(x+À(y-x))>f(x); per la (1.5.1) f è affine nell'intervallo di 
estremi x ed x+A(y-x) cosicché f(x+À(y-x))<f(x+A(y-x)) TfÀe (O,A), condizione 
che contraddice la disuguaglianza f(x+X{y-x))>f(x+À(y-x)), 'Ae (O,A). 
ii) Segue direttamente dalle defmizioni di funzioni semistrettamente concave e 
semistrettamente convesse. • 
Si defmiscono adesso le funzioni affini generalizzate di tipo quasi-affine. 
Definizione 1.5.2 Sia C~9tn convesso e sia f:C~9t. La funzione f è detta: 
quasi-affine [qfn] se è sia quasi-concava sia quasi-convessa, ovvero se per 
ogni x,ye C vale la condizione: -· · 
f(y~(x) ~ f(y~(x+À(y-x));;:f(x) T/Àe (0,1); 
semistrettamente quasi-affine [ss.qfn] se è sia ss.qcv sia ss.qcx, ovvero se per 
ogni x,ye C vale la condizione: 
f(y)>f(x) ~ f(y)>f(x+À(y-x))>f(x) T/Àe (0,1); 
strettamente quasi-affine [s.qfn] se è sia s.qcv sia s.qcx, ovvero se valgono le 
condizioni: 
i) :llx,ye C, x*y, tali che f(y)=f(x), 
ii) Tfx,yeC si ha che: f(y)>f(x) ~ f(y)>f(x+À(y-x))>f(x) TfÀe(O,l); 
semi quasi-affine [sm.qfn] se è sia sm.qcv sia sm.qcx, ovvero se per ogni x,yeC 
vale la condizione: 
. f(y)>f(x) ~ f(y~(x+À(y-x));;:f(x) 'V'Ae (0,1); 
quasi-affine in senso esteso [e.qfn] se è sia e.qcv sia e.qcx, ovvero se per ogni 
x,ye C vale la condizione: 
f(y)=f(x) ~ f(y)=f(x+À(y-x))=f(x) TJ)..,e (0,1); 
strettamente quasi-affine in senso esteso [es.qfn] se è sia es.qcv sia es.qcx, 
ovvero se vale la condizione: 
:llx,ye C, x*J, tali che f(y)=f(x). 
La seguente proprietà, analoga alla Proprietà 1.1.2, segue direttamente dalle 
defmizioni date. 
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Proprietà 1.5.1 Sia f una funzione a valori reali defmita su un convesso c~n. 
i) la funzione f è quasi-affme se e solo se è sia semi quasi-affme sia quasi-affme 
in senso esteso; 
ii) la funzione f è strettamente quasi-affine se e solo se è sia semistrettamente 
quasi-affme sia strettamente quasi-affme in senso esteso. 
I risultati del Paragrafo 1.1, permettono di caratterizzare le funzioni quasi-affmi 
in termini di insiemi di livello superiore ed inferiore. 
Teorema 1.5.2 Una funzione a valori reali f defmita su un insieme convesso 
c~n è quasi-affme (18) se e solo se i suoi insiemi di livello superiore U(f,a) ed i 
suoi insiemi di livello inferiore L(f,a) sono convessi per ognj. valore reale a . 
. · 
Direttamente dalla definizione segue invece la caratterizzazione delle funzioni 
quasi-affmi generalizzate in termini di superfici di livello. 
Teorema 1.5.3 Una funzione a valori reali f defmita su un insieme convesso 
Cc9tn è quasi-affme in senso esteso se e solo se le sue superfici di livello Y(f,a) 
sono msiemi convessi per ogni valore reale a. 
Si definiscono adesso le funzioni affini generalizzate di tipo pseudo-concavo. 
Defmizione 1.5.3 Sia C~9tn convesso e sia f:C~9t. La funzione f è detta: 
pseudo-affine [pfn] se è sia pseudo-concava sia pseudo-convessa, ovvero se 
per ogni x,ye C vale la condizione (19): 
{ 
3ç(x,y)>O tale che VÀE(O,l) 
f(y)>f(x) ~ f(y)-À.(1-À.)ç(x,y)~(x+À.(y-x))~(x)+À.(l-À.}ç(x,y) ; 
18 Si osservi che una funzione f:C~9t, con Cdtn convesso, quasi-affine è alternativamente caratterizza-
bile cmne funzione tale che max{f(x),f(y)}~(x+À(y-x)~{f(x),f(y)} VA.e(O,l) Vx,yeC. 
19 Si osservi che una funzione che verifica tale condizione è sia pseudo-concava che pseudo-convessa; 
viceversa, direttamente dalle defmizioni, si ha che una funzione sia pseudo-concava sia pseudo-convessa 
verifica per ogni x,yeC la condizione: 
{ 
3;1(x,y)>O ed 3;2(x,y)>O tale che V'i..e (0,1) 
f(y)>f(x) ~ f(y)-'i..(l-A~1(x,y)~(x+À.(y-x)~(x)+'i..(l-'i..~2(x,y) ' 
da cui si ottiene queUa data nella definizione assmnendo ;=min {;1 , ; 2}. 
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strettamente pseudo-affine [s.pfn] se è sia s.pcv sia s.pcx, ovvero se valgono le 
condizioni: 
i) ~x,ye C, x*y, tali che f(y)=f(x), 
ii) 'Vx,ye C si ha che: 
{ 
3!;(x,y)>O tale che 'VÀe (0,1) 
f(y)>f(x) => f(y)-À(l-A.)!;(x,y)2f(x+A(y-x))~(x)+À(l-A.)ç(x,y) ; 
dove ç(x,y) dipende solo da x ed y. 
1.5.2. Relazioni di inclusione tra le classi 
In questo sottoparagrafo verranno studiate le relazioni di inclusione intercorren-
ti tra le varie classi di funzioni affmi generalizzate precedentemente definite. 
Un primo risultato è il seguente. 
Teorema 1.5.4 Se una funzione a valori reali f definita su un insieme convesso 
c~n è semistrettamente quasi-affme allora è anche quasi-affme. 
Dim. Si dimostra preliminarmente che se f è semistrettamente quasi-affme allora 
è anche quasi-affme in senso esteso; a tal fme si supponga per assurdo che ciò 
non sia vero e che quindi esistano, senza perdita di generalità, due punti x,ye C 
ed un valore reale Xe (0,1) tali che f(y)=f(x)>f(x+X(y-x)); essendo f ss.qfn risulta 
f(y)=f(x)>f(x+À.(y-x))>f(x+X(y-x)) 'VA.e (0,1), À*A. Di conseguenza preso un 
qualsiasi Ae(~l) risulta f(x)>f(x+A(y-x)) da cui si ha, sempre per la semistretta 
quasi-affmità di f, f(x)>f(x+A.(y-x))>f(x+À(y-x)) 'VA.e (O,À), condizione assurda 
essendo Xe (O,A.). 
La tesi segue pertanto direttamente dalle defmizioni di funzione quasi-affme in 
senso esteso e semistrettamente quasi-affme. • 
Si osservi che è stato ottenuto nel paragrafo 1.2, Teorema 1.2.2, un risultato ana-
logo per le. funzioni concave (convesse) generalizzate, ovvero che una funzione 
semistrettamente quasi-concava (o ss.qcx) è anche quasi-concava (qcx), con 
l'ipotesi aggiuntiva della superiore (inferiore) semicontinuità della funzione. 
Il teorema precedente permette di evidenziare le differenze esistenti tra le fun-
zioni semistrettamente quasi-affmi e quelle strettamente quasi-lineari; si osservi 
infatti che dalle definizioni precedenti, una sola condizione distingue le due 
classi di funzioni. V aie al riguardo il seguente teorema. 
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Teorema 1.5.5 Sia f una funzione a valori reali definita sull'insieme convesso 
Cc9tn. La funzione f risulta semistrettamente quasi-affine se e solo se la sua 
restrizione su ogni segmento contenuto in C è costante oppure strettamente 
quasi-affme. 
Dim. La sufficienza è banale, dobbiamo quindi dimostrare che se la funzione f è 
ss.qfn ma in un segmento [v,w]cC non è s.qfn allora deve essere costante in 
[v, w]. Per le ipotesi assunte e per la Definizione 1.5 .2 esistono due punti 
x,ye [v,w], x*y, tali che f(x)=f(y); si assuma inoltre, senza ledere la generalità, che 
sia x=v+À.1(w-v) ed y=v+~(w-v) con À.1 ,~e (0,1), À.1<~. Se fosse f(v)#(y) 
allora per la semistretta quasi-affmità di f si avrebbe f(v+À.(w-v))*f(y) VÀ.e (0,~), 
condizione assurda poiché f(x)=f(v+À.1(w-v))=f(y) con À.1e (0,~); analogamente 
si dimostra che deve necessariamente essere f(w)=f(x)=~(r)=f(v). Essendo f 
ss.qfn allora è anche, per il Teorema 1.5.4, qfn e quindi e.qfn; poiché f(v)=f(w) la 
funzione risulta quindi costante sul segmento [v, w]. • 
Analogamente a quanto è stato osservato in precedenza per le funzioni 
semistrettamente quasi-affmi e quelle strettamente quasi-affmi, una sola condi-
zione distingue le funzioni strettamente pseudo-affini da quelle pseudo-affmi; il 
teorem1l seguente puntualizza la differenza tra queste due classi di funzioni. 
Teorema 1.5.6 Sia f una funzione a valori reali definita sull'insieme convesso 
Cc9tn e sia [x,y]={zeC: z=x+À.(y-x), À.e(O,l)} Vx,yeC. . 
La funzione f risulta pseudo-affme se e solo se in ogni segmento [x,y ]~C è 
costante oppure strettamente pseudo-affme. 
Dim. La sufficienza è ovvia, dobbiamo quindi dimostrare che se la funzione f è 
pseudo-affine ma in un segmento [v, w ]~C non è strettamente pseudo-affme 
allora deve essere costante in [v, w]. Direttamente dalle defmizioni, si ha che una 
funzione pseudo-affme è anche semistrettamente quasi-affme; per la Defmizione 
1.5.3 inoltre, non essendo f s.pfn in [v,w], esistono due punti x,ye [v,w], x*y, tali 
che f(x)=f(y), pertanto la funzione f non può essere neanche strettamente quasi-
affine in [v,w]. Essendo quindi la funzione f ss.qfn ma non s.qfn nel segmento 
[v,w] allora deve essere, per il Teorema 1.5.5, costante in [v,w]. + 
Le relazioni intercorrenti tra le altre classi di funzioni affmi generalizzate seguo-
no direttamente dalle relative defmizioni; le relazioni di inclusione si possono 
pertanto riassumere nel seguente diagramma. 
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lsm.qfnl 
u 
je.qfnl :::> qfn 
u 
les.qfnl 
u 
:::> l s.qfnl c 
u 
ls.pfnj c 
diagramma 5 
u 
l ss.qfnl 
u 
~ 
u 
~ '' 
Per verificare che le classi di funzioni semi quasi-affini, quasi-affini in senso 
esteso e strettamente quasi-affini in senso esteso sono distinte tra loro e dalle 
altre classi analizzate si considerino i seguenti esempi di funzioni. 
Esempi 1.5.1 
Si considerino le seguenti funzioni superiormente sem.icontinue. 
1.) f( )={ l per XE [0,1] f . , f , , f · d" x - o per xE [0,1] : questa unz1one e sm.q n, non e pero e.q n e qutn 1 
neanche qfn; 
i l per x=O . ii) f(x) O per xe]O,l[ : questa funzione è e.qfn, non è però né sm.qfn (e . 2 perx=l 
quindi neanche qfn) né es.qfn; 
••• ) &( )={ -X per XE [0, l [ f . , f ( . di h f ) m ~~ x - x per x e [l ,2] : questa unztone e es.q n e qum anc e e.q n , non 
è però sm.qfn e quindi neanche qfn né s.qfn. 
Come è stato dimostrato nei paragrafi precedenti, sotto ipotesi di continuità 
della funzione le classi di funzioni semi quasi-concave e quasi-concave in senso 
esteso (sm.qcx e e.qcx) si riducono alla classe delle funzioni quasi-concave 
(qcx), ciò avviene anche per la classe delle funzioni strettamente quasi-concave 
in senso esteso (es.qcx) che si riduce alla classe delle funzioni strettamente 
quasi-concave (s.qcx). Da tali risultati si ottiene la seguente proprietà. 
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Proprietà 1.5.2 Sia f una funzione continua a valori reali definita su un 
insieme convesso Cc9t0 • Le seguenti condizioni sono equivalenti: 
i) f è quasi-affme in senso esteso; 
ii) f è quasi-affme; 
iii) f è semi quasi-affine. 
Risulta inoltre che f è strettamente quasi-affine in senso esteso se e solo se è 
strettamente quasi-affme. 
Direttamente dalla Proprietà 1.5.2 e dal Teorema 1.5.3 si ottiene il seguente risul-
tato che è stato dimostrato in [ 6] in modo più complesso. 
Proprietà 1.5.3 Una funzione continua a valori reali f defmita su un insieme 
convesso Cc9tn è quasi-affme se e solo se le sue supetfici di'livello Y(f,a) sono 
insiemi convessi per ogni valore reale a. 
Le relazioni di inclusione tra le classi, sotto ipotesi di continuità, possono così 
essere riassunte dal diagramma 6. 
e.qfn = qfn = sm.qfn 
u u 
!es.qfn = s.qfnl c lss.qfnl 
u u 
ls.pfnl c ~ 
u 
~ 
diagramma 6 
I seguenti esempi di funzioni continue mostrano che le classi di funzioni affini 
generalizzate considerate sono distinte l'una dall'altra. 
Esempi 1.5.2 
i O perx<O i) f(x) x per xe [0,1] : questa funzione è qfn, non è però ss.qfn (e quindi l perX>l 
neanche s.qfn); 
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ii) f(x)=x3: questa funzione è s.qfn (e quindi ss.qfn), non è però pfn (e quindi 
neanche s.pfn); 
iii) f(x)=x3+x: questa funzione è s.pfn (e quindi anche pfn), non è però fn; 
iv) f(x)=k: la funzione costante è fu (e quindi anche pfn, ss.qfn e qfn), non è 
però s.qfn (e quindi neanche s.pfn). 
1.5.3. Funzioni affini generalizzate differenziabili 
Il teorema seguente stabilisce delle caratterizzazioni per le classi di funzioni 
differenziabili affmi, quasi-affmi e pseudo-affmi [1, 5, 34, 65, 75, 91]. 
Teorema 1.5. 7 Sia Cc9tn un insieme aperto convesso. La funziòne differen-
ziabile f:C-+9t risulta: -:. · 
affme <::> f(y)=f(x)+(y-x)TVf(x) 'Vx,yeC 
pseudo-affme <::> f(y)>f(x) => (y-x)TVf(x)>O e (y-x)TVf(y)>O 'Vx,yeC 
quasi-affme <::> f(y)~(x) => (y-x)TVf(x)~ e (y-x)TVf(y)~ 'Vx,ye C 
<::> f(y)>f(x) => (y-x)TVf(x)~ e (y-x)TVf(y)~ 'Vx,yeC 
Dal Teorema 1.5.7 si può dedurre il seguente risultato [69] relativo alle funzioni 
quasi-affini. 
Teorema 1.5.8 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. La funzione f è quasi-affme se e solo se è verificata la seguente 
condizione: 
f(y)~(x) => (y-x)TVf(x+À(y-x))~ 'V"Ae(0,1) 'Vx,yeC. 
E' possibile inltre ottenere la seguente ulteriore caratterizzazione relativa alle 
funzioni pseudo-affmi [59]. 
Teorema 1.5.9 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso C~9tn. La funzione f è pseudo-affine se e solo se per ogni x,ye C è 
verificata la seguente condizione: 
f(y)=f(x) <=> (y-x) TVf(x)=O. 
Un'altra utile caratterizzazione delle funzioni pseudo-affmi, analoga a quella 
relativa alle funzioni pseudo-concave, è la seguente [6, 34]. 
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Teorema 1.5.10 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. La funzione f è pseudo-affine se e solo se per ogni punto x e C 
ed ogni vettore VE SJtD tale che vTv=1 e vTVf(x)::() la funzione g(t)=f(x+tv) è 
costante per ogni te 9t tale che x+tve C. 
Dim. Per il Teorema 1.5. 7 la funzione f è pseudo-affme se e solo se per ogni 
x,ye C, vale la condizione: 
(y-x)TVf(x)SO oppure (y-x)TVf(y)SO => f(y)Sf(x); 
si osservi preliminarmente che, per semplice ridenominazione dei punti x ed y, la 
precedente condizione è equivalente alla successiva: 
(y-x)TVf(x)~ oppure (y-x)TVf(y)~ => f(y~(x). 
Sia quindi f pseudo-affme, sia x e C e sia ve 9tn tale che vTv=1 e v'TVf(x)::O; per 
ogni y=x+tve C, te 9t, si ha quindi (y-x)TVf(x)::O che per le condizioni prece-
,. .· 
denti implica f(y)Sf(x) ed f(y)~(x), di conseguenza la funzione g(t)=f(x+tv) ri-
sulta costante. 
Si dimostra adesso la sufficienza supponendo per assurdo che la funzione f non 
sia pseudo-affine e che quindi, per il Teorema 1.5.7, esistano due punti x,ye C 
tali che f(y)>f(x) ed inoltre (y-x)TVf(x)SO oppure (y-x)TVf(y)SO. Si osservi 
inizialmente che se fosse (y-x)TVf(x)=O oppure (y-x)TVf(y)=O allora per ipotesi 
la funiìone g( t)=f(x+tv ), con v= 11;~ ~Il , dovrebbe essere costante per ogni te 9l 
tale che x+tve C, condizione assurda poiché f(y):;t:f(x); risulta pertanto 
(y-x)TVf(x)<O oppure (y-x)TVf(y)<O. Si consideri adesso il segmento, contenuto 
in C, S={x+À.(y-x), À.e [0,1]} e la restrizione di f su esso. Se (y-x)TVf(x)<O 
3À.1e (0,1) tale che f(x+À.1(y-x))<f(x)<f(y); di conseguenza, essendo la funzione f 
differenziabile, 3À.2e (0,1) tale che il punto x+~(y-x) è di minimo assoluto per f 
ristretta ad S con derivata direzionale (y-x)TVf(x+À.2(y-x))::O. Per ipotesi la 
restrizione di f su S è costante, condizione assurda in quanto f(y):;t:f(x). Una 
analoga contraddizione si ottiene se (y-x)TVf(y)<O, poiché in tal caso 3~e (0,1) 
tale che il punto x+À.:3(y-x) è di massimo assoluto per f ristretta ad S con derivata 
direzionale (y-x)TVf(x+~(y-x))=O. D teorema è così dimostrato. + 
Il teorema precedente permette di ottenere i due seguenti corollari. 
Corollario 1.5.1 Sia f una funzione differenziabile pseudo-affme defmita 
sull'insieme aperto convesso Cs;:9tn. 
Allora la funzione f è costante se e solo se esistono punti critici. 
Dim. La necessità è ovvia; per la sufficienza si osservi che se x e C è un punto 
critico per f allora risulta (y-x)l'Vf(x)=(x-y)l'Vf(x)=O Vye C, condizione che, per 
la pseudo-affmità di f, implica f(y)=f(x) VyeC. + 
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Teorema 1.5.10 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. La funzione f è pseudo-affme se e solo se per ogni punto x e C 
ed ogni vettore ve 9tn tale che vTv=1 e vTVf(x)=O la funzione g(t)=f(x+tv) è 
costante per ogni te 9t tale che x+tve C. 
Dim. Per il Teorema 1.5. 7 la funzione f è pseudo-affme se e solo se per ogni 
x,ye C, vale la condizione: 
(y-x)TVf(x)SO oppure (y-x)TVf(y)SO => f(y)Sf(x); 
si osservi preliminarmente che, per semplice ridenominazione dei punti x ed y, la 
precedente condizione è equivalente alla successiva: 
(y-x)TVf(x)~ oppure (y-x)TVf(y)~ => f(y)~(x). 
Sia quindi f pseudo-affme, sia x e C e sia ve 9tn tale che vTv=1 e v1Vf(x)=O; per 
ogni y=x+tve C, te 9t, si ha quindi (y-x)TVf(x)=O che per l~ condizioni prece-
: . 
denti implica f(y)Sf(x) ed f(y)~(x), di conseguenza la fllllZione g(t)=f(x+tv) ri-
sulta costante. 
Si dimostra adesso la sufficienza supponendo per assurdo che la funzione f non 
sia pseudo-affine e che quindi, per il Teorema 1.5.7, esistano due punti x,ye C 
tali che f(y)>f(x) ed inoltre (y-x)TVf(x)SO oppure (y-x)TVf(y)SO. Si osservi 
inizialmente che se fosse (y-x)TVf(x)=O oppure (y-x)TVf(y)=O allora per ipotesi 
~ y-x ~ 
la funztone g(t)=f(x+tv), con v= lly-xll, dovrebbe essere costante per ogni te~' 
tale che x+tve C, condizione assurda poiché f(y);tf(x); risulta pertanto 
(y-x)TVf(x)<O oppure (y-x)TVf(y)<O. Si consideri adesso il segmento, contenuto 
in C, S={x+A.(y-x), A.e [0,1]} e la restrizione di f su esso. Se (y-x)TVf(x)<O 
3A.1e (0,1) tale che f(x+A.1(y-x))<f(x)<f(y); di conseguenza, essendo la funzione f 
differenziabile, 3~e(0,1) tale che il punto x+~(y-x) è di minimo assoluto per f 
ristretta ad S con derivata direzionale (y-x)TVf(x+A.2(y-x))=0. Per ipotesi la 
restrizione di f su S è costante, condizione assurda in quanto f(y);tf(x). Una 
analoga contraddizione si ottiene se (y-x)TVf(y)<O, poiché in tal caso 3~e (0,1) 
tale che il punto x+~(y-x) è di massimo assoluto per f ristretta ad S con derivata 
direzionale (y-x)TVf(x+~(y-x))=O. D teorema è così dimostrato. + 
Il teorema precedente permette di ottenere i due seguenti corollari. 
Corollario 1.5.1 Sia f una funzione differenziabile pseudo-affine defmita 
sull'insieme aperto convesso C~9tn. 
Allora la funzione f è costante se e solo se esistono punti critici. 
Dim. La necessità è ovvia; per la sufficienza si· osservi che se x e C è un punto 
critico per f allora risulta (y-x)l'Vf(x)=(x-y)l'Vf(x)=O Vye C, condizione che, per 
la pseudo-affmità di f, implica f(y)=f(x) Vye C. + 
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Corollario 1.5.2 Sia f una funzione differenziabile pseudo-affine defmita sul-
l'insieme aperto convesso Cc9tn e sia SeC. Se esiste almeno un punto di 
massimo o minimo assoluto interno alla regione S allora la funzione f è costante. 
Dim. Poiché un punto di massimo o minimo interno ad S è un punto critico, la 
tesi segue dal Corollario 1.5 .l. • 
Altre caratterizzazioni per le classi di funzioni quasi-affini si possono ottenere 
direttamente dalla definizione e dai teoremi dimostrati da Diewert, A vriel e Zang 
in [34]. 
Si osservi infme che, per noti risultati della letteratura, vale la seguente proprietà. 
Proprietà 1.5.4 Sia f:9t~+ ~ 9t++ una funzione differenziabile omogenea di 
grado ae (0, l]. La funzione f è affine se e solo se è quasi-affme. 
Si termina questo paragrafo osservando che è possibile ottenere, direttamente 
dai risultati dei paragrafi precedenti, una caratterizzazione al primo ordine anche 
per la classe delle funzioni strettamente pseudo-affini, classe che però è com-
posta ~ol~ente da funzioni ad una sola variabile, così come è dimostrato nel 
seguente teorema. 
Teorema 1.5.11 Non esiste alcuna funzione differenziabile strettamente 
pseudo-affine definita su un insieme aperto convesso Cc9t0 con n~. 
Dim. Si supponga per assurdo che f:C~9t, con Cc9t0 aperto convesso tale 
che ~' sia strettamente pseudo-affine. La caratterizzazione delle funzioni 
strettamente pseudo-concave e strettamente pseudo-convesse implica che la 
funzione f è strettamente pseudo-affme se e solo se per ogni x,ye C, x"*y, vale la 
seguente condizione: 
(y-x)TVf(x)SO oppure (y-x)TVf(y)SO => f(y)<f(x); 
si osservi inoltre che, per semplice ridenominazione dei punti x ed y, la prece-
dente condizione è equivalente alla successiva: 
(y-x)TVf(x~ oppure (y-x)TVf(y)~ => f(y)>f(x). 
Sia xe C; essendo C un aperto esiste un punto ye C, Y"*X, tale che (y-x)TVf(x)=O, 
per le condizioni precedenti si ha quindi f(y)<f(x) ed f(y)>f(x) e ciò è assurdo. t 
Per le funzioni strettamente pseudo-affini ad una variabile vale la caratterizza-
zione espressa dal seguente teorema. 
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Teorema 1.5.12 Sia Ic9\ un intervallo aperto dei numeri reali ed f:I~9\ una 
funzione derivabile in L La funzione f risulta strettamente pseudo-affine se e 
solo se per ogni x,ye I, x*y, vale la seguente condizione: 
f(y)2f(x) => (y-x)f(x)>O e (y-x)f(y)>O. 
1.5.4. Funzioni affini generalizzate e monotonia 
E' stato già osservato che in letteratura le funzioni pseudo-affmi e quasi-affini 
sono talvolta chiamate pseudo-monotone e quasi-monotone; tali denominazioni 
hanno origine dalle proprietà di monotonia che hanno le restrizioni di tali 
funzioni su un segmento di 9\n. In quanto segue verranno stabilite dette pro-
prietà per le varie classi di funzioni affmi generalizzate intrOdotte nel sottopara-
grafo 1.5.1. 
Teorema 1.5.13 Sia f una funzione a valori reali definita sull'insieme convesso 
cc9\n. Allora: 
i) f è quasi-affme se e solo se la sua restrizione su ogni segmento contenuto in 
C è monotona; 
ii) f è strettamente quasi-affme se e solo se la sua restrizione su ogni segmento 
contenuto in C è strettamente monotona; 
iii) f è semistrettamente quasi-affine se e solo se la sua restrizione su ogni 
segmento contenuto in C è costante o strettamente monotona. 
Dim. i) Per la sufficienza si considerino due punti qualsiasi x,ye I; se f(y )=f(x) 
allora, essendo f monotona nel segmento [x,y], risulta f(x+A.(y-x))=f(x)=f(y) 
V'A.e (0,1) e quindi la funzione f verifica in [x,y] la defmizione di quasi-affinità. 
Sia adesso f(y)~(x) e si consideri la restrizione g(A.)=f(x+A.(y-x)), À.e [0,1], della 
funzione f sul segmento di estremi x ed y; se g è nondecrescente allora risulta 
g(1);?!g(À.);?!g(0) V'A.e(0,1), ovvero f(y)~(x+A.(y-x))~(x) 'V~e(0,1); se g è noncre-
scente allora risulta g(1)Sg(A.)Sg(0) V'A.e (0,1), ovvero f(y)Sf(x+A.(y-x))Sf(x) 
\:/'A.e (0,1); in ogni caso quindi se f è monotona è anche quasi-affine. 
Per dimostrare la necessità si considerino due punti x,ye C e la restrizione di f sul 
segmento [x,y] g(A.)=f(x+À.(y-x)), A.e [0,1]. Se f(y)=f(x) la restrizione di f sul 
segmento [x,y] risulta, per la defmizione di quasi-affinità, costante e quindi 
monotona; si supponga quindi in seguito, senza perdita di generalità, che sia 
f(y)>f(x) ovvero g(1)>g(O). Per la quasi-affmità di f risulta g(1)~g(A.)~g(O) 
'VÀ.e(0,1); si supponga adesso per assurdo che g non sia monotona e che quindi 
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esistano À.1 ,~e (0,1), À.1<~, tali che g(l);::g(À.1 )>g(~);::g(0); per la quasi-affmità 
di f risulta g(l);::g(À.);::g(À.1) 'VÀ.e (À.1 ,l) e g(~);::g(À.);::g(O) 'VÀ.e (0,~), condizioni 
entrambe assurde poiché ~e(À1 ,1) e À.1 e(0,~), 
ii) La necessità si verifica considerando che la stretta quasi-affinità di f ne 
implica la quasi-affmità e quindi, per il punto i), la monotonia di ogni restrizione 
su un segmento di C; la tesi segue quindi osservando che per la defmizione di 
funzione strettamente quasi-affme si ha f(y)*f(x) 'Vx,ye C, x:~:y. 
Per la sufficienza si osservi che per il punto i) la stretta monotonia di ogni restri-
zione di f su un segmento di C ne implica la quasi-affmità; la tesi segue quindi 
dal fatto che la stretta monotonia implica anche che f(y );tf(x) 'Vx,ye C, x;ty. 
iii) Segue direttamente dal Teorema 1.5.5 e dal punto ii). t 
Di seguito verranno analizzate le due classi di funzioni di tipo pseudo-affine 
sotto ipotesi di differenziabilità; a tal fine si ricordi che la classe delle funzioni 
strettamente pseudo-affmi contiene solamente funzioni ad una variabile. 
Teorema 1.5.14 Sia f:l-+9t una funzione derivabile nell'intervallo aperto 1~. 
La funzione f è strettamente pseudo-affme se e solo se è strettamente monotona 
ed f(xj;t{) 'Vxe l. 
Dim. Se ·f è s.pfn allora è anche s.qfn e quindi, per il punto ii) del Teorema 
1.5.13, è strettamente monotona; se inoltre per assurdo esiste un punto xel tale 
che f(x)=O esso risulta sia punto di massimo globale (per la stretta pseudo-con-
cavità di f) sia punto di minimo globale (per la stretta pseudo-convessità di f), il 
che implica che la funzione è costante si l, condizione banalmente assurda. 
Per la sufficienza si considerino due punti x,ye l, x;ty; per la stretta monotonia di 
f si ha f(y);tf(x); si supponga adesso, senza perdita di generalità, che sia f(y)>f(x): 
se f è crescente con f(z)>O 'Vze I allora y>x e quindi (y-x)f(x)>O e (y-x)f(y)>O; 
se f è decrescente con f(z)<O 'V ze I allora y<x e quindi (y-x)f(x)>O e 
(y-x)f(y)>O; in ogni caso f è, per il Teorema 1.5.12, strettamente pseudo-affme. + 
Teorema 1.5.15 Sia f una funzione differenziabile a valori reali definita sullo 
insieme aperto convesso Cs;9tn. Allora la funzione f è pseudo-affme se e solo se 
la sua restrizione su ogni segmento [x,y]!::C è costante o strettamente monotona 
con (y-x)'I'Vf(x+À.(y-x));tO 'VÀE (0,1). 
Dim. Segue direttamente dal Teorema 1.5.6 e dal Teorema 1.5.14. + 
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1.5.5. Trasformazioni di funzioni affini generalizzate 
In questo sottoparagrafo verrà studiato il prodotto di composizione tra i vari tipi 
di funzioni affini generalizzate introdotte precedentemente, ritrovando come 
casi particolari alcuni risultati noti in letteratura. 
I risultati del sottoparagrafo 1.5 .4 permettono di ottenere i seguenti risultati 
relativi alla trasformazione delle funzioni affini-generalizzate. 
Teorema 1.5.16 Sia Cc9tn un insieme convesso, f:C--+9t una funzione a valori 
reali, g:f(C)--+9t una funzione quasi-affine ed F=gof:C--+9t la corrispondente 
funzione composta. Se f è quasi-affine oppure semi quasi-affine allora F è 
rispettivamente quasi-affme oppure semi quasi-affme. 
Dim. Se f è quasi-affine allora max{f(x),f(y)}~f(x+À.(y-~))~n{f(x),f(y)} 
j • 
V'A.e(0,1), V'x,yeC; poiché per il Teorema 1.5.13 g è monotona, se g è nondecre-
scente [noncrescente] risulta: 
g(max {f(x),f(y)} )~g(f(x+A.(y-x)))~g(min{f(x),f(y)}) 
[g(max{f(x),f(y)} )Sg(f(x+A.(y-x)))Sg(min{f(x),f(y)} )] 
da cui max{g(f(x)),g(f(y))}~g(f(x+A.(y-x)))~{g(f(x)),g(f(y))}, ovvero F è qfn. 
Si supponga adesso f semi quasi-affme e siano x,ye C tali che g(f(y))>g(f(x)); per 
la nonaecrescenza [noncrescenza] di g risulta f(y)>f(x) [f(y)<f(x)]; poiché f è 
sm.qfn segue che f(y);::i(x+À.(y-x));::f(x) [f(y)Sf(x+A.(y-x))Sf(x)] da cui, sempre 
per la nondecrescenza [noncrescenza] di g, si ha g(f(y))~g(f(x+À.(y-x)))~g(f(x)); 
la F è pertanto sm.qfn. • 
Teorema 1.5.17 Sia Cc9tn un insieme convesso, f:C--+9t una funzione a valori 
reali, g:f(C)--+9t una funzione semistrettamente quasi-affme ed F=gof:C-+9t la· 
corrispondente funzione composta. Se f è semistrettamente quasi-affine oppure 
quasi-affine in senso esteso allora F è rispettivamente semistrettamente quasi-
affme oppure quasi-affme in senso esteso. 
Dim. Per il Teorema 1.5.13, g è costante o strettamente monotona; se g è 
costante tale rimane anche la funzione F e qu~di le tesi sono ovvie; si supponga 
quindi che g sia strettamente monotona. Sia g(f(y))>g(f(x)), ciò implica per la 
crescenza [decrescenza] di g che f(y)>f(x) [f(y)<f(x)]; se f è ss.qfn si ha 
f(y)>f(x+A.(y-x))>f(x) V'A.e (0,1) [f(y)<f(x+À.(y-x))<f(x)] e perciò, per la crescenza 
[decrescenza] di g, g(f(y))>g(f(x+A.(y-x)))>g(f(x)) V'A.e(0,1) ovvero F è ss.qfn. 
Sia adesso f e.qfn; se g(f(y))=g(f(x)), ciò implica per la stretta monotonicità di g 
che f(y)=f(x); poiché f è e.qfn si ha f(y)=f(x+À.(y-x))=f(x) V'A.e (0,1) e quindi 
g(f(y))=g(f(x+A.(y-x)))=g(f(x)) V'À.€(0,1), da cui la tesi. + 
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Teorema 1.5.18 Sia Cc9tn un insieme convesso, f:C--+9t una funzione a valori 
reali, g:f(C)--+9t una funzione strettamente quasi-affine ed F=gof:C-.+9t la 
corrispondente funzione composta. Se f è strettamente quasi-affine oppure 
strettamente quasi-lineare in senso esteso allora F è rispettivamente strettamente 
quasi-affme oppure strettamente quasi-affme in senso esteso. 
Dim. Per il Teorema 1.5 .13, g è strettamente monotona. 
Se f è es.qfn, per la stretta monotonia di g, risulta g(f(y));tg(f(x)) T/x,ye C, X*-Y, e 
quindi F è es.qfn. Se f è s.qfn, allora è sia ss.qfn sia es.qfn e quindi, per il caso 
precedente ed il Teorema 1.5 .17, F è sia ss.qfn sia es.qfn ovvero, per la Proprietà 
1.5.1, F è s.qfn.. + 
Si ossérvi che risultati analoghi ai precedenti non valgono ~·per le funzioni affmi 
le quali necessitano di una trasformazione affme per otteneme un'altra affme; 
ad esempio la funzione g(y )=y3 è strettamente monotona e la funzione f(x)=x è 
affme ma la funzione g(f(x))=x3 non è affme. I risultati precedenti possono però 
essere estesi alle funzioni differenziabili pseudo-affmi. 
Teorema _1.5.19 Sia Cc9tn un insieme aperto convesso, f:C-.+9t una funzione a 
valori reali differenziabile in C, g:f(C)-+9t una funzione derivabile pseudo-affme 
ed F=gof:C--+9t la corrispondente funzione composta. 
i) Se f e g sono pseudo-affmi allora F è pseudo-affme; 
ii) se f e g sono strettamente pseudo-affini ad una variabile allora F è 
strettamente pseudo-affine. 
Dim. Per il Teorema 1.5.14 la funzione g è s.pfn se e solo se è strettamente 
monotona ed f(x):;t:O T/x e l, mentre per il Teorema 1.5.5 la funzione ad una 
variabile g è pfn se e solo se in ogni segmento [x,y]~C è costante oppure s.pfn. 
Se g è costante tale risulta anche la F che è quindi pfn, si supponga quindi che g 
sia strettamente monotona con f(x);t{) T/x e I. 
Siano x,ye C tali che (y-x)TVF(x)SO oppure (y-x)TVF(y)SO; poiché 
VF(x)=g'(x)Vf(x) ed essendo g'(x)>O [g'(x)<O] segue che (y-x)TVf(x)SO oppure 
(y-x)TVf(y)SO [(y-x)Tvf(x)~ oppure (y-x)TVf(y)~]. Se f è pfn allora risulta 
f(y)Sf(x) [f(y)~(x)] da cui si ottiene per la crescenza [decrescenza] di g 
g(f(y))Sg(f(x)); se invece f è s.pfn allora risulta f(y)<f(x) [f(y)>f(x)] da cui si 
ottiene, sempre per la crescenza [decrescenza] di g, g(f(y))<g(f(x)). + 
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I teoremi precedenti permettono di ottenere il seguente corollario. 
Corollario 1.5.3 Sia Cc9{n un insieme convesso, f:C~9{ una funzione a valori 
negativi od a valori positivi ed 1/f:C~9{ la funzione reciproca di f. 
Se f verifica una delle defmizioni date nelle Defmizioni 1.5.2 ed 1.5.3 allora 1/f 
verifica la stessa defmizione. 
Dim. Si osservi che la funzione g(y)=1/y è strettamente pseudo-affine in 
quanto, per il Teorema 1.5.14, è decrescente e tale che g'(y)<O per ogni y~. 
La tesi segue dai Teoremi 1.5.16, 1.5.17, 1.5.18 ed 1.5.19 in quanto 1/f=gof. • 
Si dimostra infme il seguente teorema di composizione per funzioni affmi. 
Teorema 1.5.20 Si consideri una funzione a valori reali ::f:D~9{, con D~9{m 
insieme convesso, e la funzione affme vettoriale cl»:C~D, con Cc9{n insieme 
convesso, tale che cl»(x)=Ax+b dove Ae 9{mxn e be 9{m; si consideri inoltre la 
funzione composta F(x)=f(Ax+b), F:C~9{. 
Se f è fn, ss.fn, qfn, ss.qfn, e.qfn, sm.qfn oppure pfn allora F gode della stessa 
proprietà, ovvero è rispettivamente fn, ss.fn, qfn, ss.qfn, e.qfn, sm.qfn oppure pfn. 
Se ino1tre la matrice A è quadrata di ordine n ed invertibile allora se f è s.qfn, 
es.qfn, oppure s.pfn allora F gode della stessa proprietà, ovvero è rispettivamen-
te s.qfn, es.qfn, oppure s.pfn. 
Dim. Le tesi seguono direttamente dalle defmizioni osservando che essendo cl» 
affme risulta f(cl»(Àx+(1-A.)y))=f(A.cl»(x)+(1-A.)cl»(y)) Vx,ye C VÀ.e (0,1) e che, nel 
caso in cui la matrice A sia quadrata ed invertibile, si ha necessariamente 
cl»(x)=Ax+b;tAy+b::CI>(y) Vx,ye C x;ty. • 
Si osservi che il precedente teorema può essere utilizzato per dimostrare che la 
T 
funzione lineare frazionaria f(x)= ~o+~ T x è pseudo-affme. 
o+ x 
Teorema 1.5.21 La funzione h:9t~-+9t, h(z1 ,z:z)=(~J· è pseudo affme per 
ogni valore del parametro reale a. 
Dim. Se a=O la tesi è ovvia essendo h costante; per a;tO si dimostra la pseudo-
affinità di h per mezzo del Teorema 1.5.11. 
Si osservi inizialmente che risulta Vh(z1 ,z2)=a(~~r1( ;
2
)[ ~~]. Sia adesso 
(z1 ,z~e9t~+ e sia ve 9tn tale che vTv=1 e vTVh(z1 ,z2)=0, ovvero tale che 
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v1z2=v2z1 dal momento che a(~~)"1 (:J*o; la funzione g(t)=(~~:!:~) 
. , (z1+tv1 'f·l . nsulta tale che g (t)=a z
2
+tv
2
) (v1z2+tv1v2-v2z1-tv1v2) =O per ognt reale t 
ed è quindi costante, implicando così la pseudo-affmità di h. • 
Corollario 1.5.4 Siano f1 ed f2 due funzioni affmi positive definite sull'insieme 
convesso cc:9tn. Allora la funzione g=(f1/f2)a, ae 9t, è pseudo-affme. 
Dim. Segue dal Teorema 1.5.21 e dal Teorema di composizione 1.5.20. • 
Si conclude questo sottoparagrafo osservando che la proprietà per la quale una 
qualsiasi combinazione affine di funzioni affini (o costanti) è ancora affme (o 
costante) non vale per le altre classi di funzioni affini generalizzate, come è 
mostrato nel seguente esempio 1.5 .3 i); così pure il prodotto di due funzioni 
affini generalizzate non è, in generale, affme generalizzato, come è evidenziato 
nell'esempio 1.5.3 ii). 
Esempi 1.5.3 
Si considerino le seguenti funzioni derivabili, defmite su tutta la retta dei reali. 
i) f1(x)=x3+x ed f2(x)=-x3+x2-x: risulta f1'(x)=3x2+1>0 e f2(x)=-3x2+2x-1<0 
Vxe 9t, di conseguenza per il Teorema 1.5.14 entrambe le funzioni sono 
strettamente pseudo-affmi; la loro somma però, data dalla funzione g(x)=x2, 
è strettamente convessa e non è quindi neanche quasi-concava. 
ii) ft(x)=f2(x)=x: le due funzioni identità sono affmi, ma il loro prodotto è 
ancora dato dalla funzione g(x)=x2. 
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1.6. Funzioni concavo-trasformabili 
La possibilità di poter trasformare una funzione in una funzione concava può 
essere in alcuni casi estremamente utile; ad esempio può essere molto vantaggio-
so trasformare un problema di ottimo non affme con funzione obiettivo quasi-
concava e/o vincoli espressi tramite funzioni quasi-concave, in un problema 
equivalente di programmazione concava che è più facilmente studiabile e risolu-
bile[2,3,5,8,9,29,39,40,46,51,53,54,61,86]. 
In questo paragrafo verranno analizzate classi di funzioni che permettono di 
essere trasformate in funzioni concave; verranno inoltre mostrate classi di 
funzioni che, al variare di un parametro, permettono di caratterizzare le varie 
classi di funzioni concave generalizzate studiate nei paragr~ precedenti. 
1.6.1. Funzioni fortemente concave rispetto ad h 
Nel sottoparagrafo 1.1.1 è stata definita la classe delle funzioni fortemente 
concave, composta da funzioni f per le quali esiste un reale a>O tale che la 
funzione g(x)=f(x)+ ~ axTx è concava . . 
Tale concetto viene esteso dalle funzioni fortemente concave rispetto ad h. 
Definizione 1.6.1 Sia Cc9\0 un insieme convesso e siano f:C~9\ ed h:C~9\ 
funzioni a valori reali. La funzione f è fortemente concava rispetto ad h (hf.cv) 
se esiste un reale CX>O tale che la funzione g(x)=f(x)+ah(x) è concava (20). 
Ovviamente una funzione fortemente concava altro ilon è una funzione forte-
mente concava rispetto ad h(x)= ~ xTx mentre una funzione concava è una 
funzione fortemente concava rispetto ad h(x)=O. 
V aie il seguente teorema che caratterizza in vari modi le funzioni fortemente 
concave rispetto ad h. 
20 In modo analogo, f è detta fortemente convessa rispetto ad h se esiste un reale a>O tale che 1a funzione 
g(x)=f(x)-ah(x) è convessa, ovvero se la funzione -f è fortemente concava rispetto ad h. 
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Teorema 1.6.1 Sia Cc9tn un insieme convesso e siano f:C~9t ed h:C~9t 
funzioni a valori reali. Le seguenti condizioni sono equivalenti: 
i) f è fortemente concava rispetto ad h; 
ii) 3a>O tale che 't/Àe (0,1) e 't/x,ye C risulta: 
f(x+À(y-x))~(x)+À(f(y)-f(x))+a(h(x)+A.(h(y)-h(x))-h(x+À(y-x))). 
Sse inoltre le funzioni f ed h sono differenziabili le condizioni i) ed ii) sono 
equivalenti alle successive: 
iii) 3a.>O t.c. f(y)Sf(x)+(y-x)TVf(x)-a(h(y)-h(x)-(y-x)TVh(x)) 't/x,ye C; 
iv) 3a.>O t.c. (y-x)T[Vf(y)-Vf(x)]S-a(y-x)T[Vh(y)-Vh(x)] 't/x,yeC. 
Se infme le funzioni f ed h sono di classe c2 allora le precedenti condizioni sono 
equivalenti alla successiva: 
v) 3a.>O te. v1V2f(x)vS-av1V2h(x)v 'Vxe C 'Vve9tn. , .. 
Dim. i)<::) ii) La funzione g(x)=f(x)+ah(x) è concava se é solo se 'VÀe (0, l) e 
'Vx,ye C risulta g(x+À(y-x))~g(x)+A(g(y)-g(x)), ovvero: 
f(x+À(y-x) )+ah(x+À(y-x) )~(x)+ah(x)+À[f(y)+ah(y )-f(x)-ah(x)], 
da cui si ha f(x+À(y-x))~(x)+A.(f(y)-f(x))+a(h(x)+À(h(y)-h(x))-h(x+À(y-x))). 
i)<::)iii) Per il Teorema 1.3.1la funzione g(x)=f(x)+ah(x) è concava se e solo se 
'Vx,yeC risulta g(y)Sg(x)+(y-x)TVg(x), ovvero: 
- f(y)+ah(y )Sf(x)+ah(x)+(y-x) T[Vf(x)+aVh(x)], 
da cui si ha f(y)Sf(x)+(y-x)TVf(x)-a(h(y)-h(x)-(y-x)TVh(x)). 
i)<::)iv) Per il Teorema 1.3.2 la funzione g(x)=f(x)+ah(x) è concava se e solo se 
'Vx,yeC risulta (y-x)T[Vg(y)-Vg(x)]SO, ovvero: 
(y-x)T[Vf(y)+aVh(y)-Vf(x)-aVh(x)]SO, 
da cui si ha (y-x)T[Vf(y)-Vf(x)]S-a(y-x)T[Vh(y)-Vh(x)]. 
i)<::)v) Per il Teorema 1.3.3 la funzione g(x)=f(x)+ah(x) è concava se e solo se 
'V x e C e 't/ve 9tn risulta v1V2g(x)vSO, ovvero vT[V2f(x)+aV2h(x)]vSO, 
da cui si ha v1V2f(x)vS-av1V2h(x)v. + 
Corollario 1.6.1 Sia C~9tn un insieme convesso e sia f:C-79t una funzione a 
valori reali. Le seguenti condizioni sono equivalenti: 
i) f è fortemente concava (rispetto ad h(x)= ~ xTx); 
ii) 3CX>O te. f(x+À(y-x))<:f(x)+À(f(y)-f(x))+ ~ aì.(l-A)IIy-xll2 Vì..e(O,l) Vx,yeC. 
Se inoltre la funzione f è differenziabile le condizioni i) ed ii) sono equivalenti 
alle successive: 
iii) 3CX>O te. f(y)Sf(x)+(y-x)TVf(x)- ~ ally-x112 Vx,yeC; 
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iv) 3a:>O t.c. (y-x)T[Vf(y)-Vf(x)]~-ally-xll2 'Vx,ye C. 
Se infme le funzioni f ed h sono di classe c2 allora le precedenti condizioni sono 
equivalenti alla successiva: 
v) 3a:>O t.c. v'IVlt"(x)~-avTv 'VxeC 'Vve9tn. 
Dim. Segue dal precedente Teorema 1.6.1 osservando che risulta h(x+A(y-x))= 
= Ì (x T x+ 2A.x T (y-x)+ A. 211y-xll2), Vh(x)=x, V2h(x)=l con I matrice identica, da cui: 
l a) h(x )+ A.(h(y )-h( x) )-h(x+A(y-x))= 2 (x T x +À.(y Ty-x T x)-x T x-2A.x T(y-x)-A 
211y-xll2)= 
l l = 2 A[(yTy-xTx-xT(y-x))-xT(y-x)-AIIy-xll
2]= 2 A[yT(y-x)-xT(y-x)-AIIy-xll
2]= 
l 
= 2 À.(l-À.)IIy-xll2, 
b) h(y )-h(x)-(y-x) TVh(x)= ~ (yTy-x T x-2(y-x) T x)= ~ (y Ty-~ Tx-y Tx+x T x-x T(y-x))= 
l 
= 2 lly-xll
2, 
c) (y-x) T [Vh(y )-Vh(x) ]=(y-x) T (y-x)=lly-xll2, 
d) v'fV2h(x)v=vTiv=vTv. + 
1.6.2. · Funzioni G-concave 
Il Teorema 1.5.3 indica che alcune funzioni semistrettamente quasi-concave 
sono trasformazioni crescenti di funzioni concave; per mezzo quindi della 
corrispondente trasformazione inversa, che risulta a sua volta crescente, è possi-
bile ottenere una funzione concava a partire da una funzione semistrettam.ente 
quasi-concava. In questo sottoparagrafo studieremo la classe delle funzioni che 
sono trasformazioni crescenti continue di funzioni concave. 
Premettiamo alla defmizione la seguente proprietà, utile ai fmi del nostro studio. 
Proprietà 1.6.1 Sia A un intervallo dei reali e O:A~9t una funzione continua 
strettamente monotona. Risulta: 
i) G è crescente se e solo se o-1 è crescente 
ii) G è convessa se e solo se o-1 è concava 
Dim. Il punto i) segue dal fatto che la condizione x>y <=> O(x)>O(y) è 
equivalente alla Q(x)>O(y) <=> o-1(G(x))>G-1(0(y)); il punto ii) segue invece dal 
fatto che per ogni x,ye A e per ogni ÀE (0, l) la condizione 
G(x+A(y-x) )SO(x)+A(O(y)-O(x)) 
è equivalente alla condizione 
a-1(G(x))+À(0-1(G(y))-G-1(G(x)))S0-1(G(x)+A(G(y)-G(x))). + 
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Definizione 1.6.2 Una funzione f:C~9t, con Cc9tn convesso, è detta G-
concava (G.cv) se esiste una funzione continua crescente G:f(C)~9\ tale che la 
funzione G0f:C~9\, è concava (21). 
Un esempio di funzione G-concava è dato dalla funzione f(x)=xe-x definita 
sull'insieme C={xe 9\: x>O}; questa funzione è strettamente pseudo-concava e 
G-concava con G(t)=log(t) dal momento che G(f(x))=log(x)-x è una funzione 
concava su C. Si osservi che, contrariamente a quanto accade per le classi di 
funzioni analizzate sino ad ora, non è vero che se la funzione f è G-concava 
allora la funzione -f è G-convessa (nell'esempio appena visto la funzione 
G(t)=log(t) non è defmita nel codominio di -f(x)=-xe-x, x>O~_; .. -f risulta comunque 
G-convessa con G(t)=-G(-t), in quanto G 0 (-f)=-G0 f risultando quindi conves-
sa se e solo se G0f è concava. 
Proprietà 1.6.2 Una funzione f:C~ 9\, con Cc9tn convesso, è G-concava se e 
solo se esiste una funzione continua crescente G:f(C)~9\ tale che, denotata con 
a-1 la funzione inversa di G, risulta: 
- f(~+À(y-x))~-1(G(f(x))+A(G(f(y))-G(f(x)))) Vx,ye C, V'Ae (0,1). 
Dim. Segue dal fatto che o-1 è crescente se e solo se O lo è. • 
Una condizione necessaria per la O-concavità di una funzione è la seguente. 
Teorema 1.6.2 Se f:C~9\, con Cc9tn convesso, è una funzione O-concava 
allora è anche semistrettamente quasi-concava. 
Dim. Supponiamo per assurdo che f non sia semistrettamente quasi-concava e 
che quindi esistano x,ye C ed un AE (0,1) tali che f(x+A(y-x))Sf(x)<f(y); poiché 
risulta, per la crescenza di O, O(f(x))<O(f(y)) abbiamo necessariamente che 
O(f(x))<G(f(x))+A(O(f(y))-O(f(x))). Da questa relazione otteniamo, per la cre-
scenza di o-1, che f(x)<0-1(0(f(x))+A(O(f(y))-O(f(x)))) e quindi la funzione non 
può essere O-concava risultando f(x+A(y-x))<0-1(0(f(x))+À(0(f(y))-0(f(x)))). • 
21 In modo analogo, f è detta O-convessa se G0 f è convessa. 
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Si osservi che non tutte le funzioni semistrettamente quasi-concave sono 
trasformazioni crescenti di funzioni concave; ad esempio in [ 6] si dimostra che la 
funzione f così definita su C={ x e 9t: ~xS5}: 
{ 
4x se~<l 
5-x se l~ 
f(x)= 2+~ 1-(x-2)2 se 2<x<3 ' 
5-x se 3SxS5 
è semistrettamente quasi-concava ma non è G-concava per nessuna funzione 
crescente continua G. 
Importante da un punto di vista applicativo è la ricerca di condizioni sufficienti 
a garantire la Q-concavità di una funzione semistrettamente quasi-concava; tale 
problematica può essere ad esempio parafrasata, da un punto di vista microeco-
nomico ( vedasi il paragrafo 1.9), come la ricerca di condi~oni sotto le quali una 
relazione di preferenza regolare e stellata ammette una funzione di utilità non 
soltanto semistrettamente quasi-concava ma anche concava [31, 59-53]. 
Una condizione sufficiente per la concavità di una funzione G-concava è data 
dal seguente teorema. 
Teorema 1.6.3 Sia C~9tn un insieme convesso ed f:C~9t una funzione -G-concava con G funzione convessa; allora f è una funzione concava. 
Dim. Se f è G-concava con G convessa allora a-1 è concava e quindi si ha per 
ogni x,yeC e per ogni Àe(O,l): 
f(x+À.(y-x))~<r1(G(f(x}}+À(G(f(y))-G(f(x))))~(x}+À.(f(y)-f(x)). • 
Non tutte le proprietà algebriche delle funzioni concave e delle loro generaliz-
zazioni hanno un corrispondente per le funzioni G-concave. 
Ad esempio se una funzione f è Q-concava allora af+P non è necessariamente 
G-concava per a.>O; è comunque O-concava con G(t>=G(!!} 
La somma di due funzioni G-concave non è necessariamente Q-concava, come 
pure la somma di una funzione G1-concava e di una funzione G2-concava non è 
in generale G3-concava (ad esempio siano f1(x,y)=-x3, f2(x,y)=-y2 defmite su 
C={xe 9t2: x<O, y<O}, f1 è Grconcava con G1(t)=t113 mentre f2 è G2-concava 
con G2(t)=t, la funzione f3(x,y)=f1+f2=-x3-y
2 non è Q-concava in C [6]). 
Una proprietà delle funzioni concave e delle loro generalizzazioni che vale 
anche per le funzioni G-concave è la seguente [9]. 
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Proprietà 1.6.3 Sia {f1, f2, f3, ... } una collezione fmita od infmita di funzioni O-
concave defmite su un insieme convesso Cc9tn. 
Allora la funzione f(x)=inf{f1(x), f2(x), f3(x), ... } è G-concava su C. 
Il seguente teorema fornisce una caratterizzazione per le funzioni G-concave 
differenziabili. 
Teorema 1.6.4 Sia Cc9tn un insieme convesso, f:C~ 9t una funzione 
differenziabile e G:f(C)~9t una funzione derivabile crescente. 
Allora f è G-concava se e solo se: 
O(f(y))SG(f(x))+O'(f(x))(y-x)'TVf(x) Vx,ye C. 
Se inoltre f e O sono di classe él allora f è O-concava se e solo se 
v'TV20(f(x))v=G'(f(x))v'TV2f(x)v+G"(f(x))(v'TVf(x)iSO 'lx e C, Vve9tn. 
Dim. n teorema segue dai Teoremi 1.3.1 ed 1.3.3, tenuto conto della Definizio-
ne 1.6.2. + 
E' già stato rilevato che una funzione O-concava è semistrettamente quasi-
concava; il seguente teorema evidenzia che, sotto ipotesi di differenziabilità, 
essa è pseudo-concava. 
Proprietà 1.6.4 Sia Cc9tn un insieme convesso ed f:C~ 9t una funzione 
differenziabile O-concava con O funzione derivabile in f(C); allora f è pseudo-
concava. 
Dim. Siano x,yeC due punti tali che (y-x)'TVf(x)SO; poiché O'(f(x))~ segue dal 
precedente Teorema 1.6.4 che O(f(y))SG(f(x)); per la crescenza di O si ha quindi 
che f(y)Sf(x) ovvero che la funzione f è pseudo-concava. + 
Tra le varie applicazioni delle funzioni O-concave si ricordano i problemi di 
ottimizzazione stocastica aventi come funzione obiettivo la funzione: 
f(x)=Prob{g1(x)~bl , ... , gm(x)~bm}; 
sotto ipotesi di quasi-convessità delle funzioni gi e sotto opportune condizioni 
relative alla distribuzione congiunta di probabilità [79], la funzione f verifica la 
condizione f(Ày+(1-À)x)~[f(y)]l[f(x)]U-l.> VA.e(0,1), condizione che equivale alla 
concavità della funzione h(x)=log[f(x)], ovvero alla concavità della funzione 
0°f con O(y)=log(y). 
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1.6.3. Funzioni log-concave 
Le funzioni log-concave sono delle particolari funzioni concave negative che 
possono essere viste come funzioni G-concave con G(t)=-log( -t), t<O [58], più 
precisamente: 
Definizione 1.6.3 Una funzione f:C~ 9t=, con Cc9tn convesso, è detta log-
concava (log.cv) se f(x+À.(y-x))~(x{~&W· 'Vx,yeC, 'VA.e(O,l). 
Proprietà 1.6.5 Sia Cc9tn un insieme convesso; una funzione f:C~9t= è log-
concava se e solo se è G-concava con G(t)=-log(-t) (22). 
Dim. Segue dal fatto che, essendo a-1(y)=-e·Y, risulta: 
a-1( G(f(x) )+À(G(f(y) )-G(f(x))) )=G-1( -log( -f(x) )-À(log( -f(y) )-l dg(-f(x))) )= 
=G-1( -log( -f(x))-lo~i~f)=G-1( -log( -f(x{~g~f))=f(x{~g}JÀ. • 
Dallo studio delle funzioni G-concave otteniamo i seguenti risultati. 
Propri~tà 1.6.6 Sia Cc9tn un insieme convesso ed f:C~9k; se f è log-concava 
allora è anche concava. 
Dim. Segue dal Teorema 1.6.3 e dalla precedente Proprietà 1.6.5 osservando 
che la funzione G(t)=-log(-t) è continua, crescente e convessa. + 
Proprietà 1.6.7 Sia Cc9tn un insieme convesso ed f:C~9t= una funzione dif ... 
ferenziabile; f è log-concava se e solo se f(y)Sf(x) exp[ f(~) (y-x)'l\7f(x)] Vx.,yeC. 
Dim. Dal Teorema 1.6.4 e dalla Proprietà 1.6.5 segue, essendo G'(t)= -: , che: 
l 
-log(-f(y))S ... log(-f(x))- f(x) (y-x)'I'Vf(x) Vx,yeC, 
da cui, dopo aver cambiato i segni nella disuguaglianza, abbiamo: 
l -f(y)~-f(x) exp[ f(x) (y-x)'I'Vf(x)] Vx,ye C, 
da cui la tesi. 
22 In modo analogo una fimzione f è detta log-convessa se è O-convessa con G(t)=log(t). 
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1.6.4. Funzioni r-concave 
Un'altra sottoclasse delle funzioni G-concave è la seguente [2-5, 46, 70]. 
Defmizione 1.6.4 Sia Cc9tn un insieme convesso; una funzione f:C~9\ è detta 
r-concava (r.cv) (23) se esiste un numero positivo r tale che: 
l f(x+À.(y-x))~- r log{ e·rf<x>+À(e-rf<YLe-rf<x>)} 'Vx,ye C, 'r/À.E (0,1). 
Un esempio di funzione r-concava è dato dalla funzione f(x)=x3+x definita 
sull'insieme C={xe 9\: -l~x~l }; si può infatti verificare che questa è una 
funzione r-concava con r=(9/8). 
Proprietà 1.6.8 Sia C~9\n un insieme convesso ed f:ç~9t; f è r-concava se e 
solo se è G-concava con G(t)=-e-rt. 
Dim. Segue dal fatto che, essendo o-1(y )=- ~ log( -y ), risulta: 
a-l(G(f(x))+À(G(f(y))-G(f(x))))=G-1( -e-rf(x)_À(e·rf(y)-e·rf(x)))= 
l =- r log { e·rf(x)+À( e-rf(yLe·rf(x))}. • 
Proprietà 1.6.9 Sia C~9\n un insieme convesso ed f:C~9\; se f è concava 
allora risultar-concava con r=l. 
Dim. Per la concavità di f risulta per ogni x,ye C e per ogni À.e (0,1) che 
f(x+À.(y-x))~(x)+À.(f(y)-f(x))=-log(e·f(x))-À.(log(e·f(y))-log(e·f(x))); la tesi segue 
quindi dalla convessità della funzione -log(t) per la quale risulta: 
-log( e·f(x))-A(log( e-f<Y>)-log( e·f(x)) )~-log { e-f(x)+À( e-f<YLe·f(x))}. • 
L'importanza della classe delle funzioni r-concave è data dal fatto che in certi 
casi è possibile determinare un valore di r che permetta di trasformare la 
funzione data in una funzione concava. 
Si osservi inoltre che valgono i seguenti limiti [44]: 
1im [- ! log{ e·tf(x)+À( e·lf<YLe-tf(x))} ]=f(x)+À(f(y)-f(x)) r~ r ' 
r JW.J- ~ log { e-rf(x)+À( e-rf(y>-e-If(x))} ]=-max { -f(x), -f(y) }=min { f(x),f(y)}. 
23 Analogamente, f è detta r-convessa se f(x+À(y-x))S !.log{erf(x)+l(erf(y)_efi(x))} \fx,yeC, 
r 
VA.e(O,l). 
75 
Cap. l Concavità generalizzata: caso scalare 
quindi anche semistrettamente quasi-concava, risulta che la r-concavità induce, 
al crescere dir, una graduale transizione tra la concavità, la semistretta quasi-
concavità e la quasi-concavità. 
Nonostante le funzioni r-concave siano G-concave, valgono per esse proprietà 
che non sono verificate dalle funzioni G-concave. 
Proprietà 1.6.10 Sia Cc9tn un insieme convesso, f:C~9t una funzione 
r-concava, h,ke 9t con k>O. Risulta: 
i) -f è r-convessa; 
ii) f+h è r-concava; 
iii) kf è r-concava con r=rlk. 
Dim. Direttamente dalla definizione di funzione r-concava abbiamo che: 
l ' l 
i) -f(x+À.(y-x))S r log{ et(-f(x)}+A(#-f<Y)}-eJ\-f(x)))} 'Vx,ye C, VA€ (0,1); 
ii) f(x+ì..(y-x))+~- ~ log { e-rf<x>+A.( e·lf(y)-e-d(x)) }- ~ log { e·tb }= 
l =- r log{ e-r(f(x)+h)+A(e-r(f(y)+h)_e-r(f(x)+h)) }; 
iii) kf(x+À.(y-x))~- ~ log{ e-Tkf(x)+A(e-Tkf(yLe-Tkf(x)) }; 
r 
da cui seguono direttamente le tesi. • 
Una caratterizzazione delle funzioni r-concave differenziabili [3] è data nel 
seguente teorema. 
Teorema 1.6.5 Sia Cc9tn convesso ed f:C~9t una funzione differenziabile. 
Allora f è r-concava se e solo se e-rf(y~-rf(x)_re-rf<x>(y-x)'l\7f(x) 'Vx,yeC. 
Se inoltre f è di classe él allora è r-concava se e solo se v'l\72f(x)v-r(v1Vf(x))2SO 
'VxeC, 'Vve9tn. 
Dim. Segue direttamente dal Teorema 1.6.4 osservando che G'(t)=re-rt e che 
G"(t)=-rG'(t)=-r2e-rt. • 
Terminiamo questo sottoparagrafo mostrando come, sotto certe ipotesi, una 
particolare sottofamiglia delle funzioni G-concave è contenuta nella classe delle 
funzioni r-concave. 
Teorema 1.6.6 Sia Cc9t0 un insieme convesso compatto, ed f:C-+ 9t una 
funzione G-concava di classe él tale che G:f(C)-+9t è di classe él con G'(t)>O 
su f(C); allora f è r-concava su C. 
76 
Cap. l Concavità generalizzata: caso scalare 
Dim. Per le ipotesi e per il precedente Teorema 1.6.4 risulta: 
Tr72L- G"(f(x)) Tn 2 \,./ C \,./ ~ 
v- v-I(x)v+ G'(f(x)) (v vf(x)) SO vxe , v ve;~\; 
. r( ) G"(f(x)) . h . di 
per ogru x ~ G'(f(x)) st a qum : 
v'fV2f(x)v+r(x)(v1Vf(x))2SO T/xeC, T/ve9\. 
P r* . {O-} _ . G"(f(x)) . ul osto - =mm ,r , con r=':'i~ G'(f(x)) , ns ta: 
v1V2f(x)v-r*(v'fVf(x))2SO 'V x e C, 'V ve 9\ 
e di conseguenza, per il teorema precedente, la funzione è r*-concava su C. + 
1.6.5. Funzioni (h,q, )-concave 
La classe delle funzioni G-concave può essere estesa pe~ettendo di ottenere 
una funzione concava da una funzione data non soltaÌlto tramite una sua 
trasformazione crescente ma anche tramite una trasformazione del suo dominio 
di defmizione in un opportuno insieme convesso [10]. 
Dermizione 1.6.5 Sia C un sottoinsieme di 9\n ed f:C-+9\ una funzione a valori 
reali; f è detta (h,,)-concava ((h,,).cv) se esistono una funzione continua cre-
scente (t»:f(C)-+9\ ed una funzione continua biunivoca h:C-+9\n, con h(C) insie-
me convesso, tali che la funzione composta ' 0 f0h-1:h(C)-+9ì, è concava (24). 
E' possibile osservare facilmente che: 
i) una funzione concava è (h,,)-concava con h(x)=x e '(t)=t; 
ii) una funzione G-concava è (h,,)-concava con h(x)=x e '(t)=G(t); 
iii) una funzione log-concava è (h,,)-concava con h(x)=x e '(t)=-log(-t); 
iv) una funzione r-concava è (h,,)-concava con h(x)=x e ct»(t)=-e·rt. 
Una caratterizzazione equivalente di tali funzioni è stata data in [10] da Ben-Tal. 
Teorema 1.6. 7 Sia C un sottoinsieme di 9\n ed f:C-+ 9\ una funzione a valori 
reali; f è (h,, )-concava se e solo se esistono una funzione continua crescente 
ct»:f(C)-+9t ed una funzione continua biunivoca h:C.-+9tn, con h( C) insieme con-
vesso, tali che per ogni x,ye C ed ogni À.e (0,1) si ha: 
f(h ·1 [h(x)+À.{h(y )-h( x) ])~,-1 [ ~f(x) )+À.( ~f(y ))-ct(f(x)) )] . 
24 In modo analogo, f è detta (h,,)-convessa se ' 0 f0h-1 è convessa. 
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Dim. Per definizione una funzione f è (h,cp )-concava se e solo se: 
cp0 f0h -1(x + A(y-x) )~cp °Fh -1(x)+À( cp°Fh -1(y)-cp°Fh -1(x)) Vi"3e h( C), T/AE. (0, l); 
per la biunivocità della funzione h otteniamo, sostituendo x=h-1(i) ed y=h-1(y): 
cp°Fh-1(h(x)+A.(h(y)-h(x)))~cp0f(x)+À.(cp0f(y)-cp0f(x)) T/x,ye C, T/À.e (0,1); 
per l' invertibilità e la crescenza della funzione et> si ha quindi la tesi. • 
Un esempio di funzione (h,cp)-concava che non sia quasi-concava è data dalla 
funzione di Rosenbrock definita da f(xpx2)=-100[x2-(x1)
2
]
2-(l-x1)
2 [83]; questa 
funzione non è quasi-concava, dal momento che i suoi insiemi di livello 
superiore sono insiemi non convessi, ma è (h,cp )-concava con: 
h(xpx2)=[10(x2-(x1)
2),1-x1], e quindi h-1(i1~)=[1-~, 110 x 1+(1-~)2], e ct>(t)=t; 
risulta infatti cp0f0h-1(i1~)=-(i1 )2-(x2)2 che è una funzione 9uadrati.ca concava. 
Una caratterizzazione nel caso differenziabile di queste funzioni è data nel 
seguente teorema. 
Teorema 1.6.8 Sia C un sottoinsieme di 9t0 ed f:C~ 9t una funzione a valori 
reali differenziabile; f è (h,cp )-concava se e solo se per ogni x,ye C risulta: 
«f(y)~f(x)~'(f(x))f. f. lx;<x) ~~((b(x)) lbi(y)-h;(x)]. 
. i=l j=l l 1 
Dalla precedente relazione si ottiene direttamente la proprietà espressa dal 
seguente teorema [10]. 
Teorema 1.6.9 Sia C un sottoinsieme di 9t0 ed f:C~9t una funzione a valori 
reali differenziabile ed (h,cp )-concava con h e et> differenziabili; allora ogni punto 
x *e C tale che Vf(x*)=O è punto di massimo globale per f su C. 
Dim. La tesi segue direttamente dal Teorema 1.6.8 sostituendo x con x* e 
tenendo conto della crescenza di cp. • 
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1.6.6. Funzioni (a.,A.)-concave 
Un'altra classe di funzioni che estende quella delle funzioni G-concave è la clas-
se delle funzioni (a,À)-concave introdotte in [22-24]. 
Definizione 1.6.6 Sia Cc9tn un insieme convesso, f:C--+ 9t una funzione a 
valori reali, x,ye C e Àe (0,1). La funzione f è detta (25): 
i) (a,À)-concava ((a,À)-cv) se 3a(À,x,y)e [0,1] tale che: 
f(y)~(x) ~ f(x+A(y-x))~(x)+a(A.,x,y)(f(y)-f(x)) V'Àe(0,1), V'x,yeC; 
ii) strettamente (a,À)-concava (s.(a,À)-cv) se 3a(À,x,y)e [0,1] tale che: 
f(y)~(x) ~ f(x+À(y-x))>f(x)+a(À,x,y)(f(y)-f(x)) V'~ (0,1), V'x,ye C, x;ty; 
iii) semi (a,À)-concava (sm.(a,À)-cv) se 3a(A.,x,y)e [0,1] tale che: 
f(y)>f(x) ~ f(x+À(y-x)~(x)+a{À,x,y)(f(y)-f(x)) V'À.e(<),1), V'x,yeC; 
: . 
iv) semistrettamente (a,À)-concava (ss.(a,À)-cv) se 3a(À,x,y)e [0,1] tale che: 
f(y)>f(x) ~ f(x+À(y-x))>f(x)+a(À,x,y)(f(y)-f(x)) V'Àe (0,1 ), V'x,ye C; 
Si può supporre, senza perdita di generalità, che la funzione a(À,x,y) verifichi la 
seguente proprietà: 
a(À,x,y)+a{1-À,y,x)=1 \7'~(0,1), V'x,yeC. (1.7) 
Tale pfo~età è a priori sicuramente verificata se f è ( a,À)-concava oppure stret-
tamente (a,À)-concava ed f(y)=f(x) (26); nel caso in cui essa non sia vera in 
generale possiamo però sostituire la funzione a(À,x,y) con la seguente: 
{ 
a(À,x,y) se f(y)>f(x) 
a.*(ì..,x,y)= l+<x(ì..,x,y~a(l-ì..,y,x) se f(x)=f(y) ; 
1-a(1-A.,y,x) se f(y)<f(x) 
questa funzione verifica la (1.7) (27) ed è tale che se f è (a,À)-concava è anche 
(a*,À)-concava e così via per le altre (a tal fme si osservi che se f è (a,À)-conca-
va oppure strettamente (a,À)-concava risulta a*(À,x,y)=a(À,x,y) per f(y)=f(x)). 
Vale il seguente teorema che permette di defmire alternativamente le classi di 
funzioni adesso introdotte. 
25 f è detta (a.)..)-convessa se -f è (a).)-concava, analogamente per gli altri casi 
26 Per ipotesi, essendo f(y)=f(x) risulta f(x+A(y-x))~(x)+a(A.,x,y)(f(y)-f(x)), si ha anche pero, essendo 
f(x)=f(y), f(y+(l-A)(x-y))~(y)+a(l-A,y ,x)(f(x)-f(y)) ovvero f(x+).(y-x)~x)+(l-a(l-A,y ,x))(f(y)-f(x)), di 
conseguenza deve essere a(A,x,y)=l-a(l-A,y,x). 
{ 
1-a(A,x,y) se f(y)>f(x) 
27 Per verificare ciò basta osservare che si ha a*(l-A,y,x)= 1-a<?,xtv;a(l-A,y,x) se f(x)=f(y) 
a(l-A,y ,x) se f(y)<f(x) 
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Teorema 1.6.10 Sia Cc:9tn un insieme convesso ed f:C~9\. 
i) f è ( a,A.)-concava se e solo se: 
3a(A.,x,y)e [0,1] tale che a(A.,x,y)+a(l-A.,y,x)=l per cui 
f(x+A(y-x))~(x)+a(A.,x,y)(f(y)-f(x)) 'VA.e (O, l), 'Vx,ye C; 
ii) f è strettamente ( a,À.)-concava se e solo se: 
3a(A.,x,y)e [0,1] tale che a(A.,x,y)+a(l-A.,y,x)=l per cui 
f(x+A(y-x))>f(x)+a(À,x,y)(f(y)-f(x)) 'VA.e(O,l), 'Vx,yeC, x;t:y; 
iii) f è semi (a,A.)-concava se e solo se: 
3a(A.,x,y)e [0,1] tale che a(A.,x,y)+a(l-A.,y,x)=l per cui 
f(x+A.(y-x)~(x)+a(A.,x,y)(f(y)-f(x)) 'VA.e (0,1), 'Vx,ye C, f(x)#(y); 
iv) f è semistrettamente (a,A.)-concava se e solo se: 
3a(A.,x,y)e [0,1] tale che a(A.,x,y)+a(l-A.,y,x)=fPer cui 
f(x+À.(y-x) )>f(x)+a(A.,x,y )(f(y )-f(x)) 'VA.e (0, l), 'Vx,ye C, f(x)#(y ). 
Dim. Si dimostra soltanto il punto i) essendo gli altri casi analoghi. 
La sufficienza è ovvia; per la necessità si osservi che 'Vx,ye C e 'VA.e (0,1), se 
f(y)~(x) allora per la (a,A.)-concavità di f è f(x+À.(y-x))~(x)+a(A.,x,y)(f(y)-f(x)); 
se invece f(y)<f(x) risulta f(y+(l-A.)(x-y))~(y)+a(l-A.,y ,x)(f(x)-f(y)) ovvero: 
f(x+A(y-x))~(x)+(l-a(l-A.,y,x))(f(y)-f(x))=f(x)+a(A.,x,y)(f(y)-f(x)). + 
{ 
O se f(y)>f(x) 
Si osservi che, posto a*(À.,x,y)= 1/2 se f(x)=f(y) , risulta: 
l se f(y)<f(x) 
se f è quasi-concava allora è (a,À.)-concava con a(A.,x,y)=a*(A.,x,y); 
se f è s.qcv allora è strettamente (a,A.)-concava con a(À,x,y)=a*(A.,x,y); 
se f è semi quasi-concava allora è semi (a,À.)-concavacon a(A.,x,y)=a*(A.,x,y); 
se f è ss.qcv allora è semistrettamente (a,À.)-concava con a(A.,x,y)=a*(A.,x,y); 
se f è costante allora è (a,À.)-concava per qualsiasi a(A.,x,y) corretta; 
se f è concava allora è (a,À.)-concava con a(À.,x,y)=À.; 
se f è strettamente concava allora è strettamente (a,À.)-concava con a(A.,x,y)=À; 
se f è O-concava allora è ( a,À.)-concava con 
{ 
G"1(G(f(x) )+A.(G(f(y) )-G(f(x))) )-f(x) se f(y )#(x) 
a(A.,x,y)= f(y)-f(x) . 
1/2 se f(y)=f(x) 
Valgono per le funzioni ( a,A.)-concave le seguenti proprietà. 
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Proprietà 1.6.11 Sia Cc9tn convesso ed f:C~9t una funzione (a1 ,A)-concava; 
allora f è anche (a2,À)-concava se a 2(A.,x,y)e [0,1], a 2(A.,x,y)+a2(1-A.,y,x)=1 ed 
al (A.,x,y )-a,.(A.,x,y) 'l - ~ fì 
inoltre: f(y)-f(x) ~ V' AA:(0,1), vx,yeC, (x):;t:f(y). 
Dim. Dalle ipotesi segue che a1(A.,x,y)(f(y)-f(x))~a,.(A.,x,y)(f(y)-f(x)) "VA.e (0,1), 
"Vx,ye C, f(x);t:f(y); questa relazione inoltre è ovviamente valida anche per 
f(x)=f(y). Risulta quindi "VA.e (0,1) e "Vx,ye C: 
f(x+À.(y-x))~(x)+a1(A.,x,y)(f(y)-f(x)~(x~(A.,x,y)(f(y)-f(x)), 
da cui la tesi per il teorema 1.6.10. • 
Proprietà 1.6.12 Sia f una funzione a valori reali definita su un insieme 
convesso C di 9tn; se f è semi ( a,A.)-concava, allora ogni punto di massimo locale 
stretto è di massimo globale; se inoltre risulta a(A.,x,y)>O ;'rfA.e (0,1) e "Vx,ye C 
allora ogni punto di massimo locale è anche di massimo globale. 
Dim. Supponiamo per assurdo che x e C sia un punto di massimo locale ma non 
globale e che quindi esista un altro punto ye C tale che f(y)>f(x); per la semi 
( a,A.)-concavità di f risulta f(x+À(y-x))~(x)+a(A.,x,y)(f(y)-f(x))~(x) "VA.e (0,1), di 
conseguenza x non può essere di massimo locale stretto; se inoltre fosse 
a(A.,x,)')>O V'ÀE (0,1) avremmo f(x+À(y-x))~(x)+a(A.,x,y)(f(y)-f(x))>f(x) "V'Al: (0,1) 
e quindi x non può essere un punto di massimo locale. • 
Proprietà 1.6.13 Sia Cc9tn un insieme convesso, g:C-.+9t una funzione (a,A.)-
concava tale che g(x)>O V'x e C, f:C-.+9t una funzione (a,A.)-convessa tale che 
f(x)>O Vxe C; sia inoltre ')(ì..,x,y )= f(x}HJI."f:.: rw)-f(x)) (28). 
Allora la funzione g/f risulta allora (y,A.)-concava 
Dim. Si ossetvi che risulta V'A.e (0,1) e V'x,ye C: 
g{!l .8U2 g(x) _ .&!} a(A.,x,y)f(y) f(y)g(x)-f(x)g(y) _ 
f(x) + 'Y(A.,x,y) [ f(y) - f(x) l - f(x) - f(x)+a(A.,x,y)(f(y)-f(x)) f(y)f(x) -
_ f(x)g(x)+ai.A.,x,y )g(x)(f(y )-f(x) )-a(A.,x,y )(f(y )g(x)-f(x)g(y)) _ 
- f(x)[f(x)+ai.A.,x,y)(f(y)-f(x))] -
_ f(x)g(x}HJI.A.,x,y)(f(y)g(x)-f(x)g(x)-f(y)g(x)+f(x)g(y)) _ 
- f(x)[f(x)+ai.A.,x,y)(f(y)-f(x))] -
g(x)+a(A.,x,y)(g(y)-g(x)) . . 
= f(x)+a(A.,x,y)(f(y)-f(x)) ; essendo qumdi: 
28 Si verifica facilmente cbe 'Y(À,X,y)e [0,1] e cbe l(A.,x,y)+'Y(l-A.,y,x)=l. 
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O<f(x+À.(y-x))g(x)+a(A,x,y)(f(y)-f(x)), g(x+À.(y-x))~g(x)+a(A,x,y)(g(y)-g(x))>O, 
. . g(x+A(y-x)) g(x)+a(A,x,y)(g(y)-g(x)) _ g(x) _&yì g(x) 
SI ha. f(x+A(y-x)) ~ f(x)+a(A,x,y)(f(y)-f(x)) - f(x) + i._À,x,y) [ f(y) - f(x) ] ' 
di conseguenza la funzione g/f è (y,A)-concava. • 
Corollario 1.6.2 Sia Cc9tn un insieme convesso, f:C~ 9t una funzione (a, A)-
\-/ c . 'V( "l ) a{À,x,y )f(y) 
convessa tale che f(x)>O v x e e sta ,,1\;,x,y = f(x)+a('A.,x,y)(f(y)-f(x)) · 
Allora la funzione 1/f risulta allora (y,A.)-concava. 
Dim. Segue direttamente dal teorema precedente osservando che la funzione 
costante g(x)=l è sicuramente positiva e (a,À)-concava. • 
' : 
Terminiamo questo paragrafo riassumendo, per mezzo del seguente diagramma, 
le relazioni intercorrenti tra le varie classi di funzioni concavo-trasformabili. 
jhf.cvl 
u 
jlog.cvl c ~ 
l (h, q> )-cv l 
u 
c lr-cvl c jG-cvl 
diagramma 7 
l(a,À)-cvl 
u 
c lss.qcvl 
Si ricordi che nel caso differenziabile una funzione G-concava è pseudo-conca-
va e non soltanto semistrettamente quasi-concava. 
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2 . Concavità generalizzata: 
caso vettoriale 
/ .· 
Come risulta evidente da quanto svolto nel primo capitolo di questa tesi, la 
concavità generalizzata scalare, pur essendo ancora argomento di notevole 
interesse e ricerca, può ormai essere ritenuta una teoria consolidata; di contro 
non esiste ancora una trattazione organica della concavità generalizzata per 
funzioni vettoriali, come si evince da una analisi effettuata sulla letteratura 
specializzata [l, 2, 6-9, 12, 13, 16-18, 20-22, 24]. 
Ad esempio, per i problemi Paretiani, che sono i più ampiamente trattati, ci si 
limita spesso a considerare la concavità generalizzata componente per compo-
nente, mentre per problemi vettoriali relativi ad ordinamenti indotti da un cono 
non si va al di là di alcune definizioni e proprietà mirate al raggiungimento di 
specifici obiettivi [3-5, lO, 14]. 
In questo capitolo si propone uno studio organico delle possibili estensioni a 
livello vettoriale delle classi di funzioni concave generalizzate scalari, studio 
teso sia all'analisi delle proprietà delle varie classi sia alla puntualizzazione del 
loro ruolo nella ottimizzazione vettoriale. 
L'estensione delle varie definizioni scalari a livello vettoriale non è ovvia in 
quanto l'ordinamento nel caso scalare dato dalle relazioni ''>" e "~" non ha 
una univoca traduzione nel caso vettoriale, anche nel caso particolare in cui si 
consideri un ordinamento parziale indotto da un cono (1). 
1 Un insieme c~m è detto cono di vertice l'origine se la condizione xe C implica kxe C ~; un 
cono C è inoltre detto non banale se è C;t:( O} e C;t:9tm. In particolare un cono C è detto puntato se non 
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In questa tesi è stato scelto l'approccio basato sull'ordinamento indotto da un 
cono chiuso C non banale di vertice l'origine avente interno non vuoto; in 
luogo della relazione "~" viene utilizzata l'appartenenza al cono C, mentre la 
relazione ''>" è sistematicamente sostituita sia con l'appartenenza ali' insieme 
C0=C\{0} sia con l'appartenenza all'interno di C, per il quale sarà usata la 
notazione COO. 
Questa impostazione permetterà l'introduzione di varie classi di funzioni 
vettoriali concave generalizzate sia in ipotesi di differenziabilità che non. 
Dopo aver studiato le relazioni di inclusione tra le classi introdotte ed avere 
evidenziato la difficoltà di ottenere una loro caratterizzazione nel caso differen-
ziabile, si determinano delle sottoclassi per le quali è possibile ottenere una 
caratterizzazione del primo ordine. 
La scelta di considerare un ordinamento indotto da un·· cono permette di 
introdurre i concetti generali di crescenza e monotonia vettoriale e di stabilire 
vari risultati che, tra l'altro, estendono i corrispondenti nel caso scalare. 
# 
2.1. Definizioni e relazioni di inclusione tra le classi 
In questo paragrafo verranno proposte, tramite l'approccio precedentemente 
descritto, delle classi di funzioni concave generalizzate vettoriali che generaliz-
zano quelle scalari esposte nel primo capitolo. 
La non univocità della traduzione delle relazioni d'ordine coinvolte nelle 
defmizioni delle funzioni scalari concave generalizzate, comporta l'introduzione 
di un numero elevato di classi di funzioni vettoriali concave generalizzate. 
Nasce di conseguenza l'esigenza di avere una forma compatta con la quale 
poter denominare le varie classi introdotte. 
A tal fine, invece di specificare esplicitamente il cono rispetto al quale viene 
considerata la relazione di appartenenza, -verranno utilizzati i simboli 
C*e { ... }c{C,CO,COO,O,C\C00} e C'e { ... h:{C,CO,COO}; con una tale notazione si 
indicha la possibilità per C* e C' di coincidere con uno qualsiasi degli elementi 
degli insiemi a loro associati. Si osservi che nel caso in cui i due simboli vengano 
contiene rette, ovvero se xe C, x;eO, implica -x~ C, ovvero se llx,ye C, x;eO, tali che x+y=O. Un cono C è 
infme detto convesso se è convesso come insieme, il che accade se e solo se x,ye C implica x+ye C. 
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utilizzati contemporaneamente sono ammesse tutte le possibili combinazioni 
delle coppie (C*,(:#), in altre parole la scelta effettuata per C* è indipendente da 
quella effettuata per ~ e viceversa. 
2.1.1. Funzioni di tipo concavo 
Tramite l'approccio precedentemente descritto, si possono associare alle 
funzioni concave e strettamente concave scalari sei classi di funzioni vettoriali, 
alle quali ci riferiremo in seguito come classi di funzioni vettoriali di tipo 
concavo. Si ha al riguardo la seguente defmizione, che utilizza la notazione 
compatta precedentemente descritta. 
Definizione 2.1.1 Sia f:S-+9tm, con Sc9tn insieme convesso, e sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto. 
Posto C*e {C,CO,COO}, si dirà che: 
f è C*-concava [C*.cv] se 'v'x,yeS, x*y, è verificata la condizione: 
f(x+À.(y-x))-À.(f(y)-f(x))e f(x)+C* 'v'À.E (0,1); 
f è C*-semiconcava [C* .smcv] se 'Vx,ye S, x*y, è verificata la condizione: 
.. f(y)ef(x)+C ~ f(x+À.(y-x))-À.(f(y)-f(x))ef(x)+C* 'v'À.E(O,l) 
N el caso in cui si consideri l'ordinamento indotto dal cono Paretiano C=(9t~, 
esiste una relazione tra la C*-concavità vettoriale, con C*e { C,C0,C00 }, e la 
concavità di ogni singola componente della funzione. 
Vale al riguardo la seguente proprietà, la cui dimostrazione segue direttamente 
dalle defmizioni date. 
Proprietà 2.1.1 Sia f:S-+9tm, con Sc9tn insieme convesso, una funzione tale 
che f(x)=(f1(x), ... tm(x)); sia inoltre C=9t~{ye9tm: y~O} il cono Paretiano. 
i) f è C-concava se e solo se tutte le funzioni f1 , ••• ,fm sono concave; 
ii) se tutte le funzioni f 1, ••• ,fm sono concave ed almeno una è strettamente 
concava allora la funzione f è CO-concava; 
iii) f è C0°-concava se e solo se tutte le funzioni f1 , ••• ,fm sono strettamente 
concave. 
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Si osservi che per le classi di funzioni C*-semiconcave, con C*e {C,CO,COO}, non 
sussiste in generale alcuna relazione tra la concavità generalizzata rispetto al 
cono Paretiano e la concavità generalizzata componente per componente; ciò 
evidenzia che le definizioni proposte sono più generali della richiesta di 
concavità generalizzata componente per componente. 
Esempio 2.1.1 Si consideri la funzione f(x)=(x2 ,-x2-x,x), definita su S=9t ed il 
cono Paretiano C=9t! : f è C00-semiconcava, in quanto j1x,ye S, x=t:y, tali che 
f(y)e f(x)+C, mentre la sua prima componente è strettamente convessa e non 
verifica alcuna ipotesi di concavità generalizzata (neanche le più deboli 
introdotte nel primo capitolo, quali la semi quasi-concavità e la quasi-concavità 
in senso esteso). 
. ' 
Il seguente diagramma illustra le relazioni intercorrenti tra le classi di funzioni di 
tipo concavo introdotte: 
u 
c IC.smcvl 
u 
c~ c 
u 
~ 
La rappresentazione usata evidenzia come, nel caso scalare (m=1 e C=9t+), le 
classi di funzioni CO-concave, COO-concave, C0-semiconcave e COO-semiconca-
ve si riducono alla classe delle funzioni strettamente concave, mentre le classi 
delle funzioni C-concave e C-semiconcave corrispondono a quella delle 
funzioni concave. I seguenti esempi permettono di verificare che le inclusioni 
tra le classi sono proprie. 
Esempi 2.1.2 Si considerino le funzioni f:9t-+9t2 ed il cono paretiano C=~ . 
i) la funzione f(X)=(X, e-X) è C00.SmCV in quantO j1x,ye 9t, X=t:y, tali Che 
f(y)ef(x)+C; per la proprietà 2.1.1 però f non è C.cv poiché la sua seconda 
componente non è una funzione concava; 
ii) la funzione f(x)=(-x2+2x, 0) è, per la proprietà 2.1.1, C0.cv poiché la sua 
prima componente è strettamente concava e la seconda è concava; essa 
però non è C00.smcv, infatti preso x=O ed y=1 risulta f(y)e f(x)+C ma, 
poiché la seconda componente di f è identicamente nulla, jlA,e (0,1) tale che 
f(x+'AJ..y-x) )-A.(f(y )-f(x) )e f(x)+COO; 
iii) la funzione vettoriale costantemente nulla è, per la proprietà 2.1.1, C.cv ma 
non può ovviamente essere CO .smcv. 
96 
Cap.2 Concavità generalizzata: caso vettoriale 
2.1.2. Funzioni di tipo quasi-concavo 
Alle classi di funzioni scalari quasi-concave introdotte nel paragrafo 1.1.2 è 
possibile associare quindici classi di funzioni vettoriali di tipo quasi-concavo. 
Sempre usando la notazione compatta, si ha la seguente definizione. 
Definizione 2.1.2 Sia f:S~9tm, con Sc9tn insieme convesso, e sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto. 
Posto C*e {C,CO,COO,O,C\COO} e ~e {C,CO,COO}, si dirà che: 
f è (C*,C")-quasiconcava [(C*,~).qcv] se per ogni x,ye S, x*y, è verificata la 
condizione: 
/ .. .. 
f(y)ef(x)+C* => f(x+À(y-x))ef(x)+~ VA.e(0,1) 
Le relazioni intercorrenti tra queste classi di funzioni, che seguono direttamente 
dalle definizioni date, sono rappresentate graficamente nel seguente diagramma: 
[ !<o.c>~~Fvi ::::>· l (C\COO,C).gcv[] :::> l ! (C,C).qcvl ] c Il (CO,C).qcvl c l ( COO ,C).9cv ( 
u u 
(O,C0).qcv ::::> (C,C0).qcv c 
u u u u u 
l (O,COO).qcvl ::::> l ( C\COO ,C00) .q cv j ::::> l (C,COO).qcvl c j (C0,C00).qcvl c l (C00,C00).qcvl 
Tale diagramma evidenzia altresì che nel caso scalare le classi (C00,C0).qcv, 
(C00,C00).qcv, (C0,C0).qcv e (C0,C00).qcv si riducono ali~ classe delle funzioni 
semistrettamente quasi-concave, le classi (C,CO).qcv e (C,COO).qcv si riducono a 
quella delle funzioni strettamente quasi-concave, le classi (C00,C).qcv e 
( C0 ,C).qcv si riducono a quella delle funzioni semi quasi-concave, le classi 
(O,C).qcv e (C\COO,C).qcv si riducono a quella delle funzioni quasi-concave in 
senso esteso, mentre le classi (C\C00,C0).qcv, (C\C00,C00).qcv, (O,CO).qcv e 
(0,C00).qcv, si riducono a quella delle funzioni strettamente quasi-concave in 
senso esteso. 
I seguenti teoremi stabiliscono delle caratterizzazioni per alcune delle classi di 
funzioni di tipo quasi-concavo introdotte. 
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Teorema 2.1.1 Sia f:S~9tm, con Sc9tn insieme convesso, e sia Cc9tm un cono 
chiuso di vertice l'origine ed interno non vuoto. 
Posto C*e {C,CO,COO}, le seguenti condizioni sono equivalenti: 
i) la funzione f è (C,C*)-quasiconcava; 
ii) la funzione f è sia (CO,C*)-quasiconcava sia (O,C*)-quasiconcava. 
iii) la funzione f è sia (C00,C*)-quasiconcava sia (C\COO,C*)-quasiconcava. 
Dim. Segue in modo diretto dalla defmizione. + 
Teorema 2.1.2 Sia f:S~9tm, con Sc9tn insieme convesso, e sia Cc9tm un cono 
chiuso di vertice l'origine ed interno non vuoto. 
f è (C,C0).qcv se e solo se è (CO ,C0).qcv ed inoltre 'V x,ye S vale la seguente .. 
proprietà: 
f(y)=f(x) ~ 3Ae(0,1) tale che f(x+A{y-x))ef(x)+CO. (2.1) 
Dim. La necessità è banale, si deve quindi dimostrare solo la sufficienza; 
essendo f (C0,C0).qcv resta da verificare che 'Vx,ye S, x:~:y, tali che f(y)=f(x) 
risulta f(x+À.(y-x))ef(x)+CO 'VA.e(0,1). 
Per la proprietà (2.1) 3Xe (0,1) tale che f(x+X(y-x))ef(x)+C0; applicando la defi-
nizioné di funzione (C0,C0).qcv nell'intervallo di estremi x ed x+A.(y-x) e 
nell'intervallo di estremi x+A{y-x)-ed y si ottiene, essendo f(y)=f(x), la tesi. + 
Il seguente esempio mostra come le inclusioni tra le classi di funzioni 
(C\COO,C*).qcv e (C,C*).qcv siano proprie. 
E . 2 l 3 s· "d . l f . fi( >={ (x,x) per xe [0,2], x:/:1 ed il semp1o • • 1 cons1 en a unztone x- (-1,1) per x=1 cono 
paretiano C=9t!; f è (C\C00,C00).qcv (e quindi anche (C\C00,C0).qcv e 
(C\C00,C).qcv) poiché ~x,ye S, x:~:y, tali che f(y)e f(x)+C\C00, non è però 
(C,C).qcv (e quindi neanche (C,CO).qcv né (C,COO).qcv) poiché f(2)e f(O)+C 
mentre f(1~f(O)+C. 
Il seguente teorema evidenzia che sotto ipotesi di continuità le classi di funzioni 
(C\COO,C*).qcv e (C,C*).qcv coincidono. 
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Teorema 2.1.3 Sia f:S~9tm, con Sc9tn insieme convesso, una funzione 
vettoriale continua e sia Cc9tm un cono chiuso convesso puntato (2) di vertice 
l'origine ed interno non vuoto. Posto C*e {C,CO,COO}, risulta che la funzione f è 
(C,C*)-quasiconcava se e solo se è (C\COO,C*)-quasiconcava. 
Dim. Poiché la necessità segue direttamente dalle definizioni, si deve dimostra-
re la sufficienza nei vari casi. 
C*=C) Si supponga per assurdo che f sia (C\COO ,C).qcv ma non (C,C).qcv e 
che quindi 3x,ye S ed 3Ae(0,1) tali che f(y)ef(x)+COO e f(x+A(y-x))Ef(x)+C; per 
la continuità di f 3Àe (1:,1) tale che f(x+À(y-x))e f(x)+C\COO; applicando quindi la 
definizione di funzione (C\COO,C).qcv nell'intervallo di estremi x ed x+A(y-x) si 
ha f(x+À(y-x))e f(x)+C V"Ae (O,A.), assurdo in quanto Xe (O,A.). 
C*=C0) Poiché f è (C\COO,C0).qcv, per definizione è anche (C\COO,C).qcv e 
quindi, per il punto precedente, è (C,C).qcv; si supponga allora per assurdo chef 
non sia (C,C0).qcv e che quindi 3x,ye S ed un reale le (0,1) tali che 
f(y)e f(x)+C00 e f(x+X(y-x))e f(x)+C\C0 ovvero f(x+X{y-x))=f(x); applicando la 
defmizione di funzione (C\C00,C0).qcv nell'intervallo di estremi x ed x+X(y-x) si 
ha f(x+À(y-x))e f(x)+C0 V"Ae (O,X). Per la continuità di f pertanto, essendo 
f(y)ef(x)+çOO, 3Àe(O):) tale che f(x+A(y-x))ef(x)+CO e f(y)ef(x+A(y-x))+C00; 
applicando quindi la defmizione di funzione (C,C).qcv nell'intervallo di estremi 
x+A(y-x) ed y si ha f(x+À(y-x))e f(x+A(y-x))+C V"Ae (A,1). Poiché Xe (A,1) ed 
f(x+A(y-x))e f(x)+C0 si ottiene quindi, essendo C un cono convesso e puntato, 
f(x +A(y-x) )e f(x)+CO, condizione assurda. 
C*=C00) Poiché f è (C\COO,C0°).qcv, per definizione è anche (C\COO,CO).qcv e 
quindi, per il punto precedente, è (C,C0).qcv. Si supponga per assurdo chef non 
sia (C,C00).qcv e che quindi 3x,ye S ed 3A.e (0,1) tali che f(y)e f(x)+C00 e 
f(x+X{y-x))ef(x)+CO\COO. Applicando la defmizione di funzione (C\COO,COO).qcv 
nell'intervallo di estremi x ed x+X(y-x) si ha f(x+À(y-x))ef(x)+COO VA-e(OA) e di 
conseguenza, per la continuità di f, essendo f(y)ef(x)+C00, 3Ae(0A) tale che 
f(x+A(y-x))ef(x)+COO e f(y)ef(x+A(y-x))+C00• Applicando pertanto la defini-
zione di funzione (C,C0).qcv nell'intervallo di estremi x+A(y-x) ed y risulta 
2 Sia Cc:9tm un cono convesso non banale con interno non vuoto; allora valgono le seguenti condizioni: 
i) xe C, ye C => x+ye C; ii) xe COO, ye C => x+ye C00• 
Se inoltre C è puntato allora vale la seguente ulteriore implicazione: ili) xe C0, ye C => x+ye CO. 
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f(x+À.(y-x))e f(x+A(y-x))+CO 'VA.e (À,l). Poiché A:e (À,1) ed f(x+À(y-x))e f(x)+COO 
si ha, essendo C convesso e puntato, f(x+X(y-x))ef(x)+COO, assurdo. • 
Le relazioni tra le varie classi divengono quindi, sotto ipotesi di continuità, 
quelle espresse dal' seguente diagramma. 
[ ! (O,C).qcv! ) :::> [ l (C\C00,C).qcv = (C,C).qcvl l c [ l (C0,C).qcvl c l (COO,C).qcv! l 
u u u u 
(0,C0).qcv :::> (C\C00,CO).qcv = (C,CO).qcv c (C0,C0).qcv (C00,C0).qcv 
u u u u 
l (O,Coo).qcv l :::> l ( C\COO ,COO) .q cv = ( C,COO) .q cv l c l (C0,C00).qcvl c l (C00,C00).qcvl 
I seguenti esempi permettono di verificare che anche sotto ipotesi di continuità 
le inclusioni tra le varie classi sono proprie. 
Esempi 2.1.4 Si considerino le seguenti funzioni f:S-+9t2, con S~9t insieme 
convesso, ed il cono paretiano C=9U . 
1.) l -f . f( )J (0,1-x) perxe[O,l] , (,-,oo coo) ( . d. h a unz1one x L (O,x-1) per xe [1,2] e '-~ , .qcv e qu1n 1 anc e 
(C00,CO).qcv e (COO,C).qcv) poiché jlx,ye S=[0,2] tali che f(y)ef(x)+COO, non 
è però (C0,C).qcv (e quindi né (C0,C0).qcv né (C0,C00).qcv) poiché 
f(2)e f(l/2)+C0 mentre f(l )E f(1/2)+C; 
ii) la funzione f(x)=(x2-x,-x2+x), con xe S=9t, è (C0,C00).qcv (e quindi anche 
(C0,C0).qcv e {CO,C).qcv) poiché jlx,ye S tali che f(y)e f(x)+C0, non è però 
(C,C).qcv (e quindi né (C,C0).qcv né (C,C00).qcv) poiché f(1)e f(O)+C 
mentre f(l/2)E f(O)+C; 
iii) la funzione f(x)=(x,x2-x), con xe S=[O,l], è (O,C00).qcv (e quindi anche 
(O,C0).qcv e (O,C).qcv) poiché jlx,ye S tali che f(y)=f(x), non è però 
(C,C).qcv (e quindi né (C,C0).qcv né (C,C00).qcv) poiché f(l)e f(O)+C 
mentre f(l/2)E f(O)+C; 
i (x,x) per xe [0,1] iv) la funzione f(x) (2-x,2-x) per xe [1,2] è (C,C).qcv in S=[0,3] (e quindi . (0,0) per XE [2,3] 
anche (CO,C).qcv (COO,C).qcv e (O,C).qcv); non è però (COO,CO).qcv (e quindi 
né (C0,C0).qcv né (C,CO).qcv) poiché f(l)e f(3)+C00 mentre f(2)E f(3)+C0, 
inoltre non è neanche (O,CO).qcv poiché f(3)=f(0) mentre f(2)E f(O)+CO; 
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i (x, O) per XE [0, l] v) la funzione f(x) (2-x,x-1) per xe [1,2] è (C,C0).qcv in S=[0,3] (e quindi (0,3-x) per xe [2,3] 
anche (C0,C0).qcv (C00,C0).qcv e (O,C0).qcv); non è però (C00,C00).qcv (e 
quindi né (C0 ,C00).qcv né (C,C00).qcv) poiché f(3/2)e f(O)+C00 mentre 
f(l)e: f(O)+C00, inoltre non è neanche (O,COO).qcv poiché f(3)=f(0) mentre 
f(2)e: f(O)+COO; 
Osservazione 2.1.1 Gli esempi 2.1.4 i) e v) evidenziano che nel passaggio dal 
caso scalare al vettoriale non si mantiene la proprietà secondo cui una funzione 
continua (superiormente semicontinua) ss.qcv è anche qcv; difatti le classi di 
funzioni (C0,C0).qcv e (C0°,C00).qcv (che corrispondono alle scalati ss.qcv) e la 
classe di funzioni (C,C).qcv (che corrispondono alle scaJari qcv) rimangono 
distinte anche in ipotesi di continuità, senza alcuna relazione di inclusione. 
Gli esempi precedenti inoltre evidenziano che nel caso vettoriale, a differenza 
del caso scalare, quasi tutte le classi di funzioni di tipo quasi-concavo rimango-
no distinte l'una dall'altra anche sotto ipotesi di continuità; l'unica parziale 
analogia al caso scalare è difatti la coincidenza delle classi di funzioni ( C,C*)-
qcv e {C\C00,C*)-qcv, esattamente come accade tra le e.qcv e le qcv e tra le 
es.qcv e le s.qcv. 
Come è noto una funzione scalare è quasi-concava se e solo se tutti i suoi insie-
mi di livello superiore e di livello superiore stretto sono convessi, storicamente 
anzi le funzioni quasi-concave sono "nate" proprio come classe di funzioni ca-
ratterizzate da tale proprietà. Per studiare se è possibile estendere tale caratteriz-
zazione alle funzioni vettoriali di tipo quasi-concavo si introduce la seguente 
definizione di insieme di livello superiore per una funzione vettoriale. 
Dermizione 2.1.3 Sia f:S-+9tm, con Sc9tn convesso, sia Cc9tm un cono chiuso 
di vertice l'origine ed interno non vuoto e sia JlE 9tm un qualsiasi vettore. 
L'insieme U(f,Jl)={xeS: f(x)eJl+C} è detto insieme di livello C-superiore di f. 
Il seguente esempio evidenzia come non sia possibile, nel caso vettoriale, carat-
terizzare le funzioni (C,C)-quasiconcave tramite la convessità degli insiemi di 
livello C-superiore; il successivo Teorema 2.1.4 dimostra altresì che la convessità 
degli insiemi di livello C-superiore è una condizione necessaria, anche se non 
sufficiente, per la (C,C)-quasiconcavità di una funzione. 
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Esempio 2.1.5 Si consideri il cono Paretiano C=9U e la seguente funzione: 
={ 
(x,-x) per xe [-1,1], x:;tO, ed y=O 
f(x,y) ( -2,2) per x=O ed y=O 
(-1/2,-1/2) per xe [-1,1] ed y<O 
f è (C,C).quasiconcava nell'insieme S={(x,y): xe [-1,1], ySO} ma, ad esempio, per 
IJ,=(-1/2,-1/2) (IJ,=f(x,y) 'Vy<O, xe [-1,1]) non è convesso l'insieme di livello: 
U(f,J.L)={(x,y): xe[-1/2,1/2]\{0}, y=O}u{(x,y): xe[-1,1], ycdl}. 
Teorema 2.1.4 Sia f:S~9tm, con Sc9tn insieme convesso, sia Cc9tm un cono 
chiuso di vertice l'origine ed interno non vuoto. 
Se gli insiemi di livello C-superiore U(f,J.L) di f, con J.LE f(S), sono convessi allora la 
funzione f è (C,C)-quasiconcava. 
~ .. 
Dim. Siano x,ye S tali che f(y)e f(x)+C; posto J.L=f(x) risulta x,ye U(f,J.L) e quindi, 
per la convessità di U(f,J.L), si ha x+À(y-x)eU(f,J.L) 'VA.e(0,1), da cui la tesi. • 
Osservazione 2.1.2. In [10] la (C,C)-quasiconcavità di una funzione è stata 
caratterizzata non rispetto alla convessità degli insiemi di livello C-superiore 
U(f,J.L)-ma attraverso la proprietà che tali insiemi sono stellati rispetto ad ogni 
punto xe S tale che J.L=f(x). 
2.1.3. Funzioni di tipo strettamente pseudo-concavo 
Thompson in [23] introduce una classe di funzioni scalari concave generalizzate 
che, nel caso differenziabile, coincide con le funzioni pseudo-concave introdot-
te da Mangasarian [15]. 
In questo paragrafo saranno definite classi di funzioni vettoriali che estendono 
quelle proposte da Thompson; vale al riguardo la seguente definizione. 
Definizione 2.1.4 Sia f:S~ 9tm, con S~9tn insieme convesso, e sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto. 
Posto C*e {C,CO,COO} e C'e {C0,C00}, si dirà che: 
f è strettamente (C*,C')-pseudoconcava [(C*,C').spcv] se per ogni x,yeS, x:l:y, 
è verificata la condizione: 
* 3ç(x,y)eC' t.c. 'VA.e (0,1) 
f(y)e f(x)+C ~ f(x+À.(y-x))e f(x)+A.(1-A.)ç(x,y)+C' 
dove ç(x,y) non dipende da A. ma soltanto da x ed y. 
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Le relazioni intercorrenti tra queste classi di funzioni sono rappresentate grafica-
mente nel seguente diagramma che evidenzia inoltre come, nel caso scalare, le 
classi di funzioni strettamente (C,CO)-pseudoconcave e strettamente (C,C00)-
pseudoconcave si riducano alla classe delle funzioni strettamente pseudo-
concave, mentre le altre classi di funzioni corrispondano a quella delle funzioni 
pseudo-concave. 
(C,CO).spcv c (C0,CO).spcv (C00,C0).spcv 
u u u 
I<C,C00).spcvj c l (C0,C00).spcvl c l (C00,C00).spcvl 
' ' 
2.1.4. Relazioni di inclusione tra le classi 
In questo sottoparagrafo si determineranno delle relazioni intercorrenti tra le 
classi di funzioni vettoriali di tipo concavo~ quasi-concavo e strettamente 
pseudo-concavo. Per poter confrontare classi di funzioni di tipo diverso si 
supporrà che il cono C, che induce l'ordinamento parziale del codominio, sia 
convesso~ puntato, anche se quest'ultima ipotesi non è sempre necessaria. 
Teorema 2.1.6 Si consideri una funzione f:S--+ 9tm, con S~9tn insieme 
convesso, e sia Cc9tm un cono chiuso convesso e puntato di vertice l'origine 
ed interno non vuoto. Se f è strettamente (C* ,C#)-pseudoconcava, con 
C*e {C,C0,C00 } e C'e {C0,C00}, allora è anche (C*,C')-quasiconcava. 
Dim. Siano x,yeS, x*y, tali che f(y)ef(x)+C*. Poiché f è (C*,C')-spcv allora 
3ç(x,y)eC' tale che VA.e(O,l) risulta f(x+A.(y-x))ef(x)+A.(l-A.)ç(x,y)+C; essendo 
C convesso e puntato quest'ultima condizione implica f(x+A.(y-x))ef(x)+C", da 
~~te~ • 
Teorema 2.1. 7 Si consideri una funzione f:S--+ 9tm, con S~9tn insieme 
convesso, e sia Cc9tm un cono chiuso convesso e puntato di vertice l'origine 
ed interno non vuoto. Se f è C*-semiconcava, con C*e {C,C0,C00}, allora è 
anche (C,C*)-quasiconcava. 
Dim. Siano x,ye S, x*y, tali che f(y)ef(x)+C; per ipotesi risulta che per ogni 
A.e (0,1) si ha f(x+À(y-x))ef(x)+A.(f(y)-f(x))+C*, da cui la tesi essendo C un cono 
convesso e puntato. • 
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Teorema 2.1.8 Si consideri una funzione f:S~9tm, con Sc9tn insieme 
convesso, e sia Cc9tm un cono chiuso convesso e puntato di vertice l'origine 
ed interno non vuoto. 
i) Se f è C-semiconcava allora è anche strettamente (C00,C00)-pseudoconcava; 
ii) Se f è C0-semiconcava allora è anche strettamente (C0,C0)-pseudoconcava; 
iii) Se f è C00-semiconcava allora è anche strettamente (C,C00)-pseudoconcava. 
Dim. i) Si supponga per assurdo chef non sia (C00,C00).spcv e quindi esistano 
due punti x,ye S tali che f(y)e f(x)+C00 e 'v'ç(x,y)e C00 3Àe (0,1) tale che 
f(x+À(y-x))~ f(x)+À(1-À)ç(x,y)+C. Poiché il cono C è convesso si ha che 
À(1-À)ç(x,y)+C::JÀç(x,y)+C, di conseguenza 'v'ç(x,y)e C00 3Àe (0,1) tale che 
f(x+À(y-x))~ f(x)+A.ç(x,y)+C. Posto ç(x,y)=f(y)-f(x)e C00 esiste quindi un reale 
Xe (0,1) tale che f(x+X(y-x))E f(x)+A(f(y)-f(x))+C, condiz_iQne assurda poiché 
nega la C.smcv di f. 
ii) Dimostrazione analoga al precedente punto i). 
iii) Si supponga per assurdo chef non sia strettamente (C,C00).pseudoconca-
va; tenuto conto della convessità del cono C, in modo analogo al punto i), si ha 
quindi che esistono due punti x,ye S, x*y, tali che f(y)e f(x)+C e 'v'ç(x,y)e C00 
3Àe (0,1) tale che f(x+À(y-x))E f(x)+A;(x,y)+C. 
Per ogJrl ee C00, posto ç(x,y)=f(y)-f(x)+ee C00, esiste quindi un Xe (0,1) tale che 
f(x+X{y-x))~ f(x)+A(f(y)-f(x)+E)+C; al tendere di E a zero si ha, essendo C 
chiuso, f(x+X(y-x))~f(x)+A(f(y)-f(x))+C00 , condizione assurda poiché nega la 
C00 -semiconcavità di f. + 
I risultati espressi dai precedenti teoremi sono rappresentati graficamente nel 
seguente diagramma; si osservi inoltre che le varie inclusioni sono proprie, come 
mostrano gli Esempi 1.1.1, 1.2.1 ed 1.2.2. 
I<C*,C').spcvl c j(C*,C').qcvl 
IC*.smcvl c j(C,C*).qcv) 
l<c,c~.spcvl 
u 
lc00.smcvl c 
l (C0,CO).spcvl 
u 
ICO.smcvl 
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2.1.5. Quasi-concavità vettoriale e modello del consumatore 
In questo sottoparagrafo si suggerisce un modello che, in modo analogo a 
quanto accade nel caso scalare, permette di associare alle relazioni di preferenza 
tutte le funzioni vettoriali di tipo quasi-concavo defmite nel paragrafo 2.1.2; in 
pratica per mezzo delle funzioni concave generalizzate vettoriali si interpreta il 
comportamento di due consumatori che devono confrontare due diversi panieri 
di beni. Tale situazione è descritta dalla seguente idea di base. 
Si consideri il caso di due consumatori che effettuano delle scelte tra vari pa-
nieri; ognuno ha il proprio criterio di scelta, criterio che può portare o meno 
ad un accordo tra i due. 
Nel caso in cui i due debbano effettuare una scelta tra l'acquisto di un pa-
~~ ·. 
niere x e l'acquisto di un paniere y, si possono avere i cirique seguenti casi: 
i) entrambi reputano il paniere y migliore del paniere x. 
In questo caso i consumatori acquisteranno sicuramente il paniere di beni 
y; tale relazione sarà denotata con yPOOx; 
ii) entrambi reputano il paniere y non peggiore del paniere x e solamente uno 
dei due consumatori considera y sicuramente migliore di x. 
Ili q~esto caso vi è sempre accordo tra i due consumatori riguardo 
ali' acquisto del paniere y, anche se tale acquisto è meno soddisfacente per 
uno dei due consumatori; tale relazione sarà denotata con yi><>x; 
iii) entrambi reputano il paniere y non peggiore del paniere x ma nessuno dei 
due consumatori considera y sicuramente migliore di x. 
In tal caso la coppia di consumatori reputerà l'acquisto del paniere y in 
luogo del paniere x una scelta non peggiore; tale relazione sarà denotata 
con yPx. 
iv) entrambi reputano il paniere y equivalente al paniere x, ovvero conside-
rano y non peggiore di x ma neanche migliore. 
In tal caso la coppia di consumatori reputerà equivalente l'acquisto del 
paniere y o del paniere x; tale relazione sarà denotata con yf\P<Klx. 
v) i consumatori reputano il paniere y identico al paniere x, ovvero credono 
che y ed x abbiano le stesse caratteristiche. 
In tal caso la coppia di consumatori non troverà differenze tra l'acquisto 
del paniere y e quello di x; tale relazione sarà denotata con yO.,x. 
La situazione precedentemente descritta individua quindi tre relazioni di prefe-
renza, l'una più forte dell'altra, e due relazioni di eguivalenza. Si estende quindi 
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il concetto di preferenza di un solo consumatore, caso in cui si hanno due soli 
gradi di preferenza tra i panieri di beni ed una sola relazione di equivalenza, re-
lazioni che vengono rappresentate, rispetto alle funzioni di utilità, tramite le re-
lazioni binarie ">", "~" e "=". 
Nel caso quindi di due distinti consumatori che devono effettuare le proprie 
scelte in coppia, per interpretare le tre relazioni di preferenza tramite una funzio-
ne di utilità si deve utilizzare una funzione vettoriale, e questo sia per l'origine 
del problema (due consumatori ognuno con la propria funzione di utilità indi-
pendente dall'altra) sia per il fatto che una funzione di utilità scalare non può 
rappresentare i tre livelli di preferenza descritti (dal momento che si può avere 
solo il ">" ed il "~"). 
Ecco quindi che per il modello in esame una possibile funzione di utilità può es-
sere concepita come una opportuna funzione U:A~9t2, cÒn ordinamento in-
dotto da un cono C~2 chiuso di vertice l'origine ed interno non vuoto. 
Definizione 2.1.5 Una funzione U:9t~~9t2, con ordinamento nel codominio 
indotto da un cono C~9t 2 chiuso di vertice l'origine ed interno non vuoto, è 
detta funzione di utilità per una famiglia di relazioni binarie {P,pO,pOO,QP ,P\fOO} 
se verifica la seguente proprietà: 
U(y)e U(x)+C* se e solo se yP*x, 
dove C*e {C,CO,COO,O,C\COO} e P*e {P ,p0 ,POO,<>p ,P\fOO}. 
E' immediato a questo punto estendere al caso vettoriale i principali concetti 
propri del caso scalare. La seguente definizione, ad esempio, estende a livello 
vettoriale le defmizioni di relazioni di preferenza convesse, quasi-convesse e 
stellate proposte nelle definizioni 1.1.9 e 1.1.10 relativamente al caso scalare. 
Definizione 2.1.6 Sia {P,P0,P00,0p ,P\P00 } una famiglia di relazioni binarie 
sull'insieme x~n, siano inoltre P*e {P ,p0 ,POO,<>p ,P\P)O} e p#e {P ,pO ,POO}. 
Si dirà che tale famiglia è (P*,p#)-quasiconcava se per ogni x,yeX, x*y, è verifi-
cata la condizione: 
yP*x ~ x+À(y-x)p#x VAe (0,1) 
E' possibile adesso estendere a livello vettoriale i risultati presentati nelle 
Proprietà 1.1.5 e 1.1.6 che legano le relazioni di preferenza alle funzioni di utilità 
concave generalizzate di tipo quasi-concavo. 
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Si osservi che verranno utilizzate tutte le classi di funzioni vettoriali di tipo 
quasi-concavo defmite nel secondo capitolo. 
Proprietà 2.1.2 Sia U :~ ~ 9t 2, con ordinamento nel codominio indotto da un 
cono Cc9t2 chiuso di vertice l'origine ed interno non vuoto, una funzione di 
utilità per la famiglia di relazioni binarie {P ,pO ,pOO ,<>p ,P\fOO}. 
Siano infme P*e {P,P0,p00,0P,P\P00}, P'e {P,P0,p00}, C*e {C,C0,COO,O,C\C00} e· 
~e {C,C0,C00}. Risulta che la famiglia di relazioni è (P*,P')-quasiconcava se e 
solo se la funzione di utilità U è (C*,C')-quasiconcava. 
Al variare quindi delle proprietà delle relazioni di preferenza individuate dalla 
coppia di consumatori (relazioni che sono indipendenti rispetto alle relazioni di 
preferenza che guidano i due singoli consumatori), è pos~bile ottenere, analo-
gamente al caso scalare, funzioni di utilità (C*,C')-quasiconcave. 
2.2. Funzioni vettoriali differenziabili concave generalizzate 
Nel caso scalare, sotto ipotesi di differenziabilità le funzioni concave generaliz-
zate (in particolare le pseudo-concave) sono caratterizzabili per mezzo di condi-
zioni che coinvolgono le derivate direzionali; ciò invece non è sempre possibile 
nel caso vettoriale. In questo paragrafo saranno defmite delle classi di funzioni 
concave generalizzate vettoriali differenziabili (3) di cui verrà poi studiata la 
relazione con le classi introdotte nel paragrafo precedente. 
2.2.1 Altre classi di funzioni vettoriali concave generallzzate 
Al fme di studiare la concavità generalizzata vettoriale in ipotesi di differenziabi-
lità, si introducono le seguenti classi di funzioni. 
Definizione 2.2.1 Sia f:S~9tm, con S~9tn insieme convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso di vertice l'origine ed interno non 
vuoto. Posto C*e {C,CO,COO}, si dirà che: 
f è debolmente (C*,C)-quasiconcava [(C*,C).wqcv] se per ogni x,ye S, X*'J, è 
verificata la condizione: f(y)e f(x)+C* => Jf(x)(y-x)e C. 
3 Si ricordi che risulta, sotto ipotesi di differenziabilità, Jf(x)(y-x)=lly-xll ~(x) con d= 11;~:11 • 
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Definizione 2.2.2 Sia f:S.-+9tm, con Sc9tn insieme convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso di vertice l'origine ed interno non 
vuoto. Posto C*e {C,CO,COO} e C'e {CO,COO}, si dirà che: 
f è (C*,C")-pseudoconcava [(C*,Ci).pcv] se per ogni x,ye S, x*f, è verificata la 
condizione: f(y)ef(x)+C* => Jf{x)(y-x)e C'. 
Osservazione 2.2.1 Nel caso scalare (m=l e C=9t+) le classi di funzioni 
debolmente (C*,C)-quasiconcava e (C*,Ci)-pseudoconcave altro non sono che 
la caratterizzazione al primo ordine rispettivamente delle funzioni (C,C)-quasi-
concave (quasi-concave scalari) e delle funzioni strettamente (C* ,Ci)-pseudo-
concave (pseudo-concave e strettamente pseudo-concave scalari). 
Si osservi inoltre che, anche nel caso vettoriale, le classi introdotte esprimono 
l'appartenenza ai vari coni della derivata direzionale rispetto alla direzione y-x, 
noto il comportamento della funzione nei punti x ed y. 
Le relazioni intercorrenti tra queste classi di funzioni seguono direttamente dalle 
defmizioni e sono rappresentate graficamente nel diagramma successivo. 
Esso eyidenzia che nel caso scalare le classi di funzioni (C,c')-pseudoconcave, 
con C'e { C0,C00}, si riducono alla classe delle funzioni strettamente pseudo-
concave; le funzioni (C*,C')-pseudoconcave, con C*e {C0,C00} e C'e {C0,C00}, 
si riducono alla classe delle funzioni pseudo-concave; le altre classi di funzioni 
invece si riducono alla classe delle funzioni quasi-concave. 
I<C,C).wqcvl c l (CO,C).wqcvl c I<COO.C).wqcvll 
u u 
c 
u u u 
c l (C0,C00).pcvl c I<C00,C00).pcvl 
2.2.2. Relazioni con le classi precedentemente definite 
In questo paragrafo si evidenzia come, nel caso differenziabile (4), le definizioni 
2.2.1 e 2.2.2 generalizzano le funzioni di tipo quasi-concavo e strettamente 
pseudo-concavo precedentemente definite. 
4 Si ricordi che, per la differenziabilità della funzione f, si ha per ogni x,ye S: 
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Valgono al riguardo i seguenti teoremi. 
Teorema 2.2.1 Si consideri una funzione differenziabile f:S~9tm, con S~9tn 
insieme convesso, sia Cc9tm un cono chiuso di vertice l'origine con interno non 
vuoto e siano C*e { C,C0,C00} e C'e { C,CO,C00}. 
Se f è (C* ,C')-quasiconcava allora è anche debolmente (C* ,C)-quasiconcava. 
Dim. Per la (C*,C')-quasiconcavità di f, presi due punti qualsiasi x,ye S, con 
. . f(x+A.(y-x))-f(x) 
x*J e tali che f(y)e f(x)+C*, nsulta che X e C' Vle (0,1); essendo 
f differenziabile si ha quindi che Jf(x)(y-x)e -lly-xll o(l,O)+C#; la tesi segue 
facendo tendere /.., a O e dalla chiusura del cono C. • 
Teorema 2.2.2 Si consideri una funzione differenziabil~:f:S~9tm, con Sc9tn 
insieme convesso, sia Cc9tm un cono chiuso convesso puntato di vertice 
l'origine con interno non vuoto e siano C*e {C,C0,C00} e C'e {C0,COO}. Se f è 
strettamente (C* ,C')-pseudoconcava allora è anche (C* ,C#)-pseudoconcava. 
Dim. Per la stretta (C* ,C')-pseudoconcavità di f, presi due punti qualsiasi 
x,ye S, con X*-Y e tali che f(y)ef(x)+C*, risulta che: 
f(x+A.(y-x))-f(x) 
X e (1-l)ç(x,y)+C con ç(x,y)ee" V/..,e(0,1); 
essendo f differenziabile si ha quindi: 
Jf(x)(y-x)e -lly-xll o(/..,,0)+(1-l)ç(x,y)+C, con ç(x,y)e Cl, 
da cui si ottiene la tesi al tendere di /.., a O ricordando che il cono C è chiuso 
convesso e puntato. • 
n seguente diagramma illustra i risultati espressi dai precedenti teoremi. 
l (C* ,C').qcvl c l (C* ,C).wqcvl 
u u 
I<C*,C').spcvj c l (C* ,C').pcvf 
n seguente esempio, unitamente agli Esempi 1.2.2, mostra come tali relazioni di 
inclusione siano proprie. 
f(x+À.(y-x))-f(x) = Jf(x)(y-x)+ lly-xll o(A.,O) oon lim.o(A,O)=O, 
À. 1-+0 
dove Jf(x) è la matrice Jacobiana calcolata nel punto x e a è una funzione a:9t2 -+9tm. 
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Esempio 2.2.1 Si consideri la seguente funzione differenziabile f:[0,3]~9t3 : 
{ 
(-x2+2x)[1/2,1/2,1]T per xe [0,1] 
f(x)= [1!2,1/2,1 ]T+( -2x3+9x2-12x+5)[ 1,-l,O]T per x e] l ,2[ , 
[3/2,-1/2,1]T+(x-2)2[ -5/6,7/6,-1/3]T per x e [2,3] 
sia inoltre C=9t!; risulta f(O)=[O,O,O]T ed f(3)=[2/3,2/3,2/3]T, di conseguenza 
f(3)e f(O)+C00; si ha però che f(2)=[3/2,-1/2,1]TE f(O)+C, pertanto la funzione f 
non è (C00,C).qcv (e quindi non appartiene a nessuna delle classi di funzioni 
vettorìali concave generalizzate definite nel paragrafo 2.1 ); ciò nonostante la 
funzione è (C,C00).pcv (e quindi verifica le definizioni 2.2.1 e 2.2.2) dal 
momento che f(y)e f(x)+C solamente per i punti x e [0,1 [ ed ye ]x,3] e che, per 
tali punti, è verificata la relazione Jt(x)(y-x)=[1/2,1/2,1]T(y-x)~ COO • 
.. 
Osservazione 2.2.2 Il fatto che nel caso vettoriale le inclusioni tra le classi 
debolmente (C* ,C)-quasiconcava e (C* ,C)-quasiconcava e tra le classi 
(C* ,Ci)-pseudoconcave e strettamente (C* ,Ci)-pseudoconcave siano proprie, 
implica che non è possibile caratterizzare al primo ordine le classi di funzioni 
concave generalizzate vettoriali introdotte nel paragrafo 2.1. 
Il motivo per cui non è possibile ottenere una tale caratterizzazione può essere 
colto nel fatto che le dimostrazioni nel caso scalare si basano sulle due seguenti 
proprietà che non sussistono nel caso vettoriale: 
i) ordinamento totale del codominio della funzione (codominio che nel caso 
vettoriale è ordinato parzialmente tramite un cono); 
ii) validità del Teorema di Lagrange (che non è possibile estendere alle funzio-
ni vettoriali, come mostrato nell'Esempio 2.2.2). 
Esempio 2.2.2 Si consideri la seguente funzione differe~abile f: [0,2]~9t2: 
{ 
x(2-x)[3,-1]T per xe [0,1] 
n~= , 
[3,-1]T+(x-1)2[-2,2]T per xe ]1,2] 
sia inoltre C::9t;.. Risulta f(2i-~O)= ~ [l,l]T, ma non esiste alcun punto xe [0,2] 
tale che Jt(x)e C00• 
Il seguente teorema mostra invece come le classi di funzioni C*-concave, con 
C*e {C,C0,C00 }, siano caratterizzabili al primo ordine come le corrispondenti 
funzioni scalari. 
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Teorema 2.2.3 Si consideri una funzione differenziabile f:S~9tm, con Sc9tn 
insieme convesso, sia Cc9tm un cono chiuso convesso e puntato di vertice 
l'origine ed interno non vuoto e sia C*E { C,CO ,COO}. 
f è C*-concava se e solo se Jf(x)(y-x)E f(y)-f(x)+C*; 
Dim. caso C*=C Se la funzione f è C-concava allora risulta, 't/ÀE (0,1) 't/x,yE S 
f(x+A(y-x))-f(x) & ) C d l f . f d"f& . b"l . x:t=y, X E f(y)-t(X + ; essen o a unztone 1 1erenz1a 1 e SI 
ottiene quindi Jf(x)(y-x)E -lly-xll o(A,O)+f(y)-f(x)+C; facendo tendere À a O e 
ricordando che il cono C è chiuso segue la condizione necessaria. 
-=!) 
Per la sufficienza si considerino due punti qualsiasi x ed y di S ed un reale 
ÀE (0,1). Per le ipotesi si ha: 
Jf(x+A{y-x))(y-(x+A(y-x)))=f(y)-f(x+À.(y-x))+c1 , c1E C, 
Jf(x+À(y-x))(x-(x+A(y-x)))=f(x)-f(x+A(y-x))+d2 ', c2E C. 
Moltiplicando la prima uguaglianza per A e la seconda per (1-A), si ottiene: 
A{1-A.)Jf(x +À.(y-x) )(y-x)=Af(y )-A.f(x+À.(y-x) )+Àc1 , 
-A(1-A.)Jf(x+À.(y-x) )(y-x)=(1-A.)f(x)-(1-A.)f(x+À.(y-x) )+(1-A.)c2 , 
da cui si ottiene la tesi sommando membro a membro: 
• f(x+À.(y-x))=f(x)+A.{f(y)-f(x))+Àc1+(1-A.)c2E f(x)+A.(f(y)-f(x))+C. 
caso C*E,{C0,C00} Se f è C*-concava allora è anche C-concava e quindi, per 
quanto sopra dimostrato, si ha Jf(x)((x+À.(y-x))-x)E f(x+À.(y-x))-f(x)+C; essendo 
Jf(x)((x+À.(y-x))-x)=A..lf(x)(y-x) ed essendo f(x+À.(y-x))-A(f(y)-f(x))E f(x)+C* 
risulta quindi A.Jf(x)(y-x)E A(f(y)-f(x))+C* da cui la tesi. 
La sufficienza è del tutto analoga al punto precedente. • 
Per quanto riguarda le funzioni C*-semiconcave non è invece possibile, come 
accade nel caso scalare, avere una caratterizzazione al primo ordine ma solamen-
te le seguenti condizioni necessarie. 
Teorema 2.2.4 Si consideri una funzione differenziabile f:S-+9tm, con S~9tn 
insieme convesso, sia Cc9tm un cono chiuso di vertice l'origine con interno non 
vuoto e sia C*E {C,CO,COO}. 
Se f è C*-semiconcava allora è anche debolmente (C,C)-quasiconcava. 
Dim. Per la ipotesi di C*-semiconcavità, presi due punti qualsiasi x,yE S, con 
. . f(x+À(y-x))-f(x) 
x*y e tali che f(y)Ef(x)+C, nsulta che X E f(y)-f(x)+C* VÀI:(O,l); 
essendo f differenziabile si ha quindi che Jf(x)(y-x)E -lly-xll a(A.,O)+f(y)-f(x)+C". 
La tesi segue facendo tendere A a O e ricordando che il cono C è chiuso. • 
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2.3. Caratterizzazione del primo ordine di alcune sottoclassi 
Come si è visto dallo studio sino ad ora svolto, non è possibile fornire, a dif-
ferenza del caso scalare, una caratterizzazione per le funzioni concave genera-
lizzate vettoriali; spontanea nasce quindi l'esigenza di determinare delle 
sottoclassi di funzioni concave generalizzate vettoriali che possano essere 
caratterizzate al primo ordine. Questa esigenza si può tradurre equivalentemente 
nella ricerca di ipotesi sotto le quali le funzioni (C* ,C')-pseudoconcave sono 
anche strettamente (C* ,C')-pseudoconcave oppure le funzioni debolmente 
(C* ,C)-quasiconcave sono anche (C* ,C')-quasiconcave. 
Inizialmente si osserverà come sia possibile raggiungere tali risultati in ipotesi di 
( C00 ,C)-quasiconcavità, che è la più debole tra le classi .. <;li funzioni concave 
generalizzate introdotte; in seguito la caratterizzazione verrà determinata assu-
mendo ipotesi che implicano un certo grado di confontabilità tra gli elementi del 
codominio della funzione. 
Lemma 2.3.1 Sia f:S-+9tm, con S~9tn insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso di vertice l'origine ed interno non 
vuoto.- Se Jr(x)(y-x)e C00, con x,ye S, x:f:.y, allora 3e>O tale che risulta 
f(x+A(y-x))ef(x)+COO VÀE (O,e). 
D. p . . L=J.f )(y ) ·lim f(x+A(y-x))-f(x) coo Im. er lpOteSl - 1,x -X =A-+() A E • 
Poiché C è un cono chiuso con interno non vuoto, esiste un intorno di L 
contenuto in C00 ed in particolare 3e>0 tale che f(x+ì..(y-x))-f(x) eCOO 
VÀE(O,e), da cui la tesi essendo A.>O. + 
Lemma 2.3.2 Sia f:S-+9tm, con S~9tn insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso convesso di vertice l'origine ed 
interno non vuoto; sia inoltre f (COO,C)-quasiconcava. 
Allora se f è (C00,C00)-pseudo-concava è anche (C00,C00)-quasiconcava. 
Dim. Siano x,ye S, x:~:-y, tali che f(y )e f(x)+COO; per ipotesi risulta Jt{x)(y-x)e COO 
e quindi, per il Lemma 2.3.1, 3e>O tale che f(x+À(y-x))e f(x)+C00 VA.e (O,e). 
Poiché f(y)e f(x)+C00 esiste un A. *e (O,e) tale che f(x+A. *(y-x))e f(x)+C00 ed 
f(y)e f(x+À *(y-x))+C00; essendo f (C00,C)-qcv è f(x+À(y-x))e f(x+À *(y-x))+C 
VA.e(À*,l). Poiché C è un cono convesso ed f(x+À*(y-x))ef(x)+C00 si ha 
f(x+À(y-x))ef(x)+COO VA.e(À*,l), relazione che vale, per quanto visto, anche per 
ÀE (O,A. *], da cui la tesi. + 
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I due lemma precedenti permettono di dimostrare, assumendo come ipotesi la più 
generale delle definizioni. di funzioni vettoriali concave generalizzate, che una 
funzione (C00,C00)-pseudoconcava è anche strettamente (C00,C00)-pseudocon-
cava, ovvero che le funzioni (C00,C00)-pseudo-concave possono essere viste 
come la caratterizzazione, nel caso differenziabile, delle funzioni strettamente 
(C00 ,C00)-pseudo-concave. 
Teorema 2.3.1 Sia f:S~9tm, con Sc9tn insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso convesso di vertice l'origine ed 
interno non vuoto; sia inoltre f (C00,C)-quasiconcava. Allora la funzione f è 
(C00,C00)-pseudoconcava se e solo se è strettamente (C00,C00)-pseudoconcava. 
Dim. Per il Teorema 2.2.2 una funzione (COO,COO).spcv è anéhe (COO,COO).pcv; si 
deve quindi dimostrare solamente la necessità. 
Si supponga per assurdo chef non sia (C00,C00).spcv ed esistano quindi due 
punti x,ye S, x'*y, tali che f(y)e f(x)+C00 ed inoltre Vçe C00 3A.~e (0,1) tale che 
f(x+A.~(y-x))E f(x)+A,;(l-A.~)ç+C, ovvero tale che: 
f(x+?.s<~x))-f(x) ~ (l-ì.ç)!;+C. 
Sia ue C00 e sia çi=u(l/i), con i intero positivo; è possibile quindi determinare 
. f(x+~(y-x))-f(x) 
una successtone { ~} c[O, l] tale che Xi E u(l-~)(1/i)+C, dalla quale 
è possibile estrarre una sottosuccessione convergente ad un numero reale 
A. *e [0, l], sottosuccessione che, senza ledere la generalità, si può supporre essere 
. . . f(x+ ·(y-x))-f(x) 
la successtone stessa. Se A. *=0, nsulta Jf(x)(y-x)=.Jim . e COO, 
1--Hoo 
condizione assurda per la (COO,COO).pcv di f. 
Se À *=l risulta invece f(y)-f(x)=.lim f(x+ì..;\x))-f(x) ~ C00, condizione ancora 
1--Hoo 
assurda per le ipotesi. Si supponga infme che A. *e (0,1); in questo caso si ha 
f(x+A. *(y-x))-f(x) 1im f(x+A;(y-x))-f(x) coo &( '\ *( )) f( ) coo 
'\ * -. Xi e ovvero 1' x+ A y-x e x + , 
1\, 1--Hoo . 
essendo A. *>0; quest'ultima relazione implica che la funzione f non è 
(COO,COO).qcv, condizione assurda per il Lemma 2.3.2. • 
Si determinano adesso delle ulteriori caratterizzazioni imponendo un certo 
grado di confrontabilità nel codominio di f; a tal fine si introduce il seguente 
concetto di punto a-minimale. 
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Definizione 2.3.1 Sia f:S~9tm, con Sc9tn insieme convesso, e sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto; siano dati inoltre due 
punti x,yeS tali che f(y)ef(x}+C ed un reale À*e [0,1]. 
Il punto f(x+À *(y-x)) si dirà a-minimale rispetto ad x ed y se (5): 
3aec++ tale che aTf(x+À*(y-x))= min {aTf(x+À(y-x))}. 
ì..e[O,l] 
Vale il seguente teorema. 
Teorema 2.3.2 Sia f:S~9tm, con Sç:9t0 insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso convesso puntato di vertice l'origine 
ed interno non vuoto; siano dati inoltre due punti x,ye S, X'*Y, ed un reale 
/ .· 
Xe (0,1) tali che f(y)ef(x}+C ed f(x+X(y-x))e: f(x)+C. ·· 
Allora valgono entrambe le seguenti condizioni: 
i) 3À*e(O,l) tale che: 
a) f(x+À *(y-x)) è a-minimale rispetto ad x ed y; 
b) Jf{x+À *(y-x))(y-x)e: C0; 
ii) 3À#e (0,1) tale che Jf{x+À#(y-x))(y-x)e: C. 
Dim. i) Per un noto teorema di separazione (6), poiché f(x+X{y-x))-f(x)e: C 
allora 3ae c++ tale che aT[f(x+X(y-x))-f(x)]<O, ovvero aTf(x+X{y-x))<aTf(x). 
Essendo f(y)-f(x)e C risulta, per la definizione di polare positivo stretto, che 
aT[f(y)-f(x)]~, ovvero aTf(y~aTf(x); si ha quindi aTf(x+X{y-x))<aTf(x)saTf(y). 
Si consideri la funzione ad una variabile g(À)=aTf(x+À(y-x)) sull'intervallo 
chiuso e limitato [0, l]; per il teorema di W eierstrass la funzione g, essendo 
continua, ammette un punto di minimo assoluto À *e· [0,1]; risulta pertanto che 
f(x+À*(y-x)) è a-minimale rispetto ad x ed y. 
Essendo inoltre aTf(x+X(y-x))<aTf(x)=g(O)saTf(y)=g(l), il punto di minimo 
assoluto À * deve necessariamente appartenere ali' intervallo aperto (0, l), 
5 Sia Cc:9tm un insieme qualsiasi; si definisce %Bazaraa, 1976 #104; Sawamgi, 1985 #89&: 
i) polare positivo di C il cono chiuso convesso C={ae9tm: aT<20 'VceC}; 
ii) polare positivo stretto di C il oono convesso c*={ae9tm: aTC>O 'V ce C, c;!()}cC+. 
Si ricordi inoltre che nel caso in cui Cdm sia un cono chiuso convesso, risulta c++~ se e solo se C ~ 
un cono puntato. 
6 Sia Cc9tm un cono chiuso convesso puntato di vertice rorigine ed interno non woto e sia inoltre 
xEC; allora 3aec++ tale che aTx<O. 
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pertanto risulta O=g'(A. *)=aT[Jt{x+A. *(y-x))(y-x)]; per la defmizione di polare 
positivo stretto si ha quindi Jt<x+A. *(y-x))(y-x)E C0• 
ii) Poiché g è una funzione derivabile ad una variabile e g(O)>g(À *), deve esis-
tere un reale À#e (O,À *) tale che g'(À#)<O, ovvero aT[Jt{x+À#(y-x))(y-x)]<O; 
poiché ae c++ cc+ si ha Jt{x+À#(y-x))(y-x)E C, da cui la tesi. + 
Corollario 2.3.1 Sia f:S~9tm, con Sc9tn insieme aperto convesso, una funzio-
ne differenziabile, sia Cc9tm un cono chiuso convesso puntato di vertice 
l'origine ed interno non vuoto e sia C*e {C,CO,COO}. 
Se per ogni x,ye S, X*-Y, è verificata la seguente condizione: 
f(y)e f(x)+C* => Jt(x+À(y-x))(y-x)e C 't/Àe (0,1), 
allora la funzione f è (C*,C)-quasiconcava. 
Dim. Se per assurdo f non fosse (C*,C).qcv allora esi~t~rebbero due punti 
x,ye S, X*-Y, ed un reale Xe (0,1) tali che f(y)e f(x)+C* ed f(x+X{y-x))E f(x)+C; 
per il Teorema 2.3.2 quindi 3À#e (0,1) tale che Jt<x+À#(y-x))(y-x)E C, condizione 
assurda poiché nega l'ipotesi. • 
Teorema 2.3.3 Sia f:S~9tm, con S~9tn insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso convesso puntato di vertice l'origine 
ed interno non vuoto. 
Si supponga inoltre che per ogni punto f(x+A. *(y-x)) a-minimale rispetto ad x ed 
y 3Ae(À*,1] tale che f(x+À(y-x))ef(x+À*(y-x))+C*, con C*e {C,CO,COO}. 
Se f è (C* ,C0)-pseudo concava allora è anche (C,C)-quasiconcava. 
Dim. Si supponga per assurdo chef non sia (C,C).qcv; esistono quindi due 
punti x,ye S, x*-y, ed un Ae(O,l) tali che f(y)ef(x)+C ed f(x+A{y-x))Ef(x)+C; per 
la i) del Teorema 2.3.2 allora 3À *e (0,1) tale che f(x+À *(y-x)) è a-minimale 
rispetto ad x ed y ed inoltre Jt<x+À *(y-x))(y-x)E C0• 
Per ipotesi esiste un A:e(À*,1] tale che f(x+A(y-x))ef(x+À*(y-x))+C*, con 
C*e { C,C0,C00 }, e di conseguenza Jr(x+À *(y-x))(x+X(y-x)-x-À*(y-x))eCO, 
ovvero Jr(x+À*(y-x))(y-x)(A-À*)eC0• Essendo A>À* si ottiene pertanto 
Jt<x+À*(y-x))(y-x)eCO, condizione assurda in virtù del Teorema 2.3.2. + 
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Teorema 2.3.4 Sia f:S~9tm, con Sc9tn insieme aperto convesso, una funzione 
differenziabile e sia Cc9tm un cono chiuso convesso puntato di vertice l'origine 
ed interno non vuoto. 
Si supponga inoltre che per ogni coppia di punti x,ye S, x:t.:y, ed ogni reale 
A,#e(0,1) ~i che f(y)ef(x)+C ed Jr(x+A.#(y-x))(y-x)E C esista un reale Àe(A.#,1] 
tale che f(x+A(y-x))ef(x+A.#(y-x))+C*, con C*e {C,CO,C00}. 
Se f è (C*,C)-pseudo concava allora è anche (C,C)-quasiconcava. 
Dim. Si supponga per assurdo che f non sia (C,C).qcv e quindi esistano due 
punti x,ye S, x:t.:y, ed un Xe (0,1) tali che f(y)e f(x)+C ed f(x+À(y-x))E f(x)+C; per 
la ii) del Teorema 2.3.2 allora 3A.#e(0,1) tale che Jt<x+A.#(y-x))(y-x)E C. 
Per ipotesi esiste un A e (A,#,1] tale che f(x+A(y-x))ef(x+A.#(y-x))+C*, con 
C*e {C,CO,C00}, e di conseguenza Jr(x+A.#(y-x))(x+A(y-x)-x_.À#(y-x))e C, ovvero 
Jr(x+A.#(y-x))(y-x)(A.-A.#)e C. Essendo A>A# si ha Jr(x+A.#(y-x))(y-x)e C, 
condizione assurda poiché nega l'ipotesi. • 
Corollario 2.3.2 Sia f:S~9tm, con Ss;:9tn insieme aperto convesso, una funzio-
ne differenziabile e sia Cc9tm un cono chiuso convesso puntato di vertice 
l' origiDe ed interno non vuoto. 
Si supponga inoltre che sia verificata almeno una delle due seguenti condizioni: 
i) per ogni punto f(x+À. *(y-x)) a-minimale rispetto ad x ed y esiste un reale 
A.e(A.*,1] tale che f(x+A(y-x))ef(x+A.*(y-x))+COO; 
ii) per ogni coppia di punti x,ye S, x*y, ed ogni reale A,#e (0,1) tali che 
f(y)e f(x)+C ed Jr(x+A.#(y-x))(y-x)E C esiste un reale A: e (À.#,1] tale che 
f(x+A{y-x))e f(x+A.#(y-x))+COO. 
Allora la funzione f è (C0°,C00)-pseudoconcava se e solo se è strettamente 
( C00' C00)-pseudoconcava. 
Dim. Per i Teoremi 2.3.3 e 2.3.4la funzione f è (C,C).qcv e quindi in particolare 
è anche (COO,C).qcv; la tesi segue quindi direttamente dal Teorema 2.3.1. + 
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2.4. Crescenza, monotonia e teoremi di composizione 
Come è stato puntualizzato nel primo capitolo, i concetti di crescenza e monoto-
nia sono in stretta relazione con la concavità generalizzata; al riguardo si ricordi 
che ogni trasformazione crescente di funzioni quasi-concave fornisce di nuovo 
una funzione quasi-concava, ogni funzione monotona ad una variabile è quasi-
concava, ogni funzione inizialmente crescente e poi decrescente è ancora quasi-
concava. In questo paragrafo si vedrà come tali risultati potranno essere estesi, 
con opportune ipotesi, alle funzioni vettoriali concave generalizzate. 
2.4.1. Crescenza per funzioni vettoriali e teoremi di composizione 
La defmizione di funzione vettoriale crescente proposta it{ questo sottoparagra-
fo estende varie defmizioni proposte in letteratura; la sua generalità permetterà 
anche di stabilire varie proprietà e di ottenere come casi particolari alcuni noti 
risultati. 
Defmizione 2.4.1 Sia f:S~9tm, con S~9tn insieme convesso, e siano Kc9tn e 
Cc9tll!..coni chiusi di vertice l'origine con interno non vuoto. 
La funzione f è detta (K.' ,C*)-crescente, con K'e { K0 ,K00} e C* e { C,C0 ,COO}, se 
per ogni punto x,ye S vale la condizione: ye x+K' => f(y)ef(x)+C*. 
La relazione tra le varie classi di funzioni crescenti è illustrata dal seguente 
diagramma, che evidenzia inoltre come nel caso scalare le classi di funzioni 
(K00,C00)-crescenti, (K00,C0)-.crescenti, (K0,C00)-crescenti e (K0,C0)-crescenti 
corrispondono alle funzioni crescenti, mentre le classi (K00,C)-crescenti e (K.0,C)-
crescenti corrispondono alle funzioni nondecrescenti. 
(K00,C00).cr (K00,C0).cr c (K00,C).cr 
u u u 
l (K0,C00).crj c l (K0,C0).crj c l (K0,C).crj 
~~=-~==----~===-==~~ ~~==----~~ 
I sei tipi di funzioni vettoriali crescenti precedentemente defmiti permettono di 
dimostrare alcuni teoremi di composizione tramite i quali si studia la concavità 
generalizzata vettoriale di una funzione (gof):S~9tP, dove f:S~9tm e g:D~9tP, 
con Sc9tn e D~m insiemi convessi tali che f(S)cD. 
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In seguito verranno considerate funzioni f e g che verificano la seguente 
proprietà, con C*Ie { C,C0 ,C00 }: 
g(f(x+A.(y-x)))e g(f(x)+A.(f(y)-f(x)))+C*l V'A.e (0,1) Vx,ye S, X*Y· (2.4.1) 
Il seguente teorema specifica alcune classi di funzioni che verificano la (2.4.1). 
Teorema 2.4.1 Si considerino le funzioni f:S~9tm e g:D~9tP, con Sc9tn e 
Dc9tm insiemi convessi tali che f(S)cD, e siano Kc9tm e Cc9tP coni chiusi di 
vertice l'origine con interno non vuoto. 
i) Se f è K -concava e g è (K0 ,C)-crescente allora risulta: 
g(f(x+A.(y-x)))eg(f(x)+A.(f(y)-f(x)))+C V'A.e(0,1) 'Vx,ye S, X*Y· 
ii) Se f è K#-concava e g è (K#,C*I)-crescente, con K#e { K 0,K00 } e 
C*Ie {C,C0,C00}, allora: 
g(f(x+A.(y-x)))e g(f(x)+A.(f(y)-f(x)))+C*1 V'A.e (0,1) :"iix,ye S, X*Y· 
Dim. i) Poiché f è K-concava si ha f(x+À(y-x))e f(x)+À(f(y)-f(x))+K V'A.e (0,1) 
'Vx,ye S; se f(x+À(y-x))=f(x)+À(f(y)-f(x)) la tesi è banale, altrimenti se 
f(x+À(y-x))e f(x)+À.(f(y)-f(x))+K0 risulta, essendo g (K0,C)-crescente, 
g(f(x+A.(y-x)))e g(f(x)+'A.(f(y)-f(x)))+C, da cui la tesi. 
ii) Poiché f è K#-concava si ha f(x+À.(y-x))e f(x)+À(f(y)-f(x))+K# V'A.e (0,1) 
Vx,ye.S, x*y, la tesi segue quindi essendo g (K#,C*1)-crescente. • 
Poiché i seguenti risultati coinvolgono vari tipi di concavità generalizzata relati-
vi sia alla funzione f sia alla funzione g, sarà utilizzata una notazione compatta 
dello stesso tipo di quella usata in precedenza. 
I seguenti teoremi sono relativi alle funzioni di tipo concavo, di tipo quasi-con-
cavo e di tipo strettamente pseudo-concavo. 
Teorema 2.4.2 Si considerino le funzioni f:S~9tm e g:D~9tP, con St:;9t0 e 
Dc9tm insiemi convessi tali che f(S)d), e sia Cc9tP un cono chiuso convesso e 
puntato di vertice l'origine con interno non vuoto. 
Siano inoltre le funzioni f e g tali che: 
g(f(x+A.(y-x)))e g(f(x)+A.(f(y)-f(x)))+C*I V'A.e (0,1) Vx,ye S, x:#y, 
con C*1e {C,CO,COO}. 
i) Se g è C-concava oppure C-semiconcava allora la funzione composta 
(gof):S~9tP è rispettivamente C*Lconcava oppure C*Lsemiconcava 
Nel caso in cui valga la proprietà f(x);tf(y) Vx,ye S, x:#y, risulta allora: 
ii) se g è C*2-concava oppure C*2-semiconcava, con C*2e {C0,C00}, allora la 
funzione composta (gof):S~9tP è rispettivamente C*3-concava oppure 
C*3-semiconcava, dove C*3=C*Ir.C*2. 
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Dim. i) Sia g una funzione C-concava e siano x,yE S, x:;ty; se f(y)=f(x) si ha 
g(f(x)+A.(f(y)-f(x)))-A.(g(f(y))-g(f(x)))=g(f(x))E g(f(x))+C 'VA.E (0,1), se invece 
f(y):;tf(x) quest'ultima condizione segue direttamente dalla C-concavità di g. 
Risulta pertanto che g(f(x)+A.(f(y)-f(x)))-A.(g(f(y))-g(f(x)))=g(f(x))+c, con cE C, 
mentre dalla (2.4.1) si ha che g(f(x+A.(y-x)))=g(f(x)+A.(f(y)-f(x)))+c1 con c1E C*1; 
si ottiene pertanto la seguente relazione: 
g(f(x+A.(y-x)))-A.(g(f(y))-g(f(x)))=g(f(x))+c+c1 con CE C e c1E C*1• 
Poiché C è convesso e puntato si ha che c+c1EC*1, da cui la tesi. 
Nel caso in cui la funzione g sia C-semiconcava la dimostrazione è analoga. 
ii) Sia g una funzione C*2-concava, con C*2E { C0,C00}, e siano x,yE S, x:;ty; si 
osservi che per ipotesi risulta f(y):;tf(x). Per la C*2-concavità di g risulta: 
g(f(x)+A.(f(y)-f(x)))-A.(g(f(y))-g(f(x)))E g(f(x))+C*2 'VA.E (0,1), 
da cui si ha g(f(x)+A.(f(y)-f(x)))-A.(g(f(y))-g(f(x)))=g(f(x))+c~ con C2E C*2; 
per la (2.4.1) si ha quindi g(f(x+A.(y-x)))-A.(g(f(y))-g(f(x)))=g(f(x))+c1+c2 con 
c1 E C* 1 e c2E C*2, da cui la tesi essendo C convesso e puntato ed essendo 
c1+c2E C*3=C*tnC*2. 
Nel caso in cui la funzione g sia C*2-semiconcava la dimostrazione è analoga. • 
Teorema 2.4.3 Si considerino le funzioni f:S~9tm e g:D~9tP, con Sc9t0 e 
D~9tm insiemi convessi tali che f(S)~, e sia Cc9tP un cono chiuso convesso e 
puntato di vertice l'origine con interno non vuoto. 
Siano inoltre le funzioni f e g tali che: 
g(f(x+A.(y-x)))E g(f(x)+A.(f(y)-f(x)))+C*l 'VA.E (0,1) Vx,yE S, x:;ty, 
con C*•E {C,c<\COO}. 
i) Se g è (C*2,C*3)-quasiconcava, con C*2E {C0,C00 }_ e C*3E {C,CO,COO}, allora 
la funzione (gof):S~9tP è (C*2,C*4)-quasiconcava, dove C*4:C*•nC*3; 
ii) se g è (C*2,C)-quasiconcava, con C*2E {C,O,C\C00 }, allora la funzione 
composta (gof):S~9tP è (C*2,C*I)-quasiconcava. 
Nel caso inoltre in cui valga la proprietà f(x):;tf(y) Vx,yE S, x*y, risulta allora: 
iii) se g è (C*2,C*3)-quasiconcava, con C*2E {C,O,C\COO} e C*3E {C0,C00}, allora 
la funzione (gof):S~9tP è (C*2,C*4)-quasiconcava, dove C*4:C*•nC*3. 
Dim. i) Siano x,yE S, x:;ty, tali che g(f(y))E g(f(x))+C*2; si osservi che essendo 
C*2E { C0,C00} risulta f(y)*f(x). Per la (C*2,C*3)-quasiconcavità di g si ha quindi 
che g(f(x)+A.(f(y)-f(x)))Eg(f(x))+C*3 V'Ae(0,1), ovvero: 
g(f(x)+A.(f(y)-f(x)))=g(f(x))+c3 con c3E C*3; 
per la (2.4.1) risulta inoltre che: 
g(f(x+A.(y-x)))=g(f(x)+A.(f(y)-f(x)))+c1 con c1 E C*1; 
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da cui si ha: g(f(x+À(y-x)))=g(f(x))+c1+e3 con c1e C*1 e c3e C*3• 
Poiché C è convesso e puntato si ha che c1+c3e C*4=C* 1nC*3, da cui la tesi. 
ii) Siano x,ye S, x*y, tali che g(f(y))e g(f(x))+C*2. Se f(y)=f(x) risulta 
g(f(x)+A.(f(y)-f(x)))=g(f(x))e g(f(x))+C 'VA.e (0,1), se invece f(y)~(x) quest'ultima 
condizione segue dalla (C*2,C)-quasiconcavità di g. La tesi segue quindi in 
modo analogo al precedente punto i). 
iii) Siano x,ye S, x*y, tali che g(f(y))e g(f(x))+C*2; si osservi inoltre che per 
ipotesi risulta f(y)*f(x). Per la (C*2,C*3)-quasiconcavità di g si ha quindi che 
g(f(x)+À(f(y)-f(x)))e g(f(x))+C*3 'VA.e (0,1); la tesi si ottiene quindi in modo 
analogo al punto i). • 
Teorema 2.4.4 Si considerino le funzioni f:S~9tm e g:D~9tP, con S~9tn e 
Dc9tm insiemi convessi tali che f(S)cD, e sia Cc9tP un cohò chiuso convesso e 
puntato di vertice l'origine con interno non woto. 
Siano inoltre le funzioni f e g tali che: 
g(f(x+À(y-x)))eg(f(x)+A.(f(y)-f(x)))+C 'VA.e(0,1) 'Vx,ye S, X*Y· 
i) Se g è strettamente (C* ,C')-pseudoconcava, con C*e { C 0 ,C00 } e 
C'e { C0,C00 }, allora la funzione (gof):S~9tP è strettamente (C*,C')-
pseudoconcava. 
Nel caso in cui valga la proprietà f(x):;tf(y) 'Vx,ye S, x*y, risulta allora: 
ii) se g è strettamente (C,C')-pseudoconcava, con C'e { C0,C00 }, allora la 
funzione (goO:S~9tP è strettamente (C,C')-pseudoconc~va. 
Dim. i) Siano x,ye S, x*y, tali che g(f(y))eg(f(x))+C*; si osservi che essendo 
C* e { C0,C00} risulta f(y);tf(x). 
Per la stretta (C*,C')-pseudoconcavità di g risulta che_3ç(f(x),f(y))eC' tale che 
'VA.e (0,1) si ha g(f(x)+A.(f(y)-f(x)))eg(f(x))+A.(1-A.)ç(f(x),f(y))+C; poiché per ipo-
tesi g(f(x+À(y-x)))e g(f(x)+A.(f(y)-f(x)))+C 'VA.e (0,1) si ha che 3ç(f(x),f(y))e C' 
tale che 'VA.e (0,1) risulta g(f(x+A.(y-x)))e g(f(x))+A.(1-A.)ç(f(x),f(y))+C; la tesi si 
ottiene quindi sostituendo alla funzione ç:DxD~C'c9tP, dipendente solo da 
f(x) ed f(y), la funzione ç·:sxS-+C'c9tP, dipendente solo da x ed y, tale che 
ç·(x,y)=ç(f(x),f(y)). 
ii) La dimostrazione è analoga alla precedente ricordando che per ipotesi vale 
la proprietà f(x)~(y) 'Vx,ye S, X*Y. • 
N el caso particolare in cui la funzione f è affme i risultati espressi nei teoremi 
precedenti possono essere ulteriormente specificati. 
V aie al riguardo il seguente corollario. 
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Corollario 2.4.1 Si consideri la funzione affine f:S~9tm, f(x)=Ax+b, dove 
Ae9tmxn e be9tm, e la funzione g:D~9tP, con Sc9tn e Dc9tm insiemi convessi 
tali che f(S)cD, e sia Cc9tP un cono chiuso convesso e puntato di vertice 
l'origine con interno non vuoto. 
i) Se g è C-concava oppure C-semiconcava allora la funzione composta 
(goO:S~9tP è rispettivamente C-concava oppure C-semiconcava. 
ii) se g è (C*,C*)-quasiconcava, con C*e {C0,C00 } e C'e {C,C0,C00}, allora la 
funzione composta (gof):S~9tP è (C* ,Ci)-quasiconcava; 
iii) se g è (C*,C)-quasiconcava, con C*e { C,O,C\C00 }, allora la funzione 
composta (gof):S~9tP è (C* ,C)-quasiconcava. 
iv) Se g è strettamente (C* ,C*)-pseudoconcava, con C*e { C0 ,C00 } e 
C# e { C0 ,C00 }, allora la funzione (go f): S~ 9tP è strettamente (C* ,C')-
pseudoconcava. 
Nel caso inoltre in cui A sia quadrata ed invertibile risulta allora: 
v) se g è C*-concava oppure C*-semiconcava, con C* e { C0,C00}, allora la 
funzione composta (gof):S~9tP è rispettivamente C*-concava oppure C*-
semiconcava. 
vi) se.g è (C*,C')-quasiconcava, con C*e {C,O,C\COO} e C'e {C0,C00}, allora la 
funzione composta (gof):S~9tP è (C*,C')-quasiconcava. 
vii) se g è strettamente (C,C#)-pseudoconcava, con C'e { C0,C00}, allora la 
funzione (goO:S~9tP è strettamente (C,Ci)-pseudoconcava. 
Dim. Le tesi seguono direttamente dai Teoremi 2.4.2, 2.4.3 e 2.4.4 ossetvando 
che per la affmità della funzione f vale la (2.4.1) con C*=C ed ossetvando che, 
nel caso in cui la matrice A sia quadrata ed invertibile, si ha necessariamente 
f(x)=Ax+b:;t:Ay+b=f(y) Vx,ye C, x:;ty. • 
2.4.2. Cammini monotoni e loro proprietà 
Come è noto, nel caso scalare una funzione ad una variabile monotona oppure 
inizialmente crescente e poi decrescente è anche una funzione quasi-concava; 
tale risultato si può estendere a livello vettoriale per i cammini, cioè per funzioni 
vettoriali ad una sola variabile, utilizzando i seguenti concetti di cammini 
crescenti, decrescenti e monotoni, naturalmente indotti dalla (K' ,C*)-crescenza 
precedentemente defmita. 
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Definizione 2.4.2 Sia f:I~9tm, con I intervallo della retta reale, sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto, e sia C*e {C,C0,C00}. 
La funzione f è detta: 
C*-crescente se \::/x,ye I vale la condizione: y>x ~ f(y)e f(x)+C*; 
C*-decrescente se \::/x,ye I vale la condizione: y>~ ~ f(y)e f(x)-C*; 
C*-monotona [C* .mnt] se è C*-crescente oppure C*-decrescente, ovvero se 
\::/x,ye I vale la condizione: y>x ~ f(y)e (f(x)+C*)u(f(x)-C*). 
Si osservi che per quanto definito nel sottoparagrafo precedente, f è C*-
crescente se è (K#,C*)-crescente con K#=9t++. 
Il seguente diagramma mostra le relazioni intercorrenti ~a le varie classi di 
', . 
cammini monotoni, evidenziando che nel caso scalare le classi di funzioni COO-
monotone e C0-monotone, corrispondono alle funzioni strettamente monotone, 
mentre la classe delle funzioni C-monotone corrisponde alle funzioni monotone . 
. 
Si inizia lo studio della C*-crescenza, C*-decrescenza e C*-monotonia di un 
cammino vettoriale mostrando come tali proprietà permettano di prevedere par-
zialmente il comportamento della funzione. 
Il seguente teorema mostra come la C*-crescenza e la C*-decrescenza di una 
funzione permettono di stabilime il comportamento nell'intervallo [x,y]. 
Teorema 2.4.5 Sia f:I~9tm, con I intervallo della retta reale, sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto, e sia C*e {C,C0,C00}. 
i) Se f è C*-crescente allora Vx,ye I vale la seguente condizione: 
y>x ~ f(x+À(y-x))e (f(x)+C*)fl(f(y)-C*) V'N: (0,1); 
ii) se f è C*-decrescente allora Vx,ye I vale la seguente condizione: 
y>x ~ f(x+À.(y-x))e(f(x)-C*)fl(f(y)+C*) 'VÀE(O,l). 
Dim. Poiché y>x risulta y>x+À.(y-x)>x 'VÀ.e (0,1); dalle definizioni si ha 
quindi, se f è C*-crescente, che f(y)e f(x+À.(y-x))+C* ed f(x+À(y-x))e f(x)+C*; 
se invece f è C*-decrescente che f(y)e f(x+À(y-x))-C* ed f(x+À.(y-x))e f(x)-C*, 
da cui la i) e la ii). + 
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Il seguente teorema mostra come il comportamento della funzione nel suo 
codominio permetta di stabilire, se il cono C è puntato, la relazione esistente tra 
le controimmagini. 
Teorema 2.4.6 Sia f:I~9tm, con I intervallo della retta reale, e sia Cc9tm un 
cono chiuso puntato di vertice l'origine ed interno non vuoto. 
i) Se f è C-crescente allora 'Vx,ye I vale la seguente condizione: 
f(y)ef(x)+C0 ==* y>x; 
ii) Se f è C-decrescente allora 'Vx,ye I vale la seguente condizione: 
f(y)ef(x)+C0 ==* y<X. 
Dim. Si dimostra solamente il punto i) in quanto la dimostrazione del punto ii) è 
analoga. Sia f(y )e f(x)+C0 e si supponga per assurdo che sia ys;x; poiché O~ C0 
non può essere y=x, d'altra parte la C-crescenza di f implic~ che f(x)ef(y)+C. 
Si ha quindi f(y)-f(x)e C0n(-C), condizione assurda in quanto C è puntato. + 
I teoremi successivi indicano come l'ipotesi di C*-monotonia permetta di avere 
informazioni riguardo al comportamento della funzione. 
Teorema 2.4.7 Sia f:I~9tm, con I intervallo della retta reale, sia Cc9tm un co-
no chiuso puntato di vertice l'origine ed interno non vuoto, sia C*e {C,C0,C00}. 
Se f è C*-monotona allora 'Vx,ye I vale la seguente condizione: 
f(y)e f(x)+CO ==* f(x+A.(y-x))e (f(x)+C*)fì(f(y)-C*) 'VÀe (0,1). 
Dim. Segue direttamente dai Teoremi 2.4.5 e 2.4.6. + 
Teorema 2.4.8 Sia f:I~9tm, con I intervallo della retta reale, e sia Cc9tm un 
cono chiuso di vertice l'origine ed interno non vuoto. 
i) Se C è puntato ed f è C-monotona allora 'Vx,ye I vale la seguente condizione: 
f(y)=f(x) ==* f(x+A.(y-x))=f(y)=f(x) 'V'Al: (0,1); 
ii) se f è C0-monotona allora 'Vx,yei vale la seguente condizione: 
f(y)=f(x) ==* x=y. 
Dim. i) Se x=y la tesi è banale; sia quindi x:t.y e si supponga, senza ledere la 
generalità, che sia y>x. Essendo f(y)=f(x), per il Teorema 2.4.5 risulta, per 
l'ipotesi di C-monotonia, f(x+À(y-x))e (f(x)-C)n(f(x)+C) 'V'A-e (0,1), ovvero 
f(x+A.(y-x))-f(x)e 01(-C); poiché 01(-C)={O}, si ha la tesi. 
ii) Si supponga per assurdo che sia f(y)=f(x) ed x*Y; senza ledere la generalità, 
si può assumere y>x. Per definizione è f(x)=f(y)e (f(x)+C0)u(f(x)-C0), condi-
zione assurda poiché o~ C0• • 
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Nel paragrafo 1.5, sono state introdotte le funzioni quasi-affmi come funzioni 
che sono sia quasi-concave che quasi-convesse e ~uccessivamente sono state 
analizzate le loro proprietà rispetto alla monotonia. 
Allo scopo di generalizzare tali risultati alla C*-monotonia si introduce la classe 
delle funzioni (C, C*)-quasiaffini. 
Defmizione 2.4.3 Sia f:I-+9\m, con I intervallo della retta reale, sia Cc9\m un 
cono chiuso di vertice l'origine ed interno non vuoto, e sia C*e {C,C0,C00}. 
La funzione f è detta (C,C*)-quasiaffine se è sia (C,C*)-quasiconcava sia 
(C,C*)-quasiconvessa ('),ovvero se \::/x,ye S, x*y, è verificata la condizione: 
f(y)e f(x)+C ~ f(x+À.(y-x))e (f(x)+C*)n(f(y)-C*) \::/'Ae (0,1). 
Il seguente teorema mostra che anche a livello vettoriale la ~onotonia implica la 
quasi -concavità. 
Teorema 2.4.9 Sia f:I -+9\m, con I intervallo della retta reale, sia Cc9\m un cono 
chiuso puntato di vertice l'origine ed interno non vuoto, sia C*e {C,C0,C00}. 
Se f è C*-monotona allora è anche (C,C*)-quasiaffme. 
Dim. Siano x,ye S, x*y, tali che f(y)ef(x)+C. 
caso C"=C Se è f(y)=f(x) allora, per la i) del Teorema 2.4.8, risulta: 
f(x+À(y-x))=f(y)=f(x)e (f(x)+C)n(f(y)-C) 'V'Ae (0,1). 
Se f(y);tf(x), cioè f(y)=f(x)+C0, allora per il Teorema 2.4.7 si ha: 
f(x+À.(y-x))e (f(x)+C)r"Xf(y)-C) 'V'Ae (0,1 ), 
da cui la tesi. 
caso C*e {C0,C00} Per la ii) del Teorema 2.4.8, essendo X*Y, si ha f(y);t=f(x), da 
cui si ottiene f(y)ef(x)+CO. Per il Teorema 2.4.7 si ha la tesi essendo: 
f(x+À.(y-x))e (f(x)+C*)r"Xf(y)-C*) 'VÀE (0,1). + 
Il seguente teorema è una naturale estensione, al caso vettoriale, della proprietà 
che una funzione scalare ad una variabile inizialmente crescente e poi decre-
scente è quasi-concava. 
Teorema 2.4.10 Sia f:I-+9\m, con I=[a,c] intervallo della retta reale, sia be (a,c), 
sia Cc9tm un cono chiuso convesso e puntato di vertice l'origine ed interno 
non vuoto, e sia C*e {C,C0,C00}. Se f è C*-crescente in [a,b] e C*-decrescente 
in [b,c] allora è (C,C*)-quasiconcava in l. 
7 Una funzione f è detta (C, C* )-quasiconvessa se la funzione -f è (C,C*)-quasiconcava. ovvero se per ogni 
X,ye S, x*J, è verificata la condizione: f(y)e f(x)+C ~ f(x+À(y-x))e f(y)-C* \fA.e (0, 1). 
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Dim. Siano x,ye [a,c], x*y, tali che f(y)e f(x)+C; si vuole dimostrare che 
f(x+À.(y-x))e f(x)+C* 'VÀ.e (0,1). D Teorema 2.4.9 e le ipotesi rispettivamente di 
C*-crescenza e C*-decrescenza garantiscono che la precedente condizione 
vale per ogni x,ye [a,b] e per ogni x,ye [b,c]. 
Si supponga adesso a<x<b<y<c e sia À. *e (O, l) tale che b=x+À. *(y-x). 
Per la C*-crescenza di f nell'intervallo [x,b] si ha che f(x+À.(y-x))e f(x)+C* 
'VÀ.e (O,À. *];per la C*-decrescenza di fin [b,y] si ha invece f(x+À.(y-x))ef(y)+C* 
'V À.e [À. *,l); da queste due condizioni si ha la tesi, tenuto conto che C è con-
vesso e puntato e che f(y)e f(x)+C. Il caso a<y<b<x<c è del tutto analogo al 
precedente. • 
2.4.3. Mappe monotone generalizzate 
In letteratura, il concetto di monotonia di una funzione è stato esteso a livello 
vettoriale limitatamente alle mappe, particolari funzioni vettoriali defmite in 9t0 e 
con codominio sempre in 9t0 • Karamardian e Schaible [Il, 19] hanno introdotto 
diversi tipi di mappe monotone generalizzate aventi diverse applicazioni, ad 
esempio in problemi di complementarietà. Di seguito viene fornita, per 
completezza, una rassegna dei principali risultati relativi a tali classi di funzioni 
vettoriali, per le cui dimostrazioni si rimanda a [11, 19]. 
Defmizione 2.4.4 Una funzione F:C~9tn, con Cc:9\0 , è detta: 
monotona 
(mt) 
strettamente monotona 
(s.mt) 
fortemente monotona 
(f.mt) 
pseudo-monotona 
(pmt) 
se (y-x)T(F(y)-F(x))~ 'Vx,ye C; 
se (y-x)T(F(y)-F(x))>O 'Vx,yeC, x;t:y; 
se 3a.>O t.c. (y-x)T(F(y)-F(x))~aJiy-xll2 Vx,ye C; 
se (y-x)TF(x)~ => (y-x)TF(y)~ 'Vx,yeC; 
strettamente pseudo-monotona se (y-x)TF(x)~ => (y-x)TF(y)>O Vx,yeC, x;t:y; 
(s.pmt) 
fortemente pseudo-monotona se 3a>O t.c. (y-x)TF(x)~ => (y-x)Tf(y~ally-xll2 Vx,ye C; 
(f.pmt) 
quasi-monotona se (y-x)TF(x)>O => (y-x)TF(y)~ 'Vx,yeC; 
(qmt) 
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Vale la seguente proprietà relativa alle mappe pseudo-monotone. 
Teorema 2.4.11 Una funzione vettoriale F:C~ 9tn, con Cc9tn, è pseudo-
monotona se e solo se (y-x)TF(x)>O => (y-x)TF(y)>O Tfx,ye C. 
La relazione tra le varie classi di mappe monotone generalizzate è la seguente: 
lf.pmtl c ls.pmtl c lpmtl c lqmtl 
u u u 
lf.mtl c ls.mtl c ~ 
; ' , 
I seguenti esempi mostrano che tutte queste classi sono distinte l'una dall'altra. 
Esempi 2.4.1 
i) la funzione F(x)= 1 ~x , defmita per~. è una mappa s.pmt (e quindi anche 
pmt) ma non è mt (e quindi neanche s.mt); 
ii) hrfunzione F(x)= 1 !x , definita perxe [0,1 ], è una mappa f.pmt ma non mt e 
quindi neanche f.mt; 
iii) la funzione F(x)=x2 è una mappa qmt ma non pmt; 
iv) la funzione F(x)=x2, defmita per x~, è una mappa s.mt (e quindi anche 
s.pmt) ma non f.pmt (e quindi neanche f.mt); 
. ={ O per xSO , 
v) la funztone F(x)- x per x>O e una mappa pmtma non s.pmt; 
vi) la funzione F(x)::O è una mappa mt ma non s.mt 
Nel caso in cui una mappa F rappresenti il gradiente di una funzione differenzia-
bile f:C~9t, con C~9tn convesso, è possibile caratterizzare la mappa F tramite la 
convessità generalizzata della funzione f. Per non appesantire la forma del 
seguente teorema, la monotonia o concavità generalizzata delle funzioni in 
esame saranno espresse tramite il simbolo corrispondente. 
Teorema 2.4.12 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso C~9tn. 
i) la mappa Vf è mt se e solo se la funzione f è ex; 
ii) la mappa Vf è s.mt se e solo se la funz~one f è s.cx; 
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ili) la mappa Vf è f.mt se e solo se la funzione f è f.cx; 
iv) la mappa Vf è pmt se e solo se la funzione f è pcx; 
v) la mappa Vf è s.pmt se e solo se la funzione f è s.pcx; 
vi) la mappa Vf è qmt se e solo se la funzione f è qcx. 
Una caratterizzazione di questo tipo non vale per le mappe fortemente monoto-
ne, anche se è possibile dimostrare il seguente risultato. 
Teorema 2.4.13 Sia f una funzione differenziabile definita sull'insieme aperto 
convesso Cc9tn. Se la mappa Vf è fortemente pseudo-monotona allora: 
l 
3<X>O t.c. f(y)<f(x)+ 2 ally-xll
2 => (y-x)TVf(x)<O Vx,ye C, X*Y 
e quindi la funzione f è fortemente pseudo-convessa. , , 
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3 . Condizioni di ottimalità per 
problemi scalari e vettoriali 
' : 
l 
Uno dei principali campi di applicazione della concavità generalizzata è quello 
della ottimizzazione e della determinazione di condizioni di ottimalità; si può 
anzi dire che la defmizione di alcune classi di funzioni concave generalizzate sia 
stata suggerita dali' esigenza di avere classi di funzioni, le più ampie possibili, 
che verificassero determinate proprietà di ottimo. 
Dal punto di vista dell' ottimizzazione difatti le funzioni concave godono di 
notevoli proprietà, quali l' ottimalità globale di un punto critico o di un ottimo 
locale nei problemi di massimo, la convessità dell'insieme dei punti di massimo 
globale, la sufficienza (sotto opportune condizioni)· delle condizioni di Karush-
Kuhn-Tucker, la convergenza di determinati algoritmi iterativi di massimo. 
Scopo di questo capitolo è quello di presentare alcune condizioni di ottimalità 
relative ai problemi scalari ed a quelli vettoriali; in particolare l'approccio che 
verrà seguito permette di estendere e proporre in forma più generale tutti i 
risultati proposti in [3-5, 7]. In tale approccio le condizioni di ottimalità sono di 
tipo puntuale e sono inizialmente rivolte a vertici di insiemi stellati, in modo da 
non richiedere la convessità della regione ammissibile e la concavità 
generalizzata della funzione obiettivo su tutta la regione ammissibile stessa; tale 
studio permette di riottenere semplicemente come corollari tutti i classici risultati 
noti in letteratura; in seguito condizioni di ottimalità sono determinate, senza 
alcuna ipotesi di concavità generalizzata, sfruttando le direzioni del cono 
tangente alla regione ammissibile. 
Si osservi infme elle· tàle approccio permette di ottenere risultati sia per i proble-
mi scalati che per quelli vettoriali. 
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3.1. Definizioni e concetti preliminari 
Al fine di rendere più chiara e scorrevole l'esposizione dei vari risultati, in 
questo primo paragrafo si defmiscono i principali strumenti che permetteranno 
lo studio delle condizioni di ottimalità scalare e vettoriale; verranno inoltre 
ricordate alcune proprietà classiche dell'analisi vettoriale. 
3.1.1. Il cono tangente di Bouligand 
Una parte delle condizioni di efficienza locale che verranno descritte in questo 
capitolo saranno basate sul comportamento della funzione obiettivo lungo le 
direzioni appartenenti al cono tangente di Bouligand, di cui si ricorda di seguito 
l ~ 
la definizione [l]. , 
Defmizione 3.1.1 Dato un insieme S~9tn, S*0, ed un punto x0 appartenente 
alla chiusura di S, si dice cono tangente ad S nel punto Xo il cono T(S,Xo) di 
vertice l'origine definito come: 
T(S,Xo)={xe9tn: 3{xk}cS,xk-+Xo ,3{~}dt*,~--++oo,x=k~ ~(xk-Xo)}. 
dove 9t* denota l'insieme dei numeri reali positivi. 
Per utilità di trattazione il cono tangente T(S ,x0) verrà espresso come cono 
generato dalle proprie direzioni; vale al riguardo la seguente proprietà di 
semplice verifica. 
Proprietà 3.1.1 Sia T(S,x0) il cono tangente relativo ad un punto x0 apparte-
nente alla chiusura di un insieme non vuoto Sc9tn; allora T(S,x0) può essere 
espresso nel seguente modo: 
T(S,xo)={O}u{xe9tn: x=Ad, A.>O, de 1lr}, 
dove 1lr denota l'insieme delle direzioni di T(S,Jto), ovvero: 
. Xt-Xo 
1lr:{de9tn: 3{xk}cS\{Xo}, xt-+Xo, d= 1im llx x 11 }. k-++- k- o 
Osservazione 3.1.1 Nel caso in cui l'insieme S sia la regione ammissibile di un 
problema di ottimo scalare o di estremo vettoriale ed inoltre S sia costituito dal 
solo punto x0 , si ha T(S,Xo)={O} e !D.r=0; in tale situazione Xo è ovviamente un 
punto di ottimo od un punto efficiente del problema. Per evitare questo caso 
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banale si supporrà in seguito che Xo sia punto di accumulazione per S o, equiva-
lentemente, che sia !Drt:0; sotto tale ipotesi il cono tangente si può pertanto 
esprimere nella forma: 
T(S ,Xo)={ x e 9tn: x=Ad, ~, de 'Dr}. 
Le proprietà relative al cono tangente, più utili ai fini dello sviluppo del capitolo, 
sono quelle espresse dal seguente teorema. 
Teorema 3.1.1 Sia Sc:9tn, S;f0, ed Xo un punto appartenente alla chiusura di S. 
i) T(S,Xo) è un cono chiuso; 
ii) se S è convesso allora T(S,xJ è un cono chiuso e convesso. 
Un altro cono, che sarà in seguito molto utile, è il cono delle direzioni ammissibili, 
di seguito definito. 
Defmizione 3.1.2 Dato un insieme Sc9tn, S;t0, ed un punto x0 appartenente 
alla chiusura di S, si dice cono delle direzioni ammissibili ad S nel punto Xo il 
cono FSS,Xo) di vertice l'origine definito come: 
F(S,Xo)={ xe 9tn: 3o>O tale che Xo+Àxe S V'A.e (0,0)}. 
Si denoterà inoltre con !Dp={ de F(S,x0): lldll=l} l'insieme delle direzioni che 
generano il cono F(S,Xo). 
D seguente teorema mostra alcune proprietà del cono delle direzioni ammissibili. 
Teorema 3.1.2 Sia Sc9tn, S;t0, ed Xo un punto appartenente alla chiusura di S. 
i) F(S~T(S,Xo) e~~; 
ii) se S è stellato di vertice Xo allora Clos(F(S,Xo))=T(S,Xo). 
Si osservi che solamente in alcuni casi particolari si ha F(StXo)=T(S,Xo) e 1Jr!llr, 
ad esempio nel caso in cui Xo è il vertice di un cono poliedrico oppure è interno 
alla regione ammissibile. 
In quest'ultimo caso, che verrà esaminato esplicitamente nel presente capitolo, 
risulta F(StXo)=T(S,xJ=9tn; per comodità di notazione verrà pertanto utiJizzata la 
notazione 'IP per indicare l'insieme delle direzioni di 9t0 : 
'IP={ de 9tn: Udii= l}, 
ricordando che 'Dl='Dp='!lr se Xo è interno alla regione ammissibile. 
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Le condizioni di ottimalità scalati e di efficienza vettoriali, saranno basate sul ve-
rificarsi o meno di certe proprietà lungo le direzioni del cono tangente o del co-
no delle direzioni ammissibili; a tal fine si definiscono i seguenti ulteriori insiemi. 
Definizione 3.1.3 Sia data una direzione de9tn, lldll=l, ed un valore reale e>O; 
si definiscono i seguenti coni convessi: 
i) K(d,E) è il cono di vertice l'origine tale che: 
K( d,E )={x e 9tn: x=Ày, ~' ye 9tn tale che lly-dii<E}; 
ii) rd è il raggio {x e 9tn: x=À.d, ~} generato dalla direzione de 9tn. 
3.1.2. Funzioni direzionalmente derivabili c9n regolarità 
Nell'approccio che verrà seguito nei paragrafi successivi per caratterizzare, 
tramite le direzioni del cono tangente, l' ottimalità o l'efficienza di un punto x0 , 
sarà necessario studiare, a partire da una successione {xk}cS\{Xo} convergente 
X-XQ 
ad Xo e tale che k~ nx!-xoll =d, l'esistenza del limite, per k-++oo, della succes-
. F(xk)-F(Xo) d F ' l f . b. . d l bl stone _ llxk-Xoll , ove e a unztone o tettivo e pro ema. 
L'importanza della classe di funzioni che sarà di seguito defmita, è nel fatto che 
per esse un tale limite esiste ed è uguale alla derivata direzionale (l), rispetto alla 
direzione d, della funzione F nel punto Xo . 
La defmizione di questa classe di funzioni è identica sia per il caso scalare che 
per il caso vettoriale, essa quindi sarà studiata direttamente per il caso vettoriale; 
anche le dimostrazioni di alcune proprietà di tali funzioni verranno dimostrate 
solo per il caso vettoriale, essendo quello scalare un semplice caso particolare. 
1 Si consideri una funzione vettoriale F:A-+9tm, con A~9tn aperto, ed un punto Xoe A. F è detta 
direzionalmente derivabile in Xo se ammette derivata direzionale finita lungo ogni direzione de~' ovvero 
se per ogni direzione de 9tn, lldll=l, esiste finito il limite, chiamato derivata direzionale di Fin Xo nella 
. . òF . F(Xq+td)-F(Xo) . . òF [ òFt òFm ]T 
direztone d, di (Xo) =t~ 1 ; ovvtamente nsulta ~ (xo) = ~ (xo) , ••• , di (Xo) • 
Si consideri una funzione vettoriale F:A-+9tm, con Aç;;J(n aperto, direzionalmente derivabile nel punto 
Xoe A. Se : (Xo) =-;~ (Xo) V de 9tn, lidi l= l, allom si definisce mattice Jacobiana di F in Xo la seguente 
matrice con m righe ed n colonne: Jp(Xo) = [:!; (Xo}, ••. , : (Xo)] = [ VFt(Xo}, ••. , VFm(Xo) ]T, dove 
e1 , ... ,en sono i vettori componenti la base canonica di 9tn. 
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Defmizione 3.1.4 Si consideri una funzione vettoriale F:A~9tm definita su un 
aperto Ac9tn, direzionalmente derivabile in un punto XoE A. 
F è detta direzionalmente derivabile con regolarità in Xo se: 
. hn . . . F(x0+hn)-F(Xo) aF h~O llhnll =d tm.plica h~ llhnll ad (XQ)' (3.1.1) 
dove { hn} c9tn è una successione di vettori non nulli convergente ali' origine. 
La condizione (3 .1.1) è più forte della derivabilità direzionale e più debole della 
differenziabilità (2), come mostra il seguente teorema. 
Teorema 3.1.3 Si consideri una funzione vettoriale F:A~9tm defmita su un 
aperto A~9tn, ed un punto XoE A. Se vale almeno una dell~. ~.eguenti condizioni: 
i) F è direzionalmente derivabile e Lipschitziana in un intorno di Xo (3), 
ii) F è differenziabile in Xo , 
allora F è direzionalmente derivabile con regolarità in Xo . 
Dim. Sia { h0 } -*l una successione di vettori di 9t0 tale che h~ O ~~~: 11 =d. 
i) Si osservi inizialmente che 
.!n_ 
F(Xo+hn)-F(Xo) F(Xo+llhnllllhnii)-F(Xo+llhnll d) F(Xo+llhnll d)-F(Xo) 
llhnll - llhnll + llhnll 
Per la Lipschitzianità della F in un intorno di Xo esiste una costante reale L>O 
tale che, al tendere di h0 a O, IIF(Xo+llh0 llu::u)-F(Xo+llholl d) li s llholl L n11::u-dii; 
...!!L IIF(Xo+llhnllllh 11)-F(Xo+llhnll d)ll h 
ne consegue che OS h~o lfunll S h~o L lluh:ll- dii::O. 
2 Si consideri una funzione vettoriale F:A-+9tm, con Ar;;,9t8 aperto, ed un punto X(FA. 
F è detta differenziabile in Xo se esiste una mattice M(F,Xo), dipendente da F e da Xo, tale cbe risulta 
. F(XQ+h)-F(Xo)-M(F,xo)Tb . . . . . . . ~~ llbll =O; S1 ricordi cbe se F è differenziabile m Xo allora è M(F,Xo) = Jp(Xo). 
Se F è differenziabile possiamo avere il seguente polinomio di Taylor con resto di Peano arrestato al 
primo ordine: F(XQ+h)=F(Xo)+llbll : (Xo) + llbll a(b,O), con d= 1: 11 e ~~ a(b,O)=O, esprimibile anche 
come F(XQ+h)=F(Xo)+Jp(Xo)h+ llbll a(b,O), ~~ a(h,O)=O. 
3 Si ricordi che una funzione F:A-+9tm, con Ar;;,9t8 aperto, è detta Lipscbitziana in un intorno U~ di Xo 
se 3L>O tale che llf(x)-f(y)ltg.llx-yll Vx,ye U. 
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Si ha perciò: 
_ 1im F(x0+11h0 11 d)-F(x0) é)F ( 
- h
0
-+0 llh0 Il dd Xo) · 
ii) Essendo F differenziabile si ha per il polinomio di Taylor con resto di Peano 
arrestato al primo ordine: 
1im F(xo+h0 )-F(xo) lim Jp(XQ)h0 + llh0 11 CJ(h0 ,0) 
hn-+0 llh0 11 hn-+0 llh0 11 
= 1im Jp(Xo)llhhnll+ 1im a(hu,O)=Jp(Xo)d= ~Fd(Xo) · + 
h0 -+0 n h0 -+0 CJ 
I seguenti esempi evidenziano come la classe delle funzioni d~ezionalmente de-
rivabili con regolarità sia più generale della classe di funzioni differenziabili e 
della classe di funzioni direzionalmente derivabili e localmente Lipschitziane; 
mostreranno inoltre come anche queste ultime due classi siano distinte tra loro. 
Esempi 3.1.1 Si considerino le seguenti funzioni scalati definite su tutto l'insie-
me derreali: f(x' J ~ lxl3 sin~ perx~ , g(x)=lxl ed h(x)=f(x)+g(x). FL O perx=O 
Tutte e tre le funzioni sono direzionalmente derivabili con regolarità in XQ=O; in 
particolare la funzione f è in Xo=O differenziabile ma non Lipschitziana in un 
intorno di Xo , la funzione g è in Xo=O direzionalmente derivabile e Lipschitziana 
in un intorno di Xo ma non differenziabile, mentre la funzione h è direzionalmen-
te derivabile con regolarità ma non è né Lipschitziana in un intorno di Xo né 
differenziabile. 
Il diagramma seguente mostra graficamente le relazioni di inclusione propria 
intercorrenti tra le classi in esame di funzioni direzionalmente differenziabili. 
Classe 
et 
c l Differenziabili l c 
c 
Direzionalmente 
Derivabili 
e Localmente 
Lipschitziane 
c 
Direzionalmente c Direzionalmente 
Derivabili Derivabili 
con Regolarità 
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3.1.3. Polare positivo di un cono 
Molto utile sarà nel terzo paragrafo il concetto di polare positivo di un cono C, 
di cui si ricorda di seguito la definizione [1, 13] ed alcune utili proprietà. 
Dermizione 3.1.5 Sia cc:9tm un cono qualsiasi; si defmisce: 
i) polare positivo di C il cono chiuso convesso: 
c+={aE9tm: aTe~ 'v'cE C}; 
ii) polare positivo stretto di C il cono convesso: 
c++={ aE 9tm: a Tc>O 't cE C, c;tO}. 
Si osservi inoltre che valgono le seguenti relazioni di inclusione: 
{O}cc+ e c++cc+. 
La seguente .Proprietà mostra sotto quali ipotesi il polare._:positivo ed il polare 
positivo stretto di un cono sono insiemi non vuoti. 
Proprietà 3.1.2 Sia Cc9tm un cono chiuso convesso con interno non vuoto. 
i) c+;t:{O} se e solo se OEint(C); 
ii) c++;t:0 se e solo se C è puntato. 
Alcunr risultati del terzo paragrafo saranno basati sul seguente risultato, che 
esprime una relazione tra un vettore non nullo del polare positivo di un cono C 
ed i vettori appartenenti all'interno del cono C stesso. 
Teorema 3.1.4 Sia Cc9tm un cono con interno non vuoto tale che c+;t:{O}. 
Allora per ogni aEc+, ~,risulta aTc>O 'VcECOO. 
Dim. Per definizione risulta aTe~ V cE C VaEC+. Si supponga per assurdo 
l'esistenza di un aE c+, a;t(), e di un vettore ~E C00 tale che aTc=O; poiché 
cE C00 esiste una sfera B di centro l'origine tale che ~+eBcC VeE (0,1); ne 
consegue che aT(c+eu)=aTc+eaTu=eaTu~ 'VEE(0,1) 'VuEB; risulta quindi 
aT~ 'tuE B. Poiché però per ogni vettore uEB sicuramente anche il vettore 
-uEB, deve essere aTu=O 'VuEB e quindi a=O, condizione che nega l'ipotesi.+ 
Si ricordano infme i seguenti noti risultati di separazione tra coni convessi. 
Proprietà 3.1.3 Sia Cc9tm un cono chiuso, convesso e con interno non vuoto 
e sia W c9tm un cono convesso e non vuoto. Si ha: 
i) se COOnW=0 allora 3aEc+, ~'tale che aTwsO VwEW. 
Se inoltre C è puntato e W è chiuso, risulta che: 
ii) se CnW={O} allora 3aEc++ tale che aTwsO 'VwEW. 
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3.2. Problemi di ottimo scalare 
In questo paragrafo verrà inizialmente studiato l'apporto fornito dalle funzioni 
concave generalizzate nella determinazione di condizioni di ottimalità locale e 
globale per il vertice di un insieme stellato; in seguito verrà mostrato come tale 
approccio permetta di ottenere come semplici corollari tutti i noti risultati della 
letteratura relativi ali' ottimalità globale di un ottimo locale o di un punto critico. 
Verranno infine determinate altre condizioni di ottimalità per mezzo dello studio 
del comportamento della funzione obiettivo lungo le direzioni del cono tangen-
te alla regione ammissibile. 
3.2.1. Problema in esame e concavità generalizzata nel punto 
In questo paragrafo si considera il seguente problema di massimo scalare: 
{ 
max f(x) 
P: S ' x e 
dove f è una funzione scalare f:A .-+9t definita sull'insieme aperto Ac9tn ed S~ 
è la regione ammissibile del problema; sia inoltre U l'insieme delle soluzioni 
ottime del problema P. 
In seguito verranno di volta in volta specificate le eventuali ulteriori caratteristi-
che della funzione f, che potrà essere direzionalmente derivabile o differenziabi-
le, e dell'insieme S, che potrà essere convesso o stellato di vertice Xo • 
Nella seguente Defmizione 3.2.1 si ricordano, per pura completezza, le classiche 
defmizioni di punto di massimo locale e di massimo locale stretto. 
Defmizione 3.2.1 Si consideri il problema P. Un punto xoe S sarà detto: 
i) punto di massimo per f rispetto alla regione S se: 
ilye S tale che f(y)>f(xo), ovvero se f(y)Sf(xo) 'r/ye S; 
ii) punto di massimo stretto per f rispetto alla regione S se: 
ilye S tale che f(y)~(X()), ovvero se f(y)<f(xo) 'r/ye S. 
Un punto xoe S sarà altresì detto punto di massimo locale [punto di massimo 
locale stretto] per f su S se esiste un intorno I~9tn di Xo per cui le precedenti 
proprietà sono verificate in B=InS. In alcuni casi sarà utile riferirsi ad un punto 
di massimo locale per f su S come ad un punto di massimo per f rispetto ad una 
regione B=InS. 
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Alcune delle condizioni di ottimalità che verranno stabilite in questo paragrafo 
sfrutteranno la concavità generalizzata della funzione obiettivo f; per questi 
risultati sarà pertanto necessario assumere la convessità dell'insieme S. Alcune 
condizioni saranno però relative ad un determinato punto xoe S; in tali casi, per 
determinare condizioni di ottimalità in forma più generale, è sufficiente supporre 
l'insieme S stellato di vertice Xo e la funzione obiettivo f concava generalizzata 
nel punto x0 rispetto al solo insieme S. Si osservi, per meglio comprendere la 
generalità dell'approccio, che una funzione localmente concava generalizzata in 
x0 rispetto ad un insieme S non è necessariamente concava generalizzata in Xo 
in un intorno di x0 , come è mostrato nel seguente Esempio 3 .2.1. 
Esempio 3.2.1 Si consideri la funzione reale a valori realif(x)=-x3• 
Essa è localmente pseudo-concava in Xo::() rispetto all'insieme S={xe 9t: x~}; 
non lo è però rispetto ad un qualsiasi intorno di x0=0, dal momento che 
nell'insieme {x e 9t: xSO} essa è strettamente convessa. 
Si defmiscono pertanto le seguenti classi di funzioni concave generalizzate, che 
estendono quelle defmite nel primo capitolo. 
Definizione 3.2.2 Sia Sc9tn un insieme stellato di vertice Xo ed f:S-+9t una 
funzione scalare a valori reali. La funzione f è detta: 
quasi-concava in Xo su S se per ogni ye S vale la condizione: 
f(y)~(Xo) => f(Xo+À.(y-Xo))~(Xo) V'À.€(0,1); 
strettamente quasi-concava in Xo su S se Vye S, y~, vale la condizione: 
f(y)~(Xo) => f(Xo+À(y-Xo))>f(Xo) 'VÀ.E (0,1); 
semi quasi-concava in Xo su S se per ogni ye S vale la condizione: 
f(y)>f(Xo) => f(Xo+À(y-Xo))~(Xo) 'VÀ.E (0,1); 
semistrettamente quasi-concava in Xo su S se per ogni ye S vale la condizione: 
f(y)>f(Xo) => f(Xo+A6'-Xo))>f(Xo) VÀE(0,1); 
quasi-concava in senso esteso in Xo su S se per ogni ye S vale la condizione: 
f(y)=f(Xo) => f(Xo+A6'-Xo))~(Xo) 'VÀ.E(0,1); 
strettamente quasi-concava in senso esteso in Xo su S se Vye S, y;t:xo, si ha: 
f(y)=f(Xo) => f(Xo+À(y-Xo))>f(Xo) V'Ae (0,1). 
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Definizione 3.2.3 Sia Sc9tn un insieme stellato di vertice Xo ed f:S~9t una 
funzione scalare direzionalmente derivabile in Xo . La funzione f è detta: 
pseudo-concava in x0 su S se per ogni ye S vale la condizione: 
{ 
3ç(y)>O tale che 'V'Ae (0,1) 
f(y)>f(Xo) => f(Xo+À(y-Xo))~(Xo)+À(1-'A)!;(y); 
strettamente pseudo-concava in xo su S se 'Vye S, Y*Xo, vale la condizione: 
{ 
3ç(y)>O tale che 'VÀE (0,1) 
f(y )~(Xo) => f(Xo+À(y-Xo) )~(Xo)+À( 1-'A)!;(y) ; 
dove ç(y) è una funzione dipendente solamente da y. 
Nel caso in cui le funzioni di tipo pseudo-concavo in Xo ~~. S siano direzional-
mente derivabili nel punto Xo , valgono i seguenti risultati. · · 
Teorema 3.2.1 Sia Sc9tn un insieme stellato di vertice Xo ed f:S~9t una fun-
zione scalare direzionalmente derivabile in Xo . 
i) Se f è pseudo-concava in x0 su S allora per ogni ye S vale la condizione: 
af y-x0 
f(y)>f(Xo) => ()d (x.o)>O con d= lly-xoll; 
ii) Se f è strettamente pseudo-concava in Xo su S allora 'Vye S, Y*Xo, si ha: 
af y-x0 f(y)~(Xo) => ()d (x.o)>O con d= lly-xoll; 
Dim. Per ipotesi per ogni ye S, }';tXo, e 'V'Ae (0,1) risulta: 
{ 
(1-'A)ç(y) ' . 
f(Jlo+À.(y-Xo))-f(9 > lly-xoll se f e pcv m Xo su S ed f(y)>f(Xo) 
Àlly-x011 - (1-'A)ç(y) 
lly-xoll se f è s.pcv in Xo su S ed f(y)~(xo) 
P l d . b"lità dire . al d" f. . l 1im f(xo+À(y-Xo))-f(xo) ~ ... ' er a enva 1 Zion e 1 m Xo nsu ta ~ Àlly-xoll - é)d'AQJ' 
y-x 
con d= lly-x:n, da cui le tesi ricordando che l;(y)>O. • 
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3.2.2. Convessità dell'insieme dei massimi globali 
Come è noto la convessità dell'insieme U dei massimi globali è garantita nel caso 
in cui f appartenga alla classe delle funzioni quasi-concave; tale proprietà sus-
siste anche per la classe più ampia delle funzioni quasi-concave in senso esteso, 
come è dimostrato nel seguente teorema. 
Teorema 3.2.2 Si consideri il problema P con S convesso ed f concava genera-
lizzata in tutto l'insieme S. 
i) Se f è quasi-concava in senso esteso ed U;t0 allora U è convesso. 
ii) Se f è strettamente quasi-concava in senso esteso ed U:;t0 allora U è costi-
tuito da un solo punto. 
Dim. i) Siano x,ye U; poiché f(y)=f(x) ed f è quasi-concava in senso esteso, 
risulta f(x+À.(y-x))~(x)=f(y) 'v'A.e(O,l) e quindi, per l'ott.iirlalità di x ed y, deve 
necessariamente essere f(x+À.(y-x))=f(x)=f(y) 'v'A.e (0,1) da cui la tesi. 
ii) Si supponga per assurdo che esistano due punti distinti x,ye U. Poiché f è 
strettamente quasi-concava in senso esteso e f(y)=f(x), si ha f(x+À.(y-x))>f(x) 
'v'A.e (0, l), condizione assurda dal momento che f(x) è il massimo valore che la 
funzione può assumere. • 
Nel seguente esempio 3.2.2 i) si mette in evidenza che in assenza di ipotesi di 
quasi-concavità in senso esteso niente si può dire, in generale, sulla convessità 
dell'insieme U dei massimi globali; l'esempio 3.2.2 ii) invece evidenzia che la 
classe delle funzioni quasi-concave in senso esteso raccoglie, rispetto a quella 
delle quasi-concave, un maggior numero di funzioni aventi insieme U convesso. 
Esempi 3.2.2 
i) f(x)={ ~ ~~ ~~ : è sm.qcv ma non e.qcv, ogni punto x~ è di massimo 
globale e quindi U non è convesso. 
i o perx=l ii) f(x) l per xe [0,1[ : è e.qcv ma non qcv ed il suo insieme U dei massimi 2 perxe]1,2] 
globali è convesso. 
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3.2.3. Condizioni di ottimalità lungo le direzioni 
Come è stato osservato in [5], non vi è in generale alcuna relazione tra 
l' ottimalità locale rispetto ad una regione e l' ottimalità lungo le singole direzioni 
ammissibili. Al riguardo il seguente Esempio 3 .2.3 mostra un problema, con 
regione ammissibile data localmente da un cono di vertice Xo , nel quale il punto 
x0 , pur non essendo di massimo locale rispetto a1l' intera regione ammissibile, 
risulta di massimo locale stretto rispetto ad ogni singola direzione appartenente 
alla regione ammissibile. 
Esempio 3.2.3 Si consideri il seguente problema scalare: 
{ 
max f(x,y)=(y-x4)(x2-y) 
P: 2 2 2 • 
· (x,y)e S={ (x,y)e 9t :x~, y~ ed x +Y::<l} 
Si verifica facilmente che f(x,y)=O per y=x2 ed y=x4, f(x,y)<O per y>x2 ed y<:x\ 
f(x,y)>O per x4<y<:x2; di conseguenza l'origine non può essere punto di massi-
mo locale per il problema P, visto che in ogni suo intorno esistono punti in cui la 
funzione assume valori positivi. L'origine è però punto di massimo locale stret-
to rispetto ad ogni singola direzione appartenente alla regione ammissibile. 
Restringendo infatti la funzione f lungo la retta x=O si ha f(O,y)=-f e quindi, 
essendo f(O,O)=O, l'origine è di massimo locale stretto su essa; analogo è il 
risultato relativo alla retta y=O lungo la quale f(x,0)=-x6• n risultato non cambia 
neanche applicando la restrizione lungo la retta y=mx, con m>O, poiché per 
x e (O ,m), e quindi ye (O,m2), la funzione assume valori negativi. 
Assumendo invece delle ipotesi di concavità generalizzata nel punto Xo è possi-
bile caratterizzare, per mezzo del comportamento della funzione lungo le dire-
zioni ammissibili, l' ottimalità locale del punto, ottimalità locale che sarà espressa 
sotto forma di ottimaJità rispetto ad un insieme B=lnS, con Ic:9tn intorno di Xo. 
Si inizia questa analisi con dei teoremi che sfruttano le classi di funzioni di tipo 
quasi -concavo. 
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Teorema 3.2.3 Si consideri il problema P con S stellato di vertice Xo ; siano 
inoltre Ic9tn un intorno di Xo e B=lnS. Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo per f rispetto alla regione BeS; 
ii) Xo è di massimo locale rispetto ai raggi Xo+rd , de 'Dp , ed f è semistrettamente 
quasi -concava in x0 su B. 
Se inoltre f è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ~ ( Xo)~O V de 1>p , Xo è di massimo locale rispetto ai raggi Xo+rd , de 1>p , tali 
che ~ (Xo)::O ed inoltre f è semistrettamente quasi-concava in Xo su B. 
Se inoltre f è di classe c2 in x0 le precedenti condizioni sono equivalenti alla 
successiva: 
iv) d1Vf(Xo)S0 V'de !Dp, d1V2f(Xo)dSO V'de 'Dp tale che dl'Vf(Xo)=O, Xo è di mas-
simo locale rispetto ai raggi Xo+rd, de 1>p, tali che d1Vf(Xo)=0 e d1V2f(Xo)d::O 
ed inoltre f è semistrettamente quasi-concava in Xo su B. 
Dim. i)=>ii),iii),iv) Sia Xo un punto di massimo per f rispetto alla regione B~S; 
ovviamente x0 risulta di massimo locale rispetto ad ogni raggio Xo+rd, de !Dp , 
inoltre la funzione f risulta banalmente semistrettamente quasi-concava dal 
momento che per definizione ilye B tale che f(y)>f(XQ). Le tesi seguono quindi 
dal fatto che non può esistere alcuna direzione de 'Dp per la quale risulti 
~ ( x0)>0 oppure d"Fy'lf(Xo)d>O con d-ryr f(Xo)::O, poiché tali condizioni negano, 
per il teorema di permanenza del segno, l' ottimalità di Xo . 
ii)=> i) Se per assurdo Xo non è un punto di massimo per f rispetto alla regione 
B ~S allora 3ye B tale che f(y )>f(XQ) e quindi, per la semistrettamente quasi-
concavità di fin B, si ha f(Xo+À(y-x0))>f(Xo) V'Àe (0,1), condizione che nega 
l' ottimalità di Xo rispetto al raggio xo+rd con d 11; ~~Il e 1>p . 
iii),iv)=> ii) La tesi segue dal fatto che se per una direzione de 'Dp risulta 
df 
ad (Xo)<O oppure d'rV2f(Xo)d<O con dTVf(x0)::0, allora Xo è, per il teorema di 
permanenza del segno, punto di massimo locale rispetto a tale direzione. • 
Si hanno inoltre le seguenti condizioni sufficienti per l' ottimalità locale del verti-
ce di un insieme stellato. 
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Teorema 3.2.4 Si consideri il problema P con S stellato di vertice Xo ; siano 
inoltre Ic9ìn un intorno di Xo e B=lnS. Condizioni sufficienti affinché il punto 
x0 sia un punto di massimo per f rispetto alla regione BeS sono le seguenti: 
i) x0 è di massimo locale stretto rispetto ai raggi x0+r d , de 'DF , ed f è semi 
quasi-concava in Xo su B; 
ii) f è direzionalmente derivabile in Xo, ~ ( Xo)~ '11' de 1>p , Xo è di massimo locale 
stretto rispetto ai raggi Jto+rd , de 'Dp , tali che ! ( x0)=0 ed inoltre f è semi 
quasi-concava in Xo su B; 
iii) f è di classe C2 in Xo, dTVf(x0)S0 'V de 'Dp, d1V2f(x0)dSO 'V de 'Dp tale che 
d1Vf(Xo)=0, x0 è di massimo locale stretto rispetto ai raggi Xo+rd, de 'Dp, tali 
che d1Vf(Xo)=0 e d1V2f(Xo)d=0 ed inoltre f è semi quasi-concava in Xo su B. 
Dim. Dimostrazione analoga a quella del precedente Teorema 3 .2.3. • 
Relativamente ai punti di massimo locale stretto si hanno le seguenti condizioni. 
Teorema 3.2.5 Si consideri il problema P con S stellato di vertice Xo ; siano 
inoltre Ic9ìn un intorno di Xo e B=lnS. Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo stretto per f rispetto alla regione B~S; 
ii) Xo è di massimo locale [massimo locale stretto] rispetto ai raggi Xo+rd , de ~ , 
ed f è strettamente quasi-concava [quasi-concava] in Xo su B. 
Se inoltre f è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ! ( Jto)~ '11' de 'Dp, Xo è di massimo locale [massimo locale stretto l rispetto ai 
raggi Jto+rd, de 'lJp, tali che ~ (x0)=0 ed inoltre f è strettamente quasi-
concava [quasi-concava] in Xo su B. 
Se inoltre f è di classe c2 in x0 le precedenti condizioni sono equivalenti alla 
successiva: 
iv) d1Vf(Xo)S0 'V de !Dp, d1V2f(XQ)dS0 'V de 'Dp tale che d1Vf(Xo)=0, Xo è di mas-
simo locale [massimo locale stretto] rispetto ai raggi XQ+rd, de 'Dp, tali che 
d1Vf(Xo)=0 e d1V2f(Xo)d=O ed inoltre f è strettamente quasi-concava [quasi-
concava] in Xo su B. 
Dim. Dimostrazione analoga a quella del precedente Teorema 3.2.3. + 
Di seguito vengono presentate altre condizioni necessarie e sufficienti di ottima-
lità che sfruttano le classi di funzioni di tipo pseudo-concavo. 
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Si osservi che il seguente teorema è relativo sia ai punti di massimo locale che a 
quelli di massimo locale stretto. 
Teorema 3.2.6 Si consideri il problema P con S stellato di vertice Xo ; siano 
inoltre Ic9tn un intorno di Xo e B=lnS. Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo [massimo stretto] per f rispetto alla regione BeS; 
ii) x0 è di massimo locale rispetto ai raggi Xo+rd, de 'DF , ed inoltre f è pseudo-
concava [strettamente pseudo-concava] in Xo su B. 
Se inoltre f è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ~ (x0)SO T/ de 'lJF ed inoltre f è pseudo-concava [strettamente pseudo-
concava] in x0 su B. : .. · 
Dim. i)=> ii),iii) La dimostrazione della tesi è analoga a quella presentata nel 
Teorema 3.2.3 relativamente al caso i)=>ii),iii),iv). 
ii)=> i) Se f è pseudo-concava [strettamente pseudo-concava] in x0 su B allora 
è anche semistrettamente quasi-concava; la tesi segue quindi dal Teorema 3.2.3. 
iii)=> i) Per la sufficienza si supponga per assurdo che Xo non sia di massimo 
per f rispetto alla regione B~S e che quindi 3yeB tale che f(y)>f(Xo). Essendo f 
pseudo-concava e direzionalmente derivabile in Xo risulta, per il Teorema 3.2.1, 
che ~ (Jto)>O con d= 11~:~11 e '.Dp, condizione che contraddice l'ipotesi. + 
Si osservi che le precedenti condizioni necessarie e sufficienti di ottimalità locale 
per il vertice di un insieme stellato, forniscono implicitamente anche le seguenti 
condizioni di ottimalità globale, ottenibili assumendo 1=9tn e B=S. 
Corollario 3.2.1 Si consideri il problema P con S insieme stellato di vertice Xo . 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo globale per f rispetto alla regione S; 
ii) Xo è di massimo locale rispetto ai raggi Xo+rd , de 'Dp, ed f è semistrettamente 
quasi-concava in Xo su S. 
Se inoltre f è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ~ (Jto)SO T/ de '.Dp , Xo è di massimo locale rispetto ai raggi Jto+rd, de !.lJp , tali 
che ~ (Jto)=O ed inoltre f è semistrettamente quasi-concava in Xo su S. 
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Se inoltre f è di classe c2 in x0 le precedenti condizioni sono equivalenti alla 
successiva: 
iv) dl'Vf(Xo)SO V'de !Dp, d1V2f(Xo)dSO V'de !DF tale che dl'Vf(Xo)=O, Xo è di mas-
simo locale rispetto ai raggi Xo+rd, de !DF, tali che dl'Vf(Xo)=O e d1V2f(Xo)d=O 
ed inoltre f è semistrettamente quasi-concava in Xo su S. 
Corollario 3.2.2 Si consideri il problema P con S stellato di vertice Xo. 
Condizioni sufficienti affmché il punto Xo sia un punto di massimo globale per f 
rispetto alla regione S sono le seguenti: 
i) x0 è di massimo locale stretto rispetto ai raggi x0+rd, de !DF, ed f è semi 
quasi-concava in Xo su S; 
ii) f è direzionalmente derivabile in Xo, ~ (Xo)g} 'v'de '11:, .~ è di massimo locale 
stretto rispetto ai raggi XQ+rd, de '11:, tali che ~ (x0~ ed inoltre f è semi 
quasi-concava in Xo su S; 
iii) f è di classe c2 in Xo, dl'Vf(Xo)=s;Q V'de !DF, d1V2f(Xo)d=s;O V'de !DF tale che 
dTVf(Xo)=O, x0 è di massimo locale stretto rispetto ai raggi Xo+rd, de~, tali 
che dl'Vf(Xo)=O e d1V2f(x0)d=O ed inoltre f è semi quasi-concava in x0 su S. 
Corollario 3.2.3 Si consideri il problema P con S insieme stellato di vertice Xo. 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo globale stretto per f rispetto alla regione S; 
ii) Xo è di massimo locale [massimo locale stretto] rispetto ai raggi Xo+rd, de 1>p, 
ed f è strettamente quasi-concava [quasi-concava] in x0 su S. 
Se inoltre f è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ~ (Xo)g} V de '11:, Xo è di massimo locale [massimo locale stretto 1 rispetto ai 
raggi XQ+rd, de 'Dp, tali che ~ (Xo)::O ed inoltre f è strettamente quasi-
concava [quasi-concava] in Xo su S. 
Se inoltre f è di classe c2 in Xo le precedenti condizioni sono equivalenti alla 
successiva: 
iv) dl'Vf(x.o)SO V'de 1>p, d'rV2f(x.o)dSO V'de 1Jp tale che d'r'Vf(Xo)=O, Xo è di mas-
simo locale [massimo locale stretto] rispetto ai raggi Xo+rd, de !DF, tali che 
d'r'Vf(x.o)=O e d1V2f(x.o)d=O ed inoltre f è strettamente quasi-concava [quasi-
concava] in Xo su S. 
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Corollario 3.2.4 Si consideri il problema P con S insieme stellato di vertice Xo. 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto di massimo globale [massimo globale stretto] per f rispetto alla 
regione S; 
ii) x0 è di massimo locale rispetto ai raggi Xo+rd , de 'Dp , ed inoltre f è pseudo-
concava [strettamente pseudo-concava] in x0 su S. 
Se inoltre f è direzionalmente derivabile in x0 le precedenti condizioni sono 
equivalenti alla successiva: 
iii) ~ (x0)g) \f de !DF ed inoltre f è pseudo-concava [strettamente pseudo-
concava] in Xo su S. 
,•. 
3.2.4. Ottimalità globale di un massimo locale·· 
Come è noto la classe più ampia di funzioni concave generalizzate per le quali 
un punto di massimo locale è anche globale è quella delle funzioni semistretta-
mente quasi-concave; in particolare se la funzione è strettamente quasi-concava 
allora un punto di ottimo locale è l'unico punto di massimo globale. Per quanto 
riguarda invece le funzioni quasi-concave è noto che un punto di massimo 
locale -s~tto è anche l'unico punto di massimo globale. La nuova classe delle 
funzioni semi quasi-concave [8] permette di completare questo panorama 
relativo all'ottimalità globale di un massimo locale, come è mostrato nel seguente 
teorema che mostra tali risultati in forma più generale, riferendosi al vertice di un 
insieme stellato. 
Corollario 3.2.5 Si consideri il problema P con S insieme stellato di vertice Xo. 
i) Se f è semistrettamente quasi-concava in Xo su S ed Xo è di massimo locale 
per f su S allora x0 è anche un punto di massimo globale per f su S. 
ii) Se f è strettamente quasi-concava in Xo su S ed Xo è di massimo locale per f 
su S allora Xo è anche l 'unico punto di massimo globale stretto per f su S. 
iii) Se f è semi quasi-concava in Xo su S ed Xo è di massimo locale stretto per f 
su S allora Xo è anche un punto di massimo globale per f su S. 
iv) Se f è quasi-concava in Xo su S ed Xo è di massimo locale stretto per f su S 
allora Xo è anche l 'unico punto di massimo globale stretto per f su S. 
Dim. Le tesi seguono direttamente dai Corollari 3 .2.1, 3 .2.2 e 3 .2.3. • 
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N el caso in cui S sia un insieme convesso e la funzione f sia concava generaliz-
zata in tutto S si hanno i seguenti risultati, espressi nella forma più comunemente 
usata in letteratura. 
Corollario 3.2.6 Si consideri il problema P con S insieme convesso. 
i) Se f è semistrettamente quasi-concava allora un punto di massimo locale per 
f su S è anche un punto di massimo globale per f su S. 
ii) Se f è strettamente quasi-concava allora un punto di massimo locale per f su 
S è anche l'unico punto di massimo globale stretto per f su S. 
iii) Se f è semi quasi-concava allora un punto di massimo locale stretto per f su 
S è anche un punto di massimo globale per f su S. 
iv) Se f è quasi-concava allora un punto di massimo locale stretto per f su S è 
anche l'unico punto di massimo globale stretto per f su S: 
Nel seguente esempio 3.2.4 i) si mette in evidenza che in assenza di ipotesi di 
semistretta quasi-concavità niente si può dire, in generale, sull'ottimalità globale 
di un massimo locale non stretto; l'esempio 3.2.4 ii) invece evidenzia come sia 
fondamentale l'ipotesi di quasi-concavità per avere un unico punto di massimo 
globale. 
Esempi 3.2.4 
i) f(x)=x+lxl : è qcv (e quindi sm.qcv) ma non ss.qcv, ogni punto x<O è di 
massimo locale non stretto ma non è di massimo globale. 
ii) ~( )={O per x:#{), l , . . =O 1 . d. . x - 1 per x =O, 1 : e sm.qcv ma non qcv; 1 punti x , sono s1a 1 masslDlo 
locale stretto sia di massimo globale (che non è quindi unico). 
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3.2.5. Ottimalità globale di un punto critico 
Come è noto, nell'ambito della concavità generalizzata, la classe di funzioni più 
ampia per le quali un punto stazionario è anche un punto di massimo globale è 
quella delle funzioni differenziabili pseudo-concave; vale al riguardo il seguente 
corollario relativo al vertice di un insieme stellato. 
Corollario 3.2. 7 Si consideri il problema P con S insieme stellato di vertice Xo 
ed f differenziabile in Xo . 
i) Se f è pseudo-concava in Xo su S ed Xo è un punto critico allora Xo è anche 
un punto di massimo per f rispetto alla regione S. 
ii) Se f è strettamente pseudo-concava in Xo su S ed Xo è un punto critico allo-
ra Xo è anche l'unico punto di massimo stretto per f rispetto alla regione S. 
Dim. Le tesi seguono direttamente dal Corollario 3.2.4. :: ·· • 
N el caso in cui S sia un insieme convesso e la funzione f sia pseudo-concava in 
tutto S si hanno i seguenti risultati, espressi nella forma più comunemente usata 
in letteratura [lO]. 
Corollari~ 3.2.8 Si consideri il problema P con S insieme convesso ed f diffe-
renziabile in Xo. 
i) Se f è pseudo-concava in S allora un punto critico è anche un punto di 
massimo globale per f su S. 
ii) Se f è strettamente pseudo-concava in S allora un punto critico è anche 
l 'unico punto di massimo globale stretto per f su S. 
Nel seguente esempio 3.2.5 i) si mette in evidenza che le funzioni di tipo quasi-
concavo non sono sufficienti a garantire l' ottimalità globale di un punto critico; 
l'esempio 3.2.5 ii) invece evidenzia come sia fondamentale l'ipotesi di stretta 
pseudo-concavità per avere un unico punto critico che sia di massimo globale. 
Esempi 3.2.5 
i) f(x)=x3: è s.qcv (e quindi ss.qcv) ma non pcv, x.o::O è un punto critico ma 
non è di massimo globale. 
ii) f(x)=k: è pcv ma non s.pcv; tutti i punti sono critici e di massimo globale 
(che non è quindi unico). 
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3.2.6. Sufficienza delle condizioni di Karush-Kuhn-Tucker 
Come è noto, le funzioni concave generalizzate permettono di determinare una 
ampia classe di problemi di programmazione differenziabile per la quale le condi-
zioni di Karush-Kuhn-Tucker divengono condizioni sufficienti di ottimalità glo-
bale. Si consideri il problema di massimo vincolato nella forma: 
p : gi(x)~ i= l, ... ,m , 
{
maxf(x) 
xexc9tn 
dove X è un insieme aperto, f:X~9t e gi:X~9t, e la regione ammissibile è 
RA={xex~n: gi(x)~ i=l, ... ,m}. 
In ipotesi di differenziabilità della funzione obiettivo e delle funzioni vincolati 
ed in presenza di una condizione di qualifica sui vincoli, un punto di massimo 
locale verifica le cosiddette condizioni di Karush-Kuhn-Tucker (K-K-T). 
Teorema 3.2.7 (Karush-Kuhn-Tucker) Sia P un problema di programmazione 
differenziabile e sia x un punto di massimo locale. Se in x è verificata una condi-
zione gi qualifica dei vincoli allora esistono m numeri non-negativi ~ , .. -~ tali 
che: 
(K-K-T) 
m 
Vf(x)+ L ~V gi(x)=O 
i=l 
~gi(X)=O i= l, ... ,m 
gi(X~ i= l, ... ,m 
~~ i=l, ... ,m. 
Come è noto le condizioni (K-K-T) rappresentano soltanto una condizione ne-
cessaria ma non sufficiente di ottimalità; per completezza si ricorda il seguente 
teorema che evidenzia il ruolo della concavità generalizzata nello stabilire la suf-
ficienza di tali condizioni. 
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Teorema 3.2.8 Sia P un problema di programmazione differenziabile dove X è 
un insieme convesso, la funzione obiettivo f è pseudo-concava e le funzioni vin-
colati g1 , ••• ,gm sono quasi-concave. 
Se x verifica le condizioni di Karush-Kuhn-Tucker allora x è un punto di 
massimo globale per il problema P. 
Dim. Si supponga per assurdo che esista un punto ye X tale che f{Y)>f(x) e 
gi(y)~ 'Vi=1 , ... ,m. Per la pseudo-concavità della funzione obiettivo f si ha: 
(y-x)T'Vf(x)>O (3.2.1 ). 
Si dimostra adesso preliminarmente che, essendo le funzioni gi, i=l, ... ,m, quasi-
concave, le funzioni Gi=~gi sono ancora quasi-concave. Se Xi=O la funzione Gi 
è costante, quindi concava ed in particolare quasi-concava. Se~>(), presi due 
qualsiasi punti x,ye X, Gi(y)~Gi(x) implica gi(y)~gi(x) c~~ a sua volta, per la 
quasi-concavità di gi, implica (y-x)lV gi(x)~ da cui otteniamo (y-x)lVGi(x)~ 
ed anche in questo caso Gi risulta quindi quasi-concava. 
Poiché per ogni i=1, ... ,m risulta Gi(Y)=Xigi(y)~=~gi(x)=Gi(x) abbiamo, per la 
quasi-concavità delle Gi, (y-x)1VGi(X)=~(y-x)1V gi(;t)~ da cui otteniamo, per la 
prima delle condizioni di Karush-Kuhn-Tucker: 
m 
O~(y-x)T L-~ V gi(x)=(y-x)1Vf(x), 
i= l 
disuguaglianza che è in contraddizione con la (3.2.1). • 
n precedente teorema è particolarmente utile nella ottimizzazione matematica ed 
in economia (si veda ad esempio il comportamento del consumatore); mentre 
infatti in generale le condizioni di Karush-Kuhn-Tucker (K-K-T), che forniscono 
un sistema facilmente risolubile, indicano soltanto i punti candidati ad essere di 
ottimo, sotto ipotesi di quasi-concavità dei vincoli e di pseudo-concavità della 
funzione obiettivo garantiscono direttamente l' ottimalità del punto. 
3.2.7. Ottimalità locale e cono tangente 
In questo sottoparagrafo l' ottimalità di un punto ammissibile Xo sarà caratteriz-
zata per mezzo delle direzioni del cono tangente T{S,Xo) alla regione ammissibile 
S nel punto Xo [1]. 
n precedente Esempio 3.2.3 ha messo in evidenzia che l'ottimalità locale lungo 
ogni direzione ammissibile non implica l' ottimalità locale rispetto a tutta la 
regione ammissibile. In quell'esempio la regione ammissibile coincide con il 
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cono tangente e con il cono delle direzioni ammissibili; di conseguenza si può 
affermare che, in generale, non esiste alcuna relazione tra l' ottimalità locale 
rispetto alle singole direzioni ammissibili e l' ottimalità rispetto al cono tangente, 
esattamente come non vi è relazione neanche tra l' ottimalità locale rispetto alla 
regione ammissibile e l' ottimalità locale rispetto alle direzioni del cono tangente. 
Non vi è alcuna relazione però neppure tra l' ottimalità rispetto alla regione 
ammissibile e l' ottimalità rispetto all'intero cono tangente T(S,Xo). 
Al riguardo, il seguente Esempio 3 .2.6 i) mostra un problema in cui il punto x0 è 
di ottimo rispetto alla regione S ma non rispetto al cono tangente, l'Esempio 
3.2.6 ii) mostra un problema in cui il punto x0 è di ottimo rispetto al cono 
tangente ma non rispetto alla regione S. 
/ .· 
Esempi 3.2.6 ·· 
S. ·d · · · bl · al · di · d 1 · p { max f(x,y) 1 cons1 enno 1 seguenti pro enn se an masstmo e tipo : (x,y )e Sc9t2 . 
i) Sia f(x,y)=-y ed S={(x,y)e 9t2: x3+y~}; si verifica facilmente che il 
problema non ammette ottimo fmito, mentre l'origine x0=(0,0) è di massimo 
locale rispetto al cono tangente T(S,Xo)={ (x,y)e 9t2: y~}. 
ii) Si! f(x,y)=x2-y ed S={(x,y)e9t2: x2-ySO}; si verifica facilmente che l'origi-
ne Xo=(O,O) è di massimo locale per il problema, problema che invece non 
ammette ottimo finito rispetto al cono tangente T(StXo)={ (x,y )e 9t2: y~}. 
Verrà di seguito dimostrato che per poter caratterizzare l' ottimalità di un punto 
sarà necessario approfondire lo studio della funzione obiettivo relativamente a 
quelle direzioni del cono tangente rispetto alle quali la derivata direzionale della 
funzione obiettivo è nulla. 
Teorema 3.2.9 Si consideri il problema P e si supponga che f sia direzional-
mente derivabile con regolarità nel punto Xoe S di accumulazione per S. 
Il punto Xo è di massimo locale [massimo locale stretto] rispetto alla regione S se 
e solo se !J<x0)SO V de 'DT ed inoltre per ogni direzione de 'DT tale che 
! (Xo)::O esiste un DO tale che il punto Xo è di massimo locale [massimo locale 
stretto] rispetto alla regione Sn(Xo+K(d,e)). 
Dim. Sia Xo un punto di massimo locale [massimo locale stretto] rispetto alla 
regione S. Banalmente lo è anche rispetto alle regioni del tipo Sfì(Xo+K(d,e)), 
con e>O qualsiasi. Per definizione inoltre f(xk)Sf(X()) [f(xk)<f(X())] Vye lflS, con 
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Ic:9tn opportuno intorno di Xo; in particolare, per la defmizione dell'insieme !Zlr' 
si può determinare per ogni direzione de 'DT una successione {xk}clf"'\S\{x0 } 
xk-Xo 
convergente ad x0 , tale che k~ llxk-xoll =de 'D.r ed f(xk)Sf(XQ) [f(xk)<f(XQ)]; si 
h . d" f(xk)-f(Xo) O d . . ul il di d l a qum 1 llxk-xoll S a cu1 ns ta per teorema permanenza e segno, es-
d f ;~:_ . alme d . bil l . ' ar ( ) 1im f(xk)-f(Xo) o sen O UlleZtOn nte enva e COn rego antà, ad Xo =k-++- llxk-Xoll S · 
Per la sufficienza si supponga per assurdo che Xo non sia localmente di massimo 
[massimo stretto] rispetto alla regione S. E' allora possibile determinare una 
successione {xk}cS\{x0 } convergente ad Xo tale che f(xk)>f(Xo) [f(xk)~(x0)]; 
xk-x 
tale successione permette di defmire la successione di direzioni dr llxk-x~ll 
appartenenti alla sfera unitaria {de 9tn: lldll= l } che è un hisieme compatto, di 
conseguenza dalla successione { xk} è possibile estrarre una sottosuccessione 
- . . Xkrxo 
{ Xkj} c { xk} convergente ad x0 e tale che d= .lim dt- = .lim llx x 11 e 1.lr ; per j-++- ] j-++- kf o 
semplicità di notazione si può quindi supporre, senza perdere la generalità, che 
. - . xk-x0 . , • f(xk)-f(Xo) 
sta d~t~llxk-xolle !Zlr· Potche f(xk)>f(Xo) [f(xk)~(Xo}] st ha llxk-xoll ~e 
quindi per il teorema di permanenza del segno, essendo f direzionalmente 
' d . bil l . ' . l ar ( ) 1im f(xk)-f(Xo) .....n • • 
enva. e COn rego antà, nsu ta aa Xo = k-++- llxk-Xoll :::v; per IpoteSI pertan-
to, poiché de 1lr , deve essere ~ (Xo) ::0. 
Fissato un valore reale E>O, poiché t~ n~k ~~Il =de !D,. , la successione { xk} 
convergente ad x0 deve essere, da un certo indice in poi, contenuta in 
(S\{Xo})f"'\(Xo+K(d,e)) ma ciò è assurdo, dal momento che per ipotesi Xo è local-
mente di massimo [massimo stretto] rispetto ad Sf"'\(Xo+K(d,e)). • 
Direttamente dal precedente Teorema 3.2.9 si ottengono le due seguenti 
pratiche condizioni di ottimalità. · 
Corollario 3.2.9 Si consideri il problema P e si supponga che f sia direzional-
mente derivabile con regolarità nel punto XoE S di accumulazione per S. 
i) Se Xo è un punto di massimo locale allora ~ (Xo)SO V de !D,. . 
ii) Se ~ (XQ)<O V de !D,. allora Xo è un punto di massimo locale stretto. 
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Osservazione 3.2.1 
Per meglio comprendere l'importanza delle ipotesi del Teorema 3.2.9, si consi-
derino nuovamente gli Esempi 3.2.6. 
i) Sia f(x,y)=-y, S={(x,y)e9t2: x3+y~}, Xo=(O,O) e T(S,Xo)={(x,y)e9t2: y~}. 
Risulta V f(Jto)=(0,-1) e di conseguenza si ha ~ (Jto)=d'rV f(Jto)SO 'v'de !Dr . 
df 
In particolare è dd (x0)=d1'Vf(x0)=0 per le direzioni d=(l,O)e 'lJT e 
d=( -l,O)e 'lJ,.; per la direzione d=(l,O)e 12r si verifica però che \ft>O il punto 
Xo non è di massimo locale rispetto alla regione Sn(:xo+K(d,e)). 
ii) Sia f(x,y)=x2-y, S={ (x,y)e9t2: x2-ySO}, Xo=(O,O) e T(S,Xo)={ (x,y)e9t2: y~}. 
Risulta Vf(Jto)=(0,-1), di conseguenza si ha ~(Xo)=d~f(Jto)SO 'v'de !Dr· In 
particolare è ~ (x0)=dTVf(x0)=0 soltanto per le direzioni Ò=(l,O)e !Dr e 
d=( -l ,O)e 'lJ,.; per entrambe le direzioni si verifica che esiste un t>O tale che 
il punto x0 è di massimo locale rispetto alle regioni Sn(x0+K(d,e)) ed 
Sn(Xo+K(d,e)). 
Vale inoltre la seguente condizione sufficiente del secondo ordine. 
Teorema 3.2.10 Si.considen il problema P e si supponga che f sia una funzione 
scalare di classe c2 nel vertice Xo . Condizione sufficiente affinché il punto Xo 
sia di massimo locale [massimo locale stretto] rispetto alla regione S e che sia 
d1Vf(Xo)SO V'de 'lJT, dTV2f(x0)dSO V'de 'lJT tale che d~f(Xo)=O ed inoltre per 
ogni direzione de 'lJT tale che d~F(Xo)=O e d~2f'(Xo)d=0 esiste un e>O tale 
che il punto x0 è di massimo locale [massimo locale stretto] rispetto alla regione 
Sn(Xo+K(d,e) ). 
Dim. Si supponga per assurdo che il punto Xo non sia di massimo locale per il 
problema; per le ipotesi e per il Teorema 3.2.9 deve allora esistere una direzione 
de 'lJT tale che (ITVf(Xo)=O, (ITV2f(Xo)d<0 e \fe>O il punto Xo non è di massimo 
locale [massimo locale stretto] rispetto alla regione Sn(Xo+K(d,e)). E' quindi 
possibile determinare una successione di punti {"Xt}cS\{Xo}, Xt-+x0 , tale che 
. xt-Xo _ 
1in Il- Il - d ed f("Xt)>f(Xo) 'v'bO. 
k -++oo Xk-X o 
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X -x 
Posto quindi A.k=llxk-x0ll e dk= k 
0 
, si ha per il polinomio di Taylor con 
11xk-x0ll 
resto di Peano arrestato al secondo ordine: 
l 
f(ik)=f(x0)+A.kdk 1Vf(Xo)+ 2 A.~dk TV2f(x0)dk +Jia(Àt,O) con 1im a(À.t,O)=O 
k--++oo 
da cui, essendo f(~)>f(Xo), A.yO e di'Vf(Xo)SO V'bO, si ottiene: 
i A.fdk 'l\72f(Xo)dk +Àtlo(Àt,O)>O ovvero ~ 'l\72f(Xo)d~ -2a(Àt,O). 
Passando al limite per k~ si ha così (il'Vlf(Xo)~, condizione assurda. • 
Corollario 3.2.10 Si consideri il problema P e si supponga chef sia scalare e di 
classe él nel vertice x0 • Se d"IVf(Xo)SO T/de 'Dr ed inoltre d1V2f(Xo)d<O T/de 'Dr 
tale che d1Vf(xo)=O allora Xo è un punto di massimo locale stretto. 
I seguenti Esempi 3 .2. 7 mostrano come la condizione sufficiente del secondo 
ordine espressa nel Teorema 3.2.7 non sia anche necessaria; in essi vengono 
esaminati due problemi scalari in cui il punto Xo è di massimo locale per f rispetto 
ad S, nel primo però esiste una direzione de IJJT in cui è d~ f(x0)=0 ed inoltre 
d1V2t"(x0)d>O, nel secondo invece 3de 'Dr in cui è d1Vf(Xo)=0 e d1V2f(Xo)d<0; in 
corrispondenza di una direzione de IJJT del cono tangente in cui la derivata 
direzionale è nulla, niente si può quindi dire in generale sul segno di d1V2f(Xo)d. 
Esempi 3.2. 7 
S. "d · · · bl · al · d" · d 1 · p { max. f(x,y) 1 cons1 enno 1 seguenti pro enn se an 1 massiiDo e tipo : (x,y)e s~2 . 
i) Sia f(x,y)=x2-y ed S={ (x,y)e9t2: x2-ySO}; è già stato detto, Esempi 3.2.6 ii), 
che :xo=(O,O) è di massimo locale per il problema; si verifica inoltre facilmente 
che, essendo Vlf<Xo>={ ~ ~ ] , in conispondenza della direzione il:::(l,O)e !Dr 
si ha (il'Vf(x0)=0 e (Jl'V2f(Xo)d=2>0. 
ii) Sia f(x,y)=-x2+y ed S={(x,y)e9t2: -x2+ySO}; l'origine x0=(0,0) è ancora 
punto di massimo locale per il problema; risulta però che in corrispondenza 
della direzione d=(l,O)e 'Dr si ha ({l'Vf(Xo)=O e (Jl'Vlf'(:xo)d=-2<0. 
Nel caso in cui la regione ammissibile S sia tale che risulta !Zlr=IJJp (come accade 
quando Xo è il vertice di una regione poliedrica) la condizione sufficiente di cui 
al Teorema 3.2.10 diviene anche necessaria. 
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Teorema 3.2.11 Si consideri il problema P, conStale che !llr=!Dp ed f di classe 
c2 nel punto Xo • Condizione necessaria affinché il punto Xo sia di massimo 
locale [massimo locale stretto] rispetto alla regione S è che sia dTVf(x0)~0 
V'de !!>p, dl'V2f(Xo)<L<O V'de !!>p tale che dTVf(x0)=0 ed inoltre per ogni direzio-
ne de 'Dp tale che dTVf(x0)=0 e dTV2f(x0)d=O esista un e>O tale che Xo sia di 
massimo locale [massimo locale stretto] rispetto alla regione Sn(Xo+K(d,e)). 
Dim. La tesi segue dal Teorema 3.2.9 osservando che se esistesse una 
direzione de 'Dp tale che dl'VF(x0)=0 e dTV
2F(Xo)d>O il punto Xo non sarebbe 
di massimo locale per il problema. + 
3.2.8. Condizioni di ottimalità per regioni aQJ.missibili regolari 
In questo sottoparagrafo verranno considerati particolari problemi di massimo 
vincolato aventi una funzione obiettivo differenziabile in un determinato punto 
ammissibile Xo ed una regione ammissibile "regolare" in Xo , ovvero una regione 
per la quale il cono delle direzioni ammissibili da x0 e/o il cono tangente in Xo 
sono dei coni poliedrici o, equivalentemente, coni fmitamente generati ( 4). 
Quest~ due situazioni non sono affatto rare, basti considerare un qualsiasi 
problema di programmazione matematica avente come regione ammissibile un 
poliedro; inoltre è spesso utile, nell'indagare l'ottimalità di un punto Xoe S, 
sostituire alla regione ammissibile S un insieme più "regolare" proprio come il 
cono delle direzioni ammissibili in Xo di S, il cono- linearizzante in Xo di S o il 
cono tangente in Xo di S. 
Come è stato mostrato nei precedenti sottoparagrafi 3.2.3 e 3.2.7 nel caso 
differenziabile le condizioni di ottimalità si basano sUI verificarsi o meno delle 
condizioni !J<x.o~ oppure !J<x.o)<O per ogni direzione d che sia ammissibi-
le od appartenente al cono tangente; nel caso in cui tali coni siano finitamente 
generati tali condizioni possono essere equivalentemente espresse nel modo 
seguente. 
4 Per pma completezza si ricorda che un cono di vertice l'origine Cd0 è detto: 
i) poliedrico se C={xe 9t0 : ~}, con Me 9tmxn; 
m 
ii) finitamente generato dalle direzioni Uie9t0 , i=l, •.. ,m, se C={xe9t0 : x= I,Aiui, A.i~ Vi=l, .•• ,m}. 
i=l 
Si osservi che gli insiemi cono poliedrico e cono finitamente generato sono insiemi chiusi e convessi, si 
ricordi inoltre che un cono non vuoto è poliedrico se e solo se è finitamente generato. 
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Teorema 3.2.12 Sia f una funzione scalare f:A~9\, defmita sull'insieme aperto 
Ac9\n e differenziabile in un punto x0e A; sia inoltre Cc9\n un cono di vertice 
l'origine finitamente generato dalle direzioni Dj e 9\n, i= l, ... ,m. Risulta: 
i) d'IVf(Xo)~O V'de C, lldll=l, se e solo se ui'IVf(Xo)SO V'i=l, ... ,m; 
ii) d'IVf(Xo)<O V'de C, lldll=l, se e solo se Uj'IVf(Xo)<O V'i=l, ... ,m. 
Dim. =>) In entrambi i casi la tesi segue direttamente dal fatto che per definizio-
ne le direzioni uie9\n, i=l, ... ,m, appartengono a C ed hanno norma unitaria. 
<=) Sia de9\n, lldll=l, una qualsiasi direzione di C; per la definizione di cono 
finitamente generato ed essendo d;é(), esistono dei valori ~~' i=l, ... ,m, tali che 
m m m 
'2,~>0 e d=I,Àiui; si ha pertanto che dl'Vf(Xo)= I,~uilVf(Xo), da cui le tesi. • 
i=l i=l i=l 
Per mezzo del Teorema precedente si ottengono i seguenti corollari. 
Corollario 3.2.11 Si consideri il problema P con S insieme stellato di vertice Xo 
ed f differenziabile in Xo ; si supponga infme che sia: 
m 
F(S,Xo)={xe9\n: x=I,~ui, ~~ V'i=l, ... ,m}. 
i= l 
Il punto Xo è di massimo globale [massimo globale stretto] per f rispetto alla 
regione S se e solo se risulta ui1Vf(x0)~0 V'i=l, ... ,m ed inoltre f è pseudo-
concava [strettamente pseudo-concava] in Xo su S. 
Corollario 3.2.12 Si consideri il problema P e si supponga che f sia differenzia-
bile nel punto Xoe S di accumulazione per S; si supponga infme che sia: 
m 
T(S~)={xe9\n: x=I,~ui, ~~ V'i=l, ... ,m}. 
i= l 
i) Se Xo è un punto di massimo locale allora Dj 'l'Vf(Xo)SO V'i= l, ... ,m. 
ii) Se Uj'l'Vf(Xo)<O V'i=l, ... ,m allora Xo è un punto di massimo locale stretto. 
Di fatto diviene estremamente semplice verificare le condizioni di ottimalità, dal 
momento che è sufficiente determinare il comportamento della derivata direzio-
nale lungo le sole direzioni Uje9\n, i=1, ... ,m. 
Caso ancor più particolare è quello in cui il cono Cc9\n è l' ortante positivo di 
9\n, ovvero è fmitamente generato dalla base canonica di 9\n; in tal caso infatti il 
valore U;.1Vf(Xo) altro non è che la i-esima componente di Vf(Xo). 
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Una immediata applicazione di tali risultati è la determinazione delle condizioni 
di ottimalità per i problemi di programmazione frazionaria; si consideri al 
riguardo il seguente problema P di massimo vincolato, presentato in [ 6]: 
P· { max f(x)=(c0+cTx)(d0+dTx)a 
• XE S={ XE 9tn: ~' Ax=b} ' 
dove A è una matrice reale con m righe ed n colonne, be 9tm' c,de 9tn' Co,doE 9t, a 
è un parametro reale e (d0+dTx)>0 't/xe S. 
Tale problema si può riscrivere rispetto ad una soluzione di base ammissibile 
x=(xB,xN) nel seguente modo: 
d - + TA-1b -d d dTA-1b ~T T TA-1A <P dT dTA-1A ove Co=Co CB B ' o= o+ B B ' '-'N=CN-CB B N e ~ N- B B N· 
Questa riscrittura del problema permette di osservare che il cono delle direzioni 
ammissibili F(S,O) ed il cono tangente T(S,O), relativi al punto xN=O ed alla 
region~ ammissibile 'S, coincidono e sono uguali all' ortante positivo di 9tm-n, 
ovvero F(S,O)=T(S,O)={ x e 9tm-n: x~}. 
Utilizzando il Corollario 3.2.12 si ha quindi che condizione necessaria affmché il 
vertice xN=O sia di massimo globale è che sia Vf(O)=(<io)a-t(doc+ac0d)SO 
ovvero, essendo per ipotesi d0>0, che sia 1= d0c+ac0dSO; analogamente 
condizione sufficiente affmché il vertice xN=O sia di massimo globale è che sia 
Vf(0)=(<io)a-t(d0c+ac0d)<O, ovvero _J-doc+<XE0d<0. 
Nel caso particolare a=-1 si ottiene il noto problema di programmazione lineare 
frazionaria; sotto tale ipotesi la funzione obiettivo è sia pseudo-concava sia 
pseudo-convessa nel dominio di definizione, utilizzando il Corollario 3 .2.11 
quindi si ha che il vertice xN=O è di massimo globale se e solo se V1(0)SO, 
ovvero se e solo se J-doc-c0dSO; è stata così ritrovato la condizione necessaria 
e sufficiente, utilizzata da Martos ed altri [2, 12], affinché una soluzione di base 
ammissibile sia di ottimo per un problema di massimo di programmazione lineare 
frazionaria. 
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Come è noto un cono non vuoto è finitamente generato se e solo se è 
poliedrico; i risultati precedenti possono quindi essere particolarizzati anche 
tramite questa interpretazione. 
In questo caso valgono i seguenti risultati, basati sul lemma di Farkas. 
Teorema 3.2.13 Sia f una funzione scalare f:A~9t, defmita sull'insieme aperto 
Ac9tn e differenziabile in un punto Xoe A; sia inoltre Cc9tn un cono poliedrico 
di vertice l'origine C={ x e 9tn: MQO, Me 9tmxn}. 
Risulta che d'TVf(Xo)~O 'V de C se e solo se 3A.e 9tm, QO: Vf(Xo)+MTA=O. 
Dim. La tesi segue direttamente dal Lemma di Farkas (5) essendo il cono C un 
cono poliedrico. • 
Questo risultato ci permette di ottenere i seguenti corollari. :: · 
Corollario 3.2.13 Si consideri il problema P con S insieme stellato di vertice Xo 
ed f differenziabile in Xo ; sia infme: 
F(S~={xe9tn: MQO, Me9tmxn}. 
Il punto x0 è di massimo globale [massimo globale stretto] per f rispetto alla 
regione S se e solo se 3A.e 9tm, A.~: Vf(x0)+MTA=O, ed inoltre f è pseudo-
concava [strettamente pseudo-concava] in Xo su S. 
Corollario 3.2.14 Si consideri il problema P e si supponga che f sia differenzia-
bile nel punto Xoe S di accumulazione per S; sia infine: 
T(S,Xo)={xe9t8 : MQO, Me9tmxn}. 
Se Xo è un punto di massimo locale allora 3A.e9tm, ~: Vf(Xo)+MTÀ.=O. 
Si osservi che i precedenti risultati si riducono alle classiche condizioni di Kuhn-
Tucker nel caso in cui il cono C sia il cono linearizzante della regione 
ammissibile S nel punto Xo; in tal caso infatti il problema è del tipo: 
{ 
maxf(x) 
P: xeS={xe9tn: gi(x)~i=l, ... ,m} ' 
e la matrice M ha per colonne i gradienti nel punto Xo delle varie funzioni 
vincolati~, i= l, ... ,m. 
5 E9 stato considerato il lemma di Farkas espresso nella seguente forma: dati Me 9tmxn, be 9t0 ed ye 9t0 
risulta: bTySO 'Vy: My~ se e solo se 3À.e 9tm, ~ b+MTÀ=O. 
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3.2.9. Concavità generalizzata e problemi di minimo 
Dopo aver effettuato un'analisi completa delle proprietà delle funzioni concave 
generalizzate relativamente ai problemi di massimo, si evidenziano i seguenti 
risultati relativi ai punti di minimo locale [9]. 
Teorema 3.2.14 Sia f una funzione concava defmita sull'insieme convesso 
sc:9tn. Se f ammette il suo minimo globale su s in un punto interno XoE s allora 
f è costante su S. 
Dim. Supponiamo per assurdo chef non sia costante su Se che quindi esista 
un punto ye S tale che f(y )>f(x0); poiché Xo è un punto interno di S esiste un 
punto ze S ed un reale A.e (0,1) tale che Xo=Ay+(1-A.)z, per la concavità di f 
abbiamo quindi f(Xo)~(y)+(1-A.)f(z)>Af(Xo)+(1-A.)f(Xo)=f(Xo) il che è assurdo. • 
/ .· 
Teorema 3.2.15 Sia funa funzione a valori reali defmita sul convesso s~n. 
i) Se f è strettamente quasi-concava allora non esiste alcun punto interno 
:xoe S che sia un punto di minimo locale per f su S; 
ii) Se f è quasi-concava allora non esiste alcun punto interno XoE S che sia un 
.punto di minimo locale stretto per f su S; 
Dim. ij Supponiamo per assurdo che esista un punto Xo interno a S che sia di 
minimo locale per f su S, ovvero che esista un intorno le S di Xo tale che 
f(z)~(x0) 'v'zel; esistono quindi necessariamente due punti x,yei\{XQ}, x"#j, tali 
che per un certo A.e (0,1) risulti :xo=x+A.(y-x); per la stretta quasi-concavità di f 
risulta quindi f(XQ)=f(x+A.(y-x))>min{f(x),f(y)}~(Xo), il che è assurdo. 
ii) Supponiamo per assurdo che esista un punto Xo interno a S che sia di 
minimo locale stretto per f su S, ovvero che esista un ~ntomo IcS di Xo tale che 
f(z)>f(Xo) 'v'zei\{XQ}; devono quindi esistere due punti x,yei\{XQ}, X*Y, tali che 
per un certo A.e (0,1) risulti :xo=x+À.(y-x); per la quasi-concavità di f risulta perci6 
f(Xo)=f(x+À.(y-x)~{f(x),f(y)}>f(Xo), il che è assurdo. + 
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3.3. Problemi di estremo vettoriale 
In questo capitolo si determinano, con lo stesso approccio usato nel paragrafo 
precedente per i problemi scalari, alcune condizioni necessarie e sufficienti di 
ottimalità per un problema di estremo vettoriale, condizioni che permettono di 
caratterizzare punti localmente efficienti, debolmente efficienti oppure stretta-
mente efficienti, estendendo i risultati proposti in [3, 4, 7]. 
Le condizioni di ottimalità sono espresse tramite l'appartenenza ad un opportu-
no cono di riferimento C delle derivate direzionali della funzione obiettivo ris-
petto alle direzioni appartenenti al cono tangente alla regione ammissibile nel 
punto preso in esame. 
In particolare, per ciascuno dei tre tipi introdotti di efficien~, viene inizialmente 
confrontata l' ottimalità locale con l' ottimalità rispetto alle direzioni ammissibili; 
in seguito viene messa in relazione l' ottimalità locale con l' ottimalità globale e 
viene analizzata l' ottimalità globale di "punti critici vettoriali". 
3.3.1. Il problema multiobiettivo 
Si consideri il seguente problema di estremo vettoriale: 
{ 
C_maxF(x) 
P: S ' x e 
dove F è una funzione vettoriale F:A-+9tm defmita sull'insieme aperto A~9t0, 
Ss;:A è la regione ammissibile del problema e C~9tm è un cono chiuso di vertice 
l'origine ed interno non vuoto. 
Per mezzo della seguente Definizione 3.3 .l si introducono i tre diversi tipi di 
efficienza che saranno studiati in questo paragrafo, rispettivamente indotti dal 
cono C, dal cono C privato dell'origine e dali' interno del cono C. 
Definizione 3.3.1 Si consideri il problema P e si ponga CO::C\{0} e COO=int(C). 
Un punto :xoe S sarà detto: 
i) CJO-efficiente, ovvero efficiente debole, per f rispetto alla regione S se: 
~ye S tale che F(y)e F(X())+ClO, 
ii) cO-efficiente, ovvero efficiente,per f rispetto alla regione S se: 
~ye S tale che F(y)e F(x.o)+CO, 
iii) C-efficiente, ovvero efficiente stretto, per f rispetto alla regione S se: 
~ye S, Y*Xo, tale che F(y)eF(x.o)+C. 
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Un punto x0e S sarà altresì detto localmente efficiente [localmente efficiente 
debole, localmente efficiente stretto] per F su S se esiste un intorno Ic9tn di Xo 
per cui le precedenti proprietà sono verificate in B=I(')S. In alcuni casi sarà utile 
riferirsi ad un punto di massimo locale per F su S come ad un punto di massimo 
per f rispetto ad una regione B=I(')S. 
Ovviamente se x0e S è efficiente stretto è anche efficiente e se è efficiente è 
anche efficiente debole (poiché C00cC0cC). 
In seguito, per esprimere in modo conciso e formale risultati in forma generale 
che possono poi essere specificati ai vari tipi di efficienza introdotti, sarà 
utilizzata la notazione C*-efficiente, con C*e {C,C0,C00}. 
Come nel caso scalare, studiato nel paragrafo precedente, di volta in volta 
' , 
saranno specificate le caratteristiche della funzione vettoriale F e dell'insieme S, 
sempre con lo scopo di ottenere risultati il più possibile generali. 
La concavità generalizzata della funzione F, nel caso in cui S sia un insieme 
stellato di vertice x0 , sarà assunta nel punto x0 e limitatamente all'insieme S, 
verranno pertanto considerate le seguenti classi di funzioni. 
DeCmizione 3.3.2 Sia Sc9tn un insieme stellato di vertice Xo, F:S-+9tm una fun-
zione vettoriale e C un cono chiuso di vertice l'origine ed interno non vuoto; 
siano inoltre C*,Cie {C,C0,C00}. 
La funzione F è detta (C*,C#)-quasiconcava in xo su S [(C*,C').qcv] se per 
ogni xe S, x;tXo, è verificata la seguente condizione: 
F(x)eF(XQ)+C* => F(Xo+À.(x-Xo))eF(Xo)+Ci VÀ.e(O,l). 
DeCmizione 3.3.3 Sia Sc9tn un insieme stellato di vertice XQ, F:S-+9tm una fun-
zione direzionalmente derivabile in Xo e sia C un cono chiuso di vertice l'origine 
ed interno non vuoto; siano inoltre C* e { C,C0 ,C00} e C'e {CO ,C00}. 
La funzione F è detta debolmente (C*,C)-quasiconcava in xo su S 
[(C*,C).wqcv] se per ogni xeS, x:;tXQ, è verificata la seguente condizione: 
aF x-Xo 
F(x)eF(XQ)+C* => dd (Xo)E C con d= llx-xoll· 
La funzione F è detta (C*,Cfl)-pseudoconcava in xo su S [(C*,C').pcv] se per 
ogni xe S, x:;tXo, è verificata la seguente condizione: 
* aF x-Xo 
F(x)eF(Xo)+C => ad(x0)eC' con d=llx-Xoll· 
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3.3.2. Condizioni di efficienza lungo le direzioni 
Come è stato osservato nel paragrafo precedente, relativamente al caso scalare, 
non vi è in generale alcuna relazione tra la C*-efficienza locale rispetto ad una 
regione e la C* -efficienza lungo le singole direzioni ammissibili. 
Assumendo invece delle ipotesi di concavità generalizzata nel punto Xo è possi-
bile caratterizzare, per mezzo del comportamento della funzione lungo le dire-
zioni ammissibili, la C*-efficienza locale del punto, C*-efficienza locale che sarà 
espressa sotto forma di C*-efficienza rispetto ad un insieme B=lnS, con Ic9tn 
intorno di Xo· 
Il teorema seguente mostra delle condizioni necessarie e sufficienti di efficienza 
( C0 -efficienza) locale per il vertice di un insieme stellato, condizioni ottenibili 
sfruttando le classi di funzioni di tipo quasi-concavo. 
Teorema 3.3.1 Si consideri il problema P con S insieme stellato di vertice Xo; 
siano lç;9tn un intorno di Xo e B=lnS; sia inoltre C'e {C0,C00}. 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto efficiente per F rispetto alla regione Bç;S; 
ii) Xo è localmente C' -efficiente rispetto ai raggi Xo+rd , de ~ , e la funzione F è 
(C«l,C').qcv in Xo su B. 
Se inoltre F è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) :-( Jto)ll! C00 V de !Dp, Xo è localmente C' -efficiente rispetto ai raggi :xo+rd , 
de!Dp, tali che ~(:xo)eC\COO ed inoltre F è (c",C').qcv in Xo su B. 
Dim. i)~ii) La necessità è ovvia per la relazione esistente tra C* e C' e per la 
definizione di (C*,C').quasiconcavità. Per la sufficienza si supponga per assur-
do che x0 non sia localmente C*-efficiente rispetto ad Se che quindi esista una 
successione {xk}cS\{Xo} convergente ad Xo tale che F(xk)eF(Xo)+C*; ciò impli-
ca che, da un certo indice k in poi, si ha per la locale (C* ,C*).qcv di F che 
F(x0+À(xk-x0))e F(x0)+C' 'VÀe (0,1), condizione assurda in quanto Xo è local-
mente C' -efficiente rispetto ai raggi. 
ii)~iii) La necessità segue dal fatto che se per assurdo esistesse una direzione 
de !Dp tale che~~ (:xo)eC00 allora la funzione F non sarebbe neanche localmente 
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C00-efficiente rispetto a tale direzione (6). Per la sufficienza si deve solamente 
dimostrare che Xo è localmente ~-efficiente rispetto ai raggi :xo+rd , de 'Dp, tali 
che ~~ (x0)E C\COO ovvero, essendo ~~ (Xo)E C00 V'de 1Jp, tali che ~~ (Xo)E C. Si 
aF 
supponga quindi per assurdo che esista una direzione de tJJF tale che ad (Xo)~ C 
e rispetto alla quale Xo non sia localmente Cl-efficiente; esiste allora una succes-
sione {À.k}c9t++ convergente a O tale che F(x0+À.kd)eF(x0)+C'; per la chiusura 
. . . . . aF . F(Xo+Àtd)-F(Xo) 
di C SI Ottiene la condiziOne assurda ad (Xo) = k~ Ate E C. + 
In modo analogo al precedente teorema si ottengono le seguenti condizioni 
necessarie e sufficienti per l'efficienza stretta (C-efficienza) e l'efficienza debole 
(C00-efficienza) del vertice di un insieme stellato. ~ ·· 
Teorema 3.3.2 Si consideri il problema P con S insieme stellato di vertice Xo ; 
siano Ic9t0 un intorno di Xo e B=lnS. Le seguenti condizioni sono equivalenti: 
i) Xo è un punto efficiente debole per F rispetto alla regione BeS; 
ii) Xo è localmente C00-efficiente rispetto ai raggi :xo+rd' de !Dp' e la funzione F 
è (.C00,C00).qcv in Xo su B. 
Se inoltre F è direzionalmente derivabile in Xo le precedenti condizioni sono 
equivalenti alla successiva: 
iii) :; ( Xo)E C00 V'de 'lJp , Xo è localmente COO -efficiente rispetto ai raggi Xo+rd , 
de 1Jp, tali che ~~ (Jto)e C\C00 ed inoltre F è (C00,COO).qcv in Xo su B. 
6 Si dimostra facilmente che se F:S~9tm, con Sdn insieme stellato di vertice Xo, è una funzione dire-
zionalmente derivabile in Xo ed inoltre C è 1Bl cono chiuso di vertice l'origine ed interno non vuoto si ba 
òF ,no 
che se at (Xo)e \...-- allora 3e>O tale che F(Xo+Àd)e F(Xo)...c00 V'A.e (O,e). 
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Teorema 3.3.3 Si consideri il problema P con S insieme stellato di vertice Xo; 
siano Ic9tn un intorno di Xo e B=lnS; sia inoltre C'e {C,C0,C00 }. 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto efficiente stretto per F rispetto alla regione BeS; 
ii) Xo è localmente Cl -efficiente rispetto ai raggi Xo+rd, de 'Dp , e la funzione F è 
(C,C').qcv in Xo su B. 
Se inoltre F è direzionalmente derivabile in x0 le precedenti condizioni sono 
equivalenti alla successiva: 
iii) : (Xo)~ C00 V de 'lJF , Xo è localmente C' -efficiente rispetto ai raggi Xo+r d , 
de ~, tali che ~: (Xo)e C\C00 ed inoltre F è (C,C').qcv in Xo su B. 
Per mezzo delle funzioni di tipo quasi-concavo si hanno~ inoltre le seguenti 
condizioni sufficienti di efficienza (C0-efficienza) locale e di debole efficienza 
( C00 -efficienza) locale, la cui dimostrazione è analoga a quella del precedente 
Teorema 3.3.1. 
Teorema 3.3.4 Si consideri il problema P con S insieme stellato di vertice Xo; 
siano IJ;9tn un intorno di Xo e B=InS. Condizioni sufficienti affmché il punto 
x0 sia un punto efficiente per F rispetto alla regione B~S sono le seguenti: 
i) x0 è localmente C-efficiente rispetto ai raggi Xo+rd , de 'Dp, e la funzione F è 
(C0,C).qcv in Xo su B. 
ii) F è direzionalmente derivabile in Xo, : (Xo)~ COO V de ~, Xo è localmente C-
efficiente rispetto ai raggi Xo+rd, de ~, tali che ~(Xo)e C\COO ed inoltre F è 
(C0,C).qcv in Xo su B. 
Teorema 3.3.5 Si consideri il problema P con S insieme stellato di vertice Xo; 
siano I~9tn un intorno di Xo e B=lnS; sia inoltre C'e {C,C0 }. 
Condizioni sufficienti affinché il punto Xo sia un punto efficiente debole per F 
rispetto alla regione B~S sono le seguenti: 
i) Xo è localmente C' -efficiente rispetto ai raggi XQ+rd, de ~, e la funzione F è 
(C00,C').qcv in Xo su B. 
il) F è direzionalmente derivabile in Xo, : (Xo)~ COO V de ~ , Xo è localmente 
C'l-efficiente rispetto ai raggi Xo+rd, de ~, tali che ~(Xo)e C\COO ed inoltre 
F è (C00,C').qcv in Xo su B. 
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Sfruttando invece le classi di funzioni di tipo pseudo-concavo si ottengono le 
seguenti ulteriori condizioni di efficienza, efficienza debole ed efficienza stretta; 
tali condizioni saranno esprese in forma compatta in un unico teorema, nel quale 
ci si riferirà sempre alla C*-efficienza del punto. 
Teorema 3.3.6 Si consideri il problema P con S insieme stellato di vertice Xo ed 
F direzionalmente derivabile in Xo; siano Ie9tn un intorno di Xo e B=InS; sia 
inoltre C*e { C,C0,C00}. Le seguenti condizioni sono equivalenti: 
i) Xo è un punto C*-efficiente per F rispetto alla regione BeS; 
ii) Xo è localmente C00-efficiente rispetto ai raggi :xo+rd' de 1>p' e la funzione F 
è (C* ,COO).pcv in Xo su B; 
iii) ~ ( Xo)E C00 V de !Dp ed inoltre F è (C* ,COO).pcv in Xo su B. 
/ .. 
Dim. i)=>ii),iii) Sia x0 un punto C*-efficiente per F rispetto alla regione B~S; 
ovviamente Xo risulta COO-efficiente rispetto ad ogni raggio :xo+rd , de 1>p , inoltre 
la funzione F risulta banalmente (C* ,COO).pseudoconcava dal momento che per 
definizione ~ye B tale che f(y)e f(XQ)+C*. Le tesi seguono quindi osservando 
che se fosse ~: (Xo)e C00 per una direzione de 'Dp allora F non sarebbe local-
mente .C00 -efficiente rispetto a tale direzione. 
ii)=> i) Si supponga per assurdo che Xo non sia C*-efficiente per f rispetto alla 
regione BeS e che quindi esista un punto ye B, y;t::xo, tale che F(y )e F(:xo)+C*; 
per la definizione di funzione (C* ,C').pseudoconcava in Xo risulta ~ (Jto)e C00 
y-:xo . F(XQ+td)-F(x0) 00 • • con d= lly-xoll , ovvero t~ t e C . Estste di conseguenza un 
reale e>O tale che F(Xo+td)e F(XQ)+C00 V te (O,e), condizione che è in contraddi-
zione con la locale COO-efficienza di Xo rispetto al raggio Xo+rd. 
iii)=> i) Se per assurdo Xo non è C*-efficiente per f rispetto alla regione B~S 
allora 3ye B tale che F(y )e F(x0)+C*; posto d= ~~~~~~~ si ha, per la (C* ,COO)-
pseudoconcavità di F, che ~: (:xo)e COO, condizione che nega l'ipotesi. • 
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Si osservi, confrontando i Teoremi 3.3.4 e 3.3.6, come nel caso delle funzioni 
direzionalmente derivabili l'ipotesi di pseudo-concavità vettoriale renda super-
flua, per la caratterizzazione della C*-efficienza del punto x0 , l'ipotesi di effi-
cienza lungo i raggi ammissibili. Le funzioni di tipo pseudo-concavo permet-
tono inoltre di ottenere, analogamente al teorema precedente, le seguenti ulterio-
ri condizioni sufficienti di C*-efficienza. 
Teorema 3.3. 7 Si consideri il problema P con S insieme stellato di vertice Xo ed 
F direzionalmente derivabile in Xo ; siano Ic9tn un intorno di Xo e B=InS; sia 
inoltre C*e {C,C0,C00 }. Condizione sufficiente affmché il punto Xo sia C*-effi-
ciente per F rispetto alla regione BeS è la seguente: 
i) ~ ( :xo)E CO '<t de 1>p ed inoltre F è (C* ,c"}-pseudoconcaya in Xo su B. 
Il seguente Esempio 3.3 .l mostra come la precedente condizione sia sufficiente 
ma non necessaria. 
~se~n))io3.3.1 
Si consideri la funzione F:9t+~9t2, F(x)=(-x2,x), ed il cono Paretiano C=9t.;. 
Ogni punto ammisibile ~è un punto strettamente efficiente [C-efficiente] dal 
momento che ìly~, y:f:Xo, tale che F(y)e F(Xo)+9t.; ; la funzione F risulta inoltre, 
per tale motivo, banalmente (C,C0)-pseudoconcava in ~su B=9t+. 
Nel punto Xo=O si ha però Jp(x0)=(0,l)e C
0, di conseguenza la condizione 
sufficiente di cui al precedente teorema non è anche necessaria. 
Si osservi che, come accade nel caso scalare, le precedenti condizioni di C*-
efficienza locale per il vertice di un insieme stellato, forniscono implicitamente 
anche delle condizioni di ottimalità globale, ottenibili assumendo 1=9tn e B=S. 
Il teorema successivo mostra delle condizioni necessarie e sufficienti per l' effi-
cienza [efficienza debole, efficienza stretta] globale del vertice di un insieme 
stellato; per compattezza di notazione si studierà la C*-efficienza globale del 
punto, con C*e {C,C0,C00}, relativamente a funzioni (C*,C')-quasiconcave tali 
che C'~C*, ovvero tali che: 
{ 
{ c,CO,COO} se C*=C 
C*e {C,C0,C00} e C'e {C0,C00} se C*=C0 • 
{C00 } . se C*=C00 
(3.3.1) 
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Corollario 3.3.1 Si consideri il problema P con S insieme stellato di vertice Xo; 
siano inoltre C* e~ i simboli defmiti nella (3.3.1). 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto globalmente C*-efficiente per F rispetto alla regione S; 
ii) Xo è localmente ~-efficiente rispetto ai raggi Xo+rd, de 1>p, e la funzione F è 
(C* ,~).qcv in Xo su S. 
Se inoltre F è direzionalmente derivabile in x0 le precedenti condizioni sono 
equivalenti alla successiva: 
iii) : ( Jto)e C00 V d e IJJF , Xo è localmente C' -efficiente rispetto ai raggi x0+r d , 
de IJJp , tali che ~~ (Jto)e C\C00 ed inoltre F è (C* ,CII).qcv in x0 su S. 
Il seguente Corollario mostra invece, in notazione compatta, delle condizioni 
sufficienti di di efficienza (C0-efficienza) ed efficienza debole (C00-efficienza), 
relative a funzioni (C*,~)-quasiconcave tali che C*c~, C*e {C0,C00 }, ovvero 
tali che: 
{ 
{C} se C*=C0 
C* e { C0,C00} e C'e ,.,o 00 • {C,\..,- } se C*=C 
(3.3.2) 
Corollario 3.3.2 Si consideri il problema P con S insieme stellato di vertice Xo ; 
siano inoltre C* e~ i simboli defmiti nella (3.3.2). 
Condizioni sufficienti affmché il punto Xo sia un punto globalmente C*-efficien-
te per F rispetto alla regione S sono le seguenti: 
i) Xo è localmente Cl-efficiente rispetto ai raggi XQ+rd, de~, e la funzione F è 
(C* ,C').qcv in Xo su S. 
ii) F è direzionalmente derivabile in Xo, ~~ (Xo)e C00 V de !Dp , Xo è localmente 
CII-efficiente rispetto ai raggi Jto+rd, de IJJp , tali che : (Jto)e C\C00 ed inoltre 
F è (C*,C').qcv in Xo su S. 
Anche le funzioni di tipo pseudo-concavo permettono di caratterizzare la C*-
efficienza globale di un punto e di ottenere per essa delle condizioni sufficienti; 
di nuovo, nel caso direzionalmente derivabile, le funzioni di tipo pseudo-conca-
vo permetteranno di ottenere condizioni di C*-efficienza basate sulla sola 
derivata direzionale della funzione F e senza alcuna ipotesi di C*-efficienza lun-
go i mggi ammissibili. 
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Corollario 3.3.3 Si consideri il problema P con S insieme stellato di vertice Xo 
ed F direzionalmente derivabile in Xo; sia inoltre C*e { C,C0,C00}. 
Le seguenti condizioni sono equivalenti: 
i) Xo è un punto globalmente C*-efficiente per F rispetto alla regione S; 
ii) x0 è localmente C00-efficiente rispetto ai raggi x.o+rd, de !Dp , e la funzione F 
è (C* ,COO).pcv in Xo su S; 
iii) ~ (Jlo)E C00 'v'de ~ ed inoltre F è (C* ,COO).pcv in Xo su S. 
Corollario 3.3.4 Si consideri il problema P con S insieme stellato di vertice Xo 
ed F direzionalmente derivabile in Xo; sia inoltre C* e { C,C0,C00}. 
Condizione sufficiente affmché il punto Xo sia globalmenìf.C*-efficiente per F 
rispetto alla regione S è la seguente: 
i) ~ (Xo)e C0 'v'de ~ ed inoltre F è (C* ,C0)-pseudoconcava in Xo su S. 
3.3.3. Efficienza locale ed efficienza globale 
Come~ noto e come è stato esposto nel paragrafo precedente, se un punto è di 
massimo locale oppure di massimo locale stretto per una funzione rispetto ad 
una certa regione convessa, allora a seconda della concavità generalizzata della 
funzione stessa (quasi-concavità, semistretta quasi-concavità, ecc. ecc.) il punto 
può essere globalmente di massimo oppure di massimo stretto. Tale proprietà si 
può estendere anche alle funzioni vettoriali grazie alle classi di tipo quasiconca-
vo introdotte tramite la Defmizione 3.3.2; in pratica, a seconda della ipotesi di 
concavità generalizzata relativa alla funzione F, risulta che l'efficienza locale, 
anche debole o stretta, implica un certo grado di efficienza anche a livello 
globale. Nel caso scalare la proprietà espressa dal teorema precedente è 
banalmente verificata anche dalle funzioni pseudo-concave, essendo esse 
particolari funzioni quasi-concave; a livello vettoriale però, come è stato 
mostrato nel paragrafo precedente, una funzione di tipo pseudo-concavo non è 
necessariamente anche di tipo quasi-concavo; ciò nonostante la proprietà che 
garantisce l'efficienza globale di un punto localmente efficiente vale a livello 
vettoriale anche per le funzioni di tipo pseudo-concavo definite tramite la 
Definizione 3.3.3. Valgono al riguardo i corollari successivi che seguono 
direttamente dai Corollari 3.3.1, 3.3.2 e 3.3.3. 
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Corollario 3.3.5 Si consideri il problema P con S insieme stellato di vertice Xo. 
Condizioni sufficienti affmché il punto x0 sia un punto globalmente efficiente 
[CO-efficiente] per F rispetto alla regione S sono le seguenti: 
i) F è (C0,01)-quasiconcava in Xo su S, con C'e {C,C0,C00}, ed x0 è un punto 
localmente et -efficiente per F su S. 
ii) F è direzionalmente derivabile in Xo, F è (C0,C00)-pseudoconcava in Xo su S 
ed Xo è un punto localmente COO-efficiente per F su S. 
Corollario 3.3.6 Si consideri il problema P con S insieme stellato di vertice Xo. 
Condizioni sufficienti affinché il punto x0 sia un punto globalmente efficiente 
stretto [C-efficiente] per F rispetto alla regione S sono le seguenti: 
i) F è (C,CI)-quasiconcava in Xo su S, con C'e {C,C0,C00 }, ed Xo è un punto 
.-" ,.• 
localmente et -efficiente per F su S. ·· 
ii) F è direzionalmente derivabile in Xo, F è (C,COO)-pseudoconcava in Xo su S 
ed Xo è un punto localmente COO-efficiente per F su S. 
Corollario 3.3. 7 Si consideri il problema P con S insieme stellato di vertice Xo. 
Condizioni sufficienti affmché il punto Xo sia un punto globalmente efficiente 
deboleiCOO-efficiente] per F rispetto alla regione S sono le seguenti: 
i) F è (COO,C')-quasiconcava in Xo su S, con C'e {C,C0,C00}, ed Xo è un punto 
localmente et -efficiente per F su S. 
ii) F è direzionalmente derivabile in Xo, F è (C00,C00)-pseudoconcava in Xo su S 
ed Xo è un punto localmente COO-efficiente per F su S. 
3.3.4. Efficienza locale e cono tangente 
In questo paragrafo la C*-efficienza di un punto Xo sarà caratterizzata per 
mezzo delle direzioni del cono tangente T(S,Xo) alla regione ammissibile S nel 
punto Xo [l]; l'approccio seguito è analogo a quello proposto in [3, 5] e permet-
te di estenderne i risultati. 
Si ricordi che in generale non vi è, neanche nel caso scalare, alcuna relazione tra 
la C*-efficienza locale di un punto rispetto alla regione ammissibile e la C*-effi-
cienza rispetto alle singole direzioni del cono tangente o rispetto all'intero cono 
tangente T(S,Xo). 
Verrà di seguito dimostrato che per poter caratterizzare la C*-efficienza di un 
punto sarà necessario approfondire lo studio della funzione obiettivo relativa-
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mente alle direzioni del cono tangente rispetto alle quali la derivata direzionale 
della funzione obiettivo appartiene alla frontiera del cono C. 
Teorema 3.3.8 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità nel punto Xo di accumulazione per S; sia inoltre 
C*e {C,C0,C00}. n punto X(j è localmente C*-efficiente rispetto alla regione s 
l aF oo se e so o se ad (xo)E c TI de '])T ed inoltre per ogni direzione de '])T tale che 
aF 
ad (xo)e C\C00 esiste un E>O tale che il punto Xo è localmente C*-efficiente 
rispetto alla regione Sn(Xo+K(d,e)). 
Dim. Sia x0 localmente C*-efficiente rispetto alla regione S. Banalmente lo è 
anche rispetto alle regioni del tipo Sn(Xo+K(d,e)), con E>O qualsiasi. 
Per definizione inoltre F(y)E F(XQ)+C* T/ye InS, con I oppartuno intorno di Xo; 
in particolare, per la defmizione dell'insieme !Dr, è possibile determinare per ogni 
direzione de 'DT una successione {xk}clnS\{x0} convergente ad Xo, tale che 
. xk-x0 • • • F(xk)-F(Xo) 00 • k~ llxk _ xoll =de 'Dr ed F(xk)E F(XQ)+COO; s1 ha qumdi llxk-xoll E C da cm 
risulta, essendo F direzionalmente derivabile con regolarità ed essendo C00 un 
. . aF . F(xk)-F(Xo) 00 mSleme aperto, ad (x0) = 1im Il x Il E C . . k-H- xk- 0 
Per la sufficienza si supponga per assurdo che x0 non sia localmente C*-effi-
ciente rispetto alla regione S. E' allora possibile determinare una successione 
{xk}cS\{Xo} convergente ad Xo tale che F(xk)eF(Xo)+C*; tale successione per-
x -x 
mette di defmire la successione di direzioni dt= llx!-x:ll appartenenti alla sfera 
unitaria {de 9t0 : lldll= l } che è un insieme compatto, di conseguenza dalla suc-
cessione { xk} è possibile estrarre una sottosuccessione { Xkj} c { xk} convergente 
ad x0 e tale che d= .Jim dk· = .lim Il Xk;-:0 Il e 'D.r; per semplicità di notazione si J~+- 1 J~ Xkf O 
può quindi supporre, senza perdere la generalità, che sia d= k ~.u:; ~~Il e !Dr. 
Poiché F(xJJeF(:xo)+C* si ha F~7:~~~~~) e C* e quindi, essendo C chiuso ed F 
d. . a1m d . b"l l . , aF ( ) 1im F(xk)-F(Xo) C rrez10n ente enva l e COn rego arttà, aa Xo = k-++- IIXt-Xoll E ; per 
ipotesi quindi, poiché de !Dr • deve essere : <xo> e acoo. 
Fissato un valore reale e>O, poiché lim 11x
1,-Xo11 =de !D,., la successione {xk} k-++- Xk·Xo 
convergente ad ·x0 deve essere, da un certo indice in poi, contenuta in 
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(S\{x0})fì(Xo+K(d,E)) ma ciò è assurdo dal momento che per ipotesi Xo è local-
mente C*-efficiente rispetto ad Sn(x0+K(d,E)). • 
Si osservi che il precedente teorema altro non è che una forma compatta per tre 
teoremi identici, relativi alle condizioni necessarie e sufficienti di efficienza 
debole, efficienza ed efficienza stretta di un punto. 
Il Teorema 3.3 .8 permette di stabilire direttamente le seguenti condizioni neces-
sarie di C00 -efficienza e sufficienti di C-efficienza; si osservi che tali condizioni 
sono state stabilite in [3] limitatamente però ai punti localmente C0-efficienti. 
Corollario 3.3.8 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità nel punto Xo di accumulazione per S. 
i) Se Xo è localmente efficiente debole allora ~ (Xo>E coo' V de 1lr . 
ii) Se ~ (XQ)EC 'v'de 1lr allora Xo è localmente efficiente stretto. 
Secondo i risultati precedentemente stabiliti, per la determinazione di condizioni 
necess~e e/o sufficienti di efficienza occorre verificare se risulta ~~ (Xo)é COO 
oppure ~ (Xo)é C per ogni direzione del cono tangente de 1lr. 
A tale riguardo è possibile determinare ulteriori condizioni sufficienti di efficien-
za locale per mezzo di condizioni che garantiscano che ~(Xo>E C V de 1lr. 
Corollario 3.3.9 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità nel punto Xo di accumUlazione per S. Condizio-
ne sufficiente affmché il punto Xo sia localmente efficiente stretto è la seguente: 
i) 3a.e c++ tale che a. T~~ (Xo) ~O V de 1lr ed inoltre ~ (Xo) ~ V de 1lr. 
Se inoltre la funzione F è debolmente differenziabile nel punto XoE S si hanno le 
seguenti ulteriori condizioni sufficienti: 
ii) 3ae c++ tale che aTJp(Xo)dSO V de !Dr ed inoltre Jp(Xo)d;t() V de !Dr; 
iii) 3ae c++ tale che aTJp(Xo)=O ed inoltre rango[Jp(Xo)]=n. 
Dim. i) Per il ~to ii) del Corollario 33.8 è sufficiente dimostrare che le ipotesi 
implicano che ~ (Xo)é C V de 1lr; si supponga per assurdo che ciò non sia vero 
e che quindi esista de !Dr tale che ~~ (:xo)e C; essendo per ipotesi ~(Xo);eO 
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Tfde 'IJT deve essere ()~ (Xo)e C0; per la defmizione di polare positivo Stretto Si 
é)d . 
ha quindi che ex T~~ (Xo)>O, condizione che nega l'ipotesi. 
ii) La tesi segue dal punto i) essendo Jp(:xo)d= ~~ (Jlo). 
iii) La tesi segue dal punto ii) poiché per ipotesi 3ae c++ tale che aTJp(Xo)d::O 
T/de 1lr ed inoltre l'ipotesi rango[JF<Xo)]=n implica che JF<Xo)d~ Ttde9tn, d~, 
da cui si ha in particolare JF<:xo)d~ T/de 1lr· • 
Per ottenere invece altre condizioni necessarie e sufficienti di efficienza locale 
occorre caratterizzare la condizione : (Xo)E C00 'r:/ de !Dr; a tal fme sono neces-
sarie delle ipotesi aggiuntive di convessità, che vengono dl-seguito riassunte; 
i) il cono di riferimento C di vertice l'origine è, oltre che chiuso e con interno 
non vuoto, anche convesso; 
ii) la regione ammissibile S è tale che il cono tangente T(S,Xo) è convesso (oltre 
che non banale e chiuso); 
iii) in Xo la funzione obiettivo F è, oltre che direzionalmente derivabile con 
regolarità, anche debolmente differenziabile. 
Si osservi inoltre che nel caso in cui il punto Xo sia interno alla regione S allora il 
cono tangente T(S,xo) coincide con lo spazio 9tn e quindi risulta fJJl=IJJr'lJT. 
Per dimostrare altre condizioni di efficienza, verrà utilizzato il seguente insieme 
che rappresenta il cono generato dalle derivate direzionali della funzione F 
lungo le direzioni !Dr: 
àF 
W={we9tm: w=f..L àd (Xo)=f..LJp{XQ)d, f..LE~, de !Dr}; 
tale insieme può essere espresso anche nel modo seguente: 
W={ w e 9tm: w=.lp(Xo)b, be T(StXo)}, 
evidenziando che esso altro non è che una trasformazione lineare del cono 
tangente T(S,x0) stesso, risultando quindi a sua volta un cono chiuso, convesso 
e con interno non vuoto, come è verificato nella seguente proprietà. 
Proprietà 3.3.1 Si consideri il problema P e si supponga che F sia debolmente 
differenziabile nel punto XoE S, che i coni C e T(S,Xo) siano convessi. L'insieme 
W={we9tm: w=Jp(Xo)b, beT(S,Xo)} è un cono chiuso, convesso e non vuoto. 
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Dim. L'insieme W risulta chiuso e non vuoto essendo l'immagine, secondo una 
funzione continua, del cono T(S,Xo) che è un insieme chiuso e non vuoto; il fatto 
che W sia un cono segue banalmente dalla definizione poiché w e W implica 
A. w e W 'VA.e 9\+; per verificare che è convesso basta, per una nota proprietà dei 
coni convessi, verificare che se v,weW allora anche v+weW, condizione che 
segue dal fatto che posto v=Jp(x0)b e w=Jp(x0)d, b,de T(S ,x0), si ha 
v+w=Jp(x0)(b+d) che, per la convessità del cono T(S,x0), appartiene a W per 
defmizione. • 
Nei seguenti teoremi sarà considerato anche il caso in cui x0 è interno alla 
regione S, ovvero è T(S,Xo)=9tn, e quindi risulta W={we9tm: w=Jp(Xo)V, ve9tn}, 
forma che evidenzia come in questo caso W sia un sottospazio vettoriale. 
' ' . 
Corollario 3.3.10 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità e debolmente differenziabile nel punto Xo di ac-
cumulazione per S e che i coni C e T(S,x0) siano convessi; sia inoltre 
C*e {C,C0,C00 }. Condizione necessaria e sufficiente affmché il punto Xo sia 
localmente C*-efficiente rispetto alla regione S è la seguente: 
i) 3ae C+, a;t:(), tale che aTJp(Xo)dSO 'V de '])T ed inoltre per ogni direzione 
de 'DT tale che Jp(x0)de C\C
00 esiste un e>O tale che il punto x0 è 
localmente C*-efficiente rispetto alla regione Sn(Xo+K(d,e)). 
Se inoltre il punto Xo è interno ad S si ha la seguente ulteriore condizione 
necessaria e sufficiente: 
ii) 3ae C+, a;t:(), tale che aTJp(xo)=O ed inoltre per ogni direzione de tJJ1 tale 
che Jp(x0)de C\C00 esiste un e>O tale che il ~unto x0 è localmente C*-
efficiente rispetto alla regione Sn(Xo+K(d,e)). 
Dim. i) Essendo : (Jto)=.lp(Xo)d è sufficiente dimostrare, per il Teorema 3.3.8, 
che la condizione 3ae c+, a;t:O, tale che aTJp(Xo)dSO 'V de 'D.r è equivalente alla 
: (Xo)e COO V de !Dr. Per la sufficienza si osservi che la condizione : (Xo)i! C00 
'V de 'DT implica che WnC00=0, di conseguenza per un noto teorema di 
separazione tra insiemi convessi (vedasi Proprietà 3.1.3) 3ae c+, a;t:O, tale che 
aTwsO 'VweW, ovvero tale che J.L(aTJp(Xo)d)SO 'VJ.Le9t+ V de 'DT, da cui si 
ottiene che 3aec+, a.;t(), tale che aTJp(Xo)dSO 'V de 'D.r· 
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Per la necessità si supponga per assurdo che esista de 'Dy tale che risulti 
: (xo)=JF<xo)de C00; per il Teorema 3.1.4 risulta a T Jp(Xo)d>O, condizione 
assurda poiché nega l'ipotesi. 
ii) La condizione 3ae c+, <X*O, tale che aTJp(Xo)=O implica che 3ae c+, a;t:(), 
tale che aTJp(x0)d=O V'de 'Dy='1J1, da cui la locale C*-efficienza di x0 per il 
punto i). Si supponga adesso che Xo sia C*-efficiente; per il punto i) 3ae c+, 
a~, tale che aTJp(x0)dSO V'de 'Dy=tf11; poiché inoltre se de tJ11 allora anche 
-de 'IP risulta che aTJp(Xo)d=O V'de 'IP, da cui si ha che aTJp(Xo)=O. • 
Il Corollario 3.3.10 permette di ottenere inoltre le seguenti condizioni necessarie 
di C00 -efficienza. 
l : 
l 
Corollario 3.3.11 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità e debolmente differenziabile nel punto Xo di ac-
cumulazione per S e che i coni C e T(S,Xo) siano convessi. 
Condizione necessaria affmché il punto Xo sia localmente C00-efficiente (ovvero 
debolmente efficiente) rispetto alla regione S è la seguente: 
3ae c+, a;,t:O, tale che aTJp(Xo)dSO V'de 'Dy. 
Se inoltre Xo è interno ad S si ha la seguente ulteriore condizione necessaria: 
3ae c+, a;tO, tale che a TJp(Xo)=O. 
Si osservi che tali condizioni sono state stabilite in [3] limitatamente però ai 
punti localmente CO -efficienti. 
Si osservi inoltre che le precedenti condizioni necessarie di efficienza locale 
possono essere interpretate come possibili generalizzazioni a livello vettoriale 
del concetto, proprio del caso scalare, di punto critico; ad avvalorare tale 
interpretazione si vedrà nel prossimo paragrafo che, analogamente a quanto 
accade nel caso scalare, sotto ipotesi di pseudo-concavità le precedenti condi-
zioni divengono, oltre che necessarie, anche sufficienti. 
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3.3.5. Pseudoconcavità e punti critici 
E' noto che nel caso scalare e sotto ipotesi di pseudo-concavità un punto 
critico è anche di massimo assoluto oppure di massimo assoluto stretto. 
I risultati seguenti, che si possono interpretare come naturale estensione al caso 
vettoriale di tali proprietà, coinvolgono tutte le classi di funzioni di tipo pseudo-
concavo introdotte dalla Definizione 3.3.3. 
Come mostrano i Corollari 3.3 .3 e 3.3 .4, è possibile determinare condizioni di 
efficienza tramite le condizioni ~~ (Xo)G!: C00 e ~~ (Xo)G!: CO V de 'Dp; caratteriz-
zando tali condizioni per mezzo del polare positivo e del polare positivo stretto 
di C è pertanto possibile ottenere ulteriori risultati. 
Corollario 3.3.12 Sia S un insieme stellato di vertice Xo e ~i consideri il proble-
ma P dove F è direzionalmente derivabile in Xo ; si supponga inoltre che F sia 
(C*,COO)-pseudoconcava, con C*e {C,C0,C00 }. Condizione sufficiente affmché 
il punto Xo sia globalmente C*-efficiente è la seguente: 
i) 3a.e c+, a.!O, tale che aT~(Xo) SO V de 'Dp. 
Se inoltre la funzione F è debolmente differenziabile nel punto Xo si hanno le 
segueltti ulteriori condizioni sufficienti: 
ii) 3ae c+, a;t(), tale che aTJp(:xo)<L<O V de 1Jp; 
iii) 3ae c+, a;tO, tale che aTJp(:xo)::O. 
Dim. i) Per il punto iii) del Corollario 3.3.3 è sufficiente dimostrare che le 
ipotesi implicano che ~ (x0)G!: C00 V de 'lJF ; si supponga per assurdo che ciò 
non sia vero e che quindi esista una direzione de 1Jp tale che df (Xo)E C00; per il 
a a 
Teorema 3.1.4 risulta a T: (Xo)>O, contro l'ipotesi. 
ii) La tesi segue dal punto i) essendo Jp(Xo)d=~(Jlo). 
iii) La tesi segue dal punto ii) dal momento che per ipotesi 3ae c+, U*O, tale 
che a TJp(:xo)d=O V de 1lp. • 
Corollario 3.3.13 Sia S un insieme stellato di vertice Xo e si consideri il proble-
ma P dove F è direzionalmente derivabile in Xo; si supponga inoltre che F sia 
(C*,CO)-pseudoconcava, con C*e {C,CO,COO}. Condizione sufficiente affmché il 
punto Xo sia globalmente C* -efficiente è la seguente: 
i) 3aec++ tale che a T~ (Xo)SO V de 'Dp. 
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Se inoltre la funzione F è debolmente differenziabile nel punto x.oe S si hanno le 
seguenti ulteriori còndizioni sufficienti: 
ii) 3ae c++ tale che aTJp(x.o)dSO V de 1lp; 
iii) 3ae c++ tale che a TJp(x.o)=O. 
Dim. i) Per il punto i) del Corollario 3.3.4 è sufficiente dimostrare chele ipotesi 
implicano che ~~ (Jto)E C0 V de 'lJF; si supponga per assurdo che ciò non sia 
vero e che quindi esista una direzione Oe 11: tale che !~ (Xo)E C0; per la defmi-
zione di polare positivo stretto si ha che a T~~ (Jto)>O, contro l'ipotesi. 
ii) La tesi segue dal punto i) essendo JF<Xo)d= ~~ (Jto). 
iii) La tesi segue dal punto ii) dal.momento che per ipotesi 3ae c++ tale che 
a TJF(Xo)d=O V de ~. • 
Nel caso in cui sia 'Dr='DF ed i coni C e T(S,Xo) siano convessi, è possibile 
determinare le seguenti ulteriori condizioni necessarie e sufficienti di efficienza 
locale sotto ipotesi di pseudo-concavità della funzione F; questi risultati 
evidenziano come tali condizioni possano essere considerate come estensione a 
livello vettoriale del concetto di punto critico. 
Corollario 3.3.14 Si consideri il problema P e si supponga che F sia direzional-
mente derivabile con regolarità e debolmente differenziabile nel punto Xo di ac-
cumulazione per S, che sia 'Dr'DF e che i coni C e T(S,:xa) siano convessi; si 
supponga inoltre cheF sia (C*,COO)-pseudoconcava, con C*e {C,C0,C00}. 
Il punto x0 è globalmente C*-efficiente se e solo se: 
3ae c+, a;tO, tale che aTJp(x.o)dSO V de !llr='Dp; 
Se inoltre il punto x0 è interno ad S si ha la seguente ulteriore condizione 
necessaria e sufficiente: 
3ae c+, a;tO, tale che aTJp(x.o)=O. 
Dim. La tesi segue direttamente dai Corollari 3.3.11 e 3.3.12. • 
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3.3.6. Condizioni di ottimalità vettoriali di tipo "Kuhn-Tucker" 
In questo ultimo sottoparagrafo si vuoi mostrare come l'approccio considerato 
in questa Tesi permetta di estendere al caso vettoriale i risultati tipici del caso 
scalare relativi alle condizioni di Kuhn-Tucker. 
In altre parole verranno determinate delle condizioni di ottimalità di tipo "Kuhn-
Tucker" per dei problemi di estremo vettoriale del tipo seguente: 
{ 
C_maxF(x) 
P: G( ' xeS={xeX: x)eK} 
dove Xc9tn è un insieme aperto, F e G sono funzioni vettoriali differenziabili 
F:X~9tm e G:X~9t8, ScX è la regione ammissibile del problema e C~9tm e 
Kc9t8 sono coni chiusi, convessi, puntati di vertice l' o~~ine ed interno non 
vuoto. Per maggior semplicita, verranno di seguito considerate condizioni di 
ottimalità rispetto ad un punto ammissibile XoE S aderente a tutti i vincoli del 
problema, ovvero tale che G(xo)=O. 
Come è noto [3, 4, 11], la C*-efficienza del punto ammissibile x0e S implica la 
validità della seguente condizione di tipo "Fritz-John": 
3( ap,ao)*O, ape c+' aoe K+: <Xp TJp(Xo)+ao TJo(Xo)=O. 
Il seguente teorema mostra invece come sotto particolari ipotesi, di pseudo-
concavità vettoriale della funzione F e di debole quasi-concavità vettoriale della 
funzione G, la precedente condizione diviene anche sufficiente. 
Teorema 3.3.9 Si consideri il problema di estremo vettoriale P dove S è un 
insieme stellato di vertice Xo e le funzioni F e G sono differenziabili in Xo • 
i) Se F è (C* ,CO)-pcv in Xo , la funzione G è (K-K)-wqcv in Xo ed inoltre: 
3(ap,aa~, ape c++, O(;EK+: a.pTJp(Xo)+aoTJo(XQ)=O, 
allora Xo è un punto C*-efficiente. 
i) Se F è (C*,COO)-pcv in Xo, la funzione G è (K-K)-wqcv in Xo ed inoltre: 
3(ap,Oo~, ape c+,~' aoeK+: a.pTJp{XQ)+aoTJo(XQ)=O, 
allora Xo è un punto C*-efficiente. 
Dim. i) Si supponga per assurdo che esista un punto ammissibile x e S, x~ , 
tale che F(x)e F(x0)+C*; essendo F (C*,C0)-pcv e differenziabile in Xo risulta 
Jp(Xo)(x-x0)e C
0 e quindi, essendo ape c++, apTJp(XQ)(x-Xo)>O. Analogamente, 
essendo per ipotesi G(XQ)=O, si ha che G(x)e K=G(x0)+K; poiché inoltre G è 
(K-K)-wqcv e differenziabile in Xo risulta J0 (x0)(x-x0)e K e quindi, essendo 
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a 0 e K+, <Xc;TJ0(Xo)(x-x0)~. Si ha pertanto apTJp(x.o)(x-x0)+<Xc;TJ0 (x0)(x-x.o)>0, 
condizione assurda poiché nega l'ipotesi. 
ii) La dimostrazione è, ricordando il Teorema 3.1.4, analoga alla precedente. + 
Si osservi che le con~izioni sufficienti ottenute nel precedente Teorema 3.3.9 
sono delle condizioni di ottimalità di tipo "Kuhn-Tucker", dal momento che 
viene richiesto per ipotesi che sia apt(). 
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