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 High phenotypic plasticity and adaptation to various local 
environments in Swiss Arabidopsis halleri may provide a 






The rapid change in climate poses a threat to Alpine biodiversity. Plants as sessile organisms are 
strongly linked to their home environment and therefore may be greatly affected by the predicted 
warming. Populations with more phenotypic plasticity may have an advantage in their responsiveness. 
Comparing gene expression profiles allows to investigate adaptive responses in detail, and is useful for 
investigating the population-level effects of novel climates. We investigated Swiss Arabidopsis halleri 
populations from different environments in common garden experiments at 600m and 2000m. We 
tested their ability to respond to new climates by assessing classical fitness traits such as reproduction 
rate and survival, and employed transcriptome sequencing for an in-depth analysis of the molecular 
phenotypes. Our results suggest that A. halleri populations generally retains a high phenotypic 
plasticity. Additionally, the tested populations differ in their response to abiotic factors at a molecular 
level, which suggests local adaptation. Furthermore, a trend for higher fitness in low elevation 
environments was evident in all populations. Overall we show that this species is shaped by the 




The Alps are characterized by a highly heterogeneous landscape with mosaic-like microclimate 
composition (Scherrer & Körner 2010) and extreme altitudinal shifts of climate factors (Körner 2003). 
Ecosystem diversity as well as species richness are linked to these topographic contrasts (Scherrer & 
Körner 2011). Importantly, mountain areas are predicted to be strongly affected by climate change 
(Kotlarski et al. 2011; Gobiet et al. 2014; Frei et al. 2018), which is characterized by an increase of 
mean temperature, coupled with a shift in peak precipitation towards winter months and an increase in 
solar radiation during spring and summer season (IPCC 2013; Kröner et al. 2016; Kotlarski et al. 
2017). In addition anthropogenic pressure in the Alps decreases niche-availability, posing a threat to 
biodiversity in the species-rich Alpine area (Thuiller et al. 2005; Bellard et al. 2012; Gottfried et al. 
2012). Upward shifts of species and ecosystems followed by habitat limitation for plants in high 
mountains or summit regions is a world wide phenomenon (Pauli et al. 2012; Venn et al. 2012; 
Dolezal et al. 2016; Vanneste et al. 2017), necessitating studies that predict species responses to 
climate change. 
 
Given the limitations of species' range shifts (e.g., Saikkonen et al. 2012) and high anthropogenic 
land-use pressure in the Alps, migration may be strongly reduced in such a heterogeneous 
environment (Eisenack et al. 2014). In addition, the rate of adaptation may not keep up with the 
observed rapid shifts in climate conditions (Visser 2008; Hoffmann & Sgrò 2011; Yamasaki et al. 
2017; Alexander et al. 2018). Therefore, other mechanisms to withstand changing environments may 
play an important role. A large meta-population in which different populations with gene flow show 
signs of variable environmental adaptation (Sultan & Spencer 2002), migration, or phenotypic 
plasticity of populations (Gonzalo-Turpin & Hazard 2009; Lande 2009; Nicotra et al. 2010; 
Charmantier et al. 2016) may be essential.  
Plastic responses have a positive effect on species prevalence under environmental selection pressure 
(Alberto et al. 2013), and it is likely that phenotypic plasticity may be advantageous in climate change 
scenarios (Molina-Montenegro et al. 2011; Becklin et al. 2016). However, phenotypic plasticity varies 
among species and populations, depending on the environmental stability it encounters (Porlier et al. 
2012; Valladares et al. 2014; Forsman 2015). Importantly, changes of abiotic factors in Europe are 
heterogeneous (Mountain Research Initiative 2015; Kotlarski et al. 2017), and may adversely affect 
populations adapted to their local environment. Especially endemic species (Urban 2015) and plant 
populations at the species range limits are particularly at risk of extinction in the central Alps (Pauli et 
al. 2012). The implications for conservation policies tackling these heterogeneous effects in the 
context of biodiversity as well as ecosystem services, nonetheless, need to be gathered not only from 




In transplant experiments, adaptive evolution is often defined by the mean change in a selected 
phenotype. However, this concept may be too simple due to phenotypic plasticity and misinterpret 
neutral or even maladaptive evolution by drift or gene flow (Nicotra et al. 2010; Merilä & Hendry 
2014). We tackle this issue by adding overall gene expression via RNAseq, assessing the molecular 
phenotype in depth. Transcriptome sequencing or RNAseq is an established method that is useful to 
test responses to fluctuating environments and novel climates (Alvarez et al. 2015). Recent studies 
employing this method were able to identify adaptive responses to abiotic stress (Garg et al. 2016), 
population differentiation linked to environmental gradients (Akman et al. 2016; Xu et al. 2016), and 
could hence show the evolutionary influence of heterogeneous environments on plants.  
 
To contribute to these policies and the understanding of how plants respond to climate change, we 
selected Arabidopsis halleri (L.) (O’Kane & Al-Shehbaz), one of the closest relatives to the model 
species Arabidopsis thaliana (L.). Many facets of this species have been investigated, notably for its 
most renowned attribute, metal hyper-accumulation (Krämer 2010; Roux et al. 2011; Paape et al. 
2016). More recently, focus shifted to other ecologically and evolutionary important aspects, among 
these local adaptation (Fischer et al. 2013; Kubota et al. 2015; Rellstab et al. 2016) and molecular 
responses to natural environments (Aikawa et al. 2010; Shimizu et al. 2011; Nishio et al. 2016). 
Although the quality of genome assembly in early studies was low (N50 ~ 18 kb and 5 kb, 
respectively in Akama et al. (2014); Kubota et al. (2015)), a much improved assembly (N50 ~ 712 kb) 
of the W302 accession was reported (Briskine et al. 2017), which may facilitate genome-wide gene 
expression studies in A. halleri. More importantly, the clonal propagation of this species (Aikawa et 
al. 2010) may be an advantage for transplantation studies to obtain genetically identical replicates of 
this self-incompatible outcrossing species. 
 
For our experiment, we tested clonal propagules of plants collected previously from five populations 
from different regions of Switzerland (Fischer et al. 2013). These populations showed high 
differentiation in home environments and additionally genome-wide FST estimates from pairwise 
comparisons of populations (Fischer et al. 2013). As mentioned before, the ability to obtain clonal 
replicates in A. halleri (Aikawa et al. 2010) allow us to transfer identical genotypes to different 
elevations and effectively remove the potential effects of genetic variation. Therefore, stoloniferous 
clones were grown at one mountain site at different elevations from 600m to 2000m, to assess their 
reproductive fitness, survival and growth over the course of up to four years.  
Here we show that potential climate change challenges may be effectively overcome by high plasticity 
in A. halleri, and that warmer climates are potentially beneficial in the tested populations regardless of 
their origin. We also could confirm plastic responses found in morphological and reproductive traits 
with transcriptome analysis. The RNAseq results further revealed that the response to certain abiotic 
effects varies between the tested populations, which may indicate population differentiation via 
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adaptation to various local environments.  
Material and Methods 
Plant preparation 
We selected three populations from the available collection at the Plant Ecological Genetics group 
(ETH Zurich) and reported in previous studies (Fischer et al. 2013; Fischer et al. 2017), with home-
conditions (abiotic factors) similar to one of the predefined common gardens in Graubünden, 
Switzerland (Figure 1, Tables 1,2). Climate data to compare local abiotic factors of the field sites and 
home environments were provided by the Swiss Federal Institute for Forest, Snow and Landscape 
Research (WSL, Switzerland) The genome reference accession W302 was collected at Tada mine, 
Inagawa, Hyogo, Japan (N 34.89˚ E 135.35˚, elevation 140 m) and was subjected to five rounds of 
self-fertilization to achieve high homozygosity (Briskine et al. 2017). Plants from Swiss populations 
were collected in 2011-2013 by the Plant Ecological Genomics group (ETH Zurich, Switzerland) and 
then cultivated in greenhouse chambers at the research station for plant sciences in Lindau 
(Switzerland) and the Irchel Campus of the University of Zurich (Switzerland). When at least 20 
clonal propagules were formed, we separated individual clones and surface-sterilized them in 0.5% 
Javel to remove potentially hazardous pathogens such as powdery mildew, that may otherwise have 
biased our results. Individuals were then planted on special soil (Einheitserde) in biodegradable pots 
(Jiffy, 4x4x4 cm) and grown in the greenhouse for one week before transferring them to the field. 
 
Population 
origin (coordinates) original elevation  used in year whole genome data genets 
Aha09 N 46° 22.155 E 9° 39.521 1403m  2013, 2014 Yes 5 (2013: 3) 
Aha11 N 46° 16.660 E 10° 6.371 1070m  2014 Yes 6 
Aha19 N 46° 24.675 E 10° 1.352 2308m  2014 Yes 5 
Aha21 N 46° 22.009 E 9° 37.848 1610m  2013 No (2013: 5) 
AhaN3 N 46° 29.956 E 9° 49.639 2068m  2013 No (2013: 6) 
Table 1: Origin of populations selected for this study, including coordinates, height of home site, use in this study and 
number of genetically different individuals (genet). 
 
Experimental Sites 
Initially, three field sites at 600m, 1000m, and 2000m were selected in 2013. Use of and access to 
these field sites was kindly granted by Gemeinde Haldenstein and Gemeinde Unterväz and local 
farmers. The common gardens were maintained by the Plant Ecological Genomics group (ETH 
Zurich, Switzerland), who kindly permitted us to use parts of the fenced area in all of the mentioned 
localities. 
After the first season, we abandoned the 1000m site because it was highly similar to the results found 
at 600m. This changed the choice of populations transferred to the field to focus on populations with 
at least five different genets and high pairwise FST values. 
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Figure 1: Principal Component Analysis (PCA) biplot of environmental variables (red arrows) and field sites (600m, 1000m, 
2000m) as well as home environments of populations (09=Aha09, 11=Aha11; 19=Aha19; 21=Aha21, N3=AhaN3). PC1 is 
mainly explained by temperature (taveyy = mean annual temperature, ddeg300 = number of days with mean temperature 
>3°C), water availability (swb = site water balance, precsu = mean precipitation in summer months, twi25ss = topographic 
wetness index) and elevation (elev). PC2 is explained by radiation (sradyy = mean annual radiation, srad12 = mean monthly 
radiation).  
	
  Population Summer annual annual avg. annual 
   precipitation radiation temperature (K) 
  Aha09 80% 85% 111% +3.0 
 Aha21 74% 79% 94% +3.9 
600m  AhaN3 75% 74% 92% +7.5 
compared to Aha11 88% 91% 112% +0.1 
  Aha19 64% 62% 97% +7.6 
      
  Aha09 87% 93% 125% +1.0 
 Aha21 80% 87% 107% +2.0 
1000m  AhaN3 81% 82% 105% +5.5 
compared to Aha11 95% 101% 127% -1.8 
  Aha19 70% 68% 110% +5.7 
      
  Aha09 105% 119% 117% -4.0 
 Aha21 97% 111% 100% -3.1 
2000m AhaN3 98% 104% 98% +0.5 
compared to Aha11 115% 128% 118% -6.9 
  Aha19 84% 87% 103% +0.6 
Table 2: Relative changes of populations origins to common garden sites. Precipitation, radiation and temperature vary 




















































We recorded survival throughout the whole experiment, and the number of vegetative clones, and 
diameter of individual patches in 2013 at six points in time (7, 14, 23, 30, 41, 48 days after transfer). 
Silique number was measured at 1000m (300 days after transfer) and 2000m (300, 1427 days after 
transfer) as well as the longest flower branch (300 days after transfer). 
In the later transplant of 2014 we were focusing on survival, patch diameter and diameter increase 
over time (each measured three times at 30, 90 and 400 days after transfer), silique number (June 
2015) and biomass (dry weight after 400 days). We also took samples for subsequent RNAseq to 
establish a molecular analysis of phenotypic changes in the populations 90 and 400 days after transfer 
to the field (Figure 2). 
	
Figure 2: Details to data collection in this study. A) Chart with transfer date of both transplant experiments, transplant of 
2013 above time bar, transplant of 2014 below. Red and blue lines refer to the respective data collection time for 2013 and 
2014 transplant (numbers indicate year and days after transfer). B) Schematic graph depicting the use of common garden 
sites for the two different transplant cohorts in this study (2013, 2014). C) Table with measured traits. Collection date of 
sample material from both transplant cohorts by transplant site is given. Numbers indicate the dates after transplant when 
data collection in the specific trait occurred.  
 
Transcriptome analysis via RNA-seq 
For transcriptome analysis we extracted tissue from leaves of young rosette leaves from every 
individual. Plant material was collected at two times: 90 and 400 days after transplantation. Samples 
were collected by cutting leaves which were stored in RNAlater at ambient temperature for 12h, 
followed by 12h at 4°C before placing samples in freezers at -20°C. RNA for at least three samples per 
time and environment was extracted using RNeasy Plant Mini Kit (Thermofisher Scientific). RNA 
quantity and quality were measured using Qubit 2.0 (Thermofisher Scientific), and then aliquoted to 5 
ng/µl per sample. 75ng of total RNA per sample were polyA-enriched and cDNA libraries were 
synthesized using a TruSeq RNA Sample Prep Kit v2 (Illumina). Cluster generation was performed 
using 10 pm of pooled normalized libraries on the cBOT with a TruSeq PE Cluster Kit v3-cBot-HS 
(Illumina), and subsequently Illumina HiSeq 2500 sequencing was performed to generate the reads. 
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For our study the data analysis framework SUSHI (Hatakeyama et al. 2016) was employed to process 
raw reads. Standard settings implemented in SUSHI were used for RNA-seq data processing. We 
followed a suggested protocol (Qi et al. 2017), using FastQC (Andrews 2010) for quality analysis, 
STAR (Dobin & Gingeras 2015) to align the reads to the A. halleri v.2.2.1 reference genome (Briskine 
et al. 2017), FeatureCounts (Liao et al. 2013) to assign mapped reads to genomic features, CountQC, 
implemented in Qualimap (García-Alcalde et al. 2012) for quality control after counting and 
performed Principal component analysis (PCA) on all genes to identify the most contributing 
dimensions, employing packages DEseq2 (Love et al. 2014) , vsn (Huber et al. 2002), factoextra 
(Kassambara & Mundt 2017), and FactoMineR (Lê et al. 2008) in R3.33. We then extracted genes 
highly correlated to the five most explanatory dimensions, with a threshold for loading score to be 
equal to or larger than 0.66. Gene ontology (GO) enrichment analysis with TopGO (Alexa Adrian & 
Jörg 2016) v2.24 using ELIM (Alexa et al. 2006) algorithm was done to test enrichment of biological 
processes and molecular function on the extracted genes.  
 
Statistical analysis 
We analysed data from the two different transplant experiments separately. A global model was 
generated, reflected by y~population*site+Line*site with additional random factors (time, survival, 
block effects). For each measured trait we additionally performed a by-site (y~population*Line) and 
by-population (y~site*Line) comparison. 
 
Each model was tested for normality, homoscedacity, overdispersion and pairwise comparison of 
applicable models using the lrtest function in lmertest (Kuznetsova et al. 2017). If linear models were 
not applicable, a non-parametric Kruskal-Wallis test was selected. Posthoc tests to specify differences 
between classes were performed applying a Tukey-test to a Simultaneous Tests for General Linear 
Hypotheses as implemented in the multcomp (Bretz et al. 2011) or a Dunn-test in non-parametric 




The two following sections describe the results of the 2013 and 2014 transplants separately because of 
different preparatory measures such as soil and compartment preparation, as well as the variation in 
selected populations and genets (genotypes). 
 
a) Results of 2013 transplant experiment:  
Three Swiss populations, Aha09, Aha21 and AhaN3, as well as the W302 genotype from Japan (Tada 
Mine, denoted as p0) were included in this transplant, and form an altitudinal gradient: p0 (140m) < 
Aha09 (1403 m) < Aha21 (1610 m) < AhaN3 (2068 m). 
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We performed a global analysis explaining survival, clonal propagation, diameter increase as well as 
flower branch length (or flower height) and silique number by population, site and line including 
interaction terms as well as random effects (block, time) for all traits (y~population*site + Line*site + 
random effects; Table 3). In addition we present results of more detailed analyses per environment 
(by-site) and population (by population) in Appendix III. 
 
Table 3: Statistical analysis of measured traits in 2013 (left) and 2014 (right) transplant experiment, based on global model 
y~population*site+ site*Line + random factors (block, survival, time). 
 
Survival (Figure 3, upper box) was assessed at each of the three common gardens until the end of the 
experiment. As survival is a binary (present-absent) measurement, we implemented a binomial model 
for statistical evaluation. The global model is based on the data from all three sites at seven points in 
time (from seven until 300 days after transfer). 
Survival is strongly affected by population (p<0.001) and Line (p=0.005). However, we could not find 
a site-dependent effect for either population or line.  
We found no differences in a by-site comparison with the exception of the 2017 measurement at 
2000m. Here, no survival was recorded for p0, which translated into significant differences between 
this and all other populations (p<0.001).  
2013 2014 
response (y) site population genotype interaction   site population genotype interaction 
Silique number† <0.001 <0.001 0.014 NA <0.001 ns ns NA 
Growth ns 0.02 ns NA <0.001 ns ns PxE (<0.001), GxE (<0.001) 
Clones* 0.028 0.026 ns NA NA NA NA NA 
branch length 0.031 ns <0.001 NA NA NA NA NA 
survival ns <0.001 0.004 NA ns <0.001 0.004 NA 
biomass NA NA NA NA   <0.001 ns 0.024 NA 
† silique number with zeros 
* interaction of genotype x site was removed; PxE = population x site; GxE = genotype x site 
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Figure 3: Bar plot (means ±1 SE) of survival at the last measured point in time per site from transplants in 2013 (upper box, 
2013, 2014 and 2017 refer to 48, 300 and 1427 days after transplant) and 2014 (lower box, 2014 and 2015 refer to 90 and 400 
days after transplant). The sites are arranged in order of elevation (600m, 1000m, then 2000m site) and year (left to right) . 
Population 0, referring to the Japanese accession has lowest survival in all sites except 600m (2013 transplant). Swiss 
populations with more genets show overall high survival or plastic responses, especially Aha11 of the 2014 transplant has 
strong genet-effects on survival.  
 
To assess growth (Figure 4A), we measured diameter of plants in 2013 at six different points in time. 
The relative difference between the diameter measured on all subsequent dates and the initial diameter 
(measured seven days after transfer to the field sites) was denoted as "growth". We chose the last two 
dates of measurement at the end of the growth season (41 and 48 days after transfer) to control for 
potential temporary decreases in diameter caused by weather effects (dry versus rainy). We found that 
growth (i.e. increase in plant diameter over time) is affected by population (p=0.015), but not by site 
or genotype. 
Analysis by population revealed that only p0 shows a difference in growth by site, with a significant 
reduction at the 2000m site compared to the lower and intermediate site.  
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Figure 4: Box plots of relative diameter per population, facetted by common garden site, A) 2013 transplant at 41 and 48 
days after transfer B) 2014 transplant at 90 and 400 days compared to first measurement in the field (7 and 30 days after 
transfer, respectively). Dots indicate individual values. 
 
We were also interested to see if vegetative reproduction (Figure 5) was different between 
environments and populations, therefore we assessed the number of stoloniferous clones that were 
produced from each plant. We counted number of clones forming the central cushion of individuals at 
up to seven points in time. Because of the low number of produced clones in the initial measurements 
we focused on data from the last point in time that was measured at all three sites (48 days after 
transfer). 
Clonal reproduction is strongly affected by population (p=0.026), but not by individual genotypes. 
Additionally, the different environments (p=0.029) do influence the production rate of vegetative 
reproduction. 
A by-population analysis showed that only population 3 shows a difference in clonal propagation by 
environment, suggesting that it is affected by climatic variables that are unique to the transplant sites. 
It is also is the only population with genotypes significantly differing in this trait. Differences by-site 
are driven by the difference of p0 to the three Swiss populations. At 600m it produces less ramets 
(stoloniferous clones) than AhaN3 (p=0.005), and Aha21 has fewer clones than AhaN3 (p=0.017). At 
600m 1000m 2000m












































1000m, no significant population effect could be found, while at 2000m, Aha09 produced more clones 
than p0 (p=0.04). 
 
 
Figure 5: Bar plot of vegetative reproduction (log10 (y+1) transformed) from all sites in 2013 after 48 days of transfer and 
from 2000m in 2014 (300 days after transfer). Plots 1-3 represent results from 48 days after transfer, ascending in elevation, 
plot4 represents results from 300days after transfer, respectively. 
 
Flower branch length was measured together with silique number in June 2014. We found that 
branch length is affected by individual genotypes (p<0.001) but not populations. This suggests that 
there is high phenotypic plasticity for this trait within each population. We also found that 
environment significantly effects flower branch length (p=0.03).  
 
We selected silique number (Figure 6), measured by counting fruits in plants, as a proxy for 
reproductive success. If plants were dead at the counting date and had no siliques, we assumed zero 
reproduction. If plants were not flowering we assumed reproduction may occur at different times and 
thus did not include these individuals for analysis (NA). We omitted p0 in 2017 from the analysis 
because no individual of this particular "population" survived the long-term exposure.  




























Figure 6: Bar plot of Silique number (log10(y+1)) including zeros per genotype, colored by population (with jitter plot 
indicating individual counts), colors indicate siliques in different environments (site x year). Transplants in 2013 (upper box) 
and 2014 (lower box) are shown, headers on top refer to common garden site and year of measurement. NA indicates 
populations that were not included in the respective year and elevation. Population Aha11 from the 2014 transplant shows 
reduced fruit production in three out of six genets at 2000m, while other populations do not show a by site effect on 
reproduction rate. 
 
We found the same pattern as in clonal reproduction in our by-population analysis of 2014. 
Population AhaN3 shows a difference in silique production between 2000 and 1000m, which suggests 
that they are affected by climatic variables that are unique to the transplant sites. Interestingly, it also 
is the only population with genotypes affecting the population.  
A comparison of siliques at 2000m in 2014 and 2017 (Figure 7) shows that year is significant, and that 
there is a strong interaction between year and population. We found a significant reduction in siliques 
Aha21 compared to other populations in 2017, while no significant differences were found between 
populations in 2014. This result hints at a negative fitness effect on Aha21 in the present environment, 
supporting local adaptation of populations in A. halleri. 
Only AhaN3 was unaffected by long-term exposure to the 2000m environment; there was no 






































silique production after four years, thus is affected by climatic variables that are unique to the 
transplant site. Aha09 showed high phenotypic plasticity, with individual genotypes performing 
significantly differently between 2014 and 2017. 
 
Figure 7: Bar plot with individual measurements as dots and mean ±1 standard error of silique number from four different 
populations transplanted in 2013, comparing short term (one full season) and long term (four seasons) exposure at the high 
elevation (2000m) site of this study. Populations are ordered from lowest to highest origin, population names are indicated in 
grey boxes over the plots. A reduction in all populations except for population "3", referring to AhaN3 is visible. 
 
b) Results of 2014 transplant experiment: 
Three Swiss populations (Aha11 =1070 m; Aha09 = 1403 m; Aha19 =2308 m) were transferred to two 
sites differing in elevation. Each site shows similar environmental factor composition to one of the 
three populations (Table 2). Survival and diameter were measured three times, i.e. 30, 90 and 400 days 
after transfer to the field. In addition, we counted silique number as well as biomass at 400 days 
(Figure 2). 
 
We found that survival (Figure 3, bottom box) is strongly affected by population (p<0.001) and 
variation within population (p=0.0039), but no effect of the common garden site could be detected. 
This is in concordance with the results of the 2013 transplant.  
A pairwise comparison (Fisher's exact test) of populations by environment revealed that Aha11 had 
lower survival at the end of the experiment (time 3) than other populations in the high elevation 
common garden (p<0.01). This can be explained by the stark contrast of this environment to the home 
environment of Aha11. 
 
We again measured diameter and calculated the relative change over time that is denoted as 
"growth"(Figure4). 
The choice of common garden had a significant effect on growth (p<0.001). At 2000m largest increase 
in overall diameter was between 90 and 400 days, while at 600m the diameter was likely already 
expanded after 90 days. In addition, we found a significant interaction of site and genotype (p<0.001), 
and of site and population (p<0.001).  
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A by-population analysis showed that there were no significant differences within populations in this 
trait. We found a by-site specific effect of time (p<0.001; diameter increases with time) at 2000m 
between 90 and 350 days after transplant. 
 
Plants were harvested 390 days after transplant to assess the biomass (total weight in mg;  
Figure 8, Appendix III Figure 1) of individuals. We stored plants in drying chambers at 40°C for 4 
days before weighing.  
Site was highly significant, and had lower total biomass at 2000m plants than at 600m. The population 
originating from high elevation (Aha19) additionally has a lower biomass than Aha11 (p=0.041). 
 
 
Figure 8: Box plot of biomass (dryweight in g) with jitter (individual measurements as dots) and mean ±1 standard error in 
three populations transplanted in 2014. Populations show an overall reduction at 2000m compared to 600m. Only slight 
differences are observed in the high population (Aha19), whereas populations from lower elevations have more biomass. 
Differences in biomass between gardens are stronger in populations of lower origin. 
 
Silique number (Figure 6) was measured by counting fruits in plants. If plants were dead at the 
counting date and had no siliques produced we assumed zero production, thus all plants that were dead 
were given a value of zero. If plants were not flowering, however, we assumed reproduction may 
occur at different times and thus did not include these individuals for analysis (NA).  
 
Site was highly significant (p<0.001) and it affects all populations alike, but populations were not 
signficantly different. At high elevations a lower silique number was found in each genotype and 
population compared to low elevations. By-site analysis showed no difference between populations. 
The analysis by population revealed that on the one hand Aha09 and Aha19 silique production was 
highly affected by site (p<0.001). On the other hand, population Aha11 showed no significant 
environment effect on the number of siliques, but interactions between site and individual genotype 
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Transcriptome analysis 
We investigated the effects of gene expression phenotypes in different genotypes with conducted 
RNA-seq analysis from samples transferred in 2014. RNA samples were collected on two dates (90 
and 400 days after transplant to the field) at the two different common gardens, and at least three 
different genotypes per population, time and garden were sequences. 
To determine the most influential factors on gene expression we performed PCA analysis (Figure 9). 
The top four principal components with a major effect on gene expression were selected and further 
described: Time of sampling, i.e. 90 or 400 days of sampling describes 19.9% of variation, followed 
by genotype with 11.4%. The third component split Aha11 from Aha09 and Aha19 (9.3%), while the 
fourth split population Aha09 from Aha11 (7.4%). A further component we analysed was PC5 (6.6%), 
which differentiates the populations by elevation. 
 
Figure 9: Transcriptome analysis: A) Screeplot of the eight most influential dimensions from PCA analysis, B) scatterplot of 
PC1 and PC2 colored by time of sample collection, with a clear separation in PC1, C) scatterplot of PC3 and PC4 colored by 
population, with separation of populations along both axes. 
 
The number of genes strongly contributing to theses factors was calculated by extracting genes with a 
loading score of equal or greater than 0.66 for each of the aforementioned PCs separately. After 
extraction, we annotated the genes using reciprocal BLAST hits of A. halleri v2.2.1 (Briskine ) to A. 
thaliana TAIR10 from Briskine et al (2016). All found hits with GO terms annotated (Table 4). were 


































































































































































































Dimension Genes Annotated ratio 
PC1 689 606 0.88 
PC2 148 84 0.57 
PC3 233 63 0.27 
PC4 150 49 0.33 
PC5 180 131 0.73 
Table 4: Number of genes extracted and annotated from PCA, displayed by dimension. Each gene had a loading score of at 
least 0.66 for each dimension. Annotated genes were included for GO term analysis. Interestingly, PC3 and PC4 have a low 
annotation ratio (ratio, percentage of genes found in dimension and successfully identified by reciprocal BLAST). 
PC1 was mainly explained by the time of sampling. PC1 variation was associated with stress 
symptoms such as high light, temperature, drought or UV-B highly enriched (Table 5).  
 
GO.ID Term Annotated Significant Expected elimFisher 
GO:0009644 response to high light intensity 63 25 1.43 3.7e-23 
GO:0009408 response to heat 186 36 4.23 1.4e-18 
GO:0009768 photosynthesis, light harvesting in phot... 23 12 0.52 1.8e-14 
GO:0009414 response to water deprivation 304 34 6.92 3.8e-13 
GO:0042542 response to hydrogen peroxide 61 14 1.39 7.2e-11 
GO:0080167 response to karrikin 128 19 2.91 1.0e-10 
GO:0009409 response to cold 350 36 7.96 3.3e-09 
GO:0010114 response to red light 60 12 1.37 8.9e-09 
GO:0006979 response to oxidative stress 397 41 9.03 1.1e-08 
GO:0009813 flavonoid biosynthetic process 85 19 1.93 5.8e-08 
GO:0009718 anthocyanin-containing compound biosynth... 27 8 0.61 1.0e-07 
GO:0019762 glucosinolate catabolic process 50 10 1.14 1.6e-07 
GO:0009637 response to blue light 67 11 1.52 3.1e-07 
GO:0006949 syncytium formation 16 6 0.36 8.9e-07 
GO:0080028 nitrile biosynthetic process 42 8 0.96 4.1e-06 
GO:0009631 cold acclimation 37 7 0.84 1.7e-05 
GO:0080027 response to herbivore 9 4 0.2 3.1e-05 
GO:0010286 heat acclimation 42 7 0.96 4.1e-05 
GO:0015979 photosynthesis 241 30 5.48 6.1e-05 
GO:0007623 circadian rhythm 113 14 2.57 6.6e-05 
GO:0019761 glucosinolate biosynthetic process 46 7 1.05 7.5e-05 
GO:0009698 phenylpropanoid metabolic process 164 17 3.73 8.4e-05 
GO:0009735 response to cytokinin 238 16 5.42 0.00012 
GO:0009611 response to wounding 204 14 4.64 0.00026 
GO:0006012 galactose metabolic process 28 5 0.64 0.00038 
Table 5: Top 25 gene ontology terms (biological process) of most important dimension on gene expression (PC1). The set is 
ordered by p-value (elimFisher) and contains only terms with more than eight but fewer than 500 annotated genes to reduce 
number of false positive annotations as well as high level terms. 
 
In PC2, which was largely explained by genotype variation, we found that the largest effect was 
associated with different biosynthetic processes, e.g. glucosinolate or flavonoid biosynthesis. In 
addition, we found response to water deprivation strongly enriched. This is in concordance with 
previous studies on Swiss A. halleri populations, that showed environmental association to osmotic 
stress. Many of the enriched molecular function terms were associated with phenylpropanoid 
biosynthesis which is responsible for flavonoid and lignin biosynthesis (Appendix III Table 1). 
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Most of the GO terms in PC3 were associated with responses to reactive oxygen species (ROS). Since 
this component splits Aha11 from Aha09 and Aha19, this suggests a difference in their ability to deal 
with ROS. We note that the site of origin for Aha11 is exposed to the lowest solar radiation of the 
three populations (srad12 Aha11: 2735 kJ/m
2
/day, Aha09: 3797 kJ/m
2
/day Aha19: 5730 kJ/m
2
/day). 
Furthermore a difference in hormone biosynthesis and flower development was detected (Appendix III 
Table 2). 
 
The fourth main component that was analysed (PC4) split Aha09 from Aha19. We found many 
defense responses associated with this principal component (Appendix III Table 3), with a particular 
enrichment for response to cold. This again may indicate adaptation to different home environments, 
since the origin of Aha19 at 2308m is on average colder (mean annual temperature Aha19: 0.6°C, 
Aha09: 5.27°C, frost days per year Aha19:74, Aha09: 25). 
 
Principal component 5 (PC5) explained the difference between common garden sites. Here the largest 
effect loci were associated with defense, cold and salt stress responses (Appendix III Table 4). This 
may well be explained by the difference between both the abiotic and biotic environmental conditions 
at the two common gardens (Table 2). Specifically, overall water availability is lower at the lower 
elevation, while temperature is higher and herbivores are more abundant than at high elevation sites. 
 
Discussion 
In our analyses we found signs of adaptation to environment and plasticity in different environments 
in all populations. It is noteworthy, that we could measure silique number and survival for one site 
after almost four years. The long-term exposure to a high elevation site increased differences between 
populations and reduced silique number in populations of intermediate origin (Aha21, Aha09) but not 
in a high population (AhaN3). Our results may therefore well reflect the topographic effects of the 
selected field sites and population structure alike. 
 
Arabidopsis halleri from Japan was generally less fit in the common garden environments in 
Switzerland. The accession was subjected to five rounds of self-fertilization to increase homozygosity 
for genome assembly, which could have resulted in inbreeding depression. In addition, because only a 
single genotype of this origin was available, it remains elusive to effectively determine whether this 
population would survive in climate conditions observed in European Alpine areas.  
 
Transcriptome data, also shows strong signals of phenotypic plasticity in all included populations. 
While the most of the variation (PC1) was explained by the two sampling times, we also found 
dimensions in the PCA that explain differences within and between populations. Differences between 
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genotypes of all populations are influential on gene expression (PC2), and ranked before population 
differences (split of Aha11 and others in PC3, split of Aha19 and Aha09 in PC4). RNAseq data 
analysis therefore supports the assumption that phenotypic plasticity in A. halleri is important and 
populations of this species are different in their reaction to environmental factors. 
 
The observed differences between the populations' molecular responses gave insight into their 
evolutionary history in response to abiotic factors (PC3, PC4). Generally speaking, at higher 
elevations light intensity and fluctuation increase (Blumthaler 2012), which is one of the major drivers 
for the generation of reactive oxygen species (Tripathy & Oelmüller 2012). Unsurprisingly, the 
population with the lowest origin (Aha11) is distinct from higher populations (Aha09, Aha19) in its 
response to ROS, which may be the driving factor causing higher mortality in this population at the 
high elevation site due to photo-oxidative damage. ROS response in high mountain species is more 
effective (Streb et al. 2005; Lütz & Engel 2007) and upregulated at high light stress (Suzuki et al. 
2012). Populations of different species originating from high elevations also have properties to 
optimize their light acquisition by changing total leaf area (Gonzalo-Turpin & Hazard 2009; Luo et al. 
2014). This may be attributed partly to the response to high light stress and reactive oxygen species.  
We detected that the difference between Aha19 from the highest environment to Aha09 from an 
intermediate elevation was driven by temperature responses. Response to cold is reportedly one 
environmental factor that high elevation populations of A. halleri (Fischer et al. 2013), Abies alba 
(Csillery et al. 2018) or Festuca eskia (Gonzalo-Turpin & Hazard 2009) adapt to, which may  
make them more vulnerable in response to warmer climate (Dullinger et al. 2012).  
RNA results depict adaptation to light stimuli and temperature are prevalent in A. halleri, which 
corresponds well with the heterogeneity in its habitat. We also found a very low annotation rate in 
PC3 and PC4; only 27 or 33 % of found genes could be identified by reciprocal BLAST hits (Table 3). 
This may have affected the power of our analysis, and potentially implies that the A. thaliana genome 
lack genes that are important for adaptation to the environments of A. halleri. 
 
The observed fitness component "silique number" reveals a clear sign of plasticity in A.halleri. 
Changes in reproduction between environments are consistent among populations. Reproduction rate 
reaches the maximum rate at medium to low elevations regardless of individual origin. Recent studies 
propose tradeoffs between high elevation adaptation and fitness at lower elevations (Kim et al. 2013; 
Frei et al. 2014), which may be caused by lower genetic diversity in Alpine habitats. In A. halleri, an 
adverse effect, i.e. slightly higher genetic diversity was reported in higher elevation populations 
(Kubota et al. 2015), and diversity in this species is shaped by its heterogeneous habitats (Rellstab et 
al. 2016). A reduction in biomass at high elevations was recorded in all populations, which is a 
general observation at high elevations (Körner 2003). In this trait we found a consistently lower 
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biomass for the high-elevation population Aha19, potentially leading to lower fecundity compared to 
the other populations.  
 
Survival of Swiss A. halleri may depend on fluctuation in a population's home environment. Aha09 
and Aha19 generally had low mortality while Aha11 was strongly affected in the high elevation, 
which is consistent with results from a grass species, Festuca eskia (Gonzalo-Turpin & Hazard 2009).  
 
Overall we show that populations of Swiss A. halleri are generally forced to respond to high variation 
of abiotic factors at their home environments, and therefore retain phenotypic plasticity. The 
combination of plasticity within populations and molecular mechanisms that react at a different 
magnitude to abiotic factors in different populations may allow this species to alleviate the 
consequences of climate change and in the long term evolutionary adaptation to novel conditions (but 
see Becklin et al. (2016). 
This allows even cold-adapted populations to produce more fruits, clones and biomass in warmer 
climates. We hence suggest that A. halleri may be well suited to withstand the effects of climate 
change. To summarize, this species is likely shaped by extreme differences in its meta-habitat rather 
than by specific environments of populations.  
 
We point out that even though A. halleri is a widespread species, effects of new abiotic conditions on 
populations may effectively lead to a shift in the distribution, and thus support the notion of 
Münzbergová et al. (2017), who state that species with a wide distribution range need to be considered 
in climate-change studies. The results presented herein may hence bear novel insights for policy-
makers on such a ubiquitously distributed species, showing that a wide habitat choice may play an 
important role for population fitness and prevalence of standing genetic variation in climate change.  
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Appendix III Figure 1: Bar plot of biomass (dryweight in g) with jitter (individual measurements as dots) and mean ±1 
standard error in three populations transplanted in 2014. High individual variation was observed per genotypes 
	
GO.ID Term Annotated Significant Expected elimFisher 
GO:0019762 glucosinolate catabolic process 50 3 0.15 0.00043 
GO:0009414 response to water deprivation 304 5 0.89 0.00202 
GO:0009718 anthocyanin-containing compound biosynth... 27 2 0.08 0.00285 
GO:0019722 calcium-mediated signaling 29 2 0.09 0.00329 
GO:0009409 response to cold 350 5 1.03 0.00371 
GO:0080167 response to karrikin 128 3 0.38 0.00639 
GO:0080028 nitrile biosynthetic process 42 2 0.12 0.00680 
GO:0006869 lipid transport 147 3 0.43 0.00934 
GO:0009813 flavonoid biosynthetic process 85 5 0.25 0.01096 
GO:0071555 cell wall organization 493 5 1.45 0.01503 
GO:0009812 flavonoid metabolic process 101 5 0.3 0.01768 
GO:0009064 glutamine family amino acid metabolic pr... 76 2 0.22 0.02110 
GO:0006570 tyrosine metabolic process 9 1 0.03 0.02614 
GO:0006528 asparagine metabolic process 9 1 0.03 0.02614 
GO:0010023 proanthocyanidin biosynthetic process 11 1 0.03 0.03186 
GO:0009684 indoleacetic acid biosynthetic process 13 1 0.04 0.03754 
GO:0019747 regulation of isoprenoid metabolic proce... 14 1 0.04 0.04037 
GO:0006560 proline metabolic process 14 1 0.04 0.04037 
GO:0009750 response to fructose 15 1 0.04 0.04319 
GO:0046283 anthocyanin-containing compound metaboli... 43 3 0.13 0.04484 
Appendix III Table 1: Significant gene ontology terms (biological process) of PC2, corresponding with genotype differences 
among populations. The set is ordered by p-value (elimFisher) and contains only terms with more than eight but fewer than 


















GO.ID Term Annotated Significant Expected elimFisher 
GO:0009683 indoleacetic acid metabolic process 30 2 0.07 0.0020 
GO:0016444 somatic cell DNA recombination 9 1 0.02 0.0198 
GO:0042446 hormone biosynthetic process 100 2 0.22 0.0209 
GO:0031540 regulation of anthocyanin biosynthetic p... 10 1 0.02 0.0220 
GO:0048658 anther wall tapetum development 12 1 0.03 0.0264 
GO:0036260 RNA capping 12 1 0.03 0.0264 
GO:0009452 7-methylguanosine RNA capping 12 1 0.03 0.0264 
GO:0098869 cellular oxidant detoxification 13 1 0.03 0.0285 
GO:0019430 removal of superoxide radicals 13 1 0.03 0.0285 
GO:1990748 cellular detoxification 13 1 0.03 0.0285 
GO:0009098 leucine biosynthetic process 13 1 0.03 0.0285 
GO:0009684 indoleacetic acid biosynthetic process 13 1 0.03 0.0285 
GO:0071450 cellular response to oxygen radical 13 1 0.03 0.0285 
GO:0071451 cellular response to superoxide 13 1 0.03 0.0285 
GO:0072593 reactive oxygen species metabolic proces... 123 2 0.27 0.0307 
GO:0000303 response to superoxide 15 1 0.03 0.0329 
GO:0000305 response to oxygen radical 15 1 0.03 0.0329 
GO:0006801 superoxide metabolic process 16 1 0.04 0.0350 
GO:0001731 formation of translation preinitiation c... 16 1 0.04 0.0350 
GO:0046246 terpene biosynthetic process 16 1 0.04 0.0350 
GO:0010541 acropetal auxin transport 17 1 0.04 0.0371 
GO:0033473 indoleacetic acid conjugate metabolic pr... 17 1 0.04 0.0371 
GO:0002213 defense response to insect 19 1 0.04 0.0414 
GO:0010315 auxin efflux 19 1 0.04 0.0414 
GO:0009409 response to cold 350 3 0.78 0.0430 
GO:0009962 regulation of flavonoid biosynthetic pro... 20 1 0.04 0.0436 
GO:0009612 response to mechanical stimulus 20 1 0.04 0.0436 
GO:0031537 regulation of anthocyanin metabolic proc... 20 1 0.04 0.0436 
Appendix III Table 2: Most significant gene ontology terms (biological process) of PC3 which differentiates population 
Aha11 from Aha09 and Aha19. The set is ordered by p-value (elimFisher) and contains only terms with more than eight but 













GO.ID Term Annotated Significant Expected elimFisher 
GO:0009753 response to jasmonic acid 208 4 0.36 0.00043 
GO:0009409 response to cold 350 4 0.6 0.00295 
GO:0009966 regulation of signal transduction 197 3 0.34 0.00462 
GO:0042538 hyperosmotic salinity response 60 2 0.1 0.00473 
GO:0009617 response to bacterium 404 4 0.69 0.00492 
GO:0009611 response to wounding 204 3 0.35 0.00509 
GO:0006520 cellular amino acid metabolic process 452 5 0.77 0.00644 
GO:0080027 response to herbivore 9 1 0.02 0.01527 
GO:0009554 megasporogenesis 9 1 0.02 0.01527 
GO:0043405 regulation of MAP kinase activity 11 1 0.02 0.01863 
GO:0043408 regulation of MAPK cascade 11 1 0.02 0.01863 
GO:0015996 chlorophyll catabolic process 15 1 0.03 0.02532 
GO:0018119 peptidyl-cysteine S-nitrosylation 16 1 0.03 0.02698 
GO:0017014 protein nitrosylation 16 1 0.03 0.02698 
GO:0046149 pigment catabolic process 16 1 0.03 0.02698 
GO:0010541 acropetal auxin transport 17 1 0.03 0.02864 
GO:0010315 auxin efflux 19 1 0.03 0.03196 
GO:0033015 tetrapyrrole catabolic process 19 1 0.03 0.03196 
GO:0006787 porphyrin-containing compound catabolic ... 19 1 0.03 0.03196 
GO:0051187 cofactor catabolic process 20 1 0.03 0.03361 
GO:0046219 indolalkylamine biosynthetic process 20 1 0.03 0.03361 
GO:0000162 tryptophan biosynthetic process 20 1 0.03 0.03361 
GO:0031408 oxylipin biosynthetic process 21 1 0.04 0.03527 
GO:0009086 methionine biosynthetic process 21 1 0.04 0.03527 
GO:2000022 regulation of jasmonic acid mediated sig... 22 1 0.04 0.03691 
GO:0031407 oxylipin metabolic process 23 1 0.04 0.03856 
GO:1901607 alpha-amino acid biosynthetic process 193 3 0.33 0.03928 
GO:0010540 basipetal auxin transport 27 1 0.05 0.04512 
GO:0009695 jasmonic acid biosynthetic process 27 1 0.05 0.04512 
GO:0033609 oxalate metabolic process 28 1 0.05 0.04675 
GO:0006568 tryptophan metabolic process 28 1 0.05 0.04675 
GO:0006586 indolalkylamine metabolic process 28 1 0.05 0.04675 
GO:0008652 cellular amino acid biosynthetic process 214 3 0.37 0.04753 
GO:0010928 regulation of auxin mediated signaling p... 29 1 0.05 0.04838 
GO:0050832 defense response to fungus 484 3 0.83 0.04944 
Appendix III Table 3: Significant gene ontology terms (biological process) of PC4 distinguishing between populations Aha09 
and Aha19. The set is ordered by p-value (elimFisher) and contains only terms with more than eight but fewer than 500 










GO.ID Term Annotated Significant Expected elimFisher 
GO:0009873 ethylene-activated signaling pathway 167 9 0.83 1.6e-07 
GO:0009718 anthocyanin-containing compound biosynth... 27 5 0.13 2.1e-07 
GO:0009409 response to cold 350 14 1.74 2.6e-07 
GO:0009753 response to jasmonic acid 208 9 1.03 1.0e-06 
GO:0006355 regulation of transcription, DNA-templat... 2376 28 11.79 1.2e-05 
GO:0009414 response to water deprivation 304 9 1.51 2.2e-05 
GO:0007623 circadian rhythm 113 10 0.56 3.6e-05 
GO:0010200 response to chitin 131 6 0.65 5.0e-05 
GO:0009611 response to wounding 204 7 1.01 7.3e-05 
Appendix III Table 4: Significant gene ontology terms (biological process) of PC4 distinguishing between the two common 
garden sites (600m, 2000m). The set is ordered by p-value (elimFisher) and contains only terms with more than eight but 



















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: growth 
     Chisq Df Pr(>Chisq)  
(Intercept)  3.2224 1 0.07264 . 
population  4.5551 3 0.20743  
site    4.8565 2 0.08819 . 
Line    1.8792 9 0.99324  
population:site 6.4471 6 0.37501  




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
     Chisq Df Pr(>Chisq)  
population  9.8131 3 0.02022 * 
site    0.2742 2 0.87187  
Line    6.0452 9 0.73539  
population:site 6.4471 6 0.37501  





Likelihood ratio test 
 
Model 1: growth ~ population * site + Line * site + (1 | block) + (1 |  
 time) 
Model 2: growth ~ population + site + Line + (1 | block) + (1 | time) 
 #Df LogLik Df Chisq Pr(>Chisq) 
1 41 -249.10       




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
    Chisq Df Pr(>Chisq)  
population 10.4813 3 0.01489 * 
site  0.2260 2 0.89313  















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: clones 
     Chisq Df Pr(>Chisq)  
(Intercept)  2.8827 1 0.08953 . 
population  2.1384 3 0.54418  
site   0.5678 2 0.75284  
Line   4.1360 9 0.90224  
population:site 2.8184 6 0.83126  




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
     Chisq Df Pr(>Chisq)  
population  8.1607 3 0.04280 * 
site   5.8959 2 0.05245 . 
Line   4.9409 9 0.83943  
population:site 2.8184 6 0.83126  




Likelihood ratio test 
 
Model 1: clones ~ population * site + Line * site + (1 | block) 
Model 2: clones ~ population + site + Line + (1 | block) 
 #Df LogLik Df Chisq Pr(>Chisq) 
1 39 -212.33       




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
   Chisq Df Pr(>Chisq)  
population 9.3020 3 0.02553 * 
site  7.0961 2 0.02878 * 






















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: siliques_with_zero 
     Chisq Df Pr(>Chisq)  
(Intercept)  0.0000 1 0.999248  
population  12.7557 3 0.005196 ** 
site    0.0547 1 0.815031  
Line   15.4640 12 0.217035  
survival1  0.0000 1 0.996666  
population:site 4.2389 3 0.236792  
site:Line  4.7724 9 0.853676  
Because	interaction	was	not	found	significant,	we	further	tested	the	model	with	a	type	II	SS	test	which	is	more	powerful	in	the	case	of	no	interaction	effect.	
	
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
     Chisq Df Pr(>Chisq)  
population  13.8744 3 0.003081 **  
site   30.2953 5 1.29e-05 *** 
Line   29.3894 15 0.014324 *  
survival1  0.0000 1 0.996666  
population:site 4.2389 3 0.236792  














Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: survival 
     Chisq Df Pr(>Chisq)  
(Intercept)  1.5085 1 0.21936  
population  7.7345 3 0.05183 . 
site    2.9575 2 0.22792  
Line   16.4975 9 0.05719 . 
population:site 0.0000 6 1.00000  
site:Line  0.0001 18 1.00000  
	
Because	interaction	was	not	found	significant,	we	further	tested	the	model	with	a	type	II	SS	test	which	is	more	powerful	in	the	case	of	no	interaction	effect.	
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: survival 
     Chisq Df Pr(>Chisq)  
population  27.3440 3 4.986e-06 *** 
site    2.9623 3 0.397480  
Line   23.7070 9 0.004789 **  
population:site 0.0000 6 1.000000  












Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: branchlength 
     Chisq Df Pr(>Chisq)  
(Intercept)  7.3019 1 0.006888 ** 
population  1.3432 3 0.718892  
site    5.3424 2 0.069168 .  
Line   12.5451 9 0.184293  
population:site 4.1769 6 0.652754  




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: branchlength 
     Chisq Df Pr(>Chisq)  
population  6.0702 3 0.1082433  
site    6.9480 2 0.0309924 *  
Line   29.5256 9 0.0005281 *** 
population:site 4.1769 6 0.6527535  



















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: growth 
     Chisq Df Pr(>Chisq)  
(Intercept)  26.1490 1 3.161e-07 *** 
population  3.6579 2 0.1605821  
site   12.4865 1 0.0004099 *** 
Line    6.2004 13 0.9385534  
population:site 18.4267 2 9.970e-05 *** 








Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: diameter 
     Chisq Df Pr(>Chisq)  
(Intercept)  1137.4097 1  <2e-16 *** 
population   0.7011 2  0.7043  
site    0.2286 1  0.6326  
Line    9.4370 13  0.7392  
population:site 4.1685 2  0.1244  
site:Line   12.4220 13  0.4934  
 
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: diameter 
     Chisq Df Pr(>Chisq)  
population  7.2833 2 0.026209 *  
site   13.0210 1 0.000308 *** 
Line   14.8778 13 0.315044  













Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: siliques_with_zero 
     Chisq Df Pr(>Chisq)  
(Intercept)  2.5181 1 0.112544  
population  1.5054 2 0.471103  
site    9.2587 1 0.002344 ** 
Line    8.4313 13 0.814411  
population:site 3.3444 2 0.187832  
site:Line  18.2004 13 0.150059  
 
Because	interaction	was	not	found	significant,	we	further	tested	the	model	with	a	type	II	SS	test	which	is	more	powerful	in	the	case	of	no	interaction	effect.	
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
     Chisq Df Pr(>Chisq)  
population  1.6020 2  0.4489  
site   78.3006 1  <2e-16 *** 
Line    9.5489 13  0.7303  
population:site 3.3444 2  0.1878  















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: dryweight 
     Chisq Df Pr(>Chisq)  
(Intercept)  18.2467 1 1.941e-05 *** 
population  4.0923 2 0.12923  
site    2.7903 1 0.09484 .  
Line   23.7724 13 0.03329 *  
population:site 0.9935 2 0.60851  
site:Line  8.0938 11 0.70488  
	
 
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: dryweight 
     Chisq Df Pr(>Chisq)  
population  4.3744 2 0.1122284  
site   14.0444 1 0.0001785 *** 
Line   24.9243 13 0.0236180 *  
population:site 0.9935 2 0.6085058  














Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: survival 
     Chisq Df Pr(>Chisq)  
(Intercept)  0.0000 1  0.9975  
population  5.6640 2  0.0589 . 
site   0.0000 1  0.9977  
Line   6.4449 13  0.9285  
population:site 0.2102 2  0.9002  
site:Line  4.5285 13  0.9842 
 
 
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: survival 
     Chisq Df Pr(>Chisq)  
population  16.9986 3 0.0007072 *** 
site    4.9346 5 0.4239117  
Line   33.5487 15 0.0039384 **  
population:site 0.2102 2 0.9002355  























Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
site  0.1486 2  0.9284 
Line  0.9110 4  0.9230 









Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
site  0.0927 2  0.9547 
Line  0.0135 2  0.9933 








Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
site  0.0988 2  0.9518 
Line  1.9455 3  0.5838 








Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
  Chisq Df Pr(>Chisq)  
site 8.7081 2 0.01285 * 
 
Multiple Comparisons of Means: Tukey Contrasts 
 
 
Fit: lme4::lmer(formula = growth ~ site + (1 | block), data = di14) 
 
Linear Hypotheses: 
     Estimate Std. Error z value Pr(>|z|)  
2000m - 1000m == 0 -1.1693  0.4805 -2.433 0.0392 * 
600m - 1000m == 0 -0.1624  0.4540 -0.358 0.9314  








Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
population 4.7584 3  0.1904 
	
i)	1000m	
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
population 4.0116 3  0.2602 
 



















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: clones 
    Chisq Df Pr(>Chisq)  
(Intercept) 24.290 1 8.287e-07 *** 
site  15.291 2 0.0004781 *** 
Line  11.241 4 0.0239866 *  






Fit: lme4::lmer(formula = clones ~ site + (1 | Line) + (1 | block),  
 data = di14) 
 
Linear Hypotheses: 
     Estimate Std. Error z value Pr(>|z|)  
2000m - 1000m == 0 -2.3773  0.6849 -3.471 0.00161 **  
600m - 1000m == 0 0.6227  0.6849 0.909 0.63430  











Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
   Chisq Df Pr(>Chisq) 
site  0.2827 2  0.8682 
Line  4.0681 2  0.1308 








Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
   Chisq Df Pr(>Chisq) 
site  0.8961 2  0.6389 
Line  0.3365 3  0.9530 








Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
  Chisq Df Pr(>Chisq) 












Multiple Comparisons of Means: Tukey Contrasts 
 
Fit: glmer(formula = clones ~ population + (1 | block), data = di14,  
 family = "poisson") 
 
Linear Hypotheses: 
   Estimate Std. Error z value Pr(>|z|)  
3 - 0 == 0 0.8727  0.2638 3.309 0.00481 ** 
9 - 0 == 0 0.6997  0.2856 2.450 0.06530 .  
21 - 0 == 0 0.2983  0.2943 1.014 0.73445  
9 - 3 == 0 -0.1730  0.1830 -0.946 0.77390  
21 - 3 == 0 -0.5744  0.1963 -2.926 0.01736 *  




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
   Chisq Df Pr(>Chisq) 





Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: clones 
   Chisq Df Pr(>Chisq)  
population 9.7759 3 0.02057 * 
 
Simultaneous Tests for General Linear Hypotheses 
 
Multiple Comparisons of Means: Tukey Contrasts 
 
 
Fit: glmer(formula = clones ~ population + (1 | block), data = di14,  
 family = "poisson") 
 
Linear Hypotheses: 
   Estimate Std. Error z value Pr(>|z|)  
3 - 0 == 0 0.4463  0.3651 1.222 0.6009  
9 - 0 == 0 0.9704  0.3707 2.618 0.0413 * 
21 - 0 == 0 0.7115  0.3596 1.979 0.1866  
9 - 3 == 0 0.5241  0.2203 2.379 0.0762 . 
21 - 3 == 0 0.2652  0.2010 1.319 0.5380  
21 - 9 == 0 -0.2589  0.2109 -1.227 0.5977  
--- 
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
(Adjusted p values reported -- single-step method) 
 
Population 0 and population21 show less clone production than pop3 and 9 at 600m. At 2000m, population0 had fewer clones than pop9, pop3 had a comparably low, albeit non significant number of ramted 



















Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  
site  42.406 2 6.189e-10 *** 
Line  17.793 4 0.001354 **  










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq) 
site  2.5900 1  0.1075 
Line  2.8430 2  0.2414 










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  
site  3.1674 1 0.07512 . 
Line  6.8701 3 0.07616 . 
survival 0.5399 1 0.46246  











Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
  Chisq Df Pr(>Chisq) 













Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq) 
year  1.4675 1  0.2257 
Line  5.5400 6  0.4766 









Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: siliques_with_zero 
    Chisq Df Pr(>Chisq)  
(Intercept) 209.6522 1 < 2.2e-16 *** 
year   4.3588 1 0.03682 *  
Line   22.9556 2 1.036e-05 *** 
survival    0     










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  
year  25.4395 1 4.565e-07 *** 
Line  6.1578 5  0.2912  
	 82 
survival 0.0000 1  0.9990  




















Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  





Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq) 




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  




Multiple Comparisons of Means: Tukey Contrasts 
 
Fit: glmer(formula = siliques_with_zero ~ population + (1 | block) +  
 (1 | survival), data = di14, family = negative.binomial(theta = 1.1777854833218)) 
 
Linear Hypotheses: 
    Estimate Std. Error z value Pr(>|z|)  
9 - 3 == 0 -0.007342 0.719095 -0.010 0.9999  
21 - 3 == 0 -2.171791 0.541737 -4.009 <0.001 *** 
21 - 9 == 0 -2.164448 0.775691 -2.790 0.0144 *  
 
#### 2014 v 2017 2000m 
M1: siliques_with_zero~population*year+(block, survival as random factors) 
 
Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: siliques_with_zero 
     Chisq Df Pr(>Chisq)  
(Intercept)  1.9169 1 0.16620  
population  0.6468 2 0.72367  
year    4.6400 1 0.03124 *  



























0 - 3 == 0 9.382e-05 *** 
0 - 21 == 0 0.0007224 *** 


















Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
site  0.1969 1  0.6573 
Line  2.4756 5  0.7802 
time  0.8991 1  0.3430 









Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq)  
site  2.6951 1 0.10066  
Line  1.2917 4 0.86279  
time  3.1842 1 0.07435 . 










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
site  0.3192 1  0.5721 
Line  3.2649 4  0.5145 
time  1.0990 1  0.2945 











Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
   Chisq Df Pr(>Chisq) 
population 0.7740 2  0.6791 
time  0.0443 1  0.8333 
	
i)	2000m:	glmer.nb	
Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: growth 
    Chisq Df Pr(>Chisq)  
population 3.5366 2 0.1706224  















Analysis of Deviance Table (Type III Wald chisquare tests) 
 
Response: siliques_with_zero 
    Chisq Df Pr(>Chisq)  
(Intercept) 2.4215 1 0.119682  
site   3.5144 1 0.060838 .  
Line   7.3655 5 0.194849  










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  
site  27.8254 1 1.328e-07 *** 
Line  2.1020 4  0.7170  










Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq)  
site  32.3093 1 1.315e-08 *** 
Line  2.7204 4  0.6056  











Analysis of Deviance Table (Type II Wald chisquare tests) 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq) 
population 2.0557 2  0.3578 
 
i)	2000m:	glmer.nb	
Analysis of Deviance Table (Type II Wald chisquare tests) 
Response: siliques_with_zero 
   Chisq Df Pr(>Chisq) 













11 - 9 == 0 0.004229** 
11 - 19 == 0 0.001541** 














Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: dryweight 
   Chisq Df Pr(>Chisq)  
site  5.3824 1 0.020341 *  
Line  20.3040 5 0.001096 ** 









Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: dryweight 
   Chisq Df Pr(>Chisq)  
site  7.1200 1 0.007623 ** 
Line  0.9739 4 0.913733  














   Chisq Df Pr(>Chisq)  
site  2.8460 1  0.0916 . 
Line  3.4072 4  0.4921  











Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: dryweight 
   Chisq Df Pr(>Chisq)  
population 6.8974 2 0.03179 * 
 
Multiple Comparisons of Means: Tukey Contrasts 
 
 
Fit: glmer(formula = dryweight ~ population + (1 | block), data = di14,  
 family = negative.binomial(theta = 7.84831359824033)) 
 
Linear Hypotheses: 
    Estimate Std. Error z value Pr(>|z|)  
11 - 9 == 0 0.01716 0.19328 0.089 0.9957  
19 - 9 == 0 -0.50071 0.21963 -2.280 0.0584 . 




Analysis of Deviance Table (Type II Wald chisquare tests) 
 
Response: dryweight 
   Chisq Df Pr(>Chisq) 
population 3.1468 2  0.2073 
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