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Introduction
The thesis contains four essays covering topics in the eld of real time econometrics and
forecasting.
The rst Chapter, entitled An area wide real time data base for the euro area and
coauthored with Domenico Giannone, Jerome Henry and Magda Lalik, describes how
we constructed a real time database for the euro area covering more than 200 series
regularly published in the European Central Bank Monthly Bulletin, as made available
ahead of publication to the Governing Council members before their rst meeting of the
month.
Recent research has emphasised that the data revisions can be large for certain indicators
and can have a bearing on the decisions made, as well as aect the assessment of their
relevance. It is therefore key to be in a position to reconstruct the historical environment
of economic decisions at the time they were made by private agents and policy-makers
rather than using the data as they become available some years later, as stressed in
particular by Orphanides (2001). For this purpose, it is necessary to have the information
in the form of all the dierent vintages of data as they were published in real time, the
so-called "real-time data" that reect the economic situation at a given point in time
when models are estimated or policy decisions made.
We describe the database in details and study the properties of the euro area real-
time data ow and data revisions, also providing comparisons with the United States
and Japan. We nally illustrate how such revisions can contribute to the uncertainty
surrounding key macroeconomic ratios and the NAIRU.
The second Chapter entitled Maximum likelihood estimation of large factor model on
datasets with arbitrary pattern of missing data is based on a joint work with Marta
Banbura. It proposes a methodology for the estimation of factor models on large cross-
sections with a general pattern of missing data. In contrast to Giannone, Reichlin,
and Small (2008), we can handle datasets that are not only characterised by a \ragged
edge", but can include e.g. mixed frequency or short history indicators. The latter is
ix
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particularly relevant for the euro area or other young economies, for which many series
have been compiled only since recently. We adopt the maximum likelihood approach,
which, apart from the exibility with regard to the pattern of missing data, is also
more ecient and allows imposing restrictions on the parameters. Applied for small
factor models by e.g. Geweke (1977), Sargent and Sims (1977) or Watson and Engle
(1983), it has been shown by Doz, Giannone, and Reichlin (2006) to be consistent, robust
and computationally feasible also in the case of large cross-sections. To circumvent the
computational complexity of a direct likelihood maximisation in the case of large cross-
section, Doz, Giannone, and Reichlin (2006) propose to use the iterative Expectation-
Maximisation (EM) algorithm (used for the small model by Watson and Engle, 1983).
Our contribution is to modify the EM steps to the case of missing data and to show how
to augment the model in order to account for the serial correlation of the idiosyncratic
component. In addition, we derive the link between the unexpected part of a data release
and the forecast revision and illustrate how this can be used to understand the sources
of the latter in the case of simultaneous releases.
We use this methodology for short-term forecasting and backdating of the euro area
GDP on the basis of a large panel of monthly and quarterly data.
The third Chapter is entitled Nowcasting Ination Using High Frequency Data and it
proposes a methodology for nowcasting and forecasting ination using data with sam-
pling frequency higher than monthly. In particular, this Chapter focuses on the energy
component of ination given the availability of data like the Weekly Oil Bulletin Price
Statistics for the euro area, the Weekly Retail Gasoline and Diesel Prices for the US and
the daily spot and future prices of crude oil.
Although nowcasting ination is a novel idea, there is a rather long literature focusing on
nowcasting GDP. The use of higher frequency indicators in order to Nowcast/Forecast
lower frequency indicators had started with monthly data for GDP. GDP is a quarterly
variable released with a substantial time delay (e.g. two months after the end of the
reference quarter for the euro area GDP). In the meanwhile, several monthly indicators
are released. Giannone, Reichlin, and Small (2008) for the US, Banbura and Runstler
(2007) for the euro area, show that using monthly indicators is crucial in order to nowcast
accurately GDP.
The estimation adopts the methodology described in Chapter 2, modeling the data
as a trading day frequency factor model with missing observations in a state space
representation. In contrast to other procedures, the methodology proposed models all
the data within a unied single framework that allows one to produce forecasts of all
the involved variables from a factor model, which, by denition, does not suer from
xi
overparametrisation. Moreover, this oers the possibility to disentangle model-based
"news" from each release and then to assess their impact on the forecast revision. The
Chapter provides an illustrative example of this procedure, focusing on a specic month.
In order to asses the importance of using high frequency data for forecasting ination
this Chapter compares the forecast performance of the univariate models, i.e. random
walk and autoregressive process, with the forecast performance of the model that uses
weekly and daily data. The provided empirical evidence shows that exploiting high
frequency data relative to oil not only let us nowcast and forecast the energy component
of ination with a precision twice better than the proposed benchmarks, but we obtain
a similar improvement even for total ination.
The fourth Chapter entitled The forecasting power of international yield curve linkages,
coauthored with Kleopatra Nikolaou, investigates dependency patterns between the yield
curves of Germany and the US, by using an out-of-sample forecast exercise.
The motivation for this Chapter stems from the fact that our up to date knowledge
on dependency patterns among yields curves of dierent countries is limited. Looking
at the yield curve literature, the empirical evidence to-date informs us of strong con-
temporaneous interdependencies of yield curves across countries, in line with increased
globalization and nancial integration (see Dewachter and Maes, 2001; Perignon et al.,
2007; Diebold et al., 2008). Nevertheless, this yield curve literature does not investigate
non-contemporaneous correlations. And yet, clear indication in favour of such depen-
dency patterns is recorded in studies focusing on specic interest rates, which look at the
role of certain countries as global players (see Frankel et al. (2004), Chinn and Frankel
(2005) and Wang et al. (2007)) Evidence from these studies suggests a leading role for
the US. Moreover, dependency patterns recorded in the real business cycles between the
US and the euro area (Giannone and Reichlin, 2007) can also rationalize such linkages,
to the extent that output aects nominal interest rates (Ang and Piazzesi, 2003).
We propose, estimate and forecast (out-of-sample) a novel dynamic factor model for
the yield curve, where dynamic information from foreign yield curves is introduced into
domestic yield curve forecasts. This is the International Dependency Model (IDM).
We want to compare the yield curve forecast under the IDM versus a purely domestic
model (Diebold and Li, 2006) and a model that allows for contemporaneous common
global factors (Diebold, Li, and Yue, 2008). These models serve as useful comparisons.
The domestic model bears direct modeling links with IDM, as it can be seen as a nested
model of IDM. The global model bears less direct links in terms of modeling, but, in
line with IDM, it is also an international model that serves to highlight the advantages
of introducing international information in yield curve forecasts. However, the global
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model aims to identify contemporaneous linkages in the yield curve of the two countries,
whereas the IDM also allows for detecting dependency patterns.
Our results that shocks appear to be diused in a rather asymmetric manner across the
two countries. Namely, we nd a unidirectional causality eect that runs from the US
to Germany. This eect is stronger in the last ten years, where out-of-sample forecasts
of Germany using the US information are even more accurate than the random walk
forecasts. Our statistical results demonstrate a more independent role for the US.
All the empirical examples and applications were programmed and run in MATLABr.
The codes were written by the author (or authors in case of a joint work) and are
available upon request.
Chapter 1
An area wide real time data base for
the euro area
This Chapter describes how we constructed a real time database for the euro area cov-
ering more than 200 series regularly published in the European Central Bank Monthly
Bulletin, as made available ahead of publication to the Governing Council members be-
fore their rst meeting of the month 1. We describe the database in details and study the
properties of the euro area real-time data ow and data revisions, also providing com-
parisons with the United States and Japan. We nally illustrate how such revisions can
contribute to the uncertainty surrounding key macroeconomic ratios and the NAIRU.
1The project was initiated by L. Reichlin and conducted within the Euro Area Business Cycle
network (EABCN), supported by the CEPR and by participating European central banks. Special
thanks go to D. Croushore and A. Orphanides who also greatly helped at various stages of the project.
The project beneted from comments by the EABCN Steering Committee and by participants in the
EABCN Workshop at Bank of Belgium, June 2005, in the CIRANO / Bank of Canada Workshop on
real-time data, October 2005, and in the Link European meeting at UN Geneva, October 2006 as well
as from input by M. Ciccarelli. Comments and suggestions by K. H. Dieden, H-J. Klckers are also
gratefully acknowledged.
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1.1 Introduction: The Real-Time DataBase EABCN
project
Monetary policy decisions are taken on the basis of a large set of economic data. However,
available data are often incomplete as they are released at diering points in times,
with dierent publication lags and are, to a large extent, subsequently revised. Recent
research has emphasised that the resulting data uncertainty can be large for certain
indicators and can have a bearing on the decisions made, as well as aect the assessment
of their relevance. It is therefore key to be in a position to reconstruct the historical
environment of economic decisions at the time they were made by private agents and
policy-makers rather than using the data as they become available some years later, as
stressed in particular by Orphanides (2001). For this purpose, it is necessary to have
the information in the form of all the dierent vintages of data as they were published
in real time, the so-called "real-time data" that reect the economic situation at a given
point in time when models are estimated or policy decisions made.
Unfortunately, real-time vintages are generally readily available for only few key variables
and typically do not cover a long sample, reecting the only recent attention paid to
such issues by most institutions. The pioneering and most inspiring project in this eld
started at the Philadelphia Fed. The data, for the US economy, were made available
to the public through the website of the Philadelphia Fed2 . On this basis, research
has been conducted, both on methodological issues, such as the robustness of dierent
tools to data revisions (e.g., Croushore and Stark (2005); Orphanides and van Norden
(2002)3, and on economic policy aspects, such as the ex post interpretation of policy
actions (e.g., Orphanides, 2001). This information, however, is still limited to few data
series, moreover covering only US variables. Only in the last few years, have eorts
been accomplished to archive a larger number of series, covering dierent aspects of the
economy (at the St Louis Fed 4 ), and data for countries other than the US. Relevant
projects have been conducted at the OECD5 for several countries; at the Bundesbank
for the German economy6 ; at the Oce for National Statistics7 and Bank of England8
for the UK. Eurostat has also plans to make publicly available a comprehensive database
2The project and its results are documented in Croushore and Stark (2001).
3In particular the estimation and evaluation of forecasting models would be aected by the use of
real-time data (as known already from Fair and Shiller (1990), or Swanson (1996)).
4See Anderson (2006). The euro area wide RTDB work we conducted also aimed at such a broader
coverage.
5See OECD (2003).
6Data are available at http : ==www:bundesbank:de=vfz=vfzechtzeitdaten:en:php.
7See Jenkinson (2004).
8See Castle and Ellis (2002).
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covering all Principal European Economic Indicators, comprising daily snapshots of data
(see Ladiray, Mazzi, and Ruggeri-Cannata (2008)). Also at the ECB, similar collection
work has been conducted, with analyses focusing on the data revision process9.
The combination of stimulating results from the literature on the US especially - as ex-
tensively reported in the survey by Croushore (2006) - with the related absence of such
dataset for the euro area was the main motivation for the Euro Area Business Cycle
Network (see its website www.eabcn.org) to launch the Real-Time DataBase (RTDB)
project which eventually led to the database now documented. With a view to stimulat-
ing research on real-time analysis applied to the euro area as a whole and the comprised
countries, it was important to involve the ECB and Eurosystem national central banks
as well as the research community in the project. ECB sta from DG Statistics, Re-
search and Economics worked jointly on the project, in consultation with EABCN (aca-
demic and central banking) members, thereby combining the expertise and perspective
of various interested users. The area-wide RTDB for the euro area has been followed
by a corresponding multi-country leg of the project (conducted in turn by Eurosystem
National Central Banks), the output of which has lately also become available on the
EABCN website.
The realization of this database is a step forward in the eort of ECB and EABCN
of providing aggregated data at Euro Area level after the Area Wide Model database,
described in Fagan, Henry, and Mestre (2005).
In this Chapter, we present in detail how we constructed the area-wide RTDB for the euro
area, i.e. a collection of (mostly euro area) series regularly published in the ECBMonthly
Bulletin for each month since the euro started. The data therefore represents a historical
record of the summary information supplied to the public each month via the Monthly
Bulletin. Just ahead of this latter publication, the ECB Governing Council receives the
data in time for its rst meeting of any given month. This was where in most cases,
policy discussions were held and related actions considered10. The Governing Council
obviously considers a much wider array of material and background documentation when
making decisions, than only these data per se.
This dataset, compiling data from the ECB Monthly Bulletin, has a very extensive
9See BranchiBranchi, Dieden, Haine, Horvth, Kanutin, and Kezbere (2007), a related study which
focuses on series for main aggregates and on the underlying statistical revision process leading to the
latest vintage available. They also provide results on country data. We in turn provide and analyse
data on breakdowns, information on the revision process shortly after the rst release of data (i.e. when
policy-relevant) as well as conduct a number of illustrative albeit simple economic analyses.
10Until November 2001 the Governing Council had been indeed discussing the policy issues on both
meetings, however, decisions made to change interest rates outside the rst meeting were exceptional,
as e.g. on 17 September 2001.
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coverage (some 230 series for the euro area as a whole, including some survey data)
since 2001 and is regularly updated, all aspects which should be of particular interest
to researchers11. Even though the sample covered to date remains relatively short - US
data vintages had e.g. been collected since 1965 at the Philadelphia Fed - reecting the
still recent start of the euro area, the regular updates imply that the available sample
continuously increases. Resulting successive versions of the datasets have been posted
on the EABCN website 12; the dissemination to the public at large will be operated via
the ECB Statistical Data Warehouse (http://sdw.ecb.europa.eu/)13.
The Chapter is organized as follows. Section 2 provides an overview of the database cov-
erage, content and its technical organisation. Section 3 shows revision statistics, focusing
on main indicators, such as reported in the Monthly Bulletin "overview table". Addi-
tional results for all series in the database are also made available in appendices to the
Chapter. A comparison with US and Japan comparable series is undertaken in Section
4. Section 5 documents the sensitivity of key macroeconomic ratios to data revisions. A
similar illustrative exercise is conducted in Section 6, involving NAIRU computations.
Section 7 concludes. 2. An overview of the database content and structure
1.2 An overview of the database content and struc-
ture
The area-wide RTDB comprises about 230 indicators altogether. Vintages for most
variables start in January 2001; for this Chapter data has been used until the June
2009 edition of the ECB Monthly Bulletin. Moreover, for a selected subset of 38 key
selected series (those mostly relevant for economic and econometric analysis), vintages
have been included as of October 1999 - data before 2001 were not readily available on
a harmonised e-archive basis, hence this limited extension focusing on key series. The
time-span covered by these series goes generally back to the mid 1990s, but can extend
to 35 years in some cases (e.g. for US series).
The area-wide RTDB contains data as published in the ECB Monthly Bulletin. The
11Many "real-time" database constructors indeed stop after to the one-o step of gathering past
vintages, without updating the data regularly afterwards - a costly task for which specic logistics and
routines had to be set up.
12The data has already been fruitfully used for research purposes (e.g. Marcellino and Musso (2008),
on output gap robustness, and Giannone, Reichlin, and Simonelli (2009a), on the real-time predictive
power of surveys for GDP, and Kaufmann and Kugler (2009), on real-time forecasts of ination).
13The presentation of the dataset in SDW, albeit dierent due to technical reasons, is consistent with
the description provided in what follows. The Explanation pages are available in the SDW with detailed
information on how to best utilise its functionalities.
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dataset is therefore based on a "snapshot" approach, i.e. it represents the state of the
information as available at the moment when the snapshot was taken. The idea is to
provide database users (and Monthly Bulletin readers) with the same information as
available for the meeting of the Governing Council which is held just before the publica-
tion of a given Monthly Bulletin issue. This timing aspect plays an important role in the
process of the Monthly Bulletin production itself, since it is crucial to assure consistency
across series eventually published that were reported to the Governing Council before-
hand. In statistical jargon, the process of creating such a snapshot is called "freezing"
and the day when it takes place is referred to as a "cut-o date" for the information
used. As a rule, the cut-o date for the Monthly Bulletin data is scheduled for the day
before the rst Governing Council meeting in a month. The list of all cut-o dates as
of January 2001 can be found in Appendix A.1.
Data have been grouped by vintages and frequency. Files14 are therefore available for
each frequency used (monthly, quarterly and annual) comprising time-series for all vari-
ables for each vintage of the Monthly Bulletin. Given the size of the dataset, this
organisation appeared as the easiest to facilitate the construction of the dataset and its
regular update. The detailed Table 1.1 below report for each frequency the content of
the various les in terms of main blocks of series included in each available vintage. In
line with the presentation followed in the ECB Monthly Bulletin, for many broad indica-
tors not only the total aggregate gure is reported but also a corresponding breakdown
in sub-components. For instance, for the industrial production index, corresponding
results for seven sub-sectors are provided. Similarly details are provided on the HICP
sub-items or on GDP components, in order to allow for deeper analyses of both revision
patterns and real-time econometrics. Details on all breakdowns reported can readily be
found in the ECB Monthly Bulletin regular methodological notes.
For the smaller subset covering monthly releases since late 1999 (available on the EABCN
site), the data was made accessible in turn on the basis of an organisation by variables.
For each variable, an excel le comprising all vintages is available in which each column
refers to a specic vintage of data. The name of the les is based, when feasible, on the
codes used in the ECB Area Wide Model (see Appendix A.2 for the list of key series).
The denition of the data included in the RTDB follows a "policy" concept. Since it
was not possible to collect all of the series based on exactly the same methodological
properties over the entire period of interest, it was decided to collect the data according
to the concepts as they were presented in the Monthly Bulletin in a given month. For
14The CSV les have been published on the EABCN website until November 2009. Since the dis-
semination of RTDB data into the ECB Statistical Data Warehouse, they can be downloaded from the
corresponding SDW "Explanation" pages.
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Table 1.1: The composition of the dataset - based on the ECB Monthly Bulletin pre-
sentation and methodological approach
Block name NUMBER of series Backdata  Publication Lag 
MONTHLY SERIES
Industrial production 12 Jan-90 2 months
Retail sales 10 Jan-95 1 month
Unemployment 10 Jan-96 1 month
Harmonised Index of Consumer Prices 15 Jan-95 1 month
External transactions and position 13 Jan-99 2 months
Exchange rates 5 Jan-98 0 months
Trade in goods 39 Jan-00 3 months
Interest rates 7 Jan-94 0 months
Government bonds 7 Jan-94 0 months
Stock price indexes 14 Jan-94 0 months
US and Japan 9 Jan-78 1 month
Industry and commodity prices 13 Jan-91 1 month
Money supply 14 Feb-99 1 month
Condence indicators 21 Apr-95 0 months
QUARTERLY SERIES
Employment 10 Q1 1995 3 months
GDP deators 7 Q1 1995 2 months
Unit labour cost 7 Q1 1995 4 months
Hourly labour cost 7 Q1 1996 3 months
Exchange rates 1 Q4 1995 3 months
US and Japan 23 Q1 1995 3 months
Industry and commodity prices 1 Q1 1985 6 months
GDP at current prices 7 Q1 1995 2 months
GDP at constant prices 7 Q1 1995 2 months
Value added at current prices 9 Q1 1995 2 months
Value added at constant prices 9 Q1 1995 2 months
Condence indicators: economic construction 1 Q1 1985 0 months
ANNUAL SERIES
Government nance 14 1995 4 months
US and Japan 6 1998 13 months
Notes: (*): Observations for all series in a given block are available at least since the date below
for all vintages of the dataset. (**): We report the publication lag computed using the last available
vintage (Sept. 07). If the series within a block have dierent publication lags we report the maximum
lag. The publication lag is computed with respect to the end of the month preceding a given
Governing Council - e.g. when the data for February is available early March, i.e. in time for the
March Governing Council, then the Publication Lag is assessed to be 0 month. For quarterly series
the Publication Lag is computed with respect to the last day of the quarter. For annual series the
Publication Lag is computed with respect to the last day of the year
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instance, in the course of 2005 and 2006, ESA95 national accounts data underwent major
changes as a result of the introduction of chain-linking of annual and quarterly series at
constant prices, the new treatment of FISIM and benchmark revisions. Consequently,
applying the "policy" concept, the vintages for example GDP in real terms consists of
constant prices data up to November 2005 and chain-linked series as of December 2005.
Also in the period 2005-06, euro area employment statistics were relatively unstable
owing to substantial revisions on the country level15 .
Another, very specic, issue pertaining to the area-wide RTDB is that of the relevant
denition of the euro area. Following the successive enlargements of the euro zone, the
aggregated euro area ocial statistics have used dierent denitions for the euro area as
an entity. Alternative geographic areas have been introduced that are all called "euro
area", but in fact with diering country coverage. Two concepts of euro area country
composition are employed: the xed composition - using the same group of countries
throughout all periods - and the changing composition - using the euro area composition
at the time to which the statistics relate. In the latter, data prior to 2001 refer to the
Euro 11, i.e. the following 11 EU Member States: Belgium, Germany, Ireland, Spain,
France, Italy, Luxembourg, the Netherlands, Austria, Portugal and Finland. Data from
2001 to 2006 refer to the Euro 12, i.e. the Euro 11 plus Greece. Data for 2007 refer to
the Euro 13, i.e. the Euro 12 plus Slovenia, data for 2008 refer to the Euro 15, i.e. the
Euro 13 plus Cyprus and Malta, whereas data as of 2009 refer to the Euro 16, i.e. the
Euro 15 plus Slovakia16.
It is nally worth recalling, that even though the ECB publishes all of the underlying
data in its regular statistical publications, it is not the actual data provider for many
of them. The source information is therefore mentioned on top of each data block to
indicate the primary data source, in many cases the European Commission (Eurostat).
1.3 Statistics on data revisions
For illustration purposes, focusing on series for which international comparisons are
available from the dataset, Figures 1.1 to 1.4 report all available vintages for four time-
series of key indicators, GDP, Industrial Production, Unemployment Rate and HICP
(Harmonized Index of Consumer Prices). The plotted series also correspond to the
variables for which revisions computed were most substantial among the series reported
in the Monthly Bulletin "overview table". A rst observation from this quite limited
15Such changes are regularly updated from the corresponding SDW "Explanation" pages.
16Ocial series from Eurostat that are included in this database are ocial euro area series; Eurostat
makes use of the country statistical information as available to derive an aggregation.
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Figure 1.1: Vintages for GDP euro area data
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Notes: This Figure shows the evolution of the GDP annual growth rate through vintages. The
dierent lines are the plots of the GDP series for all the available vintages. At each point in time
each plot indicates the value of the GDP annual growth rate, relative to that point in time, but for a
dierent vintage. The crosses indicate the last observation in each vintage.
set of variables is that real variables get more often and more sizeably revised than
the HICP. Revisions are nonetheless somewhat limited to overall GDP, while industrial
production and even more the unemployment rate seem to be subject to higher and
more frequent revisions.
In order to assess more precisely the impact of these revisions on the various series
included in the database, revision statistics can be computed for all series included -
therefore at monthly, quarterly and annual frequencies. Given that the monthly vin-
tages contain variables observed with dierent frequencies, a special notation has to be
employed for that purpose. We denote by Y (tjt + i) the variables of interest, where
t is the quarter (month) to which the quarterly (monthly) observation refers; i is the
number of months after the last month in the reference quarter (month). For instance,
Y (2001Q3j2001Q3+2) indicates the value of the quarterly series Y for the third quarter
2001 in the November 2001 Monthly Bulletin, while Y (Feb2001jFeb2001 + 2) indicates
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Figure 1.2: Vintages for HICP euro area data.
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Notes:This Figure shows the evolution of the annual ination through vintages. The dierent lines are
the plots of the ination series for all the available vintages. At each point in time each plot indicates
the value of the annual ination, relative to that point in time, but for a dierent vintage. The crosses
indicate the last observation in each vintage.
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Figure 1.3: Vintages for Industrial Production euro area data.
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Notes:This Figure shows the evolution of the Industrial Production annual growth rate through
vintages. The dierent lines are the plots of the Industrial Production series for all the available
vintages. At each point in time each plot indicates the value of the Industrial Production annual
growth rate relative to that point in time, but for a dierent vintage. The crosses indicate the last
observation in each vintage.
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Figure 1.4: Vintages for Unemployment euro area data.
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Notes:This Figure shows the evolution of the Unemployment through vintages. The dierent lines are
the plots of the Unemployment series for all the available vintages. At each point in time each plot
indicates the value of the Unemployment rate relative to that point in time, but for a dierent vintage.
The crosses indicate the last observation in each vintage.
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Figure 1.5: GDP growth rate for the fourth quarter of 2001 successive releases
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Notes:This Figure shows the evolution of the GDP annual growth rate for the fourth quarter of 2001
through dierent vintages. For each vintage, corresponding to an issue of the monthly bulletin, we
have a dierent value of the GDP annual growth rate for the fourth quarter of 2001.
the value of the monthly series Y for February 2001 in the April 2001 Monthly Bulletin17.
One standard revision statistics we have reported in tables is the so-called "revision er-
ror", i.e. Y (tjt + i)   Y (tjt + 24) for i = 2; 3; :::; 24 ; t = Jan00; :::; Jun09 for monthly
data and t = 00Q1; :::; 09Q2 for quarterly data. This represents the gap between a given
vintage estimate and the corresponding "nal" estimate, i.e. the opposite of the revision.
The choice of a nal date for computing revisions is neither a trivial nor a neutral step.
The revision process aecting some data, e.g. National Accounts, is indeed a never-
ending process and there are e.g. substantial revisions even after two years, taking into
account also the so-called benchmark revisions. This long-lasting process is strikingly
illustrated in Figure 1.5 which plots GDP growth rate for the fourth quarter of 2001 as
17In line with the denition employed in the above Table 1.1, if the data has quarterly frequency the
Publication lag is dened as the number of months between the last month in the reference quarter
and the month in which it is published for the rst time in the Monthly Bulletin. For monthly data,
the Publication lag is dened as the number of months between the reference month and the month in
which is published in the Monthly Bulletin.
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reported in dierent issues of the ECB Monthly Bulletin. This period roughly coincides
with an international slowdown, and the rst releases then pointed to a decline in euro
area economic activity, at the time the largest experienced since the inception of the
euro. Subsequent revisions however provided a more positive assessment of business
conditions in the euro area then prevailing; most recent gures now even indicating an
increase rather than a decline in GDP18.
Bearing such revision features in mind, the choice made of computing revisions with
respect to the issue of the ECB Monthly Bulletin two years later is somewhat arbitrary
but can be equally motivated by the following reasons. First, it is interesting to analyse
how a given observation is likely to evolve following a standard, if any, revision pattern
along a policy-relevant horizon. Second, the number of vintages available is small, hence
using a longer horizon would produce an analysis based only on few data points (as long
as the focus is on quarterly data). Third, even though there is hardly a clear denition
of what "nal" data are, in particular for National Accounts, a two-year period may
appear as a good proxy to being closer to that "nal" measure - always capturing inter
alia the rst update of annual data. Finally, work on forecast ex-post accuracy when
faced with the same issue of dening the "nal" relevant measure tends to make use of
similarly relatively short horizons (using typically the rst release of the following year),
as forecast errors would tend for all practical purposes to be reviewed ex post after a
relatively short span of time rather than a decade later.
The revision analysis is conducted, for all series, on the sample between the last ob-
servation available in the rst (January 2001) vintage to the last available observation
comprised in the June 2007 vintage, i.e. exactly 24 months before the last vintage we
use. This implies that for each series, revision statistics at all horizons have been com-
puted, broadly speaking, over the period end-2000 to end-2006. This approach ensures
that revisions for the various horizons (up to 24 months) considered are analysed on a
sample roughly common to all series and also track the whole history of revisions (up to
24 months later) to the analysed observations.
The rst releases of any given observation are represented on all charts by crosses.
The latter also help to visualise for each observation the magnitude of revisions across
subsequent vintages. At the same time, earlier revisions, i.e. to observations located
before the rst cross, are not accounted for in the reported statistics. This may not be
neutral to the results, as some of the earlier revisions (not included in the sample used for
computing revisions) can be of an opposite sign - as can be seen e.g. for unemployment.
18See Branchi et al. (2007) for a review of sources of revisions to National Account data. Revisions
at the euro area level reect the incorporation of new information combined with changes in methods.
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Table 1.2: Revision statistics for main economic indicators of the ECB Monthly Bulletin
HICP IPP HLC GDPdef M3 RealGDP IP ESI CU Emp Un
Mean
2.17 2.57 3.03 2.13 7.34 1.86 1.56 100.26 82.16 1.08 8.19
Mean of revisions to month
4 -0.05 -0.01 0.07 0.07 -0.04 0.12 0.15 -2.31 0.15 0.09 -0.07
6 -0.04 -0.02 0.07 0.13 -0.05 0.12 0.10 -2.16 0.12 0.07 -0.05
8 -0.03 -0.02 0.02 0.11 -0.05 0.11 0.07 -2.03 0.07 0.07 -0.04
12 -0.03 -0.03 0.01 0.10 0.00 0.09 0.06 -1.51 0.00 0.05 -0.03
16 -0.02 -0.02 -0.05 0.08 0.01 0.06 0.06 -0.92 -0.03 0.02 -0.01
Standard deviation
0.28 1.99 0.63 0.35 1.72 0.95 2.20 7.03 1.46 0.60 0.53
Standard deviation of revisions to month
4 0.11 0.13 0.27 0.23 0.24 0.19 0.40 2.76 0.21 0.14 0.19
6 0.10 0.12 0.25 0.15 0.22 0.16 0.42 2.48 0.21 0.11 0.18
8 0.08 0.11 0.24 0.16 0.22 0.15 0.38 2.17 0.19 0.12 0.17
12 0.07 0.08 0.19 0.13 0.08 0.13 0.28 1.77 0.17 0.08 0.13
16 0.05 0.05 0.20 0.14 0.06 0.11 0.18 1.41 0.19 0.11 0.09
Pubblication lag (months)
0 1 3 2 1 2 2 0 1 3 1
Notes: This table shows some summary statistics about some key series and their revisions. We
report the Mean of the series and the Standard deviation of the series that can be used as term of
comparison for understanding the dimension of mean and standard deviation of the revisions. We
report then the mean and the standard deviation of the revisions dened as Y (tjt+ i) Y (tjt+24),
where t indicates the reference period, while t+i - for i = 4; 6; 8; 12; 16 - is the time in which the
value of the series is observed and we consider the observation available two years later - Y (tjt+24)
- the true value. The row Publication lag indicates how many months later the reference period
the rst observation is available (for quarterly/annual series we count from the last month in the
quarter/year)
For all series, we report the mean and the standard deviations of the data revisions.
For reference, we also report the mean and the standard deviation of the series itself,
as measured in the last available vintage corresponding to the Monthly Bulletin of June
2009. This provides useful information, as the magnitude of the revisions to a given
series may well relate to the actual size and volatility of the indicator concerned. The
impact of the revision and its interpretation - economic or econometric - therefore also
depends on the underlying properties of the corresponding series.
Results for key macroeconomic indicators - appearing in the Monthly Bulletin overview
Table - are reported in Table 1.2 below.
Overall, revisions are somewhat contained, especially on the nominal side whereas they
are more substantial on the real side. In addition, there is some evidence of possible
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biases in the rst releases, e.g. GDP tending to be somewhat underestimated by these
(in the light of the sign of the computed average errors, revisions were positive overall).
The statistical signicance of this nding, however, cannot be assessed in view of the
limited sample available.
More specically, all changes in HICP are concentrated in January 2003, when Germany,
the Netherlands and Portugal moved their weight reference period from 1995 to 2000,
and this caused revisions to the euro area gures. Indeed, before January 2003 there are
no revisions at all to the Euro Area HICP, and the same happens from January 2003 to
June 2009, the last available vintage.
It should be borne in mind that the series for euro area HICP ination is a particular
case, since revisions to historical data cannot arise from changing the weights attributed
to the various country indices entering the euro area aggregation. The series reects the
changing composition for the euro area, so that the entry of new members does not lead
to any recomputation of past data and the resulting updated country weights are used
only for data subsequent to any given new entry.
For the unemployment rate, most revisions originate in a change in denition that re-
sulted in downward shifts of the unemployment level, aecting the entire time-series. As
already mentioned, these earlier revisions do not enter however the reported estimates
for the revisions. These changes were due to the harmonisation of the unemployment def-
initions across the member states, following a European Commission regulation adopted
in September 2000, which member states had two years to implement. According to the
old denition, the number of unemployed comprised all those persons above a specied
age who were without work, and who were available for work at that time. In addition,
they had to have been seeking work by taking specic steps to obtain paid employment
or self-employment during the four weeks preceding the interview. However, it was left
to the individual countries to set the upper and lower age limits, to dene the time that
a person may work and still be considered unemployed, and to determine what would
be regarded as active or passive steps to nd employment. These choices often gave rise
to dierences across countries before the harmonisation was implemented.
Finally the Table also reports summary information on publication lags. The publication
lag is dened as the number of months between the reference period and the month in
which it is published for the rst time in the Monthly Bulletin19 . For quarterly (annual)
series, the publication lag is computed with respect to the last day of the quarter (year).
More precisely, the publication month is computed with respect to the end of the month
preceding a given Governing Council (for example, if the Economic Sentiment Indicator
19See also the explanatory note of Table 1.2.
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for February is available early March, i.e. in time for the March Governing Council,
then the publication lag is assessed to be 0 month). The publication lag is not the same
across vintages as the real-time data ow - in other words, the timing of data releases -
has changed over time and correspondingly its relation to the Governing Council dates.
In particular, there has been an improvement over the recent years in the timeliness of
macroeconomic data (with e.g. the production of "ash" estimates for both GDP and
overall HICP). The lag reported in the tables is the one observed in the last available
vintage (June 2009).
The publication lag provides important information about the data availability and the
real-time data ow for the Euro Area. This information is important also to identify an
eventual trade-o between timeliness and accuracy. The relevance of various indicators
may also dier in real time, as e.g. price or money data may combine the advantage
of being more quickly available than real side series and moreover less subject to data
revisions.
Focusing on the main series considered in Chart 1, Eurostat makes unemployment avail-
able for the euro area during the rst or the second week of the second month following
the reference month. For GDP, Eurostat makes a rst release available at the beginning
of the third month following the end of the reference quarter that is reported in the
immediately subsequent Monthly Bulletin20. Industrial Production indices are released
in the second third of the second month following the reference month, and therefore
published in the Monthly Bulletin of the third month following the reference month.
Finally, the euro area HICP is released within the third week of the month following
the reference month and is accordingly reported in the Monthly Bulletin of the second
month following the reference quarter.
Among other complementary series, the Economic Sentiment Indicator is the most timely
information on the real side of the economy. These data are released at the end of the
reference month or at the beginning of the following month and hence is available for the
rst Governing Council of each month. Most revisions to these data relate to the eects
of changes in the euro area composition. Another important survey is the Purchasing
Managers' Index (PMI) produced by the NTC Economics. The PMI data are especially
timely as released just a few days after the end of the reference month. This latter
20Eurostat has produced a "ash" estimate since May 2003, released in the second week of the second
month following the end of the reference quarter - this is not published in the subsequent Monthly
Bulletin, as the rst release becomes available in the meantime. For the euro area aggregate HICP,
however, there is, since November 2001, a so-called "ash" estimate that is released immediately after
the closing of the month, and hence it is almost always available for the rst Governing Council of the
month and there is then no publication lag. These "ash" estimates are however not available for either
GDP expenditure components or HICP items. The source is europa.eu.int/comm/eurostat/.
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information is however not included in the database for copyright reasons.
When considering all indicators, a number of interesting features can be highlighted,
focusing specically on the information provided by analysing the revisions at a less
aggregated level. In particular, revisions to the real side (on the Industrial Production
e.g.) seem to relate to volatile estimates for some specic sectors, e.g. construction
and capital or intermediate goods. Similarly some GDP components tend to be af-
fected by revisions to a relatively larger extent, in particular investment and exports. In
some cases, volatile components, e.g. imports for GDP or durable consumer goods for
Industrial Production, are nonetheless not signicantly revised over time21.
1.4 Comparison with the United States and Japan
The size of revisions from one month to another can be compared across the Euro
Area, the US and Japan for the following key variables: GDP, Industrial Production,
the Unemployment Rate and the CPI. The set of variables is relatively limited, as
it is based on series available in the ECB Monthly Bulletin that have been deemed
suciently comparable22. Figures 1.6 to 1.9 show "normalised" standard deviations
of the revisions for the three countries / areas considered. Standard deviations have
been normalised, i.e. divided by the standard deviations of the annual growth rate
of the relative series computed on the vintage June 2009. This normalisation allows
us to account for possible dierences in volatility for the same series across countries,
thereby enhancing comparability. If a given series is much more volatile in a country
with respect to the other, the revisions could be expected to be of a stronger magnitude
without necessarily implying higher relative uncertainty.
First focusing on data release timings and publication lags, it can be seen that for GDP
and Industrial Production, the lines for US and Japan start before the euro area. The
reason is that in the United States and Japan those variables are always available at
least one month before the euro area ones23 . For unemployment rate, data for both the
euro area and Japan are reported to the Governing Council after those for the US. We
21These tables can be found in the Annex 4 of the working paper version of this Chapter, downloadable
from http://www.ecb.europa.eu/pub/scientic/wps/author/html/author1212.en.html
22For instance monetary aggregates dier substantially in scope across countries (M2 wide for the
US has no clear euro area equivalent). See also Branchi et al. (2007) for such country-specic aspects,
as well as the following ECB Monthly Bulletin article, on the comparability of international statistics:
http : ==www:ecb:europa:eu=pub=pdf=other=pp6172mb200504en:pdf .
23However until the rst half of the 2000 the rst release of the euro area GDP was published two
months later then the U.S. one. The situation has changed since the second quarter of 2002, with now
the euro area GDP being available in the Monthly Bulletin three months after the last month of the
reference quarter.
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have however the same timing for consumer prices across the three economic areas.
The earlier reporting for the US relates to the release schedule. In the US, the advance
estimate of the GDP is available at the end of the month that follows the last month
in the reference quarter, and can then be published in the Monthly Bulletin at the
beginning of the second month after the last month in the reference quarter. The US
Industrial Production indices are usually released during the second or the third week of
the month following the reference month, and are then published in the Monthly Bulletin
of the second month following the reference month. The unemployment rate for the US is
available during the rst or second week of the month following the reference month. For
this reason in the Monthly Bulletin of the second month following the reference month,
there is always updated data on the US unemployment rate. Both the US consumer price
index and the euro area HICP are released within the third week of the month following
the reference month, so that they appear in the Monthly Bulletin of the second month
following the reference quarter. In general, in Europe the publication lag is much longer
for indicators of real economic activity. As a result, the timely but "softer" information
provided by surveys may be more valuable in the euro area (such survey data are, as
already mentioned, included in the RTDB).
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Figure 1.6: Revisions for GDP growth (yoy) euro area, US and Japan data.
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Notes:In this gure we compare the ratio of the standard deviation of revisions on the standard
deviation of the respective series for the GDP annual growth rate of the Euro Area, the U.S. and
Japan. The standard deviation of the series is computed on the last available vintage, i.e. June 2009.
The revisions are dened as Y (tjt + i)   Y (tjt + 24), where t indicates the reference period, while t+i
- for i = 1; 2; 24 on the category axis - is the time in which the value of the series is observed and we
consider the observation available two years later - Y (tjt+ 24) - the true value.
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Figure 1.7: Revisions for HICP ination (yoy) euro area, US and Japan data.
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Notes:In this gure we compare the ratio of the standard deviation of revisions on the standard
deviation of the respective series for the annual ination of the Euro Area, the U.S. and Japan. The
standard deviation of the series is computed on the last available vintage, i.e. June 2009. The revisions
are dened as Y (tjt+ i)  Y (tjt+24), where t indicates the reference period, while t+i - for i = 1; 2; 24
on the category axis - is the time in which the value of the series is observed and we consider the
observation available two years later - Y (tjt+ 24) - the true value.
As regards revisions, those aecting US GDP are larger over time than those for the
euro area. In view of the much earlier GDP data release and correspondingly much lower
publication lag for the US, this may suggest a trade-o between timeliness and accuracy.
Japanese revisions in comparison even with the US appear very large, converging in
magnitude to those seen for the other two GDP series only after some 20 months. This
may relate to the sample covered, where Japanese growth has been relatively more
volatile, as evidenced by the high coecient of variation of this series with respect to
that for the US, and was therefore perhaps more than proportionately dicult to exactly
and timely assess. Recession, deation or crises periods may result in enhancing such
diculties.
Similar results about the uncertainty of the revisions are obtained for the euro area
Industrial Production Index compared with the US ones. An interesting additional
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Figure 1.8: Revisions IP growth (yoy) euro area, US and Japan data.
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Notes:In this gure we compare the ratio of the standard deviation of revisions on the standard
deviation of the respective series for the Industrial Production annual growth rate of the Euro Area,
the U.S. and Japan. The standard deviation of the series is computed on the last available vintage, i.e.
June 2009. The revisions are dened as Y (tjt+ i)  Y (tjt+24), where t indicates the reference period,
while t+i - for i = 1; 2; 24 on the category axis - is the time in which the value of the series is observed
and we consider the observation available two years later - Y (tjt+ 24) - the true value.
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Figure 1.9: Revisions Unemployment rate euro area, US and Japan data.
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Notes:In this gure we compare the ratio of the standard deviation of revisions on the standard
deviation of the respective series for the Unemployment of the Euro Area, the U.S. and Japan. The
standard deviation of the series is computed on the last available vintage, i.e. June 2009. The revisions
are dened as Y (tjt+ i)  Y (tjt+24), where t indicates the reference period, while t+i - for i = 1; 2; 24
on the category axis - is the time in which the value of the series is observed and we consider the
observation available two years later -Y (tjt+ 24) - the true value.
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nding is that, very much contrary to the GDP results, Japanese revisions seem to be
more moderate than those aecting the other two datasets.
Clearly, from the chart, consumer price indexes are never revised in the US, all statistics
revisions being zero. All revisions in the euro area are caused, to recall, by a single
event in 2003 - when weights changed, see previous section. Bearing this in mind,
Japanese gures appear in between, with larger revisions to the initial releases, but
quicker convergence to the nal estimate, than seen in the euro area.
Analysing the revisions of the unemployment rate series we get opposite results with
respect to the ones obtained for GDP and industrial production indices. Indeed, for this
variable it seems that revisions are quite larger in the euro area than both in the US
and Japan.
1.5 Key euro area macroeconomic ratios
We have now studied the eects of data revision on ocial statistics over a two-year
period. In addition to monitoring such raw data, economists, also in policy institutions,
need however to process such data with a view to assessing the state of the economy
at a given point in time. The simplest way data are processed is through simple trans-
formations (e.g. ratios) which do not require any econometric work. In this section we
illustrate the eect of data revisions on a number of such macroeconomic ratios for the
euro area, that are key to both economists and policy-makers.
The following illustrative set of ratios has been considered:
 The ratio of real GDP to total employment (Apparent labour productivity);
 The ratio of real consumption to real GDP (Propensity to consume);
 The ratio of real investment to real GDP (Propensity to invest);
 The ratio consumption deator to GDP deator (Internal terms of trade).
 The ratio real exports plus real import over twice real GDP (Trade openness).
We aim at assessing whether such key ratios are aected by data revisions to a compa-
rable extent as basic data are, as documented above - revisions to the latter may either
oset one another or instead cumulate when considering ratios of interest. Figures 1.10
to 1.14 show the time-series for these ratios over all vintages. For labour productivity,
we report respectively the yearly growth rate. Revision statistics are reported in Table
24 CHAPTER 1. EURO AREA REAL TIME DATA BASE
Table 1.3: Revision statistics for US and Japan key indicators
CPI ULC RealGDP IP UR Broad Money
United States
Mean
2.67 0.48 2.39 1.63 5.19 6.12
Mean of revision to month
4 0.00 1.09 0.51 0.02 0.00 -0.02
6 0.00 1.09 0.51 -0.03 0.01 0.08
8 0.00 1.05 0.50 -0.10 0.01 0.13
12 0.00 0.84 0.41 -0.17 0.00 0.15
16 0.00 0.36 0.28 -0.12 0.00 0.11
Standard deviation
0.85 2.07 1.09 3.19 0.62 1.78
Standard deviation of revision to month
4 0.00 3.16 0.32 0.58 0.06 0.96
6 0.00 3.12 0.32 0.52 0.06 0.77
8 0.00 2.87 0.33 0.44 0.05 0.61
12 0.00 2.97 0.35 0.38 0.04 0.48
16 0.00 2.65 0.27 0.38 0.03 0.39
Pubblication lag (months)
1 2 1 1 1 1
Japan
Mean
-0.31 -1.88 1.60 1.39 4.78 2.02
Mean of revision to month
4 0.01 -0.01 0.42 -0.19 0.00 0.05
6 0.00 0.05 0.31 -0.19 -0.01 0.04
8 -0.01 0.12 0.30 -0.20 -0.01 0.03
12 -0.01 0.21 0.28 -0.20 0.00 0.01
16 -0.01 0.17 0.26 -0.15 0.00 0.02
Standard deviation
0.48 4.33 1.42 5.38 0.49 0.80
Standard deviation of revision to month
4 0.10 0.68 1.40 0.57 0.05 0.09
6 0.08 0.66 1.37 0.57 0.04 0.07
8 0.06 0.65 1.23 0.53 0.04 0.06
12 0.06 0.56 0.91 0.43 0.04 0.04
16 0.06 0.45 0.82 0.35 0.04 0.04
Pubblication lag (months)
1 3 2 1 1 1
Notes: This table shows some summary statistics about some key series and their revisions. We
report the Mean of the series and the Standard deviation of the series that can be used as term of
comparison for understanding the dimension of mean and standard deviation of the revisions. We
report then the mean and the standard deviation of the revisions dened as Y(t|t+i)-Y(t|t+24),
where t indicates the reference period, while t+i - for i=4,6,8,12,16 - is the time in which the value
of the series is observed and we consider the observation available two years later - Y(t|t+24)
- the true value. The row Publication lag indicates how many months later the reference period
the rst observation is available (for quarterly/annual series we count from the last month in the
quarter/year)
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1.4. Since Trade openness is clearly trended, descriptive statistics are reported for the
yearly changes.
Revisions to the growth rate of labour productivity are quite substantial and in fact much
larger than the corresponding revisions to both growth rates of GDP (the numerator)
and employment (the denominator), which in turn then do not oset each other. These
revisions to the growth rate of productivity are an essential feature of all vintages - there
are however no evident breaks in 2005 associated with the above-mentioned benchmark
revisions in national account and employment. At the same time, these ndings indicate
that studies analysing productivity gains may be subject to a somewhat high degree of
real-time data uncertainty.
Substantial revisions also aect both propensities to consume and invest. The aver-
age propensities are between 56 and 59 for consumption and between 19 and 22 for
investment. These ranges of variability partly reect cyclical uctuations, but also a
non-negligible real-time data uncertainty, which can be as large as 2% for the propen-
sity to consume and 1% for the propensity to invest. Major revisions took place in 2005
when Eurostat moved from constant prices to chain linking. In view of these results,
analyses focusing e.g. on the investment - saving balance for the euro area may not be
fully robust to data revisions.
For the internal term of trade, revisions are in terms of size somewhat in between that
of the propensity to invest and the propensity to consume. If we exclude a clear outlier
corresponding to January 2004, from 2001 onward, the range of revisions has been as
large as two percent. This is quite signicant as the in-sample volatility, for any given
vintage of that series, appears closer to one percentage point. This pattern of uncertainty
has neither increased not decreased with the benchmark revisions of 2005. These results
may mirror corresponding revisions aecting trade deators on both import and export
sides, which have been sizeable. Analyses involving income distribution assessment (such
as computations of wage or prot shares) or similarly purchasing power evaluation may
therefore also be aected by related data revisions.
Finally, in contrast to the previous ratios, the trade openness appears almost unaected
by revisions across vintages, although trade aggregates were subject to strong revisions
over time. The reason is that the ratio exhibits a strong upward trend, reecting the
ongoing process of globalisation. With respect to this dominant pattern, data revisions
are negligible. However, the eect of data revisions is more sizeable when looking at
annual changes in the trade openness, see Table 1.4.
Overall, the real-time data uncertainty seems to aect also key ratios to a substantial
extent, and not only the basic published series that we analysed earlier. It seems then
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Figure 1.10: Vintages for Apparent labour productivity growth (yoy).
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Notes:This Figure shows the evolution of the Apparent labour productivity through vintages. The
dierent lines are the plots of the Apparent labour productivity series for all the available vintages. At
each point in time each plot indicates the value of the Apparent labour productivity relative to that
point in time, but for a dierent vintage. The crosses indicate the last observation in each vintage.
warranted to systematically complement any economic analysis for the euro area with
checks for robustness to such eects, as commonly done by now for the US.
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Figure 1.11: Vintages for Propensity to consume.
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Notes:This Figure shows the evolution of the Propensity to consume through vintages. The dierent
lines are the plots of the Propensity to consume series for all the available vintages. At each point in
time each plot indicates the value of the Propensity to consume relative to that point in time, but for
a dierent vintage. The crosses indicate the last observation in each vintage.
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Figure 1.12: Vintages for Propensity to invest.
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Notes:This Figure shows the evolution of the Propensity to invest through vintages. The dierent
lines are the plots of the Propensity to invest series for all the available vintages. At each point in
time each plot indicates the value of the Propensity to invest relative to that point in time, but for a
dierent vintage. The crosses indicate the last observation in each vintage.
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Figure 1.13: Vintages for Internal terms of trade.
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Notes:This Figure shows the evolution of the Internal terms of trade through vintages. The dierent
lines are the plots of the Internal terms of trade series for all the available vintages. At each point in
time each plot indicates the value of the Internal terms of trade relative to that point in time, but for
a dierent vintage. The crosses indicate the last observation in each vintage.
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Figure 1.14: Vintages for Trade openness.
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Notes:This Figure shows the evolution of the Trade openness through vintages. The dierent lines
are the plots of the Trade openness of trade series for all the available vintages. At each point in time
each plot indicates the value of the Trade openness of trade relative to that point in time, but for a
dierent vintage. The crosses indicate the last observation in each vintage.
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Table 1.4: Revision statistics for Apparent labour productivity (APL), Propensity to
consume (PC), Propensity to invest (PI), Internal terms of trade (ITT) and Trade open-
ness (TO).
APL PC PI ITT TO
Mean
2.19 57.44 21.08 100.48 3.37
Mean of revisions to month
4 -0.02 -0.43 -0.17 0.37 -0.23
6 -0.02 -0.38 -0.13 0.40 -0.25
8 -0.02 -0.37 -0.11 0.33 -0.22
12 -0.01 -0.25 -0.07 0.31 -0.17
16 -0.05 -0.17 -0.04 0.13 -0.09
Standard deviation
0.82 0.40 0.41 0.40 1.53
Standard deviation of revisions to month
4 0.26 0.58 0.18 0.37 0.25
6 0.20 0.53 0.17 0.33 0.21
8 0.17 0.52 0.16 0.32 0.17
12 0.20 0.42 0.15 0.32 0.16
16 0.17 0.36 0.14 0.30 0.16
Notes: This table shows some summary statistics about some key big ratios and their revisions.
We report the Mean of the ratios and the Standard deviation of the ratios that can be used as term
of comparison for understanding the dimension of mean and standard deviation of the revisions. We
report then the mean and the standard deviation of the revisions dened as Y(t|t+i)-Y(t|t+24),
where t indicates the reference period, while t+i - for i=4,6,8,12,16 - is the time in which the value
of the series is observed and we consider the observation available two years later - Y(t|t+24) - the
true value.
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1.6 NAIRU computations in real time
Beyond monitoring key ratios over time on a descriptive basis, economists conduct also
some econometric analyses, e.g. to derive other key magnitudes that are representative
of the economy. Such results may obviously also not be immune to data revisions,
given what we already demonstrated by looking at simple key ratios. To illustrate that
point, we now study the impact of data revisions on the real-time assessment of the Non
Accelerating Ination Rate of Unemployment (NAIRU) for the euro area. The NAIRU
is estimated following Staiger, Stock and Watson (1997). We strictly aim at showing the
possible impact of data revisions on given econom(etr)ic results, and therefore do not
intend to conclude on the actual level or evolution over time of the NAIRU for the euro
area - in a given sample, the model employed e.g. assumes that the NAIRU is constant
in-sample. Many dierent alternative methods can be used for NAIRU computations,
leading to varied views as to which extent and why the NAIRU changes over time. Such
investigation is beyond the scope of this Chapter.
Staiger, Stock and Watson (1997) propose to determine the NAIRU using the following
relation, according to which if unemployment remains xed at the NAIRU value, then
ination does not change:
t = 1(Ut 1   ) + 2(Ut 2   ) + Xt + t (1.1)
where t is the rate of ination (computed using HICP excluding energy and unprocessed
food), Ut is the unemployment rate and Xt denotes additional control variables - in the
case at hand, one lag of the change in ination and of the change in oil price ination.
The NAIRU,  enters the formula as an unknown parameter. This relation cannot
be easily estimated because the model is non-linear in its parameters. For this reason
Staiger, Stock and Watson (1997) suggest estimating the following relation instead:
t = + 1Ut 1 + 2Ut 2 + Xt + et (1.2)
Given the ordinary least square estimates of the constant term  and coecients 1 and
2 , the unique value of the NAIRU for any given data sample can then be estimated as:
 
1 + 2
(1.3)
On this basis, we have derived the euro area NAIRU from all available vintages. We
also computed the uncertainty surrounding this indicator, using the Fieller's method
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as also proposed in Staiger, Stock and Watson (1997)24. This uncertainty reects that
pertaining to parameters in this given model, not the uncertainty arising from the already
mentioned fact that other possible modelling strategies are available to compute the
NAIRU.
We wish to eventually check whether the NAIRU computed on the last available vin-
tage still lays within the resulting (econometric) condence intervals constructed in real
time using past available vintages, in other words, whether the real-time uncertainty
is econometrically signicant in that specic case. We also then need however to also
account for the fact that revisions can arise from data availability, since for each vintage
the model is estimated with dierent samples of available data. In order to assess the
relative importance of this uncertainty, we perform a standard pseudo-real-time exercise
where we isolate the eect of data revisions by estimating the NAIRU using the data
of the last available vintage but preserving the real-time pattern of data availability.
More in detail, for each month of our database, we identify which sample of backdata
was then was available,in the corresponding issue if the ECB Monthly Bulletin; we then
substitute for each observation in that sample the value reported in the latest available
vintage of data, June 2009, to the release then available in the ECB Monthly Bulletin.
Figure 1.15 reports the results of the computations, showing the real-time NAIRU - along
with the associated condence interval, the pseudo-real-time NAIRU, and the NAIRU
from the last available vintage (denoted "Last NAIRU"). We also report the real-time
unemployment gap, dened as the dierence between unemployment and the NAIRU.
This variable can be interpreted as an indicator of forthcoming inationary pressures
according to equation (1.1).
Results rst show that recursive estimates of the NAIRU changes quite substantially
over time. Real-time and pseudo-real-time estimates are moreover quite dierent over
the whole sample from the NAIRU computed using only the last available vintage of
data. This indicates that both data revisions and data availability are important sources
of the overall real-time uncertainty. However, data availability plays a larger role when
the NAIRU is computed with the earlier vintages - using data up to the June 2003 ECB
Monthly Bulletin - where the estimation sample remains short. Dierences between
real-time and pseudo-real-time estimates become smaller when computed using more
recent vintages.
However, both the pseudo-real-time and the last-vintage NAIRUs remain within the
condence bands around the real-time NAIRU. This indicates that the combined varia-
24Condence bands are computed as in Staiger, Stock and Watson (1997) by using an extension of a
technique originally proposed by E.C. Fieller (1954) to construct a condence interval for the ratio of
the means of two dependent normal random variables.
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Figure 1.15: Real-time euro area NAIRU.
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Notes:This gure reports the evolution of the NAIRU computed in real time along with the associated
condence interval, the NAIRU estimated with the pseudo real time exercise, and the NAIRU
computed with the last available vintage (denoted Last NAIRU). At each point in time, each plot
indicates the value of the variables relative to that point in time, but for a dierent vintage.
tion from both data availability and data revisions remain well below that uncertainty
aects the accuracy with which the parameters of this given model can be estimated.
Finally, an interesting side-nding of this illustrative exercise, is that, as seen on Figure
1.16, the focus on the unemployment gap as such can be misplaced - even regardless
of parameter or model uncertainty considerations. Data uncertainty per se suces to
render the interpretation of such variables highly dubious, as for instance can be docu-
mented for the periods 2000-02 and 2003-06 where, respectively, the gap is subject to a
measurement error of close to 2 p.p. and there is even uncertainty on the very sign of
the unemployment gap.
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Figure 1.16: Unemployment gap in real time
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Notes:This Figure shows the evolution of the unemployment gap, dened as unemployment rate
minus NAIRU, through vintages. The dierent lines are the plots of the unemployment gap series for
all the available vintages. At each point in time each plot indicates the value of the unemployment gap
relative to that point in time, but for a dierent vintage. The crosses indicate the last observation in
each vintage.
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1.7 Summary
We have described the construction of, and documented, an euro area-wide real time
database, comprising a large number of series, as reported in the ECB Monthly Bulletin.
The monthly vintages of the underlying ECB Monthly Bulletin data are made available
for external use via the EABCN website and the ECB Statistical Data Warehouse and are
regularly updated on a quarterly basis. This database will provide users with regular
snapshots of area-wide data, as available to the euro area Governing Council at the
beginning of each month.
We have studied the real-time data revision and data-ow processes in the euro area and
compared it with those for the US and Japan. Revisions for the euro area appeared espe-
cially on the real side as relatively limited in comparison, this being possibly connected
to a less quick delivery of rst estimates.
At the same time, revisions to euro area macroeconomic data can be substantial enough
to aect the assessment of the macroeconomic situation in the euro area at a given
point in time. For instance, GDP composition or Industrial Production indices can
experience important changes over time. Also the unemployment rate or the saving ratio
are typically subject to sizeable revisions, albeit mostly aecting the level rather than
the trends in the reviewed series. Labour productivity trends or the degree of openness
seem to be less aected than other key ratios such as terms of trade or propensities to
consume or invest out of GDP.
We have also provided real-time and pseudo-real time NAIRU estimates for the euro
area on the basis of this ECB Monthly Bulletin euro area-wide database and showed
that the uncertainty relating to data revision issues albeit sizeable, would be dominated
by that arising from the estimation of the parameters.
We plan to use further this comprehensive euro area dataset and would also welcome
any further use of such data by researchers.
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A.1 Cut-o dates
Vintage Cut-o date GC meeting Vintage Cut-o date GC meeting
Jan-01 03-Jan-01 04-Jan-01 Apr-05 06-Apr-05 07-Apr-05
Feb-01 31-Jan-01 01-Feb-01 May-05 03-May-05 04-May-05
Mar-01 28-Feb-01 01-Mar-01 Jun-05 01-Jun-05 02-Jun-05
Apr-01 10-Apr-01 11-Apr-01 Jul-05 06-Jul-05 07-Jul-05
May-01 08-May-01 10-May-01 Aug-05 03-Aug-05 04-Aug-05
Jun-01 06-Jun-01 07-Jun-01 Sep-05 31-Aug-05 01-Sep-05
Jul-01 04-Jul-01 05-Jul-01 Oct-05 05-Oct-05 06-Oct-05
Aug-01 01-Aug-01 02-Aug-01 Nov-05 02-Nov-05 03-Nov-05
Sep-01 13-Sep-01 13-Sep-01 Dec-05 30-Nov-05 01-Dec-05
Oct-01 10-Oct-01 11-Oct-01 Jan-06 11-Jan-06 12-Jan-06
Nov-01 07-Nov-01 08-Nov-01 Feb-06 01-Feb-06 02-Feb-06
Dec-01 05-Dec-01 06-Dec-01 Mar-06 01-Mar-06 02-Mar-06
Jan-02 16-Jan-02 17-Jan-02 Apr-06 04-Apr-06 06-Apr-06
Feb-02 06-Feb-02 07-Feb-02 May-06 03-May-06 04-May-06
Mar-02 06-Mar-02 07-Mar-02 Jun-06 07-Jun-06 08-Jun-06
Apr-02 03-Apr-02 04-Apr-02 Jul-06 05-Jul-06 06-Jul-06
May-02 30-Apr-02 02-May-02 Aug-06 02-Aug-06 03-Aug-06
Jun-02 05-Jun-02 06-Jun-02 Sep-06 30-Aug-06 31-Aug-06
Jul-02 03-Jul-02 04-Jul-02 Oct-06 04-Oct-06 05-Oct-06
Aug-02 31-Jul-02 01-Aug-02 Nov-06 31-Oct-06 02-Nov-06
Sep-02 11-Sep-02 12-Sep-02 Dec-06 06-Dec-06 07-Dec-06
Oct-02 09-Oct-02 10-Oct-02 Jan-07 10-Jan-07 11-Jan-07
Nov-02 06-Nov-02 07-Nov-02 Feb-07 07-Feb-07 08-Feb-07
Dec-02 04-Dec-02 05-Dec-02 Mar-07 07-Mar-07 08-Mar-07
Jan-03 15-Jan-03 23-Jan-03 Apr-07 11-Apr-07 12-Apr-07
Feb-03 05-Feb-03 06-Feb-03 May-07 08-May-07 10-May-07
Mar-03 05-Mar-03 06-Mar-03 Jun-07 05-Jun-07 06-Jun-07
Apr-03 02-Apr-03 03-Apr-03 Jul-07 04-Jul-07 05-Jul-07
May-03 07-May-03 08-May-03 Aug-07 01-Aug-07 02-Aug-07
Jun-03 04-Jun-03 05-Jun-03 Sep-07 05-Sep-07 06-Sep-07
Jul-03 09-Jul-03 10-Jul-03 Oct-07 02-Oct-07 04-Oct-07
Aug-03 30-Jul-03 31-Jul-03 Nov-07 07-Nov-07 08-Nov-07
Sep-03 03-Sep-03 04-Sep-03 Dec-07 05-Dec-07 06-Dec-07
Oct-03 01-Oct-03 02-Oct-03 Jan-08 09-Jan-08 10-Jan-08
Nov-03 05-Nov-03 06-Nov-03 Feb-08 06-Feb-08 06-Mar-08
Dec-03 03-Dec-03 04-Dec-03 Mar-08 05-Mar-08 06-Mar-08
Jan-04 14-Jan-04 22-Jan-04 Apr-08 09-Apr-08 10-Apr-08
Feb-04 04-Feb-04 05-Feb-04 May-08 06-May-08 08-May-08
Mar-04 03-Mar-04 04-Mar-04 Jun-08 04-Jun-08 05-Jun-08
Apr-04 31-Mar-04 01-Apr-04 Jul-08 02-Jul-08 03-Jul-08
May-04 05-May-04 06-May-04 Aug-08 06-Aug-08 07-Aug-08
Jun-04 02-Jun-04 03-Jun-04 Sep-08 03-Sep-08 04-Sep-08
Jul-04 30-Jun-04 01-Jul-04 Oct-08 30-Sep-08 02-Oct-08
Aug-04 04-Aug-04 05-Aug-04 Nov-08 05-Nov-08 06-Nov-08
Sep-04 01-Sep-04 02-Sep-04 Dec-08 03-Dec-08 04-Dec-08
Oct-04 06-Oct-04 07-Oct-04 Jan-09 14-Jan-09 15-Jan-09
Nov-04 03-Nov-04 04-Nov-04 Feb-09 04-Feb-09 05-Feb-09
Dec-04 01-Dec-04 02-Dec-04 Mar-09 04-Mar-09 05-Mar-09
Jan-05 12-Jan-05 13-Jan-05 Apr-09 01-Apr-09 02-Apr-09
Feb-05 02-Feb-05 03-Feb-05 May-09 06-May-09 07-May-09
Mar-05 02-Mar-05 03-Mar-05 Jun-09 03-Jun-09 04-Jun-09
38 CHAPTER 1. EURO AREA REAL TIME DATA BASE
A.2 Core series list
IPP Industrial Producer Prices
Ulc Unit Labour Cost
Lnn Employment, total
Yed GDP deator
Ddd Domestic demand deator
Pcd Consumption deator
Gcd Government consumption deator
Itd Investment deator
Xtd Exports deator
mtd Imports deator
yen GDP, nominal
Pcn Consumption, nominal
Gcn Government consumption, nominal
Itn Investment, nominal
Cin Changes in inventories, nominal
Xtn Exports, nominal
Mtn Imports, nominal
Yer GDP, real
Pcr Consumption, real
Gcr Government consumption, real
Itr Investment, real
Cir Changes in inventories, real
Xtr Exports, real
Mtr Imports, real
ipSA Industrial production, total
Unrx Unemployment rate
Hicp Harmonized index of consumer prices
Can Current account balance
gbr10y 10-years government bond
ir3m 3-month Euribor
Sei Stock exchange index
M3 M3
M1 M1
Bm Base money
Tloa Loans, total
Tcre Credit, total
Hlc Hourly labour cost: by components and by economic activity
Psd Public sector decit
Chapter 2
Maximum likelihood estimation of
large factor model on datasets with
arbitrary pattern of missing data.
In this Chapter we propose a methodology to estimate a dynamic factor model on data
sets with an arbitrary pattern of missing data. We modify the Expectation Maximisation
(EM) algorithm as proposed for a dynamic factor model by Watson and Engle (1983) to
the case with general pattern of missing data. We also extend the model to the case with
serially correlated idiosyncratic component. The framework allows to handle eciently
and in an automatic manner sets of indicators characterized by dierent publication
delays, frequencies and sample lengths. This can be relevant e.g. for young economies
for which many indicators are compiled only since recently. We also show how to extract
a model based news from a statistical data release within our framework and we derive
the relationship between the news and the resulting forecast revision. This can be used
for interpretation in e.g. nowcasting applications as it allows to determine the sign
and size of a news as well as its contribution to the revision, in particular in case of
simultaneous data releases. We evaluate the methodology in a Monte Carlo experiment
and we apply it to nowcasting and backdating of euro area GDP.
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2.1 Introduction
In this Chapter we propose a methodology to estimate a dynamic factor model on data
sets with an arbitrary pattern of missing data.
Starting with seminal papers of Geweke (1977) and Sargent and Sims (1977), dynamic
factor models have found many applications in econometrics such as forecasting, struc-
tural analysis or construction of economic activity indicators.1 The underlying idea of
a factor model is that (dynamic) co-movement of (possibly many) observed series can
be summarised be few unobserved factors. Due to latency of the factors, maximum
likelihood estimators cannot, in general, be obtained explicitly. Small scale dynamic
factor models have been traditionally estimated by optimisation algorithms both in fre-
quency (Geweke, 1977; Sargent and Sims,1977; Geweke and Singletone, 1980) and in
time domain (Engle and Watson, 1981; Stock and Watson, 1989; Quah and Sargent,
1992). For example, Engle and Watson (1981) write a dynamic factor model in a state
space representation, apply Kalman lter to compute the likelihood and use an opti-
misation method to nd maximum likelihood estimates of the parameters. An alterna-
tive approach has been proposed by Watson and Engle (1983), who have adapted the
Expectation-Maximisation (EM) algorithm of Dempster, Laird, and Rubin (1977) to the
case of dynamic factor model.2
We build on the dynamic factor model representation of Watson and Engle (1983) and,
like this study, adopt the EM approach for maximum likelihood estimation. One con-
tribution of the Chapter is to derive the steps of EM algorithm for a general pattern
of missing data. While EM algorithm has been designed as a general approach to deal
with latent and missing data, in the context of dynamic factor model, it has been usually
applied to deal only with latency of the factors under the assumption that there are no
missing values in the observables. The only exception is the paper by Shumway and
Stoer (1982), who show how to implement the EM algorithm for a state space repre-
sentation with missing data, however only in the case in which the matrix linking the
states and the observables is known. Here we deal with a general case. In addition, we
propose how to model the serial correlation of the idiosyncratic component. Approaches
proposed elsewhere (e.g. Reis and Watson, 2007; Jungbacker and Koopman, 2008) are
1see e.g. Engle and Watson (1981); Watson and Engle (1983); Stock and Watson (1989); Quah and
Sargent (1992); Bernanke and Boivin (2003); Forni, Hallin, Lippi, and Reichlin (2003, 2005); Giannone,
Reichlin, and Sala (2004); Marcellino, Stock, and Watson (2003); Stock and Watson (1999, 2002a,b);
Altissimo, Cristadoro, Forni, Lippi, and Veronese (2006);
2EM algorithm was originally proposed by Dempster, Laird, and Rubin (1977) as a general iterative
solution for maximum likelihood estimation in problems with missing or latent data. It has been
adapted to a variety of problems, such as e.g. mixture models, regime switching models, linear models
with missing or truncated data, see e.g. McLachlan and Krishnan (1996) for an overview.
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not feasible in case of a general pattern of missing data.
With respect to a popular non-parametric method based on principal components,3
maximum likelihood approach as adopted here has several advantages. First, it can
deal with general pattern of missing data. Second, it provides framework for imposing
restrictions on the parameters. Finally, it is more ecient for small samples.
Hence, the methodology proposed in this Chapter allows to handle eciently and in an
automatic manner data sets with an arbitrary pattern of data availability. It is well
suited for data sets including e.g. series of dierent sample lengths. Therefore, our
framework can be particularly relevant for the euro area or other young economies for
which many series have been compiled only since recently (e.g. euro area Purchasing
Managers' Surveys). It could be also used to incorporate nancial indicators with shorter
history (e.g. share prices of particular institutions or series from euro area Bank Lending
Survey). Moreover, as the series measured at a lower frequency can be interpreted as
\high frequency" indicators with missing data, mixed frequency data sets can be easily
handled. This can be important for two reasons: rst, the information in the indicators
sampled at a lower frequency (e.g. consumption, employment) can be used to extract
the factors; second, the forecasts or interpolations of the former can be easily obtained.
Furthermore, since Factor Augmented VARs (FAVARs, see e.g. Bernanke, Boivin, and
Eliasz, 2005) or factor models with a block structure (e.g. Kose, Otrok, and Whiteman,
2003) are restricted versions of a general model studied here, the methodology we propose
can be used to estimate such models, in particular, in the presence of missing data (e.g.
on mixed frequency or real-time data sets). We discuss how to impose such restrictions
within our framework.4
Finally, the methodology is computationally feasible for large data sets. Maximum
likelihood approach, in general, has been long considered infeasible for data sets in which
the size of cross-section is large. Therefore, non-parametric methods based on principal
components have been applied. Recently, Doz, Giannone, and Reichlin (2006) have
proved that, as the size of the cross-section goes to innity, one can obtain consistent
estimates of the factors by maximum likelihood (also in case of weak cross and serial
correlation in the idiosyncratic component). In a Monte Carlo study they have used
3see e.g. Connor and Korajczyk (1986, 1988, 1993); Forni and Reichlin (1996, 1998); Stock and
Watson (2002a); Forni, Hallin, Lippi, and Reichlin (2000); Bai (2003); Giannone, Reichlin, and Small
(2008);
4EM algorithm has been recently applied to estimate models in the spirit of FAVAR by Bork,
Dewachter, and Houssa (2009) and Bork (2009). Applications to other types of restricted factor models
include Reis and Watson (2007) and Modugno and Nikolaou (2009); the former impose restrictions in
order to identify the pure ination, the latter in order to forecast the yield curve using the Nelson-Siegel
exponential components framework.
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EM algorithm for the estimation and shown that it is reliable and computationally
inexpensive also in the case of large cross-sections.5
Additional contribution of the Chapter is that we show how to extract a model based
news from a statistical data release within our framework and we derive the relationship
between the news and the resulting forecast revision.6 The derivations can be easily
adopted to any model that can be cast in a state space form. This can be of interest
for understanding and interpreting forecast revisions in e.g. nowcasting applications
in which there is a continuous inow of new information and forecasts are frequently
updated. It allows us to determine the sign and size of a news as well as its contribution
to the revision, in particular in case of simultaneous data releases. For example, it
enables us to produce statements like \the forecast was revised up by ... because of
higher than expected release of ...".
We evaluate the performance of the methodology both on simulated and on euro area
data.
In a Monte Carlo simulation experiment we consider dierent model specications, sam-
ple sizes and fractions of missing data. We evaluate the precision in estimating the space
spanned by the common factors as well as forecast accuracy. We compare these with the
results obtained when using the EM algorithms proposed by Stock and Watson (2002b)
and by Rubin and Thayer (1982) (the latter is a special case of the algorithm derived in
this Chapter).
In the empirical application, we use the methodology for real-time forecasting and back-
dating of the euro area GDP using monthly and quarterly indicators. We consider
specications of dierent cross-sectional sizes, from small scale model with around 15
variables to large scale specication with around 100 series. Our approach can deal
with such features of the data set as \ragged edge",7 mixed frequency and varying series
length (e.g. Purchasing Managers' Surveys are available only later in the sample). We
compare the forecast accuracy of these specications with that of univariate benchmarks
as well as of the model of Banbura and Runstler (2007), who adopt the methodology of
Giannone, Reichlin, and Small (2008) to the case of euro area.
5Jungbacker and Koopman (2008) show that a simple transformation of the state space representa-
tion can yield substantial computational gains for likelihood evaluation. They show that, on one hand,
this can be used to speed up the EM iterations and, on the other hand, direct maximisation of the
likelihood by optimisation methods becomes feasible also for large cross-sections.
6Note that the news concept considered here is dened with respect to the model and not market
expectations. It is also dierent from news vs. noise concept considered by Giannone, Reichlin, and
Small (2008).
7\Ragged edge" arises in real-time applications and means that there is a varying number of missing
observations at the end of the sample as dierent series are subject to dierent publication delays and
are released at dierent points in time.
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Giannone, Reichlin, and Small (2008) have proposed a factor model framework, which
allows to deal with \ragged edge" and exploit information from large data sets in a
timely manner. They have applied it to nowcasting of US GDP from a large number of
monthly indicators. While Giannone, Reichlin, and Small (2008) can handle the \ragged
edge" problem, it is not straightforward to apply their methodology to mixed frequency
panels with series of dierent lengths or, in general, to any pattern of missing data.8 In
addition, as the estimation is based on principal components, it could be inecient for
small samples.
Other papers related to ours include Camacho and Perez-Quiros (2008) who obtain real-
time estimates of the euro area GDP from monthly indicators from a small scale model
applying the mixed frequency factor model approach of Mariano and Murasawa (2003).
Breitung and Schumacher (2008) forecast German GDP from large number of monthly
indicators using the EM approach proposed by Stock and Watson (2002b). Proietti
(2008) estimates a factor model for interpolation of GDP and its main components and
shows how to incorporate relevant accounting and temporary constraints. Angelini,
Henry, and Marcellino (2006) propose methodology for backdating and interpolation
based on large cross-sections. In contrast to theirs, our method exploits the dynamics
of the data and is based on maximum likelihood which allows for imposing restrictions
and is more ecient for smaller cross-sections.
The Chapter is organized as follows. Section 2.2 presents the model, discusses the
estimation and explains how the news content can be extracted. Section 2.3 provides the
results of the Monte Carlo experiment. Section 2.4 describes the empirical application.
Section 2.5 concludes. The technical details and data description are provided in the
Appendix.
2.2 Econometric framework
Let yt = [y1;t; y2;t; : : : ; yn;t]
0 ; t = 1; : : : ; T denote a stationary n-dimensional vector pro-
cess standardised to mean 0 and unit variance. We assume that yt admits the following
factor model representation:
yt = ft + t ; (2.1)
8Their estimation approach consists of two steps. First, the parameters of the state space repre-
sentation of the factor model are obtained using a principal components based procedure applied to a
truncated data set (without missing data). Second, Kalman lter is applied on the full data set in order
to obtain factor estimates and forecasts using all available information.
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where ft is a r  19 vector of (unobserved) common factors and t = [1;t; 2;t; : : : ; n;t]0
is the idiosyncratic component, uncorrelated with ft at all leads and lags. The n  r
matrix  contains factor loadings. t = ft is referred to as the common component.
It is assumed that t is normally distributed and cross-sectionally uncorrelated, i.e. yt
follows an exact factor model. We also shortly discuss validity of the approach in the
case of an approximate factor model, see below. What concerns the dynamics of the
idiosyncratic component we consider two cases: t is serially uncorrelated or it follows
an AR(1) process.
Further, it is assumed that the common factors ft follow a stationary VAR process of
order p:
ft = A1ft 1 + A2ft 2 +   + Apft p + ut ; ut  i:i:d: N (0; Q) ; (2.2)
where A1; : : : ; Ap are r  r matrices of autoregressive coecients. We collect the latter
into A = [A1; : : : ; Ap].
2.2.1 Estimation
As ft are unobserved, the maximum likelihood estimators of the parameters of model
(2.1)-(2.2), which we collect in , are in general not available in closed form. On the other
hand, a direct numerical maximisation of the likelihood is computationally demanding,
in particular for large n due to the large number of parameters.10
In this Chapter we adopt an approach based on the Expectation-Maximisation (EM)
algorithm, which was proposed by Dempster, Laird, and Rubin (1977) as a general
solution to problems for which incomplete or latent data yield the likelihood intractable
or dicult to deal with. The essential idea of the algorithm is to write the likelihood as if
the data were complete and to iterate between two steps: in the Expectation step we \ll
in" the missing data in the likelihood, while in the Maximisation step we re-optimise this
expectation. Under some regularity conditions, the EM algorithm converges towards a
local maximum of the likelihood (or a point in its ridge, see also below).
To derive the EM steps for the model described above, let us denote the joint log-
likelihood of yt and ft; t = 1; : : : ; T by l(Y; F ; ), where Y = [y1; : : : ; yT ] and F =
[f1; : : : ; fT ]. Given the available data 
T  Y ,11 EM algorithm proceeds in a sequence
of two alternating steps:
9For identication it is required that 2r + 1  n, see e.g. Geweke and Singleton (1980).
10Recently, Jungbacker and Koopman (2008) have shown how to reduce the computational complexity
related to estimation and smoothing if the number of observables is much larger than the number of
factors.
11
T  Y because some observations in yt can be missing.
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1. E-step - the expectation of the log-likelihood conditional on the data is calculated
using the estimates from the previous iteration, (j):
L(; (j)) = E(j)

l(Y; F ; )j
T

;
2. M-step - the parameters are re-estimated through the maximisation of the expected
log-likelihood with respect to :
(j + 1) = argmax

L(; (j)) : (2.3)
Watson and Engle (1983) and Shumway and Stoer (1982) show how to derive the max-
imisation step (2.3) for models similar to the one given by (2.1)-(2.2). As a result the
estimation problem is reduced to a sequence of simple steps, each of which essentially in-
volves a pass of the Kalman smoother and two multivariate regressions. Doz, Giannone,
and Reichlin (2006) show that the EM algorithm is a valid approach for the maximum
likelihood estimation of factor models for large cross-sections as it is robust, easy to
implement and computationally inexpensive. Watson and Engle (1983) assume that all
the observations in yt are available (
T = Y ). Shumway and Stoer (1982) derive the
modications for the missing data case but only with known . We provide the EM
steps for the general case with missing data.
In the main text, we set for simplicity p = 1 (A = A1), the case of p > 1 is discussed in
the Appendix. We rst consider the case of serially uncorrelated t:
t  i:i:d: N (0; R) ; (2.4)
where R is a diagonal matrix. In that case  = f; A;R;Qg and the maximisation of
(2.3) results in the following expressions for (j + 1) and A(j + 1):12
(j + 1) =
 
TX
t=1
E(j)

ytf
0
t j
T
! TX
t=1
E(j)

ftf
0
t j
T
! 1
; (2.5)
A(j + 1) =
 
TX
t=1
E(j)

ftf
0
t 1j
T
! TX
t=1
E(j)

ft 1f 0t 1j
T
! 1
: (2.6)
Note that these expressions resemble the ordinary least squares solution to the maximum
likelihood estimation for (auto-) regressions with complete data with the dierence that
the sucient statistics are replaced by their expectations.
12A sketch of how these are derived is provided in the Appendix, see also e.g. Watson and Engle
(1983) and Shumway and Stoer (1982).
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The (j + 1)-iteration covariance matrices are computed as the expectations of sums of
squared residuals conditional on the updated estimates of  and A:13
R(j + 1) = diag
 
1
T
TX
t=1
E(j)
h 
yt   (j + 1)ft
 
yt   (j + 1)ft
0j
Ti! (2.7)
= diag
 
1
T
 
TX
t=1
E(j)

yty
0
tj
T
  (j + 1) TX
t=1
E(j)

fty
0
tj
T
!!
and
Q(j + 1) =
1
T
 
TX
t=1
E(j)

ftf
0
t j
T
  A(j + 1) TX
t=1
E(j)

ft 1f 0t j
T
!
: (2.8)
When yt does not contain missing data, we have that
E(j) [yty0tj
T ] = yty0t and E(j) [ytf 0t j
T ] = ytE(j) [f 0t j
T ] : (2.9)
Finally, the conditional moments of the latent factors, E(j) [ftj
T ], E(j) [ftf 0t j
T ], E(j)

ft 1f 0t 1j
T

and E(j)

ftf
0
t 1j
T

, can be obtained through the Kalman smoother for the state space
representation:
yt = (j)ft + t ; t  i:i:d: N (0; R(j)) ;
ft = A(j)ft 1 + ut ; ut  i:i:d: N (0; Q(j)) ; (2.10)
see Watson and Engle (1983).
However, when yt contains missing values we can no longer use (2.9) when developing
the expressions (2.5) and (2.7). Let Wt be a diagonal matrix of size n with i
th diagonal
element equal to 0 if yi;t is missing and equal to 1 otherwise. As shown in the Appendix,
(j + 1) can be obtained as
vec
 
(j + 1)

=
 
TX
t=1
E(j)

ftf
0
t j
T

Wt! 1 vec TX
t=1
WtytE(j)

f 0t j
T
!
: (2.11)
Intuitively, Wt works as a selection matrix, so that only the available data are used in
the calculations. Analogously, the expression (2.7) becomes
R(j + 1) = diag
 
1
T
TX
t=1

Wtyty
0
tW
0
t  WtytE(j)

f 0t j
T

(j + 1)0Wt  Wt(j + 1)E(j)

ftj
T

y0tWt
+ Wt(j + 1)E(j)

ftf
0
t j
T

(j + 1)0Wt + (I  Wt)R(j)(I  Wt)
!
: (2.12)
13Note that L(; (j)) does not have to be maximised simultaneously with respect to all the param-
eters. The procedure remains valid if M-step is performed sequentially, i.e. L(; (j)) is maximised
over a subvector of  with other parameters held xed at their current values, see e.g. McLachlan and
Krishnan (1996), Ch. 5.
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Again, only the available data update the estimate. I Wt in the last term \selects" the
entries of R(j) corresponding to the missing observations. For example, when for some
t all the observations in yt are missing, the period t contribution to R(j + 1) would be
R(j)=T .
When applying the Kalman lter on the state space representation (2.10), in case some
of the observations in yt are missing, the corresponding rows in yt and (j) (and the
corresponding rows and columns in R(j)) are skipped (cf. Durbin and Koopman, 2001).
It is easy to see that with Wt  I, (2.11) and (2.12) coincide with the \complete data"
expressions obtained by plugging (2.9) into (2.5) and (2.7).
Static factor model
Note that the static factor model is a special case of the representation considered above
in which A = 0. EM algorithm for a static factor model (without missing data) has been
derived by Rubin and Thayer (1982). In the Appendix we show that the EM steps of
Rubin and Thayer (1982) can be derived from the general expressions for (j + 1) and
R(j + 1) as given by formulas (2.5) and (2.7), where the conditional expectations can
be derived explicitly. We also discuss the modication of the expressions of Rubin and
Thayer (1982) to the missing data case.
Note that this approach is dierent from the EM based method proposed by Stock
and Watson (2002b) to compute the principal components from data sets with missing
observations. In the latter case, the objective function is proportional to the expected
log-likelihood under the assumption of xed factors and homoscedastic idiosyncratic
component.
The performance of these dierent approaches for dierent model specications and
dierent fractions of missing data is compared in the Monte Carlo study in Section 2.3.
Approximate factor model
As argued in e.g. Stock and Watson (2002a) or Doz, Giannone, and Reichlin (2006)
the assumption of no cross-correlation in the idiosyncratic component could be too
restrictive, in particular in the case of large cross-sections. Following Chamberlain and
Rothschild (1983), factor models with weakly cross-correlated idiosyncratic component
are often referred to as approximate.
Doz, Giannone, and Reichlin (2005) show that, under the approximate factor model
(with possibly serially correlated idiosyncratic errors), as n; T ! 1 the factors can be
consistently estimated by quasi maximum likelihood, where the miss-specied model is
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the exact factor model (with uncorrelated idiosyncratic error) described above (see Doz,
Giannone, and Reichlin, 2006, for the technical details)14. Consequently, the estimators
considered above are asymptotically valid also in the case of the approximate factor
model.15
In the Monte Carlo simulations in Section 2.3 we study the performance of dierent
methods also in the presence of serial and cross-correlations of the idiosyncratic compo-
nent.
Restrictions on the parameters
One of the advantages of the maximum likelihood approach proposed here, with respect
to nonparametric methods based on principal components, is that it allows imposing
restrictions on the parameters in a relatively straightforward manner.
Bork (2009) and Bork, Dewachter, and Houssa (2009) show how to modify the M-step
of Watson and Engle (1983) in order to impose restrictions of the form Hvec() = 
for the model given by (2.1)-(2.2). Straightforward adaptation of their expressions to
the missing data case results in the restricted estimate given by
vec
 
r(j + 1)

= vec
 
u(j + 1)

+
 
TX
t=1
E(j)

ftf
0
t j
T

R(j)!H 0  (2.13)

 
H
 
TX
t=1
E(j)

ftf
0
t j
T

R(j)!H 0
! 1 
  Hvec
 
u(j + 1)

;
where u(j + 1) is the unrestricted estimate given by expression (2.11). Restrictions
on the parameters in the transition equation: HAvec(A) = A, can be imposed in an
analogous manner, see Bork (2009).16
This type of restrictions are relevant for a number of models, such as e.g.:
 Factor Augmented VAR (FAVAR) models as proposed by Bernanke, Boivin, and
Eliasz (2005). Bork (2009) has recently shown how to estimate this type of model
by EM algorithm.
14Maximum likelihood estimates are the most ecient if the model is correctly specied. Obviously,
the estimates are less ecient than the unfeasible estimates one would get if the factors are observed.
However, when the cross-section is large the eciency of these unfeasible estimates are likely to be
reached. For principal components estimates the estimation uncertainty is negligible for large cross-
sections (see (Bai, 2003)). A similar result is likely to apply also to the Maximum likelihood estimates.
The proof of this properties goes beyond the scope of the paper. Similarly, the estimates would also be
more ecient if there were no missing data.
15Stock and Watson (2002a) prove similar result for factor estimators based on principal components.
16Shumway and Stoer (1982) show how to impose restrictions on A of the form AF = G. This type
of restrictions is, however, less general and e.g. does not allow to restrict only selected equations.
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 Mixed frequency models - for example, the approach of Mariano and Murasawa
(2003) to joint modelling of monthly and quarterly variables requires imposing
restrictions on the factor loadings of the latter. We impose this type of restriction
in the empirical application in Section 2.4. Giannone, Reichlin, and Simonelli
(2009b) apply the EM approach to estimate a mixed frequency VAR.
 Factor models with a block structure - there are several applications, in which
(some) factors are specic to a subset of variables considered. For example, Kose,
Otrok, and Whiteman (2003) consider global and region-specic factors. Belviso
and Milani (2006) extract factors from blocks of variables representing a single con-
cept (e.g. real activity, ination, money). While these two papers adopt Bayesian
approach, Banbura, Giannone, and Reichlin (2010b) apply the methodology pro-
posed in this Chapter to extract real and nominal factors. This type of models
implies zero restriction on some factor loadings and/or autoregressive parameters
in the factor VAR, which can be imposed either by using the formula (2.13) or by
estimating each block of  or A separately (see Banbura, Giannone, and Reichlin,
2010b).
The methodology presented here can be applied to estimate these types of models in
the presence of missing data. It could be e.g. used to estimate mixed-frequency VARs
or FAVARs or to apply these models to forecasting in real-time.
Identication
The likelihood of the model given by (2.1)-(2.2) and (2.4) is invariant to any invertible
linear transformation of the factors. In other words, for any invertible matrix M , the
parameters  = f; A;R;Qg and M = fM 1;MAM 1; R;MQM 0g are observation-
ally equivalent and hence  is not identiable from the data. As argued in Dempster,
Laird, and Rubin (1977), in this case EM algorithm will converge to a particular M in
the ridge of the likelihood function (and not move indenitely between dierent points
in the ridge). Therefore, for forecasting applications, this lack of identiability is not
an issue, as one is interested in the space spanned by the factors and not in the factors
themselves.
In order to achieve identiability of , one needs to choose a particular normalisation or,
in other words, restrict the parameter space. For example, Proietti (2008) or Jungbacker
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and Koopman (2008) restrict  as:17
 =

Ir


;
where  is (n   r)  r unrestricted matrix. In order to impose such restriction one
could either use formula (2.13) or modify the updating formula (2.11) as:
(j + 1) =

Ir
(j + 1)

;
vec
 
(j + 1)

=
 
TX
t=1
E(j)

ftf
0
t j
T

W t
! 1
vec
 
TX
t=1
W t y

tE(j)

f 0t j
T
!
;
where yt = [yr+1;t; : : : ; yn;t]
0 and W t is obtained from Wt by removing the rst r rows
and columns.18
Modelling the serial correlation in the idiosyncratic component
The EM steps discussed above were derived under the assumption of no serial correla-
tion in the idiosyncratic component. As mentioned, such estimates are asymptotically
valid even when this assumption is violated. However in certain applications, like e.g.
forecasting, it could be advantageous to model the idiosyncratic dynamics, cf. e.g. Stock
and Watson (2002b). Such strategy might improve the forecasts for two reasons: rst,
we could forecast the idiosyncratic component; second, we could improve the eciency
of the common factor estimates in small samples or in real-time applications in which
the cross-sections at the end of the sample are incomplete.
There are dierent approaches to modelling of the idiosyncratic serial correlation. For
example, Reis and Watson (2007) include lags of the observables into the measurement
equation and alternate between two steps - they estimate the coecients on the lags
conditional on the remaining parameters and vice versa. Jungbacker and Koopman
(2008) propose to use the Kalman smoother to estimate the (auto-) regression parameters
as additional states in an augmented state space form. Those approaches are however
not appropriate in the case of arbitrary missing data pattern. Instead, we propose to
represent the idiosyncratic component by an AR(1) process and to add it to the state
vector.
17This restriction is based on the theoretical results in Geweke and Singleton (1980), who also propose
an alternative normalisation, see also Camba-Mendez, Kapetanios, Smith, and Weale (2001). As shown
in Heaton and Solo (2004), under certain assumptions these restrictions could be partly redundant, but
this issue is beyond the scope of this Chapter.
18In order to avoid the problem of weak identication, in practise the rst r series should be selected
so as to have a relatively large and suciently dierent common components.
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More precisely, we assume that i;t; i = 1; : : : ; n in (2.1) can be decomposed as:
i;t = ~i;t + i;t ; i;t  i:i:d: N (0; ) ;
~i;t = i~i;t 1 + ei;t ; ei;t  i:i:d: N (0; 2i ) ; (2.14)
where both t = [1;t; : : : ; n;t]
0 and ~t = [~1;t; : : : ; ~n;t]0 are cross-sectionally uncorrelated
and  is a very small number.19 Combining (2.1), (2.2) and (2.14) results in the new
state space representation:
yt = ~ ~ft + t ; t  N (0; ~R) ;
~ft = ~A ~ft 1 + ~ut ; ~ut  N (0; ~Q) ; (2.15)
where
~ft =

ft
~t

; ~ut =

ut
et

; ~ =

 I

; ~A =

A 0
0 diag(1;    ; n)

; ~Q =

Q 0
0 diag(21;    ; 2n)

;
et = [e1;t; : : : ; en;t]
0 and ~R is a xed diagonal matrix with  on the diagonal.
It follows, that the expressions for A(j +1) and Q(j +1) remain as above while the one
for (j + 1) needs to be modied as follows:
vec
 
(j + 1)

=
 
TX
t=1
E~(j)

ftf
0
t j
T

Wt! 1 vec TX
t=1
WtytE~(j)

f 0t j
T

+WtE~(j)

~tf
0
t j
T
!
;
with ~ = f~; ~A; ~Qg, see the Appendix for the derivations. Furthermore, the (j + 1)-
iteration estimates of the autoregressive parameters of the idiosyncratic component are
given by:
i(j + 1) =
 
TX
t=1
E~(j)

~i;t~i;t 1j
T
! TX
t=1
E~(j)

~2i;t 1j
T
! 1
;
2i (j + 1) =
1
T
 
TX
t=1
E~(j)

~2i;tj
T
  i(j + 1) TX
t=1
E~(j)

~i;t 1~i;tj
T
!
:
The conditional moments involving ~t can be obtained from the Kalman smoother on
the augmented state space given by (2.15).
Note that augmenting the state vector by the idiosyncratic component increases the
dimension of the former. This slows down the Kalman lter but has not caused any
computational problems in our applications. Jungbacker, Koopman, and van der Wel
(2009) show how to speed up the Kalman lter recursions by alternating between the
19This allows us to write the likelihood analogously to the exact factor model case, see the Appendix.
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representation of Reis and Watson (2007) and the one given by (2.15) depending on
the availability of the data in yt. Depending on the fraction of missing data, this can
lead to substantial computational gains, however comes at the cost of more complex,
time-varying state space representation.
Initial parameter values and stopping rule
In order to obtain initial values for the parameters, (0), we replace the missing ob-
servations in yt by draws from N (0; 1) distribution and we apply the methodology of
Giannone, Reichlin, and Small (2008). First, we estimate  and F by applying prin-
cipal components analysis to the covariance matrix of Y . Second, we obtain A and Q
by estimating VAR on F^ , obtained in the previous step. Depending on the version of
the model, we estimate R or i and 
2
i from the residuals ^t = yt   ^f^t, (see also the
discussion in Doz, Giannone, and Reichlin, 2006, Section 4).
Concerning the stopping rule, we follow Doz, Giannone, and Reichlin (2006) and stop the
iterations when the increase in likelihood between two consecutive steps is small. More
precisely, let l(
T ; ) denote the log-likelihood of the data conditional on parameter 
(which can be obtained from Kalman lter) and cj =
l(
T ;(j)) l(
T ;(j 1))
(jl(
T ;(j))j+jl(
T ;(j 1))j)=2 . We stop
after iteration J when cJ is below the threshold of 10
 4.
2.2.2 Forecasting, backdating and interpolation
Given the estimates of the parameters ^ and the data set 
T we can obtain the condi-
tional expectations for the missing observations from:
E^ [yi;tj
T ] = ^iE^ [ftj
T ] + E^ [i;tj
T ] ; yi;t 62 
T ;
where ^i denotes the ith row of ^. E^ [ftj
T ] and E^ [i;tj
T ] are obtained by applying
Kalman lter and smoother to the state representation (2.10) or (2.15). In the former
case, E^ [i;tj
T ] = 0.
Depending on the purpose of the application (and the pattern of missing data), these
conditional expectation can be used to obtain e.g.:
 Forecasts
They are readily available from the Kalman lter. One of the appeals of the frame-
work in the real-time context is that it allows to exploit the dynamic relationships
when extracting the information from incomplete cross-sections at the end of the
sample. This is one of the advantages over static methods, which sometimes have
to discard data at the end of the sample, when the fraction of missing data is too
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large to reliably extract the factors based only on static correlations (cf. Section 2.3
or Doz, Giannone, and Reichlin, 2005). In addition, explicit modelling of dynamics
within the model and the fact that it can be cast in a state space representation
allow to extract model based news from statistical data releases and to link it to
resulting forecast revision, see the next section.
 Back data
If, for example, series i is available only as of period ti > 1, Kalman smoother
can be used to obtain the back data for this series: E^(yi;tj
T ); t < ti, conditional
on the information in other series and estimated correlations, see an example in
Section 2.4.5.
 Interpolations
A low-frequency series can be considered as a partially observed high-frequency
variable. For example, in the empirical application, we treat quarterly variables
as monthly series observed only in the third month of each quarter, i.e. with
missing data in the rst and second month of each quarter. Kalman smoother
can be applied to obtain expectations for the \missing" months conditional on the
information in the monthly series and taking into account the estimated dynamic
relationships. Therefore, the methodology can be a valid alternative to standard
interpolation techniques such as e.g. Chow and Lin (1971), (see also Angelini,
Henry, and Marcellino, 2006; Proietti, 2008, for recent methodologies based on
large data sets).
2.2.3 News in data releases and forecast revisions
When forecasting in real-time, one faces a continues inow of information as new gures
for various predictors are released non-synchronously and with dierent degree of delay.
Therefore, in such applications, we seldom perform a single prediction for the reference
period but rather a sequence of forecasts, which are updated when new data arrive.
Intuitively, only the news or the \unexpected" component from released data should
revise the forecast, hence, extracting the news and linking it to the resulting forecast
revision is key for understanding and interpreting the latter. This section introduces
the concept of model based news in data releases, shows how to extract it for the model
described above and nally derives the relationship between the news and the forecast
revision.
We denote by 
v a vintage of data corresponding to a particular statistical release date
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v.20 Let us consider two consecutive data vintages, 
v and 
v+1. The information
sets 
v and 
v+1 can dier for two reasons: rst, 
v+1 contains some newly released
gures, fyij ;tj ; j = 1; : : : ; Jv+1g, which were not available in 
v; second, some of the
data might have been revised. However, in what follows we abstract from data revisions
and therefore we have:

v  
v+1 and 
v+1n
v = fyij ;tj ; j = 1; : : : ; Jv+1g;
hence the information set is \expanding". Note that since dierent types of data are
characterised by dierent publication delays, in general we will have tj 6= tl for some
j 6= l.
Let us now look at the two consecutive forecast updates, E
h
yk;tk j
v
i
and E
h
yk;tk j
v+1
i
,
for a variable of interest, k, in period tk. In this section we abstract from the problem of
parameter uncertainty and to simplify the notation we drop the subscript . The new
gures, fyij ;tj ; j = 1; : : : ; Jv+1g, will in general contain some new information on yk;tk
and consequently lead to a revision of its forecast. From the properties of conditional
expectation as an orthogonal projection operator, it follows that:
E
h
yk;tk j
v+1
i
| {z }
new forecast
= E
h
yk;tk j
v
i
| {z }
old forecast
+E
h
yk;tk jIv+1
i
| {z }
revision
; (2.16)
where
Iv+1 = [Iv+1;1 : : : Iv+1;Jv+1 ]
0; Iv+1;j = yij ;tj   E

yij ;tj j
v

; j = 1; : : : ; Jv+1:
Iv+1 represents the part of the release fyij ;tj ; j = 1; : : : ; Jv+1g, which is \orthogonal" to
the information already contained in 
v. In other words, it is the \unexpected", with
respect to the model, part of the release. Therefore, we label Iv+1 as the news. Note
that it is the news and not the release itself that leads to forecast revision. In particular,
if the new numbers in 
v+1 are exactly as predicted, given the information in 
v, or in
other words \there is no news", the forecast will not be revised.
We can further develop the expression for the revision as:
E [yk;tk jIv+1] = E

yk;tkI
0
v+1

E

Iv+1I
0
v+1
 1
Iv+1 :
20We do not index the data vintages by t since statistical data releases usually occur at a higher
frequency due to their non-synchronicity. For example, we will have several releases of monthly data
within a month, corresponding to dierent groups of indicators, such as e.g. industrial production
(released around mid-month) or surveys (released shortly before the end of month).
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In order to nd E

yk;tkI
0
v+1

and E

Iv+1I
0
v+1

under the assumption that the data gen-
erating process is given by (2.1)-(2.2) and (2.4), let us rst note that21
yk;tk = kftk + k;tk and
Iv+1;j = yij ;tj   E

yij ;tj j
v

= ij 

ftj   E

ftj j
v
 
+ ij ;tj :
Consequently, jth element of E
 
yk;tkI
0
v+1

and the element in jth row and lth column of
E
 
Iv+1I
0
v+1

are given by
E (yk;tkIv+1;j) = kE
h
(ftk   E [ftk j
v])
 
ftj   E

ftj j
v
0 i
0ij  and
E (Iv+1;jIv+1;l) = ij E
h  
ftj   E

ftj j
v

(ftl   E [ftlj
v])0
i
0il + 1fj=lgRjj ;
where Rjj is the j
th element of the diagonal of the residual covariance matrix R. The
expectations E
h  
ftj   E

ftj j
v

(ftl   E [ftlj
v])0
i
can be obtained from the Kalman
smoother, see the Appendix for more details on the derivations.
As a result, we can nd a vector Bv+1 = [bv+1;1;    ; bv+1;Jv+1 ] such that the following
holds:
E [yk;tk j
v+1]  E [yk;tk j
v]| {z }
revision
= Bv+1Iv+1 =
Jv+1X
j=1
bv+1;j

yij ;tj   E

yij ;tj j
v
| {z }
news

: (2.17)
In other words, the revision can be decomposed as a weighted average of the news in
the latest release. What matters for the revision is both the size of the news as well as
its relevance for the variable of interest, as represented by the associated weight bv+1;j.
Formula (3.7) can be considered as a generalisation of the usual Kalman lter update
equation (see e.g. Harvey, 1989, eq. 3.2.3a) to the case in which \new" data arrive in a
non-synchronous manner.
Relationship (3.7) enables us to trace sources of forecast revisions.22 More precisely,
in the case of a simultaneous release of several (groups of) variables it is possible to
decompose the resulting forecast revision into contributions from the news in individual
(groups of) series, see the illustration in Section 2.4.4.23 In addition, we can produce
21For the case with the idiosyncratic component following an AR(1) process, ft and  should be
simply replaced by respectively ~ft and ~.
22Note, that the contribution from the news is equivalent to the change in the overall contribution of
the series to the forecast (the measure proposed in Banbura and Runstler, 2007) when the correlations
between the predictors are not exploited in the model. Otherwise, those measures are dierent, see the
Appendix for the details. In particular, there can be a change in the overall contribution of a variable
even if no new information on this variable was released. Therefore news is a better suited tool for
analysing the sources of forecasts revisions.
23If the release concerns only one group or one series, the contribution of its news is simply equal to
the change in the forecast.
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statements like e.g. \after the release of industrial production, the forecast of GDP went
up because the indicators turned out to be (on average) higher than expected".24
2.3 Monte Carlo evidence
In this section, we perform a Monte Carlo experiment in order to assess how the esti-
mation methodology described above performs in nite sample for dierent fractions of
missing data.
We follow Doz, Giannone, and Reichlin (2006) and generate the data from the following
(approximate) factor model:
yt = t + t = 0ft +   + sft s + t ;
ft = Aft 1 + ut ; ut  i:i:d: N (0; Ir) ;
t = Dt 1 + vt ; vt  i:i:d: N (0;) ;
t = 1; : : : ; T , where
ij;k  i:i:d: N (0; 1); i = 1; : : : ; n; j = 1; : : : ; r; k = 0; : : : ; s ;
Aij =

; i = j
0; i 6= j ; Dij =

; i = j
0; i 6= j ;
i;j = 
ji jj(1  2)pij ; i = i
1  i
1
1  2
sX
k=0
rX
j=1
2ij;k ; i  i:i:d: U
 
[u; 1  u] :
Parameters  and  govern the degree of, respectively, serial- and cross-correlation of
the idiosyncratic component.  > 0 violates the assumption of diagonal spectral density
matrix of the idiosyncratic component required for exact factor model, however the
condition of weak cross-correlation (for an approximate factor model) is satised, see
e.g. Doz, Giannone, and Reichlin (2006). For s > 0 the relationship between the
factors and the observables is dynamic. It may arise in case of lead-lag relationships
between the observables. Such model has a representation given by (2.1)-(2.2) with Q
of reduced rank, see e.g. Bai and Ng (2007). Parameter i governs the signal to noise
ratio for variable i. More precisely i =
Var(it)
Var(yit)
. Similar process was used in the Monte
Carlo experiment of Stock and Watson (2002a) (with a dierent pattern of idiosyncratic
cross-correlation).
We generate the data for dierent cross-section size n, sample length T , number of
factors r and dierent values of , ,  and s. We also consider the case in which the
24This holds of course for the indicators with positive entries in bv+1;j .
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number of factors r^ as input into the estimation procedure is larger than the true number
of factors r (input into the data generating process).
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Estimating the space spanned by the factors
In this experiment we generate the data from the process described above and sub-
sequently we set a certain fraction of the data as missing (we choose the data points
randomly). We consider the cases of 0, 10, 25 and 40% of missing data. Subsequently,
we estimate the model using the EM algorithm described above under the assumption
of lack of serial correlation in the idiosyncratic component (assumption (2.4)) and run
the Kalman smoother to estimate the factors (we label this approach as BM ). We also
compare the results of the methodology described in this Chapter with the ones ob-
tained using the algorithm of Rubin and Thayer (1982) (labelled as RT ) and of Stock
and Watson (2002b) (labelled as SW ). As mentioned above, one of the key dierences
between these approaches and the one advocated in this Chapter is that the former do
not model the dynamics of the common factors.
To assess the precision of the estimates of the factors we follow Stock and Watson (2002a)
and Doz, Giannone, and Reichlin (2006) and use the trace R2 of the regression of the
estimated factors on the true ones:
Trace
 
F 0F^

F^ 0F^
 1
F^ 0F

Trace
 
F 0F
 ;
where F^ = E^[F j
T ]. This measure is smaller than 1 and tends to 1 with the increasing
canonical correlation between the estimated and the true factors.
Tables 2.1 and 2.2 present the average trace statistics over 500 Monte Carlo replications
for the number of factors r = 1 and r = 3, respectively. First section of the Tables
reports the trace statistics for the BM approach. The remaining two sections report
the trace statistics of BM relative to the trace statistics of RT and SW approaches
(BM/RT and BM/SW respectively). Ratio larger than 1 indicates that BM estimates
are on average more precise. For better readability, we highlight the ratios lower than
0.95 in green, higher than 1.05 but lower than 1.1 in orange and higher than 1.1 in red.
Let us rst look at the trace statistics for the BM approach. We can see that the
space spanned by the estimated factors converges to the true one with increasing T and
n. The nite sample precision, however, depends on the fraction of missing data, the
number of factors and other parameters of the data generating process. The estimates
are less precise for more persistent factors ( = 0:9 vs  = 0:5), for larger number of
factors (r = 3 vs r = 1) and for a miss-specied model (d;  > 0) in small sample.
The estimation accuracy decreases with increasing fraction of missing data, however the
losses are not that large, especially for n  50. Finally, the procedure is rather robust
to a miss-specied number of factors.
2.3. MONTE CARLO EVIDENCE 59
As for the comparison with RT and SW approaches, they are in most of the cases
outperformed by BM (the ratios are mostly larger than 1). The largest gains for BM
occur, in general, for smaller samples, larger fraction of missing data, more persistent
factors and more dimensional factor space. In addition, BM gains a lot in relative
accuracy for a \truly" dynamic model, in which observables load the factors and their
lags (s = 0). Finally, among the \static" approaches, RT seems to perform better than
SW.
As for the model given by (2.15), in which the idiosyncratic component is modelled as
AR(1) process the trace statistics are similar as reported above. This suggests that if we
are only interested in estimating the factors we do not win much by accounting for the
serial correlation in the idiosyncratic component (as long as it is not too strong). Table
2.3 below reports the average over i of mean absolute estimation error of the idiosyncratic
autoregressive parameter i for n = 25,  = 0:7,  = 0:7,  = 0,   U [0:1 0:9], s = 1,
r^ = r = 3 and dierent values of T . We consider panels with no missing data and with
20% fraction of missing values. We can see that the estimates converge towards the true
values as the sample size increases. In addition, the estimates based on the data with
missing values are slightly less accurate.
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Table 2.1: Monte Carlo analysis, trace R -square for the factor estimates, r = 1
BM BM/RT BM/SW
n T 0% 10% 25% 40% 0% 10% 25% 40% 0% 10% 25% 40%
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.84 0.84 0.82 0.80 1.01 1.01 1.01 1.03 1.02 1.02 1.03 1.05
10 100 0.89 0.89 0.87 0.85 1.01 1.01 1.01 1.02 1.02 1.03 1.04 1.06
25 50 0.88 0.88 0.87 0.86 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
25 100 0.92 0.92 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.02
50 50 0.89 0.89 0.89 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01
50 100 0.94 0.93 0.93 0.93 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01
100 50 0.90 0.90 0.89 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 100 0.94 0.94 0.94 0.94 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 = 0:7,  = 0:5,  = 0:5,  U [0:10:9], s = 0, rhat = r
10 50 0.81 0.81 0.79 0.77 1.00 1.00 1.00 1.01 0.99 1.00 1.01 1.05
10 100 0.86 0.86 0.84 0.82 1.00 1.00 1.01 1.01 0.99 1.00 1.01 1.03
25 50 0.88 0.88 0.88 0.86 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01
25 100 0.93 0.92 0.92 0.91 1.00 1.00 1.00 1.00 1.00 1.01 1.01 1.01
50 50 0.90 0.90 0.89 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 100 0.94 0.94 0.94 0.93 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01
100 50 0.91 0.91 0.90 0.90 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 100 0.95 0.95 0.95 0.94 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 = 0:5,  = 0,  = 0,  U [0:10:9],s = 0, rhat = r
10 50 0.89 0.88 0.86 0.82 1.00 1.00 1.00 1.01 1.02 1.02 1.02 1.03
10 100 0.92 0.91 0.89 0.86 1.00 1.00 1.01 1.01 1.02 1.03 1.03 1.05
25 50 0.93 0.92 0.92 0.90 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
25 100 0.95 0.95 0.94 0.93 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
50 50 0.94 0.94 0.93 0.93 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01
50 100 0.96 0.96 0.96 0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01
100 50 0.95 0.94 0.94 0.94 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 100 0.97 0.97 0.97 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 = 0:9,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.69 0.69 0.68 0.66 1.02 1.03 1.04 1.07 1.04 1.04 1.06 1.09
10 100 0.80 0.80 0.79 0.78 1.02 1.02 1.03 1.06 1.04 1.04 1.06 1.09
25 50 0.72 0.72 0.71 0.70 1.00 1.00 1.01 1.01 1.01 1.01 1.02 1.02
25 100 0.82 0.82 0.82 0.81 1.00 1.00 1.01 1.01 1.01 1.01 1.02 1.02
50 50 0.73 0.73 0.72 0.72 1.00 1.00 1.00 1.00 1.00 1.01 1.01 1.01
50 100 0.83 0.83 0.83 0.83 1.00 1.00 1.00 1.00 1.00 1.01 1.01 1.01
100 50 0.73 0.73 0.73 0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 100 0.84 0.84 0.83 0.83 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r + 1
10 50 0.84 0.84 0.82 0.78 1.00 1.01 1.01 1.01 1.01 1.02 1.03 1.09
10 100 0.89 0.89 0.87 0.84 1.01 1.01 1.01 1.02 1.02 1.03 1.04 1.09
25 50 0.88 0.88 0.87 0.86 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
25 100 0.92 0.92 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.02
50 50 0.89 0.89 0.88 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01
50 100 0.94 0.93 0.93 0.93 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01
100 50 0.89 0.89 0.89 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 100 0.94 0.94 0.94 0.94 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 1, rhat = r
25 50 0.88 0.87 0.87 0.85 1.03 1.03 1.04 1.06 1.04 1.05 1.06 1.09
25 100 0.93 0.92 0.92 0.91 1.03 1.03 1.04 1.05 1.04 1.04 1.06 1.08
50 50 0.89 0.89 0.88 0.88 1.01 1.01 1.02 1.03 1.02 1.02 1.03 1.04
50 100 0.94 0.94 0.93 0.93 1.01 1.01 1.02 1.02 1.02 1.02 1.03 1.03
100 50 0.89 0.89 0.89 0.89 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.02
100 100 0.94 0.94 0.94 0.94 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.02
Notes: Table reports average trace R -square for the factor estimates. BM refers to the estimation
method studied in this paper, RT to Rubin and Thayer (1982) and SW to Stock and Watson (2002).
We report the trace R -square for BM, as well as its ratio to the trace R -square of RT and SW.
0%, 10%, 25% and 40% refer to the fraction of missing data. The number of factors is r = 1 . T
and n refer to the sample and cross-section size, respectively. s is the number of lags of the factors
included in the measurement equation. The parameters  , ,  and  govern the persistence of the
factors, the degree of serial- and cross-correlation of the idiosyncratic component and its relative
variance. rhat is the number of factors with which the models are estimated.
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Table 2.2: Monte Carlo analysis, trace R -square for the factor estimates, r = 3
BM BM/RT BM/SW
n T 0% 10% 25% 40% 0% 10% 25% 40% 0% 10% 25% 40%
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.67 0.64 0.58 0.50 1.05 1.06 1.07 1.09 1.07 1.11 1.18 1.38
10 100 0.75 0.73 0.68 0.62 1.08 1.09 1.12 1.17 1.12 1.15 1.27 1.51
25 50 0.82 0.81 0.78 0.73 1.01 1.01 1.02 1.05 1.04 1.04 1.07 1.12
25 100 0.88 0.87 0.85 0.82 1.01 1.02 1.02 1.04 1.04 1.05 1.06 1.11
50 50 0.86 0.86 0.84 0.82 1.00 1.00 1.01 1.01 1.02 1.02 1.02 1.04
50 100 0.91 0.91 0.90 0.89 1.00 1.00 1.00 1.01 1.02 1.02 1.02 1.03
100 50 0.88 0.88 0.87 0.86 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
100 100 0.93 0.93 0.92 0.92 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
 = 0:7,  = 0:5,  = 0:5,  U [0:10:9], s = 0, rhat = r
10 50 0.60 0.58 0.56 0.51 1.03 1.03 1.05 1.10 1.01 1.03 1.11 1.34
10 100 0.63 0.62 0.60 0.56 1.04 1.05 1.07 1.11 1.02 1.04 1.14 1.38
25 50 0.77 0.77 0.74 0.70 0.99 0.99 1.00 1.01 1.01 1.02 1.03 1.07
25 100 0.84 0.83 0.81 0.78 1.00 1.00 1.01 1.02 1.02 1.02 1.04 1.08
50 50 0.85 0.85 0.83 0.81 1.00 1.00 1.00 1.00 1.01 1.01 1.02 1.03
50 100 0.91 0.90 0.89 0.88 1.00 1.00 1.00 1.00 1.01 1.01 1.02 1.02
100 50 0.88 0.87 0.87 0.86 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
100 100 0.93 0.93 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
 = 0:5,  = 0,  = 0,  U [0:10:9],s = 0, rhat = r
10 50 0.69 0.65 0.58 0.47 1.01 1.01 1.00 0.98 1.03 1.04 1.12 1.23
10 100 0.75 0.72 0.67 0.58 1.03 1.03 1.05 1.05 1.07 1.09 1.19 1.39
25 50 0.86 0.85 0.81 0.75 1.00 1.01 1.01 1.02 1.03 1.03 1.05 1.08
25 100 0.90 0.89 0.86 0.82 1.00 1.01 1.01 1.02 1.03 1.04 1.05 1.08
50 50 0.91 0.90 0.89 0.86 1.00 1.00 1.00 1.00 1.01 1.02 1.02 1.03
50 100 0.94 0.93 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.02 1.02 1.03
100 50 0.93 0.92 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
100 100 0.96 0.95 0.95 0.94 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
 = 0:9,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.58 0.56 0.53 0.49 1.12 1.14 1.19 1.26 1.13 1.17 1.32 1.59
10 100 0.71 0.70 0.67 0.64 1.14 1.17 1.22 1.33 1.17 1.22 1.37 1.79
25 50 0.66 0.66 0.64 0.61 1.03 1.04 1.06 1.10 1.05 1.07 1.10 1.17
25 100 0.78 0.77 0.76 0.75 1.03 1.03 1.05 1.08 1.05 1.06 1.09 1.14
50 50 0.69 0.69 0.68 0.66 1.01 1.01 1.02 1.03 1.02 1.03 1.04 1.06
50 100 0.80 0.79 0.79 0.78 1.01 1.01 1.01 1.02 1.02 1.02 1.03 1.04
100 50 0.70 0.70 0.70 0.69 1.00 1.00 1.00 1.01 1.01 1.01 1.02 1.02
100 100 0.81 0.81 0.80 0.80 1.00 1.00 1.00 1.01 1.01 1.01 1.01 1.02
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r + 1
10 50 0.69 0.66 0.60 0.52 1.05 1.06 1.05 1.04 1.05 1.09 1.24 1.44
10 100 0.76 0.74 0.70 0.63 1.08 1.10 1.12 1.15 1.10 1.15 1.31 1.65
25 50 0.82 0.81 0.78 0.73 1.01 1.01 1.02 1.03 1.03 1.03 1.05 1.10
25 100 0.88 0.87 0.85 0.82 1.01 1.01 1.02 1.03 1.03 1.04 1.06 1.10
50 50 0.85 0.85 0.84 0.82 1.00 1.00 1.00 1.01 1.01 1.02 1.02 1.04
50 100 0.91 0.91 0.90 0.88 1.00 1.00 1.00 1.01 1.01 1.02 1.02 1.03
100 50 0.87 0.87 0.86 0.85 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
100 100 0.93 0.93 0.92 0.91 1.00 1.00 1.00 1.00 1.01 1.01 1.01 1.01
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 1, rhat = r
25 50 0.81 0.79 0.74 0.66 1.09 1.10 1.12 1.16 1.12 1.14 1.18 1.28
25 100 0.87 0.86 0.83 0.78 1.10 1.12 1.15 1.20 1.15 1.18 1.24 1.40
50 50 0.87 0.86 0.83 0.78 1.04 1.05 1.07 1.10 1.08 1.09 1.12 1.15
50 100 0.91 0.91 0.90 0.87 1.04 1.05 1.07 1.10 1.07 1.09 1.12 1.18
100 50 0.89 0.88 0.88 0.86 1.02 1.02 1.03 1.05 1.03 1.04 1.06 1.10
100 100 0.93 0.93 0.92 0.91 1.02 1.02 1.03 1.04 1.03 1.04 1.05 1.08
Notes: for Table 2.1 apply with the dierence that the number of factors is r = 3.
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Table 2.3: Mean absolute estimation error for the idiosyncratic autoregressive parameter
T 50 100 200 500 1000
No missing data 0.127 0.075 0.047 0.028 0.020
20% missing data 0.135 0.079 0.050 0.030 0.021
Notes: Table reports the average over i of mean absolute estimation error of i for dierent
ratios of missing data for data simulated from a factor model. T refers to the sample size, the
size of cross-section n is equal to 25. Further,  = 0:7,  = 0:7,  = 0,   U [0:1 0:9], s = 0
and r^ = r = 3.
Forecasting
In this exercise we evaluate the three approaches in terms of forecast accuracy. In order
to mimic data availability patterns typically encountered in real-time forecasting, we
assume a dierent pattern of missing data than in the previous exercise.
Specically, we are interested in forecasting y1;T and we consider following four data
availability patterns:
- hor 1 : 20% of data points at time T are missing (including y1;T )
- hor 2 : 20% and 40% of data points at time T   1 and T respectively, are missing
(including y1;T 1 and y1;T )
- hor 3 : 20%, 40% and 60% of data points at time T   2, T   1 and T respectively, are
missing (including y1;T 2, y1;T 1 and y1;T )
- hor 4 : 20%, 40%, 60% and 80% of data points at time T   3, T   2, T   1 and T
respectively, are missing (including y1;T 3, y1;T 2, y1;T 1 and y1;T ).
We label these availability patterns as hor 1, ..., hor 4 as they can be associated with
an (increasing) forecast horizon for y1;T . Note that with decreasing forecast horizon the
data set is \expanding" in the sense discussed in Section 3.5.
We measure the forecast accuracy relative to the accuracy of the unfeasible forecast
based on true common component 1;t. Specically, Table 2.4 reports
1  (1;T   E^[y1;T j
T ])
2
Var(1;t)
= 1  (1;T   ^1;T )
2
Var(1;t)
; (2.18)
where ^1;T = E^[1;T j
T ]. This measure is smaller than 1 and tends to 1 as the esti-
mated forecast approaches the unfeasible one. We also present the forecast accuracy
statistics of BM relative to that of RT and SW approaches (BM/RT and BM/SW re-
spectively). Again, ratio larger than 1 indicates that the BM forecasts are on average
more accurate. We apply the same highlighting principle as in the previous exercise. ` '
entries correspond to the cases in which (2.18) is negative (the variance of the forecast
error is larger than the variance of the common component). We consider the case of
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r = 3 and the same parameterisations for the data generating process as in the previous
exercise.
Starting with the results for the BM approach, again, forecast accuracy increases with
increasing sample length and cross-section size. For n = 10 and large fraction of missing
data the forecasts are rather inaccurate (especially for the miss-specied model with
d;  > 0). For n = 100, on the other hand, we are relatively close to the unfeasible
forecast. In this cases accuracy losses due to missing data are not that large either. In
contrast to the results of the previous exercise, more persistent factors result in more
accurate forecasts. Accuracy losses due to incorrect number of factors are larger but
still limited.
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Table 2.4: Monte Carlo analysis, forecast accuracy relative to unfeasible forecast, r = 3
BM BM/RT BM/SW
n T hor 1 hor 2 hor 3 hor 4 hor 1 hor 2 hor 3 hor 4 hor 1 hor 2 hor 3 hor 4
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.53 0.40 0.31 0.13 1.08 1.05 1.15 1.51 - - - -
10 100 0.66 0.58 0.50 0.31 1.09 1.11 1.18 1.34 4.65 - - -
25 50 0.76 0.70 0.63 0.45 1.02 1.03 1.08 1.25 1.07 1.12 1.80 -
25 100 0.81 0.77 0.71 0.54 1.01 1.03 1.06 1.18 1.05 1.08 1.27 -
50 50 0.82 0.79 0.74 0.60 1.00 1.01 1.02 1.08 1.01 1.02 1.04 1.72
50 100 0.88 0.85 0.81 0.70 1.00 1.01 1.02 1.07 1.01 1.02 1.04 1.33
100 50 0.86 0.83 0.80 0.72 1.00 1.00 1.01 1.03 1.00 1.00 1.01 1.09
100 100 0.91 0.89 0.87 0.80 1.00 1.00 1.01 1.01 1.00 1.00 1.01 1.04
 = 0:7,  = 0:5,  = 0:5,  U [0:10:9], s = 0, rhat = r
10 50 0.21 0.15 0.00 - 0.91 0.75 - - - - - -
10 100 0.37 0.33 0.22 0.08 1.05 0.98 1.08 0.93 - - - -
25 50 0.47 0.40 0.31 0.10 0.95 0.93 1.00 0.70 0.95 1.04 3.65 -
25 100 0.65 0.59 0.51 0.38 1.00 1.00 1.04 1.11 1.00 1.04 1.43 -
50 50 0.65 0.58 0.50 0.38 0.98 0.97 0.98 1.04 0.97 0.96 0.99 1.79
50 100 0.78 0.75 0.69 0.57 0.99 0.99 1.01 1.05 0.99 0.99 1.02 1.36
100 50 0.71 0.68 0.61 0.54 0.99 0.99 0.99 0.99 0.97 0.97 0.98 1.03
100 100 0.84 0.83 0.79 0.73 1.00 1.00 1.00 1.01 0.99 0.99 1.00 1.02
 = 0:5,  = 0,  = 0,  U [0:10:9],s = 0, rhat = r
10 50 0.50 0.40 0.31 0.18 1.01 1.01 0.93 1.01 - - - -
10 100 0.63 0.53 0.44 0.28 1.05 1.06 1.04 1.17 1.91 - - -
25 50 0.73 0.66 0.59 0.42 1.01 1.02 1.03 1.19 1.07 1.15 2.14 -
25 100 0.80 0.74 0.66 0.48 1.01 1.02 1.02 1.11 1.04 1.09 1.32 -
50 50 0.81 0.75 0.70 0.58 1.01 1.01 1.02 1.06 1.01 1.03 1.08 1.63
50 100 0.88 0.83 0.77 0.65 1.00 1.01 1.01 1.05 1.01 1.02 1.05 1.39
100 50 0.86 0.84 0.79 0.73 1.00 1.00 1.01 1.02 1.00 1.01 1.02 1.05
100 100 0.92 0.90 0.87 0.79 1.00 1.00 1.00 1.02 1.00 1.00 1.01 1.03
 = 0:9,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r
10 50 0.59 0.48 0.37 0.22 1.20 1.29 1.30 6.13 - - - -
10 100 0.72 0.63 0.56 0.43 1.28 1.37 1.57 4.95 2.78 - - -
25 50 0.75 0.69 0.64 0.52 1.07 1.10 1.25 2.03 1.19 1.29 - -
25 100 0.82 0.77 0.73 0.62 1.04 1.07 1.16 1.71 1.08 1.16 1.51 -
50 50 0.80 0.76 0.72 0.63 1.02 1.03 1.09 1.23 1.05 1.07 1.21 3.11
50 100 0.88 0.84 0.80 0.71 1.01 1.02 1.06 1.20 1.02 1.03 1.09 1.59
100 50 0.84 0.81 0.78 0.72 1.00 1.00 1.02 1.07 1.02 1.02 1.05 1.14
100 100 0.91 0.89 0.87 0.81 1.00 1.00 1.01 1.06 1.00 1.00 1.01 1.07
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 0, rhat = r + 1
10 50 0.38 0.27 0.18 0.07 1.07 1.09 1.26 - - - - -
10 100 0.57 0.50 0.41 0.23 1.13 1.15 1.44 1.91 - - - -
25 50 0.62 0.57 0.49 0.34 1.01 1.00 1.08 1.25 1.50 - - -
25 100 0.75 0.70 0.65 0.52 1.03 1.03 1.09 1.21 1.40 3.14 - -
50 50 0.73 0.71 0.65 0.54 1.00 1.00 1.05 1.14 1.14 1.52 - -
50 100 0.84 0.82 0.77 0.67 1.01 1.01 1.03 1.06 1.07 1.19 1.57 -
100 50 0.80 0.79 0.74 0.69 1.00 1.00 0.99 1.03 1.07 1.18 2.81 -
100 100 0.88 0.87 0.85 0.79 1.00 0.99 1.00 1.03 1.02 1.10 1.43 14.21
 = 0:7,  = 0,  = 0,  U [0:10:9], s = 1, rhat = r
25 50 0.46 0.40 0.39 0.34 1.17 1.30 1.74 4.45 - - - -
25 100 0.71 0.67 0.62 0.52 1.18 1.23 1.36 2.16 2.78 - - -
50 50 0.68 0.62 0.56 0.52 1.17 1.20 1.34 1.83 1.49 2.56 - -
50 100 0.81 0.77 0.72 0.67 1.09 1.13 1.22 1.58 1.19 1.39 6.46 -
100 50 0.73 0.70 0.67 0.62 1.07 1.10 1.13 1.25 1.13 1.23 1.51 -
100 100 0.85 0.84 0.81 0.76 1.04 1.06 1.08 1.18 1.06 1.10 1.17 2.59
Notes: Table reports average forecast accuracy relative to an unfeasible forecast over the Monte
Carlo simulations. BM refers to the estimation method studied in this paper, RT to the algorithm
proposed by Rubin and Thayer (1982) and SW refers to the algorithm of Stock and Watson (2002).
We report the relative forecast accuracy for BM, as well as its ratio to the corresponding statistics
for RT and SW. hor 1, hor 2, ..., hor 4 refer to the (decreasing) pattern of end-of-sample data
availability as described in the main text. The number of factors r = 3 . T and n refer to the sample
and cross-section size, respectively. s is the number of lags of the factors included in the measurement
equation. The parameters , ,  , and  govern the persistence of the factors, the degree of serial-
and cross-correlation of the idiosyncratic component and its relative variance, respectively. rhat is
the number of factors with which the models are estimated. - means that the variance of the forecast
error was larger than the variance of the common component.
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As for the comparison with RT and SW approaches, they are outperformed by BM,
apart from the case with d;  > 0 in which RT performs best. Again, the largest
improvements in forecast accuracy for BM occur for smaller samples, more persistent
factors, larger fraction of missing data and a \truly" dynamic model. In particular,
as the forecast horizon increases, so do the accuracy gains of the BM approach over
the \static" ones. This shows the importance of exploiting the dynamics in case of
incomplete cross-section at the end of the sample. In these cases SW yields rather poor
forecasts, with the variance of the forecast error larger than the variance of the common
component.
2.4 Empirical application
In this section we employ the methodology developed in Section 2.2 for two applications:
nowcasting and backdating of euro area GDP.
2.4.1 Data set
We evaluate the methodology on panels with dierent size of the cross-section, corre-
sponding to dierent level of (sectoral) disaggregation of various macro-economic con-
cepts. Sectoral information can provide additional or more robust signal for the variable
of interest. Moreover, it is sometimes required to provide a more detailed interpretation
of the results. On the other hand, it can lead to model mis-specication in small samples
by introducing idiosyncratic cross-correlation. We evaluate robustness of the results to
expanding the information set by sectoral information, by considering the following data
set compositions:
 Small - contains the main indicators of real activity on the total economy, such as
industrial production, orders, retail sales, unemployment, European Commission
Economic Sentiment Indicator, Purchasing Manager Index, GDP or employment
(14 series in total). It also contains nancial series such as stock prices index or
prices of raw materials.
 Medium - in addition to the series contained in Small specication, it includes more
disaggregated information on industrial production, more disaggregated survey
information and national accounts data. This composition contains most of the real
key economic indicators reported in monthly reports of the European Commission
(46 series in total).
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 Large - apart from the indicators contained in Medium, this specication includes
series from the large euro area factor model described in Banbura and Runstler
(2007) and ECB (2008) (101 series).
The data set contains monthly and quarterly variables. The series observed on a daily
basis are converted to monthly frequency by taking monthly averages. The detailed
description including the list of the series in each specication, their availability and
applied transformations is provided in the Appendix. The data set contains the gures
as available on the 15th of October 2009.
2.4.2 Modelling monthly and quarterly series
Before moving to the applications let us explain how we combine the information from
monthly and quarterly variables. In this we follow Mariano and Murasawa (2003) and
assume that the frequency of the model is monthly and for each quarterly variable we
construct a partially observed monthly counterpart. Let us illustrate this on the example
of GDP. We construct a partially observed monthly GDP (3-month on 3-month) growth
rate as:
yQ1;t =

log(GDPt)  log(GDPt 3); t = 3; 6; 9; :::
missing; otherwise ;
where GDPt denotes the level of GDP observed in month t. In this, we follow the
convention that quarterly observations are \assigned" to the third month of each quarter.
Further, we use the approximation of Mariano and Murasawa (2003)
yQ1;t = (1 + L+ L
2)2yQ1;t = y
Q
1;t + 2y
Q
1;t 1 + 3y
Q
1;t 2 + 2y
Q
1;t 3 + y
Q
1;t 4; (2.19)
where yQ1;t denotes the unobserved month-on-month GDP growth rate. Finally, we as-
sume that yQ1;t admits the same factor model representation (2.1) as the monthly vari-
ables, with loadings 1;Q. Combining (2.1) and (2.19) results in the following represen-
tation for yQ1;t:
yQ1;t = (1 + L+ L
2)2(1;Qft + "
Q
1;t) = 1;Q

f 0t f
0
t 1 : : : f
0
t 4
0
+ "Q1;t ;
where 1;Q = [1;Q 21;Q 31;Q 21;Q 1;Q] is a (restricted) matrix of loadings on fac-
tors and their lags. In an analogous manner we construct yQ2;t, ..., y
Q
nQ;t
for the remaining
nQ  1 quarterly variables. The details of the resulting joint state space representations
are provided in the Appendix.
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2.4.3 Forecast evaluation
We start by evaluating our methodology in nowcasting, which is understood as fore-
casting the present, the very near future and the very recent past, see e.g. Banbura,
Giannone, and Reichlin (2010b). For a variable such as GDP this is a relevant exercise
since, while it is the main indicator of the state of the economy, it is released with a sub-
stantial delay (around six weeks in the euro area). In the mean-time it can be forecast
using more timely, typically monthly variables.
An important feature of nowcasting models is that they should be able to incorporate
the most up-to-date information, which due to non-synchronous releases and publication
delays results in an irregular pattern of missing observations at the end of the sample
(\ragged edge"). Another source of missing observations is the mixed frequency nature
of the data set, as explained above. Finally, several series in the data set, namely
Purchasing Managers' Surveys, exhibit missing data at the beginning of the sample. Our
methodology can deal with such dierent patterns of data availability in an automatic
manner.
Details of the exercise
We evaluate the average precision of the nowcasts for the three data set compositions
in a recursive out-of-sample exercise, replicating at each point of the forecast evaluation
sample the real-time data availability pattern specic to that point in time.25 More
precisely, in each month we follow the availability pattern specic to the middle of
the month (after the data on industrial production are released). For example, in mid-
February the last available gure on industrial production would refer to December of the
previous year, while for survey data, which are much more timely, there would be already
numbers for January. Accordingly, in the middle of each month the publication lag for
industrial production and surveys is two and one month, respectively. Consequently
when we evaluate the model in e.g. March, the data for industrial production \end" in
January, while for surveys they are available up to February. The same mechanism is
applied to all the variables, taking into account their respective (stylised) publication
delays, as reported in the data table in the Appendix. The procedure for quarterly
variables follows a similar logic modied to take into account the quarterly frequency of
the releases, see e.g. Banbura and Runstler (2007) for more formal explanation.
For each reference quarter we produce a sequence of projections, starting with the fore-
25The real-time vintages are not available for all the variables of interest and whole evaluation period,
therefore the exercise is \pseudo real-time". That is, we use the nal gures as of October 2009, but
we observe the real-time data availability.
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cast based on the information available in the rst month of the preceding quarter,
seven months ahead of the GDP ash release. The second forecast is produced with the
information that would be available one month later and the last forecast is based on
the information available in the rst month of the following quarter, 1 month before the
ash release. We denote projections based on the information in preceding, current and
following quarter (with respect to the forecast reference quarter) as Q( 1), Q(0) and
Q(+1) respectively.26 Forecasts made in the rst, second and third month of a quarter
are referred to asM1,M2 andM3 respectively. For example, a forecast made in the rst
month of preceding quarter (Q( 1)M1) means that we project e.g. the second quarter
relying on the information available in January (i.e. rst month of the rst quarter);
the third quarter using the information available in April, etc.27
For the measure of prediction accuracy we choose the Root Mean Squared Forecast Error
(RMSFE). The evaluation sample is 2000 Q1 to 2007 Q4. The recent period including
recession has been excluded from the evaluation sample because of the extreme values
of the GDP in this period, which could bias the results towards the models that were
accurate in this particular quarters. The estimation sample starts in January 1993. We
choose a recursive estimation which means that the sample length increases each time
that more information becomes available.
We run the out-of-sample forecast evaluation for specications including 1 to 5 factors
(r = 1; 2; : : : ; 5) and 1 or 2 lags in the VAR (p = 1; 2).28
We evaluate the forecasts for the Small, Medium and Large data set compositions, both
under assumption of serially uncorrelated or AR(1) idiosyncratic component, see the
Appendix for the respective state space representations. For reference, we also consider
univariate benchmarks: autoregressive model with number of lags chosen by AIC and
a sample mean of the GDP growth rate. Finally, we reproduce the forecasts from the
factor model proposed by Banbura and Runstler (2007) who apply the methodology of
Giannone, Reichlin, and Small (2008) to the euro area.
Results of the forecast evaluation
Table 2.5 presents the results for the dierent forecast horizons, from the rst month of
26The number in the parenthesis reects the \shift" with respect to the reference quarter. For
example, Q( 1) means that we forecast the reference quarter using the information available in the
preceding ( 1) quarter.
27As GDP is assumed to be \observed" in the third month of the corresponding quarter, a forecast
made in the rst month of preceding quarter will correspond to a 5-month forecast horizon; a forecast
made in the second month of preceding quarter to a 4-month horizon, etc.; with the forecast made
in the rst month of following quarter corresponding to a -1-month forecast horizon, cf. Angelini,
Camba-Mendez, Giannone, Runstler, and Reichlin (2008);
28Increasing p to 3 has resulted in a deterioration of the forecast accuracy;
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preceding quarter, Q( 1)M1, till the rst month of the following quarter, Q(+1)M1.
Average gives the average forecast error for all considered horizons. What regards the
number of factors, the best parameterisations ex-post and equally weighted forecast
combinations over all parameterisations are presented. AR and Mean refer to results
from the univariate benchmarks and BR refers to the model of Banbura and Runstler
(2007).
Table 2.5: Root Mean Squared Forecast Errors for GDP, 2000-2007
Small Medium Large Benchmarks
Idio Uncorr AR(1) Uncorr AR(1) Uncorr AR(1)
Best ex-post parameterisation AR Mean BR
r,p 2,2 4,2 3,2 5,2 5,2 5,2
Q( 1)M1 0.27 0.25 0.27 0.27 0.27 0.28 0.33 0.32 0.26
Q( 1)M2 0.25 0.24 0.23 0.24 0.25 0.25 0.32 0.32 0.24
Q( 1)M3 0.24 0.24 0.24 0.24 0.24 0.25 0.32 0.32 0.21
Q(0)M1 0.22 0.22 0.22 0.23 0.21 0.23 0.32 0.32 0.21
Q(0)M2 0.21 0.22 0.21 0.22 0.22 0.23 0.27 0.31 0.22
Q(0)M3 0.20 0.19 0.20 0.18 0.25 0.23 0.27 0.31 0.21
Q( 1)M1 0.19 0.17 0.18 0.18 0.21 0.20 0.27 0.31 0.18
Average 0.23 0.22 0.22 0.22 0.24 0.24 0.30 0.31 0.22
Forecast combination over parameterisations
Q( 1)M1 0.27 0.27 0.27 0.27 0.28 0.29
Q( 1)M2 0.24 0.24 0.24 0.24 0.27 0.26
Q( 1)M3 0.24 0.24 0.25 0.24 0.26 0.26
Q(0)M1 0.23 0.22 0.23 0.23 0.24 0.24
Q(0)M2 0.21 0.22 0.22 0.22 0.24 0.23
Q(0)M3 0.19 0.19 0.19 0.19 0.25 0.24
Q( 1)M1 0.18 0.18 0.18 0.18 0.21 0.20
Average 0.22 0.22 0.23 0.23 0.25 0.25
Notes: Table reports Root Mean Squared Forecast Errors (RMSFEs) for dierent data set compo-
sitions. Small, Medium and Large refer to data sets with 14, 46 and 101 variables. The models
are estimated by EM algorithm under the assumption of serially uncorrelated (Uncorr) or AR(1)
idiosyncratic component. The upper panel presents the results for the best ex-post parameterisation
(in terms of number of factors r and number of their lags in the VAR p). The lower panel gives the
RMSFEs for forecast combinations with equal weights across parameterisations with r = 1; : : : ; 5
and p = 1; 2. Q( 1), Q(0) and Q(+1) refer to forecasts based on the information in preceding,
current and following quarter, respectively, and M1, M2 and M3 to the months within a quarter,
Average refers to an average RMSFE over the 7 forecast horizons. Benchmarks are the univari-
ate autoregressive model with the number of lags chosen by AIC (AR) and the sample Mean. In
addition, RMSFE for the factor model of Banbura and Runstler (2007) are reported (BR).
We can see that all the factor models perform much better than the univariate bench-
marks, with largest improvements for shortest forecast horizons. This conrms the
importance of relying on timely information contained in monthly indicators (cf. e.g.
Giannone, Reichlin, and Small, 2008; Banbura and Runstler, 2007). As for dierent
70 CHAPTER 2. ML FOR LARGE FACTOR MODEL WITH MISSING DATA.
data compositions, the results for specications Small and Medium are comparable. In
other words, in order to obtain accurate forecasts of GDP, the information on the total
economy seems sucient. This is in line with the results in e.g. Banbura, Giannone,
and Reichlin (2010a) who use US data set and a dierent methodology. The forecasts
from Large specication are a bit less accurate. This may point out to diculties in
extracting relevant signal in the presence of indicators of dierent \quality", as pointed
out by e.g. Boivin and Ng (2006).
Concerning the comparison with the model of Banbura and Runstler (2007), it performs
on average equally well as the Small and Medium specications. Banbura and Runstler
(2007) use a data set that contains, apart from GDP, 76 monthly indicators that are
available over the whole estimation period and apply estimation technique based on
principal components and Kalman lter. Similar performance of their model suggests,
on one hand, that our methodology can reliably extract relevant signal from data sets
containing short history and low frequency series, such as Purchasing Managers' Surveys
or national accounts and labour market data. On the other hand, it seems that there is
no additional information in these series with respect to the data set used by Banbura
and Runstler (2007). However, including the series in the data set might still be of
interest, e.g. for the sake of interpretation of the news that their releases carry (see also
the next section) or to obtain forecasts or interpolations of various quarterly variables
from a single model.
As for the comparison between implementations with serially uncorrelated or AR(1)
idiosyncratic component, the results are not clear-cut. For most of the considered pa-
rameterisations, modelling serial correlation seems to help for shorter forecast horizons
(results for parameterisation not shown in Table 2.5 are available upon request). For
longer horizons, there is no clear ranking between the two implementations. In addi-
tion, there is no dierence in performance of the corresponding forecast combinations.
Therefore, we conclude that what regards GDP, the advantage of modelling the idiosyn-
cratic serial correlation is not obvious. Accounting for serially correlated idiosyncratic
component could be more important for monthly variables. This issue is left for future
research. Another issue worth exploring is that the optimal parameterisations with seri-
ally correlated idiosyncratic component seem to include more common factors than their
\uncorrelated" counterparts.
As a nal observation, let us point out that forecast combinations over all parameteri-
sations perform equally well or only slightly worse than the best ex-post specication.
Hence, averaging over specications could be a valid strategy in case no single parameter-
isation performs best for all the horizons or when the best specication is very sensitive
to the choice of the evaluation sample. In particular, there have been large dierences
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between the forecasts from various parameterisations in the period of recent recession
with dierent parameterisations performing best at dierent points in time. In such
periods, averaging over parameterisations could be a good strategy.
2.4.4 News in data releases and forecast revisions
In the following exercise, we produce a sequence of GDP forecasts for the fourth quarter
of 2008, at each update we extract the news components from various data groups and
illustrate how they revise the forecast.
As in the previous section, the sequence of forecasts for the reference quarter is based on
\expanding" information sets. The rst forecast is performed on the basis of information
set available in mid-July 2008 (in the terminology of the previous section this would
correspond to the forecast from the rst month of preceding quarter). Subsequently, we
revise this forecast once a month incorporating new gures, which would have become
available in real-time. In this, we follow the stylised release calendar used in the out-
of-sample forecast evaluation in the previous section. The last update is based on the
data of mid-January 2009 (forecast from the rst month of the following quarter) and
the actual GDP for the fourth quarter was released in February (ash estimate).
At each update we break down the forecast revision into the contributions of the news
from the respective predictors using formula (3.7). In other words, the dierence between
two consecutive forecasts is the sum of the contributions of the news from all the variables
plus the eects of model re-estimation. As decomposition (3.7) holds provided that the
expectations are conditional on the same parameter values, the fact that the parameters
are re-estimated with each forecast update has to be taken into account separately.
Figure 2.1 shows the evolution of the forecast as new information arrives, the actual
value of the GDP for the fourth quarter and the decomposition of the revisions, obtained
with the Small and Medium specications (for the best parameterisations ex-post). For
the sake of readability the series are grouped into following groups: real variables (Real
News), European Commission and Purchasing Managers' Surveys (Surv News), nancial
series (Fin News) and US data.29 Category Re-est reects the eects of parameter re-
estimation.
29See the Appendix for the list of series in each group. Fin contains also commodity prices. The
contribution of a group of series is the sum of the contributions of the series within this group.
72 CHAPTER 2. ML FOR LARGE FACTOR MODEL WITH MISSING DATA.
Figure 2.1: Contribution of news to forecast revisions for 2008 Q4: Small and Medium
model
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We can observe that forecasts and news follow qualitatively similar patterns for both
data set compositions. The rst forecast is relatively close to the historical average and
remains at a relatively high level throughout the third quarter, compared to the actual
outcome. This is in line with the results in Giannone, Reichlin, and Small (2008), who
compare the accuracy of judgmental and factor model based forecasts and show that they
have hard time beating nave models, such as unconditional mean, for horizons beyond
the current quarter. When looking at the contributions from dierent groups of data,
we see that for longer forecast horizons the biggest news impact comes from the surveys.
The news from real data becomes important only later in the forecast cycle, when the
released numbers refer to the target quarter. This conrms the results of Giannone,
Reichlin, and Small (2008) and Banbura and Runstler (2007) on the important role of
soft data for the GDP projections when the hard data for the relevant periods are not
yet available. The impact of news from US and nancial data is rather limited. Finally,
the eects of the re-estimation are rather large and are most likely due to extreme values
that were observed in this period (many of the series, including GDP growth, attained
their historical lows, several standard deviations away from their historical averages).
When looking at quantitative results, we can see that there are some dierences between
the specications in how the information from new releases is incorporated. Both fore-
casts start from a similar level but Small specication seems to \head" faster towards the
true outcome, in particular due to dierent contribution from the news in the nancial
group (the composition of this group in both specications is dierent).
2.4.5 Backdating
As discussed in Section 2.2.2, a useful feature of our framework is that Kalman smoother
can be applied to obtain the estimates of any missing observations in the data set which
can be used e.g. in order to backdate a short history series or to interpolate a low
frequency variable.
In this section we illustrate this by applying the methodology to backdating of GDP. For
this purpose, we modify the data sets described above by discarding all the observations
on GDP prior to March 2001. Further, we estimate the parameters of the models and
obtain the estimates of the missing values of GDP from the Kalman smoother.
Figure 2.2 plots the back estimates of the GDP based on the three considered data set
compositions and the actual quarterly growth rate of GDP. We use the best ex-post
parameterisations under the assumption of serially correlated idiosyncratic component.
As we can see from Figure 2.2, independently of the data set used, the back estimates
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Figure 2.2: Back estimates of GDP
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seem to capture well the movements of the GDP, giving reasonable estimates of the past
values of the series and the dierent specications yield comparable results.
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2.5 Summary
This Chapter proposes a methodology for the estimation of dynamic factor model in
the presence of arbitrary pattern of missing data. We show how the steps of the EM
algorithm of Watson and Engle (1983) should be modied in the case of missing data.
We also propose how to model the dynamics of the idiosyncratic component.
We evaluate the methodology on both simulated and euro area data. Monte Carlo
evidence indicates that it performs well, also in case of relatively large fractions of
missing observations. We compare our approach to alternative EM algorithms proposed
by Rubin and Thayer (1982) and Stock and Watson (2002b). The latter two approaches
do not model the dynamics of the latent factors and as a consequence perform worse
when such dynamics is strong. The advantage of our methodology is particularly evident
in cases of large fraction of missing data and in small samples. The simulations also
suggest that accounting for dynamics is important in real-time forecasting/nowcasting
applications in which there is a large fraction of missing data at the end of the sample
(see also Doz, Giannone, and Reichlin, 2005).
In the empirical part, we apply the methodology to nowcasting and backdating of the
euro area GDP on the basis of data sets containing monthly and quarterly series. Thanks
to the exibility of the framework in dealing with missing data, short history and lower
frequency (quarterly) variables can be easily incorporated (e.g. Purchasing Managers'
Surveys, GDP components or labour statistics). We consider dierent sizes of cross-
section corresponding to dierent levels of sectoral disaggregation (Small, Medium and
Large, including 14, 46 and 101 variables respectively). Large specication performs a
bit worse than the other two, which could be due to diculties in extracting relevant
signal in the presence of indicators of dierent \quality", as pointed out by e.g. Boivin
and Ng (2006). As for Small and Medium specications, they perform comparably,
suggesting that, while potentially useful for interpretation, sectoral information is not
necessarily needed for an accurate GDP forecast (Small specication contains series
measuring only total economy concepts). Both specications perform similarly to the
factor model of Banbura and Runstler (2007) who adopt the methodology of Giannone,
Reichlin, and Small (2008). This shows that, on one hand our approach works well
for data sets containing short history and low frequency data such as mentioned above;
on the other hand, however, incorporating such data does not lead to improvements
in forecast accuracy in case of euro area GDP. The latter observation might, however,
not hold for other economies, for which the pool of high frequency and long history
information could be more modest. In addition, including the series in the data set
might still be of interest, e.g. for the sake of interpretation of the news that their
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releases carry or to obtain forecasts of various quarterly variables from a single model.
Concerning the role of idiosyncratic dynamics, we do not nd consistent improvements
in the accuracy of GDP forecasts, when taking it explicitly into account. There might
be more sizable improvements in the case of monthly variables, which we do not forecast
here, see e.g. Stock and Watson (2002b). It is a possible extension of the current
application left for future research.
Finally, another methodological contribution of our Chapter is that we show that a
forecast revision which arises as a consequence of a release of new data is a weighted
sum of model based news from this release. We show how to derive the news and
the associated weights within our framework. We illustrate how this can be used in
nowcasting applications to understand and interpret the contributions of various data
releases to forecast updates.
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B.2 Derivation of the EM iterations
Let us rst sketch the derivation of formulas (2.5)-(2.8). They are obtained under
the assumption of no serial correlation in the idiosyncratic component and p = 1
( = f; A = A1; R;Qg). Under these assumptions the joint log-likelihood (for the
observations and the latent factors) is given by:
l(Y; F ; ) =  1
2
log jj   1
2
f 00
 1f0   T
2
log jQj   1
2
TX
t=1
(ft   Aft 1)0Q 1(ft   Aft 1)
  T
2
log jRj   1
2
TX
t=1
(yt   ft)0R 1(yt   ft)
=  1
2
log jj   1
2
f 00
 1f0   T
2
log jQj   1
2
tr
"
Q 1
TX
t=1
(ft   Aft 1)(ft   Aft 1)0
#
  T
2
log jRj   1
2
tr
"
R 1
TX
t=1
(yt   ft)(yt   ft)0
#
:
In order to obtain the expressions for (j + 1) and A(j + 1), we need to dierentiate
L(; (j)) = E(j)

l(Y; F ; )j
T

with respect to  and A respectively. For example, for
the latter we get
@E(j)

l(Y; F ; )j
T

@A
=  1
2
@tr
n
Q 1
PT
t=1 E(j)

(ft   Aft 1)(ft   Aft 1)0j
T )
o
@A
=  Q 1
TX
t=1
E(j)

ftf
0
t 1j
T

+Q 1A
TX
t=1
E(j)

ft 1f 0t 1j
T

;
and consequently
A(j + 1) =
 
TX
t=1
E(j)

ftf
0
t 1j
T
! TX
t=1
E(j)

ft 1f 0t 1j
T
! 1
;
as provided in the main text. In an analogous manner formula (2.5) for (j + 1) can
be derived. The expressions (2.7) and (2.8) for R(j + 1) and Q(j + 1) are obtained
by dierentiating L(; (j)) with respect to R and Q respectively, where  = f(j +
1); A(j + 1); R;Qg, see also the comment in footnote 13.
Let us now develop the formulas for (j + 1) and R(j + 1) in the case that yt contains
missing values and (2.9) no longer holds. Let us dierentiate E(j)

l(Y; F ; )j
T

with
respect to :
@E(j)

l(Y; F ; )j
T

@
=  1
2
@tr
n
R 1
PT
t=1 E(j)

(yt   ft)(yt   ft)0j
T
o
@
(B.1)
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and let us have a closer look at E

(yt ft)(yt ft)0j
T

(to simplify the notation we
skip the subscript (j)).
Let
yt = Wtyt + (I  Wt)yt = y(1)t + y(2)t ;
where Wt is a diagonal matrix with ones corresponding to the non-missing entries in yt
and 0 otherwise. (y
(1)
t contains the non-missing observations at time t with 0 in place of
the missing ones.)
We have:
(yt   ft)(yt   ft)0 =

Wt(yt   ft) + (I  Wt)(yt   ft)

Wt(yt   ft) + (I  Wt)(yt   ft)
0
= Wt(yt   ft)(yt   ft)0Wt + (I  Wt)(yt   ft)(yt   ft)0(I  Wt)
+ Wt(yt   ft)(yt   ft)0(I  Wt) + (I  Wt)(yt   ft)(yt   ft)0Wt :
By the law of iterated expectations:
E

(yt   ft)(yt   ft)0j
T

= E
h
E

(yt   ft)(yt   ft)0jF;
T
j
Ti :
As
E

Wt(yt   ft)(yt   ft)0(I  Wt)jF;
T

= 0 ;
E

(I  Wt)(yt   ft)(yt   ft)0(I  Wt)jF;
T

= (I  Wt)R(j)(I  Wt)
and
E

Wt(yt   ft)(yt   ft)0Wtj
T

=Wtyty
0
tWt  WtytE

f 0t j
T

0Wt  WtE

ftj
T

y0tWt +WtE

ftf
0
t j
T

0Wt
= y
(1)
t y
(1)0
t   y(1)t E

f 0t j
T

0Wt  WtE

ftj
T

y
(1)0
t +WtE

ftf
0
t j
T

0Wt ; (B.2)
we get:
E

(yt   ft)(yt   ft)0j
T

=
y
(1)
t y
(1)0
t  y(1)t E

f 0t j
T

0Wt WtE

ftj
T

y
(1)0
t +WtE

ftf
0
t j
T

0Wt+(I Wt)R(j)(I Wt) :
(B.3)
Inserting (B.3) into (B.1) yields:
@tr
n
R 1E(j)

(yt   ft)(yt   ft)0j
T
o
@
=  2WtR 1y(1)t E(j)

f 0t j
T

+ 2WtR
 1WtE(j)

ftf
0
t j
T

=  2R 1y(1)t E(j)

f 0t j
T

+ 2R 1WtE(j)

ftf
0
t j
T

:(B.4)
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From
TX
t=1
@tr
n
R 1E(j)

(yt   ft)(yt   ft)0j
T
o
@

=(j+1)
= 0
follows
TX
t=1
y
(1)
t E(j)

f 0t j
T

=
TX
t=1
Wt(j + 1)E(j)

ftf
0
t j
T

:
Equivalently (as vec(ABC) = (C 0 
 A)vec(B)) we have
vec
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y
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t E(j)

f 0t j
T
!
=
 
TX
t=1
E(j)

ftf
0
t j
T

Wt! vec (j + 1) ;
hence
vec
 
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
=
 
TX
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E(j)

ftf
0
t j
T

Wt! 1 vec TX
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y
(1)
t E(j)

f 0t j
T
!
;
as given by formula (2.11). In the similar fashion we obtain
R(j + 1) = diag
 
1
T
TX
t=1

y
(1)
t y
(1)0
t   y(1)t E(j)

f 0t j
T

(j + 1)0Wt  Wt(j + 1)E(j)

ftj
T

y
(1)0
t
+ Wt(j + 1)E(j)

ftf
0
t j
T

(j + 1)0Wt + (I  Wt)R(j)(I  Wt)
!
:
Let us now consider the case of p > 1. We can write the log-likelihood:
l(Y; F ; ) =  1
2
log jj   1
2
f 00
 1 f0   T
2
log jQj   1
2
tr
"
Q 1
TX
t=1
(ft   A ft 1)(ft   A ft 1)0
#
  T
2
log jRj   1
2
tr
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R 1
TX
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(yt   ft)(yt   ft)0
#
;
where ft 1 = [f 0t 1; : : : ; f
0
t p]
0.
Consequently (2.6) and (2.8) should be modied as:
A(j + 1) =
 
TX
t=1
E(j)

ft f
0
t 1j
T
! TX
t=1
E(j)

ft 1 f 0t 1j
T
! 1
and
Q(j + 1) =
1
T
 
TX
t=1
E(j)

ftf
0
t j
T
  A(j + 1) TX
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E(j)

ft 1f 0t j
T
!
:
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The conditional moments of the factors E(j)

ft f
0
t 1j
T

, E(j)

ft 1 f 0t 1j
T

, E(j)

ftf
0
t j
T

can be obtained by running the Kalman lter on the following state space form:
Yt =

 0 : : : 0

26664
ft
ft 1
...
ft p+1
37775+ t t  N (0; R) ;
26664
ft
ft 1
...
ft p+1
37775 =
26664
A1 A2    Ap
I 0    0
...
. . . . . .
...
0    I 0
37775
26664
ft 1
ft 2
...
ft p
37775+ ut ut  N
0BBB@0;
26664
Q 0 : : : 0
0 0 : : : 0
...
...
. . .
...
0 0 : : : 0
37775
1CCCA :
Finally let us consider the case given by (2.15) with the idiosyncratic component follow-
ing an AR(1) process. In that case ~ = f~; ~A; ~Qg, R  diag() and the likelihood is
given by:
l(Y; F ; ~) =  1
2
log j~j   1
2
~f 00 ~
 1 ~f0   T
2
log j ~Qj   1
2
tr
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~Q 1
TX
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#
  T
2
log j ~Rj   1
2
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#
:
Consequently, (B.2) needs to be replaced by
E

Wt(yt   ~ ~ft)(yt   ~ ~ft)0Wtj
T

= E

Wt(yt   ft   ~t)(yt   ft   ~t)0Wtj
T

= y
(1)
t y
(1)0
t  y(1)t E

f 0t j
T

0Wt y(1)t E

~0tj
T

Wt WtE

ftj
T

y
(1)0
t +WtE

ftf
0
t j
T

0Wt
+WtE

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0
tj
T

Wt  WtE

~tj
T

y
(1)0
t +WtE

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0
t j
T

0Wt +WtE

~t~
0
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T

Wt
and (B.4) by
@tr
n
~R 1E

(yt   ft   ~t)(yt   ft   ~t)0j
T
o
@
=  2 ~R 1y(1)t E

f 0t j
T
  2 ~R 1WtE~tf 0t j
T 
+ 2 ~R 1WtE

ftf
0
t j
T

:
Hence
vec
 
(j + 1)

=
 
TX
t=1
E~(j)

ftf
0
t j
T

Wt! 1 vec TX
t=1
WtytE~(j)

f 0t j
T

+WtE~(j)

~tf
0
t j
T
!
:
The expressions for the estimates of i and 
2
i follow in an analogous manner to those
for A and Q.
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B.3 Case of a static factor model
In the special case that A1 =    = Ap = 0 in (2.2) the model reduces to a static
factor model (ft are i.i.d.). Under the identifying assumption that Q = I the joint
log-likelihood can be written as:
l(Y; F ; ) =  1
2
tr
"
TX
t=1
ftf
0
t
#
  T
2
log jRj   1
2
tr
"
R 1
TX
t=1
(yt   ft)(yt   ft)0
#
;(B.5)
where  = f; Rg. In a similar fashion as above, maximisation of the expected joint
log-likelihood gives for the (j + 1)-iteration
(j + 1) =
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:
For the case of non-missing data the EM steps for the static model have been derived in
Rubin and Thayer (1982). In this case we have E(j)

yty
0
tj
T

= yty
0
t, E(j)

ytf
0
t j
T

=
ytE(j)

f 0t j
T

and the conditional moments of the factors are given by:
E(j)

ftj
T

= (j)0(R(j) + (j)(j)0) 1yt = (j)yt ;
E(j)

ftf
0
t j
T

= I   (j)0(R(j) + (j)(j)0) 1(j) + (j)yty0t(j)0 : (B.6)
In the case of missing data the reasoning from the previous section applies and the
same formulas (2.11) and (2.12) for (j + 1) and R(j + 1), respectively, can be used.
E(j)

ftj
T

and E(j)

ftf
0
t j
T

can be calculated using (B.6) after the rows in (j)
corresponding to the missing data in yt (and the corresponding rows and columns in
R(j)) have been removed.
Note that this approach is dierent from the method proposed by Stock and Watson
(2002b). The latter is a popular method based on EM to calculate principal components
from a panel with missing data, see e.g. Breitung and Schumacher (2008). In fact, Stock
and Watson (2002b) estimate iteratively F and  by minimising in step j + 1:

F (j + 1);(j + 1)
	
= argmin
F;
(
tr
h TX
t=1
EF (j);(j)

(yt   ft)(yt   ft)0j
T
i)
:
This objective function is proportional to the expected log-likelihood in the case of xed
factors and homoscedastic idiosyncratic component, cf. formula (B.5).
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B.4 Computation of the news
As in Section 3.5, let 
v and 
v+1 be two consecutive vintages of data and let Iv+1 be
the news content of 
v+1 orthogonal to 
v. We have
E [yk;tk jIv+1] = E

yk;tkI
0
v+1

E

Iv+1I
0
v+1
 1
Iv+1 ; (B.7)
where
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:
Expressions (2.16) and (B.7) can be derived using the properties of conditional expecta-
tion as a projection operator under the assumption of Gaussian data (see e.g. Brockwell
and Davis, 1991, Chapter 2).
In order to obtain (B.7) we need to calculate E
h
yk;tk
 
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
yij ;tj j
v
 i
and E
h 
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
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.
Given the model (2.1)-(2.2) and (2.4) we can write
yk;tk = kftk + k;tk and
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
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Let us denote E [xtj
v] as xtj
v , we have:
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:
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The last term is equal to the jth element of the diagonal of R in case j = l and 0
otherwise. In the case that tj = ti the expectation E
h 
ftj   ftj j
v
  
fti   ftij
v
0 i
is
readily available from the Kalman smoother output. To obtain the expectations for
tj 6= tl one can augment the vector of states by appropriate number of their lags.
B.5 News vs. contributions
We will show on an example why the news rather than the contribution analysis as
proposed in Banbura and Runstler (2007) (see also ECB, 2008, Chart 3) is a suitable
tool for interpreting the sources of forecast revisions.
As shown in Banbura and Runstler (2007), the forecast of variable k at time t can be
written as the sum of contributions from all the variables in the data set:
yk;tj
v =
nX
i=1
Ck;ti;v ;
where
Ck;ti;v =
X
s:yi;s2
v
!k;ti;v (s)yi;s
denotes the contribution of variable i to the forecast of variable k at time t given the
data set 
v.
Let us now assume that we forecast yk;t using two blocks of variables: y
1 and y2. The
forecast of yk;t given the data vintage 
v can then be written (with a slight abuse of
notation) as the sum of contributions from the two blocks:
yk;tj
v = C
k;t
1;v + C
k;t
2;v :
The forecast revision, i.e. the dierence between the forecasts based on two consecutive
vintages 
v and 
v+1, can be expressed in terms of changes in the contributions from
the two blocks:
yk;tj
v+1 = yk;tj
v +C
k;t
1;v+1;v +C
k;t
2;v+1;v ;
where Ck;ti;v+1;v denotes a change in the contributions from variable/block i between the
vintages v and v + 1.
To see why this representation is not so convenient for understanding the sources of
forecast revisions let us assume, for simplicity, that the rst block contains only one
variable y1 = fy1;s; s = 1; 2; : : :g and that the dierence between vintages 
v and 
v+1
is the release of y1;t. Expressing the forecast revision in terms of the news, from (3.7)
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we get:
yk;tj
v+1 = yk;tj
v + bv+1;1 (y1;t   y1;tj
v)| {z }
news
:
Further, given that the forecast y1;tj
v can be as well expressed as the sum of the con-
tributions from the two blocks, C1;t1;v and C
1;t
2;v, we have:
yk;tj
v+1 = yk;tj
v + bv+1;1 (y1;t   C1;t1;v   C1;t2;v)| {z }
news
= yk;tj
v + bv+1;1(y1;t   C1;t1;v)| {z }
Ck;t1;v+1;v
 bv+1;1  C1;t2;v| {z }
Ck;t2;v+1;v
:
Therefore, while the release expanded only the information in block one, it led to a
change in the contributions of both blocks. Moreover, if C1;t1;v > y1;t it could happen that
even if bv+1;1 > 0, \positive news" in y
1 (i.e. y1;t > y1;tj
v , which is possible if C
1;t
2;v < 0)
leads to a drop in the contributions for this variable. Therefore not much can be inferred
from the sign of the change in contributions what regards \the message" from a new
data release.
Let us note however that if for the forecast y1;tj
v only the information from block one
were used, we would have bv+1;1(y1;t   y1;tj
v) = bv+1;1(y1;t   C1;t1;v) = Ck;t1;v+1;v and we
would have that the changes in contributions are equivalent to the contributions from
the news. This is the case for e.g. bridge equation models (see e.g Runstler and Sedillot,
2003, for the implementation of bridge equations to forecast euro area GDP).
B.6 State space representations in the empirical ap-
plications
We provide the details of the state space representations in the \mixed frequency"
empirical applications in Section 2.4. Let yMt and y
Q
t denote the nM  1 and nQ  1
vectors of monthly and quarterly data, respectively. The latter have been constructed
as described in Section 2.4.2. Further, let M and Q denote the corresponding factor
loading for the monthly data, yMt , and the unobserved monthly growth rates of the
quarterly data, yQt , respectively. We rst consider the case with no serial correlation in
the idiosyncratic component. Combining (2.1), (2.2), (2.4) and (2.19) with p = 1 results
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in the following state space representation:
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:
Let us now consider the case with the idiosyncratic component modelled as AR(1).
Let M = diag(M;1; : : : ; M;nM ) and Q = diag(Q;1; : : : ; Q;nQ) collect the AR(1)
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coecients of the idiosyncratic component of monthly and quarterly data. We have:
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:
Mt and 
Q
t have xed and small variance  as discussed in Section 2.2.1.
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Chapter 3
Nowcasting ination using high
frequency data
This Chapter proposes a methodology to nowcast and forecast ination using data with
sampling frequency higher than monthly. The nowcasting literature has been focused on
GDP, typically using monthly indicators in order to produce an accurate estimate for the
current and next quarter. This Chapter exploits data with weekly and daily frequency
in order to produce more accurate estimates of ination, for the current and followings
months. In particular, this Chapter focuses on the energy component of ination given
the availability of numerous data released timely and at weekly and daily frequencies.
These data are the Weekly Oil Bulletin Price Statistics for the euro area, the Weekly
Retail Gasoline and Diesel Prices for the US and the daily spot and future prices for
crude oil. The data are modeled as factor model at trading day frequency with missing
observations in a state space representation. For the estimation this chapter adopts
the methodology proposed in Chapter 2. In contrast to other existing approaches, the
methodology used in this Chapter has the advantage of modeling all data within a unied
single framework that, nevertheless, allows one to produce forecasts of all variables
involved. This oers the advantage of disentangling a model-based measure of "news"
from each data release and subsequently to assess its impact on the forecast revision.
The Chapter provides an illustrative example of this procedure.
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3.1 Introduction
Forecasting ination is a challenge for both market practitioners and central banks.
Market practitioners tend to continuously update their expectations as new information
is released, and to exploit this information in order to modify their investment strate-
gies. Ination is one of the variables that they continuously monitor. Central banks
are typically charged with guaranteeing price stability, and therefore routinely monitor
ination expectations and forecasts. Namely, nowcasting ination can help pinpoint the
current ination developments, understand the underlying forces that can jeopardise
price stability, and thereby helping policy makers to recognise the need to take decisions
that can oset these forces in a more timely manner.
HICP data in the euro area and CPI data in the US are usually released at the middle
of the following month with respect to the reference month. A ash estimate for the
euro area is available at the end of the reference month, but it only includes information
on the total index. Nevertheless, during the month numerous data which carry valuable
information on consumer prices, are released at weekly or daily sampling frequencies,
especially for the energy component of ination. This information, and the early signals
that it contains, can be useful to improve the accuracy of the estimated actual ination
and its future developments.
This Chapter provides an econometric framework that allows interested parties to con-
tinuously update their ination forecasts based on the growing amounts of information
provided by all relevant available data. In order to achieve this, the Chapter uses two
groups of data: First, the Weekly Commission Oil Bulletin Price Statistics (WOB) for
the euro area and the Weekly Retail Gasoline and Diesel Prices (WRGDP) for the US.
These sources contain surveys on the price at the pump of the fuels collected weekly,
typically on Monday. In the euro area they are released one or two days after their
collection (on Monday), while for the US they are released on the same day they are
collected. Second, the spot and future prices of crude oil, sampled at daily frequency,
and released the same day.
These two groups of data contain information that can be very useful for forecasting
ination. Namely, the WOB and the WRGDP data are focused on consumer prices,
which have, in comparison to raw oil price, the advantage that distribution and retail
margins are fully accounted for. This is a desirable property in order to forecast consumer
price ination. Moreover, spot and future prices of oil capture some of the global price
dynamics as well as pricing information for energy1 at the early part of the pricing chain.
1A natural extension would be to include the spot and the future price of other raw materials. This
is left for future research.
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They can therefore provide an idea of fundamental price developments.
Moreover, the energy component of ination is the most volatile component and the one
that aected more ination developments in the last years, both in the US and in the
euro area. A good forecast of the energy component of ination allows to improve the
understanding of future developments for total ination.
Although nowcasting ination is a novel idea, there is a rather long literature focusing on
nowcasting GDP. The use of higher frequency indicators in order to Nowcast/Forecast
lower frequency indicators started with monthly data for GDP. GDP is a quarterly
variable released with a substantial time delay (e.g. two months after the end of the
reference quarter for the euro area GDP). In the meanwhile, several monthly indicators
are released. Giannone, Reichlin, and Small (2008) for the US, Angelini, Banbura, and
Runstler (2007) and Banbura and Runstler (2007) for the euro area, show that using
monthly indicators is crucial in order to nowcast accurately GDP.
The methodology proposed in this Chapter fully exploits the co-movement of data with
dierent frequencies. We model the data as a trading day frequency factor model with
missing observations and we cast it in a state space representation.
The estimation adopts the methodology exposed in Chapter 2, which is in turn based on
the methodology proposed by Watson and Engle (1983). Doz, Giannone and Reichlin
(2006) show that the latter allows to estimate factor models by maximum likelihood
with large panels of data. Chapter 2 generalize their methodology in order to deal with
panels with arbitrary patterns of missing data, e.g. when the dataset includes data
sampled at dierent frequencies or with varying publication lags.
Two approaches have been proposed in order to use high frequency indicators for fore-
casting ination. Lenza and Warmedinger (2010) average higher frequency (daily and
weekly) data over a month and plug them in the dataset as monthly indicators for ina-
tion. Alternatively, a new generation of models, the Mixed Data Sampling Regression
Models (MIDAS), proposed originally by Ghysels, Santa-Clara, and Valkanov (2002) has
been used by Monteforte and Moretti (2010) to forecast ination in a two step approach.
They extract principal components from a large sample of daily nancial variables which
are then used in the forecasting equation for the target variable. In order to prevent over-
parametrisation, the MIDAS approach assumes that the response to the high frequency
explanatory variables follows a distributed lag polynomial.
In contrast to other procedures the methodology proposed in Chapter 2 models data
within a unied single framework that allows to forecast all the involved variables.
This is achieved by using a factor model, which, by denition, does not suer from
overparametrisation. Moreover, the proposed methodology oers the possibility to dis-
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entangle model-based "news" from each release and to assess their impact on forecast
revisions. Model-based "news" are dened as the dierence between the released data
and the respective model predictions. This is a desirable property, especially for central
banks and market practitioners, because it gives the opportunity to identify the releases
that modify the assessment on ination, and to monitor whether releases that contain
"news" can have potentially permanent eects on ination. This information can be
a signicant input to monetary policy making. The Chapter provides an illustrative
example of this procedure.
In order to asses the importance of using high frequency data for forecasting ination
this Chapter compares the forecast performance of the univariate models, i.e. random
walk and autoregressive process, with the forecast performance of the model that uses
weekly and daily data. The provided empirical evidence shows that exploiting high
frequency data relative to oil not only let us nowcast and forecast the energy component
of ination with a precision twice better than the proposed benchmarks, but we obtain
a similar improvement even for total ination.
The Chapter is organized as follows: Section 2 describes the data, Section 3 introduces
the model and the estimation methodology, Section 4 presents the results from the
forecast exercise, Section 5 explains the concept of "news" and presents an illustrative
example. Section 6 concludes.
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3.2 Data
In order to produce an accurate nowcast of ination we need to include in our analysis
data that have two characteristics: high correlation with ination and earlier availability
with respect to the time release of ination. Data with these two characteristics will
help us to accurately track ination in the current month. We focus on two groups of
data:
The rst group contains energy prices for the euro area and the US from April 1996
to December 2009. As regards the euro area, data include the Weekly Commission Oil
Bulletin Price Statistics (WOB). The Market Observatory for Energy presents consumer
prices and net prices (excluding duties and taxes) of petroleum products in the euro
area member states each week. These data are surveys of the fuel price at the pump,
and they are released two or three days after the reference week by Eurostat. Our
dataset includes the net prices, i.e. without duties and taxes, because of their longer
availability. Similarly, as regards the US, the Energy Information Administration collects
and publishes every Monday the Weekly Retail Gasoline and Diesel Prices (WRGDP),
a survey of the pump prices for gasoline and diesel. These data include taxes and are
the prices paid by the consumers. In comparison to raw oil price they both have the
advantage that distribution and retail margins are fully accounted for.
The second group of variables in our dataset includes spot and future prices of crude oil
(North sea Brent) from April 1996 to December 2009. These data are sampled at daily
frequency. For the US we use these data expressed in dollars, for the euro area in euros.
We include these series because they capture some of the global price dynamics as well
as prices at the early part of the pricing chain of the energy components of ination. In
particular future prices give us the nancial market perception of future developments
of the energy component of ination.
Apart from the higher frequency data described above, the full dataset also includes two
monthly series. We add to our euro area dataset 2 HICP series and to our US dataset 2
CPI series, i.e. respectively overall HICP and total CPI, and their energy components.
They span the same period, i.e. from April 1996 to December 2009. The list of all the
data is reported in Table C.1 in Appendix 1.
The data employed co-move to a large degree with ination data, as shown in Figures 3.1
and 3.2. Figure 3.1 shows the annual growth rates of the average of WOB data and spot
and future prices of oil (OIL) compered to the annual growth rate of the overall HICP
and its energy component. As we can see these series can potentially be very informative
in order to produce accurate nowcast of overall HICP ination. Indeed these series are
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very much correlated with overall HICP ination. Similarly, Figure 3.2 refers to the US
and presents the annual growth rate of the average of WRGDP data and spot and future
prices of oil (OIL) compared to the CPI annual ination and its Energy component. As
well as in the euro area, WRGDP and "oil price" series can be very informative for
nowcasting and forecasting CPI ination given their high correlation with total CPI.
Figure 3.1: Euro area data
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Notes: This Figure shows the evolution of the year on year growth rates of overall HICP,
its energy component, the average of the three series reported in the Weekly Commission Oil
Bulletin (WOB) and the average of spot and future prices for crude oil (Oil). All the series
are standardized and centered to zero.
Ination data are considered to be timely, given that the rst release in both the euro
area and the US is published about 15 days after the reference month. Moreover, a
ash estimate for the overall euro area HICP ination is released the last day of the
month. Until the last day, however, several data sampled at higher frequencies than
monthly are already available. Therefore, they contain more timely information about
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Figure 3.2: United States data
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Notes: This Figure shows the evolution of the year on year growth rates of overall CPI, its
energy component, the average of the four series reported in the Weekly Retail Gasoline and
Diesel Prices (WRGDP) and the of spot and future prices for crude oil (Oil). All the series
are standardized and centered to zero.
the current month. Among those we chose two groups of data that show high correlation
with ination.
The timeliness of the higher frequency data employed can be further illustrated in Figure
3.3. It gives an example of the timing of the releases in March 2010 in the euro area
(similar reasoning applies to the US). We begin by presenting the timing for the release
of HICP data (upper part of Figure 3.3). The rst information from HICP data for
March 2010, i.e. the ash estimate for overall March HICP, was released only at the
end of the month, i.e. 31 March. Before this day we do not have any information about
March 2010 from HICP data. Earlier, on 16 March Eurostat published the rst release
of overall HICP and its component for the previous month, i.e. February 2010.
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Now let us consider the lower part of Figure 3.3. During the current (reference) month,
every working day at the closure of the nancial markets there are available spot and
future prices of oil. Moreover, every week, WOB data are released. The rst WOB
release, on 5 March does not contain yet information about the current month, being
WOB data relative to the week from the 23rd of February to the 1st of March, but
however we have already 5 releases of future and spot prices of oil. By the 12th of
March weekly data about the current month are released, i.e. on the 12th the WOB
relative to the rst week of March. Given the high correlation of WOB and "oil prices"
data with ination, these data track ination in March and provide information about
its future evolution, while still no information about the current month from HICP data
is yet available. As time goes by more WOB and "oil prices" data are released, and
including them in our model helps to improve the accuracy of the nowcast. Moreover,
as it is explained in Section 3.5, we can monitor which releases revise our nowcast and
to which direction, giving the possibility to policymakers and market practitioners to
understand and interpret the sources of revisions.
Figure 3.3: Timeliness
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Notes: This Figure shows the ow of data released in a specic month, March 2010. The
rst HICP data on the current month (the ash estimate) is released on the last working day
of the month. Before that, data from the Weekly Commission Oil Bulletin (WOB) and the
spot and future prices of crude oil (oil) are released carrying information about the current
month.
3.3 Methodology
This Chapter adopts a dynamic factor model in order to produce forecasts of ination.
Factor models avoid overparametrisation summarising all data employed in few unob-
served components which capture the correlation among the data. This allows to exploit
the information contained in many series contemporaneously.
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3.3.1 Estimation
The general representation of a dynamic factor model is:
yt = Cft + t; ; t  iid (0;) ; (3.1)
where yt is an n 1 vector of observations, C is an n r matrix of loadings and ft is an
r  1 vector of unobserved components that display VAR dynamics:
ft = A(L)ft 1 + ut ; ut  iid (0; Q) ; (3.2)
while t is an n 1 vector.
From now on t will refer a specic trading day of the month. The general representation
of a dynamic factor model can be estimated in several dierent ways. In this specic
case we have to choose an estimation methodology that can deal with two complications:
First, given that the vector yt is composed by data observed at dierent frequencies, we
observe missing data when modeling at the highest frequency available (in our case
daily). Second, as we will show in subsection 3.3.2, we will need to impose restrictions
on the parameters C;A;Q and  = diag(1; :::; n).
In order to deal with these two issues we adopt the estimation methodology proposed
in Chapter 2, that generalizes, for the case of missing data, the methodology proposed
by Watson and Engle (1983). The latter methodology is based on the Expectation-
Maximization (EM) algorithm under the assumption of an exact factor model, i.e. with-
out serial and cross-correlation in the idiosyncratic components. Doz et all (2006) argue
that these assumptions could be too restrictive. In particular, for the case of large
cross-sections, they study the approximate factor model, allowing weak serial and cross-
correlation in the idiosyncratic component. They show that as n; T !1 the factors can
be consistently estimated by quasi maximum likelihood, i.e. assuming that the model
is a mis-specication of the exact factor model (see Doz, Giannone, and Reichlin, 2006,
for the technical details). Consequently, the estimators are asymptotically valid also in
the case of approximate factor models.
Chapter 2 also shows how to estimate the parameters in case of arbitrary pattern of
missing data, e.g. when the dataset includes data sampled at dierent frequencies or
with varying publication lags. It tackles this issue by deriving the parameters C;A;Q
and  under the assumption that observations are dened as follows:
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yt = Wty
(1)
t + (In  Wt)y(2)t t; (3.3)
where Wt is a diagonal matrix of size n where the i
th diagonal element is equal to 0
if yit is missing and equal to 1 otherwise, In is an identity matrix of dimension n and
y
(1)
t contains the non-missing observations at time t with 0 in place of the missing ones.
This allows to impose a factor structure on the ith variable only when yit is available.
Moreover, Chapter 2 shows how to impose restrictions on the parameters, in order to
impose a block structure to the factor model.
3.3.2 Econometric framework
As explained in Section 3.2, the n variables composing our dataset are divided in three
groups characterized by dierent sampling frequencies: monthly (m), weekly (w) and
daily (d). Let us dene:
 Y (m)t as the logarithm of the monthly series Y in month m and on day t. Between
two consecutive releases the number of trading days is km, where km can vary from
15 to 23, depending on the month m.
 Y (w)t as the logarithm of the weekly series Y on week w and on day t. Between
two consecutive releases there are kw trading days, where usually kw = 5, if there
are no bank holidays in week w.
 Y (d)t as the logarithm of the daily series Y , observed on each day t2.
Given these denitions for the log-levels, we derive:
 y(m)t = (Y (m)t   Y (m)t km)  100, i.e. the monthly growth rate for the series sampled
at monthly frequency.
 y(w)t = (Y (w)t   Y (w)t kw)  100, i.e. the weekly growth rate for the series sampled at
weekly frequency.
 y(d)t = (Y (d)t   Y (d)t 1)  100, i.e. the daily growth rate for the series sampled at daily
frequency.
2(d) in this case is used for illustrative purposes and in analogy with (m) and (w), but essentially
refers to the same trading day t
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Our vector of observable is then yt = [y
(m)
t ; y
(w)
t ; y
(d)
t ]
0.
Given that the three groups of variables express three dierent measures, i.e. monthly,
weekly and daily growth rates, we have to modify equations (3.1) and (3.2) in order to
have a coherent model, where the unobserved components are expressed with the same
measure of the specic series that they load. We chose the following representation:
264 y
(m)
t
y
(w)
t
y
(d)
t
375 =
24 Cm 0 00 Cw 0
0 0 Cd
35
264 f
(m)
t
f
(w)
t
f
(d)
t
375+
264 "
(m)
t
"
(w)
t
"
(d)
t
375 ; (3.4)
where the transition equation becomes:
24 1 0  10 1  1
0 0 1
35
264 f
(m)
t
f
(w)
t
f
(d)
t
375 =
24 (m)t 0 00 (w)t 0
0 0 A
35
264 f
(m)
(t 1)
f
(w)
(t 1)
f
(d)
(t 1)
375+
24 00
u
(d)
t
35 (3.5)
where Cm, Cw and Cd are the loadings for respectively monthly, weekly and daily vari-
ables. f
(m)
t ,f
(w)
t and f
(d)
t are the monthly, weekly and daily factors. 
w
t is a time varying
coecient equal to zero the day after each release of the weekly data and equal to one
elsewhere. mt is equal to zero the day after each release of the monthly data and equal
to one elsewhere3. A is the matrix of the autoregressive coecients for the daily factors
(for an illustrative purpose we assume that f
(d)
t is characterized by a VAR(1) dynamic).
Once the model is written in this state space form, the methodology proposed in Chapter
2 can be applied in straightforward manner.
A more detailed view of the state space representation of the model can be informative.
As described in Section 3.2, HICP and CPI indexes are collected around the 15th of
each month. As such, they can be considered as a snapshot of prices around that day.
In order to explain how this Chapter models snapshot variables observed at monthly
frequency within a daily factor model, suppose that the monthly variables are sampled
every day, and take their daily growth rate, y^
(m)
t = (Y
(m)
t   Y (m)t 1 )  100. The monthly
growth rate can be derived the daily one by summing the daily growth rates from the
rst day after the previous month release to the day of the actual release:
3This solution is similar to the one adopted in Frale and Veredas (2008).
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y
(m)
t =
tX
i=t km+1
y^
(m)
i = (Y
(m)
t   Y (m)t 1 + Y (m)t 1   Y (m)t 2 + :::
:::+ Y
(m)
t km+1   Y
(m)
t km)  100 = (Y
(m)
t   Y (m)t km)  100
This implies that the monthly growth rate of a variable can be recovered summing its
daily growth rates, if available. There are no daily growth rates for HICP/CPI data,
but daily data that co-move with HICP/CPI can be used to extract a common factor
at daily frequency, f
(d)
t . Given the availability of f
(d)
t , y
(m)
t can be rewritten as:
y
(m)
t =
tX
i=t km+1
y^
(m)
i = Cm
tX
i=t km+1
f
(d)
i = Cmf
(m)
t
where f
(m)
t is the sum of the daily factors (f
(d)
t ) from day t  km + 1 to day t.
In order to aggregate the daily factors -and keeping in mind that mt is a time varying
coecient that is equal to zero the day after each release of the monthly data and equal
to one elsewhere- we can dene:
f
(m)
t = 
m
t f
(m)
t 1 + f
(d)
t : (3.6)
This is the denition for f
(m)
t expressed in equation (3.5). It means that on the rst
day after the previous month's release, and given that by denition mt km = 0, equation
(3.6) implies that f
(m)
t km+1 = f
(d)
t km+1.
On the second day after the previous month's release, by denition mt km+2 = 1 and
consequently f
(m)
t km+2 = 
m
t km+2f
(m)
t km+1 + f
(d)
t km+2 = f
(d)
t km+1 + f
(d)
t km+2.
Iterating this sum for the remaining days between two consecutive releases of monthly
data, on the day of the release for the current month (t), we have that f
(m)
t = 
m
t f
(m)
t 1 +
f
(d)
t =
Pt
i=t km+1 f
(d)
i .
The same explanation applies to the weekly data. Indeed both WOB and WRGDP are
snapshot data.
3.4 Forecast exercise: Design and results
In this section we rst explain the design of the forecast exercise. We present the
competing models and describe the chosen process to evaluate forecast performances.
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We then present the results.
3.4.1 Forecast exercise design
In order to understand whether high frequency data can be useful for forecasting ination
we compare the following models:
 a factor model that includes all the variables at dierent frequencies (DFM), esti-
mated at trading day frequency.
 an autoregressive model (AR).
 a nave random walk model (benchmark model).
All models are estimated rst on the euro area data and then on the US data. We adopt
a recursive estimation scheme which covers the period from April 1996 to January 2001,
for the rst evaluation. For both countries the evaluation sample spans the period from
January 2002 to December 2009. We evaluate forecast performances at, 0- (nowcast),
1-, 3-, 6-months ahead. The results are expressed as the ratio of the Root Mean Squared
Forecast Error (RMSFE) produced by the factor model or the autoregressive process
to the RMSFE produced by the benchmark nave model (random walk). We chose
the random walk as benchmark because, according to the literature, e.g. Atkeson and
Ohanian (2001), this is the best model for forecasting ination, especially at the shortest
horizons.
The data have been downloaded in February 2010. We conduct a pseudo real-time
exercise meaning that, at each time we evaluate our models, we consider only the obser-
vations available at that time. This implies that we mimic the real-time availability of
the data but we disregard their revisions.
The exercise can be better illustrated with the help of Figure 3.3 for the euro area.
There we see how the information enters gradually into the estimation. The quality of
the information content of each release aects the accuracy of the nowcast/forecast. Our
model can be evaluated on any given day of the month. We show the results obtained
the day after the release of HICP and CPI data relative to the previous month. For
example, for the euro area, in March 2010 (see Figure 3.3) we produce the forecasts on
the 17th of March, the day after the release of HICP data for February. At that point in
time we have already fourteen releases of higher frequency data that contain information
about March, thirteen for "oil prices" data, on every trading day from the 1st to the
17th of March, and one for WOB data, available on 12 March. On the contrary, at
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that point in time, we do not have any HICP data relative to the current month, and
the information available at monthly frequency is the HICP release about the previous
month (February). Therefore, on the 17th, the only information available for the month
that we nowcast (in the example March 2010) are WOB and "oil prices" data.
3.4.2 Results
One of the most debated topics about factor models is how to choose the number of fac-
tors in equation (3.1) and the number of lags for the VAR in equation (3.2), especially
for forecasting purposes. Several solutions have been proposed, but none of them has
reached a clear consensus. This is the reason why, in order to mimic a proper out-of-
sample forecast exercise, we show a set of results obtained by averaging the performance
of dierent parametrisations of the model. The dierent parametrisations involve RMS-
FEs averages produced by 24 dierent model specications. These specications include
variation in the number of factors (1 or 2) and the number of lags (from 1 to 12).
Table 3.1 shows the forecast performance of the euro area overall HICP ination and its
energy component, expressed in RMSFE ratios, as explained in section 3.4.1. If these
ratios are equal to one, the models and the random walk have, in average, the same
performance. A ratio below (above) unity suggests that the model under consideration
outperforms (underperforms) the random walk. We show the results for both year on
year (y-o-y) and for the month on month (m-o-m) growth rates.
Table 3.1: Euro Area
y-o-y m-o-m
Total Energy Total Energy
DFM AR DFM AR DFM AR DFM AR
6 0.72 1.34 0.71 1.04 0.81 1.08 0.79 1.01
3 0.70 1.04 0.68 0.96 0.75 0.98 0.70 0.94
1 0.61 0.95 0.57 0.93 0.71 0.92 0.65 0.90
0 0.53 0.93 0.48 0.92 0.66 0.86 0.58 0.83
Notes: This Table shows the ratios of the average Root Mean Squared Forecast Errors
(RMSFEs) produced by the factor model (DFM) and an autoregressive process (AR) over the
RMSFE produced by the Random Walk, for overall HICP ination and its energy component,
both for the year on year (y-o-y) growth rate and for the month on month (m-o-m) growth
rate. Those are averages of the RMSFE produced by factor models with 1 or 2 factors in
equation (3.1) and from 1 to 12 lags in the equation (3.2).
As we can see from Table 3.1 WOB and "oil prices" produce very accurate predictions at
any horizon, especially for the nowcast, for both total HICP and its energy component.
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Indeed the RMSFE ratio produced by the DFM model is 0.53 at horizon 0, i.e. for the
nowcast, RMSFE ratio produced by the AR model is 0.93, for the y-o-y growth rate.
Most of the gain is due to the better forecasting performance for the energy component
of the DFM model. The accuracy for the energy component and the total HICP is
comparable, meaning that an accurate model for the energy component is accurate for
total ination as well. This is the case for both the transformation under analysis, being
the year on year predictions more accurate because of the smaller volatility caracterizing
this transformation.
Table 3.2 shows the forecast performance for the US total CPI ination at mid-month
obtained with the two alternative datasets (All and Mon).
Table 3.2: United States
y-o-y m-o-m
Total Energy Total Energy
DFM AR DFM AR DFM AR DFM AR
6 0.71 1.98 0.70 1.73 0.72 1.24 0.79 1.12
3 0.65 1.53 0.64 1.15 0.70 1.11 0.69 0.97
1 0.47 0.99 0.45 0.98 0.68 0.99 0.65 0.90
0 0.37 0.91 0.34 0.89 0.56 0.91 0.50 0.82
Notes: This Table shows the ratios of the average Root Mean Squared Forecast Errors
(RMSFEs) produced by the factor model (DFM) and an autoregressive process (AR) over the
RMSFE produced by the Random Walk, for overall CPI ination and its energy component,
both for the year on year (y-o-y) growth rate and for the month on month (m-o-m) growth
rate. Those are averages of the RMSFE produced by factor models with 1 or 2 factors in
equation (3.1) and from 1 to 12 lags in the equation (3.2).
As it can be seen from Table 3.2, the inclusion of WRGDP and "oil prices" data improves
the forecast accuracy of total CPI for the US at all horizons, even more than for the
euro area. Again, the nowcast appears to be the most aected horizon, as the RMSFE
ratio for model All is 0.37 at horizon 0, while RMSFE ratio of the AR model is 0.91.
Also, for the US, most of the gain is due to the better forecasting performance of the
DFM model for the energy component. The accuracy for the energy component and
the total CPI is comparable, meaning that an accurate model for the energy component
is accurate for total ination, for the US as well.
3.5 News and forecast revisions
Section 3.4 shows the performances of our model assuming that forecasts are produced
once per month, i.e. after the HICP/CPI releases. However, when forecasting in real-
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time, there is a gradual inow of information as new gures for various predictors are
released non-synchronously and with dierent degrees of delay. Therefore, in such ap-
plications, we seldom perform a single prediction for the reference period but rather a
sequence of forecasts, which are updated when new data arrives. Intuitively, only the
news or the unexpected components from the data released should revise the forecast,
hence, extracting the news and linking it to the resulting forecast revision is key for
understanding and interpreting the latter. The model employed, in contrast to mod-
els that consider high frequency data as predetermined regressors (e.g. MIDAS), has
the advantage of treating all the variables as endogenous. This implies that our unique
framework produces forecasts for all the variables and therefore it gives us the possibility
to extract, for each variable, a model based "unexpected" component once new gures
are released. This section shows rst how the "unexpected" content, i.e. the "news", in
a data release is linked to the resulting forecast revision. It then describes how the inow
of new information aected the nowcast of the energy component of HICP (E-HICP)
ination in March 2009.
3.5.1 News and forecast revision
Let 
v 1 and 
v be two consecutive vintages of data, consequently 
v 1  
v.4 Let
Iv denote the news in 
v with respect to 
v 1. For example, let us assume that the
dierence between 
v 1 and 
v is the release of WOB data for the period ti. The news is
Iv = y
WOB
ti
 P  yWOBti j
v 1, where yWOBti is a vector containing the last gures released.
Assume that we are interested in how "news" revises energy HICP ination forecast for
the period tj. As Iv?
v 1 we can write
P (j
v) = P (j
v 1) + P (jIv)
or
P

yE HICPtj j
v

| {z }
new forecast
= P

yE HICPtj j
v 1

| {z }
old forecast
+P

yE HICPtj j Iv|{z}
news

:
In other words, the updated forecast can be decomposed into the sum of the old forecast
and of the contribution from the news in the latest release.
To compute the latter we use the fact that
P

yE HICPtj jIv

= E

yE HICPtj I
0
v

E (IvI
0
v)
 1
Iv :
4In what follows, we do not take into account data revisions and changes in the parameter estimates.
The inuence of those factors needs to be analyzed separately.
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Furthermore, given equation (3.1) we can write
yE HICPtj = CE HICPftj + 
E HICP
tj
;
Iv = y
WOB
ti
  yWOBtij
v 1 = CWOB
 
fti   ftij
v 1

+ WOBti ;
where CE HICP and CWOB are the rows of C corresponding to E-HICP and WOB,
respectively. It can be shown (see Chapter 2) that:
E

yE HICPtj I
0
v

= CE HICPE(ftj   ftj j
v 1)(fti   ftij
v 1)0C 0WOB and
E (IvI
0
v) = CWOBE(fti   ftij
v 1)(fti   ftij
v 1)0C 0WOB + WOB ;
where WOB is a diagonal matrix with elements of  corresponding to the WOB data.
The expectations E(ftj   ftj j
v 1)(fti   ftij
v 1)0 and E(fti   ftij
v 1)(fti   ftij
v 1)0 can
be obtained from the Kalman lter.
Consequently, we can nd a vector B such that the following holds:
yE HICPtj j
v| {z }
new forecast
= yE HICPtj j
v 1| {z }
old forecast
+B

yWOBti   yWOBtij
v 1| {z }
news

: (3.7)
This enables us to trace the sources of forecast revisions. More precisely, in the case of
a simultaneous releases of several (groups of) variables it is possible to decompose the
resulting forecast revision into contributions from the "news" in individual (groups of)
series.5 In addition, we can produce statements like e.g. \after the release of the Weekly
Oil Bulletin, the forecast of the energy component of HICP ination went up because
the indicators turned out to be (on average) higher than expected".6
3.5.2 Tracking forecast revisions: March 2009
Figure 3.4 shows how our tool can be used to track forecast revisions. It displays how
the nowcast of the euro area HICP ination energy component evolved in March 2009
when new gures were released.
In this Figure we show all relevant data in the progress of updating of nowcast as new
information is been incorporated. The energy component of HICP ination data appears
as the random walk (RW) prediction. It has a clear break after 16 March, day in which
the HICP data, relative to February 2009, are released. From 1 to 16 March the series
depicts the value of the energy component in January 2009, the last available data
for this series. After the 16 March the RW prediction becomes the value released for
February 2009.
5If the release concerns only one group or one series, the contribution of its "news" is simply equal
to the change in the forecast.
6This holds of course for the indicators with positive entries in B.
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The nowcast from the model shows a more varied behavior. Whenever new data are
released, our nowcast is revised incorporating the new information. These variables are
measured on the left-hand vertical axis. The impact of the "news" on ination (the
coecient B times the dierence between the data and its expected value, as dened in
equation 3.7) are measured on the vertical right-hand axes. We group spot and future
prices of crude oil in Oil, while the three surveys constituting the Weekly Oil Bulletin in
WOB. For the rst group we have a release every trading day, for the second once per
week.
As we can see, we can disentangle the eect of new releases on the nowcast revisions and
indicate, in a model based framework, which given release produces a certain eect and
quantify this eect. For example, on 2 March Oil data are released. Our nowcast for
March 2009 is revised down, getting closer to the true value, and making our forecast
more accurate. This happens because the data released for the Oil group are lower than
what the model was predicting. In the following days, the releases of the Oil group are
lower than what the model was predicting, revising upwards the nowcast. On 6 March
the WOB data are released. Again the released data are lower than what the model was
predicting, therefore the nowcast is revised downwards. On 16 March the nowcast is
revised upwards, because of several new data releases. Namely the HICP rst estimates
of the dierent components relative to February 2009 and Oil data relative to the 16
March arrive. As it can be seen, Oil push the nowcast downwards, but not enough to
compensate the eect of the HICP releases. These releases were expected, from the
model, to be much lower than their nal realizations, bringing the nowcast far away
from the true value. Clearly these data, given that they contain information about the
previous month, are feeding the model with backward looking information that cannot
help to improve the understanding of current ination dynamics. As time proceeds, new
RMP and WOB data are released, and the nowcast is again revised down getting closer
and closer to the true value.
3.6 Summary
This Chapter proposes an econometric framework that exploits weekly and daily data in
order to forecast the euro area overall HICP ination and the US total CPI ination and
their energy component. We focus especially on the energy component given the avail-
ability of numerous series relative to the most important part of the energy component,
i.e. oil prices.
The Chapter focuses on two groups of data with sampling frequency higher than monthly:
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the rst is composed by the spot and future prices of crude oil at daily frequency. The
second includes weekly surveys of fuel prices at the pump, the Weekly Oil Bulletin Price
Statistics for the euro area and the Weekly Retail Gasoline and Diesel Prices for the US.
We focus on these data because of two reasons: rst they co-move with ination in the
respective areas (euro area and US), and second they become available in a more timely
fashion compared to ination data.
We model these data as a dynamic factor model estimated at daily frequency. The
daily factors are aggregated in order to build weekly and monthly factors that explain,
respectively, weekly and monthly data. This aggregation is obtained imposing time-
varying coecients in the state space representation of our model.
The estimation methodology is the one proposed in Chapter 2, that allows to estimate
factor models on datasets with arbitrary patterns of missing data, e.g. with series sam-
pled at dierent frequencies or with varying publication lags. Moreover, it allows us to
introduce restrictions on the coecients, such as the time-varying coecients that we use
in order to aggregate the daily factors. This framework oers original estimation advan-
tages compared to the previous literature. It avoids the need of averaging high frequency
data in order to obtain monthly frequency indicators, like in Lenza and Warmedinger
(2010). thus we can fully exploit the co-movement in our dataset, without losing any in-
formation. Moreover, in contrast to MIDAS models, like the one proposed in Monteforte
and Moretti (2010), the proposed framework does not require to impose high frequency
data as predetermined variables. It therefore allows to disentangle model-based "news"
from each release and then to assess their impact on forecast revisions.
The results suggest that the chosen weekly and daily data are important to produce
accurate forecasts for both the euro area overall HICP and the US total CPI ination,
especially at the shortest horizon, i.e. the current month. The model performs consider-
ably better compared to an autoregressive process or compared to a random walk. This
is especially due to the improved forecast accuracy of the energy components, which
are the most volatile among the US CPI and euro area HICP components. Indeed, this
Chapter shows that making an accurate forecast of the energy component of ination
produces an accurate forecast of the total ination. Moreover, this Chapter illustrates
the use of the model in identifying "news" eects ( i.e. the revisions of the forecast of
the target variable that arise from new data releases), further emphasizing the potential
of this framework as an important tool for policy analysis.
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C.1 Data
name source
Euro area
monthly
HICP - Overall index Eurostat
HICP - Energy Eurostat
weekly
Diesel Eurostat
Euro Super 95 Eurostat
Gas Oil Eurostat
United States
monthly
CPI - All items Bureau of Labor Statistics
CPI - Energy Bureau of Labor Statistics
weekly
Diesel Sales Price Energy Information Administration
Midgrade All Formulations Gas Price Energy Information Administration
Premium All Formulations Gas Price Energy Information Administration
Regular All Formulations Gas Price Energy Information Administration
Euro area and United States
daily
Crude oil spot North Sea Brent Bloomberg
Crude oil 1-month future North Sea Brent Bloomberg
Crude oil 3-month future North Sea Brent Bloomberg
Crude oil 6-month future North Sea Brent Bloomberg
Crude oil 12-month future North Sea Brent Bloomberg
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Figure 3.4: News
March 2009
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Notes: This Figure shows on the left-hand vertical axes the nowcast of energy component of
HICP ination for March 2009, and the nowcast produced by a Random Walk, i.e. the gure
of January 2009 until 16th when the gure for February 2009 is released and becomes the
new Random Walk nowcast. Every time new data are released, WOB data, Oil data or HICP
rst estimates of February 2009, our nowcast is revised. We distinguish Oil data (spot and
future prices of crude oil), WOB data and HICP releases. The contributions of those releases
to the nowcast revisions are measured on the right-hand vertical axes.
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Chapter 4
The forecasting power of
international yield curve linkages
This Chapter investigates dependency patterns between the yield curves of Germany and
the US, by using an out-of-sample forecast exercise. A novel methodology to forecast
yield curves in domestic and international settings is applied on two major countries (the
US and Germany). The methodology is based on dynamic factor models and estimated
through Maximum Likelihood using the EM algorithm and the Kalman lter. The
domestic model is compared with two models, the global model and the international
dependency model (IDM), where information from foreign yield curves is allowed to
enrich the information set of the domestic yield curve in two dierent manners: In the
global model, the US and the German yield curves are hit by common shocks which are
diused contemporaneously. In the IDM, the same shocks are allowed to be diused
also in an asymmetric manner, creating lead-lag relations. The results reveal one-way
dependency running from the US to Germany. Such dependency becomes stronger after
the creation of the EMU. In this way, the Chapter generalizes anecdotal evidence on
international interest rate linkages to the whole yield curve.
4.1 Introduction
This Chapter investigates the existence and nature of dependency patterns across the
yield curves of Germany and the US over a period of 25 years and tests whether such
patterns are strong enough to improve domestic yield curve forecasts out of sample.
The Chapter, thus, extends the yield curve forecast literature towards the international
direction by investigating for the rst time lead-lag relationships among yield curves.
The motivation for this Chapter stems from the fact that our up to date knowledge
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on dependency patterns among yields curves of dierent countries is limited. Looking
at the yield curve literature, the empirical evidence to-date informs us of strong con-
temporaneous dynamic interdependencies of yield curves across countries, in line with
increased globalization and nancial integration. The aim of the relevant studies is to
demonstrate the existence of common factor(s) explaining a signicant part of individ-
ual country yields (see Dewachter and Maes, 2001; Perignon et al., 2007; Diebold et al.,
2008). The extracted global factors are believed to bear direct links to the macroecon-
omy, reecting developments in global ination and real activity (Diebold et al., 2008).
Nevertheless, this yield curve literature does not investigate non-contemporaneous cor-
relations.
And yet, clear indication in favour of such dependency patterns1 is recorded in studies
focusing on specic interest rates, which look at the role of certain countries as global
players. Evidence from these studies suggests a leading role for the US. Moreover,
dependency patterns recorded in the real business cycles between the US and the euro
area (Giannone and Reichlin, 2007) can also rationalize such linkages, to the extent
that output aects nominal interest rates (Ang and Piazzesi, 2003). Building on this
evidence, it appears that there is scope to investigate dependency patters in the whole
range of interest rates. We do this in the most robust way, namely, we investigate
the existence of such lead-lag relationships by means of out-of-sample Granger causality
tests.
We propose, estimate and forecast (out-of-sample) a novel dynamic factor model for
the yield curve, where dynamic information from foreign yield curves is introduced into
domestic yield curve forecasts. This is the International Dependency Model (IDM).
We want to compare the yield curve forecast under the IDM versus a purely domestic
model (Diebold and Li, 2006) and a model that allows for contemporaneous common
global factors (Diebold, Li, and Yue, 2008). These models serve as useful comparisons.
The domestic model bears direct modelling links with IDM, as it can be seen as a nested
model of IDM. The global model bears less direct links in terms of modeling, but, in
line with IDM, it is also an international model that serves to highlight the advantages
of introducing international information in yield curve forecasts. However, the global
model aims to identify contemporaneous linkages in the yield curve of the two countries,
whereas the IDM also allows for detecting dependency patterns.
The methodology of various models can be briey summarised as follows. For each
country, the information contained in each domestic yield curve is summarised into
three country-specic dynamic factors: level (L), slope (S) and curvature (C). In the
1In this Chapter, the terms dependency patterns, causality linkages and lead-lag relationships are
used interchangeably.
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IDM, the underlying factors are jointly modeled in a vector autoregression setting, which
allows dynamic interactions across countries between the same category of factors. As a
consequence, domestic yield forecasts are enriched with information from foreign factors.
In that sense, the IDM nests the domestic model of Diebold and Li (2006), where each
factor of each country is modeled as a single AR process. Therefore, direct forecast
comparisons can be made. By contrast, in the global model domestic yields depend
on global factors, which capture contemporaneous correlations among the domestic and
foreign yields. Therefore, despite the apparent similarities between the IDM and the
global model in terms of summarising the yield curve, the two models serve to indi-
cate whether shocks that hit the two economies are diused contemporaneously (global
model) or with lags (IDM).
Our estimation method employs the technique illustrated in Chapter 1, section 2. Even
if in this Chapter we do not deal with missing data, in our application, this methodology
copes with various estimation challenges. To begin with, the typical problem of dimen-
sionality of the estimation model is no longer binding. The methodology employed
allows us to estimate consistently by ML a large number of parameters. This possibility
opens the way to further advantages: Notably, it is possible to consistently estimate and
forecast yields in a single, one-step approach. This is in sharp contrast to the estimation
methods used in previous literature for the domestic model and the global factor model.
They involved two-step procedures, where the L, S and C factors of each country were
extracted outside the maximization process, mainly because the econometric tools being
used were prohibiting the use of estimation methods with embedded restrictions for a
large cross-section of data. Indeed, the employed one-step estimation method makes it
feasible to impose restrictions in order to identify the factors driving the yield curve as
level, slope and curvature 2. This technique allows the generalization of our modeling
methods and our forecast results to the whole yield curve3.
Our results suggest that international information is relevant to improve forecast accu-
racy of the yield curve of the two countries under consideration, Germany and the US.
This is indeed in line with previous literature, thereby generalizing anecdotal evidence
to the whole yield curve and further advocating the need of an international approach to
yield curve modeling. Moreover, our results suggest that shocks appear to be diused in
a rather asymmetric manner across the two countries. Namely, we nd a unidirectional
2The Diebold and Li (2006) model is exible enough to capture the changing shape of the yield
curve, yet it is parsimonious and easy to estimate. This is especially important within our context,
where the multiplicity of countries puts further strains on the estimation procedure.
3This is possible, because the imposed restrictions adequately summarize all possible maturities
contained in a yield curve. Should the coecients not be identied, we would not be able to generalize
our results to all maturities, observed or unobserved, therefore we could not talk about the "yield-curve".
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causality eect that runs from the US to Germany. This eect is stronger in the last
ten years, where out-of-sample forecasts of Germany using the US information are even
more accurate than the random walk forecasts. Our statistical results demonstrate a
more independent role for the US. This result has to be assessed with caution, as even
independent reactions to common (global) shocks could elicit dependency patterns in
the yield curves of various countries, as each country may absorb the same shocks in a
dierent manner. A slightly dierent interpretation could therefore be that Germany
is better insulated against global shocks, as they become relevant only with certain lags
compared to the same shocks hitting the US, which appear to be absorbed faster.
The Chapter is structured as follows. Section 2 discusses the potential sources of
interest rate linkages in the literature, while also providing a more detailed view of
the relevant empirical literature. Section 3 presents the factor model specications
used in this Chapter and elaborates on the estimation and forecast methodologies being
used. Section 4 gives an overview of the data used and their sources and presents
a preliminary correlation analysis that rationalises lead-lag relationships. Section 5
presents and assesses the estimation results, and Section 6 summarizes.
4.2 International linkages in interest rates
In order to discuss the driving forces of international interest rate linkages, a distinction
should be made between contemporaneous and causality international linkages. Glob-
alization, the degree of nancial integration of the domestic economy into world markets
and the degree of real integration play a prominent role in synchronizing the movements
of fundamental factors determining interest rates across countries (Borio and Filardo,
2006; Frankel, Schmukler, and Serven, 2004). On the other hand, international depen-
dency patterns assume non-synchronous propagation of shocks globally. The nature of
global shocks could rationalize dierent types of dependency patterns. For example, an
lead-lag propagation could result from heterogeneity in adjustment dynamics of interest
rates across countries due to diering degrees of nancial or economic integration4.
The up-to-date empirical literature on international yield curve linkages provides evi-
dence of contemporaneous linkages. It focuses on investigating the existence and the
nature of global factors driving the yield curve. The evidence suggests that the number
of these factors may vary, depending on the methodology and the nature of the factors.
For example, using static factor analysis, Driessen et al. (2003) nd evidence in favor of
4Frankel et al. (2004) suggest the dierent degrees of development of the nancial system and the
openness of the capital account as potential factors contributing to asymmetric adjustment processes.
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ve common international factors. Perignon et al. (2007), specically allowed for local
factors and report a single common (international) factor. Dewachter and Maes (2001)
propose and estimate an ane term structure model of the interdependencies between
two countries, the US and the UK. They allow the short term interest rate to be driven
by both local and global international factors and link the pricing kernels of the two
countries via exchange rate movements. More recently, Diebold et al. (2008) extend
the Nelson and Siegel yield curve framework to four major countries and use dynamic
factor analysis to estimate the domestic (level and slope) yield factors of each country.
They then group these factors together to extract global (level and slope) factors. It
appears that in all cases international factors drive a large part of the domestic variations
in the yield curve. Moreover, plausible interpretations appear to link international fac-
tors to global macroeconomic variables, such as output, ination and exchange rates5;6.
The international dimension of the yield curve has also been recently studied by Wright
(2011) who analyses the common decline of long term interest rates that has charac-
terized industrial economies. This author relates the historical decline to the reduction
in ination uncertainty in countries that made substantial changes in their monetary
policy frameworks. This is in line with evidence on increased synchronized uctuations
in business cycles (Kose et al., 2004) and ination (Mojon and Ciccarelli, 2005). These
two variables are found to be important in driving the domestic yield curve (And and
Piazzesi, 2003).
Our motivation for exploring dependency patterns in yield curves of major countries
comes from evidence of Granger causality linkages in interest rates of certain maturities.
This parallel strand of literature uses a variety of in-sample t techniques7 to provide
evidence of strong international dependencies among specic interest rates. For exam-
ple, Frankel et al. (2004) employ cointegration methods on 3-month rates to asses the
dynamic dependence of domestic interest rates on international ones, under dierent
currency regimes. They nd that eventually, local interest rates adjust to foreign ones
5Most of the relevant papers merely identify global factors as level, slope and curvature factors.
Perignon, Smith, and Villa (2007), reports a single common (international) factor, associated most
notably with changes in the level of domestic term structures. Dewachter and Maes (2001) suggest
that the international factors correspond to international level eects, and the local factors to national
slope eects. However, Diebold et al. (2006) move a step forward and suggest that the level factor
relates to global ination and the slope factor global business cycle. Interestingly, output and ination
are highly correlated with the factors driving the (domestic) yield curve (Ang and Piazzesi, 2003).
6The role of exchange rates in yield curve modeling has been brought forward by Dewachter and Maes
(2001). Focusing on interest rate dierentials, Chinn and Frankel (2005) suggest a dichotomy of interest
rate dierentials into a country premium (determined by such factors as capital controls, transaction
costs, imperfect information, default risk, tax dierentials, and risk of future capital controls) and a
foreign exchange risk premium (determined by expected depreciation plus the exchange risk premium).
7With the exception of Wang, Yang, and Li (2007).
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under any exchange rate arrangement, nevertheless, the degree of adjustment might dif-
fer, suggesting dierent dependency patterns among interest rates of various countries.
Chinn and Frankel (2005) examine the role of the US or the euro area rate as the world
interest rate by employing Granger causality tests in a cointegrating framework, sepa-
rately for money market rates and for 10 year benchmark bond rates. Moreover, Wang
et al. (2007) examine causality linkages among major Eurocurrency interest rates fol-
lowing a similar approach, but employ out-of-sample causality tests. They both report
clear dependency patters for certain countries. Nevertheless, to the extent that real
economy aects interest rates, evidence on international dependency patterns between
the GDP growth rates (business cycles) of the US and the euro area (Giannone and
Reichlin, 2006) could also rationalize similar patterns in the interest rates, although
perhaps for medium-term maturities.
The causality linkages clearly illustrated in the above studies, reveal clear directions.
In general, the US is found to have a leading role. The role of other major countries,
such as Germany is broadly unclear. Looking at the respective literature, Frankel et
al. (2004), use a large number of developed and developing countries and nd that the
US, Germany and Japan seem to be the only countries in their panel that can choose
their own interest rates in the long run, suggesting a leading role for these countries.
Chinn and Frankel (2005) focus on the US and the euro area and nd that short and
long term interest rates have been driven more from the US side than the European
side. Nevertheless, they report bidirectional linkages since the creation of the European
Monetary Union. Wang et al. (2007) analyze major economies and nd that the
German eurocurrency rate had a strong global player status before the introduction of
the euro. Nevertheless, after the introduction of the euro, the role of the US rate in
aecting euro-zone currency interest rates increased. Interestingly, Diebold et al. (2008)
also provide some evidence implying the leading role of the US. They nd that the global
share of bond yield variation is smallest for the US across all maturities, consistent with
relative independence of the US market.
How does this Chapter t into this literature? Our appeal to international information
in order to forecast the yield curve should be straightforward given the large amount
of literature recording strong international relationships among yields across countries.
The yield curve literature up to know has focused on research only on contemporaneous
relationships. Nevertheless, relevant literature provides evidence of dependency patterns
for specic yields across countries, thereby suggesting similar patterns for the whole yield
curve. Should such patterns be strong enough, they should be able to help us forecast
the yield curve out of sample. This Chapter investigates the existence of lead-lag
international yield-curve linkages and tests their strength using out-of -sample forecast
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techniques. It, therefore, expands the yield curve forecasting literature towards the
international dimension, and suggests the existence of dependency patterns across the
yield curve of various countries.
4.3 Methodology
We use a dynamic factor model and Maximum Likelihood (ML) estimation techniques
based on the EM algorithm and the Kalman lter to estimate and forecast out-of-sample
the yield curve in domestic and international settings. We summarise the yield curve
of each country into three dynamic factors and we forecast the yields by forecasting the
factors. We use as a benchmark a simple random walk model (RW) and compare the
relative forecasting power of each model against this benchmark.
We compare three dierent specications:
 the domestic model : domestic factors are extracted based on individual own-
country information (Diebold and Li, 2006).
 the global model : global factors are extracted contemporaneously from all the
yields of all countries (Diebold et al., 2008).
 the International Dependency Model (IDM): domestic factors are extracted based
on individual own-country information, but the factor dynamics are allowed to
interact through VARs across countries.
Some further clarication can be informative: The domestic setting allows only own
country information, (the L, S and C factors of each country are extracted purely from
domestic yields and their forecasts use own information only). On the contrary, the
global and the IDM settings allow information from all countries, but in two dierent
manners. As regards the global model, there is only contemporaneous interaction (the
L, S and C factors are extracted directly from all the yields), in line with the idea that
there is co-movement between the yield curve of the US and Germany, due to common
reaction to shocks hitting the two countries. The IDM instead allows country specic
factors to also have dynamic interactions with the respective factors of other countries
(the L, S and C factors of each country are extracted purely from domestic yields but
their forecasts use information from all countries in a dynamic manner). This is in
line with the idea that common shocks may aect each country in a possibly dierent
(asymmetric) manner other than contemporaneously.
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More importantly, IDM is rather informative as it can be seen as an out-of-sample depen-
dency test8. It aims to identify and use the lead-lag interactions among various country
yields in order to reveal dependency patterns. In particular, our setting explores the
dynamic dependencies between Germany and the US. German yields are dynamically
dependent on the U.S. yields, if including information from the latter improves German
forecasts. The link is bidirectional if German information also helps forecast foreign
yields. Such dynamic dependencies are explored in the most robust manner, by means
of an out-of-sample forecast. In that sense, our methodology acts as an out-of-sample
dependency test on the whole term structure of interest rates, thus providing generalized
evidence on dynamic dependencies across countries. If strong enough, these patterns
can help to produce more accurate out-of-sample forecasts.
In that sense, the dierence of the IDM from the domestic and the global models be-
comes clear. The IDM framework is a straightforward extension of the domestic model
framework (nested models). On the contrary, the IDM is dierent from the global
model framework, despite the fact that they both employ international settings. The
global model explores only the existence of contemporaneous global factors. Therefore,
the global model does not capture dynamic relationships between the two countries. In
this sense, should the IDM forecast dominate the forecast of the global model, it would
suggest that dependency patterns are more relevant for forecast compared to contem-
poraneous relations and vice-versa.
As regards the econometric methodology, we model the yield curve using a dynamic
factor model. Dynamic factor models capture the common features (correlations) among
economic series within unobserved common factors. In contrast to static factor models
(e.g. principal components), dynamic factor models allow the underlying factors to
evolve dynamically. Such models were originally proposed by Stock and Watson (2002
a; b) and Forni et al. (2000, 2002, 2005). As will be presented below in more detail, the
specic models used for the yield curve rely on the methodologies of Nelson and Siegel
(1987) and Diebold and Li (2006).
The estimation methodology relies on the use of ML techniques combined with the EM
Algorithm and Kalman lter. This technique provides exibility and generality and is
therefore ideal for our approach. It is the only one that allows consistent estimation
of large cross sections (Doz et al.,2006), while at the same time eectively deals with
restrictions in the factor loadings (see Chapter 2, section 2). We can, therefore, exploit
8Out-of-sample Granger causality tests are more powerful and robust tests than the respective in-
sample ones, since they convey the maximum amount of information for testing the Granger causality
hypothesis (Granger, 1969; Ashley et al. 1980) and is, therefore, closer to the spirit of Granger's (1969)
true denition of causality.
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information from an extended data set, while generalising our results to the whole yield
curve in a simple one-step estimation process. We, thereby, sidestep estimation issues
which were up-to-know barring similar routes of research in this eld (Diebold et al.,
2006).
4.3.1 A domestic factor model for the yield curve
The domestic model follows standard specications in previous literature. Nelson and
Siegel (1987) and Diebold and Li (2006) have customized dynamic factor models on the
yield curve. Diebold and Li (2006) interpret the parsimonious yield curve model of
Nelson and Siegel (1987) as a three latent factor model, where factors are identied as
L, S and C by imposing appropriate restrictions on the factor loadings. Namely,
yt(m) = Lt + St

1  e m
m

+ Ct

1  e m
m
  e m

+ t(m); (4.1)
the yield of maturity m at time t, yt(m), depends on the factors Lt, St, Ct and on t(m),
the residual or pricing error. The factors are identied by setting the predetermined
loadings [1,1 e
 m
m
, 1 e
 m
m
  e m] (from now on we name this matrix [ L; S; C ]).
These loadings depend on maturities (m) and the  parameter. The latter governs
the exponential decay rate of the yield curve at each maturity. Diebold and Li (2006)
keep the  parameter constant at 0.069 over time in order to reduce the volatility of the
factors, thus making the model more predictable9. In eect they consider the following
matrix form:
yt =

 L  S  C
 
24 LtSt
Ct
35+ t ; (4.2)
where yt is a vector containing the cross-section of observed yields at time t, i.e. the
observed yields of maturity m at time t. In their turn, the yield curve factors [Lt;
St; Ct] at time t are contained in vector ft: The yield-factors are modeled as separate
rst-order autoregressive or AR(1) processes and forecasts of the factors are being used
to generate forecasts of the yields. Namely, ft is modelled as:
9In this Chapter we follow the approach of Diebold and Li (2006) in setting , without running
country regressions. This procedure could be seen as imposing similar patterns on the data. For this
reason we used the EM algorithm to estimate the parameter  for each country, and results were not
qualitatively much dierent. That would suggest that setting the value of  as in Diebold and Li (2006)
is a reasonable specication. Moreover, it would also allow for comparisons across models.
Nevertheless, setting the value of  as in Diebold and Li (2006) would likely not dramatically change
the results, given that it does not impose or lead to the imposition of lead-lag relationships, the detection
of which, is the scope of our international model.
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ft = Aft 1 + ut; ut  N(0; Q); (4.3)
where A and Q are diagonal matrices. Moreover, we allow each error term in t to
follow an AR(1) process:
t = Bt 1 + t; t  N(0; R); (4.4)
where B and R are diagonal matrices. In practice our assumptions suggest that
E(uitjt) = 0 8 i; j, E(uitujt) = 0 8 i 6= j, E(itjt) = 0 8 i 6= j, E(uitfit 1) = 0 8
i and E(itit 1) = 0 8 i.
4.3.2 A global factor model for the yield curve
The global model follows the model proposed by Diebold et all (2008). In this case, we
consider a vector yt containing information about the yields of more than one country (in
our case two countries, Germany and US). The main idea remains that we summarise
the information from each country's yield curve into three global yield factors contained
in vector ft; and a country-specic yield pricing error 
c
t;Y (where c = fGE;USg). The
factors are identied as Lglobalt , S
global
t and C
global
t by imposing the predetermined factor
loadings on the yield curve factors.
In a general form, our model looks like:

yGEt
yUSt

=

 L  S  C
 L  S  C


24 LglobaltSglobalt
Cglobalt
35+  GEt
USt

; (4.5)
where now yt is a vector containing the observed cross-section of yields for each country
c at time t, summarised as [yGEt ; y
US
t ]. The predetermined loadings are ([ L;  S;  C ]) for
the common yield factors of all the countries, i.e. the global factors [Lglobalt ; S
global
t ; C
global
t ],
contained in vector ft. Finally, t contains the country-specic, yield curve pricing er-
rors [GEt ; 
US
t ], which are assumed to be following an autoregressive process. As in the
domestic model, each factor and each yield curve pricing error is modeled as an inde-
pendent AR(1) process. Therefore, it becomes obvious from this specication that the
global factors in ft capture contemporaneous co-movement among the German and the
US yields.
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4.3.3 An international dependency factor model for the yield
curve
Our methodology extends the line of Diebold and Li (2006) to the international setting,
resulting to the international dependency model (IDM). In this case, we consider a vector
yt containing information on the yields of the two countries, Germany and the US. The
main idea remains that we summarize the information from each country's yield curve
into three country-specic yield factors contained in vector ft; and a country-specic
yield pricing error ct . The factors are identied as L
c
t , S
c
t and C
c
t (where c = fGE;USg)
by imposing the predetermined factor loadings on the yield curve factors of each country.
In a general form, our model looks like:

yGEt
yUSt

=
24  L 0 0  S 0 0  C 0 00  L 0 0  S 0 0  C 0
0 0  L 0 0  S 0 0  C
35 
26666664
LGEt
LUSt
SGEt
SUSt
CGEt
CUSt
37777775+

GEt
USt

; (4.6)
where yt is a vector containing the observed cross-section of yields for each country c
at time t, summarized as [Y GEt ; y
US
t ]. The loading matrix is a block-diagonal matrix
containing the yield curve predetermined loadings ([ L;  S;  C ]) for the yield factors
of each country [Lct ; S
c
t ; C
c
t ] respectively. The latter are contained in vector ft. Fi-
nally, t contains the country-specic, yield curve pricing errors [
GE
t ; 
US
t ], which are
assumed to be following independent AR(1) processes. It is important to stress that
the factors estimated in ft, are still domestic factors and the only dierence from the do-
mestic model, up until this point is that the estimation involves more than one countries
contemporaneously.
It is the transition equation that makes the distinction between the domestic and the
international model clear. This is achieved by modeling in a vector autoregressive (VAR)
framework the same class of factors across countries, thereby allowing interactions across
factors of dierent countries. More specically, for the yields-only model, the factors
contained in ft are modeled separately as a rst-order vector autoregressive or VAR(1)
process. The order of lags has been selected based on Bayesian information criteria.
The transition equation for each of the factors across countries, is
ft;' = A
'ft 1;' + ut;'; (4.7)
where ' corresponds to L; S, C, i.e. ' = fL; S; Cg. A' contains the autoregressive
coecients that measure the persistence of the factors. It is a full matrix, thereby
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allowing international interactions among the factors of each country. Although we allow
international spill-overs among countries we do not do so among the factors themselves.
For example, LUS (SUS, CUS) can aect only the LGE (SGE; CGE) and vice-versa. This
is a plausible assumption, given that the correlation among the same class of factors of
dierent countries is high, whereas the correlation among dierent classes of factors is
low (Diebold et al., 2008). Finally, ut is the innovation vector with components that
are zero mean, normal random variables, orthogonal to the common factors. These
innovations are contemporaneously correlated for dierent countries only among the
same class of factors (E(uGEt;' u
US
t;' ) 6= 0). For example, shocks are correlated among the
levels of US and Germany, but are orthogonal among the level and the slope.
For exposition purposes we fully demonstrate the dynamics of the level factor, Lt, across
countries:

LGEt
LUSt

=

AL
   LGEt 1
LUSt 1

+

uGEt;L
uUSt;L

: (4.8)
The VAR structure can therefore capture contemporaneous correlations among the fac-
tors, as in all VARs, but it can also capture dynamic correlations.
4.3.4 Forecasting the yield curve
This section illustrates the procedure to forecast the yield curve based on the alternative
model specications described above. A naive RW forecast is the standard benchmark,
where the best forecast of a given yield for the current month is last month's value.
However, we also compare the forecasts of the IDM with the forecasts of the domestic
model (Diebold and Li, 2006), and the global factor model (Diebold et al.,2008) as a
further robustness check.
We employ a recursive forecast exercise for each model, which can be described as
follows: We start with the estimation process, where we use the model of Diebold and
Li (2006) to extract the factors that we use as initial values. Namely, we derive the
factor loadings   from the Nelson and Siegel model and then, at each point in time, we
regress the yields on the coecients. Once we obtain the initial factors, we estimate
the autoregressive parameters through OLS. We then start the EM algorithm: in the
E-step, given the initial parameters, we extract the factors using the Kalman lter. In
the M-step, given the estimated factors, we maximize the likelihood in order to obtain
the updated parameters. The E-step and the M-step are then iterated until convergence
of the likelihood.
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In order to forecast, once convergence is achieved, we use the Kalman lter to extract
the expected values of the factors and the idiosyncratic terms (they all follow an AR(1)
process) for horizons from 1-step ahead and up to 12-steps ahead. Subsequently, we
multiply the expected values with the factor loadings  , in order to produce the forecast
of the yields. We then include one more observation (actual value) in our sample and
start again the extraction, estimation, forecast and evaluation of the new sample period.
The repetitions last until we reach the full length of our sample.
In order to evaluate the forecasts, we compare the forecasted value with the actual value
of the yield and calculate the Squared Forecast Error (SFE). As a result of the iterations
in the recursive method employed, we derive a series of SFE. We take the mean of the
SFE (MSFE) series as a measure of the model's forecasting accuracy. The lower the
MSFE measure, the more accurate the forecast.
The rst estimation sample ranges from January 1975 to January 1984, i.e. the window
includes 10 years of data. A large enough window is rationalised by the need to capture
the correlations that span at least one business cycle. The evaluation sample ranges from
January 1985 to December 2009. However, we also present results for the sub-sample
from January 2000 to December 2009, i.e. the period characterised by the introduction
of the euro.
We employ the same recursive procedure for all three models. Moreover, we also in-
troduce naive RW forecasts for the interest rate series, where byt+h = yt for all h, by
nature of being the standard benchmark in this literature. Ultimately, we present the
forecasting performance of the IDM, the domestic model and the global model relative
to the RW forecast, by calculating the ratio of the model's MSFE divided by the MSFE
of the RW. The lower the MSFE ratio, the higher the forecast accuracy of the model.
A ratio of unity (1) indicates equal forecasting ability between the chosen model and
the RW model. A ratio of less than unity suggests that the chosen models' forecast
outperforms the RW forecast.
4.4 Data
4.4.1 Data description
We use an extensive data set, which consists of monthly zero-coupon bond yield series
for two countries, Germany and the US for a period spanning a common sample from
January 1975 to December 2009. Bond yield maturities range from 1 year to 10 years
(i.e. m = 1 to 10 years). Our source is the Bank for International Settlements (BIS),
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which accumulates zero-coupon data for a large panel of countries, provided by the
respective central banks10.
4.4.2 Preliminary analysis
In this section we show preliminary analysis which rationalises the need for a model
which can exploit lead-lag patterns in the yield curves of the US and Germany. This is
achieved with a simple correlation analysis at various lags. Using the domestic models
for the US and Germany, we extract the three domestic factors Lct ; S
c
t , C
c
t and analyse
their correlation structure. Table 4.1 reports the correlations among the correspondent
factors between the two countries for h = 0; 1; 6 and 12 lags ahead. We observe a
strong contemporaneous correlation among the factors varying from 0:60 between the
two slopes (Sct ) to 0:40 between the two curvatures (C
c
t ). This nding suggests that
there is considerable co-movement between the two yield curves, summarised by the
co-movement of those three factors.
Nevertheless, looking at dierent lags, we also observe interesting correlation patterns.
At one lag ahead (h = 1) we observe an equally strong correlation as in the case of
contemporaneous correlation and in both directions, namely from the US to Germany
and vice-versa. Interestingly, the correlation structure between the two countries changes
at longer horizons. While the correlation of the German factors with the future values
of the US factors decreases rapidly towards zero as h increases further, the correlations
of the US factors with the future values of the German factors remains high. This
clearly suggests the presence of dependency patterns among the two yield curves.
There is also some indication that such dependency patterns can be strong. The US
slope has an even higher correlation with the future values of the German slope than
the contemporaneous ones. Indeed, the correlation between SUSt with S
GE
t+6 and S
GE
t+12 is
0:70 and 0:64 respectively. This is not surprising given that the slope has been always
considered closely related with the real economic activity, and, as Giannone and Reichlin
(2006) show, there is a clear leading pattern of the US GDP on the euro area one. The
lead-lag relationship between the US and the German slope is further illustrated in
Figure 1. There we show the three-year moving average of the two slopes. As we can
10The BIS data are provided after the respective central banks calculate zero coupon yield curves,
using their in-house calculation methods. In our case, these methods include models which extend the
Nelson and Siegel model.
An implication would be that our domestic model is eectively a restricted version of the model
generating the data and this could lead to marginal dierences in the t of the yield curve. Nevertheless,
as long as no international lead-lag relationships are accounted for when generating the data, the
marginally dierent t would not change the main thrust of our results.
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Table 4.1: Correlation Structure
LGEt L
GE
t+1 L
GE
t+6 L
GE
t+12 L
US
t+1 L
US
t+6 L
US
t+12
LUSt 0.55 0.55 0.46 0.38 L
GE
t 0.51 0.30 0.01
SGEt S
GE
t+1 S
GE
t+6 S
GE
t+12 S
US
t+1 S
US
t+6 S
US
t+12
SUSt 0.60 0.65 0.70 0.64 S
GE
t 0.56 0.45 0.25
CGEt C
GE
t+1 C
GE
t+6 C
GE
t+12 C
US
t+1 C
US
t+6 C
US
t+12
CUSt 0.40 0.43 0.24 0.33 C
GE
t 0.42 0.12 0.19
Notes: The table presents the correlations between the factors, Lct , S
c
t and C
c
t of one country
(c=GE, US) with the correspondent factor of the other country for h = 0; 1; 6 and 12 steps ahead.
see the US slope reveal a clear leading pattern compared to the German one.
4.5 Results
4.5.1 Empirical analysis
We move on to present the statistical ndings of our forecast exercise for the dierent
model specications. We present forecast results for Germany and the US respectively
for two dierent evaluation samples. A long one, from January 1985 to December
2009 (Tables 4.2 and 4.3), and a shorter one comprising only of the last ten years, from
January 2000 to December 2009 (Tables 4.4 and 4.5). The latter period is considered to
be a period of more intense nancial integration, given the introduction of the common
currency in the euro area, which led to unied euro area money markets. Our results
overall suggest a clear lead-lag relationship between German and US yields, where the
US yields lead the German ones.
More explicitly, in the case of Germany the international dependency model clearly
beats the domestic and the global model. This is a general result that holds across
maturities, model specications and forecast horizons with few exceptions11. In general,
the IDM produces consistently lower MSFE ratios (Table 4.2) which tend to decline on
average with longer forecast horizons. The lowest MSFE ratios are typically recorded
for maturities in the medium term, of around ve to six years. This nding might
suggest the eect of similar dependency patterns on business cycles, which would tend
to aect interest rates in the medium- to long- term horizons (Giannone and Reichlin,
2006 have provided evidence on German business cycles being aected by the US ones).
The computed average MSFE ratios for each model and each forecast horizon across
maturities summarise well this information. The main thrust of the results among
11With the exception of the shorter maturities on the 1-step ahead forecast, where the global and the
international model appear to perform in a similar manner.
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Figure 4.1: Lead-lag relation
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Table 4.2: Out of sample forecasts: Germany, all sample
MSFEY /MSFERW
Iterative 1-steps 6-steps 12-steps
m GE Glob IDM GE Glob IDM GE Glob IDM
1 1.39 1.26 1.40 1.65 1.50 1.36 1.48 1.41 1.09
2 1.23 1.14 1.23 1.42 1.32 1.11 1.33 1.35 0.87
3 1.19 1.11 1.17 1.34 1.29 1.05 1.28 1.36 0.82
4 1.16 1.10 1.14 1.31 1.28 1.03 1.26 1.37 0.82
5 1.15 1.09 1.12 1.28 1.27 1.03 1.25 1.38 0.84
6 1.13 1.08 1.11 1.26 1.25 1.04 1.24 1.38 0.87
7 1.11 1.07 1.09 1.23 1.24 1.04 1.23 1.38 0.90
8 1.09 1.07 1.08 1.21 1.23 1.05 1.22 1.38 0.93
9 1.08 1.06 1.07 1.18 1.22 1.07 1.21 1.37 0.96
10 1.06 1.06 1.06 1.16 1.21 1.08 1.20 1.37 1.00
average 1.16 1.10 1.15 1.30 1.28 1.09 1.27 1.37 0.91
Notes:The table presents the results from the out of sample forecasts of the domestic (GE), the
global (Glob) and international dependency (IDM) models compared to the RW forecast. The
results displayed in the columns represent the MSFE of the chosen model (MSFEY ) divided by the
MSFE of a RW (RMSERW ) for h = 1; 6 and 12 steps ahead and for maturities m = 1 to 10.
the three models is not only consistent, but also appears much stronger and clearer
when looking at the shorter evaluation sample (Table 4.4). In that case, the lead-lag
relation between the US and German yields is strong enough to produce much larger
dierences between the average MSFE ratios across models and beats even the random
walk forecasts.
As regards the US forecasts, it appears that including international information in the
forecast of domestic yields also improves domestic forecasts in most cases (as the average
MSFE ratios in the global model and the IDM are lower than the MSFE ratios of
the domestic model). However, the existence of a lead-lag relationship is very limited
compared to the case of Germany, suggesting that it is mostly contemporaneous relations
that are informative for the forecasts (as the MSFE ratios of the global model are
typically lower or similar to that of the international model) (Table 4.3). These results
are conrmed looking at Table 4.5, which presents the various forecast performances
over the last ten years. The global model clearly dominates the others, but not the
random walk.
4.5.2 Assessment
Our results reveal lead-lag patterns with clear directions. Namely, a one-way causality
appears to be present in the vast majority of cases, that runs from the US to Germany.
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Table 4.3: Out of sample forecasts: US, all sample
MSFEY /MSFERW
Iterative 1-steps 6-steps 12-steps
m US Glob IDM US Glob IDM US Glob IDM
1 2.97 1.06 1.49 2.54 1.04 1.70 2.97 1.00 1.37
2 2.86 1.04 1.32 2.27 1.04 1.49 2.86 1.04 1.25
3 2.81 1.04 1.22 2.12 1.07 1.34 2.81 1.12 1.14
4 2.78 1.03 1.15 2.01 1.09 1.21 2.78 1.18 1.05
5 2.83 1.03 1.12 2.02 1.08 1.14 2.83 1.20 0.99
6 2.77 1.03 1.08 1.97 1.08 1.08 2.77 1.20 0.92
7 2.80 1.02 1.06 1.99 1.08 1.03 2.80 1.20 0.87
8 2.90 1.02 1.05 2.03 1.08 1.01 2.90 1.20 0.84
9 2.89 1.02 1.04 2.03 1.08 0.98 2.89 1.21 0.81
10 2.93 1.01 1.03 2.04 1.06 0.96 2.93 1.18 0.79
average 2.85 1.03 1.16 2.10 1.07 1.19 2.85 1.15 1.00
Notes: The table presents the results from the out of sample forecasts of the domestic (US), the
global (Glob) and international dependency (IDM) models compared to the RW forecast. The
results displayed in the columns represent the MSFE of the chosen model (MSFEY ) divided by the
MSFE of a RW (RMSERW ) for h = 1; 6 and 12 steps ahead and for maturities m = 1 to 10.
Table 4.4: Out of sample forecasts: Germany, evaluation from Jan-00
MSFEY /MSFERW
Iterative 1-steps 6-steps 12-steps
m GE Glob IDM GE Glob IDM GE Glob IDM
1 1.55 1.44 1.14 1.74 1.55 1.08 1.67 1.47 1.03
2 1.23 1.18 0.96 1.42 1.33 0.81 1.44 1.37 0.73
3 1.15 1.13 0.94 1.32 1.28 0.76 1.35 1.36 0.64
4 1.13 1.13 0.94 1.29 1.29 0.75 1.31 1.36 0.61
5 1.12 1.12 0.95 1.28 1.30 0.76 1.28 1.38 0.60
6 1.11 1.11 0.96 1.26 1.30 0.78 1.25 1.38 0.61
7 1.09 1.10 0.97 1.23 1.29 0.79 1.22 1.38 0.62
8 1.07 1.09 0.98 1.20 1.28 0.81 1.18 1.37 0.64
9 1.06 1.08 0.99 1.16 1.27 0.83 1.15 1.37 0.68
10 1.04 1.07 1.00 1.12 1.26 0.87 1.12 1.35 0.72
average 1.16 1.14 0.98 1.30 1.31 0.83 2.25 1.38 0.69
Notes:The table presents the results from the out of sample forecasts of the domestic (GE), the
global (Glob) and international dependency (IDM) models compared to the RW forecast. The
results displayed in the columns represent the MSFE of the chosen model (MSFEY ) divided by the
MSFE of a RW (RMSERW ) for h = 1; 6 and 12 steps ahead and for maturities m = 1 to 10.
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Table 4.5: Out of sample forecasts: US, evaluation from Jan-00
MSFEY /MSFERW
Iterative 1-steps 6-steps 12-steps
m US Glob IDM US Glob IDM US Glob IDM
1 1.44 1.18 1.50 1.82 1.28 1.64 1.67 1.28 1.39
2 1.31 1.11 1.33 1.76 1.22 1.57 1.44 1.22 1.41
3 1.23 1.07 1.24 1.68 1.18 1.46 1.35 1.18 1.40
4 1.19 1.05 1.19 1.63 1.13 1.37 1.31 1.13 1.37
5 1.17 1.03 1.15 1.63 1.10 1.32 1.28 1.10 1.35
6 1.13 1.02 1.10 1.66 1.09 1.27 1.25 1.09 1.31
7 1.11 1.02 1.07 1.67 1.08 1.20 1.22 1.08 1.26
8 1.12 1.01 1.07 1.67 1.06 1.15 1.18 1.06 1.23
9 1.11 1.01 1.06 1.67 1.06 1.11 1.15 1.06 1.18
10 1.09 1.00 1.04 1.65 1.05 1.04 1.12 1.05 1.09
average 1.19 1.05 1.17 1.68 1.13 1.31 2.25 1.16 1.30
Notes: The table presents the results from the out of sample forecasts of the domestic (US), the
global (Glob) and international dependency (IDM) models compared to the RW forecast. The
results displayed in the columns represent the MSFE of the chosen model (MSFEY ) divided by the
MSFE of a RW (RMSERW ) for h = 1; 6 and 12 steps ahead and for maturities m = 1 to 10.
This suggests a more independent role for the US in the international environment.
More specically, information about contemporaneous German shocks helps to better
identify shocks that hit the US, but the past pattern of German yields does not add much
information on the future path of US yields. On the contrary, Germany appears to be
particularly dependent on information coming from foreign sources at various lags. Such
evidence generalises previous literature results on international linkages in interest rates
(Frankel, Schmukler, and Serven, 2004; Chinn and Frankel, 2005; Belke and Gros, 2005),
further supporting a leading role for the US and the existence of lagging dependency
patterns between the US and Germany.
Interestingly, such one-way relationship, although present for at least 30 years, is par-
ticularly strong during the last 10 years, with the inception of the EMU12 (consistent
with Wang et al., 2007), suggesting more pronounced assymetries in the distributions
of global shocks. Although it is not directly clear why dependency patterns may have
become stronger in this period, a possible reason may relate to the introduction of the
single currency and the insulating properties against shocks that it may have attributed
to the German economy, which became part of a larger currency area. This conjecture
could merit further analysis, which is, however, not the scope of this Chapter.
12The inception of the EMU led to unied euro area money markets. National bond markets
continued to exist. However, yield curves of euro area countries were largely harmonised (ECB, 2000-
2010).
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However, some limitations to our study exist by construction. In essence, the above
dependency patterns are established in a statistical sense only. This has two implica-
tions: First, it is not clear if such linkages are economically signicant, i.e. if trading
gains can be established based on our forecasts. This is an analysis that would need to
involve more inputs (such as establishing arbitrage opportunities and including trading
costs and restrictions to replicate trading strategies). Second, the channels generating
these linkages, are not exposed, albeit clearly exploited: In this study we do not iden-
tify what may cause asymmetric distributions of shocks across countries and thereby
elicit lead-lag eects on the whole yield curve. A theoretical model detailing the chan-
nels and mechanisms linking economies, that would possibly explain the relation with
the exchange rate, remains an open challenge for future research. Until then, our sim-
ple reduced-form version suggests a clear scope for international considerations when
modeling policy relevant variables.
An interesting and plausible question would be whether dependency patterns in the
yield curve suggest monetary policy dependencies. Our reduced form model does not
allow us to address this question with certainty. Moreover, our data start at maturities
of one year, thereby not including money market data, which are aected by monetary
policy in a more direct manner. Nevertheless, some anecdotal evidence allows some
doubts in this hypothesis. Namely, our results reveal that in most cases, forecasts in
medium maturities appear to be better than in short or very long maturities, suggesting
stronger dependency patterns in those middle-maturities. This may hint that, such
lead-lag eects could be induced by similar lead-lag eects in business cycles, which
drive interest rates in the medium to long run and are only to some extent controlled
by monetary policy, the latter aecting in a direct way only shorter maturities (money
market rates). However, even in cases where strong dependency eects are present
also on short-term maturities, it should be noted that dierent countries might have
dierent resistance levels against various global shocks, thereby reacting to them at a
later stage. Therefore, even independent reactions to common (global) shocks could
elicit dependency patterns in the yield curves of various countries.
4.6 Summary
This Chapter presents a novel methodology to explore dependency linkages among yield
curves of dierent countries using an out-of-sample forecast exercise. The motivation
stems from related literature establishing dependencies in specic yields of dierent
countries. The Chapter extends this analysis to the whole yield curve in a robust way by
means of an out-of sample Granger causality test. The Chapter employs a two country
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setting focusing on Germany and the US and compares three dierent models. The rst
one is a pure domestic model where each country has its own yield curve representation,
summarised into (domestic) level, slope and curvature factors. International information
comes into play in the remaining two models, which represent two dierent manners in
exploiting such information. One model adopts a contemporaneous setting, where we
assume that the yield curves of the two countries depend on the same global factors (a la
Diebold et al., 2008). The other model, the proposed international dependency model
(IDM), adopts a setting that mainly aims to capture lead-lag relations between dierent
countries.
The methodology employs a dynamic factor model and ML estimation techniques based
on the EM algorithm and the Kalman lter to estimate and forecast the dierent model
specications, showed in Chapter 2. The combination of the EM algorithm and the
Kalman lter improves the competitive edge of the Chapter, for a number of reasons.
It enables a single-step estimation and forecasting method of large data sets, which is
used for the rst time in this strand of literature. Moreover, it also allows to impose
the necessary restrictions in order to generalise results to the whole yield curve and to
use information from the autocorrelation in the idiosyncratic term for the benet of
forecasts.
Results suggest that international information is relevant for forecasting the yield curve
of Germany and the US. They also suggest non-contemporaneous international linkages
between Germany and the US, strong enough to improve yield curve forecasts for Ger-
many. More precisely, we observe a one-way causality direction running from the US
to Germany. This is much stronger during the last 10 years, since the inception of the
EMU. In this period, such lead-lag patterns are important enough to produce forecasts
that beat the random walk. Such ndings imply a leading role for the whole US term
structure. The results of this Chapter are in line with previous anecdotal evidence on
individual interest rates.
Overall, this Chapter presents a novel methodology to extend the yield curve forecast
literature to the international direction and records, for the rst time, dependency pat-
terns for the whole yield curve. It therefore extends previous anecdotal evidence of
dependency patterns for specic interest rates to the whole yield curve in a robust way.
Under this light, this Chapter empirically supports a more outward-looking perspective
in modeling nancial variables.
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