Abstract. In this paper, first we will give a derivation of the multipole expansion (ME) for far field from sources in 2-D layered media and the multipole to local translation (M2L) operator using the Bessel generating function. Then, we present a rigorous proof of the exponential convergence of the ME and M2L for 2-D Helmholtz equations in layered media.
Introduction
The multipole expansion (ME) and multipole to local (M2L) translation operators form the mathematical foundation of fast multipole method (FMM) for evaluating the integral operators defined by the Green's function of Helmholtz equations in wave scattering [9] . The ME and M2L formulas for Helmholtz equation in 2-D layered media were first proposed in [1] . There, the ME and M2L were derived by using a Sommerfeld representation in frequency domain of the domain Green's function [3] where the domain Green's function is expressed as plane waves in the frequency domain in a similar format as the free-space Green's function. As a result, the ME and M2L operations for the free space Green's function can be re-used for the half space and in principle to general layered media. Moreover, in the case of the half space case with impedance boundary condition, an alternative image representation of the domain Green's function is used to justify the same truncation order of ME and M2L as that for the free space in a proposed heterogeneuos FMM (H-FMM) for the half space with impedance boundary condition [2] .
In this paper, firstly, by using the generating function of the Bessel function, we give an alternative derivation of the formulas for ME of far field for sources in 2-D layered media for acoustic wave scattering, and also that of the M2L translation operators as proposed in [1] . Secondly, we will give a rigorous proof of the exponential convergence of the ME and M2L translation operator for sources in layered media for 2-D acoustic wave scattering.
The rest of the paper is organized as follows. In Section 2, we first give some technical tools which will be key to the work in this paper, including the generating function of the Bessel functions which relates plane waves to cylindrical waves and the growth condition of the Bessel functions. Section 3 uses the Bessel generating function to derive the analytical formula for the ME expansions for sources in 2-D layered media and also for the M2L translation operator. In section 4, we will give the proof of the exponential convergence of the ME for a special case when the far field location is directly above or below the center of the ME. This proof will show the main technical tools for more general far field cases. In Section 5, we first introduce a special transform such that the the Sommerfeld integrals in Green's function representation for the general far field location can be related to the integrals in the special far field case in Section 4, however involving a complex domain contour integral. Then, we deform the contour to one parallel to the real axis and carry out the error estimate. Finally, in Section 6, we present the exponential convergence of the ME and M2L translation for general sources and far field locations in layered media. A conclusion is given in Section 7 while Appendices contain some technical lemmas and proofs of two lemmas from the main text.
An identity and estimate on Bessel functions
We begin with the identity of the generating function for Bessel functions of the first kind [6] which will be the key to derive the ME expansion for sources in layered media 
for any complex number a and any nonzero complex number b.
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The identity (1) expresses a plane wave function in terms of cylindrical functions in contrast to the Sommerfeld integral representation which expresses the Green's function (cylindrical function) in terms of plane waves. This duality facilitates the derivation of ME and M2L formulas in this paper.
Next, we will give a growth estimate of the Bessel functions, which will be the key to derive the exponential convergence rate of truncated ME and M2L operators for layered media.
Proof. First, from
and
and by [5] , the first positive root of J n satisfies
here j n,k is the k-th positive root of J n , it suffices to prove the inequality for x ∈ [0,
2 ]. Second, it is well-known that J n (z) is an entire function for z ∈ C. By [7] , J n (2x) has Weierstrass factorization
For
2 ], each term of the infinite product satisfies
3. The multipole expansion for sources in layered media and ME to local translation
We will use the identity (1) to derive both the multipole expansion and the multipole to local translation formulas for the integrals of 2-D layered problems.
3.1. Multipole expansion in free space. Consider N sources with strength q j placed at x j = (x j , y j ) in a circle centered at x c = (x c , y c ) with radius r in free space R 2 , and a field location at x due to all the source points given by
where the free-space Green's function
We say x is well-separated from the sources if the distance between x and the source circle center x c is at least 3r. By using Graf's addition theorem [8] , the free-space Green's function interaction of well-separated sources x j and target x can be compressed as a multipole expansion given by
where
θ c is the polar angle of x − x c , (ρ j , θ j ) are the polar coordinates of the complex number x j − x c , and the number of terms P is a constant independent of the number of the sources N [9].
3.2. The multipole expansion in layered media. First consider a case of two layers media (half space) with y = d as the interface, suppose x, x c and each x j are in the upper half space. In this case, the scattering field of all sources q j at x j , 1 ≤ j ≤ N are expressed in terms of the integral
where σ 1 (λ) is the reflection coefficient in the frequency domain for the layer 1 [4] . We also assume exp(− |λ|)σ 1 (λ) → 0 for ∀ > 0 as λ → ±∞, because the integral must converge for any pair of source and target points appearing at any places in their corresponding layers. When we recenter on x c , for each j we use the identity (1) to get
(regardless of the sign choice of the square root), so
where α p are exactly the multipole expansion coefficients given in (10) for sources in the free space, and α p is the complex conjugate. Apply equation (13) to the integral u 1 we get
The proof that guarantees the interchange between the summation and the integration will be given in Theorem 3, with the far-field assumption (
j . The truncation of u 1 will result in a P -term ME,
When there are two or more layers, with up to a sign change, we deal with the integrals in the following forms. Consider the field in a layer 2 (any layer, not necessarily adjacent to layer 1 where the sources locate)
where σ 2 (λ) is the reflection/transmission coefficient in the frequency domain and we assume that ±(y − d 2 ) > 0, y c − d 1 > 0 and each y j − d 1 > 0, here d 1 and d 2 are interface coordinates closest to the sources and the target, respectively, and the sign of ± indicates the direction of the wave propagation. Two other cases can be derived by a y → −y mapping together with λ → −λ. The multipole expansion is given similarly by 4. Exponential convergence of ME for far field above the center of ME
In this section, we will give the proof of the exponential convergence for the special case when the far field location is directly above or below the center of the ME. This proof will lay down the main technical approach for general far field locations to be followed.
, and
here the function σ(λ) is assumed to satisfy
Then, there exists a P ∈ N independeny of x or y such that for any p satisfying |p| > P ,
where r = x 2 + y 2 .
Proof.
so for each p, E 0 p is bounded by
Since as |p| → +∞,
∃P ∈ N such that for any integer p satisfying |p| > P ,
then for |p| > P we have
Lemma 3. Let k > 0. Let r > 0, K is a nonnegative integer, and
here the function σ(λ) satisfies
Then, there exists P ∈ N such that for any p satisfying |p| > P ,
Proof. Without loss of generality, assume that σ(λ) is real and nonnegative, otherwise replace it with |σ(λ)|. Since
for λ ≥ k, we have E + |p| ≤ E + −|p| , hence it suffices to consider the p < 0 case. Notice that the integral with nonnegative integrand
Therefore, there exists a P ∈ N such that for any p < −P ,
which completes the proof. 
Proof. A λ → −λ transformation reduces E − p to the case in Lemma 3. Theorem 1. Let k > 0, 0 < ρ min < ρ max . Suppose for some nonnegative integer K, the function σ(λ) satisfies the conditions in Lemma 2, Lemma 3 and Lemma 4, namely,
Then, for any > 0, there exist P ∈ N and D > 0, such that for any ρ ∈ (ρ min , ρ max ), any ρ j > 0, any θ j ∈ [0, 2π) and any integer p satisfying |p| > P ,
Proof. First, using Lemma 1 we have
Second, let n 1 , n 2 ∈ Z such that
For each integer n ∈ [n 1 − 1, n 2 + 1], using Lemma 3 and Lemma 4, there exist P n ∈ N and D n > 0 such that if |p| > P n then
here D n is chosen to ensure
for any |p| > P n . Let P = max
and n 0 ∈ Z such that
then we have the following estimation: for |p| > P ,
and similarly
For the rest of the integration over interval [−k, k], in Lemma 2, choose k 0 = k, x = ρ, y = 0 and r = (1 + ) n2 /k, we know there exists P without dependence on ρ such that if |p| > P ,
In sum, let
we have
Finally, the product of the two parts on the left of (48) can be bounded by
where the right inequality in (55) is used in the last step.
Remark 1. From the proof we can see the constant D can also be chosen only depending on K, for example,
will work, but the larger P n are chosen the smaller D could be.
Remark 2. If for C ∈ R + and K ∈ N, the function σ(λ) satisfies |σ(λ)| ≤ C 1 + |λ/k| K−1 for any λ ∈ R, then the conditions in lemmas 2-4 are all met.
Remark 3. If z 0 is any complex number such that z 0 = k, and c ∈ (0, 1), then σ(λ) = |λ−z 0 | −c meets the conditions in the above lemmas.
Estimates for Sommerfeld integrals for multilayered media
Theorem 1 can be treated as a special case when (x, y) = (0, ρ). Now we will present a method that converts the general (x, y) case to the (0, ρ) case. Since a number of polynomial bounds will be used, for the sake of convenience, suppose all the variables are already nondimensionalized.
Let k 1 , k 2 , · · · be the wavenumbers in all the layers. They are all the branch points of σ(λ) in the layered problem. Let k max be a number greater than all the k j , i.e.,
Suppose the largest box of the FMM algorithm is inside the open rectangle Π
Let y min > 0 be a number smaller than any distance between a box center and a nearby interface. These assumptions ensure that when the ME (17) and the M2L (22) cases are described as an (x, y) problem, we always have −x 1 < x < x 1 and 0 < y min < y < y 1 . Let
For any open set D, let B(D) be the collection of all the holomorphic functions f (z) on D satisfying the following condition: there exist C > 0 and K ∈ N such that for any q ∈ [−T, T ] and any t > 0, if
i.e. f (z) is bounded by a given polynomial of |z| in a fan-shaped region with slope within [−T, T ]. Note that the coefficients C and K could depend on T .
A transformation.
The gist of the conversion from the case of (x, y) to the case of (0, ρ) is to change the exponential component from − √ λ 2 − k 2 y + ıλx to − λ 2 1 − k 2 ρ by some certain substitution from λ on the real axis to λ 1 ∈ γ, where γ is a complex contour defined in (72) (see illustration in Fig.1 ). Then, we change the contour of integration with respect to λ 1 to a horizontal line to prove the convergence. To precisely describe the transformation, some detailed discussion is necessary.
Define open set Ω = {z ∈ C :
(67) The analytic continuation of √ z 2 − k 2 (with positive real value) from the real interval (k max , +∞) to Ω always keeps positive real part.
Consider β ∈ (0, π 2 ) and a mapping φ : Ω → C defined by
here the square root takes positive real part (as a result, the branch cut has no intersection with Ω). Then, φ(z) is a holomorphic function of z on Ω. φ(z) satisfies the equation
Define
For positive real w ∈ [k 0 , +∞), we can find the inverse of φ in quadrant IV in Ω, which is
and the image of [k 0 , +∞) as
which a part of the hyperbola in quadrant IV with an asymptote passing the origin with slope − tan β, starting from
with asymptotic behavior given as
as w → +∞. As w increases, Reφ 1 (w) strictly increases, and Imφ 1 (w) strictly decreases. (Please refer to Fig. 1 for domain of the function φ and Fig. 2 in Appendix B for an illustration of its mapping of dashed lines). Let Γ be the right branch of the hyperbola where φ 1 (w) defines on, i.e.
Define the open regions to the right of Γ in quadrants I and IV, respectively, by
here the square root adopts positive real part.
Proof. See Appendix B for the proof.
Remark 4. The definition of φ 1 can be naturally extended to the whole Ω, here the square root √ w 2 − k 2 always takes positive real part.
Remark 5. It is easy to check that φ(∂D − ) = ∂D + , and φ 1 = φ −1 on D + . Also, the analytic continuation of φ exists in a neighborhood for any z ∈ ∂D − in quadrant IV, and the analytic continuation of φ 1 exists in a neighborhood for any w ∈ ∂D + in quadrant I.
The closed set
has boundaries γ and = {z 0 + t : t ≥ 0}.
Since φ maps the interior of D γ to a subset of D + , φ(D γ ) is a closed set bounded by [k 0 , +∞) = φ(γ) and a curve φ( ).
Lemma 6. Let the line be parameterized by z = z 0 + t, t ≥ 0, then Reφ(z) > k 2 0 − k 2 and Imφ(z) increases as t increases. 
As for Imφ(z) = b 0 cos β + u sin β, we have ∂Imφ(z)/∂t = sin β · ∂u/∂t, by simple calculation,
so Imφ(z) increases as t increases.
The Sommerfeld integrals. Let
Suppose function f (λ) is holomorphic on R 0 . Then, for any y ∈ (y min , y 1 ),
For each integer p, the integral
can
here
Hence
is holomorphic in the interior of D γ and has an analytic continuation on the boundary. If we further suppose f (λ) ∈ B(R 0 ), since
) has a polynomial bound in D γ , namely, there exists C 0 ∈ R + and K ∈ N which do not depend on x or y such that
Next, we claim that the following change of contour of integration holds,
To show the equivalence in (94), we again consider a counterclockwise arc σ centered at the origin with radius r connecting γ and . If the arc σ is parameterized as z = re ıη , then the range of η is a subset of (−β, 0) (note that the point re −ıβ is always to the left of γ), and dz = ıre ıη dη. The integrand decays exponentially with respect to r as r → +∞, since the real part of the exponent has the asymptotic behavior
while the polynomial order contribution from other parts of the integrand can be ignored. Hence the integral along the arc converges to 0 as r → +∞. Therefore equality holds between the two integrals in (94). Finally we give an upper bound of the integral on . Let be parameterized by λ 1 = a + bı with the paramater a ≥ a 0 = k 0 cos β, and a constant b = − k 2 0 − k 2 sin β. Let
For a ∈ [a 0 , k 0 ), by simple calculation,
so, with (93) we have
∃P 1 ∈ N such that for any integer p satisfying |p| > P 1 ,
which implies that
For a ∈ [k 0 , +∞), by simple calculations,
so
is nonnegative. Then,
so ∃P 2 ∈ N such that for any j > P 2 ,
For any integer p such that |p| > P 2 , let j = |p| + K, we have
In summary, for any integer p such that |p| > max{P 1 , P 2 }, we have
This can be understood as a (x, y)-variant of Lemma 3. The above result is immediately generalized to the x < 0 case by a λ → λ transformation (and thinking about the holomorphic functions of λ), and the x = 0 case coincides the situation discussed by Lemma 3.
Next, the above can be generalized to the interval (−∞, −k 0 ] by a λ → −λ transformation, provided f (λ) is an even function. (3) k is included in the list k 1 , · · · , k l ∈ (0, k max ), and the branch cuts always ensure λ 2 − k 2 j ∈ R + for any real λ satisfying |λ| > k j ; (4) Let region R = {λ = a + bı : a, b ∈ R, a > k max , |b/a| < T } (see Fig. 1 for the cone defined by the slope T ), consider the analytic continuation of σ| (kmax,+∞) to R satisfying each Re λ 2 − k 2 j > 0 for λ ∈ R, denoted by f (λ), so f (λ) is holomorphic on R and f (λ) ∈ B(R). Then, ∀ > 0, ∃P, K ∈ N and C ∈ R + such that ∀x ∈ (−x 1 , x 1 ), ∀y ∈ (y min , y 1 ), and ∀p ∈ Z such that |p| > P , the integral
is bounded by
Proof. The proof is a mixture of the methods in Theorem 1 and Lemma 2. Let
is on the right of the branch of hyperbola Γ and the right of {λ ∈ C : Reλ > k 2 0 − k 2 max }. The asymptotes of Γ with slope ± tan β, and tan β < T. Also
for λ 1 ∈ D γ accordingly. On the interval (k 0 , +∞), by condition (4) we have σ(λ) = f (λ), and
where the last equation holds due to (94).
By the discussion above, for each integer n ∈ [n 1 − 1, n 2 + 1], there exists P n ∈ N such that for ρ (n) = (1 + ) n /k, we have
for any |p| > P n . For a general ρ ∈ (ρ min , ρ max ), we should be able to find a n 0 ∈ [n 1 − 1, n 2 + 1], such that
Let P = max
then for any |p| > P ,
Next we consider
similarly there exists P ∈ N such that for any integer p satisfying |p| > P ,
Also note that with the physical property of the reflection/transmission coefficient σ(λ) in layered media, we always have
(regardless of the actual branch cut), so by Lemma 2, there exists P ∈ N such that for any |p| > P ,
In summary, let
then for any integer p such that |p| > P ,
Remark 6. In physical problems when we assume the media is lossless, there may be a finite number of surface wave poles (of order one) on the real axis. They can be treated as the limit of poles from the upper or the lower half plane as we let the dispersion in the media → 0. Therefore, the integral across such poles can be calculated by the sum of the Cauchy principle value and ±ıπ times the residue, here the sign of ± depends on the direction the limit is taken in. For example, consider the integrand with a pole λ 0 ∈ (−k 0 , k 0 ), namely, consider
assuming A(λ) is analytic in a disk centered at λ 0 with radius c < k
so we can think of
Therefore, we can apply Lemma 2, which is used to estimate the integral on [−k 0 , k 0 ] in Theorem 2, on this function A(λ)/(λ − λ 0 ). As a result, the condition (2) in the statement of Theorem 2 can be modified to allow real poles of σ(λ) (of order one), in the sense of surface wave poles (the total number of real poles must be finite since they are isolated in [−k max , k max ]).
Exponential convergence of ME and M2L translation operator
First, we will present a theorem which will be used to justify the interchange of summation and integration in the ME expansion (14) and (15), and the M2L translation (22).
Theorem 3 (Bessel-type Expansion). Let x, y, x j , y j ∈ R such that y > 0, y + y j > 0, and ρ = x 2 + y 2 > ρ j = x 2 j + y 2 j . Let θ j ∈ [0, 2π) such that x j + y j ı = ρ j e ıθj . Suppose function σ(λ) satisfies all the conditions in Theorem 2 (or the generalized case in Remark 6), then the following series expansion holds:
is defined in (118).
Proof. Without loss of generality, suppose x ≥ 0. Let θ ∈ (0, π 2 ] such that x = ρ cos θ. Consider the integral
here k 0 , etc. are the variables defined in the proof of Theorem 2. By the transformation λ = φ(λ 1 ), we have
First, we will show that the integral contour of F + can be changed from γ to . Consider the counterclockwise arc σ connecting γ and centered at the origin with radius r (see Fig. 1 ). Let the arc be parameterized by λ 1 = re ıη , η is ranged from a subset of [θ − π 2 , 0]. As r → +∞, the exponent of the integrand
hereρ = (x + x j ) 2 + (y + y j ) 2 , andθ ∈ [0, 2π) such that (x + x j ) + (y + y j )ı =ρe ıθ . Since y + y j > 0, and −ρ − ρ j cos(θ j − θ) ≤ −ρ + ρ j < 0,θ is indeed in (0, θ + π 2 ), and
for any η ∈ [θ − π 2 , 0]. Therefore, the integral along the arc decays exponentially as r → +∞. Thus the contour γ can be changed to , and it becomes
here the identity (1) has been used for the exponential term e − √ λ 2 Then, recall the estimation (117) on K 1,p (ρ) and K 2,p (ρ), which are defined in (96) and (97), by taking the absolute value of the integrand and using Lemma 1 for the estimate of Bessel functions,
for sufficiently large P . Hence, by Fubini's theorem,
We can do the same thing for the integral on (−∞, −k 0 ). The integral on [−k 0 , k 0 ] is interchangeable with the summation because the integrand is in
. In sum we get the series expansion
in terms of Bessel functions of the first kind.
In the ME (17) and the M2L translation (22) formulas, σ 2 (λ) can be recognized as a rational function of all λ 2 − k 2 j and all e − √ λ 2 −k 2 j di terms, here numbers k j are the wavenumbers in the layers, and d i are the y-coordinates of the interfaces. This is a property decided by the interface conditions. Hence σ 2 (−λ) = σ 2 (λ). We also know σ 2 (λ) does not grow exponentially as λ → +∞, since the formula for the reaction field must be a converging integral, regardless of the coordinates of the sources and the target in their corresponding layers.
To apply Theorem 2 and Theorem 3 to the ME and the M2L, we need to find k max to meet the condition (4) in Theorem 2. Let k m > k j for any wavenumbers k j . Let f (λ) be an analytic continuation of σ 2 from (k m , +∞) to the region
such that f (λ) = σ 2 (λ) when λ ∈ (k m , +∞), and f is the "same" function consisting of λ 2 − k 2 j and e
terms but every square root λ 2 − k 2 j now keeps positive real part in the right half plane R m .
Lemma 7. ∃k max ≥ k m such that f is holomorphic in the region R = {λ = a + bı : a, b ∈ R : a > k max , |b/a| < T } and f ∈ B(R).
Proof. See Appendix C for the proof.
With the k max specified by this lemma, we can now deal with the ME (17) and the M2L (22).
Theorem 4 (Exponential Convergence of Multipole Expansion). The multipole expansion (17):
with the far-field condition presented by
has exponential convergence with respect to P . Namely, ∀ 1 ∈ (0, c − 1), ∃P 1 ∈ N without dependence on the source particle number N such that for any P > P 1 , if we truncate to |p| < P , then the truncation error for the ME expansion is bounded by
, then |x| < x 1 and y min <ỹ < y 1 . Let
with the convention of branch cuts provided by the physical problem, and
for Reλ > k max (which is found in Lemma 7), with every square root taking positive real part. Usingx,ỹ, etc., in the integrand,
When x, y are given in the FMM boxes, the product
inf (λ) does not introduce any new pole, and is bounded by a polynomial of |λ| with constant order and constant coefficients with regard to the box sizes when Reλ > k max , for example, a rough estimation gives
Since f (λ) ∈ B(R), this impliesf (λ) ∈ B(R). As a result,σ(λ) satisfies all the conditions in Remark 6. By Theorem 3, the multipole expansion converges. Pick 2 > 0 such that (1 + 2 ) 2 < 1 + 1 . Use Theorem 2 withx,ỹ,σ(λ) and 2 , there exists C ∈ R + , P 2 , K ∈ N such that for any integer p satisfying |p| ≥ P 2 ,
(156) Then, using Theorem 1, the total truncation error is bounded by
Since there exists integer P 1 ≥ P 2 such that when |p| ≥ P 1 ,
for any P > P 1 , we further have Proof. Suppose for contradiction that z ∈ D − , φ(z) = w. Since w ∈ Γ, there exists a positive real number x ≥ k such that w = x cos β + ı x 2 − k 2 sin β.
(171) Therefore, x and z are distinct roots of the quadratic equation
of λ. Thus, z = 2w cos β − x = x cos(2β) + ı x 2 − k 2 sin(2β) (173) has nonnegative imaginary part, which contradicts the assumption that z ∈ D − . Proof. First, we will show that φ(D − ) ⊂ D + . By Lemma 8 and Lemma 9, φ(D − ) is a subset of quadrant I, and it has no intersection with Γ. If w = φ(z) for some z ∈ D − and w / ∈ D + , when we move z horizontally to the left, eventually z touches Γ and φ(z) approaches the positive real axis, so the trajectory of φ(z), which must be continuous because φ is holomorphic, crosses Γ in quadrant I, but it contradicts with Lemma 9 since the intersection must has its inverse in D − . Second, on D + define the mapping φ 1 (w) = w cos β − ı w 2 − k 2 sin β,
here the square root adopts positive real part. Similarly φ 1 (D + ) ⊂ D − . Third, we will show that φ is bijective on D − with inverse φ 1 . Let a, b ∈ R + such that z = a + bı ∈ D − , then w = φ(z) ∈ D + is one of the roots of the quadratic equation of λ λ 2 − 2λz cos β + z 2 = k 2 sin 2 β.
Let u, v ∈ R such that √ z 2 − k 2 = u + vı, then the pair of roots are given by λ 1 = (a cos β − v sin β) + ı(b cos β + u sin β),
λ 2 = (a cos β + v sin β) + ı(b cos β − u sin β),
by Lemma 8, exactly one of λ 1 and λ 2 has positive imaginary part, so exactly one of them is in D + , and it is w. Conversely, z is the only root of the quadratic equation
in D − provided φ(z) = w by the similar reason, so φ is injective and z = φ 1 (w). Repeat this step for any w ∈ D + and let z = φ 1 (w ), we have φ is surjective and w = φ(φ 1 (w )).
Appendix C. Proof of Lemma 7
Proof. Let G be the collection of all holomorphic functions g(λ) in R m R m = {λ ∈ C : Reλ > k m } such that the Laurent series of g(λ) at infinity has finitely many nonzero terms with positive exponent,
c n λ m−n , m ∈ Z, c n ∈ C, g(λ) is holomorphic in R m .
For example, λ 2 − k 2 j ∈ G since 
Let S be the collection of all holomorphic functions h(λ) in R m in the following form
For example, each e as λ → (1 + qı) · ∞ for any q ∈ [−T, T ]. Since σ 2 (λ) does not grow exponentially as λ → +∞, i.e. as λ → (1 + 0ı) · ∞, we must have
As a result, |f (λ)| |λ| m−m for λ ∈ R m as λ → (1 + qı) · ∞ for any q ∈ [−T, T ]. With such an asymptotic bound, the real parts of poles of f (λ) must be bounded in the fan-shaped region with boundaries of slope ±T . Let k max ≥ k 0 be an upper bound of the real parts of the poles of f in this fan-shaped region, then f becomes holomorphic in R = {λ = a + bı : a, b ∈ R : a > k max , |b/a| < T }, and f (λ) ∈ B(R).
