KEY WORDS: aeroacoustics, computational aeroacoustics, computational fluid mechanics, numerical wave propagation, numerical methods
sufficiently repressed according to the standards of the time. More recently, several alternative air vehicles have been proposed for both civilian transportation and military application. These include the supersonic/hypersonic transport, large civil transports propelled by modern propfans, tilt rotor vertical take-off and landing aircraft, and others. All of these vehicles, though promising as air transportation, could be significant contributors to the din surrounding modern civilization.
As the introduction of these alternate, potentially noisy aircraft types proceeds, regulatory agencies have begun to impose stricter noise regulations. Aeroacoustic engineers are now faced with the task of reducing the noise levels, not only of existing classes of aircraft, but of new, possibly even noisier ones. Thus, the inception of the second "Golden Age." The regulations are stricter and the noise sources are more varied than those encountered during the first Golden Age, but the tools for acoustic analysis are fortunately more advanced than those previously available.
Much of the advance in acoustic analysis has arisen, of course, in response to the availability of computational resources. Aerodynamics and other areas of fluid mechanics have benefitted immensely from the development of the field known as Computational Fluid Dynamics (CFD). Advances in both numerical techniques and the computing machines themselves have made possible the numerical analysis of flows around full aircraft configurations. The temptation to apply effective CFD methods to analysis of the related aeroacoustic problems has been unavoidable. Such endeavors have met with some success, but they have also illuminated a necessity for some numerical protocols specific to problems involving disturbance propagation over long distances. Much of the current effort in Computational Aeroacoustics (CAA) involves the development of schemes for approximating derivatives in a way that preserves the physics of wave propagation, a phenomenon of little significance in typical aerodynamic computations.
In general, the study of aeroacoustics is concerned with noise produced by aerodynamic sources, including turbulence and moving aerodynamic surfaces. Problems of specific interest stem from attempts to analyze and then reduce noise from sources associated mainly with air vehicle propulsion systems and air vehicle motions. The most prominent of these sources include high-speed jets such as those proposed for supersonic/hypersonic transports, the supersonic/hypersonic transport vehicles themselves which produce sonic boom phenomena, helicopter rotor blades, and modern, high-speed propellers which are likely to have supersonic tip speeds. An interesting and integral component of the acoustic analysis of these source types is the aerodynamic field generated by them, which, in essence, acts as the source of noise. For most complete aeroacoustic studies, there is an inherent coupling between the aerodynamic part of the problem and the acoustic portion, including the interaction of one with the other. Consequently, a certain amount of current effort revolves around the computation of acoustic wave interaction with flow structures such as wakes, vortices, and others.
For purposes of this paper, many of the techniques described are generic in nature-some aspects of the field are young, and many of the methods have not yet been applied to specific engineering problems. However, in the discussion of those computational methods that have matured and have been successfully applied to aeroacoustic phenomena, most of the examples will involve prediction and analysis of helicopter rotor noise. Discussion of more recent developments will center on numerical difficulties and quirks which currently stand in the way of widespread application. Tam (1995) has indicated that most aeroacoustic problems are linear. This means that disturbances produced by aerodynamic sources tend to be small so that they propagate with minimal distortion and with amplitude decreasing according to the dimension of the problem. However, it is well-known that even very small initial disturbances can induce nonlinear propagation effects, and thus calculations incorporating linear propagation may not suffice for observers located many wavelengths from the point of noise production. Observations indicate, however, that most disturbances do not produce shocks. Even the wave generated by a large-amplitude source, which does exhibit nonlinear distortion and possibly shock production, will after long time look like a linearly propagated wave. The appearance of these waves is, however, somewhat misleading.
Linear vs Nonlinear Acoustics-The Aeroacoustic Model
As Pierce (1989) points out, a sawtooth waveform gradually rounds off, and results (after travelling some distance) in a sinusoidally shaped wave. The real atmosphere more readily dissipates high-frequency components of a steepened wave, so that eventually all that remains is the fundamental harmonic. Therefore, if the original signal contains a single frequency, the wave at "old age" closely resembles the one produced initially. Pierce shows that a dimensionless parameter defined as = c 3 /(δω 2 x) determines the relative importance of nonlinear steepening over atmospheric dissipation, with large indicating a dominance of nonlinear effects and → 0 resulting in a linear but attenuated wave. In the expression, c represents the local speed of sound, δ contains the viscosity coefficient and the thermal conductivity, and x is the distance from the source at which a shock first appears, calculated from the nondissipative, nonlinear theory. x depends inversely on the initial source amplitude, so that a strong source will produce waves for which, at least initially, the nonlinear steepening is paramount. However, since the solution depends on a term involving exp(−x/ ), wave attenuation will always occur eventually. It seems then, that far-field signatures which appear to have been propagated according to linear theory may, in fact, have evolved through the nonlinear steepening phase, perhaps through shocks, and back to a linear-seeming form.
Many acoustic waves generated in problems of current interest have such a small value of x that the nonlinear effects dominate. For these waves, approaches ∞, and atmospheric attenuation is relegated to a higher-order effect. In these cases, examples of which include sonic boom production and helicopter high-speed impulsive noise propagation, the problem is far from linear. In fact, the solution to many aeroacoustic problems may involve a nonlinear interaction between the aerodynamic and the acoustic fields. Such situations invalidate the popular practice of separating the acoustic and aerodynamic calculations, a procedure which depends on the acoustic field behaving as a perturbation to the aerodynamics. It is impossible to characterize aeroacoustic problems in general as linear or nonlinear or inviscid or dissipative. As in any fluid mechanical situation, the circumstances of the specific problem dictate the nature of the appropriate modeling.
Mathematical Modeling for Aeroacoustics
In the classical sense, all "acoustic" phenomena are governed by the wave equation. Linear, and either homogeneous or containing sources on the righthand side, the solutions describe waves which propagate at constant speed and retain their original harmonic content. As introduced above, however, modern aeroacoustics encompasses many situations in which noise is produced by other than small disturbances.
The CFD community tends to categorize numerical methods in a hierarchical manner according to the complexity of the mathematical model employed. In general, three classes of equations are defined. The Navier-Stokes equations, modeling the exact behavior of the fluid medium, represent the most complex of the three groups. These are rarely used in acoustic calculations for both practical and physical reasons, though, in light of the above discussion regarding the importance of atmospheric attenuation, viscous dissipation and conductive heat transfer should in fact be of some significance in the computation of long-range acoustic propagation. The next class of equations, the Euler equations, do not model entropic processes, though they do have the capability for convecting entropy. This level of modeling has become the standard in many aerodynamics applications, particularly in transonic situations. The wave equation falls into the class of "potential" equations which, because they explicitly assume irrotationality, make use of the simplifying isentropic relations and, sometimes, the velocity potential.
Often, the acoustic solution can be considered as a perturbation to a more complicated aerodynamic flow problem. For this reason, it has become common practice to consider the Euler equations, linearized about their aerodynamic basic state, as the governing set for aeroacoustic propagation. It should be noted, however, that though the Euler equations admit entropy and vorticity waves in the presence of a mean flow, the acoustic solution-the pressure wave-is identical whether computed using Euler or potential methods. In considering nonlinear acoustic waves, the Euler equations will provide a more accurate solution near shocks, specifically when the shocks are strong as in the case of noise produced by high-speed helicopter rotor blades. It is these cases which are, in fact, the most interesting. Ffowcs Williams (1993) points out that in such situations, the "source flow and sound are hardly distinct, those being the noisiest and most important aeroacoustic cases." They are also the most difficult to simulate numerically, as the computation must follow the nonlinear evolution of the aerodynamic sound source along with the emitted sound, the two components being indistinguishable from each other within some region.
For illustrative purposes, the following discussion will utilize both the linear and nonlinear simple wave equations, and the classical wave equation with no mean flow, as vehicles for testing various numerical approaches. Many of the primary characteristics of the numerical schemes are present when the methods are applied to these simple equations, but it should be noted that the algorithms do not necessarily behave in the same manner when used with more exact and complicated mathematical models. Before examining the application of modern numerical algorithms to acoustical equations, the discussion will begin with a report on the classical methodology of Lighthill.
CLASSICAL COMPUTATIONAL AEROACOUSTICS-THE ACOUSTIC ANALOGY
For much of the period since Lighthill's (1952) classical paper appeared, aeroacoustical computation has focused on solution of his acoustic analogy equation or variations thereof. In brief, Lighthill devised an arrangement of the continuity and momentum equations of fluid mechanics where all terms not appearing in the linear wave operator are grouped into a double divergence of a source-like term now known as the Lighthill stress tensor. The result of the aforementioned manipulations is an equation featuring the wave operator (operating on the density perturbation) on the left-hand side and with all nonlinear effects accounted for by the Lighthill stress tensor:
where
In general, p i j contains both pressure and shear stress terms, and, in cases where viscosity can properly be neglected, the stress tensor represents the nonlinear effects caused by variations in the speed of sound from the linearized approximation and by induced velocities in the fluid.
Because of the appearance of the wave operator in Lighthill's equation, solution of it takes advantage of the properties of linear equations and, in particular, of the Green's theorems. Manipulation of equation 1 results in a "solution" of the form
In the above, the square brackets indicate evaluation of the integrand at the retarded time, τ = t − R/c 0 . Equation 2 is a fairly complicated integral equation since T i j is both explicitly and implicitly, through p and u, a function of ρ, and since the integral must be carried out over all space. However, in some cases, the effects of the stress tensor are limited to a confined region so that the extent of the integration is reduced to a reasonable size, and, outside of this region, propagation proceeds as in linear theory. In practice, the difficulty in implementing equation 2 rests in determining the extent of the region of nonzero T i j , and in accurately specifying the tensor's value within that region. Much of the computational effort in using the acoustic analogy comes about in the attempt to characterize the stress tensor, though some interesting computational considerations do arise even in cases where T i j may be almost nonexistent.
Noise Produced by Moving Surfaces
A generalization of Lighthill's theory to include aerodynamic surfaces in motion, proposed by Ffowcs Williams & Hawkings (1969) (FWH) , has provided the basis for a significant amount of analysis of the noise produced by rotating blades, including helicopter rotors, propeller blades, and fans. The FWH theory includes surface source terms in addition to the quadrupole-like source introduced by Lighthill. The surface sources are generally referred to as thickness (or monopole) sources and loading (or dipole) sources. They are also often termed linear in that no explicitly nonlinear terms appear in them and the propagation from the surfaces has no nonlinear component. It should be noted, however, that the loading sources, which consist of surface pressures, may be computed using nonlinear aerodynamic methods. The Ffowcs Williams-Hawkings solution, valid for all space outside the aerodynamic surface, is normally expressed in terms of the perturbation density, ρ, as
where the η coordinates refer to those moving with the surface. Written in this form, the surface integrations may be taken over the actual surface. Clearly, however, serious difficulties can arise when M R , the component of the surface Mach number in the direction of the observer, has a value close to 1. Alternative versions of this equation, derived by Ffowcs Williams and Hawkings and others, can be utilized for sonic and supersonic surface motions in order to avoid the noted singularity in the integrand. Schmitz and Yu (1982) showed that for low enough tip Mach number, the volume integral in equation 3 containing the Lighthill stress tensor contributes only negligibly to the acoustic signature of a hovering helicopter rotor. Thus, up to a certain speed, the blade behaves as a surface of rotating monopole and dipole sources with strengths determined by blade geometry, motion, and loading. Rotor noise prediction could be thought of as two separate processesfirst, a determination of the surface pressures and normal velocities, and second, the utilization of these values in the surface integrals of the FWH equation or another version of the acoustic analogy to calculate the acoustic pressure field.
It became clear that realistic acoustic signatures for high-speed helicopterrotor blades could not be predicted using the surface monopole and dipole model. However, Farassat (1986) suggested that in light of the very small thickness of modern propeller blades (propfans, unducted fans, etc.), they may be amenable to acoustic as well as aerodynamic analysis using linear terms only. An interesting aspect of this approach lies in the fact that such modern propellers have supersonic tip velocity. Initial attempts at predicting supersonic blade noise resulted in nonsmooth waveforms atypical of usual computed results. Amiet (1988) presented smooth waveforms for a rectangular-bladed propeller with supersonic tips and no forward speed. He correctly attributed his success to careful surface integration (i.e. many integration points per time step). In addition, Amiet showed that, though in most situations the |1 − M R | singularity in the FWH equation is integrable, in the case where M R = 1 and M = 1, a true singularity exists in the waveform. Wells (1991) and Wells and Han (1993) further investigated the noise produced by supersonic propeller blades for cases including swept and twisted blades and for forward as well as rotational motion. A variation of the Ffowcs Williams-Hawkings equation with no explicit appearance of singularity in the integrands was found to be more amenable to numerical evaluation than the oft-quoted version given by equation 3. The alternate formulation has the additional advantage that because the integral is taken over the retarded surface (the surface representing the actual location of the source at the emission time), some physical aspects of the problem are more easily considered in setting up the computational procedure.
Nonlinear Acoustic Analogy Methods
The acoustic analogy and other common integral-equation techniques treat the source integrals as separate from the acoustic field. Hence, regions for which the Lighthill stress tensor has nonnegligible value are considered to be sources (quadrupole in nature), and the surrounding acoustic region has the property that waves propagate in a linear manner. Division of the field into source and propagation regions simplifies the procedure and restricts the detailed computation to a relatively small area since a separate calculation can be used to determine the value of T i j within the limits of the source integration. In the case of noise produced by a high-speed helicopter rotor, the quadrupole sources surround the tip of the rotor blade where the velocities induced by the rotor motion are large relative to the ambient speed of sound.
Some of the first efforts to compute values for T i j in the vicinity of a rotor tip, conducted by Yu et al (1978) , consisted of defining a method for collapsing the volume integration of the stress tensor to an integration over the blade surface. The approximation (valid for observer locations in the plane of the helicopter rotor) depends on the assumption that field points above and below the rotor have, to the degree of accuracy required, the same retarded time as the corresponding point on the rotor surface. The method works sufficiently well for rotors with moderate tip Mach number. Above a certain limit (M TIP ≈ .88 for a rotor blade with NACA 0012 cross section), the vertical integration procedure does not adequately account for the nonlinear field effects, and more accurate treatment of the stress tensor is required.
Obtaining T i j for the high-speed rotor, or any other aerodynamic source for which the terms of the stress tensor are nonnegligible, generally requires a numerical computation in the region of finite T i j . It is now commonplace to generate aerodynamic solutions using a suitable CFD model, and to then use those solutions as data in the Lighthill integral. Computations within the source domain are subject, to a degree, to the same considerations as are direct aeroacoustic calculations, since they require detailed flow information away from solid boundaries. Results using the acoustic analogy procedure have shown at least qualitative success in computing jet noise (Berman et al 1993) and acoustic radiation from bounded turbulence (Sarkar & Hussaini 1993) . Both cases necessitate direct computation of turbulent flows in order to adequately characterize the acoustic source. Prediction of high-speed helicopter rotor noise appears limited by the rotor tip Mach number (Ianniello & DeBernardis 1995) , although Brentner (1996) has calculated waveforms whose negative peak pressures match the experimental values up to a rotor tip Mach number of 0.933.
Though the acoustic analogy has proven to be very powerful for acoustic prediction, many problems of interest do not seem well-suited to formulation in terms of separate source and propagation regions. Current difficulties in solving for high-speed rotor noise (in appearance a perfect candidate for the acoustic analogy method) may in fact be attributable to problems with characterization of the source region, including not only source values but also the geometry and extent of the source. The results of Ianniello and De Bernardis (1995) indicate that the quadrupole source integration should extend well beyond the rotor tip, and even into the relatively supersonic region outside the so-called "sonic cylinder" surrounding the rotor. Once the source region becomes extensive, it includes not only aerodynamic terms, but also part of the acoustic field itself. Consequently, the problem becomes one of computing acoustic propagation in addition to the near-field aerodynamics.
NUMERICAL WAVE PROPAGATION
The challenges associated with propagating waves in a computational domain may be illustrated through numerical analysis of a simple wave equation in one dimension with lower-order nonlinearities. Taking u to represent the dimensionless local fluid velocity, and considering the case of convective equilibrium in which the entropy remains constant, an acoustic wave propagating to the right (positive x-direction) may be characterized by the basic equation
In general, the dimensionless propagation speed, c(u), is given by 1+ [(γ + 1)/2] u where γ is the ratio of specific heats. However, many of the less subtle computational difficulties are best appreciated through analysis of a simplified version of this equation, where u and its derivatives are taken to be small quantities, and, therefore, the term involving the product of u and ∂u/∂ x is neglected as higher-order. In this case, of course, the equation becomes linear, and the analytic solution is known and well-understood. A naive approach to the numerical approximation of equation 4 might consist in performing a central difference in x and a one-sided difference in t, and carrying out an implicit Euler time stepping procedure. Such a scheme for c(u) = 1, results in the difference equation
Consider the problem of the harmonically oscillating, infinite wall. The surface vibrates with u(0,t) = u max cos t, where u in this case is referred to the nominal speed of sound, and is, therefore, a Mach number. Using u max = 0.1H (t), with H representing the Heaviside step function and t/ x = 1, results in the computation shown in Figure 1 . The computational domain extends to a dimensionless distance of 20π so that at the time indicated, the disturbance has not yet reached the outer boundary.
The figure illustrates some obvious errors in the calculated results. Since the small-disturbance wave propagation is modelled as linear and one-dimensional and the fluid is nonviscous, the waves should propagate, undisturbed in amplitude, velocity, or harmonic content; for all time rather than becoming damped almost instantly, as indicated by the computed waveform. As time progresses, a spurious, high-frequency reflection appears at the outflow boundary even before the travelling wave arrives. Though not readily apparent in this illustration, an additional error in many numerical solutions arises as the waves propagate downstream. Multiple-frequency waveforms become distorted, indicating a variation in the wave speed as a function of frequency. Even waves containing a single frequency will often propagate, numerically, at other than the physically correct wave velocity. In this case although the numerical method is dispersive it is nondissipative because the numerical amplification factor has modulus one. Wave attenuation occurs, however, because of the nonphysical discretization which violates the Courant Fredrichs Lewy condition that the domain of dependence of the numerical scheme lie within the physical domain of dependence of the analytic solution. Though other obstacles exist (see Tam 1992 Tam , 1995 , these three numerical anomalies: the amplitude dissipation; the reflective high-spatial-frequency parasitic wave modes; and the dispersion of the waveform, present probably the greatest barriers to numerical solution of aeroacoustic problems where solutions are required at great distances from the initial source.
Though the same numerical conditions tend to occur in calculations designed to capture the aerodynamic loading on a body, for the most part they do not cause difficulty in obtaining appropriate solutions in the purely aerodynamic case. The difference between the aerodynamic and the aeroacoustic problems lies mainly in the fact that for aeroacoustic computations, the solution is desired at some large distance from the aerodynamic source, whereas in aerodynamic problems, flow properties are required accurately only on the body itself. In fact, numerical dissipation, which rapidly contaminates calculated aeroacoustic waveforms, is considered beneficial in solutions to aerodynamic problems since it increases the stability of the solution. Dispersion is rarely noted in conventional aerodynamic computations, again since there is no requirement that the solution be accurate throughout the computational domain.
In addition to producing substantial numerical errors (and, in fact, as a partial cause of those errors), equation 5 ignores the physical concept of "forbidden signals." It is clear that the implicit spatial differencing utilizes values of u at time level n +1 which do not lie within the domain of dependence for that point. Implicit methods do not well approximate the properties of the characteristics of hyperbolic equations. For this reason, development of numerical solutions to aeroacoustic problems has largely centered on investigation of explicit schemes.
A simple explicit method using upwind differencing to maintain the correct domain of influence can be applied to the linearized equation 4:
A von Neumann analysis indicates that this method is stable for t/ x ≤ 1, and at the upper boundary of the stability limit the solution is propagated according to u n+1 j = u n j−1 , hence, exactly. Expanding the terms of equation 6 in Taylor series results in the modified equation
The artificial viscosity coefficient, 1/2 [ x − t], vanishes when the Courant number, t/ x, equals 1, confirming that the solution propagates exactly and is diffusion free. Dispersive waves can be described by equations with thirdorder spatial derivatives. Thus, equation 7 also represents a one-dimensional dispersive wave field for x = t. When the Courant number is chosen equal to 1, the dispersion coefficient, defined as the term multiplying ∂ 3 u/∂ x 3 , vanishes, again confirming that the solution propagates exactly in this case.
It would seem, then, that the simple explicit method with correct choice of Courant number meets all criteria for nondissipative, nondispersive wave propagation. This is true, however, only when solving the linearized, one-dimensional convection equation on a simple grid with uncomplicated geometry and boundary conditions. Attempts to solve the fully nonlinear equation 4 illustrate that since the stability of the scheme is reduced for nonlinear problems, the Courant number must accordingly be reduced, thus nullifying the nondissipative properties of the method. Figure 2 shows a solution to the nonlinear convection equation for u(0,t) = u max cos t where, again, u max = 0.1H (t). The solution is given at the stability limit. For the conditions stated, c(u
2 )]u and γ = 1.4, the method has a maximum Courant number of 0.91. Results are shown for two values of the time step which, along with the Courant number, determines the number of grid points per wave (ppw). A time step of 0.5 gives x ≈ .55, approximately 11.4 ppw; it is clear that the solution is much more accurate with a time step of 0.1, or about 57.2 ppw. Figure 3 compares the exact kinematic wave solution of Whitham (1974) to that computed with a time step of 0.1. Note that even in the exact solution, dissipation occurs because of the shock waves that appear. Once shocks begin to form, the amount of physical dissipation is actually reasonably wellapproximated by the artificial numerical dissipation introduced by having a non-unity Courant number. This is somewhat a matter of luck-if the solution is known beforehand, Courant number (or an introduced artificial viscosity coefficient) can be adjusted to account for real dissipative effects near shock waves. However, until shocks actually form (in the figure, about 1 1 2 wavelengths), the artificial dissipation is detrimental to the solution.
Clearly, standard differencing techniques do not perform well when applied to wave propagation problems. The methods used for illustration are elementary, but even sophisticated procedures commonly used in computational aerodynamics tend to exhibit the characteristics demonstrated by the above examples. The challenge, therefore, is to develop computational methods appropriate for solution of aeroacoustic problems that, after long times at large distances, do not degrade the physical characteristics of the propagating disturbance through dissipation or dispersion, but which do model the dissipation near shock waves and are readily amenable to the application of radiation boundary conditions.
High-Order Differencing for Computational Aeroacoustics
Consider a computational exercise in which the object is to determine the sound field of a helicopter at a distance far enough from the vehicle for the calculation to be useful in providing information for detection and identification. Ideally, the observer distance would be on the order of tens of kilometers, but assume that relevant information can be extracted for an observer located one kilometer from the helicopter. A typical blade-passage frequency for a modern helicopter is around 20 Hz, but the frequency content of a high-speed-rotor noise signature is very rich so that frequencies hundreds or even thousands of times larger can be identified. For simplicity, assume that the frequencies of interest at large distances from the rotor consist of the first 20 or so harmonics, so that the maximum frequency considered is 400 Hz. A sound wave at this frequency has a wavelength of about 0.85 m. Thus, such a wave must travel through about 1177 wavelengths in order to reach the observer 1 kilometer away. A computational scheme with characteristics similar to those of the simple explicit method outlined above would then require about 70,000 grid points in the radially outward direction to adequately capture the behavior of the desired portion of the waveform. The physical problem is three-dimensional and, though the extent of the domain in axial and azimuthal coordinates is significantly smaller, it is clear that the grid required for accurate solution of this sample problem is too large to be used on most current computational facilities.
A solution to this problem is to develop differencing methods that do not require so many points per wavelength for adequate resolution of the propagating disturbances. The basis for this approach is fairly simple-an approximation to a function that utilizes a lot of information about that function will likely be more accurate than an approximation that uses only a little information. Thus, high-order differencing methods, which use a larger number of points (a larger "stencil") to approximate a derivative, generally provide a better estimate of the derivative than the standard two-or three-point differences. Of course, a price must be paid for higher accuracy. In this case, the matrices generated for solution of the discretized equations can be considerably denser than those commonly encountered in more conventional aerodynamic computations requiring more operations per time step. Moreover, the large number of points per derivative does render the boundary conditions, both radiation and wall conditions, difficult to enforce.
A spatial derivative can be discretized in the general form given by
where M + N + 1 is the number of grid points required for a particular discretization. Expanding the right-hand side in a Taylor series and equating terms with common derivatives results in equations for the coefficients, a j . For example, letting M = N = 1 and expanding the functional terms to secondorder gives a 0 = 0 and a 1 = −a −1 = 1/2, which corresponds to the standard second-order-accurate central difference. A Fourier transform of equation 8 can be used to examine the wave-propagation characteristics of the selected difference scheme. With k as the transform variable and F(k) the Fourier transform of f (x), the procedure gives
Generally, the variable k represents the wave number of the disturbance, and it is related to the temporal frequency of a given wave. A dimensionless wave number parameter, defined as β = k x, can be related to the approximate value admitted by the difference scheme. Defining β as the discretized wave number parameter, the relationship becomes
Keeping in mind that the discretization will approximate the function as some coefficient multiplied by exp iβ , it is clear that forcing β to be real will ensure a nondissipative differencing algorithm. For this reason, central differencing schemes have become popular for wave propagation applications. Since, for a central difference,
which is real. Chen and Liu (1993) examined the dispersion characteristics of differencing methods by investigating a partially discrete system of wave equations. In one dimension, the dimensionless system is given by
where s is the "condensation" defined as the perturbation density divided by the ambient density. Using the approximation defined in equation 8, and solving via finite Fourier transform with transform variable k, gives
where q is a vector containing the Fourier amplitudes of s and u. Solving gives q = q 0 exp(λ * t), with λ * representing the eigenvalues of the A matrix. Physically, λ * = iω, where ω is the temporal frequency of the wave with wave number k.
The components of the A matrix depend on k and the grid spacing x, and they vary with differencing scheme. For the exact solution of equations 12, λ * = ±ik; as expected, the dispersion relation, ω = ±k, results, allowing for propagation of nondispersive waves in the positive and negative x directions. Using the second-order central difference relation,
which can be seen to be a dispersion relation and equivalent to equation 11 for N = 1. Clearly now, for a given grid size, x, determining the dispersion relation for a numerical scheme amounts to comparing the dimensionless wave number parameters β and β. Using the three-point central difference example, equation 11 reduces to β = sin β as expected from equation 13, so that the approximate wave number matches the exact number only for very small values of β. Using a very small x can ensure that the dispersion relation is preserved, hence the observed result that smaller grids provide superior solution accuracy. However, as the spatial frequency increases (larger k), the grid size must become even smaller to maintain the same accuracy in the dispersive properties of the numerical scheme. A typical high-order scheme uses M = N = 3 for a maximum accuracy of O( x 6 ). Figure 4 shows the approximated wave number as a function of the exact β for the sixth-order central difference. For comparison β is also illustrated for the standard second-order case. Ideally, the curve should follow the straight line, β = β; clearly the higher-order scheme maintains this relationship for a much larger range of wave numbers. Recall that the group velocity of a wave packet, dω/dk, governs the propagation of energy of the wave packet. Numerically the group velocity is approximated by dβ dβ , which gives rise to wave number-dependent group velocities. Hence different spectral components can travel at the wrong speeds and in the wrong directions. The group velocities for these two schemes, as well as for three fourth-order schemes presented later, are shown in Figure 5 .
Though the sixth-order method improves noticeably over the basic secondorder one, either procedure can produce considerable, and sometimes inconspicuous, errors. An initial wave given by u(x,0) = sin kx for 0 ≤ x ≤ π , with six grid points per wavelength so that k x ≈ 1.05, will propagate, apparently undisturbed, using either of the differencing methods. After a certain time interval, say t = 2π, it will be observed through numerical propagation using sixth-order differencing, that the wavefront has reached x ≈ 9.1 rather than 9.4 as predicted using a wave speed of 1. No other indication of error is visible, since the nondissipative nature of the central difference has maintained the initial wave shape and the monochromatic wave exhibits no distortion even when dispersion is present. More dramatically, using the second-order method will lead to a wavefront position of only x ≈ 2π after a time of 2π ; the apparent wave speed is half the exact value, though the amplitude and shape of the wave are undisturbed. Increasing the number of points per wave to 8 gives quite accurate wave speed using the sixth-order scheme; approximately 50 points per wave are necessary for good results using the second-order method.
Four points per wave are required to resolve any given frequency, but eight points per wave provide a much clearer waveform. The current goal for differencing schemes is to provide good numerical accuracy within the range of six to eight points per wavelength. The sixth-order central difference represents an adequate standard for comparison. It is relatively simple to implement (though it does have a large stencil size), and its dispersion characteristics lie on the edge of the minimum performance requirement.
To improve the performance of schemes like these, Holberg (1987) designed operators for spatial differentiations which minimize the corresponding peak relative error in group velocity for a given spatial frequency band. The phase velocity errors are generally much smaller than the group velocity errors, so minimizing the error in the group velocity (MGV) serves to control phase error. Also, to obtain the advantage of high accuracy, the schemes on which Holberg based his analysis use spatial differentiation on a staggered grid. Hence equation 8 is replaced by
for which equation 11 becomes
If L = 3 is chosen with the condition that equation 14 provides fourth-order accuracy with respect to x, one free parameter is left that can be used to minimize
for maximum K , 0 < K ≤ π. Figure 5 shows the numerical group velocity as a function of wave number obtained using the procedure suggested by Holberg with a requirement that J 1/2 < 3, yielding K = 675π/1024. Likewise, have developed optimized dispersionrelation-preserving (DRP) schemes to minimize the dispersion errors for a given stencil size. Because of their nondissipative properties, these all use central differences for which the coefficients in an expression such as equation 8 are chosen to minimize errors in the dispersion relation at reduced formal accuracy. If, again, M = N = 3, and fourth-order accuracy is imposed, one free parameter is left which can be chosen to minimize
where the integration limits are chosen to emphasize waves with frequencies which can physically be represented by a given grid size. 
with the additional restrictions that α − j = α j , a − j = −a j and a 0 = 0. Note that if α 1 = α 2 = 0, the central difference operator (nominally sixth-order accurate) is recovered. The maximum order of truncation error for equation 18 is 10, but, as with the DRP and MGV schemes, allowing reduced formal accuracy leaves free parameters which can be chosen to maximize the range of wave numbers for which the numerical scheme mimics the exact behavior. Figure 5 shows the group velocity for one of the proposed compact differencing methods for which α 2 = a 3 = 0, α 1 = 5/13, and the a 1 and a 2 coefficients are chosen to give fourth-order spatial accuracy. The differencing scheme is then, in some sense, similar to the optimized fourth-order methods in that the formal accuracy is the same and the stencil "size" is comparable. It is difficult to compare exactly since the compact method effectively has a left-hand-side stencil (size of 3, in this case) as well as a right-hand-side stencil (size equal to 5). Figure 5 shows the group velocity as a function of wave number for these fourth-order schemes as compared with the standard sixth-order method. The fourth-order optimized scheme shows somewhat better spectral accuracy than the sixth-order differencing, while Lele's (1992) and Holberg's (1987) procedures result in considerably better spectral resolution, indicated by the larger range of wave numbers accurately approximated by the numerical method at a given grid spacing. The time required for computing acoustic solutions using Lele's methods, however, seems to be substantially greater than for the DRP, MGV, or standard higher-order routines.
Time Discretization
The above discussion, in essence, refers to a partially discrete system in space while the time derivatives remain analytic. Clearly, the time discretization will introduce further numerical characteristics into the discretized differential equation. Because of the widespread use of central differencing in space, in most cases, the spatial differencing leads to dispersive but not dissipative error. Hence, the emphasis on spectral fidelity in analyzing spatial differencing schemes. However, time differencing can lead to errors of both types. Since explicit methods better approximate the physics of systems with wave propagation, predictor-corrector and multi-step or multi-stage procedures are commonly used for time differencing, though implicit schemes are not unknown. Note that in addition to its poor dispersion characteristics, the simple one-sided time difference is unstable for use with the wave equation.
As a simple example, consider a leapfrog method applied to the linear wave equation, given by equation 12, where spatial differencing is accomplished using a second-order central difference. The time-differencing scheme can be analyzed in a manner similar to that illustrated above for the spatial method, but it is more interesting at this point to examine the characteristics of the complete difference equation. Analysis indicates neutral stability, and thus no dissipation, for all |λ| ≤ 1, where λ is now taken to represent the Courant number, t/ x. The relation
represents the dispersion characteristics illustrated in Figure 6 for different values of λ. In general, numerical dispersion relations such as that given by equation 19 are multiple-valued and periodic; Trefethen (1982) indicates that it is sufficient to consider only the fundamental domain for which −π ≤ ω t, k x ≤ π. Note that the figure shows only the first quadrant-the behavior is symmetric about both horizontal and vertical axes. Figure 7 seems to indicate that with the choice of λ = 1, the method provides nondissipative, nondispersive solutions for any frequency and wave number. This is true for simple situations. However, the maximum Courant number must be chosen with regard to the largest t value and the smallest x value in the computational domain. Thus, the properties of the numerical solution can change from one region to another in the computational space when grid size or time step varies. In light of this, Figure 6 shows that the leapfrog/second-order central difference combination does not provide spectral robustness. Reducing the Courant number to 0.9 not only decreases the effective wave speed, but also leaves a large band of frequencies for which no wave number exists. Within the approximate range 1.12 ≤ ω t ≤ 2.01 waves cannot propagate and they behave instead as decaying pulses. Clearly, as shown in the figure, the method behaves even worse for λ = 0.6.
In Figure 7 , a pulse produced by a moving boundary at x = 0, with velocity given by u = u 0 sin ωt for 0 ≤ ωt ≤ 2π , is shown after a dimensionless time of 48.3. The leapfrog/second-order central differencing method was used to propagate the wave. In Figure 7 (a), λ = 1 for all time and the dimensionless frequency, ω t, is chosen to be 0.7 which gives just enough points per wave for reasonable resolution. As expected, there is no dissipation and the wave has traveled at a wave speed of 1. In Figure 8 (b), the grid is coarsened at x ≈ 31 to a grid size of about 1.11 times the initial one. The Courant number is therefore decreased to 0.9 at that location. Though not readily apparent, close examination of the figure shows that the initial wave has indeed slowed to a velocity of about 0.94. The apparent "noise" in the signal is actually caused by the existence of multiple solutions to the dispersion relation. parasitic waves, which are excited at numerical interfaces such as changes in grid size, outflow boundaries, or shocks, to be propagated by the numerical scheme. For ω t values near 0.7, the procedure admits wave numbers of approximately ±0.77 and ±2.48. The positive, high-wave-number signal (k x = +2.48) has negative group velocity, as indicated by the slope of the frequency-wave number curve at that point. The corresponding negative parasite (k x = −2.48) travels with the original pulse. Once the initial wave reaches the grid interface, the signal becomes contaminated not only by the dispersion associated with the reduction in Courant number, but also from the induced, high-wave-number parasites, which ravel in both directions. Figure 8 shows a similar case but with initial grid size of 0.1. The wave is much less distorted, but parasites are still observed, both near the origin and at the wave front.
As might be expected, the properties of the numerical procedure can be improved by using one of the higher-order operators described above, instead of the second-order central difference in space . A fourth-order central difference would give, for example, what Trefethen terms a fourth-order leapfrog method. The sixth-order central difference produces an even more accurate leapfrog procedure. It should be noted, however, that the stability of the scheme is reduced for higher-order differences. For example, the leapfrog/sixth-order central difference combination is neutrally stable for λ ≈ 0.63. It is nevertheless preferable to a lower-order, higher Courant number method. Figure 9 shows the dispersion relations for the sixth-order leapfrog at λ = 0.6, along with the second-order leapfrog for two values of λ. Note that the high-wave-number parasites generated by the higher-order scheme can actually propagate with speed greater than the physical wave speed in both the positive and negative directions.
Many alternatives exist for time discretization of wave-like equations. While Davis (1991) proposes an implicit simultaneous time-space discretization, explicit time-marching procedures are usually preferred. Zingg (1996) reports that though the unified approach seems promising, the high-order methods which combine separately optimized spatial and temporal differencing currently provide superior performance for long-range wave propagation. propose multi-step dispersion-relation-preserving schemes, using Adams-Bashforth type time stepping, similar to those outlined for spatial differencing. Thomas and Roe (1993) utilize an upwind leapfrog method which improves upon the standard leapfrog for λ < 1. The latter two approaches, however, are multi-step in time and admit parasitic solutions. On the other hand, multi-stage single step schemes are parasite free, and therefore present interesting possibilities. High-order Runge-Kutta multi-stage approximations have been used with success (Lele 1992 , Zing 1995 ; Yu et al (1995) examined various combinations of Runge-Kutta time-marching schemes and compact spatial differencing. As a rule, the higher-order varieties of both time and space discretizations provided the best overall performance from the point of view of dispersion and dissipation characteristics, although the authors recommend using a fourth-order rather than a sixth-order compact spatial operator since the lower-accuracy method provided nearly equivalent results at lower computational cost. This conclusion is confirmed by Zingg et al (1996) , although it was also noted that for long-time integration over several hundred wavelengths, high-order in time and space is preferred. Zingg et al (1996) have presented a multi-stage method which reduces the often prohibitive storage requirements usually necessary for marching procedures utilizing multiple time levels. Hu et al (1994) also present low-storage, low dissipation-dispersion RK schemes of order two with four, five, and six stages. These methods are shown to preserve the frequencies of the spatial schemes, and hence can be considered to be dispersion-relation preserving.
Practical implementations of these schemes present many difficulties. For example, the appropriate treatment of the boundary terms for multi-stage RK schemes is not clear; even for linear, variable coefficient equations, the interior discretization accuracy is subject to degradation. Moreover, the construction of high-order numerical boundary conditions that maintain the overall stability in time is nontrivial. Hence long-time simulations are not necessarily adequately accounted for by the design of optimized spatial or temporal discretizations. Haras and Ta'asan (1995) suggest an alternative strategy based on the Large Discretization Step (LDS) approximation. In the sense that LDS is implemented via identification of two grids-a coarse grid on which all wavelengths of the physical problem can be well-resolved, and a finer computational grid determined to ensure a desired accuracy at the final time-it is related to a standard multi-grid method. However, in usual multi-grid methods, the time step is restricted by that suitable for the fine grid. LDS employs the time step indicated by the coarse grid to integrate on the coarse grid. Moreover, the fine grid solution is obtained on the coarse grid by solving an augmented system of equations initialized using the fine grid. However, reinitialization of the fine grid solution is required because the correction terms become less accurate over time. Hence the fine grid has to be periodically revisited, so that the cost of LDS is indeed greater than that of the coarse grid solution alone. Haras and Ta'asan (1995) demonstrate, however, that good efficiency relative to a fine grid solution can be obtained. The LDS methods are therefore highly promising for aeroacoustical simulations.
Boundary Conditions
To complete the problem definition, the system of partial differential equations must be supplied with appropriate boundary conditions. One might suppose that the simplest situation, where equation 4 is taken with c = c(u) (a constant) and a left-hand boundary condition
would not pose any problems in implementation. In the previous sections it has been demonstrated that high spectral accuracy is required for long time simulations. Gustafsson (1975) , however, has shown that in order to preserve spatial accuracy of an N th-order scheme solving a hyperbolic system of equations, the numerical boundary scheme must be at least of (N − 1)st-order. This presents a problem for the solution of equation 4 by any of the high-order spatial schemes which necessarily use a stencil of width greater than 1, i.e. in equation 8, M,N ≥ 1. Specifically the inner scheme for the solution of equation 4 cannot be applied in the vicinity of the inflow or the outflow boundaries. Nonphysical numerical boundary schemes (NBS) to update solution values near the boundary are also required to be of high-order. Moreover, the NBS must be chosen so that stability of the overall algorithm is assured. Therefore, even equation 4, with the simple inflow condition given by equation 20, requires that appropriate NBS be designed for both inflow and outflow boundaries. Carpenter et al (1993) investigated NBS to be employed in conjunction with compact fourth-and sixth-order spatial operators. The NBS are obtained using one-sided approximations for derivatives near the boundaries, giving asymmetrical NBS for which the stencils at the inflow and outflow boundaries are reflected with respect to each other. Their results demonstrate not only the degradation in overall accuracy that is obtained when a boundary condition of insufficient accuracy is utilized, but also that stability is difficult to assess. Even schemes which are Lax-stable (they yield convergence of the numerical solution with respect to decreasing grid size, x → 0) and in conjunction with NBS are G-K-S (Gustafsson, Kreiss, Sundström) stable (Gustafsson et al 1972) , are not necessarily asymptotically stable. They may exhibit a nonphysical growth in time. Therefore, in practical calculations only those schemes which are both asymptotically and G-K-S stable are useful. Carpenter (1993) shows that a sixth-order scheme with fifth-order boundary condition is suitable for the scalar equation 4. However, results in the scalar case do not necessarily carry over for systems of equations; specifically, Carpenter et al (1994) show that the proposed sixth-order/fifth-order combination is not time-stable for 2 × 2 systems. They propose an alternative approach based on the simultaneous approximation term (SAT) method, which constructs schemes that are guaranteed to be time-stable for any hyperbolic system with bounded energy. Rather than utilizing different numerical schemes for inner, inflow, and outflow portions of the domain, the SAT method solves a linear combination of the boundary conditions and the defining hyperbolic equations everywhere. Numerical results are presented which show that the theoretical predictions for the time-stability of the SAT method are realized for 2 × 2 systems.
The earlier discussion regarding the design of optimal dispersion/dissipationfree procedures noted that better performance may be expected if both spatial and temporal schemes are optimized individually. In particular, multi-stage Runge-Kutta methods appear to offer significant flexibility for the numerical integration in time. On the other hand, the implementation of the boundary condition, Equation 20, is not predetermined because there is no certainty of what is happening at the intermediate stages of the RK method. Suppose that the coefficient of the RK algorithm at stage K is given by δ K . Then one choice is to impose the boundary condition for the K th stage at time t +δ K t. Carpenter et al (1995) show that regardless of the order of the RK scheme, this approach leads to global accuracy of order two. For the linear, constant-coefficient, hyperbolic case, the accuracy can be restored by formulating a set of ordinary differential equations obtained from differentiation of the boundary condition, u(0,t) = g(t). This system can then be solved using the RK scheme, and it generates the values needed for the accurate implementation of the RK scheme at the boundary. Again, the method is not successful for all cases; in particular it fails for nonlinear systems. On the other hand, Abarbanel et al (1994) demonstrate that if the boundary system of ordinary differential equations (ode) is incorporated in the inner scheme by the use of SATs for each ode, then the full-order of accuracy is again recovered.
The treatments of the inflow and outflow boundary conditions described in the preceding paragraphs are purely numerical, without any physical motivation. A more physical representation, in particular of the far-field boundary condition, is likely to provide a more effective implementation. At the far-field boundary, the condition imposed is completely artificial; a limit on the size of the numerical domain is required. A popular strategy is to place nonreflecting conditions at the outflow boundary. Danowitz et al (1995) adopt a long-wave asymptotic expansion procedure from which a nonreflecting boundary condition is derived for the steady-state solution of the Euler equations. This method is sufficiently general that it might be successfully extended for evolution problems. Moreover, it could be formulated to absorb any appropriate group of waves, so that the described acoustic waves are dominant.
Nonlinear Acoustics and Shocks
As with most numerical procedures, algorithms for computational aeroacoustics are generally developed and tested on simplified, linear versions of the exact set of governing equations. Keeping in mind that numerous acoustic problems can be considered linear, this approach seems to accommodate a large number of potential applications. However, many situations of current interest in aeroacoustics, including the calculation of high-speed helicopter rotor noise and the production of sound by "extreme-speed" jets (Lighthill 1993a) , produce sound fields which incorporate nonlinear steepening of the propagating wave, and may include shocks or sonic booms. In such cases, the differencing schemes developed for linear propagation may be employed for solution to the nonlinear equations with the caution that the stability of the schemes may be severely reduced and the dispersion relations will be distorted from those expected from linear theory. Trefethen (1982) indicates that parasites are excited near interfaces, including shocks. In linear situations with discontinuous boundary or initial conditions, or for nonlinear wave propagation where any waveform may steepen into a discontinuity, the appearance of parasites can contaminate the solution to such an extent that results become useless. The "parasites" generated in shocked flows include truly spurious waves but also contain actual components of the waveform which behave in a way similar to the parasitic ones. Tam & Shen (1993) point out that nonlinear steepening causes wave energy to transfer to higher and higher wave numbers as the solution progresses. As illustrated above in Figure 6 , waves with high wave number tend to be dispersive and can propagate with high group speed in the positive and negative directions. Of course, the previous analysis is not strictly correct for nonlinear equations, but it does illustrate the effect of considering high-wave number components in the solution. Because of the nondissipative nature of the popular central difference approximations, these nonphysical high-wave-number components are not damped as they might be using more conventional CFD techniques.
It is quite possible to add artificial damping to the numerical scheme in such a way as to affect only the components in the wave-number range of the spurious waves. To accomplish this, have developed a method of artificial selective damping. Using the simple wave equation (equation 4) as an example, terms effectively proportional to the second derivative of u at the mesh points within the stencil are added to the discretized equation. In partially discrete form, the resulting difference equation is written as
Note that the x 2 in the denominator of the right-hand side makes the term behave like a second-derivative term, and ν a is an artificial viscosity coefficient. The coefficients, b j , can then be chosen so that only negligible damping occurs for long waves (small wave number) but that, for the high wave numbers, significant damping is present. Lockard et al (1995) approach the problem of computing nonlinear steepening in a different manner. It is most common to use central differences in acoustic computation because of their superior nondissipation properties. Lack of damping, however, is beneficial only up to a point, as suggested in the discussion of parasites and short-wave behavior. In fact, if dissipation can be relegated to the range of wave numbers for which dispersion is significant, it can provide a means for removing parts of the solution with nonphysical characteristics. Choosing M and N in equation 8 to have values different from each other causes the approximated wave number, previously designated as β , to have both real and imaginary parts. The imaginary component introduces numerical damping, an attribute commonly exploited in CFD, but usually avoided in acoustic computations. As with the DRP methods, a reduction in the maximum formal order of accuracy leaves free coefficients in the difference approximation which can be chosen to minimize an error function. The real and imaginary parts of the error are weighted so as to emphasize one or the other of the components, and the function is biased to control the stability and high-frequency damping. The optimization procedure, then, is designed to provide damping for higher wave numbers which are dispersive and disruptive to the overall solution.
In addition to optimizing the spatial coefficients, Lockard et al (1995) make use of an "essentially nonoscillatory" (ENO) algorithm which has the property that it shifts the differencing stencil, depending on the local conditions of the solution. In regions near shocks, stencils ranging from fully upwind to fully downwind are available to represent the derivatives. The ENO algorithm used by Lockard, developed by Atkins (1991) , chooses a one-half-cell upwind-biased stencil in smooth regions. The method, thus, takes advantage of schemes which exhibit inherent numerical damping of high wave numbers and which can minimize differencing across shocks when they are needed, but can revert to more standard methods when dissipation is not required. Note that the finite-volume implementation of the ENO method is less sensitive to derivative discontinuities in flows with shocks (Caspar et al 1992) . Using this technique, the average values of the flow properties are computed for a given cell rather than calculating the actual values at the grid nodes as in a finite-difference scheme. Caspar and Meadows (1994) propose an alternative ENO method for aeroacoustic applications in which the shifting algorithm itself changes depending on local conditions. Termed "nonlinear-biased" stenciling, this approach appears to provide more freedom for choice of differencing scheme near discontinuities.
ALTERNATIVE COMPUTATIONAL PROCEDURES
Though procedures based on the acoustic analogy have undergone extensive development and testing, solutions using them have proven difficult for some applications in aeroacoustics. On the other hand, the newer, direct computational approach using high-order finite differences introduces numerical errors into solutions for waveforms with high bandwidth. Error-free computation of acoustic waves would seem possible only in the limit of infinite-order differencing in both space and time, especially for the case of nonlinear steepening and shock formation. Because of highlighted difficulties in more standard procedures, alternative approaches for computing acoustic wave propagation are under investigation.
One of the more unusual of these, proposed by Sudo and Sparrow (1995) , makes use of the "lattice-gas" method. As opposed to the finite difference, finite volume, or finite element approaches, which begin with a continuum modeled by a set of partial differential equations and then proceed to discretize them, the lattice-gas model describes the fluid as a grid of discrete sites in space and time (Numrich et al 1993) . Particles can move along the grid from one site to another according to specific local rules governing direction of motion and conservation of pertinent quantities (usually momentum and energy). The particles are interpreted as information carriers; they carry amounts of physical properties (such as pressure or velocity) with them as they traverse the lattice. In the continuum limit, the model must behave as do the governing differential equations, although the basis for the method is truly based on the behavior of individual particles. The model is extremely well-suited for implementation on massively parallel computing systems where each processor can act as a node on the spatial lattice. For example, Numrich et al (1993) solved a series of two-dimensional scattering problems on a 512 × 512 grid, using 2 18 processors. Sudo and Sparrow report excellent results for their one-dimensional lattice-gas model. The two-dimensional version has proven to be consistent and stable, although in its early stages of development it does exhibit dispersive and anisotropic characteristics.
Though it may turn out that such excursions from the traditional view of fluidflow computation will be necessary in order to overcome seemingly inherent numerical difficulties, a few somewhat more traditional approaches are worth mentioning.
Boundary-Element Methods
Though well-developed for stationary potential problems and for applications in solid mechanics, the boundary-element method (BEM) is less commonly used for computing wave-propagation phenomena. The method does, however, have several advantages over domain-type procedures for solution of many aeroacoustic problems in that it correctly accounts for the radiation condition at infinity and the grid-generation effort is considerably less, particularly for cases with complicated boundary geometry (Antes & von Estorff 1987) . The linear boundary-element method begins with a Kirchhoff boundary-integral formulation of the wave equation. For situations with single-frequency excitation or some small number of harmonics, the Helmholtz equation provides an appropriate, and usually simpler, starting point. However, the exterior boundary-element solution to the Helmholtz equation is non-existent or non-unique at frequencies corresponding to the resonance of the region interior to the boundaries. Amini and Wilton (1986) outline procedures for forcing a unique solution at all wave numbers. Nevertheless, many aeroacoustic waveforms contain a large number of harmonics, making the frequency-domain approach somewhat unwieldy, and, for cases with moving aerodynamic sources at Mach numbers above approximately 0.5, the frequency-domain solution method becomes practically infeasible (Wells 1993) .
Normally derived in terms of a velocity potential, ϕ, the time-domain version of the boundary integral, is given as
with R representing the distance from a source point to the observation point x, and n the direction normal to a boundary surface. Note that the first two integrals are taken over the boundary, which for aeroacoustics problems could include duct surfaces, rotor-blade surfaces, airframe surfaces, etc. In many cases, the normal velocity, ∂ϕ/∂n, will be zero. By eliminating the first surface integration, the normal-flow boundary condition is implicitly satisfied. The square brackets indicate evaluation at the retarded time, obtained by solving t − τ * − R(τ * )/c = 0 for τ * . The third integral, taken over the acoustic field, can account for additional noise sources. Note that q could also represent other, perhaps nonlinear, terms in the governing equation, making it possible to adapt the method for nonlinear acoustic propagation.
The numerical implementation of equation 22 consists of discretizing the boundaries into panels and assuming some distribution of ϕ over each panel. Most commonly, ϕ is considered to be constant on a panel (though not constant in time), so that the terms involving the unknown quantities can be removed from the integrals. The computation proceeds in a time stepping manner since the solution at a given time depends only on the values of ϕ and ∂ϕ/∂t at previous times on the surface. Neglecting the source integral, the discretized boundary integral equation appears as
where N is the total number of panels on the boundary and i refers to the observer point which may be on the surface or in the acoustic field. H i j and K i j are the integrals over the jth panel for an observer at the ith observer location.
Note that H i j integrates to 2π plus the Cauchy principle value when i = j. If the surface is approximated by flat panels, H i j = 2π exactly. The method appears quite straightforward, but as with any approximation, some difficulties arise in the implementation. Depending on the surface geometry, the singular integral H ii can be troublesome to evaluate numerically, though there are some available integration procedures which seem to be quite robust (1994) . Since time is also represented in a discretized fashion, there is no guarantee (in fact, it is highly unlikely) that the values of ϕ will have been previously computed at the appropriate retarded time. Therefore, not only will the storage requirements be very large for retaining the time history of the potential, but interpolations for both ϕ and its time derivative must be included for determining values at the correct retarded time.
There has been some discussion regarding issues of causality and shadow zones-it has been suggested that special consideration be taken in computing the effects of surface panels on locations not in their direct line of sight (Antes & von Estorff 1987 , Groenenboom 1983 . Antes and Meise (1990) have shown, however, that the boundary element method does give correct results, as deduced from consideration of the governing integral equation, if the discretization of the boundary surfaces is sufficiently refined to prevent "leakage." Of greater concern is the numerical performance of the method for high-frequency or noncompact noise sources. Following the analysis of Groenenboom et al (1984) , it can be shown that the value of the potential at observer point i at time step n can be approximated as
The coefficients, a i j , b i j , and c i j arise from the interpolation (Groenenboom uses a three-point version) required for determining values of the potential and its time derivative at the retarded time, which falls between time steps m and m − 1. The values of the coefficients depend on the combination R i j /c t, which can become very large for expansive boundaries and small time step.
Though the magnitude of the term in brackets may be of reasonable size, the various components may be quite large. Such situations are prone to numerical round-off error leading to instabilities in the solution as time progresses. Additionally, a large value of N , which will be required in many cases in order to provide accurate representation of a complicated boundary surface, will compound the errors because of the large number of terms in the summation. Such considerations would presumably lead to a choice of maximum R i j /c t less than one. On the other hand, for good resolution of the boundary values, it is recommended that c t ≤ R m where R m is the minimum "interactive distance," essentially the minimum distance between nodes (Groenenboom 1983 ). This stipulation is particularly important for situations in which the source is noncompact, that is, its extent is several times the wavelength of its signal. Clearly, the time step size cannot satisfy both criteria, and it seems that further research is necessary to develop stable and accurate time-domain boundary-element solution methods.
Pseudospectral Methods
In the quest for increased spectral accuracy, one might suppose that the finite difference approach could be extended to allow the use of wider and wider stencils. Apart from the obvious problem of implementation of such stencils near boundaries, this approach offers no hope in practice because of the well-known "Runge phenomenon", which states that polynomial interpolation of higher and higher degree through equally spaced grid points is subject to wild oscillations near the ends of the interval of interpolation. On the other hand, trigonometric interpolation on a uniform grid for a periodic function, equivalently the Fourier method, is spectrally accurate (Fornberg 1987 , Canuto et al 1988 . Moreover, Fornberg (1987) demonstrated that the trigonometric interpolant can be viewed as a limit of finite difference stencils of increasing order, and that with a grid a few times coarser than for a fourth-order stencil, better or comparable accuracy can be achieved. But the approach is again limited to problems that are naturally periodic or can be reformulated to a periodic setting. Also, trigonometric interpolation while maintaining sharpness of slopes over long time intervals, is subject to the Gibbs' phenomenon (an overshoot of about 9% at each side of a jump in the function). Therefore, trigonometric interpolation will not provide a viable approach in aeroacoustic simulations. However, the idea of using a global interpolant to evaluate a function and its derivatives is valuable. Although such methods can be formulated as Galerkin (or Galerkin tau) methods, the most flexible approach uses collocation. Suppose that an arbitrary grid is defined by a set of points 1 = x 0 ,x 1 , . . . , x N = −1, −1 < x j < 1, j = 0, N ; and the function f (x) is defined on [−1, 1] . Then the polynomial f N (x) that collocates f (x) at the grid values is given by
where L j (x), j = 0, . . . , N, are the usual Lagrange polynomials, defined by
and higher-order derivative values can be obtained similarly as linear combinations of the underlying function values. The pseudospectral collocation method for the solution of a partial differential equation thus proceeds by supposing expansions of form (25) to the unknown solution functions, and approximating the derivatives using (26) or its generalization. Imposition of the underlying partial differential equation at the grid points then forces the first N + 1 terms of the residual, expanded with respect to the same basis, to zero. Clearly, the method will fail for uniform grids. Although the approach is general, the usual choice is to force collocation at the Chebyshev Gauss-Lobatto points,
, giving the pseudospectral Chebyshev method. Then the grid is clustered near the ends of the interval and the Runge phenomenon is avoided. Moreover, derivative and function evaluations can be implemented via Fast Fourier Transforms.
The spectral accuracy of the pseudospectral Chebyshev method is not immediately discernable from its definition, as is the case for the Fourier method. In the latter case, spectral accuracy is easy to determine because plane waves of given frequency represent eigenfunctions of the Fourier operator, and therefore the phase speed of a given mode depends solely on resolution. For the former case, plane waves are not eigenfunctions of the Chebyshev operator and phase speed is position dependent. Kopriva (1990) demonstrated computationally, however, that although there are both phase and amplitude errors associated with the propagation of single plane waves, the errors decay exponentially fast. Hence, the method is spectrally accurate. Furthermore, the rate of decay in the error increases with N . Also a resolution of roughly π modes per wavelength ensures amplitude errors decay asymptotically, exponentially fast.
In an ideal situation, therefore, a resolution of 3 to 4 points per wavelength for N as large as possible would be desirable to accurately propagate acoustic waves. Obviously, however, there are limitations of the method, not the least of which is the very small time step that is needed for stable solutions. As compared with finite difference methods or even the Fourier method, the time step decreases like O( 1 N 2 ) as compared to O( 1 N ) (Amini & Wilton 1986). To compute solutions over several thousand wavelengths is therefore prohibitively expensive unless some modifications are allowed. Also, solutions are most likely required for complex geometries, for which the only feasible approach is to use a domain decomposition to model all features of the domain. Then the improved accuracy for increased N is compromised by a need to solve on several domains with much coarser discretizations.
The severe restriction on time step can be alleviated by adopting a transformation of the grid which can more evenly distribute the grid points on an interval. Kosloff and Tal-Ezer (1993) presented a transformation for which the time step is restricted only to O( 1 N ). Moreover, for resolution, only 2 points per wavelength are required. But accuracy and resolution compete, and thus in practice it is more likely that 3 or 4 points per wavelength would still be used. A precise study of the spectral accuracy remains to be carried out.
Multidomain methods alone present several interesting difficulties. Because of the use of grids coarser than those used on a single domain, the time step is not as restricted. However, accurate propagation of waves across interfaces between domains is a concern. Also, with the conventional method, values at corners of domains are note defined uniquely. Kopriva (1991) prescribes interface conditions using both the Riemann invariants, determined by the flow properties, and a correction procedure to define the interface values uniquely. The approach is limited by the geometric complexity and the temporal accuracy of the correction method. Adopting a staggered grid, as is commonly the case for finite difference methods, offers greater flexibility not only by omitting the need to prescribe values at the interfaces (and hence not imposing limited temporal accuracy), but also by using the conservation form of the underlying hyperbolic equations (Kopriva & Kolias 1996) .
Just as interface conditions for multidomain methods and physical interface conditions impose challenges practically, the correct implementation of boundary conditions is nontrivial. Because of the global form of the spectral method, the overall performance of a scheme near boundaries is dependent on the accuracy of the boundary condition itself. As for finite difference methods, absorbing boundary conditions are needed. A method of Bayliss and Turkel (1982) was shown by Kopriva (1992) to be accurate provided the center of the radiation source is determinant. Renaut and Fröhlich (1996) demonstrated that absorbing boundary conditions (ABCs) can successfully propagate acoustic waves out of a numerical domain, but they did not evaluate the spectral accuracy .
The preceding discussion is further complicated when the prediction and analysis of helicopter rotor noise are considered. The physical nature of the problem suggests that a cylindrical or even spherical geometry should be imposed. However, in either case a coordinate singularity arises at r = 0. Priymak (1995) reviews approaches for a Navier-Stokes solver in cylindrical geometries.
The coordinate singularity at r = 0 can be avoided by using an open grid and a Galerkin-type method. Matsushima and Marcus (1995) use a new set of polynomial basis functions defined by a singular Sturm-Liouville equation. Their approach is successful for Helmholtz operators, but immediate generalization for Euler or Navier-Stokes problems is not obvious. Hence, the development of effective pseudospectral algorithms for complex, curved geometries is an area of active research, even for steady-state solutions of the Euler equations. Moreover, accurate resolution of wave propagation provides yet more challenges.
DIRECTIONS IN COMPUTATIONAL AEROACOUSTICS
Ffowcs Williams (1993) points out that the nature of aeroacoustic fields "permits many different but equally exact computational procedures for evaluating both the sound and its source field." It is unlikely that any one approach to computing aeroacoustic fields will emerge as the sole and preeminent standard. Suitability of any given method will depend on complexity of the boundaries, magnitude of the disturbance, extent of the source flow, available computational resources, and, indeed, experience and skill of the programmer. Modern computers have made possible acoustic analysis and prediction not even conceivable during the first aeroacoustic "Golden Age," and the rapidity with which electronics have advanced points toward more remarkable prediction capabilities in the near future. As outlined in the above discussion, many hurdles await those involved in predicting aerodynamic noise fields, some of which can probably not be surmounted using present-day computational technology. Nonetheless, the current aeroacoustic golden age promises not only greater prediction capability, but better understanding of the inherent numerical difficulties in attempting that prediction, as well as improved methodology for reducing the noise produced by aerodynamic sources. 
