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T
he Equal Credit Opportunity Act (ECOA) 
prohibits lenders in the United States from
discriminating against potential borrowers
on the basis of certain demographic characteristics,
including gender, marital status, color, race, national
origin, and age (assuming the applicant has reached
his or her majority).1 The ECOA also prohibits dis-
crimination against applicants who receive public
assistance income and against those who have
exercised rights granted under the Consumer Credit
Protection Act or comparable state laws. The ECOA
is implemented through Regulation B (Reg B), which
originally prohibited the collection of these demo-
graphic data in the loan application process to
prevent the information from being used to discrim-
inate against underserved groups. Subsequently,
mortgage loans were excluded from this prohibi-
tion to conform to the requirements of the Home
Mortgage Disclosure Act (HMDA). Recently, Reg B
has been modified and now allows lenders to collect
certain demographic data—namely, race, color,
religion, national origin, and gender—if done for
the purpose of conducting the kinds of self-tests
described in the revised regulation, including self-
monitoring of the commercial lending process for
compliance with the ECOA.
Self-monitoring of the lending process for equal
credit access will be a new endeavor for most lenders.
This paper describes one way for a lender to imple-
ment self-monitoring of its lending process, including
data collection, data analysis, and interpretation of
the results. In addition, we discuss some of the prob-
lems inherent in self-monitoring and why there is
a constructive role in this process for regulatory
oversight.
We focus on the primary question that bank
examiners and regulators ask to determine whether
a lender is in compliance with the ECOA: Are tradi-
tionally underserved groups given the same access
to credit by this lender as traditionally well-served
(majority) groups? The objective of this paper is to
show lenders how to examine their loan process
and its outcomes to determine whether they are
providing equal access.
During our discussion, we will introduce empiri-
cal (statistically based) tests that lenders can use to
self-monitor their loan process. We will provide
examples of these tests using data from the 1993
Survey of Small Business Finances. With over 2,000
usable survey responses for this analysis, the amount
of data from the survey is roughly equivalent to the
pool of business loan applicants at a single, large
urban bank. Although the process we describe can
be used by all lenders, we will also highlight prob-
lems that small lenders in particular might have
with self-monitoring.
Before going further, one point must be empha-
sized: This article will not transform the reader into
an expert. We will provide a basic outline of the
steps that a self-monitoring process should follow
and provide a particular empirical example. Each
lender will face its own issues with model develop-
ment, data collection, statistical estimation, and
interpretation of results. Appropriate expertise is
required during each of these steps.
We also provide some background on lending
discrimination. We then step through the process of
self-monitoring a lender’s loan practices, providing
examples from the survey data along the way. We
conclude by discussing some problems of self-
monitoring and indicating why we believe that there
remains a constructive role for bank examiners
and regulators that complements a lender’s self-
monitoring efforts.
BACKGROUND AND MOTIVATION
In August 1998, the Federal Reserve Board pro-
posed changes to Reg B that would allow lenders to
collect previously prohibited demographic data on
1 Some demographic data can be collected and used during the loan
application process (e.g., geographic data such as street address or
census tract).
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 all loan applicants. Following the proposal, the
Board of Governors of the Federal Reserve System
received a joint agency memo that supports the
proposed changes.2 The memo makes several key
points, two of which relate to self-monitoring of
the loan process: first, that previous demographic
data collected from mortgage lending (as required
by the HMDA) have not been used for discriminatory
purposes; second, that the lifting of this prohibition
on collecting demographic data on loan applications
will facilitate both private sector and government
detection and prevention of lending discrimination.
The concurring agencies believe these points are
important because “evidence indicates that discrim-
ination in business and consumer lending remains
a serious problem.”
Because the change will allow lenders to self-
monitor for compliance with ECOA, it is important
for them to understand existing evidence of discrim-
ination. This section discusses the literature on
lending discrimination.
To date, the majority of empirical studies on
lending discrimination have focused on the residen-
tial mortgage market where, as Nesiba (1996) notes,
“Empirical researchers see evidence of racial dis-
crimination in virtually every study [of residential
mortgage markets] they conduct.” Among these
studies is the frequently cited Munnell et al. (1996),
commonly known as the Boston Fed study. These
authors examine loan approval and rejection data
for the Boston metropolitan statistical area that were
collected as a result of the HMDA, as well as supple-
mental information regarding applicants’ finances
and employment and the property they wished to
purchase. Despite substantial credit quality controls
in the study, Munnell et al. (1996) find that black
and Hispanic applicants were significantly more
likely than others to have their mortgage applica-
tions rejected.
A reexamination of the Boston Fed data by
Hunter and Walker (1996) finds that discrimination
occurred only among applicants of marginal credit
worthiness. That is, when the rational or profit-
maximizing lending decision could have gone either
way, black and Hispanic applicants were more likely
to be rejected than white applicants. Hunter and
Walker (1996) interpret their findings as being con-
sistent with the cultural-affinity hypothesis, arguing
that, at the margin, lender decisions will favor those
borrowers with whom the lenders perceive a shared
background and culture.
The recent large-scale mortgage lending studies
do not report evidence of gender-based discrimina-
tion. However, researchers find evidence of gender-
related discrimination in other types of lending. In
a study of consumer lending by Texas finance com-
panies, Elliehausen and Lawrence (1990) find evi-
dence of discrimination against a subset of female
applicants. Specifically, they identify an interaction
of gender and marital status on lending decisions
that is suggestive of discrimination against divorced
women and widows, but not against divorced men
or widowers.3
Empirical research on business-lending discrimi-
nation has been lacking because of the paucity of
data, and we are aware of only two studies on this
subject. In 1987, the Federal Reserve began a survey
of small business finances, which included survey
questions about small business banking activities
such as loan requests and denials. The Federal
Reserve has continued to monitor small business
finances, with additional surveys in 1993 and 1998.
One of the studies in question—Cavalluzzo and
Cavalluzzo (1998)—uses the 1987 survey; the other—
Cavalluzzo, Cavalluzzo, and Wolken (2002)—uses
the 1993 survey. Both studies can be described as
identifying lending discrimination against minority-
owned small businesses, but only at the margin.
Cavalluzzo and Cavalluzzo (1998) find that minority-
owned small businesses are more likely to be denied
the full amount of their credit request than white-
male-owned small businesses. Cavalluzzo, Cavalluzzo,
and Wolken (2002) show that in competitive bank-
ing markets minority-owned small businesses are
denied loans at a rate of 39 percent, whereas white-
male-owned businesses of similar credit quality are
denied loans at a rate of 32 percent. 
As seen above, recent evidence indicates lend-
ing discrimination at the margin. In other words,
after careful credit analysis and when the lending
decision can go either way (i.e., when it is at the
margin), members of underserved groups are denied
credit more frequently than members of the major-
ity. For compliance with the ECOA, lenders need to
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 show that their lending decisions are based solely
on credit quality and are not influenced by group
membership. Loan applications tend to divide easily
into one of three decision categories: clearly accept,
clearly reject, and uncertain. The recent literature
suggests that the clearly accept and clearly reject
decisions are not influenced by prohibited demo-
graphic characteristics. However, as we noted, the
decisions ultimately reached for the uncertain cate-
gory of applications appear to be less favorable for
underserved groups, making self-monitoring both
important and difficult. 
Self-monitoring is important because lenders
attempting to comply with the ECOA have no chance
of identifying marginal discrimination in their loan
processes without the ability to collect demographic
data. Self-monitoring for compliance is difficult
because problems likely occur in those lending
decisions where even a careful credit analysis will
not provide a certain decision on whether to accept
or reject the loan application. When self-monitoring,
the lender will first have to determine whether they
have a problem at the margin (and evidence suggests
that there is a positive probability of this) and then
determine how to remove demographic factors from
the uncertain lending decisions so that underserved
groups get the same “benefit of the doubt” that the
majority receives.
THE CREDIT ANALYSIS PROCESS AND
ITS INPUTS
Now that we have identified the key issue in
self-monitoring, we begin the discussion of the loan
process itself. We refer to monitoring the process
instead of monitoring the loan portfolio because a
lender’s portfolio includes only the loan applicants
that the lender has accepted, whereas self-monitoring
must also examine the loan applicants that the lender
rejects. Throughout this discussion, we will continue
to refer to self-monitoring of the process—and not
the portfolio—to avoid any tendencies on the part
of the reader to consider a specific portfolio.
An important theme of the self-monitoring
process is don’t panic. We have already introduced
a number of issues to consider, with more to come;
but self-monitoring is not an insurmountable task
for an individual lender. We describe here some
fairly basic analysis that can make self-monitoring
a reasonable task.
The first step in the self-monitoring process is
to identify potentially underserved applicant groups.
Typically, these are traditionally underserved groups
such as businesses owned by women and racial
and ethnic minorities, but the list will vary from
lender to lender, depending on the demographics
of its applicant pool. Once a list of groups is deter-
mined, any application not coming from one of
the potentially underserved groups is deemed to
be from the majority, or control group, which is
assumed to be well-served. The 1993 Survey of
Small Business Finances provides demographic
information about each business’s owners that
allows the owners to be categorized into the majority
or one or more of three traditionally underserved
demographic groups: females, minorities (which
includes blacks, Asians, Pacific Islanders, Native
Americans, and Alaska Natives), and Hispanics. In
this case, the control group is businesses owned by
white males. In the survey, a business is classified
as owned by members of a specific group only if
more than 50 percent of its equity is owned by mem-
bers of that group. This is fairly stringent compared
with rules that have been used to classify ownership
for various government programs (particularly
those related to government purchasing).4 However,
the rule does exclude small businesses that are
owned jointly (50-50) by a husband and wife, which
is appropriate because a lender inclined toward
discrimination would be unlikely to view such a
business as being female owned.
The next step in the process is to gather basic
information from all loan applications submitted
to the lender. Because the primary question being
asked is whether potentially underserved groups
are given the same access to credit by the lender as
traditionally well-served (majority) groups, it is criti-
cally important to know whether the loan applica-
tion was accepted or rejected, as well as whether the
applicant belongs to one or more of the potentially
underserved groups. The 1993 Survey of Small
Business Finances asked respondents “What was
the outcome of the most recent credit application
by the business?” and allowed one of two answers:
approved or denied. Table 1 summarizes answers
to this question by the owner’s demographic group.
The results show that white-male-owned small
businesses were approved 89.04 percent of the time,
while Hispanic-owned firms were approved at a
rate of 84.38 percent, female-owned firms at a rate
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 of 78.57 percent, and minority-owned firms at a
rate of 59.92 percent. These acceptance rates show
why female-, minority-, and Hispanic-owned busi-
nesses are referred to as underserved groups and
would likely be a reason for examiners to thoroughly
investigate the particular loan product or market in
which such disparities arose. A lender engaged in
self-monitoring who sees similar disparities will
need to show that its loan process is in compliance
with the ECOA, which requires showing that the
different approval rates occur because of different
levels of credit quality between demographic groups.
This issue is the focus of the remainder of this article.
The process of demonstrating credit quality
differences begins by defining the lender’s credit
analysis process and the inputs used in the process.
Each lender analyzes credit a little differently, and
so we must clearly define their process and the
inputs they use. This is extremely important because
the inputs defined here become the control variables
used later in the analysis of the lender’s loan process.
A good starting point that we think all lenders
can agree on is that they make loans that they believe
will be repaid in accordance with the loan contract.
The question that arises is: What do lenders analyze
to make this lending decision? In theory, lenders
analyze the future cash flows of the loan applicant
over the life of the proposed loan to determine
whether the cash flows are sufficient to repay the
loan. However, without a crystal ball, lenders have
no way of knowing the future cash flows of the loan
applicant, so they must examine other variables
(proxies) that they believe indicate their likely repay-
ment behavior. Identifying these proxy variables is
a big step in the self-monitoring effort.
Each lender will use a different set of proxy
variables, so it is important for each lender to identify
the inputs they use in their loan decision process.
For each variable identified, a brief description of
how it provides information about future repayment
behavior should be created. This is important in
demonstrating compliance with the ECOA—that
underserved groups do get equal access to credit
from the lender in question. In other words, the
lender must demonstrate that its credit decisions
are based on the credit quality of the loan applicant
without regard to demographic characteristics.
Lenders should be aware that examiners recog-
nize three types of evidence when determining
whether lending discrimination has occurred. The
first is overt evidence of disparate treatment, which
occurs when a lender openly discriminates on a
prohibited basis. The second is comparative evidence
of disparate treatment, which occurs when a lender
treats one credit applicant differently from others
based on a prohibited basis. The third is disparate
impact, which occurs when a lender applies an
otherwise neutral policy or practice equally to all
credit applicants, but the policy or practice dispropor-
tionately excludes or burdens certain persons on a
prohibited basis. This third type of evidence means
that lenders must be careful in arguing that denials
based on nondiscriminatory factors are lawful, if
such factors disproportionately affect certain under-
served groups.
A word of warning at this point. Each lender
should spend some time identifying a complete list
of input variables. The reason is that the lender must
collect these variables from every loan application
and then record these variables in a database to be
used for self-monitoring. Whenever there is doubt
about whether a variable is truly an important part
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Credit Availability by Business-Ownership Classification
Female-owned Minority-owned  Hispanic-owned  White-male-owned 
firms firms firms firms
What was the outcome of the most recent credit application by the business?
Approved 78.57%* 59.92%* 84.38% 89.04%
Denied 21.43% 40.08% 15.63% 10.96%
No. of responses 294 257 96 1424
NOTE: *Indicates business-ownership differences between females and white males, minorities and white males, and Hispanics and
white males at the 1 percent level using a χ
2 test.
Table 1
 of the decision process, the variable should be col-
lected for the database. It is much easier to delete
unnecessary variables from the analysis later in
the process than it is to add a missing variable to
the database. In the remainder of this section we
define the variables we use in our example and
discuss how they relate to credit quality.
Credit Quality Variables
It is important to note that the set of variables
we discuss here must not be viewed as the definitive
set of credit quality variables. Instead, they should
be seen as one viable set of variables identified by
a particular lender to describe its own credit analysis
process. In particular, while we chose a set of vari-
ables that are collected in most credit applications,
our choice of variables is constrained by the data
available in the survey. A self-monitoring lender is
not constrained in this manner because the lender
defines the variables that describe its loan analysis
process and then collects data on those variables
out of its own loan application files for its self-
monitoring database.
Each lender must identify the variables it uses
for credit analysis and then define how each variable
relates to credit quality. Lenders should be able to
do this, but may feel uncomfortable with the process.
Academic literature and banking textbooks should
be helpful, and there is a multitude of sources for
reference. Commercial banking is based on the
business of evaluating loan applications, so bank
management texts tend to provide extensive cover-
age of the topic (e.g., Koch, 1995, Chap. 21). Ongoing
development and use of automated credit scoring
models provides another source of the structure
and content of such models (e.g., Saunders, 1999).
In addition, a number of researchers have developed
similar models in their work (e.g., Blackwell and
Winters, 1997; Melnik and Plaut, 1986; and Petersen
and Rajan, 1995).
Since we are not lenders actively involved in
credit analysis, we begin by finding a model of credit
quality in the academic literature and then adapt
that model to the variables available in the survey.
We employ the linear model of credit quality control
variables used in Petersen and Rajan (1994). We find
this model to be particularly appropriate for our
study because it was used to examine the 1987
Survey of Small Business Finances and is therefore
easily adapted to our data and to the data normally
available to lenders. Petersen and Rajan’s model
includes a number of measures intended to capture
three categories of applicant characteristics: invest-
ment opportunities, cash flow quality, and existing
banking relationships. In our analysis, we include a
total of 18 credit quality variables; as more fully dis-
cussed later, two of these capture the firm’s invest-
ment opportunities, ten capture cash flow quality,
and the remaining six measure the firm’s existing
banking relationships. These individual variables
are listed in Table 2 and are described below, along
with their expected impact on the lending decision.
A firm’s investment opportunities are proxied
for by its size and age, both of which are expected
to have positive effects on its credit quality. Larger
firms have better internal diversification than smaller
firms and can therefore better survive either a failed
project or declining economic conditions. Older
firms have an established performance record and
are more likely to have experienced owners and
upper management. 
A firm’s cash flow quality is measured using a
variety of proxies. The level of equity is a rough
proxy for the owners’ investment in the firm; in
the banking literature, this measure is often used
to indicate the amount of cushion the firm has to
absorb business losses without defaulting on loans.
Equity should have a positive impact on credit quality
because more equity implies more protection for
creditors. In contrast, leverage measures the size of
a firm’s debts relative to its total size. Higher leverage
increases the likelihood of default; therefore, leverage
should be negatively related to credit quality. In
addition, sales is a direct measure of business health
and should be positively related to credit quality.5
Profits is another common measure of cash flow
quality that lenders should consider for their control
variables. However, as is fully discussed later, we
cannot include both sales and profits in our model
because these variables are too highly correlated.
We chose to include sales because it fits better with
our data, so we do not fully describe a profit variable.
However, this is one of those examples where a
lender should collect both variables when building
a self-monitoring database and then later choose
which variable to use in the analysis.
The remaining proxies for cash flow quality are
dummy variables (binary variables) that take on a
value of 0 or 1. In general, we assign a value of 1 to
a dummy variable if the condition it represents is
true. For instance, the next variable we discuss is
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Variable Definitions and Their Anticipated Impact on the Probability of Loan Approval
Variable Description Expected impact
Dependent variable “Was the most recent credit application approved or
denied?”0/1 dummy = 1 if application was approved
Test variables
Female 0/1 dummy = 1 if more than 50 percent of the business is
owned by females
Minority 0/1 dummy = 1 if more than 50 percent of the business is 
owned by blacks, Asians, Pacific Islanders, Native Americans,
or Alaska Natives




Size Natural log of business’s total assets +
Age Natural log of business’s age in years +
Cash flow quality
Equity Business’s total equity (in $millions) +
Leverage (Total assets – total equity)/total assets –
Sales Business’s 1992 total sales (in $millions) +
Leases 0/1 dummy = 1 if the business has any leases ?
Trade credit denied 0/1 dummy = 1 if any supplier has denied the business trade 
credit within the last 3 years –
Owner delinquent 0/1 dummy = 1 if the principal owner of the business has been 
60+ days delinquent on any obligation within the last 3 years –
Business delinquent 0/1 dummy = 1 if the business has been 60+ days delinquent 
on any obligation within the last 3 years –
Accounts receivable 0/1 dummy = 1 if the business has accounts receivable +
Inventory 0/1 dummy = 1 if the business has inventory +
Corporation 0/1 dummy = 1 if the business is a corporation +
Banking relationship
Business checking 0/1 dummy = 1 if the business has a checking account +
Credit card 0/1 dummy = 1 if the business has one or more credit cards +
Line of credit 0/1 dummy = 1 if the business has one or more lines of credit +
Vehicle loans 0/1 dummy = 1 if the business has one or more vehicle loans +
Equipment loans 0/1 dummy = 1 if the business has one or more equipment loans +
MSA location 0/1 dummy = 1 if the business is located within an MSA,
suggesting a more competitive banking environment +
Table 2
 leases. As a dummy (binary) variable, leases equals 1
if the firm in question has any business leases. The
relationship between this variable and credit quality
is ambiguous. One the one hand, a firm that has
existing leases has already proven itself to be credit
worthy, suggesting a positive relationship. On the
other hand, leases allow a firm to use various assets
on a long-term basis without necessarily recogniz-
ing ownership of the assets or the debt payments
required by the lease (i.e., some leases represent
off-balance-sheet financing). The presence of leases
means that our leverage variable (which should have
a negative impact on credit quality) is understated,
suggesting that leases could have a negative impact
on credit quality in some cases. The next three vari-
ables, trade credit denied, owner delinquent, and
business delinquent, are measures of existing prob-
lems with the firm’s credit quality and should be
negatively related to the lending decision because,
not surprisingly, firms with credit problems should
be less worthy of receiving new loans.
It should be noted that the “trade credit denied”
variable may bias our tests against a finding of non-
compliance with the ECOA, but we still include this
variable because it is information that is commonly
collected on business loan applications and used
by lenders to screen loan applicants. However, if
discrimination influences all types of credit deci-
sions, denial of trade credit that was influenced by
discrimination could be misinterpreted by our tests
as a rational basis for denial of the most recent loan
application.6 Bank examiners and regulators will
be concerned about the potential bias. For variables
like trade credit denied that may bias empirical
results, the analysis should be done with and with-
out the variable in question to determine its impact
on the test results for equal access to credit for the
underserved groups. We show later that the trade
credit denied variable is significant in our regression
model, but note here that removing the trade credit
denied variable from our regression model does not
alter our results or conclusions regarding access to
credit for traditionally underserved groups.
Levels of accounts receivable and inventory
are two other indicators of cash flow quality. Both
accounts receivable and inventory should be posi-
tively related to credit quality because they indicate
assets that can be converted to cash relatively easily
(i.e., liquid assets) and assets that are commonly
pledged as collateral in business lending. Finally,
the firm type (corporation versus sole proprietorship
or partnership) is included because of prior evidence
that corporations are less likely to default on business
loans than other types of organizations.
The firm’s existing banking relationships are
proxied by a series of dummy variables that measure
whether the firm has a business (versus personal)
checking account, a business credit card, a line of
credit, vehicle loans, or equipment loans. Most banks
practice “relationship lending” in which they are
more likely to lend to existing customers; thus, any
sign of an existing banking relationship should be
positively related to loan approval. Further, the exis-
tence of current loans suggests that the firm has
already passed earlier credit quality screens and is
worthy of credit. Lenders commonly acquire infor-
mation about existing credit during the application
process, both to ensure that the applicant is not
overextended and to see whether other lenders
have “pre-certified” the applicant.7
In addition to these banking relationship vari-
ables, we also include a dummy that equals 1 if the
firm is located within a metropolitan statistical area:
A more metropolitan setting implies more compe-
tition (more banks and other lenders), which typi-
cally means that lenders are more likely to approve
applicants of a given credit quality. This variable
may not be needed by all lenders, but lenders with
multiple locations should consider a variable such
as this to control for the variability in the level of
competition across its different bank locations.8
Including metropolitan statistical areas in our model
allows us to control somewhat for the competitive
nature of the local banking market.
We close our discussion of credit quality vari-
ables with two reminders. First, the control variables
for credit quality that we include in our model are
by no means exhaustive. However, it is not our intent
to include every possible variable in the model.
Instead, we develop a set of variables that should
measure credit quality and that are part of the normal
data collection process for a loan application. Our
intent is to provide an example of a credit quality
model that lenders could easily use to self-monitor
SEPTEMBER/OCTOBER 2003      13
6 In a simple test that regresses the “trade credit denied” dummy against
borrower age, size, and minority status, firms of all ages and sizes that
are owned by minorities are significantly more likely to have been
denied trade credit.
FEDERAL RESERVE BANK OF ST. LOUIS Gilkeson, Winters, Dwyer
7 Although having too many existing loans could be viewed in a negative
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locations offering higher loan rates.
 their loan process. Second, our list of control vari-
ables should not be considered the definitive list of
variables to be used in self-monitoring; instead, it
should be considered illustrative of the types of
variables to include. We believe our chosen set of
variables describes the factors considered by small
business lenders when evaluating loan requests.
However, every lender evaluates credit a little dif-
ferently, so the control variables used for self-
monitoring should describe the factors each lender
uses in their own credit-granting decision process.
Summary Statistics for the Control
Variables
Once the control variables are chosen, it is a
good idea to look at summary statistics of the control
variables. The summary statistics, which will pool
accepted and denied loan requests according to
ownership group, begin to describe the credit-
granting decision process; but summary statistics
must be viewed only as a first step and not as the
end of the journey. Summary statistics, it should be
noted, do not allow for the multi-dimensional rela-
tionships between variables that occur in a lender’s
decision process, which we capture later in a regres-
sion. We report summary statistics for the control
variables in Table 3.
For the continuous variables, we report means
or averages, which is a common choice, as the goal
of reporting a summary statistic is to provide a rep-
resentative number for the variable in the data set.
A viable alternative to the mean is the median, which
provides a better measure of a representative num-
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Summary Statistics of Credit Quality Variables (Means and Percentages of Yes Answers)
Female-owned Minority-owned  Hispanic-owned  White-male-owned 
All firms firms firms firms firms
Variables Approve Deny Approve Deny Approve Deny Approve Deny Approve Deny
Total assets $3,542,593 $742,090 $1,519,421 $456,548 $1,024,233 $234,458 $701,202 $392,893 $4,297,026 $1,134,360
Age (yr) 16.27 11.29 13.56 10.35 12.10 9.14 14.44 10.87 17.22 12.74
Equity $1,228,498 $111,447 $481,875 $121,382 $311,580 $99,714 $414,631 $147,032 $1,497,121 $117,309
Leverage 44.84% 68.02% 87.26% 60.31% 55.25% 65.14% 21.45% 81.63% 39.35% 82.99%
Sales $7,378,312 $1,530,285 $4,153,528 $502,793 $2,575,238 $626,414 $2,336,552 $1,217,826 $8,772,085 $2,401,917
Accounts 77.46% 64.74% 67.53% 55.56% 73.38% 62.14% 66.67% 66.67% 80.05% 69.87%
receivable
Inventory 67.14% 63.46% 63.20% 50.79% 59.74% 57.28% 61.73% 53.33% 68.45% 71.79%
Leases 23.19% 27.56% 15.58% 25.40% 21.43% 20.39% 16.05% 20.00% 25.00% 31.41%
Trade credit  7.91% 24.04% 11.26% 25.40% 15.58% 21.36% 8.64% 20.00% 6.47% 25.64%
denied
Owner  8.91% 32.69% 12.99% 33.33% 23.38% 46.60% 16.05% 13.33% 6.62% 25.64%
delinquent
Business  20.71% 46.15% 24.24% 42.86% 35.71% 48.54% 20.99% 26.67% 18.38% 46.15%
delinquent
Corporation 46.31% 34.29% 37.66% 26.98% 46.10% 31.07% 40.74% 33.33% 47.79% 36.54%
Checking 99.47% 95.19% 99.13% 93.65% 98.05% 91.26% 100.00% 86.67% 99.68% 98.08%
Credit card 41.30% 34.29% 41.99% 33.33% 40.26% 34.95% 41.98% 26.67% 41.01% 33.97%
Credit line 65.13% 27.56% 54.55% 22.22% 51.30% 24.27% 58.02% 13.33% 68.69% 32.05%
Vehicle 35.34% 32.69% 35.50% 28.57% 35.71% 31.07% 38.27% 40.00% 35.17% 35.26%
Equipment 30.38% 27.56% 24.68% 30.16% 25.32% 22.33% 28.40% 20.00% 32.26% 29.49%
MSA 77.05% 85.90% 77.49% 84.13% 91.56% 94.17% 83.95% 86.67% 75.24% 80.77%
NOTE: MSA is metropolitan statistical area.
Table 3ber when the data are skewed. (Data are skewed
when the mean or average value is closer to one end
of the range of values in the data than the other.)
The data for the continuous variables do not appear
to be highly skewed, so we chose to report means.
For the binary variables that record yes or no (true
or false) answers, we report the percentage of yes
answers. Note that the form presented in Table 3 is
not necessarily the form used in the statistical esti-
mation. For example, we report the mean total assets,
but use the natural log of total assets in our tests, as
discussed in the previous section.
In each grouping of firms, we see the expected
relationship for approved versus denied loan requests
across all the continuous variables. That is, within
each group, the firms that had their loan requests
approved have more assets, more equity, more sales,
and less leverage and are older than the firms that
had their loan requests denied. (An exception to
the expected relationships is the leverage variable
for female-owned businesses; however, a closer look
showed that leverage for female-owned businesses
is highly skewed.) The binary variables are also
generally consistent with our expectations. More
accounts receivable and inventory are associated
with approved loans, whereas previous credit prob-
lems are related to loan denials. Also, previous bank-
ing relationships are generally positively related
to loan approvals. However, the summary statistics
are different enough across groups that it is impos-
sible to determine whether group membership plays
a role in the credit-granting decision without using
a process that considers the joint effects of all of
the credit quality variables along with the group
membership.
In summary, the basic statistics are designed to
provide a first-pass description of the data. In this
case, the basic statistics reported in Table 3 suggest
that the relationship between the credit-granting
decision (approval or denial) and each variable is
consistent with our expectations. This further sug-
gests that the variables describe at least some part
of the credit evaluation process. If a variable appears
to have the opposite effect from what is expected,
a closer look at the variable might be needed to root
out possible input problems, such as a calculation
error or an unusual observation (i.e., an outlier).
Another consideration would be whether the vari-
able measures an effect that is different from the
intended effect. Measuring a different effect does
not mean the variable should be removed from the
analysis, but instead warns us that we may need to
add additional variables because some component
of the credit evaluation may have been omitted
from our set of variables.
In the next section, we combine the variables
in a regression model to determine whether the
preliminary relationships between each variable
and the credit-granting decision hold up when we
let the variables work together to describe a loan
applicant. We will also see whether, after controlling
for these credit quality variables, group membership
plays a role in the credit-granting decision.
THE PRIMARY SELF-MONITORING TEST
FOR COMPLIANCE WITH THE ECOA
In the previous section, we defined our credit
quality variables and calculated summary statistics
for them. These statistics indicated that each individ-
ual variable tended to relate to credit quality within
each demographic group in the manner that we
anticipated. However, the variables show large differ-
ences between groups that prevent the summary
statistics from providing any information about
equal access to credit for traditionally underserved
groups. Regression methods provide a way to mea-
sure how all of the credit quality variables work
together to provide information about applicant
credit quality and credit access across groups. In
this section, we discuss our regression methods
and the results from tests using the survey data.
Specifically, our regression is designed to deter-
mine whether businesses owned by underserved
groups are granted credit at the same rate as white-
male-owned businesses of the same credit quality.
Regressions contain three types of variables: depen-
dent variables, test variables, and control variables.
Our credit quality variables become the control
variables in our regression model because they are
designed to control for credit quality differences
across businesses. The test variables in each regres-
sion are the three business owner group variables
(female, minority, and Hispanic), which are binary
variables assigned a value of 1 if the business owner
is a member of the group and 0 otherwise (for exam-
ple, a business owned solely by an Hispanic woman
would have these values: female=1, minority=0,
and Hispanic=1). Because we are trying to determine
whether traditionally underserved groups have the
same access to credit as white males do, the test
variables are designed to compare businesses owned
by underserved groups with businesses owned by
white males. 
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 The dependent variable is the decision on each
business’s most recent credit request, which is identi-
fied in the survey as approved or denied. This is a
binary variable assigned a value of 1 if the credit
request was approved and 0 if it was denied. When
the dependent variable in a model is a binary vari-
able, the standard (least-squares) regression model
is inappropriate. A popular choice in this case, and
the one we use here, is the logistic model. Other
acceptable choices include the probit model and
discriminate analysis.
Before estimating the regressions, we always
test for pairwise collinearity among the control
(credit quality) variables by estimating a correlation
matrix. Previously, we discussed using sales as a
credit quality variable. As an alternative to sales, we
could use profits. However, profits and sales have a
positive correlation of 0.84, which is large enough
for the variables to be considered collinear. (Collinear
means that the two variables closely resemble each
other—changes in one are closely matched by
changes in the other.) Collinearity is a problem in
regressions because it causes the over-estimation
of variances, which biases the test statistics against
findings of significance. This creates the error of
concluding that no relationship exists when, in fact,
one does. The most common solution to the colline-
arity problem is to remove one of the variables from
the regression model. We chose to report results
using sales and excluding profits from the control
variables because sales provided greater significance
as a credit quality control variable. Replacing sales
with profits in our tests does not qualitatively change
the results we present. The largest remaining corre-
lation is +0.48, between total assets and total sales.
Correlations of less than 0.50 between control vari-
ables in a regression are generally considered accept-
able. The point being made here is that, before
estimating any regression model, a lender must
check the correlations between all the credit quality
variables and usually remove one variable from
each pair with a correlation of greater than 0.50.
Loan Denial Regression Results
Our test of the loan process consists of three
logistic regressions that examine the impact of
female, minority, and Hispanic ownership on credit
decisions. The dependent variable is the respon-
dent’s answer to the question “What was the out-
come of the most recent credit application by the
business?”; this is coded as a dummy variable, with 1
indicating acceptance of the application and 0 indi-
cating denial of the application. Each of the three
test variables for the underserved groups (female,
minority, and Hispanic) are set equal to 1 when the
business is owned by members of the underserved
group and 0 otherwise. When the business owner-
ship group is white males, all three test variables
are set equal to 0. The first of the three tests employs
only the three test variables, the second employs
the three test variables and the 18 credit quality
control variables, and the third employs only the
credit quality control variables.
The results of our tests are provided in Table 4.
However, before we dive into the discussion of the
regression results for compliance with the ECOA,
we must discuss how to interpret them. For each
control and test variable in a regression model, the
computer program calculates two important pieces
of information: a test statistic and a parameter esti-
mate. The test statistic tells us how certain or confi-
dent we are that the parameter estimate is statistically
different from 0, and the parameter estimate pro-
vides the size and direction of the relationship
between the control or test variable and the depen-
dent variable. A parameter estimate of 0 means that
no relationship exists between a control or test vari-
able and the dependent variable. However, parameter
estimates in regressions are seldom exactly equal
to 0, so we use tests to determine whether the param-
eter estimate is big enough for us to be confident
that the real value of the parameter is different from
0. In our case, the test statistic that we report is a
p-value. A p-value of less than 0.10 is generally
accepted as evidence that the true parameter value
is different from 0 (indicating a relationship between
the test or control variable and the dependent vari-
able), with the evidence becoming stronger as the
p-value decreases in size.9 We report p-values in
parentheses beside each regression parameter
estimate.
16 SEPTEMBER/OCTOBER 2003
9 Papers often discuss statistical significance levels of 10 percent (p-value
≤ 0.10), 5 percent (p-value ≤ 0.05), and 1 percent (p-value ≤ 0.01). A
10 percent significance level suggests 90 percent confidence that the
parameter estimate is different from 0, while a 1 percent significance
level suggests 99 percent confidence that the parameter estimate is
different from 0. One problem in statistical analysis is that the sample
may not have the same characteristics as the population. When we
find, for example, that the percentage of minority-owned businesses
with lines of credit differs in our sample from the percentage of white-
male-owned businesses, we cannot be 100 percent certain that the
percentages differ in the entire population of businesses. It is possible
that our sample is different from the population. A confidence level
tells us how certain we are that the differences observed in the sample
are representative of the population. A significance level of 10 percent
means that we are 90 percent certain that the observed difference is
true of the whole population, while a 1 percent significance level
indicates 99 percent confidence. 
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statistics shown in Table 1. When no control vari-
ables are included, we find negative and statistically
significant (p-value<0.10) parameter estimates for
female- and minority-owned firms and no signifi-
cant impact (p-value>0.10) for Hispanic-owned
firms. The real value of this test is to verify that we
have set up the logistic model correctly before we
add the credit quality control variables.
The second column of Table 4 shows the impact
of female, minority, and Hispanic ownership when
credit quality is controlled for. Model χ
2 and pseudo-
R
2 statistics suggest that our model has significant
explanatory power in describing the credit evalua-
tion process. The pseudo-R
2 statistic suggests that
our model explains about 20 percent of the variation
in the loan decision process. While this is reason-
ably good when this type of model is applied to such
a large, diverse data set, it also means that much of
the underlying loan process remains unexplained
by the model. 
Next, we look at the control variables to deter-
mine whether their parameter estimates are signifi-
cantly different from 0 and have the expected sign.
If the parameter estimates are significant and have
the expected sign, our results our consistent with
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Loan Process Model
Univariate model Full model Control model
Intercept 2.09 (0.00) –1.31 (0.13) –1.85 (0.03)
Female –0.40 (0.01) –0.04 (0.83) Omitted
Minority –1.61 (0.00) –0.87 (0.00) Omitted
Hispanic –0.33 (0.25) 0.00 (0.99) Omitted
Size 0.13 (0.01) 0.15 (0.00)
Age 0.23 (0.03) 0.26 (0.01)
Equity 0.16 (0.02) 0.16 (0.02)
Leverage –0.02 (0.65) –0.02 (0.67)
Sales 0.04 (0.04) 0.04 (0.03)
Leases –0.69 (0.00) –0.63 (0.00)
Trade credit denied –0.90 (0.00) –0.91 (0.00)
Owner delinquent –0.39 (0.07) –0.51 (0.02)
Business delinquent –0.68 (0.00) –0.73 (0.00)
Accounts receivable 0.27 (0.14) 0.26 (0.15)
Inventory –0.08 (0.68) –0.05 (0.82)
Corporation 0.23 (0.19) 0.16 (0.34)
Business checking 1.23 (0.04) 1.49 (0.01)
Credit card 0.04 (0.81) 0.01 (0.94)
Line of credit 1.12 (0.00) 1.14 (0.00)
Vehicle loan 0.05 (0.75) 0.07 (0.66)
Equipment loan 0.12 (0.50) 0.15 (0.38)
MSA location –0.40 (0.06) –0.53 (0.01)
No. approved 1,695 1,462 1,462
No. denied 312 270 270
Model χ2 1,625.66 1,181.09 1,194.92
Pseudo-R2 5.65% 19.52% 18.59%
NOTE: p-values are in parentheses.
Table 4
 the hypothesis that our empirical model describes
the underlying loan decision process.10 From the
continuous variables, we again see, as expected, that
larger, older businesses with more equity, more sales,
and less leverage were more likely to have their loan
requests approved. From the binary (yes/no) vari-
ables, we see, as expected, that previous credit prob-
lems make it more likely that a loan request will be
denied and an existing relationship with a bank or
other lender makes it more likely that a loan request
will be approved.11 With these controls in place,
female ownership of a business does not have a
significant impact on the loan decision process.
Comparing this result to the average denial rates in
Table 1 and the first column of Table 4 suggests that
female-owned businesses are less likely to get loan
requests approved because they are, on average, less
credit worthy.12 In contrast, despite these numerous
credit quality controls, minority-owned businesses
are significantly more likely to have loan applications
rejected (as indicated by a negative sign on the
parameter estimate and p-value of 0.00). This sug-
gests that even after controlling for differences in
credit quality, the fact that a business is minority
owned (blacks, Asians, Pacific Islanders, Native
Americans, or Alaska Natives) has a negative impact
on the credit-granting decision. This result on
minority-owned business applicants would suggest
noncompliance with the ECOA and require corrective
action by the lender.
The third column of Table 4 contains results for
the model without the three test variables. These
results are provided for two reasons. First, they allow
us to see the additional explanatory power of race,
ethnicity, and gender in our model, which is modest
as the pseudo-R
2 rises from 18.59 percent to only
19.52 percent when the test variables are included.
The female and Hispanic test variable parameters
are insignificant, so only the minority variable
contributes to the improved R
2. However, the small
improvement in explanatory power indicates that,
while minority-owned businesses are less likely to
have loan applications accepted, race is not a pri-
mary factor in the loan decision process. Second, a
comparison of the coefficients across columns 2 and
3 of Table 4 shows that the parameter estimates are
consistent. This assures us that the significance of
the coefficient on the minority variable is not due
to a collinearity problem between control variables.13
Problems with Regression Results
In the previous section our results suggest that,
after controlling for the credit evaluation process
with our credit quality variables, businesses owned
by females and Hispanics have similar access to
credit as firms owned by white males. However, our
results suggest that, even after careful control for
the credit evaluation process, businesses owned by
minorities have less access to credit than other busi-
nesses of similar credit quality. This result does not
support complete lender compliance with the ECOA.
But the result may come from one or more problems
with the tests.
Let’s retrace the steps we took to get to this
point to see whether we can find any place where
a problem may have occurred. The primary issue
is whether traditionally underserved groups have
the same access to credit as the majority. Our loan
process data include loan applications from many
businesses, including businesses owned by tradi-
tionally underserved groups—females, minorities,
and Hispanics. Following the lead of previous studies
on credit access, we define the majority group to
be businesses owned by white males. Next, we deter-
mine that lenders make loans to applicants that the
lender believes will have adequate future cash flow
to repay the loan in accordance with the loan con-
tract and have other indications of high credit quality.
We identify a set of credit quality variables that we
use in the lending decision process and make sure
that each variable has an economic interpretation
that warrants its inclusion as a credit quality indi-
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13 We performed additional tests to determine the robustness of our
results. In one, we examined the interaction between gender and
ethnicity. Our results suggest that ethnic group is the dominant factor;
however, some combinations of gender and ethnicity were quite small
(for example, only 16 firms owned by Hispanic females had usable
data), so our conclusions in this regard must be considered tentative.
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10 It may be that our model includes variables that are different from
those used by actual lenders. However, if our control variables are
highly correlated with the variables used by the lender, they will exhibit
statistically significant parameter estimates and contribute to a higher
model R
2. 
11 In addition to the control variables listed in Table 2, the reported tests
also included binary variables for each one-digit SIC code to see
whether firms in different industries experienced different lending
decisions. The parameter estimates for these variables are not listed
in Table 4, as none of them are significant at any conventional level.
We also performed separate tests with controls for geographic region.
These tests are not reported because none of the regional dummies
was significant at any conventional level.
12 For example, female-owned businesses are much smaller and younger
than white-male-owned businesses. As we noted earlier, size and age
are proxies for credit quality, so it appears that female-owned busi-
nesses are denied credit more frequently than white-male-owned
businesses for rational economic reasons. Lenders should be careful
not to use this “rational basis” argument too freely. The law states that
even if an underwriting standard is nondiscriminatory on its face, it
can be disallowed if it has a disparate impact on a protected class.
 cator. The summary statistics for the credit quality
variables selected suggest that, within each demo-
graphic group, they have the expected relation to
the accept/reject decision for the loan applications.
Then we estimate a logistic regression model and
find that the parameter estimates for credit quality
variables have the expected signs, so the regression
appears to work correctly. However, the final results
on the test variables suggest that, while access to
credit for female-owned businesses and Hispanic-
owned businesses is similar to that of white-male-
owned businesses, access to credit for minority-
owned businesses appears to be lower.
This process is correct and well conducted, yet
there are a couple of questions we can ask about
our regressions. First, our full-model regression
(Table 4, column 2) has a pseudo-R
2 statistic of only
19.52 percent. The pseudo-R
2 statistic describes
how much of the credit evaluation process we are
able to explain with our model, which means in
our case that more than 80 percent of the process
remains unexplained. It may be that we have failed
to include information about the loan applicant that
is relevant to the credit decision. Such a scenario is
often referred to as an omitted variable problem
and is a particular concern for self-monitoring by
individual lenders. Specifically, if the model is
developed correctly, as it was here, there is no indi-
cation of where to find the omitted variable(s). In
addition, adding new variables to the model and
testing their significance takes a great deal of time
for data collection, if it is even possible, as there is
a good chance that the data in question were not
collected beforehand.
In our case, working with the survey data allowed
us to include other variables easily, but we were
unable to find any that could explain more of the
credit evaluation process. That is, we were unable
to find additional economic variables that added
substantially to our ability to explain the lending
process, let alone ones that helped to explain why
minority-owned businesses are less likely to have a
loan request approved than otherwise similar white-
male-owned businesses. An issue related to the
omitted variable problem is how to specify each
variable. For example, we use total assets as our
measure of firm size, but we specify the variable
as the natural logarithm of total assets (ln(ta)).
Another common adjustment is to scale a dollar
figure so that it is a percentage of the firm’s total
assets or sales (e.g., we specify inventory and
accounts receivable as a percentage of total assets).
In this case, we tried various variable definitions,
and we report only the definitions for the best model
(the model that explains the most about the credit
evaluation process).14
A second possible problem with regression
analysis for an individual lender is sample size. The
minimum acceptable sample size for a statistical
test on one variable is about 30 observations. How-
ever, for a regression model like ours with 18 control
and 3 test variables, we should have at least 51 loan
applications (30 plus the number of test and control
variables) for each regression, with a balance
between the underserved group and the majority.
This is not a problem for our regression on minority-
owned businesses, as Table 1 shows that our minority-
owned sample contains 257 businesses. However,
we can provide an example of the sample-size prob-
lem from the survey data. An additional survey
variable allowed us to separate Native American–
owned businesses from the full sample of minority-
owned businesses. The Native American subsample
contained only ten observations (eight approved
and two denied), so regression analysis on this group
of businesses using our model would not be appro-
priate. The small sample size of the Native American–
owned businesses in the survey data demonstrates
the potential for sample-size problems. It is easy to
imagine that most small lenders would have diffi-
culty achieving the necessary sample size for some
underserved groups. There is no direct solution to
this problem for an individual lender.
The two potential problems described above
are not problems in our analysis. This means that
our lender is left with the need to make adjustments
to their credit analysis process so that minority-
owned businesses get equal access to credit. This
won’t be easy because the answer won’t be obvious.
Remember, while the minority variable parameter
estimate is statistically significant, having the minor-
ity variable in the regression model added only a
little to the model’s ability to explain the credit eval-
uation process. So a lender will need to adjust its
process so that the marginal minority-owned busi-
ness loan applicants get the same access to credit
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14 We also need to be careful not to try too many versions of a single
variable. Our indicator of statistical significance (p-value ≤0.10) allows
for possible error. For example, a p-value exactly equal to 0.05 means
that we are 95 percent confident the true parameter value is not 0
but admit a 5 percent probability of being wrong. If we try more than
one version of a particular variable and only one version exhibits a
significant p-value, our probability of having made an error is signifi-
cantly larger than indicated by the p-value. The problems related to
trying multiple versions of the same variable and multiple combina-
tions of control variables are grouped under the name “data snooping.”
 as the marginal white-male-owned businesses. In
other words, a lender must make sure that, when
giving “the benefit of the doubt” to marginal appli-
cants, this benefit is given equally across all demo-
graphic groups. 
A POSITIVE ROLE FOR BANK 
EXAMINERS AND REGULATORS IN
THE SELF-MONITORING PROCESS 
The process that we have discussed for self-
monitoring is relatively straightforward and appears
to address the issue of compliance with the ECOA.
Unfortunately, compliance is not that simple, which
is why we believe that there is an important role in
the self-monitoring process for bank examiners and
regulators. The reason is that some of the problems
that exist in self-monitoring cannot be corrected
by an individual lender.
First, many lenders, particularly smaller lenders,
will encounter sample-size problems, just as we
did in our example with respect to Native American–
owned businesses. An individual lender’s test sample
is limited to the number of loan applications that the
lender has processed, and for many small lenders
this will provide an insufficient number of observa-
tions for regression analysis on some or all of the
traditionally underserved groups. Bank examiners
and regulators can do nothing to correct this prob-
lem on an individual lender basis. However, the newly
collected demographic data, when combined with
regulators and examiners’ ability to monitor lending
across the United States, will illuminate patterns
not visible to individual lenders. If the need arises,
regulators and examiners will be able to spread the
word that a certain group or set of groups appears
to be suffering from lending discrimination, despite
controls for credit quality, allowing individual institu-
tions to enhance their internal efforts.
Second, the only concern uncovered by our
analysis is in providing equal access to credit for
minority-owned businesses. However, outside
research suggests that we missed some more subtle
forms of limited access to credit for traditionally
underserved groups. Cavalluzzo, Cavalluzzo, and
Wolken (2002) use the same survey data that we
use and show striking loan denial rate differences
in less-competitive markets. In the least competitive
banking markets, they find a denial rate for white-
male-owned businesses of 27 percent accompanied
by a 55 percent denial rate for minority-owned
businesses. In addition, they show that in less-
competitive banking markets, female-owned busi-
nesses are denied at a rate of 37 percent, whereas
white-male-owned businesses are denied at a rate
of 23 percent. They found these additional problems
with equal credit access by using more advanced
regression models15 along with data on the level of
local banking market competition. Data across lend-
ing markets is not directly available to individual
lenders, so they would not be able to conduct this
sort of analysis in their self-monitoring process. In
addition, lenders in the less-competitive markets
are typically the smaller lenders; so small sample
sizes for the underserved groups are a likely problem.
With a national (or regional) focus and access to
cross-lender data, supervisors and regulators can
see problems not visible to individual lenders.
Finally, as self-monitoring becomes prevalent,
a number of lenders will begin to employ unfamil-
iar statistical tools (such as those described in this
article). The examination process provides an
opportunity for the lenders to ask knowledgeable
sources about various statistical tools, models, and
approaches to self-monitoring. Thus, the third role
for regulators and examiners is to serve as sources
of advice and information to lenders as they begin
their self-monitoring efforts.
CONCLUSION
Reg B has been modified to allow lenders to
collect demographic data on all loan applicants so
they can self-monitor their compliance with ECOA
requirements. Because this will be a new endeavor
for most lenders, the purpose of this article is to
discuss how individual lenders can self-monitor
their compliance. We provided an example of this
process using data from the 1993 Survey of Small
Business Finances. In addition to describing the
process, we discussed possible problems with our
approach, particularly noting omitted variables and
small sample size. We also discussed why regulatory
oversight of self-monitoring is useful.
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Appendix
To provide empirical results for each step, we
use a cross-section of small business lending deci-
sions reported in the 1993 Survey of Small Business
Finances that was conducted by Price Waterhouse
for the Board of Governors of the Federal Reserve
System. The survey contains usable responses
(according to Price Waterhouse) for 4,637 firms.
An earlier version of this survey done in 1987
was the focus of a number of important studies,
including the following: Petersen and Rajan (1994),
which found that small businesses benefit from
building close ties to a financial institution; Petersen
and Rajan (1995), which found that concentration
in the market for financial institutions adversely
impacts the amount of institutional finance
received by young firms; and Berger and Udell
(1995), which found that borrowers with more
established banking relationships pay lower interest
rates and are less likely to pledge collateral. The
survey done in 1993 was examined in Berger and
Udell (1998), which showed how capital structure
and sources of capital vary with firm size and age,
and in Avery, Bostic, and Samolyk (1998), which
compared the 1987 and 1993 surveys and found
that personal guarantees by small business owners
play a growing role in the allocation of credit.
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