Abstract. In this paper, we introduce the convergence analysis of the fixed pivot technique given by S. Kumar and Ramkrishna [25] for the nonlinear aggregation population balance equations which are of substantial interest in many areas of science: colloid chemistry, aerosol physics, astrophysics, polymer science, oil recovery dynamics, and mathematical biology. In particular, we investigate the convergence for five different types of uniform and non-uniform meshes which turns out that the fixed pivot technique is second order convergent on a uniform and non-uniform smooth meshes. Moreover, it yields first order convergence on a locally uniform mesh. Finally, the analysis exhibits that the method does not converge on an oscillatory and non-uniform random meshes. Mathematical results of the convergence analysis are also demonstrated numerically.
Introduction. The continuous aggregation population balance equation (PBE)
or Smoluchowski coagulation equation describes the kinetics of particle growth in which particles can aggregate via binary interaction to form larger particles. This model arises in many fields of science and engineering: kinetics of phase transformations in binary alloys such as segregation of binary alloys, aggregation of red blood cells in biology, fluidized bed granulation processes, aerosol physics, i.e the evolution of a system of solid or liquid particles suspended in a gas, formation of planets in astrophysics, polymer science and many more. The nonlinear continuous aggregation population balance equation is given by ∂f (t, where the variables x > 0 and t ≥ 0 denote the size of the particles and time respectively. The number density of particles of size x at time t is denoted by f (x, t) ≥ 0. The aggregation kernel K(x, y) ≥ 0 represents the rate at which particles of size x coalesce with those of size y. It will be assumed throughout that K(x, y) = K(y, x) for all x, y > 0, i.e. symmetric and K(x, y) = 0 for either x = 0 or y = 0. Mathematical results on existence and uniqueness of solutions to equation (1.1) can be found in [7, 9, 12, 19, 27, 28, 29, 32, 33, 38] for different classes of aggregation kernels. The pure aggregation PBE (1.1) can be solved analytically only for some specific examples of aggregation kernels, see [8, 16, 17] . In general we need to solve them numerically. To apply a numerical method, first we need to consider the following where C is a positive constant. The center point of each cell x i = (x i−1/2 + x i+1/2 )/2, i = 1, . . . , I is called pivot or grid point. The integration of the truncated PBE (1.2) over each cell gives a semi-discrete system in R I . The total number of particles in ith cell, N i (t) are numerically approximated by the ith component,N i (t) of the vectorN. The ith components ofB andD are denoted byB i andD i respectively which are defined in spatially discretized system (2.9) obtained by the fixed pivot technique.
The Fixed Pivot Technique.
The fixed pivot technique relies on the following idea of birth modification. In [25] , the truncated PBE (1.2) is modified to d dt According to S. Kumar and Ramkrishna in [25] , the first and second integral terms on the right hand side in (2.7) set to be zero for i = I and i = 1, respectively.
Inserting the number density approximation n(t, x) ≈ I i=1 N i (t)δ(x − x i ), into the above equation, we get the following spatially discretized system
whereB i andD i represent the discretized birth and death terms, respectively in the ith cell obtained from the fixed pivot technique. The basic idea of the fixed pivot technique can be described as follows. Assume that a new born particle of a size, which is not positioned at a pivot point of any cell, appears due to the aggregation of two smaller particles. The particle has to be assigned onto neighboring pivot points in such a way that the particle number and mass are conserved. This problem can be solved in a unique way. The resulting technique gives very often quite satisfactory results. However, the undesirable part is that the fixed pivot technique turns into a zero order method on oscillatory and non-uniform random meshes for aggregation problems.
It is important to mention here that at the last boundary cell S. Kumar and Ramkrishna simply set the first integral on the right hand side in (2.7) to be zero in their numerical computations. However, we have observed in our analysis for the aggregation problem that this setting at the end boundary cell reduces by one order the accuracy of the fixed pivot technique on uniform and non-uniform smooth meshes. To overcome this problem, we take an extra grid point x I+1 at a ∆x I distance away from the grid point x I . In the computations contributions which are larger than x I are distributed to x I and x I+1 . This idea is used in Lemma 3.1. A similar modification should also be used at the first boundary cell for breakage problems in Lemma 3.2 of [24] . The present form of Lemma 3.2 in [24] is not correct at the first boundary cell and also reduces by one order accuracy of the fixed pivot technique for breakage PBEs on uniform and non-uniform smooth meshes.
It should be pointed out here that in this work we consider the following discrete
We consider C 2 ([a, b]) as a space of twice continuously differentiable functions on ]a, b[. Note that for the sake of simplicity in our analysis we assume that the aggregation kernel satisfies
As we move on to the subsequent sections, it will be helpful to revisit some definitions and an existing theorem given in Hundsdorfer and Verwer [20] . These will be of use while discussing in detail the consistency and the convergence of the fixed pivot technique.
Let · denote any norm on R I . Definition 2.1. The spatial truncation error is defined by the residual left by substituting the exact solution N(t) into equation (2.6) as
The scheme (2.6) is called consistent of order p if, for ∆x → 0,
Definition 2.2. The global discretization error is defined by
The scheme (2.6) is called convergent of order p if, for ∆x → 0,
It is important that the solution obtained by the fixed pivot technique remains non-negative for all times. This can be easily shown by using the next well known theorem. In the following theorem we writeM ≥ 0 for a vectorM ∈ R I if all of its components are non-negative. Theorem 2.3. (Hundsdorfer and Verwer [20] ). Suppose thatF(t,M) defined in (2.6) is continuous and satisfies the Lipschitz condition as
Then the solution of the semi-discrete system (2.6) is non-negative if and only if for any vectorM ∈ R I withM ≥ 0 we have for any i = 1, . . . , I and all t ≥ 0 thatM i = 0
Proof. The proof can be found in [20] , Chap. 1, Theorem 7.1. Now we shall state the main result which helps us to show the convergence of the fixed pivot technique.
Theorem 2.4. Let us assume that the Lipschitz conditions onB(N(t)) and D(N(t)) are satisfied for 0 ≤ t ≤ T and for all N,N ∈ R I where N andN are the projected exact and numerical solutions defined in (2.2) and (2.6) respectively. Then a consistent discretization method is also convergent and the convergence is of the same order as the consistency.
Proof. Using the equations (2.11) and (2.12) we have for
We then take the norm on both sides to get
Integrating with respect to t with ǫ(0) = 0 and using the Lipschitz conditions (4.2)-(4.3) we obtain the estimates
From this it follows by Gronwall's lemma that
If the scheme is consistent then lim h→0 e h = 0. This completes the proof of the Theorem 2.4.
Note that the proof of the Theorem 2.4 is motivated by a convergence result in Linz [31] .
To fulfill the requirements of Theorem 2.4, for the convergence of the fixed pivot technique we need to prove that the scheme is consistent as well as the birthB(N(t)) and deathD(N(t)) terms satisfy the Lipschitz conditions.
3. Consistency. We need the following lemma to investigate the consistency of the fixed pivot technique for aggregation PBEs (1.2) which is the same as Lemma 3.2 in [24] except at the boundary cells. 
Note that x I+1 is the extra grid point introduced in section 2.1.
Proof. First, we consider the modification error I i for i = 2, . . . I − 1 as follows
Taylor series expansion of f (x) about x i in I i yields
Substituting the values of λ + i and λ − i from (2.8) into the preceding equation, we obtain
For the cell centered grids, i.e. x i = (x i−1/2 + x i+1/2 )/2, the equation (3.1) becomes
The expression of modification error at last boundary cell i.e. i = I is given by
Applying the midpoint, left rectangle and right rectangle rules in first, second and thirds integrals respectively, we get
Now we consider i = 1
We apply midpoint and left rectangle rules in first and second integrals respectively to obtain
Hence the proof of Lemma 3.1 is completed. Now the four main sections are described to inquire the consistency of the fixed pivot technique. First, we evaluate the discretization error in the birth and death terms in Sections 3.1 and 3.2, respectively. Then one can summarize all terms in section 3.3. Finally, the five different types of meshes are considered to evaluate the local discretization error in Section 3.4.
3.1. Discretization error in the birth term. The integrated birth term of aggregation PBE (1.2) over ith cell can be written as follows
Let us denote
3.1.1. Birth term on internal cells. Considering i = 2, . . . , I − 1 and using Lemma 3.1, we can rewrite B i as
By changing the order of integration of the first two terms on the right hand side, we obtain
Let us denote the integral terms on the right hand side in (3.3) by I 1 , . . . , I 6 respectively and calculate them separately. The integrals I 6 and I 3 . First we consider the integral I 6 as follows
where
Using Taylor series expansion of g(t, y) with respect to y about x i−1 , we get
where g
Now we calculate g ′ i (t, x i−1 ) using the Leibniz rule to differentiate under an integral. Then, we apply the left rectangle rule to the integrals in g
Thus, by substituting the value of g
, we have
Similarly, we can evaluate the integral I 3 as
The integrals I 1 and I 4 . Let us next consider the first integral I 1 from equation (3.3) and apply the midpoint rule to the outer integral. Furthermore we can use the relationship N j (t) = n(t, x j )∆x j + O(∆x 3 ) for the midpoint rule and substitute x − x j = x ′ to obtain
We define l i,j and γ i,j to be those indices such that the following hold
We will use the convention of Riemann integration that
f (x)dx and the equation (3.8) can be rewritten as
Let p be the total number of terms in the following sum
In particular, let p := #{n :
(γ i+1,j − 1)} and set
Next, we shall show that p is finite and can be estimated by a constant which is independent of the grid size. By using the definition of the indices l i,j and γ i,j in (3.9), we can estimate
which implies using the assumption of quasi uniformity (2.1) that
This means the above sum has uniformly bounded finite number of terms. So we can apply the midpoint rule to the integral in second term on the right hand side and use
Further we proceed as in I 1 to evaluate the fourth integral I 4 on the right hand side from equation (3.3) as
N j (t)
The integrals I 2 and I 5 . To compute the integral I 2 in equation (3.3), we apply the right rectangle rule to the outer integral and use N i (t) = n(t, x i )∆x i + O(∆x 3 ) then split it into two integrals as follows
We use the left rectangle rule in the second integral on the right hand side and then put K(0, x i ) = 0 which gives us a third order term. Therefore, we obtain by substituting x − x i = x ′ in the first integral
By using the indices l i,j and γ i,j defined in equation (3.9), again we proceed in the same way as in I 1 to obtain
Before combining all these integrals together, we also need to discretize the integral I 5 defined in equation (3.3) . Finally, analogous to the integral I 2 , we can evaluate I 5 as
Collecting together (3.6), (3.7), (3.10), (3.11), (3.12), (3.13) and substituting all these terms into equation (3.3), we obtain
The first two terms on the right hand side are exactly the fixed pivot discretization B i from (2.9). Let us denote the sum from third to sixth terms and the difference of remaining two terms on the right hand side by E and E ′ , respectively. Doing so and substituting J i (f ) from Lemma 3.1, equation (3.14) can be written as for i = 2, . . . , I − 1
3.1.2. Birth term on boundary cells. Now we evaluate the order of the error in birth term on boundary cells. We will treat the boundary cells separately. Therefore, first we consider the birth term for i = 1. Using the Lemma 3.1 and changing the order of integration we get
We apply the right rectangle rule to the outer and inner integrals respectively of the first term as well as to the outer integral of the third term. Both of these terms are of second order separately. Also we use the left rectangle rule to the outer integral of the second term to get
Again by applying the right rectangle rule and putting N 1 (t) = n(t,
, we obtain
In terms of fixed pivot discretization we have
where f is defined in Eq. (3.2). Then the application of the right rectangle rule to the integral in (3.2) gives f (x 1 ) = O(∆x). Substituting this value of f (x 1 ) in (3.16), we obtain
Finally, in case of last boundary cell i.e. i = I, we use the Lemma 3.1 and change the order of integration as in B 1 . Further we split each integral into two parts to estimate 
By applying the midpoint, right, left and right rectangle rules to the outer integral of the first and fifth, second and sixth, third and seventh as well as fourth and eighth terms respectively. Then after substituting N k (t) = n(t, x k )∆x k + O(∆x 3 ), we obtain
The first, second, third and fourth term on the right hand side can be solved similar to I 1 , I 2 , I 4 and I 5 respectively. Thus, by substituting the value of J I (f ) from Lemma 3.1, we have
3.2. Discretization error in the death term. From equation (2.5), the integrated death term can be written as follows
The application of the midpoint rule to the outer and inner integrals gives us 
where E and E ′ are defined in (3.14).
3.4. Meshes. Now let us consider the following five different types of meshes to calculate the order of local discretization error. Most of the grids are the same which are used for solving breakage PBE in J. Kumar and Warnecke [24] .
3.4.1. Uniform mesh. Let us begin with the case of uniform mesh i.e. ∆x i = ∆x and x i = (i − 1/2)∆x for any i = 1, . . . , I. To estimate σ i (t), first we have to evaluate the order of E and E ′ . In case of such uniform grids, we have
, and
By using the definition of indices in (3.9), we have
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This implies that
The order of consistency is given by
Thus the method is second order consistent on a uniform mesh.
Non-uniform smooth mesh
). In general, non-uniform smooth grids can be obtained by applying some smooth transformation to uniform grids. Let us consider a variable ξ with uniform grids and a smooth transformation x = g(ξ) such that x i±1/2 = g(ξ i±1/2 ) for any i = 1, . . . , I to get non-uniform smooth mesh. The scheme again gives us second order accuracy. Let h be the uniform mesh width in the variable ξ. In case of smooth grids, Taylor series expansions in smooth transformations give
Hence, by evaluating ∆x i−1 and ∆x i+1 in a similar way, we obtain for any i = 2, . . . , I
The above identities help us to simplify the equations (3.20)-(3.22) and give
To find the order of σ i , we need to evaluate E and E ′ separately. Let us first consider E from (3.14) and set f (t, x, y) := K(x, y)n(t, x). Then the applications of the left rectangle rule to the integrals in first and third terms as well as the right rectangle rule to the integrals in second and fourth terms estimate
Let us denote the combination of first four and last four sums on the right-hand side in (3.24) by E 1 and E 2 respectively. We shall solve them separately. First we take E 1 and approximate f at (t, x i − x j , x j ) by f expanded around (t, x i+1 − x j , x j ) in first and fourth summations to get
Again approximating f x ′ at point (t, x i+1 − x j , x j ) by f x ′ evaluated at point (t, x i−1 − x j , x j ) in the second part of the first summation. Then we replace j by j + 1 and j − 1 respectively in second and third term summations. Further we can use the relationship N j (t) = n(t, x j )∆x j + O(∆x 3 ) for the midpoint rule to obtain
Approximating the functions
of the third and fifth terms on the right hand side respectively. Then we approximate f at (t, x i−1 − x 1 , x 1 ) by f expanded around (t, x i+1 − x 1 , x 1 ) in the last term on the right-hand side and rearrange the whole expression for E 1 as follows
Let us denote the each term on the right hand side by E 11 , . . . , E 18 respectively. Therefore, we have
In order to solve the error E 1 , we need to evaluate differences of the above mentioned terms separately. First of all, we are interested in E 12 − E 15 . In case of smooth grids, we have as before ∆x j − ∆x j−1 = O(∆x 2 ) which clearly shows that E 15 = O(∆x 2 ). Then Taylor's series expansion gives us a second order approximation of E 15 as
Without loss of generality the summation in E 12 can be started from j = 2 since the term we are dropping from the summation is third order accurate. Then we can write
By applying Taylor series expansion in the smooth transformation, we obtain (3.27) and
Here we consider a particular type of non-uniform smooth grids i.e. x i+1/2 = rx i−1/2 , r > 1, i = 1, . . . I. Such grids are called geometric grids. These grids can be obtained by applying a smooth transformation as exponential function on uniform grids. Here we have x i+1/2 = exp(ξ i+1/2 ) = exp(h + ξ i−1/2 ) = exp(h) exp(ξ i−1/2 ) = exp(h)x i−1/2 =: rx i−1/2 , r > 1. Let us consider ξ 11 , ξ 12 , ξ 21 , ξ 22 , ξ 31 and ξ 32 are corresponding points on uniform mesh for x li+1,j+1+ By the definition of the indices in (3.9), we know
For geometric grids, we have
Therefore, we have
Further, in case of geometric grids, we have
Let us consider
Similarly, we can estimate
By the application of smooth transformation we can write
and
Collecting (3.27), (3.28) , (3.29) and (3.30) together, we obtain
Therefore, by substituting the preceding identity in (3.26) we estimate
Next, we need to compute E 13 − E 16 defined in (3.25) . In case of smooth grids, by using smooth transformations and Taylor's series expansions, it is easy to show that
which implies that E 16 = O(∆x 2 ). So we can take a second order approximation of E 16 by using Taylor's series expansion as
Similarly as before, we can have
Therefore, again without loss of generality the summation in E 13 can be started from j = 2 since the term we are dropping from the summation is third order accurate. Let us estimate
By using smooth transformation and Taylor's series expansions, we can easily obtain
Putting the above identity in equation (3.32), we have
Now we shall approach to evaluate E 14 − E 17 . Since the terms appearing in the summation E 14 are third order accurate. Therefore, the summation in E 14 can be started from j = 2. By using Taylor's series expansion in E 17 we consider
Analogous to equations (3.29) and (3.30), we estimate
By applying the smooth transformation and Taylor's series expansion, we have (3.36) and
Substituting the identities (3.35), (3.36) and (3.37) in equation (3.34) , we obtain
Finally, we have to estimate E 11 − E 18 in equation (3.25) . Since the geometric grids considered here are monotonically increasing. So, the points x i − x 1 and x i+1 − x 1 lie in ith and (i + 1)th cells, respectively. By using the definition of the indices l i,j and γ i,j in (3.9), we have l i,1 = i, l i+1,1 = i + 1 and γ i,1 = γ i+1,1 = −1. Then the expression for E 11 − E 18 can be written as
Let us use the following formula and the identities mentioned before (3.23) to get
Inserting the above identity in equation (3.39), we estimate
Finally, we substitute (3.31), (3.33), (3.38) and (3.40) into (3.25) to obtain
Similar to E 1 , we can evaluate E 2 defined in (3.24) as
Therefore, substituting E 1 and E 2 in (3.24), we obtain
Now let us consider E ′ from (3.14) and set f x (t, x, y) := ∂ ∂x {K(x, y)n(t, x)}. Then we replace j by j − 1 in the second term on the right hand side and apply Taylor series expansion about x j = x j−1 in n(t, x j )f x ′ (t, x k , x j ) of the first term. Further we rearrange the expression for E ′ to estimate
For smooth grids, we have ∆x j−1 − ∆x j = O(∆x 2 ). Therefore, the first term on the right hand side of the above equation is of third order. By using the Taylor series expansion about x k = x j in f x ′ (t, x k , x j−1 ) in the remaining terms on the right hand side, the above equation can be further rewritten as
For non-uniform smooth grids of the type x i+1/2 = rx i−1/2 , r > 1, i = 1, . . . , I, we have
Therefore, we obtain l i+1,j = l i,j−1 + 1. Similarly, we can have l i,j = l i−1,j−1 + 1. In case of such smooth grids, it can easily be seen that γ i−1,j−1 = γ i,j and γ i,j−1 = γ i+1,j . Let
where k m+1 = k m + 1. Let ξ m1 , ξ m2 , ξ m3 are the corresponding points on the uniform mesh for x km+3/2 , x km+1/2 and x km−1/2 , respectively. Since
Then by using smooth transformations and Taylor's series expansions, we can have
Therefore, by using (3.43) and (3.42) in equation (3.41), we estimate
Thus, we insert the value of E and E ′ in equation (3.23) to obtain
Finally, analogous to the uniform mesh, the technique is second order consistent.
3.4.3. Locally uniform mesh. Let us explain an example of a locally uniform mesh. First, the computational domain is split into many finite sub-domains and each sub-domain is further split into an equal size mesh. This gives us a locally uniform mesh. It is not easy to analyze the order of consistency on locally uniform mesh. So we calculate it later numerically. In this case, the scheme gives only first order consistency. Therefore the fixed pivot method is unfortunately inconsistent on oscillatory meshes.
3.4.5. Non-uniform random mesh. Finally the scheme is examined on nonuniform random grids. Similar to the case of oscillatory mesh, we have σ(t) = O(1). Thus the method is again inconsistent on non-uniform random meshes.
Lipschitz conditions onB(N(t)) andD(N(t)).
Let us consider the birth term for 0 ≤ t ≤ T and for all N,N ∈ R 
Now we enjoy a useful equality
It can be easily shown that the total number of particles decreases in a coagulation process, i.e. 
Finally, we consider the death term
Again we use the same equality as before to get
Therefore, the application of Theorem 2.4 implies the convergence of the fixed pivot technique for aggregation PBE (1.2) and the convergence is of same order as the consistency.
Numerical examples.
We now justify our mathematical results on the convergence by taking a few numerical examples where we numerically evaluate the experimental order of convergence (EOC). A detailed comparison of numerical results of number density and moments with analytical solutions can be found in [25, 21] . All the numerical experiments are performed as in [24] .
First, we consider the following normally distributed initial condition (NIC)
In addition, we take the following aggregation sum and product kernels K(x, y) = k 0 (x + y) and K(x, y) = k 0 xy.
Since analytical solutions are not available for the above initial condition and aggregation kernels, we use the following formula in order to calculate the experimental order of convergence
HereN h represents the numerical solution on a uniform mesh of width h. The other parameters are σ 2 = 0.01, µ = 1 and k 0 = 1. Now we will calculate the EOC on five different types of uniform and non-uniform meshes.
Let us first calculate the EOC for uniform meshes. For a uniform mesh, we fix the minimum and maximum values of x as 0 and 15, respectively in the numerical computation. The number of grid points is denoted by GP in the following tables. The numerical results are shown in Table 5 .1. As expected from the mathematical analysis, the numerical results show the convergence of second order.
Let us now consider the second case of non-uniform smooth meshes. In particular, we took the case of geometric grids which can be obtained by applying an exponential smooth transformation as x = exp(ξ). Here ξ is the variable with uniform grids. The computational domain in this case is set as [1e − 6, 1000] which corresponds to the ξ domain [ln(1e − 6), ln(1000)]. The numerical results have been summarized in Table  5 .2. Once again the numerical results show that the fixed pivot technique gives second order convergence on non-uniform smooth meshes. The third test case has been performed on a locally uniform mesh using the same computational domain as is in the previous case. In this case we started the computation on 30 geometric mesh points, and then each cell was divided into two equal parts in the further refined levels of computation. In this way we obtained a locally uniform mesh. The EOC has been summarized in Table 5 .3. Table 5 .3 clearly shows that the fixed pivot technique is only first order accurate. Now we consider the fourth case of an oscillatory mesh to evaluate the EOC. Let us take an example of oscillatory mesh, i.e.
Here the computational domain is the same as for the first case. First, we divide the computational domain in 30 equidistant mesh points, and then each cell into two parts with 1 : 2 as per further refined levels of computation. The numerical results has been shown in Table 5 .4. As expected, Table 5 .4 exhibits that the fixed pivot technique is not convergent on oscillatory meshes. Finally we consider the fifth case of a non-uniform random mesh. The computations have been performed on the same domain as for the second case. We started again with 30 geometric mesh points, and then each cell was divided into two parts of random width in the further refined levels of computation. For each value of I = 60, 120, 240, 480, we performed five runs on different random grids and the relative L 1 errors were measured. The mean of these errors over five runs is used to calculate the EOC. The numerical results have been shown in Table 5 .5. Table 5 .5 shows clearly that the fixed pivot technique is not convergent. Next, we take an exponentially decreasing initial condition (EIC), namely n(0, x) = exp(−αx). The sum and product aggregation kernels in (5.1) are again considered. Since the analytical solution is known for the above initial conditions and kernels which can be found in [37, 1] . Then the experimental order of convergence can be determined by the formula EOC = ln(E I /E 2I )/ ln (2) , where E I and E 2I are the L 1 error norms. The subscripts I and 2I correspond to the degrees of freedom. We can calculate the error E I on a mesh with I cells. The relative error has been calculated by dividing the error N −N by N . The parameter α = 10 is taken in the above initial condition. Again we computed the EOC on five different type of meshes as before.
In case of uniform mesh, we set the computational domain as [0,30] to evaluate the EOC numerically. The numerical results are summarized in Table 5 .6. Again, we obtain the convergence of second order numerically. Let us now evaluate the EOC on geometric grids which is a particular case of non-smooth grids. The numerical computations have been performed on the same computational domain as is for the case of geometric grids considered with the normal initial condition. The numerical results are presented in Table 5 .7 which shows once again the convergence of second order.
The EOC has been computed once more on locally uniform, oscillatory and random meshes for the case mentioned above. The computational domain for locally uniform and random meshes is identical as for the previous case. However, we perform the computations on an oscillatory mesh using the same domain as is for the uniform mesh. The numerical result are demonstrated in Tables 5.8, 5.9 and 5.10.
These tables show that we acquire the convergence of first order on locally uniform mesh while the fixed pivot technique is zero order convergent on oscillatory and random meshes. 6. Conclusions. A detailed study on the convergence of the fixed pivot technique is given for solving aggregation PBE. It is ascertained that the technique is second order convergent on uniform and non-uniform smooth meshes. However, it is only first order convergent on locally uniform meshes. Finally, the scheme is examined closely on oscillatory and non-uniform random meshes and it is observed that the technique is not convergent. Furthermore, all observations are validated numerically.
