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S rozvojem internetové komunikace a s tím související dostupností stále většího množství služeb 
postavených na různých technologiích, představují distribuované systémy řešení, jak tyto síťově 
dostupné služby integrovat a poskytnout je uživatelům v ucelené podobě.  K tomuto účelu lze využít 
platformu .NET Framework, která přináší prostředí určené pro vývoj aplikací ve vysoce 
distribuovaném prostředí internetu a intranetu. 
Tato dizertační práce se zabývá problematikou přístupu ke sdíleným prostředkům v rámci 
distribuovaných systémů využívající platformu .NET. První část práce je věnována popisu základních 
principů distribuovaných systémů a technik platformy .NET, kterých lze užít pro implementaci těchto 
principů. Pro účely zpracování požadavků nejen v distribuovaných systémech mající obvykle 
asynchronní charakter bylo navrhnuto a realizováno univerzální rozhraní pro popis asynchronních 
operací rozšiřující standardní techniky platformy .NET. 
V rámci řešení problematiky přístupu ke sdíleným prostředkům byl navržen model pro přístup ke 
sdíleným prostředkům vycházející z principů objektově orientovaného programování spolu se 
základním algoritmem pro zamezení stavu uváznutí při využívání prostředků více procesy (vlákny) 
současně. Tento rozšiřitelný model byl úspěšně implementován a jeho funkčnost ověřena na 
základních scénářích přístupu ke sdíleným zdrojům.  Implementovaný model umožňuje po prvotní 
definici prostředků s těmito prostředky následně pracovat jako s každými jinými objekty, kdy 
synchronizační mechanismy probíhají transparentně na pozadí. 
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With the expansion of the Internet communication and related availability of increasing number of 
services built on different technologies, distributed systems represent a solution to integrate these 
network services and provide them to users in a coherent form. The .NET Framework which provides 
an environment for application development in a highly distributed environment of Internet and 
intranet can be used to achieve this goal. 
This PhD thesis deals with access to shared resources in the context of distributed systems using 
the .NET platform. The first part of the work is devoted to describing the basic principles of 
distributed systems and .NET platform techniques, which can be used for implementation of the 
principles. For the purposes of request processing having asynchronous nature not only in distributed 
systems a universal interface for the description of asynchronous operations was designed and 
implemented. The interface extends standard asynchronous techniques on the .NET platform. 
In order to address the issue of access to shared resources model was designed based on the 
principles of object-oriented programming, along with basic algorithm to avoid deadlock in the case of 
use resources by multiple processes (threads) simultaneously. This extendable model has been 
successfully implemented and its functionality verified in basic scenarios of access to shared 
resources. After the definition of resources and their dependencies the implemented model allows 
working with resources as with any other objects on .NET platform. The synchronization processes 
proceed transparently in background. 
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S rozvojem a širší dostupností síťové počítačové komunikace jsou kladeny stále větší požadavky 
na dostupnost poskytovaných služeb koncovým aplikacím. Tyto služby by měly být přístupné 
kdykoliv a kdekoliv. S tímto trendem souvisí i způsob vývoje aplikací, pomocí kterých koncoví 
uživatelé využívají těchto služeb. Aplikace již není představována jako jeden robustní balík umístěný 
na koncovém zařízení uživatele, ale koncová aplikace se sestává z malých modulů vzájemně 
spolupracujících a v maximální míře využívajících výhod síťové komunikace. Jedná se o tzv. 
distribuované aplikace, které v současnosti nabývají stále většího významu. 
Tato práce se zabývá problematikou přístupu ke sdíleným prostředkům distribuovaných systémů 
na platformě .NET Framework, což je platforma vyvinutá firmou Microsoft usnadňující vývoj aplikací 
v distribuovaném prostředí internetu a intranetu. Vzhledem k tomu, že se jedná o poměrně „mladou“ 
platformu (oficiálně vydanou v roce 2002), je zde stále otevřen prostor pro nové přístupy vývoje 
aplikací, jednou z nich je např. vývoj SOA aplikací prostřednictvím webových služeb. To platí 
samozřejmě i pro oblast distribuovaných aplikací, kdy .NET platforma přichází jak s osvědčenými, tak 
i novými přístupy a technologiemi urychlující vývoj a nasazení aplikací v distribuovaném prostředí. 
Text této práce otevírá kapitola 1, ve které je uveden stručný přehled současného stavu řešené 
oblasti, tj. nejprve je zde uveden popis vlastností a principů distribuovaných systémů z obecného 
pohledu. Dále následuje seznámení se platformou .NET, zejména jsou popsány ty oblasti platformy, 
které se uplatní při implementaci distribuovaných aplikací na této platformě. 
Na zhodnocení současného stavu problematiky v oblasti distribuovaných systému na platformě 
.NET Framework přirozeně navazuje kapitola 2, obsahující vymezení konkrétních cílů této dizertační 
práce. 
Práce pak pokračuje vlastním návrhem univerzálního rozhraní pro asynchronní operace, čemuž je 
věnována kapitola 3. V této kapitole je nejprve věnována pozornost obecným doporučením pro vývoj 
multivláknových systémů vycházející z vlastních zkušeností následované popisem standardního 
asynchronního programového modelu na platformě .NET. Text práce dále navazuje popisem vlastního 
navrhovaného rozhraní přinášející obecný přístup pro popis a manipulaci s asynchronními operacemi. 
Tento přístup je využit v další části práce v rámci alokace prostředků. 
Poslední tři kapitoly (4, 5 a 6) se zabývají stěžejní studovanou problematikou práce, tj. přístupu ke 
sdíleným prostředkům distribuovaných aplikací tak, aby byla minimalizována možnost vzniku stavu 
uváznutí a současně tato navrhovaná koncepce byla transparentní při jejím využívání v rámci .NET 
aplikací. Kapitola 4 je věnována teoretickému popisu vlastního navrhovaného modelu pro popis 
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prostředků a jejich vzájemných vazeb vycházející z objektově orientovaného přístupu. Na teoretický 
popis navazuje návrh grafická interpretace modelu. 
Implementační část práce je uvozena analýzou, jakým způsobem je zpracováván programový kód 
na platformě .NET. Této analýze je věnována kapitola 5. Výsledky analýzy jsou pak využity v rámci 
implementace navrhované koncepce, jejíž popis jak statické tak i dynamické části je součástí  
kapitoly 6. 
Na závěr je proveden souhrn a zhodnocení přínosů této práce. Rovněž jsou navrženy směry, 
kterými by se mohl ubírat další vývoj v této oblasti. Využití navrhované koncepce lze pak nalézt 





1 Přehled stavu problematiky 
Obsahem této kapitoly je seznámení se s obecnými principy zkoumané problematiky a základní 
popis možné realizace těchto principů na platformě .NET Framework. První část kapitoly je věnována 
obecnému popisu distribuovaných systému se zaměřením se na základní charakteristické vlastnosti. 
Dále je pak uveden úvod do platformy .NET Framework, jeho struktury, základních vlastností a 
prostředků, které tato platforma přináší. Zbývající část kapitoly se věnuje tomu, jakým způsobem 
mohou být jednotlivé principy distribuovaných systému na platformě .NET realizovány se zaměřením 
na řešenou problematiku v této práci, tj. sdílení prostředků. 
1.1 Distribuované systémy 
Podle definice je distribuovaný systém kolekce nezávislých výpočetních stanic (počítačů), který 
se jeví uživatelům jako jednotný koherentní (celistvý) systém [3]. Tato definice souvisí jak s 
hardwarovým tak i softwarovým vybavením distribuovaného systému. Z hardwarového pohledu to 
znamená, že jednotlivé výpočetní stanice jsou autonomní, zatímco z pohledu softwaru se 
distribuovaný systém uživatelům jeví jako jednotný systém (viz obr. 1). 
 
Obr. 1: Distribuovaný systém jako kompaktní celek mezi koncovými uživateli a zdroji systému. 
Distribuované aplikace využívají síťové rozhraní pro přístup k nejrůznějším datovým zdrojům a 
službám. Distribuovaná aplikace je tak součástí systému, který kromě vlastních aplikací obsahuje další 
hardwarové a softwarové prostředky zpřístupňující distribuovaným aplikacím požadované služby. 
K charakteristickým rysům distribuovaných systémů patří rozdíly, které lze nalézt mezi různými 
výpočetními stanicemi vytvářející daný systém, a způsob, jakým jsou tyto rozdíly skryty před 
uživateli. Tato vlastnost platí i pro vnitřní organizaci distribuovaného systému. Další vlastností těchto 
systémů je, že zaručují jednotný a konzistentní způsob komunikace mezi koncovými uživateli, či 
aplikacemi s distribuovaným systémem, a to bez ohledu na to, kdy a kde tato komunikace probíhá. 




Příkladem distribuovaného systému může být síť pracovních stanic využívající společné zdroje 
(soubory, databáze, tiskárny apod.), systém pro řízení toku dat (Workflow Information System), ERP 
(Enterprise Resource Planning) systémy nebo může jít o databázový server, server pro elektronickou 
poštu (mail server), FTP server či standardní www síť. 
Každý distribuovaný systém by měl umožňovat jednoduché připojení uživatelů ať již ke zdrojům 
systému nebo mezi uživateli navzájem a současně skrýt skutečnost, že jednotlivé zdroje jsou 
distribuované v síťovém prostředí. Systém by měl přinášet relativně jednoduchou rozšiřitelnost, 
otevřenost a variabilitu. 
1.1.1 Peer-to-peer a klient-server systémy 
Existují dva základní modely distribuovaných systémů z pohledu vnitřní organizace a komunikace 
v rámci distribuovaného systému. Je to model založený na komunikaci bod-bod (Peer-To-Peer 
Systems, P2P) a klient-server model (Client-Server Model). 
P2P systémy se vyznačují tím, že mohou mít plně decentralizované řízení, tj. veškeré jednotky v 
systému jsou si navzájem rovny (viz obr. 2a). Na P2P systémy, se lze dívat jako na systémy, jehož 
všechny stanice obsahují jak klientskou, tak i serverovou část. 
Pro vývoj takových systémů lze například použít knihovnu JXTA [1], která usnadňuje vývoj P2P 
síti nad platformou JAVA. Tyto systémy se vyznačují vysokou dostupností, flexibilitou a schopností 
dynamicky reagovat na změny v topologii síti způsobené např. výpadkem spojení a následnou 
nedostupností některého z uzlů sítě. Tyto sítě se vyznačují svou nenáročností na údržbu, kdy každý 
uzel je víceméně odpovědný sám za sebe. Na druhou stranu je obtížné v těchto systémech dosáhnout 
garantovaných kvalit služeb QoS (Quality Of Service), kdy se ukazuje, že pro zajištění QoS by bylo 
zapotřebí externího zásahu do systému [2]. 
Jiným typem jsou systémy typu klient-server (viz obr. 2b), které obsahují alespoň jeden centrální 
prvek, určený k úplnému, nebo pouze částečnému řízení a správě distribuovaného systému. Klient-
server model rozlišuje klientské stanice, které zasílají své požadavky na zpracování stanicím 
serverovým. 
Obvyklou součástí takového systému je tzv. aplikační server, na kterém je implementována 
vlastní logika služeb poskytovaných systémem distribuovaným aplikacím. Snahou při vývoji těchto 
aplikací je odstínění síťové komunikace se serverem převážně na straně klientské aplikace.  
Poznámka: 
Distribuovaný systém může obsahovat více aplikačních serverů, které poskytují různé nebo i stejné služby např. 




Obr. 2: Distribuovaný systém využívající a) peer-to-peer (P2P) komunikaci, b) klient-server model. 
Rovněž se lze setkat se systémy, které kombinují výhody jak P2P, tak i klient-server systémů, 
jako je např. systém zmiňovaný v [6]. 
Z pohledu zpracování požadavků lze model typu klient server dále rozdělit na vrstvu (viz obr. 3): 








Obr. 4: Možné uspořádání vrstev mezi klientem a serverem. 
Na vrcholu stojí vrstva uživatelského rozhraní, která zprostředkovává komunikaci s koncovým 
uživatelem. Jako druhá se nachází vrstva zpracování, kde dochází ke zpracování požadavků přijatých 
od vrstvy uživatelského rozhraní. Zde se nachází vlastní logika celého systému. Poslední vrstvou je 
vrstva datová, kterou využívá vrstva zpracování pro získávání a ukládání dat, které sama zpracovává. 
Datová vrstva je obvykle realizována databází ve formě databázového serveru. Jednotlivé vrstvy 
mohou být rozprostřeny rozdílně mezi klientskou a serverovou část systému tak, jak ukazuje obr. 4 
(zde jsou jednotlivé vrstvy již konkrétně specifikované, kdy máme uživatelské rozhraní, aplikaci a 
databázi).  
1.1.2 Middleware 
Middleware umožňuje spolupráci distribuovaných komponent a je jedním z nejdůležitějších 
odvětví softwarového průmyslu dnešní doby [4]. Middleware si můžeme představit jako soubor 
programových, vývojových prostředků a zdrojů usnadňující tvorbu aplikací intenzivně využívající pro 
svou činnost síťového prostředí. Jedná se o aplikace, které nejen využívají síťové komunikace, ale 
dokonce jej vyžadují pro svou správnou a plnohodnotnou činnost, ať už se jedná pouze o výměnu dat, 
využití služby umístěné na jiném místě nebo získání dalších zdrojů pro svoji činnost. S takovými 
aplikacemi se setkáme především v distribuovaných systémech, jejichž jedním typem je distribuovaný 
systém využívající vrstvu middleware, kde middleware plní úkol hostujícího prostředí pro 
distribuované komponenty (zdroje) a poskytuje prostředky pro transparentní komunikaci mezi 





Obr. 5: Blokové schéma distribuovaného systému obsahující aplikační server s middleware vrstvou. 
Za účelem zjednodušení vývoje distribuovaných aplikací je většina middleware vrstev založena 
na určitých paradigmatech, pomocí kterých jsou popsány komunikace a distribuce zdrojů v rámci 
systému.  Nejjednodušším přístupem je, že na vše je nahlíženo jako na soubor, který může být 
základem distribuovaného souborového systému (Distributed File System). Dalším typem middleware 
je model založený na vzdáleném volání procedur (Remote Procedure Call). Tento model je založen na 
ukrytí síťové komunikace pod volání metod. Přístup ke vzdáleným zdrojům a službám je prováděn 
prostřednictvím volání metody obdobně jako realizováno volání metody na lokální úrovni. S nástupem 
objektově orientovaného programování přichází na scénu distribuované objekty. Principem tohoto 
middleware je skrytí síťového charakteru komunikace se vzdálenými objekty až na takovou úroveň, že 
komunikace s těmito objekty se téměř vůbec neliší od komunikace s lokálními objekty (Remote Object 
Invocation).  
1.1.3 Servisně orientované systémy 
V poslední době je velmi skloňovaným pojmem tzv. servisně orientovaná architektura SOA 
(Service Oriented Architecture) jako architektura pro integraci systémů. Architektura SOA převážně 
souvisí s heterogenními systémy, tj. systémy, které obsahují aplikace, služby, zdroje postavené na 
nejrůznějších technologiích, jako je tomu u distribuovaných systémů. Architektura SOA definuje 
přístupy, jak tyto technologie propojit (integrovat), aby mohly spolu komunikovat a poskytovat 
navenek požadovanou funkci systému.  
Existuje několik možných definic SOA, W3C konsorcium definuje SOA architekturu následovně 




V architektuře SOA se zmíněné komponenty nazývají služby. SOA přístup vede na aplikaci jako 
na strukturovanou sadu služeb, spolu se sadou tzv. orchestrací, což není nic jiného než popis, jak se 
mají jednotlivé služby vzájemně využívat, aby bylo docíleno požadovaného výsledku [9]. Jak může 
vypadat taková aplikace využívající SOA, je zobrazeno na obr. 6. 
 
Obr. 6: Servisně orientovaná architektura. 
Základním smyslem SOA architektury je to, že je založena na víceméně autonomních službách, 
které jednak slouží jako zdroj dat pro aplikaci a rovněž mohou působit i jako příjemce dat jiných 
služeb. Tento přístup, kdy komponenta je sama jak konzumentem, tak i zdrojem dat, je typický pro 
distribuované systémy s volnými vazbami mezi jednotlivými komponentami systému [11].  
Služby v rámci SOA architektury mají tzv. samopopisnou vlastnost. V praxi to znamená, že 
pokud víme, kde službu najít, není již potřeba dalších externích informací – veškeré potřebné 
informace pro využívání služby lze získat ze služby samotné. Servisně orientovaná architektura je 
způsob, jak vytvářet sdílené, opakovaně použitelné a distribuované služby [12]. Důkazem tohoto 









Maximální využití SOA přístupu lze najít v technologii označované jako Platform-as-a-Service, nebo-li zkratkou 
PaaS. V tomto případě je celá aplikace hostovaná na webovém serveru, kdy nejenom uživatelé mohou k této 
aplikaci přistupovat prostřednictvím webových prohlížečů, ale rovněž i vývoj probíhá přes webový prohlížeč. 
Jinými slovy vývoj software probíhá on-line. Tato technologie se také označuje jako „software jako služba“ 
(software as a service). 
 
Přínosem PaaS přístupu je především zvýšení produktivity programátora a zkrácení vývojového cyklu aplikace. 
To je docíleno tím, že hostované prostředí obsahuje již sadu předpřipravených služeb, kterých může být při 
vývoji aplikace využito. Vývojář spíše než programování kódu vytváří stavový diagram aplikace. Pokud je 
potřeba napsat kód, je to buď realizováno nějakým obecně známým jazykem jako např. PHP a JAVA, nebo 
hostující prostředí nabízí vlastní programovací jazyk. Aplikace je pak přeložena do podoby služby, kterou pak 
mohou využívat přes síťové rozhraní jiné servery, služby nebo klienti. 
 
Mezi implementace technologie PaaS patří Bungee Connect, Google App Engine, dále tuto technologii nabízejí 
např. Coghead, Etelos, LongJump, Rollbase a Selesforce.com [25]. 
1.1.4 Webové služby jako implementace SOA 
Jednu z velmi rozšířených implementací SOA architektury představují webové služby [17]. 
Webová služba reprezentuje komponentu zmíněnou v definici SOA architektury a je definována jako 
objekt, který je schopen přijímat XML zprávy, zpracovat je a reagovat na ně odesláním XML 
odpovědi [10]. Stejně jako definice SOA, tak i definice webové služby je velmi obecná, což znamená, 
že webová služba může být implementována různě hlavně co se týče formátu zpráv, pomocí kterých 
webová služba komunikuje [13]. 
Velký potenciál webových služeb tkví v jejich vzájemné integraci a spolupráci. Jedná se o stav, 
kdy aplikace postavená na SOA architektuře využívá několik webových služeb takovým způsobem a 
v takovém pořadí, aby získala potřebný výsledek. Tento proces, kdy jsou postupně využívány 
jednotlivé webové služby v kontrolované formě, se nazývá orchestrace a choreografie webových 
služeb. Přesné definice orchestrace a choreografie jsou uvedeny v [15], pro snadnější pochopení je 
však lépe využít situace zobrazené na obr. 7.  
Orchestrace popisuje spolupráci mezi webovými službami jakou součást nějakého procesu, 
zatímco choreografie se zaměřuje na popis chování mezi webovými službami, které mohou být i 
součástí procesu definovaného pomocí orchestrace. Orchestrace tedy definuje proces, choreografie se 
zaměřuje na vzájemnou spolupráci. 
Jak orchestrace, tak i choreografie se dostávají do popředí zájmů, neboť právě díky těmto 
technologiím je možné plně využívat webových služeb pro budování komplexních systémů [18]. Pro 
popis orchestrace i choreografie webových služeb existuje několik protokolů, jejichž přehled je 
uveden v [22].  
V praxi se lze často setkat se situací, kdy jsou webové služby využívány jako jakýsi transportní 
prvek pro jiné zprávy. V takovém případě mají metody webové služby definovaný parametr 
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identifikující odesílatele a textový parametr nesoucí vlastní zprávu obvykle ve formátu XML. Jinou 
možností může být místo textového parametru použití objektové struktury, kdy vlastní protokol může 
být popsán objektovým přístupem [93], [96]. 
 
Obr. 7: Rozdíl mezi orchestrací a choreografií. 
Význam webových služeb v budoucnu ještě vzroste. Podkladem tohoto tvrzení může být vývoj 
v oblasti internetu, kdy původní využívání internetu jako technologie pro publikování se s příchodem 
Web 2.0 aplikací změnilo na interaktivní médium využívající pokročilé komunikační techniky včetně 
webových služeb [16]. Již v současné době se výzkum v oblasti internetu zaměřuje na tzv. sémantický 
web, tj. internet by se měl stát prostředím, které bude rozumět tomu, co obsahuje a zobrazuje za 
informace [11]. Webové služby zde opět určitě budou mít své pevné postavení. V budoucnu bude také 
potřeba se soustředit nejen jak služby integrovat, propojovat a využívat, ale rovněž jak je testovat, což 
určitě přijde jako další požadavek v průběhu jejich rozšíření a přijetí v rámci vývoje aplikací a  
systémů [26]. 
1.1.5 Shrnutí 
Distribuované systémy poskytují koncovým uživatelům unifikovaný přístup ke službám bez 
nutnosti podrobné znalosti vnitřní struktury systému, který tak může být postaven na různých 
technologiích. Různorodé systémy lze integrovat prostřednictvím servisně orientované architektury, 
jejíž implementace v podobě webových služeb stále nabývá významu. Integrace je pak postavena na 




1.2 Platforma .NET Framework 
Obsahem této kapitoly je základní seznámení s platformou .NET Framework, její struktury a 
popis jednotlivých verzí platformy. 
1.2.1 Základní struktura  
.NET Framework je nová platforma, která zjednodušuje vývoj aplikací ve vysoce distribuovaném 
prostředí internetu a intranetu [19]. Platforma .NET Framework byla navržena tak, aby zajistila 
následující cíle: 
• Poskytnout konzistentní prostředí pro objektově orientované programování bez ohledu na 
to, zda je objekt uložen a spuštěn lokálně, nebo distribuován v síti a využíván vzdáleně. 
• Poskytnout prostředí pro vykonání kódu, které minimalizuje jeho vývoj a údržbu. 
• Poskytnou prostředí, které by odstraňovalo výkonnostní problémy skriptovacího nebo 
interpretovaného prostředí. 
• Poskytnout vývojářům prostředí, na kterém lze vyvíjet nejrůznější typy aplikací. 
• Vytvořit veškerou komunikaci na průmyslových standardech za účelem zajistit integraci 
kódu platformy .NET Framework s jakýmkoliv jiným kódem. 
 
Obr. 8: Struktura .NET Framework a navazující programovací jazyky. 
Microsoft .NET Framework platforma umožňuje vytvářet aplikace nezávislé na typu operačního 
systému a funguje i jako jeho nadstavba [21], což dokazuje i směr vývoje platformy, kdy s každou 
novou verzí přichází znatelné rozšíření a integrace s novými zamýšlenými prvky operačního systému 
Microsoft. V budoucnu by rozšíření mělo být do takové míry, že by .NET Framework měl zcela 
pokrýt všechny služby a prostředky rozhraní Windows API, tj. rozhraní operačního systému. 
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Základní bloková struktura platformy vycházející z první verze je uvedena na obr. 10 [20]. Na 
úplně nejnižší úrovni se nachází běhové prostředí Common Language Runtime (CLR), realizující 
základní infrastrukturu, nad kterou je celý Framework vybudován. CLR obsahuje sadu run-time služeb 
programově dostupných ve formě tříd a struktur implementujících různá veřejná rozhraní. Další vrstva 
obsahuje několik sad knihoven spolu s podporou pro přístup k datům a práci s XML (eXtensible 
Markup Language). Nejvyšší vrstva je tvořena dvěma knihovnami pro vytváření webových a 
klasických aplikací s uživatelským rozhraním. Uvedené knihovny jsou jazykově nezávislé, dostupné z 
libovolného vývojového nástroje, který podporuje a splňuje vlastnosti tzv. Common Language 
Specification (CLS) – základní vlastnosti očekávány v každém programovacím jazyce na platformě 
.NET. Tyto vlastnosti jsou součástí doporučení ECMA-335, které lze nalézt v [23]. Na základě CLS 
platforma .NET Framework umožňuje spolupráci napříč všemi jazyky, které podporují CLS. 
Spolu s platformou .NET byl uvolněn i nový programovací jazyk C#. Je to programovací jazyk 
podobný jazyku Java s rozšířeními, které lze najít v jazycích Delphi a dnes již nevyvíjeného jazyka 
Microsoft Visual J++. Tyto rozšíření zahrnují podpory vlastností a událostně orientovaný programový 
model (event-driven programming model) využívající delegáty [24]. 
1.2.2 Vývoj a verze  platformy .NET 
První verze platformy .NET označovaná jako .NET Framework 1.0 byla uvolněna v roce 2002. 
Platforma kromě nové technologie přinesla především vysokou podporu pro vývoj aplikací využívající 
síťového rozhraní (webové služby, technologie .NET Remoting) a zjednodušení v oblasti vývoje 
komponentně orientovaného softwaru, který do té doby byl v systémech Windows postavem na 
technologii COM+. Protože však na základech COM+ technologie existuje celá řada fungujících 
systémů a aplikací, byla do .NET platformy zabudována oboustranná podpora pro vývoj aplikací na 
bázi COM+ technologie. Tato podpora se označuje jako COM Interoperability [30].  Dále .NET 
platforma 1.0 přinesla technologii ASP.NET pro vývoj webových aplikací. 
V roce 2003 byl uvolněn .NET Framework verze 1.1, který přinesl kromě oprav vylepšení 
podpory vývoje pro mobilní zařízení a změny v oblasti bezpečnosti. 
K větší změně až na úrovni IL kódu došlo s příchodem platformy .NET Framework 2.0, která byla 
uvolněna v roce 2005. Verze 2.0 přinesla značné rozšíření základních knihoven (podpora sériového 
portu, Active Directory, transakčního zpracování, SMTP protokolu atd.) a nové prvky do IL jazyka, 
jako jsou:  
• generics – jakási obdoba šablon z jazyka C++ s tím rozdílem, že konkrétní definice 
datového typu se ze šablony tvoří až za běhu aplikace. 
• partial classes – možnost definovat třídu přes více zdrojových souborů. 
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• anonymní metody – ukazatele na metody beze jména, což lze s výhodou využít při 
obsluhování událostí. 
Ve verzi 2.0 byla přepracována technologie ASP.NET, která přinesla nejen spoustu nových 
knihoven, ale především novou koncepci při vývoji, nasazení a samotné provozu webových aplikací. 
Další verze 3.0, která byla uvolněna v roce 2006, znamenala ještě větší posun pro snadnější vývoj 
distribuovaných aplikací. Toto usnadnění spočívalo především ve třech komponentách: 
• Windows Presentation Foundation (WPF) – umožňuje vývoj GUI vrstvy deklarativním 
způsobem prostřednictvím XAML (Extensible Application Markup Language) jazyka. 
• Windows Workflow Foundation (WWF) – je určena pro sekvenční popis logiky aplikace 
s podporou transakcí a dlouhodobých aktivit [46]. 
• Windows Communication Foundation (WCF) – jednotné komunikační rozhraní pro 
snadnou tvorbu SOA aplikací [41]. 
 
Obr. 9: Komponenty platformy .NET a jejich příslušnost k dané verzi. 
Poslední dostupnou oficiální verzí je verze 3.5, která byla uvolněna v roce 2007. Tato verze, 
stejně jako verze 3.0 využívá CLR verze 2.0. Součástí verze 3.5 je zabudování podpory dotazovací 
syntaxe do jazyka C# 3.0 a VB.NET 9. Tato syntaxe se označuje jako LINQ (Language-Integrated 
Query). Platforma .NET ve verzi 3.5 tak poskytuje prostředky k rychlému návrhu a vývoji aplikacích 
využívající síťové komunikace [63]. 
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Příští verze 4.0, která by měla být součástí Visual Studia 2010, přinese mimo jiné podporu pro 
vývoj paralelních aplikací na multijádrových procesorech. Součástí bude jazyk PLINQ, tj. LINQ  
s podporou paralelismu a podpora pro vývoj v oblasti technologie Cloud Computing postavené na 
technologii Windows Azure, která by měla umožňovat vývoj aplikací s distribuovanými datovými 
zdroji a službami [32]. 
Zjednodušený přehled, co je součástí jednotlivých verzí, je zobrazen na obr. 9. 
1.2.3 Shrnutí 
Platforma .NET poskytuje prostředky usnadňující vývoj aplikací využívajících distribuovaného 
prostředí internetu. Od roku 2002, kdy byla vydána první verze platformy, byly postupně do této 
platformy implementovány technologie pro vývoj distribuovaných aplikací postavených zejména na 
architektuře SOA. Důležitým faktem je, že všechny tyto technologie jsou nezávislé, samostatně 
použitelné, avšak vzájemně kombinovatelné a rozšiřitelné. 
1.3 .NET distribuované systémy 
V této kapitole jsou postupně rozebrány charakteristické vlastnosti a možnosti platformy .NET, 
kterých lze využít při vývoji distribuovaných systémů a aplikací. Závěr kapitoly je pak věnován 
oblasti sdílení prostředků jakožto stěžejní oblasti této práce. 
1.3.1 .NET aplikace 
Následující text je rozdělen do jednotlivých oddílů, kdy každý oddíl se zabývá určitým principem 
.NET platformy. Principy jsou zde uvedeny jako přehled základního chování a možností platformy 
využitelných při implementaci .NET aplikací. 
OOP přístup 
.NET Framework je objektově orientovaná platforma, kdy veškerý kód splňující pravidla 
Common Language Specification (CLS) musí být součástí nějaké třídy. Vývoj aplikací nad platformou 
.NET využívá objektově orientovaných principů, jako dědičnost a polymorfismus [33]. 
Správa paměti 
Velkým přínosem pro vývojáře na platformě .NET je automatická zpráva paměti. Vývojář se již 
nemusí zabývat uvolňováním všech paměťových zdrojů, které kdy alokoval, což velmi často vedlo k 
tzv. nechtěným unikům pamětí (memory leak), kdy bylo zapomenuto na uvolnění již nepotřebné 
paměti. Na platformě .NET se o uvolnění již nepotřebných objektů stará tzv. Garbage Collector (GC).  
19 
 
Kolektor GC má přehled o všech objektech, tj. zda je objekt nějakým způsobem používán. Pokud 
na nějaký objekt žádný jiný používaný objekt neodkazuje, může být odstraněn z paměti. GC 
neuvolňuje nepotřebné objekty okamžitě, ale až v okamžiku nedostatku paměti. Během procesu rušení 
nepotřebných objektů jsou všechny ostatní vlákna aplikace pozastavena [34]. 
Typová kontrola 
Kód nad platformou .NET je plně samopopisný, proto má virtuální stroj přesný přehled o 
jednotlivých datových typech, třídách a vazbách mezi třídami dané aplikace a použitých knihovnách. 
Tyto informace se uchovávají i po překladu IL kódu do nativního kódu pomocí JIT (Just In Time) 
překladače a jsou využity při požadavku o přetypování určitého objektu. Díky této typové kontrole 
nemůže dojít k situaci, že by určitý objekt byl přetypován na úplně zcela nesouvisející datový typ a 
tím způsobit krach běžící aplikace. Jak jsou jednotlivé objekty řízeného typu umístěny v paměti po JIT 
překladu je popsáno v [35]. 
Knihovny a spustitelné aplikace 
Veškeré .NET programy jsou překládány do tzv. kompletů. Tyto komplety se navenek mohou 
jevit buď jako knihovny, nebo jako spustitelné aplikace. V obou případech se uvnitř kompletů nachází 
IL kód přístupný prostřednictvím tříd.  Knihovny obsahují sadu tříd, které mohou vyžívat jiné 
knihovny nebo aplikace. Odkaz na knihovny lze stanovit buď v době překladu kompletu, nebo lze 
knihovny načítat programově tzv. late-binding. 
Atributy a princip reflekce 
Atribut je zvláštní konstrukce, pomocí které můžeme přidávat vlastní metadata do kompletu a to 
deklarativním přístupem [39]. Atributy jsou další přídavné informace, které můžeme svázat s nějakým 
typem obsaženým v kompletu. Tyto informace pak lze zpracovávat za běhu programu. Pomocí 
atributů tak můžeme měnit chování programu. 
Pro získání informací z metadat slouží tzv. princip reflekce, který umožňuje pomocí informací z 
metadat zjistit veškerá informace o kódu v daném kompletu. Můžeme tak zjistit, které třídy jsou v 
kompletu obsaženy, jaké mají metody, vlastnosti, události atd. Současně nám reflekce umožňuje 
zjistit, jaké atributy jsou definovány s daným typem (třídou, metodou, událostí, proměnnou atd.). 
Událostně orientované programování 
Platforma .NET přichází se speciálním typem zvaný delegát, což není nic jiného než ukazatel na 
funkci. Delegát je na rozdíl od standardního ukazatele na funkci typově bezpečný, tj. nelze provést 
volání delegáta nad funkcí, která nemá stejný předpis jako delegát. 
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Dále .NET definuje události, což je vlastnost, do které lze přiřazovat jednotlivé delegáty. 
Vyvolání události definované v objektu může být realizováno jen zevnitř objektu a způsobí zavolání 
všech funkcí, na které se odkazují jednotliví delegáti registrovaní v události. 
1.3.2 .NET pro mobilní zařízení 
Platforma .NET existuje i v podobě pro mobilní zařízení. Tato platforma se označuje .NET 
Compact Framework. Na rozdíl od standardní .NET platformy platforma pro mobilní zařízení má 
omezenější podporu funkčností, což je dáno především hardwarovými možnostmi mobilních zařízení. 
Avšak stěžejní funkčnosti jako je hardwarové nezávislost, podpora síťové komunikace a přístup ke 
vzdáleným datům je dostupná i v této platformě, což umožňuje mobilním zařízením s platformou 
.NET Compact Framework plně využívat distribuovaného síťového prostředí [36]. 
1.3.3 .NET komunikační technologie 
Platforma .NET obsahuje tři stěžejní komunikační technologie, pomocí nichž lze realizovat 
vzdálené volání procedur objektů. 
.NET Remoting 
.NET Remoting je technologie, která umožňuje vzdálenou komunikaci mezi objekty 
prostřednictvím sítě, tudíž opět plně zapadá to OOP přístupu celé platformy. Hlavním rozdílem .NET 
Remoting oproti stávajícím technologiím je rozšiřitelnost této technologie a možnost použití vlastního 
komunikačního protokolu pro vzdálenou komunikaci [37]. Komunikace mezi objekty je typu server-
klient, kdy klient volá metody vzdáleného objektu umístěného na serverové stanici. 
Při komunikaci přes síťové rozhraní dochází k tzv. serializaci dat, kdy jsou datové objekty 
převedeny do formátu vhodného pro přenos přes síťové rozhraní. Při serializaci dat se využívá 
principu reflekce. Standardně .NET nabízí dvě možnosti, jak lze data serializovat – binárně nebo do 
protokolu SOAP (Simple Object Access Protocol), což je protokol založený na syntaxi jazyka XML.  
Výhodou binární serializace je její rychlost, menší velikost zpráv, avšak za cenu složitější 
čitelnosti zpráv – musíme použít speciální nástroj pro prohlížení obsahu přenášených zpráv např. při 
monitorování zpráv v průběhu komunikace. Na druhé straně protokol SOAP je textově orientovaný 
protokol postavený na syntaxi jazyka XML (Extensible Markup Language), což nám přináší možnost 
číst zprávy přímo bez použití nějakého dekódovacího nástroje. Nevýhodou této komunikace je nárůst 
velikosti přenášených zpráv a zvětšení paměťových nároků na zpracování XML dokumentů [38]. 
Jako transportní protokol pro serializovaná data .NET standardně nabízí komunikaci 
prostřednictvím TCP nebo HTTP kanálů, avšak je možné implementovat vlastní transportní protokoly. 





Webová služba je další komunikační technika na platformě .NET Framework, prostřednictvím 
které lze realizovat vzdálené volání metod objektů. Oproti technice .NET Remoting má výhodu, že je 
platformově nezávislá a navíc se jedná o jednu z možných implementací servisně orientované 
architektury. Webová služba je síťově přístupné rozhraní k aplikačnímu kódu, tj. k vlastnímu 
výkonnému kódu, a to na základě standardních internetových technologií jako je protokol HTTP. 
Webové služby mohou být vyvíjeny jako standardní ASP.NET stránky umístěné na IIS webovém 
serveru, ke kterým může klient přistupovat pomocí HTTP a HTML protokolů. 
Webové služby se vyznačují samopopisnou schopností a rozšiřitelností, proto nacházejí široké 
uplatnění při vývoji síťových aplikací. Komunikace s webovou službou může mít tři fáze. První fáze 
komunikace s webovou službou představuje fázi vyhledání požadované webové služby obvykle 
pomocí protokolu UDDI. Výsledkem této fáze je seznam webových služeb splňující určité požadavky 
a odkaz, kde jsou služby dostupné – obvykle se jedná o URL adresu. Dále následuje zjištění rozhraní, 
jaké služba poskytuje, tj. seznam metod, parametrů, formát kódování zprav apod. Popis služby je 
obvykle proveden prostřednictvím WSDL (Web Server Description Language) protokolu [13]. 
Poslední fáze je pak vlastní komunikace s webovou službou, kdy se pro přenos zpráv obvykle používá 
protokol SOAP, který využívá jako transportního protokolu protokol TCP nebo HTTP.  
Poznámka: 
Velmi zajímavé je srovnání SOAP protokolu a alternativních způsobů kódování zpráv webových služeb 
především z pohledu jejich velikost uvedených v [45], kdy lze vidět, že výhodnost použití daného kódování 
závisí na velikosti přenášených dat ve zprávách. 
Komunikace s webovou službou je bezestavová [88]. Podporu stavové komunikace je proto nutné 
ošetřit dalšími mechanismy [91]. Standardně je tato podpora v ASP.NET řešena pomocí cookies. Jinou 
z možných variant je použití WSE  (Web Service Enhancements) rozšíření [90], [86]. 
Windows Communication Foundation 
Jak .NET Remoting, tak i webové služby se vyznačují svými specifickými vlastnostmi, což je 
potřeba mít na paměti při tvorbě klienta využívající vzdálený objekt postavený na jedné či druhé 
technologii. Technologie Windows Communication Foudation (WCF) přináší na platformě .NET 
jednotný pohled na vzdálenou komunikaci prostřednictvím unifikovaného komunikačního modelu 
založený na službách plně vyhovující SOA přístupu. 
Architektura WCF rozdělena do jednotlivých vrstev. Horní vrstva Contracts definuje jednotlivé 
předpisy služby, tj. formát dat, zpráv, poskytované služby a požadavků. Dále následuje vrstva Service 
Runtime, která má na starosti nastavení a řízení chování služeb, jako např. ošetření chyb, transakce, 
filtrování a další. Níže se nachází vrstva komunikace Messaging, která definuje formát zpráv a použité 
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komunikační protokoly. Poslední vrstvou je prostředí, kde je umístěna vlastní logika publikované 
služby. Logika služby může být implementována jako Windows služba, spustitelná aplikace, COM 
objekt a další. 
Základní vlastností všech vrstev architektury WCF je jejich otevřenost a rozšiřitelnost. V praxi to 
znamená, že lze do komunikačního procesu v rámci WCF implementovat vlastní rozšíření protokolu 
nebo celý vlastní protokol, definovat nový komunikační kanál (např. komunikaci přes sériový port), 
plně určovat chování služby (transakce, zabezpečení). Co se týče komunikačního protokolu, jsou 
standardně všechny zprávy formátovány do protokolu SOAP. Prostřednictvím WCF lze realizovat 
komunikaci typu simplex, duplex a typu žádost-odpověď.  
Podrobný popis celé architektury včetně konkrétních příkladů použití lze nalézt v [41], kde je 
uvedena i následující definice WCF technologie, odkud vyplývá, že WCF není jen sada knihoven, ale 
komplexní přístup k vývoji aplikací. 
Windows Communication Foudation programový model je kombinací existujících technologií 
s novými technologiemi, metodami a programátorskými přístupy. WCF především poskytuje 
prostředky pro snadný vývoj distribuovaných aplikací s vysokou mírou kompatibility a podporou 
servisně orientované architektury. 
1.3.4 Zabezpečení 
Zabezpečení na platformě .NET využívá následujících třech elementů: 
• bezpečnost na úrovni kódu (Code Access Security, označovaná také jako CAS), 
• bezpečnost na základě rolí (Role-based Security), 
• typová bezpečnost (Type Safety). 
Typová bezpečnost (Type Safety) 
Jak již bylo psáno v kapitole o platformě .NET Framework, kód se na platformě překládá do tzv. 
řízeného kódu, který obsahuje veškeré informace potřebné k jeho využití a spuštění. Mezi tyto 
informace patří kompletní definice datových typů. 
V řízeném kódu není možno přistupovat (pokud není řečeno explicitně) přímo na určité paměťové 
místo podle adresy. Veškeré práce s pamětí probíhají přes objekty. Správa paměti je navíc kompletně 
pod kontrolou platformy. 
Pokud na platformě .NET napíšeme kód, kdy nějaké proměnné přiřazujeme nějaký objekt, 
dochází na pozadí platformy při každém takovém přiřazení ke kontrole, zda typ proměnné je 
kompatibilní s typem přiřazovaného objektu. Tato kontrola se označuje jako typová bezpečnost, neboť 
zamezuje nesprávnému přístupu k paměti. 
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Bezpečnost na základě rolí (Role-based Security) 
Jedná se o klasickou bezpečnost založenou na autentizaci uživatele. Struktura objektů zajišťující 
bezpečnost na základě rolí je zobrazena na obr. 10. 
 
Obr. 10: Objekty použité při bezpečnosti na základě rolí (Role-base Security). 
CLR neboli běhové prostředí využívá objekt Principal pro autorizaci uživatele. Objekt Principal 
obsahuje informace o rolích, do kterých spadá, a informaci o uživateli v podobě Identity objektu. 
Pricipal je uživatel nebo agent, pod kterým běží kód – představuje bezpečností kontext pro spuštění 
kódu. Identity objekt představuje konkrétního uživatele. Každé vlákno na platformě .NET má přiřazen 
určitý objekt Principal, podle kterého lze provádět autorizaci pro aktuálního uživatele. 
Bezpečnost na úrovni kódu (Code Access Security) 
Jedná se o nový přístup bezpečnosti, kdy se provádí zabezpečení zdrojů podle kódu, který chce ke 
zdroji přistoupit. Prostřednictvím CAS (Code Access Security) lze kódu přiřadit různou úroveň 
důvěryhodnosti [42]. 
Celý proces zabezpečení nastává již při nahrávání kompletu (assembly) běhovým prostředím. 
Každému kompletu je přiřazen tzv. Evidence, který obsahuje informace o kompletu. Na platformě jsou 
dále definována bezpečnostní pravidla (Security policy), pomocí kterých dochází k mapování objektů 
Evidence na oprávnění implementované objekty Permission. Tímto způsobem kód získá sadu 
oprávnění.  
V kódu lze pak programově, nebo deklarativně pomocí atributů definovat, že pro vykonání určité 
operace je potřeba mít dané oprávnění. Pokud v kódu vznikne požadavek na určité oprávnění, začne se 
postupně zpětně procházet zásobník volání, tzv. call stack (tj. postupně jednotlivé volané předcházející 
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metody) a kontrolovat, zda nejen aktuální kód, ale i předešlý kód má příslušné oprávnění. V případě, 
že určitý kontrolovaný kód toto oprávnění nebude mít, je vyhozena bezpečnostní výjimka. 
Platforma .NET obsahuje sadu předdefinovaných oprávnění. Samozřejmostí je možnost vytvoření 
nových vlastních oprávnění. Příklad tvorby příslušných tříd včetně podrobného popisu CAS a jeho 
možností je uveden v [43]. 
1.3.5 Práce s daty 
Jedna z nejnovějších technologií v rámci platformy je integrace dotazovacího jazyka přímo do 
programovacího jazyka C# a Visual Basic .NET [47]. Technologie se nazývá LINQ (Language of 
Integrated Query), což je: 
• uniformní programový model pro operaci s daty nezávisle na datových zdrojích, 
• další nástroj pro integrací SQL dotazů do kódu, 
• další abstrakce pro datovou vrstvu. 
LINQ je rozšířením syntaxe programovacího jazyka. Při překladů programového kódu obsahující 
LINQ dotazovací kód, je tento kód převeden do standardního objektově orientovaného kódu, který je 
však optimalizovaný pro daný LINQ dotaz. Pomocí LINQ syntaxe lze velmi snadno implementovat 
vyčtení a uložení dat do datového zdroje. 
LINQ je rozšiřitelná technologie, na platformě .NET 3.5 je v rámci LINQ obsažena podpora pro 
dotazování se nad: 
• objekty (LINQ to Objects), 
• SQL databázi prostřednictvím ADO.NET (LINQ to ADO.NET), 
• XML soubory (LINQ to XML). 
Vývoj LINQ pokračuje a v nadcházející verzi .NET platformy by měla být podpora pro paralelní 
zpracování dotazům, což by mělo přinést zvýšení výkonnosti. Paralelní verze zřejmě bude mít 
označení PLINQ (Parallel LINQ). 
1.3.6 Sdílení prostředků 
Jedním ze základních vlastností distribuovaných systémů je schopnost efektivně využívat zdroje 
neboli prostředky. Distribuovaný systém by se měl navenek tvářit jako jednotný koherentní systém. 
Stejně tak by měl přistupovat i ke klientským požadavkům na prostředky systému, resp. 
k požadavkům na využití služeb prostředků. 
V ideálním případě je každému požadavku přiřazen vlastní prostředek, který daný požadavek pak 
zpracovává. Jedná se o nejjednodušší a také doporučovaný případ využívání prostředků 
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v distribuovaných systémech obzvláště, pokud se jedná o bezestavové prostředky [19]. Ne vždy lze 
však této podmínce vyhovět. Jedná se především o případy, kdy: 
• není možné každému požadavku, či klientovi vytvořit vlastní prostředek z důvodu 
softwarových nebo hardwarových požadavků, který prostředek vyžaduje, 
• je potřeba sdílet data a udržovat data nejen mezi požadavky klienta, ale rovněž mezi 
klienty navzájem, tj. obvykle se jedná o nějak centrální objekt. 
Přístup ke sdíleným zdrojům může být řešen programově na různých úrovních systému. Pokud 
tedy nelze zajistit pro každý požadavek vlastní dedikovaný prostředek, je potřeba tyto prostředky 
sdílet mezi jednotlivými procesy nebo vlákny zpracovávající daný požadavek. 
Vzájemné vyloučení 
Vzájemné vyloučení (mutual exclusion) je technika, kdy se definují kritické úseky programového 
kódu, které mohou být v daném okamžiku zpracovávány pouze jedním vláknem. Aplikace, kde je kód 
zpracováván více vlákny, se označuje jako multivláknová.  
V .NET platformě lze pro definování kritické sekce použít klíčového slova lock nebo pomocných 
tříd ze jmenného prostoru System.Threading, jako je třída Monitor, Mutex, Semaphore a další. Tyto 
prostředky umožňují řízení vláken, které však musí být pečlivě navrženo, aby nedocházelo 
k neočekávaným stavům. O některých technikách řízení vláken mající nežádoucí dopady pojednává 
článek [50]. 
Jedním z největších úskalí multivláknových aplikací, je možnost výskytu stavu uváznutí 
(deadlock), tj. stavu, kdy dojde je křížovému čekání na uvolnění kritické sekce. K uváznutí dojde, 
pokud jsou splněny následující podmínky [51] (zde se místo vlákna užívá obecnějšího pojmu proces): 
• vzájemné vyloučení (Mutual exclusion) – prostředek může být v jednom okamžiku 
používán pouze jedním procesem,  
• drž a čekej (Hold & wait) – proces může žádat o přidělení dalších prostředků, i když již 
má přidělen alespoň jeden prostředek,  
• neodnímatelnost (No preemption) – uvolnění prostředku je plně v kompetenci procesu.  
• čekání do kruhu (Circular wait) – v grafu závislosti procesů a prostředků může vzniknout 
cyklus. 
Není-li alespoň jedna ze zmíněných podmínek splněna v žádném okamžiku běhu programu, 
nedojde ke stavu uváznutí. Možné techniky podle jsou [51]: 




• Pokud má proces alokovaný nějaký prostředek, není mu dovoleno alokovat jiný, dokud 
původní zdroj neuvolní. 
• Seřazení prostředků a povolení procesu alokovat pouze prostředky, které jsou následnými 
prostředky prostředků již alokovaných daným procesem. 
Speciální instrukce nebo aplikačního rozhraní 
Dosud zmíněné techniky alokování zdrojů patří mezi pesimistické transakce. Řešení stavu 
uváznutí a především konzistence dat na optimistickém přístupu je popsáno v [52]. Jedná se o techniky 
MCAS (Multi-word Compare-swap), WSTM (Word-based software transactional memory) a OSTM 
(Object-based software transactional memory). Optimistické přístupy využívají speciální instrukce 
nebo aplikační rozhraní API a v případě MCAS a WSTM pracují až na úrovni paměti. Optimistické 
techniky jsou založeny na kontrole obsahu paměťového místa ještě předtím, než je tento obsah 
změněn. V rámci kontroly se porovnává, zda obsah měněné paměti je stejný od posledního okamžiku 
přístupu. Pokud ne, tak se celý proces práce s daným paměťovým místem opakuje. Zjednodušeně 
řečeno zápis do paměťového místa probíhá transakčním způsobem. 
Princip těchto technik využívající atomické instrukce pro práci s paměti popisuje článek [77], kde 
je popsána implementace LIFO a FIFO zásobníků bez využití instrukce pro uzamykání kritické sekce. 
Protože na platformě .NET je paměť spravována běhovým prostředím, nejsou optimistické metody na 
této platformě příliš vhodné a jejich implementace by zřejmě vedla na úpravu běhového prostředí. 
Návrh pro rozšíření standardních .NET  prostředků pro synchronizaci vláken pomocí speciálních 
klíčových slov na platformě existuje a je součástí jazyka Cω. Jedná se o jazyk rozšiřující standardní 
C# syntaxi o klíčová slova a techniky pro snadnější tvorbu multivláknových aplikací [56]. 
public class OneCell { 
 public OneCell() { 
  empty(); 
 } 
 public void Put(object o) & private async empty() { 
  contains(o); 
 } 
 public object Get() & private async contains(object o) { 
  empty(); 
  return o; 
 } 
} 
Obr. 11: Třída využívající syntaxi jazyka Cω. 
Jazyk Cω zavádí do tříd asynchronní metody (asynchronous method) a synchronizační vzory 
(synchronization pattern, chord). Asynchronní metoda je definována jako metoda, které nemá žádný 
návratový typ. Synchronizační vzor obsahuje tzv. záhlaví, které se skládá z definice metody 
následované výčtem asynchronních metod. Pokud dojde k zavolání asynchronní metody, je toto volání 
uloženo do fronty (včetně parametrů asynchronní metody) a řízení je ihned vráceno volajícímu vláknu. 
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Volání asynchronní metody je vždy neblokující. Při volání metody synchronizačního vzoru je volající 
vlákno blokováno tak dlouho, dokud nejsou zavolány všechny asynchronní metody definované 
v záhlaví synchronizačního vzoru. Příklad jednoduché třídy napsané v jazyce Cω je zobrazen na obr. 
11. Tento kód představuje třídu buňky obsahující objekt o. Třída obsahuje dva synchronizační vzory 
Put a Get a dvě asynchronní metody empty a contains. Metoda Put slouží pro vložení objektu a je 
blokující, pokud není buňka prázdná. Metoda Get je určena pro vyzvednutí objektu z buňky a je 
blokující, pokud je buňka prázdná. 
V [56] lze dále najít implementaci programových technik multivláknových aplikací s vyžitím 
jazyka Cω, jako je zámek za čtení-zápis (Reader-Writer lock), asynchronní zprávy (Asynchronous 
Messages), aktivní objekty (Active Objects), plánovače (Custom Schedulers). Ačkoli jazyk Cω 
představuje další usnadnění vývoje multivláknových aplikací, nezabraňuje vzniku stavu uváznutí při 
nevhodném využití asynchronních metod a synchronizačních šablon. Další nevýhodou je použití 
speciálního překladače pro jazyk Cω. 
Programový model 
Další možností, jak vyřešit přístup ke sdíleným prostředkům, je použití zprávově orientované 
(Message Oriented) komunikace, kdy veškeré požadavky na daný prostředek jsou převedeny na 
zprávy. Tyto zprávy jsou pak zaslány prostředku pro zpracování. Prostředek nebo jeho hostující 
prostředí obsahuje vstupní frontu, kam jsou příchozí zprávy umístěny. Jakmile je prostředek volný, 
vyjme se zpráva ze vstupní fronty, prostředek ji zpracuje a zašle klientovi zpět odpověď obsahující 
výsledek zpracování. Výhodou těchto systémů je neexistence stavu uváznutí.  
Jakýmsi standardem pro zprávově orientovanou komunikaci je specifikace MPI (Message Passing 
Interface) [55], která definuje rozhraní pro vzdálenou komunikaci prostřednictvím zpráv. Microsoft 
implementuje toto rozhraní v produktech Microsoft HPC Server 2008 a Windows Compute Cluster 
Server 2003. Přesněji řečeno tyto produkty obsahují implementace MPI rozhraní založenou na 
MPICH2 (http://www.mcs.anl.gov/research/projects/mpich2/) vyvinutou v Argonne National 
Laboratory. Této implementace využívá projekt MPI.NET [56], který přináší MPI rozhraní na 
platformu .NET.  
V principu lze MPI.NET použít pro bezpečný přístup ke sdíleným zdrojům, primárně však MPI 
programy využívají SPMD (Single Program Multiple Data) model, kdy každý proces v rámci MPI 
provádí stejný kód, avšak nad jinými daty. MPI se převážně využívá pro paralelní zpracování úlohy a 
jeho použití jako nástroje pro sdílení zdrojů je zbytečně robustní, navíc v případě MPI.NET vyžaduje 
přímou podporu operačního systému.  
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Řešení zprávově orientované komunikace postavené čistě na platformě .NET přináší projekt 
SPRINTER [87], který jsem navrhl a vyvinul v rámci komunikačního projektu GA102/03/1033, kde 
SPRINTER zastával úlohu centrálního prvku pro komunikaci klientských stanic mezi sebou, se 
serverem a s mobilními jednotkami v rámci radiové sítě [92]. Jedná se o implementaci MOM 
(Message Oriented Midleware), který vycházel z principů popsaných v článku [95] a jehož základním 
úkolem bylo vytvoření prostředí pro autonomní komponenty komunikující prostřednictvím zpráv. 
MOM je ve svém principu asynchronní, čímž se liší od techniky volání procedur, která pracuje 
synchronním způsobem. Pokud volání procedur probíhá přes síťové rozhraní je označováno jako RPC 
(Remote Procedure Call). Porovnání z hlediska časové náročnosti MOM a RPC je uvedeno v [61], 
odkud vyplývá, že RPC metoda je vhodnější, pokud je doba zpracování požadavku na serveru malá, 
zatímco MOM dosahuje lepší výsledky pro dlouhé transakce. 
Jiným navrhovaným modelem pro tvorbu multivláknové aplikace je model využívající tzv. volné 
objekty (Free Objects) [64]. Jedná se koncept sdružující objekt, vlákno a transakci. Volné objekty jsou 
vytvářeny na vlastním vlákně a mezi sebou komunikují prostřednictvím zpráv. Pokud dojde k volání 
služeb volného objektu, jsou vytvořeny dvě podtransakce, které běží pod transakcí klienta, který 
službu, resp. operaci vyvolal. Jedna transakce vykonává danou operaci, zatímco druhá vykonává další 
kód na straně klienta. Pokud není od operace očekávána žádná návratová hodnota, obě transakce běží 
paralelně. V opačném případě je vytvořen tzv. budoucí objekt (future object), který slouží pro získání 
návratové hodnoty, aniž by klient musel řešit vzniklé podtransakce. K synchronizaci mezi klientem a 
volným objektem dojde v okamžiku přistoupení k návratové hodnotě. Podobného modelu je využito i 
v případě vlastního návrhu asynchronního rozhraní popsaného v kap. 3.3. 
Dalším obecným přístupem řešící možné konflikty a především chybovost systému přináší 
koncepce uvedené v [65], která přináší myšlenku samo-spravujícího se softwaru (self-managing 
sofware), který by mohl přinést větší spolehlivost a bezpečnost počítačových systémů. Jednalo by se o 
systémy, které by věděly o svých součástech, nebo součásti by věděly samy o sobě, aby v případě 
poruchy mohly být provedeny příslušné kroky vedoucí k nápravě. Jakým způsobem by tyto kroky 
mohly být eventuálně realizovány lze najít v článku [66], který popisuje možnosti, jakým způsobem 
lze u systému v chybovém stavu zajistit jeho znovuobnovení tak, aby byla zajištěna maximální 
dostupnost systému. Jsou zde nepopsány techniky jako microreboot a  undo/redo model. 
Obecně multivláknové programování není jednoduchou záležitostí, neboť jak použití vláken, tak i 
MPI přístup vnáší do vývoje prvek neurčitosti, neboť stavový prostor multivláknových aplikací může 
být hodně rozsáhlý, což znesnadňuje jeho analýzu, zda součástí stavového prostoru není stav uváznutí. 
O úskalích a možných prostředcích řešení tohoto stavu pojednává článek [58], kde jsou popsány 
alternativní techniky bez nutnosti využití vláken jako nástroje pro zpracování požadavků. Tyto 
techniky lze rozdělit do následujících dvou skupin: 
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• Programovací modely – definují postupy a pravidla pro sdílení prostředků. Mezi 
implementace těchto modelů patří Reo, Esterel, SIGNAL nebo Lustre. 
• Programovací jazyky -  jazyky obsahující podporu pro paralelní zpracování úloh. Sem 
patří jazyky přímo tyto účely určené (Erlang, Ada), nebo syntaktické rozšíření stávajících 
jazyků (Split-C, Cilk). 
Bohužel ani jedna skupina není ideálním řešením pro tvorbu bezchybných multivláknových 
aplikací, neboť programovací modely není vždy jednoduché implementovat, obzvláště pokud je 
potřeba je kombinovat a jazyky se syntaktickou podporou vyžadují použití speciálních překladačů. 
Poznámka: 
Jazyk Erlang byl původně navrhnut firmou Ericsson jako jazyk pro přepínače v telekomunikacích. Zajímavostí 
tohoto jazyka, přesněji řečeno aplikací vytvořených prostřednictvím tohoto jazyka, je jejich vysoká výkonnost a 
nenáročnost na paměťové prostředky [59]. Implementací tohoto jazyka na platformě .NET se zabývá projekt 
[60], který byl v době psaní této práce ve fázi vývoje. 
Formální verifikace systémů 
Jiným přístupem při návrhu a implementaci systémů (obzvláště složitějším, kam multivláknové 
systémy patří) je jejich ověření prostřednictvím formální analýzy a verifikace, což jsou metody, které 
v poslední době patří mezi rychle se rozšiřující techniky ověřování správnosti systémů, kam 
samozřejmě patří i ověření, že se v systému nevyskytuje stav uváznutí [67]. Formální verifikace 
založená např. na formální specifikaci systému prostřednictvím temporální logiky se používá 
především tam, kde nelze použít mechanismus prevence nebo detekce a následného zotavení se stavu 
uváznutí. Jedná se tedy především o ověření korektnosti systému prostřednictvím jeho modelu nebo i 
systému samotného na základě analýzy, avšak obvykle ještě před jeho zprovozněním v produkčním 
prostředí.  
Protože součástí této práce je návrh koncepce, která má usnadnit vývoj systému a následně se 
uplatnit při jeho činnosti, není problematika formální verifikace v této práci dále studována. 
Vývoj multivláknových aplikací se sdílenými zdroji není jednoduchou záležitostí a existuje 
několik přístupů řešící určitou oblast této problematiky. K tomu slouží i řada nástrojů umožňujících 
především analýzu a ladění multivláknových aplikací. O některých z nich určených pro platformou 
Windows pojednává článek [62], kde je uveden jejich stručný popis. Konkrétně se jedná o nástroje  
CHESS, Intel Thread Checker, RacerX, Chord, KISS a Zing. 
1.3.7 Implementace distribuovaných systémů 
Nároky na počítačové systémy neustále rostou. Jedná se jednak o nároky výkonnostní, ale také o 
nároky na spolehlivost, dostupnost, na množství nabízených služeb a v neposlední řadě také na 
možnost integrace s ostatními systémy a možnou rozšiřitelnost. Při tvorbě komplexních informačních 
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systémů, kam distribuované systémy bezesporu patří, si dnes již nelze vystačit jen s popisem algoritmů 
a datových struktur, ale je nutné se zabývat strukturou systému na vyšší úrovni abstrakce [68]. Vyšší 
úroveň abstrakce přináší do vývoje systému dva základní prvky: 
• Snížení počtu problémových oblastí, které je třeba řešit, neboť díky abstrakci odpadá 
rozhodnutí a návrh detailních částí systému, což v konečném důsledku sníží složitost 
návrhu systému, neboť návrh je funkčně závislý na počtu idejí, které musí být v rámci 
návrhu systému řešeny [69]. 
• Zpřehlednění kódu obsahující pouze kód implementující vlastní logiku, kterou má systém 
provádět. 
Platforma .NET již sama osobě poskytuje určitou úroveň abstrakce pro vývoj aplikací, která 
spočívá ve správě paměti, OOP přístupu. Další úrovni abstrakce lze docílit využitím technologií WCF, 
WWF nebo LINQ, a tak se přiblížit ideálnímu stavu zmíněného v předcházejících bodech.  
Jedním z nových přístupů pro implementaci distribuovaného systému využívajících „řízeného“ 
prostředí platforem .NET a JAVA jsou tzv. Live Distributed Objects [70]. „Živé“ objekty využívají 
typový systém platformy a představují distribuovaný mechanismus, prostřednictvím kterého mohou 
softwarové komponenty komunikovat navzájem. K „živým“ objektům lze přistupovat jako k souboru 
nebo aplikaci ve složce. Princip „živých“ objektů je znázorněn na obr. 12. „Živé“ mezi sebou 
komunikují prostřednictvím vlastních protokolů, pomocí kterých je automaticky zaručena distribuce 
změn nebo ošetření chybových stavů. 
 
Obr. 12: Princip technologie Live Distributed Objects („živé“ distribuované objekty). 
Další technikou, jak zautomatizovat a zjednodušit vývoj distribuovaného systému, je použití AOP 
(Aspect Oriented Programming) přístupu. Tento přístup umožňuje transparentně oddělit stále se 
opakující programátorské techniky související se samotných chodem distribuovaného systému od 
logiky služeb poskytovaných systémem koncovým klientům. 
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Základní myšlenkou AOP přístupu je izolace jednotlivých oblastí aplikačního kódu, aby bylo 
docíleno větší přehlednosti a modularity [72]. Samotný OOP přístup nám sice již umožňuje tvorbu 
modulárního software, ale velmi často se na úrovni kódu setkáváme se situací, kdy např. v rámci jedné 
metody se nacházejí kódy pocházející z různých oblastí. Metoda pak může obsahovat kód pro ověření 
uživatele, pro zápis logu a pak až teprve někde mezi tímto kódem se bude nacházet vlastní výkonný 
kód metody. Cizím slovem se tato situace v kódu označuje jako code tangling. Graficky je popsaná 
situace zobrazena na obr. 13, kde vlevo jsou naznačeny jednotlivé oblasti aplikace získané z analýzy a 
vpravo pak prolínání těchto oblastí v rámci standardní implementace. 
AOP je jakousi nadstavbou standardního strukturovaného nebo OOP programování. Vývoj 
s využitím AOP přístupu se skládá ze třech následujících základních částí: 
• Dekompozice – v této fázi jsou identifikovány jednotlivé oblasti neboli aspekty systému, 
jako je např. autentizace, logování, perzistence apod. 
• Implementace oblastí – každá z identifikovaných oblastí je implementována zvlášť 
pomocí standardních programátorských technik. 
• Sloučení – na závěr jsou podle určitých pravidel sloučeny jednotlivé aspekty. Tento 
proces se cizím slovem nazývá weaving. Pravidlem může být např. řečeno, že na začátek 
každé veřejné metody objektu se provede přidání určitého aspektu apod. 
 
Obr. 13: Grafické znázornění prolínání jednotlivých oblastí aplikace. 
Proces tvorby systému pomocí jazyka implementující AOP přístup je zobrazen na obr. 14. Na 
začátku máme implementované jednotlivé aspekty, které spolu s pravidly pro sloučení vstupují do 
AOP překladače, který může pracovat na úrovní zdrojového kódu nebo i již kódu zkompilovaného. 





Obr. 14: Princip tvorby aplikace prostřednictvím přístupu AOP. 
AOP přístup lze najít i na platformě .NET Framework v rámci projektů Aspect .NET, 
LOOM.NET, PostSharp a další. To, že AOP přístup lze s výhodou využít v rámci vývoje 
distribuovaných systémů, dokazuje speciálně navržený programátorský jazyk pro vývoj 
distribuovaných systémů a postavený na AOP přístupu. Jedná se o jazyk D, vyvinutý ve firmě Xerox, 
přesněji řečeno jedná se o ucelenou soustavu určenou pro vývoj distribuovaných aplikací [73], jejíž 
součástí je zmiňovaný jazyk.  
O dalším zajímavém začleněním AOP přístupu do distribuovaného systému, konkrétně do 
middleware systému, pojednává článek [74], který popisuje proces identifikace a následné 
implementace aspektů v již existujícím systému vyvíjeného pomocí standardní OOP metodiky. Podle 
testů provedených v tomto článku až 50% tříd middleware systému obsahuje kód aspirující na roli 
aspektu. 
1.3.8 Shrnutí 
Platforma .NET Framework poskytuje nemalý počet možností jak realizovat základní principy 
distribuovaných systémů. Je důležité si povšimnout, že ucelená standardně přijímaná implementace 
distribuovaného systému nad platformou .NET není významně rozšířena. Jednotlivé principy jsou 
obvykle zcela nezávislé, avšak vzájemně snadno propojitelné. To má přínos, že lze využít jen ty 
principy, které jsou potřeba a v konečném důsledku ve flexibilitě a otevřenosti celé platformy. 
Začlenění nového principu neznamená pochopení nějaké rozsáhlé komplexní implementace systému, 
ale tvorbu nového přístupu s podporou pro kooperaci se stávajícími principy. 
V budoucnu se počet implementovaných principů na platformě rozšíří, některé z nich jsou již 
implementovány v rámci výzkumných projektů jako je např. implementace distribuované paměti [49] 
nebo replikačních schopností za účelem zvýšení dostupnosti služby v systému [48]. 
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Jedním z principů, který není na platformě .NET zatím koncepčně řešen, je přístup ke sdíleným 
prostředkům systémům, kde využití nízkoúrovňových synchronizačních mechanismů není 
jednoduchou záležitostí a při nevhodném používání může vést až ke stavu uváznutí při běhu systému. 
Řešením může být vyžití některých s doporučovaných programových modelů, avšak nevýhodou je 
jejich nutná implementace, které obvykle značí narušení OOP přístupu při vývoji systému, jak je např. 
zprávově orientované komunikace. 
Jedním z obecných a do OOP zapadajících přístupů je využití techniky AOP, která umožňuje 
přesně oddělit jednotlivé aspekty systému a zautomatizovat jejich vzájemnou interakci. Zde se proto 
nabízí možnost využití této techniky pro realizaci bezpečného přístupu ke sdíleným zdrojům. Na tomto 





2 Cíle dizertační práce 
Předložená dizertační práce se zabývá problematikou přístupu ke sdíleným prostředkům u 
distribuovaných systémů využívající platformu .NET Framework. Jedná se v podstatě o řešení 
problému využívání sdílených prostředků paralelně pracujícími procesy, resp. vlákny. Distribuovaný 
systém tak představuje z pohledu sdíleného prostředku multivláknovou aplikaci, u které je potřeba 
zajistit řízený přístup ke sdíleným prostředkům.  
Na základě studia problematiky distribuovaných systémů na platformě .NET, platformy obecně, 
praktických zkušeností získaných při realizaci zprávově orientované middleware vrstvy a vývoje 
multivláknové systému v rámci realizace komunikačního kontroléru radiové sítě byly postupně 
stanoveny následující cíle dizertační práce: 
• Jedním z požadavků při využívání prostředků v distribuovaných systémech (a 
multivkláknových obecně) je, aby operace vyvolané nad prostředky probíhaly 
asynchronním způsobem, tj. neblokovaly proces, který o službu prostředku žádá. Proto 
prvotním cílem bylo navrhnout programový model, který by představoval vzor pro 
implementaci asynchronních operací nejen prostředků, ale rovněž obecně objektů na 
platformě .NET Framework. Tento programový model by měl rozšiřovat stávající 
techniky asynchronního přístupu na platformě .NET, který bude vycházet ze získaných 
cenných praktických zkušeností v rámci řešení výzkumného projektu GA102/03/1033, 
jehož součástí byla realizace plně paralelně pracujícího kontroléru radiové sítě 
obhospodařujícího až 300 aktivních mobilních jednotek na několika radiových kanálech 
včetně propojení do IP sítě. Programový model by měl vnést automatizované postupy do 
vývoje asynchronně pracujících komponent, kdy s pomocí navrženého programového 
modelu by nebylo zapotřebí řešit, jak realizovat asynchronní rozhraní komponenty. 
Navrhovaný programový model ve formě rozhraní by měl poskytovat možnosti pro 
dohled nad průběhem a především výsledkem asynchronní operace, být rozšiřitelný a 
jednoduchý na implementaci.  
• Na platformě .NET se pro řízení přístupu ke sdíleným prostředkům používá nejčastěji 
techniky vzájemného vyloučení (mutual exclusion), a to prostřednictvím 
„nízkoúrovňových“ instrukcí pro zamykání kritické sekce či objektu. Nesprávným 
návrhem a posloupností zamykání kritických sekcí může tento přístup vést ke stavu 
uváznutí, který se v praxi projeví zamrznutím systému nebo jeho části, což není žádoucí. 
Navíc je tento stav velmi obtížně laditelný (může se vyskytnout až po několika hodinové 
činnosti systému). Dalším cílem proto bylo vytvoření teoretického modelu pro přístup ke 
sdíleným prostředkům. Tento model musí vycházet z objektově orientovaných principů, 
35 
 
aby byl plně v souladu s platformou .NET, která je striktně objektově orientovaná. Model 
by měl představovat nástroj, pomocí kterého lze jasně a názorně definovat a popsat 
přístup ke sdíleným prostředkům a poskytovat techniku pro snížení rizika vzniku stavu 
uváznutí. 
• Na základě důkladné analýzy zpracování kódu na platformě .NET implementovat 
navržený model tak, aby byl co možná nejvíce transparentní v takovém smyslu, že by 
použití implementovaného modelu znamenalo co možná nejmenší zásah do standardního 
objektově orientovaného programového modelu platformy a přispělo tak k usnadnění 
vývoje sdílených prostředků. Implementace by měla být otevřená s možností jejího 
rozšíření a využívat v maximální míře samopopisných vlastností platformy .NET. Snahou 
je přinést ucelenou novou koncepci pro přístup ke sdíleným prostředkům na platformě 
.NET bez nutnosti využívání primitivních synchronizačních technik. Použití navrhované 
metody by nemělo zamezovat v použití standardních synchronizačních technik. 
• Přirozeně konečným cílem je ověření správné funkčnosti navrhovaného modelu 
prostřednictvím implementace vybraných praktických situací obsahující sdílení 










3 Univerzální rozhraní pro asynchronní operace 
Tato kapitola popisuje vlastní navržené univerzální rozhraní pro řízení asynchronních operací. 
Cílem navrhovaného rozhraní je definovat obecně použitelný prostředek pro práci s asynchronními 
operacemi, tj. operacemi, jejichž vykonávání probíhá paralelně neblokujícím způsobem vzhledem 
k procesu, který operaci vyvolal. Takové chování je velmi často vyžadováno při využívání služeb 
sdílených prostředků, u kterých obvykle není žádoucí, aby pracovaly blokujícím způsobem. Častým 
scénářem je vznik požadavku na službu sdíleného prostředku, kdy o výsledku požadavku je pak 
volající proces informován. Volající proces nemusí čekat na výsledek prostředku, ale může pokračovat 
ve své činnosti. 
Následující kapitoly jsou nejprve věnovány shrnutí základních principů pro vývoj 
multivláknových systémů, které by měly být dodrženy, aby byla zajištěna korektní funkčnost systému, 
a standardnímu asynchronnímu programovému modelu platformy .NET. Na základě zhodnocení 
tohoto modelu je pak dále uveden vlastní návrh rozhraní přinášející flexibilnější dohled a řízení 
asynchronních operací.  Navrhované rozhraní je použito v rámci implementace vlastního alokačního 
procesu synchronizačních skupin uvedené v kap. 4. 
3.1 Základní principy pro vývoj multivláknových systémů 
Vývoj multivláknových aplikací není jednoduchou záležitostí, neboť použití více vláken vnáší do 
systému určitou míru neurčitosti způsobené značným rozšířením možných stavů, ve kterých se pak 
může aplikace v každém okamžiku nacházet. Proto při vývoji těchto typů aplikací založené na OOP 
modelu je vhodné dodržovat následující pravidla, která vychází z vlastních praktických zkušeností při 
vývoji právě těchto typů systému na platformě .NET: 
1) Aplikaci je výhodné tvořit ve vrstvách, kdy horní vrstva využívá rozhraní a služeb vrstvy 
spodní, zatímco spodní vrstva není kromě obecných přípojných bodů nijak s horní vrstvou 
svázána. V praxi to znamená, že horní vrstva komunikuje se spodní vrstvou 
prostřednictvím volání metod, zatímco spodní vrstva komunikuje s horní vrstvou 
událostním mechanismem (viz obr. 15). 
2) Vlákna by měla překračovat hranice vrstev pouze v jednom směru a to ve směru shora 
dolů. Vlákno spodní vrstvy by nemělo nikdy přímo volat kód vrstvy horní, proto není 




3) Při využívání synchronizačního mechanismu pomocí zamykání kritické sekce, je dobré 
dodržovat zásadu, že vlákno uvnitř kritické sekce by nemělo nikdy opustit hranici objektu 
(viz obr. 16). 
 
Obr. 15: Princip komunikace mezi vrstvami. 
 
Obr. 16: Kritická sekce uvnitř objektu, 
a) nedoporučované chování vlákna, b) korektní chování vlákna. 
První bod je záležitostí návrhu systému, kdy je potřeba požadovanou funkčnost systému roztřídit 
do jednotlivých logických celků, které pak budou tvořit vrstvy systému. Prvotní výsledkem takového 
návrhu by měla být bloková struktura systému. Druhý a třetí bod u jednovláknových aplikací vede na 
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použití událostí, což však u multivláknových aplikací obvykle vede k vytvoření stavu uváznutí. 
Události tedy nejsou vhodné a je třeba hledat náhradní řešení poskytující obdobnou funkcionalitu pro 
systémy s více vlákny. Jedním řešením je i navrhované univerzální rozhraní pro asynchronní operace. 
3.2 Standardní asynchronní programový model 
Standardní asynchronní programový model platformy .NET je založen na rozhraní IAsyncResult 
(viz obr. 17) a dvojici svázaných metod BeginInvoke a EndInvoke konkrétní třídy vykonávající určitou 
asynchronní operaci.   
 
Obr. 17: Rozhraní IAsyncResult. 
Rozhraní IAsyncResult obsahuje vlastnost IsComplete, pomocí které lze získat informaci, zda již 
operace byla dokončena. Důležitou položkou je vlastnost AsyncWaitHandle, která vrací objekt typu 
System.Threading.WaitHandle, jehož rozhraní je sice na první pohled trochu složitější (viz obr. 18), 
ale v zásadě se nejedná o nic jiného než o signalizační objekt dávající vláknům informaci, že nějaká 
akce byla dokončena. 
Třída WaitHandle je třídou abstraktní a obsahuje pouze metody realizující čekání na signalizaci 
aktuálního objektu WaitHandle prostřednictvím metody WaitOne nebo alespoň jednoho objektu 
WaitHandle z určitého počtu (metoda WaitAny) nebo všech objektů WaitHandle (metoda WaitAll). 
Jak již bylo řečeno na začátku kapitoly, asynchronní programový model je založen dvojici 
svázaných metod BeginInvoke a EndInvoke. Princip je založen na tom, že voláním metody 
BeginInvoke určitého objektu poskytující požadovanou operaci (např. zaslání dat přes TCP spojení) se 
získá objekt implementující rozhraní IAsyncResult, ze kterého lze dále získat objekt WaitHandle, nad 
kterým lze zavolat metodu WaitOne s parametrem, jak dlouho bude vlákno nad touto metodou 
blokováno v případě, že nedojde dříve k signalizaci dokončení asynchronní operace. Dojde-li 
k dokončení a objekt WaitHandle obdrží signalizaci o dokončení, vlákno volající metodu WaitOne je 
znovu „oživeno“ a celý proces asynchronní operace je završen zavoláním metody EndInvoke, který 
jako parametr očekává objekt s rozhraním IAsyncResult, tj. objekt získaný voláním BeginInvoke na 
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počátku. Návratovou hodnotou metody EndInvoke je pak samotná návratová hodnota provedené 
operace. Výše popsaný proces pro příjem pole bytů přes síťové rozhraní asynchronním způsobem je 
znázorněn graficky na obr. 19, odpovídající programový kód je pak uveden na výpise 1. 
 
Obr. 18: Rozhraní objektu WaitHandle. 
Standardní asynchronní programový model má tu nevýhodu, že pro dokončení asynchronní 
operace vyžaduje původní asynchronní objekt, nad kterým byla asynchronní operace vyvolána. To je 
nevýhodné v případě, že je vytvořeno více asynchronních operacích současně. Pro dokončení každé 
takové operace je potřeba mít přítomnost asynchronního objektu, což v případě, že nás zajímá již jen 
výsledek operace, je zbytečné. Navíc výsledek asynchronních operací může být zpracováván na zcela 
jiném místě v systému, kam v takovém případě musíme zajistit dostupnost asynchronního objektu. 
Nutnost volání dokončení operace nad původním asynchronním objektem lze odstranit vhodnou 
implementací rozhraní IAsyncResult, např. jak je uvedeno v [75]. Úprava rozhraní spočívá v přidání 
výsledku asynchronní operace přímo do rozhraní IAsyncResult, resp. přesněji řečeno do objektu 
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implementující zmíněné rozhraní. Modifikovaný proces zpracování asynchronní operace je uveden na 
obr. 20. 
 






IAsyncResult res = myStream.BeginRead(buffer, 0, buffer.Length, null, null); 
res.AsyncWaitHandle.WaitOne(TimeSpan.FromSeconds(10)); 
if (res.IsCompleted == false) 
    // operace nebyla dokončena v daném časovém okamžiku 
else 
    // dokončení čtecí operace 
    int byteCount = myStream.EndRead(res); 
Výpis 1: Programový kód odpovídající principu uvedenému na obr. 19. 
3.3 Univerzální asynchronní rozhraní 
Ačkoli prostřednictvím přístupu uvedeného v [75] došlo k odstranění základního omezení 
standardního asynchronního programového modelu (nutnost mít dostupný „výkonný“ objekt i pro 
ukončení asynchronní operace), stále nelze např. vyvolanou asynchronní operaci zrušit. Tuto podporu 
obsahuje navrhované řešení, které bylo implementováno a úspěšně využito v rámci asynchronních 





Obr. 20: Modifikované volání asynchronní operace. 
3.3.1 Rozhraní pro popis operace 
Tak jak ve standardním asynchronním modelu je rozhraní IAsyncResult, v navrhovaném řešení 
tuto úlohu plní rozhraní IOperProgress (viz obr. 21). Rozhraní pro popis operace obsahuje vlastnost 
IsCompleted, která vrací logickou hodnotu, zda operace byla již dokončena. Pokud je operace 
dokončena, lze pomocí vlastnosti Result získat informaci, zda byla operace dokončena úspěšně (Result 
má hodnotu ActionResult.Success), nebo během operace nastala chyba (Result má hodnotu 
ActionResult.Fail). Pokud nastala během operace chyba, lze prostřednictvím vlastnosti Error získat 
vzniklou výjimku nesoucí informace o vzniklé chybě. Tady je první rozdíl od standardního 
asynchronního modelu, který výjimky neošetřuje a vyhazuje je při vyvolání metody EndInvoke, 
zatímco v navrhovaném rozhraní je výjimka zpracovaná a informace o chybě je uložená v objektu 
popisující operaci. 
Navíc oproti standardnímu rozhraní IAsyncResult je zde vlastnost CanBeAborted určující, zda již 
vyvolaná asynchronní operace muže být zrušena a s tím související metoda Abort provádějící samotné 
zrušení operace. Zrušení operace se obzvláště hodí v případech, kdy operace nejsou prováděny 
okamžitě, ale jsou nejprve uloženy do mezipaměti, kde čekají na své zpracování. Zrušení operace pak 
odpovídá pouhému odstranění této operace z mezipaměti. Tato situace byla zcela standardní u 
implementace kontroléru radiové sítě, kde operace odpovídala odeslání zprávy do radiové sítě. Aby 
zprávy plynule na sebe navazovaly, musely být ukládány do mezipaměti, odkud pak teprve byly 




Obr. 21: Rozhraní IOperProgress a výčtový typ výsledku operace ActionResult. 
 
Obr. 22: Typ ManualResetEvent a jeho výchozí třída. 
Zbývají ještě tři položky rozhraní, z nichž vlastnost Tag slouží jen pro uložení libovolného 
uživatelského objektu, který pak může být využit při zpracování výsledku operace. Důležitá je ale 
metoda HookCompleteness, která umožňuje s operací svázat objekt typu ManualResetEvent. 
ManualResetEvent není nic jiného než implementace abstraktní třídy WaitHandle, která se používá 
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pro signalizaci dokončení operace. Typ ManualResetEvent obsahuje pro tyto účely metodu Set pro 
překlopení do signalizovaného stavu a metodu Reset pro nastavení do nesignalizovaného stavu (viz 
obr. 22). 
Protože výsledek každé operace může být zcela odlišný, je až na konečné implementaci rozhraní 
IOperProgress, jakým způsobem výsledek poskytne. Např. pro operaci čtení pole bytů, může objekt 
pro popis operace obsahovat vlastnost ReadBytes, která bude vracet načtené byty. 
3.3.2 Výchozí implementace rozhraní IOperProgress 
Implementace rozhraní musí být plně připravena na multivláknové prostředí a vnitřní procesy 
rozhraní musí být přesně synchronizovány, neboť objekt operace se obvykle nachází na rozhraní dvou 
vrstev, kdy každá běží na vlastním vlákně (viz obr. 23). 
 
Obr. 23: Pozice objektu operace na rozhraní vrstev. 
Pro usnadnění tvorby vlastních objektů operace byla vytvořena výchozí třída OperProgress (viz 
obr. 24) implementující rozhraní IOperProgress. Třída obsahuje jednak implementaci zmíněného 
rozhraní, ale rovněž i sadu chráněných metod, které lze pro přetížení využít k ošetření stavu, když je 
událost dokončena (OnOperCompleted) nebo přerušena (OnProgressAborted). Pro nastavení výsledku 
operace slouží metoda SetCompleteness, která očekává jako parametr chybu operace, která je 
v případě úspěšného dokončení operace rovna hodnotě null. 
3.3.3 Specializace třídy OperProgress 
Pro vytvoření vlastního objektu operace je tedy výhodné využít výchozí třídu OperProgress. 
S její pomocí pak doporučovaný postup tvorby vlastního objektu operace obsahuje následující kroky: 
1) Definice vlastního rozhraní obsahující výsledek operace. Toto rozhraní dědí z IOperProgress. 
2) Definice vlastní třídy operace dědící z OperProgress a implementující rozhraní z bodu 1. 
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3) Ve třídě z bodu 2 vytvoření interních událostí, které slouží pro informování objektu 
provádějící operaci o změně stavu operace. Dále vytvoření interní metody pro nastavení 
výsledku operace, tj. položek z rozhraní z bodu 1. 
4) Přetížení metod OnOperCompleted a OnProgressAborted, ve kterých se budou volat 
příslušné interní položky definované v bodě 3. 
 
Obr. 24: Třída OperProgress. 
Konkrétní příklad implementace objektu operace je uveden na výpise 2. Zde je uveden zdrojový 
kód třídy IntByteStreamIOOper pro popis operace realizující např. asynchronní čtení nebo zápis pole 
bytů. Tato třída přesně odpovídá zmíněným doručeným bodům pro implementaci objektu operace. 
Třída IntByteStreamIOOper dědí ze třídy OperProgress a implementuje rozhraní IByteIOOper (bod 
2). Rozhraní IByteIOOper (viz výpis 3) obsahuje vlastnosti pro výsledek operace a dědí ze třídy 
IOperProgress (bod 1).  Třída IntByteStreamIOOper dále obsahuje interní metody SetReadBytes a 
SetWrittenBytes, které slouží pro nastavení položek rozhraní IByteIOOper, a interní události 
Completed, ManualAborted pro signalizaci dokončení, popřípadě přerušení operace (bod 3). 
Posledním bodem (bod 4) je pak přetížení metod OnOperCompleted a OnProgressAborted, ve kterých 




// vnitřní třída pro popis IO operace  
internal class IntByteStreamIOOper : OperProgress, IByteIOOper 
{ 
    private byte[] _writtenBytes; // pole zapsaných bytů 
    private byte[] _readBytes; // pole přečtených bytů 
 
    // událost informující o dokončení operace 
    internal event EventHandler Completed; 
    // událost informující o přerušení operace 
    internal event EventHandler ManualAborted; 
 
    // konstruktor s parametry vyčtených a zapsaných bytů 
    protected internal IntByteStreamIOOper(byte[] theWrittenBytes, 
        byte[] theReadBytes) 
        : base() 
    { 
        _writtenBytes = theWrittenBytes; 
        _readBytes = theReadBytes; 
    } 
    // konstruktor s parametry vyčtených, zapsaných bytů a chybovým výsledkem operace 
    protected internal IntByteStreamIOOper(byte[] theWrittenBytes, 
        byte[] theReadBytes, Exception theError) 
        : base(theError) 
    { 
        _writtenBytes = theWrittenBytes; 
        _readBytes = theReadBytes; 
    } 
    // výchozí konstruktor 
    protected internal IntByteStreamIOOper() 
        : this(null, null) 
    { } 
    // voláno při přerušení operace 
    protected override void OnProgressAborted() 
    { 
        if (ManualAborted != null) 
            ManualAborted(this, new EventArgs()); 
    } 
    // voláno při dokončení operace 
    protected override void OnOperCompleted() 
    { 
        if (this.Completed != null) 
            Completed(this, new EventArgs()); 
    } 
    // vlastnost pro získání pole zapsaných bytů 
    public virtual byte[] WrittenBytes 
    { 
        get { return _writtenBytes; } 
    } 
    // vlastnost pro získání pole přečtených bytů 
    public virtual byte[] ReadBytes 
    { 
        get { return _readBytes; } 
    } 
    // metoda pro signalizaci dokončení operace 
    internal void SignalCompleteness(Exception theError) 
    { 
        this.SetCompleteness(theError); 
    } 
    // metoda pro nastavení pole vyčtených bytů 
    internal virtual void SetReadBytes(byte[] theBytes) 
    { 
        _readBytes = theBytes; 
    } 
    // metoda pro nastavení pole zapsaných bytů 
    internal virtual void SetWrittenBytes(byte[] theBytes) 
    { 
        _writtenBytes = theBytes; 
    } 
} 




// rozhraní pro IO operaci 
public interface IByteIOOper : IOperProgress 
{ 
    // vlastnost pro získání pole zapsaných bytů 
    byte[] WrittenBytes 
    { 
        get; 
    } 
    // vlastnost pro získání pole vyčtených bytů 
    byte[] ReadBytes 
    { 
        get; 
    } 
} 
Výpis 3: Zdrojový kód rozhraní IByteIOOper. 
3.3.4 Zpracování objektu operace v spodní vrstvě 
Příklad práce s objektem operace ve spodní vrstvě bude ukázán na jednoduché třídě, která bude 
„pouze“ mezipamětí pro objekty operace. Kód je zobrazen na výpise 4. Jedná se o jednoduchou třídu, 
která voláním metody ReadBytes vytvoří objekt operace definovaný v předcházející kapitole, napojí se 
na interní událost objektu operace a vloží ho do kolekce. 
V kódu lze vidět ošetření interních událostí v metodách oper_ManualAborted a oper_Completed, 
kde není nic jiného než odstranění objektu operace z kolekce. V reálném případě by mohla být také 
spuštěna logika pro uvolnění zdrojů související z operací. Poslední metodou je completeNextOper 
demonstrující případ úspěšného dokončení operace. Tato metoda by mohla být např. volána nějakým 
vnitřním vláknem provádějící vlastní operaci čtení bytů. 
public class ByteReadBuffer 
{ 
    private List<IntByteStreamIOOper> _opers; // kolekce operací 
 
    public ByteReadBuffer() 
    { 
        _opers = new List<IntByteStreamIOOper>(); 
    } 
 // metoda demonstrující operaci asynchronního čtení pole bytů 
    public IByteIOOper ReadBytes() 
    { 
        IntByteStreamIOOper oper; 
 
        lock (_opers) 
        { 
            oper = new IntByteStreamIOOper(); // tvorba objektu operace 
            _opers.Add(oper); 
 
    // připojení se na vnitřní události operace 
            oper.Completed += new EventHandler(oper_Completed); 
            oper.ManualAborted += new EventHandler(oper_ManualAborted); 
        } 
         
        return oper; 
    } 
 // ošetření přerušení operace 
    void oper_ManualAborted(object sender, EventArgs e) 
    { 
        lock (_opers) 
            _opers.Remove((IntByteStreamIOOper)sender); 
    } 
 // ošetření dokončení operace 
    void oper_Completed(object sender, EventArgs e) 
    { 
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        lock (_opers) 
            _opers.Remove((IntByteStreamIOOper)sender); 
    } 
 
    // příklad metody demonstrující dokončení operace čtení 
 void completeNextOper(byte[] readBytes) 
    { 
        lock (_opers) 
        { 
            if (_opers.Count > 0) 
            { 
                _opers[0].SetReadBytes(readBytes); 
                _opers[0].SignalCompleteness(null); 
            } 
        } 
    } 
} 
Výpis 4: Ukázkový kód pro třídu spodní vrstvy. 
3.3.5 Práce s objektem operace v horní vrstvě 
Princip práce s objektem operace v horní vrstvě je zobrazen na výpise 5. Kód využívá třídu 
ByteReadBuffer vytvořenou v předcházející kapitole. Objekt operace se získá vyvoláním metody 
ReadBytes. První operací nad objektem operace je jeho svázání s objektem typu ManualResetEvent, 
nad kterým se pak následně volá metoda WaitOne s parametrem určující dobu, po kterou se čeká na 
dokončení asynchronní operace. Volání WaitOne skončí, pokud je operace dokončena (zajištěno 
výchozí třídou OperProgress), nebo vypršením stanovené čekací doby.  
To zda operace byla již dokončena, se zjistí pomocí vlastnosti IsCompleted. Pokud je vrácena 
hodnota false a pokud lze nedokončenou operaci zrušit (vlastnost CanBeAborted je true), je vyvoláním 
metody Abort operace přerušena. Metoda Abort způsobí dokončení operace s chybou, přesněji řečeno 
s výjimkou AbortException. Dále se pak ještě jednou pro jistotu ověří, zda je již operace 
v dokončeném stavu. Pokud ano, prostřednictvím vlastnosti Result se ověří, zda operace proběhla 




ByteReadBuffer buff = new ByteReadBuffer(); 
 
IByteIOOper oper = buff.ReadBytes(); // získání objektu operace čtení 
ManualResetEvent resetEvent = new ManualResetEvent(false); 
  
// svázání objektu operace s objektem pro signalizaci dokončení 
oper.HookCompleteness(resetEvent);  
// čekání na dokončení operace 
resetEvent.WaitOne(TimeSpan.FromSeconds(5)); 
 
// zpracování výsledku operace 
if (oper.IsCompleted == false && oper.CanBeAborted == true) 
    oper.Abort(); 
 
if (oper.IsCompleted == true) 
{ 
    if (oper.Result == ActionResult.Success) 
        Console.WriteLine("Počet vyčtených bytů: " + oper.ReadBytes.Length); 
    else 
        Console.WriteLine("Chyba při vyčítání bytů: " + oper.Error.ToString()); 
} 
else 
    Console.WriteLine("Operaci nelze dokonočit.");     
Výpis 5: Ukázkový kód pro práci s objektem operace v horní vrstvě. 
3.4 Shrnutí 
Podpora asynchronního zpracování je u distribuovaných aplikací téměř nutností, neboť 
zpracování požadavku díky distribuovanému charakteru systému může být časově náročnější, i když 
snahou je vždy dobu na zpracování požadavku minimalizovat. Vlastní navržené rozhraní pro popis 
asynchronní operace modifikuje princip standardního asynchronní rozhraní a rozšiřuje o možnost 
přerušení probíhající operace.  
Navrhované rozhraní se stalo základním stavebním kamenem pro tvorbu kontroléru radiové sítě, 
který je součástí dohledového centra městské hromadné dopravy. Jedná se o 5-ti vrstvový 
komunikační server obsluhující několik radiových kanálů. Díky navrhovanému rozhraní bylo docíleno 
maximální spolehlivosti systému pracujícího nepřetržitě, což se při využití událostního mechanismu 
nepodařilo dosáhnout. 
Přínos objektu operace je dále využit v rámci implementace navrhovaného modelu pro přístup ke 
sdíleným prostředkům.  
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4 Návrh přístupu ke sdíleným prostředkům 
Distribuovaný systém obvykle obsahuje určitý stupeň paralelismu, kdy jednotliví uživatelé mohou 
využívat služeb distribuovaného systému současně, aniž by museli řešit, zda jejich požadavky nejsou 
v konfliktu s požadavky od jiných uživatelů. To je docíleno tím, že aplikace obsahuje určitou formu 
synchronizace, aby byla zajištěna korektní funkce systému převážně nad jeho sdílenými  
prostředky [76].  
Základními mechanismy pro zajištění kontrolovaného přístupu nad sdílenými zdroji jsou např. 
vzájemné vyloučení (mutual exclusion) nebo bariéry (barriers). Tyto základní mechanismy přinášejí 
prostředky jak zajistit, aby u sdílených zdrojů nedošlo k narušení jejich konzistence. Jsou založeny na 
pozastavení vykonávání jednotlivých vláken, dokud není splněna určitá podmínka, obvykle uvolnění 
zdroje jiným vláknem. V případě nejčastější techniky, tj. vzájemného vyloučení, je synchronizační 
mechanismus založen na exklusivním přidělení přístupu ke sdílenému prostředku vždy pouze jednomu 
vláknu současně. 
Pokud vlákno v každém okamžiku využívá pouze jeden sdílený prostředek, funguje tento 
mechanismus spolehlivě. Komplikace vznikají, pokud vlákno vyžaduje ke svému přístupu více 
sdílených prostředků. V takovém případě pak může dojít ke stavu uváznutí, kdy dvě různá vlákna 
chtějí přistoupit ke sdílenému prostředku již alokovanému právě vláknu druhému. Takový stav lze 
zobrazit prostřednictvím grafu přidělení procesů (viz obr. 25), kde kruhové vrcholy odpovídají 
procesům a prostředky jsou znázorněny obdélníkovými vrcholy. Přidělení neboli alokace prostředku 
danému procesu je zobrazena orientovanou hranou od prostředku k procesu, žádost o přidělení 
požadavku je zobrazena orientovanou hranou směřující od procesu k prostředku. Z obrázku vidíme, že 
ke stavu uváznutí dojde, pokud se v grafu vyskytne kružnice (R1 → P1 → R2 → P2 → R1). 
 
Obr. 25: Graf přidělení procesů zobrazující stav uváznutí.  
Obecné přístupy vedoucí nebo zaručující odstranění stavu uváznutí byly popsány v kapitole 1.3.6. 
Pokud systém využívá synchronizaci založenou na uzamykání prostředků, jsou postupy pro zamezení 
stavu uváznutí obvykle založeny na analýze kompilovaného samopopisného kódu s cílem nalezení 
částí, které mohou vést do stavu uváznutí [78], [79]. Sekvence uzamykání zdrojů jsou pak 
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reorganizovány tak, aby v grafu přidělení procesů nevznikaly kružnice v lepším případě, aby byl 
minimalizován počet kritických sekcí [80]. 
Další technikou je implementace podpůrných objektů zajišťující řízený přístup ke sdíleným 
prostředkům. Tyto implementace mohou být založeny na nějakém osvědčeném návrhovém vzoru pro 
multivláknové systémy, jako jsou aktivní objekty (Active Object), nebo monitorovací objekty (Monitor 
Object) [81]. Základním prvkem těchto návrhových vzorů jsou podpůrné objekty, přes které probíhá 
přístup ke sdílenému prostředku. Podpůrné objekty nejen zajišťují, aby se ke sdílenému prostředku 
přistupovalo řízeně, ale obvykle také slouží k plánování těchto přístupů, např. podle priority, 
charakteru požadavku apod. 
 
Obr. 26: Porovnání vývoje a) standardní aplikace a  
b) aplikace využívající analýzu kódu pro detekci stavu uváznutí.  
Techniky založené na analýze kódu vyžadují využití vlastních kompilátorů, což vnáší do procesu 
vytvoření cílové kompilace další kroky (viz obr. 26). Navíc v případě platformy .NET to znamená 
vzdát se pohodlného a efektivního vývoje prostřednictvím integrovaných vývojových prostředí, 
zejména pak Visual Studia .NET. Využívání návrhových vzorů na druhou stranu znamená 
implementaci daného vzoru a přístup ke sdíleným prostředkům výhradně prostřednictvím těchto 
vzorů. Tento postup jednak klade vyšší nároky při návrhu systému (je potřeba již definovat jaké 
návrhové vzory a kde budou použity) a dále tento přístup může vést na situaci označovanou jako code 
tangling (viz kap. 1.3.7). Tyto nevýhodné vlastnosti se snaží řešit vlastní navrhovaný přístup, kde je: 
• technika analýzy zdrojového kódu vynechána a realizována definováním závislostí 
rozhraní prostředků a 
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• implementace návrhového vzoru je realizována technikou AOP a je realizována zcela 
transparentně využívající možností generování IL kódu za běhu aplikace. 
Prvnímu ze zmíněných bodů se věnují následující kapitoly, které se zabývají teoretickým popisem 
navrhovaného modelu pro přístup ke sdíleným prostředkům. Druhý bod v podstatě představuje 
konkrétní způsob implementace, které je neméně důležitá. Této problematice je věnována samostatná 
kap. 6 vycházející z analýzy uvedené v kap. 5. 
4.1 Model pro přístup ke sdíleným prostředkům 
Tato kapitola se zabývá matematickým popisem vlastního navrhovaného modelu pro přístup ke 
sdíleným prostředkům vycházející z principů objektově orientovaného programování (OOP) [97], kdy 
jsou postupně definovány jednotlivé elementy modely a vzájemné vztahy mezi nimi. Na základě 
těchto vazeb se pak provádí alokace sdílených prostředků za účelem minimalizovat pravděpodobnost 
vzniku stavu uváznutí. 
4.1.1 Prostředek a rozhraní 
Rozhraní je předpis, který definuje poskytované služby ve formě metody nebo vlastnosti. Metoda 
obsahuje název, seznam vstupních parametrů a volitelný výstupní parametr neboli návratovou 
hodnotu. Vlastnost je v podstatě dvojice metod, z nichž jedna je pro nastavení hodnoty vlastnosti 
(metoda nemá návratovou hodnotu, ale musí mít alespoň jeden vstupní parametr stejný jako je typ 
vlastnosti) a druhá pro získání hodnoty vlastnosti (návratová hodnota metody se shoduje s typem 
vlastnosti). Pokud metody vlastnosti obsahují další parametry, jsou využity jako indexy vlastnosti. 
Vlastnost může obsahovat i jen jednu z dvojice metod. Pak máme vlastnost jen pro čtení, resp. pro 
zápis. 
Prostředek představuje ucelenou jednotku poskytující svému okolí služby prostřednictvím svých 
rozhraní. Systém může obsahovat několik typů prostředků, kdy každý prostředek musí mít definované 
alespoň jedno rozhraní, neboť služeb prostředku lze využívat jen prostřednictvím jeho rozhraní. 
Mějme systém S, který obsahuje n různých typů prostředků. Pak definujeme množinu R, jejíž 
prvky jsou právě jednotlivé typy prostředků: 
 = |0 <  ≤ n . (1) 
Dále definujeme množinu I, obsahující všechny rozhraní prostředků v systému: 
 = i	0 < 
 ≤ m , (2) 
kde m je počet všech rozhraní prostředků v systému. 
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Každý prostředek může obsahovat jedno nebo více rozhraní. Množina rozhraní pro jeden r-tý typ 
prostředku je dána vztahem: 
() = ()|0 <  ≤ q, () ∈  , (3) 
kde q je celkový počet rozhraní prostředku r. Pro množiny I(r) a I tedy platí následující vztahy: 
() ⊂  , (4) 
 = ()|0 <  ≤ q, 0 <  ≤ n . (5) 
4.1.2 Závislost rozhraní 
Závislost mezi rozhraními definujeme následujícím symbolem: 
,, ≈ i() → i(ϱ) , (6) 
který říká, že rozhraní il(r),  tj. l-té rozhraní r-tého prostředku, využívá rozhraní iλ(ρ), tj. λ-té 
rozhraní ρ-tého prostředku. Množinu všech využívaných rozhraní rozhraním il(r) definujeme jako: 
(()) = ∀iϱ z ,,	,  = konst.  . (7) 
Pokud nás nezajímá, od jakého prostředku rozhraní pochází, píšeme jen B(il). 
 
Obr. 27: Graf závislosti rozhraní.  
Pro snadnější práci a názornost je lepší si závislosti rozhraní popsat prostřednictvím grafu 
závislostí, což je orientovaný graf, který zobrazuje závislosti mezi jednotlivými rozhraními prostředků. 
Uzly grafu jsou tvořeny rozhraními, orientované hrany grafu odpovídají závislosti mezi dvěma 
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rozhraními. Mezi dvěma rozhraními mohou být dvě různě orientované hrany, což značí situaci, kdy 
první rozhraní využívá druhé a naopak. 
Mějme tedy graf závislosti rozhraní Q definovaný předpisem: 
 = (,) , (8) 
kde I je množina všech rozhraní (od všech zdrojů) a B je množina všech závislostí mezi 
rozhraními obsažených v množině I. Ukázka grafu závislosti rozhraní pro 6 rozhraní od 3 prostředků 
je zobrazena na obr. 27. Odtud jde vidět, že každé rozhraní má definovanou minimálně jednu hranu, 
která říká, že rozhraní využívá samo sebe. 
4.1.3 Synchronizační skupina 
Prostřednictvím grafů závislostí lze určit skupiny spolusouvisejících rozhraních. Skupiny budeme 
nazývat synchronizačními. Synchronizační skupinu definujeme jako množinu spolu souvisejících 
rozhraní, tj. synchronizační skupina je množina rozhraní: 
 = | ∈  . (9) 
Dále definujeme množinu synchronizačních skupin: 
 =  , (10) 
kde Gk je k-tá synchronizační skupina. 
Algoritmus pro tvorbu synchronizačních skupin, tj. množiny Γ je následující: 
1) Z množiny všech rozhraní I vybereme j-té rozhraní ij. 
2) V množině Γ najdeme synchronizační skupinu Gk takovou, že ij∈Gk. 
3) Pokud v bodě 2 nebyla nalezena žádná synchronizační skupina, vytvoříme novou 
synchronizační skupinu Gk takovou, že bude obsahovat všechny závislá rozhraní od ij, tj. 
 = () ,   =  ∩ . Dále pokračujeme bodem 1 pro rozhraní ij+1. 
4) Pokud v bodě 2 je nalezena synchronizační skupina Gk, pak pro všechna závislá rozhraní 
z množiny B(ik), ∀	 ∈ () najdeme synchronizační skupinu Gb takovou, že ib∈Gb: 
a. Pokud taková množina Gb neexistuje, pak přidáme rozhraní ib do synchronizační 
skupiny Gk, tj.  =  ∩ 	. Dále pokračujeme bodem 1 pro rozhraní ij+1. 
b. Pokud byla nalezena množina Gb, pak vložíme všechny rozhraní z množiny Gb do 
množiny Gk a množinu Gb zrušíme, tj.  =  ∩ 	,  = /	. Dále pokračujeme 
bodem 1 pro rozhraní ij+1. 
Pro naše účely je vhodné množinu Γ přepsat jako dvojice hodnot rozhraní a synchronizační 
skupina obsahující toto rozhraní, tj. definujeme si následující množinu: 
54 
 
 = ( ,)	 ∈  ∧  ∈  . (11) 
Prostřednictvím množiny W snadno zjistíme všechna závislá rozhraní pro dané rozhraní. Zápisem 
W(ij) budeme rozumět synchronizační skupinu Gk z dvojice (ij, Gk). Pro graf závislosti rozhraní z 
 obr. 27 by množina W vypadala takto: 
W = { (i1(1), { i1(1), i2(1), i1(2), i2(2)}), 
(i2(1), { i1(1), i2(1), i1(2), i2(2)}), 
(i1(2), { i1(1), i2(1), i1(2), i2(2)}), 
(i2(2), { i1(1), i2(1), i1(2), i2(2)}), 
(i1(3), { i1(3), i2(3)}), 
(i2(3), { i1(3), i2(3)}) }. 
Zde vidíme, že synchronizační skupiny sdružují všechny rozhraní, mezi kterými je nějaká vazba, 
ať přímá, či nepřímá. Jedná se v podstatě o nejjednodušší realizaci synchronizačních skupin, která 
nebere v potaz orientaci hran a posloupnost závislostí v grafu závislosti. 
4.1.4 Metody, vlastnosti a události rozhraní 
Mějme rozhraní i. Zápisem ml(i) rozumíme l-tou metodu rozhraní i. Volání metody ml(i) budeme 
zapisovat, jako funkci inv(ml(i)). Protože vlastnost v podstatě představuje jiný zápis metody (pokud je 
vlastnost jen pro čtení, nebo zápis), případně dvojice metod (pokud vlastnost je jak pro čtení, tak i 
zápis), nebudeme ji zvlášť definovat. Množina všech metod rozhraní je definována jako: 
() = m()|0 <  ≤  , (12) 
kde p je celkový počet metod rozhraní i. 
Rozhraní může obsahovat událost, což je přípojný bod, kam se mohou připojovat zdroje pomocí 
svých rozhraní. Typ události definuje, jaké rozhraní může být k události připojeno. Toto rozhraní 
budeme označovat také jako událostní rozhraní. Pokud dojde uvnitř rozhraní k vyvolání událostního 
rozhraní, zavolají se postupně všechny rozhraní připojené k dané události. Událost definujeme 
předpisem [´](), který značí událost e rozhraní i, přičemž k této události mohou být připojeny 
prostředky mající rozhraní i´. Říkáme, že typ události je i´. Pokud nás nezajímá typ rozhraní, píšeme 
jen e(i), čehož využijeme i pro definici množiny všech událostí rozhraní i: 




Prostředek představuje určitou definici určitého typu objektu mající definované rozhraní a vazby 
na ostatní rozhraní, ať už se jedná o závislá rozhraní nebo o rozhraní událostí. Konkrétní výskyt tohoto 
prostředku budeme nazývat subjektem. Subjekt je tedy instancí prostředku. 
Mějme subjekt s, který je typu r. Tuto skutečnost budeme zapisovat jako s(r). Dále definujme 
množiny všech subjektů v systému S={sm}. Pro subjekt s(r) dále stanovíme funkci τ pro získání typu 
subjektu, pro kterou platí: 
(()) =  . (14) 
Subjekt s(r) musí implementovat všechna rozhraní, které definuje prostředek, tj. I(s)= I (r). Pokud 
rozhraní i prostředku r obsahuje určité událostní rozhraní ie, tj. E[ie](i)≠Ø, pak subjekt s umožňuje 
připojení libovolného počtu subjektů s´ implementující ie, tj. ie ∈ I(s´). Subjekt s pak pro událostní 
rozhraní ie obsahuje množinu připojených subjektů. Tuto množinu definujeme následovně: 
[
](()) = |
 ∈ () ∧ 
() ∈ [
](()) . (15) 
Množinu všech připojených subjektů ke všem událostním rozhraním z množiny E(i) budeme 
zapisovat jako H(i). 
4.1.6 Dynamická synchronizační skupina 
V kapitole 4.1.3 byla definována synchronizační skupina na základě závislosti rozhraní. Tyto 
synchronizační skupiny budeme nazývat statickými, neboť jsou neměnné, jakmile jsou v systému 
definovány prostředky a závislosti jejich rozhraní. 
Z předchozí kapitoly víme, že k událostnímu rozhraní subjektu můžeme připojit další subjekty, 
přičemž každý subjekt, resp. jeho rozhraní, spadá do určité statické synchronizační skupiny. Statická 
synchronizační skupina určitého rozhraní i je tak rozšířena o statickou synchronizační skupinu 
subjektů připojených k událostním rozhraním definovaných pro rozhraní i. Jelikož připojovat a 
odpojovat subjekty k událostním rozhraním je umožněno za běhu aplikace, dynamicky tak vznikají u 
každého rozhraní obsahující událostní rozhraní další související synchronizační skupiny. Tyto skupiny 
budeme nazývat dynamické synchronizační skupiny. 
Dynamická synchronizační skupina rozhraní i mající množinu událostních rozhraní E(i) je tvořena 
množinou všech statických synchronizačních skupin subjektů připojených k některé události z E(i) a 
píšeme: 
(()) = |∀
 ∈  ∧ 
 ∈  ∧ 
(()) ≠ Ø . (16) 
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4.1.7 Garance dostupnosti prostředků 
Prostřednictvím statických a dynamických skupin lze zaručit dostupnost všech vyžadovaných 
prostředků při požadavku na určité rozhraní libovolného prostředku v systému. Tento požadavek 
velmi snadno splníme, pokud při požadavku na rozhraní i(s) garantujeme exkluzivní přístup ke všem 
synchronizačním skupinám, tj. provedeme jejich uzamčení po dobu zpracování požadavku a píšeme: 
 !(()) =  !(() ∪ (())) . (17) 
Rovnice (17) je jedním z požadavků pro zajištění, aby nedošlo ke stavu uváznutí zmíněných 
v kap. 1.3.6. Jedná se o podmínku, kdy každé vlákno si zažádá o všechny potřebné zdroje, a dokud je 
nedostane, tak bude pozastaveno. Navržený algoritmus zabraňuje vzniku stavu váznutí v systému mezi 
prostředky mající korektně definované závislosti. Zápis W(i) v rovnici (17) nám říká, že v systému 
dojde k totálnímu uzamčení všech subjektů implementující nebo mající jakoukoliv závislost na 
rozhraní i. Proto je tento přístup označován jako totální alokace rozhraní prostředků (Resource 
Interface Total Allocation). 
Zamykání všech souvisejících subjektů se může zdát jako nevýhodné z důvodu výkonnosti 
systému, ale přínosem je na druhé straně zamezení stavu uváznutí a spuštění provádění požadavku 
pouze v případě, že je garantována dostupnost všech prostředků. Požadavek je proveden buď celý, 
nebo není vůbec proveden. Jedná se o transakční zpracování na základní úrovni neřešící chyby ve 
zpracování požadavku vzniklé v důsledku nekorektní činnosti systému, např. výpadek síťové 
komunikace vzniklé až po alokaci prostředků. Rozsáhlému zamykání prostředků lze samozřejmě 
zabránit vhodným návrhem prostředků a jejich rozhraní, např. rozhozením prostředků do jednotlivých 
regionů. 
Region představuje oblast v systému, ve kterém jsou definovány prostředky a vytvářeny subjekty. 
Systém S je tvořenou množinou regionů R, které obsahují definice prostředků r a instance subjektů s, 
tj. S = { Rh  }, R = {{rl},{sm}}.  
Region je právě ta oblast systému, ve které dochází k tvorbě statických synchronizačních skupin. 
Princip zamykání statických synchronizačních skupin je tedy omezen jen na daný region. Toho je 
docíleno tím, že není dovoleno, aby rozhraní z jednoho regionu bylo definováno jako závislé rozhraní 
pro rozhraní z druhého regionu. Princip zamykání na rozhraní regionů je tedy stejný jako princip 
zamykání dvou zcela nezávislých rozhraní.  
Mějme definovány dva subjekty s1 a s2 nacházející se každý v jiném regionu. Subjekt s1 bude typu 
r1 obsahující rozhraní i1 a subjekt s2 bude typu r2 obsahující rozhraní i2. Dále řekneme, že někde uvnitř 
subjektu s1 se při vykonávaní požadavku rozhraní i1 využívá rozhraní i2. Jelikož v definici prostředku 
r1 není uvedena (a ani nemůže být z důvodu umístění každého subjektu do jiného regionu) závislost 
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mezi rozhraními i1 a i2, bude zamykání rozhraní probíhat postupně, tj. nejprve dojde k zamčení 
statické synchronizační skupiny rozhraní i1 a až při požadavku na rozraní i2 bude zamčena statická 
synchronizační skupina tohoto rozhraní: 
 !() =  !(()) →  !(()) . (18) 
 
Rovnice (18) porušuje podmínku vyplývající z rovnice (17), tj. alokaci všech prostředků před 
vykonáním požadavku. Pokud by bylo definováno, že v rámci rozhraní i2 se využívá rozhraní i1, může 
dojít ke stavu uváznutí, neboť pak bude platit: 
 !() =  !(()) →  !(()) ,  
 ! =  !"# →  !"# . 
Pro implementaci zamykání synchronizačních skupin je tedy potřeba zajistit, aby při vzniku stavu 
uváznutí byl tento konflikt vyřešen. Nejjednodušším řešením je časově omezit dobu čekání na alokaci 
synchronizačních skupin rozhraní. 
4.1.8 Podmíněná alokace 
Kromě statické a dynamické synchronizační skupiny definujeme ještě synchronizační skupinu 
subjektu p, která může být svázána s rozhraním subjektu. Jedná se o synchronizační skupinu svázanou 
přímo s daným subjektem s a píšeme p(i(s)). Pokud subjekt s obsahuje synchronizační skupinu, která 
je svázána s rozhraním i(s), pak při požadavku na rozhraní i(s) dojde k zamčení statické, dynamických 
synchronizačních skupin a synchronizační skupiny subjektu, tj. 
 !(()) =  !(() ∪ (()) ∪ (())) . (19) 
Prostřednictvím p lze realizovat podmíněnou alokaci subjektu, neboť dostupnost p je plně v režii 
subjektu a tudíž může být odvozena od stavu subjektu. Tak lze svázat alokaci p s určitou podmínkou. 
Příklad využití podmíněné alokace lze nalézt v následující kapitole 4.2.6. 
Kromě synchronizační skupiny subjektu, definujeme u subjektu s výchozí návratovou hodnotu 
pro každou vlastnost, či metodu rozhraní i prostředku r. Tato hodnota je vrácena v případě, že proces 
alokace rozhraní nebude úspěšně proveden.  Definujeme funkci def(ml(i(s))), která vrací výchozí 
návratovou hodnotu metody ml(i(s)). Tato funkce se uplatní zejména při podmíněné alokaci, neboť zde 




4.2 Aplikace totální alokace 
Navrhovaný model pro popis prostředků sebou přináší určitá omezení a vlastnosti, které je 
potřeba mít v úvahu při návrhu systému. V této kapitole nejprve zavedeme grafickou reprezentaci 
navrhovaného modelu a pak s pomocí této grafické reprezentace provedeme návrh vybraných případů 
řešící přístup ke sdíleným prostředkům. 
4.2.1 Grafická reprezentace objektů 
Prostředek si lze představit jako element mající několik rozhraní, kdy vzájemné funkčnosti 
rozhraní se mohou překrývat (viz obr. 28). Subjekt je pak konkrétním výskytem prostředku. 
 
Obr. 28: Prostředek mající definované tři rozhraní. 
Prostředek r implementující rozhraní i1 budeme zobrazovat podle obr. 29. Na tomtéž obrázku je 
znázorněna stejná situace, avšak pro subjekt s. Závislé rozhraní i1 na rozhraní i2 je zobrazeno na obr. 
30. Současně je zde zobrazeno událostní rozhraní ie a indikace, že subjekt implementuje podmíněnou 
alokaci pro rozhraní i2 včetně definování podmínky pro splnění dostupnosti synchronizační skupiny 
subjektu. 
 








Obr. 30: Grafická interpretace závislosti rozhraní, událostního rozhraní a podmíněné alokace. 
Případ, kdy subjekt s1 volá metodu, nebo vlastnost rozhraní i2 subjektu s2, je zobrazen na obr. 31. 
Vyvolání události je naznačeno na obr. 32, kde subjekt s1 vyhazuje událost i1, na kterou je napojeno 
rozhraní i2 subjektu s2. Na obr. 32 je současně zobrazena hranice regionu g. Název volané metody 
nebo vlastnosti rozhraní je uveden jako text u orientované čáry znázorňující volání. V případě, že 
název metody/vlastnosti není důležitý, neuvádí se. 
 
Obr. 31: Grafická interpretace volání metody nebo vlastnosti rozhraní subjektu. 
 
Obr. 32: Grafická interpretace vyvolání událostního rozhraní. 
4.2.2 Stav uváznutí 
Při komunikaci mezi regiony může dojít ke stavu uváznutí. K tomu může dojít, pokud dva objekty 
chtějí mezi sebou vzájemně komunikovat, přičemž každý z nich se nachází v jiném regionu, ale 
vzájemně využívají své rozhraní. Tento případ zjednodušeně demonstruje obr. 33. 
 
Obr. 33: Stav uváznutí mezi subjekty v různých regionech. 
Pro situaci z obr. 33 je posloupnost alokace rozhraní následující: 




 !() =  !(()) →  !(()) . (21) 
Aby nedošlo k uváznutí mezi subjekty různých regionů, je vhodné pro komunikaci mezi regiony 
využívat událostního rozhraní tak, jak je schematicky zobrazeno na obr. 34. 
 
Obr. 34: Komunikace mezi rozhraními s využitím událostního rozhraní. 
Posloupnost alokací rozhraní je pak následující: 
 !() =  !(()) →  !() , (22) 
 ! =  !" ∪ # =   !" ∪ # . (23) 
4.2.3 Klient-server synchronní komunikace 
Tato komunikace představuje zaslání požadavku klienta na server, kde je tento požadavek 
zpracován a výsledek zpracování je vrácen zpět na klienta ve formě návratové hodnoty volané metody. 
Princip této komunikace je zobrazen na obr. 35, kde klient obsahuje rozhraní send pro zaslání 
požadavku na server. Proxy objekt klienta volá serverové rozhraní process, které volá událost handle, 
na kterou je připojen kód pro zpracování požadavku. 
 
Obr. 35: Komunikace klient-server. 
Posloupnost alokací klient-server komunikace je: 







4.2.4 Peer-to-peer synchronní komunikace 
Jedná se v podstatě o obousměrnou komunikaci typu klient server z předcházející kapitoly  
(viz obr. 36). 
 
Obr. 36: Peer-to-peer komunikace. 
Posloupnost alokací je shodná jako u klient-server komunikace, kdy každý klient má svou vlastní 
alokační posloupnost pro své send rozhraní. 
4.2.5 Middleware vrstva 
S vyžitím navrhované koncepce lze velmi snadno realizovat implementaci middleware vrstvy, jak 
ukazuje obr. 37. Jedná se o dva regiony, jeden obsahuje prostředek comm realizující komunikaci mezi 
moduly, zatímco druhý region obsahuje prostředek typu module, tj. jednotlivé moduly obsahují vlastní 
koncovou logiku middleware vrstvy. 
 












4.2.6 Komunikační vrstva s čekáním na potvrzení 
Příklad popsaný v této kapitole využívá podmíněné alokace. Jedná se o komunikační vrstvu 
poskytující rozhraní pro zápis dat (read) s potvrzením a událost pro zpracování přečtených dat 
(handleRead) (viz obr. 38).  
 
Obr. 38: Komunikační vrstva s čekáním na potvrzení. 
Zápis přes komunikační vrstvu probíhá ve čtyřech krocích, kdy po volání rozhraní write (krok 1) 
následuje vymazání příznaku potvrzení ack (tj. nastavení na false) v subjektu SYNC (krok 2). Pak se 
provede zápis dat do spodní vrstvy (krok 3) a volá se rozhraní wait, jehož alokace je podmíněna 
hodnotou příznaku ack, které musí mít hodnotu true.  
Čtení dat je realizováno přes rozhraní onRead (krok I), kdy hned dalším krokem je volání rozhraní 
set subjektu SYNC (krok II), což způsobí nastavení příznaku ack na hodnotu true, což značí, že 
zapsaná zpráva byla potvrzena. To má za následek, že je alokováno rozhraní wait, které je provedeno a 
tím je proveden i poslední krok zápisu. Posledním krokem čtení dat, je opublikování přečtených dat 
přes událost handleRead (krok III).  
Pokud nepřijde do určitého časového okamžiku potvrzení na zprávu, je při alokaci rozhraní wait 
vrácena výchozí hodnota, kterou definujeme jako false. Z toho nám vyplývá, že návratovou hodnotou 
standardně provedeného wait rozhraní musí být hodnota true, aby na straně zápisu mohlo být 
rozlišeno, zda zpráva byla potvrzena či nikoli. Zdrojový kód implementace takové implementace je 

















Navrhovaný model poskytuje formální popis prostředků a jejich vzájemných vazeb, kdy model 
vychází z principů objektově orientovaného přístupu (OOP). Součástí modelu je i návrh jednoduchého 
alokačního mechanismu prostředků, který při korektním definování prostředků a vazeb zabrání vzniku 
stavu uváznutí. Pro snadnější aplikaci modelu byla vytvořena i grafická reprezentace modelu, 
prostřednictvím které bylo ukázáno, jak lze řešit některé praktické případy navrhovaným modelem, 
jejichž implementaci lze nalézt v přílohách A a B. Tím, že model vychází z principů OOP plně zapadá 
do filosofie platformy .NET. Realizaci modelu se věnuje kap. 6, která obsahuje popis implementace 





5 Analýza implementace 
Dalším cílem navrhovaného přístupu ke sdíleným zdrojům je, aby se po úvodní definici vazeb 
prostředků s nimi zdrojů pracovalo tak, jako se pracuje standardními objekty, tj. aby alokační a 
synchronizační mechanismus prostředků byl skryt. Proto prvním krokem v rámci implementační fáze 
byla analýza dostupných možností platformy .NET, která by umožnila implementovat navrhovanou 
koncepci tak, aby její praktické používání bylo co nejvíce transparentní. 
Analýza je postavena na přesném pochopení, jakým způsobem je na platformě .NET zpracováván 
kód, na principu reflekce a možností definování dynamického kódu za běhu aplikace, kdy bylo využito 
podobné techniky, jako se používá v technologii .NET Remoting. 
5.1 Virtuální stroj a běhové prostředí 
Zdrojový kód aplikace napsaný v jednom z mnoha podporovaných jazyků .NET platformy se při 
překladu nepřevádí do nativního kódu systému, nýbrž do jazyka MSIL (Microsoft Intermediate 
Language), označovaný také jako řízený kód (Managed Code) nebo také zkratkou CIL (Common 
Intermediate Language), zkráceně IL. 
 
Obr. 39: Zpracování řízeného kódu. 
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Teprve při požadavku o využití tohoto kódu je provedena jeho kompilace pomocí JIT (Just-in-
time) překladače do nativního kódu systému, kdy může být započato jeho provádění. V praxi to 
znamená, že při prvotním spuštění aplikace nebo dotazu na knihovnu dojde k určitému zpoždění 
způsobené JIT kompilací. Celý tento proces je zobrazen na obr. 39. Jakým způsobem je řízený kód 
přeložen do nativního kódu a jeho umístění v paměti pojednává článek MSDN magazínu [27]. 
Poznámka: 
Jazyk CIL je platformově nezávislý a je zpracováván jádrem platformy .NET nebo jiným virtuálním strojem, 
který mu rozumí. Díky jazyku CIL, což je obdoba byte kódu na platformě JAVA, je docíleno, že aplikace muže 
být spuštěna všude tam, kde se nachází virtuální stroj schopen zpracovat instrukce IL jazyka. Nejznámějším 
virtuálním strojem pro zpracování IL kódu je platforma .NET od firmy Microsoft. Dále zde existuje volně 
dostupná implementace virtuálního stroje pod názvem Rotor, jež je součástí Shared Source CLI [28], [31]. Tato 
implementace je včetně zdrojových kódů a je šířena pod licencí umožňující její využití pro nekomerční a 
výzkumné potřeby. Alternativou k platformě .NET firmy Microsoft jsou projekty Mono (www.mono-
project.com) nebo dotGNU (www.gnu.org/software/dotgnu/). Tyto projekty umožňují zprovoznění virtuálního 
stroje jak na operačním systému Windows, tak i operačního systému Unix nebo Linux. 
Jakmile je řízený kód přeložen pomocí JIT překladače může započít jeho provádění, kdy je již 
spuštěn ve formě nativního kódu, což se příznivě projeví na jeho rychlosti. Zpomalení provádění je 
pak jen způsobeno především vestavěnou typovou kontrolou a bezpečnostními mechanismy platformy 
.NET Framework. 
5.1.1 Řízený kód 
Tak jak nativní kód pro x86 platformy obsahuje posloupnost i386 instrukcí, tak řízený kód 
obsahuje posloupnost instrukcí IL jazyka. IL jazyk je striktně tzv. stack-based („založený na 
zásobníku“) jazyk. Každá instrukce pokud nějakým způsobem pracuje s daty, tak tyto data vyzvedává 
ze zásobníku a výsledek zpracování (pokud nějaký existuje) ukládá zpět na zásobník [29]. Zásobník je 
fronta typu LIFO. Žádná IL instrukce nepřistupuje k lokálním proměnným nebo k parametrům funkce 
přímo. Výjimkou jsou samozřejmě instrukce pro práci se zásobníkem, tj. uložení a vyčtení dat z vrchu 
zásobníku. Elementy zásobníku nejsou byty nebo slova, ale tzv. sloty. Pokud se tedy mluví o hloubce 
zásobníku, má se na mysli počet slotů v zásobníku. 
IL instrukce jsou po kompilaci uloženy v PE/COFF souboru.  PE/COFF je zkratka pro Portable 
Executable and Common Object File Format (PE/COFF). Jedná se o standard pro spustitelné soubory 
operačních systémů Windows. Již z názvu vyplývá, že formát není nijak pevně svázán s architekturou 
a je přenositelný, v praxi např. mezi 32 a 64 bitovými architekturami.  
V PE/COFF souboru obsahující řízený kód se kromě těchto instrukcí nacházejí ještě další 
přídavné informace označované jako metadata. Metadata neobsahují výkonný kód aplikace, ale slouží 
pro uložení dalších přídavných informací, které jednak popisují obsah výkonného kódu a dále 
informace, které výkonný kód může vyžívat při svém zpracování. Pomocí metadat pak lze ovlivňovat 
chování aplikace. Avšak je nutno zdůraznit, že obsah metadat je znám již v době překladu, tj. jejich 
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obsah nelze měnit za běhu aplikace, tj. nejedná se o nahrazení konfiguračních souborů. Bloková 
struktura souboru s řízeným kódem je zobrazena na obr. 40. 
 
Obr. 40: Bloková struktura PE/COFF souboru obsahující řízený kód. 
5.1.2 Komplety a moduly 
Soubor metadat a řízeného kódu je označován jako komplet (assembly). Výsledkem překladu 
aplikace je tedy komplet, obsahující jak metadata, tak výkonný kód. Díky metadatům jsou komplety 
plně popsány, říká se, že jsou samopopisné. V praxi to znamená, že pokud někde získáme soubor 
kompletu, nepotřebujeme již žádné další informace pro jeho zpracování. Veškeré informace o 
kompletu jsou uloženy v něm samotném. 
Samopopisná vlastnost kompletů je v distribuovaných systémech velmi důležitá vlastnost. Systém 
tak může být pružnější. Např. v systému může distribuovaná aplikace vznést požadavek na vyhledání 
určité funkčnosti. Tu je možno dohledat, neboť je možné zjistit, co daný komplet obsahuje (je 
samopopisný). Pokud takový komplet je nalezen, může pak být stáhnut a poskytnut distribuované 
aplikaci, která danou funkčnost žádala. 
Poznámka: 
Komponenta .NET tak může být přímo využita distribuovaným systémem, aniž by potřebovala další popis, jako 
je např. IDL (Interface Description Language) dokument u technologií COM nebo Corba [53]. 
Komplet může být představován jedním souborem, ale může být rozmístěn i do více souborů. 
Vnitřní struktura kompletu je taková, že výkonný kód a metadata jsou uloženy v tzv. modulech a ty 
teprve vytváří komplet, který se liší od modulu tím, že navíc obsahuje metadata kompletu popisující 
komplet. Komplet může být tvořen více moduly, kdy každý modul může (ale nemusí) být umístěn v 
jiných souborech. V zásadě ale komplet musí obsahovat alespoň jeden modul. Vztah mezi moduly, 




Obr. 41: Komplety, moduly, manifest, metadata, řízený kód a jejich vzájemný vztah. 
5.1.3 Assembler pro řízený kód 
V PE souboru jsou jednotlivé instrukce IL jazyka uloženy v binární podobě. Tyto instrukce lze 
pomocí nástroje ildasm (MSIL Disassembler) zobrazit jako text prostřednictvím IL jazyka. Příklad 
kódu v asembleru je uveden na výpise 6, kde je ukázka kódu v jazyce C# a tomu odpovídající IL kód. 
Pro opačný postup, kdy se ze souboru obsahující kód v instrukcích IL asembleru vytvoří PE soubor, 
slouží nástroj ilasm. 
Jazyk IL je tzv. jazyk založený na zásobníku (stack-based language). Veškeré instrukce IL 
asembleru pracují nad zásobníkem, tj. LIFO pamětí. Každá IL instrukce má definováno, jaké 
parametry očekává v zásobníku a jaká data uloží do zásobníku jako výsledek zpracování instrukce. 
Příkladem může být instrukce add (viz výpis 6), která očekává dva parametry na zásobníku. Při 
vykonání této instrukce dojde k vyzvednutí dvou slotů ze zásobníku, které obsahují dvě číselné 
hodnoty. Tyto hodnoty jsou sečteny a jejich výsledek je uložen zpět na zásobník. 
V praxi se IL jazyka a nástroje ilasm pro psaní kódu aplikace příliš nevyužívá, neboť existuje celá 
řada vyšších jazyků generující IL kód. Avšak velmi důležitou vlastností u IL kódu je, že platforma 
.NET a její princip reflexe nám umožňuje právě s pomocí instrukcí IL kódu generovat kód za běhu 
aplikace [85]. Za běhu lze nadefinovat celý nový komplet a jeho moduly, do kterých lze umístit nové 
třídy s potřebným kódem. Takto vytvořený komplet lze uložit na disk, nebo ho lze pouze vygenerovat 




Prostředky pro generování kódu za běhu aplikace lze najít ve jmenném prostoru 
System.Reflection.Emit. Příklad kódu vytvářející instrukce metody Add (viz výpis 6) lze vidět ve 
výpise 7. 
Kód v jazyce C#: 
 
public int Add (int a, int b) 
{ 
  return a + b; 
} 
 
a tomu odpovídající kód v asembleru IL jazyka: 
 
.method public hidebysig instance int32 Add(int32 a, int32 b) cil managed 
{ 
  ...  
  ldarg.1  // nahraje parametr 'a' na zásobník 
  ldarg.2  // nahraje parametr 'b' na zásobník 
  add      // volání instrukce, která vezme dva 
           // sloty ze zásobníků a sečtě je.  
           // Výsledek je vrácen na zásobník. 
  ret      // ze zásobníku je vyzvednut jeden slot a 
           // je vrácen jako návratová hodnota metody 
} 
Výpis 6: Příklad části zdrojového kódu aplikace .NET v jazyce C# a IL jazyce. 
// definice kompletu 
AssemblyName asmName = new AssemblyName("DynamicAssembly"); 
AssemblyBuilder asmBuilder = 
    AppDomain.CurrentDomain.DefineDynamicAssembly(asmName, 
    AssemblyBuilderAccess.Run); 
 
// definice modulu 
ModuleBuilder modBuilder = 
    asmBuilder.DefineDynamicModule("DynamicModule"); 
 
// definice typu 
TypeBuilder typBuilder = modBuilder.DefineType("DynamicClass"); 
 
// definice metody 
MethodBuilder mtdBuilder = typBuilder.DefineMethod( 
    "Add", MethodAttributes.Public, typeof(int), 
    new Type[] { typeof(int), typeof(int)}); 
 
// generování kódu metody 






// vytvoření kompletu s novým typem obsahující metodou Add 
Type novyTyp = typBuilder.CreateType(); 
Výpis 7: Příklad části zdrojového kódu emitující kód metody Add. 
5.2 .NET Remoting a proxy objekt 
.NET Remoting je technologie, která umožňuje vzdálenou komunikaci mezi objekty 
prostřednictvím sítě. Zjednodušená architektura technologie .NET Remoting je uvedena na obr. 42. 
Komunikace mezi objekty je typu klient-server, kdy klient volá metody vzdáleného objektu 
umístěného na serverové stanici (server side object = objekt na straně serveru).  Na straně klienta 
69 
 
.NET Remoting zapouzdřuje rozhraní vzdáleného serverového objektu do tzv. proxy objektu. Proxy 
objekt obsahuje shodné rozhraní, jako je rozhraní distribuovaného objektu umístěného na serveru. 
Tímto způsobem je zaobalena práce se vzdáleným objektem, který se jeví klientské aplikaci, jako by 
se jednalo o standardní lokální objekt.  
 
Obr. 42: Zjednodušená architektura technologie .NET Remoting. 
Vytvoření proxy objektu je zajištěno jádrem platformy .NET. Jedná se o tzv. transparentní objekt, 
který má za úkol tvářit se jako objekt, který zastupuje. Jeho nejdůležitější činností je převádět 
požadavky volaní metod transparentního objektu na zprávy, které jsou dále předávány reálnému proxy 
objektu (real proxy). Reálný proxy objekt již pak realizuje vlastní vzdálenou komunikaci s koncovým 
(vzdáleným) objektem prostřednictvím zpráv. Jak lze vytvořit transparentní objekt lze nalézt v [37] a 
[82]. 
Kdykoliv je provedeno volání vzdáleného objektu, vše probíhá prostřednictvím proxy objektu na 
straně klienta. Tento požadavek je nejprve převeden do formátu zprávy a ta je dále předána do dalších 
vrstev na zpracování. 
5.2.1 Proxy objekt sdíleného prostředku 
Princip proxy objektu použitý v rámci technologie .NET Remoting jsem využil pro realizaci 
transparentního řízení přístupu ke sdíleným prostředkům. Princip je zobrazen na obr. 43, kde proxy 
objekt zastupuje implementaci sdíleného prostředku, tj. má stejné rozhraní. Využívání sdíleného 
prostředku probíhá výhradně prostřednictvím proxy objektu, který komunikuje s vlastním zdrojem 
přes vrstvu zajišťující správu přístupu ke sdílenému prostředku. Tato vrstva obsahuje kromě 
alokačního a synchronizačního mechanismu rovněž i definici prostředku obsahující popis, kde se 
nachází implementace konkrétního rozhraní prostředku. Díky proxy objektu je veškerá logika spojená 
s alokací prostředku plně skryta a na straně uživatele prostředku se komunikace s prostředkem jeví 





Obr. 43: Princip přístupu ke sdíleným zdrojům s využitím proxy objektu. 
5.2.2 Obecný proxy objekt  
Na platformě .NET si lze vynutit vygenerování proxy objektu pro určitou třídu tak, že tuto třídu 
podědíme ze třídy ContextBoundObject. V takovém případě je pro instanci třídy vytvořen proxy 
objekt, přesněji řečeno transparentní proxy objekt (implementující rozhraní cílového objektu) a reálný 
proxy objekt, pomocí kterého lze kontrolovat přístup k cílovému objektu, neboť v reálném proxy 
objektu lze volání cílového objektu zachytit ve formě zpráv. 
Využití třídy ContextBoundObject pro tvorbu proxy objektu je sice možné, ale vzhledem k tomu, 
že je spíše určeno pro přístup k objektům nacházejících se v různých kontextech (tomu odpovídá i 
převod veškerého přístupu k cílovému objektu na zprávy), navrhl jsem vlastní obecnou třídu, která 
slouží jako výchozí typ pro proxy objekt sdíleného prostředku a tvorbu proxy objektu jsem zajistil 
generováním příslušeného IL kódu za běhu aplikace. Pro přístup k cílovému objektu by šlo rovněž 
použít principu reflekce, ale jeho nevýhodou je pomalejší zpracování oproti IL instrukcím. Navíc 
princip reflekce může být v některých situacích prostřednictvím bezpečnostním politik CAS zakázaný 
(pomocí principu reflekce lze přistupovat ke všem prvkům třídy, tj. i privátním a měnit jejich obsah, 
což někdy může být nežádoucí). 
Navržená výchozí třída obsahuje dvě dvojice metod ohraničující přístup k metodám a vlastnostem 
cílového objektu. Tyto dvojice jsou volány vždy před a po vykonání metody/vlastnosti vlastního 
cílového objektu. Přetížením těchto dvojic lze realizovat potřebné operace před a po vykonání kódu 
cílového objektu, v našem případě se jedná o alokaci rozhraní prostředku. 
Následně dynamicky vytvořená třída proxy objektu musí splňovat následující podmínky: 
• musí dědit z výchozí popsané třídy, 
• musí mít jednu proměnnou, která je typu cílového objektu, 
• obsahovat konstruktor s jedním parametrem odpovídající cílového objektu, 
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• implementovat všechny metody a vlastnosti rozhraní cílového objektu. 
V konstruktoru proxy třídy je potřeba vygenerovat kód přiřazující proměnnou cílového objektu 
parametru konstruktoru. V jednotlivých metodách rozhraní cílového objektu je vygenerován kód, 
který volá nejprve metodu výchozí třídy značící počátek volání metody nebo vlastnosti cílového 
objektu. Dále následuje vlastní volání metody cílového objektu a na závěr se volá metoda výchozí 
třídy signalizující ukončení volání. Celý princip přístupu k cílovému objekty přes proxy objekt je 
zobrazen na obr. 44, kde jsou rovněž označeny místa, kde bude provedena alokace a dealokace 
rozhraní prostředku, tj. zamčení a uvolnění veškerých synchronizačních skupin. Konkrétní 
implementaci metody proxy objektu lze nalézt v kap. 6.5. 
 
Obr. 44: Princip volání metody cílového objektu prostřednictvím proxy. 
5.3 Shrnutí 
Na základě analýzy zpracování IL kódu na platformě .NET jsem se rozhodl pro realizaci přístupu 
ke sdíleným prostředkům prostřednictvím proxy objektu. Typ proxy objektu bude vytvářen za běhu 
aplikace vygenerováním příslušných IL instrukcí. Alokační a synchronizační mechanismus pro přístup 
ke sdílenému prostředku bude ošetřen v rámci proxy objektu. Tímto způsobem bude zajištěn 
transparentní přístup ke sdílenému prostředku, neboť proxy objekt se bude jevit jako standardní objekt 
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6 Implementace řešení 
Kapitola 4 se věnovala teoretickému popisu vlastního navrhovaného modelu pro uzamykání 
zdrojů poskytující nástroj pro minimalizaci vzniku stavu uváznutí. Následně v kap. 5 byla provedena 
analýza implementace tohoto modelu s cílem zjištění transparentní práce s prostředky modelu na 
platformě .NET. Obsahem této kapitoly je kompletní popis, jakým způsobem byla provedena 
implementace navrhovaného modelu, kdy jsou postupně rozebrány jednotlivé třídy, vysvětlen jejich 
význam, funkčnost, vzájemné vazby, jak spolu jednotlivé instance tříd spolupracují a jak je možné 
celý mechanismus rozšířit, díky čemuž je možné navrhovaný přístup využít v různých situacích. 
Implementace pro různé scénáře použití tak, jak byly uvedeny v kapitole 4, lze pak nalézt v přílohách 
A a B. Kompletní zdrojové soubory jsou na přiloženém CD (viz příloha D). 
6.1 Komplety implementace 
Implementaci tvoří celkem tři knihovny, jejichž přehled je uveden v tab. 1. Knihovny IGS.System 
a IGS.System.Reflection obsahují pomocné třídy, jako jsou výchozí třídy pro kolekce, definice 
obecných rozhraní, třídy usnadňující použití principu reflekce apod. Hlavním kompletem je 
IGS.System.Runtime.RITA, kde je obsažena celá implementace navrhovaného modelu, který je tvořen 
cca 50 třídami, z nichž ty stěžejní budou postupně popsány v následujících kapitolách. 
Poznámka: RITA je zkratka slov Resource Interface Total Allocation. 
Tab. 1: Komplety implementace. 
Název kompletu Popis kompletu 
IGS.System Základní obecné a pomocné třídy. 
IGS.System.Reflection Pomocné třídy využívající principu reflekce. 
IGS.System.Runtime.RITA Hlavní komplet obsahující implementaci 
navrhovaného mechanismu. 
6.2 Typový systém 
Navrhovaný model obsahuje definici vlastních virtuálních typů, jako jsou rozhraní  (interface), 
prostředky (resource) a delegáti (delagate). Virtuální typy nejsou předem dané a jsou definovány až 
při běhu programu.  Pro popis a definování jednotlivých virtuálních typů je zvolen obdobný přístup, 
jako je použit u tvorby standardních typů .NET platformy za běhu aplikace. 
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Výchozí třídou virtuálního typového systému je třída RitaType popisující obecný virtuální typ. Z 
této třídy pak dědí konkrétní virtuální typy jako je RitaInterface, RitaResource a RitaDelegate (viz 
obr. 45). Každý virtuální typ pak má definovanou rozšiřující třídu, pomocí které je možné definovat 
daný virtuální typ při běhu aplikace. Pro rozhraní je to RitaInterfaceBuilder, zdroje lze definovat 
prostřednictvím třídy RitaResourceBuilder a delegáty přes třídu RitaDelegateBuilder. 
 
Obr. 45: Virtuální typový systém. 
Virtuální typ 
Každý virtuální typu má svůj jedinečný název, který je tvořen jedinečným identifikátorem Id, 
který je v GUID (Global Unique Identification) formátu, a celým jménem FullName, což je jméno 
typu včetně jeho jmenného prostoru. Jedinečný název je pak implementován strukturou RitaTypeName 
(viz obr. 46), obsahující zmíněný identifikátor a celé jméno. 
6.2.1 Virtuální rozhraní  
Základním konkrétním virtuálním typem je rozhraní, které je implementováno třídou 
RitaInterface (viz obr. 47). Rozhraní obsahuje odkaz na skutečný typ rozhraní .NET platformy 
(NativeType), které toto virtuální rozhraní zastupuje. To je to rozhraní prostředku, pro které bude 
vytvářen proxy objekt. Dále virtuální rozhraní definuje výchozí typ třídy (ProxyBaseType), která bude 
implementovat proxy objekt, přes které se budou uskutečňovat všechna volání tohoto rozhraní. 
Poslední dvě vlastnosti třídy rozhraní představují kolekce virtuálních rozhraní pro rozhraní událostí 
(EventInterfaces) a rozhraní, které může dané rozhraní využívat, tj. závislého rozhraní 
(UsedInterfaces). 
Proxy objekt virtuálního rozhraní slouží jak pro kontrolu, zda volající vlákno má alokovány 
všechny synchronizační skupiny vyžadované rozhraním, tak také zajišťuje transparentnost celého 
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řešení, neboť využívání virtuálního rozhraní je zcela stejné jako práce se standardním nativním 
rozhraním platformy. Pro využívání virtuálního rozhraní tedy není nutné používat nějakých 
speciálních instrukcí a příkazů, neboť veškerá logika systému je skryta s využitím AOP přístupu. 
Ačkoli implementace AOP přístupu na platformě .NET není nic nového, nebyla podle dostupných 
informací tato technika využita pro řešení problematiky sdílených zdrojů.  Navíc se nejedná o čistou 
implementaci AOP, ale jen o využití techniky (obecně doporučované pro vývoj distribuovaných 
systémů) a její zapracování zcela novým způsobem založeným na navrhovaném modelu. 
 
Obr. 46: Třída virtuální typu a struktura implementující jedinečný název typu. 
Třída RitaInterfaceBuilder obsahuje metody pro definování jednotlivých vlastností rozhraní. 
Metoda AddUsedInterface slouží pro přidání závislého rozhraní a přes metodu DefineEventInterface 
se definuje událostní rozhraní, jehož typ je určen prostřednictvím třídy RitaDelegate. Metoda 
CreateType pak vytvoří příslušný objekt reprezentující virtuální typ rozhraní. 
6.2.2 Prostředek 
Dalším typem je prostředek (RitaResource), který obsahuje kolekci rozhraní (Interfaces), které 
tento prostředek implementuje (viz obr. 48). Stejně jako rozhraní i zdroj má definovanou třídu 
RitaResourceBuilder, pomocí které lze zdroj definovat, tj. přidávat rozhraní (AddInterface), které 
zdroj implementuje. 
6.2.3 Delegát události 
Posledním virtuálním typem je delegát, který plní obdobnou funkci jako je standardní delegát 
platformy .NET. Delegát určuje typ událostního rozhraní, a proto jeho jediným parametrem je nativní 
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typ rozhraní (viz obr. 49). Třída RitaDelegateBuilder je definována jen z důvodu dodržení principu 
typového systému, kdy každý typ má definovanou třídu s metodou Create pro tvorbu typu, v tomto 
případě typu delegát. 
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Obr. 50: Schéma virtuálních typů implementované třídou RitaTypeSchema a třída 
RitaTypeSchemaBuilder pro tvorbu schématu. 
6.3 Subjekt 
Kapitola 6.2 popisovala třídy implementující virtuální typový systém. Obecně typ představuje 
předpis pro konkrétní výskyt nějakého datového objektu neboli nějaké instance. V navrhovaném 
přístupu se vyskytují dvě instance virtuálních typů: subjekt (subject) a událost. Zde se zaměříme na 
subjekt, událostem se věnuje kapitola zabývající se událostním rozhraním. 
Subjekt je instancí prostředku a definuje vztah mezi virtuálním rozhraním a konkrétním objektem 
implementujícím nativní rozhraní tohoto virtuálního rozhraní. Implementující objekt tedy musí 
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implementovat nativní rozhraní NativeType definované ve virtuálním rozhraní. Tyto vazby jsou 
obsaženy v kolekci Implementations (viz obr. 51). 
 
Obr. 51: Třídy implementující prostředek – výchozí třída (RitaSubjectBase), třída subjektu 
(RitaSubject) a třída pro definování subjektu (RitaSubjectBuilder). 
Subjekt má definovaný jednoznačný GUID identifikátor (Id), může mít přidělen název 
(FriendlyName), obsahuje odkaz na region (Region), ve kterém se nachází a samozřejmě odkaz na 
prostředek (Resource), který implementuje. 
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Neméně důležitá je vlastnost AllocatorFactory, což je objekt implementující rozhraní 
IRitaInterfaceObjectAllocatorFactory. Toto rozhraní obsahuje pouze metodu CreateAllocator, která 
vrací objekt, pomocí něhož jsou pak realizovány požadavky na alokaci daného rozhraní subjektu. 
Tvorbou vlastního objektu implementující rozhraní IRitaInterfaceObjectAllocatorFactory a jeho 
přiřazení vlastnosti AllocatorFactory při definování subjektu, lze provést rozšíření nebo realizovat 
zcela vlastní princip alokace synchronizačních skupin rozhraní. Získání rozhraní subjektu se provádí 
přes metodu GetInterfaceObject, která vrací proxy objekt implementujích požadované rozhraní. 
I když subjekt není virtuálním typem, má rovněž stejným způsobem jako u virtuálních typů 
definovanou třídu RitaSubjectBuilder, pomocí které se subjekt definuje. Výchozí třída subjektu 
RitaSubjectBase dědí ze třídy MarshalByRefObj, tzn. subjekt je vždy předáván odkazem. 
 
Obr. 52: Třídy implementující region – výchozí třída (RitaRegionBase), třída regionu (RitaRegion) a 




Region představuje jakousi doménu, v rámci které je uplatňována alokační logika na jednotlivé 
rozhraní subjektů. Region je implementován třídou RitaRegion (viz obr. 52), má jedinečné Id a může 
mít přiřazen název (FreidlyName). Jádrem regionu je však odkaz na schéma virtuálních typů 
(Schema), které obsahuje vazby mezi jednotlivými rozhraní a zdroji. Schéma virtuálních typů regionu 
se vytváří přes metodu GetSchemaBuilder třídy RitaRegionBuilder. 
Region umožňuje definovat a tedy i následně vytvářet subjekty pomocí metody DefineSubject, 
kdy parametrem je odkaz na typ zdroje, který musí být obsažený v typovém schématu regionu. Vlastní 
region se vytvoří prostřednictvím pomocné statické třídy RitaFramework a její metody DefineRegion, 
která vrací objekt třídy RitaRegionBuilder. Příklad kódu v jazyce C# demonstrující vytvoření regionu 











    class RitaRegionBuilderTest 
    { 
        static void Main(string[] args) 
        { 
            Console.WriteLine("Definování regionu ... "); 
            RitaRegionBuilder regBuilder = RitaFramework.DefineRegion(); 
            regBuilder.FriendlyName = "testRegion"; 
 
            Console.WriteLine("Tvorba schématu typů ... "); 
            RitaTypeSchemaBuilder schemaBuilder = regBuilder.GetSchemaBuilder(); 
            Console.WriteLine("Definování virtuálního rozhraní ... "); 
            RitaInterfaceBuilder ifaceBuilder =  
    schemaBuilder.DefineInterface(typeof(IResource)); 
            Console.WriteLine("Definování prostředku ... "); 
            RitaResourceBuilder resBuilder = schemaBuilder.DefineResource("testResource"); 
            resBuilder.AddInterface(ifaceBuilder); 
 
            Console.WriteLine("Tvorba prostředku... "); 
            RitaRegion reg = regBuilder.CreateRegion(); 
             
            Console.WriteLine("\nStiskněte enter pro ukočení aplikace."); 
            Console.ReadLine(); 
        } 
    } 
} 
Výpis 8: Příklad tvorbu regionu v kódu. 
6.5 Proxy objekt virtuálního rozhraní 
Při dotazu na rozhraní subjektu prostřednictvím metody GetInterfaceObject je vrácen proxy 
objekt implementující požadované nativní rozhraní. Typ proxy objektu je vytvářen dynamicky při 
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tvorbě regionu, kdy pro každé virtuální rozhraní definované ve schématu typů je vytvořen odpovídající 
typ pro proxy objektu, obdobně jako se děje při komunikaci se vzdáleným objektem v technologii 
.NET Remoting. 
Dynamicky vytvářený typ proxy objektu vždy dědí ze třídy RitaInterfaceObjectProxy, nebo ze 
třídy z ní odvozené. Veškerá volání metod objektu virtuálního rozhraní prochází přes proxy objekt, 
který zaručuje (pokud je potřeba) zamykání příslušných synchronizačních skupin (viz obr. 53). 
 
Obr. 53: Přístup k objektu rozhraní přes proxy objekt rozhraní. 
Typ získaného proxy objektu implementuje požadované nativní rozhraní uvedené jako parametr 
metody GetInterfaceObject. Uvnitř metody GetInterfaceObject se zkontroluje, zda subjekt, resp. jeho 
prostředek, má definované požadované rozhraní a pokud ano, je mu vytvořen příslušný proxy objekt. 
Klient využívající subjekt, resp. požadované rozhraní subjektu pak komunikuje s proxy přes nativní 
požadované rozhraní. Pro klienta se komunikace jeví standardně jako s každým jiným objektem. 
6.5.1 Výchozí typ pro proxy objekt 
Jak již bylo řečeno v předcházející kapitole, dynamicky vytvářený typ proxy objektu dědí ze třídy 
RitaInterfaceObjectProxy (viz obr. 54). Třída RitaInterfaceObjectProxy obsahuje řadu metod, které 
slouží převážně pro práci se synchronizačními skupinami, dále je zde odkaz na virtuální rozhraní, 






Obr. 54: RitaInterfaceObjectProxy - výchozí třída pro typ proxy objektu. 
RitaInterfaceObjectProxy dědí ze třídy InstanceMemberInvokeProxy, která obsahuje metody, jenž 
jsou volány před a po vykonání metod, nebo vlastností cílového objektu, který lze získat voláním 
83 
 
metody GetStub. RitaInterfaceObjectProxy tyto metody přetěžuje a dodává do nich logiku pro alokaci 
a dealokaci synchronizačních skupin souvisejících s virtuálním rozhraním, které proxy objekt 
zastupuje. Samozřejmostí je, že jak cílový objekt, tak i proxy objekt implementují nativní rozhraní 
virtuálního rozhraní. Vzájemný vztah a princip činnosti objektů implementující proxy je zobrazen na 
obr. 55.  Cílový objekt je objekt, který byl definován prostřednictvím druhého parametru metody 
SetImplementation třídy RitaSubjectBuilder (viz obr. 51). 
V rámci tvorby virtuálního rozhraní, lze definovat vlastní výchozí třídu proxy objektu, která 
samozřejmě musí být zděděná ze třídy RitaInterfaceObjectProxy. V této nově vytvořené výchozí třídě 
lze pak plně upravit mechanismus přístupu ke sdílenému prostředku podle vlastních potřeb, jako např. 
ukazuje implementace uvedená v příloze B. 
 
  Obr. 55: Vzájemný vztah a princip činnosti objektů implementující proxy. 
6.5.2 Tvorba dynamického typu proxy objektu 
Na platformě .NET lze za běhu aplikace nadefinovat nový datový typ a ihned jej využít v kódu. 
Tato definice probíhá prostřednictvím tříd obsažených ve jmenném prostoru System.Reflection a 
System.Reflection.Emit. Kód jednotlivých metod nového typu se generuje prostřednictvím instrukcí IL 
assembleru. Přesně tímto způsobem je vytvářen typ proxy objektu z obr. 55. 
Dynamický typ proxy objektu dědí ze třídy RitaInterfaceObjectProxy a obsahuje jednu privátní 
položku, která je typu nativního rozhraní, což je právě cílový objekt, který proxy objekt zastupuje. 
Tato položka je inicializována v konstruktoru proxy objektu, který má právě tento jeden parametr. Při 
vytváření proxy objektu je tento parametr nastaven na cílový objekt subjektu. 
RitaInterfaceObjectProxy
InstanceMemberInvokeProxy
1. klient volá nativní
rozhraní proxy objektu
2. Proxy objekt volá 
Begin metodu
3. Vrámci přetížené Begin
metody probíhá alokace 
synchronizačních skupin
4. Alokace proběhla, 
proxy objekt volá
 rozhraní cílové objektu
5. Proxy objekt volá 
End metodu
6. V rámci přetížené 





Proxy objekt musí implementovat nativní rozhraní cílového objektu, tj. typ proxy objektu 
obsahuje všechny metody a vlastnosti tohoto rozhraní. Pro každou metodu proxy rozhraní je 
vygenerován kód provádějící následující kroky: 
1) Volá se metoda BeginMethodInvoke, která má jako parametry název volané metody a pole 
obsahující parametry volané metody. Třetím parametrem je návratová hodnota metody. 
2) Pokud návratová hodnota metody BeginMethodInvoke je hodnota false, je jako návratová 
hodnota celé metody vrácen třetí parametr z bodu 1. 
3) V případě true hodnoty jako návratové hodnoty z BeginMethodInvoke, je volána metoda na 
cílovém objektu subjektu. 
4) Je volána metoda EndMethodInvoke s parametry shodnými jako u metody 
BeginMethodInvoke, pouze jako třetí parametr je návratová hodnota z volání metody 
cílového objektu z bodu 3. 
5) Návratová hodnota metody EndMethodInvoke je pak vrácena jako návratová hodnota celé 
volané metody proxy objektu. 
Zdrojový kód v jazyce C# odpovídající uvedeným krokům je zobrazen ve výpise 9. Stejný kód, 
avšak v instrukcích IL jazyka, je uveden ve výpise 10. Přesně tyto instrukce musí být vygenerovány 
při vytváření metody dynamického typu proxy objektu. Generování IL kódu probíhá prostřednictví 
pomocné třídy RitaInterfaceObjectProxyBuilder (viz obr. 56). 
public override int Metoda3(int a, int b) 
{ 
    object obj2; 
    object[] methodParams = new object[] { a, b }; 
    if (!this.BeginMethodInvoke(this._stub, "Metoda3", methodParams, out obj2)) 
    { 
        return (int) obj2; 
    } 
    obj2 = this._stub.Metoda3(a, b); 
    return (int) this.EndMethodInvoke(this._stub, "Metoda3", methodParams, obj2); 
} 
Výpis 9: Kód v jazyce C# dynamicky generované metody typu proxy objektu. 
.method public virtual instance int32 Metoda3(int32 a, int32 b) cil managed 
{ 
    .maxstack 12 
    .locals init ( 
        [0] object obj2, 
        [1] bool flag, 
        [2] object[] objArray, 
        [3] int32 num) 
    L_0000: nop  
    L_0001: ldarg.0  
    L_0002: ldarg.0  
    L_0003: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0008: ldstr "Metoda3" 
    L_000d: ldc.i4 2 
    L_0012: newarr object 
    L_0017: stloc.2  
    L_0018: ldloc.2  
    L_0019: ldc.i4 0 
    L_001e: ldarg.s a 
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    L_0023: box int32 
    L_0028: stelem.ref  
    L_0029: ldloc.2  
    L_002a: ldc.i4 1 
    L_002f: ldarg.s b 
    L_0034: box int32 
    L_0039: stelem.ref  
    L_003a: ldloc.2  
    L_003b: ldloca obj2 
    L_0041: callvirt instance bool 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::BeginMethodInvoke(object, 
string, object[], object&) 
    L_0046: stloc.1  
    L_0047: ldloc.1  
    L_0048: brtrue.s L_0053 
    L_004a: ldloc.0  
    L_004b: unbox.any int32 
    L_0050: stloc.3  
    L_0051: br.s L_0086 
    L_0053: ldarg.0  
    L_0054: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0059: ldarg.s a 
    L_005e: ldarg.s b 
    L_0063: callvirt instance int32 
[ResourceInterfacesTest]ResourceInterfacesTest.IResource::Metoda3(int32, int32) 
    L_0068: stloc.0  
    L_0069: ldarg.0  
    L_006a: ldarg.0  
    L_006b: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0070: ldstr "Metoda3" 
    L_0075: ldloc.2  
    L_0076: ldloc.0  
    L_0077: callvirt instance object 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::EndMethodInvoke(object, string, 
object[], object) 
    L_007c: stloc.0  
    L_007d: ldloc.0  
    L_007e: unbox.any int32 
    L_0083: stloc.3  
    L_0084: br.s L_0086 
    L_0086: ldloc.3  
    L_0087: ret  
} 
Výpis 10: Kód v instrukcích jazyka IL dynamicky generované metody typu proxy objektu. 
Analogickým způsobem jako vnitřní kód generovaných metod, je vytvořen i vnitřní kód 
jednotlivých vlastností rozhraní, které jsou v IL jazyku implementovány také jako metody. Příklad 
kódu, který se generuje pro jednotlivé vlastnosti rozhraní, je uveden na výpise 11 (v jazyce C#) a 





Obr. 56: Pomocná třída RitaInterfaceObjectProxyBuilder pro vytváření dynamických typů proxy 
objektu. 
public override int Vlastnost3 
{ 
    get 
    { 
        object obj2; 
        object[] propertyParams = new object[0]; 
        if (!this.BeginPropertyGetInvoke(this._stub, "get_Vlastnost3", propertyParams, out   
   obj2))  { 
            return (int) obj2; 
        } 
        obj2 = this._stub.Vlastnost3; 
        return (int) this.EndPropertyGetInvoke(this._stub, "get_Vlastnost3", propertyParams,  
   obj2); 
    } 
    set 
    { 
        object[] propertyParams = new object[0]; 
        object propertyValue = value; 
        if (this.BeginPropertySetInvoke(this._stub, "set_Vlastnost3", propertyParams, ref  
   propertyValue))  { 
            this._stub.Vlastnost3 = (int) propertyValue; 
            this.EndPropertySetInvoke(this._stub, "set_Vlastnost3", propertyParams, value); 
        } 
    } 
} 
Výpis 11: Kód v jazyce C# dynamicky generované vlastnosti typu proxy objektu. 
.property class int32 Vlastnost3 
{ 
    .get instance int32 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::get_Vlastnost3() 







.method public virtual instance int32 get_Vlastnost3() cil managed 
{ 
    .maxstack 11 
    .locals init ( 
        [0] object obj2, 
        [1] int32 num, 
        [2] object[] objArray, 
        [3] bool flag) 
    L_0000: nop  
    L_0001: ldarg.0  
    L_0002: ldarg.0  
    L_0003: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0008: ldstr "get_Vlastnost3" 
    L_000d: ldc.i4 0 
    L_0012: newarr object 
    L_0017: stloc.2  
    L_0018: ldloc.2  
    L_0019: ldloca obj2 
    L_001f: callvirt instance bool 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::BeginPropertyGetInvoke(object, 
string, object[], object&) 
    L_0024: stloc.3  
    L_0025: ldloc.3  
    L_0026: brtrue.s L_0031 
    L_0028: ldloc.0  
    L_0029: unbox.any int32 
    L_002e: stloc.1  
    L_002f: br.s L_005f 
    L_0031: ldarg.0  
    L_0032: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0037: callvirt instance int32 
[ResourceInterfacesTest]ResourceInterfacesTest.IResource::get_Vlastnost3() 
    L_003c: box int32 
    L_0041: stloc.0  
    L_0042: ldarg.0  
    L_0043: ldarg.0  
    L_0044: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0049: ldstr "get_Vlastnost3" 
    L_004e: ldloc.2  
    L_004f: ldloc.0  
    L_0050: callvirt instance object 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::EndPropertyGetInvoke(object, 
string, object[], object) 
    L_0055: stloc.0  
    L_0056: ldloc.0  
    L_0057: unbox.any int32 
    L_005c: stloc.1  
    L_005d: br.s L_005f 
    L_005f: ldloc.1  




.method public virtual instance void set_Vlastnost3(int32 'value') cil managed 
{ 
    .maxstack 5 
    .locals init ( 
        [0] object[] objArray, 
        [1] bool flag, 
        [2] object obj2) 
    L_0000: nop  
    L_0001: ldarg.0  
    L_0002: ldarg.0  
    L_0003: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_0008: ldstr "set_Vlastnost3" 
    L_000d: ldc.i4 0 
    L_0012: newarr object 
    L_0017: stloc.0  
    L_0018: ldloc.0  
    L_0019: ldarg.s 'value' 
    L_001e: box int32 
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    L_0023: stloc.2  
    L_0024: ldloca obj2 
    L_002a: callvirt instance bool 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::BeginPropertySetInvoke(object, 
string, object[], object&) 
    L_002f: ldc.i4.0  
    L_0030: ceq  
    L_0032: stloc.1  
    L_0033: ldloc.1  
    L_0034: brtrue.s L_005f 
    L_0036: ldarg.0  
    L_0037: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_003c: ldloc.2  
    L_003d: unbox.any int32 
    L_0042: callvirt instance void 
[ResourceInterfacesTest]ResourceInterfacesTest.IResource::set_Vlastnost3(int32) 
    L_0047: ldarg.0  
    L_0048: ldarg.0  
    L_0049: ldfld class [ResourceInterfacesTest]ResourceInterfacesTest.IResource 
ResourceInterfacesTest.IResource454999350e4c4b96a028248e5a307f33::_stub 
    L_004e: ldstr "set_Vlastnost3" 
    L_0053: ldloc.0  
    L_0054: ldarg.s 'value' 
    L_0059: callvirt instance void 
[ResourceInterfacesTest]ResourceInterfacesTest.ResourceProxy::EndPropertySetInvoke(object, 
string, object[], object) 
    L_005e: nop  
    L_005f: ret  
} 
Výpis 12: Kód v instrukcích jazyka IL dynamicky generované vlastnosti typu proxy objektu. 
6.5.3 Přetížené Begin a End metody 
Uvnitř každé metody v rámci dynamicky vygenerované třídy proxy objektu, se volá na počátku 
metoda s prefixem Begin a na závěr metoda s prefixem End. Původně jsou tyto metody definovány ve 
třídě InstanceMemberInvokeProxy a ve třídě RitaInterfaceObjectProxy jsou přetíženy. Uvnitř těchto 
metod je umístěn kód zajišťující alokaci a dealokaci synchronizačních skupin. 
Princip všech Begin a End je totožný. Begin metoda se snaží prostřednictvím metody 
TryAllocateInterfaceObject alokovat synchronizační skupiny a pokud uspěje, vrací hodnotu true, což 
značí, že vše je alokováno a může být zavolána metoda/vlastnost na cílovém objektu. Pokud se 
alokace nepodaří, je získána výchozí návratová hodnota pro volanou metodu/vlastnost, která je 
nastavena jako návratová hodnota celého volání metody/vlastnosti proxy objektu. V případě, že 
výchozí návratová není definována, je vyvolána výjimka značící neúspěch alokace. Na výpise 13 lze 
vidět ukázku kódu pro přetíženou metodu BeginMethodInvoke. 
End metoda je volána jen v případě, že návratová hodnota Begin metody byla true. End metoda 
prostřednictvím metody ReleaseInterfaceObject uvolní alokované synchronizační skupiny a pokud je 
potřeba, vrátí návratovou hodnotu, jako se např. děje v přetížené koncové metodě EndMethodInvoke 
uvedené ve výpise 14. 
Při využití vlastní výchozí třídy proxy objektu, lze přetížením metody BeginMethodInvoke a 




/// Called when the specified method is being invoked. 
/// </summary> 
/// <param name="target">The target object.</param> 
/// <param name="methodName">The method name.</param> 
/// <param name="methodParams">The method parameters.</param> 
/// <param name="methodRet">The method return value.</param> 
/// <returns>False if the method invoking in the target is cancelled and methodRet is 
returned;othorwise return true.</returns> 
protected override bool BeginMethodInvoke(object target, string methodName, object[] 
methodParams, 
    out object methodRet) 
{ 
    methodRet = null; 
 
    if (this.TryAllocateInterfaceObject()) 
        return true; 
    else if (_subject.TryGetMemberDefault(_interface, methodName, methodParams, out 
methodRet)) 
        return false; 
 
    throw new RitaAllocateException(_subject, _interface, methodName); 
} 
Výpis 13: Zdrojový kód přetížené metody BeginMethodInvoke. 
/// <summary> 
/// Called when the method was called on the target. 
/// </summary> 
/// <param name="target">The target object.</param> 
/// <param name="methodName">The method name.</param> 
/// <param name="methodParams">The method parameters.</param> 
/// <param name="methodRet">The method return value.</param> 
/// <returns>The value that will be the return value of the invoked method.</returns> 
/// <remarks> 
/// This method is not called when the BeginMethodInvoke method has returned false. 
/// </remarks> 
protected override object EndMethodInvoke(object target, string methodName, object[] 
methodParams, 
    object methodRet) 
{ 
    this.ReleaseInterfaceObject(); 
    return methodRet; 
} 
Výpis 14: Zdrojový kód přetížené metody EndMethodInvoke. 
6.6 Alokace a synchronizační skupiny 
Pokud při požadavku na rozhraní subjektu je zjištěno, že je potřeba alokovat synchronizační 
skupiny, je v rámci proxy objektu vytvořen objekt alokátoru, což je objekt implementující rozhraní 
IRitaInterfaceAllocator. Z obr. 57 lze vidět, že alokátor obsahuje odkaz na tři typy synchronizačních 
skupin: 
• lokální (LocalSyncGroup), pro závislá rozhraní, 
• subjektu (SubjectSyncGroup), pokud je definováno,  
• událostní (EventSyncGroup) pro událostní rozhraní. 
Vztah mezi rozhraními jednotlivých synchronizačních skupin je uveden na obr. 58. Výchozím 
rozhraním pro všechny synchronizační skupiny je rozhraní IAllocatable. Toto rozhraní obsahuje 
metodu TryAllocate pro alokaci objektu, která ihned vrátí true v případě, že se objekt podařilo 
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alokovat, nebo false pokud objekt není alokovaný. Další položkou rozhraní je událost Ready, která je 
vyvolána při uvolnění objektu a značí, že je zde velká pravděpodobnost, že následné zavolání metody 
TryAllocate bude úspěšné. Pokud je objekt úspěšně alokován, lze jej uvolnit prostřednictvím metody 
Release. Celý pro alokace objektu, resp. synchronizační skupiny je zobrazen na obr. 59. Pro zjištění, 
zda je objekt alokován ,slouží metoda IsReadyFor. Jak metoda TryAllocate, tak i IsReadyFor obsahují 
identifikační parametr. Pomocí tohoto parametru, lze zajistit, že vícenásobné pokusy o alokaci objektu 
se stejným identifikačním parametrem budou dokončeny úspěšně, aniž by docházelo k realokaci. 
Identifikační parametr je de facto identifikátorem toho, kdo o alokaci objektu žádá. 
 
Obr. 57: Rozhraní IRitaInterfaceAllocator. 
 




Obr. 59: Princip alokace synchronizační skupiny. 
6.6.1  Lokální synchronizační skupina 
Lokální synchronizační skupina odpovídá skupině vzájemně souvisejících rozhraní. Jedná se o 
statickou synchronizační skupinu, která je sestavena při vytváření regionu z typového schématu podle 
algoritmu uvedeného v kap. 4.1.3. Lokální synchronizační skupina postihuje vzájemné vazby mezi 
rozhraními a pro dané virtuální rozhraní ji lze získat přes vlastnost LocalSyncGroups třídy RitaRegion. 
6.6.2 Synchronizační skupina subjektu 
Synchronizační skupina subjektu je definována v případě, pokud cílový objekt implementuje 
rozhraní IRitaSyncGroup. Tato synchronizační skupina obsahuje logiku pro alokaci v cílovém objektu, 
kde lze realizovat tzv. podmíněnou alokaci. 
6.6.3 Událostní synchronizační skupina 
Pro každý objekt připojený na událostní rozhraní je vytvořena událostní synchronizační skupina. 
Toho je docíleno tím, že na událostní rozhraní, lze připojit jen objekt implementující rozhraní 
IRitaEventHandler (viz obr. 60). Toto rozhraní obsahuje metodu GetEventHandlerSyncGroup pomocí, 
které se získá synchronizační skupina události. Druhou metodou je metoda GetEventHandler, která 
vrací cílový objekt události, tj. objekt, který bude volán při vyvolání události. Tento objekt musí 
implementovat stejné rozhraní, jako je nativní rozhraní delegáta události, tj. typ definovaný vlastností 




Obr. 60: Rozhraní IRitaEventHandler. 
Každý proxy objekt automaticky implementuje IRitaEventHandler rozhraní, kdy je událostní 
synchronizační skupina proxy objektu tvořena jeho všemi třemi synchronizačními skupinami, tj. 
lokální, událostními a subjektu. V konečném důsledku to znamená, že při požadavku na alokaci 
rozhraní dojde k alokaci všech synchronizačních skupin, které nějakým způsobem souvisí s původním 
alokovaným rozhraním. 
6.7 Událostní rozhraní 
Nativní rozhraní virtuálního rozhraní nesmí obsahovat události. Místo toho má virtuální rozhraní 
definovanou sadu nativních rozhraní, ke kterým mohou být připojeny objekty implementující toto 
rozhraní. Uvnitř cílového subjektu implementující toho virtuálního rozhraní, lze pak objekty připojené 
na rozhraní volat. Nativní rozhraní, ke kterým se mohou připojovat ostatní objekty, se označují jako 
událostní rozhraní a jsou definovány třídou RitaDelegate. 
Připojení na událostní rozhraní se děje prostřednictvím proxy objektu, které implementuje 
rozhraní IRitaInterfaceEventSource (viz obr. 61). Toto rozhraní obsahuje metodu AddEventTarget pro 
připojení objektu na událostní rozhraní a RemoveEventTarget pro odpojení objektu od událostního 
rozhraní. Obě metody obsahují dva parametry, kdy první definuje typ událostního rozhraní a druhý 
představuje objekt, který bude událost zpracovávat a který, jak již bylo řečeno v předcházející 
kapitole, musí implementovat rozhraní IRitaEventHandler. 
 
Obr. 61: Rozhraní IRitaInterfaceEventSource. 
Jakmile dojde k připojení objektu na událostní rozhraní, je uvnitř regionu vytvořen objekt typu 
RitaEvent, kde jsou uloženy všechny informace o události, tj. typ událostního rozhraní, subjekt, ke 
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kterému patří, a samozřejmě odkaz na objekt s rozhraním IRitaEventHandler. Událost je uložena do 
kolekce SubjectEvents regionu. Příklad kódu demonstrující připojení události lze vidět na výpise 15. 
 
Obr. 62: Třída RitaEvent. 
((IRitaInterfaceEventSource)bobClient).AddEventTarget( 
                subjectA.GetResourceInterface(typeof(IMessageSendEvent)), tomClientEvent); 
Výpis 15: Připojení události v kódu. 
Událostní rozhraní lze vyvolat jen uvnitř objektu, které je implementací virtuálního rozhraní 
mající dané událostní rozhraní. Při vyvolání událostního rozhraní vně objektu dojde k vyhození 
výjimky. Pro vyvolání události se využívá objekt aktuálního kontextu (viz kap. 6.8.1) a jeho metoda 
GetEventTargets (viz výpis 16). Uvnitř metody  GetEventTargets se volá metoda GetEventHandler 
nad každým objektem připojeným na událostní rozhraní, které má být vyvoláno. 
// získání aktuálního kontextu 
RitaContext ctx = RitaContext.Current; 
// vyvolání události, tj. zavolání metody rozhraní u všech objektů připojených na událostní 
// rozhraní 
foreach(IReceiveHello eventItem in ctx.GetEventHandlers(typeof(IReceiveHello))) 
  eventItem.ReceiveHello(); 
Výpis 16: Vyvolání události v kódu. 
Odpojení události se provádí přes metodu RemoveTargetTarget rozhraní IRitaEventSource. 
6.8 Kontextové objekty 
Při využívání proxy objektů je s každým vláknem svázaný tzv. RITA kontext, který budeme 
označovat zkráceně jako kontext. 
Poznámka:  
Na platformě .NET je s každým vláknem rovněž svázán kontext, který je určen jen pro interní použití 




6.8.1 RITA kontext 
Kontext je implementován třídou RITAContext (viz obr. 63). Každý kontext má své jedinečné Id, 
které je použito jako identifikátor při alokacích synchronizačních skupin (viz kap. 6.6). Dále je zde 
statická vlastnost Current pro získání kontextu aktuálního vlákna a vlastnost CurrentProxy, která vrací 
aktuální proxy objekt, tj. poslední proxy objekt, uvnitř kterého se vlákno právě nachází. 
 
Obr. 63: Třída kontextu. 
Kontext uvnitř obsahuje dva seznamy. Prvním z nich je zásobník proxy objektů, které jsou do 
kontextu ukládány (PushProxyOnStack) a vyzvedávány (PopProxyFromStack) tak, jak jsou vláknem 
volány. Druhým seznamem je kolekce alokačních kontextů. 
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6.8.2 Alokační kontext 
Alokační kontext je objekt popisující alokaci daného virtuálního rozhraní v rámci daného vlákna. 
Právě na přítomnosti alokačního kontextu pro dané vlákno se určuje, zda má vlákno virtuální rozhraní 
alokováno, či nikoli.  
 
Obr. 64: Třída alokačního kontextu. 
RITA kontext uvnitř obsahuje kolekci dvojic hodnot virtuální rozhraní – alokační kontext. 
Alokační kontext je implementován třídou RitaAllocationContext (viz obr. 64), která obsahuje počet 
alokací daného rozhraní daným vláknem (AllocationCount), objekt popisující alokační operaci 
(AllocationOper), pomocí něhož lze např. zrušit probíhající alokační proces (objektem pro popis 
operací se zabývala kapitola 3.3), a kolekci všech událostí daného rozhraní (HandlerEvents). 
Když dojde k volání metody rozhraní prostřednictvím proxy objektu, hledá se, zda kontext 
obsahuje pro dané rozhraní alokační kontext. Pokud není alokační kontext přítomen, je vytvořen nový 
a prostřednictvím alokátoru (Allocator) alokačního kontextu je provedena alokace synchronizačních 
skupin. Pokud je alokační proces přítomen, pak to značí, že vlákno má již rozhraní alokováno a tudíž 
není potřeba alokaci provádět. Dalším krokem je zvýšení počtu alokací (AllocationCount) o 1 a pak 
může dojít k volání požadované metody cílového objektu. Proces alokace je graficky znázorněn na 
obr. 65. 
Pro vytvoření alokátoru jsou shromážděny všechny synchronizační skupiny rozhraní, tj. lokální, 
subjektu i událostní. Událostní skupiny jsou získány prostřednictvím metody 
GetEventHandlerSyncGroup, která je volána postupně nad všemi připojenými objekty k událostním 
rozhraním. Pokud má pro nějakou událost takto získaná synchronizační skupina hodnotu null, je 
událost odstraněna ze seznamu událostí regionu. Takto lze realizovat automatické odstranění 
neaktivních událostí, pokud nejsou události odpojeny ručně. Samozřejmě, že logika návratu hodnoty 




Při ukončování volání metody rozhraní prostřednictvím proxy objektu, se hodnota počtu alokací 
(AllocationCount) sníží o 1 a pokud dosáhne hodnoty 0, dojde prostřednictvím alokátoru (Allocator) 
alokačního kontextu k uvolnění synchronizačních skupin a alokační kontext je zrušen (viz obr. 66). 
 
Obr. 65: Diagram alokačního procesu při volání metody rozhraní prostřednictvím proxy objektu. 
Součástí alokačního procesu je i seznam všech událostí rozhraní připojených k některému 
z událostních rozhraní. Tento seznam je vytvářen při tvorbě alokačního kontextu, kdy jsou z kolekce 
všech událostí uložené regionu vyfiltrovány jen události pro dané rozhraní a subjekt. Pokud v rámci 
kódu pak dojde na požadavek vyvolání určitého událostního rozhraní, jsou ze seznamu událostí 
alokačního kontextu vybrány jen události požadovaného typu. Vzájemný vztah mezi seznamy událostí 









Obr. 67: Vzájemný vztah mezi seznamy událostí v rámci regionu. 
6.9 Synchronizační skupina proxy objektu 
Sám proxy objekt může být konzumentem události, tj. může být připojen na událostní rozhraní. 
Proxy objekt tedy implementuje rozhraní IRitaEventHandler, kdy jedna z metod tohoto rozhraní vrací 
událostní synchronizační skupinu (GetEventHandlerSyncGroup) a druhá metoda je pro získání 
cílového objekt události (GetEventHandler).  
Událostní synchronizační skupina proxy objektu (viz kap. 6.6) je implementována třídou 
RitaProxySyncGroup (viz Obr. 68), která obsahuje všechny synchronizační skupiny daného rozhraní a 
seznam událostí (HandlerEvents). Je to přesně ten seznam, který je obsažen v alokačním kontextu 
daného proxy objektu. 
Při volání metody GetEventHandlerSyncGroup nad proxy objektem za účelem získání 
synchronizačního kontextu události je navrácen inicializovaný objekt třídy RitaProxySyncGroup, který 
je pak použit jako parametr metody GetEventHandler pro získání cílového objektu pro zpracování 
události.  
Seznam všech událostí od všech 
událostních rozhraní všech 
rozhraní definovaných v regionu
Seznam všech událostí od 
všech událostních rozhraní  
konkrétního rozhraní
Seznam všech událostí 
konkrétního typu události






Obr. 68: Třída RitaProxySyncGroup. 
Návratovou hodnotou metody GetEventHandler proxy objektu nemůže být cílový objekt proxy 
objektu, protože pak bychom obešli celý navrhovaný systém a především proces tvorby alokačního 
kontextu. Návratovou hodnotou je proto nový proxy objekt, který má stejnou konfiguraci jako 
stávající proxy objekt, pouze má nastavenou vlastnost AutoAllocationContext, která říká, že pokud při 
volání nového proxy objektu není přítomen příslušný alokační kontext, tak bude použit ten, který je 
uveden v AutoAllocationContext. Tím se zajistí, že nebude vyžadována alokace synchronizačních 
skupin, která byla již provedena v rámci alokace prostřednictvím třídy RitaProxySyncGroup.  
Postup, kdy je vrácen „fiktivní“ proxy objekt implementující automatickou alokaci, je důležitý, 
pokud je událost zpracovávána v rámci jiného regionu, který může být umístěn i v jiném procesu, 
např. i jiném stroji a být zpřístupněn přes síťové rozhraní. V takovém případě totiž zpracování události 
probíhá na úplně jiném vlákně, a tudíž nejsou dostupné příslušné RITA kontexty. Proto zde dochází 
k automatické alokaci, neboť alokace objektu zpracovávající událost již byla provedena v rámci 
získání rozhraní prostředku, který události vyvolává. 
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6.10 Blokové schéma implementace 
Celkový pohled na jednotlivé vazby mezi jednotlivými „bloky“ implementující navrhovanou 
koncepci je zobrazen na obr. 69. Stěžejní elementy jsou zobrazeny tučně. Jedná se o objekt definující 
prostředek, proxy objekt zastupující implementaci rozhraní prostředku a vlastní implementace 
rozhraní prostředku ve formě standardního objektu. Význam vazeb u jednotlivých bloků je vyjádřen 
textem, čísla v rozích jednotlivých bloků odpovídají pořadí, jak jsou při přístupu ke sdílenému 
přístupu vytvářeny stěžejními bloky implementace. Slovně lze očíslované jednotlivé kroky popsat 
následovně: 
1) Definuje se region. 
2) Definuje se schéma virtuálních typů. 
3) V rámci schématu virtuálních typů se definuje prostředek. 
4) Definují se rozhraní prostředku. 
5) Definuje se subjekt jako instance implementující prostředek. 
6) V rámci subjektu je rozhraní prostředku přiřazen implementující objekt. 
7) Při vyžádání rozhraní subjektu je vytvořen proxy objekt zastupující implementující objekt. 
8) Při prvotním volání rozhraní přes proxy objekt je vytvořen kontext. 
9) Pro alokaci synchronizačních skupin rozhraní prostředku je vytvořen alokační kontext. 
10) Během vlastní alokace je vytvořen alokátor a provedena alokace synchronizačních skupin. 
Pokud proběhne alokace v posledních kroku úspěšně, je volání nad proxy objektem přesměrováno 
na implementující objekt rozhraní (cílový objekt), tj. je vykonána požadovaná služba. Kroky 1-6 jsou 
konfigurační kroky a provádí je vývojář v rámci konfigurační části na základě návrhu systému. Kroky 
7-10 jsou zajištěny implementací a probíhají automaticky transparentně na pozadí při požadavku na 
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V dizertační práci jsem se zabýval oblastí týkající se vývoje distribuovaných systémů s využitím 
platformy .NET Framework se zaměřením se na problematiku přístupu ke sdíleným zdrojům a s tím 
související technikou zpracování asynchronních operací. Součástí práce je rovněž implementační část 
realizující vlastní navržené techniky. 
V kapitole 1 bylo provedeno seznámení s problematikou distribuovaných systémů, platformou 
.NET a možnostmi, které tato platforma disponuje při vývoji distribuovaných systémů a aplikací. 
Závěrečná část této kapitoly byla věnována studované problematice přístupu ke sdíleným zdrojům, na 
kterou navazuje kapitola 2 obsahující vytyčené cíle disertační práce spolu s odůvodněním stanovení 
těchto cílů. 
Následující kapitoly již obsahují vlastní navrhované přístupy a koncepce. Konkrétně kapitola 3 
přináší návrh vlastního rozhraní pro manipulaci s asynchronními operacemi. Nejdříve byl popsán a 
zhodnocen standardní přístup při práci s asynchronním voláním na platformě .NET. Dále je již uveden 
vlastní návrh univerzálního rozhraní, který rozšiřuje standardní techniky a představuje určitý vzor pro 
řešení situací, kde je potřeba provádět operace asynchronně. Navrhované rozhraní bylo 
implementováno a úspěšně použito v rámci radiového kontroléru radiové sítě, což byla striktně 
vrstvově orientovaná implementace brány propojující radiovou síť s IP sítí. Zde bylo navrhované 
rozhraní použito pro popis asynchronních operací prováděných nad jednotlivými vrstvami. Díky 
použití tohoto rozhraní bylo docíleno úspěšné implementace multivláknového komunikačního systému 
umožňující realizaci komunikace na libovolném počtu radiových kanálů a pracující bezchybně 24 
hodin denně. Navrhované rozhraní pak dále tvoří jeden ze základních stavebních kamenů 
implementace následné řešené problematiky této práce. 
Zbývající kapitoly práce jsou věnovány problematice přístupu ke sdíleným zdrojům, kdy cílem 
bylo vytvoření přístupu umožňující snadno řešit sdílení prostředků a současně, aby tento přístup plně 
zapadal do objektově orientované architektury platformy .NET a mohl být tak snadno použitelný. 
V kapitole 4 je proveden teoretický rozbor navrhovaného modelu pro přístup ke sdíleným 
zdrojům, který by poskytoval prostředky pro minimalizaci vzniku stavu uváznutí při využívání 
sdílených prostředků. Teoretický popis přináší vymezení pojmů a popisuje fungování modelu. 
Navrhovaný přístup je založen na přesném definování vazeb mezi jednotlivými prostředky, kdy na 
základě těchto vazeb jsou vytvořeny synchronizační skupiny, pomocí kterých se pak realizuje 
přiřazení prostředků procesům neboli alokace prostředků volajícímu vláknu. Součástí této kapitoly je 
rovněž návrh jednoduché grafické interpretace pro popis vzájemných jak statických, tak i 
dynamických vazeb prostředků. Návrh, který je postaven na aspektově orientovaném přístupu, byl 
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koncipován tak, aby jednak umožňoval operace s prostředky známé z OOP programování, ale 
současně mohla být zajištěna plná kontrola nad přístupem ke sdílenému prostředku. S využitím 
grafické interpretace byly načrtnuty základní aplikační řešení prostřednictvím navrhovaného modelu.  
Implementační část práce začíná kapitolou 5, kde je provedena analýza zpracování kódu na 
platformě .NET a techniky pro zajištění transparence v rámci komunikace prostřednictvím .NET 
Remoting. Na základě této analýzy byl proveden návrh, jak realizovat alokaci prostředků 
transparentním způsobem, aby využívaní sdílených prostředků probíhalo stejně jako každá jiná práce 
s objektem na platformě .NET.  
Závěrečná šestá kapitola je věnována vlastnímu popisu implementace navrhovaného modelu pro 
přístup ke sdíleným prostředkům podle teoretického rozboru z kap. 4. Tato kapitola je nejenom 
popisem konkrétní implementace, ale rovněž ukazuje možnost, jak realizovat transparentní přístup 
k objektům postavený na principech aspektově orientovaného programování (AOP). V rámci 
implementace je současně ukázána dynamická tvorba kódu za běhu aplikace a jeho okamžité využití, 
což je jedna z technik realizace AOP přístupu. Provedená implementace čítající cca 50 tříd tak ukazuje 
praktické využití AOP pro řešení komplexní problematiky, jako je řízení přístupu ke sdílenému 
prostředku. Pro ověření správnosti nejen samotné implementace, ale především celého teoretického 
návrhu jsem úspěšně vytvořil aplikační řešení podle grafického návrhu z kap. 4. Zdrojové kódy jsou 
uvedeny v přílohách této práce, kde jsou rovněž pro srovnání uvedeny obdobné implementace 
s použitím standardních synchronizačních technik. 
Jak samotný návrh modelu, tak i  implementace vychází ze studia vzdálené komunikace na 
platformě .NET Framework, praktické realizace middleware vrstvy a komunikačního kontroléru, kdy 
získané poznatky a výsledky byly na prezentovány na zahraničních [95], [86], tuzemských [84], [87]  
konferencích a také v řadě výzkumných zpráv, jako např. [89], [94]. 
Navrhovaná koncepce obsahuje základní logiku pro zamezení stavu uváznutí, avšak při 
nesprávném návrhu vazeb mezi rozhraními prostředků může stále dojít ke stavu uváznutí. Zde je ale 
chování odlišné, neboť díky tomu, že alokace není prováděna nízkoúrovňovým přístupem, ale 
prostřednictvím alokačního mechanismu, neznamená stav uváznutí konec činnosti aplikace, ale dojde 
v rámci aplikace ke vzniku chybového stavu a v případě ošetření této chyby může aplikace pokračovat 
ve své činnosti. 
Na časovém srovnání obdobných implementací podle navrhované koncepce a s využitím 
standardních přístupů, které je součástí přílohy práce, lze vidět, že navrhovaná koncepce v rámci 
lokálního přístupu ke sdíleným prostředkům vnáší určité zpoždění způsobené logikou pro alokaci 
synchronizačních skupin. K razantnímu zpoždění provádění požadavku dojde, pokud dochází 
k alokaci synchronizačních skupin, které přesahují hranice procesu, kdy vlivem meziprocesové 
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komunikace dochází k několikanásobnému zpoždění (při použití standardních přístupů nebylo 
implementováno zamykání prostředků za hranice procesů). Zde by byla zapotřebí implementace, která 
by plně a hlavně efektivně využívala použitou metodu meziprocesorové komunikace, což v testech 
nebylo učiněno, neboť šlo jen o ukázku, že funkčnost implementace není omezena jen na prostředky 
nacházející se v rámci jednoho procesu. 
V budoucím výzkumu – jako pokračování této disertační práce – by mohlo být užitečné 
zefektivnit alokační algoritmus, který v této práci je řešen základním způsobem. Alokační 
mechanismus by mohl více využívat informací ze vzájemných vztahů pro inteligentnější tvorbu 
synchronizačních skupin, které by mohly mít i dynamický charakter. Další možností by mohlo být 
vytvoření systému, který by na základě definic přiřazoval prostředky volajícím požadavkům a 
obsahoval prioritní systém přiřazování. 
Díky rozšiřitelné povaze implementace a formálnímu podkladu implementované knihovny 
modelu je možno tuto knihovnu nebo její části použít jako základní prostředí, na kterém lze prakticky 
realizovat různé techniky pro alokaci sdílených prostředků, nebo i jiných technik, které lze definovat 
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Seznam použitých zkratek 
P2P Peer-to-Peer, komunikace bod-bod 
JXTA Juxtapose, P2P protokol vyvinutý pod licencí open source 
QoS Quality of Service, kvalita služeb 
ERP Enterprise Ressource Planning, informační systém, který integruje a automatizuje 
velké množství procesů souvisejicich s produkčními činnostmi podniku 
FTP File Transfer Protokol, protokol pro přenos soborů 
DOS  Distributed Operating System, distribuovaný operační systém 
NOS  Network Operating System, síťový operační systém 
DFS Distributed File System, distribuovaný souborový systém 
RPC Remote Procedure Call, vzdálené volání procedury 
RMI Remote Method Invocation, vzdálené vyvolání metody 
MOM Message-Oriented Middleware, zprávově orientovaný middleware 
SOA Service Oriented Architecture, servisně orientovaná architektura 
SOI  Service Oriented Integration, servisně orientovaná integrace 
API Application Interface, aplikační softwarové rozhraní 
CLS Common Language Specification, specifikace jazyka pro .NET platformu 
CLR Common Language Runtime, běhové prostředí platformy .NET 
CIL Common Intermediate Language, jazyk řízeného kódu platformy .NET 
IL  Intermediate Language, viz CIL 
MSIL Microsoft Intermediate Language, viz CIL 
PaaS Platform-as-a-Service, platforma jako služba 
ildasm MSIL Disassembler, dekompilátor řízeného byte kódu do IL asembleru 
ilasm IL Assembler, kompilátor IL asembleru do řízeného byte kódu 
XAML  Extensible Application Markup Language, XML jazyk pro vizuální popis aplikace 
WPF Windows Presentation Foundation, technologie pro vizuální vývoj aplikace 
WWF Windows Workflow Foundation, technologie pro definici kódu ve formě pracovních 
procesů  
WCF Windows Communication Foundation, jednotná komunikační technologie postavená 
na SOA principech 
LINQ  Language-Integrated Query, dotazovací jazyk integrovaný do standardního 
programovacího jazyka 
OOP Objektově orientované programování 




SDK Software Development Kit, sada nástrojů určená pro vývoj softwaru 
SOAP  Simple Object Access Protocol, XML protokol pro přenos obecných datových objektů 
TCP Transmission Control Protocol, protokol transportní vrstvy ISO/OSI modelu pro 
počítačové sítě 
HTTP HyperText Transfer Protocol, internetový protokol určený původně pro výměnu 
hypertextových dokumentů ve formátu HTML 
HTML HyperText Markup Language, značkovací jazyk pro hypertext 
WSDL Web Service Description Language, protokol pro popis webové služby 
UDDI  Universal Description, Discovery and Intergation, protokol pro publikování webových 
služeb 
URL Uniform Resource Locator, řetězec znaků s definovanou strukturou, který slouží k 
přesné specifikaci umístění zdrojů informací 
IIS  Internet Information Services, webový server společnosti Microsoft 
PLINQ  Parallel LINQ, LINQ jazyk se zabudovanou podporou pro paralelní zpracování 
IDL Interface Description Language, jazyk pro popis rozhraní objektů 
MCAS  Multi-word Compare-swap, atomické porovnání paměťových slov a jejich nahrazení 
novou hodnotou pokud jsou shodné 
WSTM  Word-based software transactional memory, softwarová implementace pro transakční 
zpracování paměťových operací prováděných nad slovy 
LIFO Last In, First Out, datová struktura zásobník 
FIFO   First In, First Out, datová struktura fronta 
MPI Message Passing Interface, rozhraní pro vývoj aplikací založené na zasílání zpráv 
mezi jednotlivými uzly 
SPMD Single Process, Multiple Data, technika, kdy úloha je rozdělena mezi paralelně 
pracující uzly, které zpracovávají stejný program, avšak s jinými vstupními daty 
OSTM  Object-based software transactional memory, softwarová implementace pro 
transakční zpracování paměťových operací prováděných nad objekty 
AOP  Aspect Oriented Programming, programování založené na oddělené implementaci 
vlastní logiky systému a podpůrných často se opakujících operací, tzv. aspektů 
 




Seznam použitých symbolů 
S systém obsahující sdílené prostředky 
R množina sdílených prostředků v systému S 
ri i-tý prostředek 
n počet sdíleným prostředků v systému S 
I množina všech rozhraní všech sdílených prostředků v systému S 
ij j-té rozhraní 
m počet všech rozhraní v systému 
I(r) množina všech rozhraní prostředku r 
il(r) l-té rozhraní prostředku r 
il(s) l-té rozhraní subjektu s 
,
,
 závislost rozhraní il(r) na rozhraní iλ(ρ) 
B(il(r)) množina všech závislých rozhraní pro rozhraní il(r) 
Q graf závislosti rozhraní 
G statická synchronizační skupina 
Γ množina statických synchronizačních skupin 
W množina dvojic rozhraní i – statická synchronizační skupina rozhraní i 
W(i) synchronizační skupina rozhraní i 
M(i) množina metod rozhraní i 
ml(i) m-tá metoda rozhraní i 
E(i) množina událostních rozhraní pro rozhraní i 
e[i’](i) událostní rozhraní typu i’ pro rozhraní i 
H[ie](i(s)) množina subjektů připojených k událostnímu rozhraní e[ie](i) 
S množina  všech subjektů v systému S 
sk k-tý subject 
D(i) dynamická synchronizační skupina rozhraní i 
R region obsahující množinu prostředků a subjektů 
lock(G) uzamčení synchronizační skupiny G 
lock(G1 ∪ G2) současené uzamčení synchronizační skupiny G1 a G2 
→ symbol značící závislost rozhraní nebo postupnou alokaci 
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Součástí této práce jsou následující přílohy: 
A. Implementace middleware vrstvy 
B. Implementace podmíněné alokace 
C. Časové srovnání koncepce vůči standardnímu řešení 
D. Obsah přiloženého CD 
 
A Implementace middleware vrstvy 
V této příloze jsou uvedeny dva zdrojové kódy implementace primitivní middleware vrstvy. První 
zdrojový kód ukazuje implementaci s využitím standardních synchronizačních technik, zatímco druhý 
zdrojový kód využívá knihovnu navrhované koncepce. Zde lze vidět, jakým způsobem se definuje 
prostředek, jeho rozhraní, vytváří se subjekt a registrují se události na událostní rozhraní. Tento 
demonstrační příklad současně ukazuje, jak se s prostředky komunikuje přes síťové rozhraní 
prostřednictvím technologie .NET Remoting. 
Middleware vrstva je velmi jednoduchá a nabízí službu pro registraci a odregistrování klienta, 
dále pak službu pro zaslání zprávy, kterou middleware vrstva přeposílá všem registrovaným klientům. 
Implementace s využitím standardních synchronizačních technik 





    /// <summary> 
    /// Process interface. 
    /// </summary> 
    public interface IStdProcess 
    { 
        /// <summary> 
        /// Handles specified message. 
        /// </summary> 
        /// <param name="message">Message to be handled.</param> 
        void Handle(string message); 











    /// <summary> 
    /// Submit interface. 
    /// </summary> 
    public interface IStdSubmit 
    { 
        /// <summary> 
        /// Sends specified message. 
        /// </summary> 
        /// <param name="message">Message to be sent.</param> 
        void Send(string message); 
        /// <summary> 
        /// Registers client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        void RegisterClient(IStdProcess client); 
        /// <summary> 
        /// Unregisters client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        void UnregisterClient(IStdProcess client); 
    } 
} 
 







    /// <summary> 
    /// Message process class. 
    /// </summary> 
    public class StdMessageProcess : MarshalByRefObject, IStdProcess 
    { 
        /// <summary> 
        /// Creates new instance of StdMessageProcess. 
        /// </summary> 
        public StdMessageProcess() 
        { 
        } 
        /// <summary> 
        /// Handles specified message. 
        /// </summary> 
        /// <param name="message">Message to be handled.</param> 
        public void Handle(string message) 
        { 
            Console.WriteLine("> " + message); 
        } 
    } 
} 
 










    /// <summary> 
    /// Message server. 
    /// </summary> 
    public class StdMessageServer : MarshalByRefObject, IStdSubmit 
    { 
        private List<IStdProcess> _clients; 
         
        /// <summary> 
        /// Creates new instance of StandardMessageServer. 
        /// </summary> 
        public StdMessageServer() 
        { 
            _clients = new List<IStdProcess>(); 
        } 
        /// <summary> 
        /// Sends specified message. 
        /// </summary> 
        /// <param name="message">Message to be sent.</param> 
        public void Send(string message) 
        { 
            IStdProcess[] handlers; 
            lock (_clients) 
            { 
                handlers = _clients.ToArray(); 
            } 
            foreach (IStdProcess handlerItem in handlers) 
                handlerItem.Handle(message); 
        } 
        /// <summary> 
        /// Registers client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        public void RegisterClient(IStdProcess client) 
        { 
            lock (_clients) 
            { 
                _clients.Add(client); 
            } 
        } 
        /// <summary> 
        /// Unregisters client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        public void UnregisterClient(IStdProcess client) 
        { 
            lock (_clients) 
            { 
                _clients.Remove(client); 
            } 
        } 














    class StdClientProgram 
    { 
        static void Main(string[] args) 
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        { 
            Console.WriteLine("Press enter to start"); 
            Console.ReadLine(); 
 
            IStdProcess msgClient = new StdMessageProcess(); 
            BinaryServerFormatterSinkProvider serverProv = new  
    BinaryServerFormatterSinkProvider(); 
            serverProv.TypeFilterLevel =  
    System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
            BinaryClientFormatterSinkProvider clientProv = new  
    BinaryClientFormatterSinkProvider(); 
            IDictionary props = new Hashtable(); 
            props["port"] = 0; 
            TcpChannel chnl = new TcpChannel(props, clientProv, serverProv); 
            ChannelServices.RegisterChannel(chnl, false); 
 
            IStdSubmit msgSrv = (IStdSubmit) 
                Activator.GetObject(typeof(IStdSubmit), 
                "tcp://localhost:8888/MessageServer.soap"); 
 
            msgSrv.RegisterClient(msgClient); 
 
            string msg; 
            while ((msg = Console.ReadLine()) != String.Empty) 
                msgSrv.Send(msg); 
 
            msgSrv.UnregisterClient(msgClient); 
        } 














    class StdServerProgram 
    { 
        static void Main(string[] args) 
        { 
            IStdSubmit msgSrv = new StdMessageServer(); 
 
            BinaryServerFormatterSinkProvider serverProv = new  
    BinaryServerFormatterSinkProvider(); 
            serverProv.TypeFilterLevel =  
    System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
            BinaryClientFormatterSinkProvider clientProv = new  
    BinaryClientFormatterSinkProvider(); 
            IDictionary props = new Hashtable(); 
            props["port"] = 8888; 
            TcpChannel chnl = new TcpChannel(props, clientProv, serverProv); 
            ChannelServices.RegisterChannel(chnl, false); 
 
            RemotingServices.Marshal((MarshalByRefObject)msgSrv, "MessageServer.soap"); 
 
            Console.WriteLine("Press enter to exit"); 
            Console.ReadLine(); 
        } 





Implementace s využitím navrhované koncepce 





    /// <summary> 
    /// Process interface. 
    /// </summary> 
    public interface IRitaProcess 
    { 
        /// <summary> 
        /// Handles specified message. 
        /// </summary> 
        /// <param name="message">Message to be handled.</param> 
        void Handle(string message); 
    } 
} 
 







    /// <summary> 
    /// Submit interface. 
    /// </summary> 
    public interface IRitaSubmit 
    { 
        /// <summary> 
        /// Sends specified message. 
        /// </summary> 
        /// <param name="message">Message to be sent.</param> 
        void Send(string message); 
        /// <summary> 
        /// Registers client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        void RegisterClient(IRitaEventHandler handler); 
        /// <summary> 
        /// Unregisters client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        void UnregisterClient(IRitaEventHandler handler); 
    } 
} 
 







    /// <summary> 
    /// Message process class. 
    /// </summary> 
    public class MessageProcess : IRitaProcess 
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    { 
        /// <summary> 
        /// Creates new instance of MessageSubmit. 
        /// </summary> 
        public MessageProcess() 
        { 
        } 
        /// <summary> 
        /// Handles specified message. 
        /// </summary> 
        /// <param name="message">Message to be handled.</param> 
        public void Handle(string message) 
        { 
            Console.WriteLine("> " + message); 
        } 
    } 
} 
 








    /// <summary> 
    /// Message server. 
    /// </summary> 
    public class RitaMessageServer : IRitaSubmit 
    {       
        /// <summary> 
        /// Creates new instance of MessageServer. 
        /// </summary> 
        public RitaMessageServer() 
        { 
        } 
        /// <summary> 
        /// Sends specified message. 
        /// </summary> 
        /// <param name="message">Message to be sent.</param> 
        public void Send(string message) 
        { 
            foreach (IRitaProcess client in  
    RitaContext.Current.GetEventHandlers(typeof(IRitaProcess))) 
                client.Handle(message); 
        } 
        /// <summary> 
        /// Registers client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        public void RegisterClient(IRitaEventHandler handler) 
        { 
            RitaContext.Current.CurrentProxy.AddEventTarget( 
                RitaFramework.GetEventDelegate(RitaContext.Current.CurrentProxy,  
     typeof(IRitaProcess)), handler); 
        } 
        /// <summary> 
        /// Unregisters client. 
        /// </summary> 
        /// <param name="handler">Client event handler.</param> 
        public void UnregisterClient(IRitaEventHandler handler) 
        { 
            RitaContext.Current.CurrentProxy.RemoveEventTarget( 
                RitaFramework.GetEventDelegate(RitaContext.Current.CurrentProxy,  
     typeof(IRitaProcess)), handler); 
        } 


















    class ClientProgram 
    { 
        static void Main(string[] args) 
        { 
            Console.WriteLine("Press enter to start"); 
            Console.ReadLine(); 
             
            RitaRegionBuilder regBuilder = RitaFramework.DefineRegion(); 
            RitaTypeSchemaBuilder schemaBuilder = regBuilder.GetTypeSchemaBuilder(); 
            RitaInterfaceBuilder ifaceBuilder =  
    schemaBuilder.DefineInterface(typeof(IRitaProcess)); 
            RitaTypeName ifaceUniqueName = ifaceBuilder.UniqueName; 
            RitaResourceBuilder resBuilder =  
    schemaBuilder.DefineResource("RitaMessageClient.MessageClient"); 
            resBuilder.AddInterface(ifaceBuilder); 
            RitaTypeName resUniqueName = resBuilder.UniqueName; 
            RitaRegion reg = regBuilder.CreateRegion(); 
 
            RitaSubjectBuilder subjBuilder = 
                reg.DefineSubject(reg.TypeSchema.Resources.GetRitaType(resUniqueName)); 
            subjBuilder.SetImplementation(ifaceUniqueName, new MessageProcess()); 
            RitaSubject subj = subjBuilder.CreateSubject(); 
 
            IRitaProcess msgClient =  
    (IRitaProcess)subj.GetInterfaceObject(typeof(IRitaProcess)); 
 
            BinaryServerFormatterSinkProvider serverProv = new  
    BinaryServerFormatterSinkProvider(); 
            serverProv.TypeFilterLevel  
    System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
            BinaryClientFormatterSinkProvider clientProv = new  
    BinaryClientFormatterSinkProvider(); 
            IDictionary props = new Hashtable(); 
            props["port"] = 0; 
            TcpChannel chnl = new TcpChannel(props, clientProv, serverProv); 
            ChannelServices.RegisterChannel(chnl, false); 
 
            IRitaSubmit msgSrv = (IRitaSubmit) 
                Activator.GetObject(typeof(IRitaSubmit), 
                "tcp://localhost:8888/MessageServer.soap"); 
 
            msgSrv.RegisterClient((RitaInterfaceObjectProxy)msgClient); 
 
            string msg; 
            while ((msg = Console.ReadLine()) != String.Empty) 
                msgSrv.Send(msg); 
 
            msgSrv.UnregisterClient((RitaInterfaceObjectProxy)msgClient); 
        } 


















    class RitaServerProgram 
    { 
        static void Main(string[] args) 
        { 
            RitaRegionBuilder regBuilder = RitaFramework.DefineRegion(); 
            RitaTypeSchemaBuilder schemaBuilder = regBuilder.GetTypeSchemaBuilder(); 
            RitaInterfaceBuilder ifaceBuilder =  
    schemaBuilder.DefineInterface(typeof(IRitaSubmit)); 
            ifaceBuilder.DefineEventInterface(typeof(IRitaProcess)); 
            RitaTypeName ifaceUniqueName = ifaceBuilder.UniqueName; 
            RitaResourceBuilder resBuilder =  
    schemaBuilder.DefineResource("RitaMessageServer.MessageServer"); 
            resBuilder.AddInterface(ifaceBuilder); 
            RitaTypeName resUniqueName = resBuilder.UniqueName; 
            RitaRegion reg = regBuilder.CreateRegion(); 
 
            RitaSubjectBuilder subjBuilder =  
                reg.DefineSubject(reg.TypeSchema.Resources.GetRitaType(resUniqueName)); 
            subjBuilder.SetImplementation(ifaceUniqueName, new RitaMessageServer()); 
            RitaSubject subj = subjBuilder.CreateSubject(); 
 
            IRitaSubmit msgSrv = (IRitaSubmit)subj.GetInterfaceObject(typeof(IRitaSubmit)); 
 
            BinaryServerFormatterSinkProvider serverProv = new  
    BinaryServerFormatterSinkProvider(); 
            serverProv.TypeFilterLevel =  
    System.Runtime.Serialization.Formatters.TypeFilterLevel.Full; 
            BinaryClientFormatterSinkProvider clientProv = new  
    BinaryClientFormatterSinkProvider(); 
            IDictionary props = new Hashtable(); 
            props["port"] = 8888; 
            TcpChannel chnl = new TcpChannel(props, clientProv, serverProv); 
            ChannelServices.RegisterChannel(chnl, false); 
 
            RemotingServices.Marshal((MarshalByRefObject)msgSrv, "MessageServer.soap"); 
          
            Console.WriteLine("Press enter to exit"); 
            Console.ReadLine(); 
        } 





B Implementace podmíněné alokace 
Příklad v této příloze implementuje standardní ping aplikaci provádějící zasílání ICMP zpráv na 
zjištění dostupnosti vzdálenosti počítače podle IP adresy. Aplikace pracuje tak, že zasílá do sítě ICMP 
dotaz a čeká po určitou dobu na odpověď.  
Čekání na odpověď je u implementace využívající navrhovaný model implementováno jako 
podmíněná alokace. Z příkladu lze vidět, jak se taková podmíněná alokace vytváří, jak se dále 
nastavuje časový interval pro alokaci rozhraní na alokátoru, a nadefinování výchozí hodnoty rozhraní 
pokud se alokace nepodaří.  
Aplikace pracuje tak, že alokace je podmíněna příchodem odpovědi na ICMP dotaz. Pokud je 
odpověď obdržena, je spuštěna metoda alokovaného rozhraní. Tato metoda vrací hodnotu true. Pokud 
odpověď do určitého časového okamžiku nepřijde, alokace je vyhodnocena jako neúspěšná a je 
vrácena výchozí hodnota volané metody, která je definována jako hodnota false. 
Opět je zde pro srovnání několik implementací. První je implementace s využitím jen prostředků 
platformy .NET, druhý příklad využívá univerzální rozhraní pro asynchronní operace a poslední je 
implementace s využitím modelu pro přístup ke sdíleným prostředkům. 










    class Program 
    { 
        static void Main(string[] args) 
        { 
            if (args.Length == 0) 
                throw new ArgumentException("Ping needs a host or IP Address."); 
 
            AutoResetEvent waiter = new AutoResetEvent(false); 
            Ping pingSender = new Ping(); 
 
            // When the PingCompleted event is raised, 
            // the PingCompletedCallback method is called. 
            pingSender.PingCompleted += new PingCompletedEventHandler(PingCompletedCallback); 
 
            // Send the ping asynchronously. 
            // Use the waiter as the user token. 
            // When the callback completes, it can wake up this thread. 
            Console.Write("Sending ping request to " + args[0] + " ... "); 
            pingSender.SendAsync(args[0], waiter); 
 
            // Prevent this example application from ending. 
            // A real application should do something useful 
            // when possible. 
            waiter.WaitOne(); 
 
            Console.WriteLine("Ping example completed."); 
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            Console.ReadLine(); 
        } 
        public static void PingCompletedCallback(object sender, PingCompletedEventArgs e) 
        { 
            // If the operation was canceled, display a message to the user. 
            if (e.Cancelled) 
            { 
                Console.WriteLine("canceled."); 
 
                // Let the main thread resume.  
                // UserToken is the AutoResetEvent object that the main thread  
                // is waiting for. 
                ((AutoResetEvent)e.UserState).Set(); 
                return; 
            } 
 
            // If an error occurred, display the exception to the user. 
            if (e.Error != null) 
            { 
                Console.WriteLine("failed"); 
                Console.WriteLine(e.Error.ToString()); 
 
                // Let the main thread resume.  
                ((AutoResetEvent)e.UserState).Set(); 
                return; 
            } 
 
            Console.WriteLine("success"); 
 
            // Let the main thread resume. 
            ((AutoResetEvent)e.UserState).Set(); 
        } 
    } 
} 
 
Implementace s využitím univerzálního rozhraní pro asynchronní operace 










    /// <summary> 
    /// Interface for ping operation 
    /// </summary> 
    public interface IPingOper : IOperProgress 
    { 
    } 
} 
 













    /// <summary> 
    /// Ping operation. 
    /// </summary> 
    class PingOper : OperProgress, IPingOper 
    { 
        private Ping _sender; 
         
        /// <summary> 
        /// Creates new instance of PingOper. 
        /// </summary> 
        public PingOper(Ping sender) : base() 
        { 
            _sender = sender; 
        } 
        // handles ping completed event 
        public void OnPingCompleted(object sender, PingCompletedEventArgs e) 
        { 
            if (e.Error != null) 
                this.SetCompleteness(e.Error); 
            else if (e.Cancelled) 
                this.SetCompleteness(new AbortException()); 
            else 
                this.SetCompleteness(null); 
        } 
        /// <summary> 
        /// Gets the boolean value indicating whther the operation progress can be aborted. 
        /// </summary> 
        public override bool CanBeAborted 
        { 
            get { return false; } 
        } 
    } 
} 
 









    /// <summary> 
    /// Send ping requests. 
    /// </summary> 
    public class PingSender 
    { 
        /// <summary> 
        /// Creates new instance of PingSender. 
        /// </summary> 
        public PingSender() 
        { 
        } 
        /// <summary> 
        /// Send ping to specified ip addreess 
        /// </summary> 
        /// <param name="add">IP addres or host name.</param> 
        /// <returns>Object used for ping response waiting.</returns> 
        public virtual IPingOper Send(string add) 
        { 
            Ping sender = new Ping(); 
            PingOper oper = new PingOper(sender); 
            sender.PingCompleted += new PingCompletedEventHandler(oper.OnPingCompleted); 
 
            sender.SendAsync(add, null); 
            return oper; 
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        }         















    class StandardPing 
    { 
        static void Main(string[] args) 
        { 
            Console.WriteLine("Press enter to start test"); 
            Console.ReadLine(); 
            DateTime start = DateTime.Now; 
 
            // send ping request 
            PingSender sender = new PingSender(); 
            Console.Write("Sending ping request to " + args[0] + " ... "); 
            IPingOper oper = sender.Send(args[0]); 
 
            ManualResetEvent ev = new ManualResetEvent(false); 
            oper.HookCompleteness(ev); 
            ev.WaitOne(TimeSpan.FromSeconds(3)); 
 
            if (oper.Result == ActionResult.Success) 
                Console.WriteLine("success."); 
            else 
                Console.WriteLine("fail."); 
 
            Console.WriteLine("\nPress enter to exit."); 
            Console.ReadLine(); 
        } 
    } 
} 
 
Implementace s využitím navrhovaného modelu pro přístup ke sdíleným zdrojům 








    /// <summary> 
    /// Ping send interface. 
    /// </summary> 
    public interface IPingSend 
    { 
        /// <summary> 
        /// Send ping to specified ip addreess 
        /// </summary> 
        /// <param name="add">IP addres or hostname</param> 
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        /// <returns>Object used for ping response waiting.</returns> 
        IPingWait Send(string add); 
    } 
} 
 








    /// <summary> 
    /// Interface for ping wait. 
    /// </summary> 
    public interface IPingWait 
    { 
        /// <summary> 
        /// Wait for ping response. 
        /// </summary> 
        /// <param name="timeout">Wait timeout.</param> 
        /// <returns>True if ping response received.</returns> 
        bool Wait(TimeSpan timeout); 
    } 
} 
 











    /// <summary> 
    /// Sends ping request. 
    /// </summary> 
    public class PingRequest : IPingSend 
    { 
        private RitaResource _waitResource; 
        private RitaTypeName _waitIfaceUniqueName; 
         
        /// <summary> 
        /// Creates new intance of PingRequest. 
        /// </summary> 
        public PingRequest(RitaResource waitResource) 
        { 
            _waitResource = waitResource; 
            _waitIfaceUniqueName = 
                _waitResource.Interfaces.GetRitaType(typeof(IPingWait)).UniqueName; 
        } 
        // create wait subject 
        private RitaSubject createWaitSubject() 
        { 
            RitaSubjectBuilder waitBuilder = 
                RitaContext.Current.GetSubject().GetRegion().DefineSubject(_waitResource); 
            waitBuilder.SetImplementation(_waitIfaceUniqueName, new PingResponse()); 
 
            return waitBuilder.CreateSubject(); 
        } 
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        /// <summary> 
        /// Send ping to specified ip addreess 
        /// </summary> 
        /// <param name="add">IP addres or host name.</param> 
        /// <returns>Object used for ping response waiting.</returns> 
        public virtual IPingWait Send(string add) 
        { 
            Ping pingSender = new Ping(); 
            RitaSubject waitSubject = createWaitSubject(); 
            PingResponse waitImpl =  
    (PingResponse)waitSubject.GetImplementation(_waitIfaceUniqueName); 
            pingSender.PingCompleted += new  
    PingCompletedEventHandler(waitImpl.OnPingCompleted); 
 
            pingSender.SendAsync(add, null); 
            return (IPingWait)waitSubject.GetInterfaceObject(typeof(IPingWait)); 
        }         
    } 
} 
 













    /// <summary> 
    /// Ping response 
    /// </summary> 
    [Serializable()] 
    public class PingResponse : AllocatableObject, IPingWait 
    { 
        private bool _received; 
        private bool _cancelled; 
        private IPStatus _status; 
        private Exception _error; 
 
        /// <summary> 
        /// Creates new instance of PingResponse. 
        /// </summary> 
        public PingResponse() 
            : base(false) 
        { 
        } 
        /// <summary> 
        /// Tries to allocate synchronization group. 
        /// </summary> 
        /// <param name="allocatoinId">Allocation id.</param> 
        /// <param name="allocateTest">If it is only allocation test.</param> 
        /// <returns>True if synchronization group is allocated; otherwise false.</returns> 
        protected override bool TryAllocateObject(Guid allocatoinId, bool allocateTest) 
        { 
            return _received; 
        } 
        /// <summary> 
        /// Gets synchronized object allocator. 
        /// </summary> 
        /// <returns>Synchronized object allocator.</returns> 
        public IAllocatable GetAllocator() 
        { 
            return this; 
        } 
        /// <summary> 
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        /// Wait for ping response. 
        /// </summary> 
        /// <param name="timeout">Wait timeout.</param> 
        /// <returns>True if ping response received.</returns> 
        public bool Wait(TimeSpan Timeout) 
        { 
            if (_error != null) 
                throw new IOException("Ping send error.", _error); 
 
            if (_cancelled) 
                return false; 
            else 
                return _status == IPStatus.Success; 
        } 
        // handles ping completed event 
        internal void OnPingCompleted(object sender, PingCompletedEventArgs e) 
        { 
            lock (this.SyncRoot) 
            { 
                _error = e.Error; 
                _status = e.Reply.Status; 
                _cancelled = e.Cancelled; 
                _received = true; 
            } 
            this.OnReady(new EventArgs()); 
        } 
        public virtual bool Hello() 
        { 
            Console.WriteLine("Hello"); 
            return true; 
        } 
    } 
} 
 










    /// <summary> 
    /// Wait iterface object proxy. 
    /// </summary> 
    public class WaitIterfaceObjectProxy : RitaInterfaceObjectProxy 
    { 
        private TimeSpan _waitTimeout; 
         
        /// <summary> 
        /// Creates new instance of WaitIterfaceObjectProxy. 
        /// </summary> 
        public WaitIterfaceObjectProxy() 
        { 
            _waitTimeout = TimeSpan.FromSeconds(30); 
        } 
        /// <summary> 
        /// Creates allocation context. 
        /// </summary> 
        /// <returns>Allocation context</returns> 
        protected override RitaAllocationContext CreateAllocationContext() 
        { 
            RitaAllocationContext allocCtx = base.CreateAllocationContext(); 
            ((RitaTimeoutAllocator)allocCtx.Allocator).AllocateTimeout = _waitTimeout; 
            return allocCtx; 
        } 
        /// <summary> 
        /// Called when the specified method is being invoked. 
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        /// </summary> 
        /// <param name="target">The target object.</param> 
        /// <param name="methodName">The method name.</param> 
        /// <param name="methodParams">The method parameters.</param> 
        /// <param name="methodRet">The method return value.</param> 
        /// <returns>False if the method invoking in the target is cancelled and methodRet is  
    returned;otherwise return true.</returns> 
        protected override bool BeginMethodInvoke(object target, string methodName, object[]  
    methodParams, out object methodRet) 
        { 
            if (methodName == "Wait") 
                _waitTimeout = (TimeSpan)methodParams[0]; 
            return base.BeginMethodInvoke(target, methodName, methodParams, out methodRet); 
        } 













    class RitaPing 
    { 
        static void Main(string[] args) 
        { 
            // defines region and type schema 
            RitaRegionBuilder pingRegionBuilder = RitaFramework.DefineRegion(); 
            pingRegionBuilder.SetFriendlyName("Ping"); 
            RitaTypeSchemaBuilder pingSchemaBuilder =  
    pingRegionBuilder.GetTypeSchemaBuilder(); 
 
            // defines IPingSend resource 
            RitaInterfaceBuilder pingSendIFaceBuilder =  
    pingSchemaBuilder.DefineInterface(typeof(IPingSend)); 
            RitaTypeName pingSendIFaceUniqueName = pingSendIFaceBuilder.UniqueName; 
            RitaResourceBuilder pingSendResBuilder =  
    pingSchemaBuilder.DefineResource("PingSend"); 
            pingSendResBuilder.AddInterface(pingSendIFaceBuilder); 
            RitaTypeName pingSendResUniqueName = pingSendResBuilder.UniqueName; 
 
            // defines IPingWait resource 
            RitaInterfaceBuilder pingWaitIFaceBuilder =  
    pingSchemaBuilder.DefineInterface(typeof(IPingWait)); 
            pingWaitIFaceBuilder.SetProxyBaseType(typeof(WaitIterfaceObjectProxy)); 
            RitaTypeName pingWaitIFaceUniqueName = pingWaitIFaceBuilder.UniqueName; 
            RitaResourceBuilder pingWaitResBuilder =  
    pingSchemaBuilder.DefineResource("PingWait"); 
            pingWaitResBuilder.AddInterface(pingWaitIFaceBuilder); 
            RitaTypeName pingWaitResUniqueName = pingWaitResBuilder.UniqueName; 
 
            // creates region 
            RitaRegion pingRegion = pingRegionBuilder.CreateRegion(); 
 
            // creates ping requets subject 
            RitaSubjectBuilder pingReqSubjBuilder = pingRegion.DefineSubject( 
                pingRegion.TypeSchema.Resources.GetRitaType(pingSendResUniqueName)); 
            pingReqSubjBuilder.SetImplementation(pingSendIFaceUniqueName, new PingRequest( 
                pingRegion.TypeSchema.Resources.GetRitaType(pingWaitResUniqueName))); 
            RitaSubject pingReqSubj = pingReqSubjBuilder.CreateSubject(); 
 
            // send ping request 
            IPingSend pingSend = (IPingSend)pingReqSubj.GetInterfaceObject(typeof(IPingSend)); 
            Console.Write("Sending ping request to " + args[0] + " ... "); 
            IPingWait pingWait = pingSend.Send(args[0]); 
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            if (pingWait.Wait(TimeSpan.FromSeconds(5))) 
                Console.WriteLine("success."); 
            else 
                Console.WriteLine("fail."); 
 
            Console.WriteLine("\nPress enter to exit."); 
            Console.ReadLine(); 
        } 





C Časové srovnání koncepce vůči standardnímu řešení 
Srovnání implementací obdobných řešení při vyžití implementace navrhovaného modelu a 
standardních metod bylo provedeno pro tyto případy: 
1) Implementace Ping aplikace uvedené v příloze B. Zde bylo provedeno srovnání i s použitím 
navrhovaného rozhraní pro asynchronní operace. 
2) Zpracování události prostředku standardním způsobem a prostřednictvím událostního 
rozhraní. Událost byla vyhazována na objekt nacházející se ve stejném procesu. 
3) Vzdálená komunikace s prostředkem prostřednictvím technologie .NET Remoting bez využití 
událostí. 
4) Vzdálená komunikace s prostředkem prostřednictvím technologie .NET Remoting s využitím 
událostí, resp. událostního rozhraní komunikujícího s objektem přes síťové rozhraní. Událost 
byla vyhazována na objekt nacházející se v jiném procesu dostupném přes .NET Remoting. 
Přehled časové náročnosti jednotlivých implementací je uveden v následující tabulce. Níže je pak 
následuje grafické znázornění.  
Z naměřených hodnot je vidět, že při libovolné lokální komunikaci navrhovaná koncepce vnáší do 
zpracování určité zpoždění způsobené alokací synchronizačních skupin. Toto zpoždění je 
v maximálním případě 1,6 násobkem oproti řešením standardními alokačními technikami.  
V případě vzdálené komunikace uvedený závěr platí jen, pokud nejsou použitá událostní rozhraní 
za hranice procesu, kdy vlivem alokace synchronizačních skupin přes síťové rozhraní dochází až 
téměř k desetinásobnému zpoždění zpracování. Zde je třeba zmínit, že žádná ze standardních 
implementací neprovádí zamykání sdílených prostředků přes hranice procesů a také, že alokace 




Tabulka: Přehled časové náročnosti zpracování implementací provedených standardními technikami a navrhovaným modelem. 
 
 








Ping 1,108 1,357 0,928 1,2 Zaslání 2000 ping dotazů na lokální adresu 127.0.0.1 
Lokální událost (1 klient) 0,312 0,437 - 1,4 Vyhození 1000 událostí 
Lokální událost (2 klienti) 0,437 0,718 - 1,6 Provedení 1000 vzdálených volání 
Vzdálená komunikace (1 
klient) 0,437 0,468 - 1,1 Provedení 1000 vzdálených volání 
Vzdálená událost (1 klient) 0,842 8,1432 - 9,7 Provedení 1000 vzdálených volání s následným vyhozením vzdálené události 
Vzdálená událost (5 klientů) 4,836 40,1856 - 8,3 Provedení 1000 vzdálených volání s následným vyhozením vzdálené události 
  
 
Obr.: Grafické zpracování časové náročnosti zpracování implementací provedených standardními technikami a navrhovaným modelem. 
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D Obsah přiloženého CD 
Přiložené CD obsahuje následující adresáře: 
/src  obsahuje zdrojové soubory implementace 
/src/Library zdrojové soubory knihovny vlastního modelu a podpůrných knihoven 
/src/Samples implementace příkladů podle grafického návrhu z kap. 4 
/src/Tests  testovací projekty pro ověření dílčích funkčností knihovny modelu 
/src/Experimets zdrojové soubory aplikací pro testování časové náročnosti implementace 
/doc  obsahuje pdf verzi disertační práce 
 
