Since its emergence, compressive sensing (CS) has attracted many researchers' attention. In the CS, recovery algorithms play an important role. Basis pursuit (BP) and matching pursuit (MP) are two major classes of CS recovery algorithms. However, both BP and MP are originally designed for one-dimensional (1D) sparse signal recovery, while many practical signals are two-dimensional (2D), e.g. image, video, etc. To recover 2D sparse signals effectively, this paper develops the 2D orthogonal MP (2D-OMP) algorithm, which shares the advantages of low complexity and good performance. The 2D-OMP algorithm can be widely used in those scenarios involving 2D sparse signal processing, e.g. image/video compression, compressive imaging, etc.
I. INTRODUCTION
Let us briefly review the main theoretical results of compressive sensing (CS) that emerged in the seminal works [1] , [2] , [3] . As for the tutorials on the CS, there have been several excellent overview papers [4] , [5] . Let x ∈ R n be a one-dimensional (1D) signal and Ψ ∈ R n×n an orthonormal transform matrix, where R is the set of real numbers. If x = Ψz and there are only k ≪ n spikes (nonzero entries) in z, we say that x is k-sparse in Ψ domain.
Let Φ ∈ R m×n (m < n) be the sensing matrix. The order-k isometry constant of Φ, denoted by δ k , is defined as the smallest positive number such that
where · 2 denotes the ℓ 2 norm of a vector. It is easy to prove 0 ≤ δ k ≤ 1. When δ k is close to 0, we say that Φ obeys the order-k restricted isometry property (RIP).
The coherence between Φ and Ψ, denoted by µ(Φ, Ψ), is defined as
where φ i is the i-th row of Φ, ψ j is the j-th column of Ψ, and ·, · denotes the inner product between two vectors. It is easy to prove 1 ≤ µ(Φ, Ψ) ≤ √ n. When µ(Φ, Ψ) is close to 1, we say that Φ has low coherence with Ψ. Now we sample x by Φ to get y = Φx = ΦΨz = Az. If Φ obeys the order-k RIP and has low coherence with Ψ, then z (and in turn x) can be effectively recovered from y. Many algorithms have been proposed to recover x from its random sample y. Among these algorithms, the basis pursuit (BP) [6] provides the optimal solution bỹ z = arg min
where · 1 denotes the ℓ 1 norm of a vector. Besides the BP, there are also some faster alternative algorithms that give superior recovery performance, e.g. matching pursuit (MP) and its variants [7] , gradient pursuit [8] , [9] , threshold algorithms [10] , belief propagation [11] , model-based algorithms [12] , recursive least-squares [13] , [14] , subspace pursuit [15] , adaptive greedy algorithm [16] , nonconvex minimization [17] , etc. For a detailed overview on CS recovery algorithms, please refer to [18] .
Many practical signals are two-dimensional (2D), e.g. image, video, etc. A straightforward realization of 2D CS is to stretch 2D matrices into 1D vectors. Such simple operation increases exponentially the complexity at both encoder and decoder. For example, if an n × n 2D signal is stretched into an n 2 × 1 1D signal, transform matrix Ψ and sensing matrix Φ will be of the huge sizes n 2 × n 2 and m × n 2 , respectively. What's worse, after 1D stretching, the decoder can exploit the correlation of 2D signals along only one direction, while the correaltion along the other direction can not be exploited.
Besides 1D stretching, some researchers have also developed some alternative algorithms to deal with 2D CS. A typical method is to use separable operators to sample rows and columns of 2D signals independently [19] . Let X ∈ R n×n be a 2D signal that is k-sparse in Ψ domain,
i.e. X = ΨZΨ T and there are only k spikes in Z, where (·) T denotes the transpose. Assume the same operator Φ is used to sample the row and column of X, i.e. Y = ΦXΦ T ∈ R m×m .
Let y (z, resp.) be the 1D stretched vector of Y (Z, resp.). The problem is converted intõ
where ⊗ denotes the outer product (or Kronecker product). Now this is simply a special case of the widely used 1D ℓ 1 -minimization program. Though the complexity at the encoder is reduced
The author recognizes that the difficulty of applying the CS to 2D signals lies in the lack of effective recovery algorithms for 2D sparse signals. In this paper, the author develops 2D matching pursuit (2D-MP) and 2D orthogonal matching pursuit (2D-OMP) for 2D sparse signal recovery. Both algorithms, especially the 2D-OMP, share the advantages of low complexity and good performance. The developed algorithms can be widely used in those scenarios involving 2D sparse signal processing, e.g. image/video compression, compressive imaging [20] , etc. It should be pointed out that though the OMP algorithm has been used to deal with the sparse representations of multiple-measurement vectors (MMV) in [21] , the 2D CS setup in this paper is very different from the MMV setup.
Sections II and III develop 2D-MP and 2D-OMP, respectively. Then 2D-MP/OMP are applied to 2D sparse signal recovery and some representative simulation results are reported in Section IV. Finally, Section V concludes this paper.
II. 2D MATCHING PURSUIT
The extension of 1D-MP to 2D-MP is rather straightforward. Let X ∈ R n×n be a 2D signal that is k-sparse in Ψ domain, i.e. X = ΨZΨ T and there are only k spikes in Z, where transform matrix Ψ ∈ R n×n . We sample X by Φ ∈ R m×n to get Y = ΦXΦ T = AZA T ∈ R m×m , where
, where a i is the i-th column of A. For 2D CS of n × n signals, the dictionary will contain n 2 atoms and each atom is an m × m matrix. Denote the (i, j)-th atom as B i,j ∈ R m×m , then B i,j is the outer product of a i and a j , i.e.
Obviously, B
T i,j = B j,i . Thus, sample Y can be represented by the weighted sum of atoms
The projection of
where
and B i,j 2 denotes the Frobenius norm of B i,j , i.e.
It is easy to prove B i,j 2 = a i 2 a j 2 . Then, the estimate of z i,j is
Algorithm 1 describes in detail the procedure of 2D-MP, which is very similar to that of 1D-MP. Initially, residue R is set to Y. Then repeatedly, the decoder (1) searches for the atom with the maximal projection and saves its index pair (i, j) into set Λ; (2) calculatesz i,j (the estimate of z i,j ); (3) updates R by removingz i,j B i,j . Such procedure is iterated until R 2 is smaller than a certain threshold δ.
Algorithm 1: 2D Matching Pursuit
Input:
• A ∈ R m×n : sampling matrix
• Y ∈ R m×m : sample • δ: threshold to cease the iteration
Output:
•Z ∈ R n×n : estimate of the ideal signal Z
Variable:
• R ∈ R m×m : residue
• Λ: set of the index pairs of selected atoms Initialization:
III. 2D ORTHOGONAL MATCHING PURSUIT
The extension of 1D-OMP to 2D-OMP is much more difficult. Algorithm 2 describes the procedure of 2D-OMP, whose detailed explanations are found below.
As the 2D-MP, at each iteration, the 2D-OMP decoder first searches for the most significant atom in the dictionary. Then as the 1D-OMP, the 2D-OMP decoder renews the weights for all the already selected atoms. Let Λ be the set of the index pairs of all the already selected atoms.
Assume that at some iteration, there have been l seleted atoms, i.e. |Λ| = l, where |Λ| denotes the cardinality of set Λ.
The weighted sum of these l selected atoms constructs an
The problem is to find the optimalz Λ that minimizes the Frobenius norm of
As we know R 
Let us calculate
is,js B is,js
is,js B is,js 
and
When tr(RR T ) takes the minimum, there must be
Hencez
As we know, H −1 can be calculated effectively by QR decomposition.
Finally, let us discuss the calculation of H and f . It is easy to get
If we define B is,js , B it,jt a is , a it a js , a jt ,
Obviously, H is a symmetric matrix. Similarly, for f , because
we have
Algorithm 2: 2D Orthogonal Matching Pursuit Input:
• Y ∈ R m×m : sample
• δ: threshold to cease the iteration
Output:
Variable:
• Λ: set of the index pairs of selected atoms
• Λ r , Λ c : subsets of Λ for row indices and column indices of selected atoms
•z Λ ∈ R |Λ| : vector storing the spikes inZ specified by Λ
• A Λr , A Λc ∈ R m×|Λ| : sub-matrices storing those columns in A specified by Λ r and Λ c Initialization:
IV. EXPERIMENTAL RESULTS

A. Simulation Setup
The sizes of the tested 2D signals are fixed to 128 × 128. 
B. Performance Evaluation
To evaluate how well 2D signals are recovered, for each sparsity level, we first average the mean-squared-error (MSE) between Z andZ over 1000 runs and then calculate the peak signalnoise ratio (PSNR) by
where ub (lb, resp.) denotes the upper bound (lower bound, resp.) of Z and
In this example, ub = 127 and lb = −128.
C. Recovery Gain
In fact, even in the absence of Y, Z can be recovered by an n × n all-zero matrix. In this case, the recovery MSE is just the variance of Z:
which corresponds to PSNR 0 = 10 log 10 (12n 2 /k). Hence, the recovery gain from Y is ∆ PSNR = PSNR Y − PSNR 0 .
D. Comparison
We include the results of ∆ PSNR for various sparsity levels in Table I . From these results, we find that the 2D-OMP achieves over 15dB higher PSNRs than the 2D-MP, a similar phenomenon to that for 1D-MP and 1D-OMP.
V. CONCLUSION
2D sparse signal recovery is a useful issue in the CS. However, up to now, few effective works are found for this topic. Inspired by the 1D-MP and 1D-OMP algorithms, this paper develops the 2D-MP and 2D-OMP algorithms. Both developed algorithms are applied to 2D sparse signal recovery and the 2D-OMP is significantly superior to the 2D-MP. Hence, the 2D-OMP can be widely used in many scenarios, e.g. compressive imaging, image/video compression, etc. 
