Abstract. In this paper we characterize off-diagonal Carleson embeddings for both Hardy-Orlicz spaces and Bergman-Orlicz spaces of the upper-half plane. We use these results to obtain embedding relations and pointwise multipliers between these spaces.
Introduction
The aim of this note is to provide Carleson embeddings for some weighted spaces of holomorphic functions D Φ of the upper-half plane. More precisely, we characterize those positive measures µ on the upper-half plane such that D Φ embeds continuously into L Ψ (dµ). Here the space D Φ is either a Hardy-Orlicz space or a Bergman-Orlicz space. Our results are applied to the characterization of embedding relations between Hardy-Orlicz spaces and Bergman-Orlicz spaces or just between Bergman-Orlicz spaces. We also characterize pointwise multipliers from Hardy-Orlicz spaces or BergmanOrlicz spaces to Bergman-Orlicz spaces.
Recall that the upper-half plane is the subset C + of the complex plane C defined by C + := {x + iy ∈ C : y > 0}. 
We note that when Φ(t) = t p , 0 < p < ∞, H Φ (C + ) and A A growth function Φ is said to be of upper type q if we can find q > 0 and C > 0 such that, for s > 0 and t ≥ 1,
We denote by U q the set of growth functions Φ of upper type q, (with q ≥ 1), such that the function t → Φ(t) t is non-decreasing. We write
Note that we may always suppose that any Φ ∈ U is convex and that Φ is a C 1 function with derivative Φ ′ (t) ⋍ Φ(t) t .
For Φ 1 , Φ 2 ∈ U , our main concern in this note is the characterization of all positive measures µ on C + such that H Φ 1 (C + ) (resp. A Φ 1 α (C + )) embeds continuously into L Φ 2 (C + , dµ).
In the case of the unit disc, the continuous embedding H p ֒→ L q (dµ) was first considered by L. Carleson [6, 7] for p = q. The case 0 < p ≤ q < ∞ for the unit disc was solved by P. Duren in [12] . Since then the problem has been considered by several authors for both Hardy and Bergman spaces of various domains for Φ 1 (t) = t p and Φ 2 (t) = t q , 0 < p, q < ∞ (see [10, 14, 15, 19, 20, 21, 22, 28] and the references therein). In the unit ball, the continuous embeddings
nondecreasing were obtained in [8, 9, 23] .
The characterization of the measures µ for which the embedding H p (C + ) ֒→ L q (C + dµ) holds, essentially makes use of techniques from harmonic analysis (for p = q, see for example [13, Ch. 7] ). One of the further main difficulties when working with growth functions, is the fact that they are not multiplicative (i.e. Φ(ab) = Φ(a)Φ(b)) in general. Hence to handle Carleson measures here, we develop an approach also based on techniques of harmonic analysis that allows us to overcome the mentioned obstacle and extend the classical results.
Carleson embeddings are very useful in the study of various questions in analytic function spaces: continuous inclusion between spaces, pointwise multipliers, composition operators, integration operators to name a few (see for example [1, 2, 8, 9, 18, 25, 28, 29, 30] and the references therein). These applications are our main motivation for considering these questions here.
Presentation of the results
We present in this section our main results and some applications. The growth function Φ satisfies the ∆ 2 -condition if there exists a constant K > 1 such that, for any t ≥ 0,
It follows easily from (1.1) that any growth function Φ ∈ U satisfies the ∆ 2 -condition. We say that the growth function Φ satisfies the ▽ 2 −condition whenever both Φ and its complementary function satisfy the ∆ 2 −conditon.
For any interval I ⊂ R, we recall that the Carleson square above I is the set Q I := {z = x + iy ∈ C : x ∈ I and 0 < y < |I|}.
The following definition is adapted from [23] . Definition 2.1. Let Φ be a growth function. A positive Borel measure µ on C + is called a Φ-Carleson measure, if there is a constant C > 0 such that for any finite interval I ⊂ R,
Our first Carleson embedding result is as follows.
Theorem 2.2. Let Φ 1 and Φ 2 be two C 1 convex growth functions with Φ 2 ∈ U . Assume that Φ 1 satisfies the ∇ 2 -condition and that
is nondecreasing. Let µ be a positive Borel measure on C + . Then the following assertions are equivalent.
(c) There exists a constant K > 0 such that for any f ∈ H Φ 1 (C + ),
Note that the equivalence (a)⇔(b) holds even without the additional assumption "Φ 1 satisfies the ∇ 2 -condition". This assumption is needed only in the proof of the assertion (c) and this is due to our method of proof which involves the Hardy-Littlewood maximal function whose boundedness on Orlicz spaces is known only under our assumption (see [17, Theorem 1.2 
.1]).
Definition 2.3. Let Φ be a growth function and let α > −1. A positive Borel measure µ on C + is called a (Φ, α)-Carleson measure, if there is a constant C > 0 such that for any finite interval I ⊂ R,
We obtain the following Carleson embedding result for weighted BergmanOrlicz spaces.
Theorem 2.4. Let Φ 1 and Φ 2 be two C 1 convex growth functions with Φ 2 ∈ U . Assume that Φ 1 satisfies the ∇ 2 -condition and that
is nondecreasing. Let µ be a positive Borel measure on C + and let α > −1. Then the following assertions are equivalent.
(a) There exists a constant C 1 > 0 such that for any interval I ⊂ R,
(c) There exists a constant C 3 > 0 such that for any f ∈ A
2.2.
Application to some inclusion relations. We apply the above results in giving exact conditions under which a Hardy-Orlicz space or a Bergman-Orlicz space as given above embeds continuously into another Bergman-Orlicz space. In the unit disc of C or the unit ball of C n , for the classical Hardy and Bergman spaces, these characterizations are well known (see [31, 32] and the references therein). Embedding relations between Bergman-Orlicz spaces of the unit ball have been obtained by the second author in [23] .
We first have the following result.
Theorem 2.5. Let Φ 1 and Φ 2 be two C 1 convex growth functions with Φ 2 ∈ U , and let α > −1. Assume that Φ 1 satisfies the ∇ 2 -condition and that α (C + ) if and only if there exists a constant C > 0 such that for any t ∈ (0, ∞),
We remark that in the case Φ 1 (t) = t p and Φ 2 (t) = t q with 0 < p < q < ∞, the condition (2.10) reduces to
We also obtain the following.
Theorem 2.6. Let Φ 1 and Φ 2 be two C 1 convex growth functions with Φ 2 ∈ U , and let α, β > −1. Assume that Φ 1 satisfies the ∇ 2 -condition and that
is nondecreasing. Then the Bergman-Orlicz space A Φ 1 α (C + ) embeds continuously into the Bergman-Orlicz space A Φ 2 β (C + ) if and only if there exists a constant C > 0 such that for any t ∈ (0, ∞),
It is easy to see that in the case Φ 1 (t) = t p and Φ 2 (t) = t q with 0 < p < q < ∞, the condition (2.11) reduces to
2.3. Application to pointwise multipliers. Let X and Y be two analytic function spaces which are metric spaces, with respective metrics d X and d Y . An analytic function g is said to be a multiplier from X to Y , if there exists a constant C > 0 such that for any f ∈ X,
We denote by M(X, Y ) the set of multipliers from X to Y . Multipliers between usual Bergman spaces of the unit disc and the unit ball have been obtained in [1, 2, 3, 18, 29, 30] . In [23] , the first author, using Carleson embeddings for Bergman-Orlicz spaces of the unit ball B n of C n characterized pointwise multipliers from A
β (B n ) where Φ 1 and Φ 2 are growth functions such that
is nondecreasing and Φ 2 is in some subclassŨ of U . We provide here the same type of results for Hardy-Orlicz and Bergman-Orlicz spaces of the upper-half plane.
We say a growth function Φ ∈ U q belongs toŨ , if the following three conditions are satisfied.
(a 1 ) There exists a constant C 1 > 0 such that for any 0 < s, t < ∞,
(a 2 ) There exists a constant C 2 > 0 such that for any a, b ≥ 1,
Clearly, power functions are inŨ . As nontrivial member ofŨ , we have the function t → t q log α (C + t), where q ≥ 1, α > 0 and the constant C > 0 is large enough.
Let ω : (0, ∞) −→ (0, ∞) be a continuous function. An analytic function f in C + is said to be in
We observe that H ∞ ω (C + ) is a Banach space. The following result provides pointwise multipliers from Hardy-Orlicz spaces to Bergman-Orlicz spaces. Theorem 2.7. Let Φ 1 ∈ U and Φ 2 ∈Ũ . Assume that
is non-decreasing. Let α > −1 and define for t ∈ (0, ∞), the function
Then the following assertions hold.
(i) If Φ 1 satisfies the ∇ 2 -condition, and ω is equivalent to 1, then
(ii) If ω is non-decreasing on (0, ∞) and lim t→0 ω(t) = 0, then
1 satisfies the ∇ 2 -condition, and ω is non-increasing
The next result provides pointwise multipliers between two different Bergman-Orlicz spaces.
is nondecreasing. Let α, β > −1 and define for t ∈ (0, ∞), the function
1 satisfy the ∇ 2 -condition, and ω is non-increasing
In the above two results, we require Φ 1 to satisfy the ∇ 2 -condition because we aim to apply Theorem 2.2 and Theorem 2.4 where this hypothesis is used. In assertion (iii) of these results, we also require Φ 2 • Φ −1 1 to satisfy the ∇ 2 -condition. This is needed to prove that the measure
In the case where this condition does not hold, it is easy to exhibit an example of Φ 1 and Φ 2 for which the measure µ is not a
In the next section, we introduce more definitions and present some results that we need in our presentation. In Section 4, we present the proofs of the Carleson embeddings results; in Section 5, we prove the results on the continuous inclusion of a Hardy-Orlicz or Bergman-Orlicz space into another Bergman-Orlicz space. Section 6 contains the proofs of the pointwise multipliers results. In the last section, we conclude our presentation, taking advantage of this part to present the corresponding weak-type results.
As usual, given two positive quantities A and B, the notation A B means that for some positive constant C, A ≤ CB. When A B and B A, we write A ≈ B. In general C or C s , s ∈ R will denote a constant (depending only on the underlined variable) whose value is not necessarily the same for different occurrences.
Some useful facts
We present in this section some useful results needed in our presentation.
3.1. Some properties of growth functions. We recall that a growth function Φ is of lower type p if we can find p > 0 and C > 0 such that, for s > 0 and 0 < t ≤ 1,
We denote by L p the set of growth functions Φ of lower type p, 0 < p ≤ 1, such that the function t →
We recall with [26,
We recall that for Φ a C 1 growth function, the lower and the upper indices of Φ are respectively defined by
and
.
We also recall that if Φ is convex, then 1 ≤ a Φ ≤ b Φ < ∞. Following [11, Lemma 2.6] we have that a convex growth function satisfies the ∇ 2 −condition if and only if 1 < a Φ ≤ b Φ < ∞. Let us observe that if Φ is a C 1 growth function, then the function
t a Φ is increasing while the function
t b Φ is decreasing. These observations imply in particular that if Φ is C 1 convex growth function that satisfies the ∇ 2 −condition, then Φ ∈ U . The following will be useful.
Lemma 3.1. Let Φ be a convex growth function that satisfies the ∆ 2 -condition. Then the following assertions are equivalent.
(a) Φ satisfies the ∇ 2 -condtion.
(b) There is a constant C 1 > 0 such that for any t > 0,
(a)⇒(b): Assume that Φ satisfies the ∇ 2 -condtion. We start by observing that
Let p be the lower indice of Φ. As Φ satisfies the ∇ 2 -condtion, we have that p > 1. As t →
Φ(t)
t p is increasing, we obtain that for j ≥ 0, Φ(2
Let d > 2 be fixed. As the function t → Φ(t) t is nondecreasing, we have that
That is 2dΦ(u) ≤ Φ(du).
(c)⇒(a): Assume that there exists C 2 > 1 such that ∀ t > 0, Φ(C 2 t) ≥ 2C 2 Φ(t). We only have to prove that the complementary function Ψ of Φ satisfies the ∆ 2 -condition.
Then Φ 1 belongs to U . Let Ψ 1 be the complementary function of Φ 1 . We have that for any u ≥ 0,
. Thus Ψ satisfies the ∆ 2 -condition. As Φ and its complementary function Ψ satisfy the ∆ 2 -condition, we conclude that Φ satisfies the ∇ 2 -condtion. Lemma 3.2. Let Φ 1 , Φ 2 be two convex growth functions. Assume that Φ 2 ∈ U q and that
is nondecreasing. Then the function Φ 3 defined by Φ 3 (0) = 0 and
belongs to the class U .
Proof. Note that as
is nonincreasing, we have that for any s ≥ 1 and
1 (t) and so
That is for any s ≥ 1 and t > 0, Φ 3 (st) ≤ s q Φ 3 (t). Lemma follows easily as Φ 3 and the function t → Φ 3 (t) t are increasing.
3.2.
Integrability results for some positive kernel functions. We recall that the beta function is defined by
The two following results can be found for example in [4] .
Lemma 3.3. Let α, β be a real numbers, and t > 0 be fixed. Then the integral 
Lemma 3.4. Let α be real. Then for y > 0 fixed, the integral J α (y) = R dx |x + iy| α converges if and only if α > 1. In this case,
3.3.
Hardy-Orlicz spaces of the upper-half plane. For Φ ∈ U q and
One can check that f ∈ H Φ (C + ) if and only if f H Φ < ∞. Indeed, we have that the following relations hold:
Let us observe the following. Proof. Assume that f H Φ = 0. Then for any y > 0 fixed, there exists δ 0 = δ 0 (y) > 0 such that for any 0 < δ < δ 0 ,
This implies that for any interval I ⊂ R,
We obtain in particular that for any C > 1,
Letting C → ∞, we obtain that for any interval I ⊂ R,
I
|f (x + iy)|dx = 0.
Hence the Monotone Convergence Theorem then gives that
Thus f = 0. The proof is complete.
We recall that the Hardy-Littlewood maximal function of R is the function defined for any locally integrable function f by
where the supremum is taken over all intervals of R.
Let us consider the following system of dyadic grids,
When β = 0, we observe that D 0 is the standard dyadic grid of R, denoted
D.
For any β ∈ {0, 1/3}, we denote by M d,β the dyadic analogue of the Hardy-Littlewood maximal function, defined as in (3.3) but with the supremum taken over dyadic intervals in the grid D β .
It is a classical fact that for any locally integrable function f on R,
The following is a well known result (see for example [17] ). We provide a proof here for the sake of the reader.
Proposition 3.6. Let Φ be a C 1 convex growth function that satisfies the
Proof. From the inequality (3.4), it is enough to prove (3.5) for the maximal function
. From standard properties of dyadic intervals, one obtain that
As Φ satisfies the ∇ 2 -condition, we have from Lemma 3.1 that there exists
It follows from an integration by parts that
The nontangential maximal function f * of a function f defined on C + is given by
where Γ(x) := {z = t + iy ∈ C + : |t − x| < y}.
As for classical Hardy spaces of the upper-half plane, we have the following characterization of Hardy-Orlicz spaces.
Theorem 3.7. Let Φ be a C 1 convex growth function that satisfies the ∇ 2 -
Proof. Let assume that f ∈ H Φ (C + ). Then as Φ ∈ U and satisfies ∇ 2 -condition, we obtain as in the case of classical Hardy spaces (see [27] ) that there exists a unique function g ∈ L Φ (R) such that
Hence as Φ ∈ U and satisfies the ∇ 2 -condition, and g ∈ L Φ (R), it follows from Proposition 3.6 that
Let us finish this subsection by giving an example of elements in HardyOrlicz spaces.
Lemma 3.8. Let Φ be a convex growth function. Then for any z = x + iy ∈ C + , the function
Proof. It is clear that f z is analytic on C + . We observe that
As the function t → Φ(t) t is increasing, we obtain using Lemma 3.4 that
3.4. Some useful facts on Bergman-Orlicz spaces of the upper-half plane. We start by observing that as in the case of Hardy-Orlicz spaces, the following holds. For any α > −1, and any measurable set E ⊂ C + , we use the notation
Let us prove the following pointwise estimate.
Lemma 3.10. Let Φ be a convex growth function, and α > −1. Then there exists C = C α > 0 such that for any f ∈ A Φ α (C + ) and any z = x + iy ∈ C + ,
. If f = 0, then there is nothing to prove . Assume that f = 0. Let z 0 = x 0 + iy 0 ∈ C + and let Q I be the Carleson square centered at z 0 . As f is analytic, as a consequence of the mean value theorem, there exists a constant C = C α > 0 and independent of z 0 such that
(see [5, Lemma 7 .1]). It follows from this, the Jensen's inequality and (1.1) that
But
Let α > −1. We recall that the (weighted) Hardy-Littlewood maximal function of C + is the function defined for any locally integrable function f by
where again, the supremum is taken over all intervals of R. Its dyadic counterpart called dyadic (weighted) Hardy-Littlewood maximal function and denoted M d α is defined the same way but with supremum taken only over dyadic intervals of R.
Let us recall three useful facts, the first one is given in [24, Lemma 2.2] (see also [16, Lemma 3.4] ), the second one and the third one are pretty classical and can be found in [24, Lemma 2.1].
Lemma 3.11. Let α > −1. Then for any locally integrable function f , the following assertions are satisfied.
(i) There is a constant C = C α > 0 such that for any λ > 0,
(ii) For any λ > 0, there exists a family of disjoint maximal (with respect to inclusion) dyadic intervals {I j } j such that
(iii) There exists a constant C = C α > 0 such that for any λ > 0,
Note that the dyadic intervals in assertions (ii) are maximal intervals such that 1
Let us give a proof of the following result.
Proposition 3.12. Let Φ be a C 1 convex growth function, and α > −1.
Assume that Φ satisfies the ∇ 2 -condition. Then there exists a constant C = C Φ > 0 such that for any f ∈ L Φ (C + ), (3.10)
Proof. Using assertions (i) and (iii) of the previous result and Lemma 3.1, we obtain
Let us observe that for f locally integrable,
and that by (3.9) there exists a constant C = C α > 0 such that
Combining these two facts with assertion (i) of Lemma 3.11 and Proposition 3.12, we obtain the following.
Corollary 3.13. Let Φ be a C 1 convex growth function, and α > −1. Assume that Φ satisfies the ∇ 2 -condition. Then for any holomorphic function f on C + , the following are equivalent.
Obviously, the corresponding norms in the above corollary are equivalent and this provides equivalent definitions of Bergman-Orlicz spaces in terms of Hardy-Littlewood maximal functions.
The following provides an example of function in the Bergman-Orlicz spaces.
Lemma 3.14. Let Φ be a convex growth function, and α > −1. Then for any z = x + iy ∈ C + , the function
2 )B(1 + α, 2 + α).
Proof. First observing that y 4+2α
(w−z) 4+2α ≤ 1 and using Lemma 3.4, we obtain
Hence using Lemma 3.3, we obtain
)B(1 + α, 2 + α).
Hence f z is uniformly in A Φ α (C + ) with
Proof of Carleson embeddings
4.1. A general characterization. Let s > 0. We prove here a characterization of the positive measures µ on C + for which there is a constant C > 0 such that for any finite interval I ⊂ R, As Φ 2 ∈ U , using (1.1), we obtain
We conclude that there is a constant C > 0 such that for any interval I ⊂ R,
We next prove the reverse implication. 1 -Carleson. Let z 0 = x 0 + iy 0 ∈ C + be fixed, and define I 0 to be the interval about x 0 and length 2y 0 . For any j ∈ N, define I j ⊂ R to be the interval centered at x 0 with length 2 j |I 0 |.
Let Q I j be the Carleson square associated to I j . For j = 1, 2, . . ., put
Then for j ≥ 0 and ω ∈ E j ,
and µ(E j ) ≤ µ(Q j ).
Using (1.1), we obtain
and the last constant does not depend on y 0 . We conclude that
The proof is complete.
Proof of Theorem 2.2.
For any measurable set E ⊂ R, we denote by |E| the Lebesgue measure of E. We start with the following crucial lemma. 
where C is the constant in (2.3). Moreover, if Φ ∈ U and satisfies the ∇ 2 -condition, then the reverse holds. That is if µ satisfies (4.3), then µ is a Φ-Carleson measure with the same constant.
Proof. Assume that µ is a Φ-Carleson measure. Fix λ > 0. We start by observing that the set
is open and consequently, is a disjoint union of open intervals {I j } (see [13, Page 138]).
If z = x + iy ∈ E λ , then f ⋆ (t) > λ for any t in the interval I z := {t ∈ R : |t − x| < y}. Hence there is a unique j 0 such that the interval I z is contained in I j 0 . Moreover, if Q I j 0 is the Carleson square associated to I j 0 , then z ∈ Q I j 0 . Thus
It follows that
AsΦ ∈ U, we have
Hence
Let us now assume that Φ ∈ U and satisfies the ∇ 2 -condition and that (4.3) holds. Let I ⊂ R be an interval and Q I its associated Carleson square.
Then ∀ z ∈ Q I , u(z) > λ. Hence
Using Proposition 3.6, we obtain
Thus µ is a Φ-Carleson measure. The proof is complete.
Let us now prove the Carleson embedding for Hardy-Orlicz spaces.
Proof of Theorem 2.2. We have from Theorem 4.1 that (a) ⇔ (b). Hence it is enough to prove that (a) ⇒ (c) ⇒ (b). We start with the second implication.
(c) ⇒ (b): ∀z 0 = x 0 + iy 0 ∈ C + , we have from Lemma 3.8 that the function
It follows from assertion (c) that there is a constant K > 0 such that
This implies that there is C > 0 independent of z 0 such that
We can then conclude that
(a) ⇒ (c): As Φ 1 , Φ 2 ∈ U and Φ 2 Φ 1 is nondecreasing, we have from Lemma 3.2 that the function :
, ∀ t > 0 also belongs to U.
Let f ∈ H Φ 1 (C + ), f = 0. As Φ 1 ∈ U and satisfies the ∇ 2 -condition, we have by Theorem 3.7 that f ⋆ ∈ L Φ 1 (R), and
1 -Carleson measure and Φ 3 ∈ U, we have by Lemma 4.2 that there is constant K > 0 such that
Let us put
As the function t → Φ 3 (t) t is nondecreasing, we deduce that
The proof is complete. 
where C is the constant in (2.6). Moreover, if Φ ∈ U and satisfies the ∇ 2 -condition, then the reverse holds. That is if µ satisfies (4.4), then µ is a (Φ, α)-Carleson measure with a constant equivalent to the one in (4.4).
Proof. Recall with Lemma 3.11 that
where {I j } j is a family of pairwise disjoint dyadic intervals. It follows easily that
For the converse, let I be any interval in R and for λ > 0, put f (z) = λχ Q I (z). Then using the first assertion in Lemma 3.11 and Proposition 3.12, we obtain
Next, we prove Theorem 2.4.
Proof of Theorem 2.4. We note that the equivalence (a)⇔(b) is a special case of Theorem 4.1. That (c)⇒(b) follows by taking as f in (2.9), the test function given in Lemma 3.14. To finish, it suffices to prove that (a)⇒(c).
Let us assume that µ is a (Φ 2 • Φ −1 1 , α)-Carleson measure. Let C be the constant in (3.10). We can assume that C > 1. Put
For λ > 0, define
Then using the first assertion in Lemma 3.11, and Lemma 4.3, we obtain
Now we recall that by Lemma 3.2, Φ 3 also belongs to the class U and so the function t → Φ 3 (t) t is increasing. We also observe using Proposition 3.12 that
Embedding of Hardy-Orlicz spaces and Bergman-Orlicz spaces into Bergman-Orlicz spaces
In this part, we are interested in the conditions under which a HardyOrlicz space or Bergman-Orlicz space embeds continuously into another Bergman-Orlicz space.
Proof of Theorem 2.5. We start by recalling that if I ⊂ R is an interval and Q I its associated Carleson square, then
As Φ 1 , Φ 2 ∈ U, Φ 1 satisfies the ∇ 2 -condition and Φ 2 Φ 1 is nondecreasing, by 1 -Carleson measure, we obtain in particular that for some C 1 independent of I,
That is
Conversely, assume that there exists a constant C > 0 such that for any t > 0 ,
Let I ⊂ R be an interval and Q I its associted Carleson square. Then
Proof of Theorem 2.6. This essentially follows as above. We leave it to the interested reader.
Pointwise multipliers characterizations
We start with the following lemma.
(ii) If ω is nondecreasing lim t→0 ω(t) = 0, then
Proof. (i) Assume that ω is equivalent to 1. Then for every t > 0,
This means in particular that there exists a constant C > 0 such that for every t > 0,
As Φ 1 , Φ 2 ∈ U, Φ 1 satisfies the ∇ 2 -condition and Φ 2 Φ 1 nondecreasing, we have by Theorem 2.5, that
Let g ∈ H ∞ (C + ) and let f ∈ H Φ 1 (C + ), f = 0. If g = 0, then there is nothing to prove. Let us then assume that g = 0. Using (6.1), we obtain
Let us now prove the converse. Let g ∈ M(
It follows from this and Lemma 3.10 that there is a constant K > 0 such that for any z = x + iy ∈ C + ,
Fix z 0 = x 0 + iy 0 ∈ C + and consider the function f z 0 defined
We recall with Lemma 3.8 that
, we obtain that for any z = x + iy ∈ C + ,
1 y 2+α π and the constant does not depend on z. As this happens for any z = x+iy ∈ C + , taking in particular z = z 0 , we obtain
Thus |g(z)| ≤ 4πC for any z = x + iy ∈ C + .
Hence g ∈ H ∞ (C + ).
(ii) Suppose that the function ω is nondecreasing and lim t→0 ω(t) = 0. Let g be a multiplier from
. We obtain as above that there is a constant C > 0 such that for any z = x + iy ∈ C + , (6.3) |g(z)| ≤ 4πCω(y ) .
Letting y → 0, we obtain from our hypothesis on ω that the right hand side of (6.3) goes to 0. Thus g(z) = 0 for all z ∈ C + . Hence
We next prove the following. is non-decreasing. Let α > −1 and define for t ∈ (0, ∞), the function
If ω is non-increasing on (0, ∞), then
, follows from (6.3). Let us then prove the converse.
Let K = max{1, 2C 1 C 2 , 2C 1 C 3 } where C 1 , C 2 and C 3 are respectively the constants in conditions (2.12), (2.13) and (2.14) in the definition of the classŨ . Using the property (2.12), we first obtain for C > 0 a constant whose existence has to be proved,
where
We observe that as the function ω is nonincreasing, we have that
Hence using (2.14) and the definition of the constant K, we obtain
Now let q ≥ 1 be the upper-type of Φ 2 . Using (2.13), we obtain
Hence to conclude, we only have to prove the existence of a constant C > 0 such that
By Theorem 2.4, it is enough to prove that µ is a Φ 2 •Φ Using that the function t →
is increasing, we obtain that
Remark. For the measure dµ(x + iy) = dV (x+iy)
satisfies the ∇ 2 -Condition is relevant in our proof. Indeed, if we take Φ 1 (t) = t 2 and Φ 2 (t) = t 2 ln(C + t) with C > 0 large enough, then these two functions are in U and obviously, Φ 1 satisfies the ∇ 2 -condition while Φ 2 • Φ −1 1 (t) = t ln(C + t 
The proof of the following lemma is obtained as for Lemma 6.1.
is non-decreasing. Let α, β > −1 and define for t ∈ (0, ∞), the function
(ii) If ω is nondecreasing and lim t→0 ω(t) = 0, then
Let us prove the following.
Lemma 6.4. Let Φ 1 ∈ U and Φ 2 ∈Ũ . Assume that Φ 1 and Φ 2 •Φ −1 1 satisfy the ∇ 2 -condition, and
β (C + )). Then using Lemma 3.10, and the test function given in Lemma 3.14, we obtain as in (6. 3) that there is a constant C > 0 such that for any z = x + iy ∈ C + ,
Thus g ∈ H ∞ ω (C + ). For the converse, we start by observing that as in the proof of Lemma 6.2, one has that the measure
Hence by Theorem 2.4, the is a constant C > 0 such that for any f ∈ A
Let f ∈ A Φ 1 α (C + ), f = 0 , and define
where K = max{1, 2C 1 C 3 , 2C 1 C 2 C 4 } with C 1 , C 2 , C 3 and C 4 the constants (13), (14) , (15) and (17) respectively.
As ω is nonincreasing on (0, ∞), we have that ∀ t ≥ 1,
Hence using (15) , we obtain
Also, we have that ∀ t ≤ 1, Thus if q ≥ 1 is the upper-type of Φ 2 , we obtain using (14) that β (C + )) and the proof is complete.
Further results and concluding remarks
In this paper, we have presented Carleson embeddings for both HardyOrlicz spaces and Bergman-Orlicz spaces, extending the corresponding results for power functions. We have seen with our examples of applications, how useful these embeddings are to understand some other questions of complex analysis and harmonic analysis.
It is possible to obtain weak versions of the above Carleson embeddings using essentially the ideas developed in this paper. Let us start this further discussion by recall that for Φ a growth function, the weak Orlicz space L Φ,∞ (C + , µ) consists of all functions f such that f Φ,∞ := sup λ>0 Φ(λ)µ ({z ∈ C + : |f (z)| > λ}) < ∞.
The characterization of the positive measures µ such that H 1 (C + ) embeds continuously into L 1,∞ (C + , µ) is also due to L. Carleson (see [7] ). The following is an extension of his result.
Theorem 7.1. Let Φ 1 and Φ 2 be two C 1 convex growth functions with Φ 2 ∈ U . Assume that Φ 1 satisfies the ∇ 2 -condition and that
it follows from our hypothesis that
Thus µ is a Φ 2 • Φ −1
1 -Carleson measure. The proof is complete.
Similarly, we have the following weak-Carleson embedding result for weighted Bergman-Orlicz spaces.
Theorem 7.2. Let Φ 1 and Φ 2 be two growth functions in U . Assume that Φ 1 satisfies the ∇ 2 -condition and that
(a) There exists a constant C 1 > 0 such that for any interval I ⊂ R, Finally, we remark that in the case of Bergman-Orlicz spaces, one could have also considered a characterization of their Carleson measures in terms of Bergman metric balls. The case of the continuous embeddings
nonincreasing is still open and is expected to be particularly hard for the case of Hardy-Orlicz spaces. 
