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Abstract. Wireless mesh sensor networks (WMSNs) have recently gained a lot
of interest due to their communication capability to support various applica-
tions with different Quality of Service (QoS) requirements. The most challeng-
ing issue is providing a tradeoff between the resource efficiency and the multi-
constrained QoS support. For this purpose, we propose a cross-layer algorithm
JSAR (Joint duty cycle Scheduling, resource Allocation and multi-constrained
QoS Routing algorithm) for WMSNs on based multi-channel multi-time slot
MAC. To our best knowledge, JSAR is the first algorithm which simultaneously
combines, a duty cycle scheduling scheme for energy saving, a resource alloca-
tion scheme for efficient use of frequency channels and time slots, and an heuris-
tic for multi-constrained routing protocol. The performance of JSAR has been
evaluated, showing that it is suitable for on-line implementation.
1 Introduction
Wireless mesh sensor networks (WMSNs) are expected to support various applications
with different QoS requirements. According to novel application requirements, QoS
constraints become more and more critical in terms of end-to-end delay, data through-
put and packet-error-rate. Also, due to energetic constraints at node level, energy saving
remains the most challenging issue. Various cross-layer designs are applicable to WM-
SNs [2–5], but the majority of proposed approaches generally focus on WMSNs based
single-channel MAC protocol and only [5] focus on Multi-channel based WMSNs.
However dealing with all the WMSN’s requirements requires tight collaboration of all
network’s layers. Although several cross-layer designs have been proposed for WMSNs
to ensure energy efficiency or to improve the network’s performance or to support QoS
guaranties, few approaches have taken into account simultaneously multiple WMSN’s
requirements. The authors in [2] propose a cross-layer strategy that explores the trade-
off between energy efficiency and packet timeliness in time division multiple access
(TDMA) based WSNs, by transmission power allocation and routing path selection
schemes. The idea in [3] is based on a traffic balancing inside the network and a judi-
ciously allocation of the retry limit to each link. [4] proposes a cross-layer design based
on power transmission management, routing, and duty-cycle schedule to optimize the
WSNs energy-efficiency. We find that only [5] proposes a cross-layer design for WM-
SNs based on multi-channel access. The goal of the joint wakeup/sleep scheduling and
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routing algorithm proposed in [5] is the minimization of the communication latency
while providing energy efficiency for nodes in FDMA-based multi-channel WMSNs.
The proposed routing algorithm takes into account only delay constraint to minimize
communication latency and save energy. We note that the flow differentiation, the link
reliability, the residual energy per node and the energy consumption per path have not
been taken into account during routing process. None of these approaches combines
simultaneously multi-constrained QoS routing, duty cycle scheduling and efficient fre-
quency channels and time slots allocation.
The main problem, we address, is designing an efficient cross-layer algorithm that si-
multaneously takes into account various WMSN’s requirements. For a solution of such
NP-hard problem, we propose, in this paper, JSAR, an algorithm that combines simul-
taneously a network duty cycle scheduling policy for energy saving and so network
lifetime maximization, a frequency channels and time slots allocation strategy for an
efficient sharing of frequency channels and time slots during routing process, and an
heuristic for a QoS support offering guaranteed services in compliance with the appli-
cation requirements and taking into account the network configuration. In this current
work, we only focus on the performance evaluation of JSAR. The network performance
evaluation under JSAR is our future work.
The rest of the paper is organized as follows: In section 2, we present the system model.
Section 3 describes the principle of PMCMTP [1] with the use of JSAR. In section 4,
we detail the proposed cross-layer design. In section 5, we evaluate JSAR performance
by analyzing and commenting some simulation results.
2 System model and notations
We consider an WMSN composed of one coordinator located at the center of the net-
work and a set of distributed sensor nodes acting as routers and/or sources organized in
fully meshed topology (See second tier of the network architecture proposed in [11]).
We can model the network as a weighted directed graph G(V,E,w). We admit that
the network supports five data flow priority levels from P1 to P5 (P1 for the highest
priority level). The control traffic refers to the network synchronization and resource
allocation information. All network nodes are concerned by the beacon frames. So, a
simple manner to quickly share such information between all nodes is broadcasting it
from the coordinator which is more powerful than others nodes, and has no energetic
constraint compared to others nodes. Also, the amount of control traffic is negligible in
comparison to the data traffic so there is no need to balance such traffic over the net-
work. A single frequency channel will be enough to ensure the control traffic and the
rest of available frequency channels can be used to maximize the number of parallel
data communications. For those reasons, we propose one hop control communications
using one frequency channel. To balance both load and energy consumption and to min-
imize power transmission, we propose multi-hop routing with the use of J frequency
channels ofK time slots per channel for data communication between network’s nodes.
Each node u ∈ V has a unique identifier (id), and it is characterized by its initial bat-
tery capacity (BCu), residual energy (Reu) and data queue state (DataQu). A node
presents three activity states respectively busy (transmitting or receiving data), forced
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sleep (see section 3.A) and free (in sleep).
Notations:
V: set of vertices (nodes), E: set of edges (link)
N: number of nodes, L: number of links, w: link’s weight,Pi: flow priority levels,
J : number of frequency channels, K : number of time slots per channel
dcu : refers to a node duty cycle or activity state, dcu = 1 for sleep or free state
dcu = 0 for busy and in forced sleep states
Each link luv ∈ E is associated with multiple parameters which can be classi-
fied into: additive metric (as delay, link cost, energy consumption, number of hops),
multiplicative metric (as packet reception rate PRR) and concave metric (as available
bandwidth [6]).
For non-additive metrics, we propose to prune all links that do not satisfy the constraints
of concave metrics and for multiplicative metrics we transform it into additive metrics
by applying a logarithm operation on it. For the rest of the paper, we consider only
additive metrics for path evaluation. Each link luv ∈ E is associated with a cost param-
eter cost(u, v) and m additive nonnegative weights wi(u, v) ≥ 0, i = 1...,m which
can be denoted by the vector w(u, v) = 〈w1(u, v), ..., wm(u, v)〉 and each weight is
corresponding to a constraint, and the upper bound of the ith constraint is denoted by
Ci (i.e vector C = 〈C1, ..., Cm〉 corresponds to the vector of the m constraints).
At a given time t, each link luv ∈ E is characterized by a set of parameters as follows:
– Link’s logarithmic value of packet reception rate prruv: We define prruv as the
absolute value of the logarithmic value of PRRuv (packet reception rate).
prruv = |log10(PRRuv)| (1)
– Link’s delay δuv: For each data-flow (F ), the wireless interface delay would typi-
cally involve the data transfer delay (δFtr), the resource allocation and the channel






– Link’s energy consumptionEcuv: We defineE
c
uv as the sum of the energy consumed
by node u during radio transmission and data processing and queueing (Ecu) and the






– Link’s residual energy Reuv: We define Reuv as the minimum value of residual
energy of nodes u and v.
Reuv = min(Reu, Rev) (4)
– Link’s energy availability Aeuv: We define Aeuv as a boolean value reflecting the
energy availability for both nodes u and v.
Aeuv =
{
1 if Reu > E
c





– Link’s available time slots TSuv: We assume the use of K equal time slots (τ )
with J frequency channels (i.e. KxJ τ in total). We consider TSju (resp.TS
j
v) to
represent the available time slots of the node u (resp.v) of the jth channel and
TSjuv to represent the link’s available time slots of the j
th channel. We model TSju
(resp.TSjv) as a binary vector of dimension K:
TSju = 〈tsuj,k〉1≤k≤K tsuj,k =
{
1 if time slot τj,k is available
0 else
(5)
τj,k represents the kth time slot of the jth channel.
TSjuv = 〈tsuj,k ∗ tsvj,k〉1≤k≤K (6)
At a given time t, we characterize a path Ps→d, from a source s to a destination d, by a
set of parameters as follows:
– Path’s packet reception rate prrs→d: We transform this multiplicative metric into a














– Path’s energy consumptionEcs→d: We define path’s energy consumption as the sum





– Path’s residual energy Res→d: We define path’s residual energy as the minimum of




– Path’s energy availability Aes→d: We define path’s energy availability as the mini-




3 PMCMTP with the use of JSAR
In [1], we have proposed the PMCMTP for frequency channels and time slots allocation
inside a personal area network. A key concept in PMCMTP is the elementary active cy-
cle as shown in Figure 1, which is composed of two consecutive superframes, the first
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for synchronization and collection of resource requests, and the second for the request
scheduling algorithm (RSA), the reception of the second beacon and the data commu-
nications. In this paper, we propose the extension of the PMCMTP MAC protocol by
including the JSAR instead of RSA to ensure the access to the medium, the duty cycle
scheduling of network’s nodes, the efficient sharing of available frequency channels and
time slots and the search of the best routing paths in compliance with multiple applica-
tion QoS requirements. Let us assume that the coordinator maintains a global vision of
the network configuration. Whenever there is a change in the network, the coordinator
updates related parameters (matrix and graphs...). The principle of PMCMTP using the




Resource request Time slot
Second beacon + RSA process















K equal Time slots 
Using a control 
Channel
First SuperFrame Second SuperFrame
Fig. 1. An elementary active cycle
– Forced Sleep test and synchronization: Let us assume that the WMSN’s coordina-
tor maintains an updated energetic graphGe of network’s nodes. Before the start of
each elementary active cycle, the coordinator executes a Force Sleep Test (FTS) to
exclude nodes with low levels of energy from participating in the routing process.
It must include in the beacon payload the id of nodes that must go to forced sleep
state. By listening to the first beacon, WMSN’s nodes adjust their wake-up clocks
and check the beacon payload to know if they must go to forced sleep state. Only
nodes that pass the FST will be active during the current elementary active cycle
and the others must go to forced sleep state to save their batteries.
– Requesting resources: This phase represents a set of equal short time slots, during
which, the coordinator is listening to the requests of its members. Based on the
number of source nodes, the coordinator assigns to each source node a specific
time slot according to their id. Just following the reception of the first beacon,
each source node waits for its own time slot to send its resource allocation request.
The request packet is composed of five fields including the request identifier, the
request’s priority index, the number of required time slots per hop, the source and
destination addresses.
– Routing and resource allocation process: According to the JSAR, after recep-
tion of all resource allocation requests, the coordinator schedules them according
to their priorities. Once the list of requests are scheduled, the coordinator launches
the routing process, an heuristic algorithm based on Dijkastra algorithm, to find the
best path, then it ensures the effective allocation of time slots and frequency chan-
nels. For each request, it tries to find the adequate available time slots per available
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channels to assign it for the entire selected path from the source to the destination
taking into account QoS constraints and the resource availability. After process-
ing all resource allocation requests, the coordinator computes the satisfactory note
SN of the current active cycle, then it registers a trace of requests, which were
not served to analyze it during the next cycle. Then, it inserts into the next beacon
frame the necessary information of the served requests as the index of allocated
channel, the index of the first allocated time slot, the number of allocated time slots
and source and destination addresses.
– Data transmission: After listening to the second beacon, nodes can have a feedback
of different requests. Each concerned sensor switches to the suitable channel at the
suitable time slot and it begins sending or receiving data frames during the allocated
duration.
4 WSN’s cross-layer design
In this section, we propose a new WMSN’s cross-layer framework, with joint considera-
tion of the network’s duty cycle scheduling policy, the resource allocation management
strategy and the network layer QoS routing process to simultaneously ensure energy
saving, optimal resource sharing and QoS support. The MAC layer has to support the
duty cycle scheduling and the spectral and temporal resource allocation whereas the
Network layer has to ensure the multi-constrained QoS routing process.
4.1 Duty cycle scheduling
The objective of the network’s duty cycle scheduling is to maximize the node’s sleep
duration in order to prolong the network’s lifetime while ensuring QoS requirements in
a dynamic manner (i.e by balancing load and enhancing energy saving without affecting
to the network performance). The dynamic Sleep/Wake scheduling problem in WMSN
can be formulated as follows: how should the activity of nodes be scheduled in a WMSN
in order to enhance energy efficiency while ensuring network’s QoS requirements?
To determine which subset of nodes to be turned off for a time interval and the man-
ner of sleep interval scheduling are both in joint correlation with routing process and
application requirements. In order to minimize and balance energy consumption and to
avoid the node’s failure due to draining of battery, we suggest forcing certain routers
to enter into sleep state. The nodes, whose residual energy is lower than the threshold
value THn and their data queues (DataQi) are empty, are turned into forced sleep state






∗ SNn−1, SNn−1 = Number of satsified routing requests
Total number of routing requests
(12)
N and SNn−1 refer respectively to the number of WMSN’s nodes and the satisfactory
note of the n− 1th active cycle (SNn−1 ∈]0, 1]). The satisfactory note SNn−1 is
computed at the end of the n− 1th active cycle.
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Let us assume that the duration of the nth data communication phase is equal to K
time slots with the use of J frequency channels. We model the duty cycle during data
communication phase of the node i by the vector DCni of dimension K.
DCni = 〈dcni,k〉1≤k≤K dcni,k =
{
0 in forced sleep or busy
1 if free or in sleep
(13)
The duty cycle matrix DCn gives an idea about the activity states of the WMSN’s
nodes. This matrix can be updated during routing process (i.e. by putting the adequate






















Algorithm 1 : Forced Sleep Test, FST
for i = 1 to N {
if (Reni < TH
n and DataQi is empty) then
DCni = 〈0〉, update(G(Va, Ea, w)n)}
DCni : State of the i
th node for the nth elementary active cycle
Va,Ea: The active vertices and edges of the nth active cycle
4.2 Resource Allocation
The objective of the resource allocation process is to optimally allocate available re-
source in terms of time slots per available frequency channels to ensure QoS support
and to enhance both energy efficiency and channel utility. As Sleep/Wake scheduling
problem, the resource allocation is also in joint correlation with routing process and
application requirements. We model the resources of the the nth data communication
phase by the binary matrix RSnJK . Initially, RS
n
JK = IJK (i.e. initially there are in















1 if the kth slot of the jth channel is free,
0 otherwise.
(15)
For a given link luv ∈ E, we compute the link’s available time slots TSuv , for the nth
active cycle, as given in Alg.2.
In order to maximize the resource utility and to optimally share such resource be-
tween WMSN’s nodes, we suggest to implement a centralized resource allocation policy
at the network coordinator. The resource allocation decision is taken by the coordinator
in response to the set of collected resource allocation requests, according to the net-
work configuration, the duty cycle scheduling and the routing decision. As shown in
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Fig.2, first, the coordinator tries to find candidate paths according to the application
requirements and network organization. During this process, it ensures the temporary
resource allocation (allocation of the most earlier available time slots of available fre-
quency channel per link) to compute path’s parameters and cost, then it selects the best
path. At this moment, the coordinator makes the effective resource allocation and it
updates the resource matrix RS, the duty cycle matrix DC and the energetic graph Ge
(i.e. by decreasing the residual energy, according to the energy consumption estimation,
for each node participating in the path). We propose TRR (Temporary Resource Reser-
vation) algorithm (Alg.3) to ensure the temporary resource reservation of the current
path that can be added as extensible or candidate path. This algorithm consists to find
the suitable available time slots per available channels to temporary assign it to the new
edge luv . The main objective of this algorithm is to minimize, as possible, the end to
end delay.
Algorithm 2 : Computation of the available time slots per link
for the nth active cycle
∀luv ∈ E do{
for j=1 to J{
Compute TSju (resp.TS
j
v ) of node u (resp.v)
TSju = 〈dcnu,k ∗ rsnj,k〉1≤k≤K
Compute TSjuv = 〈tsuj,k ∗ tsvj,k〉1≤k≤K }
TSuv = 〈TSju〉1≤j≤J }
Fig. 2. Resource allocation algorithm for WMSN
Algorithm 3 : Temporary Resource Reservation: TRR
Given 〈p,RStemp, DCtemp, Getemp〉, luv
δuvtemp =∞, ch=0, fts=0
Compute TSuv
if (Aeuv = 1) then
for j=1 to J {
Compute δuv
if δuv < δuvtemp then
δuvtemp = δuv , ch = j, fts = First allocated TS}
compute w(u, v), update(RStemp, DCtemp, Getemp)
else w(u, v) =∞
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4.3 Multi-constrained QoS routing
The objective of QoS routing is to find a path from a source s to a destination d us-
ing the minimum amount of network resources such as energy consumption per route,
residual battery power per node, available time slots, while satisfying various QoS con-
straints, such as delay, reliability, etc. When multiple routing metrics are considered,
the problem becomes a multi-constrained path problem, which has been mathemat-
ically proven in [7] to be NP-complete. However, various heuristic and approxima-
tion algorithms, proposed in the literature, can approximate or solve similar problems
in polynomial or pseudo-polynomial time [8, 9]. For WMSNs, we propose a central-
ized multi-constrained QoS reactive routing, which jointly interacts with the proposed
duty cycle scheduling and resource allocation methods. The algorithm JSAR, given by
Alg.4, describes the proposed routing approach.
Let PG and Ps→d represent respectively the set of all paths and the set of all paths from




The basic routing problems can be defined as follows:
Definition 1. The MCP (Multi-Constrained Path) problem is to find paths Ps→d from s


















The goal is to find the set of feasible paths Pfs→d from s to d that satisfy multiple con-
straints simultaneously.
Definition 2. The MCOP (Multi-Constrained Optimal Path) is one variant of MCP
problem which is to find a path P opts→d from s to d such that:
Cost(P opts→d) = minCost(Ps→d)
∀Ps→d∈Pfs→d
(17)
The goal is to find the optimal feasible path from s to d in such a way that network
resources are efficiently utilized.
Definition 3. LetPs→d andP ′s→d two different paths from s to d. PathPs→d is dominated
by path P ′s→d if and only if w(P
′
s→d) ≤ w(Ps→d) (i.e. Ps→d ≺ P ′s→d) with at least
one strict inequality.
Lemma 1. if ∃Ps→d ∈ Pfs→d =⇒ ∃ a non-dominated P ′s→d ∈ P
f
s→d.
According to Lemma (1), we can use the concept of path domination to reduce the
computational complexity by considering only non-dominated feasible paths, given that
the set of non-dominated feasible paths from s to d represents a sub set of Pfs→d. We




Lemma 2. Given Ps→d ∈ Pfnds→d, let Pu→v ⊂ Ps→d =⇒ Pu→v ∈ Pfndu→v (Optimality
principle: Every optimal path is formed from optimal sub-paths).
According to Lemma (2), a sub-path of a non-dominated feasible path is even a non-
dominated feasible path. We consider only non-dominated feasible sub-paths to be ex-
tended to reach last destinations. Sub-optimal paths (i.e, paths that are dominated by or
are equal to others) are ignored during path’s extension process. Let two paths P and P ′
to vertex u and P is dominated by P ′, if path P can be extended to a path that satisfies
Eq. 16, then so also can P ′. So, there is no need to retain P for path extension.
The determination of all non-dominated paths (i.e Pfnds→d) from s to d becomes a very
hard task to accomplish when the number of such paths is too high. In this context, we
propose to limit the search of non-dominated feasible paths for a set of at most X paths
(PCandidates→d ). The main sub-problems that we must study are as follows:
– How to define the parameter X taking into account its impact on the routing deci-
sion and consequently on the network performance,
– How to evaluate a path,
– How to evaluate and select the set of the X most efficient non-dominated feasible
paths if they exist.
Once the set PCandidates→d is obtained, one still faces the problem of selecting the best
final solution.
Definition of the parameter X: To improve the efficiency of the path finding algorithm,
X should be large, but it is to the detriment of a computation complexity. This parameter
must be carefully determined in order to ensure a tradeoff between routing efficiency
and both space and computation complexity. We propose two methods to compute X:
– Statically: The coordinator defines X as a fixed number computed as soon as the
beginning of the network operation. We can use the definition used in [8].
– Dynamically: For each active cycle, the coordinator can dynamically compute X
according to the network configuration, the supported load, and the satisfactory
note of the previous active cycle.
Evaluation of a path: First, we propose a link’s cost function. For resource allocation
requests with the priority’s level equals to P1 or P2 (i.e. hard real time constraint), we
consider the delay as the metric of performance. Then, for resource allocation requests
with the priority’s level equals to P3 or P4, we propose the energy consumption per
link as the metric of performance given that energetic aspect becomes constraining.
Finally, for the rest of requests we propose the residual energy per node as the metric of
performance to avoid premature death of some nodes.
Costuv =
 δuv if P = P1, P2Ecuv if P = P3, P4
Reuv if P = P5
(18)
To ensure jointly QoS support, load balancing and energy saving, we propose the link’s
cost function (Eq.18) and the path’s cost function (Eq.19) based on the resource allo-
cation request’s priority. For requests with priority P1 and P2 , the path cost represents
respectively the end to end delay and the average delay. For requests with priority P3
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and P4, the path cost represents respectively the average energy consumption per path
and the total energy consumption per path. Finally for last requests, in order to avoid
network partition, the cost represents the residual energy per path.
Evaluation and selection of most efficient non dominated X paths: According to the
relax operation (See Alg.4), each new generated path ((current path p) ∪ luv) must
pass the feasibility test then the non-dominance test. In this case, the new founded path
is stored, according to its cost, in the suitable position at the scheduled queues PATH(v)
(i.e Pfs→v) and Q (non-dominated paths). The length of queues can not exceed X , oth-













if P = P3∑
luv∈Ps→d
Costuv if P = P4
min(Costuv)
luv∈Ps→d
if P = P5
(19)
Nhop: the number of hops per a path Ps→d from s to d.
Selection of the best path: The best path can be selected among a set of candidate paths.
The selection’s criterion is the path’s cost function. So, the minimum cost path will be
selected as the best path. Consequently, the effective resource allocation takes place.
4.4 JSAR
As already explained, for each active cycle, the JSAR (See Alg. 4) performs firstly
the Forced Sleep Test (line 2 in the main). After the reception of all resource allocation
requests, it computes the parameter X (line 3 in the main). For each request it tries
to find the set of candidate paths (line 4 in the main) then, from this set it selects the
best path and ensures the effective resource allocation (line 5 in the main). Finally it
computes the satisfactory note of the current cycle (line 6 in the main).
5 JSAR evaluation
We have implemented the proposed algorithm in MATLAB environment. The perfor-
mance of the algorithm is evaluated by experiments on an ANSNET [10] network (Ta-
ble.1). We consider a three-constrained path problem. Link weights are as follows:
– w1(u, v): represents the parameter prruv randomly selected from uniform [0, 1],
– w2(u, v): represents the parameter δuv assumed be equal to 1 Time slot,
– w3(u, v): represents the parameter Ecuv assumed be equal to 40 .
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Constraints are randomly generated and five different ranges of the constraint vector C
(< C1, C2, C3 >) are selected for each experiment (Table.2). The result is based on
100 randomly generated resource allocation requests for each range. The first experi-
ment is carried out to test how X value affects the performance of JSAR. We compared
JSAR with the exact algorithm where the length of path queue is infinite. According
to Table.3, we note that the SN increases as the constraints get looser. Also, the SN
increases with the increase of X . When X is equal to 5, JSAR is almost as good as the
exact one. According to Fig.3, we observe that the execution time of JSAR increases
with the increase of X, also it increases as the constraints get looser. Globally, the execu-
tion time of JSAR is acceptable for typical applications for its on-line implementation.
The second experiment is carried out to respectively test how the number of available
channels and the number of time slots affect the performance of JSAR. According to
Table.4 and Table.5, in the majority of cases, the SN increases with the increase of re-
spectively the number of available channels and the number of time slots. Respectively,
the increase of the number of available channels and the number of time slots can sig-
nificantly increase the performance of the algorithm especially when the constraints get
looser. According to the network configuration and the application requirements (e.g.
desired SN ), those results can be used in practice to compute the necessary resources.
Table 1. Network configuration
Parameter Default value
Topology ANSNET model
Number of Vertices - Edges 32-54
Number of Time Slots per data communication phase 15
Number of Channels per data communication phase 3
Length of a path queue or X 5
Number of routing and resource allocation requests 100
Table 2. Range of C1, C2 and C3 for each experiment
Case Range of C =< C1, C2, C3 >)
1 C1 ∼ uniform[1, 2],C2 ∼ uniform[1, 3],C3 ∼ uniform[40, 120]
2 C1 ∼ uniform[2, 3],C2 ∼ uniform[3, 6],C3 ∼ uniform[120, 240]
3 C1 ∼ uniform[3, 4],C2 ∼ uniform[6, 9],C3 ∼ uniform[240, 360]
4 C1 ∼ uniform[4, 5],C2 ∼ uniform[9, 12],C3 ∼ uniform[360, 480]
5 C1 ∼ uniform[5, 6],C2 ∼ uniform[12, 15],C3 ∼ uniform[480, 600]
6 Conclusion
In this paper, we presented a new cross-layer design for WMSNs based on multi-
channel MAC protocol. We have decomposed the optimization problem into three sub-
problems: duty cycle scheduling to save energy and extend the network lifetime, fre-
quency channels and time slots allocation to optimally allocate resource and enhance
the network’s performance and multi-constrained QoS routing to ensure QoS support
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and save energy. We solved the three problems jointly and using JSAR that simultane-
ously satisfies multiple QoS requirements and ensures the optimal resource allocation.
The evaluation results demonstrate the performance of JSAR. As future work, we will
implement the proposed algorithm in a network simulator to evaluate the performance
of the network in terms of end to end delay, throughput, lifetime and resource utility.
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Table 3. SN vs X
Case Exact JSAR with X=
algorithm 2 3 4 5
1 0.15 0.15 0.15 0.15 0.15
2 0.43 0.42 0.42 0.42 0.43
3 0.62 0.58 0.59 0.61 0.62
4 0.78 0.68 0.73 0.76 0.78
5 0.85 0.72 0.80 0.84 0.85
Fig. 3. Execution T ime vs X
Table 4. SN vs Nch
Case JSAR with Nch =
1 2 3 4
1 0.12 0.14 0.15 0.15
2 0.19 0.34 0.43 0.51
3 0.23 0.47 0.62 0.67
4 0.37 0.68 0.78 0.80
5 0.49 0.78 0.85 0.84
Table 5. SN vs Nts
Case JSAR with Nts =
5 10 15
1 0.15 0.15 0.15
2 0.43 0.43 0.43
3 0.53 0.62 0.62
4 0.53 0.78 0.78
5 0.53 0.78 0.85
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Algorithm 4 JSAR
Initialization( G(Va, Ea, w), Rq, RSn, DCn, Gen)
1 s=Rq.s, d=Rq.d, RStemp = RSn, DCtemp = DCn, Getemp = Gen
2 ∀ v ∈ Va \ {s} PATH(v)=∅
3 PATH(s)={〈
→
0 , RStemp, DCtemp, Getemp〉}
4 Q = PCandidates→d = {〈
→
0 , RStemp, DCtemp, Getemp〉}
——————————————-
X efficient PATHs(X, 〈q,RStemp, DCtemp, Getemp〉, Queue)
1 ∀p ∈ Queue
2 if Cost(q) < Cost(p) then {
3 Insert 〈q,RStemp, DCtemp, Getemp〉 from p’s position in Queue
4 if |Queue| = X + 1 then
5 Delete last path in Queue
——————————————-
Relax(p, v,RStemp, DCtemp, Getemp, C)
1 TRR(〈p,RStemp, DCtemp, Getemp〉, luv)
2 if W (p ∪ luv) > C then
3 return
4 dominated=False
5 ∀q ∈ PATH(v)
6 Compute W (p ∪ luv)
7 if p ∪ luv  q then
8 dominated=True
9 if p ∪ luv ≺ q then
10 Remove 〈q,RStemp, DCtemp,Getemp〉 from PATH(v)
11 Remove 〈q,RStemp, DCtemp,Getemp〉 from Q
12 if(!=dominated) then
13 〈q,RStemp, DCtemp, Getemp〉 = 〈p ∪ luv, RStemp, DCtemp, Getemp〉
14 X efficient PATHs(X, 〈q,RStemp, DCtemp, Getemp〉, PATH(v))
15 X efficient PATHs(X, 〈q,RStemp, DCtemp, Getemp〉, Q)
——————————————-
Routing(G(Va, Ea), Rq,RSn, DCn, Gen)
1 Initialization( G(Va, Ea), Rq, RSn, DCn, Gen)
2 While(Q! = ∅ and |PCandidates→d | < X) {
3 〈p,RStemp, DCtemp, Getemp〉 = Dequeue(Q)
4 u = lastelement(p)
5 if (u = d) then
6 Inqueue 〈p,RStemp, DCtemp, Getemp〉 in PCandidates→d
7 else ∀luv ∈ Ea
8 Relax(p, v, RStemp, DCtemp, Getemp, C) }
9 return PCandidates→d
——————————————-
1 The Best PATH(PCandidates→d , RSn, DCn, Gen)
2 〈pbest, RStemp, DCtemp, Getemp〉 = min(Cost(p))
∀p∈PCandidate
s→d
3 RSn = RStemp, DCn = DCtemp, Gne = Getemp
——————–Main———————–
1 For the nth active cycle do {
2 Forced Sleep Test
3 X Computation(G(V,E), DCn, RQn, SNn−1)
4 for i = 1 to |RQn| do {
5 PCandidates→d = Routing(G(V a,Ea), RQ[i], RSn, DCn, Gen)
6 The Best PATH(PCandidates→d , RSn, DCn, Gen)}
7 Compute SNn}
