investigated by Czelakowski [1985] . He gave some purely algebraic equivalents of the deduction theorem, formulated in terms of lattices of so called deductive filters. Namely each logic C is assigned the class of lattices F C (A), where A is an algebra similar to the language S on which C operates. The underlying set of F C (A) consists of all C-filters (also called deductive filters) on A, i.e. the subsets ∇ of A such that the model (matrix) (A, ∇) validates C. The family F C (A) always constitutes a closure system. It turns out that there is a strict relationship between many metalogical properties of C and purely algebraic properties of the complete lattices F C (A). We also work within this algebraic framework.
General remarks
A sentential logic is a pair (S, C) where: (1) S is a sentential language, i.e. an absolutely free algebra freely generated by a countable infinite set V ar(S) = {p, q, r, ...} of sentential variables and endowed with finitely many finitary operations (connectives) # 1 , ..., # n , (2) C is a structural consequence operation on S, the set of sentences of S, i.e. C satisfies the familiar Tarski's conditions:
then C(X) ⊆ C(Y ) (T 3) CC(X) ⊆ C(X)
for all X, Y ⊆ S, and the following condition, called structurality:
(S) eC(X) ⊆ C(e(X))
for all X ⊆ S and for every endomorphism e of S. If no confusion is likely, the logic (S, C) will be usually identified with its consequence operation C.
A logic C is standard (or finitary) iff
C(X) = {C(Y ) : Y ⊆ X and Y is finite} for all X ⊆ S.
If X is a finite set of sentences, then instead of C(X) we also write C(α 1 , ..., α n ), where α 1 , ..., α n is a fixed arrangement of the elements of X. The symbol C(X, α) is also used as an abbreviation for C(X ∪ {α}).
A logic is nontrivial iff C(∅) = S. A logic is non-pathological iff there is a non-empty set Λ(p, q) of sentences built up with two variables p and q such that Λ(p, p) ⊆ C(∅) and q ∈ C(Λ(p, q), p). (Λ(α, β) denotes the set of sentences that results by the simultaneous substitution of α for p and β for q in all sentences of Λ)
A logic (S, C) is called implicative iff there is a sentence γ(p, q) of S, called implication of C, such that:
(v) for any natural number n, each n-ary connective # of S, and any
It is clear that every implicative logic is non-pathological. A logical matrix is a pair M = (A, D), where A is an algebra, referred to as the algebra of M , and D is a subset of A, called the set of designated elements of M . If the algebra of M is similar to a sentential language S, M is called a matrix for S.
Each class K of matrices for S induces the logic
Given a logic (S, C) we define M atr(C) to be the class of all matrix models for C.
Given a matrix M = (A, D), we shall say that a congruence θ of the algebra A is strict iff for any a,
Thus the strict congruences do not paste together the designated elements of M with the undesignated ones. There is always a largest strict congruence (1.1)Theorem (Wójcicki [1973] 
We omit the easy proof.
(1.2)Theorem (Wójcicki [1973] ) Let (S, C) be a logic. Then
Proof. The second equality is an obvious consequence of Theorem 1.1. Inequality C ≤ Cn M atr(C) is obvious. It suffices to prove that C ≥ Cn M atr (C) . Suppose that for some sentence α and some set X ⊆ S α ∈ C(X). The matrix (S, C(X)) belongs to M atr(C). Let v : S −→ S be the identity maping.
(1.3)Theorem (Rasiowa [1974] ) Let (S, C) be an implicatie logic. Then every matrix M ∈ M atr (C) has the set of desingnated elements consisting of one element only. Proof. Let γ(p, q) be the implcation of (S, C) and M = (A, D) ∈ M atr (C). The relation θ defined as follows:
(1.4)Theorem (Wójcicki [1973] ) Let (S, C) be an implicative logic. The class M atr (C) is closed with respect to the operations of forming submatrices S and direct product P . Moreover if C is finitary, then M atr (C) is a quasivariety.
Let (S, C) be a logic and let A be an algebra similar to the language S. After Rasiowa [1974] , we call a subset ∇ ⊆ A a deductive filter relative to C (or a C-filter, for short) iff the matrix (A, ∇) belongs to M atr (C) . The family of all C-filters on A, denoted by F C (A), is a non-empty closure system on A. Notice that A is the largest C-filter on A. If C is standard, then the lattice F C (A) is algebraic, for any algebra A.
We shall say that the logic (S, C) admits the deduction theorem (DT) iff there is a finite set P (p, q) of sentences in two variables such that for any X ⊆ S and every pair α, β ∈ S:
The following two theorems can be found in Czelakowski [1985] .
(1.5)Theorem A standard non-pathological logic admits DT iff for every algebra A similar to S, the algebraic lattice F C (A) obeys the following infinite law of distributivity:
Given a logic C and a class of matrices K ⊆ M atr(C), we shall say that K has the C-filter extension property (FEP for short) iff for every matrix
(1.6)Theorem If a standard logic admits DT, then: (1) the class M atr(C) has the C-filter extension property, (2) for every algebra A, the lattice
Given a logic (S, C) we shall say that another logic (S, C') is a strength-
The family of all strengthenings of C constitutes a lattice with respect to the ordering
Orthomodular logics
An algebra A = (A, ∧, ∨, ) of type (2, 2, 1) is called an ortholattice iff the reduct (A, ∧, ∨) is a lattice and moreover the following conditions hold:
for all x, y, z ∈ A. In every ortholattices there are a largest and a smallest element, denoted by 1 and 0, respectively. Note that 1 = x∨x and 0 = x∧x , for all x ∈ A. The ortholattices constitute a variety, denoted by OL. In turn by OM L we denote the class of all orthomodular lattices. These are the ortholattices A satisfying the law of orthomodularity:
for all x, y ∈ A. OM L is also variety. Let M O2 denote the Chinese lantern, i.e. the orthomodular lattice depicted below: Let us also note that Kotas [1967] has earlier proved that the lattice
is free in the equational class of all modular ortholattices. Let C OM L be the logic in the language S = (S, ∧, ∨, ) with two binary connectives ∨ (disjunction), ∧ (conjunction) and unary one (negation), induced by the class OM L. (Each ortholattices A is treated here as a logical matrix with the unit element 1 designated. In turn, let E(OM L) (= C OM L (∅)) be the set of all orthomodular tautologies. Kalmbach [1974] has proved that: 
These are the only (definable) implications of C OM L . We shall also consider the formula p → 6 q = p ∨ q.
Let M P i be the rule p, p → i q/q for i = 1, ..., 6, and let C i be the logic for which E(OM L) is the set of axioms and M P i is the only primitive nonaxiomatic rule of inference. Note that each logic C i is non-pathological and
Since there is no common agreement as to the problem which logic among C i (i = 1, ..., 6) is to be called orthomodular, we take the liberty to call any strengthening of an arbitrary logic C i (i = 1, ..., 6) an orthomodular logic.
The main aim of this paper is to show that no orthomodular logic admits the deduction theorem. We shall begin with the description of the lattice of deductive filters on M O2 relative to the logics C 1 − C 6 . These lattices are denoted for brevity, by F i (M O2), for i = 1, ..., 6. A subset ∇ of an ortholattice A is called an order filter iff it obeys the condition: if x ∈ ∇ and x ≤ y then y ∈ ∇, for all x, y ∈ A; and an order filter is called a filter iff for any x, y ∈ A, if x, y ∈ ∇, then x ∧ y ∈ ∇. Given a set X ⊆ A notice that:
is the least order filter including X. We also write [x) instead [{x}) and [xy) instead [{x, y}) .
Let A be a fixed orthomodular lattice. 
Proof. In view of Claim 3 it is suffices to check that {y : i=4. As in the case above, we show that {y : x → 4 y = x} = ∅. Suppose otherwise, and let y∨(x ∧y ) = x. Then x ∧y ≤ x hence x ∧y = x∧x ∧y = 0, i.e., 1 = x ∨ y. On the other hand, y ≤ x which gives that x ∨ y = x. 
This was proved by Kalmbach [1981] .
The above fact enable us to characterize the lattice F i (M O2) for i ∈ {1, 2, 3, 4, 5, 6}.
It immediately follows from Claim (2.10) that the lattices F 1 (M O2) and F 6 (M O2) are identical. We shall show that F 6 (M O2) is a two element lattice. Since p ∨ p is a thesis of C 6 we get that 1 belongs to every C 6 -filter on M O2. Moreover since (M O2, {1}) is a model for C 6 , we have that {1} is the least C 6 -filter on M O2. We claim that {1} and M O2 are the only C 6 -filters on M O2. So let ∇ ∈ F 6 (M O2) and suppose that ∇ ⊇ {1, x} for some x = 1. We shall show that ∇ = M O2. Suppose first that x = a. Then a ∨ b = 1 ∈ ∇, i.e. {a, a ∨ b} ⊆ ∇. Since M P 6 is a rule of C, we obtain that b ∈ ∇. Similarly b ∈ ∇. Consequently {b, b ∨ 0} ⊆ ∇ which implies that 0 ∈ ∇. As b ∨ a = 1 ∈ ∇, and b ∈ ∇ we also get that a ∈ ∇. Thus M O2 ⊆ ∇.
The same argument also applies when x ∈ {b, b , a }. This proves our claim.
Note that this argument is true for any logic C ≥ C OL such that {1} ∈ F C (M O2).
As to F 2 (M O2), notice that clearly {1} and M O2 are C 2 -filters on M O2. In view of Claim (2.8 
In the case of [ab) we have that:
As to F 3 (M O2), F 4 (M O2) and F 5 (M O2), we shall show that these three lattices are identical with the lattice depicted below:
To show that [ab) is a deductive filter relative to C 3 , suppose a
Similarly the supposition b → 3 y = a leads to a contradiction. In the same way one shows that [ab ),
As to F 4 (M O2) we argue similarly.
Finally, we show that It follows from Claim (2.10) and the above description of deductive filters that the logics C 2 , C 3 , C 4 and C 4 differs from C OM L and the logic C 2 differs from the remaining C i 's. It is open problem whether the logics C 3 , C 4 , C 5 are pairwise distinct. Since the rules Proof of Lemma (2.12). Since every class of similar algebras closed under the formation of isomorphisms, direct products and subalgebras contains algebras free in this class (see e.g. Grätzer [1980] ), we have that K contains free algebras (in K) with an arbitrary number of free generators. Let F = F K (2) be the free orthomodular lattice in K with two free generators. Then F is also free in the variety V (K) generated by Passing to the proof of Theorem 2.11, assume that C OM L ≤ C ≤ C BA . Since C is a strengthening of C OM L , it is also implicative. Consequently, the class M atr (C) may be identified with a subclass K of OM L closed under S and P . In turn C ≤ C BA implies that K contains BA as a proper subclass. Applying Lemma 2.12, we obtain that M O2 × 2 (1)
In the cases (1) and (2), the lattices F C (M O2) is not distributive, so by Theorem 1.6.(2), C does not admit DT . In the third case C fails to have the filter extension property. Indeed, M O2 contains as a submatrix the fourelement Boolean algebra 2 
