This paper presents Modified Gauss-Newton iteration algorithm for the nonlinear regression models for Failure Time Data set. The convergence of the iteration is proved carefully. Simulation illustrated that our method is available. Our results may be regarded as an extension of Wei (1998) for exponential nonlinear regression models without failure time data.
INTRODUCTION
The problem of analyzing time to event data arises in a number of applied fields, such as medicine, biology, public health, epidemiology, engineering, economics, and demography. A common feature of these data is that they contain censored observations, especially right-censored data. And there is an enormous literature on dealing with these data sets. One simple method was proposed by Aitkin (1981) , we use this method to deal with nonlinear model for right censored data in this paper. This type of model has been used for analyzing correlated survival observations (Hougaard 1986 ). For Cox's proportional hazards model (Cox 1972 ) with a gamma-fragility, inference procedure has been proposed by Klein (1992) . Zhang et. al (1998) consider inference for a semi-parametric stochastic mixed model for longitudinal data, and Cai, Cheng and Wei (2002) discussed Cox model for analyzing univariate failure time data by using semi-parametric mixed-models. In this paper, we proposed the modified Gauss-Newton iteration method to deal with the nonlinear model with right-censored data. The method has an advantage that it often convergences quickly, while the traditional Gauss-Newton iteration method strongly depends on the initial value. The simulation results show that our method is available in practice.
LIFE TIME NONLINEAR REGRESSION MODELS
Consider a life-testing experiment in which m + n items are put on test and m items still survive at the conclusion of the test. Suppose that Y is an (m + n) × 1 observed vector of y i . Let the life times y i (i = 1, 2, … , n + m) be independently and normally distributed with mean µ i and common variance σ 2 , and without loss of generality that the last m lifetimes are censored because of termination of the experiment.
The means µ i are related to design or explanatory variables x i by (1) where β is a p × 1 unknown parameter vector defined in B,
The joint likelihood function is (2) then the joint log-likelihood function can be written as Differentiating the above formula to β, we get 
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where e = z -f(x, β), z is the n + m vector with the element z i , D = ∂f(x, β)/∂β. Differentiating (3) to β, we get (4) where denotes the array multiplication, see Wei (1998) Appendix A for details. We assume that regular conditions such as Wei (1998) for our model are satisfied, in particular, we assume that (5) Let β be the maximum likelihood estimate of β, then it follows from (3) that βˆsatisfies ,
where , .
Yu and Wong (2002) gave a detail proof that under some regular conditions. It means that the solution to equation (6) exists and unique.
THE MODIFIED GAUSS-NEWTON ITERATIVE METHOD
From (3) and (4), taking a first order Taylor series approximation to the likelihood equation
, we obtain
Therefore the Gauss-Newton iteration procedure can be expressed as (7) Where β i is the i-th iteration. In this iteration equation, the observed information is usually replaced by the expected information D T Ω -1 D/σ 2 , this replacement is convenient and acceptable (e.g. Seber and Wild 1989). Then the Gauss-Newton iteration procedure of βˆis given by (8) Equation (8) shows that the iteration procedure can be regarded as a formula of the generalized least squares estimator for the following general nonlinear regression (9) For the further discussion, the reader is referred to literature, such as Wei (1998). In general, the convergence of iteration (7) is quite quick, but it strongly depends on the initial value β (0) . Wei (1998) gave a set of regular conditions under which Gauss-Newton iteration procedure of nonlinear least squares estimator has asymptotically numerical stability, i.e. as when the initial value β (0) is in a certain neighborhood of β 0 . For the model in this paper, the asymptotically numerical stability can be obtained, see Yu and Wong (2002) for detail. In practice, the modified Gauss-Newton iteration procedure is often used. To introduce this method, we need the following theorem.
Theorem For any β satisfied l(β) ≠ 0, there exists a value λ * > 0, such that l(β + λG(β)) > l(β) for 0 < λ < λ * , where G(β) is the second term of (8), that is .
Proof . Denote , then we have where α → 0 as λ → 0. It follows from (3) that q · (0) can be expressed as
So there exists a value λ * > 0, such that q · (0) + α > 0 when 0 < λ < λ * . This results in . By this theorem, we can summarize the modified Gauss-Newton iteration as follows.
(a) Choose an initial value β 0 , and compute
and find a 0 < λ 0 < 1, such that (c) Let
It is easily seen that by this procedure, we have l(β 0 ) < l(β 1 ) < l(β 2 ) < … < l(β i ) < l(β i+1 ) < … , and may have l(β i ) → (β ) under some regular conditions (wei, 1998). There are several ways for choose value λ i . Wei (1998, p27) suggested quite simple values of λ s, which are λ = 2 -1 , 2 -2 , 2 -3 , … .
SIMULATION
Generate 100 numbers from the standard normal distribution e i then generate 100 numbers x i from the normal distribution N(1, 2), Let β = (1, 0.5) T , σ = 1, we regard σ as nuisance parameter. Assume the model is We can get the 100 response values y i , let y 99 , y 100 be censored by 5;
By using the modified Gauss-Newton iteration procedure β 1 , β 2 , … β i , β i+1 , until ||β i+1 -β i || 2 < 10 -8 , then stop the iteration;
To repeat the step above 1000 times, then we can get 1000 values of β, if the mean is close to the real value β = (1, 0.5) T , and the variance is very small, that means the modified Gauss-Newton iteration procedure is successful. By using the MATLAB code, we can get that the mean of β is β − = (1.01375, 0.497608);
while the variance of β is s = (4.944239 × 10 -5 , 1.388171 × 10 -6 ). This result illustrates that the method is quiet available. The matlab code could be obtained by email from the author. If we do not use the Modified Gauss-Newton iteration algorithm, the convergence depends on the initial value, see Wei (1998, p27-30) for the example. This paper proposes the Modified Gauss-Newton iteration algorithm for the nonlinear regression models for Failure Time Data set, we can also use this method to deal with the other models, such as nonlinear models with random effects and failure data, the model referred to Zong (2000 Zong ( , 2002 .
