We propose a new model of adaptive behavior that combines a winnerless competition principle and chaos to learn new functional systems. The model consists of a complex network of nonlinear dynamical elements producing sequences of goal-directed actions. Each element describes dynamics and activity of the functional system which is supposed to be a distributed set of interacting physiological elements such as nerve or muscle that cooperates to obtain certain goal at the level of the whole organism. During "normal" behavior, the dynamics of the system follows heteroclinic channels, but in the novel situation chaotic search is activated and a new channel leading to the target state is gradually created simulating the process of learning. The model was tested in single and multigoal environments and had demonstrated a good potential for generation of new adaptations. © 2010 American Institute of Physics. ͓doi:10.1063/1.3521250͔
I. INTRODUCTION
From the perspective of dynamical systems, adaptive behavior and learning can be seen as a movement along a sequence of attractor states. Thus, every organism is equipped with some repertoire of possible behavioral trajectories each of which corresponds to specific combination of goal and initial situation. The movement along the selected trajectory is produced by successive execution of actions. If dynamics deviates from the current trajectory, then this deviation should be detected by the system and corrected. This correction or learning is accomplished by creation of a new path from deviated state to the subset of trajectories that converge to the state of active goal. This new path is integrated into the behavior of an organism without disruption of the existing trajectories. In this paper, we propose a model that is expected to replicate such adaptive dynamics. Let us summarize the features that are essential for the model.
͑1͒
The system produces a sequence of actions that connects current and goal states. ͑2͒ Transitions along the states on the trajectory are controlled by the system. If movement deviates from the expected path, then a new sequence of actions that leads to the target trajectory is generated and preserved. ͑3͒ When a new piece of adaptive dynamics is generated, it does not interfere with the existing behavior.
These dynamic components of behavior and learning are addressed to some extent by recent approaches, but to our knowledge there is no model that integrates all of them. Thus, the dynamics of sequential behavior can be implemented with the system that has a set of connected saddle points in its phase space. If there is a stable heteroclinic channel in the vicinity of saddle points, then the trajectory in this channel will follow a certain heteroclinic sequence according to the principle of winnerless competition.
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In theory, if one has a full knowledge about environment, then heteroclinic sequences for all required situations can be constructed, but only limited information is always available and the adaptive system should have some mechanisms to adjust its behavior. One of the main ideas of complexity theory is that adaptation is possible on the "edge of chaos" between regions of system's parameters with ordered and chaotic dynamics. [11] [12] [13] [14] [15] [16] [17] [18] [19] Behavior on the "edge" combines two phases with order corresponding to "normal" and chaotic to "adaptive" dynamics. If during chaotic phase a better solution is found, then it replaces old normal dynamics. This is a very general idea and in order to have autonomous adaptive system two additional questions should be addressed. The first is control of selection of the appropriate dynamic phase. The simplest strategy is balancing "exploita-tion" and "exploration" by setting fixed probabilities of occupying either ordered or chaotic mode. The drawback of this solution is its inflexibility because in this case adaptation occurs not when needed but occasionally. Chaotic switching of periodic orbits can also be hardwired to known problem situations, for example, a lack of ground support for the leg hooked in a hole. 20 Both these methods to control chaos are not efficient in the case when adaptation should be initiated upon deviation from the target trajectory autonomously by the system itself.
The second question is about parts of the system that should be involved in chaotic adaptation. The straightforward solution offers unspecific perturbation of every element with certain probability. More advanced approach might be recombination of dynamical primitives. 20 The choice of what is modified during an adaptive chaotic regime determines what happens with the system's memory. The memory can be gradually replaced by more recent solution in the case of nonspecific perturbations or remain constant when chaotic alterations of dynamics are not retained. But a more proficient solution is to keep the existing knowledge, which is already verified for its adaptive value, and add new information by building on top of it.
In this paper, we propose the architecture of dynamical system expected to fulfill all the three requirements of sequential generation of goal-directed actions, detection of deviations from the target behavioral trajectory, and adaptation by concatenation of new chaotically generated dynamics.
II. THE MODEL
The model simulates an adaptive behavior of an agent situated in some environment. The environment in the model is defined as oriented graph G = ͑V , U͒, where V = ͕v i ͖ is a set of states and U = ͕u ij ͖ is a set of allowed transitions between states. Every state v i is characterized by components of vector E, which are the features of the environment. By execution of certain actions, the agent can move in the model environment along permitted transitions u ij .
The behavior of the agent is controlled by multilayered network of systems ͑Fig. 1͒. It is assumed that the primary systems already exist when adaptation starts. Motivational systems are responsible for the recognition of goal states where the corresponding internal needs of the agent are satisfied. Action systems implement basic actions. Secondary systems represent the main "adaptive resource" of the network and are responsible for adaptive integration of information about current situation in the environment and internal motivations. This information is then used to control the actions to reach the goal state.
The primitive building block of dynamical network ͑Fig. 1͒ in our model is called functional system ͑FS͒. The functional systems were introduced for the description of neurophysiological processes underling adaptive behavior by Anokhin in 1935 ͑Ref. 21͒ and represent one of the early feedback cybernetics like systems. The functional system is supposed to be a distributed set of interacting physiological elements such as nerve, muscle, or any other cells that cooperate to obtain a certain goal at the level of the whole organism. Every functional system is activated by its input afferentation that combines information about current needs of the organism and state of the environment. Upon activation, functional system compiles the program of actions required to reach the goal and then executes it. Every step of behavior is controlled by backward afferentation about actions' results. After recognition of goal situation in the environment, functional system is deactivated. Then the dynamics of functional system FS i can be described by the following variables:
• Dynamical variable S i ͑t͒-activity of the functional system i.
• Dynamical variable R i ͑t͒-mismatch between current and goal states of the functional system E i ar of the ith FS.
• Dynamical variable C i ͑t͒-tracks duration of system's activity and is used for the deactivation of the system if it is ineffective.
• Parameter AR͑E͒-an acceptor of result of action. This parameter is responsible for interaction of FS with environment and indicates the accomplishment of the goal. We suppose that if the state of the environment is close to the goal E i ar , then AR͑E͒ = 1 and FS should be deactivated.
• Parameter IA͑E͒-input afferentation. IA͑E͒ combines information about the current needs of the agent and state of the E. Increase of IA͑E͒ corresponds to the recognition of the problem state E i ia by the system and leads to its activation. Now let us consider the dynamics of single functional system in more details. The first two equations govern the dynamics of FS i activity ͑S i ͒, mismatch ͑R i ͒, and form a "kernel" of the functional system behavior, ar by execution of some actions. Hence, to deliver its adaptive outcome, the system should be activated upon recognition of a problem and turned off when the goal is perceived. In our model, recognition of a problem by ith FS is associated with the parameter IA i ͑E͒ and solution with AR i ͑E͒. More precise definition of IA i and AR i will be given in further sections devoted to interactions of the agent with an environment. Now let us suppose that IA i ͑t͒ and AR i ͑t͒ are just external inputs of the system,
Switching dynamics of functional system under control of IA i and AR i is presented in Fig. 2͑b͒ . To avoid infinitely large time of transition from the resting state ͑S i =0, R i =0, IA i =0͒ to the active state at IA i = 1, we add small constant perturbations i 1,2 = 0.001 to the system ͑1͒ which do not qualitatively change the system in the domain ͕S i Ͼ 0, R i Ͼ 0͖. Under these background perturbations, fixed points O 1,2 s , O u remain and changes take place only in the planes S i = 0 and R i = 0, where derivatives of S i , R i become positive. This assures finite and constant time of transition from inactive to active state ͓Fig. 2͑b͔͒. When the function is accomplished, AR i = 1 and the system is deactivated ͓Fig. 2͑b͔͒. These simple properties constitute a kernel of functional system dynamics. Complex adaptive system should be able to achieve a variety of goals to survive in the environment. In the model, every goal or subset of goals is handled by the corresponding functional system and the network of interacting functional systems comprises a whole adaptive system. Its behavior unfolds as a sequence of functional system activations that form a trajectory along goal states. When every FS gives a correct solution, it is deactivated by setting variable AR i =1 as described above. But if the FS fails to deliver an outcome during a certain time period, it should be shut down and alternative solution tried out. This simple functional feature can be implemented by introduction of deactivation variable C i , which is determined by the following first order differential equation:
Here,
When the FS i switches to the active state ͑S i Ͼ x 1 ͒, variable C i starts to grow, and after crossing a certain threshold it deactivates FS i ͑like AR i ͒ and rapidly moves to zero. Thus, the expression for I i that controls activation of the ith system takes the form
Equations ͑1͒ and ͑3͒ form a kernel and "control" parts of the functional system dynamics. Thus, the state of single functional system FS i is characterized by variables ͑S i ͒-activity of functional system, ͑R i ͒-mismatch, and ͑C i ͒-deactivation variable. The dynamics of FS i is governed by Eqs. ͑1͒, ͑3͒, and ͑4͒ and interacts with the environment via parameters IA i ͑E͑t͒͒ and AR i ͑E͑t͒͒. The FS i is activated ͑S i Ϸ 1͒ in the certain state E i ia , where IA i = 1 with the purpose to transform the environment into the goal state E i ar where parameter AR i =1 ͓Fig. 2͑b͔͒. Because the motion of the agent toward the goal state is produced by some definite sequence of actions, the corresponding dynamical system should ensure appropriate switching of the functional systems' activations. Such behavior can be implemented by utilizing winnerless competition principle.
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If functional systems interact with each other by strong and symmetric inhibitory connections ͑g ij Ͼ 1 for all i , j =1, ... ,N , i j͒, they form a competitive network 4 where only a single element can capture active state and suppress other elements for a finite period of time. The essential feature of the network of functional systems defined by Eqs. ͑1͒, ͑3͒, and ͑4͒ is a capability of chaotic activations under a constant external input. Figure 3͑a͒ presents the time series of functional systems activity at IA i =1 ͑a full list of parameters used to simulate chaotic sequential activations can be found in the Appendix͒. One can see chaotic switching of activity in the network of six functional systems. Furthermore, we consider how these chaotic sequences of active states can be utilized for construction of adaptive behavior in the model environment. 
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III. FUNCTIONAL SYSTEMS NETWORK FOR CONTROL OF ADAPTIVE BEHAVIOR
In this section we consider how the agent controlled by the network of functional systems can adapt in the model environment. Let us suppose that the agent perceives the environment as a vector of features E ជ = ͕e i ͖͑i =1, ... ,N e ͒. We assume that every component of the environment changes in the interval ͓0,1͔ and has two stable states: e i = 0 and e i =1. Thus, the environment in our model can be represented as a directed graph G = ͑V , U͒, where V is a set of vertices and U is a set of edges. Set V consists of elements v n corresponding to different combinations of stable states of vector E ជ and therefore represents all possible configurations of the environment. Set U is a set of allowed directed transitions u mn from state v m to state v n in the environment.
As it was mentioned before ͑Fig. 1͒, the agent has a set of motivational systems that determine the primary needs of the agent. As any other functional system in the model, every motivational system has its own target state. When the system arrives to this state, its activity rapidly decreases. It is interpreted as disappearance of motivation for the accomplished goal.
Let us start with an example where the agent adapts in the environment with the single goal state. The environment is represented by only three components e 1,2,3 and permitted transitions are represented in Fig. 3͑b͒ . The agent has only one goal, that is starting from the state O 1 it should reach the target state O 8 . Hence, there is only one motivational functional system FS 0 t , so let us skip its dynamics. We only suppose that motivational system FS 0 t is active ͑S 0 t =1͒ until the agent reaches the target position ͑1,1,1͒ where S 0 t ‫ۋ‬ 0.
According to the proposed architecture ͑Fig. 1͒, the agent has a set of action functional systems FS ij b that implement elementary actions in the environment. The dynamics of action functional systems are set by Eqs. ͑1͒ and ͑3͒ with strong mutual inhibitory interactions g ij,mn b = 1.5 ͑other parameters can be found in the Appendix͒. The single system FS ij b can change the component e i from its current state to the state e i = j ͑i =1, ... ,N e , j =0,1͒. Modifications of environment by the agent are described by the following equations:
͒ − e i , e i Ͼ 0.5.
ͮ ͑5͒
Here, v V is the current and v next V is the next state of the environment after the action is produced by the functional system FS ij b of the agent. Function T͑v i , v j ͒ is equal to 1 when it is possible to move from state v i to state v j in the environment,
The action system can be activated only in the presence of activity of motivational functional system when IA ij b ͑e i ͒ =1 and the corresponding feature in the environment. Upon activation, action system changes the current state v of the environment ͓according to Eq. ͑5͔͒ to the next v next one and then is deactivated by setting AR ij b ͑e i ͒ =1,
Here, H͑x͒ is a nonlinear activation function such that H͑x͒Ϸ1 while x Ͻ 0.1 and H͑x͒Ϸ0 otherwise,
For example, action system FS 10 b can be activated ͑IA 10 b Ϸ 1͒ in the case of active FS 0 t ͑S 0 t =1͒ and when the feature e 1 is close to 1. FS 10 b activates with the goal to switch the component e 1 to 0, and that is why AR 10 b Ϸ 1 in the case of e 1 is close to 0. There are six FS ij b , i = ͕1,2,3͖ , j = ͕0,1͖ in our environment ͓Fig. 3͑b͔͒.
The agent starts to learn upon encountering the situation when it has no solution how to reach the current goal. In this case, active motivational system unspecifically stimulates action systems with constant input. In Sec. II, it was shown that a single layer of FSs can produce chaotic activations of FSs under such constant external perturbation. Chaotic activations in the network of action systems during the adaptation in our simple environment ͓see Fig. 3͑b͔͒ are presented in Fig. 4͑a͒ . All the parameters of the action systems network are identical to the parameters of the network described in Sec. II ͓Fig. 3͑a͔͒ and can be found in the Appendix.
The agent adapts to the environment by building behavioral trajectory from the goal toward the initial state. At the beginning, the behavior of the agent is not defined for any state of the environment ͓Figs. 4͑a͒ and 4͑b͔͒. In this case, for every state the action is selected in chaotic competition between action FS b systems ͓Figs. 3͑a͒ and 4͑a͔͒. When the agent arrives to the target state E goal = ͕1,1,1͖ for the first time after some period of chaotic activations ͓Fig. 4͑b͔͒, its AR t = 1 and FS 0 t ‫ۋ‬ 0, so all of the IA ij b decreases. Now the agent has acquired the result, but to finish the process of learning, the memory should be created to effectively reach the goal next time. Information about the action that leads to the target should be retained. In the model, this is implemented by the addition of the secondary functional system FS 1 ͓Fig. 5͑b͔͒ that is activated in the presence of the motivational FS o t ͑S 0 t =1͒ and state of the environment preceding the success ͑E = E prev = ͕0,1,1͖͒. We suppose that in the layer of the secondary functional systems, there always exist a certain number of elements with unspecified parameters E k ia , E k ar ͑all components are equal to Ϫ1͒, so these systems cannot be activated. The addition of the secondary functional system from such pool of "silent" elements to already functional network is produced by setting its E k ia , E k ar . In the model, the secondary system depends on the state of the environment as
when for addition of FS 1 we set
In its turn, the newly added system FS 1 activates the action system This activation ensures that FS 11 b will win the competition with other possible actions at E = ͕0,1,1͖. Next time, when the agent with S 0 t = 1 moves into E = ͕0,1,1͖ secondary FS 1 , then action FS 11 b systems will be activated securing transition to the E goal in the next step ͓Figs. 5͑b͒-5͑d͔͒. If the agent has already a part of the target behavioral trajectory, then it is extended in the same way as described above for the goal state, but the secondary system FS k is added to remember the transition from the state with still undefined action to the state already included in the behavioral sequence ͓Figs. 5͑e͒-5͑j͔͒. In Figs. 4͑f͒ and 5͑i͒ , one can see activations of secondary functional systems FS i in TABLE I. Target states. 
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A full list of parameters of the secondary functional systems network can be found in the Appendix. In this section, we proposed an algorithm for the learning of goal-directed sequence of actions with the aid of chaos control. As a proof of the concept, we simulate the dynamics of adaptation in the simple environment ͓Fig. 3͑b͔͒ with the single goal. In Sec. IV, we expand our approach to consider the learning of the agent in the environment with competing goals.
IV. ADAPTATION OF THE AGENT IN THE ENVIRONMENT WITH COMPETING GOALS
In this section, we present a simulation of the agent learning in the environment with multiple competing goals. The environment is defined by four components, where each component is in interval of e i ͓0,1͔ and has two stable states Ϫ0 and 1. The agent has four internal motivations corresponding to hunger, thirst, need for sleep, and reproduction. Every motivation is represented by motivational functional system FS n t , n = 1 , . . . , 4. To fulfill the motivation, the agent has to reach a certain goal state in the environment. Until the goal state E n t is attained the mismatch of FS n t increases,
Table I presents the full list of target states for every motivation. The dynamics of motivational layer FS n t is governed by standard equations for the functional system dynamics ͑1,4͒ with only a kernel part of dynamics ͑␥ =0͒. Dynamics is defined by Eqs. ͑1͒, ͑3͒, and ͑4͒ for the secondary and by Eqs. ͑1͒, ͑3͒, and ͑10͒ for the action functional systems. The interaction of the agent with the environment is described by Eqs. ͑5͒ and ͑7͒. A full list of parameters can be found in the Appendix.
The typical outcome of a simulation is presented in Fig.  6 . As it was mentioned before in the presence of strong symmetric inhibitory interactions, functional systems form a competitive network. Thus, at g mn t = 2.0͑m n͒ motivational system with highest mismatch R captures the activity and defines the current goal. When the goal is achieved then the next motivational FS captures the activity ͑if it has a sufficient mismatch͒ and the agent reaches the next target in the environment. Figure 6͑a͒ shows the behavior of the naive agent that is consisted of chaotic activations of action functional systems. At the beginning of the simulation, all of the secondary functional systems are inactive because parameters E i ia and E i ar are not learned ͑all components are equal to Ϫ1͒. However, due to chaotic actions the agent sometimes reaches the goal states ͑moments of the time in Fig. 6 when the activity of motivational systems drops down͒, and according to adaptive control rule ͑see Sec. III͒ the learning takes place by plugging in appropriate secondary systems to create action sequences connecting goal states. When addition of sufficient amount of secondary functional systems produces closed behavioral trajectories, learning is finished and the agent executes all the actions in the goal-directed manner. Figure 6͑b͒ represents the dynamics of primary ͑ac-tion and motivational͒ functional systems after a certain period of time ͓the same run of the simulation as in Fig. 6͑a͔͒ when the agent has already adapted to the environment. In comparison to the beginning of simulation, the adapted agent produces repeating sequences of actions ͑activations of action FSs͒ and reaches the goal states much faster. Figure 7 demonstrates the process of secondary systems activity build up in the course of adaptation. When the naive agent learns appropriate actions for different combinations of motivations and environmental states, the number of active secondary systems grows until behavioral trajectory becomes closed. After that the agent has goal-directed actions for all of the states on the trajectory and no more adaptation is required ͓Fig. 6͑b͔͒.
V. CONCLUSIONS
The problem of understanding and construction of adaptive systems has a long history. It is addressed in the fields of systems biology, artificial intelligence, artificial neural networks, adaptive behavior, and many others, but there is still a big gap between abilities to adapt demonstrated by biological and artificial systems. Our model of adaptive behavior builds on assumptions of the functional systems theory 21 and simulates goal-directed sequential behavior and learning. In the work presented, we have tried to implement the model of adaptive functional systems by combination of winnerless competition and deterministic chaos. Heteroclinic dynamics of the system produces goal-directed sequences of actions and chaotic search is utilized when adaptation is needed. In the domain of machine learning, the problem of search for goal-directed sequence of actions is addressed in the framework of reinforcement learning ͑RL͒ ͑Ref. 22͒ in general and by the family of rule-based learning classifier system ͑LCS͒ ͑Ref. 23͒ algorithms in particular. Recent approach termed anticipatory behavioral control 24 tries to synthesize RL based LCS models with psychology. There are some major features that make our model different form the existing approaches:
• The system learns without a teacher ͑or reward͒ by monitoring deviations from the adapted behavioral trajectory and initiating chaotic search when such deviations occur.
• Learning does not interfere with the existing memory and newly generated solutions are seamlessly integrated with the previous experience.
• Storage of alternative behaviors in the system's memory allows fast behavioral switching in situations where the occurrence of any from multiple possible solutions is unpredictable. The third trial of the agent. Two secondary systems secure appropriate control of primary action systems starting from O 3 . This assures the fast achievement of the goal state. During the third trial, parameters of FS 3 were changed according to the adaptive control rule, which ends learning with the goal-directed sequence of actions connecting initial and goal states ͓͑h͒-͑j͔͒.
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As a proof of the concept, we have simulated the adaptation of the model system in environments with single and multiple goals. The model has demonstrated a good performance in both cases showing ability to form stable sequences of goal-directed actions starting with only information about target states. These first results are promising, but to probe the full potential of the method we plan to test its scalability with dimensionality of the search space and compare its performance with other learning algorithms.
Today, initially broad scope of systems biology had converged predominantly to the fields of molecular and cell biology. But the full power of knowledge accumulated in the discipline cannot be unleashed without understanding of processes that generate behavior and adaptation of the whole organism. Then development of models on that level is required to fill the gap. We hope that our work can contribute to such an effort. 
APPENDIX: PARAMETERS OF SIMULATIONS
The parameters of the primitive functional systems network with chaotic sequential activations ͓Fig. 3͑a͔͒ and the network of action systems ͑Figs. 4-6͒ described in Secs. II and III. All elements are identical and governed by Eqs. ͑1͒, ͑3͒, and ͑10͒ with the following parameters: 
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