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Spatially Dispersive Electrodynamics And Quantum Geometry In Semimetals 
Abstract 
Electromagnetic fields can be used to perturb the electronic charge distribution inside a material giving 
rise to dispersive charge currents. These currents generate many unique optical phenomena from circular 
dichroism to spatially dispersive photogalvanic effects. In this thesis, we study the prediction and 
consequence of these spatially dispersive charge currents. 
In order for a system to manifest a spatially dispersive charge current, the translation symmetry of the 
system must be broken. In the field of hard condensed matter physics this can occur in two fundamental 
ways: either by spatial inhomogeneities in the crystalline structure of the material one is studying or by 
application of a perturbing field that itself is modulated in space. Here we study examples from both 
categories. 
Bilayer graphene samples contain domain walls that consist of one dimensional line defects in the 
crystalline structure of the material. These defects themselves break the translation symmetry of the 
crystal and can give rise to spatially dispersive currents even under spatially homogenous light 
illumination. Here we study the charge currents around these defect regions and describe their 
measurement using near field scanning optical microscopy. 
We then study circular dichroism in twisted bilayer graphene. Here the dispersion of external light in the 
propagation direction breaks the translation symmetry of the system and leads to induced charge 
currents different in the top and bottom layers of the bilayer system. This mirror symmetry breaking leads 
to the asymmetric absorption of right and left handed circular polarized light directed at normal incidence 
upon the bilayer. 
Lastly, we study a spatially dispersive current quadratically proportional to the electric field. These 
spatially dispersive currents are proportional to the spatially gradients of an external electric field. The 
spatial dispersion of the external field breaks the translation symmetry of the system and allows these 
spatially dispersive currents to manifest. We study an inversion broken Weyl semimetal and describe the 
measurement of the spatially dispersive photogalvanic effect, a consequence of a particular type of these 
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AND QUANTUM GEOMETRY IN SEMIMETALS
Zachariah Addison
Eugene J. Mele
Electromagnetic fields can be used to perturb the electronic charge distribution inside
a material giving rise to dispersive charge currents. These currents generate many unique
optical phenomena from circular dichroism to spatially dispersive photogalvanic effects.
In this thesis, we study the prediction and consequence of these spatially dispersive charge
currents.
In order for a system to manifest a spatially dispersive charge current, the translation
symmetry of the system must be broken. In the field of hard condensed matter physics this
can occur in two fundamental ways: either by spatial inhomogeneities in the crystalline
structure of the material one is studying or by application of a perturbing field that itself
is modulated in space. Here we study examples from both categories.
Bilayer graphene samples contain domain walls that consist of one dimensional line
defects in the crystalline structure of the material. These defects themselves break the
translation symmetry of the crystal and can give rise to spatially dispersive currents even
under spatially homogenous light illumination. Here we study the charge currents around
these defect regions and describe their measurement using near field scanning optical
microscopy.
We then study circular dichroism in twisted bilayer graphene. Here the dispersion of
external light in the propagation direction breaks the translation symmetry of the system
and leads to induced charge currents different in the top and bottom layers of the bilayer
system. This mirror symmetry breaking leads to the asymmetric absorption of right and
left handed circular polarized light directed at normal incidence upon the bilayer.
v
Lastly, we study a spatially dispersive current quadratically proportional to the elec-
tric field. These spatially dispersive currents are proportional to the spatially gradients of
an external electric field. The spatial dispersion of the external field breaks the transla-
tion symmetry of the system and allows these spatially dispersive currents to manifest.
We study an inversion broken Weyl semimetal and describe the measurement of the spa-
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Much of the field of quantum condensed matter research centers on the understanding
of the properties of electrons in materials. In order to understand these properties, one
must set up experiments that couple to the degrees of freedom the electron possesses.
The electron carries mass, spin, a magnetic moment and maybe most importantly of all
electric charge. The charge of the electron means that it couples to a gauge field. In the
case of electric charge, this is the electromagnetic potential Aµ . Thus, in order to study
the dynamics of electrons in materials, one usually sets up experiments by which the
experimentalist has control over a wide range of external electromagnetic fields. These
external fields are directed at the material one wishes to study. Upon interacting with the
material, the external fields couple to the electrons in the material, perturbing the systems
in question. The electronic response to this perturbation can then be studied by measuring
the new fields induced by the redistribution of the electronic degrees of freedom in the
sample or by measuring the new redistribution of electric charges directly.
The understanding of the coupling of charge densities and currents to the electromag-
netic fields began with the formulation of Maxwell’s equations. This classical theory was
later supplemented with phenomenological constitutive relations to describe the electro-
magnetic properties of materials by introducing new vector fields and their relationship to
the electric and magnetic field. These relations helped encode the response of electrons
1
in materials to external electromagnetic fields. Today with the development of quantum
mechanics and numeric techniques, like density functional theory, researchers are begin-
ning to develop techniques to calculate from first principles the ingredients that make up
these constitutive relations. Here we seek a method to predict the response of the elec-
trons to these external electromagnetic fields using just the knowledge of the unperturbed
electronic ground state of the system and the low energy excitation above the ground state.
I will focus on a few examples of experiments that give rise to interesting electro-
dynamic phenomena. I will show how the induced current in response to external elec-
tromagnetic fields is pivotal to explaining the results of most of these condensed matter
experiments. Interesting electrodynamic phenomena then arise from interesting contri-
butions to this current. Recent experimental developments have provided a platform for
exploring more and more of the processes that contribute to this current. In general the in-
duced current is a local current that is a function of position and time. There are terms that
make up this function that are homogeneous in position and time and terms that vary with
position and time. The crystal lattice breaks the homogeneity of empty space allowing
homogeneous electromagnetic fields to generate currents with spatial dispersion dictated
by the reciprocal lattice vectors of the crystal. Here we will be interested in the long wave-
length response of the material to long wavelength light and will restrict our analysis to
the sector of electronic light induced transitions in the first Brillouin zone and neglect
Umklapp processes. In this sector spatially homogenous light gives rise to spatially ho-
mogeneous currents, while spatially dispersive and time dependent electromagnetic fields
can induce the spatially and time varying terms that contribute to the current. The dif-
ferent contribution to the current can be organized in a power series expansion in the
electromagnetic field so that each term that makes up the induced current is proportional
to some power of the external potential Aµ .
In this dissertation, I will mainly discuss induced charge currents that are spatially
dependent and evolve in time and are linear and quadratic in the electromagnetic poten-
tial. I will begin, however, by discussing the interesting topological contribution to the
2
induced current from homogeneous electromagnetic excitation of a material that lead to
a homogenous current linearly proportional to the electric field carried by topologically
protected chiral electronic states that localize at the edge of the sample in question. The
interesting electronic and electrodynamic properties of this current will be demonstrated
in a model of p-states on a triangle lattice. This example will be a primer for the cal-
culation of spatially dispersive and time dependent currents that are linear and quadratic
in the electromagnetic potential. I will then move on to discussing the observation of
spatially dispersive current in bilayer graphene. These currents naturally arise from de-
fects in the material and can be studied using scanning near field optical microscopy. In
twisted bilayer graphene, spatially dispersive currents give rise to the observation of cir-
cular dichroism, an optical property of this two dimensional material proportional to the
spatial gradients of the external electromagnetic potential in the direction of the fields
propagation. Lastly, I will discuss the observation of a spatially dispersive photo-galvanic
effect in transition metal dichalcogenides with broken inversion symmetry and show its
relationship to a spatially dispersive current quadratically proportional to the electromag-
netic potential and linearly proportional to its transverse spatial gradients.
3
Chapter 2
Charge Currents, the Conductivity, and
Electrodynamics in Materials
2.1 Maxwell’s Equation
The first complete classical formulation of the coupling of charge densities and currents to
the electromagnetic fields was developed by James Clerk Maxwell. His set of four equa-
tions describes the dynamics of electromagnetic fields in the presence of local charge and
current densities. They are a set of linear differential equations for the electric E (r, t) and
magnetic B(r, t) field that can be solved when given information about the local current
J(r, t) and charge ρ(r, t) densities for all space and time and an initial configuration of
the electric and magnetic fields.
∇ ·E (r, t) = ρ(r, t)/ε0 (2.1)
∇ ·B(r, t) = 0 (2.2)
∇×E (r, t) =−∂B(r, t)
∂ t
(2.3)




here ε0 and µ0 are the permittivity and permeability of free space. These equations derive
4
from an action principle for the fields that illuminate the underlying gauge structure of
the field equations. In other words, Maxwell equations are none other than the Euler-
Lagrange equation of motion for the electromagnetic potential Aµ(r, t) (µ = 0,1,2,3)
associated with the Lagrangian density









jµ(r, t)Aδ (r, t)η
δ µ (2.5)
and whose action is S =
∫




1 0 0 0
0 −1 0 0
0 0 −1 0





is the speed of light, and J0(r, t) = cρ(r, t) and Ji(r, t) = −J(r, t) (for i =
1,2,3). The field strength Fµν(r, t) describes the spatial and time variation of the electro-
magnetic potential.
Fµν(r, t) = ∂µAν(r, t)−∂νAµ(r, t) (2.7)
where c∂0 = ∂t . The spatial components of the electromagnetic potential are associated
with the electromagnetic vector potential Ai(r) = −A(r, t) (i = 1,2,3), while the time
component of the electromagnetic potential is associated with the scalar electric potential
A0(r, t) = φ(r, t)/c. Classically the physical fields that are measurable are the original
electric and magnetic fields found in Maxwell’s equations. The introduction of this new
field, Aµ(r, t), at this level, is simply a tool to write down an action principle whose
field equations would reflect Maxwell equations. The connection with the electric and
magnetic fields is made via the definitions
E (r, t) =−∇φ − ∂A(r, t)
∂ t
(2.8)
B(r, t) = ∇×A(r, t) (2.9)
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In this way, the terms proportional to the field strength in the Lagrangian density can be
written in terms of the electric and magnetic fields
L(r, t) = 1
2
(




jµ(r, t)Aδ (r, t)η
δ µ (2.10)
One might have thought that the total Lagrangian should be able to be written in terms
of the electric and magnetic fields, however, classically, the only physical property of the
action is the field configurations for which dS = 0. These field equations, which are none
other than the Euler-Lagrange equations for the Lagrangian density in equation 2.5, can
be shown to be precisely Maxwell’s equations.
The last term in equation 2.10 represents the coupling of the electromagnetic field to
local charge and current densities. It is this term that allows the use of external electro-
magnetic fields to probe the dynamics of electrons in materials. One might wonder how
this term is affected by the corrections due to quantum mechanical processes—terms in
the action proportional to h̄. In this dissertation, we will treat the electromagnetic field
as a classical field that couples to the quantum mechanical degrees of freedom of the
electron. This is a semiclassical formulation that allows one to treat the action for the
electromagnetic field classically. Integrating out the electronic degrees of freedom from
the theory will essentially create new terms in the action that will functionally depend on
the electromagnetic field configuration Aµ(r, t). However, the fundamental symmetry of
charge conservation constrains the form of these terms.
Charge conservation is a statement of the gauge invariance of the theory. When defin-
ing the electromagnetic fields in terms of the electromagnetic potential one sees that there
are many field configurations Aµ(r, t) that are associated with the same electric and mag-
netic fields. In Maxwell equations only the electric and magnetic field appears and thus
these different field configurations should all describe the same physical system. Changes
from one field configuration Aµ(r, t) to another that are associated with the same electric
and magnetic fields should not affect the physical observables of the theory. In general
these gauge transformations U can be describe by a scalar function f (r, t)
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U [ f (r, t)]φ(r, t) = φ(r, t)− ∂ f (r, t)
∂ t
(2.11)
U [ f (r, t)]A(r, t) = A(r, t)+∇ f (r, t) (2.12)
Rewriting Maxwell equations as an action principle for Aµ(r, t) has shown us that the
theory has an underlying gauge symmetry. It is clear that the terms in the Lagrangian
proportional to the field strength are gauge invariant as they can be written in terms of
the electromagnetic fields. It turns out that the field strength itself Fµν(r, t) is gauge
invariant. The last term in equation 2.5 is proportional to Aµ(r, t) and changes under
a gauge transformation. Under a gauge transformation described by f (r, t) the action









+∇ · J(r, t)
)]
(2.13)
For systems in which we have charge conservation
∂ρ(r, t)
∂ t
+∇ · J(r, t) = 0 (2.14)
the action is gauge invariant and the equation of motion derived from the Lagrangian will
be consistent with the physical electric and magnetic fields derived from the electromag-
netic potentials described by equations 2.11 and 2.12. After integrating out the electronic
degrees of freedom in our system, we should be left with a theory where terms in the
actions that couple those electronic degrees of freedom to the electromagnetic potential
resembles the last term in equation 2.5 so that charge conservation and gauge invariance












We will use these definitions to understand how to write quantum operators whose expec-
tation values can be associated with classical charge currents and charge densities. These
quantities can then be put into Maxwell’s equations and then be solved to understand the
dynamics of the electromagnetic field in a material.
Lastly, the solution to Maxwell’s equations can be readily derived by Fourier trans-
forming the electric and magnetic fields and the charge current and density. This turns
the differential equations for the fields into algebraic equation for the Fourier transformed
fields. We define the Fourier transform of a scalar function as
f (k,ω) = c
∫ drdt
(2π)2
f (x, t)eiωt−ik·x (2.17)
In most of this work we will be working in temporal gauge ∂t f (r, t) = 2φ(r, t) (see equa-
tion 2.11) which implies that φ(r, t) = 0. This gauge is extremely useful when coupling
the classical external gauge field to the quantum theory of the electron (see chapter 3). In
this gauge the solution to Maxwell’s equations are













The original electric and magnetic fields are obtained from these equations by inverse
Fourier transform and specification of an initial field configuration, while the Fourier
transform of the charge density can be obtained from ρ(k,ω) = k · j(k,ω)/ω which fol-
lows from charge conservation. We will use a similar set of equations of motion in the
next section to understand how to describe the electric and magnetic fields in materials.
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2.2 Electrodynamics in Materials
In condensed matter experiments one usually prepares an external electromagnetic field
by manipulating electric charges far from the material they want to study. These fields
satisfy a set of Maxwell equations sourced by external charge and current densities far
from the material. These fields are then directed onto the material so that they couple to
the electronic degrees of freedom in the sample. Before the external fields perturb the
system there maybe some ground state charge currents J int,0(r, t) and charge densities
ρ int,0(r, t) in the sample. The difference between the total charge current and charge
density before and after the external field is applied to the material is the induced current
and charge density
J ind(r) = J tot(r, t)− J int,0(r, t) (2.21)
ρ
ind(r, t) = ρ tot(r, t)−ρ int,0(r, t) (2.22)
The induced charge current and density are functionals of the external electromagnetic
vector potential Aext(r, t) and scalar potential φ ext(r, t) through their dependence on the
total charge current and density. For small perturbations one can expand these induced
fields as a power series in Aext(r, t) and φ ext(r, t) around Aext(r, t) = φ ext(r, t) = 0. The
functional derivatives of J ind(r) and ρ ind(r, t) with respect to Aext(r, t) and φ ext(r, t) en-
code the response of the system to these external electromagnetic perturbations. For ex-
ample to linear order in the external fields, the linear response tensors χ can be defined
as
9
Jindi (r, t) = ∑
j
∫
dr ′dt ′χJ,Ai j (r, t,r
′, t ′)Aextj (r
′, t ′)+
∫
dr ′dt ′χJ,φi (r, t,r
′, t ′)φ ext(r ′, t ′)
− J int,0(r, t) (2.23)
ρ
ind(r, t) = ∑
i
∫
dr ′dt ′χρ,Ai (r, t,r
′, t ′)Aexti (r
′, t ′)+
∫
dr ′dt ′χρ,φ (r, t,r ′, t ′)φ ext(r ′, t ′)




i j (r, t,r
′, t ′) =
dJindi (r, t)




′, t ′) =
dJindi (r, t)





′, t ′) =
dρ ind(r, t)
dAexti (r ′, t ′)
, χρ,φ (r, t,r ′, t ′) =
dρ ind(r, t)
dφ ext(r ′, t ′)
(2.26)
These response tensors are gauge variant. Under a gauge transformation they change in
such a way that the induced charge and current densities remain invariant. Here we will
primarily work as before in temporal gauge for all fields. For now we want to discuss how
these response tensors are related to fundamental quantities associated with materials.
Most of the important electrodynamic qualities of a material are encoded in its dielec-
tric and magnetic susceptibilities. These functions describe the relationship between the
external and total electric and magnetic fields of a material.
Etoti (r, t) = ∑
j
∫
dr ′dt ′ε−1i j (r
′, t ′,r, t)Eextj (r
′, t ′) (2.27)
Btoti (r, t) = ∑
j
∫
dr ′dt ′µi j(r ′, t ′,r, t)Bextj (r
′, t ′) (2.28)
Noting that the external electric and magnetic fields are coupled to each other due to the





i j (r, t,r
′, t ′) =
dEtoti (r, t)
dEextj (r ′, t ′)
=
∂Etoti (r, t)










∂Eextj (r ′, t ′)
(2.29)
µi j(r, t,r ′, t ′) =
dBtoti (r, t)
dBextj (r ′, t ′)
=
∂Btoti (r, t)










∂Bextj (r ′, t ′)
(2.30)
It is important to note that we have defined the magnetic and electric susceptibilities as
total functional derivatives with respect to the external fields. Partial functional derivatives
with respect to the field would correspond to unphysical perturbations of the system as
the equations of motion for the external electric and magnetic field are coupled at finite
frequency and wave vector. Measurable quantities are associated with perturbations to the
system that are physically allowed by Maxwell’s equations. At finite frequency and wave
vector these partial perturbations cannot be separately measured, and thus is it important
instead to consider response functions defined by total functional derivatives with respect
to the external fields that correspond to physically allowed perturbations to the system.
Here we are interested in studying materials that can be described by a crystal lattice.
The crystal lattice is periodic with a period set by the lattice constant. For spatial mod-
ulations much larger than the lattice constant, the material appears homogenous and the
response functions defined above become functions of only the difference in their posi-
tion variables χ(r,r ′)→ χ(r ′−r). Likewise we will be considering materials that are not
evolving in time and thus have full time translation symmetry. This forces the response
functions to also only be functions of differences in time variables χ(t, t ′)→ χ(t ′− t). It





By Fourier transforming the electric and magnetic fields and charge and current densities,
equations 2.23, 2.24, 2.27, and 2.28, for the induced charge and current density and total
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electric and magnetic fields are transformed from integral equation to algebraic equations
for the Fourier transformed quantities.
We now want to relate the magnetic and dielectric susceptibilities to our Fourier trans-
formed response tensors. We will work in temporal gauge and in the limit of spatial vari-
ation in the external fields much larger than a lattice constant. We will also assume here
that ρ int,0(r, t) and J int,0(r, t) vanish. In this theory, these correspond to ground state po-
larizations and magnetizations. Here we are interested in quantities like these fields that
are induced by external fields directed on the material. The calculation that follows will
only be slightly modified if one chooses to keep these quantities in the expressions for
J ind(r, t) and ρ ind(r, t).
The equation for the Fourier transformed dielectric susceptibility can be written as
ε
−1































p j (k,ω) (2.32)
Here we used the relationship between electromagnetic vector potentials and electric
fields and the equations of motion for the induced fields. The magnetic susceptibility
can be written similarly as











Note that both susceptibility tensors are completely determined by χJ,Ai j (k,ω). In a given
gauge the components of other χ’s are related to χJ,Ai j (k,ω) via charge conservation.
The most readily calculable quantity related to χJ,Ai j (k,ω) is the conductivity. Using
the relationship in temporal gauge between the electromagnetic vector potential and the











Here we consider the direct conductivity, which describes how the induced current is
changing with respect to the external electric field. The proper conductivity which relates
the change in the induced current with respect to the total electric field is related to the
direct conductivity via the dielectric susceptibility. We will focus on the direct conduc-
tivity because of its simple relationship to retarded correlation functions of the quantum
theory of an electron coupled to a classical external electromagnetic gauge field. We note
that once the conductivity is calculated the dielectric and magnetic susceptibilities can be
inferred via 2.34.
Another related quantity of interest is the magneto conductivity κi j(k,ω). It describes
the linear relationship between the induced current density and the external magnetic











The first term in the product is nothing but χJ,Ai j (k,ω), while the second term can be found
using equations 2.19 and 2.3. With this we can write the magneto conductivity as













Here we used the relationship between χJ,Ai j (k,ω) and σi j(k,ω) to express the magneto
conductivity in terms of the direct conductivity.
2.3 Electrodynamic Response Tensors in Limiting Cases
Here we will focus on experiments where the long wavelength limit of the equations for
our response tensors is appropriate. Light directed onto a material will perturb the crystal
13
momentum of the Bloch electrons in the crystal. For example, a two dimensional material
exposed to light at normal incidence can perturb the crystal momentum of Bloch electrons
in the directions transverse to the propagation of the light. In many cases, we will con-
sider optical beams that have envelope functions such that the wavelength transverse to
the propagation of the light is much larger than its frequency divided by the speed of light




















This approximation neglects the frequency dependent part of the photonic propagator, es-
sentially leaving out the retardation effects in the coulomb potential. For isotropic materi-
als, response tensors have two contributions: a longitudinal part χL(k,ω) and a transverse













We see that for an isotropic material we recover the well known expression ε−1L (k,ω) =
1− iσL(k,ω)
ε0ω
(Bruus and Flensberg (2004)). In two dimensions, spatially dispersive cur-
rents can be generated by light with an envelope profile in the periodic directions of the
material. These spatially inhomogeneous currents are described by a momentum depen-





In the previous chapter, we learned that important material parameters like the dielectric
and magnetic susceptibilities can all be deduced with knowledge of the conductivity. In-
deed the solutions to the equations of motion of the electric and magnetic field themselves
can be found with just knowledge of the charge current density and the initial configu-
ration of the fields (see equation 2.20). In this chapter, we will discuss how to solve for
this current in the context of a noninteracting theory for electrons coupled to external
electromagnetic fields.
There are many different techniques for calculating electron charge currents. Each
technique requires approximations to be made that deem them appropriate or not appro-
priate for the calculation one wishes to make. Here we wish to consider electrons interact-
ing with the periodic electric potential of an infinite crystal that is coupled perturbatively
to long wavelength external electromagnetic fields whose variation is slow compared with
the material’s lattice constant. We derive an expansion of the induced charge current in
such a system in powers of the external electric field and powers of the spatial gradients of
those fields. Later we will use this formalism to describe experiments where these limits
are appropriate and where the theory accurately models the electrodynamic phenomena
that can be measured in these experiments.
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3.1 Dynamics of Non-Interacting Electrons in a Crystal
Here we will be interested in situations where electrons can be treated as non-interacting.
The energy eigenstates of non-interacting electrons in a periodic crystal are described by
Bloch wave functions. These Bloch wave-functions ψnk(r) are indexed by band number n
and crystal momentum k taking values in the Brillouin zone. In n dimension the Brillouin
zone is the compact n-torus, Tn. The Bloch wave functions can be written as the product





These are energy eigenstates and satisfy 〈r| Ĥ(r̂, p̂) |n,k〉= εn(k)Ψnk(r).
The unperturbed ground state of a system of non-interacting electrons at finite tem-
perature can be specified by a Fermi distribution function fnk(µ,β ) and a set of energy





where β−1 = kBT . This function specifies the probability of an electron occupying an
energy eigenstate Ψnk(r) given a chemical potential µ chosen such that the total number
of electrons in the system remains fixed to N.
Here we will focus mainly on systems at zero temperature for which the Fermi distri-
bution function for the ground state is a Heaviside theta function, fnk(µ,0) = fnk(µ) =
Θ(εn(k)− µ), where states below µ are fully occupied and states above µ are not occu-
pied:
fnk(µ) =
0 εn(k)< µ1 εn(k)> µ (3.3)
Thus the electronic ground state of a system of non-interacting electrons in a crystal is
fully specified by a set of Bloch wave functions and a Fermi distribution function.
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We now wish to perturb the system with an external electromagnetic field. Before the
perturbation is turned on, the system is in the electronic ground state described above.
After the perturbation is turned on the electromagnetic field couples to the electronic de-
grees of freedom in the material perturbing the ground state charge and current densities.
The new state of the system can be described by a quantum density matrix ρnmkk′(t) that
evolves in time. This density matrix is defined such that Tr(ρnmkk′(t)) = N/V (here the
trace is over band indices n and m and crystal momentum k and k′). Before the per-
turbation, the density matrix is diagonal in band number and crystal momentum k and
related to our ground state Fermi distribution function ρnmkk′ = δkk′δnm fnk(µ). The time






[Ĥ(r̂, p̂), ρ̂(t)] = 0 (3.4)





















[Ĥ(r̂, p̂), ρ̂(t)] (3.5)
Being a linear differential equation, in principle, only the initial configuration of the den-
sity matrix and the Hamiltonian needs to be specified in order to solve for ρ̂(t).
Here we are interested in calculating local dispersive currents in response to disper-
sive electromagnetic fields. This is most readily accomplished by writing the quantum
Liouville equation in a basis that encodes this spatial dispersion. We accomplish this by
performing a Wigner transform on this equation of motion. The Wigner transform is a
technique in quantum mechanics devised to transform operator expressions that act on a









[Ĥ(r̂, p̂− eAext(r̂)), ρ̂(t)] |n,r−R/2〉= 0
(3.6)
with |n,r〉 = ∑k eik·r |n,k〉. Expanding this equation to linear order in R and real space












+K(ρ̂(r,k, t)) = DE ρ̂(r,k, t)+DBρ̂(r,k, t) (3.7)
Here Ĥ0(k) is the unperturbed Bloch Hamiltonian of the system that acts on the periodic
part of the Bloch electrons; K(ρ̂(r,k, t)) describes the relaxation mechanisms that regu-
larizes the resonances in the theory, and DE and DB are our electric field driving operators
defined below. We will work in the band basis of Ĥ0(k) whose components that index
bands will be denoted by subscripts n,m. In this basis, ρ̂(r,k, t) is a N× N matrix, where
N is the number of bands in our system. We take a relaxation time approximation by
asserting
Knm(ρ̂(r,k, t))≈
ρnm(r,k, t)− f 0nm(k)
τnm(k)
(3.8)
Here f 0nm(k) = δnmΘ(µ − εn(k)) ≡ δnm fnk(k,µ) is the Fermi distribution of our unper-
turbed system and τnm(k) are phenomenological relaxation times. Our electric and mag-
netic field driving operators are





















= ∂kiOnm− i[Ri(k),O]nm represents a momentum space covariant deriva-
tive’s action on the components of some matrix Onm and Rnm(k) = i〈un(k)|∇k |um(k)〉
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are the matrix elements of the dipole operator whose diagonal part is the abelian Berry
connection, where |un(k)〉 is the unperturbed periodic part of the Bloch wave function at
momentum k in band n. In the magnetic driving term {Â · B̂} = Â · B̂ + B̂ · Â and the dot
product is to denote the summation over spatial vector indices.
The form of the electric field driving term DE ρ̂(k,r, t) can in part be established
from understanding the coupling of an electric field to electronic matter in the dipole
approximation Ĥ int = E ext(r, t) · r̂. This term enters the quantum Liouville equation for
the density matrix via a term ∼ i[Ĥ int(r, t), ρ̂]. The dipole operator r̂i acting on band
eigenstates of a Bloch Hamiltonian takes the representation i∂ki . We thus have












+∂ki(〈un(k)|)|um(k)〉ρml(k, t)+ 〈un(k)|∂ki ρ̂(k, t) |ul(k)〉




Eexti (r, t)〈un(k)|∂ki ρ̂(k, t) |ul(k)〉
=−∑
i




In the above we have used the fact that
∂ki(〈un(k)| |um(k)〉) = (∂ki 〈un(k)|) |um(k)〉+ 〈un(k)|∂ki |um(k)〉= 0 (3.12)
The dynamics of the system, like the charge density and current density, should be invari-
ant under gauge transformations of the Bloch functions of the form |un(k)〉→ eiθn(k) |un(k)〉
19
for all n. As such the quantum kinetic equation for the quantum density matrix should
remain covariant under such a transformation. The matrix elements of both the density
operator ρnm(k, t) and dipole operertor Rnm(k) are changed by the gauge transformations
|un(k)〉 → eiθn(k) |un(k)〉 via
ρnm(k, t)→ ei(θm(k)−θn(k))ρnm(k, t) (3.13)
Rnm(k)→ ei(θm(k)−θn(k))Rnm(k)+δnmi∇θm(k) (3.14)
However the action of the commutator forces the electric field driving term in equation
3.1 to transform trivially under such a gauge transformation and thus keeps the gauge
covariance of the equation of motion of the density matrix. It is this property that allows
observables calculated using the density matrix formalism to remain gauge invariant.
We now imagine driving the system with an electric field with a single momentum
q and frequency ω: E ext(r, t) = E ext(q1,ω1)e
iω1teiq1 ·r and look for solutions at some
frequency and wave vector ρ(k,r, t) = ρ(k,q,ω)eiωteiq·r . In band space, our unperturbed






































here q2 = q − q1 and ω2 = ω −ω1. All repeated indices except band indices n and






|um(k)〉. Later we will see that
we can associate v̂ with the contribution to the velocity operator that is independent of






For a theory involving a lattice with just one atom per unit cell perturbed by homoge-

















where ρ11(k,ω) = f (k,ω), τ11(k,ω) = τ(k,ω), and f 0(k) is the unperturbed electronic
occupation function. The matrix equation has become a scalar equation and can be easily
solved iteratively in powers of the electric field. For example, at first order in the electric
field we have








We see for a single band theory the electric field perturbs only the electronic occupations
near the Fermi surface where ∂ki f
0(k) is nonzero. Later we will see that in a multi-
band system off diagonal elements of the density matrix will be perturbed via electronic
transition between different Bloch bands that are mediated by the external electric field.
The dynamics of our system are then in principle completely determined by solving
for ρ̂(k,r, t) using equation 3.15 and an initial condition for the quantum density matrix.
Physical observables are then determined by tracing over the phase space spanned by r
and k. The Wigner transform has allowed us to define a local density matrix that provides
us with a platform for defining local observables. At the quantum level these observables
are related to operators Ô that can be written in the basis of Bloch electrons as Onm(k) =
〈n,k|O |m,k〉. These local quantities are calculated via
<O > (r, t) = 1
V ∑n,m,k
Onm(k)ρmn(k,r, t) (3.18)
3.2 The Quantum Current Operator
Here we are interested in calculating the induced charge current density of our system in
response to an externally applied electromagnetic field. Once knowledge of the current
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density is known, we can use Maxwell’s equations to understand the electrodynamics
of the system. At linear order in the fields, we can use our knowledge of the current
density and equations 2.32, 2.33, and 2.34 to calculate the electromagnetic susceptibilities
associated with the material. In order to use our formalism of the quantum density matrix
to calculate the current density, we must find an operator ĵ such that




is the current density of the system. Classically the current density is J(r, t)= eυ (r, t)ρ(r, t)
and thus, at the quantum level, we need to know the velocity operator in the basis of Bloch
electrons such that ĵ(k, t) = eυ̂ (k, t).
The velocity operator can be defined with respect to the position operator as follows.




Similarly in quantum mechanics if the state of the system is described by state vector
|Ψ(t)〉 then the velocity is










〈Ψ(t)| Ĥ(r̂, p̂, t)r̂− rĤ(r̂, p̂, t) |Ψ(t)〉 (3.20)
= 〈Ψ(t)| i
h̄
[Ĥ(r̂, p̂, t),r] |Ψ(t)〉 (3.21)
where we have used the time dependent Schrödinger equation ih̄
d |Ψ(t)〉
dt
= Ĥ |Ψ〉. Thus,
we can define the velocity operator as υ̂ (t) =
i
h̄
[Ĥ(r̂, p̂, t),r]. We now want to express
this operator in the basis of Bloch electrons.
For the majority of this dissertation, we will be considering systems whose dynamics
can be describe by tight binding Hamiltonians. We build our tight-binding Hamiltonian
out of a set of localized atomic orbitals {|ϕR j〉} whose dynamics are governed by:
Hi j(R) = 〈ϕ0i| Ĥ(r̂, p̂) |ϕR j〉 (3.22)
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Here Ri indexes the position of site i in the unit cell at R. Such that
Ri = R+ r i = 〈ϕRi| r̂ |ϕRi〉 (3.23)










eik·(R+r i) 〈r|ϕRi〉 (3.24)
We can define our Bloch Hamiltonian and its components by taking the inner product of
the Hamiltonian with respect to these states




e−ik·(Ri−R j+r i−r j) 〈ϕRi| Ĥ(r̂, p̂) |ϕR j〉
= ∑
R̃
e−ik·(R̃+r i−r j) 〈ϕ0i| Ĥ(r̂, p̂) |ϕR̃ j〉= ∑
R̃
e−ik·(R̃+r i−r j)Hi j(R̃) (3.25)
Here R̃ = Ri−R j and note that Hi j(R) is periodic under translation by a lattice vector.
We can diagonalize Hi j(k) such that
∑
j
Hi j(k)Cnk( j) = En(k)Cnk(i) (3.26)
These coefficients Cnk(i) make up the components of the periodic part of the Bloch vector
|un(k)〉.
Now we want to express the velocity operator in the basis of our Bloch like functions
|χki 〉. We take the inner product of the operator with respect to two such states and find
vi j(k, t) = 〈χki | v̂(t) |χkj 〉=
i
h̄





〈ϕRi| Ĥ(r̂, p̂, t) |ϕR′j〉e








It is important to recognize that the representation of the velocity operator on Bloch states
only takes this form in the gauge choice on |χkj 〉 shown above. With this gauge choice we










ik·(R+r j) |ϕR j〉 (3.28)
to have the property |ψn(k+G)〉 = |ψnk〉 which implies that |un(k +G)〉 = e−iG·r |un(k)〉
and in turn the coefficients of our Bloch state have the property Cn(k+G)( j)= e−iG·r jCnk( j).
This is indeed consistent with how Hi j(k) is defined as Hi j(k +G) = e−ik·r iHi j(k)eik·r j .
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Chapter 4
Homogenous Currents Linear in the
Electric Field
Here we will study spatially homogeneous currents that are linear in the electric field as
a primer for studying dispersive currents later. We will begin by calculating this homoge-
nous current linear in the external electric field by using our quantum kinetic equation
from the last section. For periodic systems, homogenous currents linear in a perturb-
ing field can be induced by electric fields that are homogeneous in space. We thus set
Bext(r, t) = 0 and drop any terms in equations that depend on the spatial derivatives of the








nm (k, t) (4.1)
We substitute this into equation 3.7 and equate powers of the electric field on either side

































At zeroth order in the electric field, the quantum density matrix is simply the Fermi-
Dirac distribution function ρ(0)nm (k, t) = δnm fn(k,µ). To solve for the first order contribu-
tion to the density matrix, we substitute this expression into the ρ’s on the right hand side









lm(k)) =−iRinm(k)( fm(k,µ)− fn(k,µ)) (4.3)
We see that the right hand side vanishes for n = m. This allows us to rewrite the off
diagonal matrix elements of the dipole operator in term of velocity matrix elements as
follows. First we look to differentiate 〈un(k)|um(k)〉 which due to orthogonality of the
Bloch states for n 6= m vanishes. We thus see that
0 = ∂ki(〈un(k)|um(k)〉) = (∂ki(〈un(k)|) |um(k)〉)+ 〈un(k)|(∂ki |um(k)〉) (4.4)
Next we look at differentiating 〈un(k)| Ĥ0(k) |um(k)〉 which also vanishes for n 6= m. For
n 6= m we have
0 = i∂ki(〈un(k)| Ĥ0(k) |um(k)〉)
= i(εm(k)(∂ki 〈un(k)|) |um(k)〉+ εn(k)〈un(k)|(∂ki |um(k)〉))+ i〈un(k)|∂kiĤ0(k) |um(k)〉
= (εn− εm)Rinm(k)+ ih̄vinm(k) (4.5)
We thus see that there is a simple relationship between off diagonal elements of the dipole






Using this we find that the Fourier transform of the right hand side of equation 4.2 is
DEρ
(0)











We see there are two pieces to the electric field driving term at first order in the electric
field. The first piece involves derivates of the Fermi distribution function. At zero temper-
ature this piece only describes the dynamics of Bloch states in bands whose momentum lie
on the Fermi surface. The second piece is only nonzero for n 6=m and describes electronic
transition between bands mediated by the external electric field.
We can now solve for the density matrix to first order in homogeneous electric fields.
To simplify my notation, I will define two functions that enter the equation of motion for
the density matrix











Performing a Fourier transform of equation 4.2 transforms our differential equation into











To calculate a current we must trace this operator over the velocity operator v. In the
i-direction written in the Bloch basis we denote the components as vinm(k). In general
v̂ = i[Ĥ, r̂]. Here we work in length gauge where the coupling of fermionic matter to the
external electric field can be written as eE (t) ·r. For this electromagnetic gauge choice the
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velocity operator is v̂ = i[Ĥ0, r̂] and independent of the electric field. Here we choose the





If we had decided to work in velocity gauge where the coupling to the external elec-
tromagnetic potential is described by the perturbation Ĥ ′(k) ∼ v(k) ·A(t), the velocity
operator would contain terms proportional to the external perturbing field. In this work,
we choose to work in length gauge where the velocity operator is independent of the per-
turbing electric field and is simply given by equation 4.11. (Ventura et al. (2017); Passos
et al. (2018); Taghizadeh and Pedersen (2018)). Here we focus on first order contributions
from the current arising from perturbations to the density matrix that are first order in the
electric field. For this reason we trace ρ(1)nm (k,ω) over the velocity operator v̂ to find the
current to first order in homogeneous electric fields < j(1)s (ω)>= Tr(ρ
(1)
nm (k,ω)evsmn(k)).
It is again useful to break this into two pieces as































Again, the first term is a Fermi surface term that involves only Bloch states on the Fermi
surface and involves only diagonal matrix elements of the velocity operator, while the sec-
ond term describes electronic band transitions from band n to m mediated by the external
electric field and proportional to off diagonal matrix elements of the velocity operator.
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4.1 Topological Currents in a Lattice Model of p-States
on a Triangle Lattice
We will now explore a particular contribution to the current generated from homogenous
electric fields in a lattice model that describes the hopping of p-state electrons on a tri-
angular lattice. We will show that the zero frequency contribution to the off-diagonal
elements of the two dimensional conductivity tensor for an insulator is a topological
conductance—differential perturbations that change the systems dynamics cannot change
the value of this conductance unless the bulk energy gap in the system is closed and re-
opened. This topological contribution will involve the berry curvature which describes a
particular combination of inter-band matrix elements of the velocity operator. Later we
will see that this quantity is also critical in understanding the topological aspects of spa-
tially dispersive currents that are quadratically proportional to the external electric field
(see chapter 6). Here we will study a particular model for which the electronic ground
state is semi-metalic and non-insulating, thus rendering this conductance non-topological.
Nonetheless, we shall calculate the zero frequency contribution to the off diagonal ele-
ments of the two dimensional conductivity tensor and show its relationship to the Berry
curvature which encodes the k-space quantum geometry of the band structure.
Berry curvature in a band structure can manifest in anomalous responses to applied
fields by inducing an anomalous velocity in the equations of motion for a wavepacket
(Xiao et al. (2010); Karplus and Luttinger (1954); Sundaram and Niu (1999); Thouless
et al. (1982); Fang et al. (2003); Morimoto and Nagaosa (2016)). A prototype of this
effect can be found on the well-studied honeycomb lattice (Haldane (1988); Kane and
Mele (2005)). However, physical realizations of this model present an essential compli-
cation in practice. At half filling, the band structure has point degeneracies protected by
IT symmetry that carry opposite winding numbers. Breaking these symmetries to gap
this spectrum liberates a Berry curvature into the Brillouin zone, but its integrated strength
vanishes unless the mass parameter also has a valley asymmetry that compensates the sign
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change of the winding number. This k-dependence inevitably requires site-nonlocality
in the mass terms (Haldane (1988); Kane and Mele (2005)) that is difficult to experi-
mentally implement (Roushan et al. (2014); Jotzu et al. (2014)). A notable work-around
occurs in two-dimensional (2D) transition metal dichalcogenides where inversion symme-
try is broken and the spectrum is instead gapped by a valley-symmetric mass (Xiao et al.
(2012)). In this case, anomalous charge transport can be activated by a valley asymme-
try in the nonequilibrium population of excited carriers produced by circularly-polarized
light (Xiao et al. (2012); Mak et al. (2012); Kim et al. (2014); Mak and Shan (2016)).
In this example, we consider a different approach to engineer Berry curvatures that
induce anomalous Hall responses using purely local potentials in simple Bravais lattices
with minimal symmetries and propose possible experimental signatures using a represen-
tative triangular lattice. Our model is sufficiently generic that conclusions derived from
it are expected to hold in many similar systems. We are motivated by a recent work on
a two-dimensional metal silicide Cu2Si that hosts symmetry protected line degeneracies
without essential support from any sublattice symmetry and with negligible spin-orbit
coupling (Feng et al. (2017)), which we also assume throughout this work. Band de-
generacies in the model arise from an on-site L = 1 orbital multiplet and are lifted by
dispersion on the lattice. Unlike the situation on the honeycomb lattice, here the winding
number around the point nodes is valley-symmetric and the net winding over the com-
posite manifold is compensated by point degeneracies enforced elsewhere in the band
structure. In this situation, regions of momentum space carrying compensating Berry cur-
vatures are spectrally separated. Thus, we can suppress the competing contributions of
the Berry curvature to the anomalous Hall conductance (AHC) by a judicious choice of
chemical potential.
4.1.1 The Coupling Between p-orbitals
We now wish to construct the Hamiltonian that describes the hopping of p-state elec-
trons on a lattice. We begin by deriving the hopping amplitudes between two arbitrary
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p-orbitals separated by d . Any p-orbital can be written as a linear combination of the
real valued orbital harmonic functions Ylm(θ ,φ), with l = 1 and m = −1,0,1. We thus
defined a vector a describing an arbitrary p-orbital as Ψ(θ ,φ) = a · p = a1Y1,1(θ ,φ)+
a2Y1,−1(θ ,φ)+ a3Y1,0(θ ,φ). We imagine breaking up the hopping into its angular and
radial dependence. We can decompose the orbitals into components along d and compo-
nents along n̂: a vector perpendicular to d and in the plane spanned by a and d .
|Ψ1〉= (â1 · d̂12) |Ψd12〉+(â1 · n̂1) |Ψn1〉 (4.13)
and similarly for |Ψ2〉. We then compute the overlap 〈Ψ1| t̂12 |Ψ2〉, where t̂12 is the com-
ponents of the Hamiltonian connecting orbitals at site 1 and 2. The beauty of this decom-
position is that d12 =−d21 and 〈Ψd12|Ψn2〉= 〈Ψd21|Ψn1〉= 0 due to the orthogonality of
the spherical harmonic functions Ylm(θ ,φ). For simplicity we will from now on take d to
point from orbital 1 to orbital 2 and decompose both orbitals along this vector. We thus
have
〈Ψ1| t̂12 |Ψ2〉= (â1 · d̂)(â2 · d̂)〈Ψd1| t̂12 |Ψd2〉+(â1 · n̂1)(â2 · n̂2)〈Ψn1| t̂12 |Ψn2〉 (4.14)
We define σ and π bonding functionals hppσ (d) and hppπ(d) via the overlap integrals
〈Ψd1| t̂12 |Ψd2〉= hppσ (d) and 〈Ψn1| t̂12 |Ψn2〉= (n̂1 · n̂2)hppπ(d) (see figure 4.1(a)). These
are material specific functions that contain information about the dependence of t̂12 on the
distance d between the orbitals. We thus have
(â1 · n̂1)(â2 · n̂2)〈Ψn1| t̂12 |Ψn2〉= (â1 · n̂1)(â2 · n̂2)(n̂1 · n̂2)hppπ(d)
= ((â1 · n̂1)n̂1) · ((â2 · n̂2)n̂2)hppπ(d)
= (â1− (â1 · d̂)) · (â2− (â2 · d̂))hppπ(d) (4.15)
Here we have eliminated n̂ using a1 and a2 and their components along d̂ (see 4.1(b)).





(a) σ and π Bonding (b) p-orbital Vector Decompositions
Figure 4.1: (a) Diagram illustrating σ and π bonding. (b) p-orbital along a1 and its vector
decomposition in the n̂ and d̂ directions. Note the vector identity (a1 · n̂)n̂ = a1−(a1 · d̂)d̂
that allows one to expresses components of a1 along the n̂ direction in terms of a1 and its
components along the d̂ direction.
〈Ψ1| t̂12 |Ψ2〉= (â1 · d̂)(â2 · d̂)hppσ (d)+(â1− (â1 · d̂)) · (â2− (â2 · d̂))hppπ(d) (4.16)
We can now construct the matrix that describes the hopping between p1x , p
1
y , and p
1
z
orbitals of orbital 1 and p2x , p
2
y , and p
2
z orbitals of orbital 2 as
t12 =
 〈p1x | t̂12 |p2x〉 〈p1x | t̂12 |p2y〉 〈p1x | t̂12 |p2z 〉〈p1y | t̂12 |p2x〉 〈p1y | t̂12 |p2y〉 〈p1y | t̂12 |p2z 〉
〈p1z | t̂12 |p2x〉 〈p1z | t̂12 |p2y〉 〈p1z | t̂12 |p2z 〉
 (4.17)
The diagonal elements of t12 are t ii12 = d̂
2
i hppσ (d)+(1− d̂2i )hppπ(d) and the off diagonal
elements are t i j12 = (hppσ − hppπ)d̂id̂ j. Note that px is synonymous with taking a1 =
(1,0,0) and likewise for the other orbitals.
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4.1.2 p-orbital on a Triangle Lattice
We now construct a tight binding model that describes the nearest neighbor hopping be-
tween p orbitals on a triangular lattice. The lattice vectors can be chosen to be a1 =
a(1/2,
√
3/2) and a2 = a(−1/2,
√
3/2) where a is the lattice constant. The Hamiltonian





ĉ†α(r i)ĉβ (r j)tαβ (r i− r j) (4.18)
Here α and β index orbitals px, py and pz on each lattice site i, j, and < i, j > for fixed
lattice site i restricts j to the six nearest neighbor sites of i. Here ĉ†α(r i) and ĉα(r i) are
electronic operators that create and annihilate electrons at position ri in orbital α . Our
system has lattice translation symmetry which makes it advantageous to Fourier transform









tαβ (r i− r j) =
1
N ∑k
eik·(r i−r j)Hαβ (k) (4.19)





ĉ†α(k)ĉβ (k)tαβ (k) (4.20)
We thus identify the Bloch Hamiltonian as Ĥ(k) = ∑
α,β
c†α(k)cβ (k)Hαβ (k). The H11(k)
component of the Bloch Hamiltonian describes hopping between the px orbital on a site i





eirn·k((rn · x̂)2hppσ (a)+(1− (rn · x̂)2)hppπ(a)) (4.21)
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where the vectors connecting site i to its six nearest neighbors are: rn =
a(ℜ[ei(n−1)π/6],ℑ[ei(n−1)π/6]) with n = 1,2,3,4,5,6. While H21(k) describes hopping





eirn·k(hppσ (a)−hppπ(a))(rn · x̂)(rn · ŷ) (4.22)
and likewise for the other elements of the matrix H(k). With the list of vectors N =





i = j, e
irn·k((rn ·Ni)2hppσ (a)+(1− (rn ·Ni)2)hppπ(a))
i 6= j, eirn·k(hppσ (a)−hppπ(a))(rn ·Ni)(rn ·N j)
(4.23)
where Ni is the ith component of N . Note for our 2D system rn · ẑ = 0 and thus Hi3 =
H3i = 0 for all i 6= 3.
































H12(k) = H21(k) =
√










H13(k) = H23(k) = H31(k) = H32(k) = 0 (4.24)
To simplify notation in what follows we have defined tσ = hppσ (a) and tπ = hppπ(a).
For these 2D lattices, we see that the pz orbitals do not overlap with the px or py orbitals
and thus, live in a separate Hilbert space. For this reason we will focus on the px and py
orbitals in what follows.
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Figure 4.2: Lattice model consisting of the interaction between p-states on a triangular
lattice. By perturbing the lattice with external circular polarized light E c a Hall con-
ductance can be induced generating currents J that are transverse to an applied in plane
electric field E and localized to the edge of the sample.
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4.2 Symmetries
We now want to investigate the symmetries of our Hamiltonian and the possibility of
perturbations that would break these symmetries. The absence or presence of these sym-
metries will dictate what terms are allowed or disallowed to contribute to the current
in the system. Here we will be mainly concerned with spatial and time reversal sym-
metries. To see how symmetry operations act on our 3 dimensional Hilbert space, we
need to know how the basis vectors |px〉, |py〉, and |pz〉 transform under spacetime opera-
















|r| . We see that our basis
functions transform under spacetime operations like a vector. There are many spatial
symmetries associated with our triangle lattice. The inversion (Ir =−r) operator acts on
our basis states as Î |px〉=−|px〉, Î |py〉=−|py〉, and Î |pz〉=−|pz〉. Its action on our
basis states thus takes the representation
Î =
 −1 0 00 −1 0
0 0 −1
 (4.25)
Our triangle lattice has three mirror planes at x = 0, y = 0, and z = 0 that act on vectors as
Mx(rx,ry,rz) = (rx,ry,−rz), My(rx,ry,rz) = (rx,−ry,rz), and Mz(rx,ry,rz) = (rx,ry,−rz)
which imply the action on our basis states: M̂i |p j〉 = −δi j |p j〉+(1− δi j) |p j〉. These
actions can represented as
M̂x =
 −1 0 00 1 0
0 0 1
 ,M̂y =
 1 0 00 −1 0
0 0 1
 ,M̂z =
 1 0 00 1 0
0 0 −1
 (4.26)
The triangle lattice also has a six-fold rotation symmetry about an axis perpendicular to

































on our basis states. Note that rotation matrices satisfy Rnθ =Rnθ . Lastly, we are dealing
here with a system of spinless fermions and thus the time reversal operator T = K acts
just like the complex conjugation operator (Sakurai and Commins (1995)).
For a system to have a symmetry its quantum operator must commute with the Hamil-





Ôĉ†α(r i)Ô−1Ôĉβ (r j)Ô−1tαβ (r i− r j) (4.28)
The symmetry operator acts on the vector that indexes the position of the annihilation and
creation operator and, as we have seen above, the orbital basis functions. The action on
the basis functions we denote as matrix components Oαβ . We thus have














Redefining the sum over crystal momentum k→OT k we have







Ôcα(r i)Ô−1 = ∑
k,β
eir i·kOαβ cβ ((OT )−1k) (4.30)
Using this and equations 4.28 and 4.19 we find that ÔĤÔ−1 = Ĥ is equivalent to
Hαβ (OT k) = ∑
δ ,γ
Oαδ Hδγ(k)O−1γβ (4.31)
It is easy to check that our Hamiltonian (equation 4.24) satisfies the above constraint for
O equal to I,Mx,My,Mz, R2π/6, and T with tαβ (r) real. Note that the action of time
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reversals on the crystal momentum of a Bloch electron is T k→−k. This can be seen by
its action on the complex phase eik·r which transforms as Teik·rT−1 =Keik·rK−1 = e−ik·r .
4.3 Eigenstates and Eigenvalues of the Bloch Hamilto-
nian
Here we calculate the zero frequency off diagonal elements of the conductivity tensor for
our system of p-state electrons on a triangular lattice. In order to calculate the current
to first order in the electric field, we need to know the energy eigenstates of our Bloch
Hamiltonian. As mentioned previously, due toMz symmetry, the pz degrees of freedom
decouple from the px and py degrees of freedom (see equation 4.18). We will thus focus
on the Bloch Hamiltonian for the px and py degrees of freedom




















H12(k) = H21(k) =
√




























These matrices satisfy the property σiσ j = δi j+i∑
k
εi jkσk which we will use to diagonalize
the Hamiltonian. We rewrite the Hamiltonian in the form H(k) = ε(k)1+d(k) ·σ with
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dy(k) = 0, (4.36)














The first term in H(k) acts trivially on any vector, whether or not an eigenstate
of the Hamiltonian. We thus focus on the second term and start by computing√
σ ·d(k)σ ·d(k), which by the property above is equal to
√
d(k) ·d(k)1. We thus
see that the eigenvalues of our Hamiltonian are E± = ε(k)±
√
d(k) ·d(k). Whenever
d(k) vanishes in the Brillouin zone the two band eigenstates will become degenerate. For
example, let us look at the ky = 0 line. The eigenvalues are












Degenerate points in the Brillouin zone occur at E1(kx,0) = E2(kx,0) =⇒ k =
(±4π/3a,0) and at kx = ky = 0, independent of tσ and tπ (see figure 4.3(b)). Due
to rotational symmetry, other crossings occur at Rn2π/6k+ for n = 1,2,3,4,5, where
k± = (±4π/3a,0). Note that these occur at the corners of the Brillouin zone, so that
there are just two distinct crossing. We will investigate the representatives at k±. While
the location of these point degeneracies are fixed to high symmetry points in the Bril-
louin zone independent of the coupling between the px and py orbitals, the energy at the
crossing are E(0,0) = 3(tπ + tσ ) and E(k±) = −
3
2
(tπ + tσ ) and can be tuned depending
on the values of tπ and tσ . Plotted in figure 4.3 is the two dimensional band structure in
the full Brillouin zone and along high symmetry lines for a specific lattice with tπ = 1 eV
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and tσ = 0. These degenerate points have interesting topological properties we now will
discuss.
4.4 Topological Charges
Associated to band crossings are topological charges that are defined by a line integral
of the Berry connection in a single band along a contour in the Brillouin zone enclosing
only a single degenerate point: Cn =
∮
An(k) · dk where the berry connection is An =
i〈un(k)|∇k |un(k)〉. This number is topological in the sense that small perturbations that
do not gap the degeneracy point cannot change the value of the point’s charge. We can
expand the triangular lattice’s Hamiltonian to linear order in k around k+






(tσ − tπ) and ε0 = −
3
2
(tπ + tσ ). We will compute the line integral by
taking a circle of radius kr around the crossing point. We will then take the limit at kr→ 0
to ensure that approximating the Hamiltonian to first order in k results in the exact result
for the topological charge. The simplest way to calculate the integral is to use Stoke’s
theorem and integrate the curl of the Berry connection in the interior of the contour.
However, the single band Abelian Berry connection is ill-defined at the degeneracy point.
Eigenstates of the Hamiltonian at this point are linear combinations of a space spanned by
two orthogonal vectors and are not individually uniquely determined. To circumvent this
difficulty, it is best to gap the system with a mass parameter m0 that when added to the
Hamiltonian gaps the degeneracy point. The connection is then well defined everywhere
around k+. One can then use Stoke’s theorem and calculate the integral of the Berry





(∇×An(k)) · n̂d2k =
∫∫
Fn(k)d2k (4.41)
where we have used Fn(k) = ∇×An(k). Then we can take the limit as m0→ 0 to recover
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(a) 3D Band Structure

















(b) Band Structure Along High Symmetry Lines
Figure 4.3: (a)-(b) Band structure for triangle lattice model with tπ = 1 eV and tσ = 0.
Band degeneracies occur at K± = (0,±4π/3a) and at kΓ = (0,0) independent of overlap
integrals tπ and tσ . (b) Bands along high symmetry lines in the triangle lattice Brillouin
zone. Degeneracies occur at the center Γ and corner K and K′ points of the Brillouin zone.
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the original result. It will be seen that the result will be independent of the contour taken
around the point. For simplicity, we will take a circular contour about k+. We introduce
a mass parameter Vm = γm0σy. The Hamiltonian is then Hm0(k++ k) = ε01+ γ(kxσz−
kyσx +m0σy) = ε01+ vi(k)σi, with v(k) = γ(−ky,m0,kx). The eigenvalues are E± =
ε0±|v|. We first calculate the curvature Fn(v) = iεi j∂vi 〈un(v)|∂v j |un(v)〉. For our gapped
Hamiltonian F±(v) = ∓
m0
2|v|3 . One should think of the integral of Fn(k) over a surface
enclosing k+ as integrating the antisymetric two form
F(k) = fkx,kydkx⊗dky + fky,kxdky⊗dkx = fvx,vydvx⊗dvy + fvy,vxdvy⊗dvx (4.42)
Here fkx,ky =− fky,kx and fvx,vy =− fvy,vx . Thus the coefficients transform under coordinate




















For our Hamiltonian, F±(k) = ±
m0
2(k2x + k2y +m20)
3/2 . Integrating F(k) around a surface







. Setting m = 0 we find
the topological charges associated with the upper and lower bands at k+ to be C+± = ±π
independent of kr. Similarly we can expand the Hamiltonian about k−
H(k−+ k)≈ ε01− γ(kxσz− kyσx) (4.44)
We see that the Hamiltonians at k+ and k− only differ by the sign of gamma. The topolog-
ical charge at k+ is independent on the sign of gamma and thus we have C−± =C
+
± =±π .
Next we investigate the point kΓ = (0,0). The linear terms in k vanish and thus we expand
the Hamiltonian to second order in k as
H(kΓ + k)≈ εΓ(k)1+qi(k)σi (4.45)
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where εΓ(k) =−3/4(tπ + tσ )(k2x +k2y−4), q(k) = tΓ(2kxky,0,k2x−k2y), and tΓ = 3/4(tπ−




















and taking m0 → 0 we see that the topological charge at the point kΓ is
CΓ± =∓2π . The value of the topological charge is intimately related to how the bands are
dispersing around the crossing point. Around k± we have H ∼ k, while at kΓ the bands
are parabolic H ∼ k2. This leads to the topological charges being proportional to ±π
and±2π respectively. We will now investigate the relationship between these topological
charges and induced charge currents in the system.
4.5 The Hall Conductance and the Berry Curvature
We will now use equation 4.12 to solve for the off diagonal elements of the 2D con-
ductivity tensor σxy(q,ω) and σyx(q,ω) whose relationship to the induced current can be
found from j indi (q,ω) = ∑
j
σi j(q,ω)Eextj (q,ω). These elements of the conductivity tensor
are called the Hall conductance. There are many contributions to this conductance, but
here we will focus on the τ independent intrinsic contribution to this conductivity at zero
















We will now like to show the relationship between this quantity and the Berry connection




































We see that this contribution to the Hall conductance is equal to the total Berry curvature
weighted by the Fermi distribution factor in each band. For an insulator at zero temper-
ature the occupation function fn(k,µ) equals 0 or 1 depending if the band sits above or
below the Fermi energy. It turns out that the integral of the Berry curvature over a closed
manifold is a multiple of 2π and is called a Chern number. This number is a topological
quantity in the sense that differential perturbations of the system that do not close the bulk
energy gap of the system cannot change its value.
4.5.1 Inducing a Hall Conductance by Breaking Time Reversal Sym-
metry
For a system with time reversal symmetry, fn(−k) = fn(k) and Fn(−k) = −Fn(k) =⇒
σxy = 0 (see section 6.2.1). Thus to induce a quantum Hall response in our system we must
break time reversal symmetry. The simplest way is to add an onsite potential Vs = m0σy
in the basis of |px〉 and |py〉 states. Then H∗(k) 6= H(−k) and time reversal is broken. We
have seen the result of such a perturbation above. It gaps the topological crossing at kΓ
and k±, with the gap size ∆Eg = 2|m0|.
For small m0 the Berry curvature is highly localized near the crossing points. As one
increases the gap the Berry curvature spreads out. We can now calculate the Hall con-
ductance for different chemical potentials µ . In an insulating phase the Hall conductance
44

















Figure 4.4: Gapped band structure for tσ = 0 eV, tπ = 1.0 eV, m0 = 0.25 eV. The size of
the energy gaps at K± and kΓ are equal to 2|m0|.




















Figure 4.5: (a) Berry curvature as a function of crystal momentum along high symmetry
lines in the Brillouin zone for various mass terms and tσ = 0. eV and tπ = 1.0 eV for
the lowest energy band. Berry curvature is localized at the K± with equal magnitude and
sign. As m0 is increased the gap size increases and the Berry curvature delocalizes. (b)
Color map of Berry curvature in Brillouin zone for m0 = 0.5 eV. Localization of Berry
curvature occurs near the K± points. Equivalent kΓ points are marked by black points.
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(tπ − tσ )
<< 1 the Berry curvature is highly localized near the
crossing points k± and kΓ. Figure 4.5 shows the Berry curvature for a lattice with tσ = 0
and tπ = 1 for different m0. For a chemical potential µ = −
3
2
(tσ + tπ) one will pick up
most of the curvature stemming from the linear crossing at k±, while most of the cur-
vature stemming from the crossing at kΓ is Pauli blocked (the location in k-space where
the curvature is peaked is highly localized near kΓ, where for this choice of tπ , tσ and
µ , f (k) = 0 and thus does not contribute to the Hall conductance). As one decreases m0
the value of the Hall conductance for µ = −3
2
(tσ + tπ) will get closer and closer to the
quantized value of two simply gapped C =+π Weyl charges. As the curvature becomes
more and more localized near k± and the curvature contribution from kΓ becomes more




tum spin). This extrapolation is demonstrated in figure 4.6 where the Hall conductance is
plotted with respect to the size of the time reversal breaking mass term m0 for µ = E±.




4.5.2 Topological Edge States
For an insulator a non-zero Hall conductance implies the presence of chiral edge states
at the boundary of the sample. Upon inserting a flux quantum eA(t)/h̄ = 2π/a charge
is pumped from one side to the other side of the flake via bands that are localized at the
edge of the sample. This gives rise to a Hall voltage and thus a Hall conductance. To
see these edge states we solve our Hamiltonian on a ribbon geometry. For certain values
of tσ , tπ , and m0 bulk bands overlap each other and the edge states are hidden; however,
there is still a regime where bulk bands have a well separated energy gap that allows edge
states to appear in the ribbon spectrum. Below we show examples of where this occurs.
For tπ = −tσ the system has a chiral symmetry {C, Ĥ} = 0, so that states come in plus
and minus pairs E±(k) =±E(k), where |E+〉= C |E−〉 (see figure 4.7). As we approach
tσ ∼ 0 keeping tπ fixed chiral symmetry is broken and the edge states start to disperse.
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Figure 4.6: Hall conductance for tσ = 0., tπ = 1.0, and µ = E± as a function of time
reversal breaking mass m0. Black points are numeric calculations. Purple line is an
extrapolation of the numeric calculation to extrapolate m0 ∼ 0. For m0 ∼ 0 curvature
is highly localized near k±. We can expand the Hamiltonian to linear order in k and







, where kr dependence on m0 is
negligible and is a free parameter in the fitting.
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Figure 4.7: Band structures of triangular lattice on an infinite ribbon of finite width for
tπ = 1.0 eV, tσ = −1.0 eV and m0 = 0.5 eV. For these couplings, the Hamiltonian is en-
dowed with an extra chiral symmetry such that the energy eigenvalues come in plus/minus
pairs. States colored in green (red) are localized on the top (bottom) surfaces of the crys-
tal. For these chiral Hamiltonians, chemical potentials within the bulk energy gap do
not cross the Fermi surface leading to vanishing Hall conductance. Furthermore, edge




∣∣∣∣ m0(tπ − tσ )
∣∣∣∣ << 1 and for µ ranging between −32(tπ + tσ )−m0 < µ <
−3
2
(tπ + tσ )+m0 and −m0 +3(tπ + tσ )< µ < m0 +3(tπ + tσ ) the Hall conductance as a
function of chemical potential will be nearly flat. In this regime, if −3
2
(tπ + tσ )+m0 <
−m0 +3(tπ + tσ ), two quantum Hall edge states cross the Fermi surface and other Fermi
pockets contribute negligibly to the conductance. This in turn implies as
m0
(tπ − tσ )
→ 0 we
have a bulk Hall conductance of σxy∼
e2
h
(not counting quantum spin). This will persist in
these limits though the edge states may not be visible in the band structure as bulk bands
can overlap and hide their appearance. This is demonstrated in figure 4.8 which shows the
Hall conductance and ribbon eigenstates for two different sets of couplings. Highlighted
regions denote chemical potentials that give rise to nearly flat Hall conductances. We note
here that if we keep our hopping parameters and look at a different edge termination for
the ribbon (for example projecting onto kx as oppose to ky) we are not guaranteed to see
the edge states.
In real systems a time reversal breaking mass term can be induced in the triangular
lattice by driving the system with an external circular polarized light beam shined at
normal incidence onto the lattice (Phong et al. (2019)). This couples the px and py orbitals
to the pz orbital manifold. It can be shown that integrating out the perturbed pz manifold
leads to an orbital Zeeman field that mimics the time reversal mass term introduced in the
pervious sections. The size of the mass term can be controlled by the frequency of the
external field allowing control over the size and shape of the Hall conductance response.
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Figure 4.8: (a)-(b) Hall conductance as a function of chemical potential and ribbon band structure
for tπ = 1, tσ =−0.5, and m0 = 0.1. Edge states traverse the bulk gap and cross the Fermi surface
for chemical potentials within the shaded regions. Green (red) edge states are localized on the
top (bottom) surfaces of the crystal. Most of the berry curvature is localized to the regions near
K± and kΓ resulting in a nearly flat Hall conductance in these regions. (c)-(d) Similar plots for
tπ = 1, tσ = −0.5, and m0 = 0.5. Here the gap size is larger than in (a) and (b) resulting in the
delocalization of Berry curvature throughout the Brillouin zone. This results in bulk bands having
a larger contribution to the Hall conductance that overall decreases its value in the shaded regions.
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Chapter 5
Spatially Dispersive Currents Linear in
the Electromagnetic Field
Here we will study dispersive currents linear in the electromagnetic field. In order for
dispersive currents to exist, the translation symmetry of the system must be broken. In
condensed matter physics, there are two primary situations where these dispersive cur-
rents arise. The first is simply by probing a homogenous material with an electromagnetic
field that varies in space. The spatial variation in the external field breaks the translation
symmetry of the system and can then induce a spatially dispersive current. This type of
electromagnetic field will have nonzero Fourier components Eextj (q,ω) and the current in-
duced by such a perturbation can be written as Jindi (q,ω) = ∑
j
σi j(q,ω)Eextj (q,ω). How-
ever, for non-homogenous materials spatially varying currents can arise from the spatially
varying dynamics of the electrons in the material itself even when perturbing the system
with a homogenous electromagnetic field. We will study this situation in the context of
lattice defects in bilayer graphene. We will see that spatially varying currents induced by
homogenous electromagnetic fields can give rise to interesting plasmonic dynamics that
can be used in turn to study the inhomogeneities within the material. We will then con-
sider twisted bilayer graphene under the illumination of spatially varying electromagnetic
fields to study spatially varying currents that can give rise to interesting optical proper-
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ties. The relationship between spatially varying currents in the top and bottom layer of
this bilayer system encode the breaking of mirror symmetry in this twisted two dimen-
sional crystal. Differences in the absorption of left and right handed circular polarized
light probe this symmetry breaking and give rise to the property of circular dichroism. I
will show how both situations can be used in experiments to study the dynamics of the
electrons in these two very different, but related systems.
5.1 Bilayer Graphene
Both systems we will study in this chapter derive from two monolayer graphene sheets
stacked on top of each other. Monolayer graphene is a lattice of carbon atoms that are
positioned at the vertices of a honeycomb lattice. This lattice can be described by a
primitive triangular lattice with two atoms, a and b, per unit cell. We choose our triangular
lattice to be spanned by lattice vectors a1 = a{
√
3/2,1/2} and a2 = a{
√
3/2,−1/2}.
Here a ≈ 0.246 nm denotes the graphene lattice constant (Castro Neto et al. (2009)).
We place the a sites at the vertices of the triangles and the b sites at a distance δ 0 =
a{1/
√
3,0} from the vertices.
Bilayer graphene is made up of two monolayer graphene sheets stacked on top of
each other. Depending on how the material is grown or synthesized will result in different
stacking orders. The most energetically favorable structures are called AB and BA stack-
ing. AB stacking is when the a sites of the bottom layer are coincident with the b sites
in the top layer—these atoms have identical in plane x and y positions, but are displaced
from each other in the ẑ direction by d0 ≈ 0.335 nm, the atomic distance between sheets
in a graphene bilayer (Koshino (2013)). BA stacking is when the b sites of the bottom
layer are coincident with the a sites in the top layer. Other stacking configurations can be
found by displacing or twisting the layers relative to each other. These structures form a
family of bilayer graphene materials whose configuration space will be identified below.
To set up our configuration space we imagine placing one layer on top of the other
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(a) AB Stacking (b) BA Stacking
Figure 5.1: Graphic depicting AB and BA stacking. Atoms and bonds connecting nearest
neighbors in the bottom layer are shown in red and in the top layer in blue.
so that the a and b sublattice sites of the monolayer graphene sheets are coincident. This
initial stacking configuration is called AA stacking. We take the origin of our system to
be in between the layers and having an in plane positioning at the location of an a site in
either layer. The bilayer graphene heterostructures we will consider can be described by
a twist angle θ and slip vector ∆. These act on the position of lattice sites via
r→
Rz(θ/2)r +∆/2 r · ẑ > 0Rz(−θ/2)r−∆/2 r · ẑ < 0 (5.1)
Here r is a position vector and Rz(θ) is a rotation about the ẑ-axis. Knowing the an-
gle between the intralayer primitive lattice vectors of the two graphene sheets does not
identify the full lattice registry of the bilayer structure. One must also specify the relative
displacement, or interlayer slip, between the two monolayer graphene sheets. In this work
we will index this displacement by ∆, a vector that describes the magnitude and direction
of the slip of one layer relative to the other.
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5.2 Configuration Space of Bilayer Graphene Structures
Under Slip
Here we will focus on bilayer graphene structures that are displaced from AA stacked
bilayer graphene without any rotational misalignment between the layers θt = 0. This
relative slip of the layers will be described by ∆ whose action on the lattice sites of the
crystal is defined in equation 5.2. If one displaces the layers by a monolayer graphene
lattice vector, a1 or a2, the registry of atoms in each sheet are not changed and thus the
registry of atoms in the bilayer system as a whole is left invariant. Thus, any relative
displacement by ∆Ti = ai moves atoms in the bilayer structure such that their relative
positions are left invariant. Thus, any slipped structure indexed by ∆ will be left invariant
under one of these large relative displacements ∆Ti . We see then that the configuration
space of slipped bilayer graphene structures can be indexed by ∆ taking values on a torus
T∆ spanned by primitive monolayer graphene lattice vectors a1 or a2.
This fundamental ∆-space torus is shown in figure 5.2. Each point in the torus has
coordinates ∆ = {∆x,∆y} and represents a particular bilayer graphene structure whose
relative displacement of each layer is indexed by ∆. The origin is marked by a red point
at ∆AA = {0,0} and represents a structure with an AA stacked lattice registry. AB and
BA stacking is also depicted at points ∆AB = δ 0 and ∆BA = 2δ 0. The configuration space
is a two dimensional torus with same colored edges being identified. As previously men-
tioned, the most energetically favorably stacked structures are AB and BA stacked bilay-
ers, with AA stacking being the least favorable. Saddle points as a function of ∆ in the
stacking energy occur at points marked Si on lines connecting different domains of the
torus. Thus, we see that all bilayer graphene structures without a rotational misalignment


























Figure 5.2: Fundemental torus of stacking structures under slip indexed by ∆. High
symmetry lines are shown in blue, green, and red. Same color edges and the corners of
the rhombus are identified.
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5.3 Domain Walls in Bilayer Graphene
When growing or synthesizing bilayer graphene materials domain walls can form con-
necting regions of the two energetically preferred bilayer structures AB and BA. These
domain walls can be described by a spatially dependent slip vector ∆→ ∆(r). Far from
these walls the lattice registry of the bilayer graphene is either AB or BA. Any wall can be
described by a line on the fundamental ∆-space torus that begins at ∆AB (∆BA) and ends
at ∆BA (∆AB). This line serves as a parameterization of the stacking as one moves across
the domain wall—∆(s) = f (s)x̂ +g(s)ŷ where s parameterizes the the line perpendicular
to the tangent line of the domain wall in real space.
The simplest example of such a domain wall is
∆(x) =








0 < x < L
2δ 0 x > L
(5.2)
where L is the length of the domain wall. This domain wall is shown in figure 5.3a and
the line representing the parameterization is shown in figure 5.3b. This particular wall
has a slip vector that is perpendicular to the tangent line of the domain wall. This results
in a tensile strain field developing across the wall. Another tensile domain wall is shown
in figure 5.3c with a ∆-space parameterization shown in figure 5.3d. These two walls
are distinguished by their parameterization lines. The wall shown in figure 5.3a has the
stacking texture ∆SR in the center of the wall, while the wall in figure 5.3c has an ∆AA
stacking texture in the center of the wall.
In contrast to tensile domain walls, domain walls with shear stresses can also be found
in bilayer graphene. These walls have slip vector fields that are parallel to the tangent line
of the domain wall. Two such walls are shown in figure 5.4a and 5.4c. To keep the
tangent line of the domain wall along the ŷ direction we have rotated our primitive mono-
















































Figure 5.3: (a) and (c) Two different domain walls in bilayer graphene arising from tensile
strain perpendicular to the tangent lines of the walls. (b) and (d) Representation of the




















































Figure 5.4: (a) and (c) Two different domain walls in bilayer graphene arising from shear
strain along the tangent lines of the walls. (b) and (d) Representation of the domain walls
on the ∆-space torus.
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in figure 5.4b and 5.4d. These walls are similar to the ones shown in figure 5.3a and 5.3c
as their ∆-space parameterization lines cross ∆SR and ∆AA stacking textures respectively.
However, one can clearly see that in these walls the slip vector field is in the ŷ direc-
tion, in the domain all region, leading to a shear strain field that develops in the wall. To
demonstrate the tensile and shear domain walls, we have chosen a simple parameteriza-
tion where the slip vector field is linear in the coordinate perpendicular to the tangent line
of the domain wall (∆(r) ∼ x). The domain walls found in experiments have slip vec-
tor fields that are smooth across the domain walls and accurate modeling of these walls
usually is done with a more physically sensible parameterization of the slip vector field.
For example, the type of wall described by equation 5.2 could also be described by a slip
vector field













We also note that real domain walls have lengths on the orders of 10s of nanometers. In
figure 5.3 and 5.4 we have compressed the walls to guide the eye.
5.4 Electron Energetics in Slipped Bilayer Graphene
To describe the dynamics of electrons in slipped bilayer graphene, we start with a minimal
model for the monolayer graphene sheets that make up the bilayer. We work in a tight
binding framework that describes the hopping of pz electrons on the honeycomb lattice.
Most of the long wavelength low energy dynamics of electrons in monolayer graphene can
be captured by a model that just takes into account the nearest neighbor hopping on the
lattice parameterized by the overlap integral and energy 〈pz(r i)| Ĥ |pz(r j)〉= tintra =−2.7





ĉ†α(r i)ĉβ (r j)tαβ (r i− r j) (5.4)
where the sum is restricted to just nearest neighbor atoms |r i− r j| = |δ 0|, ĉ†α(r i) and
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ĉβ (r j) are electron creation and annihilation operators for pz electrons at position r i and
r j on the sub lattice α and β respectively, and tαβ (r i−r j) = t0. We can Fourier transform
the creation and annihilation operators with the phase choice chosen in equation 3.24 and















. The eigenvalues associ-
ated with this Hamiltonian are













Bands come together and touch at two points in the Brillouin zone K = K+ = {0,4π/3}
and K ′ = K− = {0,−4π/3}. One can expand Ĥ(k) in a power series of k around these
points










We see that the dispersion around the crossing point is linear in k and bands resem-
ble those of a 2D Dirac fermion when the degeneracy associated with spin is taken
into account—monolayer graphene has inversion symmetry and time reversal symme-
try, which implies that Bands are at least two fold degenerate throughout the Brillouin
zone for spin 1/2 particles.
We now move on to the band structure and Hamiltonian describing slipped bilayer
graphene systems. We adopted a model that takes into account the coupling between pz
electrons in each of the graphene sheets that make up the bilayer (Koshino (2013)). We
write the Hamiltonian in a basis spanned by the vectors {|Ta〉 , |T b〉 , |Ba〉 , |Bb〉}, where
T (B) indexes the top (bottom) layer and a (b) indexes the sublattice degree of freedom.
The model is a long wavelength low energy effective theory about each of the monolayer
graphene K± points and is parameterized by a slip vector ∆ that describes the relative
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here ξ =±1 and
Ûξ (∆) =
(
uξ (∆) uξ (∆+δ 0)
uξ (∆−δ 0) uξ (∆)
)
(5.9)










. Here γ = 0.32 eV and sets the energy
scale of the coupling between the layers. Let us look at the matrix Ûξ (∆) at some repre-
sentative ∆’s. At ∆AA = {0,0} the bilayer is in an AA stacking configuration. We expect
in this stacking configuration that there would be large coupling between coincident sites.
In this case, both the a sublattice sites in each layer and b sublattice sites in each layer are
coincident and thus we expect large coupling between |Ta〉 and |Ba〉, and |T b〉 and |Bb〉,
and weak couple between all other pairs. Indeed Ûξ (∆AA) = γ1, which only couples the
sites that are coincident. For ∆AB = δ 0 the a site in the bottom layer is coincident with





. While for BA stacking the bottom
layer b site is coincident with the top layer a site and Ûξ (∆BA) = (Ûξ (∆AB))T . For general
stacking all coefficients of Ûξ (∆) are nonzero.
5.5 Band Structures of Slipped Bilayer Graphene Struc-
tures
Now we will study the band structure associated with slipped bilayer graphene structures.
Before the coupling Ûξ (∆) is added to the Hamiltonian, the low energy effective theory
about the K± points of these slipped bilayer graphene structures is just two copies of the
monolayer graphene Hamiltonian, which have a linearly dispersing band structure about
the K+ and K− points. In AB and BA stacking Ûξ (∆) hybridizes the two pairs of Dirac
cones resulting in a quadratic touching point between bands 2 and 3 with an energy gap
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of γ between bands 1 and 2, and 3 and 4 at k = K±. As one displaces away from these
specially stacked bilayers, the other coefficients Ûξ (∆) become non-zero shifting band 2
up and band 3 down in such a way that the bands cross at two points near K+ and K−.
The energy and momentum where these bands cross depends on the shift ∆. Figure 5.5
shows a color plot tracking the absolute value of the energy difference between the de-
generate crossing points near K± across the ∆-space torus. In this approximate theory, for
AA stacked structures the two fold degenerate points degenerate into a line node at zero
energy, while at the saddle points the energy difference between the degenerate cross-
ing points is maximized. Figure 5.6 tracks the separation around both K± of these two
crossing points in momentum space. At each point on the ∆-space torus, a double headed
arrow represents the direction and scaled magnitude of the momentum space separation
of these two crossing points.
Now that we have determined the dispersion relation of Bloch electrons for differently
stacked bilayer structures, we can now use this theory to calculate the dynamics of the
system in response to a perturbing homogenous external electric field by calculating the
conductivity of the system.
5.6 The Optical Conductivity
The easiest way to model the optical conductivity in these domain walls is to associate
every point within the wall with a local conductance σi j(r,ω) that varies as one moves
through the wall. This local conductivity describes the coupling between local charge
densities in the wall and long wavelength external electromagnetic fields E ext(q→ 0,ω).
To calculate σi j(r,ω) we associate to the bilayer at every point a local band structure
described by the local Bloch Hamiltonian in equation 5.8. We can then use equation 4.12
to calculate σi j(r,ω).
Looking at equation 4.12, we see that the current and local conductivity tensor has two
pieces, an intraband and interband contribution. The τ independent intrinsic intraband
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Figure 5.5: Color plot tracking the absolute value of the energy difference between the























Figure 5.6: Diagram depicting separation around both K± of the two, two fold degenerate
points in momentum space. At each point on the ∆-space torus a double headed arrow
represents the direction and magnitude of the momentum space separation of these two
crossing points.
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contribution is divergent at ω→ 0. Its contribution to the current is described by a Drude
weight. The real part of the intrinsic intraband conductivity can be written as































For numeric purposes we calculate the Drude weight for an electron doped system
(µ = 0.1 eV) at finite temperature β = kBT = 0.01 eV. At zero temperature the Drude
weight only has contributions from electronic states on the Fermi surface due to the term
∂ki fn(k) ∼ δ (εn(k)−µ). At finite temperature, these contributions are smeared out near
the Fermi surface. The Dxx(x) and Dyy(x) for walls shown in figure 5.3 (a) and (c) are
shown below. The local Dude weight across two different domain walls is plotted in figure
5.7 and figure 5.8. To show the contrast across the wall the weight has been normalized
to the Drude weight for an AB stacked structure D0 (note that in AB or BA stacking
Dxx = Dyy = D0 by the rotational invariance of the bands near charge neutrality). Large
contrasts as one moves through the wall are due to both the changing of the Fermi surface
contour in the Brillouin zone and the changing of the slope of the bands at the Fermi
surface (vinn(k)∼ ∂kiεn(k)).
This local optical conductivity tensor also has interband contributions arising from in-
terband matrix elements of the velocity operator describing electronic transitions between
states with different electronic band numbers mediated by the electromagnetic field. The
real part of the intrinsic contribution to the interband conductivity can be written as
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Figure 5.7: Normalized Drude weight as a function of slip vector across a domain wall
passing through ∆SR stacking.











Figure 5.8: Normalized Drude weight as a function of slip vector across a domain wall
passing through ∆AA stacking.
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δ (h̄ω + εn(k)− εm(k)) (5.12)
Contributions to this interband conductivity in the Brillouin zone originate from states
at a single crystal momentum whose energy difference is equal to h̄ω . These transi-
tions are picked out by the delta function in the summation. The interband conductivity
ℜ(σ interyy (ω)) for a system in an AB stacking configuration at µ = −0.1eV and T = 0
is plotted in Figure 5.9(a). The steps in the conductivity correspond to points where the
frequency is large enough to allow for electronic transitions between a new set of bands
that for smaller frequencies were disallowed by the Fermi occupation factors fn(k). These
transitions are shown by the colored arrows in figure 5.9(b). The dashed green line repre-
sents the chemical potential. All Bloch states below the line are occupied and no transition
can occur until h̄ω > 2µ eV where transitions from band 2 to band 3 can begin to occur.
This is denoted by the orange arrow in figure 5.9(b) and the orange dashed line in figure
5.9(a). As the frequency is increased, more and more transitions between these bands
become allowed. At h̄ω = γ transitions between a new pair of bands (band 1 and bands 3)
become allowed and the conductivity again has a sharp step-like behavior. This transition
point is denoted by the red arrow in figure 5.9(b) and the dashed line in figure 5.9(a).
Figure 5.9(c) shows the intrinsic optical conductivity for a bilayer in a SR stacking con-
figuration at µ = 0 and T = 0. Again transitions are Pauli blocked till ω > 0.2 eV where
transitions between bands 2 and bands 3 become allowed. All bands for SR stacked struc-
tures disperse linearly in the x̂ and ŷ directions. Electronic transitions between two bands
of a single linear dispersing cone in two dimensions contribute a universal conductance
of ℜ(σ interii ) = πe
2/8h. Here one has two cones per valley and a two fold degeneracy due
to spin and the absence of spin orbit coupling in the model, which leads to a saturation of
the intrinsic interband contribution to the diagonal part of the conductivity for SR stacked
bilayers of ℜ(σ interii ) = πe
2/h as show in figure 5.9(c).
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(a) AB Stacking Conductivity
















(b) AB Stacking Band Structure








(c) SR Stacking Conductivity












(d) SR Stacking Band Structure
Figure 5.9: Diagonal elements of the real part of the optical interband conductivity and
band structures for two differently stacked graphene bilayers. Steps in the conductivity
as a function of frequency are associated to the onset of new allowed optical transitions
denoted by colored arrows and dashed lines.
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The real part of the interband contribution to the conductivity changes locally through-
out the domain walls. However, the general principles shown in the two examples above
apply to all the bilayer stacking configurations found in the ∆-space torus of figure 5.2.
Transition between electronic states in different bands are disallowed by the Pauli block-
ing mechanisms described above and allowed electronic transitions that contribute to the
conductivity can be determined by a chemical potential and by knowledge of where and
at what energy bands cross in the Brillouin zone.
5.7 Scanning Near Field Optical Microscopy
The width of bilayer graphene domain walls are on the order of tens of nanometers (Alden
et al. (2013)). To optically image such a defect in a crystal would naively force one to use
really high frequency light whose wavelength is determined by the light line ω = ck.
Such high frequency light would probe optical transitions far above the ground state
whose character may be insensitive to the stacking order of the crystal which instead pre-
dominantly effects states near the Fermi surface. Scanning near field optical microscopy
(SNOM) is an optical imaging technique that can circumvent these issues.
Instead of coupling the light in vacuum to the electronic degrees of freedom in the do-
main walls, SNOM couples vacuum light to the plasmonic waves in the material and uses
them to probe the dynamics of the electrons in the domain walls. Vacuum light is shined
on an antiferromagnetic metallic tip. The tip couples the light to the plasmonic modes in
the sample one wishes to study. The plasmonic modes are the long lived electromagnetic
excitations within the material. They can be derived by the wave solutions to Maxwell’s
equations in linear media. These wave equations can be solved from knowledge of the
response tensor χνµ that determines the linear relationship between the total four-current
and the total electromagnetic four-potential
















ν − kµkν −µ0χµν (k,ω)
)
Aν(k,ω) = 0 (5.14)
The solutions ω(k) describe the allowed long lived plasmonic modes of the system. Using
the relationship between χνµ (k,ω) and the dielectric tensor, one can show that the solu-
tions are the same as Det(ε(k,ω)) = 0 (Starke and Schober (2017)). In two dimensions,
one must supplement the above equations with constraints that the electromagnetic four-
potential be confined to the extent of a slab the width of the two dimensional material.
Typically in two dimensions near k = 0, ω(k) ∼
√
k (Stern (1967)). This suppression of
wave vector allows one to couple low frequency electromagnetic excitation in a material
to its small scale defects.
After exciting the plasmons in the material, the modes propagate through the material
scattering off defects and inhomogeneities in the sample where the dispersion relation
changes. Some of these scattering events direct plasmons back to the metallic tip. These
waves are scattered from the tip into electromagnetic waves that can then be detected in
the far field. By moving the metallic tip throughout the sample one can image the defects
or inhomogeneities in the crystal.
Different types of domain walls produce different SNOM signals. By calculating the
local conductivity in these different domain walls, one can relate the measured signals
to the different types of domain walls one can have in the bilayer (Jiang et al. (2017)).
The easiest way to image the bilayer domain walls is to apply a potential bias between
the layers of the crystal. This potential bias gaps the quadratic touching point of an AB
or BA stacked bilayer. Near the domain wall there are two types of states that can seep
into the gap and contribute to the conductivity at low frequency. Domain wall states arise
from the evolution of the local band structure as one moves across the domain walls.
These originate from the evolution of the linear crossing points in the ∆-space torus (see
figure 5.5 and 5.6). There are also topological-like states that traverse the valence and
conduction band and are protected by a valley Chern number. Like the canonical Chern
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number, the valley Chern number is defined by an integral of the Berry curvature around
a neighborhood containing either the K or K′ points. In the linearized Bloch Hamiltonian,
this integral is integrated over all space for either χ = 1 or χ =−1. Valley Chern numbers
that change across a domain wall lead to modes localized to the domain wall that traverse
the energy gap and connect the valence and conduction band near the K or K ′ points.
The number of modes is precisely equal to the difference in valley Chern number and due
to time reversal the velocity of the modes have opposite sign in the two valleys. These
states are guaranteed to exist in the absence of intervalley scattering between the K and
K ′ points. These two types of modes can be shown to contribute to large contrasts in
the conductivity in the domain wall which in turn leads to large plasmonic scattering and
large SNOM signal.
5.8 Twisted Bilayer Structures
In the previous sections, we have explored the configuration space of bilayer graphene
sheets with slip vector ∆, but whose layers have no interlayer rotational misalignment
(θt = 0). Now we will discuss what can occur when one rotates one of the graphene
layers relative to the other layer and then performs the displacements between the lay-
ers discussed above. By rotating one layer relative to the other, one can form a twisted
graphene bilayer that is a periodic structure with a commensurate super unit cell larger
than the primitive graphene unit cell. This occurs when Rz(θ)(la1 +ma2) = na1 + pa2
for integers l, m, n, and p. Here Rz(θ) will always denote a counterclockwise rotation
about an axis along ẑ and going through the origin. In this work we focus on a subset of







indexed by integers n and m and consider rotations through axes that pass through the
origin of our coordinate system (Mele (2010)). We note that our choice of initial stack-
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Figure 5.10: (a) Initial configuration of atomic sites in top and bottom layers before twist-
ing the layers (a-sites in blue and b-sites in red). Twist is performed about an axis passing
through a pair of coincident a-sites. (b) Top down view of a θc(1,2) ≈ 21.7◦ twisted
structure (top points are shown in purple, bottom points in green, and coincident sites are
colored in black). Arrows denote superlattice translation vectors A1(θc(1,2)) = a{
√
7,0}
and A2(θc(1,2)) = Rz(π/3)A1(θc(1,2)). This structure has D3 point group symmetry
consisting of two in plane C2 and aR3z symmetries.
ing configuration and choice of axis of rotation are not unique. However, the general
results that follow remain true. In section 5.8.1 we discuss the effects of using different
initial stacking configurations and describe the relationships between them. The com-
mensurate supercell structures formed after rotation will have supercelled lattice vectors
A1(θc(n,m)) and A2(θc(n,m)) that depend on the angle of rotation between the layers.
We also note that the lattice registry of θ and −θ twisted structures are related to each
other byMz, a reflection about a mirror plane that bisects the bilayer.
After rotation by θc(n,m), and without slipping the layers relative to each other, the
resultant twisted bilayer graphene lattice will have point group symmetry D3 or D6.
Figure 5.10(b) shows the lattice of a θc(1,2) ≈ 21.7◦ twisted bilayer and Fig. 5.11(b)
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shows the lattice of a −θc(1,4) ≈ −38.2◦ twisted bilayer. The θc(1,2) structure has
point group symmetry D3. It has supercell lattice vectors A1(θc(1,2)) = a{
√
7,0} and
A2(θc(1,2)) = Rz(π/3)A1(θc(1,2)). Having D3 point group symmetry, the crystal has
two in plane C2 rotation symmetries about axes along the structure’s supercell lattice vec-
tors A1(θc(1,2)) and A2(θc(1,2)) that pass through the origin and a C3z rotation sym-
metry about an axis that also passes through the origin. The −θc(1,4) structure has
point group symmetry D6. It has supercell lattice vectors A1(−θc(1,4)) = a{0,
√
7} and
A2(−θc(1,4)) = Rz(−π/3)A1(−θc(1,4)). Its D6 point group symmetry also includes
two in plane C2 rotation symmetries, but about axes along A1(−θc(1,4)) + A2(−θc(1,4))
and alongRz(π/2)A1(−θc(1,4)) that pass through the origin and a C6z rotation symmetry
about an axis that passes through the point 1/3(A1(−θc(1,4)) + A2(−θc(1,4))). These
two different twisted structures have the same sized unit cells with area V = 7
√
3/2a2 and
in what follows we denote them as partner structures.
5.8.1 Rotational Misalignments Starting from Differently Stacked
Structures
In the previous sections we have focused on twisting about a coincident a-site from layers
with the same in plane atomic registry. Here we show that twisting from a structure in
which a-sites in the top layer are coincident with b-sites in the bottom layer (AB stacking)
is related to the previously discussed procedure of twisting about an axis through an a-
site in an AA stacked structure. As an example, let us twist about an axis through the
origin where an a-site in the top layer is coincident with a b-site in the bottom layer by
an amount θAB = |θc(1,2)|. The structure one finds is related to the originally discussed
θAA =−|θc(1,4)| structure after a rotation byR(−π/6) of the whole bilayer system. The
ellipticity is insensitive to this rotation and so the CD is the same in these two structures.
Likewise, twisting by θAB = |θc(1,4)| is related to the θAA = −|θc(1,2)| structure by a
R(−π/6) of the whole system. Similar relations hold for all other commensurate twisting
angles θc(n,m).
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Now we relate twisting about an axis through a b-site in an AA stacked structure from
twisting from an a-site in an AA stacked structure. We consider twisting by an angle
θBB = ±|θc(1,2)| about an axis passing through a b-site in an AA stacked structure. Its
structure is related to the θAA = ±|θc(1,2)| structure by rotation of the whole system by
π . Again the ellipticity is insensitive to this rotation and the CD of the two structures is
equal. The same is true for θBB = ±|θc(1,4)| and θAA = ±|θc(1,4)|. Similar relations
hold for all other commensurate twisting angles θc(n,m).
5.9 Slip in Twisted Bilayer Graphene Structures
We will now discuss the lattice symmetries associated with slipping one layer relative to
the other in a twisted bilayer graphene structure. Once two layers have been rotated with
respect to one another, there is still freedom to laterally shift the layers relative to each
other. We denote the displacement of one layer relative to the other by ∆—the action of ∆
on a twisted structure is to displace the atoms in the top layer of the bilayer by an amount
∆/2 and in the bottom layer by an amount −∆/2.
For twisted hexagonal bilayers there are two special displacements ∆T that when
followed by a redefinition of the origin return the resultant structure to its original undis-
placed lattice registry. In this way, distinct twisted bilayer structures can be indexed by







2 . These displacements ∆
T are functions of the rotation angle θ , ∆T → ∆T (θ).
Their magnitude scales inversely with respect to the length of the super cell lattice vectors
A(θ) and their directions are along the super cell lattice vectors A(θ) that are associated
with the layer rotational misalignment θ . We use S◦ to denote the rigid shift of the origin
needed to return the lattice sites to their original positions after displacing the bilayer by
∆
T . Unlike the action of ∆ that slips each layer of the bilayer relative to each other, the
action of S◦ is simply to displace both bilayers by an amount S◦. Physical properties of
materials are independent of the location of the origin and thus we identify the original
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twisted structures with those that are then displaced by ∆T . This leads to a finite sized
configuration space for twisted graphene bilayers that is parameterized by a twist angle θ
and slip vector ∆ (note that the twist angle takes values on the compact circle S1).
The two tables below indicate the special displacements ∆T and origin redefinitions
S◦ for four different angles of twist θ . For example, for a twist misalignment of θc(1,2)≈
21.7◦ the ∆-space torus T 2
∆
is defined by vectors ∆T1 = A1(θ(1,2))/|A1(θ(1,2))|2 and
∆
T
2 = A2(θ(1,2))/|A2(θ(1,2))|2. When the twisted θc(1,2) structure is displaced by ∆T1
or ∆T2 the relative positions of the atoms in the bilayer remain the same, but the origin is
shifted by S◦1 = a{0,−
√
27/28} or S◦2 = Rz(π/3)S◦1, respectively.
Geometric Descriptors For Different θc










Supercell Translation A1 = a{
√
7,0} A1 = a{0,
√
7}
A2 =Rz(π/3)A1 A2 =Rz(−π/3)A1





2 = A2/7 ∆
T
2 = A2/7
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Table 5.1: Table showing symmetry parameters for two different commensurate twisted





that So and Sop are valued mod supercell translations A1 and A2, and ∆p is valued mod
∆-space translations ∆T1 and ∆
T
2 .
Different partner structures are related to each other through a special displacement
that can be applied to the layers after twisting. This special displacement, ∆p, when
followed by a rotation Rz(±π/6) of both layers and a redefinition of the origin S◦p can
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Geometric Descriptors For Different θc










Supercell Translation A1 = a{
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√
13}
A2 =Rz(π/3)A1 A2 =Rz(−π/3)A1
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Table 5.2: Table showing symmetry parameters for two different commensurate twisted





that So and Sop are valued mod supercell translations A1 and A2, and ∆p is valued mod
∆-space translations ∆T1 and ∆
T
2 .
transform two differently twisted structures into each other. These partner structures have
the same unit cell area, but different point group symmetry. Crucially, they are not enan-
tiomeric partners and their lattice registry is not related to each other by any mirror sym-
metry. For example take the θc(1,2) twisted bilayer structure. If one displaces the layers
by ∆p(θc(1,2)) = a{0,1/
√
21}, the resultant lattice structure will be equivalent to an
undisplaced −θc(1,4) structure whose lattice has been rotated by Rz(−π/6) and shifted




7}. The optical properties associated with CD
are insensitive to rotations of the full bilayer system and thus, concerning CD, these struc-
tures can be identified, linking the configuration spaces of these two distinct twist angles
θc(1,2) and −θc(1,4) at two points on their ∆-space tori T 2∆ [see FIG. 5.12]. Table 5.2.
identifies the special displacements ∆p and shifts S◦p for two pairs of partner structures.
The ±θc(1,2) and ∓θc(1,4) pair have unit cell area V = 7
√










Figure 5.11: (a) Structure formed by action of ∆p(θc(1,2)) = a{0,1/
√
21} on a twisted
θc(1,2)≈ 21.7◦ bilayer. Origin is marked by center red point. This structure is related to
the−θc(1,4)≈−38.2◦ structure by a−π/6 rotation,Rz(−π/6), and a redefinition of the




7}. (b)−θc(1,4) structure and supercell lattice vectors
A1(θc(1,4)) = a{0,
√
13} and A2(θc(1,4)) = Rz(−π/3)A1(θc(1,4). This structure has
point group symmetry D6 consisting of two in plane C2 and aR6z rotation symmetries.
and ∓θc(2,5) pair have unit cell area V = 13
√
3/2a2.
5.10 Dispersive Currents in Twisted and Slipped
Graphene Bilayers
We now want to discuss some of the optical properties of these bilayer graphene struc-
tures. Materials that respond differently to externally applied left and right handed circu-
lar polarized light have circular dichroism (CD) (Barron (2009)). In these materials, left
and right handed circular polarized light are non degenerate eigenmodes of the system.
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Figure 5.12: Two configuration space tori T 2
∆
. Each torus is defined by two ∆-space
translation vectors ∆T1 and ∆
T
2 that wrap the torus around its two cycles (shown here in
blue and red respectively). Tori are depicted by rhombi whose same colored edges are
identified. Green and purple circles inside the tori indicate high symmetry points that
map to lattices with the same CD and who are found in the configuration space of its
partner’s torus. This mapping is shown here by the dashed double headed arrows that link
the two tori shown at two points separated in delta space by ∆p. The x in the θc(1,2)
∆-space torus denotes a structure with ∆ = a{0.4,0.23} whose ellipticity deviates greatly
from the average ellipticity across the torus. This deviation is plotted as a function of
frequency in green in Fig. 5(c).
78
a phase that tilts its axis of polarization upon transmission through the material. In this
section, we will focus on incident light at absorbing wavelengths. In this regime, CD can
be observed in experiment, either by measuring the difference in absorption of incident
left and right handed circular polarized light or by measuring the ellipticity of light trans-
mitted through the material—materials with CD take incident linearly polarized light and
convert it into elliptically polarized light in transmission. The degree of ellipticity en-
codes the strength of the CD. In order for CD to be nonzero, symmetry requires that the
material has no mirror planes. Due to this symmetry constraint planar two-dimensional
(2D) materials like graphene, whose atoms are confined to a single plane, lack CD.
Layered materials like van der Waals heterostructures have paved a path towards real-
izing strong CD. In these materials, atomically thin layers can be stacked on top of each
other to engineer structures where all mirror symmetries are broken, resulting in nonzero
CD. An example is twisted bilayer graphene, where a generic rotational misalignment
between the layers breaks all the mirror symmetries of the crystal leading to optical re-
sponses that manifest CD.
In bilayer systems, CD arises from a mismatch of optically driven charge currents in
each sheet (Stauber et al. (2018))—locally photoinduced currents in the top sheet of the
bilayer are different than currents induced in the bottom sheet of the bilayer. These charge
currents result in a net in plane magnetization between the layers that is proportional to
the external incident electric field. The nonzero correlation between the average and
difference currents between the two layers is then the manifestation of CD. To calculate
the chiral absorption or ellipticity in these bilayers, one can employ a modified Kubo
formula that encodes this correlation (Morell et al. (2017)).
While the presence or absence of circular dichroism requires the absence or presence
of mirror symmetry, in layered materials the strength of this optical property is highly
sensitive to the details of the relative atomic registry of atoms in each layer. In twisted
bilayer graphene, the atomic registry between layers can be manipulated by controlling
the rotation angle and the relative displacement or slip between each layer. Existing the-
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ories have focused on the former, but not the latter dependence (Stauber et al. (2018);
Morell et al. (2017); Kim et al. (2016)). It is important to note that both the twist angle
and the relative slip between each layer can affect not only the magnitude, but also the
sign of the chiral absorption or ellipticity measured in these heterostructures. However,
in real experiments, when stacking two graphene sheets with a rotational misalignment
between layers, strain fields can develop between the layers so that the relative slip be-
tween layers is spatially varying and can smoothly evolve throughout the material (Brown
et al. (2012)). Measurement of the ellipticity is still strong in these materials, suggesting
that the interlayer slip between layers does not tend to average the CD to zero even in the
presence of these variations (Kim et al. (2016)).








where IR/L(qz,ω) is the absorption of left/right handed circular polarized light with optical
frequency ω and wave vector qz, and σi j are the components of the 2D conductivity tensor.
This optical property is a measure of the transformation of incident linear polarized light
into elliptically polarized light in transmission.
Any optical response that probes CD, like the ellipticity, should be insensitive to
combined rotations of the bilayer about axes along ẑ and should vanish for any mirror
symmetric material. The conductivity tensor that appears in the equation for the ellip-
ticity has components that transform like a rank two tensor. Under a rotation about ẑ,
σi j→ σ ′i j = ∑
kl
Rik(θ)R jl(θ)σkl , σ and σ ′ have the properties σ ′xx +σ ′yy = σxx +σyy and
σ ′xy−σ ′yx = σxy−σyx and as a result the ellipticity, a measure of CD, is insensitive to
rotation of the whole bilayer structure. Likewise, it can be shown that under a mirror op-
eration σxy−σyx→−(σxy−σyx) and thus, for mirror symmetric materials, the ellipticity
vanishes (Fang et al. (2012)).
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In the layered 2D materials considered in this work, the mirror symmetry breaking
necessary for nonzero CD is encoded in the mismatch of atoms in the top and bottom
layer lattices. The spatial separation of the layers is inherently encoded in the materials
response to an optical beam at finite wavelength qz. The qz = 0 component of any optical




Ψθ ,∆(qz,ω) = 0 (5.17)
To calculate the ellipticity for these 2D materials we are then forced to determine σ at
finite qz as CD is probing how local currents in the top and bottom sheets of the bilayer
are different.
To calculate σ (qz,ω) for these two dimensional bilayer materials, we employ a mod-
ified Kubo formula. The standard Kubo prescription would require the material to have
well defined Bloch functions with finite momentum qz. Van der Waals bilayers are ape-
riodic in the ẑ direction and thus these Bloch states are absent. Instead we follow Morell
et al. and expand Ψθ ,∆(qz,ω) to linear order in qz by projecting the current operator onto






εn(k)− εm(k)+ h̄ω + iη
×〈n,k| ĵTi (k) |m,k〉〈m,k| ĵBj (k) |n,k〉 (5.18)






} is the current operator in the top (bottom) layer in
the î direction and PT (B) is the projection operator onto electronic degrees of freedom in
the top (bottom) layer, A is the area of the sample, η is a phenomenological broadening,
|n,k〉 are the Bloch states in band n with energy εn(k) and in plane momentum k, and
fn(k) is the Fermi distribution function. We note that this definition of ĵT (B)(k) takes into
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account both the interlayer and intralayer contributions to the current density in the top
and bottom layers.
This modified response tensor encodes the mismatch of optically driven charge cur-
rents in the top and bottom layers. Broken mirror symmetry implies a distinction between
the dynamics of electrons in the top and bottom layers. The mismatch of current can
be thought of as an in plane magnetization that results in surface currents that are pro-
portional to the external incident electric field (Stauber et al. (2018)). It is this in plane
magnetization that gives rise to the transformation of linear polarized light into ellipti-
cally polarized light in transmission ultimately encoding the CD of the 2D material. We
note that the absence of the separation of layers would deem the separation of these cur-
rents impossible. As d0→ 0 the layer degree of freedom vanishes and aMz symmetry is
restored forcing Ψθ ,∆(qz,ω) and the CD of the system to vanish.
5.11 Optical Ellipticity in Twisted and Slipped Graphene
Bilayers
Here we calculate the ellipticity as a function of frequency for twisted and slipped
graphene bilayer structures. We show that the variation of this optical response with re-
spect to the slip between layers scales with the size of the supercell period of the twisted
bilayer structure. For incommensurate twist angles, the long range physics associated
with incommensurability is limited by the coherence length of electrons in the bilayer and
can be well approximated by the nearest commensurate supercell structure. Most theories
used to describe incommensurate structures use a low energy effective continuum model
for the twisted graphene bilayers (Dos Santos et al. (2007); Bistritzer and MacDonald
(2011)). These cannot distinguish between D3 versus D6 symmetric structures and are
insensitive to displacements between the two graphene sheets. Even within these theo-
ries, calculations of the ellipticity must be accompanied with a well defined projection
onto degrees of freedom in the top and bottom layers whose distinction is sometimes left
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absent. Here we demonstrate that the ellipticity for commensurate twist angles, when
averaged over all structures in the configuration space associated with a given rotational
misalignment, have nonzero value.
We illustrate these effects by using a simple tight binding model taking into account
the pz orbital of electrons in the two graphene layers. We use a nearest neighbor intralayer
coupling strength of tintra = 2.7eV and an interlayer coupling strength that scales with the
distance between electrons in each layer
tinter(r i,r j) = γe−β (|r i−r j|/d0−1) (5.19)
with γ =−0.39 eV and β = 3.
Twisted structures of opposite twist angle are related to each other byMz and should
have opposite ellipticity. Mz flips the sign of the antisymmetric part of σ and thus flips
the sign of Ψθ ,∆(qz,ω). CD is intimately related to chirality. While these structures are
chiral partners and have opposite CD, the sign of the ellipticity changes as a function
of frequency and does not by itself specify the chirality. Figure 5.13. shows a plot of
Ψθ ,∆(qz,ω) for a ±θc(1,3) ≈ ±32.2◦ structure with ∆ = {0,0} showing opposite ellip-
ticity.
The ellipticity as a function of frequency for different slipped structures with a ro-
tational misalignment of θc(1,2) ≈ 21.7◦ and θc(1,3) ≈ 32.2◦ is shown in Fig. 5.14(a)
and 5.14(b). Different curves correspond to different slipped structures all with the same
rotational misalignment, but with different interlayer slip parameters. Shown in red is
the average ellipticity across these θc(1,2) twisted bilayers calculated by integrating the








Here V∆,θ is the area of the ∆-space torus for structures with rotational misalignment θ .
The deviations about the average ellipticity for a given twist angle scale inversely with
the size of the structure’s supercell period. Larger commensurate supercell periods have
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Figure 5.13: Ellipticity for ±|θc(1,3)| twisted bilayers. These structures are chiral part-
ners and have opposite ellipticity. Their lattice registries are related to each other by the
mirror operationMz that flips the sign of the ellipticity in a given twisted bilayer struc-
ture.
smaller ∆-space tori. The smaller the ∆-space torus the smaller one has to slip the layers
to return to the original rotated structure. Likewise, deviations of the ellipticity scale
proportionally with the size of the ∆-space tori. For example, Fig. 5.14(c) and 5.14(d)
show the deviations of the ellipticity for θc(1,2) and θc(1,3) twisted bilayers. The super
unit cell associated with θc(1,3) structures is 13/7 times larger than the super unit cells
associated with θc(1,2) structures. It is clearly seen that the deviations of the ellipticity
of the θc(1,3) twisted bilayers are much smaller than for the θc(1,2) twisted bilayers. In
both cases the deviations ∆Ψ [Fig. 5.14(c) and 5.14(d)] make significant corrections to
the calculated CD and its frequency dependence.
Our results are in agreement with the previous calculations of the ellipticity found in
(Kim et al. (2016); Morell et al. (2017)) who studied CD in twisted graphene bilayers,
but did not consider the affect of slip between the layers. Peaks in the ellipticity spectrum
correspond to resonances where interband transitions occur between pairs of bands from
the top and bottom layers that cross and hybridize (Kim et al. (2016)). This hybridiza-
84
(a)














ψ for θc(1,2)| (b)


































Δψ for θc(1,2)| (d)
Δ 0.12, 0.07}
Δ 0., 0.}

















Figure 5.14: (a-b) Ellipticity as a function of frequency for θc(1,2) and θc(1,3) twisted bilayers.
Different curves correspond to twisted θc(1,2) and θc(1,3) structures whose layers have been
displaced by the action of different ∆. The ten curves in (a) take values monotonically from
∆ = a{0,0} to ∆ = a{0.57,0.33}. While the ten curves for (b) take values from ∆ = a{0,0} to
∆ = a{0.42,0.24}. The average ellipticity Ψ̄θ across the ∆-space torus for θc(1,2) and θc(1,3)
twisted bilayers is shown in red. (c-d) ∆Ψ = Ψθ ,∆ − Ψ̄θ are the deviations from the average
ellipticity for the θc(1,2) and θc(1,3) twisted bilayers shown in (a) and (b). Curves with the largest
deviations are shown in green. Arrows denote the corresponding ∆ in units of a associated with
each green curve. An x in the θc(1,2) ∆-space torus of figure 3 is positioned at ∆ = a{0.4,0.23},
the displacement vector associated with one of the green curves shown in (c). The other green
curve is associated with a ∆ = {0.,0.} structure whose position is marked by the green point in the
same ∆-space torus. Deviations scale inversely with the size of the super unit cell associated with
a certain rotational misalignment between layers. Here θc(1,2) twisted bilayers have a smaller
super unit cell than the θc(1,3) twisted bilayers, and accordingly, the ellipticity in θc(1,2) twisted
bilayers has larger deviations from its average value than the θc(1,3) twisted bilayers.
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tion encodes theMz symmetry breaking necessary for nonzero ellipticity. Without it the
different contributions to the k-space sum in Eq. (5.18) would have to cancel so that Eq.
(5.16) vanishes. Upon hybridization an asymmetry in these contributions is induced ulti-
mately leading to the two fundamental resonances described in (Kim et al. (2016)) having
peak values in the ellipticity with opposite sign. Our results are also consistent with the
restriction of the fundamental domain of θ found in (Kim et al. (2016)). Experiments
showed that unique values of the ellipticity were measured within a domain of θ span-
ning 60◦. Partner structures share equivalent ∆-space tori and are always separated by
60◦. This constrains the average ellipticity to have the property Ψ̄θ = Ψ̄θ+π/3. In the
limit that the rotational misalignment between the layers vanishes, Mz symmetry is re-
stored and the ellipticity vanishes leading to smaller peaks in the CD spectrum for small
angle twisted graphene bilayers as reported in (Morell et al. (2017); Stauber et al. (2018)).
Zero average ellipticity for structures of a given rotational misalignment θ would re-
quire the sum of the ellipticity in Eq. (5.20) over the ∆-space torus associated to θ to
vanish. However, it is impossible to take a twisted bilayer and slip it to attain its chiral
partner. There is no such slip that transforms a structure with rotational misalignment θ
into one with −θ . The ability to do this would allow chiral partners that have equal and
opposite ellipticity to exist in the configuration space of a single ∆-space torus. In experi-
ment, when two monolayer graphene sheets are placed on top of each other smooth strain
fields can form that locally displace the atoms in the bilayer. For slow variations of the
slip vector, these materials can be described by a slip vector field ∆→ ∆(r) that evolves
in space locally sampling structures from the configuration torus associated to a given
angle of rotational misalignment. This provides an explanation for the measurements of
Kim et al. (2016) who, despite a presumable nearly random shift ∆(r), demonstrated that
these structures have strong ellipticity and that the existence of a slip vector field ∆(r) in





Quadratic in the Electromagnetic Field
Here we will study induced DC charge currents that are spatially dispersive and second
order in the external electromagnetic field. We will restrict our study to a first order real
space gradient expansion of the current which in momentum space can be written as:





To evaluate χi jk(ω) we must use equation 3.7 to solve for the zero frequency density ma-
trix, second order in the electromagnetic field, and linear in the momentum q. We can
then trace this contribution to the density matrix over the quantum velocity operator to
find the induced current. For simplicity, we will focus on the contributions to the density
matrix that arise from inter-band transitions and neglect the dependence of the density
matrix on the crystal momentum ∂ki ρ̂ = 0. We will find that some of these terms are
proportional to a quantity that transforms under spacetime rotations like the Berry curva-
ture and thus vanishes for inversion and time reversal symmetric materials. This k-space
functional Ω̃nm(k) encodes the momentum space curvature in the electronic Bloch bands
and can be localized in the Brillouin zone at places where the fluctuations in the phase of
Bloch electrons at nearby k points are large. Spatially dispersive currents proportional to
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Ω̃nm(k) then can be used as a tool for probing this k-space curvature in inversion or time
reversal symmetry broken systems.
6.1 The Quantum Density Matrix First Order in the
Electromagnetic Field and First order in Spatial Gra-
dients
In previous chapters, we have solved for the interband contribution to equation 3.7 at
zeroth order in spatial gradients and first order in the electric field
ρ
(1,0)







Here the first superscript on ρnm(k,ω) refers to the order of the quantity in the external
electric field and the second superscript refers to the order of the quantity in spatial gra-
dients q. In this chapter we will restrict our attention to interband contributions to the





the interband contribution to Lnm(k,ω). We can substitute this quantity into equation 3.7





















































At first order in spatially gradients the wavevector q couples to the velocity matrix ele-
ments v̂ of the Bloch electrons. We see that the introduction of a spatially dispersive field
has led to a new time scales appearing in the system, δ t ∼ 1/q ·v. These time scales enter
the propagator and equation of motion for the density matrix in a similar fashion as the
driving frequency ω , but instead of being a scalar these time scales have matrix character
and are functions of the crystal momenta of the Bloch electrons.
6.2 The Quantum Density Matrix Second Order in the
Electromagnetic Field and Zeroth Order in Spatial
Gradients
The next quantity to solve for is ρ(2,0)nm (k,0), the time independent contribution to the
density matrix that is quadratically proportional to the external electric field. We will use
this and ρ(1,1)nm (k,ω) to eventually solve for ρ
(2,1)
nm (k,0). Keeping terms that are second






















Note that ρ(2,0)nm (k,0) has no time dependence (∂tρ
(2,0)
nm (k,0) = 0), which sends ω → 0 in
equation 3.7 at this order in the electric field and for this DC contribution to the density
matrix. Solving for ρ(2,0)nm (k,0) and substituting in ρ
(1,0)
























Many theoretical expressions have been derived to express charge currents deriving from
the presence of spatially homogenous light excitation to second order in an external elec-
tric field as matrix elements of quantum operators in the Bloch basis (Sipe and Shkrebtii
(2000); Morimoto and Nagaosa (2016); Nastos and Sipe (2006); Bieler et al. (2006);
Parker et al. (2019)). Contributions to these currents deriving from the diagonal elements
of ρ(2,0)nm (k,0) and the unperturbed contribution to the velocity operator are referred to as
injections currents. While currents arising from off diagonal elements of ρ(2,0)nm (k,ω) are
referred to as shift currents.
In velocity gauge where the coupling of the electromagnetic field to Fermionic matter
enters the Lagrangian via a term∼ ∫ dr A(r, t) · j(r, t) it is important to consider matrix el-
ements of the velocity operator that are first order in the electromagnetic potential A(r, t).
The velocity operator, as previously discussed, is defined as υ̂ (t) =
i
h̄
[Ĥ(r̂, p̂, t), r̂]. Ze-
roth order contributions derive from the piece of the Hamiltonian that is unperturbed
by the electric field Ĥ0(r̂, p̂). The matrix elements of v̂(0) =
i
h̄
[Ĥ0(r̂, p̂), r̂] written in
the Bloch basis are v(0)nm(k) =
1
h̄
〈un(k)|∇kĤ0(k) |um(k)〉. First order contributions to
the velocity operator derive from the terms in the Hamiltonian proportional to the ex-




[r̂ ·E ext(t), r̂] and thus vanish and do not need to be considered.
6.2.1 Injection Charge Current
We make connection to the injection current by tracing ρ(2,0)nn (k,0) over the diagonal
elements of the velocity operator vinn(k). We imagine driving the crystal with a field
E (t) = E 0(ω)eiωt +E 0(−ω)e−iωt . This allows us to write a contribution to the current
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as
jindi (0,0) = ∑
j,k
(
χi jk(ω)E indj (ω)E
ind
k (−ω)+χi jk(−ω)E indj (−ω)E indk (ω)
)
(6.8)
Focusing on the first term, we trace ρ(2,0)nn (k,0) from equation 6.7 over the diagonal ele-








R jnm(k)( fm(k,µ)− fn(k,µ))vkmn(k)vinn(k)













R jnm(k)( fm(k,µ)− fn(k,µ))Rkmn(k)vinn(k)











(vinn(k)− vimm(k))( fn(k,µ)− fm(k,µ))R jnm(k)Rkmn(k)
1/h̄(εn(k)− εm(k))−ω + i/τ
(6.9)
Here we have simplified our expression assuming a band and k independent scatter time
τ . We add to this expression χi jk(−ω) and look at the real part of the current as τ → ∞.








k (−ω)(vinn(k)− vimm(k))( fn(k,µ)− fm(k,µ))
× (R jnm(k)Rkmn(k)−Rknm(k)R jmn(k))δ (1/h̄(εn(k)− εm(k))−ω) (6.10)
The injection current is sometimes referred to as a circular photocurrent, as linear po-
larized light cannot lead to an injection current (Sipe and Shkrebtii (2000)). It is also true
that the injection current vanishes for systems with inversion and time reversal symme-




nm(k) =−i(Rinm(k)R jmn(k)−R jnm(k)Rimn(k)) (6.11)






n (k) and thus transforms under spacetime
rotations similar to the Berry curvature F n(k). Time reversal is an antiunitary operator
and can be expressed as a product of a unitary matrix Û and the complex conjugation
operator K̂. For particles with half integer spin, T̂ 2 = −1, and the action of Û on a half
integral spinor is Û = e−iπσy/2 =−iσy. In a many body formalism, this operator is just a
tensor product of spin flip operators that act on each individual particle’s spin degree of
freedom. Note that in any representation Û is independent of a states crystal momentum
and band index and only acts on the states basis vectors.
Time reversal symmetry T puts a constraint on the matrix elements of the dipole
operator. For systems with time reversal symmetry following section 4.2 we have
T̂ Ĥ(k)T̂ −1 = Ĥ(−k). This implies
Ĥ(−k)T |uI(k)〉= T Ĥ(k) |uI(k)〉= εI(k)T |uI(k)〉 (6.12)
Thus T̂ |u(k)〉 is an eigenstate of Ĥ(−k) with eigenvalue ε(k). We can then make the
identification T̂ |u(k)〉= eiφT (k) |u(−k)〉. As mentioned above, the action of time reversal
symmetry on a Bloch state is to complex conjugate the state and flip its spin. Thus,
time reversal acts in this space with the representation T̂ = ÛK, where K is the complex
conjugation operator and Û is a unitary matrix. For odd integer spin, we have ÛT =−Û
such that T̂ 2 = −1. In systems with time reversal symmetry, equation 6.12 constrains
Bloch functions at k and −k to have the property
〈α|un(k)〉= unα(k) = 〈α| T̂ |un(−k)〉eiφ
T







We can now use this relation between Bloch states unα(k) and unα(−k) to put a constraint
on the matrix elements of the dipole operator at k and −k. The off diagonal elements of
the dipole operator satisfy
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m (k)−φTn (k)) (6.14)
Here we used 〈un(k)|um(k)〉 = unβ (k)u∗mβ (k) = 0 for n 6= m and 〈un(k)|∂ki |um(k)〉 =
−(∂ki 〈un(k)|) |um(k)〉. We see that the matrix elements of the dipole operator at k and−k
are related by the phase e−i(φ
T
m (k)−φTn (k)).
Similar arguments can be formulated for systems with inversion symmetry. If a sys-
tem has inversion symmetry, again we have T̂ Ĥ(k)T̂ −1 = Ĥ(−k) such that Î |u(k)〉 =
eiφ
I(k) |u(−k)〉. However, the inversion operator acting on Bloch states simply takes
the representation of some Hermitian operator Ô with the property Ô2 = 1. Similar










m (k)−φTn (k)) (6.15)




nm(k) =−i(Rinm(k)R jmn(k)−R jnm(k)Rimn(k))
=−i(Rimn(k)R jnm(k)−R jmn(k)Rinm(k)) =−Ω̃i jnm(k) (6.16)
We see that systems with inversion and time reversal symmetries Ω̃i jnm(k) = 0 and the
injection current j ind(0,0) in equation 6.10 vanishes. We will see that the interband con-
tribution to dispersive currents quadratic in the electric field and first order in its spatial
gradients are also proportional to Ω̃i jnm(k) = 0 and thus vanish for inversion and time re-
versal symmetric systems.
6.3 The Quantum Density Matrix Second Order in the
Electromagnetic Field and First Order in Spatial
Gradients
Here we will solve for the quantum density matrix ρ(2,1)nm (k,0) that is quadratically pro-
portional to the electric field and expanded to first order in spatial gradients. Here we will
be concerned with the zero frequency and 2q components. This density matrix will be
proportional to a spatially dispersive DC current induced by an external electromagnetic
field with nonzero real space Fourier component at wavevector q. We start by collecting

























































































Two different density matrices contribute to ρ(2,1)nm (k,0). Like the injection current
ρ
(2,1)
nm (k,0) is proportional to ρ
(2,0)
nm (k,0), but has been renormalized by the ratio of two
times scales. One derives from the differences in energy between Bloch bands at k and
the relaxation times τnm(k) and the other is the new time scale arising from the spatial
gradients of the external electric field ∼ 1/q · v. These terms will be clearly proportional
to Ω̃i jnm(k) as they are proportional to ρ
(2,0)
nm (k,0) in a similar fashion as the injection cur-
rent above. The other contribution to the density matrix that enters the expression for
ρ
(2,1)
nm (k,0) is ρ
(1,1)
nm (k,0). We will see that for circularly polarized spatially dispersive
electric fields these terms will also lead to currents proportional to Ω̃i jnm(k). We can now
trace this density matrix over the unperturbed velocity operator to calculate these spatially
dispersive currents.
6.3.1 Spatially Dispersive Photogalvanic Currents
A spatially dispersive photogalvanic current is an induced DC charge current quadrati-
cally proportional to an external electric field. It can be written as












There are two types of photogalvanic effects (PGE). Linear photogalvanic effects (LPGE)
correspond to currents that are symmetric with respect to the interchange of the sign of
ω . While circular photogalvanic effects (CPGE) are antisymmetric with respect to the
interchange of the sign of ω . We can write the total current as












Here Si jk(q,ω) =
1
2
(∆i jk(q,ω,−ω)+∆i jk(q,−ω,ω)) and describes linear photogalvanic
effects, while Ai jk(q,ω) =
1
2
(∆i jk(q,ω,−ω)− ∆i jk(q,−ω,ω)) and describes circular














These are steady state currents and due to charge conservation (∇ · j(r, t) = −∂tρ(r, t))
only their transverse parts can be non-zero as ∇ · j(r, t) must vanish in steady state as
















These have the property that ∇ · j(r, t) = 0. For simplicity we will define χi jk(q,ω) =
1
2




6.4 The Observation of Spatially Dispersive Photogal-
vanic Effects
Spatially dispersive photogalvanic effects have been observed in inversion broken Weyl
semimetals molybdenum tungsten ditelluride (MoxW1−xTe2) and molybdenum ditel-
luride (MoTe2) by measuring a photocurrent induced by circular polarized light prop-
agating along the crystal growth direction (c-axis or ẑ) (Ji et al. (2019)). Bulk MoTe2
has three different crystal phases: hexagonal 2H, monoclinic 1T′ (P21/m spacegroup)
and orthorhombic Td . A phase transition occurs between MoTe2’s centrosymmetric high
temperature 1T′ phase and its low temperature inversion broken Weyl semimetal Td phase
around 250 K (Zhang et al. (2016)). Experiments were performed in both phases and a
spatially dispersive circular photogalvanic effect was only observed in the low tempera-
ture inversion broke Td phase.
To perform the experiment, laser light was passed through a quarter-wave plate into
an objective that focused the light onto a spot in the plane perpendicular to ẑ. By changing
the angle between the polarization of the laser light and the axes of the quarter wave-plate
and by modulating the objective, the polarization of light incident on the material and the
size and position of the spot could be altered. Attached to the material were leads whose
voltages and voltage differences could be measured. Typical photocurrent measurements
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as a function of quarter-wave plate angle, φ , could be fitted phenomenologically as
Jind = JC sin(2φ)+ JL sin(4φ +φ0)+ J0 (6.24)
At φ = π/2 incident light on the material has left circular polarization while at φ = 3π/2
incident light has right circular polarization. JC then is the contribution to the photocur-
rent from circular photogalvanic effects. Its contribution to the current is proportional
to sin(2φ) and its sign at φ = π/2 is opposite to φ = 3π/2. JL is the contribution to
the photocurrent from linear photogalvanic effects, and J0 is the polarization independent
background contribution to the photocurrent. In the inversion symmetric high temperature
1T′ phase the contribution from JC was not observed. Figure 6.1 shows the typical pho-
tocurrent profile measured in this experiment. Here we have chosen φ0 = π/2, J0 = 1µA,
JL = 0.05µA, and have chosen JC = 0.025µA for the blue curve and JC = 0µA for the
orange curve. The photocurrent at φ = π/2 and at φ = 3π/2 is different when JC 6= 0
and there is a circular photogalvanic effect, while the photocurrent at φ = π/2 and at
φ = 3π/2 is the same when JC = 0 and there is no circular photogalvanic effect.
Above we have argued that circular photogalvanic effects at q = 0 can be described
by tracing the quantum velocity operator over the diagonal matrix elements of ρ(2,0)nm (see
equation 6.10). This injection current is homogenous in space and is proportional to the
band resolved Berry curvature Ω̃i jnm(k), which vanishes for inversion and time symmetric
crystals. If the current measured in this experiment was deriving from the electronic pro-
cesses contained in this contribution to the induced current, any inversion broken crystals
would have a non-vanishing injection current described at least in part by equation 6.10.
The Td phase of MoTe2 is inversion broken, but also contains a C2v symmetry that for
circular polarized light along the c-axis would demand that equation 6.10 vanish. Fur-
thermore all three phases of MoTe2 contain a C2v symmetry that forbids any second order
photogalvanic response for normal incident light (Dyakonov (2017); Ganichev and Prettl
(2003); Shalygin et al. (2016)), in contradiction to the experiment’s measurements.
Further experiments were done in which the spot size was moved across the mate-
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Figure 6.1: Typical photocurrent measured in experiment. In the high temperature in-
version symmetric 1T′ phase JC ∼ 0 and no circular photogalvanic effects were observed
(orange). In the low temperature inversion broken Td phase JC 6= 0 (blue).
rial while the location of the leads remained fixed. Such experiments showed that the
sign of JC reversed upon traversing across the sample region. This demonstrated that JC
was dependent on the spatial profile of the incident light. We can describe this spatially
dependent circular photogalvanic effect with equation 6.23 in conjunction with equation
6.18.
Here we focus on the most resonant contributions to the photocurrent. The denomina-
tor in equation 6.18 for ρ(2,1)nm (k,0) is most resonant when n=m. We then focus on current
elements deriving from j ∼ ρ(2,1)nn (k,0)vnn(k). There are then two pieces to the current.
Pieces proportional to ρ(1,1)nm (k,ω) and pieces proportional to ρ
(2,0)
nm (k,ω). We first focus
on those proportional to ρ(2,0)nm (k,0). Looking at equation 6.7 we see that ρ
(2,0)
nm (k,ω) is
most resonant when n = m. Returning to equation 6.18 for ρ(2,1)nm (k,0) we see that these
most resonant terms are proportional to vnn(k)ρ
(2,1)
nn (k,0) similar to the injection current.



























Here we have simplified our expression by assuming a band independent relaxation time
τnm(k) = τ(k). The second piece that is most resonant in the injection current arises from
terms in ρ(2,1)nn (k,0) that are proportional to ρ
(1,1)
nm (k,ω). Looking at equation 6.5 and
equation 6.2 we see that the most resonant terms in 6.5 derive from terms proportional to




























Both terms are proportional to the band resolve Berry curvature Ω̃i jnm(k) and thus van-
ish for inversion and time reversal symmetric crystals; however, the first contribution in
equation 6.25 has no traverse piece being symmetric in the indices s and p in the sum,
where as the contribution in equation 6.26 is antisymmetric. Furthermore, it is readily
seen that only the antisymmetric part of τ(k) contributes to the sum over crystal momen-
tum k in equation 6.26. For inversion broken crystals, this antisymmetric part of τ(k) can
be nonzero.
For the low temperature inversion broken phase of MoTe2, these terms describing the
spatially dispersive circular photogalvanic effect will be present and will contribute to
the measured photocurrent. For the high temperature inversion symmetric phase, these
terms will vanish, allowing only the weakly resonant terms to contribute. Similar terms




terms are not proportional to the band resolved Berry curvature and will be present in
both the high temperature inversion symmetric and low temperature inversion breaking
phases.
6.4.1 sCPGE on a Weyl Semimetal
To extract more fundamental physical insights into the origin of sCPGE, i.e low and high
frequency scaling behavior, and the relation of sCPGE currents to the band resolved Berry
curvature we calculate the transverse CPGE part of the injection current in a generic in-
version broken Weyl semimetal. We start from a Hamiltonian describing a three dimen-





3/2,−3/2〉 the Hamiltonian can be written as
HΓ(k) = ε0(k)1+

M(k) Ak+ 0 0
Ak− −M(k) 0 0
0 0 M(k) −Ak+
0 0 −Ak− −M(k)
 (6.27)
where k± = kx± iky, ε(k) =C0 +C1k2z +C2(k2x + k2y), and M(k) = M0−M1k2z −M2(k2x +





} where two two-fold degenerate bands cross. We add to this Hamiltonian
an inversion breaking term
H ′(k) = L0kz

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 (6.28)
This term couples the two two-fold degenerate bands, forming the Dirac points, splitting
the degeneracy into two Weyl points for each Dirac point located along the ẑ-axis. This




0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
K (6.29)
and thus preserves time reversal symmetry. However, ÎĤ(k)Î−1 6= Ĥ(−k) and inversion
symmetry is broken. Note that
Î =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 (6.30)
as the basis states |P−3/2,±3/2〉 transform like vectors under inversion. The band structure
for this Weyl semimetal is plotted in figure 6.2 along the ẑ-axis for C0 = M0 = L0 = 1
eVa, C1 = 1 eVa2, and M1 = 2 eVa2. Crossing between red and blue bands show where
Weyl points occur.
Calculation of sCPGE for circular polarized light in the x̂ŷ-plane and current collec-
tion along the ẑ-axis suggests that the scaling behavior of the current for a Weyl semimetal







This can be understood as follows: The response function suggests that χzxy(2q) ∼




. The low and high frequency scaling behavior can be rationalized
as follows: in the low frequency regime, due to the Pauli blocking Ω̃(k)v2(k) ∼ 1 with
∆E(k) ∼ k > ω . The dominating expansion term in ω
∆E(k)
is linear in ω , so χzxy(2q) is
linear in ω with slope determined by a k-space integral of ∼ Ω̃(k)v
2(k)
(∆E(k))3
. For the high
frequency regime, the k-space integral can be divided into three parts, determined by two
boundaries k′ and k∗. The first boundary above k′ defines the small k regime where k > k′
and the high frequency scaling Ω̃(k) ∼ 1
k2
with v(k) ∼ k and ∆E(k) ∼ k2 is valid. The
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Figure 6.2: Band structure for Weyl semimetal along the ẑ-axis for model described in
equation 6.27 and equation 6.28 with parameters C0 = M0 = L0 = 1 eVa, C1 = 1 eVa2,
and M1 = 2 eVa2. Crossing between red and blue bands show where Weyl points occur.
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other boundary is determined by ω = ∆(k∗). When k < k∗ the expansion of Γnm(ω) is
still in powers of
∆E(k)
ω




response is dominated by the second intermediate k and large k space integrals. The sec-










for some numerical constants a1, a2, and a3. For our continuum






leading to an overall
integral that scales with ω−2 at large frequency.










with χxyz ∼ ∑k Ω̃(k)v(k)(Γnm(ω)+Γmn(−ω)). Similar arguments show that at large fre-
quency CPGE scales with ω−1 for a Weyl semimetal rather than the ω−2 scaling for
sCPGE currents. Figure 6.3(a) shows χzxy(2q) for a Weyl semimetal for α ′ = 30, β = 1,
β ′ = 1 and varying α = {−20,−10,0,10,20}. Figure 4(b) of Ji et al. (2019) shows
a smiliar calculation of χzxy(2q) for varying chemical potential showing similar trends.
Figure 6.3(b) shows the scaling differences between CPGE and sCPGE currents. At high
frequency sCPGE currents scale at ω−2, whereas CPGE currents scale as ω−1.
104

























Figure 6.3: a) χzxy(2q) for a Weyl semimetal with α ′ = 30, β = 1, β ′ = 1 and varying
α = {−20,−10,0,10,20}. (b)χCPGEzxy with λ = λ ′ = 80 and δ = δ ′ = 10 shown in blue
and χsCPGEzxy withα




In this thesis, I have presented some aspects of spatially dispersive charge currents in
quantum materials. I have shown how electronic dipole mediated transitions between
electronic Bloch states in the Brillouin zone are induced by external electric fields and
lead to electronic charge currents. In chapter 4, we studied spatially homogenous currents
linear in an external electric field in a model of electronic p-states on a triangle lattice.
These currents are generated by electronic transitions between Bloch electrons with the
same crystal momentum. In chapter 5, we moved on to study dispersive currents that are
linear in an external electric field. These currents are mediated by electronic transitions
between Bloch electrons with different crystal momentum. Inherent spatial dispersion in
the electric field or spatial extent of defects in a material can break the translation sym-
metry of the system allowing for these processes to occur and in turn generating spatially
dispersive charge currents. In Chapter 6, we moved on to study spatially dispersive charge
currents that are quadratic in an external electric field. There we saw the coupling of elec-
tronic matter to spatially dispersive fields lead to a new emergent time scale τq ∼ 1/q · v
proportional to the momentum of the perturbing electric field. This investigation led to
the discovery of the spatially dispersive photogalvanic effect.
As was studied in chapter 2, the general coupling between charge currents and elec-
tromagnetic fields enter the action through a term proportional to
∫
drdtJ(r, t) ·A(r, t).
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Expansion of this term in spatially gradients describes the full coupling of spatially dis-
persive currents to spatially dispersive fields. In this document, we have mainly focused
on the approach of calculating spatially dispersive fields from knowledge of the local
charge density. In doing so, we have relied on the understanding of how the charge den-
sity couples to an external potential. Like the current density, the charge density enters
the action through the term
∫
drdtρ(r, t)φ(r, t). Spatially dispersive external fields then
couple to moments of the charge density via
∫









Qi j(t)∂ri∂r jφext(r, t)|r0 +∑
i jk
Oi jk(t)∂ri∂r j∂rkφext(r, t)|r0 + ...
)
(7.1)
where we have defined the induced dipole moment Pi(t) =
∫
drρ ind(r, t)ri, the in-
duced quadrupole moment Qi j(t) =
∫
drρ ind(r, t)rir j, and the induced octopole moment
Oindi jk (t) =
∫
drρ(r, t)rir jrk and where r0 is an arbitrary point. We see that spatially disper-
sive external fields couple to moments of the indcued charge density. Charge conservation
then dictates that these terms also describe the couplings of spatially dispersive fields to
the moments of the current density. Studying the effects of spatially dispersive external
fields can then lead to an understanding of the nature of induced charge moments in a
material.
Most of the spatially homogenous terms in this expansion have been studied. Topo-
logical terms like the polarization in an inversion symmetric topological insulator, the
Hall conductance in a 2D topological insulator, or the axion field in a 3D topological in-
sulator all contribute terms in the action whose value is insensitive to small deformations
of the material. Studying these spatially dispersive terms could likewise give rise to new
topological terms in the action. Already an investigation into the ground state quadrupole
momentum of an insulator has led to the discovery of other new topological invariants
protected by crystal symmetry whose consequence is thought to dictate charged states on
the edges or corners of the material in a similar vein to the chiral edge modes in a 2D Hall
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insulator or the 0-dimensional boundary modes in an inversion symmetric 1D topological
insulator (Benalcazar et al. (2017); Schindler et al. (2018); Wieder et al. (2020)). I hope
in understanding these higher order multipole moments in the effective electrodynamic
action will lead to the discovery of new interesting topological terms and dictate how
they may be calculated and measured.
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