We establish Luzin N and Morse-Sard properties for BV 2 -functions defined on open domains in the plane. Using these results we prove that almost all level sets are finite disjoint unions of Lipschitz arcs whose tangent vectors are of bounded variation. In the case of W 2,1 -functions we strengthen the conclusion and show that almost all level sets are finite disjoint unions of C 1 -arcs whose tangent vectors are absolutely continuous.
Introduction
For C 2 -smooth functions v : Ω → R, defined on an open subset Ω of R 2 , the classical MorseSard theorem [21] , [26] (see also [11] or [13] ) guarantees that
where L 1 is the 1-dimensional Lebesgue measure on R and Z v is the critical set of v, Z v = {x ∈ Ω : ∇v(x) = 0}. Whitney demonstrated [27] that the C 2 -smoothness condition in the above assertion cannot be dropped. Namely, he constructed a C 1 -smooth function v : (0, 1) 2 → R for which the set Z v of critical points contains an arc on which v is not constant (subsequently called a Whitney arc).
However, some analogs of Sard's theorem are valid for the functions lacking the required smoothness in the classical theorem. Although (1) may be no longer valid then, A. Ya. Dubovitskiȋ [10] obtained some results on the structure of level sets in the case of reduced smoothness (also see [4] ).
Another Sard-type theorem was obtained by A.V. Pogorelov (see [24, Chapter 9 , Section 4]): For a function v ∈ C 1 (Ω) on a plane domain Ω, the equality (1) holds if for any linear map L : R 2 → R the sum v(x) + L(x) satisfies the maximum principle (see also [15] for another proof of this result). In particular, the equality (1) holds if the gradient range ∇v(Ω) has no interior points (see also [15, 17, 16] ).
Another direction of the research was the generalization of Sard's theorem to functions in Hölder and Sobolev spaces (for example, see [4, 8, 12, 14, 22] ). In particular, De Pascale (see also [12] ) proved that (1) holds when v ∈ W 2,p loc (Ω) for p > 2. Note that in this case v is C 1 -smooth by virtue of the Sobolev imbedding theorem, and so the critical set is defined as usual.
In the paper [6] it was proved that for functions v ∈ W 2,p loc (R 2 ) with p > 1 there are no Whitney arcs.
Landis [19] proved that the equality (1) holds if v : Ω → R is a difference of two convex functions (sometimes called a d.c.-function), a result which answered a question raised previously by A.V. Pogorelov. D. Pavlica and L. Zajíček [23] presented the detailed and modern proof of the Landis result. Moreover, they proved in [23] that the equality (1) holds for Lipschitz functions v ∈ BV 2,loc (Ω), where BV 2,loc (Ω) is the space of functions v ∈ L 1 loc (Ω) such that all its partial (distributional) derivatives of the second order are R-valued Radon measures on Ω.
In this paper we extend the last result to the case of any BV 2 -function defined on a planar domain (without the additional Lipschitz assumption, see Theorem 3.1). Moreover, as we understand the critical set in a wider sense than in [23] , our result is also an improvement in the Lipschitz case. More precisely, in [23] the critical set is defined as the set of points x, where v is (Frechet-)differentiable with total (Frechet-)differential v ′ (x) = 0. But it is known [9] (see also Lemma 3.2 below) that in general a function v ∈ BV 2,loc (Ω) admits a continuous representative which is differentiable outside an at most H 1 -σ-finite (rectifiable) set, and that has "half-space differentials" H 1 -almost everywhere. We include in the critical set Z v the points x ∈ Ω such that one of the "half-space differentials" is zero at x.
Our main result, contained in Theorem 2.1 and Corollary 2.2, is to establish the Luzin Nproperty with respect to H 1 for BV 2 functions on plane domains. More precisely, we show that if v is BV 2 on the open domain Ω ⊂ R 2 , then for any ε > 0 there exists δ > 0 such that for all subsets E ⊂ Ω with H 1 ∞ (E) < δ we have Ł 1 (v(E)) < ε. In particular, it follows that Ł 1 (v(E)) = 0 whenever H 1 (E) = 0. So the image of the exceptional "bad" set, where neither the differential nor the half-space differentials are defined, has zero Lebesgue measure. This ties nicely in with our definition of the critical set and our version of the Morse-Sard result for BV 2 -functions on the plane.
Finally, using these results we prove that almost all level sets of BV 2 -functions defined on open domains in the plane, are finite disjoint unions of Lipschitz arcs whose tangent vectors have bounded variations (Theorem 5.1 and Corollary 5.2). In the W 2,1 -case we can strengthen the conclusions and show that almost all level sets are finite disjoint unions of C 1 -arcs whose tangent vectors are absolutely continuous functions (Theorem 4.1 and Corollary 4.2).
After this work was completed we learned that [1] have also recently established the MorseSard property for W 2,1 functions on the plane.
Preliminaries
Throughout this paper Ω denotes an open subset of R 2 . By a domain we mean an open connected set. For a general subset E ⊂ R 2 , we let Cl E stand for its closure, and ∂E for its boundary.
For a distribution T on Ω denote by D i T , i = 1, 2, the distributional partial derivatives of T , and write DT = (D 1 T, D 2 T ). For R-valued and R 2 -valued Radon measures µ we denote by µ the total variation measure of µ. The space BV(Ω) is as usual defined as consisting of those functions f ∈ L 1 (Ω) whose distributional partial derivatives D i f are Radon measures with D i f (Ω) < ∞ (for detailed definitions see [7] ). As a consequence of Radon-Nikodym's theorem we have for any f ∈ BV(Ω) the polar decomposition of the distributional derivative 
It is known (see [20] ) that each function v ∈ BV 2 (Ω) has a continuous representative, and subsequently we shall always select this representative when discussing
We write v BV instead of v BV(R 2 ) . For a Lebesgue measurable set F ⊂ R 2 and a point x ∈ R 2 we use the following notation:
Here L 2 is the Lebesgue measure on R 2 . Denote by
where
Recall that for any function f ∈ BV(U), where U is an open set in R 2 , the coarea formula
holds (see [7] ).
2 On images of sets of small capacities under BV 2 functions on the plane.
The main result of this section is the following Luzin N-property for BV 2 -functions:
. Then for any ε > 0 there exists δ > 0 such that for any set
Fix a function v ∈ BV 2 (R 2 ). To prove the above results we need some preliminary lemmas.
Lemma 2.3. For any ε > 0 there exists δ > 0 such that for any set
Proof. This is a consequence of the Coarea formula.
Lemma 2.4. For each f ∈ BV(R 2 ) and for any ε 0 > 0 there exists a pair of functions
Proof. The proof is similar to the proof of Theorem 3 in [7, §5.9] . Fix K > 0 and denote
.2] for the Sobolev case). Then by the coarea formula
Consequently
ε 0 for sufficiently large K.
Corollary 2.5. For any ε 0 > 0 there exists a pair of functions
By interval we mean a square with the sides parallel to the coordinate axis.
Lemma 2.6 (see, for example, [20] ). Let I ⊂ Ω be an interval of the size ℓ(I). Then
where C does not depend on I, v.
Lemma 2.7 (see also [5] ). Denote by C the collection of all functions of the form
where 1 Ω is the indicator function of the set Ω and Ω is a bounded domain in R 2 with a smooth boundary ∂Ω. If f ∈ BV(R 2 ) and
then there exists a sequence of functions f i : R 2 → R such that f i → f almost everywhere, and each f i is a convex combination of functions from C ∪ (−C).
Proof. We may assume without loss of generality that
(see the proof of Lemma 2.4). Since each function from BV(R 2 ) can be approximated by functions from
, we may also assume without loss of generality that
For a parameter δ < 1 consider f δ = f + g + c, where c is a constant and g : R 2 → R is a linear function with small norm such that
(iii) all the critical values of the function f δ are irrational numbers and they are regular in the sense of Morse theory, (iv) for each rational t > δ we can decompose the preimage as
where Ω i are bounded smooth domains, and
Then the function h : [δ, M + 1] → R, defined by the formula
is continuous, and hence in particular integrable in the Riemann sense. By (i) and by the Coarea formula we get
In view of the definition of the Riemann integral we have for sufficiently large k ∈ N that
Let
and consequently by (13) ,
Formulas (12), (14) and (16) give the required assertion.
Definition 2.8. Let µ be a positive measure on R 2 . We say that µ has property ( * ) if µ is absolutely continuous with respect to Lebesgue measure (so µ(I) = I g(x) dx, where g ∈ L 1 (R 2 )) and
for any interval I ⊂ R 2 .
Lemma 2.9. If f ∈ BV(R 2 ) and µ has property ( * ), then
where C does not depend on µ, f .
Proof. Because of Lemma 2.7 and the Fatou lemma, it is sufficient to bound ϕ dµ for the functions of the form ϕ = 1
where Ω is a bounded domain in R 2 with a smooth boundary ∂Ω.
Obviously Ω ⊂ I, where I is an interval of size
as required.
and µ is a measure with property ( * ), then
By a dyadic interval we understand a square of the form [
2 m ], where k, l, m are integers. The following assertion is straightforward, and hence we omit its proof here. Lemma 2.11. For any bounded set F ⊂ R 2 where exist dyadic intervals I 1 , . . . , I 4 such that
Proof of Theorem 2.1. Fix ε 0 > 0 and take a decomposition ∇v = f 0 + f 1 from Lemma 2.5. If δ from the conditions of Theorem 2.1 is sufficiently small, we may write
where {I α } is a collection of dyadic intervals satisfying
(see Lemma 2.11). Define
Thus I α ∈ F for each α. Denote by F * = {J β } the collection of maximal elements of F . Clearly
and since dyadic intervals are either disjoint or contained in one another, the {J β } are mutually disjoint. It follows that
Observe also that for any dyadic interval Q ⊂ R 2 ,
We used here that if J β ⊂ Q for some β, then either J β = Q or Q ∈ F (because J β is maximal); and in both cases (23) holds. Define the measure µ by
Claim.
48
µ has property ( * ).
Indeed, write for a dyadic interval Q,
where we invoked (23) and the fact that Q ⊂ J β for at most one β. Then for any interval I we have the estimate µ(I) ≤ 48ℓ(I) (see Lemma 2.11) . This proves the claim. Now return to H 1 v(E) . From (21) we get
Given ε 0 > 0 it follows from the conditions of Theorem 2.1 and using Lemma 2.3 and inequality (22) that if δ > 0 is sufficiently small, then we may assume
By Lemma 2.6 and properties (5)- (7), (19) 
Since ε 0 may be taken arbitrary small, it follows that Theorem 2.1 is proved.
Sard-type theorem
Before stating the main result of this section we shall define our notion of critical set for v ∈ BV 
and note that Cl M E ε does not depend on the particular representative we use for ∇v when defining E ε . Define
Cl M E ε , and Z 1v = {x ∈ Ω : v is differentiable at x and v ′ (x) = 0}, where we refer to the continuous representative of v alluded to in the introduction (see also Lemma 3.2 below). The critical set for v is the union
The proof of Theorem 3.1 splits into a number of lemmas. Further we may assume, without loss of generality, that Ω = B(0, 1) ⊂ R 2 and v ∈ BV 2 (Ω). We require the following known result about differentiability properties of BV 2 -functions.
Lemma 3.2 (see [9] , Theorems B and 1). We can choose the Borel representative of ∇v such that there exist a decomposition
1 with the following properties:
Observe that by our definitions the inclusion
holds.
Lemma 3.3 ([3]
). For any Lebesgue measurable set F ⊂ R 2 with H 1 (∂ M F ) < ∞ there is a finite or countable family {F i } i∈I and a set T ⊂ R 2 with the following properties:
Proof. See Proposition 3, Theorems 1 and 8 (together with the subsequent remark) from [3] . functions By a cycle we mean a set which is homeomorphic to the unit circle S 1 ⊂ R 2 . Now the purpose of the section is to prove the following result.
. Then for almost all y ∈ R the preimage v −1 (y) is a finite disjoint family of C 1 -cycles S j , j = 1, . . . , N(y). Moreover, the tangent vector to each S j is an absolutely continuous function.
Invoking extension theorems for Sobolev spaces (see, for example, [20] ), we obtain the following:
2 is a bounded domain with a Lipschitz boundary and v ∈ W 2,1 (Ω). Then for almost all y ∈ R the preimage v −1 (y) is a finite disjoint family of C 1 -curves Γ j , j = 1, . . . , N(y). Each Γ j is a cycle or it is a simple arc with endpoints on ∂Ω (in case of the latter, Γ j is transversal to ∂Ω). Moreover, the tangent vector to each Γ j is an absolutely continuous function.
Lemma 4.3. For any α ∈ (0, 1), a ball B(x, r) ⊂ R 2 and for any Lebesgue measurable set
holds, where c α depends on α only.
Proof. Because of coordinate invariance it is sufficient to prove the estimate for the case Ω = B(0, 1) = B(x, r). By results of [20] for any u ∈ W 2,1 (Ω) the estimate
holds, where p(·) is a continuous seminorm in
It is easy to check that p α satisfies the above conditions. Fix a measurable set E ⊂ Ω with Ł 2 (E) ≥ α and take For functions v ∈ W 2,1 (R 2 ) the set K v from Lemma 3.2 is empty (see the proofs in [9] ), so we have the following result. Lemma 4.4 (see also Theorem 1 in [7] , §4.8). We can choose the representative of ∇v such that there exists a set A v ⊂ R 2 with with the following properties:
(i.e., v is differentiable at x); (iii) for any ε > 0 there exists an open set U ⊂ R 2 such that Cap 1 (U) < ε, A v ⊂ U, and ∇v is continuous on R 2 \ U.
Further we fix the above representative of ∇v. Here (see, for example, [7, §4.8] ) Cap 1 denotes the 1-capacity defined for any E ⊂ R 2 as
The 1-capacity has the following simple description. There is a constant C 0 > 0 such that for any set E ⊂ R 2 the inequalities
hold. 
Using Vitali's covering theorem (see [7] ) and that D 2 v is absolutely continuous with respect to Ł 2 (recall that v is W 2,1 ) it is easy to prove that for each fixed δ > 0,
So we can choose a sequence ρ j > 0 such that
holds. Denoting
It follows from the proof of Theorem 1 in [7, §4.8] that there exists a sequence of mappings
such that for the sets
we have
Take a sequence of open sets
Then from above formulas (33)-(35) and Lemma 4.3 we obtain that there exist a function ω : (0, +∞) → (0, +∞) such that ω(δ) → 0 as δ ց 0 and for all k ∈ N and for any pair
hold. Then the assertion of Lemma 4.6 follows from the last estimates, the convergence (36), and from the classical Whitney extension theorem (see, for example, [7, Theorem 1 of §6.5]).
Using Theorems 2.1, 3.1 and Lemma 4.5 we can reformulate the last lemma in the following way. 
The last corollary and Lemma 4.4 easily imply the statement of Theorem 3.1.
Application to the level sets of BV 2 functions
The main goal of this section is to prove the following result.
Theorem 5.1. Suppose v ∈ BV 2 (R 2 ). Then for almost all y ∈ R the preimage v −1 (y) ∩ Ω is a finite disjoint family of cycles S j , j = 1, . . . , N(y). Moreover, the variation of the tangent vector to each S j (i.e., the integral curvature of Γ j ) is finite.
2 is a bounded domain with a Lipschitz boundary and v ∈ BV 2 (Ω). Then for almost all y ∈ R the preimage v −1 (y) is a finite disjoint family of Lipschitz curves Γ j , j = 1, . . . , N(y). Each Γ j is a cycle or it is a simple arc with endpoints on ∂Ω (in the last case Γ j is transversal to ∂Ω). Moreover, the variation of the tangent vector to Γ j (i.e., the integral curvature of Γ j ) is finite.
Curves of this kind are called curves of finite turn and they have been systematically studied in [2] and [25] .
, ν(x) be objects defined in Lemma 3.2.
Lemma 5.3. For almost all y ∈ v(R 2 ) the following assertions are true:
Proof. (i) follows from Theorem 2.2.
(ii) follows from Theorem 3.1.
(iii) follows from the classical one dimension version of the Sard theorem applied to the restriction v| L i (see the assertion (ii), (iv) of Lemma 3.2 ); (iv) follows from (iii); (v) follows from the Coarea formula.
By connectedness (without additional terms) we mean connectedness in the sense of general topology.
Lemma 5.4 (see, for example, Lemma 2.2 in [16] ). Let Ω ⊂ R 2 be a domain that is homeomorphic to the unit disc and let G ⊂ Ω be a subdomain of Ω. Then for each connected component Ω i of the open set Ω \ Cl G the intersection Ω ∩ ∂Ω i is connected.
Lemma 5.5 (see, for example, [3] ). Suppose K is a compact connected set in R 2 and
By arc we mean a set which is homeomorphic to an interval of the straight line. To prove the second statement suppose that z ∈ C \ S. Take a maximal arc J 2 in C containing z. By the above arguments this arc generates a cycle S 2 = S, S 2 ⊂ C. Proof. Suppose y ∈ R satisfies (i)-(v) of Lemma 5.3 and a connected component C of v −1 (y) is not a cycle. Then by Lemma 5.7 the set R 2 \ C has more than two connected components. By results of [18] this is possible only for at most countable many values of y.
We need the following classical estimate and its corollary: Lemma 5.9 (see, for example, Lemma 1 of §4.8 in [7] ). There exists the constant C 5 > 0 such that the estimate holds.
Corollary 5.10. The estimate
Lemma 5.11. For any ε > 0 there exists a compact set F ε ⊂ v(R 2 ) and constants δ 1 , δ 2 > 0 such that H 1 (v(R 2 ) \ F ε ) < ε and for all y ∈ F ε the preimage v −1 (y) satisfies the properties (i)-(v) from the Lemma 5.3 and the following additional conditions:
(vi) for all x ∈ v −1 (y) ∩ G v the estimates δ 1 > |∇v(x)| > δ 2 hold; (vii) each connected component of the set v −1 (y) is a cycle. 
By the coarea formula
where the last estimate follows from condition (vi) of Lemma 5.11. Consequently there exists a constant C 7 such that Var(∇v i , S j (y)) dy ≤ C 7 ,
where Var(∇v i , S j (y)) is the variation of ∇v i on S j (y). From (37) and the properties (i), (iv) of Lemma 5.3 it is easy to deduce that Var(∇v, S j (y)) ≤ lim inf i→∞ Var(∇v i , S j (y)), Var(∇v i , S j (y)) dy ≤ C 7 .
Let τ denote the tangent vector to S j (y). By straightforward geometric considerations we have 2π ≤ Var(τ, S j (y)) ≤ δ 1 (δ 2 ) 2 Var(∇v, S j (y))
From the last two formulas we deduce that N(y) < ∞ and
Var(τ, S j (y)) < ∞ for almost all y ∈ F ε .
