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Abstrak 
Restricted boltzmann machines (RBM) merupakan algoritma pembelajaran jaringan syaraf tanpa pengawaas 
(unsupervised learning) yang hanya terdiri dari dua lapisan yang visible layer dan hidden layer. Kinerja RBM sangat 
dipengaruhi oleh parameter-parameternya seperti fungsi aktivasi yang digunakan untuk mengaktifkan neuron 
pada jaringan dan learning rate serta momentum untuk mempercepat proses pembelajaran. Pemilihan fungsi 
aktivasi yang tepat sangat mempengaruhi kinerja dalam menentukan Mean Square Error (MSE) pada jaringan saraf 
RBM. Fungsi aktivasi yang digunakan pada jaringan RBM adalah fungsi aktivasi sigmoid. Beberapa varian dari 
fungsi aktivasi sigmoid seperti fungsi sigmoid biner dan sigmoid tangen hiperbolik (tanh). Dengan menggunakan 
dataset MNIST untuk pembelajaran dan pengujian, terlihat bahwa tingkat keberhasilan untuk klasifikasi pada 
fungsi aktivasi sigmoid biner, ditentukan oleh nilai MSE yang kecil. Berbeda dengan fungsi aktivasi tangen nilai 
MSE menaik seiring bertambahnya jumlah epoch. Fungsi aktivasi sigmoid biner dengan learning rate 0.05 dan 
momentum 0.7 memiliki tingkat pengenalan tulisan tangan yang tinggi sebesar 93.42%, diikuti dengan learning 
rate 0.01 momentum 0.9 yakni 91.92%, learning rate 0.05 momentum 0.5 yakni 91.31%, learning rate 0.01 
momentum 0.7 sebesar 90.56% dan terakhir learning rate 0.01 momentum 0.5 sebesar 87.49%. 
Kata Kunci: Jaringan Saraf, Mean Square Error (MSE), Restricted boltzmann machines (RBM). 
 
Abstract  
Restricted Boltzmann Machines (RBM) is a neural network unsupervised learning algorithm which only consists of two 
layers of the visible layer and the hidden layer. RBM performance is strongly influenced by parameters such as the 
activation function that is used to activate neurons in the network and the learning rate and momentum to accelerate 
the learning process. Selection of the activation function corectly very influence the performance in determining the 
Mean Square Error (MSE) on RBM neural network. Activation function that is used on RBM network is the sigmoid 
activation function. Several variants of the sigmoid activation function like binary sigmoid and sigmoid hyperbolic 
tangent (tanh). By using datasets MNIST for learning and testing, it appears that the success rate for the classification 
of the binary sigmoid activation function, is determined by the value of MSE is small. Unlike the tangent activation 
function MSE ascending of rising number of epoch. Activation function binary sigmoid with the learning rate of 0.05 
and momentum 0.7 has a recognition rate of handwriting a high namely 93.42%, followed by the learning rate 0.01 
momentum 0.9 namely 91.92%, for learning rate 0.05 momentum 0.5 namely 91.31%, learning rate 0.01 and 
momentum 0.7 is 90.56% and the last learning rate 0.01 and momentum 0.5 namely 87.49%. 
Keywords: Neural Network, Mean Square Error (MSE), Restricted boltzmann machines (RBM). 
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PENDAHULUAN  
Penelitian tentang jaringan saraf 
tiruan atau artificial neural network (ANN) 
dengan menggunakan algoritma Restricted 
Boltzmann Machines (RBM) (Smolensky, 
1986) telah banyak dilakukan. 
Kemampuan dalam meningkatkan 
pengolahan pada chip seperti GPU, 
meningkatkan kecepatan proses 
pembelajaran RBM untuk ukuran data 
yang sangat besar. 
RBM merupakan metode 
pembelajaran jaringan saraf tiruan tanpa 
pengawasan (unsupervised learning) 
dengan menggunakan arsitektur jaringan 
berulang (recurrent network) yang hanya 
terdiri dari dua lapisan yakni lapisan 
terlihat (visible layer) dan lapisan 
tersembunyi (hidden layer). RBM telah 
diterapkan untuk penyelesaian berbagai 
masalah seperti klasifikasi (Ahmed et al, 
2008; Bengio et al, 2007; Larochelle et al, 
2007; Ranzato et al, 2007; Lee et al, 2009), 
pemodelan tekstur (Osindero et al, 2008), 
pemodelan gerak (Taylor et al, 2007; 
Taylor et al, 2009), pengambilan informasi 
(Ranzato et al 2008; Salakhudinov et al 
2007; Torralba et al, 2008), robotika 
(Hadsell et al, 2008), dan pengenalan pola 
seperti pengenalan tulisan tangan angka 
(Susilawati, 2017). Dari hasil penelitian 
tersebut diperoleh kesimpulan awal 
bahwa algoritma RBM dapat 
diimplementasikan pada berbagai 
masalah.  
Fungsi aktivasi sangat berperan 
dalam mengaktifkan setiap neuron pada 
jaringan saraf tiruan serta menentukan 
keluaran dari suatu jaringan saraf tiruan. 
Pilihan fungsi aktivasi yang dapat 
digunakan dalam metode RBM seperti 
fungsi sigmoid biner dan tangen hiperbolik 
(tanh). Pemilihan fungsi aktivasi yang 
tepat tentunya akan mempengaruhi 
kinerja jaringan RBM, seperti dalam hal 
kecepatan pemrosesan data dan tingkat 
keakuratan hasil yang diperoleh (Hinton, 
2002). 
Pertimbangan yang harus 
diperhatikan saat menggunakan jaringan 
RBM adalah kemungkinan terjadinya 
konvergen pada lokal minimum dan 
penentuan kriteria penghentian 
pembelajaran agar waktu tercapainya 
konvergen jaringan tidak terlalu lama. Hal 
ini diawali dengan pengaturan bobot 
hingga pembaharuan nilai bobot agar 
diperoleh bobot-bobot yang baik selama 
proses pembelajaran. Setiap perubahan 
bobot yang terjadi selama siklus pola 
pembelajaran diharapkan dapat 
mengurangi besarnya nilai kesalahan 
(mean square error), sampai diperoleh 
tingkat kesalahan yang paling minimum 
dengan bobot yang stabil (Hinton, 2002).   
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Untuk mengatasi permasalahan 
tersebut diperlukan parameter momentum 
yang berfungsi untuk menstabilkan proses 
pembelajaran dan mencegah sistem dari 
konvergen pada lokal minimum, serta 
parameter learning rate untuk 
mempercepat laju pembelajaran. Selain 
momentum, nilai learning rate memiliki 
peranan pada jaringan RBM. Menurut 
Hinton (2010), jaringan RBM yang 
memiliki nilai learning rate terlalu besar 
dapat menyebabkan terjadinya 
peningkatan nilai bobot secara drastis, 
sehingga menyebabkan terjadinya 
kesalahan pada saat proses rekonstruksi. 
Nilai learning rate yang rendah dapat 
menurunkan tingkat kesalahan pada saat 
proses rekonstruksi. Tidak adanya 
ketentuan yang pasti dalam menentukan 
nilai parameter-parameter tersebut saat 
proses pembelajaran jaringan RBM, 
menyebabkan dibutuhkannya pengalaman 
praktis agar diperoleh hasil maksimum 
sesuai dengan pola data yang digunakan 
(Hinton, 2002).  
Dalam penelitian ini, dilakukan 
analisa tentang penentuan fungsi aktivasi, 
pemberian nilai momentum dan nilai 
learning rate yang tepat untuk 
menentukan mean square error pada 
jaringan RBM dalam pemrosesan data. 
 
 
METODE PENELITIAN  
Tahapan penelitian yang dilakukan 
adalah seperti gambar 1. 
 
Gambar 1. Tahapan penelitian 
 
2.2.1 Data Yang Digunakan 
Data yang digunakan dalam 
penelitian ini adalah dataset MNIST (Yann 
Le Cun, 2010). Dataset MNIST dibangun 
oleh Institute National Standard 
Technologi (NIST). Dataset MNIST terdiri 
dari gambar tulisan tangan angka 0 sampai 
9 dan dibagi dalam 60.000 contoh data 
pembelajaran dan 10.000 data untuk 
pengujian. Berikut adalah tabel distribusi 
data pelatihan dan pengujian dataset 
MNIST. 
Gambar 2 berikut merupakan 
visualisasi dataset MNIST sebanyak 400 
sample data. Dimana, data tersebut terdiri 
dari angka 0 sampai 9 dengan 
karakteristik yang berbeda-beda, ada data 
yang tampak lebih tebal dan ada yang 
tampak lebih tipis selain itu ada pula data 
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yang tampak dengan jelas dan ada yang 
tampak tidak jelas.  
 
Gambar 2. 400 sampel dataset 
Setiap pixel gambar diwakili oleh 
nilai antara 0 sampai 255, di mana 0 
adalah hitam, 255 adalah putih, serta 
warna keabuan dari piksel.  Ukuran 
gambar terpusat pada 28 x 28 piksel. 
Dimana pembacaan piksel gambar 
dilakukan secara perbaris. Data pada 
masing-masing piksel selanjutnya dibagi 
dengan angka 255 untuk memperoleh 
bilangan real antara 0 sampai 1. Data real 
ini selanjutnya dijadikan data masukan 
pada pembelajaran RBM yang diwakilkan 
pada lapisan terlihat (visible layer), 
kemudian digunakan untuk 
menginisialisasi nilai pada node yang ada 
pada lapisan tersembunyi (hidden layer). 
Adapun teknik pembacaan data tersebut 
dapat dilihat pada gambar 3 
 
Gambar 3. Teknik pembacaan dataset 
 
2.2.2 Algoritma RBM 
Proses pembelajaran RBM 
merupakan pembelajaran tanpa 
pengawasan (unsupervised learning), 
artinya tidak ada target data saat proses 
pembelajaran dilakukan. Hasil 
pembelajaran akan berkelompok sesuai 
klasifikasi masing-masing data. Output 
aktual yang dihasilkan pada awal proses 
akan digunakan sebagai input pada proses 
berikutnya. Kesalahan (error) pada output 
jaringan diperoleh dari selisih antara 
output pada pase positif dan ouput pada 
pase negatif. Epoch diperlukan sebagai 
batasan untuk proses pembelajaran.  
Proses pembelajaran RBM dimulai 
dari beberapa tahap yaitu : 
a. Penentuan Arsitektur Jaringan 
Secara umum bentuk arsitektur 
jaringan saraf yang digunakan dapat 
dilihat pada gambar 4 Arsitektur jaringan 
disesuaikan dengan jaringan RBM yang 
terdiri dari dua lapisan yaitu lapisan unit 
terlihat (visible) dan lapisan unit 
tersembunyi (hidden). Jumlah node pada 
lapisan terlihat akan disesuaikan dengan 
jumlah piksel data yang akan digunakan 
sebagai data masukan, sedangkan jumlah 
node pada lapisan tersembunyi akan 
disesuaikan dengan jumlah 
pengelompokan data. 





Gambar 4. Arsitektur Jaringan 
b. Penentuan bobot, learning rate dan 
momentum 
Dalam tahapan ini dilakukan 
penentuan nilai bobot awal, nilai learning 
rate dan nilai momentum. Pemilihan bobot 
awal sangat mempengaruhi jaringan saraf 
dalam mencapai minimum global atau 
lokal minimum saja terhadap nilai error 
serta cepat tidaknya proses pembelajaran 
menuju konvergensi. Bobot awal jaringan 
diinisialisasi pada nilai random yang kecil. 
Nilai random biasanya diinisialisasi dari 
distribusi seragam pada range [-r , r]. 
Untuk pemilihan fungsi aktivasi sigmoid 
inisialisasi bobot dilakukan dengan 
menggunakan (2.1), sedangkan untuk 
fungsi aktivasi tanh, inisialisasi bobot 
dilakukan dengan menggunakan (2.2). 
 





c. Pembelajaran algoritma RBM 
Tahap pembelajaran, dimulai dari 
pembacaan dataset dan dilanjutkan 
dengan proses pembelajaran jaringan 
menggunakan pembelajaran kontrastif 
divergen. Diawali dengan menginisialisasi 
nilai bobot, bias dengan nilai random yang 
kecil, kemudian menentukan nilai learning 
rate dan momentum untuk membantu laju 
pembelajaran dengan mengubah nilai 
bobot serta menentukan maksimum nilai 
epoch.  
Adapun langkah-langkah algoritma 
RBM diterangkan seperti gambar 5 
berikut: 
 
Gambar 5. Algoritma pembelajaran RBM 
 
HASIL DAN PEMBAHASAN  
3.1 Hasil 
Perbedaan nilai MSE yang dihasilkan 
dengan menggunakan fungsi aktivasi 
sigmoid dan tanh dengan learning rate 
0.01, momentum 0.5, 0.7 dan 0.9 dapat 
dilihat pada gambar 6 berikut.  
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Gambar 6. Paduan Fungsi Aktivasi Tanh dan 
Sigmoid, Learning Rate 0.01, Momentum 0.5, 0.7, 
0.9 
Gambar 6 menampilkan grafik nilai 
MSE yang diperoleh dari fungsi aktivasi 
sigmoid dan tanh. Secara ringkas dapat 
dilihat bahwa grafik merah, hijau dan biru 
yang tebal untuk fungsi aktivasi sigmoid 
tampak cenderung mendatar dengan 
selisih nilai yang kecil, sedangkan grafik 
merah, hijau dan biru yang tipis untuk 
fungsi aktivasi tanh, tampak nilai MSE 
yang terus menaik secara perlahan hingga 
epoch terakhir. 
Perbedaan nilai MSE yang dihasilkan 
menggunakan fungsi aktivasi sigmoid dan 
tanh dengan learning rate 0.05, 
momentum 0.5, 0.7 dan 0.9 lebih jelas 
dapat dilihat pada gambar 7 berikut: 
 
Gambar 7. Paduan Fungsi Aktivasi Tanh dan 
Sigmoid, Learning Rate 0.05, Momentum 0.5, 0.7, 
0.9 
Gambar 7 menampilkan grafik nilai 
MSE yang diperoleh dari fungsi aktivasi 
sigmoid dan tanh. Secara ringkas dapat 
dilihat bahwa untuk aktivasi sigmoid, 
grafik merah dan biru tampak nilai MSE 
naik turun pada epoch tertentu, sedangkan 
grafik  hijau tampak cenderung menurun 
secara perlahan dengan selisih nilai yang 
kecil. Untuk aktivasi tanh nilai MSE 
cenderung menaik secara perlahan hingga 
epoch terakhir. 
Perbedaan nilai MSE yang dihasilkan 
menggunakan fungsi aktivasi sigmoid dan 
tanh dengan learning rate 0.09, 
momentum 0.5, 0.7 dan 0.9 lebih jelas 
dapat dilihat pada gambar 8 berikut: 
 
Gambar 8. Paduan Fungsi Aktivasi Tanh dan 
Sigmoid, Learning Rate 0.09, Momentum 0.5, 0.7, 
0.9 
Gambar 8 menampilkan grafik nilai 
MSE yang diperoleh dari fungsi aktivasi 
sigmoid dan tanh tidak stabil yakni 
cenderung menaik hingga akhir epoch. 
Tabel 1 berikut adalah ringkasan nilai 
MSE terkecil yang dihasilkan berdasarkan 
proses pembelajaran yang dilakukan. 
 
Tabel 1. Hasil MSE terkecil dari tahapan 
pembelajaran 
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 Kriteria penentuan nilai parameter 
learning rate dan momentum yang akan 
digunakan untuk tahap pengujian, dilihat 
berdasarkan grafik MSE yang dihasilkan 
dan hasil visualisasi pengelompokan 
dataset pada proses pembelajaran. 
Parameter dengan fungsi aktivasi tanh 
tidak terlihat memenuhi persyaratan sama 
sekali. Sedangkan beberapa parameter 
learning rate dan momentum yang 
menggunakan fungsi aktivasi sigmoid 
memenuhi persyaratan. Parameter 
learning rate dan momentum yang 
memiliki persyaratan tersebut adalah 
learning rate 0.01 dengan momentum 0.5, 
0.7, 0.9 dan learning rate 0.05 dengan 
momentum 0.5, 0.7. 
Visualisasi klasifikasi dataset dari 
pilihan nilai-nilai parameter tersebut 
menunjukkan hasil yang baik dan jelas. 
Nilai-nilai dari parameter ini akan 
digunakan untuk proses pengujian 
terhadap data pengujian MNIST untuk 
mengetahui tingkat persentase pengenalan 
data pengujian MNIST. Dari hasil proses 
tahap pembelajaran diperoleh beberapa 
bobot akhir yang baik untuk digunakan 
pada tahap pengujian. Bobot akhir yang 
baik dinilai dari nilai MSE dan hasil 
klasifikasi yang baik. 
 Hasil pengujian bobot akhir dan 
persentase pengenalan data MNIST dapat 
dilihat pada gambar 9. 
 
Gambar 9. Grafik persentase pengenalan dataset 
pengujian 
Gambar 9 menunjukkan bahwa 
parameter learning rate 0.01 dengan 
momentum 0.5 berwarna merah dapat 
mengenali dataset pengujian tulisan 
tangan angka maksimum 87.49%. 
Dilanjutkan dengan learning rate 0.01 
dengan momentum 0.7 berwarna hijau 
yang dapat mengenal dataset pengujian 
maksimum sebesar 90.56%. Berikutnya 
learning rate 0.01 dengan momentum 0.9 
berwarna biru dan learning rate 0.05 
dengan momentum 0.5 berwarna hitam, 
memiliki kinerja yang hampir sama, dapat 
mengenali dataset masing-masing 91.92% 
dan 91.31%. Terakhir, parameter learning 
rate 0.05 dengan momentum 0.7 memiliki 
kinerja yang paling tinggi, mampu 
mengenali dataset pengujian sebesar 
93.42%. 
Dari hasil pengujian terlihat bahwa 
pemakaian fungsi aktivasi sigmoid dengan 
learning rate 0.05 dan momentum 0.7 
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memiliki tingkat pengenalan dataset angka 
tulisan tangan yang tinggi sebesar 93.42%. 
Diikuti dengan pilihan  nilai learning rate 
0.01 dan momentum 0.9 memiliki tingkat 
pengenalan dataset angka tulisan tangan 
sebesar 91.92%. Selanjutnya pilihan nilai 
learning rate 0.05 dan nilai momentum 0.5 
diperoleh tingkat pengenalan dataset 
angka tulisan tangan sebesar 91.31%, 
pilihan nilai learning rate 0.01 dan 
momentum 0.7 diperoleh tingkat 
pengenalan sebesar 90.56% dan terakhir 
nilai learning rate 0.01 dan  momentum 




Pembelajaran dilakukan dengan 
membangun jaringan RBM yang terdiri 
dari 784 neuron visible layer dan 10 
neuron pada hidden layer. Pembacaan 
dataset dilakukan secara bertahap, batch 
demi batch, mengingat jumlah data 
pelatihan yang besar yakni 60000 data 
tulisan tangan. Batch digunakan untuk 
mempermudah pembacaan data yang 
besar. Jumlah 60000 data pelatihan dibagi 
dengan jumlah batch yang dipilih yakni 64 
data untuk satu batch. Jadi 60000 data 
pelatihan dibagi dengan 64 menjadi 937 
jumlah batch yang akan diproses untuk 
setiap epoch. Hasil MSE dan bobot-bobot 
yang diperoleh dicatat dan disimpan untuk 
digunakan sebagai parameter pada tahap 
pengujian.  
Untuk tahap pembelajaran, 
parameter yang akan diuji adalah learning 
rate 0.01, 0.05, 0.09 dan momentum 0.5, 
0.7, 0.9, dengan fungsi aktivasi sigmoid dan 
tanh serta pembatasan epoch sebanyak 
100 epoch.  
a. Pembelajaran Tahap I dengan Fungsi 
Aktivasi Sigmoid 
Pada pembelajaran tahap pertama ini 
fungsi aktivasi yang digunakan adalah 
sigmoid biner dengan nilai parameter 
learning rate yang dipilih adalah 0.01 
dengan nilai momentum bervariasi 0.5, 0.7 
dan 0.9, jumlah epoch maksimum 100 
epoch. Hasil lengkap nilai MSE yang 
diperoleh dapat dilihat pada tabel 2. 
 
Tabel 2. Nilai MSE Fungsi Aktivasi Sigmoid dengan 
Learning Rate 0.01, Momentum 0.5, 0.7, 0.9 
 
Dari tabel 2 terlihat bahwa untuk 
learning rate 0.01 dengan momentum 0.5 
nilai MSE terkecil diperoleh pada epoch ke-
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72 sebesar 0.0493. Diikuti dengan 
momentum 0.7 pada epoch ke-95 sebesar 
0.0494 dan momentum 0.9 pada epoch ke-
26 sebesar 0.0499. 
Gambar 10 berikut merupakan 
visualisasi klasifikasi data yang dihasilkan 
 
Gambar 10. Visualisasi klasifikasi data Fungsi 
Aktivasi Sigmoid dengan Learning Rate 0.01, 
Momentum 0.5, 0.7, 0.9 
b. Pembelajaran Tahap II dengan 
Fungsi Aktivasi Sigmoid 
Pada pembelajaran tahap kedua ini 
fungsi aktivasi yang digunakan adalah 
sigmoid biner dengan nilai parameter 
learning rate yang dipilih adalah 0.05 
dengan nilai momentum bervariasi 0.5, 0.7 
dan 0.9, jumlah epoch maksimum 100 
epoch. Hasil lengkap nilai MSE yang 
diperoleh dapat dilihat pada tabel 3. 
 
Tabel 3 Nilai MSE Fungsi Aktivasi Sigmoid Biner 
Learning Rate 0.05, Momentum 0.5, 0.7, 0.9 
 
Dari tabel 3 terlihat bahwa learning 
rate 0.05 dengan momentum 0.5 nilai MSE 
terkecil diperoleh pada epoch ke-12 
sebesar 0.0491, sedangkan momentum 0.7 
pada epoch ke-88 sebesar 0.0488 dan 
momentum 0.9 pada epoch ke-5 sebesar 
0.0495. Gambar 11 merupakan visualisasi 
klasifikasi data yang dihasilkan 
 
 
Gambar 11. Visualisasi klasifikasi data Fungsi 
Aktivasi Sigmoid Biner Learning Rate 0.05, 
Momentum 0.5, 0.7, 0.9 
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c. Pembelajaran Tahap III dengan 
Fungsi Aktivasi Sigmoid Biner 
Pada pembelajaran tahap ketiga ini 
fungsi aktivasi yang digunakan adalah 
sigmoid biner dengan  nilai parameter 
learning rate yang dipilih adalah 0.09 
dengan nilai momentum bervariasi 0.5, 0.7 
dan 0.9, jumlah epoch maksimum 100 
epoch. Hasil lengkap nilai MSE yang 
diperoleh dapat dilihat pada tabel 4. 
 
Tabel 4. Nilai MSE Fungsi Aktivasi Sigmoid Biner 
Learning Rate 0.09, Momentum 0.5, 0.7, 0.9 
 
 Dari tabel 4 terlihat bahwa learning 
rate 0.09 dengan momentum 0.5 nilai MSE 
terkecil diperoleh pada epoch ke-8 sebesar 
0.0485, sedangkan momentum 0.7 pada 
epoch ke-3 sebesar 0.0492 dan momentum 
0.9 pada epoch ke-47 sebesar 0.0512. 
Gambar 12 berikut merupakan visualisasi 
klasifikasi data yang dihasilkan 
 
Gambar 12. Visualisasi klasifikasi data Fungsi 
Aktivasi Sigmoid Biner Learning Rate 0.09, 
Momentum 0.5, 0.7, 0.9 
d. Pembelajaran Tahap IV dengan 
Fungsi Aktivasi Tanh 
Pada pembelajaran tahap keempat ini 
fungsi aktivasi yang digunakan adalah tanh 
dengan  nilai parameter learning rate yang 
dipilih adalah 0.01 dengan nilai momentum 
bervariasi 0.5, 0.7 dan 0.9, jumlah epoch 
maksimum 100 epoch. Hasil lengkap nilai 
MSE yang diperoleh dapat dilihat pada 
tabel 5. 
Tabel 5. Nilai MSE Fungsi Aktivasi Tanh, Learning 
Rate 0.01, Momentum 0.5, 0.7, 0.9 
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Dari tabel 5 terlihat bahwa fungsi 
aktivasi tanh dengan learning rate 0.01 
dan momentum 0.5 epoch ke-5 memiliki 
nilai MSE terkecil dengan nilai 0.0501, 
sedangkan momentum 0.7 pada epoch ke-
3 sebesar 0.0499 dan momentum 0.9 pada 
epoch ke-3 sebesar 0.0514. Gambar 13 
berikut merupakan visualisasi klasifikasi 
data yang dihasilkan. 
 
Gambar 13. Visualisasi klasifikasi data Fungsi 
Aktivasi Tanh, Learning Rate 0.01, Momentum 0.5, 
0.7, 0.9 
e. Pembelajaran Tahap V dengan 
Fungsi Aktivasi Tanh 
Pada pembelajaran tahap kelima ini 
fungsi aktivasi yang digunakan adalah tanh 
dengan  nilai parameter learning rate yang 
dipilih adalah 0.05 dengan nilai momentum 
bervariasi 0.5, 0.7 dan 0.9, jumlah epoch 
maksimum 100 epoch. Hasil lengkap nilai 
MSE yang diperoleh dapat dilihat pada 
tabel 6. 
Tabel 6. Nilai MSE Fungsi Aktivasi Tanh, Learning 
Rate 0.05, Momentum 0.5, 0.7, 0.9 
 
 Dari tabel 6 terlihat bahwa fungsi 
aktivasi tanh dengan learning rate 0.05 
dan momentum 0.5 epoch ke-5 memiliki 
nilai MSE terkecil dengan nilai 0.0504, 
sedangkan momentum 0.7 pada epoch ke-
2 sebesar 0.0511 dan momentum 0.9 pada 
epoch ke-2 sebesar 0.0590. Visualisasi 
klasifikasi data yang dihasilkan cenderung 
sama dengan gambar 13. 
f. Pembelajaran Tahap VI dengan 
Fungsi Aktivasi Tanh 
Pada pembelajaran tahap keenam ini 
fungsi aktivasi yang digunakan adalah tanh 
dengan nilai parameter learning rate yang 
dipilih adalah 0.09 dengan nilai momentum 
bervariasi 0.5, 0.7 dan 0.9, jumlah epoch 
maksimum 100 epoch. Hasil lengkap nilai 
MSE yang diperoleh dapat dilihat pada 
tabel 7. 
Tabel 7 Nilai MSE Fungsi Aktivasi Tanh  
LearningRate 0.09, Momentum 0.5, 0.7, 0.9 
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 Dari tabel 7 terlihat bahwa fungsi 
aktivasi tanh dengan learning rate 0.09 
dan momentum 0.5 epoch ke-2 memiliki 
nilai MSE terkecil dengan nilai 0.0508, 
sedangkan momentum 0.7 pada epoch ke-
2 sebesar 0.0518 dan momentum 0.9 pada 
epoch ke-1 sebesar 0.0659. Visualisasi 
klasifikasi data yang dihasilkan cenderung 
sama dengan gambar 13. 
Berdasarkan tahapan pembelajaran 
tersebut dapat ditarik kesimpulan bahwa 
pada pembelajaran yang menggunakan 
fungsi aktivasi sigmoid dengan pilihan 
parameter learning rate dan momentum 
yang tepat dapat menurunkan nilai MSE 
menjadi lebih kecil sehingga akan 
mempengaruhi hasil klasifikasi angka 
tulisan tangan. Sedangkan penggunaan 
fungsi aktivasi tanh pada jaringan RBM 
terlihat tidak mampu menurunkan nilai 
MSE di bawah fungsi aktivasi sigmoid. 
Nilai MSE yang dihasilkan cenderung 
menaik seiring menaiknya jumlah epoch. 
Nilai MSE yang cenderung menurun hingga 
akhir epoch akan menghasilkan visualisasi 
klasifikasi tulisan tangan yang jelas. Hasil 
visualisasi klasifikasi angka tulisan tangan 
ini dapat dilihat lebih jelas pada bagian 
pembahasan. 
2.2.4 Pengujian 
Proses pengujian dilakukan dengan 
memasukkan nilai-nilai bobot akhir yang 
akan diuji ke dalam jaringan RBM, 
dilanjutkan dengan memberi masukan 
dataset pengujian sebanyak 10000 data 
angka tulisan tangan. Pada proses 
pengujian, jaringan RBM hanya 
memproses dari visible layer ke hidden 
layer (phase positif) saja. Hasil 
perhitungan pada hidden layer selanjutnya 
dihitung dan diklasifikasikan berdasarkan 
data label MNIST untuk memperoleh 
akurasi pengenalan. 
 
Gambar 14. Arsitektur Pengujian Dataset MNIST 
Pengujian dilakukan dengan cara 
mengisi langsung semua variabel-variabel 
bobot pada jaringan RBM dengan nilai 
bobot terakhir dari proses pembelajaran 
yang telah disimpan sebelumnya. Jumlah 
file yang berisi nilai-nilai bobot terdiri atas 
100 file, sesuai dengan jumlah maksimum 
epoch saat pembelajaran. Pengambilan 
nilai-nilai bobot akhir dari file ini sangat 
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menghemat waktu pembelajaran sehingga 
tidak diperlukan pembelajaran ulang 
jaringan. 
Pengujian dimulai dengan membaca 
file-file bobot setiap epoch untuk learning 
rate 0.01 dengan momentum 0.5. Hasil 
perhitungan pengenalan angka tulisan 
tangan setiap epoch disimpan untuk 
keperluan analisa selanjutnya. Pengujian 
yang sama dilanjutkan untuk untuk 
learning rate 0.01, momentum 0.7 dan 0.9 
dan learning rate 0.05 dengan momentum 
0.5 dan 0.7. Hasil lengkap pengujian untuk 
learning rate 0.01 dan 0.05 masing-masing 
dapat dilihat pada tabel 8 dan 9. Isi tabel 
berupa jumlah data angka tulisan tangan 
yang cocok dibandingkan dengan label 
dataset pada data pengujian. 
Tabel 8. Hasil Pengujian Learning Rate 0.01, 
Momentum 0.5, 0.7, 0.9 
 
 Tabel 8 memperlihatkan hasil 
pengujian pengenalan 10000 data angka 
untuk masing-masing parameter, learning 
rate 0.01 dengan momentum 05, 0.7 dan 
0.9, dimulai dari epoch 1 sampai epoch 
100.  
 
Tabel 9. Hasil Pengujian Learning Rate 0.05, 
Momentum 0.5, 0.7 
 
Tabel 9 memperlihatkan hasil 
pengujian pengenalan 10000 data angka 
untuk masing-masing parameter, learning 
rate 0.05 dengan momentum 05, dan 0.7 
dimulai dari epoch 1 sampai epoch 100.  
 Tabel 8 dan 9 memperlihatkan 
secara rinci persentase yang dihasilkan 
pada proses pengujian. Terlihat parameter 
learning rate 0.01 dengan momentum 0.5 
dapat mengenali dataset pengujian tulisan 
tangan maksimal 8749 atau sama artinya 
dengan 87.49%. Dilanjutkan dengan 
learning rate 0.01 dengan momentum 0.7 
dapat mengenal dataset pengujian 
maksimum sebesar 9056 atau sama 
artinya dengan 90.56%. Berikutnya 
learning rate 0.01 dengan momentum 0.9 
dan learning rate 0.05 dengan momentum 
0.5, memiliki kinerja yang hampir sama, 
dapat mengenali dataset masing-masing 
9192 sama artinya dengan 91.92% dan 
9131 sama artinya dengan 91.31%. 
Terakhir, parameter learning rate 0.05 
dengan momentum 0.7 memiliki kinerja 
yang paling tinggi, mampu mengenali 
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dataset pengujian sebesar 9342 atau sama 
artinya dengan 93.42%. 
 
SIMPULAN  
Kinerja RBM sangat dipengaruhi oleh 
pemilihan nilai dari parameter learning 
rate, momentum dan fungsi aktivasi yang 
tepat, khususnya dalam menentukan nilai 
mean square error (MSE) dan persentase 
akurasi pengenalan terhadap dataset. 
Pembelajaran yang menggunakan fungsi 
aktivasi sigmoid, tingkat keberhasilan 
klasifikasi ditentukan oleh nilai MSE yang 
kecil. Sedangkan penggunaan fungsi 
aktivasi tanh pada jaringan RBM ternyata 
tidak dapat menurunkan nilai MSE di 
bawah nilai yang dihasilkan oleh fungsi 
aktivasi sigmoid, nilai MSE menaik seiring 
menaiknya jumlah epoch.  
Dari hasil pembahasan terlihat 
bahwa pemakaian fungsi aktivasi sigmoid 
dengan nilai learning rate tinggi dan 
momentum yang rendah memiliki tingkat 
persentase pengenalan dataset angka 
tulisan tangan yang tinggi. 
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