We describe the boundary of the q-numerical range of a square matrix using its DavisWielandt shell. The result is used to generate an algorithm for plotting the q-numerical range of the square matrix. Computations of the q-numerical ranges of a special class of matrices are explicitly given.
Introduction
Let M n be the algebra of n × n complex matrices. For A ∈ M n and q ∈ C with |q| 1, the q-numerical range of A is the set denoted and defined by W q (A) = x * Ay: x, y ∈ C n , |x| = |y| = 1, x * y = q .
The q-numerical radius w q (A) of A is the maximum modulus of any point in W q (A).
If q = 1, W q (A) reduces to the (classical) numerical range which is usually denoted by W (A) = x * Ax: x ∈ C n , |x| = 1 .
A close relation between the q-numerical range and the Davis-Wielandt shell was proved by Li and Nakazato in [6] . We study the boundary of the q-numerical range along this direction. For normal matrices, the boundary property of the q-numerical range is characterized in [8] , and is refined in [4] .
For any A ∈ M n , the upper boundary of DW (A) is defined by N + DW (A) = (z, h(z)) ∈ C × R: z ∈ W (A) ,
where h(z) = max w ∈ R: (z, w) ∈ DW (A) .
Then Tsing's circular union (1) can be written as follows:
From (2),
Clearly, the quantity h(z) − |z| 2 is useful in determining the q-numerical range. We define the function
(z) = h(z) − |z| 2 , z ∈ W (A).
The functions h(z) and (z) are non-negative upper semi-continuous concave functions on W (A) (cf. [6, 8, 11] ). Recall that A ∈ M n is essentially Hermitian if aA + bI is Hermitian for some a, b ∈ C such that |a| = 1, and it is known that A is essentially Hermitian if and only if W (A) is a line segment (cf. [4] 
Hence the function has a unique maximum point (a + b)/2. If A is not essentially Hermitian, then W (A) has an interior point. Since is bounded, we take a convergent sequence {z n : n ∈ N} ⊂ W (A), z n → z 0 , and
The upper semi-continuity of assures that z 0 is a maximum point of . Suppose that has another maximum point at z 1 . Since is concave, it follows that 2 
But then, h(z) is strictly convex on this line segment, a contradiction to the concaveness of h(z).
(ii) We prove that z 0 is a maximum point of , and is therefore the unique maximum point by (i). If there would exist a point
Consider the function
By the mean value theorem, there exists a point 0 < t 2 
Motivated by the inclusion (3), we define
for some r ∈ C, |r| = 1 .
We obtain the following characterization:
• : is continuously differentiable on a neighborhood of x + iy
Proof. First we show that for each η ∈ R, there exists a unique point z 0 ∈ W q (A) such that
The existence is trivial. Suppose that w 1 and w 2 are distinct in
Then
Assume that z 1 / = z 2 are two points in W (A) such that
By a result in [3] (see also [6, 3.2] ) that is strictly concave on W (A), namely,
Together this concavity with (5), we obtain that
a contradiction to (4) by taking s = 1/2, and thus we have the uniqueness. If z 0 ∈ B q (A) and is continuously differentiable on a neighborhood U of z 0 , then the vector ( x (z 0 ), y (z 0 )) / = 0. Otherwise we have grad( )(z 0 ) = 0. Choose a real number θ such that
Consider functions
and
for t ∈ R with |t| being sufficient small. Observe that we may express g 1 (t) in terms of :
From condition (6), g 1 (0) is a local maximum of the function g 1 . On the other hand, we find that g 1 (0) = q > 0, this is impossible. Therefore, there exist a > 0 and ψ ∈ R such that
It is known (cf. [5, Theorem 3] ) that the boundary of W q (A) is a C 1 -curve. Hence the boundary point
has a unique tangent to NW q (A) which is written by
Define two functions h(t) and h 1 (t) by replacing θ with η in (7) and (8), respectively,
for t ∈ R. Then h 1 (t) assumes its local maximum at t = 0, and thus h (0) = 0. It follows from (10) that
Note that the region
is a convex set. By the implicit function theorem, there exists a C 1 -curve in a neighborhood U of z 0 such that
and the tangent of at z 0 is given by
Moreover,
If η and ψ are not congruent mod 2π, there would exist a point
, a contradiction to the assumption on p. Thus η = ψ mod 2π, and the conclusion follows from (9) and (11).
The following result is obtained in [8] , it is also an immediate consequence of Theorem 2.
Proof. In this case, (z) = (1 − |z| 2 ) 1/2 , and
On the other hand, if z = qe iθ ∈ conv{α 1 , α 2 , α 3 } • for some θ, then
In the following, we compute the region in Theorem 2 for some concrete matrices.
Example 1. Let
By the well-known elliptic theorem for the classical numerical range, we have
It is shown in [9] , see also [3, 8] , that
Furthermore, for 0 < q < 1,
and thus we have
Example 2. Consider the matrix
where α 1 , α 2 , α 3 are vertices of a non-degenerate triangle. We take z 0 ∈ C so that
Then by Corollary 3
By using this fact we can construct a 4 × 4 diagonal matrix A for which the set (12) is not convex. For instance, let
where
We observe that
and 
It is obvious that this is not a convex set.
So far, we focused on those points z ∈ W (A) • at which is differentiable. We now examine those non-differentiable points z ∈ W (A) • of . 
Then there exists a non-zero polynomial
Proof. Suppose that the respective leading terms of F and G with respect to z are a n ( 
By Proposition 2.1 in [10] , the boundary of DW (A) is a semi-algebraic set, and hence there exists a non-zero polynomial
We may assume that F is square free. Let F = 
where both f j,k and f j,k are real polynomials and at least one of them is nonzero. Therefore, there exists a non-zero real polynomial g(x, y) with the property that if (x, y) ∈ R 2 , x + iy ∈ W (A) and g(x, y) / = 0, then the number of the set j ∈ {1, 2, . . . , m}, F j (x, y, z) = 0 for some z ∈ R is at most 1. 
Therefore the function f = g f 1 f 2 · · · f m has the desired property for the first part of the theorem. Next we prove the second part of the theorem. Since 2 (z) = h(z) − |z| 2 and h is concave, the Hessian of − 2 is strictly positive definite on U. Set = 2 . Then (z) > 0 for z ∈ U ⊂ W (A) • . By a direct computation, we have
where the first matrix on the right-hand side of (13) is positive semi-definite. Hence the Hessian of on U is also strictly positive definite. If grad (|grad | 2 )(z 0 ) = 0, then we have
and thus grad (z 0 ) = 0.
The results in this section are useful to generate an algorithm for plotting the qnumerical range of a square matrix. We briefly describe this algorithm which is a refinement of the result obtained in [11] . For a given matrix A ∈ M n , consider the function
Let G(t, x, y, z) = 0 be the dual surface of F (t, x, y, z) = 0. By Kippenhahn method (cf. [1] ), the upper boundary N + DW (A) lies on the rational surface
The rational curve has an implicit expression w = (x + iy) satisfying
By the implicit function theory, we have the equations (1, x, y, w) 2 .
The equation in Theorem 2 becomes
Next we find the curve K(x, y) = 0 representing B q (A) which can be achieved by eliminating the variable w from Eqs. (14) and (15). Then every boundary point of W q (A) is expressed as
for some x 0 + iy 0 ∈ W (A) with K(x 0 , y 0 ) = 0. The following example illustrates the described algorithm for computing the boundary of the q-numerical range. This matrix was given in [2] , and was shown that W (A) is the convex hull of a cardioid. We compute that
The dual surface G(t, x, y, z) = 0 of F (t, x, y, z) = 0 is given by the following quartic polynomial:
The rational surface
containing the upper boundary N + DW (A) is parametrized by
On the other hand, by using the Mathematica software for the algebraic resultant elimination of (14) and (15) Now the boundary of W q (A) can be obtained by plotting
where x + iy ∈ W (A) runs over the curve K(x, y) = 0.
Unilateral shift
Suppose that A n ∈ M n is the unilateral shift matrix
It is well known, see for example [1, 3.1] , that W q (A n ) is a circular disc centered at the origin with radius w q (A n ). In their paper [6] , Li and Nakazato showed that for n = 3 and 1/2 q 1,
It seems complicated to formulate w q (A n ) for general n and q. However, we have the following special result. 
By Cauchy-Schwartz inequality, we have
This shows that the equality holds for Cauchy-Schwartz inequality. Hence there exists a constant c such that
Substituting (17) into (18), we have
Substituting (17)- (19) into (16), we obtain c = A . Then (17) becomes x * Ax = q A , and thus (18) becomes |Ax| 2 = A 2 , i.e., (q, 1) ∈ DW (A/ A ).
As a consequence of Theorem 6, we have the following result for certain range of q.
Corollary 7.
Let A n ∈ M n be the unilateral shift matrix, and let 0 q cos(π/n). Then w q (A n ) = 1.
Proof. By [7] , W (A n−1 ) is a circular disc centered at the origin with radius cos(π/n). If 0 q cos(π/n), q lies in the circular disc W (A n−1 ) and thus there exists a unit vector
Then v * A n v = q and |A n v| 2 = 1. Thus (q, 1) ∈ DW (A), and the conclusion follows from Theorem 6.
Although the general formula of w q (A n ) is probably very complicated for arbitrary q, but it is not so difficult to compute numerically the function w q (A n ) for 0 < q < 1. We give an algorithm that implements the computation of this function.
Let A ∈ M n be a strictly upper triangular whose associated non-directed graph is a tree or a union of trees. Set
For 3π/2 < t < 2π, the maximum eigenvalue of
is denoted by a(t). Replacing t by s + 3π/2 and denoting A(s) the value a(t + 3π/3), the matrix (20) becomes 
