The structure of receptive elds in the visual cortex is believed to be shaped by unsupervised learning. It has been shown that several of the forms of stabilized Hebbian (Hebb, 1949) learning rules are governed by the rst principal component of the visual environment (Oja, 1982; Miller and MacKay, 1994) . In this paper we analyze the form of the principal components of natural images, which have been preprocessed by center surround lters, analogous to those found in the retina. The receptive elds are localized by a small circular boundary. We show that the ratio between the size of the receptive eld, and the size of the preprocessing lter, determines the structure of the receptive eld. We also show that the receptive eld is dependent on the non-rotationally symmetric components of the correlation function. The derivation relies on results about the correlation function of natural images in both the radially symmetric and non symmetric cases.
Introduction
Many experiments performed on cats (Imbert and Buisseret, 1975; Blakemore and Van-Sluyters, 1975; Barlow and Pettingrew, 1971; Fr egnac et al., 1992, etc.) , have demonstrated that receptive elds in the visual cortex of cats are dramaticly in uenced by the visual environment. In normal reared animals, the population of sharply tuned neurons increases monotonically, whereas for dark reared animals it initially increases, but then falls back to the initial level (Imbert and Buisseret, 1975) . Furthermore the shapes of the receptive elds, in the mature animal, depend on the nature of the environment to which the animals have been exposed (Blakemore and Van-Sluyters, 1975 ). It has also been shown that preferred orientations can be directly altered by pairing the preferred orientation with a hyper-polarization, and the orthogonal orientation with a de-polarization (Fr egnac et al., 1992) .
Plasticity in the cortex has been investigated thoroughly on the cellular level (Bear and Malenka, 1994; Artola and Singer, 1993) . The exact functional form of this plasticity is not clear yet, but it To Appear in Network: Computation in Neural Systems vol. 7 seems clear that there is a region in which synapses become potentiated (LTP) and other regions in which they become depressed (LTD). Although these ndings are consistent with a family of Hebbian like rules (Hebb, 1949), it is not yet possible to exactly determine the form of the cortical learning rule.
Di erent variants of the learning rule would result in a di erent receptive eld structure, thus it may be possible to infer about the plausibility of a theoretically proposed learning rule by comparing the receptive elds it predicts with receptive elds in the visual cortex.
Many di erent models, which attempt to explain how cortical receptive elds evolve, have been proposed over the years (von der Malsburg, 1973; Nass and Cooper, 1975; Linsker, 1986; Miller, 1994, eg.) . Such models are composed of several components: the exact nature of the learning rule, the nature of the environment and the architecture of the network.
Since receptive elds formed in dark reared animals are very di erent from receptive elds formed in animals exposed to a patterned environment (Imbert and Buisseret, 1975; Blakemore and Van-Sluyters, 1975, etc.) , it is important to assume a patterned environment rather than an environment composed of noise (Linsker, 1986; Miller, 1994) . Furthermore, since the receptive elds formed are dependent on the structure of the environment (Blakemore and Van-Sluyters, 1975) , it is important to assume a visual environment which is as realistic as possible. Therefore we have chosen an environment composed of natural images.
In the cortex neurons interact, and therefore it would be realistic realistic to examine a network of interacting neurons. We, however, have chosen to analyze the simplest single cell model, since our aim is not only to create a model, but to understand it's behavior as well. Understanding networks of learning neurons requires, as a rst essential step, the understanding of how single non-interacting neurons behaves.
The learning rule analyzed in this paper is the one proposed by Oja (1982) . This rule extracts the rst principal component of the input environment. However this analysis is relevant to a whole family of Hebbian type learning rules, since the receptive elds of several other variants (von der Malsburg, 1973; Linsker, 1986; Linsker, 88; Miller et al., 1989; Miller, 1994, eg:) , have been shown (Linsker, 88; Miller and MacKay, 1994) to governed by the rst Principal component.
In this paper we model this preprocessing by a convolution of the natural scenes with a center surround lter. We force the receptive elds to be localized by assuming that the neuron is exposed only to a small circular part of the preprocessed images and can not form connections outside this region, we then examine how the receptive elds vary as we change the ratio between the receptive eld size, and the size of the preprocessing lter. Our results depend on the nature of the correlation function of natural scenes, which will be discussed in section 2, and on the preprocessing performed by the retina.
Previous work (Hancock et al., 1992; Liu and Shouval, 1994) has examined the localized principal component of natural scenes, however these papers did not take into account the e ect of the preprocessing which is performed on these images by the retina and LGN.
Other work has also addressed formation of localized receptive elds in an environment with a power spectrum of 1=k 2 . Bialek Ruderman and Zee (91) examined a neuron that maximized information transfer in the low signal to noise limit. They further added a constraint that penalized the mean square spatial extent of the receptive eld. These requirements result in a schr odinger type di erential equation, however in this equation the energy term is not bounded from below and the eigenvalue can be scaled away. Therefore under these assumptions no states with a maximal eigenvalue can appear. Thus no quantization condition appears and no "optimal" RF, or "optimal" scale for RF's appears in this formulation. Atick and Redlich (Atick and Redlich, 1992) have analyzed the formation of retinal receptive elds that form a de-correlated representation, as was suggested by Barlows theory (Barlow, 1989) . In order to perform their analysis they assumed a Gaussian environment with a 1=k 2 power spectrum. There are equivalent local and non local manifestations of these receptive elds. They later described a learning rule (Atick and Redlich, 1993) that for the appropriate initial conditions can converge to the local solutions.
Given the correlation function of the preprocessed images C p (r), the aim of this paper in mathematical terms, is simply to solve the integral eigenvalue equation, 
where a is the local, circular, region of the input space in which synapses are allowed to form.
The Correlation Function of Natural Images
The nature of the Correlation function of Natural Scenes was investigated by Field (1987) , who found that the correlation function of natural scenes is scale invariant and has a power spectrum 
Although b can not be obtained from equation 2, it can be obtained directly from the data. In order to examine this, and get the value of b, we have extracted the correlation function from a set of natural images. The images were takes with a Pentax Spotmatic using a 55 mm lens set at F11. We used 100 ASA B&W Kodak lm. The images were scanned using a scanner at a resolution of 512 X 512 pixels at 256 gray levels. The results are displayed in gure 1, the di erent points, in the graph, correspond to all di erent correlation lengths at di erent angles. An extensive study (Ruderman and Bialek, 1994; Ruderman, 1994) , in which not pixel intensity but the log of pixel intensity is the variable measured, found a somewhat di erent power law of , where = 0:19 1 , furthermore they also found that the pixel intensity histogram is non Gaussian and scale invariant. Recently Ruderman has shown, using a reasonable set of assumptions, that the power law results are not dependent on the exact calibration of the images (Ruderman, 1995) .
The correlation function has a non radially symmetric component as well, this can be seen on the right hand side of gure 2 in which the complete spectrum is presented (see also Field 87 and Ruderman 94 ). We will see later that in certain cases this non symmetric component is important. In order to examine quantitatively the non symmetric part of the correlation function For small values of r this result is similar to the result we obtained since in real space the power law has the form C(r) = (r=a) ? 1 ? log(r=a), however for larger values of r, the two results di er, probably due to the di erent data sets used. Figure 1: The correlation function of natural scenes in coordinate space. The di erent points correspond to correlation lengthens at all di erent angels, and as will be seen below, the radial assymetry of the environment contributes to the spread of points. A log scale is used for the x axis.
we will assume that the power spectrum of the correlation function can be decomposed into angular modes, i.e:
This form can then be used to nd the di erent angular modes of the spectrum, i.e nd the di erent C l (k) functions.
On the left hand side of gure 2 we can see the results of this analysis when performed on our data-set of 20 natural scenes. The rst two even modesD 2 andD 4 are non vanishing, though small compared to the symmetric term. The odd termsẼ 2 andẼ 4 vanish due to mirror symmetry. The non vanishing non radially-symmetric terms arise from a higher proportion of vertical and horizontal edges which come from objects such as trees and horizons. It can be seen that the peak of the non symmetric portions appears at the lowest possible frequency given the sampling frequency used. It is indeed possible that the shape of these curves would change if we used a higher sampling resolution. We did not attempt here to extract the exact statistics from the images, since the stress in this paper is on using these statistics to obtain theoretical results for a proposed learning rule. These results should therefore not be interpreted as supporting an exact form for the correlation function. We will stress though that these approximate results for both the radially symmetric and non symmetric portions of the correlation function are su cient for predicting receptive elds with the PCA rule.
The Rotationally Symmetric Solution
Mathematically the aim of this paper is to solve equation 1. In the rotationally symmetric case we know that the eigenstates have the form (r) / e il f(r). Solving the eigen-equation will be On the left the spectrum of our 20 raw images scanned at 512 X 512 pixels, the spectrum has been shifted up, and below we can see a contour plot of the log of the spectrum. On the right the decomposition of the correlation function into angular modes is displayed, the odd modes are not displayed because they vanish, due to the re ection symmetry of the spectrum. The solid line representsC 0 (k), the "-."=D 2 (k) , the "+"=Ẽ 2 (k), the "--"=D 4 (k) and "o"=Ẽ 4 (k). 
In previous work (Liu and Shouval, 1994) we solved this equation for an environment composed of natural scenes, assuming a 1=k 2 power law, appendix A outlines how to obtain the representation for the correlation function in such a case.
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In this paper we take into account the e ects of the preprocessing which the natural images undergo in the retina and LGN. This preprocessing has a complex spatiotemporal form, we will however neglect the temporal aspects of this preprocessing, and model the spatial preprocessing as a center surround lter of a nite extent. We have also chosen this lter to have a balance between the negative and positive parts, and for convenience we chose the form K(r) = 1 g 2 ( J 0 (q This assumption is probably only approximately true however we will show that it is su cient for obtaining a good agreement with simulations. Since we force locality on the receptive elds, only the local properties of the correlation functions matters. Within the receptive elds size we used di erent estimates of the spectrum are similar.
In general, any lter with a spatial extent smaller than the size of the receptive elds, can be represented in terms of the complete set of functions. Transforming to the set used for representing the correlation function we get that K(r) It is important to notice that the number of terms su cient for a good approximation depends the value of g. As can be seen in gure 3. 
Results and comparison to simulations
In this section we will display the results of the theory outlined in the rst section, and will compare them to simulation results obtained under similar conditions. The rotationally symmetric solutions depend on the size of the receptive eld, therefore we have chosen the size a = 10 for our receptive elds. The theory assumes a rotationally symmetric environment, this assumption is only an approximation. The non rotationally symmetric correlations can be taken into account, in order to give a more exact and complete theory, however in this section we try to test the rotationally symmetric theory, and therefore we have forced a larger degree of radial symmetry on our images by rotating each of our images by 90 degrees and including the rotated images in the data set.
In Figure 4 we have displayed the theoretical prediction for the eigenvalues and eigenvectors as a function of g, the ratio between the receptive eld size, and the size of the center surround preprocessing lter, changing the receptive eld size would e ect only the rotationally symmetric solution. The notation (m; n) implies the n'th solution with angular component m, eg: (0; 1) implies the rotationally symmetric solution with highest eigenvalue. It can be seen the near g = 1 the principal component is proportional to cos( ) whereas near g = 0:7 the dominant solution becomes the one proportional to cos(2 ). For small values of g i.e: g :3 the results displayed here are not exact since larger matrices then we have used should be used in order to achieve a good approximation.
In order to test the validity of the theory we have compared the theoretical predictions at g = 1 shown in gure 5 with simulation results, for the rst ve principal components shown in gure 6, as can be seen the theoretical predictions, and the simulations are nearly identical. In these simulations we used the symmetrized data set, and the algorithm proposed by Sanger (89) in order to extract several principal components.
It should also be noted that theoretically, for a rotationally symmetric environment, the two solution identical apart from a rotation, have the same eigenvalue. We have displayed here the LGN to cortex receptive elds which which have a di erent radial component then the retina to cortex receptive elds, but an identical angular form. Figure 6 : Simulations results, the inputs are 12 natural scenes which have been preprocessed with a center surround lter of radius 10, and in addition each image has been rotated by 90 degrees in order to increase the radial symmetry. The receptive led size used had a radius a = 10 thus g = 1, and the conditions are identical to those in the theoretical derivation above. We can see that there is a considerable similarity between the theory and the experiment.
The theoretical results discussed here depend on having a power spectrum that is exactly proportional to / 1=k 2 . However it is unlikely that this exact result holds; indeed di erent researchers have found di erent exponents to the power law (Ruderman and Bialek, 1994) . Therefore it is important to show how the results obtained here depend on the exact power law postulated. The technique used here can not be used to obtain an exact representation for every power law, instead we will show robustness by altering the power in the denominator of equation 11. This change is analogous though not equivalent to changing the power law 3 . In most of the region examined 02 and 01 are the highest eigenvalues (see gure 4). We have examined how changing the exponent value from 2:0 to 1:8 and 2:2, would a ect the type of principal component. In most of the region examined 02 and 01 are the highest eigenvalues for the exponent value 2.0 (see gure 4). We have found As displayed in gure 7 that the identity of the principal component is relatively robust to these changes in the spectrum.
This robustness to perturbations in the spectrum are not surprising in light of the good agreements between simulations and theoretical results. It is unlikely that the power spectrum in our 3 This change in the power also changes the normalization of the matrices we will partially correct for this by presenting not the exact eigenvalues but their ratio images is exactly proportional to 1=k 2 , yet there is a good agreement between the simulation we performed using these images and the theoretical results based on the 1=k 2 assumption.
An angular correction
In order to achieve an agreement between the theory and simulations, we arti cially symmetrized the correlation function of natural scenes by rotating each image. In gure 8 we have contrasted the rst principal component as extracted by simulation from a non symmetrized data set with the Principal component as extracted from the symmetrized inputs, at the value g = 0:7. From inspecting the form of the receptive eld on the right hand side of gure 8 we conclude, that the non symmetric portion of the correlation function of the natural scenes is responsible for the di erence between the theoretical predictions and the simulation results using non rotated natural scenes.
In section 2 we have analyzed the non symmetric component of the correlation function. Since the non symmetric parts of the correlation function are relatively small compared to the symmetric part, we can use perturbation theory in order to correct the predictions of the symmetric theory. However since the eigenvalues are nearly degenerate we will develop a form for rst order nearly degenerate perturbation theory.
The solutions of the symmetric theory will be denoted by 0 k where the k represents the k 0 th eigenfunction. We will assume that the approximate solution 0 , after including the small perturbation term C 0 , is composed of a superposition of two of the unperturbed nearly degenerate solutions, thus 
It is interesting to note that as the unperturbed function approaches degeneracy, i.e ! 0 then tan( ) ! 1. That is the two components are mixed with equal proportions.
Using equation 9 We have made an estimate of this integral by including only the lowest frequency modes this estimate is therefore a lower bound, but it's validity is also limited by the resolution of our measurement. For this estimate we have obtained a mixing angle of 65 deg, thus sin( ) = 0:906 and cos( ) = :422. The resulting principal components, as well the one obtained for the degenerate limit are displayed in gure 9. Comparing the theoretical predictions to the simulations in gure 8 we see that the degenerate limit agrees better with simulations, this result is reasonable in due to the approximation performed in calculating the integral and due to the nature of the measurements.
Discussion
We examined the form of the receptive eld structures resulting from a class of unsupervised learning rules. We assumed that the visual environment to which these neurons are exposed, is composed of natural scenes, which are preprocessed by a center-surround lter.
We rst assumed a radially symmetric environment, and have shown that the receptive eld structure is critically dependent on the ratio between the size of the preprocessing lter and the size of the receptive eld. Our results were based on the assumption of a 1=k
In most of the regime examined some of the eigenvalues are nearly degenerate, this is expected if the retinal preprocessing indeed attens the spectrum (Atick and Redlich, 1992) .
We have also shown that the non rotationally invariant components of the correlation function can be used to explain the structure of receptive elds in the non-symmetrized environment. In both cases we found good agreements between the theoretical predictions, and simulation results.
Previous work (Hancock et al., 1992; Liu and Shouval, 1994) which examined localized principal components of natural images, has shown that the principal components of raw natural scenes are quite di erent from receptive elds in the visual cortex. In this paper we examined the e ect of retinal preprocessing and found that, for certain sizes of receptive elds and retinal lters, the resulting receptive eld is more similar to cortical receptive elds. One di erence which still stands out between this single cell theory and receptive elds in the cortex, is that the cortex neurons with all orientation exist whereas the single cell theory predicts only a single horizontal orientation. The horizontal direction is the direction of maximal variance due to the rotationally non symmetric components of the correlation function, which are due to the prevalence of horizontal and vertical edges in natural images, such as horizons and trees.
The localization by a hard boundary was forced on these receptive elds, and did not evolve through learning or optimization. This is di erent than other schemes (Bialek et al., 1991; Atick and Redlich, 1993) in which localization of receptive elds was examined. Using this type of localization results in receptive elds that are localized and quantized. However it is obvious that this scheme can not be used for predicting an "optimal" scale for such receptive elds. 
We shall rewrite this correlation function in terms of the normalized Bessel-Fourier basis W mi .
These functions are zero on the boundary and take the form (Jackson, 1975, etc.) W m (kr=a) = 
Since these functions are set to be zero on a circular boundary of radius 1, thus the solutions for k are quantized, which take discrete values k m i where i denotes the ith zero of the function. Since we can rewrite J l (k In this appendix we have set the boundary a = 1, in order to take a into account the simple transformation r ! r=a needs to be performed to the representation of the correlation function. It is impotent to note that the value of the constant b is dependent on the value of a.
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