stress perturbations. This mechanism is robust as it does not depend on the choice of planetary boundary layer parameterization.
Introduction
Surface wind stress (WS) is one of the main forcing of the ocean dynamics. Coarse spatial resolution sea surface temperature (SST) and WS intensity fields present negative correlations (Liu et al. 1994; Xie 2004) , characteristic of an ocean driven by the atmosphere: more intense WS cools the surface water through evaporation and entrainment of subsurface water in the mixed layer. However, higher resolution fields contain mesoscale structures (~10-100 km, scales corresponding to the oceanic mesoscale) that show a contrasting behavior. SST-WS intensity correlations are positive under the effect of the ocean feedback on the atmosphere . The atmospheric response to the SST was first observed by Sweet et al. (1981) above the north wall of the Gulf Stream. A cross-front WS intensity increase was detected when passing from cold to warm waters. Further observational campaigns (Businger and Shaw 1984; Giordani et al. 1998) in other regions also evidenced enhanced (weakened) WS intensity over warmer (colder, respectively) SST. Then, satellite data confirmed this result (Chelton et al. 2001; Bourras et al. 2004 ) and a proportional relationship between WS intensity and SST mesoscale anomalies has been identified (e.g. O'Neill et al. 2010 ):
(1) � − → τ s � ′ ∝ SST ′ Abstract Satellite observations and a high-resolution regional ocean-atmosphere coupled model are used to study the air/sea interactions at the oceanic mesoscale in the Peru-Chile upwelling current system. Coupling between mesoscale sea surface temperature (SST) and wind stress (WS) intensity is evidenced and characterized by correlations and regression coefficients. Both the model and the observations display similar spatial and seasonal variability of the coupling characteristics that are stronger off Peru than off Northern Chile, in relation with stronger wind mean speed and steadiness. The coupling is also more intense during winter than during summer in both regions. It is shown that WS intensity anomalies due to SST anomalies are mainly forced by mixing coefficient anomalies and partially compensated by wind shear anomalies. A momentum balance analysis shows that wind speed anomalies are created by stress shear anomalies. Near-surface pressure gradient anomalies have a negligible contribution because of the back-pressure effect related to the air temperature inversion. As mixing coefficients are mainly unchanged between summer and winter, the stronger coupling in winter is due to the enhanced large-scale wind shear that enables a more efficient action of the turbulent with ·′ the mesoscale anomalies, and − → τ s the WS. The spatial derivative of relation (1) leads to relations between the WS divergence (curl, respectively) and the downwind (crosswind) SST gradients. Theses relations and relation (1) have been verified in several regions both with observations (e.g. O'Neill et al. 2005; Chelton et al. 2007; Castelao 2012; Frenger et al. 2013 ) and models (e.g. Maloney and Chelton 2006; Bryan et al. 2010; O'Neill et al. 2010) . A concurrent relation between SST laplacian and the near-surface wind speed divergence has been proposed by Minobe et al. (2008) , assuming the surface wind speed to be proportional to the WS. In this case, the WS divergence is proportional to the SST Laplacian (and not to the downwind SST gradient). In the present work we focus on relation (1) because it shows the strongest correlations in our region of interest. A comparison between the two types of SST-WS interactions is presented in the discussion (Sect. 5.3).
As recently underlined by Byrne et al. (2015) , the mechanisms leading to SST and WS intensity correlated patterns remain unclear and various processes have been proposed to explain (1). In the atmospheric Planetary Boundary Layer (PBL), the turbulent vertical mixing of momentum can be parameterized by a turbulent stress − → τ . WS is the boundary condition of the turbulent stress at the air/sea interface. Samelson et al. (2006) relate WS to the turbulent stress vertical shear and the PBL height, defined as the height above which − → τ vanishes. Under the strong assumption of an unchanged vertical stress shear, a PBL height increase above warm waters would result in a WS intensity increase. SST mesoscale anomalies could also affect the pressure in the PBL (Lindzen and Nigam 1987, hereafter LN87) , resulting in WS modifications through the momentum balance (Wai and Stage 1989; Small et al. 2005) . Finally, warm mesoscale anomalies could also enhance the mixing in the PBL. This would increase the transfer of momentum from the upper layers to the ocean surface, resulting in wind speed and stress strengthening in the lower layers ("downward mixing mechanism"; Hayes et al. 1989; Wallace et al. 1989) . These mechanisms have also been shown to act together to explain the proportional relation between SST and WS intensity anomalies (O'Neill et al. 2010; Koseki and Watanabe 2010) . Byrne et al. (2015) also pointed out a lack of explanation for the seasonal variability in the atmospheric response to the mesoscale SST.
Impacts of these mesoscale SST-WS interactions on the atmosphere and ocean dynamics at larger scale remain relatively unknown. In an idealized framework, Hogg et al. (2009) showed that it can affect the large-scale ocean circulation and the gyres structure. Piazza et al. (2015) recently showed that the mesoscale SST forcing in the Gulf Stream region have an upscaling impact on the tropospheric wind and storm tracks from the North American East Coast to the Mediterranean Sea. In Eastern Boundary Upwelling Systems (EBUS), WS can be significantly altered by the SST in offshore regions (Chelton et al. 2007 ) and also in coastal areas with strong thermal gradients due to the upwelling. In the California EBUS, Boe et al. (2011) and Renault et al. (2015) have shown that the nearshore wind shape is mainly driven by orographic effects, but the coupling with the SST, albeit weaker, can also modulate the nearshore WS structure. This WS modulation could affect in return the upwelling structure (Perlin et al. 2007; Jin et al. 2009 ), the associated coastal current system and also the eddy dynamics generated by its instability (e.g. Capet et al. 2008; Colas et al. 2012) . The SST-WS feedback could also affect the ocean mesoscale eddies characteristics, for example through Ekman pumping (e.g. Spall 2007a; Gaube et al. 2015) created by WS mesoscale anomalies. In the EBUS mesoscale eddies play an important role as they can account for a substantial heat transport (Colas et al. 2012 ) and they also largely influence the intense biological activity (Lathuilière et al. 2010; Gruber et al. 2011; Bertrand et al. 2014) .
The Peru-Chile Current System (PCS) is one of the main EBUS. Its regional dynamics has often been studied using regional ocean models forced by prescribed atmospheric fluxes (e.g. Penven et al. 2005; Oerder et al. 2015) neglecting the ocean feedback on the atmosphere. Recent advances in regional modeling now allow to tackle ocean/atmosphere mesoscale coupling in a realistic framework with the objective to understand its impact on the regional dynamics. The present study analyzes the characteristics of the SST feedback on the WS in the PCS. It also aims at understanding the mechanisms of the WS intensity response to SST in order to explain its seasonal variations. Putrasahan et al. (2013) used an ocean/atmosphere coupled model to study the PCS dynamics. They concluded to a weak mesoscale air-sea coupling. However our study shows contrasting results.
In the present work, we use satellite observations and a high-resolution coupled model. Details about the model and observations are provided in Sect. 2, along with a description of the methodology and the diagnostics. Section 3 evaluates the model realism by comparing observed and simulated fields, including the SST-WS coupling characteristics and their spatial and seasonal variations. The WS intensity dynamical response to the SST mesoscale field is analyzed in Sect. 4. We evidenced two concurrent effects affecting the WS: one related to the turbulent kinetic energy (TKE) modifications, and anotherone due to wind shear anomalies. The origin of these wind anomalies is studied through a momentum balance analysis. Results are discussed in Sect. 5 before concluding in Sect. 6.
Methodology

Observational dataset
Satellite observations are used to characterize the SST-WS coupling and to evaluate the realism of the model solution. WS data are from the QSCAT scatterometer (Dunbar et al. 2006 
Regional ocean-atmosphere coupled model
Atmospheric model
The atmospheric component is the Weather Research and Forecasting (WRF) model using the ARW (Advanced Research WRF) solver (Skamarock and Klemp 2008) in its 3.6 version. WRF is a regional model solving the fully compressible non-hydrostatic Euler equations on a C-grid with terrain-following mass vertical coordinate. The atmospheric grid has 60 vertical sigma levels with the top of the atmosphere located at 50 hPa. We increase the WRF default vertical resolution defining 21 levels in the first ∼1000 m. The horizontal resolution is 1/12°. Time step is 20 s. A third order Runge-Kutta time-integration scheme and a 5th-order upwind-biased advection scheme in space are used.
WRF allows for the testing of a large range of parameterizations. Our configuration uses Goddard short-wave flux scheme (Chou and Suarez 1994) , the longwave Rapid Radiative Transfer Model (RRTM; Mlawer et al. 1997 ) and the "WSM6" microphysics scheme (Hong and Lim 2006) . Cumulus are parameterized by the Betts-Miller-Janjic scheme (Janjic 1994) . We use the unified NOAH land surface model with the surface layer scheme from the fifthgeneration Mesoscale Model (MM5, Chen and Dudhia 2001) . To represent the PBL physics, the Mellor-YamadaNakanishi-Niino (MYNN) 2.5 level (Nakanishi and Niino 2009) scheme is selected, associated with its corresponding MYNN surface scheme. In our region, this PBL parameterization produces the most realistic simulation (see Sect. 3). As Perlin et al. (2014) showed that the SST-WS coupling intensity is sensitive to the WRF PBL scheme, we also perform a simulation using the Yonsei University (YSU, ) PBL scheme and the MM5 surface layer parameterization (Paulson 1970) . We choose YSU for two reasons. First, we tested several PBL schemes and YSU gives the second most realistic simulation (after MYNN), both for regional climate mean state and coupling characteristics (see Sect. 4.3) . Second, MYNN and YSU derive from two different momentum turbulent mixing theories. In MYNN, momentum mixing is parameterized by a Reynolds turbulent stress − → τ at the layers interface, proportional to ∂ z − → v , the vertical shear of horizontal velocity (all wind speed and velocities presented in this article referred to the horizontal wind):
with ρ the air density, K M , the momentum vertical diffusion coefficient. In YSU, other terms are included to represent the contribution of large-scale eddies to the total flux (Hong and Pan 1996) and the entrainment flux ). In MYNN, K M is locally computed on each grid point using a TKE budget (that includes air/sea turbulent fluxes). This differs from YSU where the vertical profile of K M is determined at each horizontal grid point using the PBL height and the air/sea turbulent fluxes. A more detailed comparison between these two momentum turbulent mixing parameterizations can be found in Perlin et al. (2014) . Initial and open boundary conditions are extracted from ERA-interim reanalysis (Dee 2011) 6 h averages with an horizontal resolution of ∼3/4°. We consider a 1-day spinup period for the coupled simulations as the focus here is on PBL structures adjusting quickly to the oceanic mesoscale.
Oceanic model
The ocean component is the Nucleus for European Modeling of the Ocean (NEMO, Madec 2008) model in its version 3.4. NEMO is a primitive equations ocean model that has been run in several regional configurations (e.g. Resplandy et al. 2011; Jouanno and Sheinbaum 2013; Benshila et al. 2014) . The ocean vertical grid has 75 z-levels, with 25 levels above 100m. The vertical resolution ranges from 1 m at the surface to 200 m at the bottom where a partial step representation of the topography (Adcroft et al. 1997 ) is used. The time step is 400 s.
Horizontal tracer and momentum advection is treated with an upstream-biased (UBS) third order scheme Farrow and Stevens 1995; Webb et al. 1998 . The vertical tracer flux is evaluated using a total variance dissipation scheme (Lévy et al. 2001 ) and the momentum vertical advection is a simple 2nd order centered scheme. As the UBS scheme already includes an intrinsic diffusion, we are not using any explicit horizontal diffusion/viscosity in these simulations.
The vertical mixing is parameterized using an improved version of turbulent kinetic energy, closure scheme (Blanke and Delecluse 1993; Madec 2008) . Lateral boundary conditions are 5-day averages for temperature, salinity and velocity coming from simulations performed in the Drakkar project (global oceanic simulation ORCA025-B83 performed with NEMO at 0.25° horizontal resolution and 46 vertical levels; Dussin et al. 2009 Samson et al. (2014) . Coupling frequency is 1 h The air/sea stress conditions (i.e. WS) are computed in the surface layer parameterization of WRF. Both MYNN and MM5 schemes are based on the Monin-Obukov similarity theory (Monin and Obukhov 1954) . WS is expressed by:
with k 0 the Von Karman constant, z 0 the roughness length. ψ, the stability function, depends on the chosen scheme and L, the Monin-Obukov length. However, at the air-sea interface, the WS actually depends on the surface wind velocity relative to the surface ocean current (Dawe and Thompson 2006; Song et al. 2006 ). This impacts the WS mesoscale structure (Chelton et al. 2004) . In order to take this effect into account, the stress conditions at air-sea interface are modified: Eqs. (3) and (4) are computed using Lemarié 2015) . This requires modifications
in several WRF routines that are now available in the latest model releases (from version 3.6).
Two simulations using different PBL schemes are performed: a 4-year simulation (for the period [2005] [2006] [2007] [2008] using the MYNN PBL scheme named CPLM and a 1-year simulation (for the year 2007) with the YSU PBL scheme named CPLY (see Sect. 3.3.1).
SST and WS fields processing
Fields regridding
Observed and simulated WS and SST fields have different spatial resolutions. For an accurate comparison, the fields are regridded on the same 0.5° grid (for each QSCAT data point, the model field is averaged over the surrounding 0.5° square box). We refer to these fields as CPLM50 and CPLY50. To study the coupling characteristics in the observations, the 0.25° MW OI SST is also regridded on the 0.5° QSCAT grid. Finally, to directly compare the simulated and MW OI SST, we also regrid the model field on the 0.25° MW OI grid. We refer to these fields as CPLM25 and CPLY25 SST. 
Preprocessing for SST-WS coupling analysis
In the coastal region, orographic effects create WS mesoscale anomalies more intense than the SST-induced ones (Boe et al. 2011; Renault et al. 2015) . Desbiolles et al. (2014) showed that in EBUS a nearshore strip of at least 100 km should be removed to properly study the SST influence on WS mesoscale anomalies. Here, we discard the first 150 km nearshore from the coupling characteristics analysis.
To isolate the mesoscale structures, SST and WS intensity daily fields are smoothed using a Gaussian spatial filter with a standard deviation of 150 km. Mesoscale anomalies of a field φ (SST or � − → τ s �) are defined as φ ′ = φ − φ, with φ the smoothed field. In the following, we simply refer to φ ′ as anomalies and large-scale field refers to the smoothed field φ. Figure 2 represents CPLM SST and WS intensity anomalies for July 2007. The filtering efficiently removes the large scale patterns and reveals correlated structures between the two fields, consistently with relation (1).
SST-WS coupling characteristics
Relation (1) between SST and WS intensity anomalies is evaluated and characterized during (late) austral summer and winter. Following Chelton et al. (2007), we use 29-day averaged periods (to remove weather synoptic variability) overlapping with 7-day intervals. For summer (winter) 13 periods from January to April (July-October, respectively) are selected. The WS intensity is computed using WS daily mean intensity averaged over 29-day periods A scatterplot of WS intensity anomalies as a function of SST anomalies is generated using all points of the 13 maps. The scatterplot correlation R indicates the strength of the linear relationship. Correlations are significant within a 95 % confidence level. They are presented in Sect. 3.3.1 (see Table 1 ).
As in previous studies (e.g. Chelton et al. 2001; Desbiolles et al. 2014; Perlin et al. 2014) , the SST axis is divided into 0.1 °C intervals and the WS intensity anomaly means and standard deviations are computed for each SST interval. A "binned" scatterplot is generated using these means and standard deviations. Intervals containing less than 1 % of the points are discarded. An example can be found on Fig. 7 in Sect. 3.3.1. We compute the binned scatterplot slope, i.e. the Regression Coefficient (RC) associated to relation (1). RC represents the intensity of the WS response to a given SST anomaly. In the following we describe the coupling characteristics R and RC in the PCS.
Composite of vertical profiles
To study the PBL response to the SST anomalies we compute composites of vertical profiles of air temperature and wind speed anomalies above warm (SST′ > 0.1 °C) and cold (SST′ > −0.1 °C) SST anomalies (Sect. 4.1.2 and 5.2). Wind speed increases with height, reaching its maximum Z max at a few 100-m height. Z max varies spatially over the domain. To obtain composite profiles, the vertical axis is rescaled for each profile so that Z max = Z mean max , with Z mean max the height of the maximum of the wind speed mean profile (spatial mean over the domain). The same methodology is applied to air temperature using the inversion height (Sect.
5.2).
3 Model realism and mesoscale coupling description
Mean state
The realism of our reference simulation (CPLM) is first evaluated by comparing annual means of the WS and SST fields (Fig. 3) . A realistic mean state is important to study the mesoscale coupling as it affects the intensity of the WS response to SST anomalies (see O'Neill et al. 2012, and Sects. 3.3.2 and 4.2) . Figure 3 shows that the regional patterns are reproduced by the model. South of the equator, the wind blows north-westward with a stronger intensity near the Chile coast at 30°S and between 6°S and 24°S offshore. Near the coast, the wind is alongshore and its intensity decreases shoreward. This decrease appears to be slightly overestimated by the model in some regions (e.g. the [7°S-13°S] coastal segment) when compared to QSCAT data. The SST field presents a cold tongue along the Peru-Chile coast, characteristic of a wind-driven coastal upwelling. Simulated SST are colder (∼1 °C) than the satellite observations close to the coast. Note that the 25 km MW IO SST misses part of the upwelling structure in the very nearshore. So, within a coastal strip, the SST has been extrapolated from offshore and the actual SST is expected to be colder in the central Peru coastal region. South of the equator, spatial correlations between observed and simulated fields are 0.97 for WS intensity and 0.95 for SST. Along the equator, CPLM underestimates the cold tongue extension and presents a 2 °C warm bias, associated to an overestimated WS intensity (0.008 Nm −2 bias). In the northern part of the domain the model solution is less realistic: WS intensity is ∼0.02 Nm −2 too weak and the SST is up to 2 °C too warm. This is because the atmospheric model parameterizations, chosen to realistically reproduce the PCS climate, are certainly less adequate for the trade winds convergence zone and intense deep convection areas.
Common biases when modeling the lower atmosphere in EBUS are an unrealistic downward short-wave flux above the ocean (Ma et al. 1996; Davey 2002; Meehl et al. 2005) and an underestimation of the low cloud cover (e.g. Wyant 2010; Szoeke et al. 2012) . In coupled models, this can lead to a large SST bias (Szoeke et al. 2010 ). CPLM flux is compared to ISCCP data in Fig. 4 . It shows a large pattern of low short-wave (∼175 Wm −2 ) off the Peru-Chile coast from 12°S to 30°S that can be due to the presence of low clouds. West of 90°W, the short-wave flux is higher. North of the equator, the observed low short-wave strip along 6°N and the minimum in the Panama Bight region are poorly simulated. This may explain the warm SST bias in this area (Fig. 3) .
The large-scale wind vertical structure has a big impact on the atmospheric response to SST mesoscale patterns (see Sect. 4.1) . Zonal sections at 20°S of the wind velocities are shown on Fig. 5 . The simulated wind presents similar structures than the VOCALS-REx observations. Near the surface, the meridional wind flows northward with a maximum jet at ∼900 hPa and its intensity decreases nearshore ( Fig. 5a and b) . This decrease is somewhat underestimated by the model, contrarily to what is seen on Fig. 3 . This difference may be attributed to the fact that the comparisons in Figs. 3 and 5 use different datasets (QSCAT and in situ rawinsonde data) over different periods (annual mean and several days average). At height, a southward meridional velocity is associated to the poleward branch of the Hadley cell. The height of the wind reversal is ∼500 hPa at 85°W both in model and observations and it decreases toward the shore (at 72°W) reaching ∼980 hPa in observations and ∼940 hPa in the model. Near the surface, the zonal wind Fig. 5c and d ) flows westward and decreases nearshore. At height, it flows eastward and the reversal height decreases from 700 hPa at 85°W to ∼950 hPa at 72°W. These patterns are captured in the model solution.
Mesoscale activity
Statistics of the mesoscale fields are examined for simulated and observed WS intensity and SST. Anomalies, as defined in Sect. 2.3.2, are computed for each monthly field of CPLM25 SST, CPLM50 WS intensity and observations for the year 2007.
Both the probability density function (PDF) and the monthly-mean absolute values show that SST anomalies have more extreme values in the model solution than in observations (Fig. 6a, b) . CPLM25 captures well the seasonal cycle of the mean SST anomaly with enhanced (reduced) anomalies in autumn (summer, respectively). Similar results are obtained for WS intensity anomalies (Fig. 6c, d ): CPLM50 wind anomalies are more intense ); d same as c for VOCALS-REx observations. Black contours indicate zero velocity than in observations but have the same seasonal variability. Note that having stronger WS intensity and SST anomalies is consistent with relation (1), assuming realistic coupling characteristics (Sect. 3.3). Interestingly, WS intensity and SST anomalies seasonal cycles are not in phase (maximum in winter for WS intensity and in fall for SST). This indicates that coupling characteristics R and RC vary in time (Sect. 3.3).
SST-WS mesoscale coupling
Comparison between model and observations
WS intensity and SST fields from CPLM, CPLM50 and observations are processed as described in Sect. 2.3 to examine the mesoscale coupling characteristics. Binned scatterplots for austral winter in the Peru region (from 9°S to 18°S and from 95°W to 150 km offshore; red box in Fig. 2 ) are shown on Fig. 7 . All panels exhibit a clear linear relationship between SST and WS intensity anomalies. R and RC between WS intensity and SST are larger (∼50 % for RC) in the model (R = 0.77) than in the observations (R = 0.59). The model overestimates both the intensity of the SST anomalies (Sect. 3.2) and RC. This may be why the part of the total WS intensity variance explained by relation (1), i.e. R 2 , is larger in the model than in the observations. Note that the regriding does not affect much the WS intensity dependence to the SST, as R and RC are not very different for CPLM and CPLM50.
The same diagnostics are computed for the summer season and for the southern part of our domain ("Chile" region, from 18°S to 27°S and from 150 km offshore to As evidenced by Chelton et al. (2001) , spatial derivatives of (1) lead to:
− → k , the vertical component of the stress curl, − → k being the vertical unit vector. grad dw (SST ′ ) and grad cw (SST ′ ) are the downwind and crosswind projections of the gradient, respectively: grad dw (SST ′ ) = � − − → grad(SST ′ )�cos(θ) and
We have examined these relations and results are summarized in Tables 2  and 3 . As for relation (1), R values are overestimated in the model. Observed and simulated RC are very close in 1 Perlin et al. (2014) tested several PBL schemes using the 3.3 version of WRF. They obtained a large overestimation of RC with MYNN, inconsistent with our results. Improvements in this parameterization between version 3.3 and 3.6 reduces RC (not shown).
summer while in winter the simulated RC is ∼30 % too large. The spatial and seasonal variability are similar in the model and in observations: R and RC are stronger in winter than in summer and slightly higher off Peru than off Chile, except for relation (6) in summer.
In contrast with our results, Putrasahan et al. (2013) obtained stronger coupling characteristics in summer than in winter. However, they used a different methodology in the computation of the binned scatterplot. They included bins with extreme SST gradients that contains very few points. This might give an important weight to extreme SST values and might influence RC values. Moreover, they computed the correlations from the binned scatterplots while we did it directly on the SST and WS intensity fields before binning (correlations of our binned scatterplot are always higher than 0.98).
Spatial variations of the coupling characteristics
To further investigate the spatial variations of the coupling characteristics, we take advantage of the high resolution of CPLM to map R and RC for relation (1). Every 12 points ) with respect to the SST anomalies (°C) for a CPLM, b CPLM50 (CPLM fields regridded at 50 km resolution) and c 50 km resolution observed fields (25 km MW OI SST is regridded at 50 km resolution). The binned scatterplots are computed for the Peru region following the methodology described in Sect. 2.3. Correlation (R) and regression coefficient (RC, in 10 of the horizontal grid, we estimate the coupling diagnostics using all points included in a 450 km-large square (moving) box centered on this grid point.
Only RC values for winter are shown in Fig. 8 (2012) showed evidence that the air-sea mesoscale coupling is more efficient under steady wind conditions. The surface wind steadiness (St) is defined as with the temporal averaging. St is close to 1 when the wind is steady, and decreases when the wind often changes direction. Winter St is represented on Fig. 8 . Off Chile, low RC values correspond to the region with lower (< 0.9) steadiness. However, the steadiness spatial distribution does not explain the low RC north of 9°S and nearshore around 20°S. O'Neill et al. (2012) showed that RC also depends on the large-scale wind intensity. The large RC values off Peru corresponds to the strongest wind area >8 ms −1 while the nearshore Chile region south of 20°S has a 7.5 ms −1 wind intensity and intermediate RC values. Finally, the nearshore region near 20°S and the smallest RC region off Chile correspond to the weakest wind <7 ms −1 .
Mechanisms behind the coupling and its seasonal cycle
To investigate the coupling mechanisms, we now focus on the Peru region, which presents relatively homogeneous coupling characteristics. We first study the PBL response to
the SST anomalies during winter (July 2007) as the coupling intensity is stronger during this season.
Mechanisms driving the SST feedback on the WS
WS intensity anomalies are approximated by turbulent stress intensity anomalies τ ′ 1 at the top of the first atmospheric model layer (i.e. 20 m in our configuration).
2 The turbulent stress − → τ 1 is proportional to K M and the wind velocity vertical shear (Eq. (2)). Figure 9 presents vertical profiles of the mixing coefficient K M and wind speed. K M increases with height, reaching its maximum at 300 m. It decreases above and vanishes around 1000 m. Warm (cold) anomalies are associated with enhanced (reduced, respectively) turbulent mixing. Large-scale wind speed profiles presents a positive vertical shear (Fig. 9b ). This is a necessary condition to the momentum transfer from upper layers to lower layers by the so-called downward mixing mechanism (e.g. Hayes et al. 1989; Wallace et al. 1989) . The composite of the wind speed anomalies above warm SST anomalies (Fig. 9c) exhibits an enhanced wind speed in the lower part of the PBL while the wind speed is reduced in the upper part of the PBL. These wind speed anomalies led to a decreased wind speed vertical shear. The symmetrical situation occurs above cold SST anomalies. Features evidenced in Fig. 9 are consistent with the observations from Hashizume et al. (2002) in the EEP. 2 The WS − → τ s being the turbulent stress − → τ condition at the air-sea interface, the intensity of both fields are highly correlated (>0.99) and are related by τ ′ s = ατ ′ 1 with α = 0.95. 
Decomposition of the WS anomalies
Larger (smaller) K M over warm (cold, respectively) waters tends to increase (decrease) the turbulent stress − → τ according to Eq. (2). Conversely, a weaker (stronger) wind shear tends to decrease (increase) it. Thus, these two effects can compensate each other. To investigate this, − → τ is decomposed as follows:
· denotes the large-scale field (a Gaussian filter is applied as described in Sect. 2.3.2) and · ′ denotes the mesoscale anomalies. A similar decomposition for the turbulent stress shear was introduced by Koseki and Watanabe (2010) . Our decomposition separates the stress proportional to the wind shear anomalies − → τ b from − → τ a (which does not depend on ∂ z − → v ′ ). In the following, we focus on the stress anomalies, so Eq. (8) was filtered (see Sect. 2.3.2) to isolate mesoscale fields:
The mesoscale anomalies − → τ ′ a are entirely created by the mixing coefficient anomalies.
In the MYNN formulation, the mixing coefficient is parameterized using a TKE formulation. The positive (negative) anomalies of K M above warm (cold) SST
anomalies shown in Fig. 9a are due to positive (negative) TKE anomalies (not shown). A TKE budget examination indicates that TKE anomalies are caused at the first order by the temperature turbulent flux (the buoyancy production term) anomalies with a negligible contribution of the wind shear term (not shown). This confirms that Eq. (8) adequately separates the turbulent stress independant from the wind shear ( − → τ a ) from the stress proportional to the wind shear anomalies ( − → τ b ). SST anomalies create air temperature anomalies and drive TKE anomalies (K M ') through atmospheric stability modifications. It leads to turbulent stress anomalies − → τ ′ a . This modifies the momentum balance (Sect. 4.1.2) and generates wind shear anomalies that in return affect the turbulent stress
As the turbulent stress anomalies are mainly downwind (not shown), (8) 
What drives wind speed vertical shear anomalies?
We now investigate the mechanisms generating nearsurface wind shear anomalies. In particular, we examine whether the wind speed is modified because of pressure or turbulent stress perturbations. To this aim, we first investigate why the near-surface wind speed is faster (slower) above warm (cold, respectively) water and why wind anomalies change with height (see Fig. 9c ).
The wind velocity variations are driven by the momentum balance:
with f the Coriolis parameter and P the pressure. The term (9) can be written using natural coordinates. Here we only focus on the downwind momentum budget:
with V = � − → v � and considering that
. Equation (10) describes the driving of the Lagrangian acceleration following a stream-
Time averaging of Eq. (10) terms for July 2007 (see "Appendix") are computed and spatially filtered to analyze mesoscale anomalies. Near the surface, downwind wind speed gradient are colocated with downwind SST gradients (not shown): air parcels are decelerated (accelerated) when flowing from warm to cold (cold to warm, respectively) waters, which is consistent with the surface wind anomalies shown in Fig. 9c . Hence, the acceleration vertical shear ∂ z (V grad dw (V )) above the frontal regions is responsible for the wind speed shear anomalies above SST anomalies. In the following we analyze the mechanisms responsible for wind speed mesoscale anomalies using (10) and its vertically derived expression:
We compute composites of the different terms above the regions of positive (grad dw SST ′ > 2 10 −5 • Cm −1 for cold to warm transition) and negative (grad dw SST ′ < −2 10 −5 • Cm −1 for warm to cold transition) downwind SST gradient anomalies. Vertical profiles of the anomalies of the terms in (10) are represented on Fig. 11 . Momentum is redistributed in the PBL as the air parcels flowing from warm to cold waters are decelerated below 100 m and accelerated above (Fig. 11a) . The deceleration is strongest near the surface (Fig. 11a) , creating a strong near-surface wind shear. Below 100 m, the vertical mixing term largely dominates over pressure (Fig. 11a) . Thus, the deceleration and its vertical shear (Fig. 11b) in the lower layers are mainly due to the effect of turbulent stress shear perturbations, while acceleration of the wind above 100 m is driven by the pressure gradient. The pressure gradient role is further discussed in Sect. 5.2.
The cold to warm composites (Fig. 11c ) present a symmetrical situation: lower layers (below 200 m) are accelerated while upper layers are decelerated. Near the surface, ) between SST and stress anomalies are indicated the pressure gradient is stronger than in the warm to cold case. However, the turbulent stress shear remains the main forcing of the acceleration, while above 50 m, the pressure effect becomes important (Fig. 11c ).
In conclusion, in both cases, below ∼100 m, the wind shear anomalies are driven by the turbulent stress perturbations, while the effect of the pressure gradient is an order of magnitude weaker. Previous studies have also examined the . c same as a but for positive downwind gradient anomalies (cold to warm transition). d vertical shear of the profile shown in (b) momentum budget over SST fronts. Consistency between our results and theirs are further discussed in Sect. 5.2.
Seasonal variations of the SST feedback on WS
Origin of the seasonal variations
We now use the stress decomposition (Sect. 4.1.1) to explain the seasonal variation of the coupling strength (Table 1) . Table 4 presents the RC between SST anomalies and τ ′ 1 , τ ′ a and τ ′ b during winter (July) and summer (January). Both τ ′ a and τ ′ b responses are increased by ∼60 % from summer to winter and so is the total coupling strength (RC between SST' and τ ′ 1 ). Figure 12 helps to understand whether τ ′ a and τ ′ b seasonal variation can be attributed to mixing coefficient and/or wind shear variations.
The binned scatterplot of K ′ M with respect to SST′ (Fig. 12a) shows that RC changes little between winter and summer (1.24 and 1.45 10 −2 m −2 s −1 • C −1 , respectively, i.e. a 14 % increase). Thus, the stronger τ ′ a response in winter is related to the large-scale wind shear seasonal variation (the intensity of ∂ z − → v at 20 m is ∼ 1.1 10 −2 s −1 in winter and ∼ 0.7 10 −2 in summer, i.e. a 60 % decrease). The binned scatterplot of �∂ z − → v ′ � (Fig. 12b) shows that SST anomalies create wind velocity shear anomalies ∼60 % stronger in winter than in summer while the mixing coefficient spatial average changes little (5.9 and 5.7 10 −2 m −2 s −1 in winter and summer, respectively). Thus, the larger τ ′ b response in winter is mainly driven by enhanced wind velocity shear anomalies.
Both τ ′ a and τ ′ 2 seasonal changes are attributed to changes in the intensity of the wind velocity shear (large-scale and anomalies, respectively) with similar relative amplitudes. Note that the stronger large-scale wind velocity shear leads to stronger wind velocity shear anomalies, as given by the momentum balance through stronger stress shear anomalies and wind acceleration (not shown). Overall, this implies that the large-scale wind shear seasonal variation is responsible for the seasonal variation of the WS response to SST anomalies.
Large-scale wind shear
We here investigate the origin of the large-scale wind velocity shear seasonal variation. The WS is the boundary condition of the turbulent stress at the air/sea interface and its intensity is proportional to the square of the surface wind speed (V 2 s ). Thus, using (2) we obtain 
3
The horizontal smoothing of (12) leads to
As K M presents weak seasonal variation (see Sect. 4.2.1)
The validity of this relation is shown on Fig. 13a . Monthly means of V 2 s and the wind velocity shear intensity �∂ z − → v � (computed at 20 m, between the first two model levels) are strongly correlated (R = 0.97). Thus, the enhanced large scale velocity vertical shear in winter is associated to the surface wind speed strengthening. The surface wind winter intensification is a well-known characteristic of the PCS (Fig. 13b) caused by the equatorward seasonal migration of the South Pacific anticyclone (e.g. Strub et al. 1998) . These large-scale wind conditions lead to more efficient momentum vertical mixing during winter in the PCS.
Sensitivity to the PBL parameterization
To test the sensitivity of the results to the PBL parameterization, a second simulation (CPLY) was performed using the YSU PBL scheme (see Sect. 2.2.1). The realism of the large-scale fields is somewhat altered in CPLY compared to CPLM (not shown). In particular, an overestimated short-wave surface flux results in a warm mean bias over the Peru-Chile region (>0.5 °C; not shown) that was not present in CPLM. The mean WS remains quite realistic in CPLY. Table 1 presents the seasonal coupling characteristics in CPLY. As in CPLM, R and RC are slightly overestimated with respect to observed values, while regional and seasonal variations are realistic. (Fig. 9a) as also shown by Perlin et al. (2014) and the large-scale wind speed shear is stronger in CPLY (Fig. 9b) . Warm (cold) anomalies are associated with enhanced (reduced, respectively) mixing coefficient ( Fig. 9a ) and positive (negative) surface wind speed anomalies with similar intensities in both simulations (Fig. 9c) . However, in the first 100 m, the wind speed vertical shear anomalies are much weaker in CPLY. The downwind momentum balance in CPLY shows that the surface acceleration is mainly due to the turbulent mixing with a negligible contribution of the pressure gradient (not shown). It also shows a weaker turbulent mixing vertical shear in CPLY than in CPLM which explains the weaker wind speed vertical shear anomalies.
In CPLY, the turbulent stress formulation includes additional terms to Eq. (2) (see Sect. 2.2.1). However the anomalies of those terms are negligible (not shown), so the same turbulent stress decomposition as in CPLM (Sect. 4.1.1) can be applied. Values are given in Table 4 for the winter season. RC for τ ′ 1 is reduced in CPLY. Nevertheless, the weaker wind shear anomalies in CPLY create a much weaker compensation by τ ′ 2 than in CPLM. Overall, the total stress anomalies have a comparable magnitude in the two simulations. explains the seasonal variation of the coupling strength in CPLY. This confirms that the role of the large-scale wind shear in modulating the seasonal WS-SST response is rather robust and does not depend on the choice of the model parameterizations.
Discussion
Sensitivity to the PBL parameterization
We have examined the atmospheric response to the SST anomalies with two different PBL schemes. Both simulations are rather consistent as they reproduce the observed SST-WS coupling and its seasonal variability related to those of the background wind shear. CPLM and CPLY have SST-induced surface wind speed anomalies of similar amplitude, created by turbulent mixing anomalies above frontal regions. The major difference between CPLY and CPLM is the wind shear response to the SST anomalies. This confirms results from Perlin et al. (2014) showing that YSU creates weak wind speed shear anomalies compared to the TKEbased parameterizations. Hashizume et al. (2002) observed in the EEP an enhanced (reduced) wind velocity shear above cold (warm, respectively) SST anomalies, consistent with CPLM results but not with CPLY. TKE-based parameterizations like MYNN are more accurate under stable conditions (Hu et al. 2010; Shin and Hong 2011) like those in the PCS. Furthermore, in MYNN, K M is computed at each level using local variables and, thus, can represent a progressive vertical adjustment to SST anomalies, while YSU prescribes a specific (analytical) shape for K M vertical profile from the surface forcing (Hong and Pan 1996) considering that the PBL instantaneously adjusts to surface anomalies. As noticed by Perlin et al. (2014) , this could be a limitation to represent accurate mesoscale air-sea interactions. In particular, above a SST front, the horizontal advection does not allow the entire vertical column to adjust to the underlying SST , as assumed in YSU. This may explain the weak vertical wind velocity shear anomalies found in CPLY.
Role of the pressure gradient
In our study, near surface pressure gradient anomalies are weak above fronts (Fig. 11) , as described in several observational campaigns . The momentum balance analysis shows that, near the surface, the wind acceleration is mainly due to momentum turbulent mixing and not to pressure gradients. This is consistent with results from idealized studies of Spall (2007b) , in the case of strong wind at low latitudes, and Kilpatrick et al. (2014) with a comparable experimental framework. Using Large Eddy Simulations, Skyllingstad et al. (2006) also showed that the turbulent mixing was the dominant term explaining the wind speed variations. These results contrast with Small et al. (2005) , Song et al. (2006) and Byrne et al. (2015) that showed an equilibrium near the surface between advection and pressure gradient, with a negligible contribution of turbulent mixing above fronts. The former examined a frontal structure with much larger spatial and temporal characteristics scales than the mesoscale fronts we considered in our study. The latter two correspond to very different climate conditions. This may explain the discrepancies between their results and ours. Note that O'Neill et al. (2010) showed that both turbulent mixing and pressure gradient are important in the surface budget. Nevertheless, their case study presented no capping inversion at the top of the PBL, allowing the pressure gradient anomalies to be maximum near the surface.
In the conceptual framework of LN87, Sea Level Pressure (SLP) gradient anomalies are proportional to SST gradient anomalies (with opposite signs) but can be compensated by the so-called back-pressure effect, related to air temperature modifications. The pressure anomaly at a height Z is considered inversely proportional to the integral of the temperature anomaly between Z and the top of the PBL. Above warm SST anomalies, the pressure decrease, due to air warming, is attenuated by the PBL thickening (that induces a pressure increase). The symmetric occurs for cold SST anomalies. In a situation of air temperature inversion, the back-pressure effect can be largely strengthened as shown by Hashizume et al. (2002) in the EEP. Above warm SST anomalies, the inversion height (Z 0 ) increase leads to an air temperature decrease (Fig. 14a) and, thus, positive pressure anomalies in the upper part of the PBL. These anomalies compensate the pressure decrease created by air warming in the lower PBL leading, overall, to much weaker SLP anomalies than expected in LN87 framework. Again, the symmetrical situation is obtained above cold SST anomalies. Note that, according to Small et al. (2008) , this effect requires relatively weak winds so that the SST gradient influence can reach the temperature inversion above the frontal zone.
The PCS presents a strong temperature inversion near 600 m (Fig. 14b for July 2007). Following Small et al. (2008) , the length scale of the thermal adjustment is
With V 1 ∼ 7 m s −1 , h ∼ 600 m and K T ∼ 40 m 2 s −1 , L p ∼ 63 km, which is smaller than the typical frontal zone length (∼100 km) considered here. This suggests that a strong back-pressure effect could exist over mesoscale fronts in the region. To examine this mechanism, vertical profiles of temperature anomalies are plotted on Fig. 14c. 3 Warm (cold) SST anomalies induce warm (cold, respectively) air temperature anomalies below Z 0 and cold (warm) air temperature anomalies above (Fig. 14c) , as described in Hashizume et al. (2002) . Consequently, SST gradients create downwind pressure gradients of the same sign in the upper PBL (Fig. 11a, c) . These pressure gradients accelerate (decelerate) the wind in the upper layers when it flows above warm to cold (cold to warm, respectively) fronts. Below, their intensity decreases, resulting in very little influence of the pressure on the surface flow. Kilpatrick et al. (2014) also showed that low SLP gradients above SST fronts are due to a backpressure effect following Hashizume et al. (2002) 's mechanism.
Note that besides their weak influence above fronts, SLP gradient anomalies seem to play an important role away from the SST gradient zone, where it acts to equilibrate the turbulent mixing and maintain the wind anomalies (not shown). This is consistent with Spall (2007b) , nevertheless this analysis is beyond the scope of the present study.
3 SST anomalies creates 10 m temperature anomalies that are advected slightly downwind of the SST anomalies (not shown). Thus, the air temperature anomalies vertical profiles (Fig. 14c) are normalized with the 10-m air temperature anomalies values rather the SST values.
About the relation between WS divergence and SST Laplacian
In the present work, we examine the relation between WS and SST mesoscale fields (1) and its two derived relations (5) and (6). However, another relation has been identified by Minobe et al. (2008) in the Kuroshio region:
Relation (13) has also been found in idealized simulations with very weak background wind conditions (Lambaerts et al. 2013) . In our region, we find correlation associated to (13) much weaker than for relations (1), (5) and (6) (not shown). While several mechanisms have been invoked to relation (1), Minobe et al. (2008) proposed a mechanism to explain (13) based only on pressure anomalies. Following LN87, they consider the vertically averaged momentum balance in the PBL, approximating the PBL wind velocity and pressure by surface fields and considering the surface pressure anomalies proportional to the SST anomalies. These are strong hypothesis: O'Neill et al. (2010) and Kilpatrick et al. (2014) showed large differences between PBL-integrated and surface fields. Also, Brachet et al. (2012) and Piazza et al. (2015) noticed that SLP anomalies are not proportional to SST anomalies but to verticaly integrated air temperature anomalies. Thus, a strong back-pressure effect as in our region (Sect. 5.2) could lead to a very weak relation between SST and SLP anomalies. Another reason for not finding clear evidence for (13) in our case may be because the focus is on the PBL response to mesoscale structures evolving in time while Minobe et al. (2008) used 4 years-averaged fields. Brachet et al. (2012) showed indeed different atmospheric responses to the SST when considering long-term mean or 10-day mean fields.
It is important to note that (1) and (13) describe two different relations between SST and WS mesoscale fields but they do not reveal the underlying mechanisms. Indeed, Minobe et al. (2008) explains (13) by a process based only on pressure anomalies while (1) is explained by several processes (see Sect. 1), among which pressure anomalies.
Summary and conclusions
Using satellite observations and a high resolution oceanatmosphere coupled model, correlated patterns between mesoscale SST and WS intensity in the PCS are evidenced. Spatial and seasonal variations of the coupling strength, measured as the regression between WS intensity and SST anomalies, bear noticeable similarities in model simulations and observations. In particular, there is an important seasonal variability, the mesoscale coupling being much stronger in winter than in summer. Spatial variations seem to be related to large-scale fields such as the surface wind steadiness and mean speed. An in-depth analysis of dynamical processes in the atmospheric PBL shows that the stress increase (decrease) above warm (cold) SST anomalies is primarily due to an enhanced (weakened) turbulent kinetic energy. It is partially counterbalanced by the wind velocity shear decrease (increase) over warm (cold) SST anomalies, associated to vertical mixing. Using a downwind momentum budget, we show that the wind velocity shear anomalies are mainly caused by the momentum turbulent mixing in frontal regions. Pressure gradient anomalies are negligible near the surface in frontal regions because of a back-pressure effect related to air temperature inversion. Comparing austral summer and winter, the WS response is twice as strong in winter as in summer because the largescale wind shear (larger in winter) makes the action of the turbulent stress more efficient.
The described mechanisms at work in the PCS region may be different in other regions. Indeed the back pressure effect is expected to be much lower in unstable regions without temperature inversion. In addition, as underlined by Spall (2007b) , the momentum balance depends on the latitude with stronger Coriolis effect at higher latitude. This could result in stronger wind direction anomalies which may no longer be negligible. Also, as described by Small et al. (2008) , stonger wind conditions and/or stronger SST gradients could modify the equilibrium above frontal regions, as the air column has less time to adjust to the SST changes before being advected. Finally, the coupling mechanisms may depend on the size of the mesoscale structures (Byrne et al. 2015 ) that can vary geographically.
In this study we focus on the PBL response to SST anomalies in the PCS. The impact of mesoscale SSTinduced WS intensity anomalies on the ocean dynamics is not addressed. Mesoscale surface currents also alter surface wind by friction (see Sect. 2.2.1). WS intensity and WS curl anomalies, generated through these effects, can largely impact ocean eddies (e.g. Jin et al. 2009 ) and Ekman pumping intensity (Gaube et al. 2015) . Mesoscale air-sea coupling may also induces a thermal damping of eddies (Shuckburgh et al. 2010; Kirtman 2012) . In the PCS, and more generally in EBUS, the ocean mesoscale eddy activity plays an important role in the system functioning. Eddy advection is an important part of heat and momentum balance (e.g. Colas et al. 2012 Colas et al. , 2013 . Eddies are also important for the ecosystem as they drive a spatial redistribution of the upwelled nutrients and planktons (e.g. Lathuilière et al. 2010; Bertrand et al. 2014 ). Thus, ocean-atmosphere interactions at mesoscale may have a role on the dynamics and biological activity in EBUS and its importance is still to be fully elucidated.
mean SST anomalies �SST � ′ , are observed in our simulation (with primes marking the mesoscale anomalies and the temporal average). We want to identify the dominant mechanism that creates �V � ′ . In this appendix, we explain why a simple time averaging of a momentum balance does not explain the mean wind speed. Then we present the double time averaging that should be used. It is similar to the one included in the NEMO code (Madec 2008) .
A simple time-average of 1D momentum balance:
relates the forcing time average to the difference between the final and initial wind speed but not to the average wind speed V , which is the variable of interest:
with V(p), the wind speed p time steps after the beginning of the month, N step the number of time steps during July, t the time step duration, and �V = V (p) − V (p − 1) the wind speed difference between 2 time steps.
The monthly mean wind speed is �V � = 1 N step +1 N step p=0 V (p) and V(p) can be expressed using the initial conditions V(0):
�V, so, we obtain:
We introduce a new metric ⌈F⌉, the double time averaging of a quantity F, defined as:
(16) can be written �V � = V (0) + ⌈�V ⌉, i.e. ⌈ ⌉ is a linear operator, so, using (14), we obtain:
The left-hand side represents the mean temporal variation around the initial state V(0). The relative contribution of ⌈F n ⌉ indicates the dominant mechanisms. 
