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Abstract
In [Wu], the noncommutative Atiyah-Patodi-Singer index theorem was proved.
In this paper, we extend this theorem to the equivariant case.
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1 Introduction
In [APS], Atiyah-Patodi-Singer proved their famous Atiyah-Patodi-Singer index
theorem for manifolds with boundary. In [D], Donnelly extended this theorem to
the equivariant case by modifying the Atiyah-Patodi-Singer original method. In [Z],
Zhang got this equivariant Atiyah-Patodi-Singer index theorem by using a direct
geometric method[LYZ]. In [Wu], Wu proved the Atiyah-Patodi-Singer index theorem
in the framework of noncommutative geometry. To do so, he introduced the total
eta invariant (called the higher eta invariant in [Wu]) which is the generalization of
the classical Atiyah-Patodi-Singer eta invariants[APS], then proved its regularity by
using the Getzler symbol calculus[G1] as adopted in [BF] and computed its radius
of convergence. Subsequently, he proved the variation formula of eta cochains, using
which he got the noncommutative Atiyah-Patodi-Singer index theorem. In [G2], using
superconnection, Getzler gave another proof of the noncommutative Atiyah-Patodi-
Singer index theorem, which was more difficult, but avoided mention of the operators
b and B of cyclic cohomology.
The purpose of this paper is to extend the noncommutative Atiyah-Patodi-Singer
index theorem to the equivariant case.
The paper is organized as follows: In Section 2.1, we define the equivariant eta
cochains and prove their regularity at infinity. In Section 2.2 we decompose the
∗Partially supported by MOEC and the 973 project.
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equivariant eta cochains into two parts and estimate the second part. The first part
will be estimated in Section 2.3. In Section 2.4, we consider the convergence of the
total eta invariant.
Let N be an odd dimensional spin manifold and G be a compact Lie group acting
on N by oritention-preserving isometries. let
C∞G (N) = {f ∈ C∞(N)|f(g.x) = f(x), for any g ∈ G and x ∈ N}.
Suppose that Dirac operator D is invertible with λ the smallest eigenvalue of |D|,
and p = p∗ = p2 ∈ Mr(C∞G (N)) is an idempotent which satisfying ||dp|| < λ. Let
ηG(p(D ⊗ Ir)p) is the equivariant Atiyah-Patodi-Singer eta invariant associated to
p(D ⊗ Ir)p which is the Dirac operator with coefficients from F = p(Cr). ηG(D) is
the equivariant total eta invariants defined in Section 2. Ch(p) is the Chern character
of p defined in [GS]. In Section 3, using the superconnction method in [G2], we prove
the formula
1
2
ηG(p(D ⊗ Ir)p) = 〈ηG(D),Ch(p)〉, (1.1)
In section 4, we define the equivariant Chern-Connes character on manifolds with
boundary and discuss its radius of convergence.
In section 5, we prove our main results. Using (1.1), we express the equivariant
index of the Dirac operator with the coefficient from G-vector bundle p(Cr) over the
cone as a pair of the equivariant Chern-Connes character and Ch(p).
2 The Equivariant Total Eta Invariants
2.1 The Equivariant Eta Cochains
Let N be a compact oriented odd dimensional Riemannian manifold without
boundary with a fixed spin structure and S be the bundle of spinors on N . Denote by
D the associated Dirac operator on H = L2(N ;S), the Hilbert space of L2-sections of
the bundle S. Let c(df) : S → S denote the Clifford action with f ∈ C∞(N). Suppose
that G is a connected Lie group acting on N by orientation-preserving isometries and
g ∈ G has a lift d˜g : Γ(S) → Γ(S) (see [LYZ]), then we have d˜g commutes with the
Dirac operator and d˜g is a bounded operator.
Let A = C∞(N), then the data (A,H,D,G) defines a finitely (hence θ-summable)
equivariant unbounded Fredholm module in the sense of [KL] (for details see [CH],[FGV]
and [KL]). Similar to [CH] or [W], for equivariant θ-summable Fredholm module
(A,H,D,G), we can define the equivariant cochain c˜hGk (tD,D) (k is even) by the
formula:
c˜hGk (tD,D)(f
0, · · · , fk)(g)
:= tk
k∑
i=0
(−1)i〈f0, c(df1), · · · , c(df i),D, c(df i+1), · · · , c(dfk)〉t(g), (2.1.1)
2
where f0, · · · , fk ∈ C∞(N), g ∈ G. If Ai (0 ≤ i ≤ n) are operators on H, we define:
〈A0, · · · , An〉t(g) =
∫
△n
Tr(A0e
−t2s1D2A1e−t
2(s2−s1)D2 · · ·Ane−t2(1−sn)D2 d˜g)ds,
(2.1.2)
where △n = {(s1, · · · , sn)| 0 ≤ s1 ≤ · · · ≤ sn ≤ 1} is the simplex in Rn.
Formally, the equivariant total η-invariant of the Dirac operator D is defined to
be a sequence of even equivariant cochains on C∞(N), by the formula:
ηGk (D) =
1
Γ(12 )
∫ ∞
0
c˜hGk (tD,D)dt, (2.1.3)
where Γ(12) =
√
pi. Then ηG0 (D)(1)(g) is the half of the equivariant eta invariants de-
fined in [APS], [D] and [Z]. In order to prove that the above definition is well defined,
it is necessary to check the integrality near the two ends of the integration. Firstly,
the regularity at infinity comes from the following lemma.
Lemma 2.1 For f0, · · · , fk ∈ C∞(N) and g ∈ G, we have
c˜hGk (tD,D)(f
0, · · · , fk)(g) = O(t−2), as t→∞. (2.1.4)
Proof. Since d˜g is a bounded operator, our proof is similar to the proof of Lemma 2
in [CH]. ✷
2.2 Expansion of The Equivariant Eta Cochains
In [W], Wu proved the regularity at zero of (2.1.3) in the g = id case by using
the Getzler symbol calculus. In what follows, we will give a proof of the regularity of
(2.1.3) at zero in the general case by using the method in [CH] and [F].
Firstly, recall some Lemmas in [CH] and [F].
Let H be a Hilbert space. For q ≥ 0, denote by ||.||q Schatten p-norm on Schatten
ideal Lp (for details, see [S]). L(H) denotes the Banach algebra of bounded operators
on H.
Lemma 2.2 ([CH],[F]) (i) Tr(AB) = Tr(BA), for A, B ∈ L(H) and AB, BA ∈ L1.
(ii) For A ∈ L1, we have |Tr(A)| ≤ ||A||1, ||A|| ≤ ||A||1.
(iii) For A ∈ Lq and B ∈ L(H), we have: ||AB||q ≤ ||B||||A||q , ||BA||q ≤ ||B||||A||q .
(iv) (Ho¨lder Inequality) If 1r =
1
p +
1
q , p, q, r > 0, A ∈ Lp, B ∈ Lq, then AB ∈ Lr
and ||AB||r ≤ ||A||p||B||q.
Lemma 2.3 ([CH],[F]) For any u > 0, t > 0 and any order l differential operator B,
we have:
||e−utD2B||u−1 ≤ Clu−
l
2 t−
l
2 (tr[e−
tD2
2 ])u. (2.2.1)
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Lemma 2.4 ([CH],[F]) Let B1, B2 be positive order p, q pseudodifferential operators
respectively, then for any s, t > 0, 0 ≤ u ≤ 1, we have the following estimate:
||B1e−ustD2B2e−(1−u)stD2 ||s−1 ≤ Cp,qs−
p+q
2 t−
p+q
2 (tr[e−
tD2
4 ])s. (2.2.2)
Let B be an operator and l be a positive interger. Write
B[l] = [D2, B[l−1]], B[0] = B.
Lemma 2.5 ([CH],[F]) Let B a finite order differential operator, then for any s > 0,
we have:
e−sD
2
B =
N−1∑
l=0
(−1)l
l!
slB[l]e−sD
2
+ (−1)NsNB[N ](s), (2.2.3)
where B[N ](s) is given by
B[N ](s) =
∫
△N
e−u1sD
2
B[N ]e−(1−u1)sD
2
du1du2 · · · duN . (2.2.4)
Similar to Lemma 5, we have:
Lemma 2.6 Let B a finite order differential operator, then for any s > 0, we have:
Be−sD
2
=
N−1∑
l=0
1
l!
sle−sD
2
B[l] + sNB
[N ]
1 (s), (2.2.5)
where B
[N ]
1 (s) is given by
B
[N ]
1 (s) =
∫
△N
e−(1−u1)sD
2
B[N ]e−u1sD
2
du1du2 · · · duN . (2.2.6)
In order to prove that (2.1.3) is well defined, it is enough to prove that when
t→ 0, we have the estimate
c˜hGk (tD,D)(f
0, · · · , fk)(g) ∼ O(t); i.e. c˜hGk (
√
tD,D)(f0, · · · , fk)(g) ∼ O(t 12 ).
(2.2.7)
By (2.1.5), we have for i = 0, · · · , k, the i−th term of c˜hGk (
√
tD,D)(f0, · · · , fk)(g) up
to sign is:
t
k
2 〈f0, c(df1), · · · , c(df i),D, c(df i+1), · · · , c(dfk)〉√t(g)
= t
k
2
∫
△k
Tr[f0e−s1tD
2
c(df1)e−(s2−s1)tD
2
c(df2) · · · c(df i)(si+1 − si)De−(si+1−si)tD2
·c(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g]ds1 · · · dsk. (2.2.8)
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In what follows, we will compute the expression of (2.2.8) by the above lemmas.
By Lemma 2.6, we have:
c(df i+1)e−(si+2−si+1)tD
2 · · · c(dfk)e−(1−sk)tD2
=
N−1∑
λi+1,···,λk=0
(1− si+1)λi+1 · · · (1− sk)λk tλi+1+···+λk
λi+1! · · · λk!
·e−(1−si+1)tD2 [c(df i+1)][λi+1] · · · [c(dfk)][λk ]
+
∑
i+1≤q≤k
N−1∑
λq+1,···,λk=0
(1− sq)N (1− sq+1)λq+1 · · · (1− sk)λk tN+λq+1+···+λk
λq+1! · · · λk!
·c(df i+1)e−(si+2−si+1)tD2 · · · c(df q−1)e−(sq−sq−1)tD2
·{[c(df q)]N1 ((1− sq)t)}[c(df q+1)][λq+1] · · · [c(dfk)][λk ]. (2.2.9)
By Lemma 2.5, we have:
f0e−s1tD
2
c(df1)e−(s2−s1)tD
2
c(df2) · · · c(df i)e−(si+1−si)tD2
=
N−1∑
λ1,···,λi=0
(−1)λ1+···+λis1λ1 · · · sλii tλ1+···+λi
λ1! · · · λi! f
0[c(df1)][λ1] · · · [c(df i)][λi]e−si+1tD2
+
∑
1≤q≤i
N−1∑
λ1,···,λq−1=0
(−1)λ1+···+λq−1+Nsλ11 · · · sλq−1q−1 sNq tλ1+···+λq−1+N
λ1! · · ·λq−1! f
0[c(df1)][λ1]
· · · [c(df q−1)][λq−1]{[c(df q)][N ](sqt)}e−(sq+1−sq)tD2 · · · c(df i)e−(si+1−si)tD2 . (2.2.10)
By (2.2.8) and (2.2.10), we have:
t
k
2 (si+1 − si)Tr[f0e−s1tD2c(df1)e−(s2−s1)tD2c(df2) · · · c(df i)De−(si+1−si)tD2
c(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g]
=
N−1∑
λ1,···,λi=0
(−1)λ1+···+λis1λ1 · · · sλii (si+1 − si)tλ1+···+λi+
k
2
λ1! · · ·λi! Tr{f
0[c(df1)][λ1]
· · · [c(df i)][λi]e−si+1tD2Dc(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g}
+
∑
1≤q≤i
N−1∑
λ1,···,λq−1=0
(−1)λ1+···+λq−1+Nsλ11 · · · sλq−1q−1 sNq (si+1 − si)tλ1+···+λq−1+N+
k
2
λ1! · · · λq−1!
·Tr{f0[c(df1)][λ1] · · · [c(df q−1)][λq−1]{[c(df q)][N ](sqt)}e−(sq+1−sq)tD2 · · ·
·c(df i)e−(si+1−si)tD2Dc(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g}
=
∑
0≤λ1,···,λk≤N−1
(−1)|λ|s1λ1 · · · sλii (si+1 − 1)λi+1 · · · (sk − 1)λk t|λ|+
k
2 (si+1 − si)
λ!
5
·Tr{f0[c(df1)][λ1] · · · [c(df i)][λi]De−tD2 [c(df i+1)][λi+1] · · · [c(dfk)][λk]d˜g}+Ai1 +Ai2,
(2.2.11)
where the last equality comes from (2.2.9) and
Ai1 =
∑
1≤q≤i
N−1∑
λ1,···,λq−1=0
(−1)λ1+···+λq−1+N (si+1 − si)sλ11 · · · sλq−1q−1 sNq tλ1+···+λq−1+N+
k
2
λ1! · · ·λq−1!
·Tr{f0[c(df1)][λ1] · · · [c(df q−1)][λq−1]{[c(df q)][N ](sqt)}e−(sq+1−sq)tD2 · · ·
·c(df i)e−(si+1−si)tD2Dc(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g}; (2.2.12)
Ai2 =
N−1∑
λ1,···,λi=0
∑
i+1≤q≤k
N−1∑
λq+1,···,λk=0
(−1)λ1+···+λi
λ1!···λi!λq+1!···λk!(si+1 − si)s1λ1 · · · s
λi
i
·(1 − sq)N (1− sq+1)λq+1 · · · (1− sk)λk tλ1+···+λi+N+λq+1+···+λk+
k
2
·Tr{f0[c(df1)][λ1] · · · [c(df i)][λi]e−si+1tD2Dc(df i+1)e−(si+2−si+1)tD2 · · · c(df q−1)
·e−(sq−sq−1)tD2{[c(df q)][N ]1 ((1− sq)t)}[c(df q+1)][λq+1] · · · [c(dfk)][λk]d˜g}. (2.2.13)
Using Lemma 2.2 (i) by taking appropriate bounded operators A,B, we have:
Tr{f0[c(df1)][λ1] · · · [c(df i)][λi]De−tD2 [c(df i+1)][λi+1] · · · [c(dfk)][λk ]d˜g}
= Tr{[c(df i+1)][λi+1] · · · [c(dfk)][λk]d˜gf0[c(df1)][λ1] · · · [c(df i)][λi]De−tD2}
= Tr{Dλi De−tD
2}, (2.2.14)
where we use the notation
Dλi = [c(df
i+1)][λi+1] · · · [c(dfk)][λk ]d˜gf0[c(df1)][λ1] · · · [c(df i)][λi]. (2.2.15)
Using (2.1.1),(2.2.11),(2.2.12),(3.13) and (2.2.14), then we have:
Corollary 2.7 Let dimM = n = 2m + 1, for fj ∈ C∞(M), 0 ≤ j ≤ k, k is even
and g ∈ G, then
c˜hGk (
√
tD,D)(f0, · · · , fk)(g)
=
k∑
i=0
(−1)i
∑
0≤λ1,···,λk≤N−1
(−1)|λ|Ct|λ|+ k2
λ!
Tr{Dλi De−tD
2}+
k∑
i=0
(−1)i
∫
△k
(Ai1 +A
i
2)ds,
(2.2.16)
with the constant
C =
λi+1∑
ji+1=0
· · ·
λk∑
jk=0
(
k∏
s=i+1
(
λs
js
)
(−1)λs−js) 1
λ1 + 1
· · · 1
i−1∑
j=1
λj + i− 1
1
i∑
j=1
λj + i
6
· 1
i∑
j=1
λj + i+ 1
1
i∑
j=1
λj + ji+1 + i+ 2
· · · 1
i∑
j=1
λj + ji+1 + · · · + jk + k + 1
,
Now we give the estimate of c˜hGk (
√
tD,D) and let N = n+2− k = 2m+3− k in
(2.2.16). We have:
Theorem 2.8 1) If k ≤ dimN + 1 = 2m+ 2, then when t→ 0+, we have:
c˜hGk (
√
tD,D)(f0, · · · , fk)(g)
=
k∑
i=0
(−1)i
∑
0≤λ1,···,λk≤N−1
(−1)|λ|Ct|λ|+ k2
λ!
Tr{Dλi De−tD
2}+O(t 12 ). (2.2.17)
2) If k > 2m+ 2, then when t→ 0+, we have:
c˜hGk (
√
tD,D)(f0, · · · , fk)(g) ∼ O(t 12 ). (2.2.18)
Proof. 1) In order to prove (2.2.17), we only prove that when t → 0+, ∫△k Ai2ds ∼
O(t
1
2 ) (similar
∫
△k A
i
1ds ∼ O(t
1
2 )). By (2.2.13), then
|
∫
△k
Ai2ds| ≤
∫
△k
|Ai2|ds
≤
N−1∑
λ1,···,λi=0
∑
i+1≤q≤k
N−1∑
λq+1,···,λk=0
Aλ1,···,λi,λq+1,···,λk
λ1! · · ·λi!λq+1! · · · λk!
, (2.2.19)
where
Aλ1,...,λi,λq+1,...,λk =
∫
△k
(si+1 − si)s1λ1 · · · sλii (1− sq)N (1− sq+1)λq+1 · · · (1− sk)λk
·tλ1+···+λi+N+λq+1+···+λk+ k2
∣∣∣Tr{f0[c(df1)][λ1] · · · [c(df i)][λi]
·e−si+1tD2Dc(df i+1)e−(si+2−si+1)tD2 · · · c(df q−1)e−(sq−sq−1)tD2
{[c(df q)][N ]1 ((1− sq)t)}[c(df q+1)][λq+1]
· · · [c(dfk)][λk ]d˜g}
∣∣∣ ds. (2.2.20)
By Lemma 2.2, Lemma 2.4 and Lemma 2.6, then:
Aλ1,...,λi,λq+1,...,λk ≤
∫
△k
(si+1 − si)siλ1+···+λi(1− sq)N (1− sq+1)λq+1 · · · (1− sk)λk
·tλ1+···+λi+N+λq+1+···+λk+ k2
∣∣∣Tr{(f0[c(df1)][λ1] · · · [c(df i)][λi]e−sitD2) (De−(si+1−si)tD2)
.
(
c(df i+1)e−(si+2−si+1)tD
2
)
· · ·
(
c(df q−1)e−(sq−sq−1)tD
2
)
·
(
{[c(df q)][N ]1 ((1− sq)t)}[c(df q+1)][λq+1] · · · [c(dfk)][λk ]d˜g
)}∣∣∣ ds
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≤ C0
∫
△q
∫
△N
(si+1 − si)siλ1+···+λi(1− sq)N+λq+1+···λk+k−qtN+λ1+···+λi+λq+1+···+λk+
k
2
·
∣∣∣∣∣∣(f0[c(df1)][λ1] · · · [c(df i)][λi]e−sitD2) (De−(si+1−si)tD2) (c(df i+1)e−(si+2−si+1)tD2)
· · ·
(
c(df q−1)e−(sq−sq−1)tD
2
)
·
(
e−(1−u1)(1−sq)tD
2
[c(df q)][N ]e−u1(1−sq)tD
2
· [c(df q+1)][λq+1] · · · [c(dfk)][λk]d˜g
)∣∣∣∣∣∣
1
du1 · · · duNds1 · · · dsq
≤ C0
∫
△q
∫
△N
tN+λ1+···+λi+λq+1+···+λk+
k
2
∣∣∣∣∣∣siλ1+···+λif0[c(df1)][λ1] · · · [c(df i)][λi]e−sitD2 ∣∣∣∣∣∣ 1
si
·
∣∣∣∣∣∣∣∣(si+1 − si)De− (si+1−si)2 tD2 ∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣e− (si+1−si)2 tD2 ∣∣∣∣∣∣∣∣
1
si+1−si
∣∣∣∣∣∣c(df i+1)e−(si+2−si+1)tD2 ∣∣∣∣∣∣
1
si+2−si+1
· · ·
∣∣∣∣∣∣c(df q−1)e−(sq−sq−1)tD2 ∣∣∣∣∣∣
1
sq−sq−1
∣∣∣∣∣∣(1− sq)N+λq+1+···λk+k−qe−(1−u1)(1−sq)tD2
· [c(df q)][N ]e−u1(1−sq)tD2 [c(df q+1)][λq+1] · · · [c(dfk)][λk]d˜g
∣∣∣∣∣∣
1
1−sq
≤ C
∫
△q
∫
△N
t
N+λ1+···+λi+λq+1+···+λk+k−1
2 si
λ1+···+λi
2
√
si+1 − si(1− sq)
N+λq+1+···λk
2
+k−q
.Tr{e− tD
2
4 }du1 · · · duNds1 · · · dsq, (2.2.21)
where C0, C are constants and the second inequality comes from integrating respect
to sq+1, · · · , sk and (2.2.6). In the third inequality we use Lemma 2.2 (iv) and the
last inequality comes from Lemma 2.2 and Lemma 2.4. By the Weyl asymptotics on
the heat kernel we have when t→ 0,
Tr{e− tD
2
4 } ∼ O(t−n2 ). (2.2.22)
By (2.2.22) and N = n+ 2− k, So (2.2.21) ∼ O(t 12 ).
2) If k > dimN + 1, then∣∣∣∣t k2 ∫△k(si+1 − si)Tr[f0e−s1tD2c(df1)e−(s2−s1)tD2c(df2) · · · c(df i)
·De−(si+1−si)tD2c(df i+1) · · · c(dfk)e−(1−sk)tD2 d˜g]ds
∣∣∣
≤ t k2
∫
△k
∣∣∣∣∣∣(f0e−s1tD2c(df1)) (e−(s2−s1)tD2c(df2)) · · · (e−(si−si−1)tD2c(df i))
.
(
(si+1 − si)De−
si+1−si
2
tD2
)(
e−
si+1−si
2
tD2c(df i+1)
)
· · ·
.
(
(e−(sk−sk−1)tD
2
c(dfk)
) (
e−(1−sk)tD
2
)
d˜g
∣∣∣∣∣∣
1
ds
≤ t k2
∫
△k
√
si+1 − si t−
1
2Tr{e− tD
2
4 }ds ∼ O(t−n+k−12 ) ∼ O(t 12 ),
8
where we use Lemma 2.2, Weyl estimate and condition k > dimN + 1. ✷
2.3 Clifford Asymptotics for Heat Kernels
By Theorem 2.8, in order to prove the regularity of the equivariant eta cochains,
it is enough to prove that when t→ 0,
t|λ|+
k
2Tr{Dλi De−tD
2} ∼ O(t 12 ).
Similar to Theorem 1.1 in [Z], we have the following lemma.
Lemma 2.9
Tr{Dλi De−tD
2} =
∫
M
Tr{(Dλi )x[Dexp(−tD2)(x, y)]|y=g·x}dx. (2.3.1)
Proposition 2.10 If g has no fixed points on N , then
limt→0t−
1
2
∫
M
Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]}dx = 0. (2.3.2)
Proof. We introduce an auxiliary Grassmann variable z as in [BF]. By Duhamel
principle, we have
exp(−t(D2 − zD)) = exp(−tD2) + ztDexp(−tD2). (2.3.3)
Since g has no fixed points, d(x, g · x) > δ for some constant δ > 0. So there exist
positive constants Ci (i = 1, 2, 3, 4) and positive integers m1,m2 such that t→ 0,
||(Dλi )xexp(−tD2)(x, g · x)|| ≤
C1
t
n
2
+m1
exp(−C2
t
); (2.3.4)
||(Dλi )xexp(−t(D2 − zD))(x, g · x)|| ≤
C3
t
n
2
+m2
exp(−C4
t
), (2.3.5)
then similar to Corollary 1.4 in [Z], we prove this Proposition. ✷
Since g is an isometry, the fixed point set F of g consists of components F1, · · · , Fk,
each of even codimension. If U is an open neighborhood of F , then by Proposition
2.10, we have
limt→0t−
1
2
∫
M
Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]}dx
= limt→0t−
1
2
∫
U
Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]}dx. (2.3.6)
We may assume k = 1 and codimF = 2n′. Denote by N(F ) the normal bundle to F ,
similar to Theorem 2.2 in [LYZ] we need only to prove that
limt→0t−
1
2 |
∫
F
∫
Nξ(ε)
t|λ|+
k
2Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]}dNξdξ| ≤ C, (2.3.7)
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for some constant C > 0. Here Nξ(ε) = {v ∈ Nξ(F )| ||v|| < ε }.
Similar to [LYZ],[Y], for ξ ∈ F , we choose an open neighborhood U of ξ and
the orthogonal frame over U (see [LYZ], pp.574). Consider the oriented orthonormal
frame field Eg·x defined over the patch U by requiring that Eg·x(g · x) = E(g · x)
and that Eg·x is parallel along geodesics through g · x. Choose a spin frame field
σ : U → Spin(M) such that piσ = (Eg·x1 , · · · , Eg·xn ) where pi : Spin(M) → SO(M) is
the two-fold covering over SO(M). For x ∈ U , let K(x), g∗(x), T λi (x) ∈ Hom(I, I)
(I is the canonical spinors space as in [LYZ].) be defined through the equivalence
relations:
Dexp(−tD2)(x, g · x)[(σ(g · x), u)] = [(σ(x),K(x)u)]; (2.3.8)
d˜g[(σ(x), v)] = [(σ(g · x), g∗(x)v)]; (2.3.9)
(Dλi )x[(σ(x), w)] = [(σ(g · x), T λi (x)w)]. (2.3.10)
Then similar to Lemma 4.1 in [LYZ], we have
Lemma 2.11
Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]} = Tr(T λi (x)K(x)). (2.3.11)
Proof. Let {bj} be the basis of I, then {[(σ(x), bj)]} is the basis of Γ(S)|U .Then
Tr{(Dλi )x[Dexp(−tD2)(x, g · x)]}
=
∑
j
〈(Dλi )x[Dexp(−tD2)(x, g · x)](σ(g · x), bj), (σ(g · x), bj)〉
=
∑
j
〈(σ(g · x), T λi (x)K(x)bj), (σ(g · x), bj)〉
=
∑
j
〈T λi (x)K(x)bj , bj〉
= Tr(T λi (x)K(x)). ✷
As in [LYZ],[Y], We define χ(xαDβxe
γ) = |β| − |α| + |γ|, α, β ∈ Zn, γ ∈ Z2n. We
also define χ(t) = −2 and χ(z) = 1, then we have
χ(zxαDβxe
γ) = 1 + |β| − |α|+ |γ|. (2.3.12)
Lemma 2.12 If λ 6= 0, k 6= 0 and k is even, then χ(t|λ|+ k2T λi ) ≤ −2 + 2n′.
Proof. By Lemma 3.6 in [CH], χ([c(dfi)]
[λi]) ≤ 2λi and the simple argument in [LYZ]
shows that
g∗ =
n∏
α=n−2n′+1
eα · d1 + d2 (2.3.13)
where χ(d1) ≤ 0 and χ(d2) ≤ 2n′ − 2. So χ(t|λ|+ k2T λi ) ≤ −2(|λ| + k2 ) + 2n′ + 2|λ| =
2n′ − k ≤ 2n′ − 2. ✷
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Lemma 2.13([Z]) Suppose i ≤ [n2 ] + 2. If W is an odd element and χ(W ) ≤
2i− 2 + 2n′, then
limt→0
1
t
3
2
∣∣∣∣∣∣
∫
Nξ(ε)
e−
d(x′,g·x′)2
4t
(4pit)
n
2
Tr(W (0;x′))tidx′
∣∣∣∣∣∣ ≤ C ′ (2.3.14)
for some constant C ′ > 0; where in the W (x′′;x′), x′′ stands for tangential coordi-
nates and x′ stands for normal coordinates.
Theorem 2.14 When t→ 0,
t|λ|+
k
2Tr{Dλi De−tD
2} ∼ O(t 12 ). (2.3.15)
Proof. By Lemma 2.11, we only need to prove that when t→ 0,
t|λ|+
k
2
∫
Nξ(ε)
Tr(T λi (0, x
′)K(0, x′))dx′ ∼ O(t 12 ). (2.3.16)
Set
h(x) = 1 +
1
2
z
n∑
i=1
xic(ei), (2.3.17)
where (x1, · · · , xn) is the normal coordinates under the frame Eg·x1 , · · · , Eg·xn and we
consider h as hφ where φ is a cut function about (x1, · · · , xn). By [Z], we have
hc(ei)h
−1 = c(ei) + (χ = 0); h(D2 − zD)h−1 = D2 + zu, (2.3.18)
where χ(u) ≤ 0, u contains no z and the equality
ztDexp(−tD2)(x, y) = h−1(x)exp(−t(D2+zu)(x, y))h(y)−exp(−tD2)(x, y) (2.3.19)
where
exp(−tD2)(x, y) = e
− d(x,y)2
4t
(4pit)
n
2
[n2 ]+2∑
i=0
Uit
i + o(t[
n
2
]+2)
 ; (2.3.20)
exp(−t(D2 + zu))(x, y) = e
− d(x,y)2
4t
(4pit)
n
2
[n2 ]+2∑
i=0
(Ui + zVi)t
i + o(t[
n
2
]+2)
 , (2.3.21)
where χ(Ui) ≤ 2i, χ(Vi) ≤ 2(i− 1) and Ui, Vi contains no z.
So we get:
tK(x) =
e−
d(x,g·x)2
4t
(4pit)
n
2
[n2 ]+2∑
i=0
(
1
2
∑
j
((dg − I)x)jc(ej))Uiti + o(t[
n
2
]+2)
+
[n2 ]+2∑
i=0
Wit
i + o(t[
n
2
]+2)
 , (2.3.22)
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where Wi is an odd element and χ(Wi) ≤ 2(i − 1). Because we integrate about the
orthogonal coordinates, so in (2.3.22) we use the orthogonal coordinates again.
i) If k = 0, then Dλi = d˜gf
0 and (2.3.15) is the result in [Z]. If λ = 0,
t
k
2Dλi = t
k
2 [c(df i+1)] · · · [c(dfk)]d˜gf0[c(df1)] · · · [c(df i)].
By (2.3.13), we have
t
k
2T λi = A1
n∏
α=n−2n′+1
eα +A2, (2.3.23)
where A1 ∈ (χ ≤ 0) and A2 ∈ (χ ≤ 2n′ − 2). So by (2.3.13), (2.3.22), (2.3.23) and
Lemma 2.13, we get (2.3.15).
ii) we let λ 6= 0 and k 6= 0. By (2.3.22) and Lemma 2.12, we have
t|λ|+
k
2
+1T λi (x)K(x) =
e−
d(x,g·x)2
4t
(4pit)
n
2
[n2 ]+2∑
i=0
W˜it
i + o(t[
n
2
]+2)
 , (2.3.24)
where W˜i is an odd element and χ(W˜i) ≤ 2i− 2+2n′. Also by Lemma 2.13 we prove
this Theorem. ✷
2.4 The Convergence of The Total Eta Invariant
Let C1(N) be Banach algebra of once differentiable function on N with the norm
||f ||1 := supx∈N |f(x)|+ supx∈N ||df(x)||.
Let
φG = {φG0 , · · · , φG2q, · · ·}
be an equivariant even cochains sequence in the bar complex of C1(N), then
||φG2q|| = sup||fi||≤1; 0≤i≤2q{||φG2q(f0, · · · , f2q)||C(G)}.
Definition 2.15 The radius of convergence of φG is defined to be that of the power
series
∑
q!||φG2q||zq. The space of cochains sequence with radius of convergence at least
r > 0 is denoted by Ceven,Gr (C
1(N)) (similarly define Codd,Gr (C
1(N))).
In general, the sequence
ηG(D) = {· · · , ηG2q(D), ηG2q+2(D), · · ·}
which called total eta invariant is not an entire cochain.
Proposition 2.16 Suppose that D is invertible with λ the smallest positive eigenvalue
of |D|. Then the equivariant total eta invariant ηG(D) has radius of convergence r
satisfying the inequality: r ≥ 4λ2 > 0 i.e. ηG(D) ∈ Ceven,G4λ2 (C1(N)).
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Proof. We can assume q > (n + 2)/2 for only considering convergence, where n =
dimN . For a constant δ > 0, we have
∑
q
q!||ηG2q(D)||zq ≤
∑
q
q!
∫ ∞
1+δ
||c˜hG2q(tD,D)||dtzq +
∑
q
q!
∫ 1+δ
0
||C˜hG2q(tD,D)||dtzq .
As the proof of the proposition 1.5 in [W], the sequence
∑
q
q!
∫ ∞
1+δ
||c˜hG2q(tD,D)||dtzq
has a radius r ≥ 4λ2 of convergence; while similar to the proof of Theorem 2.8 (2),
we have ∑
q
q!
∫ 1+δ
0
||c˜hG2q(tD,D)||dtzq
is an entire sequence. So this proposition is correct. ✷
For the idempotent p ∈ Mr(C∞(N)), its Chern character Ch(p) in entire cyclic
homology is defined by the formula (for more details see [GS]):
Ch(p) = Tr(p) +
∑
k≥1
(−1)k(2k)!
k!
Tr2k((p− 1
2
)⊗ p⊗2k) (2.4.1)
where
Tr2k : Mr(C∞(N))⊗ (Mr(C∞(N))/Mr(C))⊗2k → C∞(N)⊗ (C∞(N)/C)⊗2k
is the generalized trace map. Let
||dp|| = ||[D, p]|| =
∑
i,j
||dpi,j || (2.4.2)
where pi,j (1 ≤ i, j ≤ r) is the entry of p.
Proposition 2.17 We assume that ||dp|| < λ, then the pairing 〈ηG(D), Ch(p)〉 is
well-defined.
Proof. By (2.4.2), using the same method as Proposition 2.16, we can prove this
proposition. ✷
3 The Proof of (1.1)
In this section, we will prove (1.1) by using the method in [G2]. Let
C∞G (N) = {f ∈ C∞(N)|f(g.x) = f(x), for any g ∈ G and x ∈ N}.
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Suppose that D is invertible with λ the smallest eigenvalue of |D|, and p = p∗ = p2 ∈
Mr(C∞G (N)) is a idempotent which satisfying ||dp|| < λ. Let
p(D ⊗ Ir)p : p(H ⊗Cr) = L2(N,S ⊗ p(Cr))→ L2(N,S ⊗ p(Cr))
be the Dirac operator with coefficients from F = p(Cr). We denote
d˜g ⊗ Ir : L2(N,S ⊗ p(Cr))→ L2(N,S ⊗ p(Cr))
still by g. Since p ∈ Mr(C∞G (N)), we have
g[p(D ⊗ Ir)p] = [p(D ⊗ Ir)p]g.
Theorem 3.1 Under the assumption as above, we have
1
2
ηG(p(D ⊗ Ir)p) = 〈ηG(D),Ch(p)〉, (3.1)
where the left term is the equivariant Atiyah-Patodi-Singer eta invariant.
Let
D =
[
0 −D ⊗ Ir
D ⊗ Ir 0
]
; p =
[
p 0
0 p
]
; σ = i
[
0 Ir
Ir 0
]
; g =
[
g 0
0 g
]
,
be operators from H ⊗Cr ⊕H ⊗Cr to itself, then D is skew-adjoint and
Dσ = −σD; σp = pσ.
Moreover DetD
2
and etD
2
(t > 0) are traceclass, so (C∞G (N),H ⊗Cr ⊕H ⊗Cr,D)
is a degree-1 Fredholm module in the sense of [G2] (see Definition 2.1 in [G2]). For
u ∈ [0, 1], Let
Du = (1− u)D + u[pDp+ (1− p)D(1− p)] = D + u(2p− 1)[D, p],
then
Du =
[
0 −Du
Du 0
]
= D+ u(2p − 1)[D, p].
We consider a family of Fredholm modules on [0, 1] ×R × [0,∞), parameterized by
(u, s, t),
D˜ = t
1
2Du + sσ(p− 1
2
),
then D˜∗ = −D˜ and gD˜ = D˜g. Let A = d + D˜ be a superconnection on the trivial
infinite dimensional superbundle with base [0, 1]×R×[0,∞) and fibreH⊗Cr⊕H⊗Cr.
By [G2], we have
(d+D˜)2 = tD2u−s2/4−(1−u)t
1
2 sσ[D, p]+dsσ(p− 1
2
)+t
1
2du(2p−1)[D, p]+ 1
2
t−
1
2dtDu.
(3.2)
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We also consider A as At, which is a family superconnection parameterized by t on
trivial superbundle with base [0, 1] × R and fibre H ⊗ Cr ⊕ H ⊗ Cr. By Duhamel
principle and gAt = Atg, then∫ +∞
0
Str(geA
2
) =
∫ +∞
0
∫ 1
0
Str
[
ges0A
2
t
1
2
t−
1
2 dtDue
(1−s0)A2t
]
ds0
=
∫ +∞
0
Str
[
g
dAt
dt
eA
2
t
]
dt.
By gAt = Atg, similar to Theorem 9.23 in [BGV], we have,
d
∫ +∞
0
Str(geA
2
) = d
∫ +∞
0
Str
[
g
dAt
dt
eA
2
t
]
dt
= limt→+∞Chg(At)− limt→0Chg(At).
Using Duhamel principle and similar to the proof of Lemma 1.1 in [Wu], we have
limt→+∞Chg(At) = 0. (3.3)
Using Duhamel principle, as the proof of Section 2.3, we get
limt→0Chg(At) = 0. (3.4)
Let Γu = {u} ×R ⊂ [0, 1] ×R be a contour oriented in the direction of increasing
s and γs = [0, 1] × {s} be a contour oriented in the direction of increasing u . By
Stokes theorem, then
0 =
∫
[0,1]×R
d
∫ +∞
0
Str(geA
2
) =
(∫
Γ1
−
∫
Γ0
−
∫
γ+∞
+
∫
γ−∞
)[∫ +∞
0
Str(geA
2
)
]
.
As the proof of (3.3), we have for some constant C > 0,∫
γs
∫ +∞
0
Str(geA
2
) ∼ O(e−cs2).
So ∫
Γ0
∫ +∞
0
Str(geA
2
) =
∫
Γ1
∫ +∞
0
Str(geA
2
).
By Duhamel principle and (3.2), when u = 0, we have∫
Γ0
∫ +∞
0
Str(geA
2
) =
∞∑
k=0
∫ +∞
−∞
∫ +∞
0
e−s
2/4
×
∫
△k
Str
{
et0tD
2
[
−t 12 sσ[D, p] + dsσ(p− 1
2
) + (d
√
t)D
]
× et1tD2 · · ·
[
−t 12 sσ[D, p] + dsσ(p− 1
2
) + (d
√
t)D
]
etktD
2
g
}
dt0 · · · dtk. (3.5)
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Expanding (3.5) in powers of s, we will integrate about dsdt and∫ +∞
−∞
e−s
2/4s2k+1ds = 0,
so we only keep terms with one factor of ds, one factor of d
√
t, and odd number of
factors of σ, using (2.2), we get (3.5) equals
∞∑
l=0
∫ +∞
−∞
e−s
2/4s2lds
∫ +∞
0
tld
√
t

2l∑
i=0
2l−i∑
j=0
×
−〈1, σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
i times
, σ(p − 1
2
), σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
j times
,D,
σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
(2l − i− j) times
〉√t(g) + 〈1, σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
i times
,
D, σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
j times
, σ(p − 1
2
), σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
(2l − i− j) times
〉√t(g)

 . (3.6)
The following equality is the equivariant case of Lemma 2.2 (2) in [GS]. Assume
gD = Dg and gAi = Aig for 0 ≤ i ≤ n, then
〈A0, · · · , An〉D(g) =
n∑
i=0
(−1)(|A0|+···+|Ai|)(|Ai+1+···+|An|)〈1, Ai+1, · · · , An, A0, · · · , Ai〉D(g).
(3.7)
By (3.7), Lemma 3.2 in [G2] and D =
[
0 −D
D 0
]
, then (3.6) equals
−
∞∑
l=0
∫ +∞
−∞
e−s
2/4s2lds
∫ +∞
0
tl
2l∑
j=0
×
〈σ(p − 1
2
), σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
j times
,D, σ[D, p], · · · , σ[D, p]︸ ︷︷ ︸
(2l − j) times
〉√t(g)d
√
t
= −
∞∑
l=0
2l!
l!
√
4pi
∫ +∞
0
2l∑
j=0
× 〈σ(p − 1
2
), σ[tD, p], · · · , σ[tD, p]︸ ︷︷ ︸
j times
,D, σ[tD, p], · · · , σ[tD, p]︸ ︷︷ ︸
(2l − j) times
〉t(g)dt
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= −
∞∑
l=0
2l!
l!
√
4pi
∫ +∞
0
2l∑
j=0
(−1)j
× 〈σ(p − 1
2
), [tD, p], · · · , [tD, p]︸ ︷︷ ︸
j times
,D, [tD, p], · · · , [tD, p]︸ ︷︷ ︸
(2l − j) times
〉t(g)dt
= −
∞∑
l=0
(−1)l 2l!
l!
√
4pi × 2√−1
∫ +∞
0
2l∑
j=0
(−1)j
× 〈(p − 1
2
), [tD, p], · · · , [tD, p]︸ ︷︷ ︸
j times
,D, [tD, p], · · · , [tD, p]︸ ︷︷ ︸
(2l − j) times
〉t(g)dt
= −4√−1pi[〈ηG(D),Ch(p)〉(g) − 1
2
〈ηG(D), rk(p)Ch∗(1)〉(g)]. (3.8)
When u = 1, using Duhamel principle, then∫
Γ1
∫ +∞
0
Str(geA
2
) =
∫ +∞
−∞
∫ +∞
0
e−s
2/4
∞∑
k=0
∫
△k
Str
{
et0tD1
2
×
[
dsσ(p− 1
2
) + d
√
tD1
]
et1tD1
2 · · ·
[
dsσ(p− 1
2
) + d
√
tD1
]
etktD1
2
g
}
dt0 · · · dtk.
(3.9)
By the same reason as u = 0, we have k = 2 and (3.9) equals∫ +∞
−∞
∫ +∞
0
e−s
2/4
{∫
△2
Str
[
et0tD1
2
dsσ(p− 1
2
)et1tD1
2
d
√
tD1e
t2tD1
2
g
]
dt0dt1dt2
+
∫
△2
Str
[
et0tD1
2
d
√
tD1e
t1tD1
2
dsσ(p− 1
2
)et2tD1
2
g
]
dt0dt1dt2
}
= −
∫ +∞
−∞
e−s
2/4ds
∫ +∞
0
Str[σ(p − 1
2
)D1e
tD1
2
g]d
√
t
= −2i
∫ +∞
−∞
e−s
2/4ds
∫ +∞
0
Tr[(p − 1
2
)D1e
−tD21g]d
√
t (3.10)
Let
Dp = p(D ⊗ Ir)p : p(H ⊗Cr)→ p(H ⊗Cr).
Lemma 3.2 ∫ +∞
0
Tr[gD1e
−tD21 ]d
√
t =
∫ +∞
0
Tr[gDe−tD
2
]d
√
t. (3.11)
Proof. Let A = (2p − 1)dp, using the property of trace, then
d
du
ηG(Du)(g) =
2√
pi
∫ +∞
0
d
du
Tr[gDue
−tD2u ]d
√
t
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=
2√
pi
∫ +∞
0
Tr[gAe−tD
2
u − 2tgAD2ue−tD
2
u ]d
√
t
=
2√
pi
∫ +∞
0
d
dt
[t
1
2Tr(gAe−tD
2
u)]dt
=
2√
pi
t
1
2Tr(gAe−tD
2
u)|+∞0 = 0.
In the last equality, considering χ(A) = 1, we use the similar trick in [Z]. ✷
By (3.11), then (3.10) equals
= −2pii{ 2√
pi
∫ +∞
0
Tr[gDpe
−tD2pg]d
√
t− 1
2
2√
pi
Tr[gDe−tD
2
]d
√
t}
= −2pii[ηG(Dp)− 1
2
ηG(D ⊗ Ir)]
= −2pii[ηG(Dp)− 1
2
rk(p)ηG(D)]
= −2pii[ηG(Dp)− rk(p)〈ηG(D),Ch⋆(1)〉]. (3.12)
Since (3.8) equals (3.12), then we get Theorem 3.1.
4 The Equivariant Chern-Connes Character On Mani-
folds With Boundary
Let M be an even-dimensional compact spin manifolds with boundary ∂M = N
endowed with a metric which is a product in a collar neighborhood of N . Denote
by D (DN ) the Dirac operator acting on the spinors bundle on M (N). Suppose
that G is a compact Lie group acting on M by orientation-preserving isometries.
Let C∞G (M) = {f ∈ C∞(M)|f is independent of the normal coordinate xn near the
boundary and f |N ∈ C∞G (N)}.
Definition 4.1 The equivariant Chern-Connes character onM , τG = {τG0 , τG2 , · · · , τG2q · · ·}
is defined by
τG2q(f
0, f1, ·, f2q)(g) := −ηG2q(DN )(f0|N , f1|N , ·, f2q|N )(g)+
1
(2q)!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
f0df1∧· · ·∧df2q,
(4.1)
where {F1, · · · , Fk} are components of the fixed point set of g acting on M . Ω is
the curvature matrix of the normal bundle N(Fi) and θ is a function matrix on
Fi (For details, see [LYZ]). fi ∈ C∞G (M) (0 ≤ i ≤ 2q), ηG2q(DN ) is the equivariant
η-cochain defined in Section 2 and Â(TFi) is the Aˆ-polynomial of curvature RFi of Fi.
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Proposition 4.2 The equivariant Chern-Connes character is b − B closed (for the
definitions of b, B, see [FGV]), i.e.,
bτG2q−2 +Bτ
G
2q = 0. (4.2)
Proof. Firstly, we have the equivariant version of the corollary 2.5 in [GS]. Let
gDN = DNg for g ∈ G and f i ∈ C∞G (N) (0 ≤ i ≤ 2q + 1), we have
− d
dt
chG2q+1(tDN )(f
0, · · · , f2q+1)(g) = bc˜hG2q(tDN ,DN )(f0, · · · , f2q+1)(g)
+B
˜
chG2q+2(tDN ,DN )(f
0, · · · , f2q+1)(g). (4.3)
Similar to the discussion in [CM], we have
limt→∞chG2q+1(tDN )(f
0, · · · , f2q+1)(g) = 0. (4.4)
By (4.3) and (4.4), then
1
Γ(12 )
limt→0chG2q+1(tDN )(f
0, · · · , f2q+1)(g) = [bηG2q(DN )+BηG2q+2(DN )](f0, · · · , f2q+1)(g).
(4.5)
Similar to the computation in [CH], we get
1
Γ(12 )
limt→0chG2q+1(tDN )(f
0, · · · , f2q+1)(g) = 1
(2q + 1)!(2pi
√−1)q+1
k∑
i=1
∫
∂Fi
Â(T∂Fi)
×
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(∂Fi))
]}−1
f0dNf
1 ∧ · · · ∧ dNf2q+1. (4.6)
By (4.5) and (4.6), similar to the discussion of [Wu], we get (4.2). ✷
Remark By f ∈ C∞G (M), so bG (BG) defined in [KL] is b (B).
Let C1G(M) be the Banach algebra, the completion of C
∞
G (M) under the norm
||.||1 defined in Section 2. Let φG = {φG0 , · · · , φG2q, · · · , } be the an equivariant even
cochains sequence in the bar complex of C1G(M). We call that φ
G have radius of
convergence at least r > 0 relative to N if φG can be written as a sum of two
cochains φG = φ(1),G + φ(2),G with φ(1),G entire and φ(2),G supported on N such that
φ(2),G ∈ C⋆,Gr (C1G(N)). Then we have a corollary of Proposition 2.6 and Proposition
2.7.
Proposition 4.3 The equivariant Chern-Connes character τG has radius of conver-
gence at least 4λ2, where λ is the smallest positive eigenvalue of the invertible operator
DN . For a selfadjoint idempotent p ∈Mr(C∞G (M)) such that ||d(p|N )|| < λ, then the
pairing 〈τG,Ch(p)〉(g) is well-defined.
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5 The Index Pairing
In this section, we will give the main result of this paper.
Let M be a smooth connected compact manifold with smooth compact boundary
N . Assume M has even dimension, is oriented and spin. Let
C1(N) = N × (0, 1]; Z =M ∪N×{1} C1(N),
and U be a collar neighborhood of N in M . For ε > 0, we take a metric gε of Z such
that on U ∪N×{1} C1(N)
gε =
dr2
ε
+ r2gN .
Let S = S+ ⊕ S− be spinors bundle associated to (Z, gε) and H∞ be the set {ξ ∈
Γ(Z,S)| ξ and its derivatives are zero near the vertex of cone }. Denote by L2c(Z,S)
the L2−completion of H∞ (similar define L2c(Z,S+) and L2c(Z,S−)). Let
Dε : H
∞ → H∞; D+,ε : H∞+ → H∞− ,
be the Dirac operators associated to (Z, gε) which are Fredholm operators for the
sufficient small ε. Suppose that G is a compact connected Lie group acting on M by
orientation-preserving isometries.
(H1) Assume that the boundary Dirac operator DN is invertible and p = p
∗ =
p2 ∈ Mr(C∞G (M)) ⊂ Mr(C∞(Z)) such that ||d(p|N )|| < λ, where λ is the smallest
positive eigenvalue of |DN |.
Consider
D+p,ε := p(D
+
ε ⊗ Ir)p : p(L2c(Z,S+)⊗Cr)→ p(L2c(Z,S−)⊗Cr),
which is the Dirac operator with the coefficient from G-vector bundle p(Cr) over Z.
We also assume that
(H2) For any g ∈ G, there are lifts of g:
g1 : L
2(N,SN ⊗ Im(p|N ))→ L2(N,SN ⊗ Im(p|N ));
g2 : L
2
c(Z,S ⊗ Im(p))→ L2c(Z,S ⊗ Im(p)),
which commute with DN and Dp,ε respectively.
Under the assumption (H2), we define
IndgD
+
p,ε = Trg|kerD+p,ε − Trg|kerD−p,ε .
Similar to the discussion of [W, p.165], by (H1) then
DN,p|N = p|N (DN ⊗ Ir)p|N : L2(N,SN ⊗ Im(p|N ))→ L2(N,SN ⊗ Im(p|N ))
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is invertible. Let dimM = 2m. If we take the connection pd of the bundle Im(p), by
g = id on Imp|Nq , we get (see [FGV])
Chg(Im(p)) =
∞∑
k=0
(− 1
2pi
√−1)
k 1
k!
Tr[p(dp)2k]. (5.1)
So by Theorem 3.3 in [Z] (also see [D]), Theorem 3.1 and (5.1), we get
Theorem 5.1 Under the assumption (H1) and (H2), then
IndgD
+
p,ε =
m∑
r=0
k∑
i=1
(−1)r
r!(2pi
√−1)r
∫
Fi
Â(TFi)×
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[p(dp)2r]− 〈ηG(DN )(g),Ch(p)〉. (5.2)
Let
τˆG2q(g)(f
0, f1, ·, f2q)(g) := 1
(2q)!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)×
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
f0 ∧ df1 ∧ · · · ∧ df2q, (5.3)
then by the Stokes theorem, we have
〈τˆG,Ch(p)〉(g)
= 〈τˆG0 , tr(p)〉(g) +
∑
q≥1〈τˆG2q, (−1)
q(2q)!
q! Tr((p− 12 )⊗ p⊗2q)〉(g)
=
∑
q≥0
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)×
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[p(dp)2q]
−
∑
q≥1
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[
1
2
(dp)2q]
=
∑
q≥0
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[p(dp)2q]
−1
2
∑
q≥1
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
Fi
d{Â(TFi)
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[p(dp)2q−1]}
=
∑
q≥0
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
Fi
Â(TFi)
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(Fi))
]}−1
Tr[p(dp)2q]
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−1
2
∑
q≥1
(−1)q
q!(2pi
√−1)q
k∑
i=1
∫
∂Fi
Â(T∂Fi)×
{
Pf
[
2sinh(Ω/4pi +
√−1θ
2
)(N(∂Fi))
]}−1
Tr[p(dp)2q−1].
So, suppose that g acting on N has no fixed points, then by Theorem 5.1 and (4.1),
we have
Theorem 5.2 Suppose that g acting on N has no fixed points. Under the assumption
(H1) and (H2), then
IndgD
+
p,ε = 〈τG(D),Ch(p)〉(g). (5.3)
Remark: Theorem 5.1 and 5.2 are easily to extend to the case of twisting a G-vector
bundle.
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