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1 Preface
In this article we study on of the underpinning concepts of QuantumMechanics, the Schrödinger’s
equation. The aim is to make the author and the reader better understand the role of Schrödinger’s
equation in Physics (more specifically Quatum Physics), why it is needed, what problems it en-
ables to solve and which mathematical tools have been to be developed in order to properly
explain it. In each chapter we motivate the mathemtical analysis by a physical phenomenon
which is intended to be intuitive for the reader.
First in Chapter 3 we will explain the physical model of the atom and some quantum-mechanical
related concepts, in order to introduce the reader to this world via the physics. Afterwards in
Chapter 4 we will present a simple problem concerning the Schrödinger’s equation, in which the
first mathematical tools will be presented. It will also enable us to justify theoretically and in one
dimension the wave-like beheaviour of the Schrödinger’s equation. The central and hard part will
be presented in Chapters 5 and 7 where the indispensable mathematical instruments for properly
solving a three dimensional problem involving the Schrödinger’s equation are provided. Besides,
in Chapter 5 we will meet the resulting spherical harmonics from our laborious mathematical
analysis, and which will give us the first idea of what really is the motion of the electrons within
an atom. It is worth noting that Chapter 7 will remain as a rather Pure Mathematical problem
as little will be told about its applications to Physics. Nonetheless, the most interesting mathe-
matical tools will be presented in this very Chapter. Finally, in Chapter 6 we will briefly apply
the results of some of the previous chapters in order to derive the spectral lines of the Hydrogen
atom.
This article is in accordance with MSC2000.
Note of the author. All figures with the caption using Matlab or using FreeMat have been entirely
designed and produced by me, by writing the corresponding .m script. Some of these programs
are provided in the Annex. All the other figures have been obtained from the internet from the
sources specified in the caption. I think that all the pictures produced are rather beautiful.
Romà Domènech
June 2015
Barcelona
3
2 Abstract
In this article we derive the solution to the Schrödinger’s equation in one dimension for a simple
example, also the solution to the eigenvalue problem in a three dimensional ball, and then apply
the results to deduce the eigenvalues of the Schrödinger’s equation for the Hydrogen atom. This
eigenvalues give rise to the energy emission lines of the Hydrogen. We also solve the initial-value
problem of the Schrödigner’s equation in Rn and the Nonlinear Schrödinger’s equation locally,
in R3. We explain the theoretical principles that underly the electronic orbitals of the atom, and
deduce their approximated three dimensional aspect.
This article is in accordance with MSC2000.
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3 The atom and Schrödinger’s equation
3.1 Physical model of the atom
3.1.1 Rutherford-Bohr model of the atom
Back in high-school, we were taught that the electronic configuration of the atoms looks like this
Figure 3.1: Rutherford-Bohr model of the atom, 1913. Thanks to Wikipedia [14]
However, the reality (or at leat the best found approximation) looks something more complicated.
3.1.2 The valence shell atom
The best found representation of the electronic configuration of an atom is done through Quantum
Mechanics and it yields the following possible regions for the motion of the electrons
Figure 3.2: Superposition of the spherical harmonics for n = 2, using FreeMat.
We will derive this basic modes of the electronic configurations of an atom, if you want to see
more of the results before learning how we get there, then please go directly to Remark 5.9.
3.1.3 Spectrum emission lines of chemical elements
Nevertheless, the Rutherford-Bohr model of the atom serves to explain in a very comprehensive
and realistic way what means for the electrons to be able to occupy only a determined region
5
of the space (that is, the orbitals). And most importantly, why experimentally we only observe
discrete quantities of energy being emitted when we heat a chemical element, the hydrogen for
example. This last phenomenon is due to the first, that’s to say, when a chemical element is
heated, and when a fixed electron has so much energy that needs to expand its orbit, given that
only a finite number of possible orbits to go, only a finite number of energies to be absorbed
are possible. And the same accounts when an electron emits energy and relaxes into a minor
electronic orbital.
This explanation can be enriched by looking at [17, p. 1, Origins of Quantum Physics].
3.1.4 Spectrum emission lines of the Hydrogen atom
The Hydrogen atom is easier to study than other atoms because it consists of just a proton and
an isolated electron electromagnetically interacting with the nucleus alone.
We will find the spectrum emission lines for the Hydrogen, in fact, the formula that gives them,
called Rydberg formula, in Chapter 6. They will be closely related to the eigenvalues of the
Schrödinger’s equation for the Hydrogen atom, as we will see. By the moment we let the reader
see the following picture which represents the different ’electronic jumps’ from one orbital to
another based on the Rutherford-Bohr model.
Figure 3.3: Emission lines via the Rutherford-Bohr model. Thanks to Wikipedia [12]
The names Balmer series, Lyman Series, Paschen Series are the names given to different kinds
of electronic transitions because of their practical implications, which the reader may wish to
read at [12].
This links with the following section which is the last physical remark that we will do before
presenting the mathematical tools, but which is quite interesting and furthermore, it provides
with the last physical concepts to be understood in order to fully understand what are we going
to do in Chapter 6.
3.1.5 Hypotheses: Balmer’s formula and his guess
Johann Jacob Balmer (1825–1898) observed back in 1885 that many of the spectral lines in the
visible part of the spectrum of the Hydrogen atom obey the formula:
vk = R(
1
22 −
1
k2
),
where vk is the frequency of the emited photon by an electron transitioning from the quantum
level descibed by the principal quantum number n = k to the quantum level described by n = 2.
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This suggests the more general formula:
vk1,k2 = R(
1
k1
2 −
1
k2
2 ), (3.1)
where R is the Rydberg constant. This formula is the theoretical explanation of the frequencies
at which photons are emited by an electron transitioning from the quantum level descibed by
the principal quantum number n = k2 to the quantum level described by n = k1 with k2 > k1.
It is called The Rydberg formula and we will give a mathematical proof at Chapter 6.
Remark 3.1. It is important to note that prior to the Rutherford-Bohr model of the atom
(1913), this last formula lacked theoretical explanation.
3.2 Schrödinger’s equation
The Schrödinger’s equation
i~
∂
∂t
Ψ = HˆΨ,
is the key to Quantum Mechanics. Solving this partial differential equation will give us the wave
function describing the sate of the system. However, the precise meaning of what is the solution
Ψ(x, t) given by the Schrödinger’s equation is not yet completely fixed and has subtle differences
depending on the different and available points of view. We now explain the accepted properties.
3.2.1 Equations of motion and wave-particle duality
The Schrödinger’s equation is not a complete analogue in Quantum Mechanics to the determin-
istic Classical equations of motion usually provided by Newton’s second law. As we shall do in
Chapters 4, 5 and 7 we will find an explicit wave function Ψ(x, t) that solves the Schrödinger’s
equation. However, this wave function does not represent the trajectory to be followed by a par-
ticle (a photon for instance). In fact, we don’t know the exact trajectory that a particular photon
follows, we can only hope to discover, for each point x and time t, the probability of finding that
photon at these coordinates. This probability will be |Ψ(x, t)|2.
On the other hand, Ψ(x, t) describes the wave properties of the particle. This means that Ψ(x, t)
contains the necessary information to describe the wave-like pattern that can be observed when
performing an almost home-made double slit experiment using a hollow cardboard box and solar
light as source of photons. For more details about the double slit experiment, the dynamics of
atomic particles, and the wave-particle duality please refer to [17, p. 23] and [4, p. 66].
Remark 3.2 (Note of the author). The necessary physical concepts to understand some of the
chapters have been presented (other chapters are purely mathematical). I hope that the reader
enjoyed these explanations. Nonetheless, all of the mathematical procedures that follow can be
wholly understood without these physical ideas, the only problem being that then, the physical
implications of the mathematical solutions to some of the equations will be difficult to understand.
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4 Schrödinger’s equation with delta barrier in R
This section is meant to illustrate the situations where an atomic particle is free to move in two
regions of space with a barrier between the two regions.
4.1 Physical motivation
In Physics, an electron can move almost freely in a conducting material, but if two conducting
surfaces are put close together, but without touching, the air interface between them acts as a
barrier for the electrons that can be faithfully approximated by a delta potential (which is the
limiting case of the finite square well potential).
4.2 Theoretical example
Consider a particle in one dimension under the action of the potential
V (x) =
{
~2
maξδ(x) |x| < a
∞ |x| > a
with {a, ξ} some constants and m the mass of the particle. In the following calculations we will
assume that ~/2m = 1, ξ = 2 and a = 5. We will now:
(a) Find the energy of the second excited state with three decimal digits.
(b) Plot the resulting normalized wave function in the range [−2a,+2a].
Let’s start. The potential looks something like this:
With the middle arrow pointing upwards symbolising the Dirac’s delta funcion δ(x).
We will consider a very small number  > 0 which will divide the x-axis into three distinct
regions, and their respectives wave functions:
ψ1(x)  < x < a
region 3 − < x < 
ψ2(x) −a < x < −
The Schrödinger’s equation for these regions is:[−~
2m
d2
dx2
+ V (x)
]
ψ(x) = Eψ(x) (4.1)
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↓ in region 1 and 2[−~
2m
d2
dx2
+ 0
]
ψ(x) = Eψ(x).
And now, since by the above picture the energies have to be non-negative, we can write
ψ′′(x) = −k2ψ(x),
where
k2 = 2mE
~2
. (4.2)
The last equation has the real solution
ψ(x) = A sin kx+B cos kx.
Now, observe that since V (x) is even, the solutions must be either even or odd. We will start by
finding the even ones and its eigenvalues k.
Even solutions
For regions one and two, the solutions have the following form
ψ1(x) = A sin kx+B cos kx
ψ2(x) = C sin kx+D cos kx.
Since we are considering here the even solutions, we impose ψ1(x) = ψ2(−x) and we get that
ψ1(x) = A sin kx+B cos kx
ψ2(x) = −A sin kx+B cos kx.
We now make the important observation that in the limit → 0 our solution is continuous:
ψ1(0) = ψ2(0).
Now we will impose the boundary conditions
ψ1(a) = ψ2(−a) = 0
↓
0 = A sin ka+B cos ka
↓
−B/A = tan ka. (4.3)
And finally we impose that the integral version of the Schrödinger’s equation 4.1 is satisfied in
the third region. Namely,∫ 
−
dx
[−~
2mψ
′′(x) + ~
am
ξδ(x)ψ(x)
]
=
∫ 
−
dxEψ(x)
↓ ψ ∈W 2,1(R) ∩ C(R)[−~
2mψ
′(x)
]
−
+ ~
am
ξψ(0) =
∫ 
−
dxEψ(x)
↓ → 0, ψ ∈ L1
−~
2m
[
ψ′(0+)− ψ′(0−)]+ ~
am
ξψ(0) = 0
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↓
1
2 [ψ
′
1(0)− ψ′2(0)] =
ξ
a
ψ(0)
↓
1
2 [kA− (−kA)] =
ξ
a
B
↓
kA = Bξ
a
↓
B/A = ka
ξ
. (4.4)
Therefore with equations 4.4 and 4.3 we obtain the following equation for the eigenvalues
−12x = tan x, (4.5)
where
x = ka. (4.6)
This equation has solutions:
x = 0
x = ±α1 = ±2.28893...
x = ±α2 = ±5.08698...
...
The first energies being (by equation 4.2)
E0 = ~
2
2mk
2 = k2 =
(
α1
a
)2 = (2.28893/5)2 = 0.209←this is the ground energy
E2 = ... =
(
α2
a
)2 = (5.08698/5)2 = 1.0351
...
Note that this numbering of the energies will be explained at the end of the following section,
just for the sake of clarity we have directly used the correct numbering.
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Odd solutions
If we now focus our atention on the odd solutions, we see that they are easer to deal with, since
for the first two regions the solutions look like
ψ1(x) = A sin kx+B cos kx
ψ2(x) = C sin kx+D cos kx.
Since we are considering here the odd solutions, we impose ψ1(x) = −ψ2(−x) and we get that
ψ1(x) = A sin kx+B cos kx
ψ2(x) = A sin kx−B cos kx,
but if we now impose continuity at x = 0 we get B = 0 and so
ψ1(x) = ψ2(x) = A sin kx.
Now, the continuity at the extreme points of the well x = ±a yields
0 = ψ(a) = ψ(−a)→ sin ka = 0,
which implies
ka = npi, (4.7)
for n ∈ Z. This values of k give us the following energies for the odd bound states:
E1 = k2 =
( 1·pi
a
)2 = (pi/5)2 = 0.395
E3 =
( 2·pi
a
)2 = (2pi/5)2 = 1.579
...
The reader may now understand the notation used for the energies at the even solutions section.
Consequently, we can answer to the first question:
(a) The energy of the second excited state is E2 = 1.035
Normalization
Now we normalize the second bound state (corresponding to the non-degenerate eigenvalue k =
α/a)
1 =
∫ ∞
−∞
dxψ2(x) =
∫ 0
−a
dxψ22(x) +
∫ a
0
dxψ21(x)
= 12
[
(A2 +B2)x+ (B2 −A2) sin
2 2kx
2k +
AB cos2 2kx
k
]0
−a
+ 12
[
(A2 +B2)x+ (B2 −A2) sin
2 2kx
2k −
AB cos2 2kx
k
]a
0
= ...
= aB
2
α2
[
ξ + (ξ2 + α2) + (α2 − ξ2) 12α sin
2 2α+ ξ cos2 2α
]
,
where in the last equality we used equation 4.4. So that B should satisfy
B2 = α
2
a
· 1
ξ + (ξ2 + α2) + (α2 − ξ2) 12α sin2 2α+ ξ cos2 2α
= (α = α2)
= (5.08698)
2
5 ·
1
2 + (22 + (5.08698)2) + ((5.08698)2 − 22) 12(5.08698) sin2 2(5.08698) + 2 cos2 2(5.08698)
= 0.1524571...,
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and so,
B =
√
0.1524571 = 0.3904576
A = 0.3904576 ∗ 2/(α) = 0.1535124.
And our second bound state wave function is:
ψ1(x) = A sinα/ax+B cosα/ax
ψ2(x) = −A sinα/ax+B cosα/ax.
↓
ψ1(x) = 0.1535124 sin 5.08698/5x+ 0.3904576 cos 5.08698/5x
ψ2(x) = −0.1535124 sin 5.08698/5x+ 0.3904576 cos 5.08698/5x.
↓
ψ1(x) = 0.1535124 sin 5.08698/5x+ 0.3904576 cos 5.08698/5x
ψ2(x) = −0.1535124 sin 5.08698/5x+ 0.3904576 cos 5.08698/5x.
↓
ψ1(x) = +0.1535124 sin (1.017x) + 0.3904576 cos (1.017x) 0 ≤ x ≤ 5
ψ2(x) = −0.1535124 sin (1.017x) + 0.3904576 cos (1.017x) − 5 ≤ x ≤ 0.
(4.8)
We are now in condition of accurately answering the second and last task,
(b) Plot the resulting normalized wave function in the range [−2a,+2a].
Figure 4.1: Using Matlab
Observe that the x-axis is cutted just twice in (−a, a) and that at x = 0 the second excited
bound state wave function is
ψ(0) = B = 0.39.
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Remark 4.1 (Weak vs Classical solutions). The delta potential
δ(x) =
{
1 x = 0
0 |x| > 0, (4.9)
is defined so that ∫
R
δ(x) = 1,
is non-classical (it is not even continuous). However, since it does properly approximate some
physical situations we are still interested in finding a solution to the problem that it models. This
solution can be found in some cases (as in the following one) but we cannot expect the solution ψ
to be continuously differentiable or even differentiable in the whole domain (nevertheless for the
sake of physical coherence, we will usually ask the solution to be continuous, as in the previous
example). This is the reason why for a given domain Ω we accept solutions that are in some
Sobolev space:
W k,p(Ω) = {f | Dαf ∈ Lp(Ω), 0 ≤ |α| ≤ k}. (4.10)
Remark 4.2. Note that the delta function δ(x) /∈ L1(Ω) since it is not even a function. If it
were, by definition 4.9 it would have Lebesgue integral equal zero, which is not the case.
Remark 4.3. As mentioned at the beggining of this chapter, the delta potential of this problem is
the limiting case of the finite square well potential. For an exhaustinve study of one-dimensional
problems and to get to know the usual potentials used when modelling them, the reader is
welcome to look at Zettili’s book [17, p. 215, One-Dimensional Problems].
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5 Eigenvalue problem in a ball
5.1 Motivation
We are to solve the Laplace equation ∆u = −λu in a 3 dimensional ball, with some boundary
conditions to be explained in a second. Besides being an interesting eigenvalue problem in itself,
solving explicitly the eigenvalue problem in a ball will make us meet some mathematical tools
that underpin Quantum Mechanics. More precisely, in this Chapter we will meet the so-called
spherical harmonics via a rigorous treatment of the partial differential equations that will keep
appearing. This is in sharp contrast with the far less arduous techniques (but also slightly less
rigorous) of Operator Theory for Quantum Physics that lead to the same results. In particular
we will be able to understand where do the principal quantum numbers {n,m, l} come from, and
what is their mathematical role.
5.2 Approach
In order to solve the Laplace equation ∆u = −λu in a 3 dimensional ball we will use the
spherical coordinates (r, φ, θ) ∈ Ba = {(r, φ, θ)|0 < r < a, 0 < φ < pi, 0 ≤ θ ≤ 2pi}. We will
have to compute the laplacian of u in these new coordinates and then make use of the following
boundary conditions, which complete this problem
(i) u periodic with respect to θ
(ii) at the poles φ = 0 and φ = pi the solution must be bounded
(iii) dirichlet condition u(a, φ, θ) = 0
(iv) u must be bounded at r = 0
 (5.1)
Overview of the steps to follow:
∆u(r, φ, θ) = −λu(r, φ, θ)
g(Y, Yθ, Yφ, Yθθ, Yφφ, Yφθ, θ, φ) = µ = f(R,R′, R′′, r, λ)
g(Y, Yθ, Yφ, Yθθ, Yφφ, Yφθ, θ, φ) = µ µ = f(R,R′, R′′, r, λ)
u(r, φ, θ) = R(r)Y (φ, θ), we obtain 2 equations
Figure 5.1
So first we will find a solution to the spherical harmonics partial differential equation g = µ
which will yield the so called spherical harmonics Y (φ, θ). Because there are 2 variables involved
in this differential equation, we will make separation of variables again, which will give rise to a
third constant ν (the first two are the eigenvalue λ and the constant µ). Then using the first two
boundary conditions we will find that ν can only take some integer values m2, and that µ can
only take the integer form n(n+ 1).
Remark 5.1. Once the differential equation g = µ is solved, we will have the possible values of
µ determined, and so we will have one radial differential equation µ = f for each of these posible
values of the constant µ. In particular this will make λ depend on µ.
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More precisely, we will first consider the differential equation g = µ and proceed,
g(Y, Yθ, Yφ, Yθθ, Yφφ, Yφθ, θ, φ) = µ
g2(Φ,Φ′,Φ′′, φ, µ) = ν = − θ′′θ
g2(Φ,Φ′,Φ′′, φ, µ) = ν θ′′ = −νθ
sep. of variables Y (φ, θ) = Φ(φ)Θ(θ)
Figure 5.2
And we will simply solve, first the ordinary differential equation θ′′ = −νθ. Which is easy to
solve and will determine the values of ν = m2, and second, the differential equation
gˆ2(Φ,Φ′,Φ′′, φ, µ, ν) = 0,
which will be the associated Legendre differential equation, as we will see in the next section.
Finally, the radial differential equation
µ = f(R,R′, R′′, r, λ),
will be the eigenvalue Bessel differential equation, we will solve it, and we will have the general
solution to the eigenvalue problem in a ball.
5.3 Solution
We compute the laplacian in 3 dimensions in spherical coordinates and obtain
∆ = ∂xx + ∂yy + ∂zz =
1
r2
∂r(r2∂r) +
1
sin2φ
∂θθ +
1
r2sinφ
∂φ(sinφ∂φ)
Now using separation of variables for u(r, φ, θ) = R(r)Y (φ, θ) the eigenvalue problem becomes
∆u = ∆(RY ) = ... = Y
r2
∂r(r2R′) +
RYθθ
r2sin2φ
+ R
r2sinφ
∂φ(sinφYφ) = −λRY.
And so, dividing everything by RY :
1
Rr2
∂r(r2R′) +
Yθθ
r2Y sin2φ
+ 1
r2Y sinφ
∂φ(sinφYφ) = −λ
↓
1
R
∂r(r2R′) + λr2 = − Yθθ
Y sin2φ
− 1
Y sinφ
∂φ(sinφYφ) = ctt = µ.
So f, g in Figure 5.1 actually are:
g = − Yθθ
Y sin2φ
− 1
Y sinφ
∂φ(sinφYφ) = µ, (5.2)
f = 1
R
∂r(r2R′) + λr2 = µ. (5.3)
The time has come to first solve the differential equation 5.2 and second solve the radial ordinary
differential equation 5.3.
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5.3.1 Solving g = µ
Equation 5.2 can be rewritten:
Yθθ
sin2φ
+ 1
sinφ
∂φ(sinφYφ) = −µY. (5.4)
And under the separation of variables Y (φ, θ) = Φ(φ)Θ(θ) this equation becomes:
Θ′′Φ
sin2φ
+ 1
sinφ
Θ∂φ(sinφΦ′) = −µΦΘ
↓
Θ′′
Θ
1
sin2φ
+ 1Φsinφ∂φ(sinφΦ
′) = −µ
↓
Θ′′
Θ +
sinφ
Φ ∂φ(sinφΦ
′) = −µsin2φ
↓
sinφ
Φ ∂φ(sinφΦ
′) + µsin2φ = −Θ
′′
Θ = ctt = ν.
So we find that g2 in Figure 5.2 is
g2 =
sinφ
Φ ∂φ(sinφΦ
′) + µsin2φ = ν. (5.5)
And the differential equation for Θ is:
−Θ
′′
Θ = ν. (5.6)
Which can be rewritten as:
Θ′′ = −νΘ
↓
Θ(θ) = k1eimθ + k2e−imθ, ν = m2.
Now using the (i) boundary condition from the beggining of this section 5.1 we have that
0 = e0 = eim2pi = e−im2pi ↔ m ∈ N,
and so we have one differential equation 5.6 for each m ∈ N and the solutions are
Θm(θ) = k1eimθ + k2e−imθ, m ∈ N. (5.7)
Remark 5.2. We have provided the most general solution to 5.6. For a real solution we can
simply assume
k1 =
A− iB
2 ,
k2 =
A+ iB
2 ,
which yields
Θm(θ) = A cosmθ +B sinmθ ∈ R, A,B ∈ R.
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Now we will proceed to solve the more complicated differential equation 5.5 using ν = m2.
The Associated Legendre differential equation. We are to solve
sinφ
Φ ∂φ(sinφΦ
′) + µsin2φ = m2
↓
sinφ(cosφΦ′ + sinφΦ′′) = (m2 − µ sin2 φ)Φ
↓
sin2 φΦ′′ + cosφ sinφΦ′ + (µ sin2 φ−m2)Φ = 0
↓
{ (sin2 φ)Φ′′(cosφ sinφ)Φ′ + (µ sin2 φ−m2)Φ = 0 0 < φ < pi,
(ii) at poles φ = 0 & φ = pi the solution must be bounded. (5.8)
And now under the change of variables t = cosφ we obtain (it takes a one hand-written face to
prove this) {
(1− t2)∂
[
(1− t2)Φˆ′
]
+ (µ(1− t2)−m2)Φˆ = 0 − 1 < t < 1,
(ii) at poles t = −1 & t = 1 the solution must be bounded.
(5.9)
Where we have defined
Φˆ(t) = Φˆ(cosφ) := Φ(φ).
This problem is called the Associated Legendre differential equation and is solved in section 10.3
where we write Φ(t) insted of Φˆ(t) and where the possible values of µ are found to be
µn = n(n+ 1),
and the eigenfunctions are
Φˆn(t) = Pmn (t) n ∈ N, n ≥ m,
so that
Φn(φ) = Pmn (cosφ)
solves 5.8 provided that 0 ≤ m ≤ n. An explicit expression for Pmn (cosφ) is found at 5.11 where
the superindex m simply denotes to which associated Legendre differential equation belongs the
eigenfunction Pmn with eigenvalue n(n+ 1).
The following are helpful observations in order to better understand what is going on.
Remark 5.3. Observe that by property 10.4 there is no point in considering the solutions
Pmn (cosφ) with −n ≤ m ≤ 0.
Remark 5.4. The boundary condition (ii) that obliges the solution to be bounded at the poles
is critical to determine the possible values of the constant µ.
Remark 5.5 (eigenvalue degeneracy). We have one associated Legendre equation for each m ∈
N, this means that we have an infinite sequence of solutions {Pmn }n≥m for each such m, or
conversely, every µn is degenerate, since the n + 1 eigenfunctions {Pmn }0≤m≤n have the same
eigenvalue n(n+ 1). And equivalently, the n+ 1 associated Legendre differential equations with
0 ≤ m ≤ n share the same eigenvalue n(n+ 1).
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The spherical harmonics. Therefore the eigenvalues to the spherical harmonics differential
equation 5.4 are
µn = n(n+ 1) n ∈ N,
and for each such n and 0 ≤ m ≤ n we have the following eigenfunctions
Y mn (φ, θ) = Pmn (cosφ)Θm(θ)
= Pmn (cosφ)(k1eimθ + k2e−imθ),
or in a nicer way we can say that
Y mn (φ, θ) = P |m|n (cosφ)eimθ, −n ≤ m ≤ n (5.10)
are the 2n+ 1 spherical harmonics associated to the eigenvalue n(n+ 1). We have
Pmn (cosφ) = (sinφ)m
( −1
sinφ
d
dφ
)m
Pn(cosφ), (5.11)
for non-negative m by substituting t = cosφ in expression 10.23.
Remark 5.6. ∑
n∈N
n∑
m=−n
cn,mY
m
n , (5.12)
with cn,m ∈ C is the general solution to the spherical harmonics differential equation 5.4.
Remark 5.7. Note that the degeneracy is here 2n+ 1.
Remark 5.8. To illustrate, we give now the normalized spherical harmonics corresponding to
n = 0
{
Y 00 (φ, θ) = 12
√
1
pi ,
n = 1

Y −11 (φ, θ) = 12
√
3
2pi sinφ e−iθ
Y 01 (φ, θ) = 12
√
3
pi cosφ
Y 11 (φ, θ) = −12
√
3
2pi sinφ eiθ,
n = 2

Y −22 (φ, θ) = 14
√
15
2pi sin
2 φ e−2iθ
Y −12 (φ, θ) = 12
√
15
2pi sinφ cosφ e−iθ
Y 02 (φ, θ) = 14
√
5
pi (3 cos2 φ− 1)
Y 12 (φ, θ) = −12
√
15
2pi sinφ cosφ eiθ
Y 22 (φ, θ) = 14
√
15
2pi sin
2 φ e2iθ.
To normalize a function means to integrate it over its domain:
∫
U
f , hope for the integral to be
finite
∫
U
f = C < ∞, and then divide the function by the value of its integral, so that the new
function has integral one: f ′ = 1C f satisfies
∫
U
f ′ = 1. We then say that f ′ is normalized. We can
do this for the spherical harmonics on the domain U = S2 = {(φ, θ) : 0 < φ < pi, 0 ≤ θ ≤ 2pi}.
Remark 5.9 (Plot of the real part of the spherical harmonics). Hence, if we want to understand
these functions that we have just exactly calculated, and their physical significance, we can plot
the real part of the first ten of them, whose explicit function is given in Remark 5.8. In fact, since
Re[Y mn ] = −Re[Y −mn ], qualitavtively, we only need to plot six of them. We have also ploted, for
each n, the superposition (not the addition) of the normal modes,
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(a) n = 0 (b) n = 1 (c) n = 2
(d) Y 00 (e) Y 01 (f) Y 02
(g) Y 11 (h) Y 12
(i) Y 22
Figure 5.3: Real part of the spherical harmonics, using FreeMat.
The spherical harmonics are to be understood as the normal vibrating modes of the sphere,
which we can compare to the oscillating modes of a string for example. Indeed, as they solve
the spherical part of the eigenvalue problem in a ball, we can rightfully call them the vibrating
modes of the sphere.
We can add another adjective. A vibrating mode is called normal when all points of the vibrating
object have the same frequency, that is, they return to the initial state after the same number
of seconds. In view of the explicit expressions of each spherical harmonic, it is obvious that
for each of them, all points will return to the same state at the same time. So we can complete
our definition and say that the spherical harmonics are the normal vibrating modes of the sphere.
Finally, and most importantly, Remark 5.6 is analogue in the sphere to the Fourier series. In fact,
the Fourier series let us represent any wave-like signal as the decomposition of sinusoidal functions
in the very same manner that the spherical harmonics let us represent any electronic configuration
of the atom as the decomposition of its basic vibrating modes (the spherical harmonics, or the
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raw orbitals). We just have to choose the right coeficients in 5.6 to properly approximate the
desired function, or signal (in Fourier), or electronic configuration.
5.3.2 Solving µ = f
Finally we must solve the radial differential equation previously found at 5.3:
1
R∂r(r2R′) + λr2 = µ 0 ≤ r ≤ a
(iii) Dirichlet condition R(a) = 0
(iv) R bounded at r = 0
(5.13)
↓
∂r(r2R′) +Rλr2 = Rµ
↓
∂r(r2R′) + (r2λ− µ)R = 0
↓
r2R′′ + 2rR′ + (r2λ− µ)R = 0. (5.14)
Observe that this last equation is quite similar to the eigenvalue Bessel differential equation 10.2.
Now under the change
R(r) = ρ(r)√
r
(5.15)
we see that the above equation is in fact
r2ρ′′ + rρ′ +
(
r2λ−
[
µ+ 14
])
ρ = 0. (5.16)
And since we know that µ = µn = n(n+ 1) we can rewrite it as
r2ρ′′ + rρ′ +
(
r2λ−
[
n(n+ 1) + 14
])
ρ = 0
↓
r2ρ′′ + rρ′ + (r2λ− (n+ 1/2)2)ρ = 0. (5.17)
And setting p := n+ 1/2 we get
r2ρ′′ + rρ′ + (r2λ− p2)ρ = 0, (5.18)
with the associated conditions {
(iii) ρ(a) = 0,
(iv) ρ bounded at r = 0.
Which is precisely the eigenvalue Bessel differential equation that is solved in section 10.2, from
where the eigenvalues are (take an attentive look at 10.15)
λn,l =
(
αn+ 12 ,l
a
)2
l ∈ N, n ∈ N, (5.19)
and for each of them the following bounded eigenfunction
ρn+ 12 ,l(r) = Jn+ 12 (
√
λn,l r).
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Where αn+ 12 ,l is the l-th zero of the First Kind Bessel function Jn+ 12 .
Finally undoing the change 5.15 we get that the radial bounded eigenfunction associated to λn,l
is
Rn,l(r) =
Jn+ 12 (
√
λn,l r)√
r
. (5.20)
5.3.3 Final solution
The eigenvalue problem
∆u = −λu
in a 3 dimensional ball with conditions
(i) u periodic with respect to θ
(ii) at poles φ = 0 & φ = pi the solution must be bounded
(iii) dirichlet condition u(a, φ, θ) = 0
(iv) u must be bounded at r = 0

has the following eigenvalues
λn,l =
(
αn+ 12 ,l
a
)2
l ∈ N, n ∈ N, (5.21)
and for each of them the following 2n+ 1 eigenfunctions:
un,m,l(r, φ, θ) = Rn,l(r)Y mn (φ, θ)
=
Jn+ 12 (
√
λn,l r)√
r
· P |m|n (cosφ) eimθ, −n ≤ m ≤ n
(5.22)
Remark 5.10. The reader can find P |m|n (cosφ) described within expression 5.11. We remind
that αn+ 12 ,l is the l-th zero of the Bessel function of the First Kind Jn+ 12 . It would be also
instructive for him to take a look at [7, p. 274].
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6 Spectral lines for the bound states of the Hydrogen atom
As presented in section 3.1.5 the Hydrogen atom spectral lines for the bound states were supposed
to follow the generalization of the Balmer’s formula. Namely,
vi,j = R(
1
j2
− 1
i2
) i < j | i, j ∈ N, (6.1)
and which correspond to the frequency of a photon emited by an electron which goes from the
excited state Ej down to Ei. (Ei < Ej)
This formula results from the eigenvalues for the Schrödinger’s equation which models the motion
of an electron around its nuclei in the Hydrogen atom. In this formula the motion of the nuclei
itself is omitted, and we only account for the electric atraction between the atom and the electron,
and so we use the coulomb potential:
−
(
~2
2m∆ +
e2
r
)
u = Eu. (6.2)
Where m is the reduced mass of the atom (i.e. m = m1m2/(m1 +m2), where m1 is the electron’s
mass, and m2 is the nucleus’s; since m2 >> m1, in practice m = m1 ), r is the distance between
the electron and the center of the nucleus, e is the electron’s charge, E is the energy of the system,
and u(x, y, z) is the wave function.
Now, in order to solve this equation we first compare it to the eigenvalue problem in a ball 5 by
writing 6.2 as ∆u = −λ(r)u where
λ(r) =
(
E + e
2
r
)
2m
~2
. (6.3)
Despite that λ depends on r we can still change to polar coordinates and apply the separation
of variables
u(r, φ, θ) = R(r)Y (φ, θ),
and obtain exactly the same spherical harmonics differential equation 5.4 as in the previous
chapter. The difference is in the radial equation which in this case is:
∂r(r2R′) + (λ(r)r2 − µ)R = 0
↓
∂r(r2R′) +
((
Er2 + e2r
) 2m
~2
− µ
)
R = 0,
that with the change of variables ρ = αr where α = 8m|E|/~2 becomes
1
ρ2
(ρ2R′)′ +
(
λ
ρ
− 14 −
µ
ρ2
)
R = 0, (6.4)
where
λ = e
2√m
~
√
2|E| (6.5)
is a new λ that has nothing to do with the previous one. It will be the eigenvalue for equation 6.4.
We discuss now the set of conditions that will let us find the eigenvalues to this equation. In the
eigenvalue problem in a ball 5 we seeked for a classical solution (a Sturm-Liouville solution) and
therefore we imposed continuous differentiability, that u satisfies the equation in every point and
some Dirichelt conditions. Here we just want the probability of finding an electron in certain re-
gion, and so, we can do with a weak solution, that’s to say, we simply want that u be in L2(0,∞).
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So first we will make sure that u→ 0 as ρ→∞, which is equivalent to imposing that R→ 0 as
ρ→∞. If we write equation 6.4 in this limit we obtain
R′′ − 14R = 0,
for which R = e− 12ρ is the decreasing to zero solution. We now hope that writing R = F (ρ)e− 12ρ
will lead to a solution where the growth of F (ρ) is dominated by that of e− 12ρ in the limit ρ→∞.
Thus written, it is easy to verify that F satisfies
F ′′ +
(
2
ρ
− 1
)
F ′ +
(
λ− 1
ρ
− µ
ρ2
)
F = 0. (6.6)
This means that all points are ordinary except for ρ = 0 which is clearly regular singular, and
for ρ = ∞ which we will in in the following lines that is in fact an irregular singular point (not
even the growth of F (ρ) is bounded) and will lead to having a finite series.
So, using the Fuch’s theorem 10.1 we can seek a solution using the Frobenius method and thus
write ∑
k∈N
akρ
k+γ ,
that can be plugged in in equation 6.6 yielding the relations
a0(γ(γ + 1))− µ = 0
ak+1 =
k + γ + 1− λ
(k + γ + 1)(k + γ + 2)− µak,
now using that µ = n(n + 1) (from the spherical harmonics) we have γ = n or −n − 1 and we
clearly choose γ = n because at r = 0, u must be bounded. This implies the following relation
ak+1 =
k + 1 + n− λ
(k + 1)(2n+ 2 + k)ak
= k + 1 + n− λ(k + 1)(2n+ 2 + k)
k + n− λ
(k)(2n+ 1 + k) · · ·
2 + n− λ
(2)(2n+ 2 + 1)
1 + n− λ
1(2n+ 2 + 0)
= (k + 1 + n− λ)!(2n+ 2 + 1)!(k + 1)!(2n+ 2 + k)!(n− λ)! ,
and therefore if we consider at which rate does the k-th term of the power series grow as both
ρ, k → ∞ we will find eρ at least, since observe that just considering the special case k = ρ we
get:
lim
k=ρ→∞
akρ
k+n = lim
k=ρ→∞
(k + 1 + n− λ)!(2n+ 2 + 1)!
(k + 1)!(2n+ 2 + k)!(n− λ)! ρ
k
= lim
k=ρ→∞
k!
k!k!ρ
k
= lim
k=ρ→∞
1√
2pik
( e
k
)k
ρk
= lim
ρ→∞
1√
2piρ
(
e
ρ
)ρ
ρρ
= lim
ρ→∞ e
ρ.
(Note that we used the striling formula in the third equality). In particular this proves that
ρ = ∞ is an irregular singular point. The only way to avoid this growth factor is to make the
series finite by letting λ = k + n+ 1 for some k ∈ N.
We can write λ = j ∈ N and so solving 6.5 for E we get
Ej = ± me
4
2~2j2 .
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And since here we are only interested in the bound states of the Hydrogen atom, and given that
the coulomb potential has the following graph:
the bound states take only negative energies. Note that the positive ones correspond to the
continuous spectrum and free states. Finally using the Plank-Einstein relation E = hv and using
2pi~ = h we have the desired result:
vi,j = Ej − Ei = R( 1
i2
− 1
j2
) i < j | i, j ∈ N,
with
R = 2pi
2me4
h3
,
the Rydberg constant, for the emission frequency of an electron jumping from the higher energy
state Ej to Ei.
Remark 6.1. Equation 6.6 can be reduced to Laguerre equation for which a similar analysis
as that of Appendix C can be done. In fact it is precisely when we solve explicitly the wave
function of the Hydrogen atom that the principal quantum numbers n,m, l already mentioned
in the previous chapter appear. Their is quasi identical to that of the numbers n,m, l found at
Chapter 5.
Besides, the eigenfunctions that we have not calculated would give the true orbitals for the
electrons of the Hydrogen atom. Yet their spherical part coincides with the spherical part of
Chapter 5 which are the spherical harmonics. The only difference between the Schrödinger’s
equation for the Hydrogem atom here solved, and the eigenvalue problem in a ball, is the radial
part. This means that the aspect of the spherical harmonics calculated at 5.3 and the aspect of
the wave functions for the Hydrogem atom is different but just slightly.
Remark 6.2. This Chapter has largely been developped thanks to [5, p. 263]
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7 The Nonlinear Schrödinger’s equation
In this chapter we will start by solving the initial value problem in n dimensions and then we
will solve the Nonlinear Schrödinger’s equation in n dimensions locally. Finally we will briefly
explain, in a particular case, how we can extend the local solution to the global one. Meanwhile
the explanation of this problems and its solutions will be justified by an apropriate physical
motivation.
7.1 Initial value problem in Rn
The non-relativistic time dependent Schrödinger’s equation in general form is
i~
∂
∂t
Ψ = HˆΨ.
The initial value problem of the Schrödinger’s equation for x ∈ Rn consists on taking a simple
Hamiltonian, namely
Hˆ = 1
~
pˆ2 = −~∆,
which yields the initial value problem{
iut + ∆u = 0 Rn × (0,∞)
u = g Rn × {t = 0}. (7.1)
Where u = u(x, t). Now multiplying on the left by e−ix·y and integrating through x ∈ Rn we
obtain {
iuˆt − |y|2uˆ = 0 Rn × (0,∞)
uˆ = gˆ Rn × {t = 0}.
Where uˆ = uˆ(y, t). This is straighforward, but to illustrate we compute the transform of the
laplacian∫
Rn
e−ix·y(∂2x1 + ...+ ∂
2
xn)u(x, t)dx = (iy1)
2uˆ+ ...+ (iyn)2uˆ = (i|y|)2uˆ = −|y|2uˆ,
where the first equality is the property (ii) of 8.2.
Now this last problem has solution
uˆ = e−it|y|
2
gˆ, (7.2)
and if we are fortunate enough to find Fˆ = e−it|y|2 for some nice enough function F = F (x, t),
we would have uˆ = Fˆ gˆ and therefore invoking properties (iii) and (iv) of 8.2 we would have
u(x, t) = (uˆ)ˇ = (Fˆ gˆ)ˇ = 1(2pi)n/2
∫
Rn
F (x− y, t)g(y)dy.
The good thing is that indeed this function F exists, and it is
F (x, t) =
(
e−it|y|
2
)∨
= 1(2pi)n/2
∫
Rn
eix·y−it|y|
2
dy = 1(2it)n/2 e
i
|x|2
4t ,
by Proposition 9.3, and so we have the convolution
u(x, t) =
∫
Rn
Ψ(x− y, t)g(y)dy
= 1(4piit)n/2
∫
Rn
ei
|x−y|2
4t g(y)dy (x ∈ Rn, t > 0).
(7.3)
Which we will sometimes denote it by (eit∆g)(x) or simply eit∆g. Furthermore it motivates the
following
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Definition (Fundamental solution of the Schrödinger’s equation). We call
Ψ(x, t) := 1(4piit)n/2 e
i
|x|2
4t (x ∈ Rn, t 6= 0). (7.4)
the fundamental solution of the Schrödinger’s equation. Observe that formula 7.3 makes sense
for all times t 6= 0 this is why the initial value problem 7.1 is usually written as{
iut + ∆u = 0 Rn × R
u = g Rn × {t = 0}. (7.5)
The constants involved in the explicit formulas for eit∆g and Ψ are dictated by the following
Lemma 7.1 (Integral of the fundamental solution). For each time t 6= 0,∫
Rn
Ψ(x, t)dx = 1.
Proof. As in Proposition 9.3 just express into coordinates, do the product of the n integrals and
for each of them perform the change of variables zi = xi2√t . Then the result yields if we apply
Proposition 9.2.
It is imporant to note that with a nice enough initial condition g the problem 7.5 has a classical
solution.
Theorem 7.1 (Well-posedness of the initial-value problem). Let g ∈ Cc(Rn) ∩ L∞(Rn), and
define u(x, t) by 7.3. Then
(i) u ∈ C∞(Rn × {t 6= 0}) ∩ L∞(Rn),
(ii) iut(x, t) + ∆u(x, t) = 0 (x ∈ Rn, t 6= 0),
(iii) u(x, t) (x,t)→(x0,0)−−−−−−−−→ g(x0) uniformly, for each point x0 ∈ Rn\{0}.
Proof. 1. Since the integral of Ψ is 1, and g ∈ L∞(Rn) then u is indeed integrable and uniformly
continuos thanks to the continuity of g.
Now we can compute
ut(x, t) =
−1
(4piit)n/2
∫
Rn
i|x− y|2
4t2 e
i
|x−y|2
4t g(y)dy − n2
1
(4piit)n/2t
∫
Rn
ei
|x−y|2
4t g(y)dy,
ux1(x, t) =
1
(4piit)n/2
∫
Rn
i(x1 − y1)
2t2 e
i
|x−y|2
4t g(y)dy.
First we see that second term of ut, as we have just discussed, is uniformly continuous for t 6= 0.
For the other two integrals to be finite for all t 6= 0 requires that g has compact support, which
is provided in the hypotheses. This ensures as that ut, uxi ∈ C(Rn, (−∞,−δ) ∪ (δ,∞)) for each
δ > 0 and for each i ∈ [n].
Now since Ψ is infinitely differentiable, we can repeat the process as many times as we like and
we obtain that u has bounded and uniformly continuous derivatives of all orders.
2.
iut(x, t) + ∆u(x, t) =
∫
Rn
(iΨt + ∆Ψ)(x− y, t)g(y)dy
= 0 (x ∈ Rn, t 6= 0),
since Ψ itself solves the Schrödinger’s equation (as the reader can easily check).
3. The proof of this is complicated when compared with the same proof of the initial-value prob-
lem of the heat equation that can be found at [1, p. 47]. The difficulties yield in the fact that
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ei
|x|
4t oscillates rather than converging to 0 as t → 0, as happens with the heat equation. This
oscillation in Rn briefly reminds us of its possible connections with the wave equation in Rn,
which would be interesting to compare and discuss.
Refocusing on our target tough, we have a lemma that will enable us to explain why the conver-
gence to the initial condition is uniform.
Lemma 7.2 (Asymptotics for quadratic terms). Let a ∈ C∞c (Rn) and A be a real, nonsingular,
symmetric matrix. Then, as → 0
1
(2pi)n/2
∫
Rn
e
i
2y·Aya(y)dy = e
ipi4 sgnA
|detA|1/2 (a(0) +O()).
The proof can be found at [1, p. 210].
If A = Id, then we can rephrase it as
1
(2pii)n/2
∫
Rn
e
i
2 |y|2a(y)dy = (a(0) +O()).
And so employing the change of variables y′ =
√
2y we see that for a small enough δ > 0 such
that |t| < δ we have
u(x, t) = 1(4piit)n/2
∫
Rn
ei
|y′|2
4t g(x− y′)dy′
= 1(2piit)n/2
∫
Rn
ei
|y|2
2t g(x−
√
2y)dy
= 1(2piit)n/2
∫
Rn
ei
|y|2
2t a(y)dy = a(0) +O(t)
=g(x) +O(t),
and so
|u(x, t)− g(x)| ≤ C|t| < ,
if we choose any δ < C .
Finally observe that we can either take the limit x→ x0 now or before the limit t→ 0 and both
will give the same result, since the limit in x only poses a problem when x0 = 0, which we have
excluded from our possibilities.
This is very well but our initial initial data g is not smooth. However, the smooth functions with
compact support are dense in L2(Rn) (two different and interesting proofs of this fact can be
found at [8]), so adding to our hypotheses that g ∈ L2(Rn) would enable us to approximate g by
g′ ∈ C∞c (Rn) and therefore g would satisfy Lemma 7.2.
Next we will prove some interesting properties of 7.3. Consider, for x0 ∈ Rn and r > 0 the
following functions
(τx0f)(x) =f(x− x0),
(δrf)(x) =f(x/r).
Proposition 7.1 (Properties of the Schrödinger’s flow). For initial data g ∈ L2(Rn), and for
each t, s ∈ R then
(i) ‖eit∆g‖L2(Rn) = ‖g‖L2(Rn)
(ii) eit∆ ◦ eis∆ = ei(t+s)∆
(iii) eit∆ ◦ τx0 = τx0 ◦ eit∆
(iv) eit∆ ◦ δr = rδr ◦ ei
t
r2 ∆
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Proof. 1. We can rewrite 7.3 as
eit∆g = e
i
|x|2
4t
(4piit)n/2
∫
Rn
e
−ix·y
2t e
i|y|2
4t g(y)dy.
Then
|eit∆g| = 1(4pi|t|)n/2
∣∣∣∣∫
Rn
e
−ix·y
2t e
i|y|2
4t g(y)dy
∣∣∣∣ ,
and so doing the change of variables y =
√
2ty′
‖eit∆g‖2L2(Rn) =
∫
Rn
1
(4pi|t|)n
∣∣∣∣∫
Rn
e
−ix·y
2t e
i|y|2
4t g(y)dy
∣∣∣∣2dx
=
∫
Rn
∣∣∣∣ 1(2pi)n
∫
Rn
e
−i x√
2t
·y′
e
i|y′|2
2 g(
√
2ty′)dy′
∣∣∣∣2dx
=
∫
Rn
∣∣∣∣∣
[
e
i|y′|2
2 g(
√
2ty′)
]∧
( x√
2t
)
∣∣∣∣∣
2
dx
=
∫
Rn
∣∣∣∣e i|x|24t g(x)∣∣∣∣2dx
=
∫
Rn
|g(x)|2dx = ‖g‖2L2(Rn).
Where the third equality is the definition of the fourier transform 8.1, and the fourth equality is
due to Theorem 8.1.
2. Writing things properly and using 8.3 and the time shifting property of Theorem 8.3 in the
fifth equality,
(eit∆ ◦ eis∆ ◦ g)(x) =(eit∆[eis∆ ◦ g])(x)
= 1(4piit)n/2
∫
Rn
e
i|y|2
4t (eis∆ ◦ g)(x− y)dy
= 1(4piit)n/2
∫
Rn
e
i|y|2
4t u(x− y, s)dy
= 1(4piit)n/2
∫
Rn
e
i|y|2
4t (uˆ)ˇ (x− y, s)dy
= 1(4piit)n/2
∫
Rn
[
e
i|y|2
4t
]∨
(w)
e−iw·xuˆ(−w, s)dw
= 1(4piit)n/2
∫
Rn
e−iw·x
[
e
i|y|2
4t
]∨
(w)
uˆ(−w, s)dw
= 1(2pi)n/2
∫
Rn
e−iw·xe−it|w|
2
uˆ(−w, s)dw,
where the last equality is the direct application of Proposition 9.4, multiplying the formula by
1
(2pi)n/2 and taking a =
−1
4t .
Now as we saw in 7.2,
uˆ(−w, s) = e−is|w|2 gˆ(−w).
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We therefore have
(eit∆ ◦ eis∆ ◦ g)(x) = 1(2pi)n/2
∫
Rn
e−iw·xe−i(t+s)|w|
2
gˆ(−w)dw
= 1(2pi)n/2
∫
Rn
eiw
′·xe−i(t+s)|w
′|2 gˆ(w′)dw′
=
[
e−i(t+s)|w
′|2 gˆ(w′)
]∨
(x)
=(uˆ)ˇ (x, t+ s)
=u(x, t+ s) = (ei(t+s)∆g)(x).
3. Under the change of variables y′ = y − x0 we convert
[eit∆ ◦ (τx0 ◦ g)](x) =
∫
Rn
ei
|x−y|2
4t g(y − x0)dy
=
∫
Rn
ei
|x−x0−y′|2
4t g(y′)dy′
=(eit∆g)(x− x0)
=(τx0 ◦ eit∆g)(x)
4. Under the change of variables y′ = y/r we can convert
[eit∆ ◦ (δr ◦ g)](x) =
∫
Rn
ei
|x−y|2
4t g(y/r)dy
=r
∫
Rn
e
i
|x/r−y′|2
4(t/r2) g(y′)dy′
=r(ei(t/r
2)∆g)(x/r)
=r(δr ◦ ei(t/r2)∆g)(x)
Observe that these two last properties are quite similar to those of Theorem 8.3.
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7.2 The Nonlinear Schrödinger’s equation
We are here interested in solving the following Nonlinear Schrödinger’s equation with a power
nonlinearity {
iut + ∆u = µu|u|p−1 Rn × R
u = g Rn × {t = 0}. (7.6)
7.2.1 Physical interpretation
It is stimulating to see the problems that the power nonlinearity, or more often the simply called
the Nonlinear Schrödinger’s equation, is able to describe. Among them is the modelling of a cu-
rious but hazarduous phenomenon, observed naturally in the surface of deep water layers. This
phenomenon is called the Rogue waves or the Freak waves and as it name suggests, it consists on
the creation of a super gigantic water wave (some times of about 28 meters) that appears isolated
and which is practically unpredictable for most merchant ships, such as an oil tanker. Maybe in
a near future the Nonlinear Schrödinger’s equation will help model and perhaps predict the most
likely location and climate conditions under which this monstruous and disastrous wave forms.
The Nonlinear Schrödinger’s equation candidate for explaning this phenomenon is{
iut + ∆u = µu|u|2 R3 × R
u = g R3 × {t = 0}. (7.7)
7.2.2 Local solution
From now onwards the term eit∆g will strictly denote the solution of the initial-value problem
7.5. First recall that the Duhamel formula provides us with the solution to the nonhomogeneous
initial-value problem {
iut + ∆u = f Rn × R
u = 0 Rn × {t = 0}. (7.8)
Since it considers the previous problem to be the same as the following one{
iut(·; s)−∆u(·; s) = 0 Rn × R
u(·; s) = f(·; s) Rn × {t = s}. (7.9)
Whose solution is given by Duhamel as
u(x, t) = −i
∫ t
0
(ei(t−s)∆f)(x, s)ds = −i
∫ t
0
∫
Rn
Ψ(x− y, t− s)f(y, s)dyds. (7.10)
Note that the time t at problem 7.9 can take values in all R since the Schrödinger’s equation
is reversible. Otherwise we would have something like t ∈ (s,∞), as in the heat equation. The
constant −i is justified by the following
Remark 7.1. Note that formally 7.10 solves 7.8 and that if f ∈ Cc(Rn × {t 6= 0}) ∩ L∞(Rn)
then
−i
∫ t
0
(ei(t−s)∆f)(x, s)ds ∈ C∞ ∩ L∞(Rn × {t 6= 0}).
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Proof. Differentiating u under the integral sign
−i(i∂t + ∆)
∫ t
0
∫
Rn
Ψ(x− y, t− s)f(y, s)dyds =− i
∫ t
0
∫
Rn
(iΨt + ∆Ψ)(x− y, t− s)f(y, s)dyds
+
∫
Rn
Ψ(x− y, 0)f(y, t)dy
−
∫
Rn
Ψ(x− y, t)f(y, 0)dy
=
∫
Rn
Ψ(x− y, 0)f(y, t)dy
= f(x, t).
The last equality is due to (iii) of Theorem 7.1, provided that f is a nice enough function. The
first integral is 0 since Ψ solves itself the Schrödinger’s equation. The differentiation under the
integral sign becames legitimate when u, ut ∈ C(Rn × {t 6= 0}), that is, as in Theorem 7.1, when
f ∈ Cc(Rn × {t 6= 0}) ∩ L∞(Rn). This last fact enables us to say that f(x, t) → 0 uniformly as
t→ 0. This proves the third integral to be 0 uniformly and proves the smoothness of u.
This suggests that the solution u to 7.6, if it exists, should satisfy
u(x, t) = ei(t−s)∆g − i
∫ t
0
(ei(t−s)∆µu|u|p−1)(x, s)ds. (7.11)
This is indeed the case for n = p = 3,
Theorem 7.2 (Well-posedness of the nonlinear problem in R3). Given the initial data g ∈
H2(R3) ∩ L∞(R3), then 7.11 yields a unique solution of 7.7 satisfying
(i) u ∈ X2(I) = C({t ∈ I}) ∩H2(x ∈ R3) ∩ L∞(R3),
(ii) iut(x, t) + ∆u(x, t) = µu|u|2 (x ∈ R3, t 6= 0),
(iii) u(x, t) (x,t)→(x0,0)−−−−−−−−→ g(x0) uniformly, for each point x0 ∈ R3\{0},
for small enough times t ∈ I.
Proof. 1. By the second part of the Sobolev embedding theorem (refer to [16]), choosing α = 1/2
we have that
W 2,2(R3) ⊂ C0,1/2(R3), (7.12)
which means that g is in the Hölder space C0,1/2(R3) which is itself embedded in the uniformly
continuous functions defined on R3, and so g ∈ C(R3). Furthermore, since Cc(R3) is dense in
L2(R3) (see [11, www.planetmath.org]), we can approximate g with a function g′ ∈ Cc(R3), but
then since g is continuous we have that g = g′ ∈ Cc(R3)∩L∞(R3) and so Theorem 7.1 holds for
eit∆ which implies eit∆ ∈ X2(I) for any bounded interval I ⊂ R.
We also can rewrite 7.11 as
u = A[u],
and we can replace R by I at Remark 7.1 and obtain that A[u] ∈ X2(I) provided that u ∈ X2(I).
2. Next we consider the space X2(I) = C({t ∈ I}) ∩ H2(x ∈ R3) ∩ L∞(R3) for some bounded
interval I ⊂ R centered at the origin but not containing the 0. We recall that the space of
bounded continuous functions is complete [2, Theorem 7.9], as well as the Hilbert space H2. This
implies first that H2(x ∈ R3) ∩ L∞(R3) is complete, but also that C(I) is complete (since they
are the continous functions defined on a compact set and therefore bounded). Hence X2(I) is
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Banach.
This enables us to formulate:
A : X2(I)→ X2(I).
3. Next we seek to find that
‖A[u]−A[u˜]‖L∞(R3×I) ≤ γ‖u− u˜‖L∞(R3×I), u, u˜ ∈ X2(I),
for some constant γ < 1, in order to apply Banach’s fixed point Theorem and obtain the existence
and uniqueness of a solution. But
A[u]−A[u˜] =− i
∫ t
0
(ei(t−s)∆µu|u|p−1)(x, s)ds+ i
∫ t
0
(ei(t−s)∆µu˜|u˜|p−1)(x, s)ds
=− i
∫ t
0
∫
R3
Ψ(x− y, t− s)(u|u|p−1 − u˜|u˜|p−1)(y, s)dyds.
Since u, u˜ ∈ L∞(R3), and recalling that ∫Rn Ψ = 1 we have
|A[u]−A[u˜]| ≤
∫ t
0
‖u|u|p−1 − u˜|u˜|p−1‖L∞(R3)(·, s)
∣∣∣∣∫
R3
Ψ(x− y, t− s)dy
∣∣∣∣ ds
=
∫ t
0
‖u|u|p−1 − u˜|u˜|p−1‖L∞(R3)(·, s)ds
=t‖u|u|p−1 − u˜|u˜|p−1‖L∞(R3)(·, s′) s′ ∈ [0, t]
≤tC‖u− u˜‖L∞(R3)(·, s′)
≤tC‖u− u˜‖L∞(R3×I)
for some Lispchitz constant C ≥ 0. The second last inequality is due to the fact that the function
f : u→ u|u|p−1 (7.13)
is Lipschitz if its domain is bounded. But the domain of f is precisely the range of u ∈ C ∩
L∞(R3 × I). In the last equality we have usedthe mean value Theorem provided that u, u˜ are
continuous on time t.
Therefore, as the same calculations are valid if t < 0, Banach’s fixed point Theorem holds
provided that
|t| < 1
C
. (7.14)
This tells us that the greatest that our interval can be is I = [− 1C , 1C ].
4. (ii) follows directly from adding Remark 7.1 to property (ii) of Theorem 7.1.
(iii) is a direct consequence of the expression 7.11 and property (iii) of Theorem 7.1.
We now make several important remarks.
Remark 7.2 (Local solution of Nonlinear Schrödinger’s equation). The solution guaranteed by
Theorem 7.2 is only local, and since f at 7.13 has a rapidly steep slope, in order to be Lipschitz,
we can only hope to find a large constant C and the imposition upon u to be small enough. This
seems to make this result not applicable to physical problems where the power-linearity of the
Nonlinear Schrödinger’s equation does model some physical phenomenon.
The reader may then be happy to learn that it is possible to construct a global solution to 7.7.
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7.2.3 Global solution
Theorem 7.3 (Well-posedness of the nonlinear problem on R3). Assuming g ∈ H1(R3) ∩
L∞(R3), and I ⊂ R is a bounded interval, 7.11 yields a unique solution of 7.7 satisfying
(i) u ∈ X1(I) = C({I}) ∩H1(R3) ∩ L∞(R3),
(ii) iut(x, t) + ∆u(x, t) = µu|u|2 (x ∈ R3, t 6= 0),
(iii) u(x, t) (x,t)→(x0,0)−−−−−−−−→ g(x0) uniformly, for each point x0 ∈ R3\{0},
An sketch of the proof can be found at [3]. It makes use and strengthens several of the ideas
already presented in the proof of Theorem 7.2. The qualitative leap is the following
Remark 7.3 (Going from local to global solutions). In the local solution we were restricted
to t ∈ I = [− 1C , 1C ]. The idea to have a solution defined for all time t ∈ R is to take the local
solution u ∈ X2(I) and let u evolve until time t = 1C . Then we take g1(x) := u(x, t0) to be
the initial data of a second Nonlinear problem and try to reapeat the previous step. However,
as already posed by 7.2, the Lispchitz constant C depends on the possible values of u(x, t), and
therefore the second initial data g1 would probably lead to a much bigger C1. And so if in the
first step we could move 1C seconds to the right, now we will only be able to move
1
C2
seconds.
To illustrate this
]1C ]1C1 ]1C2]
The key in Theorem 7.3 is that we make the constant C of this interval I = [− 1C , 1C ] depend
only on C = C(‖g‖H1) and therefore the time-step remains constant, or at least, not worse than
the initial step 1C ,
]1C ]1C1 ]1C2 ]1C3
33
8 Appendix A: Fourier transform
Usually the Fourier transform helps us to convert some partial differential equations into easier
differential equations, as illustrated in chapter 7.1. It is also a powerful tool for simplifying the
proofs of some properties of the solutions as illustrated in 7.
Definition on L1. If u ∈ L1(Rn), we define its Fourier transform as
uˆ(y) := 1(2pi)n/2
∫
Rn
e−ix·yu(x)dx (8.1)
and its inverse Fourier transform
uˇ(x) := 1(2pi)n/2
∫
Rn
eix·yu(y)dy. (8.2)
Observe that since |e±ix·y| = 1 and u ∈ L1(Rn) these integrals converge for all x, y ∈ Rn.
Next we will formulate some useful properties relating u and its Fourier transform and its inverse
trasform.
Theorem 8.1 (Plancherel’s Theorem). Let u ∈ L1(Rn) ∩ L2(Rn) then
uˆ, uˇ ∈ L2(Rn)
and
‖uˆ‖L2(Rn) = ‖uˇ‖L2(Rn) = ‖u‖L2(Rn).
We will not prove it. However we will mention a useful tool which is needed in the proof; given
v, w ∈ L2(Rn), then vˆ, wˆ ∈ L∞(Rn) and∫
Rn
v(x)wˆ(x)dx =
∫
Rn
vˆ(y)w(y)dy, (8.3)
directly by using the definition given above.
Definition on L2. Using Plancherel’s Theorem we can define the Fourier transform of a function
u ∈ L2(Rn) by choosing a sequence {uk}k≥1 ∈ L1(Rn) ∩ L2(Rn) satisfying
uk → u in L2(Rn).
This is so because now using Plancherel’s and the fact vˆ + wˆ = v̂ + w we have
‖uˆi − uˆj‖L2(Rn) = ‖ui − uj‖L2(Rn),
and so {uk}k≥1 is Cauchy in L1(Rn) ∩ L2(Rn) which is Banach in its turn, and therefore has a
limit in L1(Rn)∩L2(Rn) that we can rightfully define as uˆ ∈ L2(Rn) using Plancherel’s Theorem
again. We skip the proof that the definition of uˆ (as well as that of uˇ) does not depend on the
chosen sequence.
Now we proceed to explain some important properties.
Theorem 8.2 (First properties of the Fourier transform). Let u, v ∈ L2(Rn) then
(i)
∫
Rn uv
∗dx =
∫
Rn uˆ(vˆ)
∗dy,
(ii) D̂αu = (iy)αuˆ where α is a multiindex such that Dαu ∈ L2(Rn),
(iii) (u ∗ v)ˆ = (2pi)n/2uˆvˆ,
(iv) u = (uˆ)ˇ
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Proof. We will just prove (ii). Consider the case u ∈ C∞c (Rn), then integrating by parts
D̂αu = 1(2pi)n/2
∫
Rn
e−ix·yDαu(x)dx
= (−1)
|α|
(2pi)n/2
∫
Rn
Dαx (e−ix·y)u(x)dx
= (−1)
|α|
(2pi)n/2
∫
Rn
(−i)|α|yαe−ix·yu(x)dx = (iy)αuˆ(y).
Now, since C∞c is dense in Lp(Rn) we can uniformly approximate any u ∈ L2(Rn) by a u′ satis-
fying property (ii) and therefore the same result holds if Dαu ∈ L2(Rn).
The other proofs require more work. This prove and that of Plancherel’s Theorem are done in
detail at [1, p. 183 Transform methods].
Finally we state two more properties of the Fourier transform which are used in chapter 7, and
whose physical implications are paramount in Nuclear Magnetic Ressonance spectroscopy. They
form part of a set of seven properties (which can be found at [6, p. 107]) and that constitute one
of the mathematicals fundamentals when trying to understand NMR spectroscopy.
Theorem 8.3. Let u, v ∈ L2(Rn) then
Similarity F{u(ax)} := 1(2pi)n/2
∫
Rn
e−ix·yu(ax)dx = 1|a|n uˆ(y/a)
Time shifting F{u(x− τ)} = 1(2pi)n/2
∫
Rn
e−ix·yu(x− τ)dx = e−iy·τ uˆ(y).
Proof. Both are easily seen doing the appropriate change of variables.
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9 Appendix B: Contour integration
In this appendix we will compute the integral∫
Rn
eix·y−it|y|
2
dy.
First it is convenient to prove the following result
Proposition 9.1. ∫
R
e−iz
2
dz =
√
pi
i
.
Proof. Since
lim
R→∞
∫ R
−R
e−iz
2
dz =
∫
R
e−iz
2
dz,
under the change of variables u =
√
iz (we define
√
i := eipi4 ) we obtain∫ R
−R
e−iz
2
dz = 1√
i
∫ Rei pi4
−Rei pi4
e−u
2
du = 2√
i
∫ Rei pi4
0
e−u
2
du, (9.1)
thanks to the fact that e−(−u)2 = e−u2 . Now, since e−u2 is holomorphic in all C, by the Cauchy
Residue Theorem we have that for any closed path γ ⊂ C:∮
γ
e−u
2
du = 0.
In particular we can choose the following path γ for any R > 0 we like
I
Rei
pi
4
RIII
II
Whose integral along the first region is precisely
∫ Rei pi4
0 e
−u2du. Now the Cauchy Residue Theorem
tells us that ∫
I
e−u
2
+
∫
II
e−u
2
+
∫
III
e−u
2
= 0.
And if we are lucky enough to discover that
∫
II
e−u
2 R→∞−−−−→ 0 then for big enough R∫ Rei pi4
0
e−u
2
du =
∫
I
e−u
2
= −
∫
III
e−u
2
=
∫ R
0
e−u
2
du
R→∞−−−−→
∫ ∞
0
e−u
2
du =
√
pi
2 . (9.2)
But under the change of variables u = Reipi4 t we see that
−
∫
II
e−u
2
=
∫ Rei pi4
R
e−u
2
du =
∫ 1
0
R
ipi
4 e
ipi4 t e−R
2ei
pi
2 tdt.
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Now the reader should observe that∣∣∣e−R2ei pi2 t∣∣∣ = ∣∣∣e−R2(cos tpi2 +i sin tpi2 )∣∣∣ = ∣∣∣e−R2 cos tpi2 ∣∣∣ · ∣∣∣e−iR2 sin tpi2 ∣∣∣ = e−R2 cos tpi2 ,
thus, ∣∣∣∣∫
II
e−u
2
∣∣∣∣ ≤ pi4
∫ 1
0
Re−R
2 cos tpi2 R→∞−−−−→ 0,
by the Dominated Convergence Theorem, taking the bound function g(t) = 1 ≥ Re−R2 cos tpi2 ∀R.
So we have proved 9.2. And therefore taking the limit as R → ∞ at 9.1 yields the desired
result.
Now let’s compute a similar integral
Proposition 9.2. ∫
R
eiz
2
dz =
√
pii.
Proof. Just redo all the calculations of Proposition 9.1 but with the change of variables u =
1√
i
z
Now we are in conditions of easily solving the initial integral. First note that
∫
Rn
eix·y−it|y|
2
dy =
∫
Rn
ei(x1y1+...+xnyn)−it(y
2
1+...+y
2
n)dy1...dyn =
n∏
i=1
∫
R
eixiyi−ity
2
i dyi. (9.3)
Now for each element in the product, and doing the change z = −x2√t +
√
ty we obtain that
∫
R
eixy−ity
2
dy =
∫
R
e
−i( −x2√t+
√
ty)2+i x24t dy = e
i x
2
4t√
t
∫
R
e−iz
2
dz =
√
pi√
it
ei
x2
4t , (9.4)
thanks to Proposition 9.1. This enables us to formulate the following
Proposition 9.3. ∫
Rn
eix·y−it|y|
2
dy =
(pi
it
)n/2
ei
|x|2
4t .
Proof. This is substituting 9.4 into 9.3 for each coordinate.
We will end this appendix by formulating a more general form,
Proposition 9.4. ∫
Rn
eix·y−ia|y|
2
dy =
( pi
ia
)n/2
ei
|x|2
4a .
Proof. This is substituting a = t in the previous result.
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10 Appendix C: Differential equations
In this section we will provide with the necessary tools for finding the eigenvalues and its respec-
tive eigenfunctions to the eigenvalue problem in a three dimensional ball. These will therefore be
powerful instruments to be used in other chapters.
10.1 Fuch’s theorem
In differential equations the points of C are classified into ordinary points, at which the equation’s
coefficients are analytic functions, and singular points, at which some coefficient has a singularity.
Then amongst singular points, an important distinction is made between a regular singular point,
where the growth of solutions is bounded (in any small sector) by an algebraic function, and an
irregular singular point , where the full solution set requires functions with higher growth rates.
Definition (Of regular singular point). a is a regular singular point of an n-th order linear
differential equation written in canonical form (pn(z) = 1) as
n∑
i=0
pi(z)f (i)(z) = 0, (10.1)
if pn−i(z) has a pole of order at most i at z = a.
Theorem 10.1 (Fuch’s theorem). Let a be either an ordinary or a regular singular point of a
differential equation 10.1. Then the Frobenius method’s power series centered at a solves this
differential equation. Moreover the solution’s growth is bounded.
We won’t prove this theorem.
10.2 The Eigenvalue Bessel differential equation
In this section we will solve the the following eigenvalue problem:
r2ρ′′ + rρ′ + (λr2 − p2)ρ = 0 0 ≤ r ≤ a,
(iii) ρ(a) = 0,
(iv) ρ bounded at r = 0.
(10.2)
Called the eigenvalue Bessel differential equation. We will determine the form of the solutions ρ
and its eigenvalues λ. We will do this by solving first the simple case in which λ = 1 with no
constraints, and then the more general case in which λ is arbitrary and see what happens.
10.2.1 Bessel differential equation.
This would be the first step, where λ = 1 and without (iii) and (iv).
We are to solve the Bessel differential equation
s2ρˆ′′ + sρˆ′ + (s2 − p2)ρˆ = 0. (10.3)
Proposition 10.1. For p ∈ R the following are solutions to Bessel differential equation:
Jp(s) =
∑
n∈N
(−1)n
n!Γ(n+ p+ 1)
(s
2
)2n+p
,
J−p(s) =
∑
n∈N
(−1)n
n!Γ(n− p+ 1)
(s
2
)2n−p
.
(10.4)
Remark 10.1. In the properties about Bessel functions we will see that these two give all the
possible solutions to this Bessel differential equation when p /∈ Z.
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Proof. We will first consider the case p ∈ N, then explain the case p ∈ Z and afterwards expalin
how the generalization to R should be performed. Given p ∈ N, we want to apply Fuch’s theorem
10.1 in order to guarantee the existence of a solution. First we must find a regular singular point
at which to center the powerseries, usually this point is z = 0.
Lemma 10.1. The point s = 0 is a regular singular point of 10.3 .
Proof. Just multiply 10.3 by 1s2 .
Hence by Fuch’s theorem 10.1 the existence of bounded growth solutions is guaranteed, and we
can construct a Frobenius series in order to find a solution to our equation. We will consider the
power series: ∑
m∈N
ams
m+r. (10.5)
We seek some recurrence relations between the coefficients and therefore we plug the power series
into the Bessel equation, and after reindexing all the resulting series, we find that:∑
m≥0
[
(m+ r)(m+ r − 1) + (m+ r)− p2] amsm+r + ∑
m≥2
am−2sm+r = 0. (10.6)
So that
a0(r2 − p2) = 0
a1((r + 1)2 − p2) = 0
am((r +m)2 − p2) + am−2 = 0.
(10.7)
But since it is pointless that a0 = 0 the indicial equation yields
r2 − p2 = 0→ r = ±p→ a1 = 0.
From 10.7 we also have
am = − am−2(r +m)2 − p2 = −
am−2
(±p+m)2 − p2 = −
am−2
m(m± 2p) .
Since it jumps two by two and a1 = 0, we directly now that ak = 0 for all k odd. We now consider
m = 2n ∈ N and the case r = p.
a2n = am = − am−2
m(m+ 2p) = −
a2(n−1)
22n(n+ p)
= −122n(n+ p) ·
−1
22(n− 1)(n+ p− 1) · · ·
−1
22(1)(p+ 1)a0
= (−1)
n
22nn!(n+ p) · · · (p+ 1)a0
= (−1)
np!
22nn!(n+ p)!a0.
(10.8)
Which yields the power series
ρ(s) =
∑
n∈N
a2ns
2n+p = a0
∑
n∈N
(−1)np!
22nn!(n+ p)! · s
2n+p. (10.9)
If we take
a0 =
1
p!2p ,
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we find the solution
Jp(s) := ρ(s) =
∑
n∈N
(−1)n
n!(n+ p)! ·
(s
2
)2n+p
. (10.10)
Great, now we consider the more delicate case r = −p.
The only weird thing with this case is that if we do the reasonment 10.8 with −p we will divide
by zero at some point (when n = p) for every coeficient with n ≥ p. However, formally we can
assume that the reasonment holds despite that the term
a2p = −
a2(p−1)
22n(p− p)
has a zero in the denominator and keeping this in mind we can afterwards redefine this coeficient
a2p to be the starting one, something like
a2p :=
1
p!2p ,
and make all the previous coeficients equal zero, a2n = 0 ∀n < p. This is the essence of the
following three lines:
We can do exactly the same in the case r = −p so that the solution is
J−p(s) := ρ(s) =
∑
n∈N
(−1)n
n!(n− p)! ·
(s
2
)2n−p
,
where all the terms with (n − p) < 0 are zero since the factorial of an integer negative term is
defined to be infinite, i.e. we have the following definition for all n ∈ N:
(−n)! = Γ(−n) = ±∞. (10.11)
This obviously solves the case p ∈ Z. The functions Jp and J−p are called the Bessel functions
of the First Kind.
Now for p ∈ R we will just indicate that since factorial (n± p)! can be generalized to (n± p)! ∼
Γ(n ± p + 1) (which is defined for all real numbers) also can Bessel functions be generalised to
the case p ∈ R, so that
Jp(s) :=
∑
n∈N
(−1)n
n!Γ(n+ p+ 1) ·
(s
2
)2n+p
J−p(s) :=
∑
n∈N
(−1)n
n!Γ(n− p+ 1) ·
(s
2
)2n−p
,
(10.12)
for p ∈ R are the most general solutions to the Bessel differential equation.
Remark 10.2. The name Bessel functions of the First kind is due to the property of Bessel
functions 10.1 that makes them linearly dependent for p ∈ Z. A Second kind functions will be
needed to give all the possible solutions to Bessel differential equation when p ∈ Z.
Before solving the full eigenvalue Bessel differential equation 10.2 we will discuss a few important
properties of Bessel functions.
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10.2.2 Properties of Bessel functions of the First Kind
Property 10.1. J−p(s) = (−1)pJp(s) for all p ∈ Z
Proof. We have
J−p(s) =
∞∑
n=0
(−1)n
n!(n− p)! ·
(s
2
)2n−p
=
p−1∑
n=0
(−1)n
n!(n− p)! ·
(s
2
)2n−p
+
∞∑
n=p
(−1)n
n!(n− p)! ·
(s
2
)2n−p
But since (as explained in 10.11) for 0 ≤ n ≤ p− 1
1
(n− p)! =
1
Γ(n− p)! =
1
±∞ = 0
the above series becomes
J−p(s) =
∞∑
n=p
(−1)n
n!(n− p)! ·
(s
2
)2n−p
And under the change n′ = n− p it can be rewritten
J−p(s) =
∞∑
n′=0
(−1)n′+p
(n′ + p)!n′! ·
(s
2
)2n′+p
= (−1)p
∞∑
n′=0
(−1)n′
(n′ + p)!n′! ·
(s
2
)2n′+p
= (−1)pJp(s)
Property 10.2. For p /∈ Z the Bessel functions of the first kind Jp and J−p are linearlily
independent and therefore provide a basis for all the possible solutions to Bessel differential
equation 10.3 .
Proof. Obvious from the expressions for J−p and Jp at 10.4 for p /∈ Z.
Property 10.3. J−p(s) is unbounded at s = 0 whereas Jp(s) is bounded at every point 0 ≤ s ≤
a, for p /∈ Z.
Proof. Also trivial from the expressions for J−p and Jp at 10.4 for p /∈ Z.
Remark 10.3 (Bessel functions of the First Kind). These Bessel functions have the following
graph
Figure 10.1: thanks to Wolphram Mathworld
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10.2.3 Full solution
Proposition 10.2. The eigenvalue Bessel differential equation
r2ρ′′ + rρ′ + (λr2 − p2)ρ = 0 0 ≤ r ≤ a,
(iii) ρ(a) = 0,
(iv) ρ bounded at r = 0.
(10.13)
Has, for each p /∈ Z the following eigenvalues
λp,l =
(αp,l
a
)2
l ∈ N, (10.14)
and for each of them the following bounded eigenfunction
ρp,l(r) = Jp(
√
λp,l r). (10.15)
Where αp,l is the l-th zero of the First Kind Bessel function Jp.
Proof. We make the change of variables s =
√
λr so that equation 10.13 becomes
s2ρˆ′′ + sρˆ′ + (s2 − p2)ρˆ = 0
Where ρˆ(s) = ρˆ(
√
λr) := ρ(r). But this is precisely the Bessel differential equation 10.3 that we
already solved, so the solutions are Jp(s) and J−p(s) described at 10.4, however by property 10.3
only Jp(s) is bounded in the whole domain and therefore undoing the change of variables, our
bounded solutions and eigenfunctions are
ρ(r) = ρˆ(
√
λr) = Jp(
√
λr)
And from condition (iii) the eigenvalues must satisfy
ρ(a) = Jp(
√
λa) = 0
↓√
λa = αp
Where αp is a zero of the Bessel equation Jp. And given that all the Bessel functions have infinite
zeros (just look at their graphs [9]) we will order them using the l subindex and we will label
them with the subindex p, {αp,l}l,p to know to which Bessel function they belong. This yields
the following subindex notation for the eigenvalues
λ = λp,l =
(αp,l
a
)2
l ∈ N
10.3 The Associated Legendre differential equation
In this subsection we will find a bounded solution to the following equation:
(1− t2)∂ [(1− t2)Φ′]+ (µ(1− t2)−m2)Φ = 0 − 1 < t < 1, (10.16)
where m ∈ N.We will solve the equation in two steps, as we did for the Eigenvalue Bessel differ-
ential equation.
Remark 10.4. The term solution must be understood in the Sturm-Lioville sense, that is, a
solution is a function y(t) ∈ C1(−1, 1).We will solve the associated Legendre differential equation
in two steps. But first we will classify its points:
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Proposition 10.3. t = ±1 are regular singular points of equation 10.16 and all the rest are
ordinary points.
We leave the proof as an exercise for the reader.
This plus Fuch’s theorem 10.1 assures us that a bounded growth solution exist for equation 10.16.
But our target is to find a solution to this equation that is bounded everywhere (not simply that
its growth is bounded). This extra condition will have a strong impact on the eigenvalues of the
associated Legendre equation, as we shall see.
10.3.1 Legendre differential equation (m = 0)
This is the first step. In this case we are left to find a solution to the simpler Legendre differential
equation:
∂
[
(1− t2)Φ′]+ µΦ = 0 − 1 < t < 1 (10.17)
That must be bounded everywhere, including the regular singular points t = ±1 corresponding
to the poles of the sphere, as the (ii) boundary condition tells us. The eigenvalues of this probelm
are µ and in next proposition we will prove that they are of the form µ = n(n+ 1) for n ∈ N.
Proposition 10.4. The solution to Legendre equation is bounded at t = ±1↔ the eigenvalues
are µ = µn = n(n+ 1) for n ∈ N.
Moreover the eigenfunctions are polynomials of degree n
Pn(t) =
n∑
k=0
(n+ k)!
(n− k)!
1
2k(k!)2 (t− 1)
k n ∈ N, (10.18)
called Legendre Polynomials.
Proof. By theorem 10.1 we can use the Frobenius method and try with a candidate
Φ(t) = (t− 1)γ
∑
k≥0
ak(t− 1)k
Remark 10.5. We have centered the series at c = 1, observe that the following reasonments
are appliable no matter at which point c ∈ [−1, 1] we center the series.
Substituting the expression for Φ(t) in equation 10.17 and equating the coeficients of equal pow-
ers, we find the following recurrence relation for the coeficients ak:
−2γ2a0 = 0,
ak+1 =
µ− (γ + k)(k + γ + 1)
2(γ + k + 1)2 ak.
Remark 10.6 (The indicial equation). The first of the two above equations is called the indicial
equation.
But now since a0 = 0 has no sense (or else the starting coeficient would be ak with k > 0 and
we could rename it as a0) we can assume that a0 6= 0, which implies
γ = 0
↓
ak+1 =
µ− k(k + 1)
2(k + 1)2 ak
↓
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ak+1
ak
= µ− k(k + 1)2(k + 1)2
↓
|ak+1
ak
| = |µ− k(k + 1)2(k + 1)2 | −−−−→k→∞ 1, (10.19)
which means that the radius of convergence of our power series
Φ(t) =
∑
k≥0
ak(t− 1)k,
is r = 1, and in particular this means that the series is divergent for all t ∈ [−1, 1] satisfying
|t− 1| > 1 = r
That’s to say, the series is divergent for all t ∈ [−1, 0). But since we want the series to converge
for this values of t, the only solution is to enlarge the radius of convergence r. This can only be
done if the number of non-zero coeficients ak is finite, and this is obviously achieved (look at
expression 10.19) by setting
µ = n(n+ 1) for some n ∈ Z
↓
ak+1 =
n(n+ 1)− k(k + 1)
2(k + 1)2 ak =
(n+ k + 1)(n− k)
2(k + 1)2 ak
It is easy to work out now an explicit expression for the coeficients:
ak =
(n+ k)(n− k + 1)
2k2 ·
(n+ k − 1)(n− k + 2)
2(k − 1)2 · · ·
(n+ 2)(n− 1)
2(2)2 ·
(n+ 1)(n+ 0)
2
→ ak = (n+ k)!
n!
n!
(n− k)!
1
2k(k!)2 · a0
= (n+ k)!(n− k)!
1
2k(k!)2 · 1
And we obtain the solution and the Legendre Polynomial of order n:
Pn(t) := Φ(t) =
n∑
k=0
(n+ k)!
(n− k)!
1
2k(k!)2 (t− 1)
k. (10.20)
Remark 10.7. The first six Legendre Polynomials are [10]
P0(x) =1
P1(x) =x
P2(x) =1/2(3x2 − 1)
P3(x) =1/2(5x3 − 3x)
P4(x) =1/8(35x4 − 30x2 + 3)
P5(x) =1/8(63x5 − 70x3 + 15x).
(10.21)
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10.3.2 Full solution
Now thanks to the case where m = 0 now we will be able to solve:
(1− t2)∂ [(1− t2)Φ′]+ (µ(1− t2)−m2)Φ = 0 − 1 < t < 1 (10.22)
Proposition 10.5. For every fixed m ∈ N the associated Legendre differential equation has a
solution that is bounded everywhere ↔ the eigenvalues µ are of the form µn = n(n + 1) where
n ∈ N, n ≥ m. Moreover the eigenfunctions are
Pmn (t) = (1− t2)m/2
dm
dtm
Pn(t), (10.23)
and they are called the associated Legendre functions.
Remark 10.8. The m denotes which associated Legendre differential equation is Pmn solution
to.
Proof. In the following lines we will use the fact that Pn(t) solves the Legendre differential
equation to construct a solution to the associated Legendre differential equation. This plus the
uniqueness of solutions to the associated Legendre differential equation guaranteed by Fuch’s
theorem 10.1, will force the eigenvalues to be µn = n(n+ 1), since otherwise Pn(t) wouldn’t be
a solution to Legendre differential equation and we wouldn’t be able to construct a solution to
the associated Legendre differential equation.
If we differentiate m times equation 10.17 (writing Pn instead of Φ) we obtain:
(1− t2) d
m+2
dtm+2
Pn(t)− 2t(m+ 1) d
m+1
dtm+1
Pn(t) + (µ−m(m+ 1)) d
m
dtm
Pn(t) = 0, (10.24)
but we want to solve the equation:
(1− t2)∂ [(1− t2)Φ′]+ (µ(1− t2)−m2)Φ = 0,
so we could try with a candidate to solution
Φ(t) = p(t) d
m
dtm
Pn(t) n ∈ N, 0 ≤ m ≤ n,
for some algebraic function p(t). Pluggin this expression for Φ in the last equation and computing
the coeficients [ dmdtmPn(t)], [
dm+1
dtm+1Pn(t)], [
dm+2
dtm+2Pn(t)] it is not difficult to deduce that they are
equal to those of equation 10.24 if
p(t) = (1− t2)m/2.
So that in fact we have reduced equation 10.22 to 10.24 for which Pn is solution ↔ µ = µn =
n(n+ 1) where n ∈ N.
Finally, observe that since Pn is a polynomial and (1 − t2)m/2 is bounded and smooth for all
t ∈ [−1, 1], then Φ(t) is also bounded and smooth in [−1, 1].
Remark 10.9. We denote
Pmn (t) := Φ(t) = (1− t2)m/2
dm
dtm
Pn(t) n ∈ N, 0 ≤ m ≤ n.
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Remark 10.10. The first eight associated Legendre polynomials are
P 00 (x) =1
P 01 (x) =x
P 11 (x) =− (1− x2)(1/2)
P 02 (x) =1/2(3x2 − 1)
P 12 (x) =− 3x(1− x2)(1/2)
P 22 (x) =3(1− x2)
P 03 (x) =1/2x(5x2 − 3)
P 13 (x) =3/2(1− 5x2)(1− x2)(1/2),
(10.25)
and their graphs can be seen at [13, wikipedia].
10.3.3 Generalization of the Associated Legendre functions
Observe that the above calculations hold even if m is negative, except when we compute the
m-th derivative of Pn. We can edge off this inconsistency by using Olinde Rodrigues’ Formula
[15]
Pn(t) =
1
2nn!
dn
dtn
[(t2 − 1)n], (10.26)
and therefore
Pmn (t) =
1
2nn! (1− t
2)m/2 d
n+m
dtn+m
[(t2 − 1)n], (10.27)
which enables us to generalise the associated Legendre functions to the case −m:
P−mn (t) =
1
2nn! (1− t
2)−m/2 d
n−m
dtn−m
[(t2 − 1)n] n ∈ N, −n ≤ m ≤ n. (10.28)
10.3.4 Properties of the Associated Legendre functions
We now enunciate the linear dependence property and the orthogonality property.
Property 10.4. Linear dependence between P−mn and Pmn :
P−mn = (−1)m
(n−m)!
(n+m)!P
m
n . (10.29)
Proof. To try to find some constant km,n for which
P−mn = kn,mPmn ,
is equivalent to solve
dn−m
dtn−m
[(t2 − 1)n] = kn,m(1− t2)m d
n+m
dtn+m
[(t2 − 1)n],
for kn,m. And developping into a power series at each side and equating the coeficients of same
power we should find that (the proof of this fact is left as a wearisome exercise)
kn,m = (−1)m (n−m)!(n+m)! .
And so
P−mn = (−1)m
(n−m)!
(n+m)!P
m
n .
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Property 10.5. Orthogonality for equal m in the L2[−1, 1] sense:∫ 1
−1
Pmn P
m
n′ =
2(n′ +m)!
(2n′ + 1)(n′ −m)!δn,n′ (10.30)
We will not prove this property.
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11 Appendix D: Program used to plot Spherical harmonics
This is the .m file used to produce the plot of the spherical harmonics. The software used was
FreeMat, though it is quite similar to Matlab. No more remarks will be made since it seems easy
enough to understand from the code below.
close all
[u,v] = meshgrid(-pi/2:0.1:pi/2 + 0.1 , 0:0.1:2*pi + 0.1) ;
%%%% n=0
x = 2*cos(u).*cos(v)
y = 2*cos(u).*sin(v)
z = 2*sin(u)
figure%Y0
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
%%%% n=1
x = 2*cos(u).*cos(u).*cos(v)
y = 2*cos(u).*cos(u).*sin(v)
z = 2*cos(u).*sin(u)
figure%Y10
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
hold on
x = 2*sin(u).*cos(v).*cos(u).*cos(v)
y = 2*sin(u).*cos(v).*cos(u).*sin(v)
z = 2*sin(u).*cos(v).*sin(u)
%figure%Y11
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
hold on
x = -2*sin(u).*cos(v).*cos(u).*cos(v)
y = -2*sin(u).*cos(v).*cos(u).*sin(v)
z = -2*sin(u).*cos(v).*sin(u)
figure%Y11
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
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%%% n=2
x = 2*(3*cos(u).^2 - 1).*cos(u).*cos(v)
y = 2*(3*cos(u).^2 - 1).*cos(u).*sin(v)
z = 2*(3*cos(u).^2 - 1).*sin(u)
figure%Y20
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
hold on
x = 2*(2.5*cos(u).*sin(u).*cos(v)).*cos(u).*cos(v)
y = 2*(2.5*cos(u).*sin(u).*cos(v)).*cos(u).*sin(v)
z = 2*(2.5*cos(u).*sin(u).*cos(v)).*sin(u)
%figure%Y2-1
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
%hold on
%x = -2*(2.5*cos(u).*sin(u).*cos(v)).*cos(u).*cos(v)
%y = -2*(2.5*cos(u).*sin(u).*cos(v)).*cos(u).*sin(v)
%z = -2*(2.5*cos(u).*sin(u).*cos(v)).*sin(u)
%figure%Y21
%surf(x,y,z);
%zlabel(’Height’);
%xlabel(’X’);
%ylabel(’Y’);
hold on
x = 2*(1.2*sin(u).^2.*cos(2*v)).*cos(u).*cos(v)
y = 2*(1.2*sin(u).^2.*cos(2*v)).*cos(u).*sin(v)
z = 2*(1.2*sin(u).^2.*cos(2*v)).*sin(u)
%figure%Y2-2
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
hold on
x = -2*(1.2*sin(u).^2.*cos(2*v)).*cos(u).*cos(v)
y = -2*(1.2*sin(u).^2.*cos(2*v)).*cos(u).*sin(v)
z = -2*(1.2*sin(u).^2.*cos(2*v)).*sin(u)
figure%Y22
surf(x,y,z);
zlabel(’Height’);
xlabel(’X’);
ylabel(’Y’);
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