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Abstract-This paper presents a heuristic methodology that can be used to discover (and/or bet- 
ter understand) proofs of some mathematical theorems, when the statement of the theorem involves a 
set for which every element should be “processed.” This heuristic, which has a number of interesting 
connections with recent trends in computer program design, is called the Method of Uniform Par- 
allel Object-Modules, after the concepts of modularization, parallel processing, and object oriented 
programming. 
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1. INTRODUCTION 
When the “Divide and Conquer Strategy” is applied to computer program design, a problem 
is solved by breaking it up into subtasks, solving each subtask, and using the main body to 
coordinate all the pieces to produce a solution to the overall problem. For some mathematical 
theorems in which every element of a set should be processed, the generality of the result and the 
lack of specific information within the set produces so little differentiation among the different 
elements, that not only is the problem very large in a conceptual sense, but also when the problem 
is subdivided into subtasks, each of the subtssks will be similar by default. The heuristic in this 
paper handles the large conceptual size of the overall task and the undifferentiated nature of 
the substasks by the following very strong form of parallel processing: the elements of the set 
will be grouped into constructs known 8s “object-modules,” which are to be created in a uniform 
manner by the use of “uniform manipulators.” The theorem in question is then proved by solving 
each subtask simultaneously by means of a Uniform Lemma, which is to hold for each module, 
and is sufficient to imply the theorem. Moreover, for an arbitrary module, the statement of the 
Uniform Lemma must be entirely in terms of named entities from the module, and its proof 
should be conducted as much as possible within that module. In a sense, this heuristic resembles 
object-oriented program design, with the modules acting as objects of the same class, since each 
module binds together particular data to the class’s methods (i.e., the uniform manipulators) 
for manipulating that data. This heuristic also offers some protection against side effects, since 
different modules will tend to contain elements that are fairly unrelated (in terms of what is given 
and what is to be shown); thus the possibility that work done by one module will conflict with 
work done by another should be lessened. 
To some extent, this methodology, which produces a partition of the base set, can be regarded as 
a constructive means of generating equivalence classes and determining how to use them to prove 
the theorem. Somewhat surprisingly, the proof of the set theory fact that card(S) # card(p(S)), 
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which is not normally thought of as an equivalence class proof, flows very readily from the Method 
of Uniform Parallel Modules. 
Two settings for which the methodology is potentially applicable are: 
(1) when the conclusion involves the existence of a function on an entire set or 
(2) when the size of an entire set and some of its subset(s) is an issue. 
After presenting a detailed description of the methodology, we show its broad applicability by us- 
ing it to help generate proofs of five basic theorems, from group theory, set theory, combinatorics, 
and measure theory. 
2. THE METHOD OF UNIFORM PARALLEL MODULES 
When every element of a base set B must be processed, partition B into a disjoint union 
of subsets &, by first choosing a list of “uniform manipulators” (see Step 1 below). Then, for 
arbitrary b in B, use these uniform manipulators to generate b’s equivalence class Bb, and its 
associated object-module Mb (see Step 2). Finally, for arbitrary b in B, find a Uniform Lemma, 
which can be stated entirely in terms of entities from the module Mb, and which will imply the 
theorem. 
STEP 1. CHOOSING THE LIST OF UNIFORM MANIPULATORS. Choose as uniform manipulators 
subsets, functions, or operations that are either explicitly named or implicitly indicated by the 
hypotheses and conclusion. Although ss a desideratum this list should be kept to a minimum, 
it should give names to enough entities so that the full strength of what is given and what is to 
be proved can be accessed by means of this list. Often the list of uniform manipulators will be 
fairly obvious, but sometimes naming entities that give full access to the given, requires some 
thought. (See Theorem 4, for example.) Do not include B in the list, since each Mb is to be 
local module constructed around b. Furthermore, note that in some situations it can be useful to 
name a uniform manipulator even before it has been fully defined and then to deduce its actual 
definition. 
STEP 2. CONSTRUCTING THE Bb, Mb AND THE UNIFORM LEMMA. Let b in B be arbitrary. 
To construct Bb, try to generate “related” elements of B by letting the uniform manipulators 
“interact” with b in a natural way. The method for generating Bb must satisfy the following three 
properties: 
(i) b is in &, 
(ii) the Bb give a partition of B, and 
(iii) for any d in & Bd = &. 
The associated object-module, Mb, is to consist of Bb, the uniform manipulators, and any other 
entities that arise directly through simple interaction between b and the uniform manipulators. 
Often, the uniform method for generating the &, will be among those that come to mind 
readily. In deciding among several reasonable candidates that satisfy (i)-(iii), it is useful to bear 
in mind the goal of finding a Uniform Lemma. Thus, preference should be given to candidates 
that suggest a potential Uniform Lemma. Note that when there is a special element s of B 
(such as the identity of a group), this element can sometimes be exploited in deciding among 
construction candidates by seeing which one produces a B, that suggests a possible Uniform 
Lemma. Furthermore, in choosing between two viable candidates, preference should also be 
given to a candidate that applies the uniform manipulators in a way that incorporates more fully 
the important aspects of the given. 
STEP 3. COMPLETING THE DETAILS. Completing the details can involve checking that B equals 
the disjoint union of the &, deducing the full construction of any name manipulators, and/or 
checking that the Uniform Lemma for each module Mb is indeed satisfied and does imply the 
theorem. 
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Further Guidelines 
(1) The statement of the theorem should be in a form conducive to choosing or naming the 
uniform manipulators. Thus, for example, a theorem that has the form: if H, then Cl 
or Cz is usually better stated as if H and not Cl, then Cz since this second form usually 
creates a more structured context for naming uniform manipulators. 
(2) It is sometimes helpful in defining the &, to look for the dual notion-a set formed by 
picking one representative (sometimes a well chosen one) from each equivalence class. 
Since such a set might be more recognizable than the & (for example, it is sometimes 
maximal in a natural sense), this can provide the spur to finding a definition for the Bb. 
3. APPLICATIONS 
THEOREM 1. LAGRANGE. If B is a group of finite order, then the order of any subgroup H must 
divide the order of B. 
PROOF. 
STEP 1. Let the uniform manipulators be the group operation, H, and n and k, the orders of B 
and H, respectively. 
STEP 2. Let b be an arbitrary element of B. Three possible candidates for constructing the 
partition subset &, that b belongs to are: 
Candidate 1: Bb = {b, b2 , . . . , bm} that is all powers of b, 
Candidate 2: & = bH, 
Candidate 3: & = HbH (or possibly products of HbH). 
Note, that Bb = bHb_’ is not a candidate, since it would not necessarily contain b. 
In comparing the first two candidates, note that the Candidate 2 is better for each of the 
following three reasons: (any one of which make it the preferred candidate): 
(i) Candidates 1 does not satisfy the property that Bd = Bb, for any d in Bb, whereas 
Candidate 2 does; this by itself disqualifies Candidate 1. 
(ii) Candidate 2 is better, since it potentially allows for fuller use of an important part of the 
given-that H is a subgroup. 
(iii) For the special element e, the group identity, Candidate 1 would give only one element 
in B,, whereas Candidate 2 would give k elements, which suggests a Uniform Lemma- 
namely that each &, has k elements-that would imply the theorem and is stateable in Mb 
(Bb and the uniform manipulators). 
In comparing Candidates 2 and 3, note that Candidate 3 would produce the same potential 
Uniform Lemma, since HeH = H. We would then try to prove the Uniform Lemma for either 
of these candidates. 
STEP 3. For bH the proof follows readily and we omit the details. For HbH, since HbH 2 bH, 
the Uniform Lemma won’t be satisfied in general, since HbH is not necessarily equal to bH. 
THEOREM 2. SCHR~DER, BERNSTEIN. Let f be a 1 - 1 map from B to C and g be a 1 - 1 map 
from C to B. Then B and C have the same cardinality. 
PROOF. We will construct a 1 - 1 map Q from B onto C. 
STEP 1. Let the uniform manipulators be f and g, their inverses, f-’ and g-l (this incorporates 
1 - 1-ness), and the desired function a. 
STEP 2. For b an arbitrary element in B, applying f and g once we have: 
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If we defined & to be the set {b, bz}, this construction would be a poor choice for the following 
three reasons: 
(i) it would not necessarily satisfy the property that & = & for any d in &, 
(ii) it would not make use of the important part of the given, that f and g have inverses and, 
(iii) looking ahead to a Uniform Lemma, we will define @ by defining it for arbitrary &; 
however the fact that both b and g(f(bz)) are closely related to bz, but are in different & 
in general, poses the danger of side effects. 
Thus, further interaction is needed between b and the uniform manipulators. Accordingly, 
let Bb contain any elements of B, obtainable by repeated applications of f, g, f -’ and g-i 
. . . + b ---) c + bz --f c2 + b3 + . . . . 
Then let Mb consist of the uniform manipulators, &, and also the elements from C that appear 
in this chain. By the 1 - 1-ness of f and g and what their domains are, it is clear that every 
element of B or C is contained in exactly one module. 
A Uniform Lemma, stateable in Mb and sufficient to imply the theorem is obvious-namely, 
that on each module it&, Cp can be defined in a 1 - 1 way from all Mb’s elements in B onto all 
its elements in C. To prove the Uniform Lemma, let us consider the following cases on the chain 
of elements from Mb (inspired by the idea that the normal way to process all the elements of an 
array is to start at the beginning). 
CASE 1: THE CHAIN HAS A LEFTMOST ELEMENT (WITH NO PREDECESSOR). Such a chain would 
be infinite on the right. Pair off the elements from the two sets, starting with the leftmost element 
and the element to its right. Thus, if the leftmost element of the module Mb is in B, this defines 
@(b) = f(b) for each b in Bb. However, if the leftmost element of the module it& is in C, this 
defines G(b) = g-l(b) for each b in Bb. 
CASE 2: THE CHAIN HAS NO LEFTMOST ELEMENT. This can either be because the chain is finite 
cyclic or two-sided infinite. In either event, define a(b) = f(b) for all b in &,. 
The verification that the definition of ip in each of these cases, gives a 1 - 1, onto map within 
the module, follows immediately from the way the modules were defined and the 1 - 1-ness of f 
and g. 
THEOREM 3. CARDINALITY OF THE POWER SET. If B is an infinite set, then card(B) < 
card(7’( B)). 
PROOF. Let ip be a 1 - 1 map from B onto P(B). To prove the theorem we need to construct a 
set S that is a subset of B but not in the range of @. 
STEP 1. Let the uniform manipulators be @, S, set operations and set membership. 
STEP 2. Let x be an arbitrary element of the base set B. We need to construct B, containing I. 
Applying the uniform manipulator @ to z, we can immediately generate X = a(z). 
Candidate 1: Let B, = {x} U X. 
This candidate will not satisfy the property that B, and B, must either coincide or be disjoint. 
For example, consider when z is the preimage of the entire set B and y is the preimage of a finite 
set. 
Candidate 2: Let B, = {x} U S. 
This candidate will not satisfy disjointness either. 
Neither of the uniform manipulators, * or S, seems to be of much help in defining B,, since 
they produce too much overlap. Before considering some more complicated method for ensuring 
disjointness, let us consider applying just the { } manipulator. 
Candidate 3: Let B, = {cc}. 
Parallel Processing and OOP 95 
Then, let MS consists of 9, S, 2, X, the set, operations, and set, membership. Now, let us find 
a Uniform Lemma that can be stated in tewns of the named entities of M, and will imply that 
S is not equal to any of the sets in the range of 9. Since the only set, from the range of Cp that 
is named in M, is X, the obvious choice for a Uniform Lemma, is that S # X. This Uniform 
Lemma will imply the theorem since the set of all these X, is the range of a. 
STEP 3. Now, let, us give a proof for the Uniform Lemma within M,. For two sets to be unequal, 
they must differ on at, least one element. Since the only named element in M, is z, the obvious 
way to ensure that S # X is by having them differ on whether or not they contain x. Thus, we 
want 
xES-x$X. 
Hence, the set S = {z E B : z $ @(x)} is not equal to any set in the range of Q and the proof is 
completed. 
THEOREM 4. Any permutation bl, bp, . . . , &Q+~ of the first n2 + 1 integers must have at least 
one monotone sequence of length greater than n. 
For example, when n = 2, note that he permutation 5 1 4 2 3 has one increasing sequence 
[l 2 31 and two decreasing sequences [S 4 21 and 15 4 31 of length greater than 2. However, the 
permutation 3 1 2 5 4 has only increasing sequences of length greater than 2. 
PROOF. Let B equal the set of the first n2 + 1 integers. 
STEP 1. Using the further guideline, let us prove the theorem by assuming that there are no 
decreasing sequences or length greater than n and showing that there is an increasing sequence 
of length greater than n. The list of uniform manipulators: order relationships, n, and n2 + 1 is 
incomplete. What is also needed is some named entity that allows access to the given that no 
decreasing sequence has length greater than n. To provide access to this part of the given, let, us 
try naming as a uniform manipulator either some subset or function. 
First consider naming a decreasing sequence of maximal length 
Looking ahead to defining Bb for arbitrary b, note that it is difficult to see any interaction between 
this sequence and an arbitrary b in B, that would generate Bb. 
Let us therefore also consider naming a length function, LEN, (as yet undefined) that uses the 
fact that b is not, any decreasing sequence of length greater than n to assign to each element b 
ofBavaluefromthelist1,2,3 . . . . n. 
This might be more promising than the maximal sequence, since LEN readily interacts with 
each b in B. 
STEP 2. Before defining LEN and Bb, let us consider the issue of finding a Uniform Lemma that 
is stateable in Mb. We need something that holds for each Bb, which will imply that there is an 
increasing sequence of length greater than n. This has two aspects to it-increasing and more 
than n. A Uniform Lemma (stateable in Mb) is that the elements within each Bb be in increasing 
order. Then if at least, one Bb has more than n elements, the theorem is proved. 
The definition Bb = all elements of B having LEN equal to LEN(b), where LEN is a function, 
still to be defined, will ensure that there is no overlap between distinct Bb and that by the 
pigeonhole principle, at, least one Bb will have more than n elements, since (n2 + 1)/n > n. 
STEP 3. We still must define the Bb by defining this length function, LEN. As an aid to testing 
possible such functions, let us consider the special subset of B consisting of a decreasing sequence 
of maximal length: 
bi, > bi, > . . . > bi, e 
Candidate 1: LEN(b) = length of longest decreasing sequence that b belongs to. This candidate 
is no good since bi, and bi2 from the special subset above would be in the same Bb, and thus the 
Uniform Lemma that each Bb consists of an increasing sequence would not be satisfied. 
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Candidate 2: Intuitively, if the lengths of bi, and bi, from the above decreasing sequence of 
maximal length are to be unequal, then the LEN of bi, should be 1 greater than that of bi,. This 
can be accomplished by the definition. 
LEN(b) = length of the longest decreasing sequence beginning with b. 
STEP 3. Finally to verify that the Uniform Lemma is satisfied (i.e., that elements of the same 
length form an increasing sequence) it is sufficient to show that if b, and bm+p are any two 
elements with the same LEN, then b, < bm+p. Note, however, that we would have a contradiction 
if b, > bm+p, since then b, could be attached to the left of a sequence that realizes LEN for 
b m+p and thus b, would have greater LEN than bm+p. Thus, elements in the same Bb do form 
an increasing sequence and the proof is complete. 
Note, that a decreasing sequence of maximal length is a set consisting of one representative 
from each partition set. This is not surprising, since such a set is dual to the kind that we were 
trying to show existed. 
THEOREM 5. There exist nonmeasurable subsets of the reds. 
PROOF. We must show that we have a contradiction if we assume that all subsets of the reals 
are measurable. Instead of merely pulling a pathological set out of a hat, and then verifying 
that it is nonmeasurable, we will show how the heuristic provides a framework for deducing the 
construction of a nonmeasurable set. The property of a measure that fits in with the idea of a 
partition and allows the greatest possibility for a contradiction (between finite and infinite) is 
that of countable additivity. Thus, let B = [0, 11. 
STEP 1. Let the uniform manipulators be a bad set that we hope to construct, call it P, and 
arithmetic and measure properties of the reals. (In accordance with the desideratum of keeping 
the uniform manipulators to a minimum, we name one bad set instead of infinitely many.) 
STEP 2. We want to partition [0, l] into a countable union of &. A Uniform Lemma, that will 
imply the theorem and can be stated in terms of the named entities of Mb, is that each Bb has 
the same measure as P. The contradiction will be that the &, cannot have measure 0, nor can 
they have measure greater than 0, since the first case would imply [0, l] has measure 0 and the 
second case would imply it has measure infinity. 
Now, we must construct &, from the uniform manipulators P and the arithmetic properties of 
the reals: two natural candidates are bP and b+ P mod 1. Let us try the second candidate, since 
this translation is measure preserving, and thus, each & will have the same measure as P. To 
ensure that b is in & let us require that 0 is in P. Also note that the set B should be changed 
to [O, 1). 
STEP 3. We still must deduce the construction of a pathological set P such that there are only 
countably many distinct &, (let us call them B, henceforth) and they satisfy the properties: 
(1) distinct B, are disjoint, and 
(2) [0, 1) is the union of these B,. 
Since a set obtained by choosing one representative from each B, is countable and thus more 
likely to be a recognizable special set, it might be helpful to get at P by first considering a set 
of well chosen representatives. Accordingly, let each b, be a representative (to be specified later) 
from B, and let us examine the import of properties (1) and (2). 
Disjointness of B,, and B, for Distinct n and m 
This property is equivalent to 
b,+p#b,+qmodl, wheneverp,qEP, 
which can be rewritten as 
b, -b, #q -pmodl, whenever p,q E P. 
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Thus) a suficient condition for all distinct B, and B, to be disjoint is that no difference q - p 
with ‘p, q E P’, is ever equal (mod 1) to a difference b, - b, with n # m. 
Union of B, Equals [0, 1) 
To increase the likelihood that the union of II, is equal to [0, l), let us take P as large as 
possible subject to the constraint imposed by disjointness. Thus, by &n’s Lemma let P be a 
maximal subset of [0, 1) such that no difference of two distinct elements from P is equal (mod 1) 
to any distinct difference b, - b,. 
Next let us see what choice for the sequence {b,} will ensure that every 2 in [0, 1) is in one 
of the B,. Since P (which equals 0 + P) is one of the B,, we consider an z not in P. By the 
maximality of P, we have that some difference from {CC} U P must equal some distinct difference 
b, - b,. 
Thus, z - p = b, - b, mod 1, where p is in P. Thus, 2 = b, - b, + p mod 1. 
Hence, for zc to be in one of the B, it is sufficient for the sequence {b,} to have the property 
that all differences b, - b, mod 1 are in {bn}. 
One such choice for {bn} is an enumeration of the rationals in [0, 1). Another choice is an 
enumeration of all m/2k with k 2 1, and m 2 0. 
