This article proposes a new diagnostic test for dynamic count models, which is well suited for risk management. Our test proposal is of the Portmanteau-type test for lack of residual autocorrelation. Unlike previous proposals, the resulting test statistic is asymptotically pivotal when innovations are uncorrelated, but not necessarily iid nor a martingale difference. Moreover, the proposed test is able to detect local alternatives converging to the null at the parametric rate T −1/2 , with T the sample size.
Introduction
Credit risk affects virtually every financial contract. Therefore the measurement, pricing and management of credit risk have received much attention from economists, bank supervisors and regulators, and financial market practitioners.
A widely used measure of credit risk is the probability of corporate default (PD). Many default risk models that are employed day-to-day on risk management, such as CreditMetrics, Moody's KMV, and CreditRisk+, rely on the assumption of conditionally independent defaults, that is, conditional on observable macroeconomic and financial variables, together with firm specific characteristics, defaults are time independent. Nonetheless, recent studies have found evidence of violation of this assumption, see e.g. Das et al. (2007) , Koopman et al. (2011 Koopman et al. ( , 2012 .
In order to accommodate deviations from conditional independence, richer classes of models have been proposed. Koopman et al. (2011 Koopman et al. ( , 2012 consider that a common frailty effect, modeled as a Gaussian AR(1), drives the excess default counts clustering. However, an important question remain unanswered: Is the AR(1) latent process structure enough to capture all the excess default? If this is not the case, there would be evidence of residual serial correlation. Answering this question is appealing for risk management because as shown by of Duffie et al. (2009) and Koopman et al. (2011 Koopman et al. ( , 2012 , model misspecification may lead to a downward bias when assessing the probability of extreme default losses.
In this paper, we consider a general model check which is well suited to evaluate the correct specification of aggregate default and bankruptcy count models. We propose a new test for serial correlation of multiplicative residuals in a dynamic count data model under weak assumptions, namely when no parametric distribution restrictions are made and the innovations are neither restricted to be iid nor a martingale difference. Our test statistic is of the Portmanteau class, and takes a quadratic form in linear combinations of residuals sample autocorrelations. A major advantage of our test statistic is that it is asymptotically distribution-free in the presence of estimated parameters, even when the innovations are not iid, which is in contrast with classical lack of autocorrelation tests, e.g. Box and Pierce alternatives converging to the null at the parametric rate T −1/2 , with T the sample size.
Although the study of conditions for stationarity and ergodicity, and the related asymptotic properties of parameter estimates of a count data models have been an active area of research, see e.g. Tjøstheim (2012) and Fokianos (2012) and references therein, less attention has been placed into model checks. Neumann (2011) and Fokianos and Neumann (2013) propose goodness-of-fit test for the intensity parameter of an observation-driven Poisson time series regression. However, the conditions imposed to justify the corresponding inference are rather restrictive and rule out exponential intensity functions, which is the canonical functional form in count models. Jung and Tremayne (2003) and Sun and McCabe (2013) consider score-type tests for lack of serial dependence in the integer autoregressive (INAR) class of models, that is, if there is need to estimate dynamic count models. Nonetheless, the test is not suitable to test if specifications like the INAR(1) captures all the serial dependence. Moreover, the type of INAR process considered by these authors does not allow to include covariates, which limit its applicability in economics contexts. Davis et al. (2000) consider an overdispersed autocorrelated Poisson model, where the overdispersion and autocorrelation in the count variable are driven by a multiplicative log-normal latent process.
Their proposed test statistic is a variant of the Box and Pierce (1970) test (hereafter BP) for lack of autocorrelation. Nonetheless, Davis et al. (2000) asymptotic results are derived under the assumption that the latent process is independent of the covariates. In fact, Davis et al. (2000) consider only strict exogenous (deterministic) covariates, a case with not much applied interest. With all these maintained hypothesis, the distribution of the test statistic under the null is derived under the serial independence assumption, a much stronger condition than lack of correlation.
When the innovations are uncorrelated, but not independent, the use of residuals sample autocorrelations,without proper scaling, might not be appropriate to test for lack of autocorrelation of the innovations. The scaling might depend on higher-order serial dependence of the innovations, the model and the estimator used -see Francq et al. (2005) . In this article we follow Delgado and Velasco (2011) approach which supply an asymptotically pivotal transform of the residuals sample autocorrelation, which serves a basis for model checking.
Given that the residual transform is asymptotically distribution-free, and hence does not rely on estimation methods nor on high-order dependence assumptions, this procedure is well suited for dynamic count data models.
Our approach does not impose that the innovations are serially independent nor independent from the covariates. In fact, one of the contributions of the paper is to show that if innovations are not independent of the covariates, the distribution of residuals sample autocorrelations is not necessarily pivotal. In other words, the BP test or its variants are not asymptotically distribution-free. In order to illustrate the issues of ignoring the estimation effect and/or possible higher order serial dependence, a simulation exercise compares the finite sample properties of our test with the classical Box and Pierce (1970) .
Eventually, we apply our goodness-of-fit test procedure to the risk management context. Considering a set of observed macroeconomic and financial variables as covariates, we evaluate the specification of different models for US bankruptcy counts for big public firms, using monthly data from 1985 to 2012. First, we apply our procedure to test the null hypothesis of lack of residual autocorrelation when only macroeconomic and financial variables are used as covariates. Using our proposed test statistic, we reject the null, which may indicate evidence of a frailty effect in the default count data, confirming the finds of Duffie et al. (2009) and Koopman et al. (2011 Koopman et al. ( , 2012 .
Once one finds evidence of a frailty effect, it is common to introduce a first order autocorrelated latent process into the model -see for instance Koopman et al. (2011 Koopman et al. ( , 2012 . Following this proposal, we consider the Davis et al. (2003) observation-driven Poisson GARMA model, with an AR(1) or MA(1) term. In order to access if the inclusion of the additional parameters would suffice to capture all the excess default clustering, we apply again our test statistic on the residuals of these augmented models. In both GARMA models, we fail to reject the null of lack of residual autocorrelation, providing some evidence that considering only first order autocorrelation might suffices to capture the linear dynamics of monthly US bankruptcy counts. To the best of our knowledge, we are the first to formally test if count models with AR(1) of MA(1) are able to capture the linear dynamics in a risk management framework.
The rest of the paper is organized as follows: the framework of our test is presented in the next section. In the third section, we introduce the autocorrelation transformation and discuss its asymptotic properties. In Section 4, we apply the transformation to lack of residual autocorrelation testing. In section 5, we discuss the finite sample properties of the proposed test via Monte Carlo Simulations. Then, we illustrate our test with an empirical application for big public corporate bankruptcies and the last section concludes.
Testing lack of autocorrelation on dynamic count data models
To introduce the family of count models considered here, let {Y t } t∈Z be a stationary time series of counts defined on N 0 = {0, 1, 2, . . . }, and suppose that for each t, X t is a k × 1 vector of predetermined observed covariates, which first component is assumed to be one.
A multiplicative error model is assumed to take the form
where β 0 is a k×1 vector of unknown parameters, {ε t } t∈Z is a stationary unobserved process, such that E(ε t ) = 1 and Cov(ε t , ε t−τ ) = γ β 0 (τ ), τ ∈ Z, γ β 0 (τ ) denoting the autocovariance of order τ of ε t . We denote λ t = exp X t β as the (conditional) mean function of the count process.
The focus of our attention is the autocorrelation function of the multiplicative error,
Given any model that can be written as (1), the purpose is to test the null hypothesis Given observations {Y t , X t } T t=1 , ρ β (τ ) is estimated by the sample autocorrelation function
It is worth mentioning that the vector of covariates does not include lags of Y t , since, as shown by Zeger and Qaqish (1988) , this leads to non-stationary count process unless positive dependence between the count variables is rule out. Nonetheless, one can include particular functions of lags of Y t as long as the process is stationary. Examples are the log-linear Poisson Autoregression of Fokianos and Tjøstheim (2011) , where ln(1
is included as covariate, and the Generalized ARMA model of Davis et al. (2003) , where
When {ε t } t∈Z are iid for some β 0 ∈ Θ 0 , and independent of the covariates, it is well
are asymptotically independent distributed as standard normal.
However, there are other serial dependence cases such that H 0 holds though the sample autocorrelations are not asymptotically iid. In fact, independence of the true error {ε t } t∈Z with respect to {X t } t∈Z is a stronger condition than needed to have the multiplicative error model representation as (1) and we do not carry this assumption through the rest of this paper. Also, higher order serial dependence may be expected, and we do not make assumptions about its possible forms.
Define the vector containing the first m residuals sample autocorrelation
Under H 0 , but allowing high-order dependence on ε t ,
is a m × m positive definite variance-covariance matrix, see e.g. Romano and Thombs (1996) . It is important to emphasize here that we are not imposing any ad hoc restrictions on the structure of A (m) β 0
, hence allowing for unknown forms of heteroskedasticity and non-zero cross terms.
Consider the vector of re-scaled sample autocorrelations,
is a m × m positive definite matrix of statistics such thatÂ
Thus, under H 0 and some regularity conditions, √ Tρ
In practice, we need a preliminary estimator of β 0 . Assume that an estimatorβ T is available such that, under H 0 of no serial autocorrelation,
andÂ
Preliminary √ T -consistent estimators of β 0 are available in abundant supply, see e.g. Davis et al. (2000) , Davis et al. (2003) , Fokianos and Tjøstheim (2011) , among others.
With respect to condition (5) one can consider the Newey-West type estimator of Lobato et al. (2002) , using the multiplicative residualsε t .
Also assume the following regularity conditions:
Assumption 1 (Y t, X t , ε t ) is strictly stationary, ε t has mean 1, E |ε t | 4+2δ < ∞, for some δ > 0, and (Y t , X t , ε t ) is strong mixing with coefficients α j satisfying
where,
| Pr(AB) − P (A)P (B)| and A and B vary over events in the σ-fields generated by {(Y t , X t , ε t ) , t ≤ 0} and {(Y t , X t , ε t ) ,
for some δ > 0.
Next proposition provides an asymptotic expansion for √ Tρ converges to a vector of independent normal variables plus a stochastic drift, which depends on the estimation effect,
under H 0.
Proposition 1 Under H 0 of no autocorrelation, conditions (4) and (5), and Assumptions
(1) and (2),ρ
From the proof of Proposition 1, one can see that if {X t } t∈Z independent of {ε t − 1} t∈Z ,
would be zero. This is still the case if {X t } t∈Z is strictly exogenous. Hence, with this strong assumption, asymptotically there is no effect of using estimated parameters in the residuals sample autocorrelation. This is precisely the case considered by Davis et al. (2000) .
However, once we relax the strictly exogeneity assumption to the case where {ε t − 1} t∈Z is a martingale difference with respect to the σ-field generated by
would not be zero since ε t−τ , might be correlated with λ t and X t . This also would be the case when {ε t − 1} t∈Z is contemporaneously uncorrelated with {X t } t∈Z . Hence, departures from independence of the errors with respect to the covariates lead to an additional stochastic drift on the estimated residual autocorrelation due to the estimation effect.
The asymptotic distribution of √ Tρ
, under H 0 , could be derived from the asymptotic
, under suitable conditions. Nonetheless, different models and estimators would require different derivations, which can be cumbersome.
Instead of adopting this approach, we suggest an asymptotically distribution-free transform of the estimated residuals sample autocorrelation by means of recursive least squares projections, as proposed by Delgado and Velasco (2011) .
A martingale transform of the residuals sample autocorrelation function with estimated parameters
In order to deal with the distribution of residual autocorrelation with estimated parameters, Delgado and Velasco (2011) propose a transformation based on the recursive least squares residuals introduced by Brown et al. (1975) for CUSUM tests of parameter instability. In order to motivate the transformation, consider the asymptotic decomposition in Proposition
The source of asymptotic autocorrelation, under H 0 , in Ṽ (m)
Then, the transformation consists in using a linear operator
are asymptotically uncorrelated. Delgado and Velasco (2011) considered the operator that transform any sequence {η(τ )} m τ =1 in the forward recursive residuals of its least square projection on
Backward recursive residuals could also be alternatively used.
Notice than, when it is applied to Ṽ (m)
are asymp-
are asymptotically dis-tributed as independent normal random variables with mean zero and variance
In practice, we need a consistent estimator of ξ β 0 to perform the transformation. As it is shown in the proof of Proposition 1, under H 0 we have
Thus, standardizing byγ T β 0 ε (0) inρ T β 0 has no asymptotic effect on ζ β . Then, we can
whereξ
The feasible transformation consists of the operatorL
T , which transforms any sequence {η(τ )} m τ =1 in the forward recursive residuals of its least square projection on ξ
The transformed residuals sample autocorrelations, in the presence of estimated parameters isρ
Notice than we can only transform the first m − k sample autocorrelations, because, giving a scaling matrixÂ
, there are no more degrees of freedom available when k parameters are estimated.
As discussed by Delgado and Velasco (2011) , we could also use backward residuals, but with this approach, we would lose the first k residuals sample autocorrelations, which usually are the most informative.
In order to prove that, under H 0 ,ρ
is asymptotically distributed as a vector of independent standard normals, we need an extra technical assumption in order to compute the transform.
is positive definite.
Theorem 1 Under H 0 , m > k, Assumptions 1-3, and withβ T satisfying (4) and (5),
Proof See Appendix.
Theorem 1 forms the basis for implementing asymptotic test of lack of autocorrelation based on the asymptotically iid sequenceρ (m) Tβ T , as described in the next section.
Testing lack of autocorrelation on the multiplicative residuals with estimated parameters
Our goal is to test if there is evidence that the multiplicative error is not autocorrelated, which provides a model check. That is, we seek to test
. . , m and some β 0 ∈ Θ (9) against the fixed alternative hypothesis
for some m > k.
One of the most popular test statistic for lack of autocorrelation as expressed by H 0 is the Portmanteau Box and Pierce (1970) 
for some k < s ≤ m, where k is the number of estimated parameters in the model. Ljung and Box (1978) propose a small modification toB BP Tβ T (s) in order to have better finite sample properties. The test statistic proposed by Ljung and Box (1978) iŝ
The Portmanteau type tests of Box and Pierce (1970) assumes that s is a fixed number.
This restriction leads to tests which are not able to detect serial correlation appearing at lags larger than s. In order to overcome this issue, Hong (1996) allows s growing with the sample size. Nonetheless, although consistent, omnibus autocorrelation tests present low empirical power when the autocorrelation appears at higher lags, though large s, typically of O T −1/2 , is needed in order to get reasonable size accuracy -see Escanciano (2009) and references therein for the theoretical explanations.
On the other hand, the Portmanteau tests of Box and Pierce (1970) fall into the class of Neyman's smooth test, which are optimal to detect fixed local alternatives of the type
where r and j T are square summable such that ρ β 0 is positive definite sequence for all T -see Delgado and Velasco (2010) . If one has a particular local alternative in mind, Delgado and testing in the direction of the chosen local alternative. Nonetheless, Escanciano and Lobato (2009) show that, when one does not have an alternative r in mind, the Neyman's smooth tests, and hence the BP type test, are optimally adaptive to the unknown local alternative.
We consider a test of H 0 based on the sums of squared transformed autocorrelations, which is a version of the BP test statistic replacing the sample residual autocorrelation by its asymptotically distribution-free transformation in (8)
for some 1 ≤ s ≤ m − k.
It follows from Theorem 1 that, under H 0 ,
where {Z τ } τ ∈N are iid standard normals, and χ 2 (s) is a chi-square distribution with s degrees of freedom. This result is summarized in the Corollary 1
Corollary 1 Under H 0 and the conditions stated on Theorem 1, Box and Pierce (1970) show that, when {ε t } t∈Z are iid, s > k, and s is increasing with T, When {ε t } t∈Z exhibits high-order dependence, the asymptotic variance of the residuals sample autocorrelations is cumbersome to calculate, as it is shown by Romano and Thombs (1996) in a weak ARMA model context. In this case, Box and Pierce (1970) test statistic is no long well approximated by a χ
T β (τ ) is no longer asymptotically distributed as a standard normal random variable.
On the other hand, our proposed test statisticB (m) T β (s) prevents for {ε t } t∈Z exhibiting high-order dependence. Also, contrary to Box and Pierce (1970) , the test statisticB
is pivotal for fixed s, since the estimated parameters effect is already projected out. Hence, even when s is fixed, and {ε t } t∈Z exhibits high-order dependence, our proposed test statistic follows a χ 2 (s) asymptotically, m ≥ s + k. In order to discuss the power of the proposed test, consider the local alternatives of the form (11), where r and j T are square summable such that ρ β 0 is positive definite sequence for all T .
Concerning the asymptotic distribution ofρ (m)
T β under H 1T , define the vector of projected and standardized autocorrelation drifts asȟ
r(i).
and leth
Theorem 2 Under H 1T , m > k, Assumptions 1-3, and withβ T satisfying (4) and (5),
From Theorem 2, we can see that the sample transforms of the residuals sample auto- 
. Hence, our test is able to detect nonparametric local alternatives like H 1T , which converges to the null hypothesis at the parametric rate. The classical BP test, as shown by Hong (1996) , does not meet this property. Moreover, our test is consistent against fixed alternatives of the form (10). We summarize these results in Corollary 2.
Corollary 2 Under H 1 and the conditions stated on Theorem 2,
Moreover, under fixed alternatives of the form (10), for all c < ∞,
Monte Carlo Simulations
This section illustrates the finite sample performance of our proposal comparing the simulated empirical percentage of rejections under H 0 and H 1 of alternative residual sample autocorrelations based tests. We consider sample sizes T = 100 and 300, and 10, 000 replications in each experiment. All models are estimated using a Poisson Quasi-Likelihood.
For t = 1, . . . , T , we consider the following null models:
and λ t = exp (1 + X t + rv t ) , X t = 0.5X t−1 + u t , and {u t } t∈Z follows an iid standard normal distribution, and {v t } t∈Z follows and iid normal distribution with mean −0.347 and variance 0.693. Hence, exp(v t ) follows a log-normal distribution with mean 1 and variance 1. We consider two specifications: (a) r = 0, and (b) r = 1. This way, on specification (a) we have a standard Poisson model, and on the (b) we introduce a multiplicative latent process which leads to overdispersion, as first considered by Zeger (1988) .
In both specifications, the conditional mean of the count process is given by λ t , and hence under H 0 there is a centered multiplicative error ε t − 1 with mean 0. Notice that (a) and (b) leads to different conditional heteroskedasticity forms: residual conditional variance on specifications (a) is equal to λ , perhaps due to the need of inverting a matrix of larger dimension. Nonetheless, when T = 300, this over-sizing distortions disappears.
INSERT FIGURE 1 HERE
We consider also two specifications under the alternative, using the GARMA(0,1) of Davis et al. (2003) and Benjamin et al. (2003) , and introducing an autocorrelated latent process on the Poisson parameter, as in Zeger (1988) . More precisely, we consider the following specifications under H 1 :
where
Since {exp(z t )} is log-normal, specification (d) leads to first order residual autocorrelation of 0.5.
INSERT FIGURE 2 HERE
The two considered versions of the classical Box-Pierce test do not control size, and hence we only report the rejections under the alternative using our test statisticB
We can see in Figure 2 that our testB 
Risk Management and U.S. Corporate Bankruptcies
In order to illustrate the appealing of our proposed test statistic in applied econometrics,
we analyze different specifications of common credit risk models.
In a seminal paper, Das et al. (2007) analyze if the observable variables are sufficient to explain the default time correlation of U.S. non-financial corporations. Using a test statistic based on the count of defaults in a given period, Das et al. (2007) reject the hypothesis of defaults being conditional independent, suggesting some evidence of excess default clustering.
This finding has important implications for practitioners because many popular default risk models rely on the assumption of conditionally independent defaults. Moreover, as shown by Duffie et al. (2009) , ignoring such default clustering leads to substantial downward bias on extreme default losses probabilities.
In order to overcome such consequences, Duffie et al. (2009) propose to add a common dynamic "frailty" effect on the firms default hazard, that is, an unobserved correlated latent process common to all firms. As an alternative to the duration model of Duffie et al. Our test for lack of autocorrelation is a valuable tool in order to access if the proposed model for bankruptcy counts is correctly specified. Within our approach, we are able to test both if there is evidence of excess correlation, and, in case there is, if the usual assumption that considering only first order dynamics is enough to capture the excess of default/bankruptcy correlation. This second hypothesis, to the best of our knowledge, has not been verified so far. This is an important model check since, as pointed out by Koopman et al. (2011) , model misspecification can lead to underestimation of corporate risk.
When the interest is on determining adequate economic capital buffers, the focus of the analysis is on aggregate default or bankruptcies rather than on firm specific default. A modeling strategy that deals directly with aggregate default counts is a natural alternative from the procedure of Duffie et al. (2009) and Koopman et al. (2011 Koopman et al. ( , 2012 , in which they first estimate the firms default probability and then aggregate.
With this in mind, using monthly data on bankruptcy filed in the United States Bankruptcy (s), with s varying from 1 to 6. These choices include all the usual lag choices in similar applications supported by our simulations, given that T = 324.
We report the analysis withÂ Table 2 . Estimated parameters for the different models are reported on Table 3 .
From the specification tests presented on Table 2 INSERT TABLE 3 HERE Once we consider both Poisson GARMA models, we fail to reject H 0 , that is, the data supports that these specifications seems to capture the linear dynamics of the bankruptcy counts. These results provides some evidence that, within the exponential functional form, considering just first order autocorrelation is enough to capture the bankruptcy dynamics, as suggested by Duffie et al. (2009) , Koopman et al. (2011 Koopman et al. ( , 2012 in different contexts. To the best of our knowledge, we are the first to formally test these suggestions.
These results have important implications for risk management. Almost all industry credit risk models, such as CreditMetrics, Moody's KMV and CreditRisk+ rely on the assumption that default and bankruptcies are time independent. However, from the results of our specification testing, we conclude that there is evidence of an excess bankruptcy clustering. The presence of residual autocorrelation may increase bankruptcy rate volatility, and as result it may shift probability mass of an portfolio credit loss distribution toward more extreme values. This would increase capital buffers prescribed by the risk models.
Hence, if one ignores the presence of a frailty effect, portfolio credit risk models will tend to be wrong. On the other hand, if one consider first order autocorrelations, as in the GARMA models we have presented, it seems that there is no evidence of model misspecification. This way, we argue that these type of models are more appropriate to model bankruptcies and adjusting the credit risk models for it would not only be relevant for internal risk assessment, but also for external supervision of financial institutions.
Conclusion
In this paper, we have proposed a new distribution-free test for lack of autocorrelation in count data models in the presence of estimated parameters, under weak assumptions on the relationship between the covariates and the multiplicative innovations. The test statistic proposed is of the Box and Pierce (1970) type, but contrary to the classical tests, it is able to detect local alternatives converging to the null at the parametric rate. Our test present satisfactory finite sample properties as demonstrated via Monte Carlo simulations. Once our proposal is applied to bankruptcy count models, we rejected the specification of a model with only macroeconomic covariates, but do not reject the null of lack of autocorrelation once we consider dynamic count models as the GARMA(0,1) and the GARMA(1,0). Hence, we advocate that considering this broader class of models seem more appropriate when dealing with bankruptcy risk.
Our basic results can be extended to other situations of practical interest without any additional difficulty. For instance, under suitable conditions, one could consider the multiplicative error model Y t = g(F t−1 ; θ)ε t where g t (·) a known twice differentiable function, F t−1 is the available information at time t (can include lags of Y t , ε t , and also a set of covariates X t ), θ is a vector of parameters to be estimated and ε t has a non-negative distribution with E (ε t |F t−1 ) = 1. Once θ is estimated, we can obtain the centered residuals Y t − g(F t−1 ;θ) /g(F t−1 ;θ) =ε t − 1, and then apply the asymptotically distribution-free transform to the residual sample autocorrelation, and all our results would follow once we properly compute the score of the residual sample autocorrelation.
Regarding the choice of the number of lags included in the test statistic, one can adopt a data-driven procedure based on an AIC/BIC criterion in the lines of Escanciano and Lobato (2009) and Escanciano et al. (2013) , at the cost of not being able to detect the kind of local alternatives considered here. The proofs of Escanciano and Lobato (2009) 
T β (j)/∂β∂β and β * T,j are such that ||β * T,j −β 0 || ≤ ||β T −β 0 ||, ∀j = 1, . . . , m.
Then, for each j = 1, . . . , m,
.
, in particular γ β 0 (j) = 0 for j = 0 under H 0 and that
under Assumptions (1) and (2) and Law of Large Numbers, we conclude that the normal-ization ofρ (m) Tβ T has no asymptotic effect under H 0 , so that
Without loss of generality, assume that γ β 0 (0) = 1. Writing now
Setting ζ
It suffices to show that
−1 X t and, henceforth we omit dependence on β 0 in the notation.
For some n > 0 fixed with
The first two terms of (15) are O(T −1 ) = o(1) since it involves a maximum of T + n terms with bounded absolute expectation, since by Assumptions 1-2 and Minkowski and Cauchy-Schwarz inequalities,
In order to show that the third term of (15) is bounded, notice that e(r, r − j) is F r 1 measurable and that e(t, t − j) is F ∞ t measurable. Given Assumption 2, E e(t, t − j) 2+δ < ∞, E e(r, r − j) 2+δ < ∞, we can use Roussas and Ioannides (1987) moment inequality to
show that the third term of (15) is bounded in absolute value by
Using exactly the same procedure, we can show that
Then, we have that under H 0
Now, we just need to show that the second order term on the expansion is o p (T −1/2 ).
In order to do that, we just need to show thatρ T β * T,j
Using Assumptions (1) and (2) and techniques similar to the ones we already used, we can show thatρ T β * T,j (j) = O p (1).
PROOF OF THEOREM 1
Using algebra and Proposition 1, we find thatL
, which can be proved using the same methods used in the proof of Proposition 1. Similar, we can show thatL 
and then, for each j = 1, . . . , m, we havê
Hence, from Theorem 1, we have that
We have seem in Theorem 1 that, under Assumptions 1 -3, the CLT forρ
has asymptotic mean equal toh 
SinceL

