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Abstract
We investigate the problem of estimating the 3D shape
of an object, given a set of 2D landmarks in a single image.
To alleviate the reconstruction ambiguity, a widely-used ap-
proach is to confine the unknown 3D shape within a shape
space built upon existing shapes. While this approach has
proven to be successful in various applications, a challeng-
ing issue remains, i.e., the joint estimation of shape param-
eters and camera-pose parameters requires to solve a non-
convex optimization problem. The existing methods often
adopt an alternating minimization scheme to locally update
the parameters, and consequently the solution is sensitive
to initialization. In this paper, we propose a convex formu-
lation to address this problem and develop an efficient al-
gorithm to solve the proposed convex program. We demon-
strate the exact recovery property of the proposed method,
its merits compared to alternative methods, and the appli-
cability in human pose and car shape estimation.
1. Introduction
Recognizing 3D objects from 2D images is a central
problem in computer vision. In recent years, there has been
an emerging trend towards analyzing 3D geometry of ob-
jects including shapes and poses instead of merely provid-
ing bounding boxes [37, 25, 4, 28, 36, 33]. The 3D geomet-
ric reasoning can not only provide richer information about
the scene for subsequent high-level tasks, but also improve
the performance of object detection. [20, 31, 3, 34].
Estimating the 3D geometry of an object from a single
view is an ill-posed problem. But it is a possible task for
a human observer, since human can leverage visual mem-
ory of object shapes. Inspired by this idea, more and more
efforts have been made towards 3D model-based analysis
leveraging the increasing availability of online 3D model
databases. To address intra-class variability or nonrigid
deformation, many recent works, e.g., [22],[32],[45],[35],
have adopted a shape-space approach originated from the
“active shape model” [14], where each shape is defined by
a set of ordered landmarks and the shape to be estimated
is assumed to be a linear combination of predefined basis
shapes. For estimation, the 3D shape model is fitted to the
landmarks annotated or detected in images. In this way, the
problem turns into a 3D-to-2D shape fitting problem, where
the shape parameters (weights of the linear combination)
and the pose parameters (viewpoint) have to be estimated
simultaneously.
While this approach has achieved promising results in
various applications, the model inference is still a challeng-
ing problem, since the subproblems of shape and pose esti-
mation are coupled: the pose needs to be known to deform
the 3D model to match 2D landmarks, while the exact 3D
model is required to estimate the pose. The joint estimation
of shape and pose parameters usually results in a noncon-
vex optimization problem, and the orthogonality constraint
on the pose parameters makes the problem more compli-
cated. The previous methods often adopted an alternating
scheme to alternately update the shape and pose parameters
until convergence. Therefore, the algorithms were sensitive
to initialization and may get stuck at locally-optimal solu-
tions. As mentioned in many works, e.g., [32],[22], most of
the failed cases were attributed to bad initialization. Some
heuristics have been used to relieve this issue, such as try-
ing multiple initializations [35] or using a viewpoint-aware
detector for pose initialization [45]. But there is still no
guarantee for global optimality.
In this paper, we propose a convex relaxation approach
to addressing the aforementioned issue:
1. We use an augmented shape-space model, where a
shape is represented as a linear combination of rotat-
able basis shapes. This model can give a linear repre-
sentation of both intrinsic shape deformation and ex-
trinsic viewpoint changes.
2. We use the convex relaxation of the orthogonality con-
straint to convert the entire problem into a spectral-
norm regularized linear inverse problem, which is a
convex program.
3. We develop an efficient algorithm to globally solve the
proposed convex program.
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The remainder of this paper is organized as follows. We
first give a brief introduction to related work in Section 2.
Then, we explain the formulation in Section 3 and provide
the algorithm in Section 4. Next, we experimentally demon-
strate the merits and applicability of the proposed method in
Section 5. Finally, we conclude the paper with some discus-
sions in Section 6.
2. Related Work
The most related work includes the papers that solve
shape estimation by fitting a shape-space model to 2D land-
marks. This approach has been successfully applied to re-
construction of a variety of objects including human poses
[32, 35, 18, 42], cars [24, 22, 45, 26], faces [6, 21, 12], to
name a few. Following are a few recent examples.
Ramakrishna et al. [32] proposed a sparse representation
based approach to reconstructing 3D human pose from an-
notated landmarks in a still image. Wang et al. [35] adopted
a 2D human pose detector [40] to automatically locate the
joints and used a robust estimator to handle inaccurate joint
locations. Fan et al. [18] proposed to improve the perfor-
mance of [32] by enforcing locality when building the pose
dictionary. Hejrati et al. [22] used the active shape model
for 3D car reconstruction and produced 2D landmarks by a
variant of deformable part models [19]. Lin et al. [26] pro-
posed a method for joint 3D model fitting and fine-grained
classification for cars. In some works, landmark locations
were estimated jointly with shape fitting. For example, Zia
[45] et al. developed a probabilistic framework to simul-
taneously localize 2D landmarks and recovery 3D object
models. Zhou et al. [42] formulated human pose estimation
as a matching problem, where the learned spatio-temporal
pose model was matched to extracted trajectories in a video.
A common component or an intermediate step in these
works is the 3D model fitting to 2D landmarks. As men-
tioned in the introduction, the previous work usually relied
on nonconvex formulations, which may be sensitive to ini-
tialization. The convex formulation proposed in this paper
can potentially serve as a building block to improve the per-
formance of the existing methods.
Our work is also closely related to nonrigid structure
from motion (NRSfM), where a deformable shape is re-
covered from multi-frame 2D-2D correspondences. The
low-rank shape-space model has been frequently used in
NRSfM, but the basis shapes are unknown. The joint esti-
mation of shape/pose variables and basis shapes is typically
solved via matrix factorization followed by metric rectifica-
tion [9, 39]. In some recent works, iterative algorithms were
employed for better precision [29, 15] or sequential process-
ing [2], and the problem studied in this paper is analogous
to the step of fixing basis shapes and updating the remaining
variables in those iterative methods for NRSfM.
3. Formulation
3.1. Problem Statement
The problem studied in this paper can be described by
the following linear system:
W = ΠS, (1)
where S ∈ R3×p denotes the unknown 3D shape, which
is represented by 3D locations of p points. W ∈ R2×p
denotes their projections in a 2D image. Π is the cam-
era calibration matrix. To simplify the problem, the weak-
perspective camera model is usually used, which is a good
approximation when the object depth is much smaller than
the distance from the camera. With this assumption, the
calibration matrix has the following simple form:
Π =
(
α 0 0
0 α 0
)
, (2)
where α is a scalar depending on the focal length and the
distance to the object.
There are always more variables than equations in (1).
To make the problem well-posed, a widely-used assumption
is that the unknown shape can be represented as a linear
combination of predefined basis shapes, which is originated
from the active shape model [14]:
S =
k∑
i=1
ciBi, (3)
where Bi ∈ R3×p for i ∈ [1, k] represents a basis shape
learned from training data, while ci denotes the weight of
each basis shape. In this way, the reconstruction problem is
turned into a problem of estimating several coefficients by
fitting the model (3) to the landmarks in an image, which
greatly reduces the number of unknowns.
Since the basis shapes are predefined, the relative rota-
tion and translation between the camera frame and the frame
defining the basis shapes need to be taken into account, and
the 3D-2D projection is depicted by:
W = Π
(
R
k∑
i=1
ciBi + T1
T
)
, (4)
where R ∈ R3×3 and T ∈ R3 correspond to the rotation
matrix and the translation vector, respectively. R should be
in the special orthogonal group
SO(3) = {R ∈ R3×3|RTR = I3,detR = 1}. (5)
Equation (4) can be further simplified as
W = R¯
k∑
i=1
ciBi, (6)
where R¯ ∈ R2×3 denotes the first two rows of the rotation
matrix, and the translation T has been eliminated by cen-
tralizing the data, i.e. subtracting each row ofW andB by
its mean. Note that the scalar α in the calibration matrix has
been absorbed into c1, · · · , ck.
In the active shape model, the number of basis shapes is
set to be small, which assumes that the unknown shape lies
in a low-dimensional linear space. In many recent works
[32, 41, 43, 44], it has been shown that the low-dimensional
linear space is insufficient to model complex shape varia-
tion, e.g., human poses, and a promising approach is using
an over-complete dictionary and representing an unknown
shape as a sparse combination of atoms in the dictionary.
Such a sparse representation implicitly encodes the assump-
tion that the unknown shape should lie in a union of sub-
spaces that approximates a nonlinear shape manifold.
Based on the sparse representation of shapes, the follow-
ing optimization problem is often considered to estimate an
unknown shape:
min
c,R¯
1
2
∥∥∥∥∥W − R¯
k∑
i=1
ciBi
∥∥∥∥∥
2
F
+ λ‖c‖1,
s.t. R¯R¯T = I2, (7)
where c = [c1, · · · , ck]T and ‖c‖1 represents the `1 norm
of c, which is the convex surrogate of the cardinality. ‖ · ‖F
denotes the Frobenius norm of a matrix. The cost func-
tion terms in (7) correspond to the reprojection error and
the sparsity of representation, respectively.
The optimization in (7) is nonconvex and there is an or-
thogonality constraint. A commonly-used strategy is the
alternating minimization scheme, in which two steps are al-
ternated: fixing R¯ and updating c by solving the `1 mini-
mization problem; and fixing c and updating R¯ using cer-
tain rotation representations such as the quaternions, the
exponential map or a manifold representation. Note that
the Procrustes method cannot be directly applied here since
R¯ ∈ R2×3 is not a full rotation matrix and generally no
closed-form solution exists [17]. Consequently, the whole
algorithm may get stuck at local minima far away from the
globally-optimal solution.
3.2. Proposed Model
We propose to use the following shape-space model:
S =
k∑
i=1
ciRiBi, (8)
in which there is a rotation for each basis shape. The model
in (8) implicitly accounts for the viewpoint variability and
the projected 2D model is
W = Π
k∑
i=1
ciRiBi =
k∑
i=1
M iBi, (9)
where M i ∈ R2×3 is the product of ci and the first two
rows ofRi, which satisfies
M iM
T
i = c
2
i I2. (10)
The motivation of using the models in (8) and (9) is to
achieve a linear representation of shape variability in 2D,
such that we can get rid of the bilinear form in (6), which is
a necessary step towards a convex formulation.
The model in (9) is equivalent to the affine-shape model
in existing literature [5, 38], which uses an augmented lin-
ear space to represent the shape variation in 2D caused by
both intrinsic shape deformation and extrinsic viewpoint
changes. This representation also appears in most NRSfM
literature [9, 29]. As mentioned in [38], the augmented
linear space can represent any 2D shape produced by the
3D shape model projected into the image plane, but the in-
crease of degree of freedom may result in invalid shapes. In
this work, we try to reduce the possibility of invalid cases
by enforcing the orthogonality constraint on M is and the
sparsity constraint on the number of activated basis shapes.
We will show that these constraints can be conveniently im-
posed by minimizing a convex regularizer.
Next, we will consider to replace the orthogonality con-
straint in (10) by its convex counterpart. The following
lemma has been proven in literature [23, Section 3.4]:
Lemma 1. The convex hull of the Stiefel manifold Q ={
X ∈ Rm×n|XTX = In
}
equals the unit spectral-norm
ball conv (Q) = {X ∈ Rm×n| ‖X‖2 ≤ 1}. ‖X‖2 de-
notes the spectral norm (a.k.a. the induced 2-norm) of a
matrix X , which is defined as the largest singular value of
X .
Based on Lemma 1, we have the following proposition:
Proposition 1. Given a scalar s, the convex hull
of S =
{
Y ∈ Rm×n| Y TY = s2In
}
equals the
spectral-norm ball with a radius of |s|: conv (S) =
{Y ∈ Rm×n| ‖Y ‖2 ≤ |s|}.
The proof is straightforward since there is a linear map-
ping between S and Q by Y = sX .
Consequently, the tightest convex relaxation to the con-
straint in (10) is given by ‖M i‖2 ≤ |ci|.
Finally, with the modified shape model, the relaxed or-
thogonality constraint and the assumption of sparse repre-
sentation, we propose to minimize the `1-norm of the coef-
ficient vector for shape recovery under noiseless cases:
min
c1,··· ,ck,M1,··· ,Mk
k∑
i=1
|ci|,
s.t. W =
k∑
i=1
M iBi,
‖M i‖2 ≤ |ci|, ∀i ∈ [1, k] (11)
which is obviously equivalent to the following problem:
min
M1,··· ,Mk
k∑
i=1
‖M i‖2,
s.t. W =
k∑
i=1
M iBi. (12)
The formulation in (12) is a linear inverse problem, where
we estimate a set of orthogonal matrices by minimizing
their spectral norms. Interestingly, the conditions for exact
recovery using such a convex program has been theoreti-
cally analyzed in [13]. We will provide numerical results to
demonstrate the exact recovery property in Section 5.1.
Considering noise in real applications, we can solve:
min
M1,··· ,Mk
1
2
∥∥∥∥∥W −
k∑
i=1
M iBi
∥∥∥∥∥
2
F
+ λ
k∑
i=1
‖M i‖2.
(13)
The problem (13) is our final formulation. It is a penalized
least-squares problem. We have following remarks:
1. The problem in (13) is convex programming, which
can be solved globally. We will provide an efficient
algorithm to solve it in Section 4.
2. Notice that ‖ ·‖2 in the above formulations denotes the
spectral norm of a matrix instead of the `2-norm of a
vector. As we will show in Section 4, minimizing the
spectral norm of a matrix is equivalent to minimizing
the `∞-norm of the vector of singular values, which
will simultaneously shrink the norm of the matrix to-
wards zero and enforce its singular values to be equal.
Therefore, by spectral-norm minimization, we can not
only minimize the number of activated basis shapes but
also enforce each transformation matrix M i to be or-
thogonal (an orthogonal matrix has equal singular val-
ues).
3. In practice, we may estimateM is by only considering
reprojection errors at visible landmarks, i.e., including
a binary weight matrix in the first term of (13). The
missing landmarks can be hallucinated from the recon-
structed shape model as their locations are known on
the basis shapes.
3.3. Reconstruction
After solving (13), we recover ci and Ri from the esti-
mated M i, and reconstruct the 3D shape by (8). Specif-
ically, ci = ‖M i‖2 and R¯i = M i/ci. Note that ci =
−‖M i‖2 is also a feasible solution. To eliminate the am-
biguity, we assume that ci ≥ 0 and impose this constraint
when training the shape dictionary. Finally, the third row of
Ri is recovered by the cross product of the rows in R¯i.
4. Optimization
4.1. Proximal operator of the spectral norm
Before deriving the specific algorithm to solve (13), we
first prove the following proposition, which will serve as an
important building block in our algorithm.
Proposition 2. The solution to the following problem
min
X
1
2
‖Y −X‖2F + λ‖X‖2 (14)
is given byX∗ = Dλ(Y ), where
Dλ(Y ) = UY diag [σY − λP`1(σY /λ)] V TY , (15)
UY , V Y and σY denote the left singular vectors, right sin-
gular vectors and the singular values of Y , respectively.
P`1 is the projection of a vector to the unit `1-norm ball.
Proof. The problem in (14) is a proximal problem [30]. The
proximal problem associated with a function F is defined as
proxλF (Y ) = arg min
X
1
2
‖Y −X‖2F + λF (X), (16)
with the solution denoted by proxλF (Y ) and named the
proximal operator of F .
For the problem (14), F (X) = ‖X‖2 = ‖σX‖∞,
where ‖ · ‖∞ means the `∞ norm. It says that F is a spec-
tral function operated on singular values of a matrix. Based
on the property of spectral functions [30, Section 6.7.2], we
have
proxλF (Y ) = UY diag
[
proxλf (σY )
]
V TY , (17)
where f is the `∞-norm. The proximal operator of the `∞-
norm can be computed by Moreau decomposition [30, Sec-
tion 6.5]:
proxλf (σY ) = σY − λP`1(σY /λ), (18)
given that the `1-norm is the dual norm of the `∞-norm.
4.2. Algorithms
We present the algorithm to solve (13). The noiseless
case (12) can be solved similarly. Our algorithm is based on
the Alternating Direction Method of Multipliers (ADMM)
[8] and the proximal operator of the spectral norm.
We first introduce an auxiliary variable Z and rewrite
(13) as follows
min
M˜ ,Z˜
1
2
∥∥∥W −ZB˜∥∥∥2
F
+ λ
k∑
i=1
‖M i‖2,
s.t. M˜ = Z, (19)
where we concatenate M1, · · · ,Mk as column-triplets of
M˜ andB1, · · · ,Bk as row-triplets of B˜.
The augmented Lagrangian of (19) is
Lµ
(
M˜ ,Z,Y
)
=
1
2
∥∥∥W −ZB˜∥∥∥2
F
+ λ
k∑
i=1
‖M i‖2
+
〈
Y ,M˜ −Z
〉
+
µ
2
∥∥∥M˜ −Z∥∥∥2
F
,
(20)
where Y is the dual variable and µ is a parameter control-
ling the step size in optimization. Then, the ADMM alter-
nates the following steps until convergence:
M˜
t+1
= arg min
M˜
Lµ
(
M˜ ,Zt,Y t
)
; (21)
Zt+1 = arg min
Z
Lµ
(
M˜
t+1
,Z,Y t
)
; (22)
Y t+1 = Y k + µ
(
M˜
t+1 −Zt+1
)
. (23)
For the step in (21), we have
min
M˜
Lµ
(
M˜ ,Zt,Y t
)
= min
M˜
1
2
∥∥∥∥M˜ −Zt + 1µY t
∥∥∥∥2
F
+
λ
µ
k∑
i=1
‖M i‖2
= min
M1,··· ,Mk
k∑
i=1
{
1
2
∥∥M i −Qti∥∥2F + λµ‖M i‖2
}
, (24)
where Qti is the i-th column-triplet of Z
t − 1µY t. There-
fore, we can update each M i by solving a proximal prob-
lem based on Proposition 2:
M t+1i = Dλµ (Q
t
i), ∀i ∈ [1, k]. (25)
For the step in (22), Lµ
(
M˜
t+1
,Z,Y t
)
is a quadratic
form of Z and admits the following closed-form solution:
Zt+1 =
(
WB˜
T
+ µM˜
t+1
+ Y t
)(
B˜B˜
T
+ µI
)−1
. (26)
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Figure 1. The frequency of exact recovery on synthesized data.
It can be proven that the sequences of values produced by
the ADMM iterations in (21) to (23) converge to the optimal
solutions of the primal problem in (19) [8], which are also
the optimal solutions to the original problem in (13).
5. Experiments
5.1. Simulation
We aim to investigate whether the spectral-norm min-
imization in (12) can exactly solve the ill-posed inverse
problem based on the prior knowledge of sparsity and or-
thogonality under noiseless cases.
More specifically, we randomly simulate k basis shapes
B1, · · · ,Bk ∈ R3×p (p is varying, k = 50) with en-
tries sampled independently from the normal distribution
N (0, 1), and simulate k rotation matrices R1, · · · ,Rk as
well as coefficients c1, · · · , ck. Only z randomly-selected
coefficients are nonzero with values sampled from the uni-
form distribution U(0, 1). Then, M i = ciR¯i ∈ R2×3 and
W =
∑k
i=1M iBi. We use W as the input and solve
(12) to estimate M is. The solution is regarded as exact if
‖Mˆ − M˜‖F /‖M˜‖F < 10−3, where we concatenateM is
in M˜ , and Mˆ is the algorithm estimate.
Figure 1 reports the frequency of exact recovery with
varying p (number of landmarks) and z (sparsity of the un-
derlying coefficients), which is evaluated over 10 randomly-
generated instances for each setting. Note that the num-
ber of unknowns (6k) is much larger than the number of
equations (2p). The proposed convex program can exactly
solve the problem with a frequency equal to 1 in the lower-
triangular area, where the number of landmarks is suffi-
ciently large and the coefficients are truly sparse. This
demonstrates the power of convex relaxation, which has
proven to be successful in various inverse problems, e.g.,
compressed sensing [11] and matrix completion [10]. The
performance drops in more difficult cases in the upper-
triangular area. This observation is analogous to the phase
transition in compressive sensing, where the recovery prob-
ability also depends on the number of observations and the
underlying signal sparsity [16].
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Figure 2. The mean reconstruction error for each sequence of
Subject 15 from the MoCap dataset. Three methods are com-
pared: “Convex” denotes the proposed convex method; “Alter-
nate” means the alternating minimization method; “PMP” repre-
sents the method proposed in [32].
Convex Alternate PMP
Subject 13 0.259 0.293 0.390
Subject 14 0.258 0.308 0.393
Subject 15 0.204 0.286 0.340
Table 1. The mean errors over all sequences of three subjects from
the MoCap dataset.
5.2. Applications
5.2.1 Human Pose Estimation
The applicability of sparse shape representation for 3D hu-
man pose recovery has been thoroughly studied in previ-
ous work [32, 35, 18]. In this paper, we aim to illustrate
the advantage of the proposed convex program compared to
the alternating minimization widely used in previous work.
We carry out evaluation on the MoCap dataset [1] and use
the sequences from Subject 86 as training data and the se-
quences from Subject 13, 14 and 15 as testing data. All of
the selected subjects are conducting a large variety of activ-
ities such as running, jumping, boxing, basketball, etc.
Since there are thousands of training shapes, using all of
them as basis shapes is impractical. For our method, we
solve the following problem to learn a shape dictionary:
min
B1,··· ,Bk,C
n∑
j=1
1
2
‖Sj −
k∑
i=1
CijBi‖2F + β
∑
i,j
Cij
s.t. Cij ≥ 0, ‖Bi‖F ≤ 1,
∀i ∈ [1, k], j ∈ [1, n], (27)
where Bis are the basis shapes to be learned, Sis denote
the training shapes (aligned by the Procrustes method), and
Cij represents the i-th coefficient for the j-th training shape.
Convex Alternate Alternate+0
0.2
0.4
0.6
0.8
Figure 3. The barplots of estimation errors on the MoCap dataset
(Subject 15) for the proposed method (“Convex”), the alternating
minimization (“Alternate”) and the alternating minimization ini-
tialized by the convex method (“Alternate+”).
We initialize the dictionary by uniformly selecting k shapes
from the training data and locally solving (27) by alter-
nately updating C and Bis, a strategy widely used in dic-
tionary learning literature [27]. We use the 15 joints model
as shown in Figure 4 and set k = 64
We compare the proposed method to Projected Matching
Pursuit (PMP) from Ramakrishna et al. [32]1. We also im-
plement an alternating minimization method that solves the
model in (7) by alternately updating the shape parameter c
via `1 minimization and updating the pose parameter R¯ via
manifold optimization. The manifold optimization is im-
plemented with the Manopt toolbox [7] to update R¯ by the
trust-region algorithm over the Stiefel manifold. The alter-
nating minimization is initialized by the mean shape of the
training shapes. For both of the proposed method and the
alternating minimization method, we set the regularization
parameter as λ = 0.1 for all sequences.
The reconstruction error is evaluated by the Euclidean
distance between the reconstructed shape and the true shape
up to a similarity transformation. The mean errors for the
14 testing sequences from Subject 15 are shown in Figure 2.
The subject is conducting various activities in different se-
quences [1]. The proposed convex algorithm clearly out-
performs the alternative methods and achieves a stable per-
formance for all sequences. The mean error over all of the
sequences for each subject is given in Table 1.
To verify that the alternating minimization depends on
initialization, we initialize the alternating minimization
with the solution of our method. The results for Subject
15 are shown in Figure 3. The error of the alternating mini-
mization is apparently decreased with a smaller variance by
using the better initialization. The mean objective values of
alternating minimization with and without the convex ini-
tialization are 0.17 and 0.24, respectively2. The accuracy
1The code is downloaded from the authors’ website http://www.
cs.cmu.edu/˜vramakri/research.html
2The objective of the convex formulation is different and therefore not
compared.
Input Ground truth Convex Alternate PMP
Figure 4. Examples of human pose estimation. The columns from left to right correspond to the input 2D landmarks, the ground-truth 3D
pose, and the reconstructions from the proposed method, the alternating minimization, and the PMP method [32], respectively.
of “Alternate+” is worse than the convex formulation. This
might be attributed to the fact that the shape model in (8)
offers more degree of freedom than the original model in
(3) to represent complex deformation of a human skeleton.
The reconstructed poses for three selected frames are vi-
sualized in Figure 4. We can see that all methods perform
well in the first example, where the shape (walking) is close
to the mean shape (standing straight). But the accuracies of
the alternative methods degrade in the other two examples,
where the shape is far away from the mean shape, while our
method still obtains appealing reconstructions.
5.2.2 Car Reconstruction
We demonstrate the applicability of the proposed method
for 3D car shape estimation using the recently-published
Fine-Grained 3D Car dataset [26], which provides images
of cars, 2D landmark annotations and corresponding 3D
models. We concatenate the 3D models of 15 cars as the
shape dictionary and try to reconstruct the 3D models of
other cars from the visible landmarks annotated in the im-
ages (∼40 points per image). The 3D models provided
in the dataset were reconstructed by the authors instead of
true CAD models. Therefore, we only show some quali-
tative results. As illustrated in Figure 5, our method can
successfully reconstruct the models of various classes such
as sedan, SUV and pick-up truck. For comparison, we
also show the results of an alternative method proposed in
the original paper [26], which uses the perspective camera
model and nonlinear optimization. The alternative method
initialized by the mean shape performs well in the sedan
example but relatively poor in the SUV and truck examples,
where the models deviate far away from the mean shape.
Similar results were reported in the original paper [26] and
Anonnotation 2D (Our) 3D (Our) 2D (Alternative) 3D (Alternative)
Figure 5. Examples of car reconstruction. The columns from left to right correspond to the input 2D landmarks, the 2D fitted models and
3D reconstructions of the proposed method, and the results of the alternative method [26], respectively. Only visible landmarks (∼ 40 per
image) are used for shape fitting. The 3D models are visualized in novel views. The car models from top to bottom are the BMW 5 Series
2011 (sedan), the Nissan Xterra 2005 (SUV) and the Dodge Ram 2003 (pick-up truck), respectively.
the authors proposed to use the class-specific mean shape
for better initialization. Instead, our method can achieve
appealing results with arbitrary initialization.
5.3. Computational Time
Our algorithm is implemented in MATLAB and tested
on a desktop with a Intel i7 3.4GHz CPU and 8G RAM. In
our experiments, the ADMM algorithm generally converges
within 500 iterations to reach a stopping criterion of 10−4.
In the experiments of human pose estimation, for example,
the computational time of our algorithm is 0.33s per frame,
while those of the alternating minimization and the PMP
algorithm [32] are 0.44s and 3.02s, respectively.
6. Discussion
In summary, we proposed a method for aligning a 3D
shape-space model to 2D landmarks by solving a convex
program, which guarantees global optimality. Intuitively,
we adopted an augmented 3D shape model to achieve a lin-
ear representation of shape variability in 2D and proposed
to use the spectral-norm regularization to penalize invalid
cases caused by the augmentation.
The exactness of using convex relaxation for linear in-
verse problems with various assumptions, e.g., sparsity and
orthogonality, has been theoretically analyzed in literature,
e.g., [13]. In our experiments, we observed that the esti-
mates satisfied the original constraints in most cases, and
all reported results were the outputs of the proposed algo-
rithm without refinement. In cases where the relaxation is
not tight, postprocessing steps may be employed to enforce
the exactness, e.g., projecting the estimated rotation matrix
to SO(3) or forcing the basis shapes to share the same rota-
tion. This might be helpful in real applications of modeling
rigid objects, although we did not use them in our experi-
ments.
In this paper, we assume that the 2D landmarks and 3D-
2D correspondences are given. Our method can be natu-
rally extended to handle large errors in landmark localiza-
tion in practice. For examples, the `1-norm can be used to
replace the squared loss in (13) to make the model more
robust against outliers, and the optimization can be solved
by ADMM as well. Another possible solution is to use
RANSAC as proposed in [24], since the shape model can be
estimated using only a portion of the landmarks. Also, there
is a great potential to integrate the proposed shape model
with existing landmark-localization methods to simultane-
ously localize 2D landmarks and recover shapes.
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