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We study adaptive information of varying cardinal&y for linear problems defined 
on a separable Banach space. It is known that for linear problems adaptive informa- 
tion offired cardinali@ does nor help in the worst case setting. It does not help also 
in the average case setting with Gaussian measures. We prove that in the worst case 
setting a similar result holds for information of varying cardinali@. In the average 
case setting with Gaussian measures, information of varying cardinality can be more 
powerful than information of fixed cardinality. However,  optimal information has a 
structure which is almost as simple as nonadaptive information of fixed cardinality. 
We also give a condition under which varying cardinality does not help. These results 
are useful for deriving tight bounds on complexity, which is also studied in this 
paper. 0 1986 Ademic Ress. Inc. 
1. INTR~DUCT~~N 
We explain the setting of the problem using integration as an example. 
Suppose we seek an approximation to JA f(t) dt, where f is a function with 
regularity r, i.e., f E C’[O, 11. We assume that instead of knowing f, we 
have information N(f) = [f(xr), . . . ,f(~,,)], i.e., we know only n func- 
tion values. The number n of evaluations performed is called the cardinality 
of N. If n does not depend on f, we say that N is information of fixed 
cardinulity. If, in addition, the points xi are independent off, we say that N 
is nonadaptive. 
Consider now information N whose cardinality varies witif. To explain 
what we mean by this, suppose we have already computedf(nJ, . . . , f(q). 
Depending on these values, we decide whether another evaluation f(Xk+ i) is 
needed. Here the decision is made via a termination function terk, 
terk: Rk + (0, l}, which is an arbitrary Boolean function. If terk(f(xl), 
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- ,f(Xk)) = 1, th e computed values constitute the final information about 
j,‘i.e., N(f) = [f(q), . . . , f(q)]. Otherwise we compute f(xk+ I ) , decide 
whether another evaluation is needed, and so on. Note that N(f) consists of 
function evaluations whose total number n = n(f) depends on f, n(f) = 
min{k : terk(f(x,), . . . , f(xk)) = 1). This is why we say that N has varying 
cardinulity. 
Consider now information with the points Xi varying as well. More 
specifically suppose that the point xk+ 1 is chosen adaptively depending on the 
already computed values, &+, = &+l(f(xr), . . . , f(xk)). Information with 
both n and Xi’s varying with f is called adaptive information of varying 
cardinulity. For brevity we shall call such information adaptive. 
Adaptive information has a much richer structure than nonadaptive infor- 
mation. Therefore one might hope that the adaption leads to more efficient 
information. As a matter of fact, adaptive information is often used in prac- 
tice. In this paper we show that this is not the case for a number of problems, 
i.e., we prove that adaption does not help. 
What do we mean by this? Note that for the integration problem, N(f) 
consists of n(f) function evaluations. Each evaluation costs, and the more 
evaluations performed the larger the cost. On the other hand, if the number 
n(f) is finite, there are infinitely many functions p which share the same 
information, N(f) = N(f)), and whose integrals are different. This means 
that N causes intrinsic uncertainty. We wish to have information with both the 
cardinality and the uncertainty small. Thus, to say that adaption does not help 
means that for an arbitrary information N there exists nonadaptive information 
N”“” such that both the cardinality of and uncertainty caused by N”” do not 
exceed the cardinality of and uncertainty caused by N. 
In this paper we analyze the cardinality and uncertainty in two settings: 
worst and average case settings. 
First we discuss the worst case setting. In this setting, the cardinality of N 
is measured by the maximal number n(f) of evaluations among all functions 
J The uncertainty is measured as follows. Given N(f), the approximation to 
the integral is constructed by an algorithm 4, which is a mapping from N(C’) 
into R. The worst case error of 4 is defined by the maximal relative distance 
between Jbf(t) dt and the approximation 4@(f)) among all functions J 
Then the uncertainty caused by N is measured by the minimal error among 
all algorithms that use N. For this integration example we have the following 
result: 
(1.1) For any adaptive information N there exists nonadaptive information 
whose cardinality does not exceed the cardinality of N and which causes 
uncertainty no greater than N. 
We now discuss the average case setting. The cardinality and uncertainty 
are defined similarly in the average case setting as in the worst case setting 
with the exception that the “maximal” value is replaced by the “average” one. 
206 G. W. WASILKOWSKI 
That is, given a probability measure /J on fi , the average cardinality of N is 
measured by the expected value of n(f) with respect to CL, and the average 
error of 4 is measured by the expected distance between the integral and the 
approximation constructed by 4. For the integration example we have the 
following result: 
(1.2) Let /.L be a Wiener measure. Then for any adaptive information N 
there exists nonadaptive information whose cardinality does not exceed the 
cardinality of N and which causes uncertainty no greater (within a constant) 
than N. 
The results for this example follow from general results of this paper. In 
general, we study approximation of a linear operator defined on a separable 
Banach space fi. Information consists of evaluations of continuous linear 
functionals. These functionals may be chosen adaptively and their cardinality 
may depend on J In the worst case setting, result (1.1) is still valid. In the 
average case setting we have a slightly different situation: 
(1.2.1) Let /L be a Gaussian measure. Then for any adaptive information 
N there exists information N * which is as simple as nonadaptive information 
of fixed cardinality whose cardinality does not exceed the cardinality of N and 
which causes uncertainty no greater than N. 
More precisely, the cardinality of N* attains at most two different values 
i* and j*, i.e., n(f) E {i *, j*} for every f Furthermore, there exists a 
number (Y such that n(f) is determined as follows. Evaluate the first func- 
tional Li(f) and compare its value to (Y: if L,(f) I CX, then n(f) = i* and 
N(f) := N;(f), and otherwise, n(f) = j* and N(f) := N,T(f). Here N,T 
and NJ are nonadaptive information with fixed cardinalities i * and j*, re- 
spectively . 
We also give conditions under which information N* is nonadaptive of 
fixed cardinality. In particular, this holds when all continuous linear func- 
tionals can be computed and the uncertainty is measured by the expected 
value of the square of the distance between the solution and the approxi- 
mation. 
These results are needed for studying the complexity. Recall that the 
complexity of a problem is the minimal cost of computing an approximation 
to the solution with an error not exceeding a given bound. Information and 
an algorithm which minimize the cost are called optimal. As will be seen in 
Section 5, minimizing the cost is almost equivalent to minimizing cardinality 
of information provided that the uncertainty is bounded a priori. Thus, the 
results mentioned above state that optimal information is provided by non- 
adaptive information whose cardinality is fixed or attains one of two values. 
In Section 5 we also derive complexity estimates in terms of the minimal 
cardinality of nonadaptive information whose uncertainty does not exceed the 
given bound. The minimal cardinality for various problems can be found in, 
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e.g., Sacks and Ylvisaker (1968, 1970a, b), Wahba (1971, 1972), Ylvisaker 
(1975), Speckman (1976), Traub, Wasilkowski, and Wofniakowski (1984), 
Wasilkowski (1985)) Lee and Wasilkowski (1986)) Papageorgiou and Was- 
ilkowski (1986), Wasilkowski and Wozniakowski (1986). 
We now comment on the existing relevant work on adaption in the average 
and worst case settings. There are a number of papers addressing the question 
whether adaption withJixed cardinality helps (see, e.g., Bakhvalov, 1971; 
Traub and Woiniakowski, 1980; Gal and Micchelli, 1980; Traub, Was- 
ilkowski, and Woiniakowski, 1983, 1984; Kadane, Wasilkowski, and Woi- 
niakowski , 1984; Wasilkowski and Woiniakowski , 1984; Wasilkowski , 
1985; Lee and Wasilkowski, 1986). 
Varying cardinality for nonadaptive information is also studied in the 
statistical literature (see, e . g . , Blackwell and Girshick, 1959; Ferguson, 
1967; DeGroot, 1970; Darling, 1972). The problem is to find information, 
called optimal design, which is defined in relation to minimizing the expected 
loss. The loss incorporates the uncertainty and cardinality in one expression; 
most commonly, loss is a weighted sum of the uncertainty and the cardinality. 
As a typical result one proves that under suitable assumptions (e.g., Al. is 
Gaussian and the uncertainty is measured by the distance) that varying cardi- 
nality does not help. 
Our approach is different from the statistical one since we consider adap- 
tive information. In addition, we want to find information of minimal cardi- 
nality which guarantees a desired uncertainty. This explains why the result 
(1.2.1) differs from the statistical one mentioned above. 
Why is it important to know whether adaption and varying cardinality help? 
There are a number of reasons which include: 
(i) Complexity. In order to derive tight bounds on complexity one 
needs to know optimal information. In particular, if adaption and varying 
cardinality do not help, then in deriving complexity bounds one can restrict 
oneself to a much simpler class of information. 
(ii) Speedup for parallel computation. Adaptive information (of fixed 
or varying cardinality) is ill-suited for parallel computation, whereas non- 
adaptive information of fixed cardinality is naturally decomposable and can 
be computed very efficiently in parallel. 
(iii) Intrinsic mathematical interest. Adaptive information of varying 
cardinal&y is a nonlinear operator with, in general, very complicated struc- 
ture, whereas nonadaptive information of fixed cardinality is a continuous 
linear operator from Fl into R”. 
Further discussion on adaption versus nonadaption may be found in Traub 
and Woiniakowski (1984, Sect. 4). 
We summarize the content of the paper. In Section 2 we define the concepts 
of information and of an algorithm. In Section 3 we study the power of 
adaptive information in the worst case setting. The average case setting is 
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studied in Section 4. This section is divided into three subsections: 4.1 
contains basic properties of Gaussian measures, 4.2 states the main theorem, 
and 4.3 contains applications of this theorem to some specific problems. In 
Section 5 we derive tight lower and upper bounds on the complexity. We do 
this for the average case only, since for the worst case the analysis can be 
found in Wodniakowski (1985). In Section 6 we present the proof of the main 
theorem. 
2. ADAPTIVE INFORMATION OF VARYING CARDINALIT~ 
We wish to approximate Sf, where 
S: F, + F2 
is a linear operator, fi and F2 are real normed spaces. We assume that the 
problem elementfis not known. Instead, we can compute certain information 
N(f) aboutf. Assume N is many-to-one; knowing N(f) we do not knowf. 
Hence N causes an uncertainty. We study the power of four classes of 
information: 
nonadaptive information of fixed cardinality, 
nonadaptive information of varying cardinality , 
adaptive information of fixed cardinality , 
adaptive information of varying cardinality. 
We say that N is a nonadaptive information ofJixed cardinality, for brevity 
called nonadaptive information, iff 
N(f) = [h(f), b(f), . . . , b(f)], for everyf E F,, (2.1) 
where k is a fixed integer and L,, Lz, . . . , Lk are linear functionals. We 
stress that k is independent off and that Li is chosen independently of L,, 
. . . ) Lk-, for i = 2, 3, . . . , k. The number k of functional evaluations is 
called the cardinality of N. 
As a natural generalization we consider information where the number of 
evaluations depends on f. Computation of such information consists of a 
number of steps. In each step, depending on already computed L1 (f) , . . . , 
Li (f) , we make a decision whether another evaluation Li+ 1 (f) is needed. The 
decision is made through a Boolean function teri: R’ + (0, 1). If teri(Lr( f), 
. , Li(f)) = 1 wedonot calculate Li+l(f), and[L1(f), . . . , Li(f)]is the 
final information about f. Otherwise, if teri(Li(f), . . . , Li(f)) = 0, we 
compute Li+l(f), decide if another evaluation Lit2(f) is needed, and so on. 
A formal definition of such information is as follows. 
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We say that N is nonadaptive information of varying cardinality iff 
N(f) = [L,(f), b(f), . . . , L(,if)l, (2.2) 
where n(f) satisfies 
n(f) = min{i : teri(Li(f), . . . , L{(f)) = l}. (2.3) 
Here L,, L2, . . . are linear functionals as in (2. l), and teri, ter2, . . . are 
Boolean functions, 
teri: R’ + (0, 1). (2.4) 
Note that N(f) consists of n(f) functional evaluations with n(f) chosen 
dynamically depending on f and the functions teri. To illustrate the com- 
putation of N(f) we use a pseudo-Pascal notation: 
begin i := 0; 
repeat i := i + 1; compute yi := L;(f); 
until teri(yl, . . . , yi) = 1; 
N(f) := [Yl, . . . 9 YiI 
end 
Since the functions teri determine the end of computing N(f), we call them 
termination functions. The number n(f) is called the cardinulity of N atf. We 
shall often write n (f, N) to stress that the cardinality n(f) depends on the 
functionals Li and the termination functions teri, that is, on N. 
In the above definitions the functionals Li are fixed. That is, although the 
cardinality n (f, N) may vary, thefinctionals do not. However, information 
with adaptively chosen functionals Li is often used in practice. We now define 
such information. We say that N is adaptive information of varying cardi- 
nulity, for brevity called adaptive information, iff 
N(f) = L(f), Ldf; ydf)), . . . 9 L&f; y,(f), . . . , yno,-df)>l, (2.5) 
where y*(f) = L,(f) and yi(f) = Li(fi yl(f), . . . , Yi-l(f)). We assume 
that for each fixed y = [yi, . . . , yi-11 E R’-‘, the functionals 
Li,y = Li(‘; ~1, . . . 3 .Y-1): fi + R 
are linear. The cardinality n(f) = n (f, N) is defined by termination func- 
tions teri as before. 
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The essence of (2.5) is that the ith evaluation Li(fi yi(f), . . . , yi-r(f)) 
depends on the previously computed values y,(f), . . . , y+,(f). This ex- 
plains the name adaptive. If it (f) is fixed in (2.5) then N is called adaptive 
information of jixed cardinal@. 
We end this section by defining the concept of an algorithm. By an algo- 
rithm that uses N we mean any mapping 4, 
4: N(F,) + Fz. (2.6) 
Then, given N(f), the approximation x(f) constructed by 4 is given by 
x(f) = 40(f)). 
3. WORST CASE SETTING 
We prove that in the worst case setting adaption does not help. That is, we 
prove that for any adaptive information N of varying cardinality there exists 
nonadaptive information of fixed cardinality whose cardinality and uncer- 
tainty do not exceed the cardinality and uncertainty of N. 
We now precisely define the cardinality of N and uncertainty caused by N 
in the worst case setting. We define the cardinality of N as the number of the 
functional evaluations for the hardest element f. That is, the (worst case) 
cardinal@ of N is defined as 
c=cWN) = ;I[ n(f, N). 
Next, we define the uncertainty caused by N. In the worst case setting the 
error of an algorithm 4 is defined by 
e”‘(c#~, N) = sup II Sf - 40(f)) II 
f-1 Ilf II . 
(3.1) 
Note that this is a relative error. It is known (see Traub, Wasilkowski, and 
Woiniakowski , 1983) that this error is equivalent to ew(+, N) = 
sup{ll sf - d@(f)) II : f E fi, IIf II 5 1). 
The uncertainty caused by N is defined as the minimal error among all 
algorithms that use N, 
r”(N) = inf(e’“(4, N) : 4 that use N}. 
The quantity r”(N) can be defined without the concept of an algorithm, and 
because of its geometrical interpretation, r”‘(N) is called the radius of N (see 
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Traub and Woiniakowski, 1980; Traub, Wasilkowski, and Woiniakowski, 
1983). 
We now prove that adaption and varying cardinality do not help. We shall 
do this by constructing special nonadaptive information of fixed cardinality 
which is as powerful as adaptive information. More specifically, let N be 
adaptive information of varying cardinality. Let k be the cardinality of N for 
the zero function, i.e., 
k = n(0, N). 
Take 
N”” = [,&, . . . , I&]. 
Obviously, N”” is nonadaptive information of fixed cardinality that uses the 
first k functionals of N, with the parameters vi(f) fixed and equal to zero. 
PROPOSITION 3.1. 
cardw(Nno”) I card”(N) and r”(N”““) 5 2?(N). (3.2) 
Proof. Since the proof technique is similar to the one in Traub and 
Woiniakowski (1980), we only sketch it. 
Let V(0, N) = {f E F, : N(f) = 0). Then 
Furthermore, from Traub and Woiniakowski (1980) and Traub, Wasil- 
kowski, and Woiniakowski (1983) we know that for N”“” 
IIVI r’“(N”““) 5 2 sup - 
fEker0’“““) llfll ’ (3.3) 
Since ker(N”““) = V(0, N), this completes the proof. n 
Remark 3.1. Using a slightly different proof technique, one can prove 
Proposition 3.1 without referring to the result (3.3). Instead, the result that 
adaptive information of fixed cardinality is no more powerful than non- 
adaptive information of fixed cardinality is needed. Such a result holds also 
for some nonlinear operators S or for other definitions of algorithm errors, 
including the average case and probabilistic errors (see, e.g., Kadane, Was- 
ilkowski, and Woiniakowski, 1984; Wasilkowski and Woiniakowski, 1984; 
Wasilkowski, 1984, 1985; Lee and Wasilkowski, 1986). Hence, adaption 
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and varying cardinality do not help for more general classes of problems and 
for more general errors than (3.1)) as long as cardinality of N is measured by 
the worst case. 
The last inequality in (3.2) often holds without the factor 2. For instance, 
this is the case when either 4 or FZ is a separable Hilbert space, or when the 
error of an algorithm is defined in an average or probabilistic sense. 
4. AVERAGE CASE SE-ITING 
Measuring the power of information by its worst case cardinality and its 
worst case radius might be too pessimistic. In this section, therefore, we study 
the power of information by analyzing its cardinality and radius olt the 
average. 
In this section we assume that F, is a separable Banach space. We also 
assume that we are given a probability measure p defined on the o-field B (4) 
of Bore1 sets from F,. By the average cm-din&y CJJM we mean the average 
value of n(f, N), i.e., 
Now we define the uncertainty caused by N in the average sense. Let E, 
called the error function, be an arbitrary function 
E: fi E R, 
so that E (S ( l ) - g) is Bore1 measurable for every g E F2. The error of an 
algorithm 4 is defined by 
eavg(+, N) = 
I 
E(W) - 4(N(F)!Mdf). 
FI 
The uncertainty caused by N in the average case setting is defined as the 
minimal error among all algorithms that use N, 
P’g(N) = inf{eavg(& N) : 4 that uses N}. 
As in the worst case setting, P’g(N) can be defined without the concept of an 
algorithm, and because of a geometrical interpretation it is called the average 
radius ofN (see Wasilkowski, 1983). 
To guarantee that the average radius of N is well defined, it is sufficient to 
assume that the functionals Li,y are continuous for every fixed y E R’-‘, and 
the functionals Li(f; l , . . . , l ) are Bore1 measurable for every fixedf E Fl . 
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We make these assumptions for the remainder of this paper. For the rest of 
the paper we also assume that the probability measure p is Gaussian, and that 
the error function E is chosen so that 
I E&f - d/-d@) < w, for every g E F2. fi 
Then P”g(N) < cc for any information N. 
4.1. Basic Properties of Gaussian Measures 
Recall that for an arbitrary probability measure p its characteristic func- 
tional $I,, is defined by 
(G;(L) = 1, expW (f)b (4) y foreveryL E Fr, i = m, 
where F: is the dual space to Fl, i.e., the space of all continuous and linear 
functionals L: F, + R. The probability measure p is said to be Gaussian iff 
its characteristic functional is of the form 
h(L) = exp{iL (a> - L (W/2), for every L E F f , 
for some element a E Fl and a linear operator V: F ;” + 4. Then a is equal 
to the mean element mp and V is equal to the correlation operator C, of p, 
(see, e.g., Vakhania, 1981). Recall that mP and C, are defined by 
L(m,) = F, L(fh4(df)9 I for every L E F:, 
W&Z) = 4 Ldf - m,)W - qh4-!f)~ 
I 
for every L,, L2 E FT. 
Since C, is symmetric and nonnegative definite, it generates the following 
semi-innerproduct and semi-norm on Ff: 
(L19 up = wqd3, Ml; = (Ll, up. 
Without loss of generality we shall assume that the mean element m, of p is 
zero. Then 
(Ll, Ldp = I, Mf)L*(f)P(df) and lILtI = I, L2W-4(df). 
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To state the theorem we need some basic definitions. Let A be a class of 
permissible functionals, i.e., the class of functionals which can be evaluated 
for every element j. We say that information N is permissible (with respect 
to A) iff Li, Y E A for every y, and L; (f; l , . . . , l ) is Bore1 measurable for 
every f E Fl. Thus, A C F T. For some ‘problems, one can assume that 
A = F:. For other problems, such as integration, it is natural to assume that 
A consists only of function and derivative evaluations. In this case, A is a 
proper subset of F: . 
By the kth minimal (average) radius we mean the minimal average radius 
among all nonadaptive information which are permissible and have cardi- 
nality fixed and equal to k. That is, 
Pg(k) = inf{Pg(N) : N = [Ll, . . . , &I, Li E A}. 
To avoid some unimportant complications we assume that the infimum is 
attained. That is, for every k there exists nonadaptive permissible information 
N$ of fixed cardinality k whose average radius equals P@(k). Such N: is 
called kth optimal nonadaptive information. 
As we shall see, the convexity of the sequence of P’s(k) will play an 
important role. By the convexity of a sequence of real numbers & we mean 
pk 5 (Pk-I + Pk+,)/& for every k 2 2. 
As can be proven by induction, this is equivalent to 
for any i,j, and t such that t E [0, l] and n = ti + (1 - t)j is an integer. We 
say that {p}km=l is semiconvex iff there exist positive numbers A, B and a 
convex sequence {01)~=, such that 
A& 5 Pk 5 ihI&, for every k. 
THEOREM 4.1. Let N be arbitrary adaptive permissible information of 
varying cardinal@ with finite cardavg(N). 
(i) Let the sequence of kth minimal radii be convex. Then the nth 
optimal nonadaptive information N,* with n = Icardavg(N)l is as powerful as 
N, i.e., 
p’g(N,*) % ravg(N). 
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(ii) Let the sequence of kth minimal radii be semiconvex. Then for n 
and N,* as above we have 
ravg(N$) I zr”‘g(N). 
(iii) In general, there exists nonadaptive permissible information N * 
whose cardinal@ n(f) attains one of at most two values and which is as 
powerful as N, i.e., 
carP(N *) I cardavg(N) and P’g(N*) I P”g(N). 
The proof of this theorem is deferred to Section 6. 
4.3. Applications 
We present three applications of Theorem 4.1 for which (i), (ii), and (iii) 
hold respectively. 
Unrestricted Information. Suppose that F2 is a separable Hilbert space 
and E(g) = ttdt* f or every g E F2. Suppose that S is continuous and that 
there are no restrictions on information, i.e., A = FT. 
For g E F2 define 
$f = @fY ET), for every f E Z$. 
Here ( l , 0) is th e innerproduct in F2. Define the operator KY 
Kg = SC,S,, for every g E 4. 
Note that K: F2 + F2 is linear, symmetric, and nonnegative definite. It is also 
of finite trace, since llf[j* is integrable and 
trace(K) = IF, Il~fi*cL(df) 5 IiS/* I, Ilfll*r-L(df). 
Let el, e2, . . . be the orthonormal eigenelements of K corresponding to the 
eigenvalues @I 2 p2 2 * * . 2 0. Take LF = Sei and 
W(f) = [G(f), . . . , Lk*(f)l, for every f E fi. 
From Papageorgiou and Wasilkowski (1986) we know that NC is kth optimal 
and that 
ra”g(N,*) = ravg(k) = C pj. 
j=k+ 1 
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Note that P”g(k + 1) - 2r”“g(k) + P’s@ - 1) = & - &+, 2 0. Thus, the 
minimal radii are convex, and due to Theorem 4.1(i) we obtain 
COROLLARY 4.1. If A = FT, F2 is a separable Hilbert space and 
E(g) = 118112~ ht en nonadaptive information is as powerful as adaptive infor- 
mation. 
Integration on Wiener space. For a nonnegative integer p, let fi = 
{f E P[O, l] : f(j)(O) = 0 for j = 0, . . . , p} and let Jo be the standard 
Wiener measure placed on p th derivatives, i.e., 
/L(A) = w({f’P’ : f E A}) 7 for every A E B(fi), 
where w is the standard Wiener measure on B(C[O, 11). Let 
and let E(g) = 1 g I. We assume that A consists of function and derivative 
evaluations. 
The semiconvexity of P”g(k) follows from 
(see, e.g., Sacks and Ylvisaker, 1970b; Lee and Wasilkowski, 1986). Fur- 
thermore, we know that 
N;*(f) = [f($ . . . 7f(&)] 
is almost optimal, i.e., ravg(Nk**) = O(k- (P+ ‘I). Hence, from Theorem 4.1 (ii) 
we obtain 
COROLLARY 4.2. For the integration problem, nonadaptive information 
consisting of n function values at equally spaced points is, within a constant, 
as powerful as adaptive information. 
Varying Cardinal@ May Help. This application illustrates (iii) of The- 
orem 4.1. Before presenting it, we would like to comment on result (iii). This 
result states that instead of adaptive information of varying cardinality one 
can use nonadaptive N* whose cardinality attains at most two values. In 
Section 6 we exhibit N*. From its construction it will be clear that N*, 
although of varying cardinality, has desirable features possessed by any 
nonadaptive information. We stress that despite the fact that N* has structure 
similar to information of fixed cardinality, it may be much more efficient than 
nonadaptive information of fixed cardinality for some class A of permissible 
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information operators. This is illustrated by an especially constructed applica- 
tion . 
Consider the following problem. Let 4 = F2 = R” for an integer m. Let 
p be the Gaussian (Normal) probability measure with mean zero and covar- 
iance operator (matrix) C, whose eigenvectors are el, . . . , e,, and eigen- 
values are j3, = p2 = 1 and p3 = . . * = Pm = x, for large x. Let Sei = ei 
for i = 1, 2, and Se; = 0 otherwise. Let E(g) = 11 g 11’. Let the permissible 
functionals be given by innerproducts with el, and e2 + e3, . . . , e,-l + e, 
and e, . That is, 
A = {(*, e,), (  l , e,), (  l , ei + f?i+fi) : i = 2, . . . , m - 1). 
Itiseasytoverifythatravg(k) =x/(x + k - l)fork = 1,. . . ,112 - 1, 
and P”g(m) = 0. Suppose we seek information whose average radius does not 
exceed E, for E = x/(x + m). Let N* be nonadaptive information whose 
cardinality attains two values: with probability E, N* is equal to 
NT = k e,)], and with probability 1 - E, N* is equal to N$. Then 
P”g(N*) = E and cardavg(N*) = E + m (1 - E) = (x + m2)/(x + m). On 
the other hand, any information N of fixed cardinality whose average radius 
does not exceed E has cardinality at least m. This means that for x large, N* 
is much more efficient than any information N of fixed cardinality, since 
cardavg(N *) = 1 4 m = card”‘g(N). We summarize this in 
COROLLARY 4.3. For the problem described above, varying cardinal&y 
helps essentially. 
5. COMPLEXITY 
We obtain tight lower and upper bounds on the complexity. We do this for 
the average case only, since for the worst case the analysis can be found in 
Woiniakowski (1985). These bounds hold for the general problems studied 
in this paper, i.e., for linear solution operators, arbitrary classes of permis- 
sible information, measurable error functionals, and Gaussian measures. 
Suppose we want to approximate S’with an average error not exceeding a 
given accuracy E. 
We assume the following model of computation: 
(i) for everyfand every permissible functional L, L E A, the cost of 
computing L(f) is fixed and equal to c, 
(ii) simple operations (such as addition in F2, multiplication by a sca- 
lar, comparison of real numbers, etc.) are permissible and cost unity. Usually 
c is much larger than 1. 
For given N and 4, let cost(N, f) denote the cost of computing N(f), and 
let cost(4, N(f)) denote the cost of using the computed y = N(f) to get an 
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approximation 4( y ). Let cost(N, 4, f) denote the cost of applying N and 4 
tof, i.e., 
cosw, $9 f) = cosw, f> + co445 N(f)). 
The average cost of N and $ is defined as 
cosP’g(N, 4) = 
I co@, 4, f)p (47. 4 
The average e-complexity is defined as 
compavr(e) = inf{cosP(N, 4) : eavg(N, 4) I E}. 
We say that N” and Cp” are optimal iff 
cosPg(N’, 4”) = compavs(e) and e”g(N”, 4”) 5 E. 
A lower bound on compavg(e) may be obtained as follows. Let cardavg(e), 
called the (average) e-cardinality, be the minimal average cardinality of 
information with the average radius not exceeding E, i.e., 
cardavg(e) = min{card”‘g(N) : P”g(N) I E}. 
Note that for every N and 4 
co~t”‘~(N, 4) 2 c * card”“g(N). 
Hence, as an immediate conclusion, we get that 
compavg(e) 2 c * cardavg(E). (5.1) 
From Theorem 4.1 we know that cardavg(e) is the average cardinal@ of 
nonadaptive information N * whose cardinality has one of at most two values 
and whose average radius does not exceed E. For such information the ex- 
pected cost of computing N*(f) does not exceed c * cardavg(e) + 1. Further- 
more, the expected cost of the p- spline (or translated /.L- spline) algorithm C& * 
that uses such information does not exceed 2 cardavg(e), since it is a linear (or 
affine) algorithm (see Lemma 6.2). Hence, 
cosP(N *, 4 *) I (c + 2)card”‘g(e) + 1 = c * cardavs(e) . (5.2) 
Finally, recall that the average error of c$* is equal to the radius of informa- 
tion N*, and therefore does not exceed E. This means that the C#J* that uses 
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N* solves the problem with average error E, and its expected cost is close to 
c * card”‘g(e). If the kth minimal radii are convex then Theorem 4.1 (i) yields 
that N* is nonadaptive with fixed cardinality rr * = Icard”“g(e)l. We sum- 
marize these results in 
PROPoSITION 5.1. (i) We have the following bounds on the average 
e-complexity: 
c * card”g(e) 5 comp”g(e) 5 (c + 2)card”‘g(e) + 1. (5.3) 
Thusforc % 1, 
compavg(e) = c * cardavg(e). 
(ii) The translated CL-spline algorithm that uses nonadaptive information 
N * whose cardinality has one of at most two values has almost minimal cost, 
compavg(e) = costa”g(N *, +*) = c * cardavg(e). (5.4) 
(iii) Let the kth minimal radii be convex. Then the translated p-spline 
algorithm that uses lcard”‘g(e)lth optimal nonadaptive information has almost 
minimal cost, 
compavg(E) = costavg(N*, +*) = (c + 2)rcarda’s(e)1. (5.5) 
We now estimate the average E-cardinality in terms of the nth minimal 
radii ra”g(n). These estimates may be useful, since the nth minimal radii have 
been found for a number of problems; see the papers cited in the Introduction. 
Let mavg( 0) be the inverse function to ravg( l ), i.e., 
mavg(e) = min{n : ravg(n) I E}. 
Then we have the following proposition suggested by Wozniakowski 
(1986b). 
PROPoSITION 5.2. 
I card”g(e) I maVg(e). (5.6) 
Proof. The second inequality is obvious. Thus, we need only prove the 
first one. From the proof of Theorem 4.l(ii) we get that 
card”g(e) 2 min {ia + j (1 - a) : 1 I i 5 j, 
a E [0, 11, aravg(i) + (1 - a)ravs(j) 5 E}. 
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Suppose that the above minimum is attained for i *, j * (i * I j *) and a *. 
Obviously, i* I mavg(E) I j*. Take x > 1. If T(i*) 5 XE, then 
i* 2 maYg(xc), and therefore 
cardavg( l ) 2 m “‘e(xc). 
If Pg(i*) > XE, then XEU * < a *ravg(i*) + (1 - a *)ravg( j*) 5. e implies 
that xu * I 1. Hence, 1 - a* L (x - 1)/x, and consequently 
cardavg( e) L 
X-l x- 1 
-j*r- 
X 
x mavg(e). 
Since this holds for any x > 1, the proof of the proposition is complete. n 
We illustrate this proposition by the following two examples. 
EXAMPLE 5.1. Suppose that the minimal radii satisfy 
fw(k) = k-P for somep 2 1. 
Note that this sequence is convex, and Theorem 4.1 guarantees that 
ma”g(e) = [card”‘“(e)]. We have chosen such a sequence to see how tight the 
estimates of Proposition 5.2 are. Note that 
Proposition 5.2 yields that 
carPg(e) L sup min 
c-1 {i&l?%l} 
2 ($ - l)h{l -;, $}. 
Hence, taking x = p we get 
mink -i, &} (mavg(E) - 1) 5 cardavg(e) 5 mavg(E). (5.7) 
Note that for p large, both 1 - l/p and m are close to 1, and then 
Proposition 5.2 gives rather tight estimates of the average cardinality. 
We end this section by an example with nonconvex minimal radii. 
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EXAMPLE 5.2. Suppose that the minimal radii satisfy 
ravg(k) = exp{-AP}, for A > 0,~ L 1. 
Such minimal radii occur when the error of an algorithm is defined in a 
probabilistic sense, i.e., with E(g) = 1 if llg 11 > E, and E(g) = 0 otherwise 
(see Woiniakowski, 1986a). It is easy to see that for E < 1, 
Hence Proposition 5.2 yields that 
card”‘g(e) L sup min 
15X51/C 
Then taking x = ln( 1 /E) we get that 
cardavg(e) 2 (m”‘g(e) - l)min(l + &, dl + In ‘zye)}. 
Thus, for E small we have tight estimates, 
6. PROOF OF THEOREM 4.1 
Let N be given adaptive information of varying cardinality, 
N(f) = [LO), . . . 7 L(df; y,(f), . . . 9 ~ncn-df))] 
as in (2.5). Without loss of generality we assume that the functionals Li are 
orthonormal with respect to ( l , •)~. That is, for everyf E F1, 
&,y, Lj,y)p = &,jv foralli,j = 1, . . . , n(f), (6.1) 
where Y = [YI, . . . , yntnl = LW, . . . , L&C yl, . . . , Y~(~)-~I ad 
Li,y = L( l , yi, . . . , vi-i), as in Section 2. 
Fork= 1,2,. . . , let hk be the Gaussian (Normal) measure on B(R’) 
with mean element zero and correlation operator (matrix) identity, 
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Let Bk = Bk(N) be the set of all data for which exactly k evaluations are 
performed, i.e., 
Bk = {N(f) : f E fi and n(f) = k}. (6.2) 
Obviously, Bk E B(Rk) and 
Bk = { y = [ yl, . . . , yk] E Rk : terk( yi, . . . , yk) = 1 
and ter;( y,, . . . , yi) = 0 for i 5 k - 1). 
We have 
LEMMA 6.1. For N satisfying (6.1), 
carda’s = 2 khk(Bk). 
k=l 
Proof. Let Ak = {f E F, : n(f) = k}. Then 
cardavg(N) = 
I 4 
n(f)P(df) = 2 kE.L(Ad. 
k=l 
Note that j.~ (&) = /AN;’ (&), where Nk consists of the first k evaluations of 
N, 
k(f) = b(f), . . . 9 Lk(fi Y,(f), . . . 3 yk-l(f))], for every f E fi. 
(6.3) 
It is known that PN;’ = hk (see, e.g., Wasilkowski, 1984). This completes 
the proof. n 
We now analyze the radius of N. For k = n(f, N) and y E Rk, let 
flk = ok( y, N), called the p-spline element, be defined by 
uk = f: yjcpLj,y . 
j=l 
(6.4) 
Note that o, E F,, and Nk(Ck) = y, where as in the proof of Lemma 6.1 (see 
(6.3)), Nk consists of the first k evaluations of N. For other properties of the 
,d-spline elements we refer to Wasilkowski and Woiniakowski (1984). Let 
#i(Y) = s(ak(Y, NJ). 
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The p-spline algorithm is defined by 
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with k = n(f, N). (6.5) 
Let K( l 1 y, N) be the Gaussian measure on B (fi) with mean element zero 
and correlation operator 
Ck,,L = C,L - 2 (L9 Lj,y)pCpLj.y. (6.6) 
j=l 
LEMMA 6.2. There exist elements gk E 6, k = 1, 2, . . . , such that the 
translated j.&-spline algorithm 4*, &f = 4: + gk, is optimal, i.e., 
ravg(N) = eavg(+*, N) = i 1 (, E(Sf - &h’ddfl Y, N) Ad@). (6.7) 
k=, Bk 6 
Proof. Since the proof is similar to the proof of Theorem 4.1 in Was- 
ilkowski (1985) and Theorem 2.1 in Lee and Wasilkowski (1986), we omit 
it. n 
Note that for nonadaptive N of fixed cardinality k, the measure yk does not 
depend on y and, therefore, 
ravg(N) = F, E(Sf - &)Yk(df(OI N). 
I 
(6.8) 
Using this we can rewrite (6.7) for nonadaptive N of varying cardinality as 
ravg(N) = 2 ravg(Nk)&(&), (6.9) 
k=l 
and for arbitrary adaptive N 
ravg(N) = k$l j-, ravg(N&k(dy). 
Here 
N k,y = [‘%,y, . . . 7 Lk,yl 
(6.10) 
is nonadaptive and uses the first k functionals of N with yi (f)‘s fixed and equal 
to the corresponding coefficients yi’s of y. Applying the mean value theorem 
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to (6.10) we get that there exist yk E Bk such that 
I Bt ravg(Nk,y)hk@y) 1 ravg@k,y$k@k), k= 1,2,. . . 
For brevity, we denote Mk = Nk, rt. Hence we have the following 
LEMMA 6.3. 
ravg(N) 2 2 ravg(Mk)hk(&). 
k=l 
(6.11) 
We are ready to prove Theorem 4.1. 
Proof of Theorem 4.1. Let N be arbitrary information with finite 
card”“g(N) . Let 
r = inf 2 ravg(Mk)Uk : ‘& 2 0, i uk = 1, c kUk 5 cardavg(N) . 
k=l k=l k=l 
(6.12) 
Since the hk(Bk) are nonnegative and their sum equals one, Lemmas 6.1 and 
6.3 imply that 
ravg(N) 2 r. 
The constant r is defined by a linear programming problem which has infinite 
number of parameters &. We prove that for SUffiCiently huge m, 
r = min i ravg(M&zk : uk 2 0, 2 uk = 1, i kUk 5 cardavg(iV) . 
k=l k=l k=I 
(6.13) 
Let n = rcard”‘Qr)l. Without loss of generality we assume that ravg(Mk) < 
ra”g(Mn-J, for k 2 n. Thus, there exists a positive constant c such that 
raVg(Mk)( 1 + C) < ravg(Mn-J, k 2 n. (6.14) 
Let 
I n(1 + c) - 1 m= C 1. (6.15) 
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Take an admissible solution {Q};= 1 with a,,,* > 0 for some m * > m. Since 
the sum of kak does not exceed n, aj > 0 for some j 5 n - 1, Let 
am* 
f=minaj,l+c . 
{ 1 
Consider now {a~}~z=l with a: = ak for k f!G {j, n, m*}, ai* = aj - t, 
a,* = a, + t(1 + c), and a,*. = a,,,* - tc. This is an admissible solution. 
Indeed, 
at rO,foreveryk, and iat= 1, 
k=l 
as easily seen from the definition of t. Furthermore 
i ka: - 2 kak = t((1 + c)n - j - cm*) 
k=l k=l 
I tc(((1 + c)n - 1)/c - m*) 5 tc(m - m*) 5 0. 
Hence {a,*}~=, is admissible. Note that 
i ravg(Mk)a~ - 2 ravg(Mk)ak 
k=l k=l 
= t(1 + C)ravg(Mn) - Wavg(Mj) - fCr”‘(M,*) 
5 t{(l + C)r”‘g(MJ - ra”g(M,-1)). 
This shows that {ak}~=i with positive a,,,*, for some m * > m, is not a solution 
of the minimization problem (4.11). Thus, (6.13) is proven. 
The minimum (6.13) has a solution with at most two active constraints, 
i.e., 
r = ravg(Mi*)a* + ravg(Mj*)(l - a*), 
for some i* I j* and a* = (j* - card”g(N))/(j* - i*) if i* <j*, and 
a* = 1 if i* = ‘* 
We are ready io construct the information N* from Theorem 4.l(iii). Let 
Mi* = [Ll,it, a e . 3 Li*,it] and Ml* = [Ll,j*, * . . 9 Lj*,j*]* 
Let A be any Bore1 set from R whose Al- measure equals a *. Since 
Ll,i* = Ll,j*, we cm define 
N*(f) = 
M,*(f), if Ldf) E A, 
Mj.(f), otherwise. 
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Obviously, card*“g(N*) = card’“g(N) and ravs(N*) = r I +(N). This 
completes the proof of part (iii). 
To prove part (ii), suppose that the minimal radii are semiconvex. Let r ’ 
be defined in a similar way as r in the proof of (iii) with ravg(Mk) replaced by 
ravg(k). Since r”“r(k) 5 ravr(Mk), 
ravg(N) 2 r’ = min{r”g(i)u + r”“(j)(l - u) : i I j, a E [0, 11, 
iu + j( 1 - a) I cardavg(N)}. 
Since ravg(k) L Aat, 
r’ 2 A min{cuia + aj(l - U) : i I j, a E [0, 11, ia + j(l - a) 
= card”g(N)}. 
Let c denote the value of the last minimum. We prove that it is attained for 
j = n = fcard”‘s(N)l and i = n - 1. For i 5 n - 1 and j B n, let 
c(i,j) = (YiU + Ctj(l - U) with u = j - c~davgW j-i ' 
Then c = min{c(i, j) : i I n - 1 and j L n}. Note that 
c(i, j) - c(i, n) = card”‘g(N) - i 
n-i ’ 
Set t = (j - n)/(j - i). Then t E [0, 11, 1 - t = (n - i)/(j - i), and 
n = if + j(1 - t). Thus, convexity of ok yields that c(i, j) - c(i, n) 2 0, 
and therefore c = minis,-lc(i, n). Using a similar proof technique, it is easy 
to show that c(i, n) - c(n - 1, n) 2 0. Thus c = c(n - 1, n), as claimed. 
Since the minimum is attained for i = n - 1 and j = n, it is not smaller 
than (Y, . Consequently, ravg(N) 2 Aa,. Since CX, 2 P”g(Nn* )/B, we con- 
clude that 
This completes the proof of (ii). 
Part (i) is an immediate conclusion from (ii), since for convex minimal 
radiiwehaveA =B = 1. n 
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