Abstract: Let be a holomorphic mapping between complex unit balls. We characterize those regular for which the composition operators C : → • map the Bloch space into the Hardy space.
Introduction
Let H(B ) denote the space of holomorphic functions on the unit ball B of C , ∈ N.
Spaces under consideration
The Bloch space B(B ) consists of those functions ∈ H(B ) for which 
Bloch-to-Hardy composition operators

Given a holomorphic mapping : B → B , ∈ N, the composition operator C : H(B ) → H(B ) is defined as (C )( ) = ( ( )) ∈ H(B ) ∈ B
The starting point for the present paper is the following theorem.
Theorem 1.1 (Kwon [8, 9]).
Let 
Observe that the integral in (3) is the hyperbolic analog of the Littlewood-Paley -function.
We extend Theorem 1.1 to the holomorphic mappings : B → B with arbitrary ∈ N. For = 1, such results are obtained in [9] . However, the Bloch-to-Hardy problem becomes more sophisticated when ≥ 2. In fact, a closely related question is the Bloch-to-BMOA problem, see, for example, [2] . So, for ∈ N, a rather technical argument is applied in [4] to characterize the bounded and compact composition operators C : B(B ) → BMOA(B ) in terms of the Carleson measures. In [4] , the holomorphic mapping : B → B is supposed to have a regularity property of the following type: there exist constants ∈ (0 1) and τ > 0 such that
Imposing the above regularity restriction on , we prove that analogs of (1)-(3) are equivalent when 0 < ≤ 1 and ∈ N. Similar results hold for all > 0 and for the composition operators C : B(B ) → A 2 (B ), where A 2 (B ) is a sufficiently small weighted Bergman space.
Comments: Bloch-to-Hardy versus Bloch-to-BMOA
Several solutions of the Bloch-to-BMOA problem were recently given in [6, 7] for an arbitrary holomorphic mapping : B → B , ∈ N. However, the proofs in [6, 7] depend on the Möbius-invariance of BMOA(B ). In fact, it is crucial that BMOA(B ) is the Möbius-invariant analog of the Hardy space H (B ) for any > 0. So, the corresponding arguments are not directly applicable in the Bloch-to-Hardy setting. Nevertheless, we use Lemma 2.1, a technical lemma from [7] .
Composition operators and growth spaces
For β > 0, the growth space A −β (B ) consists of ∈ H(B ) such that
In a sense, the Bloch space B(B ) is an extension of the scale {A −β (B )} β>0 to the end-point β = 0. So, we also consider composition operators from the growth spaces to the Hardy and Bergman spaces.
Organization of the paper
Section 2 contains auxiliary results. Bloch-to-Hardy composition operators are investigated in Sections 3-4. Regular Bloch-to-Bergman compositions are characterized in Section 5. Composition operators on the growth spaces are studied in Sections 6 and 7.
Preliminaries
The Bloch space
is an equivalent norm on B(B ). If ∈ B(B ), then
See, for example, [16] for further details and proofs. A key technical tool of the present paper is the following existence lemma.
Lemma 2.1 ([7, Lemma 3.2]).
Let ∈ N and 0 < < ∞. Then there exist constants J = J( ) ∈ N, τ > 0 and functions F ∈ B(B ), 1 ≤ ≤ J,
It is worth to mention that J(1) = 1 in the above lemma.
Hardy spaces
Let ∈ H(B 1 ) and 0 < < ∞. It is well known that
and
are comparable, see, for example, [17] for ≥ 1. Also, the above quantity and
Let ∈ H(B ). For ζ ∈ ∂B , the slice-function ζ ∈ H(B 1 ) is defined as follows: ζ (λ) = (λζ), λ ∈ B 1 . Note that R (λζ) = λ ζ (λ) for all ∈ H(B ), λ ∈ B 1 , ζ ∈ ∂B . Hence, integrating by slices, we obtain the following result.
Theorem 2.2 (cf. [1, Theorem 3.1]).
Let > 0 and ∈ N. Then there exist constants
for all ∈ H(B ).
Bloch-to-Hardy composition operators: general implications
Let ∈ N and > 0. The hyperbolic Hardy class H = H (B B ) consists of those holomorphic mappings
where β denotes the Bergman metric on B . Clearly, H is not linear. The classes H (B 1 B 1 ), > 0, were introduced by Yamashita [15] . Note that
Thus, ∈ H (B B ) if and only if
In the following proposition, we make no additional assumptions about . 
So, • ∈ H 2 (B ) by (6) and Theorem 2.2. Therefore, (7) holds by the closed graph theorem. 
for all 0 ≤ < 1. So, (8) holds.
Proposition 3.2.
Let 0 < < ∞ and : B → B be a holomorphic mapping. Assume that
Then (7) holds.
(B ) by (9) and (5). Thus, (7) holds by the closed graph theorem.
The gap between conditions (8) and (9) shows that the standard estimate (5) is not efficient in the study of the Bloch-toHardy problem. For arbitrary ∈ N, the equivalence of properties (6)- (8) will be proved under additional regularity restriction on the mapping .
Regular Bloch-to-Hardy composition operators
Recall that the implication (6) ⇒ (7) follows from the estimate |R( • )( )| ≤ |∇ ( ( ))||R ( )|, ∈ B . If = 1, then this inequality becomes an identity. Thus, we obtain the reverse implication with the help of the following lemma.
Lemma 4.1 ([12, Proposition 5.4]).
There exist ∈ B(B 1 ) such that
However, if ≥ 2, then analogs of Lemma 4.1 have no obvious applications to the proof of the implication (7) ⇒ (6). To overcome a similar difficulty related to the Bloch-to-BMOA problem, more sophisticated test functions are constructed in [4] , where the holomorphic mapping : B → B is supposed to have a regularity property of the following type: There exist constants ∈ (0 1) and τ > 0 such that
In fact, a slightly less stringent property is used in [4] . If (10) holds, then we say that : B → B is a regular holomorphic mapping. Clearly, all holomorphic mappings : B → B 1 are regular. One may adapt the method from [4] to show that (7) implies (6) for a regular . However, this approach gives no connection with (8), a more explicit property than (6) . Motivated by results of Kwon [9, 10] , below we prove directly that (8) implies (6) when is regular and 0 < ≤ 1. So, in the present section, several arguments are similar to those used in [9, 10] . For arbitrary > 0, we consider a modification of property (10), using ∇ instead of R.
A geometric condition sufficient for regularity
Given 0 < < 1 and a holomorphic mapping : B → B , put
For ∈ B and 0 < < 1, put I ( ) = { : ≤ ≤ 1}; that is, I ( ) is the line segment joining and . For ∈ B and 0 < < 1, the non-tangential cone J ( ) ⊂ B is defined as
The following lemma partially explains the geometric nature of property (10).
Lemma 4.2 (cf. [4, Lemma 2]).
Let : B → B be a holomorphic mapping. Assume that, for some 0 < < 1, the following property holds: for every
In other words, is regular.
To prove the above lemma, it suffices to repeat mutatis mutandis the argument used in the proof of [4, Lemma 2] . Note that Lemma 4.2 is not used in what follows, but it gives a geometric condition sufficient for regularity.
A model: is regular and = 1 Lemma 4.3.
Let : B → B be a regular holomorphic mapping. Then, for all 0 < ρ < 1,
where ν is the normalized Lebesgue measure on B ,
is the real Laplacian and G( ) is the Green function for the ball B , that is,
Observe that ∆ ρ ( ) = ρ 2 ∆ (ρ ). Below we use identity (11) for = log (1/(1 − )). Direct calculations show that
Let the constants ∈ (0 1) and τ > 0 be those provided by property (10) . If | ( )| ≤ , then we have (10), (12) and (13) guarantee that
Therefore,
for all ∈ B . Combining (11) and (14), we obtain the lemma after integration in polar coordinates.
Proposition 4.4.
Let = 1 and : B → B be a regular holomorphic mapping. Then (6) ⇔ (7) ⇔ (8).
Proof. Let (8) hold. Then
by Lemma 4.3 and Fatou's lemma. So, (8) implies (6) . It remains to apply Proposition 3.1.
Property (8) and boundary values
Given a holomorphic mapping : B → B , put
Recall that the radial limit *
for all > 0. So, if (8) holds, then
Proposition 4.6 below shows that (15) is an identity when ≥ 1. In particular, (16) is equivalent to properties (6)- (8) when is regular and = 1.
Given a function ∈ L 1 (∂B ), the Poisson integral P[ ] is defined as follows:
Lemma 4.5.
by the monotone convergence theorem. Given ∈ N, the function | ( )| 2 is subharmonic and bounded. Thus,
Combining (17) and (18), we obtain
as required.
Proposition 4.6.
Let ≥ 1 and : B → B be a holomorphic mapping. Then
By (15), the proof is complete.
The mapping is regular and 0 < ≤ 1
The calculations used in the proof of Lemma 4.3 guarantee that Φ is a subharmonic function. Hence, Φ is subharmonic when ≥ 1. In fact, Φ is subharmonic for all > 0. Indeed, let 0 < < 1. For = 1 , direct calculations show that
To estimate the above sum from below, replace the first summand by
Thus, Φ is a subharmonic function for any > 0.
Lemma 4.7.
Let 0 < < ∞ and : B → B be a holomorphic mapping. For 0 < ρ < 1, consider the radial maximal function
(ρ ). Then ρ ∈ C (B ) and ρ is subharmonic in B . Hence, ρ ( ) can be estimated by the Poisson integral P[ ρ ]( ), ∈ B . Therefore,
by the maximal function theorem.
Corollary 4.8 (cf. Proposition 4.6).
Assume that ∈ N, > 0 and ∈ H (B B ). Then
We have M Φ (ζ) = lim ρ→1− M Φρ (ζ) and ∈ H (B B ). Hence, M Φ ∈ L 1 (∂B ) by Lemma 4.7 and Fatou's lemma. To finish the proof of the corollary, we apply the dominated convergence theorem.
Lemma 4.9.
Let 0 < ≤ 1 and : B → B be a regular holomorphic mapping. Then
for all 0 < ρ < 1.
Proof. If = 1, then Lemma 4.3 applies. So, assume that 0 < < 1. Using properties (19), (10), (12) and (13), we obtain ∆Φ ≥ C τ log
where ∈ (0 1) and τ > 0 are the constants provided by property (10).
Let 0 < ρ < 1. Then the above estimate guarantees that
Next, applying Green's formula (11), we have
Estimate (20), the definition of M Φρ , Hölder's inequality, Lemma 4.7 and inequality (21) justify the following chain of estimates:
Theorem 4.10.
Let 0 < ≤ 1 and : B → B be a regular holomorphic mapping. Then (6) ⇔ (7) ⇔ (8).
Proof. By Proposition 3.1, it suffices to prove that (8) implies (6) . So, let (8) hold. Then Lemma 4.9 and Fatou's lemma guarantee that
Hence, (6) holds.
∇-regular mappings
For arbitrary > 0, we use a modified notion of regularity: A holomorphic mapping : B → B is called ∇-regular if there exist constants ∈ (0 1) and τ > 0 such that
Clearly, all holomorphic mappings : B → B 1 are ∇-regular. Also, a holomorphic mapping : B 1 → B is ∇-regular if and only if it is regular. Recall that
If is ∇-regular, then we obtain
Lemma 4.11.
Let 0 < < ∞ and : B → B be a ∇-regular holomorphic mapping. Then
Proof. If 0 < ≤ 1, then we argue as in the proof of Lemma 4.9, applying the following analog of estimate (20):
So, assume that > 1. Fix ρ ∈ (0 1) and put φ = ρ . Consider the following hyperbolic -function:
Below we estimate the norm of [φ] in L (∂B ), using the following identity:
where the supremum is taken over all positive polynomials such that L (∂B ) ≤ 1, 1/ + 1/ = 1. Fix such an . Let F be the harmonic polynomial (in C ) such that F (ζ) = (ζ) for all ζ ∈ ∂B . So, for ∈ B , the polynomial F coincides with the Poisson integral
The subharmonic functions
converge uniformly on compact subsets of B to |∇φ( )| 2 /(1 − |φ( )| 2 ) 2 . So, for all 0 < ≤ 1,
is a subharmonic function of when | | < 1. Hence,
Note that P( ζ ξ) = P( ξ ζ). Thus, replacing by 2 , changing the order of integration and applying (23), we obtain
where G( ) is the Green function for B . Since ∆F = 0 in B , we have
where
By Hölder's inequality,
Second,
where ∇ R denotes the real gradient. Thus,
Applying Hölder's inequality with indices 2 , and 2 , we obtain
by the classical -function L -estimate, see [14] . Combining (24)- (27), we obtain the following inequality:
Theorem 4.12.
Let 0 < < ∞ and : B → B be a ∇-regular holomorphic mapping. Then (6) ⇔ (7) ⇔ (8).
Proof. By Lemma 4.11 and Fatou's lemma, (8) implies (6) . By Proposition 3.1, the proof is complete.
Regular Bloch-to-Bergman composition operators
Let : [0 1) → [0 +∞) be an increasing function such that 1 0 (ρ) ρ < ∞. The weighted Bergman space A (B ), > 0, consists of those ∈ H(B ) for which
In Theorem 5.1 below, we make no additional assumptions about the weight . However, note that A (B ), > 0, is often so large that C maps B(B ) into A (B ) for any holomorphic mapping : B → B . For example, let = . Then C always maps B(B ) into B(B ), see [13] . Hence, C always maps B(B ) into A (B ) for (ρ) = (1 − ρ 2 )
The following result was obtained in [11] when = = 1 and
Let : B → B be a holomorphic mapping. Assume that 0 < ≤ 1 and is regular or 0 < < ∞ and is ∇-regular. Then the following properties are equivalent:
Integrating the above estimate with respect to (ρ) ρ, 0 < ρ < 1, we have • ∈ A 2 (B ) by (28). So, (29) holds by the closed graph theorem. 
Hence, (28) holds. If 0 < < ∞ and is ∇-regular, then we integrate the estimate provided by Lemma 4.11.
Growth-to-Hardy composition operators
Growth spaces
Recall that the norm in the growth space A −β (B ), β > 0, is defined by identity (4). It is well known that
is equivalent to the following Bloch-type norm:
The following lemma is a particular case of [5, Lemma 1.2].
Lemma 6.1.
Given β > 0 and ∈ N, there exists F ∈
A −β (B ), 1 ≤ ≤ J = J( ), such that J =1 |F ( )| ≥ 1 (1 − | | 2 ) β ∈ B
Standard implications Proposition 6.2.
Let β > 0, 0 < < ∞ and : B → B be a holomorphic mapping. Consider the following properties:
Proof. Let (31) hold. For ∈ A −β (B ), we have
Therefore, The following proposition shows that the supremum from property (33) is computable in terms of the boundary values.
Proposition 6.3.
Let > 0 and let : B → B be a holomorphic mapping. Then
by Jensen's inequality and Fubini's theorem. So,
The reverse inequality holds by Fatou's lemma. Proof. Let (32) hold. By Lemma 6.1, there exist F ∈ A −β−1
Holomorphic mappings into the unit disc
Fix ∈ H(B 1 ) such that = F , 1 ≤ ≤ J. Note that
by (34). So, (32) implies (31). It remains to apply Proposition 6.2.
Corollary 6.5.
Let K > 0 and : B → B 1 be a holomorphic mapping. Then the property
does not depend on δ > 0.
Proof. By Proposition 6.4, the property
is equivalent to (35) for any δ > 0.
The mapping is regular
For ≥ 2, it is not obvious how to apply Lemma 6.1 to the proof of the implication (32) ⇒ (31). So, as in the case of the Bloch space, we show that (33) implies (31) when is regular or ∇-regular.
. Since Ψ α is subharmonic for any α > 0, we have the following analog of Lemma 4.7.
Lemma 6.6.
Lemma 6.7.
Let β > 0, 0 < ≤ 1 and : B → B be a regular holomorphic mapping. Then
Proof. Direct calculations show that
Hence, by (12) , (13) and (10),
where C = C τ > 0.
Let 0 < ρ < 1. The above estimate guarantees that
Also, by Green's formula (11) ,
for all 0 < ρ < 1. Estimate (36), the definition of M Ψρ , Hölder's inequality, Lemma 6.6 and inequality (37) justify the following chain of estimates:
as required. Proof. Lemma 6.7 and Fatou's lemma guarantee that (33) implies (31). It remains to apply Proposition 6.2.
The proof of the following proposition will be omitted, since it is similar to that of Theorem 4.12. by the Schwarz-Pick lemma. Therefore, property (38) for δ = δ 1 implies (38) for δ = δ 2 . It is interesting that the reverse implication holds as well.
