A measurement of the Λ 0 b lifetime using the decay Λ 0 b → J/ψΛ in proton-proton collisions at √ s = 7 TeV is presented. The data set, corresponding to an integrated luminosity of about 5 fb −1 , was recorded with the CMS experiment at the Large Hadron
Introduction
The study of b baryons is a necessary ingredient to understand b-hadron phenomenology. The heavy-quark expansion model of nonperturbative quantum chromodynamics provides a framework for predicting properties of heavy-flavour hadrons, including their lifetimes. Here, a simple description is used where the heavy b quark is surrounded by a light quark or diquark system. Estimates can be made of the lifetime and of the ratio of lifetimes between particles sharing the same heavy-quark flavour [1] [2] [3] [4] [5] [6] [7] [8] . The early calculation predicted a spread of the lifetimes of order 5% among all b hadrons [1] and the ratio of the Λ 0 b and B 0 lifetimes, τ Λ 0 b /τ B 0 , to be greater than 0.90 [9] . The initial measurements of the b-baryon lifetime were generally lower than predicted [9] , which motivated more refined calculations. This resulted in predictions as low as τ Λ 0 b /τ B 0 = 0.86 ± 0.05 [10] . An overview of the current state of the predictions and measurements can be found in Ref. [9] . Measurements of the Λ 0 b lifetime prior to 2011 can be found in Refs. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . More recent measurements of the Λ 0 b lifetime include: 1.537 ± 0.045 ± 0.014 ps from CDF [28], 1.303 ± 0.075 ± 0.035 ps from D0 [29] , and 1.449 ± 0.036 ± 0.017 ps from ATLAS [30] , where the first uncertainties are statistical and the second are systematic.
In this paper, a measurement of τ Λ 0 b is presented, using the decay Λ 0 b → J/ψΛ, with Λ → pπ − and J/ψ → µ + µ − . The kinematically analogous channel B 0 → J/ψK 0 S , with K 0 S → π + π − , is used as a cross-check, with selection criteria similar to those for the Λ 0 b analysis. Charge-conjugate states are assumed throughout this paper. The measurement is made using proton-proton collision data at √ s = 7 TeV recorded by the Compact Muon Solenoid (CMS) experiment operating at the Large Hadron Collider (LHC). The data set for this measurement was collected in 2011 using J/ψ-enriched dimuon triggers, and corresponds to an integrated luminosity of about 5 fb −1 [31].
CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter. The main subdetectors used for the analysis are the silicon tracker, consisting of silicon pixel and silicon strip layers, and the muon system. The tracker is immersed in a 3.8 T axial magnetic field of the superconducting solenoid. The pixel tracker consists of three barrel layers and two endcap disks at each barrel end. The strip tracker has 10 barrel layers and 12 endcap disks at each barrel end. The tracker provides an impact parameter resolution of ∼15 µm and a transverse momentum (p T ) resolution of about 1.5% for 100 GeV particles. Charged hadrons, including pions and protons, are not explicitly identified by their type. Muons are measured in gas-ionisation detectors that are embedded in the steel return yoke outside the solenoid. In the barrel, there is a drift tube system interspersed with resistive plate chambers, and in the endcaps there is a cathode strip chamber system, also interspersed with resistive plate chambers. The first-level trigger used in this analysis is based on the muon system alone, while the high-level trigger uses additional information from the tracker. A detailed description of the CMS detector can be found in Ref. [32] .
The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the x axis pointing towards the centre of the LHC ring, the y axis pointing up (perpendicular to the plane of the LHC ring), and the z axis along the anticlockwise-beam direction. The polar angle θ is measured from the positive z axis and the pseudorapidity is defined by η = − ln[tan(θ/2)]. The azimuthal angle is measured from the positive x axis in the plane perpendicular to the beam.
Event selection and efficiency modelling
Dimuon triggers optimised for selecting events with J/ψ candidates are used. The trigger requires two oppositely charged muons with an invariant mass compatible with the J/ψ-meson mass. The dimuon candidate must also be found in the central region (dimuon rapidity |y µ + µ − | < 1.25), which is the region with the best impact parameter and dimuon invariant-mass resolution. With increasing instantaneous luminosity, the trigger requirements were adjusted several times during the data-taking period. In the course of data taking, the dimuon mass window was changed from 2.5-4.0 GeV to 2.30-3.35 GeV, while the minimum transverse momentum of the dimuon candidate was increased from 6.5 GeV to 13 GeV. Additional requirements were also added during this period: the distance of closest approach between the two muons was required to be less than 0.5 cm, the vertex-fit χ 2 probability of the two muons was required to be greater than 0.5%, and the two muons were required to bend away from each other in the tracker.
The four charged particles (µ + µ − pπ − ) in the decay channel Λ 0 b → J/ψΛ allow for a full reconstruction of the Λ 0 b baryon. The selection requirements are chosen to maximise the ratio of signal yield to the square root of the signal-plus-background yield. Events with two oppositely charged muons are selected. The muons are reconstructed using information from the tracker and the muon system. The muon candidates must be within the kinematic acceptance of the detector by demanding the muon transverse momentum p µ T satisfies p µ T > 3.5 GeV for muon pseudorapidity |η µ | < 1.2, and p µ T > 3.0-3.5 GeV for 1.2 < |η µ | < 1.6, where the p µ T threshold decreases linearly as a function of |η µ |. The muon candidates are also required to have a track χ 2 per degree of freedom less than 1.8, at least 11 tracker hits, at least two hits in the pixel system, a match to at least one track segment in the muon system, and a transverse (longitudinal) impact parameter less than 3 cm (30 cm) with respect to the primary event vertex. The preliminary choice for the primary vertex is the one with the highest sum of the squares of p T of the tracks associated with it. The two muons are then used to form a J/ψ candidate.
A Λ candidate is formed using oppositely charged tracks with the proton candidate required to have p T >1.8 GeV and the pion candidate p T >0.46 GeV. The higher-momentum track is taken as the proton.
Kinematic vertex fits are used to identify the Λ 0 b candidates [33] . An initial unconstrained fit is used to measure three selection parameters. First, the proton-pion invariant mass (m pπ − ) is found from the Λ candidate tracks and is required to be within 6 MeV of the world-average Λ mass [34] . The Λ candidates are rejected if the dipion invariant mass m π + π − is within 10 MeV of the K 0 S mass [34] , when the proton candidate is assigned a pion mass. Then, the dimuon invariant mass (m µ + µ − ) is determined from an unconstrained fit to the J/ψ candidate tracks and is required to be within 300 MeV of its world-average value [34] . Finally, a pointing angle is measured for the Λ candidate, which is defined as the angle between the momentum of the reconstructed Λ particle and the vector between its production and decay vertices. The pointing angle is required to be less than 0.015 rad.
To determine the proper decay time t of a Λ 0 b candidate, another kinematic vertex fit is performed where the two muon tracks and the Λ candidate are constrained to come from a common vertex, with the Λ and J/ψ candidate masses constrained to their respective nominal values [34] . The Λ vertex-fit χ 2 probability must be greater than 10%. The separation between the Λ vertex and the eventual primary vertex (as defined below) must be larger than 10σ, where σ is the calculated uncertainty in the relative position. In addition, the Λ vertex must be at least 3 cm away from the mean pp collision position in the transverse plane.
Multiple pp interactions per bunch crossing are present in the data. The reconstructed event vertex with the smallest impact parameter in the z direction to the Λ 0 b candidate trajectory is selected as the primary production vertex. The position of the primary vertex is recalculated excluding the tracks from the Λ 0 b decay if they were used for the initial primary-vertex reconstruction. The proper decay time t is found for each Λ 0 b candidate by calculating the ratio of the decay length and the momentum of the Λ 0 b , divided by the world-average Λ 0 b mass [34] . As a cross-check, the B 0 lifetime, τ B 0 , is determined using the B 0 → J/ψK 0 S channel. A completely analogous procedure is followed to find the B 0 candidates, replacing the proton-track hypothesis with a pion-track hypothesis and fitting for a K 0 S candidate instead of a Λ candidate. The K 0 S candidates are formed assuming both tracks are pions (the higher-momentum one is required to have p T >1.8 GeV, the lower-momentum one to have p T >0.5 GeV), with m π + π − within 12 MeV of the world-average value [34] . A candidate is vetoed if replacing the pion-mass hypothesis by the proton mass yields an invariant mass m pπ − within 10 MeV of the Λ mass [34] . The pointing angle and other kinematic requirements are the same as those for the Λ 0 b selection. Simulated event samples are used to model the signal and background distributions. The PYTHIA 6.422 [35] event generator is used, with the Λ 0 b lifetime fixed to 1.425 ps [34] and the bhadron decays described by the EVTGEN 9.1 simulation package [36] . The particle propagation and detector simulation is performed using GEANT4 9.4 [37] , and the events are fully reconstructed with the same software as the data. The differences between the reconstructed and generated values for the proper decay time, the flight length, and the candidate Λ 0 b momentum are found to be compatible with zero in the simulated sample. The sideband-subtracted data distributions in each of the selection variables are compared to those in simulated data and found to be consistent within their uncertainties. The overall reconstruction and selection efficiency as a function of the proper decay time t is determined from the simulated signal samples by calculating the ratio of the numbers of reconstructed and generated Λ 0 b (B 0 ) candidates in bins of proper decay time. Figure 1 displays the ratio of the reconstruction and selection efficiencies measured from simulation to the overall average efficiency, as a function of the proper decay time for the B 0 (top) and Λ 0 b (bottom). The efficiencies are consistent with being independent of the proper decay time, as shown by the solid horizontal line in each plot. The Λ 0 b efficiency depends on various kinematic variables such as the Λ 0 b transverse momentum. Therefore, a comprehensive comparison of the distributions of these variables between the data and the Monte Carlo simulation was performed, and in all cases the distributions were found to be consistent.
Proper decay time fit
Unbinned extended maximum-likelihood fits are performed to determine the Λ 0 b and B 0 lifetimes. The input variables are the invariant mass m, proper decay time t, and its uncertainty σ t , calculated per candidate from the kinematic vertex fit using full error propagation. The likelihood fit is implemented using the ROOFIT 3.53 package [38] . The likelihood function (ignoring the normalisation terms for simplicity) is where the index i goes over the events, N sig is the number of signal events, N prompt is the number of prompt background events not coming from b-hadron decays, and N nonprompt is the corresponding number of nonprompt background events coming from b-hadron decays. The prompt background is dominated by J/ψ mesons directly produced in the pp collision, while the nonprompt background is dominated by J/ψ mesons from decays of b hadrons. In both cases, the J/ψ mesons are combined with real or misidentified Λ candidates from the event. The parameters τ sig and τ nonprompt denote the lifetime of the signal and of nonprompt background, respectively. In Eq. (1), the G2 function is the sum of two Gaussians with a common mean m sig and widths σ m 1 and σ m 2 , and the parameter f denotes the relative fraction of the area of the two Gaussians. The function G refers to a single Gaussian describing the detector lifetime resolution, with a mean µ and a width S · σ t,i , where S is a scale factor determined from the fit. This resolution function is common to all three likelihood components since the σ t distributions do not differ significantly. The effect of using this simplifying assumption on σ t is evaluated as a systematic uncertainty and found to be negligible. For the background components, the invariant-mass m distribution is parameterised by a normalised first-degree polynomial of slope a, P(m; a). The prompt and nonprompt backgrounds share the same slope. The maximum-likelihood fit to the data is performed allowing all parameters to vary. The results from the fits are summarised in Table 1 , where the uncertainties are statistical only. The measured B 0 lifetime shown in the table is consistent with the world-average value of 1.519 ± 0.007 ps [34] . The mass values for both Λ 0 b and B 0 given in the table compare well with the world-average values [34] .
Results

Projections
The fitting procedure is validated by studying simulated pseudo-experiments in which the proper decay time distributions are generated using different lifetime values. The resulting lifetime measurements found from the fit are compatible with being unbiased, and the width of the pull distribution, (measured value − input value)/uncertainty, is consistent with 1.0. analysed [39] . The lifetime difference between the nominal result and the sample that produces the largest deviation (scaled to the estimated residual misalignment present in the detector) is taken as the systematic uncertainty from this source.
Since the overall efficiency, determined through simulation, is consistent with being independent of the proper decay time, as shown in Fig. 1 , no efficiency correction is used in the lifetime result. Nevertheless, the effect of a possible proper-decay-time-dependent efficiency is included as a systematic uncertainty. To this end, the efficiency is included in the likelihood function in Eq. (1) as a function of the measured proper decay time. The difference between the lifetime found using a constant efficiency (i.e. no efficiency in the likelihood) and that found using the fitted efficiency function is taken as a systematic uncertainty. The efficiency is fit to the function
where the free parameters p i are determined from the fit. This parameterisation has the useful feature that as the parameter p 2 goes to 0, the function becomes a straight line, which is consistent with the behaviour of the B 0 efficiencies shown in Fig. 1 . The results of fitting this function to the B 0 and Λ 0 b efficiencies are shown by the dashed lines in Fig. 1 . To account for possible biases from the event selection criteria, a systematic uncertainty is calculated from the difference between the observed and expected values in simulated events using the full analysis chain.
Simulated pseudo-experiments produced with different input parameter values and different modelling of the fit functions are used to estimate the corresponding systematic uncertainties on the lifetime measurement. Variations include: using two different lifetimes to describe the nonprompt background to control the possible presence of a second nonprompt background component, varying the prompt and nonprompt background, varying the lifetime of the nonprompt background to control possible correlation to the lifetime of the background, and using larger per-event uncertainties for the background components to control a possible mismodelling of the resolution. Extending the likelihood function in Eq. (1) from a single detector lifetime resolution σ t for all three components to individual resolutions per component showed a negligible effect. Table 2 gives the systematic uncertainties from the four sources and their sum in quadrature, which is taken as the overall systematic uncertainty on the Λ 0 b lifetime measurement. Checks are also performed to see if any detector effect leads to a systematic deviation not covered by the ones previously discussed. This is done by dividing the data sample into parts, where each of the partitions is expected to give the same results. The checks are performed with azimuthal angle, pseudorapidity, transverse momentum, run era, muons bending away or towards each other, and number of primary interaction vertices. No statistically significant effects are seen. For the Λ 0 b channel, we also remove the K 0 S -mass-veto requirement on the Λ candidate and find a negligible effect on the lifetime result.
Summary
A measurement of the Λ 0 b lifetime has been presented using the decay Λ 0 b →J/ψΛ in pp collisions at √ s = 7 TeV with the CMS detector. From a data set corresponding to an integrated luminosity of about 5 fb −1 , the Λ 0 b lifetime is found to be τ Λ 0 b = 1.503 ± 0.052 (stat.) ± 0.031 (syst.) ps. The kinematically similar decay B 0 →J/ψK 0 S was used as a cross-check, confirming that no efficiency correction was needed. The Λ 0 b lifetime result is in agreement with the world-average value of 1.425 ± 0.032 ps [34] and has a precision comparable to that of other recent measurements [28] [29] [30] . As illustrated in Fig. 4 , this new result confirms the tendency of the more recent measurements that give larger lifetimes, in better agreement with the early theoretical predictions [1, 9] . 
