The original perturbative Kramers' method (starting from the phase space coordinates) [H.A. angles ( , )  is much simpler than those previously used.
Introduction
The rate of escape of particles over potential barriers due to the shuttling action of the Brownian motion arising from their heat bath constitutes one of the famous problems of physics and chemistry. This was effectively solved by Kramers state theory (TST) which forms the upper bound of the escape rate [2] . In both the VHD and VLD regimes, Kramers reduced the calculation of the escape rate to solving one dimensional diffusion equations. In the VLD regime, where inertial effects dominate, the diffusion equation is in energy space, while in VHD, where these effects are ignored, the diffusion equation is in configuration space and is commonly known as the Smoluchowski equation [2] . Since noise activated escape over a barrier is an exponentially slow process, it follows from the quasistationary solutions of both these equations that in VLD the escape rate is directly proportional to the damping coefficient while in VHD the escape rate is inversely proportional to it. The different coupling behaviour in the two limiting damping regimes then poses the Kramers turnover problem in the crossover region, where neither VLD nor IHD formulas are valid [2] .
This problem was first solved many years later by Mel'nikov [3] and Meshkov and Mel'nikov [4] . They calculated the escape rate in the so-called low damping regime thereby including both the VLD and ID regimes and then extended the results in heuristic fashion to the entire IHD regime so providing a solution for all values of the damping. Later Grabert and Grabert et al.
[5] presented a complete solution of the Kramers turnover problem and have shown that the 3 Mel'nikov and Meshkov turnover formula can be obtained without ad hoc interpolation between the VLD and VHD regimes.
Versions of the Kramers escape rate theory are still being employed in innovative scientific research. For example, this theory as applied to Josephson junctions [6] has recently been used in the design of single photon detectors [7] . The current-voltage characteristics of
Josephson junctions can be modelled as a Brownian particle in a tilted periodic potential, where the degree of the tilt is proportional to the bias current and the escape from a potential well corresponds to the creation of a non-zero voltage across the junction. In Ref. [7] the mean bias current required to create this voltage is calculated via the Kramers escape rate when the temperature is high enough to insure thermally activated dynamics. However, for lower temperatures (below the crossover temperature) the dynamics will be dominated by microscopic quantum tunnelling. Furthermore, this work has been expanded to consider methods of detecting the hypothetical axions and axion-like particles [8] which have been postulated to be a component of the Dark Matter of the Universe [9] .
Much effort has been expended in solving the Kramers escape rate problem for classical giant spin modelling, e.g., magnetization reversal in single domain ferromagnetic nanoparticles.
Here escape (i.e., reversal of the direction of precession of the moving axis of the magnetization) takes place over internal magnetocrystalline anisotropy-Zeeman energy barriers. The inverse escape rate then yields the reversal time of the magnetization of such particles [10, 11] We recall that the VLD spin escape rate both with and without STT has already been determined [12, 13] either via involved vector manipulation [14] or else via long and complicated calculations with the energy and phase as variables in the magnetic Langevin equation involving multiplicative noise [13, 15, 16, 17] . Both methods ultimately lead to the same energy-controlled-diffusion equation for giant classical spins with quasi-stationary solutions yielding the VLD rate. In passing, the VLD escape rate for spins (excluding STT) was first obtained by Klik and Gunther [18] using the uniform asymptotic expansion of the mean first passage time method of Matkowsky et al. [19] . However, this procedure also involves tedious calculations based on boundary layer theory. Here we indicate how the energy-controlleddiffusion equation for spins and thus the VLD escape rate may be obtained in far more straightforward fashion from Brown's Fokker-Planck [11, 12] equation for the surface distribution of magnetization orientations in configuration space ( , )  by suitably adapting the VLD calculation of Kramers for particles originally based on the representation phase coordinates ( , ) qp of the position q and momentum p.
Brown's Fokker-Planck Equation including STT
To write down the relevant magnetic Fokker-Planck equation in terms of ( , )  , commonly known as Brown's Fokker-Planck equation [11] , we first consider the magnetic Langevin equation which may be briefly described as follows. The magnetization M of a ferromagnetic nanoparticle of volume v precesses (without damping and thermal agitation) about an effective magnetic field H comprising the anisotropy and external applied fields according to the gyromagnetic equation [10] 
where  is the gyromagnetic type constant and since the effective field is the gradient of a scalar free energy density potential V
where S M is the saturation magnetization and 
with angular velocity
and with damping included [10, 12] we have
where  is the dimensionless damping factor. Moreover, including spin-transfer torque (STT), [20] . For a qualitative description of STT effects,  may be written (by expanding the logarithm) in the following simplified form [15, 16, 22] :
Finally, with noise included we have the Langevin equation [11, 12] 1 00
as defined by Brown [11] and h is a random magnetic field with Gaussian white noise properties 
For VLD, we are only interested in very small damping constants  such that we can ignore terms 
the evolution Eq. (11) can be rewritten for very small  and J (so that we ignore terms of the order of
where the left-hand side represents the nonzero hydrodynamical (convective) derivative in the Liouville equation for the surface probability density of orientations, namely
while the right-hand side represents the effect of the dissipation and the external work done by the STT viz., 
Energy-controlled-diffusion equation with STT
By analogy with Kramers' derivation of the energy-controlled diffusion equation for point particles in the VLD limit [1] , one may parameterize the instantaneous magnetization direction of a macrospin by the slow dimensionless energy variable E and the fast precessional variable  running uniformly along a closed Stoner-Wohlfarth orbit of energy E implying that
, where E f is the precession frequency of precession in the potential well at a
given energy E [13, 24] . The phase  is the generalized coordinate conjugate to the magnetic action S(E), i.e., the area inside a closed region of constant energy E [13, 24] . The magnetic action can be written in dimensionless form as [13] 0 ()
We now introduce a new distribution function in energy and phase variables, ( , , ) W E t  .
Mindful of the fact that both of the functions ( , , )
Wt  and ( , , ) 
we have
where we have used the Jacobian of the transformation, namely, 0 0 0 11 det sin sin sin sin sin sin .
The (21) where the overbar means averaging over the fast variable . 
We transform the Liouville term to energy and phase variables, viz.,
because W is a periodic function in , viz.,
 . Therefore, we have
shown that the contribution of the Liouville term to the perturbed density disappears in the VLD and small STT limit. Next, on changing the variables in the term St( ) W in Eq. (13) (see Appendix A and Eq. (18)) and averaging it over the fast phase variable , we obtain
We may factorize the averages in Eq. (24) because the perturbations in the distribution W is, by hypothesis, implicitly of order  . Recall that in all instances, we are undertaking a perturbation to first order in  about a steady precessional (Stoner-Wohlfarth) orbit of energy E. Hence, Eqs. (21), (23), and (24) yield the energy-controlled-diffusion equation for the
Equation (25) can also be rewritten in terms of the dimensionless action E S , Eq. (16), and the dimensionless work E V done by the STT along an unperturbed Stoner-Wohlfarth orbit as [13, 14, 16, 24] 11 . 
Escape from a potential well
The mean first passage time VLD  (i.e., the time to reach the separatrix for the first time from a minimum within a potential well provided that all spins there are absorbed, which is the boundary condition that W vanishes at the critical or separatrix energy) is then, by the quasi- that is from the unperturbed (lossless) solution [13, 16] . In the high barrier limit, which is the only case of interest as detailed in Ref. [16] , we have 
where the effective barrier height is given by
Furthermore, for a double-well of the potential, if A and B denote the two minima of the potential, it follows that the overall relaxation time  is 
Conclusions
Equation (26)- (28) agree in all respects with the energy-controlled-diffusion equation
derived by Apalkov and Visscher [14] via appropriate manipulation of the magnetization vector, and with that derived by Dunn et al. [24] by transforming Brown's Fokker-Planck equation to energy E and phase  variables using essentially the method of Stratonovich [17] (as reviewed by us in in the zero STT case in Ref. [13] ) and so automatically involving the properties of multiplicative noise. For a biaxial potential Taniguchi et al [22] used these equations to derive the mean first passage time. This was then extended by Byrne et al. [16] to include an external magnetic field of arbitrary strength.
Furthermore, the VLD calculations were extended to include the Kramers turnover region in Kalmykov et al. [15] .
Thus, the original VLD approach of Kramers (1940) 
where e  and e  are the basis vectors, using Eq. (18) 
Using the gyromagnetic equation ( 
thus justifying Eqs. (B1) and (28).
