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ABSTRAK 
Penghalusan eksponensial adalah suatu tipe teknik peramalan rata-rata bergerak yang melakukan 
penimbangan terhadap data masa lalu dengan cara eksponensial sehingga data paling akhir 
mempunyai bobot atau timbangan lebih besar. Dalam penelitian ini digunakan metode 
pemulusan eksponensial Holt Winter Additive dan Holt Winter Additive Damped untuk 
meramalkan data Inflasi Bank Indonesia, Dengan membandingkan kedua metode tersebut 
digunakan Mean Square Error (MSE) dan Akaike Information Criteria (AIC). Hasil diperoleh 
adalah peramalan yang terbaik pemulusan eksponensial dengan metode Holt Winter Additive 
dibandingkan dengan metode Holt Winter Additive Damped karena memiliki nilai MSE dan AIC 
lebih kecil. 
Kata Kunci :Pemulusan eksponensial, Holt Winter Additive, Holt Winter Additive Damped, 
Mean square error (MSE) dan Akaike Information Criteria (AIC) . 
 
ABSTRACT 
Exponential smoothing is a type of technic moving average forecasting weighing are against the 
past by use exponential of the latest data has a weighting or scales the langer. In this research use 
methods exponential smoothing Holt Winter Additive and Holt Winter Additive Damped for 
Indonesian Bank predicted inflation data. With compire the two methods  use Mean Square Error 
(MSE) and Akaike Unformation Criteria (AIC). Results ottained forecasting the best is  
exponential smoothing is using Holt Winter Additive be compared with Holt Winter Additive 
Damped because MSE and AIC smuller value. 
Key Word: Exponential smoothing, Holt Winter Additive, Holt Winter Additive Damped, Mean 
square error (MSE) dan Akaike Information Criteria (AIC)  
 
PENDAHULUAN 
Peramalan merupakan pendugaan masa 
depan yang dilakukan berdasarkan nilai masa 
lalu dari suatu variabel. Peramalan sering 
diterapkan dalam bidang pariwisata, investigasi 
(saham), klimatologi produksi pertanian, dan 
sebagainya. Peramalan merupakan bagian 
penting bagi setiap organisasi bisnis untuk 
pengambilan keputusan manajemen yang 
sangat signifikan. Ada banyak jenis-jenis 
peramalan, salah satunya adalah metode 
Penghalusan Exponensial (Mulyana, 2004).. 
Model pemulusan eksponensial 
direkomendasikan sebagai suatu teknik yang 
tidak kompleks dan ekonomis dengan hasil 
ramalan yang cukup baik dalam variasi aplikasi 
yang luas. Metode ini terdiri dari beberapa 
macam, diantaranya penghalusan eksponensial 
tunggal dan penghalusan eksponensial ganda. 
Metode penghalusan eksponensial tunggal 
digunakan jika data runtun waktu tidak 
mengandung unsur trend dan musiman 
sedangkan metode penghalusan eksponensial 
ganda digunakan jika data runtun waktu 
mengandung unsur trend dan tidak 
mengandung unsur musiman (makridakis, 
1999). 
Permasalahan yang muncul kemudian adalah 
jika suatu data tidak hanya mengandung unsur 
musiman melainkan mengandung unsur trend 
dan unsur musiman sekaligus. Karena 
penghalusan eksponensial ganda hanya dapat 
digunakan pada data yang mengandung unsur 
trend, maka diperkenalkanlah metode 
penghalusan eksponensial Holt-Winter yang 
digunakan untuk peramalan jika data memiliki 
unsur trend dan musiman (Mulyana, 2004). 
TINJAUAN PUSTAKA 
Forecasting 
Peramalan merupakan  suatu  teknik 
untuk memperkirakan suatu  nilai pada masa 
yang akan datang dengan memperhatikan data 
masa lalu maupun data saat ini. Akan tetapi, 
tidaklah berarti bahwa setelah mempelajari 
teknik ini, dapat meramal apa saja dengan  
tepat. Melainkan hanya mempelajari teknik 
tertentu yang dapat diaplikasikan pada situasi 
tertentu juga (Aswi dan Sukarna, 2006). 
 
Menurut Makridakis,dkk. (2003), 
langkah penting dalam memilih suatu metode 
peramalan adalah dengan mempertimbangkan 
jenis pola data, sehingga metode yang paling 
tepat dengan pola tersebut dapat diuji. Jenis 
pola data tersebut antara lain: 
1. Pola Horizontal 
2. Pola Trend 
3. Pola Musiman 
4. Pola Siklis. 
Smoothing 
Suatu data runtun waktu yang 
mengandung pola trend, pola musiman, atau 
mengandung pola trend dan musiman 
sekaligus, maka metode rata–rata sederhana 
tidak dapat digunakan untuk menggambarkan 
pola data tersebut. Peramalan pada data 
tersebut dapat dilakukan dengan metode 
smoothing. Smoothing adalah mengambil rata–
rata dari nilai–nilai pada beberapa tahun untuk 
menaksir nilai pada suatu tahun (Subagyo, 
1986: 7).  
Metode smoothing diklasifikasikan 
menjadi dua kelompok, yaitu (Makridakis, 
1999: 63): 
1.  metode perataan (Average) 
a. Nilai Tengah (Mean) 
b. Rata-rata Bergerak Tunggal 
(Single Moving Average) 
c. Rata-rata Bergerak Ganda ( 
Double Moving Average) 
d. Kombinasi Rata-rata Bergerak 
Lainnya. 
2. metode pemulusan eksponensial 
(exponential smoothing)  
a. pemulusan Eksponensial 
Tunggal 
b. Pemulusan Eksponensial Ganda 
c. Pemulusan Eksponensial Triple 
Exponensial smoothing 
Penghalusan eksponensial (exponential 
smoothing) adalah suatu tipe teknik peramalan 
rata-rata bergerak yang melakukan 
penimbangan terhadap data masa lalu dengan 
cara eksponensial sehingga data paling akhir 
mempunyai bobot atau timbangan lebih besar 
dalam rata-rata bergerak (Handoko, 1984). 
Apabila data dipengaruhi oleh pola trend 
maupun musiman, metode perataan tidak dapat 
digunakan untuk peramalan. Peramalan pada 
data yang dipengaruhi pola trend maupun 
musiman dilakukan dengan menggunakan  
metode exponential smoothing. Metode 
exponential smoothing menggunakan bobot 
yang menurun secara geometri pada data 
sebelumnya. Oleh karena itu, bobot ini 
mempunyai ciri menurun. Bobot yang 
digunakan adalah 𝜃 untuk data yang paling 
baru, 𝜃 (1 − 𝜃) digunakan untuk data yang 
agak lama, 𝜃 (1 − 𝜃).2 untuk data yang lebih 
lama lagi dan seterusnya. Dalam bentuk yang 
mulus, ramalan yang baru (untuk waktu (𝑡 + 1) 
dapat dianggap sebagai rata-rata yang diberi 
bobot terhadap data terbaru (pada waktu 𝑡) dan 
ramalan yang lama (untuk waktu 𝑡) bobot 𝜃 
diberikan pada data terbaru, dan bobot (1 − 𝜃) 
diberikan pada data ramalan yang lama, 
dimana 0 < 𝜃 < 1. Dengan demikian :  
Ramalan baru = 𝜃 x (data baru) + (1 − 𝜃) x 
(ramalan yang lama) 
Secara matematis, persamaan pemulusan 
eksponensial dapat ditulis : 
𝑆𝑡 =  𝜃𝑋𝑡 +  (1 − 𝜃)𝑆?̂? 
Dimana : 
𝑆𝑡 = Nilai penghalusan peramalan 𝜃  = 
Parameter penghalusan untuk trend (0 < 𝜃 < 1)   
𝑋𝑡   = Nilai aktual pada periode 𝑡 
𝑆?̂?= Nilai penghalusan peramalan untuk periode 
𝑡 sebelumnya 
Metode exponential smoothing  
merupakan metode prediksi yang cukup baik 
untuk prediksi jangka panjang dan jangka 
menengah, terutama untuk operasional suatu 
perusahaan. Kelebihan utama dari metode 
exponential smoothing dapat dilihat dari 
kemudahan dalam operasi, dengan kata lain 
mudah dalam penerapannya (Nurmaida, 2012). 
Metode yang termasuk dalam metode 
exponential smoothing, antara lain: 
1. Pemulusan eksponensial tunggal (single 
exponential smoothing). 
2. Pemulusan eksponensial ganda (double 
exponential smoothing) digunakan untuk 
menangani pola trend pada data. 
3. Pemulusan eksponensial tripel (triple 
exponential smoothing) 
Metode single exponential  
Rumus untuk penghalusan eksponensial 
tunggal adalah sebagai berikut  
            𝑆𝑡 =  𝛼𝑋𝑡 +  (1 − 𝛼)𝑆𝑡−1                                                
Dimana : 
𝑆𝑡 = Nilai penghalusan peramalan untuk 
periode 𝑡 
 𝛼  = Parameter penghalusan untuk trend  
𝑋𝑡   = Nilai aktual pada periode 𝑡 
Double exponential smoothing, metode 
ini digunakan ketika data memuat trend. Ada 
dua metode dalam Double exponential 
smoothing, yaitu: 
1. Metode Linier Satu parameter dari 
Brown’s. Metode ini dikembangkan oleh 
Brown’s untuk mengatasi perbedaan yang 
muncul antara data aktual dan nilai 
peramalan apabila ada trend pada plotnya. 
2. Metode Linier Dua parameter dari Holt. 
Metode ini nilai trend tidak dimuluskan 
dengan pemulusan secara langsung, tetapi 
proses pemulusan trend dilakukan dengan 
parameter berbeda dengan parameter pada 
pemulusan asli. 
 
 Metode  Holt  
Metode pemulusan ganda Holt dalam 
prinsipnya serupa dengan metode Brown 
kecuali bahwa Holt tidak menggunakan rumus 
pemulusan ganda secara langsung. Sebagai 
gantinya Holt memuluskan nilai trend dengan 
parameter yang berbeda dari parameter yang 
digunakan pada deret asli. Ramalan dari 
pemulusan eksponensial liner Holt didapat 
dengan menggunakan dua konstanta pemulusan 
(dengan nilai antara 0 dan 1) (Makridakis, 
1993: 91). 
𝑆𝑡 =  𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 + 𝑏𝑡−1)  (2.1) 
𝑏𝑡 =  𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑏𝑡−1  (2.2) 
𝑌𝑡+𝑚 = 𝑆𝑡 + 𝑏𝑡𝑚  (2.3) 
Dimana  𝑋𝑡     =  Nilai aktual pada periode t 
               𝑆𝑡     =  Nilai pemulusan peramalan  
                 𝑏𝑡     =  Nilai pemulusan tren 
𝑚 =  Jumlah periode yang akan diramalkan  
𝛼       = Parameter penghalusan untuk trend 
  𝛾     =  Parameter penghalus untuk trend 
Metode Holt damped 
Gardner dan McKenzie ( 1985) 
mengusulkan modifikasi metode Holt untuk 
memungkinkan " damped" trend . Model ini 
merupakan modifikasi Holt linear method yang 
memperbolehkan adanya efek damping trend 
pada data. Dimana ditambahkan parameter 𝜑 
untuk memodifikasi komponen trend dalam 
metode trend Holt linier. 
Persamaan untuk metode ini adalah : 
𝑆𝑡 = 𝛼𝑋𝑡 + (1 − 𝛼)(𝑆𝑡−1 +  𝜑𝑏𝑡−1)                                                                 
𝑏𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) +  (1 − 𝛽) 𝜑𝑏𝑡−1  
𝑌𝑡+𝑚 = 𝑆𝑡 + ∑  𝜑
im
1=1 𝑏𝑡       
  
Dimana :  
- Jika 0 <  𝜑 < 1, maka trend teredam dan 
nilai peramalan akan mendekati nilai asimtot 
𝑆𝑡 +
𝜑
1−𝜑
𝑏𝑡 
- Jika 𝜑 = 1, maka akan menjadi metode Holt 
biasa 
- Jika 𝜑 = 0, maka akan menjadi simple 
exponential smoothing 
- Jika 𝜑 > 1, maka fungsi peramalan 
mempunyai trend eksponensial 
 
Metode Winter 
 Metode ini merupakan penghalusan 
eksponensial juga, dan digunakan jika data 
memiliki komponen musiman, tetapi tidak 
memiliki komponen trend. Metode ini 
digunakan jika data adalah data bulanan, sebab 
musiman hanya didekskripsikan pada data 
bulanan. Secara umum yang dimaksud dengan 
musiman adalah komponen siklis dengan 
periode 12 bulan. 
 Konsep perhitungan metode winters 
identik dengan metode Holt, yaitu  
penghalusan eksponensial dengan dua kali 
pembobotan. Misalkan 𝑥1,𝑥2, , , , , , 𝑥𝑛, sampel 
data deret waktu yang memiliki kemponen 
musiman, tetapi tidak memiliki komponen 
trend. Jika didifinisikan (Mulyana,2004): 
Winter Additive 
𝑆𝑡 = 𝛼 (𝑋𝑡 − 𝐼𝑡−1) + (1 − 𝛼)(𝑆𝑡−1)   
𝐼𝑡 = 𝛾(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛾)𝐼𝑡−1  
?̂?𝑡+𝑚 = 𝑆𝑡 + 𝐼𝑡−𝐿+𝑚             
Winter Multiplicative 
𝑆𝑡 =  𝛼
𝑋𝑡
𝐼𝑡−𝐿
+ (1 − 𝛼)(𝑆𝑡−1)    
     
𝐼𝑡 = 𝛾
𝑋𝑡
(𝑆𝑡−1)
+ (1 − 𝛾) 𝐼𝑡−1    
?̂?𝑡+𝑚 = (𝑆𝑡𝐼𝑡−𝐿+𝑚)     
     
Metode Holt Winter 
Metode Holt-Winters merupakan 
gabungan dari metode Holt dan Winter, dimana 
nilai trend pada metode Holt digabungkan 
dengan nilai musiman pada metode winter, 
sehingga metode Holt Winter dapat menangani 
faktor musiman dan trend yang muncul secara 
sekaligus pada sebuah data time series  Metode 
Holt Winter dapat digunakan untuk data 
stasioner maupun data nonstasioner,(Kalekar, 
2004). Metode ini didasarkan atas tiga unsur 
peramalan yaitu peramalan keseluruhan, trend 
dan musiman untuk setiap periode dan 
memberikan tiga pembobotan dalam 
prediksinya, yaitu α, β,dan γ. Pembobotan α 
memberikan pembobotan pada peramalan 
keseluruhan, β memberikan pembobotan pada 
trend, dan γ memberikan pembobotan pada 
efek musiman. Besarnya koefisien α, β, γ, 
memiliki jarak (range) diantara 0 dan 1 yang 
ditentukan secara subjektif atau dengan 
meminimalkan nilai kesalahan dari estimasi 
tersebut (Makridakis, 1999). Metode ini terbagi 
menjadi dua yakini: 
1. Holt-Winters Additif 
2. Holt Winter Multiplicative 
Metode Holt-Winters Additive 
Menurut Montgomery (2009) Model 
musiman additive dengan metode penambahan 
musiman cocok untuk prediksi deret berkala 
(time series) dengan amplitudo (atau 
ketinggian) pola musiman yang tidak 
tergantung pada rata-rata level atau ukuran data 
sehingga bersifat konstan. 
Tiga persamaan yang digunakan dalam 
metode Holt-Winters Additive adalah 
(Makridakis, 1999): 
𝑆𝑡 = 𝛼 (𝑋𝑡 − 𝐼𝑡−1) + (1 − 𝛼)(𝑆𝑡−1 + 𝑏𝑡−1)   (2.13) 
𝑏𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽) 𝑏𝑡−1   (2.14) 
𝐼𝑡 = 𝛾(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛾)𝐼𝑡−1  (2.15) 
?̂?𝑡+𝑚 = 𝑆𝑡 + 𝑚𝑏𝑡 + 𝐼𝑡−𝐿+𝑚          (2.16) 
Dimana : 
𝑆𝑡 = Nilai pemulusan peramalan untuk periode 
t 
𝑋𝑡 = Nilai aktual pada periode ke t 
𝑏𝑡 = Nilai pemulusan trend  
𝐼𝑡 = Komponen musiman pada periode t 
?̂?𝑡+𝑚 = Ramalan untuk 𝑚 periode ke depan dari 
𝑡. 
𝑚   = jumlah periode yang akan diramalakan 
kedepan 
𝛼= Parameter penghalusan untuk trend (0 < 
𝛼 < 1) 
𝛾= parameter penghalusan untuk trend ( 
0< 𝛾 < 1) 
𝛽 = Parameter penghalusan untuk trend (0 < 𝛽 
< 1) 
𝐿 = Panjang Musiman 
 
Metode Holt Winter Multiplicative 
Model musiman multiplicative dengan 
metode perkalian musiman cocok untuk 
prediksi deret berkala (time series) yang 
dimana amplitudo (atau ketinggian) dari pola 
musimannya proporsional dengan rata-rata 
level atau tingkatan dari deret data 
(Montgomery, 2009). Dengan kata lain, pola 
musiman membesar seiring meningkatnya 
ukuran data.  
Seperti halnya pada metode Holt-
Winters additive, metode Holt-Winters 
Multiplicative juga memiliki tiga persamaan 
dengan sedikit perbedaan. Tiga persamaan 
yang digunakan dalam metode Holt-Winters 
Multiplicative  adalah (Makridakis, 1999).: 
𝑆𝑡 =  𝛼
𝑋𝑡
𝐼𝑡−1
+ (1 − 𝛼)(𝑆𝑡−1 + 𝑏𝑡−1)  (2.17) 
𝑏𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽) 𝑏𝑡−1  (2.18) 
𝐼𝑡 = 𝛾
𝑋𝑡
𝑆𝑡−1
+ (1 − 𝛾) 𝐼𝑡−1  (2.19) 
?̂?𝑡+𝑚 = (𝑆𝑡 + 𝑏𝑡𝑚) 𝐼𝑡−𝐿+𝑚  (2.20) 
Dimana:  
𝑆𝑡 = Nilai pemulusan peramalan untuk periode 
t 
𝑋𝑡 = Nilai aktual pada periode ke t 
𝑏𝑡 = Nilai pemulusan trend  
𝐼𝑡 = Komponen musiman pada periode t 
?̂?𝑡+𝑚 = Ramalan untuk 𝑚 periode ke depan dari 
𝑡. 
𝑚   = jumlah periode yang akan diramalakan 
kedepan 
𝛼= Parameter penghalusan untuk trend (0 < 
𝛼 < 1) 
𝛾= parameter penghalusan untuk trend ( 
0< 𝛾 < 1) 
𝛽 = Parameter penghalusan untuk trend (0 < 𝛽 
< 1) 
𝐿= Jumlah periode dalam satu siklus musim 
 
Metode Holt Winter Additive Damped 
Gardner dan McKenzie ( 1985) juga 
mengusulkan modifikasi metode Holt winter 
untuk memungkinkan " damped" trend . Model 
ini merupakan modifikasi Holt winter linear 
method  yang memperbolehkan adanya efek 
damping trend pada data. Dimana efek 
damping trend dengan menambahkan 
parameter 𝜑 untuk memodifikasi komponen 
trend. Adapun persamaannya sebagai berikut : 
𝑆𝑡 = 𝛼(𝑋𝑡 − 𝐼𝑡−1) + (1 − 𝛼)(𝑆𝑡−1 +  𝜑𝑏𝑡−1)                                                      
 (2.21) 
𝑏𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) +  (1 − 𝛽) 𝜑𝑏𝑡−1  (2.22) 
𝐼𝑡 = 𝛾(𝑋𝑡 − 𝑆𝑡) + (1 − 𝛾)𝐼𝑡−1  (2.23) 
?̂?𝑡+𝑚 = 𝑆𝑡 + ∑  𝜑
im
i=1 𝑏𝑡 + 𝐼𝑡−𝐿+𝑚 (2.24) 
Dimana :  
- Jika 0 <  𝜑 < 1, maka trend teredam dan 
nilai peramalan akan mendekati nilai asimtot 
𝑆𝑡 +
𝜑
1−𝜑
𝑏𝑡 
- Jika 𝜑 = 1, maka akan menjadi metode Holt 
Winter biasa 
- Jika 𝜑 = 0, maka akan menjadi simple 
exponential smoothing 
- Jika 𝜑 > 1, maka fungsi peramalan 
mempunyai trend eksponensial 
Pemilihan Model Terbaik. 
   Dalam pemodelan Time series, 
sebagian data yang diketahui dapat digunakan 
untuk meramlkan sisa data berikutnya sehingga 
memungkinkan orang untuk mempelajari 
ketepatan peramalan (Makridakis et al. 1995). 
Model yang memiliki nilai kesalahan hasil 
peramalan terkecil yang akan dianggap sebagai 
model yang cocok, dimana nilai kesalahan itu 
adalah: 
a. Rata-rata penyimpangan (Mean 
Square Error) 
  Cara yang sering digunakan 
untuk mengevaluasi hasil peramalan 
yaitu dengan metode Mean square 
error  (MSE). Dengan menggunakan 
MSE, error yang ada menunjukan 
seberapa besar perbedaan hasil estimasi 
dengan hasil yang akan diesetimasi 
(Makridakis, 1999). 
 Adapun persamaan untuk 
menghitung nilai MSE yaitu: 
                                          MSE =
1
n
∑ (𝑒t
n
t=1 )
2 (2.25) 
dimana: 
𝑒𝑡 = Xt − Ŷt= Sisa atau kesalahan 
ramalan 
Xt= Nilai data time series pada periode 
ke-t 
Ŷt= Nilai ramalan dari Yt 
n= Jumlah data 
 Semakin kecil nilai MSE berarti nilai 
taksiran semakin mendekati nilai sebenarnya. 
 
 
 
b. AIC ( Akaike Information Criteria) 
Metode AIC adalah metode yang dapat 
digunakan untuk memilih model 
terbaik yang ditemukan oleh Akaike 
(Grasa, 1989). Untuk menghitung nilai 
AIC digunakan rumus sebagai berikut: 
𝐴𝐼𝐶 =
2. 𝑘
𝑛
+ 𝑙𝑛 (
∑ ?̂?𝑖 .
2𝑛
𝑖=1
𝑛
) 
Dimana 
k
= Jumlah parameter yang diestimasi di model 
𝑛 = Banyak data 
?̂?𝑖 = Xt − Ŷt= Sisa atau kesalahan 
ramalan 
2.11 Penentuan Nilai Awal 
Dalam pemulusan eksponensial, nilai 
awal sangat dibutuhkan, karena peramalan 
untuk 𝑡 − 1 belum tersedia. Artinya nilai 
ramalan 𝑆𝑡−1belum ada. 
Menurut (Makridakis, 1993) rumus 
metode pemulusan eksponensial dari Holt-
Winters dapat digunakan dengan mengambil 
secara sembarang beberapa nilai awal yang 
telah ditetapkan yakni: 
Untuk model additive : 
𝑆𝐿 =
1
𝐿
(𝑋1 + 𝑋2 + ⋯ + 𝑋𝐿) (2.26) 
𝑏𝐿 =  
1
𝐾
(
(𝑋𝐿+1−𝑋1)
𝐿
+
(𝑋𝐿+2−𝑋2)
𝐿
+ ⋯ +
(𝑋𝐿+𝑘−𝑋𝑘)
𝐿
)  (2.27) 
𝐼𝑘 =  𝑋𝑘- 𝑆𝐿  (2.28) 
Dimana 𝑘 = 1, 2, 3, … 𝐿 
Pada dasarnya nilai awal untuk model 
multiplicative sama dengan nilai awal untuk 
additive, namun untuk penghalusan musiman 
menggunakan: 
𝐼𝑘 =  
𝑋𝑘
𝐼𝑘
  (2.29) 
METODOLOGi PENELITIAN 
 
 
 
 
HASIL DAN PEMBAHASAN 
Penghalusan  
Diketahui data aktual yang dinyatakan 
dengan 𝑦𝑡, dan penghalusan dari 𝑦𝑇 sebagai 
berikut : 
𝑦𝑇 + 𝜃𝑦𝑇−1 + 𝜃
2𝑦𝑇−2+𝜃
3𝑦𝑇−3 +…+𝜃
𝑇−1𝑦1                         
= ∑ 𝜃𝑡𝑦𝑇−𝑡 
𝑇−1
𝑡=0
 
?̃?𝑇 =  𝜆𝑦𝑇 + (1 − 𝜆)
.?̃?𝑇−1 
Penghalusan Eksponensial Tunggal 
Model umum eksponensial tunggal 
dapat dinyatakan sebagai berikut : 
  𝑦𝑡 = 𝑓(𝑡; 𝛽) +  𝜀𝑡         
Dimana  𝛽 adalah vektor dari parameter 
yang tidak diketahui dan 𝜀𝑡 adalah error yang 
tidak berkolerasi. Jadi model  umum dari 
proses konstan dapat dinyatakan sebagai 
berikut: 
𝑦𝑡 = 𝛽 +  𝜀𝑡 
Diperoleh rumus pemghalusan 
eksponensial tunggal : 
?̃?𝑇 =  𝜆𝑦𝑇 + (1 − 𝜆)
.?̃?𝑇−1 
Penghalusan Ekponensial Ganda 
Model umum proses trend linier : 
𝑦𝑇 =  𝛽𝑂 +  𝛽1 𝑡 +   𝜀𝑡  
kita memiliki taksiran dari 𝑦𝑇  Sebagai 
berikut: 
 ?̃?𝑇 = ?̂?0.𝑇+ ?̂?1.𝑇T 
  = 2 ?̃?𝑇
(1) − ?̃?𝑇
(2) 
. Penghalusan Eksponensial Triple 
Model umum eksponensial triple dapat 
dinyatakan sebagai berikut : 
  𝑋𝑡 = 𝑓(𝑡; 𝛽; 𝑆) +  𝜀𝑡    
  (4.26) 
Dimana  𝛽 adalah vektor dari parameter 
yang tidak diketahui dan 𝜀𝑡 adalah error yang 
tidak berkolerasi. Jadi model  umum dari 
proses constan dapat dinyatakan sebagai 
berikut: 
𝑋𝑡 = 𝛽𝑡 + 𝑆𝑡 + 𝜀𝑡                              
Dimana  ∑ 𝑆𝑡
𝑆
𝑡=1 = 0 
Sehingga diperoleh :  
𝐼𝑡 = 𝛾(𝑋𝑇 − 𝛽1) + (1 − 𝛾)𝐼𝑡−1 
 
Pengolahan Data 
 
Data yang digunakan dalam penelitian 
ini adalah data inflasi di Indonesia empat tahun 
terakhir sejak tahun 2011 hingga tahun 2014 
dari web resmi Bank Indonesia 
(http://www.bi.go.id/id/moneter/inflasi/data/De
fault.aspx tahun 2011-2014). Secara sederhana 
Inflasi dapat diartikan sebagai meningkatnya 
harga-harga secara umum dan terus menerus. 
Akan tetapi inflasi yang mengalami kenaikan 
terus menerus dan kenaikan tidak stabil maka 
akan memberikan dampak negatif pada kondisi 
sosial ekonomi masyarakat. Bardasarkan data 
inflasi yang diperoleh dari web resmi Bank 
Indonesia sejak bulan Januari tahun 2011 
hingga Desember 2014 yang akan diramalkan 
dengan metode Holt Winter additive damped 
ini  akan menggunakan 48 data runtun waktu 
selama 48 bulan dan menggunakan parameter 
α, β, dan γ. 
1.Penghalusan eksponensial Holt Winter 
dengan model additive 
Dengan mengambil acak nilai 
parameter α, β dan γ. Dalam penelitian ini 
nilai α yang digunakan adalah 0.2, β = 0.1 
dan γ = 0.5. kemudian dilakukan proses 
inisialisasi diperoleh : 
𝑆𝐿 =
1
12
(𝑋1 + 𝑋2 + ⋯ + 𝑋𝐿) 
     =
1
12
(7.02 +  6.84 + ⋯ + 3.79)   =  5.38 
𝑏𝐿 =  
1
𝐾
(
(𝑋𝐿+1−𝑋1)
𝐿
+
(𝑋𝐿+2−𝑋2)
𝐿
+ ⋯ +
(𝑋𝐿+𝑘−𝑋𝑘)
𝐿
)  
     =
1
12
(
(3.65−7.02)
12
+
(3.56−6.84)
12
+ ⋯ +
(4.30−3.79)
12
) 
     = -0.09181 
Untuk nilai awal bulan Januari dari 
musimannya menggunakan rumus: 
𝐼𝑘 =  𝑋𝑘- 𝑆𝐿  
𝐼0 =  𝑋1- 𝑆𝐿 = 7.02 − 5.38 = 1.64 
dan untuk 𝑘 = 0,1,2, … ,12 ( hasil dilihat 
dilampiran 4) 
           Setelah dilakukan proses Inisialisasi 
maka diperoleh nilai awal, sehingga 
selanjutnya kita menghitung nilai penghalusan 
untuk data keseluruhan, trend dan musiman 
berdasarkan rumus penghalusan eksponensial 
Holt Winter, maka diperoleh : 
𝑆𝑡1      =  𝛼 (𝑋𝑡 − 𝐼𝑡−1) +  (1 −  𝛼 )(𝑆𝑡−1
+  𝑏𝑡−1) 
  = 0,2 (7,02 − 1,64)
+ (1 − 0,2)(5,38
+ (−0,09181)) 
= 5.306556 
𝑏𝑡1      =  𝛽 (𝑆𝑡 − 𝑆𝑡−1) + ( 1 − 𝛽)𝑏𝑡−1 
 = 0,1 (5,306556 − 5,38)
+  (−0,09181) 
 =  −0.08997 
𝐼𝑡1       =  𝛾 (𝑋𝑡 −  𝑆𝑡) + (1 − 𝛾)𝐼𝑡−1 
  = 0,5 (7,02 − 5,306556)
+  (1 − 0,5) (1,64) 
   = 1,676722 
𝑌𝑡+𝑚   =  𝑆𝑡 +  𝑚𝑏𝑡 +  𝐼𝑡−𝐿+𝑚 
 = 5,306556 + 1 (−0.08997) +
 1,676722 
 = 6.856586 
dan untuk t=1,2,….48 (dilihat dilampiran 2) 
Setelah diperoleh hasil peramalan untuk 
tahun 2011 hingga tahun 2014, maka 
selanjutnya kita meramalkan untuk periode 
yang akan datang yaitu tahun 2015 
menggunakan rumus   𝑌𝑡+𝑚 =  𝑆𝑡 +  𝑚𝑏𝑡 +
 𝐼𝑡−𝐿+𝑚, maka diperoleh: 
 𝑌𝑡+𝑚 =  𝑆𝑡 +  𝑚𝑏𝑡 +  𝐼𝑡−𝐿+𝑚 
 𝑌48+1 =  𝑆48 + 1(𝑏48) +  𝐼48 
            = 6.335194 + 1(0.707484) + 3.875005 
            = 10.02268 
hasil ramalan selanjutnya (dilihat dilampiran 
2) 
Setelah semua data diramalkan dengan 
penghalusan eksponensial Holt Winter. Dari 
hasil peramalan yang diperoleh terlihat bahwa 
Inflasi paling tinggi terjadi pada bulan Januari 
2011, bulan juni 2013 dan bulan November 
2014, sedangkan inflasi paling rendah  juga 
terjadi pada bulan September 2014. 
2. Penghalusan eksponensial Holt Winter 
dengan model additive damped. 
Penghalusan eksponensial dengan 
metode Holt Winter Additive damped nilai 
Parameter yang digunakan dalam metode Holt 
Winter Additive damped sama dengan nilai 
dalam metode Holt Winter additive yaitu α = 
0.2, β = 0.1 dan γ = 0.5.  dalam metode ini juga 
ditambahkan parameter 𝜑 =0.5. kemudian 
dilakukan proses inisialisasi diperoleh :. 
kemudian dilakukan proses inisialisasi 
diperoleh : 
𝑆𝐿 =
1
12
(𝑋1 + 𝑋2 + ⋯ + 𝑋𝐿) 
     =
1
12
(7.02 +  6.84 + ⋯ + 3.79)   =  5.38 
𝑏𝐿 =  
1
𝐾
(
(𝑋𝐿+1−𝑋1)
𝐿
+
(𝑋𝐿+2−𝑋2)
𝐿
+ ⋯ +
(𝑋𝐿+𝑘−𝑋𝑘)
𝐿
)  
     =
1
12
(
(3.65−7.02)
12
+
(3.56−6.84)
12
+ ⋯ +
(4.30−3.79)
12
) 
     = -0.09181 
Untuk nilai awal bulan Januari dari 
musimannya menggunakan rumus: 
𝐼𝑘 =  𝑋𝑘- 𝑆𝐿  
𝐼0 =  𝑋1- 𝑆𝐿 = 7.02 − 5.38 = 1.64 
dan untuk 𝑘 = 0,1,2, … ,12 ( hasil dilihat 
dilampiran 4) 
            Setelah dilakukan proses Inisialisasi 
maka diperoleh nilai awal, sehingga 
selanjutnya kita menghitung nilai penghalusan 
untuk data keseluruhan, trend dan musiman 
berdasarkan rumus penghalusan eksponensial 
Holt Winter, maka diperoleh : 
𝑆𝑡1      =  𝛼 (𝑋𝑡 − 𝐼𝑡−1) +  (1 −  𝛼 )(𝑆𝑡−1
+  𝜙𝑏𝑡−1) 
  = 0,2 (7,02 − 1,64)
+ (1 − 0,2)(5,38
+ ((0,5) − 0,09181)) 
= 5.410311 
𝑏𝑡1      =  𝛽 (𝑆𝑡 − 𝑆𝑡−1) + ( 1 − 𝛽)𝜙𝑏𝑡−1 
 = 0,1 (5.410311 − 5,38) +  ((0,5)
− 0,09181)) 
 = −0.038281376 
𝐼𝑡1       =  𝛾 (𝑋𝑡 −  𝑆𝑡) + (1 − 𝛾)𝐼𝑡−1 
  = 0,5 (7,02 − 5.410311)
+  (1 − 0,5) (1,64) 
= 1.281881 
?̂?𝑡+𝑚 = 𝑆𝑡 + ∑  𝜑
im
i=1 𝑏𝑡 + 𝐼𝑡−𝐿+𝑚 
     = [𝑆1 + (1)𝑏1]𝐼1 
 = 5.410311 + 1 (−0.038281376) + 1.281881 
 = 7.0096 
dan untuk t=1,2,….48 (dilihat dilampiran 3) 
 Setelah diperoleh hasil peramalan 
untuk tahun 2011 hingga tahun 2014, maka 
selanjutnya kita meramalkan untuk periode 
yang akan datang yaitu tahun 2015 
menggunakan rumus ?̂?𝑡+𝑚 = 𝑆𝑡 + ∑  𝜑
im
i=1 𝑏𝑡 + 
𝐼𝑡−𝐿+𝑚, maka diperoleh: 
?̂?𝑡+𝑚 = 𝑆𝑡 + ∑  𝜑
im
i=1 𝑏𝑡 + 𝐼𝑡−𝐿+𝑚  
𝑌48+1 =  𝑆48 +  1(𝑏48) +  𝐼48 
          = 5.160883 + ((1)0.040520922)
+ (1.268136) 
            = 8.145413  hasil ramalan selanjutnya 
(dilihat dilampiran 3) 
Setelah semua data diramalkan dengan 
penghalusan eksponensial Holt Winter. Dari 
hasil peramalan yang diperoleh terlihat bahwa 
Inflasi paling tinggi terjadi pada bulan Januari 
2011, bulan juni 2013 dan bulan November 
2014, sedangkan inflasi paling rendah  juga 
terjadi pada bulan September 2014. 
 
Pemilihan Model 
a.MSE dihitung dari rata-rata kuadrat 
error hasil peramalan, maka diperoleh : 
MSE =
1
n
∑(Yt
n
t=1
− Ŷt)
2 
          = ∑ (
(𝑋1−Ŷt1)
2 + ⋯ + (𝑋2−Ŷt2)
2)2
48
)
48
t=1
 
Dari persamaan di atas, maka 
diperoleh MSE untuk model Holt Winter 
additive  yaitu  63.97628714 dan 
172.4271845 untuk additive damped. 
Uraian nilai dari MSE (dilampiran 6). 
a. AIC ( Akaike Information Criteria) 
Maka diperoleh : 
𝐴𝐼𝐶 =
2. 𝑘
𝑛
+ 𝑙𝑛 (
∑ ?̂?𝑖 .
2𝑛
𝑖=1
𝑛
) 
Dari persamaan di atas, maka 
diperoleh MSE untuk model Holt Winter 
additive  yaitu  4.4454789016 dan 
5.441641695 untuk additive damped. 
Uraian nilai dari MSE (dilampiran 7). 
Hasil Peramalan 
Dari nilai MSE terlihat bahwa model 
additive  memiliki error lebih kecil 
dibandingkan  model  additive damped  untuk 
data tingkat Inflasi di Bank Indonesia yang 
diperoleh yaitu : 
Table 4.1. Hasil peramalan Holt winter 
additive damped 
Periode Yt+m Additive 
damped 
Yt+m additive 
49 8.082478 10.02268 
50 8.113961 10.73016 
51 8.129702 11.43764 
52 8.137573 12.14513 
53 8.141508 12.85261 
54 8.143476 13.5601 
55 8.14446 14.26758 
56 8.144952 14.97506 
57 8.145198 15.68255 
58 8.145321 16.39003 
59 8.177433 17.09751 
60 8.145413 17.805 
 
 Setelah  meramalkan data dengan 
model additive dan additive damped maka hasil 
peramalan diplot dan dibandingkan terhadap 
data aktual maka diperoleh plot sebagai 
berikut:  
 
 
Gambar 4.2 plot data aktual, peramlan 
Holt winter additive dan Holt 
winter additive damped. 
KESIMPULAN 
Kesimpulan 
 Berdasarkan  uraian pada bab 
sebelumnya maka dapat disimpulkan sebagai 
berikut: 
Peramalan tingkat Inflasi di Bank 
Indonesia lebih bagus menggunakan metode 
Holt Winter Additive dibanding dengan metode 
Holt Winter Additive Damped. Dengan nilai 
MSE Holt Winter Additive yaitu 63.97628741 
dan 172.4271845 untuk Holt Winter Additive 
Damped. Sedangkan nilai AIC untuk Metode 
Holt Winter Additive adalah 4.445478906 dan 
5.441641695 untuk Holt Winter Additive 
Damped. 
Saran 
         Pada tulisan ini digunakan  metode 
penghalusan eksponensial Holt Winter Additive 
damped untuk meramlkan data yang hanya 
mengandung unsur trend yaitu data Inflasi di 
Bank Indonesia tahun 2011 – 2014. Oleh 
karena itu penulis menyarankan agar 
menggunakan data yang mengandung unsur 
trend dan musiman  menggunakan metode Holt 
winter additive Damped. 
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