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The problem of electron/pion identiˇcation in the CBM experiment based on the measurements
of energy losses and transition radiation in the TRD detector is discussed. Earlier we analyzed a
possibility to solve such a problem using an artiˇcial neural network (ANN) [1]. Here we consider
an approach based on a nonparametric ω
k
n goodness-of-ˇt criterion, comparison with the ANN method
is also performed. We show that both methods provide a comparable level of pion suppression and
electron identiˇcation, the ω
k
n test is more simple for practical applications, the ANN method provides the
needed level of pions suppression only if ®clever¯ variables are used. We demonstrate that application
of the ω
k
n-criterion to the J/ψ reconstruction provides a high level of pion background suppression and
signiˇcantly improves a signal-to-background ratio.
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INTRODUCTION
The CBM Collaboration [3, 4] builds a dedicated heavy-ion experiment to investigate
the properties of highly compressed baryonic matter as it is produced in nucleusÄnucleus
collisions at the Facility for Antiproton and Ion Research (FAIR) in Darmstadt, Germany. A
scientiˇc goal of the research program of the CBM experiment is to explore a phase diagram
of strongly interacting matter in the region of the highest baryon densities. This approach
is complementary to the activities at RHIC (Brookhaven) and ALICE (CERNÄLHC) which
concentrate in the region of high temperatures and/or very high baryon densities.
The experimental set-up has to fulˇl the following requirements: identiˇcation of electrons
which requires a pion suppression factor of the order of 105, identiˇcation of hadrons withElectron/Pion Identiˇcation in the CBM TRD Applying a ω
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large acceptance, determination of the primary and secondary vertices (accuracy ∼30 μm),
high granularity of the detectors, fast detector response and read-out, very small detector
dead time, high-speed trigger and data acquisition, radiation hard detectors and electronics,
tolerance towards delta-electrons.
Fig. 1. CBM general layout
Figure 1 depicts the present layout of the CBM experimental set-up. Inside the dipole
magnet gap there are a target and a 7-planes Silicon Tracking System (STS) consisting of pixel
and strip detectors. The Ring Imaging Cherenkov detector (RICH) has to detect electrons.
The Transition Radiation Detector (TRD) arrays measure electrons with momentum above
1 GeV. The Time-of-Flight (TOF) detector consists of Resistive Plate Chambers (RPC). The
Electromagnetic Calorimeter (ECAL) measures electrons, photons and muons. The CBM
set-up is optimized for heavy-ion collisions in the beam energy range from about 8 up to
45A GeV. The typical central Au+Au collision in the CBM experiment will produce up to
700 tracks in the inner tracker (see Fig. 2).
Large track multiplicities together with the presence of a non-homogeneous magnetic ˇeld
make the reconstruction of events extremely complicated. It comprises local track ˇnding
and ˇtting in the STS and TRD, ring ˇnding in RICH, cluster reconstruction in ECAL, global
matching between STS, RICH, TRD, TOF and ECAL, and the reconstruction of primary and
secondary vertices. Therefore, the collaboration performs the extensive analysis of different
event recognition and reconstruction methods, in order to understand better the geometry of
detectors and to investigate speciˇc features of useful events [4].
The measurement of charmonium is one of the key goals of the CBM experiment. The
main difˇculty lies in the extremely low multiplicity expected in Au+Au 25A GeV collisions
near J/ψ production threshold. For detecting J/ψ meson in its dielectron decay channel the
main task is the separation of electrons and pions. One of the most effective detector for
electron/pion separation is the TRD detector.
The TRD must provide electron identiˇcation and tracking of all charged particles. It
has to provide, in conjuction with the RICH and the electromagnetic calorimeter, a sufˇcient
electron identiˇcation capability for the measurements of charmonium and low-mass vector204 Akishina E.P. et al.
Fig. 2. Visualization of a typical CMB event
mesons. The required pion suppression is a factor of about 100 and the required position
resolution is of the order of 200Ä300μm. In order to fulˇl these tasks, in the context of the
high rates and high particles multiplicities in CBM, a careful optimization of the detector is
required.
In the technical proposal of the CBM experiment, preliminary results on the estimation
of the electron identiˇcation and pions suppression applying a maximum likelihood ratio test
were presented (see details in [4]). A standalone Monte Carlo C++ based simulation code
was developed to perfom the simulations. The following processes were considered in the
simulations: i) energy losses of electrons and pions in the gas detector due to the procedure
described in [2]; ii) for electrons, production and absorption of the transition radiation (TR)
in the radiator, absorption of TR in the mylar foil and absorption of TR in the active gas
volume. The results of these simulations demonstrated that the TRD with 9 to 12 layers can
fulˇl the required electron/pion indentiˇcation in CBM.
It is useful to note that the application of a maximum likelihood ratio test requires a very
accurate determination of distribution functions of energy losses by pions and electrons (see
details on page 88 in [4]), which is not so simple to fulˇl in practice.
Recently, the use of artiˇcial neural networks in multi-dimensional data analysis has be-
come widespread [5Ä8]. One of such problems consists in classifying the individual events
represented by empirical samples of ˇnite volumes pertaining to one of the different distribu-
tions composing the distribution to be analyzed. A layered feed-forward network Å multilayer
perceptron (MLP) Å is a convenient tool for constructing multivariate classiˇers, although
its learning speed and power of recognition critically depend on the choice of input data.
In [1] we investigated a possibility to apply the MLP for identiˇcation of electrons and
pions using the measurements of ionization energy losses and transition radiation in the TRD
detector. We demonstrated that applying the ANN one can reach a reliable level of pions
suppression and electrons identiˇcation [1].Electron/Pion Identiˇcation in the CBM TRD Applying a ω
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In our studies [9Ä11] we showed that such a type of problems could be effectively solved
with the help of nonparametric ωk
n goodness-of-ˇt criteria. In this work we present the results
of solving this problem by applying the ωk
n test and its comparision with the MLP method.
1. SELECTION ALGORITHMS BASED ON STATISTICAL GOODNESS-OF-FIT
CRITERIA
The testing of the experimental data correspondence to some theoretical hypotheses is one
of the most important part of the data analysis. In order to present the main concept of the
hypothesis testing, let us recall some deˇnitions. The hypothesis which can be formulated
with no additional assumptions is called a simple hypothesis. The hypothesis which consists
of a few simple hypotheses is called a complex hypothesis. In order to present the hypothesis
testing, it is enough to consider only the simple hypothesis [12].
Let us test the hypothesis H0 (called the null-hypothesis) against the alternative hypothesis
H1 using a set of experimental data. Let X be some function of observables, calling the test
statistics,a n dW be the space of all possible values of X. We divide W into critical w and
admissible (W − w) regions so that if the values of function X hit in the region w, then the
null-hypothesis is not correct. Thus, the choice of the testing criterion H0 is reduced to the
choice of the testing statistics X and the critical region w.
The size of the admissible region is usually chosen in order to get the prescribed sig-
niˇcance level α, determined as probability of X to hit into w, when the hypothesis H0 is
valid:
P(X ∈ w|H0)=α. (1)
Therefore, α is the probability that H0 is rejected while it is correct.
The efˇciency of a testing criterion depends on its ability to separate the given hypothesis
H0 from the alternative hypothesis H1. The measure of usefulness of a criterion is given by
a criterion power. The criterion power is determined as the probability 1−β of X to hit into
the critical region when H1 is correct:
P(X ∈ w|H1)=1− β. (2)
In other words, β is the probability of X to hit into the admissible region if the alternative
hypothesis is correct:
P(X ∈ W − w|H1)=β. (3)
There are two different kinds of errors in the hypothesis testing:
a) error of the ˇrst kind (or loss): rejection of the null-hypothesis, when it is correct. The
probability of such an error is equal to α;
b) error of the second kind (or admixture): acceptance of the null-hypothesis, when it is
not correct. The probability of such an error is equal to β.
The test criteria that check the correspondence of pre-assigned hypothesis (the null-
hypothesis H0) against all possible alternative hypotheses are called the goodness-of-ˇt crite-
ria [12]. Such criteria test experimental data against the density function which corresponds
to the hypothesis H0, in accordance with which the testing data must be distributed.
Motivated by a practical point of view, here we will consider only the criteria which are
independent of the form of the testing distribution. The most efˇcient criteria are based on206 Akishina E.P. et al.
comparison of the distribution function F(x) corresponding to the null-hypothesis H0 with
the empirical distribution function Sn(x) [12]:
Sn(x)=
⎧
⎨
⎩
0, if x<x 1;
i/n, if xi  x  xi+1,i =1 ,...,n− 1.
1, if xn  x,
(4)
Here x1  x2  ... xn is the ordered sample (variational series)o ft h es i z en constructed
on the basis of observations of the variable x.
The testing statistics is a measure of ®distance¯ between the theoretical F(x) and empirical
Sn(x) distribution functions. The well-known goodness-of-ˇt test, the SmirnovÄCramerÄ
Mises criterion (also known as ω2-criterion [13,14]), is based on the statistics
ω2
n =
∞  
−∞
[Sn(x) − F(x)]2f(x)dx, (5)
where f(x) is the density function corresponding to the null-hypothesis H0. Such sort
statistics are also known as non-parametric statistics.
In paper [9] a new class of non-parametric statistics
ωk
n = nk/2
∞  
−∞
[Sn(x) − F(x)]kf(x)dx, (6)
which generalize the statistics (5), has been suggested and investigated. The values of sta-
tistics (6) can be calculated with a simple algebraic formula
ωk
n = −
nk/2
k +1
n  
i=1
  
i − 1
n
− F(xi)
 k+1
−
 
i
n
− F(xi)
 k+1 
. (7)
These statistics have a higher power for the bigger parameter k, and are more convenient for
analysis when the alternative hypothesis has a two-sided form.
As it has been mentioned above, the goodness-of-ˇt criteria constructed on the basis of
statistics (7) are usually applied for testing the correspondence of each sample (event) to the
distribution known ap r i o r i .
On the basis of the ωk
n criteria, a very efˇcient procedure has been developed and applied
for identiˇcation of rare multi-dimensional events [10,11,15]. This algorithm includes the
following steps:
1. The sample to be analyzed is transformed (®normalized¯) so that the contribution of
a dominant distribution (in most cases this distribution concerns the background process) is
described by the distribution function Fb(x).
2. Each sample, composed of values pertaining to the transformed distribution, is tested
with the ωk
n goodness-of-ˇt criterion for correspondence to the Fb(x) hypothesis. In this
process the abnormal events, which do not comply with the null-hypothesis, correspond to
large absolute values of the ωk
n-statistic, resulting in their clustering in the critical region.
3. The events that happen to be in the critical region are further subjected to the second
test in accordance with items 1) and 2). The only difference in the second test compared to theElectron/Pion Identiˇcation in the CBM TRD Applying a ω
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ˇrst one is that now the abnormal (signal) events are collected in the admissible region (using
the corresponding distribution function Fs(x)). This results in the additional suppression of
background events.
The statistical goodness-of-ˇt criterion discussed above is quite efˇcient in the identiˇ-
cation of rare events, because it is powerful and statistically justiˇed. However, to apply
this criterion, one has to construct a distribution function corresponding to the analyzed
process and to determine the sample size and the preparation procedure for the analyzed
sample.
2. THE e/π IDENTIFICATION USING THE ωk
n TEST
Signal events were calculated as a mixture of J/ψ electrons generated by PLUTO [16]
and minimum bias Au+Au 25A GeV UrQMD [17] events (one J/ψ per UrQMD event). The
J/ψ multiplicity (1.92·10−5) was extracted from Table 12.2 ®Particle multiplicities calcu-
lated for central Au+Au collisions¯ [4] and multiplied by branching ratio 0.06 for dielectron
mode. This means that approximately one J/ψ would be detected every 107 events. A
corresponding background was calculated as Au+Au 25A GeV UrQMD central events.
Simulations of signal and background events were performed with the CBM software
framework CBMROOT (based on ROOT package [18]), using GEANT3 [19] transport
through standard set-up with a gold target 250 μm thickness, the beam pipe, STS, RICH
and TRD. Only electrons (signal and background) and pions (background) which made hits
in 6 STS stations and 12 TRD layers participated in J/ψ reconstruction. Electron transition
radiation energy loss in the TRD gas was added to GEANT dE/dx. A schematic view of the
TRD used for simulation is shown in Fig.3.
Fig. 3. Schematic view of the TRD in the CBM layout
Two types of ˇles were formed on the basis of data generated with the help of the
GEANT3 code. The ˇrst included information on ionization energy losses by pions in n =1 2208 Akishina E.P. et al.
modules of the TRD, and the second involved information on energy losses by electrons,
including the transition radiation. Each ˇle included 2500 events1.
Figure 4 shows the distributions of energy losses (including transition radiation) by elec-
trons (Fig.4,a) and energy losses by pions (Fig.4,b) in the ˇrst TRD absorber. The distrib-
utions of energy losses in other TRD absorbers have a similar character. The distributions of
energy losses by pions have a Landau distribution form [20], and it is reasonable to use this
distribution as a null-hypothesis for initial data transformation.
Fig. 4. Distributions of energy losses (including transition radiation) by electrons (a) and energy losses
by pions (b) in the ˇrst TRD absorber
Following the algorithm described in the previous section, we transfom the initial mea-
surements to the set of a new variable λ (see details in [11]):
λi =
ΔEi − ΔEi
mp
ξi
− 0.225,i =1 ,2,...,n, (8)
where ΔEi is the value of energy loss in the ith absorber of the TRD; ΔEi
mp Å the value of
1By event we mean a sample of the volume n =1 2composed from energy losses of pion or electron detected
by the TRD.Electron/Pion Identiˇcation in the CBM TRD Applying a ω
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most probable energy loss; ξi =
1
4.02
FWHM (full width on height medium) of distribution
of energy losses of pions in the ith absorber [12]; n Å the number of layers in the TRD.
Fig. 5. Approximation of energy losses of pions in the ˇrst absorber of the TRD by the density function
of the log-normal distribution (5)
In order to determine the value of most probable energy loss ΔEi
mp and the value FWHM
of distribution of energy losses of pions in the ith absorber, the indicated distributions were
approximated by the density function of a log-normal distribution (see Fig. 5)
f(x)=
A
√
2πσx
exp
 
−
1
2σ2(lnx − μ)2
 
, (9)
where σ is the dispersion; μ is the mean value, and A is a normalizing factor [12]. As
one can see from Fig. 5, the distribution of energy losses by pions quite well follows the
distribution (9).
The sample of obtained values λi,i=1 ,...,n was ordered due to values (λj,j=
1,...,n) and then used for ωk
n calculation:
ω
k
n = −
nk/2
k +1
n  
j=1
  
j − 1
n
− φ(λj)
 k+1
−
 
j
n
− φ(λj)
 k+1 
. (10)
Here the values of Landau distribution functions φ(λ) were calculated with the help of the
DSTLAN function (from the CERNLIB library [24]).
Figure 6 presents the distributions of ωk
n values (k =8and n =1 2 ) obtained as a result
of processing the generated data ˇles for pion (a) and electron (b) events; the summary
distribution is shown in (c).210 Akishina E.P. et al.
Fig. 6. Distributions of ω
k
n (k =8and n =1 2 ) values obtained as a result of processing the generated
data ˇles for pion (a) and electron (b) events; the summary distribution is presented in (c)
Fig. 7. The cumulative probabiliy F(yt)=Pr(y<y t) for pion events (a), and the dependence
1 − F(yt) for electron events (b); the summary dependence for pions and electrons is presented in (c)Electron/Pion Identiˇcation in the CBM TRD Applying a ω
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Figure 7 shows the cumulative probabiliy F(yt)=Pr(y<y t) for events corresponding to
pions, and the dependence 1−F(yt) for events caused by electrons; the summary dependence
for pions and electrons is presented in the Fig.7,c.
3. COMPARATIVE ANALYSIS OF e/π IDENTIFICATION
USING ωk
n TEST AND ANN
In work [1] we investigated a possibility to apply a feed-forward neural network for solu-
tion of the considering problem. The three-layered perceptron from the package
JETNET3 [23] has been used for particle identiˇcation. The network included n =1 2
input neurons (according to the number of absorbers in the TRD), 35 neurons in the hidden
layer and one output neuron. It was assumed that for pion events the output signal must equal
−1, and for electron events Å +1. An algorithm of the backward error propagation has been
used for the error functional minimization at the stage of the ANN training [22].
In spite of the fact that the distribution of energy losses by electrons, signiˇcantly differs
from the character of the distribution of energy losses by pions, when we used as input data
for the MLP training the set of energy losses ΔEi,i=1 ,...,ncorresponding to the pion or
electron passage through the TRD, then the training process was going on very slow. There
also were large  uctuations (against the trend) of the efˇciency of event identication by the
network. Moreover, in spite of a large number of training epoches, one cannot reach the
needed level of pions suppression.
Fig. 8. The efˇciency of particle identiˇcation by the MLP for original (bottom curve) and transformed
(top curve) samples
In this connection, we applied to the initial data the transformation procedure described in
the previous section. After this, the reliable level of pion/electron identiˇcation by the network212 Akishina E.P. et al.
is reached after 10Ä20 training epoches in conditions of practical absence of  uctuations
against the trend, and very quickly the needed level of pions suppression under the condition
of a minimal loss of electrons (see Fig.8) has been obtained.
Figure 9 presents the distributions of the MLP output signals at training (a) and testing
(c)s t a g e s ;b and d show the distributions of errors between the target value and the MLP
output signals at the training (a, b) and testing (c, d)s t a g e s .
Fig. 9. Distributions of the MLP output signals at training (a) and testing (c)s t a g e s ;b, d show the
distributions of errors between the target value and the MLP output signals at training (a, b) and testing
(c, d)s t a g e s
At the stage of network testing the event type was determined by the value of the output
signal y: when it does not exceed the pre-assigned threshold yt, the event is assumed to
belong to pion, in the opposite case Å to electron. Figure 10 shows the cumulative probability
F(yt)=Pr(y<y t) for events corresponding to pions and the dependence 1 − F(yt) Åf o r
events caused by electrons.Electron/Pion Identiˇcation in the CBM TRD Applying a ω
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Fig. 10. The cumulative probability (for the testing stage) F(yt)=Pr(y<y t) for events corresponding
to pions (a) and the dependence 1 − F(yt) for events caused by electrons (b); c shows the summary
dependence for pions and electrons
For threshold yt =0 .84 the error of the ˇrst kind α Å part of electron events interpreted
as pion events Å was around 9.4%, and the error of the second kind β Åp a r to fp i o n
events interpreted as electron events Å was 0.6%. Thus, the suppression of pion events
equals 167. In the case, when we do not apply the above-described transformation to the
initial data, α =9 .1%, β =2 .6%, and the suppression of pion events will consist of approxi-
mately 39.
If we choose for the ωk
n test the threshold value yt =1 1 .0, then the error of the ˇrst
kind α = 11%, β =0 .78%, and the suppression of pion events will be around 128.
The obtained level of pions suppression could be increased, if we apply an additional
testing of events selected in the critical region: see item 3) of the procedure described
in Sec.1.
Thus, the both approaches give comparable results of pions suppression under the condition
of minimal loss of electron events.
4. THE ωk
n-TEST IMPLEMENTATION TO e/π SEPARATION BY TRD
From Monte-Carlo (MC) simulation we exactly know which particle we deal with, and
one can choose for combinatorial background only ®real¯ electrons. After reconstruction of
a charged particle trajectory in the STS detector only momentum and charge of a track are214 Akishina E.P. et al.
known. For particle identiˇcation RICH and TRD detectors should be used. RICH could
suppress pions with momentum below 9 GeV with a rejection factor 100. Unfortunately, J/ψ
electrons have momentum 5Ä20 GeV/c. For a good signal-to-background ratio, the electron
identiˇcation purity is a crucial factor.
The reconstructed track participates in a combinatorial background if it satisˇes the fol-
lowing criteria:
a) track vertex is inside the target;
b) transverse momentum pt is more than 1.2 GeV/c;
c) RICH identiˇes track as electron: the ring produced by this track has radius from 5.9
t o7c m ;
d) TRD identiˇes track as an electron: full energy loss in all TRD layers is more than
70 keV (see Fig.11).
Fig. 11. Energy losses in all TRD layers for pions and electrons
In order to increase the number of background events, a super-event technique has been
used. All electrons survived after ®abcd¯ cuts were mixed together, and each e+ was
combined with each e−. This trick allowed one to simulate the background from 105×105 =
1010 events.
After these cuts 5% of the pions survived were identiˇed as electrons. The signal-to-
background ratio is approximately 1/100. Figure 12 shows dielectron invariant mass spectra
for signal (bottom peak) and background (top histogram) after applying the ®abcd¯ cuts.
Figure 13 shows the distribution of ω8
12 values for pions that had survived after ®abcd¯
cuts. It is clear that additional cut ω8
12 > 11 could eliminate most of the survived pions.
Figure 14 presents the distribution of ω8
12 values for electrons selected after applying the
®abcd¯ cuts. It shows that due to the ω8
12 > 11 cut we lose approximately 10% of electrons.
Figure 15 shows the invariant mass spectra for reconstructed background particles, iden-
tiˇed as electrons by RICH and TRD, before (bottom histogram) and after (top histogram)
applying the cut ω8
12 > 11. An intermediate distribution (MC) is an invariant mass spectrum
of particles identiˇed as electrons in simulation (®real¯ physical electron background fromElectron/Pion Identiˇcation in the CBM TRD Applying a ω
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Fig. 12. Dielectron invariant mass spectra for background (top histogram) and J/ψ (bottom peak) after
application cuts ®abcd¯
Fig. 13. Distribution of ω
8
12 values for pions
that survived after application of ®abcd¯ cuts
Fig. 14. Distribution of ω
8
12 values for electrons
selected after application of ®abcd¯ cuts
gamma-conversion, π0 Dalitz decay and so on). One could see that almost all ®real¯ pions
(and part of ®real¯ electrons) were rejected after application of the ω8
12 > 11 cut.
Figure 16 shows the invariant mass spectrum for particles identiˇed as electrons by RICH
and TRD for J/ψ and corresponding amount of central background events after applying the
ω8
12 > 11 cut in addition to the ®abcd¯ cuts. A comparison of the signal-to-background ratio
on this plot and Fig.12 show that the ω8
12 > 11 cut improves the signal/background ratio up
to ∼100 times.
Figures 17 and 18 show a phase space coverage (pt vs rapidity distribution) of the
identiˇed J/ψ after applying the ®abcd¯ cuts (Fig.17) and for the ®abcd¯ cuts together with
the ω8
12 > 11 cut (Fig.18). Clearly, the ω8
12 > 11 cut does not change the phase space of
J/ψ events.216 Akishina E.P. et al.
Fig. 15. Background invariant mass spectra for par-
ticles identiˇed as electrons: top histogram Å the
®abcd¯ cuts are applied; medium histogram Å MC
(®real¯) background; bottom histogram Å in addition
to the ®abcd¯ cuts the ω
8
12 > 11 is applied
Fig. 16. Invariant mass spectrum for parti-
cles identiˇed as electrons by RICH and TRD
for J/ψ and corresponding amount of central
background events after applying ®abcd¯ and
ω
8
12 > 11 cuts
Fig. 17. pt vs rapidity distribution for J/ψ with
®abcd¯ cuts
Fig. 18. pt vs rapidity distribution for J/ψ with
®abcd¯ and ω
8
12 > 11 cuts
In the Table we present summary results of J/ψ efˇciency together with a corresponding
signal-to-background (S/B) ratio for different cuts.
The J/ψ efˇciency and signal-to-background ratio for different cuts
Type of cuts No cuts pt > 1.2 GeV/c ®abcd¯ ®abcd¯+ω
8
12 > 11
J/ψ eff 0.37 0.24 0.19 0.156
S/B ratio 0.0000 1.24 0.01 1.7Electron/Pion Identiˇcation in the CBM TRD Applying a ω
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CONCLUSION
We present the electron/pion identiˇcation using energy losses in 12 layers of the CBM
TRD detector applying the ωk
n test. We show that under the loss of approximately 10Ä
11% of electron events we may achieve the suppression of pion events up to the acceptable
level (taking into account the requirements of the physical problem) equal to 0.78%, which
corresponds to the suppression of pion events up to 130 times. The comparision of this
approach with the algorithm based on ANN has shown that both methods provide comparable
results. At the same time, it must be noted that:
1. The algorithm on the ANN basis reached the result close to the result on the ωk
n test
basis only after the application to the initial sample {ΔEi,i=1 ,...,n} the transformation,
which is typical of nonparametric goodness-of-ˇt criteria.
2. To apply the ANN method, one needs distributions of both competing processes
(distributions of energy losses of pions and electrons), while the usage of the ωk
n test requires
only the parameters of dominate distribution (in our case, the distribution of pion energy
losses).
3. The ωk
n-criteria usage is substantiated quantitatively, while the results yielded by the
ANN are only qualitative.
We demonstrate that the application of the ωk
n criterion to the J/ψ reconstruction procedure
gives a very good suppression of a pion background and signiˇcantly improves a signal-to-
background ratio.
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