We establish the Stein phenomenon in the context of two-step, monotone incomplete data drawn from Np+q(µ, Σ), a (p + q)-dimensional multivariate normal population with mean µ and covariance matrix Σ. On the basis of data consisting of n observations on all p + q characteristics and an additional N − n observations on the last q characteristics, where all observations are mutually independent, denote by µ the maximum likelihood estimator of µ. We establish criteria which imply that shrinkage estimators of James-Stein type have lower risk than µ under Euclidean quadratic loss. Further, we show that the corresponding positive-part estimators have lower risk than their unrestricted counterparts, thereby rendering the latter estimators inadmissible. We derive results for the case in which Σ is block-diagonal, the loss function is quadratic and nonspherical, and the shrinkage estimator is constructed by means of a non-decreasing, differentiable function of a quadratic form in µ. For the problem of shrinking µ to a vector whose components have a common value constructed from the data, we derive improved shrinkage estimators and again determine conditions under which the positive-part analogs have lower risk than their unrestricted counterparts.
Introduction
The Stein phenomenon, its appearance over sixty years ago notwithstanding, remains today a remarkable result: Given a random sample from a d-dimensional multivariate normal population, the sample mean, which is the "natural" and the maximum likelihood estimator of the population mean, is inadmissible with respect to quadratic loss for d ≥ 3. In the ensuing decades since this revolutionary result was brought to light by Stein [34] and James and Stein [24] , the phenomenon has engendered a literature of enormous size and scope, so that Stein's shrinkage estimators and their descendants are utilized today in many aspects of statistical theory and applications. Consequently, the Stein phenomenon exhibits a certain universality in nature, in the sense that it occurs for many loss functions, many inference problems, and many distributions. For bibliographies on the field, we refer to the lecture notes of Brown [14] and the monographs of Arnold [4] , Berger [8] , Brown [12] , Casella and Berger [15] , and Judge and Bock [26] , these being only a few of the many books on the subject.
In this paper, we study the Stein phenomenon for N p+q (µ, Σ), a multivariate normal population with mean vector µ and covariance matrix Σ. We shall derive improved estimators for µ when the data are two-step monotone incomplete, consisting of N mutually independent vectors, n of which are complete observations on all p + q population characteristics and the remaining N − n data vectors are on the last q characteristics only. We write this data in the form
where each X j is a p × 1 vector and each Y j is q × 1. Statistical inference with monotone incomplete multivariate normal samples has been widely studied; see [1, 6, 7, 9, 16, 17, 18, 22, 27, 28, 30, 31, 32] and the many references provided in those publications.
On being given data of the form (1.1) it is well known that µ and Σ, the maximum likelihood estimators of µ and Σ, respectively, may be obtained by means of explicit, closed-form expressions (see Wu and Perlman [37] , and references therein, for general lattice conditional models wherein general monotone data structures lead to explicit formulas for maximum likelihood estimators). The estimator µ has many pleasant features, including unbiasedness, and those features also raise the issue of whether or not the Stein phenomenon holds for µ. Thus, if the quadratic loss function, 2) measures the error resulting from estimating a parameter θ ∈ R p by a statistic θ, and if R(θ; θ) = E L(θ, θ) is the corresponding risk function, then we wish to find a shrinkage estimator, m( µ) such that R(µ; µ) > R µ; m( µ) for all µ ∈ R p . Let µ Y denote the mean of Y 1 in (1.1); then it is well known that, on the basis of the monotone sample (1.1), the maximum likelihood estimator of µ Y is µ Y =Ȳ ≡ N −1 (Y 1 + · · · + Y N ). Using only the multivariate normality of µ Y , we can obtain improved estimation for µ under squared-error loss if the shrinkage target vector ν ∈ R p+q is sufficiently close to µ. Specifically, define an estimator of James-Stein type, m( µ, c) = 1 − c µ − ν 2 ( µ − ν) + ν, (1.3) where c > 0 is a constant. For q ≥ 3 and Cov(Y 1 ) = I q , we shall use the elementary result that µ Y is normally distributed to show at the outset of Section 3 that if µ−ν 2 < (q −2)/N and
then R(µ; µ) − R µ; m( µ, c) > 0, (1.5) for all c ∈ (0, 2c * ); furthermore, this difference is maximized at c = c * . The inequality (1.5) makes plausible the possibility that µ can be improved uniformly by an estimator of James-Stein type and therefore is inadmissible.
To extend (1.5) to the case in which ν is arbitrarily distant from µ requires a more delicate analysis involving the exact distribution of µ. Indeed, the fundamental reason for the hitherto unavailability of shrinkage estimators of µ with monotone incomplete data was the lack of knowledge of the exact distribution of µ; because of that impediment, it was not possible to derive explicit analytical expressions or bounds for R µ; m( µ) , the risk of the shrinkage estimator in (1.3) . With the distribution of µ having been derived recently by Chang and Richards [16] , it is the purpose of this paper to exploit that result by constructing improved estimators of µ, proving that the Stein phenomenon prevails in the monotone incomplete setting. Remarkably, the estimator (1.3) plays a central role in the results to follow, and this leads us to speculate in Section 6 that, there may be an aspect of universality even to the estimator (1.3) within the context of arbitrarily-patterned incomplete multivariate normal samples.
In reviewing the literature on the Stein phenomenon, we have found results on shrinkage estimators of the population covariance matrix with incomplete data; see, e.g., Konno [28] , and Sharma and Krishnamoorthy [33] . On the other hand, there seems to have been a nearly complete absence of results on shrinkage estimation for µ in the same context. To the best of our knowledge, the only result on such shrinkage estimation for µ is contained in the commentary of Fienberg [20] in his discussion of the paper by Hartley and Hocking [23] . In the case of a two-step monotone incomplete multivariate normal sample, Fienberg noted the normality of µ Y , applied the James-Stein method to derive an estimator having lower risk than µ Y , and posed the problem of improving µ X , the maximum likelihood estimator of the first p components of µ. Since that time, the problem had remained unaddressed.
Before closing the introduction, we emphasize that although the results of this paper are in line with those which may have been expected from a reading of the classical literature on shrinkage estimation, the derivation of these results are not straightforward extensions of classical arguments. Indeed, to establish certain shrinkage phenomena requires results from matrix analysis perhaps more intricate than those commonly arising in the area of shrinkage estimation, e.g., Cauchy's Theorem on the interlacing properties of the eigenvalues of a principal submatrix of a positive definite matrix. In our view, the fact that the Stein phenomenon prevails within the context of monotone incomplete multivariate normal data reinforces the apparent universality of the phenomenon.
We close here with a description of the organization of the ensuing results. In Section 2, we provide some details and results necessary for the subsequent development. In Section 3, we consider the case in which Σ is a scalar matrix, extending to monotone incomplete samples the famous result of James and Stein [24] on the inadmissibility of the sample mean and also the later extension by Baranchik [5] the improvement involving positive-part estimators of James-Stein type. In Section 4, we consider the case in which Σ is diagonal or block-diagonal, and the shrinkage estimator may possibly depend on non-Euclidean distances between µ and ν. In Section 5, we extend results of Lindley and Smith [29] and Efron and Morris [19] in which the shrinkage target ν is constructed from the data. Finally, in Section 6, we comment upon some open problems raised by our results.
Preliminaries
Throughout the paper, matrices and vectors are represented by boldface type. In particular, we denote the identity matrix of order d by I d , and we also denote by 0 any matrix or vector of zeros, the dimension of which will be clear from the context.
We partition µ and Σ in conformity with (1.1), writing
where µ X = (µ 1 , . . . , µ p ) , µ Y = (µ p+1 , . . . , µ p+q ) ; and Σ 11 , Σ 12 , and Σ 22 are of order p × p, p × q, and q × q, respectively. We assume throughout that n ≥ q + 3 to ensure that all expectations encountered later are absolutely convergent. We also use the notation τ = n/N for the proportion of data which are complete; and we denote 1−τ byτ , so thatτ = (N −n)/N is the proportion of incomplete observations. Define sample means
and the corresponding matrices of sums of squares and products by
It is well known [1, 3, 31, 25] ) that the maximum likelihood estimator of µ is µ = µ X µ Y where
where
Then we have the following result. Theorem 2.1. (Chang and Richards [16] 
, where V 1 , V 2 , Q 1 , and Q 2 are mutually independent. Then µ satisfies the stochastic representation,
where Q = Q 2 /Q 1 . In particular, µ X and µ Y are mutually independent if and only if Σ 12 = 0.
Noting that E(Q) = E(Q 2 ) E(1/Q 1 ) = q/(n−q−2), it follows from (2.5) that for n > q+2,
For ease of future reference, we state explicitly a consequence of (2.5) that will be utilized repeatedly in the sequel.
In particular, if Σ = I p+q then µ|Q ∼ N p+q (µ, C Q ) where
We shall also need Stein's fundamental integration-by-parts lemma. In stating that result, for a continuously differentiable function Ψ :
Lemma 2.3. (Stein [35, 36] 
is a diagonal positive definite matrix, ψ : R d → R is absolutely continuous, and 
We shall need a preliminary result on the expected value of the inverse of a multivariate normal quadratic form.
where Λ is nonsingular, and denote by λ (d) the smallest
Making the transformation from V to HV , and noting that the quadratic form V V is invariant under this transformation, we shall assume, with no loss of generality that Λ is diagonal. Then V 1 , . . . , V d , the components of V are mutually independent with V j ∼ N (µ j , λ j ), j = 1, . . . , d, where µ = (µ 1 , . . . , µ d ) , and therefore V 2 j /λ j ∼ χ 2 1 (µ 2 j ), a noncentral chi-square distribution with one degree-of-freedom and noncentrality parameter
where the last equality holds since the noncentral chi-square distribution is additive in its degrees of freedom and in its noncentrality parameter.
, and we now obtain
By Anderson [2] , p. 95, eq. (11),
for j ≥ 0 then the right-hand side of (2.11) is bounded above by
and the proof now is complete.
Before turning to the statements and proofs of the main results, we comment on the basic strategy underlying the details of those proofs. As a consequence of the stochastic representation (2.5) we deduce, first, that µ, conditional on Q, has a multivariate normal distribution. Second, we shall apply Stein's Lemma to the conditional distribution of µ given Q to obtain a lower bound on the difference in risks conditional on Q, and then we shall calculate the expectation with respect to Q to derive a lower bound for the overall difference in risks. We remark that although this strategy can be described in a straightforward manner, the technical details required to extend various classical results appear to be nontrivial.
The case of scalar covariance matrices
We begin by establishing (1.5). Define
the incremental risk in µ over m( µ, c). On applying the parallelogram law,
u, v ∈ R d , to expand (3.1) and simplifying the resulting expression, we obtain
where the inequality follows from the Cauchy-Schwarz inequality. Therefore,
Let ν 2 be the vector containing the last q components of ν. It is not difficult to see that 5) and in turn, by the Cauchy-Schwarz inequality,
(3.6) Substituting (3.5) and (3.6) into (3.4), we have
It now follows that if κ 2 < (q − 2)/N then ∆R(µ) > 0 for all c such that
moreover, over this range of c, the right-hand side of (3.7) is maximized at c = c * . Evaluating the right-hand side of (3.7) at c = c * , we obtain
This completes the proof of (1.5).
Our first main result determines conditions under which m( µ, c), the shrinkage estimator in (1.3), has lower risk than µ, the maximum likelihood estimator in (2.3). As a consequence, we extend the classical result of James and Stein [24] to the setting of two-step, monotone incomplete samples. For the case in which n = N , the following result reduces immediately to the theorem of James-Stein.
Theorem 3.1. Suppose that p ≥ 2, n ≥ q + 3, Σ = I p+q , and define
Then, with the loss function (1.2), R(µ; µ) > R µ; m( µ, c) for all µ and all c ∈ (0, 2c * ).
Proof. Since p ≥ 2 and q ≥ 1 then c * > 0. We shall show that, for 0 < c < 2c * ,
the incremental risk in the estimator µ over m( µ, c), is strictly positive for all µ and ν. Proceeding as at (3.1) and (3.2), we find that (3.3) remains valid here. Now let ν 1 and ν 2 denote the column vectors consisting of the first p and last q components, respectively, of ν,
and
By (2.5), µ X and µ Y are independent; therefore,
hence, in order to evaluate the inner expectation with respect to µ Y in (3.10), while holding µ X fixed, we apply Stein's Lemma, equation (2.10),
Next, we write
We now recall from Corollary 2.2 that µ X |Q ∼ N p µ X , n −1 (1 +τ Q)I p . Rewriting (3.11) in the form
we evaluate the inner expectation with respect to µ X |Q by applying Stein's Lemma, (2.10),
, and
Proceeding as before, we obtain
By (3.9),
Since n ≤ N then
Therefore ∆R(µ) > 0 for 0 < c < 2c * . Moreover, to maximize this lower bound, we choose c = c * .
To complete the proof, we verify that
for p + q > 2, and then it follows immediately that the same conclusion holds for the unconditional expectation. Finally, we note that the condition n ≥ q + 3 holds by virtue of (2.6), from which it follows that Σ * exists only if n − q − 2 > 0.
Remark 3.2.
A problem that arises naturally from Theorem 3.1 is that of quantifying the behavior of ∆R(µ), the reduction in risk. If n and N are large then, by (2.5), µ ≈ µ; if also ν is close to µ then µ − ν −2 will be large, in which case the lower bound in (3.12) can be expected to be large and then ∆R(µ), after a suitable normalization, will be substantial. Let us analyze further the lower bound (3.12). By Jensen's inequality, E µ − ν −2 ≥ (E µ − ν 2 ) −1 , so we now evaluate this last term. By (2.5),
where the second equality holds because the expectation of each cross term is zero. Therefore,
hence, as κ decreases, ∆R(µ) increases monotonically. Moreover, if n and N are large then (c * ) −2 ∆R(µ) ≥ ( κ 2 + o(1)) −1 which, as κ → 0, grows rapidly. Thus, in applications to data, if a priori information about the location of µ is available then shrinkage should be done toward that location.
In the classical setting in which samples are complete, Baranchik [5] proved that the positive-part James-Stein estimator has lower risk than the unrestricted James-Stein estimator, hence the latter estimator is inadmissible. Generalizing Baranchik's theorem, we now show that the unrestricted estimator m( µ, c) in (1.3) is inadmissible, having higher risk than its positive-part analog,
where, for t ∈ R,
denotes the positive part of t.
Theorem 3.3. Let p ≥ 2, n ≥ q + 3, and Σ = I p+q . Under the loss function (1.2), the positive-part estimator (3.13) has lower risk than m( µ, c):
for all µ ∈ R p+q and all c ∈ (0, 2c * ), where c * is defined in (3.8) . Therefore µ and m( µ, c) both are inadmissible.
2 0 for all t, and therefore
Denote by κ 1 and κ 2 the vectors containing the first p and last q components, respectively, of κ, so that κ = (κ 1 , κ 2 ) . Let H 1 and H 2 be, respectively, p × p and q × q, orthogonal matrices such that
Denote by {e 1 , . . . , e p+q } the standard basis for R p+q ; then it follows from above that
Since H 1 and H 2 both are orthogonal then
and this orthogonal transformation also preserves the independence of V 1 and V 2 . Therefore
Letting U = H 1 0 0 H 2 U , and noting that U = U |, it follows that the right-hand side of (3.15) equals
where U 1 , . . . , U p+q are the components of U . By (3.16) and Corollary 2.2, U |Q ∼ N p+q ( κ 1 e 1 + κ 2 e p+q , C Q ). Since C Q is diagonal then, conditional on Q, the variables U 1 , . . . , U p+q are mutually independent; therefore
For fixed U 2 , . . . , U p+q , define h : R + → R by 
Z, whenever it exists, has the same sign as E(Z). Applying this result to
n (1+τ Q)) and h 1 ≡ h, and bearing in mind that E( U 1 |Q) = κ 1 ≥ 0, we obtain
for fixed U 2 , . . . , U p+q . Inserting this inequality at (3.18), we obtain
By a similar argument, we deduce also that
It now follows from (3.19) and (3.20) that (3.17), and hence (3.15), is nonnegative.
The case of block-diagonal covariance matrices
For the case in which Σ is arbitrary and known, many results are available in the literature in the classical case in which the sample is complete; see e.g., Anderson [2] , Berger [8] , and Brown [14] for citations of the original sources for those results. In the setting of twostep monotone incomplete normal samples, the derivation of improved estimation through shrinkage estimators has proved to be considerably difficult for the case in which Σ is arbitrary. If Σ is diagonal or block-diagonal, however, then we have derived results that show that shrinkage lowers the risk of µ. Let us first consider the diagonal case. Suppose that Σ is a known diagonal matrix and the loss function L is the same as in (1.2), viz., L(µ, m) = m − µ 2 . In stating the following result, we use the notation
and we also denote by Σ * the covariance matrix of µ, an explicit formula for which is provided in (2.6). As background for the following result, we refer to Berger [8] , pp. 363-369 for citations to the classical literature on results of this type.
Theorem 4.1. Let p ≥ 2, n ≥ q + 3, and let r(t), t ≥ 0 be a nondecreasing, differentiable function such that 0 ≤ r(t) ≤ 2(η * p+q −2). Let Σ be a known, diagonal matrix and ν ∈ R p+q . Then, with the loss function (1.2), the estimator
has smaller risk than µ.
Proof. We show, first, that η * p + q − 2 > 0. This inequality obviously holds if q ≥ 2; and if q = 1 then it follows from
so that ω ij = 0, i = j and
. . , p + q. By (2.6), we also have Σ * = (σ * ij ) where σ * ij = 0, i = j and
Let U = µ − ν and κ = µ − ν, so that
, where
, the difference in risks between µ and m( µ), equals
We now apply Stein's Lemma, (2.9), with d ≡ p + q, Z ≡ U |Q, θ ≡ κ, Λ ≡ Cov(U |Q), and
Accordingly, we obtain
Let W ≡ U Σ * −2 U ; substituting (4.5) into the right-hand side of (4.4), we obtain
We introduce some temporary notation in order to simplify this expression. Let
so that W = W 1 + W 2 . Also, let η = η * (1 +τ Q) where η * is defined in (4.1) ; then, clearly,
where F (η, w 1 , w 2 ) = 2 ηp + q − 2(ηw 1 + w 2 ) w r(w) + 4(ηw 1 + w 2 )r (w) − r 2 (w),
Suppose that η ≥ 1; since 0 ≤ w 2 ≤ w then
consequently,
the last inequality being due to the fact that η ≥ η * . Since r(·) is nondecreasing then r (w) ≥ 0; therefore
Since η * < 1 for n ≥ q + 3 and, by assumption, r(w) ≤ 2(η * p + q − 2), it follows that F (η, w 1 , w 2 ) > 0 for all w if η > 1. Suppose next that η < 1; then ηw 1 + w 2 < w 1 + w 2 = w, and therefore
since η ≥ η * and r (w) ≥ 0. As before, we apply the assumption r(w) ≤ 2(η * p + q − 2) to deduce that F (η, w 1 , w 2 ) ≥ 0 for all w if η ≤ 1. Returning to (4.6), we apply the Law of Total Probability to write
proving that ∆R(µ) ≥ 0.
We have also obtained results for the case in which Σ is block-diagonal,
and the loss function is
where M is block-diagonal,
and M 11 and M 22 are arbitrary p × p and q × q positive definite matrices, respectively. Then, we have the following result.
Theorem 4.2. Suppose that Σ in (4.7) is known and that the loss function is (4.8) where
M is given by (4.9). Let ν ∈ R p+q , and let r(t), t ≥ 0 be a non-decreasing, differentiable function such that 0 ≤ r(t) ≤ 2(η * p + q − 2) for all t, where η * is given in (4.1). Then, for p ≥ 2 and n ≥ q + 3, the estimator
Proof. There exists a nonsingular, p × p matrix C 11 such that C 11 M 11 C 11 = I p and Σ 11 = C 11 ∆ 1 C 11 , where ∆ 1 is a diagonal matrix with positive diagonal entries. Similarly, there exists a nonsingular, q × q matrix C 22 satisfying C 22 M 22 C 22 = I q and Σ 22 = C 22 ∆ 2 C 22 where ∆ 2 is a diagonal matrix with positive diagonal entries. Define the block-diagonal matrix
introduce the transformation 11) and let µ * = C −1 (µ − ν). Recalling that µ is unbiased, and applying the formula (2.6) for the covariance matrix of µ, we obtain E(U ) = µ * and Cov(U ) = Σ * * where
Let U 1 and U 2 , respectively, denote the vectors of the first p and last q components of U . Then it follows from (2.5) and (4.11) that
with
Under the transformation (4.11), the statistic ( µ − ν) Σ
because C M C = I p+q . Also, the estimator m( µ) in (4.10) is transformed to m * (U ), where
This reduces the problem to the case in which Σ is diagonal and the loss function is the squared-error loss in (1.2), so the conclusion follows from Theorem 4.1.
With regard to general non-radial loss functions, we consider the case in which the loss function is again of the form (4.8), where
is a general (p + q) × (p + q) positive definite symmetric, with M 11 and M 22 being p × p and q × q matrices, respectively. Then we have the following result.
Theorem 4.3. Let r(t), t ≥ 0, be a nondecreasing, differentiable function such that 0 ≤ r(t) ≤ 2(η * p + q − 2) where η * is given in (4.1). Let (4.8) be the loss function where M is of the form (4.12), and suppose that
Then, for ν ∈ R p+q , p ≥ 2, and n > q + 3, the estimator
has smaller risk than µ. In particular, this result holds for the case in which M = Σ −1 .
Proof. By (2.5), we have
Consider the estimators m 1 ≡ µ and m 2 ≡ m( µ), where
We make the transformation U = C µ where
it is well known that
By (2.5),
where µ = Cµ and V 1 = CV ∼ N p+q (0, Ω) with
Further, m 1 − µ = C −1 (U − µ), and
, it is straightforward to verify that
Similarly, we obtain
Let m 1 = U and
Noting that M and Σ both are block-diagonal matrices, we apply Theorem 4.2 to L to deduce that ∆R(µ) ≥ 0. 
Shrinkage to a common value
The results above show that under certain conditions on p, q, n, and N , the various shrinkage estimators m( µ, c) provide lower risk than the maximum likelihood estimator µ. However, as in the classical case of complete samples, usage of these shrinkage estimators requires prior specification of the vector ν. Although m( µ, c) provides lower risk than µ irrespective of the true value of µ, the difference in risks between m( µ, c) and µ is substantial as ν draws closer to µ, and the difference is negligible if ν is far from µ. In practical settings, it therefore is advantageous to choose ν as close as possible to µ, a goal which is unlikely to be realistic given that µ generally is unknown. To address this issue, Lindley and Smith [29] and Efron and Morris [19] developed shrinkage estimators in which each component of ν has a common value computed from the sample mean. We now extend those results to the setting of monotone incomplete data. We denote by 1 k the k-dimensional column vector (1, . . . , 1) , with each entry equal to 1. In shrinking to a common mean, we assume that Σ = I p+q and adopt the standard squared-error loss function (1.2). Letting
we construct an estimator of James-Stein type,
We then have the following result.
Theorem 5.1. Suppose that p ≥ 3, Σ = I p+q , the loss function is (1.2), and define
Then, for all c ∈ (0, 2c * ), the shrinkage estimator m( µ, c) in (5.2) has smaller risk than µ.
Proof. As usual, we let
, the difference between the risks of µ and m( µ, c). Applying the parallelogram law (3.2), we obtain
We now apply Stein's formula (2.9) with d ≡ p + q, Z ≡ µ|Q, θ ≡ µ, and Λ ≡ Cov( µ|Q). Letting z = (z 1 , . . . , z p+q ) andz = 1 z/(p + q), we define
1 ≤ i ≤ p + q, and then it is straightforward to verify that
By (2.9),
where µ 1 , . . . , µ p+q are the components of µ. Substituting for Var( µ i |Q) from (2.8), we obtain
Hence,
for 0 < c < 2c * . Finally, it remains to be verified that if p ≥ 3 then (i) c * > 0 and (ii) E µ− ν 1 p+q −2 < ∞. To prove (i), note that c * is an increasing function of p or q; therefore, for p ≥ 3 and q ≥ 1,
To prove (ii), we note, first, that
where J = I p+q − (p + q) −1 1 p+q 1 p+q is symmetric, idempotent, and of rank p + q − 1. Then there exists a (p + q) × (p + q) orthogonal matrix H such that
Let U = H µ; then we have
where U 1 , . . . , U p+q are the components of U . Next, let K = (I p+q−1 . . . 0) be the (p + q − 1) × (p + q) matrix in which the first p + q − 1 rows and columns consist of the identity matrix I p+q−1 and the last column consists entirely of zeros. Transforming U to U = KU , we have U = (U 1 , . . . , U p+q−1 ) , and therefore µ − ν 1 p+q 2 = U U . By Corollary 2.2, µ|Q ∼ N p+q (µ, C Q ), where C Q is given in (2.8). Therefore, conditional on Q, U = KU = KH µ ∼ N p+q−1 (KHµ, KHC Q H K ), and this normal distribution is nonsingular because K is of full rank and both H and C Q are nonsingular. By Lemma 2.4,
where λ (p+q−1) (KHC Q H K ) is the smallest eigenvalue of KHC Q H K . Since λ (p+q−1) (KHC Q H K ) depends on Q, we need to show that
Noting that KHC Q H K is the upper (p+q−1)×(p+q−1) principal submatrix of HC Q H , we apply Cauchy's Interlacing Theorem (see Bhatia [10] , Corollary III.1.5, p. 59) to deduce that
and so we obtain the same bound on the unconditional expectation,
The proof of the theorem now is complete. 
and this latter expectation is evaluated in (5.7) below. It now follows from the above inequality and (5.7) that ∆R(µ) increases monotonically as the components µ 1 , . . . , µ p+q become more concentrated about their average value.
We turn next to the positive-part estimator for shrinking to a common mean. Here, we use the notation t + , t ∈ R, defined in (3.14). Define
c ≥ 0, where ν again is given in (5.1). We then have the following result. (ii) Suppose that µ = a 1 p+q for any a ∈ R. Then there exists a constant c * > E µ − ν 1 p+q 2 such that the positive-part estimator m + ( µ, c) has smaller risk than m( µ, c) for all c > c * . In particular,
and therefore U ( ν 1 p+q − µ) = −U µ. It now follows from (5.8) that
the difference in risks between m( µ, c) and m + ( µ, c), is given by
We can now establish part (i) of the theorem. Suppose that J µ 0 = 0; then
Denote by I (a,b) the indicator function of the interval (a, b). Then, by the definition of g + ,
] 2 > 0 on the interval (0, c 1/2 ). Moreover, by (5.5), the distribution of U 2 , and hence of U , is non-degenerate on the interval 0 < U < c 1/2 . Therefore ∆R(µ 0 ) > 0, and it follows by continuity of ∆R as a function on R p+q that there exists an open neighborhood N ⊂ R p+q of µ 0 such that ∆R(µ) > 0 on N . To conclude the proof of (i), we observe that J µ 0 = 0 if and only if
where a = (p + q) −1 ( 1 p+q µ 0 ). We now prove (ii). Observe that g(t) − g + (t) ≡ −g(t)I (0,c 1/2 ) (t), and therefore
Let T = U ; then, by the Cauchy-Schwarz inequality,
and also µ U ≤ µ T , so that
Noting that t |g(t)| = t −1 |c − t 2 |, we obtain
Since the functions c − t 2 and t −1 I (0,c 1/2 ) (t), t > 0, both are monotonic decreasing then, by Chebyshev's other inequality [21] ,
Since t −1 > c −1/2 whenever 0 < t < c 1/2 then
where the latter bound holds by virtue of Markov's inequality. Therefore
Define the function
t > 0; then h is strictly increasing on the interval (E(T 2 ), ∞) and so the equation h(t) = 2 µ has a unique solution c * ∈ (E(T 2 ), ∞). Therefore, by (5.9), ∆R(µ) > 0 for all c ∈ (c * , ∞). Finally, it remains to establish (5.7), the explicit formula for E( U 2 ). We note first that
Applying Corollary 2.2, which provides that µ|Q ∼ N p+q (µ, C Q ), we obtain
On taking expectations with respect to Q, we obtain
and the conclusion follows from the elementary identity,
where, as defined earlier,μ = ( 1 p+q µ)/(p + q).
We remark that it seems difficult to analyze ∆R(µ) for small values of c > 0, and this leads to the above result in which we can establish positivity of ∆R(µ) only for sufficiently large c. Motivated by this difficulty, we consider a modification to the estimator (5.2) that reflects the monotone nature of the data. If the investigator uses a two-part common-value shrinkage estimator then, as the following result shows, the natural relationship between the risk of µ and the unrestricted and positive-part estimators returns.
As before, let µ X be the vector of the first p components of µ, and µ Y be the vector of the last q components of µ. Further, let ν 1 = p −1 1 p µ X , ν 2 = q −1 1 q µ Y , and for all c ∈ (0, 2c * * ) where
In particular, µ and m( µ, c) are inadmissible.
Proof. Let H 1 be a p × p orthogonal matrix whose first row is p −1/2 1 p and let H 2 be a q × q orthogonal matrix with last row q −1/2 1 q . Define
set U = H µ, and denote by U 1 , . . . , U p+q the components of U . Introduce the notation U 2,p+q−1 = (U 2 , . . . , U p+q−1 ) , so that U = (U 1 , U 2,p+q−1 , U p+q ) . Since H 1 has first row p −1/2 1 p then U 1 = p −1/2 1 p µ X = p 1/2 ν 1 ; similarly, U p+q = q −1/2 1 q µ Y = q 1/2 ν q . Since H 1 and H 2 are orthogonal with their stated first and last rows, respectively, it follows from the definition of ν in (5.10) that ; V 2 ∼ N p−1 (0, I p−1 ); and V 1 , V 2 , and Q are mutually independent. We see now that the distribution of U 2,p+q−1 is obtained from the distribution of U by replacing p and q by p − 1 and q − 1, respectively. Again by the orthogonality of H, even to arbitrary incomplete patterns. In all of these problems, there remains the fundamental impediment that the exact distribution of µ, the maximum likelihood estimator of µ, is still unknown. Indeed, in the case of non-monotone incomplete data patterns, explicit expressions for µ generally are unavailable, so that the derivation of its exact distribution, and hence explicit formulas for lower bounds on the risk of µ, appears to require techniques far beyond those available today. In particular, it seems a formidable problem to study these problems when the EM, or other computational algorithms, are necessary to calculate µ. Nevertheless, we conjecture that, for any monotone incomplete data pattern and for sufficiently large p and n, the Stein phenomenon holds for the estimator m( µ, c) in (1.3).
We also find it to be remarkable that the shrinkage estimators have forms entirely reminiscent of the James-Stein type. This suggests an almost universal nature to these estimators in the presence of monotone incomplete samples and, moreover, this raises the issue of whether estimators of that type will prove to have lower risk than µ even in the case of non-monotone incomplete normal samples.
It also remains an open problem in Theorem 3.1 to ascertain whether µ is admissible for p = 1 and n < N . Such a result would extend to the monotone incomplete setting the classical admissibility result of James and Stein [24] . Furthermore, if it is the case that these estimators are admissible for p = 1 then it will be important to explain the Stein phenomenon. Here, we have in mind extensions of the results of Brown [11] and subsequent authors. In a related direction, we are intrigued by the possibility of extending to the case of monotone incomplete samples the connection between shrinkage estimators and the heat equation as developed by Brown, et al. [13] .
Finally, we remark that it would be useful to develop an empirical Bayes approach to motivate the estimators m( µ, c) and m + ( µ, c), hence extending the results of Efron and Morris [19] .
