Many kinds of classification method are able to diagnose a patient who suffered Hepatitis disease. One of classification methods that can be used was Least Squares Support Vector Machines (LSSVM). There are two parameters that very influence to improve the classification accuracy on LSSVM, they are kernel parameter and regularization parameter. Determining the optimal parameters must be considered to obtain a high classification accuracy on LSSVM. This paper proposed an optimization method based on Improved Ant Colony Algorithm (IACA) in determining the optimal parameters of LSSVM for diagnosing Hepatitis disease. IACA create a storage solution to keep the whole route of the ants. The solutions that have been stored were the value of the parameter LSSVM. There are three main stages in this study. Firstly, the dimension of Hepatitis dataset will be reduced by Local Fisher Discriminant Analysis (LFDA). Secondly, search the optimal parameter LSSVM with IACA optimization using the data training, And the last, classify the data testing using optimal parameters of LSSVM. Experimental results have demonstrated that the proposed method produces high accuracy value (93.7%) for the 80-20% training-testing partition.
Introduction
LSSVM classification method is proposed by Suykens, et al. [1] , and LSSVM is a development method of the SVM [2] . In the SVM, the optimal hyperplane is obtained by solving quadratic programming problem by minimizing a function with an inequality condition. Different with SVM, LSSVM gives solutions with linear equations, not with the quadratic programming problems [3] . There are two parameters that very influence to improve the classification accuracy on LSSVM, they are kernel parameter (σ 2 ) and regularization parameter (γ). Determining the optimal parameters must be considered to obtain a high classification accuracy on LSSVM. The parameters can be searched by trial and error, but trial and error is very not efficient and not effective.
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Therefore, many studies used the Cross Validation (CV) to optimize the parameters LSSVM. However, CV has an disadvantage in computing speed and the accuracy of classification still in average. So that, many researchers proposed a method for optimizing the parameters of the LSSVM.
Zhigang and Chengling [4] proposed a method for predicting the damage depth of coal seam floor using LSSVM. The optimal parameters of LSSVM optimized by Particle Swarm Optimization (PSO). PSO is one of the optimization methods inspired by the behavior of a group of animal movements such as the movement of a group of birds (flock). Each object of animals becomes a particle. A particle in search space has a position that encoded as vector coordinates. This position vector is considered as a state of being occupied by a particle in the search space. Each position in the search space is an alternative solution that can be evaluated using the objective function. Based on experimental results for their testing and training data, PSO-LSSVM can measure the depth of the coal seam floor damage.
Gupta et al [5] , proposed a hybrid method of Genetic Algorithm (GA) and LSSVM to increase fault classification of the power transformer. GA generate the initial population randomly, expanding the search space, improve the speed of convergence and search the optimal parameters. The GA-SVM method successfully improve the accuracy of classification errors on the power transformer using DGA dataset (Dissolved gas analysis).
Then, Hegazy et al. [6] , proposed a hybrid method Artificial Bee Colony (ABC) and LSSVM on stock price prediction. ABC algorithm is an algorithm inspired by the habits of bees exploration (foraging) to find the optimal solution. ABC chose the best parameters for the LSSVM and avoid the over-fitting problem. That study compared the proposed method with PSO optimization method, where the method of ABC-LSSVM has high convergence speed than PSO-LSSVM. However, the ABC method produces a local minimum parameter [7] .
This study proposed an optimization method based on Improved Ant Colony Algorithm (IACA) in determining the optimal parameters in LSSVM to diagnose Hepatitis disease. This algorithm aims to find the optimal path. The search path is based on the behavior of ant colonies in finding the path to a food source [8] . This basic idea then used to solve the problems which illustrated by the behavior of ants. IACA is an optimization method that makes the storage solution to keep the whole route of the ants. The solutions that have been stored were the value of the parameter LSSVM. IACA produces a global minimum parameter at the end of the iteration.
The remainder of this paper is organized as follows. Section 2 describes the methods. Section 3 explained the experimental results. And finally, conclusions and recommendations for future work are summarized in Section 4.
Methods

Local Fisher Discriminant Analysis (LFDA)
The dataset that have large feature dimension can be affected to the classification process. The feature dimension can be reduced with dimensionality reduction method. According to [9] , dimensionality reduction method is divided into two, they are feature extraction and feature selection. Feature extraction is one of dimensionality reduction method to looking for features that have most relevant information to the original data by transforming the input data into a set of data with the feature that have been reduced [10] . There are several stages in this study ( Figure  1 ).
This study used feature extraction method called Local Fisher Discriminant Analysis (LFDA) to reducing the feature dimension of the dataset. LFDA proposed by Sugiyama [11] , LFDA maximize between class separation and defending within class local structure [10] .
( ) and ( ) are scattered matrix of between class and within class, both of them calculated by equation (1) and (2) [10] . 
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is the number of sample in the dataset while � − � is the value based on the local scaling approach [11] . Then the transformation matrix of LFDA ( ) defined in equation (3) [10] .
is the number of dataset dimension, and is the feature dimension that have been reduced. LFDA search the transformation matrix of the scatter space between class ( ) the distribution are maximized and the scatter space within class ( ) the distribution are minimized. Dataset dimension that have been reduced is divided into two training -testing partitions, namely 70-30% and 80-20%.
Parameter Optimization of Least Squares Support Vector Machines based on Improved Ant Colony Algorithm
Least Squares Support Vector Machines
Least Squares -Support Vectors Machines (LSSVM) is one of modification of SVM [2] that have been proposed by Suykens and Vandewalle [1] . Besides, the complexity of the calculation is lower, training process LSSVM in large scale is also faster and computation resource is lower than SVM. The same as SVM, LSSVM can be used to classification problem and regression both in the linear case or nonlinear. In the nonlinear case, kernel technique can be applied in the LSSVM. Kernel option that can be used the same as SVM, they are linear, polynomial, RBF, and MLP [1] .
Every training set is expressed by ( . ) with = 1, 2, . . . N, then = ( 1 , 2 ,..., ) are attribute or feature for the training set , = (-1, +1) the class label. Then ||w|| is the weight vector of w, C is a parameter that used to control the trade-off between margin and classification error. Then, n is the number of data, and ξ is the slack variable. LSSVM trained by minimizing two function equation using Lagrange Multiplier and become equation (4) [1] .
The next difference between SVM and LSSVM are (Lagrange multipliers), the value in LSSVM is positive or negative, whereas in SVM the value must be positive. Besides that, if using the RBF kernel, the number of parameters that must be optimized on the LSSVM lower than SVM, in LSSVM only two parameters that need to determined, they are kernel parameter (σ 2 ) and regularization parameter (γ). These parameters can be optimized to make the LSSVM hyperplane separating the classes optimally, even in the high dimension space.
Improved Ant Colony Algorithm Optimization
Ant colony algorithm proposed by Marco Dorigo [8] is a probabilistic technique used to solve optimization problems of computing with finding the optimal value to a parameter. The optimal value is the value that obtained through a process and considered to be the best solution of all existing solutions. Ant Colony Algorithm deal with discrete and continuous functions. However, Ant Colony Algorithm that deals with continous functions is considered as a research field [8] .
Improved Ant Colony Algorithm (IACA) is modification algorithms based on ant colony algorithm. This algorithm is applied to seen clearly the optimization of continuous functions with increasing several algorithms, such as the objective function below: 
Q is the parameter that controls the process of finding the solution, and k is the size of the storage solution. Our proposed algorithm can be seen in Algorithm 1.
Classification accuracy in this algorithm is used to update the storage solution. Then, the transition probability equation is used to choose the solution route of an ant. The solution of the ant will be used as parameters (γ and σ 2 ) in the kernel RBF from LSSVM classification.
Training LSSVM using the optimal parameter
After obtained the classification model, the next step conducts the prediction process on testing data. In this study, kernel RBF is used to LSSVM classification because its ability to handled the high dimension data [2] and produce a good performance [12] .
Results and Analysis
In order to evaluate the effectiveness of the proposed method, this study conducts experiments on the Hepatitis dataset. Hepatitis dataset that have been used in this study is from the KEEL Repository [13] . The aim of this dataset is to predict whether a patient Hepatitis disease will die or still live. Hepatitis dataset consists of 19 attributes, 80 instances, and two class labels, they are "die" or "live". There are 13 class instances labeled "die" and 67 class labeled "live". Hepatitis dataset of KEEL Repository did not contain the missing value. Table 1 is a Table 1nformation 19 attributes of dataset Hepatitis.
Feature extraction method that has been used is LFDA, LFDA algorithm was implemented in Matlab [11] . The number of features extracted using LFDA that we get in the experiment was 5 features. The scatter Plot of class after the dataset dimension reduced can be seen in Figure 2 . The sign x indicates the class "live" and o shows the class "die". After getting the reduced dataset dimension, the dataset will be used as input into the next process. The next process is training LSSVM using the Improved ant colony optimization as the system diagram shown in figure 1 .
Dataset dimension that have been reduced are divided by two training -testing partitions namely 70-30% and 80-20% as shown in Table 1I . After that, this study makes a classification model and search optimal parameters of LSSVM based on IACA optimization using the training data. The Input parameters that have been used in IACA process in search the optimal parameters of LSSVM as shown in Algorithm 1 are the number of solution (N) = 50, the number of ants (m) = 10, range γ ∈ (0, 150) and range σ 2 ∈ (0, 20). The optimal parameters obtained by IACA optimization shows in Table 1II . Each partition generate different value of γ and σ 2 , for 70-30% training-testing partition gain γ = 17.3 and σ 2 = 99.8. And 80-30% training-testing partition gain γ = 18.1 and σ 2 = 100.4. After classification model obtained, this study conduct prediction process on the testing data.
In order to evaluate the prediction performance of our proposed method, this study computes classification accuracy, sensitivity, and specificity, as shown in confusion matrix for each partition. A classification system is expected to classify all data sets correctly. Generally, the way to measure the performance of a classification using confusion matrix. The confusion matrix is a table that records the result of classification. Based on confusion matrix, it can be seen the amount of data of each class that predicted correctly. By knowing the amount of data that classified correctly, so that it is easy to know the accuracy of the prediction. Another quantity that can be used as a performance classification metric is the sensitivity and specificity. Both of these quantities provide a more relevant performance value. Sensitivity or true positive rate is used to measure the proportions of the original positives correctly predicted as positive. While the specificity used to measure the proportions of the original negatives correctly predicted as negative.
Formula accuracy, sensitivity, and specificity can be seen in equation (7) - (9) . In that equation, TP (True Positive) is the number of data that is identified properly, TN (True Negative) is the number of data that is rejected correctly, FP (False Positive) is the number of data that is identified wrongly, and the FN (False Negative) is the number of data wrongly rejected.
Classification results can be seen using the confusion matrix in Table 1V . We can see in that table the number of false positives more decrease if the size of the training data improved. Then, the classification accuracy using the proposed method can be seen in table V, highest accuracy at 80-20% training -testing partition is 93.7%. The sensitivity that had been achieved for both partitions is 100% while the specificity values for 70-30% trainingtesting partition was 89% and specificity for 80-20% training -testing partition is 92%.
This study compared the proposed method to classify Hepatitis dataset using LFDA method as a dimensionality reduction method and LSSVM as a classification method without using IACA optimization. Classification accuracy that had been obtained as shown in table VI is 83.3% for the 70-30% training-testing partition and 87.5% for the 80-20% training -testing partition.
This study also classified Hepatitis dataset without using the method of dimension reduction and optimization in determining the optimal parameter and only used the LSSVM classification method. We can see in table VII the classification accuracy that obtained was 79.1% for the 70-30% training-testing partition and 81.25% for the 80-20% training-testing partition.
We also compared the proposed method with previous studies that proposed a classification method for diagnosed Hepatitis disease. Can be seen in table VIII, Genetic Algorithm (GA) and SVM or GA_SVM method [14] proposed by Tan et al., achieve accuracy value as much as 90%. GA is a heuristic search algorithm based on the biological evolution mechanisms. In that study, the GA method used to select the best attributes of 
Conclusion
This study proposed an optimization method based on Improved Ant Colony Algorithm (IACA) for LSSVM in determining the optimal parameters for diagnosing Hepatitis disease. IACA Algorithm gives optimal parameter LSSVM in each iteration. This study has three main steps: 1) the dimension of Hepatitis dataset reduced by LFDA, 2) search the optimal parameter LSSVM with IACA optimization using the data training, and 3) classify the data testing using optimal parameters of LSSVM. The experimental results show that the proposed method is able to improve the accuracy classification of Hepatitis disease.
This study compared the performance of our method with three other methods, they are LDA, CSFNN, and GA-SVM. Our proposed method achieved high accuracy for the 80-20% trainingtesting partition (93.7%).
Future investigation will pay attention about the influence of range value γ and σ 2 that we used in search the optimal parameter of LSSVM. Then, Analyzing the input parameter of IACA should be our future work. 
