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1
CHAPTER 1
Introduction
The concepts of Hilbert spaces and bounded operators on them are very important in
most parts of mathematical analysis and also in the mathematical foundation of quantum
physics. One of the first important steps in this topic was to develop the theory of normal
operators, to which many famous mathematicians contributed including for instance D.
Hilbert and J. von Neumann. The main result concerning this class of operators is the
well-known spectral theorem which gives us a very useful model of normal operators.
This theorem was proven by von Neumann in the 20th century. This is in fact the right
generalization of the finite dimensional spectral theorem which was proven first by A. L.
Cauchy in the 19th century. In view of this theory we have a very powerful tool if we
would like to deal with normal operators.
On the other hand, the theory of non-normal operators is not very well-developed.
However, many results have been obtained in the second half of the 20th century. One
of the main methods of examining non-normal operators, acting on a complex Hilbert
space, is the theory of contractions. We say that a bounded, linear operator T ∈ B(H) is
a contraction if ‖T‖ ≤ 1 is satisfied, where B(H) denotes the set of bounded operators
acting on the complex Hilbert space H. This area of operator theory was developed by B.
Sz.-Nagy and C. Foias from the dilatation theorem of Sz.-Nagy what we state now.
Theorem 1.1 (Sz.-Nagy’s dilation theorem, [45]). Let us consider a contraction T ∈
B(H). There exists a larger Hilbert space K ⊇ H and a unitary operator acting on it such
that
T n = PHUn|H
holds for all n ∈ N where PH ∈ B(K) denotes the orthogonal projection onto H. In this
case we call U a unitary dilation of T .
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Moreover, there is a minimal unitary dilation in the sense that
∨
n∈Z
UnH = K
is fulfilled and such a minimal dilation is unique up to isomorphism. This U is called the
minimal unitary dilation of T .
Sz.-Nagy and Foias classified the contractions according to their asymptotic behaviour.
This classification can be done in a more general setting, namely when we consider the
class of power bounded operators. An operator T ∈ B(H) is called power bounded if
sup{‖T n‖ : n ∈ N} <∞ holds. We call a vector x ∈ H stable for T if limn→∞ ‖T nx‖ = 0,
and the set of all stable vectors is denoted by H0 = H0(T ). It can be derived quite easily
that H0 is a hyperinvariant subspace for T (see [23]) which means that H0 is a subspace
that is invariant for every operator which commutes with T . Therefore we will call it
the stable subspace of T . The natural classification of power bounded operators given by
Sz.-Nagy and Foias is the following:
• T is said to be of class C1· or asymptotically non-vanishing if H0(T ) = {0},
• T is said to be of class C0· or stable if H0(T ) = H, i.e. when T n → 0 holds in the
strong operator topology (SOT),
• T is said to be of class C·j (j ∈ {0, 1}) whenever T ∗ is of class Cj·,
• the class Cjk (j, k ∈ {0, 1}) consists of those operators that are of class Cj· and
C·k, simultaneously.
We will use the notation T ∈ Cjk(H) (j, k ∈ {0, 1, ·}).
Trivially, if T /∈ C0·(H) ∪ C1·(H) ∪ C·0(H) ∪ C·1(H), then T has a non-trivial hyper-
invariant subspace, namely H0(T ) or H0(T ∗)⊥. Sz.-Nagy and Foias got strong structural
results in the case when T ∈ C11(H) (see [23, 47]). However, basic questions are still open
(e.g. the hyperinvariant and the invariant subspace problems) in the remaining cases, i.e.
when T ∈ C00(H) ∪ C10(H) ∪ C01(H).
Our aim in this dissertation is to explore the asymptotic behaviour of power bounded
operators. Then we will present some applications, namely we will investigate similarity
to normal operators, the commutant of non-stable contractions and cyclic properties of a
recently introduced operator class, the weighted shift operators on directed trees.
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Sz.-Nagy characterized those operators that are similar to unitary operators. This
theorem belongs to the best known results concerning the study of Hilbert space operators
that are similar to normal operators. The result is very elegant and, in its original form,
reads as follows.
Theorem 1.2 (Sz.-Nagy, [46]). An operator T is similar to a unitary operator if and
only if it is invertible and both T and T−1 are power bounded.
The ”=⇒” direction is a trivial assertion. In order to verify the other direction, Sz.-
Nagy defined a positive operator using Banach limits in an ingenious way. In what follows
we will give this definition. The Banach space of bounded complex sequences is denoted
by `∞(N). We call the linear functional
L : `∞(N)→ C, x = {xn}∞n=1 7→ L-lim
n→∞
xn
a Banach limit if the following four conditions are satisfied:
• ‖L‖ = 1,
• we have L-limn→∞ xn = limn→∞ xn for convergent sequences,
• L is positive, i.e. if xn ≥ 0 for all n ∈ N, then L-limn→∞ xn ≥ 0, and
• L is shift-invariant, i.e. L-limn→∞ xn = L-limn→∞ xn+1.
Note that a Banach limit is never multiplicative (see [7, Section III.7] for further details).
We would like to point out that Sz.-Nagy was the first who effectively applied the notion
of Banach limits, before that it was considered only as a mathematical curiosity.
For a power bounded T ∈ B(H) let us consider the sequence of self-adjoint iterates
{T ∗nT n}∞n=1 and fix a Banach limit L. We consider the sesqui-linear form
wT,L : H×H → C, wT,L(x, y) := L-lim
n→∞
〈T ∗nT nx, y〉
which is bounded and positive. Hence there exists a unique representing positive operator
AT,L ∈ B(H) such that
wT,L(x, y) = 〈AT,Lx, y〉 (x, y ∈ H).
The operator AT,L is called the L-asymptotic limit of the power bounded operator T ,
which usually depends on the particular choice of L. It is quite straightforward to show
that kerAT,L = H0(T ) is satisfied for every Banach limit L. Sz.-Nagy showed that if T and
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T−1 are both power bounded, then AT,L is invertible and there exists a unitary operator
U ∈ B(H) such that
A
1/2
T,LT = UA
1/2
T,L.
In the case when T is a contraction, the sequence of self-adjoint iterates {T ∗nT n}∞n=1 is
evidently decreasing. Thus it has a unique limit AT = A ∈ B(H) in SOT, which is clearly
positive. This positive operator is said to be the asymptotic limit of the contraction T
which of course coincides with the L-asymptotic limit of T for every L.
The L-asymptotic limit gives us information about the asymptotic behaviour of the
orbits {T nx}∞n=1, namely
L-lim
n→∞
‖T nx‖2 = ‖A1/2T,Lx‖2 = ‖A1/2T,LTx‖2 (x ∈ H). (1.1)
There is a certain reformulation of Theorem 1.2 which reads as follows (see [31]).
Theorem 1.3 (Sz.-Nagy). Consider an arbitrary operator T ∈ B(H) and fix a Banach
limit L. The following six conditions are equivalent:
(i) T is similar to a unitary operator,
(ii) T is onto and similar to an isometry,
(iii) T is power bounded and there exists a constant c > 0 for which the inequalities
‖T nx‖ ≥ c‖x‖ and ‖T ∗nx‖ ≥ c‖x‖ hold for every n ∈ N and x ∈ H,
(iv) T is onto, power bounded and there exists a constant c > 0 for which the inequality
‖T nx‖ ≥ c‖x‖ holds for every n ∈ N and x ∈ H,
(v) T is power bounded and the L-asymptotic limits AT,L and AT ∗,L are invertible,
(vi) T has bounded inverse and both T−1 and T are power bounded.
Moreover, if we have an arbitrary power bounded operator T ∈ B(H), then the next three
conditions are also equivalent:
(i’) T is similar to an isometry,
(ii’) there exists a constant c > 0 for which the inequality ‖T nx‖ ≥ c‖x‖ holds for
every n ∈ N and x ∈ H.
(iii’) the L-asymptotic limit AT,L is invertible,
Sz.-Nagy’s method naturally leads us to a little bit more general definition, the so-called
isometric and unitary asymptote of a power bounded operator. We consider the operator
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X+T,L ∈ B(H,H+T ) where H+T = (ranAT,L)− = (kerAT,L)⊥ = H⊥0 and X+T,Lx = A1/2T,Lx
holds for every x ∈ H. Since ‖X+T,LTx‖ = ‖X+T,Lx‖ is satisfied (x ∈ H), there exists a
unique isometry VT,L ∈ B(H+T ) such that X+T,LT = VT,LX+T,L holds. The operator VT,L
(or sometimes the pair (VT,L, X
+
T,L)) is called the isometric asymptote of T . Let WT,L ∈
B(HT,L) be the minimal unitary dilation of VT,L andXT,L ∈ B(H,HT,L), XT,Lx = X+T,Lx for
every x ∈ H. Obviously we have XT,LT = WT,LXT,L. The operator WT,L (or sometimes
the pair (WT,L, XT,L)) is said to be the unitary asymptote of T . We note that a more
general definition can be given, however, we will only need these canonical realizations (see
[3]). These asymptotes play an important role in the hyperinvariant subspace problem,
similarity problems and operator models (see e.g. [3, 5, 10, 24, 25, 32, 33, 48]).
When T /∈ C1·(H) ∪ C0·(H), we have the following result which was first proven by
Sz.-Nagy and Foias for contractions and by L. Ke´rchy for power bounded operators.
Lemma 1.4 (Ke´rchy [25]). Consider a power bounded operator T /∈ C1·(H) ∪ C0·(H)
and the orthogonal decomposition H = H0 ⊕ H⊥0 . The block-matrix form of T in this
decomposition is the following:
T =
T0 R
0 T1
 ∈ B(H0 ⊕H⊥0 ), (1.2)
where the elements T0 and T1 are of class C0· and C1·, respectively.
This is a very important structural result which will be applied several times through-
out this dissertation.
The outline of the dissertation is as follows: in Chapter 2 we characterize those positive
operators A ∈ B(H) that arise from a contraction asymptotically, i.e. there is such a
contraction T ∈ B(H) for which AT = A. Then, in Chapter 3, we give a description of
those positive semi-definite matrices A ∈ B(Cd) which arise from a power bounded matrix
asymptotically, i.e. there exists a power bounded matrix T ∈ B(Cd) and a Banach limit
L such that AT,L = A holds. In fact we show that the matrices AT,L coincide for every
L, moreover we will describe this operator as the limit of the Cesa´ro-sequence of the self-
adjoint iterates of T . Chapter 4 is devoted to the generalization of Theorem 1.2, concerning
power bounded operators that are similar to normal operators. This gives us a method
in certain cases which helps us to decide whether a given operator is similar to a normal
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one. Then, as a strengthening of Sz.-Nagy’s result for contractions, we will describe those
positive operators A that arise from a contraction T that is similar to a unitary operator.
In Chapter 5 we will investigate the case when the so-called commutant mapping of a
contraction, which is a transformation that maps the commutant of a contraction into
the commutant of its unitary asymptote, is injective. Finally, we will prove some cyclicity
results in Chapter 6 concerning weighted shift operators on directed trees which were
recently introduced by Z. J. Jab lonski, I. B. Jung and J. Stochel in [22]. In each chapter
there is a separate section for the main statements of our results and motivation, and
another which is devoted to the proofs.
CHAPTER 2
Positive operators arising asymptotically from contractions
1. Statements of the main results
This chapter contains our results published in [15]. Throughout the chapter, if we do
not state otherwise, it will be assumed that T ∈ B(H) is a contraction. The main aim is to
characterize those positive operators on a Hilbert space of arbitrary dimension which arise
asymptotically from contractions. The following information concerning the asymptotic
limits were known before or are trivial (see e.g. [31, 48]):
(i) 0 ≤ AT ≤ I,
(ii) ker(AT ) = H0(T ) := {x ∈ H : limn→∞ ‖T nx‖ = 0} is a hyperinvariant subspace,
(iii) ker(AT − I) = H1(T ) := {x ∈ H : limn→∞ ‖T nx‖ = ‖x‖} is the largest invariant
subspace where T is an isometry,
(iv) AT = 0 if and only if T ∈ C0·(H),
(v) 0 /∈ σp(AT ) if and only if T ∈ C1·(H).
We note that H1(T ) ∩H1(T ∗) is the subspace on which the unitary part of T acts.
Moreover, we provide the following further information about ‖AT‖.
Theorem 2.1. Suppose L is a Banach limit and T is a power bounded operator for
which AT,L 6= 0 holds. Then we have
‖AT,L‖ ≥ 1. (2.1)
In particular, ‖AT‖ = 1 holds whenever T is a contraction.
In finite dimension the asymptotic limit is always idempotent. The verification of this
can be done with the Jordan decomposition theorem as well, but we will use the Sz.-Nagy–
Foias–Langer decomposition instead.
Theorem 2.2. Let T ∈ B(Cd) be a contraction. Then AT = A2T = AT ∗, i.e. AT
is simply the orthogonal projection onto the subspace H0(T )⊥ and H0(T ) = H0(T ∗) is
satisfied.
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We say that the positive operator A ∈ B(H) arises asymptotically from a contraction
in uniform convergence if limn→∞ ‖T ∗nT n − A‖ = 0. Of course in this case A = AT . On
the other hand, it is easy to see that usually for a contraction T ∈ B(H) the equation
limn→∞ T ∗nT n = AT holds only in SOT. Whenever dimH < ∞, AT arises from T in
uniform convergence, since the SOT is equivalent to the usual norm topology. The sym-
bols σe and re denote the essential spectrum and the essential spectral radius (see [7,
Section XI.2]). Our result concerning the separable and infinite dimensional case reads as
follows.
Theorem 2.3. Let dimH = ℵ0 and A be a positive contraction acting on H. The
following four conditions are equivalent:
(i) A arises asymptotically from a contraction,
(ii) A arises asymptotically from a contraction in uniform convergence,
(iii) re(A) = 1 or A is a projection of finite rank,
(iv) dimH(]0, 1]) = dimH(]δ, 1]) holds for every 0 ≤ δ < 1 where H(ω) denotes the
spectral subspace of A associated with the Borel subset ω ⊆ R.
Moreover, if one of these conditions holds and dim ker(A − I) ∈ {0,ℵ0}, then T can be
chosen to be a C·0-contraction such that it satisfies (ii).
We will also give the characterization in non-separable spaces. But before that we need
a generalization of the essential spectrum. If κ is an infinite cardinal number, satisfying
κ ≤ dimH, then the closure of the set Eκ := {S ∈ B(H) : dim(R(S))− < κ}, is a
proper two-sided ideal, denoted by Cκ. Let Fκ := B(H)/Cκ be the quotient algebra, the
mapping piκ : B(H) → Fκ be the quotient map and ‖ · ‖κ the quotient norm on Fκ. For
an operator A ∈ B(H) we use the notations ‖A‖κ := ‖piκ(A)‖κ, σκ(A) := σ(piκ(A)) and
rκ(A) := r(piκ(A)). (For κ = ℵ0 we get the ideal of compact operators, ‖A‖ℵ0 = ‖A‖e is
the essential norm, σℵ0(A) = σe(A) and rℵ0(A) = re(A).) For more details see [11] or [35].
Now we state our result in the non-separable case.
Theorem 2.4. Let dimH > ℵ0 and A ∈ B(H) be a positive contraction. Then the
following four conditions are equivalent:
(i) A arises asymptotically from a contraction,
(ii) A arises asymptotically from a contraction in uniform convergence,
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(iii) A is a finite rank projection, or κ = dimH(]0, 1]) ≥ ℵ0 and rκ(A) = 1 holds,
(iv) dimH (]0, 1]) = dimH (]δ, 1]) for any 0 ≤ δ < 1.
Moreover, when dim ker(A− I) ∈ {0,∞} and (i) holds, then we can choose a C·0 contrac-
tion T such that A is the uniform asymptotic limit of T .
The main tool in the proof of the above theorem is the following well-known property:
any vector h ∈ H generates a separable reducing subspace ∨{T ∗j1T k1 . . . T ∗jlT klh : l ∈
N0, j1, k1 . . . jl, kl ∈ N0} for T . Therefore H can be decomposed into the orthogonal sum
of separable reducing subspaces H = ∑ξ∈Ξ⊕Hξ and so T = ∑ξ∈Ξ⊕Tξ, where Tξ = T |Hξ.
Hence AT is the orthogonal sum of asymptotic limits of contractions, all acting on a
separable space: AT =
∑
ξ∈Ξ⊕ATξ .
It is natural to ask what condition on two contractions T1, T2 ∈ B(H) imply AT1 = AT2 ,
or reversely what connection between T1 and T2 follows from the equation AT1 = AT2 .
Finally, we will investigate this problem.
Theorem 2.5. Let H be an arbitrary Hilbert space and T, T1, T2 ∈ B(H) contractions.
The following statements are satisfied:
(i) if T1, T2 commute, then AT1T2 ≤ AT1 and AT1T2 ≤ AT2,
(ii) if u ∈ H∞ is a non-constant inner function and T is a c.n.u. contraction, then
AT = Au(T ),
(iii) AT1 = AT2 = A implies A ≤ AT1T2,
(iv) if T1 and T2 commute and AT1 = AT2, then we have AT1T2 = AT1 = AT2.
We will conclude this chapter by providing some examples.
2. Proofs
We begin with the proof of Theorem 2.1.
Proof of Theorem 2.1. Assume that 0 < ‖AT,L‖ happens. Set a vector v ∈
H, ‖v‖ = 1 and an arbitrarily small number ε > 0 such that
L-lim
n→∞
‖T nv‖2 = ∥∥A1/2T,Lv∥∥2 > (∥∥A1/2T,L∥∥− ε)2
2. PROOFS 11
is satisfied. By (1.1) we get∥∥∥∥∥A1/2T,L T kv‖T kv‖
∥∥∥∥∥
2
=
‖A1/2T,Lv‖2
‖T kv‖2 >
(∥∥A1/2T,L∥∥− ε)2
‖T kv‖2 (k ∈ N).
Since lim infk→∞ ‖T kv‖2 ≤ L-limk→∞ ‖T kv‖2 ≤ ‖A1/2T,L‖2, for every η > 0 there exists a
k0 ∈ N for which ‖T k0v‖2 ≤ (‖A1/2T,L‖+ η)2 holds. This suggests that∥∥∥∥∥A1/2T,L T k0v‖T k0v‖
∥∥∥∥∥
2
>
(‖A1/2T,L‖ − ε)2
‖T k0v‖2 ≥
(‖A1/2T,L‖ − ε)2
‖A1/2T,L + η‖2
.
Since this holds for every η > 0, we infer that
‖AT,L‖ =
∥∥A1/2T,L∥∥2 ≥
(∥∥A1/2T,L∥∥− ε)2∥∥A1/2T,L∥∥2 .
In the beginning we could choose an arbitrarily small ε > 0, hence we obtain (2.1). 
We proceed with the verification of Theorem 2.2.
Proof of Theorem 2.2. Let us consider the Sz.-Nagy–Foias–Langer decomposition
T = U ⊕ C ∈ B(H = N ⊕ N⊥) where U ∈ B(N ) is unitary and C ∈ B(N⊥) is c.n.u.
If N = H, then obviously AT = AT ∗ = I. Therefore without loss of generality we may
assume that this is not the case. Suppose that r(C) = 1. Then there exists a vector
0 6= v ∈ ker(C − λI) with a λ ∈ T. We can find a 0 6= w ∈ (ker(C − λI))⊥, because C is
not unitary. Using the contractivity of C, we obtain
‖v‖2 + 2 Re(λµ〈v, Cw〉) + |µ|2‖Cw‖2 = ‖λv + µCw‖2 = ‖Cv + µCw‖2 ≤ ‖v + µw‖2
= ‖v‖2 + 2 Re(µ〈v, w〉) + |µ|2‖w‖2 = ‖v‖2 + |µ|2‖w‖2 (µ ∈ C),
or equivalently
0 ≤ |µ|2(‖w‖2 − ‖Cw‖2)− 2 Re(λµ〈v, Cw〉) (µ ∈ C).
In particular we derive the following inequality:
0 ≤ t2(‖w‖2 − ‖Cw‖2)− 2t|〈v, Cw〉| (t ∈ R),
which implies 〈v, Cw〉 = 0. Therefore any eigenspace of C associated with a complex
number of unit modulus has to be a reducing subspace, which is impossible since C was
c.n.u. Thus r(C) < 1 follows, and e.g. by Gelfand’s spectral radius formula ([7, Proposition
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VII.3.8]) we infer ‖Cn‖ → 0. Hence we get N⊥ = H0(T ) = H0(T ∗). This implies that
AT = I ⊕ 0 = AT ∗ ∈ B(N ⊕N⊥) is the orthogonal projection onto N = H⊥0 . 
Our next goal is to prove Theorem 2.3, but before that we need three auxiliary results.
The next lemma gives us some necessary conditions on the asymptotic limit of T .
Lemma 2.6. If the positive operator 0 ≤ A ≤ I is the asymptotic limit of a contraction
T , then one of the following three possibilities occurs:
(i) A = 0,
(ii) A is a non-zero finite rank projection, H0(T )⊥ = H1(T ) and dimH1(T ) ∈ N,
(iii) ‖A‖ = re(A) = 1.
Proof. As we have already seen ‖AT‖ ∈ {0, 1}. Assume that (i) and (iii) do not hold.
Then 1 is an isolated point of σ(A) and dim ker(A− I) = dimH1(T ) ∈ N. Since T is an
isometry on the finite dimensional invariant subspace H1(T ), the contraction T must be
unitary on H1(T ). Therefore H1(T ) is reducing for T . Now consider the decomposition
T = T ′ ⊕ U where U = T |H1(T ). Evidently A = AT ′ ⊕ IH1(T ) and σ(AT ′) ⊂ [0, 1[ holds
which implies ‖AT ′‖ < 1, and thus AT ′ = 0. Therefore H0(T ) = H1(T )⊥, so A is a
projection onto H1. 
Now, we would like to point out some remarks. It is easy to see that in a triangular
decomposition
T =
T1 T12
0 T2
 ∈ B(H′ ⊕H′′).
AT = AT1⊕AT2 does not hold in general. A counterexample can be given by the contractive
bilateral weighted shift operator defined by
Tek =
 ek+1 for k > 01
2
ek+1 for k ≤ 0
, (2.2)
where {ek}k∈Z is an orthonormal basis in H. Indeed, an easy calculation shows that
AT ek =
 ek for k > 0(1
2
)−2k+2ek for k ≤ 0
.
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On the other hand, H1(T ) = ∨k>0{ek}, and the matrix of T is
T =
T1 T12
0 T2

in the decomposition H1(T )⊕H1(T )⊥. Here T2 ∈ C0·(H1(T )⊥), so AT1 ⊕AT2 = I ⊕ 0 is a
projection, but AT is not.
In fact AT is a projection if and only ifH = H0(T )⊕H1(T ) happens ([31, Section 5.3]).
In this case H0(T ) is a reducing subspace of T .
If T has only trivial reducing subspaces, dimH ≥ 2 and AT is a projection, then
either T is stable or T is a simple unilateral shift operator (i.e. all weights are 1 in (2.2)).
This follows directly from the previous remark, Theorem 1.3 and the Neumann–Wold
decomposition of isometries ([23, p. 204]).
Obviously for each power bounded operator T ∈ B(H) and unitary operator U ∈ B(H)
we have
AUTU∗,L = UAT,LU
∗. (2.3)
We proceed with the proof of the following lemma which provides a sufficient condition.
For any positive operator A ∈ B(H) we shall write r(A) for the minimal element of
σ(A) ⊂ [0,∞[.
Lemma 2.7. Suppose that the block-diagonal positive contraction A =
∑∞
j=0⊕Aj ∈
B(H = ∑∞j=0⊕Xj) has the following properties:
(i) dimXj = dimX0 > 0 for every j,
(ii) r(Aj) ≤ r(Aj+1) for every j,
(iii) A1 is invertible, and
(iv) r(Aj)↗ 1.
Then A arises asymptotically from a C·0-contraction in uniform convergence.
Proof. Let us consider the following operator-weighted unilateral shift operator S ∈
B(H) which is given by the equation
S(x0 ⊕ x1 ⊕ x2 ⊕ . . . ) = 0⊕ U0x0 ⊕ U1x1 ⊕ . . . (xj ∈ Xj),
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where Uj : Xj → Xj+1 are unitary transformations (i.e. bijective isometries) (j ∈ N0). Let
T be defined by
T |Xj = A−1/2j+1 SA1/2j (j ∈ N0).
Since
‖A−1/2j+1 SA1/2j xj‖ ≤
√
1
r(Aj+1)
‖A1/2j xj‖ ≤
√
r(Aj)
r(Aj+1)
‖xj‖ ≤ ‖xj‖,
we obtain that T is a contraction of class C·0. An easy calculation shows that
T ∗nT n =
∞∑
j=0
⊕A1/2j S∗nA−1j+nSnA1/2j .
By the spectral mapping theorem, we get
‖Aj − A1/2j S∗nA−1j+nSnA1/2j ‖ ≤ ‖A1/2j ‖ · ‖IXj − S∗nA−1j+nSn‖ · ‖A1/2j ‖
≤ r(A−1j+n − IXj+n) ≤
1
r(Aj+n)
− 1 ≤ 1
r(An)
− 1.
This yields
‖T ∗nT n − A‖ = sup
{
‖Aj − A1/2j S∗nA−1j+nSnA1/2j ‖ : j ∈ N0
}
≤ 1
r(An)
− 1 −→ 0 (n→∞),
which ends the proof. 
The last lemma before verifying Theorem 2.3 reads as follows.
Lemma 2.8. Let A be a positive diagonal contraction on a separable infinite dimen-
sional Hilbert space H. Suppose that the eigenvalues of A can be arranged into an increasing
sequence {λj}∞j=1 ⊆]0, 1[, each listed according to its multiplicity such that λj ↗ 1. Then
A is the uniform asymptotic limit of a C·0-contraction.
Proof. First we form a matrix (αl,m)l,m∈N from the eigenvalues in the following way:
α1,1 = λ1; α2,1 = λ2 and α1,2 = λ3; α3,1 = λ4, α2,2 = λ5 and α1,3 = λ6; . . . and so on.
α1,1 α1,2 α1,3 α1,4 . . .
α2,1 α2,2 α2,3
α3,1 α3,2
α4,1
...
. . .

=

λ1 λ3 λ6 λ10 . . .
λ2 λ5 λ9
λ4 λ8
λ7
...
. . .

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We can choose an orthonormal basis {el,m : l,m ∈ N} in H such that el,m is an eigenvector
corresponding to the eigenvalue αl,m of A. Now we form the subspaces:
Xm := ∨{el,m : l ∈ N} (m ∈ N),
which are clearly reducing for A. For any m ∈ N, we set Am := A|Xm. Let us consider
also the operator S defined by Sel,m = el,m+1 (l,m ∈ N). We note that S is the orthogonal
sum of ℵ0 many unilateral shift operators. Now the operator T ∈ B(H) is given by the
following equality:
T |Xm = A−1/2m+1SA1/2m (m ∈ N).
Since
Tel,m =
√
αl,m
αl,m+1
el,m+1 (l,m ∈ N),
T is a C·0-contraction. Furthermore, for every l,m, n ∈ N, we have λn ≤ αl,m+n, and so
‖T ∗nT nel,m − Ael,m‖ = αl,m
αl,m+n
− αl,m ≤ 1
λn
− 1→ 0 (n→∞).
Since el,m is an eigenvector for both A and T
∗nT n, the sequence T ∗nT n uniformly converges
to A on H. So A arises asymptotically from a C·0-contraction in uniform convergence. 
Now we are in a position to prove the characterization when dimH = ℵ0. This states
that a positive contraction, which acts on a separable space, is an asymptotic limit of
a contraction if and only if one of the conditions (i)–(iii) of Lemma 2.6 holds. In what
follows, E stands for the spectral measure of the positive operator A and H(ω) = E(ω)H
for any Borel subset ω ⊂ R. Let us consider the orthogonal decomposition H = Hd ⊕Hc,
reducing for A, where A|Hd is diagonal and A|Hc has no eigenvalue. Let us denote the
spectral measure of A|Hd and A|Hc by Ed and Ec, respectively. For any Borel set ω ⊂ R
we shall write Hc(ω) = Ec(ω)Hc and Hd(ω) = Ed(ω)Hd.
Proof of Theorem 2.3. The implication (i)=⇒(iii) follows from Lemma 2.6, and
(ii)=⇒(i) is trivial. First we prove the implication (iii)=⇒ (ii) in order to complete the
implication circle (i)=⇒(iii)=⇒(ii)=⇒(i), and second we show the equivalence (iii) ⇐⇒
(iv).
(iii)=⇒ (ii): We suppose that re(A) = 1. (If A is a finite rank projection, then T = A
can be chosen.) If ker(A) 6= {0}, then A has the form A = 0 ⊕ A1 in the decomposition
H = ker(A)⊕ker(A)⊥, where re(A1) = 1. If A1 arises asymptotically from the contraction
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T1 in uniform convergence, then A arises asymptotically from 0⊕T1 in uniform convergence.
Hence we may assume that ker(A) = {0}. Obviously, one of the next three cases occurs.
Case 1. There exists a strictly increasing sequence 0 = a0 < a1 < a2 < . . . such that
an ↗ 1 and dimH([an, an+1[) = ℵ0 for every n ∈ N0. If 1 is not an eigenvalue of A, then
Lemma 2.7 can be applied. So we may suppose that dim ker(A − I) ≥ 1. In this case we
have the orthogonal decomposition: A = A0 ⊕ A1, where A0 = A| ker(A − I)⊥ and A1 =
A| ker(A− I). Again using Lemma 2.7 we obtain a contraction T0 ∈ B(ker(A− I)⊥) such
that the uniform asymptotic limit of T0 is A0. Choosing any isometry T1 ∈ B(ker(A− I)),
A arises asymptotically from T := T0 ⊕ T1 in uniform convergence.
Case 2. ker(A − I) = {0} and there is no strictly increasing sequence 0 = a0 <
a1 < a2 < . . . such that an ↗ 1 and dimH([an, an+1[) = ℵ0 for every n ∈ N0. If
dimH([0, β[) < ℵ0 for each 0 < β < 1, then A is diagonal, all eigenvalues are in ]0,1[
and have finite multiplicities. Therefore Lemma 2.8 can be applied. If this is not the case,
then there is a 0 < b < 1 which satisfies the following conditions: dimH([0, b[) = ℵ0 and
dimH([b, β[) < ℵ0 for all b < β < 1. We take the decomposition H = H([0, b[)⊕H([b, 1[),
where dimH([b, 1[) = ℵ0 obviously holds, since 1 ∈ σe(A). In order to handle this case, we
have to modify the argument applied in Lemma 2.8.
Let us arrange the eigenvalues ofA in [b, 1[ in an increasing sequence {λj}∞j=1, each listed
according to its multiplicity. We form the same matrix (αl,m)l,m∈N as in Lemma 2.8, and
take an orthonormal basis {el,m : l,m ∈ N} in H([b, 1[) such that each el,m is an eigenvector
corresponding to the eigenvalue αl,m of A. Let X0 := H([0, b[) and Xm := ∨{el,m : l ∈ N}
(m ∈ N). Take an arbitrary orthonormal basis {el,0}∞l=1 in the subspace X0. We define the
operator T by the following equation:
T |Xm = A−1/2m+1SA1/2m |Xm (m ∈ N0),
where Am := A|Xm and S ∈ B(H), Sel,m = el,m+1 (l ∈ N,m ∈ N0).
For a vector x0 ∈ X0 we have
‖Tx0‖ = ‖A−1/21 SA1/20 x0‖ ≤
√
1
b
‖A1/20 x0‖ ≤ ‖x0‖,
therefore T is a contraction on X0. But it is also a contraction on X⊥0 (see the proof of
Lemma 2.8), and since TX0 ⊥ T (X⊥0 ), it is a contraction on the whole H.
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We have to show yet that T ∗nT n converges uniformly to A on X0. For x0 ∈ X0, ‖x0‖ = 1
we get
‖T ∗nT nx0 − Ax0‖ = ‖A1/20 S∗n(A−1n − IXn)SnA1/20 x0‖
≤ ‖A−1n − IXn‖ <
1
λn
− 1→ 0.
So A arises asymptotically from T in uniform convergence.
Case 3. dim ker(A− I) > 0. If dim ker(A− I) < ℵ0, then we take the orthogonal
decomposition H = ker(A− I)⊥ ⊕ ker(A− I). Trivially 1 ∈ σe(A| ker(A− I)⊥). By Cases
1 and 2, we can find a contraction T0 ∈ B(ker(A− I)⊥) such that the uniform asymptotic
limit of T = T0 ⊕ Iker(A−I) is A.
If dim ker(A− I) = ℵ0 and A 6= I, then we consider an orthogonal decomposition
ker(A − I) = ∑∞j=1⊕Xj, where dimXj = dim ker(A − I)⊥, and apply Lemma 2.7. If
A = I, then just take an isometry for T .
(iii)⇐⇒ (iv): If A is a projection, then dim(]δ, 1]) is the rank of A for every 0 ≤ δ < 1.
If 1 ∈ σe(A), then dimH(]δ, 1]) = ℵ0 holds for all 0 ≤ δ < 1. Conversely, if the quantity
dimH(]δ, 1]) = dimH(]0, 1]) is finite (0 ≤ δ < 1), then obviously A is a projection of finite
rank. If this dimension is ℵ0, then clearly 1 ∈ σe(A).
Finally, from the previous discussions we can see that if the equivalent conditions (i)–
(iv) hold, then the contraction T , inducing A, can be chosen from the class C·0 provided
dim ker(A− I) /∈ N. 
Now we turn to the case when dimH > ℵ0. As was mentioned earlier, for every
contraction T ∈ B(H) the spaceH can be decomposed into the orthogonal sum of separable
T -reducing subspaces.
Proof of Theorem 2.4. We may suppose that A is not a projection of finite rank.
Since T =
∑
ξ∈Ξ⊕Tξ, where every Tξ acts on a separable space, the (i)=⇒(iv) part can be
proven by Theorem 2.3 straightforwardly. The implication (ii)=⇒(i) is obvious. First we
will prove the direction (iv)=⇒(ii) and then the equivalence (iii)⇐⇒ (iv).
(iv)=⇒(ii): Set α = dimH(]0, 1]), which is necessarily infinite. If α = ℵ0, then applying
Theorem 2.3 we can get A as the uniform asymptotic limit of a contraction (on kerA we
take the zero operator). Therefore we may suppose that α > ℵ0. We may also assume that
A is injective. Now we take an arbitrary strictly increasing sequence 0 = a0 < a1 < a2 < . . .
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such that limj→∞ aj = 1, and let αj = dimH(]aj, aj+1]) for every j ∈ N0. Obviously
β :=
∑∞
j=0 αj = dimH(]0, 1[) ≤ dimH(]0, 1]) = α. Clearly one of the following four cases
occurs.
Case 1: αj = α for infinitely many indices j. Then without loss of generality, we may
suppose that this holds for every index j. By Lemma 2.7 we can choose a contraction
T0 ∈ B(H(]0, 1[)) such that ‖T ∗n0 T n0 − A|H(]0, 1[)‖ → 0. Set the operator
T := T0 ⊕ V ∈ B
(
H(]0, 1[)⊕H({1})),
where V ∈ B(H({1})) is an arbitrary isometry. Trivially T is a contraction with the
uniform asymptotic limit A.
Case 2: dimH({1}) = α. Let us decompose H({1}) into the orthogonal sum H({1}) =(∑∞
k=1⊕Xk
) ⊕ X , where dimXk = β for every k ∈ N and dimX = α. Setting X0 :=
H([0, 1[), we may apply Lemma 2.7 for the restriction of A to ∑∞k=0⊕Xk. Taking any
isometry on X , we obtain that (ii) holds.
Case 3: dimH({1}) < α and αj < α for every j. Then clearly dimH(]δ, 1[) =
dimH(]0, 1[) = α for any δ ∈ [0, 1[. Joining subintervals together, we may assume that
ℵ0 ≤ αj < αj+1 holds for every j ∈ N0 and supj≥0 αj = α. Let Xj := H(]aj, aj+1])
for every j ∈ N0. Obviously we can decompose every subspace Xj into an orthogonal
sum Xj =
∑j
k=0⊕Xj,k such that dimXj,k = αk for every 0 ≤ k ≤ j. Then by Lemma
2.7 we obtain a contraction Tk ∈ B(
∑∞
j=k⊕Xj,k) such that the asymptotic limit of Tk is
A
∣∣∑∞
j=k⊕Xj,k in uniform convergence. In fact, from the proof of Lemma 2.7, one can see
that ∥∥∥∥∥T ∗nk T nk − A
∣∣∣∣ ∞∑
j=k
⊕Xj,k
∥∥∥∥∥ ≤ 1an+k − 1 ≤ 1an − 1→ 0.
Therefore, if we choose an isometry V ∈ B(H({1})), we get that (ii) is satisfied with the
contraction T :=
(∑∞
k=0⊕Tk
)⊕ V ∈ B(H).
Case 4: dimH({1}) < α and αj = α holds for finitely many j (but at least for one). We
may assume α0 = α, ℵ0 ≤ αj < αj+1 for every j ∈ N and supj≥1 αj = α. Take an orthogo-
nal decompositionH(]0, a1[) =
∑∞
k=1⊕Lk, where dimLk = αk. Set also Xj := H(]aj, aj+1])
for every j ∈ N and take a decomposition Xj =
∑j
k=1⊕Xj,k such that dimXj,k = αk for
every 1 ≤ k ≤ j. Thus by Lemma 2.7 we obtain a contraction Tk ∈ B(Lk ⊕
∑∞
j=k⊕Xj,k)
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such that the asymptotic limit of Tk is the restriction of A to the subspace Lk⊕
∑∞
j=k⊕Xj,k
in uniform convergence. As in Case 3, we get (ii).
(iii)=⇒(iv): Since 1 = rκ(A) ≤ ‖A‖κ ≤ ‖A‖ ≤ 1, we have ‖A‖κ = 1. An application of
[11, Lemma 5] gives us dimH(]δ, 1]) = κ (0 ≤ δ < 1).
(iv)=⇒(iii): We may assume that dimH(]0, 1]) ≥ ℵ0. Again applying [11, Lemma 5],
we get ‖An‖κ = 1 for all n ∈ N. This means that rκ(A) = 1.
Finally, we notice that if dim ker(A−I) /∈ N, then we can choose a C·0-contraction. 
The following corollary is a straightforward consequence. In particular, this corollary
gives that whenever A is an asymptotic limit of a contraction, then Aq is also an asymptotic
limit of a contraction for every 0 < q.
Corollary 2.9. Suppose that the function g : [0, 1]→ [0, 1] is continuous, increasing,
g(0) = 0, g(1) = 1 and 0 < g(t) < 1 for 0 < t < 1. If A arises asymptotically from a
contraction, then so does g(A).
Next we verify Theorem 2.5, but before that we need the following lemma. For every
a ∈ D the function ba : D → D, ba(z) = z−a1−az is the so called Mo¨bius transformation
which is a special type of inner functions. Moreover, it is a Riemann mapping from D
onto itself. We use the notation Ta := ba(T ) where we use the well-known Sz.-Nagy–
Foias functional calculus, which is a contractive, weak-* continuous algebra homomorphism
ΦT : H
∞ → B(H) such that ΦT (1) = I and ΦT (χ) = T (χ(z) = z) is satisfied. For further
details see [48]. It is easy to see that b−a(Ta) = b−a(ba(T )) = (b−a ◦ ba)(T ) = T .
Lemma 2.10. For every c.n.u. contraction T we have AT = ATa
Proof. Consider the isometric asymptotes (X+T , VT ) and (X
+
Ta
, VTa) of T and Ta, re-
spectively. Obviously (X+T , ba(VT )) is a contractive intertwining pair for Ta, hence we have
a unique contractive transformation Z ∈ I(VTa , ba(VT )) and X+T = ZX+Ta . Since〈
ATx, x
〉
=
〈
X+T x,X
+
T x
〉
= ‖X+T x‖2 = ‖ZX+Tax‖2 ≤ ‖X+Tax‖2 =
〈
ATax, x
〉
(x ∈ H),
AT ≤ ATa follows. Therefore
AT ≤ ATa ≤ A(Ta)−a = AT .

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Now we are ready to prove Theorem 2.5.
Proof of Theorem 2.5. (i): For an arbitrary vector x ∈ H and i = 1, 2, we have
〈
AT1T2x, x
〉
= lim
n→∞
〈
(T1T2)
∗n(T1T2)nx, x
〉
= lim
n→∞
‖(T1T2)nx‖2
≤ lim
n→∞
‖T ni x‖2 = lim
n→∞
〈
T ∗ni T
n
i x, x
〉
=
〈
ATix, x
〉
,
where we used the commuting property in the step (T1T2)
n = T n1 T
n
2 = T
n
2 T
n
1 .
(ii): Set a := u(0) and v = ba ◦ u. Then obviously v = χw, where χ(z) = z and w
is an inner function. From (i) and Lemma 2.10 we get Au(T ) = Av(T ) ≤ AT . We consider
isometric asymptotes (X+T , VT ) and (X
+
u(T ), Vu(T )) of T and u(T ), respectively. The pair
(X+T , u(VT )) is a contractive intertwining pair of u(T ). Using the universal property of the
isometric asymptotes, we get a unique contractive transformation Z ∈ I(Vu(T ), u(VT )) and
X+T = ZX
+
u(T ). The last equality implies AT ≤ Au(T ), and so AT = Au(T ).
(iii): Consider the isometric asymptotes
(X+, V1), (X
+, V2) and (X
+
T1T2
,W )
of T1, T2 and T1T2, respectively, where X
+ = X+T1 = X
+
T2
. Obviously the pair (X+, V1V2)
is a contractive intertwining pair for T1T2. Hence we get, from the universality property
of the isometric asymptote, that there exists a unique contractive Z ∈ I(W,V1V2) and
X+ = ZX+T1T2 . Therefore A ≤ AT1T2 .
(iv): This is an immediate consequence of (i) and (iii). 
For an alternative proof of (ii) above see [6, Lemma III.1]. It can be also derived from
[28, Theorem 2.3].
Concluding this chapter we provide two examples. First we give two contractions
T1, T2 ∈ C1·(H) such that AT1 = AT2 and AT1T2 6= AT1 . This shows that (iii) of Theo-
rem 2.5 cannot be strengthened to equality even in the C1· case. By (iv) of Theorem 2.5
these contractions do not commute.
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Example 2.11. Take an orthonormal basis {ei,j : i, j ∈ N} inH. The operators T1, T2 ∈
B(H) are defined in the following way:
T1ei,j :=
 ei,j+1 if j = 1√j2−1
j
ei,j+1 if j > 1
, T2ei,j :=

e1,2 if i = j = 1
ei+1,j−1 if j = 2
√
3
2
ei−1,j+2 if i > 1, j = 1√
j2−1
j
ei,j+1 if j > 2
.
T1 and T2 are orthogonal sums of infinitely many contractive, unilateral weighted shift
operators, with different shifting schemes. Straightforward calculations yield that
AT1ei,j = AT2ei,j =
 12ei,j if j = 1j−1
j
ei,j if j > 1
,
for every i, j ∈ N, since
(∏∞
l=j
√
l2−1
l
)2
= j−1
j
for j > 1. On the other hand
T2T1ei,j =
 ei+1,1 if j = 1√j2−1
j
√
(j+1)2−1
j+1
ei,j+2 if j > 1
,
hence
AT2T1ei,j =
 ei,1 if j = 1j−1
j
ei,j if j > 1
,
since ( ∞∏
m=0
√
(j + 2m)2 − 1
j + 2m
√
(j + 1 + 2m)2 − 1
j + 1 + 2m
)2
=
( ∞∏
l=j
√
l2 − 1
l
)2
=
j − 1
j
.
Therefore AT1 ≤ AT1T2 and AT1 6= AT1T2 .
Finally, we give two contractions T1, T2 ∈ C0·(H) such that T1T2 ∈ C1·(H).
Example 2.12. Take the same orthonormal basis in H as in the previous example.
The C0·-contractions T1, T2 ∈ B(H) are defined by
T1ei,j :=
√
(i+ 1)2 − 1
i+ 1
ei,j+1, T2ei,j :=
 0 if j = 1ei−1,j+1 if j > 1 .
By a straightforward calculation we can check that
T2T1ei,j =
√
(i+ 1)2 − 1
i+ 1
ei+1,j,
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and so
AT2T1ei,j =
i
i+ 1
ei,j.
Therefore we have T1T2 ∈ C1·(H).
CHAPTER 3
Cesa`ro asymptotic limits of power bounded matrices
1. Statements of the main results
This chapter is devoted to the characterization of all possible L-asymptotic limits of
power bounded matrices which was done in [16]. Throughout the chapter T ∈ B(Cd)
(2 ≤ d <∞) will always denote a power bounded matrix if we do not say otherwise. The
first important step towards the desired characterization is to show that Banach limits
can be replaced by usual limits if we consider Cesa´ro means of the self-adjoint iterates of
T .
Theorem 3.1. Let T ∈ B(Cd) be power bounded, then
AT,L = AT,C := lim
n→∞
1
n
n∑
j=1
T ∗jT j
holds for all Banach limits L.
We note that the above limit holds in norm, since we are in finite dimensions.
Concerning arbitrary dimensions if for an operator T ∈ B(H) the limit AT,C =
limn→∞ 1n
∑n
j=1 T
∗jT j exists in SOT, it will be called the Cesa`ro asymptotic limit of T . In
order to prove Theorem 3.1 we will derive some properties of the Jordan decomposition of
T . Then we will give the characterization of C11 matrices. We would like to point out that
any matrix is of class C1· if and only if it is of class C11 which happens exactly when it
is similar to a unitary matrix (this will follow from Proposition 3.5). The characterization
reads as follows in that case.
Theorem 3.2. The following statements are equivalent for a positive definite A ∈
B(Cd):
(i) A is the Cesa`ro asymptotic limit of a power bounded matrix T ∈ C11(Cd),
23
1. STATEMENTS OF THE MAIN RESULTS 24
(ii) if the eigenvalues of A are t1, . . . , td > 0, each of them is counted according to
their multiplicities, then
1
t1
+ · · ·+ 1
td
= d (3.1)
holds,
(iii) there is an invertible S ∈ B(Cd) with unit column vectors such that
A = S∗−1S−1 = (SS∗)−1.
The proof of the general case uses the C11 case, Lemma 1.4 and a block-diagonalization
of a special type of block matrices. We shall call a power bounded matrix T ∈ B(Cd) l-
stable (0 ≤ l ≤ d) if dimH0 = l. We will see later from Proposition 3.5 that T and T ∗ are
simultaneously l-stable, which is not true in infinite dimensional spaces (simply consider
a non-unitary isometry). In the forthcoming theorem the symbol Il stands for the identity
matrix on Cl and 0k ∈ B(Ck) is the zero matrix.
Theorem 3.3. The following three conditions are equivalent for a non-invertible pos-
itive semidefinite A ∈ B(Cd) and a number 1 ≤ l < d:
(i) there exists a power bounded, l-stable T ∈ B(Cd) such that AT,C = A,
(ii) let k = d− l, if t1, . . . tk denote the non-zero eigenvalues of A counted with their
multiplicities, then
1
t1
+ · · ·+ 1
tk
≤ k,
(iii) there exists such an invertible S ∈ B(Cd) that has unit column vectors and
A = S∗−1(Il ⊕ 0k)S−1.
One could ask whether there is any connection between the Cesa`ro asymptotic limit
of a matrix and the Cesa`ro-asymptotic limit of its adjoint. If T ∈ B(Cd) is contractive,
then AT ∗ = AT is valid (see Theorem 2.2). In the case of power bounded matrices usually
the subspaces H0(T ) and H0(T ∗) are different and hence AT ∗ and AT are different, too.
However, we provide the next connection for C11 class 2× 2 power bounded matrices.
Theorem 3.4. For each T ∈ C11(C2) the harmonic mean of the Cesa`ro asymptotic
limits AT,C and AT ∗,C are exactly the identity I, i.e.
A−1T,C + A
−1
T ∗,C = 2I2. (3.2)
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The proof relies on the fact that the inverse of a 2 × 2 matrix can be expressed with
its elements rather easily. The same method cannot be applied in higher dimensions.
Moreover, (3.2) is not even true in three-dimensions any more. This will be justified by a
concrete 3× 3 example.
2. Proofs
We begin with the description of the Jordan decomposition of power bounded matrices.
We recall that a Jordan matrix is a matrix of the following form:
J =

Jλ1 0 . . . 0
0 Jλ2 . . . 0
...
...
. . .
...
0 0 . . . Jλk

where J has the following matrix entries:
Jλ =

λ 1 . . . 0
0 λ . . . 0
...
...
. . .
...
0 0 . . . λ

By the Jordan decomposition of a matrix T ∈ B(Cd) we mean the product T = SJS−1
where S ∈ B(Cd) is invertible and J ∈ B(Cd) is a Jordan matrix (see [41]). Recall that for
any matrix B ∈ B(Cd) the equation limn→∞ ‖Bn‖ = 0 holds if and only if r(B) < 1 (see
e.g. [31, Proposition 0.4]). The symbol diag(. . . ) expresses a diagonal matrix (written in
the standard orthonormal base).
Proposition 3.5. Suppose T ∈ B(Cd) is power bounded and let us consider its Jordan
decomposition: SJS−1. Then we have
J = U ⊕B
with a unitary U = diag(λ1, . . . λk) ∈ B(Ck) (k ∈ N0) and a B ∈ B(Cd−k) for which
r(B) < 1.
Conversely, if J has the previous form, then necessarily T is power bounded.
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Proof. For the first assertion, let us consider the block-decomposition of J :
J = J1 ⊕ · · · ⊕ Jk
where Jj is a λj-Jordan block. It is clear that power boundedness is preserved by similarity.
Since
Jnj =

λj 1 0 . . . 0
0 λj 1 . . . 0
0 0 λj
. . . 0
...
...
. . . . . .
...
0 0 0 . . . λj

n
=

λnj nλ
n−1
j
(
n
2
)
λn−2j
. . . . . .
0 λnj nλ
n+1
j
. . . . . .
0 0 λnj
. . . . . .
...
...
. . . . . . . . .
0 0 0 . . . λnj

(3.3)
holds, we obtain that if λ is an eigenvalue of T , then either |λ| < 1, or |λ| = 1 and the size
of any corresponding Jordan-block is exactly 1× 1.
On the other hand, if J = U ⊕B, then it is obviously power bounded, and hence T is
power bounded as well. 
Next we prove that the Cesa`ro asymptotic limit of T always exists. Moreover, it can
be expressed as the Cesa`ro asymptotic limit of another matrix T ′ which is obtained by
replacing the above matrix B with 0.
Theorem 3.6. Let T ∈ B(Cd) be power bounded and by using the notations of Propo-
sition 3.5 let us consider the matrices J ′ = U ⊕ 0 and T ′ = SJ ′S−1. Then the Cesaa`ro
asymptotic limit of T and T ′ exist and they coincide:
AT,C = AT ′,C . (3.4)
Conversely, if the sequence { 1
n
∑n
j=1 T
∗jT j}∞n=1 converges for a matrix T , then it is neces-
sarily power bounded.
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Proof. For the first part, let us consider the following:
1
n
n∑
j=1
T ∗jT j − 1
n
n∑
j=1
T ′∗jT ′j
=
1
n
S∗−1
( n∑
j=1
J∗jS∗SJ j −
n∑
j=1
J ′∗jS∗SJ ′j
)
S−1
= S∗−1
( 1
n
n∑
j=1
(0⊕B)∗jS∗S(0⊕B)j + 1
n
n∑
j=1
(U ⊕ 0)∗jS∗S(0⊕B)j
+
1
n
n∑
j=1
(B ⊕ 0)∗jS∗S(U ⊕ 0)j
)
S−1.
(3.5)
Since limj→∞(0⊕ B)j = 0, we obtain that (3.4) holds whenever at least one of the limits
exists.
Now we consider the partial sums: 1
n
∑n
j=1 T
′∗jT ′j. It is easy to see that multiplying from
the right by a diagonal matrix acts as multiplication of the columns by the corresponding
diagonal elements. Similarly, for the multiplication from the left action this holds with the
rows. We have the next equality:
J ′∗jS∗SJ ′j =
‖Se1‖2 λn2λ1
n〈Se1, Se2〉 . . . λnmλ1
n〈Se1, Sem〉 0 . . . 0
λn1λ2
n〈Se2, Se1〉 ‖Se2‖2 . . . λnmλ2
n〈Se2, Sem〉 0 . . . 0
...
...
. . .
...
...
...
λn1λm
n〈Sem, Se1〉 λn2λm
n〈Sem, Se2〉 . . . ‖Sem‖2 0 . . . 0
0 0 . . . 0 0 . . . 0
...
...
...
...
. . .
...
0 0 . . . 0 0 . . . 0

.
(3.6)
Since
lim
n→∞
∣∣∣∣∣ 1n
n∑
j=1
λj
∣∣∣∣∣ = limn→∞ |λn − 1|n|λ− 1| = 0
if |λ| ≤ 1, λ 6= 1 (for λ = 1 the above limit is 1) and multiplying by a fix matrix does not
have an effect on the fact of convergence, we can easily infer that the right-hand side of
(3.4) exists and hence (3.4) is verified.
For the reverse implication, let us assume that { 1
n
∑n
j=1 T
∗jT j}∞n=1 converges and as in
the statement of Theorem 3.1 let us denote its limit by AT,C . According to the following
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equation
‖A1/2T,Ch‖ = 〈AT,Ch, h〉1/2 = limn→∞
( 1
n
n∑
j=1
‖T jh‖2
)1/2
,
and because of uniform convergence, there exists a large enough M˜ > 0 such that
1
n
n∑
j=1
‖T jh‖2 = 1
n
n∑
j=1
‖SJ jS−1h‖2 ≤ M˜
holds for each unit vector h ∈ Cd. Since S is bounded from below, the above inequality
holds exactly when
1
n
n∑
j=1
‖J jh‖2 ≤M
holds for every unit vector h ∈ Cd with a large enough bound M > 0. On the one hand,
this implies that r(J) = r(T ) ≤ 1. On the other hand, if there is an at least 2×2 λ-Jordan
block in J where |λ| = 1, then this above inequality obviously cannot hold for any unit
vector (see (3.3)). This ensures the power boundedness of T . 
Let us point out that if a sequence of matrices {Sn}∞n=1 is entry-wise L-convergent,
then
L-lim
n→∞
XSn = X · L-lim
n→∞
Sn
and
L-lim
n→∞
SnX = (L-lim
n→∞
Sn) ·X
hold. This can be easily verified from the linearity of L.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. The equality L-limn→∞ λn = λL-limn→∞ λn holds for ev-
ery |λ| ≤ 1 which gives us L-limn→∞ λn = 0 for all λ 6= 1, |λ| ≤ 1 (the Banach limit is
trivially 1 if λ = 1). Now, if we take a look at equation (3.6), we can see that AT ′,L = AT ′,C
holds for every Banach limit. Since
(0⊕B)∗jS∗S(0⊕B)j + (0⊕ U)∗jS∗S(0⊕B)j + (B ⊕ 0)∗jS∗S(0⊕ U)j → 0,
the equation-chain
AT,L = AT ′,L = AT ′,C = AT,C
is yielded. 
2. PROOFS 29
A natural question arises here. When does the sequence {T ∗nT n}∞n=1 converge? The
forthcoming theorem is dealing with this question where we will use a theorem of G.
Corach and A. Maestripieri.
Theorem 3.7. The following statements are equivalent for a power bounded T ∈
B(Cd):
(i) the sequence {T ∗nT n}∞n=1 ⊆ B(Cd) is convergent,
(ii) the eigenspaces of T corresponding to eigenvalues with modulus 1 are mutually
orthogonal to each other.
Moreover, the following three sets coincide:{
A ∈ B(Cd) : ∃ T ∈ B(Cd) power bounded such that A = lim
n→∞
T ∗nT n
}
,{
P ∗P ∈ B(Cd) : P ∈ B(Cd), P 2 = P} ,{
A ∈ B(Cd) positive semidefinite : σ(A) ⊆ {0} ∪ [1,∞[, dim ker(A) ≥ rankE(]1,∞[)} ,
(3.7)
where E denotes the spectral measure of A.
Proof. The (ii)=⇒(i) implication is quite straightforward from (3.6).
For the reverse direction let us consider (3.6) again. This tells us that if λl 6= λk, then
〈Sel, Sek〉 has to be 0 which means exactly the orthogonality.
In order to prove the further statement, we just have to take such a T that satisfies (ii).
Since the limit of {T ∗nT n}∞n=1 exists if and only if the sequence {T ′∗nT ′n}∞n=1 converges
(by a similar reasoning to the beginning of the proof of Theorem 3.6), we consider
T ′∗nT ′n = S∗−1(J ′∗nS∗SJ ′n)S−1.
Trivially, we can take an orthonormal basis in every eigenspace as column vectors of S and
if we do so, then the column vectors of S corresponding to modulus 1 eigenvalues will form
an orthonormal sequence, and the other column vectors (i.e. the zero eigenvectors) will
form an orthonormal sequence as well. But the whole system may fail to be an orthonormal
basis. This implies that
lim
n→∞
T ′∗nT ′n = S∗−1(I ⊕ 0)S−1 = S∗−1(I ⊕ 0)S∗S(I ⊕ 0)S−1.
By [8, Theorem 6.1] we get (3.7). 
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Next we prove Theorem 3.2.
Proof of Theorem 3.2. (i)=⇒(iii): Let us suppose that T = SUS−1 holds with an
invertible S ∈ B(Cd) and a unitary U = diag(λ1, . . . λd). Of course, it can be supposed
without loss of generality that S has unit column vectors (this is just a right choice of
eigenvectors). Moreover, if an eigenvalue λ has multiplicity more than one, then the corre-
sponding unit eigenvectors (as column vectors in S) can be chosen to form an orthonormal
base in that eigenspace. Trivially, this does not change T . Now considering (3.6), we get
1
n
n∑
j=1
U∗jS∗SU j → I
and therefore
AT,C = S
∗−1S−1.
(iii)=⇒(i): Take an S such that it has unit column vectors. If we put λj-s to be pairwise
different in U and T = SUS−1, then we obviously get AT,C = S∗−1S−1 from equation (3.6).
(iii)=⇒(ii): By the spectral mapping theorem we have
d = tr(S∗S) = tr(SS∗) =
d∑
j=1
1
tj
.
(ii)=⇒(iii): It would be enough to find such a unitary matrix U ∈ B(Cd) which satisfies
∥∥ diag(√1/t1, . . . ,√1/td) · Uej∥∥ = 1.
Indeed, if we chose
S := diag(
√
1/t1, . . . ,
√
1/td) · U,
SS∗ would become diag(1/t1, . . . , 1/td) and (2.3) would give what we wanted.
The idea is that we put such complex numbers in the entries of U that have modulus
1/
√
d, because then the column vectors of S will be unit ones and we only have to be
careful with the orthogonality of the column vectors of U . In fact, the right choice is to
consider a constant multiple of a Vandermonde matrix:
U :=
(
ε(j−1)(k−1)/
√
d
)d
j,k=1
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where ε = e2ipi/d. We show that its column vectors are orthogonal to each other which will
complete the proof. For this we consider j1 6= j2, j1, j2 ∈ {1, 2, . . . d} and the inner product
〈Uej1 , Uej1〉 =
d∑
k=1
ε(j1−1)(k−1)√
d
ε(j2−1)(k−1)√
d
=
1
d
d∑
k=1
ε(j1−j2)(k−1) = 0.
This shows that U is indeed unitary. 
In order to handle the non-C11 case we will use a reversal of Lemma 1.4. This reversal
statement reads as follows.
Lemma 3.8. Suppose that the matrix T ∈ B(Cd) has the block-matrix upper triangular
representation as in Lemma 1.4, with respect to an orthogonal decomposition Cd = H′⊕H′′
such that T0 ∈ C0·(H′) (R ∈ B(H′′,H′) is arbitrary) and T1 ∈ C1·(H′′). Then necessarily
T is power bounded and its stable subspace is precisely H′.
Proof. By an easy calculation we get
T n =
T n0 Rn
0 T n1

where
Rn =
n∑
j=1
T n−j0 RT
j
1 .
Let us assume that ‖T n0 ‖, ‖T n1 ‖, ‖R‖ < M is satisfied for each n ∈ N. In order to see the
power boundedness of T , one just has to use that ‖T n0 ‖ ≤ rn holds for large n-s with a
number r < 1, since we are in a finite dimensional space. It is quite straightforward that
H′ ⊆ H0(T ) and since for any vector x ∈ H′′ the sequence {T n1 x}∞n=1 does not converge to
0, then neither does {T nx}∞n=1. Consequently we obtain that H′ = H0(T ). 
The above proof works for those kind of infinite dimensional operators as well for which
r(T0) < 1 is satisfied. However we note that in general it is not valid.
Now, we are in a position to show the characterization in the non-C11 case.
Proof of Theorem 3.3. The equivalence of (i) and (iii) can be handled very simi-
larly as in Theorem 3.2.
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(i)=⇒(ii): Let us write
T ∗ =
0 R˜
0 E∗
 =
0 RE∗
0 E∗
 (E ∈ C11(Ck))
for the adjoint of a power bounded matrix (up to unitarily equivalence) which is general
enough for our purposes (see Theorem 3.6 and Lemma 3.8). Since E∗ is invertible it is
equivalent to investigate the two forms above. From the equation
T ∗nT n =
0 RE∗n
0 E∗n
 0 0
EnR∗ En
 =
RE∗nEnR∗ RE∗nEn
E∗nEnR∗ E∗nEn
 ,
we get
AT,C =
RAE,CR∗ RAE,C
AE,CR
∗ AE,C
 .
Calculating the null-space of AT,C suggests that for the block-diagonalization we have
to take the following invertible matrix:
X =
 Il R
−R∗ Ik
(Il +RR∗)−1/2 0
0 (Ik +R
∗R)−1/2
 .
The inverse of X is precisely
X−1 =
(Il +RR∗)−1/2 0
0 (Ik +R
∗R)−1/2
 Il −R
R∗ Ik

which implies that X is unitary. With a straightforward calculation we derive
X−1AT,CX = 0l ⊕
[
(Ik +R
∗R)1/2AE,C(Ik +R∗R)1/2
]
.
Here (Ik + R
∗R)1/2 = Ik +Q holds with a positive semi-definite Q for which rank(Q) ≤ l
holds and conversely, every such Ik +Q can be given in the form (Ik +R
∗R)1/2. Therefore
the set of all Cesa`ro-asymptotic limits of l-stable power bounded matrices (again, up to
unitarily equivalence) are given by{
0l ⊕ [(Ik +Q)AE,C(Ik +Q)] : Q ∈ B(Ck),
positive semidefinite rank(Q) < l,E ∈ C11(Ck)
}
and every positive operator of the above form is the Cesa`ro-asymptotic limit of an l-stable
power bounded matrix.
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Finally, let us write
(Ik +Q)
−2 = U · diag(q1, . . . qk) · U∗
and
U∗A−1E,CU = (αi,j)
k
i,j=1,
where U is unitary and qj ≤ 1 for each 1 ≤ j ≤ k. Therefore
1
t1
+ · · ·+ 1
tk
= tr
(
(Ik +Q)
−1A−1E,C(Ik +Q)
−1) = tr (A−1E,C(Ik +Q)−2)
= tr
(
U∗A−1E,CU · diag(q1, . . . qk)
)
=
k∑
j=1
qjαj,j ≤ tr(A−1E,C) = k
is fulfilled for each l-stable power bounded matrix T .
(ii)=⇒(i): Set some positive numbers t1, . . . , tk such that
1
t1
+ · · ·+ 1
tk
≤ k
is valid. If we take such a 0 < c < 1 for which
1
c · t1 +
1
t2
+ · · ·+ 1
tk
= k,
then obviously A = diag(c · t1, t2 . . . tk) arises as the Cesa`ro asymptotic limit of a power
bounded operator from C11(Ck). Therefore if we take the rank-one Q = diag(1/
√
c −
1, 0, . . . 0) positive semi-definite matrix, we get (Ik +Q)A(Ik +Q) = diag(t1, t2 . . . tk). This
ends the proof. 
Next we prove our formula concerning 2×2 matrices.
Proof of Theorem 3.4. Let T = S diag(λ1, λ2)S
−1 with |λ1| = |λ2| = 1 and S ∈
B(C2) be invertible for which the column vectors are unit ones. We have learned from the
proof of Theorem 3.2 that in this case A−1T,C = SS
∗ happens. The matrix S can be written
in the following form:
S =
 µ1,1s µ1,2t
µ2,1
√
1− s2 µ2,2
√
1− t2

where |µj,l| = 1 (j, l ∈ {1, 2}) and s, t ∈ [0, 1] provided that the above matrix is invertible.
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By taking diag(1/µ1,1, 1/µ2,1) ·S instead of S and using (2.3), we can see that without
loss of generality µ1,1 = µ2,1 = 1 can be assumed, so we have
S =
 s µ1,2t√
1− s2 µ2,2
√
1− t2

and thus
A−1T,C = SS
∗ =
 s2 + t2 s√1− s2 + t√1− t2µ22µ12
s
√
1− s2 + t√1− t2µ22µ12 2− s2 − t2
 .
Finally, since T ∗ = S∗−1 diag(λ1, λ2)S∗ and we have
S∗−1 =
1
s
√
1− t2µ22 − t
√
1− s2µ12
√1− t2µ22 −√1− s2
−tµ12 s
 ,
we immediately obtain
A−1T ∗,C =
√1− t2µ22 −√1− s2
−tµ12 s
√1− t2µ22 −tµ12
−√1− s2 s

=
 2− s2 − t2 −s√1− s2 − t√1− t2µ22µ12
−s√1− s2 − t√1− t2µ22µ12 s2 + t2

which implies (3.2). 
In the proof we used that the inverse of a 2× 2 matrix can be expressed quite nicely.
As we mentioned earlier, the above theorem cannot be generalized in higher dimensions.
In fact when dimH = ℵ0, then we can get counterexamples quite easily. Let us consider
a weighted bilateral shift operator which has weights 1 everywhere except for one weight
which is 1/2. This trivially defines a contraction. Moreover, AT and AT ∗ are invertible
which implies that T is similar to a unitary. However AT , AT ∗ ≤ I, AT 6= I and AT ∗ 6= I
which implies A−1T + A
−1
T ∗ ≥ 2I but A−1T + A−1T ∗ 6= 2I.
In the matrix case we do not have such an easy counterexample. However, simple
computations tell us that usually (3.2) does not hold even for 3× 3 matrices. For example
if we consider
T =

i 2 1
0 1 i
1 0 4


1 0 0
0 −1 0
0 0 i


i 2 1
0 1 i
1 0 4

−1
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then the eigenvalues of A−1T,C + A
−1
T ∗,C are approximately 1.27178, 2.1285 and 2.59972.
Finally we give some examples. First, we provide such a power bounded weighted
shift operator T for which the L-asymptotic limit really depends on the choice of the
particular Banach limit L. Moreover, the Cesa`ro asymptotic limit of T exists. We will use
a characterization from [34] of all the possible Banach limits of a bounded real sequence.
Namely, G. G. Lorentz proved that for every x ∈ `∞ real sequence the equality{
L-lim
n→∞
xn : L ∈ L
}
= [q′(x), q(x)] ⊆ R
holds where L stands for the set of all Banach limits and
q(x) = inf
{
lim sup
k→∞
1
p
p∑
j=1
xnj+k : p ∈ N, n1, . . . np ∈ N
}
,
q′(x) = sup
{
lim inf
k→∞
1
p
p∑
j=1
xnj+k : p ∈ N, n1, . . . np ∈ N
}
.
Example 3.9. Let us fix an orthonormal basis {ej}j∈N and define T in the following
way:
Tej =

√
2 · ej+1 j = 3l for some l ∈ N√
1/2 · ej+1 j = 3l + l for some l ∈ N
ej+1 otherwise
.
Since ‖T n‖ = √2 holds for each n ∈ N, T is power bounded. A rather easy calculation
shows that the equation
T ∗nT ne1 =
2e1 3l ≤ n < 3l + l for some l ∈ Ne1 otherwise
is valid. Therefore by Lorentz’s characterization we get{〈AT,Le1, e1〉 : L ∈ L} = [1, 2].
It is quite easy to see that the sequence {T ∗nT n}∞n=1 consists of diagonal operators
(with respect to our fixed orthonormal basis). A straightforward computation gives us
AT,C = I.
The last two examples concern the existence of the Cesa`ro asymptotic limit and power
boundedness. From these examples we will see that none of the mentioned properties
concerning T implies the other one.
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Example 3.10. We define T with the equation
Tej =

√
2 · ej+1 j = 3l for some l ∈ N√
1/2 · ej+1 j = 2 · 3l for some l ∈ N
ej+1 otherwise
.
Clearly
T ∗nT ne1 =
2 · e1 3l ≤ n < 2 · 3l for some l ∈ Ne1 otherwise
holds. The Cesa`ro means of the sequence {〈T ∗nT ne1, e1〉}n∈N does not converge, hence the
the Cesa`ro asymptotic limit of T cannot exist. On the other hand, ‖T n‖ = √2 is satisfied
for every n ∈ N, thus T is power bounded.
Example 3.11. Our shift operator is defined as follows:
Tej =

√
2 · ej+1 3l ≤ j < 3l + l for some l ∈ N
ej+1 otherwise
.
On the one hand, it is not power bounded because ‖T n‖ = √2n. On the other hand, it is
not hard to see that AT,C exists and it is precisely the identity operator.
CHAPTER 4
Asymptotic limits of operators similar to normal operators
1. Statements of the results
The present chapter contains our results from [17]. First we will give a generalization of
the necessity part in Sz.-Nagy’s similarity result (Theorem 1.2 and 1.3). Let us consider a
normal power bounded operator N ∈ B(H). Since r(N)n = r(Nn) = ‖Nn‖ holds (n ∈ N),
we obtain that N is a contraction. A quite straightforward application of the functional
model of normal operators (see [7, Chapter IX]) gives us that AN = IH0(N)⊥⊕0H0(N) holds
where N |(ranAN)− is the unitary part of N . In view of Theorem 1.3 it is reasonable to
conjecture that when a power bounded operator T is similar to a normal operator then
AT,L|(ranAT,L)− should be invertible. Indeed this is the case as we shall see from the
forthcoming theorem. But before stating it we need some definitions. We recall that if the
operator A ∈ B(H) is not zero, then the reduced minimum modulus of A is the quantity
γ(A) := inf{‖Ax‖ : x ∈ (kerA)⊥, ‖x‖ = 1}. In particular if A is a positive operator, then
γ(A) > 0 holds exactly when A|(ranA)− is invertible. Our first result concerns two similar
power bounded operators and it reads as follows.
Theorem 4.1. Let us consider two power bounded operators T, S /∈ C0·(H) which are
similar to each other. Then γ(AT,L) > 0 holds for some (and then for all) Banach limits
L if and only if γ(AS,L) > 0 is valid.
Moreover, γ(AT,L) > 0 holds if and only if the powers of T are bounded from below
uniformly on H0(T )⊥, i.e. there exists a constant c > 0 such that
c‖x‖ ≤ ‖T nx‖ (x ∈ H0(T )⊥, n ∈ N).
In particular, if T is similar to a normal operator, then γ(AT,L) > 0 and γ(AT ∗,L) > 0
are satisfied.
The proof of Theorem 4.1 will use Lemma 1.4. This theorem can be considered as
a generalization of the necessity part in Sz.-Nagy’s theorem and it can help in deciding
37
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whether an operator is similar to e.g. a normal operator in some cases. However, the last
point of Theorem 4.1 is clearly not reversible which can be seen by easy counterexamples.
For instance set an arbitrary operator B ∈ B(H) with r(B) < 1 and consider T := B⊕I ∈
B(H⊕H). On the one hand, T is usually not similar to any normal operators, but on the
other hand, AT = 0⊕ I which implies γ(AT ) = 1.
As we have seen, Sz.-Nagy’s theorem says that AT,L is invertible when T is similar to a
unitary. If T is a contraction, then we can state more than simply the invertibility of AT .
Namely we will prove the following statement where (i) is only an implications statement,
but (ii) is an ”if and only if” one. We recall that the minimal element of the spectrum of
a self-adjoint operator A is denoted by r(A).
Theorem 4.2.
(i) Let dimH = ∞ and T ∈ B(H) be a contraction which is similar to a uni-
tary operator. Then dim ker(AT − r(AT )I) ∈ {0,∞}. Consequently, the condition
r(AT ) ∈ σe(AT ) holds.
(ii) Let dimH = ℵ0, A ∈ B(H) be a positive, invertible contraction and suppose that
the conditions 1 ∈ σe(A) and dim ker(A − r(A)I) ∈ {0,ℵ0} are fulfilled. Then
there exists a contraction T ∈ B(H) which is similar to a unitary operator and
the asymptotic limit of T is exactly A.
This theorem can be considered as a strengthening of the necessity part in Sz.-Nagy’s
similarity theorem. In particular, in the separable case it provides a characterization of
asymptotic limits for those contractions which are similar to unitary operators. We note
that it is an open problem to describe the L asymptotic limits of those operators that are
similar to unitary operators and act on infinite dimensional spaces.
2. Proofs
In order to prove Theorem 4.1 we need two lemmas. The first one reads as follows.
Lemma 4.3. Consider a power bounded operator T /∈ C0·(H). Then the following con-
ditions are equivalent:
(i) the inequality γ(AT,L) > 0 is satisfied for some and then for all Banach limits L,
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(ii) the compression T1 := P1T |H⊥0 is similar to an isometry, where P1 denotes the
orthogonal projection onto the subspace H⊥0 ,
(iii) the powers of T are bounded from below uniformly on H⊥0 , i.e. there exists a
constant c > 0 such that c‖x‖ ≤ ‖T nx‖ is satisfied on H⊥0 for all n ∈ N.
Proof. (i)=⇒(ii). We will use the decomposition AT,L = 0⊕A1 ∈ B(H0⊕H⊥0 ), where
A1 is obviously invertible. Consider the isometric asymptote (X
+
T,L, VT,L). If we restrict the
equation
VT,LX
+
T,L = X
+
T,LT (4.1)
to the subspace H⊥0 , we get the following:
VT,LA
1/2
1 = VT,LX
+
T,L|H⊥0 = X+T,LT |H⊥0 = A1/21 T1,
which verifies that the operator T1 is indeed similar to the isometry VT,L.
(ii)=⇒(iii). By Lemma 1.4, we have
T n =
T n0 ∗
0 T n1
 .
Therefore, by Sz.-Nagy’s theorem, there exists a constant c > 0 for which
‖T nx‖ ≥ ‖T n1 x‖ ≥ c‖x‖ (n ∈ N, x ∈ H⊥0 ).
(iii)=⇒(i). Let x ∈ H⊥0 be arbitrary, then we have
‖A1/2T,Lx‖2 = L-limn→∞ ‖T
nx‖2 ≥ c2‖x‖2,
which means exactly that γ(A
1/2
T,L) ≥ c and hence γ(AT,L) ≥ c2 > 0 is satisfied. 
We proceed with the following technical lemma.
Lemma 4.4. Consider an orthogonal decomposition H = K ⊕ L, and an invertible
operator X ∈ B(H). Suppose that the block-matrix of X is
X =
X11 X12
0 X22
 ∈ B(K ⊕ L),
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and the element X11 ∈ B(K) is surjective. Then the elements X11 ∈ B(K) and X22 ∈ B(L)
are invertible and the block-matrix form of X−1 is the following:
X−1 =
X−111 −X−111 X12X−122
0 X−122
 ∈ B(K ⊕ L).
Proof. Let X−1 =
Y11 Y12
Y21 Y22
 ∈ B(K ⊕ L). Since X is invertible, X11 has to be
injective, thus bijective. The (2,1)-element of the block-matrix decomposition of X−1X = I
is Y21X11 = 0 ∈ B(K,L) which gives us Y12 = 0. The (2,2)-elements of XX−1 = I and
X−1X = I are X22Y22 = IL and Y22X22 = IL, respectively, which imply the invertibility
of X22 ∈ B(L). Finally, an easy calculation verifies the block-matrix form of X−1. 
Now we are in a position to present our generalization of Sz.-Nagy’s theorem.
Proof of Theorem 4.1. We begin with the first part. Let X ∈ B(H) be an invert-
ible operator for which S = XTX−1 holds. It is easy to see that H0(S) = XH0(T ), which
gives us dimH0(T ) = dimH0(S) and dimH0(T )⊥ = dimH0(S)⊥. Therefore we can choose
a unitary operator U ∈ B(H) such that the equation
H0(T ) = UH0(S) = UXH0(T ) = H0(USU∗) (4.2)
is valid. By (2.3), it is enough to prove the inequality
γ(AUSU∗,L) > 0.
Now, consider the block-matrix decompositions (1.2) and
UX =
Y11 Y12
0 Y22
 ∈ B(H0(T )⊕ (H0(T ))⊥).
The latter one is indeed upper block-triangular and moreover, the element Y11 is surjective,
because of (4.2). Therefore by Lemma 4.4 we obtain the equation
(UX)−1 =
Y −111 −Y −111 Y12Y −122
0 Y −122
 ∈ B(H0(T )⊕ (H0(T ))⊥).
An easy calculation gives the following:
P1USU
∗|(H0(T ))⊥ = P1(UX)T (UX)−1|(H0(T ))⊥ = Y22T1Y −122 ,
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where P1 denotes the orthogonal projection onto the subspace (H0(T ))⊥. Now, if the
inequality γ(AT,L) > 0 holds, then by Lemma 4.3 the operator T1 is similar to an isometry.
But this gives that the compression P1USU
∗|(H0(T ))⊥ is also similar to an isometry, and
hence by Lemma 4.3 and (4.2) we get that γ(AS,L) > 0 holds.
The second part was proven in Lemma 4.3.
The third part is an easy consequence of the fact that the asymptotic limit of a power
bounded normal operator N is always idempotent. 
Next we prove a consequence of Theorem 4.1. We recall definitions of some special
classes of operators to which the similarity will be investigated in the forthcoming corollary.
The operator T ∈ B(H) is said to be
• of class Q if ‖Tx‖2 ≤ 1
2
(‖T 2x‖2 + ‖x‖2) holds for every x ∈ H,
• log-hyponormal if log(T ∗T ) ≥ log(TT ∗) is satisfied.
An operator T is called paranormal if ‖Tx‖2 ≤ ‖T 2x‖‖x‖ is valid for all x ∈ H. It is
quite easy to verify from the arithmetic-geometric mean inequality that every paranormal
operator is of class Q as well.
We say that the operator T has the Putnam–Fuglede property (or PF property for
short) if for any operator X ∈ B(H,K) and isometry V ∈ B(K) for which TX = XV ∗
holds, the equation T ∗X = XV is satisfied as well.
Corollary 4.5. For a power bounded operator T ∈ B(H) and a Banach limit L the
following implications are valid:
(i) if T /∈ C·0(H) is similar to a power bounded operator that has the PF property,
then the condition γ(AT ∗,L) > 0 is fulfilled.
(ii) if T /∈ C·0(H) is similar to an operator that is either log-hyponormal or of class
Q or paranormal, then the inequality γ(AT ∗,L) > 0 is satisfied.
Proof. Theorem 3.2 of [39] tells us that the PF property for a power bounded opera-
tor T is equivalent to the condition that T is the orthogonal sum of a unitary and a power
bounded operator of class C·0. Therefore (i) is an easy consequence of Pagacz’s result and
Theorem 4.1.
If T is log-hyponormal, then Mecheri’s result (see [36]) implies that T has the PF
property, and thus γ(AT∗,L) > 0 holds.
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Finally, let us assume that T is a power bounded operator which also belongs to the
class Q. We prove that then it is a contraction as well. If ‖Tx‖2−‖x‖2 > a > 0 held for a
vector x ∈ H, then we would obtain ‖T 2x‖2 − ‖Tx‖2 ≥ ‖Tx‖2 − ‖x‖2 > a. By induction
we could prove that ‖T n+1x‖2 − ‖T nx‖2 > a would hold for every n ∈ N. Therefore the
inequality ‖T n+1x‖2 − ‖x‖2 > n · a would be true, which would imply that T could not
be power bounded. Consequently, T has to be a contraction. P. Pagacz showed that a
contraction which belongs to the class Q, shares the PF property (see [40] and [38] for the
paranormal case). This gives us that γ(AT∗,L) > 0 is valid, which completes our proof. 
Next an application of the above results will be presented. It is easy to see that if the
weighted bilateral shift operator T with weights {wk}k∈Z ⊆ C is power bounded, then the
L-asymptotic limit satisfies the equation AT,Lek =
(
L-limn→∞
∏n
j=0 |wk+j|2
) · ek for every
k ∈ Z. A weighted bilateral shift operator T is power bounded if and only if the inequality
sup
{ n∏
j=0
|wk+j| : k ∈ Z, n ∈ N ∪ {0}
}
<∞
is fulfilled (see [44, Proposition 2]). By Sz.-Nagy’s theorem T is similar to a unitary
operator exactly when it is power bounded and, in addition, the following holds:
inf
{ n∏
j=0
|wk+j| : k ∈ Z, n ∈ N ∪ {0}
}
> 0.
Corollary 4.6. Let I be an arbitrary set of indices. Consider the orthogonal sum
W = ⊕i∈IWi ∈ B(⊕i∈IHi) which is power bounded, and each summand Wi is a weighted
bilateral shift operator that is similar to a unitary operator. If W is similar to a normal
operator, then necessarily it is similar to a unitary operator.
Proof. Let us denote the L-asymptotic limit of Wi by Ai. Since the subspaces Hi are
invariant for the operators W ∗nW n (i ∈ I, n ∈ N), we obtain the equation AW,L = ⊕i∈IAi.
Since each summand Wi is similar to a unitary operator, the operator Ai is invertible and
A
1/2
i Wi = SiA
1/2
i holds for every i ∈ I where Si denotes a simple (i.e. unweighted) bilateral
shift operator. From the power boundedness of W , sup{‖Ai‖ : i ∈ I} <∞ follows.
On the one hand, if sup{‖A−1i ‖ : i ∈ I} <∞ is satisfied, then
W = (⊕i∈IAi)−1/2(⊕i∈ISi)(⊕i∈IAi)1/2
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gives that W is similar to a unitary operator. On the other hand, if the inequality fails,
then AW,L = ⊕i∈IAi is not invertible, but injective. By Theorem 4.1, we obtain that in
this case W cannot be similar to any normal operator. Our proof is complete. 
We continue with the verification of (i) in Theorem 4.2. Point (ii) will be proven later.
Proof of (i) in Theorem 4.2. SinceAT is invertible, the inequality r := r(AT ) > 0
is satisfied. It is trivial that if r = 1, then AT = I, and in this case the statement of the
theorem is obviously true. Therefore we may suppose that r < 1.
We will use the notationM = ker(AT − rI). Assume that the condition 0 < dimM <
∞ holds. If we set an arbitrary vector h ∈M, then we have
r1/2‖h‖ = ‖A1/2T h‖ = ‖A1/2T T−1h‖ ≥ r1/2‖T−1h‖ (4.3)
which implies that the inequality ‖T−1h‖ ≤ ‖h‖ is fulfilled for any h ∈ M. But T is a
contraction, therefore ‖T−1h‖ = ‖h‖ for every h ∈ M. Because of the latter equation
and (4.3) we deduce ‖A1/2T T−1h‖ = r1/2‖T−1h‖ (h ∈ M) which implies that the finite-
dimensional subspace M is invariant for the operator T−1. Since T is bijective, we get
that T−1M =M is satisfied and the restriction T |M is unitary. Since T is a contraction
and dimM < ∞, these imply that M is reducing for T . On the other hand, rI|M =
AT |M = I|M follows which is a contradiction. 
Before proving (ii) of Theorem 4.2, we need the following lemma. We note that the
method which will be used here is similar to the one which was used in Section 2. There
operator-weighted unilateral shift operators were used and here we use operator-weighted
bilateral shift operators. This will result in some further complications.
Lemma 4.7. Suppose we have a positive, invertible contraction A ∈ B(H), an orthogo-
nal decomposition H = ⊕∞k=−∞Yk where the subspaces Yk are reducing for A, and a unitary
operator U ∈ B(H) such that the following conditions hold:
(i) the equation UYk = Yk+1 is satisfied for all k ∈ Z,
(ii) we have limk→∞ r(A|Yk) = 1, and
(iii) the inequality ‖A1/2yk‖ ≤ ‖A1/2Uyk‖ is fulfilled for every k ∈ Z and yk ∈ Yk.
Then T := A−1/2UA1/2 ∈ B(H) is a contraction for which AT = A holds.
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Proof. By (iii) we obtain
‖T ∗yk‖ = ‖A1/2U∗A−1/2yk‖ ≤ ‖A1/2UU∗A−1/2yk‖ = ‖yk‖,
which gives that T is indeed a contraction.
Consider an arbitrary vector yk ∈ Yk (k ∈ Z). The following inequality holds for any
ε > 0 choosing n large enough:
‖T ∗nT nyk − Ayk‖ = ‖A1/2U−n(A−1 − I)UnA1/2yk‖
≤ ‖A1/2‖ · ‖(A−1 − I)|Yk+n‖ · ‖A1/2yk‖ ≤ ε · ‖yk‖.
This shows that T ∗nT nyk → Ayk holds for every vector yk ∈ Yk and number k ∈ Z. But
Yk is reducing for the operator T ∗nT n (k ∈ Z, n ∈ N) which implies AT = A. 
Finally, we present our proof concerning (ii) in Theorem 4.2.
Proof of (ii) in Theorem. 4.2.
PART I.
We will assume in this part that ker(A − I) = {0} holds. First, we choose an ar-
bitrary two-sided sequence {ak}k∈Z ⊆]r, 1[ for which the conditions ak < ak+1 (k ∈ Z),
limk→−∞ ak = r and limk→∞ ak = 1 are valid. We will use the notations Xk := H([ak, ak+1[)
(k ∈ Z) and M = ker(A − rI) where H(ω) denotes the spectral subspace of A associ-
ated with the Borel subset ω ⊂ R. There are five different cases which will be considered
separately.
Case I.1. When #{k < 0: dimXk = ℵ0} = #{k ≥ 0: dimXk = ℵ0} = ℵ0 holds.
Choosing a subsequence if necessary we may suppose that dimXk = ℵ0 is valid for every
k ∈ Z. On the one hand, if additionally M = {0} is satisfied, then using Lemma 4.7 we
get what we wanted. On the other hand, if dimM = ℵ0, then we choose an orthonormal
base {ek}−1k=−∞ in M, set
Yk =
Xk ⊕ (C · ek) if k < 0Xk elsewhere ,
and choose an arbitrary unitary operator U such that UYk = Yk+1 (k ∈ Z) and Uek−1 = ek
(k < 0) hold. Then again, we use Lemma 4.7.
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Case I.2. When #{k < 0: dimXk = ℵ0} = ℵ0 > #{k ≥ 0: dimXk = ℵ0} is valid. We
can assume without loss of generality that the condition dimXk = ℵ0 is satisfied exactly
when k < 0. We choose an orthonormal base {ek,l : k ≥ 0, l ≥ 0} in H([a0, 1[) such that
every vector ek,l is an eigenvector of A associated with the eigenvalue αk,l, and the equation
αk,l ≤ αk+1,l holds for every k ≥ 0, l ≥ 0. This can be obviously done since 1 ∈ σe(A).
Set Yk := ∨{ek,l : l ≥ 0} if k ≥ 0 and for k < 0 in the same way as in the previous case
(bearing in mind whether M = {0} or not). Now, if we choose such a unitary operator
U ∈ B(H) for which point (i) of Lemma 4.7 and the equation Uek−1 = ek (k < 0) hold,
we can easily complete this case.
Case I.3. When #{k < 0: dimXk = ℵ0} < ℵ0 = #{k ≥ 0: dimXk = ℵ0} is true. We
may suppose that the equation dimXk = ℵ0 holds if and only if k ≥ 0. The restriction
A|H([r, a0[) is trivially diagonal and trivially acts on an infinite-dimensional subspace,
since r ∈ σe(A). Therefore we can choose an orthonormal base {ek,l : k, l < 0} which
consists of A-eigenvectors: Aek,l = αk,lek,l, such that the inequality αk−1,l ≤ αk,l is fulfilled
for all k, l < 0. If we have
Yk =
∨{ek,l : l < 0} if k < 0Xk elsewhere
and a unitary operator U ∈ B(H) such that the equations UYk = Yk+1 (k ∈ Z) and
Uek−1,l = ek,l (k < 0) are satisfied, then again by Lemma 4.7 we easily complete this case.
Case I.4. When 0 < #{k ∈ Z : dimXk = ℵ0} < ℵ0 is fulfilled. Without loss of
generality we may suppose that the equation dimXk = ℵ0 is true exactly when k = 0.
Obviously, both of the restrictions A|H([r, a0[) and A|H([a1, 1[) are diagonal operators
and are acting on infinite-dimensional subspaces. We choose orthonormal bases {ek,l : k <
0, l ∈ Z} and {ek,l : k > 0, l ∈ Z} in the subspaces H([r, a0[) and H([a1, 1[), respectively,
such that Aek,l = αk,lek,l holds for some positive numbers {αk,l : k, l ∈ Z, k 6= 0}, and
αk,l ≤ αk′,l is valid for arbitrary integers k, k′, l for which k 6= 0, k′ 6= 0, k < k′. Now, if
Yk =
 X0 if k = 0∨{ek,l : l ∈ Z} if k 6= 0
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and U ∈ B(H) is a unitary operator such that UYk = Yk+1 (k ∈ Z) and Uek−1,l = ek,l
(k < 0, k > 1) are satisfied, then again, we can use Lemma 4.7 in order to complete this
case.
Case I.5. When dimXk < ℵ0 is fulfilled for all k ∈ Z. We can use a very similar
argument as in the previous case, therefore we omit the details.
PART II.
In this part we assume that dim ker(A − I) > 0. It is easy to see that exactly one of
the equations ker(A− I) = H and dim ker(A− I)⊥ = ℵ0 holds, because r ∈ σe(A) is valid.
It is also quite obvious that if T ′ ∈ B(H′) and T ′′ ∈ B(H′′) are two contractions such
that both of them are similar to a unitary operator, then T ′ ⊕ T ′′ ∈ B(H′ ⊕H′′) is also a
contraction that is similar to a unitary operator and we have AT ′⊕T” = AT ′ ⊕ AT”.
Case II.1. When either A = I or 1 ∈ σe(A| ker(A − I)⊥). If A = I, then we simply
set T = I. If the relation 1 ∈ σe(A| ker(A − I)⊥) holds, then by PART I we can choose
a contraction T ′ ∈ B(ker(A − I)⊥) that is similar to a unitary operator and for which
AT ′ = A| ker(A− I)⊥ holds. If T = T ′⊕ I ∈ B(ker(A− I)⊥⊕ ker(A− I)), we get AT = A.
Case II.2. When dim ker(A − I)⊥ = ℵ0 and 1 /∈ σe(A| ker(A − I)⊥). Obviously, the
conditions dim ker(A − I) = ℵ0 and r(A| ker(A − I)⊥) < 1 hold. Consider a sequence
{ak}0k=−∞ ⊆ [r, r(A| ker(A−I)⊥)] such that ak−1 < ak (k ≤ 0), a0 = r(A| ker(A−I)⊥) and
limk→−∞ ak = r are satisfied. Set Xk := H([ak, ak+1[) (k < 0). If the equation dimXk = ℵ0
holds for infinitely many k < 0, then we may assume that it holds for every k < 0. Assume
first that this happens. Then we simply choose Yk = Xk (k ∈ Z) where ker(A − I) =
⊕∞k=0Xk, dimXk = ℵ0 (k ≥ 0), and we use Lemma 4.7. In fact, this is the case when the
scalar valued spectral measure of A| ker(A− I)⊥ is continuous (i.e. there are no atoms).
Second, we suppose that the equation dimXk = ℵ0 holds only for finitely many numbers
k < 0. We consider the decomposition ker(A− I)⊥ = Ka⊕Kc where both of the subspaces
Ka and Kc are A-invariant and the scalar valued spectral measure of the restrictions A|Ka
and A|Kc are purely atomic and continuous, respectively. If Kc 6= {0}, then we choose
a splitting ker(A − I) = L1 ⊕ L2 where dimL1 = dimL2 = ℵ0 holds. By the previous
paragraph there is a contraction T ′ ∈ B(L1 ⊕ Kc) which is similar to a unitary operator
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and for which AT ′ = A|(L1 ⊕Kc) holds. This shows that it is enough to consider the case
when A is diagonal.
If A is diagonal, then the eigenvalues (counting with their multiplicities) {αk,l : k, l ∈ Z}
can be easily ordered in a way such that αk,l ≤ αk+1,l (l, k ∈ Z) and αk,l = 1 (k, l ∈ Z, k >
0) hold. Now, if we choose Yk := ∨{ek,l : l ∈ Z} and define the unitary operator U ∈ B(H)
by the equation Uek,l = ek+1,l (k, l ∈ Z), then by a straightforward application of Lemma
4.7 our proof is completed. 
CHAPTER 5
Injectivity of the commutant mapping
1. Statements of the results
Throughout this chapter T always denotes a contraction. Given any C ∈ {T}′ there
exists exactly one D ∈ {WT}′ such that XTC = DXT . This enables us to define the
commutant mapping γT of T in the following way:
γ = γT : {T}′ → {WT}′, C 7→ D such that XTC = DXT .
It can be shown that γ is a contractive algebra-homomorphism (see [48, Section IX.1] for
further details). This commutant mapping is among the few links which relate the con-
traction to a well-understood operator. It can be exploited to get structure theorems or
stability results, see e.g. [1, 26, 27, 29, 30]. Hence it is of interest to study its properties.
Our purpose in [14] was to examine the injectivity of γ, and in this chapter we give the
results obtained in that publication. If T is asymptotically non-vanishing, then XT and
hence γT are clearly injective. A natural and non-trivial question is that if the commutant
mapping is injective, is necessarily T of class C1·? However, this is not true. A counterex-
ample will be given which will justify it. But before that we will prove the next two results.
The first one provides four necessary conditions for injectivity. For a contraction T let P0
denote the orthogonal projection onto the stable subspace. The compressions P0T |H0 and
(I − P0)T |H⊥0 are denoted by T00 and T11, respectively.
Theorem 5.1. If the commutant mapping γ of the contraction T ∈ B(H) is injective,
then
(i) I(T11, T00) = {0},
(ii) σap(T ∗00) ∩ σap(T11) 6= ∅,
(iii) σp(T ) ∩ σp(T ∗) ∩ D = ∅, and
(iv) there is no direct decomposition H =M0 uM1 such that M0,M1 are invariant
subspaces of T and {0} 6=M0 ⊂ H0.
48
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In view of condition (iii) of the previous theorem it is of interest to express the point
spectra of T and T ∗ in terms of the matrix entries. We will give such a result as Proposition
5.6.
For an operator A on a Hilbert space F , and for a complex number λ, the root subspace
of A corresponding to λ is defined by k˜er(A− λI) := ∨∞j=1 ker(A− λI)j. We say that the
operator A has a generating root subspace system if F = ∨
{
k˜er(A− λI) : λ ∈ σp(A)
}
.
Our second result is about sufficiency. Namely, it shows that under certain circum-
stances (iii) of Theorem 5.1 is sufficient for the injectivity of γ.
Theorem 5.2. Let us assume that the stable component T00 of the contraction T
satisfies the following conditions:
(i) σp(T
∗
00) ⊂ σp(T00),
(ii) T ∗00 has a generating root subspace system.
Then γ is injective if and only if σp(T ) ∩ σp(T ∗) ∩ D = ∅.
We recall that a c.n.u. contraction T is called a C0-contraction, if there exists a function
ϑ ∈ H∞ such that ϑ(T ) = 0. If ϑ = ϑiϑe where ϑi and ϑe are the inner and outer part of ϑ,
respectively, then ϑi(T ) = 0. It can be shown that here exits an inner function ϑT ∈ H∞
such that ϑT (T ) = 0, and whenever ϑ ∈ H∞, ϑ(T ) = 0 holds, the function ϑ is a multiple
of ϑT . This ϑT is called the minimal function of T . The conditions of the previous theorem
are satisfied in a large class of C0-contractions.
Corollary 5.3. Let us assume that the stable component T00 of the contraction T
is a C0-contraction, and the minimal function ϑ of T00 is a Blaschke product. Then γ is
injective if and only if σp(T ) ∩ σp(T ∗) ∩ D = ∅.
After that we will be able to present our example for a non-C1· contraction which
has injective commutant mapping. This will be followed by investigating the injectivity of
commutant mappings for quasisimilar contractions and orthogonal sum of contractions.
Two operators A,B ∈ B(H) are quasisimilar if the quasiaffinities (i.e. operators with trivial
kernel and dense range) X ∈ I(A,B) and Y ∈ I(A,B) exist. We say that T ∈ B(H) is
in stable relation with T ′ ∈ B(H′), if C ∈ I(T, T ′) and ranC ⊂ H′0(T ′) imply C = 0, and
if C ′ ∈ I(T ′, T ) and ranC ′ ⊂ H0(T ) imply C ′ = 0. Our result concerning quasisimilar
contractions and orthogonal sum of contractions reads as follows.
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Theorem 5.4. Let T ∈ B(H) and T ′ ∈ B(H′) be contractions.
(i) If T and T ′ are quasisimilar, then γT is injective if and only if γT ′ is injective.
(ii) The commutant mapping γ˜ := γT⊕T ′ is injective if and only if γT and γT ′ are
injective, and T is in stable relation with T ′.
(iii) Assuming T = T ′, the commutant mapping γ˜ = γT⊕T is injective if and only if
γT is injective.
In particular if the contraction T ∈ B(H) is quasisimilar to a normal operator N ∈
B(G), then γT is injective if and only if T is of class C11. We would like to point out
that (ii)-(iii) of the above theorem can be extended quite easily for orthogonal sum of
countably many contractions. We also note that the injectivity of γT and γT ′ does not
imply the injectivity of γ˜. This will be verified by a concrete example.
Finally, using certain properties of shift operators, we will provide an example for which
(i)-(iv) of Theorem 5.1 are satisfied but still γT is not injective. This shows that these four
conditions together are not enough to provide a characterization of injectivity of γT .
2. Proofs
Suppose that γ is injective and consider a C ∈ {T}′ such that ranC ⊂ H0. Then
0X = 0 = XC = γ(C)X implies γ(C) = 0, whence C = 0 follows. Second, if γ is not
injective, then γ(C) = 0 for some non-zero C ∈ {T}′, and XC = γ(C)X = 0X = 0 yields
ranC ⊂ H0. Therefore γ is injective if and only if the only operator in {T}′, whose range
is included in the stable subspace H0, is the zero operator. In particular, if T ∈ C0· then
γ ≡ 0 is highly non-injective, while T ∈ C1· evidently yields that γ is injective. Therefore
we are interested in the mixed case 0 6= H0 6= H.
Throughout this chapter we will use Lemma 1.4 many times. But here we will use the
following more convenient notation:
T =
T00 T01
0 T11
 ∈ B(H0 ⊕H⊥0 ).
Now we prove the following lemma.
Lemma 5.5. The commutant mapping γ is injective if and only if the conditions
T00C01 − C01T11 = C00T01 and C00 ∈ {T00}′ (5.1)
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imply C00 = 0 and C01 = 0.
Proof. The range of any operator C ∈ B(H) is included in H0 precisely when its
matrix is of the form
C =
C00 C01
0 0
 ∈ B(H0 ⊕H⊥0 ).
Furthermore, the equation CT = TC reduces to the equations C00T00 = T00C00 and
C00T01 + C01T11 = T00C01. Thus, by the observations of the first paragraph, the proof is
complete. 
Now we are in a position to give the verification of Theorem 5.1.
Proof of Theorem 5.1. Taking any C01 ∈ I(T11, T00), the condition (5.1) is ful-
filled with C00 = 0. Hence (i) must hold, if γ is injective. If (ii) fails, then the mapping
T ∈ B(B(H1,H0)), defined by T : Y 7→ T00Y − Y T11, is surjective (see [9]). Thus (5.1)
can be satisfied with C00 = I and C01 = T −1(T01), and so γ is not injective. If (iii) fails,
then there exist λ ∈ D and unit vectors u, v ∈ H such that Tu = λu and T ∗v = λv. Then
ran(u⊗ v) = Cu ⊂ H0, and
(u⊗ v)T = u⊗ T ∗v = u⊗ (λv) = (λu)⊗ v = T (u⊗ v),
hence γ cannot be injective. Finally, if (iv) fails, then the projection P onto M0 parallel
to M1, commutes with T and is transformed to zero by γ. 
As we mentioned before by (iii) of Theorem 5.1 it is of interest to express the point
spectra of T and T ∗ in terms of the matrix entries. The next proposition is about that
problem.
Proposition 5.6. For any λ ∈ D, we have:
(i) λ ∈ σp(T ) if and only if λ ∈ σp(T00),
(ii) λ ∈ σp(T ∗) if and only if λ ∈ σp(T ∗11) or
T ∗01 (ker(T
∗
00 − λI) \ {0}) ∩ (T ∗11 − λI)H⊥0 6= ∅.
Proof. (i): Let h = h0 ⊕ h1 ∈ H0 ⊕H⊥0 be a non-zero vector. The equation Th = λh
holds exactly when T00h0 +T01h1 = λh0 and T11h1 = λh1. Since σp(T11)∩D = ∅, it follows
that h1 = 0, and so the latter equations are equivalent to T00h0 = λh0 with a non-zero h0.
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(ii): the equation T ∗h = λh is equivalent to T ∗00h0 = λh0 and T
∗
01h0 + T
∗
11h1 = λh1. If
λ ∈ σp(T ∗11), then these equations hold with h0 = 0 and with a non-zero h1. If λ 6∈ σp(T ∗11),
then the previous two equations hold precisely when T ∗00h0 = λh0 is fulfilled with a non-zero
h0 and T
∗
01h0 = (T
∗
11 − λI)(−h1). 
Now we turn to the sufficiency result of this chapter, but before we prove Theorem
5.2, we need some auxiliary results. Given two operators A ∈ B(F) and B ∈ B(G), let
us consider the transformation TA,B ∈ B(B(G,F)) defined by TA,B : Y 7→ AY − Y B. The
following lemma is crucial in our proof.
Lemma 5.7. If
F = ∨
{
k˜er(A∗ − λI) : λ ∈ σp(A∗) \ σp(B∗)
}
or
G = ∨
{
k˜er(B − λI) : λ ∈ σp(B) \ σp(A)
}
,
then the mapping TA,B is injective.
Proof. Let us assume that the second condition holds, and TA,B(Y ) = 0 is true for
some Y ∈ B(G,F). Then for every λ ∈ σp(B) \ σp(A), j ∈ N and g ∈ ker(B − λI)j we
have (A− λI)jY g = Y (B − λI)jg = 0, whence Y g = 0 follows, since A− λI is injective.
Our assumption yields now that Y = 0. The other case can be treated similarly turning
to the adjoints. 
Now we give a technical sufficient condition for the injectivity of the commutant map-
ping.
Proposition 5.8. Let us assume that the contraction T ∈ B(H) satisfies the condi-
tions:
(i) H0 = ∨
{
k˜er(T ∗00 − λI) : λ ∈ σp(T ∗00) \ σp(T ∗11)
}
,
(ii) T ∗01 (ker(T
∗
00 − λI) \ {0}) ∩ (T ∗11 − λI)H1 = ∅ for all λ ∈ σp(T ∗00).
Then the commutant mapping γ of T is injective.
Proof. Assuming that γ is not injective, by Lemma 5.5 we can find transformations
C00 ∈ {T00}′ and C01 ∈ B(H1,H0) satisfying the equation
T00C01 − C01T11 = C00T01 (5.2)
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such that C00 6= 0 or C01 6= 0. Our condition (i) implies by Lemma 5.7 that C00 6= 0.
Another application of (i) yields that we can give λ ∈ σp(T ∗00) \ σp(T ∗11) and r ∈ N so that
C∗00 (ker(T
∗
00 − λI)r) 6= {0} and C∗00
(
ker(T ∗00 − λI)r−1
)
= {0}.
Assuming r = 1, there exists v ∈ ker(T ∗00 − λI) such that C∗00v 6= 0. The equations
(T ∗00 − λI)C∗00v = C∗00(T ∗00 − λI)v = 0 imply that C∗00v ∈ ker(T ∗00 − λI). Applying (5.2) we
obtain
(T ∗11 − λI)(−C∗01v) = C∗01(T ∗00 − λI)v − (T ∗11 − λI)C∗01v = T ∗01C∗00v, (5.3)
which contradicts the condition (ii).
Let us assume now that r > 1. For every v ∈ ker(T ∗00 − λI) we have (5.3) with
T ∗01C
∗
00v = 0. Since T
∗
11 − λI is injective, we get C∗01 ker(T ∗00 − λI) = {0}. Suppose that
C∗01
(
ker(T ∗00 − λI)s−1
)
= {0}
holds for an integer 1 < s < r. Taking any v ∈ ker(T ∗00 − λI)s, we obtain (5.3) with
T ∗01C
∗
00v = 0, whence C
∗
01 (ker(T
∗
00 − λI)s) = {0} follows. By induction we arrive at the
relation
C∗01
(
ker(T ∗00 − λI)r−1
)
= {0}.
Setting any v ∈ ker(T ∗00 − λI)r such that C∗00v 6= 0, we deduce (5.3), where 0 6= C∗00v ∈
ker(T ∗00 − λI), contradicting to (ii). 
We proceed with proving Theorem 5.2
Proof of Theorem 5.2. The necessity of the condition was stated in Theorem 5.1.
Let us assume now that σp(T ) ∩ σp(T ∗) ∩ D = ∅. By Proposition 5.6 we have σp(T00) ∩
σp(T
∗
11) = ∅, and that T ∗01 (ker(T ∗00 − λI) \ {0}) ∩ (T ∗11 − λI)H1 = ∅ holds for every λ ∈
σp(T00). Since σp(T
∗
00) ⊂ σp(T00), we conclude that the conditions of Proposition 5.8 are
satisfied, and so γ is injective. 
We continue with the verification of Corollary 5.3.
Proof of Corollary 5.3. We have to verify the conditions of Theorem 5.2. Since
σp(T00) ∩ D = {z ∈ D : ϑ(z) = 0} and the minimal function of T ∗00 is ϑ˜(z) = ϑ(z),
we obtain that σp(T
∗
00) = σp(T00) (see [48, Proposition III.4.7 and Theorem III.5.1]).
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The completeness of the root subspace system of T ∗00 readily follows from [48, Theorem
III.6.3]. 
In what follows we provide an example for a non-C1· contraction which has injective
commutant mapping. This answers a question mentioned before. In order to present the
desired example, we need the following technical lemma.
Lemma 5.9. Let Ki (i = 1, 2, 3, 4) be non-zero Hilbert spaces, and A ∈ B(K1,K2), B ∈
B(K1,K3), Y ∈ B(K2,K4), Z ∈ B(K3,K4). Fixing A and B, the equation Y A = ZB has
only the trivial solution Y = 0, Z = 0 if and only if A and B have dense ranges and
ranA∗ ∩ ranB∗ = {0}.
Proof. If A does not have dense range, then taking non-zero vectors v ∈ kerA∗ and
k4 ∈ K4, the transformations Y = k4 ⊗ v and Z = 0 provide a non-trivial solution of
the equation Y A = ZB. The case when B does not have dense range can be discussed
similarly. If A∗k2 = B∗k3 = u 6= 0 holds with some ki ∈ Ki (i = 2, 3), then setting a
non-zero k4 ∈ K4, the transformations Y = k4 ⊗ k2 and Z = k4 ⊗ k3 provide a non-trivial
solution.
Assuming that A∗, B∗ are injective and ranA∗ ∩ ranB∗ = {0}, let us consider the
adjoint equation A∗Y ∗ = B∗Z∗. If Y 6= 0, then Y ∗k4 6= 0 for some k4 ∈ K4, and so the
non-zero vector u = A∗Y ∗k4 = B∗Z∗k4 belongs to ranA∗ ∩ ranB∗. Hence Y = 0, and a
similar reasoning shows that Z = 0. 
Next we present our example.
Example 5.10. Let H0 be a 1-dimensional Hilbert space and T00 = λI ∈ B(H0)
with some λ ∈ D \ {0}. Let us fix a unit vector e ∈ H0. Let H1 be an ℵ0-dimensional
Hilbert space, and let T11 ∈ B(H1) be a C1·-contraction satisfying the conditions 1 6∈
σp(T
∗
11T11), λ 6∈ σp(T ∗11) and ran(T ∗11 − λI) 6= H1. We construct a contraction T on the
Hilbert space H = H0 ⊕H1 such that its matrix in this decomposition is of the form
T =
λI T01
0 T11
 ∈ B(H0 ⊕H⊥0 ) (5.4)
It remains to identify T01.
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Since the operator I − λT11 = (I − T ∗11T11) + (T ∗11 − λI)T11 is invertible, we can find
a unit vector u ∈ H1 such that u − T ∗11T11u does not belong to the range of T ∗11 − λI.
We recall that the defect operator of a contraction T is DT =
√
I − T ∗T . Clearly DT00 =
DT ∗00 = (1−|λ|2)1/2I. Now we define T01 = DT00(e⊗DT11u)DT11 . By [13, Lemma IV.2.1] the
operator T is a contraction, whose stable subspace obviously coincides with the non-zero
space H0. Let us assume that T00C01 − C01T11 = C00T01 holds for some transformations
C01 ∈ B(H1,H0) and C00 ∈ {T00}′ = B(H0). It follows that C01(λI − T11) = C00T01.
Applying Lemma 5.9 with A = λI − T11 and B = T01, we infer that C01 = 0 and C00 = 0.
Thus the commutant mapping γ of T is injective by Lemma 5.5.
We note that a contraction T11 with the requested properties can be obtained as a
bilateral weighted shift operator with weight sequence {wi}∞i=−ı satisfying the conditions
wi = λ for i ≤ 0, wi ∈]0, 1[ for i > 0, and
∏∞
i=1wi > 0.
Next we prove Theorem 5.4
Proof of Theorem 5.4. (i): Let Y ∈ I(T, T ′) and Z ∈ I(T ′, T ) be quasiaffinities. It
can be easily seen that YH0(T ) ⊂ H′0(T ′) and ZH′0(T ′) ⊂ H0(T ) hold. If γT is not injective,
then there exists a non-zero C ∈ {T}′ such that CH ⊂ H0(T ). But C ′ = Y CZ ∈ {T ′}′ is
also non-zero, and C ′H′ = Y CZH′ ⊂ Y CH ⊂ YH0(T ) ⊂ H′0(T ′) is satisfied. Thus γT ′ is
not injective.
(ii): We know that γ˜ is injective exactly when C˜ ∈ {T˜}′, C˜H˜ ⊂ H˜0(T˜ ) = H0(T ) ⊕
H′0(T ′) imply C˜ = 0. Taking the matrix of C˜ in the decomposition H˜ = H ⊕ H′, the
statements of the theorem can be easily verified.
(iii): It is clear that T is in stable relation with itself if and only if γT is injective. 
After that we give example for the case when γT , γT ′ are injective but γ˜ is not injective.
Example 5.11. Let us assume that H = H′ = H0 ⊕ H⊥0 , where dimH0 = 1 and
dimH⊥0 = ℵ0. Let λ, λ′ be complex numbers such that 0 < |λ| < |λ′| < 1. The operators
T00, T
′
00 ∈ B(H0) are defined by T00 = λI and T ′00 = λ′I. Choosing an orthonormal basis
{en}∞n=−∞ in H⊥0 , let us define the operators T11, T ′11 ∈ B(H⊥0 ) by the equations
T11en =
 λen+1 if n ≤ 0(1− n−2)en+1 if n > 0 , T ′11en =
 λ′en+1 if n ≤ 0(1− n−2)en+1 if n > 0 .
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It is easy to check that 1 is not an eigenvalue of T ∗11T11 and T
′∗
11T
′
11, and that the operators
T ∗11 − λI and T ′∗11 − λ′I are injective, but not surjective. As in Example 9, we can define
the transformations T01, T
′
01 ∈ B(H⊥0 ,H0) so that the operators
T =
T00 T01
0 T11
 and T ′ =
T ′00 T ′01
0 T ′11

are contractions on H, their stable subspaces coincide with H0, and the corresponding
commutant mappings γT and γT ′ are injective.
The operator C =
C00 c01
0 0
 intertwines T with T ′ precisely when C00T00 = T ′00C00
and C00T01 + C01T11 = T
′
00C01. The first equation holds only with C00 = 0, and then the
second equation takes the form C01(T11 − λ′I) = 0. Applying the condition λ′ ∈ D it is
easy to verify that λ′ ∈ σp(T ∗11). Since the range of T11 − λ′I is not dense in H⊥0 , we can
find a non-zero transformation C01 satisfying C01(T11 − λ′I) = 0. Thus the contraction T
is not in stable relation with T ′, and so the commutant mapping γ˜ of the orthogonal sum
T˜ = T ⊕ T ′ is not injective.
Our final aim in this chapter is to provide such a concrete contraction T ∈ B(H)
which satisfies (i)–(iv) of Theorem 5.1 but still γT is not injective. Before that we give
a reformulation of condition (iv) of Theorem 5.1. We say that an operator A ∈ B(F) is
strongly irreducible if the only decomposition F = F1uF2, where F1 and F2 are invariant
subspaces of A, is the trivial decomposition.
Proposition 5.12. Let us assume that the stable component T00 of the contraction
T ∈ B(H) is strongly irreducible. Then condition (iv) of Theorem 5.1 is equivalent to
T01 6∈ ran TT00,T11.
Proof. If (iv) fails, then the invariant subspacesM0,M1 of T exist such that {0} 6=
M0 ⊂ H0 and M0 uM1 = H. Let N0 denote the stable subspace of the restriction
T |M1. Since M0 u N0 = H0 and T00 is strongly irreducible, it follows that M0 = H0.
Let P ∈ B(H) be the projection onto H0 parallel to M1, and let us consider its matrix
P =
I P01
0 0
 in the decomposition H = H0 ⊕H⊥0 . Since P commutes with T , we infer
that T01 + P01T11 = T00P01, whence T01 = T00P01 − P01T11 ∈ ran TT00,T11 follows.
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Conversely, assuming T01 ∈ ran TT00,T11 there exists a transformation P01 ∈ B(H⊥0 ,H0)
such that T00P01−P01T11 = T01 is valid. Then the operator P =
I P01
0 0
 is a projection,
commuting with T . Hence condition (iv) fails with the subspaces M0 = H0 and M1 =
kerP . 
We finish this chapter with providing the desired example as follows.
Theorem 5.13. There exists a contraction T ∈ B(H) such that the conditions (i)–(iv)
of Theorem 5.1 hold, but the commutant mapping of T is not injective.
Proof. Let H0 and H1 be ℵ0-dimensional Hilbert spaces, and let us form the orthog-
onal sum H = H0 ⊕ H1. Let us fix an orthonormal basis {ej : j ∈ N} in H0, and let
{fj,i : j ∈ N, i ∈ Z} be an orthonormal basis in H1. The operator T00 ∈ B(H0) is defined
by T00ej = (j + 2)
−1ej+1 for j ∈ N. It is easy to see that T00 is a strongly irreducible
C00-contraction, furthermore DT ∗00e1 = e1 and DT ∗00ej = (1− (j + 1)−2)1/2ej for j > 1. The
operator T11 ∈ B(H1) is defined by
T11fj,i =
(j + 2)−1fj,1 if i = 0, j ∈ Nfj,i+1 if i ∈ Z \ {0}, j ∈ N .
It is clear that T11 is a C11-contraction, where
DT11fj,i =
(1− (j + 2)−2)1/2fj,0 if i = 0, j ∈ N0 if i ∈ Z \ {0}, j ∈ N .
The partial isometry V ∈ B(H1,H0) is defined by
V fj,i =
ej if i = 0, j ∈ N0 if i ∈ Z \ {0}, j ∈ N .
Setting T01 =
1
2
V ∈ B(H1,H0), let us consider the operator
T =
T00 T01
0 T11
 ∈ B(H).
Applying [13, Lemma IV.2.1], it is easy to verify that T is a contraction, whose stable
subspace obviously coincides with H0.
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Since T00 is of class C00 and T11 is of class C11, we infer that I(T ∗00, T ∗11) = {0}, whence
I(T11, T00) = {0} follows. Hence condition (i) of Theorem 5.1 holds. Since σp(T00) = ∅, it
follows by Proposition 5.6 that σp(T ) ∩ D = ∅. Thus condition (iii) is also fulfilled.
Following the method of [12] we show that V is not in the range of the transformation
TT00,T11 . For any Z ∈ B(H1,H0) and j ∈ N, we have
‖T00Z − ZT11 − V ‖ ≥ ‖(T00Z − ZT11 − V )fj,0‖ ≥ ‖T00Zfj,0 − ej‖ − ‖Z‖‖T11fj,0‖.
Furthermore, for any j ∈ N we have
‖T00Zfj,0 − ej‖2 = ‖T00Zfj,0‖2 − 2 Re〈Zfj,0, T ∗00ej〉+ 1 ≥ 1− 2‖Z‖‖T ∗00ej‖.
Since limj→∞ ‖T11fj,0‖ = 0 and limj→∞ ‖T ∗00ej‖ = 0, we obtain that ‖T00Z−ZT11−V ‖ ≥ 1,
and so V 6∈ ran TT00,T11 . Since TT00,T11 is not surjective, we infer by [9] that the condition
(ii) must hold. Applying the previous proposition we also conclude that condition (iv) is
valid.
Therefore, all conditions of Theorem 5.1 hold. It remains to show that the commutant
mapping γ is not injective. By Lemma 5.5 it is enough to verify that −T00T01 ∈ ran TT00,T11 .
Then an appropriate C01 can be found for C00 = −T00 6= 0.
Let Ĥ1 denote the linear span of the basis vectors fj,i in H1. Let us consider the linear
transformation Y0 : Ĥ1 → H0 defined by
Y0fj,i =

0 if i ≤ 0
ej+1 if i = 1(∏j+i+1
k=j+3 k
−1
)
ej+i if i ≥ 2
.
To show that Y0 is bounded, we note first that e1 is orthogonal to Y0Ĥ1, and Y −10 (Ce2) =
Cf1,1. For any j ≥ 3, the inverse image Y −10 (Cej) is the linear span of the vectors
fj−1,1, fj−2,2, . . . , f1,j−1. For any choice of complex numbers {ξi}j−1i=1 we have∥∥∥∥∥Y0
j−1∑
i=1
ξifj−i,i
∥∥∥∥∥ ≤
j−1∑
i=1
|ξi|‖Y0fj−i,i‖ ≤
(
j−1∑
i=1
|ξi|2
)1/2
·
(
j−1∑
i=1
‖Y0fj−i,i‖2
)1/2
,
where
j−1∑
i=1
‖Y0fj−i,i‖2 = 1 +
j−1∑
i=2
j+1∏
k=j−i+3
k−2 ≤ 1 + (j − 2)(j + 1)−2 ≤ 2.
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Since these inverse images linearly generate Ĥ1, we obtain that Y0 is indeed bounded. Thus
Y0 can be uniquely extended to a transformation Y ∈ B(H1,H0). Simple computations
show that T00Y fj,i − Y T11fj,i = −T00V fj,i holds for every j ∈ N and i ∈ Z. We conclude
that T00Y − Y T11 = −T00V . Hence −T00T01 = −12T00V ∈ ran TT00,T11 , what we wanted to
prove. 
The complete characterization of injectivity of the commutant mapping remains open.
CHAPTER 6
Cyclic properties of weighted shifts on directed trees
1. Statements of the results
The classes of the so-called weighted bilateral, unilateral or backward shift operators
([37, 44]) are very useful for an operator theorist. Besides normal operators these are the
next natural classes on which conjectures could be tested. Recently Z. J. Jab lonski, I. B.
Jung and J. Stochel defined a natural generalization of these classes in [22]. They were
interested among others in hyponormality, co-hyponormality, subnormality etc., and they
provided many examples for several unanswered questions.
In this chapter we will study cyclic properties of bounded (mainly contractive) weighted
shift operators on directed trees. Namely first we will explore their asymptotic behaviour,
and as an application we will obtain some results concerning cyclicity. These are the results
of [18].
We recall some definitions from [22]. The pair T = (V,E) is a directed graph if V
is an arbitrary (usually infinite) set and E ⊆ (V × V ) \ {(v, v) : v ∈ V }. We call an
element of V and E a vertex and a (directed) edge of T , respectively. We say that T is
connected if for any two distinct vertices u, v ∈ V there exists an undirected path between
them, i.e. there are finitely many vertices: u = v0, v1, . . . vn = v ∈ V, n ∈ N such that
(vj−1, vj) or (vj, vj−1) ∈ E for every 1 ≤ j ≤ n. The finite sequence of distinct vertices
v0, v1, . . . vn ∈ V, n ∈ N is called a (directed) circuit if (vj−1, vj) ∈ E for all 1 ≤ j ≤ n
and (vn, v0) ∈ E. The directed graph T = (V,E) is a directed tree if the following three
conditions are satisfied:
(i) T is connected,
(ii) for each v ∈ V there exists at most one u ∈ V such that (u, v) ∈ E, and
(iii) T has no circuit.
From now on T always denotes a directed tree. In the directed tree a vertex v is called
a child of u ∈ V if (u, v) ∈ E. The set of all children of u is denoted by ChiT (u) = Chi(u).
60
1. STATEMENTS OF THE RESULTS 61
Conversely, if for a given vertex v we can find a (unique) vertex u such that (u, v) ∈ E,
then we shall say that u is the parent of v. We denote u by parT (v) = par(v). We will
also use the notation park(v) = par(. . . (par︸ ︷︷ ︸
k-times
(v)) . . . ) if it makes sense, and par0 will be the
identity map.
If a vertex has no parent, then we call it a root of T . A directed tree is either rootless
or has a unique root (see [22, Proposition 2.1.1.]). We will denote this unique root by
rootT = root, if it exists. A subgraph of a directed tree which is itself a directed tree is called
a subtree. We will use the notation V ◦ = V \ {root}. If a vertex has no children, then we
call it a leaf, and T is leafless if it has no leaves. The set of all leaves of T will be denoted by
Lea(T ). Given a subset W ⊆ V of vertices, we put Chi(W ) = ∪v∈WChi(v), Chi0(W ) = W ,
Chin+1(W ) = Chi(Chin(W )) for all n ∈ N and DesT (W ) = Des(W ) =
⋃∞
n=0 Chi
n(W ),
where Des(W ) is called the descendants of the subset W , and if W = {u}, then we simply
write Des(u).
If n ∈ N0, then the set Genn,T (u) = Genn(u) =
⋃n
j=0 Chi
j(parj(u)) is called the nth
generation of u (i.e. we can go up at most n levels and then down the same amount of
levels) and GenT (u) = Gen(u) =
⋃∞
n=0 Genn(u) is the (whole) generation or the level of
u. From the equation (see [22, Proposition 2.1.6])
V =
∞⋃
n=0
Des(parn(u)) (6.1)
one can easily see that the different levels can be indexed by the integer numbers (or with
a subset of the integers) in such a way that if a vertex v is in the kth level, then the
children of v are in the (k+ 1)th level and par(v) is in the (k− 1)th level whenever par(v)
makes sense.
The complex Hilbert space `2(V ) is the usual space of all square summable complex
functions on V with the standard innerproduct
〈f, g〉 =
∑
u∈V
f(u)g(u), f, g ∈ `2(V ).
For u ∈ V we define eu(v) = δu,v ∈ `2(V ), where δu,v is the Kronecker-delta function.
Obviously the set {eu : u ∈ V } is an orthonormal basis. We will refer to `2(W ) as the
subspace ∨{ew : w ∈ W} for any subset W ⊆ V .
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Let λ = {λv : v ∈ V ◦} ⊆ C be a set of weights satisfying
sup

√ ∑
v∈Chi(u)
|λv|2 : u ∈ V
 <∞.
Then the weighted shift operator on the directed tree T is the operator defined by
Sλ : `
2(V )→ `2(V ), eu 7→
∑
v∈Chi(u)
λvev.
By [22, Proposition 3.1.8.] this defines a bounded linear operator with precise norm ‖Sλ‖ =
sup
{√∑
v∈Chi(u) |λv|2 : u ∈ V
}
.
We will consider only bounded weighted shift operators on directed trees, especially
contractions (i.e. ‖Sλ‖ ≤ 1) in certain parts of the chapter. We recall that every Sλ is
unitarily equivalent to S|λ| where |λ| := {|λv| : v ∈ V ◦} ⊆ [0,∞[. Moreover, the unitary
operator U with S|λ| = USλU∗ can be chosen such that eu is an eigenvector of U for every
u ∈ V . It is also proposed that if a weight λv is zero, then the weighted shift operator on
this directed tree is a direct sum of two other weighted shift operators on directed trees
(see [22, Theorem 3.2.1 and Proposition 3.1.6]. In view of these facts, this chapter will
exclusively consider weighted shift operators on directed trees with positive weights.
The boundedness and the condition about weights together imply that every vertex
has countably many children. Thus, by (6.1), `2(V ) is separable.
An operator T ∈ B(H) is cyclic if there is a vector such that
HT,h = Hh := ∨{T nh : n ∈ N0} = {p(T )h : p ∈ PC}− = H,
where PC denotes the set of all complex polynomials. Such an h ∈ H vector is called a
cyclic vector for T . The first theorem concerns a countable orthogonal sum of weighted
backward shift operators.
Theorem 6.1. Suppose that {ej,k : j ∈ J , k ∈ N0} is an orthonormal basis in the
Hilbert space H where J 6= ∅ is a countable set and {wj,k : j ∈ J , k ∈ N0} ⊂ C is a
bounded set of weights. Consider the following operator:
Bej,k =
 0 if k = 0wj,k−1ej,k−1 otherwise .
(i) If there is no zero weight, then B is cyclic.
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Figure 1. When there is at least one leaf.
(ii) Assume there is no zero weight and there exists a vector g ∈ ∩∞n=1 ran(Bn) such
that for every fixed j ∈ J , 〈g, ej,k〉 6= 0 is fulfilled for infinitely many k ∈ N0.
Then we can find a cyclic vector from the linear manifold ∩∞n=1 ran(Bn).
(iii) The operator B is cyclic if and only if B has at most one zero weights.
The proof of Theorem 6.1 was motivated by the solution of [20, Problem 160]. We
would like to note that the case in (iii) of Theorem 6.1 when #J = 1 was done by Z.
G. Hua in [21]. However this article was written in Chinese, therefore the author of the
dissertation was not able to read the proof. The above theorem can be considered as a
generalization of Hua’s result.
Now we give our results concerning cyclicity of weighted shift operators on directed
trees. The following quantity:
Br(T ) =
∑
u∈V \Lea(T )
(#Chi(u)− 1)
is called the branching index of T . By (ii) of [22, Proposition 3.5.1] we have
dim(ran(Sλ)
⊥) =
1 + Br(T ) if T has a root,Br(T ) if T has no root. (6.2)
It is easy to see that for every cyclic operator T ∈ B(H) we have dim(ran(T )⊥) ≤ 1.
Therefore the only interesting case concerning the cyclicity of Sλ is when T has no root
and Br(T ) = 1 (if the branching index is zero, we obtain a usual shift operator).
If #Lea(T ) = 2, then T will be represented by the graph (V,E) with vertices V =
{j ∈ Z : j ≤ j0} ∪ {k′ : 1 ≤ k ≤ k0} where we assume 1 ≤ k0 ≤ j0 < ∞, and edges
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Figure 2. T˜
E = {(j − 1, j) : j ≤ j0} ∪ {(0, 1′)} ∪ {((j − 1)′, j′) : 1 < j ≤ k0}. The corresponding
weights will be λ = {λv : v ∈ V }. If #Lea(T ) = 1, then it will be represented by a very
similar graph (see Figure 1).
If there is no leaf, then usually the associated representative graph will be denoted by
another symbol: T˜ (Figure 2). We remind the reader that every weight is positive.
Theorem 6.2. Suppose that the directed tree T = (V,E) has no root and Br(T ) = 1.
(i) If #Lea(T ) = 2, then every bounded weighted shift on T is cyclic.
(ii) Suppose T = (V,E) has a unique leaf. A weighted shift Sλ on T is cyclic if and
only if the bilateral shift operator W on the subtree T ′ := (Z, E ∩ (Z × Z)) with
weights {λn}∞n=−∞ = {λv : ∈ V ∩Z} is cyclic. In particular, if Sλ /∈ C·0(`2(V )) is
contractive, then Sλ is cyclic.
(iii) Assume that Sλ is contractive and of class C1·. Then it has no cyclic vectors.
(iv) There exists a cyclic weighted shift operator Sλ on T˜ .
As far as we know complete characterization of cyclicity of bilateral weighted shift op-
erators is open. Our last result concerns cyclicity of the adjoint of weighted shift operators
on directed trees.
Theorem 6.3.
(i) If T has a root and the contractive weighted shift operator Sλ on T is of class C1·,
then S∗λ is cyclic.
(ii) If T is rootless, Br(T ) <∞ and the weighted shift contraction Sλ on T is of class
C1·, then S∗λ is cyclic.
In order to prove the above theorem we will verify that S ⊕ (S+k )∗ (k ∈ N) is cyclic
where S denotes a simple bilateral shift operator and S+k denotes the orthogonal sum of
k pieces of simple unilateral shift operators.
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2. Proofs
First we would like to show how the asymptotic behaviour of a Hilbert space contraction
can be applied in order to obtain cyclicity results. If T is cyclic and has dense range, then
h is cyclic if and only if Th is cyclic. This and a consequence are stated in the next lemma
for Hilbert spaces, but we note that in Banach spaces the proof would be the same. This
proves, in that case, that the set of cyclic vectors span the whole space. In fact, this is
always true (see [19] for an elementary proof).
Lemma 6.4.
(i) If a dense range operator T has a cyclic vector f , then Tf is also a cyclic vector.
(ii) If T is a cyclic operator which has dense range and N ∈ B(Cn) is a cyclic nilpotent
operator (n ∈ N), i.e. a 0-Jordan block, then T ⊕N is also cyclic.
Proof. (i) The set {p(T )f : p ∈ PC} is dense. Since ran(T ) is also dense, a dense
subset has dense image under T , so {Tp(T )f = p(T )Tf : p ∈ PC} is also dense.
(ii) Let us take a cyclic vector f ∈ H for T and a cyclic vector e ∈ Cn for N . We
will show that f ⊕ e is cyclic for the orthogonal sum T ⊕ N . Of course ∨{T kf ⊕ Nke =
T kf ⊕ 0: k ≥ n} = H. Thus 0⊕N je ∈ ∨{T kf ⊕Nke : k ∈ N0} for every 0 ≤ j < n, and
hence f ⊕ e is a cyclic vector. 
The vector h ∈ H is hypercyclic for T if
{T nh : n ∈ N0}− = H.
Then the operator T is said to be hypercyclic.
The previous and the next lemma will be used many times throughout this chapter.
Lemma 6.5.
(i) if T,Q, Y ∈ B(H), Y has dense range, Y T = QY holds and f is cyclic (or
hypercyclic, resp.) for T , then Y f is cyclic (or hypercyclic, resp.) for Q,
(ii) if T ∈ C1·(H) is a contraction and the isometric asymptote VT has no cyclic
vectors, then neither has T ,
(iii) if T ∈ C1·(H) is a contraction and V ∗T has a cyclic vector g, then A1/2T g is cyclic
for T ∗,
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(iv) if T ∈ C·1(H) is a contraction and U∗T ∗ has a cyclic vector g, then A1/2T ∗ g is cyclic
for T .
Proof. (i): Of course Y p(T ) = p(Q)Y holds for all p ∈ PC. Let us assume that f is
cyclic for T , i.e. {p(T )f : p ∈ PC} is dense in H. Then {Y p(T )f = p(Q)Y f : p ∈ PC} is
also dense since Y has dense range, which means that Y f is cyclic for Q. The hypercyclic
case is very similar.
The other three points are special cases of (i). 
There is a consequence of the previous lemma.
Corollary 6.6. Suppose that the operator T is hypercyclic. Then T/‖T‖ /∈ C1·(H).
Proof. Obviously T 6= 0. Assume that T/‖T‖ ∈ C1·(H) and let us fix a hypercyclic
vector f ∈ H for T . Since A1/2T kf = ‖T‖kV kT A1/2f , {‖T‖kV kT A1/2f}∞k=0 should be dense
in H. But ∥∥‖T‖kV kT A1/2f∥∥ = ‖T‖k‖A1/2f‖ is bounded or bounded from below, which is a
contradiction. 
It is easy to see that for the adjoint of a contractive weighted bilateral shift operator:
S∗wek = wkek−1, (0 <)|wk| ≤ 1, the asymptotic limit is defined by
A∗ek =
(∏
j≤k
|wj|2
)
ek.
This means that S∗w is stable or Sw ∈ C·1(`2(V )). If Sw ∈ C·1(`2(Z)), then the isometric
asymptote VS∗w ∈ B(`2(Z)) of S∗w is the simple bilateral backward shift operator: VS∗wek =
ek−1. Since V ∗S∗w is cyclic, this means that all contractive C·1 bilateral shift operators are
cyclic.
We point out that non-cyclic bilateral shift operators exist. The first example was given
by B. Beauzamy in [2]. In [44, Proposition 42] sufficient conditions can be found for cyclic-
ity and non-cyclicity. But there is no characterization for cyclic bilateral shift operators
which is quite surprising since for other cyclic type properties such characterizations exist
(see e.g. [42] and [43]). Therefore it is a challenging problem to give this characterization
for cyclicity.
We proceed with the proof of Theorem 6.1.
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Proof of Theorem 6.1. Throughout the proof we may always assume without loss
of generality that ‖B‖ ≤ 1 holds. This happens if and only if the weights are from D−.
(i): Take a vector of the following form:
f =
∞∑
l=1
ξjl,kl · ejl,kl ∈ H,
such that ξjl,kl > 0 for every l ∈ N, 0 < kl+1 − kl ↗∞ and for any j ∈ J infinitely many
l ∈ N exist which satisfy jl = j.
Our aim is to modify f by decreasing its coordinates in a way that they remain positive
and after the procedure we obtain a modification of f : f˜ 6= 0 which is a cyclic vector of
B. We have
1
ξjm,kmwjm,km−1 . . . wjm,km−k
Bkf
= ejm,km−k +
∑
l>m
ξjl,klwjl,kl−1 . . . wjl,kl−k
ξjm,kmwjm,km−1 . . . wjm,km−k
· ejl,kl−k
(6.3)
for every m ∈ N, km−1 < k ≤ km, where we set k0 = −1. Let us consider the quantity
Σm := max
{∑
l>m
∣∣∣∣ 1ξjm,kmwjm,km−1 . . . wjm,km−kBkf − ejm,km−k
∣∣∣∣2 : km−1 < k ≤ km
}
= max
{∑
l>m
∣∣∣∣ ξjl,klwjl,kl−1 . . . wjl,kl−kξjm,kmwjm,km−1 . . . wjm,km−k
∣∣∣∣2 : km−1 < k ≤ km
} (6.4)
which is clearly finite. Let us suppose for a moment that Σm ≤ (1/2)m is satisfied for all
m ∈ N. In this case ej,k ∈ HB,f would hold for every j ∈ J , k ∈ N0 and thus f would be
a cyclic vector for B. Therefore our aim during the modification process is that (6.4) will
hold for the modified vector.
If Σ1 > 1/2, then let us change every ξjl,kl to
ξjl,kl√
2Σ1
for every l > 1, otherwise we do
not do anything. Then with these modified coordinates Σ1 ≤ 1/2. If Σ2 > 1/4, then we
change every ξjl,kl to
ξjl,kl√
4Σ2
for every l > 2, otherwise we do not modify anything. Then
Σ1 becomes less or equal to than before and Σ2 ≤ 1/4 . . . Suppose that we have already
achieved Σj ≤ 1/2j for every 1 ≤ j ≤ m− 1. In case when Σm > 1/2m, we modify ξjl,kl to
ξjl,kl√
2mΣm
for every l > m. Otherwise we do not change anything. Then Σj becomes less or
equal to than before for every 1 ≤ j ≤ m−1 and Σm ≤ 1/2m . . . and so on. We notice that
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every coordinate was modified only finitely many times. Therefore this procedure gives us
a new vector f˜ with positive coordinates satisfying (6.4). Therefore f˜ is cyclic for B.
(ii): For a vector x :=
∑∞
l=1 xjl,kl · ejl,kl ∈ H, x ∈ ran(Bn) holds if and only if∑∞
l=1 |xjl,kl |2/|wjl,kl . . . wjl,kl+n−1|2 <∞. Thus if x ∈ ran(Bn) and y :=
∑∞
l=1 yjl,kl ·ejl,kl ∈ H
with |yjl,kl | ≤ |xjl,kl | (l ∈ N), then y ∈ ran(Bn) is also fulfilled. Assume that in the be-
ginning we could choose a vector g ∈ ∩∞n=1 ran(Bn) such that for every fixed j ∈ J ,
〈g, ej,k〉 6= 0 is fulfilled for infinitely many k ∈ N0. Then gˆ :=
∑
j∈J
∑∞
k=0
∣∣〈g, ej,k〉∣∣ej,k is
also in ∩∞n=1 ran(Bn), and by changing some coordinates to zero we can find a vector f
which has the form as in the beginning of the proof of point (i). Therefore, applying the
process above we can find a cyclic vector for B which is in ∩∞n=1 ran(Bn).
(iii): For the sufficiency we may consider the operator B ⊕ N where B ∈ B(H) is a
backward shift operator with strictly positive weights and N is a cyclic nilpotent operator
acting on Cn (for some n ∈ N) (i.e. a Jordan block with zero diagonals), because this is
unitarily equivalent to the operator mentioned in the statement of the theorem. Since B
has a dense range and it is cyclic, (ii) of Lemma 6.4 gives us what we wanted.
The necessity is clear since the co-dimension of ran(B)− is at most one whenever B is
cyclic. 
We proceed with the verification of several results concerning the asymptotic behaviour
of a weighted shift operator on a directed tree. They will be crucial in the proof of Theorem
6.2 and 6.3. The first step is to calculate the powers of Sλ and their adjoints which was
done in [4, Lemma 2.3.1]. Namely, for a weighted shift operator Sλ on the directed tree T
and for any n ∈ N, u ∈ V the following holds:
Snλeu =
∑
v∈Chin(u)
n−1∏
j=0
λparj(v) · ev,
S∗nλ eu =

∏n−1
j=0 λparj(u) · eparn(v), if parn(u) makes sense,
0, otherwise
In this chapter the asymptotic limit of Sλ and S
∗
λ will be denoted by A and A∗,
respectively, and U , U∗ will stand for the isometric asymptote of them.
We calculate the asymptotic limit A of Sλ as follows.
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Proposition 6.7. Let Sλ be a weighted shift operator on T which is a contraction.
Then every eu is an eigenvector for A
Aeu = αueu ∀ u ∈ V,
with the corresponding eigenvalues: αu = limn→∞
∑
v∈Chin(u)
∏n−1
j=0 λ
2
parj(v).
Proof. For any n ∈ N and u ∈ V , since the asymptotic limit exists
S∗nλ S
n
λeu =
∑
v∈Chin(u)
n−1∏
j=0
λparj(v) · S∗nλ ev =
∑
v∈Chin(u)
n−1∏
j=0
λ2parj(v) · eu → αueu,
which implies Aeu = αueu. 
The stable subspace of Sλ will be denoted by H0. We proceed with obtaining some
properties of H⊥0 = `2(V )	H0. Since A is a diagonal operator, there exists a set V ′ ⊂ V
with the following properties: H0 = `2(V \ V ′) and H⊥0 = `2(V ′).
Proposition 6.8. The following implications are valid for every contractive weighted
shift operator Sλ on T and for every vertex u ∈ V :
(i) if eu ∈ H0, then `2(Des(u)) ⊆ H0 (i.e. u /∈ V ′ =⇒ Des(u) ⊆ V \ V ′),
(ii) eu ∈ H0 if and only if `2(Chi(u)) ⊆ H0 (i.e. u /∈ V ′ ⇐⇒ Chi(u) ⊆ V \ V ′); this
is fulfilled in the special case when u is a leaf,
(iii) if eu ∈ H⊥0 , then epark(u) ∈ H⊥0 for every k ∈ N0 (i.e. u ∈ V ′ =⇒ park(u) ∈
V ′, ∀ k ∈ N0),
(iv) the subgraph T ′ = (V ′, E ′ = E ∩ (V ′ × V ′)) is a leafless subtree,
(v) if T has no root, neither has T ′, and
(vi) if T has a root, then either Sλ ∈ C0·(`2(V )) or rootT = rootT ′.
Proof. The facts that H0 is invariant for Sλ and that the weights are strictly positive
imply (i).
The sufficiency in (ii) is a part of (i). On the other hand, suppose that `2(Chi(u)) ⊆ H0.
Then
αu = lim
n→∞
∑
w∈Chin(u)
n−1∏
j=0
λ2parj(w)
= lim
n→∞
∑
v∈Chi(u)
λ2v
∑
w∈Chin−1(v)
n−2∏
j=0
λ2parj(w) =
∑
v∈Chi(u)
λ2vαv = 0,
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since
∑
v∈Chi(u) λ
2
v
∑
w∈Chin−1(v)
∏n−2
j=0 λ
2
parj(w) ≤
∑
v∈Chi(u) λ
2
v ≤ 1 for all n ∈ N and∑
w∈Chin−1(v)
∏n−2
j=0 λ
2
parj(w) ↘ αv. This proves the necessity in (ii). Point (iii) follows from
(ii) immediately.
We have to check three conditions for T ′ to be a subtree. Two of them is obvious since
they were also true in T . In order to see the connectedness of T ′, two distinct u′, v′ ∈ V ′
are taken. Since V = ∪∞j=0DesT (parjT (u′)), parkT (u′) = parlT (v′) holds with some k, l ∈ N0.
Then (iii) gives pariT (u
′) = parjT (v
′) ∈ V ′ for every i ≤ k and j ≤ l, which provides an
undirected path in T ′ connecting u′ and v′.
Finally via (ii) it is trivial that T ′ is leafless, and the last two points immediately follow
from (iii). 
In view of (v)-(vi), we have parT (u
′) = parT ′(u
′) for any u′ ∈ V ′, so we will simply
write par(u′) in this case as well.
Let us take an arbitrary leafless subtree T ′ = (V ′, E ′) of T with the properties that if
T is rootless, then T ′ is also rootless, and if T has a root, then T ′ has the same root. It is
trivial that `2(V \V ′) is invariant for Sλ. In the special case when it is the stable subspace,
it is also hyperinvariant. But is it hyperinvariant for all weighted shift operators that are
defined on T ? The answer is negative as we will see from the next example.
Example 6.9. Let us consider T˜ and set all of the weights to be equal to 1, then Sλ
is a bounded weighted shift operator on T˜ . The unitary operator defined by the following
equations: Ue0 = e0 and Uek = ek′ , Uek′ = ek, Ue−k = e−k for every k ∈ N, obviously
commutes with Sλ. But it is easy to see that `
2(N) is not invariant for U , hence it is not
hyperinvariant for Sλ.
Now we identify the asymptotic limit A∗ of the adjoint S∗λ. The stable subspace of S
∗
λ
will be denoted by H∗0. Since the weights are in the interval ]0, 1] any infinite product is
unconditionally convergent.
Proposition 6.10. If Sλ is a contractive weighted shift operator on the directed tree
T , then the following two points are satisfied:
(i) If T has a root, then Sλ ∈ C·0(`2(V )).
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(ii) If T is rootless, then H∗⊥0 = ∨{hu : u ∈ V } where
hu =
∑
v∈Gen(u)
∞∏
j=0
λparj(v) · ev ∈ `2(V ).
The equality hu = hv holds if v ∈ Gen(u) and every hu is an eigenvector:
A∗hu = auhu ∀u ∈ V
with the corresponding eigenvalue
au = ‖hu‖2 =
∑
v∈Gen(u)
∞∏
j=0
λ2parj(v).
So, every level has one such hu. Moreover, if hu is not zero for a vertex u, then
it is not zero for every u ∈ V .
Proof. The first statement is clear, so we only deal with (ii). We have
∑
v∈Genn(u)
∞∏
j=0
λ2parj(v) ≤
∑
v∈Genn(u)
n−1∏
j=0
λ2parj(v) = ‖Sλeparn(u)‖2 ≤ 1,
for all n ∈ N. Indeed, 0 ≤ ∑v∈Gen(u)∏∞j=0 λ2parj(v) ≤ 1 which means that hu is actually a
vector of `2(V ). For n ∈ N we have
SnλS
∗n
λ eu =
n−1∏
j=0
λparj(u) · Snλeparn(u) =
n−1∏
j=0
λparj(u)
∑
v∈Genn(u)
n−1∏
j=0
λparj(v) · ev.
Since limn→∞ SnλS
∗n
λ eu = A∗eu,
〈A∗eu, ev〉 =

∏∞
j=0 λparj(u)
∏∞
j=0 λparj(v) if v ∈ Gen(u)
0 otherwise
,
which yields
A∗eu =
∞∏
j=0
λparj(u)
∑
v∈Gen(u)
∞∏
j=0
λparj(v) · ev =
∞∏
j=0
λparj(u) · hu.
Now we get
A∗hu =
∑
v∈Gen(u)
∞∏
j=0
λparj(v) · A∗ev =
( ∑
v∈Gen(u)
∞∏
j=0
λ2parj(v)
)
hu
since Gen(u) = Gen(v) and thus hu = hv.
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To conclude the relation H∗⊥0 ⊆ ∨{hu : u ∈ V }, fix a vector h ∈ `2(Gen(u)), h ⊥ hu.
Using the notation ηv = 〈h, ev〉 (v ∈ Gen(u)), the equation
A∗h =
∑
v∈Gen(u)
ηvA∗ev =
( ∑
v∈Gen(u)
ηv ·
∞∏
j=0
λparj(v)
)
hu = 0
follows by the orthogonality of h and hu. Therefore the equation H∗⊥0 = ∨{hu : u ∈ V } is
trivial since hu = 0 if and only if au = 0.
Finally let us suppose that hu = 0 holds for a vertex u ∈ V . Then `2(Gen(u)) ⊆ H∗0,
and since H∗0 is invariant for S∗λ, `2(Gen(park(u))) ⊆ H∗0 for every k ∈ N. If we set a
w˜ ∈ Chi(u), then
aw˜ =
∑
w∈Gen(w˜)
∞∏
j=0
λ2parj(w) =
∑
v∈Gen(u)
∑
w∈Chi(v)
∞∏
j=0
λ2parj(w)
=
∑
v∈Gen(u)
∞∏
j=0
λ2parj(v)
∑
w∈Chi(v)
λ2w =
∑
v∈Gen(u)
∞∏
j=0
|〈hu, ev〉|2
∑
w∈Chi(v)
λ2w = 0.
So `2(Chi(Gen(u))) ⊆ H∗0. By induction, we get H∗0 = `2(V ). 
The next step is to compute the isometric asymptote. We call the vertex u a branching
vertex if |Chi(u)| > 1 and the set of all branching vertices is denoted by V≺. In Proposition
6.8 we used the notation T ′ = (V ′, E ′) for the subtree such that `2(V ′) = H⊥0 .
We will write S ∈ B(`2(Z)) and S+ ∈ B(`2(N0)) for the simple bilateral and unilateral
shift operators, i.e.: Sen = en+1, n ∈ Z and S+ek = ek+1, k ∈ N0. From the von Neumann–
Wold decomposition it is clear that the c.n.u. isometries are exactly the orthogonal sums
of some simple unilateral shift operators.
Proposition 6.11. For such a weighted shift operator Sλ on T that is a contraction
and Sλ /∈ C0·(`2(V )), the isometric asymptote U ∈ B(`2(V ′)) is a weighted shift operator
on the subtree T ′ = (V ′, E ′): U = Sβ, with precise weights βv′ = λv′
√
αv′√
αpar(v′)
, v′ ∈ (V ′)◦. This
isometry is unitarily equivalent to one of the followings:
(i)
∑Br(T ′)+1
j=1 ⊕S+, if T has a root,
(ii)
∑Br(T ′)
j=1 ⊕S+, if T has no root and U is a c.n.u. isometry, i.e.:∑
v′∈GenT ′ (u′)
∏∞
j=0 β
2
parj(v′) = 0 for some (and then for every) u
′ ∈ V ′,
(iii) S ⊕∑Br(T ′)j=1 ⊕S+, if T has no root and U is not a c.n.u. isometry.
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Proof. Because of the condition Sλ /∈ C0·(`2(V )), V ′ 6= ∅. For any u′ ∈ V ′ we have
Ueu′ =
1√
αu′
· UA1/2eu′ = 1√
αu′
· A1/2Sλeu′
=
1√
αu′
·
∑
v∈ChiT (u′)
λv · A1/2ev =
∑
v′∈ChiT ′ (u′)
λ′v
√
αv′√
αu′
· ev′ .
This establishes that U is a weighted shift operator on T ′ with weights βv′ = λv′
√
αv′√
αpar(v′)
(v′ ∈ (V ′)◦).
First, suppose that T has a root. Then T ′ has the same root as T . But contractive
weighted shift operators on a directed tree which has a root are of class C·0, so in this case
U is a unilateral shift operator. Since the co-rank of U is Br(T ′) + 1, we infer that U and∑Br(T ′)+1
j=1 ⊕S+ are unitarily equivalent.
Second, assume that T has no root and U is a c.n.u. isometry. The isometry U is c.n.u.
if and only if U ∈ C·0(`2(V ′)) which happens if and only if
∑
v′∈GenT ′ (u′)
∏∞
j=0 β
2
parj(v′) = 0
for some (and then for every) u′ ∈ V ′, by Proposition 6.10. Again, the co-rank of U is
Br(T ′), and therefore U is unitarily equivalent to ∑Br(T ′)j=1 ⊕S+.
Finally, let us suppose that T has no root and ∑v′∈GenT ′ (u′)∏∞j=0 β2parj(v′) > 0 for every
u′ ∈ V ′. Then the unitary part of U acts on
(H∗0(U))⊥ =
∨{
(0 6=)ku′ =
∑
v′∈GenT ′ (u′)
∞∏
j=0
βparj(v′) · ev′ : u′ ∈ V ′
}
.
Set u′ ∈ V ′, then
Uku′ =
∑
v′∈GenT ′ (u′)
∞∏
j=0
βparj(v′) · Uev′ =
∑
v′∈GenT ′ (u′)
∑
w′∈ChiT ′ (v′)
∞∏
j=0
βparj(v′) · βw′ew′
=
∑
w′∈GenT ′ (w˜′)
∞∏
j=0
βparj(w′) · ew′ = kw˜′
for some w˜′ ∈ ChiT ′(u′). Therefore we get that U |H∗0(U) is a simple bilateral shift operator.
Since the co-rank of U is Br(T ′), the operator U is unitarily equivalent to S⊕∑Br(T ′)j=1 ⊕S+.

Remark 6.12. (i) If the directed tree T has a root, then any isometric weighted shift
operator on T is of class C·0, i.e.: an orthogonal sum of Br(T ) pieces of unilateral shift
operators.
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(ii) In general if we have an isometric weighted shift operator U on a directed tree, then
the set-up of the tree does not tell us whether U is a c.n.u. isometry or not. To see this take
a rootless binary tree, i.e.: #Chi(u) = 2 ∀ u ∈ V . If we set the weights βv = 1√2 (v ∈ V ◦),
then Sβ is clearly an isometry with
∑
v∈GenT (u)
∏∞
j=0 β
2
parj(v) =
∑
v∈GenT (u)
∏∞
j=0
1
2
= 0 for
every u ∈ V . Therefore U is a unilateral shift operator.
On the other hand, if we fix a two-sided sequence of vertices: {ul}∞l=−∞ ⊆ V such that
par(ul) = ul−1 for every l ∈ Z, and consider the weights
βv =

1√
2
if v ∈ V \ (∪∞l=−∞Chi(ul)) ,
exp −1
(|l|+1)2 if v = ul for some l ∈ Z,
1− β2ul if v ∈ Chi(ul−1) \ {ul} for some l ∈ Z,
we clearly get an isometric weighted shift operator on that directed tree which has non-
trivial unitary part. In fact,
∑
v∈GenT (ul)
∞∏
j=0
β2parj(v) ≥
∞∏
j=0
β2ul−j = exp
(
2
∞∑
j=0
−1
(|l − j|+ 1)2
)
> 0 (l ∈ Z).
(iii) Suppose that the rootless directed tree T has a vertex u ∈ V which has the
following property:
V =
(
Des(u)
)⋃( ∞⋃
k=1
{
park(u)
})
.
If we take an isometric weighted shift operator on T with weights {βv : v ∈ V ◦}, then Sβ
is not a c.n.u. isometry. Indeed, βpark(u) = 1 for every k ∈ N0, and thus
∑
v∈Gen(park(u))
∞∏
j=0
β2parj+k(v) = 1 > 0.
The above points show that two unitarily equivalent weighted shift operators on di-
rected trees can be defined on a very different directed tree. Now we turn to the calculation
of the isometric asymptote U∗ ∈ B((H∗0)⊥) of the adjoint S∗λ.
Proposition 6.13. Suppose that the contractive weighted shift operator Sλ on T does
not belong to the class C·0. Then T has no root and we have
U∗hu =
√
au√
apar(u)
· hpar(u) (u ∈ V )
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where hu 6= 0 for every u ∈ V . As a matter of fact, U∗ is a simple unilateral shift operator
if there is a last level (i.e. Chi(Gen(u)) = ∅ for some u ∈ V ), and it is a bilateral shift
operator elsewhere.
Proof. If Sλ /∈ C·0(`2(V )), then hu 6= 0 and au 6= 0 for every u ∈ V . For a u ∈ V :
U∗
1√
au
hu =
1
au
U∗A1/2∗ hu =
1
au
A1/2∗ S
∗
λhu
=
1
au
∑
v∈Gen(u)
∞∏
j=0
λparj(v)A
1/2
∗ S
∗
λev =
1
au
∑
v∈Gen(u)
∞∏
j=0
λparj(v)λvA
1/2
∗ epar(v)
=
1
au
∑
v∈Gen(u)
∞∏
j=0
λparj(v)λv
〈epar(v), hpar(v)〉
‖hpar(v)‖2 A
1/2
∗ hpar(v)
=
1
au
√
apar(u)
( ∑
v∈Gen(u)
∞∏
j=0
λ2parj(v)
)
hpar(u) =
1√
apar(u)
hpar(u).
One can easily see the unitary equivalence with the simple uni- or bilateral shift operator.

As a consequence we obtain a characterization for contractive weighted shifts on di-
rected trees that are similar to isometries or co-isometries. The related result reads as
follows.
Corollary 6.14. Consider the contraction Sλ which is a weighted shift operator on
a directed tree. Then the following statements hold:
(i) Sλ is similar to an isometry if and only if inf{αu : u ∈ V } > 0.
(ii) Sλ is similar to a co-isometry if and only if it is a bilateral weighted shift operator
with
∏∞
j=−∞ λj > 0, or it is a weighted backward shift operator with
∏0
j=−∞ λj > 0.
Then it is similar to the simple bilateral or the simple backward shift operator,
respectively.
Proof. (i): This is a simple consequence of [31, Proposition 3.8], Proposition 6.7 and
6.11.
(ii): The similarity to a co-isometry implies the similarity of S∗λ to an isometry. Then
by Proposition 6.10 we have that T has no root and #Chi(u) ≤ 1 for every u ∈ V .
First, suppose that T has no leaves. Then clearly Sλ is a weighted bilateral shift
operator. By [31, Proposition 3.8] we have
∏∞
j=−∞ λj > 0 and therefore Sλ is similar to S.
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Second, assume that T has a leaf. Then it has a unique leaf and trivially S∗λ is a
weighted unilateral shift operator. Again by [31, Proposition 3.8] we have
∏∞
j=0 λ−j > 0
and that S∗λ is similar to S
+. 
We notice that a contractive weighted shift operator on a directed tree is similar to a
unitary operator if and only if it is a bilateral shift operator of class C11 and its asymptotic
limit is invertible. This is a simple consequence of the previous corollary.
In what follows we prove some preliminary results in order to verify (i)–(iii) of Theorem
6.2. First we provide the following similarity lemma.
Lemma 6.15. Consider a rootless directed tree T with the properties Br(T ) = 1 and
Lea(T ) 6= ∅. Let Sλ be a bounded weighted shift operator on T (see Figure 1). Then Sλ is
similar to an orthogonal sum W ⊕N where
(i) W is a weighted backward shift operator and N is a cyclic nilpotent operator acting
on a finite dimensional space whenever #Lea(T ) = 2,
(ii) W is a weighted bilateral shift operator and N is a cyclic nilpotent operator acting
on a finite dimensional space if #Lea(T ) = 1 holds.
Proof. Let us define the following two subspaces: E := `2(Z ∩ V ) and E ′ := E⊥ =
`2({1′, 2′, 3′ . . . } ∩ V ). Clearly, the second subspace is finite dimensional. Set the vectors
gk :=
(∏k
j=1
1
λj
)
ek −
(∏k
j=1
1
λj′
)
ek′ for every 2 ≤ k ≤ k0. Now we define two operators on
these subspaces as follows:
W : E → E , en 7→
λn+1en+1 if n is not a leaf0 if n is a leaf ,
which is a weighted bilateral shift operator, and
N : E ′ → E ′, ek′ 7→

‖gk‖
‖gk+1‖e(k+1)′ if k < k0
0 if k = k0
.
These are clearly bounded operators. We state that the following operator
X : `2(V )→ `2(V ), ek′ 7→ 1‖gk‖gk (1 ≤ k ≤ k0), en 7→ en (n ∈ Z ∩ V )
is invertible and X(W ⊕ N)∗ = S∗λX is satisfied. The boundedness of X is trivial since
∨{ek, ek′} is invariant for all 1 ≤ k ≤ k0 and en is an eigenvector for every n ∈ Z ∩ V , the
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invertiblity is also obvious. The following equations show that X(W ⊕N)∗ = S∗λX holds
as well which ends the proof:
X(W ⊕N)∗en = Xλnen−1 = λnen−1 = S∗λen = S∗λXen (n ∈ V ∩ Z)
X(W ⊕N)∗e1′ = 0 = S∗λ
( 1
‖g1‖g1
)
= S∗λXe1′
X(W ⊕N)∗ek′ = X ‖gk−1‖‖gk‖ e(k−1)
′ =
1
‖gk‖gk−1
= S∗λ
( 1
‖gk‖gk
)
= S∗λXek′ (2 ≤ k ≤ k0).

Let m be the normalized Lebesgue measure on T and L2 the Lebesgue space L2 =
L2(T). The simple bilateral shift operator S can be represented as the multiplication
operator by the identity function χ(ζ) = ζ on L2. It is a known fact that g ∈ L2 is cyclic
for S if and only if g(ζ) 6= 0 a.e. ζ ∈ T and ∫T log |g|dm = −∞. From Lemma 6.4 it is
obvious that g is cyclic if and only if Sg = χg is cyclic, but this can be obtained from the
previous characterization as well.
The simple unilateral shift operator S+ can also be represented as a multiplication
operator by χ, but on the Hardy space H2 = H2(T). Before proving the first three points
of Theorem 6.2 we show that the orthogonal sum S ⊕S+ has no cyclic vectors. The proof
uses only elementary Hardy space techniques.
Proposition 6.16. The operator S ⊕ S+ has no cyclic vectors.
Proof. Suppose that f ⊕ g ∈ L2 ⊕ H2 is a cyclic vector, and let us denote the
orthogonal projection onto L2 ⊕ {0} and onto {0} ⊕H2 by P1 and P2, respectively. Then
∨{χnf : n ∈ N0} = P1(∨{χnf ⊕ χng : n ∈ N0}) is dense in L2 i.e.: f is cyclic for S, and
similarly we get that g is cyclic for S+ as well. This implies that f(ζ) 6= 0 is valid for a.e.
ζ ∈ T and g is an outer function. We state that 0⊕ g /∈ (L2⊕H2)f⊕g. To see this consider
an arbitrary complex polynomial p. Then
‖(pf)⊕ (pg)− 0⊕ g‖2 =
∫
T
|pf |2 + |(p− 1)g|2dm.
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One of the sets A = p−1({z ∈ C : Re z < 1/2}) or Ac = p−1({z ∈ C : Re z ≥ 1/2}) has
Lebesgue measure at least 1/2. If m(A) ≥ 1/2, then we obtain
‖(pf)⊕ (pg)− 0⊕ g‖2 ≥
∫
A
|(p− 1)g|2dm =
∫
A
|g|2/4dm
≥ 1
4
inf
{∫
E
|g|2dm : E ∈ L,m(E) ≥ 1/2
}
> 0.
Similarly if m(B) ≥ 1/2, then we calculate
‖(pf)⊕ (pg)− 0⊕ g‖2 ≥ 1
4
inf
{∫
E
|f |2dm : E ∈ L,m(E) ≥ 1/2
}
> 0.
Thus S ⊕ S+ is not cyclic. 
Now we are in a position to prove (i)-(iii) of Theorem 6.2.
Proof of the points (i)-(iii) in Theorem 6.2. (i) This is an easy consequence
of Lemma 6.15 and Theorem 6.1.
(ii) By (ii) of Lemma 6.15, Sλ is similar to W ⊕ N . If W has no cyclic vectors then
obviously neither has Sλ. If W is cyclic, then by Lemma 6.4 we can obviously see that
Sλ has a cyclic vector. Since C·1 bilateral shifts are cyclic, the other statement follows
immediately.
(iii) By Proposition 6.11, the isometric asymptote U of Sλ is unitarily equivalent to the
orthogonal sum S ⊕ S+ which has no cyclic vectors. This implies - together with Lemma
6.5 - that neither has Sλ. 
We proceed with the examination of the case when a weighted shift operator on T˜ is
similar to an orthogonal sum of a bi- and a unilateral shift operator. Then we will be able
to verify the last point of Theorem 6.2.
Let us define another bounded operator W˜ ∈ `2(V ) by the following equations:
W˜en = wn+1en+1, W˜ e
′
k = w(k+1)′e(k+1)′ (n ∈ Z, k ≥ 2)
where the weights {wn : n ∈ Z} ∪ {wk′ : k ∈ N \ {1}} are bounded. Obviously W˜ is an
orthogonal sum of a bi- and a unilateral weighted shift operator.
Our aim is to find out whether there exists a W˜ such that it is similar to Sλ. In order to
do this, we will try to find a bounded, invertible X ∈ B(`2) which intertwines Sλ with a W˜ :
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Figure 3. Similarity of Sλ on T˜ to an orthogonal sum in some cases
XSλ = W˜X. However, we found it easier to examine the adjoint equation: S
∗
λX
∗ = X∗W˜ ∗.
We shall use the following notations:
gk =
k∏
j=1
1
λj
· ek −
k∏
j=1
1
λj′
· ek′ (k ∈ N).
It is easy to see that
S∗λgk =
gk−1 if k > 10 if k = 1
and that for k 6= l the vectors gk and gl are orthogonal to each other. We also define the
following subspaces
E = ∨{ek : k ∈ Z}, E ′ = ∨{ek′ : k ∈ N}, G = ∨{gk : k ∈ N}.
In the next lemma, for technical reasons, we assume that Sλ is contractive.
Lemma 6.17. The following two conditions are equivalent for the contractive Sλ:
(i) the positive sequence
{∏k
j=1
λj′
λj
: k ∈ N} is bounded,
(ii) `2(V ) = E u G.
Proof. (i)=⇒(ii): It is obvious that E∩G = {0}, so we only have to prove the equation
`2(V ) = E + G. To do this take an arbitrary vector x ∈ `2(V ) and suppose that x = e+ g
for some vectors e ∈ E and g ∈ G. With the following notations
ξk′ = 〈x, ek′〉, ξn = 〈x, en〉, µk = 〈g, gk〉, νn = 〈e, en〉, (k ∈ N, n ∈ Z)
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we can write the following equations:
ξk′ = 〈g, ek′〉 =
〈 µk
‖gk‖gk, ek
′
〉
=
−µk
‖gk‖ · λ1′ . . . λk′ ,
ξk = 〈e, ek〉+ 〈g, ek〉 = νk + µk‖gk‖ · λ1 . . . λk , (k ∈ N)
and
ξm = νm (m ∈ N0).
From them we infer that
µk = −ξk′‖gk‖ · λ1′ . . . λk′ , νk = ξk + λ1′ . . . λk′
λ1 . . . λk
ξk′ , (k ∈ N).
Therefore there exists an e ∈ E and g ∈ G such that x = e + g holds if and only if∑∞
k=1 |µk|2/‖gk‖2 < ∞ and
∑∞
k=1 ν
2
k < ∞ are fulfilled. But the first inequality always
holds, since
∞∑
k=1
|µk|2
‖gk‖2 =
∞∑
k=1
|ξk′ |2(λ1′ . . . λk′)2 ≤
∞∑
k=1
|ξk′ |2 ≤ ‖x‖2 <∞.
The second one is equivalent to
∞∑
k=1
(λ1′ . . . λk′
λ1 . . . λk
)2
|ξk′ |2 <∞,
and in particular this holds if the sequence
{∏k
j=1
λj′
λj
: k ∈ N} is bounded.
(ii)=⇒(i): If the sequence is not bounded, then there exists a vector x ∈ `2(V ) such
that this sum is not finite. In fact, if
km∏
j=1
λj′
λj
> m (∀ m ∈ N)
hold with some increasing sequence {km}∞m=1, then let ξk′m = m−3/2 and with this choice
we have
∞∑
k=1
(λ1′ . . . λk′
λ1 . . . λk
)2
ξ2k′ >
∞∑
m=1
1
m
=∞.

Now, we are able to prove a similarity theorem. We say that the operator T1 ∈ B(H) is
a quasiaffine transform of T2 ∈ B(K) if there exists a quasiaffinity (i. e.: which is injective
and has a dense range) X ∈ I(T1, T2).
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Proposition 6.18. Let Sλ be a weighted shift contraction on the directed tree T˜ and
set
wn = λn, (n ∈ Z), wk′ = ‖gk−1‖‖gk‖ , (k > 1).
The following two points hold:
(i) Sλ is always a quasiaffine transform of W˜ .
(ii) If
{∏k
j=1
λj′
λj
: k ∈ N} is bounded, then the weighted shift Sλ is similar to W˜ .
Proof. Since Sλ is a contraction, wk′ =
‖gk−1‖
‖gk‖ ≤ 1 and thus W˜ is bounded. We define
X∗ as follows:
X∗ek′ =
1
‖gk‖gk, X
∗en = en (k ∈ N, n ∈ Z).
The operator X∗ is bounded and quasiaffine because ∨{ek, ek′} is invariant for X for every
k ∈ N, and ∥∥X∗| ∨ {ek, ek′}∥∥ ≤ 2. The next equations show that X∗ intertwines W˜ ∗ with
S∗λ:
S∗λX
∗en = S∗λen = λnen−1 = λnX
∗en−1 = X∗W˜ ∗en, (n ∈ Z)
S∗λX
∗ek′ =
1
‖gk‖S
∗
λgk =
 0 k = 11
‖gk‖gk−1 k > 1
= X∗W˜ ∗ek′ . (k ∈ N)
This proves that Sλ is a quasiaffine transform of W˜ .
If EuG = `2(V ), then since X∗|E ′ ∈ B(E ′,G) and X∗|E ∈ B(E , E) are unitary transfor-
mations, therefore X∗ is an invertible bounded operator. This proves the similarity. 
We provide the following special case of the above proposition.
Corollary 6.19. If Sλ /∈ C0·(`2(V )) which is defined on T˜ , then it is similar to an
orthogonal sum of a weighted bi- and a weighted unilateral shift operator.
Proof. The condition Sλ /∈ C0·(`2(V )) is equivalent to the positivity of
∏∞
j=1 λj or∏∞
j=1 λj′ . By interchanging λj′ and λj for every j ∈ N, if necessary, we may assume that
the first one is not zero. Then the sequence
{∏k
j=1
λj′
λj
: k ∈ N} is obviously bounded.
Proposition 6.18 implies the similarity. 
We continue with the verification of (iv) of Theorem 6.2.
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Proof of (iv) in Theorem 6.2. Let us consider an Sλ such that it is similar to
a W˜ and the bilateral summand of W˜ is hypercyclic. By decreasing λk′-s, we may also
assume that the unilateral summand is contractive. Take a hypercyclic vector f ∈ E for
the bilateral summand. We will show that f⊕e1′ is cyclic for W˜ and therefore Sλ is cyclic.
First, let us take an arbitrary vector e ∈ E , then there is a subsequence such that
1
k
W˜ jkf → e (k → ∞). Therefore 1
k
W˜ jk(f ⊕ e1′) → e (k → ∞) also holds, since the
unilateral summand is a contraction.
Second, fix an n ∈ N0. Our aim is to prove that W˜ ne1′ ∈ ∨{W˜ k(f ⊕ e1′) : k ∈ N0}.
Since {W˜ kf : k > n} is dense in E , there is a subsequence {W˜ jkf}∞k=1 with the property
1
k
W˜ jkf → W˜ nf (k → ∞). This implies that 1
k
W˜ jk(f ⊕ e1′) → W˜ nf (k → ∞) and hence
W˜ ne1′ ∈ ∨{W˜ k(f ⊕ e1′) : k ∈ N0}. Therefore f ⊕ e1′ is indeed a cyclic vector of W˜ . 
Let us denote the operator S+ ⊕ · · · ⊕ S+︸ ︷︷ ︸
k times
by S+k (k ∈ N) and the orthogonal sum of
ℵ0 piece of S+ by S+ℵ0 .
We close this chapter by proving Theorem 6.3. In order to do that we will apply the
following theorem.
Theorem 6.20. The operator S ⊕ (S+k )∗ is cyclic for every k ∈ N.
Proof. The method is the following: we intertwine S ⊕ S+k and S with an injective
operator X ∈ B(L2 ⊕ H2, L2): SX = X(S ⊕ S+k ). Then taking the adjoint of both sides
in the equation we get: (S∗ ⊕ (S+k )∗)X∗ = X∗S∗. Since X∗ has dense range and S∗ is
cyclic, this implies the cyclicity of S∗ ⊕ (S+k )∗ for any k ∈ N by (i) of Lemma 6.5, which
is unitarily equivalent to S ⊕ (S+k )∗.
For the k = 1 case the definition of the operator X is the following:
X : L2 ⊕H2 → L2, f ⊕ g 7→ fϕ+ g,
where ϕ ∈ L∞, ϕ(ζ) 6= 0 for a.e. ζ ∈ T and ∫T log |ϕ(ζ)|dζ = −∞. An easy estimate shows
that X ∈ B(L2 ⊕ H2, L2). Assume that 0 = fϕ + g. If f = 0 (g = 0, resp.), then g = 0
(f = 0, resp.) follows immediately. On the other hand, taking logarithms of the absolute
values and integrating over T we get
−∞ <
∫
T
log |g|dm =
∫
T
log |f |+ log |ϕ|dm ≤
∫
T
|f |dm+
∫
T
log |ϕ|dm = −∞,
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which is a contradiction. Therefore X is injective. The equation SX = X(S ⊕ S+) is
trivial, therefore S ⊕ (S+)∗ is indeed cyclic.
Now let us turn to the case when k > 1. We will work with induction, so let us suppose
that we have already proven the cyclicity of S⊕(S+k−1)∗ for a k ≥ 2. Consider the following
operator
Y : L2 ⊕H2 ⊕ · · · ⊕H2︸ ︷︷ ︸
k times
→ L2 ⊕H2 ⊕ · · · ⊕H2︸ ︷︷ ︸
k−1 times
,
f ⊕ g1 ⊕ · · · ⊕ gk 7→ (fϕ+ g1)⊕ g2 ⊕ · · · ⊕ gk,
with the same ϕ ∈ L∞ as in the definition of X. Obviously Y is bounded, linear and
injective, and we have Y (S ⊕ S+k ) = (S ⊕ S+k−1)Y . This proves that S ⊕ (S+k )∗ is also
cyclic. 
Of course, now a question arises naturally: Is the operator S ⊕ (S+ℵ0)∗ cyclic? The
previous thoughtline does not work for this case. However, if the answer were positive, we
could prove (ii) of Theorem 6.3 without the condition Br(T ) <∞.
Now we are able to verify Theorem 6.3.
Proof of Theorem 6.3. Obviously T is leafless in both cases. The isometric asymp-
tote U of Sλ is just taken. Since U
∗ is cyclic, the operator S∗λ is also cyclic by Lemma 6.5,
Proposition 6.11 and Theorem 6.1. 
We would like to point out that if we take a weighted shift operator on a directed tree
which is similar to a W˜ and the adjoint of the bilateral summand has no cyclic vectors,
then obviously we get an Sλ on T˜ such that S∗λ has no cyclic vectors. This shows that the
adjoint of a weighted shift on a directed tree is usually not cyclic.
Summary
In this dissertation we presented results concerning asymptotic behaviour of Hilbert
space power bounded operators and some applications. The dissertation consists of five
papers. [14] has appeared in Periodica Mathematica Hungarica, [15] has appeared in
Acta Scientiarum Mathematicarum (Szeged), [16] has accepted in Linear and Multilinear
Algebra, and [17] has been accepted in Proceedings of the American Mathematical Society.
The last one [18] is still under revision. The papers [15, 16, 17, 18] were also uploaded
to the arXiv.
First in Chapter 2, we characterized all possible asymptotic limits of Hilbert space
contractions. We proved that in a finite dimensional space the asymptotic limit of a con-
traction is always a projection. In the case whenH is separable and infinite dimensional we
proved that a positive and contractive operator A arises asymptotically from a contraction
if and only if A arises asymptotically from a contraction in uniform convergence. More-
over, these conditions are equivalent to the following: either re(A) = 1 or A is a projection;
which holds if and only if dimH(]0, 1]) = dimH(]δ, 1]) is satisfied for every 0 ≤ δ < 1
where H(ω) denotes the spectral subspace of A associated with the Borel subset ω ⊆ R. If
dimH > ℵ0, then we provided a similar result. We concluded Chapter 2 by investigating
what conditions on two contractions have to be satisfied in order that their asymptotic
limits coincide. We also examined the reverse question.
Then we turned to the investigation of L-asymptotic limits of power bounded matrices.
We showed that in this case AT,L is independent of the particular choice of the Banach limit
L, moreover, we have AT,L = AT,C := limn→∞ 1n
∑n
j=1 T
∗jT j. We called AT,C the Cesa`ro
asymptotic limit of T . In order to characterize the possible Cesa`ro asymptotic limits, we
examined two separate cases. The first one is when T is similar to a unitary operator,
which is (in the matrix case) equivalent to the condition that T is of class C11. We proved
that a positive definite matrix A is the Cesa`ro asymptotic limit of a power bounded matrix
T if and only if the trace of A−1 equals the dimension of the space which is equivalent
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to the condition that there is an invertible matrix S with unit column vectors such that
A = S∗−1S−1 = (SS∗)−1 holds. Using the charaterization in the previous case we proved
the description in the other case too, i.e. when T is not similar to a unitary matrix. Namely,
for a given singular positive semi-definite matrix A 6= 0 we can find a power bounded
matrix T such that A = AT,C is valid if and only if tr(A|(kerA)⊥)−1 ≤ dim(kerA)⊥, which
holds if and only if A = S∗−1(I⊕0)S−1 is fulfilled with some invertible matrix S with unit
column vectors and an orthogonal projection of the form: 0 6= I ⊕ 0 6= I.
Chapter 4 was devoted to a possible generalization of Sz.-Nagy’s similarity theorem
and a strengthening of it. We proved that similar power bounded operators T and S
share the same asymptotic property, namely the powers of the operator T and its adjoint
T ∗ are bounded from below on the orthogonal complement of the corresponding stable
subspaces if and only if the same holds for S. In particular, this property is satisfied by
any power bounded normal operator, and therefore by any power bounded T that is similar
to a normal operator. This can be considered as a generalization of Sz.-Nagy’s theorem,
although only in the necessity part (the sufficiency part trivially cannot be generalized in
this way). Similarity to operators belonging to some other special classes was examined,
too. Theorem 1.3 is one of the most important results concerning similarity to normal
operators. Therefore we hope that our result will be useful when one wants to investigate
similarity questions. In the second part of Chapter 4 we described all possible asymptotic
limits of those contractions that are similar to unitary operators and which act on a ℵ0
dimensional space. Namely, we proved that the positive contraction A ∈ B(H) arises from
such a contraction T if and only if it is invertible, re(A) = 1 and dim ker(A − r(A)I) ∈
{0,ℵ0}.
Next, in Chapter 5, we examined the commutant mapping of contractions. This map-
ping belongs to those few links which relate the contraction to a well-understood operator
(i.e. a unitary operator). The injectivity of this mapping was investigated. Of course when
T is of class C1·, the associated commutant mapping γT is necessarily injective. We pro-
vided an example when the stable subspace of T is non-trivial yet γT is injective. Moreover,
we provided four necessary conditions which has to be fulfilled whenever γT is injective.
One of these conditions is that σp(T ) ∩ σp(T ∗) ∩ D = ∅. We also proved that certain
conditions on the stable component implies that the injectivity of γ is equivalent to this
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previously mentioned condition. We verified that the commutant mapping of quasisimilar
contractions are simultaneously injective or not. We examined the commutant mapping
of orthogonal sums as well, and in particular it turned out that γT⊕T is injective if and
only if γT is injective. Finally, we proved that the above mentioned four conditions to-
gether are still not enough to ensure that the commutant mapping is injective. Complete
characterization was left open.
Finally in Chapter 6, we were interested in (contractive) weighted shifts on directed
trees (with positive weights). This is a recently introduced class ([22]) which is a very
natural generalization of the classical weighted shift operators, and it turned out that they
are very useful in testing certain problems. In our work first we proved that a countable
orthogonal sum of backward shift operators with at most one zero weight is always cyclic.
Our second aim was to provide cyclic properties of weighted shift operators on directed
trees. In order to do this first, we examined their isometric asymptotes. Using cyclic
properties of the isometric asymptote we were able to provide necessary and sufficient
conditions for cyclicity in the case when the directed tree T is rootless, its branching
index is 1 and there is at least 1 leaf. Namely, when there are two leaves, the operator
is always cyclic. If there is exactly one leaf, then the cyclicity of the weighted shift Sλ
is equivalent to the cyclicity of a bilateral shift operator which can be obtained from Sλ
very easily. There is one more case when the cyclicity of Sλ is an interesting question,
this is when Sλ is defined on T˜ which is a rootless and leafless directed tree such that the
branching index is 1. On T˜ we can find cyclic and non-cyclic shifts as well, but we could
not provide necessary and sufficient conditions. In the special case when Sλ is of class
C1·, the weighted shift on T˜ has no cyclic vectors. We were also interested in the cyclic
properties of the adjoint of a weighted shift on a directed tree. We showed that not every
S∗λ is cyclic. On the other hand, if Sλ is of class C1· and T has a root, then S∗λ is cyclic.
When T is rootless and the branching index is finite, then the adjoint of every C1· class
contractive weighted shift on T is cyclic.
O¨sszefoglala´s
Disszerta´cio´mban Hilbert te´rbeli hatva´nykorla´tos opera´torok aszimptotikus viselkede´se´t
vizsga´ltam, e´s bemutattam ezen teru¨let ne´ha´ny lehetse´ges u´j alkalmaza´sa´t. A dolgozat o¨t
publika´cio´ eredme´nyeit tartalmazza. A [14] cikk ma´r megjelent a Periodica Mathematica
Hungarica folyo´iratban e´s a [15] pedig az Acta Scientiarum Mathematicarum (Szeged)
folyo´iratban. A [16] publika´cio´m megjelene´s alatt a´ll a Linear and Multilinear Algebra
folyo´iratban, a [17] cikkem pedig a Proceedings of the American Mathematical Society
folyo´iratba fogadta´k el. O¨to¨dik cikkem [18] egyelo˝re b´ıra´lat alatt van. A fenti o¨t cikk
ko¨zu¨l ne´gyet [15, 16, 17, 18] felto¨lto¨ttem az arXiv-ra is.
A disszerta´cio´m ma´sodik fejezete´ben karakteriza´ltam azon pozit´ıv opera´torokat,
melyek elo˝a´llnak kontrakcio´k aszimptotikus hata´re´rte´keike´nt. Bela´ttam, hogy ve´ges di-
menzio´s te´rben ez az aszimptotikus limesz csak ortogona´lis projekcio´ lehet. A szepara´bilis,
ve´gtelen dimenzio´s esetben kideru¨lt, hogy egy A pozit´ıv kontrakcio´ pontosan akkor teljes´ıti
a kiva´nt felte´telt, ha le´tezik olyan T kontrakcio´, melynek o¨nadjunga´lt hatva´nyai norma´ban
A-hoz konverga´lnak. Ezen felte´telek ekvivalensek azzal, hogy vagy re(A) = 1 vagy A egy
projekcio´; e´s ve´gu¨l ez akkor e´s csak akkor igaz, ha dimH(]0, 1]) = dimH(]δ, 1]) teljesu¨l
minden 0 ≤ δ < 1 sza´mra, ahol az A opera´tor ω ⊆ R Borel halmazhoz tartozo´ spektra´l
altere´t H(ω) jelo¨li. Nem szepara´bilis terek esete´n is hasonlo´ ekvivalens felte´telek adhato´ak.
A fejezet ve´ge´n azt vizsga´ltam, hogy ke´t kontrakcio´ra milyen felte´teleket kell tennu¨nk ah-
hoz, hogy aszimptotikus hata´re´rte´ku¨k megegyezzen. A ford´ıtott ke´rde´st is vizsga´ltam, azaz
hogy az aszimptotikus limeszek egyenlo˝se´ge mit implika´l a kontrakcio´kra vonatkozo´an.
Ezuta´n hatva´nykorla´tos ma´trixok L-aszimptotikus limesze´t vizsga´ltam. Az elso˝ fontos
le´pe´s az volt, hogy megmutattam, nem kell Banach limeszekkel foglalkoznunk, ugya-
nis az AT,L ma´trix fu¨ggetlen L megva´laszta´sa´to´l. Kideru¨lt, hogy: AT,L = AT,C :=
limn→∞ 1n
∑n
j=1 T
∗jT j mindig tejesu¨l. Az AT,C opera´tort a T Cesa`ro aszimptotikus
hata´re´rte´ke´nek h´ıvjuk. A lehetse´ges pozit´ıv szemidefinit ma´trixok le´ıra´sa´hoz ke´t ku¨lo¨n
esetet vizsga´ltam. Az elso˝, amikor a T ma´trix hasonlo´ egy unite´r ma´trixhoz, vagy
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ma´ske´ppen mondva C11 oszta´lyu´ (ez az ekvivalencia terme´szetesen csak ma´trixok esete´n
a´ll fenn). Bebizony´ıtottam, hogy egy A pozit´ıv definit ma´trix pontosan akkor Cesa`ro asz-
imptotikus limesze egy hatva´nykorla´tos T ma´trixnak, ha trA−1 megyegyezik a te´r di-
menzio´ja´val. Ez pontosan akkor igaz, ha le´tezik olyan inverta´lhato´ S ma´trix, melynek
oszlopvektorai egyse´gvektorok u´gy, hogy A = S∗−1S−1 = (SS∗)−1 teljesu¨l. Ebbo˝l a karak-
teriza´cio´bo´l vezettem le a ma´sik eset karakteriza´cio´ja´t is, azaz amikor valo´di a stabil alte´r.
Nevezetesen egy A 6= 0 szingula´ris, pozit´ıv szemidefinit ma´trix pontosan akkor Cesa`ro
aszimptotikus limesze egy hatva´nykorla´tos T -nek, ha tr(A|(kerA)⊥)−1 ≤ dim(kerA)⊥. Ez
pedig pontosan akkor igaz, ha A = S∗−1(I ⊕ 0)S−1 teljesu¨l egy 0 6= I ⊕ 0 6= I alaku´
ortogona´lis projekcio´val e´s egy olyan inverta´lhato´ S ma´trixszal, melynek oszlopvektorai
mind egyse´gvektorok.
Az ezt ko¨veto˝ negyedik fejezetben az Sz.-Nagy fe´le hasonlo´sa´gi te´tel egy lehetse´ges
a´ltala´nos´ıta´sa´t bizony´ıtottam be, illetve bebizony´ıtottam egy ero˝s´ıte´st is. Bela´ttam, hogy
egyma´shoz hasonlo´ hatva´nykorla´tos opera´torok esete´n az ala´bbi tulajdonsa´g ekvivalens: a
stabil alte´r ortogona´lis komplementere´n az adott opera´tor hatva´nyai alulro´l egyenletesen
korla´tosak. Specia´lisan ez a tulajdonsa´g igaz norma´lis hatva´nykorla´tos opera´torokra, s ı´gy
a hozza´juk hasonlo´ opera´torokra is. Ez tekintheto˝ az Sz.-Nagy te´tel egy a´ltala´nos´ıta´sa´nak.
Ma´s specia´lis opera´torokhoz valo´ hasonlo´sa´got is vizsga´ltam. U´gy gondolom, ez az
a´lala´nos´ıta´s hasznos lehet ku¨lo¨nfe´le hasonlo´sa´gi proble´ma´k vizsga´lata esete´n. A fejezet
ma´sodik re´sze´ben le´ırtam azon pozit´ıv kontrakcio´kat, melyek egy olyan kontrakcio´bo´l
a´llnak elo˝ aszimptotikusan, mely hasonlo´ egy unite´r opera´torhoz. Nevezetesen, egy A ∈
B(H) pozit´ıv kontrakcio´ pontosan akkor a´ll elo˝ egy ilyen T kontrakcio´bo´l, ha inverta´lhato´,
re(A) = 1 e´s dim ker(A− r(A)I) ∈ {0,ℵ0} teljesu¨l.
Az ezt ko¨veto˝ fejezetben kontrakcio´k kommuta´ns leke´peze´se´t vizsga´ltam. A γT
leke´peze´s kapcsolatot le´tes´ıt az adott T kontrakcio´ kommuta´nsa e´s a WT unite´r aszimp-
tota kommuta´nsa ko¨zo¨tt (mely jo´l ismert). γT injektivita´sa´t vizsga´ltam. Terme´szetesen
ha T a C1· oszta´lyhoz tartozik, akkor γT szu¨kse´gke´ppen injekt´ıv. Megvizsga´ltam azt a
ke´rde´st, hogy a kommuta´ns leke´peze´s lehet-e injekt´ıv abban az esetben, amikor a stabil
alte´r valo´di. Elo˝szo¨r pe´lda´t adtam ilyen kontrakcio´ra. Ezen k´ıvu¨l ne´gy szu¨kse´ges felte´telt
adtam meg, melyet T -nek teljes´ıteni kell ahhoz, hogy γT injekt´ıv legyen. E ne´gy felte´tel
ko¨zu¨l az egyik ekvivalens felte´telt ad abban az esetben, ha bizonyos egyszeru˝ felte´teleket
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megko¨vetelu¨nk kontrakcio´nkro´l. Ezen k´ıvu¨l megmutattam, hogy a kommuta´ns leke´peze´se
ke´t kva´zihasonlo´ kontrakcio´nak egyszerre injekt´ıv vagy nem. Kontrakcio´k ortogona´lis
o¨sszegeit is vizsga´ltam; pe´lda´ul kideru¨lt, hogy γT⊕T pontosan akkor injekt´ıv, ha γT is
az. Ve´gu¨l konktre´t pe´lda´val ala´ta´masztva megmutattam, hogy a fent eml´ıtett ne´gy felte´tel
egyu¨tt sem ad elegendo˝ felte´telt a kommuta´ns leke´peze´s injektivita´sa´ra. A teljes jellemze´s
nyitott proble´ma maradt.
Az utolso´ fejezetben ira´ny´ıtott fa´kon valo´ kontrakt´ıv eltola´s opera´torokat viszga´ltam
(ahol a su´lyok pozit´ıvak). Ezt az oszta´lyt 2012-ben vezette´k be ([22]). Tulajdonke´ppen a
szoka´sos su´lyozott eltola´s opera´torok egy nagyon terme´szetes a´ltala´nos´ıta´sa´t definia´lta´k
a szerzo˝k. Kideru¨lt, hogy ezekkel az opera´torokkal bizonyos addig niytott ke´rde´sekre
egyszeru˝ va´lasz adhato´. Legelo˝szo¨r bela´ttam, hogy egy szoka´sos csonk´ıto´ visszatola´s
opera´tor pontosan akkor ciklikus, ha legfeljebb egy darab ze´ro´ su´lya van. Ezt ko¨veto˝en
ra´te´rtem az ira´ny´ıtott fa´kon valo´ eltola´s kontrakcio´k izometrikus aszimptota´inak le´ıra´sa´ra.
Ezt felhaszna´lva pedig szu¨kse´ges e´s elegendo˝ felte´teleket adtam azon ira´ny´ıtott fa´kon valo´
eltola´s kontrakcio´k ciklikussa´ga´ra, melyek esete´n az adott fa´nak nincs gyo¨kere, pontosan
egy helyen a´gazik el, e´s ott ke´tfele, valamint van levele. Nevezetesen, ha ke´t levele van a
fa´nak, akkor azon minden eltola´s ciklikus. Ha pontosan egy leve´l van, akkor a fa´n definia´lt
eltola´s opera´tor ciklikussa´ga ekvivalens egy abbo´l egyszeru˝en kaphato´ ke´tira´nyu´ eltola´s
opera´tor ciklikussa´ga´val. Me´g egy esetben e´rdekes a ciklikussa´g ke´rde´se, me´gpedig amikor
nincs gyo¨ke´r, nincs leve´l, e´s az ela´gaza´si index pontosan 1. Ez esetben tala´lhato´ olyan
eltola´s opera´tor, mely ciklikus, e´s olyan is, mely nem ciklikus. Azonban a ciklikussa´g tel-
jes jellemze´se nyitott maradt. Viszont sikeru¨lt bela´tni, hogy ha ez az eltola´s kontrakcio´
me´g C1· oszta´lybeli is, akkor nincs ciklikus vektora az adjunga´ltnak. Megvizsga´ltam az
S∗λ opera´torok ciklikussa´ga´t is. Kideru¨lt, hogy nem minden S
∗
λ ciklikus. Azonban ha Sλ
benne van a C1· oszta´lyban, e´s a fa´nak van gyo¨kere, akkor S∗λ ciklikus. Ve´gu¨l bela´ttam,
hogy amikor a fa´nak nincs gyo¨kere, e´s az ela´gaza´si indexe ve´ges, akkor a rajta definia´lt
C1·-kontrakcio´k adjunga´ltjai mindig ciklikusak.
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List of symbols
Z the set of integers
N the set of positive integers: {1, 2, 3, . . . }
N0 the set of non-negative integers: {0, 1, 2, 3, . . . }
R the set of real numbers
[a, b] closed interval
]a, b[ open interval
[a, b[; ]a, b] half-open half closed intervals
C the set of complex numbers
D the unit disk of C : {z ∈ C : |z| < 1}
T the unit circle of C : {z ∈ C : |z| = 1}
#H cardinality of a set
H− closure of a set
H conjugate of a set H ⊆ C
Hc complement of a set
L-limn→∞ Banach limit (L-limit) of a sequence
L the set of all Banach limits
PC the set of complex polynomials
‖ · ‖ norm of a vector or the operator norm of an operator
〈·, ·〉 inner product of two vectors
T ∗ adjoint of an operator T
σ(·) spectrum of an operator
σp(·) point spectrum of an operator (the set of eigenvalues)
σap(·) approximate point spectrum of an operator
r(·) spectral radius of an operator
σe(·) essential spectrum of an operator
re(·) essential spectral radius of an operator
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B(H,K) the set of bounded linear operators T : H → K
B(H) B(H,H)
⊕ orthogonal sum of subspaces or operators
u direct sum of subspaces
T |M restriciton of an operator T to a subspace M
γ(·) reduced minimum modulus of a non-zero operator
γ = γT commutant mapping of a contraction T
H⊥ orthogonal complement of a set H in a Hilbert space
∨H the generated (closed) subspace of a set H in a Hilbert space
IM the identity operator on the subspace M
ker kernel of an operator
ran range of an operator
I(A,B) Intertwining set of two operators A and B
{T}′ commutant of T ∈ B(H)
H0 = H0(T ) stable subspace of a power bounded T
rank rank of an operator
tr trace of a matrix
AT,L the L-asymptotic limit of a power bounded operator T
AT the asymptotic limit of a contraction T
(X+T,L, VT,L) isometric asymptote of a power bounded operator T
(XT,L,WT,L) unitary asymptote of a power bounded operator T
Chi(W ) The set of children of a set W in a directed tree T
(u) The parent of a vertex u in a directed tree T
root The root of a directed tree
V ◦ The set of all vertices in a directed tree exept for the root
Lea(T ) The set of leaves in a directed tree T
Genn(u) The nth generation of a vertex u in a directed tree T
Gen(u) The level of a vertex u in a directed tree T
H∞ The Banach space of bounded analytic functions on D
