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Intelligent Reflecting Surface Aided MISO Uplink
Communication Network: Feasibility and SINR
Optimization
Yang Liu Jun Zhao Ming Li Qingqing Wu
Abstract—In this paper we consider the signal-to-interference-
and-noise ratio (SINR) optimization problem in the multi-
user multi-input-single-output (MISO) uplink wireless network
assisted by intelligent reflecting surface (IRS) under individual
information rate constraints. We perform a comprehensive in-
vestigation on various aspects of this problem. First, under the
individual rate constraints, we study its feasibility. We present a
sufficient condition which guarantees arbitrary set of individual
information rates. This result strengthens the feasibility condition
in existing literature and is useful to the power control/energy
efficiency (EE) maximization problem when IRS is present. Then,
based on the penalty dual decomposition (PDD) and nonlinear
equality alternative direction method of multipliers (neADMM)
method, we present new algorithms to tackle the IRS configura-
tion problems, which simultaneously involves multi-dimensional
constant-modulus constraints and other additional constraints.
Note that the similar hard-core problem has recurrently appeared
in various research work on IRS recently. Convergence property
and analytic solutions of our proposed algorithms are carefully
examined. Moreover, iterative algorithms are developed to detect
the feasibility and maximize the SINR. Extensive numerical
results are presented to verify the effectiveness of our proposed
algorithms.
Index terms— Intelligent reflecting surface (IRS),
penalty dual decomposition (PDD) method, nonlinear
equality alternative direction method of multipliers
(neADMM), individual information rate constraints.
I. INTRODUCTION
A. Background
Recently, intelligent reflecting surface (IRS) has been envi-
sioned as a key technology to realize programmable wireless
environment for the next generation wireless network [1], [2].
It is based on the concept of metasurface [1], which is a planar
shape of metamaterial with a tiny depth of sub-wavelength of
the incident electromagnetic (EM) waves. The metamaterial
is artificial material comprising of periodically repeated basic
building units called meta-atoms that are specifically designed
in geometry, dimension and composition. The metasurface is
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able to fully engineer the impinging EM waves by transform-
ing them with predefined attenuation parameters and phase
shift in a controllable manner.
IRS technology possesses many appealing advantages. It
passively reflects EM waves instead of actively transmitting
signals, which thus saves energy and also eliminates the need
of costly radio frequency (RF) chains and amplifiers, and
consequently makes IRS energy and cost efficient. Besides,
IRS’s capability to engineer EM waves has enabled us to
convert the previously untamed wireless environment into a
programmable module which is amenable to wireless network
design. This property is envisioned as a key technology to
realize the software defined network (SDN), which is a novel
paradigm for future networks (e.g. 5G and Beyond) [1]. For
instance, the IRS technology has received great interest in
academia and industry. Recently the work [11] has reported
that an IRS prototype via embedding PIN diodes controlled by
external Field-Programmable Gate Array (FPGA) device has
been successfully implemented.
Due to the aforementioned attractive characteristics of IRS,
researchers recenlty have cast great interest and efforts on IRS
to explore its potentials in enhancing the wireless communi-
cation networks [1]–[10]. [3], [4] consider the classical power
control problem when IRS is introduced into the network.
Besides demonstrating the improvement in power saving, [3]
also uncovers the squared power scaling law N2 (N is the
number of reflecting units of IRS), which provides useful
insights to understand the asymptotic gain of the IRS. [7]
considers utilizing IRS to enhance the energy efficiency (EE)
and has demonstrated that the system’s EE performance can
be boosted up to 300% with the help of IRS. The versatility
of IRS has also been consolidated by [5] and [6], where
IRS is deployed in physical layer secure transmission and the
wireless power transmission scenarios, respectively. Besides
the aforementioned performance metrics, the works [8]–[10]
demonstrate the IRS’s capability in improving the system
throughput and latency.
B. Contributions
In this paper, we study the joint IRS configuration opti-
mization and power allocation of the multi-user MISO up-
link communication system with individual information rate
constraints. We investigate various aspects of this problem,
including its feasibility condition, IRS optimization techniques
and convergence. Specifically the contributions of this paper
are elaborated as follows:
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Fig. 1: An IRS-aided MISO uplink communication system.
i) In various network optimization problems, individual
information rate constraints are frequently considered to
guarantee the quality-of-service (QoS). The feasibility
problem itself is a meaningful while nontrivial problem.
The capability to identify the feasibility is crucial in
scheduling reasonable service plan. Besides, a feasible
solution is always required to serve as a starting point
for alternative optimization methods. One especially im-
portant speical case is the feasibility associated with
power control. This problem for the standard uplink
MISO system without IRS has been extensively studied
in [12]–[14] and the complete feasibility region has been
successfully characterized in [14]. However, when the
IRS is introduced, the feasible region for arbitrary rate
constraints still remains an open problem. The recent
work [3] provides a partial answer to this question,
where a sufficient condition guaranteeing arbitrary set
of individual information rates has been provided. In
this paper, we derive a new sufficient condition implying
feasibility, which strengthens the result in [3] and benefits
the power control or EE optimization problem when IRS
is present.
ii) With the recent research efforts on IRS technology ris-
ing, the hard-core (sub-)problem repeatedly emerging in
literature is the IRS optimization that simultaneously has
the high-dimensional constant(unit)-modulus constraint,
which derives from the IRS feature, and some additional
constraints. For these problems, the classical manifold
strategy (e.g. conjugate-gradient line search) [31] cannot
directly apply due to the concomitant additional con-
straints, which may indeed render the feasible set fail
to be a manifold [32]. Besides, the widely used semidefi-
nite relaxation (SDR) and randomization technique [28],
though working well to some certain problems, e.g. [3],
cannot uniformly solve all problems perfectly (as will be
discussed in the SectionV). Inspired by the recent seminal
work of penalty dual decomposotion framework [22], we
present a new paradigm to solve the IRS optimization
problem in this paper. It is worth noting that, most recent
emerging literature utilizing penalty dual decomposition
(PDD) framework [23], [24] focuses on dealing with the
product-type constraints, that is to decouple the constraint
Z =XY with both X and Y being variables, which is
obviously different from our development. Moreover, we
also provide convergence analysis to our proposed PDD-
based algorithm under some mild assumptions. Note that
although a convergence proof is provided in [22], it is
based on some generic assumptions and abstract regular
conditions, which is not very easy to verify explicitly
when applying to specific problems. Generally speaking,
convergence analysis is a difficult task and is usually
missing in existing literature [23], [24].
iii) Besides the aforementioned PDD-based method, we also
present a novel ADMM-based alternative to optimize the
IRS configuration when the high-dimensional constant-
modulus constraint and other additional constraints co-
exist. Note that [21] has utilized the standard ADMM
method to handle the constant-modulus constraints. The
same idea are also adopted by the very recent works [8],
[9]. Here we leverage the novel framework of nonlinear
equality ADMM (neADMM) method [30] to tackle the
problem. It should be pointed out that, the key to utilize
neADMM depends heavily on effectively solving the
subproblem of minimizing the nonlinear equality con-
straints, which is generally impossible due to its noncon-
vex nature. Fortunately, for the IRS optimization case,
analytic solution to this highly nonconvex subproblem
can be obtained. Consequently, the neADMM method
gives rise to an efficient iterative solution to optimize the
IRS coefficients. Besides, the neADMM-based algorithm
cherishes advantageous convergence characteristic over
the classical standard ADMM, as will be discussed in
our later sections.
iv) Last but not least, based on the above PDD-based and
neADMM-based IRS optimization methods, we design
iterative algorithms which can detect feasibility for ar-
bitrarily given rate requirements and provide feasible
solutions (when the problem is identified so). Besides,
algorithms that iteratively maximize the minimal signal-
to-noise-and-interference-ratio (SINR) is also developed.
We verify these algorithms via numerical experiments and
show that the presence of IRS can benefit the wireless
communication network and significantly improve both
the feasibility and the overall SINR.
C. Organization of This Paper
The rest of the paper is organized as follows. Section II
introduces the system model and problem formulation. In
Section III, the feasibility problems is studied, where sufficient
conditions and iterative detecting algorithm are developed.
In Section IV, the algorithm iteratively maximizing minimal
SINR of the system is designed. Extensive simulation results
are presented in Section V to verify our proposed algorithms.
The paper is concluded in Section VI.
3II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
As shown in Fig.1, we consider deploying IRS to assist a
typical uplink MISO wireless communication network, where
K single-antenna mobile users (MUs) are communicating with
an access point (AP) equipped with M antennas. We use
K , {1, · · · ,K} to denote the set of all K MUs. Suppose
that the IRS is composed of N reflecting elements. We use
vectors hd,k ∈ CM×1 and hr,k ∈ CN×1 to denote the channels
connecting the k-th MU with the AP and the IRS, respectively.
The channel between the IRS and the AP is denoted by
G ∈ CM×N . The channel state information (CSI) hHr,k, G
and hHd,k are assumed to be known in this paper, which can be
obtained through sending pilots and feedback. The reflection
coefficients of the N reflecting units of the IRS are modeled as
a complex vector φ , [ejθ1 , . . . , ejθN ]T , with θn representing
the phase-shift of the n-th IRS unit, ∀n ∈ N , {1, 2, . . . , N}.
We alternatively represent the IRS by a diagonal phase shift
matrix Φ ∈ CN×N that is defined by Φ , Diag(φ).
The effective channel hk(φ) ∈ CM×1 between the k-th MU
and the AP is given as
hk(φ) = GΦhr,k + hd,k, ∀k ∈ K. (1)
The received signal at the AP can be represented by
r(φ, q) =
∑
j
√
q
j
hj(φ)sj + n, (2)
where sj and qj are the information symbol and transmission
power, respectively, of the j-th MU and n ∈ CM×1 denotes
the noise at the receiver. Without loss of generality, we assume
that E{|sj|} = 1 and E{nnH}=σ2IM .
Suppose that linear receiver uHk ∈ C1×M is utilized at the
AP to recover the signal of the k-th MU. Then the SINR for
the k-th MU is
γk
(
φ, q
)
=
qk|uHk hk(φ)|2
uHk Wk(φ, q)uk
, (3)
with the matrix Wk(φ, q) being defined as
Wk(φ, q) = σ
2IM +
∑
i6=k
qihi(φ)h
H
i (φ). (4)
The optimal u⋆k can be obtained via generalized eigenvalue
decomposition as [12]
u⋆k =
(
Wk(φ, q)
)−1
hk(φ)∥∥(Wk(φ, q))−1hk(φ)∥∥2 , (5)
and the associated optimal receive SINR γ˜k
(
φ, q
)
can be
identified as
γ˜k
(
φ, q
)
= qkh
H
k (φ)
[
Wk(φ, q)
]−1
hk(φ). (6)
Then the information rate of the k-th MU Rk(φ, q) is
evaluated as 1
Rk(φ, q)=log(1+γ˜k(φ, q)) (7)
1In this paper log(·) means natural logarithmic function for simplicity.
B. Problem Formulation
Based on previous discussion, we proceed to clarify the
problem of interest. To maintain a satisfactory QoS require-
ment, there should be a minimum communication rate rk
guaranteed for the k-th MU, which is given by Rk(φ, q) ≥ rk.
At the same time, each MU has limited transmission power,
i.e. qk ≤ Pk, ∀k ∈ K. To evaluate the communication
performance, considering that most metrics, e.g. throughput,
bit/symbol error rate (BER/SER), mean square error (MSE),
latency and so on, can be equivalently converted to SINR, we
take the SINR as optimization target in this paper. Besides,
taking into account the fairness among all the users being
served, we aim at maximizing the minimal SINR of all MUs.
Therefore the problem is formulated as
(P1): max
φ,q
min
k∈K
γ˜k(φ, q) (8a)
s.t. Rk(φ, q) ≥ rk, ∀k ∈ K, (8b)
qk ≤ Pk, ∀k ∈ K, (8c)
|φn| = 1, ∀n ∈ N. (8d)
It should be pointed out that, although this paper focuses on
the IRS optimization in the uplink system, which is generally
regarded as simpler than that in the downlink system, our
proposed algorithms can indeed apply straightforwardly to the
sub-problems involving IRS configuration when the downlink
scenario is considered, as will be clear in the subsequent
sections.
III. FEASIBILITY DETECTION
In order to solve (P1), one first question arises is its
feasibility. That is, given a certain set of rate requirement {rk}
assigned, is (P1) feasible? In fact, the problem of identifying
the feasibility of (P1) is highly meaningful and nontrivial.
Here we study conditions guaranteeing the feasibility of power
control problem when IRS is present. Besides, we also develop
method to effectively detect the feasibility for the most generic
scenarios.
A. Feasibility of Power Control Problem
First we study the feasibility of (P1) associated with the
special case where Pk → ∞, ∀k ∈ K. This problem actually
reduces to the feasibility identification of the classical power
control problem. Note that the power control problem for
standard MISO uplink system without IRS has been per-
fectly solved [12]–[14]. Especially, the seminal work [14] has
completely characterized the feasibility region and concluded
that arbitrary QoS can always be guaranteed if and only if
the multi-user MISO channels are full rank. When IRS is
present in the MISO uplink system, the feasibility region
characterization is still an open issue.
It is worth noting that, the full rank condition obtained in
[14] is indeed a pervasive assumption in literature. In fact
when channel coefficients independently follow some identical
continuous distribution (e.g. Rayleigh or Ricing), the channel
coefficient matrix is full rank with probability one. Therefore
4this condition is widely assumed in existing literature [3],
[15]–[18]. Here we also adopt the full rank assumption in
the subsequent analysis.
Define Hd ,
[
hd,1, · · · ,hd,K
]
and Hr ,[
hr,1, · · · ,hr,K
]
. Then the effective channel H between the
AP and all K MUs is given as:
H =Hd +GΦHr. (9a)
To simplify the transceiver design, we just assume that M ≥
K [18]. Besides, we use σmin
(
X
)
and σmax
(
X
)
to denote
the minimal and maximal nonzero singular value of a matrix
X respectively. Then we have the following result, which is
proved in Appendix.A.
Lemma 1. Assume that Hd is of full rank and satisfies the
following condition
σmax(G) · σmax(Hr) < σmin(Hd). (10)
Then for arbitrary rate constraints {rk}, problem (P1) with
unlimited power supplies (i.e. Pk → ∞,∀k ∈ K) is feasible,
i.e., the power control problem for IRS-aided MISO uplink
system is always feasible.
Note that Proposition 1 in [3] has obtained the sufficient
condition that full rank of the composite multi-user channel
can guarantee the feasibility of the MISO system assisted by
IRS. Comparatively, our result in Lemma 1 further explores
the conditions that ensure the full rank assumption adopted in
[3] stands true.
B. Feasibility Check for Generic Scenarios
In this subsection, we proceed to develop the feasibility
check method applicable to the most general scenarios, which
does not impose any restrictions on channels or transmission
powers.
Recalling the definition in (7), the feasibility check of (P1)
can be equivalently written as the following problem:
(P2): Find
(
φ, q
)
(11a)
s.t. γ˜k(φ, q) ≥ erk − 1, ∀k ∈ K, (11b)
qk ≤ Pk, ∀k ∈ K, (11c)
|φn| = 1, ∀n ∈ N. (11d)
To simplify the above SINR constraints, which have frac-
tional forms, we consider a closely related metric—mean
square error (MSE), which is defined as
εk(φ, q,wk) , E
{∣∣sk−wHk (∑
j
√
q
j
hjsj+n
)∣∣2}, (12)
where the vector wk is the linear receiver utilized at AP to
decode the k-th user. The expectation in (12) is taken over the
distribution of noise n and information symbols {sj}. Then
the minimal MSE ε˜k(φ, q) and the maximal SINR γ˜k(φ, q)
is connected via the following identity:
ε˜k(φ, q) =
1
1 + γ˜k(φ, q)
. (13)
In fact, when
(
φ, q
)
is given, the optimal linear receiver
w⋆k is obtained as the Wiener filter [33] as follows
w⋆k = W˜ (φ)
−1√qkhk(φ), ∀k ∈ K, (14)
with W˜ (φ, q) being
W˜ (φ, q) = σ2IM +
∑
j
qihj(φ)hj(φ)
H . (15)
Consequently the minimal MSE is given as ε˜k(φ, q) = 1−
qkhk(φ)
HW˜k(φ)
−1hk(φ). By comparing ε˜k(φ, q) with (6)
and employing matrix inversion lemma, (13) can be verified.
Leveraging (13), (P2) can be equivalently written as
(P3): Find
(
φ, q
)
(16a)
s.t. ε˜k(φ, q)≤ 1
1+(erk−1) =e
−rk , ∀k ∈ K, (16b)
qk ≤ Pk, ∀k ∈ K, (16c)
|φn| = 1, ∀n ∈ N. (16d)
Noticing the relation between ε˜k(·) and εk(·), (P3) can be
further transformed into the following form
(P4): Find
(
φ, q, {wk}
)
(17a)
s.t. εk(φ, q, {wk}) ≤ e−rk , ∀k ∈ K, (17b)
qk ≤ Pk, ∀k ∈ K, (17c)
|φn| = 1, ∀n ∈ N. (17d)
The equivalence between (P3) and (P4) can be seen by
noticing the fact that w⋆k = argminwkεk(φ, q,wk). In fact, if
ε˜k(φ, q) ≤ e−rk , then εk(φ, q,w⋆k) = ε˜k(φ, q) ≤ e−rk , i.e.
(17b) is feasible. Conversely, if there exists (φ, q,wk) such
that εk(φ, q,wk) ≤ e−rk , then ε⋆k(φ, q) ≤ εk(φ, q,wk) ≤
e−rk , i.e. (16b) is feasible.
Now we consider the following optimization problem
(P5): min
φ,q,{wk},α
α (18a)
s.t. erkεk(φ, q,wk) ≤ α, ∀k ∈ K, (18b)
qk ≤ Pk, ∀k ∈ K, (18c)
|φn| = 1, ∀n ∈ N. (18d)
If the optimal value of (P5) is no greater than 1, then (P4),
namely the original problem (P1), is feasible. Otherwise the
problem is infeasible. Compared to the γ˜k(φ, q) in (P2),
εk(φ, q,wk) has a quadratic form and is convex with respect
to each variable separately, which significantly simplifies the
problem. We adopt block coordinate descent (BCD) method
[35] to solve (P5), which is elaborated subsequently.
When
(
φ, q
)
is fixed, the optimal {wk} is given in (14)
and α can be accordingly determined. When φ and
{
wk
}
are
given, via introducing intermediate variable p , [p1, · · · , pk]
with pk ,
√
q
k
, ∀k ∈ K, the update of q and α is equivalent
to solving the following problem
(P6): min
p,α
α (19a)
s.t.
∑
k
ak,jp
2
k + bkpk + ck − α ≤ 0, ∀k ∈ K, (19b)
0 ≤ pk ≤
√
Pk, ∀k ∈ K, (19c)
5where the parameters {ak,j}, {bk} and {ck} are defined as
ak,j ,e
rk
∣∣wHk hj∣∣2, ∀j, k ∈ K, (20a)
bk ,−2erkRe{wHk hk}, ∀k ∈ K, (20b)
ck ,e
rk
(
σ2‖wk‖22 + 1
)
, ∀k ∈ K. (20c)
The problem (P6) is convex and can be efficiently solved via
standard numerical sovler, like CVX [27]. The optimal q⋆k can
be accordingly obtained via q⋆k = p
⋆2
k , ∀k ∈ K, with p⋆k being
the optimal solution to (P6).
When {wk} and q are given, φ should be updated via
solving the following problem:
(P7): min
φ,α
α (21a)
s.t. φHQkφ+ 2Re{qHk φ}+ dk ≤ α, ∀k ∈ K, (21b)
|φn| = 1, ∀n ∈ N. (21c)
with the parameters in (21b) being defined as follows:
Fk , GDiag(hr,k), Qk , e
rk
∑
j
qjF
H
j wkw
H
k Fj , (22a)
qk ,e
rk
∑
j
qjw
H
k hd,jF
H
j wk−erk
√
qkF
H
k wk (22b)
dk ,e
rk
(∑
j
qj
∣∣wHk hd,j
∣∣2−2√qkRe{wHk hd,k}+σ2‖wk‖22+1
)
.
The major difficulty to solve (P7) derives from the coexis-
tence of the nonlinear equality constraint (21c) and convex
constraints (21b). To decouple these constraints, following
[19], we introduce an auxiliary variable ψ and transform (P7)
as the following
(P8): min
φ,ψ,α
α (23a)
s.t. φHQkφ+ 2Re{qHk φ}+ dk ≤ α, ∀k ∈ K, (23b)
φ = ψ, (23c)
|ψn| = 1, ∀n ∈ N, (23d)
|φn| ≤ 1, ∀n ∈ N. (23e)
Here we adopt the PDD method [22]. Like ADMM method,
PDD is also a kind of augmented Lagrangian (AL) method,
which separates the coupled variables, via penalizing the
equality constraints, and iteratively updates each variables
separately. Compared to the classical ADMM method, the
most remarkable characteristic of PDD is that its update
strikes a balance between increasing penalty coefficient and
updating dual variables, which indeed can be regarded as an
enhancement of the classical ADMM method. Via penalizing
the equality constraint, we obtain the augmented Lagrangian
problem of (P8) as follows:
(P9): min
φ,ψ,λ,α
α+
1
2ρ
‖φ−ψ‖22 + Re
{
λH
(
φ−ψ)} (24a)
s.t. φHQkφ+ 2Re{qHk φ}+ dk ≤ α, ∀k ∈ K, (24b)
|φn| ≤ 1, ∀n ∈ N, (24c)
|ψn| = 1, ∀n ∈ N, (24d)
The PDD method is a two-layer iteration, with its inner
layer updating φ and ψ and its outer layer updating the dual
variables λ and the penalty coefficient ρ. The inner layer
is a 2-block BCD algorithm alternatively updating φ and ψ
separately. Specifically, when ψ is fixed, the update of
(
φ, α
)
is performed by solving the following problem
(P10): min
φ,α
α+
1
2ρ
‖φ−ψ‖22 + Re
{
λ
(
φ−ψ)}, (25a)
s.t. φHQkφ+ 2Re{qHk φ}+ dk ≤ α, ∀k ∈ K, (25b)
|φn| ≤ 1, ∀n ∈ N. (25c)
which is convex and can be numerically solved.
When φ and α are given, ψ is updated by solving the
following problem
(P11): min
ψ
1
2ρ
‖φ−ψ‖22 + Re
{
λH
(
φ−ψ)}, (26a)
s.t.|ψn| = 1, ∀n ∈ N. (26b)
Note the fact that the quadratic term in the objective
1/(2ρ)‖ψ‖22 = N/(2ρ) when ψ has unit modulus entries.
Hence the above problem (P11) is indeed reduced to
P(11)′ : max
|ψ|=1N
Re
{(
φ+ ρλ
)H
ψ
}
, (27)
whose maximum is attained when the elements of ψ are all
aligned with those of the linear coefficient (ρ−1φ+λ), i.e.
ψ⋆ = exp
{
j
(
φ+ ρλ)∠
}
. (28)
The inner layer alternatively updates
(
φ, α
)
and ψ until
convergence. For the outer layer of PDD procedure, exact one
of the two cases will occur in each iteration:
i) when the equality ψ = φ approximately holds, the
Lagrangian multiplier λ will be updated in the same way
as the standard ADMM method.
ii) alternatively, when the equality constraint φ = ψ is far
from “being true”, the penalty parameter ρ−1 will be
inflated, forcing the equality constraint φ = ψ to be
approached in the subsequent iterations.
The PDD-based algorithm to update φ is summarized
in Algorithm 1 and the whole procedure to determine the
feasibility (P2) is summarzied in Algorithm 2, where {ηk}
is a parameter sequence converging to 0 and c is a positive
constant smaller 1. It should be noted that in the scenario when
MUs work in a non-cooperative manner for power allocation,
Algorithm 2 still works by just omitting the power update (step
4).
Remark III.1. In Algorithm 2, the update of φ (step 5) is
done via invoking the PDD algorithm shown in Algorithm 1.
In fact, as an alternative of the PDD method, the update of
φ (i.e. solving (P8)) can also be obtained by the neADMM
method, which will be elaborated in Section IV. The specific
procedure utilizing neADMM to solve (P8) is analogous to
the one applied to (P14) as explained in Section IV. Details
are omitted for brevity. In Section V, both the PDD-based and
neADMM-based feasibility detection algorithms are testified
and compared. More details could be found in Section V.
About the aforementioned PDD method, we have the fol-
lowing result on its convergence, which is proved in Ap-
pendix B:
6Algorithm 1: PDD-based Method to Solve (P8)
1: initialize α(0), φ(0), ψ(0), λ(0), ρ(0) and k = 1;
2: repeat
3: set φ(k−1,0) :=φ(k−1), ψ(k−1,0) :=ψ(k−1), α(k−1,0) :=α(k−1),
t=0;
4: repeat
5: update
(
φ(k−1,t+1), α(k−1,t+1)
)
by solving (P10);
6: update ψ(k−1,t+1) by (28); t++;
7: until convergence
8: set φ(k) := φ(k−1,∞), ψ(k) := ψ(k−1,∞), α(k) := α(k−1,∞);
9: if ‖φ(k) −ψ(k)‖∞ ≤ ηk then
10: λ(k+1) := λ(k) + 1
ρ(k)
(
φ(k) −ψ(k)), ρ(k+1) := ρ(k);
11: else
12: λ(k+1) := λ(k), ρ(k+1) := c · ρ(k);
13: end if
14: k + +;
15: until convergence
Theorem 1. Assume that in Algorithm 1,
(
φ(k),ψ(k), α(k)
)
is obtained as a limit point of the sequence(
φ(k,t),ψ(k,t), α(k,t)
)∞
t=1
, ∀k ∈ {1, 2, · · · }. Under the
assumption that
[
1
ρ(k)
(
φ(k)−ψ(k))+λ(k)] is bounded, any
limit point of the sequence {(φ(k),ψ(k), α(k))} is a KKT-point
of (P8).
Remark III.2. Our convergence result in Theorem 1 is
inspired by the proof presented in the seminal work [22].
However, it is worth noting that our problem, compared to
the one in [22], has remarkable difference in several aspects.
First, our ψ has nonconvex constraint, which is more compli-
cated than the consideration in [22] that the corresponding
variable (y in [22]) is unconstrained. Second, [22] makes the
assumption that the inner-layer of PDD provides a solution
converging to its optimality condition in the limit. Here in our
case, we actually explicitly prove this is truly the fact for our
specific 2-block BCD procedure. Additionally, [22] assumes
the regularity (Robinson’s) condition in their original proof,
which is a stronger assumption since it implies the bound-
edness of the Lagrangian multipliers. Regularity condition is
generally difficult to explicitly verify, which is just the case for
our problem. Comparatively, we makes the weaker assumption
that the Lagrangian multipliers are bounded, which is always
true according to our observation in numerical experiments.
IV. MINIMUM SINR MAXIMIZATION
In this section we study the original problem (P1) proposed
at the beginning of this paper. Based on the discussion of the
last section, we now assume that the Problem (P1) is feasible.
Noticing the receive SINR at the k-th MU in (6) is rather
complicated to handle, we first simplify the problem (P1). Via
the multidimentional quadratic transform proposed in [25], the
receive SINR in (6) can be rewritten as
γ˜k(φ, q) =
(√
qkhk
)H
W−1k
(√
qkhk
)
= max
yk
{
2Re
{√
qky
H
k hk
}− yHk Wkyk}. (29)
Algorithm 2: Feasibility Check Algorithm
1: Randomly initialize φ
(0)
n = ejθn with θn uniformly
distributed in [0, 2π) respectively, ∀n ∈ N; randomly
choose q
(0)
k ∈ (0, Pk], ∀k ∈ K; initialize {w(0)k } via
(14), set α(0) := maxk εk(φ
(0), q
(0)
k ,w
(0)
k );
2: repeat
3: update w
(t+1)
k via (14);
4: update α(t+1) and q(t+1) by solving (P6);
5: update α(t+1) and φ(t+1) by invoking Alg.1;
6: t++;
7: until convergence or α(t) ≤ 1
8: if α(t) <= 1 then
9: claim Feasible,
(
φ(t), q(t)
)
is a feasible solution;
10: else
11: claim Infeasible;
12: end if
The above inequality can be readily verified by noticing that
the objective in the maximization in (29) is concave with
respect to yk and its maximum is obtained when
y⋆k =
√
q
k
W−1k hk. (30)
Therefore the SINR max-min problem in (P1) can be
equivalently written as
min
{yk},q,φ,γ
− γ (31a)
2Re
{
yHk hk
}− yHk Wkyk ≥ γ, ∀k ∈ K, (31b)
2Re
{
yHk hk
}− yHk Wkyk ≥ erk−1, ∀k ∈ K, (31c)
qk ≤ Pk, ∀k ∈ K, (31d)
|φn| = 1, ∀n ∈ N. (31e)
By further introducing auxiliary variables β defined as β ,
[β1, · · · , βK ]T , with each βk corresponding to the maximum
of the receive SINR γk and its rate requirement e
rk −1 of
the k-th MU, the formulation can be further simplified via
reducing the number of quadratic (SOCP) constraints by half,
(P12): min
φ,{yk},q,β,γ
−γ (32a)
s.t. yHk Wkyk−2Re
{
yHk hk
}
+βk ≤ 0, ∀k ∈ K, (32b)
βk ≥ γ, ∀k ∈ K, (32c)
βk ≥ erk−1, ∀k ∈ K, (32d)
qk ≤ Pk, ∀k ∈ K, (32e)
|φn| = 1, ∀n ∈ N. (32f)
To solve (P12), we still apply BCD method. The alternative
updating steps are given as follows. When
(
φ, q,β, γ
)
are
given, yk can be obtained in a closed form according to
(30). When
(
φ, {yk}
)
are fixed, we introduce intermediate
variables p , [p1, · · · , pK ] with pk , √qk. Then the update
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(
β, q, γ
)
is equivalent to solving the following convex
problem
(P13): min
β,p≥0,γ
−γ (33a)
s.t.
∑
j 6=k
a˜k,jp
2
j + b˜kpk + c˜k + βk ≤ 0, ∀k ∈ K, (33b)
βk ≥ γ, ∀k ∈ K, (33c)
βk ≥ erk−1, ∀k ∈ K, (33d)
0 ≤ pk ≤
√
P k, ∀k ∈ K, (33e)
with the parameters {a˜k,j}, {b˜k} and {c˜k} defined as follows:
a˜k,j , |yHk hj |2, b˜k , −2Re{yHk hk}, c˜k , σ2‖yk‖22. (34)
The corresponding update of qk is given as the qk = p
⋆2
k with
{p⋆k} being the optimal solution to (P13).
When
({yk}, q) are fixed, the update of (β, γ) is to solve
the following optimization problem
(P14): min
φ,β,γ
−γ (35a)
s.t.φHSkφ+ 2Re
{
sHk φ
}
+ sk + βk ≤ 0, ∀k ∈ K, (35b)
βk ≥ γ, ∀k ∈ K, (35c)
βk ≥ erk−1, ∀k ∈ K, (35d)
|φn| = 1, ∀n ∈ N. (35e)
with the parameters defined as follows:
Sk ,
∑
j 6=k
qjF
H
r,jyky
H
k Fr,j , ∀k ∈ K, (36a)
sk ,
∑
j 6=k
qj
(
hHd,jyk
)∗
FHr,jyk −
√
qkF
H
r,kyk, ∀k ∈ K, (36b)
sk , σ
2‖yk‖22 +
∑
j 6=k
qj |hHd,jyk|2 − 2Re
{√
qky
H
k hd,k
}
. (36c)
To attack the problem (P14), one option is to utilize the
PDD method, just as what is done in the last section. Here we
employ another novel methodology. Very recently, [30] has
proposed a novel framework to handle the problem having
nonlinear equality constraints. Specifically, consider the class
of problem as follows [30]
min
x1,x2
F1(x1) + F2(x2), (37a)
s.t. f1(x1) + f2(x2) = 0, (37b)
where F1(x1) and F2(x1) are convex functions and f1(x1)
and f2(x2) are high-dimensional nonlinear functions. To solve
the above nonlinear equality constrained problem, [30] studies
its augmented Lagrangian defined as follows
L(x1,x2, z)=F1(x1)+F2(x2)+y
T
(
f1(x1)+f2(x2)
)
(38)
and proposes a framework to minimize L(x1,x2, z) as shown
in Alg.3.
Algorithm 3: neADMM Framework
1: Initialize x1, x2, z, t = 0;
2: repeat
3: Update x
(t+1)
1 := argminx1L(x1,x
(t)
2 , z
(t));
4: Update x
(t+1)
2 := argminx2L(x
(t+1)
1 ,x2, z
(t));
5: Update z(t+1):=z(t)+ρ
(
f1(x
(t+1)
1 )+f2(x
(t+1)
2 )
)
, t++;
6: until convergence
Here we adopt the novel neADMM to solve (P14). Towards
this goal, we first introduce the auxiliary variable ψ to
decouple constraints as follows
(P15): min
φ,ψ,β,γ
−γ (39a)
s.t.φHSkφ+ 2Re
{
sHk φ
}
+ sk + βk ≤ 0, ∀k ∈ K, (39b)
βk ≥ γ, ∀k ∈ K, (39c)
βk ≥ erk−1, ∀k ∈ K, (39d)
φ = ψ, (39e)
|φ| = 1N . (39f)
To accommodate the neADMM method, we identify the
variables x1 , [φ
T ,βT , γ]T and x2 , ψ in (37). Besides, the
objective F1(x1) and F2(x2) and constraint f1(x1) ∈ R2N
and f2(x2) ∈ R2N in (37) are defined as follows:
F1(φ,β, γ) , −γ, F2(ψ) , 0, (40a)
f1,n(φ,β, γ) =
{ −φn, ∀n ∈ {1, · · · , N},
0, ∀n ∈ {N + 1, 2N}, (40b)
f2,n(ψ) =
{
ψn, ∀n ∈ {1, · · · , N},
|ψn| − 1, ∀n ∈ {N + 1, 2N}. (40c)
Then the augmented Lagrangian cost function is defined as
L(φ,β, γ, z1, z2) , −γ + ρ/2
∥∥|ψ| − 1N + ρ−1z1∥∥22
+ ρ/2
∥∥ψ − φ+ ρ−1z2∥∥22, (41)
with z1 and z2 being Lagrangian multipliers associated with
the constraints (39f) and (39e), respectively.
Following the previous exposition, we proceed to elaborate
the update steps to minimize L(·). The update of (φ,β, γ)
can be done by solving the subsequent convex problem:
(P16): min
φ,β,γ
−γ + ρ
2
∥∥ψ − φ+ ρ−1z2∥∥22 (42a)
s.t. φHSkφ+ 2Re
{
sHk φ
}
+ sk + βk ≤ 0, ∀k ∈ K, (42b)
βk ≥ γ, ∀k ∈ K, (42c)
βk ≥ erk−1, ∀k ∈ K. (42d)
To update ψ, we need to solve the following problem:
(P17): min
ψ
∥∥ψ−φ+ρ−1z2∥∥22 + ∥∥|ψ|−1N+ρ−1z1∥∥22. (43)
The problem (P17), although having no constraints, is a non-
convex problem. Fortunately, it has an analytic solution as
stated in the following lemma, whose proof can be found in
Appendix C:
8Algorithm 4: Solving (P1)
1: Invoke Alg. 2 to obtain a feasible (φ(0), q(0)); t = 0;
2: Initialize {y(0)k } via (30);
3: repeat
4: Update {y(t+1)k } by (30);
5: Update
(
q(t+1),β(t+1), γ(t+1)
)
solving (P12);u = 0;
6: set φ(t,0) = φ(t), β(t,0) := β(t+1), γ(t,0) := γ(t+1);
7: repeat
8: update
(
φ(t,u),β(t,u), γ(t,u)
)
by solving (P16);
9: update ψ(u) by Lemma.2;
10: update z
(u)
1 and z
(u)
2 by (46); u++;
11: until ‖ψ(u)−1N‖∞<δ1 && ‖ψ(t,u)−φ(u)‖∞<δ2
12: φ(t+1) :=φ(t,∞), β(t+1) :=β(t,∞);
13: γ(t+1) :=γ(t,∞); t++;
14: until convergence
MU1 MU2 MU3 MU4
50m
2m
2m 2m 2m
Fig. 2: Simulation setup.
Lemma 2. The optimal solution ψ⋆ to (P17), with ψ⋆i being
its i-th entry, is given as follows
ψ⋆i =
si
2− ti/|ψ⋆i |
, ∀i ∈ N, (44)
where si , φi − ρ−1z2,i, ti , Re{1− ρ−1z1,i} and the value
of |ψ⋆i | can be determined by solving the following equation∣∣2|ψ⋆i | − ti∣∣ = |si|. (45)
The update of z1 and z2 is given as follows
z
(t+1)
1 = z
(t)
1 + ρ
(∣∣ψ(t+1)∣∣− 1N) (46a)
z
(t+1)
2 = z
(t)
2 + ρ
(
ψ(t+1) − φ(t+1)). (46b)
The procedure to solve neADMM is summarized in Alg.4.
Remark IV.1. In Algorithm 4, the update of φ (step 8-10) is
done via neADMM algorithm following the steps in Algorithm
3. Indeed, the neADMM algorithm can be substituted by
the PDD algorithm. In Section V, both the PDD-based and
neADMM-based SINR max-min algorithms’ performance are
presented.
V. NUMERICAL RESULTS
In this section, numerical results are presented to verify our
proposed algorithms. To this end, we adopt a similar system
setup as in [3]. As shown in Fig. 2, the system comprises one
AP with M = 4 antennas, 4 single-antenna mobile users and
one IRS. The number of reflecting elements N varies from 30
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Fig. 3: Iterative detecting the feasibility.
to 120. The distance between the AP and IRS is 50 meters
(m) and it is assumed that a line-of-sight (LoS) propagation
path between them exists. The 4 MUs are located in a row
parallel to the AP-IRS line and with a 2m spacing between
the adjacent peers. Signals emitting from MUs to both the AP
and the IRS experience 10dB penetration loss, independent
Rayleigh fading and the pathloss exponent of 3. The noise
has -180dBm/Hz and the channel bandwidth is 100KHz, so
σ2 = 10−13mW. We set the transmission power of each MU
as 10dBm and 5dBm for the feasibility detection and the
min-SINR maximization problem, respectively. Besides, it is
assumed that the antenna gain of both the AP and MUs is
0dBi and that of each reflecting element at the IRS is 5dBi.
Fig. 3 illustrates the iterative behaviors of PDD, neADMM
and SDR algorithms in detecting the system feasibility. In
the left figure, objective itineraries generated by PDD and
neADMM algorithms associated with various channel realiza-
tions are presented. In the experiment, the PDD and neADMM
algorithms always start from identical initial point for each
specific channel sample. It can be observed that the PDD and
neADMM algorithm appear to exhibit concerted improvement
in each iteration. Usually the proposed algorithms is able
to converge within a hundred iterations. In the right half
of Fig. 3, we compare our proposed two algorithms with
the classical SDR method in [4]. In our simulation, 10000
Gaussian samples are generated to recover rank-1 solution.
As shown in the figure, the SDR method loses its power
in detecting feasibility. The issue lies in that the element-
wise normalization is performed to the Gaussian samples
to obtain unit-modulus solution [4]. This operation in fact
destroys the optimal solution structure obtained from the
semidefinite programming (SDP), which severely deteriorates
the objective value and renders the objective itineraries to be a
random sequence. In our experiments, SDR generally does not
converge for feasibility detection for any channel realizations.
Next we examine the convergence characteristics of our
proposed algorithms. First, the left part of Fig. 4 shows
the impact of parameter c on the convergence rate of PDD
algorithm. Recall that the parameter c is utilized to adjust
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penalty coefficient in step 12 of Alg.1. Generally speaking,
the lower value c takes, the faster the algorithm will converge,
as shown in the figure. At the same time, however, when c
is larger, the penalty parameter inflates more smoothly and
consequently the whole procedure presents more descent in the
objective value. In practice, the value from the range [0.8, 0.9]
is usually a well-balanced choice for c. For the neADMM
algorithm, the impact of the penalty coefficient ρ on the its
convergence is illustrated in the right part of Alg.4. When ρ
is too small or too large, the convergence of the algorithm
will be slow. For the feasibility detection problem, a value
from 2 to 8 is usually an appropriate choice for ρ to yield fast
convergence to a satisfactory precision.
We proceed to compare the standard ADMM (stdADMM)
and the novel neADMM algorithms. In Fig. 5, we present the
convergence behaviors of these two peers with the penalty
coefficient ρ ranging from 0.02 to 20. The two counterpart
algorithm solve the same problem and are fed with identical
starting point. As shown in Fig. 5, stdADMM and neADMM
generally have the same convergence rate (the slope) in long
run in most test cases. However one remarkable advantage of
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neADMM is that it usually exhibits higher precision in the
first several tens of iterations, during which the algorithm can
usually reach a precision of 10−3 to 10−4, which is indeed a
rather satisfactory precision in practice. Therefore neADMM
is more preferable to the classical stdADMM.
Fig. 6 demonstrates the iterative behaviors of PDD and
neADMM to solve the min-SINR maximization problem.
For verification, we test different channel realizations. For
each given channel realization, the two peer algorithms start
from the same feasible initial point. Interestingly, for SINR
optimization, the convergent behaviors of PDD and neADMM
are not always identical, which is unlike the feasibility de-
tection scenario. In some cases, the PDD algorithms tend
to converge faster than the neADMM. At the same time,
we also observe that in all test cases, the two algorithms
always present nearly identical objective values after reaching
convergence. Generally 80-100 iterations are sufficient for the
two algorithms to reach convergence.
We continue to study the convergence characteristics of
our proposed algorithms. First, the left part of Fig. 7 shows
the impact of parameter c on the convergence rate of PDD
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algorithm. Still, as in the feasibility detection case, suitable
values of c should be in the range of [0.8, 0.9]. For the
neADMM algorithm, the convergence behaviors associated
with various coefficient ρ are depicted in the right half of
Alg.4. The value of ρ should not be too large, although
the convergence rate associated with large ρ appears high.
In fact when ρ is large, the neADMM algorithm gets stuck
quickly and the objective usually does not exhibit sufficient
improvement. Generally speaking, a value from 20 to 100 is
appropriate for ρ.
Fig. 8 illustrates the impact of IRS on feasibility. Here,
taking into account of fairness, we just assume that all
information rate requirement of all MUs are identical. Then
for each specific value of rate requirement and N (as shown
in the horizontal axis in the figure), we randomly generate
200 channel realizations. For each channel realization, we
invoke the Alg.2 to jointly optimize power and IRS trying
to find a feasible solution. We calculate the feasibility rate,
which is defined as the percentage of the channel realizations
whose feasible solution can be found, and present it in the
plot. At the same time, to serve as a benchmark, we also
provide the feasibility rate corresponding to the no-IRS case.
As can be seen from Fig. 8, the presence of IRS significantly
improves the feasibility of the system. Besides, the feasibility
rate increases when the of number of IRS elements grows.
Finally, Fig.9 illustrates the significance of IRS in en-
hancing the min-SINR performance of the system. In the
experiment, we set the uniform rate requirement of all MUs
as 2.0 Nats/s/channel-use. For each specific number of IRS
elements (N ), 510 random channels are generated and Alg.4
is performed to optimize the min-SINR. For comparison, we
also present min-SINR associated with the random-phase IRS
and non-IRS cases. As shown in Fig.9, the benefit of IRS is
obvious. A gain of 6 to 7dB in min-SINR can be obtained via
optimizing IRS. Besides, as expected, the IRS gain increases
when when it has more reflecting elements.
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VI. CONCLUSION
In this paper we perform a comprehensive research on the
SINR maximization problem in an IRS-aided multi-user MISO
uplink wireless network with individual rate constraints. We
first study the feasibility problem when IRS is introduced
into the network and provide a new sufficient condition
ensuring that arbitrary set of information rate constraints can
be satisfied. Besides, we propose two new algorithms— the
PDD and neADMM methods to solve the feasibility check
and SINR maximization problems. These two novel methods
are especially suitable to solve the IRS optimization problem
when other additional constraints are imposed. Convergence
characteristic and analytic solutions of our newly designed
algorithms are carefully discussed. Extensive numerical results
are presented to demonstrate our proposed algorithms.
APPENDIX
A. Proof of Lemma 1
Proof. Assume that the nonzero singular values of an arbitrary
matrix A is σ1(A) ≥ · · · ≥ σr(A), with r being the rank
of A, Then according to relation between singular value
decomposition and low rank approximation [29], for any
k < r, we have
σk+1(A) = min
rank(B)=k
‖A−B‖2, (47)
Due to the rank assumption rank(Hd) = K . Define ∆ ,
GΦHr. We prove that rank(H) = K by contradiction. If
rank(H) = rank(Hd+∆) = r < K , then according to the
relation in (47), we have
‖∆‖2 = ‖Hd −
(
Hd +∆
)‖2 (48)
≥ min
rank(B)=r
‖Hd −B‖2 = σr+1
(
Hd
) ≥ σmin(Hd).
At the same time, however, by property of matrix norm we
have
‖∆‖2 = ‖GΦHr‖2 ≤ ‖G‖2‖Φ‖2‖Hr‖2 (49)
(a)
= σmax(G) · σmax(Hr) < σK(Hd),
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where the step (a) utilizes the fact that ‖Φ‖2 = 1 and the last
inequality follows the assumption of the lemma. Combining
(48) and (49), a contradiction has been reached. Therefore we
conclude rank(H) = K , i.e. the effective channel H is full
rank. Invoking Theorem 3.1 of [14], the assertion in the lemma
is proved.
B. Proof of Theorem 1
Proof. For simplicity, define gk(ψ, α) , φ
HQkφ +
2Re{qHk φ}+ dk − α, ∀k ∈ K and rewrite the constraints
(23b) as gk(ψ, α) ≤ 0, ∀k ∈ K. Besides, denote the manifold
M , {ψ s.t. |ψ| = 1N}.
Since {φ(k)} is bounded by the constraint (23e), and ψ
and α are actually updated via continuous function of φ (in
fact α is obtained by α = maxk∈K{φHQkφ+2Re{qHk φ}+
dk}, which is a continuous function in φ). Therefore there
exists limit point(s) of the solution iterates. Without loss of
generality, we just suppose that
(
φ(k),ψ(k), α(k)
)
is a limit
point, i.e.
(
φ(k),ψ(k), α(k)
)→ (φ,ψ, α).
For any k ∈ {1, 2, · · · }, assume that (φ(k),ψ(k), α(k)) is
limit of the convergent subsequence
(
φ(k,tj),ψ(k,tj), α(k,tj)
)
of
(
φ(k,t),ψ(k,t), α(k,t)
)
. Denote the objective function (P9)
is h(φ,ψ, α). Since the inner layer of Alg.1 is 2-block
BCD procedure, the objective sequence h(k,t) is decreasing,
bounded from below and consequently convergent. Suppose
that (by possibly restricting to a subsequence) ψ(k,tj−1) → ψ̂.
Since ψ(k,tj) = argminψ∈Mh(φ
(k,tj),ψ, α(k,tj)), so
h(φ(k,tj),ψ(k,tj), α(k,tj)) ≤ h(φ(k,tj),ψ, α(k,tj)), ∀ψ ∈M.
Taking j →∞ in the above inequality, we obtain
h(φ(k),ψ(k), α(k)) ≤ h(φ(k),ψ, α(k)), ∀ψ ∈M.
Hence ψ(k) is the optimal solution to the problem
minψ∈M h(φ
(k),ψ, α(k)). At the same time, note that the
objective sequence {h(k,t)}∞t=1 converges, we have
h(φ(k),ψ(k), α(k)) = h(φ(k), ψ̂, α(k)). (50)
Therefore ψ̂ is also an optimal solution to the problem
minψ∈M h(φ
(k),ψ, α(k)). However noticing the fact that this
optimization problem has unique solution (recall the argument
obtaining (28)), we conclude ψ(k) = ψ̂.
Note that (φ(k,tj), α(k,tj)) is the solution to the prob-
lem mingi(φ,α)≤0,|φ|≤1N h(φ,ψ
(k,tj−1), α). Also note that
the problem mingi(φ,α)≤0,|φ|≤1N h(φ,ψ
(k,tj−1), α) satisfies
Slater’s condition (since φ can be chosen suficiently small
and α can be chosen sufficiently large) and therefore it
satisfies Robinson’s condition (Sec.V.A in [22]). According
to Lemma 3.26 of [36], the Lagrangian multipliers ν(k,tj)
and ̟(k,tj) are bounded. By checking its KKT condition
of the problem mingi(φ,α)≤0,|φ|≤1N h(φ,ψ
(k,tj−1), α), taking
the limit j → ∞, substituting ψ̂ with ψ(k) in the limit and
restricting to a subsequence of {ν(k,tj)} and {̟(k,tj)}, we
obtain the KKT conditions at (φ(k),ψ(k), α(k)) as follows:
1
2ρ(k)
(
φ(k)−ψ(k))+1
2
λ(k)+
∑
i∈K
ν
(k)
i
∂gi
∂φ(k)∗
(51a)
+
∑
n∈N
̟(k)n
∂|φ(k)n |
∂φ(k)∗
= 0,
1−
∑
i∈K
ν
(k)
i = 0, (51b)
gi(φ
(k),α(k)) ≤ 0, ν(k)i gi(φ(k),α(k))=0, ν(k)i ≥0, ∀i, (51c)
|φ(k)n | ≤ 1, ̟(k)n (|φ(k)n |−1) = 0, ̟(k)n ≥ 0, ∀n ∈ N. (51d)
Denote µ(k) , 1
ρ(k)
(
φ(k) − ψ(k)) + λ(k). By assumption
µ(k) is bounded. Therefore by taking k → ∞ and restricting
to a subsequence of {ν(k)} and {̟(k)}, we obtain
∂
∂φ¯∗
Re
{
µ¯H
(
φ¯−ψ¯)}+∑
i∈K
ν¯i
∂gi
∂φ¯∗
+
∑
n∈N
¯̟ n
∂
∂φ¯∗
(|φ¯(k)n | − 1) = 0, (52a)
1−
∑
i∈K
ν¯i = 0, (52b)
gi(φ¯, α¯) ≤ 0, ν¯igi(φ¯, α¯) = 0, ν¯i ≥ 0, ∀i ∈ K, (52c)
|φ¯n| ≤ 1, ¯̟ n(|φ¯n|−1) = 0, ¯̟ n ≥ 0, ∀n ∈ N. (52d)
Besides, by assumption, µ(k) is bounded and therefore λ(k)
is bounded. According to steps 9-13 of Alg.1, at least one
of the two possible cases is performed infinitely many times.
That is—either i): ρ(k) → 0 with (µ(k)−λ(k)) bounded, or ii):
(µ(k)−λ(k))→ 0 with ρ(k) bounded. Hence we always have
φ(k) −ψ(k) = ρ(k)(µ(k) − λ(k))→ 0. (53)
Notice that {µ(k)} is bounded. Then taking k to infinity and
restricting to a subsequence of {µ(k)}, we obtain
φ¯−ψ¯=0,Re{µ¯∗◦(φ¯−ψ¯)}=0,Re{µ¯◦(φ¯−ψ¯)}=0, (54)
where the notation “◦” means element-wise production.
At the same time, when
(
φ(k,tj), α(k,tj)
)
are given, ψ is
updated by solving P(11)′. According to previous discussion,
the ψ(k,tj) is an optimal solution to P(11)′ if and only if it is
optimal to P(11), whose KKT condition reads
− 1
2ρ(k)
(
φ(k,tj)−ψ(k,tj))− 1
2
λ(k) (55a)
+
∑
n∈N
ξ(k,tj)n
∂
∂ψ(k,tj)∗
(
|ψ(k)n |−1
)
= 0,
ξ(k,tj) ◦ (|ψ(k,tj)−1N |) = 0, ψ(k,tj) = 1N . (55b)
In fact, by (55a) we can obtain
ξ(k,tj)=
(
ψ(k,tj)
)
−1◦[(ρ(k))−1(φ(k,tj)−ψ(k,tj))+λ(k)], (56)
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which is a continuous function in φ(k,tj) and ψ(k,tj). By firstly
taking j →∞, then k →∞ and restricting to a subsequence
of {ξ(k)}, we obtain
∂
∂ψ¯∗
Re
{
µ¯H
(
φ¯−ψ¯)}+ ∑
n∈N
ξ¯n
∂
∂ψ¯∗
(
|ψ¯n|−1
)
= 0. (57a)
ξ¯ ◦ (|ψ¯ − 1N |) = 0, ψ¯ = 1N . (57b)
Combining the equations (52), (54) and (57), we actually find
the Lagrangian multipliers (ν,̟,µ, ξ) satisfying the exact
KKT conditions of (P8), with the complex vector µ¯ being the
Lagrangian multipliers associated with the equality constraint
(23c). The proof is complete.
C. Proof of Lemma 2
Proof. First, it can be readily recognized that the problem
(P17) can be decomposed into N independent separate sub-
problems with each problem dealing with only the i-th entry
ψi of ψ, ∀i ∈ N, which is given as
(P17i) : min
ψi
∣∣ψi−φi+ρ−1z2,i∣∣2 + ∣∣|ψi|−1+ρ−1z1,i∣∣2 (58)
After some manipulation, the above problem can be rewrit-
ten as follows
(P18i) : min
ψi
2|ψi|2 − 2Re{ψ∗i si} − 2ti|ψi| , g(ψi, ψ∗i ). (59)
with the coefficients si and ti defined as
si , φi − ρ−1z2,i, ti , Re{1− ρ−1z1,i} (60)
According to Weierstrass’ Theorem (Proposition 2.1.1 [34]),
since the objective of (P18i) is proper, continuous (and conse-
quently closed ) and coercive, its minima exists. Therefore, by
optimality condition, the minima ψ⋆i of (P18i) should satisfy
∂g
∂(ψ⋆
i
)∗ = 0.
Besides, utilizing the chain rule for differential and noticing
the face that
d|ψi| = d
(√|ψi|2) = 1
2|ψi|d
(|ψi|2) (61a)
=
1
2|ψi|
(
ψidψ
∗
i + ψ
∗
i dψi
)
, (61b)
we readily obtain that
∂
∣∣ψi∣∣
∂ψ∗i
=
1
2
∣∣ψi∣∣ψi,
∂
∣∣ψi∣∣
∂ψi
=
1
2
∣∣ψi∣∣ψ∗i . (62)
Utilizing the (62), the condition ∂g
∂(ψ⋆
i
)∗ = 0 reads as follows
2ψ⋆i − si −
ti∣∣ψ⋆i ∣∣ψ⋆i = 0, (63)
which implies
ψ⋆i =
si
2− ti/
∣∣ψ⋆i ∣∣ (64)
Notice that ψ⋆i can be determined by (64) only if the
∣∣ψ⋆i ∣∣
in the right hand side is known. To evaluate
∣∣ψ⋆i ∣∣, we take
modulus of both sides of (64) and obtain:∣∣2|ψ⋆i | − ti∣∣ = ∣∣si∣∣. (65)
Therefore the
∣∣ψ⋆i ∣∣ can be obtained as follows:∣∣ψ⋆i ∣∣ = 12(ti ± |si|). (66)
It is worth noting that we can obtain two possible values
of
∣∣ψ⋆i ∣∣ by (66). According the previous discussion, since the
true optimal solution ψ⋆i is always a solution to (64), therefore,
at least one value of
∣∣ψ⋆i ∣∣ in (66) is non-negative. Then the
determination of
∣∣ψ⋆i ∣∣ and ψ⋆i is analyzed in the subsequent
three cases:
C1) if only one value (i.e. ti + |si|) of
∣∣ψ⋆i ∣∣ given by (66) is
positive, then it is indeed the modulus of real optimal ψ⋆i .
Substituting it back to (66) we can determine the optimal
ψ⋆i .
C2) if both values of
∣∣ψ⋆i ∣∣ given by (66) are positive, by
substituting them back to (66) we can obtain two candi-
dates of ψ⋆i . Then we verify whether the modulus of the
two candidates coincide with the their associated modulus
value given in (66). If one candidate fails the verification,
the other candidate is the true value of ψ⋆i .
C3) if both candidates obtained in C2) are feasible, then
we choose the ψ⋆i giving the smaller objective value of
(P18i).
The assertion has been proved.
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