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A LICHNEROWICZ VANISHING THEOREM FOR THE
MAXIMAL ROE ALGEBRA
HAO GUO, ZHIZHANG XIE, AND GUOLIANG YU
Abstract. We show that if a discrete group acts properly and
isometrically on a spin manifold of bounded geometry with a uni-
formly positive scalar curvature metric, then the maximal equi-
variant index of the Dirac operator vanishes in K-theory of the
maximal equivariant Roe algebra. Here the action of the group is
not assumed to be cocompact. A key step of our argument is to
establish a functional calculus for the Dirac operator in the max-
imal equivariant uniform Roe algebra. This allows us to prove
the vanishing of the index of the Dirac operator in K-theory of
the maximal equivariant uniform Roe algebra. As the maximal
equivariant uniform Roe algebra is a subalgebra of the maximal
equivariant Roe algebra, we obtain that the maximal equivariant
index of the Dirac operator vanishes in K-theory of the maximal
equivariant Roe algebra.
1. Introduction
Let (M, g) be an n-dimensional, complete Riemannian manifold and
Γ a discrete group acting properly on M by isometries. Suppose also
that M has a Γ-equivariant spin structure, and denote the accompa-
nying spinor bundle and Dirac operator respectively by S and D.
We shall assume throughout this paper that M has bounded geome-
try, meaning that it has positive injectivity radius, and that the curva-
ture tensor and all of its covariant derivatives are uniformly bounded.
In [4], an index of D was defined that takes values in the K-theory of
the maximal equivariant Roe algebra, K∗(C
∗
max(M)
Γ). This index was
applied by Chang, Weinberger, and Yu in the recent paper [2] to estab-
lish a new index theory for non-compact manifolds. In doing so, they
used that this maximal index vanishes when (M, g) has uniformly posi-
tive scalar curvature. One advantage of working with the maximal Roe
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algebra is that it offers better functoriality properties than its reduced
counterpart, making it in some cases more computable [7],[12],[13],[3].
It was subsequently pointed out in [10] that, as distinct from the
setting of the reduced Roe algebra, a Lichnerowicz-type argument for
vanishing of the maximal index needs to be carried out with care. This
is due to certain analytical difficulties associated with formulating a
functional calculus for D on the maximal Roe algebra.
The intention of the present paper is to give a rigorous proof that the
maximal index does indeed vanish in the presence of uniformly positive
scalar curvature. Thus our main result is:
Theorem 1.1. Let (Mn, g) be a complete Riemannian manifold with
bounded geometry and Γ a discrete group acting properly on M by
isometries. Suppose that M has a Γ-equivariant spin structure with
spin-Dirac operator D. Then if M has uniformly positive scalar cur-
vature,
indexmax(D) = 0 ∈ Kn(C
∗
max(M)
Γ).
Instead of working out a functional calculus for C∗max(M)
Γ directly,
our strategy is to utilize the maximal equivariant uniform Roe algebra
C∗max,u(M)
Γ, defined in section 2. We show that D can be viewed as
an operator on C∗max,u(M)
Γ, considered as a Hilbert module over itself.
The key technical step is:
Theorem 3.1. There exists a real number µ 6= 0 such that the opera-
tors
D ± µi : C∗max,u(M)
Γ → C∗max,u(M)
Γ
have dense range.
It follows that D is a regular, essentially self-adjoint operator, and so
it makes sense to talk about the functional calculus ofD on C∗max,u(M)
Γ.
From there, we prove that bounded transforms of D have the prop-
erties we expect, in particular that for a normalizing function χ, the
operator χ(D) is Fredholm in the sense of Hilbert modules and that
its index vanishes under the assumption that M has uniformly pos-
itive scalar curvature. The fact that C∗max,u(M)
Γ is a subalgebra of
C∗max(M)
Γ then allows us to deduce Theorem 1.1.
2. The Maximal Uniform Roe Algebra
Suppose we are in the geometric situation described in the introduc-
tion. We may assume that L2(S) is an ample module over M , in the
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sense that it is separable infinite-dimensional and no non-zero element
of C0(M) acts as a compact operator.
1
There is a natural ∗-representation of C0(M) on L
2(S) by pointwise
multiplication. This action extends uniquely to an action by the alge-
bra L∞(M) of bounded Borel functions on L2(S), characterized by the
property that for a uniformly bounded sequence in L∞(M) converging
pointwise, the corresponding operators on L2(S) converge strongly.
First let us recall the definition of the maximal equivariant Roe al-
gebra of M .
Definition 2.1. Let T be a bounded linear operator on L2(S). We
define
(i) the propagation of T to be
prop(T ) = sup{d(x, y) | (x, y) ∈ supp(T )},
where supp(T ) is the complement inM×M of the set of points
(x, y) for which there exist f, g ∈ C0(M) such that gTf = 0
and f(x) 6= 0 and g(y) 6= 0;
(ii) T to be locally compact if fT and Tf are elements of K(H) for
all f ∈ C0(M).
Definition 2.2. Denote by C[M ]Γ the ∗-algebra of all Γ-invariant,
locally compact operators on H with finite propagation. For each a ∈
C[M ]Γ, define
||a||max = sup
φ,H
{||φ(a)|| | φ : C[M ]Γ → B(H) is a ∗-representation}.
The maximal equivariant Roe algebra C∗max(M)
Γ is the completion2 of
C[M ]Γ in this norm.
Next, we define the maximal uniform equivariant Roe algebra of M .
The key point of this construction is to impose the condition that an
operator must be approximable on each local piece of the manifold by
finite-rank operators in such a way that is uniform with respect to the
position of the local piece of the manifold.
For this, as well as for calculations in ensuing sections, it will be
convenient for us to fix a discretization of L2(S), once and for all. Fix
a positive real number c. SinceM has bounded geometry, we can find a
countable subset Z that is c-dense3, uniformly discrete, and Γ-invariant.
Let r < inj(M, g) be a positive number such that for all x, y ∈ Z,
Br(x) ∩ Br(y) 6= ∅ =⇒ x = y.
1In general, a non-ample module can be made ample by tensoring with l2(N).
2The finiteness of the norm || · ||max can be seen from [4] Lemma 3.14.
3By this we mean that Bc(Z) =M .
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Taking mutually disjoint neighborhoods of elements in Z in a Γ-invariant
fashion, we can form a family F = {Mx | x ∈ Z} of subsets of M , with
diameters uniformly bounded by c, such that:
(i) Br(x) ⊆Mx for all x ∈ Z;
(ii) F is a measurable partition of M .
By identifying each restriction L2(S)|Mx with a fixed separable infinite-
dimensional Hilbert space H , we can identify L2(S) with l2(Z,H). Any
operator T ∈ B(L2(S)) can then be expressed uniquely as a Z × Z-
matrix with entries Txy, where x, y ∈ Z.
Definition 2.3. Let Cu[M ]
Γ denote the ∗-subalgebra of C[M ]Γ con-
sisting of all elements T that satisfy the following uniformity condition:
if we write T = (Txy) as above, then the set
{Txy | x, y ∈ Z} ⊆ K(H)
is compact in the norm topology on K(H).
Remark 2.4. Completing Cu[M ]
Γ in the operator norm gives the (re-
duced) uniform Roe algebra.
In order to define the maximal completion of Cu[M ]
Γ, we need to
prove that the norm of any T ∈ Cu[M ]
Γ in any ∗-representation is
finite. In fact, to prepare for our subsequent analysis in section 3, it is
useful to prove a more quantitative bound on this norm.
Let us write, for any p ≥ 0,
Vp := sup
x∈M
{vol Bp(x)} , Up := inf
x∈M
{vol Bp(x)} .
For any bounded operator T , define
CT := sup
x,y∈Z
‖Txy‖B(L2(S)) .
If T has finite propagation, define its matricial support and square
support respectively to be
matsupp(T ) := {(x, y) ∈ Z × Z | Txy 6= 0},
sqsupp(T ) :=
⋃
x,y∈Z
{Mx ×My ⊆M ×M | (x, y) ∈ matsupp(T )},
and let
WT,r :=
V 23prop(T )+2r + Ur · V3prop(T )+2r
U2r
.
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Lemma 2.5. Let φ : Cu[M ]
Γ → B(H ′) be a ∗-homomorphism, for H ′
a Hilbert space. Then for any T ∈ Cu[M ]
Γ, we have
‖φ(T )‖B(H′) ≤ CTWT,r,
where the constant r comes from the discretization chosen previously.
Proof. Let α = 3/2 · prop(T ). Since M has bounded geometry, there
exists an integer N such that for any x ∈ Z, the set B2α(x) ∩ Z has
cardinality at most N . One verifies directly that
N ≤
V2α+r
Ur
.
Similar to [4] Lemma 3.4, we can write Z as a disjoint union of Γ-
invariant sets Z1, Z2, . . . , ZN+1 with the property that if x, y ∈ Zi for
some i, then d(x, y) > 2α. Let
E = {(x, y) ∈ Z × Z | d(x, y) ≤ α}.
Write Ei = E∩(Zi×Z), and let x ∈ Zi. There are at most N elements
y ∈ Z such that (x, y) ∈ Ei. Thus we can decompose E as a disjoint
union
E =
N(N+1)⊔
i=1
Gi,
where each set Gi is Γ-invariant and contains at most one diagonal
orbit
Γ · (x, y) = {(gx, gy | g ∈ Γ)}, (x, y) ∈ Z × Z.
Observing that matsupp(T ) ⊆ E, we can now write
T =
N(N+1)∑
i=1
Ti, matsupp(T )i ⊆ Gi.
One verifies that the Γ-invariant operator T ∗i Ti has matricial support
on the diagonal of Z × Z and has norm at most CT . Using that the
norm of such a diagonal operator contracts under the ∗-homomorphism
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φ, we have:
‖φ(T )‖B(H′) ≤
N(N+1)∑
i=1
‖φ(Ti)‖B(H′)
≤
N(N+1)∑
i=1
‖φ(T ∗i Ti)‖
1/2
B(H′)
≤ CTN(N + 1)
≤ CT
V2α+r
Ur
(
V2α+r
Ur
+ 1
)
= CTWT,r,
as required. 
In particular, it follows that the norm of an operator T ∈ Cu[M ]
Γ
in any ∗-representation is finite, and so the following definition makes
sense.
Definition 2.6. For T ∈ Cu[M ]
Γ, let
||T ||max,u = sup
φ,H′
{
‖φ(T )‖B(H′) | φ : Cu[M ]
Γ → B(H ′) is a ∗-representation
}
.
The maximal uniform equivariant Roe algebra of M , C∗max,u(M)
Γ, is
the completion of Cu[M ]
Γ in the norm || · ||max,u.
We now introduce a useful equivalent definition of C∗max,u(M)
Γ in
terms of smooth, Γ-invariant Schwartz kernels.
Definition 2.7. A section k of S ⊠ S∗ has finite propagation if there
exists an R > 0 such that for all x, y ∈M ,
d(x, y) > R =⇒ k(x, y) = 0.
The infimum of such R is called the propagation of k, denoted by
prop(k).
We will use the notation C∞b to denote the bounded smooth func-
tions.
Definition 2.8. Let Su denote the ∗-subalgebra of operators B(L
2(S))
given by Schwartz kernels k ∈ C∞b (S ⊠ S
∗) that satisfy:
(i) prop(k) <∞;
(ii) k(x, y) = k(gx, gy) for all g ∈ Γ;
(iii) each covariant derivative of k(x, y) is uniformly bounded over
M .
A LICHNEROWICZ VANISHING THEOREM FOR THE MAXIMAL ROE ALGEBRA7
The next proposition shows that C∗max,u(M)
Γ can equivalently be
defined as the maximal completion of Su.
Proposition 2.9. Su is dense in Cu[M ]
Γ with respect to ‖·‖max,u.
Proof. Recall that, on a torus, a family {fi} of uniformly bounded
smooth functions with uniformly bounded derivative can be estimated
to within ǫ in ‖·‖∞ by exponential polynimals {pi} of degree at most
some Mǫ independent of i. Viewing an element of Su is a collection of
functions on tori with controlled geometry, one sees that Su ⊆ Cu[M ]
Γ.
To prove density, let Z be as in Lemma 2.5. Then any operator T
in Cu[M ]
Γ can be viewed as a matrix with entries Txy, where x, y ∈
Z. Each entry can be approximated by a sequence of smooth kernel
operators. By allowing the support of each entry to be slightly larger,
multiplying by a cutoff function, and adding up the entries, we obtain
a sequence (Si)i∈N ⊆ C
∞
b (S⊠S
∗) whose matrix entries approach those
of T uniformly in operator norm.
Further, by the uniformity condition on T , together with bounded ge-
ometry ofM , we may pick the sequence (Si) to have uniformly bounded
covariant derivative of every order, so that Si ∈ Su for each i ∈ N.
Now it follows in Lemma 2.5 that, for each i ∈ N and each ∗-
representation φ : Cu[M ]
Γ → B(H ′), we have
‖φ(T − Si)‖B(H′) ≤ CT−SiWT−Si,r,
where CT−Si = supx,y∈Z ‖Txy − Si,xy‖B(L2(S)), and WT−Si,r is bounded
above by a constant C that depends only on the propagation of T −Si.
Since prop(Si) can be made arbitrarily close to that of prop(T ), we
may take C to be independent of i. It follows that
lim
i→∞
‖φ(T − Si)‖B(H′) ≤ C limi→∞
CT−Si = 0.
By definition of ‖·‖max,u, we have
lim
i→∞
‖T − Si‖max,u = 0.

3. Regularity and Essential Self-adjointness
The key step to proving Theorem 1.1 is to obtain a Lichernowicz-
type vanishing theorem for the maximal uniform Roe algebra. To do
this, we establish a functional calculus for the unbounded operatorD in
the context of Hilbert modules. A reference for the background theory
used in this section is [6] chapter 10.
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We will view the C∗-algebra C∗max,u(M)
Γ as a right Hilbert module
over itself. The inner product and right action are given naturally
through multiplication: for a, b ∈ C∗max,u(M)
Γ,
〈a, b〉 = a∗b, a · b = ab,
where the adjoint is defined on the dense subalgebra Cu[M ] as for
bounded operators (and accordingly on the kernel algebra Su).
We first show that D can be viewed as an unbounded operator on
this Hilbert module. By Proposition 2.9, Su is dense in C
∗
max,u(M)
Γ.
Now the Dirac operator D acts naturally on smooth sections ofM×M
as follows: for each s ∈ Su, define Ds to be the section
(x, y) 7→ Dxs(x, y),
where Dx means the operator D acting on the x-coordinate. One veri-
fies easily that D is symmetric with respect to the inner product struc-
ture defined above. Furthermore, D preserves the space Su, hence it
makes sense to consider the operator
Dl : Su → Su
for each positive integer l. To be consistent with the usual notion
of an unbounded operator on a Hilbert module, we need to ensure
that the domain of Dl is a right C∗max,u(M)
Γ-module. To do this,
let (C∗max,u(M)
Γ)+ be the unitization of C∗max,u(M)
Γ. Then the right
ideal Su · (C
∗
max,u(M)
Γ)+ contains Su and admits a right action by
C∗max,u(M)
Γ. We can extend the action of Dl in a natural way to
Su · (C
∗
max,u(M)
Γ)+ by setting, for each a ∈ Su and b ∈ C
∗
max,u(M)
Γ,
Dl(a · b) := lim
n→∞
Dla · bn = (D
la) · b,
where bn is a sequence in Su converging to b.
Thus we obtain a family of densely defined unbounded C∗max,u(M)
Γ-
linear operators
Dl : C∗max,u(M)
Γ → C∗max,u(M)
Γ.
Note that the action of Dl on the domain Su · (C
∗
max,u(M)
Γ)+ is deter-
mined entirely by its action on Su, so in practice we can work just with
the dense subalgebra Su.
The key result of this section is:
Theorem 3.1. There exists a real number µ 6= 0 such that the opera-
tors
D ± µi : C∗max,u(M)
Γ → C∗max,u(M)
Γ
have dense range.
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Its proof uses a number of facts, which we now state. First is the
following standard volume estimate on manifolds with bounded Ricci
curvature.4
Lemma 3.2. There exist constants C1, C2 > 0 such that for any r ≥ 0,
sup
x∈M
{vol Br(x)} ≤ C1e
C2r.
Now let fµ : R → C be the function x 7→ (x + µi)
−1. Let Kfµ
denote the Schwartz kernel of the bounded operator fµ(D). Observe
that since Kfµ is pseudodifferential, it is smooth on the complement of
the diagonal. We have the following estimate on Kfµ:
Lemma 3.3. There exists a constant Cµ > 0 such that for all x, y ∈M
with d(x, y) ≥ 1, we have∥∥Kfµ(x, y)∥∥ ≤ Cµe−µ2 d(x,y),
where ‖·‖ denotes the fiberwise norm on S ⊠ S∗.
Proof. Choose a smooth real-valued function φ on R such that φ(ξ) = 1
if |ξ| ≥ 1 and φ(ξ) = 0 if |ξ| ≤ 1
2
. Let gµ be the function on R with
Fourier transform
ĝµ(ξ) = φ(ξ)f̂µ(ξ).
Note that gµ is of Schwartz class, since f̂µ(ξ) =
2πµ
i
e−µξ1(0,∞), where
1 is the indicator function. We first show that the operator gµ(D) is
given by a continuous Schwartz kernel Kgµ. By Lemma 3.5 of [14], it
suffices to prove that ∥∥Dlgµ(D)∥∥B(L2(S)) <∞
for all l ≤ 3
2
dimM +3. By the same lemma, this would imply that, for
all x, y ∈M ,∥∥Kgµ(x, y)∥∥ ≤ C · sup
l≤ 3
2
dimM+3
∥∥Dlgµ(D)∥∥B(L2(S))
for some constant C. By the Fourier inversion theorem, we have
gµ(D) =
1
2π
∫ ∞
−∞
ĝµ(ξ)e
iξDdξ.
4See Lemma 7.1.3 in [8].
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For a given l ≤ 3
2
dimM + 3, let ψl be the function on R given by
ψl(s) = s
lgµ(s). Then:∥∥Dlgµ(D)∥∥B(L2(S)) = ‖ψl(D)‖B(L2(S))
≤
1
2π
∫
|ξ|≥ 1
2
∣∣∣ψ̂l(ξ)∣∣∣ dξ
≤ C ′
l∑
j=0
∫
|ξ|≥ 1
2
∣∣∣f̂ (l−j)µ (ξ)∣∣∣ dξ
≤ C ′′e−
µ
2 ,
for some C ′, C ′′ > 0. In particular, for all x, y with d(x, y) ≥ 1, we
have ∥∥Kgµ(x, y)∥∥ ≤ Cµe−µ2 d(x,y)
for a constant Cµ. Now a standard finite-propagation argument for the
wave operator shows that Kfµ(x, y) = Kgµ(x, y) whenever d(x, y) ≥ 1,
and we conclude. 
Corollary 3.4. For any k ∈ Su, the Schwartz kernel (D + µi)
−1k
satisfies ∥∥(D + µi)−1k(x, y)∥∥ ≤ Cke−µ2 d(x,y),
for a constant Ck depending on k.
Proof. For any y ∈M , let
Ly = {z ∈M | k(z, y) 6= 0}.
Then supy∈M{diam(Ly)} ≤ prop(k). Since M has bounded geometry,
sup
y∈M
{vol(Ly)} ≤ C
′
k
for some constant C ′k. Let B1 be the set of (x, y) ∈ M × M with
d(x, y) < 1, and let Bc1 denote its complement. Let K<1 := Kfµ1B1 and
K≥1 := Kfµ1Bc1 . Thus Kfµ = K<1 +K≥1. We have, for all x, y ∈M ,∥∥∥∥∫
M
K≥1(x, z)k(z, y) dz
∥∥∥∥ ≤ ∫
Ly
‖K≥1(x, z)k(z, y)‖ dz
≤ Cµ
∫
Ly
e−
µ
2
(d(x,y)−d(z,y)) ‖k(z, y)‖ dz
≤ Cµe
−µ
2
d(x,y)
∫
Ly
e
µ
2
d(z,y) ‖k(z, y)‖ dz
≤ Cµe
−µ
2
d(x,y) · C ′ke
µ
2
prop(k) ‖k‖∞
= C ′′ke
−µ
2
d(x,y),
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for a new constant C ′′k . Now, we have∥∥∥∥∫
M
K<1(x, z)k(z, y) dz
∥∥∥∥ ≤ ∥∥(D + µi)−1k(x, y)∥∥+ ∥∥∥∥∫
M
K≥1(x, z)k(z, y) dz
∥∥∥∥
≤ C + C ′′k ,
for a constant C > 0 given by the Sobolev embedding theorem and
uniform boundedness of M . Also note that the support of the function
(x, y) 7→
∫
M
K<1(x, z)k(z, y) dz
is confined to a finite neighbourhood B of the diagonal. Hence
∥∥(D + µi)−1k(x, y)∥∥ ≤ ∥∥∥∥∫
M
K≥1(x, z)k(z, y) dz
∥∥∥∥+ (C + C ′′k )1B(x, y)
≤ Cke
−µ
2
d(x,y),
for some constant Ck > 0. 
Proof of Theorem 3.1. We will argue in the case of the operator D+µi,
with the case of D − µi being entirely analogous. Let k ∈ Su. Fix
a countable open cover M whose elements have uniformly bounded
diameter. Let {ρj}j∈N be a smooth partition of unity subordinate to
this cover. We can write
k(x, y) =
∑
j
ρj(x)k(x, y).
Note that the Schwartz kernel kj := (D+µi)
−1(ρjk) is smooth but may
not be compactly supported in M ×M . However, since it is compactly
supported in the y-direction, the sum
k˜(x, y) :=
∑
j
kj(x, y) = (D + µi)
−1k(x, y)
still makes sense at each point (x, y) ∈ M × M and moreover is Γ-
invariant. We now show that k˜ ∈ C∗max,u(M)
Γ.
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First, we claim that k˜ defines a bounded integral operator Tk˜ on
L2(S). Indeed, for any f ∈ L2(S), we have, by Corollary 3.4:
‖Tk˜f‖
2
2 =
∫
M
∥∥∥∥∫
M
k˜(x, y)f(y) dy
∥∥∥∥2 dx
≤
∫
M
(∫
M
Cke
−µ
2
d(x,y) ‖f(y)‖ dy
)2
dx
=
∫
M
(∫
M
(
Cke
−µ
2
d(x,y) ‖f(y)‖2
) 1
2
(
Cke
−µ
2
d(x,y)
) 1
2
dy
)2
dx
≤
∫
M
∥∥∥∥(Cke−µ2 d(x,y) ‖f(y)‖2) 12∥∥∥∥2
2
∥∥∥Cke−µ2 d(x,·)∥∥∥
1
dx
=
∫
M
∫
M
Cke
−µ
2
d(x,y) ‖f(y)‖2 dy
∥∥∥Cke−µ2 d(x,·)∥∥∥
1
dx.
Thus for µ large enough, there exists C3 > 0 such that
∥∥Cke−µ2 d(x,·)∥∥1 <
C3, whence
‖Tk˜f‖
2
2 ≤ C3
∫
M
‖f(y)‖2
(∫
M
Cke
−µ
2
d(x,y)dx
)
dy ≤ C23 ‖f‖
2
2 .
We now decompose Tk˜ into a sum of operators in Cu[M ]
Γ and approx-
imate each summand in the maximal uniform norm. For each integer
l ≥ 0, let Yl denote the set of points (x, y) inM×M with d(x, y) ≤ l+1.
For l ≥ 1, define
Nl := Yl\Yl−1,
and set N0 := ∅. Let c, r, α, and Z be as in the definition of the
discretization of L2(S) in section 2. Then any T ∈ B(L2(S)) can be
written as a matrix with entries Txy, for x, y ∈ Z. For each integer
l ≥ 1, define Tl to be the Γ-invariant operator whose matrix entries are
given by
(Tl)xy :=
{
Txy if sqsupp(Txy) ∩Nl 6= ∅ and sqsupp(Txy) ∩Nl−1 = ∅,
0 otherwise.
In other words, Tl is the part of T whose square support intersects the
strip Nl but lies entirely beyond Nl−1. This gives a decomposition
T =
∞∑
l=1
Tl
of T into Γ-invariant parts with controlled propagation.
Apply this decomposition to the integral operator Tk˜ defined by k˜, to
get Tk˜ =
∑∞
l=1 Tk˜,l. We claim that Tk˜,l ∈ Cu[M ]
Γ for each l. To prove
A LICHNEROWICZ VANISHING THEOREM FOR THE MAXIMAL ROE ALGEBRA13
this, it suffices to show boundedness of every covariant derivative of
k˜. Note that this is the case if and only if for every s > 0, Dsxk˜(x, y)
and Dsyk˜(x, y) are uniformly bounded. Since Dx and Dy both commute
with (D + µi)−1, we have
Dsxk˜ = (D + µi)
−1Dsxk,
Dsyk˜ = (D + µi)
−1Dsyk,
which are uniformly bounded by Corollary 3.4 applied to Dsxk and D
s
yk.
Thus if φ : Cu[M ]
Γ → B(H ′) is a ∗-representation, we can apply
Lemma 2.5 to obtain∥∥φ (Tk˜,l)∥∥B(H′) ≤ CTk˜,lWTk˜,l,r,
with CT
k˜,l
,l and WT
k˜,l
,r being defined as in Lemma 2.5. By Lemma 3.2,
there exist constants C1 and C2 such that
WT
k˜,l
,r ≤ C1e
C2l.
Further, CT
k˜,l
,l is bounded above by
∥∥∥k˜∥∥∥
∞
times a constant depending
on the local volume bound c. It follows that
∞∑
l=1
CT
k˜,l
WT
k˜,l
,r ≤
∞∑
l=1
C3e
−µ
2
lC1e
C2l
≤
∞∑
l=1
C4e
l(C2−
µ
2
),
for some constants C3 and C4. This sum converges if µ is sufficiently
large. We conclude that the sequence
Tk˜ =
∞∑
l=1
Tk˜,l
converges in ‖·‖max,u , and hence k˜ = (D + µi)
−k(x, y) ∈ C∗max,u(M)
Γ.

It follows from this theorem and general Hilbert module theory5 that
D is a regular and essentially self-adjoint operator on C∗max,u(M)
Γ. This
allows us to formulate the functional calculus for D,6 which we will use
in the next section to define the maximal uniform index.
5See [5] Proposition 1.4.
6See [6] Chapter 10.
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4. The Maximal Uniform Index
We now define the maximal uniform index of D, which lives in the
K-theory of C∗max,u(M)
Γ.
Let M :=M(C∗max,u(M)
Γ) be the multiplier algebra of C∗max,u(M)
Γ.
Put differently, M is the algebra of bounded adjointable operators on
the Hilbert module C∗max,u(M)
Γ.
The short-exact sequence of C∗-algebras
0→ C∗max,u(M)
Γ →M→M/C∗max,u(M)
Γ → 0
induces a six-term exact sequence in K-theory:
K0(C
∗
max,u(M)
Γ) // K0(M) // K0(M/C
∗
max,u(M)
Γ)
∂

K1(M/C
∗
max,u(M)
Γ)
∂
OO
K1(M)oo K1(C
∗
max,u(M)
Γ).oo
Now suppose that χ is an odd, bounded Borel function defined on
spec(D) with limits at ±∞. Since D is regular and essentially self-
adjoint, we can form, using the functional calculus, the operator
χ(D) : C∗max,u(M)
Γ → C∗max,u(M)
Γ.
χ(D) is a bounded adjointable operator on the Hilbert module C∗max,u(M)
Γ.
If χ is continuous and has limits ±1 at ±∞, we call it a normalizing
function.
Proposition 4.1. For any normalizing function χ, the bounded ad-
jointable operator χ(D) defines a class
[χ(D)] ∈ Kn+1(M/C
∗
max,u(M)
Γ)
that is independent of the choice of χ.
Definition 4.2. The maximal uniform index of D, which we denote
by indexmax,u(D), is the image of [χ(D)] under the boundary map
∂ : Kn+1(M/C
∗
max,u(M)
Γ)→ Kn(C
∗
max,u(M)
Γ).
To prove Proposition 4.1, we need to introduce some notation and
recall a theorem due to John Roe ([9] Theorem 5.5).
Define for each k the global Sobolev space Hk(S) to be the comple-
tion of the compactly supported, smooth sections of S with respect to
the norm
‖ξ‖k =
(
‖s‖2 + ‖Ds‖2 + · · ·+
∥∥Dks∥∥2)1/2 , ξ ∈ C∞c (S).
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For any subset L of M , denote
‖ξ‖k,L = inf
{
‖ζ‖k | ζ ∈ H
k(S), ξ = ζ on a neighborhood of L
}
.
We say that an operator T : Hk(S) → H l(S) is quasilocal if there
exists a function µ : R+ → R+ such that limr→∞ µ(r) = 0 and for each
K ⊆ M and ξ ∈ Hk(S) with support contained in K, we have
‖Tξ‖l,M\Nr(K) ≤ µ(r) ‖ξ‖k .
We call µ a dominating function for T . Let
Sm(R) :=
{
φ ∈ C∞(R) | |φ(k)(λ)| < Ck(1 + |λ|)
m−k, ∀k ≥ 0
}
.
The Schwartz space S(R) is the intersecton
∞⋂
m=1
Sm(R).
Theorem 4.3 ([9] Theorem 5.5). Let D be a geometric7 operator on a
Clifford bundle S over a complete manifold M with bounded geometry.
If φ ∈ Sm(R), then φ(D) continuously extends to a quasilocal operator
Hr(S)→ Hr−m(S).
Proof of Proposition 4.1. Without loss of generality, let us work in
the case when n is even. We know by Theorem 3.1 that χ(D) ∈
M(C∗max,u(M)
Γ). To see that χ(D) defines a class inK1(M/C
∗
max,u(M)
Γ),
it suffices to show that for any f in the Schwartz class with compactly
supported Fourier transform, f(D) ∈ C∗max,u(M)
Γ. This follows from
the fact that such functions are dense in C0(R) and that, for χ a normal-
izing function, we have χ2 − 1 ∈ C0(R). Further, since the difference
of any two normalizing functions χ1 and χ2 lies in C0(R), we have
[χ1(D)] = [χ2(D)].
The argument we now give takes after the one given in [11] Theorem
3.1. Let f ∈ S(R). Fix ǫ, R > 0, and let U be an open subset of M
with diameter at most R. Theorem 4.3 implies that f(D) extends to
a quasilocal operator Hr → Hr−m for any r and m. We can view the
restriction of f(D) to L2(S|U) as an operator
f(D)|L2(S|U ) : L
2(S|U)→W
−m(S|Nr0(U))⊕W
−m(S|M\Nr0(U)).
By quasilocality, the second component of this operator has norm at
most ǫ
2
. Now a bounded piece ofM can be transferred to a torus. Thus
we can construct finite-rank approximants to the inclusion Hr−m →֒ Hr
by truncating the Fourier series. Since the Fourier coefficients of a H−k
function decay faster than 1
sk
, the ranks of the approximants can be
7A geometric operator is a general Dirac operator on a (possibly graded) Clifford
module bundle.
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chosen to be bounded above by a uniform constant independent of
the position of the bounded piece on the manifold. It follows that
f(D) ∈ Cu[M ]
Γ. 
5. Vanishing of the Maximal Uniform Index
Suppose that the scalar curvature κ of (M, g) is uniformly positive
- that is, there exists c > 0 such that κ ≥ c. By the Lichnerowicz
formula applied to the spin-Dirac operator D, we have
D2 = ∇∗∇+
κ
4
,
where ∇ is the lift of the Levi-Civita connection to S. Thus D2 is a
strictly positive operator on L2(S).
Proposition 5.1. The operator
D2 : C∗max,u(M)
Γ → C∗max,u(M)
Γ
is strictly positive with respect to the C∗max,u(M)
Γ-valued inner product.
Proof. It suffices to show that ∇∗∇ is a non-negative operator with
respect to the inner product on C∗max,u(M)
Γ, since κ is bounded away
from 0. Since D preserves the dense domain Su, it suffices to show that
for any Schwartz kernel k ∈ Su, we have
(∇∗∇k)∗k ≥ 0 ∈ C∗max,u(M)
Γ.
Now one verifies directly that
(∇∗∇k)∗k = (∇k)∗(∇k) ≥ 0,
hence ∇∗∇ is a non-negative operator on C∗max,u(M)
Γ. 
It follows that D2, and therefore D, is invertible. Thus there exists
ǫ > 0 such that spec(D) ⊆ R\(−ǫ, ǫ).
Suppose that n is odd. Define the function χ on R\{0} by
χ(x) =
x
|x|
.
Since D has a spectral gap at 0, we may use the functional calculus for
regular operators on Hilbert modules to form the operator χ(D) ∈M.
Define
f(D) :=
χ(D) + 1
2
.
Then one can verify directly that f(D) is in fact a projection in M.
Thus by definition of the map indexmax,u,
indexmax,u(D) =
[
e2πif(D)
]
= 0 ∈ K1(C
∗
max,u(M)
Γ).
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A similar argument applies in the even-dimensional case to show that
indexmax,u(D) = 0 ∈ K0(C
∗
max,u(M)
Γ).
We have proved:
Theorem 5.2. Let (Mn, g) be a complete Riemannian manifold with
bounded geometry and Γ a discrete group acting properly on M by
isometries. Suppose that M has a Γ-equivariant spin structure, and
denote by S the spinor bundle and D the spin-Dirac operator. If M
has uniformly positive scalar curvature, then
indexmax,u(D) = 0 ∈ Kn(C
∗
max,u(M)
Γ).
6. The Maximal Index
In this section we recall the definition of the maximal higher index as
stated in [4] and relate it to the maximal uniform index from Definition
4.2.
The maximal higher index is a map
indexmax : K
Γ
∗ (M)→ K∗(C
∗
max(M)
Γ),
where KΓ∗ (M) denotes the Γ-equivariant analytic K-homology of M
(see [1]). Recall that a cycle in the even-degree K-homology group
KΓ0 (M) is a triple (H, π, T ), where
(i) H is a Z2-graded Γ-Hilbert space,
(ii) π : C0(M)→ B(H) is an even Γ-equivariant ∗-homomorphism,
(iii) T ∈ B(H) is an odd-graded operator such that
φ(f)(T 2 − 1), (T − T ∗)π(f), [T, φ(f)], [T, g]
belong to K(H) for any f ∈ C0(M) and g ∈ Γ.
We simply write (H, T ) in place of (H, π, T ). To define the image
of the class [H, T ] under indexmax, we choose another representative of
[H, T ] with finite propagation. One way to proceed is as follows. Pick
a locally finite Γ-invariant open cover {Ui}i∈N of M with the property
that
sup
i
{diam(Ui/Γ)} < C
for some C > 0. Let {φi}i∈N be a continuous partition of unity subor-
dinate to {Ui}. Then the bounded operator
F =
∑
i
φ
1
2
i Tφ
1
2
i
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is Γ-invariant, is locally compact, and has finite propagation. One
verifies that the classes of (H, T ) and (H,F ) are equal in K-homology.
Now define the matrix of bounded operators
W =
(
I F
0 I
)(
I 0
−F ∗ I
)(
I F
0 I
)(
0 −I
I 0
)
.
Each entry of W has finite propagation, and one verifies that
P =W
(
I 0
0 0
)
W−1 −
(
I 0
0 0
)
is a projection in M2(C[M ]
Γ). The map indexmax is then given by
taking
[H, T ] 7→ [P ].
When M is odd-dimensional, we can define an analogous map
indexmax : K
Γ
1 (M)→ K1(C
∗
max(M)
Γ).
In particular, if D is the Dirac operator acting on L2(S), we may set
FD :=
∑
i
φ
1
2
i χ(D)φ
1
2
i ,
where χ is any normalizing function. The class of the associated pro-
jection is the maximal equivariant index of D.
For our purposes, it is convenient to work with the following equiv-
alent definition. Let χ′ be a normalizing function with compactly sup-
ported Fourier transform8. Note that χ′(D) has finite propagation.
The element
WD =
(
I χ′(D)
0 I
)(
I 0
−χ′(D)∗ I
)(
I χ′(D)
0 I
)(
0 −I
I 0
)
can be used to define a projection
PD =WD
(
I 0
0 0
)
W−1D −
(
I 0
0 0
)
in M2(C[M ])
Γ. The maximal equivariant index of D is then the class
of PD in K0(C
∗
max(M)
Γ), and analogously in the odd case.
8Such a χ′ can be obtained by convolving χ with an even function with compactly
supported Fourier transform.
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7. Vanishing of the Maximal Index
We now prove Theorem 1.1 using Theorem 5.2.
Theorem 1.1. Let (Mn, g) be a complete Riemannian manifold with
bounded geometry and Γ a discrete group acting properly on M by
isometries. Suppose that M has a Γ-equivariant spin structure, and
denote by S the spinor bundle and D the spin-Dirac operator. If M
has uniformly positive scalar curvature, then
indexmax(D) = 0 ∈ Kn(C
∗
max(M)
Γ).
Proof. Let us work in the case when n is even; an analogous argument
applies in the case of n odd. First observe that the inclusion Su →֒
C[M ]Γ extends to a ∗-homomorphism
ψ : C∗max,u(M)
Γ → C∗max(M)
Γ,
which induces a group homomorphism
ψ∗ : K0(C
∗
max,u(M)
Γ)→ K0(C
∗
max(M)
Γ).
Pick a normalizing function with compactly supported Fourier trans-
form, and form the bounded transform of the Dirac operator on L2(S).
The associated matrix projection PD (see section 6) represents the
maximal uniform index of D. By Theorem 5.2, this index vanishes
in K0(C
∗
max,u(M)
Γ). Under the homomorphism ψ∗, this index maps to
the maximal index of D, which therefore also vanishes. 
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