The main results of this paper are derived by using only simple Gröbner basis techniques. We present a new construction of evaluation codes from MiuraKamiya curves C ab . We estimate the minimum distance of the codes and estimate the minimum distance of a class of related one-point geometric Goppa codes. With respect to these estimates the new codes perform at least as well as the related geometric Goppa codes. In particular we consider codes from norm-trace curves. We show that our estimates give actually the true minimum distance of these codes. The new codes from norm-trace curves perform rather well. In many cases much better than the corresponding geometric Goppa codes. It turns out that an alternative description of the new codes from norm-trace curves can be made by using Høholdt et al.'s construction of improved dual codes ([11]).
INTRODUCTION
In [17] , Saints and Heegard considered a class of codes called hyperbolic cascaded Reed-Solomon codes which can be seen as a considerable improvement of the generalized Reed-Muller codes RM q (r, 2) for q > 2. The construction was further generalized by Feng and Rao in [2] to a considerable improvement of the generalized Reed-Muller codes RM q (r, m) for arbitrary m ≥ 2 and q > 2. In [11] , Høholdt, van Lint and Pellikaan named these codes hyperbolic codes. In [11] , [6] and [5] the codes were treated by use of order domain theory. The codes were viewed as improved dual codes (see [11, Sec. 4.3] ) coming from the order domain F q [X 1 , . . . , X m ]. That is the codes were described by means of parity check matrices and their minimum distances were estimated by the order bound. The generator matrices of the codes were not known. In [8] Geil and Høholdt gave a new description of a class of evaluation codes related to the factor ring F q [X 1 , . . . , X m ]/ X q 1 − X 1 , . . . , X q m − X m . These codes are described by their generator matrices and their minimum distances are easily found. The description of the codes involves nothing but simple Gröbner basis theory. It was shown in [8] that the class of codes is actually equal to the class of hyperbolic codes. Hence, the new description solves the problem of finding generator matrices for the hyperbolic codes and solves the problem of finding the actual minimum distances of these codes. It turns out that the order bound gives the true minimum distance of the hyperbolic codes.
It is obvious to try to use the techniques from [8] on more complicated algebraic structures than the ones studied in [8] . In this paper we use the methods from [8] to construct evaluation codes from Miura-Kamiya curves C ab (see [14] and [15] ). That is, we consider the factor ring
where a and b are relatively prime, where µ is non zero, and where any monomial X α Y β in the support of F ′ (X, Y ) satisfies αb + βa < ab. We consider two classes of codes. Namely the codes E(s) and the codesẼ(s).
The codes E(s) are examples of one-point geometric Goppa codes whereas the code constructionẼ(s) is new. The description is given in section 2. It involves an estimation of the minimum distance of the codes. With respect to this estimation the codesẼ(s) are at least as good and sometimes better than the codes E(s). An introduction to the necessary Gröbner basis theoretical concepts is included. In the remaining part of the paper we concentrate on a particular subset of the algebraic structures (1) , namely the ones given by We will call the corresponding curves norm-trace curves. In section 3 we show that the estimation of the minimum distance of the codes from normtrace curves actually gives the true minimum distance. We demonstrate that many of the codes perform rather well in terms of their length, minimum distance and dimension. In some cases the codesẼ(s) perform much better than the corresponding one-point geometric Goppa codes E(s). In section 4 we show that the codesẼ(s) can also be described as improved dual codes (see [11] ) related to the order domain
It turns out that the order bound gives the true minimum distance for these codes. These results are identical to the results in [8] concerning the hyperbolic codes. Section 5 is the conclusion. Appendix A contains proofs of some results that are needed in section 3 and appendix B contains a proof of the main result in section 4.
A NEW CLASS OF EVALUATION CODES
Throughout this section let
] be chosen such that a and b are relatively prime, such that µ is non zero, and such that any monomial X α Y β in the support of F ′ (X, Y ) satisfies αb + βa < ab. We define the ideal
With this notation the algebraic structure in (1) can be written R = F q [X, Y ]/J. Denote by F l q the l-dimensional vector space over F q . Consider the variety {P 1 , . . . , P n } = {P ∈ F 2 q | F (P ) = 0}. It is well known that the map ϕ : R → F n q given by ϕ(H + J) := (H(P 1 ), . . . , H(P n )) is well defined and is an isomorphism (see [4] ). We will consider codes defined as the image under ϕ of certain subspaces of R. That is, we will consider some particular examples of what Fitzgerald and Lax in [4] call affine variety codes. As a first step in describing the subspaces of R that we are interested in we will restrict ourselves to consider a particular basis B for R as a vector space over F q . To describe this basis we will need some definitions and results. In the following let M(X 1 , . . . , X m ) denote the set of monomials in the variables X 1 , . . . , X m . Definition 1. Given positive integers a, b let ≺ w denote the weighted graded ordering on M(X, Y ) defined as follows. We have
if one of the following conditions holds
(1) αb + βa < γb + δa (2) αb + βa = γb + δa and β < δ.
Let ≺ ′ w be the weighted graded ordering defined as ≺ w but with the equality in (2) reversed. The name "footprint" was suggested by D. Blahut in 1991. The footprint was previously called the delta-set, the excluded point set and other things (see [10] ). In the examples of this paper the footprints are easily found. In more complicated cases one will need to find a Gröbner basis for I by use of Buchberger's algorithm to be able to detect the footprint. By Applying Proposition 1 we see that B := {M + J | M ∈ ∆ ≺w (J)} is a basis for R as a vector space over F q . The sub vector spaces of R that we will consider in the construction of the evaluation codes are generated by certain subsets of B. We are now in the position that we can define the codes.
As explained in the following remark F (X, Y ) is a smooth curve and the map ρ respectively the spaces L s are closely related to the valuation associated with the place at infinity respectively the corresponding L-spaces. 
Remark 1. Write
T is an integral domain and the quotient field of T is an algebraic function field of transcendence degree one. Also T is an order domain of transcendence degree one (notion as in [9] ). The curve F (X, Y ) has a single place P ∞ at infinity and T is the union of L-spaces corresponding to P ∞ . The discrete valuation corresponding to the place P ∞ is given as follows. Given a residue class h ∈ T let H(X, Y ) be the polynomial with support contained in ∆ ≺w ( F (X, Y ) ) such that h = H(X, Y ) + F (X, Y ) (the existence and uniqueness of H is guaranteed by Proposition 1). We have
The points P 1 , . . . , P n correspond to rational places P 1 , . . . , P n . Define
To describe the parameters of the codesẼ(s) and the codes E(s) we will need some results. First we state a well-known corollary to Proposition 1.
Corollary 1. Consider an ideal
Let ≺ be any monomial ordering on M(X 1 , . . . , X m ) and let V Fq (I) denote the variety of I. The footprint ∆ ≺ (I) is finite and #V Fq (I) = #∆ ≺ (I) holds.
is well defined and is an isomorphism (see [4] ). The corollary now follows immediately from Proposition 1.
Given a polynomial G, let Supp(G) denote the support of G. The following lemma is an improvement of [3, Th. 4.1] and [7, Pro. 4] .
Let X i Y j be the leading monomial of G with respect to
solutions. The strategy of the proof is to establish three upper bounds on this number. The leading monomial of F (X, Y ) with respect to ≺ w is Y b . Hence the above number is upper bounded by
As by (3) we have i < q and j < min{b, q} this number is at most bq − (b − j)(q − i). To derive the second bound we observe that no two different monomials in ∆ ≺w (J) are of the same weight, therefore if
is shown in the proof of [7, Pro. 4] . By definition the smallest value of
The proof is complete.
We are now in the position that we can describe the parameters of the evaluation codes.
The minimum distance ofẼ(s) is at least n − s. The minimum distance of E(s) is at least n − σ(s). In particular the minimum distance of E(s) is at least n − s.
Proof. The result concerning the length of the codes is obvious. The result concerning the dimension of the codes is a consequence of Proposition 1 and the fact that the map ϕ is an isomorphism from R to F n q . To see the result concerning the minimum distance of theẼ(s) code consider any code word c inẼ(s). It is of the form c = (
is at most equal to s and the bound on the minimum distance follows. The proof of the first bound on the minimum distance of the E(s) code follows the same lines. Clearly σ(s) ≤ s and the last result follows.
The reader familiar with geometric Goppa codes may observe that the very last result concerning the codes E(s) in Theorem 1 is just an example of the Goppa bound.
Remark 2. It is clear by Definition 3 that E(s) ⊆Ẽ(σ(s)) holds. By Theorem 1 both codes are of minimum distance at least n − σ(s). We conclude that if Theorem 1 gives the true minimum distance of E(s) and E(σ(s)) thenẼ(σ(s)) will have parameters at least as good as E(s). If further E(s) Ẽ (σ(s)) holds thenẼ(σ(s)) can be viewed as an improvement of E(s).
In the next section we will see that Theorem 1 allows us to find the true minimum distance of the codes defined from the algebraic structure (2).
THE CODES FROM NORM-TRACE CURVES
Consider the polynomial
over F q r , where q is a prime power and r is a positive integer r ≥ 2. Clearly (q r − 1)/(q − 1) and q r−1 are relatively prime and any monomial
. Hence, the polynomial described in (5) is an example of the polynomial F (X, Y ) from section 2. In the remaining part of this paper we will always assume that F (X, Y ) is of the form (5). Hence given q and r, from now on we have a = (q r − 1)/(q − 1) and
To treat the corresponding codes we will need some results and a definition.
Hence, the zeros of
Proof. The lemma is proved in appendix A.
Proof. Consider the monomial ordering ≺ w . The leading monomial of
By Lemma 2 and Proposition 1 the set on the left hand side of (6) is at least of size q 2r−1 . It is easily recognized that the set on the right hand side is of size q 2r−1 . Hence, the two sets must be equal.
Applying the notation from Definition 3 we have
there exists a polynomial G(X, Y ) that satisfies the following conditions. The leading monomial of G with respect to ≺ w is X i Y j and any monomial M in the support of G satisfies
It is now an easy task to construct the various codesẼ(s) In the case of r = 2 the quotient field of F q r [X, Y ]/ F (X, Y ) is the Hermitian function field. We note that the true parameters of the geometric Goppa codes E(s) corresponding to the Hermitian function field are described in [19] and [20] . We further note that for q ≥ 3, r ≥ 3 the true parameters of the geometric Goppa codes E(s) can be found by applying [15, Th. 6] . By Remark 2 and Theorem 2 the parameters of the codeẼ(σ(s)) are indeed at least as good as the parameters of the code E(s). The next example illustrates the fact that the former is in many cases actually much better than the latter. Example 1. Consider the field extension F 2 7 /F 2 . The corresponding codes over F 2 7 are of length n = 2 13 . The parameters of the codes are plotted in Figure 1 . The point set marked with + is the set of the best geometric Goppa codes E(s) (more precisely, if one code E(s) has param-
is not included in the figure) . The point set marked with ⋄ is the set ofẼ(s) codes. For most rates the codesẼ(s) perform much better than the codes E(s). In this example we consider the codes E(s) in the case q = 2 and r is arbitrary. It is easily verified that for i = 0, . . . ,
it is possible to verify that the dimension is 1 − 
is a good approximation. It is easily verified that for j = 0, . . . ,
Using (9) it is possible to verify that the dimension is 2 2r−2
and r is not too small then
is a good approximation. Consider the plot in Figure 1 of the parameters of the codes E(s) from Example 1. The steep part of the curve corresponds to (10) and the flat part of the curve corresponds to (11) . 
n holds for the codes E(s) with s < n. That is, we have
Hence, for r fixed and q → ∞ the codes perform nearly as good as MDScodes. For r = 3 already for q = 4 the geometric Goppa bound states that d/n + k/n ≥ 0.8545 holds for the codes E(s). These codes are of length n = 4
5 . Nevertheless, Figure 2 illustrates that there is still room for improvement. The +'s are the best codes E(s) over F 4 3 corresponding to the field extension F 4 3 /F 4 (the phrase "best" is explained in Example 1) and the ⋄'s are the corresponding codesẼ(s). For r = 4 already for q = 4
we have for the codes E(s) d/n + k/n ≥ 0.8386. These codes are of length n = 4
7 . For q fixed we have
Example 4. In this example we consider codes over F 64 . In Figure 3 the point set marked with + is the set of codesẼ(s) corresponding to the field extension F 64 /F 8 . These codes are of length n = 2 9 . The point set marked with ⋄ is the set of codesẼ(s) corresponding to the field extension F 64 /F 4 . These codes are of length n = 2 10 . The point set marked with is the set of codesẼ(s) corresponding to the field extension F 64 /F 2 . These codes are of length n = 2 11 . Finally, the point set marked with • is the set of hyperbolic codes Hyp 64 (s, 2). These codes are of length n = 2 12 . We see that the codesẼ(s) over F 64 get worse as n increases. However, never worse than the hyperbolic codes.
Example 5. In this example we consider the codesẼ(s) in the case q = 2 and r is arbitrary. Studying Lemma 5 we see that for this particular case all but a negligible number of the elements
r j − ij (observe that for j = 0 as well as for i = q r − a the two expressions in Lemma 5 coincide). That is, all but a negligible number of elements satisfy j =
. Hence, if r is large and 
FIG. 3
We conclude that if r is large then for any codeẼ(s)
is a good approximation. Observe for comparison, that the bound (12) only predicts that
holds. Using similar arguments as above one can show that if q ′ → ∞ then any hyperbolic code Hyp q ′ (s, 2) approximately satisfies (13) . Consider the plot in Figure 3 of the parameters of the codes from Example 4. The above observations explain why the point sets and • almost coincide. The curve described by the point set as well as the curve described by • is very close to the curve described in (13).
THE CODESẼ(S) FROM NORM-TRACE CURVES ARE IMPROVED DUAL CODES
In this section we derive parity check matrices for the codesẼ(s) from the norm-trace curve. More precisely we show that the codesẼ(s) can be viewed as an example of the improved dual code construction that are described by Høholdt et al. in [11] .
Recall from section 2 that the map
is given by ϕ(H + J) := (H(P 1 ), . . . , H(P n )), where {P 1 , . . . , P n } is the set of zeros of
Definition 7. Define the codẽ
Here , denotes the standard inner product in F n q .
For readers familiar with the terminology in [11] we include the following remark. We do not include a proof of the result mentioned in the remark. The reader interested in establishing the proof may want to consult Remark 1 and [6, Pro. 6].
Remark 3. The codeC ϕ (δ) is an example of the improved dual code construction that is described in [11, Def. 4.22] . It is related to the order domain F q r [X, Y ]/ F (X, Y ) . By the order bound (see [11, Pro. 4 .23]) the minimum distance ofC ϕ (δ) is at least δ.
We leave the proof of the following lemma for the reader.
It turns out that there is a strong connection between the code constructionsẼ(s) andC ϕ (δ). We have
Proof. The theorem is proved in appendix B.
Remark 4. From Theorem 2 and Theorem 3 it follows immediately that if δ is chosen in such a way that δ ∈ µ(∆ ≺w (J)) then the minimum distance ofC ϕ (δ) is δ. Hence, by Remark 3 the order bound actually gives the true minimum distance ofC ϕ (δ).
As by Remark 3 the codesC ϕ (δ) are of the type described in [11] they can be decoded up to half the minimum distance by applying the fast decoding algorithm in [11, Sect. 7] and [18] .
CONCLUSION
In this paper we have modified the methods from [8] to derive new descriptions of evaluation codes related to Miura-Kamiya curves C ab . We have presented estimates on the minimum distance of the new codes and presented estimates on the minimum distance of a class of related one-point geometric Goppa codes. With respect to these estimates the new codes are always at least as good as the one-point geometric Goppa codes. In particular we have considered codes from norm-trace curves. For these codes our estimates of the minimum distance turn out to give the true value of the minimum distance. Many of the new codes from norm-trace curves perform rather well. Many of them perform much better than the corresponding one-point geometric Goppa codes. We have shown that the new codes from norm-trace curves can also be constructed by the improved dual code construction from order domain theory. In particular we have established a new large class of cases where the order bound gives the true minimum distance of the improved dual codes. The paper [8] and the present paper deals with the same problems, but are concerned with constructing evaluation codes from different algebraic structures. The algebraic structures considered in [8] are very simple. The algebraic structures considered in the present paper are a little more complicated, but still rather simple. It is obvious to try to use the methods on other algebraic structures than the already considered ones. Also it is obvious to investigate more examples of the Miura-Kamiya curves in details. The paper [8] and the present paper give examples of families of codes for which the order bound from order domain theory actually gives the true minimum distance. One may try to derive some general conditions that ensure that a code has this behavior.
APPENDIX A: PROOF OF LEMMA 2 AND LEMMA 4
Recall that the zeros of F (X, Y ) in F 2 q r are the points (α, β) such that N F q r /Fq (α) = T r F q r /Fq (β). It is well known that N F q r /Fq and T r F q r /Fq map F q r onto F q (see [12, Th. 2, 23 and Th. 2.28]).
Lemma 7. The only element in F q r that is mapped to 0 under N F q r /Fq is 0. Given c ∈ F q \{0} there are precisely a = (q r − 1)/(q − 1) elements in F q r that are mapped to c under N F q r /Fq . Given any c ∈ F q there are precisely b = q r−1 elements in F q r that are mapped to c under T r F q r /Fq .
Proof. The lemma is a consequence of the fact that N F q r /Fq is a homomorphism from the multiplicative group F q r \{0} to the multiplicative group F q \{0}, and that T r F q r /Fq is a homomorphism from the additive group F q r to the additive group F q (see [12, Th. 2 
.23]).
Definition 8. For c ∈ F q we denote by N (q, r, c) the set of elements in F q r that are mapped to c under N F q r /Fq . Similarly we denote by T (q, r, c) the set of elements that are mapped to c under T r F q r /Fq .
Proof of Lemma 2. The result follows from Lemma 7.
Proof of Lemma 4. Let X i Y j ∈ ∆ ≺w (J) be given. That is, let i, j satisfy 0 ≤ i < q r , 0 ≤ j < b. Consider any two sets A, B ⊆ F q r such that #A = i and #B = j. The polynomial
clearly has X i Y j as leading monomial and any monomial in the support of (14) 
. We next want to choose A and B in such a way that the number of solutions of F (X, Y ) = α∈A (X − α) β∈B (Y − β) = 0 is maximized. We start by introducing some notation and recalling some results. Write F q \{0} = {c 2 , . . . , c q }, and recall from Lemma 7 that we have #N (q, r, 0) = 1 and #N (q, r, c i ) = a for i = 2, . . . , q. Recall also that #T (q, r, 0) = #T (q, r, c 2 ) = · · · = #T (q, r, c q ) = b holds. Write α 1 := 0 and let the elements of F q r \{0} be enumerated α 2 , . . . α q r such that the first a elements of lowest index constitute the set N (q, r, c 2 ), the next a elements of lowest index constitute the set N (q, r, c 3 ) and so on. Write T (q, r, c q ) = {β 1 , . . . , β b }. Now choose A := {α 1 , . . . , α i } and B := {β 1 , . . . , β j } and define G(X, Y ) := α∈A (X − α) β∈B (Y − β). The solutions of F (X, Y ) = G(X, Y ) = 0 are S A ∪ S B where
If X i Y j is in the set (7) then S A and S B are disjoint. Hence, the number of solutions simply is #S A + #S B = bi + aj. If X i Y j is in the set (8) then S A and S B are no longer disjoint. Counting the number #(S A ∪ S B ) carefully we get that the equation set
solutions.
APPENDIX B: PROOF OF THEOREM 3
In this appendix we give a proof of Theorem 3. We start by observing that the maps µ and D are strongly related.
Proof. Combine Lemma 5 and Lemma 6 and recall that b = q r−1 holds.
To show that any codeẼ(s) from a norm-trace curve is actually aC ϕ (δ) code we will need the following lemma. A proof of the lemma is given at the end of appendix B.
Lemma 9. Let i, j, s, t be integers such that 0 ≤ i, s < q r , 0 ≤ j, t < q r−1 and such that D(
With the definitions of the codes in mind we conclude that
The dimension ofC ϕ (δ) is n = q 2r−1 minus the number of elements in ∆ ≺w (J) that are of µ value smaller than δ. In other words the dimension is equal to the number of elements N 1 in ∆ ≺w (J) such that µ(N 1 ) ≥ δ. The dimension ofẼ(q 2r−1 − δ) is equal to the number of elements N 2 in ∆ ≺w (J) such that D(N 2 ) ≤ q 2r−1 − δ. Hence, by Lemma 8 the two codes are of the same dimension. Therefore the two codes must be identical.
What remains is to give a proof of Lemma 9. The proof calls for some other lemmas.
Lemma 10. Assume c ∈ F q and that i is an integer, 0 ≤ i < q r−1 − 1. We have β∈T (q,r,c)
Proof. We first observe that if i = 0, then β∈T (q,r,c)
In the following we assume i > 0. Let the characteristic of F q r be p. If i = kp where k is a positive integer, then β∈T (q,r,c)
Hence, by induction the proof will be complete if we can show (17) in the case of i being not divisible by p, i > 0. Assume in the following that such an i is given. Define
where ε is a primitive ith root of unity in F q s . For any j the set of roots of T r F q r /Fq (ε j X) − c is {ε −j β | β ∈ T (q, r, c)}. So if we write T (q, r, c) = {β 1 , . . . , β q r−1 }, then we have
where the last equality follows from the observation that ε −j β s is a root of X i − β i s for any j = 1, . . . , i. From (19) it is clear that the coefficient to X i(q
Hence, if we can show that the coefficient to X i(q r−1 −1) in P c (X) is zero, then we will be done. We have i(q r−1 − 1) = (i − 1)q r−1 + (q r−1 − i) and by assumptions 0 < i < q r−1 − 1 holds. Therefore q r−1 − i ∈ {2, . . . , q r−1 − 1}. Combining these observations with a study of the very definition of P c (X) (see (18) 
holds for some h ∈ {1, . . . , r − 2}. But then by (20) i must be divisible by q and therefore in particular by p. This is impossible by our assumptions. The proof is complete.
Recall from section 3 that a = (q r − 1)/(q − 1).
Lemma 11. Given c ∈ F q consider an integer i > 0 such that i ≡ 0 mod a. We have 
Proof. The left hand side of (21) is equal to β∈F q r β j which in turn is equal to 0 as j < q r − 1 holds.
Lemma 13. Write F q \{0} = {c 2 , . . . , c q }. Let j be an integer, q r−1 − 1 ≤ j ≤ 2(q r−1 − 1). We have β∈T (q,r,c2) β j = · · · = β∈T (q,r,cq) β j .
Proof. Throughout the proof let c be any element in F q \{0}. We first consider the case j = q r−1 − 1. If T (q, r, 1) = {γ 1 , . . . , γ q r−1 } then T (q, r, c) = {cγ 1 , . . . , cγ q r−1 } holds. We have This concludes the proof for the case j = q r−1 − 1. In the following we consider an arbitrary integer j, q r−1 ≤ j ≤ 2(q r−1 − 1). For β ∈ T (q, r, c) we have β Here the second equality follows from Lemma 13. The proof is complete.
Proof of Lemma 9. By Lemma 8 the conditions implies that not both i + s ≥ q r − 1 and j + t ≥ q r−1 − 1 holds. The lemma now follows by applying Lemma 10, Lemma 11, Lemma 12 and Lemma 14 in turn.
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