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ABSTRACT
While neuroevolution (evolving neural networks) has been success-
ful across a variety of domains from reinforcement learning, to
artificial life, to evolutionary robotics, it is rarely applied to large,
deep neural networks. A central reason is that while random mu-
tation generally works in low dimensions, a random perturbation
of thousands or millions of weights will likely break existing func-
tionality. This paper proposes a solution: a family of safe mutation
(SM) operators that facilitate exploration without dramatically al-
tering network behavior or requiring additional interaction with
the environment. The most effective SM variant scales the degree
of mutation of each individual weight according to the sensitivity
of the network’s outputs to that weight, which requires computing
the gradient of outputs with respect to the weights (instead of the
gradient of error, as in conventional deep learning). This safe muta-
tion through gradients (SM-G) operator dramatically increases the
ability of a simple genetic algorithm-based neuroevolution method
to find solutions in high-dimensional domains that require deep
and/or recurrent neural networks, including domains that require
processing raw pixels. By improving our ability to evolve deep
neural networks, this new safer approach to mutation expands the
scope of domains amenable to neuroevolution.
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1 INTRODUCTION
Neuroevolution (NE; [34]) combines evolutionary algorithms (EAs)
and artificial neural networks (NNs). It has long been popular when
gradient information with respect to the task is unavailable or
difficult to obtain, e.g. in artificial life [11] and evolutionary robotics
[20]. Interestingly for NE, recent advances in deep learning have
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demonstrated the value of large NNs [5], which could seemingly
open up new horizons for NE if only it could scale to effectively
evolve NNs with millions of parameters (although recent work
suggests this may sometimes already be possible [22, 25]). However,
NE historically has operated on much smaller networks, most often
on the order of tens or hundreds of parameters.
The challenge is that large NNs induce a tension between how
fast evolution can theoretically proceed and the degree of weight
perturbations applied as a mutation operator. If few weights are
perturbed in each generation, it would take many generations for
all weights to be tuned; but if many weights are perturbed, changes
to the NN’s functionality may be too drastic for search to proceed
systematically. Indeed, such concerns inspired research into indi-
rect encodings [29], wherein a compact genotype is expanded at
evaluation-time into a larger NN phenotype. While such indirect
encodings have enabled evolving large NNs [27, 31], even the in-
direct encoding itself can become high-dimensional and thereby
complicate evolution. A further challenge is that in deep and re-
current NNs, there may be drastic differences in the sensitivity of
parameters; for example, perturbing a weight in the layer immedi-
ately following the inputs has rippling consequences as activation
propagates through subsequent layers, unlike perturbation in layers
nearer to the output. In other words, simple mutation schemes are
unlikely to tune individual parameters according to their sensitivity.
To address these challenges with mutating large and deep NNs,
this paper pursues the largely unexplored approach of consider-
ing perturbation in the space of an NN’s outputs rather than only
in the space of its parameters. By considering the NN’s structure
and the context of past inputs and outputs, it becomes possible
to deliberately construct perturbations that avoid wrecking func-
tionality while still encouraging exploring new behaviors. The aim
is to ensure that an offspring’s NN response will not diverge too
drastically from the response of its parent. For example, when the
NN is differentiable (which does not require that the task or reward
is differentiable), gradient information can estimate how sensitive
the NN’s output is to perturbations of individual parameters. The
opportunity to exploit gradients in mutation instead of error or
reward, as in stochastic gradient descent (SGD), is an intriguing
hint that the line between deep learning and neuroevolution is
more blurry than may previously have been appreciated.
This insight leads to two approaches to generating safer NN
mutations. One is called safe mutation through rescaling (SM-R): At
the expense of several NN forward passes, a line search can rescale
the magnitude of a raw weight perturbation until it is deemed safe,
which does not require the NN to be differentiable. The second is
called safe mutation through gradients (SM-G): When the NN is dif-
ferentiable, the sensitivity of the NN to relevant input patterns can
be calculated (at the expense of a backward pass). Importantly, the
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assumption underlying these approaches is that domain evaluation
(i.e. rollouts) is expensive relative to NN evaluation (i.e. forward or
backward NN propagation). Interestingly, both approaches relate
to effective mechanisms from deep learning, e.g. adaptive-learning
rate methods [8] or trust regions [26], although here there is distinct
motivation and setting (i.e. SM-R and SM-G generate pure variation
independent of reward, unlike such deep learning methods).
Both approaches are tested in this paper against a suite of su-
pervised and reinforcement learning (RL) tasks, using large, deep,
and recurrent NNs. Note that the EA in these experiments is a sim-
ple steady-state algorithm on high-dimensional vectors, so there
is no additional sophisticated machinery at work. The tasks build
in complexity, ultimately showing their promise for scaling NE to
challenging and high-dimensional domains, such as learning to
play video games from raw pixels. The results show that in some
domains where it would otherwise be be impossible to effectively
evolve networks with hundreds of thousands of connections or
over a dozen layers (at least with a traditional EA), SM-G entirely
changes what is possible and with little computational cost. Fur-
thermore, the value of gradient information is confirmed by an
evident advantage of SM-G over SM-R when gradient information
is available, especially in evolving large recurrent networks. The
conclusion is that SM-Gmay help to unlock the power of large-scale
NN models for NE and EAs in general.
2 BACKGROUND
Next, sensitivity-aware deep learning, deep NE, and sensitivity-
aware mutations for evolutionary computation (EC) are reviewed.
2.1 Sensitivity-aware Deep Learning
There is awareness in deep learning that parameter sensitivity is im-
portant. For example, adaptive learning-rate optimizers like ADAM
[8] in effect take smaller steps when the error gradient with respect
to a particular parameter is large (i.e. it is a sensitive parameter),
and larger steps when the error gradient is small (i.e. the parameter
is relatively insensitive). The SM-G method proposed here can be
seen as having motivation similar to ADAM, but with respect to
generating variation in an NN’s outputs instead of directly reduc-
ing error. Trust regions in policy gradient methods [26] also bear
similarity to SM-R and SM-G, in that they attempt to maximize im-
provement to an NN while limiting the degree of functional change
to its behavior. A key difference is that SM-R and SM-G are unin-
formed by performance, and adapt candidate perturbations solely
to attain a desired amount of NN output change. Additionally, other
families of deep learning enhancements can be seen as attempting
to reduce or normalize sensitivity. For example, long short-term
memory (LSTM; [7]) units are designed to avoid some of the in-
stability of vanilla recurrent neural networks (RNNs). SM-R and
SM-G can be seen as complementary to such architectural changes,
which may also enable more consistent mutation.
2.2 Deep Neuroevolution
Recently there has been increased interest in NE from deep learning
researchers evolving the architecture of deep NNs [1, 17], which
otherwise requires domain knowledge to engineer. This setting is
a natural intersection between EC and deep learning; evolution
discovers the structure of a deep network (for which gradient in-
formation is unavailable), while deep learning tunes its parameters
through SGD. The aim in this paper is instead to exploit gradients
to inform variation within NE, meaning that this technique can be
applied to problems difficult to formulate for deep learning (e.g.
open-ended evolution or divergent search), or can improve upon
where NE is already competitive with deep learning (e.g. the Deep
GA of Petroski Such et al. [22]).
Also recently, Salimans et al. [25] demonstrated that with access
to large-scale computation a form of evolution strategy (ES) scales
surprisingly well to evolve deep NNs, although it remains unclear
how to generalize such an approach to EAs as a whole, or when
subject to a computational budget. Interestingly, this form of ES
implicitly results in a limited form of safe mutation itself [12]. The
approach here aims to be less computationally expensive, and to
generalize across EAs; results such as Koutník et al. [10] and Pet-
roski Such et al. [22] demonstrate the promise of such general deep
NE, which safe mutation could potentially further catalyze. Some
previous work in indirect encoding of NNs also are forms of deep
NE [27, 31]. However, indirect encoding offers its own challenges
and thus it is useful to have direct encoding approaches to deep
NE, such as SM-R and SM-G. Additionally, indirect encodings may
equally benefit from the methods proposed here.
2.3 Informed Mutation in EC
Because mutation is a critical EC operator, many approaches tar-
get it for improvement. For example, estimation of distribution
algorithms (EDAs; [21]) iteratively build and exploit probabilistic
models of how promising solutions are distributed; such models
can potentially capture the sensitivity of parameters when gen-
erating new individuals, although building such models is often
expensive in practice. A related approach called natural evolution
strategies (NES; [32]) directly optimizes a distribution of solutions.
This distributional optimization may indirectly encourage safer
mutations by guiding the search to robust areas [12] or by adap-
tively adjusting the variance of the distribution on a per-parameter
basis through domain feedback. Related to NES and EDAs, CMA-ES
learns to model pair-wise dependencies among parameters, aimed
at generating productive offspring [6]. In contrast, the approaches
proposed in this paper do not assume a formal distributional ap-
proach and attempt tomeasure sensitivity without interactions with
the domain, allowing the paradigm to generalize to all EAs. Genetic
policy optimization [2] is a recent approach that hybridizes EAs and
policy gradients; in effect it applies policy gradients as a reward-
optimizing variation operator for a specialized small-population
EA, using additional domain rollouts and mechanisms such as im-
itation learning and stochastic-output NNs. (In contrast, the safe
mutations in this paper require no additional domain evaluations.)
Interestingly, these mechanisms all attempt to learn from reward,
which limits applying them to less-conventional EAs. For exam-
ple, in EAs focused on creative divergence [13, 19], a population
may span many non-stationary modes of high reward, thereby in-
creasing the challenge for approaches that model and track reward
distributions. Similarly, within artificial life or open-ended evolu-
tion, the concept of an overarching reward function may not even
be meaningful. Other EC research explores how selection pressure
can drive search towards robust or evolvable areas of the search
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space [14, 33] or how evolution can produce healthier variation
when mutation operators can themselves vary [16]. Such methods
may naturally complement SM-G and SM-R, e.g. self-adaptation
could adapt the intensity of SM’s informed mutations.
3 APPROACH
The general approach for safe mutations in this paper is to choose
weight perturbations in an informed way such that they produce
limited change in the NN’s response to representative input signals.
The idea is to exploit sources of information that while generally
are freely available, are often ignored and discarded. In particular,
an archive of representative experiences and corresponding NN
responses can be gathered during an individual’s evaluation, which
can serve to ground how dramatically a weight perturbation will
changes the NN’s responses, and thereby inform how its offspring
are generated. Secondly, when available, knowledge about the NN
structure can also be leveraged to estimate the local effect of weight
perturbations on an NN’s outputs (as explained later).
To frame the problem, consider a parent individual with param-
etersw and a potential parameter perturbation vector δ . While in
generalδ can be sampled in many ways, here the assumption is that
δ is drawn from an isotropic normal distribution (i.e. the standard
deviation is the same for each parameter of the NN), as in Salimans
et al. [25]. When the parent is evaluated, assume that a matrix Xi j
is recorded, consisting of the parent’s ith sampled input experience
(out of I total sampled experiences) of its jth input neuron, along
with the NN’s corresponding output response, Yik = NN(Xi ;w)k ,
to each experience (where k indexes the NN’s outputs). Note that
NN(x ;w) represents the result of forward-propagating the input
vector x through an NN with weightsw .
It is then possible to express howmuch anNN’s response diverges
as a result of perturbation δ :
Divergence(δ ;w) =
∑
i
∑
k (NN(Xi ;w)k − NN(Xi ;w + δ)k )2
I
. (1)
With this formalism, one can specify the desired amount of di-
vergence (i.e. a mutation that induces some limited change), and
then search for or calculate a perturbation δ that satisfies the re-
quirement. There are different ways to approach safe mutation
from this perspective. In particular, the next section explores a sim-
ple mechanism to rescale the magnitude of a weight perturbation
to encourage safe mutations when the NN is not differentiable.
The following section then introduces more flexible perturbation-
adjustment methods that exploit gradients through the model. Note
that section 1 of the supplemental material describes experiments
with a simple poorly-conditioned model that ground intuitions
about specific properties of the different SM methods; these exper-
iments are referenced below when relevant and are optional for
understanding the paper as a whole.
3.1 Safe Mutation through Rescaling
One approach to satisfying a specific level of divergence in equation
1 is called safe mutation through rescaling (SM-R). The idea is to
decompose δ into a direction vector in parameter space and a mag-
nitude scalar that specifies how far along the direction to perturb:
δ = δmagnitudeδdirection. First, the direction is chosen randomly.
Then, the scalar δmagnitude is optimized with a simple line search
to target a specific amount of divergence, which becomes a search
hyperparameter replacing the traditional mutation rate.
Importantly, because the parent’s experiences have been recorded,
this rescaling approach does not require additional domain evalua-
tions, although it does require further NN forward passes (i.e. one
for each iteration of the line search, assuming that the sample of
experiences is small enough to fit in a single mini-batch). While this
approach can achieve variation that is safe by some definition, the
effects of mutation may be dominated by a few highly-sensitive pa-
rameters (see the Easy and Medium tasks in supplemental material
section 1 for a toy example); in other words, this method can rescale
the perturbation as a whole, but it cannot granularly rescale each
dimension of a perturbation to ensure it has equal opportunity to be
explored. The next section describes how gradient information can
be exploited to adjust not only the magnitude, but also to reshape
the direction of perturbation as well.
3.2 Safe Mutation through Gradients
Amore flexible way to generate safe variation is called safe mutation
through gradients (SM-G). The idea is that if the NN targeted by
SM is differentiable, then gradient information can approximate
how an NN’s outputs vary as its weights are changed. In particular,
the output Yik of the NN can be modeled as a function of weight
perturbation δ through the following first-order Taylor expansion:
Yik (Xi ,δ ;w) = NN (Xi ;w)k + δ∇wNN (X i ;w)k
This approximation illustrates that the magnitude of each out-
put’s gradient with respect to any weight serves as a local estimate
of the sensitivity of that output to that weight: It represents the
slope of the NN’s response from perturbations of that weight. By
summing such per-output weight sensitivities over outputs, the
result is the overall sensitivity of a particular weight. More formally,
sensitivity vector s containing the sensitivities of all weights in a
NN can be calculated as:
s =
√√∑
k
(∑
i abs(∇wNN (Xi )k )
I
)2
.
One simple approach to adjust a perturbation on a per-parameter
basis is thus to normalize a perturbation by this sensitivity:
δadjusted =
δ
s
.
Note that calculating s in practice requires taking the average ab-
solute value of the gradient over a batch of data (the absolute value
reflects that we care about the magnitude of the slope and not its
sign); unfortunately this cannot be efficiently calculated within pop-
ular tensor-based machine learning platforms (e.g. TensorFlow or
PyTorch), which are optimized to compute gradients of an aggregate
scalar (e.g. average loss over many examples) and not aggregations
over functions of gradients (e.g. summing the absolute value of
per-example gradients). To compute this absolute gradient variant
of SM-G (SM-G-ABS) requires a forward and backward pass for each
of the parent’s experiences, which is expensive. A less-precise but
more-efficient approximation is to drop the absolute value function:
sSUM ≈
√√∑
k
(∑
i
∇wNN (Xi )k
)2
,
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which is referred to as the summed gradient variant, or SM-G-SUM.
Note that each output gradient is no longer averaged over all I
timesteps of experience, which empirically improves performance,
potentially by counteracting the washout effect from summing to-
gether potentially opposite-signed gradients. That is, if modifying
a weight causes positive and negative output changes in differ-
ent experiences, the measured sensitivity of that weight would be
washed-out in the sum of these opposite-signed changes (see the
Gradient Washout task in supplemental material section 1 for a toy
example); later experiments explore whether such dilution imposes
a cost in practice.
A final SM-G approach is to consider gradients of the divergence
equation (equation 1) itself, i.e. how does perturbing a weight affect
the formalism this paper adopts to define safe mutations in the
first place. However, a second-order approximation must be used,
because the gradient of equation 1 with respect to the weights is
uniformly zero when evaluated at the NN’s current weights (δ = 0),
i.e. divergence is naturally a global minimum because the compari-
son is between two NNs with identical weights. With second-order
information evaluated at δ = 0, the gradient of the divergence
as weights are perturbed along a randomly-chosen perturbation
direction δ0 can be approximated as:
∇w (Divergence(0 + δ0;w)) ≈ ∇wDivergence(0;w)+
Hw (Divergence(0;w))δ0
≈ Hw (Divergence(0;w))δ0, (2)
where H is the Hessian of Divergence with respect to w . While
calculating the full Hessian matrix of a large NN would be prohibi-
tively expensive, the calculation of a Hessian-vector product (i.e.
the final form of equation 2) imposes only the cost of an additional
backwards pass; the insight is that the full Hessian is not necessary
because what is important is the curvature in only a single particu-
lar random direction in weight space δ . Given this estimate of the
gradient in the direction of the mutation δ , per-weight sensitivity
for this second-order SM-G (i.e. SM-G-SO) can then be calculated
in a similar way to SM-G-ABS:
sSO =
√
abs(Hw (Divergence(0;w))δ),
and the perturbation δ can similarly be adjusted by dividing by the
weight sensitivity vector sSO.
4 SIMPLE NEUROEVOLUTION ALGORITHM
Where not otherwise noted, the experiments in this paper all apply
the same underlying NE algorithm, which is based on a simple
steady-state EA (i.e. there are no discrete generations and individu-
als are instead replaced incrementally) with standard tournament
selection with size 5. All mutation operators build upon a simple
control mutation method based on the successful deep-learning
ES of Salimans et al. [25], where the entire parameter vector is
perturbed with fixed-variance Gaussian noise. Each NN weight
vector composing the initial population is separately randomly
initialized with the Xavier initialization rule [3], which showed
promise in preliminary experiments. For simplicity the algorithm
does not include crossover, although there may also be interest-
ing SM-inspired approaches to safe crossover. Evolution proceeds
until a solution is evolved or until a fixed budget of evaluations is
exhausted. Source code for the NE algorithm and SM operators is
available from: https://github.com/uber-common/safemutations.
The strength of mutations is tuned independently with a grid
search for each method on each domain (including the control).
For methods besides SM-R such strength corresponds to the vari-
ance of the Gaussian weight-vector perturbations, while for SM-R
the severity of mutation is varied through adjusting the targeted
amount of divergence in equation 1. Specific mutation strength
settings are noted in the supplemental material.
5 EXPERIMENTS
This section explores the scalability of SM techniques by applying
them to domains of increasing difficulty, culminating in first-person
traversal of a rendered 3D environment from raw pixels.
5.1 Recurrent Parity Task
To highlight a class of NN models for which SM-G might provide
natural benefit, this section introduces a simple recurrent classifi-
cation task, called Recurrent Parity. In this task an NN must classify
the parity of a bit-sequence (i.e. whether the sequence contains an
odd number of ones) presented to it sequentially in time. Recurrent
networks are known to exhibit vanishing and exploding gradients
[7], which from a variation point of view would manifest as weights
with tiny and massive sensitivities, respectively.
A two-layer RNN network with one input, two recurrent hidden
layers of 20 nodes each, and one output is trained to memorize all
sixteen 4-bit parities. This network has approximately 1,300 pa-
rameters. Twenty independent evolutionary runs are conducted for
each method for a maximum of 100,000 evaluations each. Specific
hyperparameters for each method are noted in the supplemental
material.
Figure 1 shows the fraction of successful runs across evalua-
tions for each run. All SM-G methods evolve solutions significantly
faster than the control (Mann-Whitney U-test; p < 0.001); SM-R’s
solution time is significantly better than the control only if failed
runs of the control are included in the calculation (p < 0.05). To
support the intuition motivating the SM-G family, i.e. that SM-G
mutations are safer than control mutations, all solutions evolved
by each mutation method (20 for both SM-G methods and 17 for
Control; 3 Control runs did not solve the task) are subject to 50
post-hoc perturbations from each mutation method. The robust-
ness of each individual solution/post-hoc-mutation combination
is calculated as the average fraction of performance retained after
perturbation. The result is that SM-Gmethods result in significantly
more robust mutations no matter what mutation method generates
the solution (Mann-Whitney U-test; p < 0.001); more details are
shown in supplemental material figure 2.
5.2 Breadcrumb Hard Maze
The purpose of this experiment is to explorewhether SM approaches
have promise for evolving deep networks in an RL context. The
Breadcrumb Hard Maze (shown in figure 2) was chosen as a repre-
sentative low-dimensional continuous control task, and is derived
from the Hard Maze benchmark of Lehman and Stanley [13]. An
evolved NN controls a wheeled robot embedded within a maze
(figure 2a), with the objective of navigating to its terminus. The
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Figure 1: Performance on the Recurrent Parity task across
methods. The plot shows the fraction of solutions evolved
by each method across evaluations, for twenty independent
runs of each method. Each SM-G approach solves the task
significantly faster than the control, highlighting the poten-
tial for SM to enhance evolution of recurrent NNs.
robot receives egocentric sensor information (figure 2b) and has
two effectors that control its velocity and orientation, respectively.
In its original instantiation, the hard maze was intended to high-
light the role of deception in search, and fitness was intended to be
a poor compass. Because this work focuses on a different issue (i.e.
the scalability of evolution to deep networks), the fitness function
should instead serve as a reliable measure of progress. Thus, fitness
in this breadcrumb version of the Hard Maze domain is rewarded
as the negation of the A-star distance to the maze’s goal from the
robot’s location at the end of its evaluation, i.e. fitness increases
as the navigator progresses further along the solution path (like a
breadcrumb trail). Note that a similar domain is applied for similar
reasons in Risi and Stanley [24].
Past work applied NEAT to this domain, evolving small and
relatively shallow NNs [13, 24]. In contrast, to explore scaling to
deep NNs where mutation is likely to become brittle, the NN applied
here consists of 16 feed forward hidden layers of 8 units each, for
a total of 1,266 evolvable parameters. The activation function in
hidden layers is the SELU [9], while the output layer has unsigned
sigmoid units. The specific hyperparameters for the NE algorithm
and mutation operators are listed in the supplemental material.
5.2.1 Results. Figure 3 shows results across different mutation
approaches. SM-G-SO evolves solutions significantly more quickly
than the control (Mann-Whitney U-test; p < 0.005). The only
method to solve the task in all runs was SM-G-ABS, and although
the difference in number of solutions did not differ significantly
from the control at the end of evolution (Barnard’s exact test;
p > 0.05), at 60,000 evaluations it had evolved significantly more
solutions than the control and SM-R (Barnard’s exact test; p < 0.05).
SM-R performs poorly in this domain, suggesting that nuanced
gradient information may often provided greater benefit to craft-
ing safe variation; similarly, SM-G-SUM performs no differently
from the control, suggesting the gradient washout effect may affect
this domain. A video in the supplemental material highlights the
qualitative benefits of the SM approaches when mutating solutions.
5.2.2 Large-scale NN Experiment. Additional experiments in
this domain explore the ability of SM-G methods to evolve NNs
with up to a hundred layers or a million parameters; before now
neuroevolution of NNs with over 10 layers has little precedent.
(a) Hard Maze Map
Rangefinder
Radar 
(pie­slice sensor)
Heading
(b) Maze Navigating Robot
Figure 2: The Breadcrumb Hard Maze domain. The maze’s
layout is shown in (a), while the maze navigating robot and
its sensors is shown in (b). In (a), the large circle represents
the robot’s starting position and the small circle represents
the goal. In (b), each arrow outside of the robot’s body is a
rangefinder sensor measuring the distance to the closest ob-
stacle in that direction. The robot has four pie-slice sensors
that act as a compass, activating when a line from the goal
to the center of the robot falls within the pie-slice (i.e. irre-
spective of intervening walls). The solid arrow indicates the
robot’s heading. Navigating robots are rewarded for ending
in locations with low A-star distance to the goal.
Figure 3: Performance on the BreadcrumbHardMaze across
methods. The fraction of solutions evolved by each method
is shown over increasing evaluations. SM-G-SO evolves so-
lutions significantly more quickly than the standard muta-
tion control, and only SM-G-ABS evolves solutions in each of
its 20 independent runs. Interestingly, SM-G-SUM’s perfor-
mance mirrors the control, while SM-R under-performs the
other methods. The conclusion is that some domains bene-
fit from SM methods that exploit more principled gradient
information (SM-G-ABS and SM-G-SO).
Three network architectures inspired by wide residual networks
[35] were tested, consisting of 32, 64, and 101 Tanh layers, with
residual skip-ahead connections every four layers. The 32 and 64-
layer models are designed to explore parameter-size scalability,
and have 125 units in each hidden layer, resulting in models with
approximately half a million and a million parameters, respectively.
The 101-layer model is designed instead to explore scaling NE to
extreme depth; each layer contains fewer units (48 vs. 125) than
the 32 and 64-layer models, resulting in fewer total parameters
(approximately 200,000) despite the NN’s increased depth.While the
previous experiment shows that such capacity (a million parameters
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Figure 4: Performance on the large-scale NN task across
methods. The fraction of solutions successfully evolved by
each method over 20 runs is shown. Although performance
degrades with increasing layers for all methods, SM-G-SUM
evolves significantly more solutions than the standard mu-
tation control and SM-G-SO in each of the 32-layer, 64-layer,
and 101-layer models. The conclusion is that SM-G can help
to unlock the potential of NNs with up to a million parame-
ters or a hundred layers.
or 100 layers) is unnecessary to solve this task, success nonetheless
highlights the potential for NE to scale to large models. Note that
hyperparameters are fit using grid search on the 32-layer model,
and are then also applied to the 64 and 101-layer models.
Figure S3 shows results across different mutation methods for
each of the three architectures, with 20 independent runs for each
combination of model andmethod. In each case, SM-G-SUM evolves
significantly more solutions than either SM-G-SO or the control
(p < 0.05; Barnard’s exact test). The conclusion is that SM-G shows
potential for effectively evolving large-scale NNs. Note that more
detailed training plots are included in the supplemental material.
5.3 Topdown Maze
The Topdown Maze domain is designed to explore whether safe
mutation can accelerate the evolution of deep recurrent convolu-
tional NNs that learn from raw pixels. The motivation is that this is
a powerful architecture that enables learning abstract representa-
tions without feature engineering as well as integrating information
over time; similar combinations of recurrence and convolution have
shown considerable promise in deep RL [18].
In this domain, the agent receives a visual 64x64 input containing
a local view of a maze (i.e. it cannot see the whole maze at once)
as a grayscale image, and has discrete actions that navigate one
block in each of the four cardinal directions. Because the maze
(figure 5a) has many identical intersections, which the agent cannot
distinguish by local visual information alone (figures 5b and c),
solving the task requires use of recurrent memory.
These experiments focus on comparing themore computationally-
scalable variants of SM-G (i.e. SM-G-SUM and SM-G-SO) to the
control mutation method, because of the complexity and size of
the RNN. Note that because this NN is recurrent, backpropagation
through time is used for the SM-G approaches when calculating
weight sensitivity, i.e. weight sensitivity in SM-G is informed by
the cascading effects of signals over time.
(a) Map (b) Intersection (c) Inbetween
Figure 5: TopdownMaze domain. The (a) 2D grid-worldmaze
is shown in which the agent is embedded. A black square in-
dicates a wall and the red path indicates the target trajectory
of the agent. One fitness point is awarded for each square
along the trajectory the agent touches. Note that the red tra-
jectory is not visible to the agent. Because the agent views
only a 3 × 3 block window around its immediate location,
many (b) intersections and (c) positions between intersec-
tions are conflated. Successful completion of the maze thus
requires integrating information over time by making use
of recurrence. Note that each block is rendered as a 21 × 21
square of the NN’s input image.
Figure 6: Performance on the Topdown Maze across meth-
ods. The fraction of successful independent runs (from the
20 conducted for each method) is shown across SM-G meth-
ods and the control mutation method. SM-G-SUM and SM-
G-SO solve the task consistently and in relatively few evalu-
ations when compared to the control.
5.3.1 Experimental Settings. The agent receives as input a 64×64
grayscale image and has at most 40 time-steps to navigate the envi-
ronment. The NN has a deep convolutional core, with two layers of
5 × 5 convolution with stride 2, to reduce dimensionality, followed
by 12 layers of 3×3 convolution with stride 1. All convolutional lay-
ers have 12 feature maps and SELU activation. This pathway feeds
into an average pooling layer that leads into a two-layer LSTM [7]
recurrent network with 20 units each; the signal then feeds into
an output layer with sigmoid units. The NN has in total 25,805
evolvable parameters and 17 trainable layers. EA and mutation
hyperparameters are provided in the supplemental material.
5.3.2 Results. Figure 6 shows the results in this domain. Both
SM-G-SUM and SM-G-SO consistently evolve solutions, and even
when the control is successful it requires significantly more evalua-
tions for it to discover a solution (Mann-Whitney U-test; p < 0.001).
Complementing the results of the simple RNN classification task in
section 5.1, the conclusion from this experiment is that the tested
SM-G approaches can accelerate evolution of successful memory-
informed navigation behaviors.
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Figure 7: First-person 3D Maze Domain. An agent traverses
a 3D first-person environment and is rewarded the further
it progresses along the correct path.
5.4 First-person 3D Maze
The First-person 3D Maze is a challenge domain in which a NN
learns to navigate an environment from first-person 3D-rendered
images (figure 7). The maze has the same layout as the Topdown
Maze. However, navigation is egocentric and continuous in space
and heading, i.e. the agent does not advance block-wise in cardinal
directions, but its four discrete actions incrementally turn the agent
left or right, or advance or reverse. The agent is given 400 frames to
navigate the maze. Note that this domain builds upon the RayCast
Maze environment of the PyGame learning environment [30].
5.4.1 Experimental Settings. Input to the NN is a grayscaled
64 × 64 image. The NN has an architecture nearly identical to that
of the ANN of the Topdown Maze, i.e. a deep convolutional core
(but with 8 instead of 12 layers) feeding into a two-layer LSTM
stack (each composed of 20 units), which connects to an output
layer with sigmoid units. There are 20,573 parameters in total. The
NN executes the same action 4 frames in a row to reduce the compu-
tational expense of the domain, which is bottlenecked by forward
propagation of the RNN (for the control mutation method) and a
combination of forward and backward RNN propagation (for SM-
G approaches). The EA settings are the same as in the Topdown
maze, but hyperparameters for each mutation method are fit for this
domain separately and are described in the supplemental material.
5.4.2 Results. Figure 8 shows the results in this domain. As in
the Topdown Maze domain, both SM-G-SUM and SM-G-SO solve
the task significantly more often than does the control (p < 0.05;
Barnard’s exact test). The conclusion is that SM-Gmethods can help
scale NE to learn adaptive behaviors from raw pixel information
using modern deep learning NN architectures. A video of a solution
from SM-G-SUM is included in the supplemental material.
6 DISCUSSION AND CONCLUSION
The results across a variety of domains highlight the general promise
of safe mutation operators, in particular when guided by gradient
information, which enables evolving deeper and larger recurrent
networks. Importantly, because SM methods generate variation
without taking performance into account, they can easily apply to
artificial life or open-ended evolution domains, where well-defined
reward signals may not exist; SM techniques are also agnostic to the
stationarity or uni-modality of reward, and can thus be easily ap-
plied to divergent search [13, 19] and coevolution [23]. Additionally,
SM-G may well-complement differentiable indirect encodings where
mutations can have outsize impact; for example, in HyperNEAT
Figure 8: Performance on the First-person 3D Maze across
methods. The fraction of successful independent runs (from
the 30 conducted for each method) is shown across SM-G
methods and the control mutation method. SM-G-SUM and
SM-G-SO both solve the task significantly more frequently
than does the control.
[27], CPPN mutations could be constrained such that they limit
the change of connectivity in the substrate (i.e. target network)
or the substrate’s output. This safety measure would not preclude
systematic changes in weight, only that those systematic changes
proceed slowly. While both SM-G and SM-R offer alternative routes
to safety, it appears from the initial results in this paper that SM-G
(and variants thereof) is likely the more robust approach overall.
Another implication of safe mutation is the further opening of
NE to deep learning in general. Results like the recent revelation
from Salimans et al. [25] that an evolution strategy (ES) can rival
more conventional deep RL approaches in domains requiring large
or deep networks such as humanoid locomotion and Atari have
begun to highlight the role evolution can potentially play in deep
learning; interestingly, the ES of Salimans et al. [25] itself has an
inherent drive towards a form of safe mutations [12], highlighting
the general importance of such mutational safety for deep NE. Some
capabilities, such as indirect encoding or searching for architec-
ture as in classic algorithms like NEAT [28], are naturally suited to
NE and offer real potential benefits to NN optimization in general.
Indeed, combinations of NE with SGD to discover better neural
architectures are already appearing [15, 17]. The availability of a
safe mutation operator helps to further ease this ongoing transi-
tion within the field to much larger and state-of-the-art network
architectures. A wide range of possible EAs can benefit, thereby
opening the field anew to exploring novel algorithms and ideas.
In principle the increasing availability of parallel computation
should benefit NE. After all, evolution is naturally parallel and as
processor costs go down, parallelization becomes more affordable.
However, if the vast majority of mutations in large or deep NNs
are destructive, then the windfall of massive parallelism is severely
clipped. In this way, SM-G can play an important role in realizing
the potential benefits of big computation for NE in a similar way
that innovations such as ReLU activation [4] (among many oth-
ers) in deep learning have allowed researchers to capitalize on the
increasing power of GPUs in passing gradients through deep NNs.
In fact, one lingering disadvantage in NE compared to the rest
of deep learning has been the inability to capitalize on explicit
gradient information when it is available. Of course, the quality
of the gradient obtained can vary – in reinforcement learning for
example it is generally only an indirect proxy for the optimal path
towards higher performance – which is why sometimes NE can
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rival methods powered by SGD [22, 25], but in general it is a useful
guidepost heretofore unavailable in NE. That SM-G can now capi-
talize on gradient information for the purpose of safer mutation is
an interesting melding of concepts that previously seemed isolated
in their separate paradigms. SM-G is still distinct from the reward-
based gradients in deep learning in that it is computing a gradient
entirely without reference to how it is expected to impact reward,
but it nevertheless capitalizes on the availability of gradient com-
putation to make informed decisions. In some contexts, such as in
reinforcement learning where the gradient may even be misleading,
SM-G may offer a principled alternative – while we sometimes may
not have sufficient information to know where to move, we can still
explore different directions in parallel as safely as possible. That
we can do so without the need for further rollouts (as required by
e.g. Gangwani and Peng [2]) is a further appeal of SM-G.
Furthermore, this work opens up future directions for under-
standing, enhancing, and extending the safe mutation operators
introduced here. For example, it is unclear what domain properties
predict which SM or SR method will be most effective. Additionally,
similarly-motivated safe crossover methods could be developed, sug-
gesting there may exist other creative and powerful techniques for
exploiting NN structure and gradient information to improve evolu-
tionary variation. Highlighting another interesting future research
direction, preliminary experiments explored a version of SM-G
that exploited supervised learning to program a NN to take specific
altered actions in response to particular states (similar in spirit to
a random version of policy gradients for exploration); such initial
experiments were not successful, but the idea remains intriguing
and further investigation of its potential seems merited.
Finally, networks of the depth evolved with SM-G in this paper
have never been evolved before with NE, and those with similar
amounts of parameters have rarely been evolved [22]; in short, scal-
ing in this way might never have been expected to work. In effect,
SM-G has dramatically broadened the applicability of a simple, raw
EA across a broad range of domains. The extent to which these im-
plications extend to more sophisticated NE algorithms is a subject
for future investigation. At minimum, we hope the result that safe
mutation can work will inspire a renewed interest in scaling NE to
more challenging domains, and reinvigorate initiatives to invent
new algorithms and enhance existing ones, now cushioned by the
promise of an inexpensive, safer exploration operator.
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Supplemental Material
1 SIMPLE POORLY-CONDITIONED MODEL
To gain a clearer intuition of the benefits and costs of SM-R and
SM-G variants, it is useful to introduce a toy model constructed
purposefully with parameters that significantly vary in their sensi-
tivity:
y0 = 100w0x0
y1 = 0.1w1x1,
(3)
where y are the model’s outputs as a function of the inputs x and
the current weights w . Notice that w0 will have 1,000 times the
effect on y0 thanw1 has on y1. If the scale of expected outputs for
y0 and y1 is similar, then an uninformed mutation operator would
have difficulty generating variation that equally respects effects on
y0 andy1; likely the effect of mutation on the NNwill be dominated
by the scale of δ0.
Now, consider three variations of the task. In the first, called the
Easy task, there is a single input-output pair to memorize, which
depends only onw1:
input0 = 0.0, 1.0 target0 = 0.0, 1.0
In the second, called the Medium task, there is again a single
input-output pair to memorize, but solving the task requires tuning
w0 andw1, on which mutations have a substantially different effect:
input0 = 1.0, 1.0 target0 = 1.0, 1.0
In the last task, called the Gradient-Washout task, there are two
input-output pairs, designed to highlight a potential failure case of
SM-G-SUM:
input0 = 1.0, 1.0 target0 = 1.0, 1.0
input1 = −1.0,−1.0 target1 = −1.0,−1.0
The Easy task is designed to highlight situations in which all
SM-G and SM-R variants will succeed, the Medium task highlights
when SM-G approaches will have advantage over SM-R, and the
Gradient-Washout task highlights situations wherein SM-G-ABS
and SM-G-SO have advantage over SM-G-SUM. In particular, in the
Gradient-Washout task the only relevant parameter isw0, but due
to opposite-sign inputs, the summed gradient of y0 with respect to
x0 is 0. The more informative average absolute value gradient (used
by SM-G-ABS) is 100.
In this experiment, a simple hill-climbing algorithm is applied
instead of the NE algorithm described in the previous section. The
hill-climber is initialized with small zero-centered noise. Runs last
for 2, 000 iterations, wherein an offspring from the current cham-
pion is generated, and replaces the champion only if its fitness
improves upon that of the champion.
Figure S1 shows the results from 20 independent runs for each
mutation method, i.e. control mutation, SM-R, and variations of SM-
G. Fitting the motivation of the experiments, the Easy task is solved
effectively by all SM variants (which all outperform the control),
the Medium task highlights the benefits of SM methods that take
advantage of gradient information, and the Gradient-Washout task
highlights the benefits of methods that do not sum NN outputs over
experiences before calculating sensitivity. Note that with a tuned
mutation rate, the control can more quickly solve the Easy task, but
the point is to highlight that SM-Gmethods can normalize mutation
by their effect on the output of a model, identifying automatically
when a parameter is less sensitive (e.g.w1 in this task) and can thus
safely be mutated more severely.
2 HYPERPARAMETERS
For each experimental domain (besides those using the simple
poorly-conditioned model), hyperparameter tuning was performed
independently for each method. In particular, each method has
a single hyperparameter corresponding to mutational intensity.
For the control and the SM-G methods, this intensity factor is the
standard deviation of the Gaussian noise applied to the parent’s
parameter vector (which the SM-G methods then reshape based on
sensitivity, but which the control leaves unchanged). In contrast,
for SM-R, mutational intensity is given by the desired amount of
divergence.
Hyperparameter search was instantiated as a simple grid search
spanning several orders of magnitude. In particular, each muta-
tional method was evaluated for 8 independent runs with each
hyperparameter setting from the following set: {1e − 1, 5e − 2, 1e −
2, 5e − 3, 1e − 3, 1e − 4}. The best performing hyperparameter was
then chosen based on highest average performance from the initial
runs, and a final larger set of independent runs was conducted to
generate the final results for each domain and method combination.
These final hyperparameter settings are shown in table S1. Other
hyperparameters (such as population size and tournament size)
were fixed between methods and largely fixed between domains,
and were subject to little exploration. These hyperparameters are
shown in table S2.
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Figure S1: Performance of SM-R and SM-G on the Simple Poorly-conditioned Tasks. All SM-G and SM-R methods perform
well on the (a) Easy task, while the (b) Medium task stymies SM-R, and the (c) Gradient-Washout task highlights the benefits
of SM-G-ABS and SM-G-SO.
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Figure S2: Analyzing robustness of solutions in the Recurrent Parity task. (a) For each mutation method, 1,000 perturbations
by that method are generated from a representative solution (evolved by that method). The histogram of correct parity clas-
sifications (out of sixteen) achieved by perturbations are shown for SM-G-SUM, SM-G-SO, and the control. (b) The plot shows
robustness to mutations averaged across solutions. For each evolutionary mutation method (i.e. the method generating the
solution), the post-hoc Control mutation is significantly less robust than the post-hoc SM-Gmutations (Mann-Whitney U-test;
p < 0.001). The conclusion is that SM-G methods do indeed produce safer mutations in this domain.
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Figure S3: Performance comparison across evaluations on the large-scale NN task. This expanded version of main-text figure
4 shows the fraction of solutions evolved by each method over increasing evaluations for 20 independent runs. SM-G-SUM
evolves significantly more solutions than the standard mutation control and SM-G-SO in each of the (a) 32-layer, (b) 64-layer,
and (c) 101-layer models.
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Domain Control SM-G-SUM SM-G-ABS SM-G-SO SM-R
Simple Model 0.01 0.5 0.5 0.5 0.5
Recurrent Parity 0.05 0.001 0.001 0.001 0.005
Breadcrumb Hard Maze 0.05 0.1 0.005 0.01 0.005
Large-scale NN 0.01 0.1 0.01
Topdown Maze 0.1 0.01 0.01
First-person Maze 0.005 0.01 0.01
Table S1: Mutation intensity settings for each domain and method combination.
Domain Population Size Tournament Size Maximum Evaluations
Simple Model 1 (hill-climber) NA 2k
Recurrent Parity 250 5 100k
Breadcrumb Hard Maze 250 5 100k
Large-scale NN 100 5 50k
Topdown Maze 250 5 50k
First-person Maze 250 5 50k
Table S2: Evolutionary hyperparameters across domains.
