Recently developed particle flow algorithms provide an alternative to importance sampling for drawing particles from a posterior distribution, and a number of particle filters based on this principle have been proposed. Samples are drawn from the prior and then moved according to some dynamics over an interval of pseudo-time such that their final values are distributed according to the desired posterior. In practice, implementing a particle flow sampler requires multiple layers of approximation, with the result that the final samples do not in general have the correct posterior distribution. In this paper we consider a particular class of nonlinear Gaussian models and circumvent these approximations using the following advances: we use exclusively a Gaussian flow which is optimal for a linear Gaussian model and which has an analytic solution; we use the particle flow within an importance sampler, correcting for the discrepancy between the target and actual densities with importance weights; we use particle flow to sample from the optimal importance density, rather than the filtering density itself, avoiding the need to make analytical or numerical approximations of the predictive density. Simulations using particle flow importance sampling within a particle filter demonstrate significant improvement over standard approximations of the optimal importance density, and the algorithm falls within the standard sequential Monte Carlo (SMC) framework.
Introduction
The particle filter is a Monte Carlo algorithm used for sequential inference of a filtering distribution associated with a state-space model. A set of weighted samples is advanced through time, drawn approximately from the filtering distribution. For a comprehensive introduction, see for example (Cappé et al., 2007; Doucet and Johansen, 2009 ). The desired posterior filtering densities contain an intractable normalising constant, which is circumvented through the use of importance sampling. The principal challenge then, when designing a particle filter, is the selection of the importance density.
For complex or nonlinear models, good choices of importance densities are frequently not obvious, particularly when informative observations of the latent state are made. In this situation, simple strategies such as sampling from the prior lead to a set of particles which are spread widely over the state space, of which a large proportion will have very low likelihood. The result is that the variance of the particle weights is high, and the resulting Monte Carlo estimates are dominated by a few particles with high weights. This phenomenon is known as weight degeneracy. Although the optimal importance density (OID) which minimises the weight variance is known, it rarely has an analytical form. In practice, Gaussian approximations of the OID based on linearisation or the unscented transform are popular choices for the importance density Merwe et al., 2000) , but these are not always effective.
One way in which weight degeneracy may be mitigated is by introducing the effect of each observation gradually, so that particles may be progressively drawn towards peaks in the likelihood. This can be achieved by using a discrete set of bridging distributions which transition smoothly between the prior and posterior. Each one is targeted in turn using importance sampling, and the accumulation of weight variance is curtailed through the use of resampling and Markov chain Monte Carlo (MCMC) steps.
Such schemes have been suggested by Neal (2001); Del Moral et al. (2006) for static inference and by Godsill and Clapp (2001) ; Gall et al. (2007) ; Deutscher et al. (2000) ; Oudjane and Musso (2000) for particle filters.
It is possible to take the idea of bridging distributions to a limit and define a continuous sequence of distributions between the prior and the posterior. This idea was used by Gelman and Meng (1998) for the related task of simulating normalising constants, and has been used to design sophisticated assumed-density filters (Hanebeck and Feiermann, 2003; Hanebeck and Steinbring, 2012; Hagmar et al., 2011 ). More recently, particle filters have appeared which exploit the same principle, including the particle flow methods described in series of papers including Huang, 2008, 2011) , and the optimal transport methods of Reich (2011 Reich ( , 2012 Reich ( , 2013 . A particle is first sampled from the prior (i.e. the transition) density, and then moved continuously according to some differential equation over an interval of pseudo-time, such that the evolution in the density corresponds to the progressive introduction of the likelihood.
Although theoretically elegant and powerful, practical implementation of optimal transport or particle flow methods require a host of approximations to be made. First, even if the prior density were known, it would still usually be necessary to make approximations in order to find an appropriate flow. Second, when applying particle flow to sample from the filtering density, the prior is generally not known analytically, and must itself be approximated. Third, once an appropriate flow has been identified, it must usually then be integrated numerically.
In this paper we focus on models which have a Gaussian prior and likelihood, but a nonlinear relationship between observations and latent states. We choose to move the particles according to a Gaussian flow, which is optimal for a linear Gaussian model, and which requires no numerical integration. Furthermore, it is possible to calculate pointwise the density associated with each particle trajectory. Rather than using this density directly as an approximation to the posterior, it is treated as the importance density in an importance sampler. Thus, we are able to correct for the discrepancies introduced by approximating the flow. (We note that Reich (2013) has recently suggested a similar scheme, but using completely different mechanisms to move the particles.) Finally, we apply this particle flow proposal method to the OID of a particle filter, rather than to the filtering density itself. This allows the particle flow to be applied within the standard framework for particle filtering, and also avoids the need to use approximations of the predictive density.
We demonstrate the efficacy of Gaussian flow importance sampling for particle filtering with simulations on a number of challenging nonlinear models. Significant performance improvements are observed in error and effective sample size statistics.
In section 2, we review particle flow methods, and in section 3 we demonstrate how Gaussian flow sampling may be used as an effective proposal for importance sampling.
In section 4, this strategy is applied to particle filtering, and in section 5, performance is evaluated in a number of challenging simulation studies.
A brief description of a special case of our method has been previously reported in the conference proceedings of CAMSAP, (Bunch and Godsill, 2013) .
Importance Sampling and Particle Flows
Consider the task of sampling from a Bayesian posterior distribution over a hidden state
in which p and π are the prior and posterior densities respectively, which are assumed to exist, l is the likelihood and K is a normalising constant, which typically cannot be computed.
Importance Sampling
Importance sampling may be used to draw from posterior distributions (1) (Geweke, 1989; Liu, 2001) . A set of N i.i.d. samples {x (i) } (or particles, the two terms are used interchangeably throughout) is generated according to some importance distribution with density q(x) (whose support is a superset of that of π(x)) and each is assigned a weight,
An estimator of a posterior expectation may then be written as a finite sum over this set of weighted samples, and it is well known that this estimate converges almost surely to its true value as the number of particles becomes large (Liu, 2001) ,
The effectiveness of such an importance sampler depends on the choice of importance density. For integration of an arbitrary test function φ(x), it is desirable that q(x) be as close to π(x) as possible. Selecting a good importance density is therefore a foremost priority, but often proves challenging. One naive approach is to use the prior as the importance density q(x) = p(x), meaning that
setting, this is the bootstrap filter of Gordon et al. (1993) .) This scheme is simple and easy to implement. The only requirement is that it should be possible to sample from the prior. However, it is wasteful, especially when the variance of the prior is much greater than that of the posterior, i.e. the likelihood is highly informative about the state.
In this situation, the samples are widely spread over the state space, and only a few fall in the region of high likelihood. The consequence is that many have very low weight and posterior estimates are based on only a few significant particles; the resulting esti-mators are poor, having a high Monte Carlo variance. This is a fundamental difficulty for importance samplers. Good posterior sampling relies on having a good approximation of the posterior to begin with!
Particle Flow Sampling
Particle flow and optimal transport methods are an alternative mechanism for generating posterior samples. They have been applied to Bayesian filtering and data assimilation problems by Daum and Huang (2008 , 2011 , 2013 ; Reich (2011 Reich ( , 2012 . The general principle is to begin with samples from the prior, then to move these according to some dynamics over an interval of pseudo-time such that the final values are distributed according to the posterior. One possible way to achieve this is to define the following geometric density sequence over the pseudo-time interval λ ∈ [0, 1],
Since π 0 = p, initial particles may be sampled from the prior. These are then moved according to an Itō stochastic differential equation (SDE) such that at every instant in pseudo-time each one is distributed according to the appropriate density in the sequence (4),
in which ζ λ (x λ ) and η λ are drift and diffusion terms, and λ is Brownian motion.
At the end, since π 1 = π, the final particles are independent and identically distributed according to the posterior. Hence, from the basic Monte Carlo principle, they may be used to form a consistent estimator of posterior expectations akin to (3) but with uniform weightsw
The challenge in applying such a particle flow sampler comes in finding suitable dynamics with which to move the particles such that the correct density is maintained throughout. In general, this cannot be achieved analytically, and approximations are called for (see aforesaid references). While these may sometimes lead to effective estimators, they result in the loss of asymptotic consistency, and the introduction of bias which is not easily quantified.
Exact Particle Flows
It may be shown that exact particle flows obey the following governing equation.
Theorem 2.1 For a particle moving according to (5), in order to maintain the correct density x λ ∼ π λ (x λ ) defined by (4), the SDE drift and diffusion must satisfy,
in which
For proof see appendix A which is based on Daum and Huang (2008) .
The governing equation relates the SDE drift and diffusion to three quantities: the gradient ∂Ξ λ ∂x λ and Hessian
of the log-density at the current location, and the expected value of the log-likelihood E π λ [L] . Intuitively, the derivative terms may be seen as controlling the particle motion due to changes in the local shape of the sequence density, while the expectation controls motion due to shifts in the bulk of the probability mass.
Particle Flow Importance Sampling
The approach adopted in this paper is to combine particle flow with importance sampling, by using a particle flow approximation of the posterior as an importance density; thus standard SMC convergence results apply. This is in the spirit of (Reich, 2013 ), but we consider a different type of flow based on a changing approximation which cannot be handled in their framework. The pseudo-time interval is divided up into many small increments, and for each one the particles are moved according to a Gaussian flow approximation of the exact flow. This Gaussian flow defines an analytically tractable dynamical system which allows the density associated with the resulting particle trajectories to be evaluated pointwise. The state values generated in this manner are treated as proposals within an importance sampler, and each is assigned an appropriate weight.
Sampling with Gaussian Flows

Exact Gaussian Flows for Linear Gaussian Models
A difficulty in employing particle flow methods, encountered by both Daum and Huang (2011); Reich (2011) , is the need for numerical integration. Particle dynamics corresponding to the density sequence (4) are derived in the form of an ODE or SDE, which must then be solved numerically in order to find the new particle locations. Simple solvers may be unstable and more complex solvers very expensive to use. In addition, this numerical integration will introduce errors into the procedure and hence alter the final particle distribution. We can completely avoid numerical integration by using approximations based on a Gaussian flow.
When the model used is linear and Gaussian, the exact flow for particle motion may be derived analytically. Suppose the likelihood takes the form of an observation y ∈ Y = R dy which is linearly dependent on the state with Gaussian noise, and that the prior is also Gaussian, as follows.
Model 3.1
P 0 and R are positive definite covariance matrices.
The following properties may be established.
Proposition 3.2 For model 3.1, the geometric density sequence (4) is,
Proof The proof is straightforward using standard identities for Gaussian densities.
Proposition 3.3 A particle sampled from the prior of model 3.1 and moved according to SDE (5) over the interval [0, 1] follows the density π λ defined in (9) when the drift and diffusion terms are set to,
where γ ≥ 0 is a design parameter of the flow.
Proof Substituting in ζ λ and η λ from (11), it is immediately clear that the governing equation (6) is satisfied, and hence that the flow is exact.
The behaviour of the state dynamics is controlled through the choice of γ. When γ = 0, the particle motion is deterministic; when γ > 0, stochastic.
Theorem 3.4 For model 3.1, a particle x λ 0 ∼ π λ 0 with this density defined in (9) and moved according to SDE (5) over the interval [λ 0 , λ 1 ] with drift and diffusion terms as in (11) reaches the state,
where A 1 2 is the principal matrix square root of A.
Proof A constructive proof is possible by solving the SDE. This may be accomplished using a matrix integrating factor approach, and is rather lengthy. Having obtained the solution, it is straightforward to verify that it satisfies the SDE. See appendix B.
Using equation (12), it is possible to calculate or sample the state at any point in pseudo-time given the state at some earlier point in pseudo-time. An example is shown in figure 1.
Approximate Gaussian Flows for Nonlinear Gaussian Models
For the linear Gaussian models of the previous section, sampling using a particle flow is clearly of no practical use, since the posterior distribution may be computed and 
The observation function ψ is twice differentiable with respect to x.
Linearisation
For nonlinear Gaussian models, the density sequence is not available analytically, nor is there a closed form expression for the particle flow. However, we can initialise the flow exactly with a sample from the Gaussian prior, and then approximate the optimal dynamics using the Gaussian flow defined in theorem 3.3. The key to this approximation is to linearise the likelihood using a truncated Taylor expansion around the current state,
The linearisation may be used to formulate an approximate Gaussian flow. At each point in time, approximate Gaussian momentsm λ andP λ are defined as in (10) but with H and y replaced byĤ λ andŷ λ respectively. Particles are moved according to an SDE (5) with driftζ λ and diffusionη λ defined as by (11), but with terms m λ , P λ , H and y each replaced with its approximation.
We can gain insight into the effects of this approximation by consideration of the governing equation for exact particle flows (6). Substituting in terms and using the fact thatζ λ andη λ are optimal forπ λ (x) = N x m λ ,P λ , it is straightforward to show that the the approximate Gaussian flow will be optimal only if,
where
dx 2 is the tensor of second derivatives of the observation function.
If d 2 ψ dx 2 = 0 for all x, then the model is linear and Gaussian and we recover the exact Gaussian flow. However, the flow is still optimal in the more general case where
Hence, the use of an approximate Gaussian flow implies two assumptions, that the second derivatives are small along the particle trajectory, and that the expected log-likelihood can be wellapproximated using a Gaussian density.
Discretisation
Clearly the approximate Gaussian flow obtained by linearisation of the observation function cannot be integrated analytically, as we have introduced a nonlinear dependence on the current state x λ . Therefore, we define a second scheme, the discretised approximate Gaussian flow, in which the linear approximation is kept constant for a finite interval between two update points. Specifically, for the interval [λ 0 , λ 1 ], the drift and diffusion are as defined by (11) and (10) but with H and y replaced byĤ λ 0 andŷ λ 0 respectively. From theorem 3.4, the state may now be updated from λ 0 to λ 1 in a single step using (12) (and substituting appropriate approximations).
It is straightforward to show that the discretised approximate Gaussian flow reduces to its continuous-time counterpart as the step size between update points tends to 0.
At the start of each step, the dynamics are identical; as time advances, the approximation entailed by the discretised version increases. Therefore, we expect the effects of this second approximation step to be reduced by taking smaller steps. Furthermore, since the stochastic term will dominate when step sizes are small, it is clear that this discretisation error is minimised by setting γ = 0. A discussion of discretisation error and a method for controlling it is presented in section 3.4.
An illustration of discretised approximate Gaussian flow is shown in figure 2.
Weight Updates
Since we are using an approximation of the exact flow, the particles are treated as draws from an importance density in an importance sampler. The final task remaining is to derive appropriate weight update formulas.
In the stochastic case, when γ > 0, the particle trajectory depends not only on the initial state x 0 , but also the Brownian motion λ . Thus, formally the first step we 
take is to sample a complete path for this Brownian motion. In practice, the values of this path are only needed at the update points, which constitute a finite collection of times. If a predetermined grid of update points is to be used, then the values of λ may be precomputed. Alternatively, if an adaptive method for selecting step sizes is to be used, then values of λ may be sampled as required, each one from a Brownian bridge conditional on the existing collection of sampled points.
The unnormalised weight at each instant in pseudo-time is equal to the ratio of the current sequence density to the actual density of the particles υ λ (x λ ),
The initial particle states are sampled exactly from the prior, so υ 0 (x) = p(x), and each weight is set to w 0 = 1. For the update from λ 0 to λ 1 we can then write,
Since x λ 1 is a deterministic function of x λ 0 (when conditioned on the path of λ ), by a change of variables,
Hence the weight update formula is,
The proportionality is with respect to a ratio of normalising constants, which cancel out when the weights are normalised.
Evaluating the Jacobian is not trivial since x λ 1 depends on x λ 0 in a nonlinear manner due to the approximation. Using the chain rule, the (i, j)th element of the matrix is,
The (j)th column of the derivative of the mean approximation is given by,
is a matrix whose (i, k)th term is
. The matrix square root derivatives may be evaluated by observing that since A 
and hence the derivative may be found by solving a Sylvester equation by standard methods (Bartels and Stewart, 1972) . On the right hand side of these equations we need,
Step Size Adaptation
An important practical consideration for implementing Gaussian flow sampling is how the sizes of the pseudo-time steps are chosen. Recall that using smaller step sizes reduces the effect of discretiation, but not the underlying linearisation. In practice, the number of steps needs to be kept fairly low, to minimise the computational burden. In some instances, it may be sufficient to use a fixed step size, or a predetermined time grid chosen with a tuning run. However, an adaptive scheme is preferable for greatest efficiency.
Step size adaptation may legitimately be carried out separately for each particle.
It is straightforward to see from (12) and (17) For adaptive step size control, a measure is required which estimates the local "error" introduced by the discretisation. This can be achieved by comparing the actual change in unnormalised posterior density with an estimate of the change expected.
This allows us to detect instances where the particle has moved too far and jumped out of the region of high posterior density. Define the log-density of the unnormalised posterior,Ξ
Using Itō's Lemma, this evolves according to,
and hence an approximation of the expected change over a short step from λ 0 to λ 1 is,
with all the derivatives evaluated at λ 0 and x λ 0 . Our error statistic then is,
Pseudo-time step sizes may now be adjusted so that the magnitude of this error statistic is kept below a threshold. For this purpose, step size control mechanisms may be borrowed directly from well-established numerical integration algorithms for solving differential equations (see for example (Shampine and Reichelt, 1997) ).
Summary
We may sample using the discretised approximate Gaussian flow by stepping through pseudo-time from λ = 0 to λ = 1, calculating at each update point the new state based on the change in a Gaussian approximation of the density, and updating the weight appropriately. Gaussian flow importance sampling is illustrated with an example in figure 3 , and pseudo-code is given in algorithm 1.
To understand why using a particle flow to propose particles is beneficial, it is infor- mative to look at the distribution of particles produced by various choices of importance density. In figure 4 , particle states are shown before and after a resampling step. The model used for testing is a single-frame of the altitude-assisted tracking described in section 5. The number of samples drawn in each case is scaled such that the running time for each is the same. It is clear that the particle flow is able to characterise the posterior, while doing more than just place particles around a mode.
Resample-Move with Particle Flow Proposals
If an importance sampler generates a set of particles which is dominated by a small number with large weights, then the resulting posterior estimates will have a high variance. When this happens, a post-processing stage known as resample-move (Gilks and Berzuini, 2001 ) may improve the situation. The weighted particle set is first resampled according to the normalised importance weights to produce an unweighted set. In this standard procedure, low-weight particles are discarded and high-weight particles Linearise observation function using (14). 8:
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copied to replace them, with the number of replicates chosen randomly in an appropriate manner so as to ensure unbiasedness (Hol et al., 2006 ). These replicated particles are then perturbed by sampling from an MCMC kernel so as to spread them around and further explore the promising areas of the state space. Resampling reduces the weight variance of a particle set at the cost of introducing dependence between the particles.
The MCMC steps are used to reduce this dependence. Note that the MCMC does not need to be run to convergence in resample-move, since it is being used merely to improve sample diversity.
Implementing resample-move effectively requires some additional algorithm parameters to be selected, such as the number of MCMC steps and an appropriate proposal distribution for Metropolis-Hastings (MH). When particle flow sampling is used, there is an obvious choice for this proposal. Simply return to the original state for each particle which was sampled from the prior, x 0 , and re-simulate a new path through pseudo-time.
The choice of proposal distribution is thus reduced to setting a value of γ, the volatility scale factor, which will control the size of the proposed moves. Clearly with γ = 0 the motion is deterministic and no move would be taken, i.e. the chain remains stuck in its current location.
By considering an extended distribution over both the sampled states and the Brownian motion used to conduct the flow, it may be shown that if the old state has weight w (unnormalised, before resampling), and new state for the MH proposal has unnormalised weight w * , then the MH acceptance probability is,
(23)
Applications in Particle Filtering
Our motivating purpose for studying particle flows is for use in filtering. We consider a standard discrete-time Markovian state space model in which the transition, observation and prior models have closed-form densities,
where the random variable x n is the hidden state of a system at time n, and y n is an incomplete, noisy observation.
A conventional particle filter (Cappé et al., 2007; Doucet and Johansen, 2009 ) uses importance sampling to estimate distributions recursively over the path of the state variables, x 1:n = {x 1 , . . . , x n }, such that,
→ π(x 1:n )φ(x 1:n )dx 1:n .
Each step begins by selecting a set of ancestors {a
n } from amongst the (n − 1)th step particles according to the corresponding weights. Next, a new state is proposed for each particle from an importance density x
n−1 , y n ), and this is concatenated to the ancestral path to form the new particle x
. An importance weight is then assigned to the particle to account for the discrepancy between importance and target distributions,
It was shown by Doucet et al. (2000) that the weight variance is minimised by proposing from the conditional posterior q(x n |x (a
n−1 , y n ), known as the optimal importance density (OID). This cannot be used routinely due to an intractable normalising constant required in the weight caluclations.
Existing Particle Flow Approaches
The approach taken by Daum and Huang (2008 , 2011 , 2013 ; Reich (2011 Reich ( , 2012 is to apply particle flow sampling directly to the filtering density. Assume that a set of unweighted particles exists approximating p(x n−1 |y 1:n−1 ). The predictive density at the next step is related by, p(x n |y 1:n−1 ) = p(x n |x n−1 )f (x n−1 |y 1:n−1 )dx n−1 ,
which can thus be sampled by simply drawing x
n−1 ) for each particle and then marginalising (i.e. discarding) the old states. Defining this predictive density as the prior and the filtering density as the posterior, a particle flow is used to sample from,
The difficulty with this approach is that finding an appropriate flow generally requires at least the prior and often also its gradient and Hessian to be calculable pointwise. This is not the case for the predictive density, p(x n |y 1:n−1 ). (Note that we could use a Monte Carlo approximation of this density, but the resulting algorithm has a complexity of O (N 2 ) in the number of particles.) Reich (2011 Reich ( , 2012 Reich ( , 2013 address this by making analytical approximations of this density as a Gaussian or Gaussian mixture. Daum and Huang (2008 , 2011 , 2013 Furthermore, the existing particle flow algorithms do not fall within the framework of ordinary particle filters. They only provide us with an estimate of the marginal filtering density p(x n |y 1:n ), rather than the more conventional path filtering density p(x 1:n |y 1:n ).
This may sometimes be all that is needed, but on other occasions samples of the entire path are essential, for example for smoothing (Kitagawa, 1996) or parameter estimation schemes, such as particle MCMC (Andrieu et al., 2010) .
Gaussian Flow Approximations to the Optimal Importance Density
In this work, we use particle flow sampling within the standard particle filtering framework, thus retaining samples of the entire path and avoiding the need for additional layers of approximation. In order to achieve this, we need to consider two different density sequences. The flow for each particle state is derived by targeting the optimal importance density (OID) with the sequence,
This allows us to sample a value for x n conditional on the history x 1:n−1 . Meanwhile, the weight updates are conducted so as to target the filtering density over the entire trajectory, with the sequence,
With this simple modification, the required weight update formula becomes,
Simulations
Numerical testing using simulated data is presented to demonstrate the efficacy of Gaussian flow sampling for particle filtering. We measure performance by considering RMSE values, using the empirical particle mean as a point estimate, and average effective sample size (ESS), measured before resampling. The effective sample size (Kong et al., 1994) at time step n is defined as,
, which intuitively is an estimate of the size of an equivalent set of independent, unweighted samples.
The following particle filters (and their respective importance densities) were tested:
• A bootstrap filter (BF), using the transition density. (Gordon et al., 1993) • An extended particle filter (EPF), using a Gaussian density chosen by linearisation about the predictive mean, in the style of an extended Kalman filter. • An unscented particle filter (UPF), using a Gaussian density chosen using the unscented transform, in the style of an unscented Kalman filter. (Merwe et al., 2000) • A Laplace approximation particle filter (LAPF), using a Gaussian density chosen by truncation of the Taylor series of the log of the unnormalised OID around a local maximum . Gradient ascent is used to locate the maximum.
• A Gaussian flow particle filter (GFPF), using the the Gaussian flow importance sampling method, with γ = 0. The adaptive step size mechanism is used and requires roughly 5 to 40 steps.
The posterior filtering distributions of the chosen models can assume complex and irregular shapes, sometimes leading to the complete failure of the EPF and UPF. The LAPF is generally slow because the maximisation procedure struggles with the irregular mode shapes.
The number of particles for the GFPF was set to 100. For the remaining filters, the number of particles was increased so as to achieve a similar running time.
Models
Altitude-Assisted Tracking
We consider tracking a small aircraft over a mapped landscape, a scenario inspired by Schön et al. (2005) . Time of flight and Doppler measurements from a radio transmitter on the aircraft provide accurate measurements of range r n , and range rate s n , but only a low resolution measurement of bearing b n . In addition, accurate measurements are made of the height above the ground h n . The profile of the terrain (i.e. the height of the ground above a datum at each point) has been mapped. At time step n, the latent state for our model is,
where p n and v n are the 3-dimensional position and velocity of the aircraft respectively, and the observation is,
The observation function is described by the following equations,
where T (p n,1 , p n,2 ) is the terrain height at the corresponding horizontal coordinates.
The four noise terms have independent zero-mean Gaussian densities and the respective variances are The accurate measurements of range, range rate and height constrain the region of high posterior probability to lie on a 3 dimensional subspace, which can take some very irregular shapes.
Fitting A Skeletal Model
We consider a toy motion-capture problem, in which camera measurements are used 
Observations of the shoulder and hand positions are made through a perspective projection. By choosing an appropriate coordinate system, this may be modelled simply using,
r S,2 +r S,3 r S,3 r E,1 +r E,3 r E,3 r E,2 +r E,3 r E,3
T .
The observations are accurate, with a variance of 0.001 
Results
Figures 6a and 6b show the motion of the particles from the GFPF on a typical frame, and the awkward shapes of the posterior mode. Tables 1 and 2 show the average ESSs and RMSEs for each algorithm over 100 simulated data sets, each of 100 time steps.
Particle flow resample-move was also tested on the altitude-assisted tracking model. 
Discussion and Conclusions
We have described the use of Gaussian particle flows for sampling approximately from a distribution, and applied them to draw from the optimal importance density of a particle filter. The simulations presented in the previous section demonstrate that this procedure is capable of producing better particle approximations (higher effective sample sizes and lower errors) than simpler particle filters (which use a simple Gaussian importance density) on a class of challenging state space models.
The method is appropriate for models with a Gaussian prior and likelihood but highly nonlinear dependence between the observations and latent state. The algorithm requires almost no tuning. The number of particles and the tolerance for the adaptive step-size selection process are the only critical parameters.
The particle flow and optimal transport methods of Huang, 2008, 2011; Reich, 2011 Reich, , 2012 use similar particle flow ideas to address the task of filtering as we do here. The essential differences in this work are:
• We target the optimal importance density rather than the filtering density directly.
The OID is known pointwise up to a normalising constant, and thus we avoid the need for one layer of approximation.
• In Huang, 2008, 2011; Reich, 2011 Reich, , 2012 , particle flow samples are used directly to form an approximation of the posterior, with a consequent result that asymptotic convergence properties are lost. We use the particle flow samples as the input to an importance sampler, and correct for the difference between the implied importance density and the posterior density with an appropriate importance weight. Reich (2013) has used a similar importance sampling formulation, but uses different mechanisms to move the particles.
• Rather than relying on numerical integration, we use the Gaussian flow exclu-sively, and exploit the fact that it has an analytical solution.
Particle flow algorithms bear a resemblance to annealing-type strategies (Neal, 2001; Deutscher et al., 2000; Gall et al., 2007; Del Moral et al., 2006; Godsill and Clapp, 2001; Oudjane and Musso, 2000) , in that both introduce the likelihood progressively. The fundamental difference is that these strategies all use some form of MCMC or resample-move mechanism to remove the weight degeneracy, while particle flow attempts to prevent it happening in the first place. In fact, the two should be seen as complementary. There is no reason why a particle flow could not be used in combination with an annealing scheme. The particles would be moved independently through pseudo-time using a flow, but periodically they are stopped and an intermediate resampling or resample-move step is performed.
Particle flow sampling is only suitable for continuous variables. It should be noted that when the latent state is mixed, with both discrete and continuous components, it is straightforward to sample the discrete component first and then use a particle flow for the continuous part. Furthermore, a number of heavy tailed distributions, including student-t and alpha-stable, can be written as a scale mixture of normals, such that they are Gaussian conditional on an auxiliary scale variable. If this scale variable is sampled first, then a Gaussian flow may be then be used to sample the state. Successful experiments on such models have been conducted already.
In this work we have used the Gaussian flow exclusively, due to its desirable analytical solution. Future research will focus on the use of other choices of particle flow, and in finding methods to weight the particles correctly when numerical integration is unavoidable.
A Particle Flow Governing Equation: Proof of theorem 2.1
The proof follows closely the lines taken by Daum and Huang (2008) . First, the logdensity is,
L(x) = log (l(x)) .
Differentiating the log of the normalising constant, we find,
and so for the log-density,
Second, the Fokker-Planck equation relates the motion of a particle with the evolution of the density for its position. For a particle moving according to (5) it states,
This may be recast using log-densities instead of densities using the following identities,
leading to,
Dividing through by π λ in the first step requires that this density be nowhere vanishing.
Combining the equations for the log-density (31) with the partial differential equation for the log-density evolution (32), the governing equation for the optimal particle dynamics is reached.
B Integrated Gaussian Flow: Proof of Theorem 3.4
For a small increment of pseudo-time, such that λ 0 = λ and λ 1 = λ + δλ, x λ+δλ = m λ+δλ + exp − 1 2 γδλ P λ+δλ P λ ( λ+δλ − λ ) + O δλ
Taking the limit as δλ → 0, the result follows.
