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Summary 
 This research had four main objectives.  The first was to develop methods to use satellite 
imagery to differentiate and map plant communities in WCA 2A from remotely sensed imagery 
and to test the effectiveness of those methods.  The second was to develop methods to use 
satellite imagery to differentiate marl prairie communities from ridge/slough/tree island 
communities in Everglades National Park.  The third was to compare the WCA 2A map 
developed from remote sensing to extant maps of WCA 2A, then to develop estimates of plant 
community hydrologic requirements by spatial correlations of the EDEN hydrologic record with 
plant community data.  The fourth objective was to compare the EDEN hydrologic record with 
hydrology predicted by the SFWMD Natural System Model (NSM) and to predict how plant 
community distribution would change under NSM.  A consistent theme in this research was the 
issue of scaling, either scaling fine-scale field-collected data on plant communities to medium 
resolution satellite imagery, or scaling plant community data or hydrologic data to larger 
landscape units, such at a 2x2 mi grid or indicator regions.  We have developed a variety of 
methods to accomplish this scaling for our different objectives. 
 Data preparation and processing:  We decided to use Landsat images for our analysis 
after considering the spectral requirements, as well as the desired temporal resolution of multiple 
images for one year, Landsat ortho-rectified images are available at no-cost, and these datasets 
date back to the early 1980s, providing a good historic record for long-term studies. The 
temporal resolution of Landsat images acquired by the Thematic Mapper (TM) and Enhanced 
Thematic Mapper (ETM) sensors is potentially every 16 days.   
 We used three different types of variables in our analyses. The first set of variables was 
the percent reflectance of electro-magnetic radiation derived from the reflective bands of the 
ETM+ and TM images. The reflective bands of enhanced thematic mapper imagery are blue, 
green, red, near-infrared (nIR), and 2 mid-infrared (mIR1 and mIR2).  The second set of 
variables was a tasseled cap (tc) transformation derived through linear combination from the 
percent reflectance values of the spectral bands. The transformation is a vegetation index that 
rotates the original reflective bands to maximize the variance of overall brightness, greenness 
and wetness. The third set of variables was composed of the texture layers derived from the 
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Landsat reflective and, in the case of the ETM+ 2003, panchromatic bands.  We used a variance 
measure on a 5x5 moving window for all 6 reflective bands and a 3x3 variance on the 
panchromatic band to include texture at a finer resolution. 
 
Objective 1 (Differentiate and map plant communities in WCA 2A) 
 In order to have a hierarchical, mutually exclusive and exhaustive community 
classification scheme for remote sensing, we modified the Vegetation Classification of South 
Florida Natural Areas (VCSFNA), primarily by reclassifying exotics into appropriate structural 
classes, by eliminating all non-vegetative categories except open water, and by grouping 
VCSFNA classes into a three-leveled hierarchy.  We trained the community classifier of the 
spectral data using two types of training sets, one that used randomly selected samples from 
centroids of classified RECOVER CERP (RC) vegetation grids and one that used manually 
selected “pure” pixels of a particular community type.  The two datasets were analyzed with 
linear discriminant analysis, recursive partitioning and discriminant analysis. Confusion matrices 
were calculated for classified training data using cross validation procedures.  Additionally, 
transformed divergence measures were calculated to determine class separability based on 
multivariate parametric statistics calculated from covariance matrices and mean vectors of each 
class. 
 Our results showed that remote sensing methods were effective in detecting community 
classes in WCA 2A.  Manually selected training pixels resulted in more narrowly defined 
spectral feature spaces with less overlap than those derived from randomly sampled RC grid 
centroids.  Accuracy estimates also showed that manually selected samples were superior to 
randomly selected samples.  The most accurate model predicted the species level of our 
vegetation classification hierarchy from spectral reflectance + texture.  Open water, open marsh, 
floating-leaved marsh and swamp shrubs all had high levels of accuracy when classified from 
satellite imagery.  Using the overall best classifier, cattails were distinguished from all other 
classes with 92.5% accuracy.   
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 When we compared the accuracies of classification at the different levels of our 
hierarchical classification scheme,  on average the structure models, which were at our second 
level, performed slightly better than the species level, which was our third level. The best overall 
model, however, was classifying at the species level; even if classifying at the species level 
produced low overall accuracies at that level, it increased overall accuracy upon aggregation to 
the structural level.  
 Inclusion of different sets of variables in the classification process demonstrated that 
working with texture metrics will improve classification results for all classes encountered in the 
greater Everglades marshlands. The results of the tasseled cap analysis suggest that there is some 
additional information added using these indices for several pairs of classes.  Distinguishing 
different pairs of classes can be quite successful using a set of variables that performed poorly 
overall, so we recommend finding ways to combine variable strengths, applying them in more 
effective ways.  
 
Objective 2 (Differentiate marl prairie and ridge/slough/tree island in ENP) 
 An issue in using remote sensing techniques to classify change in plant communities is to 
distinguish real change from apparent change such as changes in spectral signatures because of 
hydrology, seasonal growth cycles, or disturbance.  Marl prairie communities provide striking 
examples of these apparent changes, so in differentiating this community from other plant 
communities, we incorporated analysis of apparent changes.  In order to use remote sensing to 
classify marl prairie, we expanded our vegetation classification scheme to include the marl 
prairie communities.  We used fine resolution transect data for training the remote sensing 
classifiers.  The transect data, provided by M. Ross and J. Sah, consisted of species composition 
every 5 m along east-west transects in ENP.  We developed methods to scale up the high 
resolution community data set (5m) to the 30m pixel size of the Landsat images in order to 
develop class-specific spectral signatures.  We compared tasseled cap indices derived from these 
signatures to plant community change along the ENP east-west transects.  Our analysis included 
both a dry season image and a wet season image; both images corresponded to the time at which 
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the transect data was collected.  We also compared both community composition and the tasseled 
cap indices to EDEN water depths along the transects for the days the images were taken. In 
addition, because parts of the transects burned between the dry and wet season images, we 
analyzed the effects of burning on the tasseled cap indices.   
 Tasseled cap (tc) indices can be used to identify the marl communities along the ENP 
transects.   In the dry season relative brightness (tc1) is higher in the marl prairie than in the 
central slough. In the wet season relative brightness is lower overall, but is still higher in the marl 
prairie than the central slough.  The presence of the marl communities is also reflected in the 
relative wetness index (tc3), which has values less than the central slough in the dry season and 
more similar to the central slough in the wet season.  The relative wetness index also parallels 
water depths on the days that the images were taken, especially in the dry season. The relative 
greenness index (tc2) does not differ greatly between the marl prairie and ridge/slough 
communities and is similar between the wet and dry seasons, but spikes in relative greenness 
correlate well with the presence of shrubs. 
 The greatest relative brightness (tc1) was associated with the transition between marl 
prairie and ridge and slough communities in the dry season image.  The species level 
classification for this area of the transects was spikerush marsh, as well as sawgrass.  This 
brightness was lost in the wet season image.  This same area along the transects had low relative 
wetness (tc3) in the dry season and high relative wetness in the wet season.  We hypothesize that 
these variations were caused by a floating calcareous periphyton mat and that the tc indices 
provide a way to identify spikerush marsh with periphyton through comparison of wet season 
and dry season images. 
 Fires greatly affect plant communities and this effect is seen in their spectral signatures.  
Burning decreased relative brightness (tc1), increased relative wetness (tc3), and decreased 
relative greenness (tc2) of the burned areas as compared to the unburned areas.  
 Our results show that marl prairie and ridge/slough/tree island can be differentiated using 
medium resolution remote sensing data.  The differentiation is helped by comparing the 
communities in images taken from the wet season and dry season, so that apparent changes in the 
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spectral images are incorporated into the recognition of these communities. In addition, 
comparison of spectral images before and after burning reflects fire disturbance.   
 
Objective 3 (Plant community distribution in WCA 2A based on remote sensing and EDEN 
estimates of plant community hydrology)  
 Using the spectral signatures developed and evaluated in Objective 1, we mapped 11 
community types in WCA 2A.  Sawgrass (43.5%) and open marsh (35.5%) accounted for the 
major coverage, with cattails occupying an additional 10.8% of the landscape.  The remaining 
10% of the landscape was classified as swamp shrubs, swamp scrub, broadleaf emergents, 
freshwater graminoids, freshwater floating-leaved plants, freshwater herbaceous plants and open 
water.  Our classification differed from the RECOVER-CERP (RC) map of WCA 2A in having 
22% less coverage of sawgrass and 22% greater coverage of open marsh.  The open marsh 
community can include both Eleocharis wet prairie and water lily slough.  We also found fewer 
cattails and more freshwater graminoids than are present in the RC map, primarily in the eastern 
part of WCA 2A adjacent to the S-10 water control structures.  
 We determined hydrologic parameters for sawgrass (MFGc), cattail (MFGt), open marsh 
(MFO), freshwater floating emergent marsh (MFF) and swamp shrubs (SS) by sampling EDEN 
data for  HAED points where at least two of the three plant community classifications with 
which we were working agreed on the community type present at that point.  For each point we 
processed 9 years of EDEN hydrologic data, corrected for the difference in elevation between the 
HAED point and the EDEN grid.  The length of the data record allowed us to determine a 
number of biologically important hydrologic parameters that are not usually known.  We 
calculated the number and length of wet and dry events at each site, the total number of days wet 
and of days dry, the percent of wet and dry days out of the total 9 years, the average length of 
wet events and of dry events, the average water depth when the locations were wet and when 
they were dry, the maximum water depth during wet events and minimum water depth during 
dry events.  In addition, we determined the number of days and percent of time each location was 
at our threshold water levels between wet and dry (-5 cm to 5 cm water depth).  We also 
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calculated a Dry Event Index (DEI) that allowed us to compare sites for the amount of wetting 
and drying they experienced. 
 The data showed that the open marsh and freshwater floating marsh closely resembled 
each other in hydrology, having the longest hydroperiods, shortest and fewest dry events, and 
greatest water depths. The cattail community was intermediate between the open marsh and 
sawgrass communities for most hydrologic parameters, but differed in maximum water depth 
and mean water depth.   For maximum water depth, the cattail community mean and median 
exceeded the open marsh values, and for mean water depth, cattail mean and median values more 
closely resembled sawgrass.  Sawgrass and the swamp shrub communities occupied drier and 
shallower sites, although the sawgrass hydrologic means and medians were longer and deeper for 
wet events and shorter and wetter for dry events than the swamp shrub community. 
 Much of the data in the literature on plant community hydrologic requirements is limited 
either in spatial or temporal extent or in the type of data collected, through studying only a single 
species or community type or only a subset of hydrologic parameters.  Our association of 
community type with the EDEN data across a large spatial extent has overcome these limitations.   
We can more clearly define the hydrologic regimes of Everglades community types because our 
analysis gives us similar types of data for all of the community classes in sufficient spatial and 
temporal extents to be able to look at hydrologic variation among communities.  Although this 
study covers only WCA 2A, we now have the tools to look at the whole system, and we have the 
methods to extend these tools to additional communities and to look at different lengths of time. 
 
Objective 4 (Comparison of EDEN estimates of current hydrology to NSM estimates and 
predicted plant community changes under NSM). 
 To compare the hydrology of WCA 2A under NSM to current hydrology, we extracted 
the same hydrological parameters from NSM that we used to define community class hydrology 
with the EDEN data (Objective 3, above).  We used NSM data from 1992 to 2000 for 
comparison with the EDEN data from 2000 to 2008.  We scaled up the EDEN data to the 2x2 mi 
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grids of NSM by averaging the EDEN parameters generated for the HAED points (Objective 3, 
above) across each 2x2 mi grid.  We mapped the hydrological parameters for both the NSM data 
and the EDEN averages as gradients, but we also separately mapped the parameters for 
individual EDEN grids within each 2x2 mi. cell to show the level of variation in hydrology at 
this finer scale. 
 Under NSM, WCA 2A stays wet longer than under current conditions and therefore has 
fewer but longer wet events and fewer and shorter dry events.  All but one of the 2x2 mi. cells is 
wet more than 80% of the time under NSM, whereas currently only 1/3 to 1/2 of the system is 
wet this much. Currently WCA 2A had drier areas in the northwest and wetter areas in the south 
and southeast, and only a few cells have less than 3 percent dry days over 9 years. Under NSM, 
most cells have less than 3 percent dry days. 
 Under NSM, water depths during wet events average 20 to 40 cm over the 9 yr period.  
Currently, water is deeper overall and varies more from north to south in WCA 2A than under 
NSM.  The water depths during wet events under NSM are less than the community class 
averages that we determined for wet prairie/slough, but are within the range for sawgrass, cattail 
and the swamp shrub community.  Similarly, under NSM most of the cells in WCA 2A do not 
dry out, whereas in the current system, the average water depth during dry events is -5 to -10 cm.   
 Under NSM the maximum water depth is less than under current conditions, and the 
variation among cells in maximum water depth is reduced.  Similarly, the minimum water depth 
under NSM becomes less than 10 cm or disappears, while currently, a majority of cells in the 
system have an average minimum water depth during dry events of -20 to -30. 
 Thus, the general picture of the hydrologic regimen in WCA 2A under NSM is that 
hydroperiods are longer and dry downs shorter, but water depth decreases.  Under NSM the 2x2 
mi. cells also have less spatial and temporal variability in both hydroperiod and water depth.  The 
fewer dry downs and longer hydroperiods should favor wet prairie/slough communities, but the 
shallower water will favor sawgrass/cattail/wet prairie. The evenness of the hydrologic regime 
under NSM could also allow environmental factors other than hydrology (e.g., nutrients, fires, 
hurricanes, freezes) to determine community composition. 
13 
 
1. Section - Determine the Effectiveness of Automated Plant Community 
Classification System from Satellite Imagery for the Greater Everglades 
Freshwater Wetlands 
 
 
1.1. Discussion of the ability to use remote sensing to detect freshwater wetland plant 
communities within the Greater Everglades vegetation mosaic 
 
1.1.1. Introduction to plant community detection using remote sensing 
Using remote sensing to assess and monitor system-wide community shifts in a natural 
wetland ecosystem poses various challenges.  These challenges are exacerbated when the shifts 
are in response to an altered hydrologic regime.  Community mapping at a single time employing 
remote sensing methods is itself an ambitious task.  The ability to map and monitor plant 
community changes or shifts in a wetland over time depends on several factors, outlined below.  
After our general discussion on community change, we will relate these factors to mapping 
efforts utilizing remote sensing techniques.   
Assessing the success or failure of vegetation restoration for the freshwater wetland 
landscape of the Greater Everglades (GE) depends on the ability to detect ecologically 
meaningful changes.  Restoration goals for freshwater wetlands of the GE region (Fig. 1-1) were 
defined in the GE performance measures as outlined at 
http://www.evergladesplan.org/pm/recover/perf_ge.aspx: 
1) Sustain spatial extents and patterns of ridges and sloughs and the health of tree 
islands given the altered conditions now existing and restore patterns, where possible, 
through hydrologic restoration toward NSM conditions, in the ridge and slough landscape.  
Achieve the above ridge and slough restoration objectives through hydrologic restoration 
without having negative impacts on vegetation communities due to excessive nutrient inputs 
and eutrophication. 
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2) Restore slough habitat in the southern Everglades while maintaining short 
hydroperiod, tussock forming plant communities in the adjacent marl prairies. 
 Each of these goals states discrete qualitative units at different scales, i.e., the landscape 
formation (e.g. ridge and slough, marl prairies) and the patch level communities (e.g., vegetation 
communities, tussock forming plant communities).  A second aspect that is mentioned is the 
spatial extent and pattern.  This pattern can be defined as the arrangement of community patches 
forming the matrix of the larger landscape formations.  For instance, a ridge-and-slough 
landscape is defined by a specific pattern, composed by the spatial arrangement of community 
patches including sawgrass and other graminoids, floating emergent communities such as water 
lilies, and open water.  The specifications of the spatial arrangement need to be defined and 
evaluated against the pattern detected at the community patch level.   
 Therefore, before a system-wide landscape level monitoring system that tracks changes 
can be established, the community classes that compose each landscape need to be defined and 
described.  Criteria for change can then be further defined within the boundaries of those 
definitions. 
 An important aspect to the definitions and descriptions of community classes at the 
different scales is that they are quantitative, measurable metrics, so that they can be evaluated 
within the context of a clearly defined set of rules that determines class membership and 
ultimately allows for the detection of change.  For the GE landscape those metrics have not yet 
been fully determined.  For the ridge and slough landscape in the GE, monitoring metrics that 
have been proposed are total distribution of ridge and slough within the conservation areas, 
including ridge and slough morphology, lacunarity, and edge to area ratios. For the marl prairie 
and rocky glades (including tree islands), metrics of interest are tree island distribution and 
extent (relative to ridge and slough), their density and canopy height.  For marl prairie, metrics to 
determine overall acreage and to detect boundaries or transitions into other classes are desirable.  
The extent and density of cattail, as well as this species’ inter-annual and seasonal fluctuations 
vs. long term change, are interesting as potential indicators for decreases in P loading. 
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 The development of metrics at the landscape level necessitates a system-wide, freshwater 
wetland landscape model that differentiates the different landscape formations.  A classification 
scheme that could accommodate landscape metrics of interest, as mentioned above, should 
include the following classes: ridge and slough (including tree islands), open sawgrass prairie 
(not in ridge and slough pattern), open marsh (not in ridge and slough pattern), open marl prairie, 
tree islands (independent of ridge and slough pattern), and open water.  As the boundaries of the 
areas of interest increase, classes for mangroves, cypress and pinelands will also need to be 
developed. 
 Once metrics for communities at the landscape formation level and the community patch 
level are defined, rules for change detection at both levels can be established.  The classification 
of landscape units based on metrics depends on the resolution, accuracy and precision of the 
community circumscription.  The definition and detectability of the community at the patch level 
is only significant within the constraints of the spatial accuracy and precision of the data it is 
based on.  Accuracy, precision, confidence and uncertainty associated with results at the patch 
level will propagate to the landscape level.  Since the evaluation of restoration success, based on 
a total system vegetation mosaic depends on the monitoring of changes in the quantitative 
metrics describing and identifying community types and landscape formations, we consider 
below community classification systems, followed by a conceptual discussion on actual versus 
apparent change and the relevant aspects as they relate to using remote sensing techniques. 
  
1.1.2. Community classification systems 
 The scales at which communities can be described reach from the entire landscape 
through the individual patch level to even finer grains of within-patch variability.  Some classes 
may only be discernable at a specific scale, while others can be meaningful at multiple scales 
(e.g, bayhead forest, a small patch of forest, could be part of ridge and slough or a standalone 
tree island or a larger patch of forest).   The relevance that change at the various scales has for 
the whole system is not always known a priori, i.e., swamp shrub could change from willow 
dominated to cocoplum dominated without changing form at the landscape level.  Therefore, if 
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possible, the community classification scheme should be fully scalable to allow for analysis at 
different scales.  If such scaling cannot occur along a continuum, it at least should be applicable 
to multiple significant discrete scales.  The classification system at the community level is 
crucial to the definition and classification of landscapes.  The aggregation of communities 
forming specific patterns determines the higher level landscape formations.  Vegetation 
classifications in use in a given landscape usually develop over long periods.  The purpose is to 
describe the composition as well as the function and formation.  Hence it is useful to understand 
the history of a given classification system, as reviewed below for south Florida.  Definitions of 
communities are usually based on observations by experts.  Often, the first “working” 
classifications that develop in a location are based on researchers’ field experience and are purely 
descriptive rather than hierarchical.  In south Florida, early examples are Harshberger (1914) and 
Harper (1927).  Davis (1943) created an “ecological” classification of communities that used 
soil, climate and water conditions, as well as species composition, to define a hierarchy of 
classes and subclasses.  Gunderson’s (1994) hierarchical classification of Everglades 
communities used hydro-edaphic conditions at a site (upland vs. wetland), then water chemistry 
(saline vs. freshwater) and growth form (forest vs. graminoid), followed by species composition, 
to define communities.  Jones et al. (1999) and Rutchey et al. (2006, VCSFNA) created 
vegetation classification systems that drew on this prior work but were also designed to be used 
in vegetation mapping with remote sensing.  These two classification systems, which are similar 
to The Nature Conservancy vegetation classification system (Madden et al. 1999) are 
hierarchical, and they use structural (physiognomic) categories (e,g, forest, scrub, savanna, 
prairies and marshes, and shrublands) to define the highest level in the classification.  A mix of 
environmental characteristics (e.g., saline vs. freshwater, upland vs. swamp) followed by species 
composition define subclasses.   
 More recently, Everglades community classifications have been derived based on field 
sampling of plant species composition followed by analytical techniques, such as cluster analysis 
and non-metric multidimensional scaling, which group sites based on similarity in species 
composition (Richards et al. 2008; Sah et al. 2009).   
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 Thus, a community classification scheme can be driven primarily by structure (height and 
density) or by composition, where structure is inherently implied by the dominant species 
making up the community. Since structure is limited by the physiological limits of the species 
that determines the structure, not all combinations of structural description and species 
composition are possible (e.g. sawgrass prairie will never become a forest without undergoing a 
compositional change, whereas scrublands or shrublands can become a woodland or forest 
without major compositional change). 
 Our interest here is in using remote sensing to classify vegetation across the greater 
Everglades landscape.  A classification system suitable for remote sensing should, if possible, be 
hierarchical, mutually exclusive and exhaustive (Jensen, 2004).  A hierarchical community 
classification system specifically developed for use with remote sensing techniques is Vegetation 
Classification for South Florida Natural Areas (VCSFNA) developed by Rutchey et al. (2006) 
(http://sofia.usgs.gov/publications/ofr/2006-1240/index.html).  The VCSFNA uses structure to 
define the first or highest level of the classification (e.g., forest, woodland, shrubland, scrub, 
marsh, etc.); the second and subsequent levels mix structure and species composition in defining 
communities (e.g., under Freshwater Marsh is Broadleaf Emergent Marsh vs. Graminoid 
Freshwater Marsh, and Graminoid Freshwater Marsh is subdivided in to sawgrass marsh, 
spikerush marsh, soft rush marsh, etc.) (Table 1-1).  For this study we adopted the VCSFNA 
classification system but have modified it to meet our requirements for remote sensing 
applications. 
 
1.1.3. Actual community change versus apparent change – conceptual considerations 
Community change in a natural system can occur in various dimensions (e.g., spatial, 
temporal, thematic) and can be described at multiple scales in all those dimensions.  The type of 
change that occurs can be described in terms of species presence or abundance for existing 
communities (compositional change), the change in structure of a community, which includes 
changes in density, height and maturity of existing communities (structural changes) and changes 
in extent in the form of expansion or contraction of a community (spatial changes).  All of these 
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types of changes may occur simultaneously when a community undergoes a change, and the key 
to successful monitoring of community changes using remote sensing will be to clearly define 
actual change in all those dimensions without confounding natural variability (apparent change) 
with actual change.  For instance, spikerush marsh frequently increases and decreases in 
emergent shoot density on an annual basis; this change could be confused with open marsh 
changing into spikerush marsh if remote sensing was performed at temporal intervals that 
captured the natural variation of spikerush marsh.  When considered at very few discrete time 
steps, slow changes appear to be sudden (e.g., yesterday an open freshwater marsh; today a 
spikerush marsh; tomorrow, an open freshwater marsh again), and might lead to the conclusion 
of a real change, when in reality those apparent changes occur gradually, oscillating well within 
the natural definition boundaries of the community.  Even though this apparent change is based 
on real observations of differences at specific locations, it is not actual community change unless 
the change persists over time.  To further complicate monitoring, apparent change can become 
actual change and vice versa at different temporal scales.  In addition, spatial fluctuation 
(expansion and contraction) can result from seasonal phenological cycles of a community (e.g., 
periphyton mats). 
Some transitions mean change in more than one dimension at the same time.  For 
example, the change of a grassland to any type of shrubland or forest will involve a change in 
species from graminoid to shrub or tree (a compositional change), which naturally brings about a 
change in height (a structural change).  In VCSFNA a change in species composition will 
ultimately lead to a change in community class, either at the same hierarchical level or across 
hierarchical levels.  For example, sawgrass changing to cattail (MFGc to MFGt) is a 
compositional change at the same level, while sawgrass changing to broadleaf emergent marsh 
(MFGc to MFB) is a compositional change one level up, and sawgrass changing to willow 
shrubland (MFGc to SSs), is a change at the highest level in the classification (M to S), and at 
the same time, a compositional change (c to s) and a change at the second level of the hierarchy 
(FG to S) (Table 1-1).   
The different effects of landscape level disturbances such as fire and wind storms also 
have to be considered when using remote sensing to detect community change.  These 
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disturbances could lead to an actual change in species composition and a long-term structural 
change.  However, they could also lead to apparent changes that are striking in images over the 
short term, but do not represent real change if the same community re-establishes itself over 
longer periods.  If these disturbances led to actual change, this change might be detected only 
years after the cause of change happened.  This type of change will first be seen as natural 
variability; a community change should be reported only if, after recovery, a new community 
type replaces the former one.  
In order to avoid recognizing changes due to these natural fluctuations as actual, 
restoration-related changes, it might be necessary to set up persistence thresholds for defining 
and accepting change.  Using such thresholds, a change would be accepted as real if and only if 
the change persists over a predefined time span or observed during specific seasons, taking into 
account the disturbance regimes as special cases.  Such thresholds will need to be determined for 
each community individually.  These thresholds can become a part of a time constraint transition 
matrix for community change, in which all possible transitions are expressed in the matrix.  This 
matrix can be employed to describe constraints and, if possible, probabilities on class 
membership transitions.  The matrix could also define directional and temporal constraints under 
disturbance regimes in contrast to constraints resulting from long-term water management 
practices. 
 
1.1.4. Actual community change versus apparent change – considerations for remote sensing 
As presented in the conceptual discussion above, apparent change vs. actual change has a 
conceptual ecological aspect.  Difficulties also arise when trying to address or translate these 
complexities into remote sensing methods.  We must recognize that apparent change as seen in 
remotely sensed imagery could result from short-term fluctuations caused by biological or 
physical processes that occur on the ground.  These processes change the response of the ground 
cover in terms of reflectance behavior of electro-magnetic radiation in different parts of the 
spectrum.  Especially working in a highly dynamic system such as a wetland, remotely sensed 
imagery will lead to many apparent changes as a function of vegetation and hydrologic cycles.  
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A clear no-community-change for ecologists (no apparent change) can be an apparent change in 
remotely sensed imagery, and an actual community change might not appear to be a change from 
a remote sensing point of view.  Two examples will help to illustrate the complexity:   
1.  Sawgrass marsh can be inundated at different water depths throughout a year.  There 
is consensus that the community has not changed during this time.  The reflectance values for  
various sections of the spectrum of the remotely sensed image, however, will indicate a change 
based on the different water depths that is apparent on the imagery but that is not related to an 
actual community change, being instead the result of changing environmental conditions on the 
ground.  The apparent change in the image does not even occur to a person on the ground.  
2.  Alternatively, a change from a sawgrass community to a common reed community 
might not be seen as a change in remote sensing, but is clearly a compositional change on the 
ground. 
Rutchey and Vilchek (1999) describe four confounding factors that might complicate 
vegetation classification using remote sensing techniques.  These factors are water depth/color, 
impacts from fire, periphyton species composition, and growth morphology within a single 
species.  Remote sensing techniques need to account for status changes in any of these 
confounding factors in order to avoid misclassification as a result of natural phenotypical stages 
in the same community.  It will be useful to determine natural phenotypes of each community 
type of interest under the range of possible conditions for the most varying variables.  This study 
addresses some of these factors, and we present some preliminary findings and interpretations 
that are relevant to understanding these effects. 
 A brief introduction to remote sensing terminology and how it relates to the various 
issues of scale and change detection will help to understand the methods we used in this study.  
The success of community mapping and change detection depends on the choice of imagery 
data, which should match the level of detail in the classification system as well as the temporal, 
spectral and spatial scale at which communities can be differentiated.  The same is true for 
detecting change.  Therefore, the amount of change to be detected at specific scales needs to be 
expressed with quantifiable metrics defined for each community class.  Change can only be 
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described in the context of the chosen classification scheme, and the metrics have to be specific 
to a degree that they can be validated on the ground. 
 In remote sensing, resolution is used to describe the units of measurement that allow 
distinction between objects, which translates into detectability in all domains discussed earlier 
(thematic, spatial, and temporal).  Spatial resolution describes the pixel size or grain size, which 
is the smallest spatial unit evaluated (spectral decomposition of endmember theory used in sub-
pixel classifiers is not considered here).  The minimum mapping unit (MMU) is described in 
multiples of the grain. Expansion or contraction of patches can therefore only be evaluated at 
discrete intervals of the grain size.  Thus, if 100x100 m is the grain size, one cannot detect 
changes smaller than 100 m.  
 We will discuss the spectral and radiometric resolutions together because they relate to 
the thematic community class domain and are directly tied to the ability to distinguish vegetation 
classes of interest.  Spectral resolution refers to the number of spectral bands that are utilized and 
the bandwidth of each band.  The radiometric resolution, on the other hand, refers to the 
quantization of the analog signal, converting it into digital numbers.  The higher the radiometric 
resolution, the more subtle the differences in reflectance intensity can be while still being 
detected within reasonable physical boundaries of the sensor technology. 
The temporal resolution of remote sensing data is tied to the image acquisition schedule 
and, in the case of passive reflective sensors, the atmospheric window of cloudlessness.  Change 
can only be detected at the temporal scale, but if community changes are anticipated to occur on 
the scale of years, this resolution is most likely the least crucial one.  A more important temporal 
constraint is to revisit the same area at approximately the same time to exclude seasonal 
variability as much as possible, as discussed above.  Combining several images throughout a 
year in a multi-seasonal classification approach, however, can be useful to differentiate 
community types.  The goal in such a multi-date approach at different seasons is to determine 
detectability of classes, not change.  This approach requires good knowledge of the phenological 
cycles of the system under investigation in order to maximize the difference in seasonality 
between communities.  In return, knowledge of the temporal phenological variability of the same 
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community under varying conditions could be useful for mapping the same community across 
space by considering the spatial variability of the same variable (e.g., water levels) at any given 
point in time.   
Once all the appropriate resolutions have been determined, the classification or change 
detection algorithm has to be selected.  For classification the common classification algorithms 
include pixel based or object based algorithms e.g., segmentation algorithms.  The classification 
of a pixel or an entire delineated object can be performed in several ways using parametric or 
non-parametric statistical approaches.  Potential parametric approaches include clustering, 
maximum likelihood or linear discriminant analysis, while non-parametric approaches include 
recursive partitioning as classification trees and neural networks.  
The variables that can be used range from spectral reflectance values, indices or texture 
derived from the image using geo-statistical filters (variograms) or statistical neighborhood 
filters to spatially explicit GIS layers.  A very common method of change detection is a pre – 
post classification comparison of two or more discrete time intervals.  Change in this case is 
derived from classified images in a raster geographic information system (GIS).  An alternative 
method is to use image algebra to threshold reflectance changes or indices.  A third option is 
cluster analysis on multi-date composites, where clusters of changed pixels in spectral space are 
identified and labeled.  This could be an interesting approach in a system with a high rate of 
disturbance regimes, such as the GE freshwater wetlands.  The choice of algorithm depends on 
the dynamics of the system.  Changes in patterns of remotely sensed data will need to be linked 
to actual changes on the ground as defined in the framework established for community change 
at the different scales, which in return are directly tied to system-wide restoration success. 
 In the context of system-wide landscape level change detection due to hydrologic 
modifications, it is therefore essential to answer the following questions:  
1) What are the expected directions and magnitude of change (transitions) in the 
thematic domain for individual communities (patch level) as they respond to changes 
in hydrologic regime, and how do those changes translate to changes at a landscape 
level? 
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2) What are the expected class-specific changes in the temporal and spatial domain?  
3) What constitutes actual change, in contrast to apparent change, in thematic, spatial 
and temporal domains? 
4) What are the thresholds on variables (metrics) that determine change in class 
membership? 
5) At what scales is monitoring meaningful and necessary?  Does this scale vary among 
thematic and spatial domains? 
 
Answers to these questions will guide the process of setting up a remote sensing 
monitoring system that will include methods to detect ecosystem vegetation changes with 
reasonable accuracy and precision and with as little uncertainty as possible at all significant 
scales. 
 
1.1.5. Remote sensing of wetlands and the Everglades 
The challenge for using remote sensing to classify communities across the landscape is to 
integrate all identified components and incorporate them into an assessment plan that facilitates 
reporting on restoration progress.  The ultimate goal is to quantitatively evaluate landscape 
formations and their changes and to use the results of that evaluation to support adaptive 
management operational changes.  The current long-term mapping effort is the visual 
interpretation of aerial photography at a grain size of 50mx50m (grid) (Rutchey and Godin, 
2009.  The detection of landscape level changes in community pattern is attempted by comparing 
successive maps.  The advantages of visual interpretation include the high spatial resolution of 
the data source, and stereo view capabilities add a third dimension to the identification of 
communities.  Disadvantages are that the process is very time consuming and, therefore, 
expensive; imagery is recorded at low temporal and spectral resolution, which gives only 
sporadic snapshots of the system, which means that the current typing method does not facilitate 
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an understanding of seasonal variability versus actual changes; and reproducibility is limited, 
since classifying communities is subjective (no metric standard).  It might be difficult to identify 
change in community types for each grid cell. 
The VCSFNA is a hierarchical classification scheme that was developed for community 
mapping using different techniques.  Our task was to modify this extant community classification 
system to optimize it for remote sensing applications.  As described above, if possible, a 
classification system suitable for remote sensing should be hierarchical, mutually exclusive and 
exhaustive (Jensen 2004).  The VCSFNA classification scheme follows a mixed approach to 
community classification that uses structural and compositional descriptions, and those classes 
are not strictly separated at the same hierarchical level (e.g., Bayhead Swamp Shrubland (SSB) 
at level 3, is a mix of shrubs, while willow shrubland (SSs), at the same level, is a willow-
dominated shrubland).  For some classes no species level classification exists in VCSFNA, e.g., 
open freshwater marsh (MFO), which has a mixed species composition that includes water lilies 
as one representative species.  Such classes can only be detected at a larger extent (smaller scale) 
that considers an area over which the density and spatial distribution of the species can be 
defined.  For each community class, limits on minimum extent need to be set at each of the 
hierarchical levels, which means the scale dependent designations need to be meaningful at those 
scales (e.g. for small minimum mapping units (MMUs), the Forest class is misleading).  The 
scale dependency of class definitions becomes more evident when looking at the scale of ground 
reference data collections, as discussed later. 
For the work presented in this report, we have modified the VCSFNA classification 
system to be more consistent with the requirements of remote sensing (Table 1-1).  Even though 
the VCSFNA classification is hierarchical, classes are not mutually exclusive. At the highest 
level, classes are defined by structural groups (forest, woodland, shrubland, scrub, marsh, dune, 
submerged aquatic vegetation, but also exotic and non-vegetative).  Since the number of levels 
within a structural group varies from 3 to 6, we flattened the hierarchical structure to 3 levels.  
Our community reclassification encompasses only the classes that we encountered in our study.  
In our classification scheme, the first level categories marshland (M), shrubland (S), woodland 
(W), and forest (F) are followed by second level summary classes that include all levels in the 
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VCSFNA up to the species designations.  For example, graminoid freshwater marsh (MFG) is at 
the same level as swamp shrubland (SS) or open water (OW).  The designation at the middle 
level may have one or more letters, depending on what it was classified as in VCSFNA, but we 
considered these all to be at the second level in our hierarchy.  The third level is always the 
species designation.  Thus, conceptually, our classification is based on species dominance 
(composition). 
The VCSFNA classification scheme sometimes mixes land use (e.g., fish camp, canal) 
with land cover, which violates the rule of mutual exclusiveness for remote sensing classification 
schemes.  Additionally the VCSFNA recognition of Exotics (a land use type of class) at the first 
level creates non-exclusiveness (e.g., melaleuca is in a separate class from either forests or 
woodlands, and Brazilian pepper is in the same class as melaleuca but separate from shrubland).   
Our modified scheme groups exotics under the larger structural classes to which 
individual exotic species belong.  Exotics classes were matched to the VCSFNA hierarchical 
system, where species is mentioned last.  Woody species, such as melaleuca and Australian pine, 
were classified as woodland (W) if sparse (S), or as forest (F) if dominant (D) or monotypic (M).  
Brazilian pepper was categorized as shrubland (S), while wild taro and water spinach were sorted 
into the broadleaf freshwater marsh class (MFB).  All classes were reclassified following our 3 
level hierarchy (e.g., MFBEip for water spinach, where M = level 1, FB = level 2 and Eip = level 
3).  In the 3rd or species level, the E stands for “exotic”.  This coding was necessary since lower 
case letters for some species already existed (e.g., SSs = willow shrubland; SSEs = Brazilian 
pepper shrubland).  The E code is always applied at the third level of the hierarchy.   
As a result of our reclassification, the community classification from a remote sensing 
perspective starts at the pixel level, corresponding to identification of the dominant species (level 
3 e.g., MFGc, SSs) if the spatial and spectral resolution of the data supports it.  Some species 
level classes will not be detectable, if they occur in patches smaller than the pixel size or are 
spectrally similar to other species.  Classes at the second level that do not have species level 
classes (e.g. MFO, or SSB) can also be included at the pixel level if the spatial resolution (pixel 
size) of the data (image type) supports the second level definition.  Further aggregation of 
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contiguous pixels for analysis at the smaller scales will be at the same level or at higher levels, if 
pixels of different species form a contiguous patch at the higher level.  This aggregation will 
allow for some second level switches that combine classes from several structural classes (e.g., 
MFFy, MFGe and OW can become MFO). 
This modification is just a first step in trying to address potential misclassifications due to 
non-exclusiveness of classes and to identify scale dependent definition gaps for each community 
type.  Further modifications will be necessary as a full GE remote sensing vegetation monitoring 
system develops. 
 
1.1.6. Objectives 
The first objective of Part 1 of this study was to differentiate and map plant communities 
at various hierarchical levels for the freshwater marshes and associated communities present in 
WCA 2A (Fig. 1-1) from remotely sensed imagery, and to evaluate the separability of the classes 
derived from spectral reflectance characteristics.  Specific emphasis was given to the separability 
of Typha from other graminoid dominated community types.  Questions addressed were (1) 
which sampling design of reference data provides representative class samples, from which 
classifiers can be constructed efficiently; (2) which variables are most effective in separating 
those classes; (3) which classification algorithms are suitable for class separability; and (4) what 
are the differences in classification accuracy based on the hierarchical level of classification.   
 The second objective of Part 1 was to differentiate communities present in Everglades 
National Park (Fig. 1-1) into the two distinct landscape features (1) marl prairies and associated 
wet prairie vegetation types and (2) patterned ridge/ slough/tree island formations and their 
associated communities.  We have analyzed the spectral variability of the southern Everglades 
vegetation classes in relation to (1) the hydrological stage of the system at the time of image 
acquisition, and (2) after a major disturbance, e.g. fire.  Here, we visually interpret the results, 
but we also briefly present a method to quantitatively assess this aspect of community mapping, 
especially in the context of change detection studies.  We also discuss scaling issues that emerge 
when using detailed plant community field data to classify medium resolution imagery. 
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1.2. Methods  
1.2.1. Study area 
 The differentiation and spectral characterization of vegetation types of wetland marshes 
represented in the VCSFNA were analyzed within WCA 2A (Fig. 1-1).  Marl prairie and ridge 
and slough community differentiation was performed along 4 transects within the Everglades 
National Park (ENP) with the western parts of one transect reaching into Big Cypress National 
Preserve (BICY) (Fig. 1-1). 
 
1.2.2. Reference data considerations 
 One challenge we confronted in this project, was to work with existing data, rather than 
collecting reference data in the field specifically sampled for the given tasks.  For our work in 
WCA 2A we were provided with the vegetation map derived from 1 foot resolution 2003/2004 
aerial photography, through visual interpretation of stereo plots, classified at 50mx50m grid cell 
resolution (Rutchey et al. 2009) (RC)). We also had the original color-infrared photographs 
acquired by CERP in 2003/2004 that had been used for the visual interpretation.  The 88 
photographs that cover WCA 2A were ortho-rectified utilizing Leica Photogrammetry Suite 
(LPS) and referenced to the State Plane 901 coordinate system with horizontal datum HARN and 
vertical datum NGVD29 with both horizontal and vertical units being US survey foot.  The 
ortho-rectification process was performed applying a nearest neighbor re-sampling with a 
nominal resolution of 1 US survey foot.  For easier use of the images in a GIS system we also 
processed lower resolution ortho imagery at 3ft resolution, which in a batch process were clipped 
to the central 16,600 by 9,600 ft in order to exclude excess overlap regions of low quality.  When 
necessary we could always refer to the higher resolution images to get additional details on 
locations of interest.  This ortho-rectification process was essential since the suggested use of 
2004 DOQQs (provided by LABINS) were found after inspection to be inadequate, since the re-
sampling and/or compression procedures applied to the imagery was not lossless.  The resulting 
imagery therefore was not suitable (Fig. 1-2).  The accuracy of the rectification process was 
evaluated by visual comparison to the 2004 DOQQs (Fig. 1-3).   
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 For the assessment of the marl prairie versus ridge and slough community classes within 
ENP, we were provided with plot and transect data by M. Ross and J. Sah (Florida International 
University, Miami, FL,) from their Monitoring and Assessment Program (MAP) transects.  Since 
one ancillary objective of this project was to evaluate scalability of ground reference data, we 
wanted to work with the higher resolution 5m transect data versus the 25m plot data.  The field 
work from the first two cycles (Table 1-3) produced 281 labels for vegetation classes that 
encompassed species compositions at 5m intervals along their transects.  We re-labeled and re-
classified all classes based on our interpretation of their class labels in combination with notes in 
their data files on plant species present.  We categorized their 281 labels into 34 classes that 
resemble the Vegetation Classification for South Florida Natural Areas (VCSFNA) vegetation 
classification scheme as closely as possible.  In our reclassification we maintained detailed label 
descriptions, which recognized species level classes and mixtures of species level classes at a 
much finer scale than our classes.  These highly detailed classes that have been identified on the 
ground and are therefore separable in the field might represent different spectral classes of the 
same VCSFNA community classes.  Since our classes are organized hierarchically, these classes 
can always be aggregated later, and for the visual representations and interpretations in this 
study, we combined the 34 classes into the modified VCSFNA classification scheme which 
resulted in 22 classes (Table 1-21).  
 The cyclic sampling schedule of the MAP transects could potentially allow for a temporal 
change detection analysis.  Before exploring the feasibility to track changes in communities at 
the landscape level through time, it is essential to be able to describe the full range of 
phenological variations of the same community class under different conditions, such as wet and 
dry (regardless of the season), in order to minimize misclassification.  We decided first to focus 
our attention at a single field sampling cycle to see if we can detect the communities identified in 
the field from satellite data.  We chose to use transects M1-M4 for sample cycle 2 of the MAP 
transect sampling schedule, which occurred between 2005 and 2008, mainly because more data 
was available from the second cycle than the first cycle, and the third cycle is not completed yet 
(Table 1-3). 
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 Additional data sets that were acquired for the entire GE region are R-EMAP data from 
1999 and 2005.  The two data sets with 240 and 228 sampling locations for R-EMAP 1999 and 
2005, respectively, include species abundances and community labels.  The sampling data for 
2005 also includes aerial photography from helicopter for all sites.  This imagery will be useful 
in determining classification accuracies (Fig. 1-1, Table 1-2).   
 Finally High Accuracy Elevation Data (HAED) sample points were included as reference 
sources as well, as they include not only elevation data but also coarse community classification 
descriptions.  The HAED point locations were further used for analysis of hydroperiods as 
described in Section 2 of this report. 
 
1.2.3. Rational for variable selection to differentiate GE wetland communities  
The ridge and slough/tree island landscape and the marl prairie landscape are of special 
interest in this study, as described in the objectives.  The four major structural classes that 
compose those landscapes are graminoid dominated freshwater marsh (MFG), wet prairie 
communities (MFPG), shrubland (SS) and floating emergent marshes (MFF).  In selecting 
variables that might be useful in differentiating these classes, we considered the unique 
phenology of those communities within the Everglades marshland system as caused by the 
system’s characteristic hydrological cycle.  To capture the spectral variability of each class of 
interest under varying environmental conditions, it is useful to look at the spectral variability 
under changing environmental conditions (i.e., the case of apparent change but no actual 
change).  Three pronounced and frequently occurring environmental conditions that can be 
experienced by a community in the Everglades wetland are dry, wet and disturbed by fire.  
Therefore, we decided to use a vegetation index that not only gives some information on biomass 
but also provides data on overall brightness and wetness.  Additionally, different communities 
display different textural pattern, depending on the heterogeneity or homogeneity of plant 
structure (e.g., height differences).  Using pixel information in the surrounding neighborhood, 
textural patterns can be derived that give some additional information based on spatial patterns 
(Jakomulska 2002; Wright and Gallant 2006) 
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More than any other community in the Everglades ecosystem, the marl prairie 
community exists in two distinct hydrologic regimes—months of being wet and months of being 
dry, with both spatial and temporal variation in the extent of the wet and dry periods. These wet 
and dry periods have very different spectral signatures when viewed with remote sensing 
techniques.  Thus, for this community the variation in hydrologic regime could be part of the 
spectral definitions of community types, and it may be possible to describe each class not with a 
single spectral signature but as a collection of signatures based on seasonal variability. While 
ridge/slough/tree island communities are found throughout the Everglades, the marl prairie 
community is unique to the southern Everglades.  This community is currently found primarily 
in Everglades National Park, extending west into southern Big Cypress National Preserve and 
east into lands south of Homestead and Florida City, FL (Davis et al., 2005).  In Everglades 
National Park, marl prairie is found on the eastern and western edges of Shark River Slough and 
Taylor Slough (Gunderson, 1994).  Historically, this community has been called southern coastal 
marsh prairie, southeast saline Everglades, marl Everglades, marl prairie, Muhlenbergia prairie 
and southern marl marsh (Gunderson, 1994).  In recent classifications it has been classified as 
marl wet prairie (Gunderson, 1994), seasonally flooded wet prairie (Sah et al., 2009), and 
graminoid freshwater prairie (Rutchey et al., 2006). 
Marl prairie is a very species-rich but sparse community.  Olmsted and Loope (1984) 
reported over 100 species in this community, while in an analysis of community structure across 
the Everglades ecosystem, the 2005 REMAP study found marl prairie to be the most diverse 
community recognized (Richards et al. 2008).   Davis et al. (2005) included plant species 
diversity, along with the presence of periphyton mats and community mosaics, as a major 
ecological attribute of this community type.  The marl prairie community is dominated by muhly 
(Muhlenbergia capillaris) and sawgrass (Cladium jamaicense), with little bluestem 
(Schizachyrium rhizomatum), black sedge (Schoenus nigricans), Gulfdune paspalum (Paspalum 
monostachyum) and beakrush (Rhynchospora spp.) also being common components (Gunderson, 
1994; Richards, 2008; Ross, 2006; Rutchey et al., 2006; Sah, 2009).   
In hierarchical classifications muhly, sawgrass, little bluestem, and black sedge form 
classes at the next level in the hierarchy below the general marl prairie designation (MFGP) 
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(Rutchey et al. 2006; Sah, 2009), with mixtures of these sometimes also distinguished (Rutchey 
et al., 2006; as modified 2009).  Because the dominant species classes also often share many 
species, however, these subclasses are frequently indistinguishable when vegetation is mapped 
using remote sensing (Sah, 2009).  In addition, although the same species are recognized by most 
authors as being common components of marl prairie, using community classes based on relative 
dominance of these species is probably not feasible for restoration, in part because we do not 
understand whether these classes represent different environmental conditions or chance 
variation in species presence/absence.   
Finally, because marl prairie is found at the end of the highly altered southern Florida 
hydrologic system, its current composition may not reflect its historical composition.  For 
example, Gunderson (1994) cites an early 1950’s report that muhly was increasing in abundance 
because of altered hydrologic and fire regimes. 
 The marl prairie community is recognized as a short hydroperiod community 
(Gunderson, 1994), although definitions of the length of the community’s hydroperiod varies 
among authors.  This community is flooded 2-9 mo. of the year in the South Florida Water 
Management District’s Natural System Model, but currently marl prairie east of the Shark River 
Slough is dry for an average of 9 mo. per year, while marl prairie west of Shark River Slough has 
longer hydroperiods from water flowing through the S12A and B water control structures (Davis 
et al., 2005).  Davis et al. (2005) reported a plant species community transition that followed a 
hydrologic gradient going from S. rhizomatum, dominating in 1-3 mo. hydroperiods, through M. 
capillaris, dominating in 3-5 mo. hydroperiods, to sawgrass, dominating in 6-8 mo. 
hydroperiods.   
Gottlieb et al. (2005) found hydroperiods of less than 4 mo. characterized this community 
in the eastern Everglades.  Ross et al. (2006) reported that in the southern Everglades, marsh 
communities dominated sites with hydroperiods greater than 210 days (7 mo.) and soils deeper 
than 30 cm, while marl prairie dominated sites with hydroperiods less than 210 days and soils 
less than 40 cm.  They used data from six transects in Everglades National Park to estimate plant 
species hydroperiod optima and tolerances (Table 1-4).  Their estimates for species’ hydrology 
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do not parallel those given by Davis et al. (2005).   They report dominant species optima ranging 
from 6.5-7.2 mo., with tolerances 1.5 to 2 mo. around these optima, and muhly and S. 
rhizomatum having similar optima (Table 1-4).   
 The described characteristics of very short hydroperiods for marl prairie communities 
suggests that a multi-date image approach (two distinct seasons) might capture a strong seasonal 
spectral signature that could be very useful in differentiating marl communities from marsh 
communities that form the ridge and slough pattern.  In order to confirm separability, it needs to 
be demonstrated that communities surrounded by marl prairie that experience longer 
hydroperiods are indeed classified differently in the field and are separable in a multi image 
analysis.  For this reason we chose to incorporate two images, one from the wet and one from the 
dry season, to compare the community identifications along transects with the seasonal 
signatures to differentiate marl communities from those communities that experience longer 
hydroperiods. 
   
1.2.4. Satellite image considerations and processing 
The visual interpretation mapping is an on-going project, which will ultimately result in a 
full coverage of the entire freshwater wetlands of the Everglades; we aimed at a comparable 
spatial resolution of the photo interpretation results, in order to make the remote sensing results 
comparable.  The MMU of the visual interpretation had been  50x50 m (Rutchey and Godin, 
2009).  Considering the spectral requirement, as well as the desired temporal resolution of 
multiple images for a year, we decided that Landsat sensor products were a good start.  Two 
more compelling reasons for using images from the Landsat program are cost and availability.  
Landsat ortho-rectified images are available at no-cost, including all archives of the Landsat 4, 5 
and 7 missions.  These datasets date back to the early 1980s, and provide a good historic record 
for long-term studies such as is intended for RECOVER; thus, change detection methods can be 
developed and tested using this historic record, prior to using them to monitor restoration.  The 
temporal resolution of Landsat images acquired by the Thematic Mapper (TM) and Enhanced 
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Thematic Mapper (ETM) sensors is potentially every 16 days.  The spectral resolution of the data 
is provided in Table 1-5.   
A long-term monitoring plan relies on the continuous delivery of comparable and 
calibrated data sets.  The Landsat Data Continuity Mission (LDCM) platform scheduled to 
launch in 2012, will carry the Operational Land Imager (OLI), which is designed to collect and 
archive data consistent with its predecessor Landsat, which will allow for a continuous 
monitoring program (http://ldcm.nasa.gov/index.htm).  The Landsat image spectral resolution is 
not necessarily optimal to distinguish all classes in the classification system, but a long-term 
monitoring program at a high temporal frequency with higher spectral resolution comes at a high 
cost.  Especially for the spatial coverage of a large system such as the GE wetlands, hyper-
spectral imagery is currently prohibitively expensive.   
 The selection process of cloud free satellite scenes was guided by the acquisition date of 
the reference data.  In the case of WCA 2A the reference data is aerial photography of December 
2003.  The most suitable image encountered was the Landsat 7 ETM+ sensor scene of February 
13 of 2003.  Since we decided to focus on transect data collected between 2005 and 2008 for 
ENP, and we wanted to use a wet and dry season image we chose to use two Landsat 5 Thematic 
Mapper (TM) images.  We used Landsat 5 TM satellite images from May 4th, 2006 (dry season) 
and October 11th 2006 (wet season).  We could not utilize ETM+ imagery because the sensor 
started to malfunction in April of 2003.   
 Since this project involves extraction and comparison of some biophysical measurements 
in the form of a tasseled cap (Kauth-Thomas transformation) and for ENP a comparison across 
two images, it was essential to perform atmospheric correction of the satellite image.  The raw 
bands of each image were stacked and radiometrically corrected using ERDAS Atcor2.  
Radiometric calibration effectiveness was evaluated by comparing pseudo-invariant features 
extracted from all images.  The selection of 21 pseudo-invariant features covered the range of 
low to high reflectance pixels.  The reference image was the May 04th image of 2006, because it 
was expected to have less atmospheric effects than the wet season image of October 11th of the 
same year.  The other two images were compared band by band with respect to the reference 
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image.  A statistical analysis was conducted on the atmospherically corrected images performing 
T-test, Wilcoxon test, R-square, Root Mean Square Error (RMSE), and Normalized Root Mean 
Square Error (NRMSE) in the R-statistical software.  Results are presented in Table 1-6, and 
confirm that the atmospheric correction was successful for all images. 
 Following the rational of the previous section we used three different types of variables in 
this analysis. The first set of variables is the percent reflectance of electro-magnetic radiation 
derived from the reflective bands of the ETM+ and TM images (i.e., blue, green, red, near-
infrared (nIR), and 2 mid-infrared (mIR1 and mIR2)). 
The second set of variables includes the first three components of the tasseled cap 
transformation derived through linear combination from the percent reflectance values of the 
spectral bands.  The Kauth-Thomas transformation (tasseled cap) computes several biophysical 
indicators from the original reflective bands to maximize the variance of overall brightness, 
greenness and wetness (Crist et.al. 1984, Crist et.al. 1986).  The coefficients derived for ETM+ 
and TM sensors are provided in Table 1-7. 
The third set is composed of the texture layers derived from the reflective and, in the case 
of the ETM+ 2003, also the panchromatic bands.  At this point we did not include the covariates 
of the texture layers, which could add even higher information content.  We used a variance 
measure on a 5x5 moving window for all 6 reflective bands and a 3x3 variance on the 
panchromatic band to include texture at a finer resolution. 
All explanatory variables were stacked into two datasets. The first dataset is a stack of 16 
layers.  Layers 1 through 6 are the percent reflectances of ETM+ (bands 1, 2, 3, 4, 5 and 7), 
layers 7–12 are the 5x5 variance texture layers of these bands and layer 13 the 3x3 variance layer 
of the panchromatic band, followed by the first three tasseled cap transformation layers 
(brightness, greenness, and wetness).  This image stack was used for the analysis of objective 1.   
The second layer stack to address questions in objective 2 includes the 12 reflectance 
bands for the two TM scenes (bands 1, 2, 3, 4, 5, and 7 of the May 4th, 2006 and October 11th 
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2006 images), followed by the 5x5 variance texture of each reflective band and the first three 
tasseled cap transformation bands of both images, for a total of 30 layers.  
 
1.3. Analysis - Objective 1 (Differentiate and map plant communities in WCA 2A)  
1.3.1. Sampling design of reference data 
The classified 50mx50m grid for WCA 2A is not error free, but since it was evaluated 
through visual interpretation by experts, its accuracy is assumed to be of high quality.  Since we 
were interested in pure representative pixels of each class, we eliminated grid cells that were 
possibly mixed cells.  Cells that are mixed with non-vegetated materials, especially, would 
distort class signatures.  Therefore, all grid cells in the CERP map that were classified as Non-
vegetative (raster id 900000) at level one were eliminated.  The one exception that we made was 
class open water (OW = 904000).  This procedure also eliminated the land use class fish camp 
(FC = 902050) from the list; FC is found throughout the natural areas of WCA 2A.  In order to 
avoid mixed pixels of the eliminated non-vegetative classes at the edge of the study area, a 50m 
buffer inside the WCA boundary was established and grid cells intersecting the buffer were also 
removed from the sampling list.  Very rare community classes that had less than a 10 cell 
representation in the total 170,429 grid cells in the classified map (i.e., occurrence < 0.006 %) 
were also excluded.  The eliminated classes were E (exotic without specification of species), 5 
cells;  Ec (Australian pine), 1 cell;  MFGj (soft rush), 3 cells;  FSH (harwood swamp forest), 6 
cells;  FSt (cypress forest), 1cell;  and SSa (pond apple shrubland), 2 cells.  As a result of the 
exclusion criteria, 167210 grid cells were left in the initial sampling list for WCA 2A (Tables 1-
8, 1-10).  The grid-based polygon layer was converted to point data (centroids) with a nominal 
support area of 2500 square meters.  Our first approach to selecting training samples was to take 
a stratified random selection by class to extract spectral information from the imagery.  The 
random sampling was performed at the species class level utilizing a simple sampling tool 
extension in ArcGIS (HawthsTools - Random Selection within Subsets).  The sample size was 
set to 100; a proportional sampling was impossible, since three classes, sawgrass, cattail and 
open marsh, represented 93% of the total number of elements on the sampling list. Not all classes 
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had a minimum of 100 representatives; therefore, for some classes all existing centroids of grid 
cells were used. The distribution of final samples is provided for the species level (Table 1-8) 
and at the aggregated structure level 2 (Table 1-9).  
The second sampling approach was to select pixels from the image that were pure 
representatives of their class.  The manual selection was determined and confirmed from the 
ortho-rectified aerial photography, guided by the suggested class of the Rutchey et al. 
classification.  For the manual sampling of pixels, pure representatives, as determined by visual 
inspection of the aerial photographs of all classes within the grid cells of the CERP 2003 
classification, were considered.  The maximum number of samples per class at the species level 
was set to 90 and the minimum to 25, unless it was a structural level class for which no species 
classification was present (e.g., MFH with only 15 samples).  Since not enough pure pixels were 
encountered for classes Brazilian pepper, melaleuca, spikerush and water spinach, they were 
eliminated from the sampling list as well (Tables 1-10 and 1-11; classes marked with *).  
The sampling protocol also included a constraint for certain classes that would allow for 
further analysis of community class hydroperiod, as reported in Section 2.  Therefore, the 
sampling started with nearest locations to HAED sampling locations, proceeding to further 
distances until the minimum number of training pixels or maximum of pure pixels per class was 
found.   
Many grid cells in the CERP vegetation classification were classified only to the 
structural level and not specified to the dominant species level.  In order to have an exhaustive 
classification scheme at all levels, we included a classification that consisted only of structural 
classes (our level 2) with no species sublevels.  On the other hand, for classes that were classified 
at the species level (e.g., SSs, SSl, SSm) but also had grid cells classified at the structural level 
alone (e.g., SS unless the class in fact included only mixed shrubland), the structural level grid 
cells were not considered in the classification scheme, since they would broadly overlap with the 
species categories and the mutual exclusiveness criteria would be violated.  The classes MFO 
and SSB are special cases that are discussed later.  Each of the omitted classes occupied less than 
0.03% of WCA 2A. These classes will be added later if they are encountered more extensively 
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within other parts of the greater Everglades.  The distribution of the final samples is provided at 
the species level (Table 1-10) and at the aggregated structure level 2 (Table 1-11).   
For each training set of the reference locations, corresponding values were extracted from 
layer stack 1 containing the explanatory variables. 
 
1.3.2. Classifier construction and evaluation of performance 
For this study we compared several pixel based classification algorithms.  We 
concentrated on discriminant analysis and recursive partitioning algorithms, as well as other 
multivariate statistical principles, to evaluate the performance of the constructed classifiers on 
the training set.  These methods fall in the category of supervised classification because 
signatures or class statistics are extracted from data layers from locations where the community 
classes were known.  The two datasets, random samples from centroids and manual selection of 
“pure” pixels, were analyzed with a set of discriminant models and decision tree models.  For 
each model the class-specific omission and commission errors of misclassification a kappa 
statistic (Κ) and overall accuracy is reported.  At this stage we compared several pixel based 
algorithms.  The various models (Table 1-12) that were evaluated are: 
1) linear discriminant analysis (lda), with jackknife cross validation procedure 
2) recursive partitioning (rpart), with cut-one-out cross validation procedure 
3) discriminant analysis using transformed divergence (td) measure and confusion matrix of 
classified training samples using maximum likelihood classifier (mlc). 
 
The accuracy assessment was conducted in two ways.  Confusion matrices were 
calculated for classified training data using cross validation procedures.  Results were 
summarized for each of the different classifiers.  Additionally, transformed divergence measures 
were calculated to determine class separability based on multivariate parametric statistic 
calculated from covariance matrices and mean vectors of each class (all matrices and statistical 
output are found in Appendix 1).  A post-classification random sample evaluation by class, 
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which gives a more unbiased estimate of accuracies, is very time-consuming and needs the 
guidance of an expert aerial photograph interpreter or extensive field work, which is beyond the 
scope of this work, and will therefore be performed at a later date, for an assessment of the total 
system including all classes of the GE marshlands. 
 
1.4. Results - Objective 1 (Differentiate and map plant communities in WCA 2A) 
Remote sensing methods can be used to detect community classes of GE marshland 
(WCA 2A) effectively.  The evaluation of community class signatures using transformed 
divergence (td) as a measure of separability indicates that manually selected training pixels result 
in more narrowly defined spectral feature spaces with less overlap than those derived from 
randomly sampled grid cells (Table 1-13).  Transformed divergence values of 1900 to 2000 
indicate good separability; values below 1700 show very poor separability.  The manually 
selected dataset produced average tds between 1892 and 2000.  Separability was always above 
1800, which suggests acceptable to good separability of classes.  The minimum td values of 760 
and 1263 for tasseled cap and reflectance at the species level (minimum, Table 1-13) indicates 
that at least one pair of classes is not separable using these variables alone.  All of the other 
combinations of explanatory variables for the manually selected dataset had high minimum tds, 
as well as high averages (Table 1-13).  The two structural level combinations using texture in 
addition to reflectance or tasseled cap had the maximum of 2000 for average and minimum, 
which means excellent class separability between all pairs of classes. 
Average td for the randomly sampled dataset ranged from 1657 to 2000.  The only 
combination of variables with an acceptable average and minimum td were given by predicting 
community at the structural level using reflectance or tasseled cap combined with texture (Table 
1-13).  Using only reflectance and tasseled cap without texture at the structural level, as well as 
all variable combinations at the species level, gave very poor class separation, as indicated by 
minimum td < 800 (Table 1-13).   
Accuracy estimates for the three classification algorithms showed that manually selected 
samples were superior to randomly selected samples (Tables 1-14, 1-15).  The confusion 
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matrices, which assess accuracy, were summarized with two metrics, the overall accuracy (oa) 
and kappa (Κ).  Overall accuracy is the sum of the first diagonal over the sum of all samples.  
Kappa takes into consideration the non-diagonal elements, which are omission and commission 
errors.  The K is therefore a more honest estimate of accuracy, although the oa is easier to 
interpret.   
The most accurate model is the species predicted from reflectance + texture, with an oa of 
85.1% and K of 83.9%, followed by species predicted from tasseled cap + texture (Tables 1-14, 
1-16).  Structural predicted models that perform well are mlc and rpart with oa of 80.4% 
classified with tasseled cap + texture (mlc K = 75.0% and rpart K = 74.4%) (Tables 1-14, 1-16).  
Average oa for manually selected samples, regardless of the explanatory variables, was 75.5%, 
72.6% and 67.2% for mlc, rpart and lda, respectively (Table 1-15).  The highest oa for randomly 
selected samples was 62.1% (Table 1-14), with an average oa of 54.5%, 54.2% and 48.8% for 
mlc, rpart and lda, respectively (Table 1-15). 
When we consider a well performing structural model (reflectance + texture), the 
confusion matrix for manually selected training samples classified with a maximum likelihood 
classifier (Table 1-17) reports an overall accuracy of 71.59% (K ̂ = 65.02%).  Taking a closer 
look at the individual classes, we can see that the accuracy varies greatly among classes.  The 
most controversial classes are CSG with a commission error of 50%, and an omission error of 
14%, and MFH with a 22.5% accuracy and a 73.5% commission error rate, which mainly are 
commissions from shrubland (SS) and broadleaf marsh (MFB) (Table 1-17).  Open water (OW) 
has an overall accuracy of 100% and a commission and omission error of 0%, followed by open 
marsh (MFO) with oa of 100%, omission error of 0%, and commission error of 16.1% (Table 1-
17).  MFF has an oa of 90.7%, and SS an oa of 88.2%.  Water lilies (MFFy), the signature slough 
species, are not mapped at species level but are probably included in MFO and MFF, both of 
which are classified with high accuracy.  
Of special interest in this report is the potential for mapping the southern cattail, Typha 
domingensis.  Although a native plant, cattail is invasive in disturbed marshlands, especially 
when the disturbance is phosphorus enrichment.  Cattails were distinguished from all other 
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classes with high accuracy (Table 1-18).  Applying the overall best classifier, mlc predicted from 
reflectance + texture the oa for Typha is 92.9%.  Of greatest concern is confusion with other 
graminoids. Table 1-19 highlights all commission and omission errors for Typha, which are 
11.9% and 7.1%, respectively.  Fifty-seven % of wrongly classified cattails were committed to 
other graminoid classes; the other 43% were broadleaf freshwater marsh (Table 1-19).  The 
pixels wrongly committed to Typha (omitted in other classes) came to 75% from other 
graminoids and 25% from open marsh.  Comparing all overall accuracies, omission errors and 
commission errors across all models for manually selected samples indicate that best results can 
be achieved using reflective bands + texture, followed by reflective bands and tasseled cap + 
texture.  
The highest accuracy was 92.9% achieved by the not cross-validated mlc using reflective 
+ texture layers, followed by 87.5% for the rpart classifying with reflective bands only and 
83.9% using tasseled cap + texture for lda (Table 1-19).  The class Typha was most likely to be 
confused with Sagittaria (arrowhead) in the category of broadleaf freshwater marsh, and 
surprisingly, sawgrass did not seem to get confused with cattails that often.  The reasons for this 
need further investigation. All other classes of confusion are graminoids, with giant cutgrasses 
(MFGz) leading the list. 
 
1.5. Discussion - Objective 1 (Differentiate and map plant communities in WCA 2A) 
1.5.1. Sampling design 
 Not surprisingly, because of the species specificity of the manually selected training 
grids, all models using the manually selected training set out-performed the randomly selected 
centroids of existing classified grid cells.  The reason for the poor performance of randomly 
selected training samples is that the overlap between a 50mx50m grid cell with a 30m resolution 
ETM+ pixel is between 35% and 36%, depending on the location of the sampled pixel. Only if 
the pixel is completely included does it have the maximum of 36% (Fig. 1-4).  This in itself is 
reason enough not to label the sample with the visually interpreted class of the grid cell, but even 
more critical is that uncertainty in the thematic (community) error associated to the visually 
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interpreted grid will add to the spatial uncertainty of the sample within the grid cell.  The grid 
cell might have been labeled in error or not according to dominance but to importance given by 
the interpreter.  Such errors could mean that the pixel sampled is a pure pixel of one kind but was 
labeled as an unrelated class.  In the example given in Fig. 1-4 (black circle), a pure sawgrass 
pixel is labeled as scrub, a misclassification at the highest level of the hierarchy, C (scrubland) 
rather than M (marshland).  The limitations that these problems pose for automated extraction 
from existing centroids are demonstrated by the comparison of the classification results (Tables 
1-14).  The difference in Κ accuracy, depending on the classification method, reaches from 
27.4% (mlc) to 21.1% (rpart), which can be considered significant (without statistical test).  Our 
analytical results and the aforementioned explanation lead us to conclude that it is not possible to 
automate the sampling process from existing visually interpreted aerial maps classified at 
50x50m.  The use of visually interpreted aerial photography, however, is a good guide in 
selecting suitable training data.  
 
1.5.2. Method comparison 
 The comparison of different classification algorithms is still inconclusive.  The mlc 
models were better in terms of overall accuracy and Κ, but they are also the ones that were not 
cross-validated.  Cross-validation generally adjusts accuracy levels downward, giving a more 
robust estimate of error, and therefore mlc accuracies were all higher in comparison to the rpart 
and lda models.  Future work will include cross-validation across all models in order to be able 
to compare results directly.  Processing time for all methods is comparable when applying the 
classifiers to the training dataset. Different cross-validation methods for lda (jackknife n-folds) 
vs. rpart leave-one-out cross-validation (LOOCV) did not seem to make a difference.  The 
application of the classifier to the dataset could have significant differences in processsing time.  
Especially when differentiating many classes, mlc will probably be a lot slower than recursive 
partitioning algorithms since the computations for estimating likelihoods are more intensive than 
following simple decision rules.  
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 When looking at the class accuracies, there is not one model that consistently performed 
better than all others.  Different models performed better when using different variables or even 
when distinguishing different pairs of classes using the same explanatory variables.  A resolution 
of these differences among models is to make use of the specific strengths of each classifier.  
There are many innovative techniques being developed for combining multiple classifiers, rather 
than choosing one over the other (Windeatt, 2001).  
 
1.5.3. Community hierarchical level  
 Comparing the accuracies of classification regarding the hierarchical level of the 
community scheme suggests that on average, the structure models performed slightly better, but 
the best overall model was classifying at the species level.  What seems to be more important 
when trying to classify at the structure level is to decide whether the sample combined across all 
classes within one structural class is more effective than classifying at the species level and 
aggregating classes later.   
 Because species level sample collection is much more time consuming, since there are 
many more classes, it should only be considered if it improves the accuracy of the final 
classification significantly.  A comparison of the manually selected training set classified at the 
species level and then aggregated at the structure level with the structure level classification 
using all aggregated samples of its class shows that the accuracy is significantly increased from 
an overall accuracy of 71.59% to 88.44%, and the Κ values compare as 65.02% to 85.31% 
(Tables 1-17, 1-20).  This is a significant difference and the recommendation therefore is to 
classify at the species level, accounting for all possible classes distinguishable at the specific 
scale.  Even if this means low overall accuracies at the species level, it increases overall accuracy 
upon aggregation to the structural level.  
Some misclassifications are more serious than others, so it is possible to weight 
misclassification errors differently.  Especially in a highly mixed and interspersed landscape, 
mixed pixels are very common, so crisp class boundaries pose a huge problem.  Fuzzy confusion 
matrices can help to evaluate accuracies more meaningfully in their context.  This can be done in 
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two ways, either weighting misclassifications according to their severity, or evaluating if a class 
assignment to a pixel is justifiable in its spatial context.  Both approaches are meant to be used 
not to artificially inflate accuracies but to account for high uncertainty in the process of assigning 
hard classes to fuzzy pixels.  The more explicit community class definitions are the easier it 
would be to implement a fuzzy accuracy assessment.   
 
1.5.4. Variable selection 
Inclusion of different sets of variables in the classification process demonstrated that 
there are significant differences in the accuracy of the classifications.  The results indicate that 
working with texture metrics will improve classification results for all classes encountered in the 
GE marshlands, regardless of the classifier.  The results of the tasseled cap analysis suggest that 
there is also some additional information added using these indices for several pairs of classes.  
Depending on the classifiers, using texture was superior to pure spectral signatures and the 
tasseled cap was on average less efficient when used alone than when using the texture of the 
spectral bands along with it.  As in the case of method selection, distinguishing different pairs of 
classes can be quite successful using a set of variables that performed poorly overall.   
Our recommendation is the same as it was for selecting the classification method:  do not 
disregard variables but rather find ways to combine their strengths, applying them in more 
effective ways. How best to accomplish this task still needs to be investigated.  Especially 
investigating the effect of the spatial resolution of the remotely sensed data in relation to the 
spatial variability of community classes (mixed pixel problem) might benefit from combining 
data sets with different spatial and spectral characteristics.   
 
1.5.5. Specific case of Typha vs. sawgrass and other graminoid communities 
Though the results for Typha recognition and distinction from other graminoids are very 
promising, we need to know whether the pattern from WCA 2A can be extended to the entire 
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system.  The limitation at this point is a lack of ground reference data for areas in WCA 3 and 
Everglades National Park. 
 
1.6. Analysis - Objective 2 (Differentiate marl prairie and ridge/slough/tree island in 
ENP) 
1.6.1. Sampling design of reference data 
 Our second objective was to differentiate marl prairie from ridge/slough/tree island in 
Everglades National Park (ENP).  The reference data available for training the remote sensing 
data was the Ross-Sah MAP of species composition every 5 m along east-west transect in ENP.  
Relating the transect data to the remote sensing community classes requires consideration of 
scaling issues.  Depending on the scale at which community classes are described, communities 
can be composed of different proportions of species. Transect data tends to capture more detail 
and therefore high variability over short ranges, which is not necessarily meaningful at the 
landscape level.  Since our goal is to describe community variability at the larger landscape 
extent, we needed a mechanism to use high resolution reference data meaningfully in this larger 
spatial context.  High spatial resolution tends to be reflected in the detail of the MAP 
classification scheme, much of which has been incorporated into VCSFNA; in this scheme 
classes recognized in the field are defined to a very high, descriptive level.  For example, the 
class MFGPm (muhly grass (Muhlenbergia capillaris var. filipes) prairie) is distinguished with 
subtle differences from classes with co-occurring species, such as MFGPcm (muhly with 
sawgrass (Cladium jamaicense), MFGPms (muhly with little bluestem (Schizachyrium 
scoparium), or MFGPma (muhly with panicgrass (maidencane, Panicum hemitomon or redtop 
panicum (Panicum rigidulum)).  
This highly detailed classification, which differentiates real but subtle differences, poses 
a challenge for use with remote sensing applications, because when this data is scaled up to the 
30m pixel level and viewed with satellite sensors, these distinctions are lost as they are integrated 
over the greater extent of the pixel.  Thus, to use this data for class signature evaluation, we had 
to generalize or scale up the high resolution community data set (5m) to the 30m pixel size of the 
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Landsat image.  A single pixel can have up to 8 sample points, and thus potentially up to 8 
community classes if the transect passes diagonally through the centroid of a pixel that is very 
heterogeneous in species or community composition.  Having more than one community in a 
pixel will lead to a mix of spectral signatures.  The goal in signature establishment is to find end 
members for each class that exclude as many mixed pixels as possible and that isolate the purest 
pixels.  The decision of whether a pixel qualifies as a pure pixel can be supported by the high 
resolution transect data in the Ross and Sah transects, but the high data volume and spatial 
autocorrelation require the development of methods to select the best training samples without 
eliminating important small classes from the training set. These problems are the essence of the 
scaling issues in this study.   
In order to avoid inclusion of heterogeneous pixels, we needed to isolate samples that 
indicated high local homogeneity.  For this purpose we developed a tool (python script / Arc 
geoprocessor) to generate the distance of each location (i.e., each point at 5m intervals along the 
transect) from its closest neighbor that was not in the same class.  We assumed that the greater 
this distance was, the more homogeneous and therefore spectrally purer the neighborhood along 
the transect section was; we recognized, that the distance to the nearest not-in-class-neighbor is 
just evaluated along the transect and not perpendicular to it, which means that the homogeneity 
estimate is one dimensional.  However, the orientation of the transects was perpendicular to the 
ridge and slough pattern (elongated ridges alternating with long narrow stretches of slough), 
therefore, we predicted that the local heterogeneity along the transect should be greater than local 
heterogeneity perpendicular to it.  The distance from the closest not-in-class neighbor (NICN) 
was calculated based on the 34 more detailed community classes (rsClass, Table 1-1), for the 
structural level (grStruc, Table 1-1).  In order to increase the likelihood of a pixel being 
represented by the reference location, we also wanted to be able to incorporate the distance of a 
sample location from the centroid of the pixel in the sampling process.  For this purpose we 
generated the distance of a sample from the center of the closest pixel with the NEAR function in 
ArcGIS. Summary statistics for distances are provided in Tables 1-21.   
 Parts of transects M1 to M3 were affected by a fire that burned an approximately 4.5 km 
wide by 18.5 km long stretch in 2005 between the two image dates that we used (Fig. 1-5).  The 
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spectral signature of burned areas was expected to add additional within-class spectral variability 
after the fire event.  Because fires are very frequent events across the entire Everglades 
ecosystem, these burns allowed us to examine the variation in spectral signatures produced by 
fire.  We added an additional boolean variable to the transect data, assigning a "1" to all 5m 
transect locations that intersected the burned area and a "0" otherwise; this allowed us to query 
the spectral signatures of the burned pixels separately from unburned pixels. 
   
1.6.2. Spectral evaluation 
Here, we visually interpret the results, before we also briefly present a method to 
quantitatively assess this transect-based community mapping, especially in the context of change 
detection studies.  We also discuss issues of scaling from detailed plant community field data to 
medium resolution imagery. 
 The data richness of multispectral satellite data is not always easy to visualize. Several 
image enhancement methods exist to minimize the dimensionality of the dataset, the most 
commonly used being principal component analysis.  The disadvantage of some methods is that 
they are highly data driven and therefore relative in spectral space, so data from different images 
are not comparable (i.e., different datasets give different principal component axes).  More useful 
is a well established index that is comparable between dates and quantifies physical parameters 
that are easy to correlate to systematic processes.  The tasseled cap (tc) transformation fits this 
description, as its first three components are overall brightness, greenness and wetness, 
parameters that can be related to ground conditions.  It is also a global index, in that the 
coefficients, when applied to atmospherically corrected data, will yield identical results 
independent of the data distibution.  The tasseled cap coefficients are sensor specific and can be 
improved by calibrating them to local conditions. (Crist et.al. 1984, Crist et.al. 1986). 
The second layer stack we had created from Landsat images included the first three 
tasseled cap components (see 1.2.4 above for image stack description).  This stack included the 
first three tasseled cap components.  For all sample locations along the 5m transects we extracted 
the tc values from the stack.  In order to be able to evaluate the correlation between the wetness 
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component (tc 3) and the water depth at the time the images were acquired we also extracted 
water depth from EDEN grids.  We then joined the two to the response variable community 
class, which included distance to closest not-in-class neighbor, distance to nearest pixel centroid 
and information about whether the location was burned between dates. 
For all sample locations along the 5m transects we extracted the tc values from the stack.  
In order to be able to evaluate the correlation between the wetness component (tc 3) and the 
water depth at the time the images were acquired we also extracted water depth from EDEN 
grids.  We then joined the two to the response variable community class, which included distance 
to closest not-in-class neighbor, distance to nearest pixel centroid and information about whether 
the location was burned between dates. 
 R scripts were developed to create graphs from this dataset for transects M1 - M4 (Figs. 
1-9 to 1-12).  Each graph shows high resolution transect community information (top panel), 
followed by three graphs of tasseled cap data for both dry season and wet season.  The EDEN 
water depth data along the transect is presented in the bottom panel. 
The top panel in Figs. 1-9 to 1-12 shows the distribution of community classes along the 
transect from 0m in the east (right side of panel) to the western end of the transect (left side of 
panel).  The community class every 5 m along the transect is mapped as a colored triangle; 
acronyms in the legend at the left border refer to the rsClass in Table 1-1, while symbols for each 
class are color-coded and arranged in different rows above the transect positions, with marsh 
community classes toward the bottom, marl prairie community classes above them and shrub 
classes at the top.  This graphing at different levels allows for visualization of community class 
distributions without overlap of markers and provides a way to group structural classes. The high 
density of sample points (>7000 on transect 3) necessitated this approach.  Horizontal gray lines 
in this panel delimit major structural community classes (grStruc, Table 1-1).   
Dashed vertical lines in all of the panels demark the boundaries of the zoomed maps in 
Figs. 1-6 to 1-8.  Fig. 1-9 and Fig. 1-10 have both the eastern and western boundaries of the 
zoomed maps in each figure.  Thus, the dashed lines in Fig. 1-9 show the boundaries of the maps 
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in Fig. 1-7, while the dashed lines in Fig. 1-10 show the boundaries of the maps in Fig. 1-8.  Fig. 
1-11 has the eastern boundary of Fig. 1-6, while Fig. 1-12 has the western boundary of Fig. 1-6.  
In Figs. 1-9 to 1-12, the tc graphs are the three panels below the community class panel.  
The uppermost of these tc graphs is for component 1, brightness; the second is for component 2, 
greenness; and the third is for component 3, wetness.  In each of these panels, the data for the dry 
season is in a lighter color than the data for the wet season.  Thus, in the panel for tc1, the dry 
season brightness is represented by the light red line, while the wet season brightness is 
represented by the dark red line.  In each of the tc graphs the colored horizontal lines show the tc 
index average for the transect, with the lighter line for the dry season and the darker line for the 
wet season.  The blackened region in the wet season tc index for transects 1, 2 and 3 (Figs. 1-11, 
1-12, and 1-9, respectively) indicate the region of the transect that burned between acquisition 
dates of the two images.   
In each of Figs. 1-9 to 1-12 the wetness plot is followed by a panel that graphs the EDEN 
water depth along the transect for the two image dates.  As with the tc graphs, the dry season 
water depth is lighter blue, while the wet season water depth is darker blue.  The gray horizontal 
line at 0 in the panel for the EDEN water depth indicates 0 cm water depth.  
 In a final data processing step we performed a preliminary signature evaluation using 
field samples that fulfilled the following criteria:  (1) distance to nearest not-in-class neighbor is 
≥ 10 m and (2) distance to the closest satellite pixel centroid is ≤ 15 m.  The first criterion 
translates to a minimum sequence length of 5 consecutive samples of the same class, selecting 
the pixels that are within a homogenous neighborhood validated on the ground and therefore 
including the purest pixels of a class.  The second criterion is further eliminating samples that are 
too far from the center of a pixel, removing some uncertainty about the origin of the spectral 
mixture of the pixel considering the point spread function of a sensor (Manslow and Nixon 
2001).  From the selected set of samples we eliminated those that were burned between the 
acquisitions of the images.  In order to maintain equal inclusion probabilities for all samples that 
are evaluated, we allowed only one sample per pixel.  The distribution of samples is summarized 
in Table 1-23.  We chose a recursive partitioning algorithm using different combinations of 
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variables to evaluate separability of classes.  The performance of the classifiers was evaluated 
using a 10 fold cross validation procedure.  We evaluated the prediction of species level classes 
and aggregated classes at the structural level as well as structural classes separated by transect 
segments for the marl prairies east and west of the ridge and slough region.  The variables that 
were considered are percent reflectance of bands 1-5 and 7 of the May 4th and October 11th 
2006 TM images, the textures and first three tasseled cap components derived from them as 
described in 1.2.4.  Table 1-24 summarizes the various models for different variable 
combinations and their performance in overall accuracy and kappa statistics. 
 
1.7. Results - Objective 2 (Differentiate marl prairie and ridge/slough/tree island in 
ENP) 
Taken together, the M1-M4 transects span Shark River Slough and provide data from the 
northern to southern end of Everglades National Park (Fig. 1-5).  Transects M3 and M4 cover 
both the eastern and western marl prairie, as well as the ridge and slough between, while 
transects M1 and M2 traverse the eastern marl prairie and adjacent ridge and slough.  The three 
northern transects have regions that burned between May and October, 2006.  The burned areas 
are clearly visible in the satellite images (Figs. 1-5 to 1-7).   
 Because transects 3 and 4 span the slough, the distribution of their communities, spectral 
signatures and water depths most clearly reflect the east to west marl prairie/ridge and 
slough/marl prairie transitions both in community classes and spectra (Figs. 1-9, 1-10).  The 
eastern and western edges of the community class plots have classes characteristic of marl prairie 
(MFGP and the more specific MFGP community classes), while the central portions of these 
plots have classes typifying the ridge and slough found in ENP (MFFy and MFGe).  Sawgrass, 
MFGc, is present throughout both transects except for the western end of transect 3 (Figs. 1-9, 1-
10).  Marl prairie sawgrass (MFGPc) is limited to the eastern and western edges of the transects 
and co-occurs with the MFGc class (Figs. 1-9, 1-10).  In the marl prairie community, the muhly 
community class (MFGPm) occurs primarily on the eastern edge of Shark River Slough in these 
two transects, whereas the beakrush community class (MFGPr) is found primarily on the western 
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edge (Figs. 1-9, 1-10).  The little bluestem (MFGPs) community class is present in both the 
eastern and western marl prairie in both transects, whereas the black sedge community class is 
found only on transect 3 (Figs. 1-9, 1-10). 
In the graphs of spectral signatures for these communities along the transects, the 
presence of the marl communities is seen in the dry season brightness (tc1, light red lines), which 
is higher than the central slough brightness from the same day (Figs. 1-9, 1-10).  In the wet 
season brightness is lower overall, but is still higher in the marl prairie than the central slough 
(Figs. 1-9, 1-10, tc1, dark red lines). 
On the western boundary of the eastern marl prairie in transects 3 and 4 is a marsh 
community that transitions into the central ridge and slough into the marl community. This 
community is dominated by sawgrass (MFGc) and spikerush (MFGe) community classes (Fig. 1-
9, transect 3, 8000-12,000m; Fig. 1-10, transect 4, 3500-7500m).  In the dry season this region 
has very high values of brightness, while in the wet season, the brightness resembles that of the 
ridge and slough communities (Figs. 1-9, 1-10).  This area is visible in Fig. 1-5 as a bright, 
nearly white region running down the eastern boundary of the central slough in the dry season 
image, and as a blue region in the same position in the wet season image.  In Fig. 1-7, these same 
differences are seen running diagonally from the upper right to the lower left in each image.  We 
hypothesize that this change in brightness results from calcareous periphyton, which is even 
more reflective than marl when it dries down in the dry season but which loses brightness when 
it is photosynthesizing and saturated with water in the wet season. 
The presence of the marl communities along transects 3 and 4 is also reflected in the 
wetness index (tc3, blue lines), which has values less than the central slough in the dry season 
(Figs. 1-9, 1-10, tc3, light blue lines) and more similar to the central slough in the wet season 
(Figs. 1-9, 1-10, tc3, dark blue lines).  The wetness indices also parallel water depths on the days 
that the images were taken, especially in the dry season, when low water depths from the EDEN 
data on the east and west of transects 3 and 4 match low wetness values, and deeper water in the 
central slough match higher wetness values (Figs. 1-9, 1-10, tc3 and EDEN panels).  The overall 
shape of the wetness index and the EDEN water depth match closely but the high resolution 
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(30m) wetness displays much more local variability than the EDEN 400m cells. Smoothing of 
the wetness index with a 400m kernel should lead to a high correlation between the wetness 
index and EDEN water depth.  The EDEN water depths along these transects also support the 
Davis et al. (2005) assertion that the eastern marl prairie is drier than the western marl prairie 
(Figs. 1-9, 1-10, EDEN water depth graph). 
The transitional marsh community west of the eastern marl prairie, which had the large 
difference in dry season/wet season brightness, also has a large difference in dry season/wet 
season relative wetness.  Thus, transects 3 from 8000-12,000m (Fig. 1-9) and 4 from 3500-
7500m (Fig. 1-10) show high wetness in the wet season and low wetness in the dry season. 
These changes in wetness are consistent with the hypothesis that this region is a marsh with a 
floating calcareous periphyton mat that is active in the wet season but dries in the dry season. 
The graphs of the greenness index (tc2, green lines), which is comparable to the 
commonly used Normalized Difference Vegetation Index (NDVI), do not differ greatly between 
the marl and ridge/slough communities and are similar between the wet and dry seasons (Figs. 1-
9, 1-10, tc2, green lines).  Spikes in greenness, however, correlate well with the presence of 
shrubs (Figs. 1-9, 1-10).  For example, in the transitional marsh community between 3500-
7500m of transect 4, the spectral signatures in wetness and brightness are interrupted around 
5500m (Fig. 1-10).  This interruption corresponds to a spike in greenness and to the presence of 
the swamp shrubland community (SS) (Fig. 1-10). 
The northern transects 1 and 2 are much shorter than transects 3 and 4 and only cover the 
eastern marl prairie to slough transition; transect 1 has both marl prairie and ridge and slough 
species, while transect 2 has primarily ridge and slough species (Figs. 1-11, 1-12).  Fewer 
community classes are present along these shorter transects, but the general patterns seen in 
transects 3 and 4 are found here as well.  Marl prairie communities (MFGP and associated 
species level classes, e.g. MFGPm) are present in the eastern parts of transect 1, while slough 
communities (MFGe and MFFy) are present to the west (Figs. 1-11, 1-12).  The muhly 
community class (MFGPm) is found in this eastern marl prairie, while the beakrush community 
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class (MFGPr) is not, similar to the eastern edges of transects 3 and 4.  The black sedge 
(MFGPh) and little bluestem (MFGPs) community classes are not present on either transect. 
The spectral signatures for transect 1 parallel those for transect 3 and 4.  Brightness (tc1, 
red lines) increases in the dry season but not the wet season in the marl prairie (Fig. 1-11).  
Wetness (tc3, blue lines) is lower in the dry season and higher in the wet season in the marl 
prairie, and wetness parallels the EDEN water depth data (Fig. 1-11).  Greenness (tc2, green 
lines) does not differ significantly between seasons in unburned parts of these transects, and 
differences between major community types are small, except for the shrub community class 
(Fig. 1-11).  The differences in brightness and wetness are not seen along transect 2, which is 
primarily in the ridge and slough area and does not have marl prairie species along the transect 
(Fig. 1-12).  The presence of swamp shrubland centered around 2000m on this transect, however, 
is seen in a spike in the greenness (Fig. 1-12). 
Fires greatly affect plant communities, and these effects can been seen along Transects 1 
and 2 in the spectral signatures of burned areas.  Parts of these transects burned between the dry 
season and wet season images that we analyzed (Fig. 1-6, compare upper dry season image to 
lower wet season image; black areas along the transects mark the burned parts of the transect). 
The burned areas were primarily in ridge and slough parts of these transects.  Burning decreased 
brightness (tc1, red lines) and wetness (tc3, blue lines) increased on both transects (Figs. 1-11, 1-
12, black lines in spectral signatures).  As might be expected, burning also decreased relative 
greenness (Figs. 1-11, 1-12, tc2, green lines with overlay of black lines in spectral signatures).  
This decrease in greenness was sufficient to separate the wet and dry season average greenness 
for these transects (Figs. 1-11, 1-12, horizontal green lines).  A small portion of transect 3 also 
burned, and although effects are harder to see at the smaller scale of this transect, the spectra 
seem to change as for burned parts of transect 1 and 2 (Fig. 1-9, black lines in spectral 
signatures). 
We have incorporated these observations from the graphs into a conceptual model for 
how community class tc intensities change under different environmental conditions.  The model 
is expressed in a matrix (Table 1-22) where we have rated relative intensities of tc components 
53 
 
qualitatively for each community class as it migrates from wet to dry conditions or undergoes a 
fire disturbance.  The relative intensities are marked with symbols, where "+" means relatively 
bright and the magnitude is expressed by the number of symbols, e.g., "++" or even "+++" for 
very high intensities.  The relatively lower intensities are expressed with "-" and magnitudes with 
"--" and "---".  Average intensity is indicated by "o". The qualifiers can be compared within a 
condition (e.g., wet, dry, fire) to compare class differences relative to each other under that 
condition.  The comparison of one class under different conditions is possible by comparing the 
values in a row e.g., MFG in the brightness component (tc1) changes from average "o" to 
extremely bright "+++" when it dries and at the same time, the wetness (tc3) decreases 
dramatically ("++" to "--").   
   The differences among the four major structural classes in how their tc indices differ 
indicate that we can successfully differentiate marl prairie community classes from 
ridge/slough/tree island community classes based on medium resolution satellite imagery.  The 
matrix presented in Table 1-22 is therefore useful in separating regions in tasseled cap space, and 
future quantitative analysis can test the hypotheses generated by this matrix.   
 A preliminary attempt to quantify the separability of major classes using a recursive 
partitioning classification algorithm with a 10 fold cross-validation procedure resulted in 
promising results (Table 1-24, Fig. 1-13 and Table 1-25).  Confusion matrices were generated for 
cross validation results of a recursive partitioning algorithm classified at the structural 
community class level stratified by the eastern and western portions of the marl prairie transects 
(grStrucSeg).  The evaluation of different combinations of variables showed that classifications 
based on bi-seasonal images were superior to those based on one date alone (Table 1-24, May 
and Oct.).  Overall accuracies classifying at the grStruc level were 79.72% (kappa = 58.9%) for 
percent reflectance of the October image, compared to 87.1% (kappa = 73.44%) accuracy for the 
combination of the percent reflectance of the May and October images (Table 1-24, models refl. 
+ txt.).  The addition of texture layers in the form of the 5x5 pixel variance further increased the 
separability (Table 1-24, models refl. + txt.) for the single day classification but not for the 
combined images.  Table 1-25 indicates that the marl prairie communities of the eastern and the 
western segments of the transects are spectrally different, with a higher confusion between 
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general MFG and MFGP_E than between MFGP_E and MFGP_W.  Overall accuracies for 
MFGP_E, MFGP_W, MFG, and SS are 87.1%, 72.7%, 90.5% and 55.7%, respectively.  
 The overall accuracy of the classification at the rsClass level is 74.6% with a kappa 
estimate of 65.8%. Classes MFB, MFFy, MFG, MFGP, MFGPh, OW and WS have been 
eliminated from the set due to lack of sufficient samples (Table 1-26).  Figs. 1-13, 1-14 
graphically show the results of the partitioning for the grStruc analysis (Fig. 1-13) and the 
rsClass analysis (Fig. 1-14).  We notice the clear distinction of the western and eastern wet 
prairie branches starting at the second level of the classification tree.  This means that only two 
variables were necessary to differentiate the western from eastern marl prairie communitites 
(percent reflectance in the mid- and near-Infrared).  The low accuracy and high confusion of SS 
with MFG can be attributed to small sample sizes and the fact that the transect only captures a 
narrow path through the pixel, which could mean presence but low density of shrubs within a 
matrix of graminoids (MFG).  This case would lead to an error of comitting shrubs to MFG.  In 
contrast, not sampling shrubs along the transect when they are present in the pixel could lead to 
MFG being misclassified as shrubland. Comission errors of 0.07% for MFGP_E and 0% for 
MFGP_W classified as shrubland are negligible. 
  
1.8. Discussion - Objective 2 (Differentiate marl prairie and ridge/slough/tree island in 
ENP) 
 The results of our visual interpretation show that marl prairie and ridge/slough/tree island 
can be differentiated using medium resolution remote sensing data.  In addition, spectral 
reflectance in tc space allows for detection of fire disturbances.  Time series of images covering 
at least one image during the dry season of a year could help build up a database of abrupt 
changes in spectral reflectance between years.  Tracking change after a fire disturbance by 
community type could provide a method for independently recognizing fire effects on specific 
communities.  The fire history derived from satellite imagery across the landscape can support 
real change detection.  As outlined in the introduction to section 1, change should only be 
declared after a disturbance if the pre-fire community type does not re-establish after the 
disturbance.    
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 We have developed a method for selecting fine resolution plant species data along 
transects to map community classes that are meaningful for classification of medium resolution 
remote sensing data.  Refinement of these techniques will allow for scaling across several scales 
and may make additional data sources available for use in remote sensing calibration and, 
possibly, change analysis using archived Landsat data.   
The use of transect data, however, has drawbacks.  In our study the lack of long segments 
of important classes such as MFFy and MFO (Table 1-21) resulted in part from the orientation of 
the sampling transects, which run perpendicular to the ridge and slough pattern.  This non-
random, one dimensional sampling procedure reduced the amount of these community types 
encountered.  Therefore, the transect dataset needs to be complemented by samples derived from 
other sources that use more random sampling techniques, e.g., REMAP data as well as samples 
that provide a two-dimensional support on the ground (i.e. pixels are two-dimensional objects).   
The spatial uncertainty of a pixel's centroid due to resampling and geo-referencing of 
satellite imagery, if optimal, is within 1/2 a pixel.  Thus, much ground-sampled community data 
presents similar scaling problems encountered with the MAP transect data when it comes to 
spatial support of a pixel on the ground.  The REMAP data, for example, provides vegetation 
samples representative of a 20 m2 plot; this is still much smaller than the 30m x 30m pixels of 
Landsat images.  When considering the 15m uncertainty of the pixel's centroid and the point 
spread function (PSF) of the sensor, the uncertainty about the pixel being a good representative 
of a field sampled community is still high.  The advantage of random sampling in the REMAP 
data is counterbalanced by the lack of neighborhood samples that allows the evaluation of purity 
at the Landsat pixel scale.  If a sampled field site of 50 x 50 m was considered, then even with a 
1/2 pixel uncertainty about the centroid of a pixel, one would get at least one pixel of high 
confidence without considering the neighbors.       
The utility of transect data in remote sensing signature evaluation could be improved by 
changing the criteria for evaluating pixel purity.  To increase class representation of rarer classes, 
the process for eliminating mixed pixels could be done with class specific criteria, e.g. the 
minimum distance to not-in-class neighbor could be reduced for rare classes in order to retain 
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more samples.  The potential drawback to this approach is that it will include pixels that are less 
pure.  On the other hand, for classes with a high number of samples, the distance to the satellite 
centroids could be reduced, which would increase the probability of eliminating mixed pixels 
whose centroids are actually in a community class different from the sample.  Considering the 
PSF of sensors the cut off threshold needs to be determined empirically for each communities of 
interest individually.  Statistical summary tables such as Table 1-21 can help to guide choosing 
the class specific pixel evaluation parameters based on the maximum, minimum, and mean of 
each class.   
Further studies in the scaling of high resolution field sampled data are needed to improve 
our ability to use remote sensing techniques to evaluate vegetation change across the Everglades 
ecosystem.  Considering the scale dependence discussed in the conceptual part of this study, it is 
not surprising to encounter very few representative samples of MFO for transect data, as it can 
only be determined at smaller scales (larger extents).  The lack of MFO and the short sampling 
sequences of MFFy suggest a different approach.  We propose a sampling algorithm that, similar 
to a spatial filter or temporal filter that smoothes data values to filter class sequences along a 
transect based on the neighborhood.  For instance, a long, very heterogeneous sequence of 
MFFy, MFGe and OW could be classified as MFO if evaluated at a smaller scale.  This 
procedure will avoid dropping valuable data because of the mixed nature of the pixel but rather 
reclassify it as MFO, which is, in a sense, defined as being a mixed pixel.  Depending on the size 
of the kernel and the rule settings, the detection of MFO at the 30x30 m pixel level will be more 
likely.  As stated several times, the need for meaningful scales for each community class and 
clearly defined class boundaries will allow for a more robust analysis.  Maximum distances and 
distribution of individual segment lengths of a transect, as given in the NICN Table 1-21, also 
could guide a definition on significant scale for each community class separately, as these 
measures provide an estimate of patch sizes and therefore possible significant scales.  
Appropriate remote sensing data and methods can then be selected based on the spatial 
variability and homogeneity of classes as recognized in the field. 
In addition, spectral reflectance in tc space allows for detection of fire disturbances.  
Time series of images covering at least one image during the dry season of a year could help 
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building up a database of abrupt changes in spectral reflectance between years.  Tracking change 
after a fire disturbance by community type could provide a method for independently 
recognizing fire effects on specific communities.  The fire history derived from satellite imagery 
across the landscape can support real change detection.  As outlined in the introduction to section 
1 change should only be declared after a disturbance if the pre-fire community type does not re-
establish after the disturbance.   
 
1.9. General discussion 
 An unbiased post-classification accuracy assessment for evaluation of the final 
map still needs to be conducted in order to confirm our results from the signature evaluation.  
Using a post-classification stratified random sample to generate the same statistics provided by 
the sample dataset (overall accuracies and kappa) will give a more unbiased estimate of actual 
map accuracies.  Once the classifiers are applied to the image, we can also compare the spatial 
pattern, overall coverage and agreement of distribution of classes and the spatial patterns of their 
certainties to each other and to the vegetation classification results of Rutchey et al.  Although 
extant archives of aerial photography are still the most inexpensive data sources for reference 
data to validate classification accuracies, results should be confirmed for at least a subset of 
samples by ground referenced field work. 
 In our work the study area for comparing different methods was limited to WCA 2A, 
which means that not all community classes of the entire GE marshland are represented, but 
generally most of our structural level system components are characterized.  Interpretation of 
these results is limited to the phenology of community classes within WCA 2A only.  The results 
of this research, however, are essential to determine which approaches to pursue when expanding 
the scope to all GE marshland areas.   
 For combining detection with predictive models, the recursive partitioning method looks 
promising because it allows for categorical as well as continuous data types.  More advanced 
recursive partitioning models make use of random forest algorithms in order not to rely on only 
one specific model; instead, these algorithms increase the confidence by combining multiple 
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models (Windeatt, 2001).  The use of a dichotomous partitioning versus a multivariate 
classification tree approach might be especially useful for classification at the species level 
because it simplifies the tree structures and allows prediction of presence of a certain class within 
a pixel independent of other community class definitions.  This approach would support a more 
fuzzy classification approach.     
 The use of texture and indices added to the classification accuracies in both WCA 2 and 
ENP.  It might be beneficial to also include information on hydroperiods in the classification 
algorithm and to combine predictive models with detection algorithms.  Predictive models for 
community classification could be based on community classes derived from ordination of point 
and transect data or from visual observations of community types.  Using probabilistic models, 
class presence could be predicted from ancillary data such as hydroperiod, fire regime, soil, etc. 
if that data is spatially explicit. The second section of this report addresses the aspect of 
hydroperiods associated with vegetation classes. 
Because periphyton is a major primary producer in the GE (McCormick et al., 1997; Ewe 
et al., 2006), being able to identify its extent and monitor its phenological cycle is important.  
Periphyton also serves as an early indicator of nutrient, especially phosphorus, enrichment, so 
being able to monitor the abundance and distribution of periphyton mats will be an important 
measure of total system performance.  In addition to the intrinsic value of being able to follow 
periphyton mats throughout the Everglades, this signature may help to separate communities 
with different densities of periphyton.  Spikerush or other graminoid marshes often have large 
floating periphyton mats, in contrast to deeper slough communities.  Since periphyton mats cover 
large areas, these mats are expected to have an effect on the spectral signature of the 
communities where they occur.  Our hypothesis that the spectral brightness (tc 1) of floating 
periphyton depends on the mat's photosynthetic activity and water content in the wet season 
needs confirmation with spectra collected in the field.  If our hypothesis is confirmed, we could, 
for example, monitor periphyton changes in response to restoration activity.  Because periphyton 
responds rapidly, it could be an early indicator of how restoration is affecting the greater 
landscape.  For example, if the 1-mile bridge in the Tamiami Trail causes landscape-level 
changes in periphyton distribution, this should be detectable in Landsat imagery. 
59 
 
In the context of total system monitoring of Everglades ecosystem restoration, using 
remote sensing to monitor vegetation change we also need to refine community class signature 
evaluation and broaden the scope to additional classes, such as mangrove, cypress and pinelands.  
Plant community composition and distribution should change with restoration in the GE.  Thus, 
one monitoring goal is to be able to detect these changes.   Remote sensing provides a way to do 
this at the landscape scale.  In conjunction with the constraining transition matrix that we 
proposed earlier, change detection could deal efficiently with the challenge of differentiating 
actual change from apparent change and allow for the establishment of a semi-automated long-
term monitoring system.  Feedback from ground validation or visual aerial interpretation could 
confirm or refute a recorded change, and the monitoring system could be trained to perform 
better with each iteration and addition of field data.  This type of system could be integrated with 
proposed long-term monitoring efforts on the ground, such as the Ridge-Slough-Tree Island 
project that implements the Philippi (2007) monitoring design.  We would like to propose a new 
approach to the problem of change detection for the GE marshlands.  Considering hydroperiods 
and fire events and their affect on class-specific phenological cycles (i.e., an apparent change), it 
would be of greatest interest to study a class specific pixel migration in feature space (e.g., 
tasseled cap or other indices) along a continuum of hydroperiod cycles or burn severity.  In other 
words, we propose to define the movement of pixels within tubular CIs for multidimensional 
features along a water depth gradient and in the temporal aspect of spatially explicit fire 
histories.  Considering the conceptual matrix of environmental variation (Table 1-22) this 
approach could include other features, such as Normalized Difference Vegetation Indices 
(NDVI), Enhanced Vegetation Indices (EVI), Normalized Difference Water Indices (NDWI), 
Normalized Burn Ratios (NBR). 
Automated sampling strategies outlined for our two approaches emphasize the need to 
establish clearly defined class descriptions for various spatial and temporal scales, including the 
fuzziness of classes, especially at the structural level of a hierarchical classification system.  
Further development and tuning of sample algorithms from existing data for the purpose of 
training a classifier can only be effective if the spatial and thematic support of labels is explicit. 
For example, MFO is defined only for scales from x (MMU) to y, where presence and abundance 
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thresholds for each indicator species or class at the species level is defined for the scale range.  
Efforts to evaluate remote sensing signatures would be greatly enhanced if researchers collecting 
species data in the field were more aware of the issues involved with using that data in remote 
sensing applications.  Standardizing metadata requirements for CERP and RECOVER projects in 
ways that facilitated use of GIS would also leverage the utility of many on-going data collection 
efforts. Field data needs to include the spatial support, as well as the labeling protocol (e.g. what 
variables were evaluated, and how were they measured or estimated. 
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Tables and Figures 
 
Table 1-1.  Vegetation classes and class codes used in this study.  Vegetation Classes of South Florida Natural 
Areas (VCSFNA) from Rutchey et al. (2006).  Class names and VCSFNA codes follow those in Rutchey et al. 
(2006).  grCode = Gann-Richards general codes.  grStruc = Gann-Richards structural-level codes.  rsClass = 
remote sensing classification codes. “--“ indicates classes that we used that are not defined in Rutchey et al. 
(2006).  “*” indicates classes that we eliminated from our study.  “?” indicates classes that we did not use or 
further define but that may be of interest and detectable with remote sensing.  The double line marks the 
division between classes that had minor modifications between the VCSFNA classification and the gr 
classification (above line) and classes that had major modifications between the two systems (below line). 
  
                                                            
Class Name VCSFNA grCode grStruc rsClass 
Bayhead swamp forest FSB FSB FS * 
Cypress forest FSt FSt FS * 
Swamp shrubland SS SS SS SS 
    SS with primrosewillow SSl SSl SS SS 
    SS with wax myrtle SSm SSm SS SSm 
    SS with willow SSs SSs SS SSs 
Bayhead shrubland SSB SSB SSB SSB 
Swamp scrub-Sawgrass marsh CSGc CSGc CSG CSG 
Broadleaf emergent marsh MFB MFB MFB MFB 
    MFB with leather fern MFBa MFBa MFB MFB 
    MFB with pickerel weed MFBp MFBp MFB MFB 
    MFB with arrowhead MFBs MFBs MFB MFB 
Graminoid freshwater marsh MFG MFG MFG MFG 
    MFG with maidencane MFGa MFGa MFG MFGa 
    MFG with sawgrass MFGc MFGc MFG MFGc 
    MFG with sawgrass/panicgrass mix -- MFGca MFG MFGa 
    MFG with sawgrass/spikerush mix -- MFGce MFG MFGe 
    MFG with sawgrass/beakrush mix -- MFGcr MFG MFGr 
    MFG with sawgrass/cattail mix -- MFGct MFG MFGt 
    MFG with tall sawgrass MFGcT MFGcT MFG MFGc 
    MFG with spikerush MFGe MFGe MFG MFGe 
    MFG with spikerush/beakrush mix -- MFGer MFG MFGe 
    MFG with spikerush/cattail mix -- MFGet MFG MFGe 
    MFG  with common reed MFGh MFGh MFG MFG 
    MFG with soft rush MFGj MFGj MFG MFG 
    MFG with beakrush -- MFGr MFG MFGr 
    MFG with American cupscale MFGs MFGs MFG MFG 
    MFG with cattail MFGt MFGt MFG MFGt 
    MFG with cattail dominant MFGtD MFGt MFG MFGt 
    MFG with cattail monotypic MFGtM MFGt MFG MFGt 
    MFG with cattail sparse MFGtS * * * 
    MFG with giant cutgrass MFGz MFGz MFG MFG 
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Class Name VCSNFA grCode grStruc rsClass 
Graminoid freshwater prairie MFGP MFGP MFGP MFGP 
    MFGP with panicgrass -- MFGPa MFGP MFGPa 
    MFGP with sawgrass MFGPc MFGPc MFGP MFGPc 
    MFGP with sawgrass/panicgrass mix -- MFGPca MFGP MFGPa 
    MFGP with sawgrass/muhly mix MFGPcm MFGPcm MFGP MFGPm 
    MFGP with sawgrass/paspalum/little bluestem  MFGPcps MFGPcps MFGP MFGPcps 
    MFGP with sawgrass/beakrush mix MFGPcr MFGPcr MFGP MFGPr 
    MFGP with black sedge MFGPh MFGPh MFGP MFGPh 
    MFGP with muhly MFGPm MFGPm MFGP MFGPm 
    MFGP with muhly/little bluestem mix -- MFGPms MFGP MFGPm 
    MFGP with beakrush -- MFGPr MFGP MFGPr 
    MFGP with little bluestem MFGPs MFGPs MFGP MFGPs 
Floating emergent marsh MFF MFF MFF MFF 
    Floating emergent with water lily MFFy MFFy MFF MFFy 
Herbaceous freshwater marsh MFH MFH MFH MFH 
Open marsh MFO MFO MFO MFO 
Open prairie MFPO MFPO MFPO MFPO 
Australian pine Ec FSHEc WS WSEc 
Australian pine dominant EcD FSHEc WS WSEc 
Australian pine sparse EcS * * * 
Giant grasses dominant EGD MFGE MFG MFGE 
Giant grasses sparse EGS MFGE MFG MFGE 
Water spinach Eip MFFEip MFF MFFEip 
Water spinach dominant EipD MFFEip MFF MFFEip 
Water spinach sparse EipS * * * 
Melaleuca Em WSEm WS WSEm 
Melaleuca dominant, treated EmDT ? 
  Melaleuca sparse EmS * * * 
Wild taro dominant EoD MFBEo MFB MFBEo 
Wild taro monotypic EoM MFBEo MFB MFBEo 
Wild taro sparse EoS * * * 
Brazilian Pepper dominant EsD SSEs SS SSEs 
Brazilian Pepper sparse EsS * * * 
Canal CA OW OW OW 
Fish camp FC * * * 
Levee LEV * * * 
Open water OW OW OW OW 
Road RD * * * 
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Table 1-2.  Summary of Ross and Sah plot sampling data in Everglades National Park that is available as 
vegetation classification ground reference information. Data include species abundances and community 
labels, as well as ancillary data, water and soil depth, and water and soil characteristics.  R-EMAP data was 
added for independent regional reference. 
Data Set Plots Transect length Years 
Ross & Sah MAP 840 86,600 m 2001-2009 
Ross & Sah Ridge 
and Slough 
84 
 
2006-2007 
REMAP 1999 240 
 
1999 
REMAP 2005 228 
 
2005 
 
 
Table 1-3.  Ross and Sah MAP transect sampling schedule and assigned cycle values. Cycle 2 dates 
correspond to the data used in this study ranging from 2005 (M1, M2) to 2008 (M4, M5). All data was 
collected within about 15 months of the image acquisition dates (see Fig. 1 for transect locations).  We did not 
use M5 in our analyses. 
Transect Cycle 1 Cycle 2 Cycle 3 Sampled length cycle 2    
M1 00 / 01 05 / 06 08 / 09 9,000m    
M2 00 / 01 05 / 06 08 / 09 10,500m    
M3 00 / 01 06 / 07 09 / 10 35,800m    
M4 00 / 01 07 / 08 10 / 11 22,300m    
M5 00 / 01 07 / 08 10 / 11 9,000m    
 
 
 
Table 1-4.  Estimates of hydroperiod optima and tolerances for marl prairie community dominants; data 
extracted from Ross et al. (2006), Table 4, where species hydroperiod optima and tolerances were estimated 
by weighted averaging regression, based on species cover collected at 291 sites along six transects.  HP = 
hydroperiod. 
Occurrences (n) HP Optima (d/mo) HP Tolerances (d) 
Schoenus nigricans  101 196/6.5 63 
Muhlenbergia capillaris 224 198/6.6 49 
Schizachyrium rhizomatum  205 199/6.6 54 
Cladium jamaicense  291 215/7.2 51 
Paspalum monostachyum  113 215/7.2 50 
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Table 1-5.  Landsat 5 Thematic Maper and Landsat 7 Enhanced Thematic Mapper (ETM+) bandwidth of the 
6 reflective bands in µm (thermal and pan-chromatic bands are omitted). 
Thematic Mapper 
band 
spectral resolution 
(µm) name 
1 0.45 - 0.52 blue 
2 0.52 - 0.60 green 
3 0.630 - 0.690 red 
4 0.760 - 0.900 near-infrared 
5 1.55 - 1.75 mid-infrared 1 
7 2.08 - 2.35 mid-infrared 2 
Enhanced Thematic Mapper 
band 
spectral resolution 
(µm) name 
1 0.450 - 0.515 blue 
2 0.525 - 0.605 green 
3 0.630 - 0.690 red 
4 0.750 - 0.900 near-infrared 
5 1.55 - 1.75 mid-infrared 1 
7 2.08 - 2.35 mid-infrared 2 
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Table 1-6.  Atmospheric correction evaluation results. p-values of t-test as well as Wilcoxon test indicate that 
the comparison of pseudo-invarinat features is insignificant for all bands, which indicates that the 
atmospheric correction was successful in producing comparable images. 
Image 2003/02/13 compared to Image 2006/05/04 
Band p-value 
(t-test) 
p-value 
(Wilcoxon test) 
r2 rmse nrmse 
1 0.0008 0.0012 0.9387 3.9106 0.0954 
2 0.0067 0.0020 0.9116 4.1590 0.0945 
3 0.0010 0.0007 0.9390 5.0660 0.0956 
4 0.0000 0.0002 0.9038 8.8151 0.1547 
5 0.0000 0.0001 0.9596 5.1972 0.0912 
7 0.0000 0.0001 0.9653 4.5660 0.1015 
Image 2006/10/11 compared to Image 2006/05/04 
 
Band p-value 
(t-test) 
p-value 
(Wilcoxon test) 
r2 rmse nrmse 
1 0.00023 0.00019 0.9663 2.8051 0.0684 
2 0.000123 0.00016 0.9703 2.4216 0.0550 
3 5.84E-06 8.93E-05 0.9792 2.7587 0.0511 
4 0.001406 0.00232 0.9360 4.8305 0.0847 
5 3.06E-06 0.00011 0.9723 3.2290 0.0578 
7 3E-05 8.98E-05 0.9599 3.4543 0.0768 
 
 
Table 1-7.  Coefficients for Kauth-Thomas transformation also referred to as tasseled cap transformation. 
Coefficients for the first three components brightness, greenness and wetness are provided. The other three 
possible components were not considered in this analysis. 
 
 
 
 
 
  
 TM blue green red nIR mIR1 mIR2 
brightness 0.2909 0.2493 0.4806 0.5568 0.4438 0.1706 
greenness -0.2728 -0.2174 -0.5508 0.7221 0.0733 -0.1648 
wetness 0.1446 0.1761 0.3322 0.3396 -0.621 -0.4186 
 ETM+ blue green red nIR mIR1 mIR2 
brightness 0.3561 0.3972 0.3904 0.6966 0.2286 0.1596 
greenness -0.3344 -0.3544 -0.4556 0.6966 -0.0242 -0.263 
wetness 0.2626 0.2141 0.0926 0.0656 -0.7629 -0.5388 
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Table 1-8.  List of classes and numbers of random samples selected according to protocol (see text). Classes 
marked with * means that there were not enough pure pixels encountered; this class will be added if larger 
patches are encountered in other conservation areas. Classes marked with + have enough samples but only 
the more detailed species level was sampled. Many grid cells in the CERP VCSFNA vegetation classification 
were specified only at the structural level and not all the way to the dominant species level. 
class name rsClass cells % of total samples 
% of 
sample 
Swamp Scrub-Sawgrass CSGc 2449 1.46 100 7.81 
Broadleaf Emergent Marsh MFB+ 17 0.01 0 0.00 
Wild Taro MFBEo 50 0.03 50 3.90 
Leather Fern MFBa 126 0.08 100 7.81 
Arrowhead MFBs 30 0.02 30 2.34 
Floating Emergent Marsh MFF 1492 0.89 100 7.81 
Water Spinach MFFEip* 23 0.01 0 0.00 
Sawgrass MFGc 110069 65.83 100 7.81 
Spikerush MFGe* 21 0.01 0 0.00 
Common Reed MFGh 205 0.12 100 7.81 
American Cupscale MFGs 33 0.02 33 2.58 
Cattail MFGt 23782 14.22 100 7.81 
Giant Cutgrass MFGz 15 0.01 15 1.17 
Herbaceous Freshwater Marsh MFH 11 0.01 11 0.86 
Open Marsh MFO 22962 13.73 100 7.81 
Open Water OW 240 0.14 100 7.81 
Swamp Shrubland SS+ 36 0.02 0 0.00 
Bayhead Shrubland SSB 300 0.18 100 7.81 
Brazilian Pepper SSEs* 19 0.01 0 0.00 
Primrosewillow Shrubland SSl 423 0.25 100 7.81 
Wax Myrtle Shrubland SSm 42 0.03 42 3.28 
Willow Shrubland SSs 4864 2.91 100 7.81 
Melaleuca WSEm* 1 0.00 0 0.00 
Total   167210 100.00 1281 100.00 
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Table 1-9.  List of classes and number of random samples aggregated at the structural level. 
class name grStruc samples % of sample 
Graminoid Swamp Scrub CSG 100 7.81 
Broadleaf Freshwater Marsh MFB 180 14.05 
Floating Emergent Marsh MFF 100 7.81 
Graminoid Freshwater Marsh MFG 348 27.17 
Herbaceous Freshwater Marsh MFH 11 0.86 
Open Marsh MFO 100 7.81 
Open Water OW 100 7.81 
Swamp Shrubland SS 342 26.70 
Total 1281 100.00 
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Table 1-10.  List of classes and number of samples manually selected according to sampling protocol (see 
text). Classes marked with * means that there were not enough pure pixels encountered; this class will be 
added if larger patches are encountered in other conservation areas. Classes marked with + have enough 
samples but only the more detailed species level was sampled. Many grid cells in the CERP VCSFNA 
vegetation classification were specified only at the structural level and not all the way to the dominant species 
level. 
class name rsClass cells % of total samples % of sample 
Swamp Scrub-Sawgrass CSGc 2449 1.46 50 6.96 
Broadleaf Emergent Marsh MFB+ 17 0.01 0 0.00 
Wild Taro Dominant MFBEo 50 0.03 27 3.76 
Leather Fern MFBa 126 0.08 37 5.15 
Arrowhead MFBs 30 0.02 13 1.81 
Floating Emergent Marsh MFF 1492 0.89 54 7.52 
Water Spinach MFFEip* 23 0.01 0 0.00 
Sawgrass MFGc 110069 65.83 81 11.28 
Spikerush MFGe* 21 0.01 0 0.00 
Common Reed MFGh 205 0.12 57 7.94 
American Cupscale MFGs 33 0.02 10 1.39 
Cattail MFGt 23782 14.22 56 7.80 
Giant Cutgrass MFGz 15 0.01 35 4.87 
Herbaceous Freshwater Marsh MFH 11 0.01 15 2.09 
Open Marsh MFO 22962 13.73 52 7.24 
Open Water OW 240 0.14 45 6.27 
Swamp Shrubland SS+ 36 0.02 0 0.00 
Bayhead Shrubland SSB 300 0.18 63 8.77 
Brazilian Pepper Dominant SSEs* 19 0.01 0 0.00 
Primrosewillow Shrubland SSl 423 0.25 26 3.62 
Wax Myrtle Shrubland SSm 42 0.03 28 3.90 
Willow Shrubland SSs 4864 2.91 69 9.61 
Melaleuca WSEm* 1 0.00 0 0.00 
Total   167210 100.00 718 100.00 
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Table 1-11.  List of classes and number of samples manually selected and aggregated at the structural level. 
class name grStruc samples % of sample 
Graminoid Swamp Scrub CSG 50 6.96 
Broadleaf Freshwater Marsh MFB 77 10.72 
Floating Emergent Marsh MFF 54 7.52 
Graminoid Freshwater Marsh MFG 239 33.29 
Herbaceous Freshwater Marsh MFH 15 2.09 
Open Marsh MFO 52 7.24 
Open Water OW 45 6.27 
Swamp Shrubland SS 186 25.91 
Total   718 100.00 
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Table 1-12.  Schema of the evaluated model combinations. In total models for all possible 48 combinations 
were generated and evaluated. 
sampling 
design   method   level   variables 
random  
sampling 
  
linear discriminate analysis  
(lda) 
  
species 
 
reflective bands  
(rb) 
reflective bands and 
texture  
(rb +  txt) 
recursive partitioning  
(rpart) 
manual  
selection structure 
tasseled cap  
(tc) 
maximum likelihood 
classifier (mlc*) 
tasseled cap and texture  
(tc + txt) 
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Table 1-13.  Transformed divergence results for the 16 model measures for different band combinations. The 
full report of all best combinations and separability between individual classes is attached in Appendix 2. 
Transformed divergences is reported as average and minimum for the best minimum separability.  Note that 
values close to the highest possible 2000 are very good. Values of 1900 to 2000 indicate good separability. Any 
values below 1800 show very poor separability.  sampling = random or manual selection; level = species (level 
3 of our hierarchy) or structure (level 2 of our hierarchy); combination = combination of data sets in a model 
(refl = spectral reflectance; refl + texture = spectral reflectance + texture; tc = tasseled cap); average = 
transformed divergence averages across all possible class combinations; minimum = lowest value of worst 
performing class combination; best band selection = best ETM+ 8 bands supplemented by texture (see text) 
— For tasseled cap data stack the maximum is 10 and for the reflectance dataset 13 is maximum. 
sampling level combination average minimum best band selection 
manual species refl  1938 1263 1,2,3,4,5,6 
refl + texture 2000 1990 1,2,3,4,5,7,8,9,10,11,12 
tc 1892 760 1,2,3 
tc + texture 1999 1960 1,2,3,4,5,6,7,8,9,10 
manual structure refl 1985 1825 2,3,4,5 
refl + texture 2000 2000 2,4,5,9,10 
tc 1930 1378 1,2,3 
tc + texture 2000 2000 1,2,3,4,5,6,7,9,10 
random species refl  1837 0 1,2,4,5,6 
refl + texture 1980 0 1,2,3,4,5,6,7,8,9,10,11,12,13 
tc 1657 0 1,2,3 
tc + texture 1980 0 1,2,3,4,5,6,7,8,9,10 
random structure refl  1827 747 1,2,3,4,5 
refl + texture 2000 1998 1,2,3,4,5,6,7,8,10,12,13 
tc 1687 449 1,2,3 
    tc + texture 2000 2000 2,3,4,5,7,9,10  
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Table 1-14.  Results of the 48 evaluated models. mlc = maximum likelihood classifier, rpart = recursive 
portioning and lda = linear discriminant analysis, K ̂̂ ̂̂ = Kappa statisitic, oa is the overall error not considering 
errors of omission and commission. 
 model : mlc rpart lda 
manually selected samples K̂ (%) oa (%) K̂ (%) oa (%) K̂ (%) oa (%) 
species pred. from rb 73.3 75.0 65.8 68.4 58.2 61.4 
species pred. from rb and txt 83.9 85.1 67 69.6 64.2 67.0 
species pred. from tc 63.6 66.0 65.3 65.3 56.9 60.3 
species pred. from tc and txt 80.3 81.8 63.3 66.3 61.2 64.2 
structure pred. from rb 67.3 73.7 67.8 75.1 61.5 70.6 
structure pred. from rb and txt 65.0 71.6 71.2 78.0 64.8 73.0 
structure pred. from tc 65.4 71.9 70.8 77.6 58.9 68.7 
structure pred. from tc and txt 75.0 80.4 74.4 80.4 64.3 72.7 
randomly selected samples K̂ (%) oa (%) K̂ (%) oa (%) K̂ (%) oa (%) 
species pred. from rb 42.1 46.1 41 45.4 40.1 44.7 
species pred. from rb and txt 59.8 62.1 43.6 47.9 45.8 49.2 
species pred. from tc 42.8 46.5 44.8 49.0 42.1 46.4 
species pred. from tc and txt 56.3 59.3 49.3 53.2 47.5 51.4 
structure pred. from rb 39.6 49.0 44.8 55.9 32.1 47.1 
structure pred. from rb and txt 45.3 54.8 48.2 59.3 40.5 53.2 
structure pred. from tc 36.7 45.7 49.6 58.9 30.5 46.0 
structure pred. from tc and txt 34.2 42.4 54.3 63.6 39.2 52.3 
 
 
Table 1-15.  Evaluation results summarized for groups of models. Reported are the averages of all models, 
regardless of explanatory variables.  
  mlc rpart lda 
average K̂ (%) oa (%) K̂ (%) oa (%) K̂ (%) oa (%) 
manual selection 71.9 75.5 68.2 72.6 61.3 67.2 
random sample 44.5 54.5 47.0 54.2 39.7 48.8 
manual selection at species level 75.6 76.7 65.4 67.4 60.1 63.2 
manual selection at structure level 68.2 74.4 71.1 77.8 62.4 71.3 
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Table 1-16.  Summary table for all manually selected training set models evaluated at species and structure 
level.  
  manual selection 
average models K̂ (%) oa (%) model 
species 67.0 69.1 all 
structure 67.2 74.5 all 
maximum 
   
species 85.1 83.9 mlc (rb + txt) 
structure 75.0 80.4 mlc (tc + txt) 
maximum CV 
   
species 67.0 69.6 rpart (rb + txt) 
structure 74.4 80.4 rpart tc +txt) 
 
 
Table 1-17.  Confusion matrix for manually selected training samples classified at structure level (see Table 1-
1) with a maximum likelihood classifier. Error analysis gives overall error (oa) in %. K ̂̂ ̂̂ summarizes error 
matrix including omission and commission errors. The overall accuracy (sum of diagonal elements divided by 
total number of samples) is 71.59% whereas K ̂̂ ̂̂ amounts to only 65.02%. oa = overall accuracy, com.E = 
commission error, om.E = omission error, col total = column total. 
grStruc CSG MFB MFF MFG MFH MFO OW SS  row total 
com.E 
(%) 
CSG 43 4 0 38 0 0 0 1 86 50.0 
MFB 0 25 0 19 0 0 0 0 44 43.2 
MFF 1 0 49 3 0 0 0 4 57 14.0 
MFG 3 8 0 127 1 0 0 6 145 12.4 
MFH 0 8 1 5 9 0 0 11 34 73.5 
MFO 0 0 2 8 0 52 0 0 62 16.1 
OW 0 0 0 0 0 0 45 0 45 0.0 
SS 3 32 2 39 5 0 0 164 245 33.1 
col total 50 77 54 239 15 52 45 186 718 
om.E  (%) 14.0 67.5 9.3 46.9 40.0 0.0 0.0 11.8 
oa(%) 
class 86.0 32.5 90.7 53.1 60 100 100 88.2 
oa(%) 71.59 
K̂ 65.02 
 
Table 1-18.  Confusion matrix for mlc predicted from reflectance + texture (classes see Table 1-1). 
rsClass CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs r.t c.E 
(%) CSGc 37 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 38 2.6 
MFBEo 0 27 0 0 0 0 3 0 0 0 1 0 0 0 0 0 0 31 12.9 
MFBa 0 0 24 0 0 0 2 0 0 1 1 0 0 3 1 3 2 37 35.1 
MFBs 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0.0 
MFF 0 0 0 0 53 0 0 0 0 0 0 0 0 0 0 1 2 56 5.4 
MFGc 10 0 0 0 0 74 0 0 1 0 0 0 0 0 0 0 0 85 12.9 
MFGh 1 0 12 0 0 0 48 6 0 4 1 0 0 2 4 2 10 90 46.7 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 
MFGt 0 0 0 3 0 1 0 2 52 1 0 0 0 0 0 0 0 59 11.9 
MFGz 0 0 0 0 0 0 3 1 1 28 0 0 0 0 0 0 2 35 20.0 
MFH 0 0 0 0 1 0 0 0 1 1 12 0 0 1 0 0 0 16 25.0 
MFO 0 0 0 0 0 5 0 1 1 0 0 52 0 0 0 0 0 59 11.9 
OW 0 0 0 0 0 0 0 0 0 0 0 0 45 0 0 0 0 45 0.0 
SSB 0 0 0 0 0 0 0 0 0 0 0 0 0 56 0 1 0 57 1.8 
SSl 0 0 0 0 0 0 1 0 0 0 0 0 0 0 21 0 1 23 8.7 
SSm 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 20 0 22 9.1 
SSs 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 52 55 5.5 
col 
total 
50 27 37 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
o.E(%) 26.0 0.0 35.1 23.1 1.9 8.6 15.8 100.0 7.1 20.0 20.0 0.0 0.0 11.1 19.2 28.6 24.6 
oa(%) 85.10 
 
Table 1-19.  Summary of performances for all models classifying Typha from manually selected samples. The 
best result was accomplished using reflective bands + texture, followed by reflective bands and tasseled cap + 
texture.  com.E = commission error; m.conf = major confusion class (see Table 1-1) from the confusion matrix 
for Typha.  
model mlc* 
manual selection oa (%) 
com.E 
(%) m.conf 
species pred. from rb 76.8 12.2 MFGz 
species pred. from rb and txt 92.9 11.9 MFBs 
species pred. from tc 44.6 37.5 MFBs 
species pred. from tc and txt 83.9 19.0 MFGz 
model rpart 
manual selection oa (%) 
com.E 
(%) m.conf 
species pred. from rb 87.5 36.4 MFBs 
species pred. from rb and txt 85.7 17.2 MFBs 
species pred. from tc 69.6 38.1 MFGz 
species pred. from tc and txt 69.6 40.0 MFBs 
model lda 
manual selection oa (%) 
com.E 
(%) m.conf 
species pred. from rb 75.0 27.6 MFGc 
species pred. from rb and txt 78.6 26.7 MFBs 
species pred. from tc 78.6 47.0 MFGz 
species pred. from tc and txt 83.9 38.2 MFGz 
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Table 1-20.  A modified confusion matrix aggregating errors from the species level classification to structure 
level (see Table 1-1). The aggregated error resulting from reclassifying species level classified data to 
structure level is more promising than classifying at structure level. The error can be greatly reduced. In this 
example the overall error would be reduced from 28.41% to 11.56% and K ̂̂ ̂̂ increases from 65.02% to 
85.31%. oa = overall accuracy, com.E = commission error, om.E = omission error, col total = column total. 
grStruc CSG MFB MFF MFG MFH MFO OW SS  row total 
com.E 
(%) 
CSG 37 0 0 1 0 0 0 0 38 2.6 
MFB 0 61 0 6 2 0 0 9 78 21.8 
MFF 0 0 53 0 0 0 0 3 56 5.4 
MFG 11 15 0 222 1 0 0 20 269 17.5 
MFH 0 0 1 2 12 0 0 1 16 25.0 
MFO 0 0 0 7 0 52 0 0 59 11.9 
OW 0 0 0 0 0 0 45 0 45 0.0 
SS 2 1 0 1 0 0 0 153 157 2.5 
col total 50 77 54 239 15 52 45 186 718 
om.E 
(%) 26.00 20.78 1.85 7.11 20.00 0.00 0.00 17.74 
oa(%) 88.44 
K̂ 85.31 
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Table 1-21.  Distance statistics for not-in-class neighbor (NICN) as an indication of neighborhood 
homogeneity, and distances from satellite image pixel centroids (SAT) as an indicator of class representation 
of the transect sample (Min = minimum, Max = maximum, Std = Standard Deviation.  Data from transects 1-
4 of Ross and Sah MAP transects.  rsClass = community classes used for remote sensing classification; 
grStruc = structural class code as defined in Table 1-1.   
rsClass Count 
Min. 
NICN 
Max. 
NICN 
Mean 
NICN 
Std. 
NICN 
Min. 
SAT 
Max. 
SAT 
Mean 
SAT 
Std. 
SAT 
MFB 6 5 5 5 0 1 17 10 7 
MFFy 194 5 70 15 13 2 20 11 4 
MFG 16 5 15 7 3 5 17 12 4 
MFGP 12 5 10 6 2 10 18 13 3 
MFGPa 128 5 55 16 12 2 20 12 5 
MFGPc 892 5 115 18 19 0 21 12 4 
MFGPcps 104 5 70 24 18 1 21 12 4 
MFGPh 47 5 60 21 16 2 18 12 4 
MFGPm 958 5 85 14 13 0 21 11 5 
MFGPr 934 5 125 30 27 0 20 12 3 
MFGPs 610 5 115 26 25 2 21 12 3 
MFGa 41 5 25 11 7 3 19 11 4 
MFGc 6274 2 292 35 38 0 21 11 4 
MFGe 1588 2 90 20 16 1 21 11 4 
MFGr 1187 5 120 25 23 0 21 11 4 
MFGt 164 5 75 24 18 1 20 12 5 
MFO 27 5 15 7 3 4 19 13 4 
MFPO 13 5 25 11 7 1 17 9 5 
OW 1 5 5 5 0 18 18 18 0 
SS 317 5 195 49 52 1 21 12 4 
SSB 428 5 140 43 39 1 21 12 4 
WS 4 5 10 7 3 11 15 13 2 
grStruc Count 
Min. 
NICN 
Max. 
NICN 
Mean. 
NICN 
Std. 
NICN 
Min. 
SAT 
Max. 
SAT 
Mean 
SAT 
Std. 
SAT 
MFB 6 5 5 5 0 1 17 10 7 
MFF 194 5 70 15 13 2 20 11 4 
MFG 9270 2 292 31 34 0 21 11 4 
MFGP 3685 5 125 22 22 0 21 12 4 
MFO 27 5 15 7 3 4 19 13 4 
MFPO 13 5 25 11 7 1 17 9 5 
OW 1 5 5 5 0 18 18 18 0 
SS 745 5 195 45 45 1 21 12 4 
WSE 4 5 10 7 3 11 15 13 2 
 
  
78 
 
 
Table 1-22.  Conceptual phenology matrix for three common environmental variations experienced by plant 
communities in Everglades wetlands. Values indicate relative reflectance expected in a given community type 
for tasseled cap indices 1 (brightness), 2 (greenness) and 3 (wetness) under each environmental condition; the 
aggregate shows the spectral variation expected for each community class.  + indicates higher, - indicates 
lower, and o indicates medium intensity in the corresponding components. Notice that Wet and Dry does not 
necessarily refer to the season but teh status of a location (e.g., marsh can be wet or dry during the wet 
season) . grStruc = structural class code as defined in Table 1-1. 
Wet Dry Fire 
grStruc tc 1 tc 2 tc 3 tc 1 tc 2 tc 3 tc 1 tc 2 tc 3 
MFF - + +++ - + ++ -- - na 
MFG o o ++ +++ - -- -- -- na 
MFGP + o - ++ o -- - - na 
SS o +++ o + +++ - -- o na 
 
 
Table 1-23.  Samples drawn from the MAP 5m transects.  Selection criteria was not-in-class-neighbor > 15m; 
distance to pixel centroid < 15m; not burned and structural class = wet prairie (MFGP) OR graminoid 
freshwater marsh (MFG) OR swamp shrubland (SS).  grStruc = structural class code, grStrucSeg = 
structural class code transect segments separated by eastern and western parts for the wet prairie, rsClass = 
species level classes for remote sensing as defined in Table 1-1. 
frequency rsClass grStruc grStrucSeg 
1 MFGP 
MFGP: 530 
MFGP_E: 248 
15 MFGPa 
123 MFGPc 
15 MFGPcps 
8 MFGPh 
MFGP_W: 282 
133 MFGPm 
153 MFGPr 
85 MFGPs 
2 MFG 
MFG: 1159 MFG: 1159 
4 MFGa 
749 MFGc 
202 MFGe 
180 MFGr 
19 MFGt 
45 SS 
SS: 106 SS: 106 
61 SSB 
 
79 
 
 
Table 1-24.  Summary table of 9 models evaluated using recursive partitioning algorithms predicting 
communities the structural level (grStruc) and the structural level where MFGP is separated into the eastern 
(E) and western (W) segments (grStrucSeg) and at the class level (rsClass).  K ̂̂ ̂̂ = Kappa statisitic, oa is the 
overall error which does not consider errors of omission and commission.  refl = reflective bands, txt = 
texture (5x5 variance), tc = tasseled cap. 
predict variable combination oa % K̂ (%) 
grStruc 
refl. May 81.56 60.55 
refl. Oct. 79.72 58.92 
refl. + txt. May 83.57 65.95 
refl. May and Oct. 87.08 73.44 
refl. + txt. May and Oct. 86.96 72.89 
tc. + txt. May and Oct. 84.90 69.86 
refl. + tc. + txt. May and Oct. 84.90 69.86 
grStrucSeg refl. + txt. May and Oct. 85.18 72.05 
rsClass refl. + txt. May and Oct. 59.78 46.26 
 
 
 
 
Table 1-25.  Confusion matrix for cross validation results of recursive partitioning algorithm classified at the 
grStrucSeg level (see Table 1-1).  The overall accuracy of the classification is 85.2% with a Kappa estimate of 
72.1%.   Notice that classes MFGP_E and MFGP_W are not confused a lot.  Unexpectedly class SS is 
confused more often with MFG. 
 
grStrucSeg MFG MFGP_E MFGP_W SS 
MFG 1049 28 58 43 
MFGP_E 60 216 18 4 
MFGP_W 28 0 205 0 
SS 22 4 1 59 
Table 1-26.  Confusion matrix for cross validation results of recursive partitioning algorithm classified at the rsClass level (see Table 1-1).  The overall 
accuracy of the classification is 59.8% with a Kappa estimate of 46.3%.  Classes MFG, MFGP, MFGPh. MFGa (see Table 1-23) have been eliminated 
for lack of representative samples.   
 
rsClass MFGc MFGe MFGPa MFGPc MFGPcps MFGPm MFGPr MFGPs MFGr MFGt SS SSB 
MFGc 625 82 8 27 0 15 13 10 49 17 34 24 
MFGe 31 91 0 0 0 0 0 0 0 1 1 6 
MFGPa 0 0 0 0 0 0 0 0 0 0 0 0 
MFGPc 8 0 6 28 0 3 6 7 5 0 1 0 
MFGPcps 0 0 0 0 0 0 0 0 0 0 0 0 
MFGPm 14 0 0 28 0 107 20 8 33 1 1 0 
MFGPr 23 6 0 32 15 3 84 17 25 0 1 0 
MFGPs 14 4 1 3 0 3 16 41 2 0 0 0 
MFGr 27 19 0 5 0 2 14 2 66 0 3 0 
MFGt 0 0 0 0 0 0 0 0 0 0 0 0 
SS 0 0 0 0 0 0 0 0 0 0 0 0 
SSB 7 0 0 0 0 0 0 0 0 0 4 31 
    
 
Figure 1-1.  Ross and Sah transects and plot locations in Everglades National Park, Volin transects and 
sampling locations of the 1999 and 2005 R-EMAP study throughout the greater Everglades ecosystem.  For 
all sampling locations species and community type information was modified to match the VCSFNA 
classification scheme.  All datasets were uploaded and linked in a reference database to be used in the 
classification process. 
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Figure 1-2.  Comparison of 2004 CIR County DOQQ (left) with 2003 orthorectified CIR (right) with SFWMD 
50m x 50 m visual interpretation of vegetation superimposed. The resolution of both images is comparable as 
1m (right) to 3ft (left). The quality loss due to compression and/or resampling is clearly evident on the 2004 
DOQQ. 
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Figure 1-3.  Nine 2003 CIR scenes of WCA 2A; ortho-rectified and re-sampled at 3 ft resolution. Visual 
inspection indicates sufficient horizontal accuracy.  Inset compares match of 2003 ortho-rectified CIR  and 
2004 CIR County DOQQ images. 
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Figure 1-4.  Comparison of manually selected vs randomly sampled centroids of visually interpreted classified 
grid cells.  The black circles represent a 30m radius.  Label on the right image are the VCSFNA classes 
applied by Rutchey et al. 
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Figure 1-5.  Maps of partial Everglades National Park with MAP transect locations. Maps include the outline 
of the zoomed transect maps (Figs. 1-6 to 1-8). The background images are Landsat 5 Thematic Mapper 
images with band combination RGB mapped to mid-infrared (5), Near-infrared (4) and Red (3) on May 4th 
2006 (top, dry season) and October 11th 2006 (bottom, wet season). Gaps in the transect indicate missing data 
for cycle 2. 
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Figure 1-6.  Zoomed images of transects M1 (red) and M2 (yellow) in Everglades National Park. The 
background images as in Fig. 1; dry season image on May 4th 2006 (top) and wet season image on October 
11th 2006 (bottom).  The burned area (black) on both transects is apparent in the wet season image. 
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Figure 1-7.  Zoomed images of transects M3 (thin black line) in Everglades National Park. The background 
images as in Fig. 1; dry season image on May 4th 2006 (top) and wet season image on October 11th 2006 
(bottom).  The burned area (thick black line) on both transects is apparent in the wet season image. 
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Figure 1-8.  Zoomed images of transect M4 (white) in Everglades National Park. The background images as 
in Fig. 1; dry season image on May 4th 2006 (top) and wet season image on October 11th 2006 (bottom).   
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Figure 1-9.  Transect 3 from 36000m  west (left) to 0m east (right); data for community class (top) (see Table 
1-1), brightness (red), greenness (green), wetness (blue) and EDEN water depths (bottom).  Black lines in 
spectral signatures indicate burned areas; dashed lines delineate zoomed maps. 
90 
 
  
Figure 1-10.  Transect 4 from 24000m  west (left) to 0m east (right); data for community class (top) (see Table 
1-1), brightness (red), greenness (green), wetness (blue) and EDEN water depths (bottom).  Dashed lines 
delineate zoomed maps. 
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Figure 1-11.  Transect 1 from 9000m  west (left) to 0m east (right); data for community class (top) (see Table 
1-1), brightness (red), greenness (green), wetness (blue) and EDEN water depths (bottom).  Black lines in 
spectral signatures indicate burned areas; dashed lines delineate zoomed maps. 
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Figure 1-12.  Transect 2 from 5000m  west (left) to 0m east (right); data for community class (top) (see Table 
1-1), brightness (red), greenness (green), wetness (blue) and EDEN water depths (bottom).  Black lines in 
spectral signatures indicate burned areas; dashed lines delineate zoomed maps. 
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Figure 1-13.  Classification tree resulting from a recursive partitioning algorithm predicting structural class 
level communities (grStrucSeg) from reflective bands and texture (5x5 variance).  Class MFGP is separated 
in transect segments East (E) and West (W) predicted.  The confusion matrix associated with this model is 
presented in Table 1-25.  Notice the clear distinction of the western and eastern wet prairie branches starting 
at the second level of the classification tree.  
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Figure 1-14.  Classification Tree resulting from a recursive partitioning algorithm predicting rsClass 
communities from reflective bands and texture (5x5 variance) of May and October images.  The confusion 
matrix associated with this model is presented in Table 1-26. 
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2. Section - Community Abundance, Distribution and Hydroperiod 
Analysis for WCA 2A 
2.1. Distribution and abundance of vegetation classes in WCA 2A 
The distribution and abundance of community vegetation classes in WCA 2A were 
assessed at four levels: the entire area, the indicator region scale, the 2 x 2 mi. grid cells and 
within the 2x2 mi. grid cells (Fig. 2-1).  The analysis was based on two different vegetation 
community type maps.  The first map considered was a visually interpreted map derived from 1 
foot resolution aerial stereo plots, classified at 50-meter x 50-meter grid cell resolution, referred 
to hereafter as RC (RECOVER-CERP by K. Rutchey et al., 2009).  The map was based on aerial 
photographs acquired in the southern Florida dry season, January and February, 2003.  The 
second map was the preliminary result of D. Gann and J. Richards, referred to as GR, classified 
from a Landsat 7 image acquired on January 25th 2003 (see previous section for details and 
preliminary assessment). 
 Both the RC and GR maps had been created at the species classification level and needed 
to be reclassified according to the class schema of interest.  All species level classes that were of 
importance, such as indicator species for representative community types were classified at 
species level; all other classes were summarized at the higher structural levels (Table 2-1).  The 
SFWMD 2x2 mi. grid cells were intersected with the internal 50 meter buffered boundary of 
WCA 2A, to match the area that was classified in the GR map.  The community type coverage 
was summarized for all grid cells of the resulting intersection. Therefore, areas for the partial 2x2 
mi. grid cells represent the percent area of the partial 2x2 grid cell within the boundary of WCA 
2A.  The classification data was cross tabulated for the 50 m buffered boundary of WCA 2A, the 
intersected 2x2 mi. grid cells and indicator regions 110 and 111.  The processing was performed 
in ArcGIS using python script (tool developed for RECOVER in 2008 and enhanced for this 
task). The output of the script provides the cross-tabulated areas and summary statistics by class 
and area for sub-areas of interest. 
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2.1.1. Results and Discussion 
Figure 2-2 presents the spatial distribution and abundance of vegetation classes in WCA 
2A based on the GR and RC community classifications; class names and associated codes are 
given in Table 1.  The most abundant community in the GR classification was sawgrass (MFGc), 
although open marsh (MFO) was also very common (Table 2-2).  Together, these two 
communities accounted for 79% of the vegetation in WCA 2A.  The third most common 
community was cattail (MFGt), which accounted for 11% of the total vegetation (Table 2-2).   
 
Although the GR and RC vegetation maps are in general agreement, they differ in the 
percent cover of sawgrass (MFGc), open marsh (MFO), marsh graminoids (MFG) and cattail 
(MFGt).  The major difference in vegetation cover between the two maps is a smaller percent of 
sawgrass in the GR classification, which is countered by a greater percent of the other three 
classes, especially open marsh.  Open marsh is the structural community class that includes 
slough vegetation, but it also includes wet prairie (Eleocharis cellulosa / periphyton and other 
graminoids).  This difference between the maps may result from recognition of small patches of 
open marsh with the GR method of classification.  The mapping unit in the GR classification is 
30x30 meters and therefore is of higher resolution than the 50x50 meter grid. As mentioned 
earlier, the accuracy of the GR map still needs to be assessed. 
 
 Table 2-3 and Figs. 2-3 to 2-6 show the distribution of community type cover within 
indicator regions (IR) 110 and 111 in WCA 2A.  Nine or 10 community classes were identified 
in these two IRs, with sawgrass and open marsh dominant in both.  Sawgrass is most abundant in 
IR 110, followed by open marsh, then some cattail; all other community classes had < 2 % cover 
(Table 2-3, Fig. 2-3, Fig. 2-5).  Open marsh was most abundant in IR 111, followed by cattail; all 
other community types had < 1% cover (Table 2-3, Fig. 2-4).  These same community types 
dominate in the RC vegetation classification (Table 2-3, Fig. 2-6), but the percent cover differs 
between the two classifications.  In the RC classification, IR 110 has a much higher percent 
sawgrass and lower percent open marsh (Table 2-3, Fig. 2-2, Fig. 2-5), while in IR111, sawgrass 
is dominant and open marsh is the secondary community type (Table 2-3, Fig. 2-2, Fig. 2-6).  
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Thus, differences between the GR and RC classifications in these IRs reflect the differences 
between the overall WCA 2A maps discussed above. 
 Figure 2-7 shows the variation in community type among the 2x2 mi. cells in WCA 2A.  
Although a number of cells were dominated by sawgrass or open marsh, no cell had 100 % 
coverage by a single community type.  Cattail had an average of 11 % cover for all of WCA 2A, 
but two of the 2x2 mi. cells were > 60% cattail and 11 cells had > 25% (Fig. 2-7). 
 The distribution of the major community types in the 2x2 mi. cells for both GR and RC 
classification is given in Figs. 2-8 to 2-12.  These maps show the spatial distribution of each 
community type within WCA 2A, as well as the percent cover for that community type in each 
cell.  Sawgrass is distributed throughout WCA 2A, being < 1% coverage only on the northeast 
central boundary where the water control structures are (Fig. 2-8, MFGc).  This species is more 
abundant toward the western boundaries.  The GR map agrees in general with the RC map in 
distribution of sawgrass, but we record smaller percent cover in individual cells. 
 Cattail is more common on the periphery of WCA 2A, although some central cells have 
11-20% cattail (Fig. 2-8, MFGt).  Cattail abundance reaches high % cover in the northeast 
central region, displacing sawgrass near the water control structures.  The pattern of distribution 
of cattail in the GR map and the RC map agree with respect to the peripheral distribution and 
location of the cells with highest density; the GR map, however, shows less percent cattail in 
most cells than the RC map but more cattail at low abundances in the central and northwestern 
cells (Fig. 2-8, MFGt). 
 Open marsh has the greatest percent cover in cells distributed from the northwest to 
southeast of WCA 2A (Fig. 2-9, MFO).  This slough/wet prairie community type is especially 
abundant in the south-central part of WCA 2A.  The GR map and the RC map show general 
agreement in the distribution of MFO, but the GR map shows much greater abundances for this 
community.  These differences could result from a difference in resolution of the two sampling 
grids (50m x 50m for RC vs. 30m x 30m for GR), from different interpretations of class 
definitions or from differently biased misclassifications.  Additional sampling of this community 
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in the greater Everglades ecosystem will help to refine the remote sensing definitions of this 
community. 
 Floating emergent marsh, which can have water lily as a dominant species and thus is the 
class that is most clearly representative of the Everglades slough community, is never very 
abundant in WCA 2A and tends to be found peripherally (Fig. 2-9, MFF).  The GR map and the 
RC map agree in % cover for this community type, although the GR map shows it in a few more 
cells, principally in the northwest. 
 General graminoid freshwater marsh (MFG) and general broadleaved emergent marsh 
(MFB) with no species designation have been mapped scarcely within WCA 2A.  The MFG 
community is most common peripherally (Fig. 2-10, MFG), while MFB is most common on the 
northeastern and eastern boundary of WCA 2A, although some also occurs in the west (Fig. 2-
10, MFB).  Both of these communities are less common in the RC map than the GR map, with 
the GR map showing them both to be present in more cells and present at higher abundances in 
the same cells (Fig. 2-10).  These two classes also offset the differences between the RC and GR 
maps in cattail abundance along the east central boundary of WCA 2A, i.e., where the RC map 
has higher cattail abundance, the GR map has greater abundance of MFG and MFB.  In contrast, 
on the north western boundary the GR map has cattail, graminoid marsh and broadleaved marsh, 
where the RC map has none of these classes, instead showing higher abundances of sawgrass 
(Fig. 2-8 vs. Fig. 2-10). 
 The swamp shrubland community (SS) occurs on the periphery in the northern half of 
WCA 2A, and it is especially abundant in the north and northeast (Fig. 2-11, SS).  The RC map 
shows higher densities of SS adjacent to the water control structures than does the GR map, 
although the cells with the most shrubland in the GR map coincide with the cells with the most 
shrubland in the RC map.  The bayhead shrubland community (SSB) occurs at low % coverage 
in the same two cells in the GR map and the RC map (Fig. 2-11, SSB). 
 The swamp scrub community is found on the edges of WCA 2A but not on the northeast 
central boundary where the water control structures are (Fig. 2-12, CS).  The RC map identifies 
this community in many more cells that does the GR map, although at similar low % cover in 
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most instances.  The open water community is not abundant in either map and is always found in 
peripheral cells (Fig. 2-12, OW).  The GR map identifies this community in the same cells as the 
RC map, but the GR map also shows OW in several additional cells. 
 
2.2. Tolerances and optima for vegetation types 
2.2.1. Synthesize literature and experimental data on vegetation species and community optima  
2.2.1.1. Introduction 
We summarized the literature on optima and tolerances of common species in the ridge and 
slough communities in the final report for P.O. #4500023883 (Richards and Gann 2008).  That 
data was derived from four types of information about species tolerances:  community 
descriptions that gave hydrological information and placed the species being considered in that 
community; experimental studies, which provided species-specific information under well-
defined conditions; field characterizations, where a species was reported as being present at some 
sites and absent at others, and this presence/absence data was associated with hydrologic 
variables; and field experiments, where changes in species composition were associated with 
changes in hydrology at a landscape level.  Most of the information available came from field 
characterizations; for many species, this or this plus information from community descriptions 
was the only type of information available on hydrologic optimum and tolerance of a species. 
There are two issues to consider in interpreting hydrological optima and tolerances at a 
community level.  One issue is whether to define these hydrological parameters based on the 
dominant species for the community.  The optimum for this species is probably not the optimum 
for other species considered to be part of that community.  Thus, including other species in the 
community should broaden the range of both water depth and hydroperiods for that community.  
Data from Richards et al. (2009) illustrates this point for slough species.  Although Nymphaea 
odorata is the indicator species for sloughs, mesocosm experiments on the effects of water depth 
and drydown on N. odorata, Nymphoides aquatic and Eleocharis elongata suggested that N. 
odorata’s optima and tolerances were for deeper water and longer hydroperiods than the optima 
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and tolerances of the other two species.  Similarly, the literature suggests that Nuphar advena, 
the spatterdock, may tolerate even deeper water and longer hydroperiods than N. odorata 
(Loveless 1959, Gunderson 1994, BarratSegretain 1996, Horppila and Nurminen 2005, Van 
Geest et al. 2005).  Thus, maintaining a community may require spatial and/or temporal variation 
in water depth and hydroperiod that supports a variety of species requirements, i.e., the 
hydrology for a community should satisfy the requirements of major species without eliminating 
other members of the community.  
A second issue that influences definitions of community hydrologic optima and tolerances 
concerns what species are defined as belonging to a particular community and whether those 
species’ hydrologic requirements are factored into the community hydrologic requirements.  This 
is a major issue in the Everglades, where marsh communities can have considerable overlap in 
species composition. We use two Everglades-based examples to illustrate the problems 
associated with this issue. 
Sawgrass, Cladium jamaicense, is the indicator species for sawgrass ridges in the ridge and 
slough landscape (Science Coordinating Team 2003).  The community associated with sawgrass 
is often relatively species-poor (Richards et al. 2008), although not always (Ross et al. in 
Richards et al. 2009).  In the ridge and slough landscape the sawgrass community is found at 
shallower water depths with shorter hydroperiods than sloughs.  The shallow water, short 
hydroperiod marl prairie community that occurs in Everglades National Park and is dominated 
by muhly grass (Muhlenbergia capillaris) and other graminoids, however, also has sawgrass 
present as a constant component of this community, and sawgrass in this community grows in 
much drier conditions than are found on ridges in the ridge/slough landscape.  Absent genetic 
information that could differentiate sawgrass in these two communities as distinct genotypes, 
information about sawgrass hydrologic optima and tolerances that encompasses this range of 
habitats cannot define hydrological optima of the sawgrass ridge community or the marl prairie 
community. 
A second example of the problems associated with the species composition of Everglades 
marsh communities comes from the deeper water communities.  Spikerush, Eleocharis cellulosa, 
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which is a common and often dominant plant in Everglades marshes, can be included in the 
slough community (McCormick et al. 2009; Ross et al. in Richards et al. 2009) or can be put in a 
separate wet prairie or emergent slough community (Gunderson 1994, Givnish et al. 2008, 
Richards et al. 2008).  Gunderson (1994) also included E. cellulosa as a component of the 
sawgrass community.  In the Rutchey et al. (2006) vegetation classification scheme, Eleocharis 
species are classified as either MFGe (graminoid freshwater marsh dominated by Eleocharis 
species) or MFO (open marsh), which is the slough community in this classification scheme.  
Although E. cellulosa can tolerate long hydroperiods and deep water, its biomass decreases with 
increasing depth (Edwards et al. 2003, Macek et al. 2006), and reports on its hydrology often 
include shallower water depths and shorter hydroperiods than are found in sloughs (e.g., Olmsted 
and Loope 1984, Wood and Tanner 1990, White 1994, Craft et al. 1995, David 1996, Jordan et 
al. 1997, Childers et al. 2006, Ross et al. 2006b).  Thus, a slough community with E. cellulosa as 
a member would have a shallower average water depth and shorter hydroperiod requirements 
than a slough community that did not include this species. 
An additional concern in interpreting data on species tolerances and optima is that species 
presence in or absence from a community may be determined by factors other than hydrology. 
Thus, the effects of nutrients, fires, hurricanes, freezes or other environmental drivers may 
control species presence and abundance, independent of or in concert with hydrology (e.g., Craft 
et al. 1995, Doren et al. 1997, McCormick et al. 2009). 
Finally, when interpreting data on species tolerances and optima, the relationship of water 
depth to hydroperiod needs to be considered.  In a marsh landscape these two variables are 
usually linked, so that places with shallower water have shorter hydroperiods and places with 
deeper water have longer hydroperiods.  Plants can respond to these two variables independently, 
however, so that a species tolerance for water depth may be very different from its tolerance for 
dry down.  For example, water lilies can grow in shallow water when it is maintained at a 
constant level, but they are seriously impacted when dried down.  Thus, water lilies can tolerate 
shallow water but not short hydroperiods, but because these two variables are linked in the 
landscape, water lilies cannot tolerate shallow water in the landscape.  Alternatively, many marsh 
plants can grow in constantly inundated conditions (long hydroperiods) but are negatively 
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impacted by increasing water depth (e.g., E. cellulosa), but because these two variables are 
linked in the landscape, they cannot tolerate long hydroperiods in the landscape.  
  
2.2.1.2. Literature Review 
Here we summarize information on community hydrologic tolerances and optima for the 
most common community classes in WCA 2A and for the less common but important woody 
communities (Table 2-1).   The community class is listed in bold, followed by the class 
description from Rutchey et al. (2006) or our description.  Discussion of the community 
hydrologic requirements based on a review of relevant literature follows the description.  In 2b, 
below, we present our results from using the EDEN hydrologic models to define hydrologic 
tolerances and optima for the same community classes.   
Sawgrass (MFGc, Sawgrass (Cladium jamaicense) dominated marsh.).  Because sawgrass 
ridge communities are usually relatively species poor (Richards et al. 2008), we are taking 
sawgrass community hydrologic parameters from literature on sawgrass tolerances and optima 
(see Richards and Gann 2008).  Although sawgrass can tolerate water depths to 81 or 82 cm 
(Olmsted and Armentano 1997, Givnish et al. 2008), average annual depths are generally < 50 
cm (Doren et al. 1997, King et al. 2004, Givnish et al. 2008) and are often much lower (Urban et 
al. 1993, Craft et al. 1995, Olmsted and Armentano 1997, Childers et al. 2006).  
Hydroperiods reported for sawgrass range from dry to complete inundation (Gunderson 
1994, David 1996, Jordan et al. 1997, Givnish et al. 2008).  Community descriptions give 
intermediate ranges on the order of 5-10 mo. (Hilsenbeck et al. 1979), 6-10 m. (Doren et al. 
1997), or (2-) 5-9 mo. (Armentano et al. 2006).  Some of the more interesting data come from 
hydroperiod estimates that rely either on data from long-term water level gauges or from the 
EDEN model, as these have quantitative data from a known source.  Estimates of sawgrass 
hydroperiods from this type of data give hydroperiods of 8.7-11.3 mo. (Shark Slough, ENP, 
Olmsted and Armentano 1997); 11.9 mo. (WCA 3A and 3B, Givnish et al. 2008); 8.6 mo. (ENP, 
Childers et al. 2006); and 10.7-11.3 mo. (ENP, Ross et al. 2006a). 
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Several authors have separated the marl prairie community from the larger sawgrass 
community in reporting their data.  In a general description of Everglades plant communities 
Gunderson (1994) estimated a dry to flooded hydroperiod for sawgrass marsh but a 3-7 mo. 
hydroperiod for marl prairies.  Also dealing with the Everglades ecosystem, White (1994) used a 
relative hydrology scale of 1-8, with 1 being wet.  He ranked sawgrass prairie as 4 and marl 
prairie as 6 on this scale.  Richards et al. (2008 and manuscript in preparation) used 6 years of 
EDEN data to estimate water depths in the wet and dry seasons and hydroperiod for samples 
collected across the Everglades ecosystem from WCA 1 to Everglades National Park.  They 
found the sawgrass community to have water depths of 58 cm (wet)/18 cm (dry) and an 11.0 mo 
hydroperiod.  The muhly community (equivalent to the marl prairie community) had water 
depths of 10 cm (wet)/-44 cm (dry) and a 7.8 mo. hydroperiod. 
 
Cattail (MFGt, Southern Cattail (Typha domingensis) and/or Broadleaf Cattail (T. latifolia) 
dominated marsh).  Cattail often forms large monospecific stands in deeper water that has 
elevated phosphorus levels (Doren et al. 1997, Newman et al. 1998, Rutchey and Vilchek 1999).  
Although it is a native Everglades species, it is not a dominant part of the landscape in 
undisturbed habitats; this species would be part of the open marsh community in such habitats 
(Rutchey et al. 2006).  Species present in large cattail stands are often a loose association of 
other weedy species (Stober et al. 2001, Richards et al. 2008).  For estimating cattail community 
hydrology, we have used information about cattail alone. 
Southern cattail, T. domingensis, has a wide tolerance for water depth.  It was able to grow in 
depths from -5 (emergent) to 115 cm in a 2 yr pond experiment in Arkansas (Grace 1989).  It 
achieved maximum densities at 5, 22 and 42 cm depth, which suggests an optimum in this range.  
In the same experiment T. latifolia, which also occurs in the Everglades ecosystem, did not 
survive beyond 95 cm water depth but had maximum densities in the same range as T. 
domingensis (Grace 1989).  Using mesocosms and fluctuating wet/dry water depths (15/5, 30/5 
and 60/5 cm), Newman et al. (1996) found the best growth at 60 cm, while White and Ganf 
(1998) found growth unaffected by water depth over a 5-65 cm range.  EDEN-estimated water 
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depths for the cattail community identified in the 2005 REMAP sampling were 57 cm (wet 
season) and 15 cm (dry season), which were very similar to estimates for the sawgrass 
community (Richards et al. 2008). 
Cattail can stand some drying out, but how much and how dry is unclear.  Much of the field 
work suggests T. domingensis does best in environments that have long inundation periods.   
EDEN-estimated hydroperiod for the cattail community in the 2005 REMAP sampling was 11.3 
mo. (Richards et al. 2008).  Cattail spreads more aggressively in longer hydroperiod and deeper 
water (Urban et al. 1993, Newman et al. 1998), but it can survive shallower water and shorter 
hydroperiods.  Thus, it spread rapidly in the northern Everglades Holey Land, when over 80% of 
the area was inundated for > 9 mo.; however, it also spread, although more slowly, in the 
adjacent Rotenberger area, where over 81% of the area had a 5-8 mo. hydroperiod.  Cattail 
densities declined at plots in WCA 2A during two dry years that had 2-4 mo. hydroperiods 
(Urban et al. 1993).  This latter data suggests a lower limit for cattail hydroperiod under field 
conditions.   
 
Open Marsh (MFO, Open water dominated freshwater marsh often with a mix of sparse 
graminoids, herbaceous, and/or emergent freshwater vegetation, such as Spikerush (Eleocharis 
spp.), Panicgrass (Panicum spp.), low stature Sawgrass (Cladium jamaicense), Cattail (Typha 
spp.), Arrowhead (Sagittaria spp.), Pickerelweed (Pontederia cordata), Waterlily (Nymphaea 
spp.), Green Arum (Peltandra virginica), Swamp-Lily (Crinum americanum), Spider-lilies 
(Hymenocallis spp.), among others.).  Some of these species are also found in the broadleaf 
emergent marsh community (MFB), e.g. pickerelweed and arrowhead, while water lily alone is 
probably the main component of the floating-leaved marsh community (MFF) in WCA-2A.   
This broadly defined deeper-water community class includes a slough habitat dominated by 
water lily, Nymphaea odorata, and a wet prairie habitat that is more diverse but includes 
spikerush, arrowhead, and panicgrass.  Here, we first discuss requirements for N. odorata, the 
indicator species for the slough habitat.  Then we estimate a wet prairie community hydroperiod 
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by taking requirements for Eleocharis cellulosa, Panicum hemitomon and Sagittaria lancifolia 
into consideration. 
Water lilies grow best in deeper water.  Estimates for average annual water depth range from 
30 cm to 67 cm (Gunderson 1994, David 1996, King et al. 2004, Givnish et al. 2008), although 
the species can grow to 1.9 to 2 m depth (Sinden-Hempstead and Killingbeck 1996).   Water 
depth estimates for the water lily community, separate from an E. cellulosa community, from the 
2005 REMAP study were 73 cm (wet season)/29 cm (dry season) (Richards et al. 2008).  
Estimated hydroperiods are 11-12 mo. (Loveless 1959, Gunderson 1994, Jordan et al. 1997, King 
et al. 2004, Givnish et al. 2008).  The 2005 REMAP sample for the water lily community 
estimated an 11.3 mo. hydroperiod (Richards et al. 2008).  In David's 1996 study, water lily 
dominated transects with 96.4% inundation frequency in a 12 year hydrologic data set and 
declined significantly in density on transects during the 1981 drought.  Data from mesocosm 
experiments shows that water lilies produce fewer and smaller leaves when shoots become 
emergent and that emergence reduces biomass (Richards et al. 2009).  Hydroperiod estimates for 
water lily are not all 365 days; this implies that the species has some tolerance for short droughts, 
but this tolerance appears to be limited. 
In the 2005 REMAP study, which sampled sites across the Everglades, water lilies 
formed a community with Eleochars elongata, Nymphoides aquatica, and three Utricularia 
species (Richards et al. 2008).   Mesocosm studies have shown that E. elongata and N. aquatica 
can tolerate the deeper waters that support N. odorata growth, but that they either have shallower 
optima (N. aquatica) or benefit from dry down (E. elongata) (Richards et al. 2009).  Thus, the 
slough community defined by these species should have somewhat shallower water depths than 
the optimum for water lily or the slough landscape must have sufficient microtopographic 
variation to support these species. 
The 2005 REMAP data identified a wet prairie community that had Gulf coast spikerush, E. 
cellulosa, as the most common species.  In this community E. cellulosa was associated with 
Panicum hemitomon, Rhynchospora traci, and Sagittaria lancifolia.  Thus, hydrologic tolerances 
for these species can be used to estimate community tolerances.   
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E. cellulosa can tolerate water as deep as 90 cm, although its biomass decreases with depth 
(Edwards et al. 2003, Macek et al. 2006).  Estimates for annual average water depth based on 
this species’ occurrence in the field range from 21 cm (ENP, Childers et al. 2006) through 41 cm 
(ENP, Ross et al. 2006a) to 64 cm (WCA 3A, 3B, emergent slough community, Givnish et al. 
2008).  The 2005 REMAP sampling identified an E. cellulosa community that had a 45 cm (wet 
season)/4 cm (dry season) average annual water depth (Richards et al. 2008). 
Estimates of E. cellulosa hydroperiod range from 8 mo. (ENP) through 12 mo. (WCA 3A, 
3B) (Olmsted and Loope 1984, Olmsted and Armentano 1997, Childers et al. 2006, Ross et al. 
2006a, Givnish et al. 2008).  The 2005 REMAP sample across the Everglades estimated an 11 
mo. hydroperiod for the spikerush community (Richards et al. 2008).  White (1994) ranks E. 
cellulosa hydroperiod as 3, on a scale of 1 (wettest) to 8; this is one rank drier than water lily.  
Maidencane, Panicum hemitomon, is generally associated with E. cellulosa or considered to 
belong to the peat wet prairie along with spikerush and so has the hydrologic requirements of 
spikerush (Olmsted and Loope 1984, Gunderson 1994, White 1994).  The 2005 REMAP study 
identified maidencane as an indicator species in the spikerush community (Richards et al. 2008).  
David (1996) found P. hemitomon sites to have an average annual water depth of 28 cm and 
inundation frequencies of 0-100% inundated.  Community descriptions have described 
maidencane’s hydroperiod as longer than sawgrass (Hilsenbeck et al. 1979).  Loveless (1959) 
thought that this species was present historically on drier sites but had expanded recently because 
of its ability to withstand widely fluctuating water levels and repeated burning.  McKee and 
Mendelssohn (1989) found that this species was negatively affected by depth. 
Sagittaria lancifolia is also classed in peat wet prairies (Wood and Tanner 1990, Gunderson 
1994) and was a spikerush community indicator species in the 2005 REMAP study (Richards et 
al. 2008). Thus, like maidencane, it is assigned hydrologic characteristics of the spikerush 
community in the literature.  David (1996) reported an average annual water depth of 24 cm for 
sites where this species occurred, and a range of 0-100% inundation frequencies.  Givnish et al. 
(2008) identify S. lancifolia as a species associated with a slough to tree island gradient in their 
ordination of species from WCA 3A and 3B.  They do not, however, give hydrologic data for 
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this transition.  In a study from ENP S. lancifolia density was inversely correlated with water 
depth in sites that had average annual water depths ranging from 30 to 40 cm (Busch et al. 1998).  
Most estimates of hydrologic parameters for Rhynchospora tracyi come from its association 
with the wet prairie community, in which its optima and tolerances are those of the community 
(Richards and Gann 2008).  In experimental work growing this species at 45, 10 and -30 cm 
water depths, Busch et al. (2004) found the greatest biomass under emergent conditions.  
Historically, this species dominated large areas of western and southern WCA 3A and central 
and east-central WCA 2A and was found in areas covered with surface water longer than any 
other community except sloughs (Loveless 1959). 
Woody communities.  Hydrologic optima and tolerances of shrub and tree communities are 
less well-known than those of marsh communities, and understanding the hydrologic 
requirements of woody species is complicated because a species' response to flooding depends 
on the season, depth, and duration of flooding, as well as the age of the individual flooded 
(Conner et al. 2002).  Everglades tree and shrub communities are known, however, to respond 
strongly to hydrologic drivers.  Heisler et al. (2002) studied 27 tree islands in WCA 3A and B, 
which they classified into tails with sawgrass and shrub-sawgrass communities and heads with 
forest, mixed forest and shrub, and shrub communities.  They found that three hydrologic 
predictors—a measure of low groundwater depths, frequency of island flooding, and marsh 
hydroperiod—accounted for 81% of the variance in tree and shrub species richness on these 
islands.  A further analysis and extension of the Heisler et al. (2002) work, which included 31 
tree islands, found that differences among islands in community composition depended on island 
topography, hydrology, human disturbance and fire history (Wetzel et al. 2008).   
The woody communities in WCA 2A considered here are Swamp Shrubland, Bayhead 
Swamp Shrubland and Swamp Scrub-Sawgrass.  We include discussion of the tree island 
hammock community, in contrast to the shrub communities and because we will analyze this 
community in other parts of the Everglades. 
Swamp Shrubland (SS, Seasonally to semi-permanently flooded freshwater shrublands, 
including SSB (see below), SSEs (Invasive exotic Shrubland, dominated by Brazilian pepper 
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(Schinus terebinthifolius)); SSI (Primrose willow shrubland, Peruvian Primrosewillow (Ludwigia 
peruviana) dominant shrubland and occasionally Angelstem Primrosewillow (L. leptocarpa) and 
Mexican Primrosewillow (L. octovalvis).), SSm (Wax myrtle shrubland, Wax Myrtle (Myrica 
cerifera) dominant shrubland, and SSs (Willow shrubland, Willow (Salix caroliniana) dominant 
shrubland with sparse Leather Fern (Acrostichum danaeifolium), Cattail (Typha spp.), Sawgrass 
(Cladium jamaicense), Arrowhead (Sagittaria spp.), and other freshwater marsh species as 
possible understory components.).   
Bayhead Shrubland (SSB, Mix of Cocoplum (Chrysobalanus icaco), Swamp Bay 
(Persea palustris), Red Bay (Persea borbonia), Dahoon Holly (Ilex cassine), Willow (Salix 
caroliniana), Wax Myrtle (Myrica cerifera), Sweetbay (Magnolia virginiana), Cypress 
(Taxodium spp.), Pond Apple (Annona glabra), among others). 
Hydrologic data on the woody communities of the Everglades consists primarily of data 
on the communities themselves derived from field studies or community descriptions, rather than 
data on individual species (Table 2-4).  Much of this data is reviewed in Armentano et al. (2002); 
this article also describes the diversity of woody communities in the southern Everglades, 
recognizing 22 communities.  Based on data from three tree islands in Shark slough, they 
identify a continuum of community hydrologic requirements from tropical hardwood hammocks, 
with hydroperiods of 0-2.5 mo. through bayhead swamp forests and bayheads, with hydroperiods 
of 4.9-11.5 mo. (Table 2-4).  Using the same data, they estimated average water depth optima 
and tolerances for individual species.  Hammock species (Eugenia axillaris, Bursera simaruba, 
Rivina humilis, Sideroxylon foetidissimum and Celtis laevigata) had optima at 30 to 40 cm below 
soil level and relatively small tolerance ranges (Armentano et al. 2002).  Two of these species 
(Bursera simaruba and Celtis laevigata) were included in the most flood-intolerant tree island 
communities of WCA 3 by Wetzel et al. (2008).  
In the three Shark Slough tree islands Myrsine floridana, Chrysobalanus icacao, Persea 
borbonia and Ficus aurea had optima between -10 and 0 cm water depth; both Myrsine and 
Ficus had relatively broad tolerances (Armentano et al. 2002).  Chrysobalanus icaco, Persea 
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palustris (not borbonia) and Ficus aurea were included by Givnish et al. (2008) on the most 
flood intolerant tree islands in WCA 3.   
Swamp shrubland species (Annona glabra, Cephalanthus occidentalis, Myrica cerifera 
and Salix caroliniana) found on the three Shark Slough tree islands had water depth optima 
between 10 and 30 cm.  A. glabra and S. caroliniana were also recognized as being among the 
most flood tolerant species in WCA 3 (Givnish et al. 2008, Wetzel et al. 2008).   
In a shadehouse experiment on the effects of flooding on tree island species, Jones et al. 
(2006) grouped species based on a number of growth and physiological responses.  They 
identified a flood-tolerant group that included Annona glabra, Salix caroliniana, Myrica 
(Morella) cerifera, Chrysobalanus icaco, Magnolia virginiana and Ilex cassine.  They also found 
an intermediate group that included Persea borbonia and Eugenia axillaris and a flood-intolerant 
group that included Coccoloba diversifolia, Bursera simarouba, Simarouba glauca and 
Sideroxylon foetidissimum.  This experimental data supports the flood tolerances determined 
from the field data, with the exception of E. axillaris, which was more tolerant of flooding in the 
shadehouse than the field data suggest. 
Studies from other parts of the Everglades ecosystem provide similar ordering of 
hydrologic tolerances and optima for these species.  In WCA 3A Davis (1994) found willows at 
sites with water depths of 32±21 cm and 36-100% inundation.  Givnish et al. (2008) identified 
tall tree islands with average water depths of 7.4 cm and hydroperiods of 7.5 mo. and low tree 
islands with 32 cm water depths and hydroperiods of 10.6 mo.  Species on tall tree islands 
included Chrysobalanus icaco, Ficus aurea, Myrica cerifera, and Persea palustris, while species 
on low tree islands included Annona glabra, Salix caroliniana and Ilex cassine.  These latter 
three species were found to have the best seedling survival across a range of dry and wet 
conditions in a field experiment on man-made tree islands in WCA 1 (van der Valk et al. 2008).  
Species composition in these tall tree islands is similar to that of the hydrologically intermediate 
group of species in the Shark Slough tree islands (Armentano et al. 2002). 
Thus, Everglades woody tree island species have a group of tropical woody species that 
are relatively flood intolerant and a group of shrub species that are flood tolerant.  S. caroliniana 
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and A. glabra appear to be the most flood tolerant of these species, although we do not know the 
limits of these tolerances.  Other shrub species are intermediate between these two groups and 
appear more or less tolerant in different studies, but, again, we do not know the limits of their 
tolerances.  Fire, in addition to tolerance of flooding, is often cited as a factor that contributes to 
the spread of willows (Loveless 1959, Olmsted and Loope 1984, Conner et al. 2002). 
Swamp Scrub-Sawgrass (CS, Freshwater marsh communities with dwarf trees or low 
density (10% - 49%) shrubs. Canopy cover ranges from 10% to 50% but can be as much as 
100% for some classes (e.g., Hardwood Swamp Scrub and Cypress Scrub); CSGc, Swamp 
Scrub-Sawgrass, Swamp scrub in a matrix composed predominately of Sawgrass (Cladium 
jamaicense).)  The species composition of this community type is not well-enough defined to 
determine hydrologic requirements from the literature.  Heisler et al. (2002) recognized a shrub-
sawgrass mix as a common part of tree island tails, but they did not give hydrologic data for this 
community type.  Givnish et al. (2008) identified a ridge-tree island transitional community that 
also may have had this composition.  Average water depth for this community was 58 cm, while 
hydroperiod was 12 mo. 
2.2.2 Tolerances and optima for vegetation types determined from hydrological metrics 
extracted from hydroperiod data 
 
 Since we were interested in the analysis of hydrological time series at locations with a 
specific community type, we decided to use HAED point locations for which we have point 
elevation measures and a description of community type recorded at the time of the elevation 
survey, as well as community classes from the GR and RC classifications. The selection of the 
HAED point sample pool in a random sample process was determined by the agreement of 
classification as a particular community type by the RC classification, the GR classification and 
the HAED community description.  In some cases, we used points that were in agreement on 
community type in only two of the three classification systems.  We had sufficient numbers of 
points to determine hydrologic data for sawgrass (MFGc), cattail (MFGt), open marsh (MFO), 
freshwater floating emergent marsh (MFF) and swamp shrubs (SS).  We randomly selected 50 
HAED points for sawgrass, cattail and open marsh, and we used all of the available points for 
freshwater floating emergent marsh (N = 12) and swamp shrub (N = 19).  We processed EDEN 
hydrologic data from Jan. 1, 2000, through Dec. 31, 2008, by generating daily depth estimates 
from the EDEN cell in which each of the selected HAED points was located.  The EDEN data 
was then corrected by the difference in elevation between the HAED point and the EDEN grid 
used to calculate the water depth from estimated surface grids.  This data was used to determine 
hydrologic parameters for each location.   
 Our interest in hydroperiod parameters and how they relate to the various community 
types suggested the use of summarized hydroperiod metrics over an extended period of time. We 
calculated the number and length of wet and dry events at each site using threshold levels for wet 
and dry events. Our threshold water depth was 5 cm for a wet event and -5 cm for a dry event.  
From our EDEN data we determined the total number of days wet and the total number of days 
dry at each location for the entire 9 year record. We also calculated the percent out of the total 9 
years (3288 days) for wet and dry days (i.e., % days wet and % days dry out of the 9 years).  For 
each location we also counted the number of wet events and the number of dry events, the 
average length of wet events and of dry events, the average water depth for when the locations 
were wet and when they were dry, and the maximum water depth during wet events and 
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minimum water depth during dry events.  In addition, we determined the number of days and 
percent of time each location was at our threshold water levels.   
To provide data on how water levels fluctuated at a site, we calculated a Dry Event Index 
(DEI).  Assuming that a site dried out evenly in the dry season and re-wetted evenly as the wet 
season returned, a location should have 1 dry event per year, for a total of 9 dry events in the 
EDEN data.  The DEI was calculated as the number of dry events divided by 9; this index would 
be 1 if the site had 1 drydown per year.  It is > 1 if the site dries and re-wets multiple times and it 
is < 1 if the site does not dry out once every year on average.   
  
2.2.3. Results and Discussion 
 The hydrologic data for each community type is presented in Table 2-5 and Fig. 2-13 to 
2-22.   For all hydrologic parameters, MFO and MFF closely resemble each other.  These 
community types have the longest hydroperiods (a greater % wet days, much longer wet events, 
and fewer and shorter dry events, Table 2-5) and occur in the deepest water (greatest water depth 
in the wet season and greatest mean maximum water depths, Table 2-5).  The MFF community is 
primarily water lily slough, whereas MFO has both slough and wet prairie communities.  The 
dataset has more of the MFO community type, and although the MFO/MFF means and medians 
are similar for most hydrologic parameters, the range is much greater for the MFO community 
type, reflecting both the greater amount of data and, presumably, the presence of the wet prairie 
community in this class.   
The cattail community (MFGt) means and medians for most hydrologic parameters are 
intermediate between the open marsh (MFO) and sawgrass (MFGc) communities (Table 2-5, 
Fig. 2-13 to 2-22).  The exceptions are the mean and median for maximum water depth, where 
MFGt exceeds the MFO values (Table 2-5, Fig. 2-19), and the mean and median for mean water 
depth, where MFGt more closely resembles sawgrass (Table 2-5, Fig. 2-19).   These conflicting 
data on water depth suggest that cattail can tolerate deeper water, but it occupies locations with 
an average shallower water depth.  The data also show that cattail has an extremely broad range 
for the hydroperiod variables.  This species grew at sites that were wet most of the 9 years, as 
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well as at sites that were dry most of the 9 years (Fig. 2-13 A, B).  None of the other community 
types had a similar range. 
Sawgrass (MFGc) and the swamp shrub (SS) communities occupy drier and shallower 
sites, although the sawgrass hydrologic means and medians are longer and deeper for wet events 
and shorter and wetter for dry events than the swamp shrub community (Table 2-5, Fig. 2-13 to 
2-20).  The SS sites, however, lie completely within the range of the MFGc sites for all 
hydroperiod and water depth parameters except for one outlier for the number of wet events (Fig. 
2-14).  Thus, MFGc can survive in wetter habitats than can SS, but it is also found in habitats as 
dry as those occupied by SS (Fig. 2-14 to 2-20).  Additional sites for the SS community may help 
to separate the hydrology of these two communities more clearly.  Our sample had only 19 SS 
sites that all of the classifications assigned to this community type; samples from WCA 1 will 
probably increase the number of samples in this community. 
The dry event index (DEI), calculated as the number of dry events divided by 9, is an 
estimate of how much a site dries and rewets over time.  Sites with a DEI < 1 dry do not dry out 
every year.  Both the MFF and MFO communities have mean DEIs of 1.1 (Table 2-5) and 
median DEIs < 1 (Fig. 2-22).  While the sawgrass and cattail communities have sites with DEIs 
< 1, their means and medians are > 1.  None of the sites in the swamp shrub community have a 
DEI < 1.  
Slough communities are believed to dry out only on a decadal scale (Science 
Coordinating Team 2003, Givnish et al. 2008).  Although the MFF and MFO communities in 
WCA 2A have DEI means and medians ≤ 1, there are also a number of sites in these 
communities with a DEI > 1 (Fig. 2-22).  Similarly, the % of wet days in the 9 yr record show 
that the slough sites are not wet 100 % through this time (Table 2-5, Fig. 2-13 A).  The presence 
of the wet prairie community may account for some of these events in the MFO community class 
but not in the MFF class.  Several explanations are possible for this data.  One is that the slough 
community can tolerate more drying events than previously thought.  If this is true, the number 
and length of such events is of interest.  Our data suggests some tolerance for short (< 2 wk) 
events (Table 2-5), although some MFF sites had even longer mean dry events (Fig. 2-17). 
118 
 
A second possibility is that the slough community in WCA 2A is a legacy community 
that will eventually disappear, as has happened with much of the slough community in 
Everglades National Park.  Our ability to use remote sensing to classify Landsat images into 
community types will allow us to examine change in community type over time in WCA 2A, to 
see whether we can detect a change such as a decrease in MFF and/or MFO coverage over the 
last 2 decades. 
Finally, some of the variability in our data could come from community classification 
errors.  Increasing the coverage, so that we get both more and a broader representation of these 
communities, combined with analysis of the EDEN data associated with these communities, will 
help to further refine our understanding of  hydrologic parameters for the different Everglades 
community types. 
Our association of community type with the EDEN data has allowed us to better define 
the hydrologic regimes of Everglades community types.  Our study gives us similar types of data 
for all of the community classes in sufficient spatial and temporal quantities to be able to look at 
hydrologic variation among communities.  Much of the data in the literature is limited in either 
spatial or temporal extent or in the type of data collected, through studying only a single species 
or community type or only a subset of hydrologic parameters.  Although this study covers only 
WCA 2A, we now have the tools to look at the whole system for the marsh component of the 
landscape, and we have the methods for extending these tools to additional communities and for 
looking at different lengths of time. 
A conceptual advance that has come from our study is the use of the long-term 
hydrologic data sequence to define hydroperiod on a community basis, rather than an annual 
basis.  We have estimated the hydroperiod based on the length of the wet events (i.e., the 
hydroperiod) for the community, rather than calculating yearly averages.  This approach provides 
more insight into the biologically relevant hydrologic regimes of these communities.  Thus, the 
average length of wet events (hydroperiods) for MFF and MFO are 412 d and 405 d, 
respectively, while the average length of wet events (hydroperiods) for MFGt is 299 d, that for 
MFGc is 111 d and that for SS is 59 d.  The hydroperiod for similar communities from Givnish 
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et al. (2008) is 303 d to 364 d (low tree island to flooded slough communities), and other 
estimates in the literature are similarly long.  Because the more shallow communities go through 
successive wetting and drying in one year (i.e., have more than one wet and dry event, Table 2-5, 
Fig. 2-15), they may have large numbers of wet days per year but be experiencing shorter 
hydroperiods.  Drying out, as well as being dry, is a major stressor on marsh plants, so it is 
important to capture this aspect of the hydrologic regime. 
  
2.3. Vegetation optima and tolerances comparison with NSM for WCA 2A 
 To compare the hydrology of WCA 2A under the Natural Systems Model (NSM) to 
current hydrology, we extracted the same hydrological parameters from NSM that we used to 
define community class hydrology with the EDEN data (see 2.2.2, above).  Because we wanted 
to compare hydrologic variation over similar amounts of time, we took NSM data from 1992 to 
2000 for comparison with the EDEN data from 2000 to 2008.  The hydroperiod parameters that 
we looked at were % wet days (water depth  >  5 cm) and % dry days (water depth  <  -5 cm)  for 
the 9 years in each dataset, as well as the number of days spent in transition between wet and dry 
(-5 cm to 5 cm water depth).  We also counted the number of wet events and dry events and 
determined the average length of wet events and dry events.  The water depth parameters that we 
looked at were average water depth during wet events and dry events, as well as maximum water 
depth and minimum water depth.  This data is presented in Figs. 2-23 to 2-33 below.   
 NSM data is generated for the 2x2 mi. cells (see Fig. 2-1), while EDEN data is for 400 m 
x 400 m grids.  To generate EDEN data at the same scale as NSM, we used our EDEN data for 
the HAED point in each EDEN cell (see 2.2.2, above) to generate hydrologic parameters for the 
400 m x 400 m gird.  We used this approach in order to be able to relate the hydrologic data to 
the community class data that we have for each HAED point.  For each of our parameters, we 
then averaged the data from the app. 64 HAED points in each 2x2 mi. cells in order to have 
hydrologic estimates at a spatial scale comparable to the NSM data.  In Figs. 2-23 to 2-33, this 
data is presented in the upper 2 panels of each figure, with a map showing the NSM output for 
each 2x2 mi. cell on the left (NSM 4.6.2) and a map showing the averages of the EDEN data for 
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the HAED points on the right (HAED Mean).  Comparison of the HAED Mean map to the NSM 
4.6.2 map provides a snapshot of how hydrology in each 2x2 mi. cell is predicted to change 
under NSM.  We have chosen to present this data rather than a difference map because we think 
it helps interpreting that data to look at and understand each set of modeled data separately, 
rather than looking at a summary comparison. 
In order to understand hydrologic variation within the 2x2 mi. cells, especially within IR 
110 and 111, we also present the data for each of the HAED points in the 2x2 mi. cells, which 
gives a finer scale picture.  Thus, in the lower half of each figure we map the EDEN output for 
each HAED point on the 2x2 mi. cell grid for WCA 2A.  The points are presented as circles 
within their EDEN grids, with the background of the grid being the average for each 2x2 mi. cell.  
Each circle is a summary for that HAED point of the 9 years of EDEN data for one of our 
hydrologic parameters.  In these lower maps, the left panel is an enlarged map showing details in 
IR 110 and 111 (HAED Point IR zoom), while the right panel is an overview of this fine-scale 
variation across WCA 2A (HAED Point).  In the context of the 2x2 mi. cell background and in 
comparison to the other points on the map, these points provide a picture of a finer scale spatial 
variability in hydrologic parameters in WCA 2A than do the NSM and HAED mean maps.  The 
spatial scale for variation in vegetation classes, however, can occur at an even finer scale than the 
EDEN 400x400 m grids (Richards and Gann 2008). 
 
2.3.1. Results and Discussion 
Under NSM, WCA 2A stays wet longer than under current conditions.  All but one of the 
2x2 mi. cells is wet more than 80% of the time under NSM, whereas currently only 1/3 to 1/2 of 
the system is wet this much (Figs. 2-23).  There is a single 2x2 mi cell anomaly that is much 
drier in this period of the NSM data (Figs. 2-23).  The data for the HAED points show that there 
is currently a general trend of drier areas in the northwest and wetter areas in the south and 
southeast.  The areas in between and the central northwest show a mixture of wetter and drier 
HAED points within the 2x2 mi. cells. IR 110, especially, shows major differences between the 
2x2 mi. cells, as well as heterogeneity within the 2x2 mi. cells.  This heterogeneity is reflected in 
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the community structure within this IR, which has greater % coverage for different communities 
(Fig. 2-3, Table 2-3).  Sawgras (MFGc) is currently the dominant community in the IR, but, if 
hydroperiod alone were used as a predictor, a decrease in community diversity and an increase in 
wet prairie/slough (MFO) could be expected under NSM, so that IF 110 might come to resemble 
IR 111 (Figs. 2-23). 
Currently, only a few cells in WCA 2A have less than 3 percent dry days over 9 years, 
but under NSM, this pattern is completely reversed, so that most cells have less than 3 percent 
dry days (Fig. 2-24).  The anomalously dry cell in Fig. 23 NSM shows greater percent dry days, 
as well as 3 cells in the northeast.  Heterogeneity in the current pattern resembles that seen for % 
wet days, both in the IRs and in the system as a whole (Fig. 2-24).  Similarly, currently much of 
WCA 2A is under transitional water depths between wet and dry (-5 – 5 cm) for more than 10 % 
of the time, whereas under NSM, a majority of cells are in transitions < 3% of the time (Fig. 2-
25).  With longer hydroperiods, fewer cells enter into these transitions, just as fewer cells dry 
out. 
As compared to current conditions, NSM 2x2 mi. cells have fewer wet events, because 
they stay wet longer (Fig. 2-26) and fewer dry events, because they dry out less (Fig. 2-27).  This 
change is associated with more long wet events under NSM (Fig. 2-28) and shorter dry events 
when cells do dry (Fig. 2-29).  The cells without any color in the NSM map (Fig. 2-29) are cells 
that do not dry to < -5 cm over the 9 years of NSM data.  Although currently, there are no cells in 
WCA 2A that don’t dry out on average at least once over the 9 yrs of data (Fig. 2-29, HAED 
mean), the “x”s in the HAED point maps (Fig. 2-29) show localized sites that do not dry out.  
HAED points that do not dry out exist adjacent to sites that dry out > 80 days on average, 
illustrating the fine scale heterogeneity (Fig. 2-29). 
Water is deeper overall and varies more from north to south under current conditions in 
WCA 2A than under NSM (Fig. 2-30).  The water depths during wet events under NSM average 
20 to 40 cm over the 9 yr period.  This is less than the community class averages that we 
determined for wet prairie/slough (Table 2-5, classes MFF and MFO, 47 ± 9 cm and 44 ± 17 cm, 
respectively) but is within the range for sawgrass, cattail and the swamp shrub community (Table 
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2-5, MFGc and MFGt, 34 ± 10 cm, 35 ± 8 cm and 30 ± 3 cm, respectively).  Similarly, under 
NSM most of the cells in WCA 2A do not dry out, whereas in the current system, the average 
water depth during dry events is -5 to -10 cm (Fig. 2-31).  The average water depth during dry 
events for our community classes varied over a narrow range from -9 ± 4 cm (MFO) to -16 ± 4 
cm (SS) (Table 2-5). 
Variation among HAED points in average water depth parameters was much less than for 
hydroperiod parameters (Fig. 2-30, Fig. 2-31).  Many of the HAED points were within the range 
of the HAED average for mean depth during wet events (Fig. 2-30).  Although there was more 
fine scale variation among HAED points during dry events, much of that variation was clumped 
into patches closer to the 2x2 mi. size than the EDEN grid size (Fig. 2-31).  
Under NSM the maximum water depth in a 2x2 mi. cell is less in all but 1 cell in WCA 
2A than under current conditions, and the variation among cells in maximum water depth is 
reduced (Fig. 2-32).  Under current conditions, the average maximum water depth in a 2x2 mi. 
cell for a majority of cells is 120 to 160 cm; under NSM the maximum water depth in most cells 
is 60 to 80 cm (Fig. 2-32).   This latter is less than the range of maximum depths for all of our 
community classes, which varied from 96 ± 17 cm to 122 ± 17 cm (Table 2-5).  Similarly, the 
minimum water depth under NSM becomes less than 10 cm or disappears for all but 1 cell, while 
currently, a majority of cells in the system have an average minimum water depth during dry 
events of -20 to -30 (Fig. 2-33). 
Thus, the general picture of the hydrologic regimen in WCA 2A under NSM is that 
hydroperiods are longer and dry downs shorter but water depth decreases.  This combination of 
hydrologic parameters probably does not exist under current conditions anywhere in the 
Everglades ecosystem (i.e., places where water depths are shallow during wet events also dry out 
frequently).  Under NSM the 2x2 mi. cells also have less spatial and temporal variability in both 
hydroperiod and water depth.  The fewer dry downs and longer hydroperiods should favor wet 
prairie/slough communities, but the shallower water will favor sawgrass/cattail/wet prairie.  The 
degree of shallowness under NSM, however, is less than the averages for the 
sawgrass/cattail/wet prairie communities in our sample of the current system.  The swamp shrub 
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community should decrease in extent in WCA 2A under NSM conditions both because it exists 
in a drier environment (fewer wet days, more dry days, shallower water during both wet and dry 
events, shorter wet events and longer dry events) and because that environment has more 
fluctuations (greater numbers of wet and dry events) (Table 2-5).  The evenness of the 
hydrologic regime under NSM could also allow other environmental factors than hydrology 
(e.g., nutrients, fires, hurricanes, freezes) to determine community composition. 
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Table and Figures 
 
 
Table 2-1.  Species classes and aggregated levels for classes of interest present in WCA 2A.  Names Vegetation 
Classes of South Florida Natural Areas (VCSFNA) from Rutchey et al. (2006).  Class names and VCSFNA 
codes follow those in Rutchey et al. (2006).  grCode = Gann-Richards general codes.  grStruc = Gann-
Richards structural-level codes.  rsClass = remote sensing classification codes.  The aggregated column gives 
our code for classes that are mapped; in some cases this represents an aggregation of classes (e.g., MFB = 
MFB, MFBEo, MFBa and MFBs).   
 
  
Class Name grClass rsClass 
Swamp Scrub-Sawgrass CSGc CS 
Broadleaf Emergent Marsh MFB 
MFB 
Wild Taro MFBEo 
Leather Fern MFBa 
Arrowhead MFBs 
Floating Emergent Marsh MFF 
MFF 
Water Spinach MFFEip 
Sawgrass MFGc MFGc 
Spikerush MFGe MFGe 
Cattail MFGt MFGt 
Common Reed MFGh 
MFG American Cupscale MFGs 
Giant Cutgrass MFGz 
Herbaceous Freshwater Marsh MFH MFH 
Open Marsh MFO MFO 
Open Water OW OW 
Bayhead Shrubland SSB SSB 
Swamp Shrubland SS 
 
 
SS 
 
Brazilian Pepper SSEs 
Primrosewillow Shrubland SSl 
Wax Myrtle Shrubland SSm 
Willow Shrubland SSs 
Melaleuca WSEm W 
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Table 2-2.  Comunity type distribution across WCA 2A based on two different classifications (See maps, Fig. 
2-2). The last column gives the percent difference between the two classifications (preliminary results).  For 
community class code see Table 2-1; GR Percent = percent of community type in Gann-Richards 
classification; RC Percent = percent of community type in RECOVER CERP classification; RC%-GR% = 
difference between the two classifications in percent cover. 
 
 
 
 
 
 
 
Table 2-3.  Community type distribution in indicator regions (IR) 110 and 111 based on the Gann-Richards 
(GR) and RECOVER-CERP (RC) classifications. The last column gives the percent difference between the 
two classifications. For community class code see Table 2-1. 
 
   
 
 
 
 
 
 
Area Community Type GR Percent RC Percent RC%-GR% 
WCA 2A 
SS 1.4 3.2 1.8 
SSB 0.1 0.2 0.1 
CS 0.9 1.5 0.6 
MFB 1.4 0.1 -1.3 
MFG 4.7 0.2 -4.5 
MFGc 43.5 65.8 22.3 
MFGt 10.8 14.2 3.4 
MFF 1.4 0.9 -0.5 
MFH 0.1 0.0 -0.1 
MFO 35.5 13.7 -21.8 
OW 0.3 0.1 -0.2 
Area Community Type GR Percent RC Percent RC%-GR% 
IR 110 
SS 0.1 0.1 0.0 
CS 0.5 1.9 1.4 
MFB 0.1 0 -0.1 
MFG 1.1 0 -1.1 
MFGc 58.6 91.1 32.5 
MFGt 3.4 2.8 -0.6 
MFF 0.2 0 -0.2 
MFO 36 4.1 -31.9 
IR 111 
SS 0 0 0.0 
CS 0 0.4 0.4 
MFB 0 0 0.0 
MFG 0.2 0 -0.2 
MFGc 30.7 68.5 37.8 
MFGt 0.2 0.1 -0.1 
MFF 0.1 0 -0.1 
MFO 68.7 30.9 -37.8 
Table 2-4.  Summary of literature on hydrological optima and tolerances of shrub and tree communities in Everglades marshes.  For each community, 
the type of study (TS) was classified as a mesocosm,  microcosm, rhizotron or growth chamber experiment (E), field characterization (F), or field 
experiment (FE).  Data on Water Depth and Hydroperiod were extracted from the reference, as well as the location (Region), and length of the study or 
of the hydrologic record (Duration).  The species considered to be present in the community or that were used in the study are given as 8 letter 
acronyms derived from the first 4 lettesr of the genus followed by the first four letters of the species (Species in Community); a key to names follows the 
table.  Where hydrologic data in a reference is given for different species or communities, the data and associated species are printed in the same 
colored type.  The source of the data is given in the last column (Reference). 
 
 TS Water Depth Hydroperiod Region Duration Species in Community1 Reference 
  
       
Bayhead Swamp Forest      
 F 50-60 cm < THH 4.9-11.5 mo. 
Shark 
Slough >30 yr. hydrology ANNOGLAB, SALICARO,  Armentano et al. 2002 
    3 tree islands MAGNVIRG, CHRYICAC  
        
Bayheads      
 F -10 to 0 cm 
< BSF (2-6 
mo.) 
Shark 
Slough >30 yr. hydrology CHRYICAC, PERSBORB Armentano et al. 2002 
      MYRICERI, ANNOGLAB  
  10 to 30 cm    SALICARO, MAGNVIRG,  
      ILEXCASS, (CEPHOCCI)  
   2-6 mo.    Olmsted and Loope 1984 
 E wet (tolerant of flooding)  25 wks ANNOGLAB, SALICARO,  Jones et al. 2006 
      MYRICERI, CHRYICAC  
      MAGNVIRG, ILEXCASS  
        
 F 32 cm avg. 
317 d (10.6 
mo.) 
WCA 3A, 
3B EDEN, 5 yr. ANNOGLAB, SALICARO, Givnish et al. 2007 
      CEPHOCCI  
 FE low/high water  LOX 19 mo. ANNOGLAB, SALICARO,  van der Valk et al. 2008 
      
ILEXCASS best survival of 
7 spp.  
127 
 
 TS Water Depth Hydroperiod Region Duration Species in Community1 Reference 
 F 
-28 to -70 cm 
(avg.) 200-310 d. 
WCA 3A, 
3B 14 yrs., ANNOGLAB, SALICARO,  Wetzel et al. 2008 
   
(6.7 to 10.3 
mo)  SFWMD model CHRYICAC 
(quoting Sah 2004 for 
HP) 
        
Tropical Hardwood Hammocks     
 F -30 to -40 cm 0-2.5 mo. 
Shark 
Slough >30 yr. hydrology CELTLAEV, EUGEAXIL Armentano et al. 2002 
    3 tree islands FICUAURE, BURSSIMA  
      SIDEFOET, MYRICERI  
      (SCHITERE), MYRSFLOR  
      COCCDIVE, METOTOXI  
      
(FIRE=MYRICERI, 
PERSBORB,  
      ILEXCASS)  
        
 E dry (intolerant of flooding)  25 wks COCCDIVE, BURSSIMA, Jones et al. 2006 
      SIMAGLAU, SIDEFOET,  
      PERSBORB, EUGEAXIL  
        
 F 7.4 cm 226 d (7.5 mo.) 
WCA 3A, 
3B EDEN, 5 yr. CHRYICAC, FICUAURE Givnish et al. 2007 
      MYRICERI, PERSPALU  
        
 F 
-10 to -45 cm 
(avg.) < 60 d (2 mo.) 
WCA 3A, 
3B 14 yrs., FICUAURE, SCHITERE, Wetzel et al. 2008 
     SFWMD model COCODIVE, BURSSIMA, (quotes Sah 2004 for  
      CELTLAEV hydroperiod) 
        
Willow Heads      
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 TS Water Depth Hydroperiod Region Duration Species in Community1 Reference 
 F   
Shark 
Slough   Armentano et al. 2002 
 F  
28 cm = IQR 
of WCA 2A 
1981-98 for 
hydrology  King et al. 2004 
   impacted zone     
 F 
32±21 
(N=30/564) 
36-100% 
inund.   not big sample size David 1994 
   like BSF    Olmsted and Loope 1984 
        
Shrub-sawgrass      
 F  part of tail 
WCA 3A 
& 3B 
16 yr. SFWMD 
hydro  Heisler et al. 2002 
     
 model   
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1Key to Species Codes in Table 4.        
 
       
Code Scientific Name   Code Scientific Name     Scientific Name 
ANNOGLAB Annona glabra  FICUAURE Ficus aurea  PERSBORB Persea borbonia 
BURSSIMA, Bursera simarouba  ILEXCASS Ilex cassine  PERSPALU Persea palustris 
CELTLAEV Celtis laevigata  MAGNVIRG Magnolia virginiana  SALICARO Salix caroliniana 
CEPHOCCI Chephalanthus occidentalis METOTOXI Metopium toxiferum  SCHITERE Schinus terebinthifolius 
CHRYICAC Chrysobalanus icaco  MYRICERI Myrica (= Morella) cerifera  SIDEFOET Sideroxylon foetidissimum 
COCCDIVE Coccoloba diversifolia  MYRSFLOR Myrsine floridana  SIMAGLAU Simarouba glauca 
EUGEAXIL Eugenia axillaris               
 
 
 
 
 
 
Table 2-5.  Mean ± standard deviation of hydroperiod and water depth parameters derived for selected 
HAED points from the EDEN hydrologic database.  The selected points are a sample of major community 
types in WCA 2A.  MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; MFO = 
open marsh; SS = swamp shrub.  Common communities (MFGc, MFGt, MFO) were sampled randomly from 
HAED points assigned to that community class; all sites assigned to the remaining community types were 
sampled. For community class code see Table 2-1. 
 MFF MFGc MFGt MFO SS 
Hydroperiod Parameters:              
Percent Wet Days 86 ± 18 66 ± 19 77 ± 20 85 ± 16 56 ± 15 
Percent Dry Days 8 ± 14 19 ± 15 13 ± 16 7 ± 9 28 ± 15 
Percent Threshold Days 5 ± 5 15 ± 6 11 ± 7 9 ± 7 16 ± 4 
                
No. Wet Events 18 ± 15 27 ± 11 22 ± 11 16 ± 9 34 ± 10 
No. Dry Event 10 ± 12 21 ± 11 15 ± 11 10 ± 9 24 ± 8 
                
Length Wet Events (d) 412 ± 482 111 ± 107 299 ± 458 405 ± 668 59 ± 27 
Length Dry Events (d) 16 ± 14 26 ± 13 20 ± 15 14 ± 11 37 ± 12 
                
Water Depth Parameters:              
Water Depth, Wet (cm) 47 ± 9 34 ± 10 35 ± 8 44 ± 17 30 ± 3 
Water Depth, Dry (cm) -11 ± 5 -13 ± 4 -11 ± 5 -9 ± 4 -16 ± 4 
Maximum Depth (cm) 122 ± 17 96 ± 17 113 ± 13 110 ± 23 104 ± 12 
Minimum Depth (cm) -22 ± 11 -31 ± 10 -25 ± 15 -19 ± 11 -37 ± 14 
                
Dry Event Index 1.1 ± 1.3 2.3 ± 1.2 1.7 ± 1.2 1.1 ± 1.0 2.7 ± 0.9 
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Figure 2-1.  Study area WCA 2A; polygon overlaid on the SFWMD 2x2 mi. cells.  The RECOVER designated 
indicator regions 110 and 111 are outlined in blue. Blue numbers in each indicator region correspond to the 
region identifier. The number in each 2x2 mile grid refers to the ROw and COlumn (ROCO). 
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Figure 2-2.  Community classification maps for the Gann Richards (GR) classification (left panel) and the 
RECOVER-CERP (RC) classification (right panel). The HAED random sample locations in part 1 (below) 
were sampled from HAED points for which both classifications were in agreement. The lower charts show the 
community distribution and relative abundances for the classes present within the indicator regions.  For 
community class code see Table 2-1.  
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Figure 2-3.  Percent cover of community classes in IR 110 in the GR classification.  Each point represents % 
cover in one 2x2 mi. cell for a community type.  For community class code see Table 2-1. 
 
 
 
 
 
 
 
 
 
Figure 2-4.  Percent cover of community classes in IR 111 in the GR classification.  Each point represents % 
cover in one 2x2 mi. cell for a community type.  For community class code see Table 2-1. 
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Figure 2-5.  Percent cover of community classes in IR 110 in the RC classification.  Each point represents % 
cover in one 2x2 mi. cell for a community type.  For community class code see Table 2-1. 
 
 
 
 
 
 
 
 
 
Figure 2-6.  Percent cover of community classes in IR 111 in the RC classification.  Each point represents % 
cover in one 2x2 mi. cell for a community type.  For community class code see Table 2-1. 
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Figure 2-7.  Percent cover of different community classes in 2x2 mi. cells of WCA 2A.  Each dot represents % 
cover for a class in a 2x2 mi cell.  For community class code see Table 2-1. 
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Figure 2-8.  Percent coverage of sawgrass (MFGc) and cattail (MFGt) in WCA 2A in our classification (GR) 
and the RC classification.  For community class code see Table 2-1.  
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Figure 2-9.  Percent coverage of open marsh (MFO) and freshwater floating emergent marsh (MFF) in WCA 
2A in our classification (GR) and the RC classification.  For community class code see Table 2-1. 
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Figure 2-10.  Percent coverage of freshwater graminoids (MFG) and broadleaf emergent marsh (MFB) in 
WCA 2A in our classification (GR) and the RC classification.  For community class code see Table 2-1. 
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Figure 2-11.  Percent coverage of freshwater swamp shrubland (SS) and bayhead shrubland (SSB) in WCA 
2A in our classification (GR) and the RC classification.  For community class code see Table 2-1. 
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Figure 2-12.  Percent coverage of swamp scrubs (CS) and open water (OW) in WCA 2A in our classification 
(GR) and the RC classification.  For community class code see Table 2-1.  
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Figure 2-13.  The percent of days wet (A), dry (B) or in the threshold (C) for HAED locations in WCA 2A in 
different community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; 
MFO = open marsh, including wet prairie and slough; SS = swamp shrub.  Each dot represents a different 
location.  For community class code see Table 2-1. 
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Figure 2-14.  The number of wet events over the 9 years for HAED locations in WCA 2A in different 
community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; MFO = 
open marsh, including wet prairie and slough; SS = swamp shrub.  Each dot represents a different location.  
For community class code see Table 2-1. 
 
 
 
 
 
 
 
 
Figure 2-15.  The number of dry events over the 9 years for HAED locations in WCA 2A in different 
community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; MFO = 
open marsh, including wet prairie and slough; SS = swamp shrub.  Each dot represents a different location.  
For community class code see Table 2-1. 
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Figure 2-16.  The mean length of wet events for HAED locations in WCA 2A in different community classes.  
Two MFO sites that did not dry out in the 3288 d are not included in this graph.  MFF = freshwater floating 
emergent marsh; MFGc = sawgrass; MFGt = cattail; MFO = open marsh, including wet prairie and slough; 
SS = swamp shrub.  Each dot represents a different location.  For community class code see Table 2-1. 
 
 
 
 
 
 
 
 
 
Figure 2-17.  The mean length of dry events for HAED locations in WCA 2A in different community classes; 
MFF = freshwater floating marsh; MFGc = sawgrass; MFGt = cattail; MFO = open marsh, including wet 
prairie and slough; SS = swamp shrub.  Each dot represents a different location.  For community class code 
see Table 2-1. 
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Figure 2-18.  The mean water depth for wet events over the 9 years for HAED locations in WCA 2A in 
different community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; 
MFO = open marsh, including wet prairie and slough; SS = swamp shrub.  For community class code see 
Table 2-1. 
 
 
 
 
 
 
 
 
Figure 2-19.  The mean water depth for dry events over the 9 years for HAED locations in WCA 2A in 
different community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; 
MFO = open marsh, including wet prairie and slough; SS = swamp shrub.  For community class code see 
Table 2-1. 
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Figure 2-20.  The maximum water depth for wet days over the 9 years for HAED locations in WCA 2A in 
different community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; 
MFO = open marsh, including wet prairie and slough; SS = swamp shrub.  For community class code see 
Table 2-1. 
 
 
 
 
 
 
 
 
 
Figure 2-21.  The minimum water depth for dry days over the 9 years for HAED locations in WCA 2A in 
different community classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; 
MFO = open marsh, including wet prairie and slough; SS = swamp shrub.  For community class code see 
Table 2-1. 
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Figure 2-22.  The Dry Event Index for the 9 years for HAED locations in WCA 2A in different community 
classes; MFF = freshwater floating emergent marsh; MFGc = sawgrass; MFGt = cattail; MFO = open marsh, 
including wet prairie and slough; SS = swamp shrub.  Each dot represents a different location.  For 
community class code see Table 2-1. 
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Figure 2-23.  Percent of wet days over 9 years in WCA 2A from NSM (upper left) and EDEN (upper right) 
hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-24.  Percent of dry days over 9 years in WCA 2A from NSM (upper left) and EDEN (upper right) 
hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-25.  Percent of transition days over 9 years in WCA 2A from NSM (upper left) and EDEN (upper 
right) hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 
2x2 mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 
111 (bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-26.  Number of wet events over 9 years in WCA 2A from NSM (upper left) and EDEN (upper right) 
hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-27.  Number of dry events over 9 years in WCA 2A from NSM (upper left) and EDEN (upper right) 
hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-28.  Length of wet events in days over 9 years in WCA 2A from NSM (upper left) and EDEN (upper 
right) hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 
2x2 mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 
111 (bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-29.  Length of dry events in days over 9 years in WCA 2A from NSM (upper left) and EDEN (upper 
right) hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 
2x2 mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 
111 (bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-30.  Water depth (cm) during wet events over 9 years in WCA 2A from NSM and EDEN hydrologic 
data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 mi. cells; 
circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 (bottom 
left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-31.  Water depth of dry events over 9 years in WCA 2A from NSM (upper left) and EDEN (upper 
right) hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 
2x2 mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 
111 (bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-32.  Maximum water depth during wet events over 9 years in WCA 2A from NSM and EDEN 
hydrologic data.  Top panels show data for NSM in 2x2  mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Figure 2-33.  Minimum water depth during dry events over 9 years in WCA 2A from NSM and EDEN 
hydrologic data.  Top panels show data for NSM in 2x2 mi. cells and for EDEN data averaged over the 2x2 
mi. cells; circles in bottom panels are data for individual HAED points in each EDEN cell in IR 110 and 111 
(bottom left) and for the entire region (bottom right) superimposed on the averages for the 2x2 mi. cells. 
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Transformed divergence estimates 
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1. Transformed divergence of classified manually selected training samples; analyzed at 
species level using reflectance layer only. 
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2. Transformed divergence of classified manually selected training samples; analyzed at 
species level using reflectance and texture layers. 
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                                 2:12   2:13   2:14   2:15   2:16   2:17   3: 5 
                                 3: 6   3: 7   3: 9   3:10   3:11   3:12   3:13 
                                 3:14   3:15   3:16   3:17   5: 6   5: 7   5: 9 
                                 5:10   5:11   5:12   5:13   5:14   5:15   5:16 
                                 5:17   6: 7   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 9   7:10   7:11 
                                 7:12   7:13   7:14   7:15   7:16   7:17   9:10 
                                 9:11   9:12   9:13   9:14   9:15   9:16   9:17 
                                10:11  10:12  10:13  10:14  10:15  10:16  10:17 
                                11:12  11:13  11:14  11:15  11:16  11:17  12:13 
                                12:14  12:15  12:16  12:17  13:14  13:15  13:16 
                                13:17  14:15  14:16  14:17  15:16  15:17  16:17 
 
  1  2  3  4    2000   1990     2000   2000   2000   1997   2000   2000   2000 
  5  7  8                        2000   2000   2000   2000   2000   2000   2000 
  9 10 11                        2000   2000   2000   2000   2000   2000   2000 
 12                              2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1990   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   1990   2000   2000   2000 
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Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 5   1: 6   1: 7   1: 9   1:10 
                                 1:11   1:12   1:13   1:14   1:15   1:16   1:17 
                                 2: 3   2: 5   2: 6   2: 7   2: 9   2:10   2:11 
                                 2:12   2:13   2:14   2:15   2:16   2:17   3: 5 
                                 3: 6   3: 7   3: 9   3:10   3:11   3:12   3:13 
                                 3:14   3:15   3:16   3:17   5: 6   5: 7   5: 9 
                                 5:10   5:11   5:12   5:13   5:14   5:15   5:16 
                                 5:17   6: 7   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 9   7:10   7:11 
                                 7:12   7:13   7:14   7:15   7:16   7:17   9:10 
                                 9:11   9:12   9:13   9:14   9:15   9:16   9:17 
                                10:11  10:12  10:13  10:14  10:15  10:16  10:17 
                                11:12  11:13  11:14  11:15  11:16  11:17  12:13 
                                12:14  12:15  12:16  12:17  13:14  13:15  13:16 
                                13:17  14:15  14:16  14:17  15:16  15:17  16:17 
 
  1  2  3  4     2000   1990     2000   2000   2000   1997   2000   2000   2000 
  5  7  8                        2000   2000   2000   2000   2000   2000   2000 
  9 10 11                        2000   2000   2000   2000   2000   2000   2000 
 12                              2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1990   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
2000 000   1999   1990   2000   2000   2000 
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3. Transformed divergence of classified manually selected training samples; analyzed at 
species level using tasseled cap layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_tctxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3  
    Taken 3 at a time 
 
       Class 
   1   ms_csgc_tctxt                                            
   2   ms_mfbeo_tctxt                                           
   3   ms_mfba_tctxt                                            
   4   ms_mfbs_tctxt                                            
   5   ms_mff_tctxt                                             
   6   ms_mfgc_tctxt                                            
   7   ms_mfgh_tctxt                                            
   9   ms_mfgt_tctxt                                            
  10   ms_mfgz_tctxt                                            
  11   ms_mfh_tctxt                                             
  12   ms_mfo_tctxt                                             
  13   ms_ow_tctxt                                              
  14   ms_ssb_tctxt                                             
  15   ms_ssl_tctxt                                             
  16   ms_ssm_tctxt                                             
  17   ms_sss_tctxt                                             
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Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 9 
                                 1:10   1:11   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 9 
                                 2:10   2:11   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 9   3:10 
                                 3:11   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 9   4:10   4:11   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 9   5:10   5:11   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 9   6:10   6:11   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 9:10   9:11   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:11  10:12  10:13  10:14  10:15  10:16 
                                10:17  11:12  11:13  11:14  11:15  11:16  11:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3          1892   760     2000   1989   2000   1975   1212   1995   1903 
                                 1965   2000   2000   2000   1983   2000   1972 
                                 1974   2000   2000   2000   2000   2000   2000 
                                 2000   1999   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1997   1189   1619   1078 
                                 1997   2000   2000   1837   1562   1709   1141 
                                 2000   1999   2000   1619   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1988   2000 
                                 1998   1998   2000   2000   2000   1997   2000 
                                 1986   1941   1991   1761   1976   2000   2000 
                                 2000   2000   2000   2000   1987   1936   1698 
                                 1876   2000   2000   1960   1193   1848   1361 
                                 1040   2000   2000   2000   2000   1968   1999 
                                 1812   1996   2000   2000   1989   1860   1923 
                                 1145   2000   2000   2000   1840   2000   1877 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1982    760   1692   1985   1749 
                                 1174 
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 Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 9 
                                 1:10   1:11   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 9 
                                 2:10   2:11   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 9   3:10 
                                 3:11   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 9   4:10   4:11   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 9   5:10   5:11   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 9   6:10   6:11   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 9:10   9:11   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:11  10:12  10:13  10:14  10:15  10:16 
                                10:17  11:12  11:13  11:14  11:15  11:16  11:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3       1892     760     2000   1989   2000   1975   1212   1995   1903 
                                 1965   2000   2000   2000   1983   2000   1972 
                                 1974   2000   2000   2000   2000   2000   2000 
                                 2000   1999   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1997   1189   1619   1078 
                                 1997   2000   2000   1837   1562   1709   1141 
                                 2000   1999   2000   1619   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1988   2000 
                                 1998   1998   2000   2000   2000   1997   2000 
                                 1986   1941   1991   1761   1976   2000   2000 
                                 2000   2000   2000   2000   1987   1936   1698 
                                 1876   2000   2000   1960   1193   1848   1361 
                                 1040   2000   2000   2000   2000   1968   1999 
                                 1812   1996   2000   2000   1989   1860   1923 
                                 1145   2000   2000   2000   1840   2000   1877 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1982    760   1692   1985   1749 
                                 1174 
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4. Transformed divergence of classified manually selected training samples; analyzed at 
species level using tasseled cap and texture layers. 
 
Signature Separability Listing 
File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_tctxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10  
    Taken 10 at a time 
 
       Class 
   1   ms_csgc_tctxt                                            
   2   ms_mfbeo_tctxt                                           
   3   ms_mfba_tctxt                                            
   4   ms_mfbs_tctxt                                            
   5   ms_mff_tctxt                                             
   6   ms_mfgc_tctxt                                            
   7   ms_mfgh_tctxt                                            
   9   ms_mfgt_tctxt                                            
  10   ms_mfgz_tctxt                                            
  11   ms_mfh_tctxt                                             
  12   ms_mfo_tctxt                                             
  13   ms_ow_tctxt                                              
  14   ms_ssb_tctxt                                             
  15   ms_ssl_tctxt                                             
  16   ms_ssm_tctxt                                             
  17   ms_sss_tctxt                                             
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Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 9 
                                 1:10   1:11   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 9 
                                 2:10   2:11   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 9   3:10 
                                 3:11   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 9   4:10   4:11   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 9   5:10   5:11   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 9   6:10   6:11   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 9:10   9:11   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:11  10:12  10:13  10:14  10:15  10:16 
                                10:17  11:12  11:13  11:14  11:15  11:16  11:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3  4      1999  1960     2000   2000   2000   2000   1992   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  8  9 10                        1998   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1998   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1991 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1990   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1988   1960   2000   2000 
                                 2000 
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Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 9 
                                 1:10   1:11   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 9 
                                 2:10   2:11   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 9   3:10 
                                 3:11   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 9   4:10   4:11   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 9   5:10   5:11   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 9   6:10   6:11   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 9:10   9:11   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:11  10:12  10:13  10:14  10:15  10:16 
                                10:17  11:12  11:13  11:14  11:15  11:16  11:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3  4      1999  1960     2000   2000   2000   2000   1992   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  8  9 10                        1998   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1998   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1991 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1990   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1988   1960   2000   2000 
                                 2000 
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5. Transformed divergence of classified manually selected training samples; analyzed at 
structural level using reflectance layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_refltxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 2 3 4 5  
    Taken 4 at a time 
 
       Class 
 
   1   ms_csg_refltxt                                           
   2   ms_mfb_refltxt                                           
   3   ms_mff_refltxt                                           
   4   ms_mfg_refltxt                                           
   5   ms_mfh_refltxt                                           
   6   ms_mfo_refltxt                                           
   7   ms_ow_refltxt                                            
   8   ms_ss_refltxt                                            
 
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  3  4  5      1985  1825     2000   2000   1939   2000   2000   2000   1992 
                                 2000   1825   2000   2000   2000   1873   2000 
                                 2000   2000   2000   1997   2000   2000   2000 
                                 1942   2000   2000   2000   2000   2000   2000 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  3  4  5      1985  1825     2000   2000   1939   2000   2000   2000   1992 
                                 2000   1825   2000   2000   2000   1873   2000 
                                 2000   2000   2000   1997   2000   2000   2000 
1942 000   2000   2000   2000   2000   2000 
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6. Transformed divergence of classified manually selected training samples; analyzed at 
structural level using reflectance and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_refltxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 2 4 5 9 10  
    Taken 5 at a time 
 
       Class 
 
   1   ms_csg_refltxt                                           
   2   ms_mfb_refltxt                                           
   3   ms_mff_refltxt                                           
   4   ms_mfg_refltxt                                           
   5   ms_mfh_refltxt                                           
   6   ms_mfo_refltxt                                           
   7   ms_ow_refltxt                                            
   8   ms_ss_refltxt                                            
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  4  5  9    2000   1999     2000   2000   2000   2000   2000   2000   2000 
 10                              2000   1999   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  4  5  9    2000   1999     2000   2000   2000   2000   2000   2000   2000 
 10                              2000   1999   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
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7. Transformed divergence of classified manually selected training samples; analyzed at 
structural level using tasseled cap layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_tctxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3  
    Taken 3 at a time 
 
       Class 
 
   1   ms_csg_tctxt                                             
   2   ms_mfb_tctxt                                             
   3   ms_mff_tctxt                                             
   4   ms_mfg_tctxt                                             
   5   ms_mfh_tctxt                                             
   6   ms_mfo_tctxt                                             
   7   ms_ow_tctxt                                              
   8   ms_ss_tctxt                                           
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3       1930   1378     2000   1975   1881   2000   2000   2000   1962 
                                 2000   1487   1815   2000   2000   1763   1991 
                                 2000   2000   2000   1971   1979   2000   2000 
                                 1378   2000   2000   1827   2000   2000   2000 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3       1930   1378     2000   1975   1881   2000   2000   2000   1962 
                                 2000   1487   1815   2000   2000   1763   1991 
                                 2000   2000   2000   1971   1979   2000   2000 
                                 1378   2000   2000   1827   2000   2000   2000 
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8. Transformed divergence of classified manually selected training samples; analyzed at 
structural level using tasseled cap and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/dataprep/erdas/signature/ms_tctxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10  
    Taken 9 at a time 
 
       Class 
 
   1   ms_csg_tctxt                                             
   2   ms_mfb_tctxt                                             
   3   ms_mff_tctxt                                             
   4   ms_mfg_tctxt                                             
   5   ms_mfh_tctxt                                             
   6   ms_mfo_tctxt                                             
   7   ms_ow_tctxt                                              
   8   ms_ss_tctxt                                              
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3  4    2000   2000     2000   2000   2000   2000   2000   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  9 10                           2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3  4    2000   2000     2000   2000   2000   2000   2000   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  9 10                           2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
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9. Transformed divergence of classified randomly selected training samples; analyzed at 
species level using reflectance layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_refltxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6  
    Taken 5 at a time 
 
       Class 
 
   1   rs_csgc_refltxt                                          
   2   rs_mfbeo_refltxt                                         
   3   rs_mfba_refltxt                                          
   4   rs_mfbs_refltxt                                          
   5   rs_mff_refltxt                                           
   6   rs_mfgc_refltxt                                          
   7   rs_mfgh_refltxt                                          
   8   rs_mfgs_refltxt                                          
   9   rs_mfgt_refltxt                                          
  10   rs_mfgz_refltxt                                          
  12   rs_mfo_refltxt                                           
  13   rs_ow_refltxt                                            
  14   rs_ssb_refltxt                                           
  15   rs_ssl_refltxt                                           
  16   rs_ssm_refltxt                                           
  17   rs_sss_refltxt                                           
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Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 8 
                                 2: 9   2:10   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 8   3: 9 
                                 3:10   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 8   4: 9   4:10   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 8   5: 9   5:10   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 8   6: 9   6:10   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 8   7: 9 
                                 7:10   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:12   8:13   8:14   8:15   8:16 
                                 8:17   9:10   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:12  10:13  10:14  10:15  10:16  10:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  4  5    1837      0      2000   2000   1872   1553   1149   1977   1998 
  6                              1274   2000   1968   1996   1807   1988   1568 
                                 1591      0   2000   2000   2000   1817   1936 
                                 2000   2000   2000   1974   2000   1905   2000 
                                 1998   2000   2000   2000   1817   1936   2000 
                                 2000   2000   1974   2000   1905   2000   1998 
                                 1994   1970   2000   2000   1398   2000   2000 
                                 2000   1999   2000   1999   1927   1566   1870 
                                 1941   1900   2000   1964   1862   1965   1902 
                                 1447   1529   1997   2000   1822   2000   1403 
                                 1986   1998   1999   1942   1931    955   1890 
                                 2000   2000   1841   1941    601   1805   1385 
                                 1983   2000   2000   1698   2000   1284   1978 
                                 1676   1992   1994   2000   1902   1903   1897 
                                 1117   2000   2000   1732   1988   1998   1300 
                                 1998   2000   2000   2000   1997   2000   1985 
                                 1986   1987   1838   1195   1511   1881   1197 
                                 1692 
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   Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 8 
                                 2: 9   2:10   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 8   3: 9 
                                 3:10   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 8   4: 9   4:10   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 8   5: 9   5:10   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 8   6: 9   6:10   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 8   7: 9 
                                 7:10   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:12   8:13   8:14   8:15   8:16 
                                 8:17   9:10   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:12  10:13  10:14  10:15  10:16  10:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3  4    1878    -31     2000   2000   1972   1987   1220   1997   1999 
  5                              1519   2000   2000   2000   1955   1998   1978 
                                 1833      0   2000   2000   2000   1902   1885 
                                 2000   2000   2000   1978   2000   1931   2000 
                                 2000   2000   2000   2000   1902   1885   2000 
                                 2000   2000   1978   2000   1931   2000   2000 
                                 2000   1993   2000   2000   1719   2000   2000 
                                 2000   2000   2000   2000   2000   1976   1925 
                                 1877   1999   2000   1999   1997   1982   1918 
                                 1691   1788   2000   1999   1876   2000   1999 
                                 2000   1999   2000   1995   1976    -31   1992 
                                 2000   2000   1999   1955    862   1901   1610 
                                 1997   2000   2000   2000   1999   1122   1935 
                                 1398   1998   2000   2000   1997   1994   1999 
                                 1880   2000   2000   1951   2000   1998    495 
                                 1980   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1860   1145   1652   1912   1408 
                                 1810 
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10. Transformed divergence of classified randomly selected training samples; analyzed at 
species level using reflectance and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_refltxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10 11 12 13  
    Taken 13 at a time 
 
       Class 
 
   1   rs_csgc_refltxt                                          
   2   rs_mfbeo_refltxt                                         
   3   rs_mfba_refltxt                                          
   4   rs_mfbs_refltxt                                          
   5   rs_mff_refltxt                                           
   6   rs_mfgc_refltxt                                          
   7   rs_mfgh_refltxt                                          
   8   rs_mfgs_refltxt                                          
   9   rs_mfgt_refltxt                                          
  10   rs_mfgz_refltxt                                          
  12   rs_mfo_refltxt                                           
  13   rs_ow_refltxt                                            
  14   rs_ssb_refltxt                                           
  15   rs_ssl_refltxt                                           
  16   rs_ssm_refltxt                                           
  17   rs_sss_refltxt                                           
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Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 8 
                                 2: 9   2:10   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 8   3: 9 
                                 3:10   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 8   4: 9   4:10   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 8   5: 9   5:10   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 8   6: 9   6:10   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 8   7: 9 
                                 7:10   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:12   8:13   8:14   8:15   8:16 
                                 8:17   9:10   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:12  10:13  10:14  10:15  10:16  10:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3  4    1980      0      2000   2000   2000   1999   1765   2000   2000 
  5  6  7                        1979   2000   2000   2000   1995   2000   1993 
  8  9 10                        1998      0   2000   2000   2000   2000   1982 
 11 12 13                        2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1982   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1996 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1999   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1928   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1982   1998   2000   2000 
                                 1987 
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Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:12   1:13   1:14   1:15   1:16 
                                 1:17   2: 3   2: 4   2: 5   2: 6   2: 7   2: 8 
                                 2: 9   2:10   2:12   2:13   2:14   2:15   2:16 
                                 2:17   3: 4   3: 5   3: 6   3: 7   3: 8   3: 9 
                                 3:10   3:12   3:13   3:14   3:15   3:16   3:17 
                                 4: 5   4: 6   4: 7   4: 8   4: 9   4:10   4:12 
                                 4:13   4:14   4:15   4:16   4:17   5: 6   5: 7 
                                 5: 8   5: 9   5:10   5:12   5:13   5:14   5:15 
                                 5:16   5:17   6: 7   6: 8   6: 9   6:10   6:12 
                                 6:13   6:14   6:15   6:16   6:17   7: 8   7: 9 
                                 7:10   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:12   8:13   8:14   8:15   8:16 
                                 8:17   9:10   9:12   9:13   9:14   9:15   9:16 
                                 9:17  10:12  10:13  10:14  10:15  10:16  10:17 
                                12:13  12:14  12:15  12:16  12:17  13:14  13:15 
                                13:16  13:17  14:15  14:16  14:17  15:16  15:17 
                                16:17 
 
  1  2  3  4    1980      0      2000   2000   2000   1999   1765   2000   2000 
  5  6  7                        1979   2000   2000   2000   1995   2000   1993 
  8  9 10                        1998      0   2000   2000   2000   2000   1982 
 11 12 13                        2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1982   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1996 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1999   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1928   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   1982   1998   2000   2000 
                                 1987 
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11. Transformed divergence of classified randomly selected training samples; analyzed at 
species level using tasseled cap layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_tctxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3  
    Taken 2 at a time 
 
       Class 
 
   1   rs_cgsc_tctxt                                            
   2   rs_mfbeo_tctxt                                           
   3   rs_mfba_tctxt                                            
   4   rs_mfbs_tctxt                                            
   5   rs_mff_tctxt                                             
   6   rs_mfgc_tctxt                                            
   7   rs_mfgh_tctxt                                            
   8   rs_mfgs_tctxt                                            
   9   rs_mfgt_tctxt                                            
  10   rs_mfgz_tctxt                                            
  11   rs_mfh_tctxt                                             
  12   rs_mfo_tctxt                                             
  13   rs_ow_tctxt                                              
  14   rs_ssb_tctxt                                             
  15   rs_ssl_tctxt                                             
  16   rs_ssm_tctxt                                             
  17   rs_sss_tctxt                                             
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 Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:11   1:12   1:13   1:14   1:15 
                                 1:16   1:17   2: 3   2: 4   2: 5   2: 6   2: 7 
                                 2: 8   2: 9   2:10   2:11   2:12   2:13   2:14 
                                 2:15   2:16   2:17   3: 4   3: 5   3: 6   3: 7 
                                 3: 8   3: 9   3:10   3:11   3:12   3:13   3:14 
                                 3:15   3:16   3:17   4: 5   4: 6   4: 7   4: 8 
                                 4: 9   4:10   4:11   4:12   4:13   4:14   4:15 
                                 4:16   4:17   5: 6   5: 7   5: 8   5: 9   5:10 
                                 5:11   5:12   5:13   5:14   5:15   5:16   5:17 
                                 6: 7   6: 8   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 8   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:11   8:12   8:13   8:14   8:15 
                                 8:16   8:17   9:10   9:11   9:12   9:13   9:14 
                                 9:15   9:16   9:17  10:11  10:12  10:13  10:14 
                                10:15  10:16  10:17  11:12  11:13  11:14  11:15 
                                11:16  11:17  12:13  12:14  12:15  12:16  12:17 
                                13:14  13:15  13:16  13:17  14:15  14:16  14:17 
                                15:16  15:17  16:17 
 
  1  3          1657      0    1998    1998   1324   1155    605   1867   1980 
                                 1068   1973   2000   1962   1925   1442   1973 
                                  786   1729      0   1932   1967   1980   1317 
                                 1044   1839   1999   2000   1598   1983   2000 
                                 1402   2000   1667   1932   1967   1980   1317 
                                 1044   1839   1999   2000   1598   1983   2000 
                                 1402   2000   1667   1733   1594   1401   1817 
                                  191   1946   2000   1984   1961   1941   1798 
                                 1782   1304    975   1359   1745   1465   1927 
                                 2000   1793   1529   1733   1815    616   1362 
                                 1785   1923   1410   1994   2000   1484   1641 
                                 1834   1968   1316   1783    592   1076   1482 
                                 2000   1786   1726   1904    793   1877    557 
                                 1711   1969   1988   1610   1524   1999   1417 
                                 1992   1478   1767   2000   1943   1943   1649 
                                 1563   1418    829   2000   2000   2000   1491 
                                 1578   1718    705   2000   2000   2000   1980 
                                 2000   2000   1280   2000   1945   1991   1892 
                                 2000   1994   1989   1967   1916    769   1385 
                                 1956    498   1572 
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Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:11   1:12   1:13   1:14   1:15 
                                 1:16   1:17   2: 3   2: 4   2: 5   2: 6   2: 7 
                                 2: 8   2: 9   2:10   2:11   2:12   2:13   2:14 
                                 2:15   2:16   2:17   3: 4   3: 5   3: 6   3: 7 
                                 3: 8   3: 9   3:10   3:11   3:12   3:13   3:14 
                                 3:15   3:16   3:17   4: 5   4: 6   4: 7   4: 8 
                                 4: 9   4:10   4:11   4:12   4:13   4:14   4:15 
                                 4:16   4:17   5: 6   5: 7   5: 8   5: 9   5:10 
                                 5:11   5:12   5:13   5:14   5:15   5:16   5:17 
                                 6: 7   6: 8   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 8   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:11   8:12   8:13   8:14   8:15 
                                 8:16   8:17   9:10   9:11   9:12   9:13   9:14 
                                 9:15   9:16   9:17  10:11  10:12  10:13  10:14 
                                10:15  10:16  10:17  11:12  11:13  11:14  11:15 
                                11:16  11:17  12:13  12:14  12:15  12:16  12:17 
                                13:14  13:15  13:16  13:17  14:15  14:16  14:17 
                                15:16  15:17  16:17 
 
  1  3          1657      0      1998   1998   1324   1155    605   1867   1980 
                                 1068   1973   2000   1962   1925   1442   1973 
                                  786   1729      0   1932   1967   1980   1317 
                                 1044   1839   1999   2000   1598   1983   2000 
                                 1402   2000   1667   1932   1967   1980   1317 
                                 1044   1839   1999   2000   1598   1983   2000 
                                 1402   2000   1667   1733   1594   1401   1817 
                                  191   1946   2000   1984   1961   1941   1798 
                                 1782   1304    975   1359   1745   1465   1927 
                                 2000   1793   1529   1733   1815    616   1362 
                                 1785   1923   1410   1994   2000   1484   1641 
                                 1834   1968   1316   1783    592   1076   1482 
                                 2000   1786   1726   1904    793   1877    557 
                                 1711   1969   1988   1610   1524   1999   1417 
                                 1992   1478   1767   2000   1943   1943   1649 
                                 1563   1418    829   2000   2000   2000   1491 
                                 1578   1718    705   2000   2000   2000   1980 
                                 2000   2000   1280   2000   1945   1991   1892 
                                 2000   1994   1989   1967   1916    769   1385 
                                 1956    498   1572 
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12. Transformed divergence of classified randomly selected training samples; analyzed at 
species level using tasseled cap and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_tctxt_spec.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10  
    Taken 10 at a time 
 
       Class 
 
   1   rs_cgsc_tctxt                                            
   2   rs_mfbeo_tctxt                                           
   3   rs_mfba_tctxt                                            
   4   rs_mfbs_tctxt                                            
   5   rs_mff_tctxt                                             
   6   rs_mfgc_tctxt                                            
   7   rs_mfgh_tctxt                                            
   8   rs_mfgs_tctxt                                            
   9   rs_mfgt_tctxt                                            
  10   rs_mfgz_tctxt                                            
  11   rs_mfh_tctxt                                             
  12   rs_mfo_tctxt                                             
  13   rs_ow_tctxt                                              
  14   rs_ssb_tctxt                                             
  15   rs_ssl_tctxt                                             
  16   rs_ssm_tctxt                                             
  17   rs_sss_tctxt                                             
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  Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:11   1:12   1:13   1:14   1:15 
                                 1:16   1:17   2: 3   2: 4   2: 5   2: 6   2: 7 
                                 2: 8   2: 9   2:10   2:11   2:12   2:13   2:14 
                                 2:15   2:16   2:17   3: 4   3: 5   3: 6   3: 7 
                                 3: 8   3: 9   3:10   3:11   3:12   3:13   3:14 
                                 3:15   3:16   3:17   4: 5   4: 6   4: 7   4: 8 
                                 4: 9   4:10   4:11   4:12   4:13   4:14   4:15 
                                 4:16   4:17   5: 6   5: 7   5: 8   5: 9   5:10 
                                 5:11   5:12   5:13   5:14   5:15   5:16   5:17 
                                 6: 7   6: 8   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 8   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:11   8:12   8:13   8:14   8:15 
                                 8:16   8:17   9:10   9:11   9:12   9:13   9:14 
                                 9:15   9:16   9:17  10:11  10:12  10:13  10:14 
                                10:15  10:16  10:17  11:12  11:13  11:14  11:15 
                                11:16  11:17  12:13  12:14  12:15  12:16  12:17 
                                13:14  13:15  13:16  13:17  14:15  14:16  14:17 
                                15:16  15:17  16:17 
 
  1  2  3  4    1980      0      2000   2000   2000   1999   1684   2000   2000 
  5  6  7                        1965   2000   2000   2000   2000   1993   2000 
  8  9 10                        1987   1997      0   2000   2000   2000   2000 
                                 1936   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1936   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1999   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   1994   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1998 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1887   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1972   1997 
                                 2000   2000   1974 
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Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 1: 9   1:10   1:11   1:12   1:13   1:14   1:15 
                                 1:16   1:17   2: 3   2: 4   2: 5   2: 6   2: 7 
                                 2: 8   2: 9   2:10   2:11   2:12   2:13   2:14 
                                 2:15   2:16   2:17   3: 4   3: 5   3: 6   3: 7 
                                 3: 8   3: 9   3:10   3:11   3:12   3:13   3:14 
                                 3:15   3:16   3:17   4: 5   4: 6   4: 7   4: 8 
                                 4: 9   4:10   4:11   4:12   4:13   4:14   4:15 
                                 4:16   4:17   5: 6   5: 7   5: 8   5: 9   5:10 
                                 5:11   5:12   5:13   5:14   5:15   5:16   5:17 
                                 6: 7   6: 8   6: 9   6:10   6:11   6:12   6:13 
                                 6:14   6:15   6:16   6:17   7: 8   7: 9   7:10 
                                 7:11   7:12   7:13   7:14   7:15   7:16   7:17 
                                 8: 9   8:10   8:11   8:12   8:13   8:14   8:15 
                                 8:16   8:17   9:10   9:11   9:12   9:13   9:14 
                                 9:15   9:16   9:17  10:11  10:12  10:13  10:14 
                                10:15  10:16  10:17  11:12  11:13  11:14  11:15 
                                11:16  11:17  12:13  12:14  12:15  12:16  12:17 
                                13:14  13:15  13:16  13:17  14:15  14:16  14:17 
                                15:16  15:17  16:17 
 
  1  2  3  4    1980      0      2000   2000   2000   1999   1684   2000   2000 
  5  6  7                        1965   2000   2000   2000   2000   1993   2000 
  8  9 10                        1987   1997      0   2000   2000   2000   2000 
                                 1936   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1936   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 1999   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   1994   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1999   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   1998 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   1887   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   1972   1997 
                                 2000   2000   1974 
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13. Transformed divergence of classified randomly selected training samples; analyzed at 
structural level using reflectance layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_refltxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6  
    Taken 5 at a time 
 
       Class 
 
   1   rs_cgs_refltxt                                           
   2   rs_mfb_refltxt                                           
   3   rs_mff_refltxt                                           
   4   rs_mfg_refltxt                                           
   6   rs_mfo_refltxt                                           
   7   rs_ow_refltxt                                            
   8   rs_ss_refltxt                                            
 
 
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 6   1: 7   1: 8   2: 3 
                                 2: 4   2: 6   2: 7   2: 8   3: 4   3: 6   3: 7 
                                 3: 8   4: 6   4: 7   4: 8   6: 7   6: 8   7: 8 
  1  2  3  4    1827    747     1994   1987   1826   2000   2000   1932   1977 
  5                               747   2000   2000    922   1933   1999   1997 
                                 1761   2000   2000   1313   1980   2000   2000 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 6   1: 7   1: 8   2: 3 
                                 2: 4   2: 6   2: 7   2: 8   3: 4   3: 6   3: 7 
                                 3: 8   4: 6   4: 7   4: 8   6: 7   6: 8   7: 8 
  1  2  3  4    1827    747     1994   1987   1826   2000   2000   1932   1977 
  5                               747   2000   2000    922   1933   1999   1997 
                                 1761   2000   2000   1313   1980   2000   2000 
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14. Transformed divergence of classified randomly selected training samples; analyzed at 
structural level using reflectance and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_refltxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10 11 12 13  
    Taken 11 at a time 
 
       Class 
 
   1   rs_cgs_refltxt                                           
   2   rs_mfb_refltxt                                           
   3   rs_mff_refltxt                                           
   4   rs_mfg_refltxt                                           
   6   rs_mfo_refltxt                                           
   7   rs_ow_refltxt                                            
   8   rs_ss_refltxt                                            
 
 
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 6   1: 7   1: 8   2: 3 
                                 2: 4   2: 6   2: 7   2: 8   3: 4   3: 6   3: 7 
                                 3: 8   4: 6   4: 7   4: 8   6: 7   6: 8   7: 8 
  1  2  3  4    2000   1998     2000   2000   2000   2000   2000   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  8 10 12                        1998   2000   2000   2000   2000   2000   2000 
 13 
 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 6   1: 7   1: 8   2: 3 
                                 2: 4   2: 6   2: 7   2: 8   3: 4   3: 6   3: 7 
                                 3: 8   4: 6   4: 7   4: 8   6: 7   6: 8   7: 8 
  1  2  3  4    2000   1998     2000   2000   2000   2000   2000   2000   2000 
  5  6  7                        2000   2000   2000   2000   2000   2000   2000 
  8 10 12                        1998   2000   2000   2000   2000   2000   2000 
 13 
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15. Transformed divergence of classified randomly selected training samples; analyzed at 
structural level using tasseled cap layer only. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_tctxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3  
    Taken 3 at a time 
 
       Class 
 
   1   rs_cgs_tctxt                                             
   2   rs_mfb_tctxt                                             
   3   rs_mff_tctxt                                             
   4   rs_mfg_tctxt                                             
   5   rs_mfh_tctxt                                             
   6   rs_mfo_tctxt                                             
   7   rs_ow_tctxt                                              
   8   rs_ss_tctxt                                              
 
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3       1687    449      1906    961   1525   2000   1994   1938   1565 
                                 1884    449   2000   2000   1827    569   1467 
                                 2000   1993   1716   1565   2000   1984   1427 
                                  758   2000   2000   2000   1858   2000   1850 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  1  2  3       1687    449      1906    961   1525   2000   1994   1938   1565 
                                 1884    449   2000   2000   1827    569   1467 
                                 2000   1993   1716   1565   2000   1984   1427 
                                  758   2000   2000   2000   1858   2000   1850 
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16. Transformed divergence of classified randomly selected training samples; analyzed at 
structural level using tasseled cap and texture layers. 
 
Signature Separability Listing 
    File: //planetx/data/zprojects/recover/commanalysis/classsupervised/erdas/signature/rs_tctxt_struc.sig 
    Distance measure: Transformed Divergence 
    Using bands: 1 2 3 4 5 6 7 8 9 10 
    Taken 7 at a time 
 
       Class 
 
   1   rs_cgs_tctxt                                             
   2   rs_mfb_tctxt                                             
   3   rs_mff_tctxt                                             
   4   rs_mfg_tctxt                                             
   5   rs_mfh_tctxt                                             
   6   rs_mfo_tctxt                                             
   7   rs_ow_tctxt                                              
   8   rs_ss_tctxt                                              
 
                           Best Minimum Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  3  4  5    2000   2000     2000   2000   2000   2000   2000   2000   2000 
  7  9 10                        2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
 
 
                           Best Average Separability 
 
   Bands         AVE    MIN     Class Pairs: 
                                 1: 2   1: 3   1: 4   1: 5   1: 6   1: 7   1: 8 
                                 2: 3   2: 4   2: 5   2: 6   2: 7   2: 8   3: 4 
                                 3: 5   3: 6   3: 7   3: 8   4: 5   4: 6   4: 7 
                                 4: 8   5: 6   5: 7   5: 8   6: 7   6: 8   7: 8 
  2  3  4  5    2000   2000     2000   2000   2000   2000   2000   2000   2000 
  7  9 10                        2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
                                 2000   2000   2000   2000   2000   2000   2000 
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Confusion matrices for maximum likelihood classifier 
  
35 
 
Table 6 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at species level using reflectance 
layer only. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
 row 
total 
Comm 
Error 
Comm 
Error (%) 
CSGc 37 0 0 0 1 9 0 0 0 0 0 0 0 1 0 0 1 49 0.2 24.5 
MFBEo 0 25 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 27 0.1 7.4 
MFBa 0 0 22 0 0 0 7 0 0 2 0 0 0 5 4 3 5 48 0.5 54.2 
MFBs 1 0 1 9 0 1 0 0 4 0 0 0 0 0 0 0 0 16 0.4 43.8 
MFF 0 0 0 0 45 0 0 0 0 0 0 0 0 0 0 1 3 49 0.1 8.2 
MFGc 10 0 0 1 0 65 0 0 1 0 0 0 0 0 0 0 0 77 0.2 15.6 
MFGh 1 0 5 0 0 0 32 0 0 1 0 0 0 0 2 0 4 45 0.3 28.9 
MFGs 0 0 0 0 0 0 0 10 1 1 0 0 0 0 0 0 2 14 0.3 28.6 
MFGt 0 0 0 2 0 0 0 0 43 4 0 0 0 0 0 0 0 49 0.1 12.2 
MFGz 0 0 1 1 0 0 4 0 5 20 0 0 0 0 1 0 2 34 0.4 41.2 
MFH 0 2 1 0 6 0 3 0 1 2 14 0 0 2 0 0 4 35 0.6 60.0 
MFO 0 0 0 0 0 4 0 0 1 0 0 52 1 0 0 0 0 58 0.1 10.3 
OW 0 0 0 0 0 0 0 0 0 0 0 0 44 0 0 0 0 44 0.0 0.0 
SSB 0 0 0 0 0 0 0 0 0 0 0 0 0 44 0 0 0 44 0.0 0.0 
SSl 0 0 5 0 0 2 2 0 0 3 0 0 0 2 17 2 4 37 0.5 54.1 
SSm 0 0 1 0 0 0 2 0 0 0 0 0 0 7 0 18 2 30 0.4 40.0 
SSs 1 0 1 0 2 0 5 0 0 2 1 0 0 2 2 4 42 62 0.3 32.3 
col total 50 27 37 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
Om Error 0.3 0.1 0.4 0.3 0.2 0.2 0.4 0.0 0.2 0.4 0.1 0.0 0.0 0.3 0.3 0.4 0.4 
   
Om Error (%) 26.0 7.4 40.5 30.8 16.7 19.8 43.9 0.0 23.2 42.9 6.7 0.0 2.2 30.2 34.6 35.7 39.1 
   
Overall acc(%) 75.07 
                   
K+ 73.25 
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Table 7 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at species level using reflectance 
and texture layers. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
 row 
total 
Comm 
Error 
Comm 
Error 
(%) 
CSGc 37 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 38 0.0 2.6 
MFBEo 0 27 0 0 0 0 3 0 0 0 1 0 0 0 0 0 0 31 0.1 12.9 
MFBa 0 0 24 0 0 0 2 0 0 1 1 0 0 3 1 3 2 37 0.4 35.1 
MFBs 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0.0 0.0 
MFF 0 0 0 0 53 0 0 0 0 0 0 0 0 0 0 1 2 56 0.1 5.4 
MFGc 10 0 0 0 0 74 0 0 1 0 0 0 0 0 0 0 0 85 0.1 12.9 
MFGh 1 0 12 0 0 0 48 6 0 4 1 0 0 2 4 2 10 90 0.5 46.7 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 0 0 0 3 0 1 0 2 52 1 0 0 0 0 0 0 0 59 0.1 11.9 
MFGz 0 0 0 0 0 0 3 1 1 28 0 0 0 0 0 0 2 35 0.2 20.0 
MFH 0 0 0 0 1 0 0 0 1 1 12 0 0 1 0 0 0 16 0.3 25.0 
MFO 0 0 0 0 0 5 0 1 1 0 0 52 0 0 0 0 0 59 0.1 11.9 
OW 0 0 0 0 0 0 0 0 0 0 0 0 45 0 0 0 0 45 0.0 0.0 
SSB 0 0 0 0 0 0 0 0 0 0 0 0 0 56 0 1 0 57 0.0 1.8 
SSl 0 0 0 0 0 0 1 0 0 0 0 0 0 0 21 0 1 23 0.1 8.7 
SSm 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 20 0 22 0.1 9.1 
SSs 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 52 55 0.1 5.5 
col total 50 27 37 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
Om Error 0.3 0.0 0.4 0.2 0.0 0.1 0.2 1.0 0.1 0.2 0.2 0.0 0.0 0.1 0.2 0.3 0.2 
   
Om Error(%) 26.0 0.0 35.1 23.1 1.9 8.6 15.8 100.0 7.1 20.0 20.0 0.0 0.0 11.1 19.2 28.6 24.6 
   
Overall acc(%) 85.10 
                   
K+ 83.92 
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Table 3 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap 
layer only. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
 row 
total 
Comm 
Error 
Comm 
Error (%) 
CSGc 38 0 0 0 1 17 2 0 2 0 0 0 0 0 0 0 2 62 0.4 38.7 
MFBEo 0 26 0 0 0 0 2 0 0 0 2 0 0 0 0 0 0 30 0.1 13.3 
MFBa 0 0 16 0 0 0 8 0 0 2 1 0 0 1 8 1 4 41 0.6 61.0 
MFBs 0 0 0 8 0 1 0 0 13 1 0 0 0 0 0 0 0 23 0.7 65.2 
MFF 0 0 0 0 49 0 0 0 1 0 0 0 0 0 0 1 4 55 0.1 10.9 
MFGc 9 0 0 1 0 58 0 0 1 0 0 0 0 0 0 0 0 69 0.2 15.9 
MFGh 0 0 5 0 0 1 27 0 0 1 0 0 0 1 1 1 5 42 0.4 35.7 
MFGs 0 1 1 0 1 0 0 5 3 1 0 3 0 0 0 0 1 16 0.7 68.8 
MFGt 2 0 2 4 0 3 0 0 25 4 0 0 0 0 0 0 0 40 0.4 37.5 
MFGz 0 0 2 0 0 0 3 3 10 19 0 0 0 0 1 0 6 44 0.6 56.8 
MFH 0 0 1 0 1 0 3 0 0 2 10 0 0 1 3 0 2 23 0.6 56.5 
MFO 0 0 0 0 0 1 0 1 0 0 0 47 0 0 0 0 0 49 0.0 4.1 
OW 0 0 0 0 0 0 0 0 0 0 0 2 45 0 0 0 0 47 0.0 4.3 
SSB 0 0 1 0 0 0 0 0 0 0 0 0 0 32 0 1 1 35 0.1 8.6 
SSl 0 0 2 0 0 0 3 0 0 0 1 0 0 0 11 1 1 19 0.4 42.1 
SSm 0 0 4 0 0 0 3 1 0 1 0 0 0 27 1 20 5 62 0.7 67.7 
SSs 1 0 3 0 2 0 6 0 1 4 1 0 0 1 1 3 38 61 0.4 37.7 
col total 50 27 37 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
Om Error 0.2 0.0 0.6 0.4 0.1 0.3 0.5 0.5 0.6 0.5 0.3 0.1 0.0 0.5 0.6 0.3 0.4 
   
Om Error (%) 24.0 3.7 56.8 38.5 9.3 28.4 52.6 50.0 55.4 45.7 33.3 9.6 0.0 49.2 57.7 28.6 44.9 
   
Overall acc(%) 66.02 
                   
K+ 63.60 
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Table 4 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap 
and texture layers. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
 row 
total 
Comm 
Error 
Comm Error 
(%) 
CSGc 29 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 31 0.1 6.5 
MFBEo 0 27 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 29 0.1 6.9 
MFBa 0 0 23 0 0 0 2 0 1 0 0 0 0 4 0 2 6 38 0.4 39.5 
MFBs 0 0 0 10 0 0 0 0 1 0 0 0 0 0 0 0 0 11 0.1 9.1 
MFF 0 0 0 0 53 0 0 0 1 0 0 0 0 0 0 0 2 56 0.1 5.4 
MFGc 17 0 0 0 0 73 0 0 1 0 0 2 0 0 0 1 0 94 0.2 22.3 
MFGh 0 0 7 0 0 1 47 6 0 4 0 0 0 2 3 0 4 74 0.4 36.5 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 2 0 0 3 0 2 0 2 47 1 0 0 0 0 0 0 1 58 0.2 19.0 
MFGz 0 0 0 0 0 0 4 1 4 29 0 0 0 1 0 0 5 44 0.3 34.1 
MFH 0 0 1 0 1 0 0 0 0 1 14 0 0 2 0 0 1 20 0.3 30.0 
MFO 0 0 0 0 0 4 0 1 0 0 0 50 0 0 0 0 0 55 0.1 9.1 
OW 0 0 0 0 0 0 0 0 0 0 0 0 45 0 0 0 0 45 0.0 0.0 
SSB 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 2 0 52 0.0 3.8 
SSl 0 0 2 0 0 0 2 0 0 0 1 0 0 0 23 2 2 32 0.3 28.1 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19 0 19 0.0 0.0 
SSs 2 0 4 0 0 0 0 0 0 0 0 0 0 4 0 2 48 60 0.2 20.0 
col total 50 27 37 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
Om Error 0.4 0.0 0.4 0.2 0.0 0.1 0.2 1.0 0.2 0.2 0.1 0.0 0.0 0.2 0.1 0.3 0.3 
   
Om Error (%) 42.0 0.0 37.8 23.1 1.9 9.9 17.5 100.0 16.1 17.1 6.7 3.8 0.0 20.6 11.5 32.1 30.4 
   
Overall acc(%) 81.75 
                   
K+ 80.32 
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Table 5 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at structural level using 
reflectance layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 40 0 1 28 0 0 0 2 71 0.4 43.7 
MFB 0 27 0 13 0 0 0 4 44 0.4 38.6 
MFF 0 0 47 1 0 0 0 4 52 0.1 9.6 
MFG 7 20 0 145 0 0 0 6 178 0.2 18.5 
MFH 0 6 4 7 14 0 0 10 41 0.7 65.9 
MFO 0 0 0 8 0 52 1 0 61 0.1 14.8 
OW 0 0 0 0 0 0 44 0 44 0.0 0.0 
SS 3 24 2 37 1 0 0 160 227 0.3 29.5 
col total 50 77 54 239 15 52 45 186 718 
  
Om Error 0.2 0.6 0.1 0.4 0.1 0.0 0.0 0.1 
   
Om Error (%) 20.0 64.9 13.0 39.3 6.7 0.0 2.2 14.0 
   
Overall acc(%) 73.68 
          
K+ 67.32 
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Table 6 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at structural level using 
reflectance and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 43 4 0 38 0 0 0 1 86 0.5 50.0 
MFB 0 25 0 19 0 0 0 0 44 0.4 43.2 
MFF 1 0 49 3 0 0 0 4 57 0.1 14.0 
MFG 3 8 0 127 1 0 0 6 145 0.1 12.4 
MFH 0 8 1 5 9 0 0 11 34 0.7 73.5 
MFO 0 0 2 8 0 52 0 0 62 0.2 16.1 
OW 0 0 0 0 0 0 45 0 45 0.0 0.0 
SS 3 32 2 39 5 0 0 164 245 0.3 33.1 
col total 50 77 54 239 15 52 45 186 718 
  
Om Error 0.1 0.7 0.1 0.5 0.4 0.0 0.0 0.1 
   
Om Error (%) 14.0 67.5 9.3 46.9 40.0 0.0 0.0 11.8 
   
Overall acc(%) 71.59 
          
K+ 65.02 
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Table 7 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled 
cap layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 46 0 1 44 0 0 0 4 95 0.5 51.6 
MFB 0 25 0 12 0 0 0 6 43 0.4 41.9 
MFF 1 0 50 1 0 0 0 7 59 0.2 15.3 
MFG 2 19 0 142 0 0 0 12 175 0.2 18.9 
MFH 0 8 2 8 12 0 0 11 41 0.7 70.7 
MFO 0 0 0 8 0 50 0 0 58 0.1 13.8 
OW 0 0 0 0 0 2 45 0 47 0.0 4.3 
SS 1 25 1 24 3 0 0 146 200 0.3 27.0 
col total 50 77 54 239 15 52 45 186 718 
  
Om Error 0.1 0.7 0.1 0.4 0.2 0.0 0.0 0.2 
   
Om Error (%) 8.0 67.5 7.4 40.6 20.0 3.8 0.0 21.5 
   
Overall acc(%) 71.87 
          
K+ 65.43 
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Table 8 Maximum likelihood classification confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled 
cap and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 31 0 0 7 0 0 0 0 38 0.2 18.4 
MFB 0 34 0 16 0 0 0 4 54 0.4 37.0 
MFF 1 0 50 0 0 0 0 3 54 0.1 7.4 
MFG 13 19 0 198 1 0 0 20 251 0.2 21.1 
MFH 0 4 1 1 12 0 0 4 22 0.5 45.5 
MFO 0 0 0 7 0 52 0 0 59 0.1 11.9 
OW 0 0 0 0 0 0 45 0 45 0.0 0.0 
SS 5 20 3 10 2 0 0 155 195 0.2 20.5 
col total 50 77 54 239 15 52 45 186 718 
  
Om Error 0.4 0.6 0.1 0.2 0.2 0.0 0.0 0.2 
   
Om Error (%) 38.0 55.8 7.4 17.2 20.0 0.0 0.0 16.7 
   
Overall acc(%) 80.36 
          
K+ 74.99 
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Table 9 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at species level using reflectance 
layer only. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
row 
total 
Comm 
Error 
Comm 
Error (%) 
CSGc 47 0 0 1 3 13 2 0 7 0 0 1 1 15 0 3 4 97 0.5 51.5 
MFBEo 0 39 39 0 1 0 16 3 1 1 2 0 12 0 13 0 0 127 0.7 69.3 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBs 1 0 0 20 1 2 0 0 8 0 0 0 0 0 0 0 1 33 0.4 39.4 
MFF 4 0 0 1 46 1 1 0 0 0 0 3 3 0 0 1 2 62 0.3 25.8 
MFGc 19 0 0 3 10 62 0 0 8 0 0 15 2 0 0 0 0 119 0.5 47.9 
MFGh 10 4 4 0 5 1 40 2 1 2 1 1 6 36 37 14 11 175 0.8 77.1 
MFGs 0 0 0 0 9 1 8 17 3 1 3 2 9 0 16 2 10 81 0.8 79.0 
MFGt 11 0 0 4 3 0 3 1 57 5 0 0 1 1 3 0 7 96 0.4 40.6 
MFGz 0 0 0 0 1 0 2 0 4 4 0 0 0 0 2 0 9 22 0.8 81.8 
MFH 0 1 1 0 0 0 1 0 1 0 2 0 0 0 3 0 1 10 0.8 80.0 
MFO 2 0 0 0 6 16 1 2 1 0 0 70 1 0 0 0 0 99 0.3 29.3 
OW 1 5 5 1 10 4 5 5 0 0 0 8 50 0 1 2 2 99 0.5 49.5 
SSB 0 0 0 0 0 0 0 0 0 0 0 0 0 25 0 2 1 28 0.1 10.7 
SSl 0 1 1 0 0 0 3 1 0 0 0 0 1 2 12 0 3 24 0.5 50.0 
SSm 0 0 0 0 0 0 1 0 0 0 0 0 0 19 0 15 0 35 0.6 57.1 
SSs 4 0 0 0 4 0 16 2 8 2 1 0 0 2 8 1 49 97 0.5 49.5 
col total 99 50 50 30 99 100 99 33 99 15 9 100 86 100 95 40 100 1204 
  
Om Error 0.5 0.2 1.0 0.3 0.5 0.4 0.6 0.5 0.4 0.7 0.8 0.3 0.4 0.8 0.9 0.6 0.5 
   
Om Error (%) 52.5 22.0 100.0 33.3 53.5 38.0 59.6 48.5 42.4 73.3 77.8 30.0 41.9 75.0 87.4 62.5 51.0 
   
Overall acc(%) 46.10 
                   
K+ 42.12 
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Table 10 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at species level using 
reflectance and texture layers. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
 row 
total 
Comm 
Error 
Comm 
Error 
(%) 
CSGc 55 0 0 1 3 12 2 0 5 1 0 0 0 10 0 8 3 100 0.5 45.0 
MFBEo 0 46 46 0 0 0 20 2 0 0 2 0 7 0 1 0 0 124 0.6 62.9 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBs 2 0 0 22 0 0 0 0 2 0 0 0 0 0 0 0 0 26 0.2 15.4 
MFF 5 0 0 1 77 2 2 3 1 0 1 2 0 2 0 6 7 109 0.3 29.4 
MFGc 14 0 0 2 6 54 0 0 2 0 0 3 0 0 0 0 1 82 0.3 34.1 
MFGh 1 2 2 0 1 0 25 0 1 0 2 0 9 1 1 0 1 46 0.5 45.7 
MFGs 1 1 1 0 1 0 6 24 1 0 0 0 12 0 3 0 3 53 0.5 54.7 
MFGt 7 0 0 2 1 1 7 0 72 2 0 0 0 3 3 0 16 114 0.4 36.8 
MFGz 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 8 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 4 0 0 2 8 31 0 3 3 0 0 95 2 0 0 0 0 148 0.4 35.8 
OW 0 0 0 0 0 0 1 1 0 0 0 0 45 0 2 0 0 49 0.1 8.2 
SSB 2 0 0 0 0 0 1 0 0 0 0 0 0 70 0 2 1 76 0.1 7.9 
SSl 1 1 1 0 2 0 25 0 5 3 4 0 15 9 77 1 10 154 0.5 50.0 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 23 0 25 0.1 8.0 
SSs 7 0 0 0 0 0 11 0 7 1 0 0 0 3 8 0 58 95 0.4 38.9 
col total 99 50 50 30 99 100 100 33 99 15 9 100 90 100 95 40 100 1209 
  
Om Error 0.4 0.1 1.0 0.3 0.2 0.5 0.8 0.3 0.3 0.5 1.0 0.1 0.5 0.3 0.2 0.4 0.4 
   
Om Error (%) 44.4 8.0 100.0 26.7 22.2 46.0 75.0 27.3 27.3 46.7 100.0 5.0 50.0 30.0 18.9 42.5 42.0 
   
Overall acc(%) 62.12 
                   
K+ 59.17 
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Table 11 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled 
cap layer only. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
row 
total 
Comm 
Error 
Comm 
Error (%) 
CSGc 52 0 0 6 13 19 3 0 14 1 0 1 0 9 0 2 6 126 0.6 58.7 
MFBEo 0 34 34 0 1 0 14 1 0 1 2 0 9 0 5 0 0 101 0.7 66.3 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBs 5 0 0 17 2 2 1 0 19 0 0 0 0 0 0 0 0 46 0.6 63.0 
MFF 7 0 0 2 64 3 1 4 1 0 0 9 15 0 2 2 6 116 0.4 44.8 
MFGc 11 0 0 2 2 59 0 0 5 0 0 18 2 0 0 0 0 99 0.4 40.4 
MFGh 0 1 1 0 0 0 6 2 1 0 0 0 3 0 2 1 0 17 0.6 64.7 
MFGs 0 1 1 0 4 0 0 4 0 0 0 0 1 0 0 0 0 11 0.6 63.6 
MFGt 5 0 0 3 0 1 2 2 32 4 0 0 0 0 4 0 5 58 0.4 44.8 
MFGz 0 0 0 0 2 0 4 1 9 3 0 0 1 0 13 0 10 43 0.9 93.0 
MFH 0 7 7 0 2 0 11 5 1 0 6 0 3 1 18 0 4 65 0.9 90.8 
MFO 1 0 0 0 0 14 1 4 1 0 0 62 2 0 0 0 0 85 0.3 27.1 
OW 1 4 4 0 3 1 7 4 0 0 0 10 39 0 0 2 1 76 0.5 48.7 
SSB 4 0 0 0 0 1 8 1 0 0 0 0 0 73 5 6 4 102 0.3 28.4 
SSl 0 0 0 0 0 0 10 2 1 1 0 0 0 4 25 0 5 48 0.5 47.9 
SSm 10 2 2 0 6 0 9 0 0 1 0 0 8 10 2 26 0 76 0.7 65.8 
SSs 3 1 1 0 0 0 22 3 15 4 1 0 3 3 19 1 59 135 0.6 56.3 
col total 99 50 50 30 99 100 99 33 99 15 9 100 86 100 95 40 100 1204 
  
Om Error 0.5 0.3 1.0 0.4 0.4 0.4 0.9 0.9 0.7 0.8 0.3 0.4 0.5 0.3 0.7 0.4 0.4 
   
Om Error (%) 47.5 32.0 100.0 43.3 35.4 41.0 93.9 87.9 67.7 80.0 33.3 38.0 54.7 27.0 73.7 35.0 41.0 
   
Overall acc(%) 46.59 
                   
K+ 42.82 
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Table 12 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled 
cap and texture layers. 
ref data CSGc MFBEo MFBa MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs 
row 
total 
Comm 
Error 
Comm 
Error 
(%) 
CSGc 55 0 0 2 2 14 3 0 8 1 0 0 0 14 0 6 3 108 0.5 49.1 
MFBEo 0 46 46 0 0 0 22 3 0 0 0 0 8 0 1 0 0 126 0.6 63.5 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBs 2 0 0 22 0 0 0 0 4 0 0 0 0 0 0 0 0 28 0.2 21.4 
MFF 6 0 0 2 83 2 2 4 2 0 0 4 1 4 0 6 7 123 0.3 32.5 
MFGc 14 0 0 3 7 66 0 0 3 0 0 13 0 0 0 0 0 106 0.4 37.7 
MFGh 0 0 0 0 1 0 19 0 1 0 0 0 7 0 1 0 2 31 0.4 38.7 
MFGs 0 3 3 0 2 0 8 22 1 0 0 0 16 0 5 0 0 60 0.6 63.3 
MFGt 13 0 0 1 2 2 12 1 66 2 0 0 0 4 6 0 27 136 0.5 51.5 
MFGz 0 0 0 0 0 0 8 0 1 12 0 0 0 1 1 0 0 23 0.5 47.8 
MFH 0 0 0 0 0 0 0 0 1 0 9 0 1 0 2 0 1 14 0.4 35.7 
MFO 3 0 0 0 2 16 0 2 1 0 0 83 2 0 0 0 0 109 0.2 23.9 
OW 0 0 0 0 0 0 1 1 0 0 0 0 39 0 2 0 0 43 0.1 9.3 
SSB 2 0 0 0 0 0 2 0 0 0 0 0 0 68 0 1 1 74 0.1 8.1 
SSl 0 1 1 0 0 0 13 0 3 0 0 0 16 1 46 0 4 85 0.5 45.9 
SSm 0 0 0 0 0 0 1 0 0 0 0 0 0 4 1 27 0 33 0.2 18.2 
SSs 4 0 0 0 0 0 9 0 8 0 0 0 0 4 30 0 55 110 0.5 50.0 
col total 99 50 50 30 99 100 100 33 99 15 9 100 90 100 95 40 100 1209 
  
Om Error 0.4 0.1 1.0 0.3 0.2 0.3 0.8 0.3 0.3 0.2 0.0 0.2 0.6 0.3 0.5 0.3 0.5 
   
Om Error (%) 44.4 8.0 100.0 26.7 16.2 34.0 81.0 33.3 33.3 20.0 0.0 17.0 56.7 32.0 51.6 32.5 45.0 
   
Overall acc(%) 59.39 
                   
K+ 56.34 
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Table 13 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at structural level using 
reflectance layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 65 15 17 68 0 4 2 27 198 0.7 67.2 
MFB 5 40 0 46 0 0 4 18 113 0.6 64.6 
MFF 6 1 58 6 0 6 7 8 92 0.4 37.0 
MFG 4 12 3 78 0 3 3 18 121 0.4 35.5 
MFH 0 18 5 19 9 1 2 30 84 0.9 89.3 
MFO 5 2 3 43 0 75 2 1 131 0.4 42.7 
OW 1 14 11 15 0 11 64 8 124 0.5 48.4 
SS 13 78 2 71 0 0 2 227 393 0.4 42.2 
col total 99 180 99 346 9 100 86 337 1256 
  
Om Error 0.3 0.8 0.4 0.8 0.0 0.3 0.3 0.3 
   
Om Error (%) 34.3 77.8 41.4 77.5 0.0 25.0 25.6 32.6 
   
Overall acc(%) 49.04 
          
K+ 39.55 
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Table 14 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at structural level using 
reflectance and texture layers. 
      ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 61 12 3 63 0 0 0 7 146 0.6 58.2 
MFB 0 65 2 59 4 0 18 14 162 0.6 59.9 
MFF 5 2 81 16 0 2 0 12 118 0.3 31.4 
MFG 3 6 1 35 1 0 3 5 54 0.4 35.2 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 7 3 8 63 0 98 2 0 181 0.5 45.9 
OW 0 7 0 11 0 0 56 4 78 0.3 28.2 
SS 23 85 4 100 4 0 11 295 522 0.4 43.5 
col total 99 180 99 347 9 100 90 337 1261 
  
Om Error 0.4 0.6 0.2 0.9 1.0 0.0 0.4 0.1 
   
Om Error (%) 38.4 63.9 18.2 89.9 100.0 2.0 37.8 12.5 
   
Overall acc(%) 54.80 
          
K+ 45.34 
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Table 15 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at structural level using 
tasseled cap layer only. 
      ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 76 15 16 89 0 3 3 39 241 0.7 68.5 
MFB 1 43 0 52 1 0 1 8 106 0.6 59.4 
MFF 9 4 72 14 0 10 21 12 142 0.5 49.3 
MFG 3 6 1 37 0 3 1 10 61 0.4 39.3 
MFH 0 26 5 27 7 0 6 47 118 0.9 94.1 
MFO 3 2 0 39 0 74 2 0 120 0.4 38.3 
OW 1 8 5 14 0 10 50 5 93 0.5 46.2 
SS 6 76 0 74 1 0 2 216 375 0.4 42.4 
col total 99 180 99 346 9 100 86 337 1256 
  
Om Error 0.2 0.8 0.3 0.9 0.2 0.3 0.4 0.4 
   
Om Error (%) 23.2 76.1 27.3 89.3 22.2 26.0 41.9 35.9 
   
Overall acc(%) 45.78 
          
K+ 36.74 
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Table 16 Maximum likelihood classification confusion matrix of classified randomly selected training samples; analyzed at structural level using 
tasseled cap and texture layers. 
      ref data CSG MFB MFF MFG MFH MFO OW SS  row total Comm Error Comm Error (%) 
CSG 87 49 21 171 0 2 0 127 457 0.8 81.0 
MFB 0 51 0 57 0 0 17 12 137 0.6 62.8 
MFF 5 1 74 14 0 7 1 11 113 0.3 34.5 
MFG 1 6 1 7 0 0 3 3 21 0.7 66.7 
MFH 0 9 0 11 8 0 7 15 50 0.8 84.0 
MFO 4 2 2 42 0 88 2 0 140 0.4 37.1 
OW 0 6 1 11 0 3 54 3 78 0.3 30.8 
SS 2 56 0 34 1 0 6 166 265 0.4 37.4 
col total 99 180 99 347 9 100 90 337 1261 
  
Om Error 0.1 0.7 0.3 1.0 0.1 0.1 0.4 0.5 
   
Om Error (%) 12.1 71.7 25.3 98.0 11.1 12.0 40.0 50.7 
   
Overall acc(%) 42.43 
          
K+ 34.18 
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Confusion matrices and classification trees for recursive partitioning 
 
52 
 
Table 8 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at species level using reflectance layer only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 25 0 0 0 1 5 0 0 1 1 0 0 0 0 0 1 0 34 0.3 26.5 
MFBa 0 16 0 0 0 0 7 1 1 0 0 0 0 3 6 3 7 44 0.6 63.6 
MFBEo 0 0 26 0 0 0 0 0 0 0 5 0 0 0 1 0 0 32 0.2 18.8 
MFBs 0 0 0 6 0 0 0 2 1 0 0 0 0 0 0 0 0 9 0.3 33.3 
MFF 0 0 0 0 53 0 0 0 1 0 6 0 0 1 0 2 6 69 0.2 23.2 
MFGc 19 0 0 1 0 65 0 0 3 0 0 1 0 0 0 0 0 89 0.3 27.0 
MFGh 3 3 0 0 0 1 36 0 0 2 0 0 0 1 3 1 9 59 0.4 39.0 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 1 3 0 6 0 3 0 3 49 12 0 0 0 0 0 0 0 77 0.4 36.4 
MFGz 1 2 0 0 0 0 3 2 0 10 0 0 0 0 1 0 3 22 0.5 54.5 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 0 0 7 0 1 0 0 0 51 4 0 0 0 0 63 0.2 19.0 
OW 0 0 0 0 0 0 0 0 0 0 0 0 41 0 0 0 0 41 0.0 0.0 
SSB 0 2 0 0 0 0 1 0 0 0 0 0 0 55 0 9 2 69 0.2 20.3 
SSl 0 6 1 0 0 0 5 0 0 1 3 0 0 1 10 3 0 30 0.7 66.7 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 6 0 8 0.3 25.0 
SSs 1 5 0 0 0 0 5 1 0 9 1 0 0 0 5 3 42 72 0.4 41.7 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.5 0.6 0.0 0.5 0.0 0.2 0.4 1.0 0.1 0.7 1.0 0.0 0.1 0.1 0.6 0.8 0.4 
   
o.E(%) 50.0 56.8 3.7 53.8 1.9 19.8 36.8 100.0 12.5 71.4 100.0 1.9 8.9 12.7 61.5 78.6 39.1 
   
acc % 50.0 43.2 96.3 46.2 98.1 80.2 63.2 0.0 87.5 28.6 0.0 98.1 91.1 87.3 38.5 21.4 60.9 
   
oa(%) 68.38 
                   
K+ 65.79 
                   
 
53 
 
 
 Figure 34 Recursive partitioning cross validation result of species predicted from manual selection of reflective bands.
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Table 9 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at species level using reflectance and texture 
layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 20 0 0 0 1 5 0 0 0 0 0 0 0 0 0 1 0 27 0.3 25.9 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBEo 0 0 25 0 0 0 0 0 0 1 3 0 0 0 0 0 0 29 0.1 13.8 
MFBs 0 2 0 7 0 0 0 2 1 0 0 0 0 0 0 0 0 12 0.4 41.7 
MFF 0 0 0 0 53 0 0 0 1 0 6 0 0 1 0 2 6 69 0.2 23.2 
MFGc 19 0 0 1 0 65 0 0 3 0 0 1 0 0 0 0 0 89 0.3 27.0 
MFGh 1 10 2 0 0 0 49 3 0 11 2 0 0 1 8 0 3 90 0.5 45.6 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 1 0 0 5 0 3 0 0 48 1 0 0 0 0 0 0 0 58 0.2 17.2 
MFGz 0 5 0 0 0 0 7 4 1 20 1 0 0 0 1 1 1 41 0.5 51.2 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 0 0 7 0 1 0 0 0 51 4 0 0 0 0 63 0.2 19.0 
OW 0 0 0 0 0 0 0 0 0 0 0 0 41 0 0 0 0 41 0.0 0.0 
SSB 5 9 0 0 0 0 0 0 2 0 3 0 0 60 4 20 6 109 0.4 45.0 
SSl 0 2 0 0 0 0 0 0 0 2 0 0 0 0 8 0 0 12 0.3 33.3 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 4 9 0 0 0 1 1 0 0 0 0 0 0 1 5 4 53 78 0.3 32.1 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.6 1.0 0.1 0.5 0.0 0.2 0.1 1.0 0.1 0.4 1.0 0.0 0.1 0.0 0.7 1.0 0.2 
   
o.E(%) 60.0 100.0 7.4 46.2 1.9 19.8 14.0 100.0 14.3 42.9 100.0 1.9 8.9 4.8 69.2 100.0 23.2 
   
acc % 40.0 0.0 92.6 53.8 98.1 80.2 86.0 0 85.7 57.1 0.0 98.1 91.1 95.2 30.8 0.0 76.8 
   
oa(%) 69.64 
                   
K+ 67.03 
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Figure 35 Recursive partitioning cross validation result of species predicted from manual selection of reflective bands and texture. 
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Table 10 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap layer 
only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 26 1 0 0 3 0 5 0 3 2 0 0 0 1 0 4 1 46 0.4 43.5 
MFBa 0 16 0 0 0 0 3 1 0 2 0 0 0 5 6 8 3 44 0.6 63.6 
MFBEo 0 0 26 0 0 0 1 0 0 0 5 0 0 0 1 0 0 33 0.2 21.2 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 0 0 0 0 51 0 0 0 1 0 6 1 0 1 1 2 8 71 0.3 28.2 
MFGc 23 0 0 2 0 71 0 0 2 0 0 2 0 0 0 0 0 100 0.3 29.0 
MFGh 0 12 1 0 0 0 41 6 0 6 1 0 0 0 12 2 9 90 0.5 54.4 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 1 1 0 11 0 8 0 1 39 2 0 0 0 0 0 0 0 63 0.4 38.1 
MFGz 0 2 0 0 0 1 6 0 11 18 0 0 0 0 0 0 6 44 0.6 59.1 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 0 0 1 0 1 0 0 0 49 1 0 0 0 0 52 0.1 5.8 
OW 0 0 0 0 0 0 0 0 0 0 0 0 44 0 0 0 0 44 0.0 0.0 
SSB 0 0 0 0 0 0 0 1 0 0 0 0 0 54 0 9 8 72 0.3 25.0 
SSl 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 0 5 0 0 0 0 1 0 0 5 3 0 0 2 6 3 34 59 0.4 42.4 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.5 0.6 0.0 1.0 0.1 0.1 0.3 1.0 0.3 0.5 1.0 0.1 0.0 0.1 1.0 1.0 0.5 
   
o.E(%) 48.0 56.8 3.7 100.0 5.6 12.3 28.1 100.0 30.4 48.6 100.0 5.8 2.2 14.3 100.0 100.0 50.7 
   
acc % 52.0 43.2 96.3 0.0 94.4 87.7 71.9 0.0 69.6 51.4 0.0 94.2 97.8 85.7 0.0 0.0 49.3 
   
oa(%) 65.32 
                   
K+ 62.38 
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Figure 36 Recursive partitioning cross validation result of species predicted from manual selection of tasseled cap. 
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Table 11 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 26 1 0 0 3 0 5 0 3 2 0 0 0 1 0 4 1 46 0.4 43.5 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBEo 0 0 26 0 0 0 1 0 0 1 3 0 0 0 0 0 0 31 0.2 16.1 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 0 0 0 0 51 0 0 0 1 0 5 1 0 0 1 2 1 62 0.2 17.7 
MFGc 23 0 0 2 0 71 0 0 2 0 0 2 0 0 0 0 0 100 0.3 29.0 
MFGh 0 17 1 0 0 0 44 7 0 12 4 0 0 1 19 2 2 109 0.6 59.6 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 1 1 0 9 0 8 2 0 39 3 0 0 0 0 0 0 2 65 0.4 40.0 
MFGz 0 2 0 2 0 0 4 1 2 17 0 0 0 0 0 0 0 28 0.4 39.3 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 0 0 1 0 1 0 0 0 49 1 0 0 0 0 52 0.1 5.8 
OW 0 0 0 0 0 0 0 0 0 0 0 0 44 0 0 0 0 44 0.0 0.0 
SSB 0 0 0 0 0 0 0 1 0 0 0 0 0 54 0 9 8 72 0.3 25.0 
SSl 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 0 16 0 0 0 1 1 0 9 0 3 0 0 7 6 11 55 109 0.5 49.5 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.5 1.0 0.0 1.0 0.1 0.1 0.2 1.0 0.3 0.5 1.0 0.1 0.0 0.1 1.0 1.0 0.2 
   
o.E(%) 48.0 100.0 3.7 100.0 5.6 12.3 22.8 100.0 30.4 51.4 100.0 5.8 2.2 14.3 100.0 100.0 20.3 
   
acc % 52.0 0.0 96.3 0.0 94.4 87.7 77.2 0.0 69.6 48.6 0.0 94.2 97.8 85.7 0.0 0.0 79.7 
   
oa(%) 66.30 
                   
K+ 63.29 
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Figure 37 Recursive partitioning cross validation result of species predicted from manual selection of tasseled cap and texture. 
 
 
65 
 
Table 12 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at structural level using reflectance layer 
only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 22 0 1 5 0 0 0 1 29 0.24 24.1 
MFB 0 23 0 0 5 0 0 0 28 0.18 17.9 
MFF 0 0 53 1 6 0 0 9 69 0.23 23.2 
MFG 23 25 0 183 0 1 0 10 242 0.24 24.4 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 8 0 51 4 0 63 0.19 19.0 
OW 0 0 0 0 0 0 41 0 41 0.00 0.0 
SS 5 29 0 42 4 0 0 166 246 0.33 32.5 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 0.6 0.7 0.0 0.2 1.0 0.0 0.1 0.1 
   
o.E (%) 56.0 70.1 1.9 23.4 100.0 1.9 8.9 10.8 
   
oa(%) 75.07 
          
K+ 67.83 
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Figure 38 Recursive partitioning cross validation result of structure predicted from manual selection of reflective bands. 
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Table 13 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at structural level using reflectance and 
texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 15 0 0 5 0 0 0 0 20 0.25 25.0 
MFB 0 24 0 0 3 0 0 0 27 0.11 11.1 
MFF 0 0 53 1 5 0 0 3 62 0.15 14.5 
MFG 30 37 1 219 3 1 0 26 317 0.31 30.9 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 8 0 51 4 0 63 0.19 19.0 
OW 0 0 0 0 0 0 41 0 41 0.00 0.0 
SS 5 16 0 6 4 0 0 157 188 0.16 16.5 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 0.7 0.7 0.0 0.1 1.0 0.0 0.1 0.2 
   
o.E (%) 70.0 68.8 1.9 8.4 100.0 1.9 8.9 15.6 
   
oa(%) 77.99 
          
K+ 71.15 
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Figure 39 Recursive partitioning cross validation result of structure predicted from manual selection of reflective bands and texture. 
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Table 14 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled cap layer 
only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 19 0 0 6 0 0 0 2 27 0.30 29.6 
MFB 0 21 0 0 3 0 0 0 24 0.13 12.5 
MFF 1 1 54 1 6 0 0 7 70 0.23 22.9 
MFG 29 29 0 207 0 2 0 15 282 0.27 26.6 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 3 0 50 1 0 54 0.07 7.4 
OW 0 0 0 0 0 0 44 0 44 0.00 0.0 
SS 1 26 0 22 6 0 0 162 217 0.25 25.3 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 0.6 0.7 0.0 0.1 1.0 0.0 0.0 0.1 
   
o.E (%) 62.0 72.7 0.0 13.4 100.0 3.8 2.2 12.9 
   
oa(%) 77.58 
          
K+ 70.81 
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Figure 40 Recursive partitioning cross validation result of structure predicted from manual selection of tasseled cap. 
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Table 15 Recursive partitioning confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled cap and 
texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 19 0 0 6 0 0 0 2 27 0.30 29.6 
MFB 0 26 0 0 5 0 0 0 31 0.16 16.1 
MFF 1 1 54 1 6 0 0 7 70 0.23 22.9 
MFG 29 30 0 220 0 2 0 13 294 0.25 25.2 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 0 0 3 0 50 1 0 54 0.07 7.4 
OW 0 0 0 0 0 0 44 0 44 0.00 0.0 
SS 1 20 0 9 4 0 0 164 198 0.17 17.2 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 0.6 0.7 0.0 0.1 1.0 0.0 0.0 0.1 
   
o.E (%) 62.0 66.2 0.0 7.9 100.0 3.8 2.2 11.8 
   
oa(%) 80.36 
          
K+ 74.44 
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Figure 41 Recursive partitioning cross validation result of structure predicted from manual selection of tasseled cap and texture. 
 
 
77 
 
Table 16 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at species level using reflectance layer only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 41 2 0 5 10 13 0 0 26 1 0 3 0 11 0 1 2 115 0.6 64.3 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBEo 0 0 35 0 0 0 13 2 0 0 3 0 10 1 7 1 0 72 0.5 51.4 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 14 1 0 0 57 0 1 2 0 0 0 2 16 2 1 12 6 114 0.5 50.0 
MFGc 20 0 0 3 7 53 0 0 4 0 0 3 1 1 0 0 0 92 0.4 42.4 
MFGh 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 7 4 0 20 0 0 1 2 49 6 0 8 0 0 2 0 6 105 0.5 53.3 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 2 1 0 2 12 33 0 5 2 0 0 83 8 0 0 2 0 150 0.4 44.7 
OW 0 1 4 0 4 0 8 1 0 0 0 1 59 0 0 1 0 79 0.3 25.3 
SSB 5 15 0 0 5 1 14 0 4 0 1 0 6 75 4 22 1 153 0.5 51.0 
SSl 0 16 10 0 1 0 29 12 3 2 5 0 0 3 49 1 4 135 0.6 63.7 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 11 60 1 0 4 0 34 9 12 6 2 0 0 7 37 2 81 266 0.7 69.5 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.6 1.0 0.3 1.0 0.4 0.5 1.0 1.0 0.5 1.0 1.0 0.2 0.4 0.3 0.5 1.0 0.2 
   
o.E(%) 59.0 100.0 30.0 100.0 43.0 47.0 100.0 100.0 51.0 100.0 100.0 17.0 41.0 25.0 51.0 100.0 19.0 
   
acc % 41.0 0.0 70.0 0.0 57.0 53.0 0.0 0.0 49.0 0.0 0.0 83.0 59.0 75.0 49.0 0.0 81.0 
   
oa(%) 81.06 
                   
K+ 75.03 
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Figure 42 Recursive partitioning cross validation result of species predicted from random selection of reflective bands. 
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Table 17 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at species level using reflectance and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 41 2 0 5 10 13 0 0 26 1 0 3 0 11 0 1 2 115 0.6 64.3 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBEo 0 0 34 0 1 0 2 5 0 0 2 0 4 0 3 0 0 51 0.3 33.3 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 13 0 0 2 47 3 0 0 1 0 0 4 1 2 0 12 6 91 0.5 48.4 
MFGc 21 0 1 3 13 75 2 2 3 0 0 21 6 1 0 0 0 148 0.5 49.3 
MFGh 0 9 12 9 0 0 55 16 1 5 3 2 10 0 31 1 1 155 0.6 64.5 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 10 1 0 11 0 0 0 0 40 3 0 0 0 0 1 0 2 68 0.4 41.2 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 0 0 16 8 0 2 0 0 0 63 1 0 0 0 0 92 0.3 31.5 
OW 1 2 3 0 4 0 7 4 2 0 0 1 76 0 1 3 0 104 0.3 26.9 
SSB 5 25 0 0 5 1 12 0 8 0 3 0 2 79 14 23 2 179 0.6 55.9 
SSl 2 26 0 0 1 0 16 4 5 6 3 4 0 3 33 2 16 121 0.7 72.7 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 6 34 0 0 3 0 6 0 14 0 0 2 0 4 17 0 71 157 0.5 54.8 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.6 1.0 0.3 1.0 0.5 0.3 0.5 1.0 0.6 1.0 1.0 0.4 0.2 0.2 0.7 1.0 0.3 
   
o.E(%) 59.0 100.0 32.0 100.0 53.0 25.0 45.0 100.0 60.0 100.0 100.0 37.0 24.0 21.0 67.0 100.0 29.0 
   
acc % 41.0 0.0 68.0 0.0 47.0 75.0 55.0 0.0 40.0 0.0 0.0 63.0 76.0 79.0 33.0 0.0 71.0 
   
oa(%) 85.52 
                   
K+ 80.85 
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Figure 43 Recursive partitioning cross validation result of species predicted from random selection of reflective bands and texture. 
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Table 18 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled cap layer 
only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 72 4 0 3 16 29 3 0 28 2 0 2 2 8 0 2 11 182 0.6 60.4 
MFBa 0 60 1 0 0 0 19 6 6 1 1 0 0 6 40 5 29 174 0.7 65.5 
MFBEo 0 0 24 0 0 0 4 3 0 0 3 0 0 0 3 0 0 37 0.4 35.1 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 9 0 0 2 46 7 2 1 1 0 0 5 14 0 0 5 2 94 0.5 51.1 
MFGc 4 0 0 3 0 37 0 0 3 0 0 4 0 0 0 0 0 51 0.3 27.5 
MFGh 0 1 1 0 0 0 16 6 0 1 0 0 0 0 3 0 0 28 0.4 42.9 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 5 2 0 22 0 2 1 0 45 5 0 0 0 0 2 0 1 85 0.5 47.1 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 0 0 8 24 1 5 1 0 0 86 3 0 0 0 0 130 0.3 33.8 
OW 3 3 15 0 26 0 12 5 1 0 2 3 81 1 5 1 5 163 0.5 50.3 
SSB 3 9 0 0 3 1 11 2 2 2 0 0 0 84 1 27 9 154 0.5 45.5 
SSl 0 3 9 0 1 0 10 1 1 1 4 0 0 0 37 0 3 70 0.5 47.1 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 3 17 0 0 0 0 21 4 12 3 1 0 0 1 9 2 40 113 0.6 64.6 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.3 0.4 0.5 1.0 0.5 0.6 0.8 1.0 0.6 1.0 1.0 0.1 0.2 0.2 0.6 1.0 0.6 
   
o.E(%) 28.0 40.0 52.0 100.0 54.0 63.0 84.0 100.0 55.0 100.0 100.0 14.0 19.0 16.0 63.0 100.0 60.0 
   
acc % 72.0 60.0 48.0 0.0 46.0 37.0 16.0 0.0 45.0 0.0 0.0 86.0 81.0 84.0 37.0 0.0 40.0 
   
oa(%) 87.47 
                   
K+ 83.40 
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Figure 44 Recursive partitioning cross validation result of species predicted from random selection of tasseled cap. 
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Table 19 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled cap and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 52 3 0 2 2 18 0 0 20 0 0 0 0 0 0 0 10 107 0.5 51.4 
MFBa 1 49 0 0 0 0 16 1 7 1 0 0 0 2 23 6 24 130 0.6 62.3 
MFBEo 0 0 27 0 1 0 2 5 0 0 2 0 0 0 4 0 0 41 0.3 34.1 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 32 2 0 3 85 18 5 1 9 2 2 8 4 9 0 5 8 193 0.6 56.0 
MFGc 4 0 0 3 0 37 0 0 3 0 0 4 0 0 0 0 0 51 0.3 27.5 
MFGh 0 5 7 0 0 0 45 14 1 3 2 0 0 0 16 0 2 95 0.5 52.6 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 5 2 0 22 0 2 1 0 45 5 0 0 0 0 2 0 1 85 0.5 47.1 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 1 0 8 24 2 3 1 0 0 85 6 0 0 0 0 132 0.4 35.6 
OW 0 2 14 0 1 0 11 7 1 0 0 3 90 0 5 3 0 137 0.3 34.3 
SSB 3 9 0 0 3 1 11 2 2 2 0 0 0 84 1 27 9 154 0.5 45.5 
SSl 0 18 1 0 0 0 4 0 2 0 4 0 0 3 46 1 10 89 0.5 48.3 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 2 9 0 0 0 0 3 0 9 2 1 0 0 2 3 0 36 67 0.5 46.3 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.5 0.5 0.5 1.0 0.2 0.6 0.6 1.0 0.6 1.0 1.0 0.2 0.1 0.2 0.5 1.0 0.6 
   
o.E(%) 48.0 51.0 46.0 100.0 15.0 63.0 55.0 100.0 55.0 100.0 100.0 15.0 10.0 16.0 54.0 100.0 64.0 
   
acc % 52.0 49.0 54.0 0.0 85.0 37.0 45.0 0.0 45.0 0.0 0.0 85.0 90.0 84.0 46.0 0.0 36.0 
   
oa(%) 94.85 
                   
K+ 93.18 
                   
 
87 
 
88 
 
 
Figure 45 Recursive partitioning cross validation result of species predicted from random selection of tasseled cap and texture. 
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Table 20 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at structural level using reflectance layer 
only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 21 1 11 8 0 1 2 6 50 0.6 58.0 
MFB 0 24 0 15 3 0 0 5 47 0.5 48.9 
MFF 4 0 54 6 4 2 8 11 89 0.4 39.3 
MFG 57 54 15 185 0 8 1 49 369 0.5 49.9 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 3 1 10 39 0 88 8 2 151 0.4 41.7 
OW 1 21 6 15 0 1 81 6 131 0.4 38.2 
SS 14 79 4 80 4 0 0 263 444 0.4 40.8 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 0.8 0.9 0.5 0.5 1.0 0.1 0.2 0.2 
   
o.E (%) 79.0 86.7 46.0 46.8 100.0 12.0 19.0 23.1 
   
oa(%) 55.89 
          
K+ 46.40 
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Figure 46 Recursive partitioning cross validation result of structure predicted from random selection of reflective bands. 
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Table 21 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at structural level using reflectance and 
texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 21 1 9 7 0 1 0 6 45 0.5 53.3 
MFB 0 20 0 2 2 0 0 2 26 0.2 23.1 
MFF 4 0 47 5 1 5 0 11 73 0.4 35.6 
MFG 59 70 23 267 2 26 9 66 522 0.5 48.9 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 12 7 0 65 1 0 87 0.3 25.3 
OW 1 20 5 20 3 3 90 8 150 0.4 40.0 
SS 14 68 4 40 3 0 0 249 378 0.3 34.1 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 0.8 0.9 0.5 0.2 1.0 0.4 0.1 0.3 
   
o.E (%) 79.0 88.9 53.0 23.3 100.0 35.0 10.0 27.2 
   
oa(%) 59.25 
          
K+ 50.35 
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Figure 47 Recursive partitioning cross validation result of structure predicted from random selection of reflective bands and texture. 
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Table 22 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at structural level using tasseled cap layer 
only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 54 6 13 32 0 1 1 21 128 0.6 57.8 
MFB 0 53 0 19 3 0 0 29 104 0.5 49.0 
MFF 7 2 44 3 0 2 12 6 76 0.4 42.1 
MFG 32 44 4 183 1 8 2 21 295 0.4 38.0 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 8 31 0 86 3 0 130 0.3 33.8 
OW 1 19 26 12 4 3 79 9 153 0.5 48.4 
SS 5 55 5 68 3 0 3 256 395 0.4 35.2 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 0.5 0.7 0.6 0.5 1.0 0.1 0.2 0.3 
   
o.E (%) 46.0 70.6 56.0 47.4 100.0 14.0 21.0 25.1 
   
oa(%) 58.94 
          
K+ 50.74 
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Figure 48 Recursive partitioning cross validation result of structure predicted from random selection of tasseled cap. 
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Table 23 Recursive partitioning confusion matrix of classified randomly selected training samples; analyzed at structural level using tasseled cap and 
texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 54 6 13 32 0 1 1 21 128 0.6 57.8 
MFB 0 27 1 6 2 0 1 3 40 0.3 32.5 
MFF 7 2 61 0 2 3 4 6 85 0.3 28.2 
MFG 31 56 11 246 3 22 12 31 412 0.4 40.3 
MFH 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 0 1 3 6 0 71 0 0 81 0.1 12.3 
OW 1 12 6 11 0 3 82 7 122 0.3 32.8 
SS 7 76 5 47 4 0 0 274 413 0.3 33.7 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 0.5 0.9 0.4 0.3 1.0 0.3 0.2 0.2 
   
o.E (%) 46.0 85.0 39.0 29.3 100.0 29.0 18.0 19.9 
   
oa(%) 63.62 
          
K+ 55.86 
          
 
 
99 
 
100 
 
 
Figure 49 Recursive partitioning cross validation result of structure predicted from random selection of tasseled cap and texture. 
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Confusion matrices for linear discriminant analysis 
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Table 24 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at species level using reflectance layer 
only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 29 1 0 0 1 9 1 0 0 0 0 0 0 2 0 1 3 47 0.4 38.3 
MFBa 0 9 0 0 0 0 1 0 0 2 1 0 0 2 4 2 0 21 0.6 57.1 
MFBEo 0 0 24 0 0 0 0 0 0 0 5 0 0 0 0 0 0 29 0.2 17.2 
MFBs 0 1 0 5 0 3 0 1 1 0 0 0 0 0 0 0 0 11 0.5 54.5 
MFF 0 0 0 0 49 5 0 0 1 0 4 7 0 1 0 3 4 74 0.3 33.8 
MFGc 15 0 0 4 0 61 0 0 6 0 0 2 0 0 0 0 0 88 0.3 30.7 
MFGh 0 8 0 0 0 0 23 2 0 9 0 0 0 2 5 0 8 57 0.6 59.6 
MFGs 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 2 0.0 0.0 
MFGt 0 2 0 4 0 3 1 1 42 5 0 0 0 0 0 0 0 58 0.3 27.6 
MFGz 0 4 0 0 0 0 6 2 5 15 0 0 0 0 1 0 1 34 0.6 55.9 
MFH 0 0 1 0 0 0 4 0 0 0 2 0 0 0 6 0 0 13 0.8 84.6 
MFO 0 0 0 0 0 0 0 1 0 0 0 38 0 0 0 0 0 39 0.0 2.6 
OW 0 0 0 0 0 0 0 0 0 0 0 5 45 0 0 0 0 50 0.1 10.0 
SSB 2 7 0 0 0 0 5 0 0 0 1 0 0 48 3 17 7 90 0.5 46.7 
SSl 0 1 2 0 0 0 8 1 0 1 0 0 0 0 4 0 0 17 0.8 76.5 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 4 4 0 0 4 0 8 1 0 3 2 0 0 8 3 5 46 88 0.5 47.7 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.4 0.8 0.1 0.6 0.1 0.2 0.6 0.9 0.3 0.6 0.9 0.3 0.0 0.2 0.8 1.0 0.3 
   
o.E(%) 42.0 75.7 11.1 61.5 9.3 24.7 59.6 90.0 25.0 57.1 86.7 26.9 0.0 23.8 84.6 100.0 33.3 
   
acc % 58.0 24.3 88.9 38.5 90.7 75.3 40.4 10.0 75.0 42.9 13.3 73.1 100.0 76.2 15.4 0.0 66.7 
   
oa(%) 61.42 
                   
K+ 58.22 
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Table 25 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at species level using reflectance and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 34 0 0 0 1 9 2 0 2 0 0 0 0 2 0 0 2 52 0.3 34.6 
MFBa 0 15 0 0 0 0 5 0 0 5 0 0 0 1 5 2 0 33 0.5 54.5 
MFBEo 0 0 26 0 0 0 0 0 0 0 3 0 0 0 0 0 0 29 0.1 10.3 
MFBs 0 3 0 5 0 0 0 0 2 3 0 0 0 0 0 0 0 13 0.6 61.5 
MFF 0 0 0 0 51 3 0 0 1 0 1 6 0 0 0 3 4 69 0.3 26.1 
MFGc 14 0 0 3 0 66 0 0 4 0 0 2 0 0 0 0 0 89 0.3 25.8 
MFGh 0 1 0 0 0 0 25 1 0 6 0 0 0 0 3 0 1 37 0.3 32.4 
MFGs 0 0 0 0 0 0 1 5 0 2 0 0 0 0 0 0 0 8 0.0 0.0 
MFGt 0 2 0 5 0 3 0 2 44 4 0 0 0 0 0 0 0 60 0.3 26.7 
MFGz 0 0 0 0 0 0 6 0 3 10 0 0 0 0 0 0 1 20 0.5 50.0 
MFH 0 0 1 0 0 0 7 0 0 0 2 0 0 0 4 0 0 14 0.9 85.7 
MFO 0 0 0 0 0 0 0 1 0 0 0 42 0 0 0 0 0 43 0.0 2.3 
OW 0 0 0 0 0 0 0 0 0 0 0 2 45 0 0 0 0 47 0.0 4.3 
SSB 0 6 0 0 0 0 1 0 0 0 3 0 0 50 3 17 8 88 0.4 43.2 
SSl 0 2 0 0 0 0 5 1 0 0 4 0 0 0 8 0 0 20 0.6 60.0 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1.0 100.0 
SSs 2 8 0 0 2 0 5 0 0 5 2 0 0 9 3 6 53 95 0.4 44.2 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.3 0.6 0.0 0.6 0.1 0.2 0.6 0.5 0.2 0.7 0.9 0.2 0.0 0.2 0.7 1.0 0.2 
   
o.E(%) 32.0 59.5 3.7 61.5 5.6 18.5 56.1 50.0 21.4 71.4 86.7 19.2 0.0 20.6 69.2 100.0 23.2 
   
acc % 68.0 40.5 96.3 38.5 94.4 81.5 43.9 50.0 78.6 28.6 13.3 80.8 100.0 79.4 30.8 0.0 76.8 
   
oa(%) 66.99 
                   
K+ 64.28 
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Table 26 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap 
layer only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 32 0 0 0 1 6 8 0 2 2 0 0 0 0 0 0 5 56 0.4 42.9 
MFBa 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFBEo 0 0 24 0 0 0 0 0 0 0 5 0 0 0 0 0 0 29 0.2 17.2 
MFBs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFF 0 0 0 0 52 5 0 0 1 0 2 10 0 0 0 2 5 77 0.3 32.5 
MFGc 15 0 0 3 0 62 0 0 5 0 0 2 0 0 0 0 1 88 0.3 29.5 
MFGh 0 15 0 0 0 0 23 3 0 3 0 0 0 0 9 6 1 60 0.6 61.7 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 1 4 0 10 0 8 1 2 44 12 0 0 0 0 1 0 0 83 0.5 47.0 
MFGz 0 2 0 0 0 0 1 2 3 7 0 0 0 0 0 0 1 16 0.6 56.3 
MFH 0 0 3 0 0 0 5 0 0 0 0 0 0 0 8 0 0 16 1.0 100.0 
MFO 0 0 0 0 0 0 0 1 0 0 0 35 0 0 0 0 0 36 0.0 2.8 
OW 0 0 0 0 0 0 0 0 0 0 0 5 45 0 0 0 0 50 0.1 10.0 
SSB 1 4 0 0 0 0 2 0 0 1 0 0 0 54 2 12 3 79 0.3 31.6 
SSl 0 2 0 0 0 0 7 1 0 1 1 0 0 0 2 0 0 14 0.9 85.7 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 1 10 0 0 1 0 10 1 1 9 7 0 0 9 4 8 53 114 0.5 53.5 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.4 1.0 0.1 1.0 0.0 0.2 0.6 1.0 0.2 0.8 1.0 0.3 0.0 0.1 0.9 1.0 0.2 
   
o.E(%) 36.0 100.0 11.1 100.0 3.7 23.5 59.6 100.0 21.4 80.0 100.0 32.7 0.0 14.3 92.3 100.0 23.2 
   
acc % 64.0 0.0 88.9 0.0 96.3 76.5 40.4 0.0 78.6 20.0 0.0 67.3 100.0 85.7 7.7 0.0 76.8 
   
oa(%) 60.31 
                   
K+ 56.87 
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Table 27 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at species level using tasseled cap and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 33 0 0 1 1 7 6 0 2 2 0 0 0 1 0 1 4 58 0.4 43.1 
MFBa 0 5 0 0 0 0 7 0 0 4 0 0 0 0 6 1 0 23 0.8 78.3 
MFBEo 0 0 26 0 0 0 0 0 0 0 3 0 0 0 0 0 0 29 0.1 10.3 
MFBs 0 3 0 5 0 0 0 0 2 3 0 0 0 0 0 0 0 13 0.6 61.5 
MFF 0 0 0 0 52 4 0 0 1 0 0 11 0 0 0 4 5 77 0.3 32.5 
MFGc 14 0 0 1 0 65 0 0 3 0 0 1 0 0 0 0 0 84 0.2 22.6 
MFGh 0 3 0 0 0 0 19 1 0 2 1 0 0 0 1 0 0 27 0.3 29.6 
MFGs 0 0 0 0 0 0 1 5 0 2 0 0 0 0 0 0 0 8 0.0 0.0 
MFGt 1 2 0 6 0 5 1 2 47 8 0 0 0 0 1 0 3 76 0.4 38.2 
MFGz 0 0 0 0 0 0 4 0 0 3 0 0 0 0 0 0 0 7 0.6 57.1 
MFH 0 0 0 0 0 0 7 0 0 1 2 0 0 0 3 0 0 13 0.8 84.6 
MFO 0 0 0 0 0 0 0 1 0 0 0 38 0 0 0 0 0 39 0.0 2.6 
OW 0 0 0 0 0 0 0 0 0 0 0 2 45 0 0 0 0 47 0.0 4.3 
SSB 1 5 0 0 0 0 0 0 0 1 0 0 0 53 1 12 4 77 0.3 31.2 
SSl 0 3 1 0 0 0 5 1 0 0 3 0 0 0 11 0 1 25 0.6 56.0 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1.0 100.0 
SSs 1 16 0 0 1 0 7 0 1 9 6 0 0 8 3 10 52 114 0.5 54.4 
col total 50 37 27 13 54 81 57 10 56 35 15 52 45 63 26 28 69 718 
  
o.E 0.3 0.9 0.0 0.6 0.0 0.2 0.7 0.5 0.2 0.9 0.9 0.3 0.0 0.2 0.6 1.0 0.2 
   
o.E(%) 34.0 86.5 3.7 61.5 3.7 19.8 66.7 50.0 16.1 91.4 86.7 26.9 0.0 15.9 57.7 100.0 24.6 
   
acc % 66.0 13.5 96.3 38.5 96.3 80.2 33.3 50.0 83.9 8.6 13.3 73.1 100.0 84.1 42.3 0.0 75.4 
   
oa(%) 64.21 
                   
K+ 61.23 
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Table 28 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at structural level using reflectance 
layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 0 0 0 1 0 0 0 0 1 1.0 100.0 
MFB 0 27 0 10 6 0 0 2 45 0.4 40.0 
MFF 0 0 46 6 2 10 0 4 68 0.3 32.4 
MFG 38 31 1 195 0 1 0 20 286 0.3 31.8 
MFH 0 1 0 0 1 0 0 3 5 0.8 80.0 
MFO 0 0 0 1 0 36 0 0 37 0.0 2.7 
OW 0 0 0 0 0 5 45 0 50 0.1 10.0 
SS 12 18 7 26 6 0 0 157 226 0.3 30.5 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 1.0 0.6 0.1 0.2 0.9 0.3 0.0 0.2 
   
o.E (%) 100.0 64.9 14.8 18.4 93.3 30.8 0.0 15.6 
   
oa(%) 70.61 
          
K+ 61.52 
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Table 29 Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at structural level using reflectance 
and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 4 0 0 7 0 0 0 0 11 0.6 63.6 
MFB 0 27 0 12 4 0 0 1 44 0.4 38.6 
MFF 0 0 50 6 1 7 0 4 68 0.3 26.5 
MFG 40 26 2 191 0 1 0 13 273 0.3 30.0 
MFH 0 1 0 1 1 0 0 3 6 0.8 83.3 
MFO 0 0 0 1 0 41 0 0 42 0.0 2.4 
OW 0 0 0 0 0 3 45 0 48 0.1 6.3 
SS 6 23 2 21 9 0 0 165 226 0.3 27.0 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 0.9 0.6 0.1 0.2 0.9 0.2 0.0 0.1 
   
o.E (%) 92.0 64.9 7.4 20.1 93.3 21.2 0.0 11.3 
   
oa(%) 72.98 
          
K+ 64.84 
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Table 30  Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled cap 
layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFB 0 26 0 13 5 0 0 2 46 0.4 43.5 
MFF 0 0 44 6 2 14 0 4 70 0.4 37.1 
MFG 35 29 0 191 0 1 0 24 280 0.3 31.8 
MFH 0 1 0 0 0 0 0 3 4 1.0 100.0 
MFO 0 0 0 1 0 34 0 0 35 0.0 2.9 
OW 0 0 0 0 0 3 45 0 48 0.1 6.3 
SS 15 21 10 28 8 0 0 153 235 0.3 34.9 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 1.0 0.7 0.2 0.2 1.0 0.3 0.0 0.2 
   
o.E (%) 100.0 66.2 18.5 20.1 100.0 34.6 0.0 17.7 
   
oa(%) 68.66 
          
K+ 58.95 
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Table 31  Linear discriminant analysis confusion matrix of classified manually selected training samples; analyzed at structural level using tasseled cap 
and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 0 0 0 7 0 0 0 0 7 1.0 100.0 
MFB 0 26 0 11 5 0 0 1 43 0.4 39.5 
MFF 0 0 50 7 1 11 0 4 73 0.3 31.5 
MFG 46 25 0 193 0 1 0 11 276 0.3 30.1 
MFH 0 1 0 0 0 0 0 0 1 1.0 100.0 
MFO 0 0 0 1 0 38 0 0 39 0.0 2.6 
OW 0 0 0 0 0 2 45 0 47 0.0 4.3 
SS 4 25 4 20 9 0 0 170 232 0.3 26.7 
c.t 50 77 54 239 15 52 45 186 718 
  
o.E 1.0 0.7 0.1 0.2 1.0 0.3 0.0 0.1 
   
o.E (%) 100.0 66.2 7.4 19.2 100.0 26.9 0.0 8.6 
   
oa(%) 72.70 
          
K+ 64.34 
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Table 32 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at species level using reflectance 
layer only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 44 9 0 2 9 18 5 0 13 0 0 1 0 9 2 0 8 120 0.6 63.3 
MFBa 1 26 0 0 0 0 14 8 4 0 0 0 0 10 18 3 20 104 0.8 75.0 
MFBEo 0 1 35 0 1 0 15 5 0 1 6 0 2 0 9 0 0 75 0.5 53.3 
MFBs 1 0 0 9 0 2 0 0 2 0 0 0 0 0 0 0 0 14 0.4 35.7 
MFF 9 0 0 0 62 9 3 2 1 0 1 18 13 1 0 10 3 132 0.5 53.0 
MFGc 15 0 0 5 6 45 0 0 8 2 0 10 2 0 0 0 0 93 0.5 51.6 
MFGh 0 15 4 0 1 0 13 1 0 1 1 0 5 11 14 1 3 70 0.8 81.4 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 14 7 0 14 5 13 3 1 63 6 0 1 1 1 2 0 5 136 0.5 53.7 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1.0 100.0 
MFO 1 1 0 0 0 12 0 3 1 0 0 56 0 0 0 0 0 74 0.2 24.3 
OW 0 1 4 0 10 1 7 3 0 0 0 13 71 0 1 1 0 112 0.4 36.6 
SSB 7 11 3 0 0 0 7 0 0 0 0 0 1 57 3 25 3 117 0.5 51.3 
SSl 0 7 3 0 0 0 11 4 2 1 3 0 4 5 42 0 9 91 0.5 53.8 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 8 22 1 0 6 0 21 6 6 4 0 1 1 6 9 2 49 142 0.7 65.5 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.6 0.7 0.3 0.7 0.4 0.6 0.9 1.0 0.4 1.0 1.0 0.4 0.3 0.4 0.6 1.0 0.5 
   
o.E(%) 56.0 74.0 30.0 70.0 38.0 55.0 87.0 100.0 37.0 100.0 100.0 44.0 29.0 43.0 58.0 100.0 51.0 
   
acc % 44.0 26.0 70.0 30.0 62.0 45.0 13.0 0.0 63.0 0.0 0.0 56.0 71.0 57.0 42.0 0.0 49.0 
   
oa(%) 79.67 
                   
K+ 73.27 
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Table 33 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at species level using reflectance and 
texture layers 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 42 5 0 2 6 19 4 0 17 2 0 0 1 6 1 0 7 112 0.6 62.5 
MFBa 1 32 0 0 0 0 12 3 3 1 0 0 0 10 20 2 19 103 0.7 68.9 
MFBEo 0 0 38 0 1 0 7 5 0 0 2 0 8 0 2 0 0 63 0.4 39.7 
MFBs 0 1 0 8 1 1 2 0 4 1 0 0 0 0 1 0 0 19 0.6 57.9 
MFF 7 0 0 0 72 7 3 4 1 0 0 21 8 1 1 9 3 137 0.5 47.4 
MFGc 15 0 0 5 9 50 0 0 4 0 0 10 0 0 0 0 0 93 0.5 46.2 
MFGh 0 2 2 0 0 0 19 2 0 1 1 0 2 0 3 0 0 32 0.4 40.6 
MFGs 0 1 1 1 1 0 6 9 0 1 0 0 0 0 5 0 0 25 0.0 0.0 
MFGt 16 6 0 14 5 9 2 0 60 3 0 1 2 2 2 0 5 127 0.5 52.8 
MFGz 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1.0 100.0 
MFH 0 0 5 0 0 0 10 1 0 0 1 0 0 0 1 0 0 18 0.9 94.4 
MFO 1 1 0 0 0 14 0 0 1 0 0 63 3 0 0 0 0 83 0.2 24.1 
OW 0 1 2 0 0 0 7 2 0 0 0 4 68 0 1 0 0 85 0.2 20.0 
SSB 11 14 0 0 0 0 5 0 1 0 0 0 0 70 4 27 3 135 0.5 48.1 
SSl 0 12 2 0 0 0 10 3 2 2 6 0 8 4 49 0 7 105 0.5 53.3 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 7 25 0 0 5 0 13 3 7 4 1 1 0 7 10 4 56 143 0.6 60.8 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.6 0.7 0.2 0.7 0.3 0.5 0.8 0.7 0.4 1.0 0.9 0.4 0.3 0.3 0.5 1.0 0.4 
   
o.E(%) 58.0 68.0 24.0 73.3 28.0 50.0 81.0 72.7 40.0 100.0 90.9 37.0 32.0 30.0 51.0 100.0 44.0 
   
acc % 42.0 32.0 76.0 26.7 72.0 50.0 19.0 27.3 60.0 0.0 9.1 63.0 68.0 70.0 49.0 0.0 56.0 
   
oa(%) 88.72 
                   
K+ 85.29 
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Table 34 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled cap 
layer only. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 50 5 0 2 10 31 6 0 12 0 0 0 0 10 0 1 10 137 0.6 63.5 
MFBa 2 40 1 0 0 0 21 5 0 1 0 0 0 2 18 0 13 103 0.6 61.2 
MFBEo 0 1 37 0 0 0 15 5 0 1 5 0 2 0 13 0 0 79 0.5 53.2 
MFBs 2 0 0 7 0 2 0 0 4 0 0 0 0 0 0 0 0 15 0.5 53.3 
MFF 10 0 0 2 67 11 3 4 1 0 0 18 14 0 0 8 7 145 0.5 53.8 
MFGc 12 0 0 1 4 40 0 0 6 0 0 9 2 0 0 0 0 74 0.5 45.9 
MFGh 0 13 3 0 2 0 12 2 1 0 0 0 5 20 15 3 1 77 0.8 84.4 
MFGs 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFGt 18 5 0 18 4 4 2 0 61 8 0 2 0 0 4 0 9 135 0.5 54.8 
MFGz 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFH 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
MFO 1 1 0 0 1 12 0 3 1 0 0 58 0 0 0 0 0 77 0.2 24.7 
OW 0 1 5 0 9 0 8 3 0 0 0 13 73 0 1 2 0 115 0.4 36.5 
SSB 5 6 2 0 1 0 6 0 0 1 0 0 2 65 1 26 3 118 0.4 44.9 
SSl 0 11 2 0 1 0 18 3 1 2 5 0 1 0 41 0 13 98 0.6 58.2 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 0 17 0 0 1 0 9 8 13 2 1 0 1 3 7 2 44 108 0.6 59.3 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.5 0.6 0.3 0.8 0.3 0.6 0.9 1.0 0.4 1.0 1.0 0.4 0.3 0.4 0.6 1.0 0.6 
   
o.E(%) 50.0 60.0 26.0 76.7 33.0 60.0 88.0 100.0 39.0 100.0 100.0 42.0 27.0 35.0 59.0 100.0 56.0 
   
acc % 50.0 40.0 74.0 23.3 67.0 40.0 12.0 0.0 61.0 0.0 0.0 58.0 73.0 65.0 41.0 0.0 44.0 
   
oa(%) 82.87 
                   
K+ 77.50 
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Table 35 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at species level using tasseled cap and 
texture layers. 
ref data CSGc MFBa MFBEo MFBs MFF MFGc MFGh MFGs MFGt MFGz MFH MFO OW SSB SSl SSm SSs  r.t c.E c.E (%) 
CSGc 48 3 0 1 9 29 2 0 18 0 0 0 2 7 1 1 6 127 0.6 62.2 
MFBa 1 49 0 0 1 0 22 2 0 2 0 0 1 8 26 1 9 122 0.6 59.8 
MFBEo 0 0 39 0 1 0 7 5 0 0 2 0 8 0 2 0 0 64 0.4 39.1 
MFBs 0 2 0 8 1 1 2 0 5 1 0 0 0 0 1 0 0 21 0.6 61.9 
MFF 6 0 0 2 77 9 1 3 0 0 0 26 7 1 1 9 7 149 0.5 48.3 
MFGc 17 0 0 2 4 45 0 0 5 0 0 8 0 0 0 0 0 81 0.4 44.4 
MFGh 0 1 1 0 1 0 20 2 0 1 1 0 3 0 2 0 1 33 0.4 39.4 
MFGs 0 0 1 1 2 0 7 9 0 1 0 0 0 0 5 0 0 26 0.0 0.0 
MFGt 19 3 0 16 2 2 1 1 56 5 0 1 0 1 2 0 11 120 0.5 53.3 
MFGz 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1.0 100.0 
MFH 0 0 5 0 0 0 9 1 0 0 2 0 0 0 1 0 0 18 0.9 88.9 
MFO 2 1 0 0 0 14 0 0 1 0 0 62 3 0 0 0 0 83 0.3 25.3 
OW 0 1 2 0 0 0 7 3 0 0 0 3 67 0 1 0 0 84 0.2 20.2 
SSB 6 9 0 0 0 0 5 0 0 1 0 0 0 76 2 30 4 133 0.4 42.9 
SSl 0 15 2 0 1 0 11 3 2 2 5 0 7 5 47 0 9 109 0.6 56.9 
SSm 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0 0.0 
SSs 1 16 0 0 1 0 6 3 13 2 1 0 2 2 9 1 53 110 0.5 51.8 
col total 100 100 50 30 100 100 100 33 100 15 11 100 100 100 100 42 100 718 
  
o.E 0.5 0.5 0.2 0.7 0.2 0.6 0.8 0.7 0.4 1.0 0.8 0.4 0.3 0.2 0.5 1.0 0.5 
   
o.E(%) 52.0 51.0 22.0 73.3 23.0 55.0 80.0 72.7 44.0 100.0 81.8 38.0 33.0 24.0 53.0 100.0 47.0 
   
acc % 48.0 49.0 78.0 26.7 77.0 45.0 20.0 27.3 56.0 0.0 18.2 62.0 67.0 76.0 47.0 0.0 53.0 
   
oa(%) 91.64 
                   
K+ 89.11 
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Table 36 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at structural level using reflectance 
layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 4 0 0 4 0 0 0 0 8 0.5 50.0 
MFB 0 16 1 20 2 0 0 12 51 0.7 68.6 
MFF 1 0 24 11 0 13 10 5 64 0.6 62.5 
MFG 76 63 47 201 1 11 5 87 491 0.6 59.1 
MFH 0 18 0 4 2 0 1 2 27 0.9 92.6 
MFO 1 1 0 15 0 55 0 0 72 0.2 23.6 
OW 1 6 5 12 0 19 67 2 112 0.4 40.2 
SS 17 76 23 81 6 2 17 234 456 0.5 48.7 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 1.0 0.9 0.8 0.4 0.8 0.5 0.3 0.3 
   
o.E (%) 96.0 91.1 76.0 42.2 81.8 45.0 33.0 31.6 
   
oa(%) 47.07 
          
K+ 34.82 
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Table 37 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at structural level using reflectance 
and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 4 2 0 12 0 1 0 0 19 0.8 78.9 
MFB 0 23 1 27 2 0 1 4 58 0.6 60.3 
MFF 3 1 45 17 0 17 6 7 96 0.5 53.1 
MFG 72 53 37 197 1 10 8 53 431 0.5 54.3 
MFH 0 9 0 6 1 0 0 2 18 0.9 94.4 
MFO 1 1 1 13 0 64 3 0 83 0.2 22.9 
OW 1 16 0 16 0 7 72 1 113 0.4 36.3 
SS 19 75 16 60 7 1 10 275 463 0.4 40.6 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 1.0 0.9 0.6 0.4 0.9 0.4 0.3 0.2 
   
o.E (%) 96.0 87.2 55.0 43.4 90.9 36.0 28.0 19.6 
   
oa(%) 53.16 
          
K+ 42.55 
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Table 38 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at structural level using tasseled cap 
layer only. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 0 2 0 5 0 0 0 0 7 1.0 100.0 
MFB 0 10 0 28 1 0 0 10 49 0.8 79.6 
MFF 2 0 24 16 0 19 8 5 74 0.7 67.6 
MFG 90 59 47 202 1 12 3 95 509 0.6 60.3 
MFH 0 15 0 0 2 0 0 1 18 0.9 88.9 
MFO 1 1 0 14 0 55 0 0 71 0.2 22.5 
OW 0 5 8 11 0 14 67 3 108 0.4 38.0 
SS 7 88 21 72 7 0 22 228 445 0.5 48.8 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 1.0 0.9 0.8 0.4 0.8 0.5 0.3 0.3 
   
o.E (%) 100.0 94.4 76.0 42.0 81.8 45.0 33.0 33.3 
   
oa(%) 45.90 
          
K+ 33.36 
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Table 39 Linear discriminant analysis confusion matrix of classified randomly selected training samples; analyzed at structural level using tasseled cap 
and texture layers. 
ref data CSG MFB MFF MFG MFH MFO OW SS r.t c.E c.E (%) 
CSG 0 2 0 9 0 0 0 0 11 1.0 100.0 
MFB 0 22 1 29 2 0 0 6 60 0.6 63.3 
MFF 2 0 44 16 0 20 3 6 91 0.5 51.6 
MFG 84 43 36 192 0 9 5 55 424 0.5 54.7 
MFH 0 9 0 6 1 0 0 0 16 0.9 93.8 
MFO 2 1 1 14 0 65 3 0 86 0.2 24.4 
OW 0 16 0 16 0 6 72 1 111 0.4 35.1 
SS 12 87 18 66 8 0 17 274 482 0.4 43.2 
c.t 100 180 100 348 11 100 100 342 1281 
  
o.E 1.0 0.9 0.6 0.4 0.9 0.4 0.3 0.2 
   
o.E (%) 100.0 87.8 56.0 44.8 90.9 35.0 28.0 19.9 
   
oa(%) 52.30 
          
K+ 41.32 
          
 
 
 
