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Abstract
The information entropy of the harmonic oscillator potential V (x) = fgaee03@cc1.kuleuven.ac.be y E-mail addresses: ryanez@ugr.es, dehesa@ugr.es analytically study the information entropies of the harmonic oscillator for very excited states (i.e. for large n) in both position and momentum spaces, to be denoted by S and S respectively. Brie y, it is shown that, for large values of n, S + 1 2 log ' log( p 2n=e) + o(1) and S ? 1 2 log ' log( p 2n=e) + o(1), so that S + S ' log(2 2 n=e 2 ) + o (1) in agreement with the generalized indetermination relation of Byalinicki-Birula and Mycielski. Finally, the rate of convergence of these two information entropies is numerically analyzed.
I. INTRODUCTION
According to the density function theory initiated by Hohenberg and Kohn 1{4] a many fermion system can be completely characterized by the single-particle distribution density, which is to be denoted by (r) in position space and (p) in momentumspace. A fundamental quantity, closely related to the thermodynamical entropy 5], which measures the spread or extent of the single particle density, is the Boltzman-Shannon information entropy 4{9].
The analytical determination of this quantity cannot be rigorously done for a general many-particle system. More striking is that, up to now, the information entropies of systems so simple as the harmonic oscillator and hydrogen atom have not been analytically calculated for arbitrary quantum-mechanical states as recently discussed 10]. This statement holds even in the one dimensional case, where the information entropy 11,12] is de ned as
in position space, and S = ? Z (p) log (p)dp; (2) in momentum space. For the one-dimensional harmonic oscillator (1D-HO), where the potential energy is V (x) = 
So, the determination of the information entropies of the 1D-HO reduces to the calculation of the entropy integral S n (H), which is a mathematical open problem. In general, the problem of the analytical evaluation of the entropy integrals Z p
where p n (x) are orthonormal polynomials with respect to a measure , has only recently been attacked 10, 14] . The sign-reversed integrals (7) are called as entropies of the orthonormal polynomials p n (x). The values of these entropies are known only in the case of Chebyshev polynomials of the rst kind, T n (x) = n 2 lim !0 C n (x), and Chebyshev polynomials of the second kind, U n (x) = C 1 n (x), in an exact form and Gegenbauer polynomials C n (x) in an approximate way 10]. Asymptotically (n ! 1) the situation is better known for both cases of nite 14] and in nite 15, 16] intervals of orthogonality.
Here we will calculate explicitly the information entropies of the 1D-HO in Rydberg states (i.e. states with a large quantum number n). This requires the knowledge of the asymptotical value of the entropy S n (H) of the Hermite polynomials. To solve this problem and to enlarge the extent of the present work, we will consider the class of polynomials orthogonal with respect to Freud weights; the Hermite polynomials belong to this class.
The structure of this paper is the following. Firstly, in Section II, some necessary mathematical preliminaries about Freud polynomials are described. Then, in Section III, the leading term of the asymptotic behavior of the entropy of Freud polynomials, hence also Hermite polynomials, is found and some improved formulas will be pointed out. Later, in Section IV, the information entropies of the 1D-HO in arbitrary Rydberg states are analytically given and numerically discussed in both position and momentum spaces, S and S , as well as its sum S +S . Brie y, our results specify quantitatively and put on rm theoretical grounds previous numerical results 7]. Finally, some concluding remarks are given.
II. MATHEMATICAL PRELIMINARIES ON FREUD POLYNOMIALS
Here we put together the mathematical elements which are necessary to investigate the asymptotical behavior of the entropy of Hermite polynomials and polynomials orthonormal with respect to Freud and generalized Freud weights.
Let w(x) be a Freud weight, i.e.,
w(x) = exp(?jxj m ); x 2 R; m > 0; (8) and let p n (x) (n = 0; 1; 2; : : :) be the orthonormal polynomials with respect to this weight Z 1 ?1 p n (x)p l (x)w(x) dx = l;n ; l; n 0:
The special example m = 2 gives the Hermite polynomials H n (x), and in fact the orthonormal polynomials p n (x) Ĥ n (x) are for this case
These polynomials satisfy a recurrence relation of the form xp n (x) = A n+1 p n+1 (x) + A n p n?1 (x); (10) with A n > 0. Freud 17] 
which will turn out to be useful later. 
where Q(x) is even and continuous on R, where Q 00 (x) exists on (0; 1) and Q 000 (x) exists for x large enough, with Q 0 (x) > 0; x 2 (0; 1); for some > 0 and c n = a n 2 4 1 + s log n n ! 2=3 3 5 with s xed but large enough and a n the Mhaskar-Rakhmanov-Sa number, i.e., the positive root of n = 2 Z 1 0 a n tQ 0 (a n t) dt
Here we have with n (?x) = n ? n (x).
Let n be the leading coe cient of the orthonormal polynomial p n (x). The asymptotic behaviour of this coe cient is given by Lubinsky and Sa 26, Theorem 3.5 on page 22] for weights w(x) = exp(?2Q(x)) with Q(x) satisfying the conditions stated higher. They obtained lim n!1 n (a n =2) n+1=2 exp ? 1 
III. ASYMPTOTICS OF THE ENTROPY OF FREUD POLYNOMIALS
Here our aim is to obtain an asymptotic expression of the entropy S n (F) of the polynomials orthonormal with respect to the Freud weight (8) n (x)w(x) log w(x) dx (17) with w(x) = e ?jxj m will be investigated. In doing so, we operate similarly as in the study of the asymptotic behavior of the analogous integrals for general orthogonal polynomials on nite intervals recently found 14].
(1) We can nd an exact formula for T n . The weight function w(x) is even which implies that p 2 n (x) is also even. This gives T n = ?2 (18) where n > 1 will be chosen later. Similar operations beginning with some formulas described in Section II may possibly allow us to study the asymptotical behavior of the entropy integrals of the polynomials orthonormal with respect to the generalized Freud weights (14) .
Finally, a more extensive and high-brow use of the strong asymptotics of orthogonal polynomials have allowed us to obtain 15, 16] 
what establishes on rm and quantitative grounds the increasing behavior with the quantum number n numerically observed by Gadre et al 7] in computing the ve lowest-lying excited states of the 1D-HO. On the other hand, (i) the logarithmic n-behavior of the entropy sum might be expected since exp(S + S ) is bounded by the uncertainty product x p, which is equal to n + 1 2 as it follows from the virial theorem 31], (ii) the entropy sum agrees with the generalized indetermination relation of Byalinicki-Birula and Mycielski 32] S + S log(e ) being this relation exhausted in the ground state (n = 0), according to Eq. (3).
Let us rst prove the main results (22) and (23) and then we analyze the rate of convergence of the two complementary information entropies. To nd the expresion (22) we begin with Eq. (5a) which gives the position-space information entropy S in terms of the entropy of the orthogonal Hermite polynomials S n (H) and then we use the asymptotic estimate (21) for S n (H). With the notation H n (x) = k nĤn (x), whereĤ n (x) denotes the orthonormal Hermite polynomials, so that Z +1
?1 e ?x 2 H n (x)dx = p 2 n n! k n it is straigthforward from the de nition (6) (21) one easily obtains the result (23) .
Finally, in Figure 1 we give the numerical values of the shifted information entropy S + 1 2 log according to Eq. (5a) and, in Figure 2 , we examine the rate of convergence of this entropy. The latter is done by comparison of the previously calculated numerical values and the asymptotical estimate given by Eq. (22) . We observe that (i) the ratio is bigger than 0.91 already for n = 40 and (ii) the convergence is low as illustrated by the fact that for n = 500 the ratio is 0.974. Analogous results can be obtained for the shifted information entropy in momentum space S ? 1 2 log and for the entropy sum S + S in a straightforward manner since their corresponding expressions are very similar. .
The numerical values of the shifted information entropy S + 1 2 log and its asymptotic estimate are given by Eqs. (5a) and (22), respectively.
