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Abstract
We compute various correlation functions at the planar level in a simple supersymmetric matrix
model, whose scalar potential is in shape of a double-well. The model has infinitely degener-
ate vacua parametrized by filling fractions ν± representing the numbers of matrix eigenvalues
around the two minima of the double-well. The computation is done for general filling fractions
corresponding to general two-cut solutions for the eigenvalue distribution. The model is mapped
to the O(n) model on a random surface with n = −2, and some sector of the model is described
by two-dimensional quantum gravity with c = −2 matter or (2,1) minimal string theory. For the
other sector in which such description is not possible, we find new critical behavior of powers of
logarithm for correlation functions. We regard the matrix model as a supersymmetric analog of
the Penner model, and discuss correspondence of the matrix model to two-dimensional type IIA
superstring theory from the viewpoint of symmetry and spectrum. In particular, single-trace
operators in the matrix model are naturally interpreted as vertex operators in the type IIA
theory. Also, the result of the correlation functions implies that the corresponding type IIA
theory has a nontrivial Ramond-Ramond background.
1 Introduction
Matrix models given by dimensional reduction of supersymmetric Yang-Mills theories have
been attractive frameworks capturing nonperturbative aspects of superstring/M theory,
which are based on conjectures [1, 2, 3] and on AdS/CFT correspondence [4, 5]. Although
such matrix models have been vigorously investigated since these proposals, it is still hard
to unveil nonperturbative string vacua and understand their essential properties.
In this situation, we consider a simple supersymmetric matrix model discussed in [6],
which is a zero-dimensional matrix model analogous to two-dimensional Witten’s model
containing a real scalar field and a Majorana fermion [7]. Its scalar potential takes the
form of a double-well. This model seems much more tractable compared to the matrix
models of supersymmetric Yang-Mills type, and we hope the analysis here is helpful to get
insights into nonperturbative dynamics of strings not ever clarified and in particular cru-
cially related to target-space supersymmetry. Ref. [6] found that the model has infinitely
degenerate supersymmetric vacua at the planar level. The degeneracy is parametrized by
filling fraction ν+ (ν−) corresponding to the number of eigenvalues of a scalar matrix φ
around the right minimum (the left minimum) of the double-well. The support of the
eigenvalue distribution is two intervals for general ν± (two-cut solutions).
In this paper, we compute various correlation functions of the matrix model, and inves-
tigate their critical behavior as the two intervals of the eigenvalue distribution approach
to touch each other. Although this model is equivalent to a matrix model for the O(n)
model on a random surface with n = −2 [8, 9, 10, 11], analysis ever done in the literature
is for one-cut solutions 1, where the eigenvalue distribution has the support of a single
interval. Thus, the analysis here would be also helpful to consider a multi-cut case in
general O(n) matrix models. As a result of the analysis, we find critical behavior of pow-
ers of logarithm in planar correlation functions of odd powers of the scalar matrix and of
fermionic matrices. Such behavior has not ever been seen in the literature, although it is
somewhat reminiscent of the logarithmic scaling violation in a matrix quantum mechanics
called the c = 1 matrix model [15, 16, 17, 18] 2.
The Penner model [20] and its extension including source terms for “tachyons” (the
Kontsevich-Penner model) [21, 22] are zero-dimensional matrix models whose critical be-
havior is the same as the c = 1 matrix model 3. They describe bosonic string theory
in two-dimensional target space: (Liouville direction)× (S1 with the self-dual radius). It
suggests us an intriguing direction to regard our supersymmetric matrix model as a su-
persymmetric version of the Penner model and to consider correspondence of the matrix
model to two-dimensional string theory with target-space supersymmetry. Indeed, two-
dimensional type II superstring theory with the same target space, (Liouville) × (S1 with
the self-dual radius), is constructed [24, 25, 26, 27], where the target-space supersymmetry
can exist only at the self-dual radius of the circle.
1 For example, see refs. [12, 13, 14].
2For a review, see ref. [19].
3 Also is the normal matrix model [23], which corresponds to c = 1 noncritical strings on S1 with a
general radius.
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The rest of this paper is organized as follows. After a short review of the supersym-
metric double-well matrix model in the next section, we compute the one-point, two-point
and three-point correlation functions among operators of the scalar matrix 1
N
trφn at the
planar level, and investigate their critical behavior in sections 3, 4 and 5, respectively.
The two-point functions of fermionic matrices are calculated in section 6. We summarize
the results obtained so far, and discuss correspondence of the matrix model and two-
dimensional type IIA superstring theory from the viewpoint of symmetry and spectrum
in section 7. Analysis of Schwinger-Dyson equations for the matrix model is presented in
appendix A. We discuss dependence on the filling fractions of correlation functions among
operators of the scalar matrix φ in appendix B. Some useful formulas for the calculation
is given in appendix C.
The next paper [28] is devoted to computing various amplitudes in the type IIA theory,
and to discuss the correspondence in detail by comparing the amplitudes in both sides of
the matrix model and the type IIA theory.
2 Supersymmetric double-well matrix model
Let us start with a brief review of a supersymmetric matrix model discussed in ref. [6].
The action is
S = Ntr
[
1
2
B2 + iB(φ2 − µ2) + ψ¯(φψ + ψφ)
]
, (2.1)
where B and φ are N ×N hermitian matrices, and ψ and ψ¯ are N ×N Grassmann-odd
matrices. S is invariant under supersymmetry transformations generated by Q and Q¯:
Qφ = ψ, Qψ = 0, Qψ¯ = −iB, QB = 0, (2.2)
and
Q¯φ = −ψ¯, Q¯ψ¯ = 0, Q¯ψ = −iB, Q¯B = 0, (2.3)
from which they are nilpotent: Q2 = Q¯2 = 0. The partition function is defined by
Z ≡ (−1)N2
∫
dN
2
B dN
2
φ dN
2
ψ dN
2
ψ¯ e−S, (2.4)
where we fix the normalization of the measure as∫
dN
2
φ e−Ntr (
1
2
φ2) =
∫
dN
2
B e−Ntr (
1
2
B2) = 1, (−1)N2
∫ (
dN
2
ψ dN
2
ψ¯
)
e−Ntr (ψ¯ψ) = 1.
(2.5)
We express the expectation value of a single trace operator 1
N
trO in the 1
N
-expansion as〈
1
N
trO
〉
=
〈
1
N
trO
〉
0
+
1
N2
〈
1
N
trO
〉
1
+
1
N4
〈
1
N
trO
〉
2
+ · · · . (2.6)
2
〈·〉h is an N -independent quantity representing an amplitude over random surfaces with
handle h. Similarly, the expansion of the connected correlator of K single-trace operators
is 〈
K∏
k=1
1
N
trOk
〉
C
=
∞∑
h=0
1
N2K+2h−2
〈
K∏
k=1
1
N
trOk
〉
C,h
(2.7)
with 〈·〉C,h N -independent.
After integrating out B, we find that the scalar potential of φ is in shape of a double-
well: 1
2
(φ2−µ2)2. As shown in ref. [6], there are infinitely many large-N saddle points pre-
serving supersymmetries for µ2 > 2. The eigenvalue distribution ρ(x) =
〈
1
N
tr δ(x− φ)〉
0
has the support Ω = [−b,−a] ∪ [a, b] with
a =
√
−2 + µ2, b =
√
2 + µ2, (2.8)
and its explicit form is
ρ(x) =
{ ν+
π
x
√
(x2 − a2)(b2 − x2) (a < x < b)
ν−
π
|x|
√
(x2 − a2)(b2 − x2) (−b < x < −a). (2.9)
The filling fraction ν+ (ν−) expresses the amount of the eigenvalues around the right (left)
minimum of the double-well, satisfying ν± ≥ 0, ν++ν− = 1. The cases of (ν+, ν−) = (1, 0)
and (0, 1) reduce the support of ρ(x) to a single interval of [a, b] and [−b,−a], respectively.
The large-N planar free energy F0, which is the leading term of
F ≡ − 1
N2
lnZ =
∞∑
h=0
1
N2h
Fh, (2.10)
calculated from (2.9) vanishes, and all of
〈
1
N
trBn
〉
0
(n = 1, 2, · · · ) do so. It indicates
that the solution preserves the supersymmetry. Note that the end points of the intervals
(2.8) do not depend on ν±. Because it is not the case of bosonic double-well matrix
models [29, 30], it is considered to be a characteristic feature given in supersymmetrizing
the double-well matrix model. It is easy to see from (2.8) that the supersymmetric two-cut
solution (2.9) ceases to exist for µ2 < 2. In fact, in ref. [31] it is found that when µ2 < 2
there is only a vacuum without supersymmetry and that we have a third-order phase
transition between supersymmetric and supersymmetry breaking phase at µ2 = 2. Hence
µ2 = 2 is a critical point in our model (2.1) and we will elaborate on critical behavior of
correlation functions in the supersymmetric phase as µ2 → 2 + 0.
The model are interpreted as the O(n) model on a random lattice with n = −2, whose
critical behavior is described by the c = −2 topological gravity [11] (the k = 1 case of
(2, 2k− 1) minimal string theory constructed by the one-matrix model [32, 33, 34]). The
string susceptibility exponent is γ = −1. The partition function (2.4) after B, ψ and ψ¯
integrated out becomes a Gaussian one-matrix model by the Nicolai mapping H = φ2−µ2,
where the integration is over region where H + µ2 is a positive definite hermitian matrix,
not over all the hermitian matrices. Ref. [35] discusses that since the difference of the
3
integration region has only effects which are nonperturbative in 1/N , the model can be
regarded as the standard Gaussian matrix model integrated over all the hermitian matrices
at each order of genus expansion.
The Nicolai mapping changes the operators 1
N
trφ2n (n = 1, 2, · · · ) to regular operators
1
N
tr (H + µ2)n with respect to H . Hence the behavior of their correlators is expected
to be described by the Gaussian one-matrix model (the c = −2 topological gravity)
at least perturbatively in 1/N . Actually, we see that
〈
1
N
trφ2n
〉
0
is a regular function
of µ2 in section 3, and that the planar expectation value of the resolvent
〈
1
N
tr 1
z−φ2
〉
0
obeys the semi-circle law from (A.16) in appendix A. However, the operators 1
N
trφ2n+1
(n = 0, 1, 2, · · · ) are mapped to ± 1
N
tr (H + µ2)n+1/2 that are singular at H = −µ2. They
are not observables in the c = −2 topological gravity, while they are natural observables
as well as 1
N
trφ2n in the original setting (2.4). In the following sections, we will see that
correlation functions among operators 4
1
N
trφ2n+1,
1
N
trψ2n+1,
1
N
tr ψ¯2n+1 (n = 0, 1, 2, · · · ) (2.11)
exhibit logarithmic singular behavior of powers of ln(µ2 − 2) at the planar topology.
Note that it is not straightforward to obtain correlation functions of such operators from
Schwinger-Dyson equations as seen in appendix A.
3 One-point functions
The expectation value of 1
N
trφn (n = 1, 2, · · · ) in the large-N limit is expressed in term
of the hypergeometric function as〈
1
N
trφn
〉
0
=
∫
Ω
dx xnρ(x) = (ν+ ± ν−) 1
π
∫ b
a
dx xn+1
√
(x2 − a2)(b2 − x2)
= (ν+ ± ν−) bn F
(
−n
2
,
3
2
, 3;
4
b2
)
, (3.1)
where the plus (minus) branch of (ν+ ± ν−) is taken for n even (odd). Note that when
n is even, the hypergeometric function F
(−n
2
, 3
2
, 3; 4
b2
)
is reduced to a polynomial of µ2
giving nonsingular behavior with respect to µ2:〈
1
N
trφ2
〉
0
= µ2,
〈
1
N
trφ4
〉
0
= 1 + µ4, · · · . (3.2)
On the other hand, when n is odd, it exhibits logarithmic singular behavior for ω ≡
4 Note that trψ2n = tr ψ¯2n = 0 (n = 1, 2, · · · ) from the cyclicity of the trace and the Grassmann
nature of ψ and ψ¯.
4
a2
4
= µ
2−2
4
∼ +0:〈
1
N
trφ
〉
0
= (ν+ − ν−)
[
64
15π
+
16
3π
ω +
2
π
ω2 lnω +O(ω2)
]
,〈
1
N
trφ3
〉
0
= (ν+ − ν−)
[
1024
105π
+
128
5π
ω +
16
π
ω2 +
4
π
ω3 lnω +O(ω3)
]
,〈
1
N
trφ5
〉
0
= (ν+ − ν−)
[
8192
315π
+
2048
21π
ω +
128
π
ω2 +
160
3π
ω3 +
10
π
ω4 lnω +O(ω4)
]
,
· · · . (3.3)
In general, for k = 0, 1, 2, · · · ,〈
1
N
trφ2k+1
〉
0
∣∣∣∣
sing.
= (ν+ − ν−)
[
2k+2
π
(2k + 1)!!
(k + 2)!
ωk+2 lnω + (less singular)
]
, (3.4)
where |sing. stands for removing entire functions (polynomials) of ω.
The singular term of lnω becomes dominant after taking µ2-derivatives (k+2) times,
namely
∂k+2
∂(µ2)k+2
〈
1
N
trφ2k+1
〉
0
=
〈
1
N
trφ2k+1
(
1
N
tr iB
)k+2〉
C,0
= (ν+ − ν−)
[
(2k + 1)!!
2k+2 π
lnω +O(ω0, ω lnω)
]
. (3.5)
4 Two-point functions of bosons
In computing higher-point correlators
〈∏K
i=1
1
N
trφni
〉
C,0
at the vacuum with general filling
fractions (ν+, ν−), it is useful to reduce them to those at the vacuum with (ν+, ν−) = (1, 0).
It is discussed in appendix B, where〈
K∏
i=1
1
N
trφni
〉(ν+,ν−)
C,0
= (ν+ − ν−)♯
〈
K∏
i=1
1
N
trφni
〉(1,0)
C,0
(4.1)
is shown up to K = 3. Here, the superscripts (ν+, ν−) and (1, 0) are put to clarify the
filling fractions of the vacua at which the expectation values are evaluated, and ♯ counts
the number of odd integers in {n1, · · · , nK}.
4.1 Eigenvalue distribution with source
In order to obtain higher-point correlators of 1
N
trφp (p = 1, 2, · · · ), we introduce source
terms
∑∞
p=1 jptrφ
p to the partition function:
Zjk =
∫
dN
2
φ e−Ntr[
1
2
(φ2−µ2)2−
∑
∞
p=1 jpφ
p] det (φ⊗ 1 + 1⊗ φ) . (4.2)
5
In the large-N limit, the eigenvalue distribution ρj(x) satisfies the saddle point equation∫
dy ρj(y)
(
P
1
x− y + P
1
x+ y
)
= x3 − µ2x−
∞∑
p=1
pjp
2
xp−1. (4.3)
Let us consider the case of the filling fractions (1, 0) 5 with the support of ρj(x) [aj , bj ]
(0 < aj < bj). We change variables as
x2 = A+Bξ, y2 = A+Bη with A ≡ a
2
j + b
2
j
2
, B ≡ b
2
j − a2j
2
, (4.4)
and put ρ˜(η) ≡ B
2y
ρj(y), to simplify (4.3) as
1
B
∫ 1
−1
dη ρ˜(η) P
1
ξ − η =
1
2
(A− µ2 +Bξ)−
∞∑
p=1
pjp
4
(A+Bξ)
p
2
−1 (4.5)
for ξ ∈ [−1, 1], where ρ˜ is normalized by ∫ 1
−1
dηρ˜(η) = 1.
We act
∫ 1
−1
dξ
√
1− ξ2P 1
ζ−ξ
to both sides of (4.5), and apply the formula (C.8) in
appendix C. Then we obtain
ρ˜(ζ) =
1
2π
1√
1− ζ2
[
2− (A− µ2)Bζ − B2
(
ζ2 − 1
2
)
+
∞∑
p=1
pjp
B
2π
∫ 1
−1
dξ
√
1− ξ2P 1
ζ − ξ (A+Bξ)
p
2
−1
]
(4.6)
after using (C.1) and (C.2). The condition ρ˜(ζ = ±1) = 0 determines A and B as
A = µ2 +
∞∑
p=1
jp
p
2
(A+B)
p
2
−1F
(
−p
2
+ 1,
1
2
, 1;
2B
A+B
)
, (4.7)
B = 2
[
1 +
∞∑
p=1
jp
4
p
2
(p
2
− 1
)
B2(A +B)
p
2
−2F
(
−p
2
+ 2,
3
2
, 3;
2B
A +B
)]1/2
, (4.8)
5 Curiously, the saddle point equation (4.3) is sometimes not consistent for jp 6= 0 with p odd, when
the support of ρj(x) consists of two intervals Ωj = [−b′j ,−a′j] ∪ [aj , bj] (0 < aj < bj , 0 < a′j < b′j). If
there is a point x ∈ Ωj such that also −x ∈ Ωj , eq. (4.3) for x and that for −x contradict each other,
because the l.h.s. of (4.3) is odd for x → −x, while the r.h.s. is not due to the source jp (p: odd).
The l.h.s. tells that the eigenvalue at the position x feels repulsive forces from the other eigenvalues as
well as from the mirror images of all the eigenvalues. Since it becomes an odd function of x, total force
is not balanced unless the matrix model potential is even. Thus, the deformation by the source jp (p:
odd) makes the general two-cut solution (2.9) unstable, and would drastically change the support of the
eigenvalue distribution.
To avoid this difficulty, we first solve (4.3) for the filling fractions (1, 0), and then obtain the amplitudes
for general (ν+, ν−) by using (4.1).
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from which A and B are obtained iteratively with respect to {jp}. Up to the first order
of {jp},
A = µ2 +
∞∑
p=1
jp
p
2
(2 + µ2)
p
2
−1F
(
−p
2
+ 1,
1
2
, 1;
4
2 + µ2
)
+O(j2), (4.9)
B = 2 +
∞∑
p=1
jp
p
2
(p
2
− 1
)
(2 + µ2)
p
2
−2F
(
−p
2
+ 2,
3
2
, 3;
4
2 + µ2
)
+O(j2), (4.10)
where O(j2) means a quantity of the quadratic order of {jp}.
4.2 Two-point amplitudes
〈
1
N
trφp 1
N
trφq
〉
C,0
Let us express the planar expectation value of O under the partition function with the
source terms (4.2) as 〈O〉(j)0 . The cylinder amplitude at the vacuum with the filling
fractions (1, 0) is given as
〈
1
N
trφp
1
N
trφq
〉(1,0)
C,0
=
∂
∂jp
〈
1
N
trφq
〉(j)
0
∣∣∣∣∣
{jp}=0
=
∂
∂jp
∫ 1
−1
dζ (A+Bζ)
q
2 ρ˜(ζ)
∣∣∣∣
{jp}=0
. (4.11)
Plugging (4.6), (4.9) and (4.10) into (4.11) leads to
〈
1
N
trφp
1
N
trφq
〉(1,0)
C,0
=
1
π
∫ 1
−1
dζ ∂ζ
[
(µ2 + 2ζ)
q
2
√
1− ζ2 (∂jpA + ∂jpB ζ)]
∣∣∣∣
{jp}=0
+
p
2π2
∫ 1
−1
dζ
(µ2 + 2ζ)
q
2√
1− ζ2
∫ 1
−1
dξ
√
1− ξ2 (µ2 + 2ξ) p2−1
×P 1
ζ − ξ . (4.12)
Note that the linear-order contributions to A and B with respect to {jp} appear in the
first term, but it is a total derivative term and vanishes. Thus, from (4.1) the amplitude
at general filling fractions is〈
1
N
trφp
1
N
trφq
〉(ν+,ν−)
C,0
= (ν+ − ν−)♯ p
2π2
∫ 1
−1
dζ
(µ2 + 2ζ)
q
2√
1− ζ2
∫ 1
−1
dξ
√
1− ξ2 (µ2 + 2ξ) p2−1 P 1
ζ − ξ , (4.13)
where ♯ = 2 for p and q odd, ♯ = 0 for p and q even, and ♯ = 1 for one of p and q odd. By
integrating by parts (4.13) with respect to ξ, we obtain a symmetric expression for p and
7
q: 〈
1
N
trφp
1
N
trφq
〉(ν+,ν−)
C,0
= (ν+ − ν−)♯ 1
2π2
∫ 1
−1
dζ
(µ2 + 2ζ)
q
2√
1− ζ2
∫ 1
−1
dξ
(µ2 + 2ξ)
p
2√
1− ξ2 P
1
(ζ − ξ)2 (ζξ − 1). (4.14)
4.2.1 Case of p and q odd
Let us compute further (4.13) for case of p and q odd. We can put p = 2k+1, q = 2ℓ+1
with k ≤ ℓ, i.e. ℓ = k + m (m = 0, 1, 2, · · · ), without loss of generality. Symmetrizing
(4.13) with respect to ζ and ξ leads to〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
= (ν+ − ν−)22k + 1
4π2
∫ 1
−1
dζ
(µ2 + 2ζ)k−1/2√
1− ζ2
∫ 1
−1
dξ
(µ2 + 2ξ)k−1/2√
1− ξ2 P
1
ζ − ξ
× [(µ2 + 2ζ)m+1(1− ξ2)− (µ2 + 2ξ)m+1(1− ζ2)] . (4.15)
Here and in what follows, we omit the superscript (ν+, ν−) when it does not cause any
confusion. We express the amplitude in terms of
Ip− 1
2
≡
∫ 1
−1
dx
(µ2 + 2x)p−
1
2√
1− x2 = π(4(1+ω))
p− 1
2F
(
1
2
− p, 1
2
, 1;
1
1 + ω
)
(p = 0, 1, 2, · · · )
(4.16)
as 〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
= (ν+ − ν−)2 2k + 1
8π2
[
m∑
p=1
Ip+k− 1
2
{
−Im−p+k+ 3
2
+ 2µ2Im−p+k+ 1
2
+ (4− µ4)Im−p+k− 1
2
}
+Ik+ 1
2
Im+k+ 1
2
+ (4− µ4)Ik− 1
2
Im+k− 1
2
]
. (4.17)
Note that Ip− 1
2
yields logarithmic singular behavior (∼ ωp lnω) for ω ∼ +0. For p 6= 0,
however Ip− 1
2
has a finite limit as ω → +0. In fact we find
Ip− 1
2
= −2p−1 (2p− 1)!!
p!
ωp lnω +O(ωp+1 lnω, ωp)
+
(
23p−1
(p− 1)!
(2p− 1)!! +O(ω)
)
(1− δp,0) (4.18)
with (−1)!! = 1.
8
The explicit form of the first several amplitudes are
〈
1
N
trφ
1
N
trφ
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
− 1
2π2
ω(lnω)2 +O(ω lnω)
]
,
〈
1
N
trφ
1
N
trφ3
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
4
π2
ω lnω − 3
2π2
ω2(lnω)2 +O(ω2 lnω)
]
,
〈
1
N
trφ3
1
N
trφ3
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
24
π2
ω2 lnω − 6
π2
ω3(lnω)2 +O(ω3 lnω)
]
,
〈
1
N
trφ
1
N
trφ5
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
32
3π2
ω lnω +
32
π2
ω2 lnω − 5
π2
ω3(lnω)2
+O(ω3 lnω)
]
,〈
1
N
trφ3
1
N
trφ5
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
32
π2
ω2 lnω +
144
π2
ω3 lnω − 45
2π2
ω4(lnω)2
+O(ω4 lnω)
]
,〈
1
N
trφ5
1
N
trφ5
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)2
[
640
3π2
ω3 lnω +
720
π2
ω4 lnω − 90
π2
ω5(lnω)2
+O(ω5 lnω)
]
. (4.19)
A characteristic feature of the amplitudes is singular behavior of (lnω)2 multiplied
by powers of ω. The leading singular term of (lnω)2 behavior in
〈
1
N
trφ2k+1 1
N
trφ2ℓ+1
〉
C,0
with ℓ = k +m (m = 0, 1, 2, · · · ) takes the form:
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
∣∣∣∣∣
(lnω)2-leading
= −(ν+ − ν−)22k + 1
4π2
22k+m
[
m∑
p=1
(2p+ 2k − 1)!!
(p+ k)!
(2m− 2p+ 2k − 1)!!
(m− p+ k + 1)!
+2
(2k − 1)!!
k!
(2m+ 2k − 1)!!
(m+ k)!
]
ω2k+m+1(lnω)2.
(4.20)
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4.2.2 Case of p odd and q even
Let us compute the amplitude for case of p odd (p = 2k+1) and q even (q = 2ℓ) in (4.13):
〈
1
N
trφ2k+1
1
N
trφ2ℓ
〉(ν+,ν−)
C,0
= (ν+ − ν−) 2k + 1
2π2
∫ 1
−1
dζ
(µ2 + 2ζ)ℓ√
1− ζ2
∫ 1
−1
dξ
√
1− ξ2 (µ2 + 2ξ)k− 12 P 1
ζ − ξ .
(4.21)
Use of
(µ2 + 2ζ)ℓ =
ℓ∑
r=0
(
ℓ
r
)
(µ2 + 2ξ)ℓ−r 2r(ζ − ξ)r (4.22)
and (C.9) gives
∫ 1
−1
dξ
(µ2 + 2ζ)ℓ√
1− ζ2 P
1
ζ − ξ
= −π
ℓ∑
r=1
[ r−12 ]∑
m=0
1
r
ℓ!
(ℓ− r)!(r − 1− 2m)!
(−2)r−2m
(m!)2
(µ2 + 2ξ)ℓ−rξr−1−2m (4.23)
with [x] the greatest integer not exceeding x. Plugging this into (4.21), we have〈
1
N
trφ2k+1
1
N
trφ2ℓ
〉
C,0
= (ν+ − ν−) 1
π
(2k + 1)
ℓ∑
r=1
[ r−12 ]∑
m=0
r−1−2m∑
s=0
1
r
ℓ!
(ℓ− r)!s!(r − 1− 2m− s)!
(−2)r−2m+s+1
(m!)2
×(4(1 + ω))k+ℓ−r− 12B
(
3
2
, s+
3
2
)
F
(
−k − ℓ + r + 1
2
, s+
3
2
, s+ 3;
1
1 + ω
)
,
(4.24)
from which logarithmic singular behavior of the amplitude is seen as
〈
1
N
trφ2k+1
1
N
trφ2ℓ
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
2k+ℓ
2π
(2k + 1)!!
(k + 1)!
(2ℓ− 3)!!
(ℓ− 1)! ω
k+1 lnω
+ (less singular)
]
. (4.25)
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The first several amplitudes are explicitly given as
〈
1
N
trφ
1
N
trφ2
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
1
π
ω lnω +
3
8π
ω2 lnω +O(ω3 lnω)
]
,
〈
1
N
trφ
1
N
trφ4
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
2
π
ω lnω +
23
4π
ω2 lnω +O(ω3 lnω)
]
,
〈
1
N
trφ3
1
N
trφ2
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
3
π
ω2 lnω +
3
4π
ω3 lnω +O(ω4 lnω)
]
,
〈
1
N
trφ3
1
N
trφ4
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
6
π
ω2 lnω +
39
2π
ω3 lnω +O(ω4 lnω)
]
,
〈
1
N
trφ5
1
N
trφ2
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
10
π
ω3 lnω +
15
8π
ω4 lnω +O(ω5 lnω)
]
,
〈
1
N
trφ5
1
N
trφ4
〉
C,0
∣∣∣∣∣
sing.
= (ν+ − ν−)
[
20
π
ω3 lnω +
275
4π
ω4 lnω +O(ω5 lnω)
]
.
(4.26)
4.2.3 Case of p and q even
The amplitude (4.13) becomes a polynomial of ω for case of p and q even. In this case
(4.13) can be derived independently by (A.21) from which we read off〈
1
N
trφ2
1
N
trφ2
〉
C,0
= 1,
〈
1
N
trφ2
1
N
trφ4
〉
C,0
= 4(1 + 2ω), · · · . (4.27)
4.3 Operator mixing
In this subsection, we discuss operator mixing which makes the logarithmic singular be-
havior of the cylinder amplitudes more transparent. Eq. (4.25) indicates that the leading
logarithmic behavior ωk+1 lnω is brought by the operator of an odd power 1
N
trφ2k+1 since
it does not have ℓ-dependence. (The operator of an even power 1
N
trφ2ℓ just affects the co-
efficient of the ωk+1 lnω term.) On the other hand, from (4.19) we find that in the cylinder
amplitude of operators of odd powers of φ, the (lnω)2 terms of our interest are in general
less singular than some lnω ones. These observation suggests that we can construct a set
of new operators by mixing each operator of an odd power and operators of lower even
powers in such a way that the leading singular behavior in the cylinder amplitudes of
the new operators will be given by (lnω)2 terms. Note that operators of even powers we
add do not affect (lnω)2 terms at all, because cylinder amplitudes involving even-power
operators do not have a singularity of (lnω)2, as seen from (4.25) and section 4.2.3.
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4.3.1 Explicit construction
It is easy to check that this prescription works at least lower orders by explicit construc-
tion. Since the most singular term in
〈
1
N
trφ 1
N
trφ
〉
C,0
is given by ω(lnω)2 as in (4.19),
we do not have to do anything. Let us set
Φ1 =
1
N
trφ. (4.28)
Then (4.19) tells us that
〈
Φ1
1
N
trφ3
〉
has the ω lnω term which is larger than ω2(lnω)2.
Thus we combine 1
N
trφ3 with an operator of the power which is even and smaller than
φ3 as
Φ3 =
1
N
trφ3 + (ν+ − ν−) c 1
N
trφ2, (4.29)
where c is a constant fixed by imposing that singular terms of 〈Φ1Φ3〉 start from ω2(lnω)2.
From (4.19) and (4.26), c can be determined as c = − 4
π
so that
〈Φ1Φ3〉C,0
∣∣∣
sing.
= (ν+ − ν−)2
[
− 3
2π2
ω2(lnω)2 + (less singular)
]
. (4.30)
It is interesting that once we fix c = − 4
π
, it also absorbs the unwanted ω2 lnω term in〈
1
N
trφ3 1
N
trφ3
〉
C,0
in (4.19) as
〈Φ3Φ3〉C,0
∣∣∣
sing.
= (ν+ − ν−)2
[
− 6
π2
ω3(lnω)2 + (less singular)
]
. (4.31)
Likewise, we assume
Φ5 =
1
N
trφ5 + (ν+ − ν−)α 1
N
trφ4 + (ν+ − ν−) β 1
N
trφ2, (4.32)
and fix α and β so that the leading singular term in 〈ΦkΦ5〉C,0 (k = 1, 3, 5) will contain
(lnω)2. It turns out to be possible, if we allow ω-dependence of α and β as polynomials
of ω of lower degree (entire functions of ω) as
Φ1 =
1
N
trφ, (4.33)
Φ3 =
1
N
trφ3 + (ν+ − ν−)
(
α
(0)
3,2 + α
(1)
3,2 ω +O(ω2)
) 1
N
trφ2, (4.34)
Φ5 =
1
N
trφ5 + (ν+ − ν−)
(
α
(0)
5,4 + α
(1)
5,4 ω +O(ω2)
) 1
N
trφ4
+ (ν+ − ν−)
(
α
(0)
5,2 + α
(1)
5,2 ω +O(ω2)
) 1
N
trφ2 (4.35)
with α
(0)
3,2 = − 4π . Notice that the even-power operators do not affect the singular behavior
of the one-point function in (3.4):
〈Φ2k+1〉0|sing. =
〈
1
N
trφ2k+1
〉
0
∣∣∣∣
sing.
, (4.36)
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and that inclusion of α
(1)
3,2 ω + O(ω2) in (4.34) does not spoil (4.30) and (4.31) because
it only affects higher order, hence less singular terms. Then vanishing of ω lnω term in
〈Φ1Φ5〉C,0, of ω2 lnω term in 〈Φ3Φ5〉C,0, and of ω3 lnω term in 〈Φ5Φ5〉C,0 lead to exactly
the same equation:
0 =
32
3π
+ 2α
(0)
5,4 + α
(0)
5,2. (4.37)
Furthermore requirement for ω2 lnω term in 〈Φ1Φ5〉C,0, ω3 lnω term in 〈Φ3Φ5〉C,0 and
ω4 lnω term in 〈Φ5Φ5〉C,0 to vanish give two independent equations (it turns out that all
of the three are not independent):
0 =
32
π
+
23
4
α
(0)
5,4 +
3
8
α
(0)
5,2 + 2α
(1)
5,4 + α
(1)
5,2, (4.38)
0 =
104
π
+
39
2
α
(0)
5,4 +
3
4
α
(0)
5,2 + 6α
(1)
5,4 + 3α
(1)
5,2. (4.39)
From these equations, we see that the linear combinations
Φ1 =
1
N
trφ,
Φ3 =
1
N
trφ3 − (ν+ − ν−) 4
π
(
1 + α¯
(1)
3,2 ω +O(ω2)
) 1
N
trφ2,
Φ5 =
1
N
trφ5 − (ν+ − ν−) 4
π
(
1 + α¯
(1)
5,4 ω +O(ω2)
) 1
N
trφ4
− (ν+ − ν−) 8
3π
(
1 + 3(1− α¯(1)5,4)ω +O(ω2)
) 1
N
trφ2 (4.40)
with α¯
(1)
3,2 ≡ α(1)3,2/α(0)3,2, α¯(1)5,4 ≡ α(1)5,4/α(0)5,4 give the behavior
〈Φ2k+1Φ2ℓ+1〉C,0
∣∣∣
sing.
= (ν+ − ν−)2
[
uk,ℓ ω
k+ℓ+1(lnω)2 + (less singular)
]
(4.41)
for k, ℓ = 0, 1, 2. uk,ℓ is a constant equal to the coefficient of the ω
k+ℓ+1(lnω)2 term in〈
1
N
trφ2k+1 1
N
trφ2ℓ+1
〉
C,0
. α¯
(1)
3,2 and α¯
(1)
5,4 remain undetermined from the requirements with
respect to k, ℓ = 0, 1, 2. (They could be fixed by considering amplitudes for higher k and
ℓ.)
4.3.2 General structure of operator mixing
As we have seen above, the equations for α
(0)
5,2, · · · , α(1)5,4 from the requirement in 〈Φ1 Φ5〉C,0,
〈Φ3Φ5〉C,0 and 〈Φ5 Φ5〉C,0 are highly degenerate. Let us discuss why we have such degener-
acy in general case. Recall that our prescription is to determine the polynomials α2ℓ+1,2i(ω)
in
Φ2ℓ+1 =
1
N
trφ2ℓ+1 + (ν+ − ν−)
ℓ∑
i=1
α2ℓ+1,2i(ω)
1
N
trφ2i, (4.42)
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so that (4.41) will be satisfied for 0 ≤ k ≤ ℓ. Since 〈 1
N
trφ2k+1 1
N
trφ2ℓ+1
〉
C,0
contained
in 〈Φ2k+1Φ2ℓ+1〉C,0 possibly have ωk+1 lnω, · · · , ωk+ℓ lnω terms which are larger than
ωk+ℓ+1(lnω)2 of our interest, we have to tune the polynomials α2ℓ+1,2i(ω) in such a way
that these ℓ terms all vanish for any 0 ≤ k ≤ ℓ. We show that for each fixed ℓ, vanishing
of the leading lnω term (ωk+1 lnω) gives exactly the same equation for any k. Under
(4.42) we have
〈Φ2k+1Φ2ℓ+1〉C,0 =
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
+ (ν+ − ν−)
ℓ∑
i=1
α2ℓ+1,2i(ω)
〈
1
N
trφ2k+1
1
N
trφ2i
〉
C,0
+ (ν+ − ν−)
k∑
j=1
α2k+1,2j(ω)
〈
1
N
trφ2j
1
N
trφ2ℓ+1
〉
C,0
+ (regular terms),
(4.43)
where the regular terms come from cylinder amplitudes of even-power operators. Let us
concentrate on the leading lnω contribution in this equation. From (4.17) and (4.18), the
leading lnω contribution reads for k < ℓ
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
∣∣∣∣∣
lnω-leading
= (ν+ − ν−)22
k+3ℓ
2π2
(ℓ− 1)!
(2ℓ− 1)!!
(2k + 1)!!
(k + 1)!
wk+1 lnω,
(4.44)
while for k = ℓ〈
1
N
trφ2k+1
1
N
trφ2k+1
〉
C,0
∣∣∣∣∣
lnω-leading
= (ν+ − ν−)2 2
4k
π2
2k + 1
k(k + 1)
wk+1 lnω. (4.45)
Thus from (4.25) the first and second terms on the r.h.s. in (4.43) have the leading lnω
term as ωk+1 lnω, while the third term provides ωℓ+1 lnω. Hence our requirement amounts
to for k < ℓ
0 =
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉
C,0
∣∣∣∣∣
lnω-leading
+ (ν+ − ν−)
ℓ∑
i=1
α
(0)
2ℓ+1,2i
〈
1
N
trφ2k+1
1
N
trφ2i
〉
C,0
∣∣∣∣∣
lnω-leading
, (4.46)
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and for k = ℓ
0 =
〈
1
N
trφ2ℓ+1
1
N
trφ2ℓ+1
〉
C,0
∣∣∣∣∣
lnω-leading
+ 2(ν+ − ν−)
ℓ∑
i=1
α
(0)
2ℓ+1,2i
〈
1
N
trφ2ℓ+1
1
N
trφ2i
〉
C,0
∣∣∣∣∣
lnω-leading
. (4.47)
Important observation here is that the ratio between two cylinder amplitudes appearing
these equations is independent of k. Namely, from (4.25) and (4.44) we have for 0 ≤ k < ℓ,
1 ≤ i ≤ ℓ
〈
1
N
trφ2k+1 1
N
trφ2ℓ+1
〉
C,0
∣∣∣
lnω-leading〈
1
N
trφ2k+1 1
N
trφ2i
〉
C,0
∣∣∣
lnω-leading
= (ν+ − ν−)2
3ℓ−i
π
(ℓ− 1)!
(2ℓ− 1)!!
(i− 1)!
(2i− 3)!! , (4.48)
from which (4.46) becomes
ℓ∑
i=1
2i
(2i− 3)!!
(i− 1)! α
(0)
2ℓ+1,2i = −
23ℓ
π
(ℓ− 1)!
(2ℓ− 1)!! . (4.49)
The same equation is obtained for the case k = ℓ. In fact, (4.49) with ℓ = 1 reproduces
α
(0)
3,2 = − 4π obtained from (4.30) and (4.31), and for ℓ = 2 it gives the same equation as
(4.37).
To summarize, we have identified the reason why we get the same equation for several
k for fixed ℓ as in (4.37). It originates from the universal structure of the leading lnω
term that the ratio (4.48) does not depend on k. We expect such a universal structure
persists even in higher-order lnω terms as seen in (4.38) and (4.39). These observations
suggest us that it would be possible to determine α2ℓ+1,2i(ω) (1 ≤ i ≤ ℓ) consistently
by our requirement (4.41). We emphasize that dependence on k and that on ℓ are not
factorized in the (lnω)2 term (4.20), which is clearly different from the situation in the
leading lnω term (4.44).
The prescription explained in this subsection is reminiscent of the universal and
nonuniversal parts of amplitudes in matrix models for the two-dimensional quantum
gravity. There, disk and cylinder amplitudes have regular terms with respect to the
cosmological constant t, which are identified as contribution from surfaces constructed by
small number of triangles in the dynamical triangulation. Such terms are nonuniversal,
but larger than universal terms which are relevant to the continuum physics. Thus, in
order to take the continuum limit, we have to subtract the nonuniversal parts from the
amplitudes in advance [36].
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5 Three-point functions of bosons
Similar procedure to the case of the two-point functions can be used in computing three-
point correlation functions. For the vacuum with the filling fractions (1, 0),
〈
1
N
trφp
1
N
trφq
1
N
trφr
〉(1,0)
C,0
=
∂2
∂jp∂jq
〈
1
N
trφr
〉(j)
0
∣∣∣∣∣
{jp}=0
=
∂2
∂jp∂jq
∫ 1
−1
dζ (A +Bζ)
r
2 ρ˜(ζ)
∣∣∣∣
{jp}=0
. (5.1)
It turns out that the second-order derivatives of A and B with respect to {jp} appear in
total derivative terms and vanish. In terms of I’s in (4.16), we have〈
1
N
trφp
1
N
trφq
1
N
trφr
〉(1,0)
C,0
=
−r
2π
[
∂jpA∂jqB I r2−1 +
1
4
(∂jpA∂jqA+ ∂jpB∂jqB)
(
I r
2
− µ2I r
2
−1
)]∣∣∣∣
{jp}=0
+
{
p+ r
4
∂jqB +
(
∂jqA−
µ2
2
∂jqB
)
∂
∂(µ2)
}∣∣∣∣
{jp}=0
〈
1
N
trφp
1
N
trφr
〉(1,0)
C,0
+(p↔ q), (5.2)
where ∂jpA
∣∣
{jp}=0
and ∂jpB
∣∣
{jp}=0
can be read off from (4.9) and (4.10).
The amplitude for general filling fractions
〈
1
N
trφp 1
N
trφq 1
N
trφr
〉(ν+,ν−)
C,0
is obtained by
multiplying the expression (5.2) by the factor (ν+ − ν−)♯ as in (4.1).
Case of p = q = r = 1. From
∂j1A|{jp}=0 =
1
4
√
1 + ω
F
(
1
2
,
1
2
, 1;
1
1 + ω
)
= − 1
4π
lnω +
1
π
ln 2 +O(ω lnω), (5.3)
∂j1B|{jp}=0 = −
1
32(1 + ω)3/2
F
(
3
2
,
3
2
, 3;
1
1 + ω
)
=
1
4π
lnω +
1
π
(1− ln 2) +O(ω lnω), (5.4)
the amplitude for the simplest case p = q = r = 1 is seen to behave as〈(
1
N
trφ
)3〉
C,0
= (ν+ − ν−)3
[
1
16π3
(lnω)3 +O((lnω)2)
]
, (5.5)
when ω ∼ +0.
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Case of p = q = 1 and r = 3. Similarly, we see that the amplitude for p = q = 1 and
r = 3 has the behavior〈(
1
N
trφ
)2
1
N
trφ3
〉
C,0
= (ν+ − ν−)3
[
− 1
2π3
(lnω)2 +
2
π3
(2 ln 2− 1) lnω
+
8
π3
(
−(ln 2)2 + ln 2 + 1
4
)
+
3
8π3
ω(lnω)3 +O(ω(lnω)2)
]
. (5.6)
The terms in the first line in the r.h.s. look nonuniversal singular ones, and are larger
than the term 3
8π3
ω(lnω)3 which seems universal. As is seen shortly, they are absorbed
by the operator mixing in section 4.3.
Case of p = q = 1 and r = 2. We obtain the behavior of the amplitude for p = q = 1
and r = 2:〈(
1
N
trφ
)2
1
N
trφ2
〉
C,0
= (ν+ − ν−)2
[
− 1
8π2
(lnω)2 +
1
2π2
(2 ln 2− 1) lnω
+
2
π2
(
ln 2− (ln 2)2)+O(ω(lnω)2)] .(5.7)
Operator mixing. From (5.6) and (5.7), we see that the operator mixing (4.40) dis-
cussed in section 4.3 absorbs the nonuniversal singular terms and leads to the desired
result 〈
Φ21Φ3
〉
C,0
= (ν+ − ν−)3
[
2
π3
+
3
8π3
ω(lnω)3 +O(ω(lnω)2)
]
. (5.8)
Higher-point functions. The results obtained for the one-, two- and three-point func-
tions of operators Φ2k+1 (k = 0, 1, 2, · · · ) naturally suggest the form of higher-point func-
tions as〈
n∏
i=1
Φ2ki+1
〉
C,0
∣∣∣∣∣∣
sing.
= (ν+ − ν−)n (const.)ω2−γ+
∑n
i=1(ki−1) (lnω)n + (less singular) (5.9)
with γ = −1. Besides the power of logarithm (lnω)n, it has the standard scaling behavior
with the string susceptibility γ = −1 (the same as in the c = −2 topological gravity) and
the gravitational scaling dimension k of Φ2k+1, if we identify ω with “the cosmological
constant” coupled to the lowest dimensional operator on a random surface [37, 38, 39].
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6 Two-point functions of fermions
In this section, we consider the two-point function of fermionic operators〈
1
N
trψ2k+1
1
N
tr ψ¯2k+1
〉
(k = 0, 1, 2, · · · ). (6.1)
It is convenient to diagonalize the matrix φ as φ = U diag(λ1, · · · , λN)U † (U ∈
SU(N)) and to write
B = UB′U †, ψ = Uψ′U †, ψ¯ = Uψ¯′U †. (6.2)
Then, 〈
ψ′ijψ¯
′
kℓ
〉
=
〈
1
N
δiℓδjk
λi + λj
〉
. (6.3)
Eq. (6.1) can be computed by using (6.3) as Wick contraction. The leading contribution
in the large-N limit comes from planar diagrams:〈
1
N
trψ2k+1
1
N
tr ψ¯2k+1
〉
C,0
= (2k + 1)
1
N2k+1
∑
i1,i2,··· ,i2k+1
〈
1
λi1 + λi2
1
λi2 + λi3
· · · 1
λi2k+1 + λi1
〉
0
= (2k + 1)
∫
Ω
dx1dx2 · · · dx2k+1 ρ(x1)ρ(x2) · · ·ρ(x2k+1)
×P 1
x1 + x2
P
1
x2 + x3
· · ·P 1
x2k+1 + x1
. (6.4)
6.1
〈
1
N
trψ 1
N
tr ψ¯
〉
C,0
The k = 0 case in (6.4) is given by a disk amplitude (3.1) with n = −1:〈
1
N
trψ
1
N
tr ψ¯
〉
C,0
=
1
2
∫
Ω
dx
1
x
ρ(x)
= (ν+ − ν−) 1
2
(4(1 + ω))−1/2 F
(
1
2
,
3
2
, 3;
1
1 + ω
)
= (ν+ − ν−)
[
4
3π
+
1
π
ω lnω +O(ω)
]
(ω ∼ +0), (6.5)
exhibiting lnω singular behavior. Supersymmetry invariance implies that this is equal to〈
1
N
tr (iB) 1
N
trφ
〉
C,0
= 1
4
∂
∂ω
〈
1
N
trφ
〉
0
, interestingly which can be seen from (3.3).
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6.2
〈
1
N
trψ3 1
N
tr ψ¯3
〉
C,0
We should treat carefully the product of the principal values in (6.4) for k ≥ 1. Let us
compute it in the k = 1 case:〈
1
N
trψ3
1
N
tr ψ¯3
〉
C,0
= 3
∫
Ω
dxdydz ρ(x)ρ(y)ρ(z) P
1
x + y
P
1
y + z
P
1
z + x
. (6.6)
We write the principal values as
P
1
x+ y
=
1
2
∑
δ1=±
x− y + iδ1ǫ
x2 − y2 − ǫ2 + iδ1ǫ2x,
P
1
y + z
=
1
2
∑
δ2=±
y − z + iδ2ǫ
y2 − z2 − ǫ2 + iδ2ǫ2y ,
P
1
z + x
=
1
2
∑
δ3=±
z − x+ iδ3ǫ
z2 − x2 − ǫ2 + iδ3ǫ2z (6.7)
with ǫ(> 0) sufficiently small. Using
(x− y + iδ1ǫ)(y − z + iδ2ǫ)(z − x+ iδ3ǫ)
= z(x2 − y2) + iδ1ǫ(y − z)(z − x) + (cyclic permutations) +O(ǫ2)
= z(x2 − y2 − ǫ2 + iδ1ǫ2x) + iδ1ǫ[−(y + z)x+ (y − z)z]
+(cyclic permutations) +O(ǫ2), (6.8)
where “cyclic permutations” means the simultaneous cyclic permutations of (x, y, z) and
(δ1, δ2, δ3), we obtain
P
1
x+ y
P
1
y + z
P
1
z + x
=
1
23
∑
δ1,δ2,δ3=±
[
z
1
y2 − z2 − ǫ2 + iδ2ǫ2y
1
z2 − x2 − ǫ2 + iδ3ǫ2z
+
iδ1ǫ{−(y + z)x+ (y − z)z}
x2 − y2 − ǫ2 + iδ1ǫ2x
1
y2 − z2 − ǫ2 + iδ2ǫ2y
× 1
z2 − x2 − ǫ2 + iδ3ǫ2z
+(cyclic permutations) +O(ǫ2)
]
, (6.9)
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and thus from (6.6)〈
1
N
trψ3
1
N
trψ¯3
〉
C,0
=
3 · 3
23
∑
δ1,δ2,δ3=±
∫
Ω
dxdydz ρ(x)ρ(y)ρ(z) z
× 1
y2 − z2 − ǫ2 + iδ2ǫ2y
1
z2 − x2 − ǫ2 + iδ3ǫ2z (6.10)
+
3 · 3
23
∑
δ1,δ2,δ3=±
∫
Ω
dxdydz ρ(x)ρ(y)ρ(z) {−(y + z)x+ (y − z)z}
× iδ1ǫ
x2 − y2 − ǫ2 + iδ1ǫ2x
1
y2 − z2 − ǫ2 + iδ2ǫ2y
1
z2 − x2 − ǫ2 + iδ3ǫ2z .
(6.11)
As ǫ→ 0, the first term (6.10) is calculated as
(6.10) = 9
∫
Ω
dz ρ(z) z
(∫
Ω
dx ρ(x) P
1
z2 − x2
)(∫
Ω
dy ρ(y) P
1
y2 − z2
)
= −9
4
∫
Ω
dzρ(z) z(z2 − µ2)2, (6.12)
by using the saddle point equation∫
Ω
dzρ(z)P
1
x2 − z2 =
1
2
(x2 − µ2) (x ∈ Ω). (6.13)
In the second term (6.11), since
∑
δ1=±
iδ1ǫ
x2 − y2 − ǫ2 + iδ3ǫ2x ∼ sgn(x)ǫ2πδ(x
2 − y2), (6.14)
the vicinity of x = ±y has major contribution to the x-integral. After the x-integral, the
integrand will be proportional to ǫ
(
P 1
y2−z2
)2
. Then the z-integral could have nonvan-
ishing contribution from the neighborhood of z = ±y, where the square of the principal
value becomes singular.
Let us evaluate (6.11) precisely by focusing the vicinity of x = ±y and z = ±y as
x = ±y + ǫx˜, z = ±y + ǫz˜. (6.15)
At x = y + ǫx˜ and z = y + ǫz˜, the function
A ≡
∑
δ1,δ2,δ3=±
iδ1ǫ
x2 − y2 − ǫ2 + iδ1ǫ2x
1
y2 − z2 − ǫ2 + iδ2ǫ2y
1
z2 − x2 − ǫ2 + iδ3ǫ2z (6.16)
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becomes
A =
1
ǫ2
−1
y3
1
x˜2 + 1
z˜
z˜2 + 1
z˜ − x˜
(z˜ − x˜)2 + 1 . (6.17)
We also get similar results for other cases in (6.15).
Because the factor ρ(x)ρ(y)ρ(z){−(y+z)x+(y−z)z} in the integrand varies sufficiently
slowly compared with A around x = ±y and z = ±y, we may fix it to its value at x = ±y
and z = ±y in evaluating the integral. Then, we obtain
(6.11) =
3π2
4
∫
Ω
dy ρ(y)
1
y
(
ρ(y)2 − ρ(−y)2 + 2ρ(y)ρ(−y)) , (6.18)
after the formula ∫ ∞
−∞
dx˜
∫ ∞
−∞
dz˜
1
x˜2 + 1
z˜
z˜2 + 1
z˜ − x˜
(z˜ − x˜)2 + 1 =
π2
3
(6.19)
derived by picking up residues is used. Noting
ρ(x)ρ(−x) = ν+ν−
π2
x2[4− (x2 − µ2)2] = 1− (ν+ − ν−)
2
4π2
x2[4− (x2 − µ2)2],
ρ(y)2 − ρ(−y)2 = sgn(y)ν
2
+ − ν2−
π2
y2[4− (y2 − µ2)2],
(ν+ − ν−)
∫
Ω
dy ρ(y) |y|[4− (y2 − µ2)2] =
∫
Ω
dy ρ(y) y[4− (y2 − µ2)2] (6.20)
makes (6.18) expressed in terms of a single ρ(y) as
(6.11) =
9
8
∫
Ω
dy ρ(y) y[4− (y2 − µ2)2]
−3
8
(ν+ − ν−)2
∫
Ω
dy ρ(y) y[4− (y2 − µ2)2]. (6.21)
Thus, the final result is〈
1
N
trψ3
1
N
trψ¯3
〉
C,0
= (6.12) + (6.21)
=
9
8
〈
1
N
tr
[
4φ− 3φ(φ2 − µ2)2]〉
0
−3
8
(ν+ − ν−)2
〈
1
N
tr
[
4φ− φ(φ2 − µ2)2]〉
0
. (6.22)
It is a linear combination of the planar expectation values of odd-power operators com-
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puted in section 3. For ω ∼ +0, (6.22) behaves as〈
1
N
trψ3
1
N
tr ψ¯3
〉
C,0
= (ν+ − ν−)
[
192
35π
+
48
35π
ω − 18
π
ω2 lnω − 9
5π
(49− 40 ln 2)ω2
−117
2π
ω3 lnω +O(ω3)
]
−(ν+ − ν−)3
[
512
105π
+
192
35π
ω − 24
5π
ω2 − 6
π
ω3 lnω +O(ω3)
]
.
(6.23)
We can check that this result can be obtained by a different treatment of the principle
value from (6.7) as
P
1
x+ y
=
1
2
∑
δ1=±
1
x+ y + iδ1ǫ
, P
1
y + z
=
1
2
∑
δ2=±
1
y + z + iδ2ǫ
,
P
1
z + x
=
1
2
∑
δ3=±
z − x+ iδ3ǫ
z2 − x2 − ǫ2 + iδ3ǫ2z (6.24)
This strongly supports the validity of the computations here.
6.3 Operator mixing
In the derivation of (6.23), the factor (ν+ − ν−)3 appears in a nontrivial way from the
product of three ρ’s in (6.18). For general k, it is expected that terms proportional to
(ν+ − ν−)2k+1 arise in
〈
1
N
trψ2k+1 1
N
tr ψ¯2k+1
〉
C,0
from the product of (2k + 1) ρ’s. Hence
terms proportional to (ν+ − ν−)2k+1 are considered to be characteristic of the amplitude〈
1
N
trψ2k+1 1
N
tr ψ¯2k+1
〉
C,0
.
In (6.23), the leading singular term for ω ∼ +0 is not 6
π
(ν+−ν−)3ω3 lnω, but −18π (ν+−
ν−)ω
2 lnω. Similarly to what was discussed for the operators Φ2k+1 in section 4.3, we can
take a new basis of operators to make the (ν+−ν−)3ω3 lnω term dominant in the singular
terms. Let us take the new basis as
Ψ1 ≡ 1N trψ, Ψ¯1 ≡
1
N
tr ψ¯,
Ψ3 ≡ 1N trψ3 + (mixing), Ψ¯3 ≡
1
N
tr ψ¯3 + (mixing), (6.25)
where “mixing” means operators to be added so that〈
Ψ2k+1Ψ¯2ℓ+1
〉
C,0
∣∣∣
sing.
= δk,ℓ vk (ν+ − ν−)2k+1ω2k+1 lnω + (less singular) (6.26)
with vk constants holds for k, ℓ = 0, 1.
As “mixing” operators in Ψ3, we consider fermionic operators which have lower powers
of ψ than ψ3 and preserve the Q-exactness: Ψ3 = QΞ as
1
N
trψ3 = Q
(
1
N
trφψ2
)
. They are
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allowed to be multiplied by polynomials of ω as α2ℓ+1,2i(ω) in (4.42). We find
1
N
tr {(iB−
φ2 + µ2)ψ} as an interesting candidate by noting that〈
1
N
tr {(iB − φ2 + µ2)ψ} 1
N
tr {(iB − φ2 + µ2)ψ¯}
〉
C,0
= −
〈
1
N
tr (ψψ¯)
〉
0
= −
∫
Ω
dxdy ρ(x)ρ(y) P
1
x+ y
= −
∫
Ω
dx ρ(x)x(x2 − µ2)
= (ν+ − ν−)
[
− 128
105π
+
32
15π
ω +
4
π
ω2 lnω +
2
3π
(23− 24 ln 2)ω2 + 5
π
ω3 lnω
+
1
6π
(67− 120 ln 2)ω3 +O(ω4 lnω)
]
(ω ∼ +0), (6.27)
where (6.3) and the saddle point equation were utilized in the second line, and that〈
1
N
tr {(iB − φ2 + µ2)ψ} 1
N
tr ψ¯2k+1
〉
C,0
=
〈
1
N
trψ2k+1
1
N
tr {(iB − φ2 + µ2)ψ¯}
〉
C,0
= 0
(6.28)
with k = 0, 1.
It can be shown from these equations that either of
Ψ3 =
1
N
trψ3 +
3√
2
(1 + ω +O(ω2)) 1
N
tr {(iB − φ2 + µ2)ψ},
Ψ¯3 =
1
N
tr ψ¯3 +
3√
2
(1 + ω +O(ω2)) 1
N
tr {(iB − φ2 + µ2)ψ¯} (6.29)
and
Ψ3 =
1
N
trψ3 − 3√
2
(1 + ω +O(ω2)) 1
N
tr {(iB − φ2 + µ2)ψ},
Ψ¯3 =
1
N
tr ψ¯3 − 3√
2
(1 + ω +O(ω2)) 1
N
tr {(iB − φ2 + µ2)ψ¯} (6.30)
does the job (6.26) with v0 =
1
π
and v1 =
6
π
, where we have implicitly assumed the same
coefficient in the mixing for Ψ3 and Ψ¯3.
Eq. (6.26) indicates that Ψ2k+1 and Ψ¯2k+1 have the gravitational scaling dimension k
(the same as Φ2k+1), besides the lnω correction.
7 Correspondence to type IIA superstring theory
We computed various amplitudes of the supersymmetric double-well matrix model (2.1),
and observed critical behavior with powers of logarithm in planar correlation functions
among operators (2.11), which are not belonging to the observables in the c = −2 topo-
logical gravity. The result reminds us of the logarithmic scaling violation of the two-
dimensional string (two-dimensional quantum gravity coupled to the c = 1 matter). Note
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that the Penner model is known [20] as a zero-dimensional matrix model to describe the
two-dimensional bosonic string whose target space is R × S1, where R is the Liouville
direction, and S1 is the matter direction compactified to the self-dual radius. Thus it is
interesting to proceed with an interpretation of our matrix model as a supersymmetric
version of the Penner model describing two-dimensional string theory with target-space
supersymmetry.
Let us begin with symmetry consideration. Suppose ψ and ψ¯ are regarded as target-
space fermions in the corresponding superstring theory, i.e. ψ is interpreted as an operator
in the (NS, R) sector and ψ¯ in the (R, NS) sector in the RNS formalism. Then, under
the so-called (−1)FL and (−1)FR transformations changing the signs of operators in the
left-moving Ramond sector and those in the right-moving Ramond sector respectively,
they transform as
(−1)FL : ψ → ψ, ψ¯ → −ψ¯, (7.1)
(−1)FR : ψ → −ψ, ψ¯ → ψ¯. (7.2)
In order for the matrix model action (2.1) to be invariant under the transformations, B
and φ should transform as
(−1)FL : B → B, φ→ −φ, (7.3)
(−1)FR : B → B, φ→ −φ. (7.4)
This indicates that B corresponds to an operator in the (NS, NS) sector, and φ in the (R,
R) sector. In this interpretation, the Ramond sector is considered to be responsible for
the logarithmic singular behavior seen in correlators among operators (2.11).
In fact, two-dimensional type II superstring theory with the identical target space,
(ϕ, x) ∈ (Liouville direction, S1 with the self-dual radius), is constructed in [24, 25, 26,
27]. The (holomorphic) energy-momentum tensor on the string world-sheet except ghosts’
part is
Tm = −1
2
(∂x)2 − 1
2
ψx∂ψx − 1
2
(∂ϕ)2 +
Q
2
∂2ϕ− 1
2
ψℓ∂ψℓ (7.5)
with Q = 2. ψx and ψℓ are superpartners of x and ϕ, respectively. Target-space super-
currents in the type IIA theory
q+(z) = e
− 1
2
φ(z)− i
2
H(z)−ix(z), q¯−(z¯) = e
− 1
2
φ¯(z¯)+ i
2
H¯(z¯)+ix¯(z¯) (7.6)
can exist only for the S1 target space of the self-dual radius, which comes from the GSO
projection implemented by imposing locality of the supercurrents with operators of the
theory. φ (φ¯) is the holomorphic (anti-holomorphic) bosonized superconformal ghost, and
the fermions are bosonized as
ψℓ ± iψx =
√
2 e∓iH , ψ¯ℓ ± iψ¯x =
√
2 e∓iH¯ . (7.7)
Then the supercharges
Q+ =
∮
dz
2πi
q+(z), Q¯− =
∮
dz¯
2πi
q¯−(z¯) (7.8)
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are nilpotent Q2+ = Q¯
2
− = 0, which indeed matches the supercharges Q and Q¯ in the
matrix model in (2.2) and (2.3).
The spectrum except special massive states is represented by the NS “tachyon” vertex
operator (in (−1) picture):
Tk = e
−φ+ikx+pℓϕ, T¯k¯ = e
−φ¯+ik¯x¯+pℓϕ¯, (7.9)
and by the R vertex operator (in (−1
2
) picture):
Vk, ǫ = e
− 1
2
φ+ i
2
ǫH+ikx+pℓϕ, V¯k¯, ǫ¯ = e
− 1
2
φ¯+ i
2
ǫ¯H¯+ik¯x¯+pℓϕ¯ (7.10)
with ǫ, ǫ¯ = ±1. Locality with the supercurrents, mutual locality, superconformal invari-
ance (including the Dirac equation constraint) and the level matching condition determine
physical vertex operators. As discussed in [26], there are two consistent sets of physical
vertex operators - “momentum background” and “winding background”. Let us consider
the “winding background” 6. The physical spectrum is given by
(NS, NS) : Tk T¯−k (k ∈ Z+ 1
2
),
(R+, R−) : Vk,+1 V¯−k,−1 (k = 1
2
,
3
2
, · · · ),
(R−, R+) : V−k,−1 V¯k,+1 (k = 0, 1, 2, · · · ),
(NS, R−) : T−k V¯−k,−1 (k = 1
2
,
3
2
, · · · ),
(R+, NS) : Vk,+1 T¯k (k =
1
2
,
3
2
, · · · ), (7.11)
where we take a branch of pℓ = 1−|k| satisfying the locality bound [40]. We can see that
the vertex operators
V 1
2
,+1 V¯− 1
2
,−1, T− 1
2
V¯− 1
2
,−1, V 1
2
,+1 T¯ 1
2
, T− 1
2
T¯ 1
2
(7.12)
form a quartet under Q+ and Q¯−:
7
[Q+, V 1
2
,+1 V¯− 1
2
,−1] = T− 1
2
V¯− 1
2
,−1, {Q+, T− 1
2
V¯− 1
2
,−1} = 0,
{Q+, V 1
2
,+1 T¯ 1
2
} = T− 1
2
T¯ 1
2
, [Q+, T− 1
2
T¯ 1
2
] = 0, (7.13)
[Q¯−, V 1
2
,+1 V¯− 1
2
,−1] = −V 1
2
,+1 T¯ 1
2
, {Q¯−, V 1
2
,+1 T¯ 1
2
} = 0,
{Q¯−, T− 1
2
V¯− 1
2
,−1} = T− 1
2
T¯ 1
2
, [Q¯−, T− 1
2
T¯ 1
2
] = 0. (7.14)
6 We can repeat the parallel argument for “momentum background” in the type IIB theory, which is
equivalent to the “winding background” in the type IIA theory through T-duality with respect to the S1
direction.
7 We here assume that Q+ commutes with T¯k¯ and anti-commutes with V¯k¯, ǫ¯, and that Q¯− commutes
with Tk and anti-commutes with Vk, ǫ. It is plausible from the statistics in the target space. In ref. [28],
we introduce cocycle factors to the vertex operators in order to realize the (anti-)commutation properties.
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Notice that (7.13) and (7.14) are isomorphic to (2.2) and (2.3), respectively. It leads
to correspondence of single-trace operators in the matrix model to integrated vertex op-
erators in the type IIA theory:
Φ1 =
1
N
trφ ⇔
∫
d2z V 1
2
,+1(z) V¯− 1
2
,−1(z¯),
Ψ1 =
1
N
trψ ⇔
∫
d2z T− 1
2
(z) V¯− 1
2
,−1(z¯),
Ψ¯1 =
1
N
tr ψ¯ ⇔
∫
d2z V 1
2
,+1(z) T¯ 1
2
(z¯),
1
N
tr (−iB) ⇔
∫
d2z T− 1
2
(z) T¯ 1
2
(z¯), (7.15)
which is consistent with the identification in (7.1)–(7.4). Furthermore, it is natural to
extend (7.15) to case of higher k(= 1, 2, · · · ) as
Φ2k+1 =
1
N
trφ2k+1 + (mixing) ⇔
∫
d2z Vk+ 1
2
,+1(z) V¯−k− 1
2
,−1(z¯),
Ψ2k+1 =
1
N
trψ2k+1 + (mixing) ⇔
∫
d2z T−k− 1
2
(z) V¯−k− 1
2
,−1(z¯),
Ψ¯2k+1 =
1
N
tr ψ¯2k+1 + (mixing) ⇔
∫
d2z Vk+ 1
2
,+1(z) T¯k+ 1
2
(z¯). (7.16)
Since the “tachyons” of the negative winding
∫
d2z T−k− 1
2
(z) T¯k+ 1
2
(z¯) (k = 0, 1, 2, · · · )
are invariant under Q+ and Q¯−, they are expected to be mapped to { 1N tr (−iB)k+1}
(k = 0, 1, 2, · · · ) perhaps with some mixing terms. We see in (7.16) that the powers of
matrices are interpreted as windings or momenta in the S1 direction of the type IIA theory.
Although such interpretation is not usual in matrix models for two-dimensional quantum
gravity coupled to c < 1 matters, refs. [21, 22] show that a positive power k of a matrix
variable in the Penner model correctly describe the “tachyons” with negative momentum
−k in the c = 1 string on S1, which is in harmony with our interpretation. In [21, 22], the
positive momentum “tachyons” are represented by introducing source terms of an external
matrix via the Kontsevich-Miwa transformation in the Penner model. In turn, it is natural
to expect in our case that the positive winding “tachyons”
∫
d2z T−k− 1
2
(z) T¯k+ 1
2
(z¯) (k =
−1,−2, · · · ) in the type IIA theory are expressed in a similar manner in the matrix model.
Thus, from the argument here based on symmetry properties and spectrum of the
matrix model and the type IIA theory, we have a plausible reason to expect correspondence
between them. The vertex operators in the (R−, R+) sector are singlets under the target-
space supersymmetries Q+ and Q¯−, and seem to have no counterparts in the matrix model.
As we have seen in sections 3, 5 and 6, one- and three-point functions of Φ2k+1 and two-
point functions of fermions Ψ2k+1, Ψ¯2k+1 are nonvanishing. From the point of view of
our correspondence (7.16), it implies that correlators of operators with nonzero Ramond
charges do not vanish, and hence the matrix model should correspond to the type IIA
theory on a background of (R−, R+) operators. Furthermore (A.25) suggests that the
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torus free energy of the matrix model F1 in (2.10) vanishes. Although it is different from
the results of calculations in the string theory on the trivial background [24, 25], we can
find a consistent (R−, R+) background in the type IIA theory which gives vanishing
torus partition function in agreement with the result of the matrix model. Details will be
presented in ref. [28].
So far we have seen the correspondence between our matrix model (2.1) and the
two-dimensional type IIA theory with an RR background at the level of symmetries
and spectrum. This correspondence is in fact more than that and quantitative. In the
next paper [28], we will calculate various amplitudes in the type IIA theory and find
surprisingly that they also exhibit powers of logarithm as in the amplitudes in the matrix
model presented in this paper. Thus we will directly see the correspondence quantitatively
between amplitudes in both sides in (7.16).
Our interpretation of the matrix model as superstrings does not rely on the picture
of unstable D-branes discussed in [41]-[44]. It will be interesting to consider a relation of
the matrix model with D-branes. In fact, it is quite likely that our matrix model would
be interpreted as an effective action of D-branes and that the correspondence to the IIA
theory could be a consequence of the open-closed duality. For the aim, ref. [45] would be
helpful, which discusses FZZT branes [46, 47] in the Kontsevich-Penner model.
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A Analysis via Schwinger-Dyson equations
In this appendix we analyze correlation functions of even-power operators of φ via Schwinger-
Dyson equations. For this purpose let us consider the Schwinger-Dyson equations
0 =
m∑
k=0
〈
1
N
trφk
1
N
trφm−k
〉
− 2i
〈
1
N
tr(Bφm+2)
〉
−
〈
1
N
tr
(
φm+1(ψ¯ψ − ψψ¯))〉 , (A.1)
0 =
n
N2
〈
1
N
trφn+m
〉
+
m∑
k=0
〈
1
N
trφn
1
N
trφk
1
N
trφm−k
〉
−2i
〈
1
N
trφn
1
N
tr(Bφm+2)
〉
−
〈
1
N
trφn
1
N
tr
(
φm+1(ψ¯ψ − ψψ¯))〉 ,
(A.2)
which are derived from
0 =
∫
dN
2
B dN
2
φ dN
2
ψ dN
2
ψ¯
N2∑
α=1
∂
∂φα
[
tr(φm+1tα) e−S
]
, (A.3)
0 =
∫
dN
2
B dN
2
φ dN
2
ψ dN
2
ψ¯
N2∑
α=1
∂
∂φα
[
tr(φn) tr(φm+1tα) e−S
]
, (A.4)
respectively. Here, φ is expanded by a basis of N × N hermitian matrices {tα} (α =
1, · · · , N2) as φ =∑N2α=1 φαtα.
By diagonalizing φ and integrating out fermions, 1
N
tr
(
φm+1(ψ¯ψ − ψψ¯)) in (A.1) and
(A.2) becomes − 1
N2
∑N
i,j=1
λm+1i +λ
m+1
j
λi+λj
, where λi (i = 1, · · · , N) are the eigenvalues of φ.
Note that when m is even, this is further reduced to the polynomial:
λm+1i + λ
m+1
j
λi + λj
=
m∑
k=0
(−1)kλki λm−kj . (A.5)
Thus, for m = 2ℓ (ℓ = 0, 1, 2, · · · ), (A.1) and (A.2) can be rewritten as
ℓ∑
k=0
〈
1
N
trφ2k
1
N
trφ2(ℓ−k)
〉
= i
〈
1
N
tr(Bφ2ℓ+2)
〉
, (A.6)
and
1
N2
n
2
〈
1
N
trφn+2ℓ
〉
+
ℓ∑
k=0
〈
1
N
trφn
1
N
trφ2k
1
N
trφ2(ℓ−k)
〉
= i
〈
1
N
trφn
1
N
tr(Bφ2ℓ+2)
〉
, (A.7)
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respectively.
In terms of the resolvent for φ2:
R2(z) ≡ 1
N
tr
1
z − φ2 , (A.8)
eq. (A.6) is expressed as
z
〈
R2(z)
2
〉
= (z2 − µ2z) 〈R2(z)〉 − z + µ2 − C, C ≡
〈
1
N
trφ2
〉
. (A.9)
Also, (A.7) for n even is as
1
N2
∂w (wDz′(z, w) 〈R2(z′)〉) + z
〈
R2(z)
2R2(w)
〉
= (z2 − µ2z) 〈R2(z)R2(w)〉+ (−z + µ2) 〈R2(w)〉 −
〈
1
N
trφ2R2(w)
〉
(A.10)
with
Dz′(z, w)f(z
′) ≡ f(z)− f(w)
z − w . (A.11)
A.1 Solution of (A.9) and (A.10)
Eqs. (A.9), (A.10) can be solved by the genus expansion. By writing the genus expansion
of C as in (2.6):
C = C0 +
1
N2
C1 +
1
N4
C2 + · · · , Ch ≡
〈
1
N
trφ2
〉
h
, (A.12)
the O(N0) part of (A.9) reads
z (〈R2(z)〉0)2 = (z2 − µ2z) 〈R2(z)〉0 − z + µ2 − C0. (A.13)
Its solution that does not blow up as z →∞ is
〈R2(z)〉0 =
1
2
[
z − µ2 −
√
(z − µ2)2 − 4 + 4(µ
2 − C0)
z
]
. (A.14)
Assuming that 〈R2(z)〉0 should be analytic except one cut on the positive real axis [a2, b2]
(0 < a2 < b2) determines C0 as
C0 = µ
2. (A.15)
Thus, we obtain
〈R2(z)〉0 =
1
2
[
z − µ2 −
√
(z − a2)(z − b2)
]
, (A.16)
a2 = −2 + µ2, b2 = 2 + µ2,
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which coincides with the result from the saddle point equation. Note that it holds for
general filling fractions (ν+, ν−).
From the O(N−2) part of (A.9):
〈
R2(z)
2
〉
C,0
−
√
(z − a2)(z − b2) 〈R2(z)〉1 = −
C1
z
(A.17)
and the O(N−2) part of (A.10):
∂w (wDz′(z, w) 〈R2(z′)〉0) + z 〈R2(w)〉0
〈
R2(z)
2
〉
C,0
−z
√
(z − a2)(z − b2)
[
〈R2(z)R2(w)〉C,0 + 〈R2(w)〉0 〈R2(z)〉1
]
= −
〈
1
N
trφ2R2(w)
〉
C,0
− C1 〈R2(w)〉0 (A.18)
for both of which we have used (A.16), we obtain
∂w (wDz′(z, w) 〈R2(z′)〉0)− z
√
(z − a2)(z − b2) 〈R2(z)R2(w)〉C,0
= −
〈
1
N
trφ2R2(w)
〉
C,0
. (A.19)
Applying
∂
∂(µ2)
〈R2(w)〉0 =
〈
1
N
trφ2R2(w)
〉
C,0
(A.20)
and (A.16) to (A.19) leads to
〈R2(z)R2(w)〉C,0 =
1
4
1
(z − w)2
[√
(z − a2)(w − b2)
(z − b2)(w − a2) +
√
(z − b2)(w − a2)
(z − a2)(w − b2) − 2
]
. (A.21)
It is easy to confirm that this equation yields (4.13) for p, q even.
In particular, 〈
R2(z)
2
〉
C,0
=
1
(z − a2)2(z − b2)2 , (A.22)
and requiring the regularity of 〈R2(z)〉1 at z = 0 in (A.17) gives
〈R2(z)〉1 =
1
(z − a2)5/2(z − b2)5/2 , (A.23)
C1 = 0. (A.24)
Eq. (A.24) means that the torus free energy is a constant independent of µ2. We explicitly
computed
〈
1
N
trBn
〉
1
(n = 1, 2, 3, 4) from the large-z expansion of (A.23), and obtained
the result suggesting supersymmetry invariance at the torus topology:〈
1
N
trBn
〉
1
= 0 (n = 1, 2, 3, 4). (A.25)
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In ref. [6] we find strong evidences that the supersymmetry is preserved at the sphere
topology in the asymmetric one-cut phase and in the two-cut phase both corresponding
to (A.16). It is therefore interesting if the supersymmetry remains intact at the torus
topology.
B Dependence on filling fractions of
〈∏
i
1
N trφ
ni
〉
C
We here discuss dependence on filling fractions (ν+, ν−) of the K-point correlation func-
tions
〈∏K
i=1
1
N
trφni
〉
C
with K = 1, 2, 3.
Let us express as Z(ν+,ν−) contribution to the partition function (2.4) from the config-
urations where the first ν+N eigenvalues of the matrix φ are around the right minimum
and the remaining ν−N around the left minimum:
λi = µ+ λ˜i for i ∈ I ≡ {1, · · · , ν+N},
λj = −µ+ λ˜j for j ∈ J ≡ {ν+N + 1, · · · , N} (B.1)
with λ˜i and λ˜j small fluctuations. Then,
Z =
N∑
ν+N=0
N !
(ν+N)!(ν−N)!
Z(ν+,ν−) (B.2)
is valid at least to all orders in perturbation with respect to the small fluctuations, and
Z(ν+,ν−) = C˜N
∫ ( N∏
k=1
dλ˜k
)∏
i∈I
W ′′(µ+ λ˜i)
∏
j∈J
W ′′(−µ + λ˜j)
×
∏
i>i′, i,i′∈I
(
W ′(µ+ λ˜i)−W ′(µ+ λ˜i′)
)2
×
∏
j>j′, j,j′∈J
(
W ′(−µ+ λ˜j)−W ′(−µ + λ˜j′)
)2
×
∏
i∈I, j∈J
(
W ′(−µ+ λ˜j)−W ′(µ+ λ˜i)
)2
× exp
[
−N
∑
i∈I
1
2
W ′(µ+ λ˜i)
2 −N
∑
j∈J
1
2
W ′(−µ+ λ˜j)2
]
(B.3)
with W ′(x) = x2 − µ2, W ′′(x) = 2x. C˜N is a numerical factor depending only on N [31].
The integrals in (B.3) are calculated in perturbation with respect to the small fluctuations,
namely in the 1
N
-expansion. By flipping the sign of λ˜j (j ∈ J), it is easy to see
Z(ν+,ν−) = (−1)ν−NZ(1,0). (B.4)
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Let us write correlators evaluated under the configurations (B.1) as 〈·〉(ν+,ν−). In
the remaining of this appendix, we find a relation between
〈∏K
i=1
1
N
trφni
〉(ν+,ν−)
C
and〈∏K
i=1
1
N
trφni
〉(1,0)
C
for K = 1, 2, 3.
B.1 K = 1
Applying the same argument of flipping the sign to
〈
1
N
trφn
〉(ν+,ν−) leads to
〈
1
N
trφn
〉(ν+,ν−)
=
〈
1
N
∑
i∈I
(µ+ λ˜i)
n
〉(1,0)
+ (−1)n
〈
1
N
∑
j∈J
(µ+ λ˜j)
n
〉(1,0)
. (B.5)
Since there is a permutation symmetry of λ˜1, · · · , λ˜N in 〈·〉(1,0), we can write the r.h.s. as
(ν+ + (−1)nν−)
〈
(µ+ λ˜1)
n
〉(1,0)
= (ν+ + (−1)nν−)
〈
1
N
trφn
〉(1,0)
. (B.6)
Thus 〈
1
N
trφn
〉(ν+,ν−)
= (ν+ + (−1)nν−)
〈
1
N
trφn
〉(1,0)
. (B.7)
Namely,
〈
1
N
trφn
〉(ν+,ν−) is independent of the filling fractions for n even, and proportional
to (ν+−ν−) for n odd. Note that the relation (B.7) holds at each order of the 1N -expansion.
B.2 K = 2
After the sign flip, we have〈
1
N
trφn1
1
N
trφn2
〉(ν+,ν−)
C
=
〈
1
N
∑
i1∈I
(µ+ λ˜i1)
n1
1
N
∑
i2∈I
(µ+ λ˜i2)
n2
〉(1,0)
(B.8)
+(−1)n1+n2
〈
1
N
∑
j1∈J
(µ+ λ˜j1)
n1
1
N
∑
j2∈J
(µ+ λ˜j2)
n2
〉(1,0)
(B.9)
+(−1)n1
〈
1
N
∑
j1∈J
(µ+ λ˜j1)
n1
1
N
∑
i2∈I
(µ+ λ˜i2)
n2
〉(1,0)
(B.10)
+(−1)n2
〈
1
N
∑
i1∈I
(µ+ λ˜i1)
n1
1
N
∑
j2∈J
(µ+ λ˜j2)
n2
〉(1,0)
(B.11)
− (ν+ + (−1)n1ν−) (ν+ + (−1)n2ν−)
〈
1
N
trφn1
〉(1,0)〈
1
N
trφn2
〉(1,0)
. (B.12)
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Use of the permutation symmetry recasts the first term in the r.h.s. as
(B.8) = ν2+
〈
(µ+ λ˜1)
n1 (µ+ λ˜2)
n2
〉(1,0)
+
ν+
2N
〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}〉(1,0)
C
.
(B.13)
Notice that the connected part is taken in the second term because the disconnected part
vanishes due to the permutation symmetry. Since (ν+, ν−) = (1, 0) case in the above
argument yields〈
1
N
trφn1
1
N
trφn2
〉(1,0)
=
〈
(µ+ λ˜1)
n1 (µ+ λ˜2)
n2
〉(1,0)
+
1
2N
〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}〉(1,0)
C
, (B.14)
we obtain
(B.8) = ν2+
〈
1
N
trφn1
1
N
trφn2
〉(1,0)
+
ν+ν−
2N
〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}〉(1,0)
C
.
(B.15)
Repeating the same argument for (B.9), (B.10) and (B.11), and putting the results
together with the last term (B.12), we end up with〈
1
N
trφn1
1
N
trφn2
〉(ν+,ν−)
C
= (ν+ + (−1)n1ν−) (ν+ + (−1)n2ν−)
〈
1
N
trφn1
1
N
trφn2
〉(1,0)
C
+ (1− (−1)n1) (1− (−1)n2) ν+ν−
2N
×
〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}〉(1,0)
C
. (B.16)
This formula tells us that〈
1
N
trφn1
1
N
trφn2
〉(ν+,ν−)
C
=
〈
1
N
trφn1
1
N
trφn2
〉(1,0)
C
(B.17)
for n1 and n2 even, and〈
1
N
trφn1
1
N
trφn2
〉(ν+,ν−)
C
= (ν+ − ν−)
〈
1
N
trφn1
1
N
trφn2
〉(1,0)
C
(B.18)
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for one of n1 and n2 odd. These are valid to all orders in the
1
N
-expansion. For n1 and n2
odd, the second term in the r.h.s. of (B.16) appears to be nonvanishing. However, it is at
most of O(N−3) and negligible compared to the leading contribution of O(N−2). Thus
we have shown that〈
1
N
trφn1
1
N
trφn2
〉(ν+,ν−)
C,0
= (ν+ − ν−)2
〈
1
N
trφn1
1
N
trφn2
〉(1,0)
C,0
(B.19)
for n1 and n2 odd.
B.3 K = 3
The argument parallel to the previous subsection leads to the result
〈
3∏
i=1
1
N
trφni
〉(ν+,ν−)
C
=
{
3∏
i=1
(ν+ + (−1)niν−)
}〈
3∏
i=1
1
N
trφni
〉(1,0)
C
+
ν+ν−
2N
[
(1− (−1)n1) (1− (−1)n2) (ν+ + (−1)n3ν−)
×
〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}
(µ+ λ˜3)
n3
〉(1,0)
C
+ (two terms from cyclic permutations of (n1, n2, n3))
]
+
2ν+ν−
3N2
f(n1, n2, n3)
[〈{
(µ+ λ˜1)
n1 − (µ+ λ˜2)n1
}{
(µ+ λ˜1)
n2 − (µ+ λ˜2)n2
}
×
{
(µ+ λ˜1)
n3 + (µ+ λ˜2)
n3 − 2(µ+ λ˜3)n3
}〉(1,0)
C
+ (two terms from cyclic permutations of (n1, n2, n3))
]
, (B.20)
where
f(n1, n2, n3) =


0 (two or all of n1, n2, n3 are even),
1 (one of n1, n2, n3 is even),
ν+ − ν− (all of n1, n2, n3 are odd).
(B.21)
From (B.20), we see that
〈
3∏
i=1
1
N
trφni
〉(ν+,ν−)
C
=
〈
3∏
i=1
1
N
trφni
〉(1,0)
C
(B.22)
for n1, n2 and n3 all even, and〈
3∏
i=1
1
N
trφni
〉(ν+,ν−)
C
= (ν+ − ν−)
〈
3∏
i=1
1
N
trφni
〉(1,0)
C
(B.23)
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for one of n1, n2 and n3 odd. These hold to all orders in the
1
N
-expansion. For the
other cases, although the second and third terms in the r.h.s. of (B.20) appear to remain
nonzero, they are at most of O(N−5). So, by looking at the leading order of O(N−4),〈
3∏
i=1
1
N
trφni
〉(ν+,ν−)
C,0
= (ν+ − ν−)♯
〈
3∏
i=1
1
N
trφni
〉(1,0)
C,0
(B.24)
is shown. Here, ♯ is the number of odd integers in {n1, n2, n3}.
From the results obtained in this section, it is expected that
〈∏K
i=1
1
N
trφni
〉
C,0
for
general K is proportional to (ν+ − ν−)♯ with ♯ the number of odd-power operators of φ.
C Useful formulas
The semi-circle eigenvalue distribution
√
1− y2 (y ∈ [−1, 1]) appearing in the Gaussian
one-matrix model S = Ntr (2φ2) satisfies the saddle point equation∫ 1
−1
dy
√
1− y2P 1
x− y = πx for x ∈ [−1, 1], (C.1)
from which we obtain∫ 1
−1
dy
√
1− y2P 1
x− y y
= x
∫ 1
−1
dy
√
1− y2 P 1
x− y −
∫ 1
−1
dy
√
1− y2 = π
(
x2 − 1
2
)
. (C.2)
Next, let us compute∫ 1
−1
dy
√
1− y2 P 1
x− y P
1
u− y , x, u ∈ [−1, 1]. (C.3)
We express the principal values as
P
1
x− y =
1
2
(
1
x− y + iǫ +
1
x− y − iǫ
)
,
P
1
u− y =
1
2
(
1
u− y + iǫ′ +
1
u− y − iǫ′
)
(C.4)
with ǫ and ǫ′ infinitesimal, and rewrite P 1
x−y
P 1
u−y
as
P
1
x− y P
1
u− y =
1
4
[
1
x− y + iǫ
1
u− y + iǫ′ +
1
x− y − iǫ
1
u− y − iǫ′
+
1
x− y + iǫ
1
u− y − iǫ′ +
1
x− y − iǫ
1
u− y + iǫ′
]
. (C.5)
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We recast the first term as
1
x− y + iǫ
1
u− y + iǫ′ =
(
1
x− y + iǫ −
1
u− y + iǫ′
)
1
u− x+ i(ǫ′ − ǫ)
=
(
P
1
x− y − iπδ(x− y)− P
1
u− y + iπδ(u− y)
)
1
u− x+ i(ǫ′ − ǫ) , (C.6)
and carry out the integral in the l.h.s. of (C.3) by using (C.1). After doing in the same
manner for the other terms in (C.5), we arrive at
(C.3) = −π + iπ
4
√
1− x2
(
− 1
u− x+ i(ǫ′ − ǫ) +
1
u− x+ i(−ǫ′ + ǫ)
− 1
u− x+ i(−ǫ′ − ǫ) +
1
u− x+ i(ǫ′ + ǫ)
)
+i
π
4
√
1− u2
(
1
u− x+ i(ǫ′ − ǫ) −
1
u− x+ i(−ǫ′ + ǫ)
− 1
u− x+ i(−ǫ′ − ǫ) +
1
u− x+ i(ǫ′ + ǫ)
)
. (C.7)
Here, since (C.7) becomes equal to −π + π2√1− u2 δ(u − x) in the limit ǫ, ǫ′ → 0 with
either ǫ > ǫ′ > 0 or ǫ′ > ǫ > 0, we conclude that∫ 1
−1
dy
√
1− y2P 1
x− y P
1
u− y = −π + π
2
√
1− u2 δ(u− x) (C.8)
for x, u ∈ [−1, 1].
Finally, we show ∫ 1
−1
dy
1√
1− y2 P
1
x− y = 0 for x ∈ [−1, 1]. (C.9)
The l.h.s. is written as
(l.h.s.) =
1
2
1
1− x
[∫ 1
−1
dy
√
1− y2
(
P
1
x− y −
1
1− y
)]
+
1
2
1
1 + x
[∫ 1
−1
dy
√
1− y2
(
P
1
x− y −
1
−1− y
)]
. (C.10)
Applying (C.1) leads to
(l.h.s.) =
1
2
1
1− x(πx− π) +
1
2
1
1 + x
(πx+ π) = 0. (C.11)
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