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A new high-resolution spatial discretization scheme is presented for use within the
volume-of-fluid (VOF) method.

This scheme is an adaptation of the previously

published boundary gradient maximization (BGM) scheme, with an extension for timedependent solutions. The scheme does not explicitly reconstruct the phase interface, but
rather resolves the values of the volume fraction in the area of the interface. The scheme
is upwind biased to provide numerical stability, and the face values are limited to meet
boundedness criteria and prevent variable overshoot. Unlike most other high-resolution
schemes found in the literature, the proposed scheme does not use upwind-biased and
downwind-biased “switching” to maintain stability. This thesis presents a number of test
cases including 2-D and 3-D cases on both structured and unstructured grids. The results
display the method’s ability to reliably predict the shape of the volume fraction interface
and precisely resolve the volume fraction discontinuity.
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CHAPTER I
INTRODUCTION

Multi-phase flows are complex physical phenomena that current computational
methods have difficulty replicating. In order to accurately solve a multi-phase flow
simulation, it is crucial to know the location of the fluids, or phases, and the location of
the interface that separates them. There are many different methods available to solve
these types of problems in the field of computational fluid dynamics (CFD), but each
method has its own strengths and weaknesses. Some methods are based on a Lagrangian
reference frame wherein individual particles are tracked within the control volume.
Other methods follow an Eulerian frame of reference and study what happens within
individual stationary cells that make up the total control volume.
Methods that employ the Lagrangian frame of reference include those that track a
set of massless marker points and those that deform the computational mesh in order to
track the interface. The former initialize the domain with a set of massless markers along
the known location of the interface. As the flow progresses, the markers move like a set
of buoys on the surface of water, and the location of the interface is identified by the
position of the markers. A mesh surface is then formed connecting the markers together,
and the phases are separated from one another by the meshed surface. One such method
is the edge-tracked interface locator technique (ETILT) by Tezduyar [1]. Problems with
1

this type of method include interpolating the interface between markers and conserving
the mass of the individual phases.

Another Lagrangian method is a moving mesh

technique in which the computational mesh is reconstructed to follow the interface. The
cell faces form the interface between the two phases and keep only a singular phase
within each computational cell. This mesh relocation maintains that only one set of fluid
properties needs to be identified in the cell. A method of this type is the moving mesh
interface tracking method of Quan and Schmidt [2].

This type of method is

computationally expensive since the mesh in the area of the interface needs to be
continually updated.
The more prevalent methods used to solve multiphase flows can be classified as
Eulerian methods.

These include level-set methods and volume-of-fluid (VOF) [3]

methods. The level-set methods define a function where Φ = 0 at the interface, Φ > 0
inside the primary fluid, and Φ < 0 outside the primary fluid. The magnitude of Φ
corresponds to the approximate distance from the cell centroid to the interface. This type
of method allows for good calculation of the curvature of the interface and subsequently
accurate calculations of surface tension values, but it is not strictly mass conserving.
Thus, the level-set method has a tendency to allow for either the creation or destruction of
mass during the simulation. Another type of Eulerian method is the VOF method, which
solves a volume fraction equation in each cell in addition to the Navier-Stokes equations,
or flow equations. Values of the volume fraction, α, can range from 0 to 1, indicating the
percentage of the cell that is occupied by a secondary fluid. Values of 0 indicate that the
cell is fully occupied by the primary fluid. Since this equation is solved in the same
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manner as the flow equations, VOF methods can be easily implemented into whatever
solver is used to solve the flow equations.

VOF methods are also strictly mass-

conserving, so there is no concern that mass might be created or destroyed by this
method. The larger concern for VOF methods is likelihood of smearing of the volume
fraction interface. VOF methods tend to predict an interface smeared out over multiple
computational cells instead of confining the interface to one cell width as would be found
in an exact solution.
In order to resolve the major problem of diffusion in VOF methods, a spatial
discretization scheme is needed that can better resolve the interface discontinuity. The
majority of these discretization schemes attempt to accomplish this task by finding a
better way to define the volume fraction value at the cell face. By better describing the
value at the face, the discretization method better allows the VOF method to calculate the
flux of the volume fraction between cells and the movement of the volume fraction
within the domain. Two schemes that are widely implemented within the VOF method
can be characterized as interface reconstruction schemes (cf. [4, 5]) and interface
capturing schemes (cf. [6-10]). Interface reconstruction schemes attempt to explicitly
reconstruct the interface within each cell. These schemes use the volume fraction values
of the cell of interest as well as the surrounding cells to geometrically reconstruct a
section of the interface within each cell. The level of geometrical complexity of the
reconstruction varies among the different schemes. Interface capturing schemes on the
other hand, do not try to geometrically construct an interface but attempt to resolve the
interface by compressing the volume fraction values that indicate the presence of the
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interface into the cells where the interface is located. The remaining cells not occupied
by the interface are then given volume fraction values of 0 or 1 and are identified as
completely containing a singular phase. These discretization schemes accomplish this by
implementing a high-resolution spatial discretization scheme in the construction of cell
face values. In this manner, interface capturing schemes avoid the computational cost of
explicitly constructing an interface while still trying to reduce the numerical diffusion
common in VOF methods.
The objective of this thesis is to extend the development of a high-resolution
discretization scheme for use within the VOF method that resolves the volume fraction
interface to a nearly exact location in both steady and unsteady flows. This objective will
be accomplished by adapting the currently available BGM scheme and by extending the
scheme to solve unsteady, time-dependent flows. The scheme will be capable of solving
flows on 2-D and 3-D domains with both structured and unstructured meshes.

4

CHAPTER II
LITERATURE REVIEW

This thesis presents an interface capturing discretization scheme implemented
within the VOF method, and most of the review will focus on research in these types of
methods. A few methods that have been recently developed in other areas of multi-phase
flow simulation will also be noted.

General Review
New and ingenious methods of solving multi-phase flows within the VOF
framework are developed on a continual basis. Among the more widely investigated
methods are the interface reconstruction schemes. Types of these schemes include the
piecewise linear interface calculation scheme (PLIC) [4] and a least-square fit interface
reconstruction scheme [5]. Multi-phase flow methods also include hybrid methods that
are a combination of the different major method types. For example, one type of hybrid
method mixes the qualities of a VOF method with a level-set method [11].
The PLIC [4] method allows for a more geometrically accurate fit for the phase
interface than was previously available. The PLIC method allows the linear interface
within each cell to be constructed at an angle to the cell face. Prior methods only allow
the interface to be constructed orthogonal to the cell faces that it intersected and parallel
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to the faces on either side. The increase in geometric variability and shape accuracy
permitts better flux calculations and improved simulation results.
The least-square fit reconstruction scheme by Scardovelli and Zaleski [5] gives
slightly better geometrical accuracy within the cell than the previously mentioned PLIC
[4] scheme. The least-square fit method attempts to least-square fit the interface to match
the interface construction in the surrounding cells. Although this method is currently
only applicable to 2-D simulations, the interface reconstruction can either take the shape
of a linear segment or segment of a circle in this method, depending on the level of
desired accuracy and computational efficiency. The increased geometrical freedom of
the interface within each cell enables the interface of neighboring cells to have better
matching slopes and more accurate representations of the volume fraction value at the
cell face. The increased accuracy of volume fraction at the face leads to more accurate
values of the volume fraction flux across the cell wall.
One recently developed hybrid method is a method by Park et al. [11] that
combines a level-set method developed by Sussman et al. [12] with a mixture of highresolution interface capturing schemes. This hybrid combination enables the surface
curvature and surface tension calculations of the level-set method and the strictly masspreserving nature of high-resolution interface capturing schemes to blend together and
create a more robust interface prediction method. This hybrid method displays good
results in the complex flows of a rising bubble and both 2-D and 3-D dam break
problems.

6

Review of Interface Capturing Schemes
A few notable contributions to the family of interface capturing schemes have
been made over the last decade. Two of the more referenced methods to date are the
modified high-resolution interface capturing (MHRIC) scheme of Muzaferija et al. [6]
and the compressive interface capturing scheme for arbitrary meshes (CICSAM) scheme
by Ubbink and Issa [7]. Other recent methods are the tangent of hyperbola for interface
capturing (THINC) scheme by Xiao et al. [8], a central difference scheme by Gough et al.
[9], and the boundary gradient maximization (BGM) scheme by Walters and Wolgemuth
[10]. The scheme presented by this investigation is an extension of the BGM scheme.
The MHRIC [6] scheme is currently a widely used method of solving multiphase flows. It is an available option in many commercial software codes, including the
FLUENT 6.2.16 code used in this study. The MHRIC scheme is a normalized variable
diagram (NVD) [13] scheme based on donor, acceptor, and upwind cells. When trying to
solve the volume fraction value of a cell face, a scheme based on the NVD scheme will
use these three cells to calculate the face value.
A brief description of these cell IDs will be given before the remainder of the
method is presented. The donor-acceptor method of cell identification is easily
recognized on a Cartesian mesh, but unstructured grids make identifying these cells more
complicated. On a Cartesian mesh, the donor cell is the one of the two cells bounding the
face that is on the upwind side of the face. The acceptor cell is the remaining cell on the
downwind side of the face. The upwind cell is the cell that would be reached if one
followed a vector connecting the centroid of the face to the centroid of the donor cell in
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the upstream direction. Figure 2.1(a) gives a visual description of these three cell IDs.
On an unstructured mesh, the donor and acceptor cells can be readily identified, but the
upwind cell might be difficult to determine. Thus in an unstructured mesh, the cells are
identified as upwind cell, downwind cell, and a projected cell value. The upwind cell and
downwind cell are shown in Figure 2.1(b). The projected value, UU, is a value projected
from the upwind cell to represent a cell value further upstream from the upwind cell.
These three values allow the volume fraction value of a cell face to be calculated on an
unstructured mesh, using the NVD scheme.

Figure 2.1

Comparison of “donor-acceptor” versus upwind-downwind
nomenclature. In (a), the value of the face f is determined by the
upstream (U), donor (D), and acceptor (A) cells, which correspond to the
projected (UU), upstream (U), and downstream (D) cells in part (b).

To implement the MHRIC scheme, the normalized cell volume fraction at the
face must be calculated:

,
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(2.1)

(2.2)
In order to avoid non-physical “wrinkles” in the solution, the MHRIC method switches to
the ULTIMATE QUICKEST [13] scheme when the angle between the face normal and
the interface normal nears orthogonal. The normalized face volume fraction value when
ULTIMATE QUICKEST is employed is calculated as:
.

(2.3)

A corrected value of the normalized volume fraction is then calculated as a weighted
average of the two previous values:
,

(2.4)

where θ represents the angle between the grid face normal and the interface normal. θ is
calculated as:
.

(2.5)

The vector d connects the center of the upstream cell to the downstream cell. The
volume fraction value at the face is finally computed as:
.

(2.6)

This high-resolution discretization scheme performs well in multi-phase solutions and is
very computationally efficient in comparison to the interface reconstruction methods.
The MHRIC method predicts the interface shape very well but is still significantly
diffusive.
The CICSAM [7] method is similarly an NVD [13] scheme. The normalized
volume fraction value at the face is calculated by CICSAM as:
9

,

(2.7)

,

(2.8)

where c is the Courant number of the donor cell, which is discussed in more detail in [7].
The above form of the normalized face value,

, represents the most compressive

form that the equation can take to resolve the interface and still meet the constraints to
keep the normalized face value between 0 and 1. Similar to the MHRIC scheme, the
CICSAM method also switches to the ULTIMATE QUICKEST [13] scheme, when
necessary, to avoid numerical “wrinkles”:
.
A new normalized volume fraction value at the face,

(2.9)

, is calculated based on a function

of the angle between the interface normal the flow direction:
,

(2.10)

,

(2.11)

.

(2.12)

The new normalized face value allows the actual face value to be calculated:
,

(2.13)

.

(2.14)

The above method is the CICSAM method for 1-D flows. See [7] for more details on the
multi-dimensional implementation. The method performs well in the multi-phase test
10

cases presented in [7]. The interface is well-resolved, and the method does a good job of
interface shape prediction. Some interface reconstruction methods outperforms the
CICSAM, but the method performed well for an interface-capturing method.
The THINC [8] scheme is an interface capturing method not based on the NVD
[13] scheme. Instead, it bases its representation of the volume fraction discontinuity on
the hyperbolic tangent function. The first step in this method is to define the volume
fraction function in a cell:
,

(2.15)

,

(2.16)

.

(2.17)

The cell-averaged value of the volume fraction is calculated as:
.

(2.18)

The THINC scheme does not define the volume fraction at the faces in order to solve for
the volume fraction flux or use the same flow solver that is used to solve the flow
equations, but rather defines the flux across a face using its own equation:

.

(21.9)

The cell-averaged volume fraction for the next time step can then be calculated as:
.
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(2.20)

The THINC scheme displays good results in several of the test cases performed by Xiao
et al. [8], but the scheme shows significant deformation in the shape of the interface when
performing the slotted disk case proposed by Zalesak [14]. The slot of the disk shows
partial curvature in the direction of rotation. The curved edge of the disk has nonphysical waves on the surface, and the pointed end of the slot experiences significant
rounding. All of these numerical errors are typical problem areas for discretization
schemes implemented within the VOF method. The THINC scheme does predict
realistic interface geometry when solving the complex flow of a 2-D dam break problem.
Overall, this novel method does provide reasonable results for volume fraction values.
The central difference scheme of Gough et al. [9] seeks to limit the divergence of
the volume fraction solution in the VOF method by implementing a correction to the
hydrostatic pressure term. Gough et al. claim that the hydrostatic pressure flux is not
balanced in conventional discretization schemes in areas of steep density change, such as
near the interface. The authors contend that the source term vector in the flow equations
should be balanced by the hydrostatic pressure flux. They accomplish this by first
calculating the hydrostatic pressure at a face by using a simple cell average:
.

(2.21)

A corrected hydrostatic pressure term can then be calculated:
,

(2.22)
.

(2.23)

The total corrected pressure at a face then becomes:
.

(2.24)
12

This discretization scheme predicts reasonable results for a 2-D and 3-D dam break
problem when implemented along with the JST scalar dissipation model [15] and the
matrix dissipation model [16]. The article has no test cases that could indicate the ability
of the scheme to retain interface shape or interface resolution.
The recently developed BGM [10] scheme is another high-resolution
discretization scheme that is not an NVD [13] scheme. The discussion of this scheme
will be limited since the current work is based upon the BGM scheme and shares many of
its characteristics. The BGM scheme compresses the volume fraction interface by
maximizing the volume fraction gradient near the interface. This allows the volume
fraction values to converge upon the interface more quickly and retain a sharp volume
fraction discontinuity. The method is shown to outperform the MHRIC method in many
cases and resolve the volume fraction interface almost exactly in most steady-state cases.
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CHAPTER III
NUMERICAL METHOD

Consider the case of a two-phase flow in which both fluids are incompressible
and immiscible. For a laminar flow, the equations of continuity and momentum are:
(3.1)
(3.2)
where ui is the velocity shared by all phases, P is gauge pressure, and gi is the
gravitational acceleration experienced by all phases in the cell. In the VOF method, fluid
variables such as density and viscosity (ρ and μ) found in Equations (3.1) and (3.2) need
to be calculated as a function of the volume fraction, α:
,

(3.3)

.

(3.4)

The subscripts 0 and 1 here refer to the constant properties of the primary and secondary
fluids respectively.
The finite volume method requires that Equations (3.1) and (3.2) be integrated
over each computational cell in the domain.

The discrete numerical method of

calculating these volume integrals is to sum the fluxes at the cell faces. The following
paragraph will briefly cover the methods used for the governing equations.
14

The test cases presented in this investigation were run using the Fluent commercial
software, version 6.2.16 [17]. The methods used to solve the governing equations are all
standard options in this software package. Only the volume fraction equation was
modified to incorporate the new method, using Fluent’s built-in user defined functions
(UDF). The cases were run using a segregated, implicit scheme. The SIMPLE algorithm
[18] was used to couple the pressure and velocity fields while the PRESTO! scheme [17]
was used to calculate face values of pressure. The spatial discretization of the convective
terms in the momentum equation was formulated using a 2 nd order upwind scheme [19].
The methods used here are typical of current simulations of steady state incompressible
flows and have been used in other volume-of-fluid cases recently published in the
literature (cf. [20 - 23]).
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CHAPTER IV
DISCRETIZATION OF THE VOLUME FRACTION EQUATION

Background
The volume-of-fluid method solves an equation for the volume fraction, α, for
each fluid phase, q, in addition to the primary fluid phase. This equation takes the general
form:
(4.1)
where ρq is the density of phase q and Sq is the source term representing the mass
exchange between phases. For simplification of the description, only one secondary
phase will be considered with constant density for each phase and no mass exchange
between the phases, and the steady-state condition will be assumed. Equation (4.1) thus
simplifies down to
(4.2)
As discussed earlier, the control volume formulation requires integration over each cell of
domain Ω. The integration of Equation (4.2) over a cell becomes
(4.3)
where nj is the outward-facing normal of the surface of the cell. This surface integral is
typically calculated as a sum of the individual faces of the cell:
16

(4.4)
Here the f subscript denotes an individual face, A represents area, and

is used to

denote volumetric flow rate.
Flow direction across a surface is important to consider due to the impact of flow
direction on numerical schemes. Flowfield information is carried downstream along the
characteristics by advection terms in the governing equations. Since the upwind direction
is the numerical source of information, increasing the influence of upwind data on the
face flux calculations (upwind biasing) leads to an increase in the numerical stability of
the method. Unfortunately, for multi-dimensional cases, upwind biasing also leads to
numerical dissipation in the solution [18]. Figure 4.1 demonstrates the definition of
upstream and downstream faces. Since convention dictates that the surface normal of a
control volume always point outward, a cell upstream face can also be defined as a face
having a negative volumetric flow rate (into the cell), and a downstream face can be
defined as a face having a positive volumetric flow rate (out of the cell).

Figure 4.1

Illustration of 2-D unstructured mesh summarizing finite-volume
discretization technique, including definitions of upstream and
downstream cell neighbors (a) and upstream and downstream faces for a
given cell (b).
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A typical definition for the volume fraction at a face is simply an average of the
cell-center values on either side of the face:
(4.5)
where U and D denote upwind and downwind cells respectively. Equation (4.5) tends to
lead to numerical instability in the solution, whereas a simple first-order upwind
reconstruction,
(4.6)
has increased stability but is altogether highly diffusive in nature and therefore unfit for
VOF implementation.
Most of the interface capturing schemes mentioned earlier have been developed to
solve the volume fraction at the face of a cell and resolve the issues found by using the
Equations (4.5 - 4.6). The THINC [8] scheme is one exception.

New Method
The new method is an extension of the work of Walters and Wolgemuth using the
BGM scheme [10]. The discretization of the volume fraction for a face in both space and
time follows their formulation of a linear function of the upstream cell value and an
extrapolated downwind face value.

The volume fraction gradients in each cell are

maximized to lead to increased weighting toward the extrapolated downwind value
without overshooting or undershooting the downwind face values to greater than 1 or less
than 0. An additional upwind component is added to the face discretization equation to
avoid the non-physical oscillations that come with formulations that are too downwind18

biased. The time-dependent extension to the BGM scheme follows the same structure
wherein the volume fraction values at a previous time are treated similarly to upwind
values and extrapolated values at a future time are likened to downwind values.

Spatial Discretization
The general form of the equation for the volume fraction value at a face is
(4.7)
The

value is an initial approximation to the volume fraction value at the face and takes

the form:
(4.8)
The construction of the

term is discussed below. The final term in Equation (4.7)

is the upwind-biased additive term designed to give the method stability. The value

is

applied at each of the downstream faces of the cell. Stability can be shown to be
maintained when
(4.9)
Equation (4.9) is therefore a constraint on αf. This constraint maintains that the total
volume fraction convective flux across the downwind faces is equal to that of an upwind
method, which has been shown to be extremely stable. Substituting Equation (4.7) into
Equation (4.9), we can solve for

:
(4.10)

The

term is therefore a function of the total summation over all downstream faces for

both the numerator and denominator terms in Equation (4.10).
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The weighting term,

, of Equation (4.7) is calculated for each cell and assumes

a value greater than or equal to zero (can be greater than 1) and is responsible for
determining the downwind bias of the equation. The value of

→

as

first-order upwind scheme is recovered [Equation (4.6)]. The value of
by two criteria. The first criterion is that the value of

→0, and the
is determined

must be constrained so that, for

the downstream faces of each cell,
(4.11)
The second criterion is similar to the first but regards non-physical geometry termed
“shadow faces.” These faces are images of upstream cell faces mirrored about the cell
centroid. Figure 4.2 displays the construction of a shadow face. The vector connecting
the cell centroid to the shadow face is defined as
(4.12)
The weighting term, WU, must again be constrained in much the same way it was with
the downstream faces. The weighting term must be constrained so that
(4.13)
The final value of WU is the largest available value less than 10 that meets both facebounding constraints. The hard limit of 10 on the value WU is imposed to further ensure
the stability of the method.
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Figure 4.2

Illustration of shadow faces projected from upstream bounding faces, used
to apply limiting constraint on the parameter W in each cell. Shown are
the cases of one and two upwind/shadow face pairs, respectively.

The gradient term ∇α is solved as a discrete form of the Green-Gauss theorem:
(4.14)
Where n is the outward pointing normal vector at each face bounding the given cell. The
approximate face values used in the gradient computation are obtained as simple averages
of the face nodes:
(4.15)
The values at the nodes are calculated as a weighted average of the cells surrounding
each node. The method is further described by Rausch et al. [24].

Temporal Discretization
Time-dependent cases require the additional step of calculating the volume
fraction at theoretical time faces to determine the volume fraction flux in the forward
time direction. The discrete formulation of these face values is very similar to the
spatially derived formulation in the previous section. The volume fraction at the spatial
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faces continues to be calculated as described in the previous section, and all of the spatial
variables take values at the current simulation time, t. In order to calculate the volume
fraction value at a future time face, the current cell conditions as well as the time step, ∆t,
must be known. The value for the time face one half time step in the future is
approximated as
(4.16)
where the superscripts define the variable’s location in time, the subscripts define the
variable’s spatial location, C represents the current cell, and∂α/∂t is the volume fraction
gradient in the time direction, which will be defined later. The future time face value can
then be determined as
(4.17)
In practice, it is not necessary to calculate a previous time face since it takes the same
value as Equation (4.17) at the previous time step. The stability relation, Equation (4.9),
is rewritten to include the future time face of each cell. The future time face is treated as
a downwind face of the cell, and the equation becomes
(4.18)
The term V/∆t is treated as the volumetric flow rate across the time face, leading to
agreement in the units of the terms across the equation. After rearranging Equation
(4.18), the stability term is redefined as

(4.19)
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Just as the volume fraction value is restricted by the boundednesss criteria of
Equation (4.11) at the spatial cell walls, the future time face must also meet similar
restrictions. At no point in time should the cell-centered value of the volume fraction be
greater than 1 or less than 0:
(4.20)
Thus, the weighting factor,

, must be altered in each cell so that the volume fraction at

the future face for each cell meets the above criteria. There is no need to check shadow
faces in the temporal direction since the shadow face of the previous time face will match
up exactly with the future time face.
Several time derivatives were investigated for use within the time-dependent
BGM scheme. The formulation that gave the best results was simply the first order
construction:

(4.21)
It is useful to compare and contrast the new scheme with existing high-resolution
methods. The major similarity is the use of compressive downwind differencing to
prescribe the face values of the volume fraction. Likewise, the face values are limited to
prevent over- and undershoot that violates physical constraints. The fundamental
difference lies in the manner with which the downwind differences are modified to
prevent spurious behavior in the region of the discontinuity. The original VOF method
[1], uses simple switching between the compressive scheme and an upwind-biased
scheme, while more recent methods (cf. [6, 7]), including the HRIC scheme outlined
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above, use a continuous blending parameter which is a function of the angle between the
interface normal and the cell face normal. The BGM method proposed here follows a
substantially different approach by considering only the net outward volume fraction flux
for any given computational cell, and ensuring that the net flux for all downstream faces
is equivalent to the value obtained with (pure) upwind differencing. In this sense, the
new method relies on cell-based flux limiting, rather than the face-base limiting that is
employed in other schemes.
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CHAPTER V
TEST CASES

Several test cases were performed to highlight the characteristics of the scheme
presented in this thesis. 2-D and 3-D cases were run in both steady-state and timedependent models. Many varying interface shapes and flowfields were also tested. In
most cases the new method is shown to preserve the volume fraction interface almost
exactly. In these cases, the volume fraction field is fully 0 or 1 except in the cells which
contain the interface. Results are presented and compared to some of the most recently
developed two-phase flow schemes.

Steady-State Cases
Several steady-state cases were performed to demonstrate the capabilities of the
scheme independent of the time discretization scheme. The solution of the volume
fraction equation was decoupled from the solution of the flow equations for all steadystate cases.

Two-Dimensional Cases
Two 2-D grids were constructed within the same 1 x 1 domain with similar
interior mesh patterns. The first mesh shown in Figure 5.1(a) is a uniformly distributed
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Cartesian mesh of 100 x 100 cells. The second mesh shown in Figure 5.1(b) is a
uniformly distributed unstructured triangular mesh of 10116 cells.

Figure 5.1

Illustration of initial 2-D test meshes: 100x100 Cartesian mesh (a) and
10116 cell triangular mesh (b).

Cases of simple convection of the VOF interface in a uniform velocity field were
performed on the above grids with the velocity field oriented at 45○, 26.56○, and 14.04○
relative to the x-axis. These angles correspond to an interface slope of 1, ½, and ¼,
respectively. The inlet value for the volume fraction on the left inlet face (x = 0) is α = 0.
The inlet value at the bottom inlet face (y = 0) is α = 1.
The first case is the simply convected flow at 45○. This case was run with some
of the most widely available discretization methods to date and compared against the
current method. The 1st-order upwind method, 2 nd -order upwind method, and the HRIC
method were all run and compared to the proposed method. The results are shown in
Figure 5.2. It is apparent that the 1st-order upwind scheme is highly dissipative. The 2nd 26

order upwind scheme is significantly more resolved but still exhibits dissipation that
grows as the interface moves away from the inlet. The HRIC method and the BGM
method exactly maintain the interface throughout the domain.

Figure 5.3 displays

volume fraction values in the cells along the gridline y = 0.5 for the 2 nd -order upwind,
HRIC, and BGM methods.

Figure 5.2

Non-smoothed contours of volume fraction for the 45○ case; spatial
discretization scheme: (a) 1st-order upwind; (b) 2 nd -order upwind; (c)
HRIC; (d) BGM.
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Figure 5.3

Computed volume fraction distribution for 45○ case, at y = 0.5, for three
different discretization schemes.

The second case that was investigated is the simply convected flow at 26.56○ on
the structured grid. This case was run with the 2 nd -order upwind, HRIC, and BGM
methods. Figure 5.4 shows similar results to the previous test case. The 2nd -order
upwind method increases in dissipation as it moves away from the inlet. The HRIC
method maintains its resolution of the interface, but it does not resolve the interface as
well as is seen in the previous case. Whereas the exact interface should be contained in a
band only two cells wide, the HRIC method predicts the location of the interface in a
band of four cells wide. The BGM method on the other hand predicts the location of the
interface exactly, as displayed in Figures 5.5 and 5.6.
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Figure 5.4

Non-smoothed contours of volume fraction for the 26.56○ case;
discretization scheme: (a) 2nd -order upwind; (b) HRIC; (c) BGM.

Figure 5.5 Close-up view of non-smoothed volume fraction contours for the 26.56○ case
using the HRIC scheme (a) and the BGM scheme (b).
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Figure 5.6 Computed volume fraction distribution for 26.56○ case, at y = 0.25, for three
different discretization schemes.
The third case is that of the simply convected flow at 14.04○. This case was run
with the same methods employed in the previous case and displays similar results, with
an increase in the tendencies noted earlier. Figure 5.7 again shows increasing diffusion in
the 2nd -order upwind method and non-increasing diffusion in the HRIC method. The
BGM method predicts the interface exactly as displayed in Figure 5.8.
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Figure 5.7

Non-smoothed contours of volume fraction for the 14.04○ case;
discretization scheme: (a) 2nd -order upwind; (b) HRIC; (c) BGM.
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Figure 5.8

Computed volume fraction distribution for 14.04○ case, at y = 0.125, for
three different discretization schemes.

The next case is for the simply convected 45○ flow on the unstructured grid shown
in Figure 5.1(b). The HRIC and BGM methods were used to perform this test case.
Figure 5.9 shows that HRIC method displays diffusion of the interface, but the diffusion
again does not grow as the interface is convected away from the inlet. The BGM method
holds the interface to at most one cell in width, displaying a full field of 1 or 0 except in
the cells where the interface is located.

The precision of the BGM method is

demonstrated in Figure 5.10. These results agree with the results found on the structured
grid.
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Figure 5.9

Figure 5.10

Non-smoothed contours of volume fraction for the 45○ case on unstructured
(triangular) mesh; discretization scheme: (a) HRIC; (b) BGM.

Close-up view of non-smoothed volume fraction contours for the 45○ case
on unstructured mesh using the HRIC scheme (a) and the BGM scheme
(b).
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Cases involving a more complex, non-uniform velocity field were run on both the
structured and unstructured meshes displayed in Figure 5.1.

The velocity field is

described by:
(5.1)
(5.2)
The volume fraction interface is located on the inlet face at (0,0). The inlet introduces a
volume fraction value of 1 above this point and 0 below. The interface path is therefore
described as:
(5.3)
Test cases were performed on the structured mesh for κ = 2.5, 5, and 10, representing
successively smaller wavelengths. Cases were performed on the unstructured mesh for
κ = 5. The HRIC and BGM methods are compared on all of these cases.
Both methods displayed good interface resolution for the case of κ = 2.5 on the
structured mesh. The HRIC method was slightly more diffusive than the exact solution,
but the interface prediction was well resolved and held good shape throughout the
domain. The BGM method displayed the exact solution, again resolving the interface to
at most one cell between the 0 and 1 volume fraction value fields. Results are displayed
in Figure 5.11.
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Figure 5.11

Non-smoothed contours of volume fraction for sinusoidally convected
interface, κ = 2.5. Results are obtained using HRIC scheme (a); and
BGM scheme (b).

The case of κ = 5 on the structured grid displayed similar results to the previous
case, but the HRIC method predicted greater diffusion than seen in the κ = 2.5 case.
While the diffusion remained constant in the case where κ = 2.5, for case of κ = 5 the
HRIC method increased in diffusion at the wave crest and trough but remained constant
in the regions in between. This result exhibits higher diffusion in the HRIC method in
areas of larger acceleration magnitude. The BGM method once again displays the exact
solution. Results are shown in Figure 5.12.
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Figure 5.12

Non-smoothed contours of volume fraction for sinusoidally convected
interface, κ = 5. Results are obtained using HRIC scheme (a); and BGM
scheme (b).

The case of κ = 10 on the structured mesh shows an increased tendency of the
HRIC method to predict dissipation at the crest and trough. The interface is smeared
across a greater number of cells in the HRIC result for κ = 10 than in the results for either
κ = 5 or κ = 2.5. This result further supports the theory that the HRIC method predicts
increased diffusion of the volume fraction interface in areas of increased acceleration
magnitude. The BGM method continues to exactly predict the interface to at most one
cell width as shown in Figure 5.13.
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Figure 5.13

Non-smoothed contours of volume fraction for sinusoidally convected
interface, κ = 10. Results are obtained using HRIC scheme (a); and BGM
scheme (b).

The BGM method was also compared to an interface reconstruction scheme in the
case of κ = 10 on the structured grid. The details of the reconstruction scheme can be
found in the work of Youngs [25]. Both methods resolved the interface to one cell width,
but Figure 5.14 shows that the interface shape is slightly different in the two results. The
interface predicted by the BGM method was more symmetrical than that predicted by the
reconstruction method, as one would expect of a sinusoidal flowfield, but overall the
BGM method produced a similar shape to the more computationally complex
reconstruction method.
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Figure 5.14

Non-smothed contours of volume fraction for sinusoidally convected
interface, κ = 10. Results are obtained using Geo-Reconstruct interface
reconstruction scheme (a); and BGM interface capturing scheme (b).

In addition to the sinusoidal cases run on the structured grid, the sinusoidal wave
was also run on the unstructured mesh shown in Figure 5.1(b) for κ = 5. Results shown
in Figure 5.15 further validate the results seen in the structured mesh cases. The HRIC
method is more diffusive and increases in diffusivity at the crest and trough as compared
to the BGM result.
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Figure 5.15

Non-smoothed contours of volume fraction for sinusoidally convected
interface on unstructured mesh, κ = 5. Results are shown using HRIC
scheme (a); and BGM scheme (b).

Finally, the sinusoidal velocity field was run on a refined structured mesh. The
mesh of Figure 5.1(a) was refined to a 200 x 200 cell grid. The case of κ = 10 was run
with both the HRIC and BGM methods on the refined grid. Figure 5.16 shows that both
methods gave predictions of quality similar to that of the κ = 2.5 case. The HRIC method
was slightly diffusive but did not show increased diffusivity at the crest and trough like
that shown in the case of the coarser mesh. The results imply that mesh refinement can
help the HRIC method obtain results similar to that of the BGM method, but the BGM
method still outperforms the HRIC method even on the refined grid.
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Figure 5.16

Non-smoothed contours of volume fraction using a refined structured
mesh, κ = 5. Results are obtained using HRIC scheme (a); and BGM
scheme (b).

Three-Dimensional Cases
The first 3-D case is that of a round jet simply convected in the axial direction.
The domain is a 1 x 1 x 1 volume discretized into a non-isotropic tetrahedral mesh. The
mesh is refined at x = 0, coarsens as it approaches x = 0.5, and is refined again as it
approaches the exit at x = 1. The inlet face (x = 0) has a circle of radius 0.1 from which a
volume fraction value of 1 is introduced into the domain. The remaining area of the inlet
introduces a 0 volume fraction value into the domain. The velocity field is defined as:
(5.4)
(5.5)
(5.6)
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Figure 5.17 shows that the interface remains resolved and does not diffuse as it travels
across the domain. The interface holds its circular shape and follows a linear trajectory
as it is convected along the axis. Figure 5.17 displays some misidentification of the
volume fraction for some cells not expected to contain the interface. This could be
attributed to some slight diffusion of the interface but could also be due to the skewed
shape of the grid cells. Some of these cells could intersect the interface at a point that
cannot be perceived from the views displayed in Figure 5.17.

Figure 5.17

Non-smoothed volume fraction contours of the round jet seen from outlet
face (a) and top view of y = 0.5.

Another 3-D round jet case is that of a round jet convected in a vortical flowfield.
This case is intended to show the method’s ability to maintain interface resolution and
shape along a large displacement length. The domain has diameter 2D and length 40D,
where D represents the diameter of the jet. The inlet has a phase profile of α = 1 for a
circle centered at r = 0 and α = 0 for the remainder of the inlet face. The flow has a
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uniform axial velocity of 10 and a radial velocity of 0. The angular velocity is defined so
that the flow makes one complete rotation every 10D in length, causing the flow to have
rotated 4 times as it reaches the outlet.
The above domain was discretized into a coarse mesh of 37,600 total tetrahedral
cells with 200 cell lengths in the axial direction. The inlet face is shown in Figure
5.18(a). Figure 5.19 shows the inlet profile and the exit profiles for both the HRIC
method and the BGM method. It is evident that, while both methods kept good profile
shape along the domain, the BGM method maintained a sharper and more refined
interface.

Figure 5.18

Inlet face of the vortical jet case for coarse mesh (a) and fine mesh (b).
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Figure 5.19

Non-smoothed volume fraction contours on the inlet plane, and on the
outlet plane using two of the high-resolution schemes on the coarse mesh.

The domain was also discretized into a fine mesh of 606,800 total cells with the
same 200 cell lengths in the axial direction. The inlet face for this mesh is shown in
Figure 5.18(b). Figure 5.20 shows the results of the HRIC and BGM methods on the
refined grid. Good shape was again maintained by both methods, but the BGM method
resulted in a more refined outlet profile.

Figure 5.20

Non-smoothed volume fraction contours on the inlet plane, and on the
outlet plane using each of the two high-resolution schemes on the fine
mesh.

The notched disk in a vortical flow, proposed by Zalesak [14], is a standard test
case for multi-phase flow methods. The domain is set up as 10D long and 3D in
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diameter, where D is the diameter of the disk. The phase profile of the disk is 1D in
diameter with a notch width of 0.12D and depth (radially into the disk) of 0.3D. The
notch is centered about the centroid of the disk, and the disk is centered at r = 0.75D. The
domain is discretized into a mesh containing 200 cells in the axial direction and 1.6
million cells total. The inlet face mesh and phase profile are shown in Figure 5.21. The
flow has an axial velocity of 10 while there is no radial velocity. The angular velocity is
such that the disk makes one full revolution upon arriving at the outlet. The results are
shown in Figure 5.22 for the BGM method. The BGM method maintains good shape for
the disk and slot throughout the domain. Many methods tend to round of the outside
corners of the slot, but the current results show very little evidence of rounding. The slot
is also straight and not curved in the direction of rotation as is seen in some other
methods. The interface is also very resolved in the shots of 90○ - 270○. There is evidence
of increased diffusion at 360○ as seen in Figure 5.22(d). This is likely due to slowly
growing diffusion as the disk is being convected and the appearance of greater diffusion
as the disk reaches the outlet due to the mesh orientation at the outlet region of the grid.
Since the mesh at this point matches up more exactly with the shape of the disk, any
diffusion in the interface shape will be more evident and will give the appearance of
greater diffusion. Overall, the BGM method does a very good job of maintaining the
interface phase profile through the complete rotation and along the 10D of translation.
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Figure 5.21

Inlet plane mesh (a) and inlet phase profile (b) for the notched-disk test
case.
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Figure 5.22

Predicted phase profile for the notched disk test case at downstream locations corresponding to rotations of: (a)
90○; (b) 180○; (c) 270○; (d) 360○.

Time-Dependent Cases
A few time-dependent cases were run to demonstrate the method’s ability to solve
problems in conjunction with a time-integration technique. Some cases were run as timedependent problems with constant boundary conditions and run far enough in time to
where they reached a steady-state solution. Another case is a 2-D dam break problem. In
the interest of testing the robustness of the time-integration scheme, all time-dependent
cases were run with the largest time step that maintained method stability, 0.01.
The first case is a sine wave band moving across a 2-D domain. The structured
grid from Figure 5.1(a) was again used for this case. The velocity field is constant and
described by Equations (5.1) and (5.2). The volume fraction value of the field is initially
set to 0 at t = 0. After t = 0, volume fraction values of 1 are introduced into the field at x
= 0 and -0.2 ≤ y ≤ 0.2. The case is run until the time residual converges and the field
becomes steady-state. The location of the two interfaces are described by
(5.7)
(5.8)
The value of κ is set to 10 for this case. Figure 5.23 shows that the time-dependent
solution run to steady state gives a similar result to the steady-state solution shown in
5.13(b). There appears to be no time-dependency in this case. Both interfaces show
symmetry about the crests and troughs of the wave. The band maintains its width as it
oscillates up and down, and the interface is again resolved exactly to one cell in width.
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Figure 5.23

Non-smoothed volume fraction contours of a time-dependent sine wave
band after having reached a steady-state condition.

Another time-dependent case that was run to steady-state is the round jet simply
convected in the axial direction. This case is the time-dependent version of the case
described in Equations (5.4 – 5.6) and displayed in Figure 5.17. Figure 5.24(a) shows
results very similar to those seen in Figure 5.17 and again displays very little timedependency in the solution. Figure 5.24(b) shows a highly resolved interface, even in the
front of the interface progression.
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Figure 5.24

Non-smoothed volume fraction contours of a time-dependent round jet
seen from outlet face after having reached steady state (a) and from a top
view of y = 0.5 at t = 0.75.

The final time-dependent case that couples the volume fraction equation together
with the continuity and momentum equations is that of a 2-D dam break. This case is
modeled after simulations run by Park et al. [11]. The domain is 3.22 m x 2.0 m. The
case is initialized at t = 0 s as a field of air with a region of water in the location 0 ≤mx
≤ 1.20 m and 0 m ≤ y ≤ 0.6 m. The domain and initial field are displayed in Figure 5.25.
Contours of pressure are displayed in Figures 5.26 – 5.29 for an isotropic structured grid
of 322 x 200 cells and compared to the results of Park et al. The time steps shown are for
dimensionless times √t (g/h) = 2.00, 3.13, 6.25, and 8.50, where h is the initial height of
the water 0.60 m.
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Figure 5.25
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Domain and initial conditions of 2-D dam break in meters.

Figure 5.26
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Contours of pressure (Pa) at √t (g/h) = 2.00 for method by Park et al. [ 11] (a) and BGM method (b).

Figure 5.27
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Contours of pressure (Pa) at √t (g/h) = 3.13 for method by Park et al. [ 11] (a) and BGM method (b).

Figure 5.28
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Contours of pressure (Pa) at √t (g/h) = 6.25 for method by Park et al. [ 11] (a) and BGM method (b).

Figure 5.29
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Contours of pressure (Pa) at √t (g/h) = 8.50 for method by Park et al. [ 11] (a) and BGM method (b).

Discrepancies are evident between the two methods beginning at√(g/h)
t
= 6.25.
Up until the point where the wave turns over as seen in Figure 5.28, the methods show
similar results. After that time, the BGM scheme appears to be convecting the interface
faster than the hybrid method by Park et al. [11]. For a more quantitative look at the
results and a comparison to experimental data [26], Figures 5.30 – 5.32 show plots of
wave height at grid lines H1 and H2 and a plot of pressure at point P2. These data
recording areas are defined in Figure 5.25.
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Figures 5.30 – 5.32 show that the BGM scheme had trouble simulating the dam
break, especially after the wave turned over around√(g/h)
t
= 6.25. Figures 5.30 and 5.31
show good results for the wave height up until this time. Figure 5.32 shows the method
having trouble predicting the pressure against the wall before the wave turns over and
better results afterward. A likely cause for the inaccuracies in the BGM scheme is the
time step at which the case was run. The BGM scheme was run at a time step of 0.01 s
throughout the duration of the simulation. The hybrid method was run with a variable
time step. Park et al. [11] restricted the time step size of their simulation so that the
maximum CFL number of the domain would never exceed 0.25. A plot of the maximum
CFL number for the BGM simulation is shown in Figure 5.33. The CFL number in the
BGM simulation reaches nearly 12. These high CFL numbers indicate that the BGM
scheme had difficulty resolving time dependency of the simulation. That is likely the
reason the BGM scheme gave reasonable results for interface and wave shape but did not
give accurate data results.
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Figure 5.33

Plot of maximum CFL number vs. time.

The above case was also run on an isotropic unstructured triangular mesh using
the BGM scheme to test the robustness of the time-dependent formulation on an
unstructured mesh. The unstructured mesh contained the same number of cells as the
previous mesh. The results shown in Figures 5.34 – 5.36 are similar to those seen for the
BGM scheme on the structured grid.
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Figure 5.34
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Contours of pressure (Pa) at √t (g/h) = 3.13 on the structured (a) and unstructured (b) grids.

Figure 5.35
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Contours of pressure (Pa) at t√(g/h) = 6.25 on the structured (a) and unstructured (b) grids.

Figure 5.36
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Contours of pressure (Pa) at √t (g/h) = 8.50 on the structured (a) and unstructured (b) grids.

The results for the structured and unstructured dam break problems are very
similar. The differences are noticeable, but the wave shape and apparent motion are very
much alike. The results would likely be even more similar if the time step was reduced
and the solution was allowed to converge more in time.
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CHAPTER VI
SUMMARY AND CONCLUSIONS

This thesis presents a new spatial discretization scheme based on the BGM
scheme of Walters and Wolgemuth [10]. The original BGM scheme was modified, and a
time discretization scheme was added to allow the method to be used in the solution of
time-dependent multi-phase flows.

The purpose of this thesis is to describe the

methodology of the scheme and to display it’s capability in predicting multi-phase flows
of both a steady-state and time-dependent nature.
The scheme is shown to be able to predict steady-state cases to a nearly exact
solution. In almost every case, the interface was resolved to a single cell width, and the
interface shape and position are nearly exact. Even in complex flows such as the highfrequency sine wave and the disk in a vortical flow, the scheme shows little to no
diffusion.
The scheme is also shown to be able to resolve the interface in a time-dependent
solution. In time-dependent cases, the scheme is shown to retain the spatial robustness of
the original method, reaching the same result as the steady-state solution after running a
case far enough in time to reach a steady-state condition. The scheme can also predict
reasonable results for a highly complex and transient flow such as the dam break
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problem. The scheme fails to provide accurate results with relatively large time steps, but
the scheme remains stable and predicts sound interface shape.
The spatial discretization of the BGM scheme provides nearly exact predictions
of the interface shape while the time discretization scheme results in a highly stable
method with adequate time resolution. Future research will focus on improving the time
discretization scheme and on developing a scheme to solve time-dependent simulations
with greater accuracy at large time steps.
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