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Abstract 
 
We study, by means of an atomistic toy model, the interplay of ferroelastic twin patterns and 
electrical polarization. Our molecular dynamics simulations reproduce polarity in straight twin 
walls as observed experimentally. We show, by making contact with continuum theory, that the 
effect is governed by linear flexoelectricity. Complex twin patterns, with very high densities of 
kinks and/or junctions, produce winding structures in the dipolar field, which are reminiscent of 
polarization vortices. By means of a “cold shearing” technique, we produce patches with high 
vortex densities; these unexpectedly show a net macroscopic polarization even if neither the 
original sample nor the applied mechanical perturbation breaks inversion symmetry by itself. 
These results may explain some puzzling experimental observations of “parasitic” polarity in the 
paraelectric phase of BaTiO3 and LaAlO3. 
. 
 
 
2 
I. Introduction 
 
Domain walls in ferroic materials are characterized by unique structural and electronic properties 
that markedly depart from those of the homogeneous crystalline phase. These often enable new 
functionalities that are forbidden by symmetry in the bulk, and are of interest for applications, 
e.g., in nanoelectronics 
1
. Notable examples include the local emergence of ferromagnetic order 
in an otherwise antiferromagnetic material 
2
, or the discovery of polarity 
3
 at structural domain 
boundaries. The prime manifestation of this latter effect is CaTiO3, where twin-wall polarity was 
predicted 
4
 several years before it was observed experimentally 
5
. The physical effect was 
formulated even earlier 
6, 7
, and relies on the repulsive biquadratic coupling between polarization 
and antiferrodistortive (AFD) tilts of the oxygen octahedral network. Octahedral distortions are 
large within domains, and suppress the tendency of the crystal to off-center therein; at twin 
boundaries, however, one of the AFD order parameters vanishes, allowing the latent polar 
instability to condense 
8, 9
. Similar effects were reported at ferroelectric 
10, 11
  and ferroelastic 
12
 
domain walls, which points to a rather ubiquitous impact of higher-order couplings on the 
physics of multiferroic materials 
8, 13-20
.  
 
Meanwhile, in addition to the aforementioned biquadratic couplings, other mechanisms exist that 
can induce an electrical polarization at a ferroic domain boundary. At the interface between two 
neighboring domains the main order parameter undergoes a drastic variation on a short length 
scale, which can be as small as few unit cells. This implies that gradient effects, such as linear 
flexoelectricity, can locally induce a large polarization. Note that this is a universal effect, i.e. 
unlike the biquadratic coupling discussed above it does not require the material to have an 
unstable polar mode in its high-symmetry structure. Moreover, gradient terms typically break 
inversion symmetry, and therefore favor a specific direction of the polarization vector, P. (In the 
biquadratic case, the two ground states for P, namely “up” and “down” along an appropriate 
trajectory, have the same probability because P enters the Hamiltonian only at even orders.) Both 
properties are appealing for applications, as they enable, in principle, a remarkable control of the 
polar degrees of freedom via ferroelastic domain engineering in a very broad range of candidate 
materials. 
 
Such a control alone, however, does not guarantee that ferroelastic domain walls will 
automatically produce a useful functionality (e.g. a measurable electromechanical response) at 
the macroscopic scale. In simple stripe domain patterns, for example, neighboring boundaries 
are, by symmetry, associated with an opposite dipole moment, in such a way that their overall 
contribution cancels out. A possible way around consists in using complex twinned structures in 
order to avoid such a cancellation; yet, the two most densely twinned archetypal ferroelastics, 
namely the palmierite structure Pb3(PO4)2 
21-23
 and leucite 
24-26
, show no measurable resonant 
polarity nor any pyroelectric effect. The central issue is hence to analyze under which 
circumstances can we expect polarity or ferroelectricity, and possibly extract some useful 
3 
guidelines on how to realize such a condition in a real sample. This quest bears some conceptual 
relationships to the work on strong ‘parasitic’ polarity and even ferroelectricity in nominally 
paraelectric BaTiO3 
27, 28
 and related materials 
29, 30
. A similar macroscopic breakdown of 
inversion symmetry (and hence a measurable pyrocurrent) was demonstrated in paraelectric 
(Ba,Sr)TiO3 samples, which should be nominally nonpolar 
31
. This unexpected effect was 
attributed to compositional gradients, which were inadvertently generated during processing. 
 
Here we demonstrate, by means of molecular dynamics (MD) simulations of a simple toy model, 
that a qualitatively similar electromechanical response can be engineered by nonchemical means, 
via a careful control of the ferroelastic domain structure. In particular, we construct a two-
dimensional square lattice with two basis atoms (A and B) carrying an opposite charge, whose 
mutual coupling is governed by Coulomb interactions and short-range central forces. The latter 
are such that the A lattice drives a ferroelastic transition at 70K, while the B lattice is purely 
harmonic and responds to heterogeneous deformations with a net dipole moment. For an isolated 
planar domain we show, after establishing a rigorous link between the discrete lattice model and 
the continuum framework via a long-wave procedure, that the model accurately reproduces the 
analytic solution of the flexoelectric free energy functional proposed in Ref. 
32
. The advantage of 
the present model is that it allows us to explore complex domain configurations, which are 
unaccessible analytically. We find that twinned domain structures contain a large number of 
kinks and vortices and generally display a net macroscopic polarization. Our results may explain 
the surprising experimental finding of polarity in fine-grained materials whose bulk crystal 
structure is centrosymmetric 
27-31, 33
. More generally, this work opens exciting new avenues in 
the design of low-cost electromechanical devices with tailored properties. 
 
 
II. Atomistic model 
 
The standard ferroelastic model was first introduced 
34
 for MD for complex ferroelastic domain 
patterns with many particles (e.g., 10
6
 atoms) and long MD running times (e.g., 10
4
 phonon 
times). We refer the reader to this paper for the details of the simulation. The model is based on 
simple nonlinear elastic interactions (Landau springs) and harmonically coupled displacements 
of charged particles of the A sublattice. To study polarity, the potential is modified as follows. 
The configuration of the cation A sublattice is kept as in ref. 
34
, except for a weak additional 4
th
-
neighbor interaction, which is used here to calibrate the energy of twin boundaries. The 
interactions within the anion B sublattice consist of harmonic springs between nearest-neighbors 
and second nearest-neighbors. The two sublattices are coupled via a weak harmonic spring and 
via Coulomb forces. (The springs are necessary to avoid the collapse of the B sublattice onto the 
A sublattice.) This new potential generates a ferroeleastic transition at 70 K. All model 
parameters are summarized in Table 1. The model is constructed such that the equilibrium single 
crystal (embedded in a 3-dimensional matrix) undergoes a tetragonal 4/mmm to orthorhombic 
4 
mmm phase transition. Both phases are centrosymmetric, as there is no ferroelectric instability in 
the system (see supplementary Fig. S1). The symmetry is broken inside twin walls to non-
centrosymmetric m, while an additional symmetry breaking to 1 can occur within vortex 
structures 
35, 36
. The bulk is purely ferroelastic, while the domain boundaries are polar. The 
model parameters are inspired by SrTiO3 with the energy scale determined by Tc = 105 K, a 
typical ferroelastic shear angle of 2
o
, and wall dipoles related to displacements of 6 pm as 
observed in CaTiO3. All simulations were performed using the LAMMPS code 
37
. The 
temperature of the sample was held constant by the Nosé-Hoover thermostat 
38, 39
. Periodic 
boundary conditions were adopted to avoid surface effects. 
 
To start with, we examine the impact of twin boundaries on the relaxed atomic structure (Fig. 1). 
The initial configuration is a sandwich with two preexisting horizontal twin boundaries. The 
system size is 10 nm × 10 nm. The left and right columns in Fig. 1 show the atomic images for 
both A and B sublattices, respectively. The color is mapped according to atomic shear strain 
(xy). The middle column in Fig. 1 shows the dipole configuration near twin boundaries at y = 2.5 
nm. The twin boundary is clearly polar near the center of the twin wall.  
 
To qualitatively understand the microscopic origin of the calculated behavior, it is useful to 
analyze the relaxed configuration in terms of two sublattice-specific “strain” fields (defined by 
the relative displacements of either atoms A or B), and a polarization field (defined by the local 
offset between the A and B sublattices). Figure 2 shows the resulting profiles of strain and 
induced polarization. The anharmonic potential of the A sublattice generates the twin boundary 
while the harmonic B sublattice relaxes onto the template of the A sublattice. The strain profile is 
complex because the “internal stiffness” of the A sublattice is much greater than that of the B 
sublattice. As a consequence, the A sublattice generates an abrupt strain discontinuity at the twin 
boundary whereas the B sublattice produces a smooth transition profile. The wall thicknesses w 
were then determined by fitting a tanh-profile to the simulated wall profiles: wA = 0.01 nm for 
the A sublattice and wB = 0.134 nm for the B sublattice (see supplementary Fig. S2). This tanh-
profile fits very well the “soft” B lattice but not the stiff A lattice where the role of higher order 
couplings lead to ripples (upturns of the order parameter near the wall), which have been 
discussed in detail in refs. 
32, 40, 41
. The local shift between the two sublattices generates the 
dipole polarization density P and follows well the predictions of Refs. 
7, 13, 41
. We shall discuss 
the physical origin of these effects in Section III. 
 
While the individual walls are polar, the overall macroscopic polarization of the system (cell 
average) vanishes. To prove this, we simulate larger time intervals and rely on the ergodicity of 
the pattern formation; the macroscopic P is then defined as its time average during relaxation. In 
specific, we relax the simple twin pattern for 1.5 ns and take the snapshots every 1 ps. We then 
determine the averaged polarization <P> = q<s>/V, where q is the electron charge, <s> (=
2 2
x y    s s ) is the averaged polarization displacement, and V is the system volume. 
5 
Figure S3a shows the variation of <sx> and <sy> as the function of relaxation time. We can see 
that the <sx> and <sy> eventually oscillate around zero. Figure S3b shows the variation of <P> 
as the function of relaxation time. Wall related polarization decays quickly to zero. Each wall has 
a polarization towards the apex of the twin boundary and each twin boundary has a second twin 
boundary with opposite direction of the apex. This means that the polarizations of a multitude of 
twin walls compensate each other to that the resulting <P> becomes zero. This is physically due 
to the fact that a stripe domain pattern globally preserves inversion symmetry, even if the 
individual boundaries do not. To achieve a nonvanishing value of <P>, a more complex domain 
configuration is needed, as we shall see in Section IV. 
 
 
III. Continuum analysis 
 
To rationalize the physics that leads to the peculiar relaxation patterns discussed above in terms 
of macroscopic concepts, we shall make contact with the continuums theory proposed in Ref. 
32
. 
The state of the atomic MD system can be described by two vector fields, uA and uB, for the 
(local) displacement of sublattices A and B from their high-symmetry position. By assuming that 
the perturbations (distortions) are smooth on the scale of the interatomic distances, we can treat 
both uA and uB as continuum fields. We define, by a unitary transformation, two auxiliary fields 
that we call, respectively, displacement (u) and polarization (P) field. While the displacement 
(acoustic branch) at the zone center is always a rigid translation of lattices, there is a degree of 
freedom in choosing the microscopic nature of the polarization (optical branch). If we were to 
use the normal modes of the system as a reference then the optical mode would either look like 
an antiphase excitation of the two lattices with equal amplitude, or more like an oscillation of the 
lighter sublattice while the heavier one remains more or less constant - depending on the A/B 
mass ratio. Using phonons is not strictly necessary though: in an energy functional one only 
needs to ensure that the change of coordinates is made via a nonsingular transformation, and 
otherwise seek the choice that yields the simplest physical description. After observing that 
sublattice B is purely harmonic in the simulations, it is therefore most convenient to write uA = 
u, uB = u + P. This implies identifying, once and for all, the deformations with the sublattice A 
(which is natural, as it provides the ferroelastic behavior), and yields a polarization that is 
correctly written as the difference of the two sublattice shifts. We can then construct a Gibbs free 
energy (1) for the simplest case when a shear strain wave couples with a transverse optical wave 
along the same direction: 
 
H (Q, P) = A/2Q
2
 + B/4Q
4
 + gQ/2Q’
2
 + /2P2 + gP/2P’
2 – fPQ’    (1) 
 
The first three terms consist in the well-known ferroelastic energy functional as a function of the 
strain Q = u’ and strain gradient Q’ = u’’, where A, B and gQ are the corresponding coupling 
coefficients. Flexoelectricity enters the Hamiltonian via the flexocoupling coefficient, f. To 
6 
reproduce the model results we also need the harmonic potential for the polarization,  (i.e. the 
inverse susceptibility), and its correlation coefficients, gP.  
 
The value of coefficients in the ferroelastic part can be determined by the potential itself as A = -
39.6 eV, B = 32894.0 eV and gQ = 5.6 eVÅ
2
 (see Appendix). The ground state of the system is 
uniformly sheared with 
0 A / B Q . The characteristic length Q / A  g  defines the 
width of the domain wall. Given the numerical value of the above coefficients, we calculate the 
characteristic length  = 0.037 nm, which is close to the value 0.01 nm of the A sublattice which 
we fitting in the tanh-profile above. We fit the value of  = 0.0134 eV/(C/m2)2 and gP = 0.0468 
eV/(C/m
2
/Å)
2
 by using a frozen-phonon model (see Appendix). 
 
To compute the flexocoupling coefficient, f, we first calculate the flexoelectric coefficient, μ. To 
that end, we deform the A sublattice into a frozen sine-wave and relax the B sublattice to the 
energy minimum at 0.1 K (see supplementary Fig. S3). The modulation generates strain 
gradients, which, in turn, produce dipoles via the flexoelectric effect. These dipoles are in phase 
with the sine waves of the A and B sublattices. The correlation between the strain gradients and 
the dipole density is strictly linear while the correlation between the dipole density and the 
strains is circular (see supplementary Fig. S4). The bulk flexoelectric coefficient (μ) is defined as 
the slope of the polarization density with the shear strain gradient in the sine-wave model, which 
is obtained by fitting the data linearly with μ = 3.57 C/m2/Å-1. The coefficient f is then obtained 
to be /= 0.048 eV/(C/m2/Å). 
 
Further we can find an approximate solution for describing the distribution of polarization along 
the direction normal to domain wall as P(y). We shall initially assume that the strain gradient 
field at a domain wall is a Dirac delta in y (which is reasonable as the length scale of Q is much 
shorter than that of the polarization),  
0'( ) 2 δ( )Q y Q y ,           (2) 
The governing equation for P reads 
1 ' '' 0P fQ gP     ,          (3) 
Solutions are of the type 
| |
0( )



y
P y P e ,           (4) 
where 1/g   is the correlation length for the polarization. We only need to determine the 
constant P0. To this end, it suffices to integrate the equation above in a neighborhood of y = 0. 
We have (after keeping only those terms that tend to a constant upon making this interval 
smaller),  
fQ0 + gP0(+) = 0,          (5) 
where P0(+) indicates the first derivative of P on the positive y side. We easily obtain  
7 
0
0


fQ
P
g
.           (6) 
Given the numerical value of the above coefficients, we estimate the characteristic length,  = 
0.19 nm and the polarization at the wall, P0 = 0.067 C/m
2
. The two values matches perfectly with 
fits of the decay of P away from the polar domain wall (Fig. 2b) with 0.19 nm and 0.068 C/m
2
, 
respectively, as shown in Fig. 4.  
 
It is interesting to compute the total polarization that is generated at the ferroelastic wall. This is 
+
tot
0
2 ( )

 P P y dy ,          (7) 
This is easily computed and yields  
tot 0
0 02 2 2

   
fQ
P P fQ
g
.        (8) 
This provides us with an important result: while the details of how the polarization distributes 
itself around the wall depend on the correlation coefficient of P, the total polarization is 
completely independent of g. This, in particular, is trivially given by the flexoelectric coefficient 
 = f, multiplied by the total strain difference between the two domains Q = 2Q0. 
 
This analysis provides us with two important pieces of information: (i) the polarity of the twin 
walls that we described in the previous Section is entirely due to the linear flexoelectric effect; 
(ii) the “nonlocal” nature of the polarization pattern, which propagates several unit cells away 
from the wall, is due to the correlation coefficient, gP. It is important to note, in this context, that 
while the decay length directly depends on gP, the total dipole moment per unit area of the wall 
(i.e. the polarization integrated along the normal to the wall plane) is independent of it, and is 
very accurately given by P
tot
 = 2 Q0 For this reason a local analysis (polarization versus strain-
gradient amplitude at a given point) is inappropriate here: the structural distortions that are 
responsible for the polar displacements are confined to sharp boundaries with essentially zero 
thickness, whereas the polarization field propagates deep into the domains, where the ferroelastic 
strain is essentially uniform. Such a complication, of course, adds up to other sources of 
nonlocality that are proper of more conventional flexoelectric phenomena, e.g. long-range 
electrostatic interactions, calling for special care in the interpretation of the results. 
 
 
IV. Complex patterns 
 
Complex patterns are generated by “cold shearing” techniques 42. In single stress geometry only 
horizontal twins are generated but no vertical twins. The high twin density leads to kinks inside 
the twin walls, as shown in Fig. 5a-c, where only a small region (4 nm × 3 nm) out of a larger 
sample (10 nm × 10 nm) is displayed. The kinks generate additional features in the polarization 
patterns (Fig. 5d) that were not present in the earlier examples. For example, the polarization 
8 
locally acquires nonvanishing vertical components, which are forbidden by symmetry in the 
previously considered case of a straight domain boundary. Moreover, the interaction between 
neighboring walls gives rise to characteristic winding patterns, reminiscent of a vortex structure. 
These new features could be, in principle, determined by long-range electrostatic interactions. 
Previously, polarization vortices near domain walls have been shown to form in ferroelectric 
closure domains under electric fields 
43
. The inevitable conclusion is that the new features are, as 
before, induced via the flexoelectric effect, with the only difference that the increased 
complexity in the deformation field now activates some components of the strain-gradient tensor 
that were formerly inactive. For instance, flexocouplings associated with gradients of the 
diagonal components of the strain tensor can no longer be neglected, contrary to the flat twin 
wall case where only the shear strain (xy) was present. The color map of xx and yy indeed 
confirms that these components are unavoidable in a vicinity of a kink. (From the point of view 
of elastic theory, a kink bears some similarities to an edge dislocation.) Also, the shear strain 
now displays strong gradients along the horizontal direction as well, which may also contribute 
to the normal (vertical) components of P.  
 
Domain patterns with even greater complexity were generated with shear in two orthogonal 
directions (horizontal and vertical). The predominant new features in this configuration are 
junctions and right angle corners between twin boundaries in different directions 
34, 43, 44
. The 
junction density has previously been used as measure for the complexity of a domain pattern 
42
. 
The resulting junction densities in these patterns (Fig. 6a-c) are almost as high as in conventional 
tweed structures 
45, 46
. As in the previous case, the local strain in the junction regions is no longer 
a simple shear but includes a component of dilatory strain along the horizontal and vertical axes; 
the magnitude of xx and yy is even larger here than in a vicinity of a kink, indicating that the 
junctions entail a considerable elastic mismatch, and are therefore energetically very expensive. 
The resulting polarization pattern displays a correspondingly higher degree of complexity (Fig. 
6d), with a marked occurrence of vortex-like patterns. We stress that these structures should not 
be thought as resulting from electrostatic flux closure, though. To prove this point, we have 
performed a computational experiment where we switched off the Coulomb interactions in our 
model, and relaxed again the B lattice by keeping the ferroelastic A lattice fixed to the same 
configuration as in Fig. 6. The resulting polarization field was essentially unaltered, except for a 
slight uniform decrease in the amplitude (see supplementary Fig. S5). Thus, flexoelectricity 
alone, together with the correlation term (which is responsible for the spatially nonlocal 
relationship between elastic and polar fields), is responsible for the patterns of Fig. 6d, which 
points to a remarkable conclusion: polarization vortices can emerge from a complex ferroelastic 
structure via linear flexoelectricity alone. 
 
We finally simulate the averaged polarization of the whole sample (10 nm × 10 nm). As we 
showed earlier, a simple twin pattern generates a vanishing <P> (the brackets indicate averaging 
over a long relaxation time). However, kinks and junctions can break the macroscopic inversion 
9 
symmetry of the sample and allow for a net polarity (and therefore pyroelectricity). Here we took 
four randomly generated complex twin patterns with vortices (see Fig. 7a-d). Figure 7e shows 
the variation of <P> as the function of relaxation time. One can clearly see that, after some 
fluctuation in the early stage, <P> eventually converges to a finite value (of the order of 10
-2
 ~ 
10
-1
 mC/m
2
) in all four cases. It may appear surprising that polarity emerges from a nonpolar 
macroscopic sample undergoing a nonpolar perturbation. The point is that, because of thermal 
fluctuations, symmetry-breaking defects in the ferroelastic structure may nucleate at some 
random location in the sample, and subsequently act as a bias field for propagation of the domain 
wall lines and further nucleation of adjacent defects. This idea bears some similarities to the 
Garten-Trolier-McKinstry model 
28
, where some inherent polar instability is activated by the 
flexoelectric effect. In our case, the strain field plays the role of the primary order parameter, and 
flexoelectricity translates the macroscopic asymmetry in the ferroelastic structure into a net 
polarization.  
 
 
V. Discussion and conclusion 
 
Our results, showing that a macroscopic P can emerge from a nonpolar solid via symmetry-
breaking inhomogeneities and defects in the ferroelastic domain structure, may open exciting 
perspectives in designing multifunctional oxide materials with tailored properties. We believe 
that the practical applicability of such a strategy may depend on two main factors. The first issue 
is ensuring that a certain type of mechanical treatment (e.g. the cold shearing procedure 
described here) leads to a predictable polarity in a given macroscopic sample; the second is 
ensuring that the resulting polar state is stable under operation conditions (i.e. preventing the 
domain structure from switching back to a nonpolar state).  
 
Regarding the first point, note that one can use a much wider class of mechanical perturbations 
to achieve the desired asymmetry in the ferroelastic pattern. An obvious possibility would be to 
cool down different parts of the sample at different rates; this means that a temperature gradient 
will be present when the system undergoes the ferroelastic transition, and this should guarantee a 
sizeable asymmetry (and hence, a polar state). This would be close in spirit to the work of 
Biancoli et al. 
31
, where temperature gradients during sintering were deemed responsible for an 
intrinsic asymmetry of nominally paraelectric samples. Another option would be to mechanically 
process the sample after it has transitioned to a ferroelastic state, but this time by using a 
symmetry-breaking deformation. Bending the sample, for example, is known to induce 
ferroelastic domain-wall motion that contribute to the effective flexoelectric coefficient 
47
.  If 
the bending is done at a temperature reasonably close to TC, domains should be easy to arrange 
into a polar state; subsequent cooling will freeze the domains but preserve polarity (and hence 
piezoelectricity) and all this in a material that is nominally nonpolar 
9
.  
 
10 
This latter observation brings us to our second point, concerning the stability of the “polar” 
ferroelastic pattern. In our model, we have considered two main sources of polarity, kinks and 
junctions. These, however, are highly energetic features, and may be hard to stabilize in an 
otherwise defected-free sample. To gain a flavor of how robust these patterns really are in the 
context of our toy model (see supplementary Fig. S6), we have followed on the computational 
experiment (recall that we suppressed the Coulomb interactions to test the physical origin of the 
vortex patterns), and proceeded to full relaxation of the A and B lattices (earlier we had kept the 
A lattice fixed, as we were primarily interested in the induced polarization). The ferroelastic 
structure significantly changed, with a marked decrease in the average polarity. This result 
confirms that these structures are indeed highly energetic, and therefore sensitive to small 
perturbations. The alternative procedures that we have discussed in the previous paragraph may 
lead to a more robust polar structure; verifying such a speculation is left to future studies. 
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Table 1 The interaction potential for describing flexoelectric effect in binary system. For different range 
of nearest neighbor (NN) interactions, we set different form of potential function to describe them. 
 
interactions range potential form  
A-A  
1st NN  20(r-1)
2  
2nd NN  -10(r-√2)2+ 8000(r-√2)4  
3rd NN  8(r-2)
4 
4th NN  -10(r-√5)2+ 5100(r-√5)4  
B-B  
1st NN  20(r-1)
2  
2nd NN  1.5(r-√2)2  
A-B  1st NN  0.5(r-√2/2)2  
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Figure 1 (a) Atomic images and (b) the dipoles near the twin boundaries for the A sublattice. (c) Atomic 
images near twin boundaries in B sublattice. The color shown in (a) and (c) represent the atomic shear 
strain (xy), see scale bar. Dipole displacements are amplified by a factor of 25. 
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Figure 2 (a) Wall profiles of the A sublattice (red squares) and B sublattice (blue circles). The strains are 
shear strains for each sublattice. The stiff A sublattice has a sharp interface with a wall thickness of 0.01 
nm, the soft B lattice shows a much smoother interface with a thickness of 0.134nm. (b) Breather profiles 
of the induced polarization inside the ferroelastic walls.  
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Figure 3 The variation of (a) <sx> (red squares) and <sy> (blue circles) and (b) <P> as the function of 
relaxation time. 
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Figure 4 Fitting the decay of polarization along the direction normal to domain wall in an exponent form. 
The black data are extracted from atomistic simulation in Fig. 2b. The red line is the fitting curve. 
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Figure 5 Sheared twin structure with multiple kinks inside the domain walls: (a)-(c) atomic images in 
view of xy, xx and yy, respectively. (d) dipole configuration. Dipole displacements are amplified by a 
factor of 25. Each kink generates a polar vortex structure. These vortex structures do not follow the strain 
or strain gradient and add “noise” to the flexoelectric effect.  
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Figure 6 Domain pattern with two orthogonal shear deformations. (a)-(c) atomic images in view of xy, 
xx and yy, respectively. (d) dipole configuration. Dipole displacements are amplified by a factor of 25. 
The junction density is high leading to extended vortex structures in P.  
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Figure 7 (a)-(d) Four randomly generated complex twin patterns with vortices. Dipole displacements are 
amplified by a factor of 25. (e) The ergodic sum over all local polarization densities displays a finite 
polarization when vortices exist in four randomly generated complex twin patterns. 
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Appendix:  Determine the parameters in continuum model 
 
The ferroelasticity energy density is described as  
Q2 4 2A B( ) '
2 4 2
  
g
F Q Q Q Q .        (A1)  
We used two different models to determine the values of the parameters above. The first one is a 
uniform shear model. We performed the simple shear to the system and plot the variation of 
energy with shear strain (see Fig. A1). The data was then fitted in a quadratic-quartic form as -
19.8 Q
2
 + 8223.5 Q
4
. Then we can determine parameters A and B in this model as A = -39.6 and 
B = 32894.0.  
 
Figure A1 The variation of energy as the function of shear strain in shear model. 
 
The second one is the frozen-phonon model. We created a large box and applied sine-wave 
displacement as  
0( ) sin( )u x u qx ,           (A2) 
where q is the wave vector. The strain and strain gradient are then obtained as  
0( ) cos( )Q x u q qx            (A3) 
and  
2
0( ) ' sin( )Q x u q qx  .          (A4) 
The energy is further calculated to be as the integral of energy density as and finally obtained to 
be  
2 2 2 4
0 0 0 Q
1 3 1
( , ) [ A ( B ) ]
4 32 4
  E q u u q u g q .       (A5) 
We set u0 in a serial of values as 0.2, 0.015, 0.1 and 0.05. To determine the parameters, we first 
fit E(q, u0) in a quadratic-quartic form as u0
2
(aq
2
 + b(u0)q
4
). The fitting coefficients of a and 
b(u0) were list in the table (see Fig. A2 and Table A1). Then the value of parameter A was 
obtained to be -40.0, which is very close to -39.6 that we got in the simple shear model. We then 
fit b(u0) in a quadratic form and obtained the values of parameter B = 33066.7 (also close to the 
value in the model above) and gQ = 5.6.  
22 
 
 
Figure A2 Fitting the data in a quadratic-quartic form with different magnitude of u0. 
 
Table A1 The fitting parameters 
 
u0 a b(u0) 
0.2 -10.00 125.28 
0.15 -10.04 71.16 
0.1 -10.00 32.30 
0.05 -10.00 9.20 
 
 
For the flexoelectricity part  
1
2 2( ) ( ')
2 2
 
 
g
G P P P ,          (A6) 
we performed the third mode to determine the parameters (see Fig. A3). Specifically, we fixed 
the A sublattice in cubic shape and only applied frozen-phonon to B sublattice. We obtained the 
23 
data of energy as the function of q and fitted the data in a quadratic form as 0.0068 + 0.0234 q
2
. 
The inverse susceptibility -1 is determined from the zeroth order of q as -1 = 0.0134 
eV/(C/m
2
)
2
. The parameter g is obtained from the 2nd order of q as g = 0.0468 eV/(C/m
2
/Å)
2
. 
The coefficient f is then obtained to be / = 0.048 eV/(C/m2/Å), where  (= 3.57 C/m2/Å-1) is 
the flexoelectricity coefficient. 
 
Figure A3 The variation of energy as the function of q in frozen-phonon model. 
 
 
 
 
 
 
