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Kapitel 1
Einf

uhrung und Motivation
Die Elektrizit

atswirtschaft als Bestandteil der Energieversorgung ist untrennbar
mit der Entwicklung eines Wirtschaftsraumes verbunden. Preiswerte Nutzung und
st

andige Verf

ugbarkeit elektrischer Energie sind kennzeichnende Qualit

atsmerkmale
der Versorgung und bestimmen den weiteren Ausbau eines Standortes wesentlich.
Sowohl in Industrie als auch im Privatbereich w

are der derzeitige Stand von Le-
ben und Arbeit ohne den Einsatz von Elektroenergie nicht vorstellbar. Nahezu
unbegrenzte Flexibilit

at und hoher Wirkungsgrad bei der Umwandlung in andere
Energieformen sind Gr

unde f

ur ihre weite Verbreitung. Keine andere Energieform
zur Versorgung der Bev

olkerung ist so einfach handhabbar wie elektrischer Strom.
Sie verursacht weder Bel

astigungen noch Entsorgungsaufwand beim Verbraucher.
F

ur viele Anwendungen ist ihr Einsatz praktisch unersetzbar. Ohne Elektrizit

at
w

aren viele heutige Technologien nicht m

oglich, wie z. B. die modernen Verfahren
zur Datenverarbeitung und Informations

ubertragung.
Die enge Verechtung von elektrischer Energie und Entwicklung der Gesellschaft
wird auch in Zukunft zu einem weiteren Anstieg des Strombedarfes f

uhren.

Oko-
nomische und

okologische

Uberlegungen zwingen die Elektrizit

atsversorgungsunter-
nehmen (EVU), nach h

ochster energetischer Ausnutzung der Prim

arenergiequellen
zu suchen. Unabdingbare Voraussetzung f

ur eine optimierte Fahrweise der Kraftwer-
ke und Verteilungsanlagen ist eine m

oglichst genaue Prognose des zu erwartenden
Bedarfes.
Aufbauend auf vorangegangene Untersuchungen [Por95], [Kob97] wird in dieser Ar-
beit die Prognose des Elektroenergiebedarfes auf der Grundlage der

Fuzzy Pattern
Classication

1
dargestellt. Um die Genauigkeit der Vorhersage zu erh

ohen, st

utzt
sich im folgenden die Prognose nicht nur auf Daten der abgenommenen elektrischen
Leistung, sondern zus

atzlich auf weitere energiewirtschaftlich relevante Informatio-
nen, welche Form und H

ohe der Belastungskurve beeinussen.
1
engl. f

ur unscharfe, verschwommene Mustererkennung oder -klassikation
KAPITEL 1. EINF

UHRUNG UND MOTIVATION 2
Die Abbildung 1.1 skizziert in groben Z

ugen den Aufbau der Arbeit.
2. Kapitel
Notwendigkeit
einer Lastprognose
3. Kapitel
Systemtheoretische
Hilfsmittel
4. Kapitel
Analyse und Prognose
5. Kapitel
Zusammenfassung
Einleitung und Motivation
1.Kapitel
Abbildung 1.1: Aufbau der Arbeit
Um einen Einstieg in die gesamte Problematik zu gew

ahrleisten, gibt das 2. Kapitel
einen kurzen Einblick in die Struktur der Elektroenergieversorgung am Beispiel eines

ortlichen Unternehmens { der Energieversorgung S

udsachsen AG (EVS AG). Es wer-
den Besonderheiten der Energieabnahme vom Vorlieferanten und die M

oglichkeiten
der Steuerung des Bezuges er

ortert. Diese denieren gleichzeitig die Anforderungen
an eine Prognose.
Im 3.Kapitel werden nochmals kurz die mathematischen und systemtheoretischen
Hilfsmittel zur Analyse und Prognose von Zeitreihen zusammengefat. Besonde-
res Augenmerk wird dabei auf die Darstellung dreier m

oglicher Methodiken gelegt,
welche es erlauben, zus

atzliche Informationen in eine Prognose einzubinden.
Die damit erreichbaren Verbesserungen werden im 4.Kapitel am praktischen Beispiel
diskutiert. Ausgangspunkt daf

ur bildet die Bearbeitung vorhandener Datens

atze aus
dem Versorgungsgebiet der EVS AG.
Das 5. Kapitel fat die erzielten Resultate zusammen und zeigt Ansatzpunkte f

ur
k

unftige Arbeiten auf.
Kapitel 2
Notwendigkeit
einer Lastprognose
Nach x 6 des Energiewirtschaftsgesetzes [EWG] sind die EVU verpichtet, jeder juri-
stischen oder nat

urlichen Person den Anschlu an die

oentliche Elektrizit

atsversor-
gung zu gew

ahren und eine allzeitige Versorgung zu sichern. Kraftwerke und Netze
werden deshalb nach den Anforderungen der Abnehmer betrieben.
2.1 Wirtschaftliche Energieerzeugung
2.1.1 Gleichzeitigkeit von Erzeugung und Verbrauch
Die Versorgung mit Elektroenergie zeichnet sich { neben vielen Vorteilen { durch
einen Nachteil aus. Anders als die Prim

arenergietr

ager Kohle,

Ol oder Gas ist elek-
trische Energie praktisch nicht speicherbar. Alle heutzutage bekannten Technologien
benden sich entweder in einem Versuchsstadium (supraleitende Magnetspeicher)
oder sind f

ur eine grotechnische Anwendung in Energieversorgungssystemen nicht
geeignet (Batterien, Akkumulatoren). Eine Konsequenz, die sich aus dieser Eigen-
schaft ergibt, ist die notwendige Gleichzeitigkeit von Erzeugung und Verbrauch. F

ur
jeden Augenblick gilt demnach
P
Erzeugung
= P
V erbrauch
; (2.1)
d. h. die von den Verbrauchern abgeforderte Leistung mu im gleichen Moment
durch die Kraftwerke aufgebracht werden.
2.1.2 Die Tagesbelastung
Die H

ohe des Verbrauches { die Belastung P
B
{ ist eine zeitlich ver

anderliche Gr

oe
P
B
= f(t) : (2.2)
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Als Belastung wird die mittlere in Anspruch genommene Leistung eines Zeitinter-
valls t deniert. Sie berechnet sich aus der

uber diesen Zeitraum bezogenen Ener-
giemenge E mit Hilfe der Gleichung
P
B
=
E
t
: (2.3)
Durch Aneinanderreihen der einzelnen Leistungswerte

uber einen gesamten Tag
ergibt sich eine Tagesbelastungskurve. Der

Verlauf

der Belastungskurven wird
durch die Struktur des Versorgungsgebietes sowie die Lebensgewohnheiten und Ver-
haltensweisen der Menschen bestimmt. Diese korrelieren stark mit
 der Tageszeit
 dem Wochentag
 den vorherrschenden klimatischen Bedingungen, wie z. B. Helligkeit oder Tem-
peratur.
Aufgrund eines derzeit noch nicht bekannten mathematischen Formalismus, der die
Zusammenh

ange zwischen Belastung und urs

achlich wirkenden klimatischen Ein-
ugr

oen exakt beschreibt, k

onnen keine quantitativen Aussagen zum Grad der
Beeinussung gemacht werden. Alle Absch

atzungen zum zuk

unftigen Verlauf der
Belastung beruhen auf empirischen Regeln und den Erfahrungen des Lastverteilers.
Einzelne Abnehmergruppen sind durch unterschiedliche Tagesbelastungskurven ge-
kennzeichnet [Hos88]. Diese dierieren in H

ohe, Dauer und Zeitpunkt der ben

otigten
Leistung. Bei einem regionalen EVU mit gro

achiger Versorgung und vielen Ab-
nehmern N entsteht durch Summation eine resultierende Tagesbelastungskurve
P
B
(t) =
N
X
i=1
P
B
i
(t) ; (2.4)
wie in Abildung 2.1 angedeutet. Mit steigender Zahl der Kunden vergleichm

aigt
sich der Verlauf der Belastung dadurch zunehmend.
Trotzdem zeigt auch eine resultierende Tagesbelastungskurve noch groe zeitliche
Schwankungen. Es k

onnen hierbei die drei Bereiche:
 Grundlast
 Mittellast
 Spitzenlast
unterschieden werden [Elw85]. Um diese wechselnden Belastungen zu decken, mu
die entsprechende Kraftwerksleistung rechtzeitig bereitgestellt werden.
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Abbildung 2.1: Resultierende Tagesbelastungskurve eines EVU
2.1.3 Deckung der Belastung
Derzeitige Kraftwerkstechnik bietet Kraftwerksarten, die sich hinsichtlich ihrer be-
trieblichen Eigenschaften und Kostenstrukturen unterscheiden. Zur Abdeckung der
drei genannten Belastungsbereiche (Grund-, Mittel- und Spitzenlast) existieren so-
mit geeignete Kraftwerkstypen, die bei den geforderten Einsatzweisen und Ausnut-
zungsdauern ezient arbeiten.
1
Typische Vertreter zur Abdeckung der Grundlast sind Braunkohle-, Laufwasser- oder
Kernkraftwerke. Diese zeichnen sich durch relativ geringe Arbeitskosten (vorrangig
Brennstokosten) aus. Nachteilig sind die fehlende Dynamik bei Leistungs

ande-
rungen, ein geringer Wirkungsgrad beim An- und Abfahren der Kraftwerksbl

ocke
und die hohen Festkosten (z. B. Anlageninvestitionen, Aufwendungen f

ur Verwal-
tung und Versicherungen). Es wird deshalb eine m

oglichst groe Ausnutzungsdauer
der Kraftwerke angestrebt. Im Sinne einer wirtschaftlichen Elektroenergieerzeugung
sollte diese mehr als 5 000 Stunden pro Jahr betragen.
Im Mittellastbereich werden vorzugsweise Kraftwerke eingesetzt, die einen ezien-
ten Betrieb auch bei wechselnder Leistungsabgabe gestatten. Steinkohlekraftwerke
weisen aufgrund der Aufwendungen f

ur Brennsto sowie Rauchgasentschwefelung
und -entstickung mittlere Arbeitskosten auf. Sie k

onnen deshalb t

aglich an- und
abgefahren werden, da auch bei h

oherer Ausnutzungsdauer keine Kostenvorteile zu
erzielen sind.
Gasturbinen- und Pumpspeicherkraftwerke sind ausschlielich im Spitzenlastbereich
zu nden. Gr

unde daf

ur sind meist ein begrenztes Arbeitsverm

ogen (Pumpspeicher-
kraftwerk) und hohe Arbeitskosten. Gleichzeitig erf

ullen sie aber die Forderungen
nach kurzen Anfahrzeiten und groen Leistungs

anderungsgeschwindigkeiten, wie sie
im Spitzenlastbetrieb auftreten.
Nach Constantinescu-Simon [Con96] erreichte die Ausnutzungsdauer der Kraftwerke
auf Basis der unterschiedlichen Prim

arenergietr

ager im Verbund die in Tabelle 2.1
aufgef

uhrten Werte.
1
Trotz der immensen Potentiale wird zum heutigen Zeitpunkt nur ein geringer Anteil elektrischer
Energie aus Wind- und Photovoltaikanlagen zur Deckung der Belastung eingesetzt.
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Tabelle 2.1: Mittlere Ausnutzungsdauer der Kraftwerke (Stand 1990)
Leistungsbereich Energietr

ager Ausnutzungsdauer [h]
Laufwasser 5217
Grundlast Kernenergie 6196
Braunkohle 6695
Mittellast Steinkohle 4346
Gas 1856
Spitzenlast

Ol
534
2.1.4 Optimierung des Kraftwerkseinsatzes
Die Pr

aambel des Energiewirtschaftsgesetzes fordert,

die Energieversorgung so si-
cher und billig wie m

oglich zu gestalten

. F

ur ein ausgedehntes Energieversor-
gungssystem bedeutet dies, die verschiedenen Kraftwerkstypen so einzusetzen, da
die Summe der Brennstokosten K
B
aller N Einspeiser und damit die Arbeitskosten

uber der Zeit minimiert werden
Z
t
N
X
i=1
K
B
i
(P
E
i
) dt) Minimum : (2.5)
Wichtige Eingangsgr

oe f

ur eine derartige Optimierungsaufgabe ist eine sehr exakte
Leistungsprognose.
2
Nur mit dem Wissen

uber die Entwicklung der Belastung kann
ein eektiver Einsatzfahrplan f

ur die Kraftwerke entworfen werden. Zus

atzlich sind
eine Reihe von Nebenbedingungen zu beachten, u. a.
 Revisionszeitr

aume
 Lagerm

oglichkeiten
 Mindestleistungen der Kraftwerke
 Brennsto-Abnahmeverpichtungen.
Im Rahmen der Betriebsf

uhrung des Verbundnetzes sind deshalb die Jahresopti-
mierung, die Wochen- und Tagesoptimierung sowie die Momentanoptimierung von
Interesse. Daf

ur werden folgende Leistungsprognosen ben

otigt [Hos88]:
1. eine langfristige Prognose (mehrere Monate bis zu 1 Jahr)
2. eine mittelfristige Prognose (1 Tag bis 1 Woche)
3. eine kurzfristige Prognose (5 Minuten bis 2 Stunden).
2
Im Zuge der Liberalisierung des Strommarktes wird eine Optimierung auch f

ur solche EVU
interessant, die elektrische Energie nur kaufen, weiterleiten und verteilen. Diese k

onnen zuk

unftig
aus einer Vielzahl von Anbietern den preiswertesten ausw

ahlen.
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Der Schwerpunkt dieser Arbeit liegt auf einer m

oglichst genauen Kurzzeitprognose
mit einem Vorhersagehorizont zwischen 15 Minuten und 2 Stunden.
2.2 Situation im Versorgungsgebiet der EVS AG
2.2.1 Versorgungsstruktur der EVS AG
Die EVS AG in Chemnitz ist ein regionales Unternehmen mit einem zu versorgenden
Gebiet von rund 6 100 km
2
. Sie beliefert etwa eine halbe Million Tarif- und Sonder-
vertragskunden und ist Vorlieferant f

ur 12 Stadtwerke. Die Netzbelastung betr

agt
in Spitzenzeiten

uber 1 100 MW [Kos97].
PE,K
PE,V
PB
Abnehmer
Kleineinspeiser
EVS AG
Versorgungsanlagen
Bezug von der VEAG
Unternehmensbelastung
Vorlieferant
VEAG
Abbildung 2.2:

Uberblick

uber die Versorgungsstruktur der EVS AG
Da die EVS AG

uber keine nennenswerte eigene Kraftwerksleistung verf

ugt, mu die
gesamte elektrische Energie von einem Vorlieferanten { der Vereinigten Elektrizit

ats-
werke AG (VEAG) { bezogen werden. In geringem, aber zunehmendem Umfang
werden auch regenerative Energietr

ager (Wind, Wasser) zur Deckung der Belastung
eingesetzt. Im Rahmen durchgef

uhrter Untersuchungen wird mit einer m

oglichen
Ausbauleistung von ungef

ahr 360 MW gerechnet. Probleme f

ur eine Lastverteilung
bereitet derzeit die Unbestimmtheit der Leistungseinspeisung [Kos97].
Wegen der Gleichzeitigkeit von Erzeugung und Verbrauch mu
P
B
(t) = P
E;V
(t) + P
E;K
(t) (2.6)
gelten. Die gesamte Belastung, die im Versorgungsgebiet auftritt, wird somit durch
Bezug vom Vorlieferanten und die Leistung der Kleineinspeiser gedeckt (siehe Ab-
bildung 2.2).
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2.2.2 Tagesbelastungskurven des Versorgungsgebietes
Wie schon fr

uher angedeutet wurde, ist die Gesamtbelastung eines EVU von einer
Vielzahl, in ihrer Entscheidung freien Individuen abh

angig und unterliegt deshalb
groen zeitlichen Schwankungen. Trotz dieser Entscheidungsfreiheit sind alle Ta-
gesbelastungskurven durch charakteristische Merkmale im Verlauf gekennzeichnet.
Sie k

onnen demzufolge sowohl nach formalen als auch semantischen Gesichtspunk-
ten klassiziert, d. h. bestimmten Gruppen zugeordnet werden. Die Abbildung 2.3
stellt repr

asentative Tagesbelastungskurven aus dem Versorgungsgebiet der EVS AG
dar. Deutlich ist die ausgepr

agte zeitliche Abh

angigkeit der Verl

aufe zu erkennen.
0 5 10 15 20
Zeit t  [h]
Be
la
st
un
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....
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Donnerstag, 29. 05. 1997
Sonntag, 15. 06. 1997
Abbildung 2.3: Typische Tagesbelastungskurven aus dem Versorgungs-
gebiet der EVS AG
Die Belastungskurven von Arbeitstagen unterscheiden sich

auerlich von denen der
Tage am Wochenende. Wegen der fehlenden Nachfrage aus Industrie und Gewerbe
weist die Belastung am Wochenende insgesamt ein niedrigeres Niveau auf. Arbeits-
freie Tage zeichnen sich auerdem durch eine ausgepr

agte Verbrauchsspitze w

ahrend
der Mittagszeit (

Kochspitze

, M 1) aus. An allen anderen Tagen stellt sich die ma-
ximale Belastung gew

ohnlich schon sehr viel fr

uher ein und h

alt

uber den gesamten
Vormittag an.
Verst

andlicherweise ist der Gesamtenergieverbrauch in den Sommermonaten gerin-
ger als im Winter. Dies ist auf den fehlenden W

armebedarf im Sommer zur

uck-
zuf

uhren. Ob dieser fehlende Bedarf entscheidenden Einu auf den Verlauf der Ta-
gesbelastungskurve hat und die Temperatur somit eine signikante Eingangsgr

oe
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eines Prognosesystems darstellt, ist Teil der anstehenden Untersuchungen. Die Be-
lastungsspitze (M3), die durch den Betrieb der Nachtspeicher

ofen entsteht, ist aber
deutlich temperaturabh

angig. Mit ansteigenden Tages- und Nachttemperaturen ver-
schwindet diese fast vollst

andig.
Auch die Sonnenscheindauer hat einen Einu auf den Verlauf der Tagesbelastungs-
kurve. Die H

ohe der Leistungsspitze in den Abendstunden (M2) ist abh

angig vom
Zeitpunkt des Sonnenuntergangs. Je sp

ater die Sonne untergeht, desto weniger aus-
gepr

agt ist diese Spitze { bis hin zum v

olligen Fehlen an Sommertagen.
2.2.3 Bezugskonditionen
Zwischen der VEAG und der EVS AG existieren vertragliche Absprachen, die Be-
dingungen und Konditionen f

ur einen Bezug von Elektroenergie festschreiben. Die
VEAG ist dabei bestrebt, die Arbeits- und Festkosten verursachergerecht zu ver-
teilen. Deshalb werden f

ur Energielieferungen an die EVS AG ein Arbeitspreis K
A
und zus

atzlich ein Leistungspreis K
L
erhoben. Der Arbeitspreis richtet sich nach
der Energiemenge E, die im Abrechnungszeitraum bezogen wurde und berechnet
sich

uber
K
A
=
4
X
i=1
E
i
f
A
i
(2.7)
mit
E
i
=
Z
t
i
P
B
i
dt
i
; (2.8)
wobei i einen der vier festgelegten Tarifzeitr

aume repr

asentiert und f
A
i
den g

ultigen
Kostenfaktor f

ur dieses Zeitintervall darstellt.
3
Entscheidend f

ur den Leistungspreis ist die H

ohe der Verrechnungsleistung P
V
. Zur
Ermittlung dieses Wertes wurden verschiedene Verfahren entwickelt, die sich an un-
terschiedlichen Kenngr

oen des Netzbetriebes orientieren. Im Fall der EVS AG wird
die Verrechnungsleistung aus dem arithmetischen Mittel der drei h

ochsten Monats-
belastungen gebildet, die im Abrechnungszeitraum auftreten
P
V
=
1
3
(P
Bmax
1
+ P
Bmax
2
+ P
Bmax
3
) : (2.9)
Eine geplante Verrechnungsleistung ist bei der VEAG als Bestelleistung P
A
f

ur das
jeweils folgende Jahr anzumelden. F

ur den Leistungspreis folgt daraus
K
L
= max fP
V
; 0:9 P
A
g f
L
; (2.10)
wobei f
L
ein Kostenfaktor der Einheit
h
DM
MW
i
ist.
Die Verrechnungsleistung eines Jahres sollte deshalb nicht kleiner als 90%, aber auch
nicht gr

oer als 100% der Bestelleistung sein.

Ubersteigt die Verrechnungsleistung
die festgelegte Bestelleistung, so ist eine P

onale { ein Strafzoll { zu zahlen.
3
Die Aufteilung des Jahres und des Tages in jeweils zwei Abschnitte f

uhrt auf vier Tarifzonen.
KAPITEL 2. NOTWENDIGKEIT EINER LASTPROGNOSE 10
2.2.4 Lastoptimierende Manahmen
Die Festsetzung des Leistungspreises nach den Gleichungen (2.9) und (2.10) be-
wirkt, da alle Bestrebungen des Lastmanagments der EVS AG darauf ausgerichtet
sind, Belastungsspitzen zu vermeiden, in jedem Fall aber zu verringern und somit die
Verrechnungsleistung in das schmale

Band

zwischen 90% und 100% der Bestellei-
stung zu bringen. Diese Bem

uhungen werden unter dem Begri

Lastoptimierende
Manahmen

zusammengefat.
Nach Heinrich [Hei95] l

at sich

uber
B =
bezogene Energiemenge im Jahr
P
Bmax
(2.11)
eine Benutzungsstundendauer B der H

ochstlast P
Bmax
ermitteln, die gleichzeitig ein
Ma f

ur die Gleichm

aigkeit der Belastung darstellt. Je gr

oer die Benutzungsstun-
dendauer ist, umso gleichm

aiger verl

auft die Belastung und desto eektiver werden
die in den Leistungspreis investierten nanziellen Mittel ausgenutzt.
Da aber eine reale Tagesbelastungskurve zum Teil hohe Lastspitzen aufweist, mu
die EVS AG steuernd eingreifen, um trotzdem eine hohe Benutzungsstundendauer
zu erzielen. Wie aus Abbildung 2.4 zu erkennen, verfolgt das Lastmanagment dabei
zwei unterschiedliche Strategien:
1. Einunahme auf den Bezug durch Umorganisation der Bezugsquellen.
2. Steuerung der Belastung durch Leistungseinschr

ankungen beim Kunden.
K
le
in
ei
ns
pe
ise
r
steuerung
Bezugs-
Abnehmer
EVS AG
Versorgungsanlagen
Bezug von der VEAG
La
st
m
an
ag
m
en
t
EV
S 
A
G
Belastungs-
steuerung
Unternehmensbelastung
Abbildung 2.4: Angrispunkte f

ur lastoptimierende Manahmen
Bei genauerer Betrachtung setzt sich die ins Netz eingespeiste Leistung aus vier
Anteilen (siehe Abbildung 2.5) zusammen.
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Freiberg
GTHKW
Leistung des Sonstige
einspeiser
Leistungs-
Gesamtbezug
E,KKP P
P
P PE,VG
E
E,GT E,S
EVS AG
Versorgungsanlagen
Gasturbinen-
leistung
Virtuelle
VEAG
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Kraftwerks-
leistung
VEAG
Unternehmensbelastung
Abbildung 2.5: Aufteilung des Bezuges
In der Gesamtbilanz der Leistungen ergibt sich damit
P
E
= P
E;KK
+ P
E;V G
+ P
E;GT
+ P
E;S
: (2.12)
Von diesen Leistungseinspeisungen unterliegen
 die

virtuelle

Gasturbinenleistung
 die Leistungsreserven des Gasturbinenheizkraftwerkes (GTHKW) Freiberg
der direkten Einunahme des Lastmanagments der EVS AG. Unter Beachtung
bestimmter Randbedingungen k

onnen diese M

oglichkeiten gezielt eingesetzt werden,
um die Spitzen im Bezug von konventioneller Kraftwerksleistung zu reduzieren.
Virtuelle Gasturbinenleistung. Bei der

virtuellen

Gasturbinenleistung han-
delt es sich um Leistungsreserven im Kraftwerkspark der VEAG, die diese zu den
Betriebskosten einer realen Gasturbine anbietet. In dieser Tatsache liegt auch die
Wortwahl

virtuell

begr

undet. Zwar bewegen sich die nanziellen Aufwendun-
gen f

ur die Gasturbinenleistung

uber denen konventioneller Kraftwerksleistung, im
gesamtwirtschaftlichen Endergebnis aber lassen sich durch die Senkung der Verrech-
nungsleistung Kosten einsparen.
Die maximal verf

ugbare Leistung der Gasturbine betr

agt 100 MW. Zum bedarfsge-
rechten Einsatz wurde diese in Gruppen von 2  40 MW und 1  20 MW aufgeteilt
und kann jederzeit durch Datenfern

ubertragung beim Vorlieferanten aufgerufen wer-
den. Die Vorank

undigungszeit, d. h. die Zeit vom Aufruf bis zum Wirksamwerden
der Leistung betr

agt 5 Minuten. Zus

atzlich wurde zwischen VEAG und EVS AG
eine Mindestlaufzeit von 30 Minuten vereinbart.
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Leistungsreserven des GTHKW Freiberg. Neben der Elektroenergieerzeugung
wird das GTHKW Freiberg von den Stadtwerken Freiberg f

ur die Fernw

armever-
sorgung eingesetzt. Es ist deshalb sowohl eine stromgef

uhrte als auch eine w

arme-
gef

uhrte Betriebsweise m

oglich. In Zeiten starker Belastung kann eine stromgef

uhrte
Arbeitsweise des Kraftwerkes durch die EVS AG angewiesen werden und dadurch
eine Gesamtleistung von etwa 10 MW nutzbar gemacht werden.
Lastminderungen. Auch durch Steuerung der tats

achlichen Belastung k

onnen
Leistungsspitzen im Bezug vermieden werden. Dies kann durch freiwillige Lastabbie-
tungen oder Leistungseinschr

ankungen von Abnehmern geschehen. Grunds

atzlich
sind derartige Manahmen nur bei solchen Kunden sinnvoll, deren technologische
Prozesse das zulassen, wie z. B. Schmelzvorg

ange in Gieereien. Die H

ohen und Zei-
ten der Beschr

ankungen werden durch individuell abgesprochene Vertr

age geregelt.
2.2.5 Anforderung an ein Prognosesystem
Eine Prognose der elektrischen Belastung auf der Basis rechentechnischer Algorith-
men ist nur dann hilfreich, wenn sie eine Unterst

utzung f

ur den Experten in der
Schaltleitung bietet. Das bedeutet, der durch das Prognosesystem gemachte Fehler
sollte in jedem Fall kleiner als die Abweichungen des Experten sein. In Untersuchun-
gen, die von Heinrich [Hei95], [Hei97] durchgef

uhrt wurden, erreichte der mittlere
Vorhersagefehler des Experten bei einer Folgetagsprognose maximal 5%.
Aufbauend auf diesen Rahmenbedingungen, den angestrebten Prognosehorizonten
und der Notwendigkeit einer Optimierung des Vorlieferantenbezuges ergeben sich
folgende Anforderungen als sinnvolle Zielgr

oen eines Lastprognosesystems:
 Ein relativer Fehler, der kleiner als 2% ist und damit keine Verschlechterung
zu den bisherigen

manuellen

Prognosen darstellt.
 Die h

ochste Genauigkeit mu in Zeiten maximaler Belastung und groer Lei-
stungs

anderungen erreicht werden.
Kapitel 3
Systemtheoretische Hilfsmittel
Bis zum heutigen Zeitpunkt kennt die Literatur eine Vielzahl von Ver

oentlichun-
gen, die sich mit der Prognose von energetischen Belastungskurven besch

aftigen.
Ein Schwerpunkt der Untersuchungen wurde dabei auf die F

ahigkeiten K

unstlicher
Neuronaler Netze (KNN) gelegt. Nachteilig erscheint bei den auf dieser Grundlage
aufbauenden Systemen die fehlende Transparenz der Berechnung der Prognosere-
sultate. Durch die Vielzahl der Parametrierungsm

oglichkeiten im Anlernvorgang ist
das Entstehen der Ergebnisse nur schwer nachzuvollziehen.
Ein anderer vielversprechender L

osungsansatz zur Vorhersage des Bedarfes an elek-
trischer Energie stellt der Einsatz von Fuzzy-Technologien, speziell der

Fuzzy Pat-
tern Classication

(FPC) dar. Mit Erfolg konnte diese Art der Systembeschreibung
in den Bereichen Umwelt und Verkehr angewendet werden. Die Breite des Spektrums
bei der Applikation sowie die erzielbaren Genauigkeiten der Resultate wurden durch
umfangreiche Forschungsarbeiten am Lehrstuhl f

ur Systemtheorie der Technischen
Universit

at Chemnitz belegt.
Anders als bei den KNN werden hier die Eigenschaften eines Prozesses oder Systems
mit Hilfe unscharfer prototypischer Zeitverl

aufe charakterisiert. Diese Prototypen
bilden den Kern f

ur eine Vorhersage, da sich zuk

unftige, noch unbekannte Zeit-
verl

aufe

ahnlich denen der Prototypen verhalten.
3.1 Begriserl

auterungen
Bei der Analyse und Prognose des dynamischen Verhaltens eines Systems mit Hilfe
der FPC kommen zahlreiche spezische Begrie zur Anwendung, die im folgenden
etwas n

aher erl

autert werden:
Zeitreihe. Durch Abtasten eines dynamischen Systems entsteht ein zeitdiskretes
Abbild. Eine geordnete Folge von Abtastwerten wird als Zeitreihe bezeichnet.
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Objekt. Nach Bocklisch [Boc87] sind Objekte

allgemeine diskrete Abbildungen
(Modelle) von Systemen. Sie werden durch einen Satz von Informationen

uber
das System erkl

art.

In der Theorie der Zeitreihen ist das Objekt Ausdruck
einer ganz konkreten Betriebssituation des Prozesses, z. B. des Verlaufs der
elektrischen Belastung an einem Feiertag. Das Zeitreihenobjekt ist damit an
spezielle Zeitpunkte der Zeitreihe gebunden.
Merkmal. Merkmale dienen der Beschreibung von Objekten und erm

oglichen deren
Unterscheidung.
Klassen. Objekte einer Zeitreihe lassen sich nach formalen oder inhaltlichen Ge-
sichtspunkten gruppieren { zu Klassen vereinigen. Ein formales Dierenzieren
f

uhrt zu nat

urlichen Klassen, w

ahrend durch inhaltliche Unterscheidungskri-
terien semantische Klassen gebildet werden.
Prototyp. Prototypen beschreiben Klassen von Zeitreihenobjekten unscharf mit
Hilfe von Potentialfunktionen.
Klassikator. Ein Klassikator ist die Beschreibung eines Prozesses, Systems oder
Zustands auf der Grundlage von Prototypen.
3.2 Das Prognosesystem im

Uberblick
Prognosesysteme, welche auf die Algorithmen der FPC aufsetzen, arbeiten nach
einem zweistugen Prinzip. Dieses besteht aus der Lernphase { einer Analyse des
vorherzusagenden Prozesses { und der eigentlichen Prognose. Die Abbildung 3.1 auf
der Seite 15 zeigt die notwendigen Schritte in einem solchen Prognosesystem und
deren Abh

angigkeiten untereinander.
Den Ausgangspunkt f

ur die Prognose mu immer eine Beobachtung des Prozesses
bzw. das Wissen eines Experten bilden. Dazu sind, als ein Minimum an erforderli-
cher Wissensbreite, die vorherzusagenden Prozegr

oen in ihrem zeitlichen Verlauf
zu erfassen und

uber eine Datenvorverarbeitung dem Prognosesystem zug

anglich zu
machen. Diese Informationen werden in der Lernphase benutzt, um ein Modell des
Prozesses zu erstellen. Bei der FPC besteht dieses Modell aus einer Sammlung pro-
totypischer Zeitverl

aufe { dem Klassikator . Der Klassikator bildet die Grundlage
f

ur die sich anschlieende Prognosephase und mu deshalb das Verhalten des Pro-
zesses ausreichend pr

azis wiedergeben. Je exakter der Klassikator die dynamischen
Vorg

ange beschreibt, desto genauer sind die Ergebnisse der Prognose.
In der Prognosephase wird das aktuelle Prozegeschehen mit dem Modell, d. h. den
prototypischen Zeitverl

aufen verglichen und eine Absch

atzung f

ur die weitere Ent-
wicklung gegeben. Die Grundidee der Vorhersage ist die Annahme, da der Klas-
sikator die Dynamik des Prozesses vollst

andig erkl

art und die vorherzusagenden
Prozegr

oen deshalb

ahnlich wie die Prototypen verlaufen m

ussen. Der Einu
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Abbildung 3.1: Phasen einer Prognose auf Basis der FPC
der einzelnen Prototypen bei der Prognose wird hierbei aufgrund einer Bewertung
der j

ungsten Prozegeschichte { einem sogenannten Zeitfenster { getroen. Die
unscharfe Beschreibung erm

oglicht dabei eine graduierte Ber

ucksichtigung der ver-
schiedenen Prototypen. Das bedeutet, es werden die Prototypen st

arker an der
Vorhersage beteiligt, welche das Verhalten des Prozesses in dem betrachteten Zeit-
fenster besser wiedergeben.
3.2.1 Mewertaufnahme und Datenvorverarbeitung
Die zeitlich fortlaufende Aufnahme von Mewerten aus einem Proze f

uhrt in er-
ster N

aherung zu einer Zeitreihe unendlicher L

ange, welche, wie in der Mathematik

ublich, als Vektor
X = [x(t
1
); x(t
2
); : : : ; x(t
1
)] (3.1)
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dargestellt werden kann. Eindimensionale Zeitreihen gelten dabei als Spezialf

alle
der allgemeineren multivariaten Form
X = [X(t
1
);X(t
2
); : : : ;X(t
1
)] ; (3.2)
bei der jeder Zeitpunkt t wiederum durch einen Vektor
X(t
i
) =
0
B
B
B
B
@
x
1
(t
i
)
x
2
(t
i
)
.
.
.
x
M
(t
i
)
1
C
C
C
C
A
(3.3)
der Dimension M gekennzeichnet ist. Jede Dimension dieses Vektors steht f

ur eine
Gr

oe, die im Proze gemessen wird.
Entsprechend der L

ange des geforderten Prognosehorizontes ist diese unendliche
Folge von Mewerten in k

urzere Abschnitte { die Zeitreihenobjekte Z
n
{ zu zerlegen
X
TV
 ! Z
n
(n = 1 : : : N) ;
wobei TV auf eine anzuwendende Transformationsvorschrift verweist.
Voraussetzung f

ur eine sinnvolle Aufteilung ist, da die Dynamik des Prozesses wie-
derholendes Verhalten aufweist, d. h. die entstehenden Objekte charakteristischen
Zeitverl

aufen oder Betriebszust

anden zugeordnet werden k

onnen. So kann beispiels-
weise eine Zeitreihe, die den Verlauf der energetischen Belastung eines Unternehmens
w

ahrend eines Jahres widerspiegelt, in einzelne Tagesbelastungskurven (Objekte) ge-
trennt werden, wenn diese eine ausgepr

agte t

agliche Periodizit

at aufweist.
1
Jedes
Objekt verk

orpert dann die Dynamik eines konkreten Tages. Wichtig f

ur die Zer-
legung ist die Wahl eines geeigneten Startpunktes. F

ur das angesprochene Beispiel
bietet sich Mitternacht als Triggerpunkt an, so da ein Objekt 24 Stunden umfat.
Praktisch wird die Zeitreihe der Abtastwerte zwar sehr gro, aber doch begrenzt
sein. Bei einer Transformation entstehen damit auch nur endlich viele Objekte Z
der L

ange T
Z
1
= [X(t
1
);X(t
2
); : : : ;X(t
T
)]
Z
2
= [X(t
T+1
);X(t
T+2
); : : : ;X(t
2T
)]
.
.
. (3.4)
Z
N
=
h
X(t
(N 1)T+1
);X(t
(N 1)T+2
); : : : ;X(t
NT
)
i
:
Die Abbildung 3.2 verdeutlicht die besprochene Methodik an einer ausgew

ahlten
Zeitreihe der Belastung P
B
. Die Zeitreihe der Abtastwerte hat eine angenommene
Periodendauer T . Als Triggerpunkt f

ur die Objekte werden deshalb die Zeitpunkte
t
i
; t
i
+ T; t
i
+ 2T; : : :
1
Es ist hier aber keine Periodizit

at im streng mathematischen Sinne gemeint.
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gew

ahlt. Genau an diesen Stellen erfolgt die Trennung der Zeitreihe in einzelne
Objekte der L

ange T , wie im unteren Teilbild der Abbildung zu erkennen ist.
Zeit t
t i ti + T ti +2T ti +3T
Objekt 1 Objekt 2 Objekt 3
Zeitreihe der Abtastwerte
Be
la
st
un
g 
P B
Zeit t
0 T
Zeitreihenobjekte 1−3
Be
la
st
un
g 
P B
Abbildung 3.2: Aufteilung einer Zeitreihe in Zeitreihenobjekte
Nur in den seltensten F

allen sind die Abtastwerte ohne eine weitere Datenvorverar-
beitung f

ur das Anlernen des Klassikators einerseits oder die Prognose andererseits
verwendbar. Bei automatischen Mewertaufnahmen

uber lange Zeitr

aume kommt
es h

aug zu Inkonsistenzen im Datenmaterial, wie z. B.:
 Die Mewerte benden sich auerhalb des zul

assigen Wertebereiches.
 Der zeitliche Verlauf der Prozegr

oen weist Gradienten auf, die physikalisch
nicht zu begr

unden sind.
Ursachen solcher unzul

assigen Abweichungen k

onnen
 der Ausfall von Mestellen
 St

orungen der Messung durch

auere Ein

usse


Ubertragungsfehler zwischen Sensorik und Prozedatenverarbeitung
sein.
Fehlerhafte Mewerte f

uhren in der Lernphase zu einer Verf

alschung des Modells,
was bedeutet, da der Klassikator die Dynamik des Prozesses nur sehr ungenau
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wiedergibt. Diese unbrauchbaren Mewerte sollten deshalb nachgebessert, d. h. kor-
rigiert werden. Ist eine solche Nachbehandlung unm

oglich oder nicht zul

assig, sind
die betroenen Objekte f

ur das Anlernen des Prognosesystems nicht verwendbar
und vollst

andig aus der Datenbasis zu streichen.
3.2.2 Klassikation der Daten
Inhalt einer Klassikationsaufgabe ist die Strukturierung von Informationen

uber
einen Proze, mit dem Ziel, charakteristische Zust

ande zu erkennen und zu unter-
scheiden. Diese Methodik kann auch auf eine Menge von Zeitreihenobjekten ange-
wendet werden, welche beispielsweise in Form einer Datenbasis nach Zuordnung (3.4)
vorliegen.
Mit Hilfe eines vergleichenden Kriteriums k

onnen diese Objekte mit

ahnlichem Aus-
sehen zu Klassen sortiert und gemeinsam beschrieben werden. Durch diese Zuord-
nung ist es m

oglich, die Menge der Informationen auf einen wesentlichen Bruchteil
zu reduzieren, ohne Wissen

uber den Proze zu verlieren.
Grunds

atzlich sind f

ur eine solche Gruppierung zwei L

osungswege denkbar:
1. Klassikation durch einen Experten.
2. Automatische Strukturierung durch Clusterung
2
.
Klassikation mit Hilfe eines Experten bedeutet, da dieser (aufgrund seines Hinter-
grundwissens

uber den Proze) entscheidet, welche Objekte zu einer Klasse geh

oren.
Er ist somit in der Lage, die Objekte auch nach inhaltlichen Merkmalen zu dieren-
zieren und kann Klassen mit semantischer Bedeutung bilden. Da aber der Mensch
kaum in der Lage ist, gr

oere Datenmengen zu erfassen und zu behandeln, kann ei-
ne solche Herangehensweise nur bei einer

uberschaubaren Anzahl von Informationen
sinnvoll angewendet werden.

Uberschreitet die Zahl der zu verarbeitenden Daten eine gewisse Gr

oe, so sind
diese durch mathematische Strukturbildungsverfahren automatisch zu ordnen, wobei
trotzdem ein Experte die Ergebnisse bewerten mu. Alle diese Algorithmen werden
unter dem Begri Clusterung zusammengefat.
Kennzeichnendes Merkmal aller Clusterverfahren ist die Auswertung eines formalen

Ahnlichkeitskriteriums { einer Metrik. Dieses Kriterium dient als Grundlage, relativ

ahnliche Objekte zusammenzufassen und relativ un

ahnliche voneinander zu trennen.
Wie gro die Abweichungen der einzelnen Objekte voneinander sind, wird in einer
Distanzmatrix
D =
0
B
@
d
1;1
   d
1;N
.
.
.
.
.
.
.
.
.
d
N;1
   d
N;N
1
C
A
; (3.5)
2
Cluster engl. f

ur Menge, Haufen, Gruppe
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festgelegt, wobei d
i;j
das Abstandma zwischen den zwei Objekten i und j darstellt
und aus ihrer Lage im Merkmalsraum berechnet wird.
H

aug stammen die verwendeten Abstandsmae aus der Familie der Minkowski-
Distanzen, welche in allgemeinster Form durch
d
i;j
=
"
M
X
m=1
w
m
jx
m;i
  x
m;j
j
g
#
1
g
(3.6)
beschrieben werden. Dabei haben die Variablen folgende Bedeutung:
w
m
: : : Wichtungsfaktor der Dimensionm
x
m;i
bzw. x
m;j
: : : Ort des Merkmals von i bzw. j in der Dimensionm
m : : : Dimension des Merkmalsraumes
g : : : Parameter, der die Art der Distanz bestimmt [Boc87].
Davon abgeleitet, wird in dieser Arbeit die Euklidische Distanz (Spezialfall der
Minkowski-Distanz mit g = 2) zur Klassikation von Objekten der L

ange T und
Dimension M benutzt
d
i;j
=
v
u
u
t
T
X
t=1
M
X
m=1
(x
t;m;i
  x
m;t;j
)
2
: (3.7)
Hierbei werden die Objekte nicht f

ur jeden Zeitpunkt getrennt betrachtet und klas-
siziert, sondern durch die Summierung in ihrer Gesamtheit verglichen. Dadurch
wird erreicht, da Objekte, die zu einigen Zeitpunkten gr

oere Dierenzen aufwei-
sen, trotzdem einem Cluster zugeordnet werden k

onnen. Das f

uhrt zu einer Ab-
schw

achung der strengen Forderung nach einer

Ahnlichkeit in allen Zeitpunkten.
F

ur eine Klassikation von Tagesbelastungskurven soll sich diese Denkweise als vor-
teilhaft erweisen, wie am konkreten Beispiel gezeigt wird (siehe Abschnitt 4.1.3).
Entscheidend f

ur die Struktur der entstehenden Klassenkonguration ist das be-
nutzte Clusterverfahren. Eine groe Bedeutung spielen dabei die nachstehenden
hierarchischen agglomerativen Techniken:


Single Linkage Clustering

3


Complete Linkage Clustering

4
 das Verfahren nach Ward .
Hierarchisch agglomerativ bedeutet, von einer Klassenkonguration auszugehen, in
der jedes Objekt eine eigene Klasse darstellt und diese nach denierten Kriterien
3
engl. f

ur einfaches Gruppieren (n

achster Nachbar)
4
engl. f

ur komplettes oder allumfassendes Gruppieren (entferntester Nachbar)
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immer weiter zu fusionieren, bis die gefundene Struktur ein gesetztes G

utekriterium
erf

ullt. Daraus folgt, da einmal vereinigte Individuen in einem folgenden Schritt
nicht wieder getrennt werden k

onnen. Alle diese Methoden k

onnen elegant in einem
rekursiven Schema nach Lance und Williams mit jeweils ge

anderten Parametern
implementiert werden [Eve93].

Single Linkage Clustering

. Das

Single Linkage Clustering

ist eines der
einfachsten zusammenf

uhrenden hierarchischen Clustertechniken. Hierbei werden
zwei Klassen vereinigt, wenn der Abstand von mindestens zwei Objekten der beiden
Klassen einen festgelegten Schwellwert unterschreitet. Dadurch kann es zur Bildung
von linienf

ormigen Clustern kommen, bei denen einzelne Objekte weit voneinander
entfernt sind.

Complete Linkage Clustering

. Um den Nachteil groer Distanzen innerhalb
einer Klasse zu vermeiden, k

onnen die Objekte mit

Complete Linkage Cluster-
ing

sortiert werden. Bei diesem Verfahren entscheidet die Distanz der am weitesten
entfernten Objekte (je Klasse eins), ob diese Klassen zu einer fusioniert werden. Es
entstehen damit kleine, kompakte Klassen.
Verfahren nachWard. Das Verfahren nachWard versucht, die Klassenkongura-
tionen so zu formen, da die

Informationsverluste

bei jeder Vereinigung minimiert
werden. Dies geschieht, indem alle denkbaren Klassenkombinationen ausprobiert
und die beiden Klassen zusammengef

uhrt werden, deren Paarung zum geringsten

Informationsverlust

f

uhrt. Das von Ward denierte Kriterium f

ur den Verlust an
Information ist eine Summe von Fehlerquadraten [Eve93].
3.2.3 Darstellung hierarchischer Kongurationen
Hierarchische Klassikationen k

onnen

ubersichtlich in einem Diagramm { dem Den-
drogramm { dargestellt werden. Ein solches Dendrogramm stellt die in jedem Ana-
lyseschritt gemachten Klassenvereinigungen einer Distanz innerhalb der Klassen ge-
gen

uber (siehe Abbildung 3.3, oberes Teilbild). Eine etwas reduzierte Aussage bietet
das Diagramm darunter, da den Distanzzuwachs beim

Ubergang von einer Kon-
guration zur n

achsten zeigt.
Mit beiden l

at sich ein formales Stabilit

atskriterium denieren. Ver

andert sich
die Anzahl der Klassen auch bei groen Distanzerh

ohungen nicht, erweist sich die
gefundene Struktur als relativ stabil. Das bedeutet, f

ur das

Single Linkage Cluster-
ing

ist in der angesprochenen Abbildung die Konguration mit der Klassenanzahl
Z = 2 am stabilsten, da beim weiteren Zusammenf

uhren der Cluster die gr

ote
Distanzerweiterung auftritt.
Ein Experte ist in der Lage, die entstandenen Kongurationen nach inhaltlichen Kri-
terien, wie beispielsweise Klassenzahl, Lage der Klassen oder Beziehungen zwischen
diesen zu bewerten. Durch Auswahl der f

ur das spezielle Problem geeignetsten Kon-
guration greift er unterst

utzend in den Klassikationsproze ein. Die Einsch

atzung
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Abbildung 3.3: Stabilit

at einer Clusterung
sollte sich dabei auch an einer Interpretierbarkeit und statistischen St

utzung der
Klassen orientieren. Repr

asentative Klassen zeichnen sich dadurch aus, da ihre
Objekte konkreten Situationen des Prozesses zuzuordnen sind und sie durch eine
ausreichende Anzahl von Objekten getragen werden. Zudem sind nur mit spezi-
schem Hintergrundwissen Ausreier { Zeitreihenobjekte mit extremem Verhalten {
erkennbar und entsprechend zu behandeln.
3.2.4 Bildung von Prototypen
F

ur eine unscharfe Beschreibung der einzelnen Klassen in einer Konguration wer-
den bei der FPC sogenannte Zugeh

origkeitsfunktionen (ZGF) verwendet. Bei grup-
pierten Zeitreihenobjekten wird dabei f

ur jede Klasse, zu jedem Zeitpunkt eine un-
abh

angige ZGF gebildet. In ihrer Gesamtheit verk

orpern sie dann den Prototypen
dieser Klasse.
Die Potentialfunktion, als eine spezielle Art einer ZGF, soll im weiteren etwas n

aher
erl

autert werden, da in dieser Arbeit die Denition der Prototypen auf diese ma-
thematische Beschreibung aufsetzt. Die Abbildung 3.4 zeigt den Verlauf einer ein-
dimensionalen Potentialfunktion
5
(x
m
;p) = a
1
1 +

1
b
i
  1
 
jx
m
 sj
c
i

d
i
; (3.8)
5
Es werden ausschlielich eindimensionale Probleme in dieser Arbeit betrachtet.
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wobei, um unterschiedliche links- und rechtsseitige

Aste der Funktion zuzulassen,
gilt
i =
(
l; f

ur x
m
< s (linksseitiger Ast)
r; f

ur x
m
 s (rechtsseitiger Ast)
(3.9)
0
Objektlage x in Dimension m
Zu
ge
hö
rig
ke
it 
µ
c l crs
br
bl
dr
dl
a
Abbildung 3.4: Potentialfunktion eines Prototyps
Durch einen Parametervektor
p = (a; s; b
l
; b
r
; c
l
; c
r
; d
l
; d
r
) (3.10)
ist diese Funktion vollst

andig bestimmt. Die Bedeutung der einzelnen Elemente des
Vektors p f

ur die Form der Kurve sind:
 Parameter a: Maximalwert von Potentialfunktion und Zugeh

origkeit
6
 Parameter s: Repr

asentant der Klasse
 Parameter b: Zugeh

origkeit an der Klassengrenze
 Parameter c: Aufenthaltsbereich der Objekte einer Klasse
 Parameter d: Objektverteilung innerhalb der Klasse.
F

ur eine detaillierte Erl

auterung der Parameter sowie Hinweise zu deren Berechnung
wird auf Bocklisch [Boc87] verwiesen.
3.2.5 Prognose unbekannter Zeitreihen
Mit dem Wissen

uber den Proze, welches im Klassikator vereint ist, kann in der
Prognosephase der unbekannte zuk

unftige Verlauf einer Zeitreihe vorhergesagt wer-
den. Dazu mu die Zugeh

origkeit zu den einzelnen Prototypen bestimmt, d. h. der
6
Im weiteren wird dieser Maximalwert a = 1 gesetzt. Andere Werte sind beispielsweise f

ur eine
Adaption von Prototypen bei automatisierten Lernvorg

angen interessant.
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aktuelle Zustand des Prozesses identiziert werden. Diese Identikation geschieht
bei der Prognose von Zeitreihen

uber ein Zeitfenster, in dem der dynamische Ver-
lauf der zu prognostizierenden Gr

oe vollst

andig bekannt ist. Das Zeitfenster reicht
dabei vom letzten bekannten Abtastwert t
B
, dem Startpunkt der Prognose, bis zu
einem denierten Zeitpunkt t
B F+1
in der Vergangenheit. Die Gr

oe des Fensters
beeinut wesentlich das Ergebnis der Identikation und ist deshalb applikations-
spezisch zu optimieren.
Die Abbildung 3.5 zeigt beispielhaft den aktuellen Verlauf des Merkmals x eines
Zeitreihenabschnittes zusammen mit zwei Prototypen, welche das Modell des Pro-
zesses verk

orpern. Als Start f

ur die Prognose wurde der Zeitpunkt t
B
gew

ahlt, so
da bei einer Fenstergr

oe F alle Werte x(t
B F+1
) bis x(t
B
) der Zeitreihe in die
Ermittlung der Zugeh

origkeit einzubeziehen sind.
0 T
Zeit t
tBtB−F +1
M
er
km
al
 x
Prototyp 1 (Schwerpunkt)
Prototyp 2 (Schwerpunkt)
bekannter Teil
der Zeitreihe
Zeitfenster
Abbildung 3.5: Zeitfenster zur Bestimmung der Zugeh

origkeit
Im Rahmen der Identikation wird f

ur den Teil der Zeitreihe, welcher im Zeitfenster
liegt, eine Zugeh

origkeitsmatrix
 =
0
B
B
@

(k
1
)
abs

(k
1
)

.
.
.
.
.
.

(k
K
)
abs

(k
K
)

1
C
C
A
(3.11)
f

ur die K Prototypen erstellt. Diese Matrix beinhaltet zum einen eine Aussage

uber die absolute Zugeh

origkeit 
(k
j
)
abs
, d. h. wie weit aktueller Teil der Zeitreihe und
Prototyp im Mittel voneinander entfernt sind, und zum anderen mit der Anstiegszu-
geh

origkeit 
(k
j
)

ein Ma f

ur die Parallelit

at beider. Nach Porges [Por95] berechnet
sich die absolute Zugeh

origkeit eines Zeitreihenst

ucks zum Prototypen k
j

uber

(k
j
)
abs
=
1
1 +
1
F
t
B
P
f=t
B F+1
 
1
b
(k
j
)
f;i
  1
!  
jx
f
 s
(k
j
)
f
j
c
(k
j
)
f;i
!
d
(k
j
)
f;i
; (3.12)
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wobei in Abh

angigkeit von der Lage des aktuellen Abtastwertes x
f
zum Repr

asen-
tanten s
f
, die links- bzw. rechtsseitigen Parameter zu verwenden sind
i =
(
l; f

ur x
f
< s
f
r; f

ur x
f
 s
f
: (3.13)
Um eine Anstiegszugeh

origkeit 
(k
j
)

zu erhalten, werden im betrachteten Zeitfenster
die jeweiligen Anstiege von Zeitreihe und Prototyp verglichen. Als einfache Variante
zur Bestimmung der Anstiegszugeh

origkeit wird bei Porges [Por95] die Gleichung

(k
j
)

=
1
F
t
B
X
f=t
B F+1
e
 
h
s
(k
j
)
f
 s
(k
j
)
f 1

 
(
x
f
 x
f 1
)
i
2
2 
2
(3.14)
vorgeschlagen. Der Parameter  gibt dabei die erlaubte Anstiegsabweichung vor,
d. h. wie stark die Zugeh

origkeiten 
(k
j
)

durch Anstiegsdierenzen ver

andert werden.
Mit der Berechnung einer Anstiegszugeh

origkeit wird zugleich die minimale Anzahl
der n

otigen Zeitpunkte auf zwei begrenzt.
Die Zugeh

origkeitsmatrix  nach Gleichung (3.11) bildet die Grundlage f

ur die Vor-
hersage des Wertes x einer Zeitreihe zum nachfolgenden Zeitpunkt t
B+1
(siehe Ab-
bildung 3.6). Dieser ergibt sich aus dem aktuellen Wert x(t
B
) mit Hilfe von
x(t
B+1
) = x(t
B
) +
K
P
j=1
h
s
(k
j
)
t
B+1
  s
(k
j
)
t
B
i

(k
j
)
abs

(k
j
)

K
P
j=1

(k
j
)
abs

(k
j
)

: (3.15)
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Abbildung 3.6: Prognose des nachfolgenden Zeitpunktes
Zum Erreichen gr

oerer Prognosehorizonte (

uber die gesamte L

ange der Prototypen)
wird bei verschobenem Zeitfenster und einer deshalb modizierten Zugeh

origkeits-
matrix  immer auf den zuvor erhaltenen Prognosewert aufgesetzt
x(t
i+1
) = x(t
i
) + x(t
i
) : (3.16)
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In Gleichung (3.15) erfolgte eine multiplikative Verkn

upfung beider Zugeh

origkeits-
werte. Denkbar sind auch andere konjunktive oder disjunktive unscharfe Operato-
ren, deren Einsatz aber anwendungsspezisch zu pr

ufen ist [Pae98].
F

ur das in Abbildung 3.6 dargestellte Beispiel ergibt das ausgewertete St

uck der
Zeitreihe eine h

ohere Zugeh

origkeit zum Prototyp 1 als zum Prototyp 2. Dieser
bestimmt deshalb in st

arkerem Mae die Richtung, in welche die Zeitreihe wei-
terf

uhrend prognostiziert wird.
3.3 Einbindung zus

atzlicher Informationen
Die Genauigkeit, mit der die Entwicklung vorhergesagt werden kann, ist ein zentrales
G

utekriterium bei der Prognose von dynamischen Prozessen. In ausgesuchten Pro-
blemstellungen kann eine ausschlielich auf der Beobachtung der zu prognostizieren-
den Prozegr

oe aufbauende Modellbildung nicht ausreichend sein. In diesen F

allen
mu durch die Einbindung zus

atzlicher relevanter Informationen die Beschreibung
des dynamischen Verhaltens verfeinert und dadurch die Qualit

at der Prognose erh

oht
werden. Als relevant sind in diesem Zusammenhang nur solche Umgebungsvariablen
zu betrachten, deren Einu auf die Dynamik des Prozesses deutlich nachweisbar
ist.
Diese sogenannten Kontextinformationen k

onnen dem Prognosesystem an mehreren
Stellen zug

anglich gemacht werden. Wie aus Abbildung 3.7 zu erkennen, ist es
sowohl in der Lern- als auch in der Prognosephase m

oglich, zus

atzliche Informationen
zu nutzen, um den Proze besser vorherzusagen.
Zusatzinformationen
Analyse Prognose
Prototypen
Vorauswahl von dynamischen
ParametrierungKlassifikation
im Rahmen der
zurzur
differenzierteren
Abbildung 3.7: Ansatzpunkte f

ur zus

atzliche Informationen
W

ahrend der Analyse des Prozesses konzentrieren sich die Anstrengungen dabei auf
eine dierenziertere Klassikation, d. h. unterst

utzt durch zus

atzliche Informatio-
nen werden spezischere Prototypen gebildet, deren ZGF zum Rand hin schnel-
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ler abklingt. Durch die Erh

ohung der Zahl von prototypischen Verl

aufen l

at sich
der aktuelle Prozezustand detaillierter identizieren und aufgrund des geringeren
Unsch

arfebereiches exakter vorhersagen.
Ein weiterer L

osungsweg besteht in einer gezielten Maskierung von Prototypen.
Das bedeutet, f

ur einen betrachteten Prozezustand nicht zutreende oder ung

ulti-
ge Prototypen werden aus dem Klassikator

ausgeblendet

und f

ur die Prognose
nicht verwendet. Dies f

uhrt dazu, da in Kreuzungsbereichen, wo sich Prototypen
f

ur unterschiedliche Prozesituationen

uberschneiden, die Wahrscheinlichkeit f

ur die
Auswahl eines

richtigen

Prototyps vergr

oert wird.
Letztlich k

onnen auch durch eine dynamische Parametrierung der eigentlichen Pro-
gnose genauere Ergebnisse erzielt werden. Dabei wird in Abh

angigkeit von der ein-
gef

ugten Information der nachfolgende, schon berechnete Prognosewert nochmals

nachjustiert

.
3.3.1 Dierenziertere Klassikation
Eine dierenziertere Klassikation ist Vorrausetzung f

ur sch

arfer beschreibende Pro-
totypen. Um diese gezieltere Klassenbildung zu erwingen, kann die zu bearbeitende
Datenbasis aufgrund einer zus

atzlichen Information oder Nebenbedingung in Teilda-
tens

atze aufgespalten werden. Die Abbildung 3.8 deutet dieses Prinzip schematisch
an.
Datenbasis
Teilklassifikator 2Teilklassifikator 1
. . .
. . .
. . .
Teildatensatz 1 Teildatensatz 2
wird aufgeteilt in
Nebenbedingung
Teildatensatz N
Teilklassifikator N
Abbildung 3.8: Bildung von Teilklassikatoren
Bei der benutzten Information handelt es sich um ein globales zus

atzliches Merkmal
der Objekte, d. h. es speziziert eine Rahmenbedingung der Prozezust

ande n

aher,
welche durch die Objekte verk

orpert werden. Global bedeutet in diesem Sinne, da
ein Merkmal f

ur das gesamte Objekt einen konstanten Wert besitzt. Zur Erl

auterung
k

onnten zwei Zeitverl

aufe eines Prozesses dienen, die an verschiedenen Tagen eines
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Jahres aufgenommen wurden. Das Datum der Datenaufnahme stellt in diesem Fall
die zus

atzliche Information dar, welche f

ur beide Objekte globalen Charakter tr

agt
und mit der es m

oglich ist, diese zu strukturieren.
Zur Trennung der Objekte mu ein Entscheidungskriterium deniert werden, das auf
der zus

atzlichen Information basiert und welches das Merkmal erf

ullt oder abweist.
F

ur das soeben angesprochene Beispiel k

onnte die Zugeh

origkeit zu den einzelnen
Jahreszeiten ein denkbares Kriterium darstellen. In Abh

angigkeit von der getroe-
nen scharfen JA-NEIN-Entscheidung werden die Objekte unterschiedlichen Teilda-
tens

atzen zugeordnet, um sie in einem folgenden Schritt einer getrennten Klassika-
tion zu unterziehen. Das Resultat ist ein Satz von Klassikatoren, die den Proze
bei dierenzierten Umgebungsbedingungen beschreiben.
Damit eine derartige Vorverarbeitung der Objekte zu genaueren Ergebnissen f

uhrt,
mu die Zusatzinformation dem Anspruch gen

ugen, die Daten in gewissem Mae
formal, d. h. dem Aussehen nach zu sortieren. Mit anderen Worten, die semanti-
sche Bedeutung der erg

anzenden Information mu sich auch formal auf den Daten
abbilden. Die Abbildung 3.9 verdeutlicht diese Forderung an einem Beispiel.
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t
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M
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 x
Klasse 1 (Schwerpunkt)
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µ
Zeitpunkt ti
ZGF(Klasse 1)
ZGF(Klasse 1+2)
ZGF(Klasse 2)
Abbildung 3.9: Aufbau dierenzierterer Prototypen
Das obere Teilbild zeigt zwei durch ein zus

atzliches Merkmal getrennte Klassen
(Klasse 1 und Klasse 2). Ohne die getroene Unterscheidung w

are bei einer Cluste-
rung nur eine Klasse (Klasse 1+2) gebildet worden, die alle Objekte umfat. Das
Merkmal f

ur die Aufteilung wurde so gew

ahlt, da zwei neue Klassen entstanden,
welche r

aumlich voneinander getrennt lagen und sich nicht

uberdeckten. Die Seman-
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tik der zus

atzlichen Information spiegelt sich somit in einer formalen Strukturierung
wider.
Nur bei G

ultigkeit dieser Bedingung f

uhrt die Berechnung der ZGF zu Prototypen
mit geringeren Unsch

arfebereichen (vgl. im unteren Teil der Abbildung 3.9 die ZGF
der Klassen 1 und 2 mit der ZGF von Klasse 1+2). Im Falle einer gro

achigen

Uberschneidung der Klassen lieen die neuen ZGF keine detaillierteren Aussagen

uber die Dynamik des Prozesses zu, da sie gleichfalls in weiten Bereichen einander

ahnlich und damit redundant w

aren.
Existieren in der Prozebeschreibung durch den Klassikator spezischere Prototy-
pen, so ist eine feingliedrigere Identikation des momentanen Geschehens m

oglich.
Bessere Identikation und naturgetreuere Modelle bilden die Basis f

ur eine genauere
Prognose.
3.3.2 Maskierung von Prototypen
Die Maskierung von Prototypen steht in engem Zusammenhang mit der soeben dar-
gestellten Vorstrukturierung von Daten mit Hilfe zus

atzlicher Informationen. Wie
die dierenziertere Klassikation setzt auch eine gezielte Auswahl einzelner Pro-
totypen aus einem Klassikator eine Aussage

uber die

G

ultigkeit

dieser pro-
totypischen Verl

aufe bei unterschiedlichsten Umgebungsbedingungen voraus. Das
bedeutet, zu jedem Prototypen m

ussen ein oder mehrere weitere Merkmale als Ne-
benbedingungen existieren, die den Rahmen des Auftretens dieses Prototyps n

aher
spezizieren.
Nebenbedingung
. . .
. . .Prototypensatz 1 Prototypensatz 2
Auswahl von
Gesamtheit aller
Prototypen
Prototypensatz N
Abbildung 3.10: Vorauswahl von Prototypen
Die Grundlage daf

ur ist, da diese Nebenbedingungen, wie schon im Abschnitt 3.3.1
deniert, globalen Charakter besitzen. Weiterhin m

ussen sie w

ahrend der Klassi-
zierung der Objekte bekannt sein und als erkl

arende Merkmale den Prototypen
zugeordnet werden. Nur dann ist es dem Prognosealgorithmus m

oglich, den Rah-
menbedingungen entsprechende Prototypen auszuw

ahlen.
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Die Abbildung 3.10 verdeutlicht das Prinzip, aus einer den Proze allumfassend be-
schreibenden Menge von Prototypen, diejenigen zu selektieren, welche den gestellten
Nebenbedingungen entsprechen. Die Entscheidung wird wiederum

uber ein scharfes
JA-NEIN-Kriterium gef

uhrt. Es entstehen somit Prototypens

atze { Untermengen
eines kompletten Klassikators { f

ur unterschiedliche Parameterumgebungen.
So ist es denkbar, da alle Objekte, die zusammen eine Klasse bilden, durch weitere
gemeinsame Merkmale gekennzeichnet sind. Dies k

onnte beispielsweise die Durch-
schnittstemperatur der Umgebung bei Aufnahme der Mewerte sein. Bei der Iden-
tikation und Prognose des aktuellen Prozegeschehens werden dann nur die Proto-
typen zur Berechnung des zuk

unftigen Verlaufs hinzugezogen, die in diesen zus

atzli-
chen Merkmalen mit denen des aktuellen Teilst

uckes

ubereinstimmen. Alle anderen
werden nicht beachtet, d. h. sie werden maskiert oder ausgeblendet.
0
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maskierte Prototypen (Schwerpunkt)
unmaskierte Prototypen (Schwerpunkt)
Kreuzungsbereich
Abbildung 3.11: Prognose mit maskierten Prototypen
Vorteile besitzt diese Vorauswahl an Punkten, an denen Prototypen f

ur unterschied-
lichste Prozesituationen sowohl im Absolutwert als auch im Anstieg groe

Ahnlich-
keiten aufweisen. Die Abbildung 3.11 zeigt einen solchen Kreuzungsbereich. In die-
sem Abschnitt ist die Identikation des

richtigen

Prototypen zur Bestimmung der
weiteren Entwicklung schwierig. Mit dem Wissen, da sich die zu prognostizierende
Zeitreihe nur wie die unmaskierten Prototypen verhalten kann, wird in derartigen
Situationen vermieden, da die Vorhersage auf einen

falschen

Prototypen aufsetzt
und eine fehlerhafte Prognose entsteht.
3.3.3 Dynamische Parametrierung
Die Methoden einer dierenzierteren Klassikation und der Maskierung von Proto-
typen bauen auf einem oder mehreren globalen, d. h. f

ur den gesamten Verlauf der
Realisierung g

ultigen Merkmalen als erg

anzender Information auf.
Zugleich bestimmen aber auch unmittelbar wirkende, schnell ver

anderliche Einu-
gr

oen das dynamische Verhalten von Prozessen. Die dynamische Parametrierung
des Prognosealgorithmus ist der Versuch, derartige Abh

angigkeiten zwischen den
Prozegr

oen und Umgebungsparametern in Form einer zus

atzlichen Dimension der
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Zeitreihe zu nutzen, um die Vorhersage unbekannter Zeitpunkte geringf

ugig nach-
zubessern.
Die betrachteten Objekte sind deshalb mindestens zweidimensional, das zu progno-
stizierende Merkmal in der ersten und alle zus

atzlichen Merkmale in einer h

oheren
Dimension. Um die Verst

andlichkeit des weiteren Textes nicht unn

otig zu redu-
zieren, wird im folgenden ausschlielich der zweidimensionale Fall (ein zus

atzliches
Merkmal) betrachtet.
Die Anwendung der dynamischen Parametrierung von Prognosen ist an einige ab-
weichende Vorbereitungen in Bezug auf die Datenbasis gekoppelt und deshalb in der
Reihenfolge:
1. Aufbau einer

bereinigten

Datenbasis
2. Klassikation der Objekte und Berechnung der Prototypen
3. Prognose zuk

unftiger Zeitpunkte mit anschlieender Korrektur
durchzuf

uhren. Die Besonderheiten und Unterschiede im Vergleich zu einer

norma-
len

, einer unparametrierten Prognose sollen nachstehend explizit erl

autert werden.
Bereinigung der Datenbasis. In einem ersten Schritt sind die unterschiedlichen
Merkmale der Zeitreihe voneinander zu entkoppeln, d. h. der Einu des zus

atzlichen
Merkmals auf das zu prognostizierende mu vollst

andig aus der Datenbasis entfernt
werden. In den F

allen, in denen kein determinierter Zusammenhang zwischen den
Merkmalen bekannt ist, kann der Wert f

ur die Berichtigung nur durch Absch

atzung
oder Versuch ermittelt werden. Diese Korrektur wird notwendig, um die Beziehun-
gen der Merkmale untereinander nicht mehrfach in das Prognoseresultat einieen
zu lassen. Zus

atzlich zum urspr

unglichen Objekt w

urden bei der Vorhersage die
Abh

angigkeiten der Merkmale nochmals einbezogen.
Korrigiert wird der Wert des Merkmals x
O
1
der urspr

unglichen Zeitreihe zum Zeit-
punkt t
B
um einen Betrag, der sich aus dem Faktor f
K
und der Dierenz des zus

atz-
lichen Merkmals x
O
2
zum Referenzwert x
R
2
ergibt
x
K
1
(t
B
) = x
O
1
(t
B
) + f
K
x
2
(t
B
) ; (3.17)
wobei
x
2
(t
B
) = x
O
2
(t
B
)  x
R
2
(t
B
) (3.18)
oder bei einer Mittelung

uber ein Zeitfenster F
x
2
(t
B
) =
1
F
B
X
i=B F+1
x
O
2
(t
i
)  x
R
2
(t
i
) (3.19)
ist.
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Die Abbildung 3.12 veranschaulicht diesen Gedankengang an einem Beispiel. Der
obere Teil der Abbildung zeigt den Verlauf des zu prognostizierenden Merkmals x
1
,
w

ahrend darunter die Dimension des zugeh

origen zus

atzlichen Merkmals x
2
darge-
stellt wird.
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Abbildung 3.12: Bereinigung der Datenbasis
Die Referenzkurve des zus

atzlichen Merkmals ist als ein Normal zu betrachten und
kann z. B. einen mittleren zeitlichen Verlauf dieses Merkmals verk

orpern. Mit dem
Faktor f
K
ist sowohl die Gr

oe als auch die Richtung der Ver

anderung einzustellen.
Im Ergebnis entsteht eine Datenbasis, die vom Einu des zus

atzlichen Merkmals
befreit ist.
Aufbau der Prototypen. Die Klassikation der verschiedenen Objekte sowie die
Berechnung der ZGF erfolgt nach den in vorangegangenen Abschnitten vorgestellten
Methoden.
Ungeachtet der Tatsache, da es sich im weiteren nur um eine skalare, d. h. eindimen-
sionale Prognose handelt, werden alle Merkmale eines Objektes der Klassenbildung
unterzogen. Alleiniges Auswahlkriterium f

ur die Zuordnung einzelner Objekte zu
den Klassen ist dabei aber das zu prognostizierende Merkmal. Der Erhalt einer
Semantik innerhalb der zus

atzlichen Dimension ist deshalb nicht in jedem Fall zu
gew

ahrleisten.
Die Bildung der ZGF f

uhrt auf einen quasi mehrdimensionalen Prototyp, der Aus-
sagen zum zu prognostizierenden Merkmal in der ersten und

uber das erg

anzende
Merkmal in einer zweiten Dimension enth

alt. Von dieser zweiten Dimension werden
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aber nur die Informationen

uber den Verlauf des Schwerpunktes oder Repr

asentan-
ten s sowie der links- und rechtsseitigen Klassengrenzen c
l
und c
r
f

ur die anschlie-
ende Prognose verwendet.
Korrektur der Prognose. Aufbauend auf den im Abschnitt 3.2.5 aufgezeigten
Algorithmus zur Prognose des Merkmals x
1
(t
B+1
) wird bei der dynamischen Para-
metrierung dieser Wert nochmals um einen Korrekturbetrag x
z
geringf

ugig

nach-
gestellt

x
1
(t
B+1
) = x
1
(t
B
) + x
1
(t
B
)
| {z }
ohne Parametrierung
+x
z
(t
B
)
| {z }
Korrektur
; (3.20)
wie dies der obere Teil der Abbildung 3.13 zeigt. Unter Annahme, da sich die
Zeitreihe wie die punktierte Linie weiterentwickelt, w

are durch die Parametrierung
eine Verbesserung m

oglich.
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Abbildung 3.13: Dynamische Parametrierung der Prognose
Die Gr

oe der Korrektur ergibt sich aus der multiplikativen Verkn

upfung einer an-
wendungsspezischen Konstanten f
M
mit einem vom aktuellen Zeitpunkt abh

angi-
gen Faktor , dessen Gr

oe durch die Lage des zus

atzlichen Merkmals in der zu-
geh

origen Klasse bestimmt wird
x
z
(t
B
) = f
M
(t
B
) : (3.21)
Die Idee hierbei ist, da innerhalb dieser Klasse ein mittlerer zeitlicher Verlauf des
zus

atzlichen Merkmals existiert, f

ur den keine Korrektur des Prognosewertes nach
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Gleichung (3.20) notwendig ist. Weicht das zus

atzliche Merkmal zum aktuellen
Zeitpunkt von diesem Verlauf ab, so mu der prognostizierte Wert etwas korrigiert
werden. Mit der f

ur alle Objekte einer Datenbasis g

ultigen Konstanten f
M
k

onnen
wiederum Betrag und Richtung der Korrektur beeinut werden.
Der untere Teil der Abbildung 3.13 soll als Grundlage dienen, die Berechnung des
Faktors  zu erl

autern. Darin dargestellt sind der Verlauf des Schwerpunktes sowie
die linke und rechte Grenze des zus

atzlichen Merkmals x
2
einer Klasse.
7
In einem
Zeitfenster F { das f

ur beide Merkmale x
1
und x
2
die gleiche L

ange aufweist { wird
f

ur jeden Prototypen k
j
ein mittleres Abstandsma 
(k
j
)
zwischen den Verl

aufen
von Schwerpunkt und aktueller Zeitreihe berechnet

(k
j
)
=
1
F
t
B
X
f=t
B F+1
x
2;f
  s
(k
j
)
2;f
c
(k
j
)
2;f;i
; (3.22)
das durch
i =
(
l; f

ur x
f
< s
f
r; f

ur x
f
 s
f
(3.23)
auf die entsprechende links- bzw. rechtsseitige Klassengrenze bezogen wird.
Nicht f

ur jede Anwendung mu ein auf die Klassengrenze bezogenes Abstandsma
die optimale L

osung darstellen. In diesen F

allen kann eine unbezogene Form der
Gleichung (3.22) genutzt werden

(k
j
)
=
1
F
t
B
X
f=t
B F+1
x
2;f
  s
(k
j
)
2;f
: (3.24)
Der Gesamtfaktor  wird durch eine Wichtung mit den Zugeh

origkeiten der einzel-
nen Prototypen gewonnen
 =
K
P
j=1

(k
j
)

(k
j
)
abs

(k
j
)

K
P
j=1

(k
j
)
abs

(k
j
)

: (3.25)
Damit kann der Einu von Prototypen, zu denen die aktuelle Zeitreihe in der zu
prognostizierenden Dimension nur eine geringe Zugeh

origkeit aufweist, etwas abge-
schw

acht werden.
Neben exakten gemessenen Werten als zus

atzliche Merkmale sind auch unscharfe
linguistische Einsch

atzungen zur Parametrierung der Prognose denkbar. Grundlage
der Korrektur ist in diesem Fall die Bewertung der Umgebungsbedingungen durch
einen Experten.
7
Um die

Ubersichtlichkeit zu wahren, wurde auf die Darstellung mehrerer Klassen verzichtet.
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3.4 Bewertung der Prognoseresultate
Da es sich bei einer Prognose nur um eine Absch

atzung des zuk

unftigen Zustandes
eines Prozesses handeln kann, wird diese immer mit einem Fehler behaftet sein.
Eine Ursache daf

ur ist die Komplexit

at der umgebenden Wirklichkeit. Mit Modellen
k

onnen Ausschnitte, Teile dieser Realit

at erfat, nicht aber vollst

andig abgebildet
oder beschrieben werden.
Die Gr

oe des Fehlers zwischen prognostiziertem und tats

achlich eintreendemWert
ist demzufolge stark abh

angig vom verwendeten Modell, d. h. von der Qualit

at
des benutzten Klassikators. Um verschiedene Klassenkongurationen miteinander
vergleichen zu k

onnen, ist es sinnvoll, Fehlermae zu denieren, auf deren Basis die
G

ute der Prognose eingesch

atzt wird.
Im Rahmen dieser Arbeit werden in Anlehnung an Kaiser [Kai95] zur Bewertung des
Einusses der Zusatzinformationen auf Analyse und Prognose die zwei Fehlermae:
 Prognoseg

ute 
 Fehlerklasse "
2%
.
benutzt.
Beide Kriterien setzen auf den absoluten Fehler einer Prognose auf. Wird die Vor-
hersage mit x
prog
und der tats

achlich eingetroene Wert mit x
tat
bezeichnet, so
ist
"
w
= x
prog
  x
tat
(3.26)
der absolute Fehler der Prognose.
3.4.1 Die Prognoseg

ute
Grundlage f

ur die Berechnung der Prognoseg

ute  ist die empirische Varianz oder
Streuung 
2
des absoluten Fehlers aller prognostizierten Werte N einer Zeitreihe

2
=
1
N   1
N
X
i=1
("
w
i
  "
w
)
2
; (3.27)
wobei
"
w
=
N
X
i=1
"
w
i
(3.28)
der mittlere absolute Fehler genannt wird.
Unterliegt der absolute Fehler einer Normalverteilung mit dem Mittelwert Null
8
, so
bendet sich dieser mit einer Sicherheit von 99.7% in einem Bereich von 3 um die-
sen Mittelwert [Bar91]. Das bedeutet, prognostizierter und tats

achlich eintreender
Wert dierieren mit gleicher Wahrscheinlichkeit maximal um diesen Betrag.
8

Uber- und Unterprognosen sind gleichermaen wahrscheinlich.
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Um auch Zeitreihen mit unterschiedlichen Absolutwerten vergleichen zu k

onnen,
wird bei der Prognoseg

ute die Standardabweichung des absoluten Fehlers auf den in
der Zeitreihe tats

achlich aufgetretenen Maximalwert x
tat
max
bezogen. Die prozen-
tuale Prognoseg

ute  ergibt sich somit zu
 =

1 
3
x
tat
max

100% : (3.29)
3.4.2 Fehlerklassen der Prognose
Durch die Fehlerklasse wird die Zahl der Prognosen einer Zeitreihe angegeben, deren
relativer Fehler
"
rel
=
x
prog
  x
tat
x
tat
=
"
w
x
tat
(3.30)
eine obere Schranke nicht

uberschreitet. Die im weiteren verwendete Fehlerklas-
se "
2%
beschreibt das Verh

altnis von Prognosen mit einem relativen Fehler "
rel
< 2%
zur Gesamtanzahl der f

ur eine Zeitreihe gemachten Vorhersagen
"
2%
=
N
2%
N
100% ; (3.31)
wobei gilt
N
2%
: : : Anzahl von Prognosen mit "
rel
< 2%
N : : : Gesamtzahl der Prognosen einer Zeitreihe :
Kapitel 4
Analyse und Prognose
Die Erkenntnisse zur Prognose der elektrischen Belastung mit Hilfe der FPC, welche
durch die Arbeit von Kober [Kob97] gewonnen wurden, stellen eine vielversprechende
Ausgangsbasis f

ur genauere Untersuchungen dar. Das vorrangige Ziel fortf

uhrender
Arbeiten sollte sein, den auftretenden Fehler der Vorhersage zu minimieren. Dazu
ist im allgemeinen eine detailliertere Beschreibung des Prozesses notwendig, d. h. es
m

ussen zus

atzliche Informationen

uber den Proze in das Prognosesystem eingear-
beitet werden.
Unumstritten ist der Einu klimatischer Faktoren sowie spezischer kalendarischer
Gr

oen auf den zeitlichen Verlauf der Belastung. Durch Beachtung derartiger In-
formationen w

ahrend der Vorhersage konnten im Fall der KNN Verbesserungen der
Prognoseg

ute erreicht werden [Hei95]. Auch f

ur eine Vorhersage, die mit den Algo-
rithmen der FPC arbeitet, ist eine weitere Erh

ohung der Prognosegenauigkeit durch
solche zus

atzlichen Informationen denkbar.
4.1 Besonderheiten des verwendeten Prognosesystems
Ausgehend von den Gegebenheiten im Versorgungsgebiet der EVS AG wird im fol-
genden die Vorgehensweise von der Aufnahme der Daten bis zur Prognose der Tages-
belastungskurven ausf

uhrlich demonstriert. Bei Erweiterung oder

Anderung dieses
Schemas, insbesondere durch die Nutzung zus

atzlicher Informationen, wird an be-
treender Stelle darauf hingewiesen.
4.1.1 Erfassung der elektrischen Belastung
Die Einspeisung elektrischer Energie von der VEAG in das

Ubertragungs- und Ver-
teilungsnetz der EVS AG wird an f

unf r

aumlich verteilten

Ubergabepunkten vorge-
nommen. Die Tabelle 4.1 listet die Standorte dieser Umspannwerke (UW) sowie die
verwendeten Spannungsebenen zur n

aheren Information auf.
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Tabelle 4.1:

Ubergabepunkte elektrischer Energie
Spannungsebene
Umspannwerk
a
Ort
U [kV]
UW 1 R

ohrsdorf 380/220
UW 2 Niederwiesa 220
UW 3 Zw

onitz 220
UW 4 Crossen/Zwickau 220
UW 5 Herlasgr

un 220
a
Die Numerierung wurde zur Kennzeichnung eingef

uhrt.
Innerhalb jedes UW erfolgt die quantitative Erfassung des Energieusses. Ein Be-
standteil dieser Messungen ist die Aufnahme des auftretenden momentanen Bezuges
P
E;V
(t). Die Mewerte werden mit Hilfe einer Datenfern

ubertragung in die Schalt-
leitung der EVS AG

ubermittelt und dort in einem Prozerechensystem weiterver-
arbeitet. Der Summierung der einzelnen Leistungen aller UW
P
E;V
(t) =
5
X
i=1
P
E;V
i
(t) (4.1)
schliet sich eine Mittelung

uber das verrechnungswirksame Tarintervall von 15 Mi-
nuten an
P
E;V
=
1
15 min
Z
15min
P
E;V
(t) dt : (4.2)
Diese arithmetischen Mittelwerte werden in einem Datenarchiv abgelegt und stellen
im weiteren die Zeitreihe des Energiebezuges von der VEAG dar. Die Abbildung 4.1
deutet die beschriebene Vorgehensweise in einer

Ubersicht an.
Σ
EVS AG
Vorlieferant VEAG
Datenarchivierung
1
t)(PE,V t)(5PE,V
t)(PE,V
_
PE,V
. . .
.
 
.
 
.
Leistungsmessung
UW 1 UW 5
Energie-
lieferungen
Zeitreihe des Energiebezuges
von der VEAG
15 min-Mittelwert
Mittelwertbildung
Abbildung 4.1: Aufnahme des Vorlieferantenbezuges
Aufgrund fehlender Erfahrungen zur Prognose der verf

ugbaren Leistung regenera-
tiver Energiequellen wurde entschieden, in einem ersten Schritt die Unternehmens-
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belastung der EVS AG als Basis f

ur die weitere Arbeit zu nutzen und somit den
Einu von Kleineinspeisern, deren Energiebereitstellung nach heutigem Erkennt-
nisstand sehr unbestimmt ist, aus der Vorhersage zu entfernen.
Wie der Energiebezug vom Vorlieferanten werden auch die Energieeinspeisungen der
regenerativen Energiequellen im Versorgungsbezirk kontinuierlich

uberwacht und als
mittlere Werte P
E;K

uber 15 Minuten dokumentiert. Die Zeitreihe der Unterneh-
mensbelastung wird

uber eine punktweise Summation von Vorlieferantenbezug und
Einspeisungen der regenerativen Energiequellen berechnet (vgl. Abbildung 2.2 auf
Seite 7)
P
B
(t) = P
E;V
(t) + P
E;K
(t) (4.3)
und gleichfalls im System archiviert. Wenn im weiteren abk

urzend von einer Zeitrei-
he oder Objekten einer Zeitreihe die Rede ist, so liegt der Bezug immer auf der
Unternehmensbelastung der EVS AG { in allen anderen F

allen wird explizit darauf
hingewiesen.
4.1.2 Aufbereitung der Datens

atze
F

ur die durchzuf

uhrenden Untersuchungen standen drei Datenreihen aus unter-
schiedlichen Zeitr

aumen zur Verf

ugung. Genauere Angaben

uber Umfang und Zeit-
raum der Messungen k

onnen den Tabellen A.1, A.9 bzw. A.12 entnommen werden.
Die Abbildung 4.2 zeigt ausschnittsweise das Format der archivierten Daten.
Datum Zeit Unternehmens- Kennung : : :
belastung [MW]
02.12.1997 00:00 586 P
02.12.1997 00:15 566 P
02.12.1997 00:30 557 P
02.12.1997 00:45 545 P
02.12.1997 01:00 538 P : : :
02.12.1997 01:15 550 P
02.12.1997 01:30 545 P
02.12.1997 01:45 000 A
02.12.1997 02:00 513 P
.
.
.
.
.
.
.
.
.
.
.
.
Abbildung 4.2: Aufbau der Archivdateien im Prozerechensystem der
EVS AG
Die Bedeutung der einzelnen Spalten kann den kommentierenden ersten Zeilen der
Datei entnommen werden. In den meisten F

allen sind diese Erl

auterungen ausrei-
chend; mit der

Kennung

werden die Daten in der voranstehenden Spalte, wie z. B.
die Unternehmensbelastung n

aher erkl

art. Dabei sind die in Tabelle 4.2 aufgef

uhrten
Spezikationen zul

assig [PCS].
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Tabelle 4.2: Wertekennungen aus dem Prozerechensystem
Verwendbarkeit
Kennung Bedeutung
des Mewertes
A Mestelle ausgefallen nein
E manuell ge

anderter bzw. eingelesener Wert ja
I initialisierter Wert (Vorgabewert) nein
P regul

arer Prozewert ja
S Mestelle gesperrt nein
C nachgerechneter Wert ja
L nachgeladener Wert ja
U ung

ultiger Wert nein
W Ersatzwert (bei Grenzwertverletzungen) nein
Um die archivierten Datenreihen im Prognosesystem als Wissenbasis nutzen zu
k

onnen, mute vorbereitend eine Korrektur unzul

assiger Mewerte vorgenommen
werden. In F

allen, in denen diese Nachbesserung nicht m

oglich war, wurde die
gesamte Tagesbelastungskurve aus der Datenbasis entfernt.
Anhand der Spalte

Kennung

wurden die Zeitpunkte ausgew

ahlt, welche einer
gesonderten Nachbehandlung zu unterziehen waren. Einfache Fehler, d. h. maximal
ein unbrauchbarer Wert P
B
(t) zwischen zwei zul

assigen St

utzstellen P
B
(t  1) und
P
B
(t+ 1), konnten durch lineare Interpolation behoben werden
1
P
B
(t) =
1
2
h
P
B
(t  1) + P
B
(t+ 1)
i
: (4.4)
Bei mehrfachen Fehlern, was mindestens zwei unregul

are Werte in Folge bedeutete,
wurde die zugeh

orige Tagesbelastungskurve vollst

andig aus der Wissensbasis gestri-
chen und nicht zum Anlernen des Klassikators benutzt. Diese restriktive Behand-
lung der Daten ist nicht in jedem Fall notwendig { in Abh

angigkeit der dynamischen
Eigenschaften des Prozesses kann davon abgewichen werden.
4.1.3 Aufbau der Klassikatoren
Zum Aufbau der Klassikatoren wurden unterschiedliche Programme benutzt. Die
Klassikation der Tagesbelastungskurven erfolgte mit einer Sammlung von Skript-
Dateien f

ur das Programmsystem MATLAB
R

, die von Georgi entworfen und gete-
stet wurden. Im einzelnen bestand diese aus: LERNEN.M, DISTMAT.M, LAWI.M oder
WARD.M, AUSGABE.M und OTZ_KONV.M.
Um die Behandlung der riesigen Datenmengen zu vereinfachen, muten Teile dieser
Sammlung modiziert und an das bestehende Format der Archivdateien der EVS AG
1
Als unbrauchbar gelten per Denition alle diejenigen Werte, deren

Kennung

nach Tabelle 4.2
mit einem

nein

gekennzeichnet ist.
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angepat werden. Zur Berechnung der Prototypen konnte auf das am Lehrstuhl f

ur
Systemtheorie der Technischen Universit

at Chemnitz entwickelte Programmpaket

FX-System

zur

uckgegrien werden.
Den vollst

andigen Ablauf des Lernprozesses zeigt das Fludiagramm in der Abbil-
dung 4.3. Besonderes Augenmerk wurde dabei auf den Abschnitt

Klassikation
der Daten

gelegt, da an diesem Punkt

uber die ver

anderbaren Steuerparameter,
d. h. speziell

uber das minimale Distanzma und die Klassenzahl groer Einu auf
die Ergebnisse der sp

ateren Prognose genommen werden konnte.
.Klassenanzahl
.96 Stützstellen / Tag
.Ward’s Algorithmus
.
EC   = 2%
.min. Distanzmaß
Klassifikator
Datenbasis
LERNEN.M
ja
nein
Ordnung?
in
Ergebnis
Zeitreihe der Unternehmensbelastung
Änderung Parameter
klassifizierte Datenbasis
Datei im OTZ-Format
Berechnung der
Prototypen
Datei im KTZ-Format
Feste Parameter:
Parameter:
Variable Parameter:
Klassifikation
mit Skript-Steuerdatei
ZR_BUILD
Abbildung 4.3: Notwendige Phasen im Lernproze
Den Ausgangspunkt der Lernphase bildete das Einlesen der fortlaufenden Zeitreihe

Unternehmensbelastung

durch die Steuerdatei LERNEN.M. Dieses Skript koordi-
nierte den Aufruf aller verwendeten Routinen, wie beispielsweise die Distanzberech-
nung zwischen den Objekten oder das Schreiben der klassizierten Datenbasen in
Ausgabedateien (siehe Anhang C f

ur Details).
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Um die Zeitreihe in einzelne Objekte trennen zu k

onnen, mute die Anzahl der
St

utzstellen eines Tages manuell als fester Parameter eingestellt werden. Bei einer
Mittelung, welche alle 15 Minuten durchgef

uhrt wurde, ergaben sich deshalb f

ur
jeden Tag 96 St

utzstellen (0
00
{23
45
Uhr ! 96  15 Minuten). Auch das gew

unsch-
te Clusterverfahren konnte als weiterer fester Steuerparameter vorgegeben werden.
Aufgrund der M

oglichkeit, eine minimierte Standardabweichung innerhalb der Klas-
sen zu erreichen, wurde das Verfahren nach Ward zur Clusterung favorisiert.
Mit den variablen Steuerparametern waren die entstehenden Klassenkongurationen
so weit zu beeinussen, da sowohl die Anzahl der Klassen als auch die Zuordnung
der Objekte zu den Klassen ein Optimum darstellte. Dazu wurde die Klassikation
mit jeweils ge

anderten Parametern wiederholt, bis dieser Extremwert erreicht wurde.
Bedingt durch den groen Anteil stochastisch wirkender Einugr

oen war der Ver-
lauf der Tagesbelastungskurven an den Wochenend- und Feiertagen { besonders im
Zeitraum nach 15
00
Uhr { sehr breit

gestreut

. Damit bei einer zeitpunktabh

angi-
gen Klassikation (jede St

utzstelle separat) nicht zu viele Cluster ohne ausreichende
statistische St

utzung entstanden, mute die maximal zul

assige Distanz innerhalb
einer Klasse sehr gro gew

ahlt werden. Dies f

uhrte dazu, da sich die einzelnen
Klassen

uber so weite Bereiche des Merkmalsraumes (Belastung P
B
) ausdehnten,
da Tagesbelastungskurven von Arbeits- und Wochenendtagen gemeinsame Cluster
bildeten.
Der Weg, diese Art Klassenbildung durch ein Abschneiden der Tagesbelastungskur-
ven zu vermeiden, wurde nicht weiter verfolgt, da der Zeitraum nach 15
00
Uhr f

ur
die Prognose der Werktage von groem Interesse war. Die Elemente der Distanz-
matrix d
i;j
wurden vielmehr nach der Gleichung (3.7), deren Denition erstmalig im
Abschnitt 3.2.2 erfolgte, f

ur den eindimensionalen Fall berechnet
d
i;j
=
v
u
u
t
96
X
t=1

P
B
i;t
  P
B
j;t

2
: (4.5)
Die maximal zul

assige Distanz zwischen den Objekten konnte somit vergleichsweise
gering gew

ahlt werden, da der Einu gr

oerer Abweichungen zu einzelnen Zeit-
punkten gewichtet wurde.
Wie im Verlauf der Untersuchungen festgestellt werden konnte, erf

ullte dieses Di-
stanzma die an eine Clusterung gestellten Forderungen nach statistischer St

utzung
sowie Interpretierbarkeit der Klassen am besten.
Im Ergebnis entstand eine klassizierte Datenbasis im OTZ-Format, dem Stan-
dardeingabeformat bei der Berechnung von prototypischen Zeitverl

aufen durch das
Programm ZR_BUILD, welches Bestandteil des

FX-Systems

ist. Es bestimmt
die Potentialfunktionen der Protoypen eines Klassikators und legt diese im KTZ-
Dateiformat ab.
2
Der erforderliche elementare Unsch

arfeparameter c
E
wurde auf
2
F

ur ausf

uhrliche Angaben zum OTZ- bzw. KTZ-Format mu auf die Handb

ucher des

FX-
Systems

verwiesen werden.
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2% der Dierenz von kleinstem und gr

otem Leistungswert aller verwendeten Lern-
zeitreihen eingestellt. F

ur spezische Anwendungsf

alle kann sich diese voreingestell-
te Gr

oe als ung

unstig erweisen und eine Optimierung der elementaren Unsch

arfe
erforderlich werden.
4.1.4 Vorhersage mit konstantem Prognosehorizont
Alle Klassikatoren wurden anschlieend einem Test hinsichtlich ihrer Qualit

at zur
Vorhersage der Unternehmensbelastung unterzogen. Verwendung fand dazu das
Programm PREDICT II { ein weiterer Bestandteil des

FX-Systems

.
Da es sich in dieser Arbeit um vergleichende Betrachtungen unterschiedlicher Klas-
senkongurationen handelte, wurden f

ur alle untersuchten Testzeitreihen die Para-
meter der Prognose:
 Zeitfenster f

ur den Blick in die Vergangenheit: 6 Zeitpunkte
 erster Startwert der Prognose: 8. Zeitpunkt
 Zahl

feuernder

Prototypen: 2 Prototypen
3
 Potenz der Wichtung der absoluten Zugeh

origkeit: 1
 Potenz der Wichtung des Anstieges: 1
einheitlich gesetzt.
In der bisher genutzten Form der Prognose wurde ausgehend vom Startpunkt, der
durch den Anwender vorzugeben war, eine Vorhersage bis zum letzten bekannten
Zeitpunkt der Prototypen, d. h. in der Regel bis zum Ende des Tages vorgenommen.
Um der speziellen Forderung der EVS AG nach konstanten Prognosehorizonten (15,
30, 60 und 120 Minuten) zu jedem Zeitpunkt des Tages zu entsprechen, waren einige
Erweiterungen an PREDICT II n

otig.
Dazu wurde, um das bisherige Konzept nicht vollst

andig zu

uberarbeiten, die Pro-
gnose weiterhin bis zum letzten Zeitpunkt der Prototypen durchgef

uhrt, gleichzeitig
aber eine automatische Vorhersage realisiert, bei der jeder Zeitpunkt der Testzeitrei-
he den Startpunkt einer getrennten Prognose darstellte. Die Abbildung 4.4 zeigt das
Wesen der vorgenommenen Ver

anderungen.
Nach Beendigung des Algorithmus existierte damit eine Sammlung von prognosti-
zierten Zeitreihen, die jeweils zu einem Zeitpunkt sp

ater gestartet wurden. Diese
muten in einem weiteren Schritt so umgeordnet werden, da in jeder Datenreihe
nur noch Werte mit gleichem Vorhersagehorizont standen.
3
Mit dieser Einstellung wird die Anzahl der Prototypen festgelegt, die f

ur eine Prognose heran-
gezogen werden.
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ja
neinletzterStartpunkt
erreicht?
Klassifikator im
KTZ-Format
Prognose bis zum letzten
Zeitpunkt des Prototypen
nächster
Startpunkt
Parameter:
Zeitfenster
(6 Zeitpunkte)
Startpunkt
Prototypen
(2 Prototypen)
.
.
.
. . .
Start bei Zeitpunkt:
Reihe 1 Reihe 2
Zahl benutzter
8 9
Reihe 89
96
Testzeitreihe
einer Testzeitreihe
Sammlung von Prognosen
PREDICT II
Abbildung 4.4: Ablauf der Prognose bei konstantem Prognosehorizont
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4.1.5 Auswertung der prognostizierten Testzeitreihen
Die Routinen zur notwendigen Neuanordnung der Datenreihen und zur Bestim-
mung der Fehlergr

oen nach Abschnitt 3.4 wurden wiederum im Programmsystem
MATLAB
R

implementiert. Wie die Abbildung 4.5 zeigt, erfolgte die Berechnung
der Prognoseg

ute  und der Fehlerklasse "
2%
f

ur die angestrebten Vorhersagehori-
zonte (15, 30, 60 und 120 Minuten) mit der Skript-Steuerdatei AUSWERT.M (siehe
Anhang C f

ur detailliertere Hinweise zum Aufbau).
für Fehler
Ausgabedatei
der PrognoseTestzeitreihe
Fehlerauswertung
zur Sortierung und
AUSWERT.M
Skript-Steuerdatei
Prognosen
einer
der Prognosen
Abbildung 4.5: Fehlerauswertung mit AUSWERT.M
Alle Ergebnisse wurden in einer Fehlerdatei f

ur den sp

ateren direkten Vergleich der
Prognosen festgehalten. Dadurch konnte der Grad der Verbesserung, der mit den
unterschiedlichen Methodiken sowie unter Beachtung der verschiedenen zus

atzlichen
klimatischen Einufaktoren zu erreichen war, besser gegen

ubergestellt und bewer-
tet werden.
4.2 Auswahl relevanter Zusatzinformationen
Aus der Vielzahl unterschiedlichster Einugr

oen auf den Bedarf an elektrischer
Energie wurden
 Temperatur
 Helligkeit
 Wochentagskennungen
f

ur die weiteren Untersuchungen ausgesucht. Die umfangreichen Erfahrungen des
Lastverteilers der EVS AG

uber die

Gesetzm

aigkeiten

des Verbrauches und die
relativ einfache Verf

ugbarkeit bestimmten die Wahl der Parameter. Die Signi-
kanz dieser zus

atzlichen Informationen bei der Vorhersage der elektrischen Belastung
konnte durch zahlreiche Ver

oentlichungen auf diesem Gebiet best

atigt werden, so
in den Arbeiten von Albers [Alb93] oder Heinrich [Hei97].
Um den groen thermischen Zeitkonstanten und den sich daraus ergebenden langsa-
men

Anderungen des Bedarfes, z. B. bei der Ausk

uhlung von Geb

auden Rechnung
zu tragen, wurde der Parameter

Temperatur

als eine mittlere Temperatur des
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Vortages, d. h. in Form eines globalen Merkmals einbezogen. Damit war sowohl
eine Vorstrukturierung der Datenbasis in der Phase der Klassikation als auch die
Maskierung der Prototypen w

ahrend der Prognose der Tagesbelastungskurven zu
erreichen.
Aufgrund der sehr viel dynamischeren Abh

angigkeit zwischen der Helligkeit und der
H

ohe der Belastung mute diese Information als zeitlicher Verlauf zur Verf

ugung
stehen. Der Tagesgang der Helligkeit wurde deshalb wie die elektrische Belastung
als Zeitreihe viertelst

undlicher Mittelwerte bereitgestellt. Dadurch war es m

oglich,
die Prognose in Abh

angigkeit des Zeitpunktes zu parametrieren.
Die Wochentagskennungen wurden ausschlielich zur Maskierung der Prototypen be-
nutzt. Damit konnte sichergestellt werden, da sich an der Prognose eines Wochen-
tages (Mo{Fr) nur diejenigen prototypischen Zeitverl

aufe beteiligten, die den Proze

Unternehmensbelastung

f

ur exakt diese Tage erkl

arten. Die gleiche Vorgehens-
weise galt auch f

ur die Wochenenden oder die Sondertage (Feier- und Br

uckentage).
4.2.1 Temperatur als zus

atzliche globale Information
Ziel der Nutzung eines globalen Merkmals

Temperatur

war es, die Datenbasis
zu strukturieren und die Objekte der verschiedenen Temperaturbereiche zu kom-
pakteren Klassen zusammenzuf

uhren. Der Hintergrund dieser Idee bestand in der
Annahme, da ein Teil der Unternehmensbelastung deutlich temperaturabh

angig
sei und eine Unterteilung deshalb zu dierenzierteren prototypischen Zeitverl

aufen
f

uhren w

urde.
Zur Bestimmung der Durchschnittstemperatur des Vortages, welche f

ur die Auftei-
lung notwendig war, wurde auf die monatlichen Mitteilungen des Deutschen Wet-
terdienstes (DWD) zur

uckgegrien. Mit diesen Aufzeichnungen lagen die mittleren
Tageswerte der Lufttemperatur ausgew

ahlter Punkte in Sachsen vor. Um eine f

ur
das gesamte Versorgungsgebiet der EVS AG repr

asentative Aussage zu erhalten,
wurden die Angaben der vier naheliegendsten Wetterstationen des DWD:
 Leipzig-Schkeuditz (Flughafen)
 Oschatz (Wetterstation)
 Dresden-Klotzsche (Flughafen)
 Fichtelberg/Erzgebirge (Wetterstation)
zur Berechnung eines ungewichteten Mittelwerts verwendet.
Mit Hilfe dieser durchschnittlichen Vortagestemperaturen konnte die Datenbasis 1,
welche aus 141 Lernzeitreihen bestand, in drei Teildatens

atze aufgespalten werden.
Die Wahl der Ecktemperaturen erfolgte nach den Gesichtspunkten, die Testzeitrei-
hen gleichm

aig auf die neu entstehenden Teildatens

atze aufzuteilen { gleichzeitig
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die Temperaturbereiche aber ausreichend

gro

zu gestalten. Die zweite Bedin-
gung gew

ahrleistete den Erhalt einer Semantik innerhalb der Teildatens

atze, d. h.
die Zuordnung von Belastungskurven

kalter

,

normaler

und

warmer

Tage
zu jeweils einem Teildatensatz.
Entsprechend den gestellten Anspr

uchen wurden die Grenztemperaturen der Teilda-
tens

atze auf 3

C und 10

C festgelegt. Diese Temperaturkombination verk

orperte
den besten Kompromi der zum Teil gegens

atzlich wirkenden Forderungen. Die
aufgebauten Teildatens

atze umfaten somit die folgenden Temperaturbereiche (sie-
he Tabelle A.2):
 Teildatensatz 1: #  3

C (kalte Tage)
 Teildatensatz 2: 3

C < #  10

C (normale Tage)
 Teildatensatz 3: # > 10

C (warme Tage).
Um den Einu der Zusatzinformation

Temperatur

bewerten zu k

onnen, wurden
sowohl die gesamte Datenbasis 1 als auch die Teildatens

atze 1{3 einer Klassikation
unterzogen und die aufgebauten Klassikatoren respektive mit G1 sowie T1 , T2
und T3 bezeichnet.
4
Die Beschreibung der Datenbasis 1 durch 12 Prototypen erwies sich als hinreichend
genau, so da auf eine noch feinere Clusterung, z. B. 14 oder 16 Prototypen verzich-
tet wurde. Dies h

atte zum Verlust des prototypischen Charakters einzelner Klassen
gef

uhrt.
5
Auch die

Uberlegung, eine reduzierte Anzahl prototypischer Verl

aufe (6
oder 8 Prototypen) zu verwenden, wurde mit Hinsicht auf die ungen

ugende Exakt-
heit der Modellierung wieder verworfen. Die Abbildung A.1 und die Tabelle A.3 im
Anhang zeigen die Stabilit

at der genutzten Konguration und erl

autern zus

atzlich
einige Eigenschaften der Prototypen.
Die Aufstellung der Klassenkongurationen f

ur die Klassikatoren T1 , T2 und T3
orientierte sich an den gleichen Kriterien wie die Auswahl von G1 . Auch f

ur diese
Modelle wurde eine optimale Klassenzahl nach einer m

oglichst genauen, zugleich
aber prototypischen Beschreibung ausgesucht. Die besten Resultate konnten mit
 5 Prototypen f

ur Teildatensatz 1
 8 Prototypen f

ur Teildatensatz 2
 5 Prototypen f

ur Teildatensatz 3
4
Der Buchstabe

G

deutete hierbei auf die gesamte Datenbasis 1 hin, w

ahrend das

T

sich
auf die Temperaturbereiche der Teildatens

atze 1{3 bezog.
5
Besonders anf

allig hierf

ur waren Prototypen, die das Verhalten am Wochenende oder den Son-
dertagen erkl

arten, da diese Tage prinzipiell zu keinen sehr kompakten Klassen f

uhrten.
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erreicht werden. Die Abbildungen A.2{A.4 stellen wiederum die Stabilit

at der ein-
zelnen Kongurationen dar { w

ahrend die Tabellen A.4{A.6

uber die Zuordnung der
Objekte zu den Prototypen informieren.
In einzelnen F

allen war es nicht m

oglich, bestimmte Lernzeitreihen in existierende
Klassen einzusortieren. Solche Objekte wurden sowohl aus der Datenbasis 1 als auch
aus den Teildatens

atzen 1{3 entfernt. Die Tabelle A.1 listet alle Tage auf, die aus
der Wissensbasis gestrichen werden muten.
Zum G

utevergleich wurden die Zeitreihen parallel mit Hilfe des

Wissens

von
Klassikator G1 und eines Klassikators aus dem Satz T1 , T2 , T3 prognostiziert.
Die Entscheidung, welcher der drei Klassikatoren f

ur die Vorhersage heranzuziehen
war, konnte aufgrund der mittleren Temperatur des vorangegangenen Tages gef

allt
werden. Die Tabellen 4.3 und 4.4 zeichnen die Gesamtergebnisse der Untersuchungen
auf.
Tabelle 4.3: Prognoseg

uten unter dem Einu der Temperatur
Prognoseg

ute  [%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 96.53 93.98 90.11 83.09
T1 , T2 , T3 96.74 94.31 90.69 84.81
fT1 , T2 , T3g   fG1g 0.21 0.33 0.58 1.72
Tabelle 4.4: Fehlerklassen unter dem Einu der Temperatur
Fehlerklasse "
2%
[%]
Anzahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 85.11 66.72 49.72 35.44
T1 , T2 , T3 86.37 68.86 53.32 40.31
fT1 , T2 , T3g   fG1g 1.26 2.14 3.60 4.87
Wie aus diesen

Ubersichten zu ersehen ist, kam es innerhalb der kurzfristigen Vor-
hersagehorizonte von 15, 30 und 60 Minuten zu keiner erheblichen Steigerung der
Prognoseg

ute durch die Einechtung der Information

Temperatur

. Die erreichten
Verbesserungen waren insgesamt kleiner als 1%. Nur bei dem etwas l

angerfristigen
Prognosehorizont von 2 Stunden konnte die Prognoseg

ute um reichlich 1.7% erh

oht
werden.
Etwas markanter elen die Unterschiede im Hinblick auf die

Fehlerklasse "
2%

aus.
F

ur jeden Prognosehorizont vergr

oerte sich die Zahl der Vorhersagen, die dieses
Fehlerma erf

ullten, um mindestens 1.2%. Auch in diesem Fall wurden die deut-
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lichsten Verbesserungen im l

angerfristigen Bereich, d. h. bei 120 Minuten Prognose-
horizont mit ungef

ahr 5% erzielt. Eine etwas detailliertere (monatliche) Auistung
der Prognoseresultate ist im Anhang B.1 einzusehen.
Die fehlende strenge Abh

angigkeit der elektrischen Belastung von der mittleren Um-
gebungstemperatur ist eine denkbare Ursache daf

ur, da sich die Prognoseg

ute und
der relative Fehler bei den sehr kurzfristigen Vorhersagen nur minimal ver

ander-
ten. Im Verlauf einer genaueren Pr

ufung war der Trend einer Verschiebung zu
geringeren Absolutwerten der elektrischen Leistung mit steigenden Temperaturen
zu beobachten, ein systematischer, f

ur alle Lernzeitreihen der Datenbasis 1 g

ulti-
ger Zusammenhang konnte jedoch nicht nachgewiesen werden. Konkret bedeutet
dies, da die untersuchte Datenbasis auch Zeitreihen

w

armerer

Tage enthielt, die
trotzdem durch ein sehr hohes Lastniveau gekennzeichnet waren. Es war deshalb
nicht m

oglich,

uber eine Temperaturinformation kompaktere Klassen zu erzeugen,
die als Grundlage f

ur dierenziertere Prototypen und exaktere Ergebnisse gedient
h

atten.
4.2.2 Wochentagskennungen zur Maskierung
In einer folgenden Untersuchung wurden die Potentiale ausgetestet, welche sich
durch eine gezielte Maskierung, einer Ausblendung von Prototypen aufgrund ei-
ner Information

uber den aktuellen Wochentag ergaben. Grunds

atzlich waren dabei
zwei Arten von Tagen zu unterscheiden, die ausgepr

agte, voneinander abweichen-
de zeitliche Verl

aufe der elektrischen Belastung aufwiesen. Zu einer ersten Gruppe
geh

orten die normalen Arbeitstage einer Woche, w

ahrend in der anderen alle Wo-
chenenden sowie die Feier- und Br

uckentage (Sondertage) zusammengefat wurden.
Durch diese Trennung sollte ein

Anh

angen

an falsche Prototypen in Kreuzungs-
bereichen vermieden werden.
Weil innerhalb des Prognoseprogramms PREDICT II eine Maskierung einzelner Pro-
totypen durch eine Nebenbedingung nicht vorgesehen war, mute diese Steuerung
per Hand vorgenommen werden. Dazu wurde der Klassikator G1 , welcher f

ur den
Gesamtproze

Unternehmensbelastung

galt, manuell in die beiden Teilklassika-
toren W1 (Mo{Fr) und W2 (Sa, So und Sondertage) aufgespalten.
6
Semantisch
korrespondierten diese neuen Teilklassikatoren mit den schon zuvor erw

ahnten bei-
den Gruppen. Mit dieser Vorgehensweise konnten die urspr

unglichen Prototypen
des Klassikators G1 in Anzahl und Kontext beibehalten werden (vgl. Tabelle A.3
f

ur Klassikator G1 mit den Tabellen A.7 und A.8 f

ur die Teilklassikatoren W1
und W2 ). Die Tabellen 4.5 und 4.6 stellen die erhaltenen Resultate einer so ver-
wirklichten Prognose dar (siehe Anhang B.1 f

ur ausf

uhrlichere Darstellungen).
Die nur geringen Ver

anderungen in der Prognoseg

ute und der Anzahl der Vorhersa-
gen mit einem relativen Fehler kleiner 2% best

atigten die Annahme, da eine Mas-
6
Mit dem Buchstabe

W

wurde ein abk

urzender Bezeichner f

ur die Klassikatoren eingef

uhrt,
welche

uber die zus

atzlichen Wochentagsinformationen verf

ugten.
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Tabelle 4.5: Prognoseg

uten bei Einu der Tagesinformation
Prognoseg

ute  [%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 96.53 93.98 90.11 83.09
W1 , W2 96.64 94.24 90.94 86.54
fW1 , W2g   fG1g 0.11 0.26 0.83 3.45
Tabelle 4.6: Fehlerklassen bei Einu der Tagesinformation
Fehlerklasse "
2%
[%]
Anzahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 85.11 66.72 49.72 35.44
W1 , W2 86.00 68.38 51.99 38.55
fW1 , W2g   fG1g 0.89 1.66 2.27 3.11
kierung von Prototypen durch Informationen

uber den Wochentag nicht zwingend
notwendig war. Die Bestimmung des Prognosewertes

uber die gesamte Zugeh

orig-
keitsmatrix allein f

uhrte zu keiner deutlichen Verschlechterung der Ergebnisse.
Zudem lag der Hauptkreuzungsbereich der Prototypen um 5
00
Uhr morgens, d. h.
zu einem Zeitpunkt, an dem die Genauigkeit der Vorhersage nur von untergeord-
neter Bedeutung war. In den Zeiten h

ochster Belastungen, den wirklich kritischen
Bereichen der Prognose, traten aber keine

Uberschneidungen von grunds

atzlich an-
dersgearteten Prototypen mehr auf. Die einfache Verf

ugbarkeit der Tageskennungen
erm

oglicht es, bei Bedarf diese Information trotzdem ohne gr

oeren Aufwand in eine
Prognose einzubeziehen.
Sehr interessant ist in diesem Zusammenhang die Auistung der nach den Klassi-
katoren W1 und W2 getrennten Ergebnisse (siehe Tabellen B.5 und B.6). Sowohl
f

ur Prognoseg

ute als auch Fehlerklasse ist zu erkennen, da sich die Prognosen des
Klassikators W1 , d. h. die der Wochentage durch eine deutlich h

ohere Genauigkeit
auszeichnen. Ein Anwender kann somit beispielsweise in die Vorhersage eines Mon-
tages oder Mittwochs gr

oeres Vertrauen setzen, als in die Prognose eines Sonntages.
4.2.3 Parametrierung durch die Helligkeit
Einige abschlieende Tests sollten Anwort auf die Frage geben, inwieweit durch eine
zus

atzliche Information

uber die Helligkeit die Genauigkeit der Prognose gesteigert
werden konnte. Ausgangspunkt dabei bildete die

Uberlegung, da f

ur eine Tages-
belastungskurve mit einem denierten Helligkeitsverlauf keine Nachbesserung des
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Prognosewertes erforderlich sei. Bei einem Abweichen der aktuellen Helligkeit von
dieser Referenzhelligkeit sollte die urspr

unglich erhaltene Vorhersage der elektrischen
Belastung noch um einen zus

atzlichen Betrag berichtigt werden. Dieser mute ein
positives Vorzeichen besitzen, wenn die aktuelle Helligkeit unter dem Wert der Re-
ferenzkurve lag, d. h. wenn es sich um einen relativ dunklen Tag handelte und ein
negatives f

ur alle Tage, die heller als der angenommene Referenzverlauf waren. Da
sich die H

ohe der Korrektur, wie in Abschnitt 3.3.3 erl

autert, aus einer Wichtung
aller Prototypen zusammensetzte, wurde die Referenzkurve f

ur jede Klasse aus den
Helligkeitszeitverl

aufen der Objekte dieser Klasse gebildet.
Damit die Korrektur f

ur jeden Zeitpunkt berechnet werden konnte, war f

ur die-
se Untersuchungen eine qualitativ andere Datenbasis { im folgenden mit Datenba-
sis 2 bezeichnet { zu beschaen. In ihrer Zweidimensionalit

at mute sie sowohl die
Zeitreihe der elektrischen Belastung als auch die der zugeh

origen Helligkeitswerte
beinhalten. Die Tabelle A.9 gibt ausf

uhrlichere Ausk

unfte

uber die Merkmale der
Datenbasis 2.
Um an eine Aussage

uber den Grad der erreichbaren Verbesserungen zu gelangen,
wurden aus der neuen Datenbasis zwei Klassikatoren G2 und H2 aufgebaut.
7
Da-
bei verk

orperte der Klassikator G2 das Modell des Prozesses

Unternehmensbe-
lastung

ohne Beachtung der Helligkeit, w

ahrend im Klassikator H2 der zeitliche
Verlauf dieser Information Ber

ucksichtigung fand.
Die Korrektur der Zeitreihen um den helligkeitsbedingten Betrag erfolgte mit den
Gleichungen (3.17) und (3.19). Die Gr

oe des Zeitfensters wurde dabei auf 6 Zeit-
punkte festgelegt und der arithmetische Mittelwert

uber alle Helligkeitszeitverl

aufe
als Bezugskurve verwendet. Fehlende gesicherte Erkenntnisse

uber die quantitativen
Ver

anderungen der Unternehmensbelastung bei Schwankungen der Helligkeit f

uhr-
ten dazu, da der Faktor f
K
nur

uber eine Optimierung festgelegt werden konnte.
Durch die Zeitabh

angigkeit der Helligkeit wurden die Zeitreihen bei der Korrektur
in ihrer

aueren Form ver

andert. Dabei bestimmte die Gr

oe von f
K
die St

arke der
Modikation, d. h. daraus aufgebaute Klassenkongurationen zeigten unterschied-
liche Stabilit

at. Der Faktor f
K
wurde deshalb so gew

ahlt, da eine sehr stabile
Konguration erreicht werden konnte (siehe Abbildungen A.7 und A.8).
Bei einem Wert von f
K
= 1:0 hatten sich die einzelnen Klassen auf ein Minimum

zusammengezogen

, was an der maximalen Distanzerweiterung beim

Ubergang
von 6 auf 5 Klassen erkennbar war. Eektiv entsprach dies einer Korrektur von
1 MW pro 1 kLux. (Die maximale Dierenz zwischen dem dunkelsten und dem
hellsten Tag betrug zum Vergleich ungef

ahr 30 kLux.) Auf Anzahl und spezische
Zusammensetzung der Prototypen hatte die erl

auterte Korrektur keine Auswirkun-
gen (siehe Tabelle A.11).
7
Die Bezeichnung der Klassikatoren wurde in Anlehnung an die vorangegangenen Beispiele
vorgenommen, d. h. der Buchstabe

H

deutete auf die erg

anzenden Helligkeitsinformationen hin.
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Abbildung 4.6: Eingabe des Korrekturfaktors in PREDICT II
F

ur die dynamische Parametrierung wurde das Prognoseprogramm PREDICT II um
die Eingabe eines zus

atzlichen Parameters erweitert. Wie in der Abbildung 4.6
ersichtlich, war der nach Gleichung (3.21) ben

otigte Faktor f
M
im Men

upunkt Pro-
gnose ! Auto einzugeben. Die Abstimmung des daf

ur, mit besonderem Hinblick
auf die kurzfristigen Prognosehorizonte, optimalen Wertes mute durch die Extre-
mierung der Vorhersageresultate vorgenommen werden.
Auf Grundlage der Testergebnisse von zehn ausgesuchten Zeitreihen der Datenbasis 2
wurde f
M
so lange variiert, bis die Prognoseg

ute und die Fehlerklasse ein Maximum
annahmen. Dieser Punkt trat beim Wert f
M
=  5 auf (siehe Abbildungen B.1
und B.2). Das negative Vorzeichen mute aufgrund der gegenl

augen Abh

angigkeit
von elektrischer Belastung und Helligkeit eingef

ugt werden, d. h. es war durch die
Verringerung des Bedarfes mit zunehmender Helligkeit notwendig.
Die Resultate einer geschlossenen Vorhersage sind den Tabellen 4.7 und 4.8 zu ent-
nehmen (siehe Anhang B.2 f

ur eine monatliche Aufschl

usselung). Die Vermutungen,
die sich bei der Bewertung der Stichprobenresultate andeuteten, best

atigten sich im
Zusammenhang mit den umfassenden Untersuchungen der Datenbasis 2. F

ur diese
Datenbasis brachte die Nutzung der Helligkeitsinformationen nicht die erw

unsch-
te Verfeinerung der Vorhersageresultate. Weder im kurzfristigen Bereich (15 und
30 Minuten) noch f

ur l

angere Horizonte (60 und 120 Minuten) konnte die Progno-
seg

ute oder die Anzahl von Vorhersagen mit einem relativen Fehler kleiner 2% erh

oht
werden.
Eine m

ogliche Erkl

arung f

ur dieses Verhalten wurde in den Helligkeitszeitverl

aufen
gesucht, deren 

achenm

aige G

ultigkeit nur sehr begrenzt erschien. Da f

ur die Mes-
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Tabelle 4.7: Prognoseg

uten mit Helligkeitsinformation
Prognoseg

ute  [%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G2 95.61 93.69 90.28 85.10
H2 95.58 93.71 90.42 85.39
fH2g   fG2g  0.03 0.02 0.14 0.29
Tabelle 4.8: Fehlerklassen mit Helligkeitsinformation
Fehlerklasse "
2%
[%]
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G2 81.95 69.27 54.36 39.50
H2 81.92 68.93 54.14 39.30
fH2g   fG2g  0.03  0.34  0.22  0.20
sung der Helligkeit nur ein Standort zur Verf

ugung stand, hatten die aufgenomme-
nen Zeitverl

aufe keinen repr

asentativen Charakter f

ur das gesamte, von der EVS AG
zu versorgende Gebiet. In der r

aumlichen Ausdehnung betrachtet, mute die Hel-
ligkeit mehrerer weit von einander entfernter Punkte nicht zwangsl

aug identisch
sein. Deshalb war der helligkeitsabh

angige Teil der Unternehmensbelastung nicht
durch eine einzige lokalisierte Information zu beschreiben und die Prognose in ihren
Ergebnissen nicht zu verbessern.
Um diesen Nachteil zu beseitigen, wurden die Untersuchungen an einer neuen Daten-
basis { im weiteren Datenbasis 3 genannt { wiederholt. Diese enthielt Zeitverl

aufe
der elektrischen Belastung sowie der Helligkeit eines

ortlich sehr begrenzten Gebie-
tes (siehe Tabelle A.12 f

ur Umfang und Eigenschaften der Objekte). Damit war die
gew

unschte st

arkere Korrelation zwischen dem lichtabh

angigen Anteil der Tagesbe-
lastungkurven und der Helligkeit gegeben.
Der Korrekturfaktor, der f

ur die Aufbereitung der Datenbasis erforderlich war, wur-
de auf einen Wert von f
K
= 0:8 eingestellt, was zu einer Berichtigung von ungef

ahr
8 MW pro 10 kLux f

uhrte. Ausschlaggebend f

ur diese Entscheidung war die Aus-
wertung des Stabilit

atskriteriums der gefundenen Klassenkongurationen, welches
in den Abbildungen A.9 und A.10 eingesehen werden kann. Der Faktor f
M
wurde
wiederum

uber eine Optimierung gefunden. Die besten Resultate waren mit einem
Wert f
M
=  2 zu erreichen (siehe Abbildungen B.3 und B.4).
Die Tabellen 4.9 und 4.10 stellen die Ergebnisse der Prognose dar. Auch in diesem
Fall zeigten sich weder f

ur die Prognoseg

ute noch f

ur die Fehlerklasse die erhoten
Verbesserungen. Im Gegensatz dazu elen die Verschlechterungen in der Fehlerklasse
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Tabelle 4.9: Prognoseg

uten mit Helligkeitsinformation
Prognoseg

ute  [%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G3 94.84 93.16 90.04 84.50
H3 94.15 92.75 89.89 84.64
fH3g   fG3g  0.69  0.41  0.15 0.14
Tabelle 4.10: Fehlerklassen mit Helligkeitsinformation
Fehlerklasse "
2%
[%]
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G3 66.58 57.24 46.24 40.29
H3 60.48 52.58 44.21 39.79
fH3g   fG3g  6.10  4.66  2.03  0.50
mit rund 6.1% bzw. 4.7% f

ur den 15 sowie den 30 min

utigen Vorhersagehorizont
doch relativ deutlich aus (siehe Anhang B.3 f

ur eine detailliertere

Ubersicht).
Die Resultate einer

unbezogenen

Prognose zeigen die Tabellen 4.11 und 4.12. Ein
Bezug der Dierenz von aktuellem Helligkeitsverlauf und Referenzkurve auf die linke
bzw. rechte Klassengrenze der Prototypen erschien f

ur die hier durchgef

uhrten Un-
tersuchungen nicht gerechtfertigt. Durch die unterschiedliche Breite der Prototypen
war eine feste funktionale Beziehung zwischen der elektrischen Belastung und der
Helligkeit nicht gegeben, sondern von der Lage der Objekte innerhalb einer Klasse
sowie der Zeit abh

angig. Um dies zu vermeiden, wurden alle Testzeitreihen nochmals
mit Hilfe einer unbezogenen Parametrierung nach Gleichung (3.24) prognostiziert.
Tabelle 4.11: Prognoseg

uten bei unbezogener Korrektur
Prognoseg

ute 
+
[%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G3 94.84 93.16 90.04 84.50
H3 94.57 93.04 90.16 84.99
fH3g   fG3g  0.27  0.12 0.12 0.49
Mit einem Korrekturfaktor f
M
=  0:5 waren im Vergleich zu einer bezogenen Vor-
hersage bessere Resultate zu erreichen (siehe Abbildungen B.5 und B.6). F

ur alle
betrachteten Prognosehorizonte konnten sowohl in der Prognoseg

ute 
+
als auch in
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Tabelle 4.12: Fehlerklassen bei unbezogener Korrektur
Fehlerklasse "
+
2%
[%]
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G3 66.58 57.24 46.24 40.29
H3 63.56 54.99 46.03 41.80
fH3g   fG3g  3.02  2.25  0.21 1.51
der Fehlerklasse "
+
2%
die Qualit

at erh

oht werden, wenngleich die Ergebnisse trotz-
dem noch unter denen der Prognose ohne Helligkeitsparametrierung lagen (siehe
Anhang B.4 f

ur eine monatliche Darstellung).
8
8
Um eine deutliche Abgrenzung der unbezogenen Prognose zu erreichen, wurden die Progno-
seg

ute sowie die Fehlerklasse mit 
+
bzw. "
+
2%
bezeichnet.
Kapitel 5
Zusammenfassung
Das Ziel der vorliegenden Arbeit war es, L

osungswege f

ur das Einbinden klimati-
scher und kalendarischer Informationen in ein System zur kurzfristigen Prognose
der elektrischen Belastung mit Hilfe der FPC zu erarbeiten und den Einu auf
die Genauigkeit der Vorhersage zu

uberpr

ufen. Ausgehend von der Bedeutung auf
den Bedarf an elektrischer Energie wurden aus einer Vielzahl von Daten drei signi-
kante Informationen { Temperatur, Helligkeit und Wochentag { ausgew

ahlt und
im weiteren n

aher untersucht. Die Auswahl einer geeigneten Methodik erfolgte in
Abh

angigkeit von den spezischen Eigenschaften dieser zus

atzlichen Informationen.
Neue Ansatzpunkte wurden dabei mit dierenzierter beschreibenden Prototypen, ei-
ner Maskierung von Prototypen sowie der dynamischen Parametrierung durch eine
zweite Dimension der Zeitreihe geschaen.

Uber einen Vergleich der Prognosen mit
und ohne Klima- bzw. Kalenderdaten konnte der Einu der verwendeten Informa-
tion zur Steigerung der Vorhersagegenauigkeit direkt bewertet werden.
In Auswertung der vorliegenden Resultate mu eingesch

atzt werden, da innerhalb
der betrachteten Prognosehorizonte von 15 bis 120 Minuten keine entscheidenden
Verbesserungen der Prognoseg

ute  durch die Nutzung der zus

atzlichen Informa-
tionen erzielt werden konnten. Allein f

ur das G

utema

Fehlerklasse "
2%

war
innerhalb des Prognosehorizontes 120 Minuten eine deutliche Erh

ohung der Zahl
von Vorhersagen mit einem relativen Fehler kleiner 2% zu beobachten.
Die fehlende strenge Abh

angigkeit der elektrischen Belastung von einer aus ihrem
Umfeld isolierten zus

atzlichen Information wurde als m

ogliche Ursache f

ur dieses
Verhalten herausgearbeitet. Das f

uhrte zu der Vermutung, da getrennt betrachtete
Informationen

uber das Wetter nicht ausreichend sind, die Rahmenbedingngen f

ur
die Entwicklung der elektrischen Belastung hinreichend genau zu beschreiben. Weil
f

ur keine der vorliegenden Datenbasen mehr als eine zus

atzliche Wetterinformation
zur Verf

ugung stand, konnte diese Problematik nicht ausf

uhrlicher

uberpr

uft werden
und sollte deshalb Gegenstand fortf

uhrender Untersuchungen sein.
Ein weiterer Grund f

ur den nur geringen Einu der zus

atzlichen Information mu
in einer teilweisen Redundanz der Information gesehen werden. In gewissen Mae
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bilden sich die zus

atzlichen Informationen schon in der t

aglichen Belastungskurve
ab, so da mit den extra eingef

ugten Daten

uber Temperatur und Helligkeit nur ein
geringer Zuwachs an Wissen

uber den Proze m

oglich wird.
Da die Beschreibung der prototypischen Verl

aufe von der Anordnung der Lernobjek-
te innerhalb der Klassen abh

angt, sind nicht alle Prototypen qualitativ gleichwertig.
Um diese Besonderheit bei der Vorhersage beachten zu k

onnen, sollte f

ur jeden
Prototypen eines Klassikators ein

Vertrauenswert

existieren, mit dem das Pro-
gnoseresultat zu kommentieren ist. Dadurch werden solche Prognosen mit einem

Ausrufezeichen

versehen, die auf einen qualitativ schlechteren Prototypen auf-
setzen. Der Anwender kann aus diesen Hinweisen schlieen, welche Ergebnisse mit
gr

oeren Fehlern behaftet sind.
Ein Schritt in Richtung h

ohere Genauigkeit der Prognoseresultate w

urde die Auf-
spaltung des Gesamtsystem

Unternehmensbelastung

in kleinere, r

aumlich und
prozetechnisch voneinander getrennte Teile darstellen. Je kleiner und weniger kom-
plex diese Einheiten sind, desto besser kann ihr dynamisches Verhalten vorhergesagt
werden. Nach der Vorhersage der indviduellen Teile m

uten diese Ergebnisse wieder
zu einer Prognose des ganzheitlichen Systems zusammengesetzt werden. Der wach-
sende Aufwand bei der Beschreibung und Prognose vieler kleiner Teilsysteme w

urde
durch eine steigende Genauigkeit der Resultate kompensiert.
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Anhang A
Klassikatoren
A.1 Datenbasis 1
Tabelle A.1: Eigenschaften der Datenbasis 1
Zeitraum der
Messungen
Feb. 1997 { Juni 1997
141 Objekte
Umfang
(Tageskurven der

Unternehmensbelastung

)
08-02-1997, 03-03-1997, 14-04-1997
gestrichene
02-05-1997, 09-05-1997, 18-05-1997
Objekte
a
25-05-1997, 28-05-1997, 28-06-1997
a
Objekte waren keinem Prototypen zuzuordnen.
Tabelle A.2:

Ubersicht der zur Prognose benutzten Klassikatoren
Auswahl- Anzahl der
Vorauswahl kriterium Klassikator Objekte Prototypen
ohne G1 141 12
mittlere Tages- #  3

C T1 43 5
temperatur des 3

C < #  10

C T2 53 8
Vortages # # > 10

C T3 45 5
Mo { Fr W1 96 10
Tagesart Sa, So und
Sondertage
W2 45 4
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Abbildung A.1: Auswahlkriterium des Klassikators G1
Tabelle A.3: Aufbau des Klassikators G1
Klassikator G1
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 20
Prototyp 2 17
Wochentagsprototyp
Wochenend- und
Prototyp 3 3 11 2
Sondertagsprototyp
Prototyp 4 15 Wochentagsprototyp
Wochenend- und
Prototyp 5 3 7 3
Sondertagsprototyp
Prototyp 6 13
Prototyp 7 10
Wochentagsprototyp
Prototyp 8 6 2 Wochenendprototyp
Prototyp 9 8 Samstagsprototyp
Prototyp 10 8
Prototyp 11 8 Wochentagsprototyp
Prototyp 12 5
a
Feier- und Br

uckentage
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Abbildung A.2: Auswahlkriterium des Klassikators T1
Tabelle A.4: Aufbau des Klassikators T1
Klassikator T1
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 15
Prototyp 2 9
Wochentagsprototyp
Prototyp 3 5 2 Wochenendprototyp
Sonntags- und
Prototyp 4 6 1
Sondertagsprototyp
Prototyp 5 5 Wochentagsprototyp
a
Feier- und Br

uckentage
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Abbildung A.3: Auswahlkriterium des Klassikators T2
Tabelle A.5: Aufbau des Klassikators T2
Klassikator T2
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Wochenend- und
Prototyp 1 2 7 2
Sondertagsprtototyp
Prototyp 2 11
Prototyp 3 9 Wochentagsprototyp
Prototyp 4 8
Prototyp 5 6 Samstagsprototyp
Prototyp 6 3 Wochentagsprototyp
Samstags- und
Prototyp 7 2 1
Sondertagsprototyp
Prototyp 8 2 Wochentagsprototyp
a
Feier- und Br

uckentage
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Abbildung A.4: Auswahlkriterium des Klassikators T3
Tabelle A.6: Aufbau des Klassikators T3
Klassikator T3
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 20 Wochentagsprototyp
Wochenend- und
Prototyp 2 2 5 1
Sondertagsprototyp
Prototyp 3 8
Prototyp 4 6
Wochentagsprototyp
Prototyp 5 3 Samstagsprototyp
a
Feier- und Br

uckentage
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Abbildung A.5: Auswahlkriterium des Klassikators W1
Tabelle A.7: Aufbau des Klassikators W1
Klassikator W1
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 20
Prototyp 2 17
Prototyp 3 15
Prototyp 4 13
Prototyp 5 10
Wochentagsprototyp
Prototyp 6 8
Prototyp 7 8
Prototyp 8 5
a
Feier- und Br

uckentage
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Abbildung A.6: Auswahlkriterium des Klassikators W2
Tabelle A.8: Aufbau des Klassikators W2
Klassikator W2
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 3 11 2
Wochenend- und
Sondertagsprototyp
Prototyp 2 3 7 3
Prototyp 3 6 2 Wochenendprototyp
Prototyp 4 8 Samstagsprototyp
a
Feier- und Br

uckentage
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A.2 Datenbasis 2
Tabelle A.9: Eigenschaften der Datenbasis 2
Zeitraum der
Messungen
Dez. 1997 { Feb. 1998
87 Objekte mit jeweils 2 Dimensionen
(- Tageskurven der

Unternehmensbelastung

,
Umfang
-Tageskurven der Helligkeit eines r

aumlich
begrenzten Gebiets)
gestrichene
Objekte
a
01-12-1997, 25-12-1997, 03-01-1998
a
Objekte waren keinem Prototypen zuzuordnen.
Tabelle A.10:

Ubersicht der zur Prognose benutzten Klassikatoren
Anzahl der
Parametrierung Klassikator Objekte Prototypen
ohne G2 87 6
dynamisch durch
Helligkeitsverlauf
H2 87 6
Tabelle A.11: Aufbau der Klassikatoren G2 und H2
Klassikatoren G2 und H2
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 28
Prototyp 2 15 Wochentagsprototyp
Prototyp 3 13
Prototyp 4 5 4 3 Wochenend- und
Prototyp 5 1 6 4 Sondertagsprototyp
Prototyp 6 6 2 Wochenendprototyp
a
Feier- und Br

uckentage
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Abbildung A.7: Auswahlkriterium des Klassikators G2
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Abbildung A.8: Auswahlkriterium des Klassikators H2
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A.3 Datenbasis 3
Tabelle A.12: Eigenschaften der Datenbasis 3
Zeitraum der
Messungen
Feb. 1998 { M

arz 1998
51 Objekte mit jeweils 2 Dimensionen
(-Tageskurven der

Belastung

eines r

aumlich
Umfang
begrenzten Gebiets,
- Tageskurven der Helligkeit im gleichen Gebiet)
13-02-1998, 23-03-1998, 24-03-1998
gestrichene
25-03-1998, 26-03-1998, 29-03-1998
Objekte
a
30-03-1998, 31-03-1998
a
Objekte waren keinem Prototypen zuzuordnen.
Tabelle A.13:

Ubersicht der zur Prognose benutzten Klassikatoren
Anzahl der
Parametrierung Klassikator Objekte Prototypen
ohne G3 51 4
dynamisch durch
Helligkeitsverlauf
H3 51 4
Tabelle A.14: Aufbau der Klassikatoren G3 und H3
Klassikatoren G3 und H3
Clusteralgorithmus nach Ward
Anzahl der Lernzeitreihen aus
Prototyp Mo { Fr Sa So Sondertagen
a
Eigenschaft
Prototyp 1 31 Wochentagsprototyp
Prototyp 2 8 2 Wochenendprototyp
Prototyp 3 6 Sonntagsprototyp
Prototyp 4 4 Wohentagsprototyp
a
Feier- und Br

uckentage
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Abbildung A.9: Auswahlkriterium des Klassikators G3
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Abbildung A.10: Auswahlkriterium des Klassikators H3
Anhang B
Prognoseresultate
B.1 Datenbasis 1
Tabelle B.1: Monatlicher Vergleich der Prognoseg

uten
Prognoseg

ute  [%] { Einu der Temperatur
Monat
Klassikator
Febr. M

arz Apr. Mai Juni
Prognosehorizont: 15 Minuten
G1 96.76 96.41 96.25 96.19 97.03
T1 , T2 , T3 96.99 96.50 96.44 96.54 97.24
fT1 , T2 , T3g   fG1g 0.23 0.09 0.19 0.35 0.21
Prognosehorizont: 30 Minuten
G1 94.53 93.66 93.37 93.33 95.01
T1 , T2 , T3 94.83 93.76 93.61 94.09 95.30
fT1 , T2 , T3g   fG1g 0.30 0.10 0.24 0.76 0.29
Prognosehorizont: 60 Minuten
G1 91.17 89.46 89.16 88.93 91.82
T1 , T2 , T3 91.57 89.41 89.63 90.33 92.59
fT1 , T2 , T3g   fG1g 0.40  0.05 0.47 1.40 0.77
Prognosehorizont: 120 Minuten
G1 83.32 82.39 83.25 80.86 85.43
T1 , T2 , T3 85.43 83.01 84.04 84.27 87.33
fT1 , T2 , T3g   fG1g 2.11 0.62 0.79 3.41 1.90
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Tabelle B.2: Monatlicher Vergleich der Fehlerklassen
Fehlerklassen "
2%
[%] { Einu der Temperatur
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Monat
Klassikator
Febr. M

arz Apr. Mai Juni
Prognosehorizont: 15 Minuten
G1 88.43 85.02 83.11 80.81 87.99
T1 , T2 , T3 89.10 85.54 84.23 83.32 89.54
fT1 , T2 , T3g   fG1g 0.67 0.52 1.12 2.51 1.55
Prognosehorizont: 30 Minuten
G1 72.01 65.30 63.83 61.28 71.04
T1 , T2 , T3 73.53 66.36 66.23 64.25 73.86
fT1 , T2 , T3g   fG1g 1.52 1.06 2.40 2.97 2.82
Prognosehorizont: 60 Minuten
G1 55.12 46.82 47.75 45.44 53.49
T1 , T2 , T3 58.57 49.77 52.29 48.57 57.38
fT1 , T2 , T3g   fG1g 3.45 2.95 4.54 3.13 3.89
Prognosehorizont: 120 Minuten
G1 39.88 33.58 35.49 30.68 37.43
T1 , T2 , T3 43.99 37.40 39.49 36.91 43.78
fT1 , T2 , T3g   fG1g 4.11 3.82 4.00 6.23 6.35
Tabelle B.3: Monatlicher Vergleich der Prognoseg

uten
Prognoseg

ute  [%] { Einu der Wochentagsinformation
Monat
Klassikator
Febr. M

arz Apr. Mai Juni
Prognosehorizont: 15 Minuten
G1 96.76 96.41 96.25 96.19 97.03
W1 , W2 96.88 96.42 96.45 96.34 97.11
fW1 , W2g   fG1g 0.12 0.01 0.20 0.15 0.08
Prognosehorizont: 30 Minuten
G1 94.53 93.66 93.37 93.33 95.01
W1 , W2 94.66 93.74 93.80 93.84 95.18
fW1 , W2g   fG1g 0.13 0.08 0.43 0.51 0.17
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Tabelle B.3: (Fortsetzung)
Prognoseg

ute  [%] { Einu der Wochentagsinformation
Monat
Klassikator
Febr. M

arz Apr. Mai Juni
Prognosehorizont: 60 Minuten
G1 91.17 89.46 89.16 88.93 91.82
W1 , W2 91.74 89.96 90.30 90.21 92.50
fW1 , W2g   fG1g 0.57 0.50 1.14 1.28 0.68
Prognosehorizont: 120 Minuten
G1 82.33 82.39 83.25 80.86 85.43
W1 , W2 86.85 85.71 86.72 84.99 88.34
fW1 , W2 , T3g   fG1g 4.52 3.32 3.47 4.13 2.91
Tabelle B.4: Monatlicher Vergleich der Fehlerklassen
Fehlerklassen "
2%
[%] { Einu der Wochentagsinformation
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Monat
Klassikator
Febr. M

arz Apr. Mai Juni
Prognosehorizont: 15 Minuten
G1 88.43 85.02 83.11 80.81 87.99
W1 , W2 89.64 85.69 84.42 81.55 88.45
fW1 , W2g   fG1g 1.21 0.67 1.31 0.74 0.46
Prognosehorizont: 30 Minuten
G1 72.01 65.30 63.83 61.28 71.04
W1 , W2 73.91 67.31 65.87 63.33 71.40
fW1 , W2g   fG1g 1.90 2.01 2.04 2.05 0.36
Prognosehorizont: 60 Minuten
G1 55.12 46.82 47.75 45.44 53.49
W1 , W2 58.44 50.04 50.40 46.56 54.45
fW1 , W2g   fG1g 3.32 3.22 2.65 1.12 0.96
Prognosehorizont: 120 Minuten
G1 39.88 33.58 35.49 30.68 37.43
W1 , W2 43.99 37.07 39.02 32.74 39.74
fW1 , W2g   fG1g 4.11 3.49 3.53 2.06 2.31
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Tabelle B.5: Vergleich der Klassikatoren W1 und W2
Prognoseg

ute  [%]
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 96.53 93.98 90.11 83.09
W1 96.87 94.73 91.64 88.13
W2 96.16 93.20 88.81 83.15
Tabelle B.6: Vergleich der Klassikatoren W1 und W2
Fehlerklasse "
2%
[%]
Anzahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
G1 85.11 66.72 49.72 35.44
W1 87.87 71.82 58.31 45.16
W2 81.97 61.06 38.50 24.44
B.2 Datenbasis 2
B.2.1 Bestimmung des optimalen Faktors f

ur die Prognose
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Abbildung B.1: Prognoseg

ute als Funktion des Korrekturfaktors
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Abbildung B.2: Fehlerklasse als Funktion des Korrekturfaktors
B.2.2 Tabellarische

Ubersichten zum Einu der Helligkeit
Tabelle B.7: Monatlicher Vergleich der Prognoseg

uten
Prognoseg

ute  [%] { Einu der Helligkeit
Monat
Klassikator
Dezember Januar Februar
Prognosehorizont: 15 Minuten
G2 95.75 95.77 95.28
H2 95.74 95.75 95.24
fH2g   fG2g  0.01  0.02  0.04
Prognosehorizont: 30 Minuten
G2 93.78 94.05 93.23
H2 93.79 94.11 93.20
fH2g   fG2g 0.01 0.06  0.03
Prognosehorizont: 60 Minuten
G2 90.17 91.15 89.47
H2 90.27 91.36 89.57
fH2g   fG2g 0.10 0.21 0.10
Prognosehorizont: 120 Minuten
G2 84.74 86.39 84.08
H2 85.04 86.87 84.18
fH2g   fG2g 0.30 0.49 0.10
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Tabelle B.8: Monatlicher Vergleich der Fehlerklassen
Fehlerklassen "
2%
[%] { Einu der Helligkeit
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Monat
Klassikator
Dezember Januar Februar
Prognosehorizont: 15 Minuten
G2 81.33 82.51 81.98
H2 81.36 82.70 81.66
fH2g   fG2g 0.03 0.19  0.32
Prognosehorizont: 30 Minuten
G2 67.16 71.78 68.75
H2 66.50 71.97 68.18
fH2g   fG2g  0.66 0.19  0.57
Prognosehorizont: 60 Minuten
G2 50.16 58.41 54.36
H2 50.04 58.33 53.90
fH2g   fG2g  0.12  0.08  0.46
Prognosehorizont: 120 Minuten
G2 34.74 44.31 39.29
H2 34.19 45.04 38.46
fH2g   fG2g  0.55 0.73  0.83
B.3 Datenbasis 3
B.3.1 Bestimmung des optimalen Faktors f

ur die Prognose
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Abbildung B.3: Prognoseg

ute als Funktion des Korrekturfaktors
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Abbildung B.4: Fehlerklasse als Funktion des Korrekturfaktors
B.3.2 Tabellarische

Ubersichten zum Einu der Helligkeit
Tabelle B.9: Monatlicher Vergleich der Prognoseg

uten
Prognoseg

ute  [%] { Einu der Helligkeit
Vorhsagehorizont
Klassikator
15min 30min 60min 120min
Monat: Februar
G3 95.06 93.44 90.44 84.73
H3 94.64 93.27 90.52 85.50
fH3g   fG3g  0.42  0.17 0.08 0.77
Monat: M

arz
G3 94.59 92.86 89.59 84.24
H3 93.61 92.17 89.19 83.67
fH3g   fG3g  0.98  0.69  0.40  0.57
Tabelle B.10: Monatlicher Vergleich der Fehlerklassen
Fehlerklassen "
2%
[%] { Einu der Helligkeit
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
Monat: Februar
G3 68.91 58.25 47.80 41.24
H3 64.13 55.47 46.30 42.14
fH3g   fG3g  4.78  2.78  1.50 0.90
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Tabelle B.10: (Fortsetzung)
Fehlerklassen "
2%
[%] { Einu der Helligkeit
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
Monat: M

arz
G2 63.95 56.11 44.48 39.23
H2 56.37 49.34 41.86 37.14
fH2g   fG2g  7.58  6.77  2.62  2.09
B.4 Datenbasis 3 { unbezogene Parametrierung
B.4.1 Bestimmung des optimalen Faktors f

ur die Prognose
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Abbildung B.5: Prognoseg

ute als Funktion des Korrekturfaktors
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Abbildung B.6: Fehlerklasse als Funktion des Korrekturfaktors
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B.4.2 Tabellarische

Ubersichten zum Einu der Helligkeit
Tabelle B.11: Monatlicher Vergleich der Prognoseg

uten
Prognoseg

ute 
+
[%] { Einu der Helligkeit
Vorhsagehorizont
Klassikator
15min 30min 60min 120min
Monat: Februar
G3 95.06 93.44 90.44 84.73
H3 94.87 93.45 90.81 85.87
fH3g   fG3g  0.29 0.01 0.37 1.14
Monat: M

arz
G3 94.59 92.86 89.59 84.24
H3 94.24 92.58 89.43 83.99
fH3g   fG3g  0.35  0.32  0.16  0.25
Tabelle B.12: Monatlicher Vergleich der Fehlerklassen
Fehlerklassen "
+
2%
[%] { Einu der Helligkeit
Zahl der Prognosen mit relativem Fehler "
rel
< 2%
Vorhersagehorizont
Klassikator
15min 30min 60min 120min
Monat: Februar
G3 68.91 58.25 47.80 41.24
H3 65.79 57.58 48.06 43.90
fH3g   fG3g  3.12  0.67 0.26 2.66
Monat: M

arz
G2 63.95 56.11 44.48 39.23
H2 61.05 52.08 43.75 39.43
fH2g   fG2g  2.90  4.03  0.73 0.20
Anhang C
Verwendete Programme
C.1 LERNEN.M
AUSGABE.M
OTZ_KONV.M
LAWI.M/WARD.M
DISTMAT.M
Bildung der Distanzmatrix D
Suche nach stabilster Konfiguration
Clusterung der Datenbasis
Ausgabe des Resultates
in Diagrammform
Konvertierung in OTZ-Format
Anzahl der Stützstellen pro Tag.
Art der Distanzbildung.
Clusteralgorithmus.
minimale Anzahl der Klassen.
Parametereinstellungen:
Einlesen der DatenbasisLERNEN.M
Auftrennung in Zeitreihenobjekte
Abbildung C.1: Teilprogramme der Lernphase
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C.2 AUSWERT.M
. Prognosehorizonte
. Name der Ausgabedatei
.
pro Testzeitreihe
Parametereinstellungen:
AUSWERT.M
SORT.M
Sortierung in Reihen mit
FEHLER.M
Berechnung der Fehlergrößen für
angestrebte Prognosehorizonte
F_SCHR.M
Ausgabe der Fehlergrößen
in eine gemeinsame Datei
Anzahl der Dateien
konstantem Prognosehorizont
einer Testzeitreihe
Prognosen
Einlesen aller
Abbildung C.2: Auswertung der Prognosen
C.3 SORT.M
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Abbildung C.3: Neuanordnung der Daten
Anhang D
Abk

urzungen
DWD Deutscher Wetterdienst
EVS AG Energieversorgung S

udsachsen AG
EVU Elektrizit

atsversorgungsunternehmen
FPC Fuzzy Pattern Classication
GTHKW Gasturbinenheizkraftwerk
KNN K

unstliche Neuronale Netze
UW Umspannwerk
VEAG Vereinigte Elektrizit

atswerke AG
ZGF Zugeh

origkeitsfunktion
Anhang E
Formelzeichen und Indizes
Formelzeichen
 Parameter zur Bestimmung der Anstiegszugeh

origkeit
"
w
wahrer Fehler
"
w
mittlerer wahrer Fehler
"
rel
relativer Fehler
"
2%
Fehlerklasse mit relativen Fehlern < 2%
 Prognoseg

ute
 allgemeine Zugeh

origkeit, Potentialfunktion

abs
absolute Zugeh

origkeit


Anstiegszugeh

origkeit

2
Streuung, empirische Varianz des Fehlers
# Temperatur
 Faktor bei dynamischer Parametrierung
a Maximalwert der Zugeh

origkeitsfunktion
b Zugeh

origkeit an der Klassengrenze
B Benutzungsstundendauer
c Aufenthaltsbereich der Objekte einer Klasse
d Distanzma der Klassikation;
Objektverteilung innerhalb der Klasse
E Energie
f
A
Arbeitspreisfaktor
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f
K
Korrekturfaktor bei der Entkopplung von Merkmalen
f
L
Leistungspreisfaktor
f
M
Korrekturfaktor bei dynamischer Parametrierung
K
A
Arbeitspreis
K
B
Brennstokosten
K
L
Leistungspreis
m Dimension im Merkmalsraum
P
A
Anmelde-, Bestelleistung
P
B
Belastung, abgenommene Leistung
P
B
mittlere Belastung des Tarintervalls
P
Bmax
Maximalwert der Belastung
P
E
Erzeuger- bzw. Einspeiseleistung
P
E;GT
Einspeiseleistung des GTHKW Freiberg
P
E;K
Erzeuger- bzw. Einspeiseleistung Kleineinspeiser
P
E;K
mittlere Leistung der Kleineinspeiser im Tarintervall
P
E;KK
Einspeiseleistung der konventionellen Kraftwerksbl

ocke
P
E;V
Erzeuger- bzw. Einspeiseleistung VEAG
P
E;V
mittlere Einspeiseleistung der VEAG im Tarintervall
P
E;V G
Einspeiseleistung der virtuellen Gasturbine
P
E;S
Einspeiseleistung sonstiger Erzeuger
P
V
Verrechnungsleistung
s Repr

asentant der Klasse
t Zeit, Zeitpunkt
U Spannung
w Wichtungsfaktor bei Distanzbestimmung
x Abtastwert, Merkmal
x
z
Korrekturwert bei dynamischer Parametrierung
Matrizen und Vektoren
 Zugeh

origkeitsmatrix
D Distanzmatrix
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p Parametervektor der Zugeh

origkeitsfunktion
X Vektor von Abtastwerten
Z Zeitreihenobjekt
Indizes und Konstanten
f; i; j Laufvariablen
l; r links bzw. rechts
tat tats

achlich
prog prognostiziert, vorhergesagt
K Korrektur
O Original
R Referenz
B letzter bekannter Abtastwert, Startpunkt der Prognose
F Zeitfenster f

ur Bestimmung der Zugeh

origkeit
