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SMOOTHNESS OF DENSITY FOR THE AREA
PROCESS OF FRACTIONAL BROWNIAN MOTION
PATRICK DRISCOLL
Abstract. We consider a process given by a two-dimensional
fractional Brownian motion with Hurst parameter 1
3
< H <
1
2
,
along with an associated Le´vy area, and prove the smoothness of
a density for this process with respect to Lebesgue measure.
1. Introduction
Let Bt := (B
1
t , B
2
t ), t ∈ [0, T ] be two-dimensional fractional Brown-
ian motion of Hurst parameter 1
3
< H < 1
2
, and let
(Bm)t :=
(
(B1m)t, (B
2
m)t
)
denote the m-th dyadic approximation of B (as defined below in Sec-
tion 2.2). Define the area processes
(1.1) (Am)t :=
1
2
[∫ t
0
(B1s )md(B
2
s )m −
∫ t
0
(B2s )md(B
1
s )m
]
,
and At := lim
m→∞
(Am)t (where this convergence is almost sure - see
Theorem 2 of [7]).
The main result of this paper is as follows:
Theorem 1.1. Define the random process {Y }0≤t≤T , taking values in
R
3, by
Y0 = 0,
Yt = (Bt, At). (t ∈ (0, T ])
Then for all t ∈ [0, T ], the density of Yt with respect to Lebesgue mea-
sure is C∞.
The investigation of this process is motivated by the potential for
fractional Brownian motion to be a useful driving signal in stochastic
differential equations that model a wide variety of natural and financial
phenomena; in particular, the presence of long-range persistence (for
H > 1/2) or anti-persistence (for H < 1/2) makes fBm a natural
candidate for a driving process in many scenarios. Several examples of
such applications are included in [21] and [17].
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One area of interest in the study of stochastic differential equations
is on finding sufficient conditions for existence and regularity of den-
sities for solutions. More specifically, given some solution {Yt} to the
equation
(1.2) dYt =
d∑
i=1
Xi(Yt)dξt,
where {Xi} is some collection of vector fields and ξt is a Gaussian
driving process on the space C([0, T ],Rd), it is natural ask whether ξ
admits a density with respect to Lebesgue measure. It is due to the
celebrated theorem of Ho¨rmander (see, for example, Theorem 38.16
of [20]) that, when our driving process is standard Brownian motion,
our solution admits a smooth density so long as the set of vectors
{Xi, [Xi, Xj ], [[Xi, Xj], Xk] . . .} spans Rd.
In the case of fractional Brownian motion, one may no longer appeal
to the types of martingale arguments used in proofs of the above result
in the standard case. When H > 1
2
, the positive correlation of in-
crements of sample paths results in better variational properties than
those of Brownian motion, and so one may use Young’s integration
theory to attack the problem – existence of a density to a solution of
(1.2) under this condition is proven in [19], and smoothness is proven
in [1]. When H < 1
2
, one must turn to the rough path theory of T.
Lyons (see [14]) in order to interpret (1.2) in a meaningful manner.
The connection between fractional Brownian motion with 1
4
< H < 1
2
and rough paths is investigated in [7], and existence of a density in the
case of 1
3
< H 1
2
is proven in [5]. As far as we are aware, Theorem 1.1 is
the first positive result involving smoothness, and may give hope that
similar results will hold in a more general setting.
In order to prove Theorem 1.1, we appeal to the usual technique of
Malliavin calculus. It follows from Theorem 5.1 of [15] that it is enough
to show that Y satisfies the following two conditions
1. Y ∈ D∞;
2. If γ = DY (DY )∗ is the Malliavin covariance matrix associated
to Y , then
(det γ)−1 ∈ L∞−(W2,P) :=
⋂
j≥1
Lj(W2,P).
We will begin by calculating the derivative DY explicitly, and from
this Condition 1 will be proven in Proposition 3.9. Condition 2 will
then follow by direct analysis of the Malliavin covariance matrix; see
Proposition 3.13 and Corollary 3.15.
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2. Background
2.1. Fractional Brownian Motion. A (one-dimensional) fractional
Brownian motion {BHt ; (t ∈ [0, T ])} of Hurst parameter H ∈ [0, 1] is a
continuous-time centered Gaussian process with covariance given by
E(BHs B
H
t ) = R(s, t) :=
1
2
(
s2H + t2H − |t− s|2H
)
Our focus will be on fBm with 1/3 < H < 1/2; henceforth, we shall
assume that such anH has been fixed and will drop the parameter from
our notation whenever possible to do so without causing confusion.
An n-dimensional fractional Brownian motion is a stochastic process
{Bt = (B1t , . . . , Bnt ); t ∈ [0, T ]} is a continuous-time process comprised
of n independent copies of one-dimensional fractional Brownian motion,
all having the same Hurst parameter H .
It is straightforward to check that the process B satisfies a self-
similarity property; that is to say, the processes Bat and a
−HBt are
equal in distribution. By Kolmogorov’s continuity criterion, the sample
paths t 7→ Bt are almost surely Ho¨lder continuous of order α, for any
α < H – see Theorem 1.6.1 of [2] for details of this proof.
2.2. Dyadic Approximation. For each m, we will let
Dm := {k2−mT ; k = 0, 1, . . . , 2m}. We define the m-th dyadic ap-
proximator πm : C([0, T ],Rd) −→ C([0, T ],Rd) as the unique projection
operator such that, for any given f ∈ C([0, T ],Rd),
πmf(t) = f(t), (t ∈ Dm)
d2
dt2
πmf(t) = 0. (t /∈ Dm)
In words, πmf is nothing more than the piecewise linear path agreeing
with f on the set Dm. We will regularly use the shorthand notation
fm := πmf where convenient. Similarly, we will define the m-th dyadic
approximation of fractional Brownian motion Bm := πmB; more ex-
plicitly,
(Bm)t := Bt− + (t− t−)2m[Bt+ − Bt− ], (0 ≤ t ≤ T )
where t− is the largest member of Dm such that t− ≤ t and t+ is the
smallet member of Dm such that t ≤ t+.
2.3. p-variation and Rough Paths. Let U be a Banach space (U will
typically be R or R2) with norm ‖ · ‖U , and P[0, T ] denote the set of
finite partitions of [0, T ]. Suppose we are given a path f ∈ C([0, T ], U);
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then for each 1 ≤ p < ∞ and Π = {0 = t1, t2, . . . , tN = 1} ∈ P[0, T ],
one may define the quantities
∆if := f(ti)− f(ti−1),
Vp(f : Π) :=
(
N∑
i=1
‖∆if‖pU
) 1
p
,
‖f‖p := sup
Π∈P[0,T ]
Vp(f : Π).
The norm ‖ · ‖p is referred to as the p-variation norm; we shall define
the space Cp(U) := {f ∈ C([0, T ], U); ‖f‖p < ∞}, which is a Banach
space under ‖ · ‖p. It is easy to check that for given α and p such that
α < 1
p
, any α-Ho¨lder continuous function is in Cp(U). Also, one has
that for any 1 ≤ p < q, Cp (U) ⊂ Cq(U).
Given f ∈ Cp(U), g ∈ Cq(U), where p and q are such that 1p + 1q > 1,
one can develop the notion of integration of f against g in the following
manner: if {Πn := {ti}} ⊂ P[0, T ] is a collection of partitions such that
the mesh size |Πn| tends to 0 as n→∞, we define∫ T
0
f dg := lim
n→∞
#(Πn)∑
i=1
f(ci)∆ig
where ci ∈ (ti−1, ti). This limit is guaranteed to exist under the as-
sumptions presented, and is independent of the choice we make of the
family of partitions so long as their mesh size tends to zero - see The-
orem 3.3.1 of [13] for further details. The element
∫ 1
0
f dg is referred
to as the Young’s integral of f against g. This expression was originally
formulated in [26]. We have the following estimate on the value of this
expression (see Formula 10.9 of [26])
(2.1)
∣∣∣∣∫ T
0
f dg − [f(0) · (g(T )− g(0))]
∣∣∣∣ ≤ C‖f‖p‖g‖q,
where the constant C depends only on the values of p and q.
Similarly, given some f ∈ C([0, T ]2, U), and partitions Π1 = {si},
Π2 = {tj} ∈ P[0, T ], we may define
∆ijf := f(si, tj)− f(si, tj−1)− f(si−1, tj) + f(si−1, tj−1),
Vp(f : Π1,Π2) :=
#(Π1)∑
i=1
#(Π2)∑
j=1
‖∆ijf‖pU

1
p
,
‖f‖(2D)p := sup
Π1,Π2∈P[0,T ]
Vp(f : Π1,Π2).
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As in the (one-dimensional) case above, we shall define the space
C(2D)p (U) := {f ∈ C([0, T ]2, U); ‖f‖(2D)p < ∞}. It is helpful to note
that, for each f ∈ C(2D)p (U) such that f(0, ·) = 0, then for each fixed
s ∈ [0, T ], f(s, ·) ∈ Cp(U) and ‖f(s, ·)‖p ≤ ‖f‖(2D)p , since
#(Π)∑
i=1
|∆if(s, ·)|p =
#(Π)∑
i=1
|∆if(s, ·)−∆if(0, ·)|p
≤
#(Π)∑
i=1
(|∆if(s, ·)−∆if(0, ·)|p
+ |∆if(T, ·)−∆if(s, ·)|p
) ≤ (‖f‖(2D)p )p .
Trivially, one also has that for each f ∈ Cp(U), the function
f ⊗ f : [0, T ]2 → U defined by
(f ⊗ f) (s, t) := f(s)f(t)
is contained in C(2D)p (U), and ‖f ⊗ f‖(2D)p ≤ ‖f‖2p.
Given f ∈ C(2D)p (U) and g ∈ C(2D)q (U), where p and q are such that
1
p
+ 1
q
> 1, the 2D-Young’s integral of f against g, denoted by
∫
[0,T ]2
f dg,
is defined by ∫
[0,T ]2
f dg := lim
n→∞
#(Πn)∑
i=1
#(Ψn)∑
j=1
f(ci, dj)∆ijg,
where, as before, {Πn := {ti}}, {Ψn := {sj}} ⊂ P[0, T ] are collections
of partitions such that the maximum mesh size |Πn| ∨ |Ψn| tends to 0
as n → ∞ and ci ∈ (ti−1, ti), dj ∈ (sj−1, sj). Existence of this limit
under the given assumptions, independent of the choice of the family
of partitions, is proven in Theorem 1.2 of [23], as is an estimate similar
to that of the one-dimensional case:∣∣∣∣∫
[0,T ]2
f dg
∣∣∣∣ ≤ C‖g‖(2D)q (‖f‖(2D)p + ‖f(0, ·)‖p + ‖f(·, 0)‖p + |f(0, 0)|).
It will be helpful to record here a pair of results relating the variation
of paths with their linear approximations.
Theorem 2.1 (Propositions 5.20 and 5.60 of [11]).
(1) Suppose x ∈ Cp(U), and let xm := πmx be the dyadic approxi-
mation to x as defined above. Then one has that
‖xm‖p ≤ 3p−1‖x‖p.
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(2) Suppose x ∈ C(2D)p (U), and let xm := πmx be the dyadic approx-
imation to x as defined above. Then one has that
‖xm‖(2D)p ≤ 9p−1‖x‖(2D)p .
For further development of the theory, the interested reader may
look in [26], [9], and [23].
2.4. Gaussian measure spaces. Let (W, ‖·‖) denote a separable Ba-
nach space. We will say that a measure P on W is Gaussian if there
exists a symmetric bilinear form q : W∗ ×W∗ −→ R such that for all
ϕ ∈ W∗, ∫
W
exp (iϕ(ω)) dP(ω) = exp
(
−1
2
q(ϕ, ϕ)
)
.
Let B refer to the Borel σ-algebra onW; we will call the triple (W,B,P)
a Gaussian space. Define a continuous mapping J : L2(P)→W by
Jf :=
∫
W
ωf(ω) dP(ω).
Define H as the image of J restricted to the space W∗L2(P); this space
may be equipped with inner product given by
〈Jf, Jg〉H = 〈f, g〉L2(P) .
We will refer to H as the Cameron-Martin space associated to the
Gaussian space (W,B,P). More information regarding the construc-
tion of these spaces may be found in [3], [8], and [12].
A well-known example of a Gaussian measure space is the one asso-
ciated to Brownian motion where
W := {ω ∈ C([0, T ],R) : ω(0) = 0}
and the Gaussian measure P on W is the law of standard Brownian
motion. Details of the construction of this measure may be found in
[24] and [25].
In this case, the Cameron-Martin space is
H = H 1
2
:=
{
h ∈ W : h(s) =
∫ s
0
φ(u) du;φ ∈ L2[0, T ]
}
with inner product given by
〈h, k〉H 1
2
:=
∫ t
0
h′(s)k′(s)ds.
A second example of a Gaussian measure space which is pertinent to
the results described below, is as follows: letW be defined as above, and
define the Gaussian measure P onW as the law of fractional Brownian
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motion with Hurst parameter H < 1/2; then by following Proposition
2.1.2 of [2], we have that H consists of functions of the form
h(t) =
∫ t
0
KH(t, s)hˆ(s) ds, where hˆ ∈ L2[0, T ] and
KH(t, s) := bH
[(
t
s
)H− 1
2
(t− s)H− 12
−
(
H − 1
2
)
s
1
2
−H
∫ t
s
(u− s)H − 1
2
uH−
3
2 du
]
,
where bH is some suitable normalization constant. The inner product
of this space is given by
〈h, k〉H := 〈hˆ, kˆ〉L2[0,T ].
For each fixed t ∈ [0, T ], the function R(t, ·) = E[BtB·] ∈ H is a
reproducing kernel for the space; that is to say, for any h ∈ H, we have
the following:
〈h,R(t, ·)〉H = h(t).
Let S refer to the space of cylinder functions ; that is to say, random
variables of the form
F (ω) = f(φ1(ω), . . . , φn(ω)),
where f ∈ C∞(Rn) with all partial derivatives having at most poly-
nomial growth, and {φ1, . . . , φn} ⊂ W∗. Let D : S → S ⊗ H∗ be the
operator defined by the action by
DF (ω)k :=
d
dt
|t=0F (ω + tk)
=
n∑
i=1
∂if(φ1(ω), . . . , φn(ω))φi(k) (k ∈ H) .
For 1 ≤ q <∞, we will let D1,q denote the closure of S with respect to
the norm
‖F‖1,q := (E[|F |q] + E[‖DF‖qH∗ ])
One can naturally define an iterated derivate operatorDk taking values
in H⊗k; from this we can define the seminorm
‖F‖k,q :=
(
E[|F |q] +
k∑
j=1
E[‖DjF‖q
H⊗k
]
)
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and we will denote by Dk,q the closure of S with respect to ‖·‖k,q. Also,
let
D
∞ :=
⋂
k∈N
⋂
q≥1
D
k,q.
Given some F ∈ D1,q, we may define the Malliavin covariance matrix
γ by
γ := DF (DF )∗.
3. Proof of Theorem 1.1
Again, we fix the Hurst parameter 1
3
< H < 1
2
. Let
W2 :=W ⊗ R2 ∼=W ×W = {ω ∈ C([0, T ],R2) : ω(0) = 0}.
OnW2, one may construct a unique Gaussian measure P such that the
coordinate process {Bt}0≤t≤T defined by
Bt(ω) = ω(t)
is a two-dimensional fractional Brownian motion with Hurst parameter
H and P = Law(B). Our reproducing kernel Hilbert space in this
instance is given asH2 = H⊗R2, whereH is the Cameron-Martin space
for one-dimensional fractional Brownian motion; for a general element
h = (h1, h2) ∈ H2, the norm is given by ‖h‖2H2 = ‖h1‖2H + ‖h2‖2H.
We shall fix
(3.1) p ∈
(
1
H
,
1
1− 2H
)
,
and define (following Section 5.3.3 of [11]) the spaces
Wp := C∞ ([0, T ] ,R) ∩W‖·‖p ;
W2p :=Wp ×Wp ∼= C∞ ([0, T ] ,R2) ∩W2
‖·‖p.
For reasons which will become apparent as we progress, it will be ben-
eficial for us to declare that from here on out our process {Bt} will
be restricted to the probability space (W2p ,BW2p ,P|W2p ); the details of
this restriction are included in the Appendix. Most importantly, the
Cameron-Martin space H2 associated to the restriction of our measure
is the same as the Cameron-Martin space associated to (W2,B,P) as
given previously. The following proposition shows that elements of H
live within a smaller variational space, and will be used repeatedly in
the sequel.
Proposition 3.1. Let r := 1
2H
. Then the covariance kernel R associ-
ated to fractional Brownian motion with Hurst parameter H has finite
two-dimensional r-variation. Also, the associated reproducing kernel
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Hilbert space H may be embedded in the space Cr(R); furthermore, this
embedding is a contraction.
Remark 3.2. The assertions in Proposition 3.1 were originally made
in p. 3363 of [5] or p.13 of [10]. However, some technical gaps have
been found in their proof that R ∈ C(2D)r ; as a result, we have included
a direct proof of this statement within the Appendix (see Theorem 4.3
below).
Note that the above implies that H2 ⊂ Cp˜(R2), and, since r < p,
H2 ⊂ W2p . Also note that Proposition 3.1 implies that R(s, ·) ∈ Cr for
each fixed s ∈ [0, T ].
Let Ym be the solution to the differential equation
d(Ym)s = X1(Ym)sd(B
1
m)s +X2(Ym)sd
(
B2m
)
s
(Ym)0 = 0
with vector fields given by X1 :=
∂
∂x
− 1
2
y ∂
∂z
, X2 :=
∂
∂y
+ 1
2
x ∂
∂z
. Without
a loss of generality, we may fix all of the processes in question at time
T , and will elect to do so for the remainder. Explicit calculations show
that
(Ym)T =
(
(Bm)T ,
1
2
∫ T
0
(B1m)s d(B
2
m)s − (B2m)s d(B1m)s
)
.
As a result of Theorem 19 and Corollary 20 of [7], we have the
existence of a process
YT := lim
m→∞
(Ym)T ; (a.s. and inL
2)
we may denote this process suggestively as
YT =
(
BT ,
1
2
∫ T
0
(
B1s dB
2
s − B2s dB1s
))
=
(
BT ,
1
2
∫ T
0
α (Bs, dBs)
)
(In this expression we have let α (a, b) := a1b2 − a2b1.)
3.1. Calculation of the Derivative of YT . So that we might study
the properties of the processes (Ym)T and YT , let us introduce the
following expressions: given some ω := ω1e1 + ω
2e2 ∈ W2p , we will let
ω˜ be the element of W2 defined by
ω˜ := ω2e1 − ω1e2 = Jω,
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where J is rotation by −π/2. We will let q : H2 ×H2 → R denote the
symmetric quadratic form given by
q(h, k) =
1
2
(∫ T
0
h(t) · dk˜(t) +
∫ T
0
k(t) · dh˜(t)
)
(3.2)
=
∫ T
0
h(t) · dk˜(t) + 1
2
(
k(T ) · h˜(T )
)
.
The integrals given in the definition of q are to be considered as Young’s
integrals; by our previous assumption that 1
3
< H < 1
2
, we have that
2
r
= 4H > 1, and so q is well-defined. Furthermore, standard Young’s
integration bounds and Proposition 3.1 gives us that
(3.3) |q(h, k)| ≤ C‖h‖r‖k‖r ≤ C‖h‖H‖k‖H,
and hence q is continuous in each variable. We may now rewrite our
approximate solutions Ym in the following form:
Ym =
(
(Bm)T ,
1
2
q(Bm, Bm)
)
.
As a consequence of the representation theorem of Riesz, we have the
existence of a linear operator Q : H2 → H2 such that 〈Qh, k〉 = q(h, k).
Remark 3.3. Recall that r = 1
2H
; thus, our assumption on the value
of p as made in (3.1) is sufficient to guarantee that the integrals above
are well-defined, since this implies that 1
p
+ 1
r
> 1.
Proposition 3.4. Fix α ∈ Wp; for each partition Π = {ti}Ni=0 ∈
P[0, T ], define the vector SΠ ∈ H in the following manner:
SΠ(·) :=
N∑
i=1
α(ci) [R(ti, ·)−R(ti−1, ·)] ,
where ci ∈ (ti−1, ti). Then H− lim
k→∞
SΠk exists, where {Πk}∞k=1 ⊂ P[0, T ]
with |Πk| converging to zero as k −→ ∞; furthermore, this limit is
independent of the family of partitions. We will denote this limit by∫ T
0
α(t)R(dt, ·).
This limit satisfies the following properties:
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(1)
∥∥∥∫ T0 α(t)R(dt, ·)∥∥∥2
H
=
∫
[0,T ]2
α⊗α dR; hence, there exists a con-
stant C > 0 such that∥∥∥∥∫ T
0
α(t)R(dt, ·)
∥∥∥∥2
H
≤ C‖α‖2p‖R‖(2D)r .
(2) For each h ∈ H,
〈∫ T
0
α(t)R(dt, ·), h
〉
H
=
∫ T
0
α(t)dh(t).
(3)
(∫ T
0
α(t)R(dt, ·)
)
(s) =
∫ T
0
α(t)R(dt, s).
Proof. First note that 1
p
+ 1
r
> (1− 2H) + 2H = 1, which implies that
(1) the Young’s integral of α against R(·, s) for any s ∈ [0, T ] is
well-defined, and
(2) the 2D-Young’s integral of α⊗ α against R is well-defined.
It follows from Theorem 2.1 of [23] that for each k,
‖SΠk‖2H =
#(Πk)∑
i=1
#(Πk)∑
j=1
α(ci)α(cj) 〈∆iR(ti, ·),∆jR(tj , ·)〉H(3.4)
≤ C‖α‖2p‖R‖(2D)r ,
where C is a constant depending only on p and r. Given any two
partitions Πn = {si},Πm = {tk} in the family, for ci ∈ [si−1, si], dk ∈
[tk−1, tk],
‖SΠn − SΠm‖2H = ‖SΠn‖2H + ‖SΠm‖2H − 2〈SΠn, SΠm〉H
=
#(Πn)∑
i=1
#(Πn)∑
j=1
α(ci)α(cj) [∆ijR(si, sj)]
+
#(Πm)∑
k=1
#(Πm)∑
l=1
α(dk)α(dl) [∆klR(tk, tl)]
− 2
#(Πn)∑
i=1
#(Πm)∑
k=1
α(ci)α(dk) [∆ikR(si, tk)]
n,m→∞−→
∫
[0,T ]2
(α⊗ α)(s, t) dR(s, t)
+
∫
[0,T ]2
(α⊗ α)(s, t) dR(s, t)
− 2
∫
[0,T ]2
(α⊗ α)(s, t) dR(s, t) = 0.
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Hence, the completeness of H implies the existence of ∫ T
0
α(t)R(dt, ·).
Since the 2D-Young’s integral is independant of choice of partitions,
one may also see from the calculation above that the limit of SΠk is
also independant of choice of partition, as claimed. Letting k tend to
infinity in (3.4) and applying bounds as in Theorem 1.2 of [23] proves
(1). For an arbitrary h ∈ H, we note that
〈∫ T
0
α(t) R(dt, ·), h
〉
H
= lim
|Π|→0
〈SΠ, h〉H
= lim
|Π|→0
#(Π)∑
i=1
α(ci)
〈
R(ti+1, ·)− R(ti, ·), h
〉
H
= lim
|Π|→0
#(Π)∑
i=1
α(ci) [h(ti+1)− h(ti)]
=
∫ T
0
α(t) dh(t),
and so (2) holds. In particular, by setting h = R(s, ·), (3) is a conse-
quence of (2). 
Proposition 3.5. Let Q : H2 → H2 be the bounded operator defined
by
q(h, k) = 〈Qh, k〉H2 .
Then the action of Q on elements of H2 is given by
(3.5) Qh :=
1
2
R (T, ·) h˜ (T )−
∫ T
0
h˜ (t)R (dt, ·) .
Proof. Pick an arbitrary k ∈ H2. The inner product of k against each
of the terms on the right hand side of (3.5) is given as
〈
R (T, ·) h˜ (T ) , k
〉
H2
= h˜1(T )
〈
R (T, ·) , k1〉
H
+ h˜2(T )
〈
R (T, ·) , k2〉
H
= h˜1(T )k1(T ) + h˜2(T )k2(T ) = h˜(T ) · k(T ),
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and, as a result of Proposition 3.4,
〈∫ T
0
h˜ (t)R (dt, ·) , k
〉
H2
=
〈∫ T
0
h˜1 (t)R (dt, ·) , k1
〉
H
+
〈∫ T
0
h˜2 (t)R (dt, ·) , k2
〉
H
=
∫ T
0
h˜1 (t) dk1(t) +
∫ T
0
h˜2 (t) dk2(t)
=
∫ T
0
h˜ (t) · dk(t) = −
∫ T
0
h (t) · dk˜(t).
By combining these terms and comparing to (3.2), we see that the
claim is proven. 
Proposition 3.6. Let Q : H2 −→ H2 be the operator defined above.
1. Q may be extended to an operator from W2p into H2, which will
also be denoted by Q; for any ω ∈ W2p ,
Qω :=
1
2
R(T, ·)ω˜(T )−
∫ T
0
ω˜(t) R(dt, ·).
2. Q is a bounded operator on W2p .
Proof. 1. That Q is well-defined as an operator on W2p follows
from Proposition 3.4; it is then of immediate consequence that
Qω ∈ H2 for any ω = (ω1, ω2) ∈ W2p .
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2. From this fact, along with the estimate given by (3.4), the value
of ‖Qω‖2H2 for a fixed ω ∈ W2p may be calculated:
‖Qω‖2H2 =
2∑
i=1
∥∥∥∥12R(T, ·)ω˜i(T )−
∫ T
0
ω˜i(t) R(dt, ·)
∥∥∥∥2
H
=
2∑
i=1
1
4
∥∥∥∥R(T, ·)ω˜i(T )∥∥∥∥2
H
+
∥∥∥∥ ∫ T
0
ω˜i(t) R(dt, ·)
∥∥∥∥2
H
−
〈
R(T, ·)ω˜i(T ),
∫ T
0
ω˜i(T ) R(dt, ·)
〉
H
=
2∑
i=1
T 2H |ω˜i(T )|2
4
+
∥∥∥∥ ∫ T
0
ω˜i(t) R(dt, ·)
∥∥∥∥2
H
− ω˜i(T )
∫ T
0
ω˜i(t) R(dt, T )
≤
2∑
i=1
T 2H |ω˜i(T )|2
4
+
∣∣∣∣∫
[0,T ]2
(
ω˜i ⊗ ω˜i) (s, t) dR(s, t)∣∣∣∣
+
∣∣∣∣∫ T
0
ω˜i(T )ω˜i(t) R(dt, T )
∣∣∣∣
≤
2∑
i=1
‖ω˜i‖2p
(
T 2H
4
+ ‖R‖(2D)r + ‖R(T, ·)‖r
)
≤
(
T 2H
4
+ 2‖R‖(2D)r
)
‖ω‖2p,
which is finite by Proposition 3.1.

Let us denote by QB the random variable taking values in H2:
QB :=
1
2
R(T, ·)B˜T −
∫ T
0
B˜t R(dt, ·),
where B˜ := (B2,−B1).
We are now in a position to calculate the derivative of the process
YT . To begin with, for i = 1, 2 let us denote by R
i
t the linear operator
on H2 with action given by
Rith = 〈R(t, ·)ei, h〉ei = hi(t)ei,
SMOOTHNESS OF DENSITY FOR AREA OF FBM 15
where {e1, e2} is the standard basis of R2. It is immediate that DB =
R1T +R
2
T .
Proposition 3.7. The process YT has a derivative, DYT , taking values
in the space of linear operators from H2 into R3 , with action given by
DYTh =
(
R1Th+R
2
Th, 〈QB, h〉H2
)
a.s.
Proof. Recall that YT = (BT , AT ), where AT was defined as the almost
sure limit of processes given by (1.1). We have that YT is continuously
H2-differentiable by [6, Proposition 3], and Corollaries 16 and 20 of [7]
imply that E |(Ym)T − YT |2 → 0 as m → ∞. We claim that DATh =
〈QB, h〉; to prove this, it suffices to show that
(3.6) E
∥∥∥〈QB, ·〉 −D(1
2
q(Bm, Bm)
)∥∥∥2
(H2)∗
m→∞−→ 0.
Recall that the process Bm was defined as the dyadic linear approxi-
mator to our fractional Brownian motion B; similarly, we will denote
by Rm(u, v) the m-th dyadic approximation of the kernel R ∈ H in the
first variable; i.e.,
Rm(u, v) := πm(R(·, v)
)
(u).
Since B(T ) · B˜(T ) = 0, it follows from (3.2) that
q(Bm, Bm) =
∫ T
0
(Bm)t · d(B˜m)t
=
1
2
2m∑
k=0
(
Bti +Bti−1
)
·
(
B˜ti − B˜ti−1
)
.
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By the product rule (see Proposition 1.2.3 of [18], for example),
Dq(Bm, Bm)h =
1
2
2m∑
k=0
[(
h(ti) + h(ti−1)
)
·
(
B˜ti − B˜ti−1
)
+
(
Bti +Bti−1
)
·
(
h˜(ti)− h˜(ti−1)
)]
=
∫ T
0
hm(t) · d(B˜m)t +
∫ T
0
(Bm)t · dh˜m(t)
= h(T ) · B˜T − 2
∫ T
0
(B˜m)t · dhm(t).
=
〈
R(T, ·)B˜T − 2
∫ T
0
(B˜m)t Rm(dt, ·), h
〉
H2
.
Since ‖〈h, ·〉‖H∗ = ‖h‖H for any Hilbert space H, we can use the above
calculations to rewrite the left side of (3.6) as
E
∥∥∥∥QB −(12R(T, ·)B˜T −
∫ T
0
(B˜m)t Rm(dt, ·)
)∥∥∥∥2
H2
= E
∥∥∥∥∫ T
0
B˜t R(dt, ·)−
∫ T
0
(B˜m)t Rm(dt, ·)
∥∥∥∥2
H2
.
Hence, to prove the claim is it required for us to show that
(3.7) E
∥∥∥∥∫ T
0
BitR(dt, ·)−
∫ T
0
(Bim)tRm(dt, ·)
∥∥∥∥2
H
m→∞−→ 0.
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We note that for any h ∈ H,
lim
m→∞
〈∫ T
0
(Bm)t Rm(dt, ·), h
〉
H
=
1
2
[
lim
m→∞
2m∑
k=0
(
(Bm)tk + (Bm)tk−1
)(
h(tk)− h(tk−1)
)]
=
1
2
[
lim
m→∞
2m∑
k=0
(Bm)tk
(
h(tk)− h(tk−1)
)
+ (Bm)tk−1
(
h(tk)− h(tk−1)
)]
=
1
2
[
2
∫ T
0
Bt dh(t)
]
=
〈∫ T
0
Bt R(dt, ·), h
〉
H
and so
∫ T
0
(Bm)t Rm(dt, ·) converges pointwise in H to
∫ T
0
Bt R(dt, ·).
Applying Proposition 3.4, along with Theorem 2.1, we may conclude
that there exists a constant C for which∥∥∥∥∫ T
0
Bt R(dt, ·)
∥∥∥∥2
H
≤ C‖B‖2p‖R‖(2D)r ,∥∥∥∥∫ T
0
(Bm)t Rm(dt, ·)
∥∥∥∥2
H
≤ C‖B‖2p‖R‖(2D)r ,
with the second inequality being independent of m. Hence, we may use
Fernique’s Theorem (Theorem 2.6 of [8]) to conclude that
(3.8)
∥∥∥∥∫ T
0
Bt R(dt, ·)−
∫ T
0
(Bm)t Rm(dt, ·)
∥∥∥∥2
H
≤ C‖B‖2p <∞.
Hence, we may apply Dominated Convergence to conclude that (3.7)
holds, as desired.

Remark 3.8. In fact, we have shown something slightly stronger in
the above proof. By changing the exponent on the left-hand side of
(3.8), we may conclude that ‖D(Ym)T −DYT‖(H2)∗ , converges to zero
in all Lj , j ≥ 1. By applying the triangle inequality, we also find that
‖DYT‖(H2)∗ ∈ L∞−.
Proposition 3.9. The random variable YT is in D
∞.
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Proof. Corollaries 16 and 20 of [7] implies that E[|AT |2] <∞, and that
AT = L
2 − lim
m→∞
(Am)T . Hence, AT is in the second-order Itoˆ chaos; it
follows from hypercontractivity (pp. 61-63 of [18], for example), that
E[|AT |j] < ∞ for all 1 ≤ j < ∞. Combining this with the above
remark, we find that
‖YT‖j1,j = E[|YT |j] + E
[
‖DYT‖j(H2)∗
]
≤ E[|BT |j] + E[|AT |j] + E
[
‖DYT‖j(H2)∗
]
<∞.

3.2. (det γ)−1 ∈ L∞−(W2,P). We begin by recording some more gen-
eral results, which will be useful in proving integrability of (det γ)−j .
Lemma 3.10. Suppose that X is a non-negative random variable such
that, for each j ≥ 1, there exists a constant Cj > 0 for which
E
[
e−sX
] ≤ Cjs−j ∀ s ≥ 1.
Then X−1 ∈ L∞−.
Proof. Fix j ≥ 1. We note that for any k ≥ 0,∫ ∞
0
sj−1e−ks ds = k−jΓ(j),
where Γ denotes the standard Gamma function. By letting k = X , we
find that
E[X−j ] =
1
Γ(j)
E
[∫ ∞
0
sj−1e−sX ds
]
=
1
Γ(j)
∫ ∞
0
sj−1E
[
e−sX
]
ds.
Using the assumption given, we can see that this quantity is clearly
finite. 
Theorem 3.11 (see Melcher [16, pp.26-27]). Let (W,B,P) be a Gauss-
ian measure space with associated Cameron-Martin space H, and sup-
pose Φ :W×W → R is a bounded non-negative quadratic form. Then
the operator Φˆ : H → H given by
Φ(h, k) = 〈Φˆh, k〉H
is trace-class. In addition, if Φˆ is not a finite rank operator, then
Φ−1 ∈ L∞−(W,P).
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Proof. By Theorem 5.3.32 of [22], we have that for a set of independent,
identically distributed standard normal random variables {ξn}∞n=1, the
series BN :=
∑N
n=1 ξnhn converges inW to B P-a.s. and in all Lj , j ≥ 1
as N →∞, and
Law
(
∞∑
n=1
ξnhn
)
= P.
In particular, the fact that E‖BN − B‖2W → 0 implies that
E|Φ(BN , BN)| → E|Φ(B,B)|,
and Fernique’s theorem allows us to conclude that
∞∑
n=1
〈
Φˆhn, hn
〉
= lim
N→∞
N∑
n=1
Φ(hn, hn)
= lim
N→∞
E
[
Φ(BN , BN)
]
= E[Φ(B)] ≤ CE[‖B‖2W ] <∞.
Thus, Φˆ is trace-class.
Suppose that Φˆ is not finite rank. Since Φˆ is compact, there exists an
orthonormal basis {hn}∞n=1 ⊂ H for which Φˆhn = λnhn; our assumption
guarantees that #{n : λn > 0} = ∞. Using this, it is easy to check
that
Φ(BN , BN) =
〈
ΦˆBN , BN
〉
H
=
N∑
n=1
λnξ
2
n
and so
Φ(B,B) = lim
N→∞
N∑
n=1
λnξ
2
n.
We will let KN := #{1 ≤ n ≤ N : λn > 0}; it is clear that KN N→∞−→ ∞.
Therefore, for each fixed N and positive s,
E [exp (−sΦ (B,B))] = E
[
exp
(
−s lim
N→∞
N∑
n=1
λnξ
2
n
)]
≤ E
[
exp
(
−s
N∑
n=1
λnξ
2
n
)]
=
N∏
n=1
(
1
2λns+ 1
) 1
2
≤ CNs−
KN
2 .
Applying Lemma 3.10 finishes the proof. 
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In order to apply Theorem 3.11, we will explicitly calculate a formula
for the determinant of the Malliavin covariance matrix associated to
Y .
Lemma 3.12. Given any a 6= 0, C ∈ Mm,n(R), and D ∈ Mn(R), one
has that
det
[
aIm C
Ctr D
]
= am
(
det(D − a−1CtrC)) ,
where Ctr is the transpose of C.
Proof. This claim follows immediately when one writes[
aIm C
Ctr D
]
=
[
aIm 0
Ctr In
] [
Im a
−1C
0 D − a−1CtrC
]
.

Proposition 3.13. Define the map γ :W2p →M3(R) in the following
manner:
γ(ω) :=
[
T 2HI2 (Qω) (T )
[(Qω(T ))]tr ‖Qω‖2H2
]
Also, define the quadratic form Φ on W2p as follows:
Φ(ω) = T 4H‖Qω‖2H2 − T 2H |Qω(T )|2.
Then
(1) DYT (DYT )
∗ = γ a.s.
(2) Φ = det γ.
Proof. 1. We begin by calculating the adjoint operator (DY )∗.
Recall that Rith = h
i(t)ei. For a fixed λ = (λ
1, λ2) ∈ R2,
h ∈ H2, and i = 1, 2,〈
(RiT )
∗λ, h
〉
H2
= λ · hi(T )ei
= λihi(T ) =
〈
λiR(T, ·)ei, h
〉
H2
.
Thus, one has that
RiT (R
j
T )
∗λ = RiTλ
jR(T, ·)ej = δijT 2Hλj.
Suppose x ∈ R3.
〈(DYT )∗x, k〉 = x ·DYTk
= x · (k(T ), 〈QB, k〉)
= (x1, x2) · k(T ) + x3(〈QB, k〉)
= 〈(R1T )∗(x1, x2) + (R2T )∗(x1, x2) + x3QB, k〉
= 〈x1R(T, ·)e1 + x2R(T, ·)e2 + x3QB, k〉.
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Using this, we may now verify the claim:
DYT (DYT )
∗x = DYT
(
x1R(T, ·)e1 + x2R(T, ·)e2 + x3QB
)
= DYT (x
1R(T, ·)e1) +DYT (x2R(T, ·)e2) +DYT (x3QB)
= (T 2Hx1, 0, 〈QB, x1R(T, ·)e1〉)
+ (0, T 2Hx2, 〈QB, x2R(T, ·)e2〉)
+ (x3QB1(T ), x3QB2(T ), 〈QB, x3QB〉)
=
[
T 2HI2 QB(T )
(QB(T ))tr ‖QB‖2H2
]
x.
2. This follows immediately from Lemma 3.12.

Lemma 3.14. The quadratic form Φ is positive semidefinite and has
a trivial nullspace.
Proof. The Cauchy-Schwarz inequality allows us to see that
|(Qω)i(T )|2 = |〈R(T, ·), (Qω)i〉H|2 ≤ ‖R(T, ·)‖2H‖(Qω)i‖2H = T 2H‖(Qω)i‖2H.
Hence, Φ is non-negative and Φ = 0 if and only if Qω = cR(T, ·) for
some constant vector c ∈ R2. By the definition of Q, it would then
follow that
0 =
∫ T
0
(ω˜(t)− ω˜(T ) + c) R(dt, ·)
which implies by Proposition 3.4 that
0 =
∫ T
0
(ω˜(t)− ω˜(T ) + c) · dh(t) (∀h ∈ H2) .
As a result of Lemma 31 of [9], one has that C∞c (0, T ) ⊂ H. Hence,
we can conclude that (ω˜(t) − ω˜(T )) + c is constant on [0, T ], which
implies that ω˜(t) is constant as well. Thus ω(t) = ω(0) = 0 for all
t ∈ [0, T ]. 
Corollary 3.15. (Φ)−1 ∈ L∞−(W2p ,P).
Proof. Combining Lemma 3.14 and Theorem 3.11 gives us the desired
result. 
4. Appendix
4.1. Two-Dimensional r-Variation for Covariance of Fractional
Brownian Motion. Fix 0 < H < 1/2 and T > 0. We will, as
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usual, denote by R : [0, T ]2 −→ R the covariance function for fractional
Brownian motion with Hurst parameter H on [0, T ]; that is,
E[BHs B
H
t ] = R(s, t) :=
1
2
[
s2H + t2H − |t− s|2H] .
To this covariance function, we may associate a finitely addivite signed
measure µR on the algebra generated by rectangles of the form
{(a, b]× (c, d] ⊂ (0, T ]2} such that
µR((a, b]× (c, d]) = R(b, d)− R(a, d)−R(b, c) +R(a, c)
=
1
2
(|d− a|2H + |c− b|2H − |d− b|2H − |c− a|2H) .
It is easy to check the covariance of the process increments BHb − BHa
and BHd −BHc is given by the µR-measure of the rectangle (a, b]× (c, d],
or
E[(BHd −BHc )(BHb − BHa )] = µR((a, b]× (c, d]).
Lemma 4.1. Suppose 0 ≤ a < b < c < d ≤ T . Then the process
increments BHd − BHc and BHb − BHa are negatively correlated; i.e.,
µR ((a, b]× (c, d]) < 0.
Proof. We begin by noting that the following relations hold:
(1) (d− a) + (c− b) = (d− b) + (c− a).
(2) (d− a) > [(d− b) ∨ (c− a)] := max [(d− b), (c− a)].
(3) (c− b) < [(d− b) ∧ (c− a)] := min [(d− b), (c− a)].
Let f(α, β) = α2H + β2H . Then for any positive constant C, one can
check that on the region {(α, β) : α ≥ 0, β ≥ 0, α + β = C}, f has a
maximum at (C
2
, C
2
) and decreases as either α or β are increased. Thus,
f(d− a, c− b) < f(d− b, c− a), and the claim is proven. 
Throughout the sequel, we will make use of the fact that for H < 1
2
,
one has the inequalities
(x+ y)2H − x2H ≤ y2H
x
1
2H + y
1
2H ≤ (x+ y) 12H
for all x, y ≥ 0.
Lemma 4.2. Let µR be the measure defined above. Then for any in-
tervals (a, b], (c, d] ⊂ [0, T ], one has the bound
|µR((a, b]× (c, d])| ≤ (b− a)2H ∧ (d− c)2H .
Proof. We will need to consider three possible cases:
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(1) One interval is nested within the other,
(2) the intervals partially overlap, or
(3) the intervals are disjoint.
Case 1. a ≤ c < d ≤ b.
In this scenario, the claimed upper bound is clearly (d − c)2H . Using
this, we have that
|µR((a, b]× (c, d])| = 1
2
∣∣(d− a)2H + (b− c)2H − (b− d)2H − (c− a)2H ∣∣
≤ 1
2
(
(d− a)2H − (c− a)2H)
+
1
2
(
(b− c)2H − (b− d)2H)
≤ (d− c)2H .
Case 2. a < c ≤ b < d.
In this case, we know that
|µR((a, b]× (c, d])| = 1
2
∣∣(d− a)2H + (b− c)2H − (d− b)2H − (c− a)2H ∣∣
≤ 1
2
(
(d− a)2H − (d− b)2H)
+
1
2
∣∣(b− c)2H − (c− a)2H ∣∣
≤ 1
2
(b− a)2H + 1
2
(
(b− c)2H ∨ (c− a)2H)
≤ (b− a)2H .
In a similar manner,
|µR((a, b]× (c, d])| = 1
2
∣∣(d− a)2H + (b− c)2H − (d− b)2H − (c− a)2H ∣∣
≤ 1
2
(
(d− a)2H − (c− a)2H)
+
1
2
∣∣(b− c)2H − (d− b)2H ∣∣
≤ 1
2
(d− c)2H + 1
2
(
(b− c)2H ∨ (d− b)2H)
≤ (d− c)2H .
Case 3. a < b ≤ c < d.
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Here, we will use the concavity inequality twice to generate the de-
sired bound. Firstly, we calculate that
|µR((a, b]× (c, d])| = 1
2
∣∣(d− a)2H + (c− b)2H − (d− b)2H − (c− a)2H ∣∣
≤ 1
2
(
(d− a)2H − (c− a)2H)
+
1
2
(
(d− b)2H − (c− b)2H)
≤ (d− c)2H .
In much the same manner, we find that
|µR((a, b]× (c, d])| = 1
2
∣∣(d− a)2H + (c− b)2H − (d− b)2H − (c− a)2H ∣∣
≤ 1
2
(
(d− a)2H − (d− b)2H)
+
1
2
(
(c− a)2H − (c− b)2H)
≤ (b− a)2H .

Theorem 4.3. Let r := 1
2H
> 1. Then the function R has finite two-
dimensional r-variation over [0, T ]2; more specifically,
‖R‖(2D)r ≤ (5T )2H .
Proof. Let
Π := {s0 := 0 < s1 < . . . < sM := T},
Ψ := {t0 := 0 < t1 < . . . < tN := T}
be two partitions of [0, T ]. Fix a j ∈ {1, . . . , T}. We will let A be the
unique integer such that sA−1 ≤ tj−1 < sA, and L ≥ A will denote the
unique integer for which sL−1 < tj ≤ sL.
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s=t
tj-1
tj
sA sL T
Figure 1. An example partition in s for a fixed strip
tj−1 < t ≤ tj.
As usual, we define
∆ijR := µR ((si−1, si]× (tj−1, tj ]) .
Then
M∑
i=1
|∆ijR|r ≤
A−1∑
i=1
|∆ijR|r + |∆AjR|r(4.1)
+
L−1∑
i=A+1
|∆ijR|r + |∆LjR|r +
M∑
i=L+1
|∆ijR|r .
It follows from Lemma 4.2 that
(4.2) |∆AjR|r ≤ (tj − tj−1), |∆LjR|r ≤ (tj − tj−1).
Lemma 4.2 also implies that |∆ijR|r ≤ (si − si−1); hence, we may use
telescoping to bound the third term:
(4.3)
L−1∑
i=A+1
|∆ijR|r ≤
L−1∑
i=A+1
(si − si−1) = (sL−1 − sA) ≤ (tj − tj−1).
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Let us now focus on the first and last terms of Equation (4.1). Note
that on each of these sums, Lemma 4.1 implies that ∆ijR < 0. We
may use this fact along with Lemma 4.2 to see that
A−1∑
i=1
|∆ijR|r +
M∑
i=L+1
|∆ijR|r
≤
(
A−1∑
i=1
|∆ijR|
)r
+
(
M∑
i=L+1
|∆ijR|
)r
=
∣∣∣∣∣
A−1∑
i=1
∆ijR
∣∣∣∣∣
r
+
∣∣∣∣∣
M∑
i=L+1
∆ijR
∣∣∣∣∣
r
= |µR ((0, sA−1]× (tj−1, tj ])|r
+ |µR ((sL, T ]× (tj−1, tj ])|r
≤ 2(tj − tj−1).(4.4)
Combining Equations (4.1)–(4.4) allows us to conclude that
M∑
i=1
|∆ijR|r ≤ 5(tj − tj−1).
Hence,
N∑
j=1
M∑
i=1
|∆ijR|r ≤
N∑
j=1
5(tj − tj−1) = 5T.
This completes the proof, since the two-dimensional r-variation of R is
given as
‖R‖(2D)r =
(
sup
Π,Ψ∈P[0,T ]
∑
Π
∑
Ψ
|∆ijR|r
) 1
r
≤ (5T )2H .

4.2. Restriction of Gaussian Measures. At first blush, it may seem
natural to have our process B have the classical Wiener space W2 :=
C([0, T ],R2) as its sample space. However, doing so is not ideal, since
many of the operators we will be considering are only defined on smaller
spaces, such as the p-variation spaces.
We begin with a general result regarding σ-algebras.
Lemma 4.4. Let X be any real separable Banach space and L be any
Then ‖·‖X is σ (L) – measurable if and only if BX = σ (L) .
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Proof. It it easy to see that, in any case, σ(L) ⊂ BX . Also, since ‖·‖X
is continuous it is always Borel measurable; therefore, if BX = σ (L)
then ‖·‖X is clearly σ (L) – measurable.
Suppose that ‖·‖X is σ (L) – measurable; then for each x0 ∈ σ (L),
‖· − x0‖X is also σ (L) – measurable, and x → x − x0 is σ (L) /σ (L)
– measurable. From this observation, it follows that σ (L) contains all
balls in X. Since X is separable, every open subset of X may be written
as a countable union of open balls. It follows, then, that σ (L) contains
all open subsets of X and therefore that BX ⊂ σ(L). 
Theorem 4.5. Suppose (X,B = BX , µ) is a Gaussian probability space,
and X˜ is a linear subspace of X. Also let ‖ · ‖X˜ is a norm on X˜ such
that
(1) The space (X˜, ‖ · ‖X˜) is a separable Banach space,
(2) The embedding of X˜ into X is continuous,
(3) X˜ ∈ B and µ(X˜) = 1,
(4) B˜ := BX˜ = {A ∩ X˜ : A ∈ B}.
Then µ˜ := µ|X˜ is a Gaussian measure and (X˜, B˜, µ˜) is a Gaussian prob-
ability space. Furthermore, (X, µ) and (X˜, µ˜) share the same Cameron-
Martin space H.
Proof. Let Rπ/4 : X ×X → X ×X is the rotation map defined by
Rπ/4(x, y) =
(√
2
2
(x− y),
√
2
2
(x+ y)
)
;
then by the rotational invariance of Gaussian measures (see, for exam-
ple, Theorem 3.1.1 of [4]), proving the statement that µ˜ is Gaussian is
equivalent to proving that∫
X˜×X˜
f(x, y) dµ˜(x)dµ˜(y) =
∫
X˜×X˜
f ◦Rπ/4(x, y) dµ˜(x)dµ˜(y)
for any bounded B˜×B˜-measurable function f . Let f be such a function;
since X˜ is of full µ measure, we may extend f to an B×B-measurable
function (which we shall also refer to as f) such that
∫
X˜×X˜
fdµdµ =∫
X×X
fdµdµ (this extension may be done by setting a function equal
to f on X˜ × X˜ and equal to zero on the complement, for example).
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Then it follows that∫
X˜×X˜
f(x, y) dµ˜(x)dµ˜(y) =
∫
X˜×X˜
f(x, y) dµ(x)dµ(y)
=
∫
X×X
f(x, y) dµ(x)dµ(y)
=
∫
X×X
f ◦Rπ/4(x, y) dµ(x)dµ(y)
=
∫
X˜×X˜
f ◦Rπ/4(x, y) dµ(x)dµ(y)
=
∫
X˜×X˜
f ◦Rπ/4(x, y) dµ˜(x)dµ˜(y).
This proves the first assertion.
To see the equivalence of Cameron-Martin spaces, we recall that
J : L2(X, µ)→ X , defined by
Jf :=
∫
X
xf(x) dµ(x),
maps onto H. Again, by virtue of µ being fully supported on X˜ , we
may extend any element of L2(X˜, µ˜) to an element of L2(X, µ); thus it
is easy to see that J(L2(X˜, µ˜)) = J(L2(X, µ)) = H, as desired. 
Remark 4.6. An alternate proof of the equivalence of Cameron-Martin
spaces may be found in Proposition 2.8 of [8].
Let us now focus on restricting the law of fractional Brownian motion
with Hurst parameter 1/3 < H < 1/2 to a variational space. The
standard Gaussian space on which fBm is realized is (W,B,P), where
W = {ω ∈ C([0, T ],R) : ω(0) = 0} and P = Law(BH). Pick 0 < ǫ << 1
and fix p := 1/H + ǫ. Let φt, 0 ≤ t ≤ T denote the evaluation map on
W; i.e., φt(x) = x(t) for any x ∈ W. Since
‖ · ‖W = sup
0≤t≤T
φt,
it follows that ‖ · ‖W is a σ({φt : 0 ≤ t ≤ T})-measurable function, and
by Lemma 4.4, it then follows that σ({φt : 0 ≤ t ≤ T}) = BW . Recall
that we have defined the p-variation norm on W by
‖x‖p = sup
Π∈P[0,T ]
(#Π)∑
i=1
|∆ix|p

1
p
.
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Recall that we have defined the space
Wp = {x ∈ C∞([0, T ],R) : x(0) = 0}‖·‖p.
By Corollary 5.35 and Proposition 5.38 of [9], this space is a separable
Banach space under the p-variation norm and contains all q-variation
paths starting at zero for any 1 ≤ q < p. Note that for x ∈ Wp,
Ho¨lder’s inequality implies that for any t ∈ [0, T ],
|x(t)| = |x(t)− x(0)|
≤ |x(t)− x(0)|+ |x(T )− x(0)|
≤ 2 p−1p (|x(t)− x(0)|p + |x(T )− x(0)|p) 1p
≤ 2 p−1p ‖x‖p,
from which it follows that ‖x‖W ≤ ‖x‖p, and so the embedding of Wp0
into W is continuous. Observe that we may rewrite the p-variation
norm as
‖ · ‖p = sup
Π∈P[0,T ]
(#Π)∑
i=1
|φti − φti−1 |p

1
p
.
Thus, ‖ · ‖p is σ({φt|Wp : 0 ≤ t ≤ T})-measurable, which implies that
σ(L) = BWp . Furthermore, by Theorem 5.33 of [9], we know that the
space Wp is equivalent tox ∈ Wp : limδ→0 supΠ∈P[0,T ]:|Π|<δ
#(Π)∑
i=1
|x(ti)− x(ti−1)|p = 0

If we now define
αp(x) := lim
n→∞
sup
Π∈P[0,T ]∩N:|Π|< 1
n
#(Π)∑
i=1
|x(ti)− x(ti−1)|p,
then it follows that αp is a σ({φt|Wp : 0 ≤ t ≤ T})-measurable function,
and that
Wp =Wp ∩ {αp = 0} ∈ BW .
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Additionally, we may now use Lemma 4.4 to conclude that
BWp = σ({φt|Wp : 0 ≤ t ≤ T})
= {A ∩Wp : A ∈ σ({φt|W : 0 ≤ t ≤ T})}
= {A ∩Wp : A ∈ BW}.
Finally, we note that since the paths t 7→ BHt are a.s. Ho¨lder continuous
of order β := H
(
1 + ǫH
2
)−1
< H , each such path has finite q-variation
for q = 1
β
= 1
H
+ ǫ
2
. So by Corollary 5.35 of [9], P(Wp) ≥ P(Wq) = 1.
Thus, we may appeal to Theorem 4.5 to conclude that (Wp,BWp ,P|Wp)
is also a Gaussian probability space, and that the associated Cameron-
Martin space H coincides with the usual Cameron-Martin space corre-
sponding to P on W.
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