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I. INTRODUCTION
HE ATLAS experiment a t the Large Hadron Collider at CERN is expected to start taking data in 2007. The experiment is described in another article in these proceedings [1] . In this article we first introduce the experiment's Trigger and Data Acquisition system (TDAQ). We then present the Combined Test Beam and we discuss the integration of various components of the ATLAS detector, Trigger and DAQ that was achieved during the CTB.
II. THE ATLAS TRIGGER AND DATA ACQUISITION
The ATLAS Trigger and Data Acquisition System is described in detail in [2] . The Trigger has the challenging task of reducing the event rate by a factor of about 200'000 while conserving maximum possible acceptance of the interesting physics events. The input event rate is equal to the bunch crossing rate of the LHC machine, which is 40 MHz. At this rate the event data is stored in the pipelines of the front-end readout electronics of all the detectors. While the data is in the pipelines the First Level Trigger (LVL1) rejects or accepts events with a fixed latency of 2.2 s. The LVL1 decision is based on calorimeter information (local or global sums of energy in the electromagnetic or hadronic calorimeters), or on the information from special trigger chambers of the muon system. The LVL1 system of ATLAS is implemented in hardware, using custom-built electronics. The maximum accept rate of the LVL1 system is 75 kHz, with an upgrade T 0-7803-9183-7/05/$20.00 ©2005 IEEE.
possibility to 100 kHz. Data of events accepted by the LVL1 is sent from the frontend electronics of the detectors into the off-detector electronics, the Readout Drivers (ROD). From the RODs, which are detector-specific, the data is sent into Readout Buffers (ROB), which are custom-built cards mounted in PCs of the DAQ system. All ROBs are identical. From this point onwards the data stays in the realm of Linux PCs connected with Ethernet network. While the data is in the ROBs the Second Level Trigger (LVL2), which will be implemented using event selection algorithms running on PCs, accepts or rejects the events with an average latency of around 10 ms. The LVL2 selection is guided by the regions of interest, which are defined by the LVL1 decision. The LVL2 can reject a large part of unwanted events that trigger at LVL1 accessing the data from a small fraction of the ROBs, of the order of 1 to 2% on average. An event selection algorithm has the freedom to define which ROBs it needs to access to make the decision. The maximum output rate of the LVL2 is about 3 kHz. Events accepted by the LVL2 are built, i.e. the data from all ROBs is assembled together. The complete events are sent to the third level of event selection done in the Event Filter. The Event Filter will be a large farm of PCs where an event can take on average around one second of CPU time to be processed. After this final step of online selection the event rate is reduced to around 200 Hz and the data is stored for offline processing.
III. COMBINED TEST BEAM OF ATLAS IN 2004
The ATLAS collaboration has organized beam tests of detector prototypes in one beam line, located in the North Area at CERN Prevessin, for several years. During many of the tests detectors were operated in combined setups. The CTB of 2004 went much beyond that. The objective was to integrate all the ATLAS detectors, as well as all the components of the Trigger and DAQ, in one working system taking data in the beam. The exercise had several objectives:
-exercise the integration of all the systems, -gain experience with their combined operation, -study detector response to different particles, -try particle identification by combining information from different detectors, -validate the simulation, -develop and test components of the offline analysis software. In order to reach those objectives it was important that either the real ATLAS components of ATLAS or their final prototypes are used for most parts of the combined system.
IV. INTEGRATION OF SUBSYSTEMS WITH THE ATLAS DAQ
The DAQ system of ATLAS was used as the core component of the CTB setup. The gradual buildup of the setup was done by integrating other systems with the DAQ. This concerned all the detectors (and their detector-specific parts of the DAQ) as well as all the components of the Trigger system. The DAQ also provided all the necessary links to the Offline software, as discussed later in this section. The DAQ is (mostly) a software project providing applications that run on Linux PCs connected with Ethernet network. It consists of two major subsystems. 1. The Data Flow provides all the applications responsible for the movement of data. 2. The Online Software is providing Run Control, Configuration Database, Monitoring and an Interactive Graphical User Interface (IGUI). The services are used by the Data Flow as well as by the detector-specific DAQ and by the Trigger. In the following we discuss the integration of the DAQ with other parts of the CTB setup. A schematic diagram of the combined setup is shown in Figure 1 .
A. Integration of detectors with the DAQ
The integration of a detector with the DAQ system happens at the level of a Readout Driver (ROD) Crate. RODs are detector-specific VME modules that control the detector frontend readout electronics. The RODs also receive detector data. Each ROD crate has a controller, which is a single board computer running Linux. On the controller one can run ROD Crate DAQ software. This software is built on a common skeleton provided by the DAQ and contains "plugins" that are detector-specific. ROD Crate DAQ assures integration with the Run Control of the DAQ (i.e. an appropriate response to commands coming from the central DAQ console, such as 'start run'). The ROD Crate DAQ also takes care of detectorspecific configuration and monitoring. For monitoring and other diagnostic purposes the ROD Crate DAQ may send detector data to an Ethernet network connected to the crate controller. However during normal running the data is sent directly from the ROD modules, via dedicated readout links, to Readout Buffers mounted in Readout System PCs (ROS). The ROS PCs are physically connected to particular ROD modules, but they are otherwise not detector-specific. They belong to the common DAQ. A detector is integrated with the DAQ when the ROD Crate DAQ responds to the Run Control commands and the event data flows into the corresponding ROS. In beam test this was done for nine different subdetectors of ATLAS: three subsystems of the Inner Tracker, two calorimeters and four types of muon chambers.
B. Integration of the First Level Trigger with the DAQ
The First Level Trigger has three major parts: the calorimeter LVL1, the muon LVL1 and the Central Trigger Processor (CTP). From the DAQ point of view the integration with the LVL1 system resembles what is done to integrate detectors. The steps as described above need to be accomplished for the three parts. In addition the decision of the LVL1 can be used to trigger all the detectors participating in the beam test. In the Combined Beam Test the full chain was assembled and tested:
-information from real detectors was used to drive the logic of the calorimeter LVL1 and of the muon LVL1,
-information from calorimeter and muon LVL1 subsystems was transferred to the Central Trigger Processor, -decision of the CTP was used to trigger up to nine other ATLAS detectors installed in the beam test. The full chain was tested with success. The results concerning the CTP are presented in [3] .
C. Integration of the High Level Trigger with the DAQ
-control of the processes, -passing of the Region of Interest information, -flow of event data to HLT processors, -integration of the algorithms. All the processes of the HLT were started using Online Software Run Control infrastructure and were controlled from the central run control IGUI. A custom hardware component named Region of Interest Builder, which is an interface between the LVL1 and the LVL2, was tested and integrated with the beam test setup. The flow of event data was assured by components of Data Flow software. For the LVL2 the application named Second Level Trigger Processing Unit (L2PU) fetched data from the Readout System PC holding ROB buffers. The Event Filter Dataflow process was receiving data from Sub-Farm Interface processes, which were doing event building including all the ROBs. Following the Event Filter decision the events were sent to another process, named Sub-Farm Output, which was saving the data for offline processing. The event selection algorithms, which are developed in ATLAS offline analysis framework ATHENA, were also integrated. In order to be part of LVL2 the algorithms need to run in the L2PU application. The libraries representing the code of the algorithms were linked with the L2PU and the code was executed on event data, coming in real time from the detectors in the test beam. For the Event Filter the technical mechanism of the integration is different. Separate processes named Processing Tasks (PT) are started on the Event Filter PCs. The Event Filter event selection algorithms are running as part of the PTs in the ATHENA environment. This way the Event Filter algorithms were also exposed to the data arriving in real time from all the ATLAS detectors in the beam. The information from all the detectors, ranging from silicon pixels of the Inner Tracker through calorimeters to the muon chambers, was present inside each event, made available to the algorithm code. The system was configured in such a way that not only the accepted events, but also the rejected ones were saved for further studies. A possibility of operating a remote Event Filter farm, located outside CERN, was studied in its data flow aspect using the CTB setup. An Event Filter process running in Cracow was receiving a fraction of events, containing detector data, in real time and was sending the data back (without processing it). Similar exercises with other remote Event Filter farms, located in Edmonton, Manchester and Copenhagen were also done during the CTB, although no real detector data was involved in those cases. The integration of the High Level Trigger including beam test results is described in more detail in [4] and the concept of remote Event Filter farms is presented in [5] .
D. Online monitoring of event data
The monitoring infrastructure of the DAQ enabled sampling of event data in all the applications through which the data is flowing, whether in the Data Flow domain or in the Trigger. The event data was then shipped to monitoring clients, where it was analyzed and where the monitoring plots were produced. Algorithms monitoring the quality of event data were also implemented in the Event Filter. The histograms could be displayed online, while the system was taking data, using monitoring clients. One development using the monitoring infrastructure, which was present in the CTB, is described in [6] .
E. Connection to offline data analysis
The event data was saved in sequences of disk files using the event format and the file format that will be used for ATLAS. The data was then moved to a mass storage system at CERN. The offline software of ATLAS was adapted to read the raw event data and to convert it to objects used for further processing and for the analysis. The non-event data, such as detector status and settings, was transferred to a prototype of the Conditions Database. The database was made accessible to the offline analysis algorithms running in ATHENA. Run book-keeping information, for instance beam energy or type of run, was saved in the Conditions Database as well. Subsequently the book-keeping information was moved to the ATLAS Metadata Interface (AMI). This database service is used to keep track of ATLAS data (until the CTB only simulated data) for processing by offline analysis software running on the GRID. The Combined Test Beam allowed an exercise of all the interfaces between the online and offline: mass storage of the event data, Conditions Database and the catalogue of data sets.
V. OPERATION OF DAQ IN THE COMBINED TEST BEAM
The integration of all the mentioned components into a fully functioning Combined Test Beam system was a gradual process. The detectors and the parts of the trigger were added to the system one after another. As the DAQ was used to integrate all the parts, it was essential that the DAQ itself was a reliable and dependable service. It needed to be available and working nearly every day throughout the CTB period, including preparations before the beam time. The DAQ in beam test was supported continuously, seven days a week and 24 hours a day, for about seven months. In order to cope with this demand, without overloading of the small group of core DAQ developers, the TDAQ Support Teams were organized. There were four teams, taking turns and supporting the CTB activities for two weeks at a time. In Figure 2 . Interactive Graphical User Interface of the ATLAS DAQ. The panel labeled "Segment and Resource Control" provides the possibility to enable or to disable parts of the system at different scales.
total 38 people were involved in the work of the Teams. The Teams have contributed to spreading of the knowledge about the DAQ in the larger TDAQ community, as well as in ATLAS in general. A few numbers can be given to illustrate the scale of the project. Up to 60 DAQ controllers were used to provide Run Control commands to all the software of the CTB setup. Up to 100 PCs were network-booted from the DAQ servers in the CTB setup. This number included ROD crate controllers, PCs used for Data Flow and Online Software applications, as well as prototypes of High Level Trigger event processing farms. This setup, although already large, represented only about 10% of the scale of ATLAS Data Flow and a much smaller fraction of the expected size of the HLT farms. However the CTB setup represented well the diversity of technologies and systems that will need to be operated together in ATLAS. The CTB exercise was complementary to TDAQ tests, in which two other types of problems are addressed: performance requirements on individual components and the "lateral-size" of the system (measured in numbers of identical components).
VI. BENEFITS OF THE CTB FOR FURTHER DEVELOPMENT
The data of the CTB is still being analyzed. The colleagues working on detectors profit from the data to study detector response and particle identification, to validate the simulation and to develop functionality that is missing in offline software. As those results are presented elsewhere, including at this conference in [1, 3, 4, 5, 6, 7, 8, 9] , we shall concentrate only on the benefits and lessons from the integration process itself. It is natural and expected that in many cases some missing or inadequate functionality was discovered. Such "lessons" are many. They usually need to be described at the level of technical detail that is beyond the scope of this brief article. We shall give here only one example, relevant to the DAQ Configuration Database, which is used by all the systems, including detectors and trigger. The experience of a smaller beam test setup in 2003 had showed that the configuration was lacking modularity. It was difficult to merge two working DAQ partitions into one combined partition. It was also impossible to disable a part of a system if one did not want to keep it included in a run. While this was not an issue for setups with one or two detector prototypes, it became very inconvenient for setups with several detectors. The problem was analyzed and a solution was implemented before the beam test of 2004. Changes were made in the Online Software as well as in the Data Flow software. In 2004 it was noted by many users that modularity of the system was much improved. It was easier to combine different systems. It was also possible to enable or to disable parts of the system directly in a panel of Online Software GUI, as shown in Figure 2 . Still some further refinements were required. They have been implemented after the CTB exercise. One should note that the need of a modular system, although very apparent when working with many detectors, did not manifest itself at all during numerous tests of the TDAQ system, even if done at larger scales than the CTB setup.
Without the CTB the issue would not have been discovered before the start of ATLAS commissioning runs combining many detectors. It would have been difficult, probably in fact impossible, to introduce the necessary changes at the stage of advanced commissioning of the experiment. The educational benefit of the CTB exercise also should not be underestimated. The members of ATLAS involved in the CTB have gained knowledge and experience that will be valuable during the approaching phase of the commissioning.
VII. CONCLUSIONS
The Combined Beam Test has given a unique opportunity to bring several subsystems of ATLAS, which are developed separately, into one working setup. The systems that were integrated can be listed as follows:
-ATLAS DAQ (Run Control, Configuration Database, Monitoring, Data Flow), -detector hardware including all electronics and the detector-specific part of the DAQ, -hardware and software of the First Level Trigger, -Second Level Trigger and Event Filter (algorithms, software infrastructure, hardware), -databases for detector conditions and for run bookkeeping, -offline data analysis software. Each item in the list breaks down into many components that need to be developed separately. Using them together has given valuable feedback for further development. The software and the hardware that was used were the latest prototypes for ATLAS and not special developments of the test beam. The DAQ has played the central role in the integration process by providing a reliable and well supported service during seven months.
