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Computational anatomy is an emerging discipline at the interface of geometry,
statistics and image analysis which aims at modeling and analyzing the biolog-
ical shape of tissues and organs. The goal is to estimate representative organ
anatomies across diseases, populations, species or ages, to model the organ de-
velopment across time (growth or aging), to establish their variability, and to
correlate this variability information with other functional, genetic or structural
information.
The Mathematical Foundations of Computational Anatomy (MFCA)
workshop aims at fostering the interactions between the mathematical com-
munity around shapes and the MICCAI community in view of computational
anatomy applications. It targets more particularly researchers investigating the
combination of statistical and geometrical aspects in the modeling of the vari-
ability of biological shapes. The workshop is a forum for the exchange of the
theoretical ideas and aims at being a source of inspiration for new method-
ological developments in computational anatomy. A special emphasis is put on
theoretical developments, applications and results being welcomed as illustra-
tions. Following the first edition of this workshop in 20061, the second edition
in New-York in 20082, the third edition in Toronto in 20113, the forth edition in
Nagoya Japan on September 22 20134, the fifth edition was held in Munich on
October 9 20155.
Contributions were solicited in Riemannian, sub-Riemannian and group the-
oretical methods, advanced statistics on deformations and shapes, metrics for
computational anatomy, statistics of surfaces, time-evolving geometric processes,
stratified spaces, optimal transport, approximation methods in statistical learn-
ing and related subjects. Among the submitted papers, 14 were selected and
organized in 4 oral sessions.
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Weighted Diffeomorphic Density Matching with
Applications to Thoracic Image Registration
Caleb Rottman1, Martin Bauer2, Klas Modin3, Sarang Joshi1
1 Department of Bioengineering, Scientific Computing and Imaging Institute,
University of Utah
2 Fakultät für Mathematik, Universität Wien
3 Department of Mathematical Sciences, Chalmers University of Technology and the
University of Gothenburg
Abstract. In this article we study the problem of thoracic image regis-
tration, in particular the estimation of complex anatomical deformations
associated with the breathing cycle. Using the intimate link between the
Riemannian geometry of the space of diffeomorphisms and the space of
densities, we develop an image registration framework that incorporates
both the fundamental law of conservation of mass as well as spatially
varying tissue compressibility properties. By exploiting the geometrical
structure, the resulting algorithm is computationally efficient, yet widely
general.
Keywords: density matching, image registration, Fisher-Rao metric,
thoracic image registration
1 Introduction
In this paper we consider the problem of tracking organs undergoing deformations
as a result of breathing in the thorax and imaged via computed tomography
(CT). This problem has wide scale medical applications, in particular radiation
therapy of the lung where accurate estimation of organ deformations during
treatment impacts dose calculation and treatment decisions [8, 12, 18, 22]. The
current state-of-the-art radiation treatment planning involves the acquisition
of a series of respiratory correlated CT (RCCT) images to build 4D (3 spatial
and 1 temporal) treatment planning data sets. Fundamental to the processing
and clinical use of these 4D data sets is the accurate estimation of registration
maps that characterize the motion of organs at risk as well as the target tumor
volumes.
The 3D image produced from X-ray CT is an image of linear attenuation
coefficients. The linear attenuation coefficient µ of a material is defined as
µ = αmρm, where αm is the mass attenuation coefficient of the material and ρm
is the mass density. The linear attenuation coefficient is proportional to the true
density and therefore exhibits conservation of mass.
Currently, the application of diffeomorphisms in medical image registration is
mostly limited to the L2 image action of the diffeomorphism group, which is not
2 Caleb Rottman et. al
a mass-preserving transformation. Furthermore, the diffeomorphisms estimated
from typical image registrations algorithms (such as LDDMM [5] or ANTS [1])
do not accurately model the varying compressibility of different tissues types. In
thoracic datasets, the lungs are highly compressible. Conversely, the bronchial
tubes and the tissue surrounding the lungs are incompressible. During inhale,
as air enters, the lung volume increases and the lung density decreases, while
during exhale lung volume decreases and the lung density increases. But in both
inhale and exhale, the lung mass is conserved.
In this paper we use a cone-beam CT dataset of a rat acquired at 11 time
points of an inhale-exhale breathing cycle. Figure 1 shows the mass, volume, and
density of the lungs of a rat at each time point of its breathing cycle, exemplifying
these properties.























































Fig. 1: Rat lung data: volume, density, and mass of the lungs during an inhale-
exhale breathing cycle. As the volume increases, the density decreases, but mass
is conserved.
Both of these effects can be clearly seen in the histograms of a full-inhale and
a full-exhale image, as shown in Figure 2.
In 2010, the EMPIRE10 [15] challenge compared registration algorithms
applied to intra-patient thoracic CT images. The winner of the competition used
an LDDMM method using normalized cross correlation metric [21]. This method
does not model conservation of mass or spatially varying tissue compressibility.
While others in this competition used the density action on these images [6,9], none
of these methods incorporate the spatially varying nature of tissue compressibility.
We present an image registration technique that incorporates conservation
of mass and organ compressibility. Instead of the L2 image action of diffeomor-
phisms, we use the physiologically appropriate density action. We also regularize
the diffeomorphism by using a space-varying penalty which allows for high com-
pressibility of the lung tissue while at the same time enforcing incompressibility
of high density structures such as bone. The algorithm is based on the intimate
link between the Riemannian geometry of the space of diffeomorphisms and the
space of densities [4,13,14]. The resulting algorithm also has the added advantage
that it is computationally efficient: orders of magnitude faster than existing
diffeomorphic image registration algorithms.
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Fig. 2: Histograms of a full-inhale and full-exhale image. Each histogram has
three peaks: the peak at 0 represents surrounding air, the middle peak represents
lung tissue, and the peak at 90 represents soft tissue. For the lung tissue, the
full inhale has higher volume but a lower image intensity than the full exhale,
therefore showing conservation of mass. For the soft tissue, the average intensity
does not change because it is incompressible. The slight drop in frequency of the
full inhale is due to soft tissue leaving the image boundary.
2 Mathematical Formulation
Mathematically, the problem is to find a diffeomorphic (bijective and smooth)
transformation between two densities on a subset Ω ⊂ R3. With a ‘density’
we mean a volume form on Ω, i.e., an element of the form I dx where dx =
dx1 ∧ dx2 ∧ dx3 is the standard volume element on R3 and I = I(x) is a non-
negative function on Ω. The space of all densities on Ω is denoted Dens(Ω). One
might, of course, identify I dx with its function I, and thereby think of Dens(Ω)
as the set of non-negative functions on Ω. However, the invariance properties
and geometry of the problem are remarkably more transparent when viewing
Dens(M) as a space of volume forms.
The group of diffeomorphisms Diff(Ω) acts from the right on Dens(Ω) by
pullback: the action of ϕ ∈ Diff(Ω) on I dx ∈ Dens(Ω) is given by
(ϕ, I dx) 7→ ϕ∗(I dx) = (|Dϕ| I ◦ ϕ) dx, (1)
where |Dϕ| denotes the Jacobian determinant of ϕ. The corresponding left action
is given by pushforward:
(ϕ, I dx) 7→ ϕ∗(I dx) = (ϕ−1)∗(I dx) =
(
|Dϕ−1| I ◦ ϕ−1
)
dx. (2)
The Riemannian geometry of the group of diffeomorphisms endowed with a
suitable Sobolev H1 metric is intimately linked to the Riemannian geometry of
the space densities with the Fisher–Rao metric. This has been developed and
extensively studied in [4, 13,14]: the basic observation is that there are Sobolev
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H1-metrics on the space of diffeomorphisms that descend to the Fisher–Rao
metric on the space of densities.
The distance associated with the Fisher–Rao metric is traditionally defined
between probability densities (densities of total mass 1) and is given by
















where µ0 and µ1 are probability densities. It naturally extends to the space of all
densities and the case when vol(Ω) =∞, for which it is given by









Notice that d2F (·, ·) in this case is the Hellinger distance. For details, see [4].
The Fisher–Rao metric is the unique Riemannian metric on the space of
probability densities that is invariant under the action of the diffeomorphism
group [2,3]. This invariance property extends to the induced distance function, so
d2F (I0 dx, I1 dx) = d
2


















Fig. 3: Illustration of the geometry associated with the density matching prob-
lem. The gradient flow on Diff(Ω) descends to a gradient flow on the orbit
Orb(f dx, I0 dx). While constrained to Orb(f dx, I0 dx) ⊂ Dens(Ω) × Dens(Ω),
this flow strives to minimize the product Fisher-Rao distance to ((f ◦ϕ) dx, I1 dx).
Motivated by the aforementioned properties, we develop a weighted diffeo-
morphic matching algorithm for matching two density images. The algorithm
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is based on the Sobolev H1 gradient flow on the space of diffeomorphisms that
minimizes the energy functional
E(ϕ) = d2F (ϕ∗(f dx), (f ◦ ϕ−1)dx) + d2F (ϕ∗(I0 dx), I1 dx)). (6)
This energy functional is only a slight modification of the energy functional studied
in [4]. Indeed, if f in the above equation is a constant σ > 0, then (6) reduces to
the energy functional of Bauer, Joshi, and Modin [4, §5.1]. Moreover, the geometry
described in [4, § 5.3] is valid also for the functional (6), and, consequently, the
algorithm developed in [4, § 5.2] can be used also for minimizing (6). There the
authors view the energy functional as a constrained minimization problem on
the product space Dens(Ω)×Dens(Ω) equipped with the product distance, cf.
Fig 3 and [4, § 5] for details on the resulting geometric picture. Related work
on diffeomorphic density matching using the Fisher Rao metric can be found
in [19,20].
Using the invariance property of the Fisher-Rao metric and assuming infinite
volume, the main optimization problem associated with the energy functional (6)
is the following.




















The invariance of the Fisher-Rao distance can be seen with a simple change
















To better understand the energy functional E(ϕ) we consider the two terms
separately. The first term E1(ϕ) is a regularity measure for the transformation.
It penalizes the deviation of the diffeomorphism ϕ from being volume preserving.
The density f dx acts as a weighting on the domain Ω. That is, change of volume
(compression and expansion of the transformation ϕ) is penalized more in regions
of Ω where f is large. The second term E2(ϕ) penalizes dissimilarity between
I0 dx and ϕ
∗(I1 dx). It is the Fisher–Rao distance between the initial density
I0 dx and the transformed target density ϕ
∗(I1 dx). Because of the invariance (5)
of the Fisher–Rao metric, this is the same as the Fisher–Rao distance between
I1 dx and ϕ∗(I0 dx).
Solutions to problem (7) are not unique. To see this, let DiffI(Ω) denote the
space of all diffeomorphisms preserving the volume form I dx:
DiffI(Ω) = {ϕ ∈ Diff(Ω) | |Dϕ| (I ◦ ϕ) = I}. (9)
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If ϕ is a minimizer of E(·), then ψ ◦ ϕ for any
ψ ∈ Diff1,I0(Ω) := Diff1(Ω) ∩DiffI0(Ω) (10)
is also a minimizer. Notice that this space is not trivial. For example, any
diffeomorphism generated by a Nambu–Poisson vector field (see [16]), with I0 as
one of its Hamiltonians, will belong to it. A strategy to handle the degeneracy
was developed in [4, § 5]: the fact that the metric is descending with respect
to the H1 metric on Diff(Ω) can be used to ensure that the gradient flow is
infinitesimally optimal, i.e., always orthogonal to the null-space. We employ the
same strategy in this paper. The corresponding geometric picture can be seen in
Fig. 3.
3 Gradient Flow Algorithm Development
We now derive in detail the algorithm used to optimize the functional defined in
Equation 8. The H1-metric on the space of diffeomorphisms is defined using the
Hodge laplacian on vector fields and is given by:
GIϕ(U, V ) =
∫
Ω
〈−∆u, v〉dx . (11)
Due to its connections to information geometry we also refer to this metric as
information metric. Let∇GIE denote the gradient with respect to the information
metric defined above. Our approach to minimize the functional of (8) is to use a
simple Euler integration of the discretization of the gradient flow:
ϕ̇ = −∇GIE(ϕ) (12)
The resulting final algorithm (Algorithm 1) is order of magnitudes faster than
LDDMM, since we are not required to time integrate the geodesic equations, as
necessary in LDDMM [23].
In the following theorem we calculate the gradient of the energy functional:





















Remark 2. Notice that in the formula for ∇GIE we never need to compute ϕ,
so in practice we only compute ϕ−1. We update this directly via ϕ−1(y) 7→
ϕ−1(y + ε∇GIE) for some step size ε.
Proof. We first calculate the variation of the energy functional. Therefore let ϕs
be a family of diffeomorphisms parameterized by the real variable s, such that





ϕs = v ◦ ϕ. (14)
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|Dϕ|div(v) ◦ ϕ. (15)












|Dϕ(x)|div(v) ◦ ϕ(x)dx (16)
We do a change of variable x 7→ ϕ−1(y), dx 7→ |Dϕ−1(y)|dy, using the fact that



























using the fact that the adjoint of the divergence is the negative gradient. For the










I1 ◦ ϕ(x)|Dϕ(x)|dx is constant (conservation of mass), so we only need























I0(x)I1 ◦ ϕ(x)|Dϕ(x)|div(v) ◦ ϕ(x)dx. (21)

































































|Dϕ−1| I0 ◦ ϕ−1
)√
I1 (25)
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Since we are taking the Sobolev gradient of E, we apply the inverse Laplacian to
the right hand side of Equation 25 to solve for ∇GIE.
Algorithm 1 Final Algorithm
Choose ε > 0
Set ϕ−1 = id
Set |Dϕ−1| = 1
for iter = 1...NumIters do
Compute ϕ∗I0 = I0 ◦ ϕ−1|Dϕ−1|















Compute v = −∆−1(u)
Update ϕ−1 7→ ϕ−1(y + εv)
Update |Dϕ−1| 7→ |Dϕ−1| ◦ ϕ−1e−εdiv(v)
end for
Remark 3. Algorithm 1 constructs the mapping ϕ−1 by numerically integrating
the vector field v. Thus, for small enough ε, the computed transformation ϕ−1 is
a diffeomorphism (as is also the case in LDDMM).
4 Results
We applied the proposed method to the previously mentioned rat dataset. In
this dataset, an anesthetized rat was placed on a mechanical ventilator. This
ventilator sent 11 gate signals to the cone-beam CT per breathing cycle, assuring
that all projections would all be acquired at a consistent points of the breathing
cycle [11]. Previous literature has shown that cone-beam CT is inadequate in
estimating the true linear attenuating coefficient density [7], so we empirically
estimated the density as the square of the the original data.
For these results we estimated the deformation from the full-exhale to the
full-inhale image. The deformation was computed on the resolution of the original
3D volume (245× 189× 217); all the figures show the same 2D coronal slice of
this volume. Shown in Fig. 4 are the coronal sections of full exhale, the full exhale
deformed via the density action, and the corresponding image at full inhale and
the estimated deformation.
For the compressibility penalty f , we used a soft thresholding of the intensity
values of the initial image using the logistic function. High intensity regions of
the CT image (corresponding to bone and soft tissue) were given a high penalty
(f(x) = 10σ) and low intensity regions of the CT image (corresponding to air
and lungs) were given a low penalty (f(x) = .1σ) (see Figure 7)
We implemented the proposed algorithm and LDDMM on a single Titan-Z
GPU (using the PyCA software package [17] bitbucket.org/scicompanat/pyca )
for comparison. The difference images are pictured in Figure 5. The problem of
Weighted Diffeomorphic Density Matching 9
Iex ϕ∗(Iexdx) Iin ϕ
−1
Fig. 4: Density action results. This figure shows the lung image at the full exhale,
the full exhale deformed via the density action, and the corresponding image at


































|Iin − Iex| |Iin − ϕ∗(Iexdx)| |Iin − Iex ◦ ϕ−1| (LDDMM)
Fig. 5: Absolute value of image differences: The left panel shows the difference
between the original full exhale and the full inhale images. The center panel
shows the result after registration using the proposed method. The right image
shows the result using LDDMM with the L2 image action. In LDDMM, there is
significant error inside the lung due to the L2 action not preserving mass.
LDDMM using the L2 action can be seen in this image. The Jacobian determinants
are in Figure 6. The proposed method constrains the contraction and expansion
to inside the lung and outside the body. In this figure we also show the results of
using the density action with a constant penalty function (f(x) = σ.).
The proposed algorithm is significantly faster than LDDMM; it runs at 400
iterations per minute while LDDMM runs at 45 iterations per minute. We used
10 time steps to integrate the geodesic equations associated with the LDDMM
formulation. Since we are not required to integrate the geodesic equations in the
proposed algorithm, we have nearly a 10x speedup compared to LDDMM.





































f(x) = sig(I0(x)) f(x) = 1 LDDMM
Fig. 6: Jacobian determinants: On the left is the Jacobian determinant of the
transformation estimated by the proposed method. Notice that the volume change
is confined to inside the lungs and outside the body. In the center we use the
density action, but without a local-varying penalty (i.e. f(x) = σ). On the
right is the Jacobian determinant using LDDMM. Without the local-varying
penalty, there is contraction and expansion outside of the lungs. In LDDMM, the
contraction and expansion outside of the lungs is even more severe.













Fig. 7: Energy plot and the logistic function used for the penalty.
5 Discussion
In this paper, we introduced a computationally efficient method for estimating
registration maps between thoracic CT images. The proposed solution accurately
incorporates the fundamental property of mass conservation and the spatially
varying compressibility of thoracic anatomy. We conserve mass by viewing the
images as densities and applying the density action of a diffeomorphism instead
of the typical L2 action. We limit the volume change in incompressible organs
by placing a space-varying penalty on the Jacobian determinant of the diffeo-
morphism. While any non-negative function f(x) can be used, we simply use
a soft-thresholding function on the initial image. This choice is based on the
assumption that low CT image values (such as the lungs and air) exhibit a large
Weighted Diffeomorphic Density Matching 11
amount of volume change whereas high images values (such as other soft tissue
and bone) are quite incompressible.
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Stochastic EPDiff Landmark Dynamics
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Abstract. We develop a variational method of deriving stochastic par-
tial differential equations whose solutions follow the flow of a stochastic
vector field. As an example in one spatial dimension we numerically
simulate singular solutions (landmarks) of the stochastically perturbed
EPDiff equation derived using this method. These numerical simulations
show that singular solutions of the stochastically perturbed EPDiff equa-
tion persist, and some choices of stochastic perturbations allow land-
marks to interpenetrate and exchange order on the real line in overtaking
collisions, although this behaviour does not occur for singular solutions of
the unperturbed deterministic EPDiff equation. This solution behaviour
introduces the possibility of a topological change and may be of impor-
tance in registration of noisy images in computational anatomy.
Keywords: Geometric mechanics, cylindrical stochastic processes,
stochastic soliton dynamics, symmetry reduced variational principles
1 Introduction
Trouvé and Vialard [14, 15] study the stochastic evolution of landmarks in LD-
DMM [12] as a stochastic perturbation of the canonical Hamiltonian system
arising from the singular reduction to a finite dimensional system of Lagrangian
particles of a solution of the EPDiff equation for the geodesics on the group of dif-
feomorphisms, which arises from the LDDMM variational principle [4]. From this
viewpoint, the variational principle for shape analysis using LDDMM has a nat-
ural analogue in particle dynamics. In particular, papers [14, 15] suggest adding
white noise to the Hamiltonian evolution equation for the landmark canonical
“momentum”, as though the noise were a random force acting on a system of
particles. However, there exist many ways of introducing stochasticity into par-
ticle dynamics. Here, we will explore an alternative approach for including noise
in Hamilton equations which is still consistent with the LDDMM variational
principle for landmark evolution. For brevity, and to simplify matters, we will
take the viewpoint of particle dynamics and defer its potential applications in
landmark dynamics for LDDMM until later work.
Our approach is based on a generalisation in [7] of earlier work by Bismut
[1], Lázaro-Camı́ and Ortega [11], and Bou-Rabee and Owhadi [2] for stochastic
ordinary differential equations (SDE). The parametric stochastic deformation
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(P-SD) approach of [7] unifies the Hamiltonian and Lagrangian approaches to
temporal stochastic dynamics, and extends them to stochastic partial differential
equations (SPDE) in the case of cylindrical noise in which the spatial dependence
is parametric, while temporal dependence is stochastic.
Objectives. This paper has two main objectives. The first objective is the in-
clusion of parametric stochastic deformation (P-SD) in the variational principle
for the EPDiff partial differential equation. The second objective is the numer-
ical study of the statistical effects of parametric and canonically Hamiltonian
stochastic deformations (CH-SD) on the soliton-like solutions of deterministic
EPDiff in one spatial dimension, when the Lagrangian in Hamilton’s principle
is a Sobolev norm on the continuous vector fields. When the Lagrangian is the
H1 norm, the deterministic equation is the completely integrable CH equation
[3] and the solutions are true solitons (peakons).
2 Stochastic variational perturbations in one spatial
dimension
2.1 Singular peakon solutions of the EPDiff equations
Let Diff(Rn) be the diffeomorphism group of Rn, and X(Rn) its Lie algebra, i.e.,
the set of all smooth vector fields on Rn. The EPDiff equation is obtained from
the variational principle δS = 0 for the action functional S =
∫
`(u) dt with
the restricted variations δu = v̇ − [u, v] (see [8]). The EPDiff(H1) equation in






u2 + α2u2x dx is called the
Camassa-Holm (CH) equation for m = δ`/δu = u−α2uxx with positive constant
α2; namely [3],
mt + (um)x +mux = 0 with m = u− α2uxx . (1)









where K(x − y) = exp(−|x − y|/α) is the Green’s function for the Helmholtz
operator 1−α2∂2x. The peaked shape of the velocity profile of the soliton solution
of the CH equation u(x, t) := p(t) exp(−|x−q(t)|/α) provided the name, peakon.
Peakons are emergent singular solutions which dominate the initial value
problem, since an initially confined smooth velocity distribution will decompose
into peakon solutions and, in fact, only peakon solutions. The main point to no-
tice is that the distance between any two peaks never passes through zero. That
is, the peakons keep their order, even after any number of overtaking collisions
(the taller peakons travel faster). Substituting the (weak) solution Ansatz (2)
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into the CH equation (1) and integrating against a smooth test function yields
the following dynamical equations for the 2N solution parameters qa(t) and pa(t)
dqa
dt







The system of equations for the peakon parameters comprises a completely in-
tegrable canonical Hamiltonian system, whose solutions determine the positions
qa(t) and amplitudes pa(t), for all N solitons, a = 1, . . . , N , and also describe
the dynamics of their multi soliton interactions.
2.2 Singular momentum map version of the Stratonovich stochastic
EPDiff equations
The objective of the remainder of the paper is to introduce stochasticity into the
EPDiff equation and study its effects on the interactions of the peakon solutions
of the CH equation. We consider the canonical Hamiltonian stochastic deforma-
tion (CH-SD), and also its special case, the parametric stochastic deformation
(P-SD). To achieve our objective, we propose an action functional which contains
a Stratonovich stochastic term, and treats q as an advected quantity, where the
advection condition (the first equation in (3)) is enforced as a constraint with
the help of the Lagrange multiplier p, and then prove the following theorem.
Theorem 1 (Canonical Hamiltonian Stochastic Deformation (CH-SD)
of EPDiff ).
The action S(u, p, q) for the stochastic variational principle δS = 0 given by
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paδ(x− qa(t)) = 0 ,





(q, p) ◦ dWi(t) = 0 ,








(q, p) ◦ dWi(t) = 0 ,
(7)
after integrations by parts with vanishing endpoint and boundary conditions.
The first variational equation captures the relation (6), and latter two equations
in (7) produce the corresponding equations in (5). Substituting the latter two
equations in (7) into the time derivative of the first one yields the first equation
in (5).
The particular choice of the functions hi(q, p) =
∑N
a=1 paξi(qa) lead to the
parameterised stochastic deformation (P-SD) of the peakon solutions. We sum-
marise this observation in the following Corollary.
Corollary 1. [P-SD is a special case of CH-SD for EPDiff] Given the set of dif-
fusivities ξi(x), i = 1, . . . ,M , let hi(q, p) =
∑N
a=1 paξi(qa). Then the momentum
density m(x, t) satisfies the equation
dm+ £dxtm = 0 , (8)
where the stochastic vector field dxt(x) is given by the P-SD formula,
dxt(x) = u(x, t) dt+
∑
i
ξi(x) ◦ dWi(t) . (9)
Proof. Specialise to hi(q, p) =
∑N
a=1 paξi(qa) in the first line of equation (5) in
Theorem 1.
Remark 1 (Outlook: Comparing results for P-SD and CH-SD). In Section 3 and
Section 5 we will investigate the effects of choosing between two slightly differ-
ent stochastic potentials on the interaction of two peakons, N = 2, correspond-
ing to P-SD and CH-SD. The two options are h
(1)





i (q, p) =
∑N
a=1 paϕia(q), respectively. These are both linear in the peakon mo-
menta and in the simplest case they have constant coefficients. Although these
two choices are very similar, they will produce quite different solution behaviour
in our numerical simulations of peakon-peakon overtaking collisions in Section 5.
Remark 2 (Stratonovich stochastic EPDiff equations in one dimension).
1. In one spatial dimension, equation (8) becomes(





ξi(x) ◦ dWi(t) + 2m
∑
i
ξ′i(x) ◦ dWi(t) = 0 .
(10)
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Importantly, the multiplicative noise multiplies both the solution and its
gradient. The latter is not a common form for stochastic PDEs. In addition,
both the spatial correlations ξi(x) and their derivatives ξ
′
i(x) are involved.
2. The equations for dqa and dpa in (5) are stochastic canonical Hamiltonian
equations (SCHEs) in the sense of Bismut [1, 11]. These equations for dqa


















(q, p) ◦ dWi(t) ,
(11)






papbK(qa − qb) . (12)
The stochastic canonical Hamilton equations in (11) can also be obtained by

















hi(q, p)◦dWi(t) . (13)
This is the restriction of (4) to the submanifold defined by the Ansatz (6).
3 The Fokker-Planck equation
The stochastic process in (11) for (q(t), p(t)) can be described with the help
of a transition density function ρ(t, q, p; q̄, p̄) which represents the probability
density that the process, initially in the state (q̄, p̄), will reach the state (q, p)
at time t. The transition density function satisfies the Fokker-Planck equation
corresponding to (11) (see [6], [9]). Let us examine the form of this equation in
the case of hi(q, p) =
∑N
a=1 paβia, where βia = const. In that case the noise in
(11) is additive, and the Stratonovich and Itô calculus yield the same equations
of motion.
3.1 Single-pulson dynamics
Consider a single pulson (N = 1) subject to one-dimensional (i.e., M = 1)
Wiener process, with the stochastic potential h(q, p) = βp, where β is a nonneg-
ative real parameter. The stochastic Hamiltonian equations (11) take the form
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with the initial condition ρ(0, q, p; q̄, p̄) = δ(q−q̄)δ(p−p̄). This advection-diffusion
equation is easily solved with the help of the fundamental solution for the heat
equation, and the solution yields








2β2t δ(p− p̄). (15)
This solution means that the initial momentum p̄ is preserved. The position has a
Gaussian distribution which widens with time, and whose maximum is advected
with velocity p̄.
3.2 Two-pulson dynamics
The dynamics of two interacting pulsons has been thoroughly studied and pos-
sesses interesting features (see [5], [8]). It is therefore intriguing to see how this
dynamics is affected by the presence of noise. Consider N = 2 pulsons subject
to a two-dimensional (i.e., M = 2) Wiener process, with the stochastic poten-
tials h1(q, p) = β1p1 and h2(q, p) = β2p2, where q = (q1, q2), p = (p1, p2). The







































with the initial condition ρ
(




a1(q, p) = p1 + p2K(q1 − q2), a3(q, p) = −p1p2K ′(q1 − q2),
a2(q, p) = p2 + p1K(q1 − q2), a4(q, p) = p1p2K ′(q1 − q2).
(17)
Despite its relatively simple structure, it does not appear to be possible to solve
this equation analytically. It is nevertheless an elementary exercise to verify that
the function
ρ(t, q1, q2, p1, p2; q̄1, q̄2, p̄1, p̄2) = ρβ1(t, q1, p1; q̄1, p̄1) + ρβ2(t, q2, p2; q̄2, p̄2), (18)
where ρβi is given by (15), satisfies (16) asymptotically as q1 − q2 −→ ±∞,
assuming the Green’s function and its derivative decay in that limit. This simple
observation gives us an intuition that stochastic pulsons should behave like indi-
vidual particles when they are far from each other, just like in the deterministic
case. In order to study the stochastic dynamics of the collision of pulsons, we
need to resort to Monte Carlo simulations.
In Section 4 we discuss our numerical algorithm, and in Section 5 we present
the results of our numerical studies.
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4 Stochastic variational integrator
Given the variational structure of the problem we have formulated in Theorem 1,
it is natural to employ variational integrators for numerical simulations. For
an extensive review of variational integrators we refer the reader to Marsden
& West [13] and the references therein. Stochastic variational integrators were
first introduced in Bou-Rabee & Owhadi [2]. These integrators were derived for
Lagrangian systems using the Hamilton-Pontryagin variational principle. In our
case, however, we find it more convenient to stay on the Hamiltonian side and use
the discrete variational Hamiltonian mechanics introduced in Lall & West [10].
We combine the ideas of [2] and [10], and propose the following discretization of























where ∆t = T/K is the time step, (qk, pk) denote the position and momentum
at time tk = k∆t, and ∆W
m
k ∼ N(0, ∆t) are independent normally distributed
random variables for m = 1, . . . ,M and k = 0, . . . ,K − 1. Extremizing (19)





































for i = 1, . . . , N . Knowing (qk, pk) at time tk, the system above allows to solve
for the position qk+1 and momentum pk+1 at the next time step. For increased
computational efficiency, it is advisable to solve the first (nonlinear) equation
for qk+1 first, and then the second equation for pk+1. Assuming the stochastic
potentials are of the form hi(q, p) =
∑N
a=1 paϕia(q), the second equation is a
linear system for pk+1, and in case ϕia = const, it becomes an explicit update
rule.
The integrator (20) is symplectic, and preserves momentum maps corre-
sponding to (discrete) symmetries of the discrete Hamiltonian—for instance,
if H(q, p) and all hi(q, p) are translationally invariant, as in our simulations
in Section 5, then the total momentum
∑N
i=1 pi is numerically preserved. The
proof of these facts trivially follows from [2], keeping in mind that the momenta
pi and velocities q̇i are related via the Legendre transform. By a straightfor-
ward application of the Stratonovich-Taylor expansion (see [9]), one can show
that the integrator (20) has strong order of convergence 0.5, and weak order of
convergence 1.
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5 Numerical experiments
We performed numerical simulations of the rear-end collision of two pulsons for
two different Green’s functions, namely K(q1−q2) = e−(q1−q2)
2
and K(q1−q2) =
e−2|q1−q2|. In the latter case, the corresponding pulsons are commonly called
‘peakons’. We investigated the initial conditions q̄1 = 0, q̄2 = 10, p̄2 = 1 together
with the following four initial values: p̄1 = 8, p̄1 = 4, p̄1 = 2, p̄1 = 1.
That is, we varied the initial momentum of the faster pulson. We perturbed
the slower pulson by introducing a one-dimensional Wiener process with the
stochastic potential h(q, p) = βp2 (this corresponds to β1 = 0, β2 = β in Sec-
tion 3.2). The pulsons were initially well-separated, so their initial evolution was
described by (18). The parameter β was varied in the range [0, 6.5]. We used
the time step ∆t = 0.02, and for each choice of the parameters 50000 sample
solutions were computed until the time T = 100.
5.1 Sample paths and mean solutions





































































Fig. 1. Example numerical sample paths for Gaussian pulsons for the simulations with
p̄1 = 4 and β = 4. The positions are depicted in the plots in the upper row, and the
corresponding momenta are shown in the plots in the lower row.
Figure 1 shows a few sample paths from the simulations of the interaction
of Gaussian pulsons for the case with p̄1 = 4 and β = 4. The simulations for
p̄1 = 8 and p̄1 = 2, as well as the simulations for peakons, gave qualitatively
similar results. The most striking feature is that the faster pulson/peakon may
in fact cross the slower one. In the deterministic case one can show that the
faster pulson can never pass the slower one—they just exchange their momenta.
The proof relies on the fact that both the Hamiltonian and total momentum
are preserved (see [5], [8]). In our case, however, the Hamiltonian (12) is not
preserved due to the presence of the time-dependent noise, which allows much
richer dynamics of the interactions. This may find interesting applications in
landmark matching—see the discussion in Section 6.
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Fig. 2. Numerical mean paths for Gaussian pulsons for the simulations with p̄1 = 4.
Results for three example choices of the parameter β are presented: β = 1.5 (left),
β = 2.5 (middle), and β = 4.5 (right). The positions are depicted in the plots in the
upper row, and the corresponding momenta are shown in the plots in the lower row.
Looking at Figure 1 we also note that our variational integrator exactly pre-
serves the total momentum, as expected. Figure 2 depicts the mean solution for
Gaussian pulsons with the initial condition p̄1 = 4 for different values of the
noise intensity β. We see that for small noise the mean solution resembles the
deterministic one, but as the parameter β is increased, the mean solution repre-
sents two pulsons passing through each other with increasingly less interaction.
We study the probability of crossing in more detail in Section 5.2.
We observed that pulsons may cross even when they have the same initial
momentum (p̄1 = 1). In the deterministic case they would just propagate in the
same direction, retaining their relative distance.
5.2 Probability of crossing
We studied in more detail the distance between the pulsons ∆q(t) = q2(t)−q1(t)
at the end of the simulation, that is, at time t = 100. The probability of crossing
as a function of the noise intensity β is depicted in Figure 3. We see that this
probability seems to approach unity for the simulations with p̄1 > 1, and 0.5 for
p̄1 = 1.
5.3 Noise screening
In the numerical experiments described above we observed that the presence of
noise causes pulsons to cross with a non-zero probability. The functions q1(t),
p1(t), q2(t) and p2(t) define a transformation of the real line through (6). In the
deterministic case this transformation is a diffeomorphism, but not when noise is
added, since the crossing of pulsons introduces topological changes in the image
of the real line under this transformation. This may be of interest in image
matching, as in [14], when one would like to construct a deformation between
two images which are not exactly diffeomorphic. However, with that application
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Fig. 3. The probability of crossing, that is, the probability that q2(t) < q1(t) at time
t = 100, as a function of the parameter β for Gaussian pulsons (top) and peakons
(bottom).
















































Fig. 4. Example numerical sample paths for Gaussian pulsons for the simulations with
the initial conditions q̄1 = 0, p̄1 = 4, q̄2 = 10, and p̄2 = 1, and the stochastic potential
h(q, p) = βp2 exp(−(q2 − q1)2)/γ, with the parameters β = 4 and γ = 4. The positions
are depicted in the plots in the upper row, and the corresponding momenta are shown
in the plots in the lower row.
in mind, one may want to restrict the stochastic effects only to the situation
when two pulsons get close to each other. This can be obtained by applying the
stochastic potential h(q, p) = βp2 exp(−(q2 − q1)2)/γ. The parameter β adjusts
the noise intensity, just as before, while the parameter γ controls the range over
which the stochastic effects are non-negligible. We performed a few simulations
with this stochastic potential. A few sample paths are depicted in Figure 4. Note
that this stochastic potential is translation-invariant, so the total momentum is
preserved. As expected, our variational integrator preserves the total momentum
exactly.
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5.4 Restriction to parametric noise and additive noise in the
momentum equation
Interestingly, crossing of pulsons does not seem to occur for the case of parametric
stochastic deformation with the restriction ϕai(q) = ξi(qa) as in Lemma 1. We
ran numerical experiments for the potential h(q, p) = β(p1 + p2), which has
the form as in Lemma 1 with ξ(x) = β, but observed no interpenetration. We
also did not observe crossing when the stochastic potential is independent of p.
For instance, we performed simulations with the potential h(q, p) = βq2. Such
a potential results in additive noise in the momentum equation in (11) only, as
in [14]. In many cases the pulsons would asymptotically approach each other,
but never pass. We observed similar behavior for the (translationally invariant)
potential h(q, p) = β exp(−(q1 − q2)2/γ).
6 Summary and prospects
We have seen in Section 2 that the finite-dimensional peakon solutions for the
EPDiff partial differential equation in one spatial dimension persist under both
parametric stochastic deformation (P-SD) and canonical Hamiltonian stochastic
deformations (CH-SD) of the EPDiff variational principle. We took advantage
of the flexibility of CH-SD to study stochastic peakon-peakon collisions in which
noise was introduced into only one of the peakon position equations (rather
than symmetrically into both of the canonical position equations, as occurs with
P-SD), while at the same time not introducing any noise into either of the cor-
responding canonical momentum equations. Our numerical experiments in Sec-
tion 5 revealed that this type of noise allows the soliton-like singular peakon and
pulson solutions of EPDiff to interpenetrate and change order on the real line,
although this is not possible for the diffeomorphic flow represented by the solu-
tions of the unperturbed deterministic EPDiff equation. This crossing of peakon
paths was observed and its statistics were studied in detail. In contrast, cross-
ing of peakon paths was not observed for the corresponding P-SD simulations
in which the noise enters symmetrically in both position equations. Crossing of
peakon paths was also not observed when stochasticity was added only in the
canonical momentum equations, as studied in Trouvé and Vialard [14], where
the authors considered the equations
dqa = u(qa, t) dt and dpa = −pa(t)
∂u
∂x
(qa, t) dt+ σdW (t) (21)
for stochastic landmark matching in computational anatomy. This perturbation
corresponds to (11) with h1(q, p) = σ
∑
a qa, and enforces a stochastic Brown-
ian force on the particles, rather than making particle paths stochastic. Trouvé
and Vialard showed that this simple additive noise in the momentum equation
is in general enough to account for correlations between points on the curve
during landmark evolution under stochastic forcing. Our results in Section 5
demonstrated that noise in the position equations may additionally allow the
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landmarks to change their order on the line, thus allowing matching of two im-
ages which are not diffeomorphic.
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Abstract. In a recent paper [1], the authors suggest a novel Riemannian frame-
work for comparing shapes. In this framework, a simple closed surface is repre-
sented by a field of metric tensors and curvatures. A product Riemannian metric 
is developed based on the L2 norm on symmetric positive definite matrices and 
scalar fields. Taken as a quotient space under the group of volume-preserving 
diffeomorphisms, the space becomes a proper metric manifold of shapes. In this 
work, we simplify this representation, showing that only mean curvature and 
metric tensor fields are needed for a complete surface representation. In this 
simplified framework, we develop an algorithm for computing Karcher means, 
and compare the results to standard Euclidean averages of surface embeddings.  
 
Keywords: Shape Analysis, Riemannian Metric, Surface Registration, Cor-
tical Surface, Karcher Mean 
1 Introduction 
Comparison of simple 3D shapes remains one of the staples of medical image analy-
sis. As in any population analysis, statistical comparison of a group of shapes typical-
ly requires a group template, the average shape. However, computing means of shapes 
requires a metric which respects the invariance to Euclidean motion that is inherent in 
proper shape analysis. In the absence of such a metric, the mean shape is often ap-
proximated as a Euclidean average of coordinates after registration and affine align-
ment. Many non-linear registration tools for shapes have been developed, of which 
we name a few below.  
Gu et al., developed a conformal mapping algorithm [2] for spherical mapping and 
formulated a landmark-matching energy as a Mobius transform. A relaxation of the 
conformal energy, the quasi-conformal mapping of Zeng et al. [3] simultaneously 
solves the Beltrami equations and minimizes curvature mismatch. Shi et al. [4] ap-
plies fluid registration to the flat 2D domain after conformally mapping a surface with 
prescribed boundaries. Spherical Demons [5] adapts the diffeomorphic demons algo-
rithm [6] to the sphere, matching curvature-derived intensity functions to register 
cortical surfaces. A similar approach is taken in [7], adapting fluid registration [8] to 
the sphere. In [9], the authors compute high-dimensional embeddings of surfaces 
based on eigenfunctions of the Laplace-Beltrami Operator (LBO). In this approach, 
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metric tensors are scaled to match the resulting LBO representations in the Euclidean 
sense.  
A number of manifolds of shape representations are possible, see for example [10]. 
In general, these fall into one of two categories: metrics on spatial diffeomorphisms to 
be applied to a known surface embedding, and metrics on representations from which 
the surface can be reconstructed directly. In the first category, the authors in [11] 
apply the large deformation framework to compute the length of the path in the space 
of diffeomorphism resulting from morphing one boundary onto another. An im-
provement on this is suggested in [12], measuring distances on the deformation of the 
surface itself rather than in the ambient space as done in [11]. Using [11], the authors 
in [13] develop an EM approach to estimate the shape mean based on the initial mo-
mentum describing the set of deformations.  
In the second category, Kurtek et al. [14] developed a Riemannian framework for 
simple surfaces, using q-maps. The 𝐿2 distance on q-maps, or simply the surface em-
bedding weighted by the root of the volume form, remains invariant under reparame-
terizations. Q-maps can be used to directly reconstruct the surface, a significant ad-
vantage over previous methods. Computing averages of a group of shapes reduces to 
estimating the mean q-map under spherical diffeomorphisms. However, the represen-
tation is still of the surface embedding, with all the resulting nuisances. Some standard 
heuristics are applied to the initial surfaces, namely centering each shape at the origin. 
This implies that a local change in the surface has a global effect on the representa-
tion. Further, the metric is on the space 𝒮  of smooth functions from the 2-sphere 
to ℝ𝑛, which ignores the surface metric structure. 
Finally, in [1] the authors proposed a metric on a surface representation which is 
completely independent of the surface embedding. Applying the Ebin metric to a field 
of pullback metric tensors on the sphere, and the 𝐿2 metric to mean and Gaussian 
curvatures, the authors develop a Riemannian space of shapes. The representation can 
then be used to reconstruct the surface purely from intrinsic surface properties, with 
no need to normalize for Euclidean motion. Further, the mapping between surfaces 
resulting from removing the action of volumorphisms leads to an equiareal surface-to-
surface mapping that is as-conformal-as-possible. Building on this framework, we 
make the following contributions: First, we show that the conformal equivalence be-
tween genus-zero shapes implies that the shapes can be uniquely represented with a 
field of spherical tensor metrics and mean curvatures, as shown in [15]. Thus, Gaussi-
an curvature is no longer required. Second, we develop an algorithm for computing 
Karcher means of these representations from a population of shapes. Our modified 
reconstruction algorithm produces plausible reconstructed averages for subcortical 
and cortical surface models. 
The remainder of the paper is organized as follows. Section 2 introduces the Rie-
mannian metric on metric tensors, describing briefly its invariance properties. Section 
3 describes the full metric plus curvature framework, showing that our representation 
is sufficient to reconstruct a surface.  Section 4 shows how the framework can be used 
to compute intrinsic means of metric plus curvature maps. Section 5 gives some im-
plementation aspects. Sections 6 and 7 present some experimental results and con-
clude the paper. 
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2 A Metric on Metrics 
Given a set of surfaces with a mapping from the 2-sphere 𝕊2 to space, 𝒮 =
{𝑆: 𝕊2 → ℝ3|𝑆 ∈ 𝐶∞}, we represent the metric structure of our shapes as the pull-back 
metric tensor 𝑔, 𝑔𝑖,𝑗 = 𝑆𝑖
𝑇𝑆𝑗. The field of these tensors lives in the space of positive 
definite tensors ℳ(𝕊2) = {ℎ: 𝑇𝕊2 × 𝑇𝕊2 → ℝ|ℎ ∈  𝑆𝑃𝐷(2)}. A metric on this space 
must be invariant to reparameterizations of a pair of tensor fields to be an intrinsic 
distance on metric structures. More formally, for a given metric on ℳ, the group of 
diffeomorphisms on 𝕊2 must act on ℳ by isometry. Ebin et al. [16] showed that the 
𝐿2  Riemannian metric on the tangent bundle of ℳ , satisfies this criteria: given 
𝑔 ∈ ℳ,   ℎ, 𝑘 ∈  Σ ≅ 𝑇𝑔ℳ, the metric can be written as: 
 
(ℎ, 𝑘)𝑔 = ∫ 〈ℎ, 𝑘〉𝑔𝑑𝜇𝑔𝑀 ,                                          (1)     
 
where 〈ℎ, 𝑘〉𝑔 is the inner product induced by 𝑔, 〈ℎ, 𝑘〉𝑔 = 𝑡𝑟(𝑔
−1ℎ𝑔−1𝑘), and 𝜇𝑔 is 
the volume form also induced by 𝑔. This metric produces geodesics on ℳ whose 
length can be computed point-wise and in closed form. A reparameterization 𝜑 ∈
Φ =  {𝜙: 𝕊2 → 𝕊2|𝜙, 𝜙−1 ∈ 𝐶2} acts on 𝑔 by conjugation with the pushforward (Ja-
cobian)𝐷𝜑: 𝑇𝑥𝕊
2 → 𝑇𝜑(𝑥)𝕊
2 , 𝜑 ∘ 𝑔 = 𝐷𝜑𝑇𝑔 𝐷𝜑. Given two parameterized surfaces 
𝐴, 𝐵 ∈ 𝒮 , a closed-form solution for the geodesic distance between 𝑔𝐴 and 𝑔𝐵 at a 
point 𝑥 is  [17] 
 









.    (2) 
 
This metric can be shown to be invariant under simultaneous spherical re-mappings of 





Fig. 1. Metric tensor fields and mean curvature – a complete surface representation. Tensors are 
displayed as their eigenvectors in 𝑇𝕊2 with magnitude corresponding to the eigenvalues. The 
color map indicates mean curvature. The scale bar indicates mean curvature values. 
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3 Metrics on the Space of Surfaces 
The change in the volume form due to reparameterization prevents a straightforward 
generalization of ( ∙  , ∙ )𝑔 to the quotient space ℳ\Φ. Instead, the authors in [1] con-
sider the submanifold ℳ𝜇 of metrics which correspond to a fixed measure 𝜇. ℳ𝜇 is a 
metric space under ( ∙  , ∙ )𝑔. The restriction of Φ to its subgroup of maps with a uni-
tary pushforward Φ𝑈 = {𝜙 ∈ Φ|𝑑𝑒𝑡(𝐷𝜙) = 1}, leads to a quotient space  ℳ𝜇\Φ𝑈 
that is a metric space under the metric  
 
𝔇(𝐴, 𝐵) =  min
𝜑∈Φ𝑈
(∫ ‖Log[𝑔𝐴








 𝐴, 𝐵 ∈ 𝒮1.          (3) 
 
Here, 𝒮1 is the restriction of 𝒮 to equiareal spherical parameterizations of shapes with 
normalized surface area.  
The metric 𝔇(𝐴, 𝐵) allows us to compute intrinsic distances between metric struc-
tures. However, metric structure must be augmented with curvature information in 
order to represent a surface uniquely. The following theorem given by Gu, et al. [15], 
shows how this may be done in the case of conformal parameterization: 
 
Theorem 1. A closed conformally parameterized surface 𝑆 in ℝ3 is determined by its 
conformal factor 𝜆 and its mean curvature 𝐻 uniquely up to Euclidean motion, where 
the metric tensor 𝑔 =  𝜆𝐼.  
 
As our spherical parameterization is equiareal, we cannot expect them to be confor-
mal except in the trivial case where 𝑆 =  𝕊2. However, it is known that for all genus-
zero surfaces there exists a conformal equivalence. Further, a conformal reparameter-
ization can be found using only the metric structure, without knowing the surface 
[15]. Thus, we have the following result: 
 
Theorem 2. A closed parameterized surface 𝑆 ∈ 𝒮 is determined by its metric tensor 
 𝑔 and its mean curvature 𝐻 uniquely up to Euclidean motion. 
 
We note also that a generalization of this result is shown in [18]. An illustrative ex-
ample of such a representation is shown in Figure 1 above. From this result, it is clear 
that we only need augment the space {ℳ(𝒮1)\Φ𝑈, 𝔇(∙,∙)} with a corresponding met-
ric on 𝐻. We now define the space of shapes as  
 
𝔖 = {ℳ(𝒮1) × 𝐶
2(𝕊2)\Φ𝑈 ,   𝔇(∙,∙) × 𝐷𝐿2\Φ𝑈(∙,∙)}                        (4) 
 
Here, 𝐶2(𝕊2) = {𝑓: 𝕊2 → ℝ|𝑓 ∈ 𝐶2} , and the usual 𝐿2  distance modified by Φ𝑈 ,  
𝐷𝐿2\Φ𝑈(𝑎, 𝑏) = min𝜙∈Φ𝑈 √∫ (𝑎 − 𝜙 ∘ 𝑏)
2𝑑𝕊2
𝕊2
. For brevity, we will call the 2-
product metric ℒ(∙,∙) = 𝔇(∙,∙) × 𝐷𝐿2\Φ𝑈(∙,∙), defined explicitly as  
ℒ(𝐴, 𝐵) = √𝔇2(𝐴, 𝐵) + 𝐷𝐿2\Φ𝑈
2 (𝐻𝐴, 𝐻𝐵).                                 (5) 
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4 Computing the Karcher Mean on 𝕾 
Given a set of parametric surfaces representations 𝔰 =  {𝑆𝑖| 𝑆𝑖 ∈ 𝔖}, we would now 
like to find their intrinsic average. Note that by intrinsic we mean invariant to affine 
transformations, i.e. in our sense mean curvature is “intrinsic.” Finding the Karcher 
mean 𝜈(𝔰) = {𝑔
𝑺
, 𝐻𝑺} under ℒ(∙,∙)  requires simultaneous estimation of geodesic 
lengths to each shape’s orbit in 𝔖.  In other words, we must find several reparameteri-





















Estimating 𝜈(𝔰) can be done with a two-step optimization: first, holding the estimates 
of the 𝜙𝑖 constant to update the current 𝜈(𝔰) estimate; and second, holding 𝜈(𝔰) con-
stant to update all remappings 𝜙𝑖 simultaneously. These two steps are repeated until 
an optimality condition is met.  
The first step in the optimization of (6) requires repeated point-wise estimates of the 
mean metric structure and the “mean” mean curvature. While the curvature term is 
trivially computed, the first term has no closed-form solution. Iterative approximation 
is required. Under the log metric, the mean metric is a 2x2 matrix satisfying 
 













.                           (7) 
 
The gradient of the above expression can be shown to be 
 












2 .               (8) 
 
This formulation differs slightly from [17], but the means are in fact equivalent. 
The second step in the optimization scheme of (6) requires an additional term to en-
sure that the spherical remappings 𝜙𝑖  remain in Φ𝑈 , i.e. that they remain area-
preserving. We use the same term as was done in [1]. The second optimization step then 
becomes very similar to the optimization problem in [1] summed over the surfaces in 𝔰. 
The only difference is the absence of the Gaussian curvature term, which, as we have 
shown, is not needed for a unique representation. 
The overall optimization problem for finding Karcher means in the intrinsic shape 
framework can now be stated briefly as finding the optimal metric and curvature 
structure 𝜈 and spherical reparameterizations  𝜑𝑖 to minimize the following cost: 
 
𝒞(𝔰, 𝜈, {𝜑𝑖}) = ∑ ℒ
2(𝑆𝑖 , 𝜈) + 𝑅 ∫ (log 𝑑𝑒𝑡[𝐷𝜑𝑖])
2𝑑𝕊2
𝕊2 𝑆𝑖∈ 𝔰
.              (9) 
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5 Implementation Details 
5.1 Optimization 
We follow [1], using the spherical fluid framework to optimize (9) and compute the 
Karcher mean. As an initial step, all surfaces are spherically registered to a single 
target shape, exactly as in [1]. The point-wise metric and curvature mean map serves 
as the initial guess before group-wise registration. From this point, the only difference 
between [1] and this work is that the moving template metric + curvature field is up-
dated at every iteration as the current point-wise mean. The average mean curvature is 
straight-forward, while the average metric tensors can be estimated quickly with a 
backtracking line search using the gradient in (8).  
5.2 Surface Reconstruction 
In [19], the authors propose to integrate the Gauss-Codazzi equations directly to re-
construct a surface from its conformal parameterization. As we do not compute ex-
plicit conformal maps, using this approach on the general metric tensor may be com-
putationally challenging. Instead, we use a least-squares estimate that is a modifica-
tion of the approach in [1]. As in [1], we rely on discrete differential geometry opera-
tors described in [20]. Suppose we have a spherical mesh 𝓂 =  〈𝑉, 𝐸〉, |𝑥| = 1 ∀𝑥 ∈
𝑉, and 𝑔, 𝐻 defined at each vertex in 𝑉, with an edge set 𝐸. The mesh representing an 
embedding in space, 〈𝑆(𝑉), 𝐸〉  minimizes the least-squares problems: 
 
𝐸𝑔 = ∑ √𝑨(𝑥)𝑨(𝑦)𝑥𝑦∈𝐸 (‖𝑆𝑥 − 𝑆𝑦‖ − 𝐿𝑥𝑦)
2




[(𝑥 − 𝑦)𝑇𝑔(𝑥)(𝑥 − 𝑦)]1/2 +
1
2
[(𝑥 − 𝑦)𝑇𝑔(𝑦)(𝑥 − 𝑦)]1/2                  (10) 
 
   𝐸𝐻 = ∑ 𝑨(𝑥) (〈[∑
(cot 𝑎𝑥𝑦+cot 𝑏𝑥𝑦)(𝑆𝑥−𝑆𝑦)
4𝑨(𝑥)𝑦∈𝑁1(𝑥)




Here, 𝒏 is the surface normal, 𝑨(𝑥) is the area element, and  𝑎𝑥𝑦, 𝑏𝑥𝑦 are angles 
opposite edge 𝑥𝑦. The area element can be estimated from the spherical area element 
and 𝑑𝑒𝑡(𝑔)
1
2. The cotangent weights in the estimated curvature operator themselves 
vary with the evolving mesh. However, when the initial guess is sufficiently close, 
e.g. when it is the Euclidean mean, fixing cot 𝑎𝑥𝑦 + cot 𝑏𝑥𝑦 according to the metric 
generally does not affect the quality of the solution. To solve the system in (10), we 
must define a fixed frame. This can be done by computing the shape of an individual 
triangle based on the metric tensor alone, and fixing it in space. In practice, avoiding 
this step when the initial guess is sufficiently close does not affect the behavior of the 
optimization.  




Fig. 2. Putamen (a) Euclidean mean; (b) Karcher mean; (c) overlay of (a) – blue and (b) –  
orange. Extreme curvatures are better preserved in Karcher means compared to Euclidean 
means consistently across shape types. 
 
6 Experiments 
We compute the Karcher means of 100 white matter surface models from healthy 
elderly participants in the ADNI 1 study. In Figure 3, we show the comparison to the 
Euclidean average. In general, more geometric detail is preserved over the Karcher 
mean, as Euclidean averaging tends to erode sharp features. Additional experiments 
were run on 400 subcortical shapes of typically developing children and young adults. 
Results for hippocampal shape are displayed in Figure 4 and for putamen shape in 
Figure 2. Sum of squared distances ∑ ℒ2(𝑆𝑖 , 𝜈) 𝑆𝑖∈ 𝔰  is displayed in Table 1 for the 
Euclidean and Karcher means. Compute times for the Karcher mean scale linearly 
with the number of subjects, since the reparameterization step is an order of magni-
tude costlier than the point-wise metric mean step of the optimization. When com-
pared to the performance of pairwise registration in [1], the analogous computation 
here – a mean of two shapes – is not significantly different (on the order of a few 
minutes for a spherical harmonic bandwidth of 128).  
 Table 1. Sum of geodesic squares for Euclidean and Karcher means. 
 Cortex Hippocampus Putamen 
∑ ℒ2(𝑆𝑖 , 𝜈) 𝑆𝑖∈ 𝔰  Euclidean 2.1 x 10
4 8.5 x 102 2.4 x 103 
∑ ℒ2(𝑆𝑖 , 𝜈) 𝑆𝑖∈ 𝔰  Karcher 5.4 x 10
3  3.2 x 102 1.4 x 103 
 




We have presented a novel intrinsic shape representation in Riemannian setting, 
based on metric tensors and mean curvatures. In this setting, we show that it is possi-
ble to efficiently compute manifold mean representations and reconstruct their surfac-
es embedded in space. The mean estimation method is efficient due to the closed form 
solution for the geodesic length on the shape manifold. Our method is capable of 
group-wise registering complex shapes such as the cortical surface, and efficiently 
estimating sample means. When reconstructed into real surfaces, the realization of our 
mean estimate consistently preserves high-curvature and fine geometric features bet-
ter than Euclidean averaging of coordinates. This provides some empirical proof that 
the suggested shape framework captures intrinsic properties of surfaces better than 
simpler methods based on the surface embedding.  
 
 
Fig. 3. (a) Euclidean Average; (b) Riemannian average – Karcher mean; (c) Overlay of (a) and 
(b), Karcher mean in orange, Euclidean mean in blue. Deeper sulci and taller gyri are prominent 
in the Riemannian average when compared to the Euclidean approximation.  
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Abstract. In a continuous setting, diffeomorphisms generated by sta-
tionary velocity fields (SVF) are invertible transformations with differen-
tiable inverses. However, due to the numerical integration of the velocity
field, inverse consistency is not achieved in practice. In SVF based im-
age registration, inverse consistency is therefore often enforced through
a penalty term. Existing penalty terms penalize the inverse consistency
error generated by the composition of the forward and backward trans-
formations. However, in such terms, a higher consistency requirement
pushes the transformation towards linearity due to the discretization in-
volved and fixed number of integration time-steps. In this paper, we
propose a method to both penalize inverse consistency error and to
adaptively set the number of integration time-steps required, so that the
predicted maximum inverse consistency error is bounded, taking into ac-
count discretization errors. This formulation allows more flexibility in the
transformation model to realize complex deformations while still achiev-
ing the desired level of inverse consistency. Using synthetic examples, we
show that the measured inverse consistency and the predicted inverse
consistency match. Also, the proposed method is able to achieve more
accurate image registration. On the MGH10 dataset, the Jaccard index
of the proposed method on inter-subject registration reaches the same
level as the registration scheme using a fixed-time step and the conven-
tional penalty term while using a lower number of integration time-steps,
thus saving on the computational time.
1 Introduction
Image registration plays a very important role in the field of medical research
and clinical applications. It has found utilities in both the longitudinal and cross-
sectional characterization of human anatomy. It is particularly useful because
it provides localized transformations that can be used to study deformation
at an organ level. For instance, image registration in the form of tensor-based
morphometry is used to measure atrophy in various brain regions which is then
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used to quantify diseases such as the Alzheimer’s disease. However, to effectively
use transformations from an image registration, they need to be free of any bias.
One common bias that has been found to have severe implications on bio-marker
quantification like longitudinal atrophy estimation, is the inverse consistency
error in transformations [1].
Ideally in image registration, the transformation between two images is ex-
pected to be invariant to the order of the choice of source and target. In practice
however, such a transformation is not possible due to several reasons such as
discrete image information, finite degrees of freedom, and discretization errors
due to numerical integration of flow fields. Therefore, inverse consistency is often
enforced as a penalty term. The existing inverse consistent methods, particularly
pertaining to diffeomorphic approaches, either look at the forward and backward
transformations simultaneously [2] or the velocity field by making an assump-
tion that the forward and backward velocity fields are exact negatives of each
other [3].
In a continuous setting, the path generated by a velocity field can be exactly
retraced. However, in a discrete setting, the path is approximated using a set
of piecewise linear steps. Most often retracing these steps will yield an inverse
inconsistent transformation. The fewer the time-steps, the higher is the inverse
consistency. Also, the higher the curvature of the path, the more steps are re-
quired to be close to being inverse consistent. Therefore, if one needs control
over the inverse consistency error, the effect of the discretization error needs to
be accounted for.
In this paper, we propose a method to both penalize and account for dis-
cretization errors. Instead of pushing the inverse consistency error to zero which
tends the transformation to linearity, we propose to bound the error by adjusting
the number of integration time-steps used to integrate the stationary velocity
field (SVF). This lends flexibility in the transformation model to reach more
complex deformations while still being reasonably inverse consistent. The main
contributions of the paper are as follows,
– We propose to penalize the inverse consistency error based only on the veloc-
ity fields. This is achieved using the Baker-Campbell-Hausdorff (BCH) [4]
expansion to formulate the theoretical inverse consistency in terms of the
velocity field.
– We propose to adjust the required number of integration time-steps prior to
each optimization iteration by predicting and thereby bounding the inverse
consistency error based on the properties of the velocity field.
Note that through out the paper, we use two sets of parameterizations of the
velocity field - one for the forward transformation and one for the backward.
2 Background and Outline
The most commonly used inverse consistency term follows a similar framework as
proposed by Christensen et al [2] with variations. The method in essence involves
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jointly estimating the forward and backward transformations while minimizing
the inverse consistency error. While the earlier approach [2] involved estimat-
ing both the transformations and its inverses, the current approaches [5], just
maintain two transformations and through the penalty term, push them to be
inverse consistent. In a different approach [6], the proposed model incorporated
stochastic errors in the inverse consistent constraints as a post-processing step.
Further in [7], the gradient descent updates of the forward and backward trans-
formations were symmetrized by estimating a linear Taylor series expansion of
the inverse consistency condition. Another class of inverse consistent registration
scheme warps the image to a mid point [8], median [9] or to a mean shape [10].
The popular logDemons approach on the other hand assumes the forward ve-
locity field is the negative of the backward velocity field to maintain inverse
consistency [3]. In the method we propose to adjust the number of integration
time steps during the registration optimization to bound the inverse consistency
error. And, in order to ensure the number of time-steps is in a reasonable range,
we also add a penalty term.
We begin with introducing the stationary velocity field based image registra-
tion method followed by presenting the Wendland kernel bundle framework used
as a transformation model. We will then discuss our contribution where the in-
verse consistency term and the predictive inverse consistency term are proposed.
We will then present some experiments on synthetic examples and also on the
publicly available MGH10 dataset.
3 Registration
Given a floating image S1 and a reference image S2 with a spatial domain
Ω ∈ Rd, image registration involves finding a transformation ϕ : Ω → Ω that
aligns these images. We maintain two warps ϕf , ϕb: one for a forward transforma-
tion and the second for backward. The transformation is a result of minimizing
the dissimilarity between the images under certain constraints encoded in the
regularization term. A general cost function is of the form:
E(ϕf , ϕb) = arg min
ϕf ,ϕb
ED(S1(ϕf ), S2) + ED(S2(ϕb), S1) + λRERf (ϕf , ϕb)
+ λICCEICCf (ϕf , ϕb) + λRERb(ϕb, ϕf )
+ λICCEICCb(ϕb, ϕf ).
(1)
where λR, λICC are the user-specified constants, ED is a dissimilarity measure
that allows comparison of the floating image to the reference image, ER is a reg-
ularization term that encodes desired properties of ϕ, and EICC is an additional
penalty term to enforce inverse consistency which is the focus of this paper.
Normalized mutual information (NMI) [11] is used as the similarity measure in
this paper.
Let Diff(Ω) be the space containing the diffeomorphic transformation ϕ :
Ω → Ω, φ : Ω × R→ Ω and finally, v : Ω → Rd be the velocity field belonging
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to the tangent space of Diff(Ω) at identity Id. In SVFs, the governing differential
equation can be written as:
∂φ(x, t)
∂t
= v(φ(x, t)), ϕ = φ(x, 1) = Exp(v), (2)
φ, ϕ represent both forward and backward transformations. The final transfor-
mation is then defined as the Lie group exponential map Exp(v). This Lie group
exponential is realized as an Euler integration.
3.1 Wendland kernels
Instead of the usual approach of first choosing a operator and then constructing
a reproducing kernel Hilbert space (RKHS), the reproducing kernels with an
associated RKHS was directly chosen [12, 13]. One example of such a reproduc-
ing kernel is the class of Wendland basis functions [14]. They are particularly
interesting because of their finite support and smoothness properties similar to
popularly used B-spline. In addition, they are norm-minimizing.
Wendland kernels are positive definite functions with positive Fourier trans-
forms. They are minimal degree polynomials on [0, 1] and yield C2k (k is the
desired degree of smoothness) smooth radial basis functions on Rd. We choose
the Wendland kernels ψ(r) = (1 − r)+ and ψ(r) = (1 − r)4+(4r + 1) where (·)+
denotes semi-positive definiteness. The velocity field defined in (2) may now be





Note that r(x,y) = ||x−y||2a , where a is a scaling parameter, pi ∈ R
d is the
coefficient attached with every kernel center xi, and N is the number of kernels
having an influence on x. Due to the reproducing property of the kernel pa-
rameterizing the velocity fields, the regularization term ER is chosen to be the





3.2 Kernel bundle framework
The reasoning behind the need for a multi-scale representation of a deformation
has been well discussed in a previous work [15]. In short, the velocity fields are
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The expression of the optimization to (1) in a kernel bundle framework can be
written as, 
arg minvf1 ,vb1 E(Exp(vf1),Exp(vb1)),
arg minvf2 ,vb2 E(Exp(vf1 + vf2),Exp(vb1 + vb2)),
...





We sequentially optimize for each space of the velocity fields. The kernels at
each level can be of any support. For instance, one can have infinitely supported
Gaussian kernels in a coarser registration scale and have compactly supported
kernels handle finer resolutions in the registration.
4 Inverse consistency
Usually, inverse consistency is addressed as a penalization of the offset generated
by a composition of the forward and backward transformations. If this offset is
pushed towards zero while having a fixed number of time-steps, the transfor-
mations tend towards linearity. In order to achieve larger deformations in finite
steps, one needs to allow some degree of inverse inconsistency due to the discrete
nature of the image registration problem. While the existing methods penalize
the error, in this paper we propose to both penalize the error and also adjust
the number of integration time-steps such that the inverse consistency error is
bounded. We will, through the relationship between Lie brackets and inverse
consistency, show that the proposed scheme allows for some inverse consistency
error in a symmetric fashion.
In the following section, we will address a number of inverse consistency
terms. For reading ease, we define the abbreviations early and as follows: It is




p is the inverse consistency error for the first composition of the Euler’s
integration of the velocity field and Ipd is the predicted inverse consistency term.
We will use the subscripts f, b for forward and backward registration. In addition,
the formulation of the backward inverse consistency error will follow the forward
unless stated otherwise.
Theoretically, the forward inverse consistency term Itf , can be expressed as
a composition of the forward and backward exponentials,
Itf = Exp(vb)Exp(vf )− x
where vf ,vb are the forward and backward velocity fields respectively. The BCH
formula is used to efficiently express this composition in terms of the velocity
fields as follows,




= vf + vb +
1
2
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where [, ] is the Lie bracket or the commutator that quantifies the amount of
change of vb in the direction of vf . It is expressed as,
[vf ,vb] = ∇vb vf −∇vf vb
The second line in (5) follows from a linear approximation of the exponential.
The commonly used inverse consistency term may be defined as,
Ipf = φb(φf (x))− x. (6)
where φb and φf are the results of numerical integration of vb and vf , respec-
tively. This term may also be approximated in terms of the velocity field similar
to Itf . It was shown that the final inverse consistency can be expressed in terms






















vf (x))− x), (9)
= vf (x) + vb(x) +
1
n




Note that (9) was obtained using the Taylor expansion of vb(x +
1
nvf (x)).
In theory, Itf and Ipf are equivalent as n → ∞, however in practice they
are not since n is finite. This implies that the inverse consistency error term
we expect to minimize Itf /Itb is different than the inverse consistency error we
practically minimize Ipf /Ipb .
In this work, we will propose a new way of handling inverse consistency.
What we propose is to use the Ipf for penalization and use a prediction term Ipd
to adjust the number of integration time-steps such that the inverse consistency
is bounded.
Given that we maintain two warps, the predicted inverse consistency error
















b (x))− x)) (11)
Using (9), we get,
Ipd = vf (x) + vb(x) +
1
2n
∇vb(x) vf (x) +
1
2n
∇vf (x) vb(x), (12)




We use {} since it resembles an anti-commutator. It is sometimes used to con-
struct a Jordan algebra, but that is not our purpose. Since EICCf = ||Itf ||2 will
be penalized during registration, vf + vb will already be pushed towards zero.
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It is thus fair to discard that term in (13) for prediction purposes. We can then
derive the following formula to estimate the number of time steps required to





n will therefore give us the number of integration time-steps required to achieve
a maximum inverse consistency of Imax.
In summary, the proposed method involves using (5) as a penalty term and
(14) to predict the number integration time-steps required at each iteration of
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The geometric interpretation of a Lie bracket may be seen in Figure 1a. What
it represents is that, there is no difference in starting at one point p, traveling
a time t over the flow of vf and then a time t over the flow of vb, or, instead,
traveling first t over the flow of vb and then over the flow of vf . This is similar




in Figure 1b. We can see that, the Lie Bracket and inverse consistency errors
are related since both capture the second order information of the deformation.
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Using this equivalence, we can redefine our penalty term EICC as follows:














and EICCb follows the same formulation. Note that the representation of (18)
in terms of step-wise inverse consistency error is particularly useful because the
gradient of (18) with respect to the transformation parameters yields the terms
∇vf and ∇vb which are required to compute the number of time-steps in (14).
5 Experiments and Results
In this section, we will conduct three experiments to evaluate the performance
of the proposed method against the fixed-time step with the conventional in-
verse consistency regularization method. For evaluation purposes, we will use








(||ϕb(ϕf (xi))− xi||2 + ||ϕf (ϕb(xi))− xi||2). (19)
where ϕb, ϕf are the backward and forward transformations obtained from inte-
grating the velocity fields vb and vf respectively and k is the number of voxels.
5.1 Prediction test
In the first of the synthetic experiments, we will compare the predicted inverse
consistency error (Ipd, (13)) by the proposed method and the measured inverse
consistency error (ICC, (19)). We perform this test since (13) is a key to com-
puting the number of integration time-steps. We pick a random scan from the
Mag of CC Ipd(std) ICC(std) Max Ipd Max ICC
0.25 0.55 (0.34) 0.53 (0.46) 1.89 2.35
1.0 0.55 (0.43) 0.58 (0.60) 3.68 4.86
2.5 0.63 (0.43) 0.59 (0.67) 2.45 4.79
Table 1: Synthetic example results; Mag of CC: Std of Gaussian used to control
the magnitude of the control point coefficient (CC); Units in mm
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MGH10 dataset and deform it using a B-spline (control point spacing of 5 mm)
whose control coefficients are chosen randomly with a monotonic increase in
magnitude. The original images and the deformed images are registered using
the Wendland kernel bundle framework together with the common inverse con-
sistency error term (19) and a fixed time-step of 16. Once the optimum velocity
fields are estimated, the predicted inverse consistency error (Ipd, (13)) is com-
puted. This is compared to the measured inverse consistency error using (19).
As Table 1 illustrates, the mean and standard deviation of the inverse consis-
tency error predicted by the proposed method (13) matches that of the measured
inverse consistency error (19) indicating that (14) is a fair formulation for esti-
mating the required number of integration time-steps.
5.2 Registration on synthetic example
To test the registration proposed in this paper, we generated synthetic data
where the ground truth deformation is known. The synthetic data was generated
by deforming the faces of the cube (503 mm3 placed in a 2563 mm3 image) using
a Gaussian of standard deviation 0.07 (of the cube side length). The deformed
and undeformed cubes were registered using the proposed adaptive time-stepping
scheme and a conventional scheme with an inverse consistency error penalty
as (19) and a fixed number of time-steps of 16 . For both the schemes, the
regularization constant was set to 0.1 and two levels of the kernel bundle were
used. The first level was parameterized with a kernel of support 4 and the next
by a kernel of support 2. Imax was set to 1. We set λR = 0.3 and λICC = 0.01.
Figure 2 illustrates the source and target images. Following this, the accuracy
of the overlap is assessed using the Jaccard index which is given by,
JI =
|S(φ) ∩ T |
|S(φ) ∪ T |
. (20)
where S is the source segmentation, φ is the transformation and T is the target
segmentation. In addition to this, we measure ICC errors for both the methods
using (19). In Table 2, we see that the adaptive scheme showed a better mean
overlap (forward and backward) and a very similar inverse consistency error
when compared to the fixed-time stepping scheme. However, in the first level of
registration the adaptive scheme used only a maximum of 8 time-steps and in
the second level it used a maximum of 12 time-steps.
Method JI ICC(std) Max ICC Max. time steps
Adaptive 0.96 0.01 (0.14) 0.90 8,12
Fixed 0.89 0.01 (0.06) 2.30 16
Table 2: Adaptive scheme versus fixed time-step scheme. Max. time steps: Max-
imum number of time-steps on level 1 and 2 of the kernel bundle framework.
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Fig. 2: Target cube, deformed target cube
5.3 Application on MGH10
We perform an evaluation on the MGH10 dataset4. Here the ability to match a
set of manually segmented regions of interest via pair-wise registration is eval-
uated. Each scan is initially reformatted to isotropic voxels (voxel size 1 mm3
and dimensions of 2563. The pair-wise images are linearly aligned using 9 DOF.
Both the images were mapped to the mid-point of the affine space using the
square root of the affine transformation. After the linear alignment, images are
non-linearly aligned using the presented registration scheme. Once the registra-
tions are performed, the manual labeled segmentation from the floating image












Fig. 3: Box plot of the jaccard index and mean inverse consistency error.
subject is randomly chosen and the other subjects are registered to it. Three
levels are used in the kernel bundle. Each level is made of kernels of support 8,
4 and 2 respectively. NMI was used as a similarity measure with 64 bins for the
histogram. Images were smoothed with a Gaussian of 0.2 mm. The number of
time-steps for the fixed time-step registration scheme was set to 16. The desired
maximum inverse consistency error (Imax) was set to 1 voxel. We set λR = 0.3
and λICC = 0.1. The comparison is made based in Jaccard Index (20) and
ICC error (19). Table 3 indicates that both the methods achieve similar over-
laps and inverse consistency errors. However, the adaptive time-stepping scheme
4 www.mindboggle.info
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took fewer number of time-steps for integration. Figure 3 illustrates the overlaps
based on both the registration schemes and the mean inverse consistency error.
Method JI ICC(std) Max ICC Max. time steps
Adaptive 0.39 0.16 (0.21) 1.86 3,6,12
Fixed 0.38 1.65 (1.55) 6.78 16
Table 3: Adaptive scheme versus fixed time-step scheme on MGH10 dataset;
Max: mean maximum error.
6 Discussion
In this paper, we presented a way of adjusting the time-steps required to integrate
a velocity field such that the maximum inverse consistency error is bounded. We
proposed a way to adaptively estimate the number of time-steps based on only
the velocity field i.e., without having to realize the entire deformation. We used
two terms to handle inverse consistency: one for penalization purposes and the
other for time-step prediction. Through the first synthetic experiment we showed
that the proposed prediction term produced good estimates of the actual inverse
consistency error. The second of the synthetic experiments showed that a higher
degree of match and a similar inverse consistency can be achieved using the
adaptive time-stepping scheme when compared to the fixed-time step version of
registration. On the MGH10 dataset, we showed that the proposed registration
scheme reaches the same accuracy as the fixed time-step registration scheme
with fewer number of time-steps and a similar inverse consistency.
In a recent version of logDemons [3], the zeroth order of BCH was used
to compose two velocity fields. However, in this work since we use ∇vfvb and
∇vbvf to set the number of time-steps, it makes sense to also take them into
account in the penalty term. By using the 1st order BCH term, we keep vf more
close to −vb in regions where ∇vfvb and/or ∇vbvf are large. In that way we
limit the magnitude of {vf ,vb}.
Two other ways of maintaining inverse consistency are: a) To use a higher
order integration scheme. Since higher order integration schemes can be com-
putationally expensive, we restricted our analyses to a forward Euler’s scheme.
b) By solving for the inverse transformation subject to the inverse consistent
condition. This can be computationally expensive since it involves solving a
high-dimensional linear system of equations and the transformations need to be
estimated sequentially.
The proposed method also saves on computational time since it only takes
a relevant number of steps based on the desired inverse consistency level and
the properties of the velocity field. This implies, the closer the transformation
is to being represented as a small deformation, the lower number of time-steps
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are taken. That is, a low ∇vfvb and/or ∇vbvf implies a low n. This is usually
the case in the first few iterations of the optimization and the adaptive scheme
helps in reducing the computational time by only taking a relevant number of
time-steps.
7 Conclusion
In conclusion, we presented a method that lends more flexibility to the transfor-
mation model by adaptively setting the time-steps required to account for the
discretization error in the numerical integration scheme. The required number
of time-steps is chosen based on the properties of the velocity field prior to ev-
ery optimization iteration. We showed that the Lie brackets can be conveniently
represented in terms of the inverse consistency term. We showed that the pro-
posed registration scheme solves the intra-subject registration problem equally
well as the inverse consistent fixed time-step scheme by using a fewer number of
time-steps.
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Abstract. In this work, we propose a generic hierarchical spatiotem-
poral model for longitudinal manifold-valued data, which consist in re-
peated measurements over time for a group of individuals. This model
allows us to estimate a group-average trajectory of progression, consid-
ered as a geodesic of a given Riemannian manifold. Individual trajectories
of progression are obtained as random variations, which consist in paral-
lel shifting and time reparametrization, of the average trajectory. These
spatiotemporal tranformations allow us to characterize changes in the di-
rection and in the pace at which trajectories are followed. We propose to
estimate the parameters of the model using a stochastic approximation of
the expectation-maximization (EM) algorithm, the Monte Carlo Markov
Chain Stochastic Approximation EM (MCMC SAEM) algorithm.
This generic spatiotemporal model is used to analyze the temporal pro-
gression of a family of biomarkers. This progression model estimates
a normative scenario of the progressive impairments of several cognitive
functions, considered here as biomarkers, during the course of Alzheimer’s
disease. The estimated average trajectory provides a normative scenario
of disease progression. Random effects provide unique insights into the
variations in the ordering and timing of the succession of cognitive im-
pairments across different individuals.
1 Introduction
Neurodegenerative diseases such as Alzheimer’s disease (AD) or Parkinson’s dis-
ease are known to affect the metabolism, brain structure and cognitive func-
tions. The effect of the disease can be quantified by observing cerebrospinal fluid
(CSF), neuroimaging or neuropsychological biomarkers. In [9], Clifford R. Jack
et al. proposed an hypothetical model to describe the temporal progression of
these biomarkers during the course of the disease. However, there is still a need
for data-driven models which could give experimental evidence of such patterns
of disease progression. Statistical models for longitudinal data have been subject
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to a growing interest in the last few years. In particular, mixed-effects mod-
els, which include fixed and random effects, have a hierarchical structure which
allows us to describe the model at the group and subjects level.
Still, a statistical model of disease progression should take into account the
fact that the age of a given individual is not an indicator of his stage of disease
progression. Two individuals, observed at the same age, might actually be at very
different stages of disease progression. As a consequence, trajectories should be
registered in time to account for this variability in stages of disease progression.
In [6], the concept of “time-warps” was introduced to allow for the registration
in time of trajectories of shape changes. However, in order to combine the time-
warps with the variability of shapes accross individuals, the authors assumed
that the variance of shapes does not depend on time whereas it should adapt
to the average trajectory of shape changes. The set of the measurements of
an individual at a given time-point is often a high-dimensional and nonlinear
space. Building a model of disease progression therefore consists in estimating
continuous subject-specific trajectories and an average trajectory in this space.
At a given time point, the disease progression of two individuals will probably
be described by two different trajectories. To construct the average trajectory,
the individual trajectories need to be registered in space, where space may refer
to the 2D or 3D space of spatial objects, or more generally to the space of
measurements. In [15], time-warps were also used to define a metric between
curves which has the property of being invariant under time-reparametrization.
The authors did not spatially register the curves because of the small variability
of the trajectories.
The framework of mixed-effects models provides tools to deal with this hi-
erarchical problem. Mixed-effects models for longitudinal measurements were
introduced in the seminal paper of Laird and Ware [11] and have been widely
developed since then (see [4], [13] for instance). It should be pointed out that
this kind of models suffers from two main drawbacks regarding our problem.
These models describe the distribution of the measurements at a given reference
time. In many situations, this reference time is given by the experimental set-
ting: in plant growth studies, the point in time at which the plant was seeded is
a natural choice, as well as the date of birth in developmental studies. However,
in studies on neurodegenerative diseases, there is no natural choice of reference
time as the disease-onset time is most probably different for each individual.
Another limitation of usual mixed-effects models is that they are defined for
data lying in Euclidean spaces. Although the development of statistical models
for manifold-valued data is a blooming topic (see [14], [15]), the construction of
statistical models for longitudinal data on a manifold remains an open problem.
In this paper, we propose a statistical model to describe the temporal progres-
sion of a family of biomarkers. This progression model can be seen as a particu-
lar case of a more general spatiotemporal model for longitudinal manifold-valued
data. The Riemannian manifold and its metric are choosen a priori, which allows
us to introduce anatomical, physiological constraints into the model. The defi-
nition of the generic spatiotemporal model requires no other choice. The models
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which we introduce herein are based on the concept of parallel curves on a man-
ifold. The random effects of the model allow to spatially and temporally register
individual trajectories of progression. The generic spatiotemporal model belongs
to a class of statistical models for which maximum likelihood estimates cannot
be obtained in closed form. We address this issue by using a stochastic version of
the Expectation-Maximization algorithm [3], namely the MCMC SAEM [1], for
which theoretical results regarding the convergence have been proven in [2], [1].
In section 2, we will introduce our propagation model for a family of biomark-
ers and explain how this model appears as a particular case of a more general
mixed-effects model for longitudinal manifold-valued data. We explain how the
MCMC-SAEM was used in section 3. The last section consists of experimental
results obtained on neuropsychological test scores.
2 Propagation model for a family of biomarkers
2.1 Riemannian geometry prerequisites
Let (M, gM) be a Riemannian manifold of dimension N equipped with a Rieman-
nian metric gM, which we assume to be geodesically complete. Meaning that the
geodesics of M are defined on R. The Riemannian metric gM defines a unique
affine connexion on M, namely the Levi-Civita connexion, denoted by ∇M. Let
γ denote a geodesic of M and t0 ∈ R. We recall that, given a tangent vector ξ
in Tγ(t0)M, the parallel transport of ξ along γ, denoted by X(s) = Pγ,t0,s(ξ), is
a vector field along γ which satisfies : X(t0) = ξ and ∇MX(s) = 0. Let p ∈ M.
The Riemannian exponential in M at p is denoted by ExpMp . For v ∈ TpM,
ExpMp (v) denotes the value at time 1 of the geodesic in M issued from p with
initial velocity v.
2.2 Model description
We are interested in the temporal progression of a family of N (N ≥ 2) scalar
biomarkers. We consider a longitudinal dataset of the form (yi,j , ti,j)i,j , obtained
by observing p individuals at repeated time points. The vector yi,j denotes the
j-th observation (1 ≤ j ≤ ni) of the i-th individual. The k-th coordinate of yi,j ,
denoted by yi,j,k, corresponds to the measurement of the k-th biomarker, at time
ti,j . We will assume that each measurement yi,j,k belongs to a one dimensional
Riemannian manifold (M, g) which is geodesically complete. In this setting, the
observations yi,j = (yi,j,1, . . . , yi,j,N ) can be considered as points in the product
manifold M = MN . The average progression of this family of biomarkers is
modeled by a geodesic trajectory on the manifold M, which is equipped with the
product metric, denoted by gM.
The statistical model is described for observations on a manifold wich is a
product of one-dimensional manifolds. This framework is particularly convenient
to analyze the temporal progression of a family of biomarkers. The model can
be seen as a particular case of a more generic spatiotemporal model (2).
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Choice of the average trajectory
In order to determine relative progression of the biomarkers among them-
selves, the average trajectory is choosen among the parametric family of geodesics
:
(
t 7→ (γ0(t), γ0(t+δ1), . . . , γ0(t+δN−1))
)
δ
, where δ = (0, δ1, . . . , δN−1) and γ0
is a geodesic, of the one-dimensional manifold M , parametrized by a point p0 in
M , a time t0 and a velocity v0 in Tp0M . This parametrization of the geodesic
γ0 is the natural parametrization : γ0(t0) = p0 and γ̇0(t0) = v0. By choosing the
average trajectory among this parametrized family of geodesics, we assume that,
on average, the biomarkers follow the same trajectory but shifted in time. The
delay between the progression of the different biomarkers is measured by the
vector δ = (0, δ1, . . . , δN−1) ∈ RN . The parameters δi (1 ≤ i ≤ N − 1) measure
a relative delay between two consecutive biomarkers. The parameter t0 plays
the role of reference time as the trajectory of the first biomarker will reach the
value p0 at time t0 whereas the other trajectories will reach the same value p0
at different points in time, shifted with respect to t0.
Construction of subject-specific trajectories of disease progression
with time reparametrization
The model proposed herein is a hierarchical model : data points are assumed
to be sampled from subject-specific trajectories of progression. These individual
trajectories are derived from the average trajectory γδ. The subject-specific
trajectory of the i-th individual is constructed by considering a non-zero tangent
vector wi in Tγδ(t0)M, orthogonal to γ̇δ(t0) for the inner product defined by the
metric (〈·, ·〉γδ(t0) = g
M
γδ(t0)
). This tangent vector wi = (w1,i, . . . , wN,i) is a
space shift which allows us to register the individual trajectories in the space
of measurements. The tangent vector wi is transported along the geodesic γδ
from time t0 to time s using parallel transport. This transported tangent vector
is denoted by Pγδ,t0,s(wi). At the point γδ(s), a new point in M is obtained by
taking the Riemannian exponential of Pγδ,t0,s(wi). This new point is denoted by
ηwi(γδ, s). As s varies, this point describes the curve s 7→ ηwi(γδ, s), which is
considered as a “parallel” to the curve γδ (Fig. 1). The orthogonality condition
on the tangent vectors wi is an important hypothesis which ensures that a point
ηwi(γδ, s) on a parallel moves at the same pace on this parallel than on the
average trajectory. This hypothesis ensures the uniqueness of the decomposition
between spatial and temporal components.
The trajectory γi of the i-th individual is obtained by reparametrizing the
parallel ηwi(γδ, ·) : γi(s) = ηwi(γδ, ψi(s)), where the mapping ψi(s) = αi(s −
t0 − τi) + t0 is a subject-specific affine reparametrization which allows us to
register in time the different individual trajectories of progression. This time-
warp was introduced in [12] to define subject-specific trajectories of progression
from an average trajectory, in the case of univariate manifold-valued data. In
this univariate work, because the manifold is one-dimensional, no random effect
is associated to the fixed effect p0. Here, the tangent vector wi can be considered,
in the light of the univariate model, as a random effect associated to the point p0.
The effect αi is an acceleration factor which encodes whether the i-th individual
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is progressing faster or slower than the average individual. Whereas the effect τi
encodes the advance or delay of the i-th individual with respect to the average.
Both are assumed to be random, non observed, variables as are also the space
shifts wi.
Figure a) Figure b) Figure c) 
Fig. 1: Schematic description of parallel shifting. Figure a) (left) : A non-zero
tangent vector wi is choosen in Tγ(t0)M. Figure b) (middle) : the tangent vector
wi is transported along γ from γ(t0) to γ(s) using parallel transport on M. A
new point, ηwi(γ, s) is obtained at time s by shooting with the Riemannian ex-
ponential. Figure c) (right) : the curve ηwi(γ, ·) is the “parallel” to γ constructed
from wi.
Because M is equipped with the product metric, the parallel transport of the
tangent vector wi ∈ Tγδ(t0)M is a N -dimensional vector whose k-th (1 ≤ k ≤
N) component is equal to the parallel transport of the tangent vector wk,i ∈
Tγ0(·+δk−1)M along the curve s 7→ γ0(s+ δk−1) in the one-dimensional manifold
M . It follows that Pγδ,t0,s(wi) =
( w1,i
γ̇0(t0)






ing the Riemanniann exponential, in M, of the tangent vector Pγδ,t0,s(wi) boils
down to taking the Riemannian exponential, in M , of each component of the
vector. If ExpM denotes the Riemannian exponential map in M , the k-th (1 ≤












. For the longitudinal dataset (yi,j , ti,j)
(1 ≤ i ≤ p, 1 ≤ j ≤ ni), our hierarchical model writes : yi,j = γi(ti,j) + εi,j . In





+ t0 + αi(ti,j − t0 − τi) + δk−1
)
+ εi,j,k. (1)
with αi = exp(ηi), wi = (w1,i, . . . , wN,i), wi = Asi and :
ηi
i.i.d.∼ N (0, σ2η), τi
i.i.d.∼ N (0, σ2τ ), εi,j
i.i.d.∼ N (0, σ2Ini) and sj,i
i.i.d.∼ Laplace(1/2).
The parameters of the model are θ = (p0, t0, v0, δ, ση, στ , σ, vec(A)) and the
random effects of the model are (αi, τi,wi) (1 ≤ i ≤ p). Note that the first
two random effects are scalars. The acceleration factor is assumed to follow a
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log-normal distribution to ensure its positiveness (the affine reparametrization
must not reverse time). The time shifts follow a Gaussian distribution with zero
mean. The space shifts are vectors of dimension N−1 which belong to the vector
space {γ̇δ(t0)}⊥. In the spirit of independent component analysis [8], we assume
that the tangent vectors wi are a linear combination of Ns < N statistically
independent components. This writes wi = Asi where A is a N × Ns matrix
of rank Ns whose columns are vectors in Tγδ(t0)M and si is a vector of Ns
independent sources following a Laplace distribution with parameter 1/2. To
ensure the orthogonality condition on the tangent vectors wi, we assume that,
for all j ∈ {1, . . . , Ns}, 〈Aj , γ̇δ(t0)〉γδ(t0) = 0, where Aj denotes the j-th column
of A.
The model given in (1) can be used to analyze longitudinal observations
on any geodesically complete Riemannian manifold. The generic spatiotemporal
model writes:
yi,j = η
wi(γδ, ψi(ti,j)) + εi,j . (2)
where the parallel s 7→ ηwi(γδ, s) is given by:






, s ∈ R.
It should be pointed out that a parallel s 7→ ηwi(γδ, s) to the geodesic γδ
is not, in general a geodesic. In the Euclidean case, a parallel to γδ is just a
translation of γδ : η
wi(γδ, s) = γδ(s) + wi.
2.3 The logistic propagation model
If the measurements of the biomarkers can be normalized, we can consider these
measurements as points in the one-dimensional manifold M =]0, 1[. For example,
neuropsychological test scores are bounded above by a maximum score and can
therefore be normalized to produce measurements in ]0, 1[. In this case, the
model given in (1) can be used to analyze these measurements. We consider that
M =]0, 1[ is equipped with the Riemannian metric g given by : for p ∈]0, 1[,
(u, v) ∈ TpM × TpM , gp(u, v) = uG(p)v with G(p) = 1/(p2(1 − p)2). For this
Riemannian metric, the geodesics are the logistic curves of the form : γ0(t) =(
1 + ( 1p0 − 1) exp
(
− v0p0(1−p0) (t− t0)
))−1
















where (Asi)k denotes the k-th component of the vector wi = Asi.
3 Parameters estimation
A stochastic version of the Expectation-Maximization (EM) algorithm [3] is used
to estimate the parameters θ = (p0, t0, v0, δ, ση, στ , σ, vec(A)) of the model.
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Because of the nonlinearity of the model, the E step of the EM algorithm
is intractable. As a consequence, we consider a stochastic version of the EM
algorithm, namely the Monte-Carlo Markov Chain Stochastic Approximation
Expectation-Maximization (MCMC-SAEM) algorithm [1], based on [2].
In order to ensure the theoretical convergence of the MCMC SAEM algo-
rithm, the model must belong to the curved exponential family. Equivalently,
the complete log-likelihood of the model shall write : log q(y, z |θ) = −φ(θ) +
S(y, z)>ψ(θ), where S(y, z) is a sufficent statistic of the model. Note that the
logistic propagation model does not belong to the curved exponential family. A
usual workaround consists in regarding the parameters of the model as realiza-
tions of independents Gaussian random variables ([10]) : θ ∼ N (θ,D) where
D is a diagonal matrix with very small diagonal entries and the estimation now
targets θ. This yields: p0 ∼ N (p0, σ2p0), t0 ∼ N (t0, σ
2
t0), v0 ∼ N (v0, σ
2
v0) and,
for all k, δk ∼ N (δk, σ2δ ). The matrix A is also considered as a realization of a
Gaussian random variable and, in order to ensure the orthogonality condition on
the columns of A, we assume that A follows a normal distribution on the space




; ∀j, 〈Aj , γ̇δ(t0)〉γδ(t0) = 0}. Equiva-
lently, we assume that the matrix A writes : A =
∑(N−1)Ns
k=1 ckAk where, for all k,
ck
i.i.d.∼ N (ck, σ2c ) and (A1, . . . ,A(N−1)Ns) is an orthonormal basis of Σ obtained
by application of the Gram-Schmidt process to a basis of Σ. The random vari-
ables c1, . . . , c(N−1)Ns are considered as new hidden variables of the model. The
parameters of the model are θ = (p0, t0, v0, (δk)1≤k≤N−1, (ck)1≤k≤(N−1)Ns , ση, στ , σ)
whereas the hidden variables of the model are z = (p0, t0, v0, (δk)1≤k≤N−1, (ck)1≤k≤(N−1)Ns ,
(ηi)1≤i≤p, (τi)1≤i≤p, (sj,i)1≤j≤Ns, 1≤i≤p).
Overview of the MCMC-SAEM algorithm
The MCMC-SAEM itterates, until convergence, between three steps : simu-
lation, stochastic approximation and maximization. Let k be an integer greater
than 1 and θ(k−1) (respectively z(k−1)) denote the parameters (respectively the
hidden variables) at the k − 1-th iteration of the algorithm. The k-th iteration
is summarized as follows :
– Simulation : z(k) is sampled from the transition kernel of an ergodic Markov
Chain whose stationary distribution is the conditional distribution of the
hidden variables knowing the observations y = (yi,j)i,j and the current esti-
mates of the parameters θ(k−1). This sampling is done by using the Hasting-
Metropolis within Gibbs sampler.
– Compute the sufficent statistics : we compute the sufficent statistics S(k).
– Stochastic approximation : because the model belongs to the curved expo-
nential family, the stochastic approximation is done on the sufficent statistics
as follows : S(k+1) ← S(k)+εk(S(y, z(k))−S(k))., where (εk)k is a decreasing
sequence of positive step sizes.
– Maximization : parameters updates are obtained in closed form from the
stochastic approximation on the sufficent statistics.
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4 Experiments
4.1 Data
We use the neuropsychological assessment test “ADAS-Cog 13” from the ADNI1,
ADNIGO or ADNI2 cohorts of the Alzheimer’s Disease Neuroimaging Initiative
(ADNI). The “ADAS-Cog 13” consists of 13 questions, which allow to test the
impairment of several cognitive functions. To each of the 13 items of the test
a cognitive function was associated as follows : memory (items 1, 4, 7, 8 and 9),
language (items 2, 5, 10, 11 and 12), praxies (items 3 and 6), concentration (item
13). The score of each item was normalized by the maximum possible score.
Consequently, each data point of each individual consists in thirteen normalized
scores, which can be seen as a point on the manifold M =]0, 1[13.
We choose to consider 248 individuals who were diagnosed with mild cogni-
tive impairment (MCI) at their first visit and whose diagnosis changed to AD
before their last visit. Among this population, we have an average of 6 visits per
individual (with a minimum of 3 and a maximum of 11) and a typical duration
of either 6 or 12 months between consecutive visits.
4.2 Experimental results
In this situation where M =]0, 1[13, the number of independent sources Ns can be
any integer between 1 and 12. The choice of the number of independent sources
influences the number of parameters to be estimated, which equals 9 + 12Ns. In
order to keep a reasonable runtime, we conducted 3 experiments with Ns equal
to 1, 2 and 3. For each experiment, the MCMC-SAEM was run five times with
different initial parameters. Only the experiment which returned the smallest
residual noise variance was kept. Increasing the number of sources allowed to
decrease the residual noise among the experiments : σ2 = 0.02 for Ns = 1,
σ2 = 0.0162 for Ns = 2 and σ
2 = 0.0159 for Ns = 3. Because the residual noise
was almost similar for Ns = 2 and Ns = 3 sources, we choose to report here the
results obtained with the less complex model. As a consequence, we report the
results obtained with 2 independent sources.
The average trajectory γδ is given in Fig. 2, where each curve represents the
temporal progression of one specific item of the ADAS-Cog test. The estimated
fixed effects are p0 = 0.74, t0 = 79.88 years, v0 = 0.047 unit per year, and
δ = [0;−14;−11; 4.6;−13;−14;−7.7;−0.9;−14.4;−14.05;
−11.80;−15.3292] years. This means that, on average, the memory-related items
(items 1, 4, 7, 8, 9) reach the value p0 = 0.74 at respectively t0, t0−δ4, t0−δ7, t0−
δ8 and t0 − δ9 years, which correponds to respectively 79.88, 75.2, 87.6, 80.7 and
94.3 years. The concentration item reaches the same value at t0−δ13 = 86.1 years.
The progression of the concentration item is followed by praxis and language
items.
Random effects show the variability of this average trajectory within the
studied population. The standard deviation of the time-shift equals στ = 8.3
years, meaning that the disease progression model in Fig. 2 is shifted in time by
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Fig. 2: The estimated average trajectory. In blue: the average trajectory of pro-
gression for the 5 memory-related items (item 1:∗, item 4:, item 7:◦, item 8:+
and item 9:M). In orange: average trajectory for the 5 language-related items
(item 2:∗, item 5:, item 10:◦, item 11:+ and item 12:M). In yellow: average pro-
gression trajectory for the 2 praxies-related items (item 3:∗ and item 6:). In
purple: average progression trajectory for the concentration-related item (item
13:∗).
Fig. 3: Plot of the subject-specific random effects: the log-acceleration factor ηi
is plotted against the time-shifts t0 + τi. Each point is colored according to the
age of conversion to AD.
at most ±8.3 years for 95% of the population. This accounts for the variability in
the age of disease onset among the population. The effects of the variance of the
acceleration factors, and the two independent components of the space-shifts are
illustrated in Fig. 4. The first column of Fig. 4 illustrates the variability in pace of
disease progression (the time-shifts are assumed to be zero in order to illustrate
the effect of acceleration factor only). This variability is encoded by the variance
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Acceleration factor 𝛼𝑖 Independent component 𝐴1 Independent component 𝐴2 
Fig. 4: First column : plot of t 7→ γδ(α(t − t0) + t0) with α = exp(±ση) with
ση = 0.8. Second (resp. third) column : plots of parallels η
±σsiAi(γδ, ·) in the
direction given by the independent components.
ση = 0.8 of the acceleration factor. The first and second independent components
illustrates the variability in the relative timing of the cognitive impairments.
The first independent direction shows that some memory items and language
items are shifted in time with respect to the other ones, especially for memory
item 4 () and item 7 (◦). The ordering of the memory item 7 (◦) and the
concentration item is inverted for individuals with a space shift wi = −σsi,1A1.
For those individuals, praxies items are impaired later, after the language items
2 (∗), items 12 (M) and item 5 (). The second independent component shows
a greater variability for the memory-related items than for the first independent
components, in particular for memory item 9 (M) and item 4 (). For individuals
with a space shift wi = σsi,2A2, language-related items might be impaired later
than the average individual, especially for the language item 12 (M).
The subject-specific random effects estimated for each individual are obtained
from the sampling step of the last iteration of the MCMC-SAEM and are plotted
in Fig. 3. The figure shows that the individuals who have a positive (respectively
negative) time shift (they are evolving ahead, respectively behind, the average
trajectory) are the individuals who converted late (respectively early) to AD.
This means that the individual time-shifts correspond well to the age at which
a given individual was diagnosed with AD. We also note that there is a negative
correlation, equal to −0.4, between the estimated log-acceleration factors and
time shifts. There is a tendancy for early onset patients to be fast progressers.
Through its subject-specific affine reparametrization, the age of a given indi-







i (t)| (where t
diag
i corresponds to the age at which the
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Fig. 5: Left : Sum of |tdiagi − ψ
−1
i (t)| across the 248 individuals as a function of
the variable t (time). Right : histogram of the absolute errors |tdiagi − 77.45|.
i-th individual converted to AD) shows a unique minimum at t∗ = 77.45 years.
This age can be understood as the age of symptoms onset in the timeline of
the normative scenario of disease progression. The histogram in 5 shows that
the age t∗ is a prediction of the true age of conversion : the error of prediction
is less than 5 years for 50% of the population. This prediction is obtained by
analyzing cognitive scores, which are inherently noisy and the reproducibility of
these scores is questionable. We believe that the prediction can be improved by
analyzing other types of biomarkers which are more objective and indicative of
the progression of the disease.
4.3 Discussion and perspectives
We proposed a mixed-effects model to analyze the temporal progression of a
family of biomarkers. This model appears as a particular case of a generic spa-
tiotemporal model which can be used to analyze longitudinal manifold-valued
measurements. These two models allow to estimate an average trajectory of dis-
ease progression. Individual trajectories of disease progression are constructed
from the average trajectory by using subject-specific space shifts, acceleration
factors and time shifts, which allow to spatially and temporally register the
individual trajectories of progression.
The model for a family of biomarkers was used to estimate a scenario of
Alzheimer’s disease progression from neuropsychological tests. We validated the
estimates of the spatiotemporal registration between individual trajectories by
the fact that they put into correspondence the age at which patients were diag-
nosed with Alzheimer’s disease. Alternatives to estimate model of disease pro-
gression include the event-based model proposed in [7], which estimates the or-
dering of categorical variables. The combination of spatial and temporal sources
of variations in longitudinal data can be futher improved by use of methods
such as in [5]. In this work, we introduced the methodolocical background to
construct models of disease progression based on longitudinal manifold-valued
measurements. Improvements to the model we introduced above consist in an-
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alyzing multimodal biomarkers. By doing so, we could experimental evidence,
based on a data-driven model, of temporal progression of biomarkers as in [9].
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Abstract. In longitudinal imaging studies, geodesic regression in the
space of diffeomorphisms [9] can be used to fit a generative model to
images over time. The parameters of the model, primarily its initial di-
rection or momentum, are important objects for study that contain bi-
ologically meaningful information about the dynamics occurring in the
underlying anatomy. Unfortunately, it is common for any given subject
to have a very limited number of longitudinal images available, the ac-
quisition of which is corrupted by noise and variability due to scanning
conditions. Furthermore, the underlying anatomy is subject to many en-
tangled biological processes, the effect of which on images is in many
cases poorly characterized. Hence, the approach must fit a model to few
data points with uncharacterized variability. Here, we propose supple-
menting the lack of longitudinal information for an individual patient
with information that can be extracted cross-sectionally from a popula-
tion of time series to improve the model fit for the individual. To that
effect, we propose a probabilistic model that leads to a well established
technique from classical statistics: James-Stein estimators. We show that
recent work on groupwise registration for improved geodesic estimation
is a sub-optimal special case of our proposed model. Finally, we validate
the model by showing geodesics refined by the James-Stein estimator
extrapolate more accurately on average than raw geodesic estimates.
1 Introduction
In the large deformation diffeomorphic metric mapping (LDDMM) framework
for nonlinear image registration [1], interpolation and extrapolation of longitu-
dinal image time series can be accomplished with geodesic regression [9]. In this
setting, a geodesic on a manifold of diffeomorphisms is estimated such that it
passes maximally close to transformations that optimally map the initial image
to all subsequent images in the time series. The geodesic is parameterized by
an initial transformation (here fixed at the identity for simplicity) and a single
vector field (tangent to the manifold at the identity), which specifies the direc-
tion of the geodesic. If one assumes this vector field is everywhere proportional
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to the initial image gradient [8], then the geodesic is fully specified by a sin-
gle scalar-valued image, henceforth referred to as the momentum. The task of
geodesic regression can then be formulated as: given the time series of images
I1(x), ..., IN (x), find the momentum p(x) such that the geodesic parameterized
by p(x) passes through φ2(x), ..., φN (x) and
∑N
i=2 d(I1◦φi, Ii)2 is minimal; where
d(I, J) is some quantitative assessment of similarity between images I and J .
As in any learning task, our confidence in the ability of the geodesic model
to make accurate predictions at unobserved time points increases with the num-
ber of observations. Unfortunately however, due to the high cost of collecting
anatomical images, many longitudinal studies of brain structure collect images
at fewer than 5 time-points per individual, and often at relatively small time
intervals. The short time intervals are particularly problematic considering the
slow dynamics of many neurodegenerative diseases. Such a small number of ob-
servations, prone to noise, over a short time interval may be insufficient to fit
a geodesic that generalizes to unobserved time points with an acceptable level
of confidence. We address the challenge of improving geodesic model general-
ization for an individual time series by pooling information from multiple time
series cross-sectionally, and using it to regularize the individual geodesic models.
Such an approach may have practical implications on study design, wherein a
researcher may choose to acquire fewer images over a shorter time period from
more individuals, and yet achieve similar confidence in the accuracy of individ-
ual geodesics had they collected more images over a longer period of time from
fewer individuals.
We find a natural mathematical setting to implement this in the James-
Stein estimator. The James-Stein estimator is a classical statistical model that
improves upon the maximum-likelihood estimate for the mean of a Gaussian
random variable. That is, the James-Stein estimator is closer in Euclidean dis-
tance on average to the unobserved ground truth value of the mean than its
maximum-likelihood estimate. James-Stein estimators are commonly used for
massively parallel data sets where the same inference must be made for many
samples. Information is pooled across the samples and used to regularize the in-
ference of each individual sample. This model reflects the case in neuroimaging
where only short sparsely sampled time series are available but for many patients.
Using James-Stein estimates as opposed to maximum-likelihood estimates can
offer substantial improvements on model accuracy on average [3]. We utilize the
James-Stein estimator to leverage the information contained cross-sectionally in
a population of time series to improve the geodesic fit for each individual time
series.
A necessary first step for James-Stein estimators is to estimate a groupwise
representation of the samples. Several recent works have proposed methods for
constructing a groupwise representation of image time series data, any of which
is compatible with our proposal. In [2] the authors proposed a method to reg-
ister time series of images in both space and time simultaneously; a groupwise
representation of the time series, or spatiotemporal atlas, can then be found in
the common spatiotemporal coordinate system. In [10] the authors propose a
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hierarchical geodesic model in which individual geodesics are estimated, then
used to construct a groupwise geodesic. Their proposed probabilistic model al-
lows an extension that is not fully explored in [10], which is to re-estimate the
individual geodesics after the groupwise representation has been constructed.
If the groupwise representation is used as a prior (which is suggested by the
probabilistic model), the new estimates are similar to the James-Stein estimates
for the individual trajectories. The James-Stein estimator shows how to do this
second inference optimally.
After a groupwise representation is obtained, James-Stein estimators shrink
individual estimates toward the groupwise representation. We show below that
this is in fact a maximum a posteriori (MAP) estimate, where the shape of the
prior distribution is inferred from the data itself. This can also be viewed as a
groupwise consistency constraint. Other recent works have proposed groupwise
consistency to cope with difficulty in estimation of individual models. In [12],
the authors propose a hierarchical Markov random field (hMRF) for segmen-
tation of structural MRI images into functional networks based on fMRI time
series. Individual segmentations are constrained to be smooth and consistent
with the fMRI data for that individual. They are also constrained to be similar
to a grouplevel representation of the network which is jointly estimated with
the individual networks. The authors show that this cross-sectional constraint
improves the recovery of networks in ficticious data and results in smoother
networks with more anatomical meaning in real data.
Similarly, in [4], pairs of longitudinal brain images from a population of
individuals diagnosed with Alzheimer’s disease (AD) were registered simulta-
neously. The optimal set of transformations was defined not only to map the
template images to their references, but also to satisfy a groupwise consistency
constraint. The authors showed that the resulting geodesics predicted a third
time point image not used in the learning step more accurately on average than
geodesics learned without the groupwise consistency constraint. We demonstrate
below that their approach is in fact a special case of James-Stein estimators. Es-
tablishing the connection with James-Stein estimators grounds that work in a
probabilistic model from classical statistics that provides better intuition for the
meaning of parameters and how to find their optimal values.
2 Methods
2.1 Derivation of the multivariate James-Stein estimator for momenta:
For simplicity, we consider time series with two images. Because the derivation of
James-Stein estimators will deal exclusively with momenta, the generalization to
time series of arbitrary length is trivial. Let Ii and Ji for i ∈ {1, ..., N} be initial
and follow up image acquisitions of the same anatomy for N patients. In order to
share information cross sectionally we must have a common coordinate system.
So we also assume we’re given transformations ψi such that Ii(ψi) ∼ Ij(ψj) for
all i and j. This can be accomplished by finding a study specific atlas, or minimal
deformation template (MDT), for the images Ii. All further formula are assumed
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to be in the common coordinate system. (That is, all momenta have been moved
to the common coordinate system by co-adjoint transport, which for the scalar
field pi is Dψi · pi(ψi), where D is the Jacobian operator.)
Now, suppose pi specifies a geodesic beginning at identity and passing through
an optimal φi such that Ii(φi) ∼ Ji for all i. The true values of the pi are un-
known, but let βi be a noisy estimate of pi acquired via geodesic regression. Now,
suppose the following probabilistic model:
pi ∼ N (p∗, A), (1)
βi|pi ∼ N (pi, σ20 · Id). (2)
Equation (1) indicates the unobservable pi are independent samples from a nor-
mal distribution with mean p∗ and covariance A. This distribution models the
variability in time series trajectory across individuals due to differing contribu-
tions of the underlying processes that affect the dynamics of aging and disease.
The mean momentum parameterizes a geodesic representing the average dynam-
ics over time for images in the population. (Hence, any one of the previously
discussed methods for construction of a groupwise representation of time series
[2, 10] can be taken as a definition for p∗.)
Equation (2) indicates the observable βi are independent samples from a
normal distribution with mean pi and covariance σ
2
0 · Id, where Id is the matrix
identity of the appropriate size. This distribution models the variability of the
momentum measurement βi due to image noise and registration inaccuracies.
Hence, each βi is distributed about its (unobserved) ground truth value of pi
with isotropic variability, the extent of which is given by σ20 . This is consistent
with standard noise assumptions in much of the image registration literature.
These distributions have the form of a prior and likelihood, which enables us




= N (βi − σ20B(βi − p∗), σ20B), (3)
where B = (A+ σ20 · Id)−1. We see from (3) that the MAP estimate of pi is:
pmapi = βi − σ
2
0B(βi − p∗). (4)
Equation (4) reveals what we gain by incorporating (1) as a prior to regularize
βi. We see that p
map
i is equal to the measurement βi minus an adjustment:
σ20B(βi− p∗). The adjustment is a linear transformation of the difference vector
βi−p∗. If that transformation were the identity, this would simply move βi toward
p∗. However, the linear transformation is actually the covariance matrix of the
posterior distribution: σ20B. Hence, (4) begins with the idea of moving βi toward
p∗, but takes into account the shapes of the prior and likelihood distributions
and adjusts the direction in which we move the estimate accordingly. The net
affect is the rearrangment of the observations βi such that the scatter of the p
map
i
is more consistent with the prior covariance structure A. Assuming the prior (1)
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is correct, pmapi is guaranteed to be a better estimate of pi on average than the
original measurement βi [7, 3].
Unfortunately, we cannot use (4) directly, as σ20 , p
∗ and A are unknown. How-
ever, with N independent parallel time series at our disposal, we can estimate
them directly from the data. First we observe the marginal distribution for βi:
P (βi) =
∫
P (βi|pi)P (pi)dpi = N (p∗, A+ σ20 · Id) (5)
The maximum likelihood estimate for the mean of a Gaussian random variable
is the sample mean. Hence, the maximum likelihood estimate for p∗ is simply:
p∗ ∼ β̂ = 1N
∑N
i=1 βi. Next, we define the sample covariance matrix for the βi as:
S =
∑N
i=1(βi − β̂)(βi − β̂)T . Because βi is a random variable, so too is S; which
hence must have a corresponding distribution. In fact, the sample covariance
matrix of a multivariate normal random variable (such as βi) is distributed by




(N − d− 1)σ20S−1
}
= σ20B (6)
where d is the dimensionality of βi and the expectation is taken with respect
to the Wishart distribution. From (6) then, we see that (N − d − 1)σ20S−1 is
the maximum likelihood estimate for σ20B. Combining this with β̂ (the maxi-
mum likelihood estimate for p∗) and equation (4) we arrive at the James-Stein
estimator for image time series momenta:
pjsi = βi − (N − d− 1)σ
2
0S
−1(βi − β̂). (7)
The final ingredient is to estimate σ20 . Recall, in this model σ
2
0 does not model
any biological variability, which is entirely captured by the prior covariance A
in (1). σ20 is the noise in the βi estimates exclusively due to image noise and
registration inaccuracy. Hence, any method for estimating the variability due to
noise and registration inaccuracy can be used to estimate σ20 .
We note here that if we let d be the number of image voxels (the naive
dimensionality of βi), it is almost certain for image analysis applications that
d >> N , which is generally prohibited if equation (8) is to be useful. Further-
more if d >> N , S is certain to be singular and therefore the estimation of
S−1 becomes problematic. This is the crux issue to be dealt with if one wants
to use pjsi for the proposed application. Below, we make the simplest (and least
informative) assumption to contend with this issue and then discuss alternatives
that might improve the framework.
2.2 Connection to groupwise registration with similarity constraint:
To incorporate cross sectional information into the registration of a population
of N time series, recent works [4] proposed an objective function of the form:
αP[φ1, ..., φN ] +
N∑
i=1
D[Ji, Ii[φi]] + γS[φi] = min (8)
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Here, the typical image similarity term D and smoothing prior S are summed
over the N pairs of images. The objective is augmented by a new term P that is
a function of the full set of N transformations, or in the diffeomorphic case, of
the estimated transformation momenta in MDT coordinates βi. Specifically, for
P those works proposed:
P[β1, ..., βN ] =
N∑
i=1
‖βi − β̂‖2 (9)
which is the sum of squared difference of the N momenta from their sample
average. The Euler-Lagrange equations for this term are: ∇βiP[β1, ..., βN ] =




i − 2α(βi − β̂)−∇βiD −∇βiS (10)
The first two terms in equation (10) are very similar to equation (4). In
fact, if B in (4) were proportional to the identity matrix then the first two
terms in (10) would be identical to (4): a shrinkage of the estimate βi directly
toward β̂ proportional to some scalar value. B is proportional to the identity
if and only if A in (1) is proportional to the identity. This reveals two things:
the simultaneous registration with groupwise consistency is equivalent to using
pjsi with an isotropic prior distribution instead of βi at every iteration, and
that the parameter α in (10) is a function of A and σ20 . The perspective of
James-Stein estimators thus enables us to generalize the groupwise consistency
to anisotropic prior structures and provides an interpretation of the groupwise
consistency parameter α.
3 Experiments and Results
3.1 Images: We downloaded screening, 1 year follow up, and 2 year follow
up 1.5 Tesla T1-weighted images for 57 participants in the Alzheimer’s Disease
Neuroimaging Initiative (ADNI). All 57 participants had been diagnosed with
Alzheimer’s Disease (AD) prior to the acquisition of their screening image. The
population consisted of 32 males mean age 75.91 +/- 7.85 years and 25 females
mean age 75.08 +/- 8.15 years. This was the maximum number of individuals
we could download from the ADNI 1 cohort that were in the AD group and
had screening, year 1, and year 2 follow up images available. All images were
corrected for geometric distortion and bias in the static field with GradWarp
and N3 before downloading as part of the ADNI preprocessing protocol. Subse-
quent to downloading, the images were linearly registered to the ICBM template
and skull stripped using ROBEX [6]. Transformations ψi mapping the template
images Ii into a MDT coordinate system were computed using a preexisting
implementation of [13]. We then registered the screening (Ii) to the follow up
images (Ji) to acquire the βi using our own implementation of the geodesic
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shooting algorithm proposed in [11].
3.2 Experimental design: The multivariate James-Stein estimator, equation
(7), presents some computational challenges for image data. The full image res-
olution for most image data sets (a total of d voxels) is very large. Hence S and
S−1 may be computationally intractable to compute or store. The easiest way to
avoid this problem is to assume A and thus S and S−1 are proportional to the
identity. In that case, the coefficient in front of the second term in (7) reduces
to a scalar value:
pjsi = βi − α(βi − β̂) (11)
The scalar α can then be estimated empirically using cross-validation, which is
what we’ve done for our first tier validation experiments. This assumption is
permitted in the context of James-Stein estimators, and more accurate assump-
tions about the prior structure can only improve results. More elegant solutions
that would allow for anisotropic prior densities are explored in the discussion.
3.3 Results: Using the empirically determined value α = 0.098, we computed
pjsi according to equation (11). We then compared the ability of the βi and the
pjsi to predict the year 2 follow up images (Ki) by extrapolating their geodesics
forward to the year 2 time point and composing the initial image Ii with the
resulting transformations. This produced two predictions for each Ki, which we
label Kβi and K
js







2 between the ground truth year 2 images and those









for all 57 patients.
Figure 1 shows that by measure of sum of squared differences, the pjsi make
better predictions of the third time point image for nearly all patients by about
5% on average. In the best case, an improvement of 20% is achieved. We also sub-
jected the differences d(Ki,K
β
i )
2−d(Ki,Kjsi )2 to a pairwise one sided Student’s
t-test to evaluate the likelihood of achieving these improvements by chance. The
p-value of 0.0002 suggests that these results are significant, and that the im-
provements are due to the use of the James-Stein estimates.
We also inspected the predicted images Kβi and K
js
i for any qualitative dif-
ferences. While the majority of gains due to pjsi are spread thinly throughout
the whole image, some improvements clearly correspond to an anatomical inter-
pretation. Figure 2 shows one such case, where β overestimates the expansion of
the posterior horn of the left ventricle. The top row is the time series of images
I, J , and K from left to right. The bottom row are the predictions corresponding
to β and pjs. The heat map shows |K−µσ −
Kjs−µjs






it is the difference of the absolute values of the difference images, normalized to
their own intensity distributions. This reveals, in cool colors, the locations where
pjs provided a better estimate of K. The boxed areas show β overestimates the
expansion of the ventricle more severely than pjs.
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Fig. 1. Square euclidean distance between ground truth year 2 images and predictions
made with pjsi for α = 0.098. For each i the distance is normalized by the distance
between the ground truth year 2 image and the prediction made with the unrefined
βi. This reveals (by the distance under the red line) the percent improvement earned
by using pjsi instead of βi. The pairwise one sided student’s T test shows the improved
predictions are due to the use of pjsi .
Fig. 2. A time series of images from one patient is shown in the top row. The predictions
for the year 2 image derived from β and pjs are in the bottom row. The heat map shows
in cool colors areas where the pjs improved the prediction over β. For this patient, pjs
reduced an over estimation of ventrical expansion.
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4 Discussion
Consistent with expectations, the results indicate the James-Stein estimates pjsi
provide geodesics that extrapolate more accurately on average. Hence, our choice
of an isotropic prior covariance (that is, A = a · Id for some scalar a) to cope
with the high dimensionality of the βi is sufficient to gain some improvement
in trajectory estimates. A more accurate prior model can only provide more
information to improve results.
The simplest relaxation is to let A be diagonal but not necessarily propor-
tional to the identity. In that case, we only have to estimate d variables, an
independent variance at every voxel. Different parts of the brain are more or less
likely to change over time depending on age and pathology, hence this is more
biologically plausible than A = a · Id. More plausible still is to allow A to be non
diagonal, but assume that it is sparse. The spatial dependence between voxels
is likely to fall off after some appropriate distance, hence many entries in A are
likely to be zero or near zero. In that case, many recent methods for learning
with sparsity constraints may be brought to bear.
Possibly the most elegant solution would be to use a low dimensional pa-
rameterization for the βi. One option would be to use a subset of the principal
components. First one would have to determine an optimal number of compo-
nents that retains the fine scale variability inherent to longitudinal deformations
while reducing the dimension to an acceptable level. A second possibility is to
use a band limited Fourier basis. It was recently shown that geodesics for cross-
sectional image registration can be parameterized with as few as eight Fourier
coefficients per spatial dimension without compromising registration accuracy
[14].
Above, we used the estimate p∗ ∼ β̂ = 1N
∑N
i=1 βi, which is the maximum
likelihood estimate of p∗ under the marginal distribution for βi. However, for
many groupwise representations of time series, p∗ is a function of time. Hence,
the βi would need to be normalized in time (as well as in space) before averag-
ing. Similarly when computing pjsi , which involves a term (βi−p∗), p∗ should be
normalized in the time domain to βi. Propagating p
∗ along a geodesic is a simple
matter of parallel transport, however finding the appropriate correspondence in
time between subjects is not trivial. The naive solution is to use nominal time,
however aging and pathological effects may not have constant velocity in time.
Also, the age of onset of pathological affects is not known for most patients.
Hence, a method that infers temporal correspondence directly from the data
independent of the acquisition times of the images such as those in [5, 2] would
be needed.
5 Conclusion
We have presented the derivation of multivariate James-Stein estimators in the
context of image time series regression. We have established a previously pub-
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lished method as a sub-optimal special case of the current model. Further, we
have demonstrated that the use of James-Stein estimators can improve the ex-
trapolation of individual geodesics in a population of time series, even with the
most naive prior structure. We conclude that for the purpose of interpolation
and extrapolation of individual time series within a population, the James-Stein
estimate of the geodesic is a more accurate representation of the underlying
biological dynamics than the raw measurement.
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Abstract. This paper addresses the generalization of Principal Com-
ponent Analysis (PCA) to Riemannian manifolds. Current methods like
Principal Geodesic Analysis (PGA) and Geodesic PCA (GPCA) min-
imize the distance to a ”Geodesic subspace”. This allows to build se-
quences of nested subspaces which are consistent with a forward compo-
nent analysis approach. However, these methods cannot easily be adapted
to a backward analysis and alck symmetric in the parametrization of the
subspaces. We propose in [10] a new and more general type of family of
subspaces in manifolds, barycentric subspaces, which are implicitly de-
fined as the locus of points which are weighted means of k + 1 reference
points. Depending on the generalization of the mean that we use, we
obtain the Fréchet / Karcher / Exponential barycentric subspaces (FBS
/ KBS / EBS). The completion of the last one is called the affine span.
These definitions were shown to define locally submanifolds of dimension
k.
In this paper, we investigate barycentric subspaces in one of the simplest
manifold: the sphere. We show that the affine span is a great subsphere
in generic conditions, i.e. also a geodesic subspace. This coincidence of
spaces is due to the very high symmetry of the sphere. For second order
jets, we show that we obtain subspheres of different radii as in the case of
principal nested spheres (PNS) analysis. Among the points of the affine
span, determining which ones belong to the Karcher barycentric sub-
spaces (KBS) turns out to be a surprisingly difficult problem. Practical
experiments show that the KBS covers in general only a small portion
of the subsphere containing the reference points. This suggests that the
affine span might be a much more interesting definition to work with for
subspace definition purposes. We finally discuss the use to these barycen-
tric subspaces to generalize PCA on manifolds, a procedure that we name
Barycentric Subpsace Analysis (BSA). Like PGA, barycentric subspaces
allow the construction of a forward nested sequence of subspaces which
contains the Fréchet mean. However, the definition also allows the con-
struction of backward nested sequence which may not contain the mean.
1 Introduction
In a Euclidean space, the principal k-dimensional affine subspace of the Principal
Component Analysis (PCA) procedure is equivalently defined by minimizing the
variance of the residuals (the projection of the data point to the subspace) or by
maximizing the explained variance within that affine subspace. This is due to
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Pythagoras’ theorem, which does not hold in more general manifolds. A second
important observation is that principal components or different orders are nested,
which allows to build forward and backward estimation methods by iteratively
adding or removing principal components.
Generalizing PCA to manifolds first requires to define the equivalent of affine
subspaces in manifolds. For the zero-dimensional subspace, intrinsic generaliza-
tion of the mean on manifolds naturally comes into mind: the Fréchet mean
is the set of global minima of the variance, as defined by Fréchet in general
metric spaces [3]. The set of local minima of the variance was named Karcher
mean by W.S Kendall [8] after the work of Karcher et al. [6] on Riemannian
centers of mass (see [7] for a discussion of the naming and earlier works). The
one-dimensional component is then quite naturally a geodesic which should pass
through the mean point. Higher-order components are more difficult to define.
The simplest generalization is tangent PCA (tPCA), which amounts to unfold
the whole distribution in the tangent space at the mean, and to compute the
principal components of the covariance matrix in the tangent space. The method
is thus based on the maximization of the explained variance. tPCA was used im-
plicitly or explicitly in a lot of statistical works on shape spaces and Riemannian
manifolds because it is simple and efficient. However, if tPCA is good for an-
alyzing data which are sufficiently centered around a central value (unimodal
or Gaussian-like data), it is often not sufficient for multimodal or large support
distributions (e.g. uniform on close compact subspaces).
Instead of an analysis of the covariance matrix, Fletcher et al. [2] proposed
to rely on the least square distance to subspaces which are totally geodesic at
a point. These Geodesic Subspaces (GS) are spanned by the geodesics going
through a point with tangent vector restricted to belong to a linear subspace
of the tangent space. The procedure was coined Principal Geodesic Analysis
(PGA). However, the least-square procedure was computationally expensive, so
that it was approximated in practice with tPCA. A complete implementation of
the original PGA procedure was only provided recently by Sommer et al. [14].
PGA is intrinsic and allows to build a flag (sequences of embedded subspaces)
of principal geodesic subspaces which is consistent with a forward component
analysis approach: we build iteratively the components from dimension 0 (the
mean point), dimension 1 (a geodesic) and higher dimensions by iteratively se-
lecting the direction in the tangent space at the mean that optimally reduce the
square distance of data point to the geodesic subspace. In this procedure, the
mean always belong to geodesic subspaces even when they are not part of the
support of the distribution.
To alleviate this problem, Huckemann et al. [12] proposed to relax the fact
that the base-point of the geodesic subspace has to be the Fréchet mean: they
start at the first order component directly with the geodesic that best fits the
data, which is not necessarily going through the mean. The second principal
geodesic is chosen orthogonally to the first one, and higher order components
are added orthogonally at the crossing point of the first two components. The
method was named Geodesic PCA (GPCA). Further relaxing the assumption
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that second and higher order components should cross at a single point, Sommers
[13] proposed to parallel transport the second direction along the first principal
geodesic to define the second coordinates, and iteratively define higher order
coordinates through horizontal development along the previous modes.
All the cited methods are intrinsically forward methods that build succes-
sively larger and larger approximation spaces. A notable exception is the con-
cept of Principal Nested Spheres (PNS), proposed by Jung, et al. [4] as a general
framework for non-geodesic decomposition of high-dimensional spheres or high-
dimensional planar landmarks shape spaces. Here, subsphere can be viewed as a
slicing of a higher dimensional sphere by an affine hyperplane. In this process, the
nested subsphere is not of radius one, unless the hyperplane is passing through
the origin. The backward analysis approach, determining a decreasing family of
subspace, has been recently generalized to more general manifold with the help
of a nested sequence of relations [1]. However, up to know, such a sequence of
relationships was only known for spheres or Euclidean spaces.
In [10], we proposed to replace geodesic subspaces with a new and more
general type of family of subspaces in manifolds: barycentric subspaces (BS).
They are implicitly defined as the locus of points which are weighted means of
k + 1 reference points. Depending on the generalization of the mean that we
use on manifolds, Fréchet mean, Karcher mean or exponential barycenter, we
obtain the Fréchet / Karcher / Exponential barycentric subspaces (FBS / KBS
/ EBS). These definition were shown to be included into each other. Here we
call affine span the metric completion of the largest barycentric subspace. In
generic conditions, barycentric subspaces are stratified spaces that are locally
submanifolds of dimension k. Their singular set of dimension k − l corresponds
to the case where l of the reference point belongs to the barycentric subspace
defined by the k − l other reference points. In non-generic conditions, points
may coalesce along certain directions, defining non local jets instead of a regular
k + 1-tuple. Geodesic subspaces (in a restricted sense), which are defined by k
tangent vectors at a point, correspond to the limit of the affine span when the
k-tuple converges towards that jet.
In this paper, we derive the equations of barycentric subspaces in one of the
simplest manifold: the sphere. We show that the affine span of k + 1 different
reference points on the n-dimensional sphere is the k-dimensional great sub-
sphere that contains the reference points. In fact, any k + 1-tuple of points of
a great k-dimensional subsphere generates the same affine span, which is also a
geodesic subspace. This coincidence of spaces is due to the very high symmetry
of the sphere. For second order jets, we show that we obtain subspheres of dif-
ferent radii as used in PNS. Among the points of the affine span, determining
which ones belong to the Karcher barycentric subspaces (KBS) turns out to be
a surprisingly difficult problem. Practical experiments show that the index of
the variance at critical points can be arbitrary, thus subdividing the affine span
into many regions. As a result, the KBS covers in general only a small portion
of the subsphere containing the reference points. This suggests that the affine
span might be a much more interesting definition for subspace definition pur-
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poses. Finally, we discuss the use to these barycentric subspaces to generalize
PCA on manifolds, a procedure that we name Barycentric Subspace Analysis
(BSA). Barycentric subspaces can be naturally nested, by defining an ordering
of the reference points. Like for PGA, this allows the construction of a forward
nested sequence of subspaces which contains the Fréchet mean. However, BSA
also allows the construction of backward nested sequence which may not contain
the mean.
2 Introduction
In this section, we recall the main notations and results from of [10]. We con-
sider an embedding Riemannian manifold M of dimension n. The Riemannian
metric is denoted 〈 . | . 〉x on each tangent space TxM of the manifold. The ex-
pression of the the underlying norm in a chart is ‖v‖2x = vT G(x) v = vivjgij(x)
using Einstein notations for tensor contractions. We assume the manifold to be
geodesically complete (no boundary nor any singular point that we can reach in
a finite time). As an important consequence, the Hopf-Rinow-De Rham theorem
states that there always exists at least one minimizing geodesic between any two
points of the manifold.
We denote by expx(v) the exponential map at point x which associate to each
tangent vector v ∈ TxM the point of M reached by the geodesic starting at x
with this tangent vector after a unit time. This map is a local diffeomorphism
from 0 ∈ TxM to M, and we denote −→xy = logx(y) its inverse: it may be defined
as the smallest vector of TxM that allows to shoot a geodesic from x to y.
When the tangent space is provided with an orthonormal basis, the Riemannian
exponential and logarithmic maps provide a normal coordinate systems at x. A
set of normal coordinate systems at each point of the manifold realize an atlas
which allows to work very easily on the manifold. The implementation of exp and
log maps is the basis of programming on Riemannian manifolds, and most the
geometric operations needed for statistics or image processing can be rephrased
based on them [9, 11].
2.1 (k + 1)-pointed Riemannian manifold
Let {x0, . . . xk} ∈ Mk+1 be a set of k + 1 distinct points in the Riemannian
manifold M and C(x0, . . . xk) = ∪ki=0C(xi) be the union of the cut loci of these
points. We call (k + 1)-pointed manifold M∗(x0, . . . xk) =M/C(x0, . . . xk) the
submanifold of the non-cut points of the points.
Since the cut locus of each point is closed and has null measure,M∗(x0, . . . xk)
is open and dense in M. Thus, it is a submanifold of M (not necessarily con-
nected). On this submanifold M∗(x0, . . . xk), the distance to the points xi and
the Riemannian log function −→xxi = logx(xi) are smooth.
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2.2 Weighted moments of a (k + 1)-pointed manifold
Let (λ0, . . . λk) ∈ Rk+1 be weights such that
∑
i λi 6= 0. We call such weights
barycentric coordinates. They are elements of projective space Pk minus the
orthogonal of the line element 1 = (1 : 1 : . . . 1): P∗k = {(λ0 : . . . : λk) ∈
Rk+1 such that
∑
i λi 6= 0}. Standard charts of this space are given either by
the intersection of the line elements with the ”upper” unit sphere Sk of Rk+1
with north pole 1/
√
k (unit weights) or by the k-plane of Rk+1 passing through
the point 1/k and orthogonal to this vector. We call normalized weights λi =
λi/(
∑k
j=0 λj) this last projection.
Given barycentric coordinates λ ∈ P∗k , we can consider the distribution (or
0-current) µ(x) =
∑
i λiδxi(x) onM. As it is not normalized and weights can be
negative, it is generally not a probability distribution. To define the the weighted
n-order moment of that distribution, we have to restrict to the (k + 1)-pointed
Riemannian manifold M∗(x0, . . . xk) because the Riemannian log and distance





−→xxi ⊗−→xxi . . .⊗−→xxi︸ ︷︷ ︸
n times
(1)
The 0-th order moment (the mass) M0(λ) =
∑
i λi = 1
Tλ is constant. All
other moment are homogeneous of degree 1 in λ and can be normalized by




a smooth vector field on the manifold M∗(x0, . . . xk). The second and higher
order moments are smooth (n, 0) tensor fields that will be used through their
contraction with the Riemannian curvature tensor.
2.3 Barycentric subspaces of k + 1 points
Let (M, dist) be a metric space and (x0, . . . xk) ∈Mk be k+1 distinct reference
points. The (normalized) weighted variance at point x with weight λ ∈ P∗k











Fréchet barycentric subspace is the locus of weighted Fréchet means of these
points, i.e. the set of absolute minima of the weighted variance:
FBS(x0, . . . xk) = {arg min
x∈M
σ2(x, λ), λ ∈ P∗k}.
The Karcher barycentric subspace KBS(x0, . . . xk) is defined similarly with
local minima instead of global ones.
A point x ∈ M∗(x0, . . . xk) is a weighted exponential barycenters of the




−→xxi = 0. (2)
The Exponential barycentric subspace EBS(x0, . . . xk) is the set of weighted
exponential barycenters of the reference points in M∗(x0, . . . xk):
EBS(x0, . . . xk) = {x ∈M∗(x0, . . . xk)|∃λ ∈ P∗k : M1(x, λ) = 0}.
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This definition is only valid on M∗(x0, . . . xk) and may hide some discon-
tinuities or continuity on the union of the cut locus of the reference points. In
order to ensure the completeness of the subspace and potentially reconnect com-
ponents, we define consider the closure of this set: we call affine span of the
points (x0, . . . xk) ∈Mk the closure of the EBS in M:
Aff(x0, . . . xk) = EBS(x0, . . . xk).
Because we assumed that M is geodesically complete, this is equivalent to the
metric completion of the EBS.
Outside the cut locus of the reference points, which is of null measure, the
gradient of the squared distance d2xi(x) = dist
2(x, xi) is well defined and is equal
to ∇d2xi(x) = −2 logx(xi). Thus, one recognizes that Eq.(2) defines nothing else
than the critical points of the variance σ2(x, λ) = 12
∑
i λi dist
2(x, xi). The local
minima of the variance which are potnetially located on the cut-locus of the
reference points are not part of the EBS but they are recovered in the affine
span thanks to the metric completion. FBS and KBS are thus included in the
affine span, and the affine span is the largest of the barycentric subspaces.
2.4 SVD Characterization of the EBS
Let us consider field of n×(k+1) matrices Z(x) = [−−→xx0, . . .−−→xxk] onM∗(x0, . . . xk).
We can rewrite Eq.(2) in matrix form: M1(x, λ) = Z(x)λ = 0. Thus, we see
that the EBS is controled by the kernel of the matrix field Z(x). Let now
Z(x) = U(x).S(x).V (x)T be a singular decomposition with singular values sorted
in decreasing order. The barycentric subspace EBS(x0, . . . xk) is the zero level-
set of the k + 1 singular value sk+1(x) and the subspace of valid barycentric
weights is spanned by the right singular vectors corresponding to the l vanishing
singular values: Span(vk−l, . . . vk) (it is empty if l = 0).
2.5 Karcher barycentric subspace and positive span
A critical point of the variance x ∈ EBS(x0, . . . xk) is said non-degenerated
(resp. positive) if the Hessian matrix H(x, λ) = −
∑k
i=0 λiDx logx(xi) is invert-
ible (resp. positive definite) for all λ in the right singular space of the zero singular
value of Z(x). The set of degenerate (resp. non-degenerate or positive) expo-
nential barycenter is called the degenerate EBS and denoted EBS0(x0, . . . , xk)
(resp. non-degenerate EBS∗(x0, . . . , xk) or positive EBS
+(x0, . . . xk)). In Eu-
clidean spaces, all the points are positive and non-degenerated. However, in Rie-
mannian manifolds, we generally have degenerated points and non-degenerated
points which are non-positive, as we will see with with the example of spheres.
Thus, we can conclude that the KBS is the positive EBS plus potentially some
degenerate points of the affine span and some points of the cut locus of the
reference points.
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2.6 Geodesic subspaces as limit case of the affine span
The usual definition of the geodesic subspaces GS(Wx) = {expx (w) , w ∈Wx} is
too large in certain cases to be useful (e.g. in torus). We call restricted geodesic
submanifold GS∗(Wx) = {expx (w) , w ∈Wx∩D(x)} its restriction to the points
that are reached without going through the cut locus of x. This is a well defined
submanifold of M whose points are described by homogeneous coordinates at
infinity (or on the equator of 1/
√
k depending of the chart we chose for P∗k ) of the
affine span Aff(x, x1, . . . xk) when the points xi = expx(ηwi) are converging to x
at first order along the tangent vectors wi defining the k-dimensional subspace
Wx ⊂ TxM.
3 Example on spheres
Let us consider the unit sphere as our base manifold. We represent points of
M = Sn as unit vectors in Rn+1. The tangent space at x is naturally represented
by the linear space of vectors orthogonal to x: TxSn = {v ∈ Rn+1, vTx = 0}.
The natural Riemannian metric on the unit sphere is inherited from the Eu-
clidean metric of the embedding space Rn+1. With these conventions, the Rie-
mannian distance is the arc-length d(x, y) = arccos(xTy). Let us denote f(θ) =








(y − cos(θ)x) = f(θ) (y − cos(θ)x) with θ = arccos(xTy).
Notice that f(θ) is a smooth function from ]− π;π[ to R that is always greater
than one and is locally quadratic at zero: f(θ) = 1 + θ2/6 +O(θ4).
Let us pick k+1 points on the sphere that we put in a matrix X = [x0; . . . xk].
In the sequel, we use the same notation for the matrix and the set of points.
The cut locus of xi is its antipodal point −xi so that M∗(X) = Sn/ −X. Let
us denote θi = arccos(x
T
i x). The log at a point x is
−→xxi = ( Id− xxT)f(θi)xi, so
that the first weighted moment is
M1(x, λ) = ( Id− xxT)
∑
i
λif(θi)xi = ( Id− xxT)XF (X,x)λ
where F (X,x) = Diag(f(θi)) is a diagonal matrix with entries that are always
greater than one for x ∈M∗(X). Thus the matrix Z(x) = ( Id− xxT)XF (X,x)
has the same kernel as the matrix Z̃(x) = ( Id − xxT)X. This corresponds to a
renormalized λ̃ = F (X,x)λ of the weights which is linear in λ but non-linear in
x and X through the function F (X,x). The solutions of the equation Z̃(x)λ̃ = 0
under the constraint ‖x‖ = 1 are given by (xTXλ̃)x = Xλ̃ or more explicitly
x = ±Xλ̃/‖Xλ̃‖. This means that the point x ∈ M∗(X) has to belong to the
Euclidean span of the reference vectors. Conversely, any unit vector x = Xλ̃ of
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the Euclidean span ofX verifies Z̃(x)λ̃ = 0. Thus, the unit vectors x = ±Xλ̃/‖λ̃‖
have barycentric coordinates λ = F (X,x)(-1)λ̃ if x is not at the cut locus of the
reference points. This shows that
Aff(X) = Span{x0, . . . xk} ∩ Sn. (3)
Following the same principle, we can orthogonalize the reference points xi:
let us denote by X = USV T a singular value decomposition of the matrix of
reference vectors. All the singular values si are positive since the vectors xi
are assumed to be linearly independent. Thus, Z(x) has the same kernel as
Y (x) = ( Id − xxT)U . This shows that the exponential barycentric subspace
generated by the original and orthogonalized points is the same, except at the
cut locus of all these points which however belongs to the closure: the affine
span. Thus, for spherical data as for Euclidean data, the affine span only depend
on the reference points through the point of the Grassmanian that they define.
When the reference points xi are not linearly independent, the matrix X
has l ≥ 1 vanishing singular values. A singular value decomposition X = USV T
shows that the value of λ̃ (and thus of λ) is in that case unconstrained in the
vector space generated by the right singular vectors vk−l, . . . vk associated to
the l vanishing singular values sk−l, . . . sk. Thus, the space of admissible weights
at each point of the EBS is of dimension l, and the affine span itself is still
the subsphere generated the Euclidean span of the reference points (minus their
cut-locus), which is of dimension k − l.
In conclusion, the affine span Aff(X) of k + 1 different reference unit points
X = [x0; . . . xk] on the n-dimensional sphere Sn provided with the canonical Eu-
clidean metric of the embedding space Rn+1 is the great subsphere of dimension
rank(X)− 1 that contains the reference points.
3.1 Reference points coalescing at order 1
Assume now all the reference points coalesce to a single point xi = expx0(εwi)
along the tangent vectors wi which are satisfying x
T
0wi = 0 (to belong to the
tangent space at x0) and
∑
i wi = 0. This amounts to say that we are following
the curve Xε = X0 + εW in the space of barycentric subspaces, with X
T
0W = 0
and WXT0 = 0, where here X0 = x01
T.
As previously, the points of the EBS of Xε are solution of the equation
Z(x)λ = 0 and since Z(x) has the same kernel as the matrix Z ′(x) = ( Id −
xxT)Xε, x is solution if we can find some αε and λ such that αεx = Xελ.
The additional constraint ‖x‖2 = 1 tells us that α2ε = ‖Xελ‖2, which gives
x = Xελ/αε when we take the positive root and reintegrate the sign into λ.
In our case, thanks to the orthogonality of X0 and W , we have
αε = ‖X0λ+ εWλ‖ =
√
‖X0λ‖2 + ε2‖Wλ‖2,
Assuming that ‖X0λ‖ 6= 0 (which is in particular the case when X0 = x01T
































Thus, we see that the space Aff(x) is the intersection of the sphere with the
Euclidean hyperplane generated by X0 and W , which is once again the geodesic
subspace GS(X0,W ).
3.2 Coalescence at order 2 and link with principal nested spheres
Principal nested spheres were proposed by Jung, Dryden and Marron as a general
framework for non-geodesic decomposition of high-dimensional spheres or high-
dimensional planar landmarks shape spaces [5, 4]. A subsphere An−1 of Sn is
defined as the set of points which are at a fixed distance θ ∈ (0, π/2] of a point
x ∈ Sn: An−1(x, θ) = {y ∈ Sn / d(x, y) = θ}. The subsphere An−1(x, θ) can
be viewed as a slicing of Sn by the n-dimensional affine hyperplane P (x, θ) =
{y ∈ Rn+1 / yTx = cos(θ)}. Notice that the coordinates (x, cos(θ)) of the affine
hyperplane parametrize all the possible subspheres of dimension n − 1. In this
process, the nested subsphere is not of radius one, unless one takes θ = π/2, in
which case the hyperplane is passing through the origin.
In order to figure out how nested subspheres and barycentric subspaces are
related, we consider the top circle of radius r ∈ [0; 1] around the axis e3 on the
3-sphere implicitly described by the equation xTe3 =
√
1− r2. The computa-
tions would be exactly the same for the bottom circle xTe3 = −
√
1− r2. The
explicit equation of our circle is: x(ψ) = r cos(ψ)e1 + r sin(ψ)e2 +
√
1− r2e3. We
consider the three points on this cicle at angle ψ = 0, ψ = ε and ψ = −ε: X =
[x(0), x(ε), x(−ε)]. The spherical affine span consists of the points x = Xλ/‖Xλ‖
for λ ∈ S3, with:
Xλ = r (λ0 + cos(ε)(λ1 + λ2)) e1 + r(λ1 − λ2) sin(ε)e2 +
√
1− r2(λ0 + λ1 + λ2)e3






+ εr(λ1 − λ2)e2 −
rε2
2
(λ1 + λ2)e1 +O(ε
3).
Using new coordinates s = (λ0 + λ1 + λ2), u = (λ1 − λ2)ε/s and v = (λ1 +
λ2)ε




= r(1− v)e1 + rue2 +
√
1− r2e3 +O(ε3).
Thus, the equation x = Xλ can only describe the hyperplane xTe3 =
√
1− r2
when ε goes to zero (up to a scaling factor s that we can freely choose to be
1 thanks to the homogeneous coordinates), and its intersection with the sphere
can only describe a circle of radius r.
Iterating the process, one can generalize the above construction to subspheres
of arbitrary dimensions. Thus, we see that Nested Spheres as a limit case of the
affine span when the k reference points tend to a 2-jet. It would be interesting
to determine which types of subspaces could be obtained by such limits for more
general non-local and higher order jets.
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4 Barycentric subspace analysis
We turn in this section to the generalization of principal component analysis
itself. PCA can be viewed as the search for a sequence of nested linear spaces that
best approximate the data at each level, for instance by minimizing the variance
of the residues. In a Euclidean space, this process boils down to an independent
optimization of orthogonal subspaces at each level of approximation, thanks to
the Pythagorean theorem. This allows to build each subspace of the sequence
by adding (resp. subtracting) the optimal one-dimensional subspace iteratively
in a forward (resp. backward) analysis. Of course, this property does not scale
up to manifolds, for which subspaces have no reason to be orthogonal (even this
notion is not well defined).
4.1 Flags of barycentric subspaces in manifolds
Nestedness of approximation spaces has been argued to be one of the most impor-
tant characteristics for generalizing PCA to more general spaces [1]. Barycentric
submanifolds can easily be nested, for instance by adding or removing one or sev-
eral points at a time, which corresponds to put the barycentric weight of this (or
these) point(s) to zero. One obtains in that case a family of embedded subman-
ifolds which we call a flag because this generalizes flags of vector spaces. Indeed
a flag of a vector space V is a filtration of subspaces (an increasing sequence of
subspaces, where ”increasing” means each subspace is a proper subspace of the
next): {0} = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vk = V . Denoting by di = dim(Vi) the
dimension of the subspaces, we have 0 = d0 < d1 < d2 < · · · < dk = n, where n
is the dimension of V. Hence, we must have k ≤ n. A flag is called a complete
flag if di = i, otherwise it is called a partial flag.
With barycentric subspaces of an n-dimensional manifoldM, an ordering of
n + 1 distinct points x0, . . . xn defines a complete flag of barycentric subspaces
in the sense that: BS(x0) = {x0} ⊂ · · ·BS(x0, x1, xk) · · · ⊂ BS(x0, . . . xn).
Grouping points together in the addition/removal process generates a partial
flag of barycentric subspaces. Among the barycentric subspaces, the affine span
seems to be the most interesting definition to use because the affine span of
n+ 1 distinct points covers the full manifold: Aff(x0, . . . xn) =M while we only
generate a submanifold with the Fréchet or Karcher barycentric subspaces, as
we have seen with the example of spheres.
4.2 Forward and backward barycentric subspaces analysis
In the classical PCA, the flag of linear subspaces can be built in a forward
way, by computing the best 0-th order approximation (the mean), then the best
first order approximation (the first mode), etc. It can also be built backward, by
removing the direction with the minimal residue from the current affine subspace.
In a manifold, we can use similar forward and backward analysis, but they have
no reason to give the same result.
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With a forward analysis, we compute iteratively the flag of affine spans by
adding one point at a time and keeping the previous ones fixed. Thus, we begin
by computing the optimal barycentric subspace of dimension 0: Aff(x0) = {x0}.
Since there is only one weight and it should be unit, the optimal point x0 found
by minimizing the unexplained variance is a Karcher mean. Adding one more
point amounts to compute the geodesic passing through the mean that best
approximate the data. Adding a second points now differ from PGA, unless the
three points coalesce to a single one. The procedure is continued point by point,
which mean that the Fréchet mean always belong to the barycentric subspace.
In practice, the forward analysis should be stopped when the variance of the
residues reaches the noise level of the data, hopefully with k much lower than
the dimension n of the embedding manifold, which allows to have an efficient
dimension reduction.
The backward analysis consists in iteratively removing one dimension, thus
one point in our case. One theoretically should start with a full set of points
x0, . . . xn which generates the full manifold and chose which one to remove.
However, as all the sets of n + 1 distinct points generate the full manifold,
the optimization really begin with the set of n points x0, . . . xn−1. Actually this
should normally be the only time when we perform an optimization for the point
positions, since one should afterward only test for which of the n points we should
remove, and this optimization is particularly ill-posed and inefficient in very large
dimensional spaces! In order to get around this problem, we propose to run a non-
nested forward analysis until we reach the noise level of the data for a dimension
k  n. Since the goal is only to characterize the optimal k-dimensional subspace,
we may optimize the point positions at each step to better fit the data. Then,
a backward sweep at the end only reorders the points if necessary by iteratively
selecting the one that least increase the unexplained variance. With this process,
there is no reason why the Fréchet mean should belong to the reference points
(and even to any of the barycentric subspaces). For instance, if we have clusters
of points, one expects the reference points to localize within these clusters rather
than at the Fréchet mean.
5 Discussion
We have first investigated in the paper barycentric subspaces in spheres and
shown that they encompass both principal geodesic subspaces and nested sub-
spheres as limit cases. It would be interesting to see if we can obtain other types
of subspaces with higher order and non-local jets.
The second study point of this paper concerns the generalization of PCA
to manifolds using Barycentric Subspace Analysis (BSA). We showed that an
ordering of the reference points naturally defines a flag of nested barycentric
subspaces. We proposed a first optimization procedure, but the lack of symmetry
between the forward and the backward estimations calls for a proper global
criterion to be optimized by all k-tuple for k = 0 . . . n together and not just a
greedy approach as done by the classical forward and backward approaches.
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Other potential practical issues include the fact that the optimization on k-
tuple might have multiple solutions, as in the case of spheres. Here, we need to
find a suitable quotient space similar to the quotient definition of Grassmanians.
The optimization might also converge towards a non-local jet instead on a k-
tuple, and good renormalization techniques need to be designed to guaranty the
numerical stability.
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Abstract. In the recent years, Riemannian shape analysis of curves and
surfaces has found several applications in medical image analysis. In
this paper we present a numerical discretization of second order Sobolev
metrics on the space of regular curves in Euclidean space. This class
of metrics has several desirable mathematical properties. We propose
numerical solutions for the initial and boundary value problems of finding
geodesics. These two methods are combined in a Riemannian gradient-
based optimization scheme to compute the Karcher mean. We apply this
to a study of the shape variation in HeLa cell nuclei and cycles of cardiac
deformations, by computing means and principal modes of variations.
Keywords: Curve matching, Sobolev metrics, Riemannian shape analy-
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1 Introduction
The comparison and analysis of geometric shapes plays an important role in med-
ical imaging [27], biology [9] as well as many other fields [11]. Spaces of geometric
shapes are inherently nonlinear. To make standard methods of statistical analysis
applicable, one can linearize the space locally around each shape. This can be
achieved by introducing a Riemannian structure, which is able to describe jointly
the global nonlinearity of the space as well as its local linearity.
Over the past decade, Riemannian shape analysis has become an active area
of research in pure and applied mathematics. Driven by applications, a variety of
spaces, equipped with different Riemannian metrics, have been used to represent
geometrical shapes and their attributes. Ideally, the particular choice of metric
should be dictated by the data at hand rather than by mathematical or numerical
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convenience. This leads to the task of developing efficient numerical methods for
the statistical analysis of shapes for general and flexible classes of metrics.
The topic of this paper are second order Sobolev metrics on the space of
regular, planar curves. This space and its quotients by translations, rotations,
scalings, and reparametrizations are important and widely used spaces in shape
analysis. Second order Sobolev metrics are mathematically well-behaved: the
geodesic equation is globally well-posed, any two curves in the same connected
component can be connected by a minimizing geodesic, the metric completion
consists of all H2-immersions, and the metric extends to a strong Riemannian
metric on the metric completion [7, 8].
We provide the first numerical implementation of the initial and boundary
value problems for geodesics with respect to these metrics and apply them
to medical data.5 Our implementation allows us to compute Karcher means,
principal components, and clusters of curves in reasonable time. The parameters
in the metric can be chosen freely because we do not rely on transforms which
exist only for special choices of parameters [23, 26]. We are also able to factor
out the action of the finite-dimensional translation and rotation groups.
We illustrate the behaviour of the metrics in two medical applications. In
Sect. 4.1 we use images of HeLa cell nuclei from [5] and compute the mean shape
of the nucleus and the principal modes of shape variation; in Sect. 4.2 we use
traces of cardiac image sequences from [12,24] and compare the mean shape of
patients with Tetralogy of Fallot with the mean shape of a control group.
The paper is structured as follows: Sect. 2 contains the definition of second
order Sobolev metrics and some relevant mathematical background. Section 3
describes our discretization of the geodesic equation and the Riemannian energy
functional. Finally, in Sect. 4, we apply the metrics to medical imaging data.
2 Mathematical Background
In this article we center our attention on the space of smooth, regular curves
with values in Rd,
Imm(S1,Rd) =
{
c ∈ C∞(S1,Rd) : ∀θ ∈ S1, cθ(θ) 6= 0
}
, (1)
where Imm stands for immersion. As an open subset of the Fréchet space
C∞(S1,Rd), it is a Fréchet manifold. Its tangent space, Tc Imm(S1,Rd), at any
curve c is the vector space C∞(S1,Rd).
We denote the Euclidean inner product on Rd by 〈·, ·〉. Moreover, for any
fixed curve c, we denote differentiation and integration with respect to arc length
by Ds =
1
|cθ|∂θ and ds = |cθ|dθ respectively.




a0〈h, k〉+ a1〈Dsh,Dsk〉+ a2〈D2sh,D2sk〉 ds , (2)
5 Implementations of second order Sobolev metrics can be found in [15] and [3], but
none of the previous implementations seem to have been used in applications.
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where a0, a2 > 0, a1 ≥ 0, and h, k ∈ Tc Imm(S1,Rd) are tangent vectors.
Remark 2 (Invariance of the metric). The metric G is invariant with respect to
translations, rotations, and reparametrizations by diffeomorphisms of S1, but not
with respect to scalings. It can be made scale-invariant by introducing weights








〈Dsh,Dsk〉+ a2`c〈D2sh,D2sk〉 ds . (3)
Depending on the application, it can be desirable to factor out some of these
isometry groups. For example, we consider the HeLa cell nuclei in Sect. 4.1 as
curves modulo translations and rotations. For the traces of cardiac images in
Sect. 4.2, however, both the absolute position of the curve and its orientation
have intrinsic meaning and should therefore not be factored out.
Remark 3 (Choosing the constants). The constants a0, a1 and a2 in the definition
of the metric determine the relative weight of the L2-, H1-, and H2-parts. Their
choice is a non-trivial and important task, and it should, in each application, be
informed by the data at hand. The influence of different parameter values on
geodesics and Karcher means can be seen in Fig. 1 and Fig. 2.
Fig. 1: Geodesics between a cat and a cow. The metric parameter a2 in the first
row is increased by a factor 10 in the second and a factor 100 in the third row.
Remark 4 (Generalizations to higher-dimensions). Sobolev metrics have natural
generalizations to manifold-valued curves, embedded surfaces, and more generally
spaces of immersions of a compact manifold M into a Riemannian manifold N ;
see [1, 4] for details and [2] for a general overview.
Deformations of curves can be seen as smooth paths c : [0, 1]→ Imm(S1,Rd).
Their velocity is ct, the subscript t denoting differentiation.
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Fig. 2: Karcher means (bold) of three rotated ellipses (dashed). The parameter
a2 of the metric used in the first figure is increased by a factor 10 in the second
and by a factor 100 in the third figure.





Gc(t)(ct(t), ct(t)) dt . (4)
The distance between two curves in Imm(S1,Rd) (with respect to the metric G)
is the infimum of the lengths of all paths connecting these curves.
dist(c0, c1) = inf
c(0)=c0,c(1)=c1
L(c) .
Geodesics are locally distance-minimizing paths.
Geodesics can be described by a partial differential equation, called the











Recently, some local and global existence results for geodesics of Sobolev metrics
were shown in [7, 8, 13]. Since they provide the theoretical underpinnings for the
numerical methods presented in this paper, we summarize them here.
Theorem 6 (Geodesic equation). Let a0, a2 > 0 and a1 ≥ 0. The geodesic


















|cθ|Ds(〈D2sct, D2sct〉Dsc) . (6)
Given any initial condition (c0, u0) ∈ T Imm(S1,R2), the solution of the geodesic
equation exists for all time.
If, however, a0, a1 > 0 and a2 = 0, then G is a first order Sobolev metric. Its
geodesic equation is locally, but not globally, well-posed.
Remark 7 (Comparison to elastic metrics). Closely related are elastic metrics [14],




a2〈Dsh, n〉〈Dsk, n〉+ b2〈Dsh, v〉〈Dsk, v〉ds . (7)
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Here a, b are constants and v, n denote the unit tangent and normal vectors to c.
Two special cases deserve to be highlighted: for a = 1, b = 12 [23] and a = b [26]
there exist nonlinear transforms, the square root velocity transform and the basic
mapping, that greatly simplify numerics. Both of these metrics have been applied
to a variety of problems in shape analysis.
We note that the elastic metric with a = b corresponds to a first order Sobolev
metric as in Def. 1 with a0 = a2 = 0 and a1 = a
2 = b2. As it has no L2-part, it
is a Riemannian metric only on the space of curves modulo translations.
3 Discretization







of degree nt in time (t) and nθ in space (θ), respectively, using Nt and Nθ basis
functions and controls ci,j ∈ Rd. The spatial basis functions Cj are defined on
the uniform knot sequence θj =
j−n
2π·Nθ , 0 ≤ j ≤ 2n + Nθ, and satisfy periodic
boundary conditions. The time basis functions Bi are defined using uniform knots
on the interior of the interval [0, 1] and with full multiplicity on the boundary. Full
multiplicity of the boundary knots ensures that fixing the initial and final curves
is equivalent to fixing the control points c1,j and cNt,j . Regarding smoothness,
we have Bi ∈ Cnt−1([0, 1]) and Cj ∈ Cnθ−1([0, 2π]).
The proposed discretization scheme is independent of the special form of the
metric, and can be applied equally to the scale-invariant versions as well as to
the family of elastic metrics.
3.1 Boundary Value Problem for Geodesics
To evaluate the energy (5) on discretized paths (8), we use Gaussian quadrature
on each interval between subsequent knots. The resulting discretized energy
Ediscr(c1,1, . . . , cNt,Nθ ) is minimized over all discrete paths (8) with fixed initial
and final control points c1,j and cNt,j . This is a finite-dimensional, nonlinear,
unconstrained6 optimization problem.
We solved this problem using either Matlab’s fminunc function with gradients
computed by finite differences, or using AMPL [10] and the Ipopt solver [25]
with gradients computed by automatic differentiation. By classical approximation
results [22], the discrete energy of discrete paths converges to the continuous
energy of smooth paths as the number of control points tends to infinity. Hence
we expect to obtain close approximations of geodesics. Establishing rigorous
convergence results for our discretization will be the subject of future work.
6 We neglect the condition cθ(t, θ) 6= 0. All smooth paths violating this condition have
infinite energy because of the completeness of the metric. By approximation, spline
paths violating this condition have very high energy and will, in practice, be avoided
during optimization.
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3.2 Computing the Karcher Mean








It can be calculated by a gradient descent on (Imm(S1,Rd), G). Letting Logc cj
denote the Riemannian logarithm, the gradient of F with respect to G is [17]





Logc cj . (10)
3.3 Initial Value Problem for Geodesics
To calculate the Karcher mean by gradient descent, one has to repeatedly solve the
geodesic equation (6). To this aim, we use the time-discrete variational geodesic
calculus [21]. Given three curves c0, c1, c2, one defines the discrete energy
E2(c0, c1, c2) = Gc0(c1 − c0, c1 − c0) +Gc1(c2 − c1, c2 − c1) . (11)
A 3-tuple (c0, c1, c2) is a discrete geodesic if it is a minimizer of the discrete
energy E2 with fixed endpoints c0, c2. The discrete exponential map is defined
as follows: c2 = Expc0 c1, if (c0, c1, c2) is a discrete geodesic, in other words, if
c1 = argminE2(c0, ·, c2). To find c2, we differentiate the discrete energy E2 with
respect to c1 and solve the resulting system of nonlinear equations,
2Gc0(c1 − c0, ·)− 2Gc1(c2 − c1, ·) +Dc1G·(c2 − c1, c2 − c1) = 0 . (12)
We use the solver fsolve in Matlab to solve this system of equations.
Given a time resolution ∆t and an initial velocity v, we choose c1 = c0 + v∆t
and compute c2 = Expc0 c1. The procedure is repeated with c1, c2 in order to
compute c3 = Expc1 c2, which is iterated until we reach the required final time.
While the convergence results in [21] do not apply to our setting, we found
good experimental agreement with the solutions of the boundary value problem.
4 Applications
4.1 Hela Cells
In our first example we want to characterize nuclear shape variation in HeLa cells.
We use fluorescence microscope images of HeLa cell nuclei7 (87 images in total).
The acquisition of the cells is described in [5]. A similar study on this dataset
was performed using the LDDMM framework in [19,20]; applying intrinsically
7 The dataset was downloaded from http://murphylab.web.cmu.edu/data.
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defined Sobolev metrics to the same problem will provide a complimentary point
of view.
To extract the boundary of the nucleus, we apply a thresholding method [16]
to obtain a binary image and then fit – using least squares – a spline with Nθ = 12
and nθ = 4 to the longest 4-connected component of the thresholded image. Then
we reparametrize the boundary to approximately constant speed. The remaining
degree of freedom is the starting point of the parametrization; when computing
minimizing geodesics, we minimize over this parameter as well. The shapes of
cell nuclei are thus represented by curves modulo translations, rotations, and
constant shifts of the parametrisation, i.e. the two curves c and eiβc(·−α)+λ are
considered equivalent. Examples of the extracted curves are depicted in Fig. 3.
Fig. 3: Eight boundaries of HeLa cell nuclei, the Karcher mean of all nuclei
(enlarged), and six randomly sampled cells using a Gaussian distribution in
normal coordinates with the same covariance as the data.
The parameters a0, a1, and a2 of the Riemannian metric are chosen as follows:
we compute the average L2-, H1- and H2-contributions EL2 , EH1 , EH2 to the
energy of linear paths between each pair of curves in the dataset. As the L2- and
H2-contributions scale differently, we rescale all curves such that EL2 = EH2 .
Then we choose constants a0, a1, and a2 such that
a0EL2 : a1EH1 : a2EH2 = 3 : 1 : 6 and E = a0EL2 + a1EH1 + a2EH2 = 100 ,
resulting in an average length `c = 12.45 and a0 = 3.36, a1 = 2.20, and a2 = 6.73.
Fig. 4: Geodesics from the mean in the first four principal directions. The curves
show the geodesic at times −3,−2, . . . , 2, 3; the bold curve is the mean. One can
see four different characteristic deformations of the cell: bending, stretching along
the long axis, stretching along the short axis, and a combination of stretching
with partial bending.
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The average shape of the nucleus can be captured by the Karcher mean c. To
compute the Karcher mean of the 87 nuclei, we use a conjugate gradient method
on the Riemannian manifold of curves, as implemented in the Manopt library [6],
to solve the minimization problem (9). We obtain convergence in 28 steps; the
final value of the objective function (9) is F (c) = 10.55 and the norm of the
gradient is ‖ gradG F (c)‖c < 10−3. The mean shape can be seen in Fig. 3.
Having computed the mean c, we represent each nuclear shape cj by the
initial velocity vj = Logc cj of the minimal geodesic connecting c and cj . We
perform principal component analysis with respect to the inner product Gc on
the set of initial velocities {vj : j = 1, . . . , 87}. The first four eigenvalues are
4.10, 2.39, 1.68 and 1.00, and they explain 38.04%, 60.21%, 75.78%, and 85.07%
of the total variance. Geodesics from the mean in the directions of the first four
principal directions can be seen in Fig. 4. Fig. 5 shows the data projected to the
subspace spanned by the first two eigenvectors.
Finally, we sample from a normal distribution with the same covariance matrix
as the data and project the sampled velocities v̂ back to the space of curves using
the exponential map ĉ = Expc v̂; some examples can be seen in Fig. 3.






Fig. 5: All 87 cell nuclei projected to the plane in the tangent space which is
spanned by the first two principal directions. The mean (in blue) is situated at
the origin. The units on the coordinate axes are standard deviations. We see that
the first coordinate is related to the bending of the nucleus, while the second
coordinate is related to its elongation.
4.2 Traces of Cardiac Images
In our second application we study curves that are obtained from images of
the cardiac cycle. More precisely, we consider a sequence of 30 cardiac images,
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taken at equispaced time points along the cardiac cycle. Each image is pro-
jected to a barycentric subspace of dimension two, yielding a closed curve in the
two-dimensional space of barycentric coordinates. After normalizing the coordi-
nates [18, Sect. 3] we obtain a closed, plane curve – with the curve parameter
representing time – to which we can apply the methods presented in Sect. 2.
Details regarding the acquisition and projection of the images can be found
in [12,24]; barycentric subspaces on manifolds are described in [18].
The data consists of 10 cardiac cycles of patients with Tetralogy of Fallot
and 9 patients from a control group. Each cardiac cycle is originally represented
by three-dimensional homogeneous coordinates x1 : x2 : x3, sampled at 30 time
points. We project the homogeneous coordinates onto the plane x1 + x2 + x3 = 1
and choose a two-dimensional coordinate system for this plane. Then we use
spline interpolation with degree nθ = 3 and Nθ = 30 control points to reconstruct
the planar curves from the data points; see Fig. 6.
Fig. 6: Projections to a two-dimensional barycentric subspace of 30 images from
the cardiac cycles of three patients. Cubic splines interpolation of degree nθ = 3
with Nθ = 30 control points is used.
The parameters a0, a1, and a2 in the metric are chosen similarly to Sect. 4.1;
however, the scale of the curves is not changed and we use equal weighting
between the L2-, H1- and H2-parts of the average energy for linear paths. This
leads to parameters a0 = 1, a1 = 0.1, and a2 = 10
−9. To see if the metric
structure derived from the Sobolev metric enables us to distinguish between
diseased patients and the control group, we compute all 171 pairwise distances
between the 19 curves; this takes about 15 minutes on a 2 GHz single core
processor. Multi-dimensional scaling of the distance matrix shows that the metric
separates healthy and diseased patients quite well (Fig. 7a). Indeed, a cluster
analysis based on the distance matrix recovers exactly – with exception of one
outlier (patient 4) – the subgroups of healthy and diseased patients (Fig. 7b).
The Karcher means of the healthy and diseased subgroups as well as of the
entire population are depicted in Fig. 8. The mean was computed using a gradient
descent method as described in Sect. 3.2 with a threshold of 10−4 for the norm
of the gradient. The average distance from the mean for the diseased group is
0.6853 with a variance of 0.0149, and for the control group the distance is 0.7708
with a variance of 0.0083.
To investigate the variability of the observed data, we performe principal
component analysis on the initial velocities of the minimal geodesics connecting
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Fig. 7: (a) Two dimensional representation of the data using multi dimensional
scaling of the pairwise distance matrix. (b) A dendrogram of clusters computed
from the pairwise distance matrix using the single linkage criterion. Healthy
patients are labelled 1–9 and diseased ones 10–19.
Fig. 8: First row: Karcher means of pathological cardiac cycles (left), all cycles
(middle), and healthy cycles (right). Second row: geodesic connecting the Karcher
mean of pathological cycles to the Karcher mean of healthy cycles. The crosses
denote the position of images, with respect to whom the barycentric projection
was computed.
curves to the respective means (c.f. Sect. 4.1). Fig. 9 shows the initial velocities
projected to the subspace spanned by the first two principal directions. Within
the healthy and sick subgroups, less then 30% of the principal components are
needed to explain 90% of the shape variation. If, in contrast, principal components
are analyzed for the entire dataset based on the global Karcher mean, then 35%
of the principal components are needed to explain 90% of the shape variation.
5 Conclusions
In this article we numerically solved the initial and boundary value problems for
geodesics on the space of regular curves under second order Sobolev metrics. We
analyzed two medical datasets using our approach. In future work we plan to
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Fig. 9: (a) Initial velocities of minimizing geodesics projected to the subspace
spanned by first two principal components for the diseased group. (b) The same
picture for the control group. (c) The same picture for the whole population.
prove rigorous convergence results for our discretizations, further investigate the
impact of the constants in the metric, and treat unparametrized curves.
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15. Nardi, G., Peyré, G., Vialard, F.X.: Geodesics on shape spaces with bounded
variation and Sobolev metrics. http://arxiv.org/abs/1402.6504 (2014)
16. Otsu, N.: A threshold selection method from gray-level histograms. IEEE T. Syst.
Man Cyb. 9(1), 62–66 (1979)
17. Pennec, X.: Intrinsic statistics on Riemannian manifolds: basic tools for geometric
measurements. J. Math. Imaging Vision 25(1), 127–154 (2006)
18. Pennec, X.: Barycentric subspaces and affine spans in manifolds (2015), to appear
in the proceeding of Geometric Science of Information, 2015
19. Rohde, G.K., Ribeiro, A.J.S., Dahl, K.N., Murphy, R.F.: Deformation-based nuclear
morphometry: capturing nuclear shape variation in HeLa cells. Cytometry Part A
73A(4), 341–350 (2008)
20. Rohde, G.K., Wang, W., Peng, T., Murphy, R.F.: Deformation-based nonlinear
dimension reduction: applications to nuclear morphometry. In: 5th IEEE Int. Sym-
posium on Biomedical Imaging: From Nano to Macro. pp. 500–503 (2008)
21. Rumpf, M., Wirth, B.: Variational time discretization of geodesic calculus. IMA
Journal of Numerical Analysis (2014)
22. Schumaker, L.L.: Spline Functions: Basic Theory. Cambridge Mathematical Library,
Cambridge University Press, Cambridge, third edn. (2007)
23. Srivastava, A., Klassen, E., Joshi, S.H., Jermyn, I.H.: Shape analysis of elastic
curves in Euclidean spaces. IEEE T. Pattern Anal. 33(7), 1415–1428 (2011)
24. Tobon-Gomez, C., De Craene, M., Mcleod, K., Tautz, L., Shi, W., Hennemuth,
A., Prakosa, A., Wang, H., Carr-White, G., Kapetanakis, S., Lutz, A., Rasche, V.,
Schaeffter, T., Butakoff, C., Friman, O., Mansi, T., Sermesant, M., Zhuang, X.,
Ourselin, S., Peitgen, H.O., Pennec, X., Razavi, R., Rueckert, D., Frangi, A.F.,
Rhode, K.: Benchmarking framework for myocardial tracking and deformation
algorithms: an open access database. Medical Image Analysis 17(6), 632–648 (2013)
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Abstract. The process of un-reduction, a sort of reversal of reduction
by the Lie group symmetries of a variational problem, is explored in
the setting of field theories. This process is applied to the problem of
curve matching in the plane, when the curves depend on more than
one independent variable. This situation occurs in a variety of instances
such as matching of surfaces or comparison of evolution between species.
A discussion of the appropriate Lagrangian involved in the variational
principle is given, as well as some initial numerical investigations.
Keywords: shape analysis, curve matching, Lagrange-Poincaré reduc-
tion, covariant field theory
1 Introduction
The idea of un-reduction was introduced in [9] for the purpose of using reparametri-
sation by the action of the group G = Diff(S1) to improve resolution of selected
features in dynamics and optimal control problems, particularly in matching
closed planar curves, whose configuration space Q is the space of embeddings
Q = Emb(S1,R2), by redistributing grid points in S1 along the curve. The
un-reduction process used in [9] was based on reconstruction, the inverse of La-
grangian reduction by symmetry [13], which relates the solutions on TQ/G to
solutions on TQ. This version of the un-reduction process was applied in the
outer metric setting in [9, 8]. In this setting, the deformation of the shape of
a curve in Emb(S1,R2) was applied to the embedding space, R2, completely
independently of any reparametrisation of the embedded space, S1.
In contrast, the un-reduction technique introduced in [4] seeks a family of
equations, called the un-reduced equations, on TQ, whose solution projects onto
those of a set of Euler-Lagrange equations on T (Q/G). Thus, the un-reduction
process used in [4] is distinct from the reconstruction process used in [9, 8]. More-
over, the un-reduction approach introduced in [4] raised an important issue for
numerical applications in curve matching by optimal control, since it intertwined
the reduction and reconstruction processes. Namely, the geodesic distance be-
tween two curves should be independent of their parametrisations. In particular,
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the measure of the deformation of the shape of a curve should be independent
of its parametrisation.
Here we address this issue for curve matching from the viewpoint of a re-
formulation of the un-reduction scheme of [4], which gives a framework in the
setting of inner metric discussed in [3], in which the shape deformation is applied
to the embedded space, rather than the embedding space.
In the process of addressing this issue, we will also generalise the un-reduction
scheme by formulating it as a covariant space-time field theory. This generalisa-
tion gives us the freedom to introduce additional independent ‘time’ or ‘space’
variables for the purpose of coordinating comparisons among shapes. Introduc-
ing additional independent variables allows more flexibility in making shape
comparisons than, for instance, the time warp approach of [10], which does not
increase the number of independent variables. For example, one could imagine
making comparisons of cylindrical surfaces by assembling closed curves resolved
on two-dimensional slices. In this case, the additional space variable would be
transverse to the slices, and one would make comparisons of surfaces as single
entities, rather than comparing the evolution in time alone of each slice indepen-
dently. In addition, the covariant field theory generalisation of the un-reduction
framework in the inner metric setting could lead to a variety of other applica-
tions, a few of which are mentioned in Section 4.
This work may be summarized as an extension of [4] in the following three
directions:
(1) We promote the un-reduction formulation of [4] in classical mechanics to a
covariant field theory by following the same reasoning. Namely, we derive the
Lagrange-Poincaré reduction of the shape space (Section 3.1) and un-reduce
it by including an independent parametrisation (Section 3.2).
(2) Instead of the curvature weighted metric used in [4], we implement Sobolev
metrics, which avoid the issue of arbitrary small geodesic distances (Section
3.3).
(3) We finish by illustrating this approach and assessing its validity with a few
numerical experiments in the classical mechanical setting (Section 4.1).
A complete exposition of covariant un-reduction containing the proofs and ap-
plications in other areas, such as in theoretical physics, can be found in [1].
The main topic of the present paper is the first point listed above. We shall
focus our discussion on the covariant Lagrange-Poincaré (LP) reduction by sym-
metry in the context of curve matching. The symmetry will be G = Diff(S1), the
diffeomorphism group which acts on the configuration space of planar curves,
Q = Emb(S1,R2), as a reparametrisation of S1. LP reduction is a general
method to deal with noncanonical reductions, in which the configuration space
is not the symmetry group. LP reduction allows the explicit derivation of the dy-
namical equations on the quotient space, Q/G, which, in our case, is the space of
shapes, Emb(S1,R2)/Diff(S1). The field theoretic version of LP reduction that
we will use here was developed in [5, 11], based on the classical reduction theory
introduced in [7]. We will use a simplified version of this theory applied directly
to curve matching.
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The second improvement relative to [4] on the list above involves the Rie-
mannian metric used to derive the un-reduction equations. As recently pointed
out in [3, 2], use of Sobolev inner metrics avoids the problem of having arbitrar-
ily small geodesic distances between two curves. In addition, the un-reduction
equations take a simpler form with the Sobolev metric than with the curvature
weighted metrics used in [4].
Finally, we tested the un-reduction approach in a few numerical experi-
ments where we considered an initial value problem with reparametrisation.
Even though we simply chose the forward Euler method for this initial value
problem, without any further modifications, it still converged to the expected
solution. The success of these simple numerical simulations motivates us to go
further in future work to consider boundary value problems in the full field
theoretical framework as explained in Section 4.2.
2 The geometry of curve matching
We start by recalling some basic facts about the geometry of curve matching
that we will use throughout the text. We refer to earlier works such as [14, 3, 2,
4] for more details.
2.1 Reduction structure.
Let Q = Emb+(S1,R2) be the manifold of positive oriented embeddings from
S1 to R2. Elements in Q are maps c(θ) ∈ R2 for θ ∈ S1 and elements in the
tangent space TcQ are pairs (c, v) with c ∈ Emb+(S1,R2) and u ∈ C∞(S1,R2)
a parametrized vector field along the curve c, thus TQ = Q× C∞(S1,R2).
We then consider the group G = Diff+(S1) of orientation preserving diffeo-
morphisms of S1 and its Lie algebra g = X(S1). The group G acts on the right
in Emb+(S1,R2) as reparametrisation of curves c and the reduced space is the








The reduction of the phase space TQ by the group of symmetry G is a compli-
cated space but can be decomposed via the introduction of a principal connection
A : TQ→ g as follows
TQ
G








The space TΣ is then the tangent space to the space of shapes, and the adjoint
bundle g̃ will encode the parametrisation velocity of the curve. This space seems
rather abstract but it corresponds to having a Lie algebra attached to each point
of the base space Σ, which means that for each shape we have the freedom to
attach an arbitrary parametrisation velocity. The construction of the connection
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is straightforward for curve matching. Namely, given the velocity u ∈ TcQ, we
consider its tangent and normal decomposition,
u(θ) = v(θ)t(θ) + h(θ)n(θ) , (3)
where (t,n) is the orthonormal Frenet frame along c and v(θ), h(θ) ∈ X(S1) are
scalar functions along the curve, parametrised by θ ∈ S1. We clearly have that
v(θ)t(θ) is a vector tangent to the orbits of G = Diff+(S1). This decomposi-
tion defines the principal connection A : TQ → g, which, when applied to u,
gives A(u) = v, the reparametrisation velocity. The horizontal part of u is then
h(θ)n(θ) and we have a decomposition TQ = HQ⊕ V Q. We will also need the
curvature of A, defined as B := dAA = dA+ [A,A], but its exact form will not
be needed here. In fact, we shall skip any technical details which are not directly
useful for the present work, and refer the interested reader to [7, 5, 11] for the
full discussion of this construction.
2.2 Field theoretical structure.
We can now extend this reduction structure by promoting the classical system
to a covariant field theory, see [6, 11]. In order to do this, we consider an open
domain N ⊂ R × R endowed with the Euclidean metric, the associated coor-
dinates (t, x) and a volume form v = dtdx. For simplicity we only consider a
two dimensional space-time manifold N , but more dimensions can be added in a
straightforward way. The tangent space TQ is then promoted to the jet bundle
in order to capture the space-time direction used to compute a tangent vector.
In this simple setting, the jet bundle has a simple geometric meaning, given by
J1(N,Q) ' T ∗N ⊗ TQ and a generic element will be written
j1c = ct(θ)(t, x)dt+ cx(θ)(t, x)dx, (4)
that is, ct, cx ∈ TQ are the derivatives of a map c : N → Q along t and x
respectively. The generalisation of the time derivative is the divergence operator,




The choice of a convenient Riemannian metric on Q which is invariant with
respect to the action of G is an interesting topic. See, for example, [2] and [3]
and the references therein for more discussion. In our case, invariance under
reparametrisation is achieved by considering arclength integrations and deriva-
tives ds = |cθ|dθ and Dθ = 1|cθ|∂θ. However, the main difficulty lies in the
geometrical properties of the metric, as we deal with an infinite dimensional
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with u, v ∈ TcQ such that 〈·, ·〉 is a dot product in R2, is not very useful as it can
lead to arbitrarily small geodesic distances in both Q and Q/G, see [14]. The




(1 +Aκ(θ)2)〈u(θ), v(θ)〉ds, (6)
where A > 0 and κ denotes the Frenet curvature of the curve c, defined as
κ := (DθDθc) · J(Dθc) = Dθt · n . (7)
In fact, the weighted metric in (6) can still have arbitrarily small geodesic dis-
tance in Q along the fibres of the fibration Q → Q/G. A metric with a well
defined Riemannian distance in both Q and Q/G may be obtained by adding













for a convenient choice of a G-invariant self-adjoint pseudo-differential operator
P which can depend on the curve and its derivatives. In particular, the operator
for (6) is P = 1 + Aκ2 and for (8) we have P = 1 − A2D2θ . One additional
advantage of the operator associated to (8) is that it does not depend on the
curve, whereas the operator for (6) depends on the curvature of the curve where
it is evaluated. This represents a great simplification in the expression of the
un-reduced equations.
3 Reduction and un-reduction
We are now ready to perform reduction by symmetry from the space of embed-
dings to the shape space using the covariant Lagrange-Poincaré reduction.
3.1 Lagrange-Poincaré reduction
Let’s begin by recalling the original problem of curve matching. The matching
problem is a boundary value problem in Σ = Q/G with Lagrangian l : TΣ → R.
Hamilton’s principle states that the Euler-Lagrange equations associated with
this Lagrangian yield the solution which minimises the action functional given
by l. In practice, the matching problem is solved by using a shooting method for
determining the initial momentum such that the curve at the final time matches
the target curve within some specified tolerance. Instead, we will start in the
larger space Q, where the numerical experiments can be done easily and, as a
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first step, reduce this system such that we recover the Euler-Lagrange equations
on Σ.
We project the variational principle defined for L from J1(N,Q) to its quo-
tient J1(N,Q)/G = J1(N,Σ) ⊕ (T ∗N⊗ g̃), where g̃ = (Q×g)/G, as in equation
(2). Critical solutions are maps σ : N → T ∗N ⊗ g̃ which, moreover, project to
maps ρ : N → Σ = Q/G as ρ = πg̃ ◦ σ according to the diagram






where πg̃ : T
∗N ⊗ g̃ → Σ is the projection of the adjoint bundle neglecting
the T ∗N factor. The free variations of the initial problem provide a family of
constrained variations that define a new type of variational equations, called
Lagrange-Poincaré equations, [5], [11]. The next theorem gives the Lagrange-
Poincaré reduction which includes forces F : T ∗N ⊗ TQ → TQ. Before stating
this theorem without proof, we will make another important assumption which is
satisfied by most of the Lagrangians used in curve matching. Namely, we assume
our Lagrangian decomposes as a sum of two Lagrangians taking values from the
vertical and horizontal space that will be denoted L = Lh +Lv and ` = `h + `v.
Theorem 1 (Covariant Lagrange-Poincaré reduction with forces). Given
a map c : N → Q, let σ : N → T ∗N ⊗ g̃ be defined as
σ(x)(ω) = [s(x),A(Ts · (ω))]G , (11)
with ω ∈ TxN, x ∈ N and where [·]G stands for the quotient by G; ρ : N → Σ,
ρ(x) = [s(x)]G = πg̃ ◦ σ. With the previous definitions, the following points are
equivalent







〈F (s, j1s), δs〉v = 0 (12)
with free variations δs.
(2) The Euler-Lagrange form of L satisfies the relation
EL(Lv)(j2s) = F,
where EL is the Euler-Lagrange operator acting on the second jet bundle
(second order field theoretical tangent space), which gives the usual Euler-
Lagrange equations.







〈fh(j1ρ, σ), δρ〉v +
∫
N
〈fv(j1ρ, σ), η〉v = 0,
for variations of the form δσ = ∇η− [σ, η] +B(δρ, Tρ) ∈ g̃, where δρ ∈ TρΣ
is a free variation of ρ and η is a free section of g̃→ Σ.
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(4) σ satisfies the Lagrange-Poincaré equations, written if L and ` decomposes



























One recognises left hand side of the first equation in (13) as an Euler-Lagrange
equation and the second one as an Euler-Poincaré equation. The right hand side
of both equations are either forces, or coupling with between them. The solu-
tion σ of the Euler-Poincaré equation in (13) will influence the Euler-Lagrange
equation via the term involving the curvature of the connection A. An addi-
tional coupling arises because σ is in the adjoint bundle and therefore depends
implicitly on the base curve in Q.
3.2 Un-reduction
The particular form of the equations in (13), based on the decomposition of the
Lagrangian and the inclusion of the force term will allow us to decouple these
equations in the sense that the right hand side of the EL equation will vanish;
so the feedback of the EP equation to the EL equation will disappear. Before
stating the un-reduction theorem we must recall that the canonical momentum
map J : T ∗Q→ g∗ for the natural lift action of G on T ∗Q, is defined by
〈J(αq), ξ〉g×g∗ = 〈αq, ξQ〉TQ×TQ∗ ,
where αq ∈ T ∗Q, ξ ∈ g, and ξQ ∈ TQ is the infinitesimal transformation of
the action of G on Q at the point q ∈ Q. The map J extends to a map J :
TN ⊗ T ∗Q→ TN ⊗ g∗, trivially in the factor TN .
We can finally state the covariant un-reduction theorem. We refer to [1] for
the proof and more details about this theorem.
Theorem 2. We consider a G-equivariant force F : J1(N,Q)→ T ∗Q such that











for its projection fh : J1(N,Σ) × (T ∗N ⊗ g̃) → T ∗Σ. Then, the variational











where A∗ : g∗ → V ∗Q is the dual of the connection form. Finally, critical so-
lutions s : N → Q of (15) project to critical solutions ρ = [s]G of the Euler-
Lagrange equations EL(l)(j2ρ) = 0.
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Remark 1. For N = R, v = dt, that is, in the case of classical mechanics, we
have div = d/dt and we recover the results and equations of [4].
The first equation in (15) is the usual Euler-Lagrange equation for the horizontal
Lagrangian Lh, needed for solving the matching problem. Regarding the interpre-
tation of the second equation, the definition of J above shows that J(δLv/δj1s)
is a covariant momentum map, so that div J(δLv/δj1s) is the expression of a
conservation law with respect to the group of symmetries. If one set F v = 0, the
conservation law is complete. However, sometimes it may be interesting to keep
this vertical force, as it might be used to externally control the dynamics along
the vertical space; that is, the reparametrisation.
3.3 Un-reduction with Sobolev metric
We consider the Diff+(S1)-invariant Lagrangian L : J1(N,Q) ' T ∗N⊗TQ→ R











(vtPvt + vxPvx) ds,
where
ct = vtt + htn and cx = vxt + hxn.
The un-reduction equations (15) are then computed in Proposition 1 below in
the case when P is independent of the curve, that is, Sobolev metrics.
Proposition 1. The un-reduced equations (15) for the bi-dimensional problem
of planar simple curves defined by the Lagrangian defined above and the metric
(9) with P being the Sobolev operator, read
∂xPhx + ∂tPht = Dθ(hxPvx + htPvt)− κH
∂xPvx + ∂tPvt = F v
(16)




(hxPhx + htPht) . (17)
In (16), the function H is the shape kinetic energy density and κ is the Frenet
curvature of the curve c, defined in (7). This term can be interpreted as a penalty
term in deforming curved regions. The sign of this term would depend on the
concavity or convexity of the curve at this point, and thus this force would try to
prevent the curve to be deformed too fast in these regions. Equation (16) shows
that the dynamics in (x, t) is governed by the coupling between ht and vt required
for the shape deformation to be independent of the reparametrisation. In fact, it
also contains a derivative with respect to θ and vertical vectors. This is the only
term which couples with the vertical equation, and it also gives the corrections
necessary for the curve deformation to be independent of the reparametrisation.
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Remark 2. In the classical mechanics setting, the un-reduction equations with
Sobolev metric would be very similar to (16), but without the x-dependent terms.
They will be the equations used for the numerics in section 4.1. Owing to the
simplicity of the Sobolev metric compared to the curvature weighted metric, the
derivation of this equation is directly done from the un-reduction equations, not
from the variational principle, as in [4]. We refer to [1] for the details of this
calculation.
4 Applications
Before discussing the possible applications of the covariant un-reduction scheme
in curve matching, we shall present a short numerical study of the un-reduction
in classical mechanics using the Sobolev metric H1.
4.1 Numerical validation
In order to test and illustrate the un-reduction scheme, we performed a few
simple numerical experiments. We restricted ourselves to the classical case, al-
ready done theoretically in [4], but with the H1 norm instead of the curvature
weighted norm. The only effect of the Sobolev norm that which interested us is
that it regularises the curve deformation and prevents large bending of the curve,
smaller that the scale given by A. A deeper analysis of the effect of the Sobolev
norm in the matching process is not the aim of this paper but is important for
applications. Our main goal here was to check the decoupling between the shape
and the reparametrisation dynamics for a simple initial value problem.
Our numerical scheme used the Euler explicit scheme in time and 2nd order
centred finite difference approximation for Dθ in order to have a symmetric
space discretisation in θ ↔ −θ. The application of the Sobolev operator P =
1 − A2D2θ was done in Fourier space with A = 0.3. Our initial condition was
a circle and the initial horizontal velocity was a bump function, so the curve
deformed as in Fig. 1. The curve was discretised with 100 points and we used
a set of time steps (dt = 0.04, 0.02, 0.01, 0.001) to study the convergence of the
scheme, and especially the decoupling between the reparametrisation and the
shape deformation. In order to do this, we ran two initial value problems where
one of them also had a vertical initial velocity, taken to be constant such that
the parametrisation would rotate during the evolution of the curve. We then
computed the distance between the two curves using the methods of currents
[12] at each time to make a parametrisation-free comparison of the shapes of the
curve. The results are displayed in Fig. 1 together with the distance between the
curves as a function of time. Even with the simple numerics we used (the Euler
scheme and finite difference), the un-reduction feature was verified. The example
we studied is simple and did not require high resolutions and robustness tests
as for more realistic shapes. Further numerical studies using the un-reduction
scheme would thus include improvements of the current implementation and
a shooting method in order to solve the correct matching, or boundary value
problem.
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(a) dt = 0.04









(b) dt = 0.02









(c) dt = 0.01


















(d) Distance between fixed and
reparametrised curves with the method of
currents
Fig. 1. This figure illustrates the effect of the time step of S1-reparameterisation on the
quality of the deformation of a curve using the explicit Euler scheme in the un-reduction
approach. The blue curve has horizontal initial velocity ht for shape deformation, while
the green curve has an additional constant vertical initial velocity vt, for reparameter-
isation. The blue and green dots begin at the same initial point, but then the green
one shifts along the green curve as the reparameterisation proceeds. The black dashed
curve is the initial condition of the simulation. Upon decreasing the time steps, the
coupling between the vertical and horizontal dynamics decreases and the quality of the
deformation improves, even when using an explicit Euler scheme. On the bottom right
panel, we plotted the distance between the two curves, as a function different time
resolutions. The distance is computed by the method of currents, which is independent
of the parametrisation.
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4.2 Covariant matching
In the simplest case of field theory treated here, namely a two dimensional space-
time, two main applications for boundary value problems (BVP) present them-
selves for further discussion. Besides BVPs, initial value problems (IVP) could
also be considered, but IVP are not of great interest for curve matching. We will
thus forego discussing them here, although a possible application would be to
predict the evolution of a particular model, knowing that it should “roughly”
follow a generic model. In this case, the initial value problem must have carefully
chosen initial values, a subject which is out of the scope of this work. The two
applications for BVP that we will discuss are the following:
(1) Matching between cylindrical surfaces, and
(2) Spatio-temporal analysis.
Case (1) In the first case, a set of slices along a cylindrical surface ( a typical
example would be a bone) are given, where x is the parameter along the main
axis of the surface. For the sake of simplicity, we will just consider two slices,
but more could be added without to much trouble. The first step would be to
generate the initial and final conditions, namely use un-reduction for the IVP to
interpolate between the two curves and generate the initial and final surfaces.
Once this is done, covariant un-reduction could be applied using a shooting
method in time, such that the solution is a critical point of the action functional∫
L(c, ct, cx)dtdx. In our simple case, where the Lagrangian is purely quadratic,
the solution would be a harmonic map, or a minimal surface, and would then
require more advanced mathematics, beyond the present discussion. This model
would compute the distance between two surfaces, taking into account that the
interpolation between the slices in space should be imposed simultaneously with
the matching in time. The resulting distance will be different than a naive model,
which would compute the matching in time, slice by slice. For an illustration
of matching slice by slice, we refer to the last example in [8] where a surface
representing a nasal cavity is reconstructed out of a set of slices. The step done
there corresponds to the generation of initial and final surfaces, whereas covariant
un-reduction would compute the distance between these two surfaces, during the
temporal deformation of the entire nasal cavity.
Case (2) Spatio-temporal analysis has recently been reviewed in [10], from
yet another viewpoint. Indeed, the matching in space done in [10] does not de-
pend on a space parameter, but is instantaneous, namely given by a single map
between the two curves. They also included a “time warp” which account for
the change of pace of the evolution of the two models to be compared. In our
case, the spatial variable comes into play on the same footing as time, and, thus,
brings more flexibility into the comparison. Again, the theory of harmonic maps
could help in understanding the properties of the solutions, and it is possible
that the time warp reparameterisation could be recovered as well.
We finally want to mention the freedom to choose the vertical force in the
un-reduction equations. This force could be used to control the parametrisation
during the matching. Different types of forces could be considered, such as a
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force which would optimally redistribute the parametrisation in different regions
of the curve, such that the number of points for discretising the curve could be
reduced. Another force could be used to match the paramerisation of the target
curve, such that the computationally more expensive method of currents could
be avoided.
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Abstract. In this work we introduce a new dissimilarity measure for
shape registration using the notion of normal cycles, a concept from
geometric measure theory which allows to generalize curvature for non
smooth subsets of the euclidean space. Our construction is based on the
definition of kernel metrics on the space of normal cycles which take ex-
plicit expressions in a discrete setting. This approach is closely similar to
previous works based on currents and varifolds [13,5]. We derive the com-
putational setting for discrete curves in R3, using the Large Deformation
Diffeomorphic Metric Mapping framework as model for deformations.
We present synthetic experiments and compare with the currents and
varifolds approaches.
Introduction
Many applications in medical image analysis require a coherent alignment of
images as a pre-processing step, using efficient rigid or non-rigid registration
algorithms. Moreover, in the field of computational anatomy, the estimation of
optimal deformations between images, or geometric structures segmented from
the images, is a building block for any statistical analysis of the anatomical vari-
ability of organs. Non-rigid registration is classically tackled down by minimizing
a functional composed of two terms, one enforcing regularity of the mapping, and
the data-attachment term which evaluates dissimilarity between shapes. Defining
good data-attachment terms is important, as it may improve the minimization
process, and focus the registration on the important features of the shapes to be
matched.
In [13,9] a new framework for dissimilarity measures between sub-manifolds
was proposed using kernel metrics defined on spaces of currents. This setting is
now commonly used in computational anatomy ; its advantages lie in its simple
implementation and the fact that it provides a common framework for continuous
and discrete shapes (see [7] for a computational analysis of currents and their
numerical implementation). However, currents are oriented objects and thus a
consistent orientation of shapes is needed for a coherent matching. Moreover, due
to this orientation property, artificial cancellation can occur with shapes with
high local variations. To deal with this problem, a more advanced model based
on varifolds has been introduced recently [4]. Varifolds are measures over fields
of non-oriented linear subspaces. See [4], chap. 3 for an exhaustive analysis.
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In this work, we propose to use a second-order model called normal cycle
for defining shape dissimilarities. The normal cycle of a submanifold X is the
current associated with its normal bundle NX . The normal cycle encodes second
order, i.e. curvature information of X; more precisely one can compute inte-
grals of curvatures by evaluating the normal cycle over simple differential forms.
Moreover, it has a canonical orientation which is independent of the orientation
of X (in fact X does not need to be oriented).
Our approach is closely related to the currents and varifolds models in that
it is based on the definition of kernel metrics that take explicit form in a discrete
setting. This paper is organized as follows : in Sect. 1 and 2 we introduce the
mathematical notions of currents and normal cycles and define the kernel metric
in a general setting. In Sect. 3 we derive explicit formulas for the metric in the
case of discrete curves in R3. In Sect. 4 we introduce the general curve matching
problem and recall some basic facts about the diffeomorphic model. Finally we
present two sets of synthetic experiments in Sect. 5.
1 Currents and Normal Cycles
1.1 Currents
We recall here the definition of current used in [7], definition 1.2.
Definition 1 (Currents).
The space of m-currents in Rd is defined as the topological dual Ωm0 (Rd)′,
where Ωm0 (Rd) := C00(Rd, (ΛmRd)∗) is the space of continuous m-differential
forms vanishing at infinity, with the supremum norm : ‖ω‖∞ = supx∈Rd |ωx|. A
m-current is thus a linear map T : Ωm0 (Rd) → R such that there exists CT > 0
such that for every differential form ω,
T (ω) ≤ CT ‖ω‖∞
Example 1. A fundamental example of current (which will be useful when deal-
ing with discrete shape) is the "Dirac" current. Let x ∈ Rd, α ∈ Λm(Rd). For
ω ∈ Ωm0 (Rd), we define δαx (ω) := ωx(α).
Any sufficiently regular shape in Rd can be seen as a current. Let Hm be the
m-dimensional Hausdorff measure in Rd. If X is a regular m-dimensional sub-
manifold, Hm coincides on X with the volume form of X. Assume X is a com-
pact, oriented, m-rectifiable set (see definition in [8]). Then the tangent space
TxX exists for Hm-almost every x ∈ X, and one can associate to X a current





where τX(x) = τ1(x) ∧ · · · ∧ τm(x), with (τi(x))1≤i≤m an orthonormal basis of
TxX. If we consider the opposite orientation of X : X̃, we have [X̃] = −[X].
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1.2 Normal Cycles
Normal cycles find their roots in the seminal work of Federer. In [8], he proved
that for a set with positive reach (see definition below), the volume of the ε-
parallel neighbour of X ∩ B (where B is a borelian) can be expressed as a
polynomial of ε; and more importantly that the coefficients of this polynomial
can be interpreted as curvature measures of the set X. These measures have
integral representation, and Zähle in [15] introduced d− 1 generalized principal
curvatures for sets with positive reach, and retrieved Federer’s curvature mea-
sures by integrating functions of these principal curvatures over the unit normal
bundle. She showed that this can be done by integrating adequate differential
forms on the associated current : this is exactly the normal cycle. This work was
pushed forward in [16]. The book of Morvan ([12]) is a self-sufficient reference
for normal cycles as they will be used in this paper. Note that normal cycles
have already been applied for computational analysis of discrete surfaces in [6].
Cohen-Steiner and Morvan derive a definition of discrete curvature and discrete
curvature tensor for polyhedral surfaces based on the normal cycle.
We follow Federer [8] to give a definition of the normal bundle and the normal
cycle in the context of sets with positive reach.
Definition 2 (Sets with positive reach). Let X ⊂ Rd and for any ε > 0,
denote Xε = {x ∈ Rd, d(x,X) ≤ ε} the ε tube around X. The reach of X is
the supremum of r > 0 such that for every 0 < ε ≤ r, there exists a unique
projection of x ∈ Xε onto X. X is said to be a positive reach set if r > 0.
On a set with positive reach R, one can roll a ball of radius less than R.
Thus, a set with positive reach can be seen heuristically as a set with a bounded
below curvature.
Definition 3 (Unit Normal bundle). Let X be a set with positive reach. We
define the unit normal cone at x ∈ X and the unit normal bundle repectively as
Nor(X,x) = {u ∈ Rd | ∃ε > 0 | ∀y ∈ B(x, ε) ∩X, 〈y − x, u〉 ≤ 0} ∩ Sd−1,
NX = {(x, n), x ∈ X, n ∈ Nor(X,x)}.
For a C2-submanifold, the unit normal bundle defined here coincides with the
classical one, which is a (d−1)-submanifold in the (2d−1) dimensional manifold
Rd × Sd−1. More generally, NX is a (d− 1)-rectifiable set in Rd × Sd−1 when X
has positive reach and ∂Xε is a (d − 1)-dimensional differentiable submanifold
(hypersurface), with Lipschitzian unit normal vector field (see again [8], 4.8).
Example 2 (Unit normal bundle of a curve in R3). Let γ : [0, L] → R3 be a
parametrized curve in R3, and suppose γ is C2 on [0, L], with γ′(t) 6= 0, ∀t ∈
[0, L]. On a regular part of the curve (i.e. γ(t), 0 < t < L), the normal cone
is simply γ′(t)⊥ ∩ S2 (note that for a segment, the normal bundle is thus a
cylinder). For the singular part (i.e. the two endpoints), we denote S+v := {u ∈
S2, 〈u, v〉 ≥ 0}. One can easily show that the normal cone at γ(0) and γ(1) are
{γ(0)}×S+−γ′(0) and {γ(1)}×S
+
γ′(1) respectively. These are two half spheres with
a coherent orientation with respect to the normal bundle (independent of the
parametrization).
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Canonical orientation of NX . ∂Xε being a closed hypersurface, it is canoni-
cally oriented and this induces a canonical orientation on the unit normal bun-
dle of X as follows : let (e1, . . . , ed) be an orthonormal basis of Rd, and let
(τ1(x, n), . . . , τd−1(x, n)) an orthonormal basis of T(x,n)NX such that〈
(πp+ επn)(τ1(x, n))∧ · · · ∧ (πp+ επn)(τd−1(x, n))∧n , e1 ∧ · · · ∧ ed
〉
> 0, (2)
where πp denotes the projection on the spatial space, and πn the projection on
the normal space : πp : (x, n) ∈ Rd × Rd 7→ x, πn : (x, n) ∈ Rd × Rd 7→ n. Then
τNX (x, n) := τ1(x, n) ∧ · · · ∧ τd−1(x, n) is a simple (d − 1)-vectorfield orienting
NX . Expression (2) is independent of 0 < ε < ReachX. Besides, the orientation
of the normal bundle of X does not depend on any orientation of X.
Definition 4 (Normal cycle). The normal cycle of a positive reach set X ⊂
Rd is the (d− 1)-current associated with NX with its canonical orientation. For
any differential form ω ∈ Ωd−10 (Rd × Rd), one has :
N(X)(ω) := [NX ](ω) =
∫
NX
ω(x,n)(τNX (x, n))dHd−1(x, n) (3)
Normal cycles for unions of sets with positive reach The theory of normal cycles
can be extended to the case of finite unions of sets with positive reach, as done
in [16]. This allows to define normal cycles for a very large class of subsets. In
particular it allows to define normal cycles for unions of segments, which will be
used as our discrete models for curves. This extension can be stated as follows :
Theorem 1 (Additive property). There is a unique extension of normal cy-
cles to finite unions of sets with positive reach such that the following property
holds for any two such sets C, S :
N(C ∪ S) := N(C) +N(S)−N(C ∩ S) (4)
In fact this additive property holds for sets with positive reach, and is used
recursively as definition in the case of unions of such sets. It can be shown that
this definition is fully coherent.
2 Metrics on Normal Cycles
For our numerical purpose, we need a computable expression for the dissimilarity
between shapes. In the very same spirit of [9,7,4], we will use a dual kernel metric
on normal cycles as dissimilarity measure. This can be done by considering a
kernel K : (Rd × Sd−1)2 → B(Λd−1(Rd × Rd),R) of the form
K((x, u), (y, v))(α, β) := kp(x, y)kn(u, v) 〈α, β〉
where x, y ∈ Rd, u, v ∈ Sd−1, α, β ∈ Λd−1(Rd × Rd), and:
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- kp(x, y) is a positive definite kernel on Rd. In our experiments we used





, where σW is a scale parameter.
- kn(u, v) is a positive definite kernel on Sd−1. We used the reproducing kernel
of a Sobolev space Hs(Sd−1) of order s. This kernel is in fact a scalar function of
the distance between two vectors of Sd−1. Therefore it is rotation invariant and
can be expanded in spherical harmonics, which will be useful for the numerical
aspect.
- 〈·, ·〉 is a scalar product between d − 1-vectors in Rd × Rd. We used a
modification of the canonical scalar product between d − 1-vectors that takes
into account the parameter σW to ensure invariance of the kernel metric when
a rescaling is applied jointly to the data coordinates and σW . It is defined by
〈u1 ∧ · · · ∧ ud−1, v1 ∧ · · · ∧ vd−1〉 := det((〈ui, vj〉σV )1≤i,j≤d−1)
where 〈u, v〉σV :=
1
σ2V
〈πp(u), πp(v)〉Rd + 〈πn(u), πn(v)〉Rd .
This kernel K defines a Reproducing Kernel Hilbert Space (RKHS) W of
(d − 1)-differential forms in Rd × Sd−1 and ι : W ↪→ Ωd−10 (Rd × Sd−1) is a
continuous injection under some regularity conditions on the kernel (see [9], prop
18, basically we require the continuity of the kernel, bounded, and vanishing at
infinity ). W ′ has also a structure of Hilbert space, and Ωd−10 (Rd×Sd−1)′ ⊂W ′.
The key point of the model is the formula for the scalar product between two
normal cycles in the dual space W ′ :





kp(x, y)kn(u, v) 〈τNS (x, u), τNC (y, v)〉 dHd−1(x, u)dHd−1(y, v)
(5)
The dissimilarity between two shapes S and C is then defined as
‖N(S)−N(C)‖2W ′ = 〈N(S), N(S)〉W ′ − 2 〈N(S), N(C)〉W ′ + 〈N(C), N(C)〉W ′
(6)
3 Computational Framework
The aim of this section is to derive the expression of the kernel metric on normal
cycles (5) for unions of segments in R3, which we will use as approximations of
real curves.
3.1 Decomposition of the Normal Cycle for Unions of Segments
Let a, b ∈ R3 and C = [a, b] be the segment with extremities a and b. We
denote C̃ = C \ {a, b}. As noticed in example 2, the normal bundle of C is
composed of two parts, a cylindrical part and a spherical part. More precisely,









({b}×S+b−a). The normal cycle N(C) thus satisfies N(C) = N(C)cyl+N(C)sph
with N(C)cyl := [N cylC ] and N(C)sph := [N
sph
C ].
112 Pierre Roussillon and Joan Alexis Glaunès
In order to get a nice decomposition in the case of unions of segments, it is
convenient to define the normal cycle associated to the "open" segment C̃ as:
N(C̃) := N(C)−N({a})−N({b}). This definition is made on purpose to allow
to extend the additive property (4) to such open segments. Since the normal
bundles of {a} and {b} are entire spheres, we see that N(C̃) expresses also as a
sum of a cylindrical part and a spherical part: N(C̃) = N(C)cyl+N(C̃)sph with
N(C̃)sph := −[{a} × S+b−a]− [{b} × S
+
a−b].
Now let C = C1 ∪ · · · ∪Cn be a union of n segments in R3. We can consider
without loss of generality that the intersection of two segments Ci ∩Cj is either
empty or composed of a single point. If we denote {v1, . . . , vN} the set of end
points of all segments Ci, 1 ≤ i ≤ n, we can rewrite C as the disjoint union of
the C̃i, 1 ≤ i ≤ n, and the {vj}, 1 ≤ j ≤ N . The additive property (4) then
becomes straightforward and we get







which we can further decompose into cylindrical and spherical parts as follows :
















3.2 Computation of the Kernel Metric for Unions of Segments
Let C = C1 ∪ · · · ∪ CnC , S = S1 ∪ · · · ∪ SnS be two unions of segments. The
calculation of the expression of (5) in this case is simplified by the following
property:
Theorem 2. The cylindrical part and the spherical part are orthogonal with
respect to the kernel metric presented in Sect. 2.
This means we only need to compute scalar products between spherical parts,
and scalar products between cylindrical parts. We do not give full details of this
computations here and only sketch the main arguments. We denote x1, . . . , xNC
(resp. y1, . . . , yNS ) the vertices of C (resp. of S) and fi = xf2i −xf1i , 1 ≤ i ≤ nC
(resp. gj = yg2j−yg1j , 1 ≤ j ≤ nS) the edges of C (resp. S). For an edge fi, xf1i and
xf2i are its two vertices. Moreover, we define ci =
1
2 (xf1i +xf2i ), dj =
1
2 (yg1j +yg2j )








For the cylindrical part, in (5), the point kernel integrated over the segment
is approximated by its value at the center, with a coefficient taking into account
the length of the edge. For the normal part, we use an expansion in spherical
harmonics of kn (which is valid since kn is rotation invariant), and pre integrate
the kernel on the normal parts. The result is a quantity depending on the angle
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between the edges. For the spherical part, the evaluation of the point kernel is





































b0 + (−1)a+b ∑
m≥0
bm cos(mθij)
 kp(xfai , ygbj )
(9)
where nxk (resp. nyl) is the number of edges adjacent to the vertex xk (resp. yl).
The constant β and the am and bm coefficients have explicit expansions in
spherical harmonics, and are pre-computationable. Even though they are not
detailed here, we just precise the fact that they vanish for m even. This ensures
that if we invert the orientation of the edges (i.e. if we invert xf1i and xf2i ), the
scalar product remains unchanged. We retrieve here the fact that normal cycles
are unoriented objects. With these two scalar products, we have all we need
to implement an algorithm which computes dissimilarity between two discrete
curves. This is the first step to have a matching algorithm.
4 Curve Matching via Normal Cycles
Given two curves C, S in R3, we define the curve matching problem as the





where A(N(ϕ(C))) = ‖N(ϕ(C))−N(S)‖2W ′ is the data attachment term eval-
uating the dissimilarity between the deformed curve ϕ(C) and the target S,
and E(ϕ) is an energy which ensures regularity of the mapping. In our exper-
iments we chose to use the Large Deformation Diffeomorphic Metric Mapping
(LDDMM) framework for defining the space G of deformations and the energy
E, but of course other frameworks for non-rigid registration could be used, such
as for example Thin Plate Splines ([3]).
In a discrete setting, curves are given as unions of segments. As a first ap-
proximation, we replace ϕ(C) by the union of segments corresponding to moving
only the vertices of C (we do not consider the deformation of all the curve). Note
that it is possible to define a geometric action of a diffeomorphism ϕ of Rd on
normal cycles, by considering the diffeomorphism induced by ϕ on Rd × Sd−1
and the standard push forward action on currents. However we do not use this
action in this work.
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4.1 Gradient of the Data Attachment Term Associated with
Normal Cycle
As explained previously, we suppose that the deformation acts only on the ver-
tices. Thus, we can consider that A is a function of the current position of
the vertices of C : A(ϕ(xk)1≤k≤N ). This function can be computed explicitely
using (6) and the expressions for the scalar products (8), (9). Then a numer-
ical implementation of the minimization of (10) requires the computation of
∇A((xk)1≤k≤N )), which takes an explicit form by deriving these expressions.
We do not detail this calculation here.
4.2 Large Deformation Diffeomorphic Metric Mapping (LDDMM)












= vt ◦ ϕt
(11)
where V , the space of deformation is chosen to be a RKHS with kernel KV . In






We can show in the same spirit as [9] (Chap. 1, Prop. 9 and Chap. 5, Prop 34)
that if V ↪→ C30(Rd,Rd), then there exists a minimum for problem (11).
As explained previously, we only consider at the discrete level the deformation
of N points (xi)1≤i≤N in R3 (the vertices of discrete curves). As shown in [9],
if we denote by qi(t) = ϕt(xi) the points trajectories, the optimal vector field





where the pi(t) ∈ R3 are called momentum vectors. Further, it was shown in [11]
that the problem can be written in Hamiltonian form and that qi(t) and pi(t)








Initial positions qi(0) being fixed, we can consider the mapping ϕ and further
functional J as function of the pi(0) only. This property allows to derive an al-
gorithm which optimizes only on these initial momentum vectors, which reduces
significantly the dimensionality of the problem. This algorithm is called geodesic
shooting ([11,1]).
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5 Application to 3D Curve Matching
5.1 Algorithm
We use the shooting algorithm and optimize the functional depending on p0
with a quasi Newton Broyden Fletcher Goldfarb Shanno algorithm with limited
memory (L-BFGS) [10]. The step in the descent direction is fixed by a Wolfe
line search. For the numerical integrations, a Runge-Kutta (4,5) scheme is used
(function ode45 in Matlab). For the normal cycles, the point kernel kp is a
Gaussian kernel, with width σW , and the normal kernel kn is a Sobolev kernel,
associated with the operator L = (I − ∆)2. We used a spherical harmonics
expansion of this kernel truncated at order 5 for the numerical purpose. All the
numerical computations have been done on a laptop using Matlab.
5.2 Numerical Results on Synthetic Data
In this section, we show some of our results on synthetic data and compare them
with the varifolds method and currents method. The point kernel chosen for the
varifolds is a Gaussian kernel, with the same width σW as for normal cycles.
The kernel associated with the Grassmanian is chosen linear (see [4]), so that
no parameter is involved as for the normal kernel with normal cycles. Lastly, a
Gaussian kernel is used as well for currents, again with width σW . The trade-off
parameter γ is fixed for normal cycles : γ = 0.1 (since a factor 1
σ2W
appears in the
cylindrical scalar product, the balance between the two terms is also modified
with the kernel width σW ). For currents and varifolds, we set the parameter γ
to be consistent with the metric on normal cycles : we set γ = 0.1× σ2W .
Registrations of branching curves (Fig. 1) The first example of registration is
two 3D curves with branching. These curves were chosen because the distance
between them is large compared to their typical sizes, the curves have some high
local curvature and the size of the corresponding branches implies high local
deformations. Besides, we would like to see the behaviour of normal cycles with
respect to connecting points.
The two curves are enclosed in a cubic box of size one. Both curves have 150
vertices. In Fig. 1, we show two views of a matching using normal cycles, varifolds
and currents. The kernel KV associated to the deformation space is chosen to be
a Cauchy kernel, with width σV = 0.2. Computation time for registration with
currents and varifolds were 37 and 120 seconds respectively. Computations with
normal cycles are more expensive and took 580 seconds.
As we can see in Fig. 1, we get a nearly perfect registration with normal
cycles. The connecting points of the two curves are well matched, as well as
the end points. This is not the case with varifolds and currents, which give less
accurate matchings on this example.
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(a) Normal cycles, view 1 (b) Normal cycles, view 2
(c) Varifolds, view 1 (d) Varifolds, view 2
(e) Currents, view 1 (f) Currents, view 2
Fig. 1: Registration of two 3D curves with different data attachment terms. Initial
curve is in black, target curve in red, and deformed curve in green. Trajectories
of vertices along the flow are displayed in blue. Parameters are σV = 0.2 and
σW = 0.3
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Registration of fishes contours (Fig. 2) Here a registration between two fishes
contours is performed (see [14] for the original data). Even if they are 2D objects,
we consider them as 3D objects with no z variation. In this example, fishes have
around 100 vertices. A first optimization of the momenta was performed with
parameters σW = 0.75 and σV = 0.2. This can be seen as an initialization step to
avoid local minima. Then minimization was done with σW = 0.2 and σV = 0.2.
Computation time was 310 seconds for normal cycles and 60 seconds for varifolds.
The main difficulty here is the trade off to find between the matching of the long
tail of the stingray (in green in Fig. 2) and the high local curvature in the upper
part of the fish in dark. The results in Fig. 2 show that a perfect matching
with normal cycles can be achieved, even with σW = 0.2 which is quite large
compared to the local feature in the upper part of the fish. With varifolds, one
can see that this local feature still remains in the green matched curve. To avoid
this behaviour, one can decrease the size of σW , but it would lead to a bad
matching of the tail.














Fig. 2: Registration of a dark fish to a red fish. In green the dark deformed
fish matching the red one. We used normal cycles and varifolds with the same
parameters σV = 0.2 and σW = 0.2. The registration with currents is worse than
with varifolds.
6 Perspectives
In this article, we have presented the first application of normal cycles in the
context of 3D curve registration. As for currents, a kernel metric is used to
provide a closed form for the distance between two curves, and a numerical
derivation is done for curves approximated by unions of segments. The first re-
sults on synthetic data are promising and suggest that the normal cycles metric
improves matchings between connection points and regions with high curvature.
Of course, wether such a property is desirable in real applications remains an
open debate and highly depends on the type of data in use. Moreover, more ex-
haustive studies on synthetic and real data are necessary to validate the method.
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The next stage will be the registration using normal cycles for surfaces. This case
is more intricate, at least numerically since the decomposition of normal bundle
as seen in Sect. 3 is more complex. We also would like to investigate the link
between varifolds and normal cycles, as we believe that varifolds can be seen in
our context as a projection of normal cycles, by ignoring variation in Sd−1.
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Efficient Metamorphosis Computation for
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and René Vidal1
1 Johns Hopkins University, Baltimore, USA
2 Virginia Tech University, Blacksburg, USA
Abstract. As purification methods for obtaining cardiomyocytes from
stem cells continue to improve, the need for automated methods for high-
throughput classification of these cells is becoming extremely important.
Since the shape of the action potential of an adult cell is discrimina-
tive of its phenotype, a promising classification approach is to use the
metamorphosis distance between the action potentials of embryonic and
adult cells. However, current gradient descent methods for computing the
metamorphosis distance are extremely slow, hence unsuitable for large
scale classification. In this paper, we show that the metamorphosis path
can be computed in closed form given the velocity field, which leads to
an efficient alternating minimization approach for computing the meta-
morphosis distance. We test this algorithm on heart cell datasets varying
from 100 to 7,000 cells.
Keywords: Cardiac electrophysiology, shape analysis, machine learning
1 Introduction
Ever since Kehat et al. [1] pioneered cardiomyocyte differentiation back in 2001,
there has been a lot of hope in the potential of stem cell based cardiology. This
dream was bolstered further by the work of [2], which showcased the medical
potential for human embryonic stem cell derived cardiomyocytes in infarcted
rat hearts. The goal of utilizing stem-cell derived cardiomyocytes for cardiac
regeneration, as well as disease models [3] could prove instrumental to the future
of cardiology. However, as expressed in multiple texts [4, 5], there is still a need
for methods to identify cardiomyocyte phenotype (nodal, atrial, or ventricular) in
order to prevent potential arrhythmias, improve sustained cardiac regeneration,
or to provide consistent models for therapeutic study.
In 2003, [6] showed that stem cell derived cardiomyocytes could be divided
into several phenotypes based on their electrophysiological signature, called an
action potential (AP). They labelled the three phenotypes embryonic nodal-like,
embryonic atrial-like, and embryonic ventricular-like. Examples of the embryonic
atrial-like and embryonic ventricular-like APs are provided in Figure 1. They de-
termined this classification manually, and verified it by obtaining measurements
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of features of the action potentials, such as action potential amplitude and du-
ration, and showing statistically significant differences between the phenotypes.
Other works [7, 8] have used similar processes for classification. The problem
with classification methods of this type is that they are subjective, which makes
them difficult to transfer across datasets, where acquisition protocols may be
different.
Fig. 1. Sample embryonic action po-
tentials as described by [6]
We believe that automated, objective
methods for embryonic heart cell classifi-
cation are integral to the study of embry-
onic cardiomyocytes. However, the devel-
opment of classification methods faces sev-
eral fundamental challenges. First, the se-
lection of shape features for classification
is only well understood in the case of adult
cells, and continues to be an art. Second,
the phenotypes of immature cells need not
coincide with the phenotype of adult cells,
and even if they do, the shape of the action
potential may change throughout the mat-
uration process. Understanding the mor-
phological changes of the AP during mat-
uration may prove insightful to the underlying cellular processes.
As these embryonic cardiomyocytes will eventually become one of the ma-
ture phenotypes of interest to clinicians, determining the fate and maturation
process of an embryonic cardiomyocyte from the shape of the AP will help re-
duce the potential risks in future studies. We would like a model that not only
provides a way to determine the mature fate of the embryonic cardiomyocyte,
but also provides insight into the modification of the AP as it matures from
infancy to adulthood. While there is limited evidence of the maturation pro-
cess, the general hypothesis is that the action potential evolves smoothly from
infancy to maturity. Thus, smooth deformation models, like the metamorphosis
distance, introduced in [9–11] and applied in [12] to cardiomyocyte classifica-
tion, is a promising approach to address these challenges. However, while [12]
showed very promising results on using the metamorphosis distance for action
potential classification, the method used for computing the distance is computa-
tionally inefficient. As cardiomyocyte differentiation methods mature, and larger
populations of cells become available, there is a need for faster approaches for
computing the metamorphosis distance.
The main contribution of this paper is to propose an alternative method for
computing the discrete metamorphosis model. Given two action potentials, the
metamorphosis is obtained by finding the optimal interpolant and deformation
paths that interpolate the two action potentials, warping one into the other.
Rather than solving the optimization problem by gradient descent, we show
that the optimal interpolant path for a given velocity field can be computed in
closed form. Our experiments show that this leads to a slightly more efficient
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alternating minimization approach for computing the metamorphosis distance,
which requires fewer iterations and perfoms better compared to gradient descent
methods. We demonstrate the performance of the proposed algorithm on a small
microelectrode recording dataset of about 100 action potentials and, for the first
time, on a large optical mapping dataset of about 7,000 action potentials.
2 Review of Metamorphosis
The metamorphosis distance, proposed in [10] and [11], is an interpolation scheme
used for defining a Riemannian distance between two shapes. In this section, we
will review this scheme in the context of cardiac action potentials, which are one
dimensional shapes. However, this scheme may be applicable to other shapes.
Let I0(τ) and I1(τ) be two action potentials, called, respectively, template
and target. We assume that these signals are periodic, continuously differentiable
and square integrable, i.e., I0, I1 ∈ L2(S1), where S1 is the unit circle. A meta-
morphosis is a family of action potentials {I(·, t) ∈ L2(S1)), t ∈ [0, 1]} that inter-
polates between the template (I(τ, 0) = I0(τ)) and the target (I(τ, 1) = I1(τ)).
Each element of this family can be further decomposed in terms of a diffeomor-
phism φ(·, t) ∈ Diff(S1) acting on an evolving template i(τ, t) as
I(τ, t) = φ(τ, t) · i(τ, t) = i(φ−1(τ, t), t). (1)
To define a distance between two action potentials using this model, we need
to define an energy that depends on the infinitesimal change in the deformation
(∂φ∂t ) and the infinitesimal change in the template (
∂i
∂t ). Because φ is a diffeomor-
phism, we can define the infinitesimal change in the deformation ∂φ∂t by a smooth
flow field v (∂φ∂t = v(φ(τ, t), t)) and penalize its smoothness with a Sobolev norm
(a norm on a function and its derivatives). For example, let L(·) is a linear dif-
ferential operator acting on v (for example, Lv = v − α ∂
2
∂τ2 v). We can use a




= ‖v‖2V = 〈v, Lv〉. (2)
On the other hand, we can compute the infinitesimal change in the template by











and then penalize this change using its Euclidean distance. Combining the two
penalties with a balancing parameter σ allows us to define an energy on the
family, which can be minimized over all families to define a distance between
template and target as:
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One approach to minimizing this distance is to discretize the energy, and then
develop methods to minimize the resulting discretized energy. For example, [12]



















After combining this with a discretization for τ , the energy becomes:








‖I(τi+v(τi, tk), tk+1))−I(τi, tk)‖2l2 .
(6)
Both [12] and [13] minimize this discrete energy via alternating gradient descent.
In particular, following [12], let Ld be the discretized version of the linear op-
erator in (2), and let K = L−1d be the corresponding smoothing kernel for the
derivative operator Ld. Now, using w = L
1/2
d v, the gradient of E with respect




= w(τi, tk) +
1
σ2




where τ̄i = τi +K
1/2w(τi, tk).
Now, given w, and as a result, v, the gradient update of the metamorphosis
interpolants, I(τ, tk) can be determined by making an approximation. Since we
are discretizing in the “spatial” domain τ , we sample each I(τ, tk) and specific
points τi. Thus, when we look at I(τ+v(τ, tk), tk+1), it is likely that τi+v(τi, tk)
does not coincide with the original samples τi. Therefore we have to approximate
the value of I(τi + v(τi, tk), tk+1) in terms of the samples original discretization
I(τi, tk+1) so that they can be compared to the samples of I(τi, tk). The action of
approximating the sampling of I(τ+v(τ, tk), tk+1) using the samples of I(τ, tk+1)
is denoted by the operator Nvk and is realized by the linear interpolation matrix:







‖NvkI(τ, tk+1)− I(τ, tk)‖2L2 . (9)






(NTvk−1(Nvk−1I(τ, tk)− I(τ, tk−1))− (NvkI(τ, tk+1)− I(τ, tk))).
(10)
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While alternating between updates of v and I does find a local minimum to the
optimization problem, the gradient descent steps are handcuffed by the choice
of the step size. This can be addressed by either finding an appropriate adaptive
step size, or by a large number of iterations at a fixed, but stably small step size.
However, both schemes require additional computational effort.
3 A Closed Form Update for Continuous Metamorphosis
If the goal is a model of maturation and classification of large populations of
cardiomyocytes, it will be difficult to scale gradient descent methods for solv-
ing tens of thousands of optimization problems. In this paper, we propose an
alternative approach in which the solution for some variables can be computed
in closed form given the other variables. To motivate the proposed approach, in
this section we present a formulation derived in [14] for solving the alternating
minimization updates of the continuous energy in (4). In the next section, we
will show how this approach can be extended to the discrete energy.
We begin by applying the chain rule to compute the variation of the energy
in (4) with respect to v. This leads to an update for v(τ, t) with fixed I(τ, t) that




















where Lv = v−α ∂
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∂τ2 v. Now, alternatively, minimizing this distance with respect















Taking the variation with respect to I(τ, t) leads to a complicated differential
equation to be solved. However, if we instead let J(τ, t) = I(φ(τ, t), t) and u =
φ−1(τ, t), then it is not difficult to show that differentiating J(τ, t) with respect










After making the change of variables u = φ−1(τ, t) and substituting the above










The Gateaux variation of E with respect to J , and setting it to 0 leads to:
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After computing J(u, t), one may obtain I(τ, t) by back-substitution. Thus, not
only it is possible to compute the optimal I(τ, t) given v(τ, t) in closed form,
the optimal solution is essentially a weighted combination of the source and the
target. In practice, however, the update for v given I and vice versa cannot be
implemented without first discretizing the equations, as discussed next.
4 A Closed Form Update for Discrete Metamorphosis
One approach to implementing the updates for v and I described in the previous
section is to simply discretize the updates. However, a naive discretization of the
continuous updates need not coincide with the updates for a discretization of
the original objective, such as that in (6). In this section, we derive closed form
updates for the minimization of the discrete energy in (6).
4.1 Formulation





If we let Ri,j = NiNi+1 . . . Nj−1, it follows that Zk = R
T
0,kZ0. Using this, and
the original definition of Zk, we can write an equation for Ik:
Ik = NkIk+1 − Zk = NkIk+1 −RT0,kZ0. (17)
Iterating backwards from k = S − 1, we can write these equations using IS as:










0,i. To determine Z0, we look at I0:
I0 = R0,SIS −A0,SZ0 =⇒ Z0 = A−10,S(R0,SIS − I0). (19)
So, after replacing Z0, we find an update for Ik that depends only on I0 and IS :
Ik = Ak,SA
−1




From (20), we get a closed form update for the interpolants Ik in terms of the
template I0 and target IS . The next major question to solve is how to efficiently
compute this update. Looking at the equation, we need Rk,S and Ak,S for all
k. But given the current definition, Ak,S requires knowledge of all Ri,j . This is
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a large computational storage overhead, but it can be avoided by noticing that








0,k +NkAk+1,S . (21)
Thus we have the following system of forward and backwards updates:
Ik = Bk,SI0 + (Rk,S −Bk,SR0,S)IS (22)








0,k +NkBk+1,S , (25)








0,S . The initial conditions for the updates




0,S , and BS,S = 0. Here, A
−1
0,S can be computed by using
the original definition and the storage of R0,k which then can be used to generate
C0,k. Since the biggest computational task in this update is computing A
−1
0,S , the
update of A−10,S can be done once every n iterations if a faster approximation is
required. Our update for velocity follows that of [12]. The overall algorithm is
presented in Algorithm 1. We acknowledge that this step is still gradient descent,
and may be a limiting step in performing the overall algorithm. Finding a closed
form solution for this optimization problem is difficult given the nonlinearity in
v of the template evolution summand of the energy. Alternative approaches to
performing this update more efficiently are a future research direction.
4.3 Convergence to continuous formulation
We have derived a closed form update for the metamorphosis interpolants, and
provided a way to efficiently compute this optimum using forward-backward
schemes. We comment now on how this proposed update relates to the contin-
uous formulation. We omit many of the details here, but they can be found in
the Supplementary Material. The convergence result can be summarized by the
following theorem:
Theorem 1. Let Ik, k = 0, . . . , S, be the metamorphosis interpolants derived
from (20), and let I(τ, t) be the family of interpolants derived from J(u, t) given
by (13). Then, as S →∞, Ik → I(τ, t).
Sketch of the Proof: Given that J represents the interpolants in the template
domain, it follows that the discrete version Jk of Ik is Jk = R0,kIk. Proceeding
from Ik = Ak,SA
−1
0,SI0 + (Rk,S −Ak,SA
−1
0,SR0,S)IS , it is not difficult to show that
Jk = (Id − A0,kA−10,S)J0 + A0,kA
−1
0,SJS . From here, after some analysis one can
show R0,k(J(·, t))→ J(φ(·, kS ), t), which leads to the result.
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Algorithm 1 Discrete Metamorphosis via Direct Image Computation
Given a Template Signal I0(τ), a Target Signal I1(τ), a balance parameter σ, the
number of evolution time steps S, and a Sobolev Operator Ld, update frequency n.
1. Initialization.
(a) Set m = −1, d−1 =∞. Calculate K = L−1d .
(b) Set w(τi, tk) ≡ 0, v(τi, tk) = K1/2w(τi, tk) ≡ 0, for all tk and τi.















‖NvkI(τi, tk+1))− I(τi, tk)‖
2
l2
2. Until dm−1 − dm converges
(a) Set dm → dm−1,m+ 1→ m.
(b) For k = 0, . . . , S − 1, Update w(τi, tk) using (7).
Calculate v(τi, tk) = real(K
1/2w(τi, tk)), Update Nvk .
Compute R0,k and Rk,S for k = 0, . . . , S.








(d) Initialize CT0,0 = A
−1









Ik = Bk,SI0 + (Rk,S −Bk,SR0,S)IS












5.1 Patch Clamp Data
In this section, we evaluate the efficiency of our algorithm by comparing it to
the gradient descent based method proposed in [12] on the dataset generated by
[6]. The dataset contains 16 embryonic atrial-like and 36 embryonic ventricular-
like cardiomyocytes, manually labeled according to [6] based on AP features.
The data was pre-processed using the protocol described in [12]. Namely, we
fixed the cycle length to 1 second using the algorithm presented by [15]. For
classification purposes, we generated 10 mature atrial and 10 mature ventricular
protoype action potentials using the atrial model of [16] and the ventricular
model of [17], respectively. All signals were then normalized so that the resting
membrane potential has voltage 0, and the amplitude has voltage 1.
We computed the metamorphosis distance from each of the embryonic car-
diomyocytes to each one of the mature prototypes. We used the linear operator
Ld(·) = id(·)− α∆(·), with α = 8, and set the parameterσ to 0.3 and the num-
ber of interpolants between template and target to 3 (S = 4). We iterated our
algorithm and that of [12] until they reached convergence or 300 iterations.
Figure 2 compares the method of [12] and two variants of our method (with
A−10,S updated each iteration or every 10 iterations) in terms of the final interpo-
lations and the distances they produce. We see that there is very little difference
between the three interpolations, and that the three distances are approximately
equal. The main difference is that our method with A−10,S updated every 10 iter-
ations requires about half the number of iterations than the other methods.
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(a) Gradient Descent Metamorphosis [12]: d2M = 206.8240, Iterations: 74
(b) Proposed method, A−10,S updated every iteration: d
2
M = 208.2602, Iterations: 72
(c) Proposed method, A−10,S updated every 10 iterations: d
2
M = 207.6308, Iterations: 38
Fig. 2. Comparison of the metamorphosis method in [12] and two variants of the
proposed method in terms of the interpolants and the distances they compute.
Table 1 compares the the Euclidean distance, the metamorphosis distance
computed with the method in [12], and the metamorphosis distance computed
using the two variants of our method in terms of their classification performance
and computation time on the entire dataset. For this purpose, we use the 20
mature prototypes as our training set, and the entire dataset as the test set.
Classification is done with the 1 nearest neighbor (NN) and 3 NN classifiers,
meaning we classify an AP based on the class of the closest 1 or 3 mature
prototypes. While the Euclidean distance is the fastest to compute, the classi-
fication performance is better using the metamorphosis distance. Moreover, we
see that our method provides improved classification rate relative to the current
state-of-the-art method at reduced computation time. In fact, when n = 10,
the computation time is almost completely in the gradient descent update for
v, suggesting that the computational limit in the interpolant update has been
reached. While improving the speed of the velocity updates is one of our future
research goals, the findings on this dataset suggest that our algorithm provides
an improvement over the current standard.
5.2 Optical Data
We also tested our algorithm on a much larger dataset consisting of 9 cell clusters
with APs recorded using the optical mapping technique of [18]. The number of
APs in each cell cluster ranges from 400 to 1000, and the total number of APs
in the dataset equals 6940. Mature prototypes were generated using the same
computational models as in the previous experiment. The signals were paced at
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Table 1. Comparison of the metamorphosis method in [12] and two variants of the
proposed method in terms of classification performance and computation time on a
patch clamp dataset.
Euclidean Gorospe Our Method Our Method
Distance et al. [12] (n = 1) (n = 10)
1 NN Atrial Scoring 16/16 13/16 14/16 14/16
1 NN Ventricular Scoring 29/36 36/36 36/36 36/36
3 NN Atrial Scoring 16/16 13/16 14/16 14/16
3 NN Ventricular Scoring 29/36 36/36 36/36 36/36
Computation Time (in seconds) < 1 17.0181 15.8265 12.0815
a rate of 1.5 Hz (cycle length of 23 seconds), and also normalized to have resting
potential voltage 0, and maximum voltage amplitude of 1.
We computed the metamorphosis distance using our new formulation with
n = 1 from each AP in the dataset to each one of the mature prototypes using
the same parameters as in the patch clamp experiment. The algorithms were
run in 2 8-core computer nodes with 8 hyperthreaded 2.3 GHz CPUs per node.
The total time to complete the analysis on the entire dataset was 13 hours, with
individual cell clusters taking between 50 and 80 minutes.
Figure 3 compares the classification results obtained by a 1-NN classifier with
the Euclidean distance versus the metamorphosis distance for each one of the 9
cell clusters. We omit the 3 NN results as the results are identical. The blue color
indicates areas where the APs were classified as atrial, and red indicates areas
that were classified as ventricular. While some of the cell clusters present with
only 1 phenotype, the majority of the cell clusters present with both phenotypes
in varying concentrations, affirming recent work [19].
Figure 3(c) compares the action potentials of the cell clusters obtained by
a 1-NN classifier with the Euclidean and Metamorphosis distances for a pair
of heterogeneous clusters. For the metamorphosis classification, the two classes
show distinct shapes, and they are similar to those described by [6] for embryonic
atrial-like and embryonic ventricular-like. In comparison, the Euclidean classifi-
cation fails to capture the distinction between the phenotypes. This affirms that
the metamorphosis distance is a suitable automated counterpart to manual clas-
sification by biologists. More importantly, it suggests that the metamorphosis
model could be used to reliably assess the phenotype statistics of populations
of APs. As a consequence, the metamorphosis model may prove insightful to
a growing collection of methods that have been derived to isolate a particular
phenotype of embryonic cardiomyocytes [20, 21].
6 Conclusion
We have presented an algorithm for computing the metamorphosis that performs
comparably with the current state of the art, but at approximately two-thirds
the run time. We presented a closed form update for the interpolants that can
be computed via a series of forward and backwards updates, as well as demon-
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(a) Euclidean 1-NN
(b) Metamorphosis 1-NN
Classified Cell Cluster Atrial Signals Ventricular Signals
(c) Cell cluster classifications and their corresponding action potentials.
Fig. 3. Comparison of the Euclidean distance and the metamorphosis distance for 1-NN
classification of the optical dataset.
strated its convergence to the continuous evolution metamorphosis updates. We
demonstrated its effectiveness on a studied microelectrode recording dataset, as
well as a much larger scale optical mapping dataset. We believe that the new
method could lead to advances in stem cell cardiology, as well as lead to potential
new frontiers in computational shape analysis.
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10. Trouvé, A., Younes, L.: Metamorphoses Through Lie Group Action. Foundations
of Computational Mathematics 5(2) (2005) 173–198
11. Younes, L.: Shapes and Diffeomorphisms. Volume 171 of Applied Mathematical
Sciences. Springer (2010)
12. Gorospe, G., Younes, L., Tung, L., Vidal, R.: A metamorphosis distance for em-
bryonic cardiac action potential interpolation and classification. In: Medical Image
Computing and Computer Assisted Intervention. (2013) 469–476
13. Garcin, L., Younes, L.: Geodesic image matching: A wavelet based energy mini-
mization scheme. Energy Minimization Methods in Computer Vision and Pattern
Recognition (2005) 349–364
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Abstract. When we have a deformation group acting on a vector space
of observations, these data are not anymore elements of our space but
rather orbits for the group action we consider. If the data are generated
from an unknown template with noise, to estimate this template, one
may want to minimise the variance in the quotient set. In this article
we study statistics on a particular quotient space. We prove that the
expected value of a random variable in our vector space mapped in the
quotient space is different from the Fréchet mean in the quotient space
when the observations are noisy.
Introduction
In the theory of shape introduced by Kendall [6], in Computational anatomy [4]
or in image analysis, one often aims at estimating a template (which stands
for the mean of the data) of shapes (for instance an average shape of an or-
gan from a population of subject scans). To understand the observations, one
assumes that these data follow a statistical model. A very popular one is that
the observations are random deformations of the template with additional noise.
This is the model proposed in [4] which is the foundation of Computational
Anatomy. This introduces the notion of group action where the deformations
we considered are elements of a group which acts on the set of objects, namely
the images. In this particular setting, the template estimation is most of the
time based on the minimization of the empirical variance in the quotient space
(called the empirical Fréchet mean) (see for instance [7,5,9] among many others).
More precisely here, we consider M a finite dimensional vector space with a
euclidean norm, G a finite group acting on M , such that the action is isomet-
ric with the respect of the euclidean norm on M . Thus the quotient M/G is
equipped with a quotient distant, noted here ρ, moreover we call [m] the orbit
of m ∈M .
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We consider the following generative model: Y is a random variable on M
with a density h for the Lebesgue measure. Y is not a random variable constant:
it is the sum of a template and a white noise. And we aim to estimate this tem-




yh(y)dy which corresponds at the case where we have an
infinite number of observations. Instead, here the random variable Y which lives
in the total space M is not an observable variable, only [Y ] is observable.
In the following, the deformations of the group G will be restricted to trans-
lations and the noise will follow a general distribution. This kind of action is
a simplified setting for image registration, for instance medical images can be
obtained by translation of one scan to another due to different poses. More pre-
cisely, we work in the vector space M = RT where T = (Z/NZ)D is a discrete
torus in D-dimension, an element of RT is seen as a function y : T → R, y(τ)
is the value at the pixel τ . When D = 1, y can be seen like a discretised signal
with N pixels, when D = 2, we can see y like a picture with N ×N pixels etc.
We then define the group action of G = T on RT by:
τ ∈ T, y ∈ RT τ · y : σ 7→ y(σ + τ). (1)
We note || || the canonical Euclidean norm over RT. We define a distance in
the quotient space by:
ρ([y], [z]) = inf
τ,σ∈T
||τ · y − σ · z|| = inf
τ∈T
||τ · y − z||. (2)
Now the fact that Y has a density for the Lebesgue measure, implies that [Y ]
has a density in M/G for the image measure noted ν. This density is given by:
h̃([y]) = 1|G|
∑
g∈G h(g ·y), therefore we can write the variance of [Y ] at the point
[µ] ∈M/G by:























||τy − µ||2h(y)λ(dy) = J(µ). (7)
J is non-negative, continuous, lim||µ||→+∞ J(µ) = +∞, therefore J reaches its
minimum. The points in RT/T which minimises F are the Fréchet means of [Y ].
In this article, the central question is: is the template - which generates the
random variable Y in the total space - mapped in the quotient space, a Fréchet
mean of [Y ] or not?
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About this kind of questions, previous works have been done before: for
instance Allassonnière, Yali and Trouvé in [1] show an example of translated
step function. They compared the iterative algorithm which numerically esti-
mates the empirical Frechet mean in the quotient space to the Expectation-
Maximization [3] algorithm which approximates the maximum likelihood esti-
mator. In this example, even with a large number of observations, estimating
the empirical Fréchet mean did not succeed to estimate well the template (the
step function from which the synthetic samples were generated) when the noise
on the observation was large enough.
To understand the example found in [1], different algorithms and theorems
have been proposed (for instance in [2,7] or [10]), to improve or ensure the con-
vergence of the empirical Fréchet mean in a more general case than presented
in this article. A first contribution to provide a clue to know if even with an
infinite number of observations, we could estimate the template has been given
by Miolane and Pennec in [8]. They show that the presence of noise may imply
that the template mapped in the quotient space is not a Fréchet mean in the
quotient space. Then estimating the template in the total space with the Fréchet
mean in the quotient space produces a bias. Considering the action of rotations
on an euclidean space, they highlight the influence of dimension of the consid-
ered vector space and the influence of the ratio signal over noise on the bias.
Although they showed a general result with a finite dimensional manifold and
an isometric Lie group action, they made the assumption of a Gaussian noise.
Here we do not make this assumption to show the presence of bias. For instance,
here even with a bounded support of the density, under some condition we may
have a bias. Moreover the method proposed here is different from [8], which can
provide another explanation to the presence of bias in this context.
This paper is organised as follows. In Section 1, we show that the expected
value of Y mapped in the quotient space is not a Fréchet mean of [Y ] as soon
as the density of Y satisfies a certain condition. In Section 2, we compute the
bias in a special case of torus with a Gaussian noise. This trivial example aims
to give us an intuition of which parameters the bias depends on.
1 Existence of a bias for any discrete torus
In this section, we show that under some conditions of the density, the expected
value of the random variable Y is not a minimum of J (defined in Equation (7)).
To show that, we first study the differentiability of the integrand of J . Then
we justify that the gradient of the variance J is the integral of the gradient’s
integrand. Finally we show that the gradient of the variance J at the expected
value of the random variable Y is not zero. It will imply that the expected value
of Y mapped in the quotient space in not a Fréchet mean of [Y ].
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1.1 Study of the Differentiate of the Integrand
In this sub-part, we search to see when the integrand is differentiable, and to
compute its gradient. In order to do that we defined:
∀ µ, y ∈ RT f(µ, y) = inf
τ∈T
||τ · y − µ||2h(y)dy. (8)
Then we have: J(µ) =
∫
RT f(µ, y)dy, we will see that the differentiability of
µ 7→ f(µ, y) at the point µ0 depends on y and µ0, more precisely the question
on differentiability is related to the isotropy group of µ0 and to the distances
between y and τ · µ0 for τ ∈ T. Indeed one difficulty appears here: the inf of
several differentiable functions is not necessary differentiable.
Remark 1. Let f1, . . . , fr : Rn → R be differentiable functions at a point x0,
f = inf
1≤i≤r
fi is differentiable at x0 if: ∀i, j ∈ J1, rK2 , i 6= j =⇒ fi(x0) 6= fj(x0).
Indeed in this case, we take k = argmin{fi(x0), i ∈ J1, rK}, we have locally around
x0: f = fk. Then f is differentiable at x0, and ∇f(x0) = ∇fk(x0) (where ∇f(x)
is the gradient of f at the point x).
In Equation (8), let τ, τ ′ be two distinct elements of T then: ||τy−µ|| = ||τ ′y−µ||
is equivalent to ||y − (−τ)µ|| = ||y − (−τ ′)µ||,4 there are two cases:
• If (−τ)µ = (−τ ′)µ then ∀y ∈ RT ||τy − µ|| = ||τ ′y − µ||.
• If for all τ 6= τ ′ we have τµ 6= τ ′µ, i.e. the isotropy group is reduced to {0},
(the isotropy group is defined by: Iso(µ) = {τ ∈ T, τµ = µ}). We call such
a µ a regular point, otherwise we say that µ is a singular point. We note
Aµ =
⋃
τ,τ ′∈T, τ 6=τ ′
{x ∈ RT, ||x− τ · µ|| = ||x− τ ′ · µ||}. (9)
Foj µ regual, Aµ is the set of points equally distant from two points of
the orbit of µ, Aµ is a finite union of hyperplanes, therefore the Lebesgue’s
measure of Aµ is null. In this case for every regular point µ and for all most
every y (y does not belong to Aµ), the infimum in Equation (8) is reached
at a unique τ ∈ T. When the infimum in Equation (8) is reached at a unique
τ ∈ T , we note this τ by:
τ(y, µ) = argmin{||τ · y − µ||, τ ∈ T}. (10)
We note Sing = {µ ∈ RT, such that Iso(µ) 6= {0}} the set of singular points.
Notice that: Sing =
⋃
τ 6=0
ker (x 7→ τ · x− x) is a finite union of strict linear sub-
spaces of RT, then Sing is a null set for the Lebesgue’s measure. For µ 6∈ Sing
we have then for almost all y:
f(µ, y) = inf
τ∈T
||µ− τy||2h(y) = ||µ− τ(y, µ)y||2h(y). (11)
4 Because ||x|| = ||τx||, and τ(x+ y) = τx+ τy.
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We can now apply the remark 1 to differentiate the integrand f defined in (8).
But first we need to see how τ variates. Let µ be a regular point and y /∈ Aµ
therefore: ||µ−τ(y, µ) ·y|| < inf
α6=τ(y,µ)
||µ−αy||. For continuity reason we have the
existence of αµ,y > 0, βµ,y > 0 such that for ν, z ∈ RT verifying ||µ− ν|| < αµ,y,
||y − z|| < βµ,y we still have:
||ν − τ(y, µ) · z|| < inf
α6=τ(y,µ)
||ν − α · z||. (12)
And then we have:
∀ν, z ∈ RT, ||µ− ν|| < αµ,y, ||y − z|| < βµ,y =⇒ τ(z, ν) = τ(y, µ). (13)
Finally, we can differentiate µ 7→ f(µ, y) with respect to µ in µ0 /∈ Sing and




(µ0, y) = 2(µ0 − τ(y, µ0)y)h(y). (14)
Now that we have seen the differentiability of the integrand, we justify in the
next part that we can permute the differentiation and the integral sign.
1.2 Justification of the Differentiation of the Integral
In order to differentiate the variance in the quotient space (noted J), we propose
to do the following things:
• Showing that µ 7→ f(µ, y) is weakly differentiable for almost all y, and com-
puting its weak gradient.
• Deducing that J is weakly differentiable and finding its weak gradient ∇J .
• Showing that ∇J is continuous at some point, therefore by integration J is
differentiable at these points, and ∇J is its strong gradient.
Remark 2. We can not apply here the theorem of differentiation under the inte-
gral sign, because µ 7→ f(µ, y) is differentiable at µ0 for almost all y, but "the
allmost y" is RT \Aµ0 depends of µ0.
Weak differentiation of f( ,y) for almost all y. First we define C∞c (RT,R)
as the set of functions of infinite class whose support is a compact set. We want
here to show that for almost all y (y /∈ Sing):
∀ϕ ∈ C∞c (RT,R)
∫
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There are two cases: L = {(x, µ2, . . . , µ|T|), x ∈ R} is included in Ay, or not.
If L is not included in Ay then L ∩Ay is finite, so in a connected component of
L \Ay, fL : x 7→ f(x, µ2, . . . , µT, y) is derivable with a strong derivative:6
f ′L(x) = 〈(µ− τ(y, µ)y)h(y) |e 〉 with µ = (x, µ2, . . . , µ|T|), e = (1, 0, . . . , 0).
Therefore by cutting the integral by pieces, where each piece is a connected
component on L \ Ay and by integrating by part on each piece, we get7 in this
case Equation (16).
We note B = {(µ2, . . . µ|T|) ∈ R|T|−1, ∀x ∈ R (x, µ2, . . . µ|T|) ∈ Ay} and we define




(µ2, . . . µ|T|) 7→ x 7→ Ψτ,α(µ2, . . . , µ|T|)(x)
)
Ψτ,α(µ2, . . . , µ|T|)(x) = ||(x, µ2, . . . µ|T|)− τy||2 − ||(x, µ2, . . . µ|T|)− αy||2
= 2
〈
(x, µ2, . . . , µ|T|) |αy − τy
〉
.
where Aff is set of real affine maps, Ψτ,α is well defined, affine, non zero (because
y /∈ Sing), so Ψ−1τ,α({0}) is a strict affine subspace of R|T|−1 therefore: B =⋃
τ 6=α
Ψ−1τ,α({0}) is a null set.
To conclude, we have for almost all (µ2, . . . µ|T|) the equation (16) which
proves (15).
Remark 3. We did not show here that f belongs to a Sobolev space, because
generally a Sobolev space is defined as the set of L2 (or Lp) functions whose weak
derivative exist and are in L2 (or Lp), here f( , y) /∈ Lp for every p > 1, because
f(µ, y)→ +∞ when ||µ|| → +∞. Instead we have shown that the derivative of
the distribution associated to µ 7→ f(µ, y) is a distribution associated to another
function (namely µ 7→ ∂f∂µ (µ, y)). The only thing we need in order to speak about
a distribution associated to a function is that the function is integrable over each
compact set of RT which is the case here.
5 For writing µ ∈ RT µ = (µ1, . . . , µ|T|) we suppose that we have chosen (once for all)
an arbitrary order between the |T| real variables.
6 By using the result in (14) by permuting the role of µ and y to ensure that the inf
in (8) is unique.
7 In fact, this is a particular case of the theorem of derivation of a distribution rep-
resented by a function with jumps, the derivative of a jump at the position a is
obtained by a Dirac distribution function in a, here there is no Dirac because the
function f is continuous.
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Weakly differentiability of the variance in the quotient space We now
prove that J(µ) =
∫
f(µ, y)dy is weakly differentiable: Let ϕ ∈ Cc(RT,R) then






































Continuity of the weak gradient at the regular points. We show the
continuity of the weak gradient at the regular points by simply applying the
continuity under integral sign:
Let µ0 ∈ RT \ Sing, then for y /∈ Aµ0 , µ 7→ f(µ, y) is continuous at µ0 by
Equation (13), moreover ||τ(y, µ) · y||h(y) ≤ ||y||h(y) with y 7→ ||y||h(y) an






τ(y, µ) · yh(y)dy
)
, (18)
is continuous at µ0. This implies that the variance in the quotient space, (noted






τ(y, µ) · yh(y)dy
)
. (19)
1.3 The expected value of Y mapped in the quotient space is not
necessarily a Fréchet mean of [Y ]
We suppose that E(Y ) (noted y0) the expected value of the random variable Y is
a regular point (to ensure that J is differentiable at y0) and verifies ∇J(y0) = 0,













〈∇J(y0) |y0 〉 =
∫
RT
(〈y |y0 〉 − 〈τ(y, y0) · y |y0 〉)h(y)dy = 0. (21)
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We shall remember that τ(y, y0) minimises {||τ · y − y0||, τ ∈ T} for almost
all y. Then it minimises for almost all y:
{||τ · y − y0||2 = ||y||2 + ||y0||2 − 2 〈τy |y0 〉 , τ ∈ T},
and then almost surely τ(y, y0) maximises:
{〈τ · y |y0 〉 , τ ∈ T},
This leads to:
〈y |y0 〉 − 〈τ(y, y0) · y |y0 〉 ≤ 0 almost surely.
So the integral of a non-positive function is null, so if we note Supp(h) the
support of h we have then:
∀y ∈ Supp(h), 〈y |y0 〉 = 〈τ(y, y0) · y |y0 〉 almost surely. (22)
Then τ = 0 maximises the dot product almost surely. Therefore (as we know
that τ(y, y0) is unique almost surely, since y0 is regular):
∀y ∈ Supp(h), τ(y, y0) = 0 almost surely. (23)
Let us suppose that the support of h contains a neighbourhood of y ∈ RT
such that τ(y, y0) is unique and τ(y, y0) = α 6= 0, therefore: ||αy − y0|| <
||τy − y0|| ∀τ ∈ T \ {α}, and like in Equation (12), we have the existence of
r > 0 such that:
∀z ∈ B(y, r) ||α · z − y0|| < inf
τ∈T,τ 6=α
||τz − y0||. (24)
Then for z ∈ B(y, r) τ(z, y0) is unique and τ(z, y0) = α 6= 0, which is a con-
tradiction with Equation (23). We have therefore proved the following theorem:
Theorem 1. Let Y be a random variable of density h, whose expected value has
a isotropy group reduced to {0}. If Supp(h) contains a neighbourhood of a point
y such that τ(y,E(Y )) 6= 0 (which means that y is strictly closer to τ ·E(Y ) with
some τ 6= 0 than E(Y ) itself), then we can say that [E(Y )] is not a Fréchet mean
of [Y ] in the quotient of the space quotiented by the action of translations.
2 Example in a very simple torus
In the previous part, we have shown that the expected value of Y can not
be estimated by the Fréchet mean estimator. But we did not say how far this
expected value of Y was from the set of all the Fréchet means in the quotient
space. In this section, we take a very simple example: we take only two pixels: in
other words here we work with RT where T = Z/2Z, we can identify RT with R2
and work with the canonical basis of R2, we note by (u, v) the coordinates of an
element of RT. 0 · (u, v) = (u, v) and 1 · (u, v) = (v, u),. We note L = {(u, u), u ∈
R}, and HP = {(u, v), v > u} the half-plane above the line L. Here we suppose
that Y follows a Gaussian law of variance σ2 and expected value E(Y ) ∈ HP.
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2.1 Graphical Interpretation of the Presence of the Bias
In this subpart we explain why there is a biasin this situation. Let µ ∈ HP 8
(as it is the case for E(Y )). We remind that τ(y, µ) is an element of T which
minimises ||τ · y − µ|| see (10)):
• If y ∈ HP then τ(y, µ) · y = y, because µ, y are in the same half-plane
delimited by L, and L is the perpendicular bisector of y and 1 · y.
• If y /∈ HP then τ(y, µ) · y = 1 · y ∈ HP.
For µ ∈ HP, we define Z = τ(Y, µ) · Y (Z do not depend of µ ∈ HP see above)
we have J(µ) = E(||Z − µ||2).
Lemma 1. The global minimums of J are exactly: E(Z) and 1 · E(Z).
Proof. Let µ0 be a global minimum of J , we know that J(µ) = J(1 ·µ). Without
loss of generality we can assume that µ0 ∈ HP. Now as E(Z) is the expected
value of Z we know that E(Z) is the only point where the variance of Z:(
RT → R+
µ 7→ E(||Z − µ||2)
)
(25)
is minimal, moreover we know that Z takes value in HP, then for convexity
reason E(Z) ∈ HP. Then by restriction to HP, E(Z) is still the unique minimum
of: (
HP→ R+
µ 7→ E(||Z − µ||2)
)
. (26)
As a conclusion we have µ0 = E(Z). ut
When we represent graphically these two random variables Y, Z, we can see
that Y, Z have different means. This case shows graphically the bias. On the
Fig. 1(a) and Fig. 1(b), we see the noise’s influence: more the noise is important,
more the mass under the line L is big and more the mean of Z is far from the
expected value of Y . On the Fig. 1 we understand the condition of the density
in the theorem 1, if the density’s support is too small, then there are no mass
under the line L, therefore Y = Z and in this case there is no bias.
2.2 Localize the Fréchet mean
Thanks to the lemma 1, we can compute a Fréchet mean by computing E(Z),
which is the sum of the area of the grey part (for the density h) and of the area




(u, v)h(u, v)dudv +
∫
v<u
(v, u)h(u, v)dudv, (27)
8 For symmetry reason, because J(µ) = J(τµ).
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where (u, v) are the coordinates of a point in RT ' R2. To compute (27)
we convert to polar coordinates: (u, v) = E(Y ) + (r cos θ, r sin θ) where r > 0 et
θ ∈ [0, 2π]. We also define: d = dist(E(Y ), L). We get:













dr × (−1, 1), (28)
where g is a non-negative function on [0, 1] defined by g(x) = sin(arccos(x))−
x arccos(x). Here we want to compute ρ̃ = ρ([E(Y )], [E(Z)]) where ρ is the
distance in the quotient space defined in (2). As we know that E(Y ), E(Z) are
in the same half-plane delimited by L, we have:













We can conclude that:
Theorem 2. The Fréchet mean of [Y ] in the quotient space is an orbit of
two points which are on the line passing through the expected value of Y and
perpendicular to L and we compute the relative gap between the bias ρ̃ and
























tion of Y , y0 = E(Y )
(b) Graphic representa-
tion of Z, y0 6= E(Z)






Fig. 1. Z and Y have not the same mean, therefore there is a bias.
Remark 4. Here, contrarily to [8], it is not the ratio ||E(Y )|| over the noise which
matters to estimate the bias, but the ratio dist(E(Y ), L) over the noise which
matters. But in fact, there it is not so different, in both case we measure the
distance between the signal and the singularities (which is {0} in [8] for the
action of rotations, L in this case).
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Discussion
In this article we have compared two notions of mean, one is the expectation of
our random variable in our linear space, the other is the Fréchet mean in the
space quotiented by translations. By differencing the variance in the quotient
space we managed to show that when our random variable has a density whose
support is large enough due to noise, the template in the total space mapped
in the quotient space is not a Fréchet mean. But is the template mapped in
the quotient space close to the Fréchet mean in the quotient space? We have
answered to this question only in a special case of torus by computing the bias
with a Gaussian noise. In this case, the bias depends on the scale of the noise
and on the regularity of the signal, (measured here by how far our signal is from
the set of singularity). In future work, we will generalise this estimation of the
bias for a general torus T = (Z/NZ)D, in order to see the influence of N (the
number of pixels for each side of the picture) and D (the dimension of the pic-
ture) on the size of the bias. We have also seen the role played by the nature
of the isotropy group for the presence of bias. This was already observed in [8],
restricted to Gaussian noise.
In the section 1, we showed a bias for the Fréchet mean estimator with a
particular group action defined in (1). But we have never used that definition.
We have only used some properties of this group action: a finite group acts
isometrically and effectively on a finite dimensional vector space. Therefore the
theorem 1 generalises to any group with these properties.
What if the isotropy group is not reduced to {0}? Suppose now that G is a
finite group acting isometrically and effectively on Rn. Let suppose that E(Y )
is singular, and that Supp(h) contains a neighbourhood of a point y such that y
is strictly closer to g0 · E(Y ) than E(Y ) with some g0 ∈ G. We make the extra
assumption that it exists K a subgroup of G with G = {k × i, k ∈ K, i ∈
Iso(E(Y ))} and K ∩ Iso(E(Y )) = {eG}, then we have the same result: Indeed,
by noting y0 = E(Y ), we have:
[y0] = {g · y0, g ∈ G} = {g · y0, g ∈ K} (31)






||y − g · µ||2h(y)dy (32)
Then we have: J(y0) = J̃(y0) and for all µ ∈ Rn J̃(µ) ≥ J(µ), now if we consider
the action of G but restricted to K (the action is still isometric, and effective:
since no element leaves y0, moreover by writing g0 = k × i with iy0 = y0, and
k ∈ K, y is strictly closer to k · E(Y ) than E(Y )), then we know (by the the-
orem (1), with y0 a regular point for the action of the group K) that it exists
µ ∈ Rn such that J̃(µ) < J̃(y0), therefore J(y0) = J(ỹ0) > J̃(µ) ≥ J(µ),
then y0 is still not a minimum of the variance J , therefore the expected value
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of Y mapped in the quotient space is not a Frechet mean of [Y ] even in this case.
In a more general case: when we take an infinite-dimensional vector space
quotiented by a group action, for instance when the group is a subgroup of the
group of smooth diffeomorphism, is there always a bias? And when it does, can
we measure the bias in function of the scale of the noise and the distance between
the template and the singularities? Figure 1(c) shows us that the bias is not so
important in favourable cases: when the noise is low and the signal far from the
singularities. Then we can hope that it will be also the case in a more general
case. If so, one could keep using the Fréchet mean in the quotient space in order
to estimate the template in the total space.
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Abstract. Finding the Riemannian center of mass or the Fréchet mean (FM) of
manifold-valued data sets is a commonly encountered problem in a variety of
fields of Science and Engineering including but not limited to, Medical Image
Computing, Machine Learning, and Computer Vision. For instance, it is encoun-
tered in tasks such as, atlas construction, clustering, principal geodesic analysis
etc. Traditionally, algorithms for computing the FM of the manifold-valued data
require that the entire data pool be available apriori and not incrementally. When
encountered with new data, the FM needs to be recomputed over the entire pool,
which can be computationally as well as storage inefficient. A computational and
storage efficient alternative is to consider a recursive algorithm for computing the
FM which simply updates the previously computed FM when presented with a
new data set. In this paper, we present such an alternative called the incremen-
tal Fréchet mean estimator (iFME) for data on the hypersphere. We prove the
asymptotic convergence of iFME to the true FM of the underlying distribution
from which the data samples were drawn. Further, we present several experiments
demonstrating the performance on synthetic and real data sets.
1 Introduction
With the advent of sophisticated sensing technologies, manifold-valued data sets have
become pervasive in many fields of applied sciences and Engineering including Medical
Image Computing, Machine Learning and Computer Vision. Among these data, the
most widely encountered are those that lie on a k−sphere, k ≥ 2. To mention a few,
the directional data which are often encountered in Image Processing and Computer
Vision are points on the unit 2−sphere S2 [15]. Further, 3 × 3 rotation matrices can
be parameterized by unit quaternions which can be represented by points on the 3-
dimensional unit sphere S3 [9]. Also, any probability density function, e.g., Orientation
Distribution Function (ODF) in diffusion magnetic resonance imaging (MRI) [23], can
be represented as points on a unit Hilbert sphere [4,20].
? Corresponding author.
?? This research was supported in part by the NIH grant NS066340 to BCV
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In most of these applications, mean computation is a key ingredient. Examples in-
clude, the interpolation and smoothing of ODF fields [5,4,8], estimation of the mean
rotation from several corresponding pairs of points in multi-view geometry [9] and sta-
tistical analysis of directional data [15]. Given a set of samples on Sk, the Fréchet mean
(FM), is defined as the minimizer of the sum of squared geodesic distances. In general,
the minimizer is non-unique and this issue has been well studied in literature and we
refer the reader to [1,16] and references therein for details. It is also known that for a
set of more than two samples on a hypersphere, the FM cannot in general be computed
in closed form, and iterative schemes like the gradient descent must be employed [1,16]
which for very large data sets can prove to be computationally quite expensive. Further,
in many real-world applications the entire input data are not available all at once, and
the population is usually augmented over time. Hence, in this context the standard gra-
dient descent based iterative computation of the FM suffers from two major drawbacks:
(1) for each new sample, it has to compute the new FM from scratch, and (2) it requires
the entire input data to be stored, in order to estimate the new FM. Instead, an incre-
mental i.e., a recursive technique can address this problem more efficiently with respect
to time/space utility.
Recently, several incremental mean estimators for manifold-valued data have been
reported. In [21], Sturm presented an incremental mean, the so called inductive mean,
and proved its convergence to the true FM for all non-positively curved (NPC) spaces.
In [7], authors showed several algorithms (including a recursive algorithm) for FM com-
putation for data residing in CAT(0) spaces, which are NPC. They also demonstrated
several applications of the same to Computer Vision and Medical Imaging. Further, in
[10] an incremental FM computation algorithm along with its convergence and appli-
cations was presented for a population of Symmetric Positive Definite (SPD) matrices.
Recently, in [14], Lim presented an inductive FM to estimate the weighted FM of SPD
matrices. The convergence analysis in all of these works is applicable only to the sam-
ples belonging to NPC spaces and hence, their convergence analysis does not apply
to the case of the hypersphere which is a positively curved Riemannian manifold with
constant sectional curvature [11]. In [3], Arnaudon et al. present a stochastic gradient
descent algorithm for barycenter computation of probability measures on Riemannian
manifolds under some conditions. They also proved that their algorithm almost surely
converges to the true Riemannian barycenter. Their algorithm is a stochastic version of
ours as well as that of Sturm [21].
In this paper, we present a novel incremental FM estimator (iFME) of a set of sam-
ples on the hypersphere. When encountered with a new sample data set, an incremen-
tal update of the previously estimated FM is more computationally efficient compared
to the non-incremental counterpart (henceforth denoted by nFM), because the update
problem involves just the weighted FM of two items (previously computed mean and
the new sample) and no optimization method is needed for its computation. This leads
to significant efficiency in time and space (storage) consumption. Further, we will an-
alytically show that in the limit (over the number of samples), our estimator converges
to the true FM of the distribution from which the samples are drawn. To the best of our
knowledge, this is the first convergence analysis for an incremental FM estimator on a
positively curved Riemannian manifold. Finally, we will present examples of recursive
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FM computation on several synthetic and real data sets along with its application to an
incremental principal geodesic analysis iPGA algorithm which is used in the classifica-
tion of movement disorder patients from their diffusion MR scans.
2 Riemannian Geometry of the Hypersphere
The hypersphere is the simplest of the constant positive curvature Riemannian mani-
folds encountered in numerous application problems. Its geometry is well known and
here we will simply present the closed form expressions for the Riemannian Exponen-
tial and Log maps as well as the geodesic between two points on it. Further, we also
present the square root parametrization of probability density functions, which allows
one to identify them with points on the unit Hilbert sphere. This will be needed in rep-
resenting the probability density functions namely, the ensemble average propagators
(EAPs) in diffusion MRI, as points on the unit Hilbert sphere.
Without loss of generality we restrict the analysis to PDFs defined on the interval
[0, T ] for simplicity: P = {p : [0, T ] → R|∀s, p(s) ≥ 0,
∫ T
0
p(s)ds = 1}. In [17], the
Fisher-Rao metric was introduced to study the Riemannian structure of a statistical man-
ifold (the manifod of probability densities). For a PDF pi ∈ P , the Fisher-Rao metric
is defined as 〈vj , vk〉 =
∫ T
0
vj(s)vk(s)pi(s)ds, where vj , vk ∈ TpiP . The Fisher-Rao
metric is invariant to reparameterizations of the functions. In order to facilitate easy
computations when using Riemannian operations, the square root density representa-
tion ψ =
√
p was used in [20]. The space of square root density functions is defined
as Ψ = {ψ : [0, T ] → R|∀s, ψ(s) ≥ 0,
∫ T
0
ψ2(s)ds = 1}. As we can see, Ψ forms a
convex subset of the unit sphere in a Hilbert space. Then, the Fisher-Rao metric can be
written as 〈vj , vk〉 =
∫ T
0
vj(s)vk(s)dswhere, vj , vk ∈ TψiΨ are tangent vectors. Given
any two functions ψi, ψj ∈ Ψ , the geodesic distance between these two points is given
in closed form by d(ψi, ψj) = cos−1(〈ψi, ψj〉) The geodesic at ψi with a direction
v ∈ TψiΨ is defined as γ(t) = cos(t)ψi+sin(t) v|v| . Then, the Riemannian exponential
map can be expressed as expψi(v) = cos(|v|)ψi + sin(|v|) v|v| , where, |v| ∈ [0, π). The




where, u = ψj − 〈ψi, ψj〉ψi.
Using the geodesic distance provided above, one can define the Fréchet mean (FM)
of a set of points on the hypersphere as the minimizer of the sum of squared geodesic
distances (so called Fréchet functional). LetB(C, ρ), be the geodesic ball centered at C
with radius ρ, i.e., B(C, ρ) = {Q ∈ Sk|d(C,Q) < ρ}. Authors in [13] showed that for
any C ∈ Sk and for data samples in B(C, π2 ), the minimizer of the Fréchet functional
exists and is unique. Therefore, in the rest of the paper, we assume that this condition is
satisfied for any set of given points,Xi ∈ Sk. For more details on Riemannian geometry
of the sphere, reader is referred to chapter 2 of [11] and references therein.
3 Weak Consistency of iFME on the Sphere
In this section, we present the detailed proof of convergence of our recursive estimator
on Sk. The proposed method is similar in “spirit” to the incremental arithmetic mean
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update in the Euclidean space; given the old mean, Mn−1, and the new sample, Xn,
we define the new mean, Mn, as the weighted mean of Mn−1 and Xn with the weights
being n−1n and
1
n , respectively. From a geometric viewpoint, this corresponds to the
choice of the point on geodesic curve betweenMn−1 andXn, with the parameter t = 1n .
Formally, letX1, X2, ..., XN be a set ofN samples on hypersphere Sk, all of which
belong to the geodesic ball of radius π2 ). The iFME estimate Mn of the FM with the
nth given sample Xn is defined by:




where A#tB is the point on the short-
est geodesic path from A to B (∈ Sk)
for a parameter value of t, and 1n is the
weight assigned to the new sample point
(in this case the nth sample), which is
henceforth called the Euclidean weight. In the rest of this section, we will
show that if the number of given samples, N , tends to infinity, the iFME es-
timates will converge to the FM of the distribution from which the samples
are drawn. Note that the proof steps given below are not needed to compute
the iFME, these steps are needed only to prove the weak consistency of iFME.
Our proof is based on the idea of projecting the samples on the sphere,Xi, to the tangent
plane using the Gnomonic Projection [9], and perform the convergence analysis on the
projected samples in this linear space, i.e., xi, instead of doing the analysis on the
hypersphere. We take advantage of the fact that the geodesic curve between any pair
of points on the hemisphere, is projected to a straight line in the tangent space at the
anchor point (in this case, without loss of generality, assumed to be the north pole), via
the gnomonic projection. A figure depicting the Gnomonic Projection is shown in Fig.
1.
Fig. 1: Gnomonic Projection
Despite the simplifications used in the statis-
tical analysis of the iFME estimates on the hy-
persphere using the gnomonic projection, there is
one important obstacle that must be considered.
Without loss of generality, suppose the true FM
of the input samples, Xi, is the north pole. Then,
it can be shown through counter examples that:
– The use of Euclidean weights, 1n , to update the iFME estimates on S
k, does not
necessarily correspond to the same weighting scheme between the old arithmetic
mean and the new sample, in the projection space i.e., the tangent space.
Fig. 2: Illustration of the counterexample
The above fact can be illustrated us-
ing two sample points on a unit circle
(S1), X1 = π/6 and X2 = π/3, whose
intrinsic mean is M = π/4. Then, the
midpoint of the gnomonic projections of
X1 and X2, which are denoted by x1
and x2, is m̂ =
tan(π/3)+tan(π/6)
2 =
1.1547 6= tan(π/4) = m (see Fig. 2).
For the rest of this section, without
loss of generality, we assume that the true FM of N given samples is located at the
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north pole. Since the gnomonic projection space is anchored at the north pole, this
assumption leads to significant simplifications in our convergence analysis. However, a
similar convergence proof can be developed for any arbitrary location of the FM, with
the tangent (projection) space anchored at the location of this mean.
In what follows, we prove that the use of Euclidean weights, i.e., wn = 1n , to
update the incremental FM on the hypersphere, corresponds to a set of weights in the
projection space, denoted henceforth by tn, for which the weighted incremental mean
in the tangent plane, converges to the true FM on the hypersphere, which in this case is
the point of tangency.
Theorem 1 (Angle Bisector Theorem). [2] Let Mn and Mn+1 denote the iFME es-
timates for n and n + 1 given samples, respectively, and Xn+1 denotes the (n + 1)st











where, d(.) is the geodesic distance on the hypersphere.
In the rest of this section, we assume that the input samples, Xi, are within the
geodesic ball, B(C, φ), where 0 < φ < π/2. This is needed for the uniqueness of the
FM on the hypersphere (see [1]). Then, we bound tn with respect to the radius φ.
Lemma 1 (Lower and Upper Bounds for tn). With the same assumptions made as in







Lower Bound. To prove this lower bound for tn, we find the lower bounds for each
fraction on the right hand side of Eq. 3. The first term reaches its minimum value, if
Mn is located at the north pole, and Xn+1 is located on the boundary of the geodesic





Next, note that based on the definition of iFME, this second fraction in 3 can be rewrit-






(x) is the Chebyshev polynomial of the second kind [19]. For any x ∈ [−1, 1], the
maximum of Un−1(x) is reached when x = 1, for which Un−1(1) = n. Therefore,
Un−1(x) ≤ n and 1Un−1(x) ≥
1









The inequalities 5 and 6, complete the proof. 
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Note that when φ tends to zero, cos(φ) converges to one, and this lower bound tends
to 1n , which is the case in Euclidean space.
Upper Bound. First, the upper bound for the first term in 3 is reached when Mn is on






Finding the upper bound for the sin term however is quite involved. Note that the
maximum of the angle between OMn and OXn+1, denoted by α, is reached when
Mn and Xn+1 are both on the boundary of the geodesic ball, i.e., α ≤ 2φ. Therefore,
φ ∈ [0, π2 ) implies that α ∈ [0, π). Further, we show in the Appendix that the following





) = n cos2(φ) (8)
From 7 and 6, the result follows. 
Thus far, we have shown analytical bounds for the sequence of weights, tn, in the
projection space, corresponding to Euclidean weights on sphere (Eq. 4). We now prove
the convergence of iFME estimates to the true FM of distribution from which the sam-
ples are drawn, when the number of samples tend to infinity.
Theorem 2 (Unbiasedness). Let (σ, ω) denote a probability space with probability
measure ω. A vector valued random variable, x is a measurable function on σ taking
values in Rk, i.e., x : σ → Rk. The distribution of x is the push-forward probabil-




Let x1,x2, ... be i.i.d. samples from the distribution of x. Also, let mn be the incre-
mental mean estimate corresponding to nth given sample, xn, which is defined by: (i)
m1 = x1, (ii) mn = tnxn +(1− tn)mn−1. Then, mn is an unbiased estimator of the
expectation E[x].
Proof. For n = 2; m2 = t2x2+(1− t2)x1, hence E[m2] = t2E[x]+ (1− t2)E[x] =
E[x].
By induction hypothesis we have, E[mn−1] = E[x]. Then, E[mn] = tnE[x] +
(1− tn)E[x] = E[x], hence the result. 
Theorem 3 (Weak Consistency). Let var[mn] denotes the variance of the nth incre-
mental mean estimate (which is defined in Theorem 2), with cos(φ)n ≤ tn ≤
1
cos(φ)3n ,∀φ ∈
[0, π/2). Then, ∃p ∈ (0, 1], such that var[mn]var[x] ≤ (n
p cos6(φ))−1.
First note that var[mn] = t2nvar[x] + (1 − tn)2var[mn−1]. Since, 0 ≤ tn ≤ 1,
one can see that var[mn] ≤ var[x] for all n. Besides, for each n, the maximum of
the right hand side is achieved, when tn attains either its minimum or its maximum
value. Therefore, we need to prove the theorem for the following two values of tn, (i)
tn =
cos(φ)
n and (ii) tn =
1
n cos3(φ) . These two cases will be proved in the Lemmas 2
and 3 respectively.
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Lemma 2. Suppose the same assumptions as in Theorem 2 are made. Further, tn =
1
n cos3(φ) , ∀n and ∀φ ∈ [0, π/2), then
var[mn]
var[x] ≤ (n cos
6(φ))−1.
Proof. For n = 1, var[m1] = var[x] which yields the result, since cos(φ) ≤ 1. Now,




= t2n + (1− tn)2
var[mn−1]
var[x]


























Lemma 3. Suppose the same assumptions as in Theorem 2 hold. Further, tn = cos(φ)n ,
∀n and ∀φ ∈ [0, π/2), then, var[mn]var[x] ≤ n
−p for some 0 < p ≤ 1..
Proof. For n = 1, var[mn] = var[x] which yields the result, since cos(φ) ≤ 1. Now,




= t2n + (1− tn)2
var[mn−1]
var[x]












(n− 1)p cos2(φ) + cos2(φ)− 2n cos(φ) + n2
n2(n− 1)p
(10)
Now, it suffices to show that the numerator of the above expression is not greater
than n2−p(n− 1)p. In other words:
(n− 1)p cos2(φ) + cos2(φ)− 2n cos(φ) + n2 − n2−p(n− 1)p ≤ 0 (11)





p + 1np − 1
1 + (n− 1)p
) ≤ cos(φ) ≤ n(
1 + (n− 1)p/2
√
(n−1n )
p + 1np − 1
1 + (n− 1)p
)
(12)
The inequality on the right is satisfied for all values of the cos function. Besides, it is
easy to see that the function on the left hand side is increasing w.r.t. n > 1, and hence
attains its minimum when n = 2. This implies that:
1−
√
21−p − 1 ≤ cos(φ)
→ φ ≤ cos−1(1−
√
21−p − 1)
→ 0 < p ≤ 1− log2[(1− cos(φ))2 + 1]
(13)
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Note that p > 0, for all φ < π/2. 
Convergence. Armed with the above two results, it is easy to see that ∀φ ∈ [0, π/2),
there exists a p satisfying 0 < p ≤ 1, such that








np cos6(φ) , because cos(φ) ≤ 1.






np cos6(φ) , because p ≤ 1.
These two pieces together complete the proof of convergence. 
The inequality in Theorem 3 implies that when n → ∞, for any φ ∈ [0, π/2)
the variance of iFME estimates in the projection space tends to zero. Besides, when φ
approaches π/2, the corresponding power of n, as well as cos(φ), become very small,
hence the rate of convergence gets slower. Note that instead of the weights scheme used
here (i.e., in spirit of incremental mean in Euclidean space), one can choose different
weights scheme inherent to the manifold (i.e., as a function of curvature) to speed up
the convergence rate.
4 Experimental Results
We now evaluate the effectiveness of the iFME algorithm, compared to the non-incremental
counterpart, nFM, for computing the FM of a finite set of samples on the sphere (north-
ern hemi-sphere not including the equator). As mentioned earlier, nFM for computing
the FM uses a gradient descent technique to minimize the sum of squared geodesic
distances cost function. We report the results for samples drawn from a mixture of Log-
Normal distribution on the upper hemi-sphere. A set of random samples are drawn from
the distribution and fed to both the iFME and the nFM algorithms, incrementally. The
computation time needed by each method for computing the sample FM, and the er-
ror was recorded, for each new sample incrementally introduced. The error is defined
by the geodesic distance between the estimated mean (using either iFME or the nFM)
and the true expected value of the input distribution. Because of the randomness in
generating the samples, we repeated this experiment 100 times for each case, and the
mean time consumption and the error for each method are shown. All the computation
time required for various algorithms reported in this paper, were measured on an Intel-7
quad-core processor, 25GB RAM desktop.
(a) (b)
Fig. 3: Time and error comparisons of iFME and nFM
A set of samples are
drawn from a mixture of
Log-Normal distributions on
the sphere. The mean of
each Log-Normal compo-
nent is set randomly, and
the covariance matrices are
set to 0.1I and 0.2I respec-
tively, where I is the iden-
tity matrix. Similar to the
previous experiment, the
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performances of iFME and nFM are evaluated with respect to the time consumption
and accuracy, and are illustrated in Fig. 3a and Fig. 3b respectively.




















Fig. 4: Comparison between iFME, nFM, eFME
Though iFME’s accuracy is
still very similar to that of nFM,
it estimates the intrinsic mean sig-
nificantly faster. Now, we com-
pare the performance of iFME with
nFM and eFME (the extrinsic FM
estimator). The eFME is defined
asΠ(
∑
iXi), whereΠ is the pro-
jection operator from Rk+1 to Sk,
i.e.,Π(x) = x/|x|. We randomly
generated 50 samples on north-
ern hemi-sphere with varying data
variance. From Fig. 4, it is evident that for high data variance, eFME exhibits high com-
putationally efficiency but a rather poor accuracy in its estimate of the FM.
5 Application to the classification of movement disorders
In this section we first present a novel incremental version of the PGA algorithm in [25]
applicable to data lying on a sphere. We will call this the iPGA algorithm. Then, we
present an application of iPGA to real data sets. The (batch-mode) PGA proposed in
[25] for diffusion tensor fields consists of (1) computing the FM of the input data, (2)
projecting each data point to the tangent space at the FM using the Riemannian log-
map, (3) performing standard PCA in the tangent plane and (4) projecting the result
(principal vectors) back to the manifold, using the Riemannian exp-map.
An incremental form of this PGA technique was proposed recently in [18]. How-
ever, their technique was limited to manifolds with non-positive sectional curvatures.
Equipped with the iFME on the sphere presented in the previous section, we can now
extend the iPGA technique in [18] to the case when data lie on a hypersphere. For this,
we need to use iFME for the FM computation and use the parallel transport operation on
the hypersphere. The parallel transport operation on the hypersphere can be expressed
in a closed form expression. The formula for parallel transporting p ∈ TnSk from n to



















where, v = Lognm. We now present the iPGA method in an algorithm form summa-
rized in Table 1 and refer the reader for details to [18].
The dataset for classification contains HARDI scans from (1) healthy controls, and
patients with, (2) Parkinson’s disease (PD), and (3) essential tremor (ET). We aim to
automatically discriminate between these three classes using features derived from the
HARDI data. This dataset consists of 25 controls, 24 PD, and 15 ET images. The
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HARDI data were acquired using a 3T Phillips MR scanner with the following param-
eters: TR = 7748ms, TE = 86ms, b−values: 0, 1000 smm2 , 64 gradient directions
and voxel size = 2× 2× 2mm3.
1: Input the data matrix Ak = [v1, ...,vk] for k samples
the new sample xk+1, and the old mean mk
2: Compute mk+1 from xk+1 and mk, using Eq. 2
3: yk+1 = Logmk+1(xk+1)
4: Parallel Transport zk+1 = Γmk+1→n(yk+1)
5: Compute rk+1 = Logmk+1(mk) and tk+1 = Γmk+1→n(rk+1)
6: Add tk+1 to every column of Ak to obtain Âk = [v̂1, ..., v̂k]




8: Parallel transport the jth principal component, pj ,
back to Tmk+1S
k, via qj = Γn→mk+1(pj)
Table 1: The Incremental PGA Algorithm on a Unit Hyper-
sphere
Authors in [24] em-
ployed DTI based anal-
ysis, using scalar-valued
features to address the
problem of movement
disorder classification.





from a non-rigid regis-
tration of patient scans
to a HARDI atlas) which
are SPD matrices. In the next subsection, we develop classification method based on (1)
Ensemble Average Propagators (EAPs) derived from HARDI data within an ROI, and
(2) shapes of the ROI over the input population. Using a square root density parameter-
ization [22], both features can be mapped to points on an unit Hilbert sphere, where the
proposed iFME in conjunction with the iPGA method is applicable.
Classification Results using the Ensemble Average Propagator as Features: To
capture the full diffusional information, we chose to use the ensemble average propaga-
tor (EAP) at each voxel as our feature in the classification. We compute the EAPs using
the method described in [12] and use the square root density parameterization of each
EAP. This way the full diffusion information at each voxel is represented as a point on
the unit Hilbert sphere.
We now present the classification algorithm which is a combination of iPGA-based
reduced representation and the nearest neighbor classifier. The input to the iPGA algo-
rithm is EAP features in this case. The input HARDI data are first rigidly aligned to the
atlas computed from the normal group, then a 3-D box surrounding the ROI, i.e., the
midbrain, is placed on each image, and the EAPs within this box are computed. Finally,
the EAP field extracted from each ROI image is identified with a point on the product
manifold (the number of elements in the product is equal to the number of voxels in the
ROI) of unit Hilbert spheres. This is in spirit similar to the case of the product manifold
formalism in [25,18].
A set of 10 Control, 10 PD and 5 ET images are randomly picked as the test set,
and the rest of the images are used for training. Also, classification is performed using
iPGA, PGA and the standard PCA, and is repeated 300 times to report the average
accuracy. The results using EAP features are summarized in Table 2. It is evident that
the accuracy of iPGA is roughly the same as that of the non-incremental PGA, while
both methods are considerably more accurate than the standard PCA, as they account
for the non-linear geometry of the sphere. Further, the savings in computation time for
iPGA are significant in comparison to PGA as evident from the table.
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Results using Shape Features Results using EAP Features
Control vs. PD Control vs. ET PD vs. ET Control vs. PD Control vs. ET PD vs. ET
iPGA PGA PCA iPGA PGA PCA iPGA PGA PCA iPGA PGA PCA iPGA PGA PCA iPGA PGA PCA
Accuracy 91.5 93.0 67.3 88.3 90.1 75.7 86.1 87.6 64.6 92.7 93.5 59.8 90.1 91.3 70.2 89.7 90.9 66.0
Sensitivity 88.0 91.0 52.0 84.4 86.2 80.1 80.5 82.4 58.4 90.7 91.8 48.3 87.5 89.7 79.8 84.0 84.7 56.3
Specificity 95.0 95.0 82.7 92.2 94.1 71.3 91.7 92.8 70.8 94.7 95.2 71.3 92.7 92.9 60.6 95.5 97.1 75.7
Time (s) 4.1 18.5 4.0 14.2 3.5 14.7 11.6 30.9 9.8 27.3 10.8 28.0
Table 2: Classification results from iPGA, PGA and PCA respectively.
Classification Results using the Shapes as Features: In this section, we evaluated
the iPGA algorithm based on shape of the Substantia Nigra region in the brain images,
for the task of movement disorder classification. We first collected random samples
(point) on the boundary of each 3-D shape, and applied the Schrodinger distance trans-
form (SDT) technique in [6] to represent each shape as a point on the unit hyper-sphere.
The size of the ROI for the 3-D shape of interest was set to 28× 28× 15, the resulting
samples lie on a S11759 manifold. Then, we used iPGA for classification. The results
given in Table 2 show significant time gains for iPGA over PGA but with similar accu-
racy.
6 Conclusion
In this paper, we presented a novel incremental Fréchet mean estimator (iFME), for data
lying on a hypersphere. We proved the asymptotic convergence of iFME to the true FM.
Significant time efficiency of iFME compared to nFM was shown via synthetic and real
data experiments. Further, we also presented an incremental PGA (iPGA) algorithm that
entailed the use of iFME. We used the iPGA in conjunction with a nearest neighbor clas-
sifier to classify movement disorder patients using diffusion MR brain scans. Our clas-
sification demonstrated significant gains in computation time compared to batch mode
PGA (in conjunction with the nearest neighbor classifier), and as expected achieved the
same accuracy as batch-mode PGA. In our future work, we will focus on providing an
upper bound on the distance between iFME and the FM for finite set of samples.
Appendix
In this appendix, we show that
sin( nαn+1 )
sin( αn+1 )
≥ n cos2(α2 ) for any α ∈ (0, π).
Proof. Let, f = sin(nθ)−ncos2(n+12 θ)sin(θ), θ ∈ (0, α/(n+1)), α ∈ (0, π), n ≥ 1 .




2 )− n cos
2(n+12 θ) cos(θ)
Solving this eqn., as θ ∈ (0, π/(n + 1)), we get, θ = 0. But, fθθ|θ=0 = 0. Hence, we
check fθθθ.
fθθθ|θ=0 = −n3 + 1.5n (n + 1)2 + n > 0, n ≥ 1 So, at θ = 0, f has
a minimum where, θ ∈ (0, α/(n + 1)). f |θ=0 = 0 Thus, f ≥ 0 as n ≥1. As for
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Abstract. Atlas construction is a fundamental problem in Medical Image Com-
puting. Every disease assessment task requires a template “reference” to compare
to in order to assess the amount of changes in the anatomy or function. The key
then is to define this “reference” in a meaningful fashion. The “reference” also
commonly referred to as an atlas is normally defined as the most representative
of the population of given data. Statistically, this is chosen to be an average or a
weighted average of the given data set. Since the control population consists of
distinct subjects, the task of estimating an unbiased atlas is posed as a groupwise
non-rigid diffeomorphic registration of the given data to this unknown average
defined as the minimizer of the sum of squared geodesic distances cost function.
This is a hard joint minimization over the space of diffeomorphisms and atlases,
and is computationally very expensive. In this paper, we present an efficient alter-
native which involves arbitrarily choosing one of the given data sets as a reference
and estimating the diffeomorphisms from the given pool of data to this reference.
Then, efficiently estimating the Fréchet mean (FM) of these diffeomorphisms and
applying this FM-diffeomorphism to the chosen reference yields the desired un-
biased atlas. We prove that the atlas obtained in this manner is the same as the
one obtained using the conventional groupwise registration approach mentioned
above. The key advantage of our approach over conventional groupwise regis-
tration approach is that we do not require any optimization over the space of
atlases, thereby reducing computational cost dramatically. Further, our approach
is a recursive approach and thus is amenable to updates when the data pool is
augmented with new data without the need to compute the atlas from scratch.
We present several real data experiments demonstrating the computational ad-
vantages of our proposed approach over state-of-the-art.
? This research was in part supported by the NIH grant NS066340 to BCV.
?? This research was supported in part by the National Institutes of Health under Grant NS066340
to BCV
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1 Introduction
An atlas is an informative representative of a population of “objects” (images in our
context). Constructing an atlas is a key ingredient to many applications including but
not limited to image alignment [22], image segmentation [23,27] and statistical analy-
sis [2,10]. Hence, over the past decade, algorithms for atlas construction have attracted
substantial attention in Medical Image Analysis research. In particular, an unbiased
diffeomorphic atlas construction algorithm was first proposed in [13]. This algorithm
spawned a flurry of activity in the area of atlas construction resulting in many variants
being proposed in the recent past. Some of the recent methods for constructing multiple
atlases on heterogeneous data are [19,26]. A popular approach for atlas construction is
to compute the arithmetic mean of group-wise registered images. But, these algorithms
[13,16,19] often generate a blurred atlas. Recently Xie et al. [26] proposed a multiple at-
las construction framework which yields “sharp” atlases. Other methods for generating
“sharp” atlases also exist in literature and we refer the reader to [4,25]
Since most of the popular atlas construction (sequential) algorithms (implemented
on standard multi-core desktops) are computationally intensive (typically taking tens
of hours to days of CPU time), there is a dire need to develop a time efficient atlas
construction algorithm. In this work, we propose a computationally efficient atlas con-
struction algorithm. We further assume that the images in the given data pool can be
diffeomorphically registered to each other and to atlas being sought. This is not an
uncommon assumption and was made in Younnes [28] for tackling the diffeomorphic
registration problem. Now, instead of doing averaging on the image space, we com-
pute the average over the space of diffeomorphisms. By using methods in [15], we can
map a subset of “interesting” diffeomorphisms to the Hilbert sphere. We propose an
efficient mean estimator on the hypersphere and consistency of this estimator is shown
in an accompanying manuscript published in this workshop[20]. Using this fast esti-
mator, we obtain an efficient way to compute the atlas of an image population. In the
experiments section, we have shown the significant time gain of our proposed atlas con-
struction algorithm over state-of-the-art. Now, we present a brief survey of existing atlas
construction algorithms.
A popular way to construct an atlas is based on an unbiased group-wise registration
method. This type of formulation [13] requires the solution to a hard non-convex opti-
mization problem involving two high dimensional unknowns namely, the atlas and the
non-rigid transformations between the unknown atlas and input image data. It is solved
using an alternating strategy, involving, fixing the average and estimating the transfor-
mations required to transform all the input data sets to this average, then fixing the trans-
formations and estimating the average. This is a hard optimization problem and local
solutions can be unsatisfactory at times. Another, popular atlas construction algorithm
is iCluster [19], which computes the atlas by fitting Gaussian mixture model to the in-
put images. Then, they use an Expectation-Maximization (EM) algorithm to construct
the atlas. In this algorithm, they also compute the arithmetic mean of the groupwise
registered images. Both of these algorithms [13,19] lead to a blurred atlas which is the
result of arithmetic mean of images. Note that, the arithmetic mean of the images need
not necessarily lie on the underlying manifold (from which the images were sampled),
hence if the images are not tightly clustered on the manifold, arithmetic mean is a poor
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choice. Hence, in Xie et al. [26] they proposed a multiple atlas construction method
which produces a “sharp” atlas. In this method, they use a graph representation of the
underlying manifold. Then, they used a graph partitioning followed by computing the
FM of images belonging to each cluster. Though this algorithm produced a “sharp” at-
las, like other atlas construction algorithm it is computationally expensive. For other
recent image atlas construction methods we refer the reader to [8,9,11,3,24,5] and for
shape atlases to [6] and the references therein.
The rest of the paper is organized as follows. In section 2, we describe our proposed
method in detail. Several real data experimental results along with comparisons are
presented in section 3. Finally, we conclude in section 4.
2 Methodology
In this section, we present our proposed method of incremental atlas construction from
multiple images. We will use the term incremental, recursive and inductive interchange-
ably throughout the paper. We would like to emphasize that our proposed method is
applicable to scalar, vector and tensor-valued fields. However, for simplicity, here we
present a formulation for the case of scalar-valued fields, i.e., intensity images. Let I
denote the space of images, we define images in I as L2 functions on a image domain
σ ⊂ Rd. Given a set of images C = {I1, · · · , In} ⊂ I, our goal is to construct an atlas
from these n images. We will assume that the set of images are rigidly registered by
randomly choosing a reference image and rigidly registering the rest to this reference
image. Now, given the set of images in the same coordinate system, an atlas can be
defined as the minimizer of the sum of squared (geodesic) distances from it to the rest
of the given images in the data pool. Let, dI(Ii, Ij) denote the “distance” between two
images Ii and Ij . Note that here we use “distance” loosely without having defined the
underlying metric or even the underlying manifold. In the spirit of Xie et al. [26], we
will assume that the images are samples from an unknown manifold. Now, let I∗ be the




I(µ, Ii). Note that this is pri-
marily the Fréchet mean (FM) [7] of the n images. Though this formulation is simple,
it is computationally expensive as the space of images I is huge, and the minimization
of the sum of squared distances formulation involves searching over the entire space I.
This provides us sufficient motivation to seek an alternative time-efficient algorithm to
compute the atlas. Below, we present a simple yet illustrative example, that captures the
essence of our proposed approach to atlas construction.
Motivating Example: Given the following real numbers −1, −5, 0, 2, 8 and 8, the
Fréchet mean (FM) (arithmetic mean in this simple case) is 2. But instead of averag-
ing on the numbers, we can instead do the following. We randomly choose one of the
numbers as the reference number. Then compute the FM (arithmetic mean in this case)
of the differences between each of the numbers and the reference. For example, let us
choose −5 as the reference number, then the differences between −5 and each of the
numbers are 4, 0, 5, 7, 13 and 13 respectively. The average of these six numbers is 7.
Then, if we add this mean-difference to our chosen reference, i.e., −5 we get the mean
of the numbers, i.e., 2.
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At the outset, this approach seems more complicated than simply using the standard
arithmetic mean of six numbers. But, if instead of an input of real numbers, our input is
a set of images, then developing a time-efficient algorithm for computing the FM of the
“differences”, will make this second approach more time-efficient. But, two important
questions that surface naturally are, first, like in our toy example above, will the second
approach still yield the true FM of images? Second, what is the “difference” term in
context of images? In the context of image registration and atlas construction, it is
natural to interpret this “difference” as the transformation required to register the two
images. In this work, we will assume that the images in the given data pool whose atlas
is to be constructed can all be diffeomorphically registered with each other and with the
atlas to be constructed. The answer to the first question is given by the theorem given
below. Using the second approach, the key advantage that we gain in atlas construction
over conventional approaches such as [13] and variants thereof is that the hard joint
optimization over the space of diffeomorphisms and atlases is now transformed to one
over the space of diffeomorphisms. This leads to an enormous savings in computation
time as evidenced through the experiments in section 3. We now state and prove the
aforementioned theorem.
Let σ be an open subset of Rd and G a group of diffeomorphisms on σ. Consider
a set of images J ∈ I on which G has an action, i.e., for every I ∈ J and every
φ ∈ G, the result of the action of φ on J is denoted by φ. I ∈ J , where . is the
group operator. Let C ⊂ J be a set of n images, i.e., C = {I1, · · · , In}. Let Iref ∈
C be an arbitrarily chosen reference image. Let, Ti be the diffeomorphism from Iref
to Ii, i.e., Iref (x) = Ii(Ti(x)), ∀i. Further, given an arbitrary image µ ∈ J , let Tµ be
the diffeomorphism from Iref to µ. Let dI and dT be the geodesic distance functions
on the space of images and transformations respectively. Let us define the relation ∼
between two objective functions f1 and f2 iff ∃ a bijection between F(f1) and F(f2),
where F(.) is the set of solutions of the corresponding objective function. It is easy to
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I(Ii(Ti◦T−1µ (x), Ii(x)) and S2 = argminTµ
∑n
i=1
d2I(Ii(Ti ◦ T−1µ (x), Ii(x)). We have to prove that ∃ a bijection between S1 and S2. Let
us first prove the cardinality of S1 and S2 are same. Let I ∈ S1, then, it is easy to
see that TI ∈ S2, which proves S1 ⊂ S2. The other way of double containment is
similar to prove. Hence, the cardinalities are same. And given I ∈ I, ∃! a TI such that
I(x) = Iref ((TI)
−1(x)). And for a given TI , the choice of I is also unique. Hence, ∃
















d2T (Ti, Tµ). And by transitivity of the relation, ∼, our claim holds. 
Now, from the proofs of the two claims, the proof of the theorem follows. 
So by Theorem 1, in order to compute the FM of the given images, we first compute
the FM of the diffeomorphisms (between the images and an arbitrarily chosen reference
Iref ) and apply this mean diffeomorphism on the arbitrarily chosen reference. Hence,
if T ∗ is the FM of the diffeomorphisms and I∗ is the atlas, I∗(x) = Iref ((T ∗)−1(x)).
Note that the above hypothesis that, ∃ a diffeomorphism between any two images in
J simply means that members ofJ are of same topology and diffeomorphically related.
In practise, for the atlas construction problem, the given image data pool from which the
atlas is being constructed can be assumed to have the same structures of interest, since,
it is meaningful to construct atlas from a population of say,“normal” human brains
but it is not meaningful to construct an atlas from a population consisting of ”normal”
human brains and brains with pathology as they maybe of a different topology.
Corollary 1. Given the hypothesis as above, let a set of n images C = {I1, · · · , In},
then, eqn. 1 in Thm. 1 holds for any transformations GL(m) (with appropriate m),
whereGL(m) denotes the general linear group consisting ofm×m invertible matrices.
Proof. The proof follows from Thm. 1. 
Corollary 2. Given the hypothesis as above, let a set of n images C = {I1, · · · , In},
then, eqn. 1 in Thm. 1 holds for all local affine transformations.
Proof. For local affine transformations, the transformationNi for each image is a prod-
uct ofGL(m) matrices (with appropriatem). Hence, the proof follows from Cor. 1. 
Now, our next concern is how to efficiently compute FM on the space of diffeomor-
phisms. Let M be the image domain and let dµ be an associated Riemannian volume
form on M . Let Diff(M) and Diffµ(M) denote the infinite dimensional group of
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diffeomorphisms on M and its infinite dimensional subgroup of volume preserving dif-
feomorphisms onM . Khesin et al. in [15] showed that the right invariant Ḣ1 metric (see
[15] for definition of this metric) on Diff(M) descends to a non-degenerate Rieman-
nian metric on the homogeneous space of densities on M , Dens(M) = Diff(M)/
Diffµ(M). Further, they proved that equipped with the Ḣ1 metric, the spaceDens(M)
is isometric to a subset of an infinite dimensional sphere in the Hilbert space. We use
this result in our work here and compute the FM of this class of diffeomorphisms (points
in Dens(M)) identified with those on the Hilbert sphere.
Now, we can use the square root of the density parameterization to map a point in
Dens(M) to the infinite dimensional unit Hilbert Sphere. But, note that our goal was
to compute FM on the space of diffeomorphisms, i.e., Diff(M). Hence, we need to
justify why working on the quotient spaceDiff(M)/Diffµ(M) instead ofDiff(M)
is an acceptable choice. The atlas construction problem is normally posed as follows:
Given a population of images acquired from distinct subjects, the goal is to construct a
representative image or an atlas. It is reasonable to assume that in constructing the at-
las from distinct subject scans, volume preserving diffeomorphisms are highly unlikely
and ought to be treated as nuisance transformations. Hence, they ought to be quotiented
out. Moreover, by quotienting out the volume preserving diffeomorphisms (volumor-
phisms), the computed atlas becomes invariant to any volumorphisms i.e., rigid transfor-
mations etc. This is an additional advantage of our proposed atlas construction scheme.
Now, given that we have mapped the points from Dens(M) to the unit Hilbert Sphere,
we propose an efficient scheme to compute FM on the unit Hilbert sphere.
A common approach to computing the FM of a finite sample set of points on a
Riemannian manifold is to find the global optimum (if it exists) of the sum of squared
geodesic distances cost function. A popular approach to solve this problem involves the
use of the gradient descent method. An alternative way to compute the FM is to develop
a recursive/inductive definition that does not involve optimizing the aforementioned
cost function. Where applicable, a recursive algorithm can take advantage of the closed
form solution to compute the FM of two points as the base of the recursion and recurse
through the number of points in the given set. This will yield a much faster way to
compute the FM if and when the convergence of the algorithm can be proved.
Note that in Euclidean space, the recursive form of computing the arithmetic mean
(which yields the same solution as the minimization of sum of squared distances) in-
volves only two points in each recursion step and can be geometrically interpreted as
moving an appropriate distance away from the already computed mean (old mean) to-
wards the new-mean on the straight line joining the old mean and the new data point.
This geometric procedure can be readily extended to any Riemannian manifold using
geodesics. To this end, we make use of the closed form expression – derived using the
sphere metric on the hypersphere – for the geodesic between two points on the hyper-
sphere. More precisely, after computing the estimate of the FM of k points, denoted by
Mk, the k + 1th estimate lies on the geodesic between Mk and the k + 1th point Sk+1.
This readily yields an algorithm for computing the FM that does not require any func-
tion optimization, a considerable advantage often realized as gains in computation time
of several orders in magnitude over non-incremental algorithms based on minimization
of sum of squared geodesic distances. Since, the FM on a sphere is unique only when all
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the data lie with in an injectivity radius of π/2 [18,14,1], we will make this assumption
through the rest of this paper.
Let {S1, · · · , Sn} ⊂ S∞, then we define the inductive (recursive) estimator of the
FM by the recursion in Eqn. 2. A proof of convergence of this algorithm is presented in
[20].











betweenX and Y . The geodesic Γ (X,Y, t)
on S∞ is defined as follows:
Γ (X,Y, t) = ExpX(t Exp
−1
X (Y )) (4)
where, Exp and Exp−1 are the Riemannian exponential and inverse exponential map-
ping as defined below.
– Exponential Map: Given a vector v ∈ TXS∞, the Riemannian Exponential map
on SN is defined asExpX(v) = cos(|v|)X+sin(|v|)v/|v|. The Exponential map
gives the point which is located on the great circle along the direction defined by
the tangent vector v at a distance |v| from X .M
– Inverse Exponential Map: The tangent vector v ∈ TXS∞ directed from X to Y
is given by, LogX(Y ) = θsin(θ) (Y −X cos(θ)) where, θ = arccos(X
TY ).
After computing the FM on hypersphere, we lift it back to the space of diffeomor-
phisms, Diff(M) using the formulation proposed in [21] to get the mean diffeomor-
phism. Note that this mean diffeomorphism is unique upto volume preserving transfor-
mations. And finally we apply this mean diffeomorphism to the reference image to get
the atlas image. As claimed above, this formulation is easily generalized to tensor field
data. We call this atlas construction procedure as the incremental atlas construction
algorithm, iAcA. We summarize the steps of our algorithm in the following:
Algorithm 1 Algorithm for incremental atlas construction
1: Input: a population of n images {I1, · · · , In}.
2: Output: an atlas image, I∗ of the population.
3: Step 1. Arbitrarily choose any one of the given images as the reference, denoted by Iref .
4: Step 2. Compute the diffeomorphisms {Ti} from Iref to Ii, where Ti is the diffeomorphism
to Ii.
5: Step 3. Map each of these diffeomorphisms, Ti, to the hypersphere (of appropriate dimen-
sion) using the scheme proposed in [21,15]. Let the points on the hypersphere be {Si}.
6: Step 4. Compute the inductive FM, S∗, of {Si} using Eqn. 2.
7: Step 5. Map S∗ onto Diff(M) using the method in [21]. Let the FM diffeomorphism be
T ∗.
8: Step 6. Apply T ∗ on Iref to get the atlas image I∗.
We now list a few advantages of iAcA.
– The key advantage of iAcA over popular atlas construction methods such as the
one in [13] and variants thereof perform a hard multi-variate optimization involving
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joint search over very large spaces of diffeomorphisms and atlases respectively. In
contrast, iAcA involves a search only over the space of diffeomorphisms. This leads
to a much simpler and more time efficient alternative.
– The iAcA is very time efficient as demonstrated via the experimental results in
section 3.
– iAcA yields an atlas that is invariant to volume preserving transformations.
– In many medical imaging applications, it is customary to augment the data pool as
and when new scans are acquired. In such situations, it is more time efficient to
update the already computed atlas rather than to compute the atlas from scratch.
Due to it’s recursive nature, iAcA achieves this optimally.
3 Experimental Results
In this section, we present experimental results of our atlas construction algorithm,
iAcA, and compare its performance with two other atlas construction algorithms, one
for constructing atlases from fields of ensemble average propagators (EAPs) derived
from diffusion MR scans acquired from rat spinal cords [5] and another for 2D shapes
from the MPEG-7 database [17]. For the MPEG-7 data, we used the atlas construction
algorithm in the well known ANTS [3] software. We report the time taken by both of
these algorithms. All the computation time required for various algorithms reported in
this paper, were measured on an Intel-7 quad-core processor, 16GB RAM desktop. Ac-
curacy is hard to assess on real data sets and will be focus of our future work. We would
like to point out that though ANTS is a highly optimized toolbox written in C++, our
iAcA code was written in MATLAB, which is not efficient for non-matrix operations.
Code optimization to achieve further time savings with iAcA implementation will be
the focus of our future work.
3.1 Atlas construction from diffusion MR scans of rat spinal cords
In this section, we used HARDI data acquired from several rat spinal cords. The HARDI
Class Time (s)
iAcA ANTS




Table 1: Computational time
for atlas construction
scans were acquired using a 3T Phillips MR scanner with
the following parameters: b−values: 0, 1500 smm2 , 22
gradient directions and voxel size = 2 × 2 × 2mm3. We
have constructed the EAP field atlas from EAP fields de-
rived from 7 control rat data sets. The EAP fields from
each HARDI data set was first estimated using the ap-
proach in [12]. Sample slices from the HARDI scans of
the rat spinal cords as well as the atlases constructed by
the method in [5] and iAcA respectively are shown in Fig. 1. In this figure, the top row
(left to right) depicts the zero gradient image, S0 from the HARDI scans of three rat
spinal cords. Second row, left to right, depicts a slice from the estimated EAP fields
superposed on the corresponding slice of the S0 images. Last row, left to right, de-
picts a slice from the atlas EAP fields (superimposed on the corresponding S0 images)
estimated by iAcA and the approach in [5].
From a visual inspection view point, the atlas computed from iAcA appears to be
much sharper and better than that from the method in [5]. The time required by these
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two atlas construction methods are presented in Table 1. From this table, it is evident
that computationally, iAcA is significantly faster compared to the approach in [5].
3.2 Atlas construction on MPEG-7 data
We randomly chose 3 classes of objects from the MPEG-7 database namely, heart, apple
and car shapes. Each of these classes contains 20 two-dimensional images from which
we construct an atlas for each shape class. In Fig. 2, we present 10 random images of
each of these three classes and the atlases constructed by iAcA and ANTS respectively.
For ANTS, we have used Greedy Symmetric Normalization for non-rigid registration.
Further, the initial atlas is chosen to be the default i.e., the arithmetic mean of the pop-
ulation of the class. In the figure, for all these three subjects, the leftmost image in
the bottom row is the atlas constructed by iAcA and this is followed by the atlas con-
structed using ANTS. The first, second, fourth and fifth rows consist of images of 10
sample data from the respective classes. The computation time required for these two
algorithms is reported in Table 1, which clearly depicts the superior time efficiency of
iAcA over ANTS. Further, from a visual inspection view point, the atlas constructed by
iAcA appears to be of higher quality (sharper). Our future work will focus quantita-
tively validating the accuracy of the constructed atlases.
4 Conclusions
Fig. 2: Apple, heart and car shape atlas construction. Rows 1,2,4 &
5 depict samples from the data pool. Rows 3 & 6 depict the atlas
obtained using iAcA and ANTS repectively.
In this paper, we pre-
sented a novel incre-
mental atlas construc-
tion algorithm called
iAcA. The key advan-
tage of this algorithm
over conventional unbi-
ased groupwise regis-
tration based atlas con-
struction approach (which
requires a joint opti-
mization over the space
of diffeomorphisms and
atlases) is that, it needs
an optimization only
over the space of dif-
feomorphisms to regis-
ter (n− 1) pairs of data
sets from the given pool
of n data sets. A refer-
ence data set is arbitrarily chosen from the given pool and all the other data are dif-
feomorphically registered to this reference. We then compute the FM of these diffeo-
morphisms after quotienting out the volumorphisms. The FM computation is achieved
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Fig. 1: Constructed Atlases from Spinal Cord 3D data. [a-c]: sample S0 images from the popu-
lation of controls, [d-f]: corresponding sample EAP fields superposed on respective S0 images,
[g,i]: S0 and EAP atlas using iAcA, [h,j]: S0 and EAP atlas using [5]. Last row shows the color
ball used to color the EAPs.
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recursively and does not require any optimization. This Fm is then applied to the chosen
reference to obtain the desired atlas. We demonstrated dramatic savings in computa-
tional cost using our approach (over state-of-the-art) for the task of atlas construction
from diffusion MR scans of rat spinal cords and MPEG-7 shape data sets. Our future
efforts will focus on a thorough quantitative validation of the constructed atlases.
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Castrillón López, Marco, 95





Fleishman, Greg M., 25, 60
Fletcher, P. Thomas, 25, 60
Forder, John, 155
Fuller, David, 155
Glaunès, Joan Alexis, 107
Gorospe, Giann, 119
Gutman, Boris A., 25, 60
Harms, Philipp, 83
He, Jia-Qiang, 119


















Thompson, Paul M., 25, 60
Tung, Leslie, 119
Turner, Sara, 155
Tyranowski, Tomasz M., 13
Vaillancourt, David, 143
Vemuri, Baba C., 143, 155
Vidal, René, 119
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