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Region Segmentation for Facial Image Compression
Alexander Tropf and Douglas Chai
Visual Information Processing Research Group
School of Engineering and Mathematics, Edith Cowan University
Perth, Australia
Abstract-This paper addresses the segmentation of passport 2
images in order to improve quality of significant regions and to
further reduce redundancy of insignificant ones. The approach 2
is to first segment a facial image into two major regions, namely
background and foreground. Here a new technique using pixel
difference is presented. To compress facial regions at better
quality, a face segmentation algorithm is introduced that detects 22
eyes and mouth in a face. Region of Interest (ROI) coding is then
2
used to obtain better quality for facial features. At the end, some 2 2
strategies that make use of region segmentation are proposed in
order to increase performance in entropy coding.
I. INTRODUCTION
The increasing terrorist threat over the last few years has
created a greater demand for new and efficient automatic
surveillance systems in public facilities. One possibility of
such a surveillance system is a face recognition system, where
the face of a person is detected, analysed and compared to an
image stored in a database. Depending on task and number
of images, such databases can be extremely large. A digital
colour image of size 128 x 100 pixels at 24 bit/pixel requires
a storage size of about 38 KB in raw format. Todays standard
compression algorithms are able to greatly reduce storage of
such a facial image, however since there is no difference made
between insignificant regions like background and significant
ones like important facial features, compression efficiency
remains low. This paper presents methods to segment a pass-
port image into different regions which allows the coder to
compress background at a higher rate and facial regions with
sufficient quality for the face recognition system.
To show the effect of the proposed region segmentation
approach for facial image compression, Vector Quantisation
(VQ) [1], [2] is used with the Enhanced Linde-Buzo-Gray
(ELBG) algorithm [3].
This paper is organised as follows. Background separation
is described in Section II. Section III presents the face seg-
mentation algorithm. Experimental results are presented in
Section IV, while conclusion is given in Section V.
II. BACKGROUND SEPARATION
Typical passport images have the following characteristics
and requirements1:
1) The complete head of a person including throat and top
of the shoulders are visible.
'According to Australian Passport Photo Guidelines
(http://www.passports.gov.au/Web/requirements/photos.aspx), Aug 2005
and UK Passport Service (http://www.passport.gov.uk/downloads/
PLE03_web_Mar05.pdf), Mar 2005.
Fig. 1. Illustration of background scan: step (1), search lowest background
pixel above shoulder; step (2), scan every row from top to start of shoulder
2) The picture size is of 45 mm (H) x 35 mm (W), and
the face takes 65-80% of the picture height.
3) The background is uniform, light coloured and gives
good contrast to facial features.
4) The person has to look straight into the camera with a
neutral facial expression.
Passport images are in colour, however, the proposed algo-
rithms require only the luminance component. Therefore an
RGB image is transformed into YCbCr colour space and only
the Y-component is used.
To detect the background region in the luminance compo-
nent of a passport photo one can use the fact that it has to be
uniform. Two neighbouring image samples si and si+1 can be
considered as uniform if their absolute difference |AdSi,Si+1
is below a background threshold Ebg. To reduce complexity in
the 2-D spatial image plane to a 1-D problem, only single rows
or columns of image samples or pixel shall be considered.
According to the spatial characteristics of passport images,
the first and last column contains background from top of
the image to the shoulder of the person. The last background
sample just above the shoulder can be detected by scanning
the first and last column until |AdSi,Si+1 > 6bg. Next, for
each row that starts with a background pixel, a row scan is
performed from the left image border to the right, calculating
differences of pixel pairs. The edge is reached per definition,
whenever |,dSi,Si+, > 6bg. Then all previous pixels in that
row are classified as background. If not the complete row
consists of background, one proceeds by scanning from the
right image border to the left until Adsi,si+1 > 6bg- Again,
from the stop point on to the right image border, all pixels are
classified as background pixel (see Figure 1).
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The background separation algorithm is fast and simple
to realise as differences are easy to compute with hardware.
However, the algorithm is not very robust towards small
variations of Ebg and can fail for rows that have smooth edges
between background and foreground region. This is because
only one neighbouring pixel is taken for comparison with a
current pixel. Hence one can say a memory of m = 1 is
used to store the previous pixel. By increasing that memory
(m > 1) and taking more previous pixels into account, the
algorithm should improve. To give the previous samples Si-,,
... 1si- different weights, the weight factors wj m,... Wi-1
are introduced. An average previous sample S-i- is calculated
as
m
S7ik*Wi-kSi-i = k k
k=l Ek=l Wi-k
m
kw k
:k Si k * Wi-
k=l
where w*_k refers to the normalised weights. By looking
at a typical passport image, one can say that the closer a
sample is to the right or left image border, the higher is the
probability that this sample belongs to background. Therefore
an exponential weight function wi-k = 2k, k = [m,... ,1] is
used, which gives an image sample, that is furthest away from
the current sample, the maximum weight.
Finally, a binary separation mask is obtained where "zero"
indicates background and "one" foreground.
III. FACE SEGMENTATION
Once the background has been identified, its redundancy
can be reduced to a minimum. In VQ this is done by repre-
senting background with only one code vector. The remaining
foreground region is consisted of shoulder and the head of
the person in the image. Facial features like eyes and mouth
are extremely important for the face recognition system and
require a higher quality, whereas other parts of the foreground
region, like shoulder and hair are less important and could
be compressed stronger. Therefore the next task is to define
an area around eyes and mouth, it will be referred to as the
Primary Region of Interest (PROI), which is later encoded
with high quality. To extract the PROI of a facial image, it
is necessary to detect the eyes and mouth. Most existing eye
and mouth localisation methods are template based [4], [5].
However a simpler eye mouth detection algorithm shall be
proposed here, which will utilise the fact that the position of
the face is approximately known after background separation.
The pupil of a human eye generally has a low luminance
intensity. Most human skin colour that surrounds the eye has
luminance intensity that is higher than the one of the eye.
Hence the eye causes a local minimum in the image plane
that should be possible to detect. The same is valid for the
mouth, as long as the person has a neutral facial expression,
which is one of the passport image requirements as mentioned
in Section II.
To simplify the search for eyes and mouth, the initial search
area should be as small as possible. Here the background
separation algorithm, as discussed in Section II, will help to
eliminate background and give the top, left and right limit of
the head. For the bottom point a fixed threshold is defined
that is below the mouth for all images. Since spatial features
in passport images are very similar, one can further tighten the
limits to obtain a "coarse facial search area" which contains
only face and, depending on the person, hair features.
Next, a vertical profile of the luminance data is calculated by
taking the mean of every row in the search area. A horizontal
profile can be obtained by computing the average of the
columns. To classify the right minima, an elimination pro-
cedure shall be introduced that discards insignificant minima
in several steps. First, the expression for local maximum and
minimum in an image profile needs to be defined. Let p(i)
and p(j) be the discrete profile functions of a vertical and
horizontal profile, respectively. According to [6], for a set of
local maxima, Pmax, in any profile p(k) with a length a, the
condition
Pmax {(k,p(k)) |p(k) >p(k-1) A
p(k) >p(k + l), 2< k < a -1} (2)
has to hold true. A set of local minima, Pmin, is given by
Pmin {(k,p(k)) |p(k) <p(k- 1) A
p(k) <p(k+1),2< k< a -1}. (3)
Research has shown that there exist points p(k) that have a
neighbour that holds the condition p(k + 1) = p(k). If p(k) <
p(k -1) A p(k) < p(k + 2) is true, then p(k) should still be
defined as minimum. For such a case, (3) can be rewritten as
Pmin = {(k,p(k)) 1 P(k) <1p(k-1)
p(k) <p(k+1) V
p(k) < p(k -1) A
p(k) = p(k + 1) A
p (k) < p (k + 2), 2 < k < a
A
(4)
2}.
Since a person's eyes will cause low minima, one can discard
high local minima that occur close to the left side of the
vertical profile (corresponds to top part in search area). The
vertical profile can be further cut, by discarding high local
maxima that appear close to the top of the search area. That
way the vertical profile is shortened enough that the next
minima from the left either belongs to eyebrows or eyes.
The mouth of a facial image appears as a very strong local
minimum in the vertical profile. However the profile can be
distorted by dark hair structures from the left and right side.
Hence it is better to have a very narrow horizontal search area
around the mouth to calculate the vertical profile with. To
obtain this area it is assumed that the horizontal centre of the
mouth is close to the horizontal centre of the nose. The nose
can be easily identified in the horizontal profile as the closest
maximum of the profile centre. Next, the area ±Q around the
centre point defines the horizontal width of the search area that
is used to calculate the new vertical profile. Of course /3 has to
be chosen in a way that the mouth is included for all images
of a database. Then all minima on the right side of the vertical
profile (lower half in search area) are considered as "mouth
candidate" (see Figure 2). Tests have shown that the strongest
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Fig. 2. Vertical profile for mouth and eye detection
minimum always indicates the vertical position of the mouth.
The "strongest minimum" is defined as the minimum that has
the highest slope between two previous and two consecutive
values. Mathematically the sum s of those absolute slopes is
s = P(i) p(i -1) + P(i)
P(i) p(i+l) + P(i)
p(i 2) +
p(i+ 2) . (5)
The minimum with the highest s, is then chosen to represent
the vertical position of the mouth (see Figure 2). Figure 2
shows two distinctive minima on the left side which cor-
respond to eyebrows and eyes. However not all passport
images show a minimum for the eyebrows (e.g. people with
blond hair). In such a case there will be only one distinctive
minimum present on the left half of the vertical profile,
presenting the eye. Knowing these features, one can eliminate
less distinctive minima through evaluation of (5) and obtain
the vertical position of the eyes. To obtain more distinctive
minima of the eyes in the horizontal profile, the mean of
only seven rows around the vertical eye-position is taken. The
lowest minima in the left and right part of this profile (see
Figure 3) corresponds to the horizontal position of the left
and right eye, respectively.
After the position of eyes and mouth is known, one can
choose the PROI such that those features are just included.
Region of interest coding of the PROI will then increase
quality around facial features.
IV. RESULTS
The proposed background separation algorithm has a suc-
cess rate of 100% as long as the passport image characteristics
as stated in Section II are adopted in a strict sense. The
simple algorithm (m = 1) successfully separates foreground
and background of passport images for Ebg = 10. Using m = 4
and the exponential weight function from Section II makes the
algorithm slightly slower, but highly increases its robustness
by allowing Ebg to be in the range of 10 to 25. To compress
Fig. 3. Horizontal profile for eye detection
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background at the highest possible rate with VQ, only one
code vector is used for its representation. Then the ELBG-
algorithm is only applied to code vectors in the foreground
region (ROI). The result is a small increase in foreground
quality (PSNRROI) as shown in Figure 4. On the other hand,
computation time of the ELBG-algorithm decreases by about
35% (see Figure 5).
The parameters of the face segmentation algorithm as
proposed in Section III were determined manually through
experiments. The algorithm successfully detects eyes and
mouth for most images of the image database that corresponds
to the passport photo guidelines. Problems in the mouth
detection occurred when the person has a beard that causes
a minimum below the mouth. However in such a case the
error can be limited, by using the vertical eye position and
the fact that the distance between eyes and mouth is similar.
The segmentation of the vertical eye position was successful
in all cases of the database. The horizontal eye detection was
successful as long as the passport was taken under uniform
illumination (no shades around eyes). The algorithm fails in
case a person has very dark skin colour. However even in that
case, mouth and eyes appear as distinctive minima. Therefore,
by adjusting the parameters, eye and mouth detection can
work. The ELBG-algorithm with a weighted MSE [2] was
used to achieve higher quality coding in facial regions. A
reasonable weight factor is in the range of 2... 10 which
leads to an average increase in PSNRPROI of 0.5 dB ... 2 dB
(see Figure 6a) and a decrease in the overall ROI region of
0 dB ... 0.5 dB (see Figure 6b).
The fact that background is presented by only one code
vector can be utilised in entropy coding of the vector quantised
images. Figure 7 shows two possible approaches that increase
performance of standard Huffman Coding [7]. The first method
uses Run-Length coding [8] of the background vector indices.
The second one even further reduces redundancy by encoding
the differences of the start position of the ROI in each row.
PSNRPROI of images when using a global codebook
~ ~ ~~ ~ ~ ~ ~33
32F
31
30 h
pp
cl
v:
29 F
28 F
27 _
0
pp
cl
v:
5 10 15 20
Image Number
(a)
PSNRROI of images when using a global codebook
10
Image Number
(b)
Fig. 6. Results of better quality coding in face region
V. CONCLUSION
The proposed background separation algorithm is easy to
implement and fast, since the most frequently used operation
is a subtraction of numbers. The application allows to decrease
background redundancy, while encoding quality of foreground
can be increased. By using the compression algorithm only
on the foreground region, encoding time can be significantly
decreased.
Also, the proposed face segmentation algorithm is fast
and easy to implement. The future work is to extent the
algorithm from luminance to all colour components to increase
robustness. The resulting ROI coding in facial regions leads
to a significant increase of quality for facial features.
Finally it could be shown that region segmentation can
improve entropy coding of the quantised image data. The
outcome is that redundancy of the less important background
region can be reduced to an absolute minimum.
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