Abstract-Hidden Markov models (HMM) is a probabilistic model consisting of variables representing observations, variables that are hidden, the initial state distribution, transition matrix, and parameters for all observation distributions. The said model is commonly used in speech recognition field and it has seen an increase in terms of usage, which include user profiling in mobile communication networks, and energy disaggregation. This paper shows, via numerical example, the computation of HMM's forward procedure will exceed the precision range of essentially any machine (even in double precision). It also extends the procedure to include Gaussian mixture hidden Markov models (GMHMM), the procedure that can be used as both a generator of observations, and as a model for how a given observation sequence was generated by an appropriate HMM.
INTRODUCTION Ghahramani and Jordan
discussed HMM in its general format where multiple state variables are represented in a distributed manner. They described an algorithm for inferring the posterior probabilities of the hidden state variables given the observations and relate it to: the forward and backward algorithm for HMMs, and algorithms for more general graphic models. Kolter and Jaakkola [6] proposed an alternative inference method for additive factorial hidden Markov models which exploits their additive structure by looking at the observed difference signal of the observation, incorporating a robust mixture component that can account for un-modeled observations and constraining the posterior to allow at most one hidden state to change at a time. The method is motivated by the problem of energy disaggregation, the task of taking a whole home electricity signal and decomposing it into its component appliances. Hollmen and Tresp [4] considered extending Hidden Markov Models (HMM) for modeling data streams that switch between metric and event based representations. They introduced an additional data semantics variable, which is conditional on the hidden variable. As an application, they presented a HMM for user profiling in mobile communication networks where the data displays switching behavior. Juang and Rabiner [2] solved speaker-independent recognition of isolated digits problem by applying signal modeling technique based upon finite mixture autoregressive probabilistic functions of Markov chains.
Hidden Markov models (HMM) is a probabilistic model of the joint probability of a collection of random variables {O 1 
, and the probability of a particular observation vector at time t for state j is defined by )
The complete collection of parameters for all observation distributions is represented by ( )
A. BAUM-WELCH/EM ALGORITHM
The Baum-Welch algorithm is also called the EM algorithm for HMM (see [5] ). The said algorithm E-Step computes ( ) given y = y(x) and θ∈ Ω (see [1] ).
The Q function for HMM is defined by
λ represents initial estimates of parameters and
E-step for HMM is performed by using
where a, b, and π represent a 0 , b 0 , and π 0 whereas M-step by [8] and [5] ).
For Gaussian mixture hidden Markov models (GMHMM), Q function is defined by
whereas M-step by using equations
The equations given above are derived using Lagrange multiplier γ, differentiation technique, 1
, and [7] , [10] , [8] and [5] ) This paper begins with Section 2: The numerical example of forward and backward procedures limitations, followed by Section 3: Simulation procedure, and ends with Section 4: Discussion.
II. THE NUMERICAL EXAMPLE OF FORWARD AND BACKWARD PROCEDURES LIMITATIONS Equations
is not included due to the properties displayed by the said equation, which are similar to equation
where j=1,2,…,N. Equation (1) ,..., , (1), which is our main focus, where T*=2T. They are arranged in ascending order (i.e. from the lowest to the highest probability) and labeled as ). The said table also shows, for each T**, the decimal point as displayed by ε decreases as ( )
increases (from the last to the first row of TABLE I); and for each ε , the highest probability denoted by ( )
increases as T** increases (from the first to the last column of TABLE I).
III.
SIMULATION PROCEDURE The following are the steps used to generate simulation data:
Step 1: For t=1 we generate 
P
given T** and ε. The above steps (especially Step 2 and Step 3) are repeated until t=T (see [8] ). Fig. 1 shows the summarization of all three steps in flow diagram format. The following equations are used to realize Step 2. , refer to [3] .
We applied the steps given above for GMHMM to produce 1000 simulation data (or observations) called "Sample 1" with the following properties: 2 (a) shows two states (denoted by S 1 and S 2 ) and the probabilities involved within and between them. The observations are displayed using scatter plot as shown in Fig. 2 (b) . The histogram of "Sample 1" displays two humps (or peaks) where they represent N(0,1) and N(2,0.25) in Fig.  2 (c) .
IV.
DISCUSSION Several examples of HMM usage were provided in the previous sections. We showed, via numerical example, the limitations of forward and backward procedures, which could be incorporated into the design and development of HMM using languages such as Borland C++ and Java, and the simulation procedure for Gaussian mixture hidden Markov models (GMHMM). With the simulation data produced from the said procedure, we would be able to test, for example, the suitability of the initial estimates in finding the final estimates of parameters using Baum-Welch/EM algorithm.
Further investigation would be conducted on the suggestion made by [8] , which represent scaling, and the suitability of HMM (in particular GMHMM) in detecting fraud activities that are exist in telecommunication data, refer to [9] . 
