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ABSTRACT
We introduce a formalism based on a continuous time ap-
proximation, to study the characteristics of Page Rank ran-
dom walks. We find that the diffusion of the occupancy
probability has a dynamics that exponentially ”forgets” the
initial conditions and settles to a steady state that depends
only on the characteristics of the network. In the special
case in which the walk begins from a single node, we find
that the largest eigenvalue of the transition value (λ1 = 1)
does not contribute to the dynamic and that the probability
is constant in the direction of the corresponding eigenvec-
tor. We study the process of visiting new node, which we
find to have a dynamic similar to that of the occupancy
probability. Finally, we determine the average transit time
between nodes 〈T 〉, which we find to exhibit certain con-
nection with the corresponding time for Le´vy walks. The
relevance of these results reside in that Page Rank, which
are a more reasonable model for the searching behavior of
individuals, can be shown to exhibit features similar to Le´vy
walks, which i nturns have been shown to be a reasonable
model of a common large scale search strategy known as
Area Restricted Search.
1. INTRODUCTION
The study of stochastic processes in graphs has a fairly
long history in the analysis of transport and diffusion pro-
cesses, from the study of epidemics [2, 7] and technical sys-
tems [19] to animal [15, 5] and human [8, 9] movements or
the analysis of social interactions [10]. With the rise in pop-
ularity of the Internet around the turn of the century and of
social networks a decade later, there has been a correspond-
ing surge of interest in the study of random walks on graphs,
this time seeing them as models of search strategies: a pos-
sible and common search strategy is, in fact, jumping from
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neighbor to neighbor until the information is found that one
is after. In a standard random walks on a graph, one moves
at each time step from a node to one of its neighbors picked
at random [12]. These walks are a classic whose study pre-
cedes the applications to search and their characteristics are
well understood. However, the connection between random
walks and search has generated new interest in other kinds
of walks.
In the continuum, for example, it has been observed that
the so-called Le´vy Walks (walks in which one makes jumps
at a distance d from the current location with probability
p(d) ∼ d−α [1, 4]) exhibit diffusion characteristics similar
to those of a common animal behavior known as Area Re-
stricted Search (ARS) [17, 18]. The clearest example of ARS
is foraging: an animal will move around with small move-
ments, staying essentially in the same patch as long as there
is a lot of food to be found then, as the food becomes scarce,
will do a long migration to find a new patch. This behavior,
which in animals is controlled by dopamine, is at the base
of many problem-solving behaviors in virtually all animals1,
from the nematode C.elegans hunting for food, to the sac-
cadic eye movements of a person looking at an image. The
reason for this universality (apart from the early appearance
of dopamine control in evolution) is that ARS is optimal for
”patchy” resources in which the location and characteristics
of the patches are not known in advance [18].
In the continuum, Le´vy walks have a dynamic behavior
that mimics that of ARS walks, and this has led to their
study in connection with search problems [18]. The analysis
has been extended to Le´vy walks on graphs, in which the
walker jumps from a node to another at a distance d with
probability p(d) ∼ d−α, as in the continuous case, but where
now d is the length of the shortest path between two nodes
[16]. This study has led to useful insight into the behavior
of these walks on graphs.
One issue that one might rise in connection with this work
is whether a Le´vy walk is a suitable model of search behav-
ior. When one is searching the web, for example, an with
the exception of the immediate neighbors (d = 1), one has
no idea what pages are at a shortest-path distance d from
the one they are looking at. In a social network, one might
conceivably jump directly at the site of a friend of a friend
(d = 2) but, beyond that, it is virtually impossible to decide
to execute a jump at a distance d.
One, more reasonable, model seems to be the following.
1More precisely: the behavior is found in all eumetazoa
that is, in all animals except porifera, a class that contains
sponges and little more.
A person keeps looking for information moving from one
page to another but at any given time, with probability u,
she invokes a second mechanism (e.g. a search engine) that
leads to a new page that has no link-structural relation with
the one she was just visiting. That is, from the point of
view of a random walk, the behavior is the following: at
any moment, with probability 1 − u move to one of your
neighbors chosen at random; with probability u, jump to a
random node in the graph. This type of walk is known as
the Page Rank random walk2 [6, 13].
In this paper, we analyze the Page Rank random walk and
derive some of its features, most notably, the dynamics that
leads to the stationary solution, the number of new nodes
visited as a function of time, and the average time of the
walk between two random nodes of the graph.
2. BASIC EQUATIONS
Let G = (V,E) be an undirected graph with n nodes
and m edges (V = {1, . . . , n}, E ⊆ V × V , |E| = 2m), with
adjacency matrixA (aij = 1 if (i, j) ∈ E, aij = 0 otherwise),
where A = A′ and aii = 0 (we do not allow self-loops). Let
di =
∑
j aij be the degree of node i, that is, the number of
its neighbors. Also, define the matrix D = diag(d1, . . . , dn).
In a random walk, we start at time t = 0 from a node
v0 ∈ V and, if at time t we are in node vt, at time t+ 1 we
move to one of its neighbors with probability 1/dvt . Define
the matrix W = D−1A with elements
wij =
aij
di
=
{
1
di
if (i, j) ∈ E
0 otherwise
(1)
Then wij is the probability of moving from node i to node
j in a single step. Let pi(t) = P[vt = i] be the probability of
being in node i at time t. The evolution of this probability
is given by the Master Equation
pi(t+ 1) =
∑
j:(i,j)∈E
1
dj
pj(t) =
n∑
j=1
aij
dj
pj(t) =
n∑
j=1
wjipj(t)
(2)
If we collect the probabilities in a vector |p〉(t) = [p1(t), . . . , pn(t)]
′
then the master equation can be rewritten as
|p〉(t+ 1) =W′|p〉(t) (3)
That is, if |p〉0 is the initial probability distribution of the
walker
|p〉(t) = (W′)t|p0〉 (4)
It is easy to check that the probability distribution |pi〉, with
pii =
di∑
k dk
=
d1
2m
(5)
satisfies
|pi〉 =W′|pi〉 (6)
and is therefore a stationary distribution of the walk. It is
also possible to show that this distribution is unique [12].
From (6) it follows that |pi〉 is an eigenvector of W′ corre-
sponding to λ1 = 1 (or, equivalently, a right eigenvector of
2The name derives from the algorithm developed in [13] to
assign ”structural relevance” to web sites and originally used
in the google search engine: the relevance of a site is the
probability of being in that site in the stationary solution of
the Page Rank random walk.
W: 〈pi| = 〈pi|W) and the unicity of the stationary distri-
bution implies that the eigenvalue λ1 = 1 has multiplicity
1. Since the eigenvector |pi〉 has all positive components, it
follows from the Frobenius-Perron theorem [3] that
1 = λ1 > λ2 ≥ λ3 ≥ · · · ≥ λn ≥ −1 (7)
We show in Appendix A that λn = −1 only for bipartite
graphs, a case that we do not consider, so we shall always
assume λn > −1. If we are at a node i, the probability of
moving to one of its neighbor is one. Consequently∑
j
wij =
∑
j
aij
di
=
1
di
∑
(i,j)∈E
1 = 1 (8)
If |1n〉 = [1, . . . , 1]
′, it is easy to see from (8) that W|1n〉 =
|1n〉, or
〈1n| = 〈1n|W
′ (9)
That is, the constant vector |1n〉 is the right eigenvector of
W′ corresponding to λ1 = 1.
The left eigenvectors other than the first correspond to
eigenvalues with |λ| < 1. These have a property that will be
quite relevant in our context:
Lemma 2.1. Let |v〉 be a left eigenvector of W′ corre-
sponding to an eigenvalue λ 6= 1. Then∑
i
vi = 0 (10)
Proof. The eigenvector equation gives∑
j
wjivj = λvi (11)
Summing the components we have
λ
∑
i
vi =
∑
i
∑
j
wjivj =
∑
j
∑
i
wji︸ ︷︷ ︸
1
vj =
∑
j
vj (12)
where the sum over j in the third expression is equal to 1
because of (8). The equation
λ
∑
i
vi =
∑
j
vj (13)
with λ 6= 1 has (10) as the only solution
The matrix W′ can be diagonalized as
W′ = TΛT−1 (14)
Let T and T−1 be defined as
T =
[
|φ1〉| · · · ||φn〉
]
(15)
and
T−1 =


〈ψ1|
−−
...
−−
〈ψn|

 (16)
Then |φi〉 are eigenvectors and 〈ψi| right eigenvectors ofW
′,
that is
W′|φi〉 = λi|φi〉
〈ψi|W
′ = λi〈ψi|
(17)
Let tij be the i, j element of T and τij that of T
−1, then
tij = 〈ei|φj〉 = φj,i (the ith component of |φj〉), and τij =
〈ψi|ej〉 = ψi,j (the jth component of 〈ψi|). We have
δij =
(
T−1T)ij =
∑
k
τiktkj =
∑
k
ψi,kφj,k = 〈ψi|φj〉 (18)
and
δij =
(
TT−1)ij =
∑
k
tikτkj =
∑
k
φi,kψj,k (19)
The matrix W′ is that of the standard random walk, and
its only equilibrium point is the probability vector |pi〉. This
vector satisfies the equation W′|pi〉 = |pi〉, that is, pi is an
eigenvector relative to λ = 1 and therefore φ1 ∼ pi, or
φ1,i = bdi (20)
with b > 0. From (9) we have
〈1n|W
′ = 〈1n| (21)
that is,
〈ψ1| = a〈1n| (22)
with a > 0. One of the constants a and b can be determined
by condition (18) (the other one is arbitrary):
1 = 〈ψ1|φ〉 = a · b ·
∑
i
di (23)
We can choose b = 1/
∑
di, leading to
φ1,i =
di∑
k dk
= pii (24)
and a = 1, that is 〈ψ1| = 〈1n|. Note that∑
k
φ1,k = 1
∑
k
ψ1,k = n
(25)
3. PAGE RANK WALK
In the Page Rank random walk, at each step we toss a
coin with probability u of giving heads. If the result is tail,
we pick a random neighbor and move to it. If the result is
head, we jump to a random node in the graph. That is, if
rij is the probability of jumping from a node i to a node j,
we have
rij = (1− u)
aij
di
+ u
1
n
= (1− u)wij +
u
n
(26)
The master equation for the page rank walk follows the gen-
eral schema of the standard walk, and is given by
pi(t+ 1) =
∑
j
pj(t)ωji
=
∑
j
(1− u)wjipj(t) +
u
n
∑
j
pj(t)
=
∑
j
(1− u)wjipj(t) +
u
n
(27)
Defining the vector
|p〉(t)
△
= [p1(t), . . . , pn(t)]
′ (28)
That is
|p〉(t+ 1) = (1− u)W′|p〉(t) +
u
n
|1n〉 (29)
The stationary point of this iteration (occupancy probability
at steady state) is given by
|p∗〉 = (1− u)W′|p∗〉+
u
n
|1n〉 (30)
Since 1 ≥ λi > −1 and u > 0, the matrix I− (1− u)W has
all the eigenvalues strictly positive and therefore it is non
singular. Eq. (30) can then be solved:
|p∗〉 =
[
I− (1− u)W′]−1
u
n
|1n〉 (31)
Equation (29) can be rewritten as
|p〉(t+ 1)− |p〉(t) = −
[
I− (1− u)W′]|p〉(t) +
u
n
|1n〉
△
= −Q|p〉(t) +
u
n
|1n〉
(32)
with
Q =
[
I− (1− u)W′] (33)
and the equilibrium can be rewritten as
|p〉∗ = Q−1
u
n
|1n〉 (34)
4. DYNAMICS OF THE PAGE RANK WALK
The matrix Q =
[
I−(1−u)W′] has the same eigenvectors
as W′ and eigenvalues
µi = 1− (1− u)λi (35)
with
u = µ1 < µ2 ≤ · · · ≤ µn = 1− (1− u)λn < 2− u (36)
If u = 0 the matrix Q is singular. We shall not consider this
case, which reduces to the standard random walk. If u > 0,
Q can be decomposed as
Q = TLT′
L = diag(µ1, . . . , µn)
(37)
Note that we place the eigenvalues in an usual order: nor-
mally the first eigenvalue is the largest while in out case µ1
is the smaller. We do this to maintain a simpler correspon-
dence between µi and λi.
Remark 1: Before we continue, we shall do a ”sanity check”
to verify that indeed p∗ is a probability vector, that is, that∑
i p
∗
i = 1 At equilibrium, we have
|p〉∗ = Q−1
u
n
|1n〉 =
u
n
TL−1T−1|1n〉 (38)
From the shape of T−1, we have
T−1|1n〉
∣∣
i
=
∑
k
ψi,k (39)
that is
T−1|1n〉 =
∑
h
∑
k
ψi,k|eh〉 (40)
From this it follows
L−1T−1|1n〉 =
∑
h
1
µh
∑
k
ψh,k|eh〉 (41)
TL−1T−1|1n〉 =
∑
h
1
µh
∑
k
ψh,k|φh〉 (42)
That is
|p∗〉 =
u
n
∑
h
1
µh
∑
k
ψh,k|φh〉 (43)
and ∑
i
p∗i =
u
n
∑
h
1
µh
∑
k
ψh,k
∑
i
φh,i (44)
Because of lemma 2.1, the only term remaining is that with
h = 1 for which µ1 = u, therefore we have∑
i
p∗i =
1
n
∑
k
ψ1,k
∑
i
φ1,i
†
=
u
n
1
u
n = 1 (45)
where the equality † comes from (25).
(end of remark)
* * *
Let us now go back to the iteration (32). If we iterate it
∆ times, assuming that the right-hand side is kept constant,
we have
|p〉(t+∆)− |p〉(t) = ∆
[
−Q|p〉(t) +
u
n
|1n〉
]
(46)
If we now consider t a continuous variable, divide by ∆ and
take the limit for ∆→ 0 we obtain the continuous approxi-
mation of the walk, that is
d
dt
|p〉 = −Q|p〉+
u
n
|1n〉 (47)
This equation can be interpreted as a diffusion equation un-
der the spatial operator Q. We are interested in studying
the time evolution of the probability as it approaches the
steady state.
The solution of (47) is
|p〉(t) =
u
n
Q−1|1〉n + e
−Qt|C〉 (48)
where |C〉 is an arbitrary vector that depends on the initial
conditions. Using the initial probabilities |p0〉, we have
|p〉(t) =
u
n
(
I− e−Qt
)
Q−1|1n〉+ e
−Qt|p0〉
=
u
n
T
(
I− e−Lt
)
L−1T−1|1n〉+Te
−LtT−1|p0〉
(49)
In order to analyze more in detail the dynamics of the walk,
we move to the eigenvector basis. Define |ζ〉 = T−1|p〉,
|ζ0〉 = T−1|p0〉, and
T−1|1n〉 = |b〉 = [b1, . . . , bn]
′ bi =
∑
k
ψi,k (50)
With these we obtain
d
dt
|ζ〉 = −L|ζ〉+
u
n
|b〉 (51)
with solution
|ζ〉(t) =
u
n
(
I− e−Lt
)
L−1|b〉+ e−Lt|ζ0〉 (52)
The matrix that determines the dynamics are in this case
diagonal, therefore each direction in the eigenvector space
evolves independently. Consider the direction of the first
eigenvector, corresponding to µ1 = u:
ζ1 =
u
n
(
1− e−ut
)
L−1|b〉
∣∣
1
+ e−utζ01
=
u
n
(
1− e−ut
) 1
u
∑
k
ψ1,k + e
−ut T−1|p0〉
∣∣
1
= 1− e−ut + e−ut T−1|p0〉
∣∣
1
(53)
If the walk begins at a specific node m, then p0k = δk,m that
is
T−1|p0〉
∣∣
1
=
∑
k
ψ1,kδk,m = 1 (54)
leading to ζ1 = 1. The first eigenvalue µ1 does not con-
tribute to the dynamics of the probability distribution, which
is determined uniquely by µ2, . . . , µn, the only eigenvalues
that actually depend on the structure of the graph.
5. NODE VISITATION
In the previous section we studied the evolution of the oc-
cupancy probability of the various nodes, en evolution that
is controlled by the values {µi}i≥2.
We are now interested in a different aspect of the walk,
namely how fast we visit the nodes of the graph, and whether
Page Rank allows us to visit the nodes faster than a regular
random walk.
Let us consider a graph in which traveling a random edge
leads us to a node with an average of q¯ neighbors3, and let
mt be the number of different nodes visited at time t.
If we consider a random node of the graph, the probability
that the node had already been visited is mt/n, and the
probability that the node is a new discovery is 1−mt/n.
Suppose now we have just arrived at a node v in the graph.
There are two ways in which this can happen: either we
were at a neighbor v′ and from that we walked to one of
the neighbors (this happened with probability 1− u), or we
decide to jump to a random node of the graph and with that
jump we arrived at v (this happened with probability u).
Once we are at v, we also have two alternatives as to what
to do: we can either move to a neighbor (with probability
1− u) or jump to a random node (with probability u).
Let us consider separately the two ways in which we may
have arrived at v and the possible ways in which we can
leave v.
Arrived from a neighbor (probability 1− u): the node
v has on average q¯ neighbors and, among these, there
is v′, the node we came from. At the node v we toss a
coin:
Move to a neighbor (probability 1− u): The av-
erage number of neighbors is q¯; with probability
1/q¯ we shall go back to v′, and not visit any new
node. With probability 1−1/q¯ we shall move to a
node other than the neighbor we came from and
in this case we have a probability 1−mt/n of vis-
iting a new neighbor. Considering the probability
of choosing this option, we shall visit a new node
3This is not the same as the average number of neighbors
per node determined picking a node at random from the
graph, a point that we shall consider later on.
with probability
(1− u)2
q¯ − 1
q¯
(
1−
mt
n
)
(55)
Jump to a random node (probability u): In this
case, it doesn’t really matter the fact that one of
our neighbors has certainly be visited: we jump
to a random node in the graph, so the probability
of choosing this option and visiting a new node is
(1− u)u
(
1−
mt
n
)
(56)
Arrived from a jump (probability u): In this case, it
really doesn’t matter how we decide to leave the node,
either with another jump or through a neighbor: we
are in a random area of the graph, our neighbors are
random nodes. The probability of visiting a new node
using this option is
u
(
1−
mt
n
)
(57)
Putting it all together, the probability that with a step of
the walk we visit a new neighbor is
(1− u)
[
(1− u)
q¯ − 1
q¯
(
1−
mt
n
)
+ u
(
1−
mt
n
)]
+ u
(
1−
mt
n
)
=
[
(1− u)2
q¯ − 1
q¯
+ (1− u)u+ u
](
1−
mt
n
)
△
= ν
(
1−
mt
n
)
(58)
where ν depends on u and can be written, after some ma-
nipulation, as
ν
△
= −
1
q¯
u2 +
2
q¯
u+
q¯ − 1
q¯
(59)
From (58), we determine that the average increment of
the number of nodes visited in the random walk is
mt+1 −mt = ν
(
1−
mt
n
)
(60)
Taking infinitesimal time steps, we transform this into a
differential equation
d
dt
m(t) = ν
(
1−
m(t)
n
)
(61)
which, assuming that we begin the walk from a single node
(m(0) = 1) gives
m(t) = n(1− e−νt/n) + e−νt/n (62)
Note that this is a dynamic very similar to that of the prob-
ability spread (the two are, of course, related, so this should
not come as a surprise). The visit is faster is ν is large and,
deriving (59) with respect to u, we see that the maximum
of ν is for u = 1. That is, the completely random visit is the
fastest. This is compatible with the results already obtained
in [16].
Of course, in practical situations, this doesn’t mean that
the random jumps on a social network are the best search
strategy: one must consider that nearby site often have re-
lated information, so a strategy that stays around as long as
there are resources and then jumps to a random node (that
is, something akin to ARS, but with random jumps in lieu of
Le´vy flights) might be optimal, This, however, goes beyond
the scope of this note.
6. TRANSIT TIME
We are now interested in determining the ”speed”at which
the walk moves, that is, the average time that it takes, if
we start from a node i, to reach a node j. We begin by
rewriting the master equation for continuous time. Note
that the values pij(t) are discrete probabilities on the nodes
but probability densities if we consider time. That is, if we
start from node i, the probability of arriving at node j in
the time interval [t, t+ dt] is pij(t)dt. With this in mind, we
can write the master equation as
pij(t) = δijδ(0) +
∫ t
0
pjj(t− τ )Fij(τ )dτ (63)
where δij is the Kronecker delta, δ(0) the Dirac’s, and Fij(t)
is the probability density of first passage, that is Fij(t)dt is
the probability that, starting from node i, we go for the first
time through node j in the interval [t, t + dt]. Taking the
Laplace transform of this relation, we have
p˜ij(s) = δij + p˜jj(s)F˜ij(s) (64)
that is
F˜ij(s) =
p˜ij(s)− δij
p˜jj(s)
(65)
This quantity is related to the expected time that we are
looking for. The expected time to go from i to j is the
average of the first passage, that is
〈Tij〉 =
∫ ∞
0
tFij(t) dt = −F˜
′
ij(0) (66)
In order to compute the derivative, we follow a procedure
similar to that in [16], translating it to continuous time. We
have
p˜ij(s) =
∫
e−stpij(t)dt
= p∗j
∫
e−st +
∫
e−st
[
pij(t)− p
∗
j
]
dt
△
= p∗j
∫
e−st +
∫
e−stpˆij(t)dt
(67)
where we have defined pˆij(t)
△
= pij(t) − p
∗
j . Computing the
first integral and expressing the exponential in the second
as a series, we have
p˜ij(s) =
p∗j
s
+
∞∑
n=0
(−1)n
n!
sn
∫
tnpˆij(t)dt
△
=
p∗j
s
+
∞∑
n=0
(−1)n
n!
snRnij
△
=
p∗j
s
Qij(s)
(68)
where we have defined the moments
Rnij =
∫ ∞
0
tnpˆij(t)dt (69)
and the shortcut
Qij(s) =
∞∑
n=0
(−1)n
n!
snRnij (70)
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Figure 1: The number of new nodes visited during the simulation (indicated as ”*”) and the predicted value
(continuous curve) for u = 0.1, 0.5, 0.8. The insets show the error (simulated minus predicted). The variance
of the data is very small, and was not indicated not to clutter the figures.
Note that Qij(0) = R
(0)
ij . We can now rewrite (65) as
F˜ij(s) =
1
p∗j
s
+Qjj(s)
[p∗j
s
+Qij(s)− δij
]
=
p∗j + s(Qij(s)− δij)
p+ j∗ + sQjj(s)
(71)
It derivative is
F˜ ′ij(s) =
Qij(s)− δij + sQ
′
ij(s)
p∗j + sQjj(s)
−
(Qjj(s) + sQ
′
jj(s))
[
p∗j + s(Qij(s)− δij)
]
(p∗j + sQjj(s))
2
(72)
Computing it in s = 0 we obtain
〈Tij〉 =
1
p∗j
[
R
(0)
jj −R
(0)
ij + δij
]
(73)
Taking the average over all pair of nodes, we have
〈T 〉 =
∑
i6=j
〈Tij〉p
∗
j =
∑
i
R
(0)
ii (74)
In order to compute the values R
(0)
ii we need to express
pij(t). From (48) we have
pij(t) =
u
N
〈ej |(I− e
−Qt)Q−1|1n〉+ 〈ej |e
−Qt|ei〉 (75)
that is
pˆij(t) = 〈ej |e
−Qt|ei〉 −
u
N
〈ej |e
−QtQ−1|1n〉
= 〈ej |Te
−LtT−1|ei〉 −
u
N
〈ej |Te
−LtL−1T−1|1n〉
(76)
Using the definitions (15), (16), and (50), we can expand
this equation as
pˆij(t) =
∑
k
e−µktφk,jψk,i −
u
N
e−µkt
µk
φk,jbk (77)
That is
R
(0)
ij =
∫ ∞
0
pˆij(t) =
∑
k
1
µk
[
φk,jψk,i −
u
Nµk
φk,jbk
]
=
∑
k
1
µk
ψk,iψk,i −
u
Nµ2k
∑
k
φk,ibk
(78)
Therefore, from (74) we have
〈T 〉 =
∑
i
∑
k
1
µk
φk,iψk,i −
∑
i
∑
k
u
Nµ2k
φk,ibk
=
∑
k
1
µk
∑
i
φk,iψk,i −
∑
k
u
Nµ2k
bk
∑
i
φk,i
(79)
The first summation over i is equal to 1 because of (19),
while of the second only the first term remains, the others
being zero because of lemma 2.1. Considering that µ1 = u
and applying (25), we have
〈T 〉 =
∑
k
1
µk
−
u
Nµ21
∑
i
φ1,i
∑
i
ψk,1
=
∑
k
1
µk
−
1
µ1
=
N∑
k=2
1
µk
=
N∑
k=2
1
1− (1− u)λk
(80)
This result is directly comparable with that of [16]. If u = 0,
the result is the same as that of [16] when α → ∞. Note
however that in [16] the dependence on the parameter α is
hidden in the dependence of λk while, in our case, λk is a
constant depending only on the structure of the graph, and
the dependence on u is explicit.
Note that, just as in the case of the dynamics, the re-
sult does not depend on µ1, but only on the eigenvalues
µ2, . . . , µn which describe the structure of the graph.
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Figure 2: The average time to transit between nodes
as a function of u: simulation data vs. model predic-
tions.
7. SIMULATIONS
We consider a Random graph created using the algorithm
of Leskovec et al. [11] with 1,000 nodes. On the graph, we
execute 200 random walks starting at a randomly selected
node and terminating when all the nodes have been visited.
Using these walks we estimate the number of new nodes
visited as a function of the number of steps, as well as the
average time to move from one node to another (the first
node of the estimation is, for each walk always the origin of
the walk).
Figure 1 shows the number of nodes visited and the pre-
dicted value for u = 0.1, 0.5, 0.8. The variance of teh data
was very small, and it is not shown to avoid clutter in the fig-
ure. The model slightly overestimates the number of nodes,
and the error is more pronounced for small u (viz. for walks
closer to the standard random walk.
Figure 2 shows the average transit time between nodes
as a function of u. In this case, and coherently with the
overestimation of Figure 1, the model underestimates the
actual time, although it always remains within the standard
deviation of the data, and the error is especially pronounced
for small u. The eigenvalues of the 1000× 1000 matrix used
for the model were estimated using an iterative method [14],
and their accuracy was not verified.
8. CONCLUSIONS
We have used a continuous approximation and spectral
analysis to determine the diffusion characteristics of Page
Rank random walks. In this, we have found some parallel
with Le´vy Random walks, which also give raise to superdif-
fusion [17]. The usefulness of this result is apparent espe-
cially in modeling searches: we now have a plausible model
of people’s individual search behavior that can provably gen-
erate walks whose statistical characteristics match those of
macroscopic search behaviors, such as ARS.
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APPENDIX
A. EIGENVALUE λ = −1
Let W be the random walk transition matrix of a graph,
which entails
wij ≥ 0 (81)
as well as (8). We want to prove the following:
Theorem A.1. W has an eigenvalue λ = −1 iff the graph
is bipartite4
Proof. Suppose first the graph is bipartite, with the two
sets of nodes containing n and m nodes. We can label the
nodes so that the nodes in the first set are 1, . . . , n and
those in the second are n + 1, . . . , m. This entails that the
adjacency matrix A has structure
A =
[
0 B
B′ 0
]
(82)
and the walk matrix is
W =
[
0 W1
W2 0
]
(83)
with W1 ∈ R
n×m and W2 ∈ R
m×n. From the general
properties of transition matrix, we have
W|1n+m〉 = |1n+m〉 (84)
From this and the structure of W, it follows
W1|1m〉 = |1n〉
W2|1n〉 = |1m〉
(85)
Consider now the vector
b =
[
|1n〉
−|1m〉
]
(86)
For om the structure of W and (85), we have[
0 W1
W2 0
] [
|1n〉
−|1m〉
]
=
[
−W1|1m〉
W2|1n〉
]
=
[
−|1n〉
|1m〉
]
= −b
(87)
Therefore b is an eigenvector with eigenvalue −1.
* * *
4Note that we determine the eigenvalue of W while the
equations that we use in the paper use W′. The two, how-
ever, have the same eigenvalues—but not the same eigen-
vectors, of course.
Suppose now that W has en eigenvalue −1. Let b its
eigenvector, and write
|c〉 =W |b〉 (88)
Clearly ci = −bi.
We first show that all the components of b have the same
absolute value. Suppose, by contradiction
bh = min
i
{bi} < max
i
{bi} = bk (89)
Then
|ck| =
∣∣∣∣∣∑
j
wkjbj
∣∣∣∣∣ ≤∑
j
wkj |bj |
(‡)
< |bk|
∑
j
wkj = |bk| (90)
where the inequality (‡) is strict because of (89) and the last
equality is due to (8). This contradicts ci = −bi.
Since all the elements have the same absolute value, we
can consider a vector b composed only of unitary elements,
that is b ∈ {−1, 1}n+m, and we can shift rows and columns
of W so that all the 1s are in the first positions, that is, b
is as in (86). Consider now the element ci with i ≤ n. Since
b is an eigenvector for the eigenvalue −1, we must have:
ci =
∑
j
wijbj =
n∑
j=1
wij −
n+m∑
j=n+1
wij = −bi = −1 (91)
Since wij ≥ 0 and (25) holds, the only way to obtain -1 is
to have wij = 0 for all j = 1, . . . , n, so that
n+m∑
j=n+1
wij =
n+m∑
j=1
wij = 1 (92)
The same argument applies to all i = 1, . . . , n. A similar
argument for i = n + 1, . . . , n +m shows that in that case
we must have wij = 0 for j = n+ 1, . . . , n+m.
Putting the two together we have the condition
wij = 0 if (i ≤ n and j ≤ m) or (i > n and j > n) (93)
This condition gives us the structure (83) for W, which im-
plies that the graph is bipartite.
