Previous theoretical approaches to understanding effects of electric fields on cells have used partial differential equations such as Laplace's equation and cell models with simple shapes. Here we describe a transport lattice method illustrated by a didactic multicellular system model with irregular shapes. Each elementary membrane region includes local models for passive membrane resistance and capacitance, nonlinear active sources of the resting potential, and a hysteretic model of electroporation. Field amplification through current or voltage concentration changes with frequency, exhibiting significant spatial heterogeneity until the microwave range is reached, where cellular structure becomes almost ''electrically invisible.'' In the time domain, membrane electroporation exhibits significant heterogeneity but occurs mostly at invaginations and cell layers with tight junctions. Such results involve emergent behavior and emphasize the importance of using multicellular models for understanding tissue-level electric field effects in higher organisms. E lectric field effects in biological systems are of long-standing scientific interest. Endogenous fields are important in development (1) and wound healing (2). Small external fields from dc to ϾϷ1 GHz are of interest with respect to sensory systems, medical applications, and possible human health hazards (3-12). Larger pulsed fields are involved in stimulation of excitable cells (13, 14) and electroporation and heating of tissue in vivo (15) (16) (17) (18) (19) and cells in vitro (20) (21) (22) (23) or ex vivo (24).
Previous theoretical approaches to understanding effects of electric fields on cells have used partial differential equations such as Laplace's equation and cell models with simple shapes. Here we describe a transport lattice method illustrated by a didactic multicellular system model with irregular shapes. Each elementary membrane region includes local models for passive membrane resistance and capacitance, nonlinear active sources of the resting potential, and a hysteretic model of electroporation. Field amplification through current or voltage concentration changes with frequency, exhibiting significant spatial heterogeneity until the microwave range is reached, where cellular structure becomes almost ''electrically invisible.'' In the time domain, membrane electroporation exhibits significant heterogeneity but occurs mostly at invaginations and cell layers with tight junctions. Such results involve emergent behavior and emphasize the importance of using multicellular models for understanding tissue-level electric field effects in higher organisms. E lectric field effects in biological systems are of long-standing scientific interest. Endogenous fields are important in development (1) and wound healing (2) . Small external fields from dc to ϾϷ1 GHz are of interest with respect to sensory systems, medical applications, and possible human health hazards (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . Larger pulsed fields are involved in stimulation of excitable cells (13, 14) and electroporation and heating of tissue in vivo (15) (16) (17) (18) (19) and cells in vitro (20) (21) (22) (23) or ex vivo (24) .
Biological cells contain highly conductive aqueous electrolytes separated by thin, low-conductivity membranes populated with electrically active macromolecules. As a result, multicellular systems are extremely heterogeneous with respect to their passive electrical properties (local resistance and capacitance) and both passive and active interaction mechanisms (ion pumps, voltage-gated channels, and electroporatable membrane regions). This heterogeneity creates a basic complication: an applied field, E ជ app , leads to a response field, E ជ res , that differs spatially and temporally from E ជ app within the biological system. Here E ជ app is the field that would exist if the biological system were replaced by a purely conductive medium.
Many of these interactions have biological relevance. Fields guide ionic currents (1, 2) and cause Joule heating. At cell membranes fields drive conformational changes in macromolecules, particularly ion channels (7, 13, 14) and membrane-associated enzymes (6, 25) , and cause electroporation (15-19, 26, 27) and the related events of electro-insertion (24) and electrofusion (22, 26, 27) . Several of these interactions can take place simultaneously, although often one interaction dominates. Importantly, these interactions depend on the local electric field, not the average applied field usually reported in experimental studies or predicted by tissue-level simulations. Accordingly, it is important to create and solve increasingly realistic system models that reasonably represent real cells and multiple cells in close proximity.
To analyze a cellular response quantities such as electric potential (), electric field (E ជ ϭ Ϫٌ), transmembrane voltage (U m ), current density (J ជ ϭ E ជ ͞; ϭ resistivity), and specific absorption rate (SAR; power dissipation per mass) (28) are sought throughout a system of one or more cells. Previous isolated cell models emphasized highly idealized and passive membranes. A recent single-cell model (29) has comprehensive conductive and dielectric properties, but represents the special case of an isolated spherical membrane without nonlinear membrane interactions. Solid tissue models avoid cellular complexity altogether by using average properties of Ϸ10 6 cells on a millimeter scale (8) .
Considerable attention has been given to transmembrane voltage-dependent mechanisms. The field-induced change in transmembrane voltage, ⌬U m , generally varies with position over a cell membrane, with ⌬U m difficult to predict except for isolated cells with simple shapes that are exposed to uniform E ជ app . In some analyses (29) the related internal membrane field is emphasized. In this case the position-dependent membrane field amplification gain is
nm is the membrane thickness. Field gain results from voltage concentration at the highly resistive membrane.
Traditional analytical approaches to determining cellular electric fields are based on spatially dependent, partial differential equations (3, 6-10, 29, 30) . Modeling difficulty arises from inclusion of resistive and dielectric properties in all regions, nonlinear ion channel conduction, irregular cell shapes, nearby cells, and (for strong fields) highly nonlinear and hysteretic changes in cell membrane resistance caused by electroporation. Here we show that transport lattices and Kirchhoff's laws (28) can solve these problems. We validate the transport lattice approach by comparing its predictions with analytical results for a spherical cell model for frequencies from 100 Hz to 10 GHz (29) . We then solve a didactic model of a complex multicellular system with 50 irregularly shaped cells for weak and strong electric field responses.
Methods
Transport Lattice Construction. We represent a system of electrolytes, membranes, and electrodes by a transport lattice (node spacing ᐉ; here of order 1 m) with elementary regions (volume ᐉ 3 ) assigned local charge transport or charge storage models (Fig. 1 ). This includes a nonlinear representation of the local ion channel population (Fig. 2) . Sites of cell membranes and electrodes can be prescribed by mathematical equations (Fig. 3) , digitized drawings (Fig. 4) , or images that are mapped onto the lattice to define elementary regions for assignment of local transport models (Fig. 1 ). The applied field is introduced by defining the locations of idealized electrodes (zero overvoltage), and then assigning a common potential to the nodes associated with each electrode. A thermal version of some aspects of this approach has been used to assess calorimeter design (31) .
Electrolyte Model with Conductive and Dielectric Interactions. Bulk liquid electrolyte is represented in two dimensions (2D) by four identical local charge transport models, M e , connected to a central node (Fig. 1) ; in 3D there are six models connected to each node. Each local model consists of a local electrolyte resistance, R e , in parallel with a local electrolyte capacitance, C e . For example, if ᐉ ϭ 1 m, an elementary volume of external electrolyte has R e ϭ e ͞ᐉ ϭ 8.3 ϫ 10 5 ⍀ (resistivity e ϭ 0.833 ⍀ m) and C e ϭ e 0 ᐉ ϭ 6.4 ϫ 10
Ϫ16
F (dielectric constant e ϭ 72.3), consistent with a charge relaxation time, e ϭ e e 0 ϭ 5.3 ϫ 10 Ϫ10 s (independent of ᐉ).
Membrane-Electrolyte Interface Region Model. The model for a membrane interfacing with two electrolytes, M e1ϩmϩe2 , has submodels ( Fig. 1 ) for charge transport in: (i) electrolyte 1 contacting one side of the membrane, (ii) the membrane, and (iii) electrolyte 2 contacting the other side of the membrane (Fig.  1 ). For ᐉ Ͼ Ͼ d m (membrane thickness; 5 nm), the electrolytes are approximated by parallel combinations R e1 ͞2 and 2C e1 , and R e2 ͞2 and 2C e2 .
Spherical Cell Model with Passive Interactions.
A discretized approximation to a spherical membrane is centered within a 29 ϫ 29 ϫ 29 node cube (ᐉ ϭ 1.14 m). The spherical cell (Fig. 3) is first assigned the large membrane resistivity of a typical artificial planar bilayer membrane, m ϭ lip ϭ 10 8 ⍀ m, to approximate the classic, insulating spherical cell membrane (8) . Bulk electrolyte dielectric properties are included ( Fig. 3 a-h ). The local membrane resistance value is
F, using a membrane dielectric constant m ϭ 5. The extra-and intracellular resistivities are e,ex ϭ 0.83 ⍀ m and e,in ϭ 4 e,ex . The cubic simulation region has Ϸ69,000 intranodal transport models and simulation region size (cube edge) L sim ϭ 32 m. The equation for a sphere is used to assign local transport models. The average radial distance of the resulting, discretized approximation to a sphere ( Fig. 3b ) is chosen to be 10 m. The simulation region's top and bottom boundaries are regarded as ideal planar electrodes, providing a uniform E ជ app .
For comparison with the second-order model spherical cell ( ) is assigned a fixed resistance, R lip , in parallel with the nonlinear current source. The membrane dielectric constant is m ϭ 5, as in the second-order spherical model (29) (Fig. 3) . The corresponding fixed mem- Each cell is elongated, with an irregular, asymmetric shape and contains a model for the nucleus. Nuclear membranes are assigned a fixed resistance, R lip , and capacitance, C m , as in previous models in which the nucleus is represented by a smaller concentric membrane within a spherical cell (8) . The simulation region's top and bottom boundaries are ideal planar electrodes, providing a uniform E ជ app . Based on quasi-electrostatic and penetration depth criteria (8) , this model is valid from dc to f Ͼ 10 GHz.
Membrane Channel Population Model from Whole-Cell Data. The nonlinear charge transport model for active and passive processes is derived from whole-cell data (32) , in which membrane current data [I(U m ); E in Fig. 2 ] were fit to the nonlinear function
where U m,0 is the cell's resting potential (the offset from U m ϭ 0), I c is a constant, w is the width of the sigmoid transition (Eq. 2) of g m (U m ), and g m Ϫ and g m ϩ are the minimum and maximum membrane conductances at very small and large U m , respectively (g is the reciprocal of resistance). The resulting nonlinear U m -dependent dynamic membrane conductance (Fig. 2 Right) has the form
[2]
The parameters had a fit value of w ϭ 22 mV, and I ch ϭ 36 pA. The fixed membrane resistance is removed from I ch (U m ) and shown separately as R lip (Fig. 1) , to be transparently consistent with traditional cell membrane models that contain explicit membrane resistance and capacitance. The data fit yields
Within an elementary area (ᐉ 2 ) the nonlinear dependence of current on U m involves the entire population of ion channels and pumps and intra͞extracellular ion concentration differences (33) .
In the cell models of Figs. 3 and 4 the magnitude of the nonlinear current source changes with position as U m varies over the membrane because of electric field interactions involving the response field, E ជ res . On a scale of ᐉ 2 , inhomogeneous channel distributions (14) can also be assigned over cell membranes as desired.
Membrane Electroporation Model. A simple electroporation model is used in a time domain solution of the multicellular model (Fig.  5) . A ''square'' pulse with a slew rate of 1,100 V⅐cm Ϫ1 ⅐s Ϫ1 and pulse duration of 10 s is applied. As U m changes throughout the model, membrane sites reaching U m Ͼ0.5 V make abrupt, irreversible downward transitions in resistance from ϷR lip to R m, [ep] . This finding corresponds to locally maximum permeabilization, consistent with 0.1% fractional aqueous area achieved during electroporation (34, 35) .
Transport Lattice Solution. Transport lattices (2D and 3D) are solved by Kirchhoff's laws, here using Berkeley SPICE version 3f5 (36, 37) , yielding charges, currents, and voltages throughout the lattice. These quantities are available at any node or for any transport model element (e.g., U m across M m ) and can be retrieved and then converted into quantities such as equipotentials (obtained by interpolation of nodal potentials), and SAR (dissipative power per mass within each elementary volume, ᐉ ). This step yields distributions of the traditional quantities , E ជ res , U m , J ជ , and SAR throughout the system model. Some of these quantities are displayed in Figs. 3-5, using MATLAB (Mathworks, Natick, MA). A single processor (1.2 GHz) computer with 1.5 gigabytes of memory, obtains solutions in 20 min (Figs. 4 and 5 ) to 8 h (Fig. 3) .
Results and Discussion
A transport lattice is a system model that allows many features of a cellular system to be included. The geometry of one or more cells can be irregular, because idealized shapes are not needed to solve the electrical circuit that corresponds to the lattice. Moreover, the system model can have many regions of fluid, each with different properties. Many local interaction models can be included, with each elementary membrane area (ᐉ 2 ) assigned different models of membrane function. Here we assign four models (Fig. 1) , keeping them identical at all cell membrane sites, with only the location, size, and shape of the cell varied (Fig. 4a) . Nuclear membranes are included, but are assigned only fixed resistance and capacitance, consistent with previous models in which the nucleus is represented as a smaller concentric membrane within a spherical cell (8) .
Kirchhoff's laws provide a fundamental description of charge transport along the localized paths that form the basis of electrical circuits (28) . These laws ensure that currents entering and leaving nodes obey charge conservation and that the voltage drops around each closed path add up to zero. A system model is therefore a very large electrical circuit. A transport lattice provides an approximate, alternative approach to traditional analytical and finite element methods. This approach is consistent with earlier use of electrical analog computers to solve partial differential equations by using relatively small circuits (38) . A transport lattice also allows both field-dependent transport (e.g., ionic conduction in aqueous electrolytes) and transmembrane voltage-dependent transport (e.g., voltage-gated channels and electroporation) to be easily incorporated into a system model. All of the local models interact, through paths that connect nearest neighbor local models. As computer power increases, the number of local models can be made larger, following the basic approach described here.
For comparison to analytical results (Fig. 3) we first treat the classic spherical cell model (3, (6) (7) (8) 29) by confining an approximately spherical membrane to a small volume. The low-frequency transmembrane voltage change at the sphere's poles for a high resistivity membrane is 0.99 times the analytical result, ⌬U m,pole ϭ G m,pole (0)E app d m ϭ 1.5 E app r cell . This classic analytical prediction holds for an unconfined cell and infinitely distant electrodes (3, (6) (7) (8) . The membrane area-averaged transmembrane voltage change squared is relevant to accumulated chemical change caused by periodic fields (7) and is 0.99 times the classic result, ⌬U m 2 ϭ 0.75 E app 2 r cell 2 . The transport lattice region is somewhat larger than the cell (Fig. 3a) and therefore confines currents compared with an electrolyte of infinite extent. Cell confinement is a realistic condition for most in vivo tissues (15) (16) (17) (18) and some in vitro systems (20) (21) (22) . The transport lattice also has a finite number (here 1,218) of membrane sites where U m is determined (Fig. 3b) . For this reason our predictions yield slightly different transmembrane voltage changes than the analytic result.
The response field changes significantly with frequency. Below Ϸ100 kHz, E ជ res is nearly excluded from the cell, whereas at Ϸ1 MHz the intracellular field is larger than the extracellular field over most of the cell. For 10-100 MHz the membrane impedance is negligible, and the larger intracellular resistivity is fully revealed (field inside larger than outside). However, for 1-10 GHz, E ជ res is almost uniform throughout, making the cell almost ''electrically invisible'' (Fig. 3 c-h ).
We also made predictions for a spherical cell model with the smaller membrane resistivity and dielectric properties of the intra-and extracellular electrolytes used recently by others (29) (Fig. 3) . In this case, the field gain at the cell's poles, G m,pole ( f ), agrees well with the second-order analytic model (29) . Both models predict a large, frequency-independent gain from dc to Ϸ100 kHz, which is caused by conduction-dominated voltage division within the model (Fig. 3i ). Both models also predict a nonzero field gain plateau for frequencies ϾϷ300 MHz. This microwave frequency result is caused by dielectric-dominated voltage division. The slightly different predictions (Fig. 3i) arise mainly because the transport lattice region is finite, whereas the analytic model has infinite extent.
The multicellular system model results show that two basic types of field-amplifying mechanisms can exhibit frequencydependent emergent behavior. Multiple cells can concentrate the current density, J ជ , and can therefore amplify E ជ app to generate E ជ res ϭ J ជ , increasing local SAR and thermal effects. Nonthermal interactions based on electroconformational mechanisms at the cell membrane (voltage-gated channels, field-sensitive enzymes, electroporation) involve position-dependent membrane field amplification gain, G m ( f ), which can be regarded as voltage concentration.
Frequency-Dependent Amplification of E ᠬ app by Current Density Concentration. Consider the current density within the invagination of Fig. 4 . As f increases from 100 Hz or less, the current density becomes increasingly concentrated within the invagination's electrolyte. In this sense E ជ app is amplified, with E ជ res increasing from almost zero at 100 Hz to appreciable values at higher frequencies (Fig. 4 c-h ). Regions with concentrated J ជ are apparent from examination of the blue equipotential lines. Closer line spacing corresponds to a larger E ជ res and (for the same resistivity) larger J ជ . As frequency increases displacement currents increasingly flow across the membranes of cells lining the invagination and also across membranes of nearby cells. Thus, for time varying fields with high frequency components, invaginations can concentrate J ជ and thereby amplify an applied field. Below Ϸ300 MHz current density concentration also occurs within the cell layer gap (above site C), but involves pure conduction current that changes with frequency because of interactions throughout the system model. This causes elevated SAR (localized heating source; Fig. 4 i-m) . Additional frequency-dependent distributions of fields are seen to emerge within and near the subendothelial cells that comprise the bulk of the model.
Above Ϸ300 MHz concentration of J ជ by the multicellular system diminishes (Fig. 4n) , the electric field becomes almost uniform (Fig. 4h) , and emergent behavior is essentially lost. The response field approaches that of isolated cells (Fig. 3h) , with the nearly uniform E ជ res Ϸ E ជ app generating an extra-to intracellular SAR ratio close to e,in ͞ e,ex (here a factor of 4). In this frequency range power dissipation is governed mainly by the electrolyte conductivity, with the largest heating in regions with the smallest conductivity (here extracellular fluid; Fig. 4n ). These current density concentration responses are not quantitatively foreseen by isolated single-cell models. Very large G m ( f ) that is achieved by very large and specialized multicellular structures is fundamental to detection of weak dc and extremely low-frequency fields. The ampullae of Lorenzini in elasmobranch fish concentrate a whole body voltage to two layers of specialized cells (4, 9) . The relatively small nonspecialized multicellular invagination of Fig. 4 leads to much smaller but nevertheless significant membrane amplification at low frequencies for some cells, but this is essentially lost at microwave frequencies.
Electroporation and Electric Field Inhomogeneities. Time domain electrical responses also exhibit emergent behavior. We consider electroporation, which is a nonthermal effect that nonlinearly depends on U m and involves voltage concentration (8, 35) . Electroporation is shown here to be favored at sites near an invagination and a cell layer gap (Fig. 5) . The spatial distribution of electroporation is predicted during a pulse of magnitude E ជ app ϭ 1,100 V⅐cm
Ϫ1
, typical for small molecule delivery in vivo (18) . For this pulse the electroporation distribution stops growing within Ϸ5 s. Unlike the smooth electroporated polar region of a large, isolated spherical cell (34) electroporation in the multicellular model is highly nonuniform. A complex pattern of electropermeabilized cell membrane regions develops, preferentially in and near the cell layer, and near the gap in the layer. Such heterogeneity is relevant to in vivo electroporation (16, 18, 39) .
The greatly decreased resistance of electroporated membranes does not create a homogeneous E ជ res (compare the 100-Hz equipotentials of Figs. 4c and 5 a-c) . Even if all cell membranes were extensively electroporated emergent behavior persists (Fig.  5 d and e) . This result supports the view that achieving a homogeneous electrical response below microwave frequencies is extremely difficult in multicellular systems.
Microwaves are indeed extremely effective in generating a nearly homogeneous response in a multicellular system with nonelectroporated cells (Fig. 4h) , almost eliminating significant field amplification. This conclusion is relevant to reported nonthermal effects in a multicellular organism at microwave frequencies (12) and the use of magnetic resonance imaging with very strong magnetic fields that involve Larmour frequencies Ն300 MHz. Subcellular structures, particularly magnetosomes (40) , create small inhomogeneities on a length scale of their size (Ϸ0.1 m), which is much smaller than typical mammalian cells and therefore insignificant on a multicellular scale.
Together our results illustrate the importance of considering multicellular models for the response of biological systems to electric fields. Predicting electrical quantities is a necessary first step for estimating field-induced chemical changes (7, 9, 27, 41, 42) that will be needed to achieve a comprehensive understanding of interactions of electric fields with cellular systems. Transport lattice models of cellular systems for heat transport and molecular and ionic transport are also possible and can be used in combination with an electrical transport lattice model to approach more general cell modeling problems. As illustrated here, one goal of cellular system models can be creation of models for small (Fig. 4) to large (Fig. 5) electric fields by using a single system model. The multicellular model shows that some cells may experience thermal effects through localized heating associated with current density concentration. Other cells may have nonthermal effects through voltage concentration that favors transmembrane voltage-dependent interactions (channel gating, electroconformational coupling, electroporation). Both types of responses can involve the interaction of many cells. Cell models based on transport lattices are a restricted subset of complex networks (36, 43) , with only nearest neighbor connections. Their essential feature is prediction based on the interaction of many local transport models within a system model.
