Abstract-Data fusion and distributed detection have been studied extensively, and numerous results have been obtained during the past two decades. In this paper, the design of fusion rule for distributed detection problems is re-examined, and a novel approach using Bayesian inference tools is proposed. Specifically, the decision fusion problem is reformulated using hierarchical models, and a Gibbs sampler is proposed to perform posterior probability-based fusion. Performancewise, it is essentially identical to the optimal likelihood-based fusion rule whenever it exists. The true merit of this approach is its applicability to various complex situations, e.g., in dealing with unknown signal/noise statistics where the likelihood-based fusion rule may not be easy to obtain or may not even exist.
I. INTRODUCTION

D
ATA fusion refers to the inference problem where data are gathered from distributed agents and are processed collectively at a fusion center. Fig. 1 is a simple illustration of a data fusion system, where data generated by some underlying phenomenon and collected at local agents are transmitted, with possible preprocessing, to a central processor, where inference about the underlying phenomenon and any ensuing decisions are to be made. Extensive research has been conducted in the past two decades and is documented in [1] - [3] .
The problem of interest in this paper is distributed detection and, in particular, the fusion of decisions from local sensors. Spurred by many real-world problems, many of them related to military surveillance applications, distributed detection has been vigorously studied, and many fundamental results have been obtained in this area [1] , [2] . Performancewise, it is desirable for the local detectors to send the raw data to the fusion center, where the problem of interest is often termed predetection fusion [4] . Such an approach usually yields optimal detection performance as there is no information loss at the local sensor. However, in practical situations, the sensors are scattered and are often located far away from the fusion center. The information that can be transferred from the sensors to the fusion center is, therefore, limited by the communication channel and other practical considerations. These limitations often mandate that the observations at local sensors be processed (compressed) prior to being sent out to the fusion center. The need for local processing greatly complicates the problem. In fact, the majority of the literature deals with the optimization of local decision rules, which is often times coupled with the fusion rule, by applying various classical inference tools, such as the Neyman-Pearson criterion and Bayesian detection theory. The success of classical statistical inference methods, however, depends largely on some simplifying assumptions that are often not valid in practice. In certain situations, however, it may be desirable to consider the design of fusion rules independent of the local decision rules. For example, it may not always be practical to constantly adapt the local decision rule according to a changing environment. For a set of fixed local decision rules, Chair and Varshney [5] proved that the optimal fusion rule based on the data received from the sensors is a weighted sum of local decisions, provided the performance indices (in terms of false alarm rate and probability of detection) of local detectors are available. Similar results exist for soft output (multibit quantization) from local sensors [2] . Without the conditional independence assumption, however, the fusion rule is much more complicated, and results are usually limited to the case of hard decisions at the local output [6] - [8] .
More general results about distributed detection for spatially correlated observations are also available, see, e.g., [9] . Notice that the above work requires explicit knowledge of the performance of each local detector, which is not possible when the signal and/or noise statistics are not completely known.
We propose in this paper a novel approach using Bayesian sampling to attack the decision fusion problem. The approach is readily applicable to much more complex situations where the classical approach will either fail or become too complicated to carry out, such as problems involving unknown signal/noise statistics, and possibly sensors with dependent observations. A key observation in applying Bayesian inference to distributed detection is to recognize the enormous resemblance between hierarchical models and distributed detection problems. Hierarchical models are applicable to problems where parameters and/or observations interact (in the form of conditional probability) through a certain hierarchical structure. Fig. 1 clearly suggests that such a hierarchy exists for the data fusion problem. A hierarchical model is "Bayesian friendly" because its structured dependence among variates allows easy calculation of conditional probabilities. Under the Bayesian inference framework, unknown parameters associated with the model are assumed random with a suitable prior (often chosen to be vague or noninformative), and the aim is to obtain the posterior distribution of those parameters that are of interest. Notice here that the term "Bayesian" has a different meaning than that in Bayesian detection theory. In Bayesian detection theory, each different hypothesis is assigned a prior probability, which is assumed fixed and known, and the ensuing inference procedure is classical in essence. In the true Bayesian inference paradigm, all the parameters involved, including the prior probabilities on different hypotheses, are assumed random, and the goal is to obtain the posterior probability of every unknown parameter.
The organization of the paper is as follows. In the next section, we detail the reformulation of the distributed detection problem using a hierarchical model along with the development of a Gibbs sampler for generating posterior samples. The results for both binary detection and multiple hypothesis testing also known as classification problems are presented. In Section III, we illustrate this new methodology for decision fusion using some of the well-known examples. In particular, we demonstrate the performance of the new approach in situations that involve uncertainty regarding the underlying environment that renders the true likelihood-based fusion rule not applicable. Section IV concludes the paper with a discussion on some interesting open problems.
II. HIERARCHICAL MODELING AND GIBBS SAMPLER FOR DECISION FUSION
A. Hierarchical Modeling for Binary Detection
Hierarchical models (HMs) are best suited to describe situations where observations and/or parameters can be related or connected to each other through a hierarchical structure. A well-known application is in problems involving exchangeable parameters/variables-they come from a common population distribution, yet their order, or index, does not carry any information [10] . In the sensor fusion problem, for example, the order, or labeling, of the sensors is irrelevant to the inference task at hand. This exchangeability allows us to link the set of parameters together by assuming a common population distribution for them, thus creating the top of the pyramid on which a hierarchical model can be built. We mention here that although modeling based on exchangeability is a prominent example for the application of hierarchical models, it is not a requisite for HM to be useful.
Specification of a hierarchical model usually involves two steps. The first is to understand the physical phenomenon and the associated dependence structure. This enables us to construct a hierarchical model that reasonably approximates the physical meaning of the underlying problem. The proposed model should incorporate those unknown parameters that are relevant to the inference task and clearly describe the dependence structure among these parameters. This step often involves some necessary approximations-an accurate characterization of a complex system may be either impossible to obtain or too complicated to work with. The second involves selection of the priors for all the random parameters involved in the hierarchical model. While specification of the priors is often considered subjective in the absence of a priori information, there are established rules and theory that can serve as a guideline to select a prior to avoid subjectivism [11] . A prominent example of this is Jeffreys' rule [12] , which is based on the invariance of Fisher information and often results in priors that are conceptually vague or noninformative.
With reference to Fig. 1 , we see that the local decisions s are functions of local observations s, which in turn come from distributions dictated by a common underlying phenomenon. This is precisely the type of hierarchical structure that we discussed earlier, where parameters/observations interact with each other in the form of conditional probabilities through a layered structure. Therefore, we notice a natural relationship between decision fusion and hierarchical models. We elaborate further in the following.
We define, for binary hypothesis testing, a random variable : if is true. if is true.
The inference on the underlying hypothesis is now converted to inference on the random variable . Under the Bayesian inference framework, is most commonly assumed to be a Bernoulli random variable with success probability . Notice the subtle difference from Bayesian detection theory: In Bayesian detection theory, is assigned a fixed prior on each hypothesis, which may be hard to determine or justify in practice. Here, the success probability is not fixed but, rather, is assigned a prior that makes it more robust in practice. For conjugacy, 1 we assume a prior for . We make a note here that the uniform distribution, which is conceptually the most vague prior, is a special case of distribution. Given , which is the underlying hypothesis, the local observations s can be specified by conditional probabilities, depending on the value of . The last layer of the hierarchy consists of the local decision rules, which are assumed to be fixed here, and whose outputs, which are denoted by (cf. Fig. 2 ), are the observations at the fusion center where a final decision is to be made. The joint distribution of all the parameters involved, under the hierarchical model assumption, is easily obtained as (1) where is the indicator function defined as if . otherwise.
The hierarchical model for the decision fusion problem is shown in Fig. 2 . We describe each layer in the hierarchical model as follows.
• Prior on -For conjugacy, it is most convenient to choose the prior for as distribution. The resulting posterior of given is then also a distribution, given that is a Bernoulli random variable. For simplicity and noninformativeness, we choose in our simulations, which reduces the distribution to a uniform distribution. An alternative approach is to choose hyper priors for to allow more modeling flexibility and increased robustness [10] , [13] .
• First level-is assumed to be a Bernoulli random variable with success probability .
• Second level-This represents the likelihood function.
Given , we should be able to calibrate probabilistically the input to the local sensors in terms of , where includes observations at all sensors. Notice here that there is no restriction as to the form of the likelihood. Therefore, it should be possible to extend this framework to problems involving correlated observations among local sensors.
• Third level-This represents the local decision stage. A deterministic mapping (quantization) from the observation to local decision is assumed known. The local decision vector forms the input to the fusion center. In the present work, we assume conditional independence among different sensor observations. This assumption simplifies our presentation and is implicitly used in Fig. 2 . Our goal is to infer about the Bernoulli random variable using its posterior probability. From the model, the posterior probability-based inference on is equivalent to estimating the posterior mean for , which is precisely the definition of probability of being 1.
B. Gibbs Sampler for Decision Fusion
Bayesian inferencing aims at finding the posterior probability of the parameters of interest. Analytical results are most desirable if they exist. In complex situations where a large number of parameters are involved, as is the case with hierarchical models, obtaining explicit analytical results may not be practical. A powerful tool for these problems is the Bayesian sampling approach that we employ here.
A Bayesian sampling approach carries out the inference process by finding the empirical posterior distribution of the parameters of interest. Under this paradigm, samples of these random parameters that follow the posterior distribution of the parameters conditioned on the observations are generated. A sampling-based approach has long been recognized as a key to the success of Bayesian inference methods due to the fact that analytical solutions (even analytical approximations) often fail in complex situations. Various posterior simulation methods have been developed for Bayesian inferencing, including direct simulation and successive approximation, among others; see [13] . Although they have attained some success in applications, the direct sampling approach has encountered enormous difficulty when dealing with complex problems, e.g., problems with high-dimensional parameter sets. This problem is largely solved with the discovery (or more precisely, the rediscovery) of Markov Chain Monte Carlo (MCMC) methods, which are mainly responsible for the revival and popularity of the Bayesian inference approach since the late 1980s [14] . MCMC circumvents the difficulty of the direct approach by carefully designing a sample trajectory that, upon convergence, assumes a stationary distribution that follows the desired posterior distribution.
For hierarchical models, a Gibbs sampler has proved to be the most efficient and effective among various MCMC methods. A Gibbs sampler, in short, is an iterative sampling scheme where, at each iteration, parameters are sampled alternatively using their full conditional distributions. To illustrate this, assume that we have obtained a joint posterior distribution of all the parameters involved:
, where represents the observations. From the joint posterior, we can obtain the following full conditional distributions for each parameter:
. . .
If we draw samples iteratively according to the above full conditional distributions, then it can be shown that under certain regularity conditions, the sample sequence will converge to a distribution specified by the joint posterior probability of all the parameters [15] . Notice that, in general, each in the above full conditional distribution may contain a subset of the parameters. For a hierarchical model conditioned on any particular layer, the variables that belong to the layers above and below are independent of each other. Therefore, the full conditional distributions often reduce to very simple and low (and often times one)-dimensional form that is easy to sample. In the following, a Gibbs sampler is presented for the hierarchical model for decision fusion described in the previous section.
• (2) where, under the Bernoulli assumption on and prior for , the above probability is also a random variate: the so-called conjugacy property.
• This follows from the fact that is a deterministic function of the local observation vector . In the case that is a threshold rule, the above conditional probability results in a truncated likelihood function at local sensors.
• (3) where . The above follows from the fact that given , and are independent of each other, which is a direct result of the hierarchical structure. The Bayesian sampling-based fusion rule can be summarized as follows.
Initialization: The unknown variables involved are , , and , and the observations are contained in . Initial values for the unknown parameters may be chosen arbitrarily. Multiple sampling paths can be obtained by choosing different initial values for the unknowns. This would facilitate the monitoring of the convergence of the Gibbs samplers, as mentioned later. Notice that the initial values for must be chosen such that , i.e., they need to be consistent with the sensor output vector according to the local decision rule. We denote the initial values by , , and . Bayesian Sampling: This step generates samples for the unknowns that, after convergence, should follow their respective posterior probability given observations .
• Given , , and , we generate , , and using the random variable generator specified by the full conditional distributions in (2) through (3). Notice that the specification of these full conditional distributions require both the observation and the samples at the previous instant, i.e., , , and .
• Increment , and repeat the above sampling procedure until we have obtained samples, where is a preselected number that is large enough to guarantee the convergence of the sample path. Inference: This is the step where we obtain the final fusion result. Notice that the previous sampling step has generated a sequence of samples for , that is, , which are assumed to follow the posterior distribution for . Therefore, we use the following decision rule:
where is the mean value of the samples for , i.e., where the first samples are excluded as they are considered to be in the transient phase of the Gibbs sampler.
Notice that the parameter is defined as the probability that , where the above decision fusion rule is essentially the posterior probability fusion rule using the Bayesian sampling approach.
Some discussion regarding the convergence of the Gibbs sampler is in order. While Markov process theory [15] guarantees the convergence of a Gibbs sampler, it does not tell exactly when the convergence will occur. Nonetheless, there are many heuristic ways to check the convergence of a Gibbs sampler [13, ch. 11] . For example, one can run multiple Gibbs samplers with different starting points and monitor the individual sample trajectory. Convergence occurs if all trajectories start to "merge" with each other. Quantitative convergence measure can also be adopted for convergence check. For example, if multiple Gibbs samplers are available, the variances of betweenand within-sequence samples of some particular scalar parameters can be used. In this paper, since we care mostly about the feasibility of the methodology and performance of the new approach, we would simply preselect a fixed and large enough iteration number , which can be determined empirically by simple numerical experiments. Depending on the dimension of the problem, we may choose smaller to reduce the computational complexity in real-time applications.
A nice property of the Bayes sampling approach is its plug-in capability; as long as the probability distribution of local observations and the local decision rules are well defined, we can simply plug them in the above formulation and crank up the Gibbs sampler. Further, the Bayesian inference approach is advantageous in dealing with signal/noise uncertainties. In the presence of unknown signal/noise statistics, likelihood-based fusion rules have to resort to various means, often times ad hoc, to deal with the so-called nuisance parameters. This problem, however, is essentially nonexistent in the Bayesian inference framework; every unknown parameter is assumed random with a suitable prior, including the nuisance parameters.
C. Extension to Multiple Hypothesis Testing
We define, for -ary hypothesis testing, a random variable :
The inference on the underlying hypothesis is now converted to inference on the random variate . We assign each hypothesis a prior probability (with ), where is therefore a single trial multinomial random variable with success probabilities 2 We note here that a multinomial random variable is a high-dimensional generalization of the binomial random variable of which Bernoulli is a special case with number of trials equal to one. Under Bayesian detection theory, each is assigned a fixed value. Under the Bayesian inference framework, those s are now assumed random. A clear advantage of the randomness assumption is its robustness against possible prior mismatch. For the set of s, we further assign a Dirichlet prior for conjugacy [16] . Again, this is analogous to the binary detection case, where a prior is used for the Bernoulli variable . A Dirichlet random variable is a high-dimensional generalization for the random variable, which is a natural choice for describing the distribution for probabilities. Given this definition, the joint distribution of all the parameters involved has the formal representation, as in (1) . The above hierarchical model is similar to that described in Section II-A and is detailed in the following.
• Prior on : Dirichlet with parameters . Thus where is the gamma function defined, for real , as [17, p. 942] For simplicity and noninformativeness, we can choose , where is close to zero [13] . As before, an alternative approach is to choose hyper priors for s to allow more modeling flexibility, but it may complicate the computation to a certain extent. Again, we emphasize that Dirichlet prior is a high-dimensional generalization of the distribution, which is usually used to model the prior for probabilities.
• First level-. This is a highdimensional generalization of a Bernoulli trial. 2 Because of the constraint p = 1, there are only M 0 1 free parameters in the density function for multinomial random variables.
• Second level-: the likelihood function. Notice here that the likelihood can be different from sensor to sensor.
• Third level-: This is a local decision rule. This hierarchical model for the multiple hypothesis testing case can be used for the fusion of classifiers.
III. EXAMPLES
In this section, we present a number of examples to demonstrate the performance of the Bayesian sampling-based fusion rule. Our purpose is twofold. First, we want to show that its performance is virtually identical to that of the optimal likelihood-based fusion rule whenever it exists. Second, we want to demonstrate that the new fusion method works well in situations where the likelihood-based fusion rule does not exist. For the latter, we choose the scenario where noise uncertainty exists in terms of unknown noise variance. We present examples both for binary hypothesis testing and multiple hypothesis testing.
An important issue in the implementation of the Gibbs sampler is the convergence of the sample sequence, i.e., at what point can we claim that the samples start to follow the posterior probability. Various means can be used to determine the approximate convergence, including monitoring the convergence of certain scalar parameters. For example, we can use several independent Gibbs samplers with possibly different prior specifications. Approximate convergence occurs when different sample trajectories start to become "indistinguishable." In our simulation, we use 250 iterations in the Gibbs sampler and choose the last 200 to calculate the posterior mean of the parameters of interest, thus preventing the effect of initial transient phase of the Gibbs sampler. The implication is that convergence occurs usually after 50 iterations. A total of 50 000 Monte Carlo runs are used in each of the following examples.
A. Binary Detection
Three examples are presented. The first two consider the testing of possible shift in the mean under different noise statistics, i.e., the problem of detecting a constant amplitude signal observed in noise. The last example deals with uncertainty in noise variance under the Gaussian assumption.
Example 1-Gaussian Shift in Mean:
The first example we study is a simple shift in the mean problem under Gaussian noise. Under , each local observation is assumed to be zero mean Gaussian with variance , whereas under , the local observation has a nonzero mean and is otherwise the same as under . Further, we assume that both and are known. As for local decisions, we assume that a simple thresholding with threshold is used, i.e., .
Since the observations at the local sensors are independent identically distributed, it is easily seen that the optimal likelihoodbased fusion rule relies solely on the sum of s [5] .
To develop a Gibbs sampler for this problem, we need to first find the joint posterior distribution of all the parameters. This can be readily written as (5) Now, we need the full conditional distribution of each random parameter involved. Using the hierarchical model specified in Section II, we have the following for each unknown parameter.
• i.e., . This is so because it is easy to identify that the conditional probability must be proportional to . • • In Fig. 3 , we provide the simulation results on the performance of different fusion rules. Eight sensors are assumed. The shift in the mean is assumed equal to one with unity noise variance. The threshold at the local detectors is 0.5. We see that the Bayesian sampling approach has virtually the same performance as the optimal likelihood-based fusion rule, which in this case is simply the thresholding of the sum of sensor outputs because of the symmetry among the sensors [5] . the ideal ROC curve of pre-detection fusion is also plotted for reference; the raw observations at local sensors are assumed available at the fusion center, where likelihood-based detection is performed.
While, performancewise, the Bayesian sampling approach has no advantage over the likelihood-based fusion rule, and, in this particular case, its implementation is much more involved than the likelihood-based fusion rule, we should emphasize here that the true merit of the new approach is its wide applicability to complex situations where the classical approach based on conventional detection theory suffers performance degradation or fails to apply.
Example 2-Different Sensor Noise Statistics:
In this example, we investigate the case where different sensors experience different noises. We choose Gaussian and Laplace (double exponential) as the two noise distributions, and in particular, we assume that half of the sensors experience Laplacian noise, whereas the other half observe Gaussian noise. Under , the observations are assumed to have zero mean at the local sensors, whereas under , the observations have mean . The scale parameter for Laplacian noise and variance for Gaussian noise are all assumed known. Again, local decision rules are assumed to be a simple threshold device.
The likelihood-based fusion rule employs a weighted sum of local decisions, where the weights depend on the performance indices (false alarm rate and probability of detection) at the local detectors. In the case of heterogeneous noise statistics, the weights corresponding to different sensors will be different even if the thresholds at local sensors are chosen to be the same. Consequently, different threshold values will result in a different set of weights. The Bayesian sampling approach, on the other hand, is essentially identical to the previous example, except that the Gaussian density function is replaced with Laplace density for half of the observations. Fig. 4 shows the simulation results where , and the scale parameter for Laplacian noise and variance for Gaussian noise are all chosen to be 1. The number of sensors is eight; hence, four of them observe Gaussian noise, whereas the other four observe Laplacian noise. The threshold is chosen again to be , and for this threshold, the likelihood-based decision statistic, which is derived in the Appendix, turns out to be (6) where
• is the number of sensors that experience Gaussian noise and declare 1; Fig. 4 . ROC curves for likelihood-based fusion and Bayesian sampling fusion rules for heterogeneous noise statistics. Here, the number of sensors is eight, and the mean shift is one. Four out of the eight sensors observe Gaussian noise, whereas the other four sensors observe Laplacian noise. The threshold used at each local detector is 0.5.
• is the number of sensors that experience Gaussian noise and declare 0; • is the number of sensors that experience Laplacian noise and declare 1;
• is the number of sensors that experience Laplacian noise and declare 0; • , where ;
Clearly, from Fig. 4 , the performance of the Bayesian sampling approach is again virtually indistinguishable from that of the optimal likelihood-based fusion rule.
Example 3-Multibit Local Decisions With Unknown Noise Statistics:
In the previous examples, the local detector makes a simple binary decision that results in a significant simplification in terms of the likelihood-based fusion rule. In situations where multibit ("soft") decisions are available at the local detectors, the optimal likelihood-based fusion rule is more involved. Further, in the previous examples, all the statistics of the observations at the local sensors were assumed known; this is why a likelihood-based fusion rule can be obtained in a straightforward manner. In practice, however, signal and/or noise statistics may not be available (e.g., they may be time varying). Under this scenario, the likelihood-based scheme does not apply directly. In fact, because of the limited information available at the fusion center (decentralized and truncated sources), even a generalized likelihood ratio-based scheme may not be easy to obtain. We also note here that if binary decisions are made at the local detectors, then the uniformly most powerful test exists for this problem, even if the noise variance is unknown due to the monotonicity of the likelihood function at the local sensors.
Under the Bayesian inferencing framework, however, there is no substantial difficulty in fusing soft decisions in the presence of signal/noise uncertainty. What needs to be done is to find suitable priors for the unknown nuisance parameters and incorporate them in the hierarchical model as well as the Gibbs sampler. Here, we use the simple example considered in Example 1 to illustrate the approach. Again, consider the Gaussian shift in mean, except that we assume here that the local decision yields 2 bits per observation and that the noise variance is unknown. Specifically, assume that the local decision is a simple quaternary quantizer with thresholds , i.e., .
For the unknown variance , we choose noninformative prior [13] , i.e.,
where is the unit step function. 3 To facilitate the Gibbs sampler, we need to find the full conditional distribution for given the specified prior, and we get which is inverse . An alternative approach is to choose a conjugate prior, that is, we choose the prior for to be inverse gamma, which results in the same form of posterior for . For the Gibbs sampler, all we need is to insert the above full conditional distribution into the iterative sampling scheme described previously. We compare the performance to the likelihood-based fusion rule, assuming perfect knowledge of . The results are plotted in Fig. 5 . Clearly, the Bayesian sampling approach is fairly close to the optimal fusion rule, even when the noise variance is not known.
B. Mutliple Hypotheses
Two examples involving multiple hypothesis testing and, in particular, ternary hypothesis testing, are given. The first is similar to the binary Gaussian shift in mean example, whereas the second involves unknown noise variance.
Example 4-Gaussian Shift in Mean:
We start with a simple Gaussian-shift-in-mean example. Each hypothesis corresponds to one of three possible mean values of the observations at local sensors that are otherwise assumed Gaussian with known variance. The joint posterior distribution of all the parameters can be readily written as From this, we can derive the full conditional distribution of each parameter as follows.
• i.e., it is Dirichlet . •
• For simplicity, we choose and (ternary hypotheses) with , , and . The total number of sensors is . The local decision rule in this case is also assumed to be a simple ternary quantization rule with quantization thresholds at 0.5 and 0.5. The final decision (classification) is based on the samples of the posterior probability for (with ), and in particular, we use the maximum a posteriori probability decision rule, i.e., we choose if the sample mean of is the largest. Performance evaluation is conducted by simulation. Notice that for this simple example, the likelihood-based fusion rule can be easily obtained, and we skip the details. The results are summarized in Table I , where each entry is the classification error probability under each hypothesis. Clearly, from Table I , the Bayesian sampling scheme is fairly close to the performance of the likelihood-based fusion rule.
Example 5-Unknown Noise Variance: In this example, we consider the multiple hypothesis testing problem in the presence of unknown noise variance. Again, consider an almost identical ternary hypothesis testing problem as above, except that we assume here that the noise variance is unknown and that the total number of sensors is . We choose a noninformative prior for the variance as in Section III-A, i.e., . For this prior, the posterior is found to be which is -. We compare the performance of the Bayesian sampling-based fusion rule with the likelihood-based approach with possible parameter (noise variance) mismatch. In this example, the true underlying noise variance is assumed to be unity. In Table II , unity variance is assumed for results presented in rows 1 and 2, whereas rows 3 and 4 correspond to the likelihood-based approach with variance mismatch ( is assumed to be 4 and 1/4 respectively). In Table II , the performance of the Bayesian sampling approach (first row) is a lot closer to that of the true likelihood-based fusion with perfect knowledge of noise variance than the likelihood-based approaches with parameter mismatch.
It is also interesting to see how the Bayesian sampling approach performs when there is a fixed prior on the hypotheses, as assumed in Bayesian detection theory. Here, we assume the prior on the ternary hypotheses to be 0.65, 0.25, and 0.15, respectively. For this case, we know that the optimal fusion rule is the maximum posterior probability decision rule that minimizes the classification error probability. We compare the performance of the Bayesian sampling approach with Bayesian detection theory using true prior but with possible noise variance mismatch as it is not known at the receiver. Clearly, from Table III , where the classification error probabilities for different methods are listed, we see that although the performance of the Bayesian sampling approach is inferior to the optimal Bayesian detection theory (BDT) using the true noise variance, it certainly is superior to the BDT using mismatched noise variance.
IV. DISCUSSION
In this paper, we proposed a Bayesian sampling approach for decision fusion. To facilitate the use of Bayesian inference methodology, a hierarchical model was used to reformulate the distributed detection problem. A Gibbs sampler was designed to obtain the samples of the desired parameters that follow the posterior probability. The ensuing decision fusion is based on the posterior samples generated using the Gibbs sampler. Compared with conventional likelihood-based fusion rule, the approach has the following advantages.
• Robustness to prior probability assignment: Unlike Bayesian detection theory, we do not need to assign a specific prior on each hypothesis as they may not be available in practice.
• Plug in capability: It is equally applicable to different situations encountered in decision fusion. We expect, from the formulation of the hierarchical model, that the case of correlated sensor observations can be dealt with under the same framework and will be addressed in future work. Indeed, assuming that the correlation structure among sensors are given, we know from 1 that can be perfectly specified. Therefore, at least conceptually, it is feasible to extend the results to cases involving correlated observations.
• In particular, the approach can be easily adapted to situations where likelihood-based fusion does not apply. For example, it is straightforward to deal with distributed detection with unknown signal/noise statistics.
Notice that the situation involving unknown signal/noise statistics can also be dealt with within the classical likelihood-based inference framework. For example, the generalized likelihood ratio test estimates directly the unknown nuisance parameters, whereas invariance principles circumvent the estimation of those parameters by restricting the test to a class of tests. The applicability of these approaches depends on the particular inference problem at hand. In the example given, the GLRT approach is not applicable as there appears to be no reasonable way to estimate the unknown noise variance given only quantized output from a limited number of sensors. On the other hand, the invariance approach depends on the ability to obtain a maximum invariant statistic, which, in many cases, may not be possible due to the lack of symmetry of the inference problem. We should also mention that we do not consider the Neyman-Pearson criterion in this paper. Indeed, the problem of distributed detection using Neyman-Pearson criterion gets quite complicated, especially when dependent observations are involved [18] .
An obvious disadvantage of the proposed method, compared with previous approaches, is its high computational complexity. While the implementation of the Gibbs sampler is conceptually straightforward once the model is well understood, the inference procedure require significantly more computations than, for example, the classical likelihood-based fusion rule. For example, most of the numerical examples (with 50 000 Monte Carlo runs) in Section III require 2-5 h simulation for the Bayesian sampling approach in a standalone Pentium PC, whereas for the likelihood-based fusion, they usually take a few minutes. However, we should mention that MCMC is itself a major breakthrough in statistics that has significantly lowered the computational complexity as compared with the direct sampling method. For inference problems that can be described using hierarchical models, such as the problem we are dealing with here, computational complexity is usually manageable. In fact, most computations are devoted to the "sampling" process, i.e., generating random samples that follow some specified distribution. Because of the nice property of hierarchical modes, the sampling distributions can often be reduced to the standard known distribution forms of lower dimensionality. For those distributions, efficient sampling techniques have been well developed anddocumentedin,amongothers, [19] and [20] .Issues regarding the computational efficiency and the convergence of the Gibbs sampler for the proposed algorithm are currently under investigation.
APPENDIX DERIVATION FOR THE LIKELIHOOD BASED FUSION RULE FOR EXAMPLE 2
As shown in [5] , for independent sensor observations, the likelihood-based fusion rule with binary local decision is a weighted sum of sensor outputs, with the weight being a function of the performance measure of the local detector. Specifically, for sensors with binary output s, the likelihood-based fusion rule is (8) where miss detection probability at the th sensor; false alarm rate at the th sensor; threshold that specifies the false alarm rate of the distributed detection system. To obtain and , we need to distinguish the two different sensor types.
1) Sensors that experience Gaussian noise.
• Miss detection probability:
where , and is the complimentary cumulative distribution of standard normal distribution.
• False alarm rate:
2) Sensors that experience Laplacian noise.
Plugging the above results into (8), we get, after some simple algebra, the test statistic as in (6) .
