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We consider a single copy of a pure four-partite state of qubits and investigate its behaviour under
the action of stochastic local quantum operations assisted by classical communication (SLOCC).
This leads to a complete classication of all dierent classes of four-qubit states. It is shown that
there exist nine families of states corresponding to nine essentially dierent ways of entangling four
qubits. Furthermore we derive the SLOCC operations to be performed on an arbitrary state such
as to maximize its 4-partite entanglement.
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One of the open questions in the field of quantum in-
formation theory is to understand the different ways in
which multipartite systems can be entangled. As the
concept of entanglement is related to the non-local prop-
erties of a state, local quantum operations cannot affect
the intrinsic nature of entanglement. It is therefore nat-
ural to define equivalence classes of states generated by
the group of reversible SLOCC operations [1,2]. In this
letter we are concerned with SLOCC operations on one
copy of a state, which means that we are considering
actions under LOCC operations on one copy of a state
without imposing that they can be achieved with unit
certainty. Two states belonging to the same class are
able to perform the same QIT-tasks, although with a
different probability.
In the case of a single copy of an entangled pure state
of two qubits, it is well known that it can be converted
to the singlet state by SLOCC operations [5]. In the
case of three entangled qubits, it was shown [2,6,7] that
each state can be converted by SLOCC operations either
to the GHZ-state (j000i + j111i)/p2, or to the W-state
(j001i + j010i + j100i)/p3, leading to two inequivalent
ways of entangling three qubits. The GHZ-state is gener-
ally considered as the state with the genuine 3-partite en-
tanglement, while the W-state has the peculiar property
of having the maximal expected amount of two-partite
entanglement if a party is traced out [2]. In this letter a
similar analysis is done in the case of four qubits.
The case of four qubits is particularly interesting as the
current experimental state of the art allows to entangle
four photons [3] or ions [4]. Furthermore SLOCC oper-
ations can relatively easily be implemented on photons,
and it is therefore of interest to implement the optimal
SLOCC operations such as to yield a state with maximal
4-partite entanglement.
This letter is organized as follows. First we derive
a simple way of determining whether two pure 4-qubit
states are connected by local unitary operations. Next
some advanced linear algebra is used to determine the or-
bits generated by SLOCC operations. This leads to nine
different families of states, corresponding to nine essen-
tially different ways of entangling four qubits, although
only one family is generic. These results are generalized
to mixed states, and give rise to seven independent entan-
glement monotones characterizing the 4-partite entangle-
ment. Finally the optimal SLOCC operations are derived
such as to maximize all these entanglement monotones.
Let us first consider the problem to determine whether
two pure 4-qubit states are equivalent up to local unitary
operations. Therefore the following accident in Lie-group
theory can be exploited:
SU(2)⊗ SU(2) ’ SO(4)
Here SO(4) denotes the family of real orthogonal ma-
trices with determinant equal to 1. More specifically, it
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A pure state of four qubits is parameterized by a four
index tensor ψiii2i3i4 with ij 2 f1, 2g. This tensor can
be rewritten in a 4  4 matrix ψ˜ by concatenating the
indices (i1, i2) and (i3, i4). Next we define the matrix R
as
R = T ψ˜T y. (2)
It is then straightforward to show that a local unitary
transformation jψ0i = U1 ⊗ U2 ⊗ U3 ⊗ U4jψi results in a
transformation R0 = O1RO2 with O1, O2 2 SO(4) and
O1 = T (U1 ⊗ U2)T y, O2 = T (U3 ⊗ U4)TT y. A normal
form under local unitary operations can now be imposed
as follows: make the (1, 1) entry of R real by multiplying
the whole matrix with the appropriate phase, and use
O1 and O2 to diagonalize the real part of R through the
unique real singular value decomposition. This procedure
eliminates all 13 degrees of freedom of the local unitary
1
operations, and two states are therefore equivalent up to
local unitary operations iff they have the same normal
form.
Next we move to the central problem of this let-
ter, namely characterizing the local orbits generated by
SLOCC operations of the form
jψ0i = A1 ⊗A2 ⊗A3 ⊗A4jψi (3)
with fAig full rank and therefore invertible 2 2 matri-
ces. There is no restriction in choosing fAig 2 SL(2,C),
and then a new useful accident arises:
SL(2,C)⊗ SL(2,C) ’ SO(4,C). (4)
SO(4,C) denotes the non-compact group of complex
orthogonal matrices OTO = I4. Again it holds that
8A,B 2 SL(2,C) : T (A1 ⊗ A2)T y 2 SO(4,C) with T
given in equation (1), and SLOCC operations therefore
correspond to left and right multiplication of R (2) with
complex orthogonal matrices. The challenge is now to
exploit the two times 12 degrees of freedom of these com-
plex orthogonal matrices to bring A into an unique nor-
mal form. This will be possible using some advanced
techniques of linear algebra.
We will now state two lemmas whose proofs may be
skipped by the readers not interested in technical details.
Lemma 1 Given a complex symmetric matrix Q, then
there always exist a J being a direct sum of Jordan blocks
(possibly of dimension 1  1) and an invertible X such
that Q = XJX−1 and XTX = iSipi, with Sipi a Sip-
matrix [8] of size corresponding to the size of the associ-
ated Jordan block.
Proof: Due to the existence of the Jordan canonical de-
composition [9], each matrix can be written as Q =
XJX−1 with J a direct sum of Jordan blocks. Let us
consider the matrix XTQX = XTXJ = JTXTX where
the last identity holds due to the fact that Q is sym-
metric. This implies that the eigen- and principal vec-
tors (the columns of X) corresponding to Jordan blocks
with different eigenvalues are orthogonal to each other.
Moreover, if Jordan blocks arise with the same eigenval-
ues, the eigen- and leading vectors are only defined up to
linear combinations of the vectors belonging to the dif-
ferent blocks. This leaves enough degrees of freedom to
bring all the vectors belonging to one Jordan block or-
thogonal to all vectors in the other Jordan blocks. The
principal vectors in one Jordan block are moreover only
determined up to linear combinations of the preceding
principal vectors. The equation XTXJ = JTXTX im-
plies that XTX is a matrix with only non-zero elements
under the anti-diagonal (cfr. the Sip-matrix). It again
amounts to solving a linear set of equations (with guar-
anteed solution) to choose the principal vectors such that
XTX is equal to the Sip-matrix, which ends the proof.2
The above lemma will serve as a key ingredient to the
following central lemma:
Lemma 2 Given a complex 4  4 matrix R, then there
exist complex orthogonal 4 4 matrices O1 and O2 such
that R0 = O1RO2 is a unique direct sum of blocks of the
form
Ja1 = a Ja2 =

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or transposes thereof, where a is a complex parameter
determined by R but possibly different in different blocks.








and apply lemma 1 to it: QX = XJ with J a direct sum
of Jordan blocks and XTX a direct sum of Sip-matrices
of the same dimension as the Jordan blocks. Consider
now an n  n Jordan block Ji and its associated eigen-
and principal vectors given by the 8 n matrix (Xi;Yi)
(Xi and Yi are 4  n matrices). Due to the symmetry






















It follows that if J is a Jordan block corresponding to
the eigenvalue a, there is a similar Jordan block corre-
sponding to the eigenvalue −a.
There is however an exception if the eigenvalue a is
equal to zero. In that case it is possible that (Xi;Yi) =
(Xi;−Yi) such that there is no need for a comple-





 ( Xi ;−Yi  can only contain eigen- and principal vec-
tors of Q iff Xi is of the form
(





0 y1 0 y2 0   

or vice-versa. This implies
2
that the Jordan block has to be of odd dimension as oth-
erwise the condition (Xi;Yi)T (Xi;Yi) = Sipi can never
be fulfilled. As the total dimension of Q is even, such
a Jordan block is always accompanied by another Jor-
dan block (of eventually different odd dimension) with
similar properties but corresponding to the case where
the roles of X and Y are interchanged. The columns of
(Xi;Yi) (now corresponding to the double block struc-
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inverse permutation P has to be performed on Ji and











Summarizing, we have obtained the result QX¯ = X¯J¯




J1 . . .
. . M2 .
. N2 . .
. . . −J1
1
CCA ,
J1 being a direct sum of Jordan blocks and similar for
M2, N2, and X¯ of the form
X1 X2 0 X1
Y1 0 Y2 −Y1

with X¯T X¯ = iSipi = Z1  Z2. Zj have unique uni-
tary symmetric principal square roots Zj1/2 with similar
block structures as J¯ . It can now be shown that the
4  4 matrices V1 = (X1X2)Z1y1/2 and V2 = (Y2 Y1)Z2y1/2
are complex orthogonal. J¯ has to be transformed accord-
ingly as J˜ = (Z11/2 Z21/2)J¯(Z11/2 Z21/2)y, retaining the




J^ . . .
. . K^ .
. K^T . .
. . . −J^
1
CCA .
Consider now the original matrix R. Left and right
multiplication with O1 and O2 result in left and right
multiplication of Q with O1  OT2 and its transpose. If
we take O1 = V T1 and O2 = V2, it is trivial to check that
O1RO2 = Jˆ  Kˆ. By construction the normal form ob-
tained is unique and cannot be simplified further by any
orthogonal transformations: all the degrees of freedom
are used to wash out the information about the eigen-
and principle vectors of Q. The only remaining task is
to classify the possible blocks in Jˆ and Kˆ. The cases
Jn(a) as stated in the theorem can be shown to corre-
spond to n n Jordan blocks with eigenvalue a, and the
cases Kmn¯ correspond to the degenerate case and are a
combination of an mm and the transpose of an n n
Jordan block with eigenvalues 0 (the transpose is due to
exchanging the roles of X and Y ). This ends the proof
of lemma 2. 2
The normal form of the above lemma can immediately
be calculated by looking at the Jordan canonical form
of the matrix (5): all the information of the eigenvec-
tors is washed out by the orthogonal transformations.
Taking into account all different ways of taking direct
sums of the presented blocks in a 4  4-matrix, 12 es-
sentially different normal forms (up to transposition) are
obtained corresponding to 12 different combinations of
Jordan blocks. A generic matrix R however will always
give rise to a diagonal normal form containing 4 unique
complex parameters. Parameter counting indeed reveals
that the SLOCC operations have 4  6 = 24 real degrees
of freedom and a 4 4 complex matrix 32, thus leaving
exactly 4 complex degrees of freedom.
Due to the equivalence of SL(2,C) ⊗ SL(2,C) and
SO(4,C), the normal forms arising in the above lemma
will immediately yield a representative state for each
class of states connected by SLOCC operations. Note
that the previous lemma allowed all orthogonal matrices
O1 and O2; an orthogonal matrix O with determinant
-1 is physically equivalent to SLOCC operations accom-
panied with a permutation of two qubits (i.e. 1 $ 2
or 3 $ 4). Permutations of qubit (1,2) with (3,4) yield
the transpose of R. However permutations of qubit 2
with 3 can sometimes lead to completely different Jor-
dan structures. It can indeed be checked that R =
J1(a) J1(b)K31¯ transforms into R0 = J2(a) J2(b)
if qubit 2 and 3 are permuted. This also happens in the
case J1(a) K51¯ ! J4(a). Moreover it can be shown
that J1(a)K33¯ is equivalent to J1(a) J3(0). There-
fore only 9 essentially different normal forms are retained
(up to permutations). We have thus proven:
Theorem 1 A pure state of 4 qubits can, up to permu-
tations of the qubits, be transformed into one of the fol-

















(j0000i + j1111i) + a− b
2
(j0011i + j1100i)
+c(j0101i + j1010i) + j0110i
La2b2 = a(j0000i + j1111i) + b(j0101i + j1010i)
+j0110i + j0011i











(j0001i + j0010i + j0111i + j1011i)
3
La4 = a(j0000i + j0101i + j1010i + j1111i)
+(ij0001i + j0110i − ij1011i)
La203⊕1¯ = a(j0000i + j1111i) + (j0011i + j0101i + j0110i)
L05⊕3¯ = j0000i + j0101i + j1000i + j1110i
L07⊕1¯ = j0000i + j1011i + j1101i + j1110i
L03⊕1¯03⊕1¯ = j0000i + j0111i
The complex parameters a, b, c, d are the unique eigen-
values of Q (5) with non-negative real part and cannot
be changed by any determinant 1 SLOCC operations.
The indices Lαβ are representative for the Jordan block
structure of Q.
A generic pure state can always be transformed to the
Gabcd state. This state is peculiar in the sense that all
local density operators, obtained by tracing out all par-
ties but one, are proportional to the identity. Due to the
general results in [10], this implies that this is the state
with maximal 4-partite entanglement. It is interesting to
note that the 3-tangle of the mixed states obtained by
tracing out one party is always equal to zero. Indeed, if
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q = 8 a2d2 + 8 b2c2 − 4 a2b2 − 4 a2c2 − 4 d2b2 − 4 d2c2
r = (a2 − d2)(b2 − c2)
is applied to the 8 2 matrix

a + d . . a− d . b + c b− c .
. b− c b + c . a− d . . a + d
T
being the square root of the density operator obtained
by tracing out the first qubit, 4 3-qubit W-states are ob-
tained resulting in a mixed 3-tangle, defined as the con-
vex roof of the square root of the 3-tangle [11,10], equal
to zero. Therefore the SLOCC operations maximizing
the 4-partite entanglement result in a loss of all true 3-
partite entanglement. This is reminiscent to the case of
3 qubits where the 2-qubit state obtained by tracing out
one particle of a GHZ-state is separable.
Let us next discuss some specific examples. A com-
pletely separable state belongs to the family Labc2 with
a = b = c = 0. If only two qubits are entangled, an EPR
state arises belonging to the family La2b2 with a = b = 0.
A state consisting of two EPR-pairs belongs to Gabcd with
(a = 1; b = c = d = 0) or a = b = c = d depending on the
permutation. The class L03⊕1¯03⊕1¯ consists of all 3-qubit
GHZ states accompanied with a separable qubit, while
the 3-qubit W-state belongs to the family La203⊕1¯ with
a = 0.
The 4-qubit W-state (j0001i + j0010i + j0100i +
j1000i)/2 belongs to the family Lab3 with a = b = 0.
This state can be shown to have a mixed 3-tangle equal
to zero, but has a concurrence of 1/2 when whatever two
qubits are traced out. On the contrary the state LO7⊕1¯
has all concurrences equal to zero if two qubits are traced
out. This state is completely symmetric in the permu-
tation of the qubits 2,3 and 4. It has the nice property
of having a mixed 3-tangle equal to 1/2 if particle 2,3 or
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Some straightforward calculations show that the aver-
age square root of the 3-tangle of the vectors obtained
by multiplying this matrix with whatever 2  n right-
unitary matrix is equal to 1/2. Similar arguments show
that only W-type entanglement is retained if the first
qubit is traced out.
The state L05⊕3¯ is somehow a hybrid of both the 4-
qubit W-state and LO7⊕1¯ . Again a mixed 3-tangle of 1/2
is obtained if qubit 2,3 or 4 is traced out, a mixed 3-tangle
equal to zero if qubit 1 is traced out, but now the mixed
state obtained by tracing out qubit 1 and (3 or 4) has a
concurrence equal to 1/2, while the other concurrences
vanish.
Another interesting state belongs to the family La4
with a = 0: jψi = (j0001i + j0110i + j1000i)/p3. Its
mixed 3-tangle equals 2/3 in the case of tracing out qubit
1 or 4 and vanishes otherwise. Moreover the concurrence
vanishes everywhere if 2 qubits are traced out except in
the case of tracing out qubit 2 and 3, resulting in a con-
currence of 2/3.
Next we move on to the topic of mixed states of four
qubits. The question whether the nine different families
define classes of measure non-zero in the mixed state-
space can directly be answered positively due to the sim-
ple arguments formulated in [12].
Finally it is possible to define some new entangle-
ment monotones. The 4 complex eigenvalues of Q (5)
remain invariant under all determinant 1 SLOCC oper-
ations. Due to the general results in [10], this implies
that all real positive linearly homogeneous functions of
these eigenvalues give rise to entanglement monotones
if defined in combination with the convex roof formal-
ism. Taking into account one degree of freedom due to
the phase, this gives rise to seven independent entangle-
ment monotones. All these entanglement monotones are
maximized by the operations making the density matrix
locally stochastic (meaning that the identity is obtained
if all qubits but one are traced out). The optimal filtering
procedure for a generic pure state is therefore to imple-
ment the SLOCC operations bringing it into its normal
form Gabcd. Note that all the other normal forms can
only be brought into the local stochastic normal form,
where all local density operators are proportional to the
identity, by transformations tending to infinity [10].
In summary, we have identified all different families
of pure states of 4 qubits generated by SLOCC opera-
4
tions. Only one family is generic, and all states in it can
be made locally stochastic by SLOCC operations. The
same SLOCC operations maximize the 4-partite entan-
glement. The eight other families correspond to states
having some kind of degenerated 4-partite entanglement
and are the 4-partite generalizations of the 3-partite W-
state.
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