Commodity prices have fluctuated sharply and Brent oil has been considered the most volatile commodity in price. This paper aims to reveal the true characteristics of the price volatility of six commodities, namely, Brent oil, gold, silver, wheat, corn and soybean and to verify the existence of a long-run relationship and causation among each pair of commodity prices. It finds that there has been persistent volatility in prices of all six commodities from 1986 to 2010. Contrary to the common belief, however, Brent oil appears not to be the most volatile in price. Rather the prices of precious metals and agricultural commodities have been more volatile than Brent oil for some time periods. It also finds that there has been a long-run relationship between the prices of Brent oil and soybean, of Brent oil and wheat, and a bilateral causality relationship between them, which implies that there has been a simultaneous impact on the price trajectories of these commodities.
Introduction
The volatility of oil price has been increasingly gaining attention in both theory and practice. One of the reasons is that crude oil is one of the most traded commodities in the world, and its price is supposedly the most volatile in the market (Regnier, 2007; Verleger, 1993) (Note 1). The dynamics of oil prices have vast impacts on the economy. Since energy commodities are key inputs to a plethora of economic activities, higher crude oil prices will more often than not lead to higher production cost and therefore higher prices of final goods. It will exert significant upward pressure on the consumer price index (CPI) and the result will be a negative impact on economic growth (Jimenez-Rodriguez & Sanchez, 2005) . Therefore, frequent and large magnitude fluctuating oil prices can affect the businesses in any country (both oil-importing and oil-exporting), especially when there is an increasing reliance on oil.
While there is a growing number of studies focusing on trends and volatility behavior of energy commodity prices (for instance, Sadorsky, 2006; Narayan & Narayan, 2007; Wei et al., 2010; Arouri et al., 2012; Salisu& Fasanya, 2013) , the dynamics of non-oil commodity prices cannot be ignored as well. Take agricultural commodities as an example. On the macroeconomic level, volatility of agricultural commodity prices may have negative impact on growth and poverty and they are very damaging to the poor countries (Ramey & Ramey, 1995; Rodrick, 1999) . On the microeconomic level, volatility may also impact decisions of farmers and governments. A downward fluctuation would be adverse for farmers, but for a consumer, the reverse is true.
Besides, a comparison of the volatility of crude oil prices against three other major groups of commodities, namely, precious metals and agricultural goods, using daily prices is relatively under-explored. The question how oil price volatility compares with price volatility of other commodities is important because the conventional wisdom that crude oil prices are more volatile ever since the oil crisis in 1973 may not stand up to rigorous analysis. If oil price volatility is more severe compared to prices of other commodities, the oil industry is likely to design some special treatments to handle risk and uncertainties. They may find vertical integration that avoids transaction cost more attractive. Or, they may tend to rely more heavily on hedging and long-term contracts. If otherwise, oil price risk may not deserve special attention.
series covering a period of 1986-2010. First, we will examine whether price shocks have persistent and asymmetric effects on volatility. Following that, we will study whether the conventional wisdom is true across the whole time period examined. Finally, we will look into any correlation or Granger causality relationships between the commodities.
The remainder of this paper is organized as follows. Section 2 reviews the pricing mechanisms and markets of the six commodities. Section 3 critically reviews the related literature on volatility of commodity prices while Section 4 describes the data and methodologies used to model volatility, cointegration and causation amongst the different sub categories of commodities. Section 5 presents the results and Section 6 concludes this study with policy implications.
Background
As proposed by Plourde and Watkins (1998) , comparisons of price volatility across different commodities must heed basic industry pricing mechanisms and market structures. This section reviews pricing mechanisms and markets of the commodities examined in this paper.
The fundamentals of crude oil pricing have transformed radically since 1970s. Prior to 1970s, crude oil price was around US$3.5 per barrel and prices were determined largely by the big oil companies. This arrangement changed after the first world oil shock in October 1973 when the Organization of Arab Petroleum Exporting Countries (OAPEC (Note 2)) proclaimed an oil embargo because of the Yom Kippur War (Note 3). During this time, the Organization of Petroleum Exporting Countries (OPEC) was the price setter until early 1980s when market forces began to take over the determination of oil prices. Compounded by the Iraq-Iran conflict, oil prices had spiked up to US$30 per barrel by 1981. 1983 was a milestone in crude oil price determination as it marks the introduction of New York Mercantile Exchange (NYMEX) of crude oil futures contract trading. Since then, copious market instruments have surfaced to facilitate risk management associated to crude oil price changes. Paradoxically, oil market participants had witnessed a phenomenon of "volatile" oil prices with the increased reliance on the market mechanisms.
Gold has a long history as currency, reserves and an investment tool. In the 19 th century, many European countries implemented the gold standard. After World War II, the United States dollar is pegged to gold at a rate of US$35 per troy ounce under the Bretton Woods System. The system only ceased after the Nixon Shock in 1971 when the US unilaterally suspended the fungible system between gold and the greenback. In recent times, gold has one of the most popular entities used as investment among all the precious metals. Not only that, gold can be used to hedge or harbor against economic, political or currency crisis. This is because gold is an investment asset which is commonly known as the "safe haven", an asset that investors park their money during financial crisis. Gold trading is done over-the-counter (OTC) and the largest global centre for clearing OTC transactions for gold is London Bullion Market (LBM). Like most commodities, the gold market is subjected to speculation through the use of market instruments such as derivatives. Investors in advanced and emerging markets often switch between oil and gold or combine them to diversify their portfolios (Soytas et al., 2009) . Monetary authorities throughout the world pay close attention to gold prices to determine if their monetary policies are on course (Le & Chang, 2012) . The conventional wisdom is that gold has had low correlation with other commodity prices and it is of our interest to prove it.
Literature Review
There is a large amount of literature on the price volatility of individual commodities and associated volatility characteristics. Some non-comparative literature include Narayan and Narayan (2007) , Kuper (2002) and Gileva (2010) who have attempted to model oil price volatility using parametric methods such as GARCH and EGARCH. They seem to have come to different conclusions on the asymmetry of effects that shocks have on the volatility of crude oil ranging from a total absence of asymmetry to a clear indication of asymmetry. Other literature focusing on volatility modeling of other commodities such as agricultural commodities have also been done using similar parametric methods and have come to the conclusion that the median volatility of these agricultural commodity groups have not increased nor decreased from 1957-2001 (Moledina, Roe, & Shane, 2004 ).
In contrast, comparative studies on volatility modeling are also abundant with a variety of different parametric and non-parametric methods. The non-parametric approach was adopted by Plourde and Watkins (1998) , Regnier (2007) and Calvo-Gonzalez, Shankar and Trezzi (2010) where the first two studies concluded that generally crude oil prices were more volatile as compared to a variety of other commodities while Gonzalez, Shankar and Trezzi (2010) argued that there has been no upward or downward trend in volatility over time.
Studies by Liu (2011), Clem (1985) and Jacks, O"Rourke and Williamson (2009) , however, adopted parametric approaches. The study done by Narayan and Liu (2011) is the closest to ours, as the bundle of commodities being compared contains both gold and silver which are also being studied in this paper. The latter two studies focused on examining the volatility of oil with respect to non-crude oil material.
Additionally, comparative studies on the correlation and causality relationships between commodity prices have also been done using standard methods such as the Johansen cointegration test, VAR and VECM models. For example, Saghaian (2010) evaluated the correlation and causality relationships between crude oil, ethanol and a variety of agricultural commodities using the VECM model, and concluded that although there may be correlation between oil and other commodities, there is mixed evidence of causality between commodities. Another paper by Le and Chang (2011) , focusing on the relationship between oil and gold, have instead found a long-run relationship between the two commodities after testing for correlation and causality. Le and Chang (2016) explored dynamics between strategic commodities and found that oil prices seem to not give any information about price fluctuations of financial variables such as interest rate, exchange rate or stock prices in the long run but some information about volatility of those variables in the short run.
Even though studies of energy, metals, agriculture commodities, or a combination of either two groups are aplenty, there seems to be no studies examining these three commodity classes altogether with the application of parametric methods such as GARCH to model volatility.
Data and Methods

Data
For this study, daily price series of Brent crude oil, gold, silver, wheat, corn and soybean covering the period between 01 January 1986 and 31 December 2010 are employed (Note 4). The data for precious metals of gold and silver reflect LBM prices. The data for wheat, corn and soybean were sourced from the U.S. Department of Agriculture (USDA) while Brent (current month f.o.b.) price series were sourced from Independent Chemical Information Service (ICIS) Pricing. The data on all series are compiled from DataStream. In total, there are 39,138 daily prices (six commodities *6523 daily prices) and the sample period will be divided every five years to form five sub-sample periods: 1986/1990, 1991/1995, 1996/2000, 2001/2005 and 2006/2010. The return is calculated as the logarithm of price at the present period less the logarithm of price at the last period. Table 1 shows the descriptive statistics for prices and returns of all the six commodities for the whole period of 1986-2010. The Jarque-Bera test statistics suggest that neither prices nor returns are normally distributed. Therefore, when modeling volatility using return series, one could either use a non-normal distribution such as the Student-distribution (or that with fixed degree of freedom) and the generalized error distribution (or that with fixed parameter), or use robust standard errors by selecting Bollerslev-Wooldridge heteroskedasticity consistent covariance matrix. This paper adopts the second alternative so as to obtain valid inferences. In addition, the kurtosis greater than three implies the series has a fat tail. For the price series, the positive skewness indicates the presence of a right tail; and for the return series, there is evidence of a left tail. The right tail of prices and left tail of returns are also found in Salisu and Fasanya (2013) . Furthermore, the standard deviation of return series seems to suggest that Brent is the most volatile among the six. But whether it is always more volatile across the whole time span is worthy of more investigation. The dynamics of prices and returns of Brent oil, Gold, Silver, Wheat, Soybean and Corn is plotted in Figure 1 . It is obvious that (1) the volatility of the series is not constant over time; (2) return series show evidence of volatility clustering in the sense that periods of high returns are followed by periods of high returns, and periods of small returns are followed by periods of small returns; (3) some of the series seem to exhibit breaks, particularly around the time the financial crisis to be broke out (Note 5). Table 2 shows the unit root test results for the returns both in the whole sample and in five sub-sample periods. The augmented Dickey-Fuller, or ADF (Dickey and Fuller, 1981) test is employed on the return series with intercept only. The results show that the null hypothesis of existence of a unit root is significantly rejected at the conventional levels of significance, suggesting stationarity of return series. The stationarity of returns are also supported by other unit root tests such as Phillips-Perron (PP) test (Phillips & Perron, 1988) and Kwiatkowski-Philips-Schmidt-Shin (KPSS) test (Kwiatkowski et al., 1992) . Furthermore, ARCH test statistics reject the "no ARCH" hypothesis for all the six return series (Note 6). Due to space limitation, these results are not reported but available from authors upon request. Based on the above pre-estimation analysis, it is appropriate to model the volatility via GARCH models. 327 1991-1995 -25.194 -37.233 -39.789 -38.839 -37.396 -37.505 1996-2000 -36.144 -34.447 -42.465 -35.262 -35.881 -34.801 2001-2005 -38.073 -36..424 -37.195 -38.371 -38.376 -37.606 2006-2010 -35.478 -36.428 -38.573 -40.038 -36.495 -35.680 Note. The test is based on the level data with only intercepts and no time trends in the model. In the table are t-statistics of ADF-unit root test. As shown, all statistics are rejected at the 1% significance level, indicating no unit root in the return series.
Econometric models
Modeling Volatility
GARCH models (Engle, 1982; Bollerslev, 1986) are employed when the error term shows conditional heteroskedasticity. Let the error process be such that
where* + is a white-noise process with 2 = 1 and
The conditional variance of is given by −1 2 = ℎ , which is an process. This is known as the generalized or ( , ) model. Usually it is adequate to obtain a good model fit for stationary financial time series with ARCH effects using a
(1,1) model with only three parameters in the conditional variance equation. Indeed, Hanes and Lunde (2004) provided compelling evidence that it is difficult to find a volatility model that outperforms the simple GARCH(1,1).
The GARCH(1,1) shows mean reversion to a constant for all time. When the mean reverts to a varying level, the ijef.ccsenet.org International Journal of Economics and Finance Vol. 9, No. 8; 2017 Component ( ) is appropriate. The (1,1) model is as follows:
Where is the time varying long-run volatility. Equations (3) and (4) describe transitory and permanent components, respectively. The transitory component, ℎ − , converges to zero with powers of 1 + 1 , while the permanent component converges very slowly to with powers of , which is typically near to 1.
Both and are used to account for symmetric volatility effects. It is widely known, however, that empirically bad news (negative shocks) or good news (positive shocks) induce asymmetric or leverage effects on the conditional volatility of most financial assets. Consequently, the (1,1) and (1,1) models would not be suitable and we will next consider two different asymmetric volatility models when there are the leverage effects.
The first one is the exponential ( ) model proposed by Nelson (1991) . The (1,1) is specified as follows:
Note that when −1 is positive or there is "good news", the effect of standardized value of −1 ( . . ,
) on the log of the conditional variance is ( 1 + 1 ); in contrast, when −1 is negative or there is "bad news", the effect of standardized value of −1 is ( 1 − 1 ). Bad news can have a larger impact on volatility when the value of 1 is negative. An advantage of the model over the basic model is that the conditional variance ℎ is guaranteed to be positive regardless of the values of the coefficients in (5), because the logarithm of ℎ instead of ℎ itself is modeled. The second variant that is capable of modeling leverage effects is the threshold ( ) model proposed by Glosten, Jagannathan, Runkle (1994) (Note 7). The
(1,1) has the following form
where
That is, depending on whether −1 is above or below the threshold value of zero, an −1 shock has different effects on the conditional varianceℎ . When −1 is positive, the total effects are given by 1 −1 2 ; when −1 is negative, the total effects are given by ( 1 + 1 ) −1 2 . Therefore, one would expect 1 to be positive for bad news having larger impacts.
To clearly see the leverage effects in these models, Pagan and Schwert (1990) and Engle and Ng (1993) advocated the use of news impact curve. They defined the news impact curve as the functional relationship between conditional variance at time tand the shock term (error term) at time t − 1, holding constant the information dated t − 2 and earlier, and with all lagged conditional variance evaluated at the level of the unconditional variance. Therefore, the equation for the (1,1) news impact curve is:
where = ̅ 2 1 exp* 0 +, and ̅ 2 = exp{( 0 + 1 √2/ )/(1 − 1 )}
The equation for the (1,1) news impact curve is: 
Engle-Granger Two-Step Error Correction Model
To examine the cointegration and causality between two variables, we adopt the Engle-Granger two-step error correction model. The first step is to conduct the Engle-Granger cointegration test, which is preferable to Johansen cointegration test (Johansen & Juselius, 1990) because we are only interested in the bivariate relationship instead of cointegration within a multivariate framework. Both variables have to be integrated of the ijef.ccsenet.org
International Journal of Economics and Finance Vol. 9, No. 8; 2017 same order before checking for any possible cointegration. When both variables are integrated of the same order, say I(1), using methods suggested by Engle and Granger (1987) , one can first regress one I(1) variable on another using ordinary least squares:
The estimated residuals are then tested for non-stationarity using the ADF and PP tests using optimal lags suggested by Akaike information criterion (AIC) and Schwarz information criterion (SIC) tests. The null hypothesis is that the residuals are non-stationary and rejection of the null hypothesis leads to the conclusion that the residuals are stationary and the series are cointegrated. If the two non-stationary time series variables are cointegrated and have a long-run relationship, they are expected to move together through time. However, if the variables are integrated of different orders, it can be concluded that they are not cointegrated.
A conintegrating relationship implies the existence of causality in at least one direction. Upon establishing a cointegrating relationship and obtaining an estimate of residuals, the second step is to identify the direction of Granger causality through an Error Correction Model (ECM). All the variables in this model have to be stationary. The basic structure of the ECM is as follows:
The EC component is derived from the cointegrated time series = − ( + ). The coefficient 1 captures the rate at which adjusts to the deviation from long-run equilibrium in the last period, and the coefficient 2 captures the adjustment speed of the variable to its long-run equilibrium. Direct convergence necessitates that 1 be negative and 2 be positive. If 1 = 0 and 12 ( ) = 0, it can be said that the variable does not Granger cause in the long run. Similarly, if 2 = 0 and 21 ( ) = 0, does not Granger cause in the long run.
Results and Discussion
Do Price Shocks have Asymmetric Effects on Volatility?
The volatility modelling procedures are summarized below:
Step 1: Analyze time series plot and descriptive statistics
Step 2: Generate stationary data by first differencing
Step 3: Return series and its ACF plots are checked for further confirmation of stationarity
Step 4: Since squared returns measure the second order moment of the commodity"s time series, its ACF is plotted to check for autocorrelation.
Step 5: Ljung-Box and ARCH LM tests with 5% significance level with 10, 20 and 30 lags are conducted as further confirmation. If autocorrelation and ARCH effects are rejected, time series do not exhibit time varying conditional heteroskedasticity or volatility clustering; otherwise, time series exhibits time varying conditional heteroskedasticity or volatility clustering.
Step 6: Return series is modelled using GARCH(1,1). Use AIC and SIC to select the best model across 5 different conditional densities for the innovations (i.e. Normal, Student"s t, Generalized Error Distribution (GED), Student"s t with fixed degrees of freedom, and GED with fixed parameter); or, use robust standard errors (Bollerslev-Wooldridge covariance matrix) for normal distribution.
Step 7: Conduct Sign Bias test (SB test) to determine if the time series exhibits symmetric volatility effects. If the null hypothesis is rejected, model the volatility based on the 3 models (EGARCH(1,1), GJR-GARCH(1,1) and APARCH(1,1,1)); and the final model is chosen based on BIC followed by model checks on the standardized residuals to assess its suitability. If one fails to reject the null hypothesis, further model checks using Ljung-Box and ARCH LM tests on the standardized residuals and Q-Q plot are utilized to assess model"s suitability
Step 8: Indicate the persistence and leverage effect respectively. News impact curves is plotted to demonstrate the effects of good and bad news have on the conditional volatility of the commodity.
Following the procedures, we choose the model specifications for the returns of each commodity for each sub-sample period. The model and corresponding estimation results for the variance equation are listed in Table  3. ijef Note. ***, **, * and "a" represent significance levels at 1%, 5%, 10% and 15%, respectively. All models are based on AR(1) mean equation with normal (robust) error distribution. The coefficient estimates on the time-varying long term variance in the CGARCH model are not reported here.
In the (1,1) models for Brent and Corn for the periods 1986-1990, 1991-1995, and 1996-2000 (1,1), the reversion to the mean is much quicker than other variance processes (the sum of ARCH and GARCH effects is 0.78, much less than 1). Volatility of Gold and Silver for the period of 1996-2000 seems to be best fitted by
(1,1), which allows for mean reversion to a time varying long-run volatility. The estimation for the long run component reveals that the time varying long-run volatility reverts very slowly (the coefficient estimate is between 0.99 and 1). On the other hand, the transitory component shows that it converges to zero with powers of 0.77 and 0.44 respectively (as indicated by 0.63+0.14 and 0.12+0.32).In sum, price shocks have symmetric effect on the volatility of these markets.
For the rest, the volatility is best modeled using asymmetric models. The results of and models show evidence of leverage effects (as indicated by estimates of λ 1 ) and therefore they are chosen over the symmetric models. We anticipate that bad news (negative shocks) has the tendency to cause a larger impact on volatility in most financial assets than good news (positive shocks) do. In the models, the coefficient measuring the leverage effect is positive for Wheat during 1991 -1995 , for Brent, Wheat and Soybean during 2001 -2005 , and for Brent during 2006-2010, indicating that bad news have a larger impact on price volatility than good news in these markets, while the coefficient is negative for Gold and Silver for the periods 1986 , Silver and Soybean for 1991 -1995 , Silver for 2001 -2005and Gold for 2006 that good news have a larger impact for markets at the specific time period. In the models, a positive coefficient of λ 1 indicates good shocks affecting volatility more than bad shocks, and vice versa. As such, the market of Soybean in late 1980s, Gold in the first half of 1990s and 2000s are found to be affected more by positive shocks than negative shocks, while in the Corn market for 2006-2010, bad news has a larger impact on the volatility.
Next to the estimation results, the diagnostic statistics of AIC and SIC, which are used for the selection of volatility model specifications are reported. The post-estimation tests (both the -test and Chi-square distributed 2 test) are carried out to ensure effects in the return series are well captured by the GARCH model. As results show, the null hypothesis of "no effect" could not be rejected at the conventional levels of significance.
Returns" volatility implied by the family of models has important implications for portfolio selection and asset pricing. They serve as an important input to determine value of options and as volatility estimates for dynamic hedging strategies. These concerns point to the need to have a correct understanding of the impact of news on volatility. As discussed in the above section, we will use the news impact curve following Engle and Ng (1993) who defined the news impact curve as follows:
The news impact curve is the functional relationship between conditional variance at time t and the shock term (error term) at time t -1, holding constant the information dated t -2 and earlier, and with all lagged conditional variance evaluated at the level of the unconditional variance.
Based on the model estimations in Table 3 , we obtain the results of the presence and magnitude of the asymmetric effects as summarized in Table 4 . It is observed that the price volatility of Corn is quite symmetric in early days, and it is not until the most recent five-year period (i.e., 2001-2005) it began to show asymmetric volatility. Brent"s volatility also became more asymmetric, while Gold price has shown asymmetric volatility most of the time. Commodities" volatility and its implications deserve a study here as asymmetries in commodities" volatility would inevitably affect the exchange rate and aggregate demand of an economy. It will also have an impact on the commodities" investments of market participants. Wild price swings can cause huge ijef.ccsenet.org International Journal of Economics and Finance Vol. 9, No. 8; 2017 monetary losses if trades are left un-hedged or investments are made based on poor and complacent risk management systems. The findings on price volatility and asymmetric effects are thus of much interest to both traders and investors. 
Silver
Positive shocks induce (0.0609 −1 2 ) more volatility than negative shocks.
Wheat
Negative shocks induce (0.1935 −1 2 ) more volatility than positive shocks.
Soybean
Positive shocks induce (0.0909 −1 2 ) more volatility than negative shocks.
Corn
Positive and negative shocks induce volatility to change symmetrically in size and direction.
1996-2000
Brent Positive and negative shocks induce volatility to change symmetrically in size and direction. Gold Positive and negative shocks induce volatility to change symmetrically in size and direction. Silver Positive and negative shocks induce volatility to change symmetrically in size and direction. Wheat Positive and negative shocks induce volatility to change symmetrically in size and direction. Soybean Positive and negative shocks induce volatility to change symmetrically in size and direction. Corn Positive and negative shocks induce volatility to change symmetrically in size and direction.
2001-2005
Brent
Negative shocks induce (0.0661 −1 2 ) more volatility than positive shocks.
Gold
Positive shocks induce ,1.1291 (
)] times volatility as do negative shocks.
Silver
Positive shocks induce (0.0502 −1 2 ) more volatility than negative shocks.
Wheat
Negative shocks induce (0.0483 −1 2 ) more volatility than positive shocks.
Soybean
Negative shocks induce (0.0384 −1 2 ) more volatility than positive shocks.
Corn
2006-2010
Brent
Negative shocks induce (0.0675 −1 2 ) more volatility than positive shocks.
Gold
Positive shocks induce (0.0463 −1 2 ) more volatility than negative shocks.
Silver
Positive and negative shocks induce volatility to change symmetrically in size and direction. Wheat Positive and negative shocks induce volatility to change symmetrically in size and direction. Soybean Positive and negative shocks induce volatility to change symmetrically in size and direction.
Corn
Negative shocks induce ,1.0604 ( | −1 | )] times volatility as dopositive shocks.
Note. For the TGARCH model, the volatility difference induced by positive shocks and negative shocks is ℎ + − ℎ − = − 1 −1 2 . For the EGARCH model, the volatility difference induced by positive shocks and negative shocks is
Is Brent Always More Volatile across the Period of Testing?
Given the rising importance of commodities as consumption goods, factors of production and financial assets, it helps to provide more information about the risk and uncertainty behind their price fluctuations for hedgers and investors to better manage their risk limits and prevent huge monetary drawdowns. The question of whether Brent is more volatile than Gold, Silver, Wheat, Soybean and Corn is of interest as the findings may conclude that Brent can be appropriately used as a benchmark for forecasting unrealized volatility.
In order to establish a basis to see which commodity is the most and least volatile per sub-sample, we have chosen to use the means of conditional volatilities. If the mean of Brent"s conditional volatility is higher than that of other commodities, we conclude that on average, the frequency of Brent being in a high volatility environment is higher over a similar time period than the compared commodity. As the means of conditional volatility in ijef.ccsenet.org
International Journal of Economics and Finance Vol. 9, No. 8; 2017 Table 5 results show, over the five sub-samples, Brent is the most volatile commodity only in three periods -1986/1990, 1996/2000 and 2001/2005 . For the other two periods of 1991/1995 and 2006/2010, wheat is the most volatile among the six strategic commodities. Meanwhile, it is interesting to note that gold is the least volatile commodity for all the time. The comparison results of conditional volatility could be seen more straightforwardly in Figure 2 , where the scale of the y-axis is set the same. The findings do not provide evidence to the proposition that Brent is more volatile than the five other strategic commodities in all sub-samples. 
Is There Correlation or Causality Between the Commodities?
Based on the results of the correlation matrices among the six commodities' returns shown in Table A1 , it is found that across the 25 years, four pairs of commodities exhibited consistent high positive correlations. They are gold and silver, wheat and corn, soybean and corn, and wheat and soybean. A noteworthy point from this result was that in the last sub-sample period, correlation coefficients among all commodities exhibit strong positive correlations and they have increased significantly compared to other periods. This could be due to the incumbent highly integrated markets where hedge funds and traders trade all the commodities in the same basket. Erten and Ocampo (2013) attributed the upswing in agricultural commodity prices during the commodity super-cycle period to "extraordinary resilience of growth performance of major developing country demanders of commodities, particularly China". While many parties pushed the blame entirely to China"s new consumption pattern, there are also others who blamed it on other factors such as the weather, biofuel policies and speculators etc. Unfortunately, empirical study in this area is scarce, and the underlying reasons behind the soaring commodity prices require further in-depth study. Table A2 shows the unit root tests results using ADF and PP tests on the level and the first difference of all the price series for the entire sample period from 1986-2010. The SIC is employed for determining the optimal number of lags. The period is not divided by every five years because the aim now is to detect and analyze the possibility of a long run relationship. Should the analysis be broken up into sub-periods as was done with the volatility modeling section, it may not yield enlightening results. Based on the unit root test results, it can be established that at a significance level of 1%, all price series are non-stationary in level and integrated of the same order, I(1). This is also consistent with the stationarity found in the return series.
Given the integrated series of the same order, we proceed to investigate the long-run relationship between all the possible commodity pairs using the Engle-Granger cointegration test. As the nature of the relationship is only bivariate and multiple cointegrating relationships are not of interest, this method is chosen above the Johansen cointegration test (Johansen & Juselius, 1990) . Table 6 summarizes the results and the numbers in bold indicate the cointegrated commodity pairs. Cointegration between commodity pairs such as corn and wheat, soybean and wheat, as well as soybean and corn are found and supported by prior research papers such as Arendarski and Postek (2012) . This phenomenon could be attributed partially to "herd behavior" where traders will be alternatively bullish or bearish on all commodities for no plausible economic reason as they believe that agricultural commodity prices tend to move together (Pindyck & Rotemberg, 1990) . The weak cointegrating relationships between Brent and Wheat, Brent and Soybean, and Gold and Soybean are also identified at the significance level of 10%. However, a long-term equilibrium between gold and crude oil found by Le and Chang (2011) and Zhang and Wei (2010) is not evident in our sample. Furthermore, the strong correlations between gold and silver are found to not translate into the long-run relationship, which is consistent with Sari et al. (2010) . Once cointegration relationships are established, the error correction model could be employed to test the existence and direction of the short-run and long-run causality. The lag length is determined by the SIC in the VAR model. The Granger causal relationships based on the Granger causality test results are summarized in Figure 3 . A short-run Granger causality running from Soybean to Wheat, Wheat to Corn, Soybean to Corn, and Soybean to Gold is observed. A bi-directional Granger causal relationship between Wheat and Brent, and that between Soybean and Brent also exist in the short-run. Next turn to the long-run causality, we find that the short-run Granger causality also exists in the long run (Note 9).
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With regards to the three agricultural commodity pairs, the Granger causality could be explained by the crop rotation methods endorsed by U.S. Department of Agriculture (USDA) and used by farmers in main producer countries such as the US and South America. Common convention crop rotations such as the alternation of soybeans as well as the three year rotation of corn-soybean-wheat are carried out because these methods replenish the much needed nitrogen levels in the soil. As farmers will definitely need to plant soybeans at one point or another in order to sustain annual agricultural production, the total acreage of land used to plant soybean can be used to predict the amount of acreage that can be used to plant corn and subsequently wheat in some cases. This also allows for an estimation of the quantity and prices of corn and wheat for the subsequent year.
It is, however, important to note that Granger causality is a concept that should be used with care. Granger Causality is a concept that is based on prediction, and does not necessarily mean "real causality", even though "real causality" may be captured within the result. The fact that a variable Granger causes another variable merely means that the past values of one variable have some information that could help predict the future values of another variable (Saghaian, 2010) .
Conclusions and Policy Implications
This study investigates price volatility of Brent and five other commodities and their relationships in the long run. Besides adding to the sparse literature on the comparative study of commodities" prices, the major contribution of this paper is that we conducted an extensive study on the volatility, cointegration and causation of prices of our target commodities. Conclusively, this study finds that Brent price is not always more volatile than the prices of precious metals and agricultural commodities. It also finds that Brent is cointegrated with soybean and wheat, and the Granger causality relationship is bilateral.
First, through modeling the volatility of returns of the six commodities using various GARCH variants, we find evidence of volatility persistence. Moreover, we find that the proposition that negative shocks induce a larger impact on volatility than positive shocks is not always true. For instance, with reference to soybean, results in Periods 1986 Periods -1990 Periods and 1991 Periods -1995 showed that positive shocks induce a larger impact on volatility.
Second, the mean conditional volatility showed that the myth that crude oil is always more volatile than other commodities can be debunked as results showed that Wheat and Corn turned out to have a higher mean value of conditional volatility than Brent in the last five year period.
Last, further in-depth analysis on the correlation, cointegration and causality on the commodities was conducted. Since the correlation measure only indicates that the returns of the commodity pairs rise and fall in synchrony, Engle-Granger cointegration test was deployed throughout the entire period to find a long-run cointegrating relationship. It finds that six pairs of commodities exhibited long-run equilibrium over the 25 years period: Brent and Wheat, Brent and Soybean, Gold and Soybean, Wheat and Soybean, Wheat and Corn, Soybean and Corn. These results can be useful to investors or traders interested in pair trading. This is because there is an opportunity of arbitrage and they can short a particular commodity and long the other with reason to believe that the spread would revert to the mean eventually. The error correction model also revealed the percentage at which one commodity corrects to the equilibrium at the end of each day, and the direction of the causality between the commodity pairs.
The empirical results in this study have managed to answer the three questions that were posed in the introduction. However, future researches could include other subgroups (i.e., non-ferrous metals such as aluminum, nickel etc.) or even more commodities to fortify the notions. In addition, future work can also evaluate volatility spillover effects in the commodity markets. Empirical research on factors causing soaring commodity prices is also worth a study, especially China"s growth and influence on the commodity prices. 
Copyrights
Copyright for this article is retained by the author(s), with first publication rights granted to the journal.
This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution license (http://creativecommons.org/licenses/by/4.0/).
