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Abstract
We consider a directed polymer model in dimension 1 + 1, where the disorder is
given by the occupation field of a Poisson system of independent random walks on Z.
In a suitable continuum and weak disorder limit, we show that the family of quenched
partition functions of the directed polymer converges to the Stratonovich solution of a
multiplicative stochastic heat equation (SHE) with a Gaussian noise, whose space-time
covariance is given by the heat kernel.
In contrast to the case with space-time white noise where the solution of the SHE
admits a Wiener-Itoˆ chaos expansion, we establish an L1-convergent chaos expansions
of iterated integrals generated by Picard iterations. Using this expansion and its dis-
crete counterpart for the polymer partition functions, the convergence of the terms in
the expansion is proved via functional analytic arguments and heat kernel estimates.
The Poisson random walk system is amenable to careful moment analysis, which is an
important input to our arguments.
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1 Introduction
The directed polymer in random environment (disorder) is a classic model in the study of
disordered systems. See e.g. the lecture notes by Comets [Com17]. It is also intimately
connected to the stochastic heat equation with multiplicative noise. In particular, Alberts,
Khanin and Quastel [AKQ14] showed that in dimension 1 + 1, when the space-time random
environment consists of i.i.d. random variables, in a suitable weak disorder and diffusive
space-time scaling limit, the family of polymer partition functions (indexed by the starting
point of the polymer) converges in distribution to the solution of the multiplicative stochastic
heat equation (SHE) with space-time white noise. More generally, for so-called disorder
relevant systems, such an intermediate disorder regime is often expected to exist and leads
to non-trivial continuum disordered systems, such as the SHE for the directed polymer. See
[CSZ17a] for more details and other examples such as the random field Ising model. In
the language of singular SPDE’s, such results are also known as weak universality results
because the limit does not depend on the details of the disorder on the microscopic scale,
and they even hold for a general class of discrete models, see for instance [BG97, ACQ11]
for SHE convergence of asymmetric simple exclusion processes (ASEP) and [DT16, CST18,
Lab17, CS18, Gho17, Par19] for variants of ASEP, and [CT17, CGST20] for six-vertex model
or its higher-spin generalizations, and [JF19] for convergence of another directed polymer
model introduced by O’Connell-Yor [OY01] (though the proof is via connection to stochastic
Burgers equation). Let us also mention the work [CC18] in which a singular polymer measure
defined on continuous paths is constructed in d = 2, 3. This SPDE in connection with the
KPZ equation via Hopf-Cole transformation leads to a vast literature; see [CS19, Section 6]
for further references.
When the random environment in the directed polymer model consists of i.i.d. random
variables indexed by space that do no vary with time, a similar continuum and weak disorder
limit exists in dimensions d < 4, which is an SHE driven by spatial white noise, known as the
Parabolic Anderson model (PAM). In dimensions d = 2, 3, we need the theory of regularity
structure/paracontrolled distributions [GIP15, Hai14, HL18] to define the solution of PAM.
Weak universality results are also proved [CGP17, MP19]; and in d = 2, a series expansion
solution for PAM for small time is recently defined in [GH18], which is to some extent related
to the method exploited in the present paper. Note that of particular interest is the recent
papers [CT18] and [PR19] in which (generalized) SHEs driven by a mix of spacetime and spa-
tial multiplicative noises are derived from ASEP in a spatially inhomogeneous environment
and branching random walk in static random environment.
It is natural to ask whether similar weak universality results hold for directed polymer
in more general dependent space-time random environment, and what limits do we obtain.
This motivates us to consider a random environment defined by the occupation field of a
Poisson system of random walks, one of the simplest interacting particle systems. It has
been studied extensively and used as a dynamic random environment in various contexts,
see e.g. [CG84, KS05, GdH06, DGRS12, HdHS+15]. We show that in d = 1, the polymer
partition functions converge to the solution to a new SPDE, which is an SHE driven by a
multiplicative Gaussian noise with a long-range but singular covariance, more precisely, the
heat kernel. We also conjecturally expect that a similar convergence would hold for this new
SPDE in d < 4.
We will consider both the polymer and the Poisson walks in continuous time.
Definition 1.1. (Poisson field of independent walks.) At time t = 0, we start with ξ(0, x)
particles for each x ∈ Zd such that ξ(0, x) are i.i.d. Poisson with mean λ > 0. Each particle
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then performs rate 1 independent simple symmetric random walk on Zd. Denote by ξ(t, x)
the number of particles at position x and time t. More precisely,
ξ(t, x) =
∑
y∈Zd
ξ(0,y)∑
i=1
1{Y y,it =x}, (1.1)
where Y y,i is the i-th random walk starting from y at time 0. It is easily seen that i.i.d.
Poisson product measure with mean λ is an invariant measure of the dynamics ξ(t, ·). We
will denote probability and expectation with respect to ξ by P and E, respectively.
The directed polymer will be modeled by a rate 1 simple symmetric random walk S. If
S starts from position x at time t, then we denote its probability and expectation by P(t,x)
and E(t,x) respectively, and by P and E when (t, x) = (0, 0). We will denote the transition
kernel for S by Pt(x) := P(St = x).
Definition 1.2. (Directed polymer in the environment ξ.) Let {ξ(t, x)}t≥0,x∈Zd be defined
from the mean λ Poisson field of random walks as above, and let S be a simple symmetric
random walk on Zd. Given T > 0 and coupling constant β ∈ R, define
Λβ(ξ, S) := exp
[
β
∫ T
0
ξ˜(s, Ss)ds
]
, ξ˜(s, x) := ξ(s, x)− λ. (1.2)
The (quenched) polymer measure in the random environment ξ is then defined via a Gibbs
change of measure for S with weight given by Λβ(ξ, S)/Z
ξ
T,β , where Z
ξ
T,β := E[Λβ(ξ, S)] is
known as the quenched partition function. Furthermore, we will allow the starting space-time
point of the polymer S to vary and consider the family of partition functions
ZξT,β(t, x) := E(t,x)
[
exp
[
β
∫ T
t
ξ˜(s, Ss)ds
]]
, t ∈ [0, T ], x ∈ Zd. (1.3)
For x 6∈ Zd, we define ZξT,β(t, x) := ZξT,β(t, ⌈x⌉).
It turns out that in dimension d = 1, in order for the family of partition functions
(ZξT,β(t, x))t∈[0,T ],x∈R to have non-trivial random limits, we need to scale space-time and β
as follows:
Scaling: Let ε = 1/
√
T . We will rescale β, t and x as follows:
β → ε 32β , x→ ε−1x , t→ ε−2t , β ∈ R, x ∈ R, t ≥ 0. (1.4)
Our main result is then the following.
Theorem 1.3 (Convergence of polymer partition functions). Given ε > 0 and β ∈ R, let
(Zξ
ε−2, ε3/2β(ε
−2t, ε−1x))t∈[0,1],x∈R be the family of polymer partition functions defined as in
(1.3). Then as ε ↓ 0, it converges in finite-dimensional distribution to (u(1− t, x))t∈[0,1],x∈R,
where u is the Stratonovich solution of the SPDE
∂
∂t
u(t, x) =
1
2
∆u+ β
√
λuΞ(t, x), u(0, ·) ≡ 1, (1.5)
and Ξ is a generalized Gaussian field with covariance
E[Ξ(t, x)Ξ(s, y)] = p|t−s|(x− y) :=
1√
2π|t− s|e
− |x−y|2
2|t−s| . (1.6)
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Note that when the polymer disorder ξ(t, x) is white noise on [0,∞)×Z, it is the contin-
uous time analogue of the directed polymer considered in [AKQ14] and the correct scaling
is β → ε 12β (see also [CSZ17a]). The critical dimension is d = 2, at and above which, there
is no convergence to any SPDE (see [CSZ17b]). When ξ(t, x) = ξ(0, x) is white noise on
Z
d, the correct scaling turns out to be β → ε2− d2β. The critical dimension is instead d = 4.
Theorem 1.3 shows that our disorder ξ requires the same scaling as the case of a spatial white
noise. In other words, the power law decay (in time) of the covariance is not fast enough
to change the critical spatial dimension when compared to the case of having no decay in
time (white noise in space only). In dimensions d = 2, 3, similar to the parabolic Anderson
model, we expect that the partition function requires renormalization in order to converge
to the solution of a singular SPDE. It would also be interesting to find a class of models that
interpolate between the PAM and SHE, and see what speed of decay for the noise covariance
will alter the critical dimension of the model.
1.1 Outline of proof
In this section, we outline the main steps in our proof of Theorem 1.3. The basic strategy
is to expand the polymer partition function ZξT,β in terms of a series (chaos) expansion with
respect to the disorder ξ˜. Unlike the case with i.i.d. noise as considered in [AKQ14, CSZ17a],
the terms of the expansion are not L2 orthogonal. Instead, we will show that the series is
L1-convergent and bound the tail of the series uniformly as ε ↓ 0. We then show that the
first m terms of the series converge to a sum of iterated Stratonovich integrals with respect
to the Gaussian noise Ξ, which is in fact a series representation of the solution for the SPDE
(1.5). Stratonovich integrals arise naturally in the limit due to the non-trivial covariance
structure of the underlying noise.
First we expand the partition function as follows:
ZξT,β(t0, x0) = 1 +
∞∑
k=1
βk
k!
E(t0,x0)
[( ∫ T
t0
ξ˜(s, Ss)ds
)k]
= 1 +
∞∑
k=1
βk
∑
x1,...,xk∈Z
∫
· · ·
∫
t0<t1<···<tk<T
k∏
i=1
Pti−ti−1(xi − xi−1)
k∏
i=1
ξ˜(ti, xi)dti
=: 1 +
∞∑
k=1
Z
(k)
T,β(t0, x0) . (1.7)
Note that this expansion is reminiscent of Wiener chaos expansion with respect to ξ˜, except
that ξ˜ is correlated and non-Gaussian. However, ξ˜ does converge to a generalised Gaussian
field in the diffusive scaling limit.
Proposition 1.4 (Convergence to Gaussian field). As ε ↓ 0, ε− 12 ξ˜(ε−2·, ε−1·) converges in
distribution to
√
λΞ in the weighted Besov-Ho¨lder space Cακ (defined in Appendix A) for every
α < −1/2 and κ > 0, where Ξ is the generalised Gaussian field defined in (1.6).
We will show that the solution of the SPDE (1.5) has a similar expansion as in (1.7),
where ξ˜ is replaced by its Gaussian limit
√
λΞ.
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Proposition 1.5 (Solution of SPDE). The SPDE (1.5) has a well-defined mild Stratonovich
solution u. For all (t, x) ∈ [0, 1] × R, u admits the series representation
u(t, x) =
∞∑
k=0
u(k)(t, x) = 1 +
∞∑
k=1
(β
√
λ)k
∫
· · ·
∫
0<s1<···<sk<t
x1,...,xk∈R
k∏
i=1
psi+1−si(xi+1 − xi)
k∏
i=1
Ξ(si, xi)dsi dxi,
(1.8)
where (sk+1, xk+1) := (t, x), and the series converges in L
1.
Remark 1.6. Note that (1.8) formally resembles the discrete series (1.7) if we reverse time
and identify the sequence t0 < t1 < · · · < tk < T with t > sk > · · · > s1 > 0, and identify
(ξ˜(s, ·))s∈[0,T ] with (
√
λΞ(1−s, ·))s∈[0,1]. The fact that the iterated integrals in (1.8) are well-
defined, and that each term in the series (1.7) converges to the corresponding iterated integral
in (1.8) (for which the precise statement is Lemma 1.8 below), will be clear in Section 6.
To prove Theorem 1.3, it then suffices to show firstly that the series expansions for
Zξ
ε−2,ε3/2β(ε
−2t, ε−1x) can be truncated to a fixed order with an arbitrarily small error
that is uniform as ε ↓ 0; secondly, show that terms of the series in the expansion for
Zξ
ε−2,ε3/2β(ε
−2t, ε−1x) converge in joint distribution (possibly with different choices of (t, x))
to terms of the series for u in (1.8). The following two lemmas address these two issues.
Lemma 1.7 (Bounds on partition functions). Given (t, x) ∈ [0, 1] × R, let
Zε,β(t, x) := Zξε−2,ε3/2β(ε−2t, ε−1x)
where Zξ is the polymer partition function defined as in (1.3), with terms of its expansion
in (1.7) denoted by
Zε,β(t, x) = 1 +
∞∑
k=1
Z(k)ε,β (t, x) . (1.9)
Then for any β ∈ R,
lim sup
ε↓0
E[Zε,β(t, x)] <∞. (1.10)
Furthermore,
lim
m→∞ lim supε↓0
E
[∣∣∣Zε,β(t, x)− 1− m∑
k=1
Z(k)ε,β (t, x)
∣∣∣
]
= 0. (1.11)
Lemma 1.8 (Convergence of finite order chaos). Let Zε,β(t, x) and (Z(k)ε,β (t, x))k∈N be as
above. Then for any l ∈ N, and (ti, xi) ∈ [0, 1] ×R, ki ∈ N, for 1 ≤ i ≤ l, (Z(ki)ε,β (ti, xi))1≤i≤l
converge in joint distribution to (u(ki)(1− ti, xi))1≤i≤l, where u(k)(1− t, x) is the k-th order
term in the expansion for u(1 − t, x) in (1.8).
The proof of Lemma 1.7 will be based on Poisson random walk calculations, and the proof
of Lemma 1.8 will be based on functional analytic arguments, where terms of the series are
shown to converge in distribution in weighted Besov-Ho¨lder spaces. We will also rely on
local limit theorem type of heat kernel estimates for the random walk transition kernel and
its space-time gradients.
Proof of Theorem 1.3. To show that (Zξ
ε−2,ε3/2β(ε
−2ti, ε−1xi))1≤i≤l converge in joint distri-
bution to (u(1 − ti, xi))1≤i≤l, first note that by Proposition 1.5 and (1.11), we can truncate
the series for Zε,β(ti, xi) and u(1 − ti, xi) up to the m-th order with a small error in L1.
The convergence in joint distribution of the truncated series then follows from Lemma 1.8.
Lastly, sending m→∞ proves Theorem 1.3.
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The rest of the paper is organized as follows. In Section 2, we prove Proposition 1.5. In
Section 3, we prove some basic properties for the Poisson field ξ and its correlation functions,
which are then used in Section 4 to prove Proposition 1.4. Sections 5 and 6 are then devoted
to the proof of Lemmas 1.7, 1.8, respectively. In Appendix A, we recall the basics of weighted
Besov-Ho¨lder spaces, in which the noise and the family of partition functions take their values.
Lastly, in Appendix B, we prove some heat kernel and gradient estimates for the random
walk which are essential for the proof.
Unless otherwise specified, we will assume d = 1 in the rest of the paper, and we will
write f(x) . g(x) if f(x) ≤ Cg(x) for some C ∈ (0,∞) uniformly in x.
2 The limiting SPDE
In this section, we will prove Proposition 1.5, namely the SPDE (1.5) has a mild Stratonovich
solution in dimension d = 1, following the approach used in [HNS11, Son17]. For general d,
this SPDE can be formally written as
∂
∂t
u(t, x) =
1
2
∆u+ β
√
λuΞ(t, x) (2.1)
with
E[Ξ(t, x)Ξ(s, y)] = p|t−s|(x− y) := (2π|t− s|)−d/2e−
|x−y|2
2|t−s| .
Let H be the completion of the space C∞c ([0,∞)×Rd) of smooth functions with compact
support endowed with the inner product
〈f, g〉H =
∫
R2+×R2
f(s, x)g(t, y)p|s−t|(x− y)dxdydsdt,
‖ · ‖H be the induced norm, and {Ξ(g), g ∈ H} be an isonormal Gaussian process with
covariance
E[Ξ(f)Ξ(g)] = 〈f, g〉H.
To define the Stratonovich integral, we introduce some notation. For positive numbers ε
and ε′, define
Ξε,ε
′
(t, x) :=
∫ t
0
∫
R
ψε′(t− s)pε(x− y)Ξ(s, y)dsdy = Ξ(φε,ε
′
t,x ), (2.2)
where
pε(x) = (2πε)
− d
2 e−
|x|2
2ε , x ∈ Rd; ψε′(t) = 1
ε′
I[0,ε′](t), t ∈ R, (2.3)
and
φε,ε
′
t,x (s, y) = ψε′(t− s)pε(x− y). (2.4)
Then Ξε,ε
′
(t, x) exists in the classical sense and is an approximation of Ξ(t, x).
We define the Stratonovich integral following [HNS11, Definition 4.1], which was also
used in [HN09, HHNT15, Son17].
Definition 2.1 (Stratonovich integral). Suppose that v = {v(t, x), t ≥ 0, x ∈ Rd} is a
random field satisfying ∫ T
0
∫
Rd
|v(t, x)|dxdt <∞, a.s.,
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and that the limit in probability lim
ε,ε′↓0
∫ T
0
∫
Rd
v(t, x)Ξε,ε
′
(t, x)dxdt exists. Then we denote the
limit by ∫ T
0
∫
Rd
v(t, x)Ξ(t, x)dxdt := lim
ε,ε′↓0
∫ T
0
∫
Rd
v(t, x)Ξε,ε
′
(t, x)dxdt.
and call it Stratonovich integral.
Let Ft be the σ-algebra generated by {Ξ(s, x), 0 ≤ s ≤ t, x ∈ Rd}, and a random field
{F (t, x), t ≥ 0, x ∈ Rd} is said to be adapted if {F (t, x), t ≥ 0} is adapted to the filtration
{Ft}t≥0 for all x ∈ Rd.
The mild Stratonovich solution of (1.5) is defined as follows.
Definition 2.2 (Mild solution). An adapted random field u = {u(t, x), t ≥ 0, x ∈ Rd} is
a mild solution to (1.5) with initial condition u0 ∈ Cb(Rd), if for all t ≥ 0 and x ∈ Rd the
following integral equation holds
u(t, x) = 1 + β
√
λ
∫ t
0
∫
Rd
pt−s(x− y)u(s, y)Ξ(s, y)dsdy, (2.5)
where the stochastic integral on the right-hand side is in the Stratonovich sense.
Let B be a standard d-dimensional Brownian motion independent of Ξ, and Bxt := Bt+x.
Following the discrete notation, we use P and E to denote respectively the probability and
expectation for the noise Ξ, and use P and E for the Brownian motion B.
Fix x ∈ Rd and t > 0. Recalling the notation in (2.3), we define
Iε,ε
′
t,x =
∫ t
0
∫
Rd
δε,ε
′
(Bxt−r − y)Ξ(r, y)drdy := Ξ(δε,ε
′
(Bxt−· − ·)) (2.6)
and
δε,ε
′
(Bxt−r − y) =
∫ t
0
ψε′(t− s− r)pε(Bxs − y)ds, (2.7)
where Iε,ε
′
t,x is a Wiener integral (conditional on B), of which the well-definedness will be
justified in the following result.
Proposition 2.3. If d = 1, then for all ε, ε′ > 0, the term δε,ε
′
(Bxt−· − ·) defined in (2.7)
belongs to H a.s. and the family of random variables Iε,ε′t,x defined in (2.6) converges in L2 to
a limit denoted by
It,x =
∫ t
0
∫
R
δ(Bxt−r − y)Ξ(r, y)drdy := Ξ(δ(Bxt−· − ·)) . (2.8)
Conditional on B, It,x is a Gaussian random variable with mean 0 and variance
Var[It,x|B] =
∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds . (2.9)
Proof. For ε, ε′, σ and σ′ > 0,〈
δε,ε
′
(Bxt−· − ·), δσ,σ
′
(Bxt−· − ·)
〉
H
=
∫
[0,t]4
∫
R2
pε(B
x
s − y)pσ(Bxr − z)ψε′(t− s− u)ψσ′(t− r − v)
× p|u−v|(y − z)dydzdudvdsdr. (2.10)
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Noting that p|u−v|(y − z) ≤ (2π)−1/2|u− v|−1/2, we have∫
[0,t]2
∫
R2
pε(B
x
s − y)pσ(Bxr − z) · ψε′(t− s− u)ψσ′(t− r − v)p|u−v|(y − z) dy dz du dv
≤ C
∫
[0,t]2
ψε′(t− s− u)ψσ′(t− r − v)|u− v|−1/2dudv ≤ C|s− r|−1/2 (2.11)
for some constant C > 0, where the last step follows from [HNS11, Lemma A.3]. As a
consequence, letting ε = ε′ and σ = σ′, by (2.10) and (2.11), we have
sup
ε,ε′>0
∥∥∥δε,ε′(Bxt−· − ·)∥∥∥2H <∞, (2.12)
where ‖ · ‖H is the norm induced by the inner product 〈·, ·〉H, which implies that almost
surely δε,ε
′
(Bxt−· − ·) belongs to the Hilbert space H for all ε and ε′ > 0. Therefore, the
random variables Iε,ε
′
t,x are well defined and we have
EE[Iε,ε
′
t,x I
σ,σ′
t,x ] = E
〈
δε,ε
′
(Bxt−· − ·), δσ,σ
′
(Bxt−· − ·)
〉
H
.
For any s 6= r and Bs 6= Br, as ε, ε′, σ and σ′ tend to zero, the left-hand side of the inequality
(2.11) converges to p|s−r|(Bs−Br). Therefore, by dominated convergence theorem we obtain
that, as ε, ε′, σ and σ′ tend to zero, EE[Iε,ε
′
t,x I
σ,σ′
t,x ] converges to E
∫
[0,t]2 p|s−r|(Bs − Br)dsdr
which is finite by Lemma 2.4 below. As a consequence,
EE
[(
Iε,ε
′
t,x − Iσ,σ
′
t,x
)2]
= EE
[(
Iε,ε
′
t,x
)2]− 2EE[(Iε,ε′t,x Iσ,σ′t,x )]+EE[(Iσ,σ′t,x )2]→ 0 .
This implies that I
εn,ε′n
t,x is a Cauchy sequence in L
2 for all sequences εn and ε
′
n converging
to zero. As a consequence, I
εn,ε′n
t,x converges in L
2 to a limit denoted by It,x, which does not
depend on the choice of the sequences εn and ε
′
n. Finally, (2.9) can be shown by a similar
argument.
Lemma 2.4. The following bound holds if and only if d = 1:
E
[∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds
]
<∞ .
Furthermore, when d = 1, one has
E
[
exp
(
λ
∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds
)]
<∞ for all λ > 0 . (2.13)
Proof. First note that
E
[∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds
]
= 2
∫ t
0
∫ r
0
∫
Rd
pr−s(z)2dzdrds
= 2
∫ t
0
∫ r
0
p2(r−s)(0)dsdr = 2
∫ t
0
∫ r
0
(4π(r − s))−d/2dsdr,
which is finite if and only if d = 1. When d = 1, one has the deterministic bound∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds ≤
∫ t
0
∫ t
0
(2π|r − s|)−1/2drds <∞,
and hence (2.13) follows.
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From now on, we only consider the case d = 1. We shall show that a mild solution to
(1.5) can be obtained by the following Picard iteration. Let u0(t, x) ≡ 1 and
un(t, x) = 1 + β
√
λ
∫ t
0
∫
R
pt−s(x− y)un−1(s, y)Ξ(s, y)dsdy, n = 1, 2, . . . .
Then we have
un(t, x)− un−1(t, x) = u(n)(t, x), n = 1, 2, . . . ,
where u(n) is as in (1.8), namely
u(n)(t, x) = (β
√
λ)n
∫
[0,t]n<×Rn
n∏
k=1
psk+1−sk(yk+1 − yk)
n∏
k=1
Ξ(sk, yk)dskdyk (2.14)
where [0, t]n< = {(s1, · · · , sn) ∈ Rn : 0 < s1 < · · · < sn < t} with the convention
yn+1 = x, sn+1 = t. We remark that the multiple integral on the RHS of (2.14) is classically
meaningful, which we explain in Section 6 (Remark 6.2) when we discuss the convergence of
the discrete multiple integrals to them.
The above Picard iteration suggests that formally
u(t, x) = 1 +
∞∑
n=1
u(n)(t, x)
is a mild solution to (1.5), if it is well-defined.
Indeed, in the following we shall show that un(t, x) = 1 +
∑n
k=1 u
(k)(t, x) converges in
L1, as n→∞, to the Feynman-Kac type expression
E
[
exp
(
β
√
λ
∫ t
0
∫
R
δ(Bxt−s − y)Ξ(s, y)dsdy
)]
, (2.15)
which will be proven to be a mild Stratonovich solution to (1.5).
Lemma 2.5. (2.15) is L1 integrable with respect to Ξ.
Proof. By Proposition 2.3,
EE
[
exp
(
β
√
λ
∫ t
0
∫
R
δ(Bxt−s − y)Ξ(s, y)dsdy
)]
= E
[
exp
(
β2λ
2
∫ t
0
∫ t
0
p|r−s|(Br −Bs)drds
)]
,
and combining with Lemma 2.4, we know that the Feynman-Kac type expression (2.15) is
well-defined (i.e. integrable with respect to Ξ) when d = 1.
Now we show that the series generated by the Picard iteration in (2.14) and a Taylor
expansion of the Feynman-Kac expression (2.15) coincide term by term:
Lemma 2.6. For each n ∈ Z+ one has
u(n)(t, x) =
(β
√
λ)n
n!
E [(It,x)
n] . (2.16)
where It,x is defined in (2.8).
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Proof. By definition,
1
n!
E [(It,x)
n]
=
1
n!
E
[∫
[0,t]n
∫
Rn
δ(Bxt−s1 − y1) · · · δ(Bxt−sn − yn)Ξ(s1, y1)ds1dy1 . . .Ξ(sn, yn)dsndyn
]
=
∫
[0,t]n<
∫
Rn
E
[
δ(Bxt−s1 − y1) · · · δ(Bxt−sn − yn)
]
Ξ(s1, y1)ds1dy1 . . .Ξ(sn, yn)dsndyn
=
∫
[0,t]n<
∫
Rn
ps2−s1(y2 − y1) · · · pt−sn(x− yn)Ξ(s1, y1)ds1dy1 . . .Ξ(sn, yn)dsndyn,
where we have interchanged E[·] with the stochastic integration by Fubini’s theorem. Com-
paring with (2.14), we obtain the desired result.
Proof of Proposition 1.5. Firstly, we note that un(t, x) = 1 +
∑n
k=1 u
(k)(t, x) converges to
u(t, x) as defined as in (1.8) in L1 as n→∞, since by Lemma 2.6 and Lemma 2.5,
E
[ ∞∑
n=0
|u(n)(t, x)|
]
≤
∞∑
n=0
(β
√
λ)n
n!
EE [|It,x|n]
= EE
[
eβ
√
λ|It,x|
]
≤ EE
[
eβ
√
λIt,x + e−β
√
λIt,x
]
<∞.
Thus (1.8) equals the Feynman-Kac representation (2.15).
To conclude the proof, we shall verify that (2.15) is a mild Stratonovich solution to (1.5),
following the approach used in [Son17].
Consider the following approximation of (1.5):

∂
∂t
uε,ε
′
(t, x) =
1
2
∆uε,ε
′
(t, x) + β
√
λuε,ε
′
(t, x)Ξε,ε
′
(t, x),
uε,ε
′
(0, x) ≡ 1,
(2.17)
where Ξε,ε
′
(t, x) is defined in (2.2).
By the classical Feynman-Kac formula, we have
uε,ε
′
(t, x) = E
[
exp
(
β
√
λ
∫ t
0
Ξε,ε
′
(r,Bxt−r)dr
)]
= E
[
exp
(
β
√
λIε,ε
′
t,x
)]
where Iε,ε
′
t,x = Ξ(δ
ε,ε′(Bxt−· − ·)) is defined in (2.6) and the last equality follows from Fubini’s
theorem. It is a mild solution to (2.17), i.e.,
uε,ε
′
(t, x) = 1 + β
√
λ
∫ t
0
∫
R
pt−s(x− y)uε,ε′(s, y)Ξε,ε′(s, y)dsdy. (2.18)
To prove the result, it suffices to show that as (ε, ε′) tends to zero, both sides of (2.18)
converge in probability to those of (2.5) respectively, with u(t, x) given by (2.15).
First, we show some convergence results for uε,ε
′
(t, x). By Proposition 2.3, as (ε, ε′)→ 0,
Iε,ε
′
t,x = Ξ(δ
ε,ε′(Bxt−· − ·)) converges to Ξ(δ(Bxt−· − ·)) in probability, and
E[|uε,ε′(t, x)|p] ≤ EE
[
exp
(
pβ
√
λIε,ε
′
t,x )
)]
= E
[
exp
(
1
2
p2β2λ‖δε,ε′(Bxt−· − ·)‖2H
)]
,
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which, by (2.12), is bounded by a constant C uniformly in (ε, ε′). This yields the Lp-
convergence of uε,ε
′
(t, x) to u(t, x) for all p > 1.
Furthermore, we show that uε,ε
′
(t, x) converges to u(t, x) in D1,2, i.e.,
lim
ε,ε′↓0
E[|uε,ε′(t, x)− u(t, x)|2] + E[‖Duε,ε′(t, x)−Du(t, x)‖2H] = 0, (2.19)
where D is the Malliavin derivative (see [Nua06, Section 1.2] for details). To prove this,
noting that the Malliavin derivative is closable ([Nua06, Proposition 1.2.1]), it suffices to
prove
lim
ε,ε′,σ,σ′↓0
E‖Duε,ε′(t, x)−Duσ,σ′(t, x)‖2H = 0. (2.20)
By the chain rule ([Nua06, Proposition 1.2.3]),
Duε,ε
′
(t, x) = β
√
λE
[
exp
(
β
√
λIε,ε
′
t,x
)
DIε,ε
′
t,x
]
= β
√
λE
[
exp
(
β
√
λIε,ε
′
t,x
)
δε,ε
′
(Bxt−· − ·)
]
. (2.21)
Thus, letting B1 and B2 be two independent 1-dimensional Brownian motions, and Iε,ε
′
t,x (B
i)
be defined as in (2.6) with B replaced by Bi for i = 1, 2, we have
E
〈
Duε,ε
′
(t, x),Duσ,σ
′
(t, x)
〉2
H
=(β2λ)EE
[
exp
(
β
√
λ
(
Iε,ε
′
t,x (B
1) + Iσ,σ
′
t,x (B
2)
))〈
δε,ε
′
(B1t−· + x− ·), δσ,σ
′
(B2t−· + x− ·)
〉
H
]
=(β2λ)EE
[
exp
(
β
√
λ
(
Iε,ε
′
t,x (B
1) + Iσ,σ
′
t,x (B
2)
))
×
(∫
[0,t]4
∫
R2
pε(B
1
s + x− y)pσ(B2r + x− z)
× ψε′(t− s− u)ψσ′(t− r − v)p|u−v|(y − z) dy dz du dv ds dr
)]
.
Using similar analysis as in the proof of Proposition 2.3, we can show that
lim
ε,ε′,σ,σ′↓0
E
〈
Duε,ε
′
(t, x),Duσ,σ
′
(t, x)
〉2
H
=(β2λ)EE
[
exp
(
β
√
λ
(
It,x(B
1) + It,x(B
2)
))∫ t
0
∫ t
0
p|s−r|(B1s −B2r )dsdr
]
=(β2λ)E
[
exp
(
β2λ
2∑
i,j=1
∫ t
0
∫ t
0
p|s−r|(Bis −Bjr)dsdr
)∫ t
0
∫ t
0
p|s−r|(B1s −B2r )dsdr
]
,
which is finite by Lemma 2.4. This proves (2.20), and hence (2.19) holds.
We are now ready to prove the convergence to the right-hand side of (2.5) of the right-
hand side of (2.18). Noting that the Stratonovich integral on the right hand-side of (2.5) is
defined by Definition 2.1, it suffices to show that, as (ε, ε′)→ 0,
M ε,ε
′
:=
∫ t
0
∫
R
pt−s(x− y)(uε,ε′(s, y)− u(s, y))Ξε,ε′(s, y)dsdy → 0 in L2. (2.22)
Denoting vε,ε
′
(s, y) := uε,ε
′
(s, y) − u(s, y), recalling that Ξε,ε′(s, y) = Ξ(φε,ε′s,y ) = δ(φε,ε
′
s,y ),
where δ is the divergence operator (also known as Skorohod integral, see [Nua06, Section
1.3]), by (2.2), and applying the integration by parts formula ([Nua06, Proposition 1.3.3])
δ(Fu) = Fδ(u) − 〈DF, u〉H
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to vε,ε
′
(s, y)Ξε,ε
′
(s, y), we have
M ε,ε
′
=
∫ t
0
∫
R
pt−s(x− y)
[
δ(vε,ε
′
(s, y)φε,ε
′
s,y ) + 〈Dvε,ε
′
(s, y), φε,ε
′
s,y 〉H
]
dsdy.
We take the integral form
∫ T
0
∫
R
u(s, y) ⋄ Ξ(s, y)dsdy to denote the Skorohod integral δ(u).
Thus,
M ε,ε
′
=
∫ t
0
∫
R
pt−s(x− y)
[
δ(vε,ε
′
(s, y)φε,ε
′
s,y ) + 〈Dvε,ε
′
(s, y), φε,ε
′
s,y 〉H
]
dsdy
=
∫ t
0
∫
R
∫ t
0
∫
R
pt−s(x− y)vε,ε′(s, y)φε,ε′s,y (s− r, y − z)dsdy ⋄ Ξ(r, z)drdz
+
∫ t
0
∫
R
pt−s(x− y)〈Dvε,ε′(s, y), φε,ε′s,y 〉Hdsdy
=:M ε,ε
′
1 +M
ε,ε′
2 . (2.23)
For M ε,ε
′
1 , by the estimate for the Skorohod integral E[|δ(u)|2] ≤ E[‖u‖2H] + E[‖Du‖2H⊗H]
([Nua06, Proposition 1.3.1]), we have
E[|M ε,ε′1 |2] ≤ E[‖Φε,ε
′
t,x ‖2H] + E[‖DΦε,ε
′
t,x ‖2H⊗H], (2.24)
where
Φε,ε
′
t,x (r, z) =
∫ t
0
∫
R
pt−s(x− y)vε,ε′(s, y)φε,ε′s,y (s− r, y − z)dsdy.
For the first term on the right hand side of (2.24),
E[‖Φε,ε′t,x ‖2H] =
∫ t
0
∫
R
∫ t
0
∫
R
pt−s1(x− y1)pt−s2(x− y2)
× E
[
vε,ε
′
(s1, y1)v
ε,ε′(s2, y2)
] 〈
φε,ε
′
s1,y1 , φ
ε,ε′
s2,y2
〉
H
ds1dy1ds2dy2
(2.25)
Noting that limε,ε′↓0 E[(v
ε,ε′
s,y )p] = 0 for all p > 1 and that
〈
φε,ε
′
s1,y1 , φ
ε,ε′
s2,y2
〉
H
is uniformly
bounded by C|s1−s2|− 12 in (ε, ε′) by Lemma 2.7 below, we thus have limε,ε′↓0 E[‖Φε,ε
′
t,x ‖2H] = 0
by the dominated convergence theorem.
Similarly, for the second term on the right hand side of (2.24), by (2.20),
E[‖DΦε,ε′t,x ‖2H⊗H] =
∫ t
0
∫
R
∫ t
0
∫
R
pt−s1(x− y1)pt−s2(x− y2)
× E
[〈
Dvε,ε
′
(s1, y1),Dv
ε,ε′(s2, y2)
〉
H
] 〈
φε,ε
′
s1,y1 , φ
ε,ε′
s2,y2
〉
H
ds1dy1ds2dy2
also converges to 0 as (ε, ε′)→ 0. Hence, we have
lim
ε,ε′↓0
E[|M ε,ε′1 |2] = 0. (2.26)
Finally, we bound M ε,ε
′
2 in (2.23).
M ε,ε
′
2 =
∫ t
0
∫
R
pt−s(x− y)〈Duε,ε′(s, y), φε,ε′s,y 〉Hdsdy
−
∫ t
0
∫
R
pt−s(x− y)〈Du(s, y), φε,ε′s,y 〉Hdsdy. (2.27)
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We shall show that the two terms on the right-hand side of (2.27) converges in L2 to the
same limit, as (ε, ε′)→ 0. For the first term, by (2.21),
∫ t
0
∫
R
pt−s(x− y)〈Duε,ε′(s, y), φε,ε′s,y 〉Hdsdy
=β
√
λ
∫ t
0
∫
R
pt−s(x− y)E
[
exp
(
β
√
λIε,ε
′
s,y
)〈
δε,ε
′
(Bys−· − ·), φε,ε
′
s,y
〉
H
]
dsdy. (2.28)
For the inner product〈
δε,ε
′
(Bys−· − ·), φε,ε
′
s,y
〉
H
=
∫
[0,s]3
∫
R
p|r1−r2|(z1 − z2)ψε′(s − τ − r1)pε(Byτ − z1)
× ψε′(s− r2)pε(y − z2)dτdr1dr2dz1dz2,
using the fact p|r1−r2| ≤ (2π|r1 − r2|)−
1
2 , integrating in space variables (z1, z2), and then
applying [HNS11, Lemma A.3], we have that it is bounded by C
∫ s
0 τ
− 1
2 dτ < ∞, and hence
as (ε, ε′) → 0, it converges to ∫ s0 pτ (Bτ )dτ in Lp for all p ≥ 1 by dominated convergence
theorem. Thus, as (ε, ε′)→ 0, noting that uε,ε′(s, y) converges to u(s, y) in Lp for all p ≥ 1,
we have that (2.28) converges in L2 to
β
√
λ
∫ t
0
∫
R
pt−s(x− y)E
[
exp
(
β
√
λIs,y
)∫ s
0
pτ (Bτ )dτ
]
dsdy.
In a similar way, we can show that the second term on the right-hand side (2.27) converges
in L2 to the same limit as (ε, ε′)→ 0.
Thus we have shown the convergence to 0 of (2.27). This together with (2.26) yields
(2.22). The proof of Proposition 1.5 is concluded.
In the bound for (2.25), we used the following result.
Lemma 2.7.
sup
ε,ε′>0
〈φε,ε′s1,y1 , φσ,σ
′
s2,y2〉H ≤ C|s1 − s2|−1/2,
where C is a constant independent of (ε, ε′, σ, σ′, s1, y1, s2, y2).
Proof. By the definition of φε,ε
′
t,x in (2.4),
〈φε,ε′s1,y1 , φσ,σ
′
s2,y2〉H = 〈ψε′(s1 − ·)pε(y1 − ·), ψδ′ (s2 − ·)pδ(y2 − ·)〉H
=
∫ s1
0
dr1
∫ s2
0
dr2 ψε′(s1 − r1)ψδ′(s1 − r2)∫
R2
pε(y1 − z1)pδ(y2 − z2)p|r1−r2|(z1 − z2)dz1dz2
≤ C|s1 − s2|−1/2.
where the last step follows from [HNS11, Lemma A.3] and the fact supz∈R p|r1−r2|(z) ≤
(2π|r1 − r2|)−1/2.
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Remark 2.8. Strictly speaking Proposition, 1.5 provides a series solution, but does not ad-
dress the uniqueness of the mild Stratonovich solution. Nevertheless, the convergence estab-
lished in Theorem 1.3 identifies the unique limit of the partition functions as the “natural”
solution of the SPDE. One may prove uniqueness of the mild Stratonovich solution following
the approach used in [HHNT15, Setion 5]. We omit the details here since we are mainly
interested in the scaling limit of the polymer partition functions in this article.
3 Correlations for the Poisson random walks
To prove Proposition 1.4, we need to bound moments in order to establish tightness for the
rescaled and recentered random field ξ in a weighted Besov-Ho¨lder space. It turns out that
the model of Poisson random walks admits exact correlation calculations, based on which
one can perform careful moment analysis for the occupation variables ξ. In this section we
provide some formulas and bounds for these correlations, which will be useful in Section 4.
Let (ξ(t, x))t>0,x∈Zd be the mean λ Poisson field of random walks as defined in (1.1), and
let ξ˜(·, ·) := ξ(·, ·)− λ be its centered version. In this section, we give bounds on the k-point
correlation functions of ξ.
Note that ξ(·, ·) defines a Poisson point process on the space of simple random walk
trajectories on Zd with intensity measure
µ(·) = λ
∑
x∈Zd
P(0,x)(S ∈ ·), (3.1)
where P(0,x) is the law of a simple symmetric random walk starting from x at time 0. Given
A, a set of random walk trajectories on Zd, let
ξA
def
=
∑
y∈Zd
ξ(0,y)∑
i=1
1
(Y y,it )t≥0∈A
denote the number of paths in the Poisson point process ξ that belong to A, and denote
ξ˜A := ξA − E[ξA]. Clearly ξA and ξ˜A have the additive property: if A ∩ B = ∅ then
ξA∪B = ξA + ξB and the same holds for ξ˜A.
Let T > 0 and j ∈ N be fixed. Given a collection of space-time points (ti, xi)1≤i≤j with
0 ≤ t1 ≤ t2 ≤ · · · ≤ tj ≤ T and x1, · · · , xj ∈ Zd, for each 1 ≤ i ≤ j, denote ξ˜i def= ξ˜(ti, xi).
Denote by Ai the set of trajectories that pass through the point (ti, xi), then ξ˜i = ξ˜Ai . For
two sets A and B, we denote A ∩ B by AB, and denote A ∪ B by A + B if A and B are
disjoint. As an illustration of the main idea useful for the general case, we compute the
two-point correlation E[ξ˜1ξ˜2]:
E[ξ˜1ξ˜2] = E[ξ˜A1 ξ˜A2 ] = E[ξ˜A1A2+A1\A2 ξ˜A1A2+A2\A1 ]
= E
[
(ξ˜A1A2 + ξ˜A1\A2)(ξ˜A1A2 + ξ˜A2\A1)
]
= E[(ξ˜A1A2)
2] .
(3.2)
Here, in the last step, we used the fact that ξ˜A and ξ˜B are independent if A ∩B = ∅, which
is why we cut the sets A1, A2 into non-intersecting subsets.
To compute the RHS of (3.2), note that ξA1A2 is a Poisson random variable with mean
λ
∑
x∈Zd
Pt1(x1 − x)Pt2−t1(x2 − x1) = λPt2−t1(x2 − x1), (3.3)
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where Pt(x) := P(0,0)(St = x) is the random walk transition kernel. Therefore
E[ξ˜1ξ˜2] = E[(ξ˜A1A2)
2] = λPt2−t1(x2 − x1). (3.4)
More generally, by the same calculation as in (3.3), we have:
Lemma 3.1. With 0 < t1 < t2 < · · · < tj < T , xi ∈ Zd and the sets Ai defined above, the
random variable ξA1A2...Aj has Poisson distribution with parameter
λ
j−1∏
k=1
Ptk+1−tk(xk+1 − xk).
Proof. ξA1A2...Aj clearly has Poisson distribution, with mean
λ
∑
x∈Zd
Pt1(x1 − x)Pt2−t1(x2 − x1) · · ·Ptj−tj−1(xj − xj−1).
The claimed result follows from
∑
x∈Zd Pt1(x1 − x) = 1.
With Lemma 3.1, we can compute E
[(
ξ˜A1A2...Aj
)k]
by the formulas for the moments of
centered Poisson random variables. For instance,
E[ξ˜1ξ˜2ξ˜3] = E[(ξ˜A1A2A3)
3] = λPt2−t1(x2 − x1)Pt3−t2(x3 − x2).
The next lemma provides a useful expression for correlations of the centered Poisson
variables ξ˜Ai for a given collection (Ai)1≤i≤m of sets of trajectories, thus generalizing (3.2).
In the next lemma, with a slight abuse of notation, we will assume each Ai to be an (arbitrary)
set of random walk trajectories, instead of the set of trajectories that pass through a given
point as above.
Lemma 3.2. Let ξ be the Poisson field of independent random walks as before, and let
(Ai)1≤i≤m be sets of trajectories with associated centered Poisson random variables (ξ˜Ai)1≤i≤m.
For J ⊂ [m] := {1, . . . ,m}, let
BJ
def
=
( ∩i∈J Ai) ∩ ( ∩i∈Jc Aci) . (3.5)
Then
E
[ m∏
i=1
ξ˜Ai
]
=
∑
I1,...,Ik partition [m]
|Ii|≥2 ∀ 1≤i≤k
∑
Ji⊃Ii ∀ 1≤i≤k
Ji 6=Ji′ ∀ i6=i′
k∏
i=1
E[ξ˜
|Ii|
BJi
] . (3.6)
Here, ξ˜BJi is a centered Poisson variable with mean λ
∑
x∈Zd P(0,x)(S ∈ BJi).
Proof. As in (3.2), we can partition each Ai into the BJ ’s to write
E
[ m∏
i=1
ξ˜Ai
]
= E
[ m∏
i=1
∑
Ji⊂[m]
1{i∈Ji}ξ˜BJi
]
=
∑
J1,...,Jm⊂[m]
i∈Ji ∀ 1≤i≤m
E
[ m∏
i=1
ξ˜BJi
]
.
Note that when Ji 6= Ji′ , one has BJi ∩ BJi′ = ∅ and thus ξ˜BJi and ξ˜BJi′ are independent.
Thus (ξ˜BJ )J⊂[m] is a family of independent centered Poisson random variables. The collection
(Ji)
m
i=1 determines a partition {I1, . . . , Ik} of [m] (for some k ≤ m) where i and i′ are in the
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same block if and only if Ji = Ji′ . Noting that each block I ∈ {I1, . . . , Ik} is associated with
a J ∈ {J1, . . . , Jm} with J ⊃ I, we can find a set J ∈ (Ji)mi=1 such that J ⊃ I.
Re-summing first over the partitions of [m] and then over the J ’s, using the aforemen-
tioned independence of ξ˜ for disjoint sets, and recalling that ξ˜ are centered, one obtains
(3.6).
The next lemma provides bounds on the moments E[ξ˜
|Ii|
BJi
] appearing on the right hand
side of (3.6). We first introduce some notation. For a generic collection of space-time
points ((ti, xi))i∈J indexed by some set J with |J | = j, we can order the time variables by
ti1 < · · · < tij for some rearrangement of the set J = {i1, · · · , ij} and then we write
P(J) := Pti2−ti1 (xi2 − xi1) · · ·Ptij−tij−1 (xij − xij−1) . (3.7)
Lemma 3.3. In the same setting as above, for every n ∈ N and J ⊂ [m] one has∣∣E[ξ˜nBJ ]∣∣ ≤ C(λ, n)P(J) (3.8)
for some C(λ, n) depending only on λ and n.
Proof. Recall from the definition (3.5) that ξBJ counts the number of trajectories in the
Poisson point process ξ that pass (tr, xr) for each r ∈ J but do not pass (tr, xr) for each
r /∈ J , which is a Poisson random variable with mean
E[ξBJ ] = λ
∑
x∈Zd
P(0,x)
(
Str = xr ∀ r ∈ J, Str 6= xr ∀ r ∈ [m]\J
) ≤ λP(J),
where the bound is obtained by removing the constraint that Str 6= xr ∀ r ∈ [m]\J .
The n-th moment E[ξ˜nBJ ] of the centered Poisson random variable ξ˜BJ is given by the
centered Touchard polynomial T˜n(x) (see for instance [PT11, Prop. 3.3.4]) of degree at most
n with x = E[ξBJ ]. In particular, for all n ≥ 2,
T˜n(x) = x+ x
2qn(x) for some polynomial qn, with q2(x) = q3(x) = 0. (3.9)
Since E[ξBJ ]
k ≤ λkP(J)k ≤ λkP(J) for all k ∈ N, (3.8) follows easily.
Although the next lemma is not needed in our proof, it provides a more refined estimate
on the correlation functions of a general Poisson field, which is of independent interest. In
particular, we see in (3.10) below that the correlation function can be split into two parts:
the correlation function of a Gaussian field with the same covariance as ξ˜, plus the remainder
for which we give a bound.
Lemma 3.4. Let ξ be the Poisson point process on the space of random walk trajectories with
intensity measure µ given by (3.1). Let (Ai)1≤i≤m be sets of trajectories, with AJ := ∩i∈JAi
for J ⊂ [m] = {1, . . . ,m}. Then
E
[ m∏
i=1
ξ˜Ai
]
=
∑
I1,...,Ik partition [m]
|Ii|=2∀ 1≤i≤k
k∏
i=1
µ(AIi) +R(A1, . . . , Am), (3.10)
where the first term equals 0 when m is odd. If α := max
I⊂[m],|I|=2
µ(AI) ≤ 1, then
|R(A1, . . . , Am)| ≤
∑
I1,...,Ik partition [m]
mini |Ii|≥2; maxi |Ii|>2
3(1 + Cmα)
k
k∏
i=1
µ(AIi), (3.11)
where Cm depends only on m.
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Remark 3.5. We note that Lemmas 3.2 and 3.4 in fact hold for a general Poisson point
process ξ on a Polish space X with σ-finite intensity measure µ, and (Ai)1≤i≤m are subsets
of X with µ(Ai) <∞ for each i. The proof is exactly the same.
Proof. By (3.9), for any Poisson random variable ξB with mean α˜ ≤ 1, its centered moment
satisfies
max
1≤k≤m
|E[ξ˜kB ]| ≤ α˜+ Cmα˜2,
where Cm depends only on m.
If α ≤ 1, then we can bound the contributions to the sum in (3.6) with |Ii| > 2 for some
i, by
∣∣∣ ∑
I1,...,Ik partition [m]
mini |Ii|≥2; maxi |Ii|>2
∑
Ji⊃Ii ∀ 1≤i≤k
Ji 6=Ji′ ∀ i6=i′
k∏
i=1
E[ξ˜
|Ii|
BJi
]
∣∣∣
≤
∑
I1,...,Ik partition [m]
mini |Ii|≥2; maxi |Ii|>2
∑
Ji⊃Ii ∀ 1≤i≤k
k∏
i=1
E[|ξ˜|Ii|BJi |]
≤
∑
I1,...,Ik partition [m]
mini |Ii|≥2; maxi |Ii|>2
k∏
i=1
∑
Ji⊃Ii
(1 +Cmα)µ(BJi) =
∑
I1,...,Ik partition [m]
mini |Ii|≥2; maxi |Ii|>2
(1 + Cmα)
k
k∏
i=1
µ(AIi).
(3.12)
In the sum in (3.6), when |Ii| = 2 for all i and we remove the constraint that Ji 6= Ji′ , then
we get precisely the first term in (3.10) since µ(AIi) =
∑
Ji⊃Ii E[ξ˜
2
BJi
]. The difference can be
bounded by ∑
I1,...,Ik partition [m]
|Ii|=2 ∀ 1≤i≤k
∑
Ji⊃Ii ∀ 1≤i≤k
Ja=Jb for some a 6=b
k∏
i=1
µ(BJi)
≤
∑
I1,...,Ik partition [m]
|Ii|=2 ∀ 1≤i≤k
∑
1≤a6=b≤k
∑
Ji⊃Ii ∀ 1≤i≤k
Ja=Jb
k∏
i=1
µ(BJi)
≤
∑
I1,...,Ik partition [m]
|Ii|=2 ∀ 1≤i≤k
∑
1≤a6=b≤k
µ(AIa∪Ib)
∏
1≤i≤k
i6=a,b
µ(AIi)
≤
∑
J1,...,Jk−1 partition [m]
mini |Ji|=2,maxi |Ji|=4
3
k−1∏
i=1
µ(AJi),
(3.13)
where in the last step, we replaced Ia and Ib by a single partition element Ia∪Ib. Combining
the above estimates then gives (3.10) with the error bound (3.11).
4 Convergence of environment to Gaussian field
In this section, we prove Proposition 1.4. We start with a weaker version.
Lemma 4.1. As ε ↓ 0, ξ˜ε def= ε− 12 ξ˜(ε−2·, ε−1·) converges in distribution to the Gaussian field√
λΞ defined as in (1.6) in the sense that for any φ ∈ Cc([0,∞) × R),
ξ˜ε(φ) := ε
∑
x∈εZ
∫ ∞
0
φ(t, x)ε−
1
2 ξ˜(ε−2t, ε−1x)dt (4.1)
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converges in distribution to a centered normal random variable
√
λΞ(φ) with variance
2λ
∫
s<t
∫
R2
φ(s, x)pt−s(y − x)φ(t, y) ds dt dxdy. (4.2)
Proof. Let φ ∈ Cc([0,∞) × R), and
ξ˜ε(φ) := ε
1
2
∑
x∈εZ
∫ ∞
0
φ(t, x)ξ˜(ε−2t, ε−1x)dt = ε
5
2
∑
x∈Z
∫ ∞
0
φ(ε2t, εx)(ξ(t, x) − λ)dt. (4.3)
To prove the convergence, it suffices to show that the Laplace transform of ξ˜ε(φ) converges
to that of the correct normal. By (1.1), for any κ ∈ R, we can integrate out the i.i.d. Poisson
random variables ξ(0, ·) to obtain
E
[
exp
{
κξ˜ε(φ)
}]
=
(∏
y∈Z
exp {λ (wε(y)− 1)}
)
(4.4)
· exp
{
− κλε 52
∑
x∈Z
∫ ∞
0
φ(ε2t, εx)dt
}
,
where, denoting the expectation w.r.t a random walk Y starting from y by EYy ,
wε(y) := E
Y
y
[
exp
{
κε
5
2
∫ ∞
0
φ(ε2t, εYt)dt
}]
.
Note that to obtain (4.4), we have used the independence of the walks Y y,i and ξ(0) which
allows us to write
E

exp{ ξ(0,y)∑
i=1
κε
5
2
∫ ∞
0
φ(ε2t, εY y,it )dt
} = E[wε(y)ξ(0,y)| ξ(0, y)]
and then apply the formula of moment generating function of Poisson variables to ξ(0, y).
Since φ has compact support in time, by Taylor expansion, we have
wε(y)− 1 = κε 52
∫ ∞
0
E
Y
y [φ(ε
2t, εYt)]dt
+ (1 + o(1))κ2ε5
∫∫
0<t1<t2
E
Y
y [φ(ε
2t1, εYt1)φ(ε
2t2, εYt2)]dt1dt2.
Here o(1) stands for a quantity which vanishes as ε→ 0 uniformly in y (due to our assumption
on φ). Summing over y, we use the translation invariance of the random walk to obtain
λ
∑
y
(wε(y)− 1) = κλε
5
2
∑
x∈Z
∫ ∞
0
φ(ε2t, εx)dt (4.5)
+ (1 + o(1))κ2λε5
∑
x1,x2∈Z
∫∫
0<t1<t2
φ(ε2t1, εx1)φ(ε
2t2, εx2)Pt2−t1(x2 − x1)dt1dt2.
Substituting into (4.4), we find that the Laplace transform equals
exp
{
(1 + o(1))κ2λε5
∑
x1,x2∈Z
∫∫
0<t1<t2
φ(ε2t1, εx1)φ(ε
2t2, εx2)Pt2−t1(x2 − x1)dt1dt2
}
. (4.6)
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Fix δ > 0. Using the fact that φ has compact space-time support and bounding φ(ε2t2, εx2)
by |φ|∞, it is easily seen that the contribution to the exponent from t2 − t1 ≤ δε−2 can be
made arbitrarily small by choosing δ > 0 small. On the other hand, by the local central limit
theorem, with t˜i = ε
2ti, x˜i = εxi, as ε ↓ 0, we have
Pt2−t1(x2 − x1) =
ε(1 + o(1))√
2π(t˜2 − t˜1)
exp
{
−(x˜2 − x˜1)
2
2(t˜2 − t˜1)
}
uniformly in t˜2 − t˜1 > δ and x˜1, x˜2 in the support of φ. By a Riemann sum approximation,
(4.6) is then seen to converge to
exp
{1
2
κ2 · 2λ
∫
· · ·
∫
0<t˜1<t˜2
x˜1,x˜2∈R
φ(t˜1, x˜1)φ(t˜2, x˜2)pt˜2−t˜1(x˜2 − x˜1)dt˜1dt˜2dx˜1dx˜2
}
,
which is exactly the Laplace transform of a centered Gaussian with variance specified in
(4.2), which proves the lemma.
Lemma 4.1 identifies the distributional limit of the centered and rescaled random field
ξ˜ε. We now boost it to show convergence in the weighted Besov-Ho¨lder space, defined in
Appendix A.
Proof of Proposition 1.4. Given Lemma 4.1, which identifies the limit as
√
λΞ, we only need
to prove tightness of (ξ˜ε)ε>0 in the weighted Besov-Ho¨lder space Cακ defined in Appendix A,
and more specifically, verify the conditions in Proposition A.6. Since ξ˜ε is stationary in time,
and we only prove convergence in law, we can assume that the field ξ˜ε is defined over all
time t ∈ R.
We extend ξ˜ε to the continuum by piecewise constant interpolation as follows. For each
x ∈ R, we write 〈x〉 = ε⌊ε−1x⌋. We then define the extension ξ˜ε(t, x) def= ξ˜ε(t, 〈x〉) for
(t, x) ∈ R2. For z = (t, x) ∈ R2 we also write 〈z〉 = (t, 〈x〉). We note that by Proposition A.6
with d = 1, α′ = −12 , to prove that (ξ˜ε)ε>0 is tight in Cα for any α < −12 , it suffices to show
the following uniform bound in ε > 0, ℓ ∈ (0, 1),
E[ξ˜ε(φ
ℓ)2n] . ℓ−n , (4.7)
for every n ≥ 1, where φℓ := φℓ(0,0) is given in (A.6). Here and in the sequel of this proof,
the constant multiple that is implicit in . is independent of ε and ℓ. Note that the bound
(4.7) is enough to imply (A.9), (A.10): by stationarity, we can drop the supremum over z
therein and just consider test functions centered at z = 0, and our parameter ℓ can be taken
as ℓ = 2−m such that our φℓ can be taken as 23mψ(i)(22m(·), 2m(·)) in (A.10). The bound
(4.7) does not have to be uniform in n, since for any fixed α < −12 we only need to bound a
moment of finite order.
We first illustrate the idea of the proof with the case n = 1. By (3.4) or Lemma 3.1, one
has E[ξ˜ε(w)ξ˜ε(z)] = λP
ε(w − z) where w, z ∈ R× εZ are space-time points, and
P ε(z) := ε−1Pε−2|t|(ε
−1x), z = (t, x) ∈ R× εZ, (4.8)
is the rescaled random walk transition kernel. One then has
E[ξ˜ε(φ
ℓ)2] = λ
∫
R4
φℓ(w)φℓ(z)P ε(〈w〉 − 〈z〉) dwdz . (4.9)
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To estimate this integral, we use the heat kernel bound
P ε(z) . (‖z‖ ∨ ε)−1
for every z ∈ R×εZ with ‖z‖ ≤ 1, where ‖z‖ is as defined in (A.1). See for instance [HM18],
in particular Lemma 5.4, Remark 5.5 and Eq. (7.7) as well as the paragraph above Eq. (7.14)
therein. 1
Therefore
P ε(〈w〉 − 〈z〉) . ‖w − z‖−1 . (4.10)
Since φℓ has support of diameter ℓ, (4.9) is bounded by
ℓ
−6
∫
‖w‖,‖z‖≤ℓ
‖φ‖2∞‖w − z‖−1 dwdz . ℓ−6
∫
‖w‖≤ℓ
∫
‖z−w‖≤2ℓ
‖w − z‖−1 dzdw
. ℓ−6
∫
‖w‖≤ℓ
∫
√
|t|.ℓ,|x|.ℓ
1√|t|+ |x| dtdxdw
. ℓ−6
∫
‖w‖≤ℓ
ℓ
2 dw . ℓ−6ℓ2ℓ3 = ℓ−1 .
Note that with our parabolic distance, in estimating the above integrals, each space-time
variable should be thought of as having scaling dimension 3.
To prove (4.7) for arbitrary n, given a collection of 2n space-time points {(ti, xi)}2ni=1,
invoking Lemma 3.2, one has
E
[ 2n∏
i=1
ξ˜(ti, xi)
]
=
∑
I1,...,Ik partition [2n]
|Ii|≥2 ∀ 1≤i≤k
∑
Ji⊃Ii ∀ 1≤i≤k
Ji 6=Ji′ ∀ i6=i′
k∏
i=1
E[ξ˜
|Ii|
BJi
] .
Appling Lemma 3.3, with [2n] playing the role of [m] therein, and the power n therein being
|Ii|, one has ∣∣∣∣E
[ 2n∏
i=1
ξ˜(ti, xi)
]∣∣∣∣ . ∑
I1,...,Ik partition [2n]
|Ii|≥2 ∀ 1≤i≤k
∑
Ji⊃Ii ∀ 1≤i≤k
Ji 6=Ji′ ∀ i6=i′
k∏
i=1
P(Ji) . (4.11)
The following is a graphic illustration for (4.11) for the 8th moment.
t1 t3 t5 t7
t2 t4 t6 t8
Figure 1
1Note that in [HM18, Eq. (7.7)] the parameter m there is zero in our case, since we do not care about the
derivatives of the heat kernel; thus we do not have any issue with nondifferentiability at t = 0 so that the
supz/∈P0 in [HM18, Eq. (7.7)] is not relevant. In general one has P
ε(z) . (‖z‖ ∨ ε)−d in d spatial dimensions.
Alternatively this can be proved by the method in Section B.
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Here each dot represents a space-time point (spatial coordinates not drawn) that is being
integrated. The partition has 3 blocks I1, I2, I3, represented by 3 different colors. For instance
the block I1 consists of the three red points, and J1 ⊃ I1 consists of four points that are
linked by the 3 red lines which represent the 3 heat kernels of P(J1). The interpretation of
graphic notation for I2 (green) and I3 (blue) is analogous. This graph is showing a situation
where the time variables are ordered such that t2 ≤ t1 ≤ t3 ≤ t5, t4 ≤ t3 ≤ t5 ≤ t6 and
t5 ≤ t7 ≤ t6 ≤ t8, which explains the arrangement of the heat kernels in each P(Ji).
Next, we claim that ∣∣∣∣E
[ 2n∏
i=1
ξ˜(ti, xi)
]∣∣∣∣ . ∑
I1,...,Ik
k∏
i=1
P(Ii) (4.12)
where I1, . . . , Ik is a partition of [2n] and |Ii| ≥ 2 for every 1 ≤ i ≤ k. This holds because
Ii ⊂ Ji and the observation that
Ps2−s1(h2 − h1) · · ·Psk¯−sk¯−1(hk¯ − hk¯−1) ≤ Psk¯−s1(hk¯ − h1), ∀k¯ > 1 , (4.13)
which holds since the left hand side is the probability of the event that a random walk
conditioned on Ss1 = h1 satisfies Ssi = hi for all 2 ≤ i ≤ k¯, while the right hand corresponds
to the event that Ssk¯ = hk¯. Note that dropping the sum
∑
J1,...,Jk
only costs a constant
factor depending on n. In the example above, (4.12) reduces the graph to
t1 t3 t5 t7
t2 t4 t6 t8
Figure 2
Now we rescale, and pass to macroscopic space-time variables. Let Pε be a rescaling
of P, which is defined as in (3.7) but with each P replaced by P ε given in (4.8). Recall
that for a generic function φ ∈ Cc([0,∞) × R), ξ˜ε(φ) was defined in (4.3) and ξ˜ε(φ) =
ε
5
2
∑
x∈Z
∫
R
φ(ε2t, εx)ξ˜(t, x)dt. Applying (4.12), we have
E[ξ˜ε(φ
ℓ)2n] .
∫
(R×R)2n
∑
I1,...,Ik
ε
5
2
·2nε−3·2nε2n−k
k∏
i=1
Pε(Ii)
2n∏
i=1
φℓ(ti, xi) d~td~x , (4.14)
where ε−3·2n arises from switching from microscopic to macroscopic variables, 2n − k is the
total number of heat kernels in
∏k
i=1P(Ii) (each heat kernel contributes a factor ε when we
switch from P to Pε). Note that we have ε 52 ·2nε−3·2nε2n−k = εn−k, and Pε is a function of
the variables (t1, 〈x1〉), · · · , (t2n, 〈x2n〉).
Fixing a partition I1, . . . , Ik, we proceed as in (4.9). Note that the integral in (4.14)
factors into integrals over variables in different blocks I of the partition (which can be more
intuitively seen from Figure 2). Within each block, if ℓ ≥ ε,
∣∣∣ ∫
(R×R)|I|
Pε(I)
∏
i∈I
(
φℓ(zi) dzi
)∣∣∣ . ℓ−3|I| ∫
‖zi‖.ℓ∀i
|I|∏
i=2
‖zi − zi−1‖−1dz1 · · · dz|I|
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. ℓ−|I|+1
where we applied (4.10), and the last step is obtained by integrating out the variables in the
order of z1, z2, · · · one by one, again keeping in mind that each space-time variable zi has
scaling dimension 3. The integral on the RHS of (4.14) for a fixed partition with k blocks is
then bounded by
εn−kℓ−2n+k . ℓ−n
uniformly in 0 < ε ≤ ℓ < 1. If ℓ < ε, we simply bound P ε by ε−1 which yields∣∣∣ ∫
(R×R)|I|
Pε(Ii)
∏
z∈I
φℓ(z) dz
∣∣∣ . ε−|I|+1 .
The integral on the RHS of (4.14) for a fixed partition with k blocks is then bounded by
εn−kε−2n+k . ℓ−n
uniformly in 0 < ℓ < ε. Summing over all possible partitions only costs a constant factor
depending on n, which implies the desired moment bound (4.7). This concludes the proof of
Proposition 1.4.
5 Bounds on polymer partition functions
In this section, we prove Lemma 1.7. First we recall an identity for the annealed polymer
partition function E[ZξT,β] which we will need for our analysis.
Lemma 5.1 (Annealed partition function). Let Z := ZξT,β(0, 0) be the quenched partition
function defined as in (1.3), with β ∈ R. Then we have
E[Z] = E
[
exp
{
λβ
∫ T
0
(vS(t, St)− 1)dt
}]
, (5.1)
where given the random walk path S,
vS(t, y) = E
Y
y
[
exp
{
β
∫ t
0
1{Ys=St−s}ds
}]
(5.2)
where EYy is for a simple symmetric random walk Y starting from y at time 0.
Proof. For β > 0, this is proved in [GdH06, Prop. 2.1 and (2.9)]. Their proof also applies to
β < 0 as shown in [DGRS12, Section 2.1]. The basic idea is to integrate out the Poisson field
ξ. In particular, the proof of (5.1) replies on the fact that vS satisfies the following equation
∂
∂s
vS(s, y) =
1
2
∆vS(s, y) + β1{Ss=y}vS(s, y), vS(0, ·) ≡ 1
where ∆ is the discrete Laplacian on Z.
Lemma 5.2 (Maximum at S ≡ 0). Given a random walk path S := (St)t≥0, let vS be defined
as in (5.2). Then for any β ∈ R and t > 0,
exp
{
λβ
∫ T
0
vS(t, St)dt
}
≤ exp
{
λβ
∫ T
0
v0(t, 0)dt
}
, (5.3)
where we have set S ≡ 0 in v0.
22
Proof. For β ≥ 0, (5.3) follows from the inequality vS(t, St) ≤ v0(t, 0) for all S and t ≥ 0,
which is easily seen by Taylor expanding the exponential in (5.2) and using the fact that for a
continuous time simple symmetric random walk, its transition kernel satisfies Pt(y) ≤ Pt(0)
for all t ≥ 0 and y ∈ Z.
The case β < 0 is much more delicate and relies on the so-called Pascal Principle, which
interprets the left hand side of (5.3) as the probability that a random walk following the
trajectory S survives among the Poisson field of traps ξ up to time T , with the right hand
side of (5.3) corresponding to the walk staying put at the origin. For the proof and further
details, see [DGRS12, Prop. 2.1].
Proof of Lemma 1.7. We first prove (1.10). Without loss of generality, we may assume
(t, x) = (0, 0). Applying the identity (5.1) to Zε,β := Zξε−2,ε3/2β(0, 0) and the comparison
inequality (5.3), we obtain
E[Zε,β] ≤ exp
{
λβε
3
2
∫ ε−2
0
(v0(t, 0) − 1)dt
}
, (5.4)
where as in (5.2),
v0(t, 0) = E
Y
0
[
exp
{
βε
3
2
∫ t
0
1{Ys=0}ds
}]
. (5.5)
Let Lt :=
∫ t
0 1{Ys=0}ds. Then we note that there exists c > 0 such that for all a > 0 and
t ≥ 0,
EY0
[
Lt√
t
]
≤ c and EY0
[
e
a
Lt√
t
]
≤ ceca2 , t ≥ 0, (5.6)
Indeed, the first bound follows from the local limit theorem Ps(0) ≤ 1∧C/
√
s, while for the
second bound, by Taylor expanding the exponential and applying the local limit theorem,
we have
EY0
[
e
a
Lt√
t
]
= 1 +
∞∑
k=1
( a√
t
)k ∫ · · · ∫
0<t1<···<tk<t
Pt1(0) · · ·Ptk−tk−1(0)dt1 · · · dtk
≤ 1 +
∞∑
k=1
( a√
t
)k ∫
· · ·
∫
0<t1<···<tk<t
Ck√
t1(t2 − t1) · · · (tk − tk−1)
dt1 · · · dtk
≤ 1 +
∞∑
k=1
(aC)k
∫
· · ·
∫
0<s1<···<sk<1
ds1 · · · dsk√
s1(s2 − s1) · · · (sk − sk−1)(1− sk)
= 1 +
∞∑
k=1
(aC)k
Γ(12)
k+1
Γ(k+12 )
≤ 1 + C ′
∞∑
l=1
a2l
l!
≤ ceca2 ,
where we used that the integral is a multivariate Beta function. In particular, uniformly in
0 ≤ t ≤ ε−2 and let a = 1, we obtain by Markov’s inequality
PY0
(
Lt√
t
> ε−
1
4
)
≤ Ce−ε−
1
4 .
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Recall (5.5), uniformly in 0 ≤ t ≤ ε−2, we can now bound∣∣∣v0(t, 0)− 1∣∣∣ = ∣∣∣EY0 [exp{βε 32Lt}− 1] ∣∣∣
≤ EY0
[(
exp
{
βε
3
2Lt
}
+ 1
)
1{ Lt√
t
>ε−1/4}
]
+EY0
[∣∣∣ exp{βε 32Lt}− 1∣∣∣1{Lt√
t
≤ε−1/4}
]
≤ PY0
( Lt√
t
≥ ε− 14
)
+PY0
( Lt√
t
≥ ε− 14
) 1
2
EY0
[
exp
{2|β|ε 12Lt√
t
}] 1
2
+ C|β|ε 32EY0 [Lt]
≤ C|β|ε 12 + Ce− 12ε−
1
4 . (5.7)
Here we have used both bounds in (5.6), and used the Taylor remainder theorem to bound
the argument of the second EY0 by
|β|ε 32Lte|β|ε3/2Lt ≤ |β|ε
3
2Lte
|β|ε3/2−1/4√t ≤ C|β|ε 32Lt .
Note that the bound (5.7) holds for any β ∈ R. Substituting (5.7) into (5.4) then shows that
for any β ∈ R, E[Zε,β] is uniformly bounded in ε.
To prove (1.11), we recall from (1.7) that given β > 0,
Zε,β := Zξε−2,βε3/2(0, 0) = 1 +
∞∑
k=1
1
k!
E
[(
βε
3
2
∫ ε−2
0
ξ˜(s, Ss)ds
)k]
=: 1 +
∞∑
k=1
Z(k)ε,β . (5.8)
Denote Hε := ε
3
2
∫ ε−2
0 ξ˜(s, Ss)ds. Similarly, replacing β by −β, we have
Zε,−β := Zξε−2,−βε3/2(0, 0) = 1 +
∞∑
k=1
1
k!
E
[
(−βHε)k
]
=: 1 +
∞∑
k=1
(−1)kZ(k)ε,β . (5.9)
Note that for any odd k ∈ N,
|βHε|k
k!
≤ 2
√
(βHε)k−1
(k − 1)!
√
(βHε)k+1
(k + 1)!
≤ (βHε)
k−1
(k − 1)! +
(βHε)
k+1
(k + 1)!
. (5.10)
Therefore for any m ∈ N, which we assume to be even for notational simplicity,
E
[∣∣∣Zε(t,x)− 1− m∑
k=1
Z(k)ε (t, x)
∣∣∣] ≤ ∞∑
k=m+1
1
k!
EE
[|βHε|k]
≤ 3EE
[ ∞∑
k=m
2
1
(2k)!
(βHε)
2k
]
≤ 3EE
[(βHε)m
m!
∞∑
k=0
(βHε)
2k
(2k)!
]
where the penultimate inequality used (5.10), and the last inequality used (2k)! > m!(2k −
m)!. With ex + e−x ≥ 2xm/m! for all x ∈ R we can bound the above quantity by
≤ 3EE
[
e2βHε + e−2βHε
2m+1
· e
βHε + e−βHε
2
]
=
3
2m+2
EE
[
e3βHε + eβHε + e−βHε + e−3βHε
]
=
3
2m+2
(Zε,3β + Zε,β + Zε,−β + Zε,−3β).
Since we have shown that Zε,β is bounded as ε ↓ 0 for all β ∈ R, (1.11) follows.
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6 Convergence of finite order chaos
In this section, we prove Lemma 1.8. When ξ(t, x) are i.i.d. random variables with expo-
nential moments, the approach used by Alberts, Khanin and Quastel [AKQ14] (see also
[CSZ17a, CSZ17b]) was to show that the m-th order term converges to an m-fold stochastic
integral with respect to a space-time white noise, where chaos of different order are mu-
tually orthogonal in L2. The proof of convergence relies on the approximation of iterated
stochastic integrals (and their discrete analogues) where the integrands are approximated
in L2 by linear combinations of product functions and then apply Itoˆ isometry. However,
for Stratonovich integrals with respect to a correlated noise as in our case, there is no Itoˆ
isometry, and it is not clear how an approximation as in [AKQ14] can be carried out, and
in which function space. Therefore we follow a different, more functional analytic approach
here, inspired by the recent developments in the study of singular SPDEs.
The basic idea is to identify precisely in which function (distribution) space our random
field converges, which has been done in Section 4 and is sharp; we then exploit the fact
that each term in our expansion (1.7) for the partition function is a combination of random
walk transition kernels and the random field ξ˜. We then prove sharp local central limit
theorem for the random walk transition kernels, viewed as operators on these function or
distribution spaces. These spaces are the (discrete versions of) the weighted Ho¨lder spaces
over space-time, having nice multiplication properties that are robust under discrete-to-
continuum scalings. These properties allow us to inductively construct the scaling limit of
every term in the expansion (1.7) for the partition function.
Consider the m-th order term in the expansion (1.7) for the partition function
Z
(m)
T,β (t0, x0) = β
m
∑
x1,··· ,xm
∫
· · ·
∫
t0<t1<···<tm<tm+1=T
m∏
i=1
Pti−ti−1(xi − xi−1)ξ˜(ti, xi)dti
for (t0, x0) ∈ (0, T ) × Z. Upon scaling β 7→ ε 32β as in (1.4) with T = ε−2, xi 7→ ε−2xm+1−i,
and reversing and scaling the time variables by
si = 1− tm+1−i
T
and t = 1− t0
T
,
one has that Z(m)ε,β defined in (1.9) is given by
Z(m)ε,β (1− t, x) = βm
∫
([0,1]×εZ)m
m∏
i=1
P εsi+1−si(xi+1 − xi)ξ˜ε(1− si, xi)
m∏
i=1
(dsidxi)
law
= βm
∫
([0,1]×εZ)m
m∏
i=1
P εsi+1−si(xi+1 − xi)ξ˜ε(si, xi)
m∏
i=1
(dsidxi) (6.1)
where
∫
εZ dx
def
= ε
∑
x∈εZ, (sm+1, xm+1)
def
= (t, x), ξ˜ε
def
= ε−
1
2 ξ˜(ε−2·, ε−1·), and
P ε(t, x)
def
= 1t≥0ε−1P (ε−2t, ε−1x) for (t, x) ∈ R× εZ . (6.2)
Here the characteristic function 1t≥0 automatically imposes the ordering 0 < s1 < · · · < sm <
sm+1 = t < 1 (in particular, (6.1) remains unchanged if we integrate over ([0, t] × εZ)m).
Note that the above expression can be viewed as an m times iteration of two consecutive
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operations: the discrete convolution P ε ∗ε (...) and the multiplication ξ˜ε · (...). Namely we
have the recursion Z(0)ε,β
def
= 1 and
Z(m)ε,β (1− t, x) = β
∫ t
0
∫
εZ
P εt−s(x− y)ξ˜ε(s, y) · Z(m−1)ε,β (1− s, y) dyds .
Note that the terms in the expansion of u(t, x) in (1.8), which we denote by u(m)(t, x), satisfy
a similar recursive relation, with ξ˜ε replaced by
√
λΞ and P ε replaced by p.
For multiplication, we have the following fact (see for instance [Hai14, Prop. 4.14] or
[MW17, Lemma B.5], with obvious generalization to the weighted case): for γ− < 0 < γ+
with γ+ + γ− > 0, the classical multiplication mapping (Z1, Z2) 7→ Z1Z2 extends uniquely
to a continuous bilinear mapping Cγ+κ1 × Cγ
−
κ2 → Cγ
−
κ1+κ2 , that is
‖Z1 Z2‖Cγ−κ1+κ2
. ‖Z1‖Cγ+κ1 ‖Z2‖Cγ−κ2 . (6.3)
With this fact and convergence in law ξ˜ε →
√
λΞ in Cακ for any α < −12 given in Proposi-
tion 1.4, to prove Lemma 1.8, it suffices to prove that for each m, Z(m)ε,β (t, x) converges in Cαmκ
for some α > 12 , to the limit u
(m)(1− t, x), inductively in m (the case m = 0 is trivial). The
reason that Z(m)ε,β is expected to converge in spaces of higher regularities (for some α > 12 ,
rather than α < −12) is due to smoothing effect of the heat kernel.
Proof of Lemma 1.8. We first apply Skorohod’s representation theorem to couple the discrete
and the limiting noises, such that ξ˜ε converges to
√
λΞ almost surely in C−
1
2
−δ
κ . Denote by
RZ(m)ε,β (t, x)
def
= Z(m)ε,β (1 − t, x) the “time reflection” of Z(m)ε,β . We will prove that for any
M > 0, almost surely (RZ(m)ε,β )Mm=0 → (u(m))Mm=0 in
∏M
m=1 C
3
2
−δ
mκ as ε→ 0, which implies joint
convergence in finite dimensional distribution as claimed by the lemma.
We will proceed by induction. Note that Z(0)ε,β = u(0) = 1. Assuming that almost
surely with respect to the coupling between ξ˜ε and
√
λΞ, we have shown RZ(m−1)ε,β (t, x) →
u(m−1)(t, x) in C
3
2
−δ
(m−1)κ as ε → 0, we will prove that RZ
(m)
ε,β (t, x) → u(m)(t, x) in C
3
2
−δ
mκ . By
the above mentioned bound (6.3) (with γ+ = 32 − δ and γ− = −12 − δ therein) one has
ξ˜εRZ(m−1)ε,β →
√
λΞu(m−1) in C−
1
2
−δ
mκ . Next, we write
RZ(m)ε,β (t, x)− u(m)(t, x) = βP ε ∗ε
(
ξ˜εRZ(m−1)ε,β −
√
λΞu(m−1)
)
+ β
(
P ε ∗ε
√
λΞu(m−1) − p ∗
√
λΞu(m−1)
)
,
(6.4)
where we define pt
def
= 0 when t < 0, and 2
(p ∗ f)(t, x) def=
∫ ∞
0
∫
R
pt−s(x− y)f(s, y)dsdy
(P ε ∗ε f)(t, x) def=
∫ ∞
0
∫
εZ
P εt−s(x− y)f(s, y)dsdy .
We note that the first term on the right hand side of (6.4) vanishes in C 32−δ, using
a parabolic Schauder estimate stated in Lemma 6.5 below, which yields ‖P ε ∗ε Dε‖C 32−δmκ .
2Note that our notation ∗ and ∗ε are slightly different from the standard convolution since the time variable
is integrated from 0.
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‖Dε‖C− 12−δmκ , whereDε
def
= ξ˜εRZ(m−1)ε,β −
√
λΞu(m−1). Since we have shown above that ‖Dε‖C− 12−δmκ
converges to 0 as ε→ 0, ‖βP ε ∗ε Dε‖C 32−δmκ converges to 0 as ε→ 0.
The fact that the second term on the right hand side of (6.4) vanishes in C
3
2
−δ
mκ is a
consequence of Lemma 6.7 below, 3 together with the fact that
‖Ξu(m−1)‖
C−
1
2−δ
mκ
. ‖Ξ‖
C−
1
2−δ
κ
‖u(m−1)‖
C
3
2−δ
(m−1)κ
<∞ .
by (6.3). We thus have RZ(m)ε,β (t, x)→ u(m)(t, x) in C
3
2
−δ
mκ as ε→ 0.
Remark 6.1. For SHE with space-time white noise in one spatial dimension, for instance in
the context of [AKQ14], the above argument based on continuity of multiplication and heat
kernel convergence would not work. The reason is that the space-time white noise lies in the
space Cα with α < −32 which is much more singular than our Ξ, and the solution is only
in Cβ for β < 12 , thus the condition α + β > 0 for applying (6.3) would not be satisfied.
For the same reason, the argument exploited in this section would not be enough to prove
convergence of our model in two spatial dimensions.
Remark 6.2. Note that the fact that the multiple integral u(n) in (2.14) is classically well-
defined also follows from Lemma 6.5 and (6.3).
Remark 6.3. It is more difficult to control the second term on the right hand side of (6.4),
since it involves both the discrete kernel P ε and the continuum kernel p. A “diagonal
argument” is often used in the recent literature (e.g. [MW17, HS17, CGP17, HM18, CM16])
to get away with the direct comparison between the discrete object and the continuum limit.
The idea there is to introduce an intermediate object Z(m)ε,ε¯,β(t, x) (for ε¯ > ε), defined similarly
to Z(m)ε,β (t, x) but with noise ξ˜ε ∗ε ρε¯, where ρε¯ is a ‘smooth’ mollifier at scale ε¯. By choosing
ε¯ sufficiently small, one could show that the difference between Z(m)ε,β and Z(m)ε,ε¯,β is small
uniformly in ε < ε¯; and then fixing a small ε¯ one could send ε → 0 thanks to smoothness.
One contribution of the present paper is that we follow a more direct approach by directly
comparing the discrete object and the limiting object by proving a variant of the local central
limit theorem for the discrete heat kernel.
To complete the proof of Lemma 1.8, it only remains to state and prove Lemmas 6.5 and
6.7. We first need to introduce some notation and collect some preliminary results. For a
function f ε on R× εZ, α ∈ R+\Z+, we define the discrete analogue of Cακ (see Appendix A)
by
‖f ε‖(ε)Cακ =
∑
|k|<⌊α⌋
sup
z∈R×εZ
|Dkε f ε(z)|
wκ(z)
+ sup
z,z¯∈R×εZ
|D⌊α⌋ε f ε(z)−D⌊α⌋ε f ε(z¯)|
wκ(z)(‖z − z¯‖ ∨ ε)α−⌊α⌋
(6.5)
where k = (k0, k1) ∈ Z2+ with |k| def= 2k0 + k1, and Dkε = ∂k0t ∇k1x with ∇xg(x) def= ε−1(g(x +
ε)− g(x)). For α < 0, let ‖f ε‖(ε)Cακ be defined analogously as in (A.5)
‖f ε‖(ε)Cακ = sup
ℓ∈(0,1)
sup
z∈R×εZ
sup
φ
∣∣∣ ∫
R×(εZ)d f(w)φ
ℓ
z(w)dw
∣∣∣
ℓ
αwκ(z)
(6.6)
3Note that in Lemma 6.7 α¯ = α+ 2− δ so the exponent is slightly worse, but it doesn’t matter here since
δ > 0 here is an arbitrarily small parameter.
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where
∫
R×εZ g(t, x)dtdx
def
= ε
∫
R
∑
x∈εZ g(t, x)dt, and supφ is over all functions φ such that
‖φ‖Cr0 ≤ 1 and supported in a unit ball.
For functions f ε defined on R × εZ and f defined on Rd+1, and for α ∈ R+\Z+, we
compare them in the following way 4
‖f ε; f‖(ε)Cακ
def
=
∑
|k|<⌊α⌋
sup
z∈R×εZ
|(Dkε f ε −Dkf)(z)|
wκ(z)
+ sup
z,z¯∈R×εZ
|(D⌊α⌋ε f ε(z)−D⌊α⌋ε f ε(z¯))− (D⌊α⌋f(z)−D⌊α⌋f(z¯))|
wκ(z)(‖z − z¯‖ ∨ ε)α−⌊α⌋
.
(6.7)
We will need the following technical lemma which gives decompositions for the discrete
and continuum heat kernels.
Lemma 6.4. Let d = 1. We have a decomposition of the heat kernel p = K + R where
‖R‖Cr < ∞ for a sufficiently large r > 0, and K =
∑
n≥0Kn such that Kn(z) is supported
on {z : ‖z‖ ≤ 2−n}, and |∂k0t ∂k1x Kn(z)| . 2(d+2k0+k1)n uniformly in n and z.
For the discrete kernel P ε defined in (6.2), we have P ε = Kε + Rε, where ‖Rε‖(ε)Cr < ∞
for a sufficiently large r > 0, Kε =
∑N−1
n=0 K
ε
n + K˚
ε such that Kεn has the same support
and bound as Kn (except ∂x is replaced by finite difference), 2
−N = ε, and K˚ε has support
{z : ‖z‖ ≤ cε} for some c > 0 and |K˚ε(z)| . ε−d uniformly in z. (Basically, K˚ε contains
the “lattice scale” information of the kernel P ε.)
Moreover, for n ∈ {0, · · · , N}, one has
|(DkεKεn −DkKn)(z)| . o(1)2(d+|k|)n (6.8)
where o(1) is a constant that vanishes as ε−1‖z‖ → ∞ uniformly in n and z ∈ R×εZ. Finally,
R(z) and Rε(z) as well as their derivatives decay faster than any power as ‖z‖ → ∞.
Proof. Except for the bound on DkεK
ε
n − DkKn, the proof essentially follows from [Hai14,
HM18]. In [HM18, Lemma 5.4] the proof relies on a sequence of functions ρ¯n(z) such that∑
n ρ¯n(z) = 1 and each ρ¯n is supported on {z : ‖z‖ ∈ (c2−n, c−12−n)} for some c > 0. They
are constructed as follows. Let ρ : R+ → [0, 1] be a smooth “cutoff function” such that
ρ(s) = 0 if s /∈ [1/2, 2], and such that ∑n∈Z ρ(2ns) = 1 for all s > 0 (this can be done by
a partition of unity). As in [Hai14, Proof of Lemma 5.5], one can find a smooth “norm”
M : Rd+1 → R+ that is smooth, convex, strictly positive and M(δ2t, δx) = δM(t, x). We
then set ρ¯n(z)
def
= ρ(2nM(z)). Then one defines
Kεn(z) = ¯̺n(z)P
ε(z) , Rε(z) =
∑
n<0
ρ¯n(z)P
ε(z) , K˚ε(z) =
∑
n≥N
ρ¯n(z)P
ε(z) , (6.9)
as well as Kn(z) = ¯̺n(z)P (z) and R(z) =
∑
n<0 ρ¯n(z)P (z). Then it follows immediately that
p = K + R =
∑∞
n=0Kn + R and P
ε = Kε + Rε =
∑N−1
n=0 K
ε
n + K˚
ε +Rε. Since
∑
n<0 ρ¯n(z)
is supported away from the origin, as explained in the proofs of [Hai14, Lemma 5.5] and
[HM18, Lemma 5.4], ‖R‖Cr is bounded and ‖Rε‖(ε)Cr is bounded uniformly in ε, and their
values and derivatives decay faster than any power.
4Here we write the notation as ‖fε; f‖
(ε)
Cα
κ
instead of ‖fε− f‖
(ε)
Cα
κ
, because f is defined in the continuum and
Dkf is the derivative in continuum.
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We now bound |∂k0t ∇k1x Kεn|. By [HM18, Lemma 5.3] (which can also be derived using
the techniques in Appendix B),∣∣DkεP ε(z)∣∣ ≤ C‖z‖−d−|k| ∀ k ∈ Nd+1, |k| ≤ r , (6.10)
holds uniformly over z ∈ R+ × (εZ)d with ‖z‖ ≥ cε for some c > 0. Also by construction of
ρ¯n one has |Dkε ρ¯n(z)| . 2n|k|1‖z‖∈(c2−n,c−12−n). These together give
|∂k0t ∇k1x Kεn(z)| . 2(d+2k0+k1)n.
The bound |K˚ε(z)| . εd follows similarly.
To bound |DkεKεn −DkKn|, note that Kεn(z) −Kn(z) = ¯̺n(z)(P ε(z) − p(z)). By Corol-
lary B.2 ∣∣(DkεP ε −Dkp)(z)∣∣ . o(1)‖z‖−d−|k| ∀ k ∈ Nd+1, |k| ≤ r , (6.11)
where o(1) is a constant that vanishes as ε−1‖z‖ → ∞ uniformly in z. From this the claimed
bound on DkεK
ε
n −DkKn for each n then follows as above, using the support property and
the bound for ρ¯n(z) and its derivatives.
We are now ready to state Lemma 6.5, generally known as a Schauder estimate, which
roughly states that the (continuum and discrete) heat kernel convolution “improves regularity
by two”. We give a proof for this in the context of our weighted Ho¨lder spaces Cακ . We will
write
∫ (ε)
g(x)dx := ε
∑
x∈εZ g(x), and for z = (t, x), write
∫ (ε)
g(z)dz :=
∫
R
∫ (ε)
g(t, x)dxdt.
Lemma 6.5. Let d = 1. Let α ∈ (−23 ,−12), δ > 0, and f ∈ Cακ for some κ ≥ 0. Then, there
is a constant C such that ‖p ∗ f‖Cα¯κ ≤ C‖f‖Cακ , where α¯ = α+2− δ. Moreover, one also has
the discrete analogue of the bound: ‖P ε ∗ε f ε‖(ε)Cα¯κ ≤ C‖f
ε‖(ε)Cακ .
Remark 6.6. In Lemma 6.5 and also Lemma 6.7 below, α¯ can be chosen arbitrarily close to
3
2 . It would be sufficient for our purposes even with a smaller α¯ (say α¯ = 1, which means that
the bound (6.13) below is unnecessary; or actually any α¯ > 12 suffices) because the condition
for the bound (6.3) would still be satisfied with our noise Ξ having regularity slightly below
−12 . However we state here these Schauder type estimates in the stronger form.
Proof. Decompose p and P ε as in Lemma 6.4. We first note that convolution of R and Rε
with f has arbitrarily high regularity, which is due to the fact that the smooth functions R
and Rε decay faster than any power and f grows polynomially; so it is enough to prove the
bound with P and P ε replaced by K and Kε, respectively.
To simplify the notation, we write .κ for “less than or equal to up to a uniform constant
times the weight wκ”. By the definition (A.4), in order to prove the desired bound on
‖K ∗ f‖Cα¯κ , here α¯ < 32 , we need to prove∣∣∣ ∫ K ′(z − w)f(w)dw∣∣∣ = ∣∣∣∑
n≥0
∫
K ′n(z − w)f(w)dw
∣∣∣ .κ 1 (6.12)
∣∣∣ ∫ (K ′(z − w)−K ′(z¯ − w))f(w)dw∣∣∣ = ∣∣∣∑
n≥0
∫
(K ′n(z −w)−K ′n(z¯ − w))f(w)dw
∣∣∣
.κ ‖z − z¯‖α+1−δ, (6.13)
where K ′ = ∂xK. For the bound (6.12), on the support of K ′n one has ‖z − w‖ ≤ 2−n, and
by Lemma 6.4 one has |K ′n| ≤ 2n(d+1), so by Lemma A.1 (with 2−n and 2nK ′n playing the
role of ℓ and ψ therein respectively) and f ∈ Cα one has∣∣∣ ∫ K ′n(z − w)f(w)dw∣∣∣ .κ 2−n(1+α)‖f‖Cακ (6.14)
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which is summable over n ≥ 0 since 1 + α > 0.
Now we prove the bound (6.13). Let n0 be such that 2
−(n0+1) ≤ ‖z − z¯‖ ≤ 2−n0 . We
first consider the case n < n0. In this case, by the mean value theorem and the estimate of
D2Kn given in Lemma 6.4, we have
|K ′n(z − w)−K ′n(z¯ − w)| . ‖z − z¯‖2n(d+2) .
Note that supp(K ′n(z − ·)−K ′n(z¯ − ·)) ⊂ suppK ′n(z − ·) ∪ suppK ′n(z¯ − ·) ⊂ {w : ‖w − z‖ ≤
2−n+1}, because if w ∈ suppK ′n(z¯−·) then ‖w−z‖ ≤ ‖w−z¯‖+‖z¯−z‖ ≤ 2−n+2−n0 ≤ 2−n+1.
Then, by Lemma A.1 (with 2−n playing the role of ℓ therein) and the regularity assumption
f ∈ Cα, we have for n < n0,∣∣∣ ∫ (K ′n(z − w)−K ′n(z¯ − w))f(w)dw∣∣∣ .κ ‖z − z¯‖2−nα
= ‖z − z¯‖α+1−δ‖z − z¯‖δ−α2−nα
≤ 2−nδ‖z − z¯‖α+1−δ ,
where the last step follows from ‖z − z¯‖ ≤ 2−n0 ≤ 2−n and δ > 0, α < 0. Therefore, since
δ > 0, the part n < n0 on the LHS of (6.13) is bounded by
‖z − z¯‖α+1−δ
n0−1∑
n=0
2−δn . ‖z − z¯‖α+1−δ .
Consider next the case n ≥ n0. In this case we bound the two terms in (6.13) separately,
and both K ′n can be bounded by 2n(d+1). By Lemma A.1 (again with 2−n playing the role
of ℓ therein) and f ∈ Cα, the part n ≥ n0 on the LHS of (6.13) is bounded by∑
n≥n0
2−n(α+1) . 2−n0(α+1) . ‖z − z¯‖α+1 . ‖z − z¯‖α+1−δ
since α+ 1 > 0. Therefore (6.13) holds and we conclude the proof to the bound on p ∗ f .
Regarding the bound on P ε ∗ε f ε, recalling the decomposition of Kε given in Lemma 6.4,
the discrete analogue of (6.12) and (6.13) can be proved in the same way. For instance, one
can prove
∣∣∣(DεKε ∗ε f ε)(z)∣∣∣ ≤ ∣∣∣N−1∑
n=0
∫ (ε)
DεK
ε
n(z − w)f ε(w)dw
∣∣∣ + ∣∣∣ ∫ (ε)DεK˚ε(z − w)f ε(w)dw∣∣∣ .κ 1.
Indeed, for n ∈ {0, 1, · · · , N − 1} one has |DεKεn ∗ε f ε| .κ 2−n(1+α)‖f ε‖(ε)Cακ as in (6.14); and
we can sum over n up to N − 1 which yields a finite constant uniformly in N . Consider the
part involving K˚ε, namely
∫ (ε)
DεK˚
ε(z − w)f ε(w)dw. Recall that ε = 2−N . Now on the
support of K˚ε one has ‖z − w‖ . 2−N , and by Lemma 6.4 one has |K˚ε| . 2Nd. By the
definition of finite difference, one automatically has |Dkε K˚ε| . 2N(d+|k|). Now by Lemma A.1
(with r = 1 and 2NDεK˚
ε playing the role of χ and ℓ = 2−N ), one has
∣∣∣ ∫ (ε)DεK˚ε(z − w)f ε(w)dw∣∣∣ .κ 2−N(1+α)‖f ε‖(ε)Cακ (6.15)
and the constant 2−N(1+α) vanishes as N →∞ since α+1 > 0. Thus the part involving K˚ε
is negligible and we obtain the claimed bound on DεK
ε ∗ε f . The discrete analogue of (6.13)
can be also proved analogously as the continuum case, so we omit its details.
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Recall the distance ‖fε; f‖(ε)Cακ defined in (6.7). The following lemma is needed to bound
the second term on the right hand side of (6.4)
Lemma 6.7. Let α ∈ (−23 ,−12 ), δ > 0, κ > 0 and f ∈ Cακ . Then there is a constant C such
that ‖P ε ∗ε f ; p ∗ f‖(ε)Cα¯κ ≤ o(1)‖f‖Cακ where α¯ = α+ 2− δ, and o(1) vanishes as ε→ 0.
Proof. We will use similar argument as in the proof of Lemma 6.5, but take care in the
difference between the discrete and the continuum kernels. Recall the kernels Kε and K and
their decompositions as introduced in Lemma 6.4, and we write (Kε)′ for DεKε and (Kεn)′
for DεK
ε
n. We first consider the first term in (6.7) for the definition of ‖P ε ∗ε f ; p ∗ f‖(ε)Cα¯κ ,
namely we aim to prove that given any small constant η > 0, as ε becomes sufficiently small
one has ∣∣∣ ∫ (ε)((Kε)′ −K ′)(z − w)f(w)dw∣∣∣ .κ η‖f‖Cακ .
Indeed, given any small constant η > 0, there exists M > 0 so that for all z, ε with ε−1‖z‖ >
M , the o(1) constant in (6.8) of Lemma 6.4 is less than η/C1. We choose ε sufficiently small
such that
ε < min(M−2, (η/C2)2/(1+α)). (6.16)
Here C1 and C2 are universal constants which we determine below. Let n¯ be such that√
ε ∈ [2−n¯, 2−n¯+1).
We first suppose that n ≤ n¯. Then, when ‖z − w‖ is in an annulus with radius of order
2−n, we have
ε−1‖z − w‖ ≥ ε−12−n ≥ ε−12−n¯ > M
by our choice of ε. By (6.8) of Lemma 6.4 and Lemma A.1 one has
∣∣∣ n¯∑
n=0
∫ (ε)
((Kεn)
′ −K ′n)(z − w)f(w)dw
∣∣∣ ≤ Cwκ(z)‖f‖Cακ ηC−11 ∑
n≤n¯
2−n(1+α) ≤ η
2
wκ(z)‖f‖Cακ
where C1 is chosen large enough, recalling that α+ 1 > 0.
For n > n¯, we bound DεK
ε and K ′ separately by 2(d+1)n on their support using
Lemma 6.4, and we can deal with the K˚ε as in (6.15). This yields
∣∣∣ N∑
n=n¯
∫ (ε)
(Kεn)
′(z − w)f(w)dw
∣∣∣ + ∣∣∣ ∫ (ε)(K˚εn)′(z − w)f(w)dw∣∣∣ + ∣∣∣∑
n>n¯
∫ (ε)
K ′n(z − w)f(w)dw
∣∣∣
≤ Cwκ(z)
∑
n>n¯
2−n(1+α)‖f‖Cακ ≤ Cwκ(z)2−n¯(1+α)‖f‖Cακ ≤ Cwκ(z)ε(1+α)/2‖f‖Cακ
≤ Cwκ(z)η/C2‖f‖Cακ ≤
η
2
wκ(z)‖f‖Cακ
where C2 is chosen sufficiently large and we used our choice of ε in (6.16). (Note that in
the two cases n ≥ n¯ and n < n¯, the bounds on the heat kernels lead to the same power of
2 namely 2−n¯(1+α), with the only difference being that in the first case one obtains the o(1)
factor.)
By the same argument above combined with the argument for the proof of (6.13), we
can prove that the second term in (6.7) for the definition of ‖P ε ∗ε f ; p ∗ f‖(ε)Cα¯κ can be made
arbitrarily small when ε goes to zero.
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A Weighted Besov-Ho¨lder spaces
In this section, we first define the weighted Besov-Ho¨lder spaces and prove some basic prop-
erties, in particular, Lemma A.1. We then formulate a tightness criterion, stated in Propo-
sition A.6.
A.1 Definition and basic properties
The functional space we need is the Besov-Ho¨lder space of space-time distributions, intro-
duced in [Hai14, Section 3] (see also [FM17]); more precisely, since we work on the entire
space, we will use a weighted version of these spaces, as in e.g. [HL15]. First, we endow the
space-time R× Rd with a parabolic distance, namely for space-time points (t, x), (t¯, x¯)
‖(t, x)− (t¯, x¯)‖ :=
√
|t− t¯|+ |x− x¯| . (A.1)
The weight functions we will take here are of the form
wκ(z) = (1 + ‖z‖)κ (A.2)
for some κ ≥ 0, as used in similar contexts in [HHNT15, Setion 5] or [HL15]. Note that the
weight function has the following property
C−1κ ≤ sup
‖z1−z2‖≤1
wκ(z1)
wκ(z2)
≤ Cκ (A.3)
for some constant Cκ ≥ 1 depending on κ only.
Given an arbitrary open subset U of Rd+1, we now define the weighted Besov-Ho¨lder
space Cακ (U) on U . Let N0 = N∪{0}, k = (k0, k1, . . . , kd) ∈ N0×Nd0 and |k| = 2k0+
∑d
i=1 ki.
For α ∈ R+\Z+, let Cακ (U) be the completion of C∞c (U) under the norm
‖f‖Cακ (U) =
∑
|k|≤⌊α⌋
sup
z∈U
|Dkf(z)|
wκ(z)
+
∑
|k|=⌊α⌋
sup
z,z¯∈U
‖z−z¯‖≤1
|Dkf(z)−Dkf(z¯)|
wκ(z)(‖z − z¯‖)α−⌊α⌋
(A.4)
where
Dkf(z) = Dkf(t, x) :=
∂|k|−k0
∂tk0∂xk11 . . . ∂x
kd
d
f(t, x),
for k = (k0, k1, . . . , kd). For α ∈ Z+, the norm ‖ · ‖Cακ (U) is simply
‖f‖Cακ (U) =
∑
|k|≤α
sup
z∈U
|Dkf(z)|
wκ(z)
.
When α < 0, the space Cακ (U) is defined as the completion of C∞c (U) with respect to
‖f‖Cακ (U) = sup
ℓ∈(0,1)
sup
z∈U
sup
φ
|f(φℓz)|
wκ(z)ℓ
α (A.5)
where
φℓ(s,y)(t, x)
def
= ℓ−(d+2)φ
(
ℓ
−2(t− s), ℓ−1(x− y)) , (A.6)
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and supφ is over all functions φ with ‖φ‖Cr0 ≤ 1 for r0 = −⌊α⌋ and support in the unit ball
B(0, 1). We also used the notation
f(φℓz) = 〈f, φℓz〉 :=
∫
U
f(w)φℓz(w)dw.
Since C∞c (U) is separable, clearly Cακ (U) is a Polish space, i.e, a complete separable
metric space. We write Cακ to be Cακ (Rd+1) with U = Rd+1, and Cα to be Cακ with κ = 0.
Clearly Cακ (U) = Cα(U) if U is bounded. Note also that Cα is essentially equivalent to the
Besov space Bα∞,∞ (see, e.g., [BCD11, Tri06, Hai14]), with respect to the parabolic distance
in space-time.
We recall the definition of the restriction of a distribution to an open set. For any open
set U ⊂ Rd+1 and any distribution f ∈ Cακ , the restriction of f to U , denoted by f |U , is
defined via
〈f |U , ϕ〉 := 〈f, ϕ〉, ∀ϕ ∈ C∞c (U).
Thus {f |U : f ∈ Cακ } ⊂ Cακ (U), and ‖f |U‖Cακ (U) ≤ ‖f‖Cακ .
We say that a distribution f vanishes on an open set U , if 〈f, ϕ〉 = 0 for all ϕ ∈ C∞c (U).
Recall that the support supp(f) of f is the complement of the largest open set where f
vanishes. For any compact subset K ⊂ Rd+1, let Cακ (K) = {f ∈ Cακ , supp(f) ⊂ K} with
‖f‖Cακ (K) := ‖f‖Cακ for f ∈ Cακ (K).
By (A.5), we have f ∈ Cακ = Cακ (Rd) if f integrated against a test function φℓz behaves
as ℓα. On the other hand, sometimes we would like to exploit the fact f ∈ Cακ and obtain
behavior of f(χ) for some test function χ which “behaves like”, but is not really a rescaled
test function φℓz. This is the content of the following lemma.
Lemma A.1. Let f ∈ Cακ for α < 0, κ > 0, r > −⌊α⌋ be a positive integer, and C > 0 be
a constant. Then, there exists a constant C¯ > 0 such that for any test function χ supported
on {u : ‖u‖ ≤ Cℓ} which satisfies |Dkχ(w)| ≤ Cℓ−(d+2+|k|) for every |k| ≤ r, one has
|f(χz)| ≤ C¯ℓα‖f‖Cακwκ(z) , ∀ℓ ∈ (0, 1) ,
where χz(·) def= χ(· − z). The same bound holds for functions on R× εZ with ‖ · ‖Cακ replaced
by ‖ · ‖(ε)Cακ .
Remark A.2. The statement is similar to [Hai14, Remark 2.21] (which is a statement about
the notion ofmodels therein), and our proof here is inspired by the proof of [Hai14, Prop. 3.20].
The intuition behind the proof is the following: letting 2−n0 ≈ ℓ, for a test function χz that
is “quite smooth” (i.e. having the above assumed bound on its derivatives up to order r > 0),
we will get a factor 2−(n−n0)r for its wavelet coefficients which decays fast as n→∞, so χz
“mainly” consists of the scale ∼ 2−n0 ≈ ℓ bits, which explains why it should satisfy the same
bound as φℓz in (A.5).
Proof. Recall from standard wavelet theory (see for instance [Dau88]) that we can find a
finite family of functions Ψ = {(ψ(i))1≤i<2d+2} and φ ∈ Cr, such that the recentered and
rescaled 5 functions φy(·) def= φ(· − y) and
ψny (z) = 2
(d+2)n
2 ψ(22n(z0 − y0), 2n(z1 − y1)) for ψ ∈ Ψ, n ≥ 0, y ∈ Λn = (2−2nZ)× (2−nZ)d
5Note that the factor 2
(d+2)n
2 indicates a scaling preserving the L2 norm, since we need an L2 basis, which
is different from the other notation φℓ we use in this paper which is a scaling preserving the L1 norm.
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form an L2 basis. Here z = (z0, z1) denote the time and space coordinates for a space-
time point z. This L2 basis is useful to characterize elements in Cακ : for f ∈ Cακ one has
|f(ψny )| . 2−n(d+2)/2−nαwκ(y) and |f(φz)| . wκ(z) uniformly in n ≥ 0, y ∈ Λn and z ∈ Λ0.
This is essentially the content of [Hai14, Prop. 3.20] which is easily adapted to the weighted
spaces. We have
f(χ(· − z)) = f(χz) =
∑
n≥0
∑
y∈Λn
f(ψny )χz(ψ
n
y ) +
∑
y∈Λ0
f(φy)χz(φy) .
Note that by the characterization of Cακ just mentioned, for y with ‖y − z‖ . 1, we have
|f(ψny )| . 2−n(d+2)/2−nαwκ(z) where the proportional constant only depends on ‖f‖Cακ . Let
n0 be such that ℓ ∈ [2−n0 , 2−n0+1).
We first fix n ≥ n0. Then, since χz has support size O(2−n0) and ψny has support di-
ameter O(2−n), only y such that ‖y − z‖ . O(2−n0) contribute to the sum (namely, only
O(2(d+2)(n−n0)) terms contribute). By our assumed bound on Dkχ, we have |χz(ψny )| .
2−(n−n0)(r+
d+2
2
)2n0(d+2)/2, and thus
∑
y∈Λn |χz(ψny )| . 2−(n−n0)(r−
d+2
2
)2n0(d+2)/2, so that
|∑y∈Λn f(ψny )χz(ψny )| . 2−(n−n0)r−nαwκ(z).
Next, we fix n < n0. By support sizes of χz and ψ
n
y , there are only a finite number
(independent of n0 and n) that contribute to the sum. Using again the support proper-
ties of χz and ψ
n
y and the assumed bound on χ, we have |χz(ψny )| . 2n(d+2)/2 and thus
|∑y∈Λn χz(ψny )| . 2n(d+2)/2, so that |∑y∈Λn f(ψny )χz(ψny )| . 2−nαwκ(z).
Summing over n using the above bounds, we have
∑
n≥n0 2
−(n−n0)r−nα +
∑
n<n0
2−nα,
which is bounded by 2−n0α . ℓα, by [Hai14, Lemma 3.21].
The discrete analog of the bound can be proved in the same way, so we omit its proof.
A.2 Tightness criterion
In this section, we formulate a tightness criterion for random variables taking values in Cακ ,
which is stated in Proposition A.6 below. First we give some preliminary results.
Lemma A.3. Let K ⊂ Rd+1 be a compact subset. Then for −∞ < α < α′ < ∞ and
κ′, κ ∈ [0,∞), Cα′κ′ (K) is compactly embedded in Cακ (K).
Proof. Note that the weighted Ho¨lder space Cακ (K) coincides with the corresponding Ho¨lder
space Cα(K) and hence is equivalent to the Besov space Bα∞,∞(K). The desired result is a
direct consequence of [BCD11, Corollary 2.96] which claims that Bα′p,∞(K) is compactly em-
bedded in Bαp,1(K) for p ∈ [1,∞], noting that Bαp,1(K) is continuously embedded in Bαp,∞(K)
(see, e.g., [FM17, Remark 2.12]).
Lemma A.4. For −∞ < α < α′ <∞ and 0 ≤ κ′ < κ, Cα′κ′ is compactly embedded in Cακ .
Proof. Consider a sequence {fn, n ∈ N} with
sup
n
‖fn‖Cα′
κ′
≤M <∞. (A.7)
To get the desired result, it suffices to show that there exists a subsequence of {fn, n ∈ N}
which converges in Cακ .
Consider a sequence of bounded open subsets Um = B(0, 2m) ⊂ R1+d,m ∈ N. Clearly
Um ⊂ Um+1 and
⋃∞
m=1 Um = R
1+d. Then by Lemma A.3, for each Um, Cα′κ′ (Um) is compactly
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embedded in Cακ (Um). Since for all n ∈ N, fn|Um ∈ Cα
′
κ′ (Um) with ‖fn|Um‖Cα′
κ′ (Um)
≤ ‖fn‖Cα′
κ′
≤
M , we can find a subsequence {f
n
(1)
k
} such that f
n
(1)
k
∣∣
U1
converges in Cακ (U1), and inductively,
we can find a subsequence {f
n
(m+1)
k
} of {f
n
(m)
k
} such that f
n
(m+1)
k
∣∣
Um+1
converges in Cακ (Um+1).
Thus, the diagonal sequence f
n
(k)
k
∣∣
Um
converges as k → ∞ in Cακ (Um) for every m ∈ N.
Assume that f
n
(k)
k
∣∣
Um
→ f (m)0 in Cακ (Um) as k →∞. Then clearly f (m+1)0
∣∣
Um
= f
(m)
0 . Letting
f0 = limm→∞ f
(m)
0 , in the sense that for all m ∈ N, 〈f0, ϕ〉 = 〈f (m)0 , ϕ〉 for all ϕ ∈ C∞c (Um),
we have that
lim
k→∞
∥∥∥(f
n
(k)
k
− f0
) ∣∣∣
Um
∥∥∥
Cακ (Um)
= 0, ∀ m ∈ N. (A.8)
Thus, f
n
(k)
k
is a Cauchy sequence in Cακ (Um) for any m ∈ N. In what follows, we will use the
convention ‖f‖Cακ (U) := ‖f |U‖Cακ (U) for any open set U .
Now for any fixed ε > 0, one can find m0 such that,
(1 + |x|)κ′
(1 + |x|)κ <
ε
4M
, ∀x ∈ U cm0 ,
and hence by (A.7) ∥∥∥f
n
(k)
k
∥∥∥
Cακ (U
c
m0
)
<
ε
4M
M =
ε
4
.
Noting that f
n
(k)
k
∣∣
Um0+1
is a Cauchy sequence in Cακ (Um0+1), one can find k0 ∈ N such that
if k1, k2 > k0, ∥∥∥f
n
(k1)
k1
− f
n
(k2)
k2
∥∥∥
Cακ (Um0+1)
<
ε
2
,
and hence∥∥∥f
n
(k1)
k1
− f
n
(k2)
k2
∥∥∥
Cακ
≤
∥∥∥f
n
(k1)
k1
− f
n
(k2)
k2
∥∥∥
Cακ (Um0+1)
+
∥∥∥f
n
(k1)
k1
− f
n
(k2)
k2
∥∥∥
Cακ (Um0
c
)
≤ ε
2
+
ε
4
× 2 = ε,
where the first step follows from (A.5) and the observation that for any φℓz with ℓ ∈ (0, 1),
its support supp(φℓz) ⊂ B(z, 1) must be a subset of either Um+1 or Umc. This concludes the
proof.
For any given r > 0, recall that one can identify a finite family of functions Ψ =
{(ψ(i))1≤i<2d+2} and φ ∈ Cr (same as in the proof of Lemma A.1) such that the follow-
ing holds (with r > max{|α|, |α′|} in the next Lemma).
Lemma A.5. Fix α,α′, γ and κ, such that α < α′, max{|α|, |α′|} < γ and κ > 0. Let
(fε)ε>0 be a family of random linear forms on Cγc (R×Rd). Assume that there exist constants
C < ∞ and p > max{ d+2α′−α , d+2κ } such that for every ε > 0, the following two statements
hold:
sup
z∈Rd+1
E
[∣∣∣ ∫
Rd+1
fε(w)φ(w − z)dw
∣∣∣p] ≤ C ; (A.9)
and, for every i ∈ {1, . . . , 2d+2 − 1} and m ∈ N,
sup
(t,x)∈R1+d
E
[∣∣∣ ∫
Rd+1
fε(s, y)ψ
(i)(22m(s− t), 2m(y − x))dsdy
∣∣∣p] ≤ C 2−mp(d+2+α′), (A.10)
where we use the notation z = (t, x) ∈ R1+d and wκ(z) is given in (A.2). Then
sup
ε>0
E
[(‖fε‖Cακ )p] <∞.
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Proof. To prove the desired result, by [HL15, Proposition 2.4], it suffices to show
E
[
sup
z∈Λ0
∣∣∣ ∫
Rd+1
fε(w)φ(w − z)dw
∣∣∣p/wκ(z)p
]
and
E
[
sup
m≥0
sup
z∈Λm
2mp(d+2+α)
∣∣∣ ∫
Rd+1
fε(s, y)ψ
(i)(22m(s− t), 2m(y − x))dsdy
∣∣∣p/wκ(z)p
]
are bounded uniformly in ε > 0 and i ∈ {1, . . . , 2d+2 − 1}, where Λm = (2−2mZ)× (2−mZ)d.
We will show the uniform boundedness of the second term, and the boundedness of the first
one is similar (and easier) and thus omitted. Indeed,
E
[
sup
m≥0
sup
z∈Λm
2mp(d+2+α)
∣∣∣ ∫
Rd+1
fε(s, y)ψ
(i)(22m(s− t), 2m(y − x))dsdy
∣∣∣p/wκ(z)p
]
.
∑
m≥0
∑
z∈Λm
2mp(d+2+α)E
[∣∣∣ ∫
Rd+1
fε(s, y)ψ
(i)(22m(s− t), 2m(y − x))dsdy
∣∣∣p]/wκ(z)p
.
∑
m≥0
∑
z∈Zd+1
2mp(d+2+α)2−mp(d+2+α
′)2m(d+2)
/
wκ(z)
p . 1,
where the second inequality follows from the fact that there are at most order 2m(d+2) many
elements in the restriction of Λm to the unit ball of R
d+1 and (A.10), the third step follows
from the property (A.3) of the weight function, and finally the series is summable due to
the assumption p > max{ d+2α′−α , d+2κ }, where p > d+2α′−α yields
∑
m≥0 2
m(d+2−p(α′−α)) <∞ and
p > d+2κ implies
∑
z∈Rd+1 wκ(z)
−p .
∑
z∈Rd+1
1
1+‖z‖κp <∞.
We are now ready to state and prove the tightness criterion.
Proposition A.6. Fix α,α′, γ, κ and κ′, such that α < α′, max{|α|, |α′|} < γ and 0 <
κ′ < κ. Let (fε)ε>0 be a family of random linear forms on Cγc (R × Rd) satisfying (A.9) and
(A.10) with κ being replaced by κ′ therein and p > max{ d+2α′−α , d+2κ′ }. Then {fε}ε>0 is a tight
family in Cακ .
Remark A.7. In the setting with usual Euclidean (not parabolic) distance, such a tightness
criterion was obtained for local Besov-Ho¨lder space in [FM17, Theorem 1.1].
Proof. By Lemma A.5, we have
sup
ε
E
[(
‖fε‖Cα′
κ′
)p]
≤ C0
for some constant C0 ∈ (0,∞). Hence, Markov’s inequality yields that, for all ε > 0,
P
(
‖fε‖Cα′
κ′
> M
)
≤M−pE
[(
‖fε‖Cα′
κ′
)p]
≤M−pC0.
Thus, for any δ > 0, one can find a constant Mδ sufficiently large such that
inf
ε
P
(
‖fε‖Cα′
κ′
≤Mδ
)
= 1− sup
ε
P
(
‖fε‖Cα′
κ′
> Mδ
)
≥ 1− δ.
Therefore, noting that by Lemma A.4 the set
{
f ∈ Cακ : ‖f‖Cα′
κ′
≤M
}
is compact in Cακ for
any M ∈ (0,∞), the family (fε)ε>0 is tight in Cακ .
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B Heat kernel estimates
In this section, we prove local limit theorem type of results for the random walk transition
kernel and its space-time gradients, which is used in Section 6. We will formulate our results
in general dimensions since the proof is the same.
Let Pt(x), x ∈ Zd, denote the transition kernel of a rate 1 simple symmetric random walk
S on Zd, and let pt(x) denote the heat kernel. Then Pt and pt have Fourier transforms
Φt(θ) = E[e
i〈θ,St〉] = e−
t
d
∑d
i=1(1−cos θi), φt(θ) = e−
t‖θ‖2
2d , θ ∈ [−π, π]d, (B.1)
where ‖θ‖ denotes the Euclidean norm, and
Pt(x) =
1
(2π)d
∫
[−π,π]d
e−i〈θ,x〉Φt(θ)dθ, x ∈ Zd,
pt(x) =
1
(2π)d
∫
Rd
e−i〈θ,x〉φt(θ)dθ, x ∈ Rd.
(B.2)
Recall that for k = (k0, k1, . . . , kd) with k0, . . . , kd ∈ N0 := N ∪ {0} and |k| := 2k0 +∑d
i=1 ki, and for f : R× Rd → R,
Dkǫ f := ∂
k0
t ∇kdd,ǫ · · · ∇k11,ǫf(t, x), where ∇i,ǫg(x) = ǫ−1(g(x + ǫei)− g(x)), (B.3)
with ei being the i-th unit vector in R
d. We will also denote
Dkf := ∂k0t ∂
kd
xd
· · · ∂k1x1f(t, x).
We then have the following result:
Lemma B.1. For any k = (k0, k1, . . . , kd) with k0, k1, . . . , kd ∈ N0 := N ∪ {0}, we have
∣∣Dk1Pt(x)−Dkpt(x)∣∣ ≤ o(1)
(
√
t+ ‖x‖)|k|+d , (B.4)
where o(1)→ 0 as √t+ ‖x‖ → ∞.
Proof. First we note that
∂tPt(x) =
1
2d
d∑
i=1
(
Pt(x+ei)+Pt(x−ei)−2Pt(x)
)
=
1
2d
d∑
i=1
∇2i,1Pt(x−ei) =:
1
2d
d∑
i=1
∇2i,1TiPt(x),
where Tif(x) = f(x− ei). Therefore
Dk1Pt(x) =
1
(2d)k0
( d∑
i=1
∇2i,1Ti
)k0 d∏
i=1
∇kii,1Pt(x).
Similarly, ∂tpt(x) =
1
2d
∑d
i=1 ∂
2
xipt(x), and hence
Dkpt(x) =
1
(2d)k0
( d∑
i=1
∂2xi
)k0 d∏
i=1
∂kixipt(x).
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By expanding the products and compare Dk1Pt(x) with D
kpt(x) term by term, it suffices to
show that for any l1, . . . , ld ∈ N∪{0} with
∑d
i=1 li = |k|, and z ∈ Zd with |z|1 :=
∑d
i=1 |zi| ≤
|k|, we have
∣∣∣ d∏
i=1
∇lii,1Pt(x− z)−
d∏
i=1
∂lixipt(x)
∣∣∣ ≤ o(1)
(
√
t+ ‖x‖)|k|+d as
√
t+ ‖x‖ → ∞. (B.5)
Let α = α(|k|) := |k|+d+12(|k|+d) > 12 . We first consider the case ‖x‖ > tα, which implies that
|xm| ≥ ‖x‖/
√
d ≥ tα/√d for some 1 ≤ m ≤ d. Since pt(x) =
∏d
i=1(2πt/d)
−1/2e−dx
2
i /2t, it is
easily seen that
∣∣∣ d∏
i=1
∂lixipt(x)
∣∣∣ = d∏
i=1
e−
dx2i
2td−1 (|xi|/
√
td−1)li+1√
2π|xi|li+1
∣∣∣ali( xi√
td−1
)∣∣∣
≤ Ce
− dx
2
m
2td−1 (|xm|/
√
td−1)lm+1√
2π|xm|lm+1
∣∣∣alm( xm√
td−1
)∣∣∣
≤ Ce
−c|xm|2−1/α
|xm||lm|+1
=
o(1)
‖x‖|k|+d ,
(B.6)
where al is a polynomial of degree l, and o(1)→ 0 as
√
t+ ‖x‖ → ∞.
We can similarly bound
∣∣∣ d∏
i=1
∇lii,1Pt(x− z)
∣∣∣ ≤ 2|k| max
|z˜|1≤2|k|
Pt(x+ z˜) ≤ Ce−c‖x‖2−1/α = o(1)‖x‖|k|+d ,
where the bound on Pt(x+ z˜) for ‖x‖ > tα and |z˜|1 ≤ 2|k| follows from an elementary large
deviation bound for the simple symmetric random walk. Together with (B.6), this implies
(B.5) when ‖x‖ > tα.
We now consider the case ‖x‖ ≤ tα. We will use Fourier transform calculations. Alter-
natively, one can also use the Edgeworth expansion for Pt (see e.g. [Hal92, page 45]). Note
that if we extend the definition of Pt(x) in (B.2) to all x ∈ Rd, then we can write
d∏
i=1
∇lii,1Pt(x− z) =
∫
· · ·
∫
[0,1]|k|
d∏
i=1
∂lixiPt
(
x− z +
d∑
i=1
li∑
j=1
si,jei
) d∏
i=1
li∏
j=1
dsi,j
=
∫
· · ·
∫
[0,1]|k|
(−i)|k|
(2π)d
∫
[−π,π]d
e−i〈θ,x−z+
∑
si,jei〉
d∏
i=1
θlii Φt(θ)dθ
∏
i,j
dsi,j.
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An analogous identity holds for
∏d
i=1∇lii,1pt(x− z). Therefore we have
∣∣∣ d∏
i=1
∇lii,1Pt(x− z)−
d∏
i=1
∇lii,1pt(x− z)
∣∣∣
≤
∣∣∣ ∫ · · · ∫
[0,1]|k|
1
(2π)d
∫
|θ|∞≤t−
1
3
e−i〈θ,x−z+
∑
si,jei〉)
d∏
i=1
θlii
{
Φt(θ)− φt(θ)
}
dθ
∏
dsi,j
∣∣∣
+
1
(2π)d
∫
t−
1
3<|θ|∞<π
|θ||k|∞Φt(θ)dθ +
1
(2π)d
∫
t−
1
3<|θ|∞
|θ||k|∞φt(θ)dθ
≤ 1
(2π)d
∫
|θ|∞≤t−
1
3
|θ||k|∞ |Φt(θ)− φt(θ)|dθ +
1
(2π)d
∫
t−
1
3<|θ|∞<π
|θ||k|∞Φt(θ)dθ +
1
(2π)d
∫
t−
1
3<|θ|∞
|θ||k|∞φt(θ)dθ. (B.7)
Recall (B.1). We note that as t→∞, the second and third terms can be bounded by Ce−ct
1
3
for some c, C depending only on |k|. For ‖x‖ ≤ tα, √t+ ‖x‖ → ∞ implies t→∞, and it is
easily seen that
Ce−ct
1
3 ≤ Ce− c2 (
√
t+‖x‖)1/3α ,
which is bounded by the right hand side of (B.4).
For the first term in (B.7), we can apply Taylor expansion and bound it by
1
(2π)d
∫
|θ|∞≤t−
1
3
|θ||k|∞e−
t‖θ‖2
2d
∣∣∣e− td ∑di=1 (1−cos θi− θ2i2 ) − 1∣∣∣dθ ≤ C ∫
|θ|∞≤t−
1
3
|θ||k|∞e−
t‖θ‖2
2d t|θ|4∞dθ ≤ Ct−
|k|+d+2
2 ,
which is also bounded by the right hand side of (B.4) when ‖x‖ ≤ tα = t
|k|+d+1
2(|k|+d) .
To prove (B.5) for ‖x‖ ≤ tα, it remains to bound |∏di=1∇lii,1pt(x − z) −∏di=1 ∂lixipt(x)|.
By the mean value theorem, there exists x′ ∈ Rd with x′i ∈ [xi − zi, xi − zi + li] such that
∣∣∣ d∏
i=1
∇lii,1pt(x− z)−
d∏
i=1
∂lixipt(x)
∣∣∣ = ∣∣∣ d∏
i=1
∂lixipt(x
′)−
d∏
i=1
∂lixipt(x)
∣∣∣
≤ ‖x− x′‖ sup
y=x+t(x′−x)
t∈[0,1]
d∑
i=1
∣∣∣∂xi
d∏
i=1
∂lixipt(y)
∣∣∣.
(B.8)
We can now apply (B.6), where x is replaced by y with |y − x|1 ≤ 2|k|, and l1, . . . , ld are
replaced by l′1, . . . , l
′
d with
∑d
i=1 l
′
i = |k| + 1. Note that for some 1 ≤ m ≤ d, we will have
|ym| ≥ ‖y‖/
√
d. In the product in (B.6), for each 1 ≤ i ≤ d, we can bound
e−
dy2i
2td−1 (|yi|/
√
td−1)l′i+1√
2π|yi|l′i+1
∣∣∣al′i
( yi√
td−1
)∣∣∣ ≤ C
(
√
t)l
′
i+1
, (B.9)
while for i = m, we can also give an alternative bound
e−
dy2m
2td−1 (|ym|/
√
td−1)l′m+1√
2π|ym|l′m+1
∣∣∣al′i
( ym√
td−1
)∣∣∣ = e−
dy2m
2td−1 (|ym|/
√
td−1)|k|+d+1
∣∣al′i( ym√td−1 )∣∣√
2π|ym||k|+d+1
(
√
td−1)|k|+d−l
′
m
≤ C (
√
t)|k|+d−l′m
|ym||k|+d+1
≤ C (
√
t)
∑
i6=m(l
′
i+1)
‖y‖|k|+d+1 . (B.10)
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If ‖x‖ ≤ √t, then we just apply (B.9) in (B.6) and substitute the resulting bound into (B.8).
If ‖x‖ > √t, then in (B.6), we apply both (B.9) and (B.10) and then substitute the resulting
bound into (B.8). Either way, since the bounds are uniform in |y − x|1 ≤ 2|k|, we find that
(B.8) can be bounded by C(‖x‖ +√t)−|k|−d−1, which is bounded by the right hand side of
(B.5). This concludes the proof of the lemma.
Corollary B.2. Let P εt (x) := ε
−dPε−2t(ε−1x). For any k = (k0, k1, . . . , kd), we have
∣∣DkεP εt (x)−Dkpt(x)∣∣ ≤ o(1)
(
√
t+ ‖x‖)k+d , (B.11)
where o(1)→ 0 as ε−1(√t+ ‖x‖)→∞.
Proof. We note that
Dkpt(x) = ε
−|k|−dDkps(y)
∣∣
s=ε−2t,y=ε−1x and D
k
εP
ε
t (x) = ε
−|k|−dDk1Ps(y)
∣∣
s=ε−2t,y=ε−1x.
The result then follows from Lemma B.1.
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