In this paper we demonstrate model order reduction of a nonlinear academic model of an inverter chain. Two reduction methods, which are suitable for nonlinear differential algebraic equation systems are combined, the trajectory piecewise linear approach and the proper orthogonal decomposition.
Introduction
The dynamics of electrical circuits at time Ø can generally be described by the nonlinear, first order, differential-algebraic equation (DAE) system of the form: Ø Õ´Üµ · ´Üµ · Ù´Øµ ¼ There are several established methods, such as sparse-tableau, modified nodal analysis etc., which generate the system (1) from the netlist description of electrical circuit. The dimension Ò of (1) is of the order of the number of elements in the circuit, which means that it can be extremely large, as today's VLSI circuits have hundreds of millions of elements. Mathematical model order reduction (MOR) aims to replace (1) by a system of much smaller dimension, which can be solved by suitable DAE solvers within acceptable time. In [1] , we have demonstrated the application of two most promising nonlinear reduction methods, the trajectory piecewise linear approach (TPWL) [2] and the proper orthogonal decomposition (POD) [3] on an academic diode chain model. In this paper we propose a different, in our opinion, more efficient approach, of combining the both methods.
Trajectory Piecewise Linear Model Order Reduction
The idea behind the TPWL method is to linearise (1) several times along a training trajectory (corresponding to some typical input). The local systems are then used to create a global reduced subspace. The final TPWL model is constructed as a weighted sum of all local linearised reduced systems.
Creating the local linearised models
The disadvantage of standard linearisation methods is that they deliver good results, only in the surrounding of the chosen linearisation tuple (LT)(Ü´Ø µ Ø ). To overcome this, in TPWL approach several linearised models are created. This guarantees the quality of the results whenever the solution stays close to one of the chosen LTs. The procedure for selection of LTs can be described by the following steps:
1. Set an absolute accuracy factor ¼, set ½. 4. Integrate both, the reduced system (3) and the original system (1) choosing the same time-steps Ø .
The steps 2 to 4 are repeated until the end of the given trajectory has been reached. In this way, × local reduced subspaces with bases Î ½ Î × are created.
Creating the global reduced subspace
All local reduced subspaces are merged into the global reduced subspace and each local linearised system (2) is now projected onto this global subspace. The procedure can be described by the following steps:
3. Define a new global projection matrix Î as Ù ½ Ù Ö ℄.
4. Project each local linearised system (2) onto Î .
Creating the TPWL model by weighting
All local reduced linearised reduced systems are combined in a weighted sum to build the global TPWL model:
A weight Û determines the influence of the -th local system to the global system. The weights can be chosen by making them distance depending, which means that Û is chosen large if the solution Þ of (4) is close to the -th LT, else the weight should be small. For more details on how to chose weights, see [5] .
Proper Orthogonal Decomposition
The basic idea behind POD is to directly project the original nonlinear system (1) onto some subspace with smaller dimension.
"Classical" POD
The POD projection basis Î È Ç is an orthonormal basis, which is derived from the collected "snapshots" at time points Ø :
The POD basis is found from the SVD of :
Finally the original system is replaced by the following Galerkin projection:
Although the reduced model (6) Therefore, directly applying projection as in (6) does not reduce the computational cost. In [6] and [7] , the Missing Point estimation technique (MPE) was successfully proposed to speed up the simulation. PAMM header will be provided by the publisher 3
Adapted POD
Another strategy, to directly reduce the nonlinear vector-valued element functions Õ and by identifying the dominant items was suggested in [8] . We assume that we have a benchmark solution Ü´Øµ of (1) After multiplication of (8) We stress that the principal reduction takes place in the nonlinear functions Õ´¡µ È Õ´¡µ ¾ Ê and È ´¡µ ¾ Ê , meaning that instead of the complete functions, just Ò components have to be evaluated.
Combining POD and TPWL
The idea behind combining both above approaches is to reuse the already available snapshots from the solution of (1) for constructing the global projection matrix Î ÓÑ . The algorithm looks as follows:
1. Solve (1) for a typical input function over the time interval ¼ Ø Ò ℄. for the inverter chain the relative error of the projection decreases if the combined method is used. Furtermore, it seems that the TPWL-POD based reduction is able to produce smoother signals with less overshoots then the classical TPWL based one ( Fig. 2 (right) ).
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