$Q$-$\Phi$ criticality and microstructure of charged AdS black holes in
  $f(R)$ gravity by Deng, Gao-Ming & Huang, Yong-Chang
ar
X
iv
:1
70
5.
04
92
3v
3 
 [g
r-q
c] 
 7 
De
c 2
01
7
Q− Φ criticality and microstructure of charged AdS
black holes in f(R) gravity
Gao-Ming Deng1,2∗, Yong-Chang Huang1,3
1 Institute of theoretical physics, Beijing University of Technology, Beijing 100124, China
2 School of physics and space science, China West Normal University, Nanchong 637002, China
3 CCAST(World Lab.), P.O.Box 8730, Beijing 100080, China
The phase transition and critical behaviours of charged AdS black holes in f(R)
gravity with a conformally invariant Maxwell (CIM) source and constant curvature
are further investigated. As a highlight, this research is carried out by employing
new state parameters (T,Q,Φ) and contributes to deeper understanding the ther-
modynamics and phase structure of black holes. Our analyses manifest that the
charged f(R)-CIM AdS black hole undergoes a first order small-large black hole
phase transition, and the critical behaviours qualitatively behave like a Van der
Waals liquid-vapor system. However, differing from the case in Einstein’s gravity,
phase structures of the black holes in f(R) theory exhibit an interesting dependence
on gravity modification parameters. Moreover, we adopt the thermodynamic geome-
try to probe the black hole microscopic properties. The results show that, on the one
hand, both the Ruppeiner curvature and heat capacity diverge exactly at the critical
point, on the other hand, the f(R)-CIM AdS black hole possesses the property as
ideal Fermi gases. Of special interest, we discover a microscopic similarity between
the black holes and a Van der Waals liquid-vapor system.
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I. INTRODUCTION
There is now a general consensus that our Universe is experiencing an accelerating ex-
pansion. To give a persuasive theoretical interpretation of such puzzling acceleration, f(R)
theory [1, 2] has been advanced as a promising candidate. In contrast to the standard theory
of General Relativity (GR), f(R) theory, where the Lagrangian density is a generic func-
tion of Ricci scalar R, undoubtedly serves as a class of more general theories. GR can be
recovered as the special case f(R)=R. What’s more, f(R) theory is proved to be confor-
mally equivalent to GR plus a scalar field [3–6]. For such theory model, by performing a
conformal transformation mapping from the Jordan frame to Einstein frame [7], the analysis
of the background cosmological evolution can be significantly simplified. One can read the
recent review [8] to gain a comprehensive understanding. As a popular modified theory, it
has been widely applied in gravitation and cosmology [9–12] so far. Especially, f(R) theory
has succeeded in mimicking the historical evolution of the cosmology. Since it is considered
as an attractive modification of GR, some distinctive properties from Einstein’s gravity are
highly expected. Further studies of f(R) theory, for example, black hole solutions and ther-
modynamic properties [13–15], are of particular interest. It is worth mentioning that, in
contrast to Bekenstein-Hawking radiation, Addazi et al. [16, 17] have remarkably explored
f(R) black holes’ anti-evaporation phenomena, where the radius of black hole horizon could
increase. Interestingly, taking into account this intriguing effect, some primordial black holes
may survive in current universe. However, in the presence of a matter field in f(R) grav-
ity, the field equations get complicated and it’s intractable to construct an exact black hole
solution. Sheykhi creatively assumed the curvature R=R0=const and considered the trace-
less energy-momentum tensor for the matter field, eventually achieved a higher dimensional
3black hole solution [18] in f(R) gravity with a conformally invariant Maxwell (CIM) source.
Motivated by these facts, this present work will take the four dimensional case as an example
to further investigate the properties of the charged f(R)-CIM AdS black holes [18], such as
phase transitions, critical behaviours and microstructure. Effects of the gravity modification
parameters are expected to be presented.
Black hole thermodynamics has been a long-standing and fascinating subject [19–25],
which provides interesting clues to the underlying structure of quantum gravity. In particu-
lar, promoted by the AdS/CFT correspondence [26, 27], the investigation of black hole phase
transitions in AdS spacetimes has received popular attention [28–37]. The pioneering study
of the transitions can be traced back to the well-known Hawking-Page phase transition [38],
which describes a first-order phase transition between Schwarzschild AdS black holes and
the thermal AdS space. Inspired by the AdS/CFT, Witten has explained such an appealing
phenomenon as a confinement/deconfinement transition in the dual quark gluon plasma [27].
For Reissner-Nordstro¨m (RN) AdS black holes, Chamblin et al. [39] first realized that the
phase transition amazingly resembles a Van der Waals liquid-vapor system. Later, Banerjee
et al. [40] checked the Ehrenfest scheme of arbitrary dimensional RN AdS black holes in
detail and verified that the transition occurring at critical point is the second order Van der
Waals-like phase transition. Meanwhile, Dolan et al. also discovered similar behaviours in
the rotating case [41, 42]. In Ref.[43], Kubiznak and Mann further illustrated the analogy
of 4d charged AdS black hole with the Van der Waals fluid and affirmed the coincidence of
their critical exponents. Up to now, it is found that the Van der Waals-like phase transition
prevails such as in BTZ black holes [44], Gauss-Bonnet black holes [45, 46], Born-Infeld black
holes [47].
It is noteworthy that a great many previous analyses of black hole phase structure in AdS
spacetimes were based on a popular proposal [48], which identifies the cosmology constant Λ
and its conjugate quantity as thermodynamic variables [49–51], i.e., pressure P and volume
V , respectively. As a result, temperature T and the newly-introduced variables P , V were
chosen as state parameters to delineate black hole phase structures and critical behaviours
in various AdS spacetime backgrounds [52–60]. Nevertheless, aside from the variables P and
V , whether there exits another pair of parameters available to describe black hole phase
transitions, such as electric charge Q and its potential Φ for charged black holes. If so, some
underlying thermodynamic properties are expected. The answer is positive. For charged
black holes, electric charge Q is an intrinsic and physical character. In fact, Chamblin and
Wu [39, 61] have successfully put this idea into practice and intuitively displayed the Van der
4Waals-like behaviours of RN black holes in Q−Φ plane. A well-defined statistical description
still unclear, analyzing from diverse perspectives has an important physical significance. Af-
ter all, the more directions we view a problem from, the more comprehensive and transparent
picture we capture. Consequently, in this paper, we attempt to choose (T,Q,Φ) as state
parameters to describe the physical picture of phase transitions for the charged f(R)-CIM
AdS black hole [18]. As a highlight, our approach provides one more alternative perspective
other than (T, P, V ) description for one to better understand the rich critical phenomena of
charged AdS black holes.
Furthermore, we would like to detect the microstructure of the charged f(R)-CIM AdS
black holes [18] using thermodynamic geometry. The thermodynamic geometry was initiated
by Weinhold [62] and has been developed by Ruppeiner et al. [63–65]. Ruppeiner argued
that Riemannian geometry could give insight into the underlying statistical mechanical sys-
tem [64]. In this picture, the divergence of scalar curvature R is closely related to phase
transitions. By calculating R, microscopic interactions and the resulting macroscopic phase
transition can be linked. Nowadays, it is widely believed [66–69] that R serves as an elegant
measure of global fluctuations in thermodynamic systems caused by interactions. Recently,
Ruppeiner further pointed out [70] that the sign of the curvature may be an indicator of the
interactions among the microstructure of thermodynamic system. For instance, the curva-
ture R < 0 signals the repulsive interaction [66, 67], which corresponds to ideal Fermi gases,
while R > 0 signals the attractive interaction, which corresponds to ideal Bose gases.
This paper proceeds as follows. In Sec.II, we briefly review the charged f(R)-CIM AdS
black hole [18] and its thermodynamics. In Sec.III, the local stability and phase transitions
are analyzed. We concentrate on exploring the heat capacity and exhibiting phase structures
of the black holes. Sec.IV is devoted to employing (T,Q,Φ) as new state parameters to
investigate the critical behaviours in detail. In Sec.V, we adopt thermodynamic state space
geometry to further study the phase transitions and underlying properties of microstructure.
Sec.VI ends up with some discussions and conclusions.
II. CHARGED f(R)-CIM ADS BLACK HOLES AND THERMODYNAMICS
To facilitate further investigating the charged f(R) AdS black hole [18] sourced by a con-
formally invariant Maxwell (CIM) field, we first briefly review its some basic thermodynamic
properties. f(R) theory containing a CIM source contribution can be defined via the action
S =
∫
M
dnx
√−g [R + f(R)− (FµνF µν)p ] , (2.1)
5where f(R) is an arbitrary function of scalar curvature R, Fµν = ∂µAν − ∂νAµ the electro-
magnetic field tensor, p a positive integer. In general, it’s a challenge to solve the complicated
field equations. Recently, Hendi [71] has discussed the relation between f(R) gravity and
Einstein-CIM source, and obtained black hole solutions for the special case f(R) = 0. In fact,
for the Lagrangian (2.1), one can straightforward check that the trace of energy-momentum
tensor T µµ vanishes when spacetime dimension n = 4p and enable the field equations to be
solved. Assuming the curvature R=R0=const and considering the static spherically sym-
metric metric ansatz, Sheykhi successfully constructed a charged f(R)-CIM AdS black hole
solution [18]. In this paper, we focus our attention on the case of four dimensions which can
be described by
ds2 = −N(r)dt2 + dr
2
N(r)
+ r2
(
dθ2 + sin2θdφ2
)
, (2.2)
with
N(r) = 1− 2m
r
+
q2
ξr2
− R0
12
r2 , ξ = 1 + f ′(R0) , (2.3)
where the constant curvature R0 = 4Λ takes negative values in asymptotically AdS space-
time, the “prime” stands for the derivative with respect to R. It is worth pointing out
that parameter ξ 6= 0, and this solution would reduce to standard 4d RN AdS black hole
[61] if specifying ξ = 1 (i.e., f ′(R0) vanishes) and replacing R0 with 4Λ in metric function
N(r). What’s more, parameters m and q are related to the black hole mass M and charge
Q respectively as follows
M = ξm , Q =
q√
ξ
. (2.4)
The electric potential, entropy and Hawking temperature can be calculated as
Φ =
ξQ
r+
, S = piξr2+ , (2.5)
T =
N ′(r+)
4pi
=
−R0r4+ + 4r2+ − 4Q2
16pir3+
, (2.6)
where r+ is the outer horizon radius (the largest root of N(r)=0) of the f(R)-CIM AdS
black hole. We express Φ and T as the function of Q for later use. It can be verified that
these quantities obey the first law of black hole thermodynamics [18]
dM = TdS + ΦdQ . (2.7)
6III. LOCAL STABILITY AND PHASE TRANSITION
To begin with, we explore the heat capacity CQ at constant charge. With Eqs. (2.5) and
(2.6) in hand, the heat capacity CQ can be calculated as
CQ = T
(
∂S
∂T
)
Q
=
2ξpir2+
(
R0r
4
+ − 4r2+ + 4Q2
)
R0r
4
+ + 4r
2
+ − 12Q2
. (3.1)
In general, the local stability is measured by the heat capacity. In detail, the positive heat
capacity ensures a black hole stably exist, while the negative one signals that the black hole
will disappear when suffering a small perturbation. It is noticeable that the heat capacity
CQ diverges when the denominator
R0r
4
+ + 4r
2
+ − 12Q2 = 0 . (3.2)
Solutions for r+ degenerate into single one when
1 + 3Q2R0 = 0.
The corresponding charge and horizon radius are determined by
Qc =
1√−3R0
, rc =
√
2
−R0 . (3.3)
Behaviours of the heat capacity can be witnessed intuitively in Fig.1. Seen from this picture,
r1
r2
rc
Qc
FIG. 1: (color online) . Heat capacity CQ varying with r+ and Q for fixed ξ=1.5, R0=−8.
CQ undergoes a striking divergence at the points r1 and r2. Specially, for a small value of
the charge Q, with the increase of horizon radius r+, the heat capacity CQ first soars to
positive infinity at r+ = r1, whereafter dramatically increases from negative infinity to a finite
negative value and falls back to negative infinity again at r+ = r2. Ultimately, it decreases
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FIG. 2: (color online) . The divergent behaviour of the heat capacity as a function of Q and r+.
Here we set ξ=1.5 , R0=−8. The negative temperature (shadow) region in (d) corresponds to an
unphysical black hole case, and we rule it out from our consideration.
from positive infinity to a finite positive value. Closer observations can be acquired in Fig.2.
As is depicted by Fig.2(a), apparently, (CQ, r+) plane is partitioned into three regions. CQ
is positive for r+ < r1 and r+ > r2, while it is negative for r1 < r+ < r2. Therefore both
the small radius region r+ < r1 and the large radius region r+ > r2 are thermodynamically
stable while the intermediate radius region r1 < r+ < r2 is unstable. Consequently, the phase
transition takes place between small black hole and large black hole. r1 and r2 correspond
to the phase transition points of the charged f(R)-CIM AdS black hole. It is at the point
r+ = r1 that a small stable black hole with CQ > 0 changes to an intermediate unstable one
with CQ < 0, and at the point r+ = r2 that an intermediate unstable black hole evolves into
a large stable one. As the charge Q increases, two divergent points approach to each other
and merge into one at r+ = rc (see Fig.2(b)). The charge coupled with rc corresponds to
the local maximum Qc (shown in Fig.2(d)), namely, critical phase transition point. But for
8Q > Qc, the fact that the heat capacity always remains positive (see Fig.2(c)) indicates that
the black hole is locally stable and there will be no phase transition occurs.
IV. Q−Φ CRITICALITY AND VAN DER WAALS-LIKE BEHAVIOURS
Research on the local stability reveals that the heat capacity CQ is plagued by divergences
and there suffers from phase transitions between small and large black holes. In this section,
we proceed to further study the critical behaviours. Interestingly, we attempt to employ
(T,Q,Φ) as the state parameters.
Combining Eqs.(2.5) and (2.6), we express Q as a function of Φ and T , that is
Q =
2Φ
R0ξ2
[
−4piξT +
√
16pi2ξ2T 2 − R0(Φ2 − ξ2)
]
, (4.1)
where R0 is the constant curvature which takes negative values and ξ the gravity modification
parameter characterizing f(R) theory. Resorting to the state equation (4.1) and derivatives
(
∂Q
∂Φ
)
T
= 0 ,
(
∂2Q
∂Φ2
)
T
= 0 , (4.2)
one can establish the critical point as
Tc =
√−R0
3
√
2pi
, Qc =
1√−3R0
, Φc =
ξ√
6
. (4.3)
Obviously, the same critical quantities as those in Eq.(3.3) are presented. It implies that
discussion from the Q-Φ perspective is consistent with the heat capacity analysis. It is
particularly interesting that, for charged f(R)-CIM AdS black holes, critical point (4.3)
exhibits a strong dependence on the parameters R0 and ξ.
To better understand the phase transition of the f(R)-CIM AdS black hole, one may
appreciate the qualitative behaviour of isotherms in the Q-Φ plane in Fig.3. It is quite
evident that the Q-Φ diagram of the charged f(R)-CIM AdS black hole strikingly resembles
the P−V diagram of a Van der Waals liquid-vapor system. When temperature is higher than
critical value, the isotherms are characterized by the intriguing Van der Waals oscillation.
Each isotherm has a local minimum and a local maximum (e.g., the points B and E for the
isotherm T = T13 in Fig.3(a)). For the segments Φ < ΦB and Φ > ΦE , the slope (
∂Q
∂Φ
)T < 0
and the black hole stays in a thermally stable phase. While, within the range ΦB < Φ < ΦE ,
the result that the slope remains positive implies that the black hole can not exist stably. In
addition, within a certain range of charge Q, a charge corresponds to three possible black hole
solutions for the same temperature T . It is unphysical. Fortunately, according to Maxwell’s
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FIG. 3: (color online) . Q-Φ diagram (isotherm) for different ξ and R0. Critical entities are labelled
with subscript “c”. Temperature of isotherms in each picture decreases from bottom to top. The
critical isotherm is depicted by the red curve and tangent to isocharge line at the critical point.
The limit case ξ = 1 in (d) coincides with that of standard 4d RN AdS black hole [72].
equal area law, one can adjust the oscillation curve segment ABDEF by replacing it with
the isocharge line (purple dashed) segment AF which the (shadow) area below and above
are equal. As is illustrated in Fig.2, for Q < Qc, there exists an unstable phase with CQ < 0
interpolating between the locally stable small black hole and large black hole. Therefore,
phase transition between a small black hole and a large black hole takes place along the
isotherm. It is worth pointing out that, since a larger r+ corresponds to a smaller Φ for a
fixed Q, for the isotherm T = T13, the curve segments for Φ < ΦA and Φ > ΦF correspond
to locally stable large and small black hole phases respectively, and the region ΦA < Φ < ΦF
denotes a small-large black hole coexistence phase, which is thermally unstable.
With temperature decreasing to the critical value, the oscillating segment squeezes to
an inflection point C serving as the critical point (Tc, Qc,Φc). It means that the large and
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small black holes merge into one and coexist. Meanwhile, the isotherm branch undergoes a
significant evolution and develops into the critical isotherm T = Tc. The isotherm branches
passing above the critical point C represent that Q decreases monotonically with increasing
Φ. In this case, the facts that (∂Q
∂Φ
)T < 0 and there is no local minimum or maximum imply
that the black hole is thermally stable and no phase transition occurs.
Up to now, it has shown that, in (Q,Φ) phase plane, critical behaviours of the charged
f(R)-CIM AdS black hole are analogous to a Van der Waals liquid-vapor system. However,
differing from the P − V diagram, both the Van der Waals oscillation and phase transitions
occur in the region T > Tc. In fact, a higher temperature corresponds to a less charge.
What’s more, Fig.3 also displays how the gravity modification parameters ξ and R0 affect
the phase structure. Comparing the isotherm T13 in Fig.3(a) with the isotherm T23 in
Fig.3(b), as R0 decreases, the unstable stage is shorter. Thus, the large R0 delay the black
hole to reach the stable stage. Likewise, for the isotherm T13 in Fig.3(a) and the isotherm
T33 in Fig.3(c), we find that large ξ also delay the black hole to reach the stable stage. In
addition, taking into account the relation between ξ and f(R) function in Eq.(2.3), we can
infer that, the smaller value the derivative f ′(R0) takes, the easier the system reaches the
stable stage during the phase transition. It is worth pointing out that the charged f(R)-
CIM AdS black hole (2.2) with (2.3) would reduce to standard 4d RN AdS black hole [61] if
specifying ξ = 1 and replacing R0 with 4Λ in metric function N(r). Fig.3(d) shows us the
limit case for ξ = 1 and demonstrates the consistent critical behaviours in four dimensions
with the RN AdS black hole [72] in Einstein’s gravity.
The heat capacity CQ measures the local stability of black holes, while the global ther-
modynamical properties of physical systems can be reflected by the Helmholtz free energy.
In what follows, we will step forward to discuss the Helmholtz free energy defined by
F =M − TS = ξ
4
(
R0r
3
+
12
+ r+ +
3Q2
r+
)
, (4.4)
where r+ is identified as a function of Q and T according to Eq.(2.6). The behaviours of
F changing with T for different charge Q are plotted in Fig.4(a). Remarkably, similar to
a Van der Waals liquid-vapor system, with the charge decreasing below the critical value
Qc , the free energy F gives rise to a classic “cusp” catastrophe and displays a characteristic
“swallow tail” which indicates that the black hole phase transition aforementioned is of the
first order. Observing the “swallow tail” more clearly in Fig.4(b), the system first goes along
the small black hole (SBH) branch until the temperature increases to the point O. At the
point O, both the small and the large black holes share the same free energy and can coexist.
11
Q  1.5 Qc
Q  1.0 Qc
Q  0.6 Qc
0.10 0.15 0.20 0.25 0.30
T0.0
0.1
0.2
0.3
0.4
F
(a) F vs. T for varying Q
SBH
LBH
IBH
O
0.15 0.20 0.25 0.30
0.05
0.10
0.15
0.20
T
F
(b) F vs. T for Q = 0.6Qc
FIG. 4: (color online) . Helmholtz free energy F vs. T . Here we set ξ=1.5 , R0=−10.
With the temperature increasing further, the large black hole (LBH) dramatically becomes
the preferred thermodynamical state because of lower free energy than the small and the
intermediate black holes (IBH). Hence, there is a small-large black hole phase transition at
the point O. Moreover, due to the relation between S and r+ in Eq.(2.5), different horizon
radius for the small and the large black holes during the transitions corresponds to the
discontinuity of the entropy. That means there is a release of latent heat, and the phase
transition at the point O is of the first order.
By now, we have surveyed the local and global properties of the charged f(R)-CIM AdS
black hole, and investigated its critical behaviours from the macroscopic perspective. The
results clearly manifest that the charged f(R)-CIM AdS black hole undergoes a first order
small-large black hole phase transition, and the critical behaviours qualitatively behave like
a Van der Waals liquid-vapor system. By the way, the four dimensional black hole solution
(2.2) with (2.3) degenerates into a standard RN AdS black hole when setting f ′(R0) = 0
in Eq.(2.3). One can find that the critical phenomena above coincide with the case of four
dimensional RN AdS black hole [72] in Einstein-Maxwell theory. Next, we will turn to
elaborate the microscopic properties by using the thermodynamic state space geometry.
V. THERMODYNAMIC STATE SPACE GEOMETRY AND MICROSCOPIC
PROPERTIES
A systematic statistical description of black hole microstates is still a lack. According
to Ruppeiner’s proposal, the Riemannian geometry could give insight into the underly-
12
ing statistical mechanical system. Inspired by the close connection with phase transitions,
thermodynamic state space geometry has been extensively adopted for black hole research
[53, 65, 73–79]. To begin with, the metric defined by Ruppeiner [64] is given by
gij = −∂
2S(x)
∂xi∂xj
, (5.1)
in which xi are the extensive variables ascribed to a given thermodynamic system. To
evaluate the Ruppeiner metric, one usually proceeds from Weinhold’s definition [62] for
convenience,
gWij =
∂2U(x)
∂xi∂xj
, (5.2)
where U denotes the internal energy of the system. It is demonstrated that the line elements
in Ruppeiner geometry and Weinhold geometry are conformally related via the map [80, 81]
ds2R =
1
T
ds2W , (5.3)
where T is the temperature of black holes. To facilitate calculating, we recast the mass M
into a function of entropy S and electric potential Φ as
M =
(12piΦ2 − ξR0S + 12piξ2)
√
S
24pi3/2ξ3/2
. (5.4)
Combining Eqs.(2.4)-(2.6) and (5.3), the Ruppeiner metric can be calculated as
gRSS =
4pi (ξ2 − Φ2) + ξR0S
2S (4pi (−ξ2 + Φ2) + ξR0S)
, (5.5)
gRSΦ =
8piΦ
4pi (−ξ2 + Φ2) + ξR0S
= gRΦS , (5.6)
gRΦΦ =
16piS
4pi (−ξ2 + Φ2) + ξR0S
. (5.7)
Programming with Mathematica 10.2, the scalar curvature can be obtained easily. Here we
rewrite it as the function of r+ and Q,
R =
8∆
piξ (−R0r4+ + 4r2+ − 4Q2) (R0r4+ + 4r2+ − 12Q2)2
, (5.8)
where
∆ = R0r
2
+
[
20Q4 − (3Q2 − r2+) (6 +R0r2+) r2+]− 8 (Q2 − r2+)2 .
As a result, due to the nonextremal condition (2.6), scalar curvature (5.8) shares the diver-
gent point with heat capacity (3.1). That is to say, the Ruppeiner curvature diverges exactly
at the point where the heat capacity diverges, namely, the critical point. In a sense, our
research on the charged f(R)-CIM AdS black hole proves again the Ruppeiner curvature R
is an excellent measure of the instability of thermodynamic systems [67].
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FIG. 5: (color online) . Ruppeiner curvature R varying with r+ and Q for ξ = 1.5 , R0 = −8. The
case for extremal black holes is excluded.
Perhaps more interestingly, the charged f(R)-CIM AdS black holes possess the property
as ideal Fermi gases. As is alluded in Sec.I, Ruppeiner [70] declared that different sign of the
curvature signals different interaction among the microstructure of thermodynamic systems.
For ideal Bose gases, the scalar curvature R > 0 and goes to positive infinity at critical point
[66, 67], and it corresponds to Bose-Einstein condensation. While for ideal Fermi gases,
R < 0 and diverges to negative infinity at critical point [66, 67], which appeared as the Pauli’s
exclusion principle forbidding two particles to stay in the same state with unlimited repulsive
force. As is shown in Fig.5, for the charged f(R)-CIM AdS black hole, R always remains
nonpositive and negatively diverges, which is amazingly analogous to a Van der Waals liquid-
gas system. Just as ideal Fermi gases, R < 0 signals that repulsive interaction is permitted
in the microscopic system of the charged f(R)-CIM AdS black holes. It is noteworthy that,
as an important development, our study reveals the microscopic similarity of the charged
f(R)-CIM AdS black hole with a Van der Waals liquid-gas system. It may serve as a useful
guide in deeper understanding the macroscopically similar critical phenomena of the black
hole with a Van der Waals liquid-vapor system.
VI. DISCUSSIONS AND CONCLUSIONS
Research on black hole phase transitions from more perspectives contributes to under-
standing black hole thermodynamics more deeply. In this paper, we concentrated on further
exploring the phase transitions, critical behaviours and microstructure of the charged f(R)-
CIM AdS black holes with constant curvature. As a highlight, this study was implemented
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by employing (T,Q,Φ) as new state parameters. It provides another perspective other than
(T, P, V ) description for one to capture more physical pictures of the charged AdS black
holes. Interestingly, the charged f(R)-CIM AdS black hole exhibits the eye-catching Van
der Waals-like phase transition behaviours. What’s more, differing from the black holes in
Einstein’s gravity, we observed that phase structures of the black holes in f(R) theory dis-
play an interesting dependence on gravity modification parameters ξ and R0. On the one
hand, the critical point is explicitly determined by ξ and R0, on the other hand, both ξ and
R0 have an effect on delaying the black holes to reach the stable phase. By the way, the
critical behaviours for the limit case ξ = 1 in four dimensions coincide with those of RN AdS
black hole in Einstein’s gravity.
Using the thermodynamic state space geometry, we also investigated the microscopic
properties of the charged f(R)-CIM AdS black holes. The Ruppeiner curvature R and the
heat capacity CQ diverge exactly at the same point where the small-large black hole phase
transition occurs. In a sense, our research on the f(R)-CIM AdS black hole proved again
that the curvature R contains the information of black hole phase transition and it indeed
serves as an excellent measure of the instability of thermodynamic systems. Perhaps more
significantly, we revealed a microscopic similarity between the f(R)-CIM AdS black hole
and the Van der Waals liquid-vapor system. Remarkably, both their Ruppeiner curvatures
R always remain nonpositive and diverges to negative infinity. This intriguing microscopic
similarity may serve as a possible explanation of the macroscopic Van der Waals-like be-
haviours of the black holes and provide a useful guide in deeper understanding black hole
thermodynamics and the process of phase transitions.
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