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a b s t r a c t
A subset S of vertices in a graph G is a called a geodetic set if every vertex not in S lies
on a shortest path between two vertices from S. A subset D of vertices in G is called
dominating if every vertex not in D has at least one neighbor in D. A geodetic dominating set
S is both a geodetic and a dominating set. The geodetic (domination, geodetic domination)
number g(G) (γ (G), γg (G)) ofG is theminimumcardinality among all geodetic (dominating,
geodetic dominating) sets in G. In this paper, we study both concepts of geodetic and
geodetic dominating sets and derive some upper bounds on the geodetic and the geodetic
domination numbers. In particular, we show that if G has minimum degree at least 2 and
girth at least 6, then γg (G) = γ (G). We also show that the problem of finding a minimum
geodetic dominating set is NP-hard even for chordal or chordal bipartite graphs. Moreover,
we present some Nordhaus–Gaddum-type results and study the geodetic and geodetic
domination numbers of block graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Weconsider finite graphswithout loops andmultiple edges. For any graphG the set of vertices is denoted by V (G) and the
edge set by E(G). We define the order of G by n = n(G) = |V (G)| and the size bym = m(G) = |E(G)|. For a vertex v ∈ V (G),
the open neighborhood N(v) is the set of all vertices adjacent to v, and N[v] = N(v)∪{v} is the closed neighborhood of v. The
degree d(v) of a vertex v is defined by d(v) = |N(v)|. Theminimum andmaximumdegree of a graphG are denoted by δ = δ(G)
and ∆ = ∆(G), respectively. For X ⊆ V (G) let G[X] be the subgraph of G induced by X , N(X) = ⋃x∈X N(x) and N[X] =⋃
x∈X N[x]. If G is a graph, then G is its complement. Let G1 and G2 be two disjoint graphs. The union G = G1 ∪ G2 has V (G) =
V (G1)∪V (G2) and E(G) = E(G1)∪E(G2), and the joinH = G1+G2 hasV (H) = V (G1)∪V (G2) and E(H) = E(G1)∪E(G2)∪{uv |
u ∈ V (G1) and v ∈ V (G2)}. A complete graph of order n is denoted by Kn and Kp1,p2,...,pr is a complete r-partite graph such that
the partite sets have cardinality p1, p2, . . . , pr . A nontrivial connected graph with no cut-vertices is called a nonseparable
graph. A block of a graph G is amaximal nonseparable subgraph of G. A graph G is a block graph if every block of G is complete.
The girth of a graph G is the length of a shortest cycle in G and G is triangle-free if it does not contain cycles of length 3.
If G is a connected graph, then the distance d(x, y) is the length of a shortest x − y path in G. The diameter diam(G) of a
connected graph is defined by diam(G) = maxx,y∈V (G) d(x, y). An x − y path of length d(x, y) is called an x − y geodesic. A
vertex v is said to lie on an x − y geodesic P if v is an internal vertex of P . The closed interval I[x, y] consists of x, y and all
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If G is a connected graph, then a set S of vertices is a geodetic set if I[S] = V (G). Theminimum cardinality of a geodetic set
is the geodetic number of G, and is denoted by g(G). The geodetic number of a disconnected graph is the sum of the geodetic
numbers of its components.
A vertex of G is simplicial if the subgraph induced by its neighborhood is complete. A maximal clique of a graph G
containing at least one simplicial vertex is called a simplex of G. It is easily seen that every simplicial vertex belongs to
every geodetic set. For references on geodetic sets see [3–8,10,16].
A vertex in a graph G dominates itself and its neighbors. A set of vertices S in a graph G is a dominating set if each vertex
of G is dominated by some vertex of S. The domination number γ (G) of G is the minimum cardinality of a dominating set of
G. For references on domination parameters in graphs see [13].
If a subset of vertices of a graph is both a geodetic and a dominating set, then we call it a geodetic dominating set. The
minimum cardinality of a geodetic dominating set of a graph G is its geodetic domination number, and is denoted by γg(G).
Since V (G) is a geodetic dominating set for any graph G, the geodetic domination number of a graph is always defined. A
geodetic dominating set of size γg(G) is said to be a γg(G)-set.
2. Complexity results
A graph is called chordal if it does not contain induced cycles of length at least 4 and it is called chordal bipartite if it does
not contain induced cycles of length at least 6. In [10], the authors prove that the problemGeodetic Set of deciding if a given
chordal or chordal bipartite graph has a geodetic set of cardinality at most k is NP-complete. We will show that the same
holds for the geodetic domination number. We define the following decision problems:
Geodetic Dominating Set
Instance: A graph G and an integer k.
Question: Does G have a geodetic dominating set of cardinality at most k?
Dominating Set
Instance: A graph G and an integer k.
Question: Does G have a dominating set of cardinality at most k?
It iswell known thatDominating Set is NP-complete even restricted to chordal graphs [2] or chordal bipartite graphs [15].
We will present a polynomial reduction for the problem Dominating Set restricted to chordal or rather chordal bipartite
graphs to the problem Geodetic Dominating Set restricted to chordal or, respectively, chordal bipartite graphs.
Theorem 2.1. Geodetic Dominating Set restricted to chordal or to chordal bipartite graphs is NP-complete.
Proof. Since the problems Geodetic Set and Dominating Set are in NP and the union of a geodetic and a dominating set is
a geodetic dominating set, Geodetic Dominating Set is in NP.
Now let (G, k) be an instance of Dominating Set such that G is chordal (chordal bipartite). Let the graph G′ arise from G by
adding to each vertex u ∈ V (G) two new vertices xu and yu and edges uxu and and xuyu. Note that G′ is still chordal (chordal
bipartite) and set k′ = k+ n(G).
Suppose that G has a dominating set with |D| ≤ k. Let D′ := D ∪ {yu | u ∈ V (G)}. Then D′ is a geodetic dominating set of
G′ with |D′| ≤ k+ n(G) = k′.
Conversely, suppose that G′ has a geodetic dominating set D′ with |D′| ≤ k′. Then evidently yu ∈ D′ for all u ∈ V (G).
Without loss of generality, we can suppose that xu 6∈ D′, otherwise replace xu by u in D′ and we still have a geodetic
dominating set of G′ of cardinality at most k′. Let D = D′ \ {yu | u ∈ V (G)}. Then, since D′ is dominating in G′, NG[u] ∩D 6= ∅
for every u ∈ V (G) and thus D is a dominating set of Gwith |D| ≤ k′ − n = k. 
It follows that the optimization problem of finding a minimum geodetic dominating set is NP-hard, even if it is restricted
to chordal or chordal bipartite graphs.
3. Some basic results
The bounds in the following observation are immediate by the definitions.
Observation 3.1. If G is a connected graph of order n ≥ 2, then
2 ≤ max{g(G), γ (G)} ≤ γg(G) ≤ n.
Theorem 3.2. Let G be a graph with minimum degree δ ≥ 2. If G has girth at least 6, then g(G) ≤ γg(G) = γ (G).
Proof. Let D be a minimum dominating set of G and X = V (G) \ I[D]. Suppose that x ∈ X . Then x has a neighbor u in D.
Since δ ≥ 2, there is a vertex v ∈ N(x) \ {u}. As G is triangle-free, uv 6∈ E(G). If v ∈ D, then x ∈ I[{u, v}] ⊆ I[D], which is a
contradiction. Hence v ∈ V \ D and there is a vertex z ∈ D ∩ N(v). Since G has girth at least 6, we obtain that d(u, z) ≥ 3.
It follows that x, v ∈ I[{u, z}] ⊆ I[D], a contradiction. Thus X is empty and D is a geodetic dominating set, which implies
γg(G) ≤ |D| = γ (G). By Observation 3.1, the result follows. 
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For triangle-free graphs, the following similar result, which involves the 2-domination number, was shown in [11]. For
reasons of completeness and because the proof is very easy, we will write it down here. Hereby, for an integer k ≥ 1, a
k-dominating set D ⊆ V (G) in a graph G is a set satisfying |N(v) ∩ D| ≥ k for every v ∈ V (G) \ D. The k-domination number
γk(G) denotes the cardinality of a k-dominating set in G of minimum cardinality.
Theorem 3.3 (Escuadro et al. [11]). If G is triangle-free, then γg(G) ≤ γ2(G).
Proof. Let D be a 2-dominating set of G of minimum cardinality. Evidently, D is a dominating set. Since G is triangle free
and |N(v) ∩ D| ≥ 2 for every vertex v ∈ V (G) \ D, it follows that v ∈ I[N(v) ∩ D]. Hence, D is also a geodetic set and thus
γg(G) ≤ γ2(G). 
These two theorems allow us to bound the geodetic and the geodetic domination numbers with known bounds for the
domination and 2-domination numbers. A well-known result on the domination number, which was proved independently
by Arnautov [1] in 1974 and, in 1975, by Lovász [14] and by Payan [17], states that
γ (G) ≤ 1+ ln(δ + 1)
δ + 1 n
for every n-vertex graph G with minimum degree δ ≥ 1. In [12], Hansberg and Volkmann derived a bound for the k-
domination number. They showed that
γk(G) ≤ n
δ + 1 (k ln(δ + 1)+ 1)
for graphs G on n vertices and with minimum degree δ ≥ 1 and δ+1ln(δ+1) ≥ 2k.
We obtain directly the following corollaries.
Corollary 3.4. If G is a graph with minimum degree δ ≥ 2 and girth at least 6, then
g(G) ≤ γg(G) = γ (G) ≤ 1+ ln(δ + 1)
δ + 1 n.
Corollary 3.5. If G is triangle-free and of minimum degree δ ≥ 8, then
g(G) ≤ γg(G) ≤ γ2(G) ≤ n
δ + 1 (2 ln(δ + 1)+ 1).
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First of all, we note that δ can neither be zero in both inequalities nor in (1) can it be equal to 2. However, following the
proof given by the authors, if δ = 2, the zero appearing above in some denominators of (1) can be avoided and the result is
g(G) ≤ n ln(2h+ 3)+ 1
h+ 1 .
Note that the bound in (1) is asymptotically equivalent to (h+1) ln δ
δh
. Hence for girth equal to 6 or to 7, the bound on g(G)
given in Corollary 3.4 is better. Otherwise, for h ≥ 2, the inequality (1) is much stronger.
On the other side, comparing the bounds for triangle-free graphs, the bound (2) is a little bit tighter than the one of
Corollary 3.5. However, they are asymptotically equivalent.
To finish this section, we would like to give the following theorem on the geodetic domination number concerning
simplicial vertices. Recall that if G is a graph and X a subset of V (G), then, following Cockayne, Goodman and Hedetniemi [9],
we call a set D ⊆ V (G) an X-dominating set of G if X ⊆ N[D]. The X-domination number γX (G) is the cardinality of a
minimum X-dominating set of G.
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Theorem 3.6. Let G be a connected graph of order n ≥ 2. If S is the set of simplicial vertices of G, then
γg(G) ≥ |S| + γV (G)\N[S](G). (3)
If A is a geodetic set of G, then
γg(G) ≤ |A| + γV (G)\N[A](G). (4)
Proof. Let D be a γg(G)-set. As every geodetic set of G contains S, we note that S ⊆ D. Since D is also a dominating set of G,
and S only dominates the vertices of N[S], the set D \ S is a dominating set of V (G) \ N[S]. This implies that
γg(G)− |S| = |D| − |S| = |D \ S| ≥ γV (G)\N[S](G),
and thus (3) is proved. Let Y ⊆ V (G) be a minimum dominating set of V (G)\N[A]. Then A∪Y is a dominating set of G. Since
A ∪ Y is also a geodetic set, we obtain (4) as follows:
γg(G) ≤ |A ∪ Y | ≤ |A| + |Y | = |A| + γV (G)\N[A](G). 
4. Nordhaus–Gaddum-type results
In this section, we will present some Nordhaus–Gaddum-type results. First of all, we need to compute the geodetic
domination number and the geodetic number of the complete r-partite graphs.
Proposition 4.1. If G is the complete r-partite graph Kp1,p2,...,pr of order n with r ≥ 2 and 1 ≤ p1 ≤ p2 ≤ · · · ≤ pr , then
(a) g(G) = γg(G) = n when pr = 1,
(b) g(G) = γg(G) = pr when pr−1 = 1 and pr ≥ 2.
(c) g(G) = γg(G) = min{pt , 4} when pr−1 ≥ 2 and t = min{i | pi ≥ 2}.
Corollary 4.2 (Chartrand et al. [8]). For integers r, s ≥ 2, g(Kr,s) = min{r, s, 4}.
Proposition 4.3. If G is an arbitrary graph of order n, then γg(G) = n if and only if the components of G are complete graphs.
Proof. If the components of G are complete graphs, then it follows from Proposition 4.1(a) that γg(G) = n. Conversely,
assume that γg(G) = n, and suppose to the contrary that G contains a component H with two non-adjacent vertices x and
y. Let P be an x− y geodesic in H , and let v be a vertex of P adjacent to x. Then we obtain the contradiction that V (G) \ {v}
is a geodetic dominating set of G, and the proof is complete. 
The next result by Escuadro, Gera, Hansberg, Jafari Rad and Volkmann [11] is useful for proving a Nordhaus–Gaddum
type result.
Theorem 4.4 ([11]). Let G be a connected graph of order n ≥ 3. Then γg(G) = n − 1 if and only if there is a vertex v in G such
that v is adjacent to every other vertex of G and G− v is the union of at least two complete graphs.
Corollary 4.5. Let G be a graph of order n ≥ 3. Then γg(G) = n − 1 if and only if there is exactly one component H of G such
that H = K1 + (Kn1 ∪ Kn2 ∪ · · · ∪ Knp) with p ≥ 2 and the other components (if any) are complete graphs.
Theorem 4.6. If G is a graph of order n, then
γg(G)+ γg(G) ≤ 2n. (5)
(a) γg(G)+ γg(G) = 2n if and only if G = Kn or G = Kn.
(b) γg(G)+ γg(G) = 2n− 1 if and only if n ≥ 3 and G = K1,n−1 or G = K1,n−1.
(c) γg(G) + γg(G) = 2n − 2 if and only if n ≥ 4 and G or G are isomorphic to one of the graphs K2 ∪ K2, Kn−2 ∪ K1 ∪ K1 or
K1,n−2 ∪ K1.
(d) γg(G)+ γg(G) = 2n− 3 if and only if n ≥ 5 and G or G are isomorphic to one of the graphs K2 ∪ K3, K1 ∪ K2 ∪ K2, K2,2 ∪ K1,
K3 ∪ K3, Kn−3 ∪ K1 ∪ K1 ∪ K1, K1,1,n−3 ∪ K1, K1,n−3 ∪ K1 ∪ K1 or (K1 + (K1 ∪ Kn−3)) ∪ K1.
Proof. Observation 3.1 leads immediately to the Norhaus-Gaddum inequality (5).
(a) If G = Kn or G = Kn, then Proposition 4.3 implies that γg(G) + γg(G) = 2n. Conversely, if γg(G) + γg(G) = 2n, then
γg(G) = n and γg(G) = n. It follows from Proposition 4.3 that the components of G and G are complete graphs. This is
only possible when G = Kn or G = Kn.
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(b) If n ≥ 3 and G = K1,n−1 or G = K1,n−1, then we deduce from Propositions 4.1(b) and 4.3 that γg(G) + γg(G) = 2n − 1.
Conversely, assume that γg(G) + γg(G) = 2n − 1. This yields γ (G) = n or γg(G) = n. If we assume, without loss of
generality, that γg(G) = n, then γg(G) = n− 1. According to Proposition 4.3, the components of G are complete graphs.
If G is connected, then G = Kn, and we arrive at the contradiction γg(G) = n. If G is not connected, then n ≥ 2 and G is
connected. Applying Theorem 4.4, we find that there exists a vertex v in G such that v is adjacent to every other vertex
of G and G − v is the union of at least two complete graphs. Therefore n ≥ 3 and, since γg(G) = n, the components of
G− v are isolated vertices. This shows that G = K1,n−1.
(c) If n ≥ 4 and G or G are isomorphic to one of the graphs K2∪K2, Kn−2∪K1∪K1 or K1,n−2∪K1, then it is straightforward to
verify that γg(G)+ γg(G) = 2n− 2. Conversely, assume that γg(G)+ γg(G) = 2n− 2. Then n− 2 ≤ γg(G), γg(G) ≤ n,
and we assume, without loss of generality, that γg(G) ≤ γg(G).
Case 1: Assume that γg(G) = n and hence γg(G) = n − 2. By Proposition 4.3, G is the union of at least two
complete graphs. Thus G is a complete r-partite graph Kp1,p2,...,pr with r ≥ 2. Assume, without loss of generality, that
1 ≤ p1 ≤ p2 ≤ · · · ≤ pr . If pr−1 = 1 and pr ≥ 2, then Proposition 4.1(b) and γg(G) = n− 2 imply that p1 = p2 = 1 and
pr = p3 = n − 2 and so n ≥ 4 and G = Kn−2 ∪ K1 ∪ K1. If pr−1 ≥ 2, then Proposition 4.1 (c) and γg(G) = n − 2 show
that 4 ≤ n ≤ 6. Now it is a simple matter to verify that only G = K2,2 and so G = K2 ∪ K2 is possible.
Case 2: Assume that γg(G) = n − 1 and hence γg(G) = n − 1. If G is connected, then we deduce from Theorem 4.4
that there exists a vertex v in G such that v is adjacent to every other vertex of G and G− v is the union of at least two
complete graphs. Therefore H = G− v is a complete r-partite graph of order n− 1 with r ≥ 2 such that γg(H) = n− 2.
Using again Proposition 4.1, we conclude that n ≥ 4 and H = K1,n−2 and so G = K1,n−2 ∪ K1. If G is not connected, then
G is connected, and the same arguments show that then G = K1,n−2 ∪ K1.
(d) If n ≥ 5 and and G or G are isomorphic to one of the 8 graphs mentioned above, then it is a simple matter to verify that
γg(G) + γg(G) = 2n − 3. Conversely, assume that γg(G) + γg(G) = 2n − 3. Then n − 3 ≤ γg(G), γg(G) ≤ n, and we
assume, without loss of generality, that γg(G) ≤ γg(G).
Case 1: Assume that γg(G) = n and thus γg(G) = n − 3. By Proposition 4.3, G is the union of at least two complete
graphs. Thus G is a complete r-partite graph Kp1,p2,...,pr with r ≥ 2 and pr ≥ 2. Assume, without loss of generality, that
1 ≤ p1 ≤ p2 ≤ · · · ≤ pr . If pr−1 = 1 and pr ≥ 2, then Proposition 4.1(b) and γg(G) = n−3 imply that p1 = p2 = p3 = 1
and pr = p4 = n− 3 and so n ≥ 5 and G = Kn−3 ∪ K1 ∪ K1 ∪ K1. If pr−1 ≥ 2, then Proposition 4.1(c) and γg(G) = n− 3
show that 5 ≤ n ≤ 7. Now it is easy to see that only G = K2,3, G = K1,2,2 or G = K3,3 and so G = K2∪K3, G = K1∪K2∪K2
or G = K3 ∪ K3 are possible.
Case 2: Assume that γg(G) = n− 1 and thus γg(G) = n− 2.
Subcase 2.1: Assume that G is connected. It follows from Theorem 4.4 that G = K1 + (Kp1 ∪ Kp2 ∪ · · · Kpr ) with r ≥ 2.
If v is the vertex of G adjacent to all other vertices of G, then H = G − v is a complete r-partite graph of order n − 1
such that γg(H) = n − 3. Using again Proposition 4.1, we conclude that n ≥ 5 and H = K1,1,n−3 or H = K2,2 and so
G = K1,1,n−3 ∪ K1 or G = K2,2 ∪ K1.
Subcase 2.2: Assume that G is not connected. We deduce from Corollary 4.5 that G contains exactly one component H
such thatH = K1+(Kp1 ∪Kp2 ∪· · · Kpr )with r ≥ 2, and the other components of G are complete graphs Kq1 , Kq2 , . . . , Kqs
with vertex sets V1, V2, . . . , Vs such that s ≥ 1. If v is the vertex of H adjacent to all other vertices of H in G, then G− v
is a complete (r + s)-partite graph, and v is adjacent to all the vertices of V1 ∪ V2 ∪ · · · ∪ Vs in G. We assume, without
loss of generality, that 1 ≤ p1 ≤ p2 ≤ · · · ≤ pr and 1 ≤ q1 ≤ q2 ≤ · · · ≤ qs.
If qs ≥ 2, then we obtain the contradiction n− 2 = γg(G) ≤ qs ≤ n− 3. Thus q1 = q2 = · · · = qs = 1. If pr−1 ≥ 2,
then we obtain the contradiction n− 2 = γg(G) ≤ pr−1 + 1 ≤ n− 3, and this leads to p1 = p2 = · · · = pr−1 = 1. Next
assume that pr = 1. This implies that r+s+1−2 = n−2 = γg(G) = r+1 and so s = 2 and hence G = K1,n−3∪K1∪K1.
Finally, assume that pr ≥ 2. It follows that r + s + pr − 2 = n − 2 = γg(G) = pr + 1 and therefore r = 2 and s = 1.
Consequently, G = (K1 + (K1 ∪ Kn−3)) ∪ K1, and the proof is complete. 
Since, for a graph G, γg(G) = n or γg(G) = n− 1 if and only if g(G) = n or, respectively, g(G) = n− 1, all the statements
of Theorem 4.6 are valid if we replace γg(G) and γg(G) by g(G) and g(G).
As all graphs fulfilling equality in one of the bounds of Theorem 4.6 are not connected, we obtain the following corollary.
Corollary 4.7. If G and G are connected graphs of order n ≥ 4, then
γg(G)+ γg(G) ≤ 2n− 4.
Observe that for this Nordhaus–Gaddum-type bound there are connected graphs with connected complements which
attain equality, as in for example the cycle of length 5. In this sense it is the best possible.
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5. Block graphs
Theorem 5.1. Let G be a connected block graph of order n ≥ 2, and let S be the set of simplicial vertices of G. Then S is the unique
minimum geodetic set of G.
Proof. If S = V (G), then we are done. Hence assume that S 6= V (G), and let v ∈ V (G) \ S an arbitrary vertex. This implies
that v is a cut-vertex of G. Let H and H ′ be two components of G− v, and note that H and H ′ are also block graphs. Choose
two simplicial vertices s ∈ V (H) and s′ ∈ V (H ′) of G. If P is a shortest path from s to s′ in G, then, since v is a cut-vertex of
G, the path P contains v. Hence P is a s − s′ geodesic of G containing v. Consequently, I[S] = V (G) and thus S is a geodetic
set of G. As every geodetic set S ′ of Gmust contain S, the set S is the unique minimum geodetic set of G. 
Since every tree is a connected block graph, and the simplicial vertices of a tree T are exactly the leaves of T , Theorem 5.1
implies the next corollary.
Corollary 5.2 (Chartrand et al. [8]). If T is a tree of order n ≥ 2, then the set of leaves of T is a unique minimum geodetic set
of T .
Combining Theorem 5.1 with the inequalities (3) and (4) in Theorem 3.6, we immediately derive the following result.
Corollary 5.3. If G is a connected block graph of order n ≥ 2, and S is the set of simplicial vertices of G, then
γg(G) = |S| + γV (G)\N[S](G).
Volkmann [18] presented an efficient algorithm for determining γX (G), and finding a corresponding minimum X-
dominating set, for any block graph G. Applying this algorithm and Corollary 5.3, we see that we can determine γg(G) in
polynomial time for block graphs.
Theorem 5.4. If G is a connected block graph of order n ≥ 2, then the following conditions are equivalent.
(a) γg(G) = g(G) = γ (G).
(b) The set S of simplicial vertices of G is a minimum dominating set of G.
(c) Every block of G contains at most one simplicial vertex, and every vertex of G belongs to exactly one simplex of G.
Proof. Since, according to Theorem 5.1, the set S of simplicial vertices of G is a minimum geodetic set of G, it is easy to see
that (a) and (b) are equivalent.
For the proof of the implication (c)⇒ (b) let Q1,Q2, . . . ,Qq be the simplexes of Gwith the simplicial vertices vi ∈ V (Qi)
for i = {1, 2, . . . , q}. Note that each simplex Qi is also a block of G. Since every block of G contains at most one simplicial
vertex, vi is the only simplicial vertex of Qi for i = {1, 2, . . . , q}. The hypothesis that every vertex of G belongs to exactly
one simplex of G shows that V (G) = V (Q1) ∪ V (Q2) ∪ · · · ∪ V (Qq). Therefore S = {v1, v2, . . . , vq} is a domination set of G.
Suppose to the contrary thatG contains a domination setDwith the property |D| < |S|. This implies that there exists a vertex
w ∈ D such that w dominates at least two simplicial vertices, say w dominates v1 and v2. This leads to the contradiction
thatw belongs to the simplexes Q1 and Q2. Consequently, S is a minimum dominating set of G.
For the proof of the implication (b)⇒ (c) suppose that the set S of simplicial vertices of G is a minimum dominating set
of G. If there is a block containing two simplicial vertices u, v, then S \ {u} is also a dominating set of G. This contradiction
shows that every block of G contains at most one simplicial vertex. If there exists a vertex which does not belong to any
simplex of G, then we obtain the contradiction that S is not a dominating set. Finally, suppose to the contrary that there is a
vertex u belonging to at least two simplexes Q1 and Q2 of G. If v1 and v2 are simplicial vertices of Q1 and Q2, then we arrive
at the contradiction that (S \ {v1, v2})∪ {u} is a dominating set of G. Consequently, every vertex of G belongs to exactly one
simplex of G and the proof is complete. 
Finally, we notice the following proposition. Using Theorem 5.1, the proof is very simple and therefore omitted.
Proposition 5.5. If G is a connected block graph of order n ≥ 2, then the following conditions are equivalent.
(a) γg(G) = g(G).
(b) The set S of simplicial vertices of G is a dominating set of G.
(c) Every vertex of G is either simplicial or adjacent to a simplicial vertex of G.
References
[1] V.I. Arnautov, Estimation of the exterior stability number of a graph by means of the minimal degree of vertices, Prikl. Mat. i Programmirovanie 11
(3–8) (1974) (in Russian).
[2] K.S. Booth, J.H. Johnson, Dominating sets in chordal graphs, SIAM J. Comput. 11 (1982) 191–199.
2146 A. Hansberg, L. Volkmann / Discrete Mathematics 310 (2010) 2140–2146
[3] B. Bresar, A.T. Horvat, On the geodetic number of median graphs, Discrete Math. 308 (2008) 4044–4051.
[4] B. Bresar, S. Klavzar, A.T. Horvat, On the geodetic number and related metrics sets in Cartesian product graphs, Discrete Math. 308 (2008) 5555–5561.
[5] F. Buckley, F. Harary, L.V. Quintas, Extremal results on the geodetic number of a graph, Scientia 2A (1988) 17–26.
[6] G. Chartrand, F. Harary, H.C. Swart, P. Zhang, Geodomination in graphs, Bull. ICA 31 (2001) 51–59.
[7] G. Chartrand, F. Harary, P. Zhang, Geodetic sets in graphs, Discuss. Math. Graph Theory 20 (2000) 129–138.
[8] G. Chartrand, F. Harary, P. Zhang, On the geodetic number of a graph, Networks 39 (2002) 1–6.
[9] E.J. Cockayne, S. Goodman, S.T. Hedetniemi, A linear algorithm for the domination number of a tree, Inform. Process. Lett. 4 (1975) 41–44.
[10] M.C. Dourado, F. Protti, D. Rautenbach, J.L. Szwarcfiter, Some remarks on the geodetic number of a graph, Discrete Math. 310 (2010) 832–837.
[11] H. Escuadro, R. Gera, A. Hansberg, N. Jafari Rad, L. Volkmann, Geodetic domination in graphs (submitted for publication).
[12] A. Hansberg, L. Volkmann, Upper bounds on the k-domination number and the k-Roman domination number, Discrete Appl. Math. 157 (7) (2009)
1634–1639.
[13] T.W. Haynes, S.T. Hedetniemi, P.J. Slater (Eds.), Fundamentals of Domination in Graphs, Marcel Dekker, Inc, New York, NY, 1998.
[14] L. Lovász, On the ratio of optimal and integral fractional covers, Discrete Math. 13 (1975) 383–390.
[15] H. Müller, A. Brandstädt, The NP-completeness of Steiner tree and dominating set for chordal bipartite graphs, Theoret. Comput. Sci. 4 (2000) 45–60.
[16] R. Muntean, P. Zhang, On geodomination in graphs, Congr. Numer. 143 (2000) 161–174.
[17] C. Payan, Sur le nombre d’absorption d’un graphe simple, Cahiers Centre Études Recherche Opér. 17 (1975) 307–317.
[18] L. Volkmann, Simple reduction theorems for finding minimum coverings and minimum dominating sets, in: R. Bodendiek (Ed.), Contemporary
Methods in Graph Theory. In honour of Prof. Dr. Klaus Wagner, BI-Wissenschaftsverlag, Mannheim, Wien, Zürich, 1990, pp. 667–672.
