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but bounded domain, to apply a ﬁxed point theorem on this cone and then extend to
the unbounded spatial domain R by a limiting argument.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In [1], the authors derived an autonomous parabolic system to model microbial growth and competition in a ﬂow reactor:{
St = d1Sxx − v Sx − f (S)u,
ut = uxx − vux + f (S)u − ku, (1.1)
where S(x, t) and u(x, t) are the concentrations of nutrient and microbial population at position x and time t , respectively.
Parameter v  0 is the ﬂow velocity, k > 0 is the cell death rate, and d1 > 0 is the ratio of the diffusivity of the nutrient to
the random cell motility coeﬃcient of the organism. The periodic case is treated in [4]. When f (S) = β S , d1 = 0 and v = 0,
(1.1) was derived for the spatial spread of rabies in Europe carried by red foxes [12,13].
Kennedy and Aris [3] showed the existence of traveling wave solutions of (1.1) with v = 0 and d1 = 0 and conjectured
the existence of such waves when d1 > 0. Smith and Zhao [18] gave a proof of this conjecture for small positive d1 by
applying the geometric singular perturbation theory and the center manifold theorem, where f ′ > 0 is required. When
f (S) = β S , (1.1) was studied as an epidemic model by Hosono and Ilyas [10] who showed that (1.1) admits traveling wave
solutions for any d1 > 0. Furthermore, Huang [11] gave a complete proof of the conjecture and established the existence of
traveling wave solutions of (1.1) for any diffusion coeﬃcient d1 > 0 and more general function f . His approach is a shooting
method with the aid of an appropriately constructed Liapunov function.
However, a delay in nutrient recycling to viable biomass is always present in nature [2,8,21]. Let the constant τ > 0
denote the time delay involved in the conversion of nutrient to viable biomass, D  0 denote the average diffusion coef-
ﬁcient of the intermediate state which is between 0 (diffusion coeﬃcient for the nutrient) and 1 (diffusion coeﬃcient for
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argument to [14,15], we can derive the following model⎧⎪⎪⎨⎪⎪⎩
St = d1Sxx − v Sx − f (S)u,
ut = uxx − vux − ku + e−dτ
+∞∫
−∞
f
(
S(y − vτ , t − τ ))u(y − vτ , t − τ ) fα(x− y)dy, (1.2)
where d1  0, k > 0, fα(x) =
√
4παe− x
2
4α , α = τ D . When f (S) = β S and ν = 0, system (1.2) was exactly derived by Li and
Zou [14] to model spatial spread of infectious diseases. In fact, Li and Zou [14] derived a more general model. When d1 = 0,
Ou and Wu [17] showed that system (1.2) admits nontrivial traveling wave solutions for suﬃciently small τ > 0, see also
Yang et al. [22].
In this paper, we consider the traveling wave solutions of (1.2). Throughout this paper we always assume that the
function f satisﬁes the following assumptions:
(A1) f ∈ C2(R), f (0) = 0, f ′(s) 0 for s > 0;
(A2) There exists a unique S∗ > 0 such that e−dτ f (S∗) = k, e−dτ f (S) < k for S ∈ (0, S∗) and e−dτ f (S) > k for S > S∗;
(A3) For every S0 > 0, there exists K0 > 0 such that∣∣∣∣ f (x)x − f (y)y
∣∣∣∣ K0|x− y| for x, y ∈ (0, S0).
Whenever d1  0 and τ > 0, we show that for S0 > S∗ there exists c∗ > 0 such that system (1.2) admits a traveling wave
solution (S(x+ ct),u(x+ ct)) with c > c∗ satisfying
S(−∞) = S0 > S0 = S(+∞) and u(±∞) = 0. (1.3)
Our method is to construct an appropriately invariant cone of initial functions deﬁned in a large but bounded domain, apply
a ﬁxed point theorem on this cone for the relevant solution operators and then extend to the unbounded spatial domain R
by a limiting argument. This method is motivated by [5] and [6], where the existence and non-existence of traveling wave
solutions for some infection-age structured epidemic models with diffusion are studied. It was also successfully applied
to establish the existence and non-existence of traveling wave solutions of a reaction–convection epidemic model for the
spatial spread of H5N1 avian inﬂuenza involving a wide range of bird species and environmental contamination [20,16].
Consequently, we show that there is no traveling wave solutions of (1.2) satisfying (1.3) if S0 < S∗ whenever d1  0 and
τ > 0. Thus, we establish a threshold condition for the existence of nontrivial traveling wave solutions of (1.2).
As mentioned above, system (1.2) is usually regarded as an epidemic model when f (S) = β S . In this case τ > 0 rep-
resents the latent period and d > 0 represents the removed rate in the latent period which includes the disease mortality
rate, the recover rate and the natural death rate, see [14]. Let R0 = β S0kedτ , which is usually called the basic reproduction
number. Obviously, the above results imply that the existence and non-existence of nontrivial traveling wave solutions are
completely determined by the basic reproduction number R0. An important character of such a basic reproduction number
is involving the latent period and the removed rate in the latent period.
2. Existence of nontrivial traveling wave solutions
In this section, we give an exactly proof for the existence of traveling wave solutions of (1.2) when S0 > S∗ . In the sequel,
we only treat the case d1 > 0.
For S0 > S∗ , we look for a traveling wave solution of (1.2), that is, a solution with the form S(x, t) = S(x + ct) and
u(x, t) = u(x+ ct), which satisﬁes the following equations
cS ′ = d1S ′′ − v S ′ − f (S)u, (2.1)
cu′ = u′′ − vu′ − ku + e−dτ
+∞∫
−∞
f
(
S
(
ξ − y − (c + v)τ ))u(ξ − y − (c + v)τ ) fα(y)dy, (2.2)
and the following boundary conditions
u(±∞) = 0, S(−∞) = S0 and S(+∞) = S0 < S0.
Linearizing (2.2) at (S,u) ≡ (S0,0), we have a linearized equation
cϕ′ = ϕ′′ − vϕ′ + e−dτ
+∞∫
f
(
S0
)
ϕ
(
ξ − y − (c + v)τ ) fα(y)dy − kϕ.−∞
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Θ(λ, c) := λ2 − (c + v)λ + e−dτ f (S0)eαλ2−τ (c+υ)λ − k = 0.
Since e−dτ f (S0) > k, then there exist c∗ > 0 and λ∗ > 0 such that (i) Θ(λ∗, c∗ − v) = 0, | ∂∂λΘ(λ, c)|(λ∗,c∗−v) = 0; (ii) when
c > c∗ − v , there exist λ1(c) > 0 and λ2(c) > 0 satisfying (a) 0 < λ1(c) < λ∗ < λ2(c); (b) Θ(λ, c) > 0 for λ ∈ (−∞, λ1(c)) ∪
(λ2(c),+∞) and Θ(λ, c) < 0 for λ ∈ (λ1(c), λ2(c)).
Let c > c∗ − v and denote λ1(c) by λ1. Deﬁne
φ−(ξ) = max
{
S0
(
1− βeμξ ),0}, ψ+(ξ) = eλ1ξ and ψ−(ξ) = max{eλ1ξ (1− Meξ ),0},
where β > 0, μ > 0,  > 0, M > 0 will be determined in the sequel.
Lemma 2.1. ψ+(ξ) = eλ1ξ satisﬁes the following equation
cψ ′+(ξ) = ψ ′′+(ξ) − vψ ′+(ξ) + e−dτ
+∞∫
−∞
f
(
S0
)
ψ+
(
ξ − y − (c + v)τ ) fα(y)dy − kψ+(ξ). (2.3)
Lemma 2.2. Let μ < λ12 and β > 0 large enough. Then φ−(ξ) = max{S0(1− βeμξ ),0} satisﬁes the following inequality
cφ′−  d1φ′′− − vφ′− − gmaxφ−(ξ)ψ+(ξ) (2.4)
for ξ < − 1μ lnβ , where gmax = supξ∈(0,S0]{ f (ξ)/ξ}.
Proof. When x< − 1μ lnβ , φ−(ξ) = S0(1− βeμξ ). Then we have
(c + v)φ′−(ξ) − d1φ′′−(ξ) + gmaxφ−(ξ)ψ+(ξ) = −(c + v)μβ S0eμξ + μ2d1β S0eμξ + gmaxφ−(ξ)eλ1ξ
−(c + v)μβ S0eμξ + μ2d1β S0eμξ + gmaxS0eλ1ξ

[−(c + v)μβ S0 + μ2d1β S0 + gmaxS0e(λ1−μ) 1μ ln 1β ]eμξ
= [−(c + v)μβ S0 + μ2d1β S0 + gmaxS0β− λ1−μμ ]eμξ

[−(c + v)μβ S0 + μ2d1β S0 + gmaxS0β−1]eμξ
 0
if μ < c+v2d1 and β >
√
2gmax S0
(c+v)μS0 . This completes the proof. 
Lemma 2.3. Let  <min{μ2 , λ2 − λ1}. Then ψ−(ξ) = max{eλ1ξ (1− Meξ ),0} satisﬁes the following inequality
−ψ ′′−(ξ) + (c + v)ψ ′−(ξ) + kψ−(ξ) e−dτ
+∞∫
−∞
f
(
φ−
(
ξ − y − (c + v)τ ))ψ−(ξ − y − (c + v)τ ) fα(y)dy (2.5)
for ξ < − 1 lnM, where M > 0 is suﬃciently large so that − 1 lnM < − 1μ lnβ .
Proof. Let f 0 = maxu∈[0,S0] f ′(u). Note that (λ1 + , c) < 0. When x < − 1 lnM , ψ−(ξ) = eλ1ξ (1−Meξ ) > 0. Then one has
−ψ ′′−(ξ) + (c + v)ψ ′−(ξ) + kψ−(ξ) − e−dτ
+∞∫
−∞
f
(
φ−
(
ξ − y − (c + v)τ ))ψ−(ξ − y − (c + v)τ ) fα(y)dy
−ψ ′′−(ξ) + (c + v)ψ ′−(ξ) + kψ−(ξ) − e−dτ f
(
S0
) +∞∫
−∞
ψ−
(
ξ − y − (c + v)τ ) fα(y)dy
+ e−dτ f 0
+∞∫ (
S0 − φ−
(
ξ − y − (c + v)τ ))ψ−(ξ − y − (c + v)τ ) fα(y)dy−∞
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+∞∫
−∞
S0βeμ(ξ−y−(c+v)τ )eλ1(ξ−y−(c+v)τ ) fα(y)dy
= (λ1 + , c)Me(λ1+)ξ + e−dτ f 0S0βe−(λ1+μ)(c+v)τ e−α(μ+λ1)2e(λ1+μ)ξ

[
(λ1 + , c)M + e−dτ f 0S0βe−(μ−) 1 lnM
]
e(λ1+)ξ

[
(λ1 + , c)M + 1
M
e−dτ f 0S0β
]
e(λ1+)ξ
< 0
for large enough M > 0. This completes the proof. 
Now we establish the existence of traveling wave solutions of (1.2) for S0 > S∗ . Take X > 1 lnM . Let
ΓX =
⎧⎪⎨⎪⎩(χ(·),ϕ(·)) ∈ C([−X, X],R2)
∣∣∣∣∣∣∣
χ(±X) = φ−(±X), ϕ(±X) = ψ−(±X),
φ−(ξ) χ(ξ) S0, ψ−(ξ) ϕ(ξ)ψ+(ξ),
for any ξ ∈ [−X, X]
⎫⎪⎬⎪⎭ .
Now for any (χ(·),ϕ(·)) ∈ ΓX , deﬁne
χˆ (ξ) =
{
χ(ξ), |ξ | X,
φ−(ξ), |ξ | > X, ϕˆ(ξ) =
{
ϕ(ξ), |ξ | X,
ψ−(ξ), |ξ | > X .
Consider the following two-point boundary value problem:
−d1S ′′(ξ) + (c + v)S ′(ξ) + g[χ ](ξ)ϕ(ξ)S(ξ) = 0, (2.6)
−u′′(ξ) + (c + v)u′(ξ) + ku(ξ) = e−dτ
+∞∫
−∞
f
(
χˆ
(
ξ − y − (c + v)τ ))ϕˆ(ξ − y − (c + v)τ ) fα(y)dy, (2.7)
with
S(±X) = φ−(±X) and u(±X) = ψ−(±X), (2.8)
where
g[χ ](x) =
{
f (χ(x))/χ(x), χ(x) > 0,
f ′(0), χ(x) = 0.
It is obvious that g[χ ](x) is continuous in x ∈ [−X, X]. By the ODE theory and the elliptic PDE theory [7] we have
that the problem (2.6)–(2.8) admits a unique solution (S X (·),uX (·)) satisfying S X (·) ∈ W 2,p(−X, X) and uX (·) ∈ C2[−X, X],
where p  2. In particular, S X (·) is a strong solution of (2.6), that is, S X (·) satisﬁes (2.6) on a.e. [−X, X]. By the embedding
theorem, we have S X (·) ∈ W 2,p(−X, X) ↪→ C1+α[−X, X] for some α ∈ (0,1). Consequently, we deﬁne an operator A =
(A1,A2) : ΓX → C[−X, X] by
S X (ξ) =A1[χ,ϕ](ξ) and uX (ξ) =A2[χ,ϕ](ξ) for ξ ∈ [−X, X]. (2.9)
Theorem 2.4. The operatorA maps ΓX into ΓX .
Proof. Since 0 is a subsolution of (2.6), by the maximum principle we have S X (ξ) 0 for ξ ∈ [−X, X]. Similarly, we have
S X (ξ) S0 for ξ ∈ [−X, X]. Note that φ−(ξ) = S0(1−βeμξ ) for ξ ∈ [−X, X ′] with X ′ = − 1μ lnβ and satisﬁes (2.4). It follows
that
0−d1φ′′− + (c + v)φ′− + gmaxψ+(ξ)φ−(ξ)
−d1φ′′− + (c + v)φ′− +
f (χ(ξ))
χ(ξ)
ϕ(ξ)φ−(ξ)
= −d1φ′′− + (c + v)φ′− + g
(
χ(ξ)
)
ϕ(ξ)φ−(ξ)
for any ξ ∈ (−X, X ′). Since S X (−X) = φ−(−X) and S X (X ′)  φ−(X ′) = 0, the maximum principle implies that φ−(ξ) 
S X (ξ) for ξ ∈ [−X, X ′]. Hence, φ−(ξ) S X (ξ) S0 for ξ ∈ [−X, X].
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ξ ∈R, then we have
e−dτ
+∞∫
−∞
f
(
φ−
(
ξ − y − (c + v)τ ))ψ−(ξ − y − (c + v)τ ) fα(y)dy
 e−dτ
+∞∫
−∞
f
(
χˆ
(
ξ − y − (c + v)τ ))ϕˆ(ξ − y − (c + v)τ ) fα(y)dy
 e−dτ
+∞∫
−∞
f
(
S0
)
ψ+
(
ξ − y − (c + v)τ ) fα(y)dy
for ξ ∈ R, which combining (2.3) and (2.5) imply that ψ−(ξ) and ψ+(ξ) are subsolution and supersolution of (2.7) on
(−X, X ′′) and (−X, X) with X ′′ = − 1 lnM , respectively. Therefore, we further have ψ−(ξ) uX (ξ)ψ+(ξ) for ξ ∈ [−X, X].
This completes the proof. 
Theorem 2.5. The operatorA : ΓX → ΓX is completely continuous.
Proof. Firstly, the standard elliptic estimates and the embedding theorem imply that A is compact. Next, we prove that A is
continuous. It is obvious that A2 is continuous. Consider A1. Assume that (χi,ϕi) ∈ ΓX , i = 1,2, and S X,i(x) =A1[χi,ϕi](ξ)
for ξ ∈ [−X, X]. Then we have
−d1[S X,1 − S X,2]′′ + (c + v)[S X,1 − S X,2]′ + g[χ1](ξ)ϕ1(ξ)
[
S X,1(ξ) − S X,2(ξ)
]
= [g[χ2](ξ)ϕ2(ξ) − g[χ1](ξ)ϕ1(ξ)]S X,2(ξ)
= [g[χ2](ξ) − g[χ1](ξ)]ϕ1(ξ)S X,2(ξ) + g[χ2](ξ)S X,2(ξ)[ϕ2(ξ) − ϕ1(ξ)]
for ξ ∈ (−X, X). Again applying the standard elliptic estimates and the embedding theorem, it is suﬃcient to prove that
g[χ ](·) is continuous on the function χ ∈ C[−X, X] with φ−(ξ)  χ(ξ)  S0 for ξ ∈ [−X, X]. When χ1(ξ)χ2(ξ) > 0, we
have ∣∣g[χ2](ξ) − g[χ1](ξ)∣∣= ∣∣∣∣ f (χ2(ξ))χ2(ξ) − f (χ1(ξ))χ1(ξ)
∣∣∣∣ K0‖χ1 − χ2‖C[−X,X]
due to the assumption (A3). When χ2(ξ) > 0 and χ1(ξ) = 0, we have∣∣g[χ2](ξ) − g[χ1](ξ)∣∣= ∣∣∣∣ f (χ2(ξ))χ2(ξ) − f ′(0)
∣∣∣∣ K0‖χ1 − χ2‖C[−X,X].
Similarly, we have |g[χ2](ξ) − g[χ1](ξ)| K0‖χ1 − χ2‖C[−X,X] for χ1(ξ) 0 and χ2(ξ) = 0. Thus, g[χ ](·) is continuous on
the function χ . This completes the proof. 
Furthermore, it is easy to see that ΓX is closed and convex. Consequently, the Schauder’s ﬁxed point theorem implies
that there exists (S X ,uX ) ∈ ΓX such that
(S X ,uX )(ξ) =A[S X ,uX ](ξ)
for any ξ ∈ [−X, X]. The following theorem lists some estimates about S X and uX .
Theorem 2.6. There exists a constant C0 > 0 such that
‖S X‖C3[−X,X] < C0, ‖uX‖C2,1[−X,X] < C0 and
X∫
−X
uX (ξ)dξ  C0
for any X > 1 lnM. In particular, S
′
X (ξ) 0.
Proof. Firstly, we have that (S X ,uX ) satisfy
−d1S ′′ + (c + v)S ′ + g[S X ](ξ)uX (ξ)S X (ξ) = 0, a.e. ξ ∈ (−X, X)X X
688 Z.-C. Wang, J. Wu / J. Math. Anal. Appl. 385 (2012) 683–692and
−u′′X (ξ) + (c + v)u′X (ξ) + kuX (ξ) = e−dτ
+∞∫
−∞
f
(̂
S X
(
ξ − y − (c + v)τ ))uˆ X(ξ − y − (c + v)τ ) fα(y)dy (2.10)
for any ξ ∈ (−X, X), where
Ŝ X (ξ) =
{
S X (ξ), |ξ | X,
φ−(ξ), |ξ | > X, uˆ X (ξ) =
{
uX (ξ), |ξ | X,
ψ−(ξ), |ξ | > X .
By the embedding theorem, we have that S X ∈ W 2,p(−X, X) ↪→ C1,α[−X, X] for some α ∈ (0,1). Noting that uX ∈
C2[−X, X], we then have S X ∈ C3[−X, X] and uX ∈ C2,1[−X, X]. Hence, S X satisﬁes
−d1S ′′X + (c + v)S ′X + f
(
S X (ξ)
)
uX (ξ) = 0, ∀ξ ∈ [−X, X]. (2.11)
Following the last equality, we have(
S ′X (ξ)e
− c+vd1 ξ )′ = e− c+vd1 ξ f (S X (ξ))uX (ξ), ∀ξ ∈ [−X, X].
Integrating the last equality from ξ ∈ [−X, X) to X , we have
S ′X (ξ) = S ′X (X)e−
c+v
d1
(X−ξ) −
X∫
ξ
e
− c+vd1 (x−ξ) f
(
S X (x)
)
uX (x)dx.
Since S X (ξ) 0= S X (X) for ξ ∈ [−X, X], we have S ′X (X) 0 and hence, S ′X (ξ) 0 for ξ ∈ [−X, X]. In particular, S ′X (ξ) ≡ 0.
Integrating (2.11) on [−X, X], we have
X∫
−X
f
(
S X (ξ)
)
uX (ξ)dξ = (c + v)
(
S X (−X) − S X (X)
)+ d1(S ′X (X) − S ′X (−X))
 (c + v)S0 − d1φ′−(−X)
due to S X (−X) S0 and S ′X (−X) φ′−(−X). Noting that the deﬁnition of Ŝ X and uˆ X , we have
∞∫
−∞
f
(̂
S X (ξ)
)
uˆ X (ξ)dξ =
−X∫
−∞
f
(
φ−(ξ)
)
ψ−(ξ)dξ +
X∫
−X
f
(
S X (ξ)
)
uX (ξ)dξ

− 1 lnM∫
−∞
f
(
φ−(ξ)
)
ψ−(ξ)dξ + (c + v)S0 − d1φ′−(−X).
Now integrating the two sides of (2.10) on [−X, X], we obtain
X∫
−X
uX (ξ)dξ = 1
k
[
u′X (X) − u′X (−X)
]+ c + v
k
[
uX (−X) − uX (X)
]
+ e
−dτ
k
+X∫
−X
+∞∫
−∞
f
(̂
S X
(
ξ − y − (c + v)τ ))uˆ X(ξ − y − (c + v)τ ) fα(y)dy dξ
 c + v
k
ψ−(−X) + e
−dτ
k
[ − 1 lnM∫
−∞
f
(
φ−(ξ)
)
ψ−(ξ)dξ + (c + v)S0 − d1φ′−(−X)
]
.
In the last inequality, we have used the facts that u′X (X)  0, u′X (−X)  ψ ′−(−X) > 0, uX (−X) = ψ−(−X) and∫∞
−∞ fα(y)dy = 1. Thus, we have that there exists C0 > 0 independent of X > 1 lnM such that
X∫
f
(
S X (ξ)
)
uX (ξ)dξ  C0,
∞∫
f
(̂
S X (ξ)
)
uˆ X (ξ)dξ  C0,
X∫
uX (ξ)dξ  C0.−X −∞ −X
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(2.10) from −X to ξ0, we have
uX (ξ0) = − 1
c + v u
′
X (−X) + ψ−(−X) −
k
c + v
ξ0∫
−X
uX (ξ)dξ
+ e
−dτ
k
ξ0∫
−X
+∞∫
−∞
f
(̂
S X
(
ξ − y − (c + v)τ ))× uˆ X(ξ − y − (c + v)τ ) fα(y)dy dξ
 C0
for some C0 > 0 independent of X > 1 lnM .
Integrating (2.11) from −X to ξ ∈ [−X, X], we obtain
−S ′X (ξ) = −S ′X (−X) +
c + v
d1
[
S X (−X) − S X (ξ)
]− ξ∫
−X
f
(
S X (x)
)
uX (x)dx
−ψ ′−(−X) +
c + v
d1
S0.
Since ∣∣S ′′X (ξ)∣∣ 1d1 [∣∣S ′X (ξ)∣∣+ f (S0)uX (ξ0)],
there exists some C0 > 0 independent of X > 1 lnM such that ‖S X‖C2[−X,X] < C0. Similarly, integrating (2.10) from −X
to ξ ∈ [−X, X] and from ξ ∈ [−X, X] to X , respectively, we can get ‖uX‖C2[−X,X] < C0 for some C0 > 0 independent of
X > 1 lnM .
Furthermore, differentiating both sides of (2.11) yields ‖S X‖C3[−X,X] < C0 for some C0 > 0 independent of X > 1 lnM .
By the deﬁnitions of Ŝ X and uˆ X , we have that Ŝ X and uˆ X are uniformly Lipschitz continuous on (−∞,∞) with a Lipschitz
coeﬃcient independent of X > 1 lnM . Then, it follows from (2.10) that ‖uX‖C2,1[−X,X] < C0 for some C0 > 0 independent of
X > 1 lnM . This completes the proof. 
Now we state our main results in this paper. Let {Xn} be an increasing sequence such that Xn > 1 lnM and limn→∞ Xn =+∞. Then the solutions
(S Xn ,uXn ) ∈ ΓXn
satisfy Theorem 2.6, (2.10) and (2.11). From the sequence
(S Xn ,uXn ) ∈ ΓXn ,
we can extract a subsequence, still denoted by (S Xn ,uXn ), tending towards functions (S∗,u∗) ∈ C2(R) in the following
topologies
S Xn → S∗ and uXn → u∗ in C2loc(R).
Applying the Lebesgue’s dominated convergence theorem, we have
+∞∫
−∞
f
(̂
S Xn
(
ξ − y − (c + v)τ ))uˆ Xn(ξ − y − (c + v)τ ) fα(y)dy
→
+∞∫
−∞
f
(
S∗
(
ξ − y − (c + v)τ ))u∗(ξ − y − (c + v)τ ) fα(y)dy
for any ξ ∈R as n → +∞. Furthermore, (S∗,u∗) satisfy Eqs. (2.1) and (2.2), and
∞∫
−∞
u∗(x)dx < C0, φ−(x) S∗(x) S0, ψ−(x) u∗(x)min
{
C0,ψ+(x)
}
for x ∈R. In addition, since S ′ (x) 0, we have S ′∗(x) 0 for x ∈R.Xn
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u∗(x) ≡ 0, but it is impossible. Furthermore, applying the ﬂuctuation lemma [9] we can show that S ′∗(±∞) = 0. Hence, we
have
+∞∫
−∞
f
(
S∗(x)
)
u∗(x)dx = (c + v)
(
S0 − S0
)
> 0
and
+∞∫
−∞
+∞∫
−∞
f
(
S∗
(
x− y − (c + v)τ ))u∗(x− y − (c + v)τ ) fα(y)dy dx = (c + v)(S0 − S0)> 0.
It follows from
∫∞
−∞ u∗(x)dx < C0 that u∗(±∞) = 0 and u′∗(±∞) = 0. Consequently, we have
∞∫
−∞
u∗(x)dx = 1
k
e−dτ (c + v)(S0 − S0) and u∗(x) e−dτ (S0 − S0) (2.12)
for x ∈R. Now we have the following theorem.
Theorem 2.7. Assume that S0 > S∗ . Then for any c > c∗ , systems (2.1) and (2.2) admit a nonnegative traveling wave solution
(S∗(ξ),u∗(ξ)) with ξ = x+ ct satisfying S ′∗(ξ) 0, S∗(−∞) = S0 , S∗(+∞) = S0 < S0 , u∗(±∞) = 0 and (2.12).
3. Nonexistence of nontrivial traveling wave solutions
In this section we present the non-existence of nontrivial traveling wave solutions of (2.1) and (2.2) when S0 < S∗ .
Theorem 3.1. Assume S0 ∈ (0, S∗). Then for any c  −v, there is no nonnegative traveling wave solutions (S(x, t),u(x, t)) =
(φc(x+ ct),ψc(x+ ct)) satisfying
φc(−∞) = S0, φc(+∞) = S0 < S0, ψc(±∞) = 0, ψc(·) ≡ 0. (3.1)
Proof. We prove the theorem by a contradiction argument. Assume that there exists a nonnegative traveling wave solution
(S(x, t),u(x, t)) = (φc(x + ct),ψc(x + ct)) satisfying (3.1). Similar to Theorem 2.6, it is easy to see that φ′c(ξ) 0 and hence
φc(ξ) < S∗ and
∫∞
−∞ ψc(ξ)dξ < ∞. Note that ψc(ξ) satisﬁes
−ψ ′′c (ξ) + (c + v)ψ ′c(ξ) + kψc(ξ) = e−dτ
+∞∫
−∞
f
(
φc
(
ξ − y − (c + v)τ ))ψc(ξ − y − (c + v)τ ) fα(y)dy.
Let
Λ′1 =
(c + v) −√(c + v)2 + 4k
2
, Λ′2 =
(c + v) +√(c + v)2 + 4k
2
.
Then one has
ψc(ξ) = 1
Λ′2 − Λ′1
[ ∞∫
0
eΛ
′
1ηH(ξ − η)dη +
0∫
−∞
eΛ
′
2ηH(ξ − η)dη
]
,
where
H(x) = e−dτ
+∞∫
−∞
f
(
φc
(
x− y − (c + v)τ ))ψc(x− y − (c + v)τ ) fα(y)dy.
Since
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−∞
H(x)dx < e−dτ f
(
S∗
) +∞∫
−∞
+∞∫
−∞
ψc
(
x− y − (c + v)τ ) fα(y)dy dx
= e−dτ f (S∗) +∞∫
−∞
ψc(x)dx
= k
+∞∫
−∞
ψc(x)dx,
we have
+∞∫
−∞
ψc(x)dx = 1
Λ′2 − Λ′1
[ +∞∫
−∞
∞∫
0
eΛ
′
1ηH(ξ − η)dηdξ +
+∞∫
−∞
0∫
−∞
eΛ
′
2ηH(ξ − η)dηdξ
]
<
k
Λ′2 − Λ′1
[ ∞∫
0
eΛ
′
1η dη +
0∫
−∞
eΛ
′
2η dη
] +∞∫
−∞
ψc(x)dx
= k
Λ′2 − Λ′1
(
1
Λ′2
− 1
Λ′1
) +∞∫
−∞
ψc(x)dx
=
+∞∫
−∞
ψc(x)dx,
which is a contradiction. This completes the proof. 
4. Discussion
In this paper, we have studied the existence and non-existence of nontrivial traveling wave solutions for the model (1.2).
Theorems 2.7 and 3.1 combined provide a threshold condition for the existence of traveling wave solutions, which is valid
for arbitrary d1  0 and τ > 0. Here we conjecture that the linear speed c∗ > 0 corresponds to the minimal wave speed of
nontrivial traveling wave solutions. We can give a proof as in [19] but here the details are omitted.
In addition, it is not diﬃcult to see that the results of Theorems 2.7 and 3.1 remain valid for the following two systems:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂t
S(x, t) = d1S(x, t) − f
(
S(x, t)
)
I(x, t),
∂
∂t
I(x, t) = I(x, t) +
t∫
−∞
+∞∫
−∞
f
(
S(y, s)
)
I(y, s)K (x− y, t − s)dy ds − γ I(x, t),
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂
∂t
S(x, t) = d1S(x, t) − f
(
S(x, t)
) t∫
−∞
+∞∫
−∞
I(y, s)K (x− y, t − s)dy ds,
∂
∂t
I(x, t) = I(x, t) + f (S(x, t)) t∫
−∞
+∞∫
−∞
I(y, s)K (x− y, t − s)dy ds − γ I(x, t),
(4.1)
where f satisﬁes (A1)–(A3) and the kernel K satisﬁes
(K1) K is nonnegative and integrable, and satisﬁes
∞∫
0
∞∫
−∞
K (x, t)dxdt = 1 and K (x, t) = K (−x, t), (x, t) ∈R× [0,∞);
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∫∞
0
∫∞
−∞ K (x, t)e
−λ(x+ct) dxdt < +∞ for any λ ∈ [0, λc), and∫∞
0
∫∞
−∞ K (x, t)e
−λ(x+ct) dxdt → +∞ as λ → λc − 0.
In fact, when f (S) = β S , system (4.1) has been studied by Wang and Wu [19].
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