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Calcul explicite de la courbure des tissus calibre´s ordinaires :
J.P. Dufour et D. Lehmann
1 Introduction
Notons
c(n, h) := (n−1+h)!(n−1)!h! la dimension de l’espace vectoriel des polynoˆmes homoge`nes de degre´ h a`
coefficients complexes, en n variables,
d et n deux entiers (n ≥ 2, d > n),
k0 l’entier tel que c(n, k0) ≤ d < c(n, k0 + 1).
Nous avons de´fini dans [CL] les tissus holomorphes de codimension un dits ordinaires (cette ter-
minologie fait allusion au fait que cette proprie´te´ est ge´ne´riquement ve´rifie´e localement). Nous avons
de´montre´
- que le rang d’un tel d-tissu sur une varie´te´ complexe M de dimension n e´tait majore´ par l’entier
π′(n, d) =
∑k0
h=1
(
d − c(n, h)
)
(strictement infe´rieur, pour n ≥ 3, au nombre de Castelnuovo π(n, d)
qui est le genre arithme´tique maximum des courbes alge´briques irre´ductibles de degre´ d dans l’espace
projectif complexe Pn de dimension n),
- que, si d e´tait e´gal a` c(n, k0) (nous dirons alors que le tissu est calibre´), les relations abe´liennes du
tissus au dessus du comple´mentaireM ′ =M \S d’un certain sous-ensemble analytique S de dimension
au plus n−1, s’identifiaient aux sections holomorphes s d’un certain fibre´ holomorphe E →M ′ de rang
π′(n, d), dont la de´rive´e covariante ∇s, relativement a` une certaine connexion holomorphe naturelle
∇ sur E , e´tait nulle.
[Dans le cas n = 2 des tissus planaires, S est vide, tous les tissus sont a` la fois calibre´s
(
d = c(2, d−1)
)
et
ordinaires (non-nullite´ des de´terminants de Vandermonde). En outre, π′(2, d) = π(2, d). La connexion
dont il est question a alors e´te´ de´finie par A. He´naut ([H1]) quel que soit d. Sa courbure ge´ne´ralise
celle donne´e par Blaschke-Dubourdieu ([B]) pour d = 3, et cette ge´ne´ralisation a` tout d pour n = 2
avait e´te´ esquisse´e par Pantazzi ([P]), e´videmment dans un autre langage que celui des connexions,
qui n’e´taient pas de´finies a` cette e´poque.]
La nullite´ de la courbure de cette connexion permet donc de montrer que le rang du tissu est
maximum, c’est-a`-dire e´gal au rang π′(n, d) du fibre´ E , sans qu’il soit besoin d’exhiber les relations
abe´liennes et de montrer leur inde´pendance line´aire. Malheureusement, cette courbure est difficilement
calculable “a` la main”, en dehors de cas tre`s e´le´mentaires (meˆme le cas du 5-tissu de Bol en dimension
deux ne´cessite en pratique l’utilisation d’un ordinateur).
Nous nous e´tions contente´s, dans [CL], de montrer l’existence de cette connexion, en esquissant
une me´thode de calcul, que nous avons essaye´ de mettre en oeuvre sur ordinateur avec L. Flaminio
et Y. Hantout, mais qui n’a pas abouti avec eux. Depuis, nous avons re´ussi a` la faire fonctionner,
mais nous proposons dans cet article une autre me´thode, plus simple, ne´cessitant des temps de calcul
beaucoup plus courts, avec programmation1 explicite des calculs correspondants sur MAPLE. Nous
expliquerons plus loin la diffe´rence entre ces deux me´thodes.
1Un programme existerait de´ja`, re´dige´ par O. Ripoll, mais uniquement dans le cas n = 2 des tissus planaires, et qui
n’a pas e´te´ publie´ a` notre connaissance.
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Avec notre programme2, nous avons pu non seulement ve´rifier la nullite´ de la courbure de certains
tissus dont on savait de´ja` qu’ils e´taient de rang maximum π′(n, d), mais aussi en de´couvrir d’autres.
Parmi les premiers figurent en particulier le tissu de Bol et les c(n, 4)-tissus de Pereira-Pirio (k0 = 4)
qui le ge´ne´ralisent, note´sW(A0,n+3) dans [Pe]. Ce sont les tissus dont les inte´grales premie`res sont les
birapports de toutes les familles de 4 nombres (pris dans un ordre arbitraire) parmi les (n+3) nombres
(x1, · · · , xn, 0, 1,∞) suppose´s distincts dans la droite projective complexe. Il a e´te´ de´montre´ que ces
tissus e´taient ordinaires et de rang maximum, par Bol pour n = 2, Pereira-Pirio pour n = 3, Pereira
pour n quelconque ([P]). Nous avons re´dige´ une feuille de calcul dans laquelle il suffit de pre´ciser n,
et avons effectivement fait tourner le programme pour n = 2, 3, 4 et 5.
Nous avons aussi ve´rifie´ la nullite´ de la courbure du 9-tissu planaire exceptionnel de G. Robert.
Pour re´pondre ne´gativement a` une conjecture de Chern-Griffiths selon laquelle, parmi les relations
abe´liennes des tissus exceptionnels, il y en avait ne´cessairement qui faisaient intervenir des polyloga-
rithmes, Pirio a exhibe´ ([Pi]) 6 (resp. 10) relations abe´liennes purement alge´briques et line´airement
inde´pendantes des 5-tissus planaires (x, y, x + y, x − y, x2 + y2 ou xy)
(
resp. du 6-tissu planaire
(x, y, x + y, x − y, x2 + y2, xy
)
. Nous avons e´videmment ve´rifie´ que la courbure de ces tissus e´tait
nulle, ainsi d’ailleurs que celle du 7-tissu
(
x, y, x + y, x − y, x2 + y2, x2 − y2, xy
)
de rang 15. Mais,
l’ayant constate´e par ordinateur pour n = 3 ou 4, nous avons pu en de´duire pour tout n la nullite´ de
la courbure des c(n, 4) tissus WBn du meˆme type de´finis par les fonctions
xi, xi + xj , xj − xi, xi.xj , xi + xj + xk, x
2
i + x
2
j + x
2
k, xi.xj .xk
et l’une des familles de fonctions
xi + xj + xk + xm ou x
2
i + x
2
j + x
2
k + x
2
m ou xi.xj .xk.xm.
(voir la de´monstration dans la section 7).
Le programme est en fait tre`s sensible a` l’ordre des inte´grales premie`res ui. Cela tient a` ce qu’on
lui impose les variables principales dans le calcul d’une trivialisation locale de E . Par exemple, pour le
15-tissuW(A0,6), on a besoin d’inverser une sous-matrice carre´e Y Y Y de taille 19× 19 d’une matrice
MM de taille 19 × 45 ; la simple transposition des birapports (x, y, z,∞) et (x, y, 0, 1) conduit alors
a` une matrice Y Y Y de rang 18, tandis qu’une autre permutation particulie`re des ui conduit a` une
matrice Y Y Y qui est bien de rang 19, mais avec un temps de calcul final de 1’46” au lieu de 28”.
On pourrait vouloir reme´dier a` ce de´faut en laissant MAPLE choisir lui-meˆme les variables prin-
cipales. Mais on s’aperc¸oit alors qu’il fait ce choix de fac¸on plus ou moins ale´atoire, variant d’une fois
a` l’autre, et que l’on ne controˆle plus rien du tout. En outre, le re´sultat n’est alors lisible qu’en cas
de courbure nulle, puisque la trivialisation par rapport a` laquelle est calcule´e la forme de courbure
varie ; or cette courbure est toujours un invariant inte´ressant du tissu : en particulier, l’existence
d’un sous-fibre´ de E , invariant par la connexion, et sur lequel la courbure est nulle, permet de borner
infe´rieurement le rang du tissu par le rang de ce sous-fibre´ (on observe imme´diatement par exemple
que le 8-tissu planaire
(
x, y, x+ y, x− y, x2 + y2, x2 − y2, xy, x4 + y4
)
n’est pas de rang maximum 21,
mais qu’il est au moins de rang 19).
2 Rappel de de´finitions des relations abe´liennes
Un d-tissu sur M n’est en fait qu’un feuilletage F˜ sur l’espace total d’un certain reveˆtement de M a`
d-feuillets. Sur un ouvert U de M au dessus duquel ce reveˆtement est trivial, il revient au meˆme de
se donner d feuilletages Fi sur M : on dit alors que le tissu est totalement de´composable au dessus de
U .
Le calcul de la courbure, e´tant local, permet de se restreindre a` un tel ouvert et nous nous
contenterons, pour simplifier l’expose´, de rappeler les de´finitions dans le cas d’un tissu totalement
2Nous ne sommes pas experts en MAPLE, et notre programme n’est peut-eˆtre pas le plus astucieux qu’on puisse
imaginer ; mais il a au moins le me´rite d’exister et de fonctionner.
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de´composable. Mais le fibre´ E dans le cas des tissus ordinaires, et la connexion tautologique dont
on le munit dans le cas des tissus qui sont en plus calibre´s, sont en fait de´finis globalement sur tout
l’ouvert M ′ =M \ S.
On suppose donc le tissu de´fini par la donne´e de d feuilletages holomorphes Fi de codimension 1
sur la varie´te´ complexe M de dimension n, (d > n), en position ge´ne´rale au moins faible3. Quitte a`
remplacer M par un ouvert, on supposera de´sormais le tissu re´gulier sur tout M .
Une relation abe´lienne sur un ouvert U (suppose´ connexe et simplement connexe) de M est alors
la donne´e d’une famille (Fi)i de fonctions holomorphes sur U , 1 ≤ i ≤ d, telles que
- pour tout i, Fi est une inte´grale premie`re de Fi (avec e´ventuellement des singularite´s)),
- la somme
∑d
i=1 Fi est une fonction constante sur U .
Ces inte´grales premie`res n’e´tant de´finies qu’a` une constante additive pre`s, cela revient en fait a` ne
de´finir que leur diffe´rentielle ωi = dFi, de sorte que l’on peut encore de´finir une relation abe´lienne
comme une famille (ωi)i, 1 ≤ i ≤ d, de 1-formes holomorphes ωi sur U (admettant e´ventuellement des
singularite´s), qui sont
(i) toutes ferme´es (donc localement exactes) : dωi = 0,
(ii) qui ve´rifient TFi ⊂ Ker ωi quel que soit i (TFi = Ker ωi en tout point ou` ωi n’est pas nulle),
(iii) telle que
∑d
i=1 ωi = 0.
Dans le but d’introduire (E ,∇), nous allons en donner une de´finition e´quivalente en termes d’ope´rateurs
diffe´rentiels. Notons TFi le sous-fibre´ de TM forme´ des vecteurs tangents a` Fi, et Ai le sous-fibre´ de
T ∗M forme´ des formes line´aires nulles sur TFi (dual du fibre´ quotient TM/TFi).
Soit Tr : ⊕di=1Ai → T
∗M l’homomorphisme de fibre´s vectoriels (appele´ Trace), de´fini par
Tr
(
(ωi)i
)
=
d∑
i=1
ωi.
L’hypothe`se de position ge´ne´rale au moins faible signifie qu’il est de rang maximum n : son noyau
A = Ker Tr est donc un fibre´ vectoriel de rang d− n.
On de´finit un ope´rateur diffe´rentiel line´aire D : J1A → B d’ordre 1, ou` B = (∧2T ∗M)⊕d, en
associant, a` toute section s = (ωi)i de A, la famille (dωi)i des diffe´rentielles. Une relation abe´lienne
est alors une section holomorphe s de A telle que D(j1s) = 0.
Avec les notations pre´ce´dentes, posons R1 = Ker(D : J
1A → B) : c’est l’espace des relations
abe´liennes formelles a` l’ordre 1. Plus ge´ne´ralement, l’espace des relations abe´liennes formelles a`
l’ordre h est le noyau du (h− 1)-ie`me prolongement Dh de l’ope´rateur diffe´rentiel D (= D1) :
Rh = Ker(Dh : J
hA→ Jh−1B).
Notant πh : Rh → Rh−1 la restriction a` Rh de la projection J
hA→ Jh−1A, nous montrerons que
les e´le´ments de Rh qui se projettent par πh sur un e´ le´ment donne´ ah−1 de Rh−1 sont les solutions
d’un syste`me line´aire Σh(ah−1) de c(n, h + 1) e´quations a` d inconnues, dont la partie homoge`ne ne
de´pend pas de ah−1.
3 Comparaison des deux me´thodes
Supposons chaque feuilletage Fi de´fini sur U par une inte´grale premie`re ui sans singularite´.
3 On dit que le tissu est en position ge´ne´rale faible (resp. forte) si, en tout point m de la partie re´gulie`re M0 du
tissu, il existe au moins n des feuilletages parmi les d dont les espaces tangents en m sont en position ge´ne´rale (resp. si
toute famille de n feuilletages parmi les d a cette proprie´te´).
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Dans la premie`re me´thode, nous avions suppose´ les coordonne´es locales x = (x1, · · · , xn) choisies de
fac¸on que ∂
∂xn
soit transverse a` tous les feuilletages Fi (1 ≤ i ≤ d) ; ceux-ci pouvaient donc eˆtre de´finis
par les 1-formes holomorphes inte´grables
ηi = dxn +
n−1∑
α=1
piα(z) dxα, ou` piα =
(ui)
′
α
(ui)′n
.
Les relations abe´liennes (ωi) e´taient de´finies par les familles (fi) de fonctions holomorphes telles que
ωi = fi ηi, et les relations abe´liennes formelles a` l’ordre k en un point m e´taient de´finies par la valeur
des fi et de leurs de´rive´es partielles jusqu’a` l’ordre k en ce point. Mais nous re´duisions a` d.(k + 1)
le nombre de ces inconnues en observant que toutes les de´rive´es partielles cherche´es s’exprimaient a`
l’aide des seules de´rive´es partielles successives par rapport a` xn.
Maintenant, nous ne faisons plus jouer de roˆle particulier a` la coordonne´e xn, et cherchons les
inte´grales premie`res Fi sous la forme Fi = Gi(ui), ou` Gi de´signe une fonction holomorphe d’une seule
variable. Notant gi la de´rive´e de Gi, on a maintenant ωi = gi(ui) dui, et les relations abe´liennes
formelles a` l’ordre k en un point m sont alors de´finies par la valeur des fonctions gi et de leurs de´rive´es
jusqu’a` l’ordre k au point ui(m), de sorte que le nombre d’inconnues est encore e´gal a` d.(k+1). Mais,
outre que les coordonne´es locales jouent de´sormais toutes le meˆme roˆle, les calculs sont beaucoup plus
simples et plus rapides.
4 Localisation et calculs
Notations
i de´signe un indice variant de 1 a` d,
λ, µ, ... des entiers variant de 1 a` n.
L = (ℓ1, ℓ2, · · · , ℓn) de´signe un multi-indice forme´ d’entiers ℓλ ≥ 0,
|L| :=
∑
λ ℓλ s’appelle le degre´ de L.
Si L = (ℓ1, ℓ2, · · · , ℓn)), et L
′ = (ℓ′1, ℓ
′
2, · · · , ℓ
′
n)), L+ L
′ := (ℓ1 + ℓ
′
1, · · · , ℓn + ℓ
′
n).
1λ de´signe le multi-indice obtenu avec 1 a` la place λ et 0 ailleurs.
Lorsque ℓλ ≥ 1, L− 1λ de´signe le multi-indice obtenu en remplac¸ant ℓλ par ℓλ − 1.
Relativement a` des coordonne´es locales x = (x1, · · · , xn) dans C
n, on notera ∂λa ou a
′
λ la de´rive´e
partielle ∂a
∂xλ
d’une fonction holomorphe a ou d’une matrice a` coefficients holomorphes.
Plus ge´ne´ralement, ∂La ou a
′
L de´signe la de´rive´e partielle
∂|L|a
(∂x1)ℓ1 ···(∂xn)ℓn
d’ordre |L|.
4.1 Principes du calcul
Se donner une inte´grale premie`re Fi = Gi(ui) a` constante additive pre`s revient maintenant a` se
donner la fonction de´rive´e gi = (Gi)
′. Chaque fibre´ Ai e´tant de´sormais trivialise´ par dui, on pose
ωi = gi(ui) dui (une telle forme est ne´ce´ssairement ferme´e). Se donner une relation abe´lienne revient
alors a` se donner une famille (gi) de fonctions holomorphes d’une variable (1 ≤ i ≤ d) telles que∑
i gi(ui) dui ≡ 0, soit : ∑
i
gi(ui) (ui)
′
λ ≡ 0 pour tout λ.
[Les fonctions ui sont donne´es ; les inconnues sont les fonctions gi].
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Soit Rh l’espace des relations abe´liennes formelles a` l’ordre h. Les de´rive´es partielles successives des
relations (iii) vont permettre de calculer Rh.
4.2 Les coefficients Mh
L
(u)
Lemme 1 : Pour toute fonction holomorphe u de n variables, et toute fonction holomorphe g d’une
variable,
(i) les de´rive´es
(
(g ◦u) u′λ
)′
L
, sont des combinaisons line´aires
(
(g ◦u) u′λ
)′
L
=
|L|∑
h=0
MhL+1λ(u) . (g
(h) ◦u)
des de´rive´es successives g(h) de g (on a pose´ g(0) = g), dont les coefficients MhL′(u) = M
h
L+1λ
(u) ne
de´pendent que de u et du multi-indice L′ = L + 1λ, et non de la de´composition de celui-ci sous la
forme L+ 1λ.
(ii) On les calcule par re´currence sur |L| a` l’aide des formules
M01λ(u) = u
′
λ ,
M0L+1µ(u) = ∂µM
0
L(u) ,
MhL+1µ(u) = ∂µM
h
L(u) + M
h−1
L (u) . u
′
µ si 1 ≤ h ≤ |L| − 1 ,
M
|L|
L+1µ
(u) = M
|L|−1
L (u) . u
′
µ .
En particulier, on obtient les formules
M0L(u) = ∂Lu, et M
|L|−1
L (u) =
n∏
λ=1
(u′λ)
ℓλ lorsque L = (ℓ1, ℓ2, · · · , ℓn).
Le lemme re´sulte imme´diatement de ce que, la forme d
(
G(u)
)
est ferme´e, G de´signant une primitive
de g.
Pour un tissu de´fini localement par les inte´grales premie`res ui, on posera :
Mhi,L =M
h
L(ui).
4.3 Les e´quations EL
Il re´sulte des conside´rations pre´ce´dentes qu’un e´le´ment de Rh au dessus d’un point m ∈ M est
repre´sente´ par ses composantes (jh
ui(m)
gi)i ∈ ⊕iJ
hAi, et que chaque composante j
h
ui(m)
gii est entie`rement
de´finie par la famille des nombres
(
w
(k)
i = (g
(k)
i
◦ui)(m)
)
0≤k≤h
. Pour qu’une telle famille appartienne
a` Rh, il faut et il suffit que soient ve´rifie´es toutes les e´quations (EL) pour 1 ≤ |L| ≤ h + 1, de´finies
de la fac¸on suivante : si L = (ℓ1, · · · , ℓn) avec |L| ≥ 1, on choisit un indice λ tel que ℓλ ≥ 1 ; (EL)
de´signe alors l’e´quation
(EL)
d∑
i=1
|L|−1∑
h=0
MhiL . w
(h)
i = 0,
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qui ne de´pend pas du choix de l’indice λ tel que ℓλ ≥ 1. On en de´duit le
The´ore`me 2 : Si un e´le´ment ah−1 ∈ Rh−1 est de´fini par les nombres
(
w
(k)
i
)
i,k
, (0 ≤ k ≤ h − 1),
les e´le´ments de Rh se projetant sur ah−1 sont de´finis par les d nombres (w
(h)
i )i solutions du syste`me
line´aire Σh(ah−1) des c(n, h+ 1) e´quations
(EL)
∑
i
CLi . w
(h)
i = −
d∑
i=1
h−1∑
k=0
MkiL . w
(k)
i , (|L| = h+ 1)
a` d inconnues w
(h)
i , (1 ≤ i ≤ d), ou` C
L
i =
∏n
λ=1
(
(ui)
′
λ
)ℓλ lorsque L = (ℓ1, ℓ2, · · · , ℓn).
On de´finit, pour tout 1 ≤ h ≤ k0, les matrices Ph = ((C
L
i )), (1 ≤ i ≤ d, |L| = h), de taille d× c(n, h),
dont les colonnes sont indexe´es par les indices i ∈ {1, · · · , d}, et les lignes par les multi-indices L de
degre´ |L| = h, avec CLi =
∏n
λ=1
(
(ui)
′
λ
)ℓλ lorsque L = (ℓ1, ℓ2, · · · , ℓn).
L’ensemble P(n, h) des multi-indices L de degre´ |L| = h est ordonne´ de la fac¸on suivante : la suite
L1 · · ·Ln−1 est l’e´criture d’un entier naturel en base h+1 : on ne conserve que ceux de ces entiers tels
que
∑n−1
i=1 Li ≤ h, et l’on comple`te la suite L1, · · · , Ln−1 par Ln := h−
∑n−1
i=1 Li : l’ensemble P(n, h)
est maintenant identifie´ a` un sous-ensemble de N, que l’on munit de l’ordre induit.
Ceci permet d’e´crire le syste`me Σh(ah−1) sous la forme matricielle
< Ph+1, w
(h) >= S(ah−1),
ou` w(h) de´signe la matrice colonne a` d lignes ((w
(h)
i ))i , et S(ah−1) la matrice colonne a` c(n, h + 1)
lignes ((−
∑d
i=1
∑h−1
k=0 M
k
iL . w
(k)
i ))|L|=h+1 .
4.4 Majoration du rang des tissus ordinaires
Dire que le tissu est ordinaire signifie que tous les syste`mes Σh(ah−1) sont de rang maximum
inf
(
d, c(n, h+ 1)
)
lorsque ah−1 se projette sur M en dehors d’un sous-ensemble analytique S de dimension au plus n− 1
(ou e´ventuellement vide).
Notons k0 l’entier tel que
c(n, k0) ≤ d < c(n, k0 + 1),
Puique CL+1ni = (ui)
′
nC
L
i , il suffit que les syste`mes Σh soient de rang maximum c(n, h + 1) lorsque
h ≤ k0, pour qu’ils soient encore de rang maximum d quel que soit h > k0. Il revient donc encore au
meˆme de dire que le tissu est ordinaire si le syste`me des equations EL pour |L| ≤ k0 − 1 est de rang
maximum c(n+ 1, k0 − 1)− 1 et Pk0 de rang d.
On en de´duit le
The´ore`me 3 : Si le tissu est ordinaire, les solutions de Σh(ah−1) forment un espace affine de
dimension d− c(n, h+ 1) pour h ≤ k0 − 1, et la restriction de Rh a` M
′ est alors un fibre´ vectoriel de
rang
∑h+1
k=1
(
d− c(n, k)
)
au dessus de M ′.
Pour h ≥ k0, les syste`mes Σh(ah−1) ont 0 ou 1 solution, de sorte qu’un jet infini de relation
abe´lienne formelle en un pointm ∈M ′ (a fortiori un germe puisqu’on est dans un contexte analytique)
est entie`rement de´termine´ par sa projection sur Rk0−1. On en de´duit le
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The´ore`me 4 ([CL]) : Le rang d’un tissu ordinaire (c’est-a`-dire le maximum de la dimension4 de
l’espace des germes de relation abe´lienne en un point m ∈M) est au plus e´gal au rang
π′(n, d) :=
k0∑
k=1
(
d− c(n, k)
)
du fibre´ Rk0−1|M′ (restriction de Rk0−1 a` M
′).
En effet, en un point m ∈ M ′, toutes les matrices Ph sont de rang maximum c(n, h + 1) pour
h ≤ k0 − 1 et d pour h ≥ k0. L’espace affine des solutions de chaque syste`me Σh(ah−1) a donc la
dimension d − c(n, h + 1) pour h ≤ k0 − 1. Il est de dimension 0 ou est vide pour h ≥ k0. On en
de´duit que le rang du tissu est majore´ par π′(n, d) en les points de M ′ ; un raisonnement e´le´mentaire
de semi-continuite´ prouve qu’il est aussi a fortiori majore´ par π′(n, d) en les points de S.
4.5 Connexion tautologique des tissus calibre´s ordinaires
Si le tissu est calibre´
(
d = c(n, k0)
)
, et ordinaire, on suppose de´sormais (quitte se restreindre a` un
ouvert partout dense) que tous les systmes Σh sont de rang maximum pour h ≤ k0 − 1.
Posons E := Rk0−2 : c’est un fibre´ vectoriel holomorphe de rang π
′(n, d) =
∑k0−1
k=1
(
d− c(n, k)
)
, la
projection Rk0−1 → E e´tant maintenant un isomorphisme de fibre´s vectoriels. Notons u : E
∼=
→ Rk0−1
l’isomorphisme inverse. Le fibre´
Rk0−1 := J
1E ∩ (Jk0−1A)
est l’intersection des fibre´s J1E et Jk0−1A dans J1(Jk0−2A). Notant ι : Rk0−1 ⊂ J
1E l’inclusion
naturelle, l’application compose´e ι ◦u : E → J1E est une scission holomorphe de la suite exacte
0→ T ∗M ′ ⊗ E → J1E
ι ◦u
←−
−→ E → 0
et de´finit par conse´quent une connexion holomorphe ∇ sur E , que nous appellerons la connexion
tautologique, dont la de´rivation covariante associe´e est donne´e par la formule
∇s = j1s−
(
ι ◦u
)
(s).
Puisque ι ◦u se factorise a` travers Rk0−1, il est e´quivalent de dire, pour une section σ de A, que
jk0−1σ est une section de Rk0−1 ou que ∇(j
k0−2σ) s’annule : les relations abe´liennes au dessus de M ′
sont donc les sections holomorphes σ de A telles que ∇(jk0−2σ) = 0.
Dire que la connexion tautologique est sans courbure e´quivaut alors a` dire que le tissu est de rang
maximum π′(n, d) (le rang de E) au voisinage de tout point de M . On a ainsi de´montre´ :
The´ore`me 5 ([CL]) :
(i) Pour les c(n, k0)-tissus ordinaires, les relations abe´liennes s’identifient, par l’application σ →
jk0−2σ, aux sections holomorphes s de E dont la de´rive´e covariante ∇s par rapport a` la connexion
tautologique est nulle.
(ii) Le tissu est alors de rang maximum π′(n, d) ssi la courbure de la connexion tautologique est nulle.
Expression explicite de la de´rivation covariante :
Une section de E est de´finie par la donne´e des fonctions d’une variable s
(h)
i pour 0 ≤ h ≤ k0 − 2,
i = 0 · · · , d. Notons alors :
∇λ la de´rive´e covariante par rapport a`
∂
∂xλ
,
4Si le tissu est en position ge´ne´rale forte, A. He´naut ([H2]) a de´montre´ que cette dimension ne de´pendait pas de m.
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et
(
Ui(s)
)
i=1··· ,d
la solution du syste`me crame´rien Σk0−1(s). La de´finition de ∇ s’exprime alors
par les formules :
(∇λs)
(h)
i
◦ui =
∂
∂zλ
(s
(h)
i
◦ui) − u
′
λ . (s
(h+1)
i
◦ui) pour h ≤ k0 − 3,
et (∇λs)
(k0−2)
i
◦ui =
∂
∂zλ
(s
(k0−2)
i
◦ui) − u
′
λ . Ui(s).
Remarque : Les formules ci-dessus montrent que, localement, la connexion sur E est la restriction
d’une connexion de´finie sur un fibre´ trivial de rang (k0 − 1)d ; mais celui-ci n’a aucune significa-
tion intrinse`que, alors que E et la connexion tautologique ont une signification intrinse`que globale,
inde´pendante des coordonne´es locales et du choix des inte´grales premie`res locales ui, le tissu n’ayant
meˆme pas a` eˆtre totalement de´composable globalement.
Trivialisation de E et forme de connexion :
Notons πh(s) la projection sur Rh d’une section s de E pour h ≤ k0 − 2. La famille s
(h) = (s
(h)
i )i
appartient a` l’ensemble des solutions de Σ
(
πh−1(s)
)
: il suffit donc de de´finir, pour tout h ≤ k0−2, un
sous-ensemble Ih de d− c(n, h+1) entiers i ∈ {1, · · · , d} pour lesquels la sous-matrice correspondante
de Ph+1 (c’est-a`-dire celle dont les colonnes sont indexe´es par les indices i /∈ Ih) a un de´terminant non-
nul5, pour en de´duire une trivialisation locale de E donne´e par les sections Si,h, (i ∈ Ih, 0 ≤ h ≤ k0−2),
ainsi de´finies ; dans notre programmation, nous avons choisi pour Ih les c(n, h + 1) derniers indices.
C’est bien-entendu cela` qui rend le programme sensible a` l’ordre des ui.
Pour i ∈ Ih, h ≤ k0 − 2,
(Si,h)
(k)
j ≡ 0 si (j, k) 6= (i, h), (Si,h)
(h)
i ≡ 1 .
On peut en particulier calculer ∇(Si,h) =
∑
λ
(
∇λ(Si,h) dzλ
)
, (h ≤ k0 − 2, i ∈ Ih), d’ou` la forme de
connexion ω relative a` cette trivialisation de E .
La courbure :
On calcule alors la courbure
- soit par les crochets
Kλµ = [∇λ,∇µ],
c’est-a`-dire :
< K, s >=
∑
λ<µ
(
∇λ
(
∇µs
)
−∇µ
(
∇λs
))
dzλ ∧ dzµ ,
- soit par la forme de courbure Ω = dω + 12ω ∧ ω relative a` la trivialisation pre´ce´dente.
5 Programmation sur MAPLE 8
Exemple des tissus W(A0,n+3) de Pereira-Pirio (Bol pour n = 2), avec une de´formation en G que l’on
peut supprimer pour n grand afin de ne pas allonger exage´re´ment les temps de calcul.
> restart;
Entre´e des parame`tres de base :
> n:= · · · ; k0:=4 ;
5Attention : Il se peut qu’il faille encore restreindre l’ouvert de M ′ au dessus duquel on se place, car il n’est peut-eˆtre
pas possible d’utiliser le meˆme ensemble Ih en tous les points de M
′.
8
Quelques entiers qu’on en de´duit, qui seront utiles dans la suite (l’espace E des (k0−2) jets de relation
abe´liennes sera un fibre´ de rang ro, inclus dans l’espace des vecteurs de dimension alpha; ses e´le´ments
seront le noyau de la matrice MM a` beta lignes et alpha colonnes). L’entier ro est aussi e´gal au rang
maximum π′(n, d) du tissu.
> d:=binomial(n-1+k0,k0);
(cette condition exprime que le tissu est ”calibre´”).
> alpha:=(k0-1)*d; ro:=k0*d-binomial(k0+n,k0)+1; beta:=alpha-ro;
> X:=[seq(x[i],i=1..n)];
Entre´e des d inte´grales premie`res (comme fonctions des op(j,X), j=1..n) :
> apply(u,j,X):
> for j to n do u(j,X):=op(j,X) od;
> for j from 2 to n do for i to j-1 do u(n+i+binomial(j-1,2),X):=op(j,X)/op(i,X);
print(u(n+i+binomial(j-1,2))=(%)); od od;
> for j from 2 to n do for i to j-1 do
u(n+binomial(n,2)+i+binomial(j-1,2),X):=(op(j,X)-1+G)/(op(i,X)-1);
print(u(n+binomial(n,2)+i+binomial(j-1,2))=(%)); od od;
> for j from 2 to n do for i to j-1 do
u(n+2*binomial(n,2)+binomial(n,3)+i+binomial(j-1,2),X) :=
op(i,X)*(op(j,X)-1)/(op(j,X)*(op(i,X)-1));
print(u(n+2*binomial(n,2)+binomial(n,3)+i+binomial(j-1,2))=%); od od;
> for k from 3 to n do for j from 2 to k-1 do for i to j-1 do
u(n+2*binomial(n,2)+i+binomial(j-1,2)+binomial(k-1,3),X):=(op(i,X)-op(k,X))/(op(j,X)-op(k,X));
print(u(n+2*binomial(n,2)+i+binomial(j-1,2)+binomial(k-1,3))=(%)); od od od;
> for k from 3 to n do for j from 2 to k-1 do for i to j-1 do
u(n+3*binomial(n,2)+binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3),X) :=
op(j,X)*(op(i,X)-op(k,X))/(op(i,X)*(op(j,X)-op(k,X)));
print(u(n+3*binomial(n,2)+binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3))=%); od od od;
> for k from 3 to n do for j from 2 to k-1 do for i to j-1 do
u(n+3*binomial(n,2)+2*binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3),X):=
(op(j,X)-1)*(op(i,X)-op(k,X))/((op(i,X)-1)*(op(j,X)-op(k,X)));
print(u(n+3*binomial(n,2)+2*binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3))=%); od od od;
> for m from 4 to n do for k from 3 to m-1 do for j from 2 to k-1 do for i to j-1 do
u(n+3*binomial(n,2)+3*binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3)+binomial(m-1,4),X):=
(op(j,X)-op(m,X))*(op(i,X)-op(k,X))/((op(i,X)-op(m,X))*(op(j,X)-op(k,X)));
print(u(n+3*binomial(n,2)+3*binomial(n,3)+i+binomial(j-1,2)+binomial(k-1,3)+binomial(m-1,4))=%);
od od od od;
A partir de maintenant, le programme ne de´pend plus du tissu introduit.
Calcul des coefficients M(j,h,L) :
> with(LinearAlgebra):
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> interface(rtablesize=(k0)*d);
> apply(M,j,h,L,X):
Calcul des premiers coefficients M(j,0,EE(i))
> apply(EE,i):
> apply(delta,t,s):
> for t to n do for s to n do if (t=s) then delta(t,s):=1 else delta(t,s):=0 end if od od;
> for i to n do EE(i):=[seq(delta(i,s),s=1..n)] od;
(EE(λ) est le multi-indice note´ 1λ ci-dessus).
> for j to d do for i to n do M(j,0,EE(i),X):= diff(u(j,X),x[i]) ; > od od;
Ge´ne´ration et indexation des multi-indices de de´rivation d’ordre 0 a` k0:
> apply(L,tau):apply(E,r,y):apply(LL,z):for l from 0 to k0 ∗ (k0 + 1)(n − 2) do for k to k0 do
E(l,k):=Vector(n) od od:
> tau:=1:
> for k to k0 do for l from 0 to k ∗ (k+1)(n− 2) do p:=l: for s to n-1 do r:=p mod (k+1);E(l,k)[n-
s]:=r;p:=(p-r)/(k+1) od : SS:=sum(’E(l,k)[u]’, ’u’=1..n-1): if SS¡(k+1) then E(l,k)[n]:=k-SS:L(tau):=E(l,k):tau:=tau+1
end if od od:
> for t to binomial(n+k0,k0)-1 do LL(t):=[seq(L(t)[i],i=1..n)] od ;
> M(j,-1,L)=0 et M(j,h,L):=0 pour h > |L| − 1
(ou` |L| = sum (L[i], i = 1..n) ):
> for j to d do for tau to binomial(n+k0,k0)-1 do M(j,-1,LL(tau),X):=0 od od ;
> for j to d do for tau to binomial(n+k0,k0)-1 do SS:=sum(’LL(tau)[i]’,’i’=1..n);for h from SS to
k0 do M(j,h,LL(tau),X):=0 od od od;
Calcul des M(j,h,L) par re´currence sur |L| :
> for j to d do for ss from 2 to k0 do for tau to binomial(n+k0,k0)-1 do if (sum(’LL(tau)[i]’,’i’=1..n)=ss)
then for r to n do if (LL(tau)[r]=0) then else for h from 0 to ss-1 do
M(j,h,LL(tau),X):=
simplify(diff(M(j,h,LL(tau)-EE(r),X),x[r])+M(j,h-1,LL(tau)-EE(r),X)*diff(u(j,X),x[r])) od ;
r:=r+n fi od fi od od od;
On ve´rifie le re´sultat en les imprimant (on note provisoirement N(j,h,L) =M(j,h,L,X)) ; cette
e´tape, qui peut utiliser du temps de calcul lorsque n et k0 augmentent, peut eˆtre supprime´e.
> for j to d do for h from 0 to k0 do for tau to binomial(n+k0,k0)-1 do
print(N(j,h,LL(tau))=M(j,h,LL(tau),X)) od od od ;
Les matrices MM, QQ (matrices des syste`mes d’e´quations EL pour |L| ≤ k0− 2 et |L| = k0− 1
et PP (matrice note´e Pk0 ci-dessus) :
Le tissu est ordinaire si le rang de MM est beta et si celui de PP est d ; on ne ve´rifie pas directement la
premie`re condition, car on aura besoin d’expliciter ci-dessous une sous-matrice carre´e YYY de MM,
de rang beta.
Les lignes sont nume´rote´es par l’indice tau de LL(tau). On nume´rote maintenant les colonnes :
> hh:=j- >floor((j-1)/d):ii:=j- >j-d*floor((j-1)/d):
> ff:=(tau,eta)- >M(ii(eta),hh(eta),LL(tau),X);
> MM:=simplify(Matrix(beta,alpha,ff));
> fff:=(tau,eta)- >M(ii(eta),hh(eta),LL(tau+ binomial(n+k0-1,k0-1)-1),X):
10
> QQ:=simplify(Matrix(d,(k0-1)*d,fff));
> ffff:=(tau,eta)- >M(eta,k0-1,LL(tau+ binomial(n+k0-1,k0-1)-1),X):
> PP:=Matrix(d,d,ffff);
Calcul d’une base W(j) , j=1..ro, de l’espace des sections de E := Ker (MM)
De´finition d’une sous-matrice carre´e YYY de MM :
> Y(0):=MM:
> for k from 1 to (k0-1) do Y(k):=DeleteColumn (Y(k-1),(k0-k-1)*d+
binomial(k0-k+n-1,n-1)+1..(k0-k)*d) end do:
> YYY:=Y(k0-1);
> evalb(Rank(YYY)=beta);
(si le rang de YYY est strictement infe´rieur a` beta, re´essayer en modifiant l’ordre des u(i)).
> IYYY:=simplify(MatrixInverse(YYY));
> B(0):=MM:
> for k from 1 to (k0-1) do
B(k):=DeleteColumn(B(k-1),(k0-k-1)*d+1..(k0-k-1)*d+binomial(k0-k+n-1,n-1)) end do;
> B:=simplify(B(k0-1));
> for j from 1 to ro do ColB(j):=Column(B,j) end do;
> apply(a,j,s);
> for j from 1 to ro do for s from 1 to beta do a(j,s):=factor(factor
(simplify((simplify(-IYYY.ColB(j)))[s])));print(‘a(‘ ,j,s , ‘)=‘ , a(j,s)) end do end do;
Partition de la suite 1..(ko-1)d en R(h) et S(h) pour h de 0 a` (k0 − 2)d ;
nr(h) := nombre d’e´le´ments dans R(h) ; ns(h) := nombre d’e´le´ments dans S(h) :
> apply(R,h);apply(S,h);
> for h from 0 to k0-2 do R(h):=[seq(i,i=h*d+1..h*d+binomial(h+n,n-1))] end do;
> for h from 0 to k0-2 do nr(h):=binomial(h+n,n-1) end do;
> for h from 0 to k0-2 do S(h):=[seq(i,i=h*d+binomial(h+n,n-1)+1..(h+1)*d)] end do;
> for h from 0 to k0-2 do ns(h):=d-binomial(h+n,n-1) end do;
> VV:=proc(j) global V; V:=Vector((k0-1)*d);
> for i in R(0) do V[i]:=a(j,i) od:
> for h from 1 to (k0-2) do for i in R(h) do V[i]:=a(j,i-sum(ns(kkk),kkk=0..h-1)) od; od;
> for h from 0 to (k0-2) do for i in S(h) do
> if i= (j+sum(nr(kk),kk=0..h)) then V[i]:=1 else V[i]:=0 fi ;od;od;
> evalm(V): end proc ;
> apply(W,j);
> for j to ro do VV(j):W(j):=V od;
Matrice U exprimant les termes de rang k0−1 en fonction des termes de rang infe´rieur:
> evalb(Rank(PP)=d);
(deuxie`me condition pour que le tissu soit ordinaire)
> IPP:=MatrixInverse(PP);
> U:=simplify(-IPP.QQ);
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> U:=simplify(U);
De´finition de la connexion tautologique sur E :
Expression des de´rive´es covariantes dans l’espace des vecteurs de dimension alpha :
> Nabla:=proc(VV,j) description ”calcul du Nablax(j) du vecteur VV ; le re´sultat est le vecteur
Vec”;global Vec; Vec:= Vector((k0-1)*d);
> for h from 1 to (k0-2) do
> for i to d do
> Vec[i+(h-1)*d]:=diff(VV[i+(h-1)*d],x[j])- VV[i+h*d]*diff(u(i,X),x[j])od od;
> for i to d do Vec[i+(k0-2)*d]:=simplify(diff(VV[i+(k0-2)*d],x[j]) -(U.VV)[i]*diff(u(i,X),x[j])) od;
end proc;
Calcul de la forme de connexion relative a` la trivialisation (Wj) :
> DerCov:=proc(i); ”le re´sultat est la matrice A”; A:=Matrix(ro,ro);
> apply(DC,j,i):for j to ro do Nabla(W(j),i);DC(j,i):=Vec od:apply(f,i):f(i):=(s,j)-> DC(j,i)[s]:
apply(N,i):N(i):=Matrix(alpha,ro,f(i));
> apply(Aa ,i,j):Aa(i,0):=N(i):for k to (k0-1) do
Aa(i,k):=DeleteRow(simplify(Aa(i,k-1)),(k0-k-1)*d+1..(k0-k-1)*d+binomial(k0-k+n-1,n-1)) end do:
A:=simplify(Aa(i,k0-1));end proc;
> apply(A,i):for i to n do A(i):=DerCov(i):print(connexion(i)=DerCov(i)) od;
connexion(i) est la composante sur dxi de la forme de connexion relative a` la trivialisation
(
W (j)
)
j
.
Calcul de la forme de courbure K :
> apply(A,r,s): apply(f,r,s):
> for s to n do for r to n do f(r,s):=(i,j)- >simplify(simplify(diff(A(r)[i,j],x[s]))):
> A(r,s):=Matrix(ro,ro,f(r,s)):od od:
> apply(AA,r,s):for s to n do for r to n do AA(r,s):=simplify(simplify(A(r).A(s))): od od:
> apply(ff,r,s):
> apply(K,r,s):
> for s from 2 to n do for r to s-1 do
ff(r,s):=(i,j)->simplify(simplify(A(r,s)[i,j]-A(s,r)[i,j]+AA(s,r)[i,j]-AA(r,s)[i,j]));
K(r,s):=Matrix(ro,ro,ff(r,s)):print(courbure(r,s)=K(r,s)) od od ;
Pour les tissus a` parame`tre G dont la courbure s’annule pour G=0, de´veloppement limite´ en G a`
l’ordre 0 de la courbure et le programme affiche les e´le´ments en O(G). (s’il n’y a pas de parame`tre, le
re´sultat est le meˆme qu’a` la ligne pre´ce´dente). Attention a` ce que que la lettre G n’aie pas e´te´ utilise´e
comme symbole par ailleurs .
> apply(ffo,r,s):
> apply(Ko,r,s):
> for s from 2 to n do for r to s-1 do ffo(r,s):=(i,j)-> taylor(K(r,s)[i,j],G,1);
> Ko(r,s):=Matrix(ro,ro,ffo(r,s)):print(courbure(r,s)=Ko(r,s)) od od ;
courbure(r, s) est la composante sur dxr ∧ dxs de la forme de courbure relative a` la trivialisation(
W (j)
)
j
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6 Exemples tests :
Pour la satisfaction de l’oeil, afin de nous assurer que l’on n’obtenait pas syste´matiquement une
courbure nulle a` la suite d’une erreur de programmation, nous avons de´forme´ certains des tissus de
ces exemples a` l’aide d’un parame`tre scalaire G (le tissu concerne´ e´tant obtenu pour G = 0), et nous
avons mis en e´vidence les coefficients non nuls de la courbure qui sont petits d’ordre G.
Pour n = 2, 3, 4, on note parfois dans cette section (x, y), (x, y, z) , (x, y, z, t) les coordonne´es locales.
1) n = 2, k0 = 2 : de´formation du 3-tissu hexagonal avec de´veloppement limite´ en G de la courbure
de Blaschke a` l’ordre que l’on veut (temps de calcul : 07”, rang 1) :
u1 = x u2 = y u3 = x+ y +Gf(x, y).
2) n = 3, k0 = 2 : l’un des rares exemples, en dehors du cas (n = 2, k0 = 2) de la courbure de
Blaschke, que l’on peut traiter sans ordinateur ; cf [CL]); (11”, rang 3);
on introduit une fonction holomorphe arbitraire y −> F (y), F 6= 25 :
u1 = z u2 = x+ y + z u3 = 2x+ 4y + z u4 = 3x+ 9y + z u5 = 4x+ 16y + z u6 = 5x+ F (y) + z.
3) Les tissus W(A0,n+3) de Pereira-Pirio (n ≥ 2, k0 = 4), avec une de´formation en G que l’on peut
supprimer a` volonte´, en particulier pour n ou k0 grands, afin de ne pas allonger exage´re´ment les temps
de calcul : c’est l’exemple re´dige´ dans la section pre´ce´dente.
n = 2 (tissu de Bol, rang 6) ; temps de calcul : 10”,
n = 3 (rang 26) ; temps de calcul : 30” sans de´formation, 44” avec,
n = 4 (rang 71) ; temps de calcul : 4’12” sans de´formation, 12’02” avec,
n = 5 (rang 150) ; temps de calcul : 55’ sans de´formation.
4) Ge´ne´ralisationWBn a` tout n des 5-tissus planaires (x, y, x+ y, x− y, x
2 + y2 ou xy) de Pirio, qui
sont de rang maximum (n ≥ 2, k0 = 4) : voir la section suivante.
5) n = 2, k0 = 5 : de´formation du 6-tissu (x, y, x + y, x − y, x
2 + (1 + G)y2, xy) de Pirio (11”, rang
10) , ou du 7-tissu (k0 = 6, 19”, rang 15) obtenu en ajoutant encore u7 = x
2 − (1 +G)y2.
[quant au 8-tissu obtenu en ajoutant encore u8 = x
4 + y4 lorsque G = 0, on observe imme´diatement
que sa courbure n’est pas nulle, mais que le sous-fibre´ engendre´ par les 19 premiers vecteurs de la
trivialisation est pre´serve´ par la connexion et que la restriction de la courbure a` ce sous-fibre´ est nulle
(24”) : il est donc de rang 19 ou 20].
6) n = 2, k0 = 8 : le 9-tissu exceptionnel de G. Robert (5’02” sans de´formation, rang 28) :
x, y,
x
1 + y
,
1 + x
y
,
x
y
,
1 + x
1 + y
,
y(1 + x)
x(1 + y)
,
(1 + x)(1 + y)
xy
,
x(1 + x)
y(1 + y)
.
7 Les tissus WBn :
On observe que c(n, 4) est e´gal a` n+3n(n−1)2 +3
n(n−1)(n−2)
6 +
n(n−1)(n−2)(n−3)
24 pour n ≥ 4, a` 15 pour
n = 3 et a` 5 pour n = 2.
The´ore`me 6 :
Les c(n, 4)-tissus WBn admettant comme inte´grales premie`res locales les fonctions
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xi,
xi + xj , xj − xi , xi.xj , (i < j),
xi + xj + xk , x
2
i + x
2
j + x
2
k , xi.xj .xk , (i < j < k)
xi.xj .xk.xm, (i < j < k < m)
sont ordinaires et de rang maximum π′
(
n, c(n, 4)
)
.
De´monstration : Pour n = 2, le re´sultat est de´montre´ par Pirio, qui explicite 6 relations abe´liennes
(alge´briques) inde´pendantes. Pour n = 3 ou 4, on ve´rifie avec notre programme que la courbure
est nulle (temps de calcul avec de´formation : 24” pour n = 3, 3’19” pour n = 4). Puisque le 5-
tissu planaire WB2 de Pirio est de rang maximum 6, le tissu WBn contient exactement 6
n!
2!(n−2)!
relations abe´liennes inde´pendantes ne faisant intervenir que 2 des n coordonne´es locales. Puisque le
15-tissu WB3 a une courbure nulle, c’est que le nombre de relations abe´liennes inde´pendantes faisant
intervenir les 3 coordonne´es locales est e´gal a` 8
(
= π′(3, 15) − 6 3!2!1!
)
; par conse´quent le nombre
des relations abe´liennes inde´pendantes de WBn faisant intervenir exactement 3 des n coordonne´es
locales est e´gal a` 8 n!3!(n−3)! . De meˆme, puisque le 35-tissu WB4 a une courbure nulle, c’est que le
nombre de ses relations abe´liennes inde´pendantes faisant intervenir les 4 coordonne´es locales est e´gal
a` 3
(
= π′(4, 35)− 6 4!2!2! − 8
4!
3!1!
)
. Il en re´sulte que, pour n ≥ 4, WBn posse`de au moins
6
n!
2!(n− 2)!
+ 8
n!
3!(n− 3)!
+ 3
n!
4!(n− 4)!
relations relations abe´liennes inde´pendantes (ne faisant intervenir que 2, 3 ou 4 variables). Or ce
nombre est pre´cise´ment e´gal a` π′
(
n, c(n, 4)
)
, comme on le ve´rifie aise´ment. Il suffit donc de de´montrer
que le tissu est ordinaire pour en de´duire qu’il est de rang maximum.
Commenc¸ons par montrer que la matrice P4 (= PP ) est inversible.
- On choisit un ordre arbitraire O2 sur les couples (i,j) tels que i < j , un ordre arbitraire O3 sur les
triplets (i, j, k) tels que i < j < k et un ordre arbitraire O4 sur les quadruplets (i, j, k,m) tels que
i < j < k < m.
- On ordonne les colonnes (qui correspondent aux fonctions u(i)) en mettant d’abord les inte´grales
premie`res x1, ..., xn puis celles qui font intervenir deux variables dans l’ordre O2, puis celles qui font
intervenir trois variables dans l’ordre O3, puis les fonctions xi.xj .xk.xm dans l’ordre O4.
- On re´ordonne maintenant les lignes (qui correspondent aux multi-indices L d’ordre 4). On met en
premier ceux qui ne font intervenir qu’une variable 41, ..., 4n (ji de´signant le multi-indice dont tous les
termes sont nuls sauf le i-e`me e´gal a` j) ; on range ensuite ceux qui font intervenir deux variables xi et
xj en rangeant les triplets (3i+1j, 2i+2j, 1i+3j) pour i < j suivant O2 ; on range ensuite ceux qui font
intervenir les trois variables xi, xj et xk en ordonnant les triplets (2i+1j+1k, 1i+2j+1k, 1i+1j+2k)
pour i < j < k suivant O3 ; on range enfin les 1i + 1j + 1k + 1m pour i < j < k < m suivant O4.
Apre`s ces re´-ordonnancements P4 devient une matrice par blocs, dont tous les blocs diagonaux sont
inversibles, et les blocs sous les blocs diagonaux sont nuls.
Pour P3 (resp. P2, resp. P1), on agit de meˆme, mais en ne conservant que la sous-matrice obtenue
en e´liminant les colonnes correspondant aux xi.xj , x
2
i + x
2
j + x
2
k, xi.xj .xk et xi.xj .xk.xm (resp. en ef-
fac¸ant toutes les colonnes sauf celles qui correspondent aux xi, xi + xj et xi − xj , en ne gardant que
la sous matrice correspondant aux xi), et les lignes correspondant aux multi-indices L d’ordre 3 (resp
2, resp 1)
Remarques :
(i) On aurait obtenu un re´sultat analogue en remplac¸ant les fonctions de 4 variables xi.xj .xk.xm.
par xi + xj + xk + xm, ou par (xi)
2 + (xj)
2 + (xk)
2 + (xm)
2.
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(ii) On n’a pas eu a` utiliser le programme montrant que la courbure e´tait nulle pour tout n, mais
seulement pour n = 3 ou 4.
(iii) La meˆme me´thode permet de rede´montrer que les tissus W(A0,n+3) sont tous ordinaires de
rang maximum π′
(
n, c(n, 4)
)
.
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