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Abstract—We propose a new algorithm for blind source sepa-
ration of convolutive mixtures using independent vector analysis.
This is an improvement over the popular auxiliary function based
independent vector analysis (AuxIVA) with iterative projection
(IP) or iterative source steering (ISS). We introduce iterative
projection with adjustment (IPA), whereas we update one demixing
filter and jointly adjust all the other sources along its current
direction. We implement this scheme as multiplicative updates
by a rank-2 perturbation of the identity matrix. Each update
involves solving a non-convex minimization problem that we term
log-quadratically penalized quadratic minimization (LQPQM), that
we think is of interest beyond this work. We find that the
global minimum of an LQPQM can be efficiently computed. In
the general case, we show that all its stationary points can be
characterized as zeros of a kind of secular equation, reminiscent
of modified eigenvalue problems. We further prove that the global
minimum corresponds to the largest of these zeros. We propose a
simple procedure based on Newton-Raphson seeded with a good
initial point to efficiently compute it. We validate the performance
of the proposed method for blind acoustic source separation via
numerical experiments with reverberant speech mixtures. We
show that not only is the convergence speed faster in terms
of iterations, but each update is also computationally cheaper.
Notably, for four and five sources, AuxIVA with IPA converges
more than twice as fast as competing methods.
Index Terms—blind source separation, array signal processing,
optimization, non-convex, majorization-minimization
I. INTRODUCTION
BLIND source separation (BSS) deals with decomposinga mixture of signals into its constitutive components
without any prior information [1]. It has found prominent
application in multichannel audio processing [2], e.g., for
the separation of speech [3] and music [4], but also in
biomedical signal processing for electrocardiogram [5] and
electroencephalogram [6], and in digital communications [7].
For multichannel signals, independent component analysis
(ICA) allows to do BSS, only requiring statistical indepen-
dence of the sources [8]. For convolutional mixtures such as
those found in audio processing, the separation can be done in
the frequency domain where convolution becomes pointwise
multiplication [9]. In this case, we need to perform the joint
separation at all the frequency sub-bands in parallel. Without
further considerations, this introduces a permutation ambiguity
whereas the order of extracted sources may be different at
each frequency. Independent vector analysis (IVA) solves
this problem by assuming a multivariate distribution of the
sources over the frequency sub-bands and doing the separation
jointly [10], [11], [12]. The source model is used to express
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the likelihood of the input data which is then maximized to
estimate the source signals. This optimization problem is non-
convex, and, without a known closed form solution. Auxiliary
function based IVA (AuxIVA) was proposed as a fast and
stable optimization method to solve IVA [13]. It relies on
the majorization-minimization technique [14] and is applica-
ble to super-Gaussian source models. AuxIVA majorizes the
IVA cost function with a quadratic surrogate, leading to the
so-called hybrid exact-approximate diagonalization problem
(HEAD) [15], [16]. Solving the HEAD for more than two
sources is still an open problem and instead AuxIVA performs
alternating minimization of the surrogate with respect to the
demixing filters of the sources [13]. This approach has been
coined iterative projection (IP). A similar solution was also
proposed in the context of Gaussian sources [17]. Alternatives
to the MM approach have been proposed. For example,
proximal splitting allows for a versatile algorithm with a
heuristic extension based on masking [18], [19]. Another
approach, specialized for two sources, is based on expectation-
maximization and a Gaussian mixture model [20].
This paper focuses on the MM approach which under-
pins many algorithms with more sophisticated source models.
These include non-negative low-rank [21], based on a varia-
tional auto-encoder [22], a deep network [23], or using inter-
clique dependence [24]. In addition, algorithms for overde-
termined IVA (OverIVA), i.e., when there are more channels
than sources, also rely on IP for estimating the demixing
matrix [25]. As such, any improvement to the optimization
of the surrogate function in AuxIVA directly translates to
improvements for all of these algorithms. For two sources,
the HEAD problem can be solved by a generalized eigenvalue
decomposition [26] and thus globally optimal updates of the
surrogate are possible. A similar situation arises for blind
extraction of a single source with the fast independent vector
extraction algorithm [27], [28]. For three and more sources,
iterative projection 2 (IP2) does pairwise updates of two
sources at a time, leading to faster convergence [29], [30].
Finally, iterative source steering (ISS) performs a series of
rank-1 updates of the demixing matrix which correspond in
fact to alternating updates of the steering vectors [31]. While
the convergence of ISS is similar to that of IP, it does not
require matrix inversion, unlike IP, and has an overall lower
computational complexity. Thus, when separating three and
more sources, all of IP, IP2, and ISS, fix all the other sources
when doing one of the updates. This means that further
correction can only happen at the next iteration.
In this work, we propose iterative projection with adjust-
ment (IPA), a joint update of one demixing filter with an extra
rank-1 modification of the rest of the demixing matrix. As
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2opposed to IP, IP2, and ISS, when updating the demixing filter
of one source, we simultaneously correct the demixing filters
of all other sources accordingly. Intuitively, this allows the
algorithm to make progress in the demixing of all sources
at every update. Concretely, we adopt a multiplicative update
form whereas the current demixing matrix is multiplied by a
rank-2 perturbation of the identity matrix. We show that the
minimization of the IVA surrogate function with respect to the
multiplicative update leads to an optimization problem that we
believe is of independent interest. We term this problem log-
quadratically penalized quadratic minimization (LQPQM).
Problem 1 (LQPQM). Let A,C ∈ Cd×d be Hermitian
positive definite and semi-definite, respectively, and b,d ∈ Cd,
and z ∈ R, z ≥ 0. Then, the LQPQM problem is,
min
x∈Cd
(x−b)HA(x−b)−log ((x− d)HC(x− d) + z) . (P1)
For a sneak peek of what the objective function looks like in
two dimensions, skip to Fig. 1. One of the main contributions
of this paper is to show that, despite being non-convex, the
global minimum of (P1) can be computed efficiently. In the
general case, we show that all the stationary points of the
objective of (P1) can be characterized as the zeros of a secular
equation. Then, we prove that the value of the objective func-
tion decreases for increasing values of the zeros, and the global
minimum thus corresponds to the largest zero. Furthermore,
we find that its location is the only zero of the secular equation
larger than the largest generalized eigenvalue for the problem
Ax = ϕBx. Thus, we propose to use the Newton-Raphson
root finding algorithm in this interval. We find that a good
initial point for the root finding is given by the largest real
root of a third order polynomial, with which the procedure
converges in just a few iterations. The procedure we propose
is reminiscent of other algorithms for problems involving pairs
of quadratic forms such as modified eigenvalue problems [32],
[33], [34], generalized trust region subproblems [35], or some
applications in robust beamforming [36], multi-lateration [37],
or direction of arrival [38].
We validate the performance of the proposed method via
numerical experiments for the separation of speech mixtures
with two to five sources. Compared to competing methods,
the proposed algorithm not only converges in fewer iterations,
but also faster overall. For up to three sources, IPA and IP2
are similar, with a slight advantage for the former. For four
sources and more, IPA converges more than twice as fast.
The rest of this paper is organized as follows. We cover
the background on IVA, MM optimization, and AuxIVA
in Section II. Section III describes IPA, the proposed AuxIVA
updates, and proves that they are given by the solution to an
LQPQM. The procedure to find the global minimum of an
LQPQM is stated and proved in Section IV. We evaluate the
performance of AuxIVA with IPA updates and compare to IP,
ISS, and IP2 in Section V. Section VI concludes this paper.
II. BACKGROUND
We consider the problem of separating F mixtures of K
sources, recorded by M sensors,
xfn = Afsfn, n = 1, . . . , N, (1)
where xfn ∈ CM and sfn are the measurement and source
vectors, respectively, in mixture f and at frame n. Here,
Af ∈ CM×K is the mixing matrix whose entry (Af )mk
is the transfer function from source k to sensor m. Such
parallel mixtures most frequently appear as the result of time-
frequency domain processing for the separation of convolu-
tional mixtures, e.g., of audio sources [9]. From here on,
we assume that we operate in the determined regime where
M = K, i.e. the number of sources and sensors is the same.
In this case, the separation may be done by finding the M×M
demixing matrices,
W f =
[
w1f · · · wMf
]H
, f = 1, . . . , F, (2)
such that an estimate of the sources is,
yfn = W fxfn. (3)
Thus, row k ofW f contains the demixing filter wHkf for source
k, and yfn is the estimated source vector. Finding matrices
W = {W f : f = 1, . . . , F} (4)
is the object of IVA.
In the rest of the manuscript, we use lower and upper case
bold letters for vectors and matrices, respectively. Furthermore,
A>, AH, and det(A) denote the transpose, conjugate trans-
pose, and determinant of matrixA, respectively. The conjugate
of complex scalar z ∈ C is denoted z∗. Let v ∈ Cd, a complex
d-dimensional vector. The vector v∗ contains the conjugated
coefficients of v. The Euclidean norm of v is ‖v‖ = (vHv)1/2.
Unless specified otherwise, indices f , k, m, and n always take
the ranges defined in this section.
A. Independent Vector Analysis
IVA estimates the demixing matrices by maximum likeli-
hood. The observed data are the time-frequency vectors xfn,
and the parameters to estimate are the demixing matrices W f .
For convenience, we also define the vector of source k over
frequencies, at frame n, as
sˇkn =
[
sk1n · · · skFn
]>
. (5)
The likelihood function is derived on the basis of the two
following hypotheses.
Hypothesis 1 (Independence of Sources). The sources are
statistically independent, i.e.,
sˇkn ⊥ sˇk′n′ , ∀k 6= k′, n, n′. (6)
Hypothesis 2 (Source Model). The sources follow a multi-
variate distribution, i.e.,
p(sˇkn) =
1
Z
e−F (sˇkn), ∀k (7)
where F (s) is called the contrast function and Z is a
normalizing constant that does not depend on the source.
Let us apply the change of variable ykfn = wHxfn and
define yˇkn similarly to (5),
yˇkn =
[
yk1n · · · ykFn
]>
. (8)
3By further using independence, the joint distribution of the
sources is just their product. Thus, the likelihood of the
observation is
L(W) =
∏
kn
p(yˇkn)
∏
f
|detW f |2N . (9)
Finally, IVA estimates W f by minimizing the negative log-
likelihood function, shown here with constant terms omitted,
`(W) =
∑
kn
F (yˇkn)− 2
∑
f
log |detW f |. (10)
The choice of the contrast function and the minimization of the
negative log-likelihood have been the object of considerable
work [10], [11], [12], [26], [13], [29], [30]. Source models
based on spherical super-Gaussian distributions [26], [13], [30]
underpin AuxIVA, described in Section II-C. They allow to
apply the MM optimization technique that we describe next.
B. Majorization-Minimization Optimization
MM optimization is an iterative technique that makes use
of a surrogate function that is both tangent to, and majorizes
the cost function everywhere. Repeatedly minimizing the
surrogate also minimizes the original cost function.
Proposition 1. Let Q(θ, θˆ) be a surrogate function such that
Q(θˆ, θˆ) = f(θˆ), and, Q(θ, θˆ) ≥ f(θ), ∀θ, θˆ. (11)
Given an initial point θ0, consider the sequence of iterates
θt = arg min
θ
Q(θ,θt−1), t = 1, . . . , T. (12)
Then, the cost function is monotonically decreasing on the
sequence, θ0,θ1, ...,θT , i.e.,
f(θ0) ≥ f(θ1) ≥ . . . ≥ f(θT ). (13)
Proof. Applying the properties of the surrogate,
f(θt−1) = Q(θt−1,θt−1)
≥ min
θ
Q(θ,θt−1) = Q(θt,θt−1) ≥ f(θt), (14)
where we used in order, (11) (left), (12), and (11) (right).
Note that the proposition still holds even if the mini-
mization in (12) is replaced by any operation that merely
reduces the value of Q(θ,θt−1). MM optimization has many
desirable properties. It allows to tackle non-convex and/or
non-smooth objective. Unlike gradient descent, it does not
require tuning of a step size. Finally, the derived updates
often have an intuitive interpretation. It has been applied to
multi-dimensional scaling [39], sparse norm minimization as
the popular iteratively reweighted least-squares algorithm [40],
sub-sample time delay estimation [41], and direction-of-arrival
estimation [38]. For in-depth theory, a general introduction, or
more applications in signal processing, see [14], [42], [43].
Input : Microphone signals xfn ∈ CM , ∀f, n
Output: Separated signals yfn ∈ CM , ∀f, n
W f ← IK , ∀f
yfn ← xfn, ∀f, n
for loop ← 1 to max. iterations do
rkn ←
√∑
f |ykfn|2, ∀k, n
V kf ← 1N
∑
n
G′(rkn)
2rkn
xfnx
H
fn, ∀k, f
for f ← 1 to F do
W f ← Update(W f ,V 1f , . . . ,V Mf )
yfn ←W fxfn, ∀n
Algorithm 1: AuxIVA. The sub-routine Update performs one
of IP, IP2, ISS, or IPA.
C. Auxiliary function based IVA
AuxIVA applies the MM technique to the IVA cost function
(10) [13]. This is done by restricting the contrast function to
the class of spherical super-Gaussian source models.
Definition 1 (Spherical super-Gaussian contrast function [26]).
A spherical super-Gaussian contrast function depends only on
the magnitude of the source vector, i.e.,
F (sˇkn) = G(‖sˇkn‖) (15)
and, in addition, G : R+ → R is a real, continuous,
and differentiable function such that G′(r)/r is continuous
everywhere and monotonically decreasing for r > 0. Function
G′(r) is the derivative of G(r).
These contrast functions include Laplace, time-varying
Gauss, Cauchy, and other popular source models [26], [30].
Conveniently, they can be majorized by a quadratic function.
Lemma 1 (Theorem 1 in [26]). Let G be as in Definition 1.
Then,
G(r) ≤ G′(r0) r
2
2r0
+
(
G(r0)− r0
2
G′(r0)
)
, (16)
with equality for r = r0.
Equipped with this inequality, we can form `2, a surrogate
of (10) such that `(W) ≤ N`2(W) + constant,
`2(W) =
∑
kf
wHkfV kfwkf−2
∑
f
log |detW f |, (17)
where
V kf =
1
N
∑
n
G′(rkn)
2rkn
xfnx
H
fn, (18)
and rkn is an auxiliary variable. Conveniently, the surrogate
is separable for f . In AuxIVA, described in Algorithm 1, the
optimization at different frequencies is tied together by rkn.
Taking rkn = ‖yˇkn‖, with yˇkn from (8), ensures that the sur-
rogate is tangent to the objective, i.e. (11) (left). Interestingly,
rkn is the magnitude of the source estimate from the previous
iteration. Closed-form minimization is possible for two sources
via the generalized eigenvalue decomposition. However, for
more than two sources, it is still an open problem. Instead, a
number of strategies updating the parameters alternatingly in
a block-coordinate descent fashion have been proposed.
4One of them is IP [13], [17]. It considers minimization
of (17) with respect to only one demixing filter, e.g., wkf ,
keeping everything else fixed. In this case, the following
closed-form solution exists,
wkf ← (W fV kf )
−1ek
e>kW
−HV −1kfW
−1ek
. (19)
The update is applied for k = 1, . . . ,M , in order.
IP2 is an improvement over IP whereas (17) is mini-
mized with respect to two demixing filter, e.g. wkf ,wmf ,
keeping everything else fixed [29], [30]. First, form P uf =
(W fV uf )
−1[ek em], and let V˜ uf = P HufV ufP uf , for
u = k,m. Then, the new demixing filters are given by
the generalized eigenvectors of the generalized eigenvalue
problem V˜ kfx = ϕV˜ mfx. The update is applied to pairs
of sources, e.g., for three sources: (1, 2), (3, 1), (2, 3), etc.
Finally, ISS updates the whole demixing matrix [31],
W f ←W f − vkfwHkf , (20)
where the mth coefficient of vkf is given by
vmkf =

wHmfV mfwkf
wHkfV mfwkf
if m 6= k,
1− (wHkfV kfwkf )−1/2 if m = k.
(21)
This corresponds in fact to an update of the kth steering
vector. This is performed for k = 1, . . . ,M , in order, once
per iteration.
III. ITERATIVE PROJECTION WITH ADJUSTMENT
We propose to perform an update that blends IP and ISS.
We completely replace the kth demixing filter, and, jointly,
we adjust the values of all other filter by taking a step aligned
with the current estimate of source k. This is implemented as
the following multiplicative update of the demixing matrix,
W ← T k(u, q)W , (22)
where u ∈ CM , q ∈ CM−1, and,
T k(u, q) = I + ek(u− ek)H + E¯kq∗e>k , (23)
with E¯k being the M×(M−1) matrix containing all canonical
basis vectors but the kth,
E¯k =
[
e1 · · · ek−1 ek+1 · · · eM
]
. (24)
Without loss of generality, we can assume W = I , since in
(17) it can be absorbed into the weighted covariance matrices
V kf and some constant factors. Note that we removed the
index f to lighten the notation, and because optimization of
(17) can be carried out separately for different f .
Plugging (22) into the IVA surrogate (17), we obtain
`2(u, q) =
∑
m6=k
(em + qmek)
HV m(em + qmek)
+ uHV ku− 2 log |detT k(u, q)|, (25)
and we want to find the optimal values of u and q, i.e.,
u?, q? = arg min
u∈CM ,q∈CM−1
`2(u, q). (26)
Input : W , V 1, . . ., V M
Output: Updated matrix W
for k ← 1 to M do
A← diag(. . . , wHkV mwk, . . .), m 6= k
b←
[
· · · wHkV mwm · · ·
]>
, m 6= k
V˜ ← ((WV kW H)−1)∗
C ← E¯>k V˜ E¯k
g ← E¯>k V˜ ek
z ← e>k V˜ ek − gHC−1g
q, λ← LQPQM(A,−A−1b,C,C−1g, z)
u← 1√
λ
V˜ (ek − E¯kq∗)
W ← (I + ek(uH − e>k ) + E¯kq∗e>k )W
Algorithm 2: UpdateIPA: Update sub-routine of AuxIVA
implementing IPA.
Albeit not convex, it turns out that the solution of this opti-
mization problem can be found efficiently. First, we show that
a closed-form solution for u as a function of q exists. Then,
plugging the expression for u back in the cost function, we
find that the optimal q is given by the solution of Problem 1.
This is formalized in Theorem 1. An efficient algorithm to
solve Problem 1 is described in the following section and the
final procedure is given in Algorithm 2.
Theorem 1. Let V 1, . . . ,V M be M Hermitian positive defi-
nite matrices. Then, the solution of (26) is as follows.
1) The optimal vector u? is given by
u? =
V −1k q˜k√
q˜HkV
−1
k q˜k
ejθ. (27)
where we defined q˜ for convenience as
q˜k = ek − E¯kq∗, (28)
and θ ∈ [0, 2pi] is an arbitrary phase.
2) The optimal q? is the solution to the following instance
of Problem 1,
min
q∈CM−1
(q +A−1b)HA(q +A−1b)
− log ((q −C−1g)HC(q −C−1g) + z) (29)
with
A = diag(. . . , e>k V mek, . . .), m 6= k, (30)
b =
[
· · · e>k V mem · · ·
]>
, m 6= k (31)
C = E¯
>
k (V
−1
k )
∗E¯k, (32)
g = E¯
>
k (V
−1
k )
∗ek, (33)
z = e>k (V
−1
k )
∗ek − gHC−1g. (34)
Proof. We prove the two parts of the theorem in order.
1) Let us take the derivative of (25) with respect to u∗, and
∇u∗L = V ku− T−1k (u, q)ek. (35)
5Equating to zero and multiplying by T−1k (u, q) from
the left, we obtain the following equations,
uHV ku = 1, (36)
(E¯
>
k + q
∗e>k )V ku = 0. (37)
We can find an equation for u by seeing (37) as a null
space constraint. Adding the extra equation ekV ku = η,
we have
(I + E¯kq
∗e>k )V ku = ηek, (38)
where η ∈ C is an extra variable. We can use the matrix
inverse lemma to give a closed form solution of u as a
function of q and η,
u = ηV −1k (I + E¯kq
∗e>k )
−1ek (39)
= ηV −1k
(
I − E¯kq
∗e>k
1 + e>k E¯kq∗
)
ek (40)
= ηV −1k
(
ek − E¯kq∗
)
= ηV −1k q˜k, (41)
where we used the fact that e>k E¯kq = 0. Now, we can
compute η from (36)
uHV ku = |η|2q˜HkV −1k V kV −1k q˜k = 1, (42)
and thus
η = ejθ
(
q˜HV −1k q˜
)−1/2
. (43)
Together with (41), this gives (27).
2) The proof of the second part follows from substituting
u? from (27) into the objective function (25).
a) By (36), the quadratic term in u equals one.
b) Now, we handle the log-determinant part. In Ap-
pendix A, we show that
det(T k) = u
Hq˜k. (44)
Substituting u?, we further have
|(u?)Hq˜k| =
∣∣∣∣∣∣ q˜
H
kV
−1
k q˜k√
q˜HkV
−1
k q˜k
∣∣∣∣∣∣ =
√
q˜HkV
−1
k q˜k.
(45)
Finally, with a little algebra, one can check that
q˜HkV
−1
k q˜k = (q −C−1g)HC(q −C−1g) + z.
c) As shown in Appendix B, the remaining quadratic
terms can be transformed into a standard quadratic
form as follows∑
m6=k
(em + qmek)
HV m(em + qmek)
= (q+A−1b)HA(q+A−1b)−bHA−1b+1>c,
(46)
where cm = e>mV mem, and 1 is the all one vector.
Removing the constant terms yields the proof.
IV. LOG-QUADRATICALLY PENALIZED QUADRATIC
MINIMIZATION
We will now provide an efficient algorithm to compute
the solution of Problem 1. It is interesting to take a look at
the landscape of one instance of the 2D problem as shown
in Fig. 1. Let us first try to give an intuitive and informal
description of the problem. The quadratic term of the objective
forms the familiar bowl shape, and the log-quadratic term
appears like someone pinched and pulled up the "fabric" of
the cost function in one point. The location of the "pinch",
described by offset vectors b and d, as well as the offset z in
the log, may create different patterns of stationary points. In
the 2D case of Fig. 1, we observe two "bowls", separated by
a kind of ridge, which is due to the log-quadratic term. There
are in fact only a finite number of stationary points, five in
Fig. 1, to be precise. In the rest of this section, we will make
precise this intuitive description, and give a procedure to find
the global minimum.
Since A (in Problem 1) is Hermitian positive definite, it has
a Cholesky decomposition, which can be inverted. This allows
to consider the following alternative form of LQPQM instead.
Problem 2 (LQPQM alternative form). Let U ∈ Cd×d be
Hermitian positive semi-definite, and v ∈ Cd.
min
y∈Cd
yHy − log ((y + v)HU(y + v) + z) (P2)
The two problems are equivalent, as we explain now.
Proposition 2. Let G be such that A = GHG. Further, let
y? be the optimum of (P2) with
U = G−HCG−1, and v = G(b− d). (47)
Then, the optimum of Problem 1 is
x? = G−1y + b. (48)
Proof. Let y = G(x− b), and substitute in (P1).
Proposition 3. The objective function of (P2) is bounded from
below and takes its minimum at a finite value.
Proof. See Appendix C.
The next two theorems fully characterize the solution of
Problem 1 and 2. Theorem 2 handles the case when the offset
vector v is zero (or b = d in Problem 1). There, the solution
can be obtained from the eigendecomposition of U . Note that
the eigendecomposition of U is equivalent to the generalized
eigendecomposition of A and B. When v 6= 0, the solution
can be computed by solving a secular equation as explained in
Theorem 3. An algorithmic instantiation of these two theorems
is provided by Algorithm 3.
Theorem 2 (Special Case, v = 0). The global minimum
of (P2) is characterized as follows. Let ϕ1 ≤ . . . ≤ ϕd
be the eigenvalues of U , and σ1, . . . ,σd, the corresponding
eigenvectors.
1) If z ≥ ϕd, the unique global minimum of (P2) is y? = 0.
2) If z < ϕd, the minimum of (P2) is given by
y? = ejθ
√
ϕd − z
σ˜HUσ˜
σ˜, (49)
62 0 2
x1
2
0
2
x 2
x 1x2
Fig. 1: The loss landscape of an instance of the 2D LQPQM shown with in
a 3D (left) and 2D (right) contour plots. The global minimum is indicated by
an × on the right figure.
where θ ∈ [0, 2pi] is an arbitrary phase. If ϕd > ϕd−1,
the global minimum is unique (up to the phase θ) and
given by σ˜ = σd. If the largest eigenvalue has multiplic-
ity k, then any linear combination σ˜ of σd−k, . . . ,σd
is a global minimum.
Theorem 3 (General Case, v 6= 0). Let U = ΣΦΣH be the
eigendecomposition of U , with Φ = diag(ϕ1, . . . , ϕd), where
ϕ1 ≤ . . . ≤ ϕd are the eigenvalues of U . Then, the unique
global minimum of (P2) is
y? = (λ?I −U)−1Uv (50)
where λ? is the largest root of the function f : R+ → R,
f(λ) = λ2
∑
m∈S
ϕm|v˜m|2
(λ− ϕm)2 − λ+ z, (51)
where v˜m are the coefficients of the vector v˜ = ΣHv, and S
is the common support of v˜ and the eigenvalues,
S = {m : ϕm|v˜m|2 6= 0}. (52)
Furthermore, the largest root is the unique root located in the
interval (max(ϕmax, z),+∞), where ϕmax = maxm∈S ϕm.
In this interval, f(λ) is strictly decreasing.
Because the optimal λ is restricted to an interval where f(λ)
is strictly decreasing, we may use a root finding algorithm such
as Newton-Raphson to compute it efficiently, Initialization
and stability aspects of the root finding are covered in Sec-
tion IV-C. The complete procedure for LQPQM is described
in Algorithm 3. Algorithm 4 is the sub-routine that solves the
secular equation.
A. Proof of Theorem 2
The special case, v = 0, leads to the simpler problem,
min
x∈Cd
yHy − log(yHUy + z). (53)
Equating the gradient to zero, and adding an extra non-negative
variable λ ≥ 0, we can obtain the following first order
necessary optimality conditions,{
Uy = λy,
λ = yHUy + z.
(54)
Input : A, b, C, d, z
Output: x, λ, solution to Problem 1
G← Cholesky(A)
U ← G−HCG−1
Φ,Σ← EigenValueDecomposition(U)
if b = d then
if z ≥ ϕd then
λ← z
y ← 0
else
λ← ϕd
y ←
√
ϕd−z
σHdUσd
σd
else
v˜ ← ΣHG(b− d)
µ← SolveSecularEquation
(
Φ
ϕmax
, v˜ϕmax ,
z
ϕmax
)
λ← µϕmax
y ← Σ(λI −Φ)−1Φv˜
x← G−1y + b
Algorithm 3: LQPQM
Solutions to this system of equations are stationary points.
• The trivial solution to (54): λ = z, y = 0.
• The eigenvalue/vectors of U also provide the solutions,
λ = ϕi, y = e
jθ
√
ϕi − z
σHi Uσi
σi, (55)
where θ ∈ [0, 2pi] is an arbitrary phase, for all ϕi ≥ z.
From (54), we can obtain yHy = (λ − z)/λ. Together with
the second equation in (54), we can rewrite the objective as a
function of λ,
g(λ) = − log λ+ λ− z
λ
. (56)
The derivative is
g′(λ) =
z − λ
λ2
, (57)
and g(λ) is thus decreasing for λ > z. Thus, if ϕd ≥ z, the
solution is given by the largest eigenvector (or eigenvectors if
the multiplicity of the largest eigenvalue is more than one).
Otherwise, the optimum is zero. 
B. Proof of Theorem 3
Equating the gradient of the objective of (P2) with respect
to y∗ to zero, we obtain the following equation,
y − U(y + v)
(y + v)HU(y + v) + z
= 0. (58)
As in the previous section, we isolate the quadratic term in a
second equation by adding the non-negative variable λ ≥ 0,
and obtain the following first order optimality conditions,{
U(y + v) = λy,
λ = (y + v)HU(y + v) + z.
(59)
7Solving for y, we obtain a solution as a function of λ,
y(λ) = (λI −U)−1Uv. (60)
Switching to the eigenbasis of U and substituting into the
second equation leads to
λ = ‖Φ1/2((λI −Φ)−1Φ + I)v˜‖2 + z (61)
= λ2
∑
m∈S
ϕm|v˜m|2
(λ− ϕm)2 + z. (62)
This gives us the necessary condition that f(λ) = 0 for any
stationary point of (P2). Now this equation may have multiple
roots, so we need to find the one with the lowest value of
the objective. It turns out that the value of the objective can
also be written as a function of λ only. First, we expand the
left-most factor of the second equation in (59) to obtain,
λ = yHU(y + v) + vHU(y + v) + z. (63)
From the first equation in (59), we have
yHU(y + v) = λyHy. (64)
Then, by (60), we find the second term
vHU(y + v) = vH(U(λI −U)−1U +U)v. (65)
Substituting into the second condition in (63) gives us
λ = λyHy + vH(U(λI −U)−1U +U)v + z. (66)
Using the eigendecomposition of U and rearranging terms,
yHy = 1−
∑
m∈S
ϕm|v˜m|2
(λ− ϕm) −
z
λ
. (67)
Finally, replacing into the objective, we obtain
g(λ) = 1−
∑
m∈S
ϕm|v˜m|2
(λ− ϕm) −
z
λ
− log λ. (68)
Thus, the optimal λ is the solution to the following optimiza-
tion problem,
min
λ∈R+
g(λ), subject to f(λ) = 0. (P3)
where f(λ) is defined in (51). In Fig. 2, we show the functions
g(λ) and f(λ) for the instance of LQPQM of Fig. 1. This new
problem is highly non-linear and the objective is not even
continuous. However, we can show that f(λ) only has a finite
number of roots and that the largest, λ?, has the minimum
value of the objective among them. In the next series of
lemmas, we characterize all the roots of f(λ). We show that
the value of the cost function decreases for increasing roots.
As a consequence, the largest root is the global minimum of
the cost function. In the following, to lighten the notation, we
assume, without loss of generality, that S = {1, . . . , d}.
Lemma 2. The function f(λ) has
1) no roots smaller or equal to z,
2) zero, one, or two roots in (z, ϕk), with ϕk being the
smallest eigenvalue larger than z, if such a root exists,
3) zero, one, or two roots in (ϕL−1, ϕL) for L = k +
1, . . . , d,
4) a unique root in the interval (max(ϕmax, z),+∞).
Proof. The proof proceeds by inspection of the first and
second derivatives of f(λ),
f ′(λ) = −2λ
∑
m∈S
ϕ2m|v˜m|2
(λ− ϕm)3 − 1, (69)
f ′′(λ) = 2
∑
m∈S
ϕ2m|v˜m|2
2λ+ ϕm
(λ− ϕm)4 . (70)
1) Follows from z − λ ≥ 0 in (0, z), and
λ2
∑
m∈S
ϕm|v˜m|2
(λ− ϕm)2 > 0, if λ > 0. (71)
2) In (z, ϕk), we have
f(z) > 0, f(ϕk − ) −→
→0
+∞, (72)
and because f ′′(λ) > 0 in this interval, the function
there is strictly convex with a unique minimum. If the
minimum is larger than zero, there is no root. If the
minimum is zero, there is one root. If the minimum is
less than zero, there are two roots.
3) In (ϕL−1, ϕL), we have
f(ϕL−1 + ) −→
→0
+∞, f(ϕL − ) −→
→0
+∞, (73)
and f ′′(λ) > 0, thus, f(λ) is strictly convex with a
unique minimum, as in 2.
4) In (max(ϕmax, z),+∞), f ′(λ) < 0 because ϕm > 0
for all m, and λ > max(ϕmax, z). In addition, we have
f(ϕmax + ) −→
→0
+∞, and f(λ) −→
λ→+∞
−∞,
and thus there is exactly one root in this interval. By 1),
the root is in (z,+∞) if z > ϕmax.
Corollary 1. The roots of f(λ) are strictly larger than 0.
Proof. By Lemma 2, 1), if f(λ) = 0, then λ > z ≥ 0.
Fact 1. The derivative of g(λ) is g′(λ) = 1λ2 f(λ).
Lemma 3. If f(λ) has roots 0 < λ1 ≤ λ2 in (ϕL−1, ϕL),
then, f(λ1) ≥ f(λ2).
Proof. From Fact 1, we know that the roots of f(λ) are sta-
tionary points of g(λ). Moreover, because f(λ) is convex with
a unique minimum in the interval, f(λ) < 0 for λ ∈ (λ1, λ2).
Thus, g′(λ) = 1λ2 f(λ) < 0 for λ ∈ (λ1, λ2), and the proof
follows.
Lemma 4. Let λ1 ∈ (ϕL−1, ϕL) and λ2 ∈ (ϕL+K , ϕL+K+1)
such that f(λ1) = f(λ2) = 0, for some L ∈ {1, . . . , d} and
K ∈ {0, . . . , d−L}. For convenience, we defined ϕ0 = z and
ϕd+1 = +∞. Then g(λ1) ≥ g(λ2).
Proof. First, we define two functions f¯A(λ) and g¯A(λ), that
are similar to f(λ) and g(λ), respectively, but with all the
discontinuous terms between λ1 and λ2 removed. Then, we
show that g¯A(λ) is decreasing in (λ1, λ2) with g(λ1) and
g(λ2) strictly above and below g¯A(λ), respectively.
80 1 2
0
f( ) (secular eq.)
g( ) (objective)
Cubic approx. of f( )
Fig. 2: The secular equation f(λ) corresponding to the 2D LQPQM in Fig. 1,
its objective g(λ), and the cubic polynomial used for the initialization of the
root finding. The optimal λ? is the largest root of f(λ).
Input : Φ, v˜, z
Output: Largest zero of f(λ)
λ← InitCubicPoly(ϕmax, v˜max, z)
λ← max(λ, z)
while |f(λ)| >  do
µ← λ− f(λ)f ′(λ)
if µ > ϕmax then
λ← µ
else
λ← ϕmax+λ2
Algorithm 4: SolveSecularEquation. The sub-routine InitCu-
bicPoly returns the largest real root of the cubic polynomial
(81).
Let A = {L, . . . , L+K} and define
fA(λ) = λ2
∑
m∈A
ϕm|v˜m|2
(λ− ϕm)2 ≥ 0 (74)
gA(λ) = −
∑
m∈A
ϕm|v˜m|2
(λ− ϕm)
{
> 0 if λ < ϕL
< 0 if λ > ϕL+K
(75)
Then, let f¯A(λ) = f(λ)−fA(λ), and g¯A(λ) = g(λ)−gA(λ).
Note that these two functions are continuous in (λ1, λ2). Since
fA(λ) ≥ 0, we have
f¯A(λp) ≤ f(λp) = 0, for p = 1, 2. (76)
Together with Lemma 2, this means that f¯A(λ) has two roots
in (ϕL−1, ϕL+K+1), or just one if ϕL+K+1 = +∞. As a
consequence, g¯′A(λ) =
1
λ2 f¯A(λ) < 0 for λ ∈ (λ1, λ2). And,
thus, g¯A(λ) is strictly decreasing on this interval.
Then, because gA(λ1) > 0 and gA(λ2) < 0, we have
g(λ1) > g¯A(λ1), and, g(λ2) < g¯A(λ1), (77)
respectively. Finally, because g¯A(λ) is strictly decreasing in
the interval,
g(λ1) > g¯A(λ1) > g¯A(λ2) > g(λ2), (78)
which concludes the proof.
C. Root finding
The solution to the general problem (P2) is given by the
largest root of f(λ), from (51). We have shown that the root
is in (max(ϕmax, z),+∞), and we can thus use a root finding
algorithm to find it. Several methods are possible, but we opt
for Newton-Raphson,
λt ← λt−1 − f(λt−1)
f ′(λt−1)
, t = 1, . . . , T, (79)
where f ′(λ) is given in (70). With a good enough starting
point λ0, this method converges in just a few iterations.
1) Initialization: Because the inverse square terms in f(λ)
decay quickly, when λ > ϕmax, we can approximate
f(λ) ≈ λ2ϕmax|vmax|
2
(λ− ϕmax)2 − λ+ z (80)
where ϕd is the largest eigenvalue. Note that this approxima-
tion is guaranteed to have its largest zero in the same interval
as f(λ), which is important for Newton-Raphson. Equating to
zero and multiplying by (λ−ϕmax)2 on both sides leads to a
cubic equation in λ (see also Fig. 2),
− λ3 + (ϕmax|v˜max|2 + 2ϕmax + z)λ2
− (ϕmax + 2z)ϕmaxλ+ ϕ2maxz = 0. (81)
Cubic equation have three solutions including at least one real,
and two possibly complex. We will thus use the largest real
solution as a starting point for the root finding.
2) Numerical Stability: When the eigenvalues are large,
computation of (λ− ϕm)−2 may lead to an overflow, jeopar-
dizing the algorithm. Instead, we consider
fˆ(µ) =
1
ϕmax
f(ϕmaxµ) = µ
2
∑
m
ϕˆm|vˆm|2
(µ− ϕˆm)2−µ+zˆ, (82)
with ϕˆm = ϕm/ϕmax, vˆm = v˜m/ϕmax, and zˆ = z/ϕmax.
We can find the largest root of fˆ(µ) = 0, µ∗, according to
Lemma 2. Then, the largest root of f(λ) is λ∗ = ϕmax µ∗.
V. NUMERICAL EXPERIMENTS
The effectiveness of the proposed IPA updates for AuxIVA
is compared to that of competing methods: IP [13], ISS [25],
and IP2 [29], [30]. The experiments are done on simulated
reverberant speech mixtures and the performance is evaluated
in terms of scale-invariant signal-to-distortion and signal-to-
interference ratios (SI-SDR and SI-SIR, respectively) [44]. We
evaluate different numbers of sources/microphones and signal-
to-noise ratios (SNR).
A. Setup
We simulate 100 random rectangular rooms with the
pyroomacoustics Python package [45]. The walls are be-
tween 6 m and 10 m long, and the ceiling from 2.8 m to 4.5 m
high. Simulated reverberation times (T60) are approximately
uniformly sampled between 60 ms and 450 ms. Sources and
microphone array are placed at random at least 50 cm away
from the walls and between 1 m and 2 m high. The array is
circular and regular with 2, 3, 4, or 5 microphones, and radius
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Fig. 3: Box-plots of the final SI-SDR (left) and SI-SIR (right) values after a
hundred iterations. From top to bottom, the SNR is 5dB, 15dB, and 25dB.
In subplots, from left to right, the number of sources goes from two to five.
such that neighboring elements are 10 cm apart. All sources
are placed further from the array than the critical distance of
the room — the distance where direct sound and reverberation
have equal energy. It is computed as dcrit = 0.057
√
V/T60 m,
with V the volume of the room [46]. Uncorrelated Gaussian
noise with variance σ2n is added to the microphone inputs. The
source signals are normalized to have equal variance σ2s at the
first microphone, and σ2n chosen so that the SNR, defined as
SNR = Mσ2s/σ
2
n, where M is the number of sources, is 5 dB,
15 dB, or 25 dB.
The simulation is conducted at 16 kHz with concatenated
utterances from the CMU Arctic corpus [47], [48]. We use
an STFT with a 4096-points Hamming analysis window and
3/4-overlap. Reconstruction uses the optimal synthesis win-
dow [49]. All algorithms are run for 100 iterations and with
the microphone signals as initial source estimates. Because IP2
and IPA update twice as many parameters per iteration than
IP and ISS, each of their iteration is counted twice, so that the
total number of parameter updates are about the same for all
algorithms. The scale of the output is restored by minimizing
distortion with respect to the first microphone [50], [51].
B. Results
First, we compare the final value of the SI-SDR and SI-
SIR after 100 iterations. Fig. 3 shows box-plots for different
numbers of sources and SNR. In all cases, the proposed
IPA updates attain the same or a higher final performance.
For larger number of sources and lower SNR, especially, we
observe that IPA performs clearly better, even compared to
IP2. For two sources, IP and ISS have slightly higher final
SI-SIR values. This is due to IP and ISS converging slower,
but also overshooting in terms of SI-SIR, as seen in Fig. 4.
Next, we look at the convergence of the SI-SIR as a function
of the number of iterations and runtime. Fig. 4 shows the
results for SNR 25 dB. This is where IPA really shines as
it outperforms all other methods for all number of sources.
In terms of number of iterations, IPA is closely tied to IP2
for 2 and 3 Microphones. But when the x-axis is scaled
according to the runtime of one iteration (for 1 s of input
signal, the so-called real-time factor), then IPA converges
faster overall. In the two source cases, IP2 performs globally
optimal minimization of the surrogate function (17), and it
is thus surprising that IPA seems to converge faster. This
might suggest some subtle effects in the minimization of the
underlying objective function (10) that we believe deserve
further study. For four and five sources, IPA converges more
than twice faster than IP2, which makes it a good candidate
for high performance implementations.
VI. CONCLUSION
We proposed a new algorithm for the MM-based inde-
pendent vector analysis algorithm AuxIVA. Unlike previous
methods that only update parts of the demixing matrix at a
time, we introduced iterative projection with adjustment (IPA)
that updates the whole demixing matrix with a multiplicative
update. In the derivation of the IPA update, we stumbled upon
a generic optimization problem that we call log-quadratically
penalized quadratic minimization (LQPQM). Despite being
non-convex, its global minimum can be computed efficiently.
To the best of our knowledge, this problem had not been
solved before. We assessed the performance of AuxIVA with
the IPA updates in numerical experiments with simulated
reverberant speech mixtures. We found IPA to outperform all
other methods in terms of convergence speed, both for iteration
count and runtime, significantly so for four sources and more.
In future work, we hope to evaluate the impact of IPA
updates on more source models, e.g. in ILRMA [21], and in the
overdetermined [25], [30] and underdetermined [52] regimes.
Another interesting question is whether LQPQM is applicable
in other contexts. The log-penalty suggests it might be useful
for barrier-based interior point methods. Another possibility is
the maximization of the information theoretic capacity subject
to a quadratic penalty or constraint [53].
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APPENDIX A
DETERMINANT OF T k
The proof uses the matrix determinant lemma, and the fact
that e>k E¯kq = 0 several times,
det(T k) = det(I + ek(u− ek)H + E¯kq∗e>k )
= det
(
I2 +
[
uH − e>k
e>k
] [
ek E¯kq
∗
])
= det
([
u∗k u
HE¯kq
∗
1 1
])
= uH(ek − E¯kq∗).
(83)
APPENDIX B
QUADRATIC FORM
Let am = ekV mek, bm = emV mek, cm =
e>mV mem, and 1 be the all one vector. Further let A =
diag(. . . , am, . . .), m 6= k. Then,∑
m6=k
(em + qmek)
HV m(em + qmek)
=
∑
m 6=k
am|qm|2 + (b∗mqm + bmq∗m) + cm
= qHAq + (bHq + qHb) + 1>c
= (q +A−1b)HA(q +A−1b)− bHA−1b+ 1>c.
APPENDIX C
PROOF OF PROPOSITION 3
We can lower bound the objective in (P2) as follows
yHy − log (yHUy + 2Re{yHUv}+ vHUv + z)
≥ ‖y‖2 − log(a‖y‖2 + b‖y‖+ c), (84)
where a = λmax(U) is the largest eigenvalue of U , b =
2‖Uv‖, and c = vHUv + z. We used the spectral norm of
U to bound the quadratic term, and Cauchy-Schwarz for the
linear term. Thus, we can equivalently study the real function
f(x) = x2− log(ax2 +bx+c), of x ≥ 0, with a > 0, b, c ≥ 0.
One can show that the stationary points of this function are
the zeros of a third order polynomial. Thus, by the properties
of cubic polynomials, f(x) has either one or three stationary
points. Furthermore f(x) → +∞, when x → +∞, since
the quadratic term grows faster than the log decreases. Thus,
with a single stationary point, f(x) is strictly decreasing to a
minimum, and then increasing. With three stationary points,
it must be strictly decreasing, increasing, decreasing, and
increasing, with two minima and one maximum. By continuity,
in both cases, f is bounded from below. 
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