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Many papers have been devoted during recent years to the study of a mushy region in the Stefan problem. This notion follows from the definition of a generalized solution of the Stefan problem. It characterizes the appearance of the set of nonzero measure, where the temperature of the material coincides with the melting temperature.
The first examples of the appearance of the mushy region in a generalized solution were constructed by Meirmanov [1] and Primicerio [2] . The main cause of it was the presence of the internal heat sources. For a one-dimensional homogeneous Stefan problem, the dynamics of the mushy region were investigated by Meirmanov [3] . He found the requirements on boundary conditions, producing the disappearance of the mushy region after finite time. The measure of the mushy region in a onephase Stefan problem was estimated by Gustafsson and Mossino [4] , Rogers and Berger [5] made the first attempt to investigate the behavior of the mushy region in a multidimensional two-phase Stefan problem. They proved the nonincrease of the mushy region in the homogeneous Stefan problem with constant Dirichlet data and almost uniformly continuous initial data.
In this paper, we generalize the results of [5] : for an arbitrary bounded solution of the Stefan problem the mushy region is nonincreasing in time in a sense of the theory of sets. This result takes place for the nonhomogeneous Stefan problem under some conditions on the behavior of a heat source in the mushy region.
We deal with a bounded generalized solution of the Stefan problem:
Ut-A0 = f(U) in domain QT = Q x (0, T),
U\t=0=U0(x).
Here Q c RN is the bounded domain with piecewise smooth boundary <9Q, and © = x(U), where x is the nondecreasing Lipschitz-continuous function with X{U) = 0 when U 6 {-L, 0).
By mushy zone in physical variables we shall understand a set M = {(x,t):xeQ, te(0,T),
Theorem. Assume that the function / is uniformly Lipschitz-continuous: \f{sx) -f{s2) I </,|s, -s2| for every s{, s2 eR.
Then the following statements are equivalent:
(ii) for every @gLoo(9Qx(0, T)), U0 £ L^Sl) the mushy region in a bounded generalized solution of the problem (1) [1] and [2] about the appearance of the mushy region in the nonhomogeneous Stefan problem.
Proof. A logical statement (ii) => (i) is obtained as a corollary of results
The proof of the main statement of the theorem is based on the consideration of the time-discrete Stefan problem with smooth initial data:
with U0 e C'(£2) and 0 e L°°(dQ x (0, T)).
Then we consider an auxiliary family of regularized nonlinear discrete problems (2J obtained by smoothing the function x ■ Here approximate functions x£ are twice-continuously differentiable monotonous functions such that k>x'e(s)>e, |^e(5) -x(j)| < Ce, for every e e R .
The problem (2J has the classical solution
Ue(x, t) -U"+l(x) for t e [r«, x{n + 1)], n = 0, 1, ... , N -1, and U" € C2(Q/) for every y > 0, where Q' = {x e Q : p(x, dD.) > y} , if t/, < 1 . Using the standard methods we obtain estimates uniform in e , r :
or every y > 0 . The first term in the left side of this identity, denoted by Ix , may be rewritten as follows:
Jn V n=1 J
Taking the limit as S -> 0, we easily obtain that lim/f> [ (|fm+1| -\v°\)(pdx.
<5-0 ~ Ja
Applying integration by parts, we can rewrite the second term (/2) as follows: which yields the estimate (4) and completes the proof of Lemma 1.
With the help of (3), (4) we can take the limit as the regularized parameter e -» 0. As a result we obtain the solution UT of the time-discrete Stefan problem (2) almost everywhere in the set {x e Q : U"+\x) e (-L, 0)}. We denote Mn+X = {x 6 Q : Un+\x) 6 (-L, 0), Ax{Un+l{x)) = 0}.
Let x be an arbitrary point from M"+1 . We suppose that U"{x) {-L, 0), for example, Un(x) > 0. Then Un+\x) > t(f(Un+\x)) -/(0)) > -xf{\U"+\x)\ and 1 < i/[ . Choosing r < 1 //, , as above, we obtain the contradiction with the latter expression. Thus, U"(x) £ (-L, 0) and the measure of Mn+l \Mn is equal to zero. This completes the proof of the main statement of the theorem for the time-discrete Stefan problem (2) .
Let ur be a linear interpolation along time of the function Ux:
The results of [6] and estimates (3), (5) 
With the help of (5), (6) we can choose the subsequence u^ such that lim u" = lim U" -U(x, t)
in the norms of the spaces CQ(0, T; L,(Q' )), a < 1/2, and L2(QT). Therefore, taking the limit as /? | 0 in the integral identity
for any (p from C ' (Qr) such that <p(x, T) = 0 and 9>|anx(0 T) = 0, we observe the function U to be a generalized solution of the Stefan problem (1).
Since the sequence UT converges to the function U uniformly over the section {t -const} we complete the proof of the main statement of the theorem for the problem (1) with smooth initial data.
We may abandon a requirement as to the smoothness of initial data with the help of the following lemma.
Lemma 2. The generalized solution U is stable in the space Lj(Q) with respect to the variation of the initial data: If U(x, t) is the solution of Eq. (1) with the boundary-initial data
Jn Jq Corollary 1. Suppose 0 s L°°(<9Q x (0, T)), U0 e L^Q.), and the requirements of the theorem and statement (i) for the function / are fulfilled. Then the mushy region of the bounded generalized solution U of the problem (1) may be described in the following way: there exists a nonnegative function G: Q. -* R U {+00} such that M -{(x, t): x e M{0), 0 < t < G(x)} .
For every x € M(0) on the interval t e [0, G(x)) the function U is a solution of the Cauchy problem: Ut = f(U), U\t=0 = U0(x).
The first statement of Corollary 1 follows immediately from the theorem. We prove the second statement, at first, as in the theorem, for the time-discrete Stefan problem (2) . The convergence of the sequence Ux to the solution U completes the proof of Corollary 1.
Using Corollary 1 we can sometimes find the upper bound of the function G, i.e., show that the mushy region has disappeared after a finite time.
Corollary
2. Let the requirements of Corollary 1 be fulfilled and let there exist s0 £ (-L, 0) and a > 0 such that f(s) > a for every 5 € (50, 0) and U0{x) > s0 for every x £ M{0). Then G(x) < -s0/a .
