The fast increase of the routing table size in the default-free zone (DFZ) is a major concern for the scalability of the Internet and a threat for its effective operation in the future. Proposals exist to modify the current routing architecture in order to decelerate the growth of the routing tables in the DFZ, but they are difficult to deploy. The locator/identifier split (Loc/ID) principle is significantly different from routing and addressing in today's Internet, but it is expected to improve routing scalability. We explain its basic idea, address interworking issues, point out design options, and review current implementation proposals.
Introduction
The Internet is the nervous system of today's modern society and vital for its operation and evolution. However, it was never planned as such but rather evolved from a small ARPA testbed between a few research sites to an ever growing interconnection of all kinds of networks. Its simplicity and initial successful services like email, file transfer, and the world wide web fostered its fast deployment before highly complex services like peer-to-peer (P2P) applications, service-oriented architectures (SOA), or content distribution networks (CDN) entered the scene. The original Internet was designed for interconnection of a manageable number of hosts that were attached to a growing but conceptually rather static network topology. This is no longer the case since today all sorts of devices are interconnected over the Internet protocol (IP), many Internet service providers (ISPs) compete for customers causing modifications of the logical topology with each customer change, and mobile devices require fast support by local networks when hopping from one to another. To meet the changing requirements, several mechanisms have been changed or added, e. g., the domain name system (DNS) has been introduced to decouple names from addressing, the border gateway protocol (BGP) to make routing more scalable, the transmission control protocol (TCP) to avoid a congestion collapse, and mobile IP to accommodate nomadic users. The Internet was always subject to changes that were pushed by the insight that its future operation was at risk or at least its further expansion was hampered. An excellent overview is given in [6] .
Currently, we witness movements towards fundamental changes in the Internet, at least for newly deployed infrastructure. In spite of BGP, interdomain routing does not scale anymore. Too much information needs to be exchanged between border routers, their routing tables become larger and larger, and it is not clear whether router technology can keep pace with the growth of the routing tables and increased traffic volumes in the future at reasonable costs. Therefore, operators and router vendors have already recognized the need for a new change of the interdomain routing system and the Routing Research Group (RRG) of the Internet Research Task Force (IRTF) [9] provides a forum to discuss problems and proposals.
This paper gives an introduction into the problems and summarizes some of the current ideas to overcome them. Section 2 briefly reviews routing in today's Internet and Section 3 explains why it does not scale. Section 4 describes ideas to decelerate the growth of the routing table sizes in today's Internet architecture. Section 5 presents the locator/identifier split (Loc/ID), interworking issues, design options and first proposals. Finally, Section 6 gives a short conclusion.
Routing in Today's Internet
The Internet is an interconnection of multiple autonomous systems (ASes) using IP as the common base to exchange messages. IP networks use destination-based forwarding, routers look up the next hop for a packet in their forwarding information bases (FIBs) which are derived from their routing tables. The FIB entries consist of address prefixes and next hops. The longest prefix match for a destination address determines the interface over which the packet is transmitted. A default route can be provided that is taken when no matching prefix is found.
Each AS may use its own method to generate entries in the routing tables. Basically, they assign administrative costs to all links within the AS and forward the traffic along least-cost paths. This is mostly realized by distributed routing protocols like OSPF or IS-IS. For larger ASes, a subdivision of the network into several routing areas helps to manage the routing complexity and to keep intra-domain routing scalable.
To reach nodes in other ASes, inter-domain routing uses the border gateway protocol (BGP). Each BGP router tells its neighbors which destination prefixes can be reached over its own network and also provides a list of ASes that need to be traversed on the path towards the destination AS. Therefore, BGP is called a path vector protocol. Routers in edge networks usually have a manageable number of prefixes in their routing tables and packets to unknown destinations are forwarded to a default router. However, BGP routers in the core of the Internet do not have default routes. They constitute the so-called default-free zone (DFZ) of the Internet. The DFZ routers need an entry for each prefix that should be reachable in the Internet and, as a consequence, their routing table size increases with the number of reachable prefixes.
The early Internet consisted of a relatively small number of ASes and customer edge networks that were only sparsely connected. Each AS was assigned a rather large chunk of the available IPv4 class A, B, or C addresses. The corresponding class prefixes were announced individually into the interdomain routing system. It soon became evident that this practice leads to address exhaustion because most of the assigned class A and B address space is never used. The address space of a class C network is often too small for a company or institution such that they need several of them. This heavily burdens the routing tables because each of the many (about 2 millions) and long class C prefixes requires a separate entry in the routing tables of the DFZ. The problem was alleviated by the introduction of classless interdomain routing (CIDR) in 1993 which removed the strong classification into class A, B, and C addresses. CIDR allows IP address assignment on a more fine grained level, i. e., the address space of a single class A or B address can be assigned in small portions to various customers. In addition, prefix aggregation is possible, i. e., ISPs announce only one short prefix to BGP instead of multiple longer prefixes when these prefixes cover a contiguous address block.
The Scalability Problem
Currently, we observe that the number of entries in the routing tables of the DFZ is increasing at an alarming rate. Figure 1 shows that the growth rate is quadratic or even exponential. To cope with larger routing tables, routers need to be more powerful. Advances in routing technology might be able to compensate the increased routing tables, but this can only be achieved at disproportionately high costs.
When the Internet finally runs out of IPv4 addresses, the introduction of IPv6 eventually brings an almost unlimited number of IP addresses. This solves the problem of address depletion, but routing tables are going to grow even more because the vast amount of available IPv6 addresses require even more prefixes to be announced in the DFZ. Experts discussed and analyzed this problem at the IAB Workshop on Routing and Addressing [16] and came to the following conclusions. The main causes for the current growth rate of the routing tables in the DFZ are the use of provider-independent addresses, multihoming, traffic engineering for edge networks, and countermeasures against prefix hijacking. In the following, we explain these issues in more detail.
Provider-independent addressing
The IP address space can belong to providers or to customers. In the first case, the addresses are called provider-aggregatable (PA). The provider rents subspace, i. e. prefixes, to customers for the duration of their contract, but remains the owner of the IP addresses. When the contract is over, the provider rents the prefixes to other customers. This has no impact on interdomain routing because packets to theses prefixes are still routed into the same AS. PA addresses limit BGP change rates and the fragmentation of the address space, i. e., they preserve the aggregation of IP addresses such that short prefixes continue to be announced through BGP. However, when a company using PA address space changes its provider, all computers and devices in that company must be renumbered to the address subspace of its new provider. This is a time-consuming and expensive task. Hence, companies prefer to obtain their own address space, i. e. so-called provider-independent (PI) addresses. This allows them to easily change providers without renumbering. For the global routing system, a provider change for PI addresses means a BGP update. In addition, the moved prefix possibly cannot be aggregated with other addresses in the AS of the new provider and needs to be announced separately to BGP which increases the number of entries in the interdomain routing tables.
Multihoming for increased reliability
Customers like to be connected to more than one ISP to increase the reliability of their Internet connection. In case that the connection to one ISP fails, their traffic can be switched to the other ISPs. This requires that different paths towards these prefixes need to be announced to BGP to make the customer network reachable over multiple providers. This leads to several entries for a single prefix in the BGP routing tables.
Multihoming for traffic engineering
Customers with PI-addresses may wish to use different providers for service differentiation. They subdivide their address space into smaller chunks each of them serving a different purpose and being attached to a different provider. In addition, multihoming may be used for load balancing purposes. As a result, the address space is split and several longer prefixes are announced via different providers to BGP.
Countermeasure against prefix hijacking
IP's destination-based forwarding uses the longest prefix match principle, i. e., when several prefixes in the FIB match the destination address of a packet, the packet follows the route specified for the longest prefix. Malicious ASes may inject prefixes they do not own. If they are more specific than other prefixes, they attract the traffic. To avoid this risk, ASes like to announce the longest possible prefixes which are 24 bits long at least for most important services such as DNS. This also leads to an increase of the routing table sizes in the DFZ.
Tuning BGP and Simple Overlays
The size of the Internet, its inevitable changes, and failures lead to a large rate of BGP update messages stressing router CPUs. As this rate is increasing, many proposals have been made to modify BGP in order to reduce it [1; 3; 19; 22] . The current BGP system cannot be adjusted to be truly scalable in terms of routing table sizes. Routing schemes with preferably logarithmic scalability in network size are desired to allow for almost unlimited future growth of the global Internet and a lot of research has been done on that topic. Unfortunately, it has been shown that logarithmic scaling on Internet-like topologies is impossible in the presence of topology dynamics and/or topologyindependent addressing [11] .
Any routing mechanism replacing BGP, possibly on a flag day, is almost impossible to deploy in the widely distributed Internet. Therefore overlay architectures have been proposed which leave the current BGP system in place, but take most of the load away from it. They shrink the routing tables to make interdomain routing more scalable. We explain two fundamentally different ideas for that purpose.
Aggregation proxies
With aggregation proxies, ISPs announce some of their supported prefixes not via BGP, but only to special aggregation proxies. An aggregation proxy receives many long prefixes and announces aggregated and shorter prefixes to BGP. Packets in the DFZ are carried to this aggregation proxy, which tunnels them to the ISPs that announced the longer prefix to the aggregation proxy. The aggregation proxy in Fig. 2 receives the long prefixes X.Y.0/24, X.Y.1/24, X.Y.2/24, and X.Y.3/24 and announces the prefix X.Y.0/22 to BGP. Therefore, it receives the traffic addressed to these destinations and forwards it to them over a direct tunnel to the border router of the corresponding networks. In our Figure 2 The aggregation proxy announces a short prefix instead of many long prefixes. Packets addressed to the long prefixes are routable in the DFZ, but are forwarded to the aggregation proxy which tunnels them to their destination network. simple example, the routing table size in the DFZ is reduced by 3 entries. However, packets in the DFZ destined towards the long prefixes are always carried via an aggregation proxy. This kind of triangle routing possibly leads to longer paths compared to the shortest AS-path or the normal BGP path. Thus, path prolongation is the cost of aggregation proxies. Furthermore, networks should be customers of aggregation proxies or peering partners. Hence, this concept also requires substantial economic support for effective deployment. Several aggregation proxies may exist for the same prefix. The Core Router-Integrated Overlay (CRIO) implements this concept and [25] gives insights into tradeoffs like routing table size reduction vs. path length prolongation and many more.
Lookup system for nonroutable prefixes
Another concept is to retain long prefixes from BGP and to record them in a DNS-like lookup system together with a router having a routable address and being part of the destination AS. As a result, the long prefixes are not routable in the DFZ, but the lookup system knows a router from which corresponding packets can be forwarded without interdomain routing information. This concept is depicted in Fig. 3 . If a router in the DFZ does not find an entry for the destination address of a packet in its routing table, it queries the lookup system for a tunnel endpoint into the destination AS and forwards the packet over that tunnel. After decapsulation in the destination AS, the packet can be forwarded via intradomain routing. The tunneling route reduction protocol (TRRP) [7] implements this idea. It requires the introduction of a mapping service, and the DFZ routers must be changed to perform the lookup and tunneling. The solutions in Section 5 are similar, but they do not require an upgrade of the DFZ routers.
Discussion
The presented methods leave today's routing system and in particular the meaning of the IP addresses basically as they are, but they still require changes to the Internet that are only hard to deploy.
The Locator/Identifier Split
The locator/identifier split (Loc/ID) concept has been implemented by various proposals using different nomenclature and technical realizations. We first give some motivation for Loc/ID. Then we explain the actual concept in a general way and discuss interworking issues and design options. This is an original contribution of this paper. It shows that many interworking and design options are rather a property of Loc/ID itself than a property of the specific implementation. Finally, we look at implementation details of current proposals.
Motivation
Experts analyzed the current Internet structure and many agreed that a complete redesign of the routing architecture may be needed [16] . The current approach cannot scale, because the IP addresses have two different functions. They determine the position of a node within the Internet topology, i. e., they serve as locators for routing purposes. In addition, they also serve as node identifiers. The scalability of interdomain routing is based on hierarchical structures since an ISP can aggregate many long prefixes and announce them as a single short prefix.
To take advantage of that principle, locators must be assigned according to the topology and should change only if the topology changes. In contrast, end users see IP addresses as identifiers and prefer to keep them if they change providers. This observation proposes a locator/ identifier split (Loc/ID), such that locators can be easily changed without renumbering the devices in the network of a customer when he moves to a different provider. Identifiers should be used only to give names to devices [13] . The actual split is often made at the network edges, and hence, identifiers are also used for routing in the local routing domain. Only few proposals use local locators for that purpose [15] .
Basic Idea
Loc/ID is a two-level routing architecture. Figure 4 shows that there is only a single upper layer domain (global routing domain), but there are many local routing domains (intradomains) in the lower layer. Routing in the upper layer is based on locators while routing within the lower layer is based on identifiers. As long as communicating entities are in the same local routing domain, only their identifiers are needed to exchange messages. Communication between entities in different local routing domains is more complex. Local routing domains have gateways towards the global routing domain. These gateways are part of the global routing domain and have own locators. A packet with a destination identifier outside the local routing domain is forwarded to such a gateway. The source gateway determines the locator of the destination gateway by some mapping service and adds this locator to the packet. Then, the packet is carried through the global routing domain according to the locator to the destination gateway. The destination gateway strips off the locator and the packet is forwarded according to its destination identifier.
Provider Change by Customer
When a customer changes its provider and connects its network to a different gateway, it can keep all the identifiers in its network as they are and there is no need for renumbering. Only the mapping service needs to be updated about the locator change.
Mobility
Mobility requires that nodes can move from one network to another while being reachable and without changing IP addresses on the transport layer. The latter is important for the maintenance of TCP connections. In theory, this could be achieved with Loc/ID, but this implies two major challenges. First, updates of the mapping system must be fast enough, and/or the gateways must implement handover functionality. Second, the IP addresses of the visiting nodes must be routable in the visited domain. The identifier space usually reflects some structure of the local routing domain to improve the routing scalability. Therefore, it is rather hard for the routing in the visited local routing domain to quickly integrate the address of the visiting node. This is due to the fact that identifiers are also used as local locators. Currently, a major opinion is that other mechanisms like mobile IP should be used for mobility support, but certainly tradeoffs need to be considered.
Traffic Engineering
Apart from the improved flexibility, Loc/ID also opens new possibilities for interdomain traffic engineering [20] . Local routing domains can be multihomed and have several gateways and locators. This entails degrees of freedom for load balancing supported by the mapping service.
Interworking with the legacy Internet
We assume that the current legacy Internet evolves to the future upper layer domain, but it is certainly also possible to think of the legacy Internet being one of many local routing domains in the future Internet. For interworking with the legacy Internet, identifiers and locators should be IPv4 or IPv6 addresses. Here, we do not distinguish between IPv4 and IPv6 and think of one common IP address format. The address spaces of locators (including the legacy Internet) and identifiers must be disjoint to avoid ambiguities be- Figure 5 Nodes in a local routing domain communicate directly with legacy nodes as the gateway just forwards the packets. In the reverse direction proxy gateways attract traffic with destination in local routing domains and add locators to guarantee that they reach the correct local routing domain.
tween devices in the legacy and the future Internet. A simple solution uses proxy gateways in the upper level domain, i. e., in the legacy Internet. They announce all identifier prefixes into BGP. Therefore, the identifier address space should be aggregatable to avoid additional significant growth of the routing tables. When a legacy node sends a packet to a node in some local routing domain, it can use the identifier of that node as destination address because then the packet is carried to a proxy gateway. The proxy gateway requests the locator for the destination identifier from the mapping service and adds the destination locator to the packet. Hence, the proxy gateway performs the same operation as a common source gateway. Then the packet is eventually delivered to the correct destination gateway where the destination locator is removed. From there the packet is forwarded to its destination within the local routing domain using only the destination identifier. Communication from a node in the new part of the future Internet to the legacy part is even simpler. A packet from a local routing domain is addressed to a node in the legacy Internet. As the destination address is not part of the local routing domain, the packet is forwarded to a source gateway. The gateway realizes that the address is part of the legacy Internet and, therefore, the packet can be forwarded in the upper layer domain without any modification. Proxy gateways in this context and aggregation proxies used for BGP tuning look similar, but there is a subtle difference. While proxy gateways can basically attract all traffic addressed to globally non-routable identifiers, aggregation proxies attract only traffic whose prefix lies within their aggregation ranges.
The other solution for interworking with legacy networks is network address translation (NAT). A node of a local routing domain in the future Internet can send a packet addressed to some node in the legacy Internet. The gateway detects this and performs NAT. More specifically, it translates its source identifier to a locator address belonging to the gateway and forwards the packet to the destination in the legacy Internet. Potential answers are returned to the gateway which translates its own locator in the address field of the packet to the initial source identifier and forwards the packet to the local routing domain. Communication in the reverse direction can be more complex, depending on the actual implementation.
Design options for locator/identifier transport
The general idea does not require a special technique for the source gateway to add a locator to a packet. Two major alternatives exist: encapsulation and address rewriting. In case of encapsulation, the source gateway tunnels the packet addressed to the destination identifier in another packet addressed to the destination gateway locator, and the destination gateway decapsulates the packet. This is known as the map-and-encap paradigm [16] . Although the overlay solutions in Section also use tunneling, they are significantly different as they do not implement the Loc/ID approach.
In case of address rewriting, there is a 1 : 1 mapping from local addresses (identifiers) to global addresses (locators). Gateways replace the local source and destination addresses of outgoing packets by their global addresses, and for incoming packets the reverse operation is performed. Note that this kind of address rewriting is different from today's network address translation (NAT) for private networks. It is stateless and, therefore, relatively simple. In particular, nodes within a local routing domain are reachable from outside by their global addresses. A provider change implies a locator change which results in a modified global address, but renumbering of the nodes in the affected local routing domain is not needed.
Packet en-and decapsulation costs CPU cycles on routers and encapsulation can cause problems with maximum transfer units (MTU) and/or packet fragmentation. Address rewriting can also be expensive. Depending on the implementation, an additional header is added to record the identifiers. In IPv4, additional headers cause packets leaving the fast-path of a router and being processed by the router's CPU which can severely impact its performance.
Design options for the mapping service
There are even more design options to implement the mapping service. It can be a single server or a server overlay where each server keeps the locator-identifier mapping for the entire identifier address space [10] . However, this information may also be partitioned among many servers taking advantage of some hierarchical structure in the identifier address space to facilitate effective information retrieving [2; 5] . As an alternative, a distributed hash table may be used for that purpose [14] . It is obvious that communication overhead between the source gateways and the global mapping service is prohibitive when locators are queried for each and every identifier. The natural solution to that problem is a local cache from where queries can be immediately answered without consulting the mapping service [8] . This not only saves communication overhead, it is also faster than a remote lookup. There is the question what to do with packets while waiting for locators when a cache miss occurs. Packets are either stored and delayed, or they are simply dropped. To make this a rare event, the cache size must be large enough. In the extreme case, the local cache is a copy of the mapping information for the entire identifier address space [12] . If a cache miss occurs, it usually hits the first packets of a communication. Their number is relatively small, but it adds delay when some of them carry important signaling information such as a TCP SYN. Therefore, it makes possibly sense to extend the functionality of the mapping service with packet forwarding capabilities [5] . Initial packets causing cache misses are encapsulated and sent to the mapping service. The mapping service retrieves the locator, and sends it to the source gateway, while at the same time it acts as a proxy for the source gateway by adding the locator to the initial packets and forwarding them to the destination gateway.
The mapping service is a vital element of Loc/ID which needs to be up to date to achieve global reachability for identifiers. This becomes more difficult with caches because the information stored in caches may be obsolete. It raises discussions about push and pull architectures, i. e., either the mapping service triggers the update of local caches or the gateways are responsible for that action. Hybrid mechanisms are possible where the mapping information is pushed to a (probably large) set of cache servers from where it can be pulled quickly to any point in the Internet.
Proposals implementing Loc/ID
The Locator/Identifier Separation Protocol (LISP) [17] [21] is as well based on Loc/ID. It integrates ideas from the host identity protocol (HIP) [18] to achieve increased security and provides improved mobility support.
Conclusion
The scalability of the Internet is at risk since a major and intensifying growth of the interdomain routing tables has been observed. Several repairs have been proposed for BGP to reduce the rate of its update messages, and some others try to decelerate the growth of the routing tables, but they require substantial change of today's interdomain routing architecture. The locator/identifier split (Loc/ID) concept also imposes changes, but often only to a very limited number of border gateways. It is a promising candidate to effectively cope with the scala-bility problem. Loc/ID comes with many design options regarding its operation, mapping service, and interworking. They provide degrees of freedom leading also to performance tradeoffs that need to be studied. First proposals have been presented implementing the Loc/ID concept.
Our view in this paper has been from the perspective of increasing routing table sizes. However, there are other issues to respect when redesigning the Internet [4] . Apart from improved routing scalability and Loc/ID split, a new Internet routing architecture must provide scalable support for traffic engineering, multi-homing, and mobility.
Renumbering of an entire AS should be simplified, routing quality and security are very important. Last but not least, deployability of a solution is a prerequisite for its adoption in practice. Solutions similar to the interworking of IPv6 and IPv4 may be found to facilitate the interworking of a future Internet routing solution with the legacy Internet.
The current proposals are not the end of future Internet routing, they are rather the beginning of a topic which has gained so much importance that it is now driven by major players in the Internet.
