We propose a novel method of resolving the optimal anisotropy function. The idea is to construct the optimal anisotropy function as a solution to the inverse Wul problem, i.e. as a minimizer for the anisoperimetric ratio for a given Jordan curve in the plane. It leads to a nonconvex quadratic optimization problem with linear matrix inequalities. In order to solve it we propose the so-called enhanced semide nite relaxation method which is based on a solution to a convex semide nite problem obtained by a semide nite relaxation of the original problem augmented by quadratic-linear constraints. We show that the sequence of nite-dimensional approximations of the optimal anisoperimetric ratio converges to the optimal anisoperimetric ratio which is a solution to the inverse Wul problem. Several computational examples, including those corresponding to boundaries of real snow akes, and discussion on the rate of convergence of numerical method are also presented in this paper.
Introduction
The classical isoperimetric inequality 2 ≥ 4 A relates the length of a Jordan curve in the plane ℝ 2 and the area A enclosed by . The equality is attained if and only if is a circle. It was apparently known to antique mathematician Pappus from Alexandria (cf. [33] ). In [35] Wul formulated and later Dingas in [12] rigorously proved the isoperimetric inequality in the framework of the so-called relative Finsler geometry. Given the Jordan curve in the plane and the Finsler metric function , we can de ne the total interface energy functional
where is the unit inward normal vector to . Then an analogous anisoperimetric inequality is satis ed for the so-called anisoperimetric ratio Π (or the isoperimetric ratio in the relative Finsler geometry given by the metric ) Π ( ) := ( )
Here | | is the area of the Wul shape corresponding to the Finsler metric . The anisoperimetric inequality has been proved and generalized to any spatial dimension (see [10] ). Knowledge of the Finsler metric function plays an essential role in many applied problems. In particular, in material science the Finsler metric function enters many crystal growth models based on Allen-Cahn type of nonlinear parabolic partial di erential equations (cf. [4, 11, 14, 18, 26] and other references therein). In [3] Bellettini and Paolini derived the Allen-Cahn parabolic partial di erential equation for the gradient ow for the anisotropic Ginzburg-Landau free energy
where is the Finsler metric function. Here the function ∈ [−1, 1] stands for the order parameter characterizing two phases ( = ±1) of a material. The function is a double-well potential that gives rise to a phase separation and ≪ 1 is a small parameter representing thickness of the interface (cf. [16] ). Another important application involving the anisotropy function arises from motion of planar interfaces in which a family of curves is evolved in the normal direction by the velocity
where , is the so-called anisotropic curvature (cf. [3, 4, 11, 14, 18] and Section 2.2). Such a ow also has a special importance in anisotropic di usion image segmentation and edge detection models (see [22, 25, 31, 34] ). Knowing underlying image anisotropy one can construct an e cient algorithm to segment important boundaries in the image or even denoising it by means of a anisotropic variant of Perona-Malik model [25, 34] . However, less attention is put on understanding and resolving the Finsler anisotropy function itself. The main purpose of this paper is to propose a novel method of determining the optimal Finsler metric function. The main idea is to resolve the Finsler metric with respect to a given planar curve representing thus a benchmark for underlying anisotropy. For instance, a boundary of a snow ake can be considered as such a benchmark curve yielding the optimal Finsler metric for its crystal growth model. In our approach, the idea is to nd the underlying anisotropy function by means of minimization of the anisoperimetric ratio. Due to properties of anisoperimetric ratio this approach can be viewed as a method of construction of the Finsler metric that minimizes the total interface energy for a given Jordan curve in the plane provided that the area of the Wul shape is prescribed. It can be also regarded as a solution to the inverse Wul problem stated as follows: given a Jordan curve , nd an optimal anisotropy function minimizing the anisoperimetric ratio, i.e.
inf Π ( ).
In this paper we show how to solve the inverse Wul problem by means of nonconvex optimization and semide nite relaxation methods and techniques. We will reformulate the inverse Wul problem in terms of an inde nite quadratic optimization problem with linear matrix inequality constraints. It is shown that this problem belongs to a general class of quadratic optimization problems with linear and semide nite constraints. In the proposed method of enhanced semide nite relaxation, an equality constraint of the form = are augmented by the quadratic-linear constraint = . Although it is a dependent constraint, it turns out that semide nite relaxation of such an augmented problem leads to a convex semide nite program (SDP) obtained as a second Lagrangian dual problem to the augmented inde nite quadratic optimization problem. Since the convexity of SDP is enhanced by the augmented quadratic-linear constraint, we will refer to this method as the enhanced semide nite relaxation method. The resulting SDP can be e ciently solved by using of available solvers for nonlinear programming problems over symmetric cones, e.g. SeDuMi or SDPT3 Matlab solvers [32] . The method of the enhanced semide nite relaxation can be also used in other applications leading to nonconvex constrained problems.
The paper is organized as follows. In the next section we introduce necessary notation. We also recall known facts from parametric description of planar curves, Finsler relative geometry and anisoperimetric inequality. Section 3 is devoted to the Fourier series representation of the inverse problem. We also provide two useful criteria for nonnegativity of the Fourier series expansion given in terms of positive semide nite Toeplitz matrices. In Section 4 we introduce and investigate properties of the Fourier length spectrum of a planar curve. We investigate its useful properties and derive important estimates. We furthermore reformulate the optimization problem in terms of Fourier coe cients of the anisotropy function. Section 5 is devoted to a method of the enhanced semide nite relaxation of nonconvex quadratic optimization problem. We derive relatively simple su cient conditions under which the primal problem and its semide nite relaxed problem yield the same optimal value. Analysis of convergence of nite-dimensional approximations is studied in Section 6. Finally, in Section 7 we present several computational examples illustrating optimal anisotropy functions minimizing the anisoperimetric ratio for various classes of planar curves including in particular examples of snow akes. We also investigate the experimental order of complexity and convergence of nitedimensional approximations to the solution of the inverse Wul problem.
Preliminaries and notations . Parameterization of plane curves
Following [21, 28] we introduce a notation for parameterization of planar curves. Let ⊂ ℝ 
. Finsler metric and description of the relative geometry
In this subsection we recall basic facts and notations regarding description of the relative is a strictly convex function. Regularity assumptions on the Finsler metric have been discussed in Beneš, Hilhorst and Weidenfeld [5] . Remark 2.1. In classical de nitions of the Finsler metric (cf. [3, 14] ), absolute homogeneity property of , i.e. ( ) = | | ( ) for each ∈ ℝ and ∈ ℝ, is usually assumed. In contrast to such an assumption on absolute homogeneity of , in our de nition we allow to belong to a larger class of functions. In particular, we consider a class of anisotropy functions having odd number of folds (cf. [9] , see also [16, 19] ). For example, a three-fold anisotropy function depicted in Figure 1 , can be found as a shape of the (111) facet of Pb particles, prepared and equilibrated on Cu(111) under ultrahigh vacuum conditions (cf. [1] ) Then the Wul shape and the Frank diagram F corresponding to the Finsler metric can be de ned as follows:
The Wul shape is always a convex set. In the case ( ) = ‖ ‖ the Wul shape and the Frank diagram are just unit balls in ℝ . If we restrict our attention to the plane ℝ The anisotropy function : ℝ → ℝ + 0 is assumed to be a 2 -periodic smooth function of the tangent angle . If we restrict our attention to the class of -periodic anisotropy functions, then the corresponding Finsler metric is an absolute homogeneous function. In terms of the anisotropy function , the Wul shape and the Frank diagram can be described as follows:
where = (cos( ), sin( )) and = (− sin( ), cos( )) are unit tangent and inward normal vectors. Since = and = − , its boundary can be parameterized as
provided that the Frank diagram F is strictly convex, i.e. is strictly convex and smooth. Notice that the right hand side of (2.3) is the set of all Cahn-Ho man vectors of the form = −∇ ( ), ‖ ‖ = 1.
As d = d , we have = = and 2 = = .
and so the curvature of is given by = [ ( )
(cf. [29] ). Hence the Wul shape is strictly convex if and only if + ὔὔ > 0. If we de ne the anisotropic curvature by the relation
then ≡ 1 on . Finally, the area | | of the Wul shape entering the anisoperimetric ratio can be calculated as follows:
then the boundary 1 of 1 is a circle with the radius 1, and | 1 | = .
In Figure 1 we show typical examples of the anisotropy functions with three-fold and hexagonal symmetries. We consider a class of anisotropy functions of the form ( ) = 1 + cos( ), where ∈ ℕ (cf. [9, 19] ). The parameter ≥ 0 represents the so-called strength of anisotropy. Clearly, ≥ 0, + ὔὔ ≥ 0 provided that Figure 1 (c) we plot the curve given by (2.3) for the case = 3 and = 1/4 > 1/( 2 − 1).
In such a case ( ) + ὔὔ ( ) becomes negative for some angles and is no longer a Jordan curve. Hence the condition + ὔὔ ≥ 0 is crucial for the analysis of a Wul shape.
. Anisoperimetric ratio and anisoperimetric inequality
In [29] Yazaki and the rst author proved the mixed anisoperimetric inequality
It has been shown for a 2 -smooth Jordan curve and an arbitrary pair of anisotropy functions , ∈ K belonging to the cone of 2 -periodic functions that per (0, 2 ) denotes the Sobolev space of all real-valued 2 -periodic functions having their distributional derivatives square integrable up to the order . This is a Hilbert space when endowed by the norm
.
By { ∈ ℂ : ∈ ℤ} we have denoted the set of complex Fourier coe cients of the function (see (3.1) below). In the particular case when = ∈ K we have
. Therefore, as a consequence of (2.5) we obtain the anisoperimetric inequality
The equality is attained if and only if is homothetically similar to . Note that both (2.5) and its special case (2.7) are generalizations of the anisoperimetric inequality by Wul [35] (see also [10] ) to the case of 2 -periodic anisotropy functions, i.e. for a larger class of positive homogeneous Finsler metric function. It is worth noting that the area | | of a Wul shape satis es
for any anisotropy function ∈ K and a Jordan curve . For a given smooth Jordan curve in the plane, our goal is to nd the optimal anisotropy function minimizing the anisoperimetric ratio inf
It is useful to emphasize that the following homogeneity conditions hold true:
for any ∈ K and all > 0. The anisoperimetric ratio is therefore a homogeneous function of the zero-th order with respect to positive scalar multiple of the anisotropy function . In order to solve problem (2.8) uniquely with respect to scalar multiples of , instead of (2.8), we can solve the maximization problem
It means that the goal is to maximize the area of the Wul shape under the constraint that the interface energy ( ) is xed to the constant length ( ). The choice of the scaling constraint ( ) = ( ) is quite natural because in the case is a circle, the anisotropy function ∈ K maximizing | | under the constraint ( ) = ( ) is just unity, ≡ 1. It should be also obvious that, up to a positive multiple of , a solution to the maximization problem (2.10) is also a solution to the minimal interface energy problem
Hence the problem of resolving the minimizer for the anisoperimetric ratio can be also viewed as a problem of nding the anisotropy function minimizing the total interface energy.
Fourier series representation
Let : ℝ → ℝ be a 2 -periodic function, ∈ 
Similarly, we can express the interface energy
where the complex coe cients
form the so-called Fourier length spectrum of the curve (see Section 4).
. Criteria for nonnegativity of Fourier series
In this section we recall two useful criteria guaranteeing nonnegativity of complex Fourier series. Both of them are based on positive de niteness of certain Hermitian matrices related to the complex Fourier coe cients. For a transpose of the matrix we will henceforth write . For a complex conjugate of a complex matrix we will write * , i.e. * =̄ . The sets of real × symmetric and complex Hermitian matrices are denoted by S and H , respectively, i.e. S = { ∈ ℝ × : = }, H = { ∈ ℂ × : = * }.
We will write ⪰ 0 ( ≻ 0) if a real symmetric matrix or a complex Hermitian matrix is positive semidenite (positive de nite). That is, ⪰ 0 
. Reformulation as a nonconvex quadratic optimization problem with semide nite constraints
In order to compute the optimal anisotropy function as a limit of its nite Fourier modes approximation, we introduce the nite-dimensional subcone K of K:
where − =̄ . We will identify the cone K with a cone in ℂ consisting of all vectors ( 0 , 1 , . . . , −1 ) ∈ ℂ representing functions of the form
Then, for ∈ K and ∈ ℕ, we have
Given ∈ ℕ, our purpose is to solve the following nite-dimensional optimization problem:
An optimal solution to (3.6) will be denoted by . It should be emphasize that the constraint ∈ K ensures
Without such a constraint the optimum of max {| | : ( ) = ( ), ( ) = ∑
} may have kinks and sel ntersections of the boundary of the optimal Wul shape as it is shown in Figure 1 (c). By Proposition 3.2 and taking into account that ( ) + ὔὔ ( ) = ∑
for any ∈ K , we end up with the following representation of the cone K : Lemma 3.1. We have ∈ K if and only if there exist , ∈ H , , ⪰ 0, such that
for any = 0, . . . , − 1.
Finally, we will rewrite problem (3.6) in terms of real and imaginary parts , ∈ ℝ of a solution vector ∈ K . For this purpose, we decompose into its real and imaginary parts:
and introduce the real × matrix 0 as follows:
where 0 = 0 = − , = = 2 ( 2 − 1) for ≥ 1. We also decompose the Fourier length spectrum { : ≥ 0}
as follows:
de ne a 2 × real matrix and the vector ∈ ℝ 2 as follows: The equation from the second row in = guarantees 0 = 0, i.e. 0 ∈ ℝ. It is worth noting that the matrix 0 is inde nite and this is why problem (3.9) is a nonconvex optimization problem with linear matrix inequality constraints. In Section 5 we will investigate a general class of nonconvex optimization problems of the form (3.9) and we will show that (3.9) can be solved by means of the enhanced semide nite relaxation method based on the second Lagrangian dual to (3.9) augmented by a quadratic-linear constraint.
The Fourier length spectrum of a curve
In this section, we introduce a notion of the so-called complex Fourier length spectrum. It is related to Fourier series expansion of a quantity depending on the tangent angle of the unit tangent vector = ( 1 , 2 ) . De nition 4.1. Let be a 1 -smooth curve in the plane. By the complex Fourier length spectrum of we mean the set { : ∈ ℤ} of all Fourier complex coe cients de ned as follows: 
because is a closed curve and
. The rest of the statement (i) directly follows from the de nition of the Fourier length spectrum.
In order to prove the statement (ii) we calculate *
for any vector ∈ ℂ . Hence ⪰ 0, as claimed. In order to prove statement (ii) we consider the index subset {1, 2 + 1, 2 + 2}. Then the corresponding 3 × 3 matrix has the form
, we obtain the estimate
To prove inequality (4.1) for even, we have
For odd, we can apply the above inequality as for an even dimension − 1 to obtain By optimality of the estimate we mean that there exists an -parameterized family of Jordan curves for which the left hand side of (4.1) converges to In the subsequent sections we will prove that inequality (4.1) plays an essential role in the proof of the fact that the enhanced semide nite relaxation method for solving the inverse Wul problem indeed yields the optimal solution for the anisoperimetric function . Proof. We note that we can delete zero columns and rows from the matrix 0 + G . 
Enhanced semide nite relaxation method . General nonconvex quadratic optimization problem with linear matrix inequality constraints
In this subsection, our goal is to propose and investigate the so-called enhanced semide nite relaxation method for solving the following optimization problem:
where ∈ ℝ is the variable and the data: 0 , ∈ S are × real symmetric matrices, 0 , ∈ ℝ , 0 , ∈ ℝ, is an × real matrix, ∈ ℝ and 0 , 1 , . . . , ∈ H , i.e. 0 , 1 , . . . , are × complex Hermitian matrices. The last constraint in (5.1) is a complex linear matrix inequality (LMI). It can be easily transformed into real LMI using the following equivalence:
Regarding the input matrices 0 , , = 1, . . . , , and we will henceforth assume the following assumption: Assumption (A). We have ⪰ 0 for = 1, . . . , and there exists a real × matrix such that Then there exists no real number G ≥ 0 such that
However, for the choice of = (2 0) we have
In what follows, under assumption (A), we will show that problem (5.1) can be solved by means of Lagrangian duality and relaxation with a convex semide nite programming (SDP) problem. Note that for the case = 0, = 0, = 0, 1, . . . , , and = 1 the method was proposed and analyzed in [8, Appendix C.3] .
In what follows, we will propose a relaxed SDP that includes LMI of the general form
Moreover, we will augment SDP (5.1) with the additional quadratic-linear constraint = which follows from = .
Augmented problem and enhanced semide nite relaxation
Clearly, problem (5.1) is equivalent to the following augmented problem with one additional constraint:
We will show that the additional constraint = turns into a linear constraint = between the relaxed matrix ⪰ and the vector . Furthermore, we will prove that the original problem and its second Lagrangian dual yield the same optimal values provided that the matrices , ≥ 0, and satisfy assumption (A). In particular, if 0 + G ⪰ 0 for G ≫ 1, then with regard to Remark 5.1 the value function → 0 + 2 0 + 0 is convex on the a ne subspace { : = } of the feasible set of the semide nite relaxed problem. This is why we will henceforth refer a method when additional constraint = is added to = to as the enhanced semide nite relaxation method.
The idea of semide nite relaxation of (5.3) is rather simple and it consists in relaxing the equality = by the semide nite inequality ⪰ (cf. [8, Appendix B]). Although the form of the relaxed problem can be deduced from (5.3), we will still present a systematic way of its derivation based on construction of the second Lagrangian dual SDP to (5.3).
. The rst and second Lagrangian dual problems
Next, we construct the rst and second Lagrange dual problem for the augmented problem (5.3). To this end, let us consider the following Lagrangian function L 1 = L 1 ( ; , , , ):
where 0 ≤ ∈ ℝ , ∈ ℝ , is an × real matrix and is a 2 × 2 real symmetric positive semidenite matrix. The tuple ( , , , ) represents the Lagrange multipiers to problem (5.3). Here we have used a real version of complex LMI based on equivalence (5.2). The dual problem can be obtained by analyzing inf L 1 ( ; , , , ). In the appendix we show by using straightforward calculations and applying properties of the Schur complement, the Lagrangian dual problem (5.3) has the form:
Here we have denoted
where is the -th unit vector in ℝ . Note that problem (5.4) is closely related to the so-called Shor-relaxation method (see [30] for details).
We proceed by constructing the second Lagrangian dual problem. Let us consider problem (5.4). We de ne its Lagrangian function L 2 ( , , , , , ; , ,̃ , ) as follows:
with dual variables would lead to a problem equivalent to problem (5.3). Such a relaxation is often used in solving nonconvex quadratic problems or combinatorial optimization problems (see [2, 6, 7, 23] ). However, since ≻ 0, we obtain = 0.
. Equivalence of problems
In this subsection we give su cient conditions under which problem (5.3) and its second dual (5. If we denote bŷ the optimal value of problem (5.4), the previous proposition together with the weak duality yieldŝ ≤̂ 2 ≤̂ 1 . A strong duality property between problems (5. In order to prove the equalitŷ 1 =̂ 2 we consider a minimizing sequence ( ( ) , ( ) ) of feasible solutions
is feasible to (5.3), we havê
for any ∈ ℕ.
is an optimal solution to (5.5), then
Hencẽ is optimal to (5.3), as claimed.
. Application of the enhanced semide nite relaxation method to a solution of the inverse Wul problem
We conclude this section with construction of the second Lagrangian dual formulation of optimization problem (3.9) resolving minimal anisoperimetric ratio over all anisotropy function belonging to the cone K . where the matrices 0 , and are de ned as in (3.7) and (3.8). Problem (3.9) is feasible. Optimal valueŝ 1 ,̂ 2 of (3.9) and (5.6), respectively, are nite and̂ 1 =̂ 2 . If (̃ ,̃ ) is an optimal solution to (5.6), theñ is the optimal solution to (3.9) . Conversely, if̃ is the optimal solution to (3.9), then (̃ ,̃ ) is the optimal solution to (5.6) wherẽ =̃ ̃ .
Proof. Feasibility of (3.9) is obvious because for̃ = (1, . . . , 0) ∈ K we have ̃ ( ) = ( ) and | ̃ | = > 0.
Furthermore, we have the following estimate:
, feasible to (3.9). So the optimal valuê 1 of SDP (3.9) is nite.
Note that problem (3.9) can be rewritten in the form of SDP (5. 
Convergence analysis
In this section we prove convergence of a sequence of approximative anisoperimetric ratio to the optimal value of problem (2.8). For any nite dimension ∈ ℕ we recall that ∈ K is a minimizer of the -dimensional restriction (3.6) of the original problem (2.8). Then, for̃
we have ̃ +1 ( ) = ( ) and this is whỹ
+1
is feasible solution to (3.6) in the dimension + 1. Thus we obtain | | = | ̃ +1 | ≤ | +1 | for all ∈ ℕ. It means that 1 ≤ Π +1 ( ) ≤ Π ( ) for each ∈ ℕ. This is why the sequence {Π ( )} ∞ =1 of anisoperimetric ratios is nonincreasing and having thus a nite limit. More precisely, we have the following result: Theorem 6.1. Let ∈ K be a minimizer to optimization problem (3.6) in the dimension ∈ ℕ. Then
Proof. Let ∈ K be xed and such that Π ( ) < ∞. Given the dimension ∈ ℕ we will construct̃ ∈ K such that̃ → as → ∞ in the norm of the Sobolev space Since ∈ K, it follows from Proposition 3.1 that the Toeplitz matrices Then the distance betweeñ and in the norm of the Sobolev space 1,2 per (0, 2 ) can be estimated as follows:
As ∈ K ⊂ Finally, as̃ ∈ K and is a minimizer of Π in K , we have Π̃ ( ) ≥ Π ( ). Therefore
for any ∈ K and the proof follows. Remark 6.1. In the statement of Theorem 6.1 the in mum inf ∈K Π ( ) need not be attained by any ∈ K.
Indeed, let us consider a convex "capsule" curve from Example 4.2. Then inf ∈K Π ( ) = 1 because the boundary of the limiting optimal Wul shape should coincide with the convex curve . If there is ∈ K ⊂ 2,2 per (0, 2 ) such that Π ( ) = 1, then for the curvature of = we have = [ 
Numerical experiments
Let be a Jordan curve in the plane ℝ 2 and (0) , (1) , . . . , ( ) ∈ be a set of its points where
. The curve will be approximated by a polygonal curve with vertices (0) , (1) , . . . , Since
‖, the elements of the Fourier length spectrum { , ∈ ℤ} can be approximated by
The enhanced semide nite relaxation (5.6) of optimization problem (3.9) was solved by using the powerful nonlinear convex programming solver SeDuMi developed by J. Sturm [32] . SeDuMi (Self-DualMinimization) implements self-dual embedding method proposed by Ye, Todd and Mizuno [36] . It is implemented as an add-on for MATLAB and it has a capacity in solving large optimization problems, including (5.6). Without assuming the quadratic-linear constraint = with ⪰ in (5.6) the SeDuMi solver was unable to solve the problem because of its unboundedness.
In Figure 2 
The curve was discretized by = 1000 grid points and the Fourier length spectrum coe cients were computed according to (7.1). We chose = 50 Fourier modes in this example. The anisoperimetric ratio for the optimal anisotropy function (depicted in Figure 2 (b) equals 2.306 whereas the isoperimetric ratio of equals 3.041. The Wul and Frank diagrams are shown in Figure 2 (c). In Table 1 we present results of computation for various numbers of Fourier modes for a curve shown in Figure 2 (a). The area | | of the optimal Wul shape converges to the value 4.1612 as ≈ 300 when we impose the constraint ( ) = ( ) = 9.167.
It should be also noted that satisfactory numerical results were obtained for rather low dimensions ≈ 50. It is known that the worst case time complexity of SeDuMi implementation (including main and inner iterations) is ( 2 2.5 + 3.5 ) where and are the numbers of variables and constraints, respectively (cf. [17] ). Since the number of constraints = ( ) and number of variables = ( 2 ) (see Table 1 ) the worst case time complexity should have the order ( 6.5 ). We calculated the experimental order of time complexity (eotc) by comparing elapsed times for di erent as follows: eotc = ln( +1 / )/ ln( +1 / ). It turns out the eotc ≲ 3.8, i.e. ≲ ( 3.8 ), so it is below the worst case complexity. All computations were performed on Quad-Core AMD Opteron Processor with 2.4 GHz frequency, 32 GB of memory. In Figure 3 we present results of resolution of the optimal anisotropy function for various polygonal curves (a-c). The corresponding optimal Wul shapes and Frank diagrams (e-f) show their anisotropy structure. For instance, there are four outer normal directions of facets in Figure 3 (a) . The corresponding Wul shape in Figure 3 (d) , solid blue line, has a shape of the four fold anisotropy with the same set of outer normal directions. Similarly, other polygons shown in Figure 3 have hexagonal (b-e) and octagonal (c-f) anisotropy and the sets of their outer normal vectors to facets coincide. We again chose a su ciently large number = 50 of Fourier modes in these examples so that numerically computed Wul shapes are just slightly rounded polygons. Table 2 . Dependence of various Sobolev norms of the optimal anisotropy function with respect to the dimension . Experimental rate of divergence of the ‖ ⋅ ‖ 2,2 norm and experimental rate of convergence of the anisoperimetric ratio to unity.
optimal solution for various dimensions ∈ ℕ. We consider the "capsule" like curve from Example 4.2 with = 4, = 1. This a 1 -smooth and only piecewise 2 -smooth convex curve. According to Remark 6.1 we have inf ∈K Π ( ) = 1 but there is no minimizer belonging to K ⊂ 2,2 per (0, 2 ). It can be deduced from Table 2 that the Sobolev norms ‖ ‖ ,2 , = 0, 1, stay bounded for ≫ 1. On the other hand, the norm ‖ ‖ 2,2 becomes unbounded and ‖ ‖ 2,2 ≈ ( 0.5 ) as → ∞, i.e. the experimental order of convergence is approximately 0.5. The pointwise behavior of the function + ὔὔ ≡ 1/ is shown in Figure 4 (d). The anisoperimetric ratio Π ( ) tends to unity with the speed of ( −1 ), i.e. the experimental order of convergence is −1. In the last two numerical examples shown in Figure 5 we present computation of the optimal anisotropy functions for boundaries of real snow akes. We used = 50 Fourier modes. In both cases we resolved the optimal anisotropy function corresponding to hexagonal symmetry, as it can be expected for snow ake crystal growth. If we introduce the anisotropy strength as follows: 
Conclusions
We proposed a new method for resolving the optimal anisotropy function that minimizes the anisoperimetric ratio for a given Jordan curve in the plane. Construction of the optimal anisotropy function can be regarded as a solution to the inverse Wul problem. Our approach of solving the inverse Wul problem was based on reformulation of the optimization problem in terms of complex Fourier coe cients of the anisotropy functions. We furthermore proposed and analyzed the Fourier length spectrum of a curve. Using results from the theory of semide nite matrices, we were able to prove useful asymptotic estimates on elements of the Fourier length spectrum. It turned out that the nite Fourier modes approximation leads to an inde nite quadratic optimization problem with linear matrix inequalities. We solved this problem by means of the so-called enhanced semide nite relaxation method. It consisted in solving the relaxed convex semide nite problem obtained as the second Lagrangian dual of the original problem augmented by a quadratic-linear constraint. Various numerical examples and tests of experimental order of convergence were presented.
In particular, we presented examples of computation of optimal anisotropy function for a set of snow ake boundaries.
A Appendix
In this appendix section we provide a detailed derivation of the rst and second Lagrangian duals of (5.3) and (5.4), respectively. Clearly, tr( ) = = = 1 2 ( + ) .
Since tr( ) = = , the Lagrangian L 
