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Abstract
Modeling and control of plasmas is a notoriously challenging, yet vital topic in modern physics.
The magnetohydrodynamic (MHD) equations, for example, involve coupling between fluid
dynamics and electromagnetism and exhibit nonlinear, multi-scale spatio-temporal dynamics.
This work develops a novel reduced-order modeling framework for compressible plasmas,
leveraging decades of progress in first-principles and data-driven modeling of fluids. First, we
introduce a dimensionally consistent reduction technique to approximate the plasma in terms
of a low-dimensional set of energetic coherent structures, or modes. Next, we derive an analytic
model by Galerkin projection of the compressible Hall-MHD equations onto these modes. Im-
portantly, we explicitly constrain the structure of the Galerkin model to enforce conservation of
energy with a power balance argument. This theoretical framework enables the development
of sparse and interpretable nonlinear reduced-order models from data that are intrinsically
connected to the underlying physics. We demonstrate this approach on data from high-fidelity
numerical simulations, tuned to model a 3D, turbulent spheromak experiment. We find excel-
lent agreement with a low-dimensional model that describes the evolution of dominant coher-
ent structures in the plasma. This reduced-order modeling framework demonstrates promise
for the prediction, estimation, and control in industrial and laboratory plasmas.
Keywords: plasma, MHD, reduced-order modeling, Galerkin projection, machine learning
1 Introduction
Plasmas and plasma-enabled technologies are pervasive in everyday life, perhaps most notably
through microchip fabrication and plasma processing of modern materials [1]. Future technolo-
gies, such as magnetic confinement fusion and electric propulsion, have tremendous potential
for the continued radical reshaping of human society by the principled manipulation of plasmas.
However, plasmas are notoriously challenging to model and control, as they couple both fluid dy-
namics and electromagnetism and are characterized by nonlinear, multi-scale behavior. Modeling
plasmas often requires computationally intensive and high-dimensional simulations, precluding
the use of these models for real-time control. In this work, we provide a theoretical framework
for physics-constrained, low-dimensional plasma models which can be computed efficiently and
show significant promise for physical discovery, prediction, and real-time control of plasmas.
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Real-time control with interpretable and low-dimensional models is essential for the success
of magnetic confinement fusion [2] and many other advanced plasma technologies. For example,
steady-state tokamak operation will require the active control of edge-localized modes (ELMs) and
divertor detachment, and the avoidance or mitigation of disruptions, which can seriously damage
components of the device [3]. There are a wealth of advanced model-based control techniques [4],
such as model predictive control (MPC) [5, 6], that may be leveraged for these plasma systems.
However, existing models are either too high-dimensional and computationally expensive to op-
erate in real-time or too low-fidelity to provide a useful prediction for control. Thus, there is a
critical need for reduced-order models that balance fidelity and efficiency, providing a sufficiently
accurate prediction fast enough to be useful for control [7].
Fortunately, many high-dimensional nonlinear systems tend to evolve on low-dimensional
attractors [8, 9], defined by spatio-temporal coherent structures that characterize the dominant
behavior of the system. Thus, it is possible to map the high-dimensional physical space to a
lower-dimensional feature space, and then obtain a reduced-order model for the evolution of these
coherent structures. A number of studies in the plasma physics community indicate that the vast
majority of the total energy in plasma systems can be explained by fewer than ten low-dimensional
coherent structures, across a large range of parameter regimes, geometry, and degree of nonlinear-
ity [10–13]. In these cases, the evolution of only a few coherent structures can closely approximate
the full evolution of the high-dimensional model.
Recent progress in theoretical, data-driven, and machine learning methods are revolutionizing
the analysis, modeling, and control of high-dimensional, nonlinear systems, especially in the field
of fluid mechanics [14]. Reduced-order modeling, or the process of obtaining low-dimensional
models to approximate high-dimensional dynamics, is advancing particularly rapidly, enabling
the modeling of increasingly complex fluid flows [4, 9, 14–20]. Many of the standard techniques for
dimensionality reduction and modeling of fluids have been adopted in the plasma physics com-
munity. The biorthogonal decomposition (BOD) is a common reduced-order modeling method
for plasmas [10, 12, 21–24] that is related to the proper orthogonal decomposition (POD) in fluid
mechanics [8, 9]. Other techniques from fluid dynamics, such as the dynamic mode decomposi-
tion [25] which approximates the system with a linear data-driven model, are also beginning to
contribute to the field of plasma physics [13, 26].
Although plasma dynamics share much in common with fluid mechanics, many advanced
reduced-order modeling techniques have not yet been adopted in the plasma physics community.
For example, careful development of a dimensionalized inner product have enabled the extension
of POD from incompressible to compressible fluid flows [27]. It is also common in fluid mechanics
to obtain nonlinear reduced-order models by Galerkin projection of the Navier-Stokes equations
onto POD modes, making it possible to enforce known symmetries and conservation laws, such
as conservation of energy [19, 28–31]. More recently, sparse optimization and machine learning
have resulted in interpretable nonlinear models for complex fluid systems, balancing accuracy
and efficiency [32–34]. A major focus of the present work is to extend these three innovations for
compressible plasma dynamics, enabling a wealth of advanced modeling and control machinery.
1.1 Contributions of this work
In this work, we introduce a novel framework for the accurate and efficient reduced-order mod-
eling of plasma physics that is both data-driven and constrained by the physics. Our data-driven
approach is intrinsically tied to the underlying plasma physics, resulting in an interpretable low-
dimensional nonlinear model for the dynamics that may be incorporated directly into model pre-
dictive control (MPC) [5] algorithms.
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Figure 1: Overview of the data-driven plasma modeling framework proposed in this work: (a)
Collect measurement data from simulations or experiments; (b) Identify spatio-temporal coherent
structures and their evolution using our modified POD-Galerkin approach (see § 2, 3); and (c)
develop data-driven nonlinear models using physics-constrained sparse regression (see § 4).
This work provides a constrained POD-Galerkin model, system of quadratic, nonlinear ordinary
differential equations (ODEs) defining the time evolution of a set of low-dimensional modes. This
formulation relies on the definition of a dimensionalized inner product that relates the energetic
contribution of various fields and generalizes to more complicated models. Next, we derive con-
straints on the structure of the Galerkin model by enforcing the approximate conservation of en-
ergy in compressible Hall-MHD. The coefficients of this model may be evaluated numerically us-
ing hyper-reduction techniques [35–39]. However, we use the analytic form of the POD-Galerkin
model to guide and constrain data-driven nonlinear modeling with the sparse identification of
nonlinear dynamics (SINDy) method [32]. We demonstrate this unified modeling framework
on high-fidelity simulations of a complicated 3D experimental plasma device. We show that a
model with seven modified POD modes already captures 99% of the total energy, exhibits inter-
esting attractor behavior, and forecasts the velocity and magnetic fields in the device with high
accuracy. The proposed framework is summarized in Fig. 1. To promote reproducible research,
the python code used for this analysis utilizes the PySINDy package [40] and can be found at
https://github.com/akaptano/POD-Galerkin_MHD.
3
2 Dimensionality reduction
2.1 The proper orthogonal decomposition
The proper orthogonal decomposition (or biorthogonal decomposition, abbreviated POD or BOD)
has proven useful for interpreting plasma physics data across a range of parameter regimes [10, 12,
21–24, 41, 42]. Measurements at time tk are arranged in a vector qk ∈ RD, called a snapshot, where
the dimension D is the product of the number of spatial locations and the number of variables
measured at each point. The data is sampled at times t1, t2, ..., tM and arranged in a matrix
X =
time−−−−−−−−−−−−−−−−−−−−−−−−→
q1(t1) q1(t2) · · · q1(tM )
q2(t1) q2(t2) · · · q2(tM )
...
...
. . .
...
qD(t1) qD(t2) · · · qD(tM )

y
state
. (1)
POD is based on the singular value decomposition (SVD), which provides a low-rank approxima-
tion of the data matrixX ∈ RD×M ,
X = UΣV ∗, (2)
where U ∈ RD×D and V ∈ RM×M are unitary matrices, and Σ ∈ RD×M is a diagonal matrix
containing non-negative and decreasing entries sjj called the singular values ofX . V ∗ denotes the
complex-conjugate transpose ofV . The singular values indicate how important the corresponding
columns of U and V are for describing the spatio-temporal structure of X . It is often possible to
discard small values ofΣ, resulting in a truncated matrixΣr ∈ Rr×r. With the first r  min(D,M)
columns of U and V , denoted Ur and Vr, the matrixX can be approximated as
X ≈ UrΣrV ∗r . (3)
A sensible SVD requires that the measurements in X all have the same physical dimensions, and
different choices of dimensionalization may lead to variations in the decomposition. The trunca-
tion rank r is typically chosen to balance accuracy and complexity [4]. Although different termi-
nology has been used in different fields, in practice the SVD, BOD, and POD are synonymous.
Sections 2.2-2.3 significantly extend this method for plasmas, and provide a theoretical structure
for building constrained nonlinear models for the dynamics in this low-dimensional basis.
2.2 An inner product for plasmas
Choosing the dimensionalization of X has a significant impact on the performance and energy
spectrum of the resulting POD basis. Inspired by the inner product defined for compressible
fluids [27], we introduce an inner product for compressible magnetohydrodynamic fluids by using
the configuration vector q(x, t) = [Bv,B, BT ]. Here
Bv =
√
ρµ0v, BT = 2
√
ρµ0kbT/mi(γ − 1), (4)
where v is the fluid velocity, ρ is the mass density, kb is Boltzmann’s constant, µ0 is the perme-
ability of free space, T is the plasma temperature, mi is the ion mass, γ is the adiabatic index, and
p = 2ρT/mi is the plasma pressure. With the exception of temperature in eV, SI units are used. Bv
and BT are defined so that the following scaled inner product is yields the total energy W,
W =
1
2µ0
〈q, q〉 = 1
2µ0
∫ (
B2v +B
2 +B2T
)
d3x =
∫ (
1
2
ρv2 +
B2
2µ0
+
p
γ − 1
)
d3x. (5)
4
Because of the equivalence to the total energy, this inner product is conserved for a closed system
without dissipation. The total energy may also be approximately conserved without these as-
sumptions; input power in a laboratory device may be used to balance dissipation in the volume
for a steady-state or quasi steady-state plasma system [43, 44].
Despite the normalization to magnetic field units, we refrain from interpretation of this con-
figuration vector as a generalized magnetic field because Bv is a vector, B is a pseudovector, and
BT is a scalar. To avoid a far more complicated set of differential equations, we consider the case
of uniform and constant temperature, so that BT may be omitted and q simplified to q = [Bv,B].
We will show in Sec. 3 that this inner product formulation allows the compressible Hall-MHD to
be reformulated as a simple system of ordinary differential equations, known as a Galerkin model,
governing the evolution of a set of temporal modes derived from q.
2.3 The dimensionalized proper orthogonal decomposition
Traditional use of the POD would either require separate decompositions for v, B, and T , or an
arbitrary choice of dimensionalization. With the inner product derived above, we perform the
SVD on the normalized configuration vector q. If ρ is not constant, the density must be measured,
estimated, or interpolated to the location of the v measurement so that the transformation from
v → Bv is possible. The matrixX∗X is then computed via the inner products
X∗X ≈ 〈q(tk), q(tm)〉. (6)
The method of snapshots [45] is used here because the number of snapshots is often far fewer than
the number of measurements, M  D, but this is not a requirement of the dimensionalized POD
method. Substitution of the SVD for the matrixX produces
X∗XVr = VrΣ2r , (7)
an eigenvalue equation for Vr; therefore we can obtain Vr by diagonalizing X∗X ∈ RM×M in-
stead of computing the SVD of X . The chronos are the temporal SVD modes, i.e. the columns of
Vr, denoted vj . The topos are the spatial modes forming the columns of Ur, denoted χ. We may
additionally scale these columns so that the dynamic trajectories remain on the unit ball. The nor-
malized matrix of chronos, a, is defined so that ajk = vjk/
∑r
j=1 maxk |vjk|. Importantly, we have
arrived at a set of spatio-temporal modes so that q may be written efficiently in the POD basis
q(xi, tk) ≈ q¯(xi)+
r∑
j=1
χj(xi)aj(tk), (8)
where we have absorbed the normalization of ajk and the singular values into the definition of
χj(xi). By construction 〈χi,χj〉 ∝ δij . Here q¯(xi) is assumed to be some mean or steady-state
field, typically taken as the temporal average of the data. Subtracting q before performing POD
guarantees that the boundary conditions are satisfied for any coefficients a [15]. In principle, we
could have expanded q in any set of orthonormal modes in space and time. The advantage of
the POD basis is that the modes are ordered by energy content; a truncation of the system still
captures the vast majority of the dynamics. If we had separately computed POD on the velocity
and magnetic fields in isolation, we would have two sets of POD modes with independent time
dynamics. In contrast, the current approach captures both the velocity and magnetic fields simul-
taneously, resulting in a single set of temporal POD modes a(t) in Eq. (8). In the next section, we
will construct an efficient reduced-order model for the evolution of the mode amplitudes a
a˙ = f(a). (9)
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3 Reduced-order models for compressible Hall-MHD
Compressible Hall-MHD is useful for describing a range of space and laboratory plasmas [46].
The compressible Hall-MHD model with constant and uniform temperature is given by:
ρ˙ =−∇·
(√
ρ
µ0
Bv
)
, (10)
B˙v =− 1√
ρµ0
(
1
2
Bv∇·Bv+Bv ·∇Bv− 1
4ρ
Bv(∇ρ·Bv)−(∇×B)×B+2Tµ0
mi
∇ρ) (11)
+ν
[
∇2Bv−∇
2ρ
2ρ
Bv+
3Bv
4ρ2
∇ρ·∇ρ+ 1
ρ
(∇ρ·∇)Bv)− 1
6ρ
∇(∇ρ·Bv)
+
1
4ρ2
(∇ρ·Bv)∇ρ+1
3
∇(∇·Bv)− 1
6ρ
(∇·Bv)∇ρ
]
,
B˙ =∇×
[
1√
ρµ0
(Bv×B−di(∇×B)×B)
]
+
η
µ0
∇2B. (12)
Note that we have dropped the electron diamagnetic term, because ∇×(∇p/ρ) vanishes in the
isothermal limit. Here ν = ν˜/ρ is the dynamic viscosity, η ∝ T− 32 is the Spitzer resistivity [47],
di = mi/(e
√
ρµ0) is the ion inertial length, and cs =
√
γT/mi is the plasma sound speed. In the
limit of time-independent density, we have
1
2ρ
(∇ρ·Bv) =−∇·Bv, (13)
B˙v =− 1√
ρµ0
(Bv(∇·Bv)+Bv ·∇Bv−(∇×B)×B+2Tµ0
mi
∇ρ) (14)
+ν
[
∇2Bv−∇
2ρ
2ρ
Bv+
3Bv
4ρ2
∇ρ·∇ρ+ 1
ρ
(∇ρ·∇)Bv)+2
3
∇(∇·Bv)− 1
3ρ
(∇·Bv)∇ρ
]
,
B˙ =∇×
[
1√
ρµ0
(Bv×B−di(∇×B)×B)
]
+
η
µ0
∇2B. (15)
In this limiting case, the compressible MHD model is exactly quadratic in the temporal depen-
dence and can be recast in a form separating out the constant, linear, and quadratic parts:
q˙ = C+L(q)+Q(q, q), (16)
C =
[
− 2Tmi
√
µ0
ρ ∇ρ
0
]
,
L(q) =
[
ν
(
∇2Bv− 12ρBv∇2ρ+ 34ρ2 (∇ρ·∇ρ)Bv+ 1ρ(∇ρ·∇)Bv+ 23∇(∇·Bv)− 13ρ(∇·Bv)∇ρ
)
η
µ0
∇2B
]
,
Q(q, q) =
[− 1√ρµ0 (Bv(∇·Bv)+Bv ·∇Bv−(∇×B)×B)
∇×
(
1√
ρµ0
(Bv×B−di(∇×B)×B)
) ] .
This is intentionally written in a form that has the same structure as in fluid mechanics [27], al-
lowing us to derive the Galerkin model in Sec. 3.1. The nonlinearities are considerably more
complicated (i.e. not quadratic) with the full temporal evolution of the density and temperature.
However, data-driven models from simulations using full spatio-temporal density evolution in
Sec. 5.2 are quite accurate. Moreover, increasingly sophisticated models may be tractable in future
work, since the data-driven SINDy approach is not limited to quadratic nonlinearities.
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3.1 Galerkin model for compressible Hall MHD
Substituting the dimensionalized POD basis expansion of q into Eq. (16) results in a set of quadratic
ordinary differential equations for compressible Hall-MHD. These efficient Galerkin models are
common in the fluid mechanics communities. Expanding q in the dimensionalized POD basis
from Eq. (8) and utilizing the orthonormality of the χj produces the following Galerkin model:
a˙j(t) = C
0+C1j +C
2
j +
r∑
i=1
(L1ij+L
2
ij)ai+
r∑
h,i=1
Qhijahai, (17)
C0 = 〈C,χj〉,
C1j = 〈L(q¯),χj〉,
C2j = 〈Q(q¯, q¯),χj〉,
L1ij = 〈L(χi),χj〉,
L2ij = 〈Q(q¯,χi)+Q(χi, q¯),χj〉,
Qhij = 〈Q(χh,χi),χj〉.
The inner products integrate out the spatial dependence, and the model is quadratic in the tem-
poral POD modes aj(t). If q¯ satisfies the steady-state MHD equations, then C0+C1j +C
2
j = 0. This
is a reasonable assumption for any approximately steady-state device, such as a tokamak, which
can be sustained on the order of seconds. In contrast to Eq. (17), a Galerkin model based on sepa-
rate POD expansions for each field would involve significantly more complicated nonlinear terms
from mixing and a lack of orthonormality 〈χvi ,χBj 〉 6= δij between the POD modes for v andB.
Although Eq. (17) contains only quadratic nonlinearities, a cubic or higher-order model may
approximate the dynamics associated with truncated POD modes [33]. In the fluids community,
it has been shown for the von Karman vortex street that the influence of low-energy modes can be
accounted for by including cubic nonlinearities in the truncated Galerkin model [33, 48], which is
related to center-manifold reduction [49].
The inner products in this Galerkin model can be computed from measurements of the fields
and their first and second derivatives. Therefore, for an explicit calculation of these coefficients,
the first and second order spatial derivatives for ρ, Bv, and B must be well-approximated in
the region of experimental interest. In some cases, high-resolution diagnostics on experimental
devices can resolve these quantities in a particular region of the plasma. However, even if this data
is available, computing these inner products and evaluating the nonlinear terms in the model is
expensive, because the fields have the original spatial dimension D. Fortunately, there are hyper-
reduction techniques from fluid dynamics, such as the discrete empirical interpolation method
(DEIM) [37], QDEIM [39], and gappy POD [35, 36, 38], which enable efficient computations.
3.2 Conservation of energy
It is possible to constrain the Galerkin model above to conserve energy, through a power balance
of input power and dissipation in the plasma. Compressible Hall-MHD in the limit of constant
and uniform temperature produces (see Galtier [50] Eq. 3.22)
∂W
∂t
= −
∮ [(
1
2
ρv2+p
)
v+P−4
3
ν˜(∇·v)v−ν˜v×(∇×v)
]
·nˆdS (18)
−
∫ [
ν˜(∇×v)2+η(∇×B)2+4
3
ν˜(∇·v)2
]
d3x.
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Here nˆ is a unit normal vector to the boundary, P = µ−10 E×B is the Poynting vector (E is the
electric field), which is in principle an imposed and experimentally-known function of space and
time. To simplify, we assume that the boundary conditions satisfy v·nˆ = v×nˆ = 0 and B·nˆ = 0
at the wall, zeroing all the surface terms except for the Poynting flux. These condition are satisfied
for the simulation presented in Sec. 5.2. Then we have
∂W
∂t
= −
∮
P ·nˆdS−
∫ [
ν˜(∇×v)2+η(∇×B)2+4
3
ν˜(∇·v)2
]
d3x (19)
= −
∮
P ·nˆdS−
∫ [
ν(∇×Bv−∇ρ
2ρ
×Bv)2+η(∇×B)2+4
3
ν(∇·Bv−∇ρ
2ρ
·Bv)2
]
d3x.
In steady-state, W is approximately conserved as the injected power balances the dissipative
losses. In any orthonormal basis, the injected power must separately balance the terms which
are linear and quadratic in the temporal modes. To reflect this, the power is split into∮
P ·nˆdS =
r∑
i=1
P lineari ai+
r∑
i,j=1
P
quadratic
ij aiaj . (20)
Then we can expand the fields in the POD modes to obtain:
0 ≈ ∂W
∂t
=⇒ 0 ≈
∑
i
W lineari ai, 0 ≈
∑
i,j=1
W
quadratic
ij aiaj , (21)
W lineari = P
linear
i +2
∫ [
ν(∇×B¯v−∇ρ
2ρ
×B¯v)·(∇×χBvi −
∇ρ
2ρ
×χBvi )+η(∇×B¯)·(∇×χBi )
+
4
3
ν(∇·B¯v−∇ρ
2ρ
·B¯v)·(∇·χBvi −
∇ρ
2ρ
·χBvi )
]
d3x,
W
quadratic
ij = P
quadratic
ij +
∫ [
ν(∇×χBvi −
∇ρ
2ρ
×χBvi )·(∇×χBvj −
∇ρ
2ρ
×χBvj )+η(∇×χBi )·(∇×χBj )
+
4
3
ν(∇·χBvi −
∇ρ
2ρ
·χBvi )·(∇·χBvj −
∇ρ
2ρ
·χBvj )
]
d3x.
We used the fact that the mean field, by solving the steady-state Hall-MHD equations, satisfies
∂Wmin
∂t
= 0 = −
∫ [
ν(∇×B¯v−∇ρ
2ρ
×B¯v)·(∇×B¯v−∇ρ
2ρ
×B¯v) (22)
+η(∇×B¯)·(∇×B¯)+4
3
ν(∇·B¯v−∇ρ
2ρ
·B¯v)·(∇·B¯v−∇ρ
2ρ
·B¯v)
]
d3x.
The evolution equation for q satisfies∫
1
2
∂q2
∂t
d3x =
r∑
i,j=1
ai
∂aj
∂t
∫
χiχjd
3x = aia˙i =
∂W
∂t
−
∫
ρc2s(∇·v)d3x. (23)
The extra term arises since BT was omitted in the q vector. This term is small for low-temperature
or mildly compressible plasmas, so we neglect it. Including BT would remove this term but
produce a model with higher order nonlinearities. The Galerkin model in vector notation is
aT ·a˙ = aT (L1+L2)a+aTQaa. (24)
All of the quadratic nonlinearities are in aT (L1+L2)a. Since we have assumed that q¯ is steady-
state, there are no linear terms in Eq. (24), so W linear is identically zero. However, conservation of
energy does constrain the linear structure of the model so thatL1 andL2 satisfy aT (L1+L2)a ≈ 0.
We can incorporate this constraint directly into our data-driven model discovery procedure.
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4 Nonlinear model discovery
Rather than explicitly computing the coefficients of the Galerkin model, requiring resolution of
the fields and their spatial derivatives beyond what is typically experimentally feasible, it is in-
stead possible to leverage emerging techniques in machine learning and optimization to discover
these models from data [4]. Several recent approaches have enabled the data-driven identifi-
cation of nonlinear dynamical systems models that balance model complexity and descriptive
capability [32, 51]. Here, we will use the sparse identification of nonlinear dynamics (SINDy)
algorithm [32] to identify nonlinear reduced-order models for plasmas. SINDy models are par-
simonious, having as few terms as are required to explain the dynamics, which in turn promotes
models that are interpretable, prevent overfitting, and tend to generalize to new situations that
were not in the training data. Importantly, the SINDy framework enables the discovery of models
that enforce physics-based constraints, such as energy conservation, by construction [33].
The SINDy algorithm is based on the observation that dynamical systems, given by sys-
tems of ordinary differential equations, often have only a few active terms that define the dy-
namics, so that the dynamics may be represented sparsely in a library of candidate terms. Our
goal is to identify a low-dimensional model for the time-evolution of a(t), the vector of POD
mode amplitudes, as a sparse linear combination of elements from a library of candidate terms
Θ =
[
θ1(a) θ2(a) · · · θp(a)
]
:
d
dt
a = f(a) ≈ Θ(a)Ξ. (25)
The matrix Ξ =
[
ξ1 ξ2 · · · ξr
]
is sparse, and the nonzero elements in each column ξk indicate
which terms are active in the dynamics of a˙k(t). In the case of a plasma or a fluid flow, where the
physical laws are known, it is possible to construct the libraryΘ to include terms in the governing
equations. For example, we may constructΘwith linear and quadratic terms; higher-order terms
may also be included to model the effect of truncated POD modes [33].
It is possible to identify the coefficients of the sparse matrix Ξ, and thus the reduced-order
model in Eq. (25), via sparse regression, leveraging measurement data from the system of interest.
First, we collect a data matrixA that is constructed from trajectory data:
A =

aT (t1)
aT (t2)
...
aT (tM )
 . (26)
Note that this data matrixA ∈ RM×r transposes the data matrix convention introduced in Eq. (1).
It is possible to construct a similar matrix A˙ of time derivatives, either by measuring the deriva-
tives a˙(t) or approximating them numerically from a(t). It is also possible to evaluate the library
Θ on the data matrixA. In the case of polynomial candidate functions, this library becomes
Θ(A) =
 A AP2 AP3 · · ·
 . (27)
Higher polynomials are denoted asAP2 ,AP3 , etc. Quadratic nonlinearities inA are given byAP2 ,
AP2 =

a21(t1) a1(t1)a2(t1) · · · a2r(t1)
a21(t2) a1(t2)a2(t2) · · · a2r(t2)
...
...
. . .
...
a21(tM ) a1(tM )a2(tM ) · · · a2r(tM )
 .
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Finally, it is possible to express Eq. (25) in terms of these data matrices
d
dt
A = Θ(A)Ξ. (28)
The sparse matrix of coefficients Ξ may be identified via sparse regression, for example by se-
quentially thresholded least-squares [32, 40], LASSO [52], sparse regularized relaxed regression
(SR3) [53], among other algorithms. Although less sparse models may better fit the training data,
they are liable to overfit to experimental noise, resulting in overly complex models that may not
generalize and have disadvantageous stability properties.
Motivated by the Galerkin model in Sec. 3, we restrict the library of candidate terms to first
and second order polynomials in a(t), although this is not a requirement of the SINDy algorithm.
The sparse vectors of coefficients Ξ =
[
ξ1 ξ2 · · · ξr
]
may also be written in vectorized form as
ξ =
[
ξa11 , . . . , ξ
a1
p , ξ
a2
1 , . . . , ξ
a2
p , . . . , ξ
ar
1 , . . . , ξ
ar
p
]
. (29)
A given element ξakj is the coefficient on the j-th library function θj in the ak row equation in
Eq. (25); there are p library functions and r POD mode amplitudes.
To incorporate physics-based constraints into our data-driven model, we consider the en-
ergy conservation in the compressible Hall-MHD model derived in Sec. 3. The vanishing of the
quadratic term in aT a˙ leads to an anti-symmetry constraint on the linear coefficient matrix
ξa11 ξ
a1
2 ξ
a1
3 · · · ξa1r
ξa21 ξ
a2
2 ξ
a2
3 · · · ξa2r
ξa31 ξ
a3
2 ξ
a3
3 · · · ξa3r
...
...
...
. . .
...
ξar1 ξ
ar
2 ξ
ar
3 · · · ξarr
 =

0 ξa12 ξ
a1
3 · · · ξa1r
−ξa12 0 ξa23 · · · ξa2r
−ξa13 −ξa23 0 · · · ξa3r
...
...
...
. . .
...
−ξa1r −ξa2r −ξa3r · · · 0
 . (30)
For general polynomial models without a constant term, the origin is a fixed point, and the linear
coefficient matrix represents the linearized system about the origin. A real, anti-symmetric matrix
has eigenvalues that are either zero or come in purely imaginary pairs, so that stability must be
determined through center manifold reduction or via a Lyapunov function.
The anti-symmetry constraint on the linear coefficients in Eq. (30) may be formulated as a lin-
ear equality constraint,Cξ = d, whereC is a constraint matrix, and d is a vector of desired values;
note that C here is not to be confused with the coefficient matrix in the Galerkin model in Sec. 3.
This constrained SINDy formulation was first introduced to conserve energy in incompressible
fluid systems [33]. They showed that the sequentially thresholded least squares algorithm in the
original SINDy algorithm [32] is readily adapted to include linear equality constraints. It is also
possible to incorporate more general constraints using SR3 [54].
Data-driven reduced-order models for more sophisticated plasma dynamics may be tractable
in the SINDy framework, since it is possible to expand the libraryΘ to include more complex can-
didate dynamics. Future adoption of these methods in the plasma physics community is crucial
to the development of principled data-driven control for laboratory devices.
5 Numerical results
The theoretical structure of our reduced-order modeling framework is appealing, but its practical
value to the community ultimately depends on the quality of the analysis when applied to com-
plex plasmas. In Sections 5.1 and 5.2, guided by the theoretical analysis and energy constraint
derived above, a data-driven SINDy model is constructed from simulations of a 3D turbulent
experimental device.
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5.1 Simulations of the HIT-SI experiment
HIT-SI was a laboratory device that formed and sustained spheromak plasmas for the study of
plasma self-organization and steady inductive helicity injection (SIHI) [43]. It consisted of an
axisymmetric flux conserver and two inductive injectors mounted on each end, which were typ-
ically operated to produce toroidal n = 1 magnetic perturbations at a frequency finj = 14.5 kHz.
Detailed descriptions of the experiment can be found in Jarboe et. al. [43] and Wrobel [55]. Com-
pressible Hall-MHD simulations of the HIT-SI experiment in NIMROD [56] provide a robust test
for the proposed framework because they are well-studied [57–61], and they involve turbulent
and driven 3D plasma systems with large magnetic perturbations, |δB|/|B| ≈ 10%, and density
perturbations, δρ/ρ ≈ 100%, in contrast to many other fusion devices, such as tokamaks, with
|δB|/|B| ≤ 0.1% [44]. We restrict our study to constant and uniform temperature to match the
theoretical framework presented earlier, but allow for full density evolution.
For the simulations presented in Sections 5.2−5.3, the density, velocity, and magnetic field are
sampled at a set of equally-spaced points in the volume, with ∆φ = pi/16, ∆R ≈ ∆Z ≈ 2 cm.
The temporal resolution of the measurements varies but is typically ∆tk ≈ 1 µs. The analysis
presented in Sec. 5.2 is essentially unchanged for time steps as large as 10 µs, but smaller time
steps are required in HIT-SI to resolve harmonics of finj that appear in the temporal POD modes.
For instance, at ∆tk = 10 µs, the fourth injector harmonic is sampled on average less than twice
per period. The spatial POD modes, illustrated on the Z = 0 midplane in the following figures,
are constructed from 1440 measurement locations; the location of this midplane in the spheromak
is shown in Fig. 1(a). With a non-uniform set of 50 points in the midplane, the spatial dependence
changes very little, beyond smoothing out the shortest wavelengths. The fact that the HIT-SI
plasma is driven may improve the performance of a reduced-order model, as the velocity and
magnetic field exhibit similar frequency locking with the injector frequency finj and its harmonics.
However, as is shown in Sec. 5.3, this can also lead to a more complicated modeling process for
some modes because the frequency content of the driven modes are dominated by the injector
frequency and its harmonics.
5.2 POD modes in compressible Hall-MHD simulations of HIT-SI
An examination of the structure and energy content of the POD modes can lead to physical dis-
covery and informs an appropriate choice for the model truncation. The normalized singular
values and first seven normalized POD modes are illustrated in Fig. 2. The singular values in-
dicate that a modest model truncated at r = 7 already captures 99% of the total energy content;
recall that the mean field has been subtracted. The first six temporal modes are approximately
monochromatic, mostly representing waveforms oscillating at the injector frequency or its har-
monics. However, there is significant low frequency content in the seventh mode, which appears
uncorrelated with the injector frequency. Each pair of temporal modes is also illustrated in the
2D feature space in Fig. 2(a). Mode pairs 1-2, 3-4, and 5-6 all approximately behave as harmonic
oscillators, although there are some significant deviations for modes 5-6. Most of the pairs exhibit
a clear low-dimensional attractor where the dynamics evolve. The spatial modes in Fig. 2 exhibit
considerably more structure than the temporal modes, because the Hall term leads to dispersive
whistler waves, which produce short wavelength features. Although a number of short wave-
length features are captured by the spatial modes, the extent to which the whistler wave dynamics
are captured in the low-dimensional representation is unclear. Future work using multi-resolution
techniques [62, 63] may facilitate disambiguation of the dynamics at large and small spatial scales.
The fact that these spatial modes all clearly exhibit significant structure, such as visible long-range
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Figure 2: Illustration of the first seven POD modes: (a) Feature space trajectories of every mode
pair and the normalized singular values; (b) Spatial modes in the Z = 0 midplane normalized to
±1 for visualization; (c) Time and frequency dependence indicate harmonics and peak-splitting at
finj. The gray lines in the Fourier space indicate the first five harmonics of finj.
correlations and symmetry, further motivates a low-dimensional model for the evolution of these
coherent modes.
5.3 Forecasting performance
The ultimate test of a data-driven model is its forecasting performance on a new dataset that was
not used for training. We construct a nonlinear model using data from 1.5-3.5 ms of a NIMROD
simulation, and test it on the next 0.5 ms. An analysis of the identified model can be found in Ap-
pendix A. The identified model evolution of (a1, a2, a3, a4, a5, a6, a7) indicates excellent agreement
with the ground truth data, as shown in Fig. 3. This illustration examines the temporal evolu-
tion of the POD mode amplitudes, a sample probe measurement reconstruction, and the Z = 0
midplane reconstructions; for all cases except the low frequency components of mode seven, the
agreement is excellent. Linked movies in Fig. 3 of (Bx, By, Bz, Bvx, Bvy , Bvz ) indicate that the model
accurately forecasts the entire spatio-temporal structure for all the measured quantities, although
the time evolution of Bv appears to be more complex than that of B; this extra structure is not
captured by such a simple model. The reduced-order model performance is excellent, especially
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simulation and its POD approximation. The fields (Bx, By, Bz, Bvx, Bvy , Bvz ) are reported in Gauss
and illustrated in the Z = 0 midplane for the first snapshot in the validation data.
for a r = 7 system of quadratic ODEs with only 18 active terms out of 245 possible terms; seven of
these terms are used to model a˙7. This seven-dimensional model forecasts much of the time evo-
lution for a high-dimensional simulation which typically uses 96×96×64 = 589,824 grid points.
This SINDy model is smaller in dimension by a factor of approximately 84,000.
6 Summary and future work
We have developed a novel reduced-order modeling framework to the plasma physics community
that is both data-driven and physics-constrained. By introducing a dimensionalized POD expan-
sion for plasmas, we are able to derive a Galerkin model for the evolution of these dominant
modes in time. Furthermore, we derive model constraints that enforce energy conservation in the
model. This framework enables the data-driven identification of sparse, nonlinear reduced-order
models that are both highly efficient and accurate. We demonstrate this approach for compressible
Hall-MHD plasmas in the limit of constant and uniform temperature, with data from high-fidelity
numerical simulations of a turbulent 3D experimental configuration. This framework may be
used more broadly for discovering low-dimensional models, forecasting measurements, or real-
time control of complex plasmas.
Alternative approaches in the tokamak literature have approached disruption avoidance and
mitigation using neural networks, random forests, and other black or gray-box machine learning
algorithms [54, 64–71]. Most of these models operate by training on a large number of similar
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discharges to discover disruption precursors; these precursors can be used as warning signs to
trigger disruption mitigation. These are useful techniques, but many of them are disconnected
from the underlying plasma physics, limiting their extension to new devices and different param-
eter regimes. These algorithms also tend to use equilibrium plasma parameters, such as q95 (the
safety factor at 95% of the plasma minor radius) and the elongation, which must be reconstructed
from the raw data with codes such as EFIT [72]. This additional reconstruction introduces com-
putational latency, which is known to degrade control performance. In contrast, our proposed
framework utilizes the raw data directly, does not in principle require multiple discharges, di-
rectly connects to the underlying plasma physics, builds an interpretable low-dimensional non-
linear model for the dynamics, and may be incorporated directly into a real-time control algorithm
such as MPC. However, this framework remains to be proven on experimental data.
Extending the proposed method to experimental data will likely introduce additional compli-
cations of noise, measurement sparsity, and completeness. By construction, the SINDy algorithm
promotes sparsity in order to avoid overfitting for noisy experimental data. Although the present
work relied on a data matrix constructed from a number of well-sampled, equally-spaced point
measurements of the density, velocity, and magnetic field, this framework generalizes naturally to
sparse experimental or simulation data with non-uniform grid spacing on arbitrary geometries.
Explicit calculation of POD-Galerkin models with DEIM and QDEIM can help inform require-
ments on sensor placement to resolve the dynamics of interest. In order to avoid the requirement
of point velocity measurements, uncommon in laboratory plasma diagnostics, a similar frame-
work may be possible for a particular set of chord-averaged measurements. A dual approach,
using time-resolved sensor data and chord-averaged measurements, similar to the approach in
fluid dynamics with particle image velocimetry [34], may improve the applicability of this work
to experimental data.
Future theoretical work includes the investigation of more sophisticated POD-Galerkin mod-
els for the large number of MHD variations used in the plasma physics community. A possible
route for real-time control is to incorporate these models into the model predictive control frame-
work [6]. Incorporating this framework into current devices, with reliable and diverse plasma
measurements available in some region, could yield significant improvements over traditional
real-time application of the POD, which tends to rely on building machine-specific markers of
linear MHD instability [22, 41, 73]. In contrast, our framework could attempt to detect possible
instability through deviation of the nonlinear evolution in the POD feature space from a well-
traversed attractor, and could attempt actuation to push the dynamics back onto the attractor.
Discovery of these low-dimensional nonlinear attractors in tokamaks could bolster the identifi-
cation and control of zonal flows [11] and divertor detachment, as well as the avoidance and
mitigation of disruptions [74, 75] critical to the performance of the ITER device [2]. This approach
would be highly generalizable and not limited to detection of linear MHD instabilities.
There are three primary open questions that arise, regarding the procedure detailed in the
present work: 1) can we remove the restriction to linear subspaces of the original state space?;
2) can we remove the requirement that the spatial POD modes are global in space (although this
method may be applied to a specific region in the plasma)?; and, 3) can we ameliorate some of
the difficulty in finding stable SINDy models as the system of ODEs grows in size? Fortunately,
the first two considerations have been the focus of significant attention in the fluid dynamics and
applied mathematics communities. Manifold Galerkin projection, relying on deep convolutional
autoencoders [76], produces reduced-order models on nonlinear manifolds, although application
of this method likely requires offline training. For models that are local rather than global in space,
there are multi-resolution techniques based on wavelets [77], such as multi-resolution dynamic
mode decomposition [62] or multi-resolution POD [63]. These spatially-localized reduced-order
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models are ideal because wavelet-like phenomena such as edge harmonic oscillations and quasi-
coherent modes appear in a number of laboratory fusion plasmas [78–81]. Lastly, the systems of
nonlinear ODEs identified by SINDy tend to have depreciating stability properties as the number
of modes increases. Future machine learning work in nonlinear model identification techniques
could focus on automated algorithms to search in the neighborhood of an identified SINDy model
for a stable model with similar characteristics to the original model. Another route is to enforce
additional physical or heuristic constraints requiring certain stability or limit cycle properties of
the identified model, which may prove tractable for the specific case of models with only quadratic
nonlinearities.
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Appendix A
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Figure 4: A linear model may
slightly miss the finj harmonics,
leading to errors in forecasting.
Here we present linear and nonlinear models for the first r = 7
POD modes. The models are based on the same simulation
data. The two SINDy models are fit on 80% of the simula-
tion data from 1.5−4.0 ms, during which approximate power
balance is satisfied in the simulation. The identified model is
tested on the remaining 20% of the data.
A.1 Linear model
The pairwise POD mode trajectories in Fig. 2 indicate that
mode pairs 1-2, 3-4, and 5-6 behave as nearly independent
harmonic oscillators. A data-driven model restricted to lin-
ear terms correctly identifies a set of decoupled oscillators, but
slightly misidentifies the true injector harmonics. This results
in phase issues for long-time forecasting, as in Fig. 4. The sev-
enth mode (not shown) is permitted to evolve with quadratic
nonlinearities, but nonetheless drifts after a short time.
A.2 Nonlinear model
The more complex nonlinear model, presented in the main
body of the paper, corrects the phase errors in the linear model.
Nonlinear dynamics in the first six modes also benefit the fore-
cast in the challenging seventh mode. However, this improve-
ment is limited, since the first six models are strongly peaked
at the harmonics of the injector, finj, and struggle to capture
low-frequency content in the seventh mode. Nonlinearities are
also required in order to capture deviations from a harmonic oscillator structure, such as those
which can be seen visually for modes 5-6 in the pairwise feature space illustrations in Fig. 2.
The nonlinear model from Sec. 5 is shown in Fig. 5. Mode pair 1-2 forms a harmonic oscillator
at finj ≈ 14.5 kHz, and is decoupled from the rest of the system. This is expected because these
modes primarily represent the forcing by the injectors. In fact, the model fits the dynamics of the
third and fourth modes by forcing with modes 1-2. If we take as an initial condition a1(0) = F and
a2(0) = 0, then a1(t) = F cos(ωinjt), a2(t) = −F sin(ωinjt) and the system for modes 3-4 becomes[
a˙3
a˙4
]
= −F 2
[
1.490 sin(2ωinjt)
1.374 cos(2ωinjt)
]
→
[
a3
a4
]
=
F 2
2ωinj
[
1.490 cos(2ωinjt)
−1.374 sin(2ωinjt)
]
. (31)
Thus, modes 3-4 are driven to produce the second injector harmonics. Substituting in the solutions
for modes 1-4, the dynamics for modes 5-6 have a more complicated structure, given by[
a˙5
a˙6
]
≈ 0.164
[
a6
−a5
]
+
F 3
2ωinj
[−1.225 cos(ωinjt) sin(2ωinjt)−1.270 sin(ωinjt) cos(2ωinjt)
−1.180 cos(ωinjt) cos(2ωinjt)+1.140 sin(ωinjt) sin(2ωinjt)
]
. (32)
Approximating the forcing terms in each component reduces the system to[
a˙5
a˙6
]
≈ 0.164
[
a6
−a5
]
− F
3
2ωinj
[
1.248 sin(3ωinjt)
1.160 cos(3ωinjt)
]
. (33)
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The solution is found straightforwardly with ansatz a5 = F1 cos(3ωinjt)+F2 sin(3ωinjt) for some
constants F1 and F2, so we can see this is externally forced to 3finj. Mode seven is driven at a mix
of 2finj, 3finj, 4finj and 5finj. A solution can be found but is not particularly illuminating, especially
because the low frequency component of this mode is very difficult to approximate with the other
modes. Although we have added some model complexity, this nonlinear model avoids the phase
errors seen with the simple linear model. Moreover, nonlinear models will be essential for plasma
systems which have temporal modes that cannot be decomposed into sets of harmonic oscillators.
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Figure 5: Constrained SINDy model describing the amplitudes of the first r = 7 POD modes.
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