For real-time communication, we must be able to guarantee timely delivery of messages. In a previous paper, Kim et al. presented a real-time communication method for networks which uses a deterministic wormhole routing algorithm. It would be more desirable to be able to use an adaptive wormhole routing algorithm. However, the use of an adaptive algorithm results in highly unpredictable communication delays because the path used by each message cannot be known in advance. Thus, an alternative is to use a flexible wormhole routing algorithm, in which one of a set of predefined paths is chosen (in advance) for each pair of communicating nodes. With flexible routing, real-time communication guarantees are again possible while making more effective use of the available network resources than deterministic routing. This paper examines the problem of selecting a set of paths to maximize the probability of meeting real-time communication guarantees for a set of communicating nodes. Since this problem is NP-hard, a heuristic solution is proposed and compared with previous path selection algorithms. Simulation results are used to show that the proposed path selection algorithm outperforms all previous algorithms.
1. Introduction. For real-time applications, it is important to be able to accurately predict the execution time of tasks. This is complicated by several factors, including multi-level caches, pipelining, superscalar processing, and other advanced techniques used in current microprocessors. If real-time processing is to be performed on a parallel computer, we must also guarantee the timely delivery of messages between processors -this requirement is referred to as real-time communication.
Real-time communication for multi-hop store-and-forward networks has been widely studied. A well-known approach for this problem uses the concept of a real-time channel, which is a unidirectional virtual circuit that traverses one or more network links; the required network bandwidth and buffer space for a real-time channel is reserved during the real-time channel establishment phase [1, 2] .
Unlike the first commercial multicomputers (distributed memory parallel computers) which used store-and-forward packet switching for interprocessor communication, most current multicomputers use much higher performance wormhole routing (or a variant) methods for inter-processor communication. Wormhole routing, introduced in [3] , is a hardware supported switching method in which messages arriving at an intermediate node are immediately forwarded to the next node without buffering, provided that a channel to the next node is available. This is referred to as a cut-through operation. The message is divided into flits. If the head flit of a message is blocked at an intermediate node because the requested outgoing channel is unavailable, the message is buffered in the on-line flit buffers at each node along the path up to the current node. This forms a long "worm" which remains in the network, blocking other messages until it is able to make forward progress. Since deadlocks are a real possibility with this scheme, all practical methods for wormhole routing and its variants have proposed ways to avoid or work around deadlock situations. Most of these methods rely on the use of virtual channels, which are channels that are time-multiplexed over physical channels on demand, i.e., only when those virtual channels are used.
With wormhole routing, new methods are required for real-time communication since the real-time channel concept is no longer applicable. For many real-time applications, there are several classes of messages, each with a different fixed priority level depending on its importance and the penalty incurred when a message misses its delivery deadline. Thus, a method of supporting prioritized messages is needed, with higher priority messages having preferential access to network resources. However, with the original wormhole routing method, once a message occupies a set of network channels, it cannot be preempted by a higher priority message which arrives at a later time because individual flits of a message do not contain header information -if a message is split into two parts due to preemption, the first part will have lost its tail and the second part will not have a header to guide it to its destination. Thus, Song et al. proposed a modification of wormhole routing termed throttle-and-preempt which requires a special router architecture to support flit-level preemption with a small number of virtual channels [4] . Balakrishnan et al. proposed another modification of wormhole routing termed PPCS-RT (preemptive pipelined circuit switching for real-time messages) which permits preemption during a separate path establishment phase [5] . In [6] , Li and Mutka proposed a real-time communication method using one virtual channel for each priority level. If a packet can only request virtual channels which are numbered lower than or equal to its priority, it will be guaranteed never to be blocked by a lower priority message. Mutka [7] studied the feasibility (determining whether all messages can meet their deadlines) of a given set of real-time periodic traffic flows by using previous research results on rate monotonic scheduling. However, because of the blocking characteristic of wormhole networks, mere application of rate monotonic scheduling is inadequate.
In [8] , Kim et al. addressed all aspects of the real-time communication problem for networks using deterministic wormhole routing. By analyzing the blocking dependencies of message streams, they calculated the feasibility of a set of real-time message streams. In addition, the same basic method was used to calculate delay upper bounds for each message stream. The main drawback of the technique used in [8] is that it is limited to deterministic wormhole routing. Their method is not applicable to adaptive wormhole routing since blocking dependencies cannot be known in advance if the path followed by each message stream is "adaptable".
In [9] , we introduced a different type of routing method termed flexible routing, which is similar to the street-sign routing method used in iWARP [10] and can be viewed as a cross between deterministic and adaptive routing. In flexible routing, a message is permitted to follow one of a set of predetermined routing paths for each destination. The path to be followed is encoded into the message header as a series of "turns" (e.g. a change from an X direction to a Y direction in a mesh) -thus, paths with fewer turns will result in shorter message headers. Given a set of communicating nodes, [9] investigated the problem of finding paths for all communication pairs such that there are zero (or a very small number of) overlapping paths, thereby leading to communication with zero (or a small degree of) blocking when using wormhole routing.
This paper addresses the problem of real-time communication for networks using flexible wormhole routing. The basic approach taken is to devise a heuristic path selection algorithm that results in minimal contention among the set of messages, thereby increasing the probability that all of those messages can be delivered before their respective deadlines. Section 2 formalizes the real-time communication problem and the path selection problem. Section 3 presents the proposed path selection method for use with real-time communication. Previous path selection algorithms are reviewed, and a different path selection algorithm is proposed which is customized for the realtime communication problem. The priority handling problem is addressed with a flit-level preemption method that also guarantees deadlock-free flexible routing. Next, Sec. 4 shows the results of simulations which demonstrate the improvement in real-time communication performance possible with the proposed path selection method. Finally, the paper concludes with Sec. 5.
2. Problem Formalization. Let us assume that a real-time application is to be executed on a multicomputer system with a point-to-point interconnection network that uses wormhole routing. A host processor is used for overall system management, including the allocation of tasks to computation nodes, task scheduling, and feasibility testing for the allocated and scheduled tasks. Each real-time application consists of a set of cooperating tasks which are allocated to a group of nodes. Real-time communication is required between pairs of tasks assigned to different nodes. It is assumed that other methods are used to allocate tasks to nodes and to schedule those tasks on their assigned nodes. This paper concerns itself only with the communication requirements imposed on pairs of nodes by the allocated and scheduled tasks.
Following [8] , the real-time communication problem is modeled using a set of n message streams M = {M 1 , M 2 , . . . , M n }, where each message stream M i is characterized by a seven-tuple
For simplicity, it is assumed here, as in [7, 8] , that real-time messages are generated on a periodic basis. (The aperiodic case is more difficult and is treated in [9] .) Then the parameters used are defined as follows: Given the above model, the delay upper bound calculation and message stream feasibility problems can be formally defined as follows. 
The interconnection network is modeled by a directed graph G = (V, E) in which V = {v 1 , v 2 , . . . , v m } represents the set of computation nodes and E = {e i = (v j , v k )|v j , v k ∈ V and there is a channel from node v j to v k in the interconnection network }. A path P i in G is represented by a list of the nodes (or edges) traversed, i.e.,
, where the former is a shorthand notation for the latter. Then the following terms can be defined.
Definition 2.1. Two paths P i and P j intersect iff ∃ e k ∈ E such that e k ∈ P i and e k ∈ P j . Definition 2.2. Given a set of paths P and a path P i ∈ P, contention (P i ) ≡ |{P k : P i , P k ∈ P, P i = P k , and P k intersects with P i } |.
Definition 2.3. Given a set of m paths P, total-contention(P) ≡
contention (P i ). Definition 2.4. A set of paths P is contention-free iff total-contention (P) = 0.
Definition 2.5. Given a set of paths P and a path P i ∈ P, CT I(
where α is a constant and P i is one of the candidate paths generated by a message stream M i with deadline D i and latency L i . CTI is an abbreviation for "Contention Index".
Problem 3. (Path Selection): Given G = (V, E) and a set of message streams M to be assigned to G, find a set of m = |M | paths P = {P 1 , P 2 , . . . , P m }, where
, find a contention-free solution to the path selection problem if one exists.
Problem 5. (Minimum Contention Path Selection): Given G = (V, E), find a solution to the path selection problem P such that for any other solution P , total-contention(P) ≤ total-contention(P ).
In [9] , it was proven that the contention-free path selection and minimum contention path selection problems were both NP-hard. Thus, a heuristic solution was presented for finding contention-free solutions whenever possible.
In order to be useful, a path selection algorithm must be used in conjunction with flexible routing, which is a routing method with which a message can be directed to follow a specific path (using direction bits included in its header). With this type of routing, it is desirable to use as few direction changes as possible in order to minimize overhead bits in the message header. This may seem to run contrary to the desire to consider lots of routing possibilities for each message stream in order to arrive at a low contention path selection solution. Interestingly, however, it was shown in [9] that an algorithm that only permits a few possible paths (2-4 in [9] ) for each message stream can result in better path selection solutions than higher time complexity algorithms that permit a significantly larger number of possible paths for each message stream. This observation is also supported by our experimental results, presented in Sec. 4.
3. Real-Time Communication Using Flexible Routing. The two cardinal issues in real-time communication are predictability and priority handling. For predictability, we must be able to establish upper bounds on the delays of all messages -once these upper bounds have been determined, it is possible to ascertain whether all message communication deadlines can be met. Since it may not be possible to ensure that deadlines can be met for all messages, priorities can be used to ensure that more important messages have a greater chance of meeting their deadlines. Also, higher priority messages should in general be delivered with less delay than lower priority messages. This can be ensured by permitting higher priority messages to preempt lower priority messages by interrupting the delivery of the lower priority messages in favor of the higher priority messages. Without preemption, priority inversion can occur, which denotes a situation in which lower priority messages block higher priority messages from progressing.
Two types of methods can be used to implement preemption in wormhole routing networks. In the first type of method, the original wormhole routing method proposed in [3] can be modified by using special router architectures that permit preemption (as in [4] ). In the second type of method, virtual channels can be used to implement priorities (as in [6] ). In this paper, it will be assumed that the second type of method is being used for priority handling. The proposed method, which is used in conjunction with a mechanism for avoiding deadlock, is discussed in Sec. 3.3.
To handle the predictability issue, we will use the method described in [8] , except that flexible routing will be used instead of deterministic routing. The interested reader is referred to the method described in [8] for calculating delay upper bounds for each message stream. After all delay upper bounds have been calculated, they can be compared to their respective deadlines to determine which deadlines have been missed, if any. A set of message streams is said to be feasible if the delay upper bounds for all message streams are not more than their respective deadlines.
Previous path selection methods.
To solve the path selection problem addressed in this paper, it is possible to adapt three previous heuristic methods, that is, Shukla and Agrawal's "scheduled routing" method [14] , Kandlur and Shin's "traffic routing" method [15] , and Lee and Kim's "MIN-CON" [9] . In all methods, a cost metric is devised to model the cost incurred when a packet becomes blocked due to usage of a required channel by another packet. Then an algorithm is devised that attempts to select a set of paths that minimizes the cost metric. These three methods will be compared with our solution in Sec. 4.
In [14] , Shukla and Agrawal present a method for supporting task-level parallelism by integrating task specifications with flow control. It is assumed that extra hardware is added to enable communication processors to provide explicit flow control by executing switching schedules computed at compiletime -essentially a hardware routing table implementation. It is also assumed that nodes communicate with each other based on a precomputed schedule -this enforces a form of "scheduled routing". An essential part of scheduled routing is the path assignment method, described below, that attempts to provide contention-free paths for each pair of communicating nodes.
Shukla and Agrawal's path assignment method [14] works as follows. Initially, one path is randomly assigned for each communication pair. Then, the link L i with peak usage (used by the largest number of paths) is identified. If a path using link L i can be rerouted so that the peak link usage is reduced or the peak link is repositioned, the reroute which results in the largest link usage reduction is selected and used to update the current path assignment. These two steps are repeated until the peak link usage cannot be reduced and the peak link cannot be repositioned. Then, in an attempt to escape any local minima, the current best path assignment is updated and the entire process is repeated with a new random assignment until the best path assignment remains unchanged.
Kandlur and Shin's work [15] addresses the same problem under the name "traffic routing". Using a computer network model, Kandlur and Shin define a cost function that is dependent on the number of units of information (defined as the flow ) to be transferred between any two nodes of the network. With link cost c i = f i , where f i is the flow induced along edge e i ∈ E, the total cost is derived as T = e i ∈E f 2 i . Kandlur and Shin's (KS) algorithm [15] selects paths for all communicating nodes while attempting to minimize the total cost T . Such a solution will balance the network load and hopefully minimize the number of times that a message is blocked.
In the KS algorithm [15] , one path is initially assigned for each communication pair m k ∈ M c , and the total cost T is calculated. Then the paths are repeatedly removed and new paths generated using Dijkstra's shortest-path algorithm (with a suitable distance metric) until T cannot be reduced any further. Note that the complexities of both the SA and KS algorithms are difficult to enumerate as both algorithms iterate as long as better solutions crop up.
For the MINCON [9] algorithm, it is assumed that there is a flexible routing algorithm such that a limited number (about 2-4) of candidate paths are considered for each message stream. This approach is quite different from the above two methods which consider all possible candidate paths for each message stream. Figure 1 shows two possible candidate path sets that can be used when the interconnection network has a 2-dimensional mesh topology. For the cost metric, the overlap of path P i ∈ P is defined as the number of paths in P that intersect with P i , and then paths are selected for all message streams M while attempting to minimize the overlap.
MINCON [9] works as follows. For each message stream M i ∈ M , all candidate paths in R k (set of paths routable by a flexible routing algorithm) are initially assigned. Next, the overlap is derived for all of the paths that have been assigned. In Step 2, MINCON iteratively selects the path with the minimum overlap, deletes all other paths for the corresponding pair, deletes all paths that intersect with the chosen path, and updates the overlap values for the remaining paths. If, however, an intersecting path that needs to be deleted is the only remaining path for its pair, then the initial path choice is revoked and the path with the next smallest overlap is selected. If all communication pairs have a selected (and unrevoked) path after Step 2, the set of selected paths is a contention-free solution. If communication pairs with no selected paths remain, then in Step 3, for each remaining pair, MINCON selects the path with the minimum overlap, deletes all other paths for the corresponding pair, and updates the overlap values for the remaining paths.
Proposed path selection method.
Ideally, what we would like to do is to select a set of paths such that, even when there is contention, the resulting message delays do not cause individual messages to miss their deadlines. Thus, it would be more desirable to minimize the maximum contention value instead of attempting to find contention-free paths or minimize the total contention. An even more aggressive approach would be to calculate the accumulated delay for each candidate path resulting from other paths that intersect with it, and then successively delete each candidate path (for which there is an alternate candidate) that exceeds its deadline by
Algorithm MAXCON
• Stage 1 (Generate initial paths) :
/* CTI is the acronym of Contention Index defined as a cost metric. */ • Stage 2 (Find a set of low-contention paths) : Repeat until R all empty 1. P max ← P k ∈ R all | ∀P j , P k ∈ R all , CT I(P k ) ≥ CT I(P j ). 2. Let sel be the message stream index of P max 3.
/* Delete one path with max. CTI */ * Update CT I(P j ) for all paths P j that intersect with P max . -else /* |P sel | == 1 */ * Choose a path P max for M i the largest amount until there is only one path remaining for each message stream. However, our experiments showed that there was little benefit to be obtained from this type of computation-intensive approach. Thus, a simpler cost metric termed CTI(Contention Index, defined in Sec. 2) is used in our path selection algorithm, shown in Fig. 2 as the MAXCON algorithm. A set of initial candidate paths, such as those shown in Fig. 1 , will be assumed for this algorithm. For the proposed MAXCON algorithm, a new cost metric termed CTI (Contention Index) was defined in Sec. 2. The CTI definition reflects the effects of real-time communication and wormhole routing, in addition to that of contention. By multiplying by a constant α, the amount of weight given to contention and the communication laxity (D i − L i ) can be adjusted. In wormhole routing, latency L i is calculated as L i = |P i | + C i − 1, where |P i | is the length of the path P i and C i is the length of the message stream M i in flits as defined in Sec. 2.
MAXCON works as follows. Initially, all candidate paths are generated for the set of message streams given, and then the CTI value is derived for all paths that have been generated. Next, in Stage 2, we iteratively delete the candidate path with the maximum CTI value and update the CTI values of any paths that intersect with the deleted path. The remaining paths will, hopefully, have approximately equal and low contention values. 3.3. Deadlock-free prioritized flexible routing. In the priority handling method of [6] , l virtual channels (per physical channel) are required to handle l priority levels. The virtual channels are labeled from 1 to l. A message with a priority of p is permitted to use any virtual channel labeled p or lower. If all virtual channels that a message can use are occupied, then the message blocks in the network as in traditional wormhole routing. With this scheme, higher priority messages can never be blocked by lower priority messages. Also, higher priority messages will have higher effective bandwidth.
With all types of wormhole routing methods, deadlock, in which there is an infinite circular wait for network resources (e.g. A waits for B, B waits for C, and C waits for A), is a very real possibility that must be dealt with. The priority handling method of [6] can be modified for deadlock-free flexible routing. Clearly, flexible wormhole routing will never result in deadlock if a contention-free set of paths is selected. In addition, the following theorem shows that a stronger statement is possible. Proof. Let us assume that the theorem is not true. Then there is a chain of intersecting messages M dl that is deadlocked and is composed of messages with at least two different priority levels. Let M lp be the subset of messages in M dl with the lowest priority level. Then, messages in M lp cannot block any message in M dl that is not part of M lp . Thus, messages in M lp cannot be part of the deadlocked chain M dl . In a similar manner, messages with the next lowest priority level in M dl can be removed from M dl . This process can be repeated until all messages in M dl have the same priority level. However, this contradicts our initial assumption. Corollary 3.3. If a path selection solution has no intersecting paths with the same priority level, then flexible routing using the selected paths is deadlock-free.
Thus, deadlock can only occur with a set of messages of the same priority level. Within a single priority level, the deadlock problem for flexible routing is the same as the deadlock problem for adaptive wormhole routing. Thus, all solutions proposed for deadlock-free adaptive routing wormhole routing can be used. For example, if Boura and Das' adaptive wormhole routing method [11] is used, then assuming a 2-dimensional mesh topology, the edges can be partitioned into upstream edges, in which the X or Y dimension is increased, and downstream edges, in which the X or Y dimension is decreased. By mandating that all paths must be routed adaptively using upstream edges before being routed adaptively using downstream edges, freedom from deadlock can be guaranteed [11] . It is a simple matter to adapt this method for flexible routing by restricting the paths that can be used as initial candidate paths to follow the above rule. There are also methods such as [12] that rely on the use of multiple virtual channels (for each priority level) to avoid deadlock. An alternate deadlock avoidance method for flexible routing can be based on Glass and Ni's turn model [13] . In [13] , it was observed that a cycle of deadlocked messages can be broken if a small number of turns are simply forbidden. For example, if a 2-dimensional mesh topology is used, then by forbidding all turns from the +Y or −Y direction to the −X direction, freedom from deadlock can be guaranteed -this is referred to as the negative-first algorithm [13] . Two candidate sets of paths that can be used for deadlock-free flexible routing using the turn model are shown in Fig. 3 .
In this paper, the priority handling method of [6] , modified for deadlockfree flexible wormhole routing, will be used. Any adaptive wormhole routing method could be used for deadlock-free flexible routing by simply choosing the initial candidate paths appropriately and using additional virtual channels if necessary. Extensive experiments showed, however, that the exact set of initial candidate paths chosen has little effect on the overall performance of the path selection algorithm as long as the initial candidate paths for a single message stream do not have too many overlapping edges. Thus, we will simply assume the set of candidate paths shown in Fig. 1 for our simulation experiments, presented in the next section.
4. Simulation Results. To evaluate the proposed real-time communication method, extensive simulations were performed on UltraSparc workstations running Solaris2.6. Our proposed method was compared to the deterministic wormhole routing method of [8] , SA [14] , KS [15] , and MIN-CON [9] , where SA is Shukla and Agrawal's "scheduled routing" method [14] and KS is Kandlur and Shin's "traffic routing" method [15] .
The simulation parameters were chosen as follows. The interconnection network was chosen to be a 10 × 10 mesh, and physical channels were assigned in both directions for each communication link. Each processing node was assumed to be the source of at most one message stream, and the corresponding destination node was chosen randomly based on a uniform distribution. For each message stream M i , the message flit length L i was uniformly distributed between 10 and 40. The periodic message intergeneration time T i was uniformly distributed between 400 and 900. The deadline D i was chosen to be identical to the period T i . The priority of a message stream was chosen such that message streams with shorter periods had higher priorities (following [16] ), and the priorities of all message streams were uniformly distributed.
The primary metric used to evaluate and compare different algorithms was the Miss Ratio(MR), defined to be the fraction of generated problem instances for which all messages met their deadlines. Thus, 30,000 iterations were used in which a new message stream set M was generated, and paths were selected using the MAXCON, deterministic routing [8] , MINCON [9] , SA [14] , or KS [15] algorithms. Figure 4 shows the MR results with 5 priority levels and the size of the message stream set |M | varying from 30 to 60. Figure 5 shows the corresponding results with 10 priority levels, and Fig. 6 shows the results with 15 priority levels. As can be seen, the MAXCON algorithm always outperformed all of the other algorithms. Figure 7 shows the average delay upper bounds for the cases in which all messages met their deadlines, plotted with the priority level on the X axis. As can be expected, the MAXCON algorithm has lower delay upper bounds than all of the other algorithms. The closeness of the calculated delay upper bounds to actual (simulated) delays was shown previously in [8] . As noted in [8] , the delay upper bounds calculated for higher priority message streams are very close to their actual delays, while the calculated delay upper bounds for lower priority message streams vary considerably from their actual delays. However, this is because the calculated delay upper bounds are guaranteed upper bounds, as is required for real-time communication.
From these experiments, there are two noticeable results. First, the superior performance of MAXCON results from the fact that for path selection, MAXCON focuses on minimizing the maximum contention paths so to balance the contention among all selected paths. The KS algorithm, which uses a similar strategy, also shows a low miss ratio. However, the KS algorithm has the shortcoming of being a more computationally complex algorithm. On the other hand, the SA and MINCON algorithms, which try to find contention-free paths first, show much higher miss ratios. This is because, by depleting network resources with the contention-free paths, the small number of message streams for which contention-free paths could not be found were routed with a lot more contention, thereby leading to a higher possibility of at least one missed deadline. This is clearly shown in Fig. 8 , where MINCON-F4 finds more numbers of contention-free paths than all of the other algorithms. Note that the most important metric in real-time communication is to meet deadlines, not to find contention-free paths.
Second, even if MAXCON reduces MR to 0.77% in 15 priority levels and 60 message streams, it does not make MR "zero". The meaning of this type of data can be interpreted as follows. Given 100 real-time communication problem instances, for example, the widely used deterministic routing method, with 13% MR given 15 priority levels and 60 message streams, can succeed in only 87 cases. But MAXCON, with 0.77% MR, can succeed in 99 or 100 cases. Therefore, the proposed MAXCON algorithm contributes significantly to the improved performance of real-time communication.
We simulated the performance of MAXCON and other algorithms in situations where message streams are generated with spatial locality (i.e., with clustered destination distributions), and found that the MAXCON algorithm showed lower miss ratio than the others, as was expected. We also evaluated the performance of MAXCON for the best-effort traffic model [17] with the fraction γ of real-time traffic and the fraction (1 − γ) of non-real-time traffic, assuming that one virtual channel is always reserved for non-real-time traffic. The MR results are the same as in Figs. 4-6, since network resources are divided for use by real-time traffic and non-real-time traffic, respectively. Figure 9 shows the comparison of MR in MAXCON with 2, 4, and 6 initial candidate paths per message stream, given 15 priority levels and the size of the message stream set |M | varying from 30 to 60. One somewhat unexpected result is that path selection using the FLEX-2 candidate path set performs slightly better than path selection using the FLEX-4 or FLEX-6 candidate path sets. The reason for this behavior is that the "greedy" approach of always deleting the path with the highest contention value (of all candidate paths for all message streams), and then never revoking that choice turns out not to lead to the smallest possible maximum contention values. This type of non-optimal result is always possible with a heuristic approach -an optimal solution is NP-hard, and the non-heuristic approach of considering all possible combinations of candidate paths is too expensive computationally. After attempting several other heuristic approaches with no significant performance improvement, it was concluded that the MAXCON algorithm with two candidate paths per message stream results in performance at least as good as (and better in most cases) than higher complexity heuristic algorithms with significantly larger numbers of initial candidate path sets.
5.
Conclusions. This paper has presented a real-time communication method based on flexible routing, in which a message can follow one of a set of predefined paths, for networks using wormhole switching for interprocessor communication. By using flexible routing, it is possible to obtain the benefits of being able to route around congested areas and use network bandwidth efficiently (like adaptive routing) while at the same time retaining the predictable message transmission capability of deterministic routing. In addition, we have shown that deadlock can be avoided with flexible routing by using multiple priority levels and/or the deadlock avoidance techniques used with adaptive wormhole routing.
The proposed path selection algorithm, termed MAXCON, attempts to find paths for all real-time message streams such that the maximum contention (overlap) of the paths is minimized. Our simulation experiments show that the MAXCON algorithm with a small number of initial candidate paths (about two for a 2-dimensional mesh topology) produces significantly better performance than deterministic wormhole routing and other path selection algorithms (with higher computational complexity) that consider larger numbers of initial candidate paths.
