Depression is a mental illness influenced by various factors, including stress in everyday life, physical activities, and physical diseases. It accompanies such symptoms as continuous depression, sleep disorder, and suicide attempts. In the healthcare, it is necessary to predict diverse situations accurately. Accordingly, in order to care for mental health, it is necessary to recognize individuals' situations and continue to manage them. In the area of mental diseases and treatment, research has been conducted to find a patient's state with the use of big data and to monitor the worst situation. Mental illnesses typically have depression. Research on Mental healthcare using artificial intelligence do conduct on prediction based on patients' voice, word choice, and conversation length. However, there is not much research on situation prediction in order to prevent depression. Therefore, this study proposes the context-DNN model for predicting depression risk using multiple-regression. The context of the proposed context-DNN consists of the information to predict situations and environments influencing depression in consideration of context information. Each context information related to predictor variables of depression becomes an input of DNN, and variable for depression prediction becomes an output of DNN. For DNN connection, the regression analysis to predict the risk of depression is used so as to predict the potential context influencing the risk of depression. According to the performance evaluation, the proposed model was evaluated to have the best performance in regression analysis and comparative analysis with DNN.
I. INTRODUCTION
Today, people experience severe physical disorders and psychological stress due to a variety of internal and external factors. People change their emotions depending on the situation of places like school, work, and meeting, and on the situation of weather and time. In particular, those who often feel a sense of depression, lack of enthusiasm, and dysthymia are vulnerable to depression. Although depression is mainly found in people in their 30s and 40s mainly experience depression, it is often detected in juveniles due to academic stress and interpersonal relationship and in elderly persons. As such, depression is a mental illness found in various age
The associate editor coordinating the review of this manuscript and approving it for publication was Oguz Bayat. groups [1] . Since there is a socially negative view on persons who suffer a mental illness, such patients often hide their illness. In addition, such symptoms as a sense of depression, lack of enthusiasm, and dysthymia are found in most people so that they are easily ignored. According to the statistics about diseases of national interest in healthcare big data [43] provided by Health Insurance Review and Assessment Service [42] , the number of depression patients and medical costs continue to increase. Patients visiting medical institutions to treat their depression are mostly in their 50s and 60s. It means that young adults fail to make prevention, care, and treatment properly in their busy life. In this circumstance, more demands for fast treatment and continuous care through early diagnosis are on the rise. If found early, depression has a high cure rate but is likely to recur. To overcome, care for, VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and prevent depression, it is necessary to predict and prepare for the situation of the risk of depression. Therefore, need is the model that is capable of collecting people's diet, illnesses, stress, and other context information, analyzing correlations between depression and factors on the basis of the collected information, and predicting the context to prevent the disorder.
With the advancement of artificial intelligence (AI), developed have been models to predict results from multimodal data like numbers, images, and videos with the use of reinforcement learning or machine learning [2] . These models utilize a computer system to execute the tasks that need human intelligence and the ability of a machine that imitates human intelligent behavior [3] . Machine learning obtains new knowledge and information through learning with the structured data which are pre-processed from big data [4] . In terms of healthcare, needed is the technology of classifying a user's health state, context-aware, and predicting the potential health risk through time-series prediction. Accordingly, this study proposes the context-DNN model to predict the risk of depression using multiple regression. The proposed model predicts depression risk context in the combination with DNN and context information. It is used to predict the potential context influencing the risk of depression. The context information related to predictor variables of depression are used as inputs of DNN model. The output of DNN model consists of predictor variables of depression. The regression analysis for risk prediction is applied for the DNN connection. In this way, the risk of depression is predicted.
The rest of this paper is organized as follows. Section 2 provides a discovery for relation using regression analysis. In addition, classification and prediction using DNN. Section 3 proposes the context-DNN model for predicting the depression risk using multiple regression. Section 4 provides an evaluation. Finally, conclusions are given in Section 5.
II. RELATED WORK A. DISCOVERY FOR RELATION USING REGRESSION ANALYSIS
Regression analysis, which is often used in statistics, mathematically estimates linear correlations between data with the use of regression [5] . As variables, independent variables (cause) and dependent variables (result) are used [6] . Regression analysis is distinguished into simple regression analysis and multiple regression analysis according to the number of independent variables. In simple regression analysis, there are one independent variable and one dependent variable, and the cause-and-effect relationship between the two variables is analyzed. In multiple regression analyses, there are one dependent variable and at least two independent variables. The analysis method is used to discovery how at least two independent variables influence one dependent variable [7] , [8] . In addition, the regression analysis technique is used to analyze the cause-and-effect relationship between dependent and independent variables.
The equation (1) presents multiple regression analysis. In the equation, Y means a dependent variable, and X means an independent variable. β 0 represents Y-intercept, and e means residual. β 1 , β 2 , ... , β k (k = 1, 2, ... , n) represent regression coefficients. Dependent and independent variables should have logical validity. The fundamental goal of regression analysis is to calculate β 0 and the regression coefficients β 1 , β 2 , ... , β k (k = 1, 2, ... , n). In regression analysis, an independent variable influencing a dependent variable is found, and the change of the dependent variable is predicted.
If a dependent variable changes significantly according to an independent variable on the basis of the results of logical validity and regression analysis in the equation (1), it is possible to estimate that two variables have a cause-and-effect relationship.
The coefficient to judge the relation between variables in a regression equation is the coefficient of determination (R 2 ) [9] . The coefficient makes it possible to judge goodnessof-fit of a regression equation and goodness-of-fit of an independent variable for a dependent variable. Therefore, the relation between dependent and independent variables is judged with the coefficient of determination in diverse analysis conditions. M. Gong et al. [10] developed the regression analysis method of the relevant factors for personal information protection. In a framework, a differential personal regression analysis model is applied for prediction. A target function is converted to a multinomial expression. The coefficient of a multinomial equation is changed according to the size of the relation between an input variable feature and an output value of a model. Personal information leakage is applied to regression analysis on the basis of deep learning data in order for effective prediction. H. Jiang et al. [11] developed the multi-purpose evolutionary approach for fuzzy regression so as to address the issue of multi-purpose optimization. The factors that require subjective judgment are learned and predicted by a genetic algorithm.
B. CLASSIFICATION AND PREDICTION USING DNN
DNN (Deep Neural Network) has the structure of multiple hidden layers between the input layer and the output layer [12] . In this case, the number of nodes in the input layer is determined by the feature of sample data. In the hidden layer, it is possible to learn relations of a variety of nonlinear data. Also, complex nonlinear problems can be solved, and a variety of information can be extracted from high-dimensional data. In the hidden layer connected with the input layer, it is possible to combine with a value of input variable, give a weight, extract a new value, and deliver it to the output layer. Based on the calculated features in the hidden layer, the output layer makes it possible to perform classification and prediction with the use of FNN (Feed-Forward Network) and backpropagation. FFN [13] , [14] is a neural network in which information goes forward in one direction, such as from the input layer to the hidden layer, or from the hidden layer to the output layer. In FFN, it is impossible to adjust weight for an error. In backpropagation [15] , [16] , to reduce a difference between an actual value and predictive value, it is possible to return to the previous node and adjust the weight for each node and its next node. Through the repetition of such a process, it is possible to extract the optimal result. As methods of adjusting a weight, there are Gradient Descent, Stochastic Gradient Descent, and Adam. Gradient descent [17] is a method of adjusting the weight to minimize an error and improve accuracy. Stochastic Gradient Descent [18] is a method of extracting data randomly and then improving speed and updating a weight. Adam [19] , [20] is the most used method that makes it possible to improve an update speed of learning and accuracy. DNN model uses an activation function to determine whether input data is delivered to the next layer. ReLu solved the problem of gradient loss. It features very simple calculations and very fast learning. If an input value is negative, '0' is displayed; if positive, an input value is displayed as it is. DNN aims at classification and numerical prediction. SVM (Support Vector Machine) is a representative algorithm for classification. SVM [21] is a method of learning data and classifying new data. It measures the distance between a group and data so as to calculate its center, and then finds the optimal hyperplane and classifies data. Fig. 1 show the DNN based classification and prediction process. After the collected data is pre-processed, it is split into a training set and a test set. For the extraction of data features, data is entered in DNN, and then data features are extracted and displayed in the hidden layer. Data output is classified. To evaluate the model's goodness-of-fit, the model is compared with other models. Li et al. [22] developed the data hierarchical-classification method using DNN and weight support vector machine. In order to reduce the dimensions and optimal depth of multimode data, the method initializes the initial weight and offset of the hierarchical multiple neutral networks and extracts features of the multiple-layer neural networks. To classify high-dimensional data, it changes and monitors parameters with the use of Gradient Descent.
III. CONTEXT DEEP NEURAL NETWORK MODEL FOR PREDICTING DEPRESSION RISK USING MULTIPLE REGRESSION
The prediction model for preventing the risk of depression consists of three steps. The first step is data organization and pre-processing. For the data organization, the raw data offered by the Korea National Health and Nutrition Examination Survey is used. Based on the raw data [24] of Korea National Health and Nutrition Examination Survey [23] , calculated is the statistical data for finding a level of the public's health and nutrition and evaluating if health policies and projects are effectively established. As a result, with the medical big data, the greatly influential and threatening medical issues are defined. Accordingly, in the analysis of medical big data, it is possible to predict disease relationships, spread direction, and risk. In addition, by calculating the effective index of the policies on health diseases, it is possible to provide the national health indexes required by WHO or OECD. Korea National Health and Nutrition Examination Survey have about 600 variables of examination, health questions, and nutrition. Examination survey includes the index of obesity, hypertension, diabetes, dyslipidemia, lung disease, liver disease, kidney disease, anemia, oral disease, eyesight, grip, and heavy metals. Health survey includes questions about smoking, drinking, physical activity, obesity, weight control, mental health, safety consciousness, disease susceptibility, medical use, limited activity, quality of life, damage, health examination, education, economic activity, and household survey. Nutrition survey includes food, details of food intake, dietary behavior, use of nutrient description, nutrition education, dietary supplement, stability of food products, energy, and frequency of the food supplying nutrients. Among these variables, context variables of depression are used. In addition, transactions with missing data, NULL data, no idea data/no response data are removed. Through the normalization process, context variables of depression are organized finally.
The second step is variable selection. In multiple regression analysis, context variables most related to depression are selected. The target variable for selecting the context variable is depression, and an independent variable is the one for prediction. A context variable that meets the significance level of 0.05 is selected, and a regression equation is also drawn.
The last step is the prediction of depression risk in context-DNN. Based on the selected context variables, the context information with high relation is extracted, and then is used as an input of context-DNN for learning. For the connection of the learned DNN, the regression equation is applied. Each output of context-DNN is put in the regression equation to predict a degree of depression risk. Fig. 2 show the context-DNN based regression prediction process for the risk of depression. 
A. DATA PREPROCESSING AND COMPOSITION FOR DEPRESSION PREDICTION
Data is used to predict a user's risk of depression according to physical illnesses or external conditions. This study utilizes the context variables related to depression among the raw data of the Korea National Health and Nutrition Examination Survey at the Centers for Disease Control and Prevention Korea.
In order to predict the context of depression, unnecessary variables are removed so as to improve analysis accuracy, and data is pre-processed to fit the model. The pre-processing method is used to integrate, reduce, convert, refine, and process incomplete data with low quality [15] , [25] , [26] . Pre-processing makes it possible to support accurate analysis and improve analysis quality. The data means 39,225 persons' data consisting of 262 context variables, including age, whether to have dyslipidemia, bran stroke, myocardial infarction, angina, arthritis, tuberculosis, asthma, diabetes, thyroid disease, stomach cancer, liver cancer, colon cancer, breast cancer, cervical cancer, lung cancer, thyroid cancer, depression, hepatitis B, or hepatitis C, whether to be diagnosed by medical doctor, the first diagnosis time, and whether to treat such a disease. Among 262 context variables, the context variables closely related to depression are extracted. In addition, from the extracted variables, removed are the transactions that have NULL data, missing data, and no idea/no response based category-type data (9, 99 and 999). The structured data consists of categorical data and continuous data. Categorical data can be classified into particular categories (nominal data and ordinal data). Continuous data has an infinite value and is presented numerically. Table 1 shows the data organization for depression prediction.
For the prevention of overfitting, pre-processed data is split into a training set (70%), a validation set (10%), and a test set (20%). A training set is used to find the optimal model. A validation set is used to judge a model's goodness-of-fit. A test set is used to evaluate performance. In order to solve the problem of overfitting that occurs at the time of adapting to a training set excessively and thereby losing the ability of generalization, the weight decay technique is applied.
B. VARIABLE SELECTION USING MULTIPLE REGRESSION ANALYSIS
Depression can incur in diverse context so that independent variables are multiple. In multiple regression analyses, the variables for predicting the risk of depression are extracted. At this time, a significance level is applied. In addition, a regression equation is extracted. The risk of depression is set as a target variable, and a context variable for predicting depression is set as an independent variable. A significance level represents the stochastic precision of judgment in the hypothesis test [27] . A significance level is presented with (1-confidence). If a significance level is 0.1, it means that confidence is 0.9. In order to predict depression in highly reliable analysis, this study sets a significance level to 0.05 in regression analysis. When there are two variables, a regression equation is used to predict one variable from the other variable [10] . Table 2 shows the result of the regression analysis at the significance level of 0.05. Estimate means an estimated value. Std. Error represents a standard error. t-value is a t-test statistical value, meaning statistics of the influence of variables. Fourteen predictor variables of depression risk are extracted. Equation (2) is used to predict the depression predicted as the result of regression analysis. In terms of Depression Risk Prediction of y-intercept, the probability of information on depression risk is generated as an output. Each one of the extracted predictor variables is multiplied by estimated value, and then the multiplied results are all added up in order to draw the probability information on depression risk. DRP = 0.016958 + (0.01844 × D_1_1)
To find the relation of relevant variables, there are methods using an ontology, coefficient of correlation, association rule, and regression analysis. This study utilizes regression analysis as a method of finding a clear relation and cause-andeffect relationship, in consideration of data features. In order to find the potential context that has a high relation with depression predictor variables, 14 regression variables are used as a dependent variable and the relevant context is extracted. For the extraction of context variables, 14 classes are organized according to the raw data guidelines [24] of the Korea National Health and Nutrition Examination Survey and the data of the National Health Information Portal [28] . Each class has the context variables related to 14 depression predictor variables. Table 3 shows the context variables that have highly relations with regression variables of depression risk.
C. CONTEXT PREDICTION USING CONTEXT DEEP NEURAL NETWORK MODEL
This study proposes context Deep Neural Network (context-DNN) to predict the probability information on context as a model in the combination with context information and DNN. Context is information on a situation expanded to a surrounding circumstance, time, and an environment, beyond the simple meaning of the text in a dictionary. To composed context information, context variables are defined and used depending on outer context, inner context, service context [1] , [29] . Data is classified into structured data, unstructured data, and semi-structured data. The data area is extracted in order to show its meaning well depending on data type [30] - [32] . Structured data has a given data format and uses the relational database since it supports operations. Semi-structured data such as XML and HTML have a data format but are not operable. Unstructured data such as video and image has no data format and is not operable. Context variable data is structured and numerical so that it is operable. Context variables represent context information collected in everyday life, such as sleep hours, an activity amount, an amount of food intake, frequency, and whether to have an illness. In addition, context information is used as an input of the context-DNN model. Fig. 3 shows 
IV. RESULT AND PERFORMANCE EVALUATION A. CONTEXT PREDICTION FOR DEPRESSION RISK
To predict the risk of depression depending on changing context, deep learning is applied. A DNN is a sort of machine learning to make the hidden pattern of large data or documents modeled as a network with complex multiple layers. In multiple hidden layers, patterns of various input data are learned through classification and clustering [12] , [33] , [45] , [46] . The proposed context-DNN model is the method of making dynamic context of depression as context information for prediction. As a neural network model to predict context information of depression, the model has N context variables related to predictor variables of depression risk as inputs, and predictor variables of depression risk as outputs. There are 14 predictor variables of depression risk, each of which is used for a DNN. A total of 14 DNNs are individually learned. With an increase in data, many DNN layers are piled up. Individual learning can solve the problem and shorten the time needed for learning. For the connection of the learned DNNs, the regression equation (2) is applied. An output of DNN is put in the regression equation to predict a degree of depression. Fig. 4 show the context prediction process for the risk of depression.
In Fig. 4 , the input data of the DNN model in the context of relational context variables. Hidden layers become dense. The model of fourteen DNNs uses Adam as an optimization function, relu as an activation function, and Mean Absolute Error as a loss function in hidden layers. In the output layer, a variable fitting the input context is extracted. The variables extracted in DNNs are put in the regression equation to predict the risk of depression. The result of risk prediction is a value between 0 and 1. The predicted risk of depression is categorized into four stages-good, not bad, risky, and very 
risky-on the basis of the depression scale 'CES-D' of National
Mental Health Center [23] , [44] , [48] .
If a value of depression is between 0.0 and 0.55, it means 'good'; if between 0.56 and 0.60, it means 'not bad'; if between 0.61 and 0.64, it means 'risky'; if between 0.65 and 1.0, it means 'very risky'. For example, if the values of classes C1 to C14 as DNN outputs are 2, 1, 1, 1, 1, 1, 1, 6, 20, 30,  1, 1, and 3 , each one of them is put in the regression equation to execute an operation. As a result, 0.696 is calculated. The value means 'very risky' stage. Accordingly, it is possible to predict the context for depression risk and to find one's depression stage. Fig. 5 shows the prediction system for depression risk according to context.
In Fig. 5 , the prediction system for the risk of depression consists of user information, context information, history of illnesses, and analysis of depression risk. User information VOLUME 8, 2020 can be accessed with a user's name, age, sex, and date of birth. When a user has access, it is possible to find the monthly records of depression [47] . In terms of context information, a user answers questions, each of which has a value recorded. The values are used in the regression equation for predicting the risk of depression, and the calculated result is analyzed. As a result, a stage of depression risk (good, not bad, risky, and very risky) is given to the user. In this way, the user is able to find a degree of depression risk.
B. PERFORMANCE EVALUATION
The operating system and hardware specifications of the context-DNN proposed in this study are Window10 Pro, Intel(R) Core(TM) i5-4690 3.50GHz, and 16GB RAM. As software, R Studio 1.1.463 and R deep learning library karas were used for design. The performance of the proposed model is evaluated in terms of goodness-of-fit, crossvalidation, accuracy, and recall.
As for performance, firstly, the goodness-of-fit of the proposed context-DNN is evaluated. For comparative evaluation, multiple regression analysis, general DNN, and the proposed context-DNN model are applied to predict the risk of depression risk. Table 4 shows the results of the goodnessof-fit evaluation. Results of Acc (accuracy) and Loss was used training data for weights and bias learning. In addition, results of val_Acc (validation accuracy) and val_Loss was used validation data for the evaluation performance of hyper parameters.
In the table 4, RSE represents Residual standard error [34] , which is the difference between a predicted value in the regression model and real data. Multiple R 2 represents the variance rate of dependent variables which can be explained by the regression model [35] . If the number of variables increases, a coefficient of determination becomes large.
A rise in variables only leads to high explanatory power. To overcome the problem, R 2 adj (Adjusted R-squared) is used [36] . It represents the variance rate of a dependent variable in consideration of the number of variables. A loss value is used to evaluate the difference between the data obtained by learning and real data [37] . The larger the value is, the more the learned data is inconsistent with real data. According to the performance evaluation, the context-DNN model showed the best performance. In the regression analysis to predict the risk of depression, a residual value was measured to be about 0.2. Although the difference between the predicted value and real value is low, independent variables to predict depression do not have enough explanatory power. In addition, the context-DNN model had a lower value of loss and higher accuracy than general DNN. It means that the context-DNN model has better goodness-of-fit than multiple regression analysis and general DNN in terms of the prediction of depression risk.
Secondly, to evaluate context-DNN model, a crossvalidation test is conducted with the use of K -fold. The cross-validation technique can use all data sets as evaluation data and prevents overfitting that arises in a particular evaluation data set [44] , [45] . All data sets can be used as training data. Therefore, it is possible to improve accuracy and prevent under fitting that occurs due to a lack of data [38] , [39] . K -fold cross-validation splits data into k data sets and then evaluates a model k time. Of k data sets, one set is used as test data, and k-1 sets are used as training data. Learning occurs through k times of repetition [40] , [41] . This study utilizes 10-fold cross-validation to learn from data sets. When experimental data is put in, the probability information on a degree of context information is generated as an output. If new data comes in, a degree of model's prediction is analyzed. Table 5 shows an error of the mean according to 10-fold cross-validation. If new information comes in with an error of the mean (about 0.001 to 0.02), the proposed model is capable of making an accurate prediction. Thirdly, with the use of the pre-processed data sets, the accuracy and recall of context-DNN and DNN are evaluated according to their epoch. Fig. 6 show the comparative result of accuracy between context-DNN and DNN. According to the evaluation of accuracy, context-DNN improved accuracy by learning DNNs individually. The proposed model was evaluated to have high accuracy since it accomplished accurate learning according to a learning rate. On the contrary, DNN with one model failed to learn from data so that it had low accuracy. Fig. 7 shows the comparative result of recall between context-DNN and DNN. As shown in Fig. 7 , the proposed context-DNN model had excellent recall according to the epoch. It predicts the risk of depression in consideration of changing context. For this reason, the model's recall was evaluated to be high when tit was tested with new data. On the contrary, general DNN supports general prediction only.
Since the DNN had many hidden layers, it failed to learn data patterns. Therefore, it had low recall according to a user's changing context. Given the results, context-DNN is good to predict a flexible context and care for mental health.
V. CONCLUSION
This study proposed the Context-DNN model for predicting depression risk using multiple-regression. The context-DNN model was developed in the way of making the context information influencing depression as context and then combining context and DNNs. In consideration of context information, the method of predicting the risk of depression was developed. The context-DNN model to prediction method pre-processes the context variables of the data in the Korea National Health and Nutrition Examination Survey and then generates data. In regression analysis, variables related to depression are extracted. In this case, variables of depression are set as a dependent variable, and context variables that have meaningful associations are extracted. The context variables related to depression are used to generate context information. Finally, the context-DNN model is applied to predict the risk of depression. Context is context information related to depression. Context is used as the input data of each DNN model. The context information is learned by each DNN, and then 14 models are created. To connect all of these models together, the regression equation to predict depression is applied. In the equation, it is possible to predict a degree of depression risk. The predicted value is a value between 0 and 1. The risk of depression has four stages, which are 'good', 'not bad', 'risky', and 'very risky'.
The proposed Context-DNN conducted four performance evaluations. First, as a result of the conformity assessment, the multiple regression analysis evaluated the variable's explanatory power as unfit, and the DNN was evaluated more unfit due to the lower loss function and accuracy than the Context-DNN. Second, cross-validation was conducted to evaluate the model of Context-DNN. Third, accuracy and recall were compared with general DNN. As a result, the performance of Context-DNN was better than that of general DNN. The proposed model learned DNNs individually so as to improve accuracy and utilized predictor variables through regression analysis. Therefore, the proposed context-DNN model makes it possible to judge one's context for the risk of depression accurately, to continue to care for mental health, and to prevent depression. In the future, we will implement a model that available personalized health management by classifying contexts according to individual situations into internal and external context information and discovering external and internal influence factors that affect each.
