Algebra properties for Besov spaces on unimodular Lie groups by Feneuil, Joseph
ar
X
iv
:1
50
5.
06
99
1v
1 
 [m
ath
.A
P]
  2
6 M
ay
 20
15
Algebra properties for Besov spaces on unimodular Lie groups
Joseph Feneuil∗
Institut Fourier, Grenoble
October 26, 2018
Abstract
We consider the Besov space Bp,qα (G) on a unimodular Lie group G equipped with a sublaplacian ∆. Using
estimates of the heat kernel associated with ∆, we give several characterizations of Besov spaces, and show an
algebra property for Bp,qα (G) ∩ L
∞(G) for α > 0, 1 ≤ p ≤ +∞ and 1 ≤ q ≤ +∞. These results hold for polynomial
as well as for exponential volume growth of balls.
Keywords: Besov spaces, unimodular Lie groups, algebra property.
Contents
1 Introduction and statement of the results 2
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Lie group structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Definition of Besov spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Statement of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Estimates of the heat semigroup 6
2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Estimates for the semigroup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Littlewood-Paley decomposition 9
4 Proof of Theorem 1.9 and of its corollaries 10
4.1 Proof of Theorem 1.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.2 Proof of Theorem 1.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.3 Embeddings and interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5 Algebra under pointwise product -
Theorem 1.14 16
6 Other characterizations of Besov spaces 21
6.1 Characterization by differences of functions - Theorem 1.16 . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.2 Characterization by induction - Theorem 1.19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
∗The author is supported by the ANR project “Harmonic Analysis at its Boundaries”, ANR-12-BS01-0013-03
1
1 Introduction and statement of the results
We use the following notations. A(x) . B(x) means that there exists C independent of x such
that A(x) ≤ C B(x) for all x. A(x) ≃ B(x) means that A(x) . B(x) and B(x) . A(x). The
parameters which the constant is independent to will be either obvious from context or recalled.
1.1 Introduction
Let d ∈ N∗. In Rd, the Besov spaces Bp,qα (Rd) are obtained by real interpolation of Sobolev spaces and can be defined,
for p, q ∈ [1,+∞] and α ∈ R, as the subset of distributions S′(Rd) satisfying
‖f‖Bp,qα := ‖ψ ∗ f‖Lp +
( ∞∑
k=1
[
2kα‖ϕk ∗ f‖Lp
]q) 1q
< +∞ (1)
where, if ϕ ∈ S(Rd) is supported in B(0, 2)\B(0, 12 ), ϕk and ψ are such that Fϕk(ξ) = ϕ(2−kξ) and Fψ(ξ) =
1−∑∞k=1 ϕ(2−kξ).
The norm of the Besov space Bp,qα (R
d) can be also written by using the heat operator. Indeed, Triebel proved in
[16, 18, Section 2.12.2] that for all p, q ∈ [1,+∞], all α > 0 and all integer m > α2 ,
‖f‖Bp,qα ≃ ‖f‖Lp +
(∫ ∞
0
t(m−
α
2 )q
∥∥∥∥∂MHt∂tM f
∥∥∥∥
q
Lp
dt
t
) 1
q
(2)
where Ht = e
t∆ is the heat semigroup (generated by −∆). Note that we can give a similar characterization by using,
instead of the heat semigroup, the harmonic extension or another extensions obtained by convolution (see [19, 12]).
Another characterization in term of functional using differences of functions was done. Define for M ∈ N∗, f ∈
Lp(Rd), x, h ∈ Rd the term
∇Mh f(x) =
M∑
l=0
(
M
l
)
(−1)M−lf(x+ lh)
and then for M > α > 0, p, q ∈ [1,+∞]
Sp,qα,Mf =
(∫
Rd
|h|−αq‖∇Mh f‖qLp
) 1
q
. (3)
We have then for all α > 0, p, q ∈ [1,+∞] and M ∈ N with M > α,
‖f‖Bp,qα ≃ ‖f‖Lp + Sp,qα,Mf. (4)
One of the remarkable property of Besov spaces (see [7, Proposition 1.4.3], [14, Theorem 2, p. 336], [12, Proposition
6.2]) is that Bp,qα (R
d)∩L∞(Rd) is an algebra for the pointwise product, that is for all α > 0, all p, q ∈ [1,+∞], one has
‖fg‖Bp,qα . ‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα . (5)
The idea of [7] consists in decomposing the product fg by some paraproducts. The authors of [12] wrote Bp,qα (R
d) as a
trace of some weighted (non fractional) Sobolev spaces, and thus deduced the algebra property Bp,qα (R
d)∩L∞(Rd) from
the one ofW p,k(Rd)∩L∞(Rd). Notice also that, when α ∈ (0, 1) andM = 1, the algebra property of Bp,qα (Rd)∩L∞(Rd)
is a simple consequence of (4).
The property (5) have also been studied in the more general setting of Besov spaces on Lie groups. Gallagher and
Sire stated in [10] an algebra property for Besov spaces on H-type groups, which are a subclass of Carnot groups. In
order to do this, they used a some paradifferential calculus and a Fourier transform adapted to H-groups.
Moreover, in the more general case where G is a unimodular Lie group with polynomial growth, they used the
definition of Besov spaces obtained using Littlewood-Paley decomposition proved in [9]. When α ∈ (0, 1), they proved
a equivalence of the Besov norms with some functionals using differences of functions, in the spirit of (3), and thus they
obtained an algebra property for Bp,qα (G) ∩ L∞(G). They shows a recursive definition of Besov spaces and wanted to
use it to extend the property (5) to α ≥ 1. However, it seems to us that there is a small gap in their proof and they
actually proved the property ‖fg‖Bp,qα . (‖f‖Bp,qα + ‖f‖L∞)(‖g‖Bp,qα + ‖g‖L∞).
In our paper, we defined Besov spaces on unimodular Lie group (that can be of exponential growth) for all α > 0,
and then we proved an algebra property on them. We used two approaches. One with functionals in the spirit of
(3) and the other one using paraproducts. We did not state any results on homogeneous Besov spaces because the
2
definition of these spaces need a particular work (a extension of the work in [5] to α /∈ (−1, 1) should work). However,
we have no doubt that our methods work once we get the proper definition of homogeneous Besov spaces with some
good Calderón-Zygmund formulas.
Note that methods used in [10] or in the present paper are similar to the ones in [6] and [1], where fractional Sobolev
spaces Lpα(G) are considered on unimodular Lie groups (and on Riemannian manifolds). In these two last articles, the
authors proved the algebra property for Lpα(G) ∩ L∞(G) when p ∈ (1,+∞) and α > 0.
1.2 Lie group structure
In this paper, G is a unimodular connected Lie group endowed with its Haar measure dx. We recall that “unimodular”
means that dx is both left- and right-invariant. We denote by L the Lie algebra of G and we consider a family
X = {X1, . . . , Xk} of left-invariant vector fields on G satisfying the Hörmander condition (which means that the Lie
algebra generated by the family X is L). Denote I∞(N) =
⋃
l∈N
{1, . . . , k}l. Then if I = (i1, . . . , in) ∈ I∞(N), the length
of I will be denoted by |I| and is equal to n, whereas XI denotes the vector field Xi1 . . . Xin .
A standard metric, called the Carnot-Caratheodory metric, is naturally associated with (G,X) and is defined as
follows. Let l : [0, 1] → G be an absolutely continuous path. We say that l is admissible if there exist measurable
functions a1, . . . , ak : [0, 1]→ C such that
l′(t) =
k∑
i=1
ai(t)Xi(l(t)) for a.e. t ∈ [0, 1].
If l is admissible, its length is defined by |l| =
∫ 1
0
(
k∑
i=0
|ai(t)|2
) 1
2
dt. For any x, y ∈ G, the distance d(x, y) between
x and y is then the infimum of the lengths of all admissible curves joining x to y (such a curve exists thanks to the
Hörmander condition). The left-invariance of the Xi’s implies the left-invariance of d. For short, |x| denotes the distance
between the neutral e and x, and therefore d(x, y) = |y−1x| for all x and y in G.
For r > 0 and x ∈ G, we denote by B(x, r) the open ball with respect to the Carnot-Caratheodory metric centered
at x and of radius r. Define also by V (r) the Haar measure of any ball of radius r.
From now and abusively, we will write G for (G,X, d, dx). Recall that G has a local dimension (see [13]):
Proposition 1.1. Let G be a unimodular Lie group and X be a family of left-invariant vector fields satisfying the
Hörmander condition. Then G has the local doubling property, that is there exists C > 0 such that
V (2r) ≤ CV (r) ∀0 < r ≤ 1.
More precisely, there exist d ∈ N∗ and c, C > 0 such that
crd ≤ V (r) ≤ Crd ∀0 < r ≤ 1.
For balls with radius bigger than 1, we have the result of Guivarc’h (see [11]):
Proposition 1.2. If G is a unimodular Lie group, only two situations may occur.
Either G has polynomial growth and there exist D ∈ N∗ and c, C > 0 such that
crD ≤ V (r) ≤ CrD ∀r ≥ 1,
or G has exponential growth and there exist c1, c2, C1, C2 > 0 such that
c1e
c2r ≤ V (r) ≤ C1eC2r ∀r ≥ 1.
We consider the positive sublaplacian ∆ on G defined by
∆ = −
k∑
i=1
X2i .
We will denote by Ht = e
−t∆ the heat semigroup on G associated with ∆.
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1.3 Definition of Besov spaces
Definition 1.3. Let G be a unimodular Lie group. We define the Schwartz space S(G) as the space of functions
ϕ ∈ C∞(G) where all the seminorms
NI,c(ϕ) = sup
x∈G
ec|x||XIϕ(x)| c ∈ N, I ∈ I∞(N)
are finite.
The space S′(G) is defined as the dual space of S(G).
Remark 1.4. Note that we have the inclusion S(G) ⊂ Lp(G) for any p ∈ [1,+∞]. As a consequence, Lp(G) ⊂ S′(G).
Definition 1.5. Let G be a unimodular Lie group and let α ≥ 0, p, q ∈ [1,+∞]. The space f ∈ Bp,qα (G) is defined as
the subspace of S′(G) made of distributions f such that, for all t ∈ (0, 1), ∆mHtf ∈ Lp(G) and satisfying
‖f‖Bp,qα := Λp,qα f + ‖H 12 f‖p < +∞,
where
Λp,qα f :=
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
if q < +∞ (with the usual modification if q = +∞) and m stands for the only integer such that α2 < m ≤ α2 + 1.
Remark 1.6. Lemma 2.6 provides that the heat kernel ht is in S(G) for all t > 0. Thus Htϕ ∈ S(G) whenever t > 0
and ϕ ∈ S(G). When f ∈ S′(G), the term XIHtf denotes the distribution in S′(G) defined by
〈XIHtf, ϕ〉 = (−1)|I| 〈f,HtXIϕ〉 ∀ϕ ∈ S(G).
1.4 Statement of the results
Proposition 1.7. Let G be a unimodular Lie group. The one has for all p ∈ [1,+∞], all multi indexes I ∈ I∞(N) and
all t ∈ (0, 1),
‖XIHtf‖p ≤ CI t−
|I|
2 ‖f‖p ∀f ∈ Lp(G) .
Remark 1.8. In particular, one has that ‖t∆Ht‖p . 1 once t ∈ (0, 1) and for all p ∈ [1,+∞]. When p ∈ (1,+∞),
since ∆ is analytic on L2 (and thus on Lp), we actually have ‖t∆Ht‖p . 1 for all t > 0. The case
The following result gives equivalent definitions of the Besov spaces Bp,qα only involving the Laplacian.
Theorem 1.9. Let G be a unimodular Lie group and p, q ∈ [1,+∞] and α ≥ 0.
If m > α2 and t0 a real in
{
(0, 1) if α = 0
[0, 1) if α > 0
, then the following norms are equivalent to the norm of Bp,qα (G).
(i)
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p.
(ii) ‖Ht0f‖p +

∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
.
(iii) ‖Ht0f‖p +

∑
j≤−1

2−j α2
∥∥∥∥∥
∫ 2j+1
2j
|(t∆)mHtf | dt
t
∥∥∥∥∥
p


q

1
q
if we assume that α > 0.
Remark 1.10. Here and after, we say that “a norm N is equivalent to the norm in Bp,qα ” if and only if the space of
distributions f ∈ S′ such that ∆mHtf is a locally integrable function in G for all t > 0 and N(f) < +∞ coincides with
Bp,qα and the norm N is equivalent to ‖·‖Bp,qα .
The previous theorem allows us to recover some well known facts about Besov spaces in Rd.
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Corollary 1.11. [Embeddings] Let G a unimodular Lie group, p, q, r ∈ [1,+∞] and α ≥ 0. We have the following
continuous embedding
Bp,qα (G) ⊂ Bp,rα (G)
once q ≤ r.
Corollary 1.12. [Interpolation]
Let G be a unimodular Lie group. Let s0, s1 ≥ 0 and 1 ≤ p0, p1, q0, q1 ≤ ∞.
Define
s∗ = (1− θ)s0 + θs1
1
p∗
=
1− θ
p0
+
θ
p1
1
q∗
=
1− θ
q0
+
θ
q1
.
The Besov spaces form a scale of interpolation for the complex method, that is, if s0 6= s1,
(Bp0,q0s0 , B
p1,q1
s1 )[θ] = B
p∗,q∗
s∗ .
The following result is another characterization of Besov spaces, using explicitly the family of vector fields X.
Theorem 1.13. Let G be a unimodular Lie group, p, q ∈ [1,+∞] and α > 0. Let m¯ be an integer strictly greater than
α. Then
‖H 1
2
f‖p +

∑
j≤−1
[
2j
m¯−α
2 max
t∈[2j ,2j+1]
sup
|I|≤m¯
‖XIHtf‖p
]q
1
q
(6)
is an equivalent norm in Bp,qα (G).
With the use of paraproducts, we can deduce from Corollary 1.12 and Theorem 1.13 the complete following Leibniz
rule.
Theorem 1.14. Let G be a unimodular Lie group, 0 < α and p, p1, p2, p3, p4, q ∈ [1,+∞] such that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Then for all f ∈ Bp1,qα ∩ Lp3 and all g ∈ Bp4,qα ∩ Lp2 , one has
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα . (7)
Remark 1.15. The Leibniz rule implies that Bp,qα (G) ∩ L∞(G) is an algebra under pointwise product, that is
‖fg‖Bp,qα . ‖f‖Bp,qα ‖g‖L∞ + ‖f‖L∞‖g‖Bp,qα .
Let us state another characterization of Bp,qα in term of functionals using differences of functions.
Define ∇yf(x) = f(xy)− f(x) for all functions f on G and all x, y ∈ G. Consider the following sublinear functional
Lp,qα (f) =
(∫
|y|≤1
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
) 1
q
.
Theorem 1.16. Let G be a unimodular Lie group. Let p, q ∈ [1,+∞]. Then for all f ∈ Lp(G),
Lp,qα (f) + ‖f‖p ≃ Λp,qα (f) + ‖f‖p
once α ∈ (0, 1).
Remark 1.17. When G has polynomial volume growth, Theorem 1.16 is the inhomogeneous counterpart of Theorem 2
in [15]. Note that this statement is new when G has exponential volume growth.
Remark 1.18. From Theorem 1.16, we can deduce the Leibniz rule stated in Theorem 1.14 in the case α ∈ (0, 1).
As Sobolev spaces, Besov spaces can be characterized recursively.
Theorem 1.19. Let G be a unimodular Lie group. Let p, q ∈ [1,+∞] and α > 0. Then
f ∈ Bp,qα+1(G)⇔ ∀i, Xif ∈ Bp,qα (G) and f ∈ Lp(G).
Remark 1.20. Note that a similar statement is established in [10]. However, we prove this fact for p ∈ [1,+∞] while
the authors of [10] used the boundedness of the Riesz transforms and thus are restricted to p ∈ (1,+∞).
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2 Estimates of the heat semigroup
2.1 Preliminaries
The following lemma is easily checked:
Lemma 2.1. Let (A, dx) and (B, dy) be two measured spaces. Let K(x, y) : A×B → R+ be such that
sup
x∈A
∫
B
K(x, y)dy ≤ CB
and
sup
y∈B
∫
A
K(x, y)dx ≤ CA.
Let q ∈ [1,+∞]. Then for all f ∈ Lq(B)
(∫
A
∣∣∣∣
∫
B
K(x, y)f(y)dy
∣∣∣∣
q
dx
) 1
q
≤ C1−
1
q
B C
1
q
A‖f‖q,
with obvious modifications when q = +∞.
Lemma 2.2. Let (a, b) ∈ (Z ∪ {±∞})2 such that a < b, 0 < α < β two real numbers and q ∈ [1,+∞]. Then there
exists Cα,β > 0 such that for any sequence (cn)n∈Z, one has
b∑
j=a
[
2jα
b∑
n=a
2−max{n,j}βcn
]q
.
b∑
n=a
[
2(α−β)ncn
]q
.
Proof: We have
b∑
j=a
[
2jα
b∑
n=a
2−max{n,j}βcn
]q
=
b∑
j=a
[
b∑
n=a
K(n, j)dn
]q
with dn = 2
n(α−β)cn and K(n, j) = 2(j−n)α2(n−max{j,n})β .
According to Lemma 2.1, one has to check that
sup
j∈[[a,b]]
b∑
n=a
K(n, j) . 1
and
sup
n∈[[a,b]]
b∑
j=a
K(n, j) . 1.
For the first estimate, check that
sup
j∈[[a,b]]
b∑
n=a
K(n, j) = sup
j∈[[a,b]]

2j(α−β) j∑
n=a
2n(β−α) + 2jα
b∑
n=j+1
2−nα


≤ sup
j∈Z

2j(α−β) j∑
n=−∞
2n(β−α) + 2jα
+∞∑
n=j+1
2−nα


. 1,
since β − α > 0 and α > 0.
The second estimate can be checked similarly:
sup
n∈[[a,b]]
b∑
j=a
K(n, j) = sup
j∈[[a,b]]

2−nα n∑
j=a
2jα + 2n(β−α)
b∑
j=n+1
2j(α−β)


. 1.

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Proposition 2.3. Let s ≥ 0 and c > 0. Define, for all t ∈ (0, 1) and all x, y ∈ G,
Kt(x, y) =
( |y−1x|2
t
)s
1
V (
√
t)
e−c
|y−1x|2
t .
Then, for all q ∈ [1,+∞], (∫
G
(∫
G
Kt(x, y)g(y)dy
)q
dx
) 1
q
. ‖g‖q.
Proof: Let us check that the assumptions of Lemma 2.1 are satisfied. For all x ∈ G and all t ∈ (0, 1),
∫
G
Kt(x, y)dy =
1
V (
√
t)
∫
G
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
=
1
V (
√
t)
∫
|y−1x|2<t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
+
1
V (
√
t)
∫
|y−1x|2≥t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
= I1 + I2.
The term I1 is easily dominated by 1. As for I2, it is estimated as follows:
I2 =
∞∑
j=0
1
V (
√
t)
∫
2j
√
t≤|y−1x|<2j+1√t
( |y−1x|2
t
)s
e−c
|y−1x|2
t dy
.
∞∑
j=0
V (2j+1
√
t)
V (
√
t)
4jse−c4
j
.
Notice that Propositions 1.1 and 1.2 imply that V (2
j+1
√
t)
V (
√
t)
. 2jd if 2j
√
t ≤ 1 and
V (2j+1
√
t)
V (
√
t)
=
V (2j+1
√
t)
V (1)
V (1)
V (
√
t)
. eC2
j
2jd (8)
if 2j
√
t ≥ 1. Hence,
∞∑
j=0
V (2j+1
√
t)
V (
√
t)
4jse−c4
j
.
∞∑
j=0
e−c
′4j . 1,
which yields with the uniform estimate ∫
G
Kt(x, y)dy . 1. (9)
In the same way, one has ∫
G
Kt(x, y)dx . 1.
Lemma 2.1 provides then the desired result. 
Proposition 2.4. Let s ≥ 0 and c > 0. Define
K(t, y) =
( |y|2
t
)s
V (|y|)
V (
√
t)
e−c
|y|2
t .
Then, for all q ∈ [1,+∞], (∫ 1
0
(∫
G
K(t, y)g(y)dy
)q
dt
t
) 1
q
.
(∫
G
|g(y)| dy
V (|y|)
) 1
q
.
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Proof: Let us check again that the assumptions of Lemma 2.1 are satisfied, that are in our case
sup
t∈(0,1)
∫
G
K(t, y)dy ≤ CB
and
sup
y∈G
∫ 1
0
K(t, y)
dt
t
≤ CA.
The first one is exactly as the estimate (9).For the second one, check that∫ 1
0
K(t, y)
dt
t
=
∫ 1
0
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|
2
t
dt
t
.
∫ |y|2
0
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|
2
t
dt
t
+
∫ ∞
|y|2
( |y|2
t
)s
dt
t
.
+∞∑
j=0
∫ 4−j |y|2
4−(j+1)|y|2
V (|y|)
V (
√
t)
( |y|2
t
)s
e−c
′ |y|
2
t
dt
t
+ 1
.
+∞∑
j=0
V (|y|)
V (2−j+1|y|)4
jse−c4
j
+ 1
.
+∞∑
j=0
2j(d+2s)eC2
j
e−c4
j
+ 1
. 1,
where the last but one line is obtained with the estimate (8). 
2.2 Estimates for the semigroup
Because of left-invariance of ∆ and hypoellipticity of ∂∂t+∆, Ht = e
−t∆ has a convolution kernel ht ∈ C∞(G) satisfying,
for all f ∈ L1(G) and all x ∈ G,
Htf(x) =
∫
G
ht(y
−1x)f(y)dy =
∫
G
ht(y)f(xy)dy =
∫
G
ht(y)f(xy
−1)dy.
The kernel ht satisfies the following pointwise estimates.
Proposition 2.5. Let G be a unimodular Lie group. For all I ∈ I∞(N), there existCI , cI > 0 such that for all x ∈ G,
all t ∈ (0, 1], one has
|XIht(x)| ≤ CI
t
|I|
2 V (
√
t)
exp
(
−cI |x|
2
t
)
.
Proof: It is a straightforward consequence of Theorems VIII.2.4, VIII.4.3 and V.4.2. in [20]. 
Lemma 2.6. Let G be a unimodular group. Then ht ∈ S(G) for all t > 0.
Proof: The case t < 1 is a consequence of the estimates on ht. For t ≥ 1, just notice that S(G) ∗ S(G) ⊂ S(G). 
Proposition 2.7. For all I ∈ I∞(N) and all p ∈ [1,+∞], one has
‖XIHtf‖p . t−
|I|
2 ‖f‖p ∀t ∈ (0, 1], ∀f ∈ Lp(G).
Proof: Proposition 2.5 yields for any t ∈ (0, 1]
‖XIHtf‖p . t−
|I|
2
(∫
G
∣∣∣∣
∫
G
Kt(x, y)f(y)dy
∣∣∣∣
p
dx
) 1
p
where Kt(x, y) =
1
V (
√
t)
exp
(
−c |y−1x|2t
)
.
The conclusion of Proposition 2.7 is an immediate consequence of Proposition 2.3. 
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3 Littlewood-Paley decomposition
We need a Littlewood-Paley decomposition adapted to this context. In [10], the authors used the Littlewood-Paley
decomposition proven in [9, Proposition 4.1], only established in the case of polynomial volume growth. We state here
a slightly different version of the Littlewood-Paley decomposition, also valid for the case of exponential volume growth.
Lemma 3.1. Let G be a unimodular group and let m ∈ N∗. For any ϕ ∈ S(G) and any f ∈ S′(G), one has the
identities
ϕ =
1
(m− 1)!
∫ 1
0
(t∆)mHtϕ
dt
t
+
m−1∑
k=0
1
k!
∆kH1ϕ
where the integral converges in S(G), and
f =
1
(m− 1)!
∫ 1
0
(t∆)mHtf
dt
t
+
m−1∑
k=0
1
k!
∆kH1f
where the integral converges in S′(G).
Proof: We only have to prove the first identity since the second one can be obtained by duality.
Let ϕ ∈ S(G). Check first the formula
(m− 1)! =
∫ +∞
0
(tu)me−tu
dt
t
=
∫ 1
0
(tu)me−tu
dt
t
+
m−1∑
k=0
(m− 1)!
k!
uke−u.
Thus by functional calculus, since ϕ ⊂ L2(G), one has
ϕ =
1
(m− 1)!
∫ 1
0
(t∆)mHtϕ
dt
t
+
m−1∑
k=0
1
k!
∆kH1ϕ, (10)
where the integral converges in L2(G). Since the kernel ht of Ht is in S(G) for any t > 0 (see Lemma 2.6), the
formula (10) will be proven if we have for any c ∈ N and any I ∈ I∞(N),
lim
u→0
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
= 0. (11)
Let n > |I|2 be an integer. Similarly to (10), one has for all x ∈ G and all t ∈ (0, 1),
Htϕ(x) =
1
(n− 1)!
∫ 1
t
(v − t)n−1∆nHvϕ(x)dv +
n−1∑
k=0
1
k!
(1− t)k∆kH1ϕ(x).
Hence, for all x ∈ G and all u ∈ (0, 1), we have the identity∫ u
0
(t∆)mHtϕ(x)
dt
t
=
1
(n− 1)!
∫ 1
t
∆n+mHvϕ(x)
(∫ min{u,v}
0
tm−1(v − t)n−1dt
)
dv
+
n−1∑
k=0
1
k!
∆k+mH1ϕ(x)
∫ u
0
tm−1(1− t)kdt.
Note that ∫ min{u,v}
0
tm−1(v − t)n−1dt . umvn−1
and ∫ u
0
tm−1(1− t)kdt . um.
Therefore, the Schwartz seminorms of
∫ u
0 (t∆)
mHtϕ
dt
t can be estimated by
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
. um
∫ 1
0
vn−1 sup
x∈G
ec|x||XI∆m+nHvϕ(x)|dv
+ um
n−1∑
k=0
sup
x∈G
ec|x||XI∆k+mH1ϕ(x)|.
(12)
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Check then that for all w ∈ (0, 1] and all l ∈ N, we have
sup
x∈G
ec|x||XI∆lHwϕ(x)| = sup
x∈G
ec|x|
∣∣XIHw∆lϕ(x)∣∣
≤ sup
x∈G
ec|x|
∫
G
∣∣XIhw(y−1x)∣∣ |∆lϕ(y)|dy
. sup
x∈G
∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ ec|y||∆lϕ(y)|dy
.
(
sup
x∈G
∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ dy
) ∑
|I|=2l
NI,c(ϕ)
(13)
where the third line holds because |x| ≤ ∣∣y−1x∣∣+ |x|.
However, for all x ∈ G and all w ∈ (0, 1], Proposition 2.5 yields that, for all x ∈ G,∫
G
ec|y
−1x| ∣∣XIhw(y−1x)∣∣ dy . w− |I|2 1
V (
√
w)
∫
G
ec|y
−1x|e−c
′ |y
−1x|2
w dy
. w−
|I|
2
1
V (
√
w)
∫
G
e−c
′ |y
−1x|2
2w dy
. w−
|I|
2 .
(14)
By gathering the estimates (12), (13) and (14), we obtain
NI,c
(∫ u
0
(t∆)mHtϕ
dt
t
)
. um

 ∑
|I|≤2(m+n)
NI,c(ϕ)


[∫ 1
0
vn−1v−
|I|
2 dv +
n−1∑
k=0
1
]
. um
∑
|I|≤2(m+n)
NI,c(ϕ)
u→0−−−→ 0,
which proves (11) and finishes the proof. 
4 Proof of Theorem 1.9 and of its corollaries
4.1 Proof of Theorem 1.9
In this section, we will always assume that α ≥ 0, p, q ∈ [1,+∞].
Proposition 4.1. For all t1, t0 ∈ (0, 1) and all integers m > α2 ,
‖f‖p . ‖Ht0f‖p +
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
∀f ∈ S′(G)
when α > 0 and
‖Ht1f‖p . ‖Ht0f‖p +
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
∀f ∈ S′(G)
when α ≥ 0 and q < +∞, with the usual modification when q = +∞.
Proof: Lemma 3.1 (recall that Lp(G) ⊂ S′(G)) yields the estimate
‖f‖p .
∫ 1
0
tm‖∆mHtf‖pdt
t
+
m−1∑
k=0
‖∆kH1f‖p.
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However, for all k ∈ N, ‖∆kH1f‖p ≤ C(1−t0)k ‖Ht0f‖p. Then, when α > 0,
‖f‖p .
∫ 1
0
tm ‖∆mHtf‖p
dt
t
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
(∫ 1
0
t
q′α
2
dt
t
) 1
q′
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p,
which prove the case α > 0.
If α = 0, Lemma 3.1 for the integer m+ 1 implies
‖Ht1f‖p .
∫ 1
0
tm+1
∥∥∆m+1Ht+t1f∥∥p dtt +
m∑
k=0
‖∆kH1+t1f‖p
.
∫ 1
0
tm+1
t1
‖∆mHtf‖p
dt
t
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm ‖∆mHtf‖p
)q dt
t
) 1
q
(∫ 1
0
(
t
t1
)q′
dt
t
) 1
q′
+ ‖Ht0f‖p
.
(∫ 1
0
(
tm ‖∆mHtf‖p
)q dt
t
) 1
q
+ ‖Ht0f‖p.

Proposition 4.2. For all integers m > α2 ,(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
. ‖f‖p +
(∫ 1
0
(
tm+1−
α
2
∥∥∆m+1Htf∥∥p
)q dt
t
) 1
q
.
Proof: We use Lemma 3.1 and get
∆mHtf =
∫ 1
0
s∆Hs∆
mHtf
ds
s
+H1∆
mHtf.
Thus,
(∫ 1
0
(
tm−
α
2 ‖∆mHtf‖p
)q dt
t
) 1
q
≤
(∫ 1
0
(
tm−
α
2
∫ 1
0
∥∥∆m+1Ht+sf∥∥p ds
)q
dt
t
) 1
q
+
(∫ 1
0
(
tm−
α
2 ‖∆mHt+1f‖p
)q dt
t
) 1
q
:= I1 + I2.
We start with the estimate of I1. One has ∆
m+1Ht+sf = Hs∆
m+1Htf = Ht∆
m+1Hsf . Then
I1 ≤
(∫ 1
0
(
tm−
α
2
∫ t
0
∥∥∆m+1Htf∥∥p ds
)q
dt
t
) 1
q
+
(∫ 1
0
(
tm−
α
2
∫ 1
t
∥∥∆m+1Hsf∥∥p ds
)q
dt
t
) 1
q
:= II1 + II2.
Notice
II1 =
(∫ 1
0
(
tm+1−
α
2
∥∥∆m+1Htf∥∥p
)q dt
t
) 1
q
which is the desired estimate. As far as II2 is concerned,
II2 =
(∫ 1
0
(∫ 1
0
K(s, t)g(s)
ds
s
)q
dt
t
) 1
q
11
with g(s) = sm+1−
α
2
∥∥∆m+1Hsf∥∥p and K(s, t) = ( ts)m−α2 1ls≥t. Since∫ 1
0
K(s, t)
ds
s
. 1 and
∫ 1
0
K(s, t)
dt
t
. 1,
Lemma 2.1 yields then
II2 .
(∫ 1
0
g(s)q
ds
s
) 1
q
which is also the desired estimate.
It remains to estimate I2. First, verify that Proposition 2.7 of Ht implies ‖∆mHt+1f‖p . ‖f‖p. Then we obtain
I2 . ‖f‖p
since
∫ 1
0
tq(m−
α
2 ) dt
t < +∞. 
Proposition 4.3. For all integers β ≥ γ > α2 ,(∫ 1
0
(
tβ−
α
2
∥∥∆βHtf∥∥p
)q dt
t
) 1
q
.
(∫ 1
0
(
tγ−
α
2 ‖∆γHtf‖p
)q dt
t
) 1
q
.
Proof: Proposition 2.7 implies
∥∥∥∆β−γH t
2
f
∥∥∥
p
. tγ−β‖f‖p. Then
(∫ 1
0
(
tβ−
α
2
∥∥∆βHtf∥∥p
)q dt
t
) 1
q
.
(∫ 1
0
(
tγ−
α
2
∥∥∥∆γH t
2
f
∥∥∥
p
)q
dt
t
) 1
q
.
(∫ 1
2
0
(
uγ−
α
2 ‖∆γHuf‖p
)q du
u
) 1
q
≤
(∫ 1
0
(
tγ−
α
2 ‖∆γHtf‖p
)q dt
t
) 1
q
.

Remark 4.4. Propositions 4.1, 4.2 and 4.3 imply (i) of Theorem 1.9.
Proposition 4.5. Let m > α2 . Then
‖f‖p +

∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
is an equivalent norm in Bp,qα (G).
Proof: Assertion (i) in Theorem 1.9 and the following calculus prove the equivalence of norms:
∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
≤

∑
j≤−1
∫ 2j
2j−1
[
2j(m−
α
2 )‖∆mHtf‖p
]q dt
t


1
q
.
(∫ 1
2
0
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t
) 1
q
≤
(∫ 1
0
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t
) 1
q
=

∑
j≤−1
∫ 2j+1
2j
[
tm−
α
2 ‖∆mHtf‖p
]q dt
t


1
q
≤

∑
j≤−1
[
2j(m−
α
2 )‖∆mH2jf‖p
]q
1
q
.
This proves item (ii) in Theorem 1.9. 
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Proposition 4.6. Let α > 0 and l > α2 . Then
‖H 1
2
f‖p +

∑
j≤−1

2−j α2
∥∥∥∥∥
∫ 2j+1
2j
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p


q

1
q
(15)
is an equivalent norm in Bp,qα (G).
Proof: We denote by ‖.‖Bp,q
α,1
the norm defined in (15). It is easy to check, using assertion (i) in Theorem 1.9, the Hölder
inequality and the triangle inequality, that
‖f‖Bp,q
α,1
. ‖f‖Bp,qα .
For the converse inequality, we proceed as follows. Fix an integer m > α2 .
1. Decomposition of f :
The first step is to decompose f as in Lemma 3.1
f =
1
(l − 1)!
∫ 1
0
(t∆)lHtf
dt
t
+
l−1∑
k=0
1
k!
∆kH1f in S′(G).
We introduce
fn = −
∫ 2n+1
2n
(t∆)lHtf
dt
t
dt
and
cn =
∥∥∥∥∥
∫ 2n
2n−1
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p
.
Remark then that
f =
1
(l − 1)!
−1∑
n=−∞
fn +
l−1∑
k=0
1
k!
∆kH1f in S′(G).
2. Estimates of ∆mH2jfn
Note that
∆mH2jfn
= −∆mH2n−1+2j
∫ 3.2n−1
2n
(t∆)lHt−2n−1f
dt
t
−∆mH2n+2j
∫ 2n+1
3.2n−1
(t∆)lHt−2nf
dt
t
= −∆mH2n−1+2j
∫ 2n
2n−1
(t+ 2n−1)l∆lHtf
dt
t
−∆mH2n+2j
∫ 2n
2n−1
(t+ 2n)l∆lHtf
dt
t
.
Then Proposition 2.7 implies,
‖∆mH2jfn‖p . [(2(n−1) + 2j]−m
∥∥∥∥∥
∫ 2n
2n−1
(t+ 2n−1)l∆lHtf
dt
t
∥∥∥∥∥
p
+ [2n + 2j ]−m
∥∥∥∥∥
∫ 2n
2n−1
(t+ 2n)l∆lHtf
dt
t
∥∥∥∥∥
p
. [2n + 2j ]−m
∥∥∥∥∥
∫ 2n
2n−1
∣∣(t∆)lHtf ∣∣ dt
t
∥∥∥∥∥
p
.
(16)
In other words,
‖∆mH2jfn‖p .
{
2−nmcn if j ≤ n
2−jmcn if j > n
. (17)
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3. Estimate of Λp,qα (
∑
fn)
As a consequence,
∑
j≤−1

2j(m−α2 )
∥∥∥∥∥∥∆mH2j
∑
n≤−1
fn
∥∥∥∥∥∥
p


q
.
∑
j≤−1

2j(m−α2 ) ∑
n≤−1
2−mmax{j,n}cn


q
.
According to Lemma 2.2, since 0 < m− α2 < m, one has
∑
j≤−1
[
2j(m−
α
2 )
∥∥∥∆mH2j ∑ fn∥∥∥
p
]q
.
−1∑
n=−∞
[
2−n
α
2 cn
]q
.
4. Estimate of the remaining term
Remark that
‖f‖Bp,qα . ‖Ht0f‖p + Λp,qα
(∑
fn
)
+
l−1∑
k=0
Λp,qα
(
∆kH1f
)
.
From the previous step and Proposition 4.5, we proved that
Λp,qα
(∑
fn
)
. ‖f‖Bp,q
α,1
.
In order to conclude the proof of Proposition 4.6, it suffices then to check that for all k ∈ [[0, l − 1]], one has
‖∆kH1f‖Bp,qα . ‖f‖Lp. (18)
Indeed, one has for all j ≤ −1
‖∆mH2j∆kH1f‖p = ‖∆m+kH1+2jf‖p
.
(
1 + 2j
)−(m+k) ‖f‖p
. ‖f‖p.
Consequently, ∑
j≤−1
[
2j(m−
α
2 )‖∆mH2j∆kH1f‖p
]q
. ‖f‖qp
∑
j≤−1
2jq(m−
α
2 )
. ‖f‖qp.

4.2 Proof of Theorem 1.13
Proof: (Theorem 1.13)
We denote by ‖.‖Bp,q
α,Xsup
the norm defined in (6). Since
‖∆mH2jf‖p ≤ max
t∈[2j ,2j+1]
sup
|I|≤2m
‖XIHtf‖p ,
it is easy to check that
‖f‖Bp,qα . ‖f‖Bp,qα,Xsup .
For the converse inequality, it is enough to check that
‖f‖Bp,q
α,Xsup
. ‖f‖Bp,q
α,1
.
We proceed then as the proof of Proposition 4.6 since Proposition 2.7 yields
max
t∈[2j ,2j+1]
sup
|I|≤m¯
‖XIHtfn‖p .
{
2−n
m¯
2 cn if j ≤ n
2−j
m¯
2 cn if j > n
with a proof analogous to the one of (17). 
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4.3 Embeddings and interpolation
Proof: (of Corollary 1.11) The proof is analogous to the one of Proposition 2.3.2/2 in [17] using Proposition 4.5. It
relies on the monotonicity of lq spaces, see [17, 1.2.2/4]. 
Let us turn to interpolation properties of Besov spaces, that implies in particular Corollary 1.12.
Corollary 4.7. Let s0, s1, s ≥ 0, 1 ≤ p0, p1, p, q0, q1, r ≤ ∞ and θ ∈ (0, 1).
Define
s∗ = (1− θ)s0 + θs1,
1
p∗
=
1− θ
p0
+
θ
p1
,
1
q∗
=
1− θ
q0
+
θ
q1
.
i. If s0 6= s1 then
(Bp,q0s0 , B
p,q1
s1 )θ,r = B
p,r
s∗ .
ii. In the case where s0 = s1, we have
(Bp,q0s , B
p,q1
s )θ,q∗ = B
p,q∗
s .
iii. If p∗ = q∗ := r,
(Bp0,q0s0 , B
p1,q1
s1 )θ,r = B
r,r
s∗ .
iv. If s0 6= s1,
(Bp0,q0s0 , B
p1,q1
s1 )[θ] = B
p∗,q∗
s∗ .
Proof: The proof is inspired by [2, Theorem 6.4.3].
Recall (see Definition 6.4.1 in [2]) that a space B is called a retract of A if there exists two bounded linear operators
J : B → A and P : A→ B such that P ◦ J is the identity on B.
Therefore, we just need to prove that the spaces Bp,qα are retracts of l
α
q (L
p) where, for any Banach space A (see
paragraph 5.6 in [2]),
lαq (A) =

u ∈ AZ− , ‖u‖ℓαq (A) :=

∑
j≤0
[
2−j
α
2 ‖uj‖A
]q
1
q
< +∞

 .
Then interpolation on the spaces lαq (L
p) (see [2], Theorems 5.6.1, 5.6.2 and 5.6.3) provides the result. Note the
weight appearing lαq (A) is 2
−j α2 (and not 2j
α
2 ) because we sum on negative integers.
Fix m > α2 . Define the functional J by J f = ((J f)j)j≤0 where
(J f)j = 2jm∆mH2j−1f
if j ≤ −1 and
(J f)0 = H 1
2
f.
Moreover, define P on lαq (Lp) by
Pu =
2m−1∑
k=0
1
k!
∆kH 1
2
u0 +
1
(2m− 1)!
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
.
We will see below that P is well-defined on lαq (Lp). Proposition 4.5 implies immediately that J is bounded from
Bp,qα to l
α
q (L
p). Moreover, Lemma 3.1 easily provides that
P ◦ J = IdBp,qα .
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It remains to verify that P is a bounded linear operator from lαq (Lp) to Bp,qα . The proof is similar to the one of
Proposition 4.6. Indeed, proceeding as the fourth step of Proposition 4.6, one gets∥∥∥∥∥
2m−1∑
k=0
1
k!
∆kH 1
2
u0
∥∥∥∥∥
Bp,qα
. ‖u0‖p.
It is plain to see that∥∥∥∥∥∥H 12
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
∥∥∥∥∥∥
p
≤
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m
∥∥∥H 1
2
∆mHt−2j−1uj
∥∥∥
p
dt
t
≤
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m
∥∥∥H 1
2
∆muj
∥∥∥
p
dt
t
.
∑
j≤−1
2jm‖uj‖p
. ‖u‖lαq (Lp).
Then the proof of the boundedness of P is reduced to the one of
I :=

∑
k≤−1

2k(m−α2 )
∥∥∥∥∥∥∆mH2k
∑
j≤−1
2−jm
∫ 2j+1
2j
t2m∆mHt−2j−1uj
dt
t
∥∥∥∥∥∥
p


q

1
q
. ‖u‖lαq (Lp). (19)
Indeed,
Iq .
∑
k≤−1

2k(m−α2 )
∥∥∥∥∥∥
∑
j≤−1
2−jm
∫ 2j+1
2j
(t∆)2mHt−2j−1+2kuj
dt
t
∥∥∥∥∥∥
p


q
.
∑
k≤−1

2k(m−α2 ) ∑
j≤−1
2jm
∥∥∆2mH2j−1+2kuj∥∥p


q
.
∑
k≤−1

2k(m−α2 ) ∑
j≤−1
2jm
(2j + 2k)2m
‖uj‖p


q
.
∑
k≤−1

2k(m−α2 ) ∑
j≤−1
2−2mmax{j,k}2jm ‖uj‖p


q
Check that 0 < m− α2 < 2m. Thus, Lemma 2.2 yields
Iq .
∑
j≤−1
[
2−j(
α
2+m)2jm‖uj‖p
]q
≤ ‖u‖qlαq (Lp),
which proves (19) and thus concludes the proof. 
5 Algebra under pointwise product -
Theorem 1.14
We want to introduce some paraproducts. The idea of paraproducts goes back to [4]. The term “paraproducts” is used
to a denotes some non-commutative bilinear forms Λi such that fg =
∑
Λi(f, g). They are introduced in some cases,
where the bilinear forms Λi are easier to handle than the pointwise product.
In the context of doubling spaces, a definition of paraproducts is given in [3, 8]. We need to slightly modify the definition
in [3] to adapt them to non-doubling spaces.
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For all t > 0, define
φt(∆) = −
m−1∑
k=0
1
k!
(t∆)kHt,
and observe that the derivative of t 7→ φt(∆) is given by
φ′t(∆) =
1
(m− 1)!
1
t
(t∆)mHt :=
1
t
ψt(∆).
Remark 5.1. Even if φt actually depends on m, we do not indicate this dependence explicitly.
Recall that Lemma 3.1 provides the identity
f =
∫ 1
0
ψt(∆)f
dt
t
− φ1(∆)f in S′(G). (20)
Proposition 5.2. Let p, q, r ∈ [1,+∞] such that 1r := 1p + 1q ≤ 1. Let (f, g) ∈ Lp(G)× Lq(G).
One has the formula
fg = Πf (g) + Πg(f) + Π(f, g)− φ1(∆)[φ1(∆)f · φ1(∆)g] in S′(G),
where
Πf (g) =
∫ 1
0
φt(∆)[ψt(∆)f · φt(∆)g]dt
t
and
Π(f, g) =
∫ 1
0
ψt(∆)[φt(∆)f · φt(∆)g]dt
t
.
Proof: Since fg ∈ Lr ⊂ S′(G), the formula (20) provides in S′(G)
[f · g] =
∫ 1
0
ψt(∆)[f · g]dt
t
− φ1(∆)[f · g]. (21)
We can use again twice (one for f and one for g) the identity (20) to get
[f · g] =
∫ 1
0
ψt(∆)
[{∫ 1
0
ψu(∆)f
du
u
− φ1(∆)f
}
·
{∫ 1
0
ψv(∆)g
dv
v
− φ1(∆)g
}]
dt
t
− φ1(∆)
[{∫ 1
0
ψu(∆)f
du
u
− φ1(∆)f
}
·
{∫ 1
0
ψv(∆)g
dv
v
− φ1(∆)g
}]
=
∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
−
∫ 1
0
∫ 1
0
ψt(∆)[φ1(∆)f · ψv(∆)g]dt dv
tv
−
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · φ1(∆)g]dt du
tu
−
∫ 1
0
∫ 1
0
φ1(∆)[ψu(∆)f · ψv(∆)g]du dv
uv
+
∫ 1
0
ψt(∆)[φ1(∆)f · φ1(∆)g]dt
t
+
∫ 1
0
φ1(∆)[ψu(∆)f · φ1(∆)g]du
u
+
∫ 1
0
φ1(∆)[φ1(∆)f · ψv(∆)g]dv
v
− φ1(∆)[φ1(∆) · φ1(∆)]
:= R(f, g) +
∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
− φ1(∆)[φ1(∆) · φ1(∆)].
(22)
The domain [0, 1]3 can be divided in the subsets D(t, u, v), D(u, t, v) and D(v, u, t) where D(a, b, c) = {(a, b, c) ∈
17
[0, 1]3, a < min{b, c}}. Consequently,∫ 1
0
∫ 1
0
∫ 1
0
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
=
∫ 1
0
∫ 1
t
∫ 1
t
ψt(∆)[ψu(∆)f · ψv(∆)g]dt du dv
tuv
+
∫ 1
0
∫ 1
u
∫ 1
u
ψt(∆)[ψu(∆)f · ψv(∆)g]du dt dv
utv
+
∫ 1
0
∫ 1
v
∫ 1
v
ψt(∆)[ψu(∆)f · ψv(∆)g]dv du dt
vut
=
∫ 1
0
ψt(∆)[{φ1(∆)f − φt(∆)f} · {φ1(∆)g − φt(∆)g}]dt
t
+
∫ 1
0
{φ1(∆)− φu(∆)}[ψu(∆)f · {φ1(∆)g − φu(∆)g}]du
u
+
∫ 1
0
{φ1(∆)− φv(∆)}[{φ1(∆)f − φv(∆)f} · ψv(∆)g]dv
v
:= S(f, g) + Πf (g) + Πg(f) + Π(f, g).
(23)
It remains to check that R(f, g) + S(f, g) = 0. This identity, that can be proven with similar computations as
(23), is left to the reader. 
Proposition 5.3. Let G be a unimodular Lie group. Let α > 0 and p, p1, p2, q ∈ [1,+∞] such that
1
p1
+
1
p2
=
1
p
.
Then for all f ∈ Bp1,qα and all g ∈ Lp2 , one has
Λp,qα [Πf (g)] . ‖f‖Bp1,qα ‖g‖Lp2 .
Proof: Let m > α2 and j ≤ −1. Notice that, for all u ∈ (0, 1),
‖∆mHuΠf (g)‖p ≤
∫ 1
0
‖∆mHuφt(∆)[ψt(∆)f · φt(∆)g]‖p
dt
t
.
Remark that
‖φt(∆)h‖r . ‖H t
2
h‖r
for all r ∈ [1,+∞] and all h ∈ Lr. As a consequence,
‖∆mHuφt(∆)[ψt(∆)f · φt(∆)g]‖p = ‖φt(∆)∆mHu[ψt(∆)f · φt(∆)g]‖p
.
∥∥∥∆mH t
2+u
[ψt(∆)f · φt(∆)g]
∥∥∥
p
.
(
t
2
+ u
)−m
‖ψt(∆)f · φt(∆)g‖p
. min
{
t−m, u−m
} ‖ψt(∆)f · φt(∆)g‖p
. min
{
t−m, u−m
} ‖ψt(∆)f‖p1 ‖φt(∆)g‖p2
. min
{
t−m, u−m
} ‖(t∆)mHtf‖p1 ‖g‖p2 .
We deduce then
Λp,qα [Πf (g)]
q
. ‖g‖qp2
∫ 1
0
(
um−
α
2
∫ 1
0
(max{u, t})−m ‖(t∆)mHtf‖p1
dt
t
)q
du
u
. ‖g‖qp2
∑
j≤−1
(
2j(m−
α
2 )
−1∑
n=−∞
2−mmax{j,n} ‖(2n∆)mH2nf‖p1
)q
. ‖g‖Lp2

 ∑
n≤−1
2−n
α
2 q2nmq‖∆mH2nf‖qp1


1
q
,
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where we used Lemma 2.2 for the last line. As a consequence, we obtain if α ∈ (0, 2m),
Λp,qα [Πf (g)] . ‖g‖Lp2

∑
n≤−1
2nq(m−
α
2 )‖∆mH2nf‖qp1


1
q
. ‖g‖Lp2‖f‖Bp1,qα
where we used Proposition 4.5 for the last line. 
Proposition 5.4. Let G be a unimodular Lie group. Let α > 0 and p, p1, p2, p3, p4, q ∈ [1,+∞] such that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
.
Then for all f ∈ Bp1,qα ∩ Lp3 and all g ∈ Bp4,qα ∩ Lp2 , one has
Λp,qα [Π(f, g)] . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Proof: Notice first that
‖∆mHuΠ(f, g)‖p ≤
∫ 1
0
‖∆mHuHt(t∆)m[φt(∆)f · φt(∆)g]‖p
dt
t
.
Let us recall then that Xi(f · g) = f ·Xig +Xif · g. Consequently, since ∆ =
∑k
i=1X
2
i , one has
‖∆m[f · g]‖p . ‖∆mf · g‖p + ‖f ·∆mg‖p +
2m−1∑
k=1
sup
|I1|=k
sup
|I2|=2m−k
‖XI1f ·XI2g‖p.
In the following computations, (YI1 , ZI2) denotes the couple (XI1 , XI2) if |I1| 6= 0 and |I2| 6= 0, (∆|I1|/2, I) if
|I2| = 0 and (I,∆|I2|/2) if |I1| = 0. With these notations, one has
‖∆mHu+t(t∆)m[φt(∆)f · φt(∆)g]‖p
. min
{
t−m, u−m
} ‖(t∆)m[φt(∆)f · φt(∆)g]‖p
. min
{
t−m, u−m
} m−1∑
k,l=0
∥∥(t∆)m[(t∆)kHtf · (t∆)lHtg]∥∥p
. min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm sup
|I1|=i
sup
|I2|=2m−i
∥∥YI1(t∆)kHtf · ZI2(t∆)lHtg∥∥p
= min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm+k+l sup
|I1|=i
sup
|I2|=2m−i
∥∥YI1∆kHtf · ZI2∆lHtg∥∥p
. min
{
t−m, u−m
} m−1∑
k,l=0
2m∑
i=0
tm+k+l sup
|I1|=i+2k
sup
|I2|=2m+2l−i
‖YI1Htf · ZI2Htg‖p
. min
{
t−m, u−m
} ∑
2m≤k+l≤6m−4
k+l even
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p .
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Setting cn =
∑
2m≤k+l≤6m−4
k+l even
∫ 2n+1
2n
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t
, one has
Λp,qα [Π(f, g)]
q
.
∫ 1
0
(
um−
α
2
∫ 1
0
‖∆mHu+t(t∆)m[φt(∆)f · φt(∆)g]‖p dt
t
)q
du
u
.
∫ 1
0

um−α2
∫ 1
0
min
{
t−m, u−m
} ∑
2m≤k+l≤6m−4
k+l even
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t


q
du
u
.
−1∑
j=−∞
[
2j(m−
α
2 )
−1∑
n=−∞
2−mmax{n,j}cn
]q
.
∑
n≤−1
2−nq
α
2 cqn
where the last line is a consequence of Lemma 2.2, since 0 < m− α2 < m.
It remains to prove that for any couple (k, l) ∈ N2 satisfying 6m− 4 ≥ k + l ≥ 2m and k + l even, we have
T :=

 ∑
n≤−1
2−nq
α
2
(∫ 2n+1
2n
t
k+l
2 sup
|I1|=k
sup
|I2|=l
‖YI1Htf · ZI2Htg‖p
dt
t
)q
1
q
. ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
(24)
1. If k = 0 or l = 0:
Since k and l play symmetric roles, we can assume without loss of generality that l = 0. In this case, k is
even and if k = 2k′,
sup
|I1|=k
sup
|I2|=0
‖YI1Htf · ZI2Htg‖p =
∥∥∥∆k′Htf ·Htg∥∥∥
p
≤
∥∥∥∆k′Htf‖p1‖Htg∥∥∥
p2
≤
∥∥∥∆k′Htf∥∥∥
p1
‖g‖p2 .
Therefore,
T ≤ ‖g‖Lp2

∑
n≤−1
2−nq
α
2
(∫ 2n+1
2n
tk
′
∥∥∥∆k′Htf∥∥∥
p1
dt
t
)q
1
q
. ‖g‖Lp2‖f‖Bp1,qα
where the second line is due to the fact that k′ ≥ m > α2 .
2. If k ≥ 1 and l ≥ 1:
Define α1, α2, r1, r2, q1 and q2 by
α1 =
k
k + l
α , α2 =
l
k + l
α,
k + l
r1
=
k
p1
+
l
p3
,
k + l
r2
=
k
p2
+
l
p4
,
k + l
q1
=
k
q
,
k + l
q2
=
l
q
.
In this case, notice that k > α1 and l > α2. One has then
sup
|I1|=k
sup
|I2|=l
‖XI1Htf ·XI2Htg‖p ≤ sup|I1|=k
‖XI1Htf‖r1 sup|I2|=l
‖XI2Htg‖r2
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and thus Hölder inequality provides
T ≤

 ∑
n≤−1
(
2n
k−α1
2 max
t∈[2j ,2j+1]
sup
|I1|=k
‖XI1Htf‖r1
)q1
1
q1

∑
n≤−1
(
2n
l−α2
2 max
t∈[2j ,2j+1]
sup
|I2|=l
‖XI2Htg‖r2
)q2
1
q2
. ‖f‖Br1,q1α1 ‖g‖Br2,q2α2
where the second line is due to Theorem 1.13.
Let θ = kk+l . Complex interpolation (Corollary 1.12) provides
(Bp3,∞0 , B
p1,q
α )[θ] = B
r1,q1
α1
and
(Bp4,qα , B
p2,∞
0 )[θ] = B
r2,q2
α2 .
Remark also that Ls(G) is continuously embedded in Bs,∞0 (G) (this can be easily seen from the definition of
Besov spaces). As a consequence,
T . ‖f‖Br1,q1α1 ‖g‖Br2,q2α2
. ‖f‖θLp3‖f‖1−θBp1,qα ‖g‖
θ
B
p4,q
α
‖g‖1−θLp2
. ‖f‖Lp3‖g‖Bp4,qα + ‖f‖Bp1,qα ‖g‖Lp2
which is the desired conclusion.

Let us now prove Theorem 1.14
Proof: With the use of Propositions 5.2, 5.3 and 5.4, it remains to check that
‖H 1
2
[f · g]‖Lp . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα (25)
and
‖φ1(∆)[φ1(∆)f · φ1(∆)g‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα . (26)
The inequality (25) is easy to check. By Proposition 4.1, one has
‖H 1
2
[f · g]‖Lp ≤ ‖f · g‖p ≤ ‖f‖p1‖g‖p2 ≤ ‖f‖Bp1,qα ‖g‖Lp2 .
For (26), recall that (18) implies
‖φ1(∆)[φ1(∆)f · φ1(∆)g]‖Bp,qα . ‖φ1(∆)f · φ1(∆)g‖Lp
. ‖φ1(∆)f‖p1‖φ1(∆)g‖p2
. ‖f‖Bp1,qα ‖g‖Lp2 .

6 Other characterizations of Besov spaces
6.1 Characterization by differences of functions - Theorem 1.16
Lemma 6.1. Let p, q ∈ [1,+∞] and α > 0. There exists c > 0 such that, for all f ∈ Lp(G),
Λp,qα (f) .
(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
.
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Proof: Since
∫
G
∂ht
∂t (y)dx = 0,
∂Ht
∂t
f(x) =
∫
G
∂ht
∂t
(y)f(xy)dy
=
∫
G
∂ht
∂t
(y)[f(xy)− f(x)]dy
=
∫
G
∂ht
∂t
(y)∇yf(x)dy.
(27)
Consequently, ∥∥∥∥∂Ht∂t f
∥∥∥∥
p
≤
∫
G
∣∣∣∣∂ht∂t (y)
∣∣∣∣ ‖∇yf‖pdy.
Proposition 2.5 provides
Λp,qα (f) .
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
|y|2
t ‖∇yf‖pdy
)q
dt
t
) 1
q
.
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
′ |y|
2
t ‖∇yf‖pe−c
′ |y|
2
t dy
)q
dt
t
) 1
q
.
(∫ 1
0
(
t1−
α
2
∫
G
1
tV (
√
t)
e−c
′ |y|
2
t ‖∇yf‖pe−c
′|y|2dy
)q
dt
t
) 1
q
=
(∫ 1
0
(∫
G
K(t, y)g(y)
dy
V (|y|)
)q
dt
t
) 1
q
with c′ = c2 , g(y) =
‖∇yf‖p
|y|α e
−c′|y|2 and K(t, y) = V (|y|)
V (
√
t)
(
|y|2
t
)α
2
e−c
′ |y|
2
t (note that we used the fact that t ∈ (0, 1)
in the third line). Lemma 2.1 and Proposition 2.4 imply then
Λp,qα (f) .
(∫
G
|g(y)|q dy
V (|y|)
) 1
q
=
(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
.

Proposition 6.2. Let p, q ∈ [1,+∞] and α > 0, then
Λp,qα (f) . L
p,q
α (f) + ‖f‖p.
Proof: According to Lemma 6.1, it is sufficient to check that
(∫
G
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
. Lp,qα (f) + ‖f‖p.
Since we obviously have (∫
|y|≤1
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
≤ Lp,qα (f),
all we need to prove is
T =
(∫
|y|≥1
(
‖∇yf‖pe−c|y|2
|y|α
)q
dy
V (|y|)
) 1
q
. ‖f‖p.
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Indeed, ‖∇yf‖p ≤ 2‖f‖p and thus
T . ‖f‖p
(∫
|y|≥1
(
e−c|y|
2
)q
dy
) 1
q
. ‖f‖p

 ∞∑
j=0
e−cq4
j
V (2j+1)


1
q
. ‖f‖p,
where the last line holds because V (r) have at most exponential growth. 
Proposition 6.3. Let p, q ∈ [1,+∞] and α ∈ (0, 1). Then
Lp,qα (f) . Λ
p,q
α (f) + ‖f‖p ∀f ∈ Bp,qα (G).
Proof: 1. Decomposition of f :
The first step is to decompose f as
f = (f −H1f) +H1f.
We introduce
fn = −
∫ 2n+1
2n
∂Htf
∂t
dt = −
∫ 2n+1
2n
∆Htfdt
and
cn =
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt.
Remark then that
‖fn‖p ≤ cn+1
and Lemma 3.1 provides
f −H1f =
−1∑
n=−∞
fn in S′(G).
2. Estimate of Xifn:
Let us prove that if n ≤ −1, one has for all i ∈ [[1, k]]
‖Xifn‖p . 2−n2 cn (28)
Indeed, notice first
fn = −2
∫ 2n
2n−1
∆H2tfdt
= −2H2n−1
∫ 2n
2n−1
Ht−2n−1∆Htfdt
:= H2n−1gn.
Proposition 2.7 implies then
‖Xifn‖p . 2−n2 ‖gn‖p
. 2−
n
2
∫ 2n
2n−1
∥∥∥∥Ht−2n−1 ∂Htf∂t
∥∥∥∥
p
dt
. 2−
n
2
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt
= 2−
n
2 cn.
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If ϕ : [0, 1]→ G is an admissible path linking e to y with l(ϕ) ≤ 2|y|,
∇yfn(x) =
∫ 1
0
d
ds
fn(xϕ(s))ds
=
∫ 1
0
k∑
i=1
ci(s)Xifn(xϕ(s))ds.
Hence, (28) implies
‖∇yfn‖p ≤
∫ 1
0
k∑
i=1
|ci(s)|‖Xifn(.ϕ(s))‖pds
= ‖Xifn‖p
∫ 1
0
k∑
i=1
|ci(s)|ds
. 2−
n
2 cn
∫ 1
0
k∑
i=1
|ci(s)|ds
. |y|2−n2 cn
where the second line is a consequence of the right-invariance of the measure and the last one follows from
the definition of l(ϕ). Thus, one has
‖∇yfn‖p .
{ |y|2−n2 cn if |y|2 < 2n
cn+1 if |y|2 ≥ 2n (29)
3. Estimate of Lp,qα (f −H1f)
As a consequence of (29),
[Lp,qα (f −H1f)]q =
−1∑
j=−∞
∫
2j<|y|2≤2j+1
(‖∇yf‖p
|y|α
)q
dy
V (|y|)
.
−1∑
j=−∞
∫
2j<|y|2≤2j+1
( −1∑
n=−∞
‖∇yfn‖p
|y|α
)q
dy
V (|y|)
.
−1∑
j=−∞
2−
jα
2 q

 j∑
n=−∞
cn+1 +
−1∑
n=j+1
2
j−n
2 cn


q
.
−1∑
j=−∞
2jq(1−
α
2 )
( −1∑
n=−∞
2−
max{j,n}
2 [cn+1 + cn]
)q
.
−1∑
n=−∞
(
2−
nα
2 [cn+1 + cn]
)q
.
0∑
n=−∞
(
2−
nα
2 cn
)q
Note that the third line holds since 2j ≤ 1, so that V (2j+1) . V (2j) and the fifth one is obtained with Lemma
2.2, since α ∈ (0, 1).
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However
0∑
n=−∞
[
2−n
α
2 cn
]q
=
0∑
n=−∞
[
2−n
α
2
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
p
dt
]q
.
0∑
n=−∞
2−nq
α
2 2n(q−1)
∫ 2n
2n−1
∥∥∥∥∂Htf∂t
∥∥∥∥
q
p
dt
.
0∑
n=−∞
∫ 2n
2n−1
(
t1−
α
2
∥∥∥∥∂Htf∂t
∥∥∥∥
p
)q
dt
t
=
∫ 1
0
(
t1−
α
2
∥∥∥∥∂Htf∂t
∥∥∥∥
p
)q
dt
t
= (Λp,qα (f))
q
.
(30)
4. Estimate of Lp,qα (H1f)
With computations similar to those of the second step of this proof, we find that
‖∇yH1f‖p . |y|‖f‖p.
Consequently,
Lp,qα (H1f) ≤ ‖f‖p
(∫
|y|≤1
|y|q(1−α) dy
V (|y|)
) 1
q
≤ ‖f‖p

∑
j≤−1
∫
2j<|y|≤2j+1
|y|q(1−α) dy
V (|y|)


1
q
. ‖f‖p

∑
j≤−1
2qj(1−α)


1
q
. ‖f‖p
where the third line is a consequence of the local doubling property.

Theorem 6.4. Let G be a unimodular Lie group and α ∈ (0, 1), then we have the following Leibniz rule.
If p1, p2, p3, p4, p, q ∈ [1,+∞] are such that
1
p1
+
1
p2
=
1
p3
+
1
p4
=
1
p
then for all f ∈ Bp1,qα (G) ∩ Lp3(G) and all g ∈ Bp4,qα (G) ∩ Lp2(G), one has
‖fg‖Bp,qα . ‖f‖Bp1,qα ‖g‖Lp2 + ‖f‖Lp3‖g‖Bp4,qα .
Proof: Check that
∇y(f · g)(x) = g(xy) · ∇yf(x) + f(x) · ∇yg(x).
Thus, with Hölder inequality,
‖fg‖Bp,qα ≃ ‖f · g‖p + Lp,qα (f · g)
. ‖f‖p1‖g‖p2 + Lp1,qα (f) · ‖g‖Lp2 + ‖f‖Lp3 · Lp4,qα (g)
. ‖f‖Bp1,qα ‖g‖p2 + ‖f‖Lp3‖g‖Bp4,qα .

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6.2 Characterization by induction - Theorem 1.19
Proposition 6.5. Let p, q ∈ [1,+∞] and α > −1. Let m > α2 . One has for all i ∈ [[1, k]]
Λp,qα (Xif) . Λ
p,q
α+1f + ‖f‖p = ‖f‖Bp,qα+1.
Proof: The scheme of the proof is similar to Proposition 4.6.
1. Decomposition of f :
Let M be an integer with M > α+12 . We decompose f as in Lemma 3.1:
f =
1
(M − 1)!
∫ 1
0
(t∆)MHtf
dt
t
+
M−1∑
k=0
1
k!
∆kH1f
and we introduce
fn = −
∫ 2n+1
2n
(t∆)MHtf
dt
t
and
cn =
∫ 2n
2n−1
tM
∥∥∆MHtf∥∥p dtt .
Remark then that
‖fn‖p ≤ cn+1
and
f =
1
(M − 1)!
−1∑
n=−∞
fn +
M−1∑
k=0
1
k!
∆kH1f.
2. A first estimate of ∆mHtXifn:
Let us prove that if n ≤ −1, one has for all i ∈ [[1, k]]
‖∆mXifn‖p . 2−n(m+ 12 )cn. (31)
Indeed, notice first
fn = −2M
∫ 2n
2n−1
(t∆)MH2tf
dt
t
= −2MH2n−1
∫ 2n
2n−1
Ht−2n−1(t∆)
MHtf
dt
t
:= H2n−1gn.
Thus, since ∆ = −∑ki=1X2i can be written as a polynomial in the Xi’s, we obtain with the upper estimate
of the heat kernel (Proposition 2.5),
‖∆mXifn‖p .
(∫
G
∣∣∣∣
∫
G
|∆MXih2n−1(z−1x)|gn(z)dz
∣∣∣∣
p
dx
) 1
p
.
2−n(m+
1
2 )
V (2
n
2 )
(∫
G
∣∣∣∣
∫
G
exp
(
−c |z
−1x|2
2n
)
gn(z)dz
∣∣∣∣
p
dx
) 1
p
. 2−n(m+
1
2 )‖gn‖p
. 2−n(m+
1
2 )cn
where the second line is due to the fact that V (2
n
2 ) . V (2
n−1
2 ) and the last two lines are obtained by an
argument analogous to the one for (28).
‖∆mHtXifn‖p . 1tm ‖Xifn‖p
. 1tm ‖XiH2n−1gn‖p
As a consequence, one has for all t ∈ (0, 1],
‖∆mHtXifn‖p = ‖Ht∆mXifn‖p . 2−n(m+
1
2 )cn,
since Ht is uniformly bounded.
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3. A second estimate of ∆mHtXifn:
Let us prove that for all f ∈ Lp(G) and for all i ∈ [[1, k]], one has
‖∆mHtXif‖p . t−m−
1
2 ‖f‖p. (32)
First, notice that
∆mHtXif(x) =
∫
G
∂m
∂tm
ht(y)(Xif)(xy)dy
=
∫
G
∂m
∂tm
ht(y)[Xif(x.)](y)dy
= −
∫
G
Xi
∂m
∂tm
ht(y)f(xy)dy
= −
∫
G
Xi∆
mht(x
−1y)f(y)dy.
Then, using the estimates on the heat kernel (Proposition 2.5)and the fact that ∆ = −∑X2i , we obtain
‖∆mHtXif‖p .
(∫
G
∣∣∣∣∣ t
−m− 12
V (
√
t)
∫
G
exp
(
−c |x
−1y|2
t
)
|f(y)|dy
∣∣∣∣∣
p
dx
) 1
p
:= t−m−
1
2
(∫
G
∣∣∣∣
∫
G
K(x, y)|f(y)|dy
∣∣∣∣
p
dx
) 1
p
with K(x, y) = 1
V (
√
t)
exp
(
−c |x−1y|2t
)
. Proposition 2.3 yields the estimate (32).
4. Estimate of Λp,qα (
∑
fn)
The two previous steps imply
‖∆mHtXifn‖p .
{
2−n(m+
1
2 )cn if t < 2
n
t−m−
1
2 cn+1 if t ≥ 2n .
As a consequence,
∫ 1
0

tm−α2
∥∥∥∥∥∆mHtXi
−1∑
n=−∞
fn
∥∥∥∥∥
p


q
dt
t
.
−1∑
j=−∞
∫
2j<t≤2j+1
(
tm−
α
2
−1∑
n=−∞
‖∆mHtXifn‖p
)q
dt
t
.
−1∑
j=−∞

2j(m−α2 ) j∑
n=−∞
2−j(m+
1
2 )cn+1 +
−1∑
n=j+1
2−n(m+
1
2 )cn


q
.
−1∑
j=−∞
(
2j(m−
α
2 )
−1∑
n=−∞
2−max{j,n}(m+
1
2 )[cn + cn+1]
)q
.
−1∑
n=−∞
[
2−n
α+1
2 [cn + cn+1]
]q
.
0∑
n=−∞
[
2−n
α+1
2 cn
]q
where we used Lemma 2.2 for the fourth estimate, relevant since −1 < α2 < m by assumption. We get then
the domination ∫ 1
0

tm−α2
∥∥∥∥∥∆mHtXi
∑
n
fn
∥∥∥∥∥
p


q
dt
t
.
0∑
n=−∞
[
2−n
α+1
2 cn
]q
. (33)
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However computations analogous to those leading to (30) prove that
0∑
n=−∞
[
2−n
α+1
2 cn
]q
.
∫ 1
0
(
tM−
α+1
2
∥∥∆Mf∥∥
p
)q dt
t
.
(
Λp,qα+1f
)q
.
(34)
5. Estimate of the remaining term.
Recall that
f =
1
(M − 1)!
−1∑
n=−∞
fn +
M−1∑
k=0
1
k!
∆kH1f.
We already estimated Λp,qα (
∑
fn). What remains to be estimated is Λ
p,q
α (
∑
1
k!∆
kH1Xif).
Proposition 2.7 provides as well∥∥∆mHtXi∆kH1f∥∥p ≤ ∥∥∆mXi∆kH1f∥∥p . ‖f‖p.
As a consequence, we get,
∫ 1
0

tm−α2
∥∥∥∥∥∆mHtXi
M−1∑
k=0
1
k!
∆kH1f
∥∥∥∥∥
p


q
dt
t
.
(
‖f‖p
∫ 1
0
tq(m−
α
2 )
dt
t
)q
. ‖f‖qp.

Corollary 6.6. Let p, q ∈ [1,+∞] and α > 0.
‖f‖Bp,q
α+1
≃ ‖f‖Lp +
k∑
i=1
‖Xif‖Bp,qα .
Proof: The main work was done in the previous proposition. Indeed, notice that Proposition 6.5 implies
Λp,qα+1f = Λ
p,q
α−1(∆f)
≤
k∑
i=1
Λp,qα−1Xi(Xif)
.
k∑
i=1
‖Xif‖Bp,qα ,
which provides the domination of the first term by the second one.
The converse inequality splits into two parts. The first one is the domination of Λp,qα (Xif) by ‖f‖Bp,qα+1, which is an
immediate application of Proposition 6.5. The second one is the domination of ‖Xif‖p. But recall that Theorem
1.9 states that we can replace ‖Xif‖p by ‖H 1
2
Xif‖p in the Besov norm, and (32) provides that
‖H 1
2
Xif‖p . ‖f‖p ≤ ‖f‖Bp,qα .

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