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Abstract
The present work deals with the derivation of analytical solutions for a particular class of partial intregro-
differential equations, by employing the separation of variables technique. The equation under consideration
consists of parabolic and hyperbolic terms, so that the character of the equation is determined by their relative
weight. The key feature for the analysis presented here is that the eigenfunctions of the problem, which can be
found in a closed form, do not comprise an orthogonal set of functions. The convergence of the new series solution
is getting faster as the parabolic term of the integro-differential equation dominates over the hyperbolic (integral)
one.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
The methods of separation of variables is well known to be a valuable tool for the solution of the
classical partial differential equations of mathematical physics under certain basic geometries [1]. The
application area of the separation of variable method is continuously expanded to more complex partial
differential equations. Recent examples include the solution of the transient diffusion (conduction)
equation including lower order terms [2] and the solution of a modified Laplacian equation [3]. The key
point of the separation of variable technique is the fact that at least one of the constituent sub-problems is
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of Sturm–Liouville type with its solutions to comprise an orthogonal set of functions, which can be used
as basis functions for the expansion of any other function. It has been also shown [4], that the technique
can be used even when a constituent problem of Sturm–Liouville type does not exist, though much more
elaboration is needed. This approach will be used here for the solution of the transient diffusion equation
with a source term which includes a running integral of the unknown function. In this particular case the
separation of variable method leads to an analytical solution for a partial integro-differential equation.
2. Problem formulation and eigenfunction expansion
Let’s assume the following partial integro-differential equation
∂F
∂t
= K ∂
2 F
∂x2
+ L
∫ x
0
F(y) dy − F (1)
defined for 0 ≤ x ≤ 1, t ∈ R with parameters K ≥ 0, L ≥ 0 and having the Neumann boundary
conditions Fx(0, t) = Fx(1, t) = 0 and the initial condition F(x, 0) = Fo(x). The form of the above
equation resembles equations arising in study of the heterogeneous heat transfer [5].
The parameter K has the role of a conduction coefficient, whereas L is the coefficient of the hyperbolic
integral term so the ratio K/L determines the character of the problem. For K = 0 the problem is purely
hyperbolic and its solution can be found using the Laplace transform as
F(x, t) = e−t
(
Fo(x) +
∫ x
0
Fo(y)
(
Lt
x − y
)1/2
I1
(
2
√
(x − y)Lt
)
dy
)
(2)
which for the special case of Fo(x) = 1 takes the form F(x, t) = e−t Io(2
√
Lxt).
In the high conduction limit, K → ∞, the function F does not depend on x and can be found by
taking the integral of Eq. (1) from 0 to 1 and solving the resulting ordinary differential equation:
F(x, t) = e( L2 −1)t
∫ 1
0
Fo(y) dy. (3)
In general, for L < 2, F(x, t) goes asymptotically to zero, i.e. F(x,∞) = 0. The way that this
happens depends on K , L and it is of interest in the present work.
For the case of arbitrary K a solution of the form F(x, t) = X (x)T (t) may be assumed. The typical
steps of the method of separation of variables are taken leading to the following two equations (where λ
is an arbitrary parameter):
dT
dt
= −λ2T (4)
K
d2 X
dx2
+ (λ2 − 1)X + L
∫ x
0
Xdy = 0. (5)
Eq. (4) has the simple solution
T = ce−λ2t (6)
where c is an arbitrary constant. Eq. (5) with the boundary conditions
Xx(0) = Xx (xo) = 0
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comprises an eigenvalue problem. This is not a Sturm–Liouville problem, since the eigenfunctions
are not orthogonal to each other. Generally, the eigenfunctions of this type of problem are derived by
numerical integration (see [6]), but fortunately in the present case they can be found explicitly, as follows.
Let X L (s) be the Laplace transform of X (x). Taking the Laplace transform of Eq. (5), using the
condition Xx (0) and solving for X L(s) one derives
X L (s) = X (0) s
2
s3 + (λ2−1K )s + LK
. (7)
The value X (0) is arbitrary, so without loss of generality it is set equal to 1. The denominator of X L (s)
is a polynomial of third order and its roots can be found in closed form. For this problem there is a real
root r1 and two complex conjugate roots r2 + ir3 and r2 − ir3. Knowing these roots, the expansion in
partial fractions of the right hand side of Eq. (7) is possible. Finally, the inverse Laplace transform of
this expansion gives the eigenfunctions explicitly
X (x) = Aer1x + Ber2x cos(r3x) + Cer2x sin(r3x) (8)
where the coefficients A, B and C are given as
A = −r
2
1
3r1r2 − r22 − r3
(9)
B = 1 − A (10)
C = 2r1r
2
2 − r32 − r1r23 − r2r23 + r21r2
3r1r2r3 − r22r3 − r33
(11)
r1 = S + T (12)
r2 = − S + T2 (13)
r3 =
√
3
2
(S − T ) (14)
S = (R + (Q3 + R2)1/2)1/3 (15)
T = (R − (Q3 + R2)1/2)1/3 (16)
Q = λ
2 − 1
3K
(17)
R = − L
2K
. (18)
The eigenfunction (8) is substituted in boundary condition Xx (Xo) and after some algebraic
manipulations the following equation results:
(Br2 + Cr3) cos(r3) + (Cr2 − Br3) sin(r3xo) = −Ar1er1−r2 . (19)
The above equation with the auxiliary relationships (9)–(18) is a nonlinear algebraic equation with
λ as unknown and parameters L and K . The solutions λi (i = 1, 2, 3, . . .) of this equation are the
eigenvalues of the problem. The eigenfunction Xi that corresponds to eigenvalue λi is given by Eq. (8)
with λ = λi .
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3. Computation of coefficients of the expansion
Knowing λi and Xi (x) for i = 1, 2, 3, . . . ,∞ the general solution of Eq. (1) according to the
superposition principle can be written as
F(x, t) =
∞∑
i=1
ai Xi (x) e−λ
2
i t . (20)
The coefficients ai must be found from the initial condition at t = 0
Fo(x) =
∞∑
i=1
ai Xi (x). (21)
As it has been mentioned previously the eigenfunctions Xi (x) are not orthogonal so the Fourier
expansion techniques cannot be used in this case. The eigenfunctions, being linearly independent, can
be used as basis functions for the construction of a new set of orthonormal functions Yi(x) (see [7]). The
latter will be a linear combination of Xi ’s of the form
Yi (x) =
i∑
j=1
ci j X j (x). (22)
The coefficients ci j (i = 1, 2, . . . ,∞; j = 1, 2, . . . , i) must be found from the orthonormalization
procedure (Gram–Schmidt orthonormalization) which is carried out step by step and finally gives (in a
somewhat compact notation)
ci j = (−1)
i+ j |M(i j)|√|D(i)||D(i−1)| (23)
where M(i j) is a (i −1)×(i −1) matrix with elements bmn = emn for m = 1 to ( j −1), and bmn = em+1n
for m = j to (i − 1). Also D(i) is a i × i matrix with elements dmn = emn . The coefficients emn are
defined as
emn =
∫ 1
0
Xm(y)Xn(y) dy. (24)
Using the eigenfunctions (8), these coefficients can be evaluated analytically. The result is given as
emn = Am An 1 − e
−(r1m+r1n)
r1m + r1n + Bm An Ec(r2m + r1n, r3m) + Bn Am Ec(r2m + r1n, r3n)
+ Cm An Es(r1n + r2m, r3m) + Cn Am Es(r1m + r2n, r3n) +
(
Bm Bn + CmCn
2
)
× Ec(r2m + r2n, r3m + r3n) +
(
Bm Bn − CmCn
2
)
Ec(r2m + r2n, r3m − r3n)
+
(
BmCn + BnCm
2
)
× Es(r2m + r2n, r3m + r3n) +
(
BnCm − BmCn
2
)
× Es(r2m + r2n, r3m − r3n) (25)
Ec(x, y) = x − xe
−x cos(y) + ye−x sin(y)
x2 + y2 (26)
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Es(x, y) = y − xe
−x sin(y) − ye−x cos(y)
x2 + y2 . (27)
The quantities Ai , Bi , Ci , r1i , r2i and r3i are computed from Eqs. (9)–(18) for λ = λi .
The following expansion of the initial condition can be written using the well known properties of
orthonormal functions
Fo(x) =
∞∑
i=1
Ii Yi (x) (28)
with
Ii =
∫ 1
0
Fo(y)Yi(y) dy. (29)
Eq. (22) is substituted in Eq. (28) and after an interchange of the summation order, the comparison
with the series (21) shows that
ai =
∞∑
j=i
c j i I j . (30)
A further substitution of (22) in (29), the substitution of the result to Eq. (30) and the interchange of
the summation order give the final result for the coefficients ai
ai =
∞∑
k=1
Jk
∞∑
j=max(i,k)
c j ic jk (31)
where
Ji =
∫ 1
0
Fo(y)Xi(y) dy. (32)
For the special case of Fo(x) = 1 the above coefficients are given explicitly as
Ji = Ai
r1i
(eri1 − 1) + e
r2i
r22i + r23i
[(Bir2i − Cir3i) cos(r3i) + (Bir3i + Cir2i) sin(r3i)]
+ Cir3i − Bir2i
r22i + r23i
. (33)
The convergence of the series (20) for a particular time is faster the larger is K . One term is needed
for K → ∞ and infinite terms (no convergence at all) for K → 0.
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