It has become increasingly clear that parasites can have significant impacts on the dynamics of wildlife populations. Recently, researchers have shifted from using observational approaches to infer the impact of parasites on the health and fitness of individuals to using antiparasite drug treatments to test directly the consequences of infection. However, it is not clear the extent to which these experiments work in wildlife systems, or whether the results of these individual-level treatment experiments can predict the population-level consequences of parasitism. Here, we assess the results of treatment experiments, laying out the benefits and limitations of this approach, and discuss how they can be used to improve our understanding of the role of parasites in wildlife populations.
The impact of parasites on individuals and wildlife populations Parasites (defined broadly to include any disease-causing organism, from viruses and bacteria to parasitic helminths and ectoparasites) are ubiquitous in natural systems and can have significant effects on host survival and reproduction [1, 2] . Conventional wisdom suggests that parasites negatively affect host fitness due to 'disease', the pathological state caused by parasite infection, growth, and replication within the host and by damage caused by the response of the host to infection. The potential impact that parasites can have on their wildlife hosts is most often apparent when a newly emerging disease sweeps through a population of conservation or economic importance, causing, in some cases, devastating losses [3, 4] . Increasingly, we see examples in wildlife, such as chytridiomycosis decimating amphibian populations [5, 6] , ash dieback changing the distribution of ash trees [7] , marine mammal morbillivirus causing population crashes [8] , and a suite of pathogens associated with the collapse of honeybee colonies [9] . Typically, these occur through the introduction of a novel parasite into a naïve host population either directly, or indirectly through host species invasions, in which a host species moves into a new area, bringing its parasite community with it [10] . In these cases, there is a clear effect of the parasite on both the individual hosts in the new area (typically they die, or are otherwise severely and obviously affected) and their populations (the abundance is often dramatically reduced). These devastating epidemics rightly attract much attention and the seeming increase in these events has raised serious concern about the role of infectious disease for wildlife conservation [3, 11, 12] .
However, less commonly considered is the 'everyday' impact that endemic parasites have on their wildlife host individuals, or the role they have in regulating or driving the dynamics of their native host populations. This may be either because parasites, by living inside their hosts, are literally overlooked or, by typically (although not always) being physically small, they are assumed to be inconsequential (but see [13] ). Furthermore, unlike predator-prey relationships, where the interaction is clear (an individual gets eaten), the negative effects of endemic parasites on their hosts may be covert or sublethal, with hosts often being left alive and with no obvious adverse effects. Hence, quantifying (or even noticing) the impact of parasites on their host individuals is difficult. In addition, even if parasites are accurately quantified it can be hard to disentangle the cause-and-effect relationship between levels of parasitism and observed measures of host condition or fitness, for example, if weaker or sicker individuals tend to get higher levels of infection than healthy or stronger hosts [14] . These challenges are exacerbated when we move to assess the impact of parasites at the host population level. Historically, it has been argued that endemic diseases are unlikely to have a major role in regulating natural populations (e.g., [15] ). However, the potential regulatory force of parasites on their host populations has been clearly demonstrated theoretically since the pioneering work of Anderson and May [16, 17] . However, this body of theory also shows that detecting or demonstrating those impacts in natural host populations is far from straightforward ( [18, 19] ; Box 1). In particular, this theory suggests that attempting to infer Box 1. Theoretical expectations of the effects of parasitism on host populations
Here, we present an overview of epidemiological theory that reveals the potentially complex relationships between parasite virulence (the detrimental effect that a parasite has on its individual host), prevalence of infection, and consequences for the population dynamics of the host [18, 19] .
The basic model considers a directly transmitted microparasite (e.g., a virus or bacteria) infecting a single host species (Equations I and II):
where U is the density of uninfected hosts, I is the density of infected individuals, and H is the total population density (H = U + I). Hosts are born at per capita rate a and die at a density-dependent rate b + BH (where B is the strength of density dependence); in the absence of the parasite, the host population stabilises at carrying capacity, K = (a -b)/ B. Uninfected hosts become infected at density-dependent transmission rate b, and infected hosts suffer parasite-induced mortality at rate a. This model predicts a nonlinear relation between virulence at the individual host level (a) and host density at the population level ( Figure IA , unbroken black line). In particular, the greatest population-level impact occurs at relatively low levels of individual-level virulence. Correspondingly, the predicted prevalence of infection rapidly declines with increasing virulence ( Figure IA , broken red line).
Together, these two results show that the greatest level of host population suppression is caused by a relatively benign parasite at the individual level, with a relatively low population-level prevalence. A qualitatively similar pattern is seen if we consider the parasite to be a macroparasite (e.g., parasitic helminth [16] and Box 2; Figure IB , where the broken red line shows mean parasite burden, rather than parasite prevalence). This basic model can be modified to consider various alternative scenarios. For example, if the parasite affects host fecundity (e.g., by reducing body condition) rather than host survival, we see a rapid decline in host population size with increasing virulence, and no recovery of the host population at high virulence levels ( Figure IC) . Furthermore, the reduction in parasite prevalence with increasing virulence is less dramatic than seen under mortality-inducing parasites. Hence, parasites that greatly affect host fecundity rather than survival can have a substantial impact on the host population, with little impact on their own prevalence.
Finally, parasites may transmit in a frequency-dependent manner (e.g., sexually transmitted diseases; [60, 61] ). This can be modelled by replacing the transmission terms in both Equations I and II (bUI) with bUI/H. In this case, the parasite can greatly suppress the host population, potentially driving it locally extinct at low-to-intermediate virulence levels ( Figure ID) . However, high virulence levels can result in the parasite driving itself extinct. Notably, in this scenario, unlike that seen under density-dependent transmission, the parasite is able to maintain a relatively high prevalence while still suppressing the host population. In this case, reasonably highly prevalent parasites may be indicative of high potential for host population suppression.
RelaƟve host density parasite impacts purely from observational data, as has historically been the case, can be challenging. To overcome these challenges, an increasing number of studies have used antiparasite treatment experiments of wildlife hosts to perturb levels of parasitism and more directly quantify the impacts of infection. Given the increasing interest in adopting treatment approaches to understand host-parasite dynamics in their natural setting, it is timely to review the ways in which they are being used and their findings. Here, we collate examples of such studies from the literature to assess the reported effects of treatment on the target parasites, host health, and, where possible, host population dynamics. We highlight the power of these experimental approaches for understanding the impact of infection at the individual level, while acknowledging their limitations, and focus on how the combination of theory and large-scale experiments may improve our understanding of the consequences of parasitism for wildlife populations.
The use of treatment-based approaches for inferring the individual-level impacts of parasitism We collated 51 studies reporting a total of 66 antiparasite treatment experiments on noncaptive wildlife populations (several papers reported experiments with more than one drug; Table 1 ). From the information provided in these papers we assessed: (i) the wildlife host-parasite systems and antiparasite drugs that have been used in these studies; (ii) how effective the drug treatment approaches were at reducing target parasites; (3) whether treatment improved individual host health and fitness; (4) whether treatment had any detectable effects on nontarget, co-infecting parasites; and, lastly, (5) whether treatment studies elucidated the population-level consequences of parasitism.
Which drug treatments have been used in wildlife studies and in which systems? A range of antiparasitic drugs have been used to reduce parasitism in wild animal populations, with most drugtreatment experiments using anthelmintics to target nematode infections (41/66 experiments; Figure 1A ). By far the most common drug used was the standard veterinary and human deworming drug ivermectin, which was used in 13 experiments to target nematode parasites (Table 1) , but given its wide-target parasite spectrum, was also used in four experiments to target a range of ectoparasites (botflies, mites, and lice; Table 1 ). Since its discovery in 1973, ivermectin has been used to treat humans and domestic animals across the globe, because it is relatively inexpensive, effective across a broad range of parasites, and importantly, can be used to treat an individual successfully with a single oral or topical dose [20] . The other antinematode experiments tended to use common deworming drugs (e.g., levamisole, fenbendazole, and albendazole), while the remaining antiectoparasite experiments used common, topical pyrethrin-based insecticides (e.g., permethrin) ( Table 1 ). There were also several less-common drug targets for other, non-nematode anthelmintic trials (e.g., targeting cestodes [21] or digenean trematodes [22] ). Importantly, we found very few studies that used drugs to reduce or clear infection with microparasites ( Figure 1A ), including the use of antiprotozoals [23] [24] [25] and antibiotics [26, 27] .
While there was some taxonomic diversity in the hosts being treated, 38% of the host-parasite studies (25/66) investigated the impacts of parasitism in artiodactyl hosts, comprising deer species and wild or feral sheep ( Table 1) . The next most common host taxa were birds (16/66) and rodents (10/66), but there were also studies on lagomorphs (rabbits and hares; 7/66), and marsupials (4/66). Overall the majority of studies involved herbivore or omnivore hosts, although a small number of experiments (4/66) were carried out on carnivores ( Figure 1A ; Table 1 ).
Does drug treatment reduce parasite prevalence and/or intensity in wildlife?
Many studies provided information on the effect of treatment on the target parasite (55/66; 83%), assessed either in terms of the prevalence of infection (proportion of hosts infected), mean parasite abundance (mean number of parasites or parasite eggs shed per host), or mean parasite intensity (mean number of parasites or parasite eggs shed per infected host). The efficacy of antiparasite treatment was assessed by either comparing these metrics of parasite infection between treated animals and control animals (given water or a relevant placebo) or by measuring the reduction in these metrics before and after treatment. We summarise these results qualitatively, categorising them as either reporting a positive effect of treatment (a significant reduction in any of the above metrics post treatment) or no effect of treatment (no significant change in any of the above metrics); none of the studies reported an increase in the target parasite prevalence, abundance, or intensity post treatment. Most studies that provided information on efficacy (49/55; 90%; with the remaining studies not documenting the effects of treatment on the target parasites) reported a reduction in the target parasite following treatment, suggesting that antiparasite treatments often have a detectable, desired negative effect on the target parasite(s) ( Figure 1B ). However, for some drugs (particularly some of the less well-used antinematode drugs, such as cambendazole, thiabendazole, and dichlorvos), there was no reported effect of treatment ( Figure 1B ). By contrast, all insecticidal treatments were reported to cause some detectable reduction in the target parasite(s) ( Figure 1B) .
We also considered whether a reported effect was 'context dependent', that is, where the authors reported a reduction in parasite infection, burden, or intensity due to treatment, but only in a subset of the data (e.g., between host sex or age classes, or between target parasite species or years within the same study). Note that not all studies allowed assessment of context dependence in their design or analyses (i.e., they only had one cohort of individuals within one time period, etc.). Nevertheless, of the 55 studies that provided any information on efficiency, nearly half of the studies (27) reported context dependence in the effect of treatment such that, although a reduction in the target parasite was reported, this was only seen in a certain subset of the individuals ( Figure 1B ). In particular, significant reductions in the target parasite were often only detected in certain age or sex classes [28, 29] , or only by certain parasite species within mixed infections [29] [30] [31] . In addition, it was commonly found that the effect of the drugs varied with time, either on a short timescale, such that treated hosts were rapidly re-infected [24, 25, 32] , or on longer timescales, such that the reported efficacy of treatment varied across the season or between years [30, 33, 34] .
Does drug treatment benefit the health or fitness of treated individuals?
Across the range of studies, authors reported individual host fitness consequences of treatment in a variety of ways which, for simplicity, we group into effects on: (i) host survival; (ii) host fecundity (grouping various measures relating to the number of offspring produced or matured, or body condition of those offspring, depending on the information presented); and (iii) other metrics of host 'health', typically relating to measures of body condition (fat scores or weight relative to body length), or other physiological measures. For each of these categories, we scored the reported effects in terms of whether they were 'positive' (i.e., a significant improvement in any of the metrics post treatment, or compared with untreated control animals), 'none' (no significant effect in any metrics), or 'negative' (a significant reduction in any metrics). Furthermore, as with our drug efficacy scores, we also considered whether a reported effect was 'context dependent' (i.e., a change in a host health metric that varied between subsets of individuals, such as ages or sexes). Again, many studies did not explicitly seek such context dependency in their analyses, so we were unable to assess its occurrence in all studies. In total, 37/66 experiments (56%) provided information on the health effects of treatment, reporting a total of 53 measures of host effects (many studies sought more than one effect of treatment on the host). Of these, 33 (62%) reported a beneficial effect of treatment on the host by at least one of the above metrics ( Figure 1C) . However, as with the efficacy measures of treatment, many positive effects on host fitness that were detected were found to be context dependent, varying with host age or sex [21, 35] , or between different years (e.g., [36] ) or with previous infection burdens [37] . In 19 out of the 53 reported measures of host fitness (36%), treatment was found to have no detectable effect on any metric of host fitness and, in one case (studying nematode and coccidia infections in alpacas), treatment was reported to reduce host health [25] .
The consequences of treatment for the broader parasite community Antiparasite treatment studies can not only highlight the consequences of the target parasite on host fitness, but also give insight into the occurrence of interactions between coinfecting parasites, although few studies explicitly monitor these indirect consequences of treatment for the nontarget parasite community. In the few examples in wildlife that have investigated these effects [32, 38, 39] , the authors examined whether treatment to remove the target parasite species (these were nematodes in all cases) had consequences for the abundance or prevalence of another coinfecting parasite species (ticks [38] ; coccidia and cestodes [39] ; coccidia and blood-borne Trypanosoma spp. and Bartonella spp. [32] ). In each of these cases, there was a corresponding increase in some of the co-infecting parasite species, suggesting that the target parasite was in some way suppressing infections (either directly, via the immune response of the host, or through competition for shared resources [40] ) by the nontarget parasite species. Importantly, a recent analysis of two of these studies demonstrated that neither cross-sectional nor longitudinal observational data could accurately detect the within-host interactions demonstrated through antiparasite treatment studies [41] . Thus, these experimental studies are crucial for uncovering important within-host interactions among the parasites that may affect the efficacy of treatment and the net benefits of treatment for host health [42] . Clearly, however, more experimental studies are needed that look at a wider range of perturbations (treatment targets), monitor a wider range of nontarget parasite taxa, and follow the health and fitness of treated individuals.
Scaling the individual-level impact of parasites to the population-level consequences
From the above studies, it is clear that parasites can have important consequences for individual-level health and
fitness, but what are the consequences for such impacts at the population level? Intuitively, we may expect highly virulent parasites and/or those at high prevalence to be having the greatest impact on their host population. If so, then comparing host densities across different populations with differing disease prevalences may be expected to be a viable means to infer disease impacts; if a given parasite is having a major effect, then populations with high infection levels may be expected to have lower mean host lifespans and/or smaller population sizes compared with those with low infection levels. However, such approaches are unable to decouple the dynamic relationship between host lifespan, host population size, infection risk, and the impact of infection. It may be, for example, that positive relationships between individual lifespan and infection state are observed if longer-lived hosts are more likely to accumulate parasites. Similarly, larger host populations may present more transmission opportunities, leading to positive relationships between population size and disease prevalence. Such effects are likely to obscure, or even overturn, any signal of the direct effect of infection on individual host health or host population size.
These concerns are supported by basic epidemiological theory ( [18, 19] ; Box 1), which shows that the scaling relations between disease impacts at the individual and population levels are far from straightforward, often involving strong nonlinearities (Box 1, Figure I ). In particular, highly virulent parasites at the individual level are likely to kill their hosts before they can transmit onwards, effectively burning themselves out, and so may be at low prevalence and are unlikely to have a significant effect at the host population level. The parasites that may have the greatest population-level impact are those of intermediate virulence, which have some (but not a substantial) effect at the individual level, and are able to transmit to many hosts, resulting in major effects at the population level. As such, parasites that are observed relatively rarely (or have relatively low mean infection burdens for parasitic helminths) and are relatively benign, may be the ones that are having the greatest population-level impact (Box 1).
Given these complexities, drug treatment experiments have the potential to reveal the true impact of parasites at the population level, for example, by comparing host abundance or dynamics between drug-treated and untreated populations. However, few studies have performed such population-level treatment experiments (but see [43] [44] [45] ). This is probably because there are various logistical issues that mean the viability of this approach may be limited, for example, due to the lack of suitable replicate populations and appropriately matched controls, and constraints on the levels of drug efficacy and treatment coverage that can be attained, particularly for population-level assessments. For example, in Box 2 we show theoretically that high levels of both treatment coverage and drug efficacy may be needed to reveal the effect a macroparasite is having on its host population size. Furthermore, there may be additional problems associated with deciding the appropriate scale to define a coherent population in the wild, and determining the required duration of time needed to sustain treatment. However, these problems may not be insurmountable, and population-level drug treatment experiments can be 5 informative for understanding the role of parasites in wildlife. The first, and arguably still the most complete, study of this kind documented both the individual-and population-level effects of the nematode Trichostrongylus tenuis in contributing to population crashes in red grouse populations in northern England ( [36, 43, 46] ; see Box 3 for details). Other studies investigated the role of parasites in wildlife populations, in combination with other important factors, such as nutritional status, predator-prey dynamics, and resource availability [35, 45, 47, 48] . It is likely that the population-level effects of these sublethal endemic parasites may be best understood when measured in conjunction with key factors determining individual fitness and population survival. These population-level studies show the value of adopting integrated approaches that combine some or all of observational (ideally longitudinal) empirical studies, individual-level treatment experiments, mathematical modelling to predict population-level impacts, and ultimately population-level experiments, to test those predictions (Box 3).
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Concluding remarks and future directions
It is well recognised that parasites can have devastating effects on their individual hosts and on their host populations [1, 2] . However, detecting those effects, particularly for endemic parasites, is a major challenge in disease ecology and conservation. Theory shows that the scaling relationship between the individual-level impacts of disease and the population-level consequences of those impacts can be nonlinear and, indeed, non-monotonic ( [18, 19] ; Box 1), meaning that it is difficult to understand the role of endemic parasites in shaping host population and community dynamics through observational studies alone [49, 50] . For that reason, experimental perturbations are essential.
Conceptually, drug treatment experiments seem an ideal method of assessing the individual-and population-level impacts of parasitism. However, such approaches can be logistically challenging; in particular, for assessing population-level impacts, high levels of drug coverage (proportion of the population treated) are likely to be needed to be able to detect an effect of treatment (Box 2). Indeed, even at the individual level, there are challenges with conducting and interpreting the results of treatment experiments in wildlife. There is a variety of drugs that can be applied to wildlife systems, making it difficult to decide the appropriate drug, dose, and administration method to maximise the potential for a significant reduction in the target parasite ( [51] ; but see Table 1 ), while also minimising the potential for toxic effects on the host, or knock-on effects on the wider ecosystem as could happen for drugs that persist in the environment. Many available antiparasite drugs are known to have toxic effects on some animals, and their doses are closely regulated for veterinary use. Obviously it is essential that such guidelines are accurately followed in any wildlife treatment experiment, and all doses and frequencies of treatment are clearly described.
Our review of the literature showed that most of these drugs can reduce parasite infection, burden, or intensity in treated individuals and that this reduction is often, but not always, associated with a benefit for host condition, Box 2. Theoretical assessment of the utility of antiparasite treatment approaches to quantify the impact of parasites on host populations
Here, we modify the host-macroparasite used previously (Box 1; [18] ) to incorporate the effect of anthelmintic treatment. Following the approach of [84] , we assume sustained application of a treatment of efficacy h applied to a proportion g (drug coverage) of the host population. Treatment increases the parasite mortality at rate c = -log(1-gh) [84] . The full equations of this system are shown by Equations I and II:
where H is the host population density and P is the size of the parasite population. As before (Box 1), hosts are born at per capita rate a and die at a density-dependent rate b + BH, or due to parasite infection at per capita rate a. Parasites produce infective stages at rate l, which die at rate g and infect hosts at rate b. They die at rate m or when hosts die (at rate b + a + BH) or through treatment at rate c. Finally, parasites are distributed across the host population according to the parameter k, which is an inverse measure of the degree of aggregation [16] . This model shows that increasing treatment coverage increases the change in host population size relative to an untreated population ( Figure I ). However, this relationship is not linear, with little change in host population density over much of the range of treatment coverage; only at very high coverage do we see a dramatic increase in population size post treatment, because it is released from the regulatory effects of the parasite. Furthermore, if drug efficacy is <100%, there is a dramatic reduction in the treatment effect.
Qualitatively similar results are seen if it is assumed the parasite affects host fecundity rather than host survival (not shown). Overall, although treatment experiments can reveal population-level impacts of disease, the levels of coverage required to detect this may be problematic for many wildlife systems. survival, or reproduction. However, we also discovered that not all drugs were efficacious for treating wildlife parasites (i.e., there was not always a detectable effect of treatment on the target parasite) and that reducing parasite infection was not always good for the host; sometimes, there were no detectable benefits to the host of treatment, or those effects varied significantly across subsets of the population. One point to make here is that in 11 out of 66 treatment experiments there was no apparent attempt to assess the effect of treatment on the target parasite. Hence any subsequent change in host fitness or behaviour in those studies cannot be unambiguously attributed to parasite reduction (e.g., they may arise through the direct effect of the drug on the host). A second important finding was that drug efficacy can be variable, not only between different drugs and hostparasite systems, but also within a host-parasite system ( Figure 1B) ; in many cases, there were notable context dependencies, such that the impact of treatment on the target parasite varied between years or months, or among subsets of the host population (i.e., with host age and/or sex) or between parasite species within mixed infections (similar parasite species specific responses to treatment have previously been noted in human drug treatment programmes [52] ). Context dependencies were also observed in the impact of treatment on various metrics of host fitness ( Figure 1C) . Previous studies have shown that parasite effects on host fitness are often mediated through interactions with other forces (e.g., predation, competition, nutrition, or environmental stress [2, 45, 53] ). Hence, it can be challenging to extrapolate results from one context (e.g., an experiment carried out in one year or one location) to another (e.g., the same experiment carried out in another year or another location). Ideally, what are needed are sufficiently extensive trials that span multiple contexts (e.g., years, locations, host groups, and parasite species) in concert with manipulation of other factors (e.g., predator presence and/or absence [54] or resource availability [45] ), with appropriate randomized controls and levels of replication. Clearly, there are major logistical challenges associated with achieving such extensive studies, and it is possible that theory may be able to provide some guidance of the important contexts to consider, by exploring the extent to which different key parameters are affected by variation in different biological processes.
Treatment coverage
Box 3. Experimental approach to link individual-and population-level effects of parasitism in the red grouse system
Although treatment experiments have been used to assess the impact of parasite infection in many systems, few have successfully linked individual and population levels as well as Hudson and colleagues [36, 43, 46, 85] . By investigating Trichostrongylus tenuis infection in red grouse populations in Northern England, these authors demonstrated the strong role that this parasite can have in contributing to the famous multiannual grouse population cycles (4-8 years [86] ). Observational studies suggested that high levels of T. tenuis infection correlated with poor breeding success [87] , and preliminary models proposed that this negative effect could underlie the multiannual fluctuations in red grouse abundance [86] . To move beyond the correlations, the authors directly assessed the impact of parasitism on bird fecundity by comparing (i) levels of parasitism and (ii) grouse 'breeding production' of control birds (which received water) with birds treated orally with an anthelmintic (levamisole hydrochloride) [36, 46] . Treatment reduced both mean parasite eggs per gram (EPG; Figure IA ) and the mean number of worms per bird (not shown), although there was variability in the extent of reduction between years; parasite EPG, for example, was reduced by $95% These data were used to parameterise a mathematical model to predict that T. tenuis drove the grouse population cycles [85] . Importantly, Hudson and colleagues then tested these predictions using a large-scale population-level treatment experiment across six sites followed over 9 years [43] . The authors treated grouse with replicated, timed population-level treatments, chosen to coincide with predicted crash years in abundance [n = 2; treated once, n = 2; treated twice (both coinciding with separate predicted crash years), and n = 2: control]. Even though estimated levels of treatment coverage ranged from 15% to 50%, these treatments were shown to dramatically reduce the tendency for the populations to cycle [43] .
Overall, this body of work demonstrates the challenges inherent in understanding parasite impacts on wildlife: context dependency in effect sizes (e.g., varying treatment effects on parasites and host fitness across years, possibly due to varying parasite pressure) and logistical challenges (e.g., achieving and maintaining sufficient treatment coverage for population-level experiments). Nevertheless, through a combination of long-term observational data, individuallevel treatment experiments, mathematical modelling, and population-level experiments, this work provided the first (and still one of few) demonstration of the impact of parasites on host individuals and populations. In addition, there are various considerations that need to be made when designing a treatment experiment in wildlife. One particular issue is that currently available drugs typically target broad taxonomic groups of parasites (such as 'nematodes' or 'ectoparasites') as opposed to specific parasite species, making it difficult to identify which parasites may be having the documented impact on host health or fitness [51] . Similar issues are well known in community-wide parasite control programmes in human populations, resulting in considerable variability in treatment success, both in terms of responses of target parasites and benefits to individuals [52, [55] [56] [57] . With this in mind, it may be that using vaccination, as opposed to drug treatments, could provide the necessary finer-scale methods to target specific parasite species, providing greater precision than the coarse-scale approach adopted by current drug treatment experiments; however, there is only a limited set of vaccines currently available for wildlife parasites. A second issue that needs to be considered relates to the diversity of parasites typically infecting individual hosts in natural settings [40] . There may be unexpected increases in infections by potentially harmful, nontarget parasites following treatment [32, 39] , potentially masking or even adversely affecting host health responses to treatment [42] . Clearly, the choices of drug, dose, and frequency of administration then have to be carefully thought through, as do the levels of monitoring of target and nontarget parasites and host health metrics before and after treatment.
At the population level, the logistical challenges associated with carrying out the necessary large-scale experimental manipulations are magnified; it is over 15 years since this method was first used to demonstrate the effects of parasitism on host population dynamics [43] , but that study remains one of the few that have been carried out at the population level (but see, for example, [45] ). Although there are logistical issues with carrying out such largescale perturbation experiments, those problems are not insurmountable, and need to be overcome. It is nearly 40 years since Anderson and May showed theoretically the potential for parasites to regulate their host population and alter host population dynamics [16] , and there is currently great interest in the role of parasites in structuring larger ecological communities [58, 59] ; however, we still have few experimental tests of the theory or demonstrations of their impact at the population level, much less at the community level. Nevertheless, we would urge researchers and funders to appreciate the value of experimental manipulations, at both the individual and population levels, as perhaps the best tool for understanding the role of parasites in driving population and community dynamics.
