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RIASSUNTO 
 
Si presenta la realizzazione, con tecnologie open-source, di un data warehouse per il 
supporto ai processi aziendali di controllo gestionale, vendita e analisi delle prestazioni 
della distribuzione. Vengono esposte le diverse fasi della costruzione del data 
warehouse:  lo studio dei processi e l’analisi dei requisiti, la progettazione, l’analisi 
degli strumenti software da utilizzare, la realizzazione delle procedure di estrazione, 
trasformazione e caricamento. Di ogni fase si presentano sia le problematiche di ordine 
generale, sia le soluzioni ai problemi riscontrati durante l’esperienza diretta con la realtà 
aziendale. La tesi si conclude con una rassegna sul funzionamento e sulle prestazioni 
del prodotto realizzato. 
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Capitolo 1  
INTRODUZIONE 
 
 
 
 
 
1.1 Presentazione del problema 
Al giorno d’oggi le aziende di tutte le dimensioni sono sempre alla ricerca di strumenti, 
strategie e soluzioni per migliorare la propria capacità di essere competitivi nei 
confronti della concorrenza. 
Tuttavia ogni tentativo di miglioramento o di ottimizzazione ha bisogno di essere 
analizzato e valutato secondo degli indicatori di cui spesso i dirigenti o i responsabili 
hanno una conoscenza non sempre precisa e puntuale, e che spesso necessita di essere 
ponderata con la propria esperienza di dominio. Eppure la pervasività degli strumenti 
informatici all’interno di quasi tutte le realtà aziendali ha portato ad un aumento 
significativo delle informazioni a disposizione della catena gestionale. 
Il problema consiste nel non riuscire ad usare questa ingente mole di informazioni 
per ricavare indicatori chiari ed efficaci per la valutazione delle prestazioni di un 
determinato processo aziendale. 
Lo scopo principale della tecnologia dei data warehouse è proprio quello di 
riorganizzare e sintetizzare le informazioni immagazzinate dai sistemi operazionali 
permettendo di condurre analisi immediate sull’andamento di determinati processi. 
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Il data warehouse oggetto della tesi è stato sviluppato per la Gambero Rosso 
Holding S.p.A., società leader nel campo dell’enogastronomia: è un’azienda di 
dimensioni medio-piccole che agisce in un mercato di nicchia; la principale fonte di 
vantaggio competitivo è data dalla qualità e dalla completezza dei servizi offerti. 
Tuttavia, operando in un contesto caratterizzato da margini bassi e dovendo affrontare la 
concorrenza proveniente negli ultimi anni dalle agenzie di informazione più generaliste, 
la società ha bisogno di assicurare, oltre alla qualità dei propri servizi, anche 
l’eccellenza dal punto di vista della propria operatività. 
Il budget a disposizione per lo sviluppo del data warehouse era molto limitato. Non 
si è dunque tentato di sviluppare uno strumento che sistematizzasse tutta l’attività 
dell’azienda nel suo complesso ma, al contrario, è stato scelto di lavorare sui processi 
ritenuti più significativi per le attività aziendali e che più avrebbero beneficiato di un 
sistema per il supporto alle decisioni. 
Inoltre, sempre con l’obiettivo di mantenere i costi il più possibile bassi, si è scelto 
di utilizzare esclusivamente il parco dei software già di proprietà dell’azienda. Tale 
decisione ha aumentato non di poco le difficoltà di realizzazione, forzando l’adozione di 
soluzioni spesso laboriose e poco eleganti, ma volte al superamento dei limiti intrinseci 
del software utilizzato. 
 
 
1.2 Rassegna della letteratura 
Per l’analisi dei processi aziendali ai fini della progettazione del data warehouse si è 
fatto ampio riferimento alle metodologie descritte nei libri di Kimball e di Ballard 
[Kimball 04, Ballard 06]: è stato particolarmente utile capire l’importanza data 
all’analisi del processo, alla necessità di individuare prima di tutto quali siano i requisiti 
e gli indicatori per poter valutare l’andamento del processo, e quindi passare a 
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determinare fatti, dimensioni e misure. Meno efficaci sono le metodologie usate nei due 
libri per ragionare sulla progettazione della base di dati: non viene proposto infatti un 
metodo abbastanza ad alto livello, ma fin da subito gli autori si calano nei particolari 
implementativi con la definizione di chiavi primarie e esterne, distraendo dal processo 
concettuale di progettazione. 
Per la progettazione si è dunque adottato il modello concettuale dei fatti proposto 
da Rizzi [Rizzi 02], a mio parere non solo più efficace grazie al maggior livello di 
astrazione, ma anche di più facile comprensione per gli utenti finali del data warehouse, 
con i quali sono avvenuti frequenti scambi di idee e diversi momenti di verifica durante 
la fase di progettazione. 
La modulistica per la specifica dei requisiti e il procedimento di progettazione sono 
quelli proposti dal prof. Albano nella dispensa del corso sui data warehouse [Albano 
06]. 
Per le procedure di estrazione, trasformazione e caricamento si è fatto invece 
principalmente riferimento agli studi di Kimball [Kimball 04]. 
 
 
1.3 Contenuto della tesi 
La tesi descrive tutte le fasi della realizzazione del data warehouse: 
- nel Capitolo 2 si descrive la progettazione, nella quale si adotta un approccio 
sistematico per lo studio dei processi, l’individuazione dei fatti, delle 
dimensioni e delle misure, fino a giungere alla struttura logica dei data mart; 
- nel Capitolo 3 si analizzano i software a disposizione per lo sviluppo e le loro 
limitazioni; 
- nel Capitolo 4 si parla della realizzazione delle procedure di estrazione, 
trasformazione e caricamento: si descrive sinteticamente quali siano i 
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problemi che di solito ci si trova ad affrontare nella realizzazione di tali 
procedure e quali siano le soluzioni proposte dalla letteratura; si delineano 
quindi i punti salienti della  implementazione, scritta interamente in Java; 
- nel Capitolo 5 si descrive la verifica, insieme agli utenti del data warehouse, 
della correttezza dei dati restituiti dalle interrogazioni, e dell’efficacia delle 
analisi possibili; vengono inoltre verificate le prestazioni del sistema e ne 
vengono elencati i limiti, principalmente dovuti al fatto che i software 
utilizzati non sono stati esplicitamente pensati per la realizzazione di data 
warehouse. 
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Capitolo 2  
PROGETTAZIONE DEL DATA 
WAREHOUSE 
 
 
Si presenta l’azienda per la quale si è realizzato il data warehouse, analizzandone in 
breve il contesto competitivo e le principali attività. Si individuano i processi che si 
intende analizzare e se ne descrivono i requisiti. Viene quindi realizzata la progettazione 
prima concettuale e poi logica del data warehouse. 
 
2.1 Requisiti 
2.1.1 Analisi della natura e dei fini dell’azienda 
La Gambero Rosso Holding S.p.A. è una società di medie dimensioni che opera nel 
settore dei servizi e dei contenuti associati all’enogastronomia. 
La mission dell’azienda è la seguente: 
“Il marchio italiano per chi vuole mangiare, bere e viaggiare con gusto e intelligenza, 
il nome in codice che apre le porte dei luoghi del buon vivere. 
Gambero Rosso vuole offrire ad un pubblico colto e critico le maggiori proposte per un 
impiego qualitativamente appagante del tempo libero, suggerendo scelte 
gastronomiche, enologiche, turistiche e culturali.” 
L’8 dicembre del 1986 compare all’interno del quotidiano Il Manifesto un supplemento 
di 8 pagine dedicato all’enogastronomia chiamato Gambero Rosso, il mensile dei 
consumatori curiosi e golosi. 
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 Il supplemento, diretto da Stefano Bonilli, riscuote un successo immediato, tanto 
che nel 1987 il Gambero Rosso diventa casa editrice, debuttando con Vini d’Italia, la 
guida alla migliore produzione vitivinicola nazionale; Vini d’Italia in pochi anni diventa 
un vero e proprio best-seller, uno strumento insostituibile per gli appassionati di vino e 
gli operatori del settore. La guida è tradotta sia in inglese che in tedesco e i Tre 
bicchieri, simbolo adottato dalla guida per distinguere i vini d’eccellenza, diventano una 
sorta di nome in codice noto a tutti gli esperti del settore. 
Nel 1989 il Gambero Rosso aumenta la filiazione e da supplemento diventa un 
allegato de Il Manifesto. Nello stesso anno debutta la guida Ristoranti d’Italia, 
caratterizzata da un’accurata ricerca della prelibatezza e della qualità, ma con un occhio 
sempre vigile sul prezzo. 
Probabilmente però l’anno più significativo per il Gambero Rosso è il 1992, 
quando si stacca da Il Manifesto e debutta in edicola, diventando un mensile di 116 
pagine; cambia la formula, ma non i temi – cibo, vino, turismo enogastronomico – né il 
leit motiv che lo contraddistingue, l’attenzione al rapporto qualità/prezzo. Al termine 
del primo anno di vita indipendente il mensile ha già 10000 abbonati. 
Nel luglio del 1997 il Gambero Rosso inizia l’integrazione di tipo multimediale 
della propria offerta con l’inaugurazione di www.gamberorosso.it, uno dei primi siti 
italiani dedicati al cibo e al vino, che in pochi mesi diventa punto di riferimento per i 
navigatori curiosi e golosi. 
Nel 1999 il Gambero Rosso lancia il primo canale tematico italiano dedicato 
all’enogastronomia, Raisat Gambero Rosso Channel. Prodotto in collaborazione con 
Raisat, il Channel è uno dei 7 canali tematici su piattaforma digitale Sky; la 
realizzazione editoriale è curata esclusivamente dal Gambero Rosso. 
Nel 2002 nasce la Città del Gusto di Roma, sulle rive del Tevere in zona Ostiense; 
la Città del Gusto è un palazzo di 5 piani completamente ristrutturato per un totale di 
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circa 8000 mq coperti e 2500 mq di terrazze dove il Gambero Rosso gestisce servizi e 
produce contenuti: 
- le Scuole, con corsi pensati per semplici appassionati o per chi della propria 
passione per il mondo del cibo e del vino voglia fare una professione; 
- il Teatro della Cucina, dove grandi chef italiani e stranieri si alternano sul palco, 
mostrando agli spettatori la preparazione dei cibi che poi vengono degustati nel 
corso dello spettacolo; 
- il Teatro del Vino/Wine bar con una cantina di 30000 bottiglie e la Sala dei 
Quattordici per l’apertura delle bottiglie più pregiate; 
- l’Osteria e il Bar, spazi aperti sia a pranzo che a cena; 
- il Negozio, con libri e oggetti per la cucina; 
- la Grande Terrazza, che si affaccia sulla Roma post-industriale e dove in 
primavera e estate è possibile cenare all’aperto; 
- le Sale Eventi, attrezzate per ospitare grandi degustazioni, cene di gala, eventi 
privati; 
- gli studi televisivi del Channel che trasmette 24 ore su 24 e che vengono anche 
dati in affitto per la registrazione di trasmissioni di altri canali. 
Di recente tutti gli uffici romani del Gambero Rosso sono stati trasferiti all’interno della 
Città del Gusto. 
Il Gambero Rosso ha inoltre una sede a New York per le attività negli Stati Uniti e 
sta lavorando all’apertura di altre Città del Gusto in Italia. 
In questo excursus abbastanza completo dell’evoluzione del Gambero Rosso da 
supplemento di un quotidiano a marchio in grado di proporre un’offerta multimediale 
articolata e integrata in campo editoriale, televisivo e internet, si intuisce un elemento 
fondamentale che caratterizza l’azienda: la sua grande complessità, soprattutto se 
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confrontata con il numero di dipendenti non molto elevato (poco più di 100) e più in 
generale con le sue dimensioni. 
Il Gambero Rosso si trova infatti ad operare in attività anche molto diverse tra loro, 
con dinamiche, fornitori e clienti completamente differenti; per fare qualche esempio, la 
semplice vendita dei prodotti editoriali può avvenire mediante abbonamento, nei negozi 
della Città del Gusto o tramite edicole e librerie; ancora, la raccolta pubblicitaria per il 
canale televisivo non ha certamente le stesse dinamiche di mercato della vendita di un 
corso di cucina a dei cuochi amatoriali. 
Un’offerta così completa permette al Gambero Rosso sia di essere un punto di 
riferimento piuttosto forte nel panorama dell’enogastronomia italiana, sia di affrontare 
con successo la concorrenza proveniente dalle televisioni generaliste e dalle riviste non 
specializzate; concorrenza che nel corso degli ultimi anni è aumentata 
esponenzialmente, con la creazione di un numero elevato di programmi televisivi, di 
inserti o di sezioni all’interno dei quotidiani e dei settimanali, tutti dedicati alla cucina. 
D’altro canto la maggior complessità, pur presentando i suoi vantaggi in termini di 
competitività, è molto difficile da gestire. Le numerose attività nei quali la G.R.H. 
(Gambero Rosso Holding) è coinvolta hanno bisogno di essere monitorate da vicino e 
costantemente. 
 
2.1.2 Analisi della terminologia 
Si presentano di seguito le caratteristiche degli articoli, delle commesse, dei clienti, dei 
centri di responsabilità, del piano dei conti analitici e dei canali di provenienza. 
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Articoli 
Gli articoli comprendono l’insieme di tutti i prodotti, i servizi, le materie prime, le 
merci e le prestazioni del personale, venduti o acquistati dalla società. Possono dunque 
essere non soltanto fonte di ricavo, ma anche fonte di costo. 
Gli articoli sono raggruppati in categorie merceologiche, a loro volta raggruppate in 
gruppi merceologici, raggruppati in macrogruppi merceologici. 
 
Commesse 
Le commesse fanno riferimento alle singole attività o proposte commerciali della 
società. Ogni nuova attività viene classificata come una nuova commessa, avente una 
data di inizio e una data di fine. 
Esempi di commesse sono: 
- pubblicazione di un nuovo prodotto editoriale; 
- attivazione di un corso di cucina; 
- produzione di un nuovo programma televisivo. 
Per la loro natura, ogni commessa ha associati sia i costi per la sua realizzazione che i 
ricavi provenienti dalla sua commercializzazione. 
 
Centri di responsabilità 
I centri di responsabilità rappresentano i comparti aziendali responsabili di un segmento 
del business della società.  
Sono organizzati in modo gerarchico con un numero non determinato di livelli. 
Esempi di centri di responsabilità sono: 
- attività tradizionale; 
- “channel” (canale televisivo). 
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I centri di responsabilità si dividono in primari e ausiliari. I centri ausiliari sono utili per 
classificare attività di supporto e di servizio ai centri primari oppure per classificare 
attività che fanno capo a più di un centro primario. 
 
Canali di provenienza 
Indicano quale sia il canale dal quale proviene una determinata vendita. 
Rappresentano un concetto puramente commerciale e pertanto associato 
esclusivamente alle vendite. 
La società fa uso di molteplici canali di distribuzione; ad esempio, la vendita dei 
libri può avvenire: 
- in modo diretto, alla Città del Gusto o in occasione di fiere e esposizioni; 
- attraverso il canale della grande distribuzione; 
- attraverso le edicole; 
- attraverso le librerie. 
 
Conti analitici 
I conti analitici sono organizzati secondo un piano gerarchico avente un numero di 
livelli non determinato. 
Si dividono in conti di tipo economico e conti di tipo patrimoniale. Ai fini 
dell’analisi che si intende condurre interessano solo i conti di tipo economico. 
 
Clienti 
Come già detto in precedenza, i clienti della Gambero Rosso Holding possono 
appartenere a categorie completamente diverse tra loro, dal distributore su grande scala 
al cliente finale.  
Hanno una Partita IVA se sono aziende, il codice fiscale se sono persone. 
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I clienti possono essere anche abbonati o abbonati speciali. 
 
2.1.3 Analisi dei processi significativi 
Si analizzano i processi che l’azienda giudica più importanti. 
Come si è evidenziato dai colloqui con i responsabili delle varie funzioni aziendali, 
la società è primariamente interessata a condurre analisi sulla profittabilità delle proprie 
attività. Tali analisi dovrebbero consentire inoltre un controllo preciso della contabilità 
aziendale. 
In secondo luogo le funzioni Marketing e Vendite hanno espresso la necessità di 
avere un controllo migliore sull’andamento delle vendite, con la possibilità di valutare 
quali siano i clienti migliori. 
Per finire, l’azienda ritiene che sarebbe importante condurre analisi finalizzate al 
controllo delle prestazioni dei distributori editoriali che collaborano con essa. 
 
Processo di controllo di gestione 
Il controllo di gestione ha il fine di guidare un’azienda verso il conseguimento degli 
obiettivi stabiliti nella fase di pianificazione operativa, rilevando gli scostamenti tra 
obiettivi pianificati e risultati conseguiti. 
Fondamentale per il controllo di gestione è una conoscenza precisa dei costi e dei 
ricavi associati ad ogni centro di responsabilità. 
La profittabilità (ricavi totali – costi totali) di un centro di responsabilità è dunque 
l’indicatore primario per gli addetti al controllo di gestione. 
Tutte le operazioni riguardanti i fatti esterni di gestione, ossia le operazioni di 
scambio che l’azienda pone in essere con altre parti, vengono registrate nel registro di 
prima nota.  
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La prima nota viene poi utilizzata per la preparazione del libro giornale, contenente 
la registrazione di tutti i movimenti contabili di una ditta.  
Nelle scritture i ricavi vengono registrati come importi dal valore positivo, mentre i 
costi come importi dal valore negativo; la profittabilità di un segmento dell’impresa è 
dunque dato dalla somma totale degli importi delle scritture riguardanti quel segmento. 
 
Quando le scritture di prima nota fanno riferimento a costi indiretti, esse possono anche 
essere ascritte a centri di responsabilità ausiliari. Per fare un esempio, il costo della carta 
per le stampanti viene assegnato al centro di costo “materiali per l’ufficio”. Qualora 
però si volesse calcolare il costo dell’intera attività di marketing, bisognerà considerare 
anche la porzione dei costi della carta per stampanti consumate all’interno della 
funzione marketing: dunque, una quota dei costi “materiali per l’ufficio” va imputata 
alla funzione marketing. Tale metodologia di calcolo dei costi è detta “a costi pieni” 
(full costing), ed è la modalità secondo cui il controllo di gestione della società intende 
calcolare i propri costi. In [Miolo 00], si spiega come le allocazioni dei costi possano 
essere fatte con basi di riparto a valore (espresse da un ammontare di moneta) o con basi 
di riparto fisiche (espresse da un quantitativo non monetario). Nella società si usano 
invece delle quote percentuali predefinite che provocano delle ripartizioni dei costi più 
approssimative. 
Il principale requisito di analisi, generalizzato su tutte le dimensioni possibili, è: 
N. Requisito di analisi 
1 Analisi della redditività di ogni centro di responsabilità con il metodo del full 
costing per data, con le scritture contabili ripartite sui conti analitici e sugli 
articoli. 
 
Figura 2.1: Requisito di analisi per il processo di controllo di gestione 
 
 
 16 
Per semplificare la scrittura del requisito di analisi si è supposto che: 
- con l’analisi per data si intende la necessità di analizzare per giorno, settimana 
dell’anno, mese, trimestre e anno; 
- con l’analisi per conti analitici si intende la necessità di analizzare per ogni 
livello del piano dei conti analitici; 
- con l’analisi per articoli si intende la necessità di analizzare per articoli e classi 
merceologiche; 
- con l’analisi per centro di responsabilità si intende la necessità di analizzare per 
tutti i livelli dell’albero dei centri di responsabilità. 
 
Processo di vendita 
Ogni vendita può essere effettuata ad un cliente finale o ad un cliente con partita IVA. 
Nel primo caso la vendita è a corrispettivo, mentre nel secondo caso la società emette 
una fattura. 
Per tutte le vendite a corrispettivo non è prevista la possibilità di ricevere dei resi. 
Al contrario, per le vendite con fatturazione è possibile ricevere dei resi. I resi 
vengono registrati senza modificare la fattura originale ma mediante l’emissione di una 
nota di credito. 
Le vendite provenienti dall’e-commerce sono registrate come vendite a 
corrispettivo e trasferite dal sistema di e-commerce all’interno del sistema gestionale da 
una procedura che gira ogni notte. 
Per ogni vendita viene registrato il canale di provenienza. 
Non tutte le vendite hanno associato un cliente, in quanto esistono situazioni in cui 
l’acquisto di un prodotto (ad es.: un libro presso la Città del Gusto) può avvenire in 
forma anonima. 
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I clienti abbonati hanno diritto a sconti particolari; le vendite agli abbonati vengono 
registrate con il prezzo scontato ma non si tiene traccia del perché lo sconto è stato 
applicato. La società mantiene l’elenco dei clienti abbonati in una base di dati diversa da 
quella operazionale. 
I due indicatori fondamentali per l’analisi dell’andamento delle vendite sono: 
- le quantità vendute; 
- i ricavi ottenuti. 
Si riportano i principali requisiti di analisi: 
N. Requisito di analisi 
2 Analisi del ricavo del venduto e del numero di prodotti per data, commessa, 
centro di responsabilità, cliente e canale di provenienza. 
3 Analisi del ricavo del venduto realizzato sui 30 migliori clienti di un 
determinato centro di responsabilità per periodo. 
4 Analisi del ricavo del venduto realizzato sui 20 migliori clienti nati nel mese in 
corso con informazioni sulla situazione attuale del loro abbonamento. 
 
Figura 2.2: Requisiti di analisi per il processo di vendita 
 
Per semplificare la scrittura dei requisiti di analisi si è supposto che per analisi sui 
clienti si intenda un’analisi per nome del cliente, città di provenienza, regione, paese e 
situazione dell’abbonamento. 
Valgono inoltre le supposizioni fatte per il processo precedente riguardo all’analisi 
per data, per centro di responsabilità e per articolo. 
 
Processo di distribuzione editoriale 
La distribuzione editoriale viene gestita in due possibili modi: 
1) facendo spostamenti da e per un magazzino del distributore di cui si tiene 
traccia all’interno del sistema operazionale della società; 
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2) considerando il distributore come un semplice cliente per il quale si emettono 
fatture e note di credito. 
Caso 1: 
Il magazzino di un distributore può essere rifornito sia con materiale proveniente dal 
magazzino centrale della società (movimenti per i quali esistono documenti di 
trasporto), sia con materiale proveniente direttamente dalle tipografie (movimenti per i 
quali non esistono documenti di trasporto) al fine di evitare il pagamento di costi di 
stoccaggio doppi.  
Dal momento che non si ha traccia dei documenti di trasporto per i carichi di 
magazzino effettuati direttamente dalla tipografia, gli unici dati affidabili sui reali 
quantitativi presenti in ogni magazzino possono essere derivati analizzando i singoli 
movimenti da e per il magazzino considerato (fig. 2.3): 
 
Figura 2.3: Rappresentazione delle quantità Distribuito, Venduto e Reso 
 
- Il quantitativo totale che viene caricato sul magazzino del distributore è 
chiamato distribuito.  
- Il distributore scaricherà merce dal proprio magazzino per distribuirla ai propri 
clienti: il quantitativo totale della merce scaricata dal magazzino del 
distributore è chiamato venduto.  
- I clienti dei distributori potranno restituire la merce invenduta: il quantitativo di 
tale merce viene definito reso. 
- Si definisce venduto netto = venduto – reso. 
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Caso 2: 
Non esiste un magazzino per questi distributori, che vengono considerati semplici 
clienti con Partita IVA e diritto di reso. 
- Il distribuito viene calcolato come la somma delle fatture attive.  
- Il venduto è uguale al distribuito, mentre il reso è la somma delle note di 
credito. 
 
L’indicatore più importante per verificare l’efficacia di un distributore è la prestazione 
del distributore, definita dal rapporto tra il venduto netto e il distribuito. 
I distributori vengono classificati secondo il canale di provenienza. 
Elenco dei distributori che attualmente lavorano con la società: 
Nome distributore Magazzino Canale di provenienza 
Messaggerie MELI Libreria 
Mondadori Franchising MON Grande distribuzione 
Giunti al punto S.p.A. DEM Grande distribuzione 
SODIP SDI Edicola 
Mach 2 non disponibile Grande distribuzione 
Opportunity GDO S.r.l. non disponibile Grande distribuzione 
Opportunity S.p.A. non disponibile Grande distribuzione 
 
Di seguito è descritto il principale requisito di analisi: 
N. Requisito di analisi 
5 Analisi delle prestazioni dei distributori editoriali (nome e canale di 
provenienza) per periodo e per articolo. 
 
Figura 2.4: Requisito di analisi per il processo di distribuzione editoriale 
 
L’analisi per periodo indicata nel requisito va intesa come analisi per settimana, mese, 
trimestre e anno. 
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2.2    Specifica dei requisiti 
Di seguito si analizzano in modo più approfondito i requisiti presentati nelle sezioni 
precedenti al fine di produrre una modulistica che evidenzi quali sono i fatti, le misure e 
le dimensioni coinvolte. 
Dai processi esposti in precedenza emergono 3 fatti interessanti: 
- le scritture di contabilità analitica presenti nel registro di prima nota e ripartite 
con il metodo del full costing (scritture contabili per brevità); 
- le vendite dei prodotti; 
- la prestazione del distributore. 
Nella seguente tabella vengono associati ad ogni requisito di analisi le dimensioni, le 
misure e le aggregazioni coinvolte. 
 
Scritture contabili 
N. Requisito di analisi Dimensioni Misure Aggregazioni 
1 Analisi della redditività di ogni centro di 
responsabilità primario per periodo e per 
commessa, con le scritture contabili 
ripartite sui conti analitici e sugli 
articoli. 
Centro di 
responsabilità, 
Commessa, 
Articolo, Data, 
Conto analitico 
Importo SUM(Importo) 
 
Vendite 
N. Requisito di analisi Dimensioni Misure Aggregazioni 
2 Analisi del ricavo del venduto e del 
numero di prodotti per periodo, 
commessa, centro di responsabilità, 
cliente e canale di provenienza. 
Centro di 
responsabilità, 
Commessa, 
Articolo, Data, 
Canale di 
provenienza, 
Cliente  
Ricavo 
di 
vendita, 
Quantità 
SUM(Ricavo 
di vendita), 
SUM(Quantità) 
 
 
 
 
3 Analisi del ricavo del venduto realizzato 
sui 30 migliori clienti di un determinato 
centro di responsabilità per periodo. 
Centro di 
responsabilità, 
Data, Cliente 
Ricavo 
di 
vendita 
SUM(Ricavo 
di vendita) 
4 Analisi del ricavo del venduto realizzato 
sui migliori 20 clienti nati nel mese in 
corso con informazioni sulla situazione 
attuale del loro abbonamento. 
Cliente Ricavo 
di 
vendita 
SUM(Ricavo 
di vendita) 
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Prestazione distributore 
N. Requisito di analisi Dimensioni Misure Aggregazioni 
5 Analisi delle prestazioni dei 
distributori editoriali per periodo e 
per articolo. 
Articolo, 
Periodo, 
Distributore 
Distribuito, 
Venduto, 
Reso, 
Venduto 
netto, 
Prestazio-
ne 
SUM(Distribuito), 
SUM(Venduto), 
SUM(Reso), 
SUM(Venduto 
netto), 
AVG(Prestazione) 
pesata sul 
distribuito 
 
Successivamente si specifica la granularità dei fatti, ovvero il livello di dettaglio con il 
quale le informazioni vengono trattate.  
Granularità dei fatti 
Fatto Descrizione 
Scritture contabili La singola scrittura contabile di prima nota ripartita 
sui centri di responsabilità primari con il metodo del 
full costing 
Vendite La vendita di un singolo prodotto 
Prestazioni distributore La prestazione settimanale di un distributore 
 
Si elenca quindi la lista delle dimensioni ricavate evidenziandone la granularità e la 
metodologia da utilizzare per il trattamento delle modifiche. 
Le tipologie di trattamento delle modifiche possibili sono 4 [Albano 06]: 
- Tipo 1: si cambiano i valori degli attributi dell’entità della dimensione che ha 
subito modifiche. E’ la soluzione più semplice e immediata, ma si alterano le 
analisi storiche; 
- Tipo 2: si aggiunge una nuova riga alla tabella dimensionale, creando di fatto 
una entità nuova. Tutti i fatti precedenti alla modifica fanno riferimento alla 
vecchia entità, mentre tutti i fatti successivi alla modifica fanno riferimento a 
quella nuova. In questo modo il caricamento dei dati si complica e aumentano i 
dati della dimensione; 
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- Tipo 3: si prevede la possibilità di un cambiamento di attributo sostituendo 
l’attributo Attr con 3 attributi Attr, NuovoAttr, DataModifica; 
- Tipo 4: per le dimensioni che cambiano molto di frequente si possono 
prevedere due tabelle dimensionali, una contenente gli attributi che rimangono 
immutati e una contenente gli attributi che variano. 
Nel nostro caso, la maggior parte delle dimensioni non ha bisogno del trattamento 
modifiche in quanto non variano nel tempo. 
Per quelle che cambiano molto raramente (Articolo, Conto analitico, Distributore) è 
sufficiente cambiare i valori degli attributi. 
La dimensione Cliente viene invece trattata con un’accuratezza maggiore, usando il 
trattamento modifiche di tipo 2; la modifica del campo Abbonamento viene invece 
trattata con la modalità 1. 
Dimensioni 
Nome Granularità Parzialità Trattamento 
modifiche 
Centro di 
responsabilità 
Il centro di 
responsabilità 
NO Non necessario 
Articolo L’articolo NO Tipo 1 
Data Il giorno NO Non necessario 
Conto analitico Il conto NO Tipo 1 
Canale di 
provenienza 
Il canale di 
provenienza 
NO Non necessario 
Commessa La commessa NO Non necessario 
Cliente Il cliente SI’ Tipo 2 (Tipo 1 
per modifiche 
all’Abbonamento) 
Distributore Il distributore NO Tipo 1 
Periodo La settimana NO Non necessario 
 
Per ogni dimensione si elencano gli attributi, descrivendo cosa essi rappresentino. Le 
descrizioni ovvie o di attributi già descritti in precedenza, vengono omesse. 
Centro di responsabilità 
Nome Descrizione 
Nome Centro  
Centro Padre Il centro di livello superiore 
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Articolo 
Nome Descrizione 
Articolo  
Classe Merceologica  
 
Data 
Nome Descrizione 
Giorno  
Settimana Numero di settimana dell’anno 
Mese  
Trimestre  
Anno  
 
Conto Analitico 
Nome Descrizione 
Nome Conto  
Conto Padre Il conto di cui il conto corrente è sottoconto 
 
Canale di provenienza 
Nome Descrizione 
Canale  
 
Commessa 
Nome Descrizione 
Commessa  
 
Cliente 
Nome Descrizione 
Nome Cliente  
Città  
Regione  
Paese  
Abbonamento Esistente esclusivamente per i clienti che 
sono persone fisiche. Assume i valori No, 
Ordinario, Speciale 
 
Distributore 
Nome Descrizione 
Nome Distributore  
Canale di provenienza  
 
Periodo 
Nome Descrizione 
PSettimana Numero di settimana dell’anno 
PMese  
PTrimestre  
PAnno  
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Si descrivono ora le gerarchie esistenti tra gli attributi dimensionali. 
Centro di responsabilità 
Descrizione gerarchia Tipo gerarchia 
Centro Padre Ricorsiva 
 
Articolo 
Descrizione gerarchia Tipo gerarchia 
Articolo → Classe Merceologica Bilanciata 
 
Data 
Descrizione gerarchia Tipo gerarchia 
Giorno → Mese → Trimestre → Anno Bilanciata 
Giorno → Settimana → Anno Bilanciata 
 
Conto analitico 
Descrizione gerarchia Tipo gerarchia 
Conto Padre Ricorsiva 
 
Cliente 
Descrizione gerarchia Tipo gerarchia 
Città → Regione → Paese Incompleta 
 
Distributore 
Descrizione gerarchia Tipo gerarchia 
Nome distributore → Canale di provenienza Bilanciata 
 
Periodo 
Descrizione gerarchia Tipo gerarchia 
PSettimana → PAnno Bilanciata 
PMese → PTrimestre → PAnno Bilanciata 
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Nella tabella che segue si indicano tutte le misure, descrivendone la loro aggregabilità e, 
se sono derivate, la formula per derivarle. 
 
Fatto Misura Descrizione Aggregabilità Derivata 
Scritture 
contabili 
Importo … Additiva No 
Vendite Quantità … Additiva No 
Vendite Ricavo totale … Additiva No 
Prestazioni 
distributore 
Distribuito (D)  Additiva No 
Prestazioni 
distributore 
Venduto (V)  Additiva No 
Prestazioni 
distributore 
Reso (R)  Additiva No 
Prestazioni 
distributore 
Venduto Netto VN = V – R Additiva Sì 
Prestazioni 
distributore 
Prestazione  P = VN / D Non additiva Sì 
 
Infine, si rappresentano i requisiti in una forma tabellare che mette in evidenza quali 
misure e dimensioni sono in comune a processi diversi. 
Dimensioni dei fatti 
Dimensione Scritture 
contabili 
Vendite Prestazione 
distributore 
Centro di responsabilità × ×  
Articolo × × × 
Data × ×  
Conto analitico ×   
Canale di provenienza  ×  
Commessa  ×  
Cliente  ×  
Distributore   × 
Periodo   × 
 
Misure dei fatti 
Misura Scritture 
contabili 
Vendite Prestazione 
distributore 
Importo ×   
Quantità  ×  
Ricavo totale  ×  
Distribuito   × 
Venduto   × 
Reso   × 
Venduto Netto   × 
Prestazione   × 
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2.3    Progettazione concettuale iniziale 
Si mostrano di seguito gli schemi concettuali iniziali dei tre data mart suggeriti 
dall’analisi dei requisiti. 
Gli schemi sono una semplice riscrittura con il modello dimensionale dei fatti dei 
requisiti riportati nella modulistica presentata nella sezione precedente. 
Si fa notare come la soluzione individuata è molto simile a quella proposta da 
Kimball nel Capitolo 7 del libro Data Warehouse Toolkit [Kimball 02]: la soluzione 
proposta da Kimball non menziona però come il piano dei conti e i centri di 
responsabilità (definiti Budget Line Item) abbiano di solito all’interno delle aziende una 
struttura ad albero con più livelli. 
 
 
Figura 2.5: Schema concettuale iniziale del data mart Scritture contabili 
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Figura 2.6: Schema concettuale iniziale del data mart Vendite 
 
 
 
Figura 2.7: Schema concettuale iniziale del data mart Prestazione distributore 
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2.4 Progettazione concettuale dai dati operazionali 
2.4.1 Presentazione della base di dati operazionale 
La base di dati operazionale si compone di circa 350 tabelle, alcune di queste anche con 
70 campi. 
E’ dunque un compito estremamente complesso rappresentare in uno schema tutta 
la base di dati. 
D’altro canto, solo una piccola porzione della base di dati è significativa per la 
nostra analisi e, rappresentarla in modo completo genererebbe solo confusione. Lo 
schema relazionale che è di seguito rappresentato contiene dunque solo le tabelle 
importanti ai fini del disegno dei data mart candidati. I campi indicati non sono tutti ma, 
anche in questo caso, solo quelli più significativi. 
Va infine rilevato che alcuni nomi di campi e di tabelle sono stati cambiati per 
migliorarne la leggibilità e uniformarli ai nomi degli altri campi e tabelle. Vi sono 
inoltre chiavi esterne non dichiarate nella base di dati, ma che sono state riportate 
perché funzionano semanticamente da chiave esterna. 
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Figura 2.8: Porzione significativa della base di dati operazionale 
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Di seguito si spiega sinteticamente il contenuto di ognuna delle tabelle indicate nello 
schema della base di dati: 
- Articoli contiene tutti gli articoli. CodGruppoMerc è la chiave esterna per la tabella 
ClassiMerceologiche; 
- ClassiMerceologiche contiene l’elenco delle classi merceologiche secondo cui gli 
articoli sono classificati. GruppoCategoria è la chiave esterna per la tabella 
TipologieClassiMerceologiche; 
- TipologieClassiMerceologiche contiene l’elenco di quelli che all’interno 
dell’azienda vengono definiti gruppi merceologici. GruppoMerc è la chiave esterna 
per la tabella GruppiMerc; 
- GruppiMerc contiene l’elenco di quelli che all’interno dell’azienda vengono 
definiti macrogruppi merceologici; 
- AN_PrimaNota rappresenta il registro di prima nota e contiene tutte le scritture 
contabili che vengono inserite nel registro. Ha chiavi esterne per le tabelle 
AN_PDC, Articoli, AN_CR e Commesse; 
- Commesse contiene l’elenco delle commesse. Ogni commessa è associata ad un 
centro di responsabilità mediante la chiave esterna CodiceCR, anche se questa 
associazione è poco significativa per i nostri scopi; 
- AN_PDC contiene l’albero del piano dei conti analitici. Il campo Parent è una 
chiave esterna verso la tabella stessa e permette di dire quale conto sia padre del 
conto considerato. Il campo Sottoconto indica se il conto considerato sia o meno 
una foglia nell’albero del piano dei conti. Il campo PatEco indica se il conto 
considerato sia un conto di tipo economico o di tipo patrimoniale; 
- AN_CR contiene l’albero dei centri di responsabilità. Il campo Parent, come nel 
caso della tabella AN_PDC è una chiave esterna verso la tabella stessa. Il campo 
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Classe indica se il centro di responsabilità sia primario o ausiliario. Il campo Tipo è 
chiave esterna per la tabella AN_CR_Types; 
- AN_CR_Types definisce le possibili tipologie di centro di responsabilità (costo, 
ricavo, profitto ecc.); 
- AN_CR_Aux contiene lo schema delle ripartizioni dei centri di responsabilità 
ausiliari sui centri di responsabilità primari. La base di riparto è rappresentata dal 
campo Quota, ed è un valore percentuale; 
- MovimArticoli contiene tutti i movimenti relativi ai magazzini. Il campo CodArt è 
chiave esterna per la tabella Articoli e rappresenta la merce movimentata. I campi 
FromLoc e ToLoc rappresentano i magazzini di provenienza e di destinazione. Il 
campo CaricoScarico indica se il movimento è un carico, uno scarico o un 
trasferimento. I campi Cliente, Commessa e CodiceCR sono chiavi esterne 
rispettivamente per le tabelle Clienti, Commesse e AN_CR. Il campo VenditaBanco 
fa da chiave esterna verso la tabella VenditeBanco; non è una vera chiave esterna in 
quanto il campo VenditaBanco può essere null ed è valorizzato solo per gli scarichi 
da magazzino che in realtà sono vendite a corrispettivo; 
- VenditeBanco completa le informazioni contenute in MovimArticoli per tutte le 
vendite a corrispettivo. Mediante il campo SezionaleIVA è possibile identificare il 
canale di provenienza della vendita; 
- CanaliProvenienza contiene l’elenco di tutti i canali di provenienza definiti 
all’interno dell’azienda; 
- Clienti contiene l’elenco di tutti i clienti dell’azienda, sia le persone fisiche che le 
altre aziende. I clienti finali che sono persone fisiche hanno il proprio nome nel 
campo RagSoc e hanno il CodiceFiscale valorizzato. Le aziende o le persone 
titolari di qualsiasi attività professionale hanno invece valorizzato il campo PIVA; 
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- Fatture contiene l’elenco di tutte le fatture attive e le note di credito emesse 
dall’azienda. La chiave primaria è data dai campi (NumeroFattura, Anno, NotaSN). 
Il campo NotaCredito indica se il record rappresenta una fattura o una nota di 
credito; 
- ArtFatture contiene l’elenco delle righe di ogni fattura, specificando per ogni 
articolo la quantità e l’importo. Il campo Commessa è una chiave esterna alla 
tabella Commesse, mentre il campo CodiceCR è una chiave esterna alla tabella 
AN_CR; 
- ET_Iscrizioni_CDG è una tabella non appartenente alla base di dati operazionale, 
ma alla base di dati che si occupa del funzionamento dell’e-commerce (è per questo 
motivo disegnata con un tratto doppio). Contiene l’elenco di tutti i clienti che hanno 
o che hanno avuto nel passato un abbonamento. Il campo CodiceFiscale permette 
di collegare l’elenco dei clienti di questa tabella con l’elenco dei clienti della tabella 
Clienti. Con il campo Stato di questa tabella è dunque possibile determinare 
l’abbonamento dei clienti presenti nella tabella Clienti. 
 
2.4.2 Progettazione dei data mart candidati 
Si progettano i data mart a partire dalla base di dati operazionale mostrata nella sezione 
precedente per costruire gli schemi concettuali candidati. 
 
Innanzitutto si evidenziano quali sono le tabelle utili per la costruzione degli schemi, e 
per ogni tabella si selezionano gli attributi interessanti.  
Tutte le tabelle non riportate nello schema mostrato in precedenza devono 
considerarsi scartate, così come i campi delle tabelle riportate che sono stati omessi 
dalla rappresentazione. Parimenti, si trascurano le chiavi delle tabelle. 
- Articoli: si mantiene esclusivamente il campo Descrizione; 
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- ClassiMerceologiche: si mantiene soltanto il campo Descrizione; 
- TipologieClassiMerceologiche: si mantiene solo il campo DescTipologia; 
- GruppiMerc: si mantiene il campo Descrizione; 
- AN_PrimaNota: le informazioni interessanti sono Importo e Data; 
- Commesse: si mantiene il campo Descrizione; 
- AN_PDC: si mantengono il campo Descrizione e il campo Parent; 
- AN_CR: si mantengono i campi Descrizione e Parent; 
- AN_CR_Types non contiene informazioni interessanti; 
- AN_CR_Aux non contiene informazioni interessanti; 
- MovimArticoli: le informazioni interessanti si individuano nei campi DataMov, Qta 
e Prezzo; 
- VenditeBanco: non contiene informazioni interessanti; 
- CanaliProvenienza si mantiene esclusivamente il campo Descrizione; 
- Clienti: le informazioni interessanti sono contenute nei campi RagSoc, Citta, 
Provincia, Nazionalita e CodiceFiscale (per stabilire il sesso del cliente); 
- Fatture: le informazioni interessanti sono contenute nei campi Data e NotaCredito; 
- ArtFatture: i campi interessanti sono Qta e Importo; 
- ET_Iscrizioni_CDG: l’unico campo interessante è Stato. 
 
A questo punto si classificano le tabelle interessanti come entità evento, entità 
componente e entità di classificazione. 
- Entità evento: sono le tabelle che descrivono eventi che si verificano 
frequentemente e che contengono attributi numerici che potrebbero essere delle 
misure. In questa categoria rientrano le tabelle AN_PrimaNota, MovimArticoli e 
ArtFatture; 
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- Entità componente: sono le tabelle in relazione 1:N con le entità evento e ne 
definiscono i dettagli; analizzando le entità evento selezionate si scoprono le 
seguenti entità componente: 
• per l’entità evento AN_PrimaNota: Commesse, Articoli, AN_CR, AN_PDC; 
• per l’entità evento MovimArticoli: Commesse, Articoli, AN_CR, Clienti, 
CanaliProvenienza (associato alla tabella VenditeBanco); 
• per l’entità evento ArtFatture: Commesse, AN_CR, Articoli, Clienti (associato 
alla tabella Fatture), CanaliProvenienza (associato alla tabella Fatture); 
- Entità di classificazione: sono le tabelle in relazione 1:N con le entità componente e 
scaturiscono da gerarchie nei dati. Le entità di classificazione individuate sono: 
ClassiMerceologiche, TipologieClassiMerceologiche, GruppiMerc, Canali-
Provenienza (significativa solo per i clienti che sono distributori). 
 
Si procede infine con il disegno dei data mart individuati dalle entità evento identificate. 
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Figura 2.9: Schema concettuale candidato del data mart Scritture contabili 
 
 
Figura 2.10: Schema concettuale candidato del data mart Vendite 
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Figura 2.11: Schema concettuale candidato del data mart Prestazione distributore 
 
La granularità dei fatti è, tranne che per il data mart delle scritture contabili, uguale a 
quanto presentato nell’analisi dei requisiti. 
Il data mart scritture contabili ha invece una granularità meno fine di quanto 
richiesto dall’analisi dei requisiti, in quanto le scritture contabili riferite a centri di 
risorsa ausiliari registrate nella base di dati operazionale non sono ripartite sui centri di 
risorsa primari. Bisogna, nelle procedure di estrazione, trasformazione e caricamento 
ripartire le scritture riferite ai centri di risorsa ausiliari secondo le quote memorizzate 
nella tabella operazionale AN_CR_Aux. Ci si troverà dunque di fronte ad un caso 
piuttosto inusuale, con un data mart che conterrà dati a granularità più fine degli stessi 
dati memorizzati nella base di dati operazionale. 
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2.5 Progettazione concettuale finale 
In questa fase si confrontano gli schemi concettuali iniziali con gli schemi concettuali 
candidati per produrre gli schemi concettuali finali. 
In questo caso, negli schemi candidati sono state individuate ulteriori 
classificazioni gerarchiche per gli articoli, è stata individuata la possibilità di usare la 
commessa come dimensione anche del data mart delle scritture contabili e è stata 
individuata la possibilità di aggiungere l’attributo Sesso alla dimensione dei clienti, 
attraverso l’uso del codice fiscale. 
Rispetto agli schemi candidati, negli schemi finali vengono definite le gerarchie 
sulle date e sulla residenza dei clienti. 
 
 
Figura 2.12: Schema concettuale finale del data mart Scritture contabili 
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Figura 2.13: Schema concettuale finale del data mart Vendite 
 
 
Figura 2.14: Schema concettuale finale del data mart Prestazione distributore 
 
 
 39 
2.6 Progettazione logica 
Dal momento che, come si vedrà in seguito, il data warehouse verrà gestito con un 
sistema ROLAP, si trasformano gli schemi concettuali finali in uno schema relazionale 
a stella. 
Per le tre tabelle dei fatti si crea una tabella relazionale, con una chiave primaria 
surrogata e tutte le misure come attributi. 
Successivamente viene creata una tabella relazionale per ogni dimensione presente 
nello schema finale; le tabelle contengono una chiave primaria e tutti gli attributi 
presenti nella rispettiva dimensione; la chiave primaria non è sempre surrogata in 
quanto per alcune delle dimensioni sono disponibili chiavi primarie sotto forma di 
codice e che sono più significative di una semplice chiave surrogata. 
Si aggiungono quindi alle tabelle dei fatti una chiave esterna per ogni dimensione. 
A causa del trattamento delle modifiche di tipo 2 (come descritto nella Sezione 2.2) 
nella dimensione Clienti è necessario fare uso di una chiave primaria surrogata 
nonostante sia disponibile il codice del cliente. 
La ricorsività delle dimensioni Conti Analitici e Centri di responsabilità non viene 
trattata in modo particolare, poiché prima di adottare qualsiasi soluzione bisogna capire 
quali siano le caratteristiche del sistema per le analisi interattive che dovrà interagire 
con il data warehouse. Dunque il problema della ricorsività viene per ora lasciato in 
sospeso e sarà ripreso nel capitolo successivo. 
Di seguito vengono presentati gli schemi logici per i tre data mart: 
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Figura 2.15: Schema logico del data mart Scritture Contabili 
 
 
 
Figura 2.16: Schema logico del data mart Vendite 
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Figura 2.17: Schema logico del data mart Prestazioni Distributore 
 
 
E’ molto semplice vedere come i tre data mart abbiano in comune diverse dimensioni. 
Solitamente fondere le dimensioni in comune in una sola tabella può comportare la 
creazione di viste per rinominare o escludere alcuni attributi: in questo caso non si 
hanno problemi del genere e la fusione può essere fatta direttamente. 
In figura 2.18 si presenta lo schema logico complessivo del data warehouse con le 
dimensioni in comune ai data mart condivise. 
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Figura 2.18: Schema logico dei data mart 
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Capitolo 3  
AMBIENTE DI SVILUPPO 
 
 
Si descrivono i software utilizzati all’interno dell’azienda elencandone pregi e difetti; si 
delinea quindi l’ambiente nel quale il data warehouse è stato sviluppato. Per concludere, 
si presenta il modulo per l’analisi dei dati, mettendone in evidenza le caratteristiche che 
hanno avuto un impatto sull’implementazione. 
 
3.1 Base di dati operazionale in Firebird 
All’interno dell’azienda vengono utilizzati due differenti RDBMS (Relational DataBase 
Management System): Oracle versione 8i per il funzionamento del reparto dedicato al 
commercio elettronico e Firebird versione 1.5 per il funzionamento del software 
gestionale aziendale. 
Oracle, come già visto nel capitolo dedicato alla progettazione, è di importanza 
marginale per la costruzione del data warehouse. 
Firebird invece è il RDBMS contenente la quasi totalità dei dati utili per la 
costruzione del sistema di supporto alle decisioni; vale dunque la pena descrivere 
brevemente le sue principali caratteristiche e funzionalità. 
 
Firebird, insieme a MySQL e PostgreSQL, è uno dei più diffusi RDBMS open source; 
derivato da Interbase 6 di Borland, è capace di girare su un numero molto ampio di 
piattaforme: Windows, Linux, MacOs X, FreeBSD, OpenBSD, HP-UX, AIX ed altri 
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[WIFB 07]. La migrazione di una base di dati da una piattaforma ad un’altra è 
estremamente semplice e non presenta problemi di compatibilità. 
Si distingue per la completezza delle sue funzionalità e per la sua semplicità: è un 
gestore di basi di dati molto potente e allo stesso tempo leggero, semplice da 
amministrare e da configurare. 
E’ molto adatto per essere utilizzato all’interno di aziende di piccole o medie 
dimensioni in quanto offre un costo totale di possesso estremamente competitivo (la 
licenza è gratuita anche per usi commerciali) ed è contemporaneamente progettato per 
offrire un buon grado di scalabilità. 
Ecco qualcuna delle principali funzionalità di Firebird [FBFS 07]: 
- compatibilità ACID (Atomicity, Consistency, Isolation, Durability) e controllo 
completo delle transazioni: ogni client può infatti eseguire più transazioni 
contemporaneamente e assegnare ad ognuna di esse un differente livello di 
isolamento (da scegliere tra Read Committed, Snapshot e Snapshot Table Stability); 
- supporto completo all’SQL 92 Entry Level 1 e implementazione pressoché 
completa dello standard SQL-99, con altre utili aggiunte; 
- supporto delle sottoselect (IN, EXISTS); 
- supporto di tutti i più comuni tipi di dati SQL; 
- supporto di tutti i più comuni metodi di connessione per una grande flessibilità di 
utilizzo: ODBC, JDBC, OLE Db, dbExpress ed altri; 
- possibilità di eseguire dei backup senza avere la necessità di bloccare l’esecuzione 
di altri compiti; 
- supporto delle stored procedure scritte in linguaggio PSQL; 
- supporto dei trigger, che possono essere eseguiti prima o dopo un comando di 
inserzione, modifica o eliminazione;  
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- supporto di funzioni definite dall’utente (UDF), ossia di librerie esterne scritte in C, 
C++ o Delphi per espandere le funzionalità del RDBMS; 
- integrità referenziale dichiarativa; 
- limite teorico per la grandezza di un singolo database: 64 terabyte; 
- supporto di diversi insiemi di caratteri internazionali, tra cui Unicode. 
Si intuisce dunque come, nonostante la propria natura open source, il prodotto non sia 
un gestore di basi di dati orientato a contesti semplici e non critici: al contrario, si pone 
come una credibile alternativa anche a prodotti dal costo molto più elevato. 
Firebird offre infatti la possibilità di essere installato in diverse modalità, ognuna 
adatta a determinate situazioni d’uso, dalle più semplici alle più complesse: 
- Classic Server, in cui ogni connessione da un client viene gestita da un processo 
dedicato. In questa configurazione Firebird è capace di sfruttare processori multipli; 
- Super Server, in cui tutte le connessioni sono gestite da un unico processo che fa 
uso di un gruppo di thread. In questa configurazione Firebird  non è capace di 
sfruttare correttamente processori multipli; 
- Embedded Version, per usi più elementari, ma che si presta all’integrazione e alla 
distribuzione con altri applicativi. 
Ognuna delle modalità sopra descritte fa uso degli stessi file per la memorizzazione dei 
dati ed è dunque possibile cambiare modalità d’uso in qualsiasi momento. 
 
Probabilmente però l’aspetto che rende Firebird molto appetibile per un’azienda dal 
budget limitato è la grande disponibilità di strumenti ed interfacce grafiche per una 
gestione ed un utilizzo del prodotto semplificati. 
Sono disponibili degli esperti per il supporto a pagamento, ma c’è anche una florida 
comunità di sviluppatori, disponibili in qualsiasi momento a dispensare utili consigli per 
la risoluzione dei problemi. 
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Come si vedrà nel seguito, Firebird è stato scelto come il RDBMS nel quale mantenere 
il data warehouse aziendale. Per questo motivo si presentano alcuni aspetti interessanti 
emersi durante la realizzazione. 
 
Indici utilizzabili per facilitare le interrogazioni 
Firebird è un prodotto molto completo per la gestione delle basi di dati operazionali, ma 
purtroppo non offre funzionalità orientate alla gestione di una base di dati per il 
supporto alle decisioni. 
Gli indici sono strutture dati associate ad attributi di una tabella e volti a rendere più 
efficiente l’esecuzione di alcune interrogazioni. 
Nei sistemi dedicati ai data warehouse o nei sistemi relazionali estesi per il 
funzionamento con i data warehouse esiste la possibilità di creare indici particolari che 
non sono di solito disponibili nei normali sistemi relazionali, come ad esempio [Albano 
06]: 
- indici a bitmap: ad ogni possibile valore v di un attributo è associato un array 
di bit grande quanto il numero dei record della tabella. Il bit i-esimo è uguale 
a 1 se il record i-esimo ha proprio v come valore dell’attributo. E’ un tipo di 
indice adatto all’uso con attributi poco selettivi e risulta essere 
particolarmente efficiente per trovare riferimenti a record che soddisfano una 
condizione booleana su più attributi; 
- indici di giunzione a stella: sullo schema a stella si definisce un indice di 
giunzione multiattributo fra le tabelle delle dimensioni D1 e D2 e la tabella 
dei fatti F. Un elemento dell’indice di giunzione contiene nell’ordine i RID 
(identificativi dei record)  dei record delle Di e di F che sono in giunzione; 
- foreign column join index: utilizzati per agevolare interrogazioni sulla tabella 
dei fatti F con una restrizione su un attributo A della tabella dimensionale D. 
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Si immagina di estendere F con gli attributi di D e di costruire un indice su A 
con elementi < ai , ri >, dove ai è un valore di A e ri è un RID di F: si 
costruisce dunque un indice sull’attributo A per la tabella dei fatti F, 
nonostante A non sia un attributo di F. 
Firebird non offre la possibilità di creare nessuno degli indici appena presentati proprio 
perché non progettato per lavorare con basi di dati per il supporto alle decisioni 
[CRDBMS 07]. 
Tuttavia si ha la possibilità di definire normali indici a B+ albero, che pur non 
presentando gli stessi vantaggi di indici specializzati, offrono comunque un aumento 
prestazionale rispetto all’esecuzione di interrogazioni che non facciano uso di nessun 
indice. 
 
Uso di chiavi surrogate 
Nella costruzione delle tabelle dimensionali di un data warehouse è spesso conveniente 
l’utilizzo di chiavi primarie surrogate, ossia con valori numerici generati 
automaticamente. 
In Firebird non è possibile dichiarare campi numerici il cui valore si 
autoincrementa all’inserzione di ogni nuovo record; è però disponibile il meccanismo 
dei generatori che, pur essendo più macchinoso, permette una gestione migliore e 
indipendente dalle transazioni delle chiavi surrogate [Borrie 04]. 
Un generatore è un contatore indipendente di tipo intero a 64 bit. 
Di seguito si mostra un esempio per la creazione di un generatore per un’ipotetica 
tabella Vendite e il suo uso con la chiave primaria surrogata IdVendita. 
 
Creazione del generatore: 
CREATE GENERATOR VENDITE_GEN; 
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Inizializzazione del generatore: 
SET GENERATOR VENDITE_GEN TO 0 
 
Creazione del trigger che all’inserzione di ogni nuovo record procede all’incremento del 
generatore e all’impostazione del nuovo valore nel campo IdVendita: 
CREATE TRIGGER VENDITE_BI FOR VENDITE 
ACTIVE BEFORE INSERT AS 
BEGIN 
IF(NEW.IDVENDITA IS NULL) THEN  
NEW.IDVENDITA = GEN_ID(VENDITE_GEN, 1); 
END 
 
 
Creazione di campi di tipo data 
Firebird ha un supporto molto completo dei tipi di dato SQL, ma la gestione dei tipi 
relativi alle date è un po’ confusionaria. 
La confusione nasce dal fatto che le interrogazioni per Firebird possono essere 
scritte in diversi dialetti, ognuno con delle piccole diversità; il dialetto più completo e 
più usato è il dialetto 1, che offre il supporto alla creazione di campi che memorizzano 
sia la data che l’ora [SQLD 07]. 
Ulteriori difficoltà sono causate dalle differenze di implementazione dei driver per 
l’accesso al database; i programmi basati su accesso mediante interfacce native, tra cui 
vale la pena di segnalare IBExpert, il più diffuso software per la gestione di Firebird, 
definiscono un campo di tipo data con la parola chiave DATE, mentre i driver JDBC, per 
l’accesso con Java, definiscono lo stesso identico campo mediante la parola chiave 
TIMESTAMP. 
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3.2 Software gestionale €RP 
La società usa un software di supporto all’attività operazionale chiamato €RP e 
sviluppato dalla ditta italiana Web Reality S.r.l. 
L’applicazione è scritta per girare negli ambienti Windows NT, 2000 e XP e si 
appoggia al RDBMS Firebird per memorizzare i propri dati. 
Offre, come la maggioranza dei software gestionali, un’enorme mole di 
funzionalità per la gestione completa di tutte le attività dell’azienda. Si segnala, a titolo 
di esempio, la possibilità di gestire [WRERP 07]: 
- le anagrafiche dei clienti, dei fornitori e degli agenti di vendita; 
- la logistica in entrata e in uscita da diversi magazzini, con tracciabilità delle 
merci attraverso l’uso dei codici a barre; 
- il ciclo attivo e il ciclo passivo, integrati con la gestione dei preventivi; 
- tutte le operazioni legate alla fatturazione; 
- la contabilità generale e la contabilità analitica; 
- le attività di produzione, con controllo delle commesse, dei progetti, dei cicli 
di lavorazione e dello stato dei macchinari; 
- il supporto ai clienti; 
- le vendite al banco attraverso l’interfacciamento con un registratore di cassa. 
 
Di recente è stato aggiunto un modulo denominato €RP Food dedicato alla gestione 
informatizzata delle vendite nei locali della Città del Gusto: tale modulo permette anche 
di prendere le prenotazioni tra i tavoli con l’uso di computer palmari. 
 
Ai fini della costruzione del data warehouse il modulo più importante di €RP è 
sicuramente il modulo Statistiche, uno strumento per l’analisi multidimensionale 
OLAP, usato dal programma gestionale per interrogazioni sui dati operazionali. 
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Il modulo per le analisi multidimensionali verrà presentato in modo più 
approfondito nel seguito di questo capitolo. 
 
 
3.3 Scelta dell’ambiente di sviluppo 
Il requisito fondamentale da rispettare nello sviluppo del data warehouse aziendale era il 
contenimento dei costi, attraverso: 
- il riutilizzo dei software già a disposizione dell’azienda; 
- l’utilizzo di tecnologie open source.  
Dal momento che l’applicativo gestionale a disposizione dall’azienda aveva già 
integrato in sé un modulo per l’analisi multidimensionale, si è deciso di utilizzare tale 
modulo anche per eseguire analisi sul data warehouse: la strategia consiste nel creare 
una nuova base di dati contenente tutte le tabelle necessarie affinché il programma 
gestionale la riconosca come una base di dati corretta, quindi aggiungere le tabelle del 
data warehouse. 
 
Figura 3.1: Base di dati operazionale e base di dati per il supporto alle decisioni 
 
Gli utenti del datawarehouse selezioneranno all’avvio del programma gestionale, quale 
base di dati utilizzare: la base di dati gestionale per tutte le normali operazioni di 
 51 
gestione, o la base di dati per il supporto alle decisioni, da scegliere soltanto quando si 
intende condurre analisi multidimensionale. 
La strategia scelta comporta due fondamentali vantaggi: 
1) tutta l’infrastruttura è basata su software già di proprietà dell’azienda, 
abbattendo completamente i costi per l’acquisto del software, e 
semplificandone la gestione; 
2) gli utenti finali hanno già una certa familiarità con lo strumento da 
utilizzare: si eliminano così i tempi di apprendimento e si accorcia il tempo 
necessario a rendere attivo e funzionante il data warehouse. 
 
Rimane però il problema del caricamento dei dati dalla base di dati operazionale a 
quella per il supporto alle decisioni. 
Sempre nell’ottica del risparmio dei costi, si è scelto di non usare nessuno degli 
strumenti software solitamente disponibili per le operazioni di estrazione, 
trasformazione e caricamento; al contrario, tutte le procedure sono implementate a 
mano in Java. 
Si è scelto di usare Java per la sua portabilità e per l’amplissima disponibilità di 
driver per l’accesso a tutti i tipi di DBMS: esistono, infatti, i driver JDBC (Java 
DataBase Connection) sia per l’accesso a Firebird, sia per l’accesso a Oracle. 
La scelta di usare Java per scrivere a mano le procedure di estrazione, 
trasformazione e caricamento, oltre a centrare completamente l’obiettivo di 
contenimento dei costi, ha il pregio di offrire un ottimo livello di flessibilità e di 
personalizzazione. 
D’altro canto la scrittura a mano delle procedure comporta un lavoro aggiuntivo 
piuttosto corposo e implica la necessità di testare in modo più accurato la correttezza 
delle operazioni di caricamento. 
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Figura 3.2: Schematizzazione dell’ambiente di sviluppo 
 
 
3.4 Modulo per l’analisi multidimensionale 
3.4.1 Presentazione del modulo 
Il modulo per l’analisi multidimensionale fornito nel programma €RP, nonostante sia 
piuttosto elementare e macchinoso, permette comunque di effettuare le più tipiche 
operazioni di questo tipo di analisi. 
La schermata principale di analisi permette di spostare le dimensioni su righe e su 
colonne, e di strutturare le dimensioni secondo un ordine, consentendo in pratica di 
definire delle gerarchie tra dati, che possono essere interattivamente esplose o implose 
(si possono in altre parole eseguire operazioni di drill-down e roll-up in modo 
interattivo). 
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E’ possibile impostare l’interrogazione in modo che prima di mostrare i dati venga 
chiesto all’operatore di inserire dei valori per fare delle restrizioni (ad es.: data di inizio 
e data di fine del periodo interessato). 
E’ inoltre possibile, per gli operatori: 
- applicare dei filtri sulle dimensioni; 
- ordinare secondo un attributo dimensionale; 
- eseguire calcoli e proiezioni sui valori delle aggregazioni; 
- stampare dei report; 
- esportare i dati in Excel; 
- visualizzare dei grafici. 
 
 
Figura 3.3: Schermata principale del modulo di analisi OLAP 
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In fig. 3.3 è mostrata una schermata del modulo di analisi multidimensionale: le 
dimensioni Macrogruppo, Gruppo, Classe e Articolo sono tutte sulla sinistra e sono 
organizzate in modo gerarchico. 
Si vede come solo il valore Food della dimensione Macrogruppo sia esploso fino 
all’Articolo.  
I valori Costo, Qta Scaricata e Giacenza finale sono aggregazioni sulle misure. 
In alto sono ben visibili i tasti per l’esportazione in Excel o per le stampe. 
 
3.4.2 Funzionamento del modulo 
Il modulo per l’analisi multidimensionale reperisce i dati dalla base di dati con una 
interrogazione SQL: l’interrogazione restituisce ovviamente i dati sotto forma di una 
sola tabella. 
Per fare analisi su uno schema relazionale a stella, l’interrogazione va dunque 
scritta in modo da denormalizzare la stella completamente, come si mostra nella figura 
seguente: 
 
Figura 3.4: Interrogazione per la denormalizzazione dello schema a stella 
 
Oltre all’interrogazione per il reperimento dei dati vanno poi definiti quali siano, nel 
risultato dell’interrogazione, i campi da considerare come dimensioni e i campi da 
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considerare come misure. Sui campi considerati come misure va inoltre specificato 
quale tipo di aggregazione utilizzare. 
Una volta che i dati sono reperiti dal database, il modulo precalcola un certo 
numero di cuboidi e li memorizza localmente. 
Di seguito vengono presentate alcune schermate che mostrano l’interfaccia del 
programma per la definizione dell’interrogazione, delle dimensioni, delle misure e delle 
aggregazioni: 
 
 
Figura 3.5: Aree per la definizione delle analisi 
 
 
Figura 3.6: Definizione del tipo di aggregazione 
Area definizione interrogazione 
Area definizione parametri interrogazione 
Dimensioni 
Misure 
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3.4.3 Limiti del modulo 
Il modulo per l’analisi multidimensionale presenta dei limiti abbastanza gravi che ne 
impediscono il raggiungimento di prestazioni eccellenti. 
Innanzitutto il sistema usa la base di dati esclusivamente per reperire i dati grezzi 
iniziali, e provvede a fare le aggregazioni e le restrizioni localmente: essendo meno 
efficiente della base di dati nell’eseguire questo tipo di operazioni, le prestazioni 
subiscono un degrado. 
In secondo luogo non è possibile definire nel sistema l’esistenza di gerarchie tra le 
dimensioni: è l’utente che ordinando le dimensioni definisce all’atto pratico le 
gerarchie, ma il sistema non è conscio che di gerarchie si tratti; questa impossibilità di 
conoscere l’esistenza di gerarchie tra gli attributi dimensionali non permette al sistema 
di ottimizzare la materializzazione dei cuboidi, costringendolo a generarne molti in 
tempo reale. 
D’altro canto le materializzazioni dei cuboidi effettuate dal sistema sono solo 
temporanee e vengono rigenerate ogni volta che un utente comincia ad analizzare un 
certo data mart: la perdita in termini computazionali è molto alta anche in questo caso. 
Per finire il sistema, non essendo conscio dell’esistenza di gerarchie tra attributi 
dimensionali, non può in nessun modo lavorare con gerarchie di tipo ricorsivo. 
Si fa notare che anche la strategia proposta in [Ballard 06] che consiste nell’usare 
una tabella ponte per l’attraversamento dei vari livelli della gerarchia non è adatta al 
sistema in uso. 
 
3.4.4 Soluzione del problema delle gerarchie ricorsive 
Come visto nella Sezione 3.4.2, l’unico modo con il quale il modulo per l’analisi 
multidimensionale accetta i dati è in un'unica tabella risultato di un’interrogazione SQL. 
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Per questo motivo l’unica possibile soluzione al problema di gerarchie ricorsive è la 
seguente:  
- si costruisce la tabella dimensionale contenente la gerarchia ricorsiva in 
modo non ricorsivo, inserendo nella tabella tante colonne quanti sono i livelli 
della gerarchia, più una colonna che faccia da chiave primaria; 
- per ogni elemento appartenente alla gerarchia, si inserisce nella tabella un 
record che è la rappresentazione di tutto il percorso che, all’interno della 
gerarchia, porta all’elemento; 
- le colonne che sono più in profondità nella gerarchia rispetto all’elemento 
considerato vengono impostate a null; 
- qualora il numero di livelli della gerarchia cambiassero, è necessario 
aumentare o diminuire il numero delle colonne della tabella e ricalcolare tutti 
i percorsi. 
Di seguito si mostra una figura che schematizza la soluzione proposta: 
 
Figura 3.7: Soluzione del problema della ricorsività 
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Alla luce di quanto detto, vengono cambiate le tabelle Conti Analitici e Centri di 
Responsabilità dello schema logico del data warehouse: 
 
 
Figura 3.8: Schema logico del data warehouse aggiornato 
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Capitolo 4  
PROCEDURE DI ESTRAZIONE, 
TRASFORMAZIONE E CARICAMENTO 
 
 
Si descrive il processo di estrazione, trasformazione e caricamento dei dati e se ne 
presentano alcune delle problematiche più rilevanti. Di ogni problematica si elencano le 
possibili soluzioni suggerite in letteratura e si descrive come essa sia stata affrontata 
nella realizzazione del data warehouse per il Gambero Rosso. 
 
4.1 Il processo di ETL 
Il processo di ETL (Extract-Transform-Load) è il fondamento su cui si poggiano i 
sistemi di data warehouse: consiste nell’estrazione, la trasformazione, il consolidamento 
e l’inserzione di dati da sorgenti eterogenee a una base di dati di destinazione 
(tipicamente un data warehouse). 
Un sistema ETL ben disegnato estrae i dati da sorgenti separate, controlla e si 
assicura che i dati siano conformi a degli standard di qualità e di consistenza stabiliti al 
momento della progettazione del data warehouse, rende omogenei i dati delle diverse 
sorgenti e infine li inserisce nella base di dati di destinazione [Kimball 04]. 
E’ bene notare che il funzionamento effettivo di un data warehouse è influenzato in 
modo decisivo dalle procedure di ETL. 
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La costruzione del sistema di ETL è un’attività poco visibile agli utilizzatori finali 
del data warehouse e che viene quindi spesso sottovalutata in fase di pianificazione e di 
allocazione delle risorse: in realtà, secondo Kimball l’ETL “consuma facilmente il  70% 
delle risorse necessarie all’implementazione e al mantenimento di un tipico data 
warehouse”. 
Dal momento che in un data warehouse quello che conta sono i dati, non si può non 
considerare l’importanza delle procedure di ETL, specialmente se si considera quanto 
valore aggiungano ai dati, poiché [Kimball 04]: 
- rimuovono errori e correggono dati mancanti; 
- forniscono una certa misura di confidenza nei dati; 
- aggiustano i dati da sorgenti diverse affinché possano essere usati insieme; 
- strutturano i dati affinché siano usabili dagli strumenti di analisi interattiva. 
Per concludere, capire l’obiettivo delle procedure di ETL è sicuramente semplice e 
intuitivo, così come è alla portata di tutti apprezzare delle metodologie che siano capaci 
di pulire e trasformare i dati per facilitarne la fruizione; tuttavia questa semplicità 
finisce quando ci si trova ad affrontare nel dettaglio tutte le particolarità e le anomalie 
che possono derivare da: 
- sorgenti dei dati mal concepite; 
- software a disposizione non adeguato; 
- applicazioni che devono fare uso del data warehouse con vincoli particolari o 
comunque poco comuni. 
 
Anche nella realizzazione del data warehouse oggetto di questa tesi, la realizzazione 
delle procedure di ETL è stata l’attività che ha richiesto più tempo, specialmente se si 
tiene conto che, come specificato nel Capitolo 3, non ci si è avvalsi di qualcuno dei 
potenti strumenti disponibili oggi sul mercato (Integration Services 2005 di Microsoft, 
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Data Integrator di Business Object, DecisionStream di Cognos, per fare degli esempi), 
ma sono state sviluppate a mano in Java. 
I problemi incontrati sono tutti i tipici problemi che caratterizzano questo tipo di 
attività, tra cui: 
- presenza nella base di dati di molte anomalie; 
- vincoli di integrità mancanti; 
- software per l’analisi incapace di gestire le gerarchie ricorsive. 
 
Nelle sezioni che seguiranno si presentano alcuni degli aspetti fondamentali nella 
realizzazione di un sistema ETL, usandoli come spunto per presentare le problematiche 
incontrate nella realizzazione del data warehouse per la Gambero Rosso Holding. 
 
 
4.2 Scelta del software per l’ETL 
Il problema della scelta di un sistema ETL è fondamentale e richiede una conoscenza 
molto precisa dei dati iniziali, dei software operazionali in uso e del tipo di risultato che 
si intende ottenere. 
Ad ogni modo la prima scelta da fare è se acquistare uno strumento di tipo 
commerciale o se sviluppare a mano il proprio strumento: non sempre una delle scelte è 
più conveniente dell’altra. 
I vantaggi di usare strumenti già disponibili sul mercato sono: 
- maggiore semplicità, più velocità e minor costo; in progetti abbastanza grandi o 
sofisticati il tempo e il costo di sviluppo manuali potrebbero presto diventare 
proibitivi e far naufragare il progetto; 
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- meno necessità di programmatori specializzati e possibilità di far usare gli 
strumenti anche a personale particolarmente esperto del dominio dell’attività 
aziendale ma non capaci di scrivere del software; 
- disponibilità di connettori per la maggior parte delle sorgenti di dati; 
- buone prestazioni e capacità di gestire situazioni complesse di bilanciamento 
del carico su più server; 
- disponibilità di un sistema integrato per il mantenimento dei metadati e la 
produzione di documentazione. 
 
D’altro canto, i vantaggi di una realizzazione in proprio delle procedure di ETL sono: 
- flessibilità illimitata nel trattare i propri dati; 
- controllo molto preciso delle trasformazioni e della consistenza dei dati 
attraverso l’uso delle astrazioni disponibili in linguaggi di programmazione 
orientata agli oggetti. 
 
E’ evidente come i vantaggi dello scrivere le procedure a mano siano minori. Con il 
continuo miglioramento degli strumenti commerciali disponibili, la scrittura in proprio 
del sistema di ETL conviene solo: 
- in presenza di un budget estremamente limitato; 
- in presenza di sorgenti di dati in qualche formato proprietario e per i quali non 
esista nessun connettore disponibile sul mercato; 
- in presenza di operazioni di trasformazione particolarmente complesse da 
definire all’interno di strumenti commerciali. 
 
Nel caso del sistema sviluppato per il Gambero Rosso, la necessità di comprimere il più 
possibile i costi ha fatto propendere per la scelta di un’implementazione manuale in 
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Java. La scelta di Java è stata fatta per l’amplissima disponibilità di connettori JDBC e 
per la grande portabilità. 
Nonostante la scelta dell’implementazione a mano sia stata dettata da un problema 
di costi, è stato tuttavia molto comodo avere a disposizione le capacità di astrazione e le 
strutture dati (in primo luogo Vector) del Java Runtime Environment per applicare la 
difficile trasformazione dei dati necessaria a risolvere il problema della ricorsività 
presentato nella Sezione 3.4.4. 
 
4.3 Uso della staging area 
Solitamente le procedure di estrazione, trasformazione e caricamento avvengono in più 
stadi. I risultati delle elaborazioni intermedie dei dati vengono memorizzati su disco in 
delle aree chiamate staging area, come mostrato schematicamente nella figura 4.1. 
 
Figura 4.1: Procedura di ETL con staging area 
 
La staging area viene di solito memorizzata su una base di dati, ma non di rado si 
ricorre all’uso di semplici file, o all’uso di file strutturati, per esempio in formato XML. 
Nel Capitolo 2 del libro Data Warehouse ETL Toolkit [Kimball 04] si parla 
comunque della possibilità di fare a meno della staging area, elaborando i dati 
direttamente in memoria. 
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Tale scelta, pur essendo apertamente sconsigliata, deve essere fatta dal progettista 
della procedura ETL, allo scopo di dare il giusto bilanciamento tra le operazioni di 
lettura e scrittura su disco e l’elaborazione dei dati in memoria. 
E’ ovvio infatti che, nei casi in cui l’estrazione e la trasformazione dei dati non 
presenti particolari problemi e sia piuttosto lineare, sia possibile fare a meno di 
memorizzare i dati estratti in un’area temporanea. In questi casi la possibilità di 
incrementare la velocità della procedura ETL facendo a meno della staging area 
dovrebbe essere considerata. 
 
Tuttavia la staging area è ampiamente utilizzata in quasi tutte le realizzazioni di data 
warehouse dal momento che offre dei vantaggi collaterali non indifferenti: 
- la possibilità, in caso di fallimento della procedura di ETL, di non ricominciare 
dall’inizio l’intera procedura ma soltanto dal punto in cui si è verificato il 
fallimento; 
- la possibilità di verificare meglio, in fase di controllo del funzionamento della 
procedura, le diverse fasi del trattamento dei dati. 
 
Nel caso del data warehouse oggetto della tesi la staging area è stata utilizzata 
esclusivamente per le trasformazioni a più alta complessità. 
Infatti sviluppare un sistema che, in caso di fallimento, fosse in grado di 
ricominciare l’elaborazione dall’ultimo stadio andato a buon fine dell’elaborazione 
precedente, andava oltre le possibilità e le risorse previste per il progetto. 
E’ stato dunque considerato non conveniente l’uso di una staging area primordiale e 
poco utile, nelle estrazioni di dati che avevano meno bisogno di essere trattati. 
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Al contrario, per le trasformazioni più complesse, come le aggregazioni settimanali 
da calcolare sulla distribuzione editoriale, è risultato particolarmente utile memorizzare 
i dati su delle tabelle temporanee. 
 
4.4 Trasformazione dei dati 
Il procedimento di trasformazione dei dati è molto importante al fine di ottenere un data 
warehouse che sia rispondente ai requisiti e utile per le analisi. 
Tra le operazioni di trasformazione vale la pena ricordare [Ruggieri 07]: 
- codifica e normalizzazione: cambio di unità di misura, rappresentazione delle 
date, discretizzazione di valori continui; 
- aggregazione dei dati: per passare ad una granularità più grande; 
- calcolo di misure derivate (ad es.: importo = prezzo x quantità); 
- calcolo di valori mancanti: può essere inserito un valore di default, un valore 
medio o un valore calcolato mediante una regressione basata su altri attributi 
della stessa entità; 
- fusione e divisione (ad es.: dall’attributo indirizzo agli attributi città e 
provincia). 
 
Nelle procedure di ETL realizzate per il data warehouse della società, le operazioni di 
trasformazione sono moltissime. 
Quelle però che hanno suscitato maggior soddisfazione negli utenti finali del data 
warehouse sono state: 
- la determinazione del sesso di un cliente attraverso l’uso del codice fiscale: il 
sesso del cliente, pur essendo un dato fondamentale per l’analisi del 
comportamento della clientela, non era in precedenza disponibile; 
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- la determinazione della regione di provenienza del cliente a partire dalla 
provincia: questa banale trasformazione si è rivelata particolarmente utile per 
gli utenti del data warehouse che desideravano svolgere analisi dei clienti 
italiani su un’area più macro rispetto a quanto possibile con il dato sulla 
provincia. 
 
 
 
4.5 Caricamento dei dati 
Il caricamento dei dati su un data warehouse può essere classificato nei seguenti modi 
[Ruggieri 07]: 
- caricamento iniziale (initial load): avviene alla prima esecuzione della 
procedura di ETL; 
- caricamento incrementale (incremental loading): consiste nell’aggiungere, 
eliminare, o modificare i dati esistenti nel data warehouse al fine di rispecchiare 
le modifiche che sono avvenute nelle sorgenti dei dati dall’ultima esecuzione 
della procedura di ETL. Le modifiche alle dimensioni sono fatte rispettando il 
tipo di trattamento modifiche richiesto per la dimensione; 
- ricaricamento dall’inizio (full refresh): quando si eliminano i dati del data 
warehouse e si ripete la procedura di caricamento iniziale. 
 
Ovviamente, la procedura di ricaricamento dovrebbe essere evitata il più possibile: se ad 
ogni aggiornamento del data warehouse fosse necessario un ricaricamento dall’inizio, 
mantenere i dati aggiornati potrebbe diventare proibitivo dal punto di vista 
computazionale. 
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Condizione necessaria per evitare il ricaricamento è riuscire a individuare i 
cambiamenti nelle sorgenti dei dati; purtroppo, sono poche le situazioni in cui 
l’individuazione dei cambiamenti è un’operazione semplice. 
In [Kimball 04] si propongono diverse strategie per individuare i record aggiunti o 
modificati: 
- uso di colonne di controllo: in molti casi la base di dati sorgente contiene delle 
colonne di controllo, ossia colonne presenti in ogni tabella su cui sono 
memorizzate la data e l’ora della creazione e dell’ultima modifica. Queste 
colonne possono quindi essere utilizzate per capire quali record siano stati 
inseriti o modificati dall’ultimo caricamento. Per potersi fidare del valore di 
questi campi di controllo, è però necessario verificare in modo molto accurato 
che i loro valori siano sempre giusti. In [Kimball 04] si consiglia, a livello  
euristico, di fidarsi esclusivamente dei campi di controllo la cui gestione è 
affidata a dei trigger nella base di dati che scattano ad ogni modifica o 
inserzione; quando la gestione è, al contrario, affidata all’applicazione che fa 
uso della base di dati, è molto probabile che qualche aggiornamento sfugga; 
- lettura e analisi dei log della base di dati per capire quali siano state tutte le 
modifiche avvenute: l’operazione è particolarmente delicata e si consiglia di 
affidarsi a qualche strumento disponibile sul mercato che abbia già una 
comprovata affidabilità nell’analizzare i log di un certo DBMS. 
 
Rimane il problema di riuscire a rilevare i fatti che vengono eliminati dalla base di dati 
(magari perché frutto di un qualche errore) senza dover analizzare tutti i record 
dall’inizio. In questo caso anche in [Kimball 04] non vengono proposte soluzioni 
efficaci, ma si propongono delle strategie volte a minimizzare il danno: 
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- negoziare con il produttore del sistema, la realizzazione di una qualche 
procedura di notifica per tutti i record eliminati; 
- dove possibile, definire con gli operatori del sistema operazionale delle 
modalità per correggere l’errore aggiungendo un fatto che annulli il fatto errato 
(per es.: correggere una fattura errata con una nota di credito di segno 
contrario); purtroppo questa strategia non è sempre possibile (ad es.: nelle 
scritture contabili); 
- fare dei controlli periodici sulle misure totali dei fatti nella base di dati sorgente 
e confrontarli con quelli del data warehouse per individuare eventuali 
incongruenze. 
 
Nella realizzazione del data warehouse per il Gambero Rosso questo tipo di 
problematica è stata fonte di diverse difficoltà, nonostante tutta la base di dati sorgente 
fosse munita di colonne di controllo. 
In alcuni casi si è riusciti a trovare una soluzione, in altri è stato necessario 
arrendersi di fronte all’impossibilità di trovare un metodo per tracciare con accuratezza 
le modifiche.  
Il caso più difficile è stato quello delle scritture contabili: non c’è infatti nessuna 
possibilità di individuare le righe eliminate; in fase di verifica del funzionamento della 
procedura di ETL, si è poi scoperto che il sistema gestionale, quando delle particolari 
scritture vengono modificate, non aggiorna il record, ma lo elimina e ne crea uno 
nuovo. 
Questa situazione, insieme alla necessità di avere valori assolutamente precisi ed 
affidabili per il data mart delle scritture contabili, ha costretto ad adottare la soluzione 
del ricaricamento completo del data mart ogni volta che la procedura viene eseguita. 
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Tale soluzione, nonostante fosse l’unica possibile, è molto dispendiosa dal punto di 
vista computazionale; si è posto dunque il problema di velocizzare quanto più possibile 
le inserzioni nella base di dati destinazione, problema oggetto della prossima sezione. 
 
4.6 Ottimizzazione della fase di caricamento 
4.6.1 Strategie generali 
In [Kimball 04] sono moltissimi i consigli volti a migliorare le prestazioni della fase di 
caricamento: 
- minimizzare l’uso delle tabelle di staging, operando quanto più possibile le 
modifiche in memoria; 
- filtrare i dati il prima possibile, elaborando quindi meno record; 
- parallelizzare le procedure di trasformazione; 
- eliminare le chiavi esterne nella tabella dei fatti al fine di evitare inutili controlli 
da parte del DBMS; 
- ridurre il traffico di rete installando le procedure di ETL sullo stesso server sul 
quale risiede il data warehouse; 
- minimizzare l’uso di trigger e stored procedure da parte del database; 
- utilizzare dove possibile i bulk loader, degli strumenti che i migliori RDBMS 
mettono a disposizione per fare inserzioni di gruppi di record piuttosto che di 
un record per volta. 
 
Nella realizzazione effettuata, molti dei consigli appena elencati sono stati preziosi e 
hanno consentito un notevole risparmio di tempo. Infatti: 
- si è ridotto al minimo l’uso di tabelle di staging; 
- nella stragrande maggioranza dei casi vengono estratti dalla sorgente dei dati i 
record già filtrati; 
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- sono state eliminate le chiavi esterne; 
- la procedura di ETL gira sulla stessa macchina su cui risiede il data warehouse; 
- si è cercato di ridurre l’uso dei trigger, facendo quanto più possibile a meno di 
usare campi AUTOINCREMENT che, come visto nel Capitolo 3, richiedono in 
Firebird l’uso di trigger. 
Non si è purtroppo tentato di parallelizzare le procedure di ETL. 
Firebird inoltre non mette a disposizione un bulk loader per migliorare le 
prestazioni di inserzione. Si è allora fatto ricorso ad un’ottimizzazione delle inserzioni 
sfruttando le potenzialità di JDBC, di cui si parlerà nella prossima sezione. 
 
 
4.6.2 Ottimizzazione delle inserzioni con JDBC 
Per eseguire un qualsiasi tipo di comando SQL usando Java JDBC, bisogna dichiarare 
un oggetto Statement, che è appunto l’oggetto per eseguire un comando SQL. 
Ecco un esempio di codice con il quale viene dichiarato ed eseguito uno Statement: 
Statement stmt = conn.createStatement(); 
stmt.execute(“INSERT INTO DWH (5,7)”); 
 
JDBC mette inoltre a disposizione un oggetto PreparedStatement per la costruzione di 
uno Statement precompilato: un PreparedStatement impiega del tempo ad essere 
inizializzato, ma viene poi eseguito molto più velocemente (dovendo fare meno 
controlli sui metadati), prestandosi quindi all’esecuzione multipla di un comando. 
Secondo [Bales 01] in Oracle, l’inizializzazione di un PreparedStatement  costa quanto 
l’esecuzione di 65 Statement, mentre l’esecuzione costa circa la metà. Occorrono 
dunque circa 130 esecuzioni dello stesso Statement affinché l’uso di un 
PreparedStatement sia conveniente. 
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Ecco un esempio di codice con il quale viene dichiarato ed eseguito un 
PreparedStatement equivalente allo Statement dell’esempio precedente: 
query = “INSERT INTO DWH (?,?)”; 
Prepared Statement pStmt = conn.prepareStatement(query); 
pStmt.setInt(1, 5); 
pStmt.setInt(2, 7); 
pStmt.execute(); 
 
Per finire, JDBC mette a disposizione una metodologia per eseguire più Statement in 
una sola transazione, migliorando molto il tempo di esecuzione delle query. Il tipo di 
strategia, denominata batch, è identico a quella adottata dai bulk loader, anche se 
l’accesso con JDBC presenta comunque dei costi maggiori rispetto all’accesso a basso 
livello di solito offerto dai bulk loader. 
Ecco un esempio di codice con il quale si eseguono contemporaneamente 10 inserzioni: 
conn.setAutoCommit(false); //Disabilitazione della autocommit 
query = “INSERT INTO DWH (?,?)”; 
//Creazione del PreparedStatement 
Prepared Statement pStmt = conn.prepareStatement(query); 
for (int i=0; i<10; i++) { 
pStmt.setInt(1, 5+i); 
pStmt.setInt(2, 7+i); 
pStmt.addBatch();   //Aggiunta del lavoro 
 }  
pStmt.executeBatch(); //Esecuzione di tutte le 10 inserzioni 
conn.commit(); 
conn.setAutoCommit(true); //Riabilitazione della autocommit 
 
Sempre secondo quanto scritto in [Bales 01], le prestazioni delle esecuzioni batch sono 
4 volte più veloci quando il comando viene eseguito 1.000 volte. 
 
Un aumento di prestazioni simile a quanto osservato in [Bales 01] è stato anche rilevato 
nell’esecuzione delle inserzioni delle scritture contabili in Firebird. 
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Si mostra di seguito un grafico che riassume i tempi rilevati per l’inserzione di 
10.000 righe nella tabella dei fatti delle scritture contabili. 
 
 
 
 
4.7 Esecuzione della procedura di ETL 
Le procedure di ETL, qualora non agiscano in tempo reale, hanno bisogno di essere 
eseguite per svolgere l’aggiornamento del data warehouse. 
L’esecuzione può essere lanciata manualmente, ma è di solito controllata da uno 
scheduler che non si limita semplicemente a decidere quale sia l’orario giusto per far 
partire le procedure.  
Uno scheduler infatti si occupa: 
- della gestione delle dipendenze e delle relazioni tra i diversi processi della 
procedura, rendendone possibile la parallelizzazione: 
-  di monitorare l’andamento delle operazioni e in caso di fallimento, di far 
ripartire la procedura dall’ultima staging area con i dati integri; 
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- di gestire il carico di lavoro su più server. 
 
Il data warehouse realizzato per il Gambero Rosso ha uno scheduler molto elementare 
che avvia la procedura di ETL durante la notte al fine di diminuire il carico sui server. 
Alcune operazioni di mantenimento e di controllo vengono svolte soltanto nei fine 
settimana. 
Ogni errore viene stampato a video e memorizzato all’interno di alcuni file di log. 
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Capitolo 5  
VERIFICA DEI DATI E ANALISI DELLE 
PRESTAZIONI 
 
 
Si discute brevemente delle verifiche effettuate per convalidare i dati che le procedure 
di ETL inseriscono nel data warehouse. Quindi si analizzano le prestazioni generali del 
sistema. 
 
 
5.1 Verifica della correttezza dei dati e del soddisfacimento 
dei requisiti 
La verifica della correttezza dei dati è, chiaramente, di importanza fondamentale. Infatti, 
per quanta attenzione si possa prestare nello scrivere le procedure di estrazione, 
trasformazione e caricamento, è sempre molto probabile che qualche errore sia stato 
compiuto. 
Le verifiche sono state effettuate con la collaborazione degli utenti finali del data 
warehouse, i quali, nell’accertare che i numeri corrispondessero a quelli in loro 
possesso, hanno avuto modo di: 
- verificare che i requisiti del data warehouse fossero soddisfatti; 
- richiedere la modifica di qualche particolare (ad es.: la codifica di alcuni 
attributi dimensionali); 
- acquisire una certo grado di fiducia nei dati riportati. 
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Di seguito si espongono più nel dettaglio le esperienze di verifica per ognuno dei data 
mart. 
 
Data mart Scritture Contabili 
La verifica della correttezza dei dati ha mostrato un grave errore nelle procedure di ETL 
che stravolgeva i valori dei costi di centri di responsabilità ausiliari ripartiti su centri di 
responsabilità primari. 
Si è inoltre riscontrato un errore di contabilizzazione degli introiti pubblicitari del 
sito web per tutto l’anno 2006. Questo errore nella sorgente dei dati, ha portato ad una 
riflessione sui limiti dei controlli di conformità messi in atto dalle procedure di ETL: le 
scritture contabili errate erano infatti perfettamente regolari e sarebbe stato difficile 
individuarle mediante degli algoritmi. 
La stessa scrittura contabile perfettamente regolare per la procedura di ETL si è 
rivelata subito errata agli occhi dei responsabili del controllo di gestione. La loro 
esperienza minuziosa dei fatti della vita aziendale è sicuramente molto difficile da 
trascrivere in una procedura automatizzata. 
I responsabili del controllo gestione hanno comunque apprezzato la possibilità di 
utilizzare il data warehouse come ulteriore strumento di verifica dei dati inseriti nel 
sistema gestionale: l’analisi multidimensionale permette di far emergere in modo 
abbastanza immediato le eventuali stranezze presenti nei dati. 
 
Data mart Vendite 
Gli errori riscontrati sono stati piuttosto insignificanti. 
E’ stata molto apprezzata la possibilità di avere dei dati di vendita associati ai 
clienti; il reparto di marketing è stato inoltre particolarmente soddisfatto dal momento 
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che non aveva mai avuto a disposizione i dati di vendita associati al tipo di 
abbonamento del cliente. 
Il principale problema con il data mart Vendite è dato dalle prestazioni poco 
convincenti, come si vedrà meglio nella prossima sezione. 
Il reparto di marketing ha fin dall’inizio espresso interesse verso l’uso di tecniche di 
data mining per analizzare i clienti: è stato condotto qualche piccolo esperimento in 
questo senso e i risultati sono parsi incoraggianti. 
 
Data mart Distribuzione Editoriale 
Anche in questo caso non sono stati rilevati particolari errori nelle procedure di ETL, 
rese più solide dalle verifiche effettuate sui data mart precedenti. 
L’unico errore (un movimento di magazzino da non considerare) era dovuto ad una 
incomprensione in fase di specifica dei requisiti, ma è stato facilmente corretto. 
E’ stato il data mart più apprezzato perché mette a disposizione dei dati molto utili 
e soprattutto richiesti di frequente dalla direzione generale: stando a quanto raccontato 
dalla responsabile delle vendite calcolare i dati che ora sono visualizzati in pochi 
secondi avrebbe richiesto in precedenza anche un’intera giornata di lavoro. 
 
5.2 Analisi delle prestazioni 
5.2.1 Prestazioni dell’analisi multidimensionale 
Il modulo per l’analisi multidimensionale permette di definire dei parametri per operare 
restrizioni sui dati da richiedere inizialmente alla base di dati. 
Ovviamente applicando delle restrizioni sui dati iniziali, le prestazioni del data 
warehouse sono assolutamente soddisfacenti. 
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Ma quando si richiedono alla base di dati tutti i dati del data mart, in modo da poter 
eseguire tutti i tipi di analisi, su tutte le dimensioni, le prestazioni tendono a decadere, 
pur senza superare quella che gli utilizzatori ritengono essere la soglia dell’accettabilità. 
Di seguito è presentata una tabella nella quale si riepilogano le prestazioni del 
modulo quando si richiedono tutti i dati del data mart alla base di dati; sono stati 
misurati i tempi di caricamento iniziale (che comprende il reperimento dei dati dalla 
base di dati e un certo numero di materializzazioni di cuboidi), e i tempi medi di 
esecuzione per le operazioni di spostamento delle dimensioni o di roll-up e drill-down 
(più veloci perché i dati sono già memorizzati localmente e in parte già materializzati). 
 
 Numero righe 
tabella dei fatti 
Tempo di 
caricamento 
iniziale 
Tempo per le 
operazioni di drill-
down e roll-up 
Scritture contabili ~ 70.000 15 sec 3-5 sec 
Vendite ~ 200.000 50 sec 5-10 sec 
Distribuzione 
editoriale 
~ 10.000 5 sec 0-2 sec 
 
 
5.2.2 Considerazioni sulle prestazioni 
Come già descritto nella Sezione 3.4.3, il modulo per l’analisi multidimensionale soffre 
di diversi problemi che ne limitano le prestazioni. 
D’altra parte, i lunghi tempi di caricamento non si spiegano solo con i problemi dati 
dal modulo per l’analisi multidimensionale. 
Si è quindi cercato di analizzare il comportamento del RDBMS Firebird 
nell’eseguire le interrogazioni su uno schema a stella. 
Per la visualizzazione dei piani di accesso si è utilizzato IB-Expert, uno dei migliori 
strumenti per lo sviluppo e l’amministrazione di basi di dati in Firebird; purtroppo i 
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piani di accesso visualizzati non sono completi e risultano essere di difficile 
comprensione, ma sono stati comunque sufficienti per gli obiettivi dell’analisi condotta. 
 
L’interrogazione eseguita è una normale interrogazione con giunzione a stella: 
SELECT D1.CR_CODICE, D2.CAN_CODICE, IMPORTO FROM 
DWH_DM_SCR_CONTABILI F, DWH_CEN_RIS D1, DWH_CONTI_AN D2 
WHERE F.COD_CONTO_AN = D2.CAN_CODICE 
AND F.COD_CEN_RIS = D1.CR_CODICE 
AND D1.cr_lev_2 = '[PRCDG] Città del gusto' 
AND D2.can_lev_1 = '[60] RICAVI' 
 
Sono definiti indici a liste invertite sulle chiavi esterne in F, sulle chiavi primarie 
delle tabelle delle dimensioni e sugli attributi dimensionali cr_lev_2 e can_lev_1. 
Il piano d’accesso mostrato da IB-Expert è il seguente: 
 
Figura 5.1: Piano di accesso mostrato da IB-Expert 
 
Il piano mostrato non è di semplice interpretazione; è possibile tuttavia (dopo aver 
capito il modo di rappresentare i piani di IB-Expert) riscriverlo nel seguente modo: 
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Figura 5.2: Piano di accesso di Firebird 
 
E’ evidente come il piano di accesso utilizzato da Firebird sia un piano tradizionale, 
usando normali indici a liste invertite: il DBMS non è in grado di ottimizzare le 
interrogazioni su schemi a stella; d’altra parte, come già spiegato nel Capitolo 3, non è 
possibile definire nessun indice diverso da quelli a liste invertite. 
Nell’esecuzione di giunzioni a stella bisognerebbe, al contrario, tenere conto sia 
delle strutture di memorizzazione disponibili, sia del fatto che si esegue una particolare 
giunzione tra una grande tabella dei fatti e tante piccole tabelle delle dimensioni. 
I piani di accesso prodotti hanno in genere la seguente struttura [Albano 06]: 
1) si applicano le eventuali restrizioni alle tabelle dimensionali che partecipano 
alla giunzione e alla tabella dei fatti; dopo questa fase rimangono solo i record 
di ogni tabella che sono candidati ad essere inclusi nel risultato della 
giunzione; 
2) si trovano i riferimenti dei record della tabella dei fatti che partecipano alla 
giunzione sfruttando gli indici di giunzione; 
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3) si applicano le giunzioni tra il sottoinsieme dei record della tabella dei fatti 
trovato al passo 2 e le tabelle delle dimensioni per trovare tutti gli attributi 
specificati nella SELECT; 
4) si continua l’esecuzione dell’interrogazione con l’esecuzione delle eventuali 
GROUP BY e ORDER BY. 
Si mostra di seguito uno schema del piano di accesso appena descritto: 
 
Figura 5.3: Modello di piano di accesso ottimizzato per giunzioni a stella 
 
Si potrebbero ottenere ulteriori miglioramenti attraverso l’anticipazione dell’operazione 
di GROUP BY (si veda [Albano 06] per approfondimenti). 
Rimane il dato che le prestazioni delle analisi multidimensionali sono penalizzate 
sia dal modulo per l’analisi multidimensionale di €RP, sia dal modo di eseguire le 
interrogazioni di Firebird. 
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Capitolo 6  
CONCLUSIONI 
 
 
 
 
Lo scopo dell’attività era quello di progettare e costruire un data warehouse che, 
nell’ordine, raggiungesse i seguenti obiettivi: 
1) essere funzionante e utile all’azienda, ossia non rimanere un semplice progetto 
su carta o avere una realizzazione approssimativa e malfunzionante; 
2) avere dei costi il più possibile contenuti, utilizzando soluzioni scritte a mano o 
riutilizzando software già di proprietà dell’azienda; 
3) avere le migliori prestazioni possibili nell’esecuzione delle interrogazioni. 
 
Il primo obiettivo è stato sicuramente raggiunto in quanto il data warehouse è 
funzionante ed è attualmente utilizzato da diversi utenti all’interno della società. Nel 
caso della distribuzione editoriale le funzionalità del data warehouse sono state 
particolarmente bene accolte poiché i dati che ora vengono estrapolati nel giro di pochi 
secondi richiedevano in precedenza intere giornate lavorative per essere calcolati. 
 
Anche il secondo obiettivo è stato raggiunto poiché in nessun caso si è fatto ricorso 
all’acquisto di nuovo software. La soluzione adottata ha peraltro reso estremamente 
semplice l’installazione del data warehouse, dal momento che la maggioranza del 
software utilizzato è già presente sulle macchine della società. 
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L’obiettivo di tipo prestazionale è invece stato raggiunto solo in parte. Certamente, 
rispetto alle analisi multidimensionali condotte sui dati operazionali, che venivano in 
precedenza svolte dall’azienda, si è di fronte ad un sostanziale miglioramento; ma i 
software utilizzati, non essendo specificamente dedicati all’uso con i data warehouse, 
non permettono l’eccellenza prestazionale tipica dei sistemi più all’avanguardia. 
 
Complessivamente però il lavoro prodotto sembra essere un buon compromesso tra il 
mantenimento di costi bassi e l’ottenimento di prestazioni accettabili: il data warehouse 
è infatti proficuamente utilizzato all’interno della società. 
 
Sarebbe auspicabile nel futuro migliorare ulteriormente le prestazioni della procedura di 
ETL attraverso l’introduzione di qualche forma di parallelismo nell’elaborazione. 
Inoltre, potrebbe risultare davvero utile utilizzare in modo migliore i dati ora 
disponibili, non limitandosi alla sola analisi multidimensionale: si potrebbero tentare 
delle esplorazioni conoscitive con tecniche di data mining, ma soprattutto si dovrebbero 
costruire dei cruscotti (scorecard o dashboard) in modo che anche la direzione generale 
possa usufruire del data warehouse. 
 
Per finire, l’esperienza di lavoro è stata particolarmente gratificante in quanto mi ha 
dato l’opportunità di conoscere più da vicino la complessità sistemica della vita 
all’interno dell’azienda; ho potuto inoltre migliorare la mia preparazione nella 
realizzazione di data warehouse con un caso di mondo reale, che presenta sempre delle 
difficoltà impreviste e capire meglio i meccanismi di gestione di un’azienda. 
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