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1. Gegevens project- 
instelling  
 
 
Naam instelling: Open Universiteit 
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Afdeling: Centre for Learning Sciences and Technologies 
(CELSTEC) 
 
 
2. Omschrijving 
project 
 
Titel: Audio Augmented Spaces for Learning (ARLearn) 
Ondertitel: case: AudioScape in Florence 
 
Postpropedeuse studenten Cultuurwetenschappen nemen jaarlijks deel aan een 
studiebezoek in de Italiaanse stad Florence waar zij de daar aanwezige beeldende 
kunst in hun originele context bestuderen en daarbij vaardigheden oefenen zoals het 
plegen van literatuuronderzoek en het ontwikkelen van eigen 
onderzoeksvraagstellingen en mondelinge presentatievaardigheden. In de ARLearn 
pilot is het veldwerk van 7 studenten ondersteund met een audio augmented reality 
applicatie, waarbij opdrachten, feedback en achtergrondinformatie in gesproken 
woord zijn gecommuniceerd op basis van de locatie van de student. Gestuurd door 
locatiegebonden taken hebben de studenten informatie verzameld in een persoonlijk 
onderzoeksportfolio met eigen commentaar in de vorm van  ingesproken teksten en 
eigen foto’s. Deze gegevens zijn gekoppeld aan de locatie waar ze opgenomen zijn 
en te raadplegen via Google maps.  Een individueel portfolio kan door elke student 
via een web-browser geraadpleegd worden bij het uitwerken van zijn in Florence 
gehouden referaat over de onderzochte kunstschat(ten) tot een werkstuk.  
 
De doelgroep bestond uit gevorderde studenten Cultuurwetenschappen. De 6 
deelnemende studenten (1 persoon is afgevallen) hadden zich vrijwillig aangeboden 
uit de hele groep van 20 personen. Allen waren al intensieve gebruikers van het 
internet en mobiele telefoon (alleen bellen). Drie van hen maakten al gebruik van een 
eigen smartphone.  
3. Doelstelling Omschrijving van de oorspronkelijke doelstelling 
 
Studenten worden in hun veldwerk ondersteund door middel van een 'audio 
augmented reality' toepassing die de beschikbare zintuigen zo goed mogelijk doet 
benutten. Het gezichtsvermogen is in de pilot primair beschikbaar voor het bekijken 
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van de beeldende kunst en het gehoor voor de studietaken die gekoppeld zijn aan de 
geografische positie van de kunstschatten en van de student. Concreet betekent het 
dat als een student zich in de nabijheid van een studieobject beweegt, relevante 
geluidsfragmenten met opdrachten of toelichting beschikbaar komen. Verschillende 
methoden en “auditory displays” zijn toegepast in onderzoeken. “AudioScanning” laat 
de student met een hoofdtelefoon door de omgeving lopen en via de locatie en 
oriëntatie van het beeldscherm van de applicatie hoort – en ziet – de student op 
welke afstand en in welke richting opdrachten beschikbaar zijn. Op een van te voren 
met een studietaak bepaalde locatie maakt de audio augmented reality toepassing 
het mogelijk dat studenten met een minimum aan handelingen opdrachten en 
informatie over de kunstschatten in hun omgeving verkrijgen en kunnen verwerken. 
Afgezien van het beluisteren van audio fragmenten van eigen studietaken kunnen ze 
die ook van andere studenten horen en kunnen ze hun eigen geluidsfragmenten 
opnemen.  
 
Een onderliggend probleem is dat veel van de huidige mobiele veldwerksystemen te 
veel gebruik maken van interactie met een mobiel toestel en niet focussen op de 
omgeving, laat staan op aan content gebonden studietaken. Het hoofddoel van het 
studiebezoek aan Florence – en daarmee elke excursie naar een (historisch) 
stadshart – is het ervaren van de fysieke omgeving. Deze ervaring wordt precies 
nagestreefd met en geïntensiveerd door het gebruik van een audio augmented reality 
applicatie. De interactie met een mobiele apparaat wordt zo secundair en de 
informatie, taken, en ‘ aantekeningen’  van studenten in de context van een fysieke 
omgeving worden de primaire media; de ervaring is (weer) authentiek. 
 
Het verwachte resultaat van het gebruik van de audio augmented reality applicatie is 
dus een rijkere studie-ervaring. 
 
4. Resultaten 
 
De behaalde resultaten 
 
Gezien het experimentele karakter van de uitgevoerde pilot kan het vooraf verwachte 
resultaat worden samengevat als het bereiken van een rijkere studie-ervaring bij de 
deelnemende studenten als gevolg van het gebruik van de audio augmented reality 
toepassing. 
 
De pilot kon op enthousiasme van de studenten rekenen. Tijdens het diner op een 
avond hebben ze een nadere introductie op de pilot gekregen en een instructie over 
het gebruik van de smartphone zelf en de ARLearn applicatie. De volgende dag 
hebben alle deelnemers de smartphone zelf uitgeprobeerd tijdens hun normale 
programma opdat ze de dag erna een hele middag hun opdrachten met de ARLearn 
applicatie konden uitvoeren. De zes deelnemers hebben er dus relatief veel tijd in 
gestoken. 
 
Na afloop zijn vragenlijsten ingevuld, een online usability kit doorlopen en interviews 
gehouden.  
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Zonder uitzondering zijn de studenten positief over de inzet van de ARLearn 
applicatie als leermiddel (4,56 gemiddeld op 5 punts likerschaal). De persoonlijke, 
gerichte opdrachten via de stem van de studiebegeleider richten de aandacht op 
specifieke aspecten van de rijke omgeving.  
Qua voorkeur voor het luisteren of lezen van de aanwijzingen van de 
studiebegeleider zijn de meningen verdeeld, vier studenten geven de voorkeur aan 
luisteren terwijl een de voorkeur aan het lezen van de aanwijzingen op het schermpje 
geeft en een het niet uitmaakt.  
 
De primaire ‘augmented reality’ toepassing was het automatisch starten van 
audiofragmenten als de student vlakbij het te behandelen object komt. Dit werkte 
voor de helft van de studenten goed en werd gewaardeerd terwijl de andere helft het 
vervelend vond en de fragmenten liever handmatig startte. De toepassing dat bij het 
vergroten van de afstand tot het object, het geluidsvolume vanzelf lager werd is door 
de helft van de studenten niet opgemerkt, vermoedelijk vanwege het 
omgevingsgeluid en de concentratie op de inhoud. Als objecten dicht bij elkaar in de 
buurt waren, kon het gebeuren dat een volgend fragment al begon te spelen voordat 
de student in kwestie daaraan toe was. Dit fenomeen heeft naar het zich laat aanzien 
te maken met de nauwkeurigheid van de plaatsbepaling en de ingestelde afstand tot 
een object. Verder is de signaalfunctie van het verlagen van het volume blijkbaar niet 
voldoende sterk. In toekomstige implementaties zou met duidelijke toontjes gewerkt 
kunnen worden. 
 
Ten behoeve van ieders persoonlijke portfolio dat toegankelijk is via het internet, 
kunnen de studenten hun eigen aantekeningen verzamelen in de vorm van hun 
eigen ingesproken teksten en foto’s. De foto’s als markering of geheugensteun 
kunnen alle studenten unaniem waarderen. Over het opnemen van de eigen stem 
liepen de meningen uiteen: vier studenten zijn er enthousiast over en twee helemaal 
niet. Navraag leert dat dit laatste vooral te wijten is aan de onwennigheid om in te 
spreken en de eigen stem te beluisteren. 
 
Tijdens de middag waarop de 6 studenten hun veldwerk uitvoerden bleek de 
batterijlading net toereikend voor een middag werken. Slechts een gebruiker had 
problemen met de verbinding via UMTS met het internet. Zodra dit 
verbindingsprobleem verholpen was, werden alle aantekeningen van die gebruiker 
alsnog gepubliceerd. Achteraf gaven de studenten aan meer functies nuttig te vinden 
zoals het kunnen bewerken van hun aantekeningen en het verwijderen ervan, als 
ook het heen en weer spoelen in een ingesproken studietaak. Dit soort voorzieningen 
waren bewust niet aangebracht om de bediening niet nodeloos ingewikkeld te 
maken. Vrijwel iedereen heeft geprobeerd om al wandelend ook de navigatiefunctie 
van de smartphone te gebruiken. De studenten gaven aan dat deze generieke tool 
niet zo eenvoudig te gebruiken was en erg afleidt van de omgeving. Een papieren 
kaart van Florence vonden sommige studenten handiger; kennis van de stad was 
onvoldoende om het satellietbeeld thuis te brengen. Dankzij zijn uitvoerige ervaring 
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met Florence viel dit de studiebegeleider bij het invoeren van de studietaken, 
inclusief de plaatsbepaling  niet zwaar; het satellietbeeld prefereerde hij vanwege de 
nauwkeurigheid boven het kaartbeeld. Tenslotte bleek voor de studenten het intypen 
van de labels van de aantekeningen lastig omdat het ‘ automatische woordenboek’ 
ingeschakeld was. Op het moment dat de studenten door het centrum liepen kon de 
studiebegeleider hen volgen op een tabletcomputer. Via deze tablet kon de 
begeleider het wandelpad van de studenten en hun aantekeningen bekijken; hij zag 
af van het tussentijds aanbrengen van aanvullende opdrachten en/of informatie. 
 
In de weken na het bezoek aan Florence hebben de studenten met behulp van het 
web-portfolio hun werkstuk uitgewerkt. Via Google maps en Google sites konden de 
studenten zowel hun eigen aantekeningen als die van de anderen raadplegen.  
 
Samengevat kan gesteld worden dat de ARLearn tool geïnstalleerd op een Android 
Smartphone door de studenten als een nuttig leermiddel ervaren werd, waarbij met 
wisselend succes de augmented reality functie, waarbij audiofragmenten 
automatisch afspelen, toegepast is. De mogelijkheid om aantekeningen te maken 
waarbij verzameld materiaal achteraf zelf en door anderen geraadpleegd kan worden 
is door alle deelnemers benut.  
 
In het oorspronkelijk plan was het de bedoeling om audio te positioneren afhankelijk 
van de kijkrichting. Verder was het opzet ook om geluid te laten vervagen naarmate 
een gebruiker afstand neemt tot een object. Het positioneren van audio is niet gelukt 
omwille van twee redenen. Hoewel de smartphones een digitaal kompas hebben, 
gaan we er bij audio AR toepassing van uit dat de gebruiker het toestel niet als een 
Tricorder gebruikt, maar dit toestel eerder in z’n broekzak draagt. De richting waarin 
de smartphone gehouden wordt is dus vaak niet de kijkrichting. Bij visuele AR 
applicaties zoals Layar is dit wel het geval: een dergelijke applicatie in Florence zou 
de authentieke ervaring geweld hebben aangedaan. Verder vergt het afspelen van 
een opdracht in een bepaalde richting een digitale signaalprocessor (DSP) die een 
3D gepositioneerde versie kan afleveren. Zo’n softwarematige DSP hebben we voor 
Android noch voor iPhone gevonden. Een oplossing zou kunnen bestaan in het 
aanschaffen van hoofdtelefoons die dit ondersteunen. Dit maakt de applicatie echter 
minder generiek. (Nu kan iedereen met een Android toestel de applicatie zonder 
bijkomende investering gebruiken.) Verder hebben we gemerkt dat het vervagen van 
geluid in Florence niet werkte. Dit is vooral te wijten aan de vele hoge gebouwen en 
nauwe straatjes die Florence rijk is. Een nauwkeurige positionering van de gebruiker 
was hier dus onmogelijk wat het dynamisch aanpassen van het volume bemoeilijkte.  
 
Gesteld kan worden dat voor de studenten het Augmented Reality aspect slechts 
een van de functies is die een onderwijskundige meerwaarde heeft. De mogelijkheid 
om aantekeningen te maken en die achteraf te raadplegen via het portfolio zijn 
minstens zo belangrijk. Het principe om in een visueel rijke omgeving bij voorkeur 
gebruik te maken van het auditieve zintuig voor aanwijzingen en vragen wordt door 
de pilot ondersteund. 
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In toekomstige implementaties zal een onderscheid gemaakt worden tussen de 
gesproken opdrachten en aantekeningen voor/van een bepaalde student en die van 
andere studenten. De toepassing biedt mogelijkheden om de opzet van een 
studiebezoek aan een (historische binnnen)stad zo aan te passen dat er veel meer 
deelnemers zijn die er zelfstandig of in tweetallen op uittrekken met een ‘ingeblikte’ 
studiebegeleider op zak. Daarbij kan een student eventueel voortbouwen op 
aantekeningen die een uur eerder of een jaar eerder door een andere student 
virtueel zijn achtergelaten. Tevens is het daarbij mogelijk dat de studiebegeleider de 
studenten ‘live’ volgt, zo gewenst aanwijzingen geeft en aanvullende opdrachten 
formuleert.  
5. Disseminatie Overdracht van kennis over het project 
 
Er is gebruik gemaakt van verschillende Google toepassingen (Google sites en 
Google maps) omdat deze vrij toegankelijk zijn. Bovendien zijn veel 
internetgebruikers ermee bekend. Omdat voor communicatie met deze tools gebruik 
gemaakt wordt van open standaarden zoals het atom publishing protocol 
(AtomPUB), kan ARLearn makkelijk geport worden naar andere webomgevingen. De 
ARLearn applicatie is ontwikkeld voor het Android besturingssyteem en bijgevolg 
bruikbaar op een brede waaier aan smartphones. Er is reeds belangstelling van 
middelbare scholen om de toepassing in het onderwijs in de bovenbouw in te zetten. 
De software is open source: iedereen kan deze toepassing daardoor gratis inzetten.  
 
In het voorjaar van 2011 zal in een wetenschappelijk artikel en op een 
wetenschappelijke conferentie uitgebreider verslag worden gedaan van de 
bevindingen. 
 
Tot op heden is in een paar presentaties aandacht besteed aan de Audio Augmented 
Reality in een leercontext, waaronder:  
• Paperpresentatie op de EADTU conferentie op 28 september 2010 in 
Zermatt Zwitserland 
• Wetenschapscafé Heerlen, Fred de Vries, 21 september 2010 
• Presentatie op Europese Dag van de talen, Stefaan Ternier, 24 september 
2010, Venlo,  
• Presentaties voor gasten in het Learning Media Lab (CELSTEC, OU) 
 
Naast de AR SURF blog is er in het Engels geblogd op de OpenU site en in het 
Nederlands op de SURF AR website . Verder zijn er op de websites van de OU 
nieuwsberichten aan gewijd (www.ou.nl en http://celstec.org ) De pilot was binnen de 
OU algemeen bekend. Ook daarbuiten al gezien de aanvragen van journalisten om 
er over te mogen schrijven en een van de studenten te interviewen.  
 
Aan de VU wordt in de zomer van 2011 de pilot “ Met GPS en PDA [= “iPad] tussen 
marmer en beton” georganiseerd. Ondanks de evidente overeenkomsten (gebruik 
GPS, smartphone of tabletcomputer, Google Maps) in een AR applicatie is het er in 
de VU pilot de bedoeling om verschillende soorten kaarten met o.a. archeologische 
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en historische data over elkaar heen af te beelden ter ondersteuning van veldwerk op 
locatie in Athene. Het augmented reality deel bestaat primair uit het beschikbaar 
maken van visuele data, waarbij ook gedacht kan worden aan ʻ street viewʼ achtige 
situaties waarbij historische niet meer bestaande bebouwing getoond wordt. 
Technisch gezien betreft het een webapplicatie die niet alleen gebruikt kan worden 
op mobiele apparaten. Gezien de taken die studenten in multidisciplinaire teams 
uitvoeren in Athene is wellicht de aantekenfunctie toe te passen in de VU pilot. De 
functie waarin de studiebegeleider via audiocommentaar opdrachten geeft, al dan 
niet gestart door een augmented reality functie lijkt niet van toepassing. 
6. Procesbeschrijving Beschrijving van de werkzaamheden 
 
De werkzaamheden in de periode augustus – november 2010 waren als volgt: 
 
• In augustus heeft Stefaan Ternier de ARLearn applicatie ontworpen en 
geïmplementeerd. 
• Begin september is de pilot door Fred de Vries en Irmin Visser 
(studiebegeleider faculteit Cultuurwetenschappen) voorbereid met de 
uitwerking van een opzet voor de verschillende studietaken en verfijning van 
de functies in de AR learn applicatie. Bovendien is de werving van de 
studenten gerealiseerd met een bericht op www.ou.nl en toelichting in een 
studiebijeenkomst, waarna 7 zich spontaan aangeboden hebben.  
• In de eerste helft van oktober is de ARLearn applicatie afgerond en getest op 
de campus in Heerlen. Ook is Irmin Visser begonnen met het schrijven van 
de individuele opdrachten die daags voor het studiebezoek in Florence 
ingesproken zijn. Half oktober was de applicatie in principe klaar (zie blog). 
• In de derde week van oktober zijn de vragenlijsten afgerond.  
• Op 23 oktober hebben Fred de Vries en Stefaan Ternier de ARLearn 
toepassing op locatie in Florence uitgeprobeerd. Daarbij zijn ter plekke nog 
problemen opgelost en aanpassingen aan de software gemaakt (zie blog). 
• Op 24 oktober vond een kennismaking plaats met de studenten waarbij de 
opzet en tools van de pilot besproken zijn. Alle studenten kregen een 
Smartphone mee om de volgende dag te wennen aan het gebruik ervan (zie 
blog). 
• Op 25 oktober deden de studenten allemaal hun individuele opdracht die 
werd afgesloten met het beantwoorden van de vragen in een vragenlijst en 
een interview als nabespreking door Fred de Vries. 
• Half november kregen alle deelnemers een aanvullende vragenlijst om de 
ervaringen van het gebruik van de portfolio tool vast te leggen. De 
beschikbare informatie is in de eerste week van december in dit verslag 
verwerkt.  
 
7. Implementatie Gebruik / inzet / doorontwikkeling van het eindresultaat 
 
In overleg met de studiebegeleider Irmin Visser wordt voor de Zomerschool Florence 
van 2011 een brede inzet van de ARLearn tool voorzien. Gesprekken zijn gaande 
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over inzet binnen andere vormen van veldwerk in het cursusaanbod van de Open 
Universiteit. De tool zal dan in zijn doorontwikkelde vorm worden ingezet. 
 
Binnen het Learning Media programma van CELSTEC zijn een aantal interne en 
externe projecten in voorbereiding waarin de ontwikkelde toolkit (ARLearn) verder 
wordt verfijnd en uitgebreid. In deze projecten zal sprake zijn van een andere 
onderwijscontext en andere leerscenario’s.  
 
De opzet van de pilot inclusief vragenlijsten en tools kan ook ingezet worden voor 
veldwerk op andere locaties, daarvoor is reeds belangstelling getoond vanuit Trinity 
College in Ierland, alwaar Masterstudenten Onderwijstechologie in een vergelijkbare 
context de ARLearn toepassing zullen inzetten en evalueren.  
 
 
8. Tips voor de 
toekomst 
Adviezen en aanbevelingen 
 
Op basis van de pilot ARLearn kunnen we de volgende adviezen delen voor 
diegenen die met Augmented Reality in een onderwijscontext aan de slag willen:  
• Indien een applicatie op een GPS signaal stuurt, kies een omgeving met 
goede ontvangst. (Hoge gebouwen en smalle straten belemmeren dit vrij 
snel.) 
• Gebruikers houden graag de controle over hun activiteiten. Zorg voor een 
design van het tool dat een goed evenwicht bewaart tussen het automatisch 
suggereren van informatie en het zelf laten beslissen door de gebruiker wat 
hij/zij wil horen.  
• We hebben gemerkt dat de begeleider, die real-time kon zien wat de 
studenten deden, de neiging had om in te grijpen. (Hij liet dit achterwege, 
maar leerde er wel van dat opdrachten eerder uitgesplitst dan complex 
moeten zijn.) In een volgende pilot kunnen we de rol van begeleider 
opwaarderen. Zo zou deze tijdens de pilot, via een soort back-channel 
kunnen communiceren met de studenten en feedback geven op hun werk of 
bepaalde opdrachten verder verduidelijken. 
• De tools en opzet van het onderwijs en de pilot als zodanig zijn beschikbaar 
en beschreven; er is een open uitnodiging om er mee verder te gaan 
 
Tenslotte, wat betreft het uitvoeren van innovatieprojecten kan gesteld worden dat de 
door SURF gehanteerde opzet (structuur, tijdsspanne en budget) vooral toepasbaar 
is in bestaande, goed doordachte en uitgewerkte onderwijssituaties waarbinnen een 
of meer onderdelendeel vernieuwd worden middels een uit te werken innovatie 
waarvan de techniek reeds beschikbaar is. 
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9 Audiovisueel 
materiaal  
 
Aangekomen bij het Palazzo Davanzati begint de opdracht voor de student 
vanzelf te spelen. De tekst van het inleidende audiofragment is ook na te lezen 
op de smartphone. 
 
	  	   10 
  
 
De aantekeningen en opdrachten van de studiebegeleider zijn door de kleur 
van elkaar te onderscheiden. Studenten kunnen foto’s en commentaar 
opnemen en de toelichting van zichzelf en van die van andere studenten 
opnemen 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
