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ABSTRACT
This work studies the problem of blind sensor calibration
(BSC) in linear inverse problems, such as compressive sens-
ing. It aims to estimate the unknown complex gains at each
sensor, given a set of measurements of some unknown train-
ing signals. We assume that the unknown training signals
are all sparse. Instead of solving the problem by using con-
vex optimization, we propose a cost function on a suitable
manifold, namely, the set of complex diagonal matrices with
determinant one. Such a construction can enhance numerical
stabilities of the proposed algorithm. By exploring a global
parameterization of the manifold, we tackle the BSC prob-
lem with a conjugate gradient method. Several numerical
experiments are provided to oppose our approach to the so-
lutions given by convex optimization and to demonstrate its
performance.
Index Terms— Blind sensor calibration, compressive
sensing, conjugate gradient algorithm.
1. INTRODUCTION
The advances in the field of compressive sensing have been
one of the important developments in signal processing within
the last decade. It has been shown that s-sparse signals can
be sampled at much lower rate than required by the Nyquist-
Shannon theorem, cf. [1]. More precisely, let y ∈ Cn be an
s-sparse source vector, A ∈ Cn×m be a given measurement
matrix with m  n, the linear measurements of y under A
are modeled as
z = AHy + e, (1)
where (·)H denotes the Hermitian transpose, and e is the ad-
ditive measurement noise. Under certain conditions on the
measurement matrix A, the unknown signal y can be recov-
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ered accurately by solving the convex optimization problem
argmin
y∈Cn
‖y‖1, s.t. ‖z −AHy‖22 ≤ ε. (2)
Here ‖·‖1 and ‖·‖2 denote the `1-norm and `2-norm of vec-
tors, respectively, and ε is the consistency parameter chosen
with respect to the noise power. The `1-norm is known to
favor the selection of sparse signals among the ones satisfy-
ing the measurement constraints. Surprisingly, the number of
measurements needed for an accurate recovery of y is shown
to scale only linearly with the sparsity s, cf. [1].
Unfortunately, in some practical scenarios, it is sometimes
not possible to perfectly know the measurement matrix A
in advance. For example, in applications dealing with dis-
tributed sensors or radars, the location or intrinsic parameters
of the sensors are not exactly known. In turn, it results in
some unknown phase shifts and/or gains at each sensor, cf.
[2, 3]. Similarly, applications with microphone arrays are also
shown to require a calibration process of each microphone, in
order to account for the unknown gain and phase shifts, cf.
[4]. Unlike additive perturbations in the measurement matrix,
such a multiplicative perturbation may introduce significant
distortion, if it is ignored during recovery, cf. [5, 6].
In order to deal with the multiplicative unknown gains and
phase shifts at each sensor, the work in [7, 8] proposes to con-
sider a measurement system with multiple sparse input signals
such that the measured signals {zi}ki=1 are modeled as
zi = XA
Hyi + ei, (3)
for all i = 1, . . . , k. Here, the matrixX ∈ Cm×m is diagonal,
representing the unknown complex valued gains for each sen-
sor. The task of a BSC problem is to recover both the diagonal
sensor parameter matrixX and the original sparse source sig-
nals {yi}ki=1, given the measurement matrix A ∈ Cn×m and
the observations {zi}ki=1.
The recovery of D := X−1 and yi up to a global scale







‖yi‖1, s.t. Dzi = AHyi, i = 1, . . . , k
tr(D) = c
(4)
with an arbitrary constant c > 0. In the presence of noise,
however, this approach has a fundamental limitation, since the
unknown gains as well as the unknown global scale affects the
signal to noise ratio during recovery due to the multiplication
of the whole system with the matrixD = X−1. Therefore the
parameters for the consistency terms in optimization cannot
be properly selected without knowing X in advance.
In this paper, we take an alternative optimization method
for the measurement system in (3). Specifically, we develop
a minimization approach to solve the problem by employing
some smooth non-convex sparsity promoting function. In or-
der to enhance numerical stabilities of potential algorithms to
minimize the proposed cost function, we propose a numeri-
cally stable regularization, i.e. a suitable manifold of the set
of complex diagonal matrices with determinant one. Its per-
formance in the current problem setting is investigated both
theoretically and numerically.
The rest of the paper is organized as follows. In Section 2,
we provide a brief description of the BSC problem, and de-
velop an appropriate regularization. Section 3 constructs a
global parameterization of the underlying manifold, which
plays an important role in developing the CG algorithm in
Section 4. Some numerical experiments are discussed in Sec-
tion 5, together with a conclusion in Section 6.
2. PROBLEM DESCRIPTIONS AND ITS
REGULARIZATIONS
In what follows, we denote by (·)> the matrix transpose and
by (·)∗ the (entry-wise) complex conjugate. Let z ∈ C, |z| =√
zz∗ and <z denote the modulus and the real part of z, re-
spectively. The complex unit is denoted by i :=
√
−1, and
log(z) computes the principal value of the logarithm of z. We
denote by Gl(m) the set of all invertible complex (m ×m)-
matrices, Im the (m × m)-identity matrix, D(m) the set of
all invertible (m×m) complex diagonal matrices, i.e.
D(m) := {X ∈ Gl(m)|X is diagonal} . (5)
By tr(A), exp(A) and ‖ · ‖F we denote the trace, the ma-
trix exponential, and the Frobenius norm of matrices, respec-
tively.
Now, let us denote Y = [y1, . . . , yk] ∈ Cn×k, Z =
[z1, . . . , zk] ∈ Cm×k, and E = [e1, . . . , ek] ∈ Cm×k. Then
the blind sensor calibration model given in (3) is rewritten
compactly as
Z = XAHY + E. (6)
By assuming that the additive measuring noiseE is zero mean
Gaussian, we propose the least squares based cost function
f : D(m)× Cn×k →R





where g(Y ) ≥ 0 is some sparsity promoting penalty function,
and the parameter λ > 0 weighs the sparsity term against the
overall residual error.
Minimizing the above cost function f is still an ill-posed
problem. There exists the unidentifiable joint scaling ambi-
guity in the solutions. In order to cope with this situation, the
work in [8] proposes to restrict the set of solution matrices
to have a constant trace. Here, we follow another approach
that is motivated by the sensitivity of solutions of Eq.(3) to
noise. Let bi = AHyi. Then the noise sensitivity of solu-
tions bi of zi = Xbi is captured by the condition number of
X . We argue that a moderate condition number leads to im-
proved numerical stability. To that end, we propose to restrict
the diagonal matrix to have determinant one, which leads us
to the set
Sd(m) := {X ∈ D(m)|det(X) = 1}. (8)
It is a subgroup of the special linear group Sl(m), and its Lie
algebra is known to be
sd(m) := {X ∈ Cm×m|X is diagonal, tr(X) = 0}. (9)
Note that, Sd(m) is a manifold of real dimension 2(m− 1).
Lemma 1 Let X := diag(x1, . . . , xm) ∈ Sd(m). Then the





is bounded on the set {X ∈ Sd(m)|‖X‖F ≤ K}.
Proof Since ‖X‖F < K, we have
max
i
|xi| < K. (11)
The fact that det(X) = 1 yields that
min
i






Remark 1 It is important to notice that, in general for the set
Sd(m), the parameter κ can be arbitrarily small, i.e. the con-
dition number of X can be unbounded. However, it is practi-
cally reasonable to assume that the largest gain at the sensors
is bounded. In other words, the lemma guarantees an upper
bounded condition number of X for a realistic measurement
system as in (3). Such a mild assumption of a moderate con-
dition number can lead to improved numerical stability. Par-
ticularly note, that such bounds do not hold in general for the
set of matrices with constant trace {X ∈ D(m)| tr(X) = c}.
Thus, in the following, we focus on the minimization of
f1 : Sd(m)× Cn×k →R





Regarding the sparsity measure g, we confine ourselves to the
smooth function











with ε > 0, in order to promote the differentiability of the
function f1.
3. A PARAMETERIZATION OF Sd(m)
In this section, we develop a global parameterization of
Sd(m). It will be a crucial ingredient to develop the CG
algorithm for minimizing f1.
Lemma 2 The exponential map
µ : sd(m)→ Sd(m), Ω 7→ exp(Ω) (16)
is surjective.
Proof Let log(z) denote the principle value, i.e. the logarithm
of a complex number with imaginary part in (−π, π]. Now let
X := diag(x1, . . . , xm) ∈ Sd(m) be arbitrary. We define
L := diag
(








Then L ∈ sd(m) andX = exp(L). To see the latter, note that
since det(X) = 1, and by using the fact that det(exp(A)) =
exp(tr(A)) for any matrix A, we have







The result readily follows.
We define an isomorphism from Cm−1 to the Lie algebra
sd(m) as
Ω: Cm−1 → sd(m),
h 7→ diag
(







The composition of the maps µ and Ω yields a surjective map
µ ◦ Ω: Cm−1 → Sd(m). By a slight abuse of notation, we
define the map
X : Cm−1→ Sd(m), h 7→ exp(Ω(h)). (20)
Finally, we end up with the composed cost function
f2 : Cm−1 × Cn×k →R,
(h, Y ) 7→ f1(X(h), Y ).
(21)
4. A CONJUGATE GRADIENT ALGORITHM
In this section, we construct a conjugate gradient (CG) algo-
rithm for minimizing the cost function f2. CG algorithms are
well known for its superlinear rate of convergence and the
applicability to large scale optimization problems with low
computational complexity, e.g. in sparse recovery [9].
Firstly, we compute the first derivative of f2 at (h, Y ) in
the direction (ξ,Φ) ∈ Cm−1 × Cn×k as
Df2(h, Y )(ξ,Φ) =
m−1∑
i=1












1 + ε2 |yij |2
,
(22)
withR = (rij) := (X(h)AHY −Z)Y HA(X(h))H ∈ Cm×m.
It is straightforward to compute the Euclidean gradient of f2
with respect to the two parameters as
∇f2(h) =
[

















Denoting by G := (∇f2(h),∇f2(Y )) ∈ Cm−1 × Cn×k
the gradient of f2 and H ∈ Cm−1 × Cn×k the conjugate
gradient direction, we present a conjugate gradient algorithm
for minimizing the function f2 as defined in (21), as in Algo-
rithm 1. Step 4 requires to find the local or global minimum
Algorithm 1: A CG blind sensor calibration algorithm
Input : A ∈ Cn×m and Z ∈ Cm×k ;
Output: X(h) ∈ Sd(m) and Y ∈ Cn×k ;
Step 1: Generate initialization h(0) ∈ Cm−1 and
Y (0) ∈ Cn×k, and set j = 1 ;
Step 2: Compute
G(1) = H(1)← −(∇f2(h(0)),∇f2(Y (0))) using
Eq. (23) and Eq. (24) ;
Step 3: Set j = j + 1 ;
Step 4: Update
(h(j+1), Y (j+1))←(h(j+1), Y (j+1))+λH(j),
where λ is computed as in Eq. (26) ;
Step 5: Update H(j+1) ← −G(j+1) + γH(j), where
G(j+1) = (∇f2(h(j+1)),∇f2(Y (j+1))), and γ
is chosen according to Eq. (29) ;
Step 6: If j mod 2(nk +m)− 3 = 0, set
H(j+1) ← −G(j+1) ;
Step 7: If
∥∥G(j+1)∥∥ is small enough, stop. Otherwise,
go to Step 3;
of a restricted cost function given the conjugate search direc-
tions, which is often unfeasible in practice. In this work, we











where the numerator and the denominator are computed as
d


























(Ω(ξ)2)H(X(h)AHY − Z)Y HA(X(h))H
+ (Ω(ξ))HΩ(ξ)X(h)AHY Y HA(X(h))H


















For updating the direction parameter γ in Step 5, we confine
ourselves to a formula, which is proposed in [10, 11], as
γ =
〈G(j+1), G(j+1)−G(j)〉
〈H(j), G(j)〉 , (29)
where
〈(h1, Y1), (h2, Y2)〉 = <hH1 h2 + < tr(Y H1 Y2). (30)
Finally in Step 6, the search direction is periodically reset to
the negative of the gradient, in order to achieve fast conver-
gence.
5. NUMERICAL EXPERIMENTS
In order to test the performance of the proposed algorithm,
we set the signal size to n = 100. All the non-zero entries
in the input signals yi are randomly generated from an i.i.d.
normal distribution, and their positions are chosen uniformly
at random in {1, . . . , n}. The magnitude of the gains are gen-
erated using the normal distribution, i.e. |di| ∼ N (0, 1), and





. Note, that the choice of this internal de-
termines the scale of ambiguity in the phases. In particular,
the maximum possible ambiguity is observed at [0, 2π).
We compare the performance of the CG algorithm in
terms of perfect reconstruction, to the solutions given by a
convex recovery approach proposed in [8]. The perfect re-
construction is measured by the absolute correlation factor ψ,
which is defined as








where Y := [y1, . . . , yk] is the ground truth training signals
and Ỹ := [ỹ1, . . . , ỹk] is the corresponding estimates. In our
experiments, we take the solutions from the convex recov-
ery approach as a warm starting for the CG algorithm. We
set the number of measurements m = {40, 50, 60, 70} and
the corresponding sparsities s = {8, 10, 12, 14}, and run the
experiments 100 times. The quartile based boxplot of the ab-
solute correlation factor for both methods are drawn in Fig-
ure 1 and Figure 2. Our proposed CG approach outperforms
consistently the convex approach in terms of average perfor-
mance. In particular, performance of the proposed CG algo-
rithm, shown in Figure 2, is significantly improved with an
increasing number of measurements.
6. CONCLUSIONS
In this paper, we study the problem of blind sensor calibra-
tion, propose a numerical stable regularization, and develop
an intrinsic conjugate gradient algorithm. Our experimental































Fig. 1. Absolute correlation factor given by the convex ap-
proach.
results have demonstrated its promising performance com-
pared to the convex recovery approach. One limit of the cur-
rent work is that the performance of the proposed CG algo-
rithm is very sensitive to the initialization process. Specifi-
cally, solutions given by the convex recovery approach are
taken as warm starts for the CG algorithm. Our future work is
to employ more robust line search strategies in the CG frame-
work, in order to reach higher chance of finding a global min-
imum as well as to increase the convergence speed. Further-
more, a thorough study of the phase transition in terms of the
probability of recovery is a work in progress.
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