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a b s t r a c t
Following the approach proposed by Dai and Liao, we introduce two nonlinear conjugate
gradient methods for unconstrained optimization problems. One of our proposedmethods
is based on a modified version of the secant equation proposed by Zhang, Deng and Chen,
and Zhang and Xu, and the other is based on the modified BFGS update proposed by
Yuan. An interesting feature of our methods is their account of both the gradient and
function values. Under proper conditions, we show that one of the proposed methods is
globally convergent for general functions and that the other is globally convergent for
uniformly convex functions. To enhance the performance of the line search procedure, we
also propose a new approach for computing the initial steplength to be used for initiating
the procedure. We provide a comparison of implementations of our methods with the
efficient conjugate gradient methods proposed by Dai and Liao, and Hestenes and Stiefel.
Numerical test results show the efficiency of our proposed methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Conjugate gradient methods have played special roles in solving large scale nonlinear optimization problems. Although
conjugate gradient methods are not the fastest or most robust optimization algorithms for nonlinear problems available
today, they remain very popular for engineers and mathematicians engaged with solving large problems.
A general conjugate gradient method is designed to solve the following unconstrained optimization problem:
min
x∈Rn
f (x), (1.1)
where f : Rn → R is a smooth nonlinear function.
Notation 1.1. For a sufficiently smooth function f at xk, we consider the following notations:
fk = f (xk), gk = ∇f (xk), Gk = ∇2f (xk). (1.2)
The iterative formula of a conjugate gradient method is given by
xk+1 = xk + sk, sk = αkdk, (1.3)
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where αk is a steplength computed by a line search technique [1], and dk is the search direction defined by
dk =
{−gk, k = 1,
−gk + βkdk−1, k ≥ 2, (1.4)
where βk is a scalar.
The following definitions and results are needed (see [2]).
Lemma 1.1. A quadratic function f , as defined by
f (x) = 1
2
xTHx+ bT x, (1.5)
is (strictly) convex if and only if H is a positive semidefinite (definite) matrix.
Definition 1.1. If f is a strictly convex quadratic function and αk is computed by an exact line search along the direction dk,
i.e.,
αk = argmin
α≥0 f (xk + αdk), (1.6)
then (1.3)–(1.4) is called a linear conjugate gradient method. Otherwise, we have a nonlinear conjugate gradient method.
Remark 1.1. Since an exact line search is not computationally tractable, inexact line searchmethods have beenproposed [1].
Here, we use the so-called strong Wolfe line search conditions [1], i.e., the steplength αk is computed such that
f (xk + αkdk)− fk ≤ δαkgTk dk,
|g(xk + αkdk)Tdk| ≤ −σgTk dk, (1.7)
where 0 < δ < σ < 1.
Definition 1.2. A twice continuously differentiable function f is said to be uniformly convex on the nonempty open convex
set S if and only if there existsM > 0 such that
(g(x)− g(y))T (x− y) ≥ M‖x− y‖2, ∀x, y ∈ S, (1.8)
or, equivalently, there exists r > 0 such that
zT∇2f (x)z ≥ r‖z‖2, ∀x ∈ S, ∀z ∈ Rn. (1.9)
Remark 1.2. In this work, ‖.‖ stands for Euclidean norm.
Somewell-known formulae forβk in (1.4) are given in [3–8]. The convergence properties of conjugate gradientmethods have
been studied by many researchers (see [9–16]). Good reviews of the conjugate gradient methods can be found in [17,18].
Although all these methods are equivalent in the linear case, that is, when f is a strictly convex quadratic function and
αk is computed by an exact line search, their behavior for general functions may be quite different. For general functions,
Zoutendijk [16] proved the global convergence of the FR method with an exact line search. Although one would be satisfied
with global convergence of the FRmethod, thismethodperformsmuchworse than the PRP andHSmethods. Also, Powell [14]
constructed a counter-example and showed that the PRP and HS methods can cycle infinitely without convergence to a
solution. This example shows that these two methods have the drawback of not being globally convergent for general
functions. Therefore, in the past few years, much effort has been made to find new conjugate gradient methods having
not only the global convergence property for general functions but also good numerical performances. These new conjugate
gradient methods are based on secant equations (see [19–28]).
As a brief comment, quasi-Newton methods calculate the search direction dk by solving the following linear system of
equations,
Bkdk = −gk, (1.10)
and set xk+1 = xk + αkdk at the kth iteration. The matrix Bk is an approximation of Gk in (1.2). The quasi-Newton methods
are characterized by the fact that Bk is effectively updated to obtain a new matrix Bk+1 in the form
Bk+1 = Bk +∆Bk,
where∆Bk is a correctionmatrix [1]. Thematrix Bk+1 is imposed on satisfying a suitable conditionwhich includes the second
-order information. The most popular condition is the secant equation,
Bk+1sk = yk, (1.11)
where yk = gk+1 − gk. The relation (1.11) is sometimes called the standard secant equation.
Certain kinds of secant equation have been considered to yield better approximations for Bk+1. Many researchers have
dealt with the extended secant conditions,
Bk+1si = yi, i = 1, 2, . . . , k,
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which guarantee the at most n step termination property for the minimization of a convex quadratic function [29]. Ford and
Moghrabi [30,31] developed the concept ofmulti-step quasi-Newtonmethods based on the use of interpolating polynomials
determined by available data from the m recent steps. Li and Fukushima [32] made a modification on the standard BFGS
method and developed a modified BFGS (MBFGS) method that is globally convergent without a convexity assumption on
the objective function f . Recently, Zhang et al. [33,34], Yabe et al. [35], and Wei et al. [36] pointed out that the standard
secant equation employs only the gradient values and ignores the function values. Therefore, they proposedmodified secant
equations using both the gradient and function values with higher orders of accuracy in the approximation of the curvature.
As indicated before, in the past few years, researchers have gradually modified the conjugate gradient methods. For
example, Perry [24] noted that the HS conjugate gradient method,
βHSk =
yTk−1gk
dTk−1yk−1
, (1.12)
can be written as
dk = −
(
I − dk−1y
T
k−1
dTk−1yk−1
)
gk = −
(
I − sk−1y
T
k−1
sTk−1yk−1
)
gk. (1.13)
So, he proposed the modified HS conjugate direction as follows:
dk = −
(
I − sk−1y
T
k−1
sTk−1yk−1
+ sk−1s
T
k−1
sTk−1yk−1
)
gk = −Qkgk. (1.14)
Perry justified the addition of the correction term sk−1sTk−1/s
T
k−1yk−1 by noting that the matrix Qk satisfies
yTk−1Qk = sTk−1, (1.15)
which is similar, but not identical, to the secant equation. Shanno [26] modified Qk as follows:
Qk = I − sk−1y
T
k−1 + yk−1sTk−1
sTk−1yk−1
+
(
1+ y
T
k−1yk−1
sTk−1yk−1
)
sk−1sTk−1
sTk−1yk−1
. (1.16)
Thus, the related conjugate gradientmethod is precisely the BFGS formulawhere the approximation of the inverseHessian is
restarted as the identity matrix at every step, so no storage is used to develop a better approximation to the inverse Hessian.
It can be shown that if the line search method guarantees sTk−1yk−1 > 0, then (1.16) always defines a positive definite
matrix [1]. So, the generated conjugate directions are always descent directions. Based on Shanno’s approach, Andrei [19]
introduced a scaledmemoryless BFGS preconditioned conjugate gradient algorithm. Powell [25] also used the BFGS formula
to update the conjugate directions.
Recently, Dai and Liao [20] proposed some formulae for βk by exploiting a conjugacy condition based on the standard
secant equation. One of these proposed nonlinear conjugate gradient methods is not only globally convergent for general
functions but also performs better than the HS and PRP methods [20]. On the basis of the idea proposed in [20], researchers
made some efforts to obtain new formulae for βk. Sample works include the nonlinear conjugate gradient method proposed
in [27] that is based on the modified secant equation proposed in [34], the nonlinear conjugate gradient method proposed
in [28] that is based on themodified BFGSupdate proposed in [32], the nonlinear conjugate gradientmethodproposed in [23]
that is based on the modified secant equation proposed in [36], and the multi-step nonlinear conjugate gradient method
proposed in [22] that is based on themulti-step quasi-Newtonmethods proposed in [30,31]. Under proper conditions, these
methods are globally convergent and their numerical performance is competitive and sometimes better than the nonlinear
conjugate gradient methods proposed in [20].
Here, we introduce two efficient nonlinear conjugate gradient methods considering the idea proposed in [20]. One of
them is based on an adoptive concept of the modified secant equation proposed in [34], and the other is based on the
modified BFGS update proposed in [37].
The remainder of this paper is organized as follows. In Section 2, we briefly review the new conjugacy condition proposed
in [20]. In Section 3, we introduce several formulae for βk, and then study the global convergence property of the related
nonlinear conjugate gradient methods. The numerical results are given in Section 4. Finally, we conclude in Section 5.
2. Dai–Liao’s nonlinear conjugate gradient methods
Here, we briefly review Dai–Liao’s conjugacy condition and related conjugate gradient methods. These methods are
obtained based on the standard secant equation.
It is well known that the linear conjugate gradient methods generate a sequence of search directions dk such that the
following conjugacy condition holds:
dTi Hdj = 0, ∀i 6= j, (2.1)
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where H is the Hessian of the objective function. For a general nonlinear function f , we know by the mean value theorem
that there exists some t ∈ (0, 1) such that
dTkyk−1 = αk−1dTk∇2f (xk−1 + tαk−1dk−1)dk−1, yk−1 = gk − gk−1. (2.2)
Therefore, it is reasonable to replace (2.1) with the following conjugacy condition:
dTkyk−1 = 0. (2.3)
Recently, extensions of (2.3) have been studied in [20] that are based on the standard secant equation. From (1.10) and
(1.11), we have
dTkyk−1 = dTk (Bksk−1) = −gTk sk−1. (2.4)
The above relation implies that (2.3) holds if the line search is exact, since in this case gTk sk−1 = 0. However, practical
numerical algorithms normally adopt inexact line searches instead of exact line searches. For this reason, Dai and Liao [20]
replace the conjugacy condition (2.3) with the condition
dTkyk−1 = −tgTk sk−1 (t ≥ 0), (2.5)
where t is a parameter. If t = 0, then (2.5) reduces to (2.3), and if t = 1, then (2.5) reduces to (2.4). Also, for small values of
t , the conjugacy condition (2.5) tends to the conjugacy condition (2.3). Hence, (2.5) can be regarded as an extension of (2.3)
and (2.4).
Multiplying (1.4) by yk−1 and using (2.5), Dai and Liao obtained the following new formula for computing βk:
βDL1k (t) =
gTk yk−1 − tgTk sk−1
dTk−1yk−1
= βHSk − t
gTk sk−1
dTk−1yk−1
(t ≥ 0). (2.6)
They also proved that the conjugate gradient method with βk = βDL1k (t) is globally convergent for uniformly convex
functions.
In order to ensure global convergence for general functions, similar to Gilbert and Nocedal [17], who proved the global
convergence of the PRP method with the restriction βPRPk ≥ 0, Dai and Liao suggested another formula by restricting the
first term in (2.6) to nonnegative values,
βDL2k (t) = max
{
gTk yk−1
dTk−1yk−1
, 0
}
− t g
T
k sk−1
dTk−1yk−1
(t ≥ 0). (2.7)
They showed that the conjugate gradientmethodwith βk = βDL2k (t) is globally convergent for general functions under some
proper conditions. The numerical results in [20] show the efficiency of these methods.
3. New conjugate gradient methods
Here, we propose several new formulae for βk, and under certain proper conditions on the objective function, we prove
that the related conjugate gradient methods are globally convergent.
Throughout this section we assume that
gk 6= 0, ∀k ≥ 1. (3.1)
Otherwise, a stationary point is at hand.
Definition 3.1. For a conjugate gradient method in the form (1.3)–(1.4), we say that the descent condition holds if
gTk dk < 0, ∀k ≥ 1. (3.2)
In addition, we say that the sufficient descent condition holds if there exists a constant c > 0 such that
gTk dk ≤ −c‖gk‖2, ∀k ≥ 1. (3.3)
We make the following basic assumptions on the objective function.
Assumption 1. The level setL = {x| f (x) ≤ f (x1)} is bounded; that is, there exists a constant B > 0 such that
‖x‖ ≤ B, ∀x ∈ L. (3.4)
Assumption 2. In some neighborhood N of L (L ⊆ N ), f is continuously differentiable, and its gradient is Lipschitz
continuous; that is, there exists a constant L > 0 such that
‖∇f (x)−∇f (y)‖ ≤ L‖x− y‖, ∀x, y ∈ N . (3.5)
The following proposition is now immediate [27].
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Proposition 3.1. Under Assumptions 1 and 2 on f , there exists a constant γ¯ > 0 such that
‖∇f (x)‖ ≤ γ¯ , ∀x ∈ L. (3.6)
Remark 3.1. Under Assumption 1, we have
‖sk−1‖ = ‖xk − xk−1‖ ≤ ‖xk‖ + ‖xk−1‖ ≤ 2B. (3.7)
Now, for any conjugate gradient method with the strong Wolfe line search conditions, we have the following general
result [10].
Lemma 3.1. Suppose that Assumptions 1 and 2 hold. Consider any conjugate gradient method in the form (1.3)–(1.4), where dk
is a descent direction and αk is computed using the strong Wolfe line search conditions. If∑
k≥1
1
‖dk‖2 = ∞, (3.8)
then we have
lim inf
k→∞ ‖gk‖ = 0. (3.9)
3.1. The first conjugacy condition
Here,we first describe amodified secant equation given in [33,34] that exploits not only the gradient but also the function
values, and has a better theoretical property than the standard secant equation and the secant equation proposed in [36]
in the sense that the new approximation contains more accurate curvature information. Then we develop and present our
conjugacy condition and related conjugate gradient methods based on this modified secant equation. We also discuss the
convergence properties of the proposed methods. Our first conjugate gradient method is a modification of the conjugate
gradient method proposed in [27].
Assume that the objective function f is smooth enough. Let sk−1 be the step taken from xk−1 and expand the function and
its gradient at xk−1 = xk − sk−1 in Taylor series,
fk−1 = fk − sTk−1gk +
1
2
sTk−1Gksk−1 −
1
6
sTk−1(Tksk−1)sk−1 + O(‖sk−1‖4),
sTk−1gk−1 = sTk−1gk − sTk−1Gksk−1 +
1
2
sTk−1(Tksk−1)sk−1 + O(‖sk−1‖4),
where
sTk−1(Tksk−1)sk−1 =
n∑
i,j,l=1
∂3f (xk)
∂xi∂xj∂xl
sik−1s
j
k−1s
l
k−1. (3.10)
Canceling the terms which include a tensor yields
sTk−1Gksk−1 = (gk − gk−1)T sk−1 + 6(fk−1 − fk)+ 3(gk + gk−1)T sk−1 + O(‖sk−1‖4).
Since sTk−1Bksk−1 is required to approximate the curvature of Hessian Gk, Zhang and Xu [34] dealt with the equation
sTk−1Bksk−1 = sTk−1yk−1 + θk−1, (3.11)
where
θk−1 = 6(fk−1 − fk)+ 3(gk + gk−1)T sk−1. (3.12)
Therefore, they propose the following equation:
Bksk−1 = yˆk−1, yˆk−1 = yk−1 + θk−1sTk−1u
u, (3.13)
where u ∈ Rn is any vector satisfying sTk−1u 6= 0. The modified secant equation (3.13) is justified by the following
theorem [34].
Theorem 3.1. If f is twice continuously differentiable and the Hessian matrix ∇2f (x) is Lipschitz continuous in an open convex
set that contains xk−1 and xk, then the following estimates hold:
sTk−1(Gksk−1 − yk−1) = O(‖sk−1‖3),
sTk−1(Gksk−1 − yˆk−1) = O(‖sk−1‖4).
Based on condition (3.13), Zhang and Xu obtained the BFGS-like and the DFP-like updates and discussed their convergence
properties [34].
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Recently, Yabe and Takano [27] considered an extension of the modified secant equation (3.13) by embedding a fixed
parameter ρ ≥ 0 as follows:
Bksk−1 = zk−1, zk−1 = yk−1 + ρ θk−1sTk−1u
u, (3.14)
Using a similar argument as made in Section 2, Yabe and Takano proposed the following conjugacy condition:
dTk zk−1 = −tgTk sk−1 (t ≥ 0). (3.15)
When f is a convex quadratic function and the exact line search is used, we have θk−1 = 0, and hence (3.15) reduces to (2.3).
Using the new conjugacy condition (3.15) for (1.4), they then proposed a new formula for βk:
βYTk (t) =
gTk zk−1 − tgTk sk−1
dTk−1zk−1
(t ≥ 0). (3.16)
For a general function f , it is possible that the value of the denominator, dTk−1zk−1, in (3.16) turns out to be zero. Also,
considering Theorem 3.1, for values of ‖sk−1‖ greater than one (‖sk−1‖ > 1), the standard secant equation is expected to be
more accurate than the modified secant equation (3.13). In this situation, the use of Eq. (3.13) or (3.14) with ρ > 0 does not
seem to be reasonable. Thus, motivated by these, we propose a modified version of Eq. (3.14) as follows:
Bksk−1 = y˜∗k−1, y˜∗k−1 = yk−1 + ρk−1
max{θk−1, 0}
sTk−1u
u, (3.17)
where ρk−1 is chosen to be in [0, 1]. Here, we set u = sk−1 as in [27,34].
Remark 3.2. Yabe and Takano [27] proved the global convergence of the conjugate gradient method, using βk = βYTk (t)
as given by (3.16), for ρ ∈ [0, 13 ) in the modified secant equation (3.14). Here, using the modified secant equation (3.17),
we will show that our proposed conjugate gradient methods are globally convergent for ρk−1 ∈ [0, 1]. However, later, we
restrict our numerical testing to values of ρk−1 ∈ {0, 1} and adaptively switch between the standard secant equation and
the modified secant equation (3.13), by setting ρk−1 = 0, if ‖sk−1‖ > 1, and setting ρk−1 = 1, otherwise.
Now, considering the approach proposed by Dai and Liao, and by use of the modified secant equation (3.17), we propose
our first new conjugacy condition:
dTk y˜
∗
k−1 = −tgTk sk−1 (t ≥ 0). (3.18)
Using the conjugacy condition (3.18) for (1.4), we propose a new formula for βk:
β˜k(t) = g
T
k y˜
∗
k−1 − tgTk sk−1
dTk−1y˜
∗
k−1
(t ≥ 0). (3.19)
Our modified secant equation (3.17) guarantees that if the strong Wolfe line search conditions are used along the descent
direction dk−1, then formula (3.19) is well defined, because
dTk−1y˜
∗
k−1 ≥ dTk−1yk−1 ≥ −(1− σ)dTk−1gk−1 > 0. (3.20)
Following the approach taken in [20,17], in order to ensure global convergence for general functions, we define β˜∗k (t) as
follows:
β˜∗k (t) = max
{
gTk y˜
∗
k−1
dTk−1y˜
∗
k−1
, 0
}
− t g
T
k sk−1
dTk−1y˜
∗
k−1
(t ≥ 0). (3.21)
For global convergence analysis the following lemma is needed.
Lemma 3.2. Suppose that Assumptions 1 and 2 hold. For θk−1 defined by (3.12), we have
|θk−1| ≤ 3L‖sk−1‖2, (3.22)
with L as specified in Assumption 2.
Proof. See (5.12) of [27]. 
Corollary 3.1. Suppose that Assumptions 1 and 2 hold. For y˜∗k−1 defined by (3.17), we have
‖y˜∗k−1‖ ≤ 4L‖sk−1‖. (3.23)
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Proof. Considering Lemma 3.2, Assumptions 1 and 2, and because ρk−1 ∈ [0, 1], we have
‖y˜∗k−1‖ ≤ ‖yk−1‖ + ρk−1
|θk−1|
‖sk−1‖
≤ L‖sk−1‖ + 3L‖sk−1‖
2
‖sk−1‖
= 4L‖sk−1‖. 
Now, we analyze the global convergence property of a conjugate gradient method with βk = β˜k(t) as in (3.19) for
uniformly convex functions.
Theorem 3.2. Suppose that Assumptions 1 and 2 and the descent condition hold. Consider a conjugate gradient method in the
form (1.3)–(1.4) with βk = β˜k(t) as in (3.19), where αk is computed from the strong Wolfe line search conditions (1.7). If the
objective function is uniformly convex onL (L as introduced in Assumption 1), then
lim inf
k→∞ ‖gk‖ = 0.
Proof. Because the descent condition holds, we have dk 6= 0. So, using Lemma 3.1, it is enough to prove that ‖dk‖ is bounded
above. From (1.8), we have
dTk−1y˜
∗
k−1 ≥ dTk−1yk−1 ≥ Mα−1k−1‖sk−1‖2. (3.24)
Also, from Corollary 3.1 and Proposition 3.1, we have
|gTk y˜∗k−1 − tgTk sk−1| ≤ |gTk y˜∗k−1| + t|gTk sk−1|
≤ ‖gk‖‖y˜∗k−1‖ + t‖gk‖‖sk−1‖
≤ 4Lγ¯ ‖sk−1‖ + tγ¯ ‖sk−1‖
= (4L+ t)γ¯ ‖sk−1‖. (3.25)
Finally, from (1.4), (3.24) and (3.25), we have
‖dk‖ = ‖ − gk + β˜k(t)dk−1‖
≤ ‖gk‖ + |β˜k(t)|‖dk−1‖
= ‖gk‖ + |g
T
k y˜
∗
k−1 − tgTk sk−1|
|dTk−1y˜∗k−1|
‖dk−1‖
≤ γ¯ + (4L+ t)γ¯ ‖sk−1‖
Mα−1k−1‖sk−1‖2
‖dk−1‖
= γ¯ + (4L+ t)γ¯
M
. (3.26)
So, this completes the proof. 
For global convergence analysis of a conjugate gradient method with βk = β˜∗k (t) as in (3.21) for general functions, the
following lemmas are needed.
Lemma 3.3. Suppose that Assumptions 1 and 2 hold. Consider a conjugate gradient method in the form (1.3)–(1.4) with
βk = β˜∗k (t) as in (3.21), where dk is a descent direction and αk is computed from the strong Wolfe line search conditions (1.7). If
there exists a constant γ > 0 such that
‖gk‖ ≥ γ , ∀k ≥ 0, (3.27)
then dk 6= 0 and∑
k≥2
‖uk − uk−1‖2 <∞, (3.28)
where uk = dk/‖dk‖.
Proof. First, note that dk 6= 0, since otherwise (3.2) is false. Therefore, uk is well defined. In addition, from relation (3.27)
and Lemma 3.1, we have∑
k≥1
1
‖dk‖2 <∞, (3.29)
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since otherwise (3.9) holds, contradicting (3.27). Now, we divide β˜∗k (t) in (3.21) into two parts as follows:
β
(1)
k = max
{
gTk y˜
∗
k−1
dTk−1y˜
∗
k−1
, 0
}
, β
(2)
k = −t
gTk sk−1
dTk−1y˜
∗
k−1
, (3.30)
and define
rk = vk‖dk‖ , δk = β
(1)
k
‖dk−1‖
‖dk‖ , (3.31)
where
vk = −gk + β(2)k dk−1. (3.32)
Therefore, from (1.4), for k ≥ 2, we have
uk = rk + δkuk−1. (3.33)
Using the identity ‖uk−1‖ = ‖uk‖ = 1 and (3.33), we can write
‖rk‖ = ‖uk − δkuk−1‖ = ‖δkuk − uk−1‖. (3.34)
Because δk ≥ 0, from (3.34), we have
‖uk − uk−1‖ ≤ ‖(1+ δk)uk − (1+ δk)uk−1‖
≤ ‖uk − δkuk−1‖ + ‖δkuk − uk−1‖
= 2‖rk‖. (3.35)
On the other hand, from the strong Wolfe line search conditions and (3.20), we have∣∣∣∣∣ gTk dk−1dTk−1y˜∗k−1
∣∣∣∣∣ ≤ σ1− σ . (3.36)
Now, from Remark 3.1 and (3.36), we have
‖vk‖ ≤ ‖gk‖ + t
∣∣∣∣∣ gTk sk−1dTk−1y˜∗k−1
∣∣∣∣∣ ‖dk−1‖
= ‖gk‖ + t
∣∣∣∣∣ gTk dk−1dTk−1y˜∗k−1
∣∣∣∣∣ ‖sk−1‖
≤ γ¯ + t 2Bσ
1− σ . (3.37)
So, using (3.29), (3.35) and (3.37), we have∑
k≥2
‖uk − uk−1‖2 ≤ 4
∑
k≥1
‖rk‖2 = 4
∑
k≥1
‖vk‖2
‖dk‖2
≤ 4
(
γ¯ + t 2Bσ
1− σ
)2∑
k≥1
1
‖dk‖2 <∞. 
Lemma 3.4. Suppose that Assumptions 1 and 2 hold. Consider a conjugate gradient method in the form (1.3)–(1.4) with
βk = β˜∗k (t) as in (3.21), where dk satisfies the sufficient descent condition (3.3) with some constant c > 0, and αk is computed
from the strong Wolfe line search conditions (1.7). If there exists a constant γ > 0 such that
‖gk‖ ≥ γ , ∀k ≥ 0, (3.38)
then there exist constants b > 1 and λ > 0 such that
|βk| ≤ b, ∀k ≥ 1, (3.39)
and
‖sk−1‖ ≤ λ⇒ |βk| ≤ 1b , ∀k ≥ 1. (3.40)
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Proof. From the strong Wolfe line search conditions, sufficient descent condition and (3.38), we have
dTk−1y˜
∗
k−1 ≥ dTk−1yk−1 ≥ (σ − 1)dTk−1gk−1 ≥ (1− σ)c‖gk−1‖2 ≥ (1− σ)cγ 2. (3.41)
On the other hand, from Corollary 3.1, we have
|gTk y˜∗k−1| ≤ ‖gk‖‖y˜∗k−1‖ ≤ 4Lγ¯ ‖sk−1‖. (3.42)
Now, from Remark 3.1, (3.41) and (3.42), we have∣∣∣β˜∗k (t)∣∣∣ ≤
∣∣∣∣∣ gTk y˜∗k−1dTk−1y˜∗k−1
∣∣∣∣∣+ t
∣∣∣∣∣ gTk sk−1dTk−1y˜∗k−1
∣∣∣∣∣
≤ 4Lγ¯ ‖sk−1‖
c(1− σ)γ 2 + t
γ¯ ‖sk−1‖
c(1− σ)γ 2
≤ (4L+ t)γ¯ ‖sk−1‖
c(1− σ)γ 2 ≤
(4L+ t)γ¯ (2B)
c(1− σ)γ 2 . (3.43)
Therefore, from (3.43), with
b = max
{
2, 2
(4L+ t)γ¯ B
c(1− σ)γ 2
}
, λ = c(1− σ)γ
2
b(4L+ t)γ¯ ,
the proof is complete. 
By use of Lemmas 3.3 and 3.4, and Lemma 3.5 in [20], we can prove the following global convergence theorem.
Theorem 3.3. Suppose that Assumptions 1 and 2 and the sufficient descent condition hold. Consider a conjugate gradient method
in the form (1.3)–(1.4) with βk = β˜∗k (t) as in (3.21), where αk is computed from the strong Wolfe line search conditions (1.7).
Then,
lim inf
k→∞ ‖gk‖ = 0.
Proof. See the proof of Theorem 3.6 in [20]. 
3.2. The second conjugacy condition
Here, we derive a conjugacy condition based on a modified BFGS update proposed in [37] and analyze the global
convergence properties of the related conjugate gradient methods.
At the kth step of a quasi-Newton method, the search direction dk is the solution of the following quadratic subproblem:
min
d∈Rn
φk(d) = fk + dTgk + 12d
TBkd, (3.44)
which is an approximation to the problem (1.1) near the current iterate xk. In fact, the definition of φk(d) in (3.44) implies
that
φk(0) = fk, (3.45)
∇φk(0) = gk. (3.46)
In addition to (3.45) and (3.46), Yuan [37] introduced the following interpolation condition,
φk(xk−1 − xk) = fk−1, (3.47)
and modified the BFGS update by the formula
Bk = Bk−1 − Bk−1sk−1s
T
k−1Bk−1
sTk−1Bk−1sk−1
+ qk−1 yk−1y
T
k−1
yTk−1sk−1
, (3.48)
where
qk−1 = 2yTk−1sk−1
(fk−1 − fk + sTk−1gk). (3.49)
So,
Bksk−1 = qk−1yk−1. (3.50)
Also, if the line search method guarantees that sTk−1yk−1 > 0, then Bk is positive definite if and only if qk−1 > 0 [37].
Now, considering the approach of Dai and Liao, we obtain the second new conjugacy condition as follows:
dTkyk−1 = −
t
qk−1
gTk sk−1 (t ≥ 0). (3.51)
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Using the new conjugacy condition (3.51) and from (1.4) we have
β¯k(t) = g
T
k yk−1
dTk−1yk−1
− t
qk−1
sTk−1gk
dTk−1yk−1
. (3.52)
Finally, following the approach considered in [20,17], we define β¯∗k (t) as
β¯∗k (t) = max
{
gTk yk−1
dTk−1yk−1
, 0
}
− t
qk−1
sTk−1gk
dTk−1yk−1
(t ≥ 0). (3.53)
For global convergence analysis of a conjugate gradient method with βk = β¯∗k (t) as in (3.53) for uniformly convex
functions, the following lemma is needed.
Lemma 3.5. Suppose that Assumptions 1 and 2, and the descent condition hold. Consider a conjugate gradient method in the
form (1.3)–(1.4) with βk = β¯k(t) as in (3.52), where αk is computed satisfying the strong Wolfe line search conditions (1.7). If f
is a uniformly convex function onN (N as specified in Assumption 2), then we have
fk−1 − fk + sTk−1gk ≥
1
2
r‖sk−1‖2. (3.54)
Proof. Consider {xi}∞i=1 to be the sequence generated by the considered conjugate gradient method. Because of the descent
condition and the first condition of the strong Wolfe line search conditions (1.7), we have {xi}∞i=1 ⊆ L ⊆ N .
For an arbitrary xk ∈ {xi}∞i=1, from Taylor expansion, we can write
fk−1 = f (xk − sk−1) = fk − sTk−1gk +
1
2
sTk−1∇2f (xk − α¯sk−1)sk−1, (3.55)
or
fk−1 − fk + sTk−1gk =
1
2
sTk−1∇2f (xk − α¯sk−1)sk−1, (3.56)
where α¯ ∈ (0, 1). Since N containing xk−1 and xk is a convex set, then xk − α¯sk−1 ∈ N . So, from (1.9), the proof is
complete. 
Remark 3.3. Under the strong Wolfe line search conditions, dTk−1yk−1 > 0 and from Lemma 3.5, for uniformly convex
functions, we have qk−1 > 0. Therefore, for uniformly convex functions, formulae (3.52) and (3.53) are well defined.
Now, we can prove the following global convergence theorem.
Theorem 3.4. Suppose that Assumptions 1 and 2 and the descent condition hold. Consider a conjugate gradient method in the
form (1.3)–(1.4) with βk = β¯k(t) as in (3.52), where αk is computed from the strong Wolfe line search conditions (1.7). If the
objective function is uniformly convex onN , then
lim inf
k→∞ ‖gk‖ = 0.
Proof. Because the descent condition holds, we have dk 6= 0. So, using Lemma 3.1, it is sufficient to prove that ‖dk‖ is
bounded above. From (1.8), we have
dTk−1yk−1 ≥ Mα−1k−1‖sk−1‖2. (3.57)
Also, from Assumptions 1 and 2, Proposition 3.1, Lemma 3.5, (1.4) and (3.57), we have
‖dk‖ = ‖ − gk + β¯kdk−1‖
≤ ‖gk‖ + |β¯k|‖dk−1‖
≤ ‖gk‖ +
(∣∣∣∣∣ gTk yk−1dTk−1yk−1
∣∣∣∣∣+ t|qk−1|
∣∣∣∣∣ sTk−1gkdTk−1yk−1
∣∣∣∣∣
)
‖dk−1‖
= ‖gk‖ +
(
|gTk yk−1|
|dTk−1yk−1|
+ tαk−1 |s
T
k−1gk|
2|fk−1 − fk + sTk−1gk|
)
‖dk−1‖
≤ ‖gk‖ + ‖gk‖‖yk−1‖|dTk−1yk−1|
‖dk−1‖ + t ‖sk−1‖‖gk‖2(fk−1 − fk + sTk−1gk)
‖sk−1‖
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≤ γ¯ + γ¯ L‖sk−1‖
Mα−1k−1‖sk−1‖2
‖dk−1‖ + t γ¯ ‖sk−1‖
2
r‖sk−1‖2
≤ γ¯ + γ¯ L
M
+ t γ¯
r
= γ¯
(
1+ L
M
+ t
r
)
.
So, the proof is complete. 
Remark 3.4. Using a similar argument as stated in Theorem 3.4, we can prove that a conjugate gradient method with
βk = β¯∗k (t) as in (3.53) is also globally convergent for uniformly convex functions.
4. Numerical results
Here, we report some numerical experiments. We considered some test problems in [38–40] with given initial points. As
in [20], each problem has been tested with different values of n ranging from n = 5 to n = 10 000, where n is the number
of variables of each test function.
We have tested the new conjugate gradient methods with βk = β˜∗k (t) as in (3.21) and βk = β¯∗k (t) as in (3.53). After an
investigation on the obtained results on the test functions in [40], we have selected the optimal value of t to be equal to
0.05005 for βk = β˜∗k (t) in (3.21) and equal to 0.05010 for βk = β¯∗k (t) in (3.53). As mentioned in Remark 3.2, in the modified
secant equation (3.17), we set ρk−1 = 0, if ‖sk−1‖ > 1; otherwise, ρk−1 = 1. In this work, if
gTk dk > −10−4‖gk‖‖dk‖,
then we have considered dk as an uphill search direction. Although the descent property may not always hold, the uphill
search direction seldom occurred in our numerical experiments. When we encountered an uphill search direction, we
restarted the algorithmwith dk = −gk [41]. We stopped the search when ‖gk‖ < εwith ε = 10−6. We did our experiments
in the MATLAB 7.0 programming environment.
Our line searchmethod computes αk such that the strongWolfe conditions hold, using Algorithm 3.5 in [1] with δ = 0.01
and σ = 0.1. Our numerical results showed that the performance of a conjugate gradientmethod is influenced by the choice
of the initial value of the steplength, namely αinitial, so that improper setting of αinitial would cause a significant increase in
the number of function and gradient evaluations of the method to achieve a required accuracy. Recently, work has been
done to propose proper selections of αinitial. For example, Birgin and Martínez [42] proposed
αinitial = ‖sk−1‖‖dk‖ . (4.1)
Here, we propose a modification to formula (4.1) that showed a better numerical performance, as described next. Note that
when a conjugate gradient algorithm is convergent, we have
lim
k→∞ ‖sk‖ = 0. (4.2)
Hence, for a large enough integer K , the sequence {‖sk‖}∞k=K is decreasing. In other words, for k > K , we have ‖sk‖ < ‖sk−1‖,
or, equivalently,
αk <
‖sk−1‖
‖dk‖ ⇒ αk ∈
(
0,
‖sk−1‖
‖dk‖
)
. (4.3)
Therefore, for λ ∈ (0, 1), the following choice of αinitial is deemed to be reasonable:
αinitial = λ‖sk−1‖‖dk‖ . (4.4)
We observe that for λ = 1 the formula proposed in [42] is obtained. However, our experiments with λ = 0.75 showed good
numerical results.
We have compared the numerical behavior of our conjugate gradient methods with the efficient conjugate gradient
methods proposed by Dai and Liao with βk = βDL2k (t) as in (2.7) for t = 0.1 and t = 1, and the HS conjugate gradient
method. So, we have compared five conjugate gradient methods as follows:
(1) M1: βk is computed by (2.7) with t = 0.1 (βk = βDL2k (t)) and αinitial = 1 (the same as the parameter specifications as
stated in [20]).
(2) M2: βk is computed by (3.21) with t = 0.05005 (βk = β˜∗k (t)) and αinitial is computed by (4.4).
(3) M3: βk is computed by (3.53) with t = 0.05010 (βk = β¯∗k (t)) and αinitial is computed by (4.4).
(4) M4: βk is computed by (2.7) with t = 1 (βk = βDL2k (t)) and αinitial = 1.
(5) M5: βk is computed by (1.12) with αinitial = 1 (HS conjugate gradient method).
S. Babaie-Kafaki et al. / Journal of Computational and Applied Mathematics 234 (2010) 1374–1386 1385
Table 1
Numerical comparisons.
Function name n M1 M2 M3 M4 M5
Extended Rosenbrock [40] 1 000 (375, 245, 245.38) (113, 97, 97.11) (108, 91, 91.11) (350, 230, 230.35) (426, 257, 275.43)
10 000 (375, 245, 245.04) (110, 92, 92.01) (108, 91, 91.01) (350, 230, 230.04) (426, 275, 275.04)
Extended Powell [40] 1 000 (355, 230, 230.36) (383, 333, 333.38) (94, 77, 77.09) (456, 276, 276.46) (449, 265, 265.45)
10 000 (386, 253, 253.04) (622, 550, 550.06) (131, 111, 111.01) (831, 520, 520.08) (663, 361, 361.07)
Trigonometric [40] 100 (137, 137, 138.37) (131, 131, 132.31) (127, 125, 126.27) (155, 152, 153.55) (128, 127, 128.28)
1 000 (151, 151, 151.15) (131, 129, 129.13) (133, 131, 131.13) (150, 150, 150.15) (150, 148, 148.15)
Discrete integral
equation [40]
100 (16, 9, 9.16) (15, 9, 9.15) (16, 9, 9.16) (18, 10, 10.18) (18,10, 10.18)
200 (17, 10, 10.08) (18, 10, 10.09) (17, 10, 10.08) (18, 10, 10.09) (18, 10, 10.09)
Variably dimensioned [40] 5 (138, 91, 118.60) (58, 38, 49.60) (58, 38, 49.60) (138, 91, 118.60) (165, 120, 153.00)
15 (278, 183, 201.53) (94, 61, 67.33) (94, 61, 67.33) (278, 183, 201.53) (284, 202, 220.93)
Penalty 1 [40] 100 (310, 277, 280.10) (333, 269, 272.33) (323, 264, 267.23) (296, 216, 218.96) (302, 222, 225.02)
200 (378, 274, 275.89) (173, 130, 130.86) (168, 126, 126.84) (359, 257, 258.79) (397, 291, 292.98)
Broyden tridiagonal [40] 1 000 (143, 86, 86.14) (83, 79, 79.08) (83, 79, 79.08) (143, 86, 86.14) (143, 86, 86.14)
10 000 (148, 87, 87.01) (93, 86, 86.01) (93, 86, 86.01) (148, 87, 87.01) (148, 87, 87.01)
Broyden banded [40] 50 (82, 49, 50.64) (65, 52, 53.30) (64, 50, 51.28) (82, 49, 50.64) (110, 68, 70.20)
500 (82, 48, 48.16) (69, 59, 59.14) (70, 59, 59.14) (82, 48, 48.16) (92, 54, 54.18)
Linear rank one [40] 20 (3, 2, 2.15) (3, 2, 2.15) (3, 2, 2.15) (3, 2, 2.15) (3, 2, 2.15)
40 (3, 2, 2.07) (3, 2, 2.07) (3, 2, 2.07) (3, 2, 2.07) (3, 2, 2.07)
Strictly convex 1 [39] 100 (7, 7, 7.07) (9, 7, 7.09) (10, 7, 7.10) (8, 8, 8.08) (8, 8, 8.08)
1 000 (7, 7, 7.01) (11, 9, 9.01) (12, 9, 9.01) (8, 8, 8.01) (8, 8, 8.01)
Strictly convex 2 [39] 10 (61, 61, 67.10) (41, 36, 40.10) (41, 36, 40.10) (56, 56, 61.60) (60, 60, 66.00)
20 (71, 70, 73.55) (62, 58, 61.10) (62, 58, 61.10) (74, 73, 76.70) (77, 76, 79.85)
Extended Beale [38] 100 (86, 59, 59.86) (50, 42, 42.50) (55, 45, 45.55) (113, 76, 77.13) (79, 53, 53.79)
1 000 (86, 59, 59.09) (54, 45, 45.05) (55, 45, 45.05) (115, 77, 77.11) (79, 53, 53.08)
Diagonal 5 [38] 100 (14, 14, 14.14) (7, 7, 7.07) (7, 7, 7.07) (6, 6, 6.06) (5, 5, 5.05)
1 000 (14, 14, 14.01) (7, 7, 7.01) (7, 7, 7.01) (6, 6, 6.01) (5, 5, 5.01)
Hager [38] 10 (25, 19, 21.50) (23, 15, 17.30) (24, 15, 17.40) (21, 15, 17.10) (25, 19, 21.50)
50 (43, 23, 23.86) (42, 35, 35.84) (43, 35, 35.86) (43, 23, 23.86) (45, 24, 24.90)
Extended Himmelblau [38] 100 (47, 29, 29.47) (31, 21, 21.31) (31, 21, 21.31) (47, 29, 29.47) (45, 28, 28.45)
1 000 (47, 29, 29.05) (31, 21, 21.03) (31, 21, 21.03) (47, 29, 29.05) (47, 29, 29.05)
Average performance – (130, 92, 94.69) (95, 81, 82.32) (69, 57, 58.51) (147, 100, 102.50) (147, 99, 101.67)
Average performance* – (112, 82, 84.18) (66, 56, 56.64) (66, 55, 55.97) (112, 79, 81.38) (118, 84, 86.56)
Table 1 shows a numerical comparison of the implemented algorithms. The numerical results are given in the form
(Nf ,Ng, efe), where Nf and Ng respectively denote the number of function and gradient evaluations, and
efe = Nf
n
+ Ng,
where efe (effective function evaluations) is a criterion for comparing the performance of the algorithms. Note that we
consider n function evaluations as one gradient evaluation to account for the number of components of the gradient.
Our numerical results show that, in 9/30 of all the cases, M2 andM3 yield approximately the same efe, being less than the
other methods; in 6/30 of all the cases, the efe of M3 is the least; in 3/30 of all the cases, M1 andM4 yield approximately the
same efe, being less than the othermethods; in 2/30 of all the cases, M1 andM3 yield approximately the same efe, being less
than the othermethods; in 2/30 of all the cases, the efe of M1 is the least; in 2/30 of all the cases, the efe of M2 is the least; in
2/30 of all the cases, the efe of M4 is the least; in 2/30 of all the cases, the efe of M5 is the least; and in 2/30 of all the cases,
all the algorithms yield approximately the same efe. Also, the average performance of the algorithms is shown in Table 1
(see the row entitled ‘Average performance’). The last row of Table 1, entitled ‘Average performance*’, shows the average
performance of the algorithms when the extended Powell function is disregarded from our numerical results. Considering
‘Average performance*’ in Table 1, we can conclude that the efficiency of M2 and M3 is nearly the same and is considerably
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more than that of M1, M4 and M5. Of course, the results on the extended Powell function show that M3 outperforms the
other algorithms quite significantly.
5. Conclusions
We have introduced two nonlinear conjugate gradient methods for unconstrained optimization problems considering
the approach proposed by Dai and Liao. One of our proposed methods is based on a modified version of the secant equation
proposed by Zhang, Deng and Chen, and Zhang and Xu, and the other is based on the modified BFGS update proposed by
Yuan. It is an interesting feature that these new conjugate gradient methods take both the gradient and function values
into account.We have proved that, under proper conditions, one of the proposedmethods is globally convergent for general
functions and the other is globally convergent for uniformly convex functions.We have also proposed amodified formula for
computing the initial steplength needed for initiating the line search procedure. We have compared the numerical behavior
of our methods with that of the efficient conjugate gradient methods proposed by Dai and Liao, and Hestenes and Stiefel.
The numerical results showed the efficiency of our proposed algorithms.
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