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Abstract
The numerical solution of fractional partial differential equations poses significant computational
challenges in regard to efficiency as a result of the spatial nonlocality of the fractional differential
operators. The dense coefficient matrices that arise from spatial discretisation of these operators
mean that even one-dimensional problems can be difficult to solve using standard methods on
grids comprising thousands of nodes or more. In this work we address this issue of efficiency for
one-dimensional, nonlinear space-fractional reaction-diffusion equations with fractional Lapla-
cian operators.
We apply variable-order, variable-stepsize backward differentiation formulas in a Jacobian-free
Newton-Krylov framework to advance the solution in time. A key advantage of this approach
is the elimination of any requirement to form the dense matrix representation of the fractional
Laplacian operator. We show how a banded approximation to this matrix, which can be formed
and factorised efficiently, can be used as part of an effective preconditioner that accelerates con-
vergence of the Krylov subspace iterative solver. Our approach also captures the full contribution
from the nonlinear reaction term in the preconditioner, which is crucial for problems that exhibit
stiff reactions. Numerical examples are presented to illustrate the overall effectiveness of the
solver.
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1. Introduction
Recently there has been a great deal of interest in the applied mathematics community concerning
fractional calculus and its applications to modelling anomalous diffusion. Fractional derivatives
are becoming widely used and accepted in models of diffusion-type processes where the under-
lying particle motion deviates from Brownian motion [2]. A typical application area is transport
in porous media, where models of seepage flow [24], coastal aquifer salt-water intrusion [1] and
wood drying [41], to name just three, make use of fractional derivatives. In other areas too,
we see fractional models becoming established, such as in drug delivery [51], heart physiology
[5, 39], elasticity [40], quantum mechanics [20], bioengineering [28], optimal image processing
[7] and magnetic resonance imaging analysis [29, 11]. Analytical solution methods exist only
for a small number of simple, mostly linear, fractional differential equations. To obtain solutions
to more complex problems, numerical methods are required.
In this paper we are concerned with fractional reaction-diffusion equations of the form
∂u(x, t)
∂t
= −κ
(
−∇2
)α/2
u(x, t) + S (u(x, t)) (1)
on the finite domain 0 ≤ x ≤ L, with homogeneous Dirichlet boundary conditions and initial
condition u(x, 0) = u0(x). The operator
(
−∇2
)α/2
denotes the fractional Laplacian operator of
order α ∈ (1, 2], which is defined through its spectral representation.
Definition 1. [16]. Suppose the Laplacian (−∇2) has a complete set of orthonormal eigenfunc-
tions ϕn corresponding to eigenvalues λ2n on a bounded regionD, i.e, (−∇2)ϕn = λ2nϕn; B(ϕ) = 0
on ∂B, where B(ϕ) is one of the standard three homogeneous boundary conditions. Let
Fγ =
 f = ∞∑
n=1
cnϕn, cn = 〈 f , ϕn〉,
∞∑
n=1
|cn||λ|γn < ∞, γ = max(α, 0)

then for any f ∈ Fγ, (−∇2)α/2 f is defined by
(−∇2)α/2 f =
∞∑
n=1
cn(λ2n)
α/2ϕn.
Using the matrix transfer technique proposed by Ilic´ et al. [17], the fractional PDE (1) is spatially
discretised by first finding the matrix representation A of the standard Laplacian using finite
differences or other such methods. The matrix representation of the fractional Laplacian is then
given by Aα/2. For example, using finite differences with N uniform divisions of width h = L/N,
the semidiscrete form of (1) is the system of ODEs
u˙ = −κAα/2u + S(u) =: F(u), u(x, 0) = u0(x) (2)
where A = tridiag(−1, 2,−1)/h2.
Aside from the usual challenges of nonlinearity and stiffness, equation (2) poses an additional
challenge that is not present in standard (non-fractional) reaction-diffusion problems: Aα/2 is
dense, even though A itself is sparse (indeed, tridiagonal, in our problem). Hence, it is natural
to consider numerical methods for solving (2) that do not require explicit formation of Aα/2 and
instead deal only with A. This becomes essential when solving problems on grids with many
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thousands of nodes, where the memory and computational expenses associated with forming and
working with Aα/2 can be prohibitive, even in this one-dimensional setting.
There are a number of mature initial value problem solvers for stiff systems of nonlinear ODEs
u˙ = F(u) (3)
that can be configured to never form the Jacobian matrix J = ∂F/∂u, that is, to work Jacobian-
free. CVODE, part of the SUNDIALS Suite of Non-linear and Differential/Algebraic Equation
Solvers [15], is an excellent example. Such solvers appear very attractive in the present context
because they avoid the need to work with dense matrices. They also tend to provide variable-
order, variable-stepsize integration with sophisticated local error control among other desirable
features.
In order to work Jacobian-free, these solvers typically employ some form of Newton-Krylov
iteration [19] to resolve the solution at each timestep. In addition to providing the right hand
side function F, the user of these solvers is also expected to provide a means of dealing with the
stiffness in the problem. This is provided in the form of a preconditioner: a matrix or a routine
that approximates the action of the inverse of the Jacobian (or related matrix) on an arbitrary
vector.
While at first this last requirement appears to run counter to the idea of working Jacobian-free,
in many cases a much simplified approximation to the Jacobian suffices for preconditioning
purposes, provided it captures the dominant source of stiffness in the problem. In the present
application, we seek a sparse approximation to the Jacobian that suffices for the purpose of pre-
conditioning. A key contribution of this paper is demonstrating how to efficiently construct such
a matrix.
A number of authors have also proposed efficient methods for solving (1), and other similar
fractional PDEs. Yang et al. [49] considered a time- and space-fractional variation of (1) in two
dimensions with no reaction term, and used the matrix transfer technique with finite difference
and finite element discretisations in space. The solution was advanced in time by computing a
matrix function vector product f (A)b where f (A) = (I + γκAα/2), and this was carried out using
a Krylov subspace projection method preconditioned with deflation.
Burrage et al. [6] considered (1) and its higher-dimensional generalisations. They used the
matrix transfer technique with finite element discretisation in space, and a first order implicit/ex-
plicit Euler discretisation in time. They investigated several methods for computing the resulting
matrix function vector products, including the contour integral method of Hale et al. [14], which
is discussed in Section 2.2, the extended Krylov subspace method and the preassigned poles and
interpolation nodes method.
Bueono-Orovio et al. [4] solved (1) and its higher-dimensional generalisations using Fourier
spectral methods, with a first order, fully implicit backward Euler temporal discretisation. Fixed
point iteration was used to solve the resulting nonlinear systems in Fourier space to advance the
solution in time.
Another space-fractional PDE that has been considered by several authors is the linear, two-sided
fractional diffusion equation
∂u(x, t)
∂t
= (d+(x, t) 0Dαx + d−(x, t) xD
α
L)u(x, t) + S (x, t) . (4)
Here, 0Dαx and xD
α
L are the left and right Riemann-Liouville fractional derivatives, which for
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α ∈ (1, 2) are defined by
aDαx u(x, t) =
1
Γ(2 − α)
∂2
∂x2
∫ x
a
u(ζ, t) dζ
(x − ζ)α−1 , (5)
xDαb u(x, t) =
1
Γ(2 − α)
∂2
∂x2
∫ b
x
u(ζ, t) dζ
(ζ − x)α−1 . (6)
Discretisation of equation (4) using finite differences leads again to a dense coefficient matrix.
Wang et al. [47] showed how to exploit the Toeplitz structure of this matrix to derive an efficient
O(N log2 N) solution method. Wang and Wang [48] utilised fast Fourier transforms to efficiently
compute the matrix-vector products in their Krylov subspace method for a generalisation of (4)
incorporating advection. Pang and Sun [35] proposed a multigrid method utilising fast Fourier
transforms for (4), while Lei and Sun considered a circulant preconditioner approach [21]. Many
of these ideas have since been extended to higher dimensions [42, 44, 45]. The steady-state
version of (4) and variants have also received attention of late [43, 46].
Nonlinear variants of (4), incorporating both nonlinear diffusivity κ and nonlinear reaction term
S have been considered by Moroney and Yang [33, 34]. In both of these papers, CVODE was
utilised to provide variable-order, variable-stepsize temporal integration with a Jacobian-free
Newton-Krylov solver used at the inner level. In the latter work [34], the authors showed how
to efficiently form a banded approximation to the Jacobian matrix which functions effectively as
a preconditioner. In the former work [33], they showed how a fast Fourier inversion of the frac-
tional Laplacian operator could be used as a preconditioner for the two-sided fractional diffusion
equation. To the best of our knowledge, this was the first example in the literature where a fast
inversion of one type of fractional operator was used as a preconditioner for another.
In this paper we are considering the reaction-diffusion equation (1) with fractional Laplacian op-
erator. As discussed above, previous work on solving this problem efficiently has focused on first
order temporal discretisations, and either explicit treatment of the reaction term (leading to lin-
ear systems) or implicit treatment with fixed-point iteration used to solve the resulting nonlinear
systems. The limitations of these approaches for stiff, nonlinear PDEs are well-known [12, 18].
For developing high-efficiency solvers it is desirable to use high order methods and take large
timesteps, for which a fully implicit linear multistep method with a nonlinear Newton solver is
more appropriate [15].
The focus of this paper is to develop a new preconditioner that allows for efficient solution of
(1) within the Jacobian-free Newton-Krylov environment of CVODE’s implicit linear multistep
solver. In developing this preconditioner, we will combine the ideas of banded approximations
to dense matrices, and of using one fractional operator to precondition another.
In Section 2 we discuss backward differentiation formulas for stiff initial value problems, which
will form the basis of our temporal scheme. We also introduce Jacobian-free Newton-Krylov
methods. In Section 3 we derive a new preconditioner that uses a banded approximation to the
discrete Riesz fractional derivative to effectively deal with the stiffness in the problem. In Section
4 we conduct some numerical experiments where we solve equation (1) using our proposed
method, and demonstrate its excellent performance. We also highlight some interesting aspects
of the solution process, and of the solutions themselves. We conclude the paper in Section 5.
2. Temporal discretisation and Jacobian-free Newton-Krylov methods
In this section we introduce backward differentiation formulas for integrating stiff systems of
ODEs of the form (3). Jacobian-free Newton-Krylov methods for solving the resulting nonlinear
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algebraic systems are discussed, with an emphasis on the role of the Jacobian matrix J = ∂F/∂u.
An efficient method for evaluating the function F itself is also discussed.
2.1. Backward differentiation formulas
Backward differentiation formulas (BDFs) belong to the family of linear multistep methods for
initial value problems [12]. Given un = u(tn), the defining characteristic of BDFs is the approxi-
mation of the derivative u˙n in terms of present and past values of u:
u˙n ≈ 1
τn
q∑
p=0
βn,pun−p (7)
where τn is the stepsize, q is the order of the BDF, and the coefficients βn,p depend on the recent
stepsize and order history. The backward Euler method is the most common and best-known
BDF, corresponding to q = 1, βn,0 = 1 and βn,1 = −1. In this work we utilise the powerful
CVODE BDF implementation [15], which dynamically adjusts both the stepsize and order, up to
a maximum order of q = 5.
Evaluating (3) at t = tn and substituting (7) yields
1
τn
q∑
p=0
βn,pun−p = F(un). (8)
Rearranging for the unknown solution un,
G(un) := un − γnF(un) + an = 0 (9)
where γn = τn/βn,0 and an =
∑q
p=1(βn,p/βn,0)un−p. Newton’s method is used to solve equation
(9), leading to the iteration
uk+1n = u
k
n + δu
k
n, (10)
where ukn is the kth iterate in the sequence {ukn}∞k=0 → un and the correction vector δukn is found
by solving (
I − γnJ(ukn)
)
δukn = −G(ukn), (11)
which is a linear system involving the Jacobian matrix J = ∂F/∂u. Recalling the form of F from
(2),
F(u) = −κAα/2u + S(u)
we find that the Jacobian matrix has the form
J(u) = −κAα/2 + ∂S
∂u
.
Both F and J involve the dense matrix Aα/2, whose formation must be avoided for reasons of
efficiency. In the case of F, we utilise an efficient method for evaluating the matrix function
vector product Aα/2u without forming Aα/2 itself. This is discussed in Section 2.2. In the case of
J, we utilise a linear solver for (11) that operates Jacobian-free, eliminating the need to form J
altogether. This is discussed in Section 2.3.
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2.2. Contour integration method for computing Aα/2b
We first remark that given the matrix A = tridiag(−1, 2,−1)/h2, the product Aα/2b could be
efficiently computed using the spectral representation of A and discrete sine transforms. We
have
Aα/2b = Q diag(λα/2j ) Q
T b (12)
where
λ j =
4
h2
sin2
(
pi j
2N
)
, qi j =
√
2
N
sin
( i jpi
N
)
and hence Aα/2b can be computed with two discrete sine transforms and a scaling, for which fast
algorithms are available [3, 33].
We choose not to exploit this property, so that the method we derive is more general and appli-
cable to cases where the spectral representation of A is unknown. In particular we envisage that
the method will prove useful for discretisations utilising finite differences/elements/volumes on
non-uniform meshes.
Instead of using the spectral representation, we adopt the technique proposed by Hale et al. [14]
for efficiently evaluating the matrix function vector product f (A)b for a wide class of functions
f , including f (A) = Aα/2, and A with eigenvalues on or near the positive real axis. In our appli-
cation, and indeed with standard discretisations of the Laplacian (whether on uniform meshes or
otherwise), A is a positive definite matrix, which certainly meets the requirements.
The method of Hale et al. utilises the definition of f (A)b in terms of a contour integral in the
complex plane [14]:
f (A)b =
1
2pii
∫
Γ
f (z)(zI − A)−1b ,
where Γ is a closed contour lying in the region of analyticity of f and enclosing the spectrum
of A. In principle this definition can be used to evaluate f (A)b by numerical quadrature. Hale
et al. use conformal mappings to cleverly choose the quadrature points in such a way that the
number of points required to achieve a given level of accuracy grows only logarithmically with
the condition number of A.
The basic principle is to apply the midpoint rule over a circle contained within an annulus whose
outer boundary maps to the interval (−∞, 0] and whose inner boundary maps to the interval
[λ1, λN] – see Figure 1. The construction of this conformal map is described in detail by Hale
et al. [14]. Under this mapping, equally-spaced quadrature points on the circle in the preimage
map to a nonuniform distribution of quadrature points in the z-plane.
This leads to a formula of the form
f (A)b ≈
n∑
j=1
w j(ξ jI − A)−1b
where the formulas for the weights w j and shifts ξ j are determined by the mapping and involve
Jacobi elliptic functions [14]. The resulting numerical scheme converges geometrically and re-
quires only shifted linear solves with the (sparse) matrices ξ jI − A. Furthermore, since A is
real-valued, we can integrate over only the upper half of the contour and apply symmetry, re-
ducing the number of linear system solves required by half [14]. We solve these linear systems
by sparse direct methods using MATLAB’s backslash operator. The algorithm, based on Hale et
al.’s method 2, is shown below.
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Figure 1: Conformal map from the preimage annulus (left) to the domain C\{(−∞, 0]∪ [λ1, λN]}
(right) yields a nonuniform distribution of quadrature points.
% Contour i n t e g r a t i o n method f o r comput ing A ˆ ( a lpha / 2 ) ∗ y .
% Based on Hale e t a l . ’ s method 2 .
f unc = @( x ) x . ˆ ( a l p h a / 2 ) ;
J = 3 5 ;
uu = z e r o s ( s i z e (A, 1 ) , 1 ) ;
k = ( (M/m) ˆ ( 1 / 4 ) −1) / ( (M/m) ˆ ( 1 / 4 ) +1) ;
Ll = − l o g ( k ) / pi ;
[K, Kp ] = e l l i p k k p ( Ll ) ;
t = . 5 i ∗Kp − K + ( . 5 : J ) ∗2∗K / J ;
[ v , cn , dn ] = e l l i p j c ( t , Ll ) ;
w = (m∗M) ˆ ( 1 / 4 ) ∗ ( ( 1 / k+v ) . / ( 1 / k−v ) ) ;
d z d t = cn . ∗ dn . / ( 1 / k−v ) . ˆ 2 ;
f o r j = 1 : J
gamma = ( f unc (w( j ) ˆ 2 ) /w( j ) ) ∗ d z d t ( j ) ;
uu = uu + (gamma∗ ( (w( j ) ˆ2∗ I−A) \y ) ) ;
end
s igma = −8∗K∗ (m∗M) ˆ ( 1 / 4 ) / ( k∗ pi ∗ J ) ∗A;
fAv = imag ( s igma ∗uu ) ;
2.3. Jacobian-free Newton-Krylov methods
To avoid explicitly forming J(ukn), and hence Aα/2, in solving equation (11), we turn to Jacobian-
free Newton-Krylov methods. Briefly (for more details consult Saad [36]), a Krylov subspace
method for solving A˜x = b is a projection method onto the Krylov subspace
Km(A˜,b) = span{b, A˜b, . . . , A˜m−1b}. (13)
Applied to (11) with A˜ = I − γnJ(ukn), x = δukn and b = −G(ukn), the process of building (a basis
for) the subspace Km(A˜,b) requires repeated actions of the matrix A˜ on suitably chosen vectors
v:
A˜v = v − γnJ(ukn)v.
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Crucially, the Jacobian-vector product J(ukn)v can be approximated without the explicit formation
of the Jacobian itself by using a first order forward difference
J(ukn)v ≈
F(ukn + v) − F(ukn)

(14)
with an appropriate shift value  [19]. With F(ukn) already computed, each Jacobian-vector prod-
uct requires one additional evaluation of the function F, which is carried out using the technique
outlined in Section 2.2.
Jacobian-free Newton-Krylov methods as described above, while extremely versatile, are known
to perform poorly on problems derived from stiff ODEs, unless an appropriate preconditioner is
provided [15, 19, 36]. If this preconditioner takes the form of a matrix M ≈ A˜, then the problem
solved is actually the preconditioned linear system
M−1A˜x = M−1b (15)
and the solution is chosen from the preconditioned Krylov subspace
Km(M−1A˜,b) = span{b, (M−1A˜)b, . . . , (M−1A˜)m−1b}. (16)
The key to constructing a good preconditioner is to find a matrix M that is easy to invert, but
which captures the dominant source of stiffness in the problem. In the next section we discuss
how to construct such a preconditioner for the fractional reaction-diffusion equation.
3. Banded Preconditioner
In this section we describe how to construct an effective preconditioner M for the discretised
fractional reaction-diffusion equation (2). Recalling the linear system matrix A˜ from Section 2.3,
we have
A˜ = I − γnJ = I − γn
(
−κAα/2 + ∂S
∂u
)
. (17)
It is evident from equation (17) that the Jacobian owes its density to the matrix Aα/2. In our case,
with A = tridiag(−1, 2,−1)/h2, a fast inversion of Aα/2 is available using fast sine transforms
(just replace α with −α in (12)) and this has been previously utilised in a preconditioner by
Moroney and Yang [33].
In this work, we do not employ this approach for two reasons. First, that approach treats only
the linear, diffusion part of the problem. In many applications this is actually sufficient for pre-
conditioning purposes, but there are examples where treating the full nonlinearity of the problem
in the preconditioner is important (see Example 3 in Section 4.3). Second, as discussed in Sec-
tion 2.2, we wish for our method to apply more generally, including for problems using spatial
discretisations for which fast inversion methods of the system matrix are unavailable.
Instead, we seek a banded matrix B that closely approximates Aα/2 and is efficient to form and
factorise. The notion that such a matrix exists is motivated by Figure 2 (left), which is a visu-
alisation of the magnitude of the elements of Aα/2 for a particular set of parameters (fractional
order α = 1.5, dimension of N = 1000). Though the matrix is fully dense, the magnitudes of the
elements decay rapidly away from the main diagonal, where the largest (darkest) elements are
found.
8
200 400 600 800 1000
200
400
600
800
1000  
 
200 400 600 800 1000
200
400
600
800
1000
−6
−4
−2
0
2
4
Figure 2: Visualisation of the elements of log10(|Aα/2|) (left) and log10(|B˜|) with α = 1.5 and
N = 1000. The magnitude of the elements decays rapidly away from the main diagonal.
Nevertheless, constructing only part of the fractional matrix power Aα/2 is no simple task. So
instead we turn to another, related, fractional differential operator, the Riesz fractional derivative
∂α/∂|x|α (e.g. Yang et al. [50]):
∂α
∂|x|α u(x, t) = −cα(aD
α
x + xD
α
b )u(x, t) (18)
where aDαx and xD
α
b are the left and right Riemann-Liouville fractional derivatives defined in
equations (5) and (6) and cα = [2 cos(piα/2)]−1.
The Riesz fractional derivative may be defined on a finite domain, such as with a = 0 and b = L,
or on the entire real line, by taking a = −∞ and b = ∞. Indeed it is the latter case that establishes
the link between this operator and the fractional Laplacian. The fractional Laplacian too can be
defined on the entire real line, by means of its Fourier representation [37]
−(−∇2)α/2u(x) = −F −1|ξ|αF u(x) (19)
where F denotes the Fourier transform. One can show [50] that this definition is equivalent to
(18) with a = −∞ and b = ∞: that is, the Riesz fractional derivative and the fractional Laplacian
are equivalent operators on the real line.
The equivalence of the operators on the real line motivates using one operator as a preconditioner
for the other on the finite domain [0, L]. While on finite domains the two operators are distinct, it
is observed that their actions closely approximate one another, particular for α close to 2 [50, 33].
Hence we may expect that the spectral properties of the Riesz operator on a finite domain may
be sufficiently close to those of the Laplacian operator for the former to function as an effective
preconditioner of the latter. We now examine this claim more closely by comparing the matrices
and their spectra.
The shifted Gru¨nwald finite difference discretisation of the Riesz derivative gives rise to a matrix
representation B˜ with structure [31]
B˜i, j =
cα
hα

gi− j+1, j < i − 1
g2 + g0, j = i − 1
2g1, j = i
g2 + g0, j = i + 1
g j−i+1, j > i + 1
(20)
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where the normalised Gru¨nwald weights are defined by
g0 = 1, gk =
(
1 − α + 1
k
)
gk−1, k = 1, 2, . . . .
Figure 2 (right) is a visualisation of the magnitudes of the elements of B˜ for the same set of pa-
rameters as Figure 2 (left). The two figures are very similar, with only close inspection revealing
any minor visual differences in the two. The key difference between Aα/2 and B˜ as far as we are
presently concerned is that it is straightforward to compute only the matrix elements of B˜ within
a given bandwidth using (20).
We remark that other discretisations of the Riesz operator are possible, including methods based
on the L2 algorithm [27]. In this paper the Gru¨nwald discretisation is utilised owing to its partic-
ularly simple Toeplitz matrix structure.
The coefficient cα appearing in (18) and hence in (20) is interesting. For α near 2, its value
is cα ≈ −1/2. But in the limit α → 1, this coefficient becomes unbounded. Given that the
coefficient derives from the infinite domain equivalence between the fractional Laplacian and
Riesz operators, it seems reasonable to exclude this coefficient in present application on finite
domains where exact equivalence of the operators is not attained or required. Thus, we propose
using the modified form of the Riesz discretisation
Bi, j =
−1
2hα

gi− j+1, j < i − 1
g2 + g0, j = i − 1
2g1, j = i
g2 + g0, j = i + 1
g j−i+1, j > i + 1
. (21)
In Figure 3 we examine the degree to which B˜ (20) and B (21) are good approximations of
Aα/2 over a range of α values. On the left of Figure 3, we plot the progression of eigenvalues
of Aα/2 and B˜ from smallest to largest, for a particular example of dimension 100 with α =
1.01, 1.1, 1.5, 1.8. On the right of Figure 3 we do the same for B. We observe that only for B are
the eigenvalues of the two matrices in good agreement across a range of α values, particularly
near the edges of the spectrum, which is precisely what we would hope to see from an effective
preconditioner.
Thus with B in place of Aα/2 in (17), our preconditioner takes the form
M = I − γn
(
−κB + ∂S
∂u
)
. (22)
In practice, we hope not to form all of B, but only a banded approximation of it. In Figure 4 we
plot the error between the eigenvalues of the full B and a sequence of banded approximations to
B: B3 (bandwidth of 3), B11 (bandwidth of 11) and B21 (bandwidth of 21). It can be seen that even
for bandwidth 3 the eigenvalues are well approximated, and that this approximation improves
with increasing bandwidth. In the next section we will apply this banded preconditioner to several
test problems, including a detailed investigation of its effectiveness for different bandwidths and
different values of α.
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Figure 3: Left: eigenvalues λi of Aα/2 (blue) and B˜ (red) with dimension 100 × 100 for varying
α values. Right: eigenvalues λi of Aα/2 (blue) and B (red) with dimension 100 × 100 for varying
α values.
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Figure 4: Absolute eigenvalue error for banded approximations Bb of bandwidth b = 3, 11, 21
compared to the eigenvalues of the full matrix B.
4. Numerical Results
To investigate the effectiveness of our preconditioned solver, we consider three examples. In
Section 4.1 we begin with the linear space-fractional diffusion equation with no reaction term.
We confirm that the numerical solution converges at the expected rate to the known analytical so-
lution, and we also investigate the effect of the preconditioner on this linear problem. In Sections
4.2 and 4.3 we consider two further nonlinear examples: a fractional Zeldovich equation and a
fractional Allen-Cahn equation. In all problems homogeneous Dirichlet boundary conditions are
imposed.
For all examples, we chose GMRES [36] as our Krylov subspace method within CVODE, and set
absolute and relative tolerances to 10−6 and 10−4 respectively. We used 35 quadrature points in
the contour integral method of Section 2.2, which was sufficient to achieve the required accuracy
for all problems. The testing platform was a quad-core Intel i5-4670K machine with 4.2GHz
clock speed running MATLAB 2014a and SUNDIALS 2.5 compiled with GNU gcc 4.7.4 on the
Xubuntu 14.04 operating system.
4.1. Example 1: Linear Problem
We begin our investigations with the linear space-fractional diffusion equation given by equation
(1) with S = 0:
∂u
∂t
= −κ
(
−∇2
)α/2
u, u(x, 0) = x(1 − x)ex, 0 ≤ x ≤ 1 . (23)
To confirm the accuracy of our numerical scheme we computed a table of errors by comparing
12
N error ratio
320 1.358e-06 –
640 3.403e-07 3.99
1280 8.504e-08 4.00
2560 2.101e-08 4.05
5120 5.161e-09 4.07
Table 1: Maximum error for solving equation (23) with κ = 1 to time t = 0.1 on a sequence of
meshes with N increasing by factors of 2. The ratios of successive errors is approximately 4,
indicating that second order convergence in space is achieved.
the numerical solution to the analytical solution of (23) given by
cn =
8pin
(
exp(1)(−1)n+1(pi2n2 − 1) − 2
)
(pi2n2 + 1)3
(24)
φn(x) = sin(pinx) (25)
u(x, t) =
∞∑
n=1
cnφn(x) exp(−κ(npi)αt). (26)
In Table 1 we present the maximum error in the numerical solution at time t = 0.1 for κ = 1 and
α = 1.5 over a sequence of refined meshes with N = 320, 640, 1280, 2560, 5120. By observing
that the ratios of successive errors is approximately 4, we are able to verify numerically that the
solution is converging with second order spatial accuracy, as expected.
To verify that the banded preconditioner is effective at accelerating the linear GMRES solver
used in the Jacobian-free Newton-Krylov method for this problem, we tabulate the key statistics
relating to the numerical solution process in Table 2, for the parameters κ = 1, α = 1.5 and
α = 1.1, N = 214 and N = 216 and solving to t = 0.5. The first column lists the bandwidth used in
forming the preconditioner, where a dash indicates no preconditioner was used at all. The second
column is the most important, measuring the total run time of the solver, in seconds. Columns
3 and 4 indicate how many times CVODE triggered the preconditioner to be updated (which
involves forming and factorising the banded matrix), and how much of the total run time this
accounted for. Column 5 indicates how much run time applying the preconditioner accounted for.
Columns 6 and 7 indicate how many evaluations of the nonlinear function F(u) = −κAα/2u+S(u)
were required, and how much of the total run time this accounted for.
It is clear that without preconditioning, the linear solver performs very poorly, and the run time
is high. With increasing preconditioner bandwidth, run time is observed to reduce dramatically,
up to a certain bandwidth (shaded). Beyond this bandwidth, the run time begins to increase.
From columns 3 and 4 we can see that beyond the shaded bandwidth, the number of precondi-
tioner setups required remains largely the same. We conclude that at this level of bandwidth, the
preconditioner is doing as well as it can do in approximating the true Jacobian. As the band-
width is increased further, the cost of the preconditioner setup continues to grow, as the expense
of forming and (especially) factorising the banded matrix becomes more significant, but this
additional cost is not offset sufficiently by the further reduction in the number of F evaluations.
Hence it is clear that a balance must be found between the cost of forming and factorising the
preconditioner, and its effectiveness at reducing F evaluations. For example, by trial and error,
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N = 214, α = 1.5
bandwidth run time M setups M setup time M app time F evals F time
– 1232.59 – – – 19886 1224.24
51 39.75 13 0.67 1.49 539 37.19
101 22.57 13 1.71 1.28 303 19.37
151 22.96 13 2.98 1.66 277 18.13
201 23.35 12 4.10 2.01 259 17.05
301 27.28 12 7.47 2.76 239 16.85
N = 216, α = 1.5
bandwidth run time M setups M setup time M app time F evals F time
– 30485.51 – – – 76432 30345.14
101 359.94 22 10.61 12.92 894 334.47
151 306.23 14 11.64 15.32 741 277.62
201 212.09 12 15.26 13.26 490 182.48
301 197.23 12 29.23 16.29 403 150.80
401 184.56 13 51.39 16.84 310 115.61
501 207.89 14 79.59 18.72 290 108.29
N = 214, α = 1.1
bandwidth run time M setups M setup time M app time F evals F time
– 263.61 – – – 4036 261.62
51 13.74 8 0.39 0.41 207 12.82
101 14.58 8 1.00 0.70 194 12.76
151 13.99 9 1.95 0.91 174 11.03
201 14.06 8 2.65 1.14 164 10.16
301 18.56 8 4.86 1.89 183 11.68
N = 216, α = 1.1
bandwidth run time M setups M setup time M app time F evals F time
– 2068.24 – – – 5010 2058.76
51 103.96 6 1.17 2.46 265 99.76
101 100.31 8 3.79 3.55 247 92.44
151 97.61 8 6.64 4.70 231 85.76
201 102.34 7 8.94 6.15 232 86.74
301 110.23 8 19.48 8.69 219 81.57
Table 2: The key statistics from the numerical simulation of equation (23) with N = 214 (top)
and N = 216 (bottom). Parameters κ = 1 and α = 1.5 and α = 1.1 were used and solution was
found up to t = 0.5. Bandwidth refers to the bandwidth of the banded preconditioner, – implies
no preconditioner was applied. Run time measures the total time for CVODE to complete its
time-stepping (in seconds), M setups refers to the number of times the preconditioner M was
formed and factorised while M setup time refers to the time it took to complete that process (in
seconds). M app time was the total amount of time spent applying the banded preconditioner
(in seconds). F evals refers to the number of evaluations of the nonlinear function F. F time (in
seconds) is the amount of time spent evaluating F.
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the (near-)optimal balance for N = 216, α = 1.5 was found to be achieved with a bandwidth of
401, such that 115.61 seconds out of 184.56 seconds in total were spent on F evaluations, which
represents 63% of the total run time, while 51.39 seconds were spent on forming and factorising
the preconditioner, which represents about 29% of the run time. Most of the remainder of the
run time was spent applying the preconditioner, at around 16.84 seconds or 9% of the run time.
No significant time at all was spent in the CVODE implementation code itself. We note that
at a bandwidth of 401, this preconditioner has a density of 0.62%, yet is extremely effective at
preconditioning the fully dense Jacobian matrix.
For α = 1.1, the problem appears easier to solve numerically, either with or without precondi-
tioning. For example, with N = 216 the runtime for α = 1.1 without preconditioning was just
over 2000 seconds, compared with more than 30000 seconds for α = 1.5. However, the precon-
ditioner continues to remain effective at this small value of α, with a minimal run time associated
with a bandwidth of 151 of just 97.61 seconds, more than an order of magnitude improvement
over the non-preconditioned run.
4.2. Example 2: Zeldovich Equation
We now consider a fractional variant of the Zeldovich equation [8]
∂u
∂t
= −κ(−∇2)α/2u + u2(1 − u), u(x, 0) = 1
10
x(5 − x) exp(−(x − 2.5)2), 0 ≤ x ≤ 5 . (27)
The classical Zeldovich equation arises in combustion theory, where the unknown u represents
temperature while the nonlinear reaction term corresponds to the generation of heat by combus-
tion [8]. We take κ = 0.45 and solve from t = 0 to t = 20. Plots of the evolution of the solution
for six different values of α are given in Figure 5.
The numerical solution statistics for this problem are presented in Table 3, with the same format
as Table 2. For N = 214, α = 1.5 with a bandwidth of 151 we recorded a run time of 23.13
seconds as the minimum run time observed. Almost 79% of that time is spent in F evaluations,
while forming and factorising the banded preconditioner only consumed 14% of the run time.
Similar results are observed for N = 216, α = 1.5 with a bandwidth of 401 and a run time
of 219.99 seconds. This compares with some 22791.13 seconds, or just over 6 hours, without
preconditioning, highlighting again the essential requirement of preconditioning for problems of
this nature.
With α = 1.1 the problem was once again found to be easier to solve numerically than with
α = 1.5, with the total runtime for N = 216 reduced to 3926.06 seconds without preconditioning.
With a bandwidth of 301, the preconditioned run took just 174.33 seconds for the same problem,
establishing again the effectiveness of the preconditioner even on this small α problem.
Figure 6 further emphasises the benefits of the preconditioner by plotting the evolution of the
order q (blue) and stepsize τn (red) used by CVODE throughout the simulation for N = 216, α =
1.5. Recall that CVODE dynamically adjusts both of these quantities throughout the simulation,
with a view to taking as few steps as possible while meeting the specified local error tolerances.
In particular, the order q can vary between 1 and 5.
In the top of Figure 6, with no preconditioning, the order and stepsize vary erratically over the
course of the simulation, with the order predominantly at 1, occasionally rising to 2 and rarely to
3. As a result, more than 1400 steps are required to advance the solution to t = 20. Conversely,
at the bottom of the figure, with the banded preconditioner applied, the order quickly increases
to 3, where it remains for the duration, and the stepsize increases monotonically throughout. The
final time of t = 20 is reached in fewer than 90 steps.
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Figure 5: Evolution of example 2, equation (27). Time ranges from t = 0 up to t = 20 with
α = 1.01 (top left), α = 1.1 (top right), α = 1.2 (middle left), α = 1.5 (middle right), α = 1.7
(bottom left) and, α = 2 (bottom right) and κ = 0.45. Initial condition was u(x, 0) = 110 x(5 −
x) exp(−(x − 2.5)2).
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N = 214, α = 1.5
bandwidth run time M setups M setup time M app time F evals F time
– 1588.05 – – – 23631 1576.97
51 45.13 16 0.96 1.49 574 42.29
101 26.11 12 1.72 1.40 345 22.78
151 23.13 13 3.16 1.66 279 18.12
201 25.63 12 4.42 2.19 277 18.83
301 27.22 13 8.85 2.83 237 15.38
N = 216, α = 1.5
bandwidth run time M setups M setup time M app time F evals F time
– 22791.13 – – – 54048 22692.44
101 411.48 41 23.84 15.53 844 370.01
151 315.10 29 28.31 15.46 616 269.73
201 351.83 16 23.51 22.98 685 303.55
301 246.52 12 32.49 21.44 434 191.45
401 219.99 13 55.63 21.19 342 142.30
501 221.74 13 77.67 21.55 303 121.77
N = 214, α = 1.1
bandwidth run time M setups M setup time M app time F evals F time
– 566.62 – – – 8909 562.77
101 26.43 13 1.87 1.40 342 22.94
151 24.09 12 3.05 1.76 281 19.09
201 23.95 12 4.38 2.05 267 17.33
301 29.95 12 8.37 3.25 263 18.14
401 35.85 12 13.24 4.36 257 18.06
N = 216, α = 1.1
bandwidth run time M setups M setup time M app time F evals F time
– 3926.06 – – – 9962 3907.84
101 215.59 15 9.04 8.19 441 197.21
151 187.39 11 10.43 9.51 387 166.51
201 185.22 11 15.77 11.68 387 156.87
301 174.33 11 28.86 14.60 325 130.10
401 194.52 11 46.09 18.88 305 128.78
Table 3: The key statistics from the numerical simulation of equation (27) with N = 214 (top) and
N = 216 (bottom). Parameter κ = 0.45 was used and solution was found up to t = 20. Bandwidth
refers to the bandwidth of the banded preconditioner, – implies no preconditioner was applied.
Run time measures the total time for CVODE to complete its time-stepping (in seconds), M
setups refers to the number of times the preconditioner M was formed and factorised while M
setup time refers to the time it took to complete that process (in seconds). M app time was the
total amount of time spent applying the banded preconditioner (in seconds). F evals refers to the
number of evaluations of the nonlinear function F. F time (in seconds) is the amount of time
spent evaluating F.
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Figure 6: Order and stepsize evolution for example 2, equation (27) with different preconditioner
bandwidths. N = 216 spatial discretisations are used. The top subplot does not use a precon-
ditioner. The bottom subplot uses the banded preconditioner with bandwidth 301. Parameter
values are κ = 0.45, α = 1.5, solved to t = 20.
18
N = 214
bandwidth run time M setups M setup time M app time F evals F time
– 2920.48 – – – 45711 2900.48
51 16.18 18 0.96 0.49 236 14.58
101 17.96 19 2.56 0.83 233 14.42
151 18.04 19 4.42 1.05 201 12.43
201 20.26 20 6.98 1.29 191 11.86
301 26.24 19 12.40 1.95 188 11.75
401 32.20 19 19.07 2.27 173 10.73
N = 216
bandwidth run time M setups M setup time M app time F evals F time
– 85281.25 – – – 194790 84871.79
51 1042.06 33 7.04 25.67 2673 1002.84
101 125.68 17 9.00 4.31 300 111.66
151 116.95 16 14.11 5.29 259 96.93
201 212.41 15 20.23 12.90 479 178.26
301 126.09 15 38.04 8.44 212 79.07
401 162.46 16 64.21 12.06 229 85.63
Table 4: The key statistics from the numerical simulation of equation (28) with N = 214 (top)
and N = 216 (bottom). Parameters κ = 0.005 and α = 1.8 were used and solution was found
up to t = 20. Bandwidth refers to the bandwidth of the banded preconditioner, – implies no
preconditioner was applied. Run time measures the total time for CVODE to complete its time-
stepping (in seconds), M setups refers to the number of times the preconditioner M was formed
and factorised while M setup time refers to the time it took to complete that process (in seconds).
M app time was the total amount of time spent applying the banded preconditioner (in seconds).
F evals refers to the number of evaluations of the nonlinear function F. F time (in seconds) is the
amount of time spent evaluating F.
4.3. Example 3: Allen-Cahn problem
In our final example we consider a fractional Allen-Cahn equation
∂u
∂t
= −κ(−∇2)α/2u + 10u(1 − u2), 0 ≤ x ≤ 1. (28)
which we use to highlight the advantage of including the nonlinear effects in the preconditioner.
Following Kassam and Trefethen [18] we use the initial condition u(x, 0) = 0.53x(1 − x) +
0.47 sin(4pix), along with κ = 0.005. Timings for this problem solved to t = 20 with α = 1.8
are exhibited in Table 4, and indicate once again that the preconditioner is highly effective at
reducing the number of function evaluations and runtime required to obtain the solution.
Solving this problem to a much longer time, t = 1000, yields some very interesting behaviour.
The solutions for α ∈ {1.01, 1.2, 1.4, 1.6, 1.8, 2.0} are shown in Figure 7. They exhibit a phe-
nomenon known as metastability [18]. Near the two stable equilibria at u = ±1, the solution
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N = 212
preconditioner run time M setups M setup time M app time F evals F time
Banded 101 27.05 70 3.20 2.38 1165 21.47
Linear only 89.60 325 < 0.1 3.89 4420 85.71
Nonlinear only 999.75 4152 3.39 5.75 47368 990.61
Exact 226.39 71 122.47 81.22 1160 22.71
Table 5: Comparison of the effectiveness of three different preconditioning techniques: the
banded preconditioner M = I − γn (−κB + ∂S/∂u) with bandwidth 101; the exact linear pre-
conditioner MFFT = I − γn
(
−κAα/2
)
and the exact nonlinear preconditioner Mexact = I −
γn
(
−κAα/2 + ∂S/∂u
)
. Only included is Mnonlinear = I − γn∂S/∂u to demonstrate that both the
nonlinear and fractional diffusion term is required.
appears flat, while between these regions it can change sharply from one stable equilibrium to
the other. Temporally, the solution can appear to have reached a steady-state, before suddenly
flipping to another regime.
To highlight the importance of including the contributions from both the linear diffusion term
and the nonlinear reaction term in the preconditioner M = I − γn (−κB + ∂S/∂u), we compare
it with several alternative preconditioners for this problem. The first, Mlinear = I − γn
(
−κAα/2
)
,
exactly treats the stiff, linear component of the problem. For the finite difference discretisation
A = tridiag(−1, 2,−1)/h2 considered in this paper, the linear preconditioner actually appears
very attractive, because it can be inverted in a completely matrix-free manner using fast sine
transforms [33]. The second alternative we consider is Mnonlinear = I− γn∂S/∂u, which treats the
nonlinear component only.
Running the simulation to t = 1000 with N = 212, yielded the results exhibited in Table 5.
For the banded preconditioner M with bandwidth 101, 1165 F evaluations were required, for
27.05 seconds total run time. This compares very well against the results for the linear-only
preconditioner Mlinear, which required more than triple the number of F evaluations at 4420,
for 89.60 seconds total run time. In other words, the banded preconditioner yields a solution
more than three times faster for this problem, despite the linear preconditioner requiring no setup
time, and treating the diffusion term exactly. Meanwhile the nonlinear-only preconditioner is not
competitive at all, as it completely fails to treat the stiff reaction term.
We can gain a further appreciation of how effective the banded preconditioner is, if we put
aside run time considerations for a moment and actually use the “exact inverse” preconditioner
Mexact = I − γn
(
−κAα/2 + ∂S/∂u
)
, despite the excessive cost of forming and factorising this
dense matrix. With this preconditioner, the solver reaches the final time t = 1000 with 1160 F
evaluations: just five fewer evaluations than with the banded preconditioner. In other words, the
banded preconditioner is almost as effective as the exact inverse at reducing function evaluations
for this problem, but is more than an order of magnitude faster to form and factorise.
Finally, it is interesting to observe the stepsize evolution over the course of the simulation for
this problem. From Figure 7, for α = 1.8, we see that the solution “flips” between states twice:
first at around t = 100 and again at around t = 300, before settling down into true steady-state
behaviour. In Figure 8 we observe that CVODE rapidly reduces the stepsizes at precisely these
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Figure 7: Evolution of the solution for Example 3 (28). Solution evolutions are from t = 0 up
to t = 1000 with α = 1.01 (top left), α = 1.2 (top right), α = 1.4 (middle left), α = 1.6 (middle
right), α = 1.8 (bottom left) and, α = 2 (bottom right) with κ = 0.005. Initial condition was
u(x, 0) = 0.53x(1 − x) + 0.47 sin(4pix).
21
010
0
20
0
30
0
40
0
50
0
60
0
70
0
80
0
90
0
1,
00
0
10−1
101
103
Time
S
te
p
S
iz
e
Figure 8: Stepsize evolution for Example 3 solved to t = 1000 with preconditioner bandwidth of
201. N = 212 spatial discretisations are used.
two critical moments, before returning them just as rapidly to their previous levels. Furthermore,
CVODE is not fooled by the apparently steady behaviour between flips: it maintains an almost
uniform stepsize throughout this period rather than attempting to increase the stepsize as if the
solution was heading towards steady state.
5. Conclusions
In this paper we have developed a new preconditioner that allows for efficient, high-accuracy
solution of stiff nonlinear reaction-diffusion equations with fractional Laplacians. The precon-
ditioner exploits the close relationship between the fractional Laplacian and the Riesz fractional
derivative by utilising a banded approximation to the discrete Riesz matrix. This approximation
captures the dominant source of stiffness in the fractional diffusion term but is efficient to form
and factorise. Crucially, this approach also allows the effect of the nonlinearity in the reaction
term to be incorporated into the preconditioner.
The preconditioner provides the necessary acceleration of the Krylov subspace linear solver to
permit variable-order, variable-stepsize initial value problem solvers to operate with high effi-
ciency in Jacobian-free Newton-Krylov mode. It is easily incorporated into modern packages
such as CVODE. Numerical experiments confirm that the solver uses high order integration and
takes large steps, reaching the final simulation time with far fewer function evaluations than
without preconditioning. The experiments reveal that the preconditioner is effective at quite low
bandwidths, with formation and factorisation times contributing only a small percentage to the
total runtime.
In the case of problems exhibiting stiff nonlinear reaction terms, the inclusion of these nonlinear
effects in the preconditioner leads to a significantly more efficient solver. In the Allen-Cahn
example, the banded preconditioner with nonlinear effects included was much more efficient
than the exact inverse of the linear problem, despite the latter exactly capturing the stiffness in
the diffusion term. Indeed it was almost as effective as the exact inverse of the full nonlinear
problem, indicating that it accurately captures all the important dynamics of the problem, while
completely avoiding the need to form and factorise the dense Jacobian matrix.
The approach we have described should be applicable to further problems, including those where
alternative discretisations have been used to generate the Laplacian matrix, and those where
22
alternative boundary conditions have been imposed. In either case, a corresponding discretisation
of the Riesz operator is all that is required to form the preconditioner.
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