Purdue University

Purdue e-Pubs
Open Access Dissertations

Theses and Dissertations

January 2015

INDICES AND ECOINFORMATICS TOOLS
FOR THE STUDY OF SOUNDSCAPE
DYNAMICS
Luis Javier Villanueva-Rivera
Purdue University

Follow this and additional works at: https://docs.lib.purdue.edu/open_access_dissertations
Recommended Citation
Villanueva-Rivera, Luis Javier, "INDICES AND ECOINFORMATICS TOOLS FOR THE STUDY OF SOUNDSCAPE
DYNAMICS" (2015). Open Access Dissertations. 1324.
https://docs.lib.purdue.edu/open_access_dissertations/1324

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.

Graduate School Form 30
Updated 1/15/2015

PURDUE UNIVERSITY
GRADUATE SCHOOL
Thesis/Dissertation Acceptance
This is to certify that the thesis/dissertation prepared
By Luis J. Villanueva-Rivera
Entitled
INDICES AND ECOINFORMATICS TOOLS FOR THE STUDY OF SOUNDSCAPE DYNAMICS

For the degree of Doctor of Philosophy
Is approved by the final examining committee:
Bryan C. Pijanowski
Chair

Patrick A. Zollner
Jeffrey D. Holland
Songlin Fei

To the best of my knowledge and as understood by the student in the Thesis/Dissertation
Agreement, Publication Delay, and Certification Disclaimer (Graduate School Form 32),
this thesis/dissertation adheres to the provisions of Purdue University’s “Policy of
Integrity in Research” and the use of copyright material.

Approved by Major Professor(s): Bryan C. Pijanowski

Approved by: Robert Swihart
Head of the Departmental Graduate Program

11/29/2015
Date

INDICES AND ECOINFORMATICS TOOLS FOR
THE STUDY OF SOUNDSCAPE DYNAMICS

A Dissertation
Submitted to the Faculty
of
Purdue University
by
Luis J. Villanueva-Rivera

In Partial Fulfillment of the
Requirements for the Degree
of
Doctor of Philosophy

December 2015
Purdue University
West Lafayette, Indiana

ii

A mi patria.
Libre tu cielo, sola tu estrella.

iii

ACKNOWLEDGMENTS
I want to thank my dissertation committee, Bryan C. Pijanowski, Patrick A. Zollner, Jeffrey D. Holland, and Songlin Fei, for valuable discussions about the analysis
and preparation of the studies in this volume. I give special thanks to the members of the HEMA lab, in particular Brian Napoletano, Sarah Dumyahn, Maryam
Ghadiri Khanaposhtani, Amandine Gasc, Jinha Jung, Jonah Duckles, Kat Lillie, Jarrod Doucette, Matt Harris, Jim Plourde, and Burak Pekin for insightful discussions
and help with these studies in the field and the lab. I also thank Stuart Gage for
sharing computer code and for his encouragement.
The staff of the FNR department were very helpful with all kinds of issues, in
particular navigating the huge bureaucracy of an institution the size of Purdue. In
particular I want to thank Kelly J. Wrede, Christine J Hofmeyer, Jennifer L. Spitznagle, Theresa M. Baker, Diana J. Evans, and Betty S. Barlow.
Financial support was provided by the Department of Forestry and Natural Resources in teaching and research assistantships and a Graduate Assistance in Areas of
National Need (GAANN) fellowship. Funds for field work at the La Selva Biological
Station in Costa Rica were provided by the Francis J. Bossuyt Memorial Fellowship
and the Rowe Family Fellowship via a graduate fellowship from the Organization of
Tropical Studies. Funding for sensors used in the Tippecanoe soundscape study was
obtained by a grant from the Lilly Foundation to Purdue.
This research received computing support from Information Technology at Purdue
University. This support included data storage and computing time in the Windows
High Performance Computing Cluster and the Fortress Archive. In addition, Infor-

iv
mation Technology at the College of Agriculture provided essential computing and
networking support. For sharing computer code, I thank Almo Farina, Stuarg Gage,
and Natalie T. Boelman. I also thank Agustin Lobo for helping find and diagnose
bugs in the software code.
The research in this volume would not have been possible without the valuable
contributions by many software developers in the open source software community.
I have to give special thanks to the members of the Puerto Rican Student Association at Purdue. The friendships developed over the years made it easier to survive
both graduate school and living away from home.

v

TABLE OF CONTENTS
Page
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ix

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

1 Soundscape Informatics: Using Ecological Informatics Paradigm to Address
Common Challenges of Soundscape Ecological Research . . . . . . . . . .

1

1.1

Biological Contributions to the Soundscape . . . . . . . . . . . . . .

3

1.1.1

Acoustic Niche Hypothesis . . . . . . . . . . . . . . . . . . .

4

1.1.2

Acoustic Adaptation Hypothesis . . . . . . . . . . . . . . . .

6

Measuring the Biophony . . . . . . . . . . . . . . . . . . . . . . . .

8

1.2.1

Soundscape Indices . . . . . . . . . . . . . . . . . . . . . . .

8

1.2.2

Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . .

10

1.2.3

Recognizable Taxonomic Units . . . . . . . . . . . . . . . . .

11

1.2.4

Subsampling . . . . . . . . . . . . . . . . . . . . . . . . . . .

12

Ecoinformatics and Soundscape Ecology . . . . . . . . . . . . . . .

12

1.3.1

Data Life Cycle . . . . . . . . . . . . . . . . . . . . . . . . .

14

1.3.2

Cultural Challenges to Soundscape Ecology . . . . . . . . .

20

Objectives of this Dissertation . . . . . . . . . . . . . . . . . . . . .

20

2 Pumilio: A Web-Based Management System for Ecological Recordings . .

23

1.2

1.3

1.4

2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

25

2.2

Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

2.3

Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

2.4

Data input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

28

2.5

Browsing the archive . . . . . . . . . . . . . . . . . . . . . . . . . .

29

2.6

Sound visualization . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

vi
Page
2.7

Parallel computing . . . . . . . . . . . . . . . . . . . . . . . . . . .

34

2.8

Data export . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

35

2.9

Advantages of Pumilio . . . . . . . . . . . . . . . . . . . . . . . . .

35

2.9.1

Quick browsing using the spectrogram image as a unit . . .

35

2.9.2

Analysis in the browser . . . . . . . . . . . . . . . . . . . . .

35

2.9.3

Public data sharing . . . . . . . . . . . . . . . . . . . . . . .

36

2.9.4

User accounts . . . . . . . . . . . . . . . . . . . . . . . . . .

36

2.9.5

Flexible parallel computing . . . . . . . . . . . . . . . . . .

36

2.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

37

3 A Primer of Acoustic Analysis for Landscape Ecologists . . . . . . . . . .

38

3.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

3.2

What is sound? . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

40

3.3

How is sound recorded? . . . . . . . . . . . . . . . . . . . . . . . . .

43

3.4

Sound analysis exercises . . . . . . . . . . . . . . . . . . . . . . . .

46

3.4.1

Exercise 1. Listening to the soundscape . . . . . . . . . . . .

47

3.4.2

Exercise 2. Frequency band analysis

. . . . . . . . . . . . .

50

3.4.3

Exercise 3. Spectrograms as raster files . . . . . . . . . . . .

56

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

57

4 A Test of Soundscape Ecology Indices and Recording Length . . . . . . .

61

3.5

4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

61

4.2

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

66

4.2.1

Study Sites . . . . . . . . . . . . . . . . . . . . . . . . . . .

66

4.2.2

Software Package and Argument Effect . . . . . . . . . . . .

68

4.2.3

Correlation Between Soundscape Indices . . . . . . . . . . .

70

4.2.4

Recording Length . . . . . . . . . . . . . . . . . . . . . . . .

71

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

4.3.1

Software Package and Argument Effect . . . . . . . . . . . .

71

4.3.2

Correlation Between Soundscape Indices . . . . . . . . . . .

73

4.3

vii
Page
4.3.3

Recording Length . . . . . . . . . . . . . . . . . . . . . . . .

73

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

5 Conclusions and Recommendations . . . . . . . . . . . . . . . . . . . . .

82

4.4

5.1

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

82

5.2

Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . .

85

5.2.1

Soundscape Studies . . . . . . . . . . . . . . . . . . . . . . .

85

5.2.2

Technology . . . . . . . . . . . . . . . . . . . . . . . . . . .

87

APPENDICES
A License Agreement: Pumilio: A Web-Based Management System for Ecological Recordings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

91

B License Agreement: A Primer of Acoustic Analysis for Landscape Ecologists

97

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

101

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

113

viii

LIST OF TABLES
Table
1.1
4.1
4.2
4.3
4.4

Page

Contributions to soundscape ecology made in this dissertation, framed in
the ecoinformatics data cycle as described by Michener and Jones (2012).

14

Sites where acoustical data was collected in La Selva, Costa Rica. Each
site was named after the closest feature or trail marker. . . . . . . . . .

67

Correlations between different values for the argument j of the function
acoustic complexity. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

72

Correlations between different values for the argument db threshold of the
function acoustic diversity. . . . . . . . . . . . . . . . . . . . . . . . . .

72

Correlations between different values for the argument freq step of the
function acoustic diversity. . . . . . . . . . . . . . . . . . . . . . . . . .

73

ix

LIST OF FIGURES
Figure
2.1

Page

Simplified structure of the Pumilio database and the relationships between
the tables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

2.2

Major modules of the Pumilio application and their use. . . . . . . . .

28

2.3

Example of the map display in the application showing all the sites in the
archive where sounds were collected for 2010. A single site was selected,
Martell Forest, to show a summary of the sound files recorded at that
location. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

An example display when querying the Pumilio archive: (A) a summary
view of the files, with file name, date, time and audio, for two channels,
and (B) the gallery view with a smaller spectrogram, but with no audio.

31

A sample sound file with the associated metadata as it is displayed in
Pumilio. Recording includes one species of frog, an occasional bird calling
and light, variable rain. Left and right channels are shown. . . . . . . .

32

The sound visualization tool included in Pumilio. This tool allows the
user to select particular regions of the sound file to apply a band-pass
filter and/or to mark it to save the selection to the database. . . . . . .

33

A basic representation of a sound wave and the measurements taken to
describe it. In this example, there are two waves represented by the lines
of different color. Both waves have the same wavelength but different
amplitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

41

Representation of a simple soundscape with three sound sources. Depending on the distance at which that each sound can be detected will affect
which sensors, represented as numbered microphones, will record. . . .

43

Spectrogram showing 10 equal spaced frequency bands. Chorusing frogs
in Band #4 dominate this recording as do toads in Band #2. Harmonic
sounds produced by the chorusing frogs appear in Band #5 and then again
in Band #7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

45

2.4

2.5

2.6

3.1

3.2

3.3

x
Figure
3.4

3.5

3.6
3.7

3.8

3.9

4.1
4.2
4.3

4.4

Page

Spectrograms of a example sound file #1, recorded at a forested wetland
(Purdue Wildlife Area) at 01:00; b example sound file #2, recorded next to
a major street at the Purdue University Campus at 22:00; and c example
sound file #3, recorded at a forested plot (McCormick Woods) next to an
urban area at 11:00. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

Spectrograms of two sound files recorded at a forested wetland at two
times: A recorded at 00:00, B recorded at 07:00 and C proportion of each
frequency range band with a signal above a -50 dBFS threshold for the
night (filled bars) and day (empty bars) recordings. . . . . . . . . . . .

52

Boxplot of a diversity values by site and b hourly averages. Values were
calculated over a 7 day period in May 2008. . . . . . . . . . . . . . . .

53

Boxplot of a band evenness (i.e., Gini coefficient) calculated over a 7 day
period in May 2008 by site; b average by time of day. Values close to 1.0
reflect perfect inequality (sounds occur mostly in one band) and values
close to 0.0 reflect perfect equality (sounds occur equally across all bands).

54

Frequency band dominance for bands 2 through 10. The percentage of
time that each band dominated in a 15 min recording over the week of
recordings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

Signals extracted from sound files recorded over a 7 day period in May
2008 by site: A number of signals per hour; B average size of signals per
hour; C distribution of signal size. . . . . . . . . . . . . . . . . . . . . .

58

Scatterplot of the values of the ADI and H index for all the audio files in
the dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

Scatterplot of the values of the NDSI and BI index for all the audio files
in the dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

75

Boxplots of the differences between ACI values from pairs of segments of
the same audio file. The top and bottom portions of the box represent the
first and third quartile around the median and the whiskers represent the
values within 1.5 of the inter-quartile range. Outliers are represented as
dots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

76

Boxplots of the differences between NDSI values from pairs of segments
of the same audio file. The top and bottom portions of the box represent
the first and third quartile around the median and the whiskers represent
the values within 1.5 of the inter-quartile range. Outliers are represented
as dots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

76

xi
Figure
4.5

4.6

4.7

Page

Boxplots of the differences between BI values from pairs of segments of
the same audio file. The top and bottom portions of the box represent the
first and third quartile around the median and the whiskers represent the
values within 1.5 of the inter-quartile range. Outliers are represented as
dots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

Boxplots of the differences between ADI values from pairs of segments of
the same audio file. The top and bottom portions of the box represent the
first and third quartile around the median and the whiskers represent the
values within 1.5 of the inter-quartile range. Outliers are represented as
dots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

Boxplots of the differences between H values from pairs of segments of the
same audio file. The top and bottom portions of the box represent the
first and third quartile around the median and the whiskers represent the
values within 1.5 of the inter-quartile range. Outliers are represented as
dots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

xii

ABSTRACT
Villanueva-Rivera, Luis J. Ph.D., Purdue University, December 2015. INDICES AND
ECOINFORMATICS TOOLS FOR THE STUDY OF SOUNDSCAPE DYNAMICS.
Major Professor: Bryan C. Pijanowski.
The study of the new field of soundscape ecology presents several research avenues
to explore. In the chapters in this dissertation, I have followed several of the technical
and methodological areas of the study of soundscapes. In Chapter 1, I presented the
current status of the study of soundscapes as well as an overview of the contributions
made in this dissertation to the field. These contributions were framed in the definition of ecological informatics (Michener and Jones 2012). In Chapter 2, I developed
a web-based system to manage audio archives. This system organizes thousands of
audio files while collecting the necessary metadata.
In Chapter 3, several of the concepts behind soundscapes and the science of soundscape ecology were introduced. This introduction was made in order to train ecologists
that are interested in the field but have no experience in the science of acoustics or
in the analysis of audio data. In Chapter 4, I tested several of the indices described
in the soundscape ecology literature. These indices have been developed based on
different aspects of the soundscape and may behave in different ways. Several of
these indices were highly correlated, which indicated that the indices measured the
same features of the soundscape using different calculations. In addition, I found that
the length of the recording does not change the results obtained. This has practical
implications since audio data takes a large amount of disk space per unit of time.

xiii
The last chapter in this dissertation presented several general conclusions and
recommendations for the further development of the field of soundscape ecology. The
recommendations included dealing with the large number of soundscape indices in
the literature and how to improve the technology used to study soundscapes. Several
of these recommendations call for an organized effort between researchers to develop
software tools, data archives and metadata formats.

1

CHAPTER 1. SOUNDSCAPE INFORMATICS: USING ECOLOGICAL
INFORMATICS PARADIGM TO ADDRESS COMMON CHALLENGES OF
SOUNDSCAPE ECOLOGICAL RESEARCH
Soundscape ecology has been described as an emerging science, capable of building
up a unique body of research and combining elements from other fields (Pijanowski
et al., 2011b). Some of these fields include bioacoustics, landscape ecology, acoustic
ecology, ethology, ecology, restoration ecology, and conservation biology. Examples of
studies that could, in turn, benefit from the study of soundscapes include the effect
of noise on animal behavior (Barber et al., 2010; Lackey et al., 2011), interspecific
interference (Grether et al., 2009; Wong et al., 2009), and sound transmission in
particular habitat types (Marten and Marler, 1977; Marten et al., 1977).
The concept of the soundscape comes from a human-centered approach to better
understand the surrounding sounds as something more than noise (Truax and Barrett,
2011). Using this approach, the soundscape was defined as:
“An environment of sound with emphasis on the way it is perceived and
understood by the individual, or by a society.” (Truax, 1999)
This definition of a soundscape included both real and synthetic soundscapes,
which can include electronic music compositions. In this approach, the soundscape
is a property of the human listeners and how they perceive their aural environment
(Truax, 1999; Truax and Barrett, 2011). Since the focus was the human listener, there
was an interest in studying how people perceived and reacted to that soundscape.
The composition of the soundscape could be characterized by the loud, numerous,
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or unique sounds, as interpreted by our brain (Schafer, 1994). The study of the
effects of the soundscape on individuals or communities was called acoustic ecology,
although the term soundscape ecology was also used to characterize these studies
(Truax, 1999). Areas of interest in acoustic ecology include identifying keynote sound
signals and determining the impact of noise in the given environment.
Building on these ideas, the term soundscape was used to build a new area of
ecological research on the relationships between three sound sources, the biodiversity,
the geophysical events, and human activities, with the landscape. This area of science
was called soundscape ecology, and formally described in a series of papers which
included a special issue in the journal Landscape Ecology (Pijanowski et al., 2011a;
Pijanowski et al., 2011b; Truax and Barrett, 2011). Each of the three groups of sound
sources are the main components of a soundscape: 1) the biophony, or the sounds of
animals; 2) the geophony, or the sounds from the earth such as the wind, thunder
and rain; and 3) the anthrophony, or the sounds generated by human activities. The
relationships of these three groups were framed on their location in the landscape and
their presence in time, instead of centered on the human individuals and our senses.
A working definition of the soundscape in the context of the science of soundscape
ecology was:
“[...] all sounds, those of biophony, geophony, and anthrophony, emanating from a given landscape to create unique acoustical patterns across a
variety of spatial and temporal scales.” (Pijanowski et al., 2011b)
In this area of study, the focus were the patterns of the sounds in space and
time at particular landscapes, not how humans perceive their surroundings or the
nuisance from noise. Several efforts have tried to demonstrate the importance of the
soundscapes and why the field of soundscape ecology is needed.
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Soundscapes had already been proposed as a possible way to study disturbance to
natural systems, due to the reduced acoustic activity of animals observed after their
habitat had been degraded (Qi et al., 2008). Species that are used as bioindicators,
like birds and anurans, can be major components of the biophony of a site. These
groups have been found to be useful indicators of disturbance, particularly for tropical
regions where fast methods to survey the biodiversity are needed (Mestre et al., 2013;
Peck et al., 2014). For example, birds were found to show lower richness decades after
disturbance, where some species had not recolonized the secondary forests (Mestre
et al., 2013). Moderately disturbed forests were found to have reduced richness and a
different composition of the communities (Lefevre et al., 2012). Using audio recorders,
a community of anurans was found to have lower richness in sites that were undergoing
restoration efforts when compared to undisturbed sites (Walls et al., 2014).

1.1

Biological Contributions to the Soundscape
Animals produce sound using a few methods for a variety of purposes. Some

groups stridulate, by rubbing body parts together (crickets and katydids), others use
percussive membranes (cicadas and fish), while other groups vibrate membranes by
moving air around them (anurans, birds, and mammals) (Bradbury and Vehrencamp,
1998). The purpose of these vocalizations include attracting females, protecting territories, social interactions, aggressive displays, and alarms due to the presence of
predators (Fletcher, 2007). These vocalizations comprise the majority of the components of the biophony in the soundscape. In turn, the animals that contribute to the
biophony may be affected by the other components of the soundscape. For the rest
of this review, I will focus on the sounds of anurans and insects.
The investment that individuals make in the production acoustic signals is considerable. The metabolic rate can increase between 5 and 30 times while calling in
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some anurans and insects (Prestwich, 1994; Ryan and Kime, 2003). In addition to
the energy invested in the production of the sound signals, there is also an energy
expenditure in the maintenance of the sensory organs and the processing of the signals by the brain (Niven and Laughlin, 2008; Strau and Stumpner, 2015). Such large
investments should be expected to drive improvements of the communication methods used to reduce the cost. In turn, these specializations determine the contribution
of the species to the soundscape in terms of intensity of the signals as well as the
frequency and temporal space occupied. Two ways in which these adaptations have
been studied include the Acoustic Niche Hypothesis and the Acoustic Adaptation
Hypothesis.

1.1.1

Acoustic Niche Hypothesis

The Acoustic Niche Hypothesis (ANH) has been proposed to explain why species
can cohabitate in complex acoustic communities. Each species occupies a specific
fraction of the acoustic space and time (Krause, 1993). This partitioning can include
using separate ranges of frequencies, or types of notes used for the sound signals, or
avoiding calling when particular species are active (Shaw, 2000). Each combination
of acoustic frequency and time becomes a niche occupied by a particular species.
Morphological adaptations determine the partitioning of frequencies while behavior
determines the partitioning in time.
In insects, cicadas have been found to partition the acoustic space by separating themselves in frequency and timing of their signals (Sueur, 2002). In a study
modelling several assemblages of crickets and katydids, the authors concluded that
overlap was reduced when a species dominated the community with a high density
(Balakrishnan et al., 2014). A community of crickets and katydids did not have spatial separation, but there was a combination of strategies that allowed many species
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to call at the same time (Jain et al., 2014). The species reduced calling at the same
time as other species that had similar timing patterns in their calls. In addition,
the species avoided competition by increasing the volume of their calls and by better
frequency matching by the receivers (Jain et al., 2014). These results point to the
fact that soundscapes can be composed using different strategies, according to what
the taxa present have selected to reduce competition for the acoustic space.
Sympatric populations of anurans had been observed to have more distinct signals
than allopatric populations of the same species in studies dating back half a century
(Blair, 1958b; Blair, 1958a; Littlejohn, 1965). The separation of each species in an
acoustic community into separate niches is probably driven by character displacement
of the characteristics of the calls and in their behavior (Brown and Wilson, 1956;
Pfennig and Pfennig, 2009).
In anurans, ponds-congregating species have been studied to determine how they
compete for the acoustic resource (Hödl, 1977). Tests with neotropical Hyla species
found an aggressive response to the calls of congeners, but only when the calls were
above a certain volume (Schwartz and Wells, 1984; Schwartz and Wells, 1985). A
study of the closely related Eleutherodactylus coqui and E. portoricensis found that
when the latter is present at high densities, the former had lower frequencies in one
of the notes of their call (Luther et al., 2012).
However, evidence for the ANH in anurans remains inconclusive. A review found
that only 3 out of 11 assemblages showed evidence of partitioning (Chek et al., 2003).
Assemblages that have exhibited partitioning have done so in more than just frequency space, usually involving spatial and temporal separation (Lüddecke et al.,
2000; Garcia-Rutledge and Narins, 2001; Rı́os-López and Villanueva-Rivera, 2013;
Villanueva-Rivera, 2014). Some of these studies have tested partitioning using a

6
single dimension or using averaged data for the species acoustic signals instead of
measuring the choruses directly in the field (e.g., Duellman and Pyles, 1983).
A few studies have found evidence for the partitioning in the timing of the signals
between cicadas and vertebrates. Birds in a tropical forest reduced their calling
activity while cicadas were active (Hart et al., 2015). At least one frog, the diurnal
Oophaga pumilio, was found to adjust their calling activity when presented with
playbacks of calls of cicadas (Wong et al., 2009). Studying the species’ soundscape
will yield further interactions that may have been missed in studies that did not take
into account the whole set of sounds that the species needs to compete with.
The ANH, and its implications for soundscape ecology, should not be studied only
in terms of acoustic frequency partitioning, but also in terms of timing at different
scales, from seconds to seasons (Jain et al., 2014; Villanueva-Rivera, 2014). These examples of complex interspecific interactions and acoustic niche partitioning illustrate
the importance of including the soundscape as a factor when studying the acoustic patterns and processes of species. A soundscape approach will be able to detect
interactions in the biophony and between the biophony and the other soundscape
components better than typical single-species bioacoustic studies.
The study of acoustic communication, and associated behavioral responses, usually deal with the signals from the same species or closely-related group. However, it
is known that the species will be affected by other sounds that they can detect. By
studying the soundscape of a species, and how it varies with space and time, we can
better identify how the individuals react to the signals they perceive.

1.1.2

Acoustic Adaptation Hypothesis

Another important idea that can guide research on the biophony in soundscape
ecology is the acoustic adaptation hypothesis (AAH). According to this hypothesis,
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species adapt their vocalization to their habitat in order to reduce the degradation of
the signals (Morton, 1975; Marten and Marler, 1977; Marten et al., 1977). Individuals
calling inside a forest need to produce signals that can retain the message encoded
in them while propagating between the obstructions of trees and leaves in a forest,
while species in open areas use signals suited for traveling large distances (Brown
and Handford, 2000; Ey and Fischer, 2009). These adaptations help to maintain the
fidelity of the original message, as encoded in the sound signals, between sender and
receiver (Bradbury and Vehrencamp, 1998).
Several studies have found partial support for the AAH. A study of Australian bird
species found limited support for the AAH where the species only seemed to exhibit
lower frequencies in closed forests but they did not have adaptations to reduce signal
loss (Blumstein and Turner, 2005). Similarly, a meta-analysis that used data from 26
published studies also found limited support for the AAH only in terms of frequency
(Boncoraglio and Saino, 2007). A study with a South American frog, Eupsophus
calcaratus, found that males produce calls with very low intensity, which travel a
short distance before being lost (Penna et al., 2013). It seems like E. calcaratus has
adapted to a low-noise environment by using little energy in the signals and by using
the burrows to amplify the sound.
However, some communities do not show adaptation in their signals to the habitat. In a study of a cricket community of 12 species, there was no clear pattern of
adaptation to the vertical position from where the species call (Jain and Balakrishnan, 2012). Similarly, a community of tropical frogs showed differences in their calls,
but they were not related to the habitat (Kime et al., 2000). A meta-analysis of
frogs that use streams, and how they adapted to the associated noise, found that the
species did not adapt their calls (Vargas-Salinas and Amézquita, 2014). Instead, the
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habitat filters out larger frogs because their low-frequency calls get masked more by
the noise from the rushing water than the high-frequency calls of smaller species.
These studies indicate that the signals that species use can be affected by the
surrounding soundscape. This soundscape is shaped not only by the components,
but how sound travels, is absorbed, or is lost in particular habitats. As with the case
with the ANH, studying animal communication without putting it in the context of
the local soundscape may yield an incomplete picture of the adaptations and causes
of the patterns and behaviors observed.

1.2

Measuring the Biophony
The biophony, the set of sounds produced by animals, is a major component of

the soundscape and has been studied in both bioacoustics and soundscape ecology
studies. However, measuring and determining the acoustical activity of animals is a
complex procedure. When there are a few samples, experts can identify the species
that vocalized during a recording. But when the dataset is comprised of many hours,
other methods are necessary. In addition, if the signals are identified to species,
the acoustic frequency and intensity of the signals will determine the contribution
the species is having to the soundscape. A measurement of presence and absence
will not be sufficient to quantify the contribution of each species to the soundscape.
Therefore, various indices have been proposed to obtain objective measurements of
the soundscape.

1.2.1

Soundscape Indices

The study of the soundscape and its patterns requires some method to objectively
measure the diversity of sound signals in the landscape. The first method used to
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measure the soundscape has been to use indices that summarize the complex set
of data in a sound file. This approach seems to be the most common due to its
relative simplicity. Each soundscape index uses a particular feature or property of
the recorded sound in a digital file to provide a quick measurement of the intensity or
the diversity of the sound signals (Qi et al., 2008; Sueur et al., 2014). These indices
have been used to test hypotheses related to the contribution of the biodiversity to
the soundscape, the biophony (Sueur et al., 2008b; Pijanowski et al., 2011b).
Soundscape indices like the H index (Sueur et al., 2008b) and the Acoustic Diversity Index (Villanueva-Rivera et al., 2011) are built based on the ANH. Since a large
number of species in an acoustic community are expected to partition the acoustic
space, these two indices measure the diversity of signals across a wide range of acoustic
frequencies. Indices like the Acoustic Complexity Index (Pieretti et al., 2011) measure the contribution of the biophony to the soundscape by quantifying the diversity
of signals that are changing in intensity rapidly. This is based on the observation that
animal sounds tend to produce these kind of signals while anthropogenic sounds, like
road noise, tends to be continuous (Pieretti et al., 2011; Pieretti and Farina, 2013).
There are a number of additional indices that could be useful for soundscape
studies. For example, a recent review found 28 different indices used or proposed for
the study of soundscapes or diversity in digital sounds (Sueur et al., 2014). However,
most of these have not been tested against real soundscapes in several ways as the
indices I evaluate in Chapter 4 (this volume) have been.
In order to advance the use and understanding of soundscape indices, researchers
will need to test the indices against natural soundscapes and between each other.
Some of these indices may be measuring the same type of behavior or composition
of signals in the digital file (Chapter 4, this volume). However, developing software
that can measure these indices, and better explain the calculations behind each one,
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should take precedence. Otherwise, tests of these indices will be limited to only those
indices that have published code. The calculations involved can be very technical,
and a researcher might find it difficult to write their own code. Until the software
is made available, there will be less than the 28 soundscape indices available for the
study of soundscapes.

1.2.2

Artificial Intelligence

Automatic identification of species from sound is a viable way of extracting biodiversity information from audio recordings. This requires training an artificial intelligence (AI) algorithm that makes the identification based on known samples. Some of
the methods that have been tested with animal vocalizations include random forests
(Potamitis, 2014; Ross and Allen, 2014), support vector machines (Acevedo et al.,
2009; Andreassen et al., 2014), artificial neural networks (Chesmore and Ohya, 2007;
Mielke and Zuberbühler, 2013), and hidden Markov models (Kogan and Margoliash,
1998; Brandes, 2008).
Tests between several methods have not found a single best AI tool to identify
species, with several scoring high percentages of positive detection (Acevedo et al.,
2009; Colonna et al., 2012; Cheng et al., 2012; Keen et al., 2014). However, these AI
methods do not detect all the species with the same accuracy (Acevedo et al., 2009;
Cheng et al., 2012; Towsey et al., 2012; Gingras and Fitch, 2013). Furthermore, AI
methods can have different accuracy values between day and night choruses at the
same sites (Keen et al., 2014). In addition, noise and low signal volume can reduce the
number of positive identifications that an AI system can make (Digby et al., 2013).
Although AI methods can provide accurate measurements of the signals present
in the soundscape, these methods usually require specialized software and knowledge
on how to train the system with known samples. There is no simple approach since
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the system used has to be trained for the conditions it will find. Offering this type
of software as an online service to researchers has been recently proposed as a way to
reduce the complexity of this method (Aide et al., 2013).

1.2.3

Recognizable Taxonomic Units

A problem in several acoustic communities is that the vocalization of all species
have not been studied or even described. In particular, this is the state of knowledge
in many tropical regions, which host highly diverse communities (e.g., Savage, 2002).
An interesting approach that would provide more information than an index but that
would not require knowing all the vocalizing species present is to use each type of
vocalization found as recognizable taxonomic units (RTU); applying parataxonomy
to bioacoustic data (Riede, 1993; Oliver and Beattie, 1993; Ward and Stanley, 2004;
Krell, 2004).
The use of RTUs was first presented by Riede as ethospecies, called as such because
it was a behavior-based classification (Riede, 1993). The use of this approach presents
future opportunities to obtain accurate species diversity data when the acoustic characteristics are described for the community. Once an ethospecies is identified to a
particular species, the data from stored recordings can be used to assign those samples to the species. This approach would be similar to using museum specimens to
identify species. Further work has discussed the use of RTU in parataxonomy (Ward
and Stanley, 2004; Krell, 2004), including its value in areas with little data (Riede,
1998). Contrary to other approaches, acoustic data from recordings can later be revisited and accurately identified to recognized species, making it an ideal solution to the
problem of little taxonomic data available today and the need to obtain biodiversity
estimates of these rich areas. Furthermore, acoustic data is recorded without major
disturbance to the species and the field work required to collect the data is minimal.
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In addition to being valuable in rich communities, RTU methods can help study
acoustic communities in challenging habitats. This method was used in a study of
a marine community where the researchers were looking at the partitioning of the
acoustic space during both the day and the night (Ruppé et al., 2015). The sounds
were not identified to species, but the results exhibited two groupings of signals that
were expected from the typical behavior of the species, mostly fish and a dolphin, in
the community.

1.2.4

Subsampling

Although the current technology allows researchers to collect long stretches of
audio, the analysis tends to be difficult and time-consuming. Like many other types
of ecological surveys, it is more feasible to take samples than to try to determine every
single organism, or signal, present. For example, a study with morning choruses found
that listening to a sample of the recordings made, which lasted for several hours,
was a better method than traditional point-counts to determine bird species richness
(Wimmer et al., 2013). In addition, a test of acoustic indices found that the long
recordings did not change the results when compared to recordings lasting just 1 min
(Chapter 4, this volume).

1.3

Ecoinformatics and Soundscape Ecology
Ecology has become a data-rich discipline by incorporating data from sensors in

the field (e.g., to measure physiological and weather patterns) and from remote sensors
(e.g., from airplanes and satellites) (Kelling et al., 2009; Michener and Jones, 2012).
The use of this type of data has increased the need for better ways to manage, analyze,
and visualize this complex set of data in what is known as ecoinformatics (Michener
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and Jones, 2012). Ecoinformatics has been recognized as a growing subject in ecology
and necessary to the study of the complex interactions in the ecosystems (Kelling
et al., 2009; Kao et al., 2012; Baru et al., 2012). Several areas in ecology are becoming
more data-centered and new tools and training will be needed for researchers to
adequately use this data (Michener and Jones, 2012; Hampton et al., 2013).
Large-scale projects, like the National Ecological Observatory Network (NEON),
continue to increase the importance of expanding this discipline (Kao et al., 2012).
The focus of ecoinformatics can help the study of interactions from the population
to the ecosystem level by using a variety of data sources like genomic, phenotypic,
community, environmental and climate data. How to store and share this data, and
the use of this data to construct models, will be required to understand these complex
systems (Recknagel et al., 2006; Recknagel, 2011). Certain aspects of soundscape
ecology certainly can be inserted in ecoinformatics due to the ease of collection of large
quantities of acoustic data and the heterogeneous nature of the causal or correlated
data, like land-use cover, meteorological variables, vegetation plot measurements,
species diversity, and population size, among others.
Soundscape ecology presents specific challenges not shared with ecoinformatics
due to the high density of the data and the absence of a common framework of organizing the data. The development of soundscape ecology can benefit from theoretical
and practical advances in the field of ecoinformatics (Michener and Jones, 2012).
Some of these advances are common to other areas in ecology, but most will require
customized solutions to better fit the type of data collected. In this section I present
the particular challenges of soundscape ecology framed in the components of ecoinformatics described by Michener and Jones (2012) as well as the contributions made
in this dissertation to the field (Table 1.1).

14

Table 1.1.
Contributions to soundscape ecology made in this dissertation, framed in
the ecoinformatics data cycle as described by Michener and Jones (2012).
Data Life Cycle Contribution to Soundscape Ecology Reference
1. Plan
Primer on soundscapes and its data
Chapter 3
2. Collect
Pumilio as a data archiving tool and
Chapters 2 and 4
tests of how much data to collect
3. Assure
Pumilio web archive has
Chapter 2
visualization and quality control tools
4. Describe
Pumilio includes tools to
Chapter 2
annotate and describe files
5. Preserve
Pumilio can export zip/tar archive
Chapter 2
files with the data
6. Discover
Pumilio makes the data
Chapter 2
available online
7. Integrate
The pumilioR package allows
Villanueva-Rivera and
to integrate the database
Pijanowski 2014a
with other R packages
8. Analyze
soundecology R package
Chapter 4
includes several indices

1.3.1

Data Life Cycle

Plan
Any field that depends on complex or vast quantities of data should have ways to
plan for its use and storage. Data management planning tools have become common
in proposals due to the importance of keeping track of the data collected (Donnelly
et al., 2010; Michener and Jones, 2012). Soundscapes present some complex data
requirements that will need the development of its own type of data management
tools.
The data collected in soundscape studies is the collection of audio recordings, as
well as correlated data like species lists and environmental variables (e.g. Sueur et
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al., 2008b; Pieretti et al., 2011). In Chapter 3 of this volume, I introduced landscape
ecologists to this type of data, and some of the complexities. In specific, the large
storage requirements need to be taken into account when designing soundscape studies
to avoid being overwhelmed by the large files.

Collect
The main sensor in soundscape ecology is a microphone connected to a recording
device. Although manual recordings have been used (Farina and Pieretti, 2014), most
studies will require an automated recorder that can save the data at pre-set intervals
to be able to capture the temporal patterns. The first type of automated recorder
used for ecological research were custom-made devices, controlling recorders with
some type of electric or electronic timer (Peterson and Dorcas, 1994; Johnson et al.,
2002). Recent advances in consumer- and professional-grade media have facilitated a
change to digital recorders.
Automated recorders have been the main sensor type used in the study of soundscapes. These recorders are controlled by hardware or software to sample the soundscape at specified intervals and have power and storage that can last for days or
weeks of recording in the field (Peterson and Dorcas, 1994; Fitzpatrick, 2005). Some
of the first automated recorders were called Frogloggers, because they were developed
to monitor anuran choruses (Peterson and Dorcas, 1994; Bridges and Dorcas, 2000;
Steelman and Dorcas, 2010). These sensors were simple tape recorders powered at
intervals using a timer. Other custom-build automated sensors were built using a
combination of consumer parts and embedded computers or microcontrollers (Fitzpatrick, 2005; Kasten et al., 2012; Villanueva-Rivera, 2014). With recent advances
in computing power and battery life, handheld devices have become an option when
custom software is written to the operating system (Aide et al., 2013).

16
Probably the best known commercially-available automated recorders for terrestrial acoustic studies are the SongMeters (Models SM-1, SM-2, and SM-3; Wildlife
Acoustics, Inc. Concord, Massachusetts, USA). These recorders have been used in
both bioacoustic (Venier et al., 2012; Holmes et al., 2014; Sanders and Mennill, 2014)
and soundscape ecology studies (Pijanowski et al., 2011b; Kuehne et al., 2013; Gage
and Axel, 2014). The SongMeters have the advantage of not requiring the researcher
to build any hardware or software. Researchers only need to input a simple program
to set the recording intervals, while the sensor has advanced options for studies that
need a more detailed control of the intervals or audio quality.
Although I have used custom-build sensors in several studies (e.g. Acevedo and
Villanueva-Rivera, 2006; Villanueva-Rivera, 2007; Ospina et al., 2013; Rı́os-López
and Villanueva-Rivera, 2013; Villanueva-Rivera, 2014), I used SongMeters for the
projects in this dissertation. For the study in Chapter 4, I modified the SongMeters with custom microphones and with enclosures to protect the sensor from the
harsh tropical rainforest environment. In addition, Chapter 2 introduces a web-based
archive platform that can store and organize soundscape recordings. This type of
software can reduce the workload in the management of this type of data.

Assure
Quality control of the data must be considered as an important component after
it is collected (Campbell et al., 2013). In soundscape ecology, the audio data can
suffer from many problems that would make comparisons invalid. Since the data is
recorded in the field, damage from the rain, heat, and animals is a common problem
(Chen et al., 2013). These can render a microphone unusable or may prevent the
recorder from functioning correctly.
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To perform quality control in the soundscape data I collected, the Pumilio software
is able to display spectrograms of the audio files (Chapter 2). These spectrograms
serve as a fast way to evaluate the richness of the data collected because they represent
the signals across a wide range of frequencies. In addition, Pumilio includes other
tools to provide quality control of the files, mainly by comparing file size and duration.
These type of indicators can be used to quickly ascertain the status and quality of
the data.

Describe
In addition to the data itself, the metadata is important when analyzing the
results obtained. Soundscape metadata includes the type and model of recorder
used, the microphones and their sensitivity, and the file properties. The audio data
can be stored in a variety of sampling rates that will determine the range of acoustic
frequencies stored.
The Pumilio web archive described in Chapter 2 collects all of this metadata.
The fields that can be extracted automatically are obtained using custom scripts.
Additional metadata fields are entered manually when the files are added to the
system. This feature makes it easier to store the metadata together with the audio
data.
Future development in the field should include the description of a metadata
format. Formal data descriptors like Darwin Core (Wieczorek et al., 2012) and the
Ecological Metadata Language (Fegraus et al., 2005) can facilitate data analysis,
comparisons, and sharing. Soundscape ecologists should develop a metadata format
that will adapt to the particulars of the data used.
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Preserve
Another challenge in soundscape ecology is the issue of long-term data storage.
Audio datasets can be very large, making it difficult to fulfill the recommendations for
ecological data of depositing it in public archives (Whitlock, 2011). For example, the
online data repository Ecological Archives has a 10 MB limit, after which there is a
surcharge and has an upper limit of 50 GB (Ecological Society of America, 2013). The
digital archive Dryad has a surcharge for datasets exceeding 10 GB (Dryad, 2013).
The Pumilio archive (Chapter 2) includes an export feature that saves the audio
files, and their metadata, to a zip or tar file for easy archival. This file contains the
metadata in a comma-separated file, which can be easily read by most spreadsheet
and statistical software for further analysis of the audio files.
It is recommended that soundscape ecologists develop and maintain a cooperative
data archive due to the specific challenges of the data collected for the field. Many
ecological datasets can be stored in tables or lists that do not occupy too much disk
space, but acoustic data can occupy several MB per sample. Establishing such an
archive might facilitate collaborations and promote the exploration and analysis of
this data.

Discover
Due to the complexity of soundscape data, discovery and exploration of the data
required custom software. Geographic Information Systems (GIS) and acoustic software were not sufficient to organize and display the soundscape data, which can make
the discovery process more difficult (Porter et al., 2012). To facilitate the exploration
of the data collected, I wrote the Pumilio web application that allowed any member
of our team to browse, listen to, and download the audio files easily. The system also
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showed the associated spatial and temporal data (Chapter 2). Pumilio has also been
used to share files over the internet, where the public and other scientists can browse
the data at http://purdue.edu/soundscapes without the need of any specialized software, other than a web browser.

Integrate
Integrating the data collected from the soundscape with environmental or biological data is an essential part of most studies (i.e. Pieretti et al., 2011; Pijanowski et
al., 2011b; Kasten et al., 2012; Gasc et al., 2013). In order to facilitate data integration even further, I wrote an R package that accompanies the Pumilio web archive,
pumilioR (Villanueva-Rivera and Pijanowski, 2014a). This package allows to bring
the audio data, as well as the metadata associated with each file, to an R data frame,
for further analysis.

Analyze
Data analysis in soundscape ecology has been centered in the use of indices. These
indices have been developed in a variety of software environments like Matlab (Kasten
et al., 2012), R (Sueur et al., 2008b), and even custom software (Pieretti et al., 2011).
To make data analysis easier, I developed a package, soundecology, that calculates
these indices in the R statistical environment (Villanueva-Rivera and Pijanowski,
2014b; Chapter 4). While the field has many indices available (Sueur et al., 2014),
their use will be limited unless the software to calculate them is published in accessible
platforms.
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1.3.2

Cultural Challenges to Soundscape Ecology

One of the major challenges that soundscape ecology faces is the lack of awareness
and training in the concepts and methods of the field (Michener and Jones, 2012).
Ecologists without training in digital sound, the physics of sound in the field, microphones, data management, and digital audio analysis will not be able to make
contributions to the field or use its tools to answer a variety of ecological questions.
The study of soundscapes will need to join efforts from fields like ecoinformatics to
prepare and promote the use of training materials, workshops, and courses for ecologists interested in the field (Pijanowski et al., 2011b; Michener and Jones, 2012).
In an effort to help ecologists become aware of the tools and possible analyses
available by studying soundscapes, Chapter 3 introduced the soundscape as a measurable variable of the landscape. This chapter provided an overview of the concepts
needed to understand digital audio as well as available software tools and tutorials.
Based on the examples and tools introduced in Chapter 3, I developed the package
soundecology for R used in Chapter 4. This package can help ecologists start to analyze soundscape data by using the functions and data samples contained in it. The
package also included several examples of the metrics it can calculate in a tutorial section. In a few steps, several hundreds of files can be analyzed and specific soundscape
indices can be extracted using soundecology. This type of introductory material will
help train ecologists in the possibilities available in the study of soundscapes.

1.4

Objectives of this Dissertation
Out of the several research avenues available in the study of soundscape ecology, I

explored some of the technical and methodological aspects of the study of soundscapes
in this dissertation, with a focus on the biophony. Chapter 2 of this dissertation dealt
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with the problem of managing the data recorded from acoustic sensors. Automated
recorders can store hundreds of hours of audio on each deployment. Organizing this
data in a meaningful way must be the first step in the analysis of the soundscape. The
software available for digital audio was not capable of managing this kind of archive.
In that chapter, I explained the rationale and approach used to develop a web-based
archive system to store, explore, and analyze soundscape data.
Chapter 3 served as a general introduction to the concepts behind soundscapes and
several examples of the types of analyses available for landscape ecologists. Important
concepts and metrics were introduced to allow researchers interested in studying the
patterns of the soundscape in the landscape, but with no experience in bioacoustics
or digital sound, to be able to understand the digital acoustic data presented. In
addition, software code and soundscape data were made available to serve as an
introductory exercise. This chapter was published in a special issue on soundscape
ecology in the journal Landscape Ecology.
In Chapter 4, I dealt with several of the soundscape indices described in the
soundscape ecology literature and how each one measures differences along disturbance gradients. Each of these indices were developed to measure a particular feature
of a digital sound file, based on features or patterns in the biophony. In addition,
I explored several methodological questions that had not been tested, including the
effects of recording length and parameter values in the calculation of the soundscape
indices as a practical guide for their calculation.
Open data approaches have been proposed and use as a way to solve the complex
tasks of storing and managing ecoinformatics data (Reichman et al., 2011). The
work in these chapters has included writing several open source software tools. These
tools should help integrate data from different sources and facilitate the analysis of
soundscape data. All the software code has been made available to researchers using
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open licenses in public repositories, mainly Github at http://github.org/ljvillanueva/.
Hopefully this will help others develop more and better software tools that are needed
in the field, which can drive forward innovation in the study of the soundscapes
(Michener and Jones, 2012).
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CHAPTER 2. PUMILIO: A WEB-BASED MANAGEMENT SYSTEM FOR
ECOLOGICAL RECORDINGS
The field of soundscape ecology faces several technological challenges that need to be
addressed. One of these challenges is managing and extracting data from the type
of audio archives needed to study soundscape dynamics, which would require custom
software packages. Although digital audio editors were an obvious starting point in
the exploration of possible solutions, these programs have limitations that would have
limited what researchers could do.
Digital audio editors feature 2 ways of working with audio files: 1) editing a single
file; and 2) composing a new audio mix from multiple audio files. These software
packages are meant to work with audio files that will be listened to by humans.
Neither of these approaches would have worked for soundscape ecology. What was
needed was a database that could store thousands of audio files, allowed to query the
archive in multiple ways (e.g., by time, date and site), and which allowed researchers
to browse and select the recorded sounds in a quick and efficient manner.
I wrote a web-based application to provide a possible solution to managing large
digital audio archives for research in ecology. The application, called Pumilio, takes
some concepts from digital audio editors and bioacoustic research software. In particular, the application uses the spectrogram of each sound file as the main visualization
feature. The spectrogram provides an overview of the signals present in the audio
file. Although the application was built to support soundscape ecology research, other
types of projects can benefit from it, in particular in the area of bioacoustics.
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The database stores metadata of each audio file, including the sensor used, geographical location, date, time, duration, number of channels, sampling rate, and file
format. This metadata allows researchers to select the files that are best suited to
answer specific research questions.
Recent versions of the application have included a feature to export data using
Extensible Markup Language (XML). A companion package for the R Statistical
Computing Environment (R Core Team, 2014) can extract the metadata of the audio
files by querying the application and converting the data in the XML file to an R data
frame. The package, pumilioR (Villanueva-Rivera and Pijanowski, 2014a), is available
with an open source license at http://cran.r-project.org/web/packages/pumilioR.
The most recent release of the application is version 2.7.4, published in June
2014. This version has 57,192 lines of code, with 71.8% written in the PHP language
and 8.3% in Python. Custom code for the map display and several open source
web development libraries comprise 17.4% of the code written in Javascript. The
application was built using these Javascript libraries to try to maintain the same
functionality across multiple browsers and operating systems. This last version of
Pumilio has been tested with the web browsers Firefox, Chrome, and Safari in the
operating systems Windows, Mac OS X, and Ubuntu Linux.
The code of the application is available with an open source license. The code
was first published in SourceForge, but it is now hosted at GitHub under the version
3 of the GNU General Public License at http://github.com/ljvillanueva/pumilio.
The remainder of this chapter is comprised of the original description of Pumilio
in the literature. This description was published as:
Villanueva-Rivera, Luis J. and Bryan C. Pijanowski. 2012. Pumilio:
A Web-Based Management System for Ecological Recordings. Bulletin
of the Ecological Society of America 93:71-81. doi:10.1890/0012-9623-
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93.1.71. (see Appendix A for the license agreement for republication from
the Ecological Society of America)

2.1

Introduction
Systems that record sounds automatically, known as autonomous recording units

(ARU), have allowed researchers to readily collect sound recordings at intervals of time
(e.g., Acevedo and Villanueva-Rivera 2006, Hutto and Stutzman 2009, Steelman and
Dorcas 2010). These recordings are now being used in a variety of ecological studies,
such as to monitor breeding patterns (Laiolo, 2010), assess community diversity and
animal population levels (Sueur et al., 2008b; Dawson and Efford, 2009), and to
characterize soundscape composition of various ecosystems (Dumyahn and Pijanowski
2011a, b; Pijanowski et al. 2011a, b; Villanueva-Rivera et al. 2011). However, ARUs
can generate a massive number of files, presenting challenges to researchers in terms
of archiving, querying, analyzing, and retrieving sound files. Such capabilities are
beyond the scope of traditional bioacoustics software, such as Raven (Charif et al.,
2006), which have been designed for processing and analyzing single acoustic files.
To address these challenges, we created Pumilio, a web-based application that
archives, manages, retrieves, analyzes, visualizes, and allows users to listen to sound
files. In this paper, we describe this application, how it works, and how it can be
used by other research groups interested in bioacoustics and soundscape ecology. This
application can also be used for outreach and informal education efforts by placing
ecological sounds on a public web site.
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2.2

Background
The Pumilio system is written in the PHP scripting language and runs on the

Ubuntu (Canonical, Ltd., 2010) distribution of the Linux operating system, although
minor modifications could allow it to run on other distributions and operating systems. Pumilio uses a MySQL database (MySQL AB., 2010) to store metadata of each
sound file and to manage the archive (Fig. 2.1). Other software tools are integrated
into Pumilio. These include: 1) SoX for converting between sound file formats, editing
files, and applying bandpass filters (Bagwell, 2010); 2) LAME to create mp3 versions
of the sound files to listen to the sound using a standard web browser (Lame Development Team, 2010); and 3) a Python module, called Audiolab (Cournapeau, 2008),
which creates a spectrogram and waveform image of the recording using ImageMagick (ImageMagick Studio LLC, 2011). Pumilio is available free with an open-source
license at the application’s website: http://pumilio.sourceforge.net.
Pumilio has three major modules that support the management of a sound archive:
1) a tool that supports importing sound files to the archive; 2) an interface for browsing the archive using a map or information queried from the sound file metadata;
and 3) a sound visualization and analysis tool (Fig. 2.2). In this paper, we use our
sound archive from 2010 collected in Tippecanoe County, Indiana to demonstrate its
functionality. Here we briefly describe the field data collection to provide an example
of the kind of data that the application described in this paper can manage. Next,
we describe the steps involved in incorporating the sound files from the field into the
application. In the next section we present some manipulations that can be accomplished with the application. The last two sections describe a parallel computing tool
and how the application can be used for outreach purposes.
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Fig. 2.1. Simplified structure of the Pumilio database and the relationships
between the tables.

2.3

Data collection
We collected sound recordings at eight sites in Tippecanoe County, Indiana, across

a land use gradient, including forest, agriculture, urban, and mixed use (see (Pijanowski et al., 2011a) for details). We used Wildlife Acoustics SongMeter recorders
(Model SM1; Wildlife Acoustics, Concord, Massachusetts, USA) set to record for 15
minutes every hour using a sampling rate of 44.1 kHz in wave (.wav) file format,
and in stereo. Each file was stored with the filename coding for the recorder used,
the date, and the time when the recording was made. Every week we exchanged
the memory cards and batteries in the ARU and copied the files to a computer and
compressed the files using the Free Lossless Audio Codec (flac; Coalson, 2008) to save
disk space. This project produced 46,844 files collected between April and December
of 2010. These files occupy ˜2.9 TB of disk space in the flac file format.
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Fig. 2.2. Major modules of the Pumilio application and their use.

2.4

Data input
Pumilio accepts files uploaded individually from a web browser or groups of files

from a local folder on the server. Individual files can be uploaded using any modern
browser. The application checks the uploaded file with SoX to verify that it is a valid
sound file and that the server is configured to read and edit the particular file format.
The next step allows the user to edit the metadata fields in the database such as the
type of recording equipment used and any field notes.
To import several files at the same time, there is an option to read all the files from
a temporary directory in the server. This option is ideal when the data is collected
with ARUs that store the date and time of the recording in the filename. The system
automatically extracts the technical metadata from each file, including sampling rate,
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format, number of channels, and recording duration, to save them to the database.
We used this second option with our archive, since we collected the recordings using
ARUs and there were a few hundred files per site each week.
Once the files are added to the archive, the user has the option to generate the
auxiliary files for the archive, spectrogram, and waveform images and a compressed
sound file in mp3 format for listening over the web. These auxiliary files can also be
created by any administrative user in the web interface or when the file is requested in
the online archive. A script written in Python can also be used to generate these auxiliary files on another computer, which can help to reduce the load on the application
server.
Each file, or groups of files, can be assigned to a particular site. A site is stored in
the database using latitude and longitude values, which, in turn, are used to display
the sites in a map. In addition, other data, such as meteorological information, can
be stored and then displayed with each sound file.

2.5

Browsing the archive
The sound archive can be accessed using any modern web browser with support

for the audio element of the HTML5 web language or the Adobe Flash plugin (Adobe
Systems Incorporated, 2011). Since the main analysis tool for sounds in bioacoustics
is the spectrogram, the archive uses the spectrogram images as a major component
in browsing the archive.
The sound files can be browsed using one of several methods. The first method is
to browse using a map if the files have spatial data associated with them (Fig. 2.3).
The map is drawn using the Google Maps system (Google, 2011). Points are placed
in the map and they show the name of the sites as well as a summary of the audio files
recorded at that site. In addition, this map can be filtered to show particular dates.
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In case the Google Maps system lacks some important spatial data, the application
has the option to specify layers in KML format to draw over the map. This option
can help display data like life zones, trails, or sampling units.
A second method of browsing the archive is to use a forms-based query of the
database. For example, a user can specify time and date ranges and sites. A user can
ask the system to display all recordings for a particulate date (or range) and site; for
our study, the selection of one day for one site would display 24 recordings. A user
may select a time period, viz., between midnight and 03:00, for a 30-day period. Such
a query would display 120 files in 12 separate pages, with 10 recordings each using
the single-width page display.

Fig. 2.3. Example of the map display in the application showing all the
sites in the archive where sounds were collected for 2010. A single site was
selected, Martell Forest, to show a summary of the sound files recorded
at that location.

A third method is to browse the archive by a particular collection. Collections in
the archive can be specific projects, contributors, publications, target taxa, type of

31
recording, etc. The collection feature allows users to separate the archive into custom
groups that may be relevant to some archives but not necessarily to others.
A fourth way to browse the archive is to query on the basis of tags, similar to
keywords, associated with particular files. Tags can be assigned to specific sound
files to provide major categories, distinguish files with rare sounds, identify species
present, or to mark files that have technical problems.
Each of these methods to browse the archive provides two options to see the
relevant files, a list with a summary of each file and a gallery of the spectrograms
(Fig. 2.4). The summary list displays the metadata of the file, the spectrogram, and
a version of the original sound file in mp3 format. The gallery displays a smaller
version of the spectrogram, the name of the file, the date and time. Both have a link
to view all the details of the sound file.

Fig. 2.4. An example display when querying the Pumilio archive: (A) a
summary view of the files, with file name, date, time and audio, for two
channels, and (B) the gallery view with a smaller spectrogram, but with
no audio.

Every sound file has a dedicated page with all the metadata of the file, technical
details, site information, spectrogram and waveform images, and an audio player (Fig.
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2.5). This page also has options for administrative users to edit or delete the file from
the archive. From this page the user can launch the sound visualization tool.

Fig. 2.5. A sample sound file with the associated metadata as it is displayed in Pumilio. Recording includes one species of frog, an occasional
bird calling and light, variable rain. Left and right channels are shown.

2.6

Sound visualization
The application possesses a sound visualization tool that allows the user to ma-

nipulate the sound file in ways that are also common with bioacoustics software. The
visualization tool allows the user to select a region of the file, using time and fre-
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quency ranges, to zoom in and to apply a bandpass filter, which can facilitate the
task of identification of particular sounds in noisy recordings (Fig 2.6).

Fig. 2.6. The sound visualization tool included in Pumilio. This tool
allows the user to select particular regions of the sound file to apply a
band-pass filter and/or to mark it to save the selection to the database.

The visualization tool can also be used to mark specific acoustic signals, label
them, and to save them to the database. For example, when trying to identify a
particular species, the candidate sounds can be marked for further analysis. This
feature can also be used to determine the frequency and time ranges of particular
notes or songs present in the sound file. The data collected in this way can be
annotated using the species or any other custom marker and exported as commaseparated files for statistical analysis.
The sound visualization tool has the capacity to be expanded by adding custom
scripts. A PHP script can be used to obtain the selection range, metadata of the file,
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or other associated data, or even to execute some custom code on the whole file or a
particular section of the sound file.

2.7

Parallel computing
The Pumilio archive includes a parallel computing feature that allows researchers

to use a cluster of computers to run Python or R scripts on all of the sound files or
just a subset of them. A script can be uploaded to the application and a menu lets
the user select which files to analyze with that script. For example, the application
can select a random subset of the files. The application keeps track of the number of
files completed, and those that did not complete successfully. Any problems or errors
are logged to the archive for diagnostic purposes, including the computer where it
ran, the type of error, and the script that was run.
Each computer in the cluster is controlled by a Python script that requires the
MySQLdb module for Python (Dustman, 2010) to interface with the application
database. The cluster software queries the database, downloads the individual file
from the archive, and then runs the analysis script. This allows users to add computers
with great flexibility.
As an example of the parallel computing feature, the workstations in our lab
were added to our Pumilio cluster when they were not being used. Together with
dedicated analysis nodes, this configuration saved us the expense of a large dedicated
cluster of analysis nodes. We calculated the acoustic diversity index (ADI; Pijanowski
et al., 2011b) for the files in the 2010 archives in two ways, for the entire file (15
minutes each) and for time segments, starting with 1 minute and then adding 1minute segments, to compare the effect of recording length on the ADI. The index
was calculated from the spectrograms generated by the Seewave package (Sueur et al.,
2008a) in R. When we used the cluster to parallelize the calculation of the ADI for the

35
entire 2010 archive, it took just 2 days and 4.5 hours for a cluster of 16 nodes (105.7
+/- 35.9 s [mean +/- SD], N = 46,924). Using a single computer running exclusively
on this task would have taken at least 58 days. When calculating the accumulative
ADI, the cluster took 15 days and 14 hours (376.2 +/- 131.7 s; N = 46,924). A single
computer would have taken more than 204 days to calculate those values.

2.8

Data export
The application allows users to export all ofthe sound files from a particular col-

lection or site, and the associated metadata in a comma-separated file, to a .zip or
.tar file. This feature can ease the process of making backups and to copy the data
to another system.

2.9

Advantages of Pumilio

2.9.1

Quick browsing using the spectrogram image as a unit

In any large sound archive, the task of browsing to look for particular sounds or
species is made easier using Pumilio. By using the spectrogram image to visualize a
sound file, the researcher can inspect for sound signatures and general characteristics
faster than by listening to the recorded sound.

2.9.2

Analysis in the browser

The analysis tool of Pumilio allows users to conduct some manipulations of the
sound files, including filtering and marking of particular signals in the sound. By
placing this in the browser, it allows users to process the sounds quickly. In addition,
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it allows a team of researchers to store information to a database that can be further
used to extract statistics or to input to artificial intelligence software.

2.9.3

Public data sharing

This application can be used to make available a sound archive to the general
public over the web. This can help support outreach and informal education activities.
This data sharing can also help other researchers and students to learn more about
bioacoustics and soundscape ecology.

2.9.4

User accounts

Pumilio is built as a multi-user system for two categories of users: registered users
and administrators. Registered users can use all the tools in the application, but
they cannot delete files from the archive or make major changes. An administrator
can select how much data is available for anonymous users in a public website. For
example, anonymous users can browse the archive but not open the analysis tool,
which requires the most compute time. The administrative user can also decide if
any user can download the original sound file or only those that have an account in
the web application.

2.9.5

Flexible parallel computing

Another important advantage that the application has is a built-in parallel computing system. This has allowed us to analyze hundreds of thousands of files with
minimal additional effort and with existing hardware. Since the software runs using
free and open-source software, there is no expense to acquire it.
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2.10

Conclusions

The ease with which large collections of sound files can be collected may hinder
or limit their proper analysis. We have provided a web-based application that can
help other research groups to manage their sound archives. This kind of archive
should help researchers to analyze this kind of data. In addition, the system allows
an easy way to share the sound files with the public for outreach or informal education
efforts. We expect that this application can help to continue the development of muchneeded software to manage and analyze large data sets in the areas of bioacoustics
and soundscape ecology.
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CHAPTER 3. A PRIMER OF ACOUSTIC ANALYSIS FOR LANDSCAPE
ECOLOGISTS
In 2011, soundscape ecology was a relatively new field, with only a few research
groups trying to define the field. In an effort to attract more researchers to the
area, a special issue on soundscape ecology was published in the journal Landscape
Ecology in November of that year (Pijanowski and Farina, 2011). The special issue
contained papers dealing with the theoretical background of the study of soundscapes,
some examples of patterns observed in soundscapes, and policy implications of the
management of soundscapes as a resource. To complete this issue, a primer paper
introduced landscape ecologists to the analyses available in the field and how to think
of sound in the context of soundscape ecology.
The primer attempted to expose researchers in some of the ways to see soundscapes
in order to be able to answer ecological questions. Sound is usually thought as a
communication medium (e.g., vocalizations for mating, intra-group communication,
or to defend a territory), or as an negative impact of humans in habitats in the form
of noise. Soundscape ecology research requires the researcher to see the soundscape
as a component of the landscape and as a complex part of the habitat that species
have to deal with.
As a first excercise, the primer asked the reader to listen to recorded soundscapes
as a whole, and comparing them between different times and places. In this way,
the focus is not a particular vocalization of a particular species, but the whole set of
sounds. The primer also included several examples of the types of analyses that can be
done. Another excercise used a script for the R Statistical Computing Environment
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(R Core Team, 2014) that allowed to calculate a soundscape index, the Acoustic
Diversity Index (ADI). The last exercise involved converting a spectrogram of an audio
file to a raster file. Then, this raster file was analyzed in ArcGIS using several raster
tools. These scripts were later incorporated in the package soundecology (VillanuevaRivera and Pijanowski, 2014b) for R, along with other functions to calculate other
three soundscape indices.
As part of the primer, a detailed tutorial and sample audio files were made available online. The website included a full day of recordings from seven sites in the
Tippecanoe County. This dataset should allow researchers interested in studying
soundscapes to test some of the tools available, as well as to try new ways to analyze
soundscape data.
The remainder of this chapter is comprised of the original paper as it was published
in the literature. This paper was published as:
Villanueva-Rivera, L. J., B. C. Pijanowski, J. Doucette, and B. Pekin.
2011. A primer of acoustic analysis for landscape ecologists. Landscape
Ecology 26: 1233-1246. doi:10.1007/s10980-011-9636-9. (see Appendix B
for the license agreement for republication from Springer)

3.1

Introduction
Microphones are the universal data collection instruments of bioacousticians (e.g.,

Marler and Slabbekoorn, 2004; Sueur et al., 2008b) and will likely become the key data
collection instrument for soundscape ecologists (e.g., Qi et al., 2008; Pijanowski et al.,
2011b; Pijanowski et al., 2011a; Farina et al., 2011). Sound recording technology has
advanced greatly in recent years mostly due to the commercial success of digital audio
technology making it possible to record at multiple sites and long term (Brandes,
2005), which is unprecedented. New tools and approaches to analyzing long-term
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data will be necessary as we move forward to address the myriad of questions related
to the ecological significance of soundscape dynamics.
Because soundscape ecology is new, most landscape ecologists are not familiar
with recording and analyzing acoustic data. In addition, the field of bioacoustics (cf.
Fletcher, 2007) are not likely to be fully aware of the approaches utilized by landscape
ecologists - that is, our strong spatial perspective and the emphasis on the interplay
of pattern and process (Turner et al., 2001; Farina, 2006). The purpose of this paper
is to present a primer on sound and acoustic analysis so that landscape ecologists are
aware of major concepts and principles of bioacoustics. Likewise, we present example
acoustic analyses using the spatial toolkit of geographic information systems (GIS)
showing at least one way that bioacoustics may benefit from a landscape ecology approach. We present these analyses in a novel format, as separate “exercises”, in an
attempt to have this paper serve as an entry point into acoustics for landscape ecologists. Readers of this paper can download these data and tools and then follow step
by step instructions in an online tutorial that supplements these exercises. Although
they are not comprehensive, the exercises contained herein should provide a sufficient
introduction to soundscape ecology to allow landscape ecologists to begin asking interesting questions about the soundscape. We conclude with a short discussion on
further references that the learning soundscape ecologist can consult.

3.2

What is sound?
A simple sound emitted as a pure tone (Fig. 3.1) illustrates the features of an

idealized sinusoidal wave signal as it travels over time. The length between the peaks
of a wave is the wavelength (usually designated as k), and the size of the wave its
peak amplitude. Frequency (f) of the simple sound wave, measured as the number
of waveform repetitions per unit time, usually expressed per second or Hertz (Hz), is
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derived from the wavelength and the speed of sound (m) in the medium (air = 343
m/s) as f = m/k.
Intensity is expressed in decibels (or dB) in base 10 units (log), which is a convenient form as human ears can distinguish a billion-fold in intensity of sound (Everest
and Pohlmann, 2009). The dB scale is expressed relative to a reference intensity,
usually assigning a value of 0 to the minimum that a human can hear. Some example
sounds and corresponding dB levels that they produce are: leaves rustling: 20 dB;
human conversation: 60 dB; heavy traffic: 80 dB; jet: 160 dB; and Saturn rocket:
190 dB (Everest and Pohlmann, 2009). The amplitude of the sound wave decreases
with the square of the distance from the source (Fig. 3.2).

Fig. 3.1. A basic representation of a sound wave and the measurements
taken to describe it. In this example, there are two waves represented
by the lines of different color. Both waves have the same wavelength but
different amplitude.

Attenuation of sound waves is dependent on features in the landscape (e.g., buildings, trees) as well as their frequency. Sound waves at higher frequencies are absorbed
more by leaves and other structures, whereas lower-frequency signals tend to be deflected around such obstacles. This limits the distance that higher-frequency signals
can travel relative to lower-frequency signals. Experiments in forests have found that
low frequency sounds are attenuated less and can therefore travel farther (Marten
and Marler, 1977; Marten et al., 1977).
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Once a sound signal travels and is received, other factors may determine the
accuracy and interpretation of the signal. The tympanum in animals has to be sensitive enough to detect the signal from the small random variations in pressure of
the medium. The sensor has a range of acoustic frequencies it can detect, which is
determined by the structure of the ear and therefore by the evolution of the organism
(Greenfield, 1994). Although the brain is extremely adept at separating overlapping
signals, multiple sound signals can occasionally interfere with one another. Once the
sound is detected, the brain processes the signals received. At this stage, specific
signals may be rejected in favor of others (Henry and Lucas, 2010) or some additional
processing may take place to interpret the sound signal into its information contents
(Keller and Hahnloser, 2009). For humans, sound frequencies are perceived by the
ear as “pitch”. Frequencies and pitch are not the same but are considered analogous
(Everest and Pohlmann, 2009).
In reality, sounds in a landscape are often complex. Multiple sources located in
different places in the landscape emit sounds at different times and intensities (Fig.
3.2). Here, several objects that produce sounds, a road, a bird and a stream, are
scattered across the landscape, creating multiple sounds at different frequencies. The
color shades of the sound waves represent the intensity of sound at that distance
with darker (i.e., louder) sounds closer to the sound source. Using the terminology
of soundscape ecology, the three main sources of sound (biophony, geophony and anthrophony) are present in this soundscape. Sensor #1 would record only anthrophony,
sensor #2 would record sounds from the stream and road (a mixture of geophony and
anthrophony), whereas sensor #3 would record the stream (faintly) and bird (hence
both biophony and geophony).
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Fig. 3.2. Representation of a simple soundscape with three sound sources.
Depending on the distance at which that each sound can be detected will
affect which sensors, represented as numbered microphones, will record.

3.3

How is sound recorded?
Although sound can be recorded in analog or digital formats, digital recorders

have largely replaced analog recorders. A digital recorder stores discrete samples of
the signal detected at the microphone at thousands of times per second. To properly
record a signal requires at least a full cycle of the wave, which limits the maximum
acoustic frequency recorded to half of the sampling rate, referred to as the Nyquist
frequency. If the sound of interest has an acoustic frequency of 11 kHz, the sampling
rate needs to be 22 kHz or greater to detect the high and low peaks of that wave. Since
human hearing is limited to a maximum of approximately 20 kHz, most commercial
equipment samples the sound at 44.1 kHz, for a Nyquist frequency of 22.05 kHz.
Digital systems usually display amplitude as decibels relative to full scale (dBFS),
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where dBFS of 0 is the maximum amplitude in the digital file while amplitude levels
less than the maximum are displayed as negative values.
Digital sound collections may require large storage facilities. As a general guideline, a sound file stored with CD quality (16 bit, 2 channels, at a sampling rate of 44.1
kHz) requires approximately 10 MB per minute of audio. Although compression of
the sound file using algorithms like MP3 can reduce the disk space needed, these algorithms remove sounds humans cannot hear, therefore modifying the signal recorded
and causing information to be lost. Some signals that are removed may be detected
by other animals and the compression would be eliminating it from the file. For these
reasons, sound recorded for analysis should be recorded in uncompressed formats, like
Microsoft Wave (.wav), or lossless compression formats such as Free Lossless Audio
Codec (.flac).
The type of microphone used will determine the quality, directionality, and frequency range of the recordings. Microphones detect subtle changes in air pressure,
so more sensitive microphones will be able to detect fainter sounds. The design of
the microphone determines whether it detects sound waves from all directions, omnidirectional, or from a specific direction, referred to as shotgun microphones. All
microphones have frequency-response curves that illustrate their sensitivity to particular ranges of frequencies. Common ranges are from 20 or 60 Hz at the lower end
to 15 or 20 kHz at the upper frequencies. A pair of microphones can be used at the
same time to provide a stereo recording that mimics human perception.
Sound data are stored as information expressed as a wave. To convert the sound
data to a more useful format, a Fourier Transform (FT) is applied to the wave.
Details of how FTs work is beyond the scope of this paper (cf. Hartmann, 1997), but
in general terms, the FT converts the wave signal to amplitude levels per frequency.
These data, in turn, are used to obtain a plot of energy by frequency by time, called a
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spectrogram (Fig. 3.3). In a spectrogram time is displayed in the x-axis, frequency in
the y-axis and energy (i.e., amplitude) on the z-axis, the latter usually represented as
color intensity or shade. The spectrogram allows the researcher to have an overview
of the sound intensities present in the file as a single figure. Frequency-amplitude
plots are another common way researchers visualize sound files.

Fig. 3.3. Spectrogram showing 10 equal spaced frequency bands. Chorusing frogs in Band #4 dominate this recording as do toads in Band #2.
Harmonic sounds produced by the chorusing frogs appear in Band #5 and
then again in Band #7.

A number of excellent references provide in depth information about the physical
properties of sound (Hartmann, 1997; Truax, 2001; Everest and Pohlmann, 2009),
natural soundscape recording principles (Hopp et al., 1998; Krause, 2002b), acoustic
data analysis (Charif et al., 2006; Sueur et al., 2008a; Sueur et al., 2008b), and the
biological basis of sound production and hearing (Bradbury and Vehrencamp, 1998;
Ryan, 2001; Gerhardt and Huber, 2002; Marler and Slabbekoorn, 2004; Kroodsma,
2005; Fletcher, 2007). Truax’s Handbook for Acoustic Ecology (Truax, 1999) contains
an exhaustive list of acoustic communication and acoustic ecology technical terms that
are excellent references for the new acoustician.
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3.4

Sound analysis exercises
We use data from a long-term monitoring study being conducted west of the

Purdue Campus in Tippecanoe County, Indiana to illustrate a few ways to analyze
acoustic data for soundscape studies. For our Tippecanoe Soundscape Study, we
deployed eight acoustic sensors in different habitats. One was located in a mature
oak-hickory forest (Ross Reserve). Another was placed in a secondary forest (Martell
Forest) of 20-30 year old hardwoods. The third sensor was located in a secondary
forest stand approximately 5 m from the edge of a 3-ha wetland (called the Purdue
Wildlife Area). Acoustic sensors were also placed in an abandoned orchard (called the
FNR Farm) and a 5 ha forest stand (McCormick Woods) surrounded by apartment
complexes. Two sensors were located in agricultural fields, one next to a corn crop
(called Ag1) and the other along a soybean field (referred to here as Ag2). An
eighth acoustic sensor was placed on the Purdue campus near a busy road intersection
later in the year. All recorders were set to record for 15 min starting at the top of
each hour generating 24 fifteen-minute recordings per day at each site. We use data
from a 1-week period, May 14, 2008 through May 20, 2008, for all sensors except
urban, to demonstrate how metrics are sensitive to habitat type and time of day. All
recordings were collected in stereo, although most analyses used only one channel,
using a sampling rate of 44.1 kHz.
Three exercises are presented here that are designed to introduce ecologists to
recording and acoustic data processing. The first exercise is a listening exercise
where several recordings from our Tippecanoe Soundscape Study are presented and
described using soundscape terminology and using the software packages Raven Lite
(Charif et al., 2006) and Audacity (Audacity Development Team, 2010). Raven is
used by many bioacousticians to analyze single, or a small set, of recordings. Our
second exercise focuses on spectrogram analysis using the R package Seewave (Sueur
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et al., 2008a). Finally, we show how a spectrogram can be discretized in vertical and
horizontal directions to identify patches of sound that could represent unique signals
with ArcGIS (ESRI, 2010), tools traditionally used for spatial analysis. A supplement
to these exercises, showing how to run the scripts, software and analyze these sound
files can be found at: http://ltm.agriculture.purdue.edu/soundscapes/primer/.

3.4.1

Exercise 1. Listening to the soundscape

The sound file #1 was recorded during a rainy night at 01:00 in the Purdue Wildlife
Area on May 14, 2008 (Fig. 3.4a). This rain represents one form of geophony (geophysical sounds; Pijanowski et al., 2011a; Pijanowski et al., 2011b). Several species
of frogs are the main contributors to this location’s biophony (biological sounds).
The recording starts with a chorus of Gray Treefrogs (Hyla versicolor ), some Spring
Peepers (Pseudacris crucifer ) and a light rain. The Gray Treefrogs call around 2
kHz, while the Spring Peepers make a call that sounds like a whistle at around 3 kHz;
both are typical soundmarks of a temperate pond. After approximately 40 s, loud
thunder, another example of geophony, can be heard and the rain intensifies. Later
in the file, the rain subsides while the frogs continue to call. At 4:18, a single faint
“chuck” from a Bullfrog (Rana catesbeiana) is heard.
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Fig. 3.4. Spectrograms of a example sound file #1, recorded at a forested
wetland (Purdue Wildlife Area) at 01:00; b example sound file #2,
recorded next to a major street at the Purdue University Campus at
22:00; and c example sound file #3, recorded at a forested plot (McCormick Woods) next to an urban area at 11:00.
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An urban soundscape (Fig. 3.4b, sound file #2) can contain many types of sounds,
but this one is dominated by anthrophony (human sounds). This recording was
made at 22:00 in the fall (October 10, 2008). During the entire recording, crickets
stridulate between 3.9 and 4.4 kHz. After a few seconds, the bells of the Purdue
Tower can be heard in the background playing several collegiate songs. The sound of
the bells, an example of a keynote (Truax, 1999) for this landscape, can be observed
as discrete signals in the spectrogram that alternate their frequency. Each signal at
particular frequencies corresponds to a different bell. Several cars and buses pass
by-sounds produced include those from tire-pavement friction, air brakes, and music
emitted from vehicles. Note that the sounds from the vehicles occupy a wide range
of frequencies, particularly compared to the small range of the sounds emitted by the
Purdue Tower bells.
Sound file #3 (Fig. 3.4c) was recorded on a summer day inside a forested plot
near the Purdue University campus, on June 14, 2008; it has a mixture of animal
and human sounds. During the duration of the sound, several species of birds are
calling. A Red-eyed Vireo (Vireo olivaceus) sings constantly throughout the recording, occasional Red-winged Blackbirds (Agelaius phoeniceus) make a trill and squawk
sound, and Eastern Chipmunks (Tamias striatus) emit their characteristic “chip” at
the end of the recording. After time mark 1:30, a siren from an emergency vehicle
can be heard for about 2 min. The sound of a siren on the spectrogram appears as
frequencies alternating up and down, an example of frequency modulation created by
a human object.
The accompanying hands-on tutorial to this exercise contains step-by-step instructions for how to obtain these files, load a sound file into Raven Lite or listen
to these recordings online at the Purdue Soundscape Studies website. The skill level
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required to complete this exercise is elementary (e.g., requires very little expertise to
understand the structure of acoustic files and run the computer software).

3.4.2

Exercise 2. Frequency band analysis

Seewave and associated packages are R software tools developed for sound analysis. In this example, we use Seewave to compute an index of frequency band diversity,
evenness and dominance. An associated package, TuneR (Ligges, 2009), is used to
load a sound file in wav format as an object. Seewave can also save the data of
the spectrogram as a numeric matrix with amplitude values by setting the value
of plot in the function spectro() to false - saving the values as a matrix. We use
this output matrix to calculate an acoustic diversity index using the script (soundscape band diversity.R) posted on the web site.
To demonstrate the value of this approach and tool, we use two sound files that
were recorded in the Purdue Wildlife Area on 20 April 2008. The first sound file was
recorded at night, at 00:00 (Fig. 3.5a), and the other one during the morning, at 07:00
(Fig. 3.5b). The night sound is dominated by frogs in the 1.3-3.8 kHz range while
the sounds in the morning are from birds singing from approximately 0.2 to almost
8.0 kHz. Just by visually comparing the spectrograms of these sound files, we can see
that there is a larger diversity of sounds in the morning than in the night. When we
look at the distribution of the proportion of signals in each band in both sound files
(Fig. 3.5c) the differences between the files are evident. The night recording has most
of the signal in the bands corresponding to 1-4 kHz, while the signal for the morning
has strong components from the 0 Hz up to the 6 kHz bands. The proportion of
sound occurring in each frequency band can then be used to calculate a variety of
metrics synonymous with those used in studies of species biodiversity. Allowing each
band to represent a specific “species”, the occupancy (i.e., the proportion of that
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band with sound) of each frequency band can be used to calculate Shannon’s Index
for a recording as:

0

H =

S
X

pi ln pi

i=1

where pi is the fraction of sound in each ith frequency band in S number of
frequency bands.
Species evenness can be calculated in a variety of ways by ecologists. We used the
Gini() function of the R package Ineq (Zeileis, 2009) to calculate the Gini coefficient
with occupancy at each frequency band as inputs per recording. We also calculate
frequency band dominance by determining the frequency band that has the greatest
occupancy per recording. Acoustic diversity (using Shannon’s index), evenness and
dominance can be compared between sites and over different time periods.
We calculated average values of acoustic diversity for each site for the week as
well as averages for each hour of the day from the weekly recordings at the six sites.
Acoustic diversity for Martell and Wildlife sites are greatest, followed by Ross and
McCormick. FNR Farm, Ag1 and Ag2 contain the least amount of acoustic diversity
(Fig. 3.6). The average acoustic diversity by time of day shows that Martell, Ross,
FNR Farm, Wildlife and McCormick have high diversity values during the morning
and evening time periods, coinciding with the dawn and dusk chorus. Nearly all of
these sites also have a period prior to the dawn chorus that appears to exhibit a “rest”
after a relatively diverse array of sounds occurring at night. The diversity of sounds
during the evening is as great as those during the dawn chorus. The two agricultural
sites reflect a “flat lining” of acoustic diversity throughout the day and night with
almost no dawn and dusk chorus peaks in acoustic diversity occurring at either of
these sites.
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Fig. 3.5. Spectrograms of two sound files recorded at a forested wetland
at two times: A recorded at 00:00, B recorded at 07:00 and C proportion
of each frequency range band with a signal above a -50 dBFS threshold
for the night (filled bars) and day (empty bars) recordings.
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Fig. 3.6. Boxplot of a diversity values by site and b hourly averages.
Values were calculated over a 7 day period in May 2008.

The weekly average Gini coefficient values (Fig. 3.7) are greatest for the two
agricultural sites and the FNR Farm site, reflecting less evenness across frequency
bands. The greatest weekly average evenness occurred at the Martell site. Gini
coefficient weekly averages by hour are greatest for the agricultural sites with very
little variation across the day and night. Evenness changed greatly over the day at
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the Martell and Wildlife sites with the most evenness occurring during the dawn and
dusk chorus periods.

Fig. 3.7. Boxplot of a band evenness (i.e., Gini coefficient) calculated over
a 7 day period in May 2008 by site; b average by time of day. Values close
to 1.0 reflect perfect inequality (sounds occur mostly in one band) and
values close to 0.0 reflect perfect equality (sounds occur equally across all
bands).
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The proportion that each frequency band was dominant in each recording is illustrated in Fig. 3.8. Note that the lowest frequency band dominated nearly all
recordings; this frequency band was removed from the analysis to assess the variation
in the other bands. For the remaining frequency bands, band 2 (1-2 kHz) was the
most common frequency band in all sites. The forested sites (Ross, FNR Farm, and
McCormick) had times where band 3 was common, being dominant about 20% of
the time. Wildlife had band 4 dominate 28% of the time, likely due to the numerous
amphibians that were located there. In both agricultural sites, band 2 dominated
nearly all of the recording periods, as much as 97% of all recordings in Ag1.

Fig. 3.8. Frequency band dominance for bands 2 through 10. The percentage of time that each band dominated in a 15 min recording over the
week of recordings.

In short, the Seewave tool can be used to subset a sound file into frequency bands
which can then be used as inputs to traditional ecological metrics of biodiversity. The
metrics plotted over space and over time (some plotted with ggplot2 by Wickham
and Chang [2013]) provide a useful means to understand the patterns of sound in
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landscapes. Users familiar with R could modify inputs to examine more frequency
bands or use the frequency bands as inputs to other metrics.
The tutorial that accompanies this exercise provides step-by-step instructions for
downloading and installing R and the associated packages used here (seewave, tuneR
and ineq), executing the scripts, understand the data format and import data into
MS Excel. It explains the calculation of the Gini coefficient in more detail. We
believe that readers familiar with R or command line environment will be able to
complete this exercise. Notes are provided that describe how a user can process a
large number of files. The skill level required is moderate and considered advanced
for those interested in processing a large number of files.

3.4.3

Exercise 3. Spectrograms as raster files

Seewave allows users to easily export that spectrogram as a raster file for analysis
in a GIS. The resultant raster map allows users to treat specific signals as patches in
a landscape. Patch and landscape statistics may help in quantifying the diversity of
sounds and their relationships in a way that is more intuitive for landscape ecologists.
The accompanying tutorial explains in detail how to extract a spectrogram from a
sound file using Seewave and analyze it with ArcGIS. Briefly, patch metrics (e.g., size,
perimeter) are generated and summary statistics (e.g., mean, standard deviation)
reported for an entire recording.
Summary statistics for the signal patches are plotted by site and time of day
for the weeklong recordings at seven sites in Fig. 3.9a. Note that the number of
signals is greatest in the morning (07:00 and 08:00) and evening (21:00 and 22:00),
corresponding to the dawn and dusk chorus, respectively. The fewest number of
signals occur during the day for the forested sites. There are very few signals at the
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two agricultural sites, where sounds are limited to wind and rain (geophony) and
some occasional traffic (anthrophony).
The size of signals present in these sound raster maps differed greatly (Fig. 3.9b);
both agricultural sites have very large sound patches, probably as a result of constant
wind and traffic noise from the rural roads near the sites. Non-agricultural sites do
not exhibit a temporal pattern to the patch size although it is slightly larger in the
morning for some sites. When size distribution is examined across sites (Fig. 3.9c),
all sites have about 15% of the sound patches are 4 pixels. Signals of size 5-9 pixels
make up about 40% of all signals, another 40% of the signals are 10-49 pixels and less
than 5% of patches are greater than 50 pixels. Patches larger than 10,000 pixels are
rare, which makes sense since few real signals can have such a large footprint, either
by duration or by acoustic frequency.
The tutorial describes how to run Python scripts and examine the output in a
spreadsheet. Users familiar with data formats common to GIS and running scripts in
ArcGIS can modify the scripts to create custom applications. This exercise requires
some advanced knowledge although step-by-step instructions are provided for the
novice ArcGIS Python user. Suggestions for further reading about these advanced
tools are contained in this tutorial as well.

3.5

Discussion
We have presented an overview of sound and how ecologists can work with sound-

scape data from the field. Instead of limiting sound research to particular questions
at the species level, we can study the soundscape at the landscape scale. Several
tools familiar to many landscape ecologists (e.g., R and GIS) have been used and the
exercises presented range from basic (listening to soundscape recordings) to advanced
(running Python scripts in ArcGIS).
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Fig. 3.9. Signals extracted from sound files recorded over a 7 day period in
May 2008 by site: A number of signals per hour; B average size of signals
per hour; C distribution of signal size.
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The best way to start studying the soundscape is to become acquainted with the
sounds present in it and their spatial and temporal patterns. A purely descriptive
approach will yield an interesting depth to any soundscape. Quiet soundscapes can
have a constant component from the wind and leaves rustling. Urban soundscapes,
usually described plainly as noisy, can have an overwhelming diversity of sounds
and sources as demonstrated by exercise 1. Forested areas with a high diversity or
occupancy of species will have a great variety of sounds, both from their vocalizations
and their movements than those utilized by humans as demonstrated by the greater
number of sound patches in forested versus agricultural plots in exercise 3.
A simple measure of the sound diversity in a spectrogram summarizes the complex
acoustical data in an effective way. Sueur et al. (2008a) developed a similar diversity
index within Seewave that uses a different algorithm but is similar conceptually (it
was not used here due to the very complex nature of its calculation). In exercise
2, we used a measurement of the diversity of signals according to their frequency in
a single sound file to obtain statistics for that sound file that can be compared to
others. This approach can yield objective comparisons between sites (e.g., across a
human disturbance gradient) or across time (e.g., the sound patterns across seasons).
For example, the band analysis and diversity metrics utilized in our analysis showed
that the soundscape is less diverse in the evening compared to the morning.
Future soundscape ecology research should focus on the spatial-temporal patterns
of sound from different sources. However, for this to be accomplished, signals in
soundscape recordings need to be extracted with signal classifiers into major sources
like biophony, geophony and anthrophony. Our analyses here examined spectrograms
with all sounds present.
Signal classifiers vary in the way they work, but in general, the classifiers are
trained to recognize particular signals. This is often accomplished by first selecting
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a sample of sounds which are labeled by the researcher. An algorithm is then employed that uses features of the sound within the class. Then, once it has learned to
identify these sounds, the classifier identifies the signals in the rest of the recording.
Many bioacousticians have successfully used statistical (i.e., hidden Markov models)
and machine learning (e.g., neural networks, support vector machines) approaches to
identify sounds (Acevedo et al., 2009; Kasten et al., 2010). Same-source signals could
then be recombined to create partial spectrograms, one each for biophony, geophony,
and anthrophony. Metrics (e.g., entropy) of these partial spectrograms could be compared across different landscapes, possibly varying in the human disturbance, and
over a variety of time frames (hours, days, months, seasons, years), as we did here.
Other approaches to studying soundscapes are presented in this special issue.
The ACI metric of Farina et al. (Farina et al., 2011) uses a complex signal extraction
approach to analyzing a sound recording. Studies that compare different levels of noise
and their impact on the behavior, physiology and reproductive success of animals are
conducted across human disturbance gradients (Francis et al., 2011). Future work
needs to focus on comparing different methods with an assessment of how they differ
across space and time.
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CHAPTER 4. A TEST OF SOUNDSCAPE ECOLOGY INDICES AND
RECORDING LENGTH
4.1

Introduction
The study of soundscapes, all the sounds in a landscape that create a unique

pattern, presents several methodological challenges that have not been explored in
detail (Pijanowski et al., 2011b; Pijanowski et al., 2011a). Among these challenges,
the use of indices has received a lot of interest by themselves. Soundscape researchers
have studied this complex mixture of sound signals and noise by calculating a single
index for each audio recording and analyzing these values across space, time or both
(Qi et al., 2008; Pijanowski et al., 2011b; Krause et al., 2011; Depraetere et al., 2011;
Gasc et al., 2013a). Only recently have papers started to compare the performance
of each soundscape index and comparing their results (Pieretti et al., 2015). Some
of these indices seem to be able to accurately measure sound diversity and even
biodiversity, but it seems that some would produce the same results as they are
measuring similar aspects of the soundscape or using similar equations.
Most studies that have measured the soundscape have worked on ways of reducing
the complexity of soundscape data. This is required because digital audio data is
comprised of a large number of samples. A common sampling rate used in digital
audio saves 44,100 data points every second, which covers the range of frequencies
in the human detection range. In addition, the signals in the acoustic space can be
further quantified in terms of amplitude, frequency, and timing. This complexity
points to several ways to summarize this data. To be useful for ecological studies, the
indices should be related to some feature of the biodiversity, like diversity of species
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or density of individuals. A recent review found 28 indices that measure different
aspects of an audio recording (Sueur et al., 2014). That review classified the acoustic
indices into two families according to the level of diversity each one quantifies: α, or
acoustic diversity within the same group; and β, or the diversity between groups.
In this study, I compared five soundscape indices in the α family. The indices were
selected based on two criteria: 1) having at least one study where they were used to
study natural soundscapes; and 2) having a clear explanation of the algorithm behind
the calculations or code available to replicate the original calculation or have code
already available for the R statistical computing environment (R Core Team, 2014).
This resulted in the selection of five indices. Each of these indices are described below
briefly, consult the references cited for further details.
The Acoustic Complexity Index (ACI) was written to quantify animal sounds
based on the periodicity of their vocalizations and the observation that other sound
sources (e.g., wind, rain, engines) are usually constant (Pieretti et al., 2011). The
ACI has been tested and it is correlated with avian diversity in field studies (Pieretti
and Farina, 2013). This index is calculated from the spectrogram of the digital audio.
The values in a spectrogram are divided in bins of frequency and time, the size of
which depend on the window size used in calculating the spectrogram. First, the
absolute value of the difference between adjacent bins of the same frequency, dk , is
calculated as:

dk = |Ik − Ik+1 |

These dk values are then added for each j time step (5 s as the default) as D:

D=

n
P
k=1

dk
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This value is then divided by the sum of the intensities Ik for that time period j:
D
ACI = P
n
Ik
k=1

This ACI value is added for the frequency bins to obtain ACI(∆f l) , the ACI for
the frequency bin f l:

ACI(∆f l) =

m
P

ACI

j=1

These ACI(∆f l) values are then added to obtain the ACItot for the sound file:

ACItot =

q
P

ACI(∆f l)

l=1

This ACItot value is called the ACI in this chapter, since this value is for the whole
file.
The Acoustic Diversity Index (ADI) measures the diversity of signals in the digital
file by breaking the acoustic space into frequency bands and calculating the Shannon’s
index to the space used by acoustic signals in these bands (Villanueva-Rivera et al.,
2011). This index has been used to compare the diversity of sound signals in a
gradient of human disturbance (Pijanowski et al., 2011b). The ADI is calculated
from the spectrogram of the sound file by first calculating the proportion p of each
frequency band occupied by signals. By default, the frequency bands divide the
frequency space up to 10 kHz in 10 N bands of 1 kHz each. The proportion p(i) is
calculated using the values above a threshold (-50 dBFS by default) to avoid selecting
faint sounds and random noise. The ADI is calculated as the Shannon diversity index
for the vector of p(i) values of the N bands:
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ADI = −

N
P

p(i) × loge p(i)

i=1

The index H is the product of two calculations that measure the evenness of the
signal in both the frequency and time domains (Sueur et al., 2008b). This index has
been tested with bird diversity, showing a strong correlation (Sueur et al., 2008b;
Sueur et al., 2014). From the digital audio data, the index components are calculated
using the probability mass function of an amplitude envelope A(t) from the analytic
signal ξ(t):

A(t) =

|ξ(t)|
N
P
|ξ(t)|
t=1

Then, the Ht is calculated as the sum of the diversity of these amplitude values
in time, A(t):

Ht = −

n
P

A(t) × log2 A(t) × log2 (n)−1

t=1

The other component of the H index is Hf , which is the diversity in the frequency
space:

Hf = −

N
P

S(f ) × log2 S(f ) × log2 (N )−1

f =1

These two values are multiplied to obtain the value of the H index as:

H = Ht × Hf
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The Normalized Difference Soundscape Index (NDSI) compares the energy in the
frequency range used mostly by animals with the frequencies occupied by human
noise (Kasten et al., 2012). The NDSI has been used to evaluate habitat change
and disturbance based on the change of the dominant components of the soundscape
(Qi et al., 2008; Gage and Axel, 2014). The index is calculated from the Welch
power spectral density (PSD) of the sound signal. The PSD is then divided in the
frequency ranges of the anthrophony (human sounds), α (by default, 1-2 kHz), and
the frequency range of the biophony (sounds from animals), β (by default, 2-8 kHz).
The NDSI is calculated as the difference over the sum of the area in each component’s
frequency range:

N DSI =

α−β
α+β

The Bioacoustic Index (BI) selects the frequency range used by most birds and
computes the total signal energy in this range (Boelman et al., 2007). The BI was used
to estimate bird abundance and compare it with the vegetation structure (Boelman
et al., 2007). The BI is calculated by applying the fast-Fourier transform (FFT) to
the audio signal. Then, the area of the FFT between 2-8 kHz is obtained as the value
of BI:

BI =

f =8kHz
P

F F T (A)

f =2kHz

Studies that have used soundscape indices exhibit that there is no standardized
methodology in the collection of acoustic data. Some studies have recorded the audio
during 1 min (Gasc et al., 2013b; Rodriguez et al., 2014; Gage and Axel, 2014), while
others have used 2.5 min (Depraetere et al., 2011), 5 min (Chap 4, this volume), 10 min
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(Holmes et al., 2014), 15 min (Sueur et al., 2008b; Pijanowski et al., 2011b), and even
1 hr (Krause et al., 2011). It can be argued that longer recording lengths can better
capture the real soundscape, but this comes at a cost. Audio recordings can be very
large, with CD-quality sound occupying approximately 10 MB per minute. Longer
recording time requires more data storage and power for the sensors. Therefore, we
need to test if longer recording times result in different values of the soundscape
indices measured.
This study had four main objectives in testing soundscape indices. First, was to
compare the results of the ADI and H soundscape indices to determine if they are
correlated due to their similar calculations. Second, to test if the NDSI and BI indices
were correlated since they both measure the total acoustic energy in similar frequency
ranges, above 2 kHz. Third, to test the resilience of changing the arguments in the
functions that calculated these indices. Lastly, to test if long recording times are
needed when measuring the soundscape. These results will yield important practical
guidelines for the use of the soundscape indices in future soundscape ecology research.

4.2

Methods

4.2.1

Study Sites

To test how several soundscape indices behaved, I used audio recordings from a
large digital sound archive recorded at the La Selva Biological Station in lowland
Costa Rica (Table 4.1). This archive was collected in 13 sites in both primary and
secondary forests that occur at the station (McDade et al., 1994). The data used were
collected between 9 August and 5 October 2011. The sites were sampled using SM-1
and SM-2 automated recorders (Wildlife Acoustics, Inc. Concord, Massachusetts,
USA). A total of 47,543 files were used for this study. The recorders were set to save

Site name
ExpSwamp
CES650
OTSTower2
OTSTower3
SHA500
SHO950
SUA300
LOC500
SAT500
SAT1000
SCH300
SOR450
STR2500

Location
Charca Experimental
Camino Experimental Sur 650
OTS Tower 2
OTS Tower 3
Sendero Hartshorn 500
Sendero Holdridge 950
Sendero Suampo 300
Lindero Occidental 500
Sendero El Atajo 500
Sendero El Atajo 1000
Sendero La Chanchera 300
Sendero Oriental 450
Sendero Tres Rı́os 2500

Coordinates
10.43266, -84.00833
10.43283, -84.01211
10.43214, -84.01053
10.43174, -84.01072
10.42373, -84.01445
10.41581, -84.00516
10.41899, -84.00656
10.43004, -84.01631
10.43239, -84.01747
10.43151, -84.02126
10.43612, -84.01440
10.42720, -84.00180
10.43312, -84.02356

Major habitat type
Open-canopy pond in primary forest
Primary forest
Primary forest
Primary forest
Primary forest
Primary forest
Primary forest
Secondary forest
Secondary forest
Secondary forest
Secondary forest
Secondary forest
Secondary forest

Table 4.1.
Sites where acoustical data was collected in La Selva, Costa Rica. Each site was named after the closest feature
or trail marker.
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for 5 min every 15 min, stored in stereo audio wav files with a sampling rate of 44.1
kHz.

4.2.2

Software Package and Argument Effect

A particular difficulty in comparing these indices was the lack of a common computing platform. Some indices were available in R, some were written in Matlab, and
one was written as a plugin for a Windows-only audio analysis program. To simplify
the comparison, I wrote code to calculate the indices in a single language and published the code as a package. The R statistical computing environment (R Core Team,
2014) was selected since it is very popular and is available for most operating systems.
The H index can be calculated by the R package seewave (Sueur et al., 2008a). A new
package for R, soundecology (Villanueva-Rivera and Pijanowski, 2014b), contains the
code to calculate the other 4 indices tested: ADI, ACI, NDSI, and BI. Using these
two packages allowed me to calculate the five indices simultaneously. The source code
of the package is available at http://cran.r-project.org/web/packages/soundecology/
or using the digital object identifier (DOI): 10.6084/m9.figshare.1172403.
To test the accuracy of the functions in the package, I compared the results with
the original code for the NDSI and ACI. The code for the NDSI was tested by comparing the results of the function with the results obtained using the original Matlab script. The script and test audio files were provided by S. Gage (available from
Figshare: 10.6084/m9.figshare.1036423). The function for the ACI was tested against
the results obtained from the plugin for SoundscapeMeter (version 1.0.14.05.2012),
courtesy of A. Farina. The test was performed using 250 sound files chosen at random from a dataset from Puerto Rico, each one 1-min long (Villanueva-Rivera, 2014)
(available from Figshare: 10.6084/m9.figshare.1036395).
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The function for the calculation of the Bioacoustic Index was written based on
Matlab code provided by N. Boelman. Results from the original results were not
available and the code was modified to normalize the data before calculating the area
under the curve. The function for the calculation of the ADI was already written in
R, so it was directly incorporated to the package.
The indices were calculated using R (version 2.14.1) (R Core Team, 2013) and
the packages soundecology (version 1.1), seewave (version 1.6.1), and tuneR (Ligges,
2009) (version 0.4-1). The computation of the indices was done using a Windows High
Performance Computing cluster comprised of 12 nodes. Each node in the cluster had
2 AMD 6176 processors with 12 cores, for a total of 24 cores per node, running at 2.3
GHz. Each computing node had 48 GB of memory.
Although most indices were tested using the original description, I tested the effect
of changing some arguments in the functions for ADI and ACI. These arguments
change the signal detection threshold or the bin size when processing the audio data.
For the ADI, I tested the effect of changing the detection threshold (db threshold)
and the size of the frequency bands (freq step). The argument db threshold controls
the minimum amplitude that a signal has to have to be counted as a valid audio signal
over the background noise. The default value is -50 dBFS and the test included setting
the value to -60, -50, -40, and -30 dBFS. Lower values will detect more sound signals,
at the cost of including more random background noise. The argument freq step
determines the size of the frequency bands that the function will use to calculate the
index. The default band size is 1000 Hz, which yields 10 bands when testing the
frequencies up to 10 kHz. The test was performed by setting the bin size to 10, 100,
and 1000 Hz.
For the ACI, I tested the effect of changing the cluster size (j). This variable,
which uses 5 s as the default, determines the size, in seconds, of the segment of the
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data that the function uses to calculate the index. The mean of the values for each
segment is calculated as part of the process to calculate the total ACI of the audio
file. The test was done setting the argument to 5, 10, 15 and 20 s.
The other arguments of the functions were not tested because these change the
range of frequencies (e.g., bio min and bio max for the NDSI). This would result in
changing the data from which each index is calculated, making further comparisons
invalid.

4.2.3

Correlation Between Soundscape Indices

The soundscape indices tested were written to measure the soundscape in different
ways from audio signals stored in digital audio files. Presumably, each index should
have a different behavior since the calculation in each index is based on different
properties of the soundscape. However, the data being used is the same and the
approach tends to be similar: to reduce the complexity of the information in the file,
from amplitude values in both frequency and time domains to a single value.
Two pairs of indices were tested because they have similar approaches to summarizing the sound data. The ADI and the H index use the Shannon diversity index
equation to calculate the diversity in the sound file. The main difference is that the
H index is the product of the diversity in time with the diversity in frequency while
the ADI is only the diversity in frequency.
The NDSI and BI were tested because they are based on measuring the total
energy in a range of frequencies. The main difference between these two soundscape
indices is that the NDSI is the difference between two frequency ranges, one for
biophony and one of anthrophony, while the BI is the total energy in the biophony
frequency range.
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Each pair of indices were tested using Spearman’s rank correlations. I used nonparametric tests because several of the indices are bounded (e.g., NDSI is between -1
and 1, H is between 0 and 1) and their distribution was not normal (Sokal and Rohlf,
2012).

4.2.4

Recording Length

A problem that has not been addressed before in soundscape ecology is the effect
of the recording length when measuring the soundscape. I tested the differences that
recording time had on the indices. I calculated the indices values for the first 30 s
segment of each file, t1 . Then, I calculated the index for a non-overlapping segment
of random length between 30 s and 3 min, t2 . The effect of the recording length on
the indices was calculated as the difference t2 − t1 .

4.3

Results

4.3.1

Software Package and Argument Effect

To test the accuracy of the functions in the R package soundecology, I tested how
correlated were the results obtained with the package and with the original code for
the NDSI and the ACI. The NDSI values calculated with soundecology were highly
correlated with the results obtained using the original Matlab code (r = 0.949; pvalue <0.001). The ACI calculated with soundecology was highly correlated with the
results obtained from the original software (r = 0.996; p-value <0.001).
To test if changing the arguments of the functions had a significant change in the
results, I tested the values obtained from the functions while changing the arguments
using non-parametric Spearman correlations. The tests for the ACI showed that the
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values were highly correlated when changing the clumping argument j between 5 and
20 s (Table 4.2).

Table 4.2.
Correlations between different values for the argument j of the function
acoustic complexity.
Value of j (s)
10
15
20
n = 47,543; * p

5
10
15
0.9994*
0.9985* 0.9997*
0.9977* 0.9993* 0.9998*
<0.001 with Bonferroni correction

The test for the arguments of the ADI function found that changing either db threshold
or freq step had no effect on the resulting patterns. All the values were highly correlated when the signal detection threshold db threshold was changed between -60 and
-30 dB (Table 4.3). Testing the ADI with frequency band sizes freq step of 10, 100,
and 1000 Hz resulted in highly correlated results (Tables 4.4).

Table 4.3.
Correlations between different values for the argument db threshold of the
function acoustic diversity.
Value of db threshold (dB) -60
-50
-40
-50
0.9620*
-40
0.9156* 0.9323*
-30
0.8354* 0.8205* 0.9064*
n = 47,543; * p <0.001 with Bonferroni correction
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Table 4.4.
Correlations between different values for the argument freq step of the
function acoustic diversity.
Value of freq step (Hz) 10
100
100
0.9977*
0.9866* 0.9926*
1000
n = 47,543; * p <0.001 with Bonferroni correction

4.3.2

Correlation Between Soundscape Indices

The ADI and H indices showed correlated values (r = 0.81; n = 47,543), although
the relationship shows a large spread in the values (Fig 4.1). The other pair of indices
that was tested, the NDSI with the BI, was also correlated (r = 0.79; n = 47,543),
although the relationship seem very weak (Fig 4.2)

4.3.3

Recording Length

To determine if the length of the recording had any change on the results from the
soundscape indices, I tested the results obtained from the files using different time
segments. Three indices had very similar results no matter how long the recorded
audio was. The ACI, NDSI, and BI exhibited very little differences between recording
just 30 s or up to 3 min at different moments of the day (Figs 4.3 - 4.5). On the other
hand, the ADI and H indices did not exhibit a consistent pattern. The differences
between the values of the pairs of segments varied between segment length and time
of the day (Figs. 4.6 and 4.7).
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Fig. 4.1. Scatterplot of the values of the ADI and H index for all the audio
files in the dataset.

4.4

Discussion
Soundscape indices have been a common way to quantify acoustic patterns in the

soundscape. From the first publications that presented the idea of measuring the
soundscape as a resource or ecological indicator (Krause, 2002a; Qi et al., 2008), the
problem has been how to reduce the complexity of sound to manageable dimensions.
This reduction in dimensionality, by using indices, then allows researchers to study the
soundscape as any other variable in the landscape. Several research groups have come
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Fig. 4.2. Scatterplot of the values of the NDSI and BI index for all the
audio files in the dataset.

up with different indices to measure the soundscape. This study tried to provide a
first look at comparing several of these soundscape indices using large audio archives.
The two pairs of indices tested were correlated. The diversity indices, ADI and H,
can be related to the acoustic niche hypothesis, where species should show character
displacement in the frequency of their acoustic communication to avoid inter-specific
interference (Krause, 1993; Farina et al., 2011). Sites with a higher richness of species
should, therefore, show large separation in the frequency space. In turn, this separation increases the diversity of sound signals along each frequency band.
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Fig. 4.3. Boxplots of the differences between ACI values from pairs of
segments of the same audio file. The top and bottom portions of the box
represent the first and third quartile around the median and the whiskers
represent the values within 1.5 of the inter-quartile range. Outliers are
represented as dots.

Fig. 4.4. Boxplots of the differences between NDSI values from pairs of
segments of the same audio file. The top and bottom portions of the box
represent the first and third quartile around the median and the whiskers
represent the values within 1.5 of the inter-quartile range. Outliers are
represented as dots.

The ADI divides the frequency space to measure the diversity of signals along most
acoustic frequencies. To reduce the number of false signals detected (i.e., noise), the
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Fig. 4.5. Boxplots of the differences between BI values from pairs of
segments of the same audio file. The top and bottom portions of the box
represent the first and third quartile around the median and the whiskers
represent the values within 1.5 of the inter-quartile range. Outliers are
represented as dots.

Fig. 4.6. Boxplots of the differences between ADI values from pairs of
segments of the same audio file. The top and bottom portions of the box
represent the first and third quartile around the median and the whiskers
represent the values within 1.5 of the inter-quartile range. Outliers are
represented as dots.

index only counts as valid the signals above a certain dB threshold. The proportion
of signals above the dB threshold is calculated, one for each band. The ADI is
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Fig. 4.7. Boxplots of the differences between H values from pairs of segments of the same audio file. The top and bottom portions of the box
represent the first and third quartile around the median and the whiskers
represent the values within 1.5 of the inter-quartile range. Outliers are
represented as dots.

the application of the Shannon diversity index to the set of values obtained for the
frequency bands.
The index H is the product of two calculations that measure the evenness of the
signal in both the frequency and time domains (Sueur et al., 2008b). In the frequency
domain, the evenness of the spectrum in the whole file is calculated (Hf ). For the
time domain, the evenness is calculated for the temporal envelope (Ht ). Both Hf and
Ht are calculated using the Shannon diversity index. The H index is then calculated
as the product of Hf and Ht .
The other two indices tested, the NDSI and the BI, were also correlated. These
indices measured the total energy in discrete regions of the frequency space. The
main difference between them is that the NDSI compares the value of this range with
the range occupied by the anthrophony (i.e. human sounds).
The NDSI compares the energy in the frequency range used mostly by animals
with the frequencies occupied by human noise (Kasten et al., 2012). The NDSI
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takes a similar approach as the normalized difference vegetation index (NDVI) (Gage
and Axel, 2014). The NDVI is the ratio between the near-infrared and red bands
of multispectral satellite images. Negative values of NDVI are related to areas of
no vegetation cover while positive values can be found in areas of dense forests or
crops (Pettorelli, 2013). The index also adjusts frequencies of the sound file using
the Welch periodogram on the acoustic data, which results in a data frame of power
for each frequency bin (Welch, 1967; Gage and Axel, 2014). Then, the range of
frequencies between 1 and 2 kHz are assigned to anthrophony (α), sounds originated
by humans, and the frequency range between 2 and 11 kHz to biophony (β). The
index is calculated by obtaining the absolute difference between α and β divided by the
sum of both values. The NDSI ranges between -1, where the anthrophony dominates,
and 1, where the biophony dominates the soundscape.
Similar to the NDSI, the BI selects the frequency range used by most birds and
computes the total signal energy (Boelman et al., 2007). The fast Fourier transform
of the audio file is calculated and the spectrum is converted to a decibel scale. Then
the values between 2 and 8 kHz, the frequency band of interest, is selected. The
BI is calculated as the area under the curve for this frequency band. This allows
to calculate a total abundance of bird calls by measuring the total energy of their
signals.
Although longer recording lengths can benefit the study of the soundscape by
recording rare sound signals, the rarity of these signals can indicate they are not important for the soundscape as a whole. The results of this study found that increasing
the recording length has no effect on the patterns found using the soundscape indices.
The longer files do not seem to provide additional information about the soundscape.
Analyzing samples from long recordings has been found to provide more than adequate data on species richness of a forest (Wimmer et al., 2013). If there is an interest
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in rare sounds (e.g., from rare species (Skalak et al., 2012)), it would be more practical to record more files of shorter length at the appropriate time for the species.
Bird species that usually chorus at sunrise can be better detected by increasing the
number of recording events around the early morning period (Wimmer et al., 2013),
unless automated methods are used (Aide et al., 2013).
On the other hand, short-timed events that have a strong effect on the soundscape,
like low-flying airplanes (Krause, 2002b; Barber et al., 2011) and weather events, merit
increasing the recording length. How much will depend on the length of their impact
on the soundscape. Pilot studies can better help understand how these events shape
the local soundscape and can be used to determine the best recording length and
interval to use that will detect the events. Recording 30 s of the soundscape should
be a good balance between recording a representative sample the soundscape and
reducing the problems of smaller sampling deployments and excessive data storage.
Other efforts have been made to measure the biodiversity using a combination of
metrics derived from both digital sound properties. One example has been combining
signal-to-noise ratio and counts of events over the background level, and biological
events, like the ACI and acoustic signals in a particular frequency band (Towsey et al.,
2014). That study found that combining several metrics could be used to estimate
biodiversity. One drawback of this approach is that some of the metrics are not
transferable to direct features of the soundscape from the point of view of biologists.
It is known that biologists tend to ignore math-heavy papers (Fawcett and Higginson,
2012). Without a clear relationship to the ecosystem, or a guide on the use of these
indices, researchers will find limited use to these indices.
A more pressing problem is the proliferation of indices without clear indications
of where they improve previous published indices. A review by Sueur et al. found
28 different indices used in different approaches to soundscapes or sound diversity
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analyses (Sueur et al., 2014). The field of soundscape ecology is new and needs the
development of methods and metrics, but we need to start working on guides on
which work best, and on which situations. Otherwise, a large number of indices can
only confuse researchers and hinder hypothesis testing. Future efforts should focus on
determining which are redundant and if some could be used together as a multivariate
measurement of the soundscape.
Acoustic surveys are an important and effective tool for the detection and monitoring of several groups of animals (Acevedo and Villanueva-Rivera, 2006; Celis-Murillo
et al., 2012; Digby et al., 2013). Passive acoustic monitoring (PAM) can provide more
accurate data because the collection of the audio signals can be done much longer
than any expert can, which can benefit species monitoring and ecological assessments
(Venier et al., 2012; Fujioka et al., 2013). Citizen science efforts can also help collect
audio data to be analyzed later by experts (Penone et al., 2013). These efforts can
yield large amounts of files to analyze. Indices can be a good tool to filter large
acoustic datasets to exclude sound files with very few animal vocalizations.
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS
5.1

Conclusions
Soundscape ecology has emerged as a field that allows researchers to answer eco-

logical questions in new ways. For example, several studies have demonstrated that
species react to their surrounding soundscape (e.g. Barber et al., 2010; Francis et al.,
2011). Most studies seem to be measuring the soundscape using indices to measure
how it changes between different land-use classes (e.g. Krause et al., 2011) as well as
between different periods of the day or seasons (e.g. Pijanowski et al., 2011). Both
terrestrial and marine habitats can benefit greatly by using the tools and techniques
of soundscape ecology (e.g. Denes et al., 2014; Parks et al., 2014). The field presents
many opportunities for study but there are still several challenges ahead.
The research projects in this dissertation are examples of several ways to deal with
these challenges. These include: 1) developing software tools; 2) preparing training
materials on soundscape ecology analysis; 3) testing the patterns that soundscape
indices measure; and 4) testing how these indices behave to provide guidelines for
their use in other projects.
One of the first challenges that any researcher can encounter in the study of
soundscapes is the lack of software tools for the management and analysis of a large
number of audio files. All digital acoustic software work on a single file at a time or
in a mix of files intended to be exported as a single mixed audio track. The software
presented in Chapter 2 is only an example of the type of code that is needed, in this
case a web-based audio archive. Without a software package that is able to manage
soundscape recordings, the management of thousands of files would have become very
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cumbersome. The Pumilio system organizes the sound files by site, to account for
the spatial component, and by date and time, for the temporal component of the
soundscape patterns. By extending this archive using a package for the R statistical
environment, the analysis of thousands of files was greatly simplified.
The Pumilio web archive is not a tool that will benefit all researchers. The system
requires a web server and some custom software that may not be accessible to all
research groups if they do not have experience with the Linux operating system. New
software tools that can work for a single user and with local storage of the files should
be very useful. A formal survey among soundscape ecologists should be able to help
guide the development of this, and other, software tools necessary for this type of
data.
Chapter 3 in this dissertation was an introductory chapter on the soundscape for
ecologists, along with some of the tools available to study it. This chapter explained
what digital sound is and key concepts needed for the understanding the the soundscape and several of the indices available for the study of its dynamics. The concepts
were explained assuming no previous knowledge of digital audio by the reader. The
chapter also included several exercises that can help convey better what the physical
properties of sound are and some of the ways that this kind of data can be analyzed.
Several digital datasets were made available online to accompany these exercises.
Chapter 4 presented the results of a series of tests of 5 soundscape indices. The
results showed that two pairs of indices tested showed a significant correlation in their
results. These could be the result of each index in the pairs using similar calculations
or are measuring similar segments of the frequency range. Understanding better the
relationships between these indices should allow to be able to better interpret the
results and use them more effectively for the study of soundscapes.
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In addition, this chapter evaluated the question of the effect of the length of the
recordings in the values of the indices. A wide variety of recording lengths have been
used to sample the soundscapes. Some examples include:
• 1 min (Gasc et al., 2013a; Gasc et al., 2013b; Rodriguez et al., 2014; Gage and
Axel, 2014; Villanueva-Rivera, 2014)
• 2.5 min (Depraetere et al., 2011)
• 10 min (Holmes et al., 2014)
• 15 min (Sueur et al., 2008b; Pijanowski et al., 2011b)
• 60 min (Krause et al., 2011)
The results in this dissertation show that the recording length has no impact on
the patterns observed in three of the five soundscape indices tested. Shorter audio files
should be used to simplify the data collection process in the field and the analysis of
the files. A 30 second sample of the soundscape should be enough for most purposes,
unless there are important events that are too rare but have a large and lasting impact
on the soundscape.
This chapter also introduced a new package for R that has functions for the
calculation of several indices. With this package, I was able to simplify the process
of calculating the indices. The available code required several computer platforms,
including R and Matlab, as well as a custom plug-in for an audio analysis program. In
addition, having this package openly available for other researchers will allow them to
conduct soundscape studies without being limited by the availability of the software
or the complexity of using separate programs to calculate the indices.
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5.2

Recommendations
Based on the conclusions reached in this dissertation, together with the research

published by others, I can make several recommendations for the expansion of the
study of soundscapes. The field of soundscape ecology needs to answer particular
questions, but perhaps more urgent, it needs the development of software and hardware tools. Only then, can the study of soundscapes expand from a niche area of
study to a larger field with a wide array of applications.

5.2.1

Soundscape Studies

Soundscape Indices
The research presented in Chapter 4, along other studies, tested and compared
several soundscape indices (Sueur et al., 2014; Towsey et al., 2014). However, studies
are needed that facilitate the interpretation of the results by ecologists and managers.
Using the existing large databases of audio files or synthetic choruses of known diversity, researchers should study the behavior of the indices in different situations of the
soundscape. Only a clear guide will help other researchers to choose the best index
or combination of indices for their research questions, instead of the most convenient.
Sueur et al. (2014) provided the first classification of the many soundscape indices
that have been presented in the literature. The indices were classified as those that
measured alpha diversity and those that measured beta diversity. Further efforts
should take place that classify the indices and test pairwise comparisons. Only then
can redundant indices be eliminated and better recommendations can be made on
which indices to use and under which circumstances.
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Soundscape Components
The soundscape has been described as a mixture of three components: 1) geophony,
or the sounds of the earth; 2) biophony, or the sounds of animals; and 3) anthrophony
or the sounds of human activities (Qi et al., 2008; Pijanowski et al., 2011b). These
categories have been used explicitly in the development of the soundscape indices Normalized Difference Soundscape Index (NDSI; Kasten, et al. 2012) and the Acoustic
Complexity Index (ACI; Pieretti, et al. 2011). The NDSI measure the relative contribution of one category, anthrophony, over another, the biophony. The ACI measures
the signals that come mostly from the biophony by excluding the mostly-continuous
sounds of the anthrophony. However, we need to determine if these categories are
generalizable enough to allow to compare different studies and different sites.
By default, the NDSI uses the range of 1-2 kHz for the range of the anthrophony.
However, this range may need to be adjusted in sites where the biophony occupies
this range. We need to find an objective way to assign these categories to make
comparisons between studies more useful. One alternative is to take samples of the
main components of both the anthrophony and biophony to determine the frequency
ranges each component occupies. A complete separation may not be possible, since
large animals have low frequencies (e.g. toads, geese) and some human sounds have
high frequencies (e.g. sirens, brakes).
In the case of the ACI, it can be expected that the index will avoid the anthrophony
because the largest components are the constant noise of machines. Validation of these
assumptions will allow to apply the index in more study sites.
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The Acoustic Niche and Soundscape Indices
Two indices tested in this dissertation were based on some of the ideas behind
the Acoustic Niche Hypothesis (ANH; Krause, 1993). In particular, the concept of
separation of the sounds to reduce competing for the same acoustic space was used
in measuring the diversity of sounds by these two indices. The Acoustic Diversity
Index (ADI; Villanueva-Rivera, et al. 2011) separates the acoustic niche in bands and
measures the proportion of these bands with sound signals. In contrast, the H index
(Sueur et al., 2008b) measures the diversity in both the frequency space and time.
The studies that have used the ADI and the H point to the need of further studies
into the patterns and processes in acoustical communities as predicted by the AHN. If
the indices are measuring the separation between signals present in the soundscape,
then the ANH is a property of the landscape that can determine the interactions
between species. Soundscape ecology is in the perfect position to provide an appropriate approach to the study of how acoustical communities build themselves and
avoid competition.

5.2.2

Technology

Sensors
Although the sensors that have been used in bioacoustics and soundscape ecology have provided researchers with good-quality data, recent advances in technology
should improve the usefulness of acoustic sensors. Low power data storage at reasonable costs is possible with memory cards and solid-state hard drives. Microcontrollers
built for hobbyists can provide low-power and low-cost ways to control and link an
array of sensors. These can include audio recorders, weather sensors, network hubs,
and GPS receivers.
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Networking the sensors using wireless hubs can add capabilities like a common
timer, to allow synchronized timing, and diagnostics data, to identify sources of failures and the current status of each sensor (Collins et al., 2006). This can benefit
large deployments, where maintenance of the sensors can be a logistically complex
task. Direct transfer of the audio data in such a network may be difficult due to the
high density of this type of data and the power and bandwidth required to transfer
the audio files.
Another feature that future sensors can have is the capability of performing some
type of data analysis directly on the sensor. This processing can search for segments
that contain target species of the study (Andreassen et al., 2014). The sensor can
also be programmed to extract a number of acoustic or soundscape indices and only
keep a sample of the audio files, reducing the amount of data stored. However,
these approaches require a lot of processing power and energy, which would limit the
deployment in areas far from the electric grid.

Data Storage
Another challenge in soundscape ecology is the issue of data storage. Audio
datasets can be very large, making it difficult to fulfill the recommendations for
ecological data of depositing it in public archives (Whitlock, 2011). For example, the
online data repository Ecological Archives has a 10 MB limit, after which there is a
surcharge, with an upper limit of 50 GB (Ecological Society of America, 2013). The
archive Data Dryad has a surcharge for datasets exceeding 10 GB (Dryad, 2013).
It is possible that soundscape ecologists might need to develop and maintain a
cooperative data archive due to the specific challenges of the data collected for the
field. Many ecological datasets can be stored in files and databases that do not occupy
much disk space and are relative easy to organize. However, acoustic data is very
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dense, requires very particular metadata to make sense of the recorded audio, and
can benefit from specific indexing methods as seen in Chapter 2. Establishing such
an archive might facilitate collaborations and promote the exploration and analysis
of this data.

Software
There are a few web-based platforms to organize soundscape data (Kasten et al.,
2012; Villanueva-Rivera and Pijanowski, 2012). These platforms are database-driven
and feature several ways of navigating soundscape data, mostly centered around the
sites where the recordings were made and the spectrogram of each sound file. Using
the spectrogram provides a quick overview of the signals recorded in the audio file.
However, these tools may be too specialized for some researchers. A desktop
application that can organize and navigate a sound archive can be a valuable tool
for researchers with small collections or that do not have the resources to host an
online archive. An alternative would be to promote the archiving of the audio data
to existing scientific archives (e.g., Ecological Archives and Dryad), with adequate
metadata (Recknagel, 2011).
The software available for soundscape research is very limited. Other than the
packages seewave (Sueur et al., 2008a) and soundecology (Villanueva-Rivera and Pijanowski, 2014b) for R, it seems the other options for analysis so far has been to write
custom code. Researchers in the area of soundscape ecology will need to invest in
software development. Tools for the management and analysis of soundscape data
exist, but these tend to be more complex than what biologists and managers usually
work with. Investments in software packages for all the steps in the collection and
analysis of soundscape data will be essential to avoid becoming a niche and overspecialized field. These advances will prove key if the field is to expand, similar to what
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was observed in landscape ecology, and the advances it took after the development of
better and easier-to-use software tools (Turner et al., 2001; Coulson and Tchakerian,
2011).

Training
Another important aspect in the development of soundscape ecology will have
to be the publication of training materials. Digital sound, large databases, and the
concepts behind the soundscape indices are concepts that tend to not be part of the
training of ecologists, which can hinder the adoption of these tools (Michener and
Jones, 2012). Further development of training material like the introductions and
tools in Chapters 3 and 4 will be necessary to train undergraduate and graduate
students, as well as professional ecologists. Workshops in professional meetings as
well as online courses should receive funding to attract ecologists into the field by
showcasing the tools available and the types of questions being answered with those
tools.

APPENDICES

91

APPENDIX A. LICENSE AGREEMENT: PUMILIO: A WEB-BASED
MANAGEMENT SYSTEM FOR ECOLOGICAL RECORDINGS
Bulletin of the Ecological Society of America
Order detail ID: 65770126
Order License Id: 3463840269141
ISSN: 0012-9623
Publication Type: Journal
Publisher: ECOLOGICAL SOCIETY OF AMERICA
Author/Editor: ECOLOGICAL SOCIETY OF AMERICA
Permission Status: Granted
Permission type: Republish or display content
Type of use: Republish in a thesis/dissertation
Requestor type: Author of requested content
Format: Print, Electronic
Portion: chapter/article
Title or numeric reference of the portion(s): Whole article
Title of the article or chapter the portion is from: Pumilio: A Web-Based Management System for Ecological Recordings
Editor of portion(s): N/A
Author of portion(s): N/A
Volume of serial or monograph: 93
Issue, if republishing an article from a serial: N/A
Page range of portion: None
Publication date of portion: : 2012
Rights for: Main product
Duration of use: Life of current edition
Creation of copies for the disabled: no
With minor editing privileges: no
For distribution to: United States
In the following language(s): Original language of publication
With incidental promotional use: no
Lifetime unit quantity of new product: Up to 499
Made available in the following markets: academic
The requesting person/organization: Luis J. Villanueva-Rivera
Order reference number: None
Author/Editor: Luis J. Villanueva-Rivera
The standard identifier: thesis2014

92
Title: Ecoinformatics for the study of soundscapes dynamics
Publisher: Purdue University
Expected publication date: Oct 2014
Estimated size (pages): 200
Bulletin of the Ecological Society of America
Permission type: Republish or display content
Type of use: Republish in a thesis/dissertation
TERMS AND CONDITIONS
The following terms are individual to this publisher: None
Other Terms and Conditions: None
STANDARD TERMS AND CONDITIONS
1. Description of Service; Defined Terms. This Republication License enables the
User to obtain licenses for republication of one or more copyrighted works as described in detail on the relevant Order Confirmation (the Work(s)). Copyright Clearance Center, Inc. (CCC) grants licenses through the Service on behalf of the rightsholder identified on the Order Confirmation (the Rightsholder). Republication, as
used herein, generally means the inclusion of a Work, in whole or in part, in a new
work or works, also as described on the Order Confirmation. User, as used herein,
means the person or entity making such republication.
2. The terms set forth in the relevant Order Confirmation, and any terms set by
the Rightsholder with respect to a particular Work, govern the terms of use of Works
in connection with the Service. By using the Service, the person transacting for a
republication license on behalf of the User represents and warrants that he/she/it (a)
has been duly authorized by the User to accept, and hereby does accept, all such
terms and conditions on behalf of User, and (b) shall inform User of all such terms
and conditions. In the event such person is a freelancer or other third party independent of User and CCC, such party shall be deemed jointly a User for purposes of
these terms and conditions. In any event, User shall be deemed to have accepted and
agreed to all such terms and conditions if User republishes the Work in any fashion.
3. Scope of License; Limitations and Obligations.
3.1 All Works and all rights therein, including copyright rights, remain the sole and
exclusive property of the Rightsholder. The license created by the exchange of an
Order Confirmation (and/or any invoice) and payment by User of the full amount

93
set forth on that document includes only those rights expressly set forth in the Order
Confirmation and in these terms and conditions, and conveys no other rights in the
Work(s) to User. All rights not expressly granted are hereby reserved.
3.2 General Payment Terms: You may pay by credit card or through an account
with us payable at the end of the month. If you and we agree that you may establish
a standing account with CCC, then the following terms apply: Remit Payment to:
Copyright Clearance Center, Dept 001, P.O. Box 843006, Boston, MA 02284-3006.
Payments Due: Invoices are payable upon their delivery to you (or upon our notice
to you that they are available to you for downloading). After 30 days, outstanding amounts will be subject to a service charge of 1-1/2% per month or, if less, the
maximum rate allowed by applicable law. Unless otherwise specifically set forth in
the Order Confirmation or in a separate written agreement signed by CCC, invoices
are due and payable on net 30 terms. While User may exercise the rights licensed
immediately upon issuance of the Order Confirmation, the license is automatically
revoked and is null and void, as if it had never been issued, if complete payment for
the license is not received on a timely basis either from User directly or through a
payment agent, such as a credit card company.
3.3 Unless otherwise provided in the Order Confirmation, any grant of rights to User
(i) is one-time (including the editions and product family specified in the license), (ii)
is non-exclusive and non-transferable and (iii) is subject to any and all limitations and
restrictions (such as, but not limited to, limitations on duration of use or circulation)
included in the Order Confirmation or invoice and/or in these terms and conditions.
Upon completion of the licensed use, User shall either secure a new permission for
further use of the Work(s) or immediately cease any new use of the Work(s) and shall
render inaccessible (such as by deleting or by removing or severing links or other locators) any further copies of the Work (except for copies printed on paper in accordance
with this license and still in User’s stock at the end of such period).
3.4 In the event that the material for which a republication license is sought includes
third party materials (such as photographs, illustrations, graphs, inserts and similar
materials) which are identified in such material as having been used by permission,
User is responsible for identifying, and seeking separate licenses (under this Service
or otherwise) for, any of such third party materials; without a separate license, such
third party materials may not be used.
3.5 Use of proper copyright notice for a Work is required as a condition of any license
granted under the Service. Unless otherwise provided in the Order Confirmation, a
proper copyright notice will read substantially as follows: Republished with permission of [Rightsholder’s name], from [Work’s title, author, volume, edition number and
year of copyright]; permission conveyed through Copyright Clearance Center, Inc.
Such notice must be provided in a reasonably legible font size and must be placed

94
either immediately adjacent to the Work as used (for example, as part of a by-line or
footnote but not as a separate electronic link) or in the place where substantially all
other credits or notices for the new work containing the republished Work are located.
Failure to include the required notice results in loss to the Rightsholder and CCC,
and the User shall be liable to pay liquidated damages for each such failure equal to
twice the use fee specified in the Order Confirmation, in addition to the use fee itself
and any other fees and charges specified.
3.6 User may only make alterations to the Work if and as expressly set forth in the
Order Confirmation. No Work may be used in any way that is defamatory, violates
the rights of third parties (including such third parties’ rights of copyright, privacy,
publicity, or other tangible or intangible property), or is otherwise illegal, sexually
explicit or obscene. In addition, User may not conjoin a Work with any other material that may result in damage to the reputation of the Rightsholder. User agrees
to inform CCC if it becomes aware of any infringement of any rights in a Work and
to cooperate with any reasonable request of CCC or the Rightsholder in connection
therewith.
4. Indemnity. User hereby indemnifies and agrees to defend the Rightsholder and
CCC, and their respective employees and directors, against all claims, liability, damages, costs and expenses, including legal fees and expenses, arising out of any use of
a Work beyond the scope of the rights granted herein, or any use of a Work which
has been altered in any unauthorized way by User, including claims of defamation or
infringement of rights of copyright, publicity, privacy or other tangible or intangible
property.
5. Limitation of Liability. UNDER NO CIRCUMSTANCES WILL CCC OR THE
RIGHTSHOLDER BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL OR INCIDENTAL DAMAGES (INCLUDING WITHOUT LIMITATION DAMAGES FOR LOSS OF BUSINESS PROFITS OR INFORMATION, OR FOR BUSINESS INTERRUPTION) ARISING OUT OF THE USE OR INABILITY TO USE A
WORK, EVEN IF ONE OF THEM HAS BEEN ADVISED OF THE POSSIBILITY
OF SUCH DAMAGES. In any event, the total liability of the Rightsholder and CCC
(including their respective employees and directors) shall not exceed the total amount
actually paid by User for this license. User assumes full liability for the actions and
omissions of its principals, employees, agents, affiliates, successors and assigns.
6. Limited Warranties. THE WORK(S) AND RIGHT(S) ARE PROVIDED AS
IS. CCC HAS THE RIGHT TO GRANT TO USER THE RIGHTS GRANTED IN
THE ORDER CONFIRMATION DOCUMENT. CCC AND THE RIGHTSHOLDER
DISCLAIM ALL OTHER WARRANTIES RELATING TO THE WORK(S) AND
RIGHT(S), EITHER EXPRESS OR IMPLIED, INCLUDING WITHOUT LIMITATION IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR

95
A PARTICULAR PURPOSE. ADDITIONAL RIGHTS MAY BE REQUIRED TO
USE ILLUSTRATIONS, GRAPHS, PHOTOGRAPHS, ABSTRACTS, INSERTS OR
OTHER PORTIONS OF THE WORK (AS OPPOSED TO THE ENTIRE WORK)
IN A MANNER CONTEMPLATED BY USER; USER UNDERSTANDS AND AGREES
THAT NEITHER CCC NOR THE RIGHTSHOLDER MAY HAVE SUCH ADDITIONAL RIGHTS TO GRANT.
7. Effect of Breach. Any failure by User to pay any amount when due, or any
use by User of a Work beyond the scope of the license set forth in the Order Confirmation and/or these terms and conditions, shall be a material breach of the license
created by the Order Confirmation and these terms and conditions. Any breach not
cured within 30 days of written notice thereof shall result in immediate termination of
such license without further notice. Any unauthorized (but licensable) use of a Work
that is terminated immediately upon notice thereof may be liquidated by payment
of the Rightsholder’s ordinary license price therefor; any unauthorized (and unlicensable) use that is not terminated immediately for any reason (including, for example,
because materials containing the Work cannot reasonably be recalled) will be subject
to all remedies available at law or in equity, but in no event to a payment of less than
three times the Rightsholder’s ordinary license price for the most closely analogous
licensable use plus Rightsholder’s and/or CCC’s costs and expenses incurred in collecting such payment.
8. Miscellaneous.
8.1 User acknowledges that CCC may, from time to time, make changes or additions to the Service or to these terms and conditions, and CCC reserves the right to
send notice to the User by electronic mail or otherwise for the purposes of notifying
User of such changes or additions; provided that any such changes or additions shall
not apply to permissions already secured and paid for.
8.2 Use of User-related information collected through the Service is governed by
CCC’s privacy policy, available online here: http://www.copyright.com/content/cc3/
en/tools/footer/privacypolicy.html.
8.3 The licensing transaction described in the Order Confirmation is personal to User.
Therefore, User may not assign or transfer to any other person (whether a natural
person or an organization of any kind) the license created by the Order Confirmation
and these terms and conditions or any rights granted hereunder; provided, however,
that User may assign such license in its entirety on written notice to CCC in the
event of a transfer of all or substantially all of User’s rights in the new material which
includes the Work(s) licensed under this Service.
8.4 No amendment or waiver of any terms is binding unless set forth in writing

96
and signed by the parties. The Rightsholder and CCC hereby object to any terms
contained in any writing prepared by the User or its principals, employees, agents
or affiliates and purporting to govern or otherwise relate to the licensing transaction described in the Order Confirmation, which terms are in any way inconsistent
with any terms set forth in the Order Confirmation and/or in these terms and conditions or CCC’s standard operating procedures, whether such writing is prepared
prior to, simultaneously with or subsequent to the Order Confirmation, and whether
such writing appears on a copy of the Order Confirmation or in a separate instrument.
8.5 The licensing transaction described in the Order Confirmation document shall
be governed by and construed under the law of the State of New York, USA, without
regard to the principles thereof of conflicts of law. Any case, controversy, suit, action,
or proceeding arising out of, in connection with, or related to such licensing transaction shall be brought, at CCC’s sole discretion, in any federal or state court located
in the County of New York, State of New York, USA, or in any federal or state court
whose geographical jurisdiction covers the location of the Rightsholder set forth in
the Order Confirmation. The parties expressly submit to the personal jurisdiction
and venue of each such federal or state court.If you have any comments or questions
about the Service or Copyright Clearance Center, please contact us at 978-750-8400
or send an e-mail to info@copyright.com.
v 1.1
Confirmation Number: 11262686
Order Detail ID: 65770126

97

APPENDIX B. LICENSE AGREEMENT: A PRIMER OF ACOUSTIC ANALYSIS
FOR LANDSCAPE ECOLOGISTS
SPRINGER LICENSE TERMS AND CONDITIONS
Sep 07, 2014
This is a License Agreement between Luis J Villanueva-Rivera (“You”) and Springer
(“Springer”) provided by Copyright Clearance Center (“CCC”). The license consists
of your order details, the terms and conditions provided by Springer, and the payment
terms and conditions.
All payments must be made in full to CCC. For payment instructions, please see
information listed at the bottom of this form.
License Number: 3463830436520
License date: Sep 07, 2014
Licensed content publisher: Springer
Licensed content publication: Landscape Ecology
Licensed content title: A primer of acoustic analysis for landscape ecologists
Licensed content author: Luis J. Villanueva-Rivera
Licensed content date: Jan 1, 2011
Volume number: 26
Issue number: 9
Type of Use: Thesis/Dissertation
Portion: Figures
Author of this Springer article: Yes and you are the sole author of the new work
Order reference number: None
Original figure numbers: All
Title of your thesis / dissertation: Ecoinformatics for the study of soundscapes dynamics
Expected completion date: Oct 2014
Estimated size(pages): 190
Total: 0.00 USD
Terms and Conditions
Introduction

98
The publisher for this copyrighted material is Springer Science + Business Media.
By clicking “accept” in connection with completing this licensing transaction, you
agree that the following terms and conditions apply to this transaction (along with
the Billing and Payment terms and conditions established by Copyright Clearance
Center, Inc. (“CCC”), at the time that you opened your Rightslink account and that
are available at any time at http://myaccount.copyright.com).
Limited License
With reference to your request to reprint in your thesis material on which Springer Science and Business Media control the copyright, permission is granted, free of charge,
for the use indicated in your enquiry.
Licenses are for one-time use only with a maximum distribution equal to the number
that you identified in the licensing process.
This License includes use in an electronic form, provided its password protected or
on the university’s intranet or repository, including UMI (according to the definition at the Sherpa website: http://www.sherpa.ac.uk/romeo/). For any other electronic use, please contact Springer at (permissions.dordrecht@springer.com or permissions.heidelberg@springer.com).
The material can only be used for the purpose of defending your thesis limited to
university-use only. If the thesis is going to be published, permission needs to be
re-obtained (selecting “book/textbook” as the type of use).
Although Springer holds copyright to the material and is entitled to negotiate on
rights, this license is only valid, subject to a courtesy information to the author (address is given with the article/chapter) and provided it concerns original material
which does not carry references to other sources (if material in question appears with
credit to another source, authorization from that source is required as well).
Permission free of charge on this occasion does not prejudice any rights we might
have to charge for reproduction of our copyrighted material in the future.
Altering/Modifying Material: Not Permitted
You may not alter or modify the material in any manner. Abbreviations, additions,
deletions and/or any other alterations shall be made only with prior written authorization of the author(s) and/or Springer Science + Business Media. (Please contact
Springer at (permissions.dordrecht@springer.com or permissions.heidelberg@springer.com)
Reservation of Rights
Springer Science + Business Media reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of

99
this licensing transaction, (ii) these terms and conditions and (iii) CCC’s Billing and
Payment terms and conditions.
Copyright Notice:Disclaimer
You must include the following copyright and permission notice in connection with
any reproduction of the licensed material: “Springer and the original publisher /journal title, volume, year of publication, page, chapter/article title, name(s) of author(s),
figure number(s), original copyright notice) is given to the publication in which the
material was originally published, by adding; with kind permission from Springer
Science and Business Media”
Warranties: None
Example 1: Springer Science + Business Media makes no representations or warranties with respect to the licensed material.
Example 2: Springer Science + Business Media makes no representations or warranties with respect to the licensed material and adopts on its own behalf the limitations and disclaimers established by CCC on its behalf in its Billing and Payment
terms and conditions for this licensing transaction.
Indemnity
You hereby indemnify and agree to hold harmless Springer Science + Business Media
and CCC, and their respective officers, directors, employees and agents, from and
against any and all claims arising out of your use of the licensed material other than
as specifically authorized pursuant to this license.
No Transfer of License
This license is personal to you and may not be sublicensed, assigned, or transferred
by you to any other person without Springer Science + Business Media’s written
permission.
No Amendment Except in Writing
This license may not be amended except in a writing signed by both parties (or, in the
case of Springer Science + Business Media, by CCC on Springer Science + Business
Media’s behalf).
Objection to Contrary Terms
Springer Science + Business Media hereby objects to any terms contained in any purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC’s Billing and
Payment terms and conditions. These terms and conditions, together with CCC’s
Billing and Payment terms and conditions (which are incorporated herein), comprise

100
the entire agreement between you and Springer Science + Business Media (and CCC)
concerning this licensing transaction. In the event of any conflict between your obligations established by these terms and conditions and those established by CCC’s
Billing and Payment terms and conditions, these terms and conditions shall control.
Jurisdiction
All disputes that may arise in connection with this present License, or the breach
thereof, shall be settled exclusively by arbitration, to be held in The Netherlands, in
accordance with Dutch law, and to be conducted under the Rules of the ’Netherlands
Arbitrage Instituut’ (Netherlands Institute of Arbitration).
All disputes that may arise in connection with this present License, or the breach
thereof, shall be settled exclusively by arbitration, to be held in the Federal Republic
of Germany, in accordance with German law.
Other terms and conditions:
v1.3

REFERENCES

101

REFERENCES

Acevedo, M. A., Corrada-Bravo, C. J., Corrada-Bravo, H., Villanueva-Rivera, L. J.,
and Aide, T. M. (2009). Automated classification of bird and amphibian calls using
machine learning: A comparison of methods. Ecological Informatics, 4:206–214.
Acevedo, M. A. and Villanueva-Rivera, L. J. (2006). Using automated digital recording systems as effective tools for the monitoring of birds and amphibians. Wildlife
Society Bulletin, 34:211–214.
Adobe Systems Incorporated (2011).
software/flash/.

Adobe flash player.

http://adobe.com/

Aide, T. M., Corrada-Bravo, C., Campos-Cerqueira, M., Milan, C., Vega, G., and
Alvarez, R. (2013). Real-time bioacoustics monitoring and automated species identification. PeerJ, 1:e103.
Andreassen, T., Surlykke, A., and Hallam, J. (2014). Semi-automatic long-term
acoustic surveying: A case study with bats. Ecological Informatics, 21:1324.
Audacity Development Team (2010). Audacity. http://audacity.sourceforge.net.
Bagwell, C. (2010). Sox - sound exchange. http://sox.sourceforge.net.
Balakrishnan, R., Bahuleyan, J., Nandi, D., and Jain, M. (2014). Modelling the
effects of chorus species composition and caller density on acoustic masking interference in multispecies choruses of crickets and katydids. Ecological Informatics,
21:50–58.
Barber, J. R., Burdett, C. L., Reed, S. E., Warner, K. A., Formichella, C., Crooks,
K. R., Theobald, D. M., and Fristrup, K. M. (2011). Anthropogenic noise exposure in
protected natural areas: estimating the scale of ecological consequences. Landscape
Ecology, 26:1281–1295.
Barber, J. R., Crooks, K. R., and Fristrup, K. M. (2010). The costs of chronic noise
exposure for terrestrial organisms. Trends in ecology & evolution, 25:180–189.
Baru, C., Fegraus, E. H., Andelman, S. J., Chandra, S., Kaya, K., Lin, K., and Lin,
K. A. I. (2012). Cyberinfrastructure for observatory and monitoring networks: A
case study from the TEAM network. BioScience, 62:667–675.
Blair, W. F. (1958a). Call difference as an isolating mechanism in Florida species of
Hylid frogs. Quarterly Journal of the Florida Academy of Sciences, 21:32–48.
Blair, W. F. (1958b). Mating Call in the Speciation of Anuran Amphibians. The
American Naturalist, 92:27–51.

102
Blumstein, D. T. and Turner, A. C. (2005). Can the acoustic adaptation hypothesis
predict the structure of australian birdsong? Acta Ethologica, 8:35–44.
Boelman, N. T., Asner, G. P., Hart, P. J., and Martin, R. E. (2007). Multi-trophic
invasion resistance in hawaii: bioacoustics, field surveys, and airborne remote sensing. Ecological Applications, 17:2137–2144.
Boncoraglio, G. and Saino, N. (2007). Habitat structure and the evolution of bird
song: a meta-analysis of the evidence for the acoustic adaptation hypothesis. Functional Ecology, 21:134–142.
Bradbury, J. W. and Vehrencamp, S. L. (1998). Principles of animal communication.
Sinauer Associates, Sunderland, MA.
Brandes, T. (2005). Acoustic monitoring protocol. http://www.teamnetwork.org.
Technical report, Conservation International, Washington, DC.
Brandes, T. S. (2008). Feature vector selection and use with hidden Markov models
to identify frequency-modulated bioacoustic signals amidst noise. IEEE Transactions
On Audio, Speech, And Language Processing, 16:1173–1180.
Bridges, A. S. and Dorcas, M. E. (2000). Temporal Variation in Anuran Calling
Behavior: Implications for Surveys and Monitoring Programs. Copeia, 2000:587–
592.
Brown, T. J. and Handford, P. (2000). Sound Design for Vocalizations: Quality in
the Woods, Consistency in the Fields. The Condor, 102:81–92.
Brown, Jr., W. L. and Wilson, E. O. (1956). Character displacement. Systematic
Zoology, 5:49–64.
Campbell, J. L., Rustad, L. E., Porter, J. H., Taylor, J. R., Dereszynski, E. W.,
Shanley, J. B., Gries, C., Henshaw, D. L., Martin, M. E., Sheldon, W. M., and
Boose, E. R. (2013). Quantity is Nothing without Quality: Automated QA/QC for
Streaming Environmental Sensor Data. BioScience, 63(7):574–585.
Canonical, Ltd. (2010). Ubuntu. http://ubuntu.com.
Celis-Murillo, A., Deppe, J. L., and Ward, M. P. (2012). Effectiveness and utility
of acoustic recordings for surveying tropical birds. Journal of Field Ornithology,
83:166–179.
Charif, R. A., Ponirakis, D. W., and Krein, T. P. (2006). Raven lite 1.0 user’s guide.
Technical report, Cornell Laboratory of Ornithology, Ithaca, NY.
Chek, A. A., Bogart, J. P., and Lougheed, S. C. (2003). Mating signal partitioning in
multi-species assemblages: a null model test using frogs. Ecology Letters, 6:235–247.
Chen, C.-P., Chuang, C.-L., and Jiang, J.-A. (2013). Ecological Monitoring Using
Wireless Sensor Networks-Overview, Challenges, and Opportunities. In Mukhopadhyay, S. C., Jayasundera, K. P., and Fuchs, A., editors, Advancement in Sensing
Technology, volume 1 of Smart Sensors, Measurement and Instrumentation, pages
1–21. Springer Berlin Heidelberg.

103
Cheng, J., Xie, B., Lin, C., and Ji, L. (2012). A comparative study in birds: call-typeindependent species and individual recognition using four machine-learning methods
and two acoustic features. Bioacoustics, 21:157–171.
Chesmore, E. and Ohya, E. (2007). Automated identification of field-recorded songs
of four British grasshoppers using bioacoustic signal recognition. Bulletin of Entomological Research, 94.
Coalson, J. (2008). Free Lossless Audio Codec. http://flac.sourceforge.net.
Collins, S. L., Bettencourt, L. M., Hagberg, A., Brown, R. F., Moore, D. I., Bonito,
G., Delin, K. A., Jackson, S. P., Johnson, D. W., Burleigh, S. C., Woodrow, R. R.,
and McAuley, J. M. (2006). New opportunities in ecological sensing using wireless
sensor networks. Frontiers in Ecology and the Environment, 4:402–407.
Colonna, J. G., Ribas, A. D., dos Santos, E. M., and Nakamura, E. F. (2012). Feature
subset selection for automatically classifying anuran calls using sensor networks. The
2012 International Joint Conference on Neural Networks (IJCNN), pages 1–8.
Coulson, R. N. and Tchakerian, M. D. (2011). Basic landscape ecology. KEL Partners
Incorporated.
Cournapeau, D. (2008). Audiolab, a python package to make noise with numpy
arrays. http://www.ar.media.kyoto-u.ac.jp/members/david/softwares/audiolab/.
Dawson, D. K. and Efford, M. G. (2009). Bird population density estimated from
acoustic signals. Journal of Applied Ecology, 46:1201–1209.
Denes, S. L., Miksis-Olds, J. L., Mellinger, D. K., and Nystuen, J. A. (2014). Assessing the cross platform performance of marine mammal indicators between two
collocated acoustic recorders. Ecological Informatics, 21:74–80.
Depraetere, M., Pavoine, S., Jiguet, F., Gasc, A., Duvail, S., and Sueur, J. (2011).
Monitoring animal diversity using acoustic indices: Implementation in a temperate
woodland. Ecological Indicators, 13:46–54.
Digby, A., Towsey, M., Bell, B. D., and Teal, P. D. (2013). A practical comparison
of manual and autonomous methods for acoustic monitoring. Methods in Ecology
and Evolution, 4:675–683.
Donnelly, M., Jones, S., and Pattenden-Fail, J. W. (2010). DMP Online: A Demonstration of the Digital Curation Centres Web-Based Tool for Creating, Maintaining
and Exporting Data Management Plans. In Lalmas, M., Jose, J., Rauber, A., Sebastiani, F., and Frommholz, I., editors, Research and Advanced Technology for Digital Libraries, number 6273 in Lecture Notes in Computer Science, pages 530–533.
Springer Berlin Heidelberg. DOI: 10.1007/978-3-642-15464-5 74.
Dryad (2013).
pricing/.

Dryad frequently asked questions.

http://datadryad.org/pages/

Duellman, W. E. and Pyles, R. A. (1983). Acoustic resource partitioning in anuran
communities. Copeia, 1983:639–649.
Dumyahn, S. L. and Pijanowski, B. C. (2011a). Beyond noise mitigation: managing
soundscapes as common-pool resources. Landscape Ecology, 26:1311–1326.

104
Dumyahn, S. L. and Pijanowski, B. C. (2011b). Soundscape conservation. Landscape
Ecology, 26:1327–1344.
Dustman, A. (2010). MySQLdb:
mysql-python.sourceforge.net.

a Python interface for MySQL.

http://

Ecological Society of America (2013). Financial arrangements. http://esapubs.org/
esapubs/financial.htm.
ESRI (2010). ArcGIS 10.0.
Everest, F. A. and Pohlmann, K. (2009). Master Handbook of Acoustics. McGrawHill/TAB Electronics, New York, 5th edition.
Ey, E. and Fischer, J. (2009). The ”acoustic adaptation hypothesis” - A review of
the evidence from birds, anurans and mammals. Bioacoustics, 19:21–48.
Farina, A. (2006). Principles and Methods in Landscape Ecology: Toward a Science
of Landscape. Springer.
Farina, A., Lattanzi, E., Malavasi, R., Pieretti, N., and Piccioli, L. (2011). Avian
soundscapes and cognitive landscapes: theory, application and ecological perspectives. Landscape Ecology, 26:1257–1267.
Farina, A. and Pieretti, N. (2014). Sonic environment and vegetation structure:
A methodological approach for a soundscape analysis of a Mediterranean maqui.
Ecological Informatics, 21:120132.
Fawcett, T. W. and Higginson, A. D. (2012). Heavy use of equations impedes
communication among biologists. Proceedings of the National Academy of Sciences,
109:11735–11739.
Fegraus, E. H., Andelman, S., Jones, M. B., and Schildhauer, M. (2005). Maximizing
the Value of Ecological Data with Structured Metadata: An Introduction to Ecological Metadata Language (EML) and Principles for Metadata Creation. Bulletin
of the Ecological Society of America, 86(3):158–168.
Fitzpatrick, J. W. (2005). Ivory-billed Woodpecker (Campephilus principalis) persists in continental North America. Science, 308:1460–1462.
Fletcher, N. (2007). Animal bioacoustics. In Rossing, T., editor, Springer handbook
of acoustics, pages 785–804. Springer.
Francis, C. D., Paritsis, J., Ortega, C. P., and Cruz, A. (2011). Landscape patterns
of avian habitat use and nest success are affected by chronic gas well compressor
noise. Landscape Ecology, 26:1269–1280.
Fujioka, E., Soldevilla, M. S., Read, A. J., and Halpin, P. N. (2013). Integration
of passive acoustic monitoring data into OBIS-SEAMAP, a global biogeographic
database, to advance spatially-explicit ecological assessments. Ecological Informatics, 21:59–73.
Gage, S. H. and Axel, A. C. (2014). Visualization of temporal change in soundscape
power of a Michigan lake habitat over a 4-year period. Ecological Informatics, 21:100–
109.

105
Garcia-Rutledge, E. J. and Narins, P. M. (2001). Shared acoustic resources in an
Old World frog community. Herpetologica, 57:104–116.
Gasc, A., Sueur, J., Jiguet, F., Devictor, V., Grandcolas, P., Burrow, C., Depraetere,
M., and Pavoine, S. (2013a). Assessing biodiversity with sound: Do acoustic diversity
indices reflect phylogenetic and functional diversities of bird communities? Ecological
Indicators, 25:279–287.
Gasc, A., Sueur, J., Pavoine, S., Pellens, R., and Grandcolas, P. (2013b). Biodiversity
sampling using a global acoustic approach: Contrasting sites with microendemics in
New Caledonia. PLoS ONE, 8:e65311.
Gerhardt, H. C. and Huber, F. (2002). Acoustic communication in insects and
anurans: common problems and diverse solutions. University of Chicago Press,
Chicago.
Gingras, B. and Fitch, W. T. (2013). A three-parameter model for classifying anurans into four genera based on advertisement calls. The Journal of the Acoustical
Society of America, 133:547559.
Google (2011). Google maps application programming interface. http://code.google.
com/apis/maps/.
Greenfield, M. D. (1994). Cooperation and conflict in the evolution of signal interactions. Annual Review of Ecology and Systematics, 25:97–126.
Grether, G. F., Losin, N., Anderson, C. N., and Okamoto, K. (2009). The role of
interspecific interference competition in character displacement and the evolution of
competitor recognition. Biological reviews of the Cambridge Philosophical Society,
84:617–635.
Hampton, S. E., Strasser, C. a., Tewksbury, J. J., Gram, W. K., Budden, A. E.,
Batcheller, A. L., Duke, C. S., and Porter, J. H. (2013). Big Data and the future of
ecology. Frontiers in Ecology and the Environment, 11:156–162.
Hart, P. J., Hall, R., Ray, W., Beck, A., and Zook, J. (2015). Cicadas impact bird
communication in a noisy tropical rainforest. Behavioral Ecology, page arv018.
Hartmann, W. M. (1997). Signals, sound, and sensation. Modern acoustics and
signal processing. American Institute of Physics, Woodbury, N.Y.
Henry, K. S. and Lucas, J. R. (2010). Auditory sensitivity and the frequency selectivity of auditory filters in the carolina chickadee, Poecile carolinensis. Animal
Behaviour, 80:497–507.
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