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Abstract 
Very large scale mathematical modelling such as accurate modelling using Navier's equations of elasticity needs both 
massively parallel computing and scalable algorithms. It is shown in this paper that efficient methods must be scalable 
with respect to the speedup measured as the ratio of the computing time of the best sequential lgorithm on one processor 
and the computing time of the parallel algorithm on p processors. For a class of multilevel methods for elliptic partial 
differential equations it is shown how to balance the coarsest mesh size to the finest and the number of processors to the 
size of the problem to get smallest computing time and maximal efficiency. It turns out that the number of processors 
should grow slowly in proportion with the problem size. Further, it should grow slightly slower (by a logarithmic or 
a polylogarithmic function) for asymptotically maximal efficiency than the number of processors required for minimal 
computing time. 
Keywords: Parallel computing; Scalable algorithms; Optimal efficiency; Mathematical modelling; Equations of elasticity 
1. Introduction 
Mathematical modelling using very large scale models is often the only way to analyse many 
problems and offers a more flexible and more generally applicable approach, than the more 
traditional methodologies of laboratory experimentation and theoretical nalysis. 
Mathematical modelling of problems in science, for instance, can put a very high demand on 
computers and software. In general, massively parallel computing is required. The combined 
improvements in hardware and software both with factors 104-10 sover a period of, say, 30 years 
offer the potential of making solutions of even the most demanding multidimensional problems 
viable. However, the size of the problem grows rapidly with the inverse of the finest scales if they are 
imposed uniformly. For instance, in an evolutionary fluid flow problem in three space dimensions, 
* Corresponding author. 
0377-0427/95/$09.50 © 1995 Elsevier Science B.V. All rights reserved 
SSDI 0377-0427(95)00054-2  
150 O. Axelsson, M. Neytcheva/Journal of Computational nd Applied Mathematics 63 (1995) 149-178 
the number of unknowns grows as O(n 4) if we use an implicit timestepping method with a timestep 
of the same order as the finest scale, 1/n. 
Remark. Normally one uses local refinement techniques to avoid such a uniform increase of the 
problem size but such methods are associated with overhead so the gain is often not that 
spectacular. For some good implementations of mesh division methods, see [31] and the references 
therein. 
In order to resolve the solution better, if we scale the mesh sizes to, say, 1/10 of their previous 
sizes, then for an N = O(n 4) size of problem the computing time grows at least as 104. Hence, for 
the same computing time we would need 104 more processing nodes and a scalable algorithm. As 
we shall see, however, for well-known optimal order methods, due to communication overhead, 
there does not exist such scalable algorithms. Instead, it will be seen that there is an optimal 
number of processors p = p(N) as a function of N for which the computing time on p processors i
minimized. It turns out that p(N) grows slower than proportional to N and, therefore, the 
computing time must grow with the problem size, irrespective of the number of processors used. 
For two typical computer architectures we derive functions /~s(N) and i0e(N) of number of 
processors which, respectively, minimize the parallel computing time (and hence maximize the 
speedup) and gives asymptotically the optimal efficiency (= 1). Here the speedup is defined as 
T ~(N) 
Sp(N)- Tp(N)' 
where T *(N) is the computing time of the best algorithm on one processor node machine and 
Tp(N) is the computing time of the algorithm used on p processor node machine. As is well known, 
the efficiency is defined by 
ep(N) = Sp(N)/p, 
which measures the amount of utilization of each processor. It turns out that, typically, 
~s(N)/Oe(N) = log(N) or a polylog such as log log(N). It must be noted that it is essential here to 
use the speedup (and efficiency) with respect o the best sequential algorithm. 
Many studies have considered the so-called relative speedup Sp(N)= TI(N)/Tp(N), where 
TI(N) is the execution time of the same algorithm on a uniprocessor machine. Having the latter 
definition in hand, the computed speedup Sp(N) for some "embarrassingly" parallelizable method 
approaches easily its optimal value p for fixed p and increasing N. However, the computing time 
grows as Tt,(N) = O(N~), for some fl > 1. For instance, for a relaxation method with a fixed 
iteration parameter, used to solve a second order elliptic problem, it grows as O(N 1 +t2/d)), where 
d is the space dimension. For an accelerated iteration method such as the Chebyshev or conjugate 
gradient method, it grows as O(N 1 +,/d)), see [5], for instance. Since, the "hidden constant" in the 
O-symbol is small for a parallel processor, the computing time can be quite small when N is not too 
large but it grows fast with N. 
Consider now an optimal order method, such as the algebraic multilevel iteration method 
(AMLI) [-11,9] or a classical multigrid method [24]. For such methods the computing time on 
a single processor grows as T*(N) = O(N), or as O(NlogN)  if the iteration stopping accuracy 
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Fig. 1. Computing time versus problem size for an optimal order and a nonoptimal algorithm. 
decreases with some power of N -  1. Comparing the behaviour of these two classes of methods it 
follows that there exists a value Ncrit, where T ~'(N) = Tp(N) and beyond this value, the computing 
time on the single processor using the optimal order computational complexity algorithm becomes 
smaller than the computing time on the parallel computer, using a nonoptimal algorithm. This is 
illustrated in Fig. 1. 
Theorem 1.1. Assume that the computing time for an (easily parallelizable) method on a p-processor 
machine is C~NP/p, N ~ ~ where N is the problem size and let the computin# time for an optimal 
computational complexity method on a sequential machine be CoN. Then there exists a problem size 
No such that for N > No, the computing time on the one processor machine is smaller than the 
computing time on a p processor parallel computer. The value of No is (Cop/Cp) l/p- 1. 
Although the above is elementary, it may not always be realized that No must not be very large. 
This holds in particular for singularly perturbed problems where the condition umber and, hence, 
Cp typically grows with the inverse of the small singular perturbation parameter. 
As an illustration a test was done on a SIMD massively parallel computer (CM-200) with 256 
32-bit processors on a 128 x 128 mesh for an elliptic problem to be defined in Section 7, using the 
diagonally preconditioned conjugate gradient method on the CM-200 and the (short) AMLI 
method (see Section 4) on a single workstation. The computing times were found to be 3.07 s on the 
CM-200 and 2.66 s on the workstation. Even when taking into account the different clock cycles (10 
and 33 MHz, respectively) these results are remarkable. (In addition the cost of the workstation is
only a small fraction of the cost of the massively parallel computer.) The above shows that there is 
no need for a parallel machine unless an optimal, or close to optimal, order algorithm is used. It is 
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readily seen that for large problems, due to increasing memory requirements and fast increasing 
arithmetic omplexity with the problem size, direct solution methods cannot have an optimal 
computational complexity, so only iterative solution methods need to be considered further. 
In general, optimal order solution methods require a global exchange of data during each 
iteration. This is considered in more detail in Section 3. Such global exchange of data requires 
unfortunately much communication overhead which means that communication time may 
dominate the total computing time, unless special care is taken in the implementation f the 
methods. 
Examples of methods with an optimal order of computational complexity are the multigrid 
methods (assuming a certain regularity of the problem) (for references see [24]) and the algebraic 
multilevel iteration method [11]. Earlier attempts to implement the classical multigrid method 
efficiently on parallel multiprocessors seem not to have been so successful. The reason is that the 
communication overhead ominates on the coarsest meshes and, furthermore, the processors 
become increasingly idle on them. For a further discussion, see Section 3. In the present study it is 
shown that optimal order algorithms uch as the AMLI or multigrid methods can be imple- 
mented efficiently simply using short level versions of them and by balancing the coarsest 
meshsize properly to the finest meshsize. In this way communication overhead on a parallel 
processor is drastically reduced. If, in addition, the number of processors and the problem 
size are properly related, one can achieve an asymptotically optimal order speedup and maximal 
efficiency. 
The remainder of the paper is organized as follows. In Section 2 various measures of parallel 
processor performance and definitions of scalability are discussed. Section 3 stresses the import- 
ance of global communication. I  the following section it is shown how to balance the coarse and 
fine meshsizes, choosing them as close as possible but still preserving the optimal computational 
complexity (or, for the V-cycle version of the method, even improving the computational complex- 
ity). Section 5 shows how to balance the number of processors and problem size to get maximal 
speedup or maximal efficiency. In Section 6 it is shown that the algorithm described in previous 
sections can be used to get a scalable method for the Navier's equations of elasticity. Finally, some 
tests on a massively parallel computer with distributed memory are presented, to illustrate the 
results and some conclusions are given. 
The authors have presented earlier [6, 9, 10, 28] some of the results in this paper. 
2. Measuring parallel processor performance 
The performance ofan algorithm running on a parallel processor can be measured by different 
metrics. The most commonly used measures are the elapsed time, the speedup, and the efficiency. 
Also the price/performance m tric has been used. 
In many real-time applications the elapsed time is most important. As an example in meteoro- 
logy, the weather prediction must be ready well ahead of the date for which it was done. Related to 
the elapsed time measure is the speedup. Maximizing the speedup is equivalent to minimizing the 
computing time. 
The efficiency measures the degree of utilization of the processors and is, therefore, related to the 
price/performance m asure. In the following we shall only consider the speedup and the efficiency. 
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As was shown in the first section, when examining the performance ofan algorithm for a parallel 
processor, one must compare it with the best (or at least close to the best) algorithm on one 
processor machine (with the same processor clockcycle time as for the processors on the parallel 
machine). If there is no speedup the efficiency is close to zero so the investment in the parallel 
machine is wasted (in particular as the cost of a single workstation ispresently only a small fraction 
of the cost of a massively parallel machine). 
When speedup is measured as TI(N)/Tp(N), some algorithms can show a close to maximal 
speedup but the elapsed time is still not small (or even larger) compared to the time for the optimal 
algorithm on a single processor. 
As it turns out, however, the modifications of the optimal order algorithms we consider are such 
that their performance is not degraded on the one-processor machine. Hence, in our analysis we 
can actually use the speedup measure 
Sp(N)- T,(N) 
Tp(N) 
when we use a (properly modified) optimal order (or close to optimal order) algorithm. When we 
consider such a modified V-cycle version, the performance of the short level version is even 
improved on both the one-processor and the p-processor machines. 
The point above of using a proper speedup measure is related to item 10 (and, to a lesser extent, 
to item 6) of the list of criteria to judge (or to point out the danger of giving misleading performance 
results!) as found in [15], see also 1-16,]. 
Some scientists have proposed methods with minor interprocessor communication requirements 
in order to obtain high performance (megaflop) rates. However, such algorithms usually require 
many more iterations to converge to the solution and may thus require more overall time than 
alternative methods with close to optimal computational complexity requirements but, in general, 
with more communication overhead. Clearly it is pointless to employ numerically inefficient 
algorithms merely to exhibit artificially high performance rates on a particular parallel architec- 
ture. 
In the analysis of speedup we assume that the computer memory is sufficiently large for the 
largest problem size we consider. In a MIMD computer architecture the distributed memory 
modules must contain both the whole program and the part of the distributed ata to be used on 
the corresponding processor node, while on a SIMD machine it suffices with the data and local 
program modules. The data can readily be distributed efficiently if the mesh is uniform. Other- 
wise a method for mesh division as described in [30, 31,] or some similar method should be used. 
Such methods can be implemented ata normally acceptable preprocessing cost, even for irregular 
grids. 
The notion of scalability of a given computer architecture and of an algorithm, implemented on 
it, has recently attracted a special attention in parallel computing studies. It is not yet commonly 
agreed upon how to define and measure scalability. The general concept of scalability, however, is 
that it should reflect the capability of the given pair "parallel machine/algorithm" to utilize 
effectively an increasing number of processors available. Knowing the performance on fewer 
processors, the scalability metric can be used to predict he performance for a larger number of 
them. For a fixed problem size, it may be used to determine the optimal number of processors to be 
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used and the maximum possible speedup that can be obtained. It can also be used to predict 
the performance when both p and N increase. Most commonly, the scalability of an algorithm 
is measured with respect o speedup. For example, an algorithm is considered scalable if the 
parallel execution time remains unchanged when p increases linearly with N. Thus, as also the 
definition of speedup, the scalability depends both on p, the number of processors, and N, the 
problem size. 
In the present paper we consider asymptotically optimal scalability with respect o efficiency. 
Definition 2.1. An algorithm on a p-processor machine is asymptotically scalable with respect o 
efficiency if there exists an increasing function p(N) such that when N increases, the efficiency 
approaches its optimal value one, for all p ~ p(N). 
Ideally, p(N) should increase linearly with N. It follows from the previous discussion that 
a scalable algorithm must have an optimal order of computational complexity. It will be seen that 
the algorithm, considered here, becomes calable for a number of processors p <~ p(N), where p(N) 
grows slower than linearly. This means that the problem (subgrid) size on each processor grows 
with N for such a number of processors. 
The importance of scaling the problem size with the number of processors so that the subgrid 
size on each processor does not decrease has been previously noted in [23]. There, the quality of 
a parallel algorithm is judged by the speedup obtained when the problem size is scaled up linearly 
with respect o the number of processors. 
Our discussion is more related to the results in [25], where the isoefficiencyfunction criterion 
is used. There, and also in [18], a parallel algorithm is called scalable if it is used to solve 
problem instances of increasing size and for any given number of p processors, the efficiency 
increases monotonically and approaches a constant e, such that 0 < e ~< 1. For a similar definition, 
see [33]. 
We stress in our definition the possibility of achieving e~ 1 asymptotically for the short level 
versions of mutlilevel methods. Actually, a value e, 0 < e < 1 can be taken in our algorithm already 
for the number of processors which minimizes the computing time. To get e ~ 1, we must use 
a slightly slower (by a log or a polylog) increasing function of the number of processors. 
One conclusion of the results of the present paper is that for problems imilar to the type 
considered here (i.e., coupled elliptic partial differential equation problems), there exists a problem 
size N large enough so that it cannot be solved in a given time Tp, no matter how many processors 
are used. 
Using a somewhat different approach, such a conclusion has been reached also in [40, 41]. 
3. Nearest neighbour versus global communication 
Consider a second order elliptic problem on a uniform mesh n x n x ... x n with n d meshpoints, 
where d is the space dimension. The simplest iterative solution methods such as diagonally 
preconditioned relaxation methods require only nearest neighbour interprocessor communication 
at each iteration step if a proper mapping of meshpoints to processors have been done. The 
implementation should be done with a distribution of an equal amount of grid points, i.e., equal 
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subgrid size or subdomain size, per processor. This results in a good load balance. To minimize 
communicat ion i  the dominating computations, namely the matrix vector multiplications and in 
the preconditioner, we must keep the interprocessor flux to a small fraction of the operation count 
by mapping compact subgrids to the processors, o that most edges of the grid connect gridpoints 
residing on the same processor. Further, communication between processors hould predomi- 
nantly be limited to nearest neighbour processors. 
Assume that p ~< n d, so there is at least one meshpoint per processor. The subgrid size mapped on 
each processor is then nd/p and this is also the order of the amount of computations done on each 
processor during each iteration step. The amount of communication during one iteration step is 
proportional to the number of points on the faces of the subgrids, i.e., to O(nd/p)td-1)/d= 
O(nd- l/pl-tl-d)). 
The ratio of computat ion to communicat ion is therefore O(n/p~/d), and hence, when p ~< n d, 
communicat ion overhead can be neglected. This is commonly known to be the case when the 
volume/surface ratio of the subgrids is sufficiently large. Even if p = n d, the communicat ion time 
can be expected to be of the same order as the computat ion time, unless the latency (start up time) 
of communicat ion is large compared to the clockcycle time. Accordingly, for an algorithm where 
only nearest neighbour communicat ion is required, communicat ion overhead is in general not 
a serious problem. 
To accelerate the iteration method one can use the Chebyshev iteration method, if information 
about the extreme eigenvalues i available; for further related discussions, see [5]. Note on the 
other hand that the vector inner products in the conjugate gradient method require global 
communication, which is particularly severe on a mesh array computer architecture, as will be seen 
below. 
However, even if the iteration method is accelerated, the amount of iterations is in general 
O(n) = O(N~/d), see [5], for instance. As an illustration consider the solution of Ax = b by the 
standard conjugate gradient method, where A = {ai, j}in, j= 1, a i , j -  1 = - 1, ai, i = 2,ai, j+ 1 = - -  1, 
1 ~< i ~< n - 1, an, n- ~ = - 1,an,~ = 1 and b = [1,0, ... ,0] T. The exact solution is.~ = [1, 1 .... ,1] T. 
Starting with x ° = [0,0,.. .  ,0] r one finds that after k iterations 
E l T xk = k k -1  1 0, 0 for l~<k~<n-1  k+l 'k+l ' " "k+l '  ""' 
and x ~ = :~. Hence, the information travels one step at a time from left to right and it takes n steps 
before the last component has changed at all! 
• On an m x m mesh it takes at least 2(m - 1) iterations for data from each point in the mesh to 
reach all other points, because the longest distance between any pair of points is 2(m - 1). Such an 
exchange of information is required for any solution method for an elliptic problem. Similarly, on 
a m × m mesh array computer, it takes at least 2(m - 1) clock cycles, the diameter of the computer 
architecture, for spreading data globally. Therefore, as was seen in Section 1, for every computer 
with a fixed number of processors an optimal order method on a single processor will eventually be 
faster. On the other hand, as is readily seen, to solve any elliptic difference matrix problem to 
a sufficiently small iteration error, a global exchange of information is required. This follows 
because the inverse of the matrix is full and only few of its entries are so small that they could 
possibly be neglected. (The decay of entries away from the main diagonal is related to the Green's 
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function behaviour. In some cases it turns out that the decay is sufficiently fast so that some entries 
can be neglected and, therefore, it suffices with less than a global communication broadcast. In 
principal, however, this does not change the orders in the estimate to follow, so we assume global 
broadcasting.) Therefore, in general every pair of points (and thus also corresponding processors) 
in the mesh must exchange information at least once. It follows that the computing time to solve 
the problem is bounded below by the longest distance between any pair of processors, i.e., the 
diameter of the computer architecture, times the clock cycle. 
The diameter for different computer architectures varies much. For the hypercube it is logp 
while for the mesh array it is q(p~I/q) - 1), if the latter is embedded in a q-dimensional Euclidean 
space. Frequently q -- 2. 
The above shows that even if we use an optimal order method for which the computational 
complexity may be small, perhaps O(N/p)  on a p-processor machine, the communication time may 
dominate when p is large. This holds in particular for the mesh array computer. In fact, even for the 
simple unpreconditioned or diagonally preconditioned conjugate gradient method the commun- 
ication overhead can dominate because of the communication time required for the inner products. 
To illustrate the above, consider first a q-dimensional mesh array computer. Assume then that 
we solve a problem using some algorithm which requires a computing time (per iteration, if an 
iterative solution method is used) 
T1 
Tp - + c (p  t~/q) - 1), (3.1) 
P 
where T1 is the computing time on a single processor and c(p  ~l/q) - 1) is the communication time. 
This latter time arises because we assume that a global communication is required in the method. 
The global communication can be due to the preconditioner and/or to the use of the conjugate 
gradient method. Here c is a machine dependent constant independent of p, but depends on the 
startup time and bandwidth of the communication channels. Clearly, (3.1) shows that Tp decreases 
first when p increases but also that it starts increasing when p is sufficiently large. An elementary 
computation shows that Tp is minimized when 
(~ "~q/(q+ 1) 
p = p* = T1) • 
The corresponding computing time is 
Tp.  = c q/tq+l) + d 1/~q+1) T - c = O(T~/ t ' l+ l ) ) ,  Tx  ~oo .  
Note that as problem size increases, T~ increases while c and d are constants. We see also that the 
computing time Tp. increases with T~, and that this holds irrespective of the number of processors 
used. The speedup is 
St , _ Ta  _ p 
Tp  1 + c (p  I +tl/gj _ p ) /T I  ' 
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which is maximized for the same value p = p*, so 
p* 
Sp, = 1 + d - O(p*) -tl/~)" 
For large values of p* (or equivalently, of T~), the speedup approaches 
p* 
Sp,  ,~, - -  
l+q  
and the behaviour of the efficiency is 
1 
ep, "~ 1 + q" 
It is clear from the latter relation that the efficiency does not depend on the machine dependent 
constant c. If we let p = (p*, I /p* ~< ( ~< 1, then we find 
1 
ep = 
1 + c [ (  ~ +tI/q)(p*)~ +~/~ - (p* ] /T1  
or  
1 
ep = 1 + d~(~ 1/q - (p,)-{1/q)), (3.2) 
where we choose ( to minimize the right-hand side. Clearly, the minimum is taken for ~ = 0 or very 
close to zero. However, for any value of ~ which decreases tozero when p* (or T1) increases, we find 
ep ~ 1, T1 ---+ oo. 
For instance, we can let ~ = 1/log(Ti -1) or a polylog such as ( = 1/loglog(Ti- ~). Hence, letting 
p increase slightly slower than p*, the efficiency approaches its optimal value one when the problem 
size increases, o the algorithm is asymptotically scalable for a mesh array computer by Definition 
2.1. 
Consider now the hypercube computer architecture. Here the diameter is log p and the comput- 
ing time on a p-processor machine is 
T1 
T ,  = - -  + c log p. (3.3) 
P 
The computing time is now minimized for 
p, T1 
c 
and the corresponding parallel computing time is 
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In this case p* grows linearly with T1 but the computing time grows as O(log T1). The correspond- 
ing efficiency is 
1 
ev* = 1 + log rl, 
T 
so in this case it decays to zero, i.e., the algorithm is not scalable for this value of p even if the 
isoefficiency definition of scalability is used. 
However, letting p = (p*, p.-1 ~< ( ~< 1, we find 
ep = 
1 1 
1 + cplogp/T1 1 + ( ( log T1 - l ogc / ( ) '  
which converges to its optimal value as T1 ~ oo if ( = 1/log T1 loglog T1). 
Accordingly, for a number of processors 
p = T1/(log TI loglog T1) 
the algorithm is asymptotically scalable also on a hypercube. Note again that the efficiency ep is 
essentially independent on the machine constant c. 
The above results relating the minimal computing time to the time on a sequential computer 
have been found also in I-6, 35]. (This complexity is typical when the data has been partitioned 
fairly uniformly among the processors and when there occurs at least one global communication 
broadcast.) We collect the above results in a theorem. 
Theorem 3.1. Consider an algorithm for which the computing time (per iteration, if an iterative 
solution method is used) on a p-processor machine is 
T1 
Tp = - -  -'l- c6(p), 
P 
where T1 is the computing time on one processor, c is a constant and 6(p) is the diameter of the 
computer architecture, i.e., 6(p) = q(pl/q _ 1) and 6(p) = log p for a q-dimensional mesh-array and 
hypercube architecture, respectively. Then T ,  is minimized for 
P* = T1) , 
T1/c. 
The corresponding minimal computing time is 
{ i l/,q,l, c~/(q+ x) + d(q+ 2)/(q+ ~) T Tp* .~- 
c(1 + log(T~/c)), 
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and the speedup and efficiency of the algorithm for the parallel processor machine take their optimal 
values (p and 1, respectively) asymptotically as T1 ~ oo for 
~((q/c) T1) q/<q+ l~/loglog T1 for a q-dimensional mesh-array computer, 
P = (T1/(clog T1 loglog Tl) for a hypercube computer. 
In the above analysis we have assumed that the size of the memory on each processor is sufficient 
for the problem size considered. Normally, the total amount of memory required is O(T1). For the 
mesh-array computer architecture the optimal number of processors to minimize the computing 
time grows slower than linearly with TI, which means that the amount of memory required per 
processor increases slightly (as O(T~/~q ÷ ~)). Given the total memory size our conclusion is that it is 
more efficient o have a somewhat smaller machine (number of processors) but with larger memory 
per processor, than a larger machine with smaller memory per processor. On the other hand, for 
the hypercube architecture the optimal number p* of processors grows linearly with T~, so in this 
case the size of the memory per processor can be kept constant. 
For a derivation of performance measures based on a general computing time function, 
see 1-20]. 
The above holds only for one iteration step of an iterative solution method used. When we 
analyse the speedup Sp = T '~/TF for the total computing times, then we must also consider the 
number of iterations for the possibly different solution methods on one-processor machine and on 
a p-processor machine. When we make the comparison with respect to an optimal order algorithm 
to solve elliptic type difference quations any scalable parallel algorithm must also have an optimal 
order of computational complexity. Such a parallel algorithm is analysed in Section 5 and then it is 
found that the above model (3.3) for the computing time Tp is too simple. 
The shorter diameter for the hypercube computer architecture favours this to the mesh- 
array architecture. However, when we consider the asymptotic behaviour of a algorithm on 
a computer architecture for very large problem-sizes and therefore also for very large number of 
processors, we must consider not only the scalability of the algorithm but also the scalability of the 
architecture. 
For very large values of p, a problem arises because computers and connecting wires must be 
packed on a real physical device, such as a chipboard and the length of wires must be considered as 
well, because the transmission speed of signals is bounded by the speed of light. Furthermore, the 
wire length depends on the total volume of wires and processors. 
The mesh array computer architecture is scalable in the sense that the time to exchange 
data between nearest neighbours is constant, independent of the number of processors (p). 
This follows because the degree of this architecture, i.e., the number of directly connected 
processors is fixed (typically equal to four or six), so the wire length between processors can 
essentially be kept constant and the total volume of wires grows proportionally to the number of 
processors. 
On the other hand, this is not the case for the hypercube computer architecture. Here the degree 
is log p and an elementary derivation (see 1-4, 38]) shows that this implies that the wire lengths 
between directly connected processors must increase with p and the total volume of wires 
eventually dominates the volume occupied by processors, o that, eventually, the latter can be 
considered as points (or needles) in a haystack. As shown in [4], this implies that even a simple 
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computation as an inner product will take a computing time which grows at least as O(TI/2) if the 
hypercube is embedded in Euclidean two-dimensional space. For the mesh array computer the 
lower bound is O(T ~/3). It follows that the mesh-array computer is actually more efficient han the 
hypercube asymptotically for very large problem sizes and number of processors. For a similar 
discussion of the implications of such physical constraints, ee 1-19, 29]. 
As we have seen earlier in this section, for any optimal order method, i.e., for which there is 
a finite number of iterations, independent of n and for which the computing time is at most O(N) 
for each iteration step, there must be some mechanism for global exchange of information of the 
grid points data. 
If this exchange of information occurs on the fine mesh level and if the subgrid size on each 
processor is fixed then the communication verhead will be of the same order as the diameter of the 
parallel machine. Hence, at least on a mesh array computer embedded in a two-dimensional 
Euclidean space the method will not perform better than the diagonally preconditioned method for 
which the number of iterations is of the same order as the global communication time. This shows 
in an alternative way to the previous analysis, that the subgrid size must increase sufficiently fast 
with increasing problem size. 
In Section 5 we derive the maximal number of processors for which the global communication 
time will not be dominating and for which the algorithm is scalable. Related to this derivation isthe 
idea of letting the global communication take place on the coarsest level and using only nearest 
neighbour communication  the intermediate and on the finest grid level. Hereby it is important 
to choose the coarsest level as close as possible to the finest level, without loosing the optimal 
computational complexity per iteration step. This will be analysed in the next section. With such 
a choice of a coarsest level we improve ven on the overall (outer iteration) condition umber and 
decrease the loop-overhead. This method is called the short AMLI method (see [10]). 
Earlier attempts to increase the parallel efficiency of multigrid iteration methods have been done 
in [22], for instance. There, the idleness of processors on the very coarsest meshes is overcome 
letting them work on different sets of problems with different initial vectors. The so-constructed 
vectors could subsequently be combined to form a more accurate solution vector. However, there 
seems to be much overhead associated with such a method, so even on a parallel computer the 
computing time cannot be expected to be much smaller than for the standard method. 
4. The short algebraic multilevel iteration method 
Given a matrix A, we show how to construct an optimal order, or close to optimal order 
preconditioner to A to be used in a conjugate gradient method, for instance. 
The matrix graph t2(N, S) for a matrix A(n × n) is defined by a set of vertices (nodes) N and a set 
of edges S where ai~ ~ 0 if and only if (i,j) ~ S. 
Let A ct) = A and consider the construction of matrices Atk), k = l, l - 1 . . . . .  1, 0 of order nk, such 
that 
~lk+ 1 
- -pk~p>l .  
nk 
This means that the number of nodes increases in a geometric ratio. 
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Let {~2k} be the sequence of the matrix graphs corresponding to {A(k)}. We assume that the 
corresponding vertex sets form a nested sequence 
No ~ Nx ~ "'" ~ Nk ~ Nk+ 1 ~ "'" ~ Nl = N. 
The sequence  {A (k)} can be constructed by one of the following two methods. The first is based on 
a bilinear form a(u, v) and nested finite element meshes {Nk, Sk}. Here we have 
,4 !k.) = ~'a(~blk','¢'(P'),.r, ( i , j )~Sk,  
""J (0, otherwise, 
where {tpl k)} is the set of finite element basis functions on Nk. This was considered in [11]. A typical 
example is the symmetric and coercive bilinear form 
a(u,v) = fokV_u" Vvdx. 
In the second method we can use some sparse approximations ~z~ (k+ 1) of A (k+ 1), form the Schur's 
complements of-~tk + 1) which, possibly, further approximated also, define a matrix A ~k) with matrix 
graph f2k. 
Here a method of the second type is considered. For simplicity, we assume that A °) is a 
Stieltjes matrix. We define the sequence {A (k)} by a recursion from the top to the bottom. 
Each matrix A (k+ 1), k > 0 is permuted and partitioned in some way in a two by two block matrix 
form 
rA?l +'' A~xk2+t)]} Nk+I\NR (4.1) 
A~+I)]} Nk 
corresponding to the vertex points in Nk+ 1 which are not in Nk and to those in Nk, respectively. 
Then we approximate A~k~ ~)'' by another matrix B]k~ 1) which is sparse, positive definite, 
nonnegative and symmetric, such that 
B(k+l)A(k+l)v(lk+l) /)(k + 1) 
11 "a l l  = (4.2) 
Here 
Vv? + ',]} N,+ x\N, 
v'k+') = Lv';+" l /N,  
is the restriction of the positive vector v (t), for which A(°v (° > 0, to the nodes in Nk+ 1. (Note that A (t) 
is an M-matrix and hence such a vector exists.) 
Frequently B~R~ 1) is a bandmatrix. The actual construction of B~k7 1) has been discussed in [9]. 
Next we consider an intermediate matrix 
FB' k; "-' +'-1 = LA k -1, x, ] .  (4.3) 
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We define now the matrix A (k) as the Schur's complement of the matrix .~(k+ 1), i.e., 
A(k)= A(2k2 +1)  A~k~ 1)B]kl+ 1)A(1k2+ 1). (4.4) 
(We remark here that this is the main point where the present method differs from the correspond- 
ing method in [11], where A (k) corresponds to the finite element matrix on a mesh ~2(Nk, Sk).) 
Clearly A (k) is symmetric. Furthermore, it can be seen that A (k) is an M-matrix and 
A(k)V(k+ 1) > 0 
for the restriction v~ + 1) of v °) to the vertex set Nk. This shows that A (k) is a Stieltjes matrix. 
In some cases a second approximation step may be necessary. It can namely happen that A (k) 
becomes denser with increasing k. This will happen in particular if B]k~ +1) is not sufficiently sparse. 
In order to prevent his, in such a case we let 
and 
~(k, = A22 -- A~I + ')B(lkl + ')A]k2 + ') 
A (k)= Sk[-A (k)] + D(2 k). (4.5) 
Here Sk[A (k)] denotes a sparse part of ~(k)with sparsity pattern Sk, i.e., entries of ~(k) outside the 
pattern Sk are deleted. D(z k) corresponds to a diagonal compensation of those entries, i.e. D~ ) is 
defined by 
In the same way as before it can be seen that the so defined matrix A (k) is also a Stieltjes 
matrix. 
Let us consider now a sequence of preconditioning matrices M (k). They are defined as follows: 
M(O) = A (o) 
for k = O, 1,... ,1 -  1 
M0,,+,) rB~at'a +iV' /0][10 B~I':')A~x~+')I 
= L A(2'[ ') if(k) j ,  (4.6) 
where ;~(k) will be defined below. It can be seen from (4.6) that M (k) are also recursively defined but, 
in contrast o A (k), bottom-to-top. 
The matrices M (k) are defined in such a way that they approximate A (k) and to analyze this 
approximation we consider 
. . ,+. .  r,,;,+,,-, o ] 
~--  .4(k + 1)D(k+ 1)A(k+ 1)1 = + ~(k) _ A(k) • (4.7) L A~x +') g(k) +-""21 "-',, ~,2 A 
Hence g(k) will be an approximation of A (k). Let then 
~(k) = A(k) [I -- Pv,(M (k)-'A(k))] - x, (4.8) 
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where PvL is a polynomial of degree Vk, Pv.(0) = 1 and which is small in the interval Ik = [_tk, {k] 
containing the eigenvalues of Mtk~-I Atk~." For technical reasons we let P~(t) >~ O, t_k <~ t <<, ~. 
The definition of M tk÷l~ requires therefore P~ to be already defined. In the simplest case, 
we let P~(t )= 1 -  t, and then gtk~= M~k~. Using the terminology of the classical multigrid 
method, this version is called the V-cycle method. Note that both A tk~ and M tk~ are symmetric 
and positive definite so the eigenvalues of Mtk~-'A tk~ are real and positive. At each iteration 
step we have to solve a system with the matrix M = M t~ which is a preconditioner to the initial 
matrix A = A tz). By the choice of g{k) and the structure of the matrix sequences  {Atk)} and {M (k)} it 
requires only some matrix-vector multiplications and vector additions. For proper mappings of 
nodepoints to processors, the operations can be performed using only nearest neighbour commun- 
ication. 
When we stop the construction of matrices A ~k~ at some earlier level ko > 0, the corresponding 
preconditioner defined by (4.6) for k = ko, ko + 1 .... , I, is referred to as a short AMLI  precondi- 
tioner, and the method - the short AMLI. 
4.1. Computational complexity 
Following [10], we analyze now the dependence of the computational complexity of the short 
multilevel preconditioner (4.2)-(4.6)) on the polynomial degree v, for a fixed v when we let the 
coarsest mesh be [2ko. (For simplicity, we assume that Vk = V is fixed on all levels.) The computa- 
tional complexity of one action of the preconditioner is then 
Wl ~ C(nl -~ v(rll-1 q- v(tll-2 d- ... + /'/ko+ 1))) q- vl-k°fkonko , (4.9) 
where ns is the number of degrees of freedom at level s and the constant C depends on the sparsity of 
the matrices involved in the preconditioner but is independent of I and ko. The factor Cko depends 
on the solution method used when solving systems on the coarsest mesh ko. 
Let for simplicity ns = 4 s = ¼ ns ÷ 1, which holds for a regular mesh in two dimensions. Relation 
(4.9) shows then that if v < 4, wt <~ nt [C(1 - (¼v)l-ko)/(1 -- (¼V) q- Cko(¼ V)/-k°)], or, for the work 
per meshpoint, 
wt/n, <~ 4C/(4 - v) + (Cko -- 4C/(4 -- v))(¼ v) '-k°. (4.10) 
It can be seen that the condition number of Ctt~-IAt~ increases when ko decreases. Also, the 
communicat ion overhead increases. The aim is, therefore, to choose k0 as the largest number 
for which the cost for each action of the preconditioner is bounded, independent of I. As 
mentioned, Cko depends on the method used for the coarsest mesh system and we consider two such 
methods. 
Assume first that the diagonally preconditioned conjugate gradient method is used to solve 
systems with A tko~. As the condition number of the system is O(nko), the number of iterations 
required is r ~,1/2 for some constant Co, which does not depend on ko. Since nko = 4 k°, to balance "~.-,Or~ko 
the two terms in (4.10) best for any value of l, we must then let r~1/2 = (4/V) l-k°, that is 2 k° = (4/V) l-ko 
' *k  o 
or  
ko = ko - F (2 - log2 v)/(3 - log2 v) l -]. (4.11) 
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Table 1 
Values of the coarse level number for a diago- 
nally preconditioned method 
v 3 2 1 
[ tl r ;l F tl 
Table 2 
Values of the coarse level number for the modi- 
fied incomplete factorization method 
v 3 2 1 
~o F~tl FZ~l F~tl 
From (4.11) we find then the values #0 as a function of v, given in Table 1. (The exact value of/~o for 
v = 3 is ~ 0.2933l.) The work per meshpoint is then bounded by w#nt <~ 4C/(4 - v) + Co. 
Consider now a faster convergent method as a solver for the coarsest mesh, namely, the 
conjugate gradient method, preconditioned with a modified incomplete factorization or a block 
diagonal domain decomposition method. For these methods the condition number of the precon- 
ditioned system grows as Co2 ko, ko ~ ~ for some constant Co (see I-5-1, for instance). As for (4.11), 
we find now that the optimal value to minimize the work per meshpoint of one action of the 
preconditioner satisfies 2 k°/2 = (4/v) t-k° or k0 = 2( l -  ko)(2 - log2  v), i.e., /~o = F l(4 - 21ogv)/ 
(5 - 2 log v)-], which leads to the values for/~o as a function of v, given in Table 2. Similar results 
hold for three-dimensional meshes, see [10]. 
Based on the above and previous results in [10], we can state the next theorem. 
Theorem 4.1. For not too irregular finite element riangulations and for v = 2 (or 3), the precon- 
ditioned system M tl)- 1AttJ has an optimal order of condition number, bounded above by a fixed number 
on all levels, i.e., M ~° is spectrally equivalent to A ~). In addition, if (a) the diagonally preconditioned 
conjugate gradient method is used on the coarsest mesh level ko, where ko <~ l(2 - log2 v)/(3 - log2 v), 
or (b) the modified incomplete factorization preconditioned conjugate gradient method is used on the 
coarsest mesh level ko, where ko <~ l(4 - log2 v)/(5 - log2 v), then the arithmetic ost per iteration 
step is O(nz). Hence the preconditioner has an optimal order of computational complexity, i.e., the cost 
to solve systems with A ct) is O(nt). O(log(1/e)), where e is the ratio of the final and initial residuals. 
For v = 1, it turns out that similar to the hierarchical basis function case (see [36, 42]), the 
condition number grows as O((l - ko) 2) and therefore the number of iterations is O(l - ko). The 
above holds for the h - version of the finite elements. Similar results can also be shown for the 
p-version, see [8-1 for some initial results. 
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Table 3 
Number of iterations and CPU time for the short level AMLI method (v = 1) 
165 
Coarsest level # 11 9 7 5 3 1 
Outer iteration 13 13 16 22 25 24 
CPU (s) 16.15 3.47 2.66 3.28 3.92 3.83 
Note that the influence on the complexity of the coarsest mesh solvers can be neglected 
asymptotically if we let/~o be slightly smaller (by a log or polylog factor of l), than the values given 
in Tables 1 and 2. 
As an illustration of the short level method consider the problem to be defined in Section 7 to be 
solved on a 128 × 128 mesh which implies total number of levels 1 = 13, when we use an ordering 
corresponding to the recursive red-black ordering. Using the V-cycle version (v = 1) of the method, 
the computing times and number of iterations found on a workstation are shown in Table 3. As is 
observed, in this case the computing time is smallest when the coarsest mesh is 16 × 16. 
5. Scalability of the AMLI methods 
As can be seen from Section 4, the short length AMLI method can be implemented with only 
matrix-vector products. Hence, when a proper mapping of gridpoints to processors i  used, it 
requires only nearest neighbour communications. However, when the method is used as a precon- 
ditioner in Krylov subspace method, it requires also inner products, thus global communications. 
For some computer architectures such as transputer mesh arrays, the inner products can become 
a bottleneck because there, the data transmission rate per word and the communication startup 
time are frequently of the same order or even bigger than the elementary arithmetic operations 
time. 
We show now that in such a case, the best we can hope for is that the algorithm is scalable with 
respect o its efficiency measure (on the particular computer used), i.e., w.r.t, e = T1/pTp, where 
TI is the computer time on one processor and Tp is the computer time on the p-processor machine 
using the same algorithm. Clearly 0 < e < 1 and, ideally, e is close to 1, meaning that we have 
utilized all processors to full efficiency. 
Consider now an optimal order version (i.e., v/> 2) of the short AMLI method for a two-space 
dimensional problem. The coarsest mesh problem is assumed to be solved using the diagonally 
preconditioned conjugate gradient iteration method. On a two-dimensional mesh array computer, 
the computing time per outer iteration for the V-cycle method is 
Tp=--T~ + w, i .~  + w,2i. /Nko + w,ax/~ + w~ IN. (5.1) 
P ~/ p x/ p 
Here w~ i.v/p is the computer time (essentially communication time) per outer iteration for the 
i. inner products in the inner iterations on the coarse mesh, w'2 i. ~ko/P is the nearest neighbour 
communication time (of O(x/~ko/P) data) for the same operations, w~/p  is the communication 
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time for an outer iteration and w~,x// -~ is the nearest neighbour processor communication time 
during the exchange of information (of O(x /~)  data) in the AMLI  method. Since Tx >i O(N), 
and p ~< N, the last term can be included in the first term. w}, i = 1, 2, 3, 4 are constants which 
depend on the communicat ion rate. We assume that w'3 = w'~. 
We assume also that the number of processors i less than or equal to the coarsest mesh size Nko. 
Hence, on each processor there remains a subgrid of size m × m, where m = X//-~ko/P >/ 1. If this 
does not hold we must include times for longer than nearest neighbour communications. The 
number of iterations i, on the coarse mesh satisfies i, = O(x/-~ko), for a symmetric positive definite 
problem. With the above assumptions, (5.1) takes the form 
Tv Tx 1 = --p + WX~koX/~ +W2Nko-~ + W,x/P, (5.2) 
where wx, w2 are constants. There are two parameters, Nko and p, involved in T v. Clearly, the best is 
to let Nko be as small as possible, that is Nko = P. Then 
Tv T~ = - -  + w,p  + + w )x/p. 
P 
Asymptotically, this is minimized when (T1/p)+ wxp is minimized, i.e., for p*= (T1/wl) 1/2. If 
T1 = O(N), we find 
Tv. = O(NI/2). 
Since Nko = N 1/2 < N 2/3 (cf. Table 1) the computational complexity results in Section 4 hold, 
so T1 = O(N) holds. Further, the number of iterations is O(1), so the total computing time is 
O(NX/2). 
Note that this holds for the optimal number of processors. Increasing p further would increase 
the computing time. 
For the efficiency, when p = ~p*, 0 < ( ~< I, we find 
TI 1 
ev pTp 1 + 5 2 q- (W 2 q- wl)(3/2/(w3Tl) 1/4 
1 
1+(2 '  T1--*~. 
It is seen from the latter that e v ~ 1 if, for instance, 
= 1/(loglog T1) 1/2. 
Note that the efficiency is essentially independent of the machine constants Wl, w2. 
For a hypercube computer network we find similarly, 
Tv =__Tlp + wli, logp + w2i, N/N ~ + w310gp 
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or  
Tp T1 x~P = - -  + Wlx//~kolOgp + W2Nko--  + W31ogp. 
P 
With Nk0 = P, as before, we find 
Tp T~ ,-- - -  + w~ logpv r_/-nn 
P 
(5.3) 
and minimization of Tp yields p* (asymptotically), where 
p,3/21ogp, = 2T~ 
W1 
The corresponding minimal parallel computing time is 
Tp* = 3 r I/3 (logp*) 2/3 = O(N1/3(logN)2/3). 
Hence, if p = {p* the efficiency is found to be 
1 1 
ep = 1 + (wtp3/210gp/Tt) 1 + 2v 3/2" (5.4) 
With ( = 1/logN) 1/3 (say) we find 
and 
Tp = Tt ,,, O(N1/310gN) 
pep 
ep/~ 1. 
In this case, as Nh0 ~ O(N2/3/log N), the conditions in Table 1 are satisfied only for the V-cycle 
version (v = 1). The total computing time for the V-cycle method on the hypercube computer is 
then 
O(N'/3(log N)2). (5.5) 
As we have already shown, the efficiency approaches the value one when problem size increases, if 
we let the number of processors grow slightly slower than the number which minimizes the parallel 
computing time. Since the short AMLI method has optimal, (or for the V-cycle, close to optimal) 
computational complexity on a single processor, we have therefore shown that the AMLI method 
has optimal order parallel complexity. 
However, we have also seen that when the communication times are considered computer time 
must increase with problem size for any number of processors. A major cause of this is the inner 
products used in solving the inner systems (on the coarse mesh). 
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To improve the situation, it is advisable to solve the inner systems using an inner product free 
method, such as the Chebyshev iteration method. This method requires bounds for the extreme 
eigenvalues in the symmetric positive definite case and of the foci of an ellipse circumscribing the 
eigenvalues in case of complex eigenvalues (in the right half plane). For details, see [5], for instance. 
It turns out that the required eigenvalue bounds can be obtained for M-matrices when the 
AMLI-method has been constructed from a perturbed matrix. The AMLI preconditioner is then 
constructed from a perturbed matrix, A + ~h 2 diag(A), for some fixed positive value of the 
perturbation parameter (. This perturbation does not alter the order of the condition umber of the 
preconditioned matrix. Note that the original relative perturbations do not decrease, because if
ti, = (1 + (')a, are the perturbed iagonal entries of a matrix, the entries of the Schur complement 
matrix satisfy 
~lii -- aikClkkl aki ~- aii -- aikakkl aki q- ( '(al i  "Jr- a iko~ l aki), 
where akl ~ 0 and a, > 0. Hence the new relative perturbations of the diagonal entries 
(all + alkakk I aki)/(aii -- aika~k 1 akl) > 1. Furthermore, the off-diagonal nonzero entries are smaller in 
size. Using diagonal dominance, simple Gerschgorin circle estimates can now be used to estimate 
the smallest eigenvalue. For a diagonally preconditioned M-matrix, the maximal eigenvalue is
bounded from above by 2. See [5, 7] for details about perturbations and further eferences. 
Since the Chebyshev iteration method only requires nearest neighbour communication, it is very 
efficient on mesh array computer networks, see [3], for instance. 
For this method we express the computing time per iteration for a mesh array computer as 
T v T1 _~p = - -  -F W2 q- WlN//p, 
P 
where WE~ko/p  is the nearest neighbour communication time per Chebyshev iteration on the 
coarsest mesh. (We have here assumed that the eigenvalue bounds are such that the Chebyshev 
method requires no more than O(x/~k0) iterations for a two-dimensional problem.) 
Similarly to the previous derivations we find now for Nko = p, 
r -- (. -2Z'--] -- 
\W2 + W3 / 
and 
Tv, = O(N1/3). 
Since p ~< O(N2/a), the work per outer iteration of the AMLI method is still O(N) and the total 
computing time for the V-cycle method is O(N 1/a log N). This is even slightly better than the result 
(5.5) for the hypercube architecture (where inner products were used). 
Consider finally the Chebyshev iteration method for an elliptic problem in d dimensions. It is 
readily seen that in this case for the mesh array computer, 
= - -  w2Nl /d (NkoX~ (d-l)/d Tv TI + + w1~4/-~, 
p ° \T /  
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where we assume that the coarsest mesh has been divided into p equal sized boxes and distributed 
over the processors. The size of the faces of the boxes are (Nko/P) ta- 1)In. Hence 
T,  T1 = - -  + w2NkoP tl/a)-I + Wxx/~. 
P 
Choosing Ng o = p as before we find 
Tp T1 = - -  + w2p O/a) + Wl~/p, 
P 
SO, ifd > 2, we can neglect he middle term. I fd = 2, then we replace Wx with W'x = Wl + w2. Then 
p is minimized for 
= d > 2, 
p* = where 
\w] J  (w]=wl  +w2, d=2,  
and 
Tp, = O(N1/3) .  
The total time for the V-cycle version of the AMLI method is hence 
O(N 1/s log N), 
i.e., the order does not depend on the dimension d. 
For the same method on a hypercube computer we find similarly, 
Tp = T---21 + w2p TM "1- wllogp, p* = (dTa~ a/td+*) 
p \W2f  
and 
T~. = O(N l/td+ 1)). 
Note that for the choice Nko = P = O(N d/{d+ 1)), the V-cycle iteration time TI = O(N). Hence, the 
total time for the V-cycle version of the AMLI method is 
O(N1/{a + x)log N). 
Similarly, the complexity for a d-dimensional problem using the CG method can be derived. We 
collect the main results for the V-cycle version of the AMLI method in the next theorem. 
Theorem 5.1. Consider the V-cycle version of the AML I  method (v = 1) on a mesh-array computer 
and on a hypercube computer, respectively to solve a d-dimensional elliptic (symmetric positive 
definite) difference quation. Then, the computing time is minimized if the coarsest mesh size Nko = P, 
the number of processors and p takes the asymptotic values as given in Table 4, where also the minimal 
computing times are given. For a number of processors p, slightly less (by a log-factor) than the above 
optimal number, the efficiency index ep = T J (pTp)  approaches its optimal value and Tv ,~ Tx/p. 
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Table 4 
Optimal values for minimum computer times 
Computer CG method Chebyshev method 
network 
Optimal no. of Minimum Optimal no. of Minimum 
processors p comp. time processors p comp. time 
Mesh array (T111/2 O(N1/2 log N) (2-~T, 1/2/3 O(N1/a log N) 
\wz/ \ Wx / 
Hypercube - -  O(N1/(~+ l)(log N)Z) - -  O(Nl/(d+ X)log N) 
\Wl /  \w2/  
In Table 4 we have considered solving the coarsest mesh problems by the conjugate gradient and 
by the Chebyshev iteration method, respectively. The factor w2 denotes the time for a nearest 
neighbour communication i the inner product computation on the two computer networks, 
respectively. Further, 
SWl for d > 2, 
Wtl 
wl + w2 for d = 2. 
The conclusion is that the use of Chebyshev iterations on the coarsest mesh improves the 
complexity significantly compared to the use of CG when a mesh array computer is used, but only 
to a minor extent for a hypercube. 
One may ask why not use the Chebyshev iteration method on the finest (given) mesh. In the first 
place, the estimation of eigenvalues can be troublesome there and furthermore, the number of 
iterations grow as O(NX/d). This holds for an elliptic problem. However, as has been shown in [3], 
for time stepping methods for parabolic problems the Chebyshev iteration method can be a viable 
alternative also on the fine mesh. 
Another approach to increase the parallel efficiency has been taken in [22]. There, the basic 
concern is to avoid processor idleness on the coarser meshes. While standard multigrid algorithms 
are unable to use all processors effectively when computing on coarse grids, the new algorithms 
utilize the same number of processors at all times. This is achieved by solving many coarse scale 
problems imultaneously combining the results in an optimal way to provide an improved fine 
scale solution. As a result, convergence rates much faster than for standard multigrid methods are 
obtained. However, the algorithm uses more computational effort than the standard algorithm so 
it runs slower on serial machines. 
In the present approach there is no processor idleness on the Coarse levels because the coarsest 
level is still sufficiently fine to map at least on mesh node per processor. 
6. A scalable algorithm for Navier's equations of elasticity 
Consider the classical problem of displacement of an isotropic, homogeneous elastic body/2, 
subject o a body force and surface forces _7. On Fo c F = c3f2, the body is fixed. 
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Let u = [Ul, u2, u3] be the displacement, 
u e V = [H I ( t2 ) ] "  = {u ~ [H ' ( I2 ) ] " ;  u = 0 on  Fo} .  
eij(u) = ½ (Oui/Oxj + OuJOxi) is the strain (tensor), tr~j is the stress (tensor) and is related to the strain 
through the constitutive quations (Hooke's law) 
n 
aij = gij]t ~ gss "4- 2118ij 
s=l 
of linear elasticity. Here 
2 =/~2v/(1 - 2v), p = E/r2(1 + v)] 
are the Lam6 constants of the body and E is the elasticity modulus. The constant v, 0 < v < ½, is the 
contraction or Poisson ratio and measures the degree of (volumewise) compressibility of the 
material (v -- ½ corresponds to an incompressible material). We have v = 2/2(2 +/z) and it follows 
that v ~ ½ when 2 ~ oo. 
For later use, note that 
1 1 - 2v 
div(u) -- tr(e) -- ~-~ tr(a) - ~ tr(a), (6.1) 
where K = 2 + 2/z (the bulk modulus). 
The displacement vector has the property of minimizing the energy functional, 
f (u)  ~ ~(eij(U)) 2 "JI- (div(u)) 2 dO dF, e V. 
= i, j  =1 -~ - -gu  - -  l~ - "U U 
Further, using partial integration, the following relation is obtained: 
i , j= l  i,~--1 ~Xj  l i , j= l  
where vj are the components of the normal vector on F. Therefore, the Euler equations correspond- 
ing to the energy functional are found to be 
E j. ~xj - 9i in O, Y.j aij(u)vj = ?i on F~, 
which are indeed the equilibrium equations, balancing the external and the internal body and 
surface forces. They can be rewritten in the alternate form of the Navier's equations 
I 
-#Au - (2 + ~)graddiv(u) =g in f2, 
2 div u_v + 2/zev = _7 on F~, (6.2) 
u=0 on Fo, 
where e = [F, ij ] and v = (vl, V2, V3) T. 
In the following we assume for simplicity that Fo = F. 
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Let p denote the pressure. Physical principles how that p = (1/E)tr tr, so, by (6.1) 
1 
P = 1 - 2v div (u). 
Introducing p in (6.2) and noting that (1 - 2v)(2 +/~) =/~ we get the mixed variable formulation of 
the elasticity equations, 
1 
-Au-  g_p i~ g, 
< d ivu- (1 -2v)p=0,  
u=0 onF .  
(6.3) 
These equations can be recognized as the stationary (Stokes) linearized equations for a compress- 
ible fluid. When v is close to ½, it corresponds to a nearly incompressible fluid, and when v = ½ it 
corresponds to an incompressible fluid. 
The equations in (6.3) are the extremality equations .for the mixed variational formulation 
defined by the Lagrangean 
,.~(u,p) = ½a(u,u) - (u,g) + b(u,p) - e(p,p), u ~ V, pc I-?I. (6.4) 
Here e = 1 - 2v and 
a(u,v) = fa i=1 ~ eu(U)eu(v)dQ 
b(u,p) = fa V'updt2 = - (u ,  Vp) 
(u,g) = f fu.gdf2,  u6V,  geV*  
(p ,q)= pqdf2, p~H, qeH, 
where H = L2(t2),/~ = {p eL2(f2); It? pdf2 = 0}. Let Ilpll = (p,p)l/2. 
Note that it suffices that g is in V*, the dual space of V. The bilinear form a(u, v) is coercive, 
a(u,u) >i ellull g, Vu E V, and bounded, a(u,v) <~ Mllullvllvllv. 
Since the bilinear form a(u, v) is coercive on V x V it follows that ~(u ,  p) is convex as a function 
of u(p fixed). Similarly, due to the term -e(p,p), it is concave in p (u fixed). It can be seen that 
~(u,p) has a saddle point, so (6.4) has a solution in V x H, which is unique because of the strong 
convexity (concavity). 
Furthermore, the familiar Ladyzhenskaya-Babugka-Brezzi (L-B-B) condition 
b(u'P------))>~?llpll, ? >0 VpeH,  sup 
u+v-{ol Ilullv 
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holds (for any value of e). For a more general discussion on this condition, see [17]. It can readily be 
used when proving a priori bounds on both u and p (to see how this can be done in a more general 
context, refer to [1], for instance). 
6.1. A priori bounds and discretization error estimates 
Let u~, p~ be the solution of the extremality relations corresponding to (6.4), i.e., the solution of 
{ a(u~,u) + b(u,p~) = (u ,g ) ,  Vu~ V, (6.5) b(u,, p) - e(pe, p) = O, Vp ~ H. 
Then, with u = u~, p = p~ we find 
a(u~,u~) + e(p~,p~) = (u~,g> 
or  
SO 
and 
II u~l12 + ~llp~ll 2 ~ ~ Ilgl[ 2., 
IluAv ~ 1 Ilgllv* (6.6a) 
[ 
Only the first bound holds uniformly in e. However, the second can be improved. Using the L-B-B 
condition, (6.5) shows that 
Iv(u,p~)l I(u,g>[ la(u~,u)l 
7llp~fl ~< s u p -  ~< - -  + - -  
u Ilullv Ilullv Ilullv 
<<. Ilgllv* + Mllu, llv <~(1 + M)  "gllv*, 
thus 
I]p~ll ~< min ,~ 1 + [[gl[v*. (6.6b) 
This shows that, when 7 > 0, the pressure solution is bounded uniformly in e also. 
When we use finite element space approximations to solve (6.5), we must choose the spaces so 
that the discrete solutions also are stable, uniformly in e. Therefore, as is well known, the following 
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discrete space L-B-B condition must hold: 
(6.7) 
where v,, c I/ is a finite element subspace to v and tih iS a finite element subspace for pE. 
For regular meshes the subspaces depend essentially on a single parameter h. Here, we let fl,, 
depend on the finite element spaces chosen, in which case we have a greater freedom in the choice of 
spaces. However, if we want the solutions to be stable also in the incompressibility limit, we must 
choose spaces for which (6.7) holds with /$, 2 p, for some positive /I independent of h. Various such 
combinations of spaces are known, see, for instance [17]. 
If (6.7) holds with flh 2 /?, we can readily derive optimal order discretization error estimates, 
using the a priori estimates, which hold also for the finite element approximations. However, 
additionally we have to consider the nonzero right-hand side in the second equation, see 
below. 
The finite element approximations satisfy 
a(u,,h,Uh) + b(UhJ’e,h) = (uh,g), vuh E vh, 
&&,h, Ph) - E(P,, h, Ph) = 0, VPh EHh. 
(6.8) 
Subtracting these from the corresponding equations in (6.5) we find 
I 
a(urh - k,h, uh) + Ww Pr, - !&,h) = akh - ‘4, uh) + b(Uh, PI, - PC), 
Or, - %h, Ph) - +I, - fb,h, Ph) = bk, - %Ph) - &(!‘I, - Pc, Ph). 
Letting uh = UI, - UC, h = qh, ph = PI, - PC, h = oh) where Ur,, pl, are any ekmentS in v), , Hh , such aS 
the interpolants of uE, p,,;espectively, we find 
I 
dqh, fjh) + b(‘Jh, oh) = +I~ - UC> ?h) + b(‘Jh, Pr, - PC), 
b@t, eh) - @h, 61) = Wr, - 4,eh) - &@I, - PEP oh)* 
Subtracting the above equations we find 
u(~hp )Ih) + @h9 oh) = duIh - Ue9 qh) + b(?h, PI, - PE) - bh, - UC, oh) + E(PI, - PC, oh). 
Applying standard inequalities, the latter yields 
4 ii~hiic + 4 iiehii2 GM’ Ik - UI,II$ + d IIPE - Pr,l12 + Ibe - UI,iiViiehii + $Pe - Pr,li2, o! (6.9) 
where we have used the boundedness of a(*;), u(u,u) d M Ilullvllullv. Using (6.9) and the in- 
equality 
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we can derive an error 
the L-B B condition yields 
b(Uh, Oh) a(uih -- Ue, uh) 
flLlOhl{ <~ s u p -  ~< sup + sup 
u, [luhllv .~ lluhllv u, 
<~ MNu,  - u,,l{v + IIP~ - P~,II + M IIr/_h[I, 
This, together with (6.9), implies 
II~hllv + II0hPI ~< C(l lu~ - u~,llv + liP, - P/hll) 
estimate which, however, will not be valid uniformly in 5. On the other hand 
b(uh, p~h -- p,) a(_nh, uh) 
Iluhllv + s u p -  uh Iluhllv 
for some constant C which does not depend on 5. Together with the corresponding triangle 
inequalities 
Ilu~ - U~,hllv <<. IlU~ --  ulhllv + II~hllv, 
IIP~- P~,hI[ <~ ItP~- P,hI] + IlOhll, 
and this implies the optimal order discretization error estimates 
I lu , -  u~,nllv + ]IP~- P~,,II ~< (C + 1)|uinf_ Itu~- u,,llv + inf IIP~ - p,,ll/j 
L_ ~h~Vh Pth~Hh 
The algebraic system matrix corresponding to (6.8) takes the form 
- -eMh] 
where Ah consists of blocks of the discrete Laplacean, Bh is derived from the bilinear form b(., .) and 
M, is the mass matrix in Hh. An efficient solution method is based on the reduced system for the 
pressure variable, 
(eMh + B~Ah 1Bh)P~,h . . . .  (6.10) 
As has been shown in [26, 37] and by others, the latter matrix is spectrally equivalent to the mass 
matrix Mh, so Mh or some approximation of it will be an efficient preconditioner. Naturally, the 
system in (6.10) is never formed explicitly and actions with it involve certain matrix vector products. 
However, it involves also solution of systems with Ah which can also be done by iterations (inner 
iterations). For discussion on how to balance the number of inner iterations to the accuracy of the 
outer iterations, see 1-12-14]. 
Using an optimal order and scalable method for the Poisson equation as presented in Section 4, 
we therefore also have an optimal order and scalable method to solve the Navier's equations for all 
values of the Poisson ratio. 
Other methods to solve indefinite systems of the above type have been discussed in [-5, 32, 34] 
and by others. 
7. Numerical experiments 
The foll~owing test problem was implemented on CM-200 computer with 256 processing 
elements and clock frequency 10 MHz: -V (Vu)=f ,  in t2 = (0, 1) 2 with homogeneous Dirichlet 
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Table 5 
Coefficient jump 1/0.001 performance of the (P)CG in CM-200 
Diag. precond. Full AMLI Short AMLI 
Grid Iter. time(s) Mflops Iter. time(s) Mflops Iter. time(s) Mflops 
2562 1027 14.05 115 31 16.53 7.25 17 2.26 16.64 
5122 2090 81.15 162 40 85.10 7.45 17 9.20 20.87 
boundary conditions on the boundary lines x = 0 and y = 0 and homogeneous Neumann bound- 
ary conditions on the boundary lines x = 1 and y = 1, where a = e<<l in I ] c  t2 and a = 1 
elsewhere. The results of solving the discretized problem by different iterative methods and the 
corresponding Mflops are given in Table 5. Note that an additional advantage ofusing a few level 
AMLI method is that the number of (outer) iterations decreases due to a smaller condition umber 
Me )- ~AtO. 
In the short AMLI implementation here v = 1, but the distance between the finest and coarsest 
meshes was kept constant (= 3). For more details see [28]. 
8. Conclusions 
One can envision the following scenario: The scientist or engineer will describe the problem at 
a workstation. The computationally expensive parts of the simulations are down-loaded to 
a parallel machine. Clearly, for this to be efficient one must use an algorithm on the parallel 
machine which performs the task much faster than on the workstation. 
It has been shown that an efficient method for massively parallel distributed memory computers 
must be some compromise between two extreme classes of methods, the diagonally preconditioned 
and the multilevel preconditioned methods. It has been seen that the few level version of the 
multilevel method has both (close to) optimal rate of convergence and an optimal order of 
computational complexity per iteration step. 
Because of the few levels involved in this method, the communications overhead is small and 
does not grow on increasing the value of the final level number I. This holds for many computer 
architectures, such as the hypercube architecture, where the coarsest level will have at least one grid 
point on each processor. Hence, there will be no idleness of processors. 
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