Abstract-In this paper, a variable step-size filtered-x LMS (VSS-FXLMS) algorithm is proposed for a typical narrowband active noise control system. The new algorithm converges much faster than the conventional FXLMS algorithm does, and indicates a convergence rate quite similar to that of the filtered-x recursive least square (FXRLS) algorithm in stationary noise environments. It also considerably outperforms these two existing algorithms in nonstationary situations. The proposed algorithm requires some more computations as compared with the FXLMS algorithm; however, its computational complexity is significantly less than that of the FXRLS algorithm. Numerous simulations for stationary and nonstationary scenarios are conducted to demonstrate the superior performance of the proposed VSS-FXLMS algorithm as compared with the FXLMS and the FXRLS algorithms.
I. INTRODUCTION
N ARROWBAND active noise control (ANC) is an attractive method that may be used to effectively reduce noise signals showing narrowband or discrete frequency characteristics. Sinusoidal noise signals generated by rotating machines such as fans, diesel engines, large-scale cutting machines etc. usually contain several or more sinusoids which are harmful to our working and living environments. The narrowband ANC (NANC) systems are efficient and effective pieces of equipment for suppressing such noise signals [1] - [3] .
The research of ANC dates back to the 1970's, and so far a vast number of ANC systems and algorithms have been proposed, see [1] - [20] and references therein. In those ANC systems, a filtered-X least mean square (FXLMS) algorithm [3] is the most popular adaptive algorithm to update the controllers, as it enjoys good applicability for real-life applications in terms of both noise reduction performance and implementation cost. Other algorithms such as the filtered-X recursive least squares (FXRLS) and Kalman filtering based ones may also be applied [3] , [4] , which provide better performance than the FXLMS algorithm does at the expense of a much heavier computational burden.
In the FXLMS algorithm, a fixed step size is used, which allows the ANC systems to have a reasonable convergence rate in stationary noise environments, and to indicate relatively good tracking capabilities for nonstationary noise signals. The FXRLS algorithm presents much faster convergence in stationary situations as compared with the FXLMS algorithm. However, it tracks the nonstationary noise environments very sluggishly, sometimes even showing poorer performance than the fixed step-size FXLMS algorithm does. This is because its gain matrix gradually becomes saturated and/or extremely small as the recursion goes on. Refreshing its gain matrix from time to time or according to the detection of nonstationarity of the noise environment may provide a way to solve this problem, but instead, one has to face difficulties in selecting a suitable timing for the refreshment, and as well as making a compromise with the cost increase involved. To obtain an algorithm that possesses fast convergence in both stationary and nonstationary environments, the use of a variable step size in the FXLMS algorithm may be worth attempting. If well designed, a variable step-size FXLMS (VSS-FXLMS) algorithm may be expected to converge as fast as the FXRLS algorithm does, and to track the nonstationary noise environment faster than both the FXLMS and FXRLS algorithms do, at the sacrifice of a small increase in computational cost.
The use of variable step size in the LMS algorithm has been investigated in force by many researchers and practitioners, mainly in the context of adaptive FIR system identification since the late 1980's, and numerous new LMS algorithms have been proposed (see [21] - [24] and reference therein). The idea of employing variable step sizes or user parameters to control the convergence rate of LMS-like algorithms has also been extended to signal processing topics such as adaptive direct frequency estimation [25] , adaptive notch filtering [26] and so forth.
In ANC area, similar variable step-size algorithms have been proposed by many researchers, such as Akhtar, Abe, Kawamata, Carini, Malatini, Wright, Pan and so on, for online secondary-path modeling [13] , [14] , for online feedback-path modeling [15] , [16] , and for FIR controllers [17] - [20] . Particularly, in [17] , an interesting trial was attempted to increase the response of FIR controllers to nonstationary periodic noise by employing step sizes that vary according to the reference signal level in each frequency passband. A variable step-size LMS algorithm used in adaptive FIR filtering was applied to a multichannel broadband ANC (BANC) system to suppress the transient and nonstationary shock noise in [18] . In [19] and [20] , an energy function based fuzzy VSS-FXLMS algorithm and a VSS-FXLMS one based on a new secondary-path modeling technique were proposed for the FIR controllers, respectively. It should be noted that the above-mentioned efforts [13] - [20] have all been made for the FIR-based BANC.
In this paper, we focus on the NANC and propose a new VSS-FXLMS algorithm by using of a cost function that consists of both residual noise signal and variable step sizes. In stationary noise environments, the proposed algorithm presents much faster convergence than the conventional FXLMS algorithm does and indicates a convergence rate quite similar to that of the FXRLS algorithm. However, it considerably outperforms both the FXLMS and the FXRLS algorithms in nonstationary situations. The computational cost of the proposed algorithm is moderately higher than that of the FXLMS algorithm, but is considerably less than that of the FXRLS algorithm. The proposed algorithm is further simplified to reduce computational requirements by using common variable step sizes.
To verify the performance advantages of the proposed algorithm over its rivals, in addition to simulations based on computer-made sinusoidal noise signals, two practical simulations are conducted with real noise signals generated by large-scale rotating machines (extruder and strandcutter) and an experimental IIR secondary path provided in [3] .
The rest of this paper is organized as follows. In Section II, we provide a brief introduction to a conventional NANC system where the FXLMS and the FXRLS algorithm may be used. Section III presents, at first, a VSS-FXLMS algorithm in some detail, and then shows its simplified versions which require less computational resource. In Section IV, extensive simulations are conducted for various scenarios to confirm the superiority of our VSS-FXLMS algorithm over the FXLMS and the FXRLS algorithms. Section V concludes the paper.
II. CONVENTIONAL NARROWBAND ACTIVE NOISE CONTROL
A typical conventional NANC system [3] , [7] is depicted in Fig. 1 , whose controller is a linear combiner (LC). This NANC system and other similar ANC systems have been found very effective and efficient for suppressing primary sinusoidal noise signals generated by rotating machines etc. [3] , [6] , and [12] . The primary noise to be mitigated may be expressed as (1) where is the number of frequency components residing in the primary noise, is the frequency of the th component, is a zero-mean additive white noise with variance . The reference cosine and sine waves denoted by (2) are generated based on a synchronization (sync) signal captured by a nonacoustical sensor like a tachometer. Namely, the frequencies of the reference waves may be identified in real time by using a linear regressive relationship between the sync signal, e.g., rotational speed, and the noise fundamental frequency. Coefficients are discrete Fourier coefficients (DFC) of the noise components.
The secondary source signal is generated by control filters placed in parallel form. They are linear combiners, each taking care of one targeted frequency. A sum of output waves of all control filters forms the secondary source signal (3) where are the control filter weights updated by some adaptive algorithm. Here we reproduce two typical adaptive algorithms that are frequently used.
A. Filtered-LMS (FXLMS) Algorithm
Among numerous adaptive algorithms proposed for various ANC systems [3] , the FXLMS algorithm has been the most popular one, as it requires relatively fewer computational resources and enjoys practically good performance. The FXLMS algorithm for the above-mentioned NANC system ( th channel) is given as follows (4)
where are the reference signals filtered by the secondary-path estimate which is specified in advance by some parameter identification technique such as the LMS algorithm, Wiener filter and so on.
(6) (7) where, parameter and are the length and FIR coefficients of the secondary-path estimate , respectively. Signal is the residual noise, given by (8) where and are the length and FIR coefficients of the true secondary path , respectively. Parameter here are small positive numbers determined by users and called step sizes, the values of which directly influence the convergence properties or dynamics as well as the steady-state performance of the whole NANC system. The statistical properties of this system are analyzed in detail in [7] , where convergence in mean and mean square as well as steady-state performance are derived in elegant difference equations and closed-form expressions, respectively. If one assumes , which is a common practice for most cases, the above algorithm will become simpler. We denote this case by FXLMS-I. One may even use the same step size value in all update equations of control filter weights, i.e.,
, to further reduce the number of multiplications between the step size and the residual noise signal. The FXLMS algorithm with this globally uniformed step size is called FXLMS-II.
Here, it should be noted that if one applies the NLMS algorithm for FIR filtering to the NANC system being considered, e.g., the update equation for will be , where is a small positive constant. Using (6) and (7), one readily has which is nothing but a positive constant. Therefore, the update equation eventually reduces to the FXLMS algorithm.
B. Filtered-RLS (FXRLS) Algorithm
The second adaptive algorithm is called FXRLS algorithm, and is expressed as follows (9) where (10) (11) (12) (13) (14) where is a forgetting factor defined within for the th frequency channel. This algorithm is obtained simply by extending the RLS algorithm given in [3] to the th channel or a two-weight linear combiner shown in Fig. 1 .
C. Comparison Between FXLMS and FXRLS Algorithms
The FXLMS and FXRLS algorithms are two typical algorithms for many ANC systems. They have been explored, investigated, and modified in force by numerous researchers and practitioners since the 1980's [3] . They enjoy their own advantages and also suffer from their own inherent shortcomings. Here, both algorithms are compared with each other closely from different angles in the context of narrowband ANC. Convergence properties:
In stationary noise environment, the FXRLS algorithm usually converges much faster than the FXLMS algorithm does for the same steady-state mean square error (MSE) or residual noise power. To obtain a fair comparison, one may first fix the forgetting factor of the FXRLS algorithm and adjust the step size parameter of the FXLMS algorithm to allow both of them to achieve approximately the same steady-state residual noise power. Then one may compare them to see which converges faster. If the primary noise is of stationary nature, the FXRLS algorithm will be much faster than the FXLMS algorithm, as the elements of its gain matrix take large values in the early stage of adaptation and reduce to small ones when the system approaches its steady state. This implies that the FXRLS algorithm is inherently faster than the FXLMS algorithm, as the FXLMS algorithm keeps a fixed step size over the entire adaptation process. Tracking capabilities:
However, the performance of the FXRLS algorithm will deteriorate significantly in the presence of nonstationary primary noise signals. In fact, once the gain matrix of the FXRLS algorithm converges to certain steady-state point, it will not drift at all from there, no matter what happens to the primary noise. That is to say, the FXRLS algorithm does not have any advantage over the FXLMS algorithm in tracking the nonstationary noise environment. In other words, the FXRLS and the FXLMS algorithms have similar tracking capabilities. To make a difference in such a situation, one needs to seek for a new algorithm that works as well as the FXRLS algorithm does in stationary environments and outperforms both the FXRLS and the FXLMS algorithms for nonstationary noise signals.
Computational cost:
Now, let's have a look at their computational cost for the control filter weight update. The number of multiplications needed by the formation of secondary source and filtered reference waves is the same for both algorithms. The FXLMS algorithm requires multiplications, while the FXRLS algorithm needs multiplications and divisions. Usually, a division is much more costly than a multiplication when it comes to hardware implementation. Obviously, as gets larger, it may become very tough for one to implement the FXRLS algorithm. Therefore, the FXRLS algorithm is originally much more expensive than the FXLMS algorithm. From the above discussions, it is very clear that efforts make sense in pursuing a more effective adaptive algorithm that satisfies three requirements, i.e., faster convergence in stationary situations, improved tracking capability or immunity in nonstationary noise environments without any sacrifice of the steady-state performance, and lower computational complexity. The next section is motivated by this point of view. Extensive simulations have been conducted to support the above comparisons, and some related simulation results will be provided in Section IV.
III. A VARIABLE STEP-SIZE FXLMS ALGORITHM AND ITS SIMPLIFIED FORMS
The research regarding the use of variable step size in LMSlike adaptive algorithms has been carried out in both system identification [21] - [24] and some signal processing related applications [25] , [26] . Here, following the essence and spirit of those previous achievements, we propose several new variable step-size LMS (VSS-LMS) algorithms for the NANC system. First, the basic form of the VSS-LMS is presented, and then simplifications are made to reduce its complexity in pursuit of a balanced trade-off between performance and computational cost.
A. A Basic Form of VSS-FXLMS
By employing variable step sizes , , instead of fixed ones and for the th frequency or channel, the conventional FXLMS algorithm given by (4) and (5) may be reproduced as follows (15) (16) The cost function used to derive this gradient-based FXLMS algorithm, i.e.,
, is an inexplicit function of both and . Here, we intentionally modify the cost function as follows (17) which explicitly contains and in the second term, where is a small positive constant that serves as a weighting factor. The explicit inclusion of and in the modified cost function will allow the resultant algorithm to have a more effective control over the step sizes such that the stability of the system could be better ensured. Resorting to the method of steepest descent, one yields (18) (19) where and denote the values of the gradient at time instant , and are step-size (user) parameters taking very small positive values. User parameters and need to be set small enough such that the step sizes and ( ) confine themselves within their stability bounds and keep their algorithm stable. Using (17) , (8) , and (3) readily leads to (20) (21) Putting the above equations back to their recursions and mimicking the FXLMS algorithm, one eventually reaches (22) (23) where , . Since both and are small positive constants, and will be positive constants very close to unit, and the function of them is very similar to the role the leakage factor plays in the leaky-LMS algorithm. Equations (15), (16), (22) and (23) present a basic form of the proposed VSS-FXLMS algorithm. In (22) and (23), terms and are calculated in the previous recursion and may be used as is in the present recursion. Also, one only needs to calculate terms and once, even though they appear twice in (15) , (16), (22) and (23) . Accordingly, the total number of multiplications for the update of control filter weights amounts to , if individual step sizes and user parameters are adopted.
However, if one uses uniform or common step sizes for the control filter weights of the same frequency, i.e., and , just as the conventional NANC does, step sizes and in (15) and (16) can be reduced to a single one, say . This will result in a remarkable cut in calculation amount. One may even use a single step size for all control filter weights.
The above proposed VSS-FXLMS algorithm for the LC-based NANC in Fig. 1 has the following properties in comparison with those previous VSS-FXLMS algorithms designated for the FIR-based BANC (see, e.g., [17] - [20] ).
P1 In most previous VSS-FXLMS algorithms, the VSS update is based on either intuitive inference or hints obtained from VSS-LMS type algorithms for FIR filtering, without introducing any solid cost function. However, the proposed cost function in (17) does reflect its designer's intention of reducing the residual noise power and ensuring the stability of the algorithm in a balanced way. P2 Some nonlinear function of the residual noise signal such as , etc. is filtered by a lowpass filter before it is put into the VSS update equation in those previous algorithms. This lowpass filtering is not required at all in the proposed algorithm (see (22) and (23)). It implies that the proposed algorithm requires fewer multiplications. P3 The filtered reference waveforms, and , show themselves explicitly in the VSS update in the proposed algorithm, which is an outcome of minimizing the proposed cost function. But no additional cost is required to pay, as terms and are also calculated in the controller weight update.
B. Simplifications of the VSS-FXLMS
To see how the variable step sizes fluctuate in the proposed basic form of VSS-FXLMS algorithm as the iteration goes on, we have conducted numerous simulations for various cases. It has been revealed that, 1) and for the same th frequency present very similar behavior across the entire adaptation process if they take the same initial values, and 2) and indicate very similar trends and fluctuation patterns almost regardless of frequencies as long as the frequency response of the secondary path is relatively even or flat at those targeted frequencies, which implies that one may calculate either or ( ) and use it to replace all other variable step sizes. Based on the above facts obtained from extensive simulations, the basic form of the VSS-FXLMS algorithm may be simplified as follows to reduce its computational requirements.
VSS-FXLMS-I: Letting , , and , one gets
where (26) This simplification can reduce the computational complexity of the proposed basic VSS-FXLMS from to , at the expense of a very little performance degradation, if any. VSS-FXLMS-II: Furthermore, one may simply use an uniform step size for all control filter weights, if the frequency response of the secondary path indicates small differences at all those frequencies being considered. Namely, assuming , , and , one has
where (29) The number of multiplications is further reduced to . The sacrifice to make is some performance deterioration which is usually not significant. The selection of in the above equation requires some knowledge on the secondary-path frequency response, and may be made in real applications according to the cost and performance requirements.
C. Comparison of Computational Complexity
The number of multiplications, divisions and additions needed for a single iteration of all control filter weights in the FXLMS, FXLMS-I, FXLMS-II, FXRLS, VSS-FXLMS algorithm and its simplified versions is summarized in Table I . Apparently, the VSS-FXLMS algorithm and its variants enjoy absolute computational advantages over the FXRLS algorithm, but require more multiplications than their counterparts FXLMS, FXLMS-I, and FXLMS-II algorithms do. However, the increase in computational cost of the proposed algorithms compared with the conventional FXLMS-type algorithms is tolerable and can be compensated by the significant improvement of both estimation and tracking capabilities. Therefore, the proposed algorithms may be regarded as new and promising options for real-life applications.
IV. SIMULATION
Extensive simulations have been conducted for numerous cases with different system settings and noise environments. In this section, simulation results for four (4) different cases are provided to clarify the superior effectiveness of the proposed VSS-FXLMS algorithm and its two simplified versions in comparison with the conventional FXLMS and FXRLS algorithms. It has also been compared with a variable step-size algorithm originally developed for FIR filtering [22] .
In Cases 1 and 2, the primary sinusoidal noise normally contains three frequencies, i.e., , , and ( ). Their corresponding nominal discrete Fourier coefficients (DFC) are and . The variance of the additive noise residing in the primary noise is 0.33. An FIR-type lowpass filter and an experimental IIR filter provided in [3] are adopted as secondary paths in Cases 1 and 2, respectively. A hundred (100) independent trials were performed to evaluate the mean behaviors of all the algorithms considered in both cases.
In Cases 3 and 4, real noise signals generated by large-scale rotating machines, namely extruder and strandcutter, are used. The IIR-type secondary path obtained by experiment and provided in [3] is used to make our simulations closer to situations of real-life applications.
A. Case 1
The true secondary path is a low-pass filter created by Matlab function (FIR1) with cutoff frequency and its filter order ( ) is set to be 64. The secondary-path estimate with an order 68 ( ) was obtained by using of an LMS algorithm based on the well-known system identification configuration, where the input signal is a white noise with zero-mean and unit variance, the step size is 0.0025, and an additive noise with zero-mean and variance 0.1 was used. The mean values of the last 1000 iterations of a 25000-iteration adaptation process were taken as the estimates of the FIR secondary-path coefficients . To implement a nonstationary environment, abrupt changes were intentionally caused to happen with the DFCs of the primary sinusoidal noise just in the middle of the adaptation process with 16000 iterations. The DFCs change instantly from their nominal values to ones with the same magnitudes but opposite signs, namely, and . Some representative simulation results are provided below.
First, comparisons among the conventional FXLMS, the FXRLS and the basic VSS-FXLMS algorithms are provided in Fig. 2 . Here, the initial step sizes etc. of the VSS-FXLMS algorithm were set to be , , and for all . The forgetting factors of the FXRLS algorithm were , and a unit matrix is taken as the initial gain matrix for all frequencies. The step sizes of the conventional FXLMS algorithm were for all . Fig. 2 (23)], respectively. To judge the system performance more clearly, the mean-squared error signals of the three algorithms are presented in Fig. 3(a)-(c) . The mean values of variable step sizes , , and are given in Fig. 4 , which indicate quite similar fluctuating patterns, with the same initial values and user parameters , , being used. Second, comparison among the proposed VSS-FXLMS algorithm and its simplified versions is provided in Fig. 5 , where simulation conditions are exactly the same as in Fig. 2 and in our VSS-FXLMS-II algorithm was set to be 1. Here, only the MSEs of DFC for the first frequency are presented.
Third, comparisons are made between the proposed VSS-FXLMS algorithm and a different VSS one derived from a typical variable step-size LMS algorithm developed for FIR filtering in [22] . If one applies the VSS-LMS in [22] to the NANC system, it is very clear that the DFC update equations are identical to those of the proposed VSS-FXLMS algorithm, namely, (15) and (16) . The variable step size is updated as follows [22] . (30) (31) where , , and are users parameters. and are respectively similar to and used in our proposed algorithm.
is set within . As the step size has nothing to do with the frequency, the algorithm can be regarded as a uniform VSS-FXLMS algorithm. For the sake of fairness, the comparison of this derived algorithm and our VSS-FXLMS-II algorithm is provided in Fig. 6 , where , and were adopted. Other simulation conditions are exactly the same as in Fig. 5 . .
(b) . (c) .
From the above and many other omitted comparisons, we make the following remarks. R1 The VSS-FXLMS-based system works considerably better than the conventional systems on the whole. See Figs. 2 and 3 for details. For the same steady-state MSE, the new algorithm converges much faster than the conventional FXLMS algorithm, and presents similar convergence as the FXRLS algorithm does, when the noise environment is stationary. If the primary noise presents nonstationarity, the FXRLS algorithm will lose its power to track the abrupt changes with the DFCs of the primary sinusoidal components, while the VSS-FXLMS algorithm can beautifully track those changes and outperforms both the FXLMS and the FXRLS algorithms. It should be noted that the FXLMS algorithm converges very slow in Figs. 2 and 7, because its steady-state DFC estimation MSEs are required to be approximately equal to those of other algorithms. Needless to say, it can be made faster, but its steady-state performance will degrade significantly. This is just like the behavior of the well-known LMS algorithm used in adaptive FIR filtering. R2 The curves of variable step sizes are quite similar in shapes as long as the same user parameters , , , and are adopted, as shown in Fig. 4 . Simulations also indicate that for different user parameters the step sizes depict curves with similar shapes but different magnitudes. R3 The ranges of the user parameter and for variable step sizes are quite narrow. Simulations have shown that a value around 0.999 seems to be a good choice and other values may make the algorithms work poorly or even diverge. Analytical work is required to establish useful ranges and bounds for them. R4 The simplified VSS-FXLMS algorithms perform a little bit, if any, less effective than their original form does, as shown in Fig. 5 , but still work much better than both the FXLMS and FXRLS algorithms do. What is more, they require less computational efforts as compared with the basic VSS-FXLMS algorithm. When the frequency response at the targeted frequencies is relatively even, the selection of in VSS-FXLMS-I algorithm and or in VSS-FXLMS-II algorithm is quite straightforward and proves not to be a difficult task. R5 The FXLMS algorithm with variable step sizes updated by (30) and (31) indicates performance comparable to that of the proposed VSS-FXLMS algorithm. However, it requires one more additional user parameter ( ), and 3 more multiplications per iteration as compared with our proposed algorithm.
B. Case 2
In this case, the true secondary path is an IIR system from the experimental data of [3] . Its numerator and denominator have the same order 24. The estimated secondary path is set to be the same as the true one, i.e., . To ensure system stability and reasonably good performance, the initial step sizes are set to be , , and , and user parameters are chosen to ) between a VSS-FXLMS algorithm derived from [22] and the proposed VSS-FXLMS one in a nonstationary environment with an abrupt DFC jump for an IIR secondary path given in [3] .
be , , and .
Step sizes of the conventional FXLMS algorithm are for all . Initial step size of the VSS-FXLMS algorithm with update (30) and (31) is , and user parameter is set to be 0.000001. Other conditions are the same as in Case 1. Similar representative comparisons are given in Figs. 7 and 8.
In Fig. 8 , only one DFC estimation MSE, , is provided, where the VSS-FXLMS algorithm described by (30) and (31) works very poorly in the first half of adaptation. Other MSEs are on the whole similar to those of the proposed algorithm.
From these simulations and others not provided here, the following observations may be obtained. R6 The proposed VSS-FXLMS-type algorithms enjoy excellent performance and outperform the conventional FXLMS-type and FXRLS algorithms even for an IIR secondary path in the presence of nonstationarity. R7 Initial values and for need to be set according to the frequency response of the secondary path at the targeted frequencies. Our empirical finding is that the smaller the magnitude of the frequency response for a specific frequency, the larger are those corresponding variables to be set. That is to say, their selection may be done by inspecting the frequency response of the estimated secondary path. R8 The proposed VSS-FXLMS-type algorithm outperforms, on the whole, the VSS-FXLMS algorithm derived from [22] , even though the true secondary path has an uneven frequency response. R9 Variable step sizes and , and , and are also very similar to each other in shapes, regardless of the frequency response of the secondary path, showing the same trends that are notable in Fig. 4 . 
C. Case 3
In this case, the primary noise adopted is a real noise signal generated by a large-scale extruder operated in a factory. The output quantity ( ) of the machine was set to 400 kg/h. The rotation speed was 400 r/min for the first half of recording, and was changed to 200 r/min in the second half. Sampling frequency was 24 kHz. The frequency analysis of the noise signal is shown in Fig. 9 . It is obvious that the noise consists of some additive noise and a single sinusoid whose frequency is (or 360 Hz). The sinusoid is dominant and is regarded as a target of the NANC system being considered. The sinusoidal frequency may be obtained online via and the rotation speed. The sinusoidal frequency does not change across the whole recording period, but the noise power changes with the rotation speed. An IIR secondary path provided in [3] is used as the true secondary path. The secondary-path estimate is assumed to be the same as the true one.
To obtain a fair comparison among the FXLMS, FXRLS, and proposed VSS-FXLMS algorithms, user parameters are first adjusted such that all the algorithms present approximately the same residual noise power in steady state, and then their convergence is compared based on their speed moving toward steady state. Simulated results are depicted in Fig. 10 . The top subfigure in Fig. 10 is the primary noise signal which indicates nonstationarity before or after the middle point that the rotation speed was changed. The step size of the FXLMS was 0.05, the forgetting factor of the FXRLS was 0.9922, and , , and initial value of the VSS were 0.999, 69.25, and 0.05, respectively.
The 2nd, 3rd, and 4th subfigures in Fig. 10 present the residual noise signals produced by the NANC system equipped with the FXLMS, FXRLS, and proposed VSS-FXLMS algorithms, respectively. The amount of steady-state noise reduction by the three (3) algorithms are 6.25 [dB] for the first half, and 10.33 [dB] for the 2nd half. The subfigure in the bottom of Fig. 10 indicates the variable step size of the VSS-FXLMS algorithm, whose movements are similar to those of the VSSs shown in Fig. 4 .
It is seen from Fig. 10 that 1 ) in the first half, the VSS-FXLMS algorithm presents the fastest convergence, and difference in convergence between the FXRLS and the FXLMS algorithms is not significant, and 2) in the second half, the FXRLS algorithm behaves almost the same as the FXLMS algorithm does, while the VSS-FXLMS converges significantly faster than its rivals.
D. Case 4
In this case, a noise signal generated by a large-scale strandcutter was recorded and used as the primary noise. The rotation speed of the machine was changed from 1600 r/min to 1800 r/min. Sampling frequency was 10.24 kHz. Results of frequency analysis are provided in Fig. 11 . There are four (4) Comparisons among the above-mentioned 3 algorithms are performed in the same way as in Case 3. Simulation results are provided in Fig. 12 . The uniform step size of the This case is much more complicated than Case 3. However, it has become clear from Fig. 12 that the proposed VSS-FXLMS algorithm does present improved convergence for both stationary and nonstationary situations as compared with the conventional FXLMS and FXRLS algorithms.
In Cases 3 and 4, the proposed algorithm is also compared to the VSS-FXLMS algorithm described by (30) and (31) [22] . In Case 3, our algorithm indicates faster convergence than the latter does for the same steady-state residual noise power. The performance of the latter is on the whole comparable to that of the former in Case 4. It should be noted that the latter requires one additional user parameter and 3 more multiplications per iteration as compared with the proposed algorithm.
In sum, through extensive simulations including the abovementioned 4 cases, the superiority of the proposed VSS-FXLMS algorithm over its counterparts (FXLMS, FXRLS, and VSS algorithm derived from [22] ) has been confirmed in terms of both performance and computational requirements.
V. CONCLUSIONS
In this paper, an NANC system using a family of VSS-FXLMS algorithms has been proposed and investigated in detail through extensive simulations. In stationary noise environments, the proposed VSS-FXLMS algorithm and its simplified versions enjoy better convergence properties as compared with its conventional counterpart FXLMS algorithm, and their dynamics is quite similar to that of the FXRLS algorithm. If the noise environment is nonstationary, the proposed family of VSS-FXLMS algorithms will provide overwhelmingly better tracking capabilities in comparison with both the conventional FXLMS and FXRLS algorithms. The only sacrifice to make is a small increase in computational cost. Extensive simulations have been conducted to demonstrate the effectiveness and robustness of the NANC system using the proposed VSS-FXLMS algorithms. The proposed algorithms have also been compared with a VSS-FXLMS one derived from a VSS-LMS algorithm that was developed in the context of FIR filtering [22] , to reveal its performance advantage and computational merit. Extension of the idea used in this work to other NANC systems is a topic for further exploration. Statistical analysis of the proposed algorithms is also an open and technically demanding issue to be attempted in the future.
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