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Mixing has been one of essential unit operations for chemical
engineering processes. Among a number of mixers, stirred
tanks that are available in a wide variety of tank sizes
and impeller shapes are the most frequently adopted to
homogenize diﬀerent substances and to conduct chemical
reactions in industrial chemical processes. In addition, there
are various technologies for ﬂuid mixing: static mixer,
micromixer, unsteady agitation, eccentric agitation, and so
on. Recently in various industrial processes, a wide range of
operation for stirred tank is required depending on purposes
and conditions, and high eﬃciency on mixing has been
strongly required. In addition, the techniques of computer
simulation analyses by the use of CFD software have been
dramatically developed, which is essential to analyze the
mixing mechanism. The main goal of this special issue was
to gather contributions dealing with the latest breakthrough
of mixing techniques. There is a collection of twelve papers in
this special issue focused on mixing fundamental (2 papers),
multiphase mixing (3 papers), chemical reactive mixing for
metallurgical industry, and biotechnology (4 papers), and
new technology of mixing (3 papers) ranging in topic from
laminar-to-turbulent mixing by means of both experimental
analyses and numerical simulations. The highlights of each
paper are introduced as follows.
In the paper entitled by “Design mixers to minimize eﬀects
of erosion and corrosion erosion”, E. E. Janz and J. Fasano
from Chemineer, Inc. provide techniques for minimizing
the wear on impellers cover the choice of impeller, size and
speed of the impeller, alloy selection, and surface coating or
coverings. An example is provided as well as an assessment of
the approximate life improvement.
In the work entitled by “Eﬀect of impeller agitation
on preparation of tetra-n-butyl ammonium bromide semi-
clathrate hydrate slurries”, S. Hashimoto et al. from Osaka
University, which shows the eﬀect of impeller agitation on
particle size distribution and aggregation of tetra-n-butyl
ammonium bromide (TBAB) semiclathrate hydrate slurries.
The slurries containing TBAB solution and its semiclathrate
hydrate have attracted a lot of interest as latent heat transport
media. First of all, the eﬀects of impeller rotational speed
and impeller type on the particle size and frequency of
aggregation are investigated. The results suggest that the
particle size distribution and the frequency of particle
aggregation are strongly aﬀected by the intensity of shear rate
and its uniformity, which is controllable with impeller type
and its rotation speed.
In the research entitled by “Correlation of power consump-
tion for several kinds of mixing impellers”, Y. Kato et al. review
the correlations of power consumption in nonbaﬄed and
baﬄed agitated vessels with several kinds of impellers, which
are developed in a wide range of Reynolds numbers from
laminar-to-turbulent ﬂow regions. The power correlations
are based on Kamei and Hiraoka’s expressions for paddle and
pitched paddle impellers. The calculated correlation values
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agree well with experimental ones, and the correlations will
develop the other types of impellers.
In the paper entitled by “Eﬀect of temperature change on
geometric structure of isolated mixing regions in stirred vessel”,
N. Ohmura et al. show the eﬀect of temperature change on
the geometric structure of isolated mixing regions (IMRs) in
a stirred vessel by the decolorization of ﬂuorescent green dye
by acid-base neutralization. The step temperature-change
can dramatically reduce the elimination time of IMRs, as
compared with a steady temperature operation. During the
transient process from an initial state to disappearance of
IMR, the IMR showed interesting three-dimensional geo-
metrical changes, that is, simple torus with single ﬁlament,
simple torus without ﬁlaments, a combination of crescent
shape and circular tori, and doubly-entangled torus.
In the work entitled by “Phosphorus removal from
wastewater using oven-dried alum sludge”, S. A. Rashid and
W. T. Mohammed deal with the removal of phosphorus
from wastewater by using oven-dried alum sludge (ODS) as
an adsorbent that was collected from Al-Qadisiya treatment
plant (Iraq). The results show that the percent removal of
phosphorus increases with the increase of oven dried alum
sludge dose, but thr pH of solution has insigniﬁcant eﬀect.
In addition, the oven-dried alum sludge was eﬀective in
adsorbing phosphorus, and percent removal of phosphorus
reaches 85% with increasing of contact time.
In the paper entitled by “Laminar mixing in stirred tank
agitated by an impeller inclined”, K. Takahashi et al. show
the mixing performance in a vessel agitated by an impeller
inclined itself, which is considered one of the typical ways to
promote mixing performance by the spatial chaotic mixing.
The eﬀect of eccentric position of inclined impeller on
mixing time was also studied and a signiﬁcant reduction of
mixing time is observed. To conﬁrm the experimental results,
the velocity proﬁles are calculated numerically and two novel
numerical simulation methods are proposed.
In the research entitled by “Characterization of minimum
impeller speed for suspension of solids in liquid at high
solid concentration, using gamma ray densitometry”, P. A.
Tanguy et al. exhibit the limitations of applying conventional
measurement techniques for the accurate characterization of
critical impeller speed for just oﬀ-bottom suspension (Njs)
at high solid concentrations. Subsequently, the Gamma-Ray
Densitometry technique for characterizing Njs is introduced,
which can overcome the limitations of previous experi-
mental techniques. The theoretical concept of this method
is explained and experimental validation is presented to
conﬁrm the accuracy of the Gamma-Ray Densitometry tech-
nique. By utilizing the similarity to the incipient movement
of solid particles in other systems, a theoretical model for Njs
prediction is presented.
In the work entitled by “The eﬀects of mixing, reac-
tion rates and stoichiometry on yield for mixing sensitive
reactions—Part I: model development”, S. M. Kresta et al.
provide the model and design of the eﬀect of mixing,
reaction rates, and stoichiometry on yield for mixing sen-
sitive reactions: competitive-consecutive and competitive-
parallel reactions. A detailed investigation of the eﬀects of
initial mixing condition (striation thickness), dimensionless
reaction rate ratio and reaction stoichiometry on the yield
of desired product shows that the stoichiometry has a
considerable eﬀect on yield. All three variables are found
to interact strongly. Model results for 12 stoichiometries
are used to determine the mixing scale and relative rate
ratio, needed to achieve a speciﬁed yield for each reaction
scheme. The results show that all three variables need to
be considered when specifying reactors for mixing sensitive
reactions. Incidentally, Professor S. K. also organizes another
paper.
In the paper entitled by “Eﬀect of mixing on microorgan-
ism growth in loop bioreactors”, A. M. Al Taweel et al. show
the impact of mixing on the promotion of microorganism
growth rate using a multiphase forced circulation pipe-loop
reactor model capable of identifying conditions under which
it is possible to convert natural gas into single cell protein
(SCP). The impact of mixing in the interphase mass transfer
is found to exert a critical role in determining the overall
productivity of the bioreactor, particularly at the high cell
loadings needed to reduce the capital costs associated with
the large-scale production needed for the production of
relatively low-value SCP in a sustainable manner.
In the paper entitled by “Investigation of the pulsed annu-
lar gas jet for chemical reactor cleaning”, C. V. Fedorovich et al.
provide the study of aerodynamic eﬃciency of the impulse
system carried by numerical modeling and experimentally
with the help of a specially created experimental facility. The
characteristics of the pulsed jets mixing are investigated and
designed pulsed peelings system has shown high eﬃciency
and reliability in functioning that allows us to recommend it
for wide spreading in chemical industry.
The research of S. Ibrahim entitled by “Zwietering’s
equation for the suspension of porous particles and the use
of curved blade impellers” reveals Njs of porous palm shell
activated carbon (PSAC) particles for a few impeller blades.
Speciﬁc power per unit mass for all three impellers showed
reduction towards minima as the concentration of particles
increased. The result means that the Zwietering equation
can be used to predict suspension for porous particles with
adjustment to the solid particle density. S values for curved-
blade impellers are presented for the ﬁrst time.
In the work entitled by “The eﬀects of mixing, reac-
tion rates and stoichiometry on yield for mixing sensitive
reactions—part II: design protocols”, S. M. Kresta et al. provide
the design strategy of the eﬀect of mixing, reaction rates, and
stoichiometry on yield for mixing sensitive reactions.
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Competitive-consecutive and competitive-parallel reactions are both mixing sensitive reactions where the yield of desired product
depends on how fast the reactants are brought together. Recent experimental results have suggested that the magnitude of the
mixing eﬀect may depend strongly on the stoichiometry of the reactions. To investigate this, a 1D, dimensionless, reaction-diﬀusion
model was developed at the micromixing scale, yielding a single general Damko¨hler number. Dimensionless reaction rate ratios
were derived for both reaction schemes. A detailed investigation of the eﬀects of initial mixing condition (striation thickness),
dimensionless reaction rate ratio, and reaction stoichiometry on the yield of desired product showed that the stoichiometry has
a considerable eﬀect on yield. All three variables were found to interact strongly. Model results for 12 stoichiometries are used to
determine the mixing scale and relative rate ratio needed to achieve a speciﬁed yield for each reaction scheme. The results show
that all three variables need to be considered when specifying reactors for mixing sensitive reactions.
1. Introduction
Mixing-sensitive reactions are reactions which are particu-
larly sensitive to the rate at which the reactants are brought
together, that is, how fast they are mixed. These reactions
are of two main types: the competitive-consecutive (C-C)
reaction scheme, which involves two competing reactions
where the second unwanted reaction consumes the desired
product from the ﬁrst reaction, and the competitive-parallel
(C-P) reaction scheme, where two reactions compete for a
limiting reagent, forming a desired and undesired product.
The eﬀects of mixing and relative reaction rates of the
competing reactions have been investigated previously and
it is known that mixing can aﬀect the product distribution
signiﬁcantly. Past work has concentrated on the investi-
gation of a single classical stoichiometry for each of the
reaction schemes [1–25]. This work investigates whether the
stoichiometry of the reaction plays a role in determining
the maximum ﬁnal yield of desired product and how the
three reactor design variables—mixing, reaction, rate and
stoichiometry interact.
In a previous paper by Shah et al. [26], a model was devel-
oped to capture the eﬀects of reaction stoichiometry, mixing,
(characterized by the Damko¨hler number (Da)), and relative
reaction rates, (characterized by a dimensionless reaction
rate ratio (k2/k1)). General forms of the reactions as given
in Table 1 were used to derive mass balance equations. From
the equations a single Damko¨hler number that is common
to both reaction types and all stoichiometries (Da) and a
dimensionless reaction rate ratio (k2/k1) that is speciﬁc to
each reaction type were obtained. Both Da and k2/k1 depend
on the stoichiometric coeﬃcients of the reaction scheme,
making the potential impact of stoichiometry immediately
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evident. The expression for the general Damko¨hler number
is:
Da = k′1
(
ρT
M
) L2B
DB
= k
′
1
(
ρT/M
)(
DB/L
2
B
)
= rate of desired reaction
rate of diﬀusion
= (rate of desired reaction)∗ (diﬀusion time).
(1)
The eﬀect of stoichiometry on the Damko¨hler number
is given by , the stoichiometric coeﬃcient of the limiting
reagent (B) in the desired reaction. The diﬀusion time
in the smallest eddies is determined by the mixing scale,
LB, the thickness of the smallest striation of concentration
homogeneity, and the molecular diﬀusivity, DB, which
completes the variables needed to determine the diﬀusion
time at the smallest scales of segregation.
The eﬀect of the relative reaction rates of the competing
reactions is also of interest. The model provides dimension-
less reaction rate ratios for the C-C and C-P reactions as
follows:
C-C:
k2
k1
=
[
β
α
(
α
1 + 
)β(ρT
M
)β+γ−−1]k′2
k′1
, (2)
C-P:
k2
k1
=
[
γ

(
ρT
M
)γ−]k′2
k′1
. (3)
These dimensionless reaction rate ratios are speciﬁc
to the type of mixing sensitive reaction, C-C or C-P,
and incorporate the eﬀect of the relative reaction rates of
the competing reactions (k′2/k
′
1) as well as the eﬀect of
stoichiometry. The model was validated for the classical
reaction stoichiometry where all coeﬃcients are equal to 1.
This work extends the simulations to ten new stoichiometries
where one or more of the coeﬃcients are greater than one.
For both the C-C and C-P simulations, the Damko¨hler
number was varied from 0.01 to 10 000 in 100x increments,
where 0.01 is the best and 10 000 is the worst mixing. The
dimensionless reaction rate ratio (k2/k1) was varied from 1
to 0.00001 in 10x increments, where 1 is the worst ratio and
0.00001 is the best ratio. For the C-C reactions,  was always
1 and α,β, γ were given a value of either 1 or 2. For the
C-P reactions,  and γ were either 1 or 2. Table 2 shows the
diﬀerent C-C reaction scheme stoichiometries investigated,
with the corresponding dimensionless reaction rate ratios.
Table 3 shows the same terms for the C-P reaction schemes.
We caution the reader that this model is highly simpliﬁed.
Elementary reactions involving 4 molecules do not exist, so
the kinetic expressions for Cases 7 and 8 for the C-C reaction
schemes and for Case 4 for the C-P reactions will assuredly
have a diﬀerent and more complex form for real reactions
with similar stoichiometries. The mixing model is equally
ﬂawed when considering real systems. The simple striation
model does not allow for variation of striation thickness
with time as mixing progresses or between eddies; it includes
no consideration of the eﬀects of stretching and no mixing
between layers. The dynamics of a more realistic model of
Table 1: General mixing sensitive reaction schemes.
Competitive consecutive (C-C) Competitive parallel (C-P)
A + B
k′1−→ αP A + B k
′
1−→ P
βP + γB
k′2−→ S C + γB k
′
2−→ S
turbulence would be much more complex. Keeping these
limitations in mind, the goal of this work is to investigate
whether a hypothesis that the reaction stoichiometry can
have a signiﬁcant impact on the course of mixing sensitive
reactions is reasonable.
2. Numerical Details
Simulation of the systems of ﬁve or six PDEs for the C-C
and C-P reaction schemes, respectivelyr (shown in Tables 4
and 5), was carried out using COMSOL 3.4, a ﬁnite element
PDE Solver. It is worth noting that for the C-C reaction
scheme only four of the equations are independent while
for the C-P reaction scheme there are ﬁve independent
equations. The 1D, transient, convection, and diﬀusion mass
transport model was used, with the mass fractions for each
species speciﬁed as the independent variables. The default
Lagrangian-quadratic element was chosen. The speciﬁed 1D
geometry line of unit length was split equally into two
subdomains and a mesh of 2048 equally spaced elements
with 2049 nodes was generated. The mesh was tested for
grid independence, and it was found that 1024 elements was
suﬃcient resolution to ensure repeatable results to within
the required tolerance of the solver, which was set to 10−6.
Since the geometry was only 1D and the computational
cost was minimal, a ﬁner mesh than the minimum required
resolution was used. The total time taken per simulation was
approximately 30 seconds. The boundary conditions were
speciﬁed for no net mass transfer across the boundaries.
Figure 1 shows the initial conditions for the C-C and C-
P schemes. For the C-C cases, the initial conditions were
chosen such that all of the mass initially present could be
converted to desired product P. This was done by specifying
a ratio of A : B as 1 : 1 in all the simulations, with A and B
being present in pure striations, wA0 = wB0 = 1. For the
C-P scheme, owing to the parallel nature of the reactions,
the initial conditions were a bit more complicated. They were
chosen such that either A or C could consume the entire
limiting reagent B by themselves, that is, the initial ratios
depended on the stoichiometric coeﬃcients in the reaction
scheme. In order to satisfy the constant mass concentration
assumption of the model, it was necessary to include the inert
in the C-P simulations. wB0 and wIZ0 were always set to 0.5,
and wA0wC0 ,wIY0 were calculated accordingly.
For most cases the limiting reagent, B, was completely
consumed by Da·t∗ = 500 so the transient simulation results
are shown from Da · t∗ = 0 to Da·t ∗= 500. Da · t∗ is
equivalent to a dimensionless reaction time where Da · t∗ =
t/τR, so running all simulations to Da · t∗ = 500 is the same
as running all simulations for 500 reaction times.
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Table 2: Stoichiometries of reaction schemes and the corresponding dimensionless reaction rate ratio for the eight diﬀerent C-C reactions.
Da was always Da = k′1(ρT/M)(L2B/DB).
Case Reaction scheme ,α,β, γ k2/k1
1
A + B
k′1−→ 2P
1, 2, 1, 1 (1/2)(k′2/k
′
1)
P + B
k′2−→ S
2
A + B
k′1−→ P
1, 1, 1, 1 (1/2)(k′2/k
′
1)
P + B
k′2−→ S
3
A + B
k′1−→ P
1, 1, 2, 1 (1/2)
(
ρT/M
)
(k′2/k
′
1)
2P + B
k′2−→ S
4
A + B
k′1−→ 2P
1, 2, 2, 1
(
ρT/M
)
(k′2/k
′
1)
2P + B
k′2−→ S
5
A + B
k′1−→ 2P
1, 2, 1, 2 (1/2)
(
ρT/M
)
(k′2/k
′
1)
P + 2B
k′2−→ S
6
A + B
k′1−→ P
1, 1, 1, 2 (1/2)
(
ρT/M
)
(k′2/k
′
1)
P + 2B
k′2−→ S
7
A + B
k′1−→ P
1, 1, 2, 2 (1/2)
(
ρT/M
)2(k′2/k′1)
2P + 2B
k′2−→ S
8
A + B
k′1−→ 2P
1, 2, 2, 2
(
ρT/M
)2(k′2/k′1)
2P + 2B
k′2−→ S
Table 3: Stoichiometries of reaction schemes and the corresponding dimensionless reaction rate ratio and Damko¨hler number for the four
diﬀerent C-P reactions.
Case Reaction scheme , γ k2/k1 Da
1
A + B
k′1−→ P
1, 1 k′2/k
′
1 k
′
1
(
ρT/M
)(
L2B/DB
)
C + B
k′2−→ S
2
A + B
k′1−→ P
1, 2 2
(
ρT/M
)
(k′2/k
′
1) k
′
1
(
ρT/M
)(
L2B/DB
)
C + 2B
k′2−→ S
3
A + 2B
k′1−→ P
2, 1 (1/2)
(
ρT/M
)−1(k′2/k′1) k′1(ρT/M)2(L2B/DB)
C + B
k′2−→ S
4
A + 2B
k′1−→ P
2, 2 k′2/k
′
1 k′1
(
ρT/M
)2(
L2B/DB
)
C + 2B
k′2−→ S
The modelled equations allow for speciﬁcation of the
Damko¨hler number, the dimensionless reaction rate ratio
and the stoichiometry. All possible combinations of the
values of reaction rate ratio, Damko¨hler number, and
stoichiometry for the C-C reaction scheme (stoichiometries
given in Table 2) and the C-P reaction scheme (stoichiome-
tries given in Table 3) were investigated. This resulted in 192
converged cases for the C-C and 96 converged cases for the
C-P reaction scheme.
3. Results and Discussion
The results obtained for the simulations are proﬁles of mass
fraction for each of the species over the space x∗ for all
dimensionless times t∗. Samples of these results were given
in Shah et al. [26] (Figures 2 and 3, resp.).
Since the main process objective is to maximize the
production of desired product P, the proﬁles of mass fraction
of P are of most interest. These proﬁles were integrated over
the domain to obtain the total mass of desired product and
the instantaneous yield using the formula:
YP = mass of species P at t
∗
max mass of P obtainable
=
∫ 0.5
−0.5 wPdx∗(t∗)
0.5wBo(1 + 1/)
. (4)
Following YP over time gives the progression of yield over
time. The total production of P as time progresses can be
observed in a plot of YP versus dimensionless time Da · t∗.
Figures 4 and 5 in Shah et al. [26] show examples of such
plots.
The ﬁnal yield of P at Da · t∗ = 500 was plotted against
Da and k2/k1 to assess the eﬀects of each of the variables
on the ﬁnal yield of desired product. Representative ﬁgures
are presented here. The results (YP versus Da and k2/k1)
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Table 4: System of equations for competitive-consecutive reaction scheme, to be used with (1) and (2).
Species Mass balance partial diﬀerential equation
A ∂(wA)/∂t∗ =
(
∂2(wA)/∂x∗
2
)
− [DawAwB]
B ∂(wB)/∂t∗ =
(
∂2(wB)/∂x∗
2
)
− [DawAwB]−
(
αγ/β
)[
Da(k2/k1)w
β
Pw
γ
B
]
P ∂(wP)/∂t∗ =
(
∂2(wP)/∂x∗
2
)
+ (1 + )
[
DawAwB −Da(k2/k1)wβPwγB
]
S ∂(wS)/∂t∗ =
(
∂2(wS)/∂x∗
2
)
+
(
1 +  +
(
αγ/β
))[
Da(k2/k1)w
β
Pw
γ
B
]
I ∂(wI)/∂t∗ = ∂2(wI)/∂x∗2
Table 5: System of equations for competitive-parallel reaction scheme, to be used with (1) and (3).
Species Mass balance partial diﬀerential equation
A ∂(wA)/∂t∗ =
(
∂2(wA)/∂x∗
2
)
− [DawAwB]
B ∂(wB)/∂t∗ =
(
∂2(wB)/∂x∗
2
)
− [DawAwB]− 
[
Da(k2/k1)wcw
γ
B
]
C ∂(wC)/∂t∗ =
(
∂2(wC)/∂x∗
2
)
− (/γ)[Da(k2/k1)wcwγB]
P ∂(wP)/∂t∗ =
(
∂2(wP)/∂x∗
2
)
+ (1 + )[DawAwB]
S ∂(wS)/∂t∗ =
(
∂2(wS)/∂x∗
2
)
+
(
 +
(
/γ
))[
Da(k2/k1)wcw
γ
B
]
I ∂(wI)/∂t∗ = ∂2(wI)/∂x∗2
make up a 3D surface for each stoichiometry. Slices of the
results are presented as follows: a base case set of six slices
of YP versus Da is presented to show the eﬀects of mixing
(Da) and dimensionless reaction rate ratio (k2/k1) on yield
of desired product. Where a point needs to be clariﬁed, the
results are replotted by taking a slice along the k2/k1 axis or by
expanding the time variable. The results are then revisited to
focus on the eﬀect of stoichiometry and how it interacts with
mixing and reaction rate. The same set of plots is repeated for
the C-P reaction schemes. The results are then summarized
to show a possible design speciﬁcation space of Da and k2/k1
for a speciﬁed yield.
3.1. Competitive-Consecutive (C-C) Reaction. Figures 2(a) to
2(f) are semilog plots of the ﬁnal YP versus Damko¨hler
number for decreasing dimensionless reaction rate ratio,
k2/k1. The curves on each of the plots represent the eight
C-C stoichiometry cases. The eﬀects that are of interest
are the eﬀects of the Damko¨hler number (mixing), reac-
tion rate ratio k2/k1 (chemical kinetics), and the reaction
stoichiometry (Cases 1 to 8). The Damko¨hler number is
plotted on the x-axis and the results are ﬁrst presented
from this perspective. Next, the eﬀect of ratio k2/k1 is
observed by comparing graphs (a) to (f). Finally the eﬀect
of stoichiometry (Cases 1 to 8) within each graph is reviewed
and summarized. At each step, selected results are replotted
either to illustrate a point more clearly or to provide a
perspective on the data.
3.1.1. The Eﬀect of Damko¨hler Number (Da): The Well-Mixed
Limit. The plots in Figure 2 show a decrease in yield of
desired product with increasing Damko¨hler number. This
trend is true for all stoichiometries and at all values of k2/k1.
A larger Damko¨hler number represents worse mixing (larger
striations) and a smaller Damko¨hler number represents
improved mixing (smaller striations). The yield for Da = 1
and Da = 0.01 is the same for all stoichiometries at all
k2/k1. The yield at Da = 100 decreases for the cases with
unfavourable dimensionless reaction rate ratios (k2/k1 ≥
0.01) but remains for same for the favourable k2/k1 ratios
(k2/k1 ≤ 0.001). By Da = 10000 the yield always decreases,
regardless of the value of k2/k1.
The data is replotted in Figures 3(a) and 3(b) for the best
(Case 7) and worst (Case 2) stoichiometry cases to conﬁrm
the YP versus k2/k1 trends. This shows that the results for
Da = 0.01 and Da = 1 lie exactly on top of one another.
When Da is increased from 1 to 100 the curves diverge over
part of the domain: for Case 2 when k2/k1 ≥ 0.001 and for
Case 7 when k2/k1 ≥ 0.01. It is concluded that Da = 1 is the
well-mixed limit for large k2/k1, while Da = 100 is the well-
mixed limit for small k2/k1 and that the meaning of “large
k2/k1” depends on the stoichiometry.
3.1.2. The Eﬀect of Dimensionless Reaction Rate Ratio (k2/k1):
Can Chemistry Solve the Problem? Looking at the changes
in Figure 2 from (a) to (f), as k2/k1 decreases the yield
increases. This result is as expected, since a smaller k2/k1 gives
a slower undesired side reaction. As k2/k1 is decreased it is
also clear that the curves for the diﬀerent stoichiometric cases
approach, collapsing onto one curve by k2/k1 = 0.0001. The
results are replotted to directly compare the eﬀect of k2/k1 on
the 8 cases in Figure 4(a): Da = 1 (well mixed), (b)Da = 100
and (c) Da = 10000 (badly mixed).
YP increases to 1 as k2/k1 decreases for all stoichiometries,
with the 8 cases collapsing at about k2/k1 = 0.001 for the
well-mixed cases and at k2/k1 = 0.0001 for Da = 10000,
the badly mixed case. The yield of the badly mixed case is
about half of what was obtained in the well-mixed results.
This brings up an interesting question: “Is it possible to
get perfect yield of desired product, that is, YP ∼ 1, for
Da = 10000, a badly mixed case?”. The simulations for the
Da =10000 cases were rerun for a hundred times longer to
Da · t∗ = 50000 instead of Da · t∗ = 500. Figure 5 shows the
results of these simulations. To obtain a perfect yield with
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Figure 1: Initial conditions for (a) C-C and (b) C-P reaction
scheme simulations.
insuﬃcient mixing, both a 100x longer reaction time and
100x better chemistry are required. This clearly illustrates the
need for an improved understanding of mixing.
3.1.3. Eﬀect of Stoichiometry. Returning for a ﬁnal time to
Figure 2 there is a clear eﬀect of stoichiometry on the ﬁnal
yield of desired product, and the eﬀect of stoichiometry
shows interactions with both the mixing scale and the
dimensionless reaction rate ratio.
In Figure 2(a) (k2/k1 = 1) the curves are widely separ-
ated, coming closer together as Da increases and the eﬀect of
bad mixing becomes dominant. There is a clear distinction
between stoichiometries, with Cases 7 and 8 having the
highest yields and therefore the most favourable stoichiom-
etry, and Cases 1 and 2 having the lowest yields, meaning
they have the least favourable stoichiometries. Cases 1 and 2
require only two molecules for the side reaction, while Cases
7 and 8 require four molecules. This places a mass transfer
and collision probability limitation on the side reaction for
Cases 7 and 8, hence making them more favourable for the
desired reaction. Cases 3–6 all consume 3 molecules in the
undesired reaction, making the mass transfer limit similar;
however, at the large values of k2/k1, Cases 3 and 4 have a
much lower yield of P than Cases 5 and 6, forming two bands.
Comparing the stoichiometries of Cases 1–4 with Cases
5–8, for the ﬁrst 4 cases, 1 molecule of B is consumed
in the second reaction, and in the last 4, 2 molecules of
B are consumed. Comparing Case 3 to Case 6 and Case
4 to Case 5, the desired reactions are identical, whereas
the stoichiometric coeﬃcients on the undesired reaction are
diﬀerent. Of particular interest is the larger stoichiometric
coeﬃcient on reagent B in Cases 5 and 6. An examination
of the local concentration proﬁles showed that B is the
limiting reagent locally in the second reaction. Since Cases
5 and 6 require two molecules of the limiting reagent in
the undesired reaction, making it harder for the reaction to
proceed, it makes sense that the yield of P will be higher for
Cases 5 and 6 as compared to Cases 3 and 4.
Now comparing the stoichiometries within pairs, in three
of the four pairs producing more P in the ﬁrst reactions
leads to an increase in P consumption in the second reaction
and a drop in yield. In other words, at large k ratios, the
two reactions compete eﬀectively for reagents. Under these
conditions, when less P is produced in the desired reaction,
the side reaction is slowed down. The trend is reversed for
Cases 3 and 4. These are the only cases where more P is
consumed than B in the undesired reaction, so in this case
it appears that the mass transfer limit on P relative to B
overwhelms the eﬀect of producing more P.
These trends continue in Figure 2(b) (k2/k1 = 0.1) and
Figure 2(c) (k2/k1 = 0.01). For k2/k1 ≤ 0.001 the curves
collapse onto each other and the eﬀect of stoichiometry
vanishes. For the very bad mixing condition (Da = 10000)
that was allowed to proceed for a very long time, Figure 5, the
eﬀect of stoichiometry creeps back into the picture, aﬀecting
yield at all the way to k2/k1 = 0.00001.
3.1.4. Summary of Results for the C-C Reaction Scheme. For
competitive-consecutive reactions, we have the following.
(a) Da ≤ 1 is the well-mixed limit when k2/k1 ≥ 0.01 and
Da ≤ 100 is the limit when k2/k1 < 0.01.
(b) k2/k1 ≤ 0.001 with Da ≤ 100 provides yields >95%
at Da · t∗ = 500.
(c) The eﬀect of stoichiometry can be large if the k2/k1
is unfavourable. This eﬀect vanishes at k2/k1 ≤
0.001 for short reaction times and good mixing. At
longer reaction times with bad mixing conditions, the
eﬀect of stoichiometry reappears and requires a much
smaller value of k2/k1 to eradicate.
(d) The most favorable stoichiometry is one where the
desired reaction consumes fewer molecules than the
undesired reaction, thus placing a mass transfer
limitation on the undesired reaction.
3.2. Competitive-Parallel (C-P) Reaction. The analysis pro-
ceeds through the same questions posed for the C-C reaction.
(i) What is the well mixed limit (Da)?
(ii) How much can chemistry contribute (k2/k1)?
(iii) Is the stoichiometry important?
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Figure 2: Plots of yield of P versus Da for decreasing k2/k1 ratios for the C-C cases.
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The base data is presented in Figure 6, with selected data
replotted in Figures 79.
3.2.1. Eﬀect of Damko¨hler Number (Da). The plots in
Figure 6 show a large drop in YP when Damko¨hler number
increases from 100 to 10000 with the exception of Case
3 at k2/k1 = 1 where the yield increases steadily with
increasing Da. Case 3 is the only stoichiometry where
the desired reaction consumes more molecules than the
undesired reaction, so when the reaction rates are equal and
mixing is good, the mass transfer limitation on the desired
reaction will push the yield toward the secondary reaction.
Since the reactions are parallel, there is no barrier to the
production of S over P.
For the C-P reaction pair, yield is constant for Da ≤ 100,
giving a well-mixed limit of Da = 100. Figures 7(a) and 7(b)
conﬁrm this result for Cases 1 and 3, respectively. The curves
show the four values of Da investigated. The curves for Da =
0.01 and Da = 1 lie exactly on top of each other and the curve
for Da = 100 is very close, but increasing Da to 10 000 drops
the yield signiﬁcantly. These results are very similar to the C-
C results. It is concluded that Da = 100 is the well-mixed
limit for C-P reactions.
3.2.2. Eﬀect of Dimensionless Reaction Rate Ratio (k2/k1).
Looking at Figure 6 from the perspective of reaction rate
ratio, as k2/k1 is decreased, the curves for all the stoichiome-
tries move upwards, increasing the yield for all cases at all
values of Da. As expected, a smaller k2/k1 increases the yield
of desired product. For Cases 1 and 2 the maximum yield is
approximately 1 and for Cases 3 and 4 it is 0.88. The curves
for Cases 1 and 2 collapse at k2/k1 = 0.001 (Figure 6(d))
and the curves for Cases 3 and 4 collapse at k2/k1 = 0.0001
(Figure 6(e)). The largest change with improving k2/k1 is
seen for Case 3, while Case 2 improves the least. These trends
are conﬁrmed in Figure 8, showing a persistent eﬀect of
stoichiometry on the maximum attainable yield. The poorly
mixed condition (Da = 10 000) may not have reached
completion at Da · t∗ = 500 since the yield is only about
50%.
In Figure 9 the poorly mixed condition is allowed to
progress 100x longer. At this point, the yield can increase to
above 90% but only for a 100x smaller k2/k1 ratio. The curves
seem to collapse at k2/k1 = 0.00001, but at lower k2/k1’s
the eﬀect of stoichiometry persists, even at long times. Once
again, 100x more residence time and 100x better chemistry
are required to eliminate all the eﬀects of 100x worse mixing.
3.2.3. Eﬀect of Stoichiometry. Figures 6(a) to 6(f) illustrate
a signiﬁcant eﬀect of stoichiometry for the C-P case. At
k2/k1 = 1 (Figure 6(a)) the diﬀerence in yield for the
diﬀerent stoichiometries is enormous, and there is a clear
distinction between the most favourable and least favourable
reaction stoichiometries (Case 2 and Case 3, respectively).
This diﬀerence decreases as k2/k1 decreases (Figures 6(b)
to 6(f)). For the C-P scheme, the eﬀect of stoichiometry
persists even at k2/k1 = 0.00001, where the diﬀerence in
yield between Cases 1 and 2 and Cases 3 and 4 is more than
10%. This is diﬀerent from the C-C stoichiometries where
the eﬀect of stoichiometry disappeared by k2/k1 ≤ 0.001.
Referring to Table 3, Cases 1 and 4 require the same
number of molecules for both reactions, while Case 2
favors the desired reaction (fewer molecules) and Case 3
favors the side reaction. Case 3 is the only case of all
12 stoichiometries considered where the desired reaction
consumes more molecules than the side reaction, imposing
a mass transfer and collision probability limitation on the
desired reaction. This explains the dramatically diﬀerent
results observed for Case 3 and suggests that this class of
reaction stoichiometry must be handled more carefully than
the others.
3.2.4. Summary of Results for the C-P Reaction Scheme. For
competitive-parallel reactions, we have the following.
(a) Da ≤ 100 is the well-mixed limit for all k2/k1.
(b) For all cases with favourable stoichiometries, at Da ·
t∗ = 500, k2/k1 ≤ 0.001 provides the maximum
yield, as for the C-C reaction scheme, but for the
C-P reaction scheme the maximum yield depends
on the stoichiometry. Case 3, the only case with an
unfavourable stoichiometry, requires k2/k1 ≤ 0.0001
to achieve maximum yield.
(c) Stoichiometry aﬀects the maximum obtainable yield
to some degree for all mixing conditions and all k2/k1.
(d) As for the C-C scheme, increasing the number of
molecules in the side reaction imposes a mass transfer
limitation on that reaction, making conditions more
favorable for the desired reaction. Case 3 in the C-P
scheme clearly illustrates that when the desired reac-
tion consumes more molecules than the undesired
reaction, it is more diﬃcult to achieve a high yield
of desired product.
3.3. Phase Plots of Variables for C-C And C-P Reaction
Schemes for the Purpose of Design. The purpose of design
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Figure 6: Plots of yield of P versus Da for decreasing k2/k1 ratios for the C-P cases.
graphs, in the context of mixing sensitive reactions, is to
provide a direct method of predicting the yield of desired
product without extensive calculations and investigation of
the diﬀerent variables. For our purposes, design graphs
would incorporate the eﬀects of stoichiometry, mixing, and
k2/k1 and the combinations of the three that could possibly
give a certain speciﬁed yield of desired product. The purpose
of the graphs would be to assist in the design of the following
problem.
“If one has a certain mixing sensitive reaction and
a target yield of desired product in mind, what
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Figure 8: Plots of yield of P versus k2/k1 for various Da at Da · t∗ = 500 for C-P cases.
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Figure 9: Plot of yield of P versus k2/k1 for Da = 10000 at Da·t∗ =
50000 for C-P cases.
range of values of dimensionless reaction rate ratio
and Damko¨hler would be required to ensure that
the target yield of desired product will be obtained?
If one of the variables is inadequate, is it still
possible to obtain the target yield? If it is possible,
how much do the other variables need to change to
accommodate for that inadequacy, if at all?”
The ﬁgures should allow for a design space to be
established within which decisions can be made based on
diﬀerent criteria and restrictions.
Figure 10 and Figure 11 show the required Damko¨hler
number (x-axis) versus the dimensionless reaction rate ratio
(y -axis) for yields of desired product of (a) 85% or more,
(b) 95% or more, and (c) 99% or more at a time of
Da · t∗ = 500. They are set up such that the axis intersection
(origin) represents the most favourable conditions for both
k2/k1 and Damko¨hler number. The ﬁgures have marked
regions of required k2/k1 and Da where a speciﬁed yield
can be obtained for diﬀerent stoichiometries. These ﬁgures
are essentially a ﬁltered summary of the results presented
in the previous sections. The eﬀect of stoichiometry quickly
becomes evident as the speciﬁed yield is increased. For the
C-C cases, the requirements on the k2/k1 and Da become
more stringent as YP increases. For C-P Cases 3 and 4, yields
greater than 90% were unachievable for Da · t∗ = 500.
In order to link these results to physical process variables,
the diﬀusion time is replaced with an analogous mixing
time scale for turbulent ﬂow. The Batchelor time scale gives
the diﬀusion time for a Kolmogorov sized eddy and is
numerically equal to the Kolmogorov time scale, which is
the lifetime of the same smallest eddy before the momentum
is diﬀused by viscosity. Replacing the molecular diﬀusion
time in a slab in our deﬁnition of Da with the expression
for the Kolmogorov time scale in a turbulent eddy gives the
following:
Da = k′1
(
ρT
M
)( ν
εD
)1/2
(5)
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Figure 10: Design spaces for yield of P for Da and
k2/k1 at Da · t∗ = 500 for C-C cases.
where ν is the kinematic viscosity and εD is local rate of
dissipation of turbulent kinetic energy (TKE) per mass.
Rearranging to solve for εD gives the following:
εD = ν
(
k′1
(
ρT/M
)
Da
)2
. (6)
This expression proposes a relationship between the
rate of dissipation of turbulent kinetic energy (εD), the
reaction kinetics of the desired reaction (k′1), and the reaction
stoichiometry () which might be used to compare bench
scale performance with the Da and reaction rate ratio from
the phase plot. For example, for a C-C reaction of the type
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Figure 11: Design spaces for yield of P for Da and k2/k1
at Da · t∗ = 500 for C-P cases.
Case 1 ( = 1), using typical values for water (ν = 1 × 10−6
m2/s, ρT = 1000 kg/m3, M = 18 kg/kmole), εD for Da = 1
becomes
εD = 3.09× 10−3k′12. (7)
This gives a ﬁrst-order estimate for the required level of
dissipation at the bench scale. Since the model is based on a
static striation thickness rather than the dynamic stretching
and cutting ﬁeld present in both chaotic and turbulent
ﬂows, this should be considered a starting point for further
investigations in the context of more accurate models of
mixing and diﬀusion.
4. Conclusions
The three eﬀects of initial mixing condition, dimensionless
reaction rate ratio, and reaction stoichiometry were inves-
tigated in detail using a 1D, transient, reaction-diﬀusion
model for competitive-consecutive (C-C) and competitive-
parallel (C-P) reactions. It was found that smaller values of
Damko¨hler number and dimensionless reaction rate ratio are
desirable to maximize the yield of desired product for both
the C-C and C-P reaction schemes. It was also found that
the stoichiometry of the reaction can aﬀect the ﬁnal yield
of desired product considerably and needs to be taken into
consideration in the design of reactors for such reactions.
The following limits were found for each of the variables.
(i) Da ≤ 1 is the well-mixed limit for the C-C reaction
when k2/k1 ≥ 0.01. With k2/k1 ≤ 0.01, the well-
mixed limit can be relaxed to Da ≤ 100.
(ii) Da ≤ 100 is the well-mixed limit for all k2/k1 for the
C-P reaction.
(iii) k2/k1 ≤ 0.001 with Da ≤ 100 provides the maximum
yield at Da · t∗ = 500 for both the C-C and the C-
P reactions with favourable stoichiometries. For the
C-P case with the most unfavourable stoichiometry
k2/k1 ≤ 0.0001 is required.
(iv) The eﬀect of stoichiometry is signiﬁcant. Where the
secondary reaction consumes more molecules than
the primary reaction, it is subject to a mass transfer
constraint which favors the primary reaction. For the
C-P scheme the eﬀect of stoichiometry is persistent,
aﬀecting the ﬁnal yield by more than 10% even for a
well-mixed case with favorable k2/k1.
The model used here is intended to illustrate the impor-
tance of the previously uninvestigated eﬀect of stoichiometry
on the yield of desired product and to provide general forms
of the Damko¨hler number and reaction rate ratio for C-
C and C-P reactions. The results are not intended to give
accurate predictions of yield but to illustrate the trends in
a quantitative way. It is hoped that the results will guide
development of experimental reaction schemes which serve
as mixing probes and development of more realistic reactor
models which incorporate mixing, reaction kinetics, and
stoichiometry.
Nomenclature
Da: Damko¨hler number [−]
D: Diﬀusivity [m2/s]
k1
′: Rate constant 1 [m3/kmols]
k2
′ : Rate constant 2[varies]
k2
k1
: Dimensionless reaction rate ratio [−]
L: Striation thickness [m]
M: Molecular weight [kg/kmol]
R: Reaction term [kg/m3 s]
t: Time [s]
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t∗: Dimensionless time [−]
w: Mass fraction [−]
x: Distance [m]
x∗: Dimensionless distance [−]
YP : Yield of desired product P[−].
Greek Letters
α,β, γ, : Stoichiometric coeﬃcients [−]
εD: Local dissipation of turbulent kinetic
energy per mass [m2/s3]
ρ: Mass concentration [kg/m3]
ν: Kinematic viscosity [m2/s]
τM : Mixing time [s]
τR: Reaction time [s].
Subscripts
A: Species A (reactant)
B: Species B (reactant)
C: Species C (reactant)
i: Species A, B, C, I , P, or S
I : Species I (inert)
0: Initial value
P: Species P (product)
S: Species S (byproduct)
T : Total
Y ,Z: Species mixtures.
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The minimum speed for just-suspension, Njs, of porous palm shell-activated carbon (PSAC) particles has been determined in a
15 cm diameter cylindrical tank using a 6-curved blade (6CB) impeller, compared to a 6-blade downpumping mixed-ﬂow (6MFD)
impeller and a Rushton turbine (6DT). The particles size ranged from 0.75–1.00 mm, 1.00–1.40 mm, and 1.40–2.36 mm with
concentrations between 0 and 5% by weight. The 6CB being a radial impeller performed similarly to 6DT in terms of speed
and power requirement at just-suspension, and particles distribution on the base. The 6MFD, with power requirement 100%
to 200% less than the radial impellers, was the most eﬃcient for suspending the particles, as usually reported for the range of
solid concentrations used here. Speciﬁc power per unit mass for all three impellers showed reduction towards minima as the
concentration of particles increased. The geometric factor, S, values agreed reasonably with published data, when the particle
density was adjusted taking into account water ﬁlling the pores of the submerged activated carbon. This result means that
Zwietering’s equation can be used to predict suspension for porous particles with adjustment to the particle density. S values
for curved-blade impellers are presented for the ﬁrst time.
1. Introduction
The suspension of solid particles in liquid in a stirred tank
occurs in a wide variety of processes from crystallization to
ore processing [1, 2]. Downpumping mixed or axial impell-
ers have been reported to be the most eﬃcient geometries
for suspending solids, while radial impellers require sub-
stantially higher power to achieve suspension [3, 4]. Radial
impellers are, however, still relevant in solid-liquid mixing
since this impeller geometry is eﬃcient for gas-liquid disper-
sion, and many such systems also contain solids [5–9] such
as in aerobic fermentation and activated sludge treatment.
The curved blade impeller has gained popularity as an alter-
native to the Rushton due to its eﬃciency in gas-liquid dis-
persion as the shape of the curve eliminates or minimizes the
formation of cavities that lead to substantial drop in power.
There is few reported work, if any, on the use of curved blade
impellers for particle suspension.
In solid suspension studies, the particles used are usually
fully solid, where the density is simply the particle density
[10–21]. The use of porous particles is not commonly
reported, although porous particles are relevant in processes
such as adsorption. Adsorption processes are usually carried
out in columns; nevertheless, it is also of interest to study
the suspension of these particles in the stirred tank as this
would be a potential conﬁguration for application in water or
wastewater treatment and similar processes. When porous
particles are submerged in a ﬂuid, the ﬂuid will gradually ﬁll
the pores of the particle, and the particle density would have
to incorporate the ﬂuid density by a factor of the pore
percentage. If Zwietering’s [22] correlation is to be used to
predictNjs for the porous particles, using the adjusted density
value for the particles would be more appropriate.
The objective of this paper is to assess the solid-
suspension ability of the curved blade impeller and the use
of Zwietering’s equation to predict just-suspension of porous
particles.
2. Materials andMethods
The experiments were conducted in a 0.15 m diameter (T)
cylindrical-baﬄed (standard) vessel ﬁlled with distilled water
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to a height equal to the diameter, giving a volume of 2.65 L.
Figure 1 shows a schematic of the setup. Three types of
impellers used were 6-blade mixed ﬂow pumping downward
(6MFD), the 6-blade Rushton turbine (6DT), and a 6-curved
blade turbine (6CB). Schematic diagrams of the impellers are
provided by Figures 2, 3, and 4. The curved blade used in
this work does not have a central disc as does the Rushton
turbine.
The experiments were performed at a constant liquid
depth (H = T) and with a constant impeller clearance (C =
T/4). An impeller diameter of 5± 0.1 cm gives a D/T ratio of
about 1/3. The impeller is mounted on a shaft connected to
a motor that displays speed and torque readings. The speed
can be set from 0 rpm to 2000 rpm. The power of agitation
is calculated based on the diﬀerence between torque reading
during impeller rotation in air and rotation in the actual
International Journal of Chemical Engineering 3
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Figure 4: 6MFD.
ﬂuid. Before experimental runs, the motor was warmed up
for at least 20 minutes.
Palm shell-activated carbon (PSAC) was used as the
porous solids to be suspended. The properties of the particles
are given in Table 1 based on a sample of the particles. The
assumption made in this work is that the same characteristics
apply for all the size ranges. The particles were segregated
by sieving according to the size range: 0.75–1.00 mm, 1.00–
1.40 mm, and 1.40–2.36 mm. Any superﬁcial impurities were
cleaned to ensure that no other substances were included in
the experiments.
The PSAC solid density has been determined to be
1700 kg/m3. This is higher than water density, and the
particles were observed to readily sink in the tank as soon as
they were poured into the water. However, particle density
value in Zwietering’s equation should incorporate the fact
Table 1: Results of BET test for PSAC particles.
Parameter (unit) Value
BET surface area (m2/g) 941
Micropore area (m2/g) 764
Average pore diameter (nm) 2.213
Pore volume (cm3/g) 0.524
Micropore volume (cm3/g) 0.496
that the activated carbon pores are ﬁlled with water once they
are submerged. It is necessary to consider this ﬂuid-ﬁlled
pores, when it concerns the lifting or suspension of these
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Figure 5:Njs (rpm) versus concentration (%), at varying impeller geometries. (a) size of activated carbon: 1.40–2.36 mm, (b) size of activated
carbon: 1.00–1.40 mm, (c) size of activated carbon: 0.75–1.00 mm.
particles in water. This eﬀective density of the submerged
particle can be calculated as follows:
ρs,eﬀ = (1− ε)ρs + ερL
= (1− 0.524)× 1700 + (0.524× 1000)
= 1333.2 kg m−3.
(1)
The eﬀective density is used in Zwietering’s equation.
The concentrations of activated carbon (solids) ranged
from 0.0 to 4.8% by weight, with 0.1% increments for 6CB
and 6MFD, and 0.5% increments for 6DT. Since the solids
volume is relatively low, the total water volume is assumed
constant at 2.65L throughout the experiments Solids mass, x,
was calculated based on solids-to-liquid ratio. As an exam-
ple:
0.5 g PSAC/100 g water = 5 g PSAC/kg water = 5 g
PSAC/liter water,
5 g PSAC/liter water × 2.65 liter = 13.25 g PSAC = x.
An increment of “0.1%” means an additional 0.1 g PSAC/
100 g water = 1 g PSAC/kg water = 1 g PSAC/liter water, hence
2.65 g of PSAC for each increment. There are 50 experimental
points each for 6MFD and 6CB at every particle size range,
while the Rushton had 10 experimental points for every
particle size range. Njs was determined visually for each con-
centration of particles and experimental condition.
In using Zwietering’s equation to calculate S values, the
solids concentration (X) is given as:
X(%) = x
x + water mass
× 100% = x
x + 2.65 kg
× 100%,
(2)
where x is mass of solids in kg.
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Figure 6: Power (watt) versus concentration (%), at varying impeller geometries. (a) size of activated carbon 1.40–2.36 mm. (b) size of
activated carbon 1.00–1.40 mm. (c) size of activated carbon 0.75–1.00 mm.
2.1. Determining the Njs. The minimum speed for just sus-
pension, Njs was ascertained by increasing the motor speed
ranging from 0 rpm until complete suspension is deemed
achieved based on the 1-2 s Zwietering criteria. The suspen-
sion of particles was observed with the naked eye, aided by
a mirror located at an angle below the vessel and a halogen
lamp shone from the side. Particle distribution with each
impeller was observed and recorded. It was not easy to view
the particles due to the black color of the solids rendering the
whole tank completely dark. Nevertheless, it was still possible
to distinguish the individual particles on the base for all the
concentrations studied here. The use of a lamp was helpful to
a certain extent.
2.2. Power Consumption. The torque value displayed on the
motor screen was recorded once the minimum speed for
complete suspension was determined. At that speed of Njs,
torque readings were later taken again with the impeller
rotating in air. This gives a baseline reading which is
subtracted from the earlier value obtained in the solid-liquid
mixture, to give the actual net torque for agitation at Njs dur-
ing just-suspension. In other words, the actual torque value
for the impeller at Njs is obtained by deducting the torque
value in the liquid-solid mixture with the torque value in air.
Then, the data is put into the equation below for power
calculation:
Power (Watt) = torque (N ·m)× 2π ×Njs
(
rps
)
. (3)
2.3. Determining S Values. S, the dimensionless geometric
factor in Zwietering’s equation, is calculated from Zwieter-
ing’s equation below, upon the visual determination of Njs.
S values agreeing with published data imply that the use
of Zwietering’s equation to predict Njs for the given system
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Figure 7: Power per unit solid mass (W/g) versus concentration (%), at varying impeller geometries. (a) size of activated carbon 1.40–
2.36 mm, (b) size of activated carbon 1.00–1.40 mm, and (c) size of activated carbon 0.75–1.00 mm.
will produce values within the range obtained by visual
observation:
Njs =
S
(
gΔρ/ρL
)0.45(
dp
)0.2
X0.13ν0.1
D0.85
. (4)
3. Results and Discussion
3.1. Comparing Impeller Performance. Figures 5(a) to 5(c)
show the minimum speeds for each impeller to achieve just-
suspension over the range of PSAC concentrations. The plots
in all cases show Njs increasing nearly proportionally to the
particle concentration, with the slope of the curves reducing
at a point between 1% to 2% concentration. The graphs
also clearly show that higher speeds are required for the two
radial impellers, the Rushton and curved blade compared to
the downpumping mixed ﬂow. To illustrate, at 1.0% concen-
tration of activated carbon, Njs for 6MFD was 295 rpm, while
for 6CB and 6DT were 430 rpm and 410 rpm, respectively.
In relation to the speed requirement, Figures 6(a) to 6(c)
show the 6MFD requiring less power than the radial 6CB and
6DT at the suspension points of each solid concentration,
while the power for both the 6CB and 6DT are close to each
other. The increase in power demand in going from 6MFD to
the radial impellers can be from 100% to higher than 200%.
Hence, as reported in previous work, the mixed ﬂow impeller
achieves suspension at speeds and power inputs lower than
the radial impellers [17]. The same trend is observed with
the three size ranges of activated carbon particles.
Plots of speciﬁc power or power per unit mass versus con-
centration (Figures 7(a) to 7(c)) also show much lower
values for the 6MFD compared to the radial impellers. This
observation may be so because of the range of solids con-
centrations used here. In studies with slurries concentrations
International Journal of Chemical Engineering 7
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Figure 8: Power per unit solid mass (W/g) versus concentration (%), at varying sizes of activated carbon. (a) 6CB impeller, (b) 6DT impeller,
and (c) 6MFD impeller.
going as high as 50% by volume [23], the speciﬁc power for
radial impellers was less than pitched-blade pumping axially
downwards (similar to the 6MFD). Nevertheless, the plots in
Figures 7(a) to 7(c) do show the drop towards minima for
all cases, and the diﬀerences between the radial and down-
pumping impellers getting less as the minima is approached.
It is also interesting to note that since power per unit mass
decreases with increase in particle concentration, it is in fact
more eﬃcient to perform the solid suspension operation in
the stirred tank at higher particles concentration, until the
speciﬁc power increases again after the minimum. Hence,
there is an optimum concentration for slurry mixing [23].
Figures 8(a) to 8(c) show the eﬀect of particle size to be less
important especially for the 6MFD.
The impeller geometry causes particles to be distributed
at certain regions on the base before suspension occurs. As
reported earlier [17], for downward pumping 6MFD parti-
cles are divided in the centre and side as shown in Figure 9
with more being pushed to the side, since the impeller
diameter is less than half the tank diameter [17]. As the speed
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Figure 9: Particle distribution by 6MFD.
Figure 10: Particle distribution by 6CB.
of impeller increases, particles at the centre get suspended
ﬁrst followed by those around the side of the base. There
was tendency for some of the particles to get stuck behind
the baﬄes. The 6DT is known to have particles pulled to
the centre for suspension, and the 6CB which is also a radial
impeller has shown a similar distribution although the “star”
shape of the 6DT is less distinct (Figures 10 and 11).
3.2. Eﬀect of Particle Size. In Figure 12(a) for 6CB the Njs for
the largest size range is greater than sizes below 1.4 mm
beyond a concentration of about 1.8%. With the lower two
size ranges, not much diﬀerence in Njs values is observed
between them. Data for the Rushton (Figure 12(b)) show
a similar trend, but for the 6MFD (Figure 12(c)) the Njs
values for diﬀerent particle sizes, are quite similar, and the
Njs for particles larger than 1.40 mm increase only as particle
concentration increased to about 3.2%.
Figures 13(a) to 13(c) show the power consumption
according to diﬀerent particle sizes at diﬀerent concentra-
tions. In general the power increases with size and concen-
tration. For the 6CB power for the largest size range is clearly
higher than the lower two size range. The 6DT shows increase
from one size range to another, while the 6MFD has less
diﬀerence among the diﬀerent sizes, with ﬂuctuations in
power as particle concentration increased.
Figure 11: Particle distribution by 6DT.
Activated carbon with particle size 1.40–2.36 mm requir-
ed higher speeds and power because being larger, they are
also heavier than particles of the 1.00–1.40 mm and 0.75–
1.00 mm size range even though all the particles have the
same density. This is so since the mass is related to the particle
density and volume as follows:
Mass = Density×Volume, (5)
where assuming spherical shape for the particles, volume
is directly dependent on particle size by the formula: V =
πD2/4. A larger volume means bigger mass and bigger weight
as well, since weight = mass × gravitational acceleration.
Hence, more energy is required to move larger particles
from the bottom of vessel, and thus Njs value increased.
Overall in this work, it is seen that in the lower size
range, particle size does not have signiﬁcant impact on the
minimum suspension speed and power requirement, but
with the larger size range from 1.40 to 2.36 mm the need for
more energy is more signiﬁcant and noticeable.
3.3. SValues. S, the geometric factor in Zwietering’s equation
is to account for variation in the geometry of the impeller and
tank. Available S values are useful for the prediction of Njs
using Zwietering’s equation. In the plots against concentra-
tion (Figures 14(a)–14(c)), the S values stabilize to nearly
constant after 1% particles concentration. The average values
are given in Table 2(a). The 6CB has S values close to the
6DT since both have similar Njs readings. Compared to S
from previous work [17] given in Table 2(b), the 6MFD S
values are close to the earlier reported values, while that for
6DT tend to be lower in this work. This could be due to the
diﬀerences in experimental condition such as particle size
and concentration, and the subjective nature of the visual
technique. Nevertheless, the results indicate that Zwietering’s
equation can be used to reasonably predict the minimum
just-suspension speed for porous particles as used here, with
the density adjusted to incorporate the submerged void
space. If the solid density alone is used as it is in Zwietering’s
equation, the S values would be 28.5% lower than the
values obtained here, making even greater diﬀerence from
published data. In Figures 15(a) to 15(c), S seems to be
aﬀected by the particle size as shown by the 6MFD as well as
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Figure 12: Graph Njs (rpm) versus concentration (%), at varying sizes of activated carbon. (a) 6CB impeller, (b) 6DT impeller, and (c)
6MFD impeller.
6DT impellers. For the 6CB the S values for the smallest size
range are distinctly higher than the other two size ranges.
4. Conclusion and Recommendations
In this study, the suspension of porous activated carbon
particles has been observed using 6-blade impellers of three
geometries—downward pumping mixed-ﬂow, Rushton disc
turbine and curved blade. The ﬁrst objective is to evaluate the
performance of the curved blade turbine as compared to the
6DT and 6MFD, which has often been reported. The second
objective is to evaluate the use of Zwietering’s equation for
Njs prediction with particles of high porosity, since such
particles have a high percentage of void volume that is ﬁlled
with liquid when they are submerged thus altering the actual
density of the particles to be suspended.
As established in the literature for solids concentration
lower than 20%, the mixed-ﬂow 6MFD showed signiﬁcantly
greater eﬃciency for particle suspension compared to the two
radial impellers 6CB and 6DT, both with respect to mini-
mum speed for suspension and power requirement. But in
terms of speciﬁc power the diﬀerences reduce as the plots
tend towards minima with increase in concentration, indi-
cating that the trend may shift to the radial being better at
higher concentrations as already reported by other workers
10 International Journal of Chemical Engineering
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Figure 13: Graph power (watt) versus concentration (%), at varying sizes of activated carbon. (a) 6CB impeller, (b) 6DT impeller, and (c)
6MFD impeller.
[23]. Interestingly, both the radial impellers, the 6DT and
6CB, show similar Njs and power values under the same con-
ditions. The points of last suspension are as reported [17],
where with the 6MFD particles move out from the centre
to the side, while for the radial impellers, particle are moved
to the centre to be suspended.
Activated carbon with sizes 1.40–2.36 mm required
higher speeds and power to reach just-suspension compared
to particles of 1.00–1.40 mm and 0.75–1.00 mm size range.
The latter two size ranges show close suspension speeds
requirement.
S values have been obtained for the curved blade impeller.
As expected since the Njs for 6CB is close to 6DT, the S values
are also similar. The S values obtained for 6MFD are lower
compared to 6CB and 6DT but agree with previous reports.
Nomenclature
Njs: Minimum speed to achieve just-suspension (rps)
dp: Particle size (m)
X : wt. solids/wt. liquid × 100 (%)
D: Impeller diameter (m)
C: Oﬀ-bottom clearance (m)
T : Tank diameter (m)
H : Mixing height (m)
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Figure 14: S values versus concentration (%), at varying impeller geometries. (a) size of activated carbon 1.40–2.36 mm, (b) size of activated
carbon 1.00–1.40 mm, and (c) size of activated carbon 0.75–1.00 mm.
Table 2
(a) Average S values (present work)
S
Impeller 1.40–2.36 mm 1.00–1.40 mm 0.75–1.00 mm
6CB 4.82 4.91 5.31
6DT 4.50 4.77 5.05
6MFD 3.48 3.75 3.98
(b) The literature S values [17]
S
Impeller D/T C/T BLGB (dp = 0.6–0.71 mm) Bronze shot (dp = 0.5–0.6 mm)
6DT 0.33
0.17 5.12 5.72
0.25 7.33 6.58
0.33 8.37
6MFD 0.33 0.25 3.94 4.03
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Figure 15: S values versus concentration (%), at varying sizes of activated carbon. (a) 6CB impeller, (b) 6DT impeller, and (c) 6MFD
impeller.
V : Volume (m3)
g: Gravitational constant (ms−2)
S: Dimensionless geometricfactor (—).
Greek Letters
Δρ: ρs,eﬀ − ρL, density diﬀerence (kg m−3)
ρL: Fluid density (kg m−3)
ρs,eﬀ: Eﬀective solid density (kg m−3)
ρs: Solid density (kg m−3)
ν: Kinematic viscosity (m2 s−1).
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The impact of mixing on the promotion of microorganism growth rate has been analyzed using a multiphase forced-circulation
pipe-loop reactor model capable of identifying conditions under which it is possible to convert natural gas into Single-Cell Protein.
The impact of mixing in the interphase mass transfer was found to exert a critical role in determining the overall productivity of
the bioreactor, particularly at the high cell loadings needed to reduce the capital costs associated with the large-scale production
needed for the production of relatively low-value SCP in a sustainable manner.
1. Introduction
Industrial biotechnology uses living cells or cellcomponents
(yeast, moulds, bacteria, plants, and enzymes) to synthesize
products that are easily degradable, require less energy to
produce, and create less waste during their production, all
of which helps to decrease the environmental impact of this
promising manufacturing approach. It is already used to gen-
erate large quantities of biobased products in sectors such as:
chemicals, food and feed, detergents, pulp and paper, health
care, textiles, bioenergy (e.g., biofuels, biogas), photocat-
alytic algae production, wastewater treatment, bioleaching,
and biological site remediation. It also holds the promise
of being a credible method for the sustainable development
of many other products because it uses renewable raw
materials and is capable of achieving very high eﬃciencies
while converting nonrenewable resources to ﬁnal products
with minimum generation of undesirable byproducts/waste.
Nevertheless, the shift to the bioprocessing route will happen
only if the economic process and market demands justify the
transition. However, the growing environmental pressures
combined with the rapid developments in the science
supporting biotechnology (sequencing of industrial bacterial
and yeast genomes, metabolic engineering, bioinformatics
and computer-based modeling, and process optimization)
are opening up opportunities for new products and cost
reductions.
One of the main factors aﬀecting the economic viability
of many of the aforementioned operations is the rate at
which interphase mass transfer can take place since it is often
the parameter limiting the growth rates of microorganisms
encountered in many of these biotechnological processes
[1–5]. The use of forced-circulation loop reactors holds
the promise of overcoming such limitations in a cost-
eﬀective fashion particularly for large-scale operations [6–
11]. Whereas the achievement of high productivity is usually
not a high priority issue in the production of high-value
biotechnological products such as medical therapeutics and
pharmaceuticals, the relatively low value of the products
encountered in industrial biotechnology necessitate that
high utilization eﬃciencies for capital and raw materials be
achieved to ensure sustainability [4, 5].
The objective of this study is to develop a mathematical
model that is capable of quantifying the role that mixing
and interphase mass transfer play in the overall performance
of pipe-loop bioreactors. Particular emphasis is placed on
identifying the value of kLa needed to achieve high overall
reactor productivity under diﬀerent design and operating
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conditions (e.g., biomass loading, bioconversion rates, feed
gas composition, superﬁcial liquid velocity, and gas to liquid
ratios). Judicious selection of mixing devices can then be
made in order to achieve optimal conditions. A case study
in which natural gas is converted into Single-Cell Protein
is used to illustrate the capabilities of this approach and
to identify a range of optimal conditions necessary for
sustainable operations. Interest in this technology is driven
by the promise of meeting the rapidly increasing worldwide
demand for protein-rich nutrition in an energy-eﬃcient and
cost-eﬀective fashion [2].
2. The Role of Mixing in Bioreactors
Bioreactors are characterized by a complex three-phase ﬂow
(liquid, gas, and biomass) and the interaction between
mixing and biological reactions is complicated by the fact
that such interactions take place simultaneously at the
macro-, meso-, and micromixing scales.
Macromixing thus dictates the ﬂow pattern prevalent in
the bioreactor and ensures that the nutrients are reasonably
well distributed throughout its volume. Large-scale biore-
actors have been shown to exhibit heterogeneous hydro-
dynamic and concentration ﬁelds with the cells circulating
through such reactors being submitted to an extracellular
ﬂuctuating environment [12]. Insuﬃcient macromixing can
consequently induce modiﬁcations of the cell metabolism,
leading to the formation of byproducts and decreasing the
overall reactor performance with large-scale cultivations
exhibiting lower carbon conversion yields than expected
from lab-scale experiments [13]. In the case of the photo-
bioreactors used for algae production, macromixing is used
to ensure proper exposure to high-intensity light and to
provide alternate durations in light and dark regions, an
environmental requirement for some microorganisms to
achieve high growth rates and to produce the desirable
product quality [14–16].
On the other hand, the Kolmogorov microscales for
typical bioreactor conﬁgurations vary from 50 to 300 μm,
which is far larger than the size of bacterial or yeast cells
(2 and 10 μm, resp.). Microbial cells, which usually have
densities very close to the aqueous environment into which
they are suspended, are therefore usually engulfed by the
liquid stream in which molecular diﬀusivity becomes the
main mechanism responsible for providing substrate to the
cells [13]. It is however well accepted that the size of bubbles
present in turbulently ﬂowing liquid (a factor which strongly
aﬀects the rate of gas exchange) is inversely related to the
local energy dissipation rate or the local microscale [17–20].
The same requirements apply to facilitating interphase mass
transfer in the liquid-liquid dispersions encountered during
the biodegradation of hydrophobic substrates, or when an
immiscible liquid phase is introduced to facilitate oxygen
transfer [21].
High levels of microscale turbulence are therefore nec-
essary to improve mass transfer between the phases but
attention must be given to ensure that shear-sensitive cells
are not damaged [19, 22]. On the other hand, recent ﬁndings
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Figure 1: Schematic representation of a pipe-loop bioreactor sys-
tem.
suggest that, contrary to the commonly accepted idea, a
beneﬁcial eﬀect on the growth rate of animal cells can be
achieved at moderately elevated agitation rates [23].
2.1. Forced-Flow Pipe-Loop Bioreactors. The overwhelming
majority of the information dealing with the impact that
mixing has on the performance of bioreactors focused on
mechanically agitated tanks, bubble columns, and airlift
reactors [24], with very limited attention being given to
the case of pipe-loop bioreactors although they hold the
promise of being used for large-scale industrial bioprocessing
because of their uniform plug ﬂow characteristics, ease of
control, and low capital and operating costs. To redress this
deﬁciency, attention in the following sections will be focused
on analysing the performance of tubular loop bioreactors
in which the biochemical reaction rate is usually controlled
mainly by mixing and its ability to promote interphase mass
transfer. A case study in which natural gas is converted into
Single-Cell Protein is used to illustrate the capabilities of this
approach.
The operation of a typical pipe-loop bioreactor is sche-
matically represented in Figure 1 in which diﬀerent reactor
conﬁgurations can be used:
(i) horizontal, inclined, and vertical closed-loop reactor
systems in which the ﬂow is mechanically induced
using pumps and static-mixing elements are used
to develop the desired ﬂow patterns, gas dispersion,
and local energy dissipation rates needed to maintain
good contact [3, 25–27],
(ii) vertical U-loop reactors [8, 11], in which axial ﬂow
mixers/pumps are used to induce the desired ﬂow
while static mixers are used at several locations along
the loop to redisperse the gas and improve contact
between the phases,
(iii) combinations of the above [7].
Regardless of the method used to induce ﬂuid ﬂow
(pumps, inline axial ﬂow mixers, or airlift), the process
performance of the bioreactor can be described by the same
model.
2.2. Interphase Mass Transfer in Forced-Flow Pipe-Loop Biore-
actors. Static mixers have become an integral and basic
component of the multitude of equipment used in the
chemical process industries. Because of their simplicity and
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the absence of any moving parts, these mixers are being
increasingly used in a wide range of applications [28]. They
are thus used for laminar and turbulent mixing of miscible
liquids, in enhancing the performance of heat exchangers
and tubular reactors, for laminar and turbulent homogeniza-
tion, to promote coagulation and ﬂocculation under well-
controlled hydrodynamic and chemical environment as well
as for the dispersion of immiscible phases.
The only source for energy dissipation that is associated
with the use of static mixers is that related to the loss of
pressure energy as the ﬂuid passes through the static-mixing
elements. This is usually supplied by the pump used to
circulate the fermentation broth through the reactor loop.
The major disadvantage of using static-mixing elements in
bioreactors therefore stems from the direct coupling between
the local energy dissipation rate within the mixing elements
(which controls the rate of interphase mass transfer) and the
velocity at which the two phases pass through such elements.
This limits, to some extent, the operational ﬂexibility of the
systems but the use of multiple mixers operating in parallel
can be used to overcome this diﬃculty.
A typical static mixer is composed of a series of identical,
motionless inserts that are installed in tubular structures
(pipes, columns, or reactors) with the purpose of redistribut-
ing the ﬂuid in a direction transverse to the main ﬂow (i.e., in
the radial and tangential directions). The eﬀectiveness of this
redistribution is a function of the speciﬁc design and number
of elements. On the other hand, the recently introduced
screen/grid mixing elements can be considered as means for
modifying the turbulent characteristics (turbulence scales
and intensity) of the pipe ﬂow, thereby providing a high
degree of control on the performance of the gas/liquid
contact [20, 29, 30].
Although the patent literature pertinent to static mixers
and their use goes back to the 1930s, systematic investigations
concerning the various factors aﬀecting gas/liquid contacting
and interphase mass transfer in such units are somewhat
limited [20, 31–34]. However, the work conducted by
Heyouni et al. [17] presents a very systematic investigation
of the various factors aﬀecting gas/liquid contacting in static
mixers and compared their ﬁndings with the performance of
other commonly used contactor types such as mechanically
agitated tanks, bubble columns, and airlift reactors. They
reported that the use of Lightning static mixers can enhance
the interfacial area of contact between the phases by a
factor of 10–25 with the value of the interphase mass
transfer coeﬃcient increasing with increasing liquid and
gas velocities. Volumetric mass transfer coeﬃcients as high
as 2.5 s−1 were obtained at local energy dissipation rates
of about 100 kW/tonne. Similar results were also reported
by several other investigators [20, 33, 34] at somewhat
similar rates of energy dissipation within the volume of
the mixer. The impact that various constituents present in
fermentation broths have on bubble breakage/coalescence
and mass transfer was simulated by Azizi and Al Taweel
by adding trace quantities of a cationic surfactant (up to
20 ppm of SDS). In spite of the well-known adverse eﬀect
that surfactants have on the value of the liquid-side mass
transfer coeﬃcient kL, [24, 35], volumetric mass transfer
U = 0.85 m/s
U = 0.5 m/s
Figure 2: Axial variation in local interphase mass transfer coeﬃ-
cient.
coeﬃcients as high as 4.0 s−1 were obtained thanks to the
ability of screens/sieves to eﬃciently generate large interfacial
areas of contact.
It is however very interesting to note that whereas
static mixers are typically characterized as having very
high local energy dissipation rates (with ε values of up to
1,000 kW/tonne being reported), the power needed to pump
the fermentation broth through the bioreactor can be rather
low. Thus whereas Azizi and Al Taweel [34] obtained mass
transfer coeﬃcients as high as 4.0 s−1 using average energy
dissipation rates within the contactor volume, ε, of 320 W/kg,
the amount of energy used to pump a unit mass of the liquid
through the 560 mm long static mixer, EM , was found to
be as low as 0.02 kWh/tonne. This is mainly attributable to
the low residence times spent within the static mixer. Much
smaller values of EM were obtained by Lemenand et al., [36],
while using high-eﬃciency vortex static elements to disperse
immiscible ﬂuids.
The aforementioned very high volumetric mass transfer
coeﬃcients were obtained by using relatively small inter-
screen spacing (70 mm) and high superﬁcial velocities, fac-
tors which resulted in reducing the eﬃciency by which energy
is utilized to promote mass transfer between the phases (0.1–
0.6 kgO2/kWh, depending on the operating conditions and
the interfacial characteristics of the system). These values are
an order of magnitude smaller than those reported by Al
Taweel et al. [9] using similar mixing elements placed far
apart (with interscreen spacing of 700–1,200 mm) where the
emphasis was on achieving high oxygen transfer eﬃciencies
by taking advantage of the coalescence retardation eﬀect of
the contaminants.
In the present analysis, it is envisaged that the approach
recommended by Turunen and Haario [32] will be adopted.
Short sections containing a relatively small number of static-
mixing elements will be used to disperse the gas into small
bubbles. Each of these sections will then be followed by
relatively long sections of empty pipes which are used to
provide the loop reactor with the desired residence time.
Unfortunately, the ﬁne bubbles formed by the static mixers
will tend to coalesce into bigger ones as the dispersion ﬂows
into the regions of lower local energy dissipation rates. The
overall outcome of these processes is schematically depicted
in Figure 2 which presents the axial variation of the local
mass transfer coeﬃcient predicted by CFD simulation for
two superﬁcial velocities.
The achievement of high interphase mass transfer rates
allows for supplying the high oxygen demands associated
with the use of high cell loadings, and for the stripping of
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the CO2 that tends to dissolve in the broth particularly at
elevated pressures.
3. Converting Hydrocarbons into SCP
In this section, the impact of multiphase mixing (and
the associated impact on interphase mass transfer) on
the performance of forced-ﬂow pipe-loop bioreactors is
illustrated using the important industrial biotechnology case
where hydrocarbons and hydrocarbon-based products are
converted into single-cell protein. This technology is well-
established and has been practiced for many years [37].
Initially, attention focused on the use of waxy n-paraﬃns,
a byproduct from oil reﬁneries with the primary use of
the product being poultry and cattle feed. Because of the
abundance of relatively low-cost natural gas, and the fast
conversion rates achievable at lower hydrocarbon molecular
weights, emphasis has recently shifted towards using several
methanotrophic microorganisms in a continuous process
that simply uses methane, oxygen, ammonia, minerals, and
water as raw materials. This approach was so successful
that a joint venture between Statoil and DuPont (Norferm
A/S) constructed a 10,000 tpa plant in Norway that uti-
lized circulating loop reactors with both horizontal and
vertical sections in which static mixers were introduced to
enhance gas/liquid mass transfer. Commercial-scale produc-
tion began in May 2003, but was shut down after 3 years
presumably because of the low production rate per unit vol-
ume of the reactor and the relatively high cost of natural gas
supply.
3.1. Pipe-Loop Bioreactors for SCP Production. The contin-
uous manufacture of proteins by the biochemical oxidation
of gaseous hydrocarbons in the presence of a nitrogenous
nutrient has been achieved using horizontal and vertical
closed-loop reactors, vertical airlift reactors, as well as vertical
U-loop reactors [10, 11, 27, 38]. These investigations, as
well as many others, identiﬁed that the productivity of
this process is inﬂuenced by a wide range of parameters
such as the liquid phase concentration of oxygen, methane
and CO2, the biomass concentration, temperature, and
pH.
Although the process is relatively simple, the reactor
design methodology is rather complex as it deals with a
multiphase system (gas/liquid/solid) in which the gaseous
reactants have to dissolve into the aqueous medium where a
highly exothermic heterogeneous biochemical reaction takes
place.
The model presented in this paper takes into account
the most critical components aﬀecting the various processes
taking place within the bioreactor used for converting natural
gas into SCP. It can be used to design and evaluate the
performance of vertical and horizontal tubular loop reactors,
as well as the riser section of an Air-Lift Reactor where
most of the interphase mass transfer takes place. The model
calculates the spatial variation in biomass production as the
multiphase reacting mixtures ﬂow along the length of the
pipe-loop reactor and can therefore be used for
(i) identifying the operating conditions under which the
overall production rate is mass transfer limited or
reaction rate limited,
(ii) identifying the optimum design and operating condi-
tions such as reactor length, superﬁcial liquid velocity
and the gas to liquid ﬂow ratio, and optimum
biomass concentration in the recycle stream,
(iii) determining the impact of promoting interphase
mass transfer by preconcentrating the oxygen in the
gas stream (by switching from air to cryogenic oxy-
gen), operating at elevated pressures, and the inser-
tion of static mixers at various locations along the
reactor length,
(iv) calculating the impact of the various design and oper-
ating conditions on the energy dissipation rates in the
various components of the process, thereby enabling
the identiﬁcation of the optimum balance between
capital and operating costs,
(v) identifying the optimum oxygen to methane ratio
and the conditions under which it is necessary to
recycle and reuse unconsumed raw materials (natural
gas, methanol, oxygen, and ammonia).
Better understanding of the interaction between those
parameters is needed in order to develop sustainable means
for converting natural gas and methanol into SCP.
3.2. Speciﬁc Conditions for M. capsulatus SCP Production.
Bioreaction stoichiometry can vary signiﬁcantly depending
on the value of a host of parameters that include growth
media optimization, temperature, and pressure of the reac-
tion. The SCP produced by the biooxidation of natural gas
using mostly M. capsulatus contains about 70% crude pro-
tein, 10% crude fat, 10% nucleic acid, and 7% ash and can be
represented by the elemental analysis CH1.8O0.5N0.2. Nielsen
et al. [39] presented the following stoichiometry for the
biooxidation of natural gas (mainly methane) with ammonia
and oxygen using the aforementioned microorganism:
CH4 + 0.104NH3 + 1.45O2 −→ 0.52CH1.8O0.5N0.2
+ 0.48CO2 + 1.69H2O
(1)
The corresponding reaction yield coeﬃcients are given in
Table 1.
According to Joergensen and Degn [40] the speciﬁc
growth rate of M. capsulatus, μS, during the biooxidation of
methane at 45◦C, can be described by the following Monod
equation with the saturation constant values given in Table 1:
μS = μmaxCS,l
KSM + CS,l
. (2)
4. Modeling the Performance of
Forced-Circulation Loop Bioreactors
Analysis of a bioreactor performance requires a model for
the ﬂow ﬁeld, a model for the biomass reactions taking
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Table 1: Baseline parameters used in simulations.
Parameter Value Units Parameter Value Units
μmax 0.37 hr−1 TSTP 25 ◦C
KS 1.3 e−6 mol CH4/L PT 3 atm
YSX 1.93 (mol CH4/mol Cell) PSTP 1 atm
YOX 2.80 (mol O2/mol Cell) UG,0 0.043 m/s
YCX 0.92 (mol CO2/mol Cell) UL 0.5 m/s
HCH4 1,000.9 L·atm/mol yCH4,0 0.40 [—]
HO2 1,100.81 L·atm/mol yO2,0 0.58 [—]
HN2 2,023.6 L·atm/mol yN2,0 0.02 [—]
HCO2 47.39 L·atm/mol yCO2,0 0.00 [—]
T 45 ◦C Z 15 m
place in the liquid phase, and a model for the mass transfer
between phases (from gas to liquid and from the liquid
to biomass). Despite the fact that biological reactions are
conditioned by the mass transfer between the liquid and
the biomass, hydrodynamics and bioreactions are generally
coupled through conservation equations for the dissolved
species.
For properly designed forced-circulation loop reactors
operating at the relatively high Reynolds numbers encoun-
tered in large-scale operations, the tendency of bubbles
to segregate under the action of gravity can be neglected
particularly when static mixers are inserted to counteract
the tendency for phase segregation and to redisperse the
gas phase into ﬁner bubbles [33, 41, 42]. The bioconversion
taking place in such reactors can then be well represented by
the simple plug-ﬂow multiphase reactor loop in which the
microorganisms can be considered as fully dispersed into the
liquid phase (Figure 3).
The rate of interphase mass transfer that can be achieved
in such a reactor depends on the type of static mixer used, the
spacing between mixing elements, the superﬁcial velocity of
the liquid, the interfacial characteristics of the system, and
the volume fraction occupied by the gas in the two-phase
ﬂowing system [17, 20, 27, 31–34]. In this investigation,
emphasis is therefore placed on developing better under-
standing of the role that interphase mass transfer plays in
determining the overall bioreaction rate, and how it interacts
with diﬀerent design and operating conditions. Subsequent
publications will address means by which optimum mixing
conditions can be achieved in pipe-loop bioreactors.
The characteristics of the bubbly ﬂow system passing
through the control element depicted in Figure 3 is deter-
mined by the physical properties of the two phases, their
respective ﬂow rates, and the extent to which the gas
phase is dispersed through the liquid. The microorganisms
suspended in the liquid phase usually have a density that is
close to that of water and their volumetric ﬂow rate can, at
present, be incorporated as a part of the liquid phase. At
relatively low volumetric concentrations (up to 30 g cells/L
dry weight) the presence of bacteria in water will exert
little inﬂuence on its characteristics but, the rheology of
the microbial suspensions can become more complex at
v
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Figure 3: Schematic representation of the bubbly ﬂow and inter-
phase mass transfer, taking place in pipe-loop bioreactor.
high-volumetric solid loadings of interacting and ﬂocculated
microorganisms [43].
The operational characteristics of the multiphase biore-
actor are usually based on the volumetric ﬂow rate of the
liquid phase to be processed (which includes the suspended
microorganisms as an integral part of it) and the gas to liquid
volumetric ﬂow ratio, G/L. The latter is usually taken at STP
(25◦C, Pressure 1 atm) and does therefore not necessarily
reﬂect the actual conditions present in the reactor which can
operate over a wide range of temperatures and pressures.
The total number of gaseous molecules introduced to the
reactor is therefore given by
NG0 =
i=n∑
i=1
FG,iPSTP
RTSTP
, (3)
where FG,i is the gas ﬂow rate (at STP) for each of the ith
gases introduced to the reactor and n is the total number of
gaseous species encountered in the bioreactor.
Consequently, the volumetric ﬂow rate of the gas phase
at any particular point along the reactor length, QG, can be
determined from
QG = NG0RT
PT
. (4)
And the superﬁcial velocity of the gas phase ﬂowing through
the control element, UG, can be expressed by,
UG = QG
Ac
, (5)
where Ac is the cross-sectional area of the loop reactor.
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Similarly, the superﬁcial velocity of the liquid phase ﬂow-
ing through the element, UL, can be expressed by
UL = QL
Ac
. (6)
The superﬁcial velocity of the two-phase system can therefore
be expressed as
UT = UG + UL. (7)
Neglecting the slip velocity between the phases, a reasonable
assumption in ﬁnely dispersed bubble ﬂows, the volume
fraction of the gas phase (i.e., the gas holdup) can be
expressed as
εG = QG
QG + QL
. (8)
The total number of gas molecules ﬂowing through the
control element is determined by the ﬂow rate of the
various gaseous constituents fed into the reactor, minus those
quantities that have been transferred into the liquid phase,
as well as by the various gaseous products that evolve as a
result of the biochemical reaction taking place. Parts of the
latter gases dissolve into the liquid phase with the remainder
being transferred into the bubbly ﬂow gas phase (including
water vapour which can play a signiﬁcant role at relatively
high operating temperatures).
Since there is no biochemical reaction taking place in the
gas phase, the axial evolution of the reactant concentrations
(in the gas and liquid phases) along the length of the reactor
can be described by
dCCH4,G
dz
=
−(kLa/εG)
(
C∗CH4 − CCH4,L
)
UT
, (9)
dCCH4,L
dz
=
(kLa/(1− εG))
(
C∗CH4 − CCH4,L
)
− YSXμCX
UT
,
(10)
dCO2,G
dz
=
−(kLa/εG)
(
C∗O2 − CO2,L
)
UT
, (11)
dCO2,L
dz
=
(kLa/(1− εG))
(
C∗O2 − CO2,L
)
− YOXμCX
UT
, (12)
dCCO2,G
dz
=
−(kLa/εG)
(
C∗CO2 − CCO2,L
)
UT
, (13)
dCCO2,L
dz
=
(kLa/(1− εG))
(
C∗CO2 − CCO2,L
)
+ YCXμCX
UT
.
(14)
The values of the yield coeﬃcients YSX ,YOX , and YCX are
given in Table 1 for the case when Methylococcus capsulatus
is used to convert methane into SCP.
In addition to the reactants, the gases introduced to the
bioreactor usually contain an amount of inerts (nitrogen and
rare gases) the value of which depends on the composition of
the oxygen source as well as that of the natural gas. Although
these gases do not take part in the biooxidation reaction, they
partially dissolve in the liquid stream circulated through the
loop reactor and their presence in the gas phase results in
reducing the concentration of the reactants present in that
phase and can, therefore, adversely aﬀect the mass transfer
rates. The same applies to the case of the CO2 produced as a
result of the biochemical reaction.
The axial variation of the inert gas concentration in the
gaseous and liquid phases is given by
dCInert,G
dz
= −(kLa/εG)
(
C∗Inert − CInert,L
)
UT
, (15)
dCInert,L
dz
= (kLa/(1− εG))
(
C∗Inert − CInert,L
)
UT
. (16)
Although the mass transfer coeﬃcient for the various gases
can be signiﬁcantly diﬀerent, they are assumed to be equal
for the purpose of this investigation. The equilibrium
concentrations present at the gas/liquid interface used in (9)–
(16) were computed using Henry’s law,
C∗i =
yi · P
Hi
, (17)
where the values of Henry’s constant for the various gases
are based on the standard values reported in Table 1 but
corrected for the bioreactor operating temperature using a
van’t Hoﬀ equation. The vapour pressure of water present at
the interface was estimated using the Antoine equation.
5. Results and Discussion
The system of nonlinear ODE describing the fermentation
of M. capsulatus in a single pass, (3)–(17), was solved using
MATLAB’s ODE solvers. The impact of various design and
operating parameters on the performance of the reactor was
numerically determined with the objective of identifying
optimum design and operating conditions using the produc-
tivity per unit volume as a preliminary indicator. Pressure
losses due to the ﬂow through the static mixers and along
the reactor length was neglected at this stage of analysis.
Throughout the present investigation, the oxygen to
methane ratio was kept at the stoichiometric value of 1.45.
The 15 m long loop bioreactor was assumed to operate
at the optimum temperature of 45◦C by providing means
for removing the heat released through the biooxidation
reaction. The oxygen stream is also assumed to be from
cryogenic distillation (97% O2 with 3% inerts) except where
the eﬀect of using diﬀerent oxygen enrichment methods
was assessed. In cases where the methane and oxygen are
completely consumed prior to leaving the tubular reactor,
the set of diﬀerential equations reduces to only the liquid
phase for the remainder of the reactor. This was necessitated
because a singularity in the gas phase equations occurs as the
gas fraction approaches zero.
To reduce the computational eﬀort associated with the
analysis of this complex process at this early stage of process
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Figure 4: Startup concentration proﬁles in the liquid and gas phases (PT = 3 atm, kLa = 0.05 s−1, CX0 = 5 g/L, G/L = 0.20, and UL = 0.5 m/s).
assessment, it was assumed that the dissolved gases are
ﬂushed out from the recycled liquid stream which is then
returned to the reactor after it is presaturated by the reac-
tants (95% of max achieved at the operating temperatures
pressures).
5.1. Startup Operations. In the liquid phase, where the bioox-
idation reaction takes place, the axial variation of the
reactants (CH4 and O2) and product (CO2) concentrations
is controlled by the relative magnitude of the rate at which
the reactants are supplied to the liquid phase (through
interphase mass transfer) and the rate at which they are con-
sumed through the biooxidation microbial activity. During
the startup stage, the bioreaction is initiated by introducing a
small amount of the bacterial inoculums to the recirculating
liquid followed by the introduction of the reactant gases at
the desired pressure. To accurately simulate this transient
stage, the concentration of the reactants in the liquid phase
entering the loop was set at zero but was found to increase
along the reactor length due to the absorption and/or gas
evolution associated with the microbial growth (Figure 4).
On the other hand, the concentration of the reactants in
the gas phase decreases as the dispersion progresses along the
reactor length with very low concentrations of CO2 appear-
ing in the gas phase due to its progressive accumulation in
the liquid phase where it is very soluble at the relatively high
pressures used in this case. Due to the low biomass loadings
used at startup, the gaseous reactants (CH4 and O2) are not
fully consumed in the bioreactor and large quantities of the
gaseous reactants may need to be ﬂared or recirculated until
suﬃcient biomass loadings have been built up.
This transit situation continues with complete recircu-
lation of the liquid at progressively higher concentration
of the microorganisms until a quasi-steady state is reached
in which the SCP can be harvested. Since harvesting is
typically conducted at atmospheric pressure, most of the
gases dissolved in that liquid stream will ﬂash out before the
liquid is returned back to the reactor (Figure 1).
5.2. Eﬀect of Mixing and Promotion of Interphase Mass Trans-
fer. The relative importance of interphase mass transfer and
reaction rates is clearly shown in Figure 5. At relatively low
volumetric mass transfer coeﬃcients, the average productiv-
ity of the bioreactor is limited by the rate at which the gaseous
reactants are transported into the liquid phase. On the other
hand, the reactor productivity is controlled by the intrinsic
biooxidation rate at high mass transfer coeﬃcients with the
transition point between the two regimes being a function of
the diﬀerent design and operating conditions.
The length of reactor needed to achieve >99% utilization
of the reactants was found to decrease as the value of the
interphase mass transfer coeﬃcient and biomass loadings are
increased. This suggests that the process can be operated at
somewhat higher gas/liquid ratios, or that shorter reactor
lengths can be used, in order to ensure maximum utilization
of the reactor volume. Both of these options can have signif-
icant impact on enhancing process sustainability.
The importance of using a combination of high cell load-
ing and high volumetric mass transfer coeﬃcients is demon-
strated in Figure 6. For the design and operating conditions
tested, the fraction of reacting gases that get converted in
a single pass through the loop was found to increase from
about 20% up to about 100% as the cell loading is increased
from 3 to 15 g/L provided that the mixing intensity is high
enough to supply the microorganisms with the nutrients
they need to grow. The overall complexity of the conversion
process becomes much simpler if practically all the reactants
are consumed within a single pass, thus avoiding need for the
complex and costly operations needed to separate and recycle
the unused reactants. There is, however, some indications
that it is necessary to maintain a minimum level of oxygen
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Figure 5: Eﬀect of the volumetric mass transfer coeﬃcient on the reactor productivity (PT = 3 atm, G/L = 0.20, and UL = 0.5 m/s).
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Figure 6: Eﬀect of the volumetric mass transfer coeﬃcient on the concentration of oxygen and methane in the gas phase exiting the reactor
( PT = 3 atm, G/L = 0.20, and UL = 0.5 m/s).
concentration within the reactor to maintain a vigorous and
healthy microorganism population.
The high-mass transfer coeﬃcients needed to maintain a
high level of reactor productivity cannot always be achieved,
particularly in the case of shear-sensitive microorganisms.
The use of high-operating pressures to promote mass
transfer has been proposed as a mean for overcoming such
diﬃculties. As can be seen from Figure 7, the production-rate
per unit volume of the reactor was found to increase linearly
with increasing operating pressure but tends to ﬂatten oﬀ
beyond a certain pressure the value of which depends on the
cell loading. Operating the reactors at pressures higher than
those optimal values is wasteful of energy, whereas the full
productivity potential of the reactor will not be achieved by
operating at pressures lower than the optimal. It is, however,
important to remember that the volumetric ﬂow rate of the
gases ﬂowing through the reactor decreases in proportion
to the operating pressure, thereby making it more diﬃcult
to achieve and maintain elevated volumetric mass transfer
coeﬃcients at high pressures.
An extensive analysis of the results obtained revealed
that productivity of the pipe-loop bioreactor is controlled
mainly by the magnitude of the interphase mass transfer
and the cell loading in the fermentation broth being
introduced into the reactor. The combined eﬀect of these
two highly interactive parameters is given in Figure 8 which
clearly illustrates the regions of mass transfer limitations,
regions where the kinetics of microbial growth controls the
overall performance, and the conditions where both of these
parameters play an important role.
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Figure 8: Eﬀect of initial cell loading and volumetric mass transfer
coeﬃcient on the productivity of the bioreactor (PT = 3 atm, G/L =
0.20, and UL = 0.5 m/s).
A plateau in reactor productivity was observed to occur
under conditions where both high biomass loadings, and ele-
vated interphase mass transfer coeﬃcients, can be achieved.
In this region, an increase in the value of either parameter
does not appear to enhance the productivity of the loop-
bioreactor mainly because the reactants are exhausted before
reaching the end of the ﬁxed length bioreactor (15 m). On the
other hand, one can use shorter bioreactor length to match
that where the bioactivity takes place, thereby reducing the
capital cost of the bioreactor and increasing the productivity
of the bioactive parts of the reactor.
Figure 8 clearly shows that bioreactor productivity as
high as 4 kg/h m3 can be achieved using average mass transfer
coeﬃcients as low as 0.05 s−1, a feat that can be easily
achieved using pipe-loop bioreactors that are equipped with
appropriately designed static mixers. However, considering
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Figure 9: Eﬀect of superﬁcial liquid velocity and mass transfer
coeﬃcient on the productivity of the bioreactor (PT = 3 atm, Cx0 =
15 g/L, and UG,0 = 0.043 m/s).
that there are in excess of 40 commercially available static
mixers designs that can be used for that purpose, the detailed
analysis/design of the gas liquid contact in such units is
beyond the scope of the present investigation.
One of the most commonly used means for controlling
the level of the interphase mass transfer coeﬃcient in the
case of gas/liquid dispersions ﬂowing through static mixers
is by increasing the superﬁcial velocity of the liquid phase.
The impact of such action on the productivity of the loop
bioreactor is shown in Figure 9 for a ﬁxed biomass loading of
15 kg/m3 and a constant inlet superﬁcial gas velocity of UG =
0.043 m/s.
Since we are dealing with a ﬁxed length reactor, an
increase in superﬁcial gas velocity will lead to reducing the
residence time in the bioreactor. It is therefore interesting to
see that for kLa values 0.08 s−1, a plateau in the bioreactor
productivity was observed to occur for superﬁcial liquid
velocities of 0.4 m/s or higher. Under such conditions, all the
reactants are converted within the speciﬁed reactor length
and any changes in the residence time, kLa, and G/L ratio
are not reﬂected in the productivity but in the length of the
reactor needed to achieve conversion. The slight reduction
in productivity observed at UL values lower than 0.4 m/s is
caused by the incomplete conversions of the reactants at the
elevated G/L ratios associated with the low liquid superﬁcial
velocities.
Under conditions where low kLa values are expected to
prevail, it was found that the use of high liquid superﬁcial
velocities results in increasing the productivity of the reactor
to some extent. This unexpected ﬁnding stems from the
increased importance of the reactant feed rates associated
with the elevated inﬂux of presaturated liquid feed. This, in
turn, resulted in the average concentration across the reactor
length being higher the larger the liquid superﬁcial velocity
is, with the consequent increase in average bioreaction rate.
It is, however, not desirable to operate the bioreactor outside
of the plateau region because of the large reactant fraction
that remains unutilized at the end of the reactor, and
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the consequent need to establish a costly reactant recovery
system to maintain the sustainability of the operation.
6. Conclusions and Recommendations
The impact that mixing has on the productivity of growing
microorganisms in loop bioreactors has been investigated
using the bioconversion of natural gas into Single-Cell
Protein as a case in point. A computer-aided design and
simulation model capable of analyzing the factors aﬀecting
this process was developed which is capable of accounting
for the impact that a wide range of operating and design
conditions can have on the productivity of the tubular loop-
reactors used in industry.
The results obtained in this investigation suggest that
it is possible to operate the process in a manner by which
more than 99% of the reactants can be utilized in a once-
through operation provided that proper biomass loadings
and reactor lengths are used, and adequately high interphase
mass transfer coeﬃcients are achieved. Average bioreactor
productivities in excess of 4 kg/h m3 are predicted to be
achieved using average mass transfer coeﬃcients as low as
0.05 s−1, a feat that can be easily achieved using pipe-loop
bioreactors that are equipped with appropriately designed
static mixers.
However, that model does not yet address the physical
means by which the desired interphase mass transfer coef-
ﬁcients can be achieved, a deﬁciency that is presently being
addressed.
Nomenclature
a: Interfacial area of contact [m2/m3]
Ac: Cross-sectional area of the loop reactor
pipe [m2]
C: Bulk concentration [mol/L] and Constant in
Van’t Hoﬀ equation [L·atm/mol]
C∗: Equilibrium concentration at the interface
[mol/L]
D: Pipe diameter [m]
E: Energy consumption rate [kW]
Em: Energy consumed per unit mass of the liquid
[kW/tonne]
H : Henry’s constant [L·atm/mol]
kL: Mass transfer coeﬃcient in liquid phase
[m s−1]
kLa : Volumetric mass transfer coeﬃcient [s−1]
L: Pipe length [m]
P: Pressure at any particular point along the
reactor length [atm]
Q: Volumetric ﬂow rate [m3/s]
R: Universal gas constant [L·atm/K·mol]
Re: Pipe Reynolds number
t: Residence time [s]
T : Temperature [◦C]
U : Superﬁcial velocity [m/s]
V : Volume [m3]
y: mole fraction in gas phase
Yij : Stoichiometric yield coeﬃcient of
component i relative to component j (e.g.,
YSX , mol CH4/mol Cells)[mol i/mol j].
Greek Symbols
ε: Local turbulent kinetic energy dissipation
rate [kW/tonne]
εG: Volumetric fraction of dispersed phase [—]
ρ: Density [kg/m3]
σ : Surface tension [N/m]
τ: Total residence time in the reactor [s]
μ: Viscosity [cP] and Speciﬁc growth rate of the
microorganisms [h−1]
φ: Volumetric fraction of dispersed phase [—].
Subscript
0: Initial conditions
CH4: Methane
CO2: Carbon dioxide
G: Gas
H2O: Water vapour
i: Component i in yield coeﬃcient either
produced or consumed (e.g., S for substrate
or C for carbon dioxide)
Inert: Nonreactive gases
j: Component j in yield coeﬃcient (e.g., X)
L: Liquid
Max: Maximum
ref: Reference conditions
STP: Standard temperature and pressure (25◦C,
1 atm)
T : Total
X : Cell biomass.
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The most economical technology for production of titanium dioxide pigment is plasma-chemical syntheses with the heating of the
oxygen. The highlight of the given reaction is formation of a solid phase as a result of interactions between two gases, thus brings
the formation of particle deposits on the reactor walls, and to disturbing the normal operation of the technological process. For
the solving of the task of reactor internal walls cleaning the pulsed gaseous system was suggested and investigated, which throws
circular oxygen jet along surfaces through regular intervals. Study of aerodynamic eﬃciency of the impulse system was carried by
numerical modeling and experimentally with the help of a specially created experimental facility. The distribution of the pulsed
ﬂow velocity at the exit of cylindrical reactor was measured. The experimental results have shown that used impulse device creates
a pulsed jet with high value of the speciﬁed ﬂow rate. It allows to get high velocities that are suﬃcient for the particle deposits
destruction and their removal away. Designed pulsed peelings system has shown high eﬃciency and reliability in functioning that
allows us to recommend it for wide spreading in chemical industry.
1. Introduction
The most technologically advanced and economical method
of production of titanium dioxide pigment is a plasma-
chemical synthesis of oxygen with heating to 3500 K in an
arc plasma torch [1–3]. In this process, titanium dioxide
is formed by the oxidation of atomized liquid titanium
tetrachloride, which interacts with an oxygen plasma. Chem-
ical reactor, which implements the technology in question,
represents a cylindrical tube with an inner diameter of 200–
300 mm and a length of 1,000–2,000 mm. At the entrance
to the reactor, a torch is installed, which creates a high
subsonic jet of oxygen and feeder tetrachloride into the jet.
At the reactor outlet, gas stream is obtained with particles of
titanium dioxide, which are separated in a certain way from
the gas phase.
A feature of this reaction is the formation of a solid phase
as a result of the interaction of two gaseous components.
Originally appearing particles of titanium dioxide are in
gaseous state, then the condensation of the molecular-
dispersed titanium dioxide formed aerosols. As the particles
pass the reactor space as their size increases due to con-
densation of titanium dioxide from the gas phase on the
particle surface and by coalescence of individual particles
into larger agglomerates, resulting in particle sizes reach 0.1–
0.4 microns. This raises the problem of sticking of particles
on water-cooled walls of the reactor [4]. Buildup begins
at 150–200 mm from the place of tetrachloride supply. The
resulting scull can completely ﬁll the workspace of the reactor
and disrupt the process. Cleaning the inside surface of the
reactor from the sticky particles by stationary slit jet of
oxygen was recognized ineﬀective because of the low speed
jet.
To ensure that eﬀective cleaning is necessary to sig-
niﬁcantly increase the speed of the ﬂow near the wall of
the reactor. This problem can be solved by using a pulsed
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Figure 1: Proposed scheme of pulse cleaning system.
Figure 2: Scheme of the reactor with open entrance.
annular gas jet, which is released periodically along the
inner wall of the reactor in the direction of ﬂow [5–8].
Pulse mode provides the highest value of speciﬁc ﬂow
rate and, accordingly, the highest value of ﬂow velocity. In
addition, annular jet conﬁguration provides displacement
of the velocity maximum near the surface being cleaned.
The proposed scheme of pulse cleaning system is shown in
Figure 1.
In the central part, as before, continuously operating
high-ﬂow oxygen is fed together with a mixture of tita-
nium tetrachloride. Consumption of gas components at the
entrance G1. With the help of a special ring around the
inner wall of the reactor, periodically pulsed jet of oxygen is
supplied at room temperature with high pressure. Flow rate
of this jet will denote as G2. The jet should create such a ﬂow
in the channel of the reactor, which breaks and removes the
accumulating deposits on the reactor walls. It is natural that
during the time of the pulsed jet creating the ﬂow rate of the
gas phase at the reactor outlet G3 is the sum of ﬂow rates of
incoming gases G1 and G2.
From the technological conditions, the next additional
requirements to the cleaning system follow. Produced
gaseous jet should have a suﬃciently high speed (20–40 m/s)
needed for deposit breaking, and a small total ﬂow rate (not
more than 10% of the basic ﬂow of oxygen through the
reactor). In the process of pulse jet forming, a pressure in
the ﬂow at the inlet of the reactor should not be increased,
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Figure 3: Isolines of the velocity V. (a) δ = 12 mm; (b) δ = 6 mm;
(c) δ = 6 mm; (d) δ = 2.5 mm.
to avoid disruption of the arc plasma torch. In addition, a
device for creating a pulsed jet should be simple in design
and reliable in operation.
2. Mathematical Model and Numerical
Simulation Results
Gas dynamics of ﬂow in the reactor at diﬀerent variants of the
annular jet and entraining conditions at the inlet was studied
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Figure 4: The velocity V. distribution in the cross-sections (X = 2 mm, 500 mm, and 1000 mm).
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Figure 5: Isolines of the velocity V. (a) δ = 12 mm; (b) δ = 12 mm; (c) δ = 6 mm; (d) δ = 2.5 mm.
primarily by theoretical analysis [9] and then by means
of numerical simulations. Calculations were performed
using an integrated software package SolidWorks + ANSYS.
Preparation of a geometric 3D model of the reactor was
carried out in the program SolidWorks, then the model
was imported in the computer module ANSYS, where the
gas-dynamic calculations were performed. The speciﬁed
computer software involves ﬁnite-volume method and time-
dependent Navier-Stokes equations for computations. The
program automatically analyzes the body geometry and
forms the computational grid on the surface of the body and
released into the ﬁeld of computing. In the process of solving,
the grid was optimized in the areas of large ﬂow parameter
gradients.
The conﬁguration of the calculated cases determined by
the following terms and conditions. The hole diameter of
180 mm at the entrance of the reactor is opened or closed.
The initial conditions in the reactor corresponded to ambient
conditions. We considered three values of the height of the
annular slot for gas injection: 2.5 mm, 6 mm, and 12 mm. In
all cases, the ﬂow rate of the annular jet remained constant
with the value of 0.7 kg/s. Produced annular jet was either
parallel to the axis of the reactor, or twisted in the tangential
direction.
2.1. Entrance Is Opened: The Jet Is Parallel to the Axis.
The scheme is shown in Figure 2. Figure 3 shows a typical
velocity distribution inside the reactor under consideration
at diﬀerent heights ejecting slit. Figure 4 shows a comparison
of the diagrams of velocities in the cross-sections at a distance
of 2 mm, 500 mm, and 1000 mm from the entrance.
As seen from Figure 3 in the considered range of slot
heights, an annular jet injects air through the open entrance
and expands in the propagation through the channel. The
region of conical shape is formed inside the channel. The
velocity in this region decreases from a maximum at the
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Figure 6: The velocity V distribution in the cross-sections (X = 2 mm, 500 mm, and 1000 mm).
Figure 7: Scheme of the reactor with swirling ejecting jet.
entrance to almost zero in the middle of the channel. From
these data, it is seen that the greatest velocity at the reactor
walls creates a jet with a height of 2.5 mm slit (see Figure 4).
This means that a maximum possible value of the dynamic
pressure acts on deposits along the walls, which is required
to accomplish the cleanup task.
2.2. Entrance Is Closed: The Jet Is Parallel to the Axis. The
results of calculations of gas-dynamic parameters in the
reactor with a closed entrance showed signiﬁcant time-
dependent nature of the ﬂow. In these calculations, we could
not get a picture of the stationary distribution of velocities
and ﬂow parameters inside the reactor. Therefore, the ﬁgures
below show the unsteady random velocity distribution in
diﬀerent sections.
The data presented (see Figures 5 and 6) show that the
recirculation zone with reduced pressure is formed due to
the action of the annular jet in the channel near the closed
entrance. Implemented asymmetric velocity distribution in
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Figure 8: Isolines of the total velocity V. (a) δ = 12 mm; (b) δ =
6 mm; (c) δ = 2.5 mm; (d) δ = 2.5 mm.
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Figure 9: The total velocity V distribution in the cross-sections (X = 2 mm, 500 mm, and 1000 mm).
the channel is explained by unsteady interaction of the
recirculation zone with the annular jet.
The values of ﬂow velocities in the annular jet inside
the channel are substantially less than in the case of open-
channel input. The main reasons of this situation are the low
ﬂow rate of ejected gas and the formation of low-pressure
zone near to closed entrance.
2.3. Entrance Is Opened: Twisted Jet. The scheme is shown
in Figure 7. The adopted computational technology allows
us to calculate swirling ﬂow in the channel of the reactor
in the presence of the initial vorticity of ejecting jet. The
typical distributions of the absolute values of velocity in the
longitudinal and cross-sections are shown in Figures 8 and 9.
It is seen that, at suﬃciently high altitude the annular gap
(δ = 12 mm, 6 mm), a decisive role in the jet parameters
have dimensions of supplying pipes. With a decrease in the
height of the slit, when its area becomes commensurate with
the area of supplying pipes, the eﬀect of vorticity the ejecting
jet decreases, and the eﬀect of the height of the annular gap
on the parameters of the formed ﬂow becomes crucial.
The data show that the swirling ﬂow signiﬁcantly aﬀected
the structure of the ﬂow in the channel. Absolute ﬂow
velocity in the annular jet, and the inside of the channel
6 International Journal of Chemical Engineering
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Figure 11: Total pressure of the air ﬂow at the reactor entrance.
increased markedly relative to the situation with longitudinal
blowing (see Figures 3 and 4). Inside the channel, in contrast
to the longitudinal blowing, a uniform ﬂow with velocity of
40 m/s is forming almost at entire length.
Deceleration of the ﬂow (up to 10 m/s) occurs only near
the channel exit. It should be noted that the twisted blowing
from the ring nozzle with a slit height of 2.5 mm leads to
a decrease in ﬂow velocity within the channel from 60 m/s
at the entrance up to 40 m/s in the middle of the channel,
and again increases at the outlet of the channel. At the same
time, the ﬂow velocity at the channel walls reaches 120 m/s.
Typical peculiarities of vortex ﬂow in velocity proﬁles in the
−3000
0
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0 20 40 60 80
P (Pa)
(ms)
Figure 12: Total pressure of the air ﬂow at the reactor exit.
transverse and longitudinal sections of the channel indicate
that the twist ﬂow is saved along the entire length of the
channel. The increase in ejection of air with open entrance
of the reactor caused by the intensiﬁcation of the mixing
process for swirling annular jet due to additional azimuthal
velocity component.
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Table 1: Experimental results.
Width of the annular gap 12 mm 6 mm 2.5 mm
Mass ﬂow rate at the outlet, kg/s
Entrance is opened experiment 0.92 1.07 1.23
Entrance is opened calculations 1.19 1.61 2.51
Entrance is closed experiment 0.87 — 0.73
Entrance is closed calculations 0.70 0.70 0.70
Entrance is opened swirling jet calculations 1.62 1.52 2.83
Ejection coeﬃcient (G3 −G1)/G1
Entrance is opened experiment 0.35 0.57 0.81
Entrance is opened calculations 0.75 1.37 2.69
Entrance is closed experiment 0.28 — 0.07
Entrance is closed calculations 0.00 0.00 0.00
Entrance is opened swirling jet calculations 1.31 1.17 3.04
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3. Experimental Study of
Pulse Cleaning System
Investigation of the aerodynamic eﬃciency of the developed
system cleaning was conducted on a specially designed
experimental model of the reactor (see Figure 10), which
preserves the basic dimensions of the real reactor.
The model of the reactor was a cylindrical tube 1 with
an inner diameter of 211 mm and a length of 1000 mm. At
the entrance of the reactor model is hosted a unit forming
an annular jet for cleaning, which consists of an annular
chamber (prechamber) 7 with a volume of 0.6-0.7 dm3, tubes
8 with a diameter of 16 mm for the air supply and slotted
nozzle 9 as an annular gap formed by the inner wall of the
pipe 1 and the outer wall of the input cylinder 10. The gap
width δ can vary from 2 to 12 mm. Air supply tubes located
at an angle of 45◦ to the radius of the tube, which reduces
the total pressure loss at the entrance to the prechamber and
forms a twisted ﬂow inside the reactor. To create circular
pulsed jet, we use the air at room temperature (instead of
oxygen under actual conditions). In the central part of the
reactor input, it is a cylinder 10 with diameter of 180 mm,
through which the pulse annular jet sucked the air from the
atmosphere.
As a source of pulse gas ﬂow, a pnevmopulse generator
2 developed by the authors [10] was used. The generator
consists of storage tank 3 with a volume 9.4 dm3, designed
for pressures up to 1.0 MPa , exhaust nozzle 4 with diameter
of 41 mm and high-speed valve 5. Pnevmopulse generator
was connected to the reactor by rubber hoses 6 of 18 mm in
diameter and 1 m in a length.
To carry out the time-dependent measurements of pulse
pressure at the reactor outlet special high-speed digital test
equipment, which included initial pressure transducer 11,
and a registration system based on PC was implemented. In
each experiment, 4096 samples were recorded during 0.65 s
with the help of 10-bit ADC. The absolute error of pressure
measurements did not exceed 70 Pa.
Experiments were carried out as follows. First of all Pitot
probe with a diameter of 3 mm was mounted at the reactor
outlet. The recording apparatus was set in a state of readiness.
Pressured air is ﬁlled storage volume 3 for 3–5 seconds
until the pressure in the network, then automatically acti-
vated high-speed valve 5 (time of full opening of 3-4 ms)
and a release of working gas through the slotted nozzle 4 for
50–60 ms (see Figure 11). At this time we recorded the total
pressure at a given point of the outlet plane of the reactor
model. A typical oscillogram of the total pressure recording
is shown in Figure 12.
From each oscillogram, a section length of 100 ms was
cut out for further analysis. It began after the arrival of
the perturbation to the pressure transducer. Integral of this
region was calculated during the time of the positive phase
pulse from signal being recorded. Dividing the received pulse
at the expiration of the time scale of the pnevmopulse
generator (60 ms), we obtain the mean value of the total
pressure in this experiment. This value is used to calculate
the average speed of subsonic ﬂow during the period in the
assumption that the static ﬂow pressure and atmospheric
pressure are equal.
All experiments were performed at an initial pressure
of air in generator of 0.46 MPa and a temperature of
285 K. At these parameters, storage chamber of pnevmopulse
generator implies 0.0406 kg of air. Maximum ﬂow rate at
the beginning of the exhaust is 1.06 kg/s or 0.9 m3/s. Average
mass ﬂow rate during 0.060 s will be 0.68 kg/s and 0.57 m3/s.
For comparison, that the stationary compressor providing
the same air ﬂow rate (0.8 m3/s), has a drive power of
140 kW [11]. High values of speciﬁc ﬂow productivity are a
distinctive feature of pulse systems and allow relatively easy
to solve the problems of industrial cleaning systems from
deposits.
The width of the annular gap in the experiments was
δ = 12.0, 6.0, and 2.5 mm. According to the calculations
the initial jet velocity was 66, 133, and 266 m/s (for slots
with δ = 12 mm, 6 mm and 2.5 mm, resp.). To evaluate
the ability of ejecting annular jet for cleaning, experiments
were carried out with open and closed section of the input
cylinder 10. The obtained proﬁles of mean velocity at the
outlet of the reactor are shown in Figure 13. Light symbols
correspond to an open entrance into a reactor, the dark
to closed entrance. It is seen that at the reactor outlet air
velocity is slowed down, but remains at least 30–40 m/s,
which ensures the eﬀective destruction of the deposits on
the walls. In a length of 1000 mm, there is no alignment of
the ﬂow, and the maximum velocity is near the walls. This
conﬁrms the correctness of our choice of annular injection
scheme for cleaning the reactor at a speciﬁed length.
The mass of ﬂowing air at the outlet of the reactor under
diﬀerent input conditions, obtained by integrating the axial
velocity distribution over the area is shown in Table 1. It also
shows the coeﬃcient of ejection as the ratio of the mass of
air ejected from the environment to the mass of the ejecting
gas ﬂowing from pnevmopulse generator in the form of an
annular jet. We see that when the open entrance takes place
a visible ejection of gas occurs, and its magnitude increases
with decreasing size of the annular gap. In the experiment,
the maximum ejection coeﬃcient (80%) provides an annular
jet, which follows from the gap of 2.5 mm. In calculating the
coeﬃcient of ejection exceeds the experimental values of 2-
3 times and reaches 250%. The gap 12 mm in experiment
generates ejection coeﬃcient of 35%, and the calculation
of up to 70%. It is interesting to note that even with a
closed entrance gas mass addition is observed up to 26%.
This indicates the presence of backﬂow through the central
portion of the output section of the reactor, where the
measurements were made with low accuracy. The presence
of back ﬂow in the central part of the output section at the
closed entrance and width of the gap of 2.5 mm was observed
visually in the experiments. In this case, the ejection is a
negative factor because it implies additional disturbances in
the gasdynamic ﬂow pattern and can lead to a breach of
the technological process in the reactor. From this point of
view, it is preferable to use a larger gap (e.g., 12 mm), which
performs the task of cleaning and does not create problems
with ejection. In the calculations with the swirling jet an
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ejection coeﬃcient is further enhanced for all values of the
slot heights.
In Figure 14 the values of ﬂow velocity, referred to the
velocity measured along the tube axis for open and closed
entrance with gap width of 2.5 mm are shown. It is seen that
the maximum velocity reached at the orientation of Pitot
probe at an angle of 40–50◦ to the axis in the direction of
the expected tangential velocity component. Accordingly, the
same direction has an absolute velocity vector of the swirling
ﬂow. It means that original angle of twist of 45◦ has not
changed over a length of 1000 mm. Taking it into account,
the values of the axial component of jet velocity, shown in
Figure 13 shall be increased by 25–50%, so the real value
of the ﬂow velocity relative to the tube walls reaches up to
60 m/s.
4. Conclusion
The results of the studies have shown that the annular
pulse jet ensures the gas ﬂow velocity (up to 60 m/s)
suﬃcient to clean over the whole length of the inner wall
of a chemical reactor under consideration. In accordance
with the experimental and theoretical results of this study
unique pulse cleaning system was designed, manufactured,
and installed on a real existing chemical reactor. Experience
in continuous operation showed that the system has a
high cleaning eﬃciency and reliability, so it is possible to
recommend similar cleaning systems for widespread use in
the chemical industry.
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There are two classes of mixing sensitive reactions: competitive-consecutive and competitive-parallel. The yield of desired product
from these coupled reactions depends on how fast the reactants are brought together. Recent experimental results have suggested
that the mixing eﬀect may depend strongly on the stoichiometry of the reactions. To investigate this, a 1D, dimensionless, reaction-
diﬀusion model at the micromixing scale was developed. Assuming constant mass concentration and mass diﬀusivities, systems
of PDE’s were derived on a mass fraction basis for both types of reactions. Two dimensionless reaction rate ratios and a single
general Damko¨hler number emerged from the analysis. The resulting dimensionless equations were used to investigate the eﬀects of
mixing, reaction rate ratio, and reaction stoichiometry. As expected, decreasing either the striation thickness or the dimensionless
rate ratio maximizes yield, the reaction stoichiometry has a considerable eﬀect on yield, and all three variables interact strongly.
1. Introduction
Mixing and apparent reaction rate are intrinsically related:
reactions involving multiple reactants cannot occur without
the reactants being contacted intimately at a molecular level.
In a reactor, reactants are added at the macro- or meso-
scale. For the reaction to occur, the pure reactants need to
be homogenized at the molecular scale so that molecules can
collide. If the mixing is fast enough, the intrinsic chemical
kinetics governs the rate of production of new species. This
requires a reduction of scale and of diﬀerences in concen-
tration, which is the very deﬁnition of mixing as it pertains
to chemical reactions.
In two known classes of reaction, the progress of the
reaction depends heavily on how quickly the reactants are
brought together. These reactions consist of two or more
competitive reactions either occurring in parallel, where two
or more reactions involving the same reactants take place
at the same time, or in a consecutive sequence, where the
desired product of one of the reactions participates in a
second undesired reaction with the original reactants. Both
types of reaction schemes can involve considerable produc-
tion of unwanted by-product despite the desired reaction
being as much as a million times faster than the undesired
reaction.
Typical representations of these reaction schemes are
given in Table 1. For both cases, k′1 
 k′2, P is the desired pro-
duct, and S is the undesired by-product. Therefore, for a
perfectly homogeneous mixture of reactants present in a sto-
ichiometric ratio of one (A : B = 1 : 1), the yield of by-pro-
duct S should be very small. It is well established (Baldyga
and Bourne [1], Patterson et al. [2]) that the yield of byprod-
uct can indeed be quite signiﬁcant: an eﬀect which is due to
imperfect mixing. These classical stoichiometries have been
extensively studied (Baldyga and Bourne [1, 3], Baldyga et al.
[4], Cox et al. [5], Cliﬀord et al. [6], Cox [7], and Patterson
et al. [2]). The primary aim of this paper is to study the eﬀect
of a diﬀerent overall reaction stoichiometry on the yield
of desired product and the diﬀusive mass transfer limita-
tions that are associated with this diﬀerence.
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Table 1: Classic mixing sensitive reaction schemes.
Competitive-consecutive (C-C) Competitive-parallel (C-P)
A + B
k′1−→ P A + B k
′
1−→ P
P + B
k′2−→ S C + B k
′
2−→ S
The Damko¨hler number is the dimensionless number
used to scale the rate of mixing to the rate of reaction for any
given mixing sensitive reaction. There are several forms of
the Damko¨hler number, with the mixing Damko¨hler number
(Da) given by (Patterson et al. [2]):
Da = τM
τR
= mixing time · reaction rate (1)
where τM is the characteristic mixing time and τR is the
characteristic reaction time. The academic and industrial
mixing communities have proposed several deﬁnitions of
τM , τR, and Da with respect to the reacting ﬂow problem,
and some of those eﬀorts are summarized in the following
sections.
2. Literature Review
The literature review is structured as follows. First, a
review of the chemical engineering literature that focuses on
competitive-consecutive and competitive-parallel reaction
schemes is presented. This is followed by a review of the
nonlinear reaction dynamics literature that has focused on
the same reaction schemes but from an applied mathematics
perspective.
2.1. Mixing Models. Investigations of yield from homoge-
neous reactions have been investigated by chemical engineers
for quite some time starting with Danckwerts [8, 9] and
Levenspiel [10] who provided analytical solutions for the
yield of any reaction provided it is perfectly mixed. Since
perfect instantaneous mixing is almost impossible to realise
in practice, there have also been a number of investigations
into the eﬀect of imperfect mixing on the ﬁnal yield of
desired product (e.g., Patterson et al. [2], Baldyga and
Bourne [1, 3], Baldyga et al. [4], and Bhattacharya [11]).
In the ﬁne chemicals industry, reactions are frequently
carried out in semi-batch stirred tanks. Mixing and turbu-
lence are very closely related and the rate of mixing is greatly
inﬂuenced by the turbulence intensity within the tank, which
can vary by orders of magnitude in diﬀerent regions of the
tank. The maximum intensity is usually at the impeller, and
the minimum is mostly in the bulk of the tank. Therefore, for
most mixing sensitive reactions, the reactants are injected at
the impeller.
From the more theoretical side, the focus is on a simple
geometry with Lagrangian micro-mixing models by Baldyga,
Bourne, and others (Baldyga and Pohorecki [12], Baldyga
and Bourne [1], and Villermaux and Falk [13]). These
are very inexpensive computationally and, in some cases,
have analytical solutions. The micro-mixing models have
evolved from early alternating striations of reactants to the
Engulfment Model (Baldyga and Bourne [1]) which is widely
regarded as the best micro-mixing model currently available.
The scales of these models are usually at or below the
Kolmogorov scale of turbulent eddies, therefore they are
assumed to be independent of the large scale ﬂuid mechanics.
The Generalized Mixing Model proposed by Villermaux and
Falk [13] is a similar model extended to take into account
meso-mixing eﬀects.
There have also been attempts to integrate computational
ﬂuid dynamics (CFD) with micro-mixing models. Fox
[14, 15] combined Villermaux and Falk’s [13] Generalized
Mixing Model and CFD for turbulent mixing simulations.
Muzzio and Liu [16] took a similar approach, integrating a
micro-mixing model and CFD for laminar mixing.
The reacting ﬂow problem for multiple competing reac-
tions has also caught the eye of physicists and mathemati-
cians, since it presents interesting non-linear behaviour. A
summary of their eﬀorts is given in the next section.
2.2. Review of the Non-Linear Reaction Dynamics Literature.
The C-C reaction provides an interesting non-linear problem
that has been extensively investigated by physicists and chaos
mathematicians like Cox, Cliﬀord, and others (Cliﬀord [17],
Cliﬀord and Cox [18], Cliﬀord et al. [6, 19–21], Cox [7],
and Cox et al. [5]). The C-P reaction scheme has been of
less interest to the mathematics and physics communities
and there is a smaller body of work attached to it (Hecht
and Taitelbaum [22], Sinder [23], Sinder et al. [24], and
Taitelbaum et al. [25]).
Mixing sensitive reactions exhibit interesting behaviour
at reactant interfaces. There are several studies investigating
these behaviours for reactions. Cornell and Droz [26] is
an example of such a study, where the behaviour of the
reaction front for the general single step reaction mA+nB →
Products was investigated. Cox et al. [5] and later Cox and
Finn [27] investigated the reaction interface for the classic C-
C reaction extensively. They provided ﬁgures and analytical
expressions for the proﬁles of each species at the reaction
interface using a model consisting of 1-D alternating reactant
striations of varying thickness. The striations had uniform
initial concentrations for which they wrote mole balance
partial diﬀerential equations (PDEs) for each of the species
participating in the reaction.
In the long time investigations, Cox et al. [5] ﬁrst
started with stationary and segregated stripes of alternating
reactants, that is, “Zebra Stripes,” with uniform initial con-
centrations of reactants across the striations. They performed
a mole balance and derived the equations in molar concen-
trations. Their equations were made dimensionless using the
rate constant and concentrations, and the striation thickness
was avoided. Their dimensionless equations are:
T = t · (k1cB0) X = x ·
(
k1cB0
D
)1/2
I′ = cI′
cB0
(2)
where (t, x, cI′) and (T ,X , I′) are dimensional and dimen-
sionless time, space, and concentration for species I′ respec-
tively. k1 is the rate constant for the desired reaction, cB0 is
the initial concentration of the limiting reagent, and D is
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the diﬀusivity, which was assumed to be equal for all four
species (A,B,R, S) involved. Their R is equivalent to P in
Table 1. They used striations of unequal thickness within the
same domain so the striation thickness could not be used as
a non-dimensionalizing parameter. Since they looked at only
one type of stoichiometry, their rate expressions are constant
and are the obvious choice for non-dimensionalization.
Initially they looked at a model which had a single
striation thickness of initially segregated reactants (Cox et al.
[5]). They investigated the eﬀects of initial scale of segrega-
tion, that is, striation thicknesses, and the reaction rate
ratio for the classic competitive consecutive reaction scheme.
They found that decreasing the scale of segregation, that is,
striation thickness and the reaction rate ratio (k2/k1) was
favourable. The formulations of the Damko¨hler number and
reaction rate ratio that they found were as follows:
DaII = k1cW
2
D
ε = k2
k1
(3)
where W represents the initial striation thickness of the
reactants, k1 is the reaction rate of the desired reaction, c is
the molar concentration,D is the diﬀusivity, and ε is the reac-
tion rate ratio. Using this model, they investigated the
yield from zebra stripes of equal thicknesses (Cliﬀord et al.
[6]) and conﬁrmed that decreasing the scale of segregation
can have a signiﬁcant favourable eﬀect on the yield of
desired product. They also included a parameter to allow for
non-stoichiometric initial concentrations of reactants and
investigated the eﬀects of having more A than B, less A than
B, and a stoichiometric mixture quite extensively. They also
found that if the initial ratio of reactants (A : B) is less than
1, the yield will go to zero and only if the initial ratio is above
1 can there be a signiﬁcant yield of desired product.
Cliﬀord [17] and Cliﬀord and Cox [18] took the constant
striation thickness model further by assuming a more realis-
tic Gaussian distribution of concentration of reactants within
the striations. They compared the full partial diﬀerential
equations (PDEs) of the Gaussian model with the uniform
concentration model and an ordinary diﬀerential equation
(ODE) model. The uniform concentration model was found
to overpredict the yield and the ODE model agreed quite well
with the full PDE solution results. This was somewhat of a
departure from the rest of the literature on the subject, but
provides an interesting perspective on the problem.
The next step Cliﬀord, Cox, and Roberts took was to
introduce multiple initial striation thicknesses into the mod-
el, the so called “Bar Code” model (Cliﬀord et al. [20, 21]).
This gives a closer representation of striation distribution in
a chaotic mixing situation. They varied the total number and
the arrangement of the striations and found that grouping
similar-sized striations together maximized the yield of
desired product. Using an average striation thickness for the
system over-predicted yield for a small sample, but increasing
the number of striations in the model brought the two values
closer together.
Cliﬀord et al. [20] investigated the eﬀect of arrangement
of striations of alternating reactants (A and B) with varying
thicknesses on the yield. The arrangements were chosen such
that the widths of the alternating reactants were positively
correlated, negatively correlated or placed randomly. Because
of the large computational requirements, they applied the
Gaussian method developed by Cliﬀord [17]. They found
that a positive correlation between the thicknesses of the
striations, that is, striations of similar thicknesses grouped
together, provided the highest yield of desired product for
intermediate times but that there is a crossover at large times
where in fact the random arrangement provides the largest
ﬁnal yield of desired product. The negatively correlated case,
that is, alternating “thick” and “thin” striations, provided the
worst yield. The ﬁnal step in Cliﬀord, Cox, and Roberts’ quest
for simulation of reality was to include a stretching parameter
to take the reaction-diﬀusion model to a reaction-diﬀusion-
advection model (Cliﬀord et al. [19]). Cox summarizes these
eﬀorts to reduce a chaotic mixing ﬁeld to a 1D model, a 2D
model and other reduced models, including various chaotic
mixing models, such as the Baker Map model for simulating
stretching and folding in [7]. He found that the yield of
desired product in a C-C reaction is underestimated by a 1D
lamellar model that ignores the eﬀects of ﬂuid mixing but
overestimated by the two other lamellar models (continuous
stretching and discrete stretching and folding (Baker Map))
that include the ﬂuid mixing.
All this work was done for the C-C reaction scheme and
the classic stoichiometry. The C-P reaction scheme has a
considerably smaller body of work with most publications
concentrating on the reaction front behaviour (Taitelbaum
et al. [25], Sinder [23], Sinder et al. [24], and Hecht and
Taitelbaum [22]) and the classical stoichiometry.
A Damko¨hler number for the classic C-C reaction was
suggested by Cox et al. [5], but there is no such suggestion for
a C-C reaction scheme with a general stoichiometry. There is
a similar lack of deﬁnition for the C-P reaction scheme.
2.3. Mixing and Reaction Rate Ratio. Perfect mixing for
reactions is deﬁned as the instant reduction to a homogen-
eous concentration ﬁeld. This also corresponds to the per-
fectly micro-mixed mixing condition (Levenspiel [10]).
Good mixing rapidly approaches this perfectly homogeneous
condition and hence approaches the maximum yield of
desired product.
At the other end of the spectrum is complete segregation
of reactants without diﬀusion and with a minimum surface
area for contact. In this case the reaction can occur only at the
interface and then comes to a complete halt, so the yield of
desired product is minimized. In the absence of diﬀusion, the
only way to increase the yield is to increase the area of contact
between reactants, in which case the extent of the reac-
tion is completely dependent on the scale of segregation. The
situation is vastly improved with the introduction of dif-
fusion because then reactants away from the interfaces are
granted access to one another. Diﬀusion is the ﬁnal agent
of mixing at the smallest scales of segregation. When the
scale of segregation is varied by adjusting the initial striation
thickness of the reactants, the limit of perfectly mixed is the
case where striation thickness goes to zero, and the limit of
perfectly segregated occurs when there is only one interface.
The second aspect of the model is the reaction kinetics.
The faster the desired reaction is, compared to the undesired
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reaction, the larger the ﬁnal yield of desired product will be
(Levenspiel [10] and Fogler [28]). Since the objective is to
maximize the yield of desired product, a very small k2/k1 is
favourable and a very large k2/k1 is undesirable.
The goal of this paper is to provide some insight to the
chemical engineering practitioner who is designing a reactor
for a previously uninvestigated mixing sensitive reaction.
Prediction of the yield for mixing sensitive reactions has
been particularly diﬃcult, as documented in Chapter 13 of
the Handbook of Industrial Mixing [2], owing mostly to a
lack of information about the reaction schemes, reaction
rate ratios, mixing requirements, and so forth. Much of the
work on mixing sensitive reactions is for speciﬁc known reac-
tions, so the results are not directly transferable to a new
reaction, and any general treatment has been restricted to
speciﬁc stoichiometries, all with coeﬃcients of one. Designs
involving more complex reactions often rely on experience
and trial and error, or on extensive pilot scale testing.
From the more theoretical point of view, there has been
quite a bit of debate on the formulation of the Damko¨hler
number for two stage reactions: does one use the rate of
the ﬁrst reaction, the second reaction, or the reaction for
which the information is available? What is the appropriate
mixing time? Once a standard Damko¨hler number can be
determined it will be possible to develop a framework around
which charts or ﬁgures predicting yield for mixing sensitive
reactions can be produced, thus making it easier for the
practicing chemical engineer to deal with complex reaction
systems involving multiple interacting parameters. Even if
the model does not serve to predict the yield exactly, it will
at least serve to provide a framework for the analysis of new
reaction schemes. This paper will improve understanding of
the design requirements of reactors for mixing sensitive reac-
tions by clarifying the dominant variables and the interac-
tions between them.
The rest of this paper presents the derivation of a
model of the eﬀects of initial mixing condition, reaction rate
ratio, and stoichiometry on two types of mixing sensitive
reactions: the Competitive-Consecutive (C-C) reaction and
Competitive-Parallel (C-P) reaction.
The key results are:
(1) Development of a model which has a general
Damko¨hler number for any mixing sensitive reaction
with a variable stoichiometry.
(2) Tools which allow investigation of the eﬀects of stoi-
chiometry, mixing and relative reaction rates on the
ﬁnal yield of desired product for mixing sensitive
reactions of both types: C-C and C-P.
(3) Simulations of the transient behaviour of the reaction
interface for short and long times.
3. Model and Governing Equations
The model that has been developed is based on an idealized
one-dimensional geometry of initially alternating layers of
reactants at the micro-mixing scale with a cross section as
shown in Figure 1(a). Figure 1(b) depicts an isolated segment
of the overall structure in the vicinity of x = 0, which is
placed at the interface between the generic reactant mixtures
Y and Z, thereby creating a domain of interest bounded
by the symmetric zero-ﬂux boundaries at the mid-planes
of these layers. In this formulation, the mixtures Y and
Z are allowed to take on diﬀerent species compositions
depending on the reaction scheme being considered and the
imposed stoichiometry. Figure 1(c) shows the geometry for
the speciﬁc case of pure striations of A and B.
A system of dimensionless reactive-diﬀusive partial dif-
ferential equations (PDEs) based on a mass balance was
developed for each of the species in the reaction system. It is
assumed that the ﬂuid in the system remains homogeneous
in phase and is at a constant temperature, as well as being
quiescent. Given these assumptions, the general unsteady 1D
species mass balance reaction-diﬀusion equation is given by:
∂
(
ρi
)
∂t
= Di ∂
2
(
ρi
)
∂x2
+ Ri (4)
where ρi is the individual species mass concentration, Di is
the individual species diﬀusivity with respect to the mixture,
and Ri represents the reaction source/sink terms. x and t
are the space and time coordinates, respectively. The model
assumes that the initial striation thicknesses of the reactant
mixtures are equal, LZ , as shown in Figure 1(b) with LY =
LZ . One of the objectives of this model is to allow for the
investigation of initial mixing conditions by varying the
initial striation thicknesses. Space (x) and time (t) are made
dimensionless using the initial striation thickness and the
molecular diﬀusivity:
x∗ = x
LZ
= x
LB
t∗ = t DZ
L2Z
= t DB
L2B
(5)
The choice of DZ and LZ for making the equations
dimensionless was made because later on in this paper the
composition for the Z layer is to be restricted to a mixture
containing only an inert I and/or the limiting reagent B,
which is always assumed to be the limiting reagent of the
reaction regardless of the scheme, eﬀectively making DZ =
DB and LZ = LB, as shown in (5). The properties of the limi-
ting reagent were used for non-dimensionalization. Species
mass concentrations (ρi) were converted to mass fractions
(wi) using:
ρT =
∑
ρi wi = ρi
ρT
(6)
Using (5)-(6) to modify (4), the dimensionless general spe-
cies equation for the unsteady 1-D, stationary, reactive-dif-
fusive system is given by:
∂(wi)
∂t∗
= Di
DB
∂2(wi)
∂x∗2
+
L2B
ρTDB
Ri (7)
The assumption of all the species having the same diﬀusiv-
ities was also applied, hence making the coeﬃcient of the
elliptical term in (7) unity and giving:
∂(wi)
∂t∗
= ∂
2(wi)
∂x∗2
+
L2B
ρTDB
Ri (8)
International Journal of Chemical Engineering 5
LY /2 < x < LZ/2
(a)
LY
LY
Y
/2 < x < LZ
LZ
Z
/2
(b)
LA
LA
A
LB
B
/2 < x < LB/2
(c)
Figure 1: Geometry for proposed mixing model at time t = 0.
Table 2: General mixing sensitive reaction schemes.
Competitive-consecutive (C-C) Competitive-parallel (C-P)
A + B
k′1−→ αP A + B k
′
1−→ P
βP + γB
k′2−→ S C + γB k
′
2−→ S
Equation (8) represents the reaction-diﬀusion equation for
some arbitrary reaction, represented by the source/sink term
Ri. The particulars of this term deﬁne themselves once a
reaction scheme is speciﬁed. For the purposes of this paper,
the reaction scheme will be speciﬁed as either a generalized
Competitive-Consecutive (C-C) or Competitive-Parallel (C-
P) reaction between the two layers. For these purposes, layer
Z was assumed to be composed of a homogeneous mixture
of limiting reagent, B, and an inert, I , while layer Y was
composed of either a single reactant, A, or two reactants,
A and C, again with an inert species mixed into this layer.
Table 2 shows the generalized reaction schemes for the two
types of mixing sensitive reactions that will be investigated.
The eﬀect of species diﬀusivity was not investigated in this
paper.
A and B represent the initial reactants for the C-C
scheme. A, B, and C represent the initial reactants for the C-P
scheme. P is the desired product and S the undesired product
for both reaction schemes. An inert, I , is also present, but
it does not participate in the reaction. k′1 and k
′
2 represent
the rate constants for the desired and undesired reactions,
respectively, and α, β, γ,  are the stoichiometric coeﬃcients.
If it is assumed that the reactions are elementary, expres-
sions for Ri can be written a priori as molar rate expressions.
In order to be used in (8), these molar-based expressions are
converted to mass fraction rate expressions using the molec-
ular masses of each species. To keep the focus on the eﬀects
of stoichiometry, It was further assumed that the molecu-
lar masses of A, B, and C were identical (M). As an example,
the source term for species A for both C-C and C-P is given
by:
RA
[
mass
m3s
]
= −k′1[A][B]MA = −k′1
ρA
MA
(
ρB
MB
)
MA
= −k′1
ρ1+T
MB
wAw

B
(9)
These mass fraction rate expressions are then placed in
(8). The molecular masses of P and S depend on the stoi-
chiometry and are derived using the law of mass action. For
example, the molecular mass of P for the C-P scheme would
be:
MP =MA + MB = (1 + )M (10)
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Expressions for the source and sink terms for all participating
species can be written as illustrated for species A in (9). It
should be noted that the source/sink terms contain all the
information for the reaction scheme of interest. The Ri terms
for the other species are signiﬁcantly diﬀerent for the C-C
and C-P reaction scheme. The systems of partial diﬀerential
equations (PDE’s) are developed separately in the following
subsections.
3.1. Competitive-Consecutive (C-C) Reaction Scheme. The
C-C reaction scheme is the reaction scheme in which
the desired product (P), once formed, participates in an
undesired reaction with one of the original reactants (in this
case, B). The species that participate in the reaction are A, B,
and P. The desired product is P and the undesired by-pro-
duct is S. The general stoichiometry for this type of reaction
scheme is given in Table 2. The source and sink term expres-
sions for A, B, P, S, and inert I for the C-C reaction scheme
are developed by a procedure similar to that shown in (9).
Once these expressions are substituted in (8) and simpliﬁed,
the following system of equations is obtained:
A:
∂(wA)
∂t∗
= ∂
2(wA)
∂x∗2
−
[
k′1
(
ρT
M
) L2B
DB
wAw

B
]
B:
∂(wB)
∂t∗
= ∂
2(wB)
∂x∗2
− 
[
k′1
(
ρT
M
) L2B
DB
wAw

B
]
− αγ
β
[
αβ−1β
(1 + )β
k′2
(
ρT
M
)β+γ−1 L2B
DB
w
β
Pw
γ
B
]
P:
∂(wP)
∂t∗
= ∂
2(wP)
∂x∗2
+ (1 + )
⎡
⎢⎢⎢⎣
k′1
(
ρT
M
) L2B
DB
wAw

B
− α
β−1β
(1 + )β
k′2
(
ρT
M
)β+γ−1 L2B
DB
w
β
Pw
γ
B
⎤
⎥⎥⎥⎦
S:
∂(wS)
∂t∗
= ∂
2(wS)
∂x∗2
+
(
1 +  +
αγ
β
)
×
[
αβ−1β
(1 + )β
k′2
(
ρT
M
)β+γ−1 L2B
DB
w
β
Pw
γ
B
]
I :
∂(wI)
∂t∗
= ∂
2(wI)
∂x∗2
(11)
In order to compare the eﬀect of the relative rates of the
desired and undesired reactions while allowing for diﬀerent
reaction stoichiometries, it is necessary to provide a dimen-
sionless expression for the reaction rate ratio of the desired
and undesired reactions. Using the ratio k′2/k
′
1 is insuﬃcient,
since this ratio would have diﬀerent dimensions for each
reaction stoichiometry, making comparison diﬃcult. An
ideal dimensionless ratio should give relative rates of the
desired reaction to the undesired reaction while retaining a
physical meaning that can be intuitively understood. This
can be accomplished by comparing the mass conversion rates
associated with the ﬁrst and second reactions. For the C-C
scheme this was done by comparing the mass rate of con-
sumption of desired product P in the second reaction to the
mass rate of production of P in the ﬁrst reaction:
k2
k1
= mass rate of consumption of P by undesired reaction
mass rate of production of P by desired reaction
(12)
The objective is to make this ratio as small as possible to max-
imize the amount of P produced. By using mass rate expres-
sions to replace the statements in (12) and then simplifying
the resulting expression, the dimensionless reaction rate ratio
for the general C-C reaction scheme becomes:
k2
k1
=
[
β
α
(
α
1 + 
)β(ρT
M
)β+γ−−1]k′2
k′1
(13)
This physically meaningful k2/k1 captures both the eﬀect of
stoichiometry and the eﬀect of the reaction rate constants of
the two reactions, as well as having the beneﬁt of signiﬁcantly
simplifying (11) to give:
A:
∂(wA)
∂t∗
= ∂
2(wA)
∂x∗2
−
[(
k′1
(
ρT
M
) L2B
DB
)
wAw

B
]
B:
∂(wB)
∂t∗
= ∂
2(wB)
∂x∗2
− 
[(
k′1
(
ρT
M
) L2B
DB
)
wAw

B
]
− αγ
β
[(
k′1
(
ρT
M
) L2B
DB
)
k2
k1
w
β
Pw
γ
B
]
P:
∂(wP)
∂t∗
= ∂
2(wP)
∂x∗2
+ (1 + )
⎡
⎢⎢⎢⎣
(
k′1
(
ρT
M
) L2B
DB
)
wAw

B
−
(
k′1
(
ρT
M
) L2B
DB
)
k2
k1
w
β
Pw
γ
B
⎤
⎥⎥⎥⎦
S:
∂(wS)
∂t∗
= ∂
2(wS)
∂x∗2
+
(
1 +  +
αγ
β
)[(
k′1
(
ρT
M
) L2B
DB
)
k2
k1
w
β
Pw
γ
B
]
I :
∂(wI)
∂t∗
= ∂
2(wI)
∂x∗2
(14)
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Examination of (14) shows that there is an expression com-
mon to all four of the equations involving reactions, which
takes the form of a Damko¨hler number (Da) given by:
Da = k′1
(
ρT
M
) L2B
DB
= k
′
1
(
ρT/M
)(
DB/L
2
B
)
= rate of desired fast reaction
rate of diﬀusion
= (rate of desired fast reaction)∗ (diﬀusion time )
(15)
This Da depends on the rate constant of the desired reaction
and the initial striation thickness of the reactants. It scales
the rate of diﬀusion at the smallest scale of mixing with the
desired reaction rate. The eﬀect of the second reaction rate is
included through the rate ratio k2/k1. Looking at (15), a small
Damko¨hler number indicates that diﬀusion in the smallest
striation is fast compared to the desired/fast reaction and
a large Damko¨hler number indicates that diﬀusion is slow
compared to the fast reaction. A small Da is expected to give
a high yield.
Cox et al.’s [5] formulations of Damko¨hler number
and dimensionless reaction rate ratio for the classic C-C
reaction scheme are obtained from our general forms of the
Damko¨hler number (15), and dimensionless reaction rate
ratio (13). Setting α, β, γ, and  equal to 1 gives the classic
C-C reaction scheme. A factor of 0.5 appears in the k2/k1
ratio because we used a mass balance in the derivation of the
equations and Cox et al. used a mole balance.
Substituting (15) into (14) gives the ﬁnal set of equations:
A:
∂(wA)
∂t∗
= ∂
2(wA)
∂x∗2
− [Da wAwB]
B:
∂(wB)
∂t∗
= ∂
2(wB)
∂x∗2
− [DawAwB]− αγβ
[
Da
k2
k1
w
β
Pw
γ
B
]
P:
∂(wP)
∂t∗
= ∂
2(wP)
∂x∗2
+ (1 + )
[
DawAwB −Da
k2
k1
w
β
Pw
γ
B
]
S:
∂(wS)
∂t∗
= ∂
2(wS)
∂x∗2
+
(
1 +  +
αγ
β
)[
Da
k2
k1
w
β
Pw
γ
B
]
I :
∂(wI)
∂t∗
= ∂
2(wI)
∂x∗2
(16)
Using (16), the eﬀect of reaction rates and striation thickness
on C-C reactions can be investigated using the dimensionless
reaction rate ratio (k2/k1) and the Damko¨hler number (Da).
3.2. Competitive-Parallel (C-P) Reaction Scheme. In the C-P
reaction scheme one of the original reactants (in this case,
B) participates in two reactions simultaneously. The general
stoichiometry for this type of reaction is shown in Table 2.
The source and sink terms for A, B, C, P, S, and inert I for
the C-P reaction scheme were developed following the same
procedure as shown for the C-C reaction scheme above and
then replaced in (8) to get a set of PDE’s for the C-P reaction
scheme.
As with the C-C reaction scheme, variable stoichiometry
requires the introduction of a physically meaningful, dimen-
sionless reaction rate ratio for the C-P scheme. Since the C-P
reaction scheme has only one reagent (B) which participates
in both reactions, the dimensionless reaction rate ratio for
the C-P scheme becomes:
k2
k1
= mass rate of consumption of B by undesired reaction
mass rate of consumption of B by desired reaction
(17)
which, on substitution of rate expressions, can be written as:
k2
k1
=
[
γ

(
ρT
M
)γ−]k′2
k′1
(18)
As with the k2/k1 ratio deﬁned for the C-C reaction scheme,
minimization of this ratio would yield the maximum
desirable product (P). This k2/k1 also includes the eﬀects of
stoichiometry and reaction rate constants for the two reac-
tions. Substitution of (18) into the C-P PDEs and simplifying
gives the same Damko¨hler number that appeared in the C-C
reaction equations, giving the C-P equations for numerical
simulations:
A:
∂(wA)
∂t∗
= ∂
2(wA)
∂x∗2
− [DawAwB]
B:
∂(wB)
∂t∗
= ∂
2(wB)
∂x∗2
−  [DawAwB]− 
[
Da
k2
k1
wcw
γ
B
]
C:
∂(wC)
∂t∗
= ∂
2(wC)
∂x∗2
− 
γ
[
Da
k2
k1
wcw
γ
B
]
P:
∂(wP)
∂t∗
= ∂
2(wP)
∂x∗2
+ (1 + )
[
DawAwB
]
S:
∂(wS)
∂t∗
= ∂
2(wS)
∂x∗2
+
(
 +

γ
)[
Da
k2
k1
wcw
γ
B
]
I :
∂(wI)
∂t∗
= ∂
2(wI)
∂x∗2
(19)
This formulation for both C-C and C-P schemes allows the
use of one Damko¨hler number to describe the mixing relative
to the desired reaction rate. It also provides a physically
meaningful dimensionless reaction rate ratio to describe the
relative rates of reaction. While there is no explicit expression
for the eﬀect of stoichiometry, both of the dimensionless
measures include stoichiometric coeﬃcients, showing that
both the mixing and the relative reaction rates are aﬀected
by the stoichiometry of the reaction scheme.
4. Numerical Solution of Equations
The two systems of equations for the C-C (16) and the C-
P (19) reaction schemes were solved using COMSOL Multi-
physics 3.4, a commercial ﬁnite element PDE solver. The 1-
D transient convection and diﬀusion mass transport model
was used with the mass fractions for each species speciﬁed as
independent variables. Elements were speciﬁed as Lagrange-
quadratic. A 1-D geometry line of unit length equally split
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Table 3: General initial conditions for C-C and C-P reaction schemes at t∗ = 0.
C-C C-P
−1/2 ≤ x∗ < 0 0 ≤ x∗ ≤ 1/2 −1/2 ≤ x∗ < 0 0 ≤ x∗ ≤ 1/2
A wA0 0 A wA0 0
B 0 wB0 B 0 wB0
C — — C wC0 —
P 0 0 P 0 0
S 0 0 S 0 0
I 1−wA0 1−wB0 I 1−wA0 −wC0 1−wB0
Table 4: Stoichiometric initial conditions based on wB0 for C-C and C-P reaction schemes.
C-C C-P
−1/2 ≤ x∗ < 0 0 ≤ x∗ ≤ 1/2 −1/2 ≤ x∗ < 0 0 ≤ x∗ ≤ 1/2
A (1/)(wB0 ) 0 A (1/)(wB0 ) 0
B 0 wB0 B 0 wB0
C — — C (1/γ)(wB0 ) 0
P 0 0 P 0 0
S 0 0 S 0 0
I 1− (1/)(wB0 ) 1−wB0 I 1− (1/ +1/γ)(wB0 ) 1−wB0
into two domains (−1/2 ≤ x∗ < 0 and 0 ≤ x∗ ≤ 1/2),
and a mesh of 2048 equally spaced elements was generated.
Boundary conditions (BCs) for all cases were speciﬁed as
∂(wi)
∂x∗
= 0 at x∗ = −1
2
, x∗ = 1
2
∀t∗, i = A,B,C,P, S, I
(20)
The general initial conditions for the two reaction schemes
are shown in Table 3. The initial conditions were chosen to
replicate the segregated striation condition of the model.
A ﬁnal constraint imposed on the simulations is that
the reactants need to be present in stoichiometric quantities.
Using this constraint, it is possible to express the initial mass
fractions as a function of the initial mass fraction of the
limiting reagent B(wB0 ), as shown in Table 4. For the C-C
case, the only reactants present initially are A and B. There-
fore, the alternating striations would have mass fractions of
unity for A and unity for B. For the C-P cases, however,
there are three initial reactants present. In this model, it is
assumed that reactants A and C are well mixed and present
in the Y striation and that the limiting reagent B is in the
Z striation. The inert species I was allowed to be present in
both Y and Z striations as required to maintain constant
mass concentrations in the striations and was assumed to
be well mixed with the other reactants. Another condition
speciﬁed for the C-P case is that the ratios of A, B, and C are
such that either A or C could consume all of the available B,
so B is always the limiting reagent.
Simulations for both reaction schemes were run until the
equivalent of t∗ = 500 in the case of Da = 1. Since the
simulations are solved in time, the dimensionless times to
which the simulations were run were scaled according to the
Damko¨hler number. Therefore, t∗= 500 for Da = 1 is equal
to t∗ = 50000 for Da = 0.01 and t∗ = 0.05 for Da =
10000, that is, the values of Da · t∗ are equal for all cases.
In fact, Da · t∗ is equivalent to a dimensionless reaction time
where Da · t∗ = t/τR. Therefore, running the simulations to
Da · t∗ = 500 is the same as the simulations being run for
500 reaction times. All these dimensionless times are in fact
equal in real time. For most of the cases, it was seen that all
of the limiting reagent B is consumed by t∗ = 500 or equi-
valent. COMSOL returned proﬁles of mass fraction for the
various species over the dimensionless space x∗ for each
dimensionless time step t∗.
5. Results and Discussion
The results and discussion are presented as follows. First, the
time evolution of species proﬁles across individual striations
is presented and discussed for the competitive-consecutive
and competitive-parallel reactions. This discussion includes
the eﬀects that mixing and reaction rate ratio have on the
species proﬁles. After that, the deﬁnition of yield of desired
product is presented, and results showing the time evolution
of the yield of desired product for both reaction schemes
are shown. This is followed by a discussion of the eﬀects of
mixing and reaction rate ratio on the yield of desired product
for both reaction schemes.
5.1. Competitive-Consecutive (C-C) Reaction. In order to test
the model for the C-C reaction, values were assigned to Da
and k2/k1 as given in Table 5. The stoichiometric coeﬃcients
were all set to 1 in order to match the classic reaction scheme
used by Cox and others (Muzzio and Liu [16], Cliﬀord
et al. [6, 19–21], Cliﬀord [17], Cliﬀord and Cox [18], and
Cox [7]). This allows comparison of results for the eﬀect of
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Table 5: Numerical values for simulated C-C test cases. Stoichio-
metric coeﬃcients α,β, γ, and  were set to 1, representing the
reaction: A + B
k′1−→ P,P + B k
′
2−→ S, and the initial mass fraction of
species B was always 1 (wB0 = 1).
C-C case k2/k1 = (1/2)(k′2/k′1) Da = k′1(ρT/M)(L2B/DB)
1 10−5 1
2 10−5 10000
3 1 1
4 1 10000
striation thickness and reaction rates with their data. The
initial conditions were chosen such that only pure A and B
are present in the system.
Looking at the C-C cases in Table 5, the values of k2/k1
and Da for Case 1 are favourable conditions for a high yield
of P, that is, k2/k1  1 and Da = 1. For Case 4, the yield
of P should be small, that is, k2/k1 = 1 and Da 
 1. The
two cases are meant to represent the two extremes of very
favorable reaction rate ratio and perfect mixing and very
unfavorable kinetics and poor mixing conditions. Cases 2
and 3 have good k2/k1 with bad mixing and bad k2/k1 with
good mixing. The solutions COMSOL returns are the proﬁles
of mass fraction for the various species over the dimen-
sionless space x∗ for each time step t∗. Figure 2 shows
the spatial and temporal evolution of species over a single
dimensionless striation. Before discussing the proﬁles in
detail, it is important to note a couple of points about the
proﬁles. A vertical line represents a sharp interface. A curved
line represents a gradient in the concentration. Finally, a
horizontal line represents uniform concentration across the
space.
Looking at Figures 2(a) and 2(c), one can see that all of
the species are uniformly distributed for all time steps greater
than t∗ = 0. This is not the case for Figures 2(b) and 2(d).
This can be attributed to the smaller striation thicknesses,
that is, the lower Damko¨hler number, for Cases 1 and 3.
As the striations are thinner for those cases, the species can
completely diﬀuse across in a shorter amount of time than
for Cases 2 and 4 where the striations are 100 times thicker.
The thicker striations allow for spatial inhomogeneity of the
species. The thinner striation thicknesses allow for diﬀer-
ences only in temporal distribution of species and not spatial
distribution. The thicker striations cause diﬀerences in both
temporal and spatial distributions. Figures 2(b) and 2(d) also
exhibit an interface between reactants whereas Figures 2(a)
and 2(c) do not.
Despite the fact that there is complete mixing for both
Cases 1 and 3, there is a very large diﬀerence in the yield
of P for the two cases. For Case 1, which has both good
mixing and a favourable reaction rate ratio, the majority
of the mass present is that of P, the desired product
(Figure 2(a)-(iii)). For Case 3, however, the mass fraction
of the undesired product is always higher than that of the
desired product (Figure 2(c)-(iii)). There is a signiﬁcant drop
in mass fraction of P from 0.99 to 0.25, showing the dramatic
eﬀect of reaction rate ratio for the same mixing conditions.
Looking at Figures 2(b)-(iii) and 2(d)-(iii), the same
reversal of P and S is observed. The reaction rate ratio has
a profound eﬀect on the yield of desired product that is inde-
pendent of mixing. When the reaction rate ratio is good, the
undesired reaction does not participate. All of the product
P forms at the interface of A and B, making the proﬁle of
mass fraction of P symmetric about the mid-plane, x∗ =
0, as shown in Figures 2(b)-(ii) and 2(b)-(iii). When the
undesirable by-product reaction occurs at a comparable rate
to that of the desired reaction, a signiﬁcant asymmetry in the
proﬁles of mass fraction for all species is visible (Figures 2(d)-
(ii) and 2(d)-(iii)). This can be attributed to the fact that the
second reaction occurs only on the right hand side of x∗ = 0
where P is in contact with B. This causes P to react to form S
when it is exposed to B on one side.
The key results are as follows: ﬁrst, a small striation thick-
ness allows for uniform concentrations of species, that is,
perfect mixing, whereas larger striations can cause spatial
inhomogeneities in species mass fraction. Second, the reac-
tion rate ratio is an independent factor which can signiﬁ-
cantly alter the yield of desired product regardless of the
mixing condition. This eﬀect is predictable in the sense that
if the ratio is good the yield is good, and if the ratio is poor
the yield is poor. Finally, for the larger striation thicknesses,
a good reaction ratio causes symmetric concentration pro-
ﬁles of desired product P, while a bad ratio causes the
product proﬁles to skew towards the B side of the striation.
Perfect mixing simpliﬁes the reaction analysis and shortens
the reaction time. Having favourable kinetics improves the
yield signiﬁcantly.
Changing the stoichiometry did not aﬀect the species
proﬁles in the case of good reaction rate ratio (k2/k1 =
10−5) for both good and bad mixing conditions (1 < Da <
10000). The proﬁles of all the species were identical to
those presented above. The species proﬁles for the diﬀerent
stoichiometries with the bad reaction rate ratio (k2/k1 = 1)
and good mixing (Da = 1) look similar to those shown here,
but the amount of P and S produced changes. The case of
both bad rate ratio (k2/k1 = 1) and poor mixing (Da =
10000) always resulted in a larger amount of S produced than
P, and all the proﬁles were skewed towards B. The amount of
S and P produced varies with stoichiometry, and the proﬁles
are skewed more or less depending on the stoichiometry.
5.2. Competitive-Parallel (C-P) Reaction. Table 6 shows the
variable settings for the C-P simulations. The four cases
are identical to the ones used for the C-C simulations with
the exception of the deﬁnition of k2/k1. The stoichiometry
illustrated is the classic C-P reaction scheme with all stoi-
chiometric coeﬃcients set to 1. The initial conditions were
chosen such that wB0 = 0.5, and the initial amounts of A, C,
and I present in the system were calculated using the formu-
lae in Table 4. The solutions COMSOL returns are the pro-
ﬁles of mass fraction for the various species over the dimen-
sionless space x∗ for each time step t∗. Figure 3 shows the
spatial and temporal evolution of species including the inert.
The C-P case proﬁles show many of the same charac-
teristics as the C-C cases. Cases 1 and 3, with the thinner
initial striations, once again show spatial homogeneity for
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Figure 2: Continued.
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Figure 2: Spatial and temporal evolution of mass fractions for C-C cases (a) Case 1 (k2/k1 = 10−5, Da = 1); (b) Case 2 (k2/k1 = 10−5, Da =
10000); (c) Case 3 (k2/k1 = 1, Da = 1); and (d) Case 4 (k2/k1 = 1, Da = 10000).
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Figure 3: Spatial and temporal evolution of mass fractions for C-P cases (a) Case 1 (k2/k1 = 10−5, Da = 1); (b) Case 2 (k2/k1 = 10−5, Da =
10000); (c) Case 3 (k2/k1 = 1, Da = 1); and (d) Case 4 (k2/k1 = 1, Da = 10000).
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Table 6: Numerical values for simulated C-P test cases. Stoichio-
metric coeﬃcients γ and  were set to 1, representing the reaction:
A + B
k′1−→ P,C + B k
′
2−→ S, and the initial mass fraction of species B
was always 0.5 (wB0 = 0.5).
C-P case k2/k1 = k′2/k′1 Da = k′1(ρT/M)(L2B/DB)
1 10−5 1
2 10−5 10000
3 1 1
4 1 10000
all the species across the entire striation thickness, whereas
Cases 2 and 4 show spatial variations in mass fraction for all
the species across the striations. The yields of P and S change
when the reaction ratio is varied from favourable (k2/k1 =
10−5) to unfavourable (k2/k1 = 1). Cases 1 and 2 have a high
yield of P; Cases 3 and 4 have an equal yield of P and S. The
cases with the large striation thicknesses (Da = 10000) show
symmetry in product mass fraction proﬁles about x∗ = 0
when the second reaction is insigniﬁcant (k2/k1 = 10−5) and
signiﬁcant asymmetry when it is actively participating in the
reaction (k2/k1 = 1). The main diﬀerence between the C-C
and C-P reactions is that once the product P is formed in the
C-P reaction, it does not get consumed by a side reaction.
Therefore, in terms of measuring the yield of P, the C-P
reaction scheme is a lot less mixing sensitive than the C-C
reaction scheme. For the C-C reaction, the longer that P sits
in contact with B, the higher the chance that the yield of P
will decrease.
Changing the stoichiometry for the C-P reactions result-
ed in some non-linear proﬁle changes. While the proﬁles for
the well-mixed cases remained uniform across the striation,
the magnitudes of desired and undesired product produced
changed. The proﬁles for the poorly mixed cases look dif-
ferent from the proﬁles presented here owing partly to the
diﬀerent initial conditions required when the stoichiometry
was changed and also because of the stoichiometries them-
selves. In a second paper [29], the yield of P is used to capture
all of these changes for both the C-P as well as the C-C
reaction schemes.
5.3. Yield of Desired Product P. In order to to assess yield for
the non-uniform proﬁles of mass fraction, the proﬁles of P
were integrated to obtain the total mass of P present in the
system at an instant in time:
YP = mass of species P at t
∗
max mass of P obtainable
=
∫ 0.5
−0.5 wPdx∗(t∗)
0.5wB0 (1 + (1/))
(21)
Following YP over time gives the progression of yield over
time. Figure 4 shows the yield of P over time as the reaction
progresses for the four C-C cases, and Figure 5 shows the
same results for the four C-P cases. Plotting Da · t∗ on the x-
axis allows all four curves to be displayed on the same ﬁgure.
These ﬁgures conﬁrm the conclusions drawn above that
good mixing and a good reaction rate ratio will maximize
the yield of desired product (Case 1 in both Figures 4 and
5), and poor mixing with an unfavourable reaction rate
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Figure 4: Yield of P versus time for the C-C cases.
ratio minimizes the yield of desired product (Case 4 for
both Figures 4 and 5). This also conﬁrms the notion that
minimization of the Damko¨hler number and reaction rate
ratio is desirable. Cliﬀord et al.’s [6] conclusions for the
classic C-C stoichiometry are the same as ours. Quantitative
comparison is not possible because our characteristic length
and time scale choices are diﬀerent from theirs.
5.4. Eﬀect of Reaction Rate Ratio on Yield of P. Figures 4 and
5 show that the reaction rate ratio aﬀects how much pro-
duct is formed regardless of the mixing condition. This is
evident in the comparison of Cases 1 and 3, which are both
well mixed, and Cases 2 and 4, which are both poorly mixed.
The favourable reaction rate ratio (Cases 1 and 2) always
provides a higher ﬁnal yield of P. It is impossible to get a
good yield of desired product if the reaction rate ratio is
unfavourable, regardless of the mixing condition (Cases 3
and 4). Cliﬀord et al. [6] came to the same conclusion for
the eﬀect of reaction rate ratio. A smaller reaction rate ratio
is favourable for maximizing the yield of desired product.
5.5. Eﬀect of Mixing on Yield of P. There is a signiﬁcant
eﬀect of mixing on YP evident in Figures 4 and 5. When
the reaction rate ratio is favourable, having good mixing can
cause a substantial increase in yield of desired product, as
seen by comparing Cases 1 and 2 in both the ﬁgures (YP =
0.5 to 1 for C-C and YP = 0.5 to 1 for C-P). If the reac-
tion rate ratio is unfavourable, a similar favourable eﬀect of
mixing is seen by comparing Cases 3 and 4, though it is not as
profound as when the reaction rate ratio is good (YP = 0.03
to 0.24 for C-C and YP = 0.33 to 0.5 for C-P). This illustrates
that the eﬀect of mixing is limited by the reaction rate ratio,
that is, the reaction rate ratio determines the ﬁnal yield and
good mixing helps one to realise that asymptotic value of
yield. For the well-mixed cases (Cases 1 and 3) the ﬁnal
yield of P is attained much faster, so mixing also determines
the pace of the reaction. In the C-C case, due to the nature
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Figure 5: Yield of P versus time for the C-P cases.
of the reaction, this has a signiﬁcant positive eﬀect on the
ﬁnal yield of P. Cox and others came to a similar conclusion
(Cox et al. [5] and Cliﬀord et al. [6]): minimizing the
Damko¨hler number leads to an increase in the yield of
desired product.
6. Conclusions
New deﬁnitions of Damko¨hler number (Da) and dimension-
less reaction rate ratio (k2/k1) were derived to investigate the
eﬀects of stoichiometry, mixing, and reaction rate ratio for
competitive-consecutive and competitive-parallel reactions
with a general stoichiometry. The model development deals
with both reaction schemes, something that was not pre-
viously available. A single Damko¨hler number was found for
both kinds of mixing sensitive reactions. This is encouraging,
since there has previously been a lot of debate on the
formulation of the Damko¨hler number for these competing
reactions, for example, whether it should be based on the
ﬁrst or the second reaction. Having just one expression to
describe mixing is more physical, since mixing should be
independent of the reaction scheme. The general expression
for the Damko¨hler number, when applied to the classic reac-
tion schemes, collapses to the expressions used in previous
investigations, Cox et al. [5] in particular. The C-C and C-P
reaction schemes, however, are very diﬀerent and these dif-
ferences are reﬂected in the speciﬁc reaction rate ratios for
the two types of reaction stoichiometries that are to be used
in the model.
The eﬀects of mixing and reaction rate ratios on the
yield of desired product were investigated for the classic
competitive-consecutive and competitive-parallel reaction
schemes. The reaction rate ratio ultimately limits the ﬁnal
yield of desired product. Mixing determines whether that
yield is achieved, and the rate at which the ﬁnal yield is
reached. The reaction rate ratio and the Damko¨hler number
both need to be minimized to achieve the maximum yield of
product. The results from the model agree with the expected
results and with the results of previous investigations where
both mixing and reaction rate ratio were varied. Improving
the mixing and chemistry by minimizing the Damko¨hler
number and the reaction rate ratio is desirable and leads to
improvements in yield of desired product.
This conﬁrmation of the model allows for future work
where the eﬀects of stoichiometry, mixing and k2/k1 ratios on
yield will be investigated for a general mixing sensitive reac-
tion with varying stoichiometry.
While the model allows for the investigation of the eﬀects
of initial concentrations of reactants, this was not done in the
current study and this is another possible avenue for further
exploration. It is also acknowledged that the 1D model is
not an accurate depiction of real turbulent mixing, but this
investigation was meant to be a ﬁrst foray into the eﬀect
of stoichiometry of mixing sensitive reactions, so simplicity
was desirable. Added complexities include introducing ﬂuid
ﬂow into the model, such as taking into account laminar
stretching of the striations, 2D deformation and eventually
3D deformation, similar to the works of Cox [7] and Baldyga
and Bourne [1]. The eventual goal would be to integrate the
reaction diﬀusion equations into the Engulfment model of
Baldyga and Bourne [1]. This model could also be integrated
into 3D meso-mixing models to better approximate the real
industrial situation.
Nomenclature
c : Molar concentration in Cox et al. [5] [kmol/m3]
cB0 : Initial concentration of limiting reagent in
Cox et al. [5] [kmol/m3]
Da: Damko¨hler Number [–]
DaII: Damko¨hler Number in Cox et al. [5] [–]
D: Diﬀusivity, [m2/s]
I′: Dimensionless concentration of species I in
Cox et al. [5] [–]
k1: Rate constant 1 in Cox et al. [5] [m3/kmol s]
k2: Rate constant 2 in Cox et al. [5] [m3/kmol s]
k′1: Rate constant 1 [m3/kmol s]
k′2: Rate constant 2 [varies]
k2/k1: Dimensionless reaction rate ratio [–]
L: Striation thickness [m]
M: Molecular weight [kg/kmol]
R: Reaction term [kg/m3s]
t: Time [s]
t∗: Dimensionless time [–]
T : Dimensionless time in Cox et al. [5] [–]
w: Mass fraction [–]
W : Striation thickness in Cox et al. [5] [m]
x: Distance [m]
x∗: Dimensionless distance [–]
X : Dimensionlessdistance in Cox et al. [5]
YP : Yield of desired product P [–].
Greek Letters
α,β, γ, : Stoichiometric Coeﬃcients [–]
ε: Reaction rate ratio in Cox et al. [5] [–]
ρ: Mass concentration [kg/m3]
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τM : Mixing time [s]
τR: Reaction time [s].
Subscripts
A: Species A (reactant)
B: Species B (reactant)
C: Species C (reactant)
i: Species A, B, C, I , P or S
I : Species I (inert)
I′: Any species I′ in Cox et al. [5]
0: Initial value
P: Species P (product)
S: Species S (by-product)
T : Total
Y ,Z: Species mixtures.
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The successful design and operation of Liquid-Solid (LS) and Gas-Liquid-Solid (GLS) stirred tank reactors requires an accurate
determination of the level of solid suspension needed for the process at hand. A poor design of the stirred tank to achieve optimum
conditions and maintain the system under these conditions during operation may cause signiﬁcant drawbacks concerning product
quality (selectivity and yield) and cost. In this paper, the limitations of applying conventional measurement techniques for the
accurate characterization of critical impeller speed for just oﬀ-bottom suspension (NJS) at high solid concentrations are described.
Subsequently, the Gamma-Ray Densitometry technique for characterizingNJS is introduced, which can overcome the limitations of
previous experimental techniques. The theoretical concept of this method is explained, and experimental validation is presented
to conﬁrm the accuracy of the Gamma-Ray Densitometry technique. The eﬀects of clearance, scale, and solid loading on NJS
for several impellers are discussed. Experimental NJS values are compared with correlations proposed in the literatures, and
modiﬁcations are made to improve the prediction. Finally, by utilizing the similarity to the incipient movement of solid particles
in other systems, a theoretical model for NJS prediction is presented.
1. Introduction
Maximum solid-liquid contact is essential for the optimiza-
tion of many chemical processes. Contact modes include
solid dispersion, dissolution, leaching, crystallization, pre-
cipitation, adsorption, ion exchange, solid-catalyzed reac-
tion, and suspension polymerization. In many processes
(especially dissolution, leaching and solid-catalyzed reac-
tions), the main objective of liquid-solid contacting is to
maximize the surface area of the solid particles available for
reaction or transport processes (heat and/or mass transfer).
This can only be achieved by optimizing hydrodynamic
conditions where solid particles move freely and do not
accumulate at any point in the vessel. Under these conditions,
the system can be described to be under “just oﬀ-bottom
suspension or just-suspended” conditions.
Inside a reaction vessel, solid particles in a liquid medium
tend to settle towards the bottom as their density is usually
higher than that of the liquid. In this scenario, an external
force is necessary to lift the solids and retain them in a
suspended state. Depending on the unit operation at hand,
this force can be provided through various techniques such
as agitation in stirred tanks or gas sparging in three-phase
ﬂuidized beds. The energy input creates a turbulent ﬂow ﬁeld
that lifts the solid particles from the vessel base and disperses
them throughout the liquid. Solids pickup from the vessel
base is achieved by a combination of (1) the drag and lift
forces of the moving ﬂuid on the solid particles and (2) the
burst of turbulent eddy created in the ﬂow bulk.
Stirred tanks have been used in the chemical process
industry for decades. The energy input provided by the rotat-
ing impeller enhances mass and heat transfer rate compared
to other types of contactors. For liquid-solid (LS) stirred
tank, mass transfer rate is increased by increasing impeller
speed. However, two contrasting trends can be observed; at
impeller speeds lower than just-suspended condition, mass
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transfer clearly increases with higher impeller speeds. On the
other hand, the observed rate may not increase signiﬁcantly
with impeller speed or mixing intensity beyond the just-
suspended condition. This indicates that operating at just-
suspended conditions is the minimum requirement for
processes where mass transfer is controlling the process
[1]. It is, therefore, important to deﬁne what level of sus-
pension is required versus the desired process results. While
just-suspended condition is optimal condition for many
processes, a high degree of suspension is required for crys-
tallization or slurry feed system. For the dissolution of highly
soluble solids, partial suspension is suﬃcient. Failure to
operate at optimal condition due to uncertainty in predicting
the impeller speed required to achieve and maintain the
just-suspended condition leads to considerable drawbacks.
If a mixing system operates above the minimum speed for
solid suspension, the degree of suspension will be improved
and the mass transfer rate will be enhanced. Higher speed,
however, yields a higher turbulence shear rate, which for
some processes, that is, biological processes, may cause
undesirable particle attrition or cell mortality. Obviously,
there is also a practical economic limit on the maximum
speed of agitation. For example, in the gold cyanidation
process, where a high concentration slurry (up to 50%
wt/wt) is processed to achieve a high production rate of
gold, operating at an impeller speed lower than the just-
suspended condition will generate ﬁllets in the vessel, thereby
detrimentally aﬀecting the reaction selectivity and yield. In
some cases, a small proportion of particles may be allowed
to accumulate in corners or on the bottom in relatively
stagnant regions to form ﬁllets. This condition may oﬀer
advantages from the practical point of view because of a
large savings in energy consumption compared to what is
required for complete suspension. This energy savings may
be more than the eﬀect of the loss of active solids. However,
it is important to quantitatively deﬁne what portion of solid
is left unsuspended. On the other hand, overprediction of
NJS causes signiﬁcant economical drawbacks. For example,
in the gold cyanidation process, 5 to 50% overprediction of
NJS leads to $150,000 to $2,200,000/year in supplementary
energy expenses. Also, the added cost for the purchase,
installation, and maintenance of larger mechanical parts
should be considered. This extra capital and operating costs
cannot be compensated by additional gold recovered from
the process. Furthermore, comprehensive knowledge about
the eﬀect of diﬀerent factors (physical properties, geomet-
rical and operational parameters) is central to the proper
design and operation of LS-stirred tank reactors. Although
characterizing NJS was the subject of much research and
many published scientiﬁc contributions, the subjectivity of
conventional measurement techniques leads to a high degree
of uncertainty in the prediction of NJS. It was shown that
a signiﬁcant variance appears in the prediction of NJS, and
there is no correlation with universal validity. Bohnet and
Niesmak [2] calculated the critical impeller speed of the sus-
pension using nine correlations and found that the reported
values were in the range of −56% to +250% from their
own values. In addition, only a few studies deal with high
concentration solid suspensions in stirred tanks and current
experimental methods show their limitations in terms of
accuracy. For the design of concentrated systems, it is impor-
tant to develop more reliable techniques for characterizing
just-suspended speed. In this work, the Gamma-Ray Densit-
ometry technique is proposed. It will be shown that this new
technique minimizes the subjectivity of NJS characterization
techniques and is not aﬀected by the mixing system.
2. Background
At constant loading of solid particles, if the impeller speed
is increased incrementally, bottom particles become increas-
ingly suspended and the fraction of settled solids decreases.
Upon reaching a speciﬁc impeller speed, all settled particles
are continuously in motion on the tank bottom before
becoming suspended. The bottom motion prior to suspen-
sion may involve a fraction of the settled solids coming
to a brief rest before departing from the bottom into
suspension. With a slight increase in impeller speed, this
stoppage of solid particles is eliminated and particle-bottom
contact time is shortened. The impeller speed at which
this phenomenon occurs is deﬁned as the critical impeller
speed required for solid suspension (NJS). The earliest and
most common method for characterizing NJS is the visual
technique. Zwietering [3] proposed a visual observation
method to determine NJS. The motion of the solid particles
was observed through the wall and bottom of transparent
tank using a mirror placed directly underneath it. NJS was
deﬁned as the impeller speed at which no solids remain on
the tank bottom for more than 1 or 2 seconds. This method
allows determiningNJS with an accuracy of±5% for the same
observer.
However, only with careful observation it is possible
to achieve ±5% reproducibility in a diluted suspension.
Furthermore, visual methods require a transparent vessel,
which is feasible for most laboratory-scale studies, but rather
complicated for large-scale vessels. To overcome the limi-
tations of the visual technique, other methods have been
proposed. In Table 1, experimental methods for character-
izing NJS have been listed. Their limitations and advantages
have been explained and they are ranked based on their
accuracy and applicability. Those experimental techniques
were applied to numerous empirical and semiempirical
investigations on solid suspension, whose results were crit-
ically reviewed in the literature (e.g., [6, 12]). To provide
more insight about the suspension mechanism, researchers
have introduced theoretical models to predict NJS. These
models are generally classiﬁed into diﬀerent categories. The
ﬁrst category describes particle pickup by turbulent eddies
[13], while with the second category, particles are assumed
to be picked up by ﬂuid ﬂow [14]. There also exists a third
category in which a suspension model is based on analogy to
other multiphase systems, like minimum ﬂuidization of the
gas-liquid-solid ﬂuidized beds [15, 16]. Theoretical methods
are listed and explained in Table 2. Although these theoretical
methods are applicable for a ﬁrst estimation of operating
conditions, most of these methods still require empirical
characterization of some parameters. There have been few
eﬀorts to predict NJS by means of commercial CFD codes
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Table 1: Experimental methods for characterizing NJS (adapted from [1, 4]).
Method
proposed by
Concept Advantages Disadvantages Applicability Accuracy
Zwietering [3]
Visual observation of
particles that do not rest
at the vessel bottom for
more than 1-2 sec
Simplicity,
nonintrusive
Not applicable for opaque sys-
tem, high uncertainty for high
solid loading systems, careful and
skilled observation is necessary
1 3
Mersmann et al.
[5]
Visual observation of the
height of the slurry com-
pared to the total height
Nonintrusive,
Simplicity
Small particles suspended, come
to the top of the tank, results in
vanishing interface while larger
particles are still resting at the
bottom
1 5
Rewatkar et al.
[6]
Variation of impeller
power consumption by
increasing the amount of
solid suspended
Nonintrusive, can
be used for opaque
systems
Requires accurate measurement
of power consumption, expensive
for large scale vessels, the criteria
are not clear
3 5
Rewatkar et al.
[6]
Variation of liquid phase
mixing time by increas-
ing amount of solid sus-
pended
Can be used for
opaque system
Requires accurate measurement
of mixing time, not applicable for
large-scale vessels, the criteria are
not clear, in high solid loading
or three-phase systems, accurate
measurement of mixing time is
challenging
3 5
Rewatkar et al.
[6]
Decrease in count rate
recorded from radioac-
tive tracer inside the ves-
sel by increasing impeller
speed
Nonintrusive can
be used in opaque
system
Decrease in recorded count rate
could be because of tracer disper-
sion not just oﬀ-bottom suspen-
sion
The criteria are not clear
5 5
Musil et al. [7]
Discontinuity in solid
concentration close to
the bottom of the vessel
by increasing impeller
speed
Can be used in
opaque system
Intrusive, accurate measurement
of concentration is challenging
3 4
Chapman et al.
[8]
Peak in solid concentra-
tion measured close to
the bottom of the ves-
sel by increasing impeller
speed
Can be used in
opaque system
Intrusive accurate measurement
of concentration is diﬃcult
3 4
Buurman et al.
[9]
Use of Doppler eﬀect at
vessel bottom
Independent
of material and
scale, nonintrusive
Applying the technique is chal-
lenging, ultrasound sensor must
be installed inside the vessel oth-
erwise signals are scattered by
wall
4 2
Micale et al.
[10, 11]
Change in the pressure
recorded at the bottom
of the vessel by increas-
ing impeller speed
Independent of ma-
terial, nonintrusive
Proper selection of pressure re-
cording port is important, meth-
od proposed to eliminate eﬀect
of dynamic pressure head is not
accurate
2 3
Accuracy: 1: most accurate, 5: least accurate, Applicability: 1: easiest to apply, 5: most diﬃcult to apply.
[17–21]. CFD tools could provide a valuable opportunity
for studying solid suspension phenomena and characterizing
NJS but the validity of computational methods in highly
concentrated turbulent ﬂow is still questionable.
Prediction of just suspended speed was the subject of few
CFD studies [19, 21–23]. CFD simulations, if successfully
applied, can be more quantitative and predictive than the
empirical or theoretical correlations.
Lea [23] used a CFD-assisted design approach to study
the eﬀectiveness of mixing tank geometrical conﬁgurations
to suspend particles. He developed a design heuristic that
can be applied in process industries. Murthy et al. [19] used
CFD simulation to study the eﬀect of diﬀerent parameters
on just suspended speed in LS and GLS systems. Their
study covers solid loading up to 15% (wt/wt). Fletcher and
Brown [22] studied the inﬂuence of the choice of turbulence
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Table 2: Theoretical methods for predicting NJS.
Reference Concept Remarks
Kolar [29]
Energy necessary to suspend particles equals the
energy dissipated by the particle moving at its
terminal velocity in a still ﬂuid
In a turbulent ﬂuid, the settling velocity of a
particle is diﬀerent from that in a still ﬂuid.
Very simple model, unable to precisely predict NJS
Assumptions are more likely similar to homoge-
nous suspension rather than just-suspended
conditions
Baldi et al. [13]
Particles are picked up and kept suspended by
turbulent eddies
Cannot describe the eﬀect of viscosity nor the
eﬀect of solid concentration.
Cannot describe why the impeller that creates
mass circulations (PBT) is more eﬀective for
suspending particles than impeller which creates
a lot of turbulence
Narayanan et al. [30] Balance of vertical forces acting on particles
Assumption of no slip between solid and liquid
and homogenous distribution of solid particles is
questionable.
Proposed for very diluted solid concentrations
Subbarao and Taneja [31] Balance of forces acting on particles
Particle settling velocity was estimated from a
correlation for the porosity of a liquid ﬂuidized
bed as a function of liquid velocity
Ditl and Rieger [32]
Same concept as Baldi et al. [13], solid particles are
picked up by diﬀerent sizes of eddies
Cannot describe the eﬀect of viscosity nor the
eﬀect of solid concentration
Cannot describe why the impeller that creates
mass circulations (PBT) is more eﬀective for
suspending particles than impeller which creates
a lot of turbulence
Musil and Vlk [33] Balance between liquid and particle kinetic energy
The approach followed by them was rejected by
Ditl and Rieger [34] because of mathematical
mistakes
Ayazi Shamlou and
Zolfagharian [14]
Proposed a model for estimation necessary condi-
tions for incipient motion of solid particles based
on average velocity of the liquid near the bottom
of the vessel and forces acting on particles, like lift,
drag, buoyancy, and weight resting at the bottom
of the vessel
Model does not need any experimental adjust-
ment, but the parameter describing solid arrange-
ment is unknown
Molerus and Latzel [15, 35]
Solid suspension governed by two diﬀerent mech-
anisms based on Archimedes number.
Region responsible for solid suspension is the wall
boundary layer of the vessel
Requires accurate correlation for predicting shear
rate at the boundary layer of the vessel
Wichterle [36]
Diﬀerence between the terminal settling velocity of
particle and velocity of the liquid
The ratio between NJS and settling velocity allows
predicting NJS easily
Mersmann et al. [5]
Power input dissipated by two phenomena: con-
sumption of power to avoid settling and generat-
ing discharge ﬂow for suspension
Values for NJS calculated by this method are highly
underpredicted compared to experimental data.
This could be because the correlations for ﬂuctu-
ating velocity at the bottom of the vessel are not
accurate
models on the prediction of solid suspension by means
of commercial CFD codes. Kee and Tan [18] presented a
new CFD approach for predicting NJS and characterized
eﬀect of D/T and C/T on NJS. Ochieng and Lewis [20]
provided qualitative and quantitative insight into solid
suspension by simultaneous investigations using CFD and
LDV. In their work suspension studies have been carried
out in a Nickel precipitation process and best simulation
results were obtained for solid loading lower than 6% [24]
studied three diﬀerent criteria to determine NJS based on
CFD simulation results. Comparing simulation results with
empirical correlation predictions is reasonable, yet they
suggested examining solid velocity at the bottom of the
vessel as proper criteria [25] provided a complete review
on the CFD simulation of solid suspension in a stirred
tank. They have explained important parameters to achieve
accurate simulation and discussed diﬀerent models and
simulation approaches. Although extensive eﬀorts have been
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Figure 1: Experimental setup and gamma-ray densitometry data acquisition system.
made to apply CFD simulation to predict hydrodynamic
parameters and the state of solid suspension in solid-liquid
and gas-liquid-solid stirred tank reactors, it is commonly
believed that turbulent models, which are being used for
modeling a turbulent ﬂow ﬁeld in stirred tank reactors, have
considerable uncertainties even in the single phase. Recently,
[26] demonstrated that even in the single phase with current
turbulent models, CFD results show errors up to 20% of
the time. There are numbers of CFD works for liquid-solid
stirred tank reactors, but they rarely have been validated for
high solid concentration.
3. Materials andMethods
3.1. Experimental Setup. Experiments were conducted in
14 L and 58 L transparent polycarbonate cylindrical-stirred
vessels with standard baﬄes, an open top and a ﬂat bottom
(Figure 1). Three diﬀerent impellers were tested, mounted on
a central shaft, namely, a six-blade Rushton turbine (RT),
a concave blade turbine (CBT), and a four-blade pitched
blade turbine in down-pumping mode (PBT-D). The vessel,
impeller dimension, and geometrical details of the mixing
system are given in Table 3. Water was used as the liquid
phase and sand as the solid phase (density of 2650 kg/m3).
Particle size distribution of sand was measured by the Horiba
laser scattering particle size distribution analyzer (model:
LA-950). The mean particle size was 277 μm. The operating
slurry height was set equal to the vessel diameter.
3.2. Methods. The use of radioactive sources (radioisotopes)
to characterize the ﬂuid dynamics and hydrodynamics of
single-phase and multiphase systems has an extensive history.
A detailed review of these methods can be found in Chaouki
et al. [27]. In the present work, we use the concept
of densitometry described and applied above [27, 28] to
Table 3: Design details of a mechanically stirred tank.
Parameter Value
Vessel diameter (m) 0.2
H/T 1
Baﬄe with T/10
Number of baﬄes 4
Material of construction Plexiglass
Geometry Cylindrical with ﬂat bottom
Impeller clearance from
the bottom
Varies between 0.5T to 0.2T
Impellers
RT (6 blade), D:T/3, W/D: 1/5
CBT (6 blade), D:T/3, W/D: 1/5
PBT (4 blade @ 45◦), D:T/3, W/D: 1/5
propose a new technique for characterizing NJS. If a radioac-
tive source is placed on one side of the vessel and a detector
on the other side, based on the material between them
the detector receives a speciﬁc amount of gamma ray. This
phenomenon can be modeled by the Beer-Lambert’s law
that describes the decay in intensity of the emitted gamma
ray by passing through the medium: I = I0 · exp(−ρμl).
Changes in the density or phase of the medium lead to
corresponding changes in the gamma-ray intensity recorded
by the detector. In multiphase systems, the ray intensity is
related to the volume fraction of each phase. This gamma-
ray emission-obstruction-detection framework could be the
basis of a useful tool for characterizing solid suspension in
stirred tanks.
In practice, a source of gamma ray (a 2 mm glass bead
ﬁlled with scandium oxide) was activated in the Slowpoke
nuclear reactor of Ecole Polytechnique of Montreal. The
source activity was between 100–200 μCi, and the half-life
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time of the tracer was 84 days. The tracer was placed in the
holder where it was completely shielded by lead. Emitted
gamma rays from this source were collimated by lead sup-
port. It passed through a 5 mm hole on the protection shield
and went through the vessel. A NaI scintillation detector
(Teledyne Isotope, Model S-1212-I) was placed on the other
side of the vessel and coupled to an ampliﬁer (EG&G ORTEC
Model: 925-SCINT) and a data acquisition system (TOMO
MSC plus-17)—See Figure 1. Both tracer and detector were
positioned in order to be able to scan the region about 0.5 cm
from the bottom of the vessel. The signals were recorded for
2 minutes with a 200 msec sampling time at each impeller
speed (varied between 0 to 1000 rpm with diﬀerent step
sizes). Counts were recorded at each impeller speed, and
they were converted and processed by home-made codes. It
was veriﬁed that changing the sampling time and recording
period as well as the background noise did not alter the
experimental results. The original recorded count rates were
related to the solid volume fraction. For this purpose, the
same region was scanned without solids (pure water (1)).
According to this procedure, the following equations can be
established. Equation (4) relates the measured intensity to
solid hold-up
Iwater only = I0 exp
(−ρwaterμwaterL) · exp(−A), (1)
Iliquid-solid(N=0) = I0 exp
(−ρwaterμwaterL(1− s,0)
−ρsolidμsolidL
(
s,0
)) · exp(−A),
(2)
Iliquid-solid(N>0) = I0 exp
(−ρwaterμwaterL(1− s)
−ρsolidμsolidL(s)
) · exp(−A),
(3)
εs = εs,0
ln
(
Iliquid-solid(N>0)/Iwater only
)
ln
(
Iliquid-solid(N=0)/Iwater only
) (4)
NJS was also characterized by two conventional techniques
for comparison: the visual technique and the pressure gauge
technique. For characterizing NJS with the visual technique,
the vessel base was illuminated and the bottom was observed
while increasing the impeller speed with a low step size
of 10 rpm. NJS was determined according to the Zwieter-
ing criteria. For characterizing NJS by the pressure gauge
technique, a calibrated pressure transducer (Lucas Schaevitz
Model P3061-20wg) was connected to the vessel bottom.
LabView software (National Instruments) was used for data
acquisition. Signals were recorded with a sampling time of 1
sec for 5 minutes. The recorded signals were then processed
based on the procedure explained by Micale et al. [10, 11]. In
the experiments, various solid loading and impeller clearance
conditions were investigated. The eﬀect of the gas ﬂow rate
on solid suspension was studied as well. Diﬀerent scale-up
procedures were evaluated to identify which procedure may
provide proper scale-up conditions. All experiments were
repeated at least three times to ascertain the reproducibility.
All experiments have been done in ambient conditions.
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Figure 2: Variation of recorded count rate and average solid
hold-up by increasing impeller speed at the bottom of the vessel.
Impeller: RT, X: 20%, dp: 277 μm, C/T: 0.33.
4. Results and Discussion
4.1. Main Features of Solid Suspension. Typical results of the
densitometry technique are shown in Figure 2. This ﬁgure
shows variation of count rate recorded by detector versus
impeller speed. At N = 0 (rpm), when all the solid particles
settled on the bottom of the vessel, the recorded intensity
by the detector IN=0 is constant. By increasing the impeller
speed and as solid particles in the scanning region commence
motion and are lifted by the liquid, the recorded intensity
increases. At higher impeller speeds, when all the solid
particles are experiencing random motion and no solid rests
on the bottom of the vessel, the recorded intensity is expected
to stabilize. In practice, a slight intensity increase can be
observed, which is related to the change in solid particle
speed and a decrease of the residence time of the solid in the
scanning zone.
Solid hold-up can be calculated from recorded count
rates by employing (1), (2), (3), and (4). Figure 2 also
illustrates the variation of solid hold-up at the bottom of the
vessel by increasing impeller speed.
As many researchers have mentioned (e.g., [7]) solid
concentration at the bottom of the vessel at just-suspended
conditions exhibits a discontinuity. As shown in Figure 2,
based on densitometry data, a discontinuity in solid con-
centration can be noticed at the bottom of the vessel by
increasing impeller speed and passing NJS. The starting point
of this discontinuity is considered as NJS. ε/ε0 represents the
normalized solid volume fraction at the bottom of the vessel.
By plotting 1− ε/ε0 vsersus impeller speed the discontinuity
in solid concentration at the bottom of the can be identiﬁed
clearly. As illustrated in Figure 2, for low impeller speed, all
solid particles rest on the bottom of the vessel base. Upon
increasing impeller speed, a fraction of the solid particles
commences lifting and reaches suspension at a certain height.
Partial suspensions correspond to the situation where some
solids rest on the bottom of the tank. Since the particles are
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Figure 3: (a) Comparison of gamma-ray densitometry technique with pressure technique. (b) Comparison of gamma-ray densitometry
technique with two conventional methods.
in constant contact with the bottom of the vessel, not all the
surface area of particles is available for chemical reaction,
mass, or heat transfer.
As the impeller speed is increased, the partially sus-
pended solid yields three distinct zones: a clear liquid layer
at the top, a nonsuspended solid layer at the bottom; and a
region with a suspended mixture in between. The relative
size of the three zones depends on how easily particles can
be picked up by the ﬂuid and how eﬃciently the impeller
is agitating the liquid. Increasing impeller speed results in
conditions where no particle stagnates at the bottom of the
vessel. Although virtually all solid particles are suspended,
the system is not yet homogeneous, with a clear interface
between the solid-rich and solid-lean regions. By increasing
impeller speed beyond the just-suspended condition, the
degree of homogeneity increases.
4.2. Comparing Densitometry with the Pressure-Gauge and
Visual Observation Techniques. Results of the gamma-ray
densitometry technique were compared with those of the two
conventional techniques in Figures 3(a) and 3(b).
As illustrated in Figure 3(a), the pressure-gauge tech-
nique quite systematically overestimates the just-suspended
speed compared to the densitometry technique. This could
be related to the fact that the method for eliminating the
dynamic head eﬀect is not valid for high solid concentration
and for axial ﬂow impellers. As discussed by Micale [10,
11], the dynamic head eﬀect can perturb experimental data
signiﬁcantly. At low solid loading, NJS determined by the
pressure-gauge technique, and the visual method are in good
agreement. Diﬀerences in NJS values obtained using the
diﬀerent methods do not exceed 5%. This diﬀerence is well
within the range of experimental uncertainty. However, for
high solid loading and special cases like an axial ﬂow impeller
or low oﬀ-bottom impeller clearance, both conventional
techniques exhibit larger diﬀerences compared to the new
method.
4.3. Eﬀect of Impeller Type. The degree of solid suspension
in stirred tanks is strongly related to the speciﬁc power,
pumping capacity and ﬂow pattern. The main source of
power dissipation and pumping is the impeller rotation.
Researchers have studied a variety of impellers for solid sus-
pension. The choice of a given impeller to achieve maximum
solid suspension with minimum power requirement is the
key for the technical and economic viability of the process.
NJS is aﬀected signiﬁcantly by the region of the vessel where
the ﬁnal portion of settled solid particles is brought into
suspension. This region varies for diﬀerent impeller types
and vessel geometry.
Three types of impellers have been studied in this paper:
Rushton Turbine (RT), Pitched Blade Turbine in down-
pumping mode (PBT-D), and Concave Blade Turbine (CBT).
Axial ﬂow impellers (like PBT-D) are more favorable for
liquid-solid mixing processes since they can provide a good
quality of solid suspension at lower impeller speed compared
to radial ﬂow impellers [1, 37], but their instability for being
applied in a three-phase system (Gas-liquid-solid) leads us to
study RT and CBT as well.
There are two zones on the tank base where recirculation
loops are weak: underneath the impeller and at the junction
of the tank base and wall. As illustrated in Figure 4(a) for
the Rushton turbine, the ﬁnal settled solids were suspended
from underneath the impeller at the centre of the tank.
At the same impeller speed, more solids were suspended
from other regions compared to the centre. There are many
characterization studies regarding the ﬂow pattern of radial
and axial ﬂow impellers (e.g., [38–40]). The radial ﬂow
generated with radial ﬂow impeller ﬁrst hits the wall and
change direction, moving upward and downward [40, 41].
Downward jet hits bottom of the vessel and is redirected to
the center. Thus, the radial ﬂow impeller sweeps particles
toward the center of the vessel bottom and lifts them from an
annulus around the center of the vessel bottom. As illustrated
in Figure 4(a), solid concentration is lower at third scanning
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Figure 4: (a) Solid hold-up variation at the bottom of the vessel by increasing impeller speed, for 4 diﬀerent scanning lines, impeller: RT, X:
30%, dp: 277 μm, C/T: 0.33. (b) Comparison of just-suspended speed for diﬀerent impellers. X: 10% wt/wt, C/T: 0.33.
line, which corresponds to periphery of the vessel, compared
to Mid. line.
On the other hand, axial ﬂow impellers tend to suspend
solid particles from the periphery of the vessel bottom. The
ﬂow generated by axial ﬂow impeller (in down pumping
mode) ﬁrst hits the bottom of the vessel. It is then redirected
to the wall and generates liquid wall jet moving upward,
which could push solid particle forward and lift them from
the periphery of the vessel [39, 42–44]. Wall jet generated
by axial ﬂow impeller at the wall is stronger than the one
generated by radial ﬂow impeller. Accordingly, it is more
diﬃcult to lift particles from the center than drive them
toward the corner. The ﬂow pattern of axial ﬂow impellers
facilitates suspension in comparison to radial ﬂow impellers.
As shown in Figure 4(b), radial ﬂow impellers require higher
impeller speeds for solid suspension compared to axial ﬂow
impellers.
4.4. Eﬀect of Solid Loading. The eﬀect of solid concentration
on NJS has also been studied. As shown in Figure 5(a),
higher solid loading causes an increase in required NJS. Upon
increasing solid loading, more power is required to suspend
large portions of solid. In the plateau region (Figure 5(a)),
solid hold-up at the bottom of the vessel is higher at X = 40
(% wt/wt) compared to the other case, because the power
draw of the impeller is not high enough to disperse the solid.
The eﬀect of solid loading on NJS for the various impellers is
summarized in Figure 5(b).
4.5. Eﬀect of Impeller Clearance. The eﬀect of the impeller
clearance on the just-suspended speed is illustrated in Figures
6(a) and 6(b). Experimental results show that the clearance
has a substantial eﬀect on solid suspension especially for
PBT-D. Critical impeller speed for oﬀ-bottom suspension
increases as the clearance is increased. Based on impeller
clearance and type of impeller two radically diﬀerent ﬂow
patterns could be observed: (1) a double-loop shape in
which two recirculation loops circulate above and below the
impeller and (2) a single-loop shape in which the lower
recirculation loop is suppressed. Single-loop ﬂow is typical
for axial ﬂow impellers, while double-loop is typical for
radial ﬂow impellers. Variation of the ﬂow pattern leads to
diﬀerent solid suspension regimes, which, in turn, aﬀect NJS
as discussed previously. Energy transfer from the impeller
to the particles is maximized in conﬁgurations where the
impeller operates close to the tank base [37]. When the
impeller is placed close to the vessel base, the particles
trapped at the bottom of the vessel underneath the impeller
are initially driven toward the corners. This centre-to-
corner motion faces minimal resistance while accumulating
suﬃcient momentum to lift into suspension after sliding
to the junction of wall and vessel base. By increasing the
impeller oﬀ-bottom clearance, the stagnant zone underneath
the impeller increases, more solid particles are trapped in
that region as less momentum is transferred to the particles.
A higher speed (more power) is necessary to force particles
to move toward the tank corner from where they become
suspended. Figure 6(b) illustrates the variation of solid hold-
up at the bottom of the vessel for radial ﬂow and axial ﬂow
impellers at two diﬀerent impeller clearances.
The variation of NJS as a function of impeller clearance
is shown in Figure 6(b). Sharma and Shaikh [45] have
deﬁned three regions in the NJS versus impeller clearance
plot. In the ﬁrst region, NJS remains constant by increasing
impeller clearance. This corresponds to the conﬁguration
where the impeller is located very close to the vessel base.
This phenomenon is related to the local energy dissipated
at the tank base, which remains constant when the impeller
operates very close to the vessel base [13]. Impellers exhibit a
high eﬃciency for suspending solid particles in this region.
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According to Sharma and Shaikh [45], this phenomenon
can be observed only in conditions where C/T < 0.1. All
impellers with very low clearance (C/T < 0.1) behave as axial
ﬂow impellers and generate a single-eight loop ﬂow. This
low-clearance range is the most eﬃcient condition for the
impellers.
The diﬀerence between NJS for diﬀerent impellers is
related to the amount of power dissipated by the impeller in
the vessel. As illustrated in Figure 6(b), at impeller clearances
higher than 0.2, NJS increases only slightly with increasing
clearance. For radial ﬂow impellers, the ﬂow pattern changes
from single-loop to double-loop [46] and, as discussed
before, this changes the mechanism of solid suspension.
At higher impeller clearance, the trend is similar. Impeller
eﬃciency decreases by increasing the impeller clearance and,
as a result, NJS increases.
For the axial ﬂow impeller, a diﬀerent behavior is ob-
served. At impeller clearances lower than 0.37, NJS increases
slightly as the clearance increases. This is observed for the
same reason as with radial ﬂow impellers with the added
feature that at clearances higher than 0.37, NJS becomes a
strong function of the impeller clearance and the slope in
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this region is higher compared to other regions. This increase
in NJS is related to the modiﬁcation of the ﬂow pattern.
At clearances higher than 0.37, ﬂow lines originating from
the impeller hit the wall before they hit the vessel base.
After hitting the wall, they slide downward or upward along
the wall. This is typical of the double-eight ﬂow pattern
generated by radial ﬂow impellers. It means that the axial
ﬂow impeller converts to a radial ﬂow impeller. Such an
increase cannot be observed for radial ﬂow impellers (RT
and CBT). For radial ﬂow impellers NJS slightly increases
since the power available for solid suspension decreases by
increasing impeller clearance.
Flow visualization can provide more insight about this
phenomenon. As reported in diﬀerent articles [39, 46, 47],
ﬂow transitions occur by increasing impeller clearance for
both radial and axial ﬂow impellers. In case of radial ﬂow
impeller (RT) transition from double-eight ﬂow patter to
single eight happens at C/T = 0.15 [46]. When the clearance
value is less than or equal to 0.15 T, the strong inclination of
impeller stream can be utilized to promote solid suspension
from bottom of the vessel. With clearance higher than 0.15T
a double eight ﬂow pattern is produced (e.g., [41]) and it
was shown that an annular wall jet exists at the wall of the
tank. By increasing the impeller clearance, downward wall jet
weakens, which explains the higher impeller speed required
for oﬀ-bottom suspension.
For axial ﬂow impeller, at critical value of impeller
clearance, impeller’s discharge ﬂow will impinge on the vessel
wall rather than the base, which leads to two ﬂow loops in
the vessel. The primary ﬂow loop moves upward the wall.
The secondary ﬂow loop is characterized by low-velocity,
radially inward ﬂow at the base of the vessel, which returns
to the impeller via up-ﬂow at the center of the vessel. This
ﬂow pattern that is known as reveres ﬂow is not well suited
for solid suspension. Diﬀerent values have been reported
for clearance at which axial impeller undergoes a distinct
transition. It is strongly aﬀected by type of impeller, D/T
ratio, and impeller blade angle [39, 47]. The critical value for
PBT-D reported as C/T = 0.37 (Figure 6(b)) in this work.
4.6. Comparing with Correlations. Diﬀerent correlations
have been proposed for predicting NJS (with general format
of (5)). However, no correlations with global agreement
have been presented so far. As illustrated in Figure 7, the
agreement between the prediction and experimental data is
not good, which means there is no equation with global
validity
NJS = Svα
[
gc
(
ρs−ρl
)
ρl
]β
d
γ
pDδXθ. (5)
The subjectivity of conventional experimental techniques
causes signiﬁcant diﬀerences between predicted values for
the same system. Most of the studies resulted in modiﬁ-
cations of model parameters in the Zwietering correlation.
Values determined for the model parameters (α, β, γ, δ, and
θ in (5)) in diﬀerent studies are almost similar to each other,
but in Figure 7 high diﬀerences between measured and pre-
dicted values can be seen. Therefore, it can be concluded that
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Table 4: Values for a and b parameters in equation 3 for diﬀerent
impellers.
Impeller a b
RT (0.1 < C/T) 4.7 1.1
PBT-D (0.1 < C/T < 0.35) 3.47 1.35
CBT (0.1 < C/T) 5.4 0.98
the diﬀerence between measured values and predicted ones
can be related to variations of the dimensionless number S
in Zwietering’s correlation, which is a function of impeller
size, type, and clearance. The value of S changes linearly
for radial impellers with increasing impeller clearance. For
axial impellers, however, S is signiﬁcantly aﬀected by impeller
clearance beyond the critical point [37]. As a result, the
Zwietering correlation can be modiﬁed as follows:
NJS =
(
a + b
C
T
)
vα
[
gc
(
ρs−ρl
)
ρl
]β
d
γ
pDδXθ , (6)
where θ = 0.12 and 0.22 for RT and PBT-D, respectively,
δ = −0.85, γ = 0.2, β = 0.45, α = 0.1. Values for a and b
for diﬀerent impellers are given in Table 4.
In Figure 7, comparison between predicted values by
new model and previous published models [3, 37, 48] are
illustrated.
4.7. Eﬀect of Scale. The eﬀect of scale on NJS was also eval-
uated by the gamma-ray densitometry technique. For this
purpose, experiments were repeated in a larger vessel (T =
0.4 m) at diﬀerent solid concentrations for PBT-D and RT.
Results are reported in Figure 8. Diﬀerent scale-up methods
have been proposed for NJS. These scale-up methods are
divided into two categories. The ﬁrst category includes two
common approaches used by engineers to scale-up stirred
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tanks, that is, constant speciﬁc power (P/V) and constant tip
speed. The second category includes the scale-up procedure
developed based on empirical studies or theoretical concepts.
As it was shown in Figure 8, applying diﬀerent scale-up
rules leads to signiﬁcant diﬀerences in predicting NJS for
larger scale. The reader should note that even a small
diﬀerence in the exponent of D can have large eﬀect on
power consumption when NJS is scaled-up. At high solid
loading, for RT, constant P/V seems a promising method
but for PBT-D, at same solid loading, tip speed constant may
provide better prediction. At low solid loading, the criterion
proposed by Nienow [19] is more accurate. Clearly, there is
no scale-up procedure with global validity, and appropriate
operating condition at large scale, for any mixing system,
should be determined independently.
4.8. Application of the Gamma-Ray Densitometry Technique
in a Three-Phase System. Solid suspension is also a key factor
in three-phase (GLS) stirred tanks. In a three-phase system,
the presence of gas makes the solid suspension a more
complex phenomenon. It is common knowledge [1] that the
presence of gas decreases the ability of the impeller for solid
suspension due to (1) decreasing the power dissipation in the
system and (2) aﬀecting the ﬂow pattern of the liquid phase
resulting in reducing the liquid-solid slip velocity. Reduction
of slip velocity decreases the interphase forces (drag and
lift), which are responsible for solid pickup from the vessel
base. As illustrated in Figure 9 by increasing the gas ﬂow
rate, a higher impeller speed is required to achieve just oﬀ-
bottom suspension. The diﬀerences between literature data
and densitometry technique are considerable.
The use of the visual technique in the presence of gas
is more diﬃcult. Gas ﬂow (at very low values) could help
the suspension of solid particles, but as reported in the
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illustrated in Figure 9, increasing the gas ﬂow rate directly
aﬀects the impeller performance. Accordingly, ΔNJS (=NJSg−
NJS) increases by increasing the gas ﬂow rate. Radial and axial
ﬂow impellers show diﬀerent behavior in the GLS system. As
can be seen in Figure 9, performance of CBT is less aﬀected
by presence of gas compared to two other impellers.
4.9. Theoretical Prediction of NJS. The empirical correlations
for predicting NJS, which typically take the form of (6),
do not facilitate the understanding of the particle sus-
pension mechanism, and theoretical models may provide
more insight about the suspension mechanism. The method
considered here is based on a force balance acting on a single
particle resting at the bottom of the vessel. If we consider a
solid particle resting at the bottom of the vessel in liquid,
which is under turbulent agitation, by increasing impeller
speed particles may start to move by rolling, sliding or lifting.
Once particles have lifted up from bottom of the vessel they
can be carried away due to the sedimentation-dispersion
mechanism. Diﬀerent forces may act on a single spherical
particle when it moves in turbulent media [53]. Based on
what is reported in the literatures for solid motion in a stirred
tank (e.g., [53]), also by considering an analogy with particle
minimum pickup velocity in pipes (e.g., [54, 55]), for the
particle resting at the bottom of the vessel and at the moment
of dislodgment, the force balance on single particle can be
written as
1
2
ApρlCDv
2
l-JS − gVp
(
ρS − ρl
)− ρSlgHAp = 0, (7)
which on solving for velocity yields
vl-JS =
√√√√4gdp(ρs − ρl)
3ρlCD
+
ρlsHg
ρlCD
. (8)
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vl- js is the minimum velocity of ﬂuid required to initiate
the just-suspended condition of solid particles. Equation (7)
assumes complete “wet-ability” of solids by the liquid and
also assumes no slip between particles and ﬂuid. It also
assumes spherical particles. Equation (8) describes the mini-
mum liquid velocity required at the bottom of the vessel for
pick-up particles at conditions close to just-suspended speed,
and it is sensitive to liquid and solid physical properties (dp,
ρs, ρl, ν) and solid concentration (through slurry density
and CD). It is necessary to ﬁnd an appropriate approach for
relating the impeller speed to this minimum liquid velocity.
If such a relation exists, it would be possible to determine
NJS theoretically for any mixing system by knowing physical
properties of the liquid and solid phase and solid loading.
In light of the lack of accurate data concerning local liquid
velocity at the bottom of the vessel for dense liquid-solid sys-
tems [56, 57], local liquid velocity could be determined from
circulation time in a single-phase stirred tank. McManamey
[58] proposed that the time required for the liquid to
circulate once through the ﬂow path should be equal to
the maximum length of the circulation path divided by the
average liquid velocity in the circulation path (t = (liquid
circulation path)/(liquid velocity)). The liquid circulation
path can calculated from the geometry of the vessel and
impeller type. For a PBT-D impeller the liquid circulation
path is 2H+T/2 [59] and for an RT impeller it is 3T-2C [30].
Accordingly, we will have tc = (3T − 2c)/vl for RT and
tc = 3T/vl for PBT-D. The circulation time can be expressed
as a function of impeller speed, liquid properties, and tank
and impeller geometry [60]. In stirred tanks, mixing time
can be assumed to be some multiple of the circulation time
[16, 61, 62]. In this case, accurate correlations for predicting
mixing time in dense liquid-solid mixing systems may help
to predict the correct NJS values. However, by applying this
approach, the calculated NJS values were highly diﬀerent
compared to current experimental results. This leads to the
conclusion that the minimum liquid velocity at the bottom of
the vessel required for oﬀ-bottom suspension is much lower
than the average circulation velocity.
Van der Molen and Van Maanen [63], based on inves-
tigations with a laser-Doppler velocimeter, have found that
the average velocity at the wall of the stirred tank could
be calculated as vl = C1Utip(D/T)7/6. At just-suspended
conditions, we can rewrite this equation as
vl-JS = C1Utip-JS
(
D
T
)7/6
or
vl-JS = C1NJSπD
(
D
T
)7/6
.
(9)
For the system used in this study, minimum liquid
velocity at the bottom of the vessel at just-suspended
condition (vl-JS) was calculated from (8). Calculated vl-JS
and experimental values for NJS were replaced in equation
(9) and C1 deﬁned for RT and PBT-D. For RT, at constant
solid loading,C1 increases very slightly by increasing impeller
clearance (average value = 0.05); however, it shows linearly
increases by increasing solid loading (slope: 0.18). For
PBT-D, C1 increases linearly by increasing solid loading
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(slope: 0.13). It is constant for low impeller clearances that
is, C/T < 0.37 (C 1 = 0.07). Results of the theoretical
prediction of NJS using the current method were compared
with experimental data reported by Narayanan [33] and the
model they have proposed in Figure 10. Narayanan et al.
[33] have done experiments in systems where clearance is 0.5
and solid loading varies between 5% and 20%. Both models
exhibit almost same accuracy. The combination of (8) and
(9) provides a very simple and semitheoretical approach for
predicting just-suspended impeller speed. The uncertainty of
predicted NJS could be decreased by modifying (9) based on
local measurement of the liquid velocity at the bottom of the
vessel [51, 52].
5. Summary and Conclusions
To overcome limitations of conventional techniques for
characterizing just-suspended speed in liquid-solid mixing
systems, a novel technique was developed based on gamma-
ray densitometry. This technique represents an original
approach and a convenient means of measuring just-
suspended speed in systems where visual observation is
not possible. Even in the systems where other methods are
applicable, the densitometry technique can provide more
accurate measurement. It was clearly observed that, based
on impeller clearance, axial and radial impellers operate
diﬀerently. All impellers are eﬃcient at low clearance.
However, there exists a critical clearance where the ﬂow
pattern of the axial ﬂow impeller changes. It was also shown
that correlations for predicting NJS do not have universal
validity. Correlation for predicting NJS was modiﬁed based
on gamma-ray densitometry results. Finally, a theoretical
approach was proposed based on the analogy between solid
suspension in stirred tanks and the incipient movement of
solid particles in pipes. This model shows good agreement
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with experimental data collected from the literature. How-
ever, model accuracy could be improved by local solid-liquid
characterization close to the bottom of the vessel.
Nomenclatures
a : Constant of equation (6)(−)
A: Surface area (m2), attenuation of vessel, and
environment (−)
Ap: Particle surface area (m2)
b: Constant of equation (6) (−)
C: Impeller clearance (m)
CD: Drag coeﬃcient (−)
D: Impeller diameter (m)
dp: Average particle diameter (m)
g: Gravity acceleration (m/s2)
H : Liquid height (m)
I : Count rate (count/sec)
P: Pressure (Pa)
ΔP: Pressure diﬀerence in pressure gauge
technique, PN>0 − PN=0, (Pa)
L: Scanning length (m)
N : Impeller speed (1/sec)
S: Zwietering correlation constant (−)
tc: Circulation time (sec)
vl-JS: Liquid velocity at the bottom of the vessel at
just-suspended condition (m/s)
vp: Particle volume (m3)
vvm: Volume of gas per unit volume of liquid per
minute (1/min)
W : Blade width (m)
X : Solid loading Ms/Mt × 100 (% wt/wt-).
Greek Letters
α,β, γ, δ, θ: Constants of equation(6)
ΔNJS: NJSg −NJS (rpm)
ρ: Density (kg/m3)
μ: Mass attenuation coeﬃcient (kg/m2)
ε : Solid hold-up or volume fraction (−)
ν: Liquid dynamic viscosity.
Subscripts
i: Representation of scanningsection
imp: Impeller
js: Just-suspended, liquid-solid system
jsg: Just-suspended, gaz-liquid-solid
l: Liquid
s: Solid
ls: Slurry
0: Initial condition (N = 0 rpm).
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The mixing performance in a vessel agitated by an impeller that inclined itself, which is considered one of the typical ways to
promote mixing performance by the spatial chaotic mixing, has been investigated experimentally and numerically. The mixing
time was measured by the decolorization method and it was found that the inclined impeller could reduce mixing time compared
to that obtained by the vertically located impeller in laminar ﬂow region. The eﬀect of eccentric position of inclined impeller on
mixing time was also studied and a signiﬁcant reduction of mixing time was observed. To conﬁrm the experimental results, the
velocity proﬁles were calculated numerically and two novel numerical simulation methods were proposed.
1. Introduction
In recent years, many theoretical and experimental studies
have been carried out for laminar chaotic mixing and have
provided much beneﬁcial information on how laminar mix-
ing can be enhanced. However, it has also been recognized
that the mixing in periodic ﬂows is not necessarily complete,
because such systems often display coexisting chaotic and
nonchaotic regions. Fluids can neither penetrate nor leave
these islands of unmixed ﬂuids by regular motion. Therefore,
the isolated mixing regions may become barriers to mixing.
In the pioneering studies in this ﬁeld, Lamberto et al. [1]
ﬁrst attempted to solve this problem using time-dependent
rotational velocity to enhance the mixing in a stirred tank
equipped with ordinary small impellers. After that, several
experimental studies have been also undertaken [2, 3] to
demonstrate that the mixing performance can be improved
markedly by increasing the chaotic degree in temporal
terms. While the chaotic degree can be increased eﬀectively
by temporal terms, the approach is restricted to practical
applications because of the restriction of the motor and the
speed reducer machine to drive the impeller. In practice, the
temporal approach has rarely been employed in the mixing
industry except for washing machines.
In contrast, the chaotic degree can also be increased by
spatial terms, for example, by reducing the circumferential
symmetry and shifting the complexity in normal mixing
equipment. While this spatial method does not improve
the mixing performance as impressively as the temporal
method, it places less demanding requirements on the
machinery. Consequently, this approach has been widely
used in industry.
The special measures employed in an agitated vessel
related to spatial chaotic mixing include baﬄes, oﬀ-center
impeller mounting, and uncircumferentially symmetrical
tanks. The baﬄes can enhance the mixing performance
remarkably and have been widely used, the oﬀ-center
mounting has also been investigated thoroughly [4, 5] and
the uncircumferentially symmetrical tanks have recently
been studied [6–8]. However, the most desirable method is
to know how to insert the traditional impeller into a vessel
because it does not cost so much. Therefore, in the present
study, the mixing performance is investigated in a vessel
agitated by an impeller inclined itself, which has rarely been
studied. The eﬀectiveness of setting the impeller inclined is
veriﬁed through the comparison of mixing time obtained
for vertical setting impeller. Two novel numerical simulation
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Figure 2: Isolated mixing regions observed (50 min−1, DT), Re = 16.2.
methods were proposed to conﬁrm the experimental results
obtained in this work.
2. Mixing Time for Inclined Impeller
2.1. Experimental. The experimental setup consists of a
cylindrical vessel with four baﬄes and an impeller, as shown
in Figure 1. The experimental conditions conducted in this
work are summarized in Table 1. The vessel was a transparent
acrylic resin of 0.24 m inner diameter, T, with a liquid
depth, H, of 1.25T and has a 2 : 1 semiellipse dish shape
bottom. The impellers used are a Rushton turbine (DT) and
a 6 bladed pitched paddle rotated to create downward ﬂow
(PP). The impeller-to-vessel diameter ratio, D/T, was 0.5 and
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Table 1: Experimental condition.
μ [Pa·s] 1.05∼1.30
N [min−1] 50, 100, 150, 200, 250, 300
θ [◦] 0, 15, 30
e/R [—] 0, 0.2, 0.25, 0.33, 0.5
0 0.1 0.2 0.3 0.4 0.5 0.6
e/R
0◦
15◦, +x
15◦, −y
15◦, y
102
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104
105
106
N
t m
(—
)
Figure 4: Relationship between dimensionless mixing time and
eccentric ratio.
the oﬀ bottom clearance of impeller was 0.5H. Four baﬄes of
width 0.19 m were set on the vessel wall. The impeller was set
vertically and inclined at 15 or 30 degrees, so as to the center
of impeller is consistent with the middle of vessel. Only for
Rushton turbine set vertical and inclined 15 degree, the eﬀect
of impeller eccentricity on mixing time was also investigated.
In this case, the impeller was moved to front and back of
inclined side (denoted −x and +x) and to the perpendicular
direction (denoted y), where the distance from center of
impeller to the center line of tank was changed from 0 to
0.5 of radius of vessel. Newtonian aqueous solutions of corn
syrup with viscosities of about 1 Pa s and water were used
as test liquids. The mixing was carried out at the Reynolds
number from 10 to 100.
The mixing time was measured by the decoloration
method adopting the reaction between iodine and thiosul-
fate. The optimum equivalent ratio of thiosulfate to iodine
1.4 [9] is selected to measure the mixing times. The mixing
time was deﬁned as the time required to destroy the isolated
mixing regions, where the streaks observed on the vessel wall
at the end of mixing were ignored when determining the
mixing time.
2.2. Mixing Time Measured
2.2.1. Eﬀect of Inclination of Impeller on Mixing Time.
Figure 2 shows the photographs of isolated mixing regions
observed after 15 min for diﬀerent inclined angles of
impeller. It is well known that the doughnut rings are formed
above and below the impeller at relatively low Reynolds
numbers for ordinary small impellers [1, 5]. As expected, the
doughnut rings were observed above and below the impeller
not only for the vertical impeller (θ = 0) but also inclined
impellers (θ = 15 or 30). However, the volume of the isolated
regions reduces with an increase in the inclined angle of
impeller.
The relationship between the dimensionless mixing time
measured and the Reynolds number is shown in Figure 3, for
impellers of diﬀerent inclination. This ﬁgure shows that the
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Figure 5: Three-dimensional ﬂow velocity and axial velocity distribution (vertical located impeller). The rate vector was overlapped with
each ﬁgure. The range of coloring was displayed in proportion to the rotational speed.
dimensionless mixing time decreases with an increase in
Reynolds number for all impellers and with an increase
in inclined angle of impeller. This result may indicate that
the inclination of the impeller can promote the mixing
performance in laminar ﬂow regions. The eﬀect of impeller
inclination on mixing time is stronger for Rushton turbine
than that for pitched paddle. A Rushton turbine creates radial
ﬂow to vessel wall but a pitched paddle axial one to bottom
of vessel. Because of distance of impeller to vessel wall is
shorter than that of impeller to bottom and the ﬂow created
by Rushton turbine is stronger than that by pitched paddle,
the more eﬀective inclination on mixing time was obtained
for a Rushton turbine than for a pitched paddle.
For both impellers, the power consumption was mea-
sured but there was no eﬀect of impeller inclination on
power.
2.2.2. Eﬀect of Eccentricity on Mixing Time. Figure 4 shows
the relationship between the dimensionless mixing time
measured and the Reynolds number for diﬀerent eccentrici-
ties. It is clearly seen from the ﬁgure the promotion of mixing
by eccentricity is more eﬀective than that by inclination. For
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Figure 6: Three-dimensional ﬂow velocity and axial velocity distribution (impeller inclined at 15◦). The rate vector was overlapped with
each ﬁgure. The range of coloring was displayed in proportion to the rotational speed.
vertical impeller, the mixing time decreases gradually with
an increase in eccentricity as reported by Takahashi et al. [5].
For impeller inclined 15 degree moved to front of inclined
side (denoted −X) and the perpendicular direction (denoted
Y), the mixing times change with almost the same with those
of vertical impeller. On the other hand, for impeller inclined
moved to back of inclined side decreases drastically with a
small change of eccentricity and then become constant at the
eccentricity more than 0.25.
3. Flow Simulation
3.1. Simulation Method. In literature, there is no data on
velocity proﬁles in a vessel agitated by an inclined impeller.
Thus, in order to get the information of the ﬂow ﬁeld in a ves-
sel agitated by an inclined impeller, the ﬂow simulation was
carried out. The impeller simulated is a Rushton turbine
because the more eﬀective inclination on mixing was
obtained for Rushton turbine than for pitched paddle, as is
indicated in the previous section.
The geometries of mixing vessel and impeller provided
for the numerical calculations are similar to those used in
the experiment. The velocity proﬁles were calculated for the
impeller inclined at 15 and 30 degrees to the vertical axis. For
comparison, the velocity proﬁles created by vertically located
impeller in a vertical vessel were also calculated. The simula-
tion was conducted at the rotational speeds of 50, 100, and
6 International Journal of Chemical Engineering
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Figure 7: Three-dimensional ﬂow velocity and axial velocity distribution (impeller inclined at 30◦). The rate vector was overlapped with
each ﬁgure. The range of coloring was displayed in proportion to the rotational speed.
300 rpm, which correspond to the Reynolds numbers of
16.5, 33.0, and 99.0, respectively. The viscosity and density
of liquid was set at 1 Pa s and 1400 kg/m3. The ﬂuid ﬂow
is solved using the three-dimensional ﬁnite-volume method
software FLUENT developed by Fluent Inc. in the USA. A
steady ﬂow ﬁeld on a rotating frame of reference ﬁxed on the
impeller is adopted.
3.2. Flow Field Simulated. Figures 5, 6, and 7 show the three-
dimensional ﬂow velocity distributions and the axial ones,
those are the most important components to consider for
the mixing, calculated in the Y-Z and X-Z cross sections
(see Figure 1), where Y-Z cross section is perpendicular
to and X-Z one parallel to impeller shaft. There is no
diﬀerence in velocity distribution in Y-Z and X-Z cross
sections for vertical impeller, regardless whether it is three-
dimensional ﬂow velocity or axial velocity distributions. For
inclined impellers, the three-dimensional ﬂow velocity and
the axial velocity distributions obtained for Y-Z and X-Z
cross section are completely diﬀerent from each other. It is
clearly seen from these ﬁgures, with an increase in inclined
angle of impeller and with an increase in rotational speed, the
velocity becomes high and the area of high velocity regions
increases, especially near free surface and bottom of vessel.
The simulated results may indicate the higher the mixing
performance, the larger the inclined angle of impeller.
4. Estimation of Mixing Performance by
Numerical Simulation
In order to evaluate the dispersive mixing performance, two
unique simulation methods were proposed based on the ﬂow
simulation results obtained above. One is the simulation of
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Figure 8: Simulation result of particle dispersion (θ = 0◦).
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Figure 9: Simulation result of particle dispersion (θ = 30◦).
particles dispersion and another is that of mixing of two
miscible liquids.
4.1. Particle Dispersion. To quantify the mixing performance,
the dispersion of particles is calculated for the vertical and
30 degree inclined impeller. If the ﬂow is dispersive, the
neighboring particles will be separated from each other.
Based on this concept, the analysis was carried out according
to the following procedure.
(1) Initially, the particles were positioned at all inter-
sections of the X, Y, and Z lines at every 5 mm
intervals throughout the tank, where the particles are
supposed to have the same density with the liquid.
(2) The movement of the particles was calculated accord-
ing to the ﬂow generated by impeller for 30 seconds
after the start of agitation, where the particles are
assumed to move exactly with liquid.
(3) For six particles placed adjacently from the marked
particle (2 particles in each coordinate), the distances
from the marked particle were calculated. If the
distances become longer more than 7 mm (original
distance of 5 mm + another 2 mm), the particles were
removed from the image.
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Figure 10: Continued.
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Figure 10: Simulation result of mixing of two miscible liquids.
(4) In order to get a clear image, 99% of remaining par-
ticle were also removed at random from the image.
(5) The number of remaining particles on the image was
counted for both conditions.
The results of the simulations are shown in Figures 8 and
9. In these ﬁgures, the colors indicate the initial positions
of the particles in axial direction, where red indicates top
position and blue bottom one. Figures 8(a) and 9(a) are the
results after removing the particles whose distances become
longer than 7 mm and Figures 8(b) and 9(b) ones after
eliminating 99% particles. In Figures 8(b) and 9(b), 574
particles remained in the vertical impeller condition, and 367
particles remained in the inclined impeller condition. The
smaller number of particle, the higher the ability particle
dispersion. Thus, it is conﬁrmed that the inclined impeller
condition exhibited a high dispersion ability.
4.2. Mixing of Two Miscible Liquids. Based on the ﬂow
simulation, the mixing process of two miscible liquids was
simulated for the vertical and inclined 15 and 30 degree
impellers. Two miscible liquids of same viscosity and density
were set in a vessel: blue one 90% lower and red one 10%
upper in a vessel. The calculation was conducted for 10
seconds.
The results are shown in Figure 10. It is clearly seen from
the ﬁgure, with an increase in inclined angle, the mixing
proceeds quickly throughout vessel. Especially, it should
be noted that the entrainment of liquid near free surface
has easily taken place for inclined impellers. In the process
industries, solids lighter than liquid are commonly required
to be dispersed into liquid [10]. For such purposes, the
inclined impeller may be adequate to use.
5. Conclusions
The eﬀects of impeller inclination angle on spatial chaotic
mixing were investigated experimentally and numerically.
The mixing pattern was observed and the mixing time was
measured using the decoloration method. Agitation by an
inclined impeller creates an eﬀective ﬂow pattern for mixing
by reducing the size of the isolated mixing regions in the
vessel. The results of the numerical simulations showed a
complex ﬂow and high ability of particle dispersion in the
inclined impeller condition. Therefore, the ﬂow control of
the inclined impeller agitation introduced in this paper
should be applicable to a wide range of processes.
Nomenclature
c: Oﬀ-bottom clearance of impeller [m]
D: Diameter of impeller [m]
e: Distance from shaft to center line of tank [m]
H : Liquid depth [m]
N : Impeller speed [s−1]
R: Radius of tank [m]
Re: Reynolds number [—]
T : Tank diameter [m]
tm: Mixing time [s]
w: Baﬄe width [m]
μ: Liquid viscosity [Pa s]
ρ: Liquid density [m s−3]
θ: Inclined angle of impeller [—].
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The present study deals with the removal of phosphorus from wastewater by using oven-dried alum sludge (ODS) as adsorbent
that was collected from Al-Qadisiya treatment plant (Iraq); it was heated in an oven at 105◦C for 24 h and then cooled at room
temperature. The sludge particles were then crushed to produce a particle size of 0.5–4.75 mm. Two modes of operation are
used, batch mode and ﬁxed bed mode, in batch experiment the eﬀect of oven-dried alum sludge doses 10–50 g/L, pH of solution
5–8 with constant initial phosphorus concentration of 5 mg/L, and constant particle size of 0.5 mm were studied. The results
showed that the percent removal of phosphorus increases with the increase of oven-dried alum sludge dose, but pH of solution has
insigniﬁcant eﬀect. Batch kinetics experiments showed that equilibrium time was about 6 days. Adsorption capacity was plotted
against equilibrium concentration, and isotherm models (Freundlich, Langmuir, and Freundlich-Langmuir) were used to correlate
these results. In the ﬁxed bed isothermal adsorption column, the eﬀect of initial phosphorus concentration (Co) 5 and 10 mg/L,
particle size 2.36 and 4.75 mm, inﬂuent ﬂow rate (Q) 6 and 10 L/hr, and bed depth (H) 0.15–0.415 m were studied. The results
showed that the oven-dried alum sludge was eﬀective in adsorbing phosphorus, and percent removal of phosphorus reaches 85%
with increasing of contact time and adsorbent surface area (i.e., mass of adsorbent 50 g/L with diﬀerent pH).
1. Introduction
Wastewater or contaminated water is a big environmental
problem all over the world, in industrial plants; contam-
inants may be a result of side reactions, rendering the
water stream an eﬄuent status. These impurities are at
low-level concentration but still need to be further reduced
to levels acceptable by various destinations in the plant.
Surface waters contain certain level of phosphorus (P) in
various compounds, which is an important constituent of
living organisms. In natural conditions the phosphorus
concentration in water is balanced; that is, accessible mass
of this constituent is close to the requirements of the
ecological system. When the input of phosphorus to water
is higher than it can be assimilated by a population of
living organisms, the problem of excess phosphorus con-
tent occurs. Regulatory control on phosphorus disposal is
evident all over the world recently [1–3]. Strict regulatory
requirements decreased the permissible level of phosphorus
concentration in wastewater at the point of disposal (i.e.,
1 mg/L). This has made it very important to ﬁnd appropriate
technological solution for treatment of wastewater prior to
disposal.
Phosphorus removal is considered as a major challenge in
wastewater treatment, particularly for small-scale wastewater
treatment systems. Processes available for P-treatment are
generally classiﬁed into three general categories: chemical,
physical, or biological-based treatment systems. Among
physical-chemical methods, phosphorus removal is achieved
using ion exchange [4, 5], dissolved air ﬂotation [6, 7],
and membrane ﬁltration [8, 9]. Filtration has been used
either alone or in conjunction with a coagulation process as
a means to remove phosphorus from wastewater [10, 11].
High-rate sedimentation has also been attempted in some
studies [12, 13]. Among the various physical-chemical meth-
ods, coagulation with chemical precipitation and adsorption
are the most common techniques being used for removing
phosphorus. Enhanced biological methods for removing
phosphorus are also used with success [14, 15]. For small-
scale applications (e.g., aquaculture) biological methods may
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not be appropriate for phosphorus removal because of the
low carbon concentrations, which increases cost and time
involved in biological methods [16]. Alternatively, physical-
chemical methods can oﬀer advantages for small industries
because of lower initial costs involvement. These methods are
also easier to use and do not require high level of expertise to
maintain. Physical-chemical methods can also accommodate
recycling sludge to reduce further costs involved in handling
sludge. However, ﬁnding an eﬀective and feasible material is
a signiﬁcant challenge in physical-chemical approach. This
problem has not been addressed so far as a complete solution.
The key problem is to ﬁnd a suitable material, which is easily
available and eﬀective to remove phosphorus from small-
scale wastewater applications.
Biosolid management is considered very important, as
there are considerable amounts of biosolids generated due
to anthropogenic reasons. Alum sludge, a biosolid generated
in the coagulation process in a water treatment plant, is one
such type.
Divalent and trivalent cation-based materials are
known to be eﬀective for phosphorus removal. Therefore,
aluminum-based residuals (i.e., alum sludge) are a viable
option for being an eﬀective phosphorus removal material.
Alum is typically eﬀective in phosphorus removal in
chemical precipitation process [17]. Therefore, use of alum
sludge can be eﬀective for phosphorus removal. Air-dried
alum sludge has also been attempted in limited manner
by some researchers with success [18]. However, the use
of waste material (alum sludge) not only can provide low-
cost appropriate technological alternative for small-scale
applications but also reduce hazard and cost related to the
disposal of large amount of alum sludge.
The aim of this work was to investigate the eﬀectiveness
of oven-dried alum sludge for adsorption of orthophosphate
from deionized water and to compare the results with other
conventional adsorbent (i.e., activated carbon).
1.1. Adsorption Isotherm. The most common forms of
adsorption isotherms used in chemical-environmental engi-
neering are the Langmuir and the Brunauer, Emmett and
Teller (BET) besides the Freundlich empirical model [19–
23]. The Langmuir model can be described as
X
m
= (abCe)
(1 + aCe)
, (1)
where X = mass of solute adsorbed to the solid (mg), m =
mass of adsorbent used (g), Ce = concentration of solute in
solution at equilibrium (mg/L), a = Langmuir constant; the
amount of solute adsorbed per unit weight of an adsorbent
in forming a complete monolayer (L/mg), b = Langmuir
constant (mg/g).
Assumptions made in developing the Langmuir model
are as follows [19].
(a) The maximum adsorption corresponds to a saturated
monolayer of solute molecules on the adsorbent
surface.
(b) The energy of adsorbent is constant.
(c) There is no transmigration of adsorbate in the plane
of the surface.
(d) The adsorption is reversible.
The Freundlich isotherm is an empirical model and
was developed for heterogeneous surfaces. The Freundlich
adsorption model is of the form [19]
X
m
= kCe1/n, (2)
where k = Freundlich equilibrium constant indicative of
adsorptive capacity, n = Freundlich constant indicative of
adsorption intensity.
Combination of Langmuir-Freundlich isotherm model,
that is, the SIPS model for single component adsorption [24]
is
qe =
(
bqmCe
1/n
)
(
1 + bCe
1/n
) . (3)
The BET isotherm model is of the form
X
m
= (ACeXm)[
(Cs − Ce)
{
1 + (A− 1)Ce/Cs
}] , (4)
where A = a constant describing energy interaction between
the solute and the adsorbent surface, Xm = amount of solute
adsorbed in forming a complete monolayer (M/M), Ce =
concentration of solute in solution at equilibrium, Cs =
saturation concentration of solute in solution.
The BET isotherm model has been developed on the
following assumptions [19].
(a) The model describes multilayer adsorption at the
adsorbent surface.
(b) The Langmuir model applies to each layer.
(c) A given layer needs not complete formation prior to
initiation of subsequent layers.
2. Experimental
2.1. Alum Sludge. Alum sludge is a waste material generated
during the coagulation/sedimentation process in a drinking
water treatment plant. Inorganic materials in alum sludge are
presented in Table 1.
Alum sludge used in this research was heated in an oven
at 105◦C for 24 hours. The dried sludge was then cooled to
room temperature. The sludge particles were then crushed
to produce a particle size of (0.5, 2.36, and 4.75) mm. The
physical properties are listed in Table 2.
2.2. Granulated Activated Carbon (GAC). Granulated acti-
vated carbon (GAC) is one of the most widely used adsor-
bents for organic, metallic, and inorganic contaminants in
water. It was supplied by Unicarbo, Italians to the Iraqi local
markets. The physical properties are listed in Table 3 [25].
2.3. Adsorbate. Orthophosphate (potassium dihydrogen or-
thophosphate KH2PO4) was used to prepare a phosphorus
solution. Orthophosphate was chosen as it is the key species
of phosphorus in most wastewaters. The physical properties
of KH2PO4 are listed in Table 4.
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Table 1: Inorganic materials in alum sludge.
Constituent Weight percent
Aluminum 3.38%
Iron 0.819%
Manganese 0.16%
Chromium 0.013%
Vanadium 0.002%
Zinc 0.0098%
Lead 0.0001%
Barium 0.0001%
Arsenic 0.0002%
Table 2: Physical properties of oven dried alum sludge.
Item name Oven dried alum sludge
Bulk density (kg/m3) 786.7
Particle porosity 0.7
Bed porosity 0.65
BET surface area (m2/g) 191
Table 3: Physical properties of activated carbon.
Item name Granulated activated carbon
Base Coconut shell
Apparent density (kg/m3) 480–490
Bulk density (kg/m3) 770
BET surface area (m2/g) 1000
Particle porosity 0.5
Bed porosity 0.4
Ash content (%) 5 (max)
Iodine number ( mg/g)∗ 1100–1130
pH∗∗ 10.2–10.6
∗
The iodine number refers to the milligrams of a 0.02 normal iodine
solution per gram of GAC during a standard test (ASTM D4607).
∗∗The pH of a solution of distilled water with a speciﬁc dosage of GAC
according to a standard test (ASTM D3838).
Table 4: Main properties of adsorbate.
Name of component Potassium dihydrogen orthophosphate
Chemical symbol KH2PO4
Name of company The British Drug Houses LTD/England
Molecular weight 136.09 kg/kg·mole
Assay (acidimetric) 99 to 101 per cent
Chloride (Cl) Not more than 0.01 per cent
Sodium (Na) Not more than 0.2 per cent
Sulphate (SO4) Not more than 0.05 per cent
pH (1 percent solution) 4.5 to 4.7
2.4. Wastewater. Deionized water was spiked with KH2PO4
to prepare a phosphorus solution of (5 and 10) mg/L; the
masses used are listed in Table 5. The phosphorus concen-
tration was chosen as typical phosphorus concentration in
many wastewaters.
Table 5: Phosphorus solution.
Phosphorus concentration (mg/L) KH2PO4 to be added (g)
5 0.00715
10 0.0143
2.5. Adsorption Column. The ﬁxed bed adsorber studies were
carried out in Q.V.F. glass column of 2 in. (50.8 mm) I.D. and
(30 and 50) cm in height.
The oven-dried alum sludge was conﬁned in the column
by ﬁne stainless steel screen at the bottom and a glass
cylindrical packing at the top of the bed to ensure a
uniform distribution of inﬂuent through the alum sludge.
The inﬂuent solution was introduced to the column through
a perforated plate, ﬁxed at the top of the column.
2.6. Experimental Arrangements. The schematic representa-
tion of experimental equipment is shown in Figure 1.
3. ExperimentalWork
3.1. Batch Experiments. Batch experiments were used to
obtain the equilibrium isotherm curves and then the equi-
librium data. In batch mode the following experiments were
carried out:
(i) eﬀect of oven-dried alum sludge weight on adsorp-
tion process,
(ii) eﬀect of pH of solution on adsorption process,
(iii) equilibrium isotherm experiments.
All experiments were carried out at 25◦C ± 1. The desired
pH was adjusted using 0.1 M NaOH and HCl.
Five 1 L ﬂasks were used for each pH solution (i.e., 5,
6, 7, and 8). For experiments conducted with an initial
phosphorus concentration of 5 mg/L, alum sludge was used
in concentration of (10, 20, 30, 40 and 50) g/L. Samples were
collected from the ﬂasks and after 7.5 days tested for total
orthophosphate phosphorus concentration. Phosphorus that
was lost from the solution was assumed to be adsorbed onto
the adsorbents. Data obtained from batch tests conducted
on deionized water ﬁtted to Freundlich, Langmuir, and
Freundlich-Langmuir adsorption isotherm equations.
3.2. Fixed Bed Column Experiments. Column experiments
were carried out to measure the breakthrough curves for the
systems. Experiments were carried out at various pH, initial
phosphorus concentrations (Co), particle size, ﬂow rate (Q),
and bed depth (H).
4. Results
4.1. Batch Experiments
4.1.1. Eﬀect of Mass of Oven-Dried Alum Sludge on the Adsorp-
tion Process. The results of the dependence of phosphorus on
the mass of oven-dried alum sludge of size 0.5 mm at 25◦C
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Figure 1: Schematic representation of experimental equipment.
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Figure 2: Change in phosphorus concentration with time of batch
tests (Co = 5 mg/L, pH = 5, Temp. = 25◦C, particle size = 0.5 mm).
are shown in Figures 2, 3, 4, 5, 6, 7, 8, and 9. These ﬁgures
represent the plotting of the phosphorus concentration with
time and the percentage removal of phosphorus against the
mass of oven-dried alum sludge, respectively.
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Figure 3: The eﬀect of ODS on phosphorus removal (Co = 5 mg/L,
pH = 5, Temp. = 25◦C, particle size = 0.5 mm).
The percent removal of phosphorus increases with
increasing weight of oven-dried alum sludge up to a certain
value depending on adsorption sites. These ﬁgures can clearly
show that the increase in the percent removal of phosphorus
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Figure 4: Change in phosphorus concentration with time of batch
tests (Co = 5 mg/L, pH = 6, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 5: The eﬀect of ODS on phosphorus removal (Co = 5 mg/L,
pH = 6, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 6: Change in phosphorus concentration with time of batch
tests (Co = 5 mg/L, pH = 7, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 7: The eﬀect of ODS on phosphorus removal (Co = 5 mg/L,
pH = 7, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 8: Change in phosphorus concentration with time of batch
tests (Co = 5 mg/L, pH = 8, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 9: The eﬀect of ODS on phosphorus removal (Co = 5 mg/L,
pH = 8, Temp. = 25◦C, particle size = 0.5 mm).
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Figure 10: The eﬀect of pH on adsorption of phosphorus by ODS
(Co = 5 mg/L, mass of sludge = 10 g/L, Temp. = 25◦C).
is due to the greater availability of adsorption sites or surface
area of adsorbent (oven-dried alum sludge).
4.1.2. Eﬀect of pH on the Adsorption Process. The removal of
phosphorus by using oven-dried alum sludge, as a function
of pH, is presented in Figures 10, 11, 12, 13, and 14. Eﬀect of
pH, on the adsorption density is illustrated in Figure 15. pH
had little eﬀect on the adsorption density. However, solution
pH of 6 appeared to produce maximum adsorption density
in many of the experimental results.
The eﬄuent pH was understandably dependent on the
inﬂuent pH. An inﬂuent pH 5 produced eﬄuent pH of (4.7–
5.5). Similarly an inﬂuent pH 6 generated an eﬄuent pH
range (5.6–6.3), and an inﬂuent pH 7 generated an eﬄuent
pH range of (6.5–7.5). It was due to the adsorption and
desorption of H+ ions during the adsorption of phosphorus
on alum sludge. An eﬄuent pH below 4.5 is not suitable for
disposal in surface water. The eﬄuent pH can be increased
prior to disposal in surface water. However, the cost of
chemicals to reduce initial pH and to increase ﬁnal pH and
hazards of dealing with increased amount of sludge would
pose negative interest for pH control.
In general, a pH value in the range of (6–9) is reasonable
for wastewaters before disposal into surface water.
The removals of phosphorus on oven-dried alum sludge
for all the pHs were more than (80)%.
4.2. Equilibrium Isotherm Experiments. The adsorption
isotherm curves were obtained by plotting the weight of
the solute adsorbed per unit weight of the adsorbent (qe)
against the equilibrium concentration of the solute (ce).
Figures 16, 17, 18, and 19 show the adsorption isotherm
curves for phosphorus adsorption onto oven-dried alum
sludge at 25◦C. The obtained data of phosphorus was corre-
lated with Langmuir, Freundlich, and Langmuir-Freundlich
models. The parameters for each model were obtained from
nonlinear statistical ﬁt of the equation to the experimental
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Figure 11: The eﬀect of pH on adsorption of phosphorus by ODS
(Co = 5 mg/L, mass of sludge = 20 g/L, Temp. = 25◦C).
0
10
20
30
40
50
60
70
0 2 4 6 8
R
em
ov
al
 o
f 
ph
os
ph
or
u
s 
(%
)
Time (days)
pH = 5
pH = 6
pH = 7
pH = 8
Figure 12: The eﬀect of pH on adsorption of phosphorus by ODS
(Co = 5 mg/L, mass of sludge = 30 g/L, Temp. = 25◦C).
data. All parameters with their correlation coeﬃcients (R2)
are summarized in Table 6.
It is clear from the previous ﬁgures and table the
following.
(i) The equilibrium isotherm is of favorable type, for
being convex upward.
In order to assess the diﬀerent isotherms and their
ability to correlate with experimental results, the correlation
coeﬃcient was employed to ascertain the ﬁt of each isotherm
with experimental data. From Table 6, the correlation coeﬃ-
cient value was higher for Langmuir-Freundlich than other
correlations. This indicates that the Langmuir-Freundlich
isotherm is clearly the best ﬁtting isotherm to the experimen-
tal data.
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Figure 13: The eﬀect of pH on adsorption of phosphorus by ODS
(Co = 5 mg/L, mass of sludge = 40 g/L, Temp. = 25◦C).
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Figure 14: The eﬀect of pH on adsorption of phosphorus by ODS
(Co = 5 mg/L, mass of sludge = 50 g/L, Temp. = 25◦C).
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Figure 15: The eﬀect of pH of solution on adsorption density.
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Figure 16: Adsorption isotherm for phosphorus onto ODS (Co =
5 mg/L, pH = 5, Temp. = 25◦C).
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Figure 17: Adsorption isotherm for phosphorus onto ODS (Co =
5 mg/L, pH = 6, Temp. = 25◦C).
4.3. Fixed Bed Experiments
4.3.1. Eﬀect of Initial Concentration. Experimental data for
adsorption of phosphorus onto ODS at ﬂow rate of 6 L/hr,
bed depth of 0.25 m, and particle size of 2.36 mm are shown
in Figure 20. It is clear from the breakthrough curves that an
increase in the initial concentration makes the breakthrough
curves much steeper, which would be anticipated with the
basis of the increases in driving force for mass transfer
with increases in concentration of solute in solution. The
breakpoint was inversely related to the initial concentration;
that is, the time required to reach saturation decreases with
increasing the inlet solute concentration. This may also be
explained by the fact that since the rate of diﬀusion is
controlled by the concentration gradient, it takes a longer
contact time to reach saturation for the case of low value of
initial solute concentration.
4.3.2. Eﬀect of Particle Size. The breakthrough curves as
shown in Figure 21 were obtained for diﬀerent particle size
at constant initial concentration of phosphorus (10 mg/L),
bed depth of oven-dried alum sludge (0.25 m), and constant
ﬂow rate (6 L/hr). The experimental results showed that ﬁne
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Figure 18: Adsorption isotherm for phosphorus onto ODS (Co =
5 mg/L, pH = 7, Temp. = 25◦C).
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Figure 19: Adsorption isotherm for phosphorus onto ODS (Co =
5 mg/L, pH = 8, Temp. = 25◦C).
Table 6: Isotherm parameters for phosphorus adsorption onto
ODS with the correlation coeﬃcient.
Model Parameters Values
a, 2.437878
Langmuir (1) b, 0.128524
Correlation coeﬃcient 0.977
K, 0.090537
Freundlich (2) n, 2.92948
Correlation coeﬃcient 0.9946
Combination of
Langmuir-Freundlich (3)
qm, 3.675591
b, 0.025254
n, 4.793108
Correlation coeﬃcient 0.995
particle sizes showed a higher phosphorus removal than
coarse particle sizes as illustrated in the ﬁgure. This was due
to large surface area of ﬁne particles.
4.3.3. Eﬀect of Flow Rate and Bed Depth. In the design
of a ﬁxed bed adsorption column, the contact time is
the most signiﬁcant variable, and therefore the bed depth
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Figure 20: Experimental breakthrough curves for adsorption of
phosphorus onto ODS at diﬀerent initial concentration.
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Figure 21: Experimental breakthrough curves for adsorption of
phosphorus onto ODS at diﬀerent particle size.
and the ﬂow rate are the major design parameter. The
eﬀect of varying the volumetric ﬂow rate was investigated.
The experimental breakthrough curves are presented in
Figure 22 in terms of C/Co versus time at constant initial
concentration of phosphorus (10 mg/L) and particle size
(2.36 mm). Increasing the ﬂow rate may be expected to make
reduction of the surface ﬁlm. Therefore, this will decrease
the resistance to mass transfer and increase the mass transfer
rate. Also, because the reduction in the surface ﬁlm is due to
the disturbance created when the ﬁlm of the bed increased
resulting from easy passage of the adsorbate molecules
through the particles and entering easily to the pores, this
decreased contact time between phosphorus and oven-dried
alum sludge at high ﬂow rate. The eﬀect of bed depth
was investigated for phosphorus adsorption onto oven-dried
alum sludge; the experimental breakthrough curves are pre-
sented in Figure 23. The breakthrough curves were obtained
for diﬀerent bed depth of oven-dried alum sludge at constant
ﬂow rate and constant P concentration. It is clear that the
increase in bed depth increases the breakthrough time and
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Figure 22: Experimental breakthrough curves for adsorption of
phosphorus onto ODS at diﬀerent ﬂow rates.
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Figure 23: Experimental breakthrough curves for adsorption of
phosphorus onto ODS at diﬀerent bed depth.
the residence time of the solute in the column. A comparison
is shown in Figure 24, where bed depths are diﬀerent but
residence time was kept constant by changing the ﬂow rate.
These results show that increases of ﬂuid velocity had no
signiﬁcant eﬀect. Thus, the residence time in the column is
more important than ﬂuid velocity in improving the removal
eﬃciency. The results are obtained, here.
4.3.4. Oven-Dried Alum Sludge Compared to Granular Acti-
vated Carbon. The results obtained, here, are presented in
Figure 25. Granular-activated carbon (GAC) was used in this
study as a reference by which to compare adsorption with
oven-dried alum sludge. The results showed that granular-
activated carbon had the best phosphorus removal capability
due to its higher surface area. These results were on the
contrary with the results obtained by Maruf et al., [26] due to
higher surface area of alum sludge that was collected from the
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Figure 24: Experimental breakthrough curves for adsorption of
phosphorus onto ODS at diﬀerent residence time.
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Figure 25: Comparison between ODS and granular-activated
carbon for phosphorus adsorption.
Lake Major Water Treatment Plant, Halifax Regional Munic-
ipality, Canada with respect to granular-activated carbon;
also this was probably because of other adsorbates competing
with phosphorus in secondary municipal wastewater for
adsorption sites.
5. Conclusions
The present study has led to the following conclusions.
(1) Oven-dried alum sludge was eﬀective in adsorbing
phosphorus from deionized water.
(2) In batch experiment the percent removal of phospho-
rus increases (85%) with increasing in the oven-dried
alum sludge dose (i.e., 50 g/L at deferent pH).
(3) Batch kinetics experiments showed that equilibrium
time was about 6 days without mechanical mixing.
(4) The results showed that the model (Langmuir-
Freundlich) gave good ﬁtting for adsorption capacity.
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(5) In ﬁxed bed experiment, the percent removal of
phosphorus increases with increasing contact time
and adsorbent surface area.
Nomenclature
a : Langmuir constant (L/mg)
b: Langmuir constant (mg/g)
C: Concentration of solute in solution (mg/L)
k: Freundlich equilibrium constant
n: Freundlich constant
m: Mass of solute adsorbent (g)
H : Bed depth (m)
pH: Acidity
Q: Flow rate (L/hr)
q: Amount of metal ion adsorbed (mg/g)
R2: Correlation coeﬃcients
x: Mass of solute adsorbed (mg)
Xm: Amount of solute adsorbed in forming a
complete monolayer (M/M).
Abbreviations
P: Phosphorus
ODS: Oven-dried alum
MTZ: Mass transfer zone
GAC: Granulated activated carbon
BET: The Brunauer, Emmett, and Teller
QVF: Quality vessels fabrication
ASTM: American society for testing and materials
USEPA: United states environmental protection agency
ID: Inner diameter.
Subscript
o : Initial
e : Equilibrium
s : Saturation.
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The present work experimentally investigated the eﬀect of temperature change on the geometric structure of isolated mixing
regions (IMRs) in a stirred vessel by the decolorization of ﬂuorescent green dye by acid-base neutralization. A four-bladed Rushton
turbine was installed in an unbaﬄed stirred vessel ﬁlled with glycerin as a working ﬂuid. The temperature of working ﬂuid was
changed in a stepwise manner from 30◦C to a certain ﬁxed value by changing the temperature of the water jacket that the vessel
was equipped with. The step temperature change can dramatically reduce the elimination time of IMRs, as compared with a steady
temperature operation. During the transient process from an initial state to disappearance of IMR, the IMR showed interesting
three-dimensional geometrical changes, that are, simple torus with single ﬁlament, simple torus without ﬁlaments, a combination
of crescent shape and circular tori, and doubly entangled torus.
1. Introduction
Stirred vessels are frequently used to homogenize diﬀerent
substances, conduct chemical reactions, and enhance mass
transfer between diﬀerent phases. These vessels are versatile
and they are available in a wide variety of sizes and impeller
conﬁgurations for use in industrial processes. Although tur-
bulent ﬂow is eﬃcient for mixing, laminar mixing is required
in some cases such as for high-viscosity ﬂuids and shear-
sensitive materials. Koiranen et al. [1] proposed speciﬁc
principles for eﬀective mixing of highly viscous liquids or
shear-sensitive materials in laminar ﬂow mixing regimes. In
these regimes, global mixing is ineﬃcient due to the existence
of isolated mixing regions (IMRs). Makino et al. [2] charac-
terized IMRs in a stirred vessel using radial ﬂow impellers
and found that IMRs consisted of various Kolmogorov-
Arnold-Moser (KAM) tori. Ohmura et al. [3] reported the
existence of KAM tori as island structures in a phase-locked
orbit that has a rational relation of the time period between
the primary and secondary circulation ﬂows. Noui-Mehidi
et al. [4] found that the mechanism of IMR disappearance
could be described by the formation of a period-doubling
locus in the physical space when using a six-blade Rushton
turbine impeller. Hashimoto et al. [5] successfully visualized
a three-dimensional structure of thin ﬁlaments spirally wrap-
ping around the core of toroidal region. They formulated
and estimated the relation between mixing conditions and
ﬁlament numbers and/or wire turns.
The elimination of IMR at low Reynolds numbers has
also been studied extensively. Lamberto et al. [6] and Yao
et al. [7] demonstrated that IMRs could be eliminated by
using an unsteady rotation method. Takahashi and Motoda
[8] proposed a method in which relatively large objects are
introduced to the system in order to improve the mixing
performance. Nishioka et al. [9] also found that small par-
ticles released at the liquid surface were captured within
IMRs. Alatengtuya et al. [10] showed that the motion of small
particles improves the material transfer between IMRs and
the surrounding active mixing region (AMR).
Although research studies on IMRs in stirred vessels have
been conducted extensively, few have paid attention to
the eﬀect of temperature change on laminar mixing. As
industrial batch processes using stirred vessels are often
conducted under nonisothermal conditions, it is crucial to
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Figure 1: Experimental apparatus for ﬂow visualization.
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Figure 2: Conﬁguration and location of a four bladed turbine impeller and position of thermocouples.
obtain knowledge of the eﬀect of thermal unsteadiness on
laminar mixing. This study, therefore, investigated transient
behaviors of isolated mixing regions undergoing change of
temperature in a stirred vessel.
2. Experimental
The mixing system consisted of a cylindrical ﬂat-bottom
vessel with the diameter of 0.1 m without a baﬄe and a
four-bladed Rushton turbine, as shown in Figure 1. The
cylindrical vessel was immersed in a square vessel of acrylic
resin ﬁlled with water so that the temperature of glycerin
solution was controlled by feeding water from a water bath,
and photographic distortion was reduced. The dimensions
and location of the impeller are shown in Figure 2. The
impeller was installed 0.1 m from the bottom of the vessel.
Hence, the ratio of impeller oﬀ-bottom clearance to the tank
diameter, D/T, was 0.5.
The working ﬂuid was glycerine (ρ = 1260 kg/m3, where
μ = 0.53 Pa s at 30◦C). A ﬂuorescent, pH sensitive and
neutrally buoyant green dye, uranine, was used as a passive
tracer to observe the mixing process. A small amount of basic
solution made of 5 mL 1 N NaOH and 20 mL glycerin was
added to the working ﬂuid. After the impeller reached 67 rpm
of rotational speed and glycerin temperature reached 30◦C
(the initial Reynolds number can be estimated at Re = 27), a
small amount of acidic solution made of 5 mL 1 N HCl and
20 mL glycerin was injected approximately 1 cm away from
the shaft and near to the center of impeller to decolorize
the green dye by neutralization reaction. Then the feed of
water was stopped for 30 minutes to maintain a stable IMR
structure. While the glycerin temperature was kept at 30◦C,
the water bath temperature was changed to a ﬁxed higher
temperature (40, 50, 60◦C). Then, the water was fed into
the jacket after 30 minutes. The cross-sectional view of IMRs
was visualized using a plane sheet of semiconductor laser
light. The images of decolorization process were recorded by
a digital video camera.
To measure the temperature in the upper IMR and its
surrounding AMR, an experiment independent of the above
ﬂow visualization was conducted using two thermocouples.
The positions of the two thermocouples were determined by
the ﬂow visualization experiment as shown in Figure 2 where
the dots represent the thermocouples. One thermocouple
was set in the upper IMR, and the other one was set in AMR.
3. Results and Discussion
3.1. Transition of IMR Structure. Figures 3 and 4 show
overviews and cross-sectional views of IMR transition,
respectively. One similarity in all of the experiments is
that the upper torus is eliminated before the lower torus.
Inﬂuence of the free liquid surface at the top of the stirred
tank makes the volume of the upper torus structure smaller
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Figure 3: Overviews of IMR transition, ΔT = 10 K.
than volume of the lower torus structure resulting in the
elimination of the upper IMR ﬁrst and later the lower
IMR. Moreover, a larger temperature diﬀerence enhances the
diﬀusion mechanism between IMR and AMR more easily.
As illustrated in Figures 3(a) and 4(a), when the glycerin
solution is maintained at 30◦C, IMR is created above and
below the impeller while it is preserved for 30 minutes
to obtain a stable IMR structure. Since more acid is used
compared to base, mixed regions of the stirred tank contain
excess acid, causing the indicator in these regions to appear
colorless. Segregated regions, on the other hand, contain
unreacted base and display a green color. Lamberto et al.
[6] explain that these regions remain segregated from the
rest of the system and are not mixed by convective ﬂow
mechanisms. As time increases, single ﬁlament wrapped
around the upper torus where the ﬁlament whose cross-
section appears as islands formed small tori.
As temperature increases, the ﬁlament simultaneously
disappear by diﬀusion and leave only the core torus as shown
in Figures 3(b) and 4(b). After a few minutes, a large amount
of ﬂuid from the AMR penetrates into the coherent structure
of IMRs resulting in combination of torus and crescent shape
from the cross-section view. These shapes remain stable
while the ﬂuids inside both shapes rotate counterclockwise.
Inﬂuence from the temperature diﬀerence between AMR
and IMR enhances the erosion at the “outer” shells of the
toroidal regions, corresponding to Figures 3(c) and 4(c). This
phenomenon continues for several minutes and returns to a
stable toroidal shape. This toroidal shape becomes narrow,
forming an ellipse as in Figures 3(d) and 4(d). Later, it
continues to form a spiral structure of string IMR [11]
that appeared as two islands from the cross-sectional view
as in Figures 3(e) and 4(e). These islands’ cross-sectional
area decreases slowly and ﬁnally the string IMR gradually
disappears, as shown in Figures 3(f) and 4(f). The above-
mentioned results indicate that changing the temperature by
steps can dramatically reduce the elimination time of IMRs,
as compared with a steady temperature operation. This mix-
ing enhancement might be attributed to dynamic change of
ﬂow structure due to decrease of viscosity when temperature
increases. The changes of IMR structures occurred in both
upper and lower IMR for diﬀerent temperature variations.
3.2. Time Variations of Temperature of IMR and AMR.
Figure 5 shows the time variation of temperature of IMR and
AMR. Points notated from (c) to (f) in Figure 5 correspond
to Figures 3 and 4. As can be seen from the graph, there is
slight temperature diﬀerence between IMR and AMR for all
of the temperature variations. With only 1◦C to 2◦C of tem-
perature increase from the initial temperature, the changes
of IMR structure started to occur. The curve in every graph
for the upper IMR temperature is identical, where there is
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Figure 4: Cross-sectional views of IMR transition, ΔT = 10 K.
a curve-step-like change. There is a unique characteristic in-
dicated at (c) where the time is equivalent to the time during
formation of torus and crescent shape. At point (d), as
temperature increased continuously the formation of a
narrow torus occurred and later a spiral structure of string
IMR formed, at (e). During the elimination of the segregated
region, there is no temperature diﬀerence between the
two positions, as indicated at (f). Although the points in
Figure 5 do not perfectly match the ﬂow structures shown
in Figures 3 and 4 because of the disturbance caused by a
thermocouple in the IMR structure, nonetheless it can be
seen that inﬂuence from the nonuniformity of temperature
in the stirred tank allowed more interaction between IMR
structure and AMR.
3.3. Dimensionless Time for Every Step of IMR Structure Trans-
formation. Figure 6 displays the relation between dimen-
sionless time against initial temperature diﬀerence for the
upper and lower IMRs. The dimensionless time is deﬁned as
t∗ = t/te, where te is the elimination time of IMRs, which
is one criterion for mixing time. The t∗ value when the
combination of torus and crescent shape is formed can be
considered constant while the t∗ value during the formation
of narrow torus and string IMR is proportional to the
initial temperature diﬀerence. The dimensionless time in
each step of IMR changes for 10 K temperature diﬀerence
is the smallest compared to other temperature diﬀerences.
The temperature step changes for 10 K temperature dif-
ference increase very slowly, which decreases the diﬀusive
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mechanism between IMR and AMR. Therefore, the time for
each process of IMR transformation needs to be lengthened.
Moreover, it can also be considered that inﬂuence from the
free surface liquid causes diﬀerent trends in the results of
upper IMR. Compared to the dimensionless time for upper
IMR, dimensionless time for lower IMR is nearly constant
for all steps of IMR structure changes. This is because the
ﬂow circulation in the lower region becomes weaker due to
the existence of the bottom.
4. Conclusion
Presence of IMRs in a stirred vessel interrupts the process
of achieving uniform mixing. Temperature changes from
the jacket vessel can impact the structure of IMR. In this
research, as the temperature started to change, the IMR
structure transformed from a combination of crescent shape
and torus, to narrow torus, to a spiral structure of string
IMR, and ﬁnally the IMR disappeared. Inﬂuence from the
step temperature change of the outer jacket enhances the
elimination of IMR. Moreover, as the temperature diﬀerence
increases, the time to eliminate IMR decreases by enhancing
global mixing in the stirred vessel because a larger tempera-
ture diﬀerence enhances diﬀusion mechanism between IMR
and AMR more easily.
Nomenclature
A: Height of turbine blade [m]
B: Length of turbine blade [m]
C: Impeller diameter [m]
D: Impeller oﬀ-bottom clearance [m]
H: Liquid height [m]
T: Diameter and height of vessel [m]
T: Temperature [K]
t: Time [min]
te: Elimination time of IMRs [min]
t∗: Dimensionless time (=t/te) [−].
Greek Letters
μ: Viscosity [Pa · s]
ρ: Density [kg ·m−3].
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The authors reviewed the correlations of power consumption in unbaﬄed and baﬄed agitated vessels with several kinds of
impellers, which were developed in a wide range of Reynolds numbers from laminar to turbulent ﬂow regions. The power correla-
tions were based on Kamei and Hiraoka’s expressions for paddle and pitched paddle impellers. The calculated correlation values
agreed well with experimental ones, and the correlations will be developed the other types of impellers.
1. Introduction
Mixing vessels is widely used in chemical, biochemical, food,
and other industries. Recently scientiﬁc approaches were de-
veloped by Inoue and Hashimoto [1, 2]. On the other hand,
the power consumption is the most important factor to esti-
mate mixing performance and to design and operate mixing
vessels.
To estimate the power consumption, the correlation of
Nagata et al. [3] has traditionally been used. However, this
correlation was developed for two-blade paddle impellers,
which do not always have the same numerical values of power
consumption as those of multiblade impellers. Kamei et al.
[4, 5] and Hiraoka et al. [6] developed the new correlation of
the power consumption of paddle impellers, which is more
accurate than Nagata’s.
However, the new correlation also cannot reproduce the
power consumption for other types of impellers. The pro-
peller- and Pfaudler-type impellers are used for low-viscosity
liquid and solid-liquid suspensions, and the propeller type
has been widely used in vessels ranging from portable type
to large tanks. Kato et al. [7] developed a new correlation of
power consumption for propeller- and Pfaudler-type im-
pellers based on the correlations of Kamei and Hiraoka.
The power consumption for an anchor impeller was mea-
sured by Kato et al. [8, 9] in a wide range of Reynolds num-
bers from laminar to turbulent ﬂow regions. In the laminar
region, the power number of the anchor was reproduced by
the correlations of Nagata and Kamei et al. by considering the
anchor as a wide paddle impeller. In the turbulent region, it
was reproduced by the correlation of Kamei et al. without the
correction of the parameters.
In this paper, the authors reviewed the power correlations
developed by authors in unbaﬄed and baﬄed mixing vessels
with several kinds of impellers.
2. Experimental
Figure 1 shows a photograph of mixing impellers used in this
work. Figure 2 shows the geometry of impellers with sym-
bols. The mixing vessel used is shown in Figure 3. The vessels
for the measurement of power consumption are ﬂat-bottom
cylindrical ones of inner diameter D = 185 and 200 mm.
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Figure 1: Photograph of several kinds of mixing impellers.
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Figure 2: Geometry of mixing impellers.
Three kinds of baﬄed conditions were mainly used: unbaf-
ﬂed, four baﬄes of BW = D/10 (i.e., the standard baﬄed
condition), and fully baﬄed. The baﬄes were plate type.
The paddle, pitched paddle, Rushton turbine, propeller, and
pfaudler impellers were symmetrically set up at one-half the
level of the liquid depth (C/H = 0.5). The pfaudler, anchor,
and helical-ribbon impellers were set up slightly above the
bottom (bottom clearance of 1 mm).
For the measurement of the power consumption, the
liquids used were desalted water and varying starch-syrup
solutions (μ = 0.003–13 Pa·s). The liquid was ﬁlled to the
height equal to the vessel diameter (H = D).
The power consumption P(= 2πnT) was measured with
the shaft torque T and rotational speed n by using two types
of torque meter (ST-1000 and ST-3000, Satake Chemical
Equipment Mfg., Ltd.). The range of rotational speed was
H
C
D
hB
Figure 3: Geometry of mixing vessel.
from 60 to 540 rpm to avoid a large vortex at the center of
the free surface of the liquid.
3. Results and Discussion
3.1. Paddle Impeller. The correlation equations of Table 1
were developed by Kamei et al. [4, 5] for paddle and Rushton
turbine impellers. The comparison between experimental
values and calculated values were shown in Figure 4. The
correlation equations in Table 1 reproduced the experimental
results better than Nagata’s correlation equations for the wide
range of impeller. The correlation equations for the pitched
paddle impeller were shown in Table 2. The correlation equa-
tions also reproduced experimental values, which were not
shown in a ﬁgure here.
3.2. Propeller and Pfaudler Impellers. The blades of the pro-
peller and pfaudler impellers do not have sharp edges. The
laminar termCL in Table 1 can be used without modiﬁcation.
Because the deviation from correlations to measured values
in the turbulent region was large, the turbulent terms Ct and
m in Table 1 were modiﬁed by Kato et al. [7] based on ﬁtting
with the modiﬁed Reynolds number ReG and the friction
factor f , as follows:
Ct =
[(
3X1.5
)−7.8
+ (0.25)−7.8
]−1/7.8
,
m =
[(
0.8X0.373
)−7.8
+ (0.333)−7.8
]−1/7.8
.
(1)
Figures 5 and 6 show the values correlated by the equa-
tions in Table 3 and the measured ones. The same equations
can be used for the propeller- and the pfaudler-type impel-
lers, regardless of the clearance between the vessel bottom
and impeller.
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Table 1: Correlation equations of power number for paddle (a),
Rushton turbine (c) and anchor (f).
Unbaﬄed condition
NP0 = {[1.2π4β2]/[8d3/(D2H)]} f
f = CL/ReG + Ct{[(Ctr/ReG) + ReG]−1 + ( f /Ct)1/m}m
Red = nd2ρ/μ
ReG = {[πη ln(D/d)]/(4d/βD)}Red
CL = 0.215ηnp(d/H)[1− (d/D)2] + 1.83(b sin θ/H)(np/2 sin θ)1/3
Ct = [(1.96X1.19)−7.8 + (0.25)−7.8]
−1/7.8
m = [(0.71X0.373)−7.8 + (0.333)−7.8]−1/7.8
Ctr = 23.8(d/D)−3.24(b sin θ/D)−1.18X−0.74
f = 0.0151(d/D)C0.308t
X = γn0.7p b sin1. 6θ/H
β = 2 ln(D/d)/[(D/d)− (d/D)]
γ = [η ln(D/d)/(βD/d)5]1/3
η = 0.711{0.157 + [np ln(D/d)]0.611}/{n0.52p [1− (d/D)2]}
Baﬄed condition
NP = [(1 + x−3)−1/3]NP max
x = 4.5(Bw/D)n0.8B /N0.2P max + NP0/NP max
Fully baﬄed condition
NP max =
⎧⎨
⎩
10(n0.7p b/d)
1.3 (n0.7p b/d)≤ 0.54
8.3(n0.7p b/d) 0.54< (n
0.7
p b/d)≤ 1.6
10(n0.7p b/d)
0.6 1.6< (n0.7p b/d)
104
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100
100
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Figure 5: Power diagram of propeller impeller (— calc;  NP0; 
NP).
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Figure 6: Power diagram of pfaudler-type impeller (— calc; NP0;
 NP).
3.3. Anchor Impeller. The anchor impeller was used for the
high-viscosity liquid normally. In this work, power con-
sumption for an anchor impeller was measured in a wide
range of Reynolds numbers from laminar to turbulent ﬂow
regions. In the laminar region, the power number of the
anchor was reproduced by the correlations of Nagata and
Kamei et al. by considering the anchor as a wide paddle im-
peller. In the turbulent region, it was reproduced by the
correlation of Kamei et al. [4] without the correction of the
parameters as shown in Figure 7 [8]. If a large vortex was
generated in a turbulent mixing vessel, the experimental
values of power number were larger than the calculated ones.
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Table 2: Correlation equations of power number for pitched paddle
(b).
Unbaﬄed condition
NP0 = {[1.2π4β2]/[8d3/(D2H)]} f
f = CL/ReG + Ct{[(Ctr/ReG) + ReG]−1 + ( f /Ct)1/m}m
Red = nd2ρ/μ
ReG = {[πη ln(D/d)]/(4d/βD)}Red
CL = 0.215ηnp(d/H)[1− (d/D)2] + 1.83(b sin θ/H)(np/2 sin θ)1/3
Ct = [(1.96X1.19)−7.8 + (0.25)−7.8]−1/7.8
m = [(0.71X0.373)−7.8 + (0.333)−7.8]−1/7.8
Ctr = 23.8(d/D)−3.24(b sin θ/D)−1.18X−0.74
f = 0.0151(d/D)C0.308t
X = γn0.7p b sin1.6θ/H
β = 2 ln(D/d)/[(D/d)− (d/D)]
γ = [η ln(D/d)/(βD/d)5]1/3
η = 0.711{0.157 + [np ln(D/d)]0.611}/{n0.52p [1− (d/D)2]}
Baﬄed condition
NP = [(1 + x−3)−1/3]NP max
x = 4.5(BW/D)n0.8B /{(2θ/π)0.72N0.2P max} + NP0/NP max
Fully baﬄed condition
NP max = 8.3(2θ/π)0.9(n0.7p b sin1.6θ/d)
3.4. Helical-Ribbon Impeller. As an example applied to a
helical-ribbon impeller the correlation by Kamei et al. [4]
was shown in Figure 8. Since it is the special case, the values
of the equations for ﬁtting the experimental values were
shown in Table 4. It is the ﬁrst time to show the power
correlation of the helical-ribbon impeller over the wide range
of Reynolds numbers.
Table 3: Correlation equations of power number for propeller (d)
and pfaudler (f).
Unbaﬄed condition
NP0 = {[1.2π4β2]/[8d3/(D2H)]} f
f = CL/ReG + Ct{[(Ctr/ReG) + ReG]−1 + ( f /Ct)1/m}m
Red = nd2ρ/μ
ReG = {[πη ln(D/d)]/(4d/βD)}Red
CL=0.215ηnp(d/H)[1−(d/D)2] + 1.83(b sin θ/H)(np/2 sin θ)1/3
Ct = [(3X1.5)−7.8 + (0.25)−7.8]−1/7.8
m = [(0.8X0.373)−7.8 + (0.333)−7.8]−1/7.8
Ctr = 23.8(d/D)−3.24(b sin θ/D)−1.18X−0.74
f = 0.0151(d/D)C0.308t
X = γn0.7p b sin1.6θ/H
β = 2 ln(D/d)/[(D/d)− (d/D)]
γ = [η ln(D/d)/(βD/d)5]1/3
η = 0.711{0.157 + [np ln(D/d)]0.611}/{n0.52p [1− (d/D)2]}
Baﬄed condition
NP = [(1 + x−3)−1/3]NPmax
x = 4.5(BW/D)n0.8B /{(2θ/π)0.72N0.2Pmax} + NP0/NPmax
Fully baﬄed condition
NPmax = 6.5(n0.7p b sin1.6θ/d)1.7
Table 4: Correlation equations of power number for helical ribbon
(g).
NP0 = {[1.2π4β2]/[8d3/(D2H)]} f = 16.0 f
f = CL/ReG + Ct{[(Ctr/ReG) + ReG]−1 + ( f /Ct)1/m}m
Red = nd2ρ/μ
ReG = {[πη ln(D/d)]/(4d/βD)}Red = 0.0388Red
CL = 1.00, Ct = 0.100, m = 0.333, Ctr = 2500
f = 0.00683
β = 2 ln(D/d)/[(D/d)− (d/D)] = 0.999
η = 0.538
3.5. Pitched Paddle and Propeller Impellers with Partial Baﬄe.
The eﬀects of the baﬄe length on the power consumption of
a mixing vessel with several impellers were studied as shown
in Figure 3. The power number was generally correlated
with the baﬄe length, the number of baﬄes, and the baﬄe
width [9]. The power number of the pitched paddle and the
propeller impellers was correlated with only the correction as
follows,
NP =
[(
1 + x−3
)−1/3]
NPmax
x = 4.5(BW/D)n
0.8
B (hB/H){
(2θ/π)0.72N0.2Pmax
} + NP0
NPmax
,
(2)
the results were shown in Figure 9.
3.6. Comparison of Power Number of Propeller Impeller with
Rushton’s Data. Figure 10 shows the comparison of power
number of a propeller impeller by Rushton et al. [10] with
correlation in Table 3. The correlation equations in Table 3
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also reproduced the data which other researchers measured
well. As mentioned above, the correlation reproduced in
this work has a possibility of correlating the power number
of the mixing impellers of all geometry. It is the ﬁrst time
to compare between the data of Rushton’s and the power
correlation over the wide range of Reynolds number.
4. Conclusions
The authors reviewed the power correlations developed by
authors. The new correlation equations of power number,
102
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Figure 10: Comparison of power number for propeller with
Rushton’s data (— calc;,  Rushton’s).
based on the correlation of Kamei and Hiraoka, were de-
veloped for several kinds of mixing impellers, and it was
shown that the calculated values of the power number agreed
very closely with the measured ones. In future work, this cor-
relation will be expanded to other impellers.
Nomenclature
b: Height of impeller blade (m)
C: Clearance between bottom and impeller (m)
D: Vessel diameter (m)
d: Impeller diameter (m)
f : Friction factor (—)
H : Liquid depth (m)
hB: Baﬄe length (m)
NP : Power number (=P/ρn3d5) (—)
NP0: Power number in unbaﬄed condition (—)
NPmax: Power number in fully baﬄed condition (—)
n: Impeller rotational speed (—)
nB: Number of baﬄe plates (—)
np: Number of impeller blades (—)
P: Power consumption (W)
Red: Impeller Reynolds number (=nd2ρ/μ) (—)
ReG: Modiﬁed Reynolds number (—)
T : Shaft torque (N·m)
θ: Angle of impeller blade (—)
μ: Liquid viscosity (Pa·s)
ρ: Liquid density (kg/m3).
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The slurries-containing tetra-n-butyl ammonium bromide (TBAB) solution and its semiclathrate hydrate have attracted a lot of
interest as latent heat transport media. These hydrate slurries contain some microparticles of crystal, and the size and shape of these
hydrate particles could aﬀect the mobility of slurries. Hence, it is essential to investigate the eﬃcient hydrate-slurry preparation
methods and the eﬀect of hydrate particles on the ﬂuid property of slurries for the application to latent heat transport media. In the
present study, the eﬀect of agitation on particle size distribution and aggregation of particles was studied to prepare easily ﬂowing
TBAB hydrate slurries that were suitable for ﬂuid transport. First of all, the eﬀects of impeller rotational speed and impeller type
on the particle size and frequency of aggregation were investigated. The results suggested that the particle size distribution and the
frequency of particle aggregation are strongly aﬀected by the intensity of shear rate and its uniformity, which was controllable with
impeller type and its rotation speed.
1. Introduction
Recently, a large-scale district (regional) cooling system has
attracted attention of many researchers because it works
on saving energy and global sustainability due to its high
performance of utilization of exhausted heat from large
plants or factories [1]. In such system, the pumping energy
loss due to the transportation of heat media is not small. To
solve this problem, a high-density heat transportation system
involving slurries with phase change materials (hereafter,
PCM) having latent heat has been developed, for example,
ice/water slurries [2]. The utilization of such PCM slurries
can reduce ﬂow rate of heat media, since latent heat of
some materials is much larger than sensible heat. Fukushima
et al. [3] reported the ability of slurries-containing tetra-n-
butyl ammonium bromide (hereafter, TBAB) semiclathrate
hydrate and its solution as latent-heat transport media,
which was more favorable than ice/water system because they
can be operated at relatively high temperature (ca. 285 K)
and atmospheric pressure. Unlike ordinary gas hydrates,
in these semiclathrate hydrates, the quaternary ammonium
cation and anion are incorporated with the hydrogen bonds
of water molecules to construct the hydrate cage [4]. In
addition, four butyl groups are one-by-one encaged with a
large cage separately in this semiclathrate system. There are
various reports about the crystal structure and the role of
bromine for the TBAB hydrates [4, 5]. The hydration num-
bers of these structures are 26 and 38, which are described as
Type A (tetragonal) and Type B (orthorhombic), respectively
[5, 6]. The concentration of aqueous TBAB solutions results
in diﬀerences of the crystal structure and thermodynamic
stability of TBAB hydrate. TBAB semiclathrate hydrates
have become the subject of much attention as an attractive
medium for not only refrigerant but also H2 storage [7–9].
There are a few reports about thermodynamic properties
such as phase equilibria and dissociation enthalpy of TBAB
hydrate [10] and about rheological property of these hydrate
slurries [11] for the application to latent heat transport
media. These hydrate slurries contain some microparticles of
crystal, and the size and shape of these hydrate particles may
aﬀect the mobility of slurries. In addition, with the view
of heat conductivity, it is necessary to make hydrate parti-
cles smaller and subglobular and to control their agglom-
erating property so that hydrate particles dissociate rapidly
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and uniformly. Therefore, it is essential to investigate the
eﬃcient preparation method of hydrate slurries and the
eﬀect of hydrate particles on the ﬂuid property of slurries
for the application to latent heat transport media. There
are some reference papers that investigate the eﬀect of
impeller agitation and bottom shape of stirred tank on
the particle-size distribution and/or dispersion eﬃciency in
the suspension systems containing polymer particles [12–
14]. There, the dispersion eﬃciency such as the agitating
speed for complete ﬂoating of solid particles was mainly
investigated. In addition, some unique and complicated
techniques such as multistage impeller system and unsteady
agitation were usually utilized for the dispersion of solid
particles. However, there are few ﬁndings that discuss the
basic relation between the particle size and/or shape and
the intensity and conﬁguration of shear ﬁeld. Furthermore,
there is no report about the control of particle property for
clathrate hydrates by means of impeller agitation.
Generally, impeller agitation has been adopted as the
method for eﬃcient crystallization of hydrate particles.
However, there are few reports about the control of particle
property for clathrate hydrates by means of impeller agita-
tion. In the present study, we aim at searching for the favor-
able condition of agitation that minimizes the total power
needed for both agitation and pumping of the prepared
hydrate slurries and the eﬀect of agitation on particle-size
distribution and aggregation of particles to prepare TBAB
hydrate slurries that easily ﬂow and are suitable for ﬂuid
transport. In this paper, the eﬀects of impeller rotational
speed and impeller type on the particle size and frequency
of aggregation are investigated. In addition, the key factor
to control particle characteristics in TBAB hydrate slurries
is brieﬂy discussed.
2. Experimental Section
2.1. Materials. Research grade TBAB (mole fraction purity
0.980) was obtained from Wako Pure Chemical Industries,
Ltd. TBAB was used without further puriﬁcations. In addi-
tion, deionized water was produced using water-manufactur-
ing equipment made by Nihon Millipore K. K.
2.2. Apparatus and Procedures. The experimental apparatus
in the present study consisted of the following parts: acrylic
cylindrical vessel (diameter, D: 120 mm, height, H : 200 mm,
handcrafted), three types of agitating impellers (hand-
crafted), agitating motors (HEIDON, BLh-300), torque
meter (type: YT, Shintou Kagaku, Co., Ltd.), temperature
controller (TAITEC, CL-80R), and CCD camera (KEYENCE,
VH5910). Figure 1 shows the details of three types of agitat-
ing impellers used in the present study: two-bladed paddle
(2-BP), Maxblend (Sumitomo Heavy Industries, Ltd., MB),
and rotational cylinder (RC). The 2-BP impeller was located
at a height of 60 mm. The diameter of shaft was 8 mm. Four
baﬄes (width: 12 mm) were attached in the vessel with 2-
BP and MB, while no baﬄe was attached in the case of
RC because uniform ﬂow ﬁeld was created. In addition, the
characteristics of three impellers are summarized in Table 1
Table 1: The characteristics of three impellers used in the present
study.
nr (rpm) 2-BP MB RC
K — 10 20 —
γav (s−1)
100 17 33 10.5
200 — — 21.0
300 50 100 31.5
Uniformity of
shear rate
— Low Middle High
60
12
60
120
60
120
2-BP MB RC
77
4
8 284
15
4
Figure 1: The schematic illustration of three types of impellers used
in the present study (the unit of length is mm).
(details for the velocity ﬁeld of three types of impeller are
shown in the former part of Section 3). The average shear
rate, γav can be calculated by use of Metzner and Otto’s
equation [15] as follows:
γav = K · nr , (1)
where K (depending on the type of impeller) and nr stand
for Metzner and Otto’s constant and the rotation speed of
impeller, respectively. In this case, K was equivalent to 10 for
2-BP and 20 for MB, respectively, which was estimated and
correlated systematically by Kamei et al. [16]. In the case of
RC (simple shear ﬁeld), γav can be generally estimated by the
following equation:
γav =
(
2πnr y
)
(
1− y) , (2)
where y stands for the diameter ratio of cylinder and vessel
(in the present study, y = 0.5). The γav values are also listed
in Table 1 with K value.
Figure 2 shows the thermodynamic stability of TBAB
hydrate (temperature, T-concentration, C diagram) at atmo-
spheric pressure. The TBAB hydrate is stable at the tem-
peratures below the line that is equivalent to the stability
boundary of TBAB hydrate. As shown in Figure 2, the
stoichiometric concentration of Type A TBAB hydrate is
40.5 wt% where the TBAB hydrate can exist stably at ca.
285 K. In the present study, the hydrate fraction in slurries,
and Hf was determined by the following equation:
Hf =
(
Ci − Ceq
)
(
Cs − Ceq
) , (3)
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Figure 2: Temperature composition diagram for the TBAB + water
mixed system containing stability boundary of Type A (tetragonal)
hydrate [3, 10].
where Ci, Ceq, and Cs stand for the initial concentration of
TBAB in aqueous solution, steady concentration of TBAB in
the liquid phase of slurries, and stoichiometric concentration
of Type A TBAB hydrate, respectively. In general, Hf
decreases monotonically as temperature rises. In the present
study, 20 wt% of TBAB in aqueous solution was adopted as a
working ﬂuid.
Firstly, the working ﬂuid (20 wt% solution of TBAB)
was poured into the vessel up to 120 mm (liquid height,
h = D). Then, the ﬂuid was cooled down up to 280.6 K
(subcooling degree is ca. 0.7 K and then Hf = ca. 0.1)
and the rotation of impeller was started. After the system
reached the cyclostationary state, some seed crystals of Type
A TBAB hydrate, which were prepared in advance and
annealed at 280.6 K, were injected into the vessel, and then
crystallization occurred. Raman spectroscopy preliminarily
revealed that only Type A TBAB hydrate formed under the
present experimental conditions [8]. In this case, it was
conﬁrmed that the particles of TBAB hydrate reached the
steady state after an hour. Hence, appropriate amount of
hydrate particles was removed up from the mother ﬂuid and
observed by use of CCD camera on the petri dish that was
chilled with Peltier device. Typical picture of hydrate particles
was shown in Figure 3. In the present study, 500 particles in
total were used for particle size analyses of each experimental
run. The particle diameter was deﬁned as the major axis
of rod-like hydrate particle. In addition, the aggregation
particle was deﬁned as the particle that consisted of more
than two particles. The density of Type A TBAB hydrate
particle was measured by means of falling ball method.
The density of hydrate particle was comparable with the
theoretical value, which could be calculated from the lattice
constant of unit cell for tetragonal Type A TBAB hydrate.
Additionally, it was slightly larger than that of aqueous
Table 2: The summary of experimental results. The average diam-
eter means the overall average value of all TBAB hydrate particles
observed in each experimental run.
Impeller nr (rpm)
Average
diameter (mm)
Aggregation
frequency (%)
P (W)
2-BP
100 1.32 14.1 0.02
300 1.16 1.5 0.21
MB
100 1.13 6.3 0.04
300 0.77 0.4 1.08
RC
100 0.75 20.1 0.01
200 0.75 16.6 0.03
300 0.76 16.2 0.09
solution. In this case, upward ﬂows above a certain level by
external force such as impeller rotation are required to ﬂoat
solid particles completely, which is well known as a criterion
of impeller rotational speed for the complete ﬂoating of solid
particles [17]. In the present study, impeller rotational speed
in all experiments was more than this threshold value. Hence,
it is reasonable to decide that the hydrate particles ﬂoat
completely and well dispersed in the vessel.
The required power for mixing, P, was obtained from
rotational torque, Tr , of impeller shaft by the following
equation:
P = 2πnrTr . (4)
3. Results and Discussion
Prior to experiments, the ﬂow velocity vector patterns of
three types of impeller were obtained from the numerical
simulation by the use of commercial CFD software, Rﬂow
(RFLOW, Co., Ltd.). Figure 4 shows the ﬂow velocity vector
patterns of (a) 2-BP (with 4 baﬄes), (b) MB (with 4 baﬄes),
and (c) RC (without baﬄes). The density and viscosity of
ﬂuid were set equal to those of TBAB aqueous solution
(1080 kg/m3 and 0.003 Pa·s, resp.), and general k-ε model
was adopted as a turbulent ﬂow model. In calculations, the
nr was set at 100 rpm. As it can be seen in Figure 4, 2-
BP generates nonuniform velocity ﬁeld in both vertical and
horizontal directions, where ﬂow velocity is locally high near
the impeller and low near the wall. On the other hand, in
the case of RC, uniform circulating ﬂow (a large vortex) is
vertically generated, and, in particular, uniform rotational
ﬂow is circumferentially created. In the case of MB, although
there are locally high and/or low ﬂow regions, overall
relatively uniform circulating ﬂow is vertically generated. At
nr = 300 rpm, the ﬂow is somewhat intensiﬁed, while the
ﬂow pattern remains the same in all impellers.
The Experimental Data. Particle size and distribution, aggre-
gation frequency of particles, and required power for the
agitation of slurries obtained in the present study are
summarized in Table 2. Hereafter, the detailed discussion
about the diﬀerence in results for the three impellers is given
in each section.
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Figure 3: The photos of TBAB hydrate; (a) typical rod-like particles, (b) typical aggregation particles.
3.1. Particle Size and Its Distribution. Figure 5 shows the
particle diameter of TBAB hydrates and its distribution for
three types of impeller. In the case with 2-BP and RC,
the particle diameter and its distribution do not change
with the increase in shear rate. On the other hand, they
change drastically as shear rate increases in the case with
MB. This indicates that the growth of hydrate particle is
suppressed considerably under the shear conditions above
a certain level. In addition, even though the average shear
rate of RC is lowest among three impellers at the equal
speed of impeller rotation, the particle diameter and its
distribution are relatively small in RC. Hence, the uniformity
of shear rate is one of dominant factors for the control
of particle diameter and its distribution. In fact, the 2-BP
that generates nonuniform ﬂow ﬁeld exhibits broad size
distribution characteristics of hydrate particles. Although the
shear rate of MB is inhomogeneous compared with that of
RC, the average shear rate of MB at nr = 300 rpm is relatively
very high (Table 1). Consequently, it is suggested that the
local region of low shear rate can be kept away in the MB due
to its large area of blade and particle diameter would become
small.
3.2. Aggregation Frequency of Hydrate Particle. The open
symbols in Figure 6 stand for the aggregation frequency
of hydrate particles. The aggregation frequency becomes
smaller in the order of RC, 2-BP, and MB. In addition, it
becomes small as the shear rate increases. This indicates
that the aggregation of hydrate particles is suppressed by
the collision between hydrate particles and impeller blades
and/or baﬄes, and the presence of ﬁeld of locally high shear
rate.
3.3. Required Power for the Agitation of Hydrate Slurries. The
closed symbols in Figure 6 represent the required power to
agitate hydrate slurries. As mentioned previously, MB can
create the ﬂow ﬁeld that has a distinct advantage for the
control of hydrate particles and limit their aggregation. As
expected, however, the required power for agitation in MB is
extremely large compared to the other impellers, which is due
to the relatively large area of its impeller blade. Incidentally, it
is experimentally conﬁrmed that the required power for the
agitation of hydrate slurries is almost same as (slightly larger
than) that of aqueous solution under the present conditions
of hydrate fraction, where the diﬀerence between them is at
most ca. 0.002 W.
3.4. Conceptual Impeller for Eﬃcient Agitation of TBAB Hy-
drate Slurries. Based on the present experimental results, to
prepare the hydrate particles that have small diameter and
sharp distribution of diameter, three factors are essential.
They are (1) uniformity of shear rate, (2) absence of the
local region of low shear rate, and (3) presence of ﬁeld that
has locally high shear rate (or the collision between hydrate
particles and impeller blade). Herein, a conceptual impeller
that can satisfy above key factors was developed. Figure 7
shows the schematic illustration of this conceptual impeller,
velocity vector of its pattern of ﬂow, and its characteristics
of generated hydrate particle. As shown in Figure 7(a),
this conceptual impeller consists of 2-bladed paddle blade
(bottom) and cylinder (top). Figure 7(b) indicates that this
conceptual impeller can generate both the region of locally
high shear rate (bottom side) and that of uniform shear rate
(top side) at the same time. As a result, the uniform and
nearly steady circulating ﬂow can be generated. Needless to
say, this impeller can prevent the region of low shear rate.
In addition, it is expected that the part of impeller blade
can prevent the aggregation of hydrate particles. In fact, as
shown in Figure 7(c), this conceptual impeller can prepare
TBAB hydrate particles that have uniform diameter, and their
average diameter is relatively small (0.804 mm). Additionally,
the aggregation frequency of TBAB hydrate for this impeller
is relatively low (5.6%) and the required power is also low
(0.180 W). After all, this conceptual impeller manufactured
based on some experimentally obtained dominant factors
has good performance for the preparation of TBAB hydrate
particles. The ﬁndings obtained in the present study are
useful for the development of new impeller, which is suitable
International Journal of Chemical Engineering 5
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Figure 4: The ﬂow velocity-vector patterns of three types of impellers in the vertical and horizontal directions (cross-section containing
impeller blade and shaft) (nr = 100 rpm); (a) 2-BP (with 4 baﬄes), (b) MB (with 4 baﬄes), (c) RC (without baﬄes).
for the preparation of TBAB hydrate slurries that easily ﬂow
and are suitable for ﬂuid transport.
4. Conclusion
To prepare TBAB hydrate slurries that easily ﬂow and are
suitable for ﬂuid transport, the eﬀects of impeller rota-
tional speed and impeller type on the particle size and
frequency of aggregation have been investigated. The exper-
imental ﬁndings are simply summarized in Table 3. For the
preparation of hydrate particles that have small diameter
and sharp distribution of diameter, three factors and their
balances are essential as follows: (1) uniformity of shear rate,
(2) absence of the region of low shear rate, and (3) presence
of ﬁeld that has locally high shear rate. Based on these factors,
a new conceptual impeller has been proposed, which consists
of 2-bladed paddle blade (bottom) and cylinder (top). This
conceptual impeller has succeeded in the preparation of
smaller and uniform TBAB hydrate particles with relatively
low agitation power.
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Figure 5: The particle diameter of TBAB hydrate and its distribution for three types of impeller; (a) nr = 100 rpm, (b) nr = 300 rpm.
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Figure 6: The aggregation frequency of hydrate particles (open
symbols, left axis) and required power to agitate hydrate slurries
(closed symbols, right axis) for three types of impeller.
Notations
C: Concentration, wt%
D: Diameter of vessel, m
H: Height of vessel, m
Table 3: The relative results of important factors for the preparation
of TBAB hydrate slurries in various impellers. Herein, the boundary
between “small” and “large” is deﬁned at the value of 1.0 mm
(particle diameter) and 1.0 W (required power). The indexes of
“low” and “high” mean the value of <5% and >10%, respectively,
and “middle” does the value between them.
Impeller nr (rpm)
Particle
diameter
Aggregation
frequency
Required
power
2-BP
100 Large High Small
300 Large Low Small
MB
100 Large Middle Small
300 Small Low Large
RC
100 Small High Small
300 Small High Small
Conceptual 300 Small Low Small
h: Height of working ﬂuid, m
Hf : Hydrate fraction in slurries
nr : Rotation speed of impeller, rpm
P: Required power for agitation, W
T : Temperature, K
Tr : Torque, N·m
y: Diameter ratio of cylinder and vessel
z: Coordinate of z-direction (vertical direction)
γ: Shear rate, s−1.
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A thorough review of the major parameters that aﬀect solid-liquid slurry wear on impellers and techniques for minimizing wear
is presented. These major parameters include (i) chemical environment, (ii) hardness of solids, (iii) density of solids, (iv) percent
solids, (v) shape of solids, (vi) ﬂuid regime (turbulent, transitional, or laminar), (vii) hardness of the mixer’s wetted parts, (viii)
hydraulic eﬃciency of the impeller (kinetic energy dissipation rates near the impeller blades), (ix) impact velocity, and (x) impact
frequency. Techniques for minimizing the wear on impellers cover the choice of impeller, size and speed of the impeller, alloy
selection, and surface coating or coverings. An example is provided as well as an assessment of the approximate life improvement.
1. Introduction
There are numerous applications of mixers that deal with
erosive solids, especially in the minerals processing and
power industries. In many of these applications, there is
an erosion-corrosion synergistic eﬀect on the wear of a
mixer’s wetted parts, particularly the impeller. This paper
pulls together the authors’ research with numerous articles
on erosion and erosion corrosion to permit a designer to
optimize the cost-based life of eroding mixer parts before
replacement is required.
There are a large number of factors that can aﬀect the
rate of erosion. Many of these factors have been known and
studied to some extent:
(i) chemical environment,
(ii) hardness of solids,
(iii) density of solids,
(iv) diﬀerence in liquid and solid density,
(v) percent solids,
(vi) shape of solids,
(vii) ﬂuid regime (turbulent, transitional, or laminar),
(viii) ﬂuid rheology (e.g., pseudoplasticity),
(ix) hardness of the mixer’s wetted parts,
(x) young’s modulus of the mixer’s wetted parts,
(xi) hydraulic eﬃciency of the impeller (kinetic energy
dissipation rates near the impeller blades),
(xii) impact velocity,
(xiii) impact frequency,
(xiv) angle of impact.
Theoretically the rate of volume loss of material is
due to the kinetic energy lost when a particle impacts a
material [1]. This would suggest a velocity exponent of 2.
However, presented below, experimental velocity exponents
have ranged from 1.5 to 4.0. The general form of the equation
relating erosion rate to velocity is given by
E = K ·Vn f (θ), (1)
where E = volumetric erosion rate, K = constant (function
of all parameters other than V or θ), V = particle velocity or
relative velocity for rotating systems (impellers), n = velocity
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exponent (can also be a function of other parameters), and
θ = impingement angle.
Most investigators have used this general equation form.
Sapate and RamaRao [2] used a power law correlation
between volumetric erosion rate and impingement velocity
in a nonrotating system. They observed exponents on
velocity of 1.91 to 2.52. The velocity exponent showed
an increasing trend with increasing hardness of the alloys
irrespective of the hardness of the erodent particles and the
impingement angle of the alloys investigated.
Stack [3] and others investigated the eﬀect that corrosion
plays in an erosion environment. These investigators studied
various parameters of the corrosion-erosion environment
in a nonrotating system. They observed velocity exponents
that ranged from 1.4 to 3.5. They concluded that exponents
derived for erosion of alloys under erosion-dominated condi-
tions can be correlated to those derived for the strictly ductile
erosion process. These are typically very near the theoretical
“2” for the strictly ductile erosion process. However, those
for the erosion corrosion dominated regime are higher than
for the erosion-dominated regime and were in the 2.5 to
3.5 range. A publication by the Hydraulics Institute [4]
suggests that the erosion velocity exponent for pumps in
slurry transport is on the order of 2.5–3.0 .
Fort [5] and others studied pitched blade impellers
100 mm in diameter with a blade width of 20 mm in water-
solid slurries under turbulent conditions. These impellers
were studied at pitch angles of 20◦, 35◦, and 45◦. These
studies included a slurry of 18.3% by volume of gypsum
having a mean particle diameter of 0.1 mm and a 10% by
volume slurry of 0.4 mm mean diameter sand particles. From
their studies, they concluded the following.
(i) Particles of the lower hardness gypsum generated
uniform sheet erosion over the entire surface of the
impeller, while the particles of sand, having a higher
hardness, generated predominately erosion of the
leading edges of the impeller blade.
(ii) The higher the hardness of the blade material, the
lower the wear rate of the blade.
(iii) The wear rate of the leading edge was not a function
of pitch angle.
(iv) Sheet erosion of the blades exhibits a maximum
erosion rate between 20◦ and 45◦.
Zheng [6] and others studied the erosion-corrosion
synergistic eﬀect in an acidic slurry. The slurry was 10% by
weight H2SO4 and 15% by weight −60 mesh (<0.251 mm)
corundum sand. Their apparatus was a rotating disk with
four specimen holders on its edge. They determined the rate
of erosion by making electrochemical measurements during
rotation. All of their studies were done under turbulent
ﬂow conditions. Erosion rate velocity exponents ranged from
1.9 to 4.0. A model was proposed and used which divided
the overall erosion rate into an erosion rate via corrosion,
an erosion rate via erosion, and an erosion rate due to
synergism. The synergism rate was very large and varied
between 32 and 99% of the total. The percent contributed
by synergism diminished as the alloy became more statically
corrosion resistant.
Amelyushkin and Agafonov [7] studied the erosion of
cogeneration steam turbine blades caused by water droplets.
If kinetic energy is high enough, even water droplets can
cause erosion. They found that the toroidal and near root
vortices were very intense and caused enhanced wear of the
rotor blades. Also they found that they were able to eliminate
erosion by making the water droplets small enough. It is
expected that these eﬀects are related to grain size. In ductile
erosion, plastic deformation may occur ﬁrst, before metal is
removed. If erosion is due to intergranular grain fracture,
then if particles are signiﬁcantly smaller than the metal’s
grain size, erosion should be minimized. As ductile alloy
grain sizes are on the order of 20 μm, particles smaller than
this should have little erosive eﬀect.
Khalid and Sapuan [8] studied wear for a centrifugal
pump impeller in a slurry application. Weight and diameter
losses were very nearly linear with time over 480 hours of
operation. Blade height and depth loss did exhibit some
nonlinearity but were modeled as linear. Typical of rotating
devices in slurries, more material was lost near the periphery
of the impeller than in the center because linear velocities
increase with radial distance from the shaft.
Lo´pez [9] and others studied the eﬀect of corrosion
erosion at relatively high velocities on 304 and 420 stainless
steel. Velocities ranged from 4.5 to 8.5 m/s. Such velocities
are not common in mixing equipment except in high-
shear devices. They used a rotating disc device with erosion
samples attached to the periphery of the disc. The aqueous
liquid for the slurry was composed of 70% by weight H2SO4
and 3.5% NaCl. The slurry solids were 30% by weight SiO2
particles with a mean diameter about 0.25 mm. They found
that high-velocity impacts were beneﬁcial. The combined
action of erosive and corrosive mechanisms did not lead to
a signiﬁcant increase in mass loss if compared to corrosion
tests. They suggested that pores, small cracks, and fresh
pits can be covered by the prows and lips that are formed
as a consequence of the wedge action of round particles
which produces a smoother, uniformly corroded surface.
Thus, even though the transport mechanisms which remove
corrosion products are greater due to higher velocities, the
surface area exposed is smaller.
Corpstein and Fasano [10] studied slurry wear through
multilayer paint modeling. The paint layers are on the order
of 0.0381 mm thick. The three layers of paint used had
an overall thickness of approximately 0.114 mm. This is
only about 7% of the blade thickness and did not change
the ﬂuid hydraulics over the blade. Erosion was studied
using 8.3-inch diameter scaled down axial ﬂow mixing
impellers in a sand water slurry. These studies pointed out
the strong eﬀects that blade-shedding vortices, could have
on erosive wear. Impellers, such as the four-bladed-pitched
impeller that generated stronger vortices, suﬀered the highest
degree of localized erosion. The eﬀects of these vortices can
completely wear through an impeller blade, leaving holes
where the vortices contacted the surface. High-eﬃciency
impeller blades created signiﬁcantly smaller vortices and as
a consequence exhibited much lower localized wear. Vortex
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Figure 1: Backside of pitched blade impeller.
Figure 2: Backside of HE-3 high-eﬃciency impeller.
erosion can be severe and occurs on the backside (low-
pressure side) of the impeller blade. Comparisons of the
backside wear pattern for a Chemineer HE-3 impeller and a
standard generic 45◦ pitched four-bladed impeller are shown
in Figures 1 and 2. The impellers were each 211 mm diameter
and operated at 870 rpm in a 10% by weight sand slurry in
water. The weight mean particle size of the sand was 360 μm.
These backside erosion patterns were made after only 30
minutes of operation, and it is obvious that the erosion on
the backside of the 45◦ four-bladed-pitched impeller was
much more severe than the erosion for the Chemineer HE-3
high-eﬃciency impeller.
Wu [11] and others were also successful in using this
technique to study ﬁve diﬀerent style radial ﬂow impellers
and a low attack angle (∼15◦) (6-bladed) pitched impeller. As
expected, the hydraulically more eﬃcient six-bladed-pitched
impeller experienced the least erosion.
Increased hardness of metals will generally provide
an increased life. Miller and Schmidt [12] compared the
erosion rates of 16 metals in a recycled slurry test system
using 2% by weight silica sand in water. The impeller tip
velocity was 15.7 m/s, and the temperature was 16◦C. In
addition to the erosion rate for each metal, they included the
metal’s hardness. The best ﬁt for their data was logarithmic.
However, probably due to the synergistic corrosion eﬀects,
the data was fairly dispersed. A plot of this data is provided in
Figure 3. The eﬀect of particle hardness depends on whether
erosion is ductile or brittle. For brittle erosion, the eﬀect of
particle hardness is much more pronounced than for ductile
erosion.
Changes in particle size can change the erosion mech-
anism. Stachowiak and Batchelor [13] reported that as the
particle size was increased from 8.75 μm to 127 μm, the mode
of erosion changed from ductile to brittle. The erosion study
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was for silicon carbide particles impinging on glass, steel,
graphite, and ceramics. The particle velocity was 152 m/s.
2. Design for ErosionMinimization
Because maximum velocities in mixing processes seldom
exceed 6 m/s, erosion and corrosion erosion of materials are
fatigue processes for most mixing processes. There is gen-
erally not enough particle kinetic energy to cause ductile
erosion where there is some plastic ﬂow of material. The
fatigue process occurs on a micro- or localized scale, and,
as with macroscale fatigue, two stages of the erosion process
have been observed. There is an incubation period followed
by the formation and growth of pits involving the removal of
the metal or material. Refer to a materials behavior text such
as that by Armstrong and Zerilli [14] for a more in-depth
discussion on material behavior.
Due to the vast number of parameters that can aﬀect
erosion or erosion-corrosion processes, and the fact that this
area of mixer service has not been widely studied, it is very
diﬃcult to predict a priori what the rate of erosion will be for
any given liquid-solid application. However, there are certain
factors within the control of the designer that can be used to
optimize the life of the mixer’s wetted parts.
Most mixer designers will not have control over the type
of slurry, the percent solids, the hardness of the solids, the
shape of the solids, the liquid, the pH, and so forth. However
designers will generally have control over
(i) the mixer’s wetted parts materials, coating, or lining,
(ii) the impeller style,
(iii) the impeller horsepower and speed combination.
2.1. Material Selection. The choice in selecting a material is to
either go hard or soft and elastic. All else being equal, when
selecting a metal alloy, a higher hardness will lead to a longer
life. Thus, when selecting a metal alloy material, select a hard
material which will also provide good corrosion resistance.
There are a number of hard surface ceramic coatings such
as tungsten carbide or silicon carbide, which could be applied
to the high-wear areas such as impeller blades. Ceramics are
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the most wear resistant but are low in toughness and im-
pact strength. Ceramic coatings as well must be corrosion
resistant to the liquid medium. Ceramics also do not have the
ability to absorb much strain. These high strains on ﬂexing
blades may allow cracking of the ceramic coating. Ceramic
coating applicators should be able to provide the maximum
allowable strain for the ceramic coating under consideration.
Coatings of the more common ceramic materials tend to
be more costly than high-hardness metals, or elastomeric
coverings [15].
Glass-lined equipment has a glass hardness of 5 to 6 on
the Moh scale. For the great majority of solids, this hardness
would be very acceptable. However, there are numerous
materials and minerals including, Al2O3, SiO2, WC, SiC, and
ZiO2 that have higher harnesses and would tend to wear away
the glass lining. Glass linings have very many of the same
limitations as ceramic coatings. They tend to be brittle and
cannot tolerate much strain.
Elastomeric coverings on the order of 3/8
′′
thick for
industrial scale impellers have a long history of providing
longer life in slurry applications. Instead of having to absorb
most of the particle’s impact energy, an elastomer releases
most of the energy back to the particle after impact. Elas-
tomeric lining manufacturers and applicators will generally
recommend an elastomeric hardness of 40–60 Durometer A
for optimum life. As with metals or hard surface coatings,
the lining must also be compatible with the ﬂuid medium.
An elastomer’s hardness is directly related to its corrosion re-
sistance. However, as an elastomer’s hardness increases above
a 40 A Durometer, its erosion resistance decreases. A Durom-
eter selection of 40–60 A is somewhat of a compromise be-
tween erosion and corrosion resistance. Elastomers should
not be used when large particles are present. The term “large
particles” is relative to the impinging velocity and mass of
the particle, as well as the thickness of the elastomeric cov-
ering. If the impinging particle can bottom out against the
metallic substrate, elastomeric coverings should not be used.
Even if most of the slurry might be suitable, a small percent-
age of tramp particles can do signiﬁcant damage to the elas-
tomeric covering. Since impact energy is a function of the
impingement angle, the leading edges of impeller blades
are almost always double wrapped. The most popular elas-
tomeric coverings are natural rubber, neoprene, butyl, chlo-
robutyl, and hypalon. Improperly applied linings on high-
eﬃciency impellers that signiﬁcantly change the proﬁle of the
blade can cause increased erosion problems. Typically linings
are double layered on the leading, trailing, and outside edges
of impeller blades. These linings must be adequately feath-
ered such that the transition from the double layer to the sin-
gle layer is smooth to avoid generation of additional vortices.
Both thermoplastic and thermoset polymers do not have
the ability to restore back to the particle most of the kinetic
energy and are generally not as good in mixing slurry
service. Hercules 1900 UHMWPE, touted as being a very
abrasion-resistant polymer, was tested by the authors against
polymeric protective coatings elastomers 2001-B (natural
rubber Durometer A 30–40) and 1054-B (chlorobutyl rubber
Durometer A 35–45). The testing procedure was identical to
that speciﬁed in the Hercules 1900 UHMWPE bulletin. A
Table 1
Material
Rate of weight loss,
g/hr
Hercules 1900 UHMWPE 0.0975
Polymeric protective coatings 2001-B (natural
rubber)
0.0104
Polymeric protective coatings 1054-B
(chlorobutyl)
0.0124
50% sand-water slurry was used with a sand weight mean
particle size of 53 μm. The specimen tip speed was 2.22 m/s.
Weight loss was determined at various time intervals over an
8-hour period. The weight loss versus time was found to be
linear with R2 values for all three falling between 0.93 and
0.94. The rates of erosion were shown in Table 1.
As can be observed, the rate of weight loss for the ther-
moplastic polymer is 7 to 10 times greater than that for the
elastomers tested.
Dickey and Fasano have provided a general reference on
materials selection considerations [16].
2.2. Impeller Selection. There are many diﬀerent impeller
styles available to the designer. Selecting the correct impeller
can often make a diﬀerence in impeller life of two or three
times. Erosion of impeller blades can depend heavily on
the ﬂow regime, with ﬂow regime being determined by the
impeller Reynolds number
NRe = ρND
2
μ
, (2)
where ρ = density, N = impeller rotational speed, D = im-
peller diameter, μ = viscosity, and NRe = Reynolds number,
dimensionless.
Impellers in turbulent ﬂow create shedding vortices that
attach themselves to the back of impeller blades. There are
a number of techniques that can be used to visualize these
vortices. In Figures 4 and 5, telltales attached to the blade are
used to visualize these vortices [17]. They are shown for both
a relatively ineﬃcient 45◦ pitched four-blade impeller and the
Chemineer HE-3 high-eﬃciency impeller.
In these ﬁgures, the impellers are rotating clockwise when
viewed from above. Thus, the blades are moving into the
page, and the view is of the backside of the blades. These
vortices cause very localized wear emanating from the back-
side or low-pressure side of impeller blades. These impeller
vortices begin to diminish at Reynolds numbers below
10,000, become very weak below a Reynolds number of 500,
and have completely disappeared below a Reynolds number
of 10. As most slurry particles are heavier than the ﬂuid, the
centrifugal eﬀect caused by the vortex will cause particles
caught in the vortex to migrate to the OD of the vortex. Thus,
the concentration of solids at the periphery of the vortex is
much higher, and the rate of solid particle to surface impacts
is much greater, increasing locally the rate of erosion. Of
course, particles must be small enough to be captured in
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Figure 4: Pitched blade impeller vortex.
Figure 5: HE-3 impeller vortex.
these vortices before this eﬀect would be observed. On an
industrial scale, however, the greatest majority of slurry ap-
plications would have particles suﬃciently small to be cap-
tured by these vortices.
There are a number of relatively eﬃcient wide blade im-
pellers used in solids suspension service. Fasano and Reeder
[18] compared the erosion rate between a Chemineer Maxﬂo
W impeller, Figure 6, and a standard 45◦ four-bladed-pitched
impeller (refer to Figure 4).
Figure 6: Chemineer Maxﬂo W impeller.
Figure 7: Telltales on D-6 impeller blade.
For the same level of solid suspension, these impellers
utilize the same impeller diameter at the same speed. There-
fore, velocities at the impeller are the same. The rate of
erosion however for the pitched-blade impeller was, on a
percentage basis, 59% greater than the erosion rate of the
Maxﬂo W impeller.
Radial ﬂow impellers are not very eﬃcient in suspending
solids. However, radial ﬂow impellers are eﬃcient in dis-
persing gasses. In applications where solids are present and
a gas must be dispersed, they are often used. As with axial
ﬂow impellers, impeller eﬃciency changes with design. The
Rushton or D-6 impeller, introduced in the late 1940s, creates
a pair of vortices behind each blade in turbulent ﬂow. These
vortices, as we have observed with the pitched-blade impeller,
can cause severe erosion from the backside of the blade.
Figure 7 photo of the intertwined telltales on the backside of
the blade demonstrates the size and nature of these vortices.
There exist today highly eﬃcient radial ﬂow impellers.
The Chemineer CD-6 impeller was introduced into the
marketplace in 1988, and the even more eﬃcient Chemineer
BT-6 was introduced in 1998. Both of these impellers exhibit
very little tendency for vortex formation on the backside of
the blade. This is demonstrated in telltale photos, in Figures
8 and 9. In each of these photos, the blades are rotating into
the plane of the paper.
Under turbulent ﬂow conditions, it is usually very ben-
eﬁcial, both from an erosion standpoint as well as a proc-
ess eﬃciency standpoint, to select a high-eﬃciency style im-
peller. In transitional ﬂow, there are still beneﬁts to be
achieved by the use of a high-eﬃciency impeller, but not
as profound as in turbulent ﬂow. In laminar ﬂow, there is
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Table 2: Possible process design selections for example.
Impeller
diameter, m
Impeller
dia./tank dia.
Impeller
speed, rpm
Impeller
power, kW
Impeller
torque, kNm
Impeller
tip speed, m/min
Relative
wear life∗
Approx.
relative cap.
cost
0.889 0.243 159 3.49 0.210 444 1.00 1.00
1.016 0.278 123 2.94 0.228 392 1.54 1.06
1.143 0.313 102 3.15 0.294 366 1.96 1.25
1.220 0.347 92 3.59 0.372 367 1.95 1.45
1.397 0.382 84 4.05 0.460 369 1.92 1.67
1.524 0.417 75 4.61 0.587 359 2.10 1.95
1.651 0.451 70 5.23 0.713 363 2.02 2.22
1.778 0.486 67 6.32 0.972 374 1.82 2.71
1.905 0.521 65 9.16 1.345 389 1.59 3.35
∗
Relative wear based on assumed velocity exponent of 3.5.
Figure 8: Telltales on CD-6 impeller blade.
Figure 9: Telltales on BT-6 impeller blade.
no advantage in using a high-eﬃciency impeller either for
erosion or solids suspension eﬃciency.
2.3. Horsepower and Speed Selection. As discussed earlier,
erosion is very dependent on velocity, and typically in
erosion-corrosion environments, the velocity exponent for
the volumetric rate or weight rate of erosion is typically
observed to be 2.5 to 4.0. In designing an agitator for the
suspension of solids, the designer has a choice of selecting
a number of power and speed combinations. Because solid
suspension impeller eﬃciencies change with impeller style,
impeller to tank diameter, and oﬀ-bottom clearance to
tank diameter [19], a number of possible horsepower and
speed choices can meet process objectives. The selection of
a speciﬁc agitator design in the end should come down
to economics. There are capital costs and operating costs.
Capital costs are largely associated with the general size of
the machine. The torque can generally best characterize the
capital cost. Operating costs include the energy costs to oper-
ate the machine plus any maintenance costs. Maintenance
costs include the costs of oil changes, new bearings, new
gears, and new seal components, and in the case of erosion
applications, the replacement of in-tank wear components,
typically impeller blades. A close examination of the various
horsepower and speed options should be examined closely in
order to make an economic selection.
2.3.1. Example. For the sake of demonstration, let us assume
that we need to design an agitator for suspending a 10%
solution of sand in water. The sand will be assumed to have
a weight mean particle size of 360 μm. The tank is 3.66 m
diameter with a 2 : 1 elliptical dished bottom, and the water-
sand slurry will have a liquid volume such that the depth
of liquid in the tank is 3.66 m. The sand will be assumed
to have a speciﬁc gravity of 2.4 and the water a speciﬁc
gravity of 1.0. The viscosity of water will be assumed to
be 1 mPa-s. The process solution requires that the solids be
suspended to the “just suspended” condition such that no
particles settle on the bottom of the tank for more than 2
seconds. All designs are to utilize a single HE-3 impeller one-
third the tank diameter oﬀ-bottom. The horsepower, speed,
and impeller diameter combinations that satisfy the process
objective can be determined using solids suspension design
procedures such as the article presented by Corpstein and
others [19]. The following designs shown in Table 2 below all
satisfy the oﬀ-bottom solids suspension process requirement.
Even though using small impellers operating at high
speeds reduces capital costs and power, the high tip speeds of
these designs lead to short wear lives. Using an intermediate
size impeller that minimizes tip speed at the cost of higher
capital and power costs maximizes the wear life. As can
be observed, the torque and consequently the capital cost
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Table 3: Comparison of equal suspension to equal tip speed.
Condition
Impeller dia.,
cm
Impeller speed,
rpm
Impeller tip
speed, m/min
Full scale design, 144 in. dia. tank 139.7 84 369
Scale-down design based on equal suspension 17.46 456 250
Scale-down design based on equal tip speed 17.46 672 369
increase dramatically with impeller to tank diameter ratios
greater than 0.45 due to changes in the ﬂow pattern generated
by the impeller.
2.4. Scale-Down Studies. Since there is often an erosion-
corrosion synergistic eﬀect that cannot be predicted a priori
with today’s current data, any material selection should be
studied on a smaller scale, before making a ﬁnal choice. Since
it is important to model the same hydraulic behavior over
the blade, the authors recommend that the ratio of mean
particle diameter to impeller diameter not exceed 0.008. For
example, a mean particle diameter of 1 mm would suggest a
small-scale impeller no less than 125 mm (4.9 in) diameter.
It is also important to ensure that ﬂuid regimes have not
changed. If the impeller operation is turbulent on the large
scale, it should also be turbulent on the small scale.
An optimum agitator horsepower and speed selection
can be made as described above for the full scale. However,
in order to determine the rate of erosion, scale-down studies
should be made. A geometric scale-down for an equal level
of solid suspension will result in a tip speed that will always
be lower on the smaller scale, except when scaling down geo-
metrically for very slow settling solids (<0.1 m/min). Wear
rate, as previously demonstrated, is a strong function of
velocity. Therefore, all scale-down tests should be made at
equal tip speed. As an example, if we examine the 1.397 m
impeller solution for the above described problem and scale
this down to a 0.4572 m diameter tank, we would have the
comparison provided in Table 3.
3. Conclusions and Summary
The rate of erosion is dependent on the following major static
environmental factors: chemical environment, hardness of
the solid particles, density of the solid particles, percent
solids, the shape of the solids, the size of the solids including
whether or not tramp solids are present, and type of impeller.
The dynamic factors aﬀecting erosion rate are ﬂuid regime,
impact velocity, impact frequency, and angle of impact. As
there are no good means currently of predicting erosion
rate, small-scale studies should be conducted emulating as
much of the total environment as possible. These small-scale
studies should be conducted using equal tip speed to mimic
the full-scale rate of erosion.
Erosion in most mixing processes is a fatigue process
normally accelerated by a liquid corrosive environment. The
fatigue process occurs on a micro- or localized scale, and, as
with macroscale fatigue, two stages of the erosion process
have been observed. There is an incubation period followed
by the formation and growth of pits involving the removal
of the metal or material. One of two routes is generally
utilized in dealing with an erosion application. The high-
velocity areas such as the blades are either made from hard
materials or coated with hard ceramic materials such as tung-
sten carbide or silicon carbide. Alternatively, the blades are
covered with some type of elastomeric covering.
Impeller selection is important especially in turbulent
ﬂow conditions. High-eﬃciency impellers will generally
erode at a slower rate because the backside of the blades
has minimized shedding vortices. In laminar ﬂow, from an
erosion standpoint, most impellers behave similarly due to a
lack of vortices. Thus, the selection of the impeller should be
based primarily on what is required to accomplish the desired
process result.
A number of horsepower and speed selections that satisfy
the process requirement should be examined to conduct an
economic analysis. The lowest possible speed may not be
the most economical. It is best to ﬁrst design the most cost
optimum agitator for the full scale. Then in order to estimate
the corrosion rate, scale down on the basis of equal tip speed.
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