In this chapter, we describe our recent work on the design and analysis of recursive algorithms for causally reconstructing a time sequence of (approximately) sparse signals from a greatly reduced number of linear projection measurements. The signals are sparse in some transform domain referred to as the sparsity basis and their sparsity patterns (support set of the sparsity basis coefficients) can change with time. By "recursive", we mean use only the previous signal's estimate and the current measurements to get the current signal's estimate. We also briefly summarize our exact reconstruction results for the noise-free case and our error bounds and error stability results (conditions under which a time-invariant and small bound on the reconstruction error holds at all times) for the noisy case. Connections with related work are also discussed.
I. INTRODUCTION
In this chapter, we describe our recent work on the design and analysis of recursive algorithms for causally reconstructing a time sequence of (approximately) sparse signals from a greatly reduced number of linear projection measurements. The signals are sparse in some transform domain referred to as the sparsity basis and their sparsity patterns (support set of the sparsity basis coefficients) can change with time. The most important example of the above problem occurs in dynamic magnetic resonance imaging (MRI) for real-time medical applications such as interventional radiology, MR image guided surgery, or functional MRI to track brain activation changes. MRI is a technique for cross-sectional imaging that sequentially captures the 2D Fourier projections of the cross-section to be reconstructed. Cross-sectional images of the brain, heart, larynx or other human organ images are usually piecewise smooth, e.g. see Fig. 1 , and thus approximately sparse in the wavelet domain. In a time sequence, the sparsity pattern changes with time, but slowly. Often, the signal values also change gradually over time. We demonstrate this for a larynx and a cardiac MRI sequence in Fig. 1 .
Since MR data acquisition is sequential, the ability to accurately reconstruct with fewer measurements directly translates to reduced scan times. Shorter scan times along with online (causal) and fast (recursive) reconstruction allow the possibility of real-time imaging of fast changing physiological phenomena. Other example applications where real-time imaging is needed include real-time single-pixel video imaging [1] , real-time video compression/decompression, real-time sensor network based sensing of time-varying fields [2] , or real-time extraction of the foreground image sequence (sparse image) from a slow changing background image sequence (well modeled as lying in a low-dimensional space [3] ) using recursive projected compressive sensing (CS) [4] , [5] . For other potential applications, see [6] , [7] .
Since the recent introduction of compressive sensing (CS) [8] , [9] , [10] , the static sparse reconstruction problem has been thoroughly studied. However most existing algorithms for the dynamic problem just use CS to jointly reconstruct the entire time sequence in one go [11] , [12] , [13] . This is an offline and batch solution with very high complexity. The alternativedoing CS at each time separately (simple CS) -is online and fast but requires many more measurements. The question then is: for a time sequence of sparse signals, how can we obtain a recursive solution that improves the accuracy of simple CS by using past observations, and does this while keeping the computational complexity only as much as that of simple CS (and thus much lower than that of the batch methods)? In particular, how can we use slow or correlated sparsity pattern change, and in certain cases also slow signal value change, to do this? By "recursive", we mean a solution that uses only the previous signal estimate and the current observation vector at the current time.
This problem was first studied in [14] which proposed a solution called Kalman Filtered Compressed Sensing (KF-CS). In later work, a simpler special case of KF-CS, called Least Squares CS-residual (LS-CS) was analyzed in detail [15] ; and more powerful approaches such as Modified-CS [16] , [17] , Modified-CS-residual [18] , [19] and regularized modified-CS [20] , [21] This work was supported by NSF grant CCF-0917015.
were introduced. Performance guarantees -exact recovery conditions in the noise-free case [16] , [17] , [21] and time-invariant error bounds (stability) in the noisy case [15] , [22] -were also obtained. We describe all of these ideas in the next few sections. We first begin by providing a short background on sparse recovery and compressed sensing, followed by giving a formal problem definition for our problem and discussing related work.
II. NOTATION AND SPARSE RECOVERY BACKGROUND

A. Notation
We use T c to denote the complement of T w.r.t.
The notation |T | denotes the size (cardinality) of the set T . The set operations ∪, ∩, and \ have the usual meanings.
For a vector, v, and a set, T , v T denotes the |T | length sub-vector containing the elements of v corresponding to the indices in the set T . Also, v k denotes the k norm of a vector v. When k = 0, v 0 counts the number of nonzero elements in the vector v. If just v is used, it refers to v 2 .
For a matrix M , M k denotes its induced k-norm, while just M refers to M 2 . M denotes the transpose of M and M † denotes its Moore-Penrose pseudo-inverse. For a tall matrix, M , M † := (M M ) −1 M . For a fat matrix A, A T denotes the sub-matrix obtained by extracting the columns of A corresponding to the indices in T .
The restricted isometry constant (RIC) [10] , δ S , for a matrix A, is the smallest real number satisfying
for all subsets T ⊆ [1, m] of cardinality |T | ≤ S and all real vectors c of length |T |. It is easy to see that
The restricted orthogonality constant (ROC) [10] , θ S,S , for a matrix A, is the smallest real number satisfying
for all disjoint sets
and for all vectors c 1 , c 2 of length |T 1 |, |T 2 |.
B. Background on Sparse Recovery
The sparse recovery problem has been studied for a very long time, e.g. see [23] , [24] , [25] . The goal in sparse recovery, or what is now interchangeably referred to as compressive sensing (CS), is to recover a sparse signal from a reduced number of its linear projection measurements. To be precise, we would like to recover an m length sparse vector, x, with support size, s, from y := Ax, or, in the noisy case, from y := Ax + w, when A is a fat matrix (a matrix with more columns than rows). Consider the noise-free case. The sparse recovery problem is solved if we can find the sparsest vector b among all vectors satisfying y = Ab, i.e. if we can solve min
and if A is such that every set of 2s columns of A are linearly independent [24] , [10] . Finding the sparsest vector requires a combinatorial search and thus has complexity of the order of m s [10] . The exponential complexity in s makes it impractical to directly solve this for any reasonable sized problem. Practical (polynomial complexity) approaches to this problem include (i) 1 minimization methods (replace the 0 norm by the 1 norm which is the closest norm to 0 that makes the problem convex) such as basis pursuit [24] and its noisy relaxations -basis pursuit denoising (BPDN) [24] , [26] , [27] , Dantzig selector [28] and others; (ii) greedy methods such as matching pursuit [23] , orthogonal matching pursuit [29] and many other recent works [30] , [31] ; and (iii) various other more recent approaches. While these approaches have been proposed and used since the 1990s, the recent work on compressed sensing provided strong performance guarantees for them: exact recovery conditions [8] , [9] , [10] and bounds on reconstruction error when exact recovery is not possible [26] , [28] , [27] .
III. PROBLEM DEFINITION, CHAPTER ORGANIZATION AND RELATED WORK
A. Problem Definition and Chapter Organization
The recursive reconstruction problem explained here was first introduced in the ICIP 2008 paper on Kalman filtered compressed sensing (KF-CS) [14] . Let (z t ) m×1 denote the spatial signal at time t and (y t ) n×1 , with n < m, denote its noise-corrupted measurements' vector at t, i.e. y t = Hz t + w t where w t is measurement noise and H is the measurement matrix. The signal, z t , is sparse in a given sparsity basis (e.g. wavelet) with orthonormal basis matrix, Φ m×m , i.e. x t := Φ z t is a sparse vector. Thus the observation model can be written as
We assume that A has unit norm columns. We study both the noise-free case, i.e. w t = 0, and the bounded noise case, i.e. w t 2 ≤ . We use N t to denote the support of x t , i.e.
The goal is to recursively estimate x t (or equivalently the signal, z t = Φx t ) using y 1 , . . . y t . By recursively, we mean, use only y t and the estimate from t − 1,x t−1 , to compute the estimate at t. This is done under one or both of the following two assumptions. 
This assumption is also verified in Fig. 1 .
Consider first the class of problems for which only the first assumption holds. Under this assumption, the above problem can be reformulated as one of sparse recovery in the presence of partial support knowledge. We can use the support estimate obtained from the previous time instant,N t−1 , as the "partial support knowledge". We describe this problem and the proposed solutions for it in Sec. IV. If both assumptions hold, the above problem can be reformulated as one of sparse recovery with partial support and signal value knowledge. This is discussed in Sec. V. Performance guarantees (exact reconstruction results, error bounds, and conditions for time-invariant error bounds) are briefly discussed in Sec. VI and some interesting experimental results are shown in Sec. VII. Conclusions are given in Sec. VIII.
B. Related Work
The recursive reconstruction problem was first studied in [14] . Before this, the only works that dealt with time sequences of sparse signals were batch methods [11] , [12] , [13] .
A modification of KF-CS was introduced in [32] . Recent work on Bayesian or other model-based approaches to recursive sparse estimation with time-varying supports includes [33] , [34] , [35] , [36] , [37] . The work of [13] gives an approximate batch solution for dynamic MRI that is quite fast, but is offline. Related work on model-based and Bayesian approaches for a single signal includes [38] , [39] , [40] , [41] , [42] , [43] , [44] .
The problem of sparse reconstruction with partial knowledge of the support was simultaneously addressed in [16] , [17] and in [45] , [46] , [47] . The work of [46] obtains exact recovery thresholds for weighted 1 , similar to those in [48] , for the case when a probabilistic prior on the signal support is available. Some later work motivated by modified-CS includes modified OMP [49] , modified CoSaMP [50] , modified block CS [51] , error bounds on modified BPDN [52] , [22] , [53] , [20] , better conditions for modified-CS based exact recovery [54] , and exact support recovery conditions for multiple measurement vectors (MMV) based recursive recovery [33] .
There is other recent work that may also be referred to as recursive sparse reconstruction, but whose goals are quite different from the problem that we discuss in this chapter. This includes (i) homotopy methods, e.g. [55] , [56] , whose goal is to only speed up the optimization algorithm using homotopy or warm starts and the previous reconstructed signal, but not to reduce the number of measurements required; (ii) [57] , [55] , [58] , [59] which reconstruct a single signal from sequentially arriving measurements; and (iii) [60] , [61] , [62] , which iteratively improve support estimation for a single sparse signal. Another recent work [63] proposes causal but batch methods. This can be interpreted as a causal approach to solve the multiple measurements' vector (MMV) problem.
We should note that none of the above works obtain conditions under which a time-invariant bound on the reconstruction error (i.e. stability) holds. Except [46] and [62] , none of these obtain exact reconstruction conditions either.
IV. SPARSE RECOVERY WITH PARTIAL SUPPORT KNOWLEDGE
This problem was first formulated in [16] , [17] . The goal is to recover a sparse vector, x, with support set N , either from noise-free undersampled measurements, y := Ax, or from noisy measurements, y := Ax + w, when partial and possibly erroneous support knowledge, T , is available. The true support N can be rewritten as
Here we refer to the set ∆ as the misses in the support knowledge and the set ∆ e is the extras in it. We say the support knowledge is accurate if |∆| |N | and |∆ e | |N |. Least Squares CS-residual (LS-CS) introduced in [64] , [15] can be interpreted as the first solution to the above problem. We describe this next. The first solution that gives exact recovery under weaker conditions (using fewer measurements) than what simple CS needs was Modified-CS [16] , [17] . We explain this in Sec. IV-B. For using either LS-CS or modified-CS for recursive reconstruction, we use the support estimate from the previous time instant as the partial knowledge set T . Support estimation approaches are discussed in Sec. IV-C and LS-CS or modified-CS for recursive reconstruction is given in Sec. IV-D. (i) support additions,
(ii) support removals,
In (a), we show two MRI image sequences (a cardiac and a larynx sequence). In (b), xt is the two-level Daubechies-4 2D discrete wavelet transform (DWT) of the cardiac or the larynx image at time t and the set Nt is its 99% energy support (the smallest set containing 99% of the vector's energy). The support size was between 6-7% of the image size. In (c) we plot signal value change. As can be seen from the plots, all support changes (both additions and removals) are less than 2% of the support size. Also, almost all signal value changes are are less than 4% of (xt)N t 2.
Algorithm 1 Dynamic LS-CS: LS-CS for recursive reconstruction
Simple CS. At t = 0, set T = ∅ and computex 0 as the solution of
3) CS-residual. a) Compute the observation residual,ỹ t = y t − Ax t,init b) Solve the 1 problem for the residual, i.e. computeβ t as the solution of
A. Least Squares CS-residual (LS-CS)
The key idea of LS-CS is as follows [64] , [15] . Using T as the support set, compute an initial estimate of x by computing an LS estimate on T and setting all other elements to zero, i.e. compute
Compute the observation residual,ỹ,ỹ = y − Ax init (7) followed by solving the 1 minimization problem for this residual, i.e. computeβ as the solution of
Then, the estimate of x is computed asx =x init +β. 
This is followed by support estimation and computing a final LS estimate on the estimated support as described in Sec IV-C. Notice that, the signal residual, β := x −x init , is supported on T ∪ ∆ and satisfies
If |∆| is small enough, θ is small. If |∆ e | is small enough, |T | ≤ |N | + |∆ e | is not too large and so 1/(1 − δ |T | ) is only a little more than one. Finally if the noise is also small, the above implies that β T 2 x ∆ 2 . Thus, if T is a good estimate of the true support, N ; the measurement matrix A is incoherent enough; and the noise is small enough; then β is small on the set T . Or, in other words, β is approximately supported only on ∆. Since T is a good estimate of the true support, |∆| |N | and so the 1 problem that we need to solve in this case is much easier than in case of simple CS. As a result, it is possible to show that LS-CS results in small reconstruction error using much fewer measurements than what simple CS needs [15, Theorem 1] . We summarize LS-CS for recursive reconstruction in Algorithm 1.
However, notice that the exact sparsity size (total number of nonzero components) of the signal residual, β, is |T | + |∆| and this is equal to or larger than that of the signal, |N |. Since the number of measurements required for exact reconstruction is governed by the exact sparsity size, LS-CS is not able to achieve exact reconstruction using fewer noiseless measurements than those needed by simple CS. The search for such a solution led us to our next and more powerful idea called Modified-CS.
B. Modified-CS
The key idea of Modified-CS is as follows [16] , [17] . Suppose first that ∆ e is empty, i.e. N = T ∪ ∆. Thus, the sparse recovery problem now becomes one of trying to find the sparsest vector whose support contains T among all vectors that satisfy the data constraint. Or in other words, we would like to find the vector that is sparsest outside the set T among all vectors that satisfy the data constraint. In the noise-free case, this can be written as
The above also works if ∆ e is not empty. It is easy to show that it can exactly recover x if w = 0 (noise-free case) and if every set of |T | + 2|∆| = |N | + |∆| + |∆ e | columns of A are linearly independent [17, Proposition 1]. In comparison, the original 0 problem given in Sec. II-B requires every set of 2|N | columns of A to be linearly independent [10] . This is much stronger when |∆| ≈ |∆ e | |N |. The above 0 problem also has exponential complexity, and hence as in case of CS, we replace it by the 1 problem ( 1 norm is the closest norm to 0 that makes the optimization problem convex). Thus, modified-CS solves
and we denote its solution byx. Once again, this works, and can provably achieve exact recovery, even when ∆ e is not empty. We give the exact recovery conditions in Sec VI-A. For noisy measurements, one can relax the data constraint as follows.
We summarize modified-CS for recursive reconstruction in Algorithm 2. In practice, for large scale problems, one always adds the data term as a soft constraint and solves the following unconstrained problem (which is less expensive to solve and does not require knowledge of the noise bound). We refer to this as modified-BPDN [53] , [20] .
C. Support Estimation: thresholding and add-LS-del
In order to use either LS-CS or modified-CS for recursive reconstruction, we use the support estimate from the previous time as the set T . Thus, we need to estimate the support of the signal at each time. The simplest way to do this is by thresholding, i.e. we computeN
where α ≥ 0 is the zeroing threshold. In cases of exact reconstruction, i.e. ifx = x, we can use α = 0. In other situations, we need a nonzero value. In cases of very accurate reconstruction, we can set α to be slightly smaller than the magnitude of the smallest nonzero element of x (assuming its rough estimate is available) [17] . This will ensure close to zero misses and few false additions. In general, α should depend on both the noise level and the magnitude of the smallest nonzero element of x. For compressible signals, one should do the above but with "support" replaced by the b%-energy support. For a given number of measurements, b can be chosen to be the largest value so that all elements of the b%-energy support can be exactly reconstructed [17] . Single step thresholding as above means that the threshold, α, needs to be large enough to ensure that most missed elements from T are correctly deleted while ensuring that there are few false detections. However, notice that, in both modified-CS and LS-CS,x is a biased estimate of x. Consider modified-CS. Along ∆ ⊂ T c , the values ofx are biased towards zero (because we minimize (β) T c 1 ), while, along ∆ e ⊂ T , they may be biased away from zero (since there is no constraint on (β) T ). The same also happens for LS-CS although the reasoning is a bit different [15, Sec II-A]. Since the estimates along ∆ are biased towards zero, one needs a smaller threshold to detect them, whereas, since those along ∆ e may be biased away from zero, one may need a higher threshold to delete them. One partial solution to this problem is to use the following three step Add-LS-Del approach:
The above add-LS-del procedure involves a support addition step, that uses a smaller threshold, α add , as in (13); followed by LS estimation on the new support estimate, T add , as in (14); and then a deletion step that thresholds the LS estimate, as in (15) . The addition step threshold, α add , needs to be just large enough to ensure that the matrix used for LS estimation, A Tadd is well-conditioned. If α add is chosen properly and if the number of measurements, n, is large enough, the LS estimate on T add will have smaller error, and will be less biased, thanx (modified-CS or LS-CS output). As a result, deletion will be more accurate when done using this estimate. This also means that one can use a larger deletion threshold, α del , which will ensure deletion of more extras. A similar issue for noisy CS, and a possible solution (Gauss-Dantzig selector), was first discussed in [28] . The add-LS-del idea was first introduced in the KF-CS and LS-CS papers [14] , [15] , [22] for recursive reconstruction and simultaneously also in [30] , [31] for greedy algorithms for static sparse reconstruction. Support estimation is usually followed by LS estimation on the final support estimate, in order to get a solution with reduced bias (Gauss-Dantzig selector idea), i.e. one computes
D. Recursive Recovery
For recursive recovery, in case of slow support change, one can use T =N t−1 . We summarize the complete algorithm for LS-CS in Algorithm 1 and that for Modified-CS in Algorithm 2. Recent work [4] has introduced solutions for the more general case where the support change may not be slow, but is still highly correlated over time.
V. SPARSE RECOVERY WITH PARTIAL SUPPORT AND SIGNAL VALUE KNOWLEDGE
So far we only talked about the case where prior support information is available. In certain applications, one may also have partial signal value knowledge. In recursive recovery problems, it often happens that signal values also change slowly over time. In this case the problem can be formulated as follows. The goal is to recover a sparse vector x, with support set N , either from noise-free undersampled measurements, y := Ax, or from noisy measurements, y := Ax + w, when partial erroneous support knowledge, T , is available and partial erroneous signal value knowledge on T ,μ T , is available. The true support N can be written as N = T ∪ ∆ \ ∆ e where ∆ := N \ T, ∆ e := T \ N and the true signal x can be written as
The error e in the prior signal estimate is assumed to be small, i.e. e x .
A. Regularized Modified-CS
Regularized modified-CS adds the slow signal value change constraint to modified-CS and solves the following [21] , [20] .
As before, the following Lagrangian version (constraints added as weighted costs to get an unconstrained problem) is more useful in practice
Regularized modified-CS is analyzed in detail in [21] and [20] .
B. Modified-CS-residual
The idea of modified-CS-residual is to combine the modified-CS idea with the CS-residual idea. One solves modified-CS on the observation residual computed usingx init =μ. Once again the following unconstrained version is most useful:
For recursive reconstruction, one again uses T =N t−1 . Forμ, one can either useμ =x t−1 , or, in certain situations where the signal values do not change much w.r.t. the first frame, usingμ =x 0 is a better idea. For practical problems, e.g. real functional MRI sequences [19] , modified-CS-residual withμ =x 0 turns out to be the most promising approach to use.
As we explain next, in recursive reconstruction problems, if a model on signal value change is available, one can also obtain µ by using a Kalman filter.
C. Kalman Filtered CS-residual (KF-CS) and Kalman Filtered Modified-CS-residual (KalMoCS)
Kalman Filtered CS (KF-CS) was introduced in the context of recursive reconstruction in [14] . The key idea is to replace the initial LS step of LS-CS by a regularized LS step. One then computes the observation residual, followed by solving the 1 problem on this residual, exactly as in LS-CS. In KalMoCS, one replaces the 1 problem on this residual by the modified-1 .
Regularized LS becomes the KF in case of recursive recovery. The extra piece of information needed for KF-CS or KalMoCS is a model on signal value change. Typically, in most cases, one can assume a simple random walk model with equal change variance in all directions [14] . We summarize KF-CS and KalMoCS in Algorithm 3. This will outperform LS-CS and modified-CS when support changes occur every so often (allows the KF to stabilize to a small error before the next support change).
VI. THEORETICAL RESULTS
We first summarize the exact reconstruction results for modified-CS and regularized modified-CS and their implications. Next, we briefly discuss the error bounds for the noisy case. Finally, we address the most important question for recursive recovery: when is the algorithm "stable" over time, i.e. when can we get time-invariant bounds on its error over time?
A. Exact Reconstruction in Noise-free case
As explained earlier, LS-CS and KF-CS cannot achieve exact recovery under weaker conditions than what is needed for simple CS. However, modified-CS [17] and regularized modified-CS can [21] . We give below the RIC based exact recovery conditions for modified-CS [17] : 
The above conditions can also be rewritten in terms of s, e, u by substituting k = s + e − u. A simpler sufficient condition for modified-CS that uses only the RIC is [17, Corollary 1]:
Compare this with simple CS which requires [27] , [65] , [28] δ 2s < √ 2 − 1 or δ 2s + δ 3s < 1.
Algorithm 3 Kalman Filtered Modified-CS-residual (KalMoCS) and KF-CS
2) Initial KF. 
else, compute an LS estimate usingN t and update P t as follows.
To compare these conditions numerically, we can use u = e = 0.02s which is typical for time series applications (see Fig. 1 ). Using δ cr ≤ cδ 2r [31, Corollary 3.4] , it can be show that modified-CS only requires δ 2u < 0.004. On the other hand, simple CS requires δ 2u < 0.008 which is clearly stronger. Exact recovery conditions for regularized modified-CS in the noise-free case, i.e. for (18) with = 0 are obtained in [21, Theorem 1] . These are weaker than those for modified-CS if x i −μ i = ±ρ for some i ∈ T (some of the constraints b T −μ T ∞ ≤ ρ are active for the true signal, x) and some elements of this active set satisfy the condition given in [21, Theorem 1] . One set of practical applications where x i −μ i = ±ρ with nonzero probability is when dealing with quantized signals and quantized signal estimates.
B. Error Bounds for the Noisy case
When measurements are noisy, one cannot get exact recovery, but can only bound the reconstruction error. We give here the error bounds for both LS-CS [15] and modified-CS [22] . The LS-CS-residual step error can be bounded as follows. The proof follows in exactly the same way as that given in [15] where CS is done using the Dantzig selector instead of constrained BPDN as in (8) .
Theorem 2 (LS-CS-residual error bound):
[15, Lemma 1] Let x be a sparse vector with support N and let y := Ax + w with w ≤ . Also, let ∆ := N \ T and ∆ e := T \ N . Letx be computed as in (9) . If δ 2|∆| < ( √ 2 − 1)/2 and δ |T | < 1/2,
where
, and
. By adapting the approach of [27] , the error of modified-CS can be bounded as a function of |T | = |N | + |∆ e | − |∆| and |∆|. This was done by Jacques in [66] and by us in [22] .
Theorem 3 (modified-CS error bound):
. Also, let ∆ := N \ T and ∆ e := T \ N . Letx denote the solution of (11) 
For both LS-CS and modified-CS, the error after the final LS step can be bounded in terms ofT :=N and∆ :=N \ N as follows.
C. Recursive Reconstruction: Time-Invariant Error Bounds (Stability)
LetT :=N ,∆ :=N \ N and∆ e := N \N . So far we bounded the LS-CS-residual error or the modified-CS error as a function of |T |, |∆|. The bound is small as long as |∆ e | and |∆| are small. Similarly the bound on the error of the final LS estimate, given in (26) , is small if |∆| and |∆ e | are small. However for recursive reconstruction, what we need is conditions under which we can get a time invariant bound on |∆ e | and |∆| as well as on |∆| and |∆ e |. Otherwise, it can happen that the support errors keep adding up and become large and the same will happen to the reconstruction errors.
The study of error stability over time requires a signal change model. We assume the following simple deterministic model 2) the noise is bounded and the number of measurements, n, is large enough so that certain conditions on the RIC and ROC hold, 3) the addition and deletion thresholds are appropriately set, 4) for a given n and noise bound, a) the smallest constant coefficient magnitude is large enough, b) the rates of coefficient magnitude increase and decrease are large enough, and c) the delay between addition times, d, is larger than the "worst case detection delay" plus coefficient decrease time, then, 1) the number of final misses |∆ t | and extras |∆ e,t | as well as the initial misses |∆ t | and extras |∆ e,t | are bounded by S a or by a quantity slightly larger than S a , 2) within a finite delay, all new additions get detected and not falsely deleted, i.e. |∆ t | = 0, and all the extras get deleted, i.e. |∆ e,t | = 0, 3) and the reconstruction error is bounded by a time-invariant and small values at all times. As long as the number of new additions or removals, S a |N t | (slow support change), the above result shows that the worst case number of misses or extras is also small compared to the support size. This makes it a meaningful result. Similarly, we can argue that the reconstruction error bound is small compared to the signal energy.
The above result was proved for LS-CS in [15, Theorem 2] . It is possible to prove an exactly analogous result for modified-CS as well. The key ideas in obtaining this result are as follows. (i) One needs to ensure that within a finite delay of a new addition time, all new additions definitely get detected and not false deleted (this delay is the "worst case detection delay").
(ii) This needs to be done while ensuring that there are no false deletions of the constant coefficients. (iii) Also, the deletion threshold needs to be high enough to definitely delete all the extras every-so-often (ensure |T t | is bounded). (iv) Finally, the "worst case detection delay" plus the coefficient decrease time need to be smaller than the delay between two addition times.
The above result assumes support change every d frames. One can also show stability under a more general signal model that allows support changes at every time. This has been done for both modified-CS and LS-CS in [22] .
VII. EXPERIMENTS
We briefly describe three sets of experiments here. The first set consists of simulation experiments that demonstrate that modified-CS achieves exact reconstruction using significantly fewer measurements than what simple CS needs. The second set consists of simulation experiments that compare the reconstruction errors of LS-CS, KF-CS, modified-CS (actually modified-BPDN) and regularized modified-BPDN with each other and with other existing work in literature (CS-diff and weighted 1 ). The third set of experiments studies recursive recovery for a simulated dynamic MRI experiment. Here we took actual (not sparsified) larynx or cardiac image sequences and simulated MRI by taking a randomly selected set of their partial Fourier measurements. In this case, we did not add measurement noise, however since the signal sequence is not exact sparse, one could think of the compressible coefficients as "noise" (this noise is correlated with the signal, but none of our analysis uses any probability model, so the correlation does not matter). We demonstrate error stability over time of modified-CS and LS-CS and we also show that modified-CS has lower error than LS-CS.
A. Exact Reconstruction Probability Computation via Monte Carlo
In Sec VI-A, we only compared sufficient conditions for CS and modified-CS. However, this does not mean that the required number of measurements, n, for CS is definitely smaller than what modified-CS needs. To actually compare this, we need to use Monte Carlo. We obtained a Monte Carlo estimate of the probability of exact reconstruction for CS and for modified-CS, for a given A (i.e. we averaged over the joint distribution of x and y given A) as follows [17] . Fix signal length, m = 256 and its support size, s = 0.1m = 26. In the experiment we describe here we also fixed u = e = 0.08m. We varied n. For each n, we generated a n × m random-Gaussian matrix, A once. We then repeated the following 500 times. At the end, estimate the probability of exact reconstruction using modified-CS by counting the number of timesx modCS was equal to x ("equal" was defined as x modCS − x 2 / x 2 < 10 −5 ) and dividing by 500. Do the same for CS usingx CS . In this experiment, we observed the following. 1) With 19% measurements, modified-CS gives exact recovery with probability (w.p.) 99.8%, while CS does this w.p. zero.
2) With 25% measurements, modified-CS gives exact recovery with probability (w.p.) 100%, while CS does this w.p. 0.2%.
3) CS requires 40% measurements to work "reliably", i.e. to give exact recovery w.p. at least 98%. More detailed simulation results for various choices of u and e are summarized in [17, Table 1 ].
B. Reconstruction Error Comparisons
In Fig. 2 , we compare the Monte Carlo average of the reconstruction error of reg-mod-BPDN given in (19) with that of modified-BPDN given in (12), modified-CS-residual given in (20) , BPDN [24] , weighted 1 [46] , CS-residual [67] and CSmod-residual. The simulation model used is as specified in [20] . The measurements were random-Gaussian projections corrupted by zero mean i.i.d. Gaussian noise with variance σ 2 w . We used m = 256, support size |N | = 0.1m = 26 and support extras size, |∆ e | = 0.1|N | = 3. We plot the errors against |∆|/|N |. The parameters, e.g. γ, λ, γ , used in each of the minimizations were selected as explained in [20] . Notice that with n = 30% measurements and a bad signal prior (large σ 2 p ), reg-mod-BPDN, mod-BPDN and weighted 1 have similar performance. LS-CS is worse than either of these, but better than simple CS and CS-residual. With n = 13% in (b) and (c), reg-mod-BPDN significantly outperforms all the others. In (b), the signal prior is good (small σ 2 p ) and so CS-residual is better than modified-CS or weighted 1 (which do not use signal value knowledge at all) whereas all three of them have similar performance in (c) when the signal prior is bad. 
C. Recursive reconstruction: simulated dynamic MRI
We now show comparisons for recursively reconstructing an actual (compressible) vocal tract image sequence from simulated dynamic MRI measurements [17] . The original image sequence is shown in Fig. 1 . In Fig. 3 , we show normalized root mean squared error (N-RMSE) comparisons of modified-CS and LS-CS with simple CS [24] , [10] and CS-diff [67] . In the plot shown, the LS-CS error is close to that of modified-CS because we implemented LS estimation using conjugate gradient and did not allow the solution to converge (forcibly ran it with a reduced number of iterations). Without this, LS-CS error was much higher, since the computed initial LS estimate itself was inaccurate. Notice from the figure that modified-CS and LS-CS significantly outperform CS and CS-diff. Also, modified-CS has smaller error than LS-CS. In Fig 3(b) , CS-diff performs so poorly, because the initial error at t = 0 is itself very large (since we use only n 0 = 0.19m). As a result the difference signal at t = 1 is not compressible enough, making its error large and so on. But even when n 0 is larger and the initial error is small, as in Fig. 3(a) , the CS-diff error is still unstable, i.e. it increases over time.
VIII. CONCLUSIONS
In this chapter, we summarized our recent work on algorithms for recursive reconstruction of sparse signal sequences. The key ideas we used are that in many such sequences, the sparsity pattern changes slowly over time, and, in certain cases, the same is true also for signal value change. Using just the first assumption, the recursive recovery problem can be reformulated as one of sparse recovery in the presence of partial support knowledge. We discussed two solutions to this problem, the first is called least squares CS-residual (LS-CS), and the second and more powerful one is called Modified-CS. Modified-CS achieves provably exact recovery under weaker conditions (using fewer measurements) than what simple CS needs whenever the support knowledge is accurate enough. When measurements are noisy, the errors are provably bounded. For recursive recovery with noisy measurements, the most important question is, when can we obtain time-invariant bounds on the reconstruction errors, i.e. when can we show error stability over time? We showed that this can be done under fairly mild assumptions for both LS-CS and modified-CS. For problems where both slow support and signal value change hold, we introduced Kalman filtered CS-residual (KF-CS) or its improved versions, Kalman filtered Modified-CS-residual (KalMoCS). Their performance analysis is still mostly a part of ongoing work.
Among all the ideas introduced in this chapter, we think Modified-CS, explained in Sec IV-B, and Modified-CS-residual, explained in Sec V-B, are the most promising approaches.
Ongoing work is looking at how to utilize correlated, but not necessarily slow, support change to design recursive reconstruction algorithms [4] . Another line of work is exploring the problem of recursive reconstruction in the presence of (potentially) very large but correlated noise [68] , [5] .
