This paper deals with the spectral analysis of multiℎ continuous phase modulation (CPM) signals. A new solution to the problem is obtained by identifying an inner hidden Markov model in the CPM signal, which can be accomplished by expressing the modulator as the cascade of a sequential machine (SM), and a bank of PAM modulators. An in-depth study of the resulting Markov chain shows that it is both cyclostationary and reducible, and proper tools are identified to address these peculiarities. As a result, the multi-ℎ CPM spectrum is expressed as a combination of Fourier transforms of portions of a CPM signal, thus allowing an efficient numerical evaluation through fast Fourier transforms (FFTs).
I. INTRODUCTION
C ONTINUOUS phase modulation (CPM) is a widely used form of digital modulation employed in the second generation global system for mobile communications (GSM) cellular phones, but also in IEEE 802.11 FHSS, Bluetooth, and other proprietary wireless modems.
The base-band equivalent CPM signal is defined by
where, in the ordinary single-ℎ case, the instantaneous phase is given by
with: ℎ, the modulation index; { }, the data sequence having period and -ary alphabet = {±1, ±3, . . . , ±( − 1)}, with even; ( ), the phase response, a continuous function satisfying the property ( ) = 0 for ≤ 0 and ( ) = 1 2 for ≥ ; , the system memory. The phase response can be monotonic, as is true for most CPM formats, but also non-monotonic, as in tamed frequency modulation (TFM). The constant-envelope CPM waveform guarantees a constant transmitted power, thus allowing the use of efficient and low-cost nonlinear amplifiers [1] . Moreover, due to the phase continuity, CPM signals have good spectral properties in contrast with memory-less modulations.
The literature has also focused on a generalization of the single-ℎ CPM format, firstly introduced in [2] (see also [3] ). This generalization, known as multi-ℎ CPM, assumes that the modulation index is time-varying and the instantaneous phase in (1) is represented by
where {ℎ } is usually a periodic sequence of period ℎ . For ℎ = 1 it reduces to the single-ℎ CPM case. Compared with single-ℎ CPM, the multi-ℎ CPM signal is known to reduce the bandwidth [4] and improve the probability of correct detection at the receiver side [1] , [5] .
We deal with an interesting aspect of multi-ℎ CPM signals, that is, their power spectral density (PSD) evaluation. As an overview of existing literature, we first recall that a thorough understanding of the single-ℎ CPM case is available: results for full response (i.e., with = 1) single-ℎ CPM are available in [6] ; very general results are provided in [7] and [8] , which are also the basis to efficiently study the asymptotic PSD behavior at high frequencies [9] , [10] ; a very simple method to numerically derive the single-ℎ CPM spectrum was proposed in [11] ; in [12] , Laurent derived the singleℎ CPM spectrum expression in compact form for arbitrary and = 2; more recently, [13] evaluated the spectrum of single-ℎ full-response binary CPM signals by means of an irreducible periodic Markov chain, and [14] proposed an efficient numerical method based on fast Fourier transform (FFT)s. In contrast, only a subset of these results have been extended to the multi-ℎ CPM case, namely: full response multi-ℎ CPM systems are dealt with in [15] ; the simple method of [11] was extended to multi-ℎ CPM in [16] .
In this paper, the PSD of multi-ℎ CPM is expressed in terms of Fourier transforms of the CPM waveform, with a clear separation of the continuous part of the spectrum from spectral lines. The result is valid for independent and identically distributed input symbols { }, the standard assumption of the literature, with given probabilities = P[ = ], and assumes that the modulation index sequence {ℎ } is periodic of a period, ℎ . For those phase responses where the Fourier transform of a CPM signal is known in the closed form (e.g., CPFSK), our approach provides a closed form PSD expression. The result is also well-suited for efficient PSD calculation, as it can be implemented through the FFT, and may also be used to investigate the asymptotic behavior of the spectrum by means of the techniques developed in [9] , [10] . Our solution is also the non trivial generalization to multi-ℎ CPM of the fundamental results given in [7] and [8] , and of the approach in [13] .
The procedure we follow is to interpret the CPM signal as a combination of pulse amplitude modulation (PAM) signals, which is possible for both single-ℎ [8] , [12] , [17] - [19] , and 0090-6778/11$25.00 c ⃝ 2011 IEEE multi-ℎ CPM signals [20] - [22] . The key point is then to model the encoder, preceding the bank of PAM modulators, as a finite-state sequential machine (SM) [22] whose output PSD can be derived by exploiting, e.g., the results of [23] . As will be clarified in the following sections, the direct application of this idea is not straightforward in the multi-ℎ CPM context, since the multi-ℎ CPM has a periodic structure, and since the input alphabet leads to a reducible SM. However, the problem is circumvented by an appropriate reformulation of the SM.
Incidentally, note that the PAM decomposition used in this work is not an efficient decomposition in the sense of [12] , [17] , [21] . Instead, it is the so-called basic decomposition of [22] (see there for an exhaustive discussion of the relation among the various decompositions). Despite its redundancy which makes it unsuitable for deriving efficient structures, it is well suited for PSD calculation. In fact, it avoids non-linear pseudo-symbols creation, which complicates the spectral analysis mainly because of the presence of correlation.
The paper is organized as follows. Section II introduces the representation of a multi-ℎ CPM modulator through a finite-state SM, and Section III discusses methods to deal with periodicity and reducibility. Then, a self-contained expression of the PSD is given in Section IV, whose detailed derivation is provided in the Appendix. Simplified expressions for separable phases and closed form CPFSK expressions are finally presented in Section V.
II. REPRESENTATION OF THE CPM MODULATOR

A. A first model for the CPM signal
By inspection of (1) and (2), we note that a multi-ℎ CPM signal ( ) can be expressed in terms of its constituent functions
which take the constant value 1 in the interval (−∞, ], the constant value exp( ℎ ) in the interval [ + , +∞), and exhibit a smooth transition in the range [ , + ]. To correctly formalize the SM, in the following the modulation indices ℎ are assumed to be rational, namely,
with being the least common denominator and being integers. The dependence of ℎ on will disappear in the final result, thus making it valid also for non-rational modulation indices by virtue of continuity.
Hence, the CPM signal can be suitably rewritten using (3). In the interval ℐ = [ , + ), with = an arbitrary multiple of , we have
where 2 = 2 /(2 ) . In (5) we took into account that gives no contribution in ℐ for > + , while the "past" contribution of , ≤ − , is conveyed in
As the indices ℎ are rational with denominator , is an integer which is updated via a modulo 2 summation
and its values belong to the finite alphabet
takes values among the 2 complex roots of unity. We write ( , ) in (5) as a matrix product, that is,
with vectors
where , is the Kronecker delta giving 1 for = and 0 otherwise. Note that is the indicator function of the value taken by the symbol ∈ , while ( ) collects all possible contributions of to ( ). Then, ( ) in (5) can also be expressed as a matrix product
with ( ) being the indicator function of the interval [0, ), and ⊗ representing the Kronecker product 1 [24] . Here is an indicator function of the values assumed by the symbol sequence [ − +1 , . . . , + −1 ] multiplied by 
B. The CPM modulator as a SM followed by a bank of PAM modulators To extend (9) to the whole time axis, we must sum the contributions for adjacent intervals ℐ = [ ; + ), namely
When is a multiple of ℎ (the periodicity of the modulation index), we have ( ) = 0 ( − ), and letting = the CPM signal (13) can be written as which represents a bank of PAM modulators with inputs and waveforms 0 ( ).
In the multi-ℎ context, equation (14) is the basic decomposition of the CPM signal into PAM waveforms (see [19] for the single-ℎ case). As shown in Fig. 1 , it can be interpreted as the cascade of:
1) A serial-to-parallel (S/P) converter grouping the symbols into -tuples = [ , ⋅ ⋅ ⋅ , + −1 ], with an integer multiple of ℎ . 2) A finite state SM outputting the vector = where, according to (10) , the state information is given by − and by the − 1 most recent symbols
Moreover, by recalling (10), the SM output equation can be written as
3) A bank of PAM modulators with input-output relationship (14) .
III. STATIONARITY AND REDUCIBILITY ISSUES
A. Overview of the approach for PSD evaluation
The signal representation (14) is well suited for PSD evaluation, since the relation between input and output PSDs in a PAM modulator is a known result. In addition, the spectrum at the SM output is provided by [23] .
If the random vector process is stationary, its PSD is defined as
where is the autocorrelation of and * is the conjugate transpose operation. Both and ( ) are square matrices of size = + − 1. Then, the average output PSD is
being the Fourier transform of 0 ( ). Now, the key point in evaluating ( ) is to choose in order to obtain a stationary and irreducible SM, otherwise the results of [23] cannot be applied. The correct choice of is not trivial and is discussed further.
B. Stationarity and reducibility properties
We establish the SM state update law. For the first entry in the law is determined by (6) , that is,
while for the other entries the law is trivially derived from (15) . In general, since ℎ (and hence ) has a periodic structure with period ℎ , the state update law is periodic, making a cyclostationary random process. Since the output law (16) is time invariant, in general will be cyclostationary too. A further property is due to the fact that may only take odd values. This forces a peculiar transition between states which is governed by the following symmetry (see (6)) +1 even
Now, (20) shows that has two distinct classes of possible trajectories, which do not communicate, as depicted in Fig. 2 . This makes the SM reducible.
When is an integer multiple of ℎ , say = ℎ , the sequence of modulation index factors used in (19) spans exactly periods. The update law (19) becomes independent of the time index , thus assuring stationarity to (and so to ). This only partially solves the problem as we still have a reducibility issue. Specifically, by using the cumulative index factor in a period
we have even
C. Choice of Note that by choosing
we can guarantee that the product is even, so that ,0 is always even or always odd, where the always even/always odd trajectory is determined by the remote history of the modulator. A stationary and irreducible SM is then obtained by separately treating the cases where ,0 is even or odd. This solves our problem. We also observe that the only difference in the statistics of ( ) between even and odd states ,0 is given by a constant term 2 . Since | 2 | = 1, its contribution to the PSD is irrelevant, that is, both trajectories lead to the same PSD. Therefore, we will henceforth assume that ,0 is even.
Incidentally, the problem of correctly choosing arises also in single-ℎ CPM, at least when ℎ = / with and co-prime and an odd value, in which case we must choose = 2. This was already noted in [8] , [11] , [25] .
IV. STEP-BY-STEP EVALUATION
We now summarize the steps needed to calculate the PSD results (the proof is given in the Appendix). The formulation constitutes a self-contained operating procedure for the user.
We assume that the following CPM quantities are given: the alphabet size , the input probabilities = P[ = ], the symbol period , the system memory , the phase response ( ), the modulation indices ℎ , and the modulation index periodicity ℎ . We also let = ℎ or = 2 ℎ (to be specified later), = , and
where ⌈ ⌉ denotes the smallest integer that is greater than or equal to . From the input probabilities and the modulation indices we define the complex scalar parameters
A. Matrix formulation of the result
From the phase response we recall definitions (8) and (11) to have
so that 0 ( ) is a column vector of length + −1 , and the corresponding Fourier transform vector is
The PSD is then obtained as a combination of the elements of ( ). Also, the compact matrix formulation of the result relying on (18) uses the matrices
where, diag denotes a diagonal matrix, the superscript T stands for the transpose operation, and ⊗ is the Kronecker product.
Case 1. The modulation indices are not all integersabsence of spectral lines: When the modulation indices ℎ are not all integers, no spectral lines occur and the PSD is a continuous function. It can be obtained by using = ℎ (in this case (23) can be ignored, as explained in the Appendix), to have
with
The latter summation vanishes for = 0, that is for = 1. Case 2. The modulation indices are all integers -presence of spectral lines: As noted in [26] for the single-ℎ CPM case, spectral lines appear only when modulation indices ℎ = are all integers. In this case, the choice of is as follows
and spectral lines occur at frequencies that are multiples of = 1/ . Depending on whether the sum of modulation indices is even or odd, the frequency spacing between spectral lines differs, as observed in [11] , [25] for the single-ℎ CPM case.
We have ( ) = ( ) − | ( )| 2 sin( (2 + 1) ) sin( )
where, ( ) = + −1 ( ) is an average transform, (⋅) is the Dirac delta function, and
(32) The latter summation is not present for = 0, that is for = 1. Note that, in accordance with the results of [8] , for = 2 ℎ spectral lines components at even multiples of have zero amplitude. This is a consequence of the structure of ( ) = + −1 0 ( ), which satisfies the periodicity con-
Remark: When the input symbols are equally likely, that is = 1 , the only practical simplifications are = 1 1
and Δ = 1 where 1 is a column vector of length with all entries set to 1, and is the × identity matrix.
B. Alternative form suited for efficient computation
By spending some effort in expanding and rearranging matrix multiplications, (28) and (31) can be rewritten in an alternative form which is more suited for digital computation, as it does not require explicit multiplication of large and sparse matrices. To this end, given a vector ∈ + −1 , = [ 0 , . . . , + −2 ], corresponding to + − 1 input symbols, 2 we denote its probability with = ∏ + −2
=0
, and the corresponding entry in matrix ( ) with
where
) .
(34) We also let the column vector
Case 1. Absence of spectral lines: The PSD expression given by (28) and (29) can be equivalently expressed as
where 2 Note that is related to but not equivalent to , as the latter is a collection of symbols only. The two symbols indicate the same vector in the case = 1.
In (36) the different notation [ , ] and [ , ] in Ψ 2, is intentional, and the notation [ , 0] means that the last (1 − ) + − 1 vector components are set to zero. Case 2. Presence of spectral lines: The signals ( ) and ( ) in (31) can be expressed as
where Ψ 0 ( ) was defined in (36) and where
(38)
C. Computational complexity
We concentrate on the continuous spectrum as this is by far the more common case in the literature. Expression (35) provides an efficient means of evaluating the PSD of a CPM signal by calculating the = + −1 components ( ) via FFT from their time-domain counterparts ( ) in (34). The fact that signals ( ) are limited in time, and typically have a small practical bandwidth, assures that a limited number of (non null) time domain samples is needed to derive the frequency response ( ).
Let 0 = / be the sampling period used for discretization, so that ( 0 ) has samples per symbol period . Then, the complexity of (35) is proportional to log 2 , where = ℎ is the FFT size. 3 If we further assume that (35) is implemented with the least possible memory resource usage, then at each cycle we need to evaluate the FFT = [ , ] plus the cyclically shifted FFTs [ , ] (see (36)), to obtain an overall complexity of the form 3 Here we assume that the number of equally spaced frequencies at which we wish to evaluate the PSD satisfies ≤ We observe that, in order to efficiently derive the PSD values over arbitrary frequency regions, Bluestein's FFT [27] can be used, and thus the limiting complexity factor is . Fortunately, takes reasonably low values (≤ 256) for all the CPM formats that can be found in the literature.
Remark: A comparison with the method given in [16] , 4 which is state-of-the-art for numerical PSD evaluation, is in order. It has a complexity proportional to (2 + ) 2 , which is outperformed by (35) for small values of , namely, < / log 2 ( ). This provides an improvement with most of the CPM formats of interest. Moreover, [16] may fail to provide reliable results at high frequencies, an effect that is already known [11] , and is due to the use of a double integration. In contrast, (35) relies on a unique integration (the FFT from ( ) to ( )) and is therefore reliable over a wider amplitude range, as shown in the rightmost plot of Fig. 4 .
D. Some PSD examples
We present some PSD plots for full response ( = 1) and for partial response ( > 1) CPM, respectively in Fig. 3 , Fig. 4, and 
2) raised cosine ( -RC) CPM signaling with phase response 4 We use a corrected version of [16] , where in equation (2) and are replaced, respectively, by − and − .
3) Gaussian minimum shift keying (GMSK) format with = 4, having a phase response
is the Gaussian normalized cumulative distribution function.
The first two examples of Fig. 3 are taken from [15] (and are in accordance with Figs. 7 and 8 of the reference), while the last example is taken from [4] . The two -RC formats and the binary GMSK format of Fig. 4 are instead taken from [20] . Finally, the example of Fig. 5 is illustrative of a case of mixed integer and non-integer ℎ. Symbol probabilities are equally distributed, that is we set = 1/ , and we used = 100. All PSDs are calculated in less than a second on a standard PC. Note from Fig. 3 and Fig. 4 how the proposed approach gives accurate results over the entire frequency range (compare with the above cited references).
V. SIMPLIFICATIONS FOR SEPARABLE PHASES
A noteworthy simplification can be obtained when the phase ( ) is separable [19] , that is when it can be expressed as
with 1 ( ) a valid phase response for = 1. This is the case of CPFSK where 1 ( ) = /(2 ), ∈ [0, ]. Thanks to the repetitive structure of , waveforms (34) can be written as where, rect( ) is a rectangular function with value 1 for | | < 
As a consequence, in the frequency domain we obtain
with constituent functions
In many cases, (46) and (47) provide a much more efficient means of calculation than directly applying (33). As an example, for single-ℎ CPM ( ) can only take distinct values, hence (47) must be evaluated only times. The overall complexity is therefore proportional to , with a dramatic saving of a factor /( ). Similar considerations hold for the multi-ℎ case, but we have to assure that the modulation indices are rational as in (4), in which case ( ) may assume distinct values. In the specific case of CPFSK signaling (40), as we anticipated in the Introduction, the result can be expressed in the closed form. In fact, by substituting 1 ( ) = /(2 ) in (47) we have ( ; ) = sinc( − ) with sinc( ) = sin( )/( ). As a consequence, (46) provides
(48) This result generalizes those of [28] .
VI. CONCLUSIONS
We have provided a novel and compact expression for the PSD of multi-ℎ CPM formats. The result is obtained by expressing the multi-ℎ CPM modulator as the cascade of a SM and an interpolating filter bank, i.e., a bank of PAM modulators. This required a profound investigation of the SM structure and its output Markov chain. The result is given
both in a compact matrix notation, and in an explicit form better suited for numerical evaluation. We have shown how the proposed solution is particularly fit for computation, as it is expressed in terms of Fourier transforms of CPM waveforms, which can be efficiently evaluated through FFTs. Finally, our formulation encompasses (and generalizes) a number of results available from the literature, and provides new compact closed form results for signals with separable phases.
APPENDIX
The organization of the PSD derivation is based on: 1) a matrix representation of the SM of Section II.C; 2) use of the fact that the state sequence is a Markov chain, handled in matrix terms through the transition probability matrix; and, 3) the summation of the matrix series separately carried out for the continuous and discrete spectrum parts. The statements used below are proven in [23] .
A. Matrix representation of the SM
By setting the input to = , matrix representations are required for the state update law, +1 = ( , ) given by the combination of (15) and (19) , and for the output law, = ( , ) described by (16) . These are given, respectively, by state transition matrices (STM) and by matrices . Note that, in our context, the set of all possible states is the class of states with ,0 even, which is expressed as the Cartesian product = {0, 2, . . . , 2 − 2} × −1 . As a consequence, has cardinality = −1 . The output matrices collect as rows (indexed by the state ∈ ) the output word corresponding to the input word = . Since has length given in (12) , have size × and, by exploiting (16), can be written in the Kronecker form as follows
is a column vector collecting the th roots of unity. The STMs are permutation matrices indicating the transition from state ∈ to state +1 ∈ , and are thus × matrices. Their entries are binary and given by
with being the row index, and the column index. Note that an entry of 1 in position ( , ) denotes a transition from state = to state +1 = upon transmission of = . So, each row of contains only one unitary entry. We find for our specific case (see proof below) (51) at the top of the page, where: ∈ , is the indicator matrix = 0 ⊗ . . . ⊗ −1 , that is, the generalization of the indicator vector in the first of (8);
is the × identity matrix; and =
is the single step cyclical shift matrix, which is obtained from the identity matrix by cyclically shifting the main diagonal to the right by one position. Note that, following the choice of in (23) , the exponent of in (51) is always an integer. Proof of (51): Assume that is selected as in (23) (15) , and that the time-dependent state update law is
(53) By now conditioning on = , we can identify the STMs , with entries
A compact expression is
Note that the ordering in (55) is lexicographical, where the first −1 entries refer to states having ,0 = 0, the following −1 entries to ,0 = 1, and so on. STMs must then be grouped over the period {0, . . . , − 1}, to provide = 0 ,0
. . , −1 } ∈ where we exploit periodicity to remove the dependence on .
can be expressed as in (51) where we substitute /2 with 2 . Finally, to take into account even states only, matrices must be sampled by a factor of two to obtain the STMs , ∈ , of dimension × as in (51). □
B. Use of the Markov properties of the state sequence
When the SM is driven by a sequence of independent symbols, as we assume here, the state sequence turns out to be a Markov chain. The transition probability matrix (TPM) Π that describes the Markov chain contains in position
( , ) the probability of a transition from state = to state +1 = , and can be obtained from the STMs by Π = ∑ ∈ P [ = ] (size × ). We have (56) at the top of the page, where is the vector collecting the input probabilities, as defined in (27) .
The asymptotic behavior Π ∞ = lim →∞ Π is needed for the identification of the spectral lines in the PSD. It can be derived from the state asymptotic probability vector ∞ , namely the eigenvector of Π with unit eigenvalue, which in our case is
where 1 is a row vector of ones with length . Then, we have
C. Separation of continuous and discrete parts
The PSD of ( ) can now be separated into continuous and discrete parts (spectral lines). For the continuous part, we have
where ℜ[⋅] extracts the real part, and
(60) Furthermore, spectral lines occur at frequencies that are multiples of = 1/ , and we have
(61)
D. Simplifications
The matrices in (60) will now be expressed in a more compact form by substitution of the results in Appendix A and B. In the following we also make extensive use of definitions given in (25) and (27) . For the correlation we easily obtain
(62) ∞ can be expressed in a compact form by substituting Π ∞ into the second of (60), to have
which is obtained by exploiting: 1) the fact that (by construction) each row of contains only one unit entry, i.e., 1 = 1 , and 2) the fact that * 1 T = 1 if = 1 and 0 otherwise. On the contrary, deriving a compact expression for 1 is more cumbersome, but it is only a matter of patience in evaluating products and sums. With some effort, we obtain
Finally, for calculating Γ 2 ( ) it is interesting to note that
and that
(67) With the above in mind, we can also write
holding for ≥ 0, since Π can be interpreted as Π in (56) with replaced by . Note also that ≥ − 1 is the same as ≥ with = ⌈( − 1)/ ⌉ as in (24) . Furthermore, for ≥ , we have
More specific results can be obtained by separately treating the cases = 1 or ∕ = 1, which, according to (63), indicates the presence or absence of spectral lines, respectively.
E. The case of integer modulation indices, = 1
From (68) we immediately note that
which was obtained by observing that ℎ is an integer and is odd, so that = ℎ and = ℎ . This allows to truncate the sum in Γ 2 and have
providing no contribution when = 0. Furthermore, since matrices in (70) are real-valued and symmetric, − 2 can be replaced by cos (2 ) and the real part operator in (59) can thus be avoided. The result (31) is then obtained by substituting (62), (63), (70) and (71) into (59) and (61), and by solving the summation in − 2 dependent on ∞ .
F. The case of mixed integer and non-integer modulation indices, ∕ = 1
When ∕ = 1, ∞ is a matrix of zeros, and thus we have no spectral lines. Therefore, we are only interested in the continuous part of the spectrum. Specifically, by exploiting (69), we obtain
with the first term vanishing for = 0. So, also in this case the infinite series is handled in finite terms.
The above derivation is valid for a choice of as in (23), and the further condition that only states with even ,0 , are considered. Such conditions are required for the existence of Π ∞ [23] , [29] . However, since for ∕ = 1 no spectral lines occur, we are not interested in Π ∞ . Hence, it must be possible to derive the PSD by setting = ℎ and by taking into account all states, not just those with even ,0 . The resulting matrices are (51) and (56) where /2 is replaced by 2 (see also Appendix A), = 2 ⊗ −1 ⊗ and ∞ = 1 2 1 T 2 ⊗ −1 , the latter being true by assuming equally the probabilities of being in an even state, and that of being in an odd state (i.e., equal probabilities for the remote state). The resulting spectrum given by (72) is then valid for = ℎ , and is independent of the value of in (21) . This allows to reduce the computational complexity when is odd. Unfortunately, this simplification is not possible for = 1 since, in this case, Π ∞ is relevant. By relying on the above justification, (28) is obtained by simply substituting (62), (70) and (72) into (59). 
