Abstract. The concept of pseudospectrum was introduced by L. N. Trefethen to explain the behavior of nonnormal operators. Many phenomena (for example, hydrodynamic instability and convergence of iterative methods for linear systems) cannot be accounted for by eigenvalue analysis but are more understandable by examining the pseudospectra. The straightforward way to compute pseudospectra involves many applications of the singular value decomposition. This paper presents several fast continuation methods to calculate pseudospectra of di erent types of matrices.
(In this paper, we use the 2-norm.) We use the convention that if z is an eigenvalue, then k (zI ? A) ?1 k = 1 so that the sets (A) are nested and contain the spectrum of A. When A is normal, then (A) is the union of closed balls of radius with center at the eigenvalues. For nonnormal A, the pseudospectra could be much larger than these balls and hence spectral analysis may not be a good tool to determine stability or convergence rate (see references listed above).
In order for it to become a useful tool, we must be able to compute the pseudospectra e ciently and stably. From the de nition, a straightforward way to compute pseudospectra is to use the singular value decomposition (see, for example, Golub (Kato 6] ), the only time when the smallest singular value of B loses analyticity is when the smallest and next to smallest singular value swap positions at some point z. In other words, if we parametrize z by z(t), where t is a real number, then analyticity is lost at t = 0 if 1 (z(t)) and 2 (z(t)) are the smallest and next to smallest eigenvalues of BB at t < 0 and 1 (z(t)) > 2 (z(t)) at t > 0.) We will see later that the smoothness of the singular value (z) permits us to predict with some accuracy the singular value (z 0 ) when (z) is known and z is close to z 0 . This may lead to a large reduction in the execution time of the algorithm.
Based on this simple observation, continuation seems to be an ideal method for our purpose. We note that since A is in upper Hessenberg form, each linear solve only takes O(n 2 ) operations. We actually solve each linear system by a QR factorization (see, for example, Golub and Van Loan 4]). We carry out n?1 Givens rotations to reduce the matrix to triangular form and then perform a back substitution.
Once the set of singular values has been obtained, the data is fed to a contour plotter. For example, we may wish to plot the contours corresponding to = 10 ?j ; j = 2; : : : ; 7. Knowing this beforehand, further reduction in cost is possible. There is no need to compute accurately a singular value which is larger than 10 ?2 . For instance, if at some particular z, the singular value is found to be O(1), then for a nearby z 0 , the new singular value is also O(1). Hence it is unnecessary to perform any step of the inverse iteration. For a justi cation, we estimate the rate of change of the singular Taking the inner product with u, we get, after some simpli cations,
Since is real, it is su cient to look at the real part of the above equation. Di erentiating the normalization v v = 1, we have the relation that the real part of v _ v is zero and similarly for the real part of u _ u. Hence (1) becomes
Using this, the estimate of (t+dt) is + _ dt. The criterion that is used to determine whether to skip an inverse iteration or not at t + dt is
where m is the largest contour value that is plotted.
We now examine the case when two smallest singular values are equal or poorly separated. For the eigenvalue problem, it is well known that inverse iteration may not converge if the two smallest eigenvalues are equal. This is because the approximate eigenvector is free to roam in a two-dimensional subspace spanned by the two eigenvectors corresponding to the two eigenvalues in question. However, the eigenvalue converges. Our situation is very similar. Let B = zI ? A and suppose its two smallest singular values are equal. Let y be any approximate left singular vector of B. It is easiest to look at the equivalent eigenvalue problem for BB . Suppose its two smallest eigenvalues 1 and 2 are equal and nonzero and are far away from all the other eigenvalues. Let x j ; j = 1; : : : ; n be normalized eigenvectors of BB . Write y = P j a j x j , where a j is a complex coe cient. The precise requirement on y is that not both a 1 and a 2 are zero. After applying k inverse iterations to BB , the new We now describe how to select k, the dimension of the Krylov subspace. At the j-th step of the Lanczos algorithm, we compute , the smallest eigenvalue and w, the corresponding eigenvector of the j-by-j symmetric tridiagonal matrix. A well{ known inequality for Hermitian matrices is that the absolute error of the computed eigenvalue is bounded by its residual, i.e., j ? j kBB u ? uk;
where is some eigenvalue of BB . An equally well{known equality in Lanczos theory is that kBB u? uk = j j+1 jjw j j which is a computable quantity. Our precise stopping criterion is j j+1 jjw j j < :1 max( ; 2 s ); where s is the smallest contour value (a singular value whose square equals an eigenvalue of BB ) that is plotted. Ignoring the s term for the moment, our stopping criterion is that the relative error of the eigenvalue of BB is less than 10%. The presence of the term s can be explained by the fact that if the eigenvalue is very small, we do not need to compute it accurately. An additional criterion is that k must be at least one{half of the previous k (i.e., the dimension of the Krylov subspace of the previous value of z).
The Kaniel-Saad theory suggests that convergence of the extreme eigenvalues is 9 achieved with k on the order of 2 p n. In case the above criterion is still not satis ed after 2 p n iterations, we repeat the AKSM procedure, in the same spirit as GMRES with restart ( 15] ). The stopping criterion for this outer loop is j ? old j < :1 ;
where old is the old value of the estimate of the singular value in the previous iteration of the restart loop.
Assuming that A has O(n) nonzero elements and that the solver for the linear equation involving the matrix B requires O(n 3=2 ) operations, the time complexity of AKSM over the m values of z on the grid is O(mn 3=2 +mnk). The terms represent the work required for linear solves and Lanczos iterations. We remark that the assumption of O(n 3=2 ) operations for each linear solve is not unreasonable because in continuation, a very good initial guess is available and modern iterative solvers such as multigrid or GMRES 15] can be quite e cient. Hence with k = O(n 1=2 ), the overall time complexity is O(mn 3=2 ). Note that the storage requirement is O(n) (or O(n 3=2 ) if the storage of V is included). As before, whenever (2) is satis ed, we skip the AKSM step.
Toh and Trefethen ( 18] ) suggest an alternative approach for large sparse matrices. They apply an Arnoldi iteration to A ?1 to obtain an upper Hessenberg matrix H of dimension 100, for example. This is followed by an eigenvalue decomposition of H. Finally, the pseudospectra of H restricted to a subspace spanned by, say, 50 relevant eigenvectors are computed. This is to be contrasted with our method which recomputes a new Krylov subspace at every value of z for which we calculate the singular value. This accounts for the nomenclature Adaptive Krylov Subspace Method. Since the matrices A 1 ; A 2 and A 3 are banded, we used a direct linear solver (which has O(n) complexity) in Algorithm II and AKSM and obtained the results shown in Table 2 with n = 1600. For these two algorithms, the pseudospectrum was computed Table 2 Comparison of execution time of two methods.
per singular value (for those requiring inverse iteration). Up to 10 inverse iterations have been recorded. The third matrix A 3 was the most troublesome for AKSM, requiring on average .67 restarts with 4 being the maximum number of restarts. The average dimension of the Krylov space (including the ones accumulated in the restarts) was 68. The plots for Algorithm II and AKSM were again visually indistinguishable.
However a handful of points (6 out of 1800) had large relative di erences of more than 50%. These can be eliminated by decreasing the tolerance parameter in the stopping criterion which also implies longer execution times. In Figure 1 method for various matrices of size 100 and 800. However, in MATLAB, this improved method runs about 5 times faster for 100-by-100 matrices. This is primarily because of the ine cient MATLAB linear solve (Anb) when the matrix is a lower Hessenberg matrix. One small disadvantage of Toh's algorithm is that it is slightly less robust than our method. We found (by accident) a 108-by-108 matrix for which the Schur decomposition failed to converge after 30 108 iterations.
Recently, Braconnier and Higham 2] have a more accurate method when a solver for A ? zI is available.
We have presented several fast methods to compute the pseudospectra. When a fast solver for the matrix and its transpose is available, Algorithm II is preferred.
For small matrices, Algorithm I is recommended while AKSM is suitable for large sparse matrices. We are currently implementing a parallel version of these algorithms.
We hope that scientists will use this powerful tool of Trefethen for their nonnormal problems. 13 
