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Abstract
We introduce representations of the Cuntz algebra ON which are
parameterized by sequences in the set of unit vectors inCN . These rep-
resentations are natural generalizations of permutative representations
by Bratteli-Jorgensen and Davidson-Pitts. We show their existence, ir-
reducibility, equivalence, uniqueness of irreducible decomposition and
decomposition formulae by using parameters of representations.
1 Introduction
Let ON be the Cuntz algebra with canonical generators s1, . . . , sN and let
(H, pi) be a representation of ON with a cyclic vector Ω which satisfies
pi(s1)Ω = Ω. (1.1)
Then (H, pi) is irreducible and unique up to unitary equivalence, and it
is equivalent to a permutative representation by [3, 6, 7]. The restriction
(H, pi|OU(1)
N
) on the fixed-point subalgebra OU(1)N with respect to the U(1)-
gauge action is also irreducible. Especially, OU(1)2 is isomorphic to the CAR
algebra A with canonical generators {an : n ≥ 1} which satisfy ana∗m +
a∗man = δnmI and anam+aman = 0 for each n,m ≥ 1. Define an embedding
ϕ of A into O2 by
ϕ(a1) ≡ s1s∗2, ϕ(an) ≡
∑
J∈{1,2}n−1
sJs1s
∗
2β2(s
∗
J) (n ≥ 2)
where sJ ≡ sj1 · · · sjn−1 for J = (j1, . . . , jn−1) and β2 is an automorphism of
O2 defined by β2(s1) ≡ s1 and β2(s2) ≡ −s2. Then ϕ(A) = OU(1)2 . Further
(H, pi ◦ ϕ) is equivalent to the Fock representation of A with the vacuum Ω
with respect to the annihilator {an}n≥1, that is,
(H, pi ◦ ϕ) ∼ Fock, pi(ϕ(an))Ω = 0 (n ≥ 1).
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According to such facts, there are many applications for representations of
the CAR algebra from representations of ON [1, 2, 9]. Further permutative
representations distinguish unitary equivalence classes of a certain class of
endomorphisms of ON effectively by their branching laws [8, 11].
By generalizing (1.1) for a unit vector z = (z1, . . . , zN ) ∈ CN , we define
a representation (H, pi) with a cyclic vector Ω such that
pi(z1s1 + · · ·+ zNsN )Ω = Ω. (1.2)
We denote such representation by GP (z). Then GP (z) exists uniquely up
to unitary equivalence and irreducible for each z. Further GP (z) and GP (y)
are equivalent if and only if z = y. The equation (1.2) is equivalent to an
eigenequation of the Perron-Frobenius operator for a representation of ON
associated with a dynamical system [10]. In this way, these representations
have many applications and their studies are mathematically interesting.
In this article, we generalize such representations as follows: Define
S(CN ) ≡ {z ∈ CN : ‖z‖ = 1}, S(CN )⊗k ≡ {z(1) ⊗ · · · ⊗ z(k) : z(i) ∈
S(CN ), i = 1, . . . , k} for k ≥ 1 and S(CN )∞ ≡ {(z(n))n∈N : z(n) ∈ S(CN )}.
For z = (zi)
N
i=1 ∈ CN , define s(z) ≡ z1s1 + · · ·+ zNsN .
Definition 1.1 Let (H, pi) be a representation of ON .
(i) For z = z(1)⊗· · ·⊗ z(k) ∈ S(CN )⊗k, (H, pi) is GP (z) if there is a unit
cyclic vector Ω ∈ H such that pi(s(z))Ω = Ω and {pi(s(z(i)) · · · s(z(k)))Ω}ki=1
is an orthonormal family in H where s(z) ≡ s(z(1)) · · · s(z(k)).
(ii) For z = (z(n))n∈N ∈ S(CN )∞, (H, pi) is GP (z) if there is a unit
cyclic vector Ω ∈ H such that {pi(s(z(n))∗ · · · s(z(1))∗)Ω : n ∈ N} is an
orthonormal family in H.
For both cases, we call Ω the GP vector of (H, pi). We call (H, pi) in (i)
(resp. (ii)) the GP (=generalized permutative) representation with a cycle
(resp. a chain).
In § 3, we show that the case (ii) is equivalent to an induced product repre-
sentation in [4].
Define S(CN )⊗∗ ≡ ∐k≥1 S(CN )⊗k and S(CN )# ≡ S(CN )⊗∗∪S(CN )∞.
Theorem 1.2 For any z ∈ S(CN )#, there is a representation (H, pi) of ON
which is GP (z). Such representation is unique up to unitary equivalence.
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By Theorem 1.2, the symbol GP (z) makes sense as both a representation
and an equivalence class of representations of ON .
We define three periodicities on S(CN )# as follows. For z ∈ S(CN )⊗∗,
z is periodic if there are y ∈ S(CN )⊗l and p ≥ 2 such that z is equal
to the tensor power y⊗p of y. An element z = (z(n))n∈N in S(CN )∞ is
eventually periodic if there are positive integers p,M and a sequence (cn)n≥M
in U(1) ≡ {a ∈ C : |a| = 1} such that z(n+p) = cnz(n) for each n ≥ M .
z = (z(n))n∈N is asymptotically periodic if there is a positive integer p such
that
∑∞
n=1(1−| < z(n)|z(n+p) > |) <∞. The eventual periodicity is properly
stronger than the asymptotic periodicity.
Theorem 1.3 (i) For z ∈ S(CN )⊗∗, GP (z) is irreducible if and only if
z is nonperiodic.
(ii) For z ∈ S(CN )∞, GP (z) is irreducible if and only if z is nonasymp-
totically periodic.
We define an equivalence relation ∼ among S(CN )#. For z = z(1) ⊗
· · · ⊗ z(k) ∈ S(CN )⊗k and y ∈ S(CN )⊗l, z ∼ y if l = k and y = z(σ(1)) ⊗
· · · ⊗ z(σ(k)) for some σ ∈ Zk. For z = (z(n))n∈N and y = (y(n))n∈N in
S(CN )∞, z ∼ y if there are nonnegative integers p, q such that∑∞n=1(1−| <
z(n+p)|y(n+q) > |) <∞. For each z ∈ S(CN )⊗∗ and y ∈ S(CN )∞, we define
z 6∼ y. For two representations (H, pi) and (H′ , pi′), (H, pi) ∼ (H′ , pi′) means
that (H, pi) and (H′ , pi′) are unitarily equivalent.
Theorem 1.4 For z, y ∈ S(CN )#, GP (z) ∼ GP (y) if and only if z ∼ y.
By Theorem 1.2, 1.3 and 1.4, the irreducible decomposition of GP represen-
tation makes sense.
Theorem 1.5 (i) If p ≥ 2 and z ∈ S(CN )⊗∗ is nonperiodic, then the
following irreducible decomposition holds:
GP (z⊗p) ∼ GP (ζ1 · z)⊕ · · · ⊕GP (ζp · z).
where ζj ≡ e2pi
√−1(j−1)/p. This decomposition is unique up to unitary
equivalence and multiplicity free.
(ii) If z ∈ S(CN )∞ is eventually periodic, then there is a nonperiodic
element y ∈ S(CN )⊗∗ such that the following direct integral decompo-
sition holds:
GP (z) ∼
∫ ⊕
U(1)
GP (c · y) dη(c) (1.3)
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where η is the Haar measure of U(1). If there is another y
′ ∈ S(CN )⊗∗
which satisfies (1.3) with respect to z, then there is c0 ∈ U(1) such that
y
′ ∼ c0 · y.
By Theorem 1.5 (ii), it is understood that the reason why cycles and chains
are simultaneously treated in this article.
In § 2, we show Theorem 1.2. In § 3, we show states of the Cuntz
algebras associated with GP representations and relations between GP rep-
resentations with a chain and induced product representations. In § 4.1, we
prove a part of Theorem 1.3. In § 4.2, we prove Theorem 1.4. In § 4.3, we
prove the remaining part of Theorem 1.3 and Theorem 1.5. In § 5, we ex-
plain that any cyclic permutative representation is a GP representation and
we introduce examples which are neither permutative representation nor the
rotation of permutative representation by the canonical action of U(N). At
last, we discuss a remaining problem in § 5.3.
2 Existence, basis and uniqueness
For N ≥ 2, let ON be the Cuntz algebra [5], that is, a C∗-algebra which
is universally generated by generators s1, . . . , sN satisfying s
∗
i sj = δijI for
i, j = 1, . . . , N and s1s
∗
1+· · ·+sNs∗N = I. Let α be the canonical U(N) action
on ON . In this article, any representation means a unital ∗-representation.
Proposition 2.1 For each z ∈ S(CN )#, there is a representation of ON
which is GP (z).
Proof. (i) Let z = z(1) ⊗ · · · ⊗ z(k) ∈ S(CN )⊗k and z(l) = (z(l)1 , . . . , z(l)N )
for l = 1, . . . , k. Define Yk ≡ {1, . . . , k} × N and a representation pi0 of
ON on H ≡ l2(Yk) by pi0(si)el,m ≡ el−1,N(m−1)+i for i = 1, . . . , N and
(l,m) ∈ Yk where N ≡ {1, 2, 3, . . .}, {ex}x∈Yk is the canonical basis of H
and we define e0,m ≡ ek,m for m ∈ N. Because el,1 = pi0(sl−11 )∗e1,1 for each
l = 2, . . . , k, {ex}x∈Yk ⊂ pi0(ON )e1,1. This implies that (H, pi0) is cyclic.
Choose a sequence (g(l))kl=1 in U(N) which satisfies g(l)j1 = z
(l)
j for each
l = 1, . . . , k and j = 1, . . . , N where g(l) = (g(l)ij)
N
i,j=1. Define a new
representation pi on H by pi(si)el,m ≡ pi0(αg(l−1)∗(si))el,m for i = 1, . . . , N
and (l,m) ∈ Yk where we define g(0) ≡ g(k). Since αg(l)(s1) = s(z(l)), we
have pi(s(z(l−1)))el,1 = el−1,1 for l = 1, . . . , k where we define z(0) ≡ z(k).
From this, pi(s(z))e1,1 = e1,1. Because {ex}x∈Yk ⊂ pi(ON )e1,1, (H, pi) is
cyclic. Therefore (H, pi) is GP (z).
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(ii) Let z = (z(n))n∈N ∈ S(CN )∞, z(n) = (z(n)1 , . . . , z(n)N ) ∈ S(CN ) and
Y∞ ≡ Z × N. Define a representation pi0 of ON on H ≡ l2(Y∞) by
pi0(si)en,m ≡ en−1, N(m−1)+i for i = 1, . . . , N and (n,m) ∈ Y∞. Then
{pi0((s∗1)n)e0,1}n∈N = {en,1}n∈N. For convenience, we extend z as z =
(z(n))n∈Z by z(−n) ≡ (1, 0, . . . , 0) ∈ S(CN ) for each n ≥ 0. Choose a se-
quence (g(n))n∈Z in U(N) which satisfies
g(n)j1 = z
(n−1)
j (j = 1, . . . , N, n ∈ Z). (2.1)
Define a new representation pi of ON on H by pi(si)en,m ≡ pi0(αg(n)∗(si))en,m
for (n,m) ∈ Y∞. Because s(z(n−1)) = αg(n)(s1), {pi(s(z[n]))∗e0,1}n∈N =
{en,1}n∈N is an orthonormal family in H where z[n] ≡ z(1) ⊗ · · · ⊗ z(n). Be-
cause {ex}x∈Y∞ ⊂ pi(ON )e0,1, (H, pi) is cyclic. Hence (H, pi) is GP (z).
In order to show the uniqueness of a GP representation, we construct
a basis of the representation space of a given GP representation which is
unique up to unitary equivalence.
For z = z(1) ⊗ · · · ⊗ z(k) ∈ S(CN )⊗k, let (H, pi) be GP (z) with the GP
vector Ω. Define a unit vector
En ≡ pi(s(z(n)) · · · s(z(k)))Ω (n = 1, . . . , k). (2.2)
Then pi(s(z(n−1)))En = En−1 for n = 2, . . . , k and pi(s(z(k)))E1 = Ek. We
see that < En|En′ >= δnn′ for n, n
′
= 1, . . . , k. Choose an orthonormal
family {z(n,j)}Nj=1 in CN such that z(n,1) = z(n), and define
En,j ≡ pi(s(z(n,j)))En+1 (j = 1, . . . , N, n = 1, . . . , k)
where Ek+1 ≡ E1. Then En,1 = En and {En,j : (n, j) ∈ {1, . . . , k} ×
{1, . . . , N}} is an orthonormal family in H. Let {1, . . . , N}0 ≡ {0} and
{1, . . . , N}∗ be the union of {1, . . . , N}m with respect to everym = 0, 1, 2, . . .
Define
EJ,n,j ≡ pi(sJ)En,j (J ∈ {1, . . . , N}∗, n = 1, . . . , k, j = 2, . . . , N)
where we define s0 ≡ I for convenience. Then
B(z) ≡ {En}kn=1∪{EJ,n,j : (J, n, j) ∈ {1, . . . , N}∗×{1, . . . , k}×{2, . . . , N}}
is also an orthonormal family in H. Define a subset Λ(z) of S(CN )⊗∗ by
Λ(z) ≡ ∐m≥0{Λ(m)1 (z) ⊔ · · · ⊔ Λ(m)k (z)}
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where Λ
(0)
n (z) ≡ {z(n) ⊗ · · · ⊗ z(k)} for n = 1, . . . , k, Λ(1)1 (z) ≡ {z(k,j)}Nj=2,
Λ
(1)
n (z) ≡ {z(n−1,j)⊗z(n)⊗· · ·⊗z(k)}Nj=2 for n = 2, . . . , k, Λ(m)n (z) ≡ {εJ⊗x :
x ∈ Λ(1)n (z), J ∈ {1, . . . , N}m−1} for n = 1, . . . , k and m ≥ 2 where {εi}Ni=1
is the canonical basis of CN and εJ ≡ εj1⊗· · ·⊗εjm when J = (j1, . . . , jm) ∈
{1, . . . , N}m.
Proposition 2.2 For z ∈ S(CN )#, let (H, pi) be GP (z) with the GP vector
Ω. Define a family Cz ≡ {Ex ∈ H : x ∈ Λ(z)} of unit vectors in H by
Ex ≡ pi(s(x))Ω (x ∈ Λ(z)). (2.3)
Then Cz is a complete orthonormal basis of H.
Proof. We can verify that Cz = B(z). Hence Cz is an orthonormal fam-
ily in H. On the other hand, Vz ≡ Lin〈{En}kn=1〉 satisfies pi(s∗J)Vz ⊂ Vz
for each J ∈ {1, . . . , N}∗. Furthermore we see that pi(ON )Vz = H0 ≡
Lin〈{pi(sJ )Ω : J ∈ {1, . . . , N}∗}〉 where the overline means the closure in H.
Because Ω is a cyclic vector, H = H0. By definition of Λ(z), Lin〈Cz〉 is dense
in H0. In consequence, the statement holds.
Fix z = (z(n))n∈N ∈ S(CN )∞. We extend as z = (z(n))n∈Z by z(−n) ≡
ε1 for n ≥ 0. Choose (g(n))n∈Z which satisfies (2.1) and g(−n) = I for
n ≥ 0. Let (H, pi) be GP (z) with the GP vector Ω. Define
E−n ≡ pi(sn1 )Ω, E0 ≡ Ω, En ≡ pi(s(z(1)) · · · s(z(n)))∗Ω (n ≥ 1). (2.4)
Then we see that pi(s(z(n)))En = En−1 for each n ∈ Z and {En}n∈Z is an
orthonormal family in H. Define
En,j ≡ pi(s(z(n+1,j)))En+1 ((n, j) ∈ Z× {1, . . . , N})
where z(n,j) ≡ ( gj1(n), . . . , gjN (n) ) ∈ S(CN ) for n ∈ Z and j = 1, . . . , N .
Then {En,j : (n, j) ∈ Z×{1, . . . , N}} is an orthonormal family in H. Espe-
cially, En,1 = En for each n ∈ Z. Define
EJ,n,j ≡ pi(sJ)En+m,j (J ∈ {1, . . . , N}m, n ∈ Z, m ∈ N, j = 2, . . . , N).
By the estimation of values of inner products, we see that {En}n∈Z∪{EJ,n,j :
J ∈ {1, . . . , N}∗, n ∈ Z, j = 2, . . . , N} is an orthonormal family in H. For
z ∈ S(CN )∞, define
Λ(z) ≡ ∐(n,m)∈Z×N Λ(n)m (z),
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Λ
(n)
1 (z) ≡ {(n, 0)}, Λ(n)2 (z) ≡ {(n, z(n+1,j))}Nj=2, Λ(n)m (z) ≡ {(n, εJ⊗z(n+m−1,j)) :
j = 2, . . . , N, J ∈ {1, . . . , N}m−2} for m ≥ 3. By a proof of similarity to
that of Proposition 2.2, the following holds.
Proposition 2.3 For z ∈ S(CN )∞, let (H, pi) be GP (z) with the GP vector
Ω and let {En}n∈Z be as in (2.4). Define
E(n,y) ≡ pi(s(y))En+m−1 ((n, y) ∈ Λ(n)m (z), (n,m) ∈ Z×N).
Then {Ex : x ∈ Λ(z)} is a complete orthonormal basis of H.
Proof of Theorem 1.2. By Proposition 2.1, the existence is shown. Assume
that both (H, pi) and (H′ , pi′) are GP (z). According to the natural corre-
spondence among bases of H and H′ in Proposition 2.2 and 2.3, we have a
unitary U from H to H′ such that Upi(·)U∗ = pi′(·). Hence for z ∈ S(CN )#,
any two GP representations ofON by z are equivalent. Therefore the unique-
ness is proved.
Proposition 2.4 Assume that z ∈ S(CN )⊗∗ and (H, pi) is a representa-
tion of ON with a cyclic vector Ω ∈ H such that pi(s(z))Ω = Ω, If z is
nonperiodic, then (H, pi) is GP (z).
Proof. Assume that z = z(1) ⊗ · · · ⊗ z(k) is nonperiodic. Define y1 ≡ z,
yn ≡ z(n) ⊗ · · · ⊗ z(k) ⊗ z(1) ⊗ · · · ⊗ z(n−1) for n = 2, . . . , k and En ≡
pi(s(z(n)) · · · s(z(k)))Ω for n = 1, . . . , k. Then we have < En|Em >=<
pi(s(yn))En|pi(s(ym))Em >=< yn|ym >< En|Em >. By the nonperiodicity
of z, | < yn|ym > | < 1 when n 6= m. Hence | < En|Em > | = | < yn|ym >
| · | < En|Em > | < | < En|Em > |. This implies that < En|Em >= δn,m for
n,m = 1, . . . , k. Hence the statement holds.
3 States and induced product representations
In the first, we show the relation between GP representations and states of
ON . Next, we review results in [4]. At last, we show a relation between GP
representations with a chain and induced product representations.
For J ∈ {1, . . . , N}∗, the length |J | of J is defined by |J | = k when
J ∈ {1, . . . , N}k. For z ∈ S(CN )# and J = (j1, . . . , jm) ∈ {1, . . . , N}m,
define z(J) ≡ z(1)j1 · · · z
(m)
jm
and z(0) ≡ 1 where we define z(kn+l)i ≡ z(l)i for
each n ∈ N, l = 1, . . . , k and i = 1, . . . , N when z = z(1) ⊗ · · · ⊗ z(k).
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Proposition 3.1 For z ∈ S(CN )#, define a state ωz of ON as follows.
When z = z(1) ⊗ · · · ⊗ z(k) ∈ S(CN )⊗k,
ωz(sJs
∗
K) ≡ z(J) · z(K) (|J | ≡ |K| mod k), ωz(sJs∗K) ≡ 0 (otherwise)
for each J,K ∈ {1, . . . , N}∗ with the convention sJs∗K ≡ s∗K when J = ∅.
When z = (z(n))n∈N ∈ S(CN )∞,
ωz(sJs
∗
K) ≡ δ|J |,|K| · z(J) · z(K) (J,K ∈ {1, . . . , N}∗). (3.1)
Then the GNS representation by ωz is GP (z).
Proof. Let (H, pi) be GP (z) with the GP vector Ω. Define ω′(x) ≡<
Ω|pi(x)Ω > for x ∈ ON . Then we see that ω′ = ωz. By the uniqueness
of GNS representation and the cyclicity of GP representation, the state-
ment holds.
Let H be a Hilbert space in ON defined by H ≡ Lin〈{s1, . . . , sN}〉
with the inner product < si|sj >≡ δij for i, j = 1, . . . , N . For z = (z(i)) ∈
S(CN )∞, define a map sr : H⊗r → H⊗(r+1) by sr(ξ) ≡ ξ ⊗ z(r+1). Define
the inductive limit Hz(0) of the inductive system {(H⊗r, sr)}r≥1 of Hilbert
spaces and a vector Ωz(0) in Hz0 by Ωz(0) ≡ limr z(1) ⊗ · · · ⊗ z(r). Define
subalgebras Bn ≡ C∗〈{sJs∗K : J,K ∈ {1, . . . , N}n}〉 and O0N ≡
⋃∞
n=1 Bn of
ON , and denote vL ≡ sl1⊗· · ·⊗sln ∈ H⊗n for L = (l1, . . . , ln) ∈ {1, . . . , N}n.
Remark that O0N equals to the fixed-point subalgebra OU(1)N of ON by the
U(1)-gauge action. Define a representation pin of Bn on H⊗n by
pin(sJs
∗
K)vL ≡ δKL · vJ (J,K,L ∈ {1, . . . , N}n).
Then we have the inductive limit representation az(0) of OU(1)N on Hz(0) by
{(H⊗n, pin)}n≥1. Define a state F z(0) ≡< Ωz(0)|az(0)(·)Ωz(0) >.
Definition 3.2 (Definition 2.9, [4]) (Hz, az) is the induced product repre-
sentation of ON by z if (Hz, az ,Ωz) is the GNS representation of ON of
F z where F z is a state of ON defined by F z(0) ◦ P and P is the canonical
conditional expectation from ON onto OU(1)N .
In [4], the induced product representation is parametrized by the twosided
infinite sequence in H. We reformulate that by the onesided sequence here.
Theorem 3.3 For z ∈ S(CN )∞, the following holds.
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(i) az ∼ ay if and only if there is k ≥ 0 such that∑∞n=1(1−| < z(n)|y(n+k) >
|) <∞ or ∑∞n=1(1− | < z(n+k)|y(n) > |) <∞.
(ii) az is irreducible if and only if
∑∞
n=1(1 − | < z(n)|z(n+k) > |) = ∞ for
any k ≥ 1.
(iii) There is a family {azn}n∈Z of (nonzero) subrepresentations of az|OU(1)
N
such that az|OU(1)N =
⊕
n∈Z azn.
(iv) az is GP (z).
Proof. (i), (ii) and (iii) are shown in Theorem 3.16, Corollary 3.17 and
Proposition 2.12 in [4], respectively. For states F z in Definition 3.2 and ωz
in (3.1), we can verify that F z = ωz. This implies (iv).
4 Irreducibility, equivalence and decomposition
4.1 Irreducibility
Let S(CN )⊗∗P , S(C
N )∞EP , S(C
N )∞AP be sets of all periodic elements in S(C
N )⊗∗,
all eventually periodic elements in S(CN )∞, all asymptotically periodic ele-
ments in S(CN )∞, respectively, and let S(CN )⊗∗NP , S(C
N )∞NEP , S(C
N )∞NAP
be their complements, respectively. Then we see that S(CN )⊗∗P = {v⊗k :
v ∈ S(CN )⊗∗NP , k ≥ 2}.
Lemma 4.1 For z ∈ S(CN )⊗∗NP , let (H, pi) be GP (z) with the GP vector Ω
and let {Ex : x ∈ Λ(z)} be the basis of H in (2.3). Then the following holds.
(i) If z ∈ S(CN )⊗k and b ∈ N is not a multiple of k, then {pi(s(z)∗)}mEx
goes to 0 when m→∞ for any x ∈ Λ(z) ∩ S(CN )⊗b.
(ii) If v ∈ H satisfies that < v|Ω >= 0, then limm→∞{pi(s(z)∗)}mv = 0.
Proof. (i) For sufficient large m ∈ N, there are cm ∈ C and j ∈ {1, . . . , k}
such that |cm| ≤ 1 and {pi(s(z)∗)}mEx = cm · Ej . By the assumption on
b, we see that j 6= 1. The nonperiodicity of z implies that cm → 0 when
m→∞.
(ii) Because v is written as
∑
x∈Λ(z) axEx, it is sufficient to consider the case
v = pi(s(x))Ω for x ∈ Λ(z). Assume that z ∈ S(CN )⊗k and v = pi(s(x))Ω
for x ∈ S(CN )⊗b ∩Λ(z). When b is not a multiple of k, the statement holds
by (i). Assume that b = kl for l ≥ 1. By assumption, x 6= z. By checking
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every element x ∈ (Λ(z)\{z})∩S(CN )⊗b, we can verify that pi(s(z)∗)mv = 0
when m ≥ l. In consequence, the assertion holds.
Corollary 4.2 Let z ∈ S(CN )⊗kNP and let (H, pi) be a representation of
ON . If Ω,Ω′ ∈ H are cyclic vectors which satisfy that pi(s(z))Ω = Ω and
pi(s(z))Ω
′
= Ω
′
, then there is c ∈ C such that Ω = cΩ′.
Proof. There are y ∈ H and c ∈ C such that Ω′ = cΩ+ y and < Ω|y >= 0.
By assumption, we see that {pi(s(z)∗)}nΩ′ = Ω′ for each n ∈ N. By Lemma
4.1 (ii), limn→∞{pi(s(z)∗)}ny = 0. Hence Ω′ = limn→∞{pi(s(z)∗)}nΩ′ = cΩ.
Proposition 4.3 (i) If z ∈ S(CN )⊗∗NP , then GP (z) is irreducible.
(ii) For z ∈ S(CN )∞, GP (z) is irreducible if and only if z ∈ S(CN )∞NAP .
Proof. (i) Let (H, pi) be GP (z) with the GP vector Ω. For a nonzero vector
v0 ∈ H, it is sufficient to show that Ω ∈ pi(ON )v0. Because H is cyclic, there
is x ∈ ON such that < pi(x)Ω|v0 > 6= 0. Therefore we can assume that
< Ω|v0 >= 1 by replacing v and pi(x∗)v and normalizing it. Hence we
can denote v0 = Ω + y for y ∈ H such that < Ω|y >= 0. Assume that
z ∈ S(CN )⊗kNP . By Lemma 4.1, we see that limn→∞(pi(s(z)∗))nv0 = Ω.
Hence Ω ∈ pi(ON )v0. Therefore (H, pi) is irreducible.
(ii) This holds by Theorem 3.3 (ii) and (iv).
The inverse of Proposition 4.3 (i) is shown in § 4.3.
4.2 Equivalence
Lemma 4.4 Let z, y ∈ S(CN )⊗∗ and let (H, pi) be a representation of ON .
If z 6∼ y and there are Ω,Ω′ ∈ H which satisfy pi(s(z))Ω = Ω and pi(s(y))Ω′ =
Ω
′
, then < Ω|Ω′ >= 0.
Proof. Assume that z ∈ S(CN )⊗k and y ∈ S(CN )⊗l. If k 6= l, then
< Ω|Ω′ >=< pi(s(z)l)Ω|pi(s(y)k)Ω′ >=< z⊗l|y⊗k >< Ω|Ω′ >. Because
z 6∼ y, | < z⊗l|y⊗k > | < 1. Hence < Ω|Ω′ >= 0. Assume that k = l.
If | < z|y > | < 1, then we see that < Ω|Ω′ >= 0. If | < z|y > | = 1,
then there is c ∈ U(1) such that y = cz. Since z 6∼ y, c 6= 1. By
pi(s(y))Ω = cpi(s(z))Ω = cΩ, < Ω|Ω′ >= 0.
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Proposition 4.5 If z, y ∈ S(CN )⊗∗ or z, y ∈ S(CN )∞, then GP (z) ∼
GP (y) if and only if z ∼ y.
Proof. Let z, y ∈ S(CN )⊗∗. Assume that z ∼ y and z ∈ S(CN )⊗k.
Let (H, pi) be GP (z) with the GP vector Ω. By assumption, there is
n ∈ {1, . . . , k} such that y = z(n) ⊗ · · · ⊗ z(k) ⊗ z(1) ⊗ · · · ⊗ z(n−1). Then
En ≡ pi(s(z(n)⊗· · ·⊗z(k)))Ω satisfies pi(s(y))En = En and En is also a cyclic
vector. Hence (H, pi) is GP (y). By the second statement in Theorem 1.2,
GP (z) ∼ GP (y).
Assume by contradiction that z 6∼ y and GP (z) ∼ GP (y). By as-
sumption, there is a representation (H, pi) of ON such that there are unit
cyclic vectors Ω,Ω
′ ∈ H which satisfy pi(s(z))Ω = Ω and pi(s(y))Ω′ = Ω′ .
By the basis of GP (z) in (2.3), there are a1, . . . , ak ∈ C and v ∈ H such
that Ω
′
= a1E1 + · · · + akEk + v where E1 = Ω and < En|v >= 0 for each
n = 1, . . . , k. By Lemma 4.4 and z 6∼ y, we see that < Ω′ |En >= 0 for
each n = 1, . . . , k. Hence Ω ∈ V ⊥ for V ≡ Lin〈{En}kn=1〉. By definition
of {Ex}x∈Λ(z), there is the smallest m0 ∈ N such that Ω′ ∈ (Vm0)⊥ where
Vm0 ≡ Lin〈{Ex : x ∈ Λ(m)n (z), m ≤ m0, n = 1, . . . , k}〉. On the other hand,
we see that Ω
′
= pi(s(y))Ω
′ ∈ (Vm0+1)⊥ by definition of {Ex}x∈Λ(z). This
contradicts the choice of m0. Hence GP (z) 6∼ GP (y).
If z, y ∈ S(CN )∞, the statement holds by Theorem 3.3 (i) and (iv).
We consider a relation between chain and cycle here. For a sequence
ζ ≡ (z(l))kl=1 in S(CN ), define ζ∞ ≡ (z(n))n∈N ∈ S(CN )∞ by z(nk+l) ≡ z(i)
for each n ≥ 0 and l = 1, . . . , k. For ξ = (y(l))kl=1, if z ≡ z(1) ⊗ · · · ⊗ z(k) =
y(1) ⊗ · · · ⊗ y(k), then ζ∞ ∼ ξ∞. We denote ζ∞ by z∞ when there is no
ambiguity. For z ∈ S(CN )⊗∗, the symbol z∞ makes sense as an equivalence
class in S(CN )∞. This notation is convenient to describe decomposition of
representations in § 4.3. By definition, the following holds immediately.
Lemma 4.6 (i) If z ∈ S(CN )∞EP , then there is y ∈ S(CN )⊗∗NP such that
z ∼ y∞.
(ii) If z, y ∈ S(CN )⊗∗NP satisfy that z∞ ∼ y∞, then there is c ∈ U(1) such
that z ∼ cy.
In order to prove Theorem 1.4, we show a branching law of the restric-
tion of a representation of ON on OU(1)N .
Lemma 4.7 Let (H, pi) be GP (z) of ON for z = z(1)⊗· · ·⊗z(k) ∈ S(CN )⊗kNP
with the GP vector Ω. Then the following irreducible decomposition holds.
(H, pi|OU(1)N ) = (V1, pi|OU(1)N )⊕ · · · ⊕ (Vk, pi|OU(1)N ) (4.1)
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where Vi is the completion of Vi,0 ≡ pi(OU(1)N )ei and ei ≡ pi(s(z(i)) · · · s(z(k)))Ω
for i = 1, . . . , k.
Proof. Here we denote pi(si) by si simply. Define EJK ≡ sJs∗K for J,K ∈
{1, . . . , N}l. Then we see that < EJKei|EJ ′K ′ej >= 0 when i 6= j for
each J,K ∈ {1, . . . , N}l and J ′ ,K ′ ∈ {1, . . . , N}l′ . Therefore Vi and Vj are
orthogonal when i 6= j. On the other hand, if |J | = kn + i for n ≥ 0 and
i = 0, 1, . . . , k − 1, then let v ≡ z(k−i+1) ⊗ · · · ⊗ z(k) ⊗ z⊗n. Then sJΩ =
sJs(v)
∗ek−i+1. Because sJs(v)∗ ∈ OU(1)N , sJΩ ∈ Vi. Because Lin〈{sJΩ : J ∈
{1, . . . , N}∗}〉 is dense in H, (4.1) holds as a OU(1)N -module.
Next we show the irreducibility of Vj . If x ∈ Vj, then there is J ′ ∈
{1, . . . , N}kl such that c ≡< ej |s∗J ′x > 6= 0. We replace x by c−1 · s∗J ′x.
Then we have a decomposition x = ej + y where < y|ej >= 0. Define
X ≡ s(z(j)) · · · s(z(k))s(z(1)) · · · s(z(j−1)) and Tn ≡ Xn(X∗)n for n ∈ N.
Then Tn ∈ OU(1)N and Tnx → ej when n → ∞ because z is nonperiodic.
Hence ej ∈ OU(1)N x = Vj . Therefore Vj is an irreducible OU(1)N -module for
each j. Hence the statement holds.
Proof of Theorem 1.4. By Proposition 4.5, it is sufficient to show that for
any y ∈ S(CN )⊗∗ and z ∈ S(CN )∞, GP (y) 6∼ GP (z). By Lemma 4.7 and
Theorem 3.3 (iii), branching numbers of components of GP (y)|OU(1)N and
GP (z)|OU(1)
N
are always finite and infinite, respectively. Hence GP (y)|OU(1)
N
and GP (z)|OU(1)
N
are never equivalent. From this, GP (y) and GP (z) are also
never equivalent.
4.3 Decomposition
Lemma 4.8 Let (H, pi) be a representation of ON .
(i) Assume that there are Ω1, . . . ,ΩM ∈ H and z1, . . . , zM ∈ S(CN )⊗∗NP
such that pi(s(zi))Ωi = Ωi for each i = 1, . . . ,M . If zi 6∼ zj when
i 6= j, then there is a subrepresentation (V, pi|V ) of (H, pi) such that
(V, pi|V ) ∼ GP (z1)⊕ · · · ⊕GP (zM ).
(ii) If there are z1, . . . , zM , y1, . . . , yM ′ ∈ S(CN )⊗∗NP such that (H, pi) ∼⊕M
j=1GP (zj) and (H, pi) ∼
⊕M ′
l=1GP (yl), then M = M
′
and there is
σ ∈ SM such that zσ(i) ∼ yi for each i = 1, . . . ,M .
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Proof. (i) If M = 1, then it holds by definition. Assume that M ≥ 2.
Let Vi ≡ pi(ON )Ωi. Then (Vi, pi|Vi) is GP (zi). Since zi is nonperiodic,
GP (zi) is irreducible by Proposition 4.3 (i). By assumption and Proposition
4.5, pi|Vi 6∼ pi|Vj when i 6= j. Hence a subspace V ≡
⊕M
i=1 Vi satisfies the
condition in the statement
(ii) By Proposition 4.3 (i), both GP (zi) and GP (yj) are irreducible for each
i = 1, . . . ,M and j = 1, . . . ,M
′
. This implies that M = M
′
and there is
σ ∈ SM such that GP (yi) ∼ GP (zσ(i)) for each i = 1, . . . ,M . By Proposi-
tion 4.5, zσ(i) ∼ yi for each i = 1, . . . ,M .
Lemma 4.9 For v ∈ S(CN )⊗∗ and p ≥ 2, let (H, pi) be GP (v⊗p) with the
GP vector Ω. Then W ≡ Lin〈{pi(s(v⊗j))Ω}pj=1〉 is spanned by eigenvectors
Ω1, . . . ,Ωp of pi(s(v)) with eigenvalues 1, e
2pi
√−1/p, . . . , e2pi
√−1(p−1)/p.
Proof. By definition, dimW = p and A ≡ pi(s(v))|W is an action of Zp
on W . Therefore W is decomposed into subspaces W1, . . . ,Wp as the irre-
ducible decomposition. Choose hi ∈ Wi such that hi 6= 0. Then there is
ξi ∈ C such that Ahi = ξihi for each i = 1, . . . , p. A representation W of
Zp is cyclic if and only if any component in the irreducible decomposition
of W has multiplicity 1. Hence {ξl}pl=1 = {e2pi
√−1l/p}pl=1.
Proposition 4.10 If (H, pi) is GP (v⊗p) for p ≥ 2 and v ∈ S(CN )⊗∗NP , then
(H, pi) ∼ GP (v) ⊕GP (e2pi
√−1/pv)⊕ · · · ⊕GP (e2pi
√−1(p−1)/pv).
This decomposition is unique up to unitary equivalence.
Proof. By Lemma 4.9, there are normalized eigenvectors Ω1, . . . ,Ωp of
pi(s(v)) in H with eigenvalues 1, e2pi
√−1/p, . . . , e2pi
√−1(p−1)/p, respectively.
Define zi ≡ e−2pi
√−1(i−1)/pv. Then we have pi(s(zi))Ωi = Ωi for i = 1, . . . , p.
By Lemma 4.8 (i), there is a subrepresentation (V, pi|V ) of (H, pi) such that
(V, pi|V ) ∼ GP (v) ⊕GP (e2pi
√−1/pv)⊕ · · · ⊕GP (e2pi
√−1(p−1)/pv). (4.2)
On the other hand, the GP vector Ω of (H, pi) belongs to Lin〈{Ωi}pi=1〉 ⊂ V
by definition of Ωi in Lemma 4.9. Because Ω is a cyclic vector, H =
pi(ON )Ω ⊂ V ⊂ H. From this and (4.2), the first statement holds. The
uniqueness holds by Lemma 4.8 (ii).
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By Proposition 4.3 (i) and Proposition 4.10, the GP representation of ON
with a cycle is always decomposed into a finite direct sum of irreducible GP
representations of ON with a cycle.
Proof of Theorem 1.3. (i) By Proposition 4.10, if z ∈ S(CN )⊗∗P , then GP (z)
is not irreducible. By Proposition 4.3 (i), the statement holds.
(ii) This holds by Proposition 4.3 (ii).
Proof of Theorem 1.5. (i) is shown by Proposition 4.10. We show that for
v ∈ S(CN )⊗∗,
GP (v∞) ∼
∫ ⊕
U(1)
GP (cv) dη(c) (4.3)
where cv denotes the scalar multiple of v by c.
Let v = v(1) ⊗ · · · ⊗ v(k) ∈ S(CN )⊗k, v(l) = (v(l)1 , . . . , v(l)N ) ∈ S(CN )
for l = 1, . . . , k and Y∞ ≡ Z × N. Choose a sequence (g(l))kl=1 in U(N)
which satisfies g(l)j1 = v
(l)
j for j = 1, . . . , N and l = 1, . . . , k. Define a
representation pi of ON on H ≡ l2(Y∞) by
pi(si)ekn+l,m ≡
∑N
j=1(g(l)
∗)jiekn+l−1,N(m−1)+j ((n,m) ∈ Y∞, l = 1, . . . , k).
Because s(v(l)) = αg(l)(s1), pi(s(v
(l)))ekn+l,1 = ekn+l−1,1 and pi(s(v))ekn,1 =
ek(n−1),1 for each l = 1, . . . , k and n ∈ Z. In the same way of the proof of
Proposition 2.1, we see that (H, pi) is GP (v∞).
Let Yk ≡ {1, . . . , k} ×N and K ≡ l2(Yk). Define a unitary operator
T from H to L2(U(1),K) by Tekn+l,m ≡ ζn ⊗ el+1,m for l = 0, . . . , k − 1
and (n,m) ∈ Y∞ where ζn(c) ≡ cn for c ∈ U(1). Define a representation
Π ≡ AdT ◦ pi of ON on L2(U(1),K). Then
Π(si)(ζn ⊗ el,m) =
∑N
j=1(g(l − 1)∗)ji · ζn ⊗ el−1,N(m−1)+j (l = 2, . . . , k),
Π(si)(ζn ⊗ e1,m) =
∑N
j=1(g(k)
∗)ji · ζn−1 ⊗ ek,N(m−1)+j
for (n,m) ∈ Y∞ and i = 1, . . . , N . For c ∈ U(1), define a representation pic
of ON on K by
pic(si)el,m ≡
∑N
j=1(g(l − 1)∗)ji · el−1,N(m−1)+j (l = 2, . . . , k),
pic(si)e1,m ≡ c¯ ·∑Nj=1(g(k)∗)ji · ek,N(m−1)+j
for i = 1, . . . , N and m ∈ N. Then we can verify that (K, pic) is GP (cv) with
the GP vector e1,1. Further (Π(si)φ)(c) = pic(si)φ(c) for each i = 1, . . . , N ,
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φ ∈ L2(U(1),K) and c ∈ U(1). Therefore GP (v∞) ∼ Π ∼
∫ ⊕
U(1) pic dη(c) ∼∫ ⊕
U(1)GP (cv) dη(c). Hence (4.3) is shown. From this and Lemma 4.6 (i),
the first statement of (ii) is proved. Because GP (v) ◦ γc¯1/k = GP (cv) for
c ∈ U(1), (4.3) is rewritten as
GP (v∞) ∼
∫ ⊕
U(1)
GP (v) ◦ γc1/k dη(c)
where γ is the gauge action on ON . If z ∈ S(CN )∞EP , then there is y ∈
S(CN )⊗kNP such that GP (z) ∼ GP (y∞) by Lemma 4.6 (i) and Theorem 1.4.
From this,
GP (z) ∼
∫ ⊕
U(1)
GP (y) ◦ γc1/k dη(c). (4.4)
If there are l ≥ 1 and y0 ∈ S(CN )⊗l which satisfy (4.4) with respect to z,
then GP (y∞0 ) ∼
∫ ⊕
U(1)GP (y0) ◦ γc1/l dη(c) ∼ GP (z) ∼ GP (y∞). By The-
orem 1.4, y∞0 ∼ y∞. By Lemma 4.6 (ii), the last statement of (ii) is proved.
5 Examples
5.1 Permutative representations
We show that GP representations are generalizations of permutative rep-
resentations by [3]. A data (H, pi) is a permutative representation of ON if
there is a complete orthonormal basis {en}n∈Λ of H and a family f = {fi}Ni=1
of maps on Λ such that pi(si)en = efi(n) for each n ∈ Λ and i = 1, . . . , N .
For J = (jl)
k
l=1 and c ∈ U(1) ≡ {a ∈ C : |a| = 1}, a representation (H, pi)
of ON is P (J ; c) if there is a unit cyclic vector Ω ∈ H and c ∈ U(1) such
that pi(sJ)Ω = cΩ and {pi(sjl · · · sjk)Ω}kl=1 is an orthonormal family in H.
We simply denote P (J ; 1) by P (J). For J = (jn)n∈N ∈ {1, . . . , N}∞ ≡
{(in)n∈N : in ∈ {1, . . . , N}}, a representation (H, pi) of ON is P (J) if there
is a unit cyclic vector Ω ∈ H such that {pi((sJ(n))∗)Ω : n ∈ N} is an or-
thonormal family in H where J(n) ≡ (j1, . . . , jn). (H, pi) is a cycle (chain) if
there is J ∈ {1, . . . , N}k (resp. J ∈ {1, . . . , N}∞) such that (H, pi) is P (J).
Then (H, pi) is a cyclic permutative representation of ON if and only if (H, pi)
is a cycle or a chain. We see that P (J ; c) = GP (c¯ · εJ) for J ∈ {1, . . . , N}k
and c ∈ U(1), and P (J) = GP ((εjn)n∈N) for J = (jn)n∈N ∈ {1, . . . , N}∞.
Example 5.1 (i) The standard representation (l2(N), piS) of ON is de-
fined by piS(si)en ≡ eN(n−1)+i for n ∈ N and i = 1, . . . , N where
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{en}n∈N is the canonical basis of l2(N) [1]. Then (l2(N), piS) is GP (z)
with the GP vector e1 for z = (1, 0, . . . , 0) ∈ S(CN ). Since z is non-
periodic, (l2(N), piS) is irreducible.
(ii) Define a representation (l2(N), pi) of O3 by pi(s1)e1 ≡ e2, pi(s1)e2 ≡
e1, pi(s2)e1 ≡ e3, pi(s3)e1 ≡ e4, pi(s2)e2 ≡ e5, pi(s3)e2 ≡ e6, pi(si)en ≡
e3(n−1)+i for i = 1, 2, 3, n ≥ 3. Then e1 is a cyclic vector of (l2(N), pi)
and pi(s1s1)e1 = e1. Therefore (l2(N), pi) is GP ((1, 0, 0) ⊗ (1, 0, 0)).
We have the irreducible decomposition l2(N) = V1 ⊕ V2 where V1 ≡
pi(O3)(e1 + e2) and V2 ≡ pi(O3)(e1 − e2).
5.2 Non permutative representations
Example 5.2 Define a representation (L2[0, 1], piB) of ON by
(piB(si)φ)(x) ≡ χ[(i−1)/N,i/N ](x)φ(Nx − i+ 1)
for φ ∈ L2[0, 1], x ∈ [0, 1] and i = 1, . . . , N where χY is the characteris-
tic function of a subset Y of [0, 1]. Then (L2[0, 1], piB) is GP (z) for z ≡
(N−1/2, . . . , N−1/2). (L2[0, 1], piB) is also irreducible. Further (L2[0, 1], piB ◦
γc¯) is GP (cz) for c ∈ U(1).
Example 5.3 (i) For a unitary matrix g =
(
a b
c d
)
∈ U(2), let (l2(N), pi)
be a representation of O2 defined by
pi(s1)e1 ≡ ae2 + ce3, pi(s1)e2 ≡ e1, pi(s2)e1 ≡ be2 + ed3, pi(s2)e2 ≡ e4,
pi(s1)en ≡ e2n−1, pi(s2)en ≡ e2n (n ≥ 3).
Then (l2(N), pi) satisfies that pi(s1(αs1+βs2))e1 = e1 for g
−1 =
(
α γ
β δ
)
∈
U(2). Hence this representation is GP (z) for z ≡ ε1 ⊗ (αε1 + βε2). If αβ 6=
0, then this representation does not belong to the class of representation
by [3, 6, 7]. We see that β 6= 0 if and only if z is nonperiodic. This
is equivalent that GP (z) is irreducible. If β = 0, then |α| = 1 and the
following equivalence holds.
GP ((α1/2ε1)
⊗2) ∼ GP (α1/2ε1)⊕GP (−α1/2ε1).
Note that this representation is determined only by (α, β) ∈ C2, |α|2+|β|2 =
1 up to unitary equivalence. Furthermore for any two different elements in
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S(C2), the associated representations are inequivalent. In this sense, S(C2)
is a parameter space of unitary equivalence classes of representations of O2
in this case.
(ii) Because any z ∈ S(CN ) is nonperiodic, a cyclic representation of ON
with the cyclic vector Ω which satisfies pi(s(z))Ω = Ω is irreducible by Propo-
sition 4.3 (i). For z, y ∈ S(CN ), GP (z) ∼ GP (y) if and only if z = y.
(iii) Let p ≥ 1 and let (H, pi) be a representation of ON with a cyclic vector
Ω. If (H, pi) satisfies the following condition, then (H, pi) is irreducible:
pi((s1 + s2)(s1 + ξs2)(s1 + ξ
2s2) · · · (s1 + ξp−1s2))Ω = 2p/2Ω
where ξ ≡ e2pi
√−1/p.
Example 5.4 For θ ∈ [0, 1), define zθ = (z(n)θ )n∈N ∈ S(C2)∞ by
z
(n)
θ ≡ (cos 2pinθ, sin 2pinθ) ∈ S1 ≡ {(x, y) ∈ R2 : x2 + y2 = 1} (n ∈ N).
Then GP (zθ) is irreducible if and only if θ is irrational. If there is pθ ≡
min{q ∈ N : qθ ∈ N ∪ {0}}, then
GP (zθ) ∼
∫ ⊕
U(1)
GP (c · z(1)θ ⊗ · · · ⊗ z(pθ)θ ) dη(c).
Proof. Because
M∑
n=1
(1− | < z(n)θ |z(n+p)θ > |) = 2M · sin2 pipθ (p,M ≥ 1),
we see that there is p ≥ 1 such that ∑∞n=1(1 − | < z(n)θ |z(n+p)θ > |) < ∞
if and only if θ ∈ Q. Therefore zθ is asymptotically periodic if and only if
θ ∈ Q. By Theorem 1.3 (ii), the first statement holds. If pθ exists, then zθ
is eventually periodic. Hence the last statement holds by (4.3).
5.3 Eventual periodicity and asymptotic periodicity
In order to show a remaining problem, we introduce an example z ∈ S(C2)∞
which is asymptotically periodic but not eventually periodic.
Lemma 5.5 Define positive sequences {an} and {bn} by
cn ≡ pi
4
− Yn, dn ≡ pi
4
+ Yn, Yn ≡ 1
2
sin−1
1√
2n
(n ≥ 1)
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and let z ≡ (z(n))n≥1 ∈ S(C2)∞ by
z(2n−1) ≡ (cos cn, sin cn), z(2n) ≡ (cos dn, sin dn) (n ≥ 1).
Then the following holds.
(i) z is noneventually periodic and asymptotically periodic.
(ii) z is equivalent to (1/
√
2, 1/
√
2)∞ ∈ S(C2)∞.
Proof. (i) Since z is a sequence in R2 with positive components and z(n) 6=
z(m) when n 6= m, it is noneventually periodic. We see that 1 − | <
z(2n−1)|z(2n) > | = 1/n2. Because dn − cn+1 < dn − cn, we can verify
that 1−| < z(2n)|z(2n+1) > | < 1/n2. Hence ∑∞n=1(1−| < z(n)|z(n+1) > |) <
pi2/3 <∞. Therefore z is asymptotically periodic.
(ii) Let v ≡ (1/√2, 1/√2). Then we see that
1− | < z(2n−1)|v > | = 2 sin2(Yn/2) < 2 sin2(sin−1(1/
√
2n)) = 1/n2.
As well as this, 1 − | < z(2n)|v > | < 1/n2. In consequence, ∑∞n=1(1 − | <
z(n)|v > |) < pi2/3. Hence the statement holds.
By Lemma 5.5 (i), we have the following tabular about chain case:
noneventually periodic eventually periodic
indecomposable gray zone decomposable
nonasymptotically periodic asymptotically periodic
irreducible non irreducible
where the decomposability is defined as the style of (4.4). In the “gray
zone” = S(CN )∞NEP ∩ S(CN )∞AP , it is not known that whether GP (z) is
decomposable or not. According to Lemma 5.5 (ii), we propose the following.
Conjecture 5.6 If z is asymptotically periodic, then there is always y ∈
S(CN )∞EP such that z ∼ y.
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