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Topological crystalline states are short-range entangled states jointly protected by onsite and crys-
talline symmetries. While the non-interacting limit of these states, e.g., the topological crystalline
insulators, have been intensively studied in band theory and have been experimentally discovered,
the classification and diagnosis of their strongly interacting counterparts are relatively less well un-
derstood. Here we present a unified scheme for constructing all topological crystalline states, bosonic
and fermionic, free and interacting, from real-space “building blocks” and “connectors”. Building
blocks are finite-size pieces of lower dimensional topological states protected by onsite symmetries
alone, and connectors are “glue” that complete the open edges shared by two or multiple pieces
of building blocks. The resulted assemblies are selected against two physical criteria we call the
“no-open-edge condition” and the ”bubble equivalence”, which, respectively, ensure that each se-
lected assembly is gapped in the bulk and cannot be deformed to a product state. The scheme is
then applied to obtaining the full classification of bosonic topological crystalline states protected
by several onsite symmetry groups and each of the 17 wallpaper groups in two dimensions and 230
space groups in three dimensions. We claim that our real-space recipes give the complete set of
topological crystalline states for bosons and fermions, and prove the boson case analytically using
a spectral sequence expansion of group cohomology.
I. INTRODUCTION
Symmetry-protected topological states (SPT) [1–4] are
gapped states that do not have topological orders [5, 6]
(fractional excitations) but cannot be deformed into
product states of localized wave functions without ei-
ther symmetry breaking or gap closing. The constituent
particles of SPT can either be bosonic or fermionic.
They are probably the most well-understood topolog-
ical states, and the famous examples are AKLT-like
states[7] (bosonic), topological insulators and topological
superconductors[8, 9] (both fermionic). Specially, SPT
protected by onsite symmetries (only acting on inter-
nal degrees of freedom) have been studied for years, and
we now know that bosonic SPT are classified by group
cohomology of the symmetry group [1–4, 10] (with the
exception of the so-called “beyond-group-cohomology”
states [11–14]), and SPT of free fermions are classified
in the “tenfold way”[15, 16]. The classification of inter-
acting fermions are much harder. Progresses in recent
years [17–23] have provided mathematical frameworks to
describe the classification, but the detailed computation
is still challenging for general symmetry groups. In con-
trast to SPT protected by onsite symmetries are crys-
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talline symmetry-protected topological states, or simply
topological crystalline states (TCS).
As suggested by name, TCS have their nontrivial
topology protected by both onsite symmetries and crys-
talline symmetries. Crystalline symmetries are the sym-
metry groups of periodic lattices in various dimensions
(restricted, for simplicity, to two and three in this pa-
per), and the study of crystalline symmetries has been
complete since the end of the last century[24]. All
crystalline symmetries are classified into 17 wallpaper
groups in two dimensions (2D) and 230 space groups
in three dimensions (3D). Among TCS, those consti-
tuted of free fermions with charge conservation have so
far attracted most theoretical and experimental effort.
These states are also known as the topological crys-
talline insulators[25, 26], the classification and diagnosis
of which have only recently been completed[27–31]. In-
teracting TCS, especially the fermionic ones, are far less
understood. On one hand, the framework of group co-
homology for onsite-symmetry bosonic SPT cannot be
directly applied; on the other hand, there is not an obvi-
ous way of adapting the K-theory, which is key to solv-
ing the classification problem of free fermions[16, 32, 33],
to the task of classifying interaction fermions. A recent
work by Thorngren and Else [34] provides a mathemat-
ical connection between TCS and onsite-symmetry SPT
states. However, this connection does not allow prac-
tical computations for TCS classifications, due to the
complicated nature of crystalline symmetry groups, and
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2it does not offer much physical insight into the TCS.
Another way to understand TCS is the process of di-
mensional reduction [35–37], which constructs TCS by
decorating high-symmetry points, lines and planes with
lower-dimensional onsite-symmetry SPT states. For in-
teracting bosonic and fermionic SPT states, a large class
of TCS states have been constructed this way, but the
previous works have not been systematically applied to
arbitrary symmetry groups, and it has not been shown
whether the real-space construction is complete.
We in this paper show that all TCS, bosonic and
fermionic, free and interacting, can be built up in real
space from two types of elementary entities, the building
blocks (or simply blocks) and the connectors. Building
blocks are finite-size pieces of lower dimensional SPT that
are protected by the respective little symmetry group
alone. The little symmetry group includes all symme-
try operations, onsite or spatial, that leave each point
in the lower dimensional subspace invariant: they can
be considered as enlarged onsite groups by the spatial
symmetries that do not change the spatial coordinates
on specific subspaces of the lattice. A building block de-
fined on a p-dimensional subspace is called a p-block. For
three dimensional TCS, one considers p = 2, 1, 0-blocks.
To construct a gapped TCS, we arrange p-blocks in such
a way that the space group of the TCS is preserved, in-
cluding translation symmetries, point group symmetries
and nonsymmorphic symmetries. The p-blocks in general
have open boundaries, and, being SPT themselves, gap-
less boundary states (or more precisely speaking, bound-
ary anomalies) on their p − 1-dimensional boundaries.
Therefore a symmetric construction with p-blocks alone
cannot be gapped in the bulk, and in order to build a
gapped state, one needs “glue” to close the open edges in
the assembly. The glue is the connectors, which are tech-
nically speaking torsors defined on p−1-dimensions. p−1-
connectors are inserted where multiple p-blocks share one
p − 1-dimensional open edge, and should hybridize the
gapless states contributed from the joining p-blocks so
that the edge becomes gapped. When all open edges are
completed, that is, when the “no-open-edge condition” is
met, we obtain assemblies that are (i) symmetric under
onsite and spatial symmetries and (ii) gapped. However,
this does not mean that the crystal is topologically non-
trivial, and for TCS, we require that it cannot be de-
formed into a product state. Obviously, this implies that
there is at least one building block with p > 0 that is a
nontrivial SPT, but this alone is insufficient: there are
constructions from nontrivial p > 0-building blocks that
can still be trivialized. Following Ref.[31], we show that
the trivialization can be understood as a “bubbling pro-
cess”, in which constructions that can be canceled by the
“bubbles” are excluded, considered trivial. Two TCS are
hence topologically equivalent if the decorations can be
related by a bubbling process, and this is called the “bub-
ble equivalence”. The space of all TCS is hence the space
of symmetric assemblies of building blocks satisfying the
no-open-edge condition quotient the bubble equivalence.
One should be aware that both the no-open-edge con-
dition and the bubbling equivalence, simple enough in
appearance, have their subtleties. While it is obvious
that one may use a p−1-connector to complete the open
edges at the meeting of two or multiple p-blocks, after
all necessary p − 1-connectors are added, at the p − 2-
joints where these p − 1-connectors meet, there may be
p − 2-dimensional open edges. Similarly, while it is nat-
ural that bubbles in p + 1 dimensions can be used to
annihilate p-blocks, there are cases where p+ 2-bubbles,
leaving all p + 1-blocks intact, annihilate p-blocks. A
third related subtlety, called the group extension prob-
lem, is about the relations between TCS constructed from
p-blocks and those constructed from p′ < p-blocks. All
three subtleties have to do with constructions that have
nontrivial torsors. Torsors are not SPT (but may be
understood as fractions of SPT), and their topological
properties should be separately considered.
The real-space construction scheme given above allows
an automated generation of all inequivalent TCS for arbi-
trary spatial and onsite symmetry groups in any dimen-
sion D, defined in the following steps: (a) make a sym-
metric arrangement of p-blocks; (b) add p−1-connectors
to complete open edges; (c) use p + 1-bubbles to “mod-
ulo out” trivial constructions; (d) add p − 2-connectors
to complete open edges of p− 1-connectors; (e) use p+ 2
bubbles to “modulo out” trivial constructions and (f) re-
peat until the connectors are zero-dimensional and the
bubbles are d-dimensional, where d is the spatial dimen-
sion. This process naturally fits the construction of TCS
into a spectral sequence, a successive approximation for
computing homology (cohomology) groups of a topolog-
ical space [38, 39]. Following this observation, we can
analytically prove that the real-space construction pro-
cess as defined above gives exactly the same classification
of general bosonic TCS, leading to same results as de-
rived from the gauging-spatial-symmetry argument. This
proof can be found in Appendix D. We develop an auto-
mated code and generate all bosonic TCS having typical
onsite symmetries (such as unitary and antiunitary Zn
symmetries) and any of the 17 wallpaper groups in 2D
and 230 space groups in 3D. We comment that compared
with the group cohomology formula in Ref. [34], the new
method for classifying TCS is not only easier to compute,
but also more concrete so that for each TCS we have a
real-space, piecewise construction. In particular, it allows
us to distinguish TCS made of building blocks in differ-
ent dimensions, which is an additional structure in the
TCS classification. On the fermionic side, the complete-
ness of the construction scheme has been demonstrated
for free fermions with charge conservation, time-reversal
symmetry, and any of the 230 space group symmetries
in Ref. [31]. We also point out while the general real-
space construction still holds, the difficulty in classify-
ing fermionic TCS lies in the nontrivial superposition of
states due to fermion statistics, and the lack of a unified
bulk and boundary description for fermionic SPT.
The rest of the paper are divided into five sections.
3In Section II, we introduce the decomposition of a three
dimensional space into a chain complex of cells of differ-
ence dimensions, describe in detail an intuitive picture
of how a topological crystalline state can be piecewise
constructed in real space, with specific examples illustrat-
ing the physical meaning of the “no-open-edge condition”
and the “bubbling equivalence”. In Section III, the sub-
tle issues in the construction process, such as the p − 2-
connectors, the p + 2-bubbles and the group extension
problem, are addressed, illustrated using both bosonic
and fermionic examples. In Section IV, we compute the
full classification of bosonic TCS protected by typical on-
site symmetries and any of the 17 wallpaper groups and
230 space groups. We demonstrate the steps of computa-
tion using two examples, and the complete list of results
for all groups is provided in Appendix G. In Section V, we
apply our real-space construction to study the Hasting-
Oshikawa-Lieb-Schultz-Mattis (HOLSM) Theorem [40–
44] and its generalizations [37, 45–47], including the re-
cent one which enforcing a nontrivial SPT state [48–50].
In Section VI, we summarize our results and possible dis-
cuss future directions.
II. REAL-SPACE CONSTRUCTION
In this section, we introduce an intuitive picture for
constructing TCS in two and three dimensions (2D, 3D).
The first step is the decomposition of d dimensional Eu-
clidian space into “cells” of various dimensions with re-
spect to the lattice symmetry group, building a chain
complex for later use. Next, we decorate the p < d cells
with p-blocks in a symmetric way, obtaining a collec-
tion of assemblies as candidates for TCS. Then we check
each candidate against the condition that the open p−1-
dimensional edges of the p-blocks are closed by glueing
together adjacent p-blocks. Candidates meeting the no-
open-edge condition do not have gapless modes on the
p− 1-cells in the bulk. Finally, we discard from the can-
didates assemblies that equal vacuum (product states)
under the bubble equivalence defined by p + 1-bubbles,
so that the rest of the candidates are better approxi-
mations of TCS. In this simplified version of real-space
construction, we have not explicitly calculate the connec-
tors, or the glue, at the p − 1-cells, which may lead to
subtle issues treated in the next section.
A. Cell decomposition and chain complex
Following Ref.[31], for each space group, there is a well-
defined cell decomposition process that a d-dimensional
Euclidean space (Rd) is decomposed into the union of p =
0, 1, 2, ..., d-dimensional “cells” with zero overlap. Here a
p-cell is topologically equivalent to Rp, or an p dimen-
sional disk minus its boundary, and we denote the collec-
tion of all p-cells in a decomposition as Yp. We use greek
letters σ, τ , µ and γ to denote p = d, d− 1, d− 2, d− 3-
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FIG. 1. (a) The cell decomposition for 2D wallpaper group
Pm. The mirror line is the vertical dashed line, and the 2, 1, 0-
cells within one unit cell are labeled, with their respective
orientations marked by arrows. (b) The cell decomposition
for 2D wallpaper group P2. The rotation center is marked in
red, and the 2, 1, 0-cells within one unit cell are labeled, with
their respective orientations marked by arrows.
cells, respectively, and also use σ to denote a general cell
with unspecified dimension. We require that any space-
group operation maps one p-cell to another p-cell. We
also require that the union of all Yp is R
3 itself. Math-
ematically, the collection of all cells under these condi-
tions form a topological space, Y , called a G-complex.
Furthermore, for any σ ∈ Yp, we consider the subgroup
Gσ that maps σ to itself. We require that any g ∈ Gσ has
a pointwise action on σ. In other words, Gσ acts as an
onsite symmetry group locally on σ. Additionally, unlike
in Ref.[31], the cells are oriented. The orientation is ar-
bitrary subject to the condition that the orientations of
σ and g ·σ are also related by g. We illustrate the cell de-
composition with simple examples. In Fig.1(a), we show
the cell decomposition within one unit cell of 2D space
group Pm, i.e., orthogonal with one mirror line mapping
x to −x. The independent cells are labeled by σ1,2,3,...
(τ for 1-cells and µ for 0-cells), and the other cells are
labeled as gσ with g ∈ G. Their orientations are marked
by arrows. In Fig.1(b), there is another example of de-
composition for 2D space group P2, i.e., orthogonal with
a twofold rotation center C2. For this decomposition, we
comment that the 1D segment passing the rotation cen-
ter, instead of being a 1-cell by itself, is decomposed into
two 1-cells (τ3 and C2τ3) and one 0-cell (µ4). This is in
4contrast to the example in Fig.1(a), where the segment
coincident with the mirror line needs no additional de-
composition. The difference is because we require that
symmetry group of a p-cell, Gσ, should act pointwise on
σ, and while each point in τ3 is invariant under mirror in
Fig.1(a), only µ4 is invariant under C2, and τ3 and C2τ3
are mapped to each other.
After decomposition, we are ready to define the opera-
tor ∂ acting on a p-cell σp: ∂σp gives the p− 1-cells that
are at the boundary at σ, i.e.,
∂σp =
∑
σp−1⊂σ¯p
〈σp−1|∂σp〉σp−1. (1)
The coefficient 〈σp−1|∂σp〉 = 0 if σp−1 is not part of the
boundary of σp; 〈σp−1|∂σp〉 = ±1 if σp−1 is part of the
boundary, and the sign depends on the relative orienta-
tions of σp and σp−1. For example, in Fig.1(a), the orien-
tation of σ gives, by right-hand rule, natural orientations
for all adjacent 1-cells, and if the designated orientation
of τi is parallel (opposite) to it, 〈σp−1|σp〉 = +1 (−1):
∂σ = τ1 + τ3 − tyτ1 − τ2. For 1-cell τi, the arrow natu-
rally gives the coefficients 〈µi|∂τj〉: the zero cell at the
head and at the tail of the arrow have +1 and −1 coef-
ficients, respectively. For example, ∂τ1 = µ2 − µ1. The
∂-operation hence defines a chain complex from d-cells
all the way down to 0-cells:
Yd
∂−→ Yd−1 ∂−→ · · · ∂−→ Y0. (2)
B. “First page” candidates for TCS
In Ref.[31], we have shown that any TCS can be adia-
batically reduced to a state where only p < d-cells are
decorated with p-dimensional SPT, leaving Yd empty.
The state after this reduction process is termed a topolog-
ical crystal. The classification and construction of TCS
then amounts to enumerating all inequivalent topologi-
cal crystals for a given symmetry group G. The p-SPT
at p-cell σp are called p-dimensional building blocks, or
p-blocks for short. Their classification is determined by
the local onsite group Gσp , and we denote the set of all
these SPT by Φp(Gσp). For bosonic systems, there is
Φp(Gσp) = H
p+1[Gσp , U(1)]. However, for interacting
fermionic systems, the calculation of Φp(Gσp) for arbi-
trary Gσp can be much more complicated.
Naturally, if some p-cell σ is decorated with some p-
block, [α], then symmetry requires that the p-cell gσ
must be decorated by the p-block g · [α]σ ∈ Φgσ for
g ∈ G. This is possible because of the isomorphism
Ggσ = gGσg
−1 ' Gσ. In Appendix B, we show the
explicit definition of g · [α], and for now we intuitively
understand it as copying the p-block at p-cell σ to an-
other p-cell gσ. Therefore, only the cells in the G-orbits
of Yp, Yp/G, may have independent p-blocks, and the p-
blocks at all the other cells are determined by symmetry.
Physically, σ ∈ Yp/G are the p-cells that are not related
by any g ∈ G and g 6= e. Once the p-blocks for all cells
in Yp/G are specified, we obtain a symmetric assembly
denoted by [ψp], such that
[ψp|σ] ∈ Φp(Gσ) (3)
and
[ψp|gσ] = g · [ψp|σ]. (4)
Throughout the paper, we use φp to denote the state, or
wave function, on all p-cells, use |σ to denote the same
wave function restricted to a certain cell σ. We use [ψ]
for the phase the representative state of which is ψ. The
collection of all possible symmetric assemblies from p-
blocks is denoted by Epp,1
Epp,1 ≡ {[ψp]} ≡
⊕
σ∈Yp/G
Φp(Gσ). (5)
For reasons to be revealed in later sections, these assem-
blies are called the first-page candidates for TCS, which
can also be taken as first-order approximations to TCS.
The exact meaning of Eqp,r will also be introduced and
put to use in due course.
C. No-open-edge condition
Being SPT, [ψσ] necessarily has gapless modes at
τ ∈ ∂σ. In fact, in the G-complex, each p-cell is in
the boundary of at least two (p − 1)-cells. (For exam-
ple, τ3 ∈ ∂σ ∩ ∂mσ in Fig.1(a).) Therefore, for a gapped
TCS, we require that the gapless modes at τ contributed
from all adjacent τ can gap out each other, so that there
is no open edge. More precisely speaking, the gapless
boundary modes reflect the quantum anomaly of an SPT
boundary. The necessary condition for a gapped (p− 1)-
cell τ is that the anomalies contributed by all adjacent
[ψp|σ] cancel each other.
Suppose a p− 1-cell τ is the common edge of n pieces
of p-cells σ1,...,n, each decorated by a p-cell [ψp|σi ] ∈
Φp(Gσi). The no-open-edge condition requires that when
we direct sum the bordering p-blocks, the resulted total
state is a trivial SPT. However, as each p-cell has its own
local onsite symmetry group Gσi , and as the “trivialness”
or “nontrivialness” of SPT is only well-defined with re-
spect to some symmetry group, we have to make clear
what is the symmetry for the direct sum of the p-blocks.
The answer is Gτ , the local onsite symmetry group of
τ , which is the shared edge of σ1,...,n. Physically, τ is
a high-symmetry line, and hence have higher symmetry
than the bordering high-symmetry planes: Gσi ⊂ Gτ .
Suppose for a pair of τ and σ satisfying 〈τ |∂σ〉 6= 0,
there is g ∈ Gτ and g /∈ Gσ, then gσ must be another
p-cell bordering τ , 〈τ |∂gσ〉 = 〈τ |∂σ〉. (For better under-
standing, use Fig.1(a), where m ∈ Gτ3 and m /∈ Gσ, and
〈τ3|∂σ〉 = 〈τ3|∂mσ〉 = 1.) The direct sum [ψp|σ]⊕ [ψp|gσ]
is hence symmetric under not only under Gσ and Ggσ,
5but also under g. Therefore, the total direct sum of all
bordering p-blocks
[d1ψp|τ ] ≡
⊕
σ∈Yp
〈τ |∂σ〉[ψp|σ] ∈ Ψp(Gτ ). (6)
We remark that in Eq.(6), if 〈τ∂σ〉 = −1, it means that
we need to invert the p-block at σ, before stacking it.
We also note while [d1ψ
p
τ ] has the symmetry group of τ ,
a (p−1)-cell, [d1ψpτ ] is still an SPT (trivial or nontrivial)
in p dimensions. Or one can say that [d1ψ
p
τ ] is a p-SPT
associated with a p− 1-cell, protected by the symmetries
of the p− 1-cell. The collection of these p-SPT attached
to p − 1-cells are denoted by Epp−1,1. If [d1ψp|τ ] is a
nontrivial SPT with respect toGτ , then on τ , which is the
common edge of the stacked layers, there must be gapless
modes, meaning that this particular ψp fails the no-open-
edge condition. For a given [ψp] ∈ Epp,1, the collection of
all [d1ψp|τ ] is given by d1[ψp] = ⊕τ∈Yp−1 [d1ψp|τ ]. This
definesd1 as a linear mapping between E
p
p,1 to E
p
p−1,1.
Therefore, the no-open-edge condition states that only
the kernel of d1 may be candidates for TCS, i.e., d1[ψp] =
0.
On the other hand, if [d1ψp|τ ] is a trivial p-SPT with
symmetry group Gτ , on τ we can place a “mass term”
that gaps out the edge modes contributed by σ1,...,n. The
resulted gapped state on the p−1-cell τ is called a connec-
tor, as in real space it acts as the nexus of the bordering
p-cells σ1,...,n. Connectors are not SPT in general, but are
torsors the definition and properties of which we defer to
later sections. For now, we only need to know that any
[ψp] ∈ Epp,1 that satisfies the no-open-edge condition can
be glued by p − 1-connectors such that any τ ∈ Yp−1 is
also gapped. We use two examples in bosonic systems to
show, respectively, that certain p-assemblies in Epp,1 sat-
isfy and do not satisfy the no-open-edge condition. The
space group is that of a 3D orthogonal lattice having one
mirror plane mapping x to −x plotted in Fig.2(a), and
the onsite symmetry group is a unitary Z4-symmetry.
We differentiate the cases where (i) the Z4 generator g0
commutes with mirror symmetry m: g0m = mg0, and
(ii) they do not commute g0m = mg
−1
0 . Consider an as-
sembly ψ2 generated from decorating σ with a 2-block
which is the generator of Φ2(Gσ1) = Z4, [α]. The deco-
rations on the other orbits of Y2/G are set to be vacuum,
and within a unit cell, the only decorated 2-cells are σ
and mσ. For case-(i), the mirror operation does not act
on the local degrees of freedom, m · [α] = [α]; but for
case-(ii), we have m · [α] = −[α]. We check the assembly
agains the no-open-edge condition at τ between σ and
mσ. Following Eq.(6), in case-(i) there is
[d1ψ2|τ ] = [α] + [α] = 2[α], (7)
where we have used 〈τ |∂σ〉 = 〈τ |∂gσ〉. Since 2[α] 6= 0,
[ψ2] in case-(i) fails the no-open-edge condition. In case-
(ii), we have
[d1ψ2|τ ] = [α] + (−[α]) = 0. (8)
We conclude that [ψ2] in case-(ii) satisfies the no-open-
edge condition.
D. Bubble equivalence
The kernel of d1 : E
p
p,1 → Epp−1,1 are gapped, symmet-
ric assemblies of p-blocks (gapped at any τ ∈ Yp−1 by
connectors). But two different assemblies in kerd1 may be
topologically equivalent to each other, and more impor-
tantly, some nontrivial (non-vacuum) state in kerd1 may
even be equivalent to vacuum upon adiabatic deforma-
tion. Following Ref. 31, every adiabatic deformation is
equivalent to the creation (annihilation) of bubbles within
some p-cell (0 < p ≤ d). A p-bubble is a p-dimensional
disk inside some p-cell ν ∈ Yp, the inside of which is vac-
uum, and the boundary some (p − 1)-SPT protected by
G(ν). Therefore, it can be considered as some (p − 1)-
SPT attached to a p-cell. It is straightforward to see
that creation of bubbles cannot change the topology of
the state. Any bubble can shrink to a point and vanish,
and, as the inside of any cell in our cell decomposition
does not have any spatial symmetry, the shrinking and
vanishing process does not break any symmetry.
Therefore, the topology of [ψp] is unchanged after we
decorate, in a G-symmetric way, the p+1-cells with some
p+ 1-bubbles. A G-symmetric assembly of p+ 1-bubbles
is denoted [ψ˜p+1] and [ψ˜p+1]|ν is this assembly restricted
to some ν ∈ Yp+1. The collection of all p+ 1-bubbles are
denoted by Epp+1,1. Any [ψ˜p+1] is necessarily topologi-
cally trivial, so [ψp] + [ψ˜p+1] is topologically equivalent
to [ψp], i.e., [ψp]+[ψ˜p+1] ∼ [ψp]. To show the equivalence
relations between assemblies Epp,1 induced by bubbles in
Epp+1,1, we need to relate [ψ˜p+1] to an element in E
p
p,1.
We start with enlarging the bubbles, so that a bubble
inside ν ∈ Yp+1 touches the boundary of ν. The p-SPT
at the surface of the p + 1-bubble ν then automatically
attaches to all σ ∈ Yp at the boundary of ν. At the
same time, we notice that any given σ is the boundary
of two or multiple ν ∈ Yp+1, so that the state induced at
σ comes from all bordering ν ∈ Yp+1,
[d˜1ψ˜p+1|σ] ≡
⊕
ν∈Yp+1
〈σ|∂ν〉[ψ˜p+1|ν ]. (9)
It is important to realize that although [ψ˜p+1|ν ] ∈
Φp(Gν) is a p-SPT protected by Gν , their sum is a p-
SPT under a larger group Gσ ⊃ Gν (after the orien-
tation alignment is resolved by the coefficients 〈σ|∂ν〉 in
the summation). Therefore, we identify [d˜1ψ˜p+1|σ] as a p-
SPT protected by Gσ, i.e., [d˜1ψ˜p+1|σ] ∈ Φp(Gσ) ⊂ Epp,1.
Eq.(9) maps p+ 1-bubbles to p-blocks, establishing a lin-
ear map from Epp+1,1 to E
p
p,1, and we since all elements
in Epp+1,1 are topologically trivial, the image of the map-
ping is also trivial. These trivial states in imgd˜1 give the
equivalence relations in Epp,1: [ψp] ∼ [ψ′p] if and only if
[ψp]− [ψ′p] ∈ imgd˜.
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FIG. 2. (a) One symmetric assembly in E22,1 for space group Pm in one unit cell. The figure shows the cross section of a
unit cell that is perpendicular to the z-direction. The arrows show the orientation of 2- and 1-cells. This assembly fails the
no-open-edge condition. (b) The evolution of assembly in kerd1 for space group Pm in a fermionic system. The 2-cells are
decorated with Chern insulators, the Chern numbers of which are indicated. This state is equivalent to an assembly in E23,1,
where two 3-bubbles are decorated to the 3-cells. The outward (inward) thin arrow means that the Chern number on the
associated boundary is +1 (−1).
We use the example in Fig.2(b) to illustrate the bubble
equivalence. It is a fermionic system with charge conser-
vation symmetry and the lattice is 3D orthogonal with
a mirror plane sending x to −x. We consider a certain
[ψ2] where some 2-cells are decorated with Chern insula-
tors, the Chern numbers of which are shown in Fig.2(b).
It can be easily checked that the assembly in Fig.2(b)
satisfies the no-open-edge condition. But in Fig.2(b), we
show that the state in E22,1 is actually equivalent to a
state made from 3-bubbles only, that is, a state in imgd˜1.
There are two 3-bubbles in one unit cell. The boundary
of the left bubble has Chern number +1 and that of the
right boundary has Chern number −1. Therefore this
assembly is topologically trivial.
The no-open-edge condition requires that TCS be in
the kernel of d1 in Eq.(6), and the bubble equivalence
states that two TCS related by an image of d˜1 are topo-
logically the same. The first-order approximation to
TCS, Epp,1, is refined by these two conditions into
Epp,2 ≡
kerdpp,1
imgdpp+1,1
, (10)
where we introduce a general version of d1 and d˜1: d
p
q,r :
Epq,r → Ep+1−rq−r,r . d1 and d˜1 are the special cases d1 =
dpp−1,1, d˜1 = d
p
p+1,1.
Like those in Epp,1, states in E
p
p,2 are also generated
by decorating p-cells and are G-symmetric, but no-open-
edge condition ensures that all cells in Yp−1 are gapped,
and the bubble equivalence relation ensures that they
cannot be trivialized by p+ 1-bubbles. Epp,2 is hence the
second-order approximation to the set of TCS made from
p-blocks (p-TCS for short). In further sections, we are
to treat higher-order approximations Epp,3, E
p
p,4..., and in
the end Epp,∞ is the exact collection of p-TCS. In E, how-
ever, we show that for bosonic systems, if G is a direct
product of the onsite and the space symmetry groups
G = SG⊗G0, then Epp,2 = Epp,∞.
E. Further considerations
The discussion presented so far in this section provides
an algorithm to enumerate possible topological crystals
from lower-dimensional building blocks. In this algo-
rithm, we start by decorating p-dimensional cells with
SPT states protected by the local symmetry groups. We
then compute whether the resulting anomalies cancel on
the (p− 1)-cells, and whether the state can be trivialized
by a trivialization pattern on the (p+ 1)-cells. However,
a careful mathematical analysis in Sec. III reveals that,
for a general symmetry group G, such an intuitive al-
gorithm is not complete as the answers in Epp,2 contains
false entries that do not represent valid and nontrivial
SPT states:
On one hand, Epp,2 may contain invalid entries: Al-
though we have checked that the building blocks can
be glued together in a gapped way along the (p − 1)-
dimensional edges, it is possible that doing so will always
leave gapless modes on the (p − 2)-dimensional cells. In
fact, two examples will be given in Sec. III B and Ap-
pendix F. Therefore, to make sure that an SPT build-
ing block represents a gapped SPT state, one need to
check that if the decoration can be extended to all lower-
dimensional cells without anomaly.
On the other hand, Epp,2 may contain trivial entries
which can be revealed by considering higher-dimensional
bubbles. It is possible that bubbles on (p+2)-dimensional
cells do not create any nontrivial SPT decorations on the
(p+ 1)-cells, but creates such decorations on the p-cells.
Such a pattern of bubbles then indicates that the deco-
ration on p-cells, [ψp] ∈ Epp,2 it creates is trivial. In fact,
such an example will be given in Sec. V. Consequently, to
eliminate all trivial entries, one has to consider bubbles
on all higher-dimensional cells.
There is one more subtlety we need to consider. We
have generally divided TCS according to the dimensional-
ity of the building blocks. For example, the 3D TCS can
7be divided into SPTs with plane-decorations and line-
decorations, represented by E22,∞ and E
1
1,∞, respectively.
(Point decorations correspond to atomic insulators and
do not have boundary states in general, and so are ex-
cluded from the set of TCS. Nevertheless, they can also
be easily enumerated using our classification scheme.)
The complete classification of TCS is then a combina-
tion of all topological crystals with all possible 0 < p < d.
However, when recombining the classification of topolog-
ical crystals with different building-block dimensions, the
result may be a nontrivial group extension of the two clas-
sification groups, instead of a direct sum. For example,
assume that for some G, E22,∞ and E
1
1,∞ are both Z2.
Naively, the combined classification would be Z2 × Z2.
However, the combined result could also be Z4, which is
a nontrivial extension of Z2 over Z2. Intuitively, imagine
stacking two copies of the nontrivial elements from E22,∞.
Since the classification is Z2, the resulting SPT state is
trivial if viewed as a topological crystal with p = 2, i.
e. the decoration on the 2-cells is trivial. However, the
resulting state can have nontrivial decorations on the 1-
cells, and thus is the nontrivial 1-TCS, or, the generator
of E11,∞. If this happens, the combined classification is
then Z4, generated by the generator of E22,∞. In gen-
eral, stacking two or multiple p-TCS may produce trivial
decorations on p-cells, but nontrivial decorations on p′-
cells where p′ < p, which is a nontrivial p′-TCS. Finding
these relations in general is what we call a group exten-
sion problem. From the arguments above, we can see
that all the three subtleties outlined above involve the
connectors on lower-dimensional cells, the subject of the
following section.
F. Summary
In this section, we have seen that, for the simple cases
of G = SG×G0, the classification of topological crystals
with building-block dimension db = p is given by E
p
p,2 =
Epp,∞ in Eq. (10).
One advantage of the topological-crystal approach is
that it allows us to consider topological crystals with dif-
ferent building-block dimensions separately. In particu-
lar, it allows us to consider a more physical classification
of crystalline SPTs, which ignores 0D building blocks.
The reason for considering this is that when considering
the classification of topological states, we usually identify
states that can be smoothly deformed to each other with-
out breaking the symmetries. Included in these smooth
deformations are inserting and removal of local nonde-
generate degrees of freedom, which in general can carry
arbitrary 1D linear representations of the local symmetry
group. These degrees of freedom are precisely the con-
tent of 0D building blocks. Therefore, the classification
ignoring these 0D building blocks is the more physical
one to consider, comparing to the full group-cohomology
classification Hd+1[G,U(1)PT ] [34]. Using the real-space
construction, we can easily compute this classification, as
d⊕
p=1
Epp,∞ =
d⊕
p=1
Epp,2. (11)
III. THE CONNECTORS
In this section, we explain how to solve the subtleties
outlined in Sec. II E. A key step in the computations is
to determine the concrete content of the connectors dec-
orated on the (db−1)-cells, which connect the SPT states
on neighboring db-cells. Using these connectors, we can
compute the second-page no-open-edge conditions and
bubbling equivalences, which together give the third-page
result of the classification. The connector also allows us
to solve the group-extension problem arised in the pro-
cess of combining classifications of TCSs with different
db.
A. Contents of the connectors
We begin by reviewing the content of connectors. Con-
sider a p-block TCS [ψ] ∈ Epp,2, whose building blocks are
p-dimensional SPT states decorated on the p-cell. The
connectors on the (p − 1)-cells are then constrained by
these building blocks through the bulk-boundary rela-
tion. Previously, we studied the no-open-edge condition
in Sec. II C, which ensures the existence of gapped sym-
metric connectors. However, to further determine the
concrete form of these connectors, we need not only the
SPT phases [ψσ] decorated on σ ∈ Yp, but also the wave
functions representing these phases. Here, we use ψ to
denote a wave function representing a TCS phase [ψ].
Just like [ψ] is a collection of local SPT phases, ψ is a
collection of local SPT wave functions on all cells: The
local SPT phase on σ ∈ Yp is denoted by ψσ ∈ Ψp(Gσ),
where Ψd(G) denotes the collection of d-dimensional G-
symmetric wave functions, as reviewed in Appendix A.
To form a symmetric wave function, we require that the
local wave functions decorated to symmetry-related cells
satisfy the following symmetry condition, similar to the
one in Eq. (4),
ψgσ = g · ψσ. (12)
As ψ is made of p-dimensional building blocks, the
decorations ψσ = 0 on cells with dimensionality higher
than p. However, the connectors, which are decorations
on cells in dimensions lower than p, are in general not
vanishing. Collectively, we denote the decorations on d-
cells by ψd: ψp is the building blocks on p-cells, ψp−1 is
the connectors on (p− 1)-cells, etc.
Now consider a (p − 1)-cell τ ∈ Yp−1. The connector
decorated to τ , which we denote by ψ|τ , satisfies the
following bulk-boundary relation,
dψ|τ = σ∈Yp〈τ |∂σ〉ψ|σ, (13)
8where ψ1  ψ2 denotes the wave function obtained by
stacking the two wave functions ψ1 and ψ2. As reviewed
in Appendix A, for bosonic SPT states whose wave func-
tions are represented by cochains, this stacking is just
the normal addition between cochains. However, for
fermionic SPT states, this stacking operation is not com-
mutative, ψ1ψ2 6= ψ2ψ1, because the statistical signs
associated with reordering of fermionic operators. Be-
cause of this subtlety, to unambiguously define the stack-
ing in Eq. (13), one must choose an ordering between the
neighboring cells of τ , and such ordering should be com-
patible with the crystal symmetries.
For simplicity, we introduce an operator ∂ to denote
the operation on the right-hand-side of Eq. (13): ∂ trans-
forms ψ to an anomaly pattern ∂ψ, whose components
on each cell are given by
(∂ψ)|τ = σ∈Yp〈τ |∂σ〉ψ|σ. (14)
Intuitively, the operator ∂ transfers the wave functions
on p-cells to their boundary (p− 1)-cells, where they are
interpreted as boundary anomalies. Using this operator,
the relation in Eq. (13) is simplied as
d(ψ|τ ) = (∂ψ)|τ . (15)
Since such relation exists on every (p − 1)-cell, it gives
a relation between the p-blocks ψp and the (p − 1)-
connectors ψp−1:
dψp−1 = ∂ψp. (16)
For bosonic SPT states, the detailed formula for comput-
ing the ∂ operator can be found in Appendix C.
Comparing the right-hand-side of Eq. (13) to Eq. (6),
it is easy to check that the SPT phase of (∂ψ)|τ is pre-
cisely (∂ψ)|τ ∼ d1[ψ]|τ . Hence, for a second-page TCS
[ψ] in Epp,2, the no-open-edge condition d1[ψ] = 0 ensures
that Eq. (15) has solutions for ψ|τ , representing possible
choices of a connector bridging p-cells bordering τ . In the
rest of this section, we shall use solutions of this equation
to address the problems raised in Sec. II E and obtain a
complete classification of TCSs.
We use a simple bosonic example to demonstrate the
process of determining the wave functions of connectors.
As shown in Appendix E, such examples can only be
nontrivial when the symmetry group G is not a direct
product of SG and G0. In fact, this example involves a
magnetic translation symmetry group. This example is
adapted from the result of Ref. [48]. The connection to
Ref. [48] will be revealed in Sec. V.
In this example, we consider 2D TCSs protected by the
symmetry group G = GM × ZT2 , where ZT2 is the usual
(antiunitary) onsite time-reversal symmetry, and GM is a
2D magnetic translation symmetry group. GM has three
generators tx, ty, x, representing two translation symme-
tries and one onsite unitary Z2 symmetry, respectively.
Both tx and ty commutes with x. However, tx and ty
does not commute, and instead satisfies
txtyt
−1
x t
−1
y = x. (17)
σ1 σ2τ12
λτ13 τ24
τ34σ3 σ4
x
y
0 1
1
2
2
FIG. 3. The cell decomposition for the magnetic translation
symmetry group.
In this case, the onsite symmetry group G0 = Zx2 × ZT2 ,
where Zx2 denotes the Z2 group generated by x. The
space group is the quotient group Gs = G/G0 = Z2,
generated by the two translation operations. However, G
is not a direct product of G0 and Gs, due to the nontrivial
commutation relation in Eq. (17).
We first decompose the 2D plane R2 into the G-
complex Y as outlined in Sec. II A. Since Gs = Z2 is the
simplest wallpaper group, the result of the decomposition
is simply a generic oblique lattice, as shown in Fig. 3.
There is no point-group symmetries anywhere, and the
local symmetry group of each cell is just Gσ = G0.
Therefore, the SPT building blocks are obtained by at-
taching SPT states in Φp(G0) = H
p+1[G0,U(1)T ] to p-
cells.
In this example, we consider a particular 2-block as-
sembly [ψ] in E22,1: On each 2-cell, we decorate an SPT
state represented by the following cocycle [α] ∈ Φ2(G0) =
H3[G0,U(1)T ], represented by the following 3-cocycle:
α(g0, g1, g2, g3) = [nX(g0)− nX(g1)]β(g1, g2, g3)pi, (18)
where the function β is defined as
β(g0, g1, g2) = [nT (g1)− nT (g0)][nT (g2)− nT (g1)]. (19)
Here, the Z2 variables nx and nT are obtained by writing
the elements of G0 as the following canonical form,
g = xnx(g)TnT (g). (20)
This cocycle represents a nontrivial 2D SPT state pro-
tected by both x and T symmetries. The 2-blocks of [ψ]
is given by [ψ|σ] = [α].
It is straightforward to check that this element satisfies
the cocycle equation on the first page, d1[ψ] = 0, and
remains a valid second-page SPT state in E22,2. To see
this, we notice that [ψ] decorates the same SPT state
on every 2-cell. Therefore, on each 1-cell, which borders
9two 2-cells, there are two counter-propagating anomalous
edge modes, and they cancel each other. Hence, this
decoration [ψ] can be gapped out on 1-cells.
However, gapping out these 1-cells require nontriv-
ial connectors. In order to compute the connectors, we
choose a wave function of 2-blocks ψ2 representing [ψ].
As reviewed in Appendix A, on each 2-cell, the wave
function is a G-valued-G0-invariant 3-cococyle α˜. With-
out losing generality, we choose the following 3-cocycle
α˜:
α˜(g0, g1, g2, g3) = [nx(g0)− nx(g1)]β(g1, g2, g3). (21)
This equation looks similar to Eq. (18), but the group
elements gi takes values in G instead of G0, and n˜X is
extracted by writing the group elements in the following
canonical form,
g = tntx(g)x t
nty(g)
y x
nx(g)TnT (g). (22)
Here, we emphasize that the α˜ given in Eq. (21) is not
invariant under G-actions [51]. In fact, using the com-
mutation relation in Eq. (17), one can show that
α˜(tyg0, tyg1, tyg2, tyg3) =
[nx(g0) + ntx(g0)− nx(g1)− ntx(g1)]β(g1, g2, g3), (23)
which is different from Eq. (21).
If we choose to decorate σ1 with α˜ and let ψ|σ1 = α˜, the
symmetry constraint will fix the decoration on other 2-
cells. In particular, the decoration on σ3, which is related
to σ1 by the action of t
−1
y , is given by ψ|σ3 = t−1y ·α˜. Using
the explicit form of symmetry actions on cochains given
in Appendix B, we get
ψ|σ3(g0, g1, g2, g3) = α˜(tyg0, tyg1, tyg2, tyg3). (24)
Using the result of Eq. (23), we see that the decorations
on the two cells are actually different: ψ|σ1 6= ψ|σ3 . In
fact, the two decorations still belong to the same coho-
mology class in Φ2(G0) = H
3[G0,U(1)T ]. However, to
be compatible with the magnetic translation symmetry,
different cochains (of the same cohomology class) have
to be decorated to different 2-cells. The difference be-
tween ψ|σ3 and ψ|σ1 then implies that one must decorate
a nonvanishing 2-cochain to their boundary, τ13. Using
the explicit form of the cochains, one can derive the ex-
plicit form of the cocycle equation dψ|τ13 = ψ|σ3 − ψ|σ3 :
dψ|τ13(g0, g1, g2, g3) = [ntx(g0)− ntx(g1)]β(g1, g2, g3).
(25)
We now need to choose an arbitrary solution of this equa-
tion. It is easy to check that the following 2-cocycle is a
choice,
ψ|τ13(g0, g1, g2) = ntx(g0)β(g0, g1, g2). (26)
On the other hand, on the 1-cells along the x-direction,
we are allowed to simply choose ψ|τ12 = 0, because the
cocycle α˜ is invariant under the action of Tx and therefore
ψ|σ2 = ψ|σ1 . Hence, we have to use nontrivial connectors
on some 1-cells, because it is impossible to construct a
wave function of [α] that is symmetric under all opera-
tions in Gs.
B. Second-page no-open-edge conditions
For a second-page TCS [ψ] ∈ Epp,2, the second-page no-
open-edge condition demands that all (p−2)-cells can be
filled with gapped symmetric connectors. The connectors
decorated on (p − 2)-cells, collectively denoted by ψp−2,
must satisfy the bulk-boundary relation similar to (16):
dψp−2 = ∂ψp−1. (27)
Hence, the existence of such connectors is determined by
the condition that the r.h.s. of Eq. (27) belongs to the
trivial SPT phase on each cell, ∂ψp−1 ∼ 0.
We introduce a linear map dpp,2 : E
p
p,2 → Ep−1p−2,2 to
represent this no-open-edge condition. As in Sec. II, dpp,2
will be abbrivated to d2 if the domain of the map is clear
from the context. For each element [ψ] in Eqp,2, we choose
a particular wave function ψp for the building blocks.
Then, we choose an arbitrary solution ψp−1 of Eq. (16).
The image of d2 map is then defined as
d2[ψ] = [∂ψp−1], dψp−1 = ∂ψp. (28)
Several remarks are in order: First, the domain of the
d2 maps are the E2 modules, because ψp−1 only exists if
[ψ] belongs to the E2 module, where the cocycle condition
d1[ψ] = 0 guarantees the existence of ψp−1. Second, we
explain why the images of d2 maps are the E2 modules.
The meaning of this assertion is twofold: On one hand,
d2[ψ] = [∂ψp−1] satisfies the cocycle condition d1d2[ψ]
because ∂2 = 0. Therefore, it indeed belongs to E2.
On the other hand, the equivalence relation of dψp−2 =
∂ψp−1 ∼ 0 should be understood as the one in Ep−1p−2,2:
Instead of requiring the obstruction [(∂ψp−1) |σ] to vanish
on every (p−2)-cell σ, we only require that ∂ψp−1 can be
trivialized by a bubbling process ψ˜ ∈ Eq+1p−1,1: ∂ψp−1 ∼
d1[ψ˜] = ∂ψ˜p. This is because when extending ψ to (p−1)-
cells, we can choose ψ′p−1 = ψp−1− ψ˜p instead of ψp−1 as
the connectors. This choice of connectors then satisfies(
∂ψ′p−1
) |µ ∼ 0 on every (p− 2)-cell.
In summary, the second-page no-open-edge condition,
which tests whether [ψ] can be filled with gapped sym-
metric connectors on (p− 2)-cells, is expressed as
d2[ψ] = 0. (29)
We now use this no-open-edge condition to examine
the example introduced in Sec. III A. We will see that
the d2 map is nontrivial in this example. Additionally,
an example of nontrivial d2 map in interacting-fermion
context is given in Appendix F. We consider the result of
d2[ψ] on the 0-cell µ shown in Fig. 3. Recall that using
the wave-function realization ψ we chose in Eq. (21), the
connectors ψ1 are given as follows: ψ1|τ12 = ψ1|τ34 = 0;
ψ1|τ13 is given by Eq. (26). Hence, ψ1|τ24 is constrainted
to be t−1x · ψ1|τ13 and has the following form,
ψ1|τ24(g0, g1, g2) = [ntx(g0) + 1]β(g0, g1, g2). (30)
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Using these results of ψ1, we can compute d2[ψ] using
the definition in Eq. (28),
d2[ψ]|τ ∼ ψ1|τ13 + ψ1|τ24 + ψ1|τ12 + ψ1|τ34 ∼ [β]. (31)
Here, β is exactly the 2-cocycle representing the pro-
jective representation of T 2 = −1, or a Kramers doublet.
Hence, in this case, d2 : E
3
2,2 → E20,2 is a nontrivial map
that sends αˆ to the nontrivial element [ψ˜] in E20,2:
d2[ψ] = [ψ˜]. (32)
Here, [ψ˜] is an anomalous pattern represented by the fol-
lowing decomposition on 0-cells: [ψ˜]µ = [β] on all 0-cells
in Y . This implies that [ψ] is actually not a 2D TCS
because it does not satisfy the second-page no-open-edge
condition: it has open edges, actually Kramers doublets,
on the 0-cells.
C. Second-page bubbling equivalences
The second-page bubbling equivalence can be com-
puted using a similar d2 map.Each element [ψ] ∈ Ep+1p+2,2
represents such a bubbling process, where SPT bubbles
are generated on (p + 2)-cells. Unlike the bubbling pro-
cesses studied in Sec. II D, it leaves the (p + 1)-blocks
intact, and changes the SPT phases on the p-cells.
In order to compute the changes to the p-cells, we also
need to consider additional bubbles generated on lower-
dimensional cells. On a p′-cell τ ∈ Yp′ (p′ < p + 2),
we can also generate a bubble ψ|τ , which we will refer
to as a p′-bubble. Different from the p + 2-bubbles, the
lower-dimensional bubble can have a nontrivial filling:
d(ψ|τ ) 6= 0, meaning that the process not only changes
the wave functions on ∂τ by ψ|τ , but also changes the
wave function on τ by d(ψ|τ ). Such a process is al-
lowed because the bubble and its filling satisfy the bulk-
boundary relation reviewed in Appendix A, and together
form a gapped symmetric state on τ . In this way, a gen-
eral bubbling process contains not only p-bubbles, de-
noted by ψp, but also p
′-bubbles ψp′ for all p′ < p. On
p′-cells, the total changes made by the bubbling include
the (p′ + 1)-bubbles and the filling of the p′-bubbles:
∆ψp′ = ∂ψp′+1  dψp′ . (33)
We now compute the changes to p-cells for a bubbling
process [ψ] ∈ Ep+1p+2,2. First, we choose a wave-function re-
alization ψp+2 of the (p+ 2)-bubbles. Since the bubbling
process leaves (p + 1)-blocks intact, the (p + 1)-bubble
ψp+1 must satisfy
∂ψp+2  dψp+1 = 0. (34)
The existence of solutions of this equation is provided by
the fact that [ψ] ∈ Ep+1p+2,2 satisfies d1[ψ] = 0. We then
choose an arbitrary solution of ψp+1, and the SPT phases
the process generates is dψp  ∂ψp+1 ∼ [∂ψp+1]. There-
fore, this process can be represented by the following d2
map,
d2[ψ] = [∂ψp+1], dψp+1 = −∂ψp+2. (35)
Note, that the d2 map defined here is different from the
one defined in Sec. (28) by a minus sign in the constraint
equation. Hence, we can use a generic definition to unify
the two d2 maps:
dqp,2 :E
q
p,2 → Eq−1p−2,2 :
[ψ] 7→ [∂ψp−1], dψp−1 = (−1)q−p∂ψp.
(36)
We notice that a nontrivial example of d2 bubbling pro-
cess is provided in Sec. V.
Taking into account the no-open-edge conditions and
bubbling equivalences given by the d2 map, the third-
page approximation of the TCS classification is given by
the cohomology group of d2:
Eqp,3 =
ker dqp,2
img dq+1p+2,2
. (37)
D. Higher-page results
This process can be generalized to higher pages.
To consider the r-th page no-open-edge conditions, we
start with an r-th page assembly ψ ∈ Epp,r. On pre-
vious pages, we have constructed the connectors ψp−1,
..., ψp−r+1. The no-open-edge condition on the previ-
ous page, dr−1[ψ] = 0, guarantees that the equation
dψp−r = ∂ψp−r+1 has solutions. We then pick a solu-
tion of ψp−r, and define dr[ψ] = [∂ψp−r] ∈ Ep−r+1p−r,r . The
no-open-edge condition is given by dr[ψ] = 0.
Similarly, consider an r-th page bubbling process [ψ] ∈
Ep+r−1p+r,r . On previous pages, we have chosen lower-
dimensional bubbles ψp+r−2, ..., ψp+2, such that the pro-
cess generates nothing on cells with dimensions higher
than p + 2. In order to get a process that also gener-
ates nothing on (p + 1)-cells, we choose ψp+1 satisfying
dψp+1  ∂ψp+2 = 0. The existence of solutions is pro-
vided by dr−1[ψ] = 0. The resulting trivial TCS is then
given by dr[ψ] defined as [∂ψp+1].
Similar to Eq. (36), we write a unified definition for dr:
dqp,r : E
q
p,r → Eq−r+1p−r,r :
[ψ] 7→ [∂ψp−r+1], dψp−r+1 = (−1)q−p∂ψp−r+2.
(38)
Therefore, the classification on the next page is given
by the cohomology group of dr:
Eqp,r+1 =
ker dqp,r
img dq+r−1p+r,r
. (39)
Iteratively, this process computes a series of pages
Eqp,1, E
q
p,2, . . ., where E
p
p,r provides a series of finer and
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finer approximations to the classification of p-block
TCSs. Since we are eliminating false and redundant en-
tries on each page, the list of candidate assemblies are
getting smaller and smaller, Eqp,1 ⊇ Eqp,2 ⊇ · · · . In the
limit of r →∞, this series of approximations reveals the
true answer of the classification problem, which we de-
note by Eqp,∞. In particular, E
p
p,∞ classify all p-block
TCSs. In fact, this process only takes a finite number of
steps to converge to Eqp,∞, because the dr map reduces
the spatial dimension of the cells by r and necessarily
becomes trivial once r exceeds the dimension of Y .
E. Recombing states with different db through
group extension
In our topological-crystal constructions, we first divide
d-dimensional SPTs into TCSs with different building-
block dimensions db = 0, 1, . . . d. We then compute the
classification for each p-blocks separately. The classifi-
cation for p-block TCSs is then given by Epp,∞, which is
calculated by a series of cohomology-group computations.
Next, to obtain the full classification of crystaline SPT
states, we need to recombine results of db = 1, 2, . . . d, in
a way similar to Eq. (11). We also need to include re-
sults of db = 0 if we want to recover all bosonic SPTs
in Hd+1[G,U(1)T ]. However, as briefly mentioned in
Sec. II E, such recombination may not be a simple direct
sum but a nontrivial group extension. In this section, we
explain how this group extension is computed in general.
Appendix E will use this method to prove that, for the
simple cases G = SG×G0, the group extension is always
trivial and one can just take a direct sum.
We begin by recalling that a TCS Epp,∞ are labeled
by different building blocks on p-cells, but each state [ψ]
also contains connectors on all lower-dimensional cells.
The lower-dimensional decorations will affect the results
of adding (stacking) two SPTs states if the decoration
cancels on higher-dimensional cells.
To be more specific, consider an order-n TCS [ψ] ∈
Epp,∞, such that n[ψ] ∼ 0 as in Epp,∞. This implies that
stacking n coplies of [ψ] results in a state [ψ˜] = n[ψ]
which is trivial if viewed as an element in Epp,∞. In other
words, [ψ˜] has trivial decorations on all p-cells. However,
[ψ˜] may have nontrivial decorations on lower-dimensional
cells, and thus should be viewed as a nontrivial topolog-
ical crystal with a lower building-block dimension. To
compute this, recall that in the topological crystal [ψ],
the subleading terms ψp′ , representing the decoration on
p′-cells, are obtained in the spectral-sequence computa-
tion. Using these subleading terms, the decorations on
lower-dimensional cells in ψ˜ = nψ is computed as
ψ˜p−r = nψp−r. (40)
One can then look ψ˜p−r up in E
p−r
p−r,∞ to see whether
it is nontrivial. The smallest r such that ψ˜p−r is non-
trivial then indicates ψ˜ = nψ is a nontrivial TCS with
(p− r)-blocks. When this happens, combining Epp,∞ and
Ep−rp−r,∞ then becomes a nontrivial group-extension prob-
lem instead of a direct sum.
We notice that the answer of whether n[ψ] is a nontriv-
ial SPT state may depend on the choice of the subleading
terms of the generator ψ (on the contrary, the computa-
tion of Epp,r does not depend on this choice). However,
the final result of the group-extension problem is inde-
pendent of the choice of the generators. In Appendix E,
we will show that for the simple cases of bosonic TCSs
G = SG × G0, if we choose to ignore the 0-block TCS,
there exists a simple choice of ψp−1 such that the group-
extension problem becomes trivial, and a naive direct
sum in Eq. (11) gives the correct classification.
IV. EXAMPLES
The algorithm to classify TCSs outlined in above sec-
tions can be automated for the bosonic case, using the
formulation given in Appendices B and C. For simplic-
ity, here we only consider the case when the total group
is a direct product of space (wallpaper) group and a lo-
cal symmetry group, i.e., G = SG × G0. In this case,
since d2 map is trivial, we only need to take care of the
first-page no-open-edge condition and the bubble equiv-
alence. By an automated script, we have enumerate the
bosonic TCSs with seveal local symmetry groups in all
the wallpaper groups and all the space groups. The main
results can be found in Tables I and II in Appendix G,
respectively.
In our results, we find that, although some of the
2D constructions of TCSs are equivalent to decoupled
straight lines, some of them, however, are beyond layer
constructions. Here, by layer construction, we mean
stacking of planar layers. A simple example beyond layer
construction is the free fermion topological crystalline
insulator in space group P42212 (#94) [31]. Here we
find its bosonic version. We consider the local symmetry
group is Z2 such that Z2 is the only onsite symmetry
of the 2-cells (see Fig. 2(a) in Ref. [31]). According to
Ref. [3, 4, 52], Z2 symmetry protects a Z2 2D SPT.
Thus we can decorate each 2-cell with a such a 2D SPT.
As discussed in Appendix E, the anomalies of these 2D
SPTs can cancel each other on the 1-cells where they
meet. Thus, the no-open-edge condition reduces to the
constraint that there should be even number of 2D SPT
ending at each 1-cell [31]. On the other hand, the bub-
ble equivalence is trivial because on the 2-cells the Z2
bubble is always canceled by its symmetry partner [31].
Therefore the classification of bosonic TCS in this case
is identical with classification of free fermion topological
crystalline insulator. Among the three independent 2D
constructions (Fig. 2(b)-(d) in Ref. [31]) there is one be-
yond layer construction. One cannot deform it to planar
layers without breaking symmetry.
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V. APPLICATION TO HOLSM THEOREMS
In this section, we apply our TCS constructions to ob-
tain generalized HOLSM-type theorems. We first review
the original HOLSM Theorem and its generalizations to
different onsite symmetry groups, and discuss how to un-
derstand them using our TCS constructions. We then
revisit the first example given in Sec. III B, and discuss
how to reinterpret it as an SPT-enforcing HOLSM Theo-
rem [48]. Last, we will give the general relation between
TCS constructions and generalized HOLSM Theorems.
For simplicity, we first discuss the 2D examples, then
generalize our results to 3D.
The original HOLSM Theorem asserts that in a 2D lat-
tice with translation symmetries and spin-rotation sym-
metries, if there is an odd number of spin- 12 per unit
cell, the system cannot have a symmetric gapped unique
ground state. This theorem is later generalized to the
cases where the spin-rotation symmetry and the spin-
1
2 objects are replaced by an arbitraty onsite symmetry
group G0 and a nontrivial projective representation of
G0, respectively. In this section, we will refer to the origi-
nal and these generalizations as the “generalized HOLSM
Theorems”.
Using our TCS framework, we can view the distribu-
tion of projective representations as a nontrivial anomaly
pattern [ψ˜] in the module E10,∞. In our language, the to-
tal symmetry group is G = Gs × G0, where the space
group Gs = Z2. Hence, the G-complex Y we con-
struct is the same as the one shown in Fig. 3, with
one 0-cell per unit cell. The local symmetry group on
the 0-cell is simply G0. The nontrivial projective rep-
resentation can be translated to a nontrivial element
[β] = H2[G0,U(1)T ] = Φ
1(G0), which is decorated to
the 0-cells, as [ψ˜]µ = [β]. In this way, the distribution of
a nontrivial projective representation is translated to an
anomaly pattern [ψ˜].
We now argue that, including this [ψ˜], every nontrivial
element in E10,∞ represents an anomaly pattern that can-
not be gapped out by a symmetric unique ground state.
This is done by reinterpreting the no-open-edge condi-
tions we introduced in Sec. III. Consider an element [ψ˜]
in E10,r that is trivialized by the dr map,
dr[ψ] = [ψ˜]. (41)
In Sec. III, we interpreted this relation as the fact that,
the assembly [ψ] does not satisfy the no-open-edge condi-
tion and cannot be realized as a TCS, because assembling
it will result in anomaly patterns specified by [ψ˜] on the
0-cells. However, if the physical Hilbert space already
contains an anomaly pattern [ψ˜] on the 0-cells, the as-
sembly −[ψ] can be realized in such physical systems,
because the obstruction dr(−[ψ]) = −[ψ] is now canceled
by the background anomaly pattern in the Hilbert space.
Therefore, Eq. (41) also implies that the anomaly pat-
tern −[ψ] can be gapped out by the TCS assembly [ψ].
In other words, it reveals a UV/IR anomaly matching
between the TCS assembly (which can be viewed as the
IR limit) and the anomaly pattern (which can be viewed
as the UV limit).
A corollary of this reinterpretation is that a nontriv-
ial element in E10,∞ cannot be gapped out by any such
TCS assembly, and therefore cannot realize a symmetric
gapped unique ground state.
We can also revisit the first example in Sec. III B using
this alternative interpretation. Recall that Eq. (32) indi-
cates that [ψ] does not represent a valid 2D G-SPT state:
tiling the 2D plane with the SPT phase [α] will leave one
gapless Kramers doublet in each unit cell. However, if
we start with a model that has one Kramers doublet per
unit cell in the original Hilbert space, this will cancel the
anomaly of d2[ψ] and allows the construction of the 2D
SPT [α]. The construction of the trivial SPT state in
such system, however, becomes impossible, because the
anomaly would be left uncanceled. In other words, the
existence of a nontrivial anomaly pattern in the Hilbert
space requires that a gapped unique ground state must
be a nontrivial SPT state. This is precisely the theorem
proved in Ref. [48], which we will refer to as an SPT-
enforcing theorem.
In general, we can express these HOLSM-like con-
straints as the following: In our language, a spatial distri-
bution of projective representations is represented by an
anomaly pattern [ψ˜] in E10,1. If [ψ˜] is trivialized through
d1 by a [ψ] ∈ E11,1 as [ψ˜] = d1[ψ], then [ψ˜] can be gapped
out by the 1-block TCS assembly [ψ]. If [ψ˜] is a nontrivial
element in E10,2 but is trivialized through d2 by αˆ ∈ E22,2
as [ψ˜] = d2[ψ], then [ψ˜] can be gapped out by the 2-block
TCS assembly [ψ], which must be a strong SPT state (i.e.
it is protected solely by G0) because 2-cells in a 2D space
must have Gσ = G0. Furthermore, if [ψ˜] is a nontrivial
element in E10,3 = E
1
0,∞, then it cannot be gapped out
by an SPT state, and will give the consequences of the
original LSM Theorem. Therefore, the spectral sequence
introduced in Sec. III provides a way to compute these
constraints.
These constraints can be further generalized to 3D.
There, an anomaly pattern, which is an element in E10,1,
can be trivialized through d1 by a TCS assembly in E
2
1,1,
through d2 by a TCS assembly in E
2
2,2, through d3 by
a TCS assembly in E33,3, or cannot be trivialized at all.
Among these possiblities, E33,3 represents strong 3D SPT
states.
The UV/IR anomaly matching condition in Eq. (41),
and the resulting SPT-enforcing HOLSM Theorems, can
be understood by viewing the anomaly pattern as the
surface anomaly of a 3D bulk state. We first explain this
for the simple cases of the generalized HOLSM Theorem
with G = G0 × Z2. Since the projective representation
[β] is the edge state of a 1D SPT state, the 3D bulk state
can be constructed by decorating one such SPT chain in
each 3D unit cell, as shown in Fig. 4(a). Here, we argue
that the 3D bulk state is closely related to [ψ˜], and can be
constructed mathematical from it. The 3D bulk has the
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FIG. 4. Mapping between HOLSM in 2D and TCS in 3D. (a)
Mapping between a 2D G-complex Y and a 3D G-complex
Y¯ . Y can be viewed as the boundary of Y¯ . (b) Illustration
of a 3-block bubbling process in Y¯ . On the second page, such
a process trivializes a 1-block assembly in Y¯ and generates a
2-block SPT in Y .
same symmetry G as its surface. Hence, we construct
a 3D topological space Y¯ compatible with SG. Y¯ has
one 3-cell, two 2-cells and one 1-cell in each unit cell
(it has no 0-cells). The aforementioned 3D bulk state is
represented by an SPT pattern [ψ¯] ∈ E¯11,∞, constructed
by decorating one Haldane chain on each 1-cell. Here,
the bar on E˜qp,r indicates that it is the spectral sequence
constructed for Y¯ instead of Y . It is easy to realize that
there is a one-to-one correspondence between p-cells in
Y and (p + 1)-cells in Y¯ , which can be expressed as an
isomorphism Yp ' Y¯p+1. We denote the corresponding
cells in Yp and Y¯p+1 as σ and σ¯, respectively. Using Y¯ ,
the SPT pattern [ψ¯] can be expressed as decorating one
Haldane chain to each 1-cell in Y¯ . Next, we notice that,
mathematically, the anomaly decorated to each σ ∈ Y0
and the 1D SPT decorated to each σ¯ ∈ Y¯1 are represented
by the same 2-cocycle [β] in H2[G0,U(1)T ]. Hence, [ψ˜]
and [ψ¯] can be converted to each other by copying the
decoration between corresponding cells. Mathematically,
this is described by the fact that the isomorphism Yp '
Y¯p+1 naturally induces an isomorphism E
1
0,∞ ' E¯11,∞:
the isomorphsm map, denoted by L : E10,∞ → E¯11,∞, is
given by
L([ψ˜])|σ¯ = [ψ˜]|σ. (42)
Using this isomorphism, the relation between the
anomaly pattern [ψ˜] and the corresponding bulk state
[ψ¯] is then given by ψ¯ = L([ψ˜]).
The surface-bulk correspondence illustrated above can
be generalized to arbitrary symmetry groups and dimen-
sions. We consider a 2D surface and a 3D bulk with
the same symmetry group G. Here, the space group
SG = G/G0 is a 2D wallpaper group instead of a 3D
space group. Similar to the previous example, the cel-
lular decomposition for the 3D bulk can be constructed
from the one of the 2D surface using the isomorphism
Y¯p+1 ' Yp. Again, this induces an isomorphism between
Eqp,r and E¯
q
p+1,r for arbitrary p, q and r through the def-
inition in Eq. (42). To understand the physical meaning
of this correspondence, we notice that the p-cell σ ∈ Yp
is an edge of the (p + 1)-cell σ¯ ∈ Y¯p+1. In this way,
for [ψ˜] ∈ Ep+1p,r , representing an r-th-page anomaly pat-
tern on the surface, L([ψ˜]) represents decorating on σ¯ the
bulk SPT state [ψ˜]|σ that corresponds to the anomaly
[ψ˜]|σ on its boundary σ. Hence, L([ψ˜]) ∈ E¯p+1p+1,r is the
bulk SPT state corresponding to the surface anomaly
pattern ωˆ. Similarly, consider a surface TCS [ψ] ∈ Ep+1p,r .
L([ψ]) ∈ E¯p+1p+1,r is a bubbling pattern that generates SPT
states [ψ] on the edges of cell σ¯, including σ itself. Hence,
the 3D bubbling pattern L([ψ]) generates the 2D TCS [ψ]
on the surface.
In summary, the isomorphism L defined above allows
us to express the correspondence between 2D anomaly
patterns and 3D TCSs, and between 2D TCSs and 3D
bubbling patterns. It also allows us to convert the 2D no-
open-edge conditions to 3D bubbling equivalences. Con-
sider a dr map between a 2D assembly and a 2D anomaly
pattern, as in Eq. (41). The L-isomorphism maps the
r.h.s. to a 3D TCS that can host the anomaly pattern
on its 2D surface, and the r.h.s. to a 3D bubbling pat-
tern that generates the 2D assembly on its surface [see
Fig. 4(b)]. In this way, the relation (41) also describes a
3D bubbling equivalence,
drL([ψ]) = L([ψ˜]). (43)
This dimensional-shifting correspondence is consistent
with our understanding that the TCS L([ψ˜]) is actually
trivial because its surface anomaly [ψ˜] can be realized as
a gapped symmetric state.
As an example, we apply this bulk-boundary corre-
spondence again to the first example in Sec. III B. The
L-isomorphism maps the relation in Eq. (32) to the fol-
lowing bubbling relation,
drL([ψ]) = L([ψ˜]). (44)
This indicates that L([ψ˜]) is a 3D TCS trivialized by the
second-page bubbling process L([ψ]). This provides an
explicit example illustrating that it is necessary to con-
sider higher-dimensional trivialization processes as dis-
cussed in Sec. II E, which can be computed using the
higher-page dr maps introduced in Sec. III C.
VI. CONCLUSION
In this work, we systematically study real-space con-
struction of TCSs. Starting from building blocks made
of SPT states protected by the little symmetry group,
we construct a TCS by examining the no-open-edge
conditions, the bubbling equivalences and solving the
group-extension problems. These steps form a though-
out framework to compute TCS classification. In partic-
ular, for bosonic TCS, we prove that, for any symmetry
group, this framework gives exactly the same results as
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the group-cohomology formula in Ref. [34]. For the sim-
ple cases of G = SG × G0, the computation is greatly
simplified, as discussed in Sec. II. To demonstrate our
framework, we develop an automated code to compute
bosonic TCS protected by the direct produce of typical
onsite symmetries and any of the 2D and 3D crystalline
symmetry groups.
Our framework also applies to interacting fermions. In
deed, we give several examples to demonstrate this appli-
cation. The general computation, however, is much more
elusive than its bosonic counterpart, due to the complex
structure of the space of fixed-point wave functions of
onsite symmetries, denoted by Ψd(Gσ). This is further
complicated by the fact that the stacking operation of
fermionic wave functions do not necessarily commute, as
pointed out in Sec. III. However, the recent progresses in
the classification of fermionic SPTs protected by onsite
symmetries [17–23] should allow such computation to be
carried out. We will leave this to future works.
In Sec. V, we point out that our framework can also be
used to study generalized HOLSM Theorems, especially
those enforcing nontrivial SPT states. It will be interest-
ing to apply it to look for new SPT-enforcing HOLSM
Theorems in more general symmetry groups that mix
crystalline and onsite symmetries. We will also leave this
to future works.
Note added: As this work was being finalized for post-
ing on the arXiv, Refs. [53, 54] appeared, which contains
some related results, and we also became aware of an-
other indenpendent work by Else and Thorngren [55].
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Appendix A: Review of onsite-symmetry SPT
classification
In this section, we briefly review the classification of
SPT states protected solely by onsite symmetries. We
first give some general and abstract description of such
classification in various systems, including bosonic sys-
tems (which are necessarily interacting), free-fermion sys-
tems and interacting-fermion systems. We then focus on
the classification of bosonic SPTs, which can be described
by the group-cohomology theory (plus some exceptions of
beyond-group-cohomology states). This will be the main
focus of this appendix. At the end of this appendix, we
will briefly review the structure of fermionic SPT classi-
fication.
1. Abstract description
We first introduce some abstract notations that ap-
ply to both bosonic, free-fermion and interacting fermion
systems, and list some common properties shared by all
these systems.
We use the notation Φd(G) to denote the set of d-
dimensional SPT phases protected by the onsite symme-
try group G. Since SPT phases are equivalence classes of
states, we use [α] to denote them, and use ∼ to denote
two identical phases. The phases in Φd(G) actually form
an Abelian group: First, two phases [α] and [β] can be
added together. Denoted by [α]+ [β], the sum represents
the resulting phase obtained by stacking the two phases.
The addition is commutative:
[α] + [β] ∼ [β] + [α]. (A1)
Second, there is a trivial phase, which we denote by 0.
Third, each phase [ψ] ∈ Φd(G) has an inverse, denoted by
−[ψ], such that stacking them together gives the trivial
phase. In other words, phases in Φd(G) are “invertible”
and have no topological ground-state degeneracy. This
Abelian group can also be viewed as a Z-module, or a
linear space with integral coefficients.
In general, the classification Φd(G) at different dimen-
sions can be computed using a generalized cohomology
theory. Intuitively, we may understand this mathemat-
ical structure using fixed-point wave functions (or par-
tition functions) of the SPT phases. Here, fixed-point
means that the wave functions or partition functions have
zero correlation lengths, which make them suitable to
describe gapped phases. In particular, we need to con-
sider fixed-point wave functions in the geometry where a
d-dimensional bulk terminates at a (d − 1)-dimensional
boundary. We need to consider not only the bulk wave
functions, but also wave functions on the boundary of an-
other bulk wave function. All such wave functions form a
set, which we denote by Ψd(G). Similar to the notation
Φd(G), the superscript d denotes the dimensionality of
the wave function and G denotes the onsite symmetry
group.
The set Ψd(G) has a similar structure as Φd(G), with a
crucial difference: For fermionic systems, the stacking op-
eration is not commutative, due to the statistical phases
generated by exchanging fermionic operators. For this
reason, we denote this stacking operation by  instead.
Another important structure of Ψd(G) is the cobound-
ary operator d, which represents the relation between two
wave functions in the bulk-boundary geometry. Given a
d-dimensional bulk wave function α ∈ Ψd(G), not all
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(d − 1)-dimensional wave functions can be realized on
the boundary. If a wave function β can be put on the
boundary of α, we denote this relation by
dβ = α. (A2)
Here, dd−1 : Ψd−1(G) → Ψd(G) is the coboundary map.
The superscript d − 1 indicates the domain of the map,
and it is often omitted when it can be inferred from the
context.
The SPT classification Φd(G) can be computed from
Ψd(G) using the coboundary maps. First, a standalone d-
dimensional wave function must satisfy the cocycle equa-
tion dα = 0, because it can be viewed as the boundary
wave function of a (d + 1)-dimensional vacuum. Sec-
ond, if a (d − 1)-dimensional wave function β can be
put on the boundary of a d-dimensional wave function
α: α = dβ, then α belongs to the trivial phase. This
is because as a fixed-point wave function, β represents
a gapped symmetric boundary state, and the existence
of such a gapped symmetric boundary indicates that the
bulk α belongs to the trivial SPT phase. Furthermore,
two wave functions differ only by a coboundary dβ be-
long to the same SPT phase. One important property of
d is that it satisfies the relation d2 = 0, meaning that if
α = dβ is a bulk wave function, α is naturally a stan-
dalone d-dimensional wave function and satisfies dα = 0.
Using these results, we can compute the SPT classifica-
tion using the cohomology group of the d map,
Φd(G) =
ker dd
img dd−1
. (A3)
Here, the ker d in the numerator means that a wave func-
tion representing an SPT phase must satisfy the cocycle
equation dα = 0; the img d in the denominator means
that two wave functions differ by a coboundary dβ rep-
resents the same phase.
2. Bosonic SPT and group cohomology
We first briefly review the definition of group cohomol-
ogy for a discrete group G. The group cohomology can
be computed using the homogeneous cochains, which are
functions that map (p + 1) numbers of group elements
to the coefficient ring U(1)X (here, X denotes a generic
group action, which will be explained below),
α(g0, . . . , gp) ∈ U(1). (A4)
The word “homogeneous” means α satisfies the homoge-
neous condition,
α(gg0, . . . , ggp) = ρX(g)α(g0, . . . , gp), (A5)
where ρX denotes an arbitrary group action. In this
work, we consider the following symmetry actions given
by three Z2 gradings of the symmetry group G: First,
we use ρT (g) = ±1 to denote whether g ∈ G is a time-
reversal operation: ρT (g) = ±1 if g is time-reversal even
(odd), respectively. Second, we use ρP (g) = ±1 to de-
note whether g reverses the spatial orientation: a proper
transformation, including a translation, a rotation and
a skew rotation, has ρP (g) = +1; an improper trans-
formation, including a mirror-reflection, a 3D inversion
and a glide reflection, has ρP (g) = −1. Finally, we
use ρPT to denote ρPT (g) = ρP (g)ρT (g). Furthermore,
we use U(1)T , U(1)P and U(1)PT to denote U(1) coeffi-
cient modules with the corresponding symmetry actions:
g ∈ G acts as a unitary (antiunitary) operator on coeffi-
cients in U(1)X if ρX(g) = ±1, respectively.
An α satisfying Eqs. (A4) and (A5) is called a
p-cochain. Notice that, in this paper, we treat
U(1)coefficients as phase angles modulo 2pi, instead of
a phase factor. In this notation, the cochains form an
additive group instead of a multiplicative group. All
p cochains form an Abelian group (actually a Z-linear
space), denoted by Cp[G,U(1)X ].
We now define a coboundary map dp : Cp[G,U(1)X ]→
Cp+1[G,U(1)X ], with the following explicit formula,
dpα(g0, . . . , gp+1) =
p+1∑
k=0
(−1)kα(g0, . . . , gˆk, . . . , gp+1),
(A6)
where gˆk means the element gk is skipped. The super-
script p in dp denotes the cochain space it acts upon, and
as in the main text, we often omit it when it can be de-
termined from the context. The cochain map defined in
Eq. (A6) satisfies the condition
dpdp−1 = 0. (A7)
Hence, linked by dp, the cochain spaces Cp[G,U(1)X ]
form a cochain complex,
· · · → Cp−1[G,U(1)X ] d
p−1
−−−→ Cp[G,U(1)X ] d
p
−→ Cp+1[G,U(1)X ]→ · · · . (A8)
The group cohomology of G is defined as the cohomology group of this cochain complex,
Hp[G,U(1)X ] =
ker dp
img dp−1
. (A9)
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The numerator ker dp contains cochains satisfying the co-
cycle condition dω = 0, which are then called p-cocycles.
The denominator implies that two cocycles differ by a
coboundary dµ are considered as the same cohomology
class. The cohomology group is then the quotient group
of the cocycles over the coboundary equivalence.
For an onsite symmetry group G0, the cohomology
classes in Hd+1[G0,U(1)T ] are in one-to-one correspon-
dence to d-dimensional SPT states (there are a few
beyond-group-cohomology SPT states that are not de-
scribed by any cohomology classes.) This correspon-
dence can be explicitly demonstrated using the group-
cohomology models, which we briefly review below.
These onsite SPT states are used in the main text as
the building block of the topological crystals.
A group-cohomology model lives on a d-dimensional
lattice, with a triangularization and a branching struc-
ture.The vertices of the lattice is organized into d-
dimensional simplexes (triangles in 2D and tetrahedra in
3D). The branching structure is a set of orientations on
all links between vertices, satisfying the condition that
the links do not form any oriented loop. We also re-
quire that the orientations are invariant under the ac-
tion of SG. It can be shown that one can always choose
such a branching structure [34]. The Hilbert space of the
model consists of a local Hilbert space on each vertex,
spanned by basis vectors |gi〉 corresponding to group el-
ements gi ∈ G. Using a cocycle α ∈ Hd+1[G,U(1)PT ],
one can construct the following fixed-point wave function
on such a lattice,
|Ψ[α]〉 =
∑
{gi}
∏
∆i1···id
exp {is(i1, . . . , id)α(g0, gi1 , . . . gid)} |g1g2 · · · gN 〉, (A10)
where the product runs over all d-dimensional sim-
plexes in the lattice, and s(i1, . . . id+1) = ±1 denotes
whether the orientation of the simplex determined from
the branching structure is the same or opposite to an
overall orientation of the manifold. Recall that, in this
paper, we treat U(1)coefficients as phase angles mod-
ulo 2pi, instead of a phase factor. Hence, the cocycle
α appears in the exponent in the above equation. In
Eq. (A10), g0 is an arbitrary but fixed group element in
G. One can shown that the wave function is independent
of the choice of g0, and it is invariant under the action
of G on a d-dimensional manifold without a boundary,
if we assume G acts in the following way: g|gi〉 = |ggi′〉,
where i′ is the image of i under the action of g.
We now consider a more complicated geometry, where
we simutaneously decorate cochains both inside a d-
dimensional bulk and on its (d−1)-dimensional boundary.
We start with the simplest case, where the bulk is one
d-simplex, and the boundary has (d+1) pieces of (d−1)-
simplices. We decorate the bulk and the surface with
wave functions constructed from a (d+1)-cochain α and a
d-cochain β, respectively. Choosing the orientation of the
bulk to be +1, the phase factor contributed from the bulk
wave function is exp{iα(g0, g1, . . . gd+1)}. It is straignt-
forward to check that the phase factors from all surface
d-simplices is given by dβ, as exp{−idβ(g0, g1, . . . gd+1)−
iβ(g1, . . . gd+1)}. Hence, if the two cochains satisfy
α = dβ, (A11)
the total phase factor is then exp{−iβ(g1, . . . gd+1)},
which is invariant under G0-action, because β satisfies
the homogeneous condition (A5).
This can be generalized to an arbitrary d-dimensional
bulk, which are divided into many d-simplices. For each
simplex, the phase factors attached to the bulk and its
surface is G0-invariant. When multiplying the phase fac-
tors from different simplices together, the phase factors
on the interior (d − 1)-simplices cancel with each other,
and we obtain a wave function that has phase factors
from each d-simplex in the bulk, and each (d−1)-simplex
on the boundary. Therefore, the wave function on the en-
tire bulk and surface is also G0-invariant, if the condition
(A11) is satisfied.
This setup can be used to demonstrate the bulk-
boundary correspondence of SPT states. To realize
gapped and symmetric states on both the bulk and the
boundary, the cochains decorated to the bulk and the
boundary must satisfy the condition in Eq. (A11). If
the bulk is empty, i. e. α = 0, the decoration on the
boundary must be a cocycle, since Eq. (A11) then be-
comes the cocycle condition dβ = 0. This is consistent
with our understanding that a cocycle in Hd[G,U(1)T ]
represents a (d− 1)-dimensional symmetric gapped SPT
state. If the bulk is not empty: α 6= 0, the cochain β is
then not a cocycle, as dβ = α 6= 0. This further implies
that α is a trivial cocycle in Hd+1[G,U(1)T ], since dβ is
a coboundary. On the other hand, if α is a nontrivial
cocycle, then there is no solution of β that would satisfy
Eq. (A11). This means that the boundary of a nontriv-
ial SPT state cannot be both gapped and symmetric. In
this case, the nontrivial SPT state in the bulk induces
a symmetry anomaly on the boundary, which obstructs
the construction of a gapped symmetric wave function.
In summary, the group-cohomology models demon-
strate that the cochains satisfied the general property
we need in Sec. A 1, and can be used to represent fixed-
point wave functions of onsite-symmetry SPT states. In
particular, we can take Ψd(G) = Cd+1[G,U(1)T ]. Cor-
respondingly, the SPT classification is given by Φd(G) =
Hd+1[G,U(1)T ].
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In our paper, we need a more general type of cochain
functions, which can be used to derive the same group-
cohomology classes Hp[G,U(1)X ]. Here, we consider two
groups, H and G, where H is a subgroup of G: H ⊂ G.
To compute the group cohomology of H, we consider
cochains similar to Eq. (A4), but the variables gi take
values in G instead of H. Different from regular cochains,
we only require the G-valued cochains to be invariant
under the action of H,
α(hg0, . . . , hgp) = ρX(h)α(g0, . . . , gp), ∀h ∈ H. (A12)
Hence, we will refer to these cochains as the G-valued-H-
invariant cochains. We denote the set of these cochains
by CpH [G,U(1)X ], which is also a Z-module. In general,
α is not invariant under the action of g ∈ G, and the G-
action on the G-valued-H-invariant cochains will induce
a useful symmetry action that we will discuss in more
details in Appendix B.
The coboundary maps dp can be defined in a similary
way as in Eq. (A6). With these coboundary maps, the
G-valued-H-invariant cochains also form a cochain com-
plex. It can be shown using the fundamental lemma of
homological algebra (see Lemma 7.4 of Ref. [39]] that the
cohomology group of the G-valued cochain complex gives
the same group cohomology of H.
In summary, one can choose to compute Hp[H,U(1)X ]
using G-valued-H-invariant cochains where H ⊂ G. In
practise, this seems to be a redundant way to compute
Hp[H,U(1)X ], but as we see in the main text, this is
a useful tool in the spectral-sequence computation, be-
cause it allows us to compute the symmetry actions on
the cochains and the transfer map, which we will intro-
duce in Appendices B and C, respectively. In the main
text, we will use G-valued-Gσ-invariant cochains to rep-
resent states decorated on a cell σ, where Gσ is the local
symmetry group of σ.
We can also use G-valued-H-invariant cocycles to con-
struct group-cohomology models, which will be useful for
Appendices B and C. Since the cochains are valued in G,
we construct local Hilbert space as |g〉, where g ∈ G. We
can then use a G-valued-H-invariant cocycle α to con-
struct the wave function in Eq. (A10). Since α is only
invariant under H, the constructed wave function is also
only invariant under H but not G. Hence, although we
chose an enlarged local Hilbert space, the constructed
wave functions still represent H-SPT states.
Appendix B: Symmetry actions on cochains and
cocycles
In this appendix, we derive the mathematical form of
symmetry actions relating cochains representing fixed-
point wave functions of bosonic SPT states decorated on
symmetry-related cells.
We consider two p-cells σ and σ′, which are related
by a symmetry operation gσσ′ ∈ G as σ′ = gσσ′σ. The
SPT states decorated on σ are classified by the coho-
mology group Hp+1[Gσ,U(1)T ]. To study the G action
on these cohomology classes, we represent these states
using the group-cohomology models with G-valued-Gσ-
invariant cocycles Cp+1Gσ [G,U(1)T ] introduced in Ap-
pendix A. We consider a triangularization of σ with ver-
tices i1, i2, . . . , iN . On σ
′, we construct a symmetry-
related triangularization, where each vertex i′a is given
by the image of ia: i
′
a = gia. On each vertex, the lo-
cal Hilbert space is spanned by basis states |g〉, where
g ∈ G. The symmetry group G acts on this Hilbert space
in the following way: A local-symmetry operation h ∈ Gσ
acts locally on the Hilbert space on each vertex i on σ:
h|gi〉i = |hgi〉i. A symmetry operation g in the left coset
gσσ′G0 maps the local Hilbert space on i to i
′, in addition
to multiplying the onsite group element: g|gi〉i = |ggi〉i′ .
Symmetry elements not in the two cosets G0 and gσσ′G0
maps σ to other cells, and therefore are not considered
here. As discussed before in Appendix A, the symmetries
in Gσ requires that the cocycles decorated on σ must be
invariant under Gσ, which then implies that they are
classified by Hp+1[Gσ,U(1)T ].
The symmetries in gσσ′G0, on the other hand, gives
constraints between the decorations on σ and σ′, which
we now discuss. Assume that σ is decorated with the
wave function |Ψ[α]〉 as in Eq. (A10), constructed with
a G-valued-Gσ-invariant cochain α. The action gσσ′
maps the state |gi1〉i1 ⊗ · · · ⊗ |giN 〉iN on σ to the state
|gσσ′gi1〉i′1 ⊗ · · · ⊗ |gσσ′giN 〉i′N on σ′. Therefore, it maps|Ψ[α]〉 to the following wave function on σ′,
|Ψ′〉 =
∑
{gia}
∏
∆i1···ip
exp
{
iρT (gσσ′)s(i1, . . . , ip)α(g0, gi1 , . . . , gip)
} |gσσ′gi1〉i′1 ⊗ · · · ⊗ |gσσ′giN 〉i′N
=
∑
{gi′a}
∏
∆i′1···i′p
exp
{
iρT (gσσ′)s(i
′
1, . . . , i
′
p)α(g
−1
σσ′g0, g
−1
σσ′gi′1 , . . . , g
−1
σσ′gi′p)
}
|gi′1〉i′1 ⊗ · · · ⊗ |gi′N 〉i′N . (B1)
This can be viewed as a wave function constructed from the following cochain α′,
α′(g0, . . . , gp+1) = ρT (gσσ′)α(g−1σσ′g0, . . . g
−1
σσ′gN ). (B2)
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In other words, in order to get a G-symmetric decoration,
if σ is decorated with a cochain α, σ′ must be decorated
with the cochain α′ defined in Eq. (B2).
This result motivates us to define a symmetry action
on the G-valued cochains: for any g ∈ G and a G-valued
p-cochain α, we define g · α as the following p-cochain:
(g · α)(g0, . . . , gp) = ρT (g)α(g−1g0, . . . , g−1gp). (B3)
Using this notation, the constraint in Eq. (B2) can be
written in a concise way, as α′ = gσσ′ · α. This group
action is used in Secs. II A and III A in the main text,
and the explicit form in Eq. (B3) is used in Sec. III.
We end this appendix by listing some obvious but in-
teresting properties of this symmetry action:
1. A cochain is H-invariant if for all h ∈ H, h · α =
α. This can be checked directly by comparing
Eqs. (A5) and (B3).
2. If a cochain α is H-invariant, then the cochain g ·α
is gHg−1-invariant.
3. The group action commutes with the coboundary
operator. Therefore, it maps cocycles to cocycles,
and coboundaries to coboundaries.
4. Combining properties 2 and 3, we see that the
group action g ·α induces an isomorphism between
Hp[H,U(1)T ] andH
p[gHg−1,U(1)T ]. This isomor-
phism is used in Sec. II A. We notice that, in this
way, this isomorphism is expressed using Eq. (B3)
in terms of G-valued cochains. Alternatively, it
can also be expressed using H-valued and gHg−1-
valued cochains. Using this notation, we get the
following isomorphism between α ∈ Hp[H,U(1)T ]
and α′ ∈ Hp[gHg−1,U(1)T ]:
α(g0, . . . , gp) = α
′(gg0g−1, . . . , ggpg−1). (B4)
This looks different from the g-action in Eq. (B3),
but they actually gives the same isomorphism
between the two cohomology groups, which can
be calculated either using G-valued or H-valued
cochains. The derivation of Eq. (B4) can be found
in Ref. [39].
Now let us explain why Eq. (B4) gives same isomor-
phism between the two cohomology groups with Eq. (B3).
First, we show that the H-valued cochains and G-valued
cochains form the same cohomology group. On one hand,
by limiting the group elements of a G-valued cochain in
H, we can map each G-valued cochain to a H-valued
cochain. Apparently, (i) the resulted H-valued cohain is
homogeneous under H and (ii) this map commutes with
the boundary map d. On the other hand, we can map
each H-valued cochain back to a G-valued cochain. We
choose a representative for each right coset H\G. For a
given gi ∈ G, we denote the representative of the belong-
ing coset as g¯i. Then we define the map ρ : G → H
as ρ(gi) = gig¯
−1
i . ρ introduces a map from H-valued
cohains to G-valued cochains
(ρα)(g0, · · · , gp) = α(ρ(g0), · · · , ρ(gp)). (B5)
It is direct to verify that (i) ρα is homogeneous under H,
and (ii) the boundary map d commutes with ρ. Therefore
the cohomology groups formed by ρα and α are isomor-
phic. We also introduce the map ρ′ : G → gHg−1 as
ρ′(gi) = gi(gg¯i)−1, by choosing the representative of the
right coset gHg−1\G gi belonging to as gg¯i. Similarly,
ρ′ introduces a map from gHg−1-valued cochains, α′,
to G-valued cochains, ρ′α′, and, the cohomology groups
formed by α′ and ρ′α′ are isomorphic. Then it is direct
to show that Eq. (B4) implies
(ρ′α′)(g0, · · · , gp) = (ρα)(g−1g0, · · · , g−1gp), (B6)
which is equivalent with Eq. (B3).
Appendix C: Transfer maps
In this appendix, we introduce the transfer map be-
tween the cohomology groups of two groups H and G,
where H is a subgroup of G. This transfer map can be
used to compute the d1 map in Secs. II C. A detailed in-
troduction to the transfer map can be found in Sec. 3.9
of Ref. [39].
To describe the transfer map, it is convenient to use
the G-valued cochains. Consider a p-cochain α valued in
G but invariant in H. Since it is not invariant under G,
acting with an element g ∈ G will generate a different
cochain g · α, as defined in Appendix B. Hence, we use
the following summation to obtain a G-invariant cochain,
which we denote by tr,
tr
G
Hα =
∑
g∈G/H
g · α. (C1)
It is easy to check that the tr map commutes with the
coboundary operator d. Therefore, it induces a homo-
morphism from Hp[H,U(1)T ] to H
p[G,U(1)T ], which is
known as the transfer map and is denote by trGH . The
explicit form of trGH is the following,
trGH [α] =
∑
g∈G/H
g · [α]. (C2)
Using the transfer map in (C2), one can rewrite the d1
map in Eq. (6) in the following compact form,
(d1[ψ])|τ =
∑
σ∈Yp/G
∑
g∈Gτ\G/Gσ
〈∂τ |gσ〉 trGτgGσg−1 (g · [ψ|σ]) .
(C3)
Similarly, the tr map in (C1) can be used to express
Eq. (14) in the following form,
(∂ψ)|τ =
∑
σ∈Yp/G
∑
g∈Gτ\G/Gσ
〈∂τ |gσ〉 trGτgGσg−1 (g · ψ|σ) .
(C4)
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FIG. 5. The duality between the two G-complexes X and Y .
The 1-cells in Y and X are represented by solid and dashed
lines, respectively. The orientations on the 1-cells in X and
Y are related by the right-hand rule.
Appendix D: Spectral sequence and equivariant
cohomology
In this appendix, we prove that for bosonic SPTs, the
TCS classification we compute using the algorithm pre-
sented in this work, especially in Sec. III, exactly repro-
duces the result of Ref. [34]. We first briefly review the
results of Ref. [34], which state that the classification is
given by an equivariant cohomology. Following Chapter
7 of Ref. [39], we point out that the equivariant coho-
mology can be expressed as the cohomology group of a
double cochain complex, which allows it to be computed
by constructing a spectral sequence. We then construct
the equivariant cohomology using the dual complex of Y
as the topological space, and prove that the spectral se-
quence obtained in this way exactly agrees with the TCS
computation presented in Sec. III. Mathematical details
of our proof can be found in Ref. [39], especially Chapter
7.
Thorngren and Else [34] had shown that the classi-
fication of d-dimensional TCS protected by symmetry
group G (with the exception of so-called “beyond-group-
cohomology” states) can be computed using the following
group-cohomology formula,
Hd+1[G,U(1)PT ], (D1)
where U(1)PT denotes the nontrivial action G has on the
U(1) coefficients. Furthermore, this group cohomology
can be computed as an equivariant cohomology, using a
G-complex X [34],
Hd+1[G,U(1)PT ] ' Hd+1G [X,U(1)PT ], (D2)
provided that X is topologically trivial, X ' pt. A for-
mal prove of this can be found in Proposition (7.3) of
Ref. [39].
Here, we take X to be the dual complex of the G-
complex Y we constructed in Sec. II. As illustrated in
Fig. 5, the p-cells of Y is in one-to-one correspondence to
the (d − p)-cells of X, Yp ' Xd−p, where d denotes the
dimensionality of Y . We denote the cells in Y using greek
letters without bars. In particular, for a p-cell σ¯ ∈ Yp,
we denote its dual (d− p)-cell as σ ∈ Xd−p.
As shown in Fig. 5, the orientation of cells on Y nat-
urally induces an orientation of cells on X. For example,
in 2D, the orientation on 1-cells in Y and dual 1-cells in
X are related by the right-hand-rule. In particular, the
relation between the orientations on X and Y depends
on the orientation of the space Rn. Hence, this relation
is reversed under improper symmetry operations in SG,
such as mirror reflections and glide symmetries. Recall
that the orientation on Y is invariant under Gσ because
the actions are pointwise. This implies that its dual σ¯
transforms as the following under Gσ:
gσ = ρP (g)σ, ∀g ∈ Gσ. (D3)
Since X is the same as Rd, which is con-
tractible, Eq. (D2) implies that the SPT classifica-
tion can be computed using the equivariant cohomology
Hd+1G [X,U(1)PT ]. Following Sec. 7.7 of Ref. [39], this
equivariant cohomology can be expressed as the coho-
mology group of a double cochain complex, which can
then be computed using a spectral sequence. As shown
in Eq. (7.10) in Ref. [39], the E1 page of this spectral
sequence is given by
Epq1 =
⊕
σ¯∈Xp/G
Hq[Gσ,U(1)T ]. (D4)
Here, the coefficient module in the r.h.s becomes U(1)T
instead of U(1)PT in Eq. (D2), because the symmetry ac-
tion in Eq. (D3) cancels the P -action in U(1)PT . Using
the duality Xp ' Yd−p and the fact that Hq[Gσ,U(1)T ]
classifies the SPT phases Φq−1(Gσ), we see that E
pq
1
is the same as the first-page module Eq−1d−p,1 in Eq. (5).
Moreover, the two coboundary operations in the double
cochain complex is given by d1 = d, the coboundary oper-
ation of the cochains, and the dual of the ∂ map defined
in Eq. (14). Hence, more generally, the Eqp,r modules
computed in Sec. III are the same as the r-th page mod-
ules Ed−p,q+1r in the spectral sequence (D4). Therefore,
using the result of Eq. (7.10) in Ref. [39], we can prove
that the TCS classification computed in the main text
exactly reproduces the group-cohomology classification
in Ref. [34],
Eqp,r ⇒ Hq−p+d+1[G,U(1)PT ]. (D5)
Appendix E: Proof of trivial d2 maps and trivial
group extensions when G = SG×G0.
In this appendix, we prove that for 2D and 3D bosonic
TCSs, the d2 maps and group-extension problems are
all trivial. Consequently, the simplified formula (11) in
Sec. II produces the correct results for these cases.
We begin by pointing out some obvious cases where
the two problems are trivial. First, recall that the d2
map reduces the spatial dimension by 2: it maps a TCS
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pattern on p-cells to an anomaly pattern on (p− 2)-cells.
Therefore, the d2 map can only be nontrivial if p ≥ 2.
Second, recall that the group-extension problem arises
when n copies of a db = p TCS pattern becomes trivial
on p-cells but nontrivial on lower-dimensional cells. Since
we don’t view db = 0 TCSs as nontrivial states in (11),
the group-extension problem may only exist for p ≥ 2 as
well.
Last but not least, we argue that these two problems
do not arise for the top building-block dimension db = d.
This is because by construction, the d-cells are the AUs
of the space group (or the wallpaper group in 2D), where
the local symmetry group is just Gσ = G0. Therefore,
the local SPT states we can decorate on the d-cells are
simply d-dimensional SPT states protected by G0 alone,
which are described by Φd(G0). If every AU is filled
with the same element [α] ∈ Φd(G0), the entire system is
nothing but the 3D strong SPT phase [α]. When Gs has
no improper symmetries (like mirror reflections and glide
planes), it is well known that α is always compatible with
Gs. When Gs has improper symmetries, α is compatible
with Gs if and only if [α] ∼ −[α]. In either cases, whether
the assembly [α] satisfies the no-open-edge conditions can
be figured out from d1 map, and the higher-page maps
and group-extensions are all trivial.
In summary, ruling out all these obvious cases, we see
that the d2 maps and the group-extension problems can
only be nontrivial for the case of p = 2 in 3D.
We now focus on this case, and consider an assembly
[ψ] in E22,∞, representing 3D TCS states constructed by
decorating 2D SPT states on 2-cells. The building blocks
ψ2 contains 3-cocycles ψ2|σ attached to 2-cells. In or-
der to compute the subleading terms, we need to express
these 3-cocycles using G-valued cochains. The main re-
sult of this section is to show that, when G is a direct
product of a 3D space group SG and an onsite symmetry
group G0, there is a canonical way to lift these 3-cocycles
of Gσ to G-valued cochains, which happen to be not only
invariant in Gσ, but also invariant in G. As a result, one
can choose a vanishing subleading term ψ1 = 0. This im-
plies that the map d2 vanishes. It also implies that the
group extension of combining E22,∞ and E
2
2,∞ is trivial.
Consider a 3-cocycle ψ2|σ decorated on a 2-cell σ. As
discussed in Appendix A, it can be lifted to a G-valued
cochain φ∗σψ|σ, using a map φσ : G→ Gσ,
φ∗σψ|σ(g0, g1, g2, g3) = ψσ(φσ(g0), φσ(g1), φσ(g2), φσ(g3)).
(E1)
In particular, we construct the following group homomor-
phism φσ : G → Gσ. Since G = SG × G0, we can also
decompose Gσ as Gσ = SGσ×G0, where SGσ = Gσ∩SG
denotes the subgroup of SG that keeps σ invariant. No-
tice that for two-cells in 3D, there are only two possi-
bilities of SGσ: SGσ = Z2 if σ is a mirror plane, and
SGσ = Z1 (the trivial group) if it is not. An element
g ∈ G can be expressed as g = g1g2, where g1 ∈ SG and
g2 ∈ G0, respectively. For a mirror plane, we construct
the following map,
φσ(g) = φσ(g1g2) =
{
g2, ρM (g1) = 1;
mσg2, ρM (g1) = −1. (E2)
Here, mσ denotes the nontrivial element of SGσ = Z2.
For a non-mirror plane, we simply define φσ = g2.
It is straightforward to check that the map φσ de-
fined above is a group homomorphism, φσ(g1g2) =
φσ(g1)φσ(g2). Furthermore, it satisfies the condition that
its restriction to Gσ is identity. Using this properties, we
can show that φ∗σψ|σ is actually invariant under G ac-
tions:
φ∗σψ|σ(gg0, . . . , gg3) = ψ|σ(φσ(g)φσ(g0), . . . , φσ(g)φσ(g3))
= ρT (φσ(g))ψ|σ(φσ(g0), . . . , φσ(g3)).
Therefore, this map defines a canonical way to em-
bed H3[Gσ,U(1)T ] into H
3[G,U(1)T ] as a subset. This
means that when calculating the ∂ map in Eq. (14), one
can ignore the g-action and just simply adds the cochains
up. One can then explicitly check that, in such simple
cases, if [∂ψ2], there is a choice of ∂ψ2 such that ∂1 = 0.
As a result, the subtleties of d2 map and group-extension
won’t arise.
Appendix F: Free fermion example of nontrivial d2
map
When the d2 map is nontrivial, it is possible that in
a topological crystal construced from d-dimensional SPT
building blocks, all the anomalies on (d− 1)-cells cancel
each other, but anomalies appear on (d−2)-cells. In this
appendix, we present an example of nontrivial d2 map
in a 2D topological crystaline superconductor. We con-
sider that the 2D system has a wallpaper group p2mm,
the generators of which are Mˆx and Mˆy, a time-reversal
symmetry, Tˆ , and a particle-hole symmetry, Pˆ . The alge-
bra relations of these generators are given by Tˆ 2 = −1,
Pˆ 2 = 1, Mˆ2x = −1, M2y = 1, [Tˆ , Pˆ ] = 0, [Tˆ , Mˆx] = 0,
{Tˆ , Mˆy} = 0, [Pˆ , Mˆx] = 0, and [Tˆ , Mˆy] = 0. Such rela-
tions can be realized in a superconductor with significant
spin-orbit coupling and an order parameter projectively
representing the Mˆy symmetry. To proceed, we represent
these operators as Tˆ = is2K, Pˆ = µ1K, Mˆx = iµ3s3,
Mˆy = µ3s2, where s1,2,3 are pauli matrices representing
the spin degree and µ1,2,3 are pauli matrices represent-
ing the “orbital” degree. (The meaning of “orbital” is
twisted in BdG Hamiltonian.) The complex structure Y
of p2mm is illustrated in Fig. 6, where the only 2-cell
in the G-orbits Y2/G is σ1, the four 1-cells in Y1/G are
τi=1,2,3,4, and the four 0-cells in Y0/G are λi=1,2,3,4.
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FIG. 6. Cell decomposition for the p2mm group.
Now we decorate the 2-cell σ1 with the following BdG Hamiltonian
Hˆ(L)(k) = kxµ1s3 + kyµ2s0 +
(
m− 1
2
k2x −
1
2
k2y
)
µ3s0, (F1)
where m > 0. Due to the Mˆy symmetry, the Hamiltonian decorated on the 2-cell σ3 should be MˆyHˆ
(L)(kx,−ky)Mˆ−1y ,
which is identical with Eq. (F1). Therefore, we extend the Hamiltonian on σ1 (Eq. (F1)) to σ3. Apparently, there is
no boundary state on τ3 and, symmetrically, τ6. Due the symmetry Mˆx, the Hamiltonian on σ2 and σ4 can be derived
as
Hˆ(R)(k) = MˆxHˆ
(L)(−kx, ky)Mˆ−1x = kxµ1s3 − kyµ2s0 +
(
m− 1
2
k2x −
1
2
k2y
)
µ3s0, (F2)
which is different from from Eq. (F1). Therefore, there can be some kind of boundary states on the 1-cells τ1 and τ5.
To calculate the boundary state, we insert an infinite potential barrier on the edges τ1 and τ5 and the vertex λ1, such
that the total Hamiltonian around the barrier is given by
Hˆ(ky) = −i∂xµ1s3 − sgn(x)kyµ2s0 +
(
m+
1
2
∂2x −
1
2
k2y
)
µ3s0 + V (x), (F3)
where
V (x) =
{
0, |x| > δ
∞, |x| ≤ δ . (F4)
Here δ is half the width of the barrier. The effective theory on the boundary can be got by first solving the zero
modes for ky = 0 and then projecting the ky 6= 0 terms to these zero modes. The zero modes can be obtained as
φL1(x) =
|+〉+ i|−〉√
2
⊗ | ↑〉 ⊗ 1N
(
eλ+(x+δ) − eλ−(x+δ)
)
, x ≤ −δ, (F5)
φL2(x) =
|+〉 − i|−〉√
2
⊗ | ↓〉 ⊗ 1N
(
eλ+(x+δ) − eλ−(x+δ)
)
, x ≤ −δ, (F6)
φR1(x) =
|+〉 − i|−〉√
2
⊗ | ↑〉 ⊗ 1N
(
e−λ+(x−δ) − e−λ−(x−δ)
)
, x ≥ δ, (F7)
φR2(x) =
|+〉+ i|−〉√
2
⊗ | ↓〉 ⊗ 1N
(
e−λ+(x−δ) − e−λ−(x−δ)
)
, x ≥ δ. (F8)
Here λ± = 1 ±
√
1− 2m, | ↑ / ↓〉 are the spin bases,
|+/−〉 are the “orbital” bases, and N is a normalization
factor. Projecting the ky term in Eq. (F3) on the four
22
zero modes, we get the effective Hamiltonian
Hˆ(b) = kyµ0s3. (F9)
(Here we omit the k2y term.) The projected symmetry
operations are Tˆ (b) = is2K, Pˆ
(b) = −iµ3s3K, Mˆ (b)x =
iµ1s3, and Mˆ
(b)
y = s2. Notice that the pauli matrices
µ1,2,3 here represent a rotated “orbital” degree. Now let
us check whether Eq. (F9) can be gapped symmetrically.
We soften the barrier, such that |φL1/2〉 can be coupled to
|φR1/2〉. On one hand, the only symmetry allowed mass
term by Tˆ (b), Pˆ (b) and Mˆ
(b)
x is µ2s1. On the other hand,
this term anti-commutes with Mˆ
(b)
y . Therefore the mass
term takes the form m(y)µ2s1, where m(y) is an odd
function of y, i.e., m(−y) = −m(y). Such a mass term
would left a symmetry protected gapless point at y = 0,
i.e., the 0-cell λ1. Replacing the mirror symmetries above
with mirror symmetries on x = −1/2 and y = 1/2, and
following the same analysis, one can easily show that all
the 0-cells in Y0/G, λ1,2,3,4, are gapless.
Appendix G: Full classification for bosonic TCS
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TABLE I: Classifications of two-dimensional SPT phases.
G0 E
2
2,∞ E
1
1,∞ E
0
0,∞
Wallpaper group #1 p1
∅
ZT2 Z22
Z2 Z2 Z2
Z2 × ZT2 Z22 Z42 Z2
Z4 Z4 Z4
Z6 Z6 Z6
Z2 × Z2 Z32 Z22 Z22
Z4 × Z4 Z34 Z24 Z24
Z6 × Z6 Z36 Z26 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z22
Wallpaper group #2 p2
∅ Z42
ZT2 Z32 Z42
Z2 Z2 Z82
Z2 × ZT2 Z22 Z62 Z82
Z4 Z4 Z72 ⊕ Z4
Z6 Z6 Z72 ⊕ Z6
Z2 × Z2 Z32 Z32 Z122
Z4 × Z4 Z34 Z32 Z102 ⊕ Z24
Z6 × Z6 Z36 Z32 Z102 ⊕ Z26
U(1) Z Z⊕ Z72
SU(2) Z Z42
SO(3) Z Z32 Z42
Wallpaper group #3 pm
∅ Z22
ZT2 Z52 Z22
Z2 Z2 Z22 Z42
Z2 × ZT2 Z22 Z102 Z42
Z4 Z2 Z22 Z32 ⊕ Z4
Z6 Z2 Z22 Z32 ⊕ Z6
Z2 × Z2 Z32 Z72 Z62
Z4 × Z4 Z32 Z62 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z32 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Wallpaper group #4 pg
∅
ZT2 Z22
Z2 Z2 Z2
Z2 × ZT2 Z22 Z42 Z2
Z4 Z2 Z4
Z6 Z2 Z6
Z2 × Z2 Z32 Z22 Z22
Z4 × Z4 Z32 Z2 ⊕ Z4 Z24
Z6 × Z6 Z32 Z2 ⊕ Z6 Z26
TABLE I (Continued.)
G0 E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z
SU(2)
SO(3) Z22
Wallpaper group #5 cm
∅ Z2
ZT2 Z32 Z2
Z2 Z2 Z2 Z22
Z2 × ZT2 Z22 Z62 Z22
Z4 Z2 Z2 Z2 ⊕ Z4
Z6 Z2 Z2 Z2 ⊕ Z6
Z2 × Z2 Z32 Z42 Z32
Z4 × Z4 Z32 Z32 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z32 Z32 ⊕ Z6 Z2 ⊕ Z26
U(1) Z⊕ Z2
SU(2) Z2
SO(3) Z22 Z2
Wallpaper group #6 p2mm
∅ Z82
ZT2 Z82 Z82
Z2 Z2 Z42 Z122
Z2 × ZT2 Z22 Z162 Z122
Z4 Z2 Z42 Z112 ⊕ Z4
Z6 Z2 Z42 Z112 ⊕ Z6
Z2 × Z2 Z32 Z122 Z162
Z4 × Z4 Z32 Z122 Z142 ⊕ Z24
Z6 × Z6 Z32 Z122 Z142 ⊕ Z26
U(1) Z⊕ Z112
SU(2) Z82
SO(3) Z42 Z82
Wallpaper group #7 p2mg
∅ Z32
ZT2 Z42 Z32
Z2 Z2 Z2 Z62
Z2 × ZT2 Z22 Z82 Z62
Z4 Z2 Z2 Z52 ⊕ Z4
Z6 Z2 Z2 Z52 ⊕ Z6
Z2 × Z2 Z32 Z52 Z92
Z4 × Z4 Z32 Z52 Z72 ⊕ Z24
Z6 × Z6 Z32 Z52 Z72 ⊕ Z26
U(1) Z⊕ Z52
SU(2) Z32
SO(3) Z32 Z32
Wallpaper group #8 p2gg
∅ Z22
ZT2 Z22 Z22
Z2 Z2 Z42
Z2 × ZT2 Z22 Z42 Z42
Z4 Z2 Z32 ⊕ Z4
Z6 Z2 Z32 ⊕ Z6
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TABLE I (Continued.)
G0 E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z32 Z22 Z62
Z4 × Z4 Z32 Z22 Z42 ⊕ Z24
Z6 × Z6 Z32 Z22 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z22 Z22
Wallpaper group #9 c2mm
∅ Z52
ZT2 Z52 Z52
Z2 Z2 Z22 Z82
Z2 × ZT2 Z22 Z102 Z82
Z4 Z2 Z22 Z72 ⊕ Z4
Z6 Z2 Z22 Z72 ⊕ Z6
Z2 × Z2 Z32 Z72 Z112
Z4 × Z4 Z32 Z72 Z92 ⊕ Z24
Z6 × Z6 Z32 Z72 Z92 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z52
SO(3) Z32 Z52
Wallpaper group #10 p4
∅ Z2 ⊕ Z24
ZT2 Z22 Z32
Z2 Z2 Z42 ⊕ Z24
Z2 × ZT2 Z22 Z42 Z62
Z4 Z4 Z22 ⊕ Z44
Z6 Z6 Z32 ⊕ Z24 ⊕ Z6
Z2 × Z2 Z32 Z22 Z72 ⊕ Z24
Z4 × Z4 Z34 Z2 ⊕ Z4 Z32 ⊕ Z64
Z6 × Z6 Z36 Z22 Z52 ⊕ Z24 ⊕ Z26
U(1) Z Z⊕ Z22 ⊕ Z34
SU(2) Z Z2 ⊕ Z24
SO(3) Z Z22 Z2 ⊕ Z24
Wallpaper group #11 p4mm
∅ Z62
ZT2 Z62 Z62
Z2 Z2 Z32 Z92
Z2 × ZT2 Z22 Z122 Z92
Z4 Z2 Z32 Z72 ⊕ Z24
Z6 Z2 Z32 Z82 ⊕ Z6
Z2 × Z2 Z32 Z92 Z122
Z4 × Z4 Z32 Z82 ⊕ Z4 Z82 ⊕ Z44
Z6 × Z6 Z32 Z92 Z102 ⊕ Z26
U(1) Z⊕ Z72 ⊕ Z4
SU(2) Z62
SO(3) Z32 Z62
Wallpaper group #12 p4gm
∅ Z22 ⊕ Z4
ZT2 Z32 Z32
Z2 Z2 Z2 Z42 ⊕ Z4
TABLE I (Continued.)
G0 E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × ZT2 Z22 Z62 Z52
Z4 Z2 Z2 Z22 ⊕ Z34
Z6 Z2 Z2 Z32 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z32 Z42 Z62 ⊕ Z4
Z4 × Z4 Z32 Z32 ⊕ Z4 Z22 ⊕ Z54
Z6 × Z6 Z32 Z42 Z42 ⊕ Z4 ⊕ Z26
U(1) Z⊕ Z22 ⊕ Z24
SU(2) Z22 ⊕ Z4
SO(3) Z22 Z22 ⊕ Z4
Wallpaper group #13 p3
∅ Z33
ZT2
Z2 Z2 Z2 ⊕ Z33
Z2 × ZT2 Z22 Z2
Z4 Z4 Z33 ⊕ Z4
Z6 Z6 Z53 ⊕ Z6
Z2 × Z2 Z32 Z22 ⊕ Z33
Z4 × Z4 Z34 Z33 ⊕ Z24
Z6 × Z6 Z36 Z23 Z73 ⊕ Z26
U(1) Z Z⊕ Z53
SU(2) Z Z33
SO(3) Z Z33
Wallpaper group #14 p3m1
∅ Z2
ZT2 Z22 Z2
Z2 Z2 Z2 Z22
Z2 × ZT2 Z22 Z42 Z22
Z4 Z2 Z2 Z2 ⊕ Z4
Z6 Z2 Z2 Z2 ⊕ Z23 ⊕ Z6
Z2 × Z2 Z32 Z32 Z32
Z4 × Z4 Z32 Z32 Z2 ⊕ Z24
Z6 × Z6 Z32 Z22 ⊕ Z3 ⊕ Z6 Z2 ⊕ Z43 ⊕ Z26
U(1) Z⊕ Z2 ⊕ Z23
SU(2) Z2
SO(3) Z2 Z2
Wallpaper group #15 p31m
∅ Z2 ⊕ Z3
ZT2 Z22 Z2
Z2 Z2 Z2 Z22 ⊕ Z3
Z2 × ZT2 Z22 Z42 Z22
Z4 Z2 Z2 Z2 ⊕ Z3 ⊕ Z4
Z6 Z2 Z2 Z2 ⊕ Z23 ⊕ Z6
Z2 × Z2 Z32 Z32 Z32 ⊕ Z3
Z4 × Z4 Z32 Z32 Z2 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z32 Z22 ⊕ Z6 Z2 ⊕ Z33 ⊕ Z26
U(1) Z⊕ Z2 ⊕ Z23
SU(2) Z2 ⊕ Z3
SO(3) Z2 Z2 ⊕ Z3
Wallpaper group #16 p6
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TABLE I (Continued.)
G0 E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z2 ⊕ Z3 ⊕ Z6
ZT2 Z2 Z22
Z2 Z2 Z32 ⊕ Z3 ⊕ Z6
Z2 × ZT2 Z22 Z22 Z42
Z4 Z4 Z22 ⊕ Z3 ⊕
Z4 ⊕ Z6
Z6 Z6 Z2 ⊕ Z3 ⊕ Z36
Z2 × Z2 Z32 Z2 Z52 ⊕ Z3 ⊕ Z6
Z4 × Z4 Z34 Z2 Z32 ⊕ Z3 ⊕
Z24 ⊕ Z6
Z6 × Z6 Z36 Z6 Z2 ⊕ Z3 ⊕ Z56
U(1) Z Z⊕ Z2 ⊕
Z3 ⊕ Z26
SU(2) Z Z2 ⊕ Z3 ⊕ Z6
SO(3) Z Z2 Z2 ⊕ Z3 ⊕ Z6
Wallpaper group #17 p6mm
∅ Z42
ZT2 Z42 Z42
Z2 Z2 Z22 Z62
Z2 × ZT2 Z22 Z82 Z62
Z4 Z2 Z22 Z52 ⊕ Z4
Z6 Z2 Z22 Z42 ⊕ Z26
Z2 × Z2 Z32 Z62 Z82
Z4 × Z4 Z32 Z62 Z62 ⊕ Z24
Z6 × Z6 Z32 Z52 ⊕ Z6 Z42 ⊕ Z46
U(1) Z⊕ Z42 ⊕ Z6
SU(2) Z42
SO(3) Z22 Z42
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TABLE II: Classifications of three-dimensional SPT phases.
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #1 P1
∅
ZT2 Z2 Z32
Z2 Z32 Z2
Z2 × ZT2 Z32 Z62 Z62 Z2
Z4 Z34 Z4
Z6 Z36 Z6
Z2 × Z2 Z22 Z92 Z32 Z22
Z4 × Z4 Z24 Z94 Z34 Z24
Z6 × Z6 Z26 Z96 Z36 Z26
U(1) Z3 Z
SU(2) Z3
SO(3) Z3 Z32
Space group #2 P 1¯
∅ Z82
ZT2 Z2 Z72 Z82
Z2 Z42 Z162
Z2 × ZT2 Z32 Z82 Z142 Z162
Z4 Z2 ⊕ Z34 Z152 ⊕ Z4
Z6 Z2 ⊕ Z36 Z152 ⊕ Z6
Z2 × Z2 Z22 Z122 Z72 Z242
Z4 × Z4 Z22 Z32 ⊕ Z94 Z72 Z222 ⊕ Z24
Z6 × Z6 Z22 Z32 ⊕ Z96 Z72 Z222 ⊕ Z26
U(1) Z3 ⊕ Z2 Z⊕ Z152
SU(2) Z3 ⊕ Z2 Z82
SO(3) Z3 ⊕ Z2 Z72 Z82
Space group #3 P2
∅ Z42
ZT2 Z2 Z112 Z42
Z2 Z42 Z42 Z82
Z2 × ZT2 Z32 Z82 Z222 Z82
Z4 Z32 ⊕ Z4 Z42 Z72 ⊕ Z4
Z6 Z32 ⊕ Z6 Z42 Z72 ⊕ Z6
Z2 × Z2 Z22 Z122 Z152 Z122
Z4 × Z4 Z24 Z92 ⊕ Z34 Z142 ⊕ Z4 Z102 ⊕ Z24
Z6 × Z6 Z26 Z92 ⊕ Z36 Z142 ⊕ Z6 Z102 ⊕ Z26
U(1) Z Z⊕ Z72
SU(2) Z Z42
SO(3) Z Z72 Z42
Space group #4 P21
∅
ZT2 Z2 Z32
Z2 Z32 Z2
Z2 × ZT2 Z32 Z62 Z62 Z2
Z4 Z22 ⊕ Z4 Z4
Z6 Z22 ⊕ Z6 Z6
Z2 × Z2 Z22 Z92 Z32 Z22
Z4 × Z4 Z24 Z62 ⊕ Z34 Z22 ⊕ Z4 Z24
Z6 × Z6 Z26 Z62 ⊕ Z36 Z22 ⊕ Z6 Z26
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z Z
SU(2) Z
SO(3) Z Z32
Space group #5 C2
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z22 ⊕ Z4 Z22 Z32 ⊕ Z4
Z6 Z22 ⊕ Z6 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z24 Z62 ⊕ Z34 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 ⊕ Z36 Z72 ⊕ Z6 Z42 ⊕ Z26
U(1) Z Z⊕ Z32
SU(2) Z Z22
SO(3) Z Z42 Z22
Space group #6 Pm
∅ Z22 Z22
ZT2 Z2 Z42 Z92 Z22
Z2 Z82 Z42 Z42
Z2 × ZT2 Z32 Z162 Z182 Z42
Z4 Z72 ⊕ Z4 Z42 Z32 ⊕ Z4
Z6 Z72 ⊕ Z6 Z42 Z32 ⊕ Z6
Z2 × Z2 Z22 Z202 Z132 Z62
Z4 × Z4 Z22 Z172 ⊕ Z34 Z112 ⊕ Z24 Z42 ⊕ Z24
Z6 × Z6 Z22 Z172 ⊕ Z36 Z112 ⊕ Z26 Z42 ⊕ Z26
U(1) Z⊕ Z52 Z⊕ Z32
SU(2) Z⊕ Z32 Z22
SO(3) Z⊕ Z52 Z52 Z22
Space group #7 Pc
∅
ZT2 Z2 Z32
Z2 Z32 Z2
Z2 × ZT2 Z32 Z62 Z62 Z2
Z4 Z22 ⊕ Z4 Z4
Z6 Z22 ⊕ Z6 Z6
Z2 × Z2 Z22 Z92 Z32 Z22
Z4 × Z4 Z22 Z62 ⊕ Z34 Z2 ⊕ Z24 Z24
Z6 × Z6 Z22 Z62 ⊕ Z36 Z2 ⊕ Z26 Z26
U(1) Z⊕ Z2 Z
SU(2) Z⊕ Z2
SO(3) Z⊕ Z2 Z32
Space group #8 Cm
∅ Z2 Z2
ZT2 Z2 Z22 Z52 Z2
Z2 Z52 Z22 Z22
Z2 × ZT2 Z32 Z102 Z102 Z22
Z4 Z42 ⊕ Z4 Z22 Z2 ⊕ Z4
Z6 Z42 ⊕ Z6 Z22 Z2 ⊕ Z6
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z22 Z132 Z72 Z32
Z4 × Z4 Z22 Z102 ⊕ Z34 Z52 ⊕ Z24 Z2 ⊕ Z24
Z6 × Z6 Z22 Z102 ⊕ Z36 Z52 ⊕ Z26 Z2 ⊕ Z26
U(1) Z⊕ Z32 Z⊕ Z2
SU(2) Z⊕ Z22 Z2
SO(3) Z⊕ Z32 Z32 Z2
Space group #9 Cc
∅
ZT2 Z2 Z22
Z2 Z22 Z2
Z2 × ZT2 Z32 Z42 Z42 Z2
Z4 Z2 ⊕ Z4 Z4
Z6 Z2 ⊕ Z6 Z6
Z2 × Z2 Z22 Z62 Z22 Z22
Z4 × Z4 Z22 Z32 ⊕ Z34 Z24 Z24
Z6 × Z6 Z22 Z32 ⊕ Z36 Z26 Z26
U(1) Z⊕ Z2 Z
SU(2) Z⊕ Z2
SO(3) Z⊕ Z2 Z22
Space group #10 P2/m
∅ Z22 Z162
ZT2 Z2 Z42 Z202 Z162
Z2 Z92 Z102 Z242
Z2 × ZT2 Z32 Z182 Z402 Z242
Z4 Z82 ⊕ Z4 Z102 Z232 ⊕ Z4
Z6 Z82 ⊕ Z6 Z102 Z232 ⊕ Z6
Z2 × Z2 Z22 Z232 Z302 Z322
Z4 × Z4 Z22 Z202 ⊕ Z34 Z302 Z302 ⊕ Z24
Z6 × Z6 Z22 Z202 ⊕ Z36 Z302 Z302 ⊕ Z26
U(1) Z⊕ Z52 Z⊕ Z232
SU(2) Z⊕ Z32 Z162
SO(3) Z⊕ Z52 Z102 Z162
Space group #11 P21/m
∅ Z2 Z52
ZT2 Z2 Z22 Z82 Z52
Z2 Z62 Z22 Z102
Z2 × ZT2 Z32 Z122 Z162 Z102
Z4 Z52 ⊕ Z4 Z22 Z92 ⊕ Z4
Z6 Z52 ⊕ Z6 Z22 Z92 ⊕ Z6
Z2 × Z2 Z22 Z162 Z102 Z152
Z4 × Z4 Z22 Z132 ⊕ Z34 Z102 Z132 ⊕ Z24
Z6 × Z6 Z22 Z132 ⊕ Z36 Z102 Z132 ⊕ Z26
U(1) Z⊕ Z32 Z⊕ Z92
SU(2) Z⊕ Z22 Z52
SO(3) Z⊕ Z32 Z62 Z52
Space group #12 C2/m
∅ Z2 Z102
ZT2 Z2 Z22 Z122 Z102
Z2 Z62 Z52 Z162
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × ZT2 Z32 Z122 Z242 Z162
Z4 Z52 ⊕ Z4 Z52 Z152 ⊕ Z4
Z6 Z52 ⊕ Z6 Z52 Z152 ⊕ Z6
Z2 × Z2 Z22 Z162 Z172 Z222
Z4 × Z4 Z22 Z132 ⊕ Z34 Z172 Z202 ⊕ Z24
Z6 × Z6 Z22 Z132 ⊕ Z36 Z172 Z202 ⊕ Z26
U(1) Z⊕ Z32 Z⊕ Z152
SU(2) Z⊕ Z22 Z102
SO(3) Z⊕ Z32 Z72 Z102
Space group #13 P2/c
∅ Z62
ZT2 Z2 Z92 Z62
Z2 Z42 Z22 Z122
Z2 × ZT2 Z32 Z82 Z182 Z122
Z4 Z32 ⊕ Z4 Z22 Z112 ⊕ Z4
Z6 Z32 ⊕ Z6 Z22 Z112 ⊕ Z6
Z2 × Z2 Z22 Z122 Z112 Z182
Z4 × Z4 Z22 Z92 ⊕ Z34 Z112 Z162 ⊕ Z24
Z6 × Z6 Z22 Z92 ⊕ Z36 Z112 Z162 ⊕ Z26
U(1) Z⊕ Z2 Z⊕ Z112
SU(2) Z⊕ Z2 Z62
SO(3) Z⊕ Z2 Z72 Z62
Space group #14 P21/c
∅ Z42
ZT2 Z2 Z42 Z42
Z2 Z32 Z82
Z2 × ZT2 Z32 Z62 Z82 Z82
Z4 Z22 ⊕ Z4 Z72 ⊕ Z4
Z6 Z22 ⊕ Z6 Z72 ⊕ Z6
Z2 × Z2 Z22 Z92 Z42 Z122
Z4 × Z4 Z22 Z62 ⊕ Z34 Z42 Z102 ⊕ Z24
Z6 × Z6 Z22 Z62 ⊕ Z36 Z42 Z102 ⊕ Z26
U(1) Z⊕ Z2 Z⊕ Z72
SU(2) Z⊕ Z2 Z42
SO(3) Z⊕ Z2 Z42 Z42
Space group #15 C2/c
∅ Z52
ZT2 Z2 Z62 Z52
Z2 Z32 Z2 Z102
Z2 × ZT2 Z32 Z62 Z122 Z102
Z4 Z22 ⊕ Z4 Z2 Z92 ⊕ Z4
Z6 Z22 ⊕ Z6 Z2 Z92 ⊕ Z6
Z2 × Z2 Z22 Z92 Z72 Z152
Z4 × Z4 Z22 Z62 ⊕ Z34 Z72 Z132 ⊕ Z24
Z6 × Z6 Z22 Z62 ⊕ Z36 Z72 Z132 ⊕ Z26
U(1) Z⊕ Z2 Z⊕ Z92
SU(2) Z⊕ Z2 Z52
SO(3) Z⊕ Z2 Z52 Z52
Space group #16 P222
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z162
ZT2 Z2 Z242 Z162
Z2 Z52 Z122 Z242
Z2 × ZT2 Z32 Z102 Z482 Z242
Z4 Z52 Z122 Z232 ⊕ Z4
Z6 Z52 Z122 Z232 ⊕ Z6
Z2 × Z2 Z22 Z152 Z362 Z322
Z4 × Z4 Z24 Z152 Z362 Z302 ⊕ Z24
Z6 × Z6 Z26 Z152 Z362 Z302 ⊕ Z26
U(1) Z⊕ Z232
SU(2) Z162
SO(3) Z122 Z162
Space group #17 P2221
∅ Z42
ZT2 Z2 Z112 Z42
Z2 Z42 Z42 Z82
Z2 × ZT2 Z32 Z82 Z222 Z82
Z4 Z42 Z42 Z72 ⊕ Z4
Z6 Z42 Z42 Z72 ⊕ Z6
Z2 × Z2 Z22 Z122 Z152 Z122
Z4 × Z4 Z24 Z122 Z152 Z102 ⊕ Z24
Z6 × Z6 Z26 Z122 Z152 Z102 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z42
SO(3) Z72 Z42
Space group #18 P21212
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z22 ⊕ Z4 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z24 Z62 ⊕ Z34 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z26 Z92 Z82 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z42 Z22
Space group #19 P212121
∅
ZT2 Z2 Z22
Z2 Z22 Z2
Z2 × ZT2 Z32 Z42 Z42 Z2
Z4 Z24 Z4
Z6 Z22 Z6
Z2 × Z2 Z22 Z62 Z22 Z22
Z4 × Z4 Z24 Z64 Z24 Z24
Z6 × Z6 Z26 Z62 Z22 Z26
U(1) Z
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SU(2)
SO(3) Z22
Space group #20 C2221
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z32 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z24 Z92 Z82 Z42 ⊕ Z24
Z6 × Z6 Z26 Z92 Z82 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z42 Z22
Space group #21 C222
∅ Z92
ZT2 Z2 Z152 Z92
Z2 Z42 Z72 Z142
Z2 × ZT2 Z32 Z82 Z302 Z142
Z4 Z42 Z72 Z132 ⊕ Z4
Z6 Z42 Z72 Z132 ⊕ Z6
Z2 × Z2 Z22 Z122 Z222 Z192
Z4 × Z4 Z24 Z122 Z222 Z172 ⊕ Z24
Z6 × Z6 Z26 Z122 Z222 Z172 ⊕ Z26
U(1) Z⊕ Z132
SU(2) Z92
SO(3) Z82 Z92
Space group #22 F222
∅ Z82
ZT2 Z2 Z132 Z82
Z2 Z42 Z62 Z122
Z2 × ZT2 Z32 Z82 Z262 Z122
Z4 Z42 Z62 Z102 ⊕ Z24
Z6 Z42 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z122 Z192 Z162
Z4 × Z4 Z24 Z122 Z182 ⊕ Z4 Z122 ⊕ Z44
Z6 × Z6 Z26 Z122 Z192 Z142 ⊕ Z26
U(1) Z⊕ Z102 ⊕ Z4
SU(2) Z82
SO(3) Z72 Z82
Space group #23 I222
∅ Z82
ZT2 Z2 Z122 Z82
Z2 Z32 Z62 Z122
Z2 × ZT2 Z32 Z62 Z242 Z122
Z4 Z22 ⊕ Z4 Z62 Z112 ⊕ Z4
Z6 Z32 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z92 Z182 Z162
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 × Z4 Z24 Z62 ⊕ Z34 Z172 ⊕ Z4 Z142 ⊕ Z24
Z6 × Z6 Z26 Z92 Z182 Z142 ⊕ Z26
U(1) Z⊕ Z112
SU(2) Z82
SO(3) Z62 Z82
Space group #24 I212121
∅ Z32
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z32 Z32 Z52 ⊕ Z4
Z6 Z32 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z24 Z92 Z112 Z72 ⊕ Z24
Z6 × Z6 Z26 Z92 Z112 Z72 ⊕ Z26
U(1) Z⊕ Z52
SU(2) Z32
SO(3) Z52 Z32
Space group #25 Pmm2
∅ Z42 Z42 Z82
ZT2 Z2 Z82 Z242 Z82
Z2 Z132 Z162 Z122
Z2 × ZT2 Z32 Z262 Z442 Z122
Z4 Z132 Z162 Z112 ⊕ Z4
Z6 Z132 Z162 Z112 ⊕ Z6
Z2 × Z2 Z22 Z312 Z362 Z162
Z4 × Z4 Z22 Z312 Z352 ⊕ Z4 Z142 ⊕ Z24
Z6 × Z6 Z22 Z312 Z352 ⊕ Z6 Z142 ⊕ Z26
U(1) Z92 Z42 Z⊕ Z112
SU(2) Z52 Z42 Z82
SO(3) Z92 Z122 Z82
Space group #26 Pmc21
∅ Z22 Z22
ZT2 Z2 Z42 Z92 Z22
Z2 Z82 Z42 Z42
Z2 × ZT2 Z32 Z162 Z182 Z42
Z4 Z82 Z42 Z32 ⊕ Z4
Z6 Z82 Z42 Z32 ⊕ Z6
Z2 × Z2 Z22 Z202 Z132 Z62
Z4 × Z4 Z22 Z202 Z122 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z202 Z122 ⊕ Z6 Z42 ⊕ Z26
U(1) Z52 Z⊕ Z32
SU(2) Z32 Z22
SO(3) Z52 Z52 Z22
Space group #27 Pcc2
∅ Z42
ZT2 Z2 Z112 Z42
Z2 Z42 Z42 Z82
Z2 × ZT2 Z32 Z82 Z222 Z82
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 Z42 Z42 Z72 ⊕ Z4
Z6 Z42 Z42 Z72 ⊕ Z6
Z2 × Z2 Z22 Z122 Z152 Z122
Z4 × Z4 Z22 Z122 Z142 ⊕ Z4 Z102 ⊕ Z24
Z6 × Z6 Z22 Z122 Z142 ⊕ Z6 Z102 ⊕ Z26
U(1) Z2 Z⊕ Z72
SU(2) Z2 Z42
SO(3) Z2 Z72 Z42
Space group #28 Pma2
∅ Z2 Z32
ZT2 Z2 Z22 Z102 Z32
Z2 Z62 Z42 Z62
Z2 × ZT2 Z32 Z122 Z202 Z62
Z4 Z62 Z42 Z52 ⊕ Z4
Z6 Z62 Z42 Z52 ⊕ Z6
Z2 × Z2 Z22 Z162 Z142 Z92
Z4 × Z4 Z22 Z162 Z132 ⊕ Z4 Z72 ⊕ Z24
Z6 × Z6 Z22 Z162 Z132 ⊕ Z6 Z72 ⊕ Z26
U(1) Z32 Z⊕ Z52
SU(2) Z22 Z32
SO(3) Z32 Z62 Z32
Space group #29 Pca21
∅
ZT2 Z2 Z32
Z2 Z32 Z2
Z2 × ZT2 Z32 Z62 Z62 Z2
Z4 Z32 Z4
Z6 Z32 Z6
Z2 × Z2 Z22 Z92 Z32 Z22
Z4 × Z4 Z22 Z92 Z22 ⊕ Z4 Z24
Z6 × Z6 Z22 Z92 Z22 ⊕ Z6 Z26
U(1) Z2 Z
SU(2) Z2
SO(3) Z2 Z32
Space group #30 Pnc2
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z32 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z22 Z92 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z92 Z72 ⊕ Z6 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
SO(3) Z2 Z42 Z22
Space group #31 Pmn21
∅ Z2 Z2
30
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
ZT2 Z2 Z22 Z52 Z2
Z2 Z52 Z22 Z22
Z2 × ZT2 Z32 Z102 Z102 Z22
Z4 Z42 ⊕ Z4 Z22 Z2 ⊕ Z4
Z6 Z52 Z22 Z2 ⊕ Z6
Z2 × Z2 Z22 Z132 Z72 Z32
Z4 × Z4 Z22 Z102 ⊕ Z34 Z52 ⊕ Z24 Z2 ⊕ Z24
Z6 × Z6 Z22 Z132 Z62 ⊕ Z6 Z2 ⊕ Z26
U(1) Z32 Z⊕ Z2
SU(2) Z22 Z2
SO(3) Z32 Z32 Z2
Space group #32 Pba2
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z32 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z22 Z92 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z92 Z72 ⊕ Z6 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
SO(3) Z2 Z42 Z22
Space group #33 Pna21
∅
ZT2 Z2 Z22
Z2 Z22 Z2
Z2 × ZT2 Z32 Z42 Z42 Z2
Z4 Z2 ⊕ Z4 Z4
Z6 Z22 Z6
Z2 × Z2 Z22 Z62 Z22 Z22
Z4 × Z4 Z22 Z32 ⊕ Z34 Z24 Z24
Z6 × Z6 Z22 Z62 Z2 ⊕ Z6 Z26
U(1) Z2 Z
SU(2) Z2
SO(3) Z2 Z22
Space group #34 Pnn2
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z32 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z22 Z92 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z92 Z72 ⊕ Z6 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SO(3) Z2 Z42 Z22
Space group #35 Cmm2
∅ Z22 Z22 Z52
ZT2 Z2 Z42 Z152 Z52
Z2 Z82 Z92 Z82
Z2 × ZT2 Z32 Z162 Z282 Z82
Z4 Z82 Z92 Z72 ⊕ Z4
Z6 Z82 Z92 Z72 ⊕ Z6
Z2 × Z2 Z22 Z202 Z222 Z112
Z4 × Z4 Z22 Z202 Z212 ⊕ Z4 Z92 ⊕ Z24
Z6 × Z6 Z22 Z202 Z212 ⊕ Z6 Z92 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z72
SU(2) Z32 Z22 Z52
SO(3) Z52 Z82 Z52
Space group #36 Cmc21
∅ Z2 Z2
ZT2 Z2 Z22 Z52 Z2
Z2 Z52 Z22 Z22
Z2 × ZT2 Z32 Z102 Z102 Z22
Z4 Z52 Z22 Z2 ⊕ Z4
Z6 Z52 Z22 Z2 ⊕ Z6
Z2 × Z2 Z22 Z132 Z72 Z32
Z4 × Z4 Z22 Z132 Z62 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z132 Z62 ⊕ Z6 Z2 ⊕ Z26
U(1) Z32 Z⊕ Z2
SU(2) Z22 Z2
SO(3) Z32 Z32 Z2
Space group #37 Ccc2
∅ Z32
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z32 Z32 Z52 ⊕ Z4
Z6 Z32 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z22 Z92 Z102 ⊕ Z4 Z72 ⊕ Z24
Z6 × Z6 Z22 Z92 Z102 ⊕ Z6 Z72 ⊕ Z26
U(1) Z2 Z⊕ Z52
SU(2) Z2 Z32
SO(3) Z2 Z52 Z32
Space group #38 Amm2
∅ Z32 Z22 Z42
ZT2 Z2 Z62 Z142 Z42
Z2 Z102 Z92 Z62
Z2 × ZT2 Z32 Z202 Z262 Z62
Z4 Z102 Z92 Z52 ⊕ Z4
Z6 Z102 Z92 Z52 ⊕ Z6
Z2 × Z2 Z22 Z242 Z212 Z82
Z4 × Z4 Z22 Z242 Z202 ⊕ Z4 Z62 ⊕ Z24
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 × Z6 Z22 Z242 Z202 ⊕ Z6 Z62 ⊕ Z26
U(1) Z72 Z22 Z⊕ Z52
SU(2) Z42 Z22 Z42
SO(3) Z72 Z72 Z42
Space group #39 Aem2
∅ Z2 Z32
ZT2 Z2 Z22 Z102 Z32
Z2 Z62 Z42 Z62
Z2 × ZT2 Z32 Z122 Z202 Z62
Z4 Z62 Z42 Z52 ⊕ Z4
Z6 Z62 Z42 Z52 ⊕ Z6
Z2 × Z2 Z22 Z162 Z142 Z92
Z4 × Z4 Z22 Z162 Z132 ⊕ Z4 Z72 ⊕ Z24
Z6 × Z6 Z22 Z162 Z132 ⊕ Z6 Z72 ⊕ Z26
U(1) Z32 Z⊕ Z52
SU(2) Z22 Z32
SO(3) Z32 Z62 Z32
Space group #40 Ama2
∅ Z2 Z22
ZT2 Z2 Z22 Z72 Z22
Z2 Z52 Z32 Z42
Z2 × ZT2 Z32 Z102 Z142 Z42
Z4 Z52 Z32 Z32 ⊕ Z4
Z6 Z52 Z32 Z32 ⊕ Z6
Z2 × Z2 Z22 Z132 Z102 Z62
Z4 × Z4 Z22 Z132 Z92 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z132 Z92 ⊕ Z6 Z42 ⊕ Z26
U(1) Z32 Z⊕ Z32
SU(2) Z22 Z22
SO(3) Z32 Z42 Z22
Space group #41 Aea2
∅ Z2
ZT2 Z2 Z42 Z2
Z2 Z32 Z2 Z22
Z2 × ZT2 Z32 Z62 Z82 Z22
Z4 Z32 Z2 Z2 ⊕ Z4
Z6 Z32 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z92 Z52 Z32
Z4 × Z4 Z22 Z92 Z42 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z92 Z42 ⊕ Z6 Z2 ⊕ Z26
U(1) Z2 Z⊕ Z2
SU(2) Z2 Z2
SO(3) Z2 Z32 Z2
Space group #42 Fmm2
∅ Z22 Z2 Z32
ZT2 Z2 Z42 Z112 Z32
Z2 Z82 Z62 Z52
Z2 × ZT2 Z32 Z162 Z212 Z52
Z4 Z82 Z62 Z42 ⊕ Z4
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 Z82 Z62 Z42 ⊕ Z6
Z2 × Z2 Z22 Z202 Z162 Z72
Z4 × Z4 Z22 Z202 Z152 ⊕ Z4 Z52 ⊕ Z24
Z6 × Z6 Z22 Z202 Z152 ⊕ Z6 Z52 ⊕ Z26
U(1) Z52 Z2 Z⊕ Z42
SU(2) Z32 Z2 Z32
SO(3) Z52 Z62 Z32
Space group #43 Fdd2
∅ Z2
ZT2 Z2 Z32 Z2
Z2 Z22 Z2 Z22
Z2 × ZT2 Z32 Z42 Z62 Z22
Z4 Z22 Z2 Z2 ⊕ Z4
Z6 Z22 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z62 Z42 Z32
Z4 × Z4 Z22 Z62 Z32 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z62 Z32 ⊕ Z6 Z2 ⊕ Z26
U(1) Z2 Z⊕ Z2
SU(2) Z2 Z2
SO(3) Z2 Z22 Z2
Space group #44 Imm2
∅ Z22 Z22 Z42
ZT2 Z2 Z42 Z122 Z42
Z2 Z72 Z82 Z62
Z2 × ZT2 Z32 Z142 Z222 Z62
Z4 Z62 ⊕ Z4 Z82 Z52 ⊕ Z4
Z6 Z72 Z82 Z52 ⊕ Z6
Z2 × Z2 Z22 Z172 Z182 Z82
Z4 × Z4 Z22 Z142 ⊕ Z34 Z162 ⊕ Z24 Z62 ⊕ Z24
Z6 × Z6 Z22 Z172 Z172 ⊕ Z6 Z62 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z52
SU(2) Z32 Z22 Z42
SO(3) Z52 Z62 Z42
Space group #45 Iba2
∅ Z22
ZT2 Z2 Z62 Z22
Z2 Z32 Z22 Z42
Z2 × ZT2 Z32 Z62 Z122 Z42
Z4 Z32 Z22 Z32 ⊕ Z4
Z6 Z32 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z82 Z62
Z4 × Z4 Z22 Z92 Z72 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z92 Z72 ⊕ Z6 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
SO(3) Z2 Z42 Z22
Space group #46 Ima2
∅ Z2 Z22
ZT2 Z2 Z22 Z72 Z22
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z52 Z32 Z42
Z2 × ZT2 Z32 Z102 Z142 Z42
Z4 Z52 Z32 Z32 ⊕ Z4
Z6 Z52 Z32 Z32 ⊕ Z6
Z2 × Z2 Z22 Z132 Z102 Z62
Z4 × Z4 Z22 Z132 Z92 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z132 Z92 ⊕ Z6 Z42 ⊕ Z26
U(1) Z32 Z⊕ Z32
SU(2) Z22 Z22
SO(3) Z32 Z42 Z22
Space group #47 Pmmm
∅ Z62 Z122 Z242
ZT2 Z2 Z122 Z482 Z242
Z2 Z182 Z362 Z322
Z2 × ZT2 Z32 Z362 Z842 Z322
Z4 Z182 Z362 Z312 ⊕ Z4
Z6 Z182 Z362 Z312 ⊕ Z6
Z2 × Z2 Z22 Z422 Z722 Z402
Z4 × Z4 Z22 Z422 Z722 Z382 ⊕ Z24
Z6 × Z6 Z22 Z422 Z722 Z382 ⊕ Z26
U(1) Z132 Z122 Z⊕ Z312
SU(2) Z72 Z122 Z242
SO(3) Z132 Z242 Z242
Space group #48 Pnnn
∅ Z102
ZT2 Z2 Z142 Z102
Z2 Z42 Z62 Z162
Z2 × ZT2 Z32 Z82 Z282 Z162
Z4 Z42 Z62 Z152 ⊕ Z4
Z6 Z42 Z62 Z152 ⊕ Z6
Z2 × Z2 Z22 Z122 Z202 Z222
Z4 × Z4 Z22 Z122 Z202 Z202 ⊕ Z24
Z6 × Z6 Z22 Z122 Z202 Z202 ⊕ Z26
U(1) Z2 Z⊕ Z152
SU(2) Z2 Z102
SO(3) Z2 Z82 Z102
Space group #49 Pccm
∅ Z2 Z162
ZT2 Z2 Z22 Z222 Z162
Z2 Z72 Z112 Z242
Z2 × ZT2 Z32 Z142 Z442 Z242
Z4 Z72 Z112 Z232 ⊕ Z4
Z6 Z72 Z112 Z232 ⊕ Z6
Z2 × Z2 Z22 Z192 Z332 Z322
Z4 × Z4 Z22 Z192 Z332 Z302 ⊕ Z24
Z6 × Z6 Z22 Z192 Z332 Z302 ⊕ Z26
U(1) Z32 Z⊕ Z232
SU(2) Z22 Z162
SO(3) Z32 Z112 Z162
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #50 Pban
∅ Z102
ZT2 Z2 Z142 Z102
Z2 Z42 Z62 Z162
Z2 × ZT2 Z32 Z82 Z282 Z162
Z4 Z42 Z62 Z152 ⊕ Z4
Z6 Z42 Z62 Z152 ⊕ Z6
Z2 × Z2 Z22 Z122 Z202 Z222
Z4 × Z4 Z22 Z122 Z202 Z202 ⊕ Z24
Z6 × Z6 Z22 Z122 Z202 Z202 ⊕ Z26
U(1) Z2 Z⊕ Z152
SU(2) Z2 Z102
SO(3) Z2 Z82 Z102
Space group #51 Pmma
∅ Z32 Z22 Z122
ZT2 Z2 Z62 Z222 Z122
Z2 Z112 Z132 Z182
Z2 × ZT2 Z32 Z222 Z422 Z182
Z4 Z112 Z132 Z172 ⊕ Z4
Z6 Z112 Z132 Z172 ⊕ Z6
Z2 × Z2 Z22 Z272 Z332 Z242
Z4 × Z4 Z22 Z272 Z332 Z222 ⊕ Z24
Z6 × Z6 Z22 Z272 Z332 Z222 ⊕ Z26
U(1) Z72 Z22 Z⊕ Z172
SU(2) Z42 Z22 Z122
SO(3) Z72 Z112 Z122
Space group #52 Pnna
∅ Z42
ZT2 Z2 Z72 Z42
Z2 Z32 Z22 Z82
Z2 × ZT2 Z32 Z62 Z142 Z82
Z4 Z32 Z22 Z72 ⊕ Z4
Z6 Z32 Z22 Z72 ⊕ Z6
Z2 × Z2 Z22 Z92 Z92 Z122
Z4 × Z4 Z22 Z92 Z92 Z102 ⊕ Z24
Z6 × Z6 Z22 Z92 Z92 Z102 ⊕ Z26
U(1) Z2 Z⊕ Z72
SU(2) Z2 Z42
SO(3) Z2 Z52 Z42
Space group #53 Pmna
∅ Z2 Z92
ZT2 Z2 Z22 Z132 Z92
Z2 Z62 Z62 Z142
Z2 × ZT2 Z32 Z122 Z262 Z142
Z4 Z62 Z62 Z132 ⊕ Z4
Z6 Z62 Z62 Z132 ⊕ Z6
Z2 × Z2 Z22 Z162 Z192 Z192
Z4 × Z4 Z22 Z162 Z192 Z172 ⊕ Z24
Z6 × Z6 Z22 Z162 Z192 Z172 ⊕ Z26
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z32 Z⊕ Z132
SU(2) Z22 Z92
SO(3) Z32 Z72 Z92
Space group #54 Pcca
∅ Z52
ZT2 Z2 Z102 Z52
Z2 Z42 Z32 Z102
Z2 × ZT2 Z32 Z82 Z202 Z102
Z4 Z42 Z32 Z92 ⊕ Z4
Z6 Z42 Z32 Z92 ⊕ Z6
Z2 × Z2 Z22 Z122 Z132 Z152
Z4 × Z4 Z22 Z122 Z132 Z132 ⊕ Z24
Z6 × Z6 Z22 Z122 Z132 Z132 ⊕ Z26
U(1) Z2 Z⊕ Z92
SU(2) Z2 Z52
SO(3) Z2 Z72 Z52
Space group #55 Pbam
∅ Z22 Z82
ZT2 Z2 Z42 Z122 Z82
Z2 Z82 Z62 Z122
Z2 × ZT2 Z32 Z162 Z242 Z122
Z4 Z82 Z62 Z112 ⊕ Z4
Z6 Z82 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z202 Z182 Z162
Z4 × Z4 Z22 Z202 Z182 Z142 ⊕ Z24
Z6 × Z6 Z22 Z202 Z182 Z142 ⊕ Z26
U(1) Z52 Z⊕ Z112
SU(2) Z32 Z82
SO(3) Z52 Z62 Z82
Space group #56 Pccn
∅ Z42
ZT2 Z2 Z72 Z42
Z2 Z32 Z22 Z82
Z2 × ZT2 Z32 Z62 Z142 Z82
Z4 Z22 ⊕ Z4 Z22 Z72 ⊕ Z4
Z6 Z32 Z22 Z72 ⊕ Z6
Z2 × Z2 Z22 Z92 Z92 Z122
Z4 × Z4 Z22 Z62 ⊕ Z34 Z82 ⊕ Z4 Z102 ⊕ Z24
Z6 × Z6 Z22 Z92 Z92 Z102 ⊕ Z26
U(1) Z2 Z⊕ Z72
SU(2) Z2 Z42
SO(3) Z2 Z52 Z42
Space group #57 Pbcm
∅ Z2 Z42
ZT2 Z2 Z22 Z92 Z42
Z2 Z62 Z32 Z82
Z2 × ZT2 Z32 Z122 Z182 Z82
Z4 Z62 Z32 Z72 ⊕ Z4
Z6 Z62 Z32 Z72 ⊕ Z6
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z22 Z162 Z122 Z122
Z4 × Z4 Z22 Z162 Z122 Z102 ⊕ Z24
Z6 × Z6 Z22 Z162 Z122 Z102 ⊕ Z26
U(1) Z32 Z⊕ Z72
SU(2) Z22 Z42
SO(3) Z32 Z62 Z42
Space group #58 Pnnm
∅ Z2 Z82
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z122
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z42 ⊕ Z4 Z52 Z112 ⊕ Z4
Z6 Z52 Z52 Z112 ⊕ Z6
Z2 × Z2 Z22 Z132 Z152 Z162
Z4 × Z4 Z22 Z102 ⊕ Z34 Z142 ⊕ Z4 Z142 ⊕ Z24
Z6 × Z6 Z22 Z132 Z152 Z142 ⊕ Z26
U(1) Z32 Z⊕ Z112
SU(2) Z22 Z82
SO(3) Z32 Z52 Z82
Space group #59 Pmmn
∅ Z22 Z22 Z62
ZT2 Z2 Z42 Z142 Z62
Z2 Z82 Z82 Z102
Z2 × ZT2 Z32 Z162 Z262 Z102
Z4 Z72 ⊕ Z4 Z82 Z92 ⊕ Z4
Z6 Z82 Z82 Z92 ⊕ Z6
Z2 × Z2 Z22 Z202 Z202 Z142
Z4 × Z4 Z22 Z172 ⊕ Z34 Z192 ⊕ Z4 Z122 ⊕ Z24
Z6 × Z6 Z22 Z202 Z202 Z122 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z92
SU(2) Z32 Z22 Z62
SO(3) Z52 Z82 Z62
Space group #60 Pbcn
∅ Z32
ZT2 Z2 Z52 Z32
Z2 Z32 Z2 Z62
Z2 × ZT2 Z32 Z62 Z102 Z62
Z4 Z32 Z2 Z52 ⊕ Z4
Z6 Z32 Z2 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z62 Z92
Z4 × Z4 Z22 Z92 Z62 Z72 ⊕ Z24
Z6 × Z6 Z22 Z92 Z62 Z72 ⊕ Z26
U(1) Z2 Z⊕ Z52
SU(2) Z2 Z32
SO(3) Z2 Z42 Z32
Space group #61 Pbca
∅ Z22
ZT2 Z2 Z32 Z22
Z2 Z32 Z42
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × ZT2 Z32 Z62 Z62 Z42
Z4 Z32 Z32 ⊕ Z4
Z6 Z32 Z32 ⊕ Z6
Z2 × Z2 Z22 Z92 Z32 Z62
Z4 × Z4 Z22 Z92 Z32 Z42 ⊕ Z24
Z6 × Z6 Z22 Z92 Z32 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
SO(3) Z2 Z32 Z22
Space group #62 Pnma
∅ Z2 Z32
ZT2 Z2 Z22 Z62 Z32
Z2 Z52 Z22 Z62
Z2 × ZT2 Z32 Z102 Z122 Z62
Z4 Z42 ⊕ Z4 Z22 Z52 ⊕ Z4
Z6 Z52 Z22 Z52 ⊕ Z6
Z2 × Z2 Z22 Z132 Z82 Z92
Z4 × Z4 Z22 Z102 ⊕ Z34 Z72 ⊕ Z4 Z72 ⊕ Z24
Z6 × Z6 Z22 Z132 Z82 Z72 ⊕ Z26
U(1) Z32 Z⊕ Z52
SU(2) Z22 Z32
SO(3) Z32 Z42 Z32
Space group #63 Cmcm
∅ Z22 Z2 Z72
ZT2 Z2 Z42 Z132 Z72
Z2 Z82 Z72 Z112
Z2 × ZT2 Z32 Z162 Z252 Z112
Z4 Z82 Z72 Z102 ⊕ Z4
Z6 Z82 Z72 Z102 ⊕ Z6
Z2 × Z2 Z22 Z202 Z192 Z152
Z4 × Z4 Z22 Z202 Z192 Z132 ⊕ Z24
Z6 × Z6 Z22 Z202 Z192 Z132 ⊕ Z26
U(1) Z52 Z2 Z⊕ Z102
SU(2) Z32 Z2 Z72
SO(3) Z52 Z72 Z72
Space group #64 Cmce
∅ Z2 Z62
ZT2 Z2 Z22 Z102 Z62
Z2 Z62 Z42 Z102
Z2 × ZT2 Z32 Z122 Z202 Z102
Z4 Z62 Z42 Z92 ⊕ Z4
Z6 Z62 Z42 Z92 ⊕ Z6
Z2 × Z2 Z22 Z162 Z142 Z142
Z4 × Z4 Z22 Z162 Z142 Z122 ⊕ Z24
Z6 × Z6 Z22 Z162 Z142 Z122 ⊕ Z26
U(1) Z32 Z⊕ Z92
SU(2) Z22 Z62
SO(3) Z32 Z62 Z62
Space group #65 Cmmm
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z42 Z62 Z162
ZT2 Z2 Z82 Z302 Z162
Z2 Z132 Z212 Z222
Z2 × ZT2 Z32 Z262 Z542 Z222
Z4 Z132 Z212 Z212 ⊕ Z4
Z6 Z132 Z212 Z212 ⊕ Z6
Z2 × Z2 Z22 Z312 Z452 Z282
Z4 × Z4 Z22 Z312 Z452 Z262 ⊕ Z24
Z6 × Z6 Z22 Z312 Z452 Z262 ⊕ Z26
U(1) Z92 Z62 Z⊕ Z212
SU(2) Z52 Z62 Z162
SO(3) Z92 Z152 Z162
Space group #66 Cccm
∅ Z2 Z122
ZT2 Z2 Z22 Z162 Z122
Z2 Z62 Z82 Z182
Z2 × ZT2 Z32 Z122 Z322 Z182
Z4 Z62 Z82 Z172 ⊕ Z4
Z6 Z62 Z82 Z172 ⊕ Z6
Z2 × Z2 Z22 Z162 Z242 Z242
Z4 × Z4 Z22 Z162 Z242 Z222 ⊕ Z24
Z6 × Z6 Z22 Z162 Z242 Z222 ⊕ Z26
U(1) Z32 Z⊕ Z172
SU(2) Z22 Z122
SO(3) Z32 Z82 Z122
Space group #67 Cmme
∅ Z22 Z2 Z142
ZT2 Z2 Z42 Z222 Z142
Z2 Z92 Z122 Z212
Z2 × ZT2 Z32 Z182 Z432 Z212
Z4 Z92 Z122 Z202 ⊕ Z4
Z6 Z92 Z122 Z202 ⊕ Z6
Z2 × Z2 Z22 Z232 Z332 Z282
Z4 × Z4 Z22 Z232 Z332 Z262 ⊕ Z24
Z6 × Z6 Z22 Z232 Z332 Z262 ⊕ Z26
U(1) Z52 Z2 Z⊕ Z202
SU(2) Z32 Z2 Z142
SO(3) Z52 Z112 Z142
Space group #68 Ccce
∅ Z72
ZT2 Z2 Z112 Z72
Z2 Z42 Z42 Z122
Z2 × ZT2 Z32 Z82 Z222 Z122
Z4 Z42 Z42 Z112 ⊕ Z4
Z6 Z42 Z42 Z112 ⊕ Z6
Z2 × Z2 Z22 Z122 Z152 Z172
Z4 × Z4 Z22 Z122 Z152 Z152 ⊕ Z24
Z6 × Z6 Z22 Z122 Z152 Z152 ⊕ Z26
U(1) Z2 Z⊕ Z112
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SU(2) Z2 Z72
SO(3) Z2 Z72 Z72
Space group #69 Fmmm
∅ Z32 Z32 Z142
ZT2 Z2 Z62 Z242 Z142
Z2 Z112 Z152 Z202
Z2 × ZT2 Z32 Z222 Z452 Z202
Z4 Z112 Z152 Z192 ⊕ Z4
Z6 Z112 Z152 Z192 ⊕ Z6
Z2 × Z2 Z22 Z272 Z362 Z262
Z4 × Z4 Z22 Z272 Z362 Z242 ⊕ Z24
Z6 × Z6 Z22 Z272 Z362 Z242 ⊕ Z26
U(1) Z72 Z32 Z⊕ Z192
SU(2) Z42 Z32 Z142
SO(3) Z72 Z122 Z142
Space group #70 Fddd
∅ Z62
ZT2 Z2 Z82 Z62
Z2 Z32 Z32 Z102
Z2 × ZT2 Z32 Z62 Z162 Z102
Z4 Z32 Z32 Z92 ⊕ Z4
Z6 Z32 Z32 Z92 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z142
Z4 × Z4 Z22 Z92 Z112 Z122 ⊕ Z24
Z6 × Z6 Z22 Z92 Z112 Z122 ⊕ Z26
U(1) Z2 Z⊕ Z92
SU(2) Z2 Z62
SO(3) Z2 Z52 Z62
Space group #71 Immm
∅ Z32 Z62 Z132
ZT2 Z2 Z62 Z252 Z132
Z2 Z102 Z182 Z182
Z2 × ZT2 Z32 Z202 Z442 Z182
Z4 Z92 ⊕ Z4 Z182 Z172 ⊕ Z4
Z6 Z102 Z182 Z172 ⊕ Z6
Z2 × Z2 Z22 Z242 Z372 Z232
Z4 × Z4 Z22 Z212 ⊕ Z34 Z362 ⊕ Z4 Z212 ⊕ Z24
Z6 × Z6 Z22 Z242 Z372 Z212 ⊕ Z26
U(1) Z72 Z62 Z⊕ Z172
SU(2) Z42 Z62 Z132
SO(3) Z72 Z132 Z132
Space group #72 Ibam
∅ Z2 Z92
ZT2 Z2 Z22 Z132 Z92
Z2 Z62 Z62 Z142
Z2 × ZT2 Z32 Z122 Z262 Z142
Z4 Z62 Z62 Z132 ⊕ Z4
Z6 Z62 Z62 Z132 ⊕ Z6
Z2 × Z2 Z22 Z162 Z192 Z192
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 × Z4 Z22 Z162 Z192 Z172 ⊕ Z24
Z6 × Z6 Z22 Z162 Z192 Z172 ⊕ Z26
U(1) Z32 Z⊕ Z132
SU(2) Z22 Z92
SO(3) Z32 Z72 Z92
Space group #73 Ibca
∅ Z52
ZT2 Z2 Z102 Z52
Z2 Z42 Z32 Z102
Z2 × ZT2 Z32 Z82 Z202 Z102
Z4 Z42 Z32 Z92 ⊕ Z4
Z6 Z42 Z32 Z92 ⊕ Z6
Z2 × Z2 Z22 Z122 Z132 Z152
Z4 × Z4 Z22 Z122 Z132 Z132 ⊕ Z24
Z6 × Z6 Z22 Z122 Z132 Z132 ⊕ Z26
U(1) Z2 Z⊕ Z92
SU(2) Z2 Z52
SO(3) Z2 Z72 Z52
Space group #74 Imma
∅ Z22 Z2 Z102
ZT2 Z2 Z42 Z162 Z102
Z2 Z82 Z92 Z152
Z2 × ZT2 Z32 Z162 Z312 Z152
Z4 Z82 Z92 Z142 ⊕ Z4
Z6 Z82 Z92 Z142 ⊕ Z6
Z2 × Z2 Z22 Z202 Z242 Z202
Z4 × Z4 Z22 Z202 Z242 Z182 ⊕ Z24
Z6 × Z6 Z22 Z202 Z242 Z182 ⊕ Z26
U(1) Z52 Z2 Z⊕ Z142
SU(2) Z32 Z2 Z102
SO(3) Z52 Z82 Z102
Space group #75 P4
∅ Z2 ⊕ Z24
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z42 ⊕ Z24
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z2 ⊕ Z24 Z2 ⊕ Z24 Z22 ⊕ Z44
Z6 Z22 ⊕ Z6 Z32 Z32 ⊕ Z24 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z72 ⊕ Z24
Z4 × Z4 Z24 Z32 ⊕ Z64 Z42 ⊕ Z74 Z32 ⊕ Z64
Z6 × Z6 Z26 Z62 ⊕ Z36 Z102 ⊕ Z6 Z52 ⊕ Z24 ⊕ Z26
U(1) Z Z⊕ Z22 ⊕ Z34
SU(2) Z Z2 ⊕ Z24
SO(3) Z Z52 Z2 ⊕ Z24
Space group #76 P41
∅
ZT2 Z2 Z22
Z2 Z22 Z2
Z2 × ZT2 Z32 Z42 Z42 Z2
36
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 Z2 ⊕ Z4 Z4
Z6 Z2 ⊕ Z6 Z6
Z2 × Z2 Z22 Z62 Z22 Z22
Z4 × Z4 Z24 Z32 ⊕ Z34 Z2 ⊕ Z4 Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z2 ⊕ Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z22
Space group #77 P42
∅ Z32
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z22 ⊕ Z4 Z32 Z52 ⊕ Z4
Z6 Z22 ⊕ Z6 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z24 Z62 ⊕ Z34 Z102 ⊕ Z4 Z72 ⊕ Z24
Z6 × Z6 Z26 Z62 ⊕ Z36 Z102 ⊕ Z6 Z72 ⊕ Z26
U(1) Z Z⊕ Z52
SU(2) Z Z32
SO(3) Z Z52 Z32
Space group #78 P43
∅
ZT2 Z2 Z22
Z2 Z22 Z2
Z2 × ZT2 Z32 Z42 Z42 Z2
Z4 Z2 ⊕ Z4 Z4
Z6 Z2 ⊕ Z6 Z6
Z2 × Z2 Z22 Z62 Z22 Z22
Z4 × Z4 Z24 Z32 ⊕ Z34 Z2 ⊕ Z4 Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z2 ⊕ Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z22
Space group #79 I4
∅ Z2 ⊕ Z4
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z32 ⊕ Z4
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z24 Z2 ⊕ Z4 Z22 ⊕ Z24
Z6 Z2 ⊕ Z6 Z22 Z22 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z52 ⊕ Z4
Z4 × Z4 Z24 Z64 Z32 ⊕ Z44 Z32 ⊕ Z34
Z6 × Z6 Z26 Z32 ⊕ Z36 Z62 ⊕ Z6 Z32 ⊕ Z4 ⊕ Z26
U(1) Z Z⊕ Z22 ⊕ Z4
SU(2) Z Z2 ⊕ Z4
SO(3) Z Z32 Z2 ⊕ Z4
Space group #80 I41
∅ Z2
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
ZT2 Z2 Z32 Z2
Z2 Z22 Z2 Z22
Z2 × ZT2 Z32 Z42 Z62 Z22
Z4 Z2 ⊕ Z4 Z2 Z2 ⊕ Z4
Z6 Z2 ⊕ Z6 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z62 Z42 Z32
Z4 × Z4 Z24 Z32 ⊕ Z34 Z32 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z32 ⊕ Z6 Z2 ⊕ Z26
U(1) Z Z⊕ Z2
SU(2) Z Z2
SO(3) Z Z22 Z2
Space group #81 P 4¯
∅ Z32 ⊕ Z24
ZT2 Z2 Z82 Z32
Z2 Z32 Z2 Z82 ⊕ Z24
Z2 × ZT2 Z32 Z62 Z142 Z82
Z4 Z22 ⊕ Z4 Z2 Z62 ⊕ Z44
Z6 Z22 ⊕ Z6 Z2 Z72 ⊕ Z24 ⊕ Z6
Z2 × Z2 Z22 Z92 Z72 Z132 ⊕ Z24
Z4 × Z4 Z22 Z62 ⊕ Z34 Z62 ⊕ Z4 Z92 ⊕ Z64
Z6 × Z6 Z22 Z62 ⊕ Z36 Z72 Z112 ⊕Z24 ⊕Z26
U(1) Z⊕ Z2 Z⊕ Z62 ⊕ Z34
SU(2) Z⊕ Z2 Z32 ⊕ Z24
SO(3) Z⊕ Z2 Z52 Z32 ⊕ Z24
Space group #82 I 4¯
∅ Z22 ⊕ Z24
ZT2 Z2 Z52 Z22
Z2 Z22 Z62 ⊕ Z24
Z2 × ZT2 Z32 Z42 Z82 Z62
Z4 Z2 ⊕ Z4 Z42 ⊕ Z44
Z6 Z2 ⊕ Z6 Z52 ⊕ Z24 ⊕ Z6
Z2 × Z2 Z22 Z62 Z32 Z102 ⊕ Z24
Z4 × Z4 Z22 Z32 ⊕ Z34 Z22 ⊕ Z4 Z62 ⊕ Z64
Z6 × Z6 Z22 Z32 ⊕ Z36 Z32 Z82 ⊕ Z24 ⊕ Z26
U(1) Z⊕ Z2 Z⊕ Z42 ⊕ Z34
SU(2) Z⊕ Z2 Z22 ⊕ Z24
SO(3) Z⊕ Z2 Z32 Z22 ⊕ Z24
Space group #83 P4/m
∅ Z22 Z102 ⊕ Z24
ZT2 Z2 Z42 Z142 Z122
Z2 Z82 Z72 Z162 ⊕ Z24
Z2 × ZT2 Z32 Z162 Z282 Z182
Z4 Z72 ⊕ Z4 Z72 Z142 ⊕ Z44
Z6 Z72 ⊕ Z6 Z72 Z152 ⊕Z24 ⊕Z6
Z2 × Z2 Z22 Z202 Z212 Z222 ⊕ Z24
Z4 × Z4 Z22 Z172 ⊕ Z34 Z202 ⊕ Z4 Z182 ⊕ Z64
Z6 × Z6 Z22 Z172 ⊕ Z36 Z212 Z202 ⊕Z24 ⊕Z26
U(1) Z⊕ Z52 Z⊕ Z142 ⊕ Z34
SU(2) Z⊕ Z32 Z102 ⊕ Z24
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SO(3) Z⊕ Z52 Z72 Z102 ⊕ Z24
Space group #84 P42/m
∅ Z2 Z102
ZT2 Z2 Z22 Z122 Z82
Z2 Z52 Z42 Z162
Z2 × ZT2 Z32 Z102 Z222 Z142
Z4 Z42 ⊕ Z4 Z42 Z152 ⊕ Z4
Z6 Z42 ⊕ Z6 Z42 Z152 ⊕ Z6
Z2 × Z2 Z22 Z132 Z142 Z222
Z4 × Z4 Z22 Z102 ⊕ Z34 Z142 Z202 ⊕ Z24
Z6 × Z6 Z22 Z102 ⊕ Z36 Z142 Z202 ⊕ Z26
U(1) Z⊕ Z32 Z⊕ Z152
SU(2) Z⊕ Z22 Z102
SO(3) Z⊕ Z32 Z62 Z102
Space group #85 P4/n
∅ Z32 ⊕ Z24
ZT2 Z2 Z72 Z42
Z2 Z32 Z2 Z82 ⊕ Z24
Z2 × ZT2 Z32 Z62 Z132 Z92
Z4 Z2 ⊕ Z24 Z4 Z62 ⊕ Z44
Z6 Z22 ⊕ Z6 Z2 Z72 ⊕ Z24 ⊕ Z6
Z2 × Z2 Z22 Z92 Z72 Z132 ⊕ Z24
Z4 × Z4 Z22 Z32 ⊕ Z64 Z32 ⊕ Z44 Z92 ⊕ Z64
Z6 × Z6 Z22 Z62 ⊕ Z36 Z72 Z112 ⊕Z24 ⊕Z26
U(1) Z⊕ Z2 Z⊕ Z62 ⊕ Z34
SU(2) Z⊕ Z2 Z32 ⊕ Z24
SO(3) Z⊕ Z2 Z52 Z32 ⊕ Z24
Space group #86 P42/n
∅ Z42 ⊕ Z4
ZT2 Z2 Z72 Z42
Z2 Z32 Z2 Z92 ⊕ Z4
Z2 × ZT2 Z32 Z62 Z132 Z92
Z4 Z22 ⊕ Z4 Z2 Z82 ⊕ Z24
Z6 Z22 ⊕ Z6 Z2 Z82 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z92 Z72 Z142 ⊕ Z4
Z4 × Z4 Z22 Z62 ⊕ Z34 Z72 Z122 ⊕ Z34
Z6 × Z6 Z22 Z62 ⊕ Z36 Z72 Z122 ⊕Z4 ⊕Z26
U(1) Z⊕ Z2 Z⊕ Z82 ⊕ Z4
SU(2) Z⊕ Z2 Z42 ⊕ Z4
SO(3) Z⊕ Z2 Z52 Z42 ⊕ Z4
Space group #87 I4/m
∅ Z2 Z72 ⊕ Z4
ZT2 Z2 Z22 Z92 Z72
Z2 Z52 Z32 Z122 ⊕ Z4
Z2 × ZT2 Z32 Z102 Z172 Z122
Z4 Z42 ⊕ Z4 Z32 Z112 ⊕ Z24
Z6 Z42 ⊕ Z6 Z32 Z112 ⊕Z4 ⊕Z6
Z2 × Z2 Z22 Z132 Z112 Z172 ⊕ Z4
Z4 × Z4 Z22 Z102 ⊕ Z34 Z112 Z152 ⊕ Z34
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 × Z6 Z22 Z102 ⊕ Z36 Z112 Z152 ⊕Z4 ⊕Z26
U(1) Z⊕ Z32 Z⊕ Z112 ⊕ Z4
SU(2) Z⊕ Z22 Z72 ⊕ Z4
SO(3) Z⊕ Z32 Z52 Z72 ⊕ Z4
Space group #88 I41/a
∅ Z32 ⊕ Z4
ZT2 Z2 Z42 Z32
Z2 Z22 Z72 ⊕ Z4
Z2 × ZT2 Z32 Z42 Z72 Z72
Z4 Z2 ⊕ Z4 Z62 ⊕ Z24
Z6 Z2 ⊕ Z6 Z62 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z62 Z32 Z112 ⊕ Z4
Z4 × Z4 Z22 Z32 ⊕ Z34 Z32 Z92 ⊕ Z34
Z6 × Z6 Z22 Z32 ⊕ Z36 Z32 Z92 ⊕ Z4 ⊕ Z26
U(1) Z⊕ Z2 Z⊕ Z62 ⊕ Z4
SU(2) Z⊕ Z2 Z32 ⊕ Z4
SO(3) Z⊕ Z2 Z32 Z32 ⊕ Z4
Space group #89 P422
∅ Z122
ZT2 Z2 Z182 Z122
Z2 Z42 Z92 Z182
Z2 × ZT2 Z32 Z82 Z362 Z182
Z4 Z42 Z72 ⊕ Z24 Z162 ⊕ Z24
Z6 Z42 Z92 Z172 ⊕ Z6
Z2 × Z2 Z22 Z122 Z272 Z242
Z4 × Z4 Z24 Z122 Z222 ⊕ Z54 Z202 ⊕ Z44
Z6 × Z6 Z26 Z122 Z272 Z222 ⊕ Z26
U(1) Z⊕ Z162 ⊕ Z4
SU(2) Z122
SO(3) Z92 Z122
Space group #90 P4212
∅ Z42 ⊕ Z4
ZT2 Z2 Z92 Z52
Z2 Z32 Z42 Z72 ⊕ Z4
Z2 × ZT2 Z32 Z62 Z182 Z82
Z4 Z22 ⊕ Z4 Z32 ⊕ Z4 Z52 ⊕ Z34
Z6 Z32 Z42 Z62 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z92 Z132 Z102 ⊕ Z4
Z4 × Z4 Z24 Z62 ⊕ Z34 Z92 ⊕ Z44 Z62 ⊕ Z54
Z6 × Z6 Z26 Z92 Z132 Z82 ⊕ Z4 ⊕ Z26
U(1) Z⊕ Z52 ⊕ Z24
SU(2) Z42 ⊕ Z4
SO(3) Z52 Z42 ⊕ Z4
Space group #91 P4122
∅ Z32
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z32 Z32 Z52 ⊕ Z4
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 Z32 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z24 Z92 Z112 Z72 ⊕ Z24
Z6 × Z6 Z26 Z92 Z112 Z72 ⊕ Z26
U(1) Z⊕ Z52
SU(2) Z32
SO(3) Z52 Z32
Space group #92 P41212
∅ Z2
ZT2 Z2 Z32 Z2
Z2 Z22 Z2 Z22
Z2 × ZT2 Z32 Z42 Z62 Z22
Z4 Z2 ⊕ Z4 Z2 Z2 ⊕ Z4
Z6 Z22 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z62 Z42 Z32
Z4 × Z4 Z24 Z32 ⊕ Z34 Z32 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z26 Z62 Z42 Z2 ⊕ Z26
U(1) Z⊕ Z2
SU(2) Z2
SO(3) Z22 Z2
Space group #93 P4222
∅ Z122
ZT2 Z2 Z182 Z122
Z2 Z42 Z92 Z182
Z2 × ZT2 Z32 Z82 Z362 Z182
Z4 Z42 Z92 Z172 ⊕ Z4
Z6 Z42 Z92 Z172 ⊕ Z6
Z2 × Z2 Z22 Z122 Z272 Z242
Z4 × Z4 Z24 Z122 Z272 Z222 ⊕ Z24
Z6 × Z6 Z26 Z122 Z272 Z222 ⊕ Z26
U(1) Z⊕ Z172
SU(2) Z122
SO(3) Z92 Z122
Space group #94 P42212
∅ Z52
ZT2 Z2 Z92 Z52
Z2 Z32 Z42 Z82
Z2 × ZT2 Z32 Z62 Z182 Z82
Z4 Z22 ⊕ Z4 Z42 Z72 ⊕ Z4
Z6 Z32 Z42 Z72 ⊕ Z6
Z2 × Z2 Z22 Z92 Z132 Z112
Z4 × Z4 Z24 Z62 ⊕ Z34 Z122 ⊕ Z4 Z92 ⊕ Z24
Z6 × Z6 Z26 Z92 Z132 Z92 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z52
SO(3) Z52 Z52
Space group #95 P4322
∅ Z32
ZT2 Z2 Z82 Z32
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z32 Z32 Z52 ⊕ Z4
Z6 Z32 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z24 Z92 Z112 Z72 ⊕ Z24
Z6 × Z6 Z26 Z92 Z112 Z72 ⊕ Z26
U(1) Z⊕ Z52
SU(2) Z32
SO(3) Z52 Z32
Space group #96 P43212
∅ Z2
ZT2 Z2 Z32 Z2
Z2 Z22 Z2 Z22
Z2 × ZT2 Z32 Z42 Z62 Z22
Z4 Z2 ⊕ Z4 Z2 Z2 ⊕ Z4
Z6 Z22 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z62 Z42 Z32
Z4 × Z4 Z24 Z32 ⊕ Z34 Z32 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z26 Z62 Z42 Z2 ⊕ Z26
U(1) Z⊕ Z2
SU(2) Z2
SO(3) Z22 Z2
Space group #97 I422
∅ Z82
ZT2 Z2 Z122 Z82
Z2 Z32 Z62 Z122
Z2 × ZT2 Z32 Z62 Z242 Z122
Z4 Z32 Z52 ⊕ Z4 Z112 ⊕ Z4
Z6 Z32 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z92 Z182 Z162
Z4 × Z4 Z24 Z92 Z162 ⊕ Z24 Z142 ⊕ Z24
Z6 × Z6 Z26 Z92 Z182 Z142 ⊕ Z26
U(1) Z⊕ Z112
SU(2) Z82
SO(3) Z62 Z82
Space group #98 I4122
∅ Z52
ZT2 Z2 Z92 Z52
Z2 Z32 Z42 Z82
Z2 × ZT2 Z32 Z62 Z182 Z82
Z4 Z32 Z42 Z72 ⊕ Z4
Z6 Z32 Z42 Z72 ⊕ Z6
Z2 × Z2 Z22 Z92 Z132 Z112
Z4 × Z4 Z24 Z92 Z132 Z92 ⊕ Z24
Z6 × Z6 Z26 Z92 Z132 Z92 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z52
SO(3) Z52 Z52
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #99 P4mm
∅ Z32 Z32 Z62
ZT2 Z2 Z62 Z182 Z62
Z2 Z102 Z122 Z92
Z2 × ZT2 Z32 Z202 Z332 Z92
Z4 Z92 ⊕ Z4 Z122 Z72 ⊕ Z24
Z6 Z102 Z122 Z82 ⊕ Z6
Z2 × Z2 Z22 Z242 Z272 Z122
Z4 × Z4 Z22 Z212 ⊕ Z34 Z242 ⊕ Z34 Z82 ⊕ Z44
Z6 × Z6 Z22 Z242 Z262 ⊕ Z6 Z102 ⊕ Z26
U(1) Z72 Z32 Z⊕ Z72 ⊕ Z4
SU(2) Z42 Z32 Z62
SO(3) Z72 Z92 Z62
Space group #100 P4bm
∅ Z2 Z2 Z22 ⊕ Z4
ZT2 Z2 Z22 Z92 Z32
Z2 Z52 Z52 Z42 ⊕ Z4
Z2 × ZT2 Z32 Z102 Z172 Z52
Z4 Z42 ⊕ Z4 Z42 ⊕ Z4 Z22 ⊕ Z34
Z6 Z52 Z52 Z32 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z132 Z132 Z62 ⊕ Z4
Z4 × Z4 Z22 Z102 ⊕ Z34 Z82 ⊕ Z54 Z22 ⊕ Z54
Z6 × Z6 Z22 Z132 Z122 ⊕ Z6 Z42 ⊕ Z4 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z22 ⊕ Z24
SU(2) Z22 Z2 Z22 ⊕ Z4
SO(3) Z32 Z52 Z22 ⊕ Z4
Space group #101 P42cm
∅ Z2 Z22 Z32
ZT2 Z2 Z22 Z112 Z32
Z2 Z52 Z62 Z62
Z2 × ZT2 Z32 Z102 Z202 Z62
Z4 Z42 ⊕ Z4 Z62 Z52 ⊕ Z4
Z6 Z52 Z62 Z52 ⊕ Z6
Z2 × Z2 Z22 Z132 Z152 Z92
Z4 × Z4 Z22 Z102 ⊕ Z34 Z132 ⊕ Z24 Z72 ⊕ Z24
Z6 × Z6 Z22 Z132 Z142 ⊕ Z6 Z72 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z52
SU(2) Z22 Z22 Z32
SO(3) Z32 Z72 Z32
Space group #102 P42cm
∅ Z2 Z2 Z32
ZT2 Z2 Z22 Z92 Z32
Z2 Z52 Z52 Z52
Z2 × ZT2 Z32 Z102 Z172 Z52
Z4 Z42 ⊕ Z4 Z52 Z42 ⊕ Z4
Z6 Z52 Z52 Z42 ⊕ Z6
Z2 × Z2 Z22 Z132 Z132 Z72
Z4 × Z4 Z22 Z102 ⊕ Z34 Z112 ⊕ Z24 Z52 ⊕ Z24
Z6 × Z6 Z22 Z132 Z122 ⊕ Z6 Z52 ⊕ Z26
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z32 Z2 Z⊕ Z42
SU(2) Z22 Z2 Z32
SO(3) Z32 Z52 Z32
Space group #103 P4cc
∅ Z32
ZT2 Z2 Z82 Z32
Z2 Z32 Z32 Z62
Z2 × ZT2 Z32 Z62 Z162 Z62
Z4 Z22 ⊕ Z4 Z32 Z42 ⊕ Z24
Z6 Z32 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z92
Z4 × Z4 Z22 Z62 ⊕ Z34 Z82 ⊕ Z34 Z52 ⊕ Z44
Z6 × Z6 Z22 Z92 Z102 ⊕ Z6 Z72 ⊕ Z26
U(1) Z2 Z⊕ Z42 ⊕ Z4
SU(2) Z2 Z32
SO(3) Z2 Z52 Z32
Space group #104 P4nc
∅ Z2 ⊕ Z4
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z32 ⊕ Z4
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z2 ⊕ Z4 Z2 ⊕ Z4 Z22 ⊕ Z24
Z6 Z22 Z22 Z22 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z52 ⊕ Z4
Z4 × Z4 Z22 Z32 ⊕ Z34 Z32 ⊕ Z44 Z32 ⊕ Z34
Z6 × Z6 Z22 Z62 Z62 ⊕ Z6 Z32 ⊕ Z4 ⊕ Z26
U(1) Z2 Z⊕ Z22 ⊕ Z4
SU(2) Z2 Z2 ⊕ Z4
SO(3) Z2 Z32 Z2 ⊕ Z4
Space group #105 P42mc
∅ Z22 Z32 Z42
ZT2 Z2 Z42 Z142 Z42
Z2 Z72 Z92 Z72
Z2 × ZT2 Z32 Z142 Z252 Z72
Z4 Z62 ⊕ Z4 Z92 Z62 ⊕ Z4
Z6 Z72 Z92 Z62 ⊕ Z6
Z2 × Z2 Z22 Z172 Z202 Z102
Z4 × Z4 Z22 Z142 ⊕ Z34 Z182 ⊕ Z24 Z82 ⊕ Z24
Z6 × Z6 Z22 Z172 Z192 ⊕ Z6 Z82 ⊕ Z26
U(1) Z52 Z32 Z⊕ Z62
SU(2) Z32 Z32 Z42
SO(3) Z52 Z82 Z42
Space group #106 P42bc
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z2 ⊕ Z4 Z22 Z32 ⊕ Z4
Z6 Z22 Z22 Z32 ⊕ Z6
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z22 Z32 ⊕ Z34 Z52 ⊕ Z24 Z42 ⊕ Z24
Z6 × Z6 Z22 Z62 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z2 Z⊕ Z32
SU(2) Z2 Z22
SO(3) Z2 Z32 Z22
Space group #107 I4mm
∅ Z22 Z22 Z32
ZT2 Z2 Z42 Z112 Z32
Z2 Z72 Z72 Z52
Z2 × ZT2 Z32 Z142 Z202 Z52
Z4 Z62 ⊕ Z4 Z72 Z42 ⊕ Z4
Z6 Z72 Z72 Z42 ⊕ Z6
Z2 × Z2 Z22 Z172 Z162 Z72
Z4 × Z4 Z22 Z142 ⊕ Z34 Z142 ⊕ Z24 Z52 ⊕ Z24
Z6 × Z6 Z22 Z172 Z152 ⊕ Z6 Z52 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z42
SU(2) Z32 Z22 Z32
SO(3) Z52 Z62 Z32
Space group #108 I4cm
∅ Z2 Z2 Z22
ZT2 Z2 Z22 Z82 Z22
Z2 Z52 Z42 Z42
Z2 × ZT2 Z32 Z102 Z152 Z42
Z4 Z42 ⊕ Z4 Z42 Z22 ⊕ Z24
Z6 Z52 Z42 Z32 ⊕ Z6
Z2 × Z2 Z22 Z132 Z112 Z62
Z4 × Z4 Z22 Z102 ⊕ Z34 Z82 ⊕ Z34 Z22 ⊕ Z44
Z6 × Z6 Z22 Z132 Z102 ⊕ Z6 Z42 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z22 ⊕ Z4
SU(2) Z22 Z2 Z22
SO(3) Z32 Z52 Z22
Space group #109 I41md
∅ Z2 Z2 Z22
ZT2 Z2 Z22 Z62 Z22
Z2 Z42 Z42 Z32
Z2 × ZT2 Z32 Z82 Z112 Z32
Z4 Z32 ⊕ Z4 Z42 Z22 ⊕ Z4
Z6 Z42 Z42 Z22 ⊕ Z6
Z2 × Z2 Z22 Z102 Z92 Z42
Z4 × Z4 Z22 Z72 ⊕ Z34 Z72 ⊕ Z24 Z22 ⊕ Z24
Z6 × Z6 Z22 Z102 Z82 ⊕ Z6 Z22 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z22
SU(2) Z22 Z2 Z22
SO(3) Z32 Z32 Z22
Space group #110 I41cd
∅ Z2
ZT2 Z2 Z32 Z2
Z2 Z22 Z2 Z22
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × ZT2 Z32 Z42 Z62 Z22
Z4 Z2 ⊕ Z4 Z2 Z2 ⊕ Z4
Z6 Z22 Z2 Z2 ⊕ Z6
Z2 × Z2 Z22 Z62 Z42 Z32
Z4 × Z4 Z22 Z32 ⊕ Z34 Z22 ⊕ Z24 Z2 ⊕ Z24
Z6 × Z6 Z22 Z62 Z32 ⊕ Z6 Z2 ⊕ Z26
U(1) Z2 Z⊕ Z2
SU(2) Z2 Z2
SO(3) Z2 Z22 Z2
Space group #111 P 4¯2m
∅ Z2 Z22 Z102
ZT2 Z2 Z22 Z182 Z102
Z2 Z62 Z102 Z162
Z2 × ZT2 Z32 Z122 Z342 Z162
Z4 Z62 Z102 Z142 ⊕ Z24
Z6 Z62 Z102 Z152 ⊕ Z6
Z2 × Z2 Z22 Z162 Z262 Z222
Z4 × Z4 Z22 Z162 Z252 ⊕ Z4 Z182 ⊕ Z44
Z6 × Z6 Z22 Z162 Z262 Z202 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z142 ⊕ Z4
SU(2) Z22 Z22 Z102
SO(3) Z32 Z102 Z102
Space group #112 P 4¯2c
∅ Z102
ZT2 Z2 Z142 Z82
Z2 Z32 Z52 Z162
Z2 × ZT2 Z32 Z62 Z262 Z142
Z4 Z32 Z52 Z152 ⊕ Z4
Z6 Z32 Z52 Z152 ⊕ Z6
Z2 × Z2 Z22 Z92 Z172 Z222
Z4 × Z4 Z22 Z92 Z172 Z202 ⊕ Z24
Z6 × Z6 Z22 Z92 Z172 Z202 ⊕ Z26
U(1) Z2 Z⊕ Z152
SU(2) Z2 Z102
SO(3) Z2 Z72 Z102
Space group #113 P 4¯21m
∅ Z2 Z2 Z32 ⊕ Z4
ZT2 Z2 Z22 Z92 Z32
Z2 Z52 Z42 Z62 ⊕ Z4
Z2 × ZT2 Z32 Z102 Z162 Z62
Z4 Z42 ⊕ Z4 Z42 Z42 ⊕ Z34
Z6 Z52 Z42 Z52 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z132 Z112 Z92 ⊕ Z4
Z4 × Z4 Z22 Z102 ⊕ Z34 Z92 ⊕ Z24 Z52 ⊕ Z54
Z6 × Z6 Z22 Z132 Z112 Z72 ⊕ Z4 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z42 ⊕ Z24
SU(2) Z22 Z2 Z32 ⊕ Z4
SO(3) Z32 Z52 Z32 ⊕ Z4
Space group #114 P 4¯21c
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z22 ⊕ Z4
ZT2 Z2 Z52 Z22
Z2 Z22 Z2 Z52 ⊕ Z4
Z2 × ZT2 Z32 Z42 Z92 Z52
Z4 Z2 ⊕ Z4 Z2 Z42 ⊕ Z24
Z6 Z22 Z2 Z42 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z62 Z52 Z82 ⊕ Z4
Z4 × Z4 Z22 Z32 ⊕ Z34 Z42 ⊕ Z4 Z62 ⊕ Z34
Z6 × Z6 Z22 Z62 Z52 Z62 ⊕ Z4 ⊕ Z26
U(1) Z2 Z⊕ Z42 ⊕ Z4
SU(2) Z2 Z22 ⊕ Z4
SO(3) Z2 Z32 Z22 ⊕ Z4
Space group #115 P 4¯m2
∅ Z22 Z32 Z82
ZT2 Z2 Z42 Z182 Z82
Z2 Z82 Z112 Z132
Z2 × ZT2 Z32 Z162 Z332 Z132
Z4 Z82 Z112 Z112 ⊕ Z24
Z6 Z82 Z112 Z122 ⊕ Z6
Z2 × Z2 Z22 Z202 Z262 Z182
Z4 × Z4 Z22 Z202 Z252 ⊕ Z4 Z142 ⊕ Z44
Z6 × Z6 Z22 Z202 Z262 Z162 ⊕ Z26
U(1) Z52 Z32 Z⊕ Z112 ⊕ Z4
SU(2) Z32 Z32 Z82
SO(3) Z52 Z102 Z82
Space group #116 P 4¯c2
∅ Z72
ZT2 Z2 Z112 Z52
Z2 Z32 Z32 Z122
Z2 × ZT2 Z32 Z62 Z202 Z102
Z4 Z32 Z32 Z112 ⊕ Z4
Z6 Z32 Z32 Z112 ⊕ Z6
Z2 × Z2 Z22 Z92 Z122 Z172
Z4 × Z4 Z22 Z92 Z122 Z152 ⊕ Z24
Z6 × Z6 Z22 Z92 Z122 Z152 ⊕ Z26
U(1) Z2 Z⊕ Z112
SU(2) Z2 Z72
SO(3) Z2 Z62 Z72
Space group #117 P 4¯b2
∅ Z52 ⊕ Z4
ZT2 Z2 Z92 Z52
Z2 Z32 Z32 Z92 ⊕ Z4
Z2 × ZT2 Z32 Z62 Z172 Z92
Z4 Z32 Z32 Z72 ⊕ Z34
Z6 Z32 Z32 Z82 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z132 ⊕ Z4
Z4 × Z4 Z22 Z92 Z102 ⊕ Z4 Z92 ⊕ Z54
Z6 × Z6 Z22 Z92 Z112 Z112 ⊕Z4 ⊕Z26
U(1) Z2 Z⊕ Z72 ⊕ Z24
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SU(2) Z2 Z52 ⊕ Z4
SO(3) Z2 Z52 Z52 ⊕ Z4
Space group #118 P 4¯n2
∅ Z52 ⊕ Z4
ZT2 Z2 Z92 Z52
Z2 Z32 Z32 Z92 ⊕ Z4
Z2 × ZT2 Z32 Z62 Z172 Z92
Z4 Z32 Z32 Z72 ⊕ Z34
Z6 Z32 Z32 Z82 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z92 Z112 Z132 ⊕ Z4
Z4 × Z4 Z22 Z92 Z102 ⊕ Z4 Z92 ⊕ Z54
Z6 × Z6 Z22 Z92 Z112 Z112 ⊕Z4 ⊕Z26
U(1) Z2 Z⊕ Z72 ⊕ Z24
SU(2) Z2 Z52 ⊕ Z4
SO(3) Z2 Z52 Z52 ⊕ Z4
Space group #119 I 4¯m2
∅ Z2 Z22 Z62
ZT2 Z2 Z22 Z122 Z62
Z2 Z52 Z72 Z102
Z2 × ZT2 Z32 Z102 Z222 Z102
Z4 Z52 Z72 Z82 ⊕ Z24
Z6 Z52 Z72 Z92 ⊕ Z6
Z2 × Z2 Z22 Z132 Z172 Z142
Z4 × Z4 Z22 Z132 Z162 ⊕ Z4 Z102 ⊕ Z44
Z6 × Z6 Z22 Z132 Z172 Z122 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z82 ⊕ Z4
SU(2) Z22 Z22 Z62
SO(3) Z32 Z72 Z62
Space group #120 I 4¯c2
∅ Z62
ZT2 Z2 Z92 Z42
Z2 Z32 Z22 Z102
Z2 × ZT2 Z32 Z62 Z162 Z82
Z4 Z32 Z22 Z82 ⊕ Z24
Z6 Z32 Z22 Z92 ⊕ Z6
Z2 × Z2 Z22 Z92 Z92 Z142
Z4 × Z4 Z22 Z92 Z82 ⊕ Z4 Z102 ⊕ Z44
Z6 × Z6 Z22 Z92 Z92 Z122 ⊕ Z26
U(1) Z2 Z⊕ Z82 ⊕ Z4
SU(2) Z2 Z62
SO(3) Z2 Z52 Z62
Space group #121 I 4¯2m
∅ Z2 Z2 Z62
ZT2 Z2 Z22 Z112 Z52
Z2 Z52 Z52 Z102
Z2 × ZT2 Z32 Z102 Z202 Z92
Z4 Z52 Z52 Z92 ⊕ Z4
Z6 Z52 Z52 Z92 ⊕ Z6
Z2 × Z2 Z22 Z132 Z142 Z142
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 × Z4 Z22 Z132 Z142 Z122 ⊕ Z24
Z6 × Z6 Z22 Z132 Z142 Z122 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z92
SU(2) Z22 Z2 Z62
SO(3) Z32 Z62 Z62
Space group #122 I 4¯2d
∅ Z22 ⊕ Z4
ZT2 Z2 Z52 Z22
Z2 Z22 Z2 Z52 ⊕ Z4
Z2 × ZT2 Z32 Z42 Z92 Z52
Z4 Z22 Z2 Z42 ⊕ Z24
Z6 Z22 Z2 Z42 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z62 Z52 Z82 ⊕ Z4
Z4 × Z4 Z22 Z62 Z52 Z62 ⊕ Z34
Z6 × Z6 Z22 Z62 Z52 Z62 ⊕ Z4 ⊕ Z26
U(1) Z2 Z⊕ Z42 ⊕ Z4
SU(2) Z2 Z22 ⊕ Z4
SO(3) Z2 Z32 Z22 ⊕ Z4
Space group #123 P4/mmm
∅ Z52 Z92 Z182
ZT2 Z2 Z102 Z362 Z182
Z2 Z152 Z272 Z242
Z2 × ZT2 Z32 Z302 Z632 Z242
Z4 Z152 Z272 Z222 ⊕ Z24
Z6 Z152 Z272 Z232 ⊕ Z6
Z2 × Z2 Z22 Z352 Z542 Z302
Z4 × Z4 Z22 Z352 Z532 ⊕ Z4 Z262 ⊕ Z44
Z6 × Z6 Z22 Z352 Z542 Z282 ⊕ Z26
U(1) Z112 Z92 Z⊕ Z222 ⊕ Z4
SU(2) Z62 Z92 Z182
SO(3) Z112 Z182 Z182
Space group #124 P4/mcc
∅ Z2 Z122
ZT2 Z2 Z22 Z162 Z122
Z2 Z62 Z82 Z182
Z2 × ZT2 Z32 Z122 Z322 Z182
Z4 Z62 Z82 Z162 ⊕ Z24
Z6 Z62 Z82 Z172 ⊕ Z6
Z2 × Z2 Z22 Z162 Z242 Z242
Z4 × Z4 Z22 Z162 Z232 ⊕ Z4 Z202 ⊕ Z44
Z6 × Z6 Z22 Z162 Z242 Z222 ⊕ Z26
U(1) Z32 Z⊕ Z162 ⊕ Z4
SU(2) Z22 Z122
SO(3) Z32 Z82 Z122
Space group #125 P4/nbm
∅ Z2 Z2 Z112
ZT2 Z2 Z22 Z172 Z112
Z2 Z62 Z92 Z172
Z2 × ZT2 Z32 Z122 Z332 Z172
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 Z62 Z82 ⊕ Z4 Z152 ⊕ Z24
Z6 Z62 Z92 Z162 ⊕ Z6
Z2 × Z2 Z22 Z162 Z252 Z232
Z4 × Z4 Z22 Z162 Z222 ⊕ Z34 Z192 ⊕ Z44
Z6 × Z6 Z22 Z162 Z252 Z212 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z152 ⊕ Z4
SU(2) Z22 Z2 Z112
SO(3) Z32 Z92 Z112
Space group #126 P4/nnc
∅ Z82
ZT2 Z2 Z112 Z72
Z2 Z32 Z42 Z132
Z2 × ZT2 Z32 Z62 Z212 Z122
Z4 Z32 Z32 ⊕ Z4 Z122 ⊕ Z4
Z6 Z32 Z42 Z122 ⊕ Z6
Z2 × Z2 Z22 Z92 Z142 Z182
Z4 × Z4 Z22 Z92 Z122 ⊕ Z24 Z162 ⊕ Z24
Z6 × Z6 Z22 Z92 Z142 Z162 ⊕ Z26
U(1) Z2 Z⊕ Z122
SU(2) Z2 Z82
SO(3) Z2 Z62 Z82
Space group #127 P4/mbm
∅ Z32 Z32 Z92 ⊕ Z4
ZT2 Z2 Z62 Z182 Z102
Z2 Z102 Z122 Z132 ⊕ Z4
Z2 × ZT2 Z32 Z202 Z332 Z142
Z4 Z102 Z122 Z112 ⊕ Z34
Z6 Z102 Z122 Z122 ⊕Z4 ⊕Z6
Z2 × Z2 Z22 Z242 Z272 Z172 ⊕ Z4
Z4 × Z4 Z22 Z242 Z262 ⊕ Z4 Z132 ⊕ Z54
Z6 × Z6 Z22 Z242 Z272 Z152 ⊕Z4 ⊕Z26
U(1) Z72 Z32 Z⊕ Z112 ⊕ Z24
SU(2) Z42 Z32 Z92 ⊕ Z4
SO(3) Z72 Z92 Z92 ⊕ Z4
Space group #128 P4/mnc
∅ Z2 Z72 ⊕ Z4
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z112 ⊕ Z4
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z52 Z52 Z102 ⊕ Z24
Z6 Z52 Z52 Z102 ⊕Z4 ⊕Z6
Z2 × Z2 Z22 Z132 Z152 Z152 ⊕ Z4
Z4 × Z4 Z22 Z132 Z152 Z132 ⊕ Z34
Z6 × Z6 Z22 Z132 Z152 Z132 ⊕Z4 ⊕Z26
U(1) Z32 Z⊕ Z102 ⊕ Z4
SU(2) Z22 Z72 ⊕ Z4
SO(3) Z32 Z52 Z72 ⊕ Z4
Space group #129 P4/nmm
∅ Z22 Z22 Z92
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TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
ZT2 Z2 Z42 Z172 Z92
Z2 Z82 Z102 Z142
Z2 × ZT2 Z32 Z162 Z322 Z142
Z4 Z72 ⊕ Z4 Z102 Z122 ⊕ Z24
Z6 Z82 Z102 Z132 ⊕ Z6
Z2 × Z2 Z22 Z202 Z252 Z192
Z4 × Z4 Z22 Z172 ⊕ Z34 Z232 ⊕ Z24 Z152 ⊕ Z44
Z6 × Z6 Z22 Z202 Z252 Z172 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z122 ⊕ Z4
SU(2) Z32 Z22 Z92
SO(3) Z52 Z92 Z92
Space group #130 P4/ncc
∅ Z52
ZT2 Z2 Z82 Z42
Z2 Z32 Z22 Z92
Z2 × ZT2 Z32 Z62 Z152 Z82
Z4 Z22 ⊕ Z4 Z22 Z72 ⊕ Z24
Z6 Z32 Z22 Z82 ⊕ Z6
Z2 × Z2 Z22 Z92 Z92 Z132
Z4 × Z4 Z22 Z62 ⊕ Z34 Z72 ⊕ Z24 Z92 ⊕ Z44
Z6 × Z6 Z22 Z92 Z92 Z112 ⊕ Z26
U(1) Z2 Z⊕ Z72 ⊕ Z4
SU(2) Z2 Z52
SO(3) Z2 Z52 Z52
Space group #131 P42/mmc
∅ Z32 Z72 Z142
ZT2 Z2 Z62 Z282 Z142
Z2 Z102 Z202 Z202
Z2 × ZT2 Z32 Z202 Z492 Z202
Z4 Z102 Z202 Z192 ⊕ Z4
Z6 Z102 Z202 Z192 ⊕ Z6
Z2 × Z2 Z22 Z242 Z412 Z262
Z4 × Z4 Z22 Z242 Z412 Z242 ⊕ Z24
Z6 × Z6 Z22 Z242 Z412 Z242 ⊕ Z26
U(1) Z72 Z72 Z⊕ Z192
SU(2) Z42 Z72 Z142
SO(3) Z72 Z152 Z142
Space group #132 P42/mcm
∅ Z22 Z42 Z122
ZT2 Z2 Z42 Z222 Z122
Z2 Z82 Z142 Z182
Z2 × ZT2 Z32 Z162 Z402 Z182
Z4 Z82 Z142 Z172 ⊕ Z4
Z6 Z82 Z142 Z172 ⊕ Z6
Z2 × Z2 Z22 Z202 Z322 Z242
Z4 × Z4 Z22 Z202 Z322 Z222 ⊕ Z24
Z6 × Z6 Z22 Z202 Z322 Z222 ⊕ Z26
U(1) Z52 Z42 Z⊕ Z172
SU(2) Z32 Z42 Z122
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SO(3) Z52 Z122 Z122
Space group #133 P42/nbc
∅ Z82
ZT2 Z2 Z112 Z72
Z2 Z32 Z42 Z132
Z2 × ZT2 Z32 Z62 Z212 Z122
Z4 Z32 Z42 Z122 ⊕ Z4
Z6 Z32 Z42 Z122 ⊕ Z6
Z2 × Z2 Z22 Z92 Z142 Z182
Z4 × Z4 Z22 Z92 Z142 Z162 ⊕ Z24
Z6 × Z6 Z22 Z92 Z142 Z162 ⊕ Z26
U(1) Z2 Z⊕ Z122
SU(2) Z2 Z82
SO(3) Z2 Z62 Z82
Space group #134 P42/nnm
∅ Z2 Z2 Z112
ZT2 Z2 Z22 Z172 Z112
Z2 Z62 Z92 Z172
Z2 × ZT2 Z32 Z122 Z332 Z172
Z4 Z62 Z92 Z162 ⊕ Z4
Z6 Z62 Z92 Z162 ⊕ Z6
Z2 × Z2 Z22 Z162 Z252 Z232
Z4 × Z4 Z22 Z162 Z252 Z212 ⊕ Z24
Z6 × Z6 Z22 Z162 Z252 Z212 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z162
SU(2) Z22 Z2 Z112
SO(3) Z32 Z92 Z112
Space group #135 P42/mbc
∅ Z2 Z72
ZT2 Z2 Z22 Z102 Z62
Z2 Z52 Z42 Z112
Z2 × ZT2 Z32 Z102 Z192 Z102
Z4 Z52 Z42 Z102 ⊕ Z4
Z6 Z52 Z42 Z102 ⊕ Z6
Z2 × Z2 Z22 Z132 Z132 Z152
Z4 × Z4 Z22 Z132 Z132 Z132 ⊕ Z24
Z6 × Z6 Z22 Z132 Z132 Z132 ⊕ Z26
U(1) Z32 Z⊕ Z102
SU(2) Z22 Z72
SO(3) Z32 Z52 Z72
Space group #136 P42/mnm
∅ Z22 Z32 Z92
ZT2 Z2 Z42 Z162 Z82
Z2 Z72 Z102 Z132
Z2 × ZT2 Z32 Z142 Z282 Z122
Z4 Z62 ⊕ Z4 Z102 Z122 ⊕ Z4
Z6 Z72 Z102 Z122 ⊕ Z6
Z2 × Z2 Z22 Z172 Z222 Z172
Z4 × Z4 Z22 Z142 ⊕ Z34 Z212 ⊕ Z4 Z152 ⊕ Z24
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 × Z6 Z22 Z172 Z222 Z152 ⊕ Z26
U(1) Z52 Z32 Z⊕ Z122
SU(2) Z32 Z32 Z92
SO(3) Z52 Z82 Z92
Space group #137 P42/nmc
∅ Z2 Z22 Z52
ZT2 Z2 Z22 Z112 Z52
Z2 Z52 Z62 Z92
Z2 × ZT2 Z32 Z102 Z202 Z92
Z4 Z42 ⊕ Z4 Z62 Z82 ⊕ Z4
Z6 Z52 Z62 Z82 ⊕ Z6
Z2 × Z2 Z22 Z132 Z152 Z132
Z4 × Z4 Z22 Z102 ⊕ Z34 Z142 ⊕ Z4 Z112 ⊕ Z24
Z6 × Z6 Z22 Z132 Z152 Z112 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z82
SU(2) Z22 Z22 Z52
SO(3) Z32 Z72 Z52
Space group #138 P42/ncm
∅ Z2 Z2 Z82
ZT2 Z2 Z22 Z132 Z72
Z2 Z52 Z62 Z132
Z2 × ZT2 Z32 Z102 Z242 Z122
Z4 Z42 ⊕ Z4 Z62 Z122 ⊕ Z4
Z6 Z52 Z62 Z122 ⊕ Z6
Z2 × Z2 Z22 Z132 Z172 Z182
Z4 × Z4 Z22 Z102 ⊕ Z34 Z162 ⊕ Z4 Z162 ⊕ Z24
Z6 × Z6 Z22 Z132 Z172 Z162 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z122
SU(2) Z22 Z2 Z82
SO(3) Z32 Z72 Z82
Space group #139 I4/mmm
∅ Z32 Z52 Z122
ZT2 Z2 Z62 Z232 Z122
Z2 Z102 Z162 Z172
Z2 × ZT2 Z32 Z202 Z412 Z172
Z4 Z102 Z162 Z162 ⊕ Z4
Z6 Z102 Z162 Z162 ⊕ Z6
Z2 × Z2 Z22 Z242 Z342 Z222
Z4 × Z4 Z22 Z242 Z342 Z202 ⊕ Z24
Z6 × Z6 Z22 Z242 Z342 Z202 ⊕ Z26
U(1) Z72 Z52 Z⊕ Z162
SU(2) Z42 Z52 Z122
SO(3) Z72 Z122 Z122
Space group #140 I4/mcm
∅ Z22 Z22 Z102
ZT2 Z2 Z42 Z172 Z102
Z2 Z82 Z102 Z152
Z2 × ZT2 Z32 Z162 Z322 Z152
Z4 Z82 Z102 Z132 ⊕ Z24
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 Z82 Z102 Z142 ⊕ Z6
Z2 × Z2 Z22 Z202 Z252 Z202
Z4 × Z4 Z22 Z202 Z242 ⊕ Z4 Z162 ⊕ Z44
Z6 × Z6 Z22 Z202 Z252 Z182 ⊕ Z26
U(1) Z52 Z22 Z⊕ Z132 ⊕ Z4
SU(2) Z32 Z22 Z102
SO(3) Z52 Z92 Z102
Space group #141 I41/amd
∅ Z2 Z2 Z72
ZT2 Z2 Z22 Z112 Z72
Z2 Z52 Z62 Z112
Z2 × ZT2 Z32 Z102 Z212 Z112
Z4 Z52 Z62 Z102 ⊕ Z4
Z6 Z52 Z62 Z102 ⊕ Z6
Z2 × Z2 Z22 Z132 Z162 Z152
Z4 × Z4 Z22 Z132 Z162 Z132 ⊕ Z24
Z6 × Z6 Z22 Z132 Z162 Z132 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z102
SU(2) Z22 Z2 Z72
SO(3) Z32 Z62 Z72
Space group #142 I41/acd
∅ Z52
ZT2 Z2 Z82 Z42
Z2 Z32 Z22 Z92
Z2 × ZT2 Z32 Z62 Z152 Z82
Z4 Z32 Z22 Z82 ⊕ Z4
Z6 Z32 Z22 Z82 ⊕ Z6
Z2 × Z2 Z22 Z92 Z92 Z132
Z4 × Z4 Z22 Z92 Z92 Z112 ⊕ Z24
Z6 × Z6 Z22 Z92 Z92 Z112 ⊕ Z26
U(1) Z2 Z⊕ Z82
SU(2) Z2 Z52
SO(3) Z2 Z52 Z52
Space group #143 P3
∅ Z33
ZT2 Z2 Z2
Z2 Z2 Z2 ⊕ Z33
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z33 ⊕ Z4
Z6 Z23 ⊕ Z6 Z33 Z53 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z22 ⊕ Z33
Z4 × Z4 Z24 Z34 Z4 Z33 ⊕ Z24
Z6 × Z6 Z26 Z63 ⊕ Z36 Z103 ⊕ Z6 Z73 ⊕ Z26
U(1) Z Z⊕ Z53
SU(2) Z Z33
SO(3) Z Z2 Z33
Space group #144 P31
∅
ZT2 Z2 Z2
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z4
Z6 Z3 ⊕ Z6 Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z24 Z34 Z4 Z24
Z6 × Z6 Z26 Z33 ⊕ Z36 Z3 ⊕ Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z2
Space group #145 P32
∅
ZT2 Z2 Z2
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z4
Z6 Z3 ⊕ Z6 Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z24 Z34 Z4 Z24
Z6 × Z6 Z26 Z33 ⊕ Z36 Z3 ⊕ Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z2
Space group #146 R3
∅ Z3
ZT2 Z2 Z2
Z2 Z2 Z2 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z3 ⊕ Z4
Z6 Z3 ⊕ Z6 Z3 Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z22 ⊕ Z3
Z4 × Z4 Z24 Z34 Z4 Z3 ⊕ Z24
Z6 × Z6 Z26 Z33 ⊕ Z36 Z33 ⊕ Z6 Z3 ⊕ Z26
U(1) Z Z⊕ Z3
SU(2) Z Z3
SO(3) Z Z2 Z3
Space group #147 P 3¯
∅ Z42 ⊕ Z23
ZT2 Z2 Z32 Z42
Z2 Z22 Z82 ⊕ Z23
Z2 × ZT2 Z32 Z42 Z62 Z82
Z4 Z2 ⊕ Z4 Z72 ⊕ Z23 ⊕ Z4
Z6 Z26 Z3 Z62 ⊕ Z23 ⊕ Z26
Z2 × Z2 Z22 Z62 Z32 Z122 ⊕ Z23
Z4 × Z4 Z22 Z32 ⊕ Z34 Z32 Z102 ⊕Z23 ⊕Z24
Z6 × Z6 Z22 Z66 Z2⊕Z23⊕Z26 Z82 ⊕ Z23 ⊕ Z46
U(1) Z⊕ Z2 Z⊕ Z62 ⊕
Z23 ⊕ Z6
SU(2) Z⊕ Z2 Z42 ⊕ Z23
SO(3) Z⊕ Z2 Z32 Z42 ⊕ Z23
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #148 R3¯
∅ Z42 ⊕ Z3
ZT2 Z2 Z32 Z42
Z2 Z22 Z82 ⊕ Z3
Z2 × ZT2 Z32 Z42 Z62 Z82
Z4 Z2 ⊕ Z4 Z72 ⊕ Z3 ⊕ Z4
Z6 Z2 ⊕ Z6 Z72 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z62 Z32 Z122 ⊕ Z3
Z4 × Z4 Z22 Z32 ⊕ Z34 Z32 Z102 ⊕Z3 ⊕Z24
Z6 × Z6 Z22 Z32 ⊕ Z36 Z32 Z102 ⊕Z3 ⊕Z26
U(1) Z⊕ Z2 Z⊕ Z72 ⊕ Z3
SU(2) Z⊕ Z2 Z42 ⊕ Z3
SO(3) Z⊕ Z2 Z32 Z42 ⊕ Z3
Space group #149 P312
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z3 ⊕ Z26 Z22 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z2⊕Z23⊕Z66 Z22 ⊕ Z23 ⊕ Z46
U(1) Z⊕ Z22 ⊕
Z3 ⊕ Z6
SU(2) Z22
SO(3) Z32 Z22
Space group #150 P321
∅ Z22 ⊕ Z3
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42 ⊕ Z3
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z3 ⊕ Z4
Z6 Z2 ⊕ Z6 Z26 Z22 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z62 Z72 Z62 ⊕ Z3
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z2 ⊕ Z66 Z22 ⊕ Z3 ⊕ Z46
U(1) Z⊕ Z22 ⊕
Z3 ⊕ Z6
SU(2) Z22 ⊕ Z3
SO(3) Z32 Z22 ⊕ Z3
Space group #151 P3112
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 × Z6 Z26 Z62 Z72 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #152 P3121
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z2 ⊕ Z6 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #153 P3212
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z72 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #154 P3221
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z2 ⊕ Z6 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #155 R32
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 Z22 Z2 ⊕ Z6 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z52 ⊕ Z26 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #156 P3m1
∅ Z2 Z2
ZT2 Z2 Z22 Z42 Z2
Z2 Z42 Z22 Z22
Z2 × ZT2 Z32 Z82 Z82 Z22
Z4 Z42 Z22 Z2 ⊕ Z4
Z6 Z22 ⊕ Z26 Z22 Z2 ⊕ Z23 ⊕ Z6
Z2 × Z2 Z22 Z102 Z62 Z32
Z4 × Z4 Z22 Z102 Z52 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z42 ⊕ Z66 Z42⊕Z33⊕Z26 Z2 ⊕ Z43 ⊕ Z26
U(1) Z32 Z⊕ Z2 ⊕ Z23
SU(2) Z22 Z2
SO(3) Z32 Z22 Z2
Space group #157 P31m
∅ Z2 Z2 ⊕ Z3
ZT2 Z2 Z22 Z42 Z2
Z2 Z42 Z22 Z22 ⊕ Z3
Z2 × ZT2 Z32 Z82 Z82 Z22
Z4 Z42 Z22 Z2 ⊕ Z3 ⊕ Z4
Z6 Z32 ⊕ Z6 Z2 ⊕ Z6 Z2 ⊕ Z23 ⊕ Z6
Z2 × Z2 Z22 Z102 Z62 Z32 ⊕ Z3
Z4 × Z4 Z22 Z102 Z52 ⊕ Z4 Z2 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z22⊕Z3⊕Z46 Z2 ⊕ Z33 ⊕ Z26
U(1) Z32 Z⊕ Z2 ⊕ Z23
SU(2) Z22 Z2 ⊕ Z3
SO(3) Z32 Z22 Z2 ⊕ Z3
Space group #158 P3c1
∅
ZT2 Z2 Z2
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z2 Z4
Z6 Z3 ⊕ Z6 Z23 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z22 Z32 Z4 Z24
Z6 × Z6 Z22 Z33 ⊕ Z36 Z43 ⊕ Z6 Z43 ⊕ Z26
U(1) Z2 Z⊕ Z23
SU(2) Z2
SO(3) Z2 Z2
Space group #159 P31c
∅ Z3
ZT2 Z2 Z2
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z2 Z2 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z2 Z3 ⊕ Z4
Z6 Z6 Z3 Z23 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z22 ⊕ Z3
Z4 × Z4 Z22 Z32 Z4 Z3 ⊕ Z24
Z6 × Z6 Z22 Z36 Z43 ⊕ Z6 Z33 ⊕ Z26
U(1) Z2 Z⊕ Z23
SU(2) Z2 Z3
SO(3) Z2 Z2 Z3
Space group #160 R3m
∅ Z2 Z2
ZT2 Z2 Z22 Z42 Z2
Z2 Z42 Z22 Z22
Z2 × ZT2 Z32 Z82 Z82 Z22
Z4 Z42 Z22 Z2 ⊕ Z4
Z6 Z32 ⊕ Z6 Z22 Z2 ⊕ Z6
Z2 × Z2 Z22 Z102 Z62 Z32
Z4 × Z4 Z22 Z102 Z52 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z42 ⊕ Z26 Z2 ⊕ Z26
U(1) Z32 Z⊕ Z2
SU(2) Z22 Z2
SO(3) Z32 Z22 Z2
Space group #161 R3c
∅
ZT2 Z2 Z2
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z2 Z4
Z6 Z6 Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z22 Z32 Z4 Z24
Z6 × Z6 Z22 Z36 Z3 ⊕ Z6 Z26
U(1) Z2 Z
SU(2) Z2
SO(3) Z2 Z2
Space group #162 P 3¯1m
∅ Z2 Z82
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z122
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z52 Z52 Z112 ⊕ Z4
Z6 Z52 Z42 ⊕ Z6 Z102 ⊕ Z26
Z2 × Z2 Z22 Z132 Z152 Z162
Z4 × Z4 Z22 Z132 Z152 Z142 ⊕ Z24
Z6 × Z6 Z22 Z132 Z122 ⊕ Z36 Z122 ⊕ Z46
U(1) Z32 Z⊕ Z102 ⊕ Z6
SU(2) Z22 Z82
SO(3) Z32 Z52 Z82
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #163 P 3¯1c
∅ Z32
ZT2 Z2 Z42 Z32
Z2 Z22 Z2 Z62
Z2 × ZT2 Z32 Z42 Z82 Z62
Z4 Z22 Z2 Z52 ⊕ Z4
Z6 Z22 Z6 Z42 ⊕ Z26
Z2 × Z2 Z22 Z62 Z52 Z92
Z4 × Z4 Z22 Z62 Z52 Z72 ⊕ Z24
Z6 × Z6 Z22 Z62 Z22 ⊕ Z36 Z52 ⊕ Z46
U(1) Z2 Z⊕ Z42 ⊕ Z6
SU(2) Z2 Z32
SO(3) Z2 Z32 Z32
Space group #164 P 3¯m1
∅ Z2 Z82
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z122
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z52 Z52 Z112 ⊕ Z4
Z6 Z42 ⊕ Z6 Z52 Z102 ⊕ Z26
Z2 × Z2 Z22 Z132 Z152 Z162
Z4 × Z4 Z22 Z132 Z152 Z142 ⊕ Z24
Z6 × Z6 Z22 Z102 ⊕ Z36 Z132 ⊕ Z26 Z122 ⊕ Z46
U(1) Z32 Z⊕ Z102 ⊕ Z6
SU(2) Z22 Z82
SO(3) Z32 Z52 Z82
Space group #165 P 3¯c1
∅ Z32
ZT2 Z2 Z42 Z32
Z2 Z22 Z2 Z62
Z2 × ZT2 Z32 Z42 Z82 Z62
Z4 Z22 Z2 Z52 ⊕ Z4
Z6 Z2 ⊕ Z6 Z2 Z42 ⊕ Z26
Z2 × Z2 Z22 Z62 Z52 Z92
Z4 × Z4 Z22 Z62 Z52 Z72 ⊕ Z24
Z6 × Z6 Z22 Z32 ⊕ Z36 Z32 ⊕ Z26 Z52 ⊕ Z46
U(1) Z2 Z⊕ Z42 ⊕ Z6
SU(2) Z2 Z32
SO(3) Z2 Z32 Z32
Space group #166 R3¯m
∅ Z2 Z82
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z122
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z52 Z52 Z112 ⊕ Z4
Z6 Z52 Z52 Z112 ⊕ Z6
Z2 × Z2 Z22 Z132 Z152 Z162
Z4 × Z4 Z22 Z132 Z152 Z142 ⊕ Z24
Z6 × Z6 Z22 Z132 Z152 Z142 ⊕ Z26
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z32 Z⊕ Z112
SU(2) Z22 Z82
SO(3) Z32 Z52 Z82
Space group #167 R3¯c
∅ Z32
ZT2 Z2 Z42 Z32
Z2 Z22 Z2 Z62
Z2 × ZT2 Z32 Z42 Z82 Z62
Z4 Z22 Z2 Z52 ⊕ Z4
Z6 Z22 Z2 Z52 ⊕ Z6
Z2 × Z2 Z22 Z62 Z52 Z92
Z4 × Z4 Z22 Z62 Z52 Z72 ⊕ Z24
Z6 × Z6 Z22 Z62 Z52 Z72 ⊕ Z26
U(1) Z2 Z⊕ Z52
SU(2) Z2 Z32
SO(3) Z2 Z32 Z32
Space group #168 P6
∅ Z22 ⊕ Z23
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42 ⊕ Z23
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z2 ⊕ Z4 Z22 Z32 ⊕ Z23 ⊕ Z4
Z6 Z26 Z26 Z22 ⊕ Z23 ⊕ Z26
Z2 × Z2 Z22 Z62 Z72 Z62 ⊕ Z23
Z4 × Z4 Z24 Z32 ⊕ Z34 Z62 ⊕ Z4 Z42 ⊕ Z23 ⊕ Z24
Z6 × Z6 Z26 Z66 Z76 Z22 ⊕ Z23 ⊕ Z46
U(1) Z Z⊕ Z22 ⊕
Z23 ⊕ Z6
SU(2) Z Z22 ⊕ Z23
SO(3) Z Z32 Z22 ⊕ Z23
Space group #169 P61
∅
ZT2 Z2 Z2
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z4
Z6 Z6 Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z24 Z34 Z4 Z24
Z6 × Z6 Z26 Z36 Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z2
Space group #170 P65
∅
ZT2 Z2 Z2
Z2 Z2 Z2
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z4
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z6 Z6 Z6
Z2 × Z2 Z22 Z32 Z2 Z22
Z4 × Z4 Z24 Z34 Z4 Z24
Z6 × Z6 Z26 Z36 Z6 Z26
U(1) Z Z
SU(2) Z
SO(3) Z Z2
Space group #171 P62
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z2 ⊕ Z4 Z22 Z32 ⊕ Z4
Z6 Z2 ⊕ Z6 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z32 ⊕ Z34 Z62 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z Z⊕ Z32
SU(2) Z Z22
SO(3) Z Z32 Z22
Space group #172 P64
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z2 ⊕ Z4 Z22 Z32 ⊕ Z4
Z6 Z2 ⊕ Z6 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z32 ⊕ Z34 Z62 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z26 Z32 ⊕ Z36 Z62 ⊕ Z6 Z42 ⊕ Z26
U(1) Z Z⊕ Z32
SU(2) Z Z22
SO(3) Z Z32 Z22
Space group #173 P63
∅ Z23
ZT2 Z2 Z2
Z2 Z2 Z2 ⊕ Z23
Z2 × ZT2 Z32 Z22 Z22 Z2
Z4 Z4 Z23 ⊕ Z4
Z6 Z3 ⊕ Z6 Z23 Z33 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z22 ⊕ Z23
Z4 × Z4 Z24 Z34 Z4 Z23 ⊕ Z24
Z6 × Z6 Z26 Z33 ⊕ Z36 Z63 ⊕ Z6 Z43 ⊕ Z26
U(1) Z Z⊕ Z33
SU(2) Z Z23
SO(3) Z Z2 Z23
Space group #174 P 6¯
∅ Z22 Z22 ⊕ Z33
ZT2 Z2 Z42 Z2 Z22
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z62 Z42 ⊕ Z33
Z2 × ZT2 Z32 Z122 Z22 Z42
Z4 Z52 ⊕ Z4 Z32 ⊕ Z33 ⊕ Z4
Z6 Z52 ⊕ Z6 Z22 ⊕ Z43 ⊕ Z26
Z2 × Z2 Z22 Z142 Z2 Z62 ⊕ Z33
Z4 × Z4 Z22 Z112 ⊕ Z34 Z2 Z42 ⊕ Z33 ⊕ Z24
Z6 × Z6 Z22 Z112 ⊕ Z36 Z3 ⊕ Z6 Z22 ⊕ Z53 ⊕ Z46
U(1) Z⊕ Z52 Z⊕ Z22 ⊕
Z43 ⊕ Z6
SU(2) Z⊕ Z32 Z22 ⊕ Z33
SO(3) Z⊕ Z52 Z2 Z22 ⊕ Z33
Space group #175 P6/m
∅ Z22 Z82 ⊕ Z23
ZT2 Z2 Z42 Z82 Z82
Z2 Z72 Z42 Z122 ⊕ Z23
Z2 × ZT2 Z32 Z142 Z162 Z122
Z4 Z62 ⊕ Z4 Z42 Z112 ⊕Z23 ⊕Z4
Z6 Z62 ⊕ Z6 Z42 Z102 ⊕Z23 ⊕Z26
Z2 × Z2 Z22 Z172 Z122 Z162 ⊕ Z23
Z4 × Z4 Z22 Z142 ⊕ Z34 Z122 Z142 ⊕Z23 ⊕Z24
Z6 × Z6 Z22 Z142 ⊕ Z36 Z112 ⊕ Z6 Z122 ⊕Z23 ⊕Z46
U(1) Z⊕ Z52 Z⊕ Z102 ⊕
Z23 ⊕ Z6
SU(2) Z⊕ Z32 Z82 ⊕ Z23
SO(3) Z⊕ Z52 Z42 Z82 ⊕ Z23
Space group #176 P63/m
∅ Z2 Z32 ⊕ Z23
ZT2 Z2 Z22 Z22 Z32
Z2 Z42 Z62 ⊕ Z23
Z2 × ZT2 Z32 Z82 Z42 Z62
Z4 Z32 ⊕ Z4 Z52 ⊕ Z23 ⊕ Z4
Z6 Z32 ⊕ Z6 Z42 ⊕ Z23 ⊕ Z26
Z2 × Z2 Z22 Z102 Z22 Z92 ⊕ Z23
Z4 × Z4 Z22 Z72 ⊕ Z34 Z22 Z72 ⊕ Z23 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z2 ⊕ Z6 Z52 ⊕ Z23 ⊕ Z46
U(1) Z⊕ Z32 Z⊕ Z42 ⊕
Z23 ⊕ Z6
SU(2) Z⊕ Z22 Z32 ⊕ Z23
SO(3) Z⊕ Z32 Z22 Z32 ⊕ Z23
Space group #177 P622
∅ Z82
ZT2 Z2 Z122 Z82
Z2 Z32 Z62 Z122
Z2 × ZT2 Z32 Z62 Z242 Z122
Z4 Z32 Z62 Z112 ⊕ Z4
Z6 Z32 Z42 ⊕ Z26 Z102 ⊕ Z26
Z2 × Z2 Z22 Z92 Z182 Z162
Z4 × Z4 Z24 Z92 Z182 Z142 ⊕ Z24
Z6 × Z6 Z26 Z92 Z132 ⊕ Z56 Z122 ⊕ Z46
U(1) Z⊕ Z102 ⊕ Z6
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SU(2) Z82
SO(3) Z62 Z82
Space group #178 P6122
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z72 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #179 P6522
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z22 Z32 ⊕ Z6
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z72 Z42 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z22
SO(3) Z32 Z22
Space group #180 P6222
∅ Z82
ZT2 Z2 Z122 Z82
Z2 Z32 Z62 Z122
Z2 × ZT2 Z32 Z62 Z242 Z122
Z4 Z32 Z62 Z112 ⊕ Z4
Z6 Z32 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z92 Z182 Z162
Z4 × Z4 Z24 Z92 Z182 Z142 ⊕ Z24
Z6 × Z6 Z26 Z92 Z182 Z142 ⊕ Z26
U(1) Z⊕ Z112
SU(2) Z82
SO(3) Z62 Z82
Space group #181 P6422
∅ Z82
ZT2 Z2 Z122 Z82
Z2 Z32 Z62 Z122
Z2 × ZT2 Z32 Z62 Z242 Z122
Z4 Z32 Z62 Z112 ⊕ Z4
Z6 Z32 Z62 Z112 ⊕ Z6
Z2 × Z2 Z22 Z92 Z182 Z162
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 × Z4 Z24 Z92 Z182 Z142 ⊕ Z24
Z6 × Z6 Z26 Z92 Z182 Z142 ⊕ Z26
U(1) Z⊕ Z112
SU(2) Z82
SO(3) Z62 Z82
Space group #182 P6322
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z22 Z26 Z22 ⊕ Z26
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z24 Z62 Z72 Z42 ⊕ Z24
Z6 × Z6 Z26 Z62 Z22 ⊕ Z56 Z22 ⊕ Z46
U(1) Z⊕ Z22 ⊕ Z6
SU(2) Z22
SO(3) Z32 Z22
Space group #183 P6mm
∅ Z22 Z22 Z42
ZT2 Z2 Z42 Z122 Z42
Z2 Z72 Z82 Z62
Z2 × ZT2 Z32 Z142 Z222 Z62
Z4 Z72 Z82 Z52 ⊕ Z4
Z6 Z62 ⊕ Z6 Z82 Z42 ⊕ Z26
Z2 × Z2 Z22 Z172 Z182 Z82
Z4 × Z4 Z22 Z172 Z172 ⊕ Z4 Z62 ⊕ Z24
Z6 × Z6 Z22 Z142 ⊕ Z36 Z152 ⊕ Z36 Z42 ⊕ Z46
U(1) Z52 Z22 Z⊕ Z42 ⊕ Z6
SU(2) Z32 Z22 Z42
SO(3) Z52 Z62 Z42
Space group #184 P6cc
∅ Z22
ZT2 Z2 Z52 Z22
Z2 Z22 Z22 Z42
Z2 × ZT2 Z32 Z42 Z102 Z42
Z4 Z22 Z22 Z32 ⊕ Z4
Z6 Z2 ⊕ Z6 Z22 Z22 ⊕ Z26
Z2 × Z2 Z22 Z62 Z72 Z62
Z4 × Z4 Z22 Z62 Z62 ⊕ Z4 Z42 ⊕ Z24
Z6 × Z6 Z22 Z32 ⊕ Z36 Z42 ⊕ Z36 Z22 ⊕ Z46
U(1) Z2 Z⊕ Z22 ⊕ Z6
SU(2) Z2 Z22
SO(3) Z2 Z32 Z22
Space group #185 P63cm
∅ Z2 Z2
ZT2 Z2 Z22 Z42 Z2
Z2 Z42 Z22 Z22
Z2 × ZT2 Z32 Z82 Z82 Z22
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 Z42 Z22 Z2 ⊕ Z4
Z6 Z32 ⊕ Z6 Z22 Z2 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z102 Z62 Z32
Z4 × Z4 Z22 Z102 Z52 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z42⊕Z3⊕Z26 Z2 ⊕ Z23 ⊕ Z26
U(1) Z32 Z⊕ Z2 ⊕ Z3
SU(2) Z22 Z2
SO(3) Z32 Z22 Z2
Space group #186 P63mc
∅ Z2 Z2
ZT2 Z2 Z22 Z42 Z2
Z2 Z42 Z22 Z22
Z2 × ZT2 Z32 Z82 Z82 Z22
Z4 Z42 Z22 Z2 ⊕ Z4
Z6 Z32 ⊕ Z6 Z22 Z2 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z102 Z62 Z32
Z4 × Z4 Z22 Z102 Z52 ⊕ Z4 Z2 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z42⊕Z3⊕Z26 Z2 ⊕ Z23 ⊕ Z26
U(1) Z32 Z⊕ Z2 ⊕ Z3
SU(2) Z22 Z2
SO(3) Z32 Z22 Z2
Space group #187 P 6¯m2
∅ Z32 Z22 Z42
ZT2 Z2 Z62 Z102 Z42
Z2 Z92 Z72 Z62
Z2 × ZT2 Z32 Z182 Z182 Z62
Z4 Z92 Z72 Z52 ⊕ Z4
Z6 Z92 Z72 Z42 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z212 Z152 Z82
Z4 × Z4 Z22 Z212 Z152 Z62 ⊕ Z24
Z6 × Z6 Z22 Z212 Z132 ⊕ Z26 Z42 ⊕ Z23 ⊕ Z46
U(1) Z72 Z22 Z⊕ Z42 ⊕
Z3 ⊕ Z6
SU(2) Z42 Z22 Z42
SO(3) Z72 Z52 Z42
Space group #188 P 6¯c2
∅ Z2 Z22
ZT2 Z2 Z22 Z32 Z22
Z2 Z42 Z2 Z42
Z2 × ZT2 Z32 Z82 Z62 Z42
Z4 Z42 Z2 Z32 ⊕ Z4
Z6 Z42 Z2 Z22 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z102 Z42 Z62
Z4 × Z4 Z22 Z102 Z42 Z42 ⊕ Z24
Z6 × Z6 Z22 Z102 Z22 ⊕ Z26 Z22 ⊕ Z23 ⊕ Z46
U(1) Z32 Z⊕ Z22 ⊕
Z3 ⊕ Z6
SU(2) Z22 Z22
SO(3) Z32 Z22 Z22
Space group #189 P 6¯2m
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z32 Z22 Z42 ⊕ Z3
ZT2 Z2 Z62 Z102 Z42
Z2 Z92 Z72 Z62 ⊕ Z3
Z2 × ZT2 Z32 Z182 Z182 Z62
Z4 Z92 Z72 Z52 ⊕ Z3 ⊕ Z4
Z6 Z92 Z72 Z42 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z212 Z152 Z82 ⊕ Z3
Z4 × Z4 Z22 Z212 Z152 Z62 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z212 Z142 ⊕ Z6 Z42 ⊕ Z3 ⊕ Z46
U(1) Z72 Z22 Z⊕ Z42 ⊕
Z3 ⊕ Z6
SU(2) Z42 Z22 Z42 ⊕ Z3
SO(3) Z72 Z52 Z42 ⊕ Z3
Space group #190 P 6¯2c
∅ Z2 Z22 ⊕ Z3
ZT2 Z2 Z22 Z32 Z22
Z2 Z42 Z2 Z42 ⊕ Z3
Z2 × ZT2 Z32 Z82 Z62 Z42
Z4 Z42 Z2 Z32 ⊕ Z3 ⊕ Z4
Z6 Z42 Z2 Z22 ⊕ Z3 ⊕ Z26
Z2 × Z2 Z22 Z102 Z42 Z62 ⊕ Z3
Z4 × Z4 Z22 Z102 Z42 Z42 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z102 Z32 ⊕ Z6 Z22 ⊕ Z3 ⊕ Z46
U(1) Z32 Z⊕ Z22 ⊕
Z3 ⊕ Z6
SU(2) Z22 Z22 ⊕ Z3
SO(3) Z32 Z22 Z22 ⊕ Z3
Space group #191 P6/mmm
∅ Z42 Z62 Z122
ZT2 Z2 Z82 Z242 Z122
Z2 Z122 Z182 Z162
Z2 × ZT2 Z32 Z242 Z422 Z162
Z4 Z122 Z182 Z152 ⊕ Z4
Z6 Z122 Z182 Z142 ⊕ Z26
Z2 × Z2 Z22 Z282 Z362 Z202
Z4 × Z4 Z22 Z282 Z362 Z182 ⊕ Z24
Z6 × Z6 Z22 Z282 Z352 ⊕ Z6 Z162 ⊕ Z46
U(1) Z92 Z62 Z⊕ Z142 ⊕ Z6
SU(2) Z52 Z62 Z122
SO(3) Z92 Z122 Z122
Space group #192 P6/mcc
∅ Z2 Z82
ZT2 Z2 Z22 Z102 Z82
Z2 Z52 Z52 Z122
Z2 × ZT2 Z32 Z102 Z202 Z122
Z4 Z52 Z52 Z112 ⊕ Z4
Z6 Z52 Z52 Z102 ⊕ Z26
Z2 × Z2 Z22 Z132 Z152 Z162
Z4 × Z4 Z22 Z132 Z152 Z142 ⊕ Z24
Z6 × Z6 Z22 Z132 Z142 ⊕ Z6 Z122 ⊕ Z46
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z32 Z⊕ Z102 ⊕ Z6
SU(2) Z22 Z82
SO(3) Z32 Z52 Z82
Space group #193 P63/mcm
∅ Z22 Z2 Z62
ZT2 Z2 Z42 Z102 Z62
Z2 Z72 Z62 Z92
Z2 × ZT2 Z32 Z142 Z192 Z92
Z4 Z72 Z62 Z82 ⊕ Z4
Z6 Z72 Z62 Z72 ⊕ Z26
Z2 × Z2 Z22 Z172 Z152 Z122
Z4 × Z4 Z22 Z172 Z152 Z102 ⊕ Z24
Z6 × Z6 Z22 Z172 Z142 ⊕ Z6 Z82 ⊕ Z46
U(1) Z52 Z2 Z⊕ Z72 ⊕ Z6
SU(2) Z32 Z2 Z62
SO(3) Z52 Z52 Z62
Space group #194 P63/mmc
∅ Z22 Z2 Z62
ZT2 Z2 Z42 Z102 Z62
Z2 Z72 Z62 Z92
Z2 × ZT2 Z32 Z142 Z192 Z92
Z4 Z72 Z62 Z82 ⊕ Z4
Z6 Z72 Z62 Z72 ⊕ Z26
Z2 × Z2 Z22 Z172 Z152 Z122
Z4 × Z4 Z22 Z172 Z152 Z102 ⊕ Z24
Z6 × Z6 Z22 Z172 Z142 ⊕ Z6 Z82 ⊕ Z46
U(1) Z52 Z2 Z⊕ Z72 ⊕ Z6
SU(2) Z32 Z2 Z62
SO(3) Z52 Z52 Z62
Space group #195 P23
∅ Z42 ⊕ Z3
ZT2 Z2 Z82 Z42
Z2 Z2 Z42 Z82 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z162 Z82
Z4 Z2 Z42 Z72 ⊕ Z3 ⊕ Z4
Z6 Z6 Z32 ⊕ Z6 Z72 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z122 Z122 ⊕ Z3
Z4 × Z4 Z24 Z32 Z122 Z102 ⊕Z3 ⊕Z24
Z6 × Z6 Z26 Z36 Z92 ⊕ Z36 Z102 ⊕Z3 ⊕Z26
U(1) Z⊕ Z72 ⊕ Z3
SU(2) Z42 ⊕ Z3
SO(3) Z42 Z42 ⊕ Z3
Space group #196 F23
∅ Z3
ZT2 Z2 Z52
Z2 Z22 Z42 ⊕ Z3
Z2 × ZT2 Z32 Z102 Z42
Z4 Z22 Z22 ⊕ Z3 ⊕ Z24
Z6 Z3 Z2 ⊕ Z6 Z32 ⊕ Z3 ⊕ Z6
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z22 Z72 Z82 ⊕ Z3
Z4 × Z4 Z24 Z62 ⊕ Z4 Z42 ⊕ Z3 ⊕ Z44
Z6 × Z6 Z26 Z33 Z42 ⊕ Z36 Z62 ⊕ Z3 ⊕ Z26
U(1) Z⊕ Z22 ⊕
Z3 ⊕ Z4
SU(2) Z3
SO(3) Z32 Z3
Space group #197 I23
∅ Z22 ⊕ Z3
ZT2 Z2 Z42 Z22
Z2 Z2 Z22 Z42 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z82 Z42
Z4 Z4 Z22 Z32 ⊕ Z3 ⊕ Z4
Z6 Z6 Z2 ⊕ Z6 Z32 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z62 Z62 ⊕ Z3
Z4 × Z4 Z24 Z34 Z52 ⊕ Z4 Z42 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z26 Z36 Z32 ⊕ Z36 Z42 ⊕ Z3 ⊕ Z26
U(1) Z⊕ Z32 ⊕ Z3
SU(2) Z22 ⊕ Z3
SO(3) Z22 Z22 ⊕ Z3
Space group #198 P213
∅ Z3
ZT2 Z2
Z2 Z2 ⊕ Z3
Z2 × ZT2 Z32 Z2
Z4 Z3 ⊕ Z4
Z6 Z3 Z3 Z3 ⊕ Z6
Z2 × Z2 Z22 Z22 ⊕ Z3
Z4 × Z4 Z24 Z3 ⊕ Z24
Z6 × Z6 Z26 Z33 Z33 Z3 ⊕ Z26
U(1) Z⊕ Z3
SU(2) Z3
SO(3) Z3
Space group #199 I213
∅ Z2 ⊕ Z3
ZT2 Z2 Z22 Z2
Z2 Z2 Z2 Z22 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z42 Z22
Z4 Z2 Z2 Z2 ⊕ Z3 ⊕ Z4
Z6 Z6 Z6 Z2 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z32 Z32 ⊕ Z3
Z4 × Z4 Z24 Z32 Z32 Z2 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z26 Z36 Z36 Z2 ⊕ Z3 ⊕ Z26
U(1) Z⊕ Z2 ⊕ Z3
SU(2) Z2 ⊕ Z3
SO(3) Z2 Z2 ⊕ Z3
Space group #200 Pm3¯
∅ Z22 Z42 Z82 ⊕ Z3
ZT2 Z2 Z42 Z162 Z82
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 Z62 Z122 Z122 ⊕ Z3
Z2 × ZT2 Z32 Z122 Z282 Z122
Z4 Z62 Z122 Z112 ⊕Z3 ⊕Z4
Z6 Z62 Z122 Z112 ⊕Z3 ⊕Z6
Z2 × Z2 Z22 Z142 Z242 Z162 ⊕ Z3
Z4 × Z4 Z22 Z142 Z242 Z142 ⊕Z3 ⊕Z24
Z6 × Z6 Z22 Z142 Z242 Z142 ⊕Z3 ⊕Z26
U(1) Z52 Z42 Z⊕ Z112 ⊕ Z3
SU(2) Z32 Z42 Z82 ⊕ Z3
SO(3) Z52 Z82 Z82 ⊕ Z3
Space group #201 Pn3¯
∅ Z42 ⊕ Z3
ZT2 Z2 Z62 Z42
Z2 Z22 Z22 Z82 ⊕ Z3
Z2 × ZT2 Z32 Z42 Z122 Z82
Z4 Z22 Z22 Z72 ⊕ Z3 ⊕ Z4
Z6 Z22 Z22 Z72 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z62 Z82 Z122 ⊕ Z3
Z4 × Z4 Z22 Z62 Z82 Z102 ⊕Z3 ⊕Z24
Z6 × Z6 Z22 Z62 Z82 Z102 ⊕Z3 ⊕Z26
U(1) Z2 Z⊕ Z72 ⊕ Z3
SU(2) Z2 Z42 ⊕ Z3
SO(3) Z2 Z42 Z42 ⊕ Z3
Space group #202 Fm3¯
∅ Z2 Z2 Z42 ⊕ Z3
ZT2 Z2 Z22 Z82 Z42
Z2 Z32 Z52 Z82 ⊕ Z3
Z2 × ZT2 Z32 Z62 Z152 Z82
Z4 Z32 Z52 Z72 ⊕ Z3 ⊕ Z4
Z6 Z32 Z52 Z72 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z72 Z122 Z122 ⊕ Z3
Z4 × Z4 Z22 Z72 Z122 Z102 ⊕Z3 ⊕Z24
Z6 × Z6 Z22 Z72 Z122 Z102 ⊕Z3 ⊕Z26
U(1) Z32 Z2 Z⊕ Z72 ⊕ Z3
SU(2) Z22 Z2 Z42 ⊕ Z3
SO(3) Z32 Z42 Z42 ⊕ Z3
Space group #203 Fd3¯
∅ Z22 ⊕ Z3
ZT2 Z2 Z42 Z22
Z2 Z2 Z2 Z62 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z82 Z62
Z4 Z2 Z2 Z52 ⊕ Z3 ⊕ Z4
Z6 Z2 Z2 Z52 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z52 Z102 ⊕ Z3
Z4 × Z4 Z22 Z32 Z52 Z82 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z32 Z52 Z82 ⊕ Z3 ⊕ Z26
U(1) Z2 Z⊕ Z52 ⊕ Z3
SU(2) Z2 Z22 ⊕ Z3
SO(3) Z2 Z32 Z22 ⊕ Z3
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Space group #204 Im3¯
∅ Z2 Z22 Z52 ⊕ Z3
ZT2 Z2 Z22 Z92 Z52
Z2 Z42 Z62 Z82 ⊕ Z3
Z2 × ZT2 Z32 Z82 Z162 Z82
Z4 Z32 ⊕ Z4 Z62 Z72 ⊕ Z3 ⊕ Z4
Z6 Z42 Z62 Z72 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z102 Z132 Z112 ⊕ Z3
Z4 × Z4 Z22 Z72 ⊕ Z34 Z122 ⊕ Z4 Z92 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z102 Z132 Z92 ⊕ Z3 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z72 ⊕ Z3
SU(2) Z22 Z22 Z52 ⊕ Z3
SO(3) Z32 Z52 Z52 ⊕ Z3
Space group #205 Pa3¯
∅ Z22 ⊕ Z3
ZT2 Z2 Z2 Z22
Z2 Z2 Z42 ⊕ Z3
Z2 × ZT2 Z32 Z22 Z22 Z42
Z4 Z2 Z32 ⊕ Z3 ⊕ Z4
Z6 Z2 Z32 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z62 ⊕ Z3
Z4 × Z4 Z22 Z32 Z2 Z42 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z32 Z2 Z42 ⊕ Z3 ⊕ Z26
U(1) Z2 Z⊕ Z32 ⊕ Z3
SU(2) Z2 Z22 ⊕ Z3
SO(3) Z2 Z2 Z22 ⊕ Z3
Space group #206 Ia3¯
∅ Z32 ⊕ Z3
ZT2 Z2 Z42 Z32
Z2 Z22 Z2 Z62 ⊕ Z3
Z2 × ZT2 Z32 Z42 Z82 Z62
Z4 Z22 Z2 Z52 ⊕ Z3 ⊕ Z4
Z6 Z22 Z2 Z52 ⊕ Z3 ⊕ Z6
Z2 × Z2 Z22 Z62 Z52 Z92 ⊕ Z3
Z4 × Z4 Z22 Z62 Z52 Z72 ⊕ Z3 ⊕ Z24
Z6 × Z6 Z22 Z62 Z52 Z72 ⊕ Z3 ⊕ Z26
U(1) Z2 Z⊕ Z52 ⊕ Z3
SU(2) Z2 Z32 ⊕ Z3
SO(3) Z2 Z32 Z32 ⊕ Z3
Space group #207 P432
∅ Z62
ZT2 Z2 Z102 Z62
Z2 Z22 Z52 Z102
Z2 × ZT2 Z32 Z42 Z202 Z102
Z4 Z22 Z32 ⊕ Z24 Z82 ⊕ Z24
Z6 Z22 Z42 ⊕ Z6 Z92 ⊕ Z6
Z2 × Z2 Z22 Z62 Z152 Z142
Z4 × Z4 Z24 Z62 Z102 ⊕ Z54 Z102 ⊕ Z44
Z6 × Z6 Z26 Z62 Z132 ⊕ Z26 Z122 ⊕ Z26
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
U(1) Z⊕ Z82 ⊕ Z4
SU(2) Z62
SO(3) Z52 Z62
Space group #208 P4232
∅ Z62
ZT2 Z2 Z102 Z62
Z2 Z22 Z52 Z102
Z2 × ZT2 Z32 Z42 Z202 Z102
Z4 Z22 Z52 Z92 ⊕ Z4
Z6 Z22 Z42 ⊕ Z6 Z92 ⊕ Z6
Z2 × Z2 Z22 Z62 Z152 Z142
Z4 × Z4 Z24 Z62 Z152 Z122 ⊕ Z24
Z6 × Z6 Z26 Z62 Z132 ⊕ Z26 Z122 ⊕ Z26
U(1) Z⊕ Z92
SU(2) Z62
SO(3) Z52 Z62
Space group #209 F432
∅ Z42
ZT2 Z2 Z82 Z42
Z2 Z2 Z42 Z82
Z2 × ZT2 Z32 Z22 Z162 Z82
Z4 Z2 Z32 ⊕ Z4 Z72 ⊕ Z4
Z6 Z2 Z32 ⊕ Z6 Z72 ⊕ Z6
Z2 × Z2 Z22 Z32 Z122 Z122
Z4 × Z4 Z24 Z32 Z102 ⊕ Z24 Z102 ⊕ Z24
Z6 × Z6 Z26 Z32 Z102 ⊕ Z26 Z102 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z42
SO(3) Z42 Z42
Space group #210 F4132
∅ Z2
ZT2 Z2 Z52 Z2
Z2 Z2 Z22 Z42
Z2 × ZT2 Z32 Z22 Z102 Z42
Z4 Z2 Z22 Z32 ⊕ Z4
Z6 Z2 Z2 ⊕ Z6 Z32 ⊕ Z6
Z2 × Z2 Z22 Z32 Z72 Z72
Z4 × Z4 Z24 Z32 Z72 Z52 ⊕ Z24
Z6 × Z6 Z26 Z32 Z52 ⊕ Z26 Z52 ⊕ Z26
U(1) Z⊕ Z32
SU(2) Z2
SO(3) Z32 Z2
Space group #211 I432
∅ Z52
ZT2 Z2 Z82 Z52
Z2 Z22 Z42 Z82
Z2 × ZT2 Z32 Z42 Z162 Z82
Z4 Z22 Z32 ⊕ Z4 Z72 ⊕ Z4
Z6 Z22 Z32 ⊕ Z6 Z72 ⊕ Z6
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × Z2 Z22 Z62 Z122 Z112
Z4 × Z4 Z24 Z62 Z102 ⊕ Z24 Z92 ⊕ Z24
Z6 × Z6 Z26 Z62 Z102 ⊕ Z26 Z92 ⊕ Z26
U(1) Z⊕ Z72
SU(2) Z52
SO(3) Z42 Z52
Space group #212 P4332
∅ Z2
ZT2 Z2 Z22 Z2
Z2 Z2 Z2 Z22
Z2 × ZT2 Z32 Z22 Z42 Z22
Z4 Z2 Z2 Z2 ⊕ Z4
Z6 Z2 Z6 Z2 ⊕ Z6
Z2 × Z2 Z22 Z32 Z32 Z32
Z4 × Z4 Z24 Z32 Z32 Z2 ⊕ Z24
Z6 × Z6 Z26 Z32 Z2 ⊕ Z26 Z2 ⊕ Z26
U(1) Z⊕ Z2
SU(2) Z2
SO(3) Z2 Z2
Space group #213 P4132
∅ Z2
ZT2 Z2 Z22 Z2
Z2 Z2 Z2 Z22
Z2 × ZT2 Z32 Z22 Z42 Z22
Z4 Z2 Z2 Z2 ⊕ Z4
Z6 Z2 Z6 Z2 ⊕ Z6
Z2 × Z2 Z22 Z32 Z32 Z32
Z4 × Z4 Z24 Z32 Z32 Z2 ⊕ Z24
Z6 × Z6 Z26 Z32 Z2 ⊕ Z26 Z2 ⊕ Z26
U(1) Z⊕ Z2
SU(2) Z2
SO(3) Z2 Z2
Space group #214 I4132
∅ Z42
ZT2 Z2 Z62 Z42
Z2 Z22 Z32 Z62
Z2 × ZT2 Z32 Z42 Z122 Z62
Z4 Z22 Z32 Z52 ⊕ Z4
Z6 Z22 Z22 ⊕ Z6 Z52 ⊕ Z6
Z2 × Z2 Z22 Z62 Z92 Z82
Z4 × Z4 Z24 Z62 Z92 Z62 ⊕ Z24
Z6 × Z6 Z26 Z62 Z72 ⊕ Z26 Z62 ⊕ Z26
U(1) Z⊕ Z52
SU(2) Z42
SO(3) Z32 Z42
Space group #215 P 4¯3m
∅ Z2 Z22 Z42
ZT2 Z2 Z22 Z102 Z42
Z2 Z42 Z62 Z82
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z2 × ZT2 Z32 Z82 Z182 Z82
Z4 Z42 Z62 Z62 ⊕ Z24
Z6 Z32 ⊕ Z6 Z62 Z72 ⊕ Z6
Z2 × Z2 Z22 Z102 Z142 Z122
Z4 × Z4 Z22 Z102 Z132 ⊕ Z4 Z82 ⊕ Z44
Z6 × Z6 Z22 Z72 ⊕ Z36 Z132 ⊕ Z6 Z102 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z62 ⊕ Z4
SU(2) Z22 Z22 Z42
SO(3) Z32 Z62 Z42
Space group #216 F 4¯3m
∅ Z2 Z22 Z22
ZT2 Z2 Z22 Z82 Z22
Z2 Z32 Z52 Z62
Z2 × ZT2 Z32 Z62 Z142 Z62
Z4 Z32 Z52 Z42 ⊕ Z24
Z6 Z22 ⊕ Z6 Z52 Z52 ⊕ Z6
Z2 × Z2 Z22 Z72 Z112 Z102
Z4 × Z4 Z22 Z72 Z102 ⊕ Z4 Z62 ⊕ Z44
Z6 × Z6 Z22 Z42 ⊕ Z36 Z102 ⊕ Z6 Z82 ⊕ Z26
U(1) Z32 Z22 Z⊕ Z42 ⊕ Z4
SU(2) Z22 Z22 Z22
SO(3) Z32 Z52 Z22
Space group #217 I 4¯3m
∅ Z2 Z2 Z32
ZT2 Z2 Z22 Z72 Z22
Z2 Z42 Z32 Z62
Z2 × ZT2 Z32 Z82 Z122 Z52
Z4 Z42 Z32 Z52 ⊕ Z4
Z6 Z32 ⊕ Z6 Z32 Z52 ⊕ Z6
Z2 × Z2 Z22 Z102 Z82 Z92
Z4 × Z4 Z22 Z102 Z82 Z72 ⊕ Z24
Z6 × Z6 Z22 Z72 ⊕ Z36 Z72 ⊕ Z6 Z72 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z52
SU(2) Z22 Z2 Z32
SO(3) Z32 Z42 Z32
Space group #218 P 4¯3n
∅ Z42
ZT2 Z2 Z62 Z22
Z2 Z2 Z2 Z82
Z2 × ZT2 Z32 Z22 Z102 Z62
Z4 Z2 Z2 Z72 ⊕ Z4
Z6 Z6 Z2 Z72 ⊕ Z6
Z2 × Z2 Z22 Z32 Z52 Z122
Z4 × Z4 Z22 Z32 Z52 Z102 ⊕ Z24
Z6 × Z6 Z22 Z36 Z42 ⊕ Z6 Z102 ⊕ Z26
U(1) Z2 Z⊕ Z72
SU(2) Z2 Z42
SO(3) Z2 Z32 Z42
Space group #219 F 4¯3c
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
∅ Z22
ZT2 Z2 Z52
Z2 Z2 Z62
Z2 × ZT2 Z32 Z22 Z82 Z42
Z4 Z2 Z42 ⊕ Z24
Z6 Z6 Z52 ⊕ Z6
Z2 × Z2 Z22 Z32 Z32 Z102
Z4 × Z4 Z22 Z32 Z22 ⊕ Z4 Z62 ⊕ Z44
Z6 × Z6 Z22 Z36 Z22 ⊕ Z6 Z82 ⊕ Z26
U(1) Z2 Z⊕ Z42 ⊕ Z4
SU(2) Z2 Z22
SO(3) Z2 Z32 Z22
Space group #220 I 4¯3d
∅ Z2 ⊕ Z4
ZT2 Z2 Z22 Z2
Z2 Z2 Z32 ⊕ Z4
Z2 × ZT2 Z32 Z22 Z32 Z32
Z4 Z2 Z22 ⊕ Z24
Z6 Z6 Z22 ⊕ Z4 ⊕ Z6
Z2 × Z2 Z22 Z32 Z2 Z52 ⊕ Z4
Z4 × Z4 Z22 Z32 Z2 Z32 ⊕ Z34
Z6 × Z6 Z22 Z36 Z6 Z32 ⊕ Z4 ⊕ Z26
U(1) Z2 Z⊕ Z22 ⊕ Z4
SU(2) Z2 Z2 ⊕ Z4
SO(3) Z2 Z2 Z2 ⊕ Z4
Space group #221 Pm3¯m
∅ Z32 Z52 Z102
ZT2 Z2 Z62 Z202 Z102
Z2 Z92 Z152 Z142
Z2 × ZT2 Z32 Z182 Z352 Z142
Z4 Z92 Z152 Z122 ⊕ Z24
Z6 Z92 Z152 Z132 ⊕ Z6
Z2 × Z2 Z22 Z212 Z302 Z182
Z4 × Z4 Z22 Z212 Z292 ⊕ Z4 Z142 ⊕ Z44
Z6 × Z6 Z22 Z212 Z302 Z162 ⊕ Z26
U(1) Z72 Z52 Z⊕ Z122 ⊕ Z4
SU(2) Z42 Z52 Z102
SO(3) Z72 Z102 Z102
Space group #222 Pn3¯n
∅ Z52
ZT2 Z2 Z72 Z42
Z2 Z22 Z22 Z92
Z2 × ZT2 Z32 Z42 Z132 Z82
Z4 Z22 Z2 ⊕ Z4 Z82 ⊕ Z4
Z6 Z22 Z22 Z82 ⊕ Z6
Z2 × Z2 Z22 Z62 Z82 Z132
Z4 × Z4 Z22 Z62 Z62 ⊕ Z24 Z112 ⊕ Z24
Z6 × Z6 Z22 Z62 Z82 Z112 ⊕ Z26
U(1) Z2 Z⊕ Z82
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
SU(2) Z2 Z52
SO(3) Z2 Z42 Z52
Space group #223 Pm3¯n
∅ Z2 Z32 Z62
ZT2 Z2 Z22 Z122 Z62
Z2 Z42 Z82 Z102
Z2 × ZT2 Z32 Z82 Z212 Z102
Z4 Z42 Z82 Z92 ⊕ Z4
Z6 Z42 Z82 Z92 ⊕ Z6
Z2 × Z2 Z22 Z102 Z172 Z142
Z4 × Z4 Z22 Z102 Z172 Z122 ⊕ Z24
Z6 × Z6 Z22 Z102 Z172 Z122 ⊕ Z26
U(1) Z32 Z32 Z⊕ Z92
SU(2) Z22 Z32 Z62
SO(3) Z32 Z72 Z62
Space group #224 Pn3¯m
∅ Z2 Z2 Z82
ZT2 Z2 Z22 Z132 Z82
Z2 Z52 Z72 Z132
Z2 × ZT2 Z32 Z102 Z252 Z132
Z4 Z52 Z72 Z122 ⊕ Z4
Z6 Z52 Z72 Z122 ⊕ Z6
Z2 × Z2 Z22 Z132 Z192 Z182
Z4 × Z4 Z22 Z132 Z192 Z162 ⊕ Z24
Z6 × Z6 Z22 Z132 Z192 Z162 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z122
SU(2) Z22 Z2 Z82
SO(3) Z32 Z72 Z82
Space group #225 Fm3¯m
∅ Z22 Z42 Z72
ZT2 Z2 Z42 Z152 Z72
Z2 Z62 Z112 Z112
Z2 × ZT2 Z32 Z122 Z262 Z112
Z4 Z62 Z112 Z102 ⊕ Z4
Z6 Z62 Z112 Z102 ⊕ Z6
Z2 × Z2 Z22 Z142 Z222 Z152
Z4 × Z4 Z22 Z142 Z222 Z132 ⊕ Z24
Z6 × Z6 Z22 Z142 Z222 Z132 ⊕ Z26
U(1) Z52 Z42 Z⊕ Z102
SU(2) Z32 Z42 Z72
SO(3) Z52 Z82 Z72
Space group #226 Fm3¯c
∅ Z2 Z2 Z52
ZT2 Z2 Z22 Z92 Z52
Z2 Z42 Z52 Z92
Z2 × ZT2 Z32 Z82 Z172 Z92
Z4 Z42 Z52 Z72 ⊕ Z24
Z6 Z42 Z52 Z82 ⊕ Z6
Z2 × Z2 Z22 Z102 Z132 Z132
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G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 × Z4 Z22 Z102 Z122 ⊕ Z4 Z92 ⊕ Z44
Z6 × Z6 Z22 Z102 Z132 Z112 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z72 ⊕ Z4
SU(2) Z22 Z2 Z52
SO(3) Z32 Z52 Z52
Space group #227 Fd3¯m
∅ Z2 Z2 Z52
ZT2 Z2 Z22 Z92 Z52
Z2 Z42 Z52 Z92
Z2 × ZT2 Z32 Z82 Z172 Z92
Z4 Z42 Z52 Z82 ⊕ Z4
Z6 Z42 Z52 Z82 ⊕ Z6
Z2 × Z2 Z22 Z102 Z132 Z132
Z4 × Z4 Z22 Z102 Z132 Z112 ⊕ Z24
Z6 × Z6 Z22 Z102 Z132 Z112 ⊕ Z26
U(1) Z32 Z2 Z⊕ Z82
SU(2) Z22 Z2 Z52
SO(3) Z32 Z52 Z52
Space group #228 Fd3¯c
∅ Z32
ZT2 Z2 Z62 Z22
Z2 Z22 Z2 Z72
Z2 × ZT2 Z32 Z42 Z112 Z62
Z4 Z22 Z2 Z62 ⊕ Z4
Z6 Z22 Z2 Z62 ⊕ Z6
Z2 × Z2 Z22 Z62 Z62 Z112
Z4 × Z4 Z22 Z62 Z62 Z92 ⊕ Z24
Z6 × Z6 Z22 Z62 Z62 Z92 ⊕ Z26
U(1) Z2 Z⊕ Z62
SU(2) Z2 Z32
SO(3) Z2 Z42 Z32
Space group #229 Im3¯m
∅ Z22 Z32 Z82
ZT2 Z2 Z42 Z152 Z82
Z2 Z72 Z102 Z122
Z2 × ZT2 Z32 Z142 Z272 Z122
Z4 Z72 Z102 Z112 ⊕ Z4
Z6 Z72 Z102 Z112 ⊕ Z6
Z2 × Z2 Z22 Z172 Z222 Z162
Z4 × Z4 Z22 Z172 Z222 Z142 ⊕ Z24
Z6 × Z6 Z22 Z172 Z222 Z142 ⊕ Z26
U(1) Z52 Z32 Z⊕ Z112
SU(2) Z32 Z32 Z82
SO(3) Z52 Z82 Z82
Space group #230 Ia3¯d
∅ Z42
ZT2 Z2 Z52 Z32
Z2 Z22 Z2 Z72
Z2 × ZT2 Z32 Z42 Z92 Z62
TABLE II (Continued.)
G0 E
3
3,∞ E
2
2,∞ E
1
1,∞ E
0
0,∞
Z4 Z22 Z2 Z62 ⊕ Z4
Z6 Z22 Z2 Z62 ⊕ Z6
Z2 × Z2 Z22 Z62 Z52 Z102
Z4 × Z4 Z22 Z62 Z52 Z82 ⊕ Z24
Z6 × Z6 Z22 Z62 Z52 Z82 ⊕ Z26
U(1) Z2 Z⊕ Z62
SU(2) Z2 Z42
SO(3) Z2 Z32 Z42
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