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Cap´ıtulo 1
Introduccio´n
Cuando uno modela una variable de supervivencia, esta es no negativa y repre-
senta el tiempo final en que una persona o evento experimenta un suceso terminal
como la muerte, remisio´n completa de una enfermedad o retiro permanente del tra-
bajo. Los modelos estad´ısticos para este tipo de datos son el objetivo principal de
la rama de Estad´ıstica llamada Ana´lisis de Supervivencia. Esta rama abarca una
variedad de te´cnicas estad´ısticas para analizar variables aleatorias a valores positi-
vos. Comu´nmente el valor de esta variable es el tiempo de falla de un mecanismo
f´ısico (por ejemplo, el tiempo de falla de un componente electro´nico o meca´nico)
o bio´logico (por ejemplo, la muerte de un animal, paciente o ce´lula). Estos datos
se presentan en diversos campos como la medicina, la biolog´ıa, la salud pu´blica, la
epidemiolog´ıa, la ingenier´ıa, la economı´a y la demograf´ıa.
El enfoque ma´s comu´n en el Ana´lisis de Supervivencia para analizar el tiempo de
falla de algu´n evento se basa sobre la funcio´n de intensidad, tasa de riesgo o simple-
mente funcio´n hazard, que intuitivamente mide el riesgo instanta´neo. Esta funcio´n es
muy utilizada en los estudios cl´ınicos y existen varios modelos para ella. Los mode-
los semiparame´tricos ma´s utilizados son: multiplicativo, acelerado y aditivo, donde
se estima un para´metro de regresio´n y una funcio´n del tiempo de falla inicial, de
forma funcional arbitraria, conocida como “funcio´n baseline”. En este trabajo solo
nos focalizamos en la estimacio´n del para´metro de regresio´n en el modelo aditivo sin
la necesidad de estimar ni previamente ni conjuntamente la funcio´n baseline.
Los procedimientos cla´sicos para la estimacio´n del para´metro se basan en el cono-
cimento del modelo que generan los datos. Pero estos procedimientos suelen ser muy
sensibles a pequen˜as desviaciones del modelo y/o ante observaciones at´ıpicas (llama-
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das outliers) que puede haber en los datos. Los procedimientos estad´ısticos robustos
tienen como objetivo principal permitir inferencias va´lidas cuando el modelo no se
cumple exactamente y al mismo tiempo ser altamente eficientes bajo el modelo. Por
este motivo es de vital importancia la creacio´n de procedimientos robustos que per-
mitan no solo estimar el para´metro en el modelo sino tambie´n cuando el modelo se
cumple aproximadamente y/o cuando hay outliers en los datos. En tal sentido, por
falta de una estimacio´n robusta para el para´metro de regesio´n del modelo de riesgo
aditivo, aqu´ı se proponen dos familias de estimadores robustos: EFIA (estimadores
con funcio´n de influencia acotada) y EPRNN (estimadores con punto de ruptura no
nulo).
En el siguiente cap´ıtulo se describira´n las hipo´tesis del modelo aditivo que adop-
tamos para nuestras propuestas y definimos la Familia de Riesgo Aditivo. Adema´s,
introducimos las definiciones y resultados sobre Procesos de Conteo y Martingalas
que se utilizaran aqu´ı.
En el Cap´ıtulo 3, se encuentra una exhaustiva resen˜a bibliogra´fica (o revisio´n de
la literatura) de me´todos cla´sicos y robustos para la estimacio´n del para´metro de
regresio´n en los tres modelos de hazards en eventos simples y recurrentes, esto tam-
bie´n se puede encontrar en A´lvarez y Ferrario (2012). Esta bu´squeda bibliogra´fica
nos motivo a proponer las dos nuevas familias de estimadores robustas que se expli-
can con detalles en el Cap´ıtulo 4 para el para´metro de regresio´n en eventos simples.
Para ver el desempen˜o de nuestras propuestas robustas versus la versio´n cla´sica se
han desarrollado, en el Cap´ıtulo 5, simulaciones y un ana´lisis con datos reales.
En el Cap´ıtulo 6 se encuentran las conclusiones y discusiones de esta investigacio´n.
Finalmente, las demostraciones se encuentran en el Cap´ıtulo 7.
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Cap´ıtulo 2
Preliminares
2.1. Ana´lisis de Supervivencia
En el Ana´lisis de Supervivencia se suele modelar y analizar datos referidos al
tiempo final en el que ocurre un evento, este generalmente se suele referir como
“tiempo de falla” del evento principal. Por ejemplo, en el desempen˜o de ciertos
componentes meca´nicos es de intere´s observar los tiempos de falla de estos o en
un estudio cl´ınico es de intere´s el tiempo de recuperacio´n o de reca´ıda de cierta
enfermedad en estudio. O sea, la respuesta de intere´s, T ∗, es una variable aleatoria
(v.a.) no negativa y, en este trabajo, la suponemos continua. Adema´s el evento de
estudio que se observa puede ser recurrente (cuando el evento se repite en el tiempo,
por ejemplo, en un estudio me´dico es de intere´s saber los tiempos en que ocurren
los ataques epile´pticos) o simple (cuando el evento no se repite en el tiempo, por
ejemplo, la duracio´n de las la´mparitas o la duracio´n de la respuesta de un paciente
al tratamiento de cierta enfermedad, o simplemente la muerte).
Una caracter´ıstica que distingue al Ana´lisis de Supervivencia de otras ramas de la
Estad´ıstica son las observaciones censuradas, que contienen so´lamente informacio´n
parcial sobre la v.a. T ∗. Esto comu´nmente se debe a que los tiempos de falla de los
eventos suelen ser muy grandes entonces en lugar de esperar hasta su falla se suelen
censurar.
Hay varias clases de censura que se pueden clasificar en las dos siguientes clases:
1. Censura fija: sea τ un nu´mero fijo, llamado “tiempo fijo de censura”. En
lugar de observar T ∗ se observa T ∗ ∧ τ , el mı´nimo entre T ∗ y τ .
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2. Censura aleatoria: sea C una v.a. independiente de T ∗, llamada “tiempo de
censura aleatorio asociado a T ∗”. En lugar de observar T ∗ se observa T ∗ ∧ C.
La clase de censura fija surge en aplicaciones de Ingenier´ıa. Por ejemplo, se testea
la duracio´n de un lote de transistores. Algunos de ellos pueden tener una duracio´n
muy larga y no deseamos esperar para terminar el experimento, puesto que e´ste
podr´ıa ser demasiado largo. Por lo tanto, podemos parar el experimento en el tiempo
τ preestablecido.
Las censuras aleatorias surgen en aplicaciones me´dicas, en tratamientos cl´ınicos o
estudios de animales o ce´lulas. Por ejemplo, en un tratamiento cl´ınico, los pacientes
pueden entrar al estudio en diferentes tiempos; luego cada uno es tratado con una
terapia. Pero aqu´ı las censuras pueden ocurrir por:
Pe´rdida de seguimiento: el paciente puede mudarse y nunca lo vemos de nuevo.
Abandono: el paciente se rehusa a continuar con la terapia o esta no tiene los
efectos deseados y es necesario interrumpir el tratamiento.
Final de estudio.
Por eso es crucial aqu´ı suponer la independencia entre T ∗ y C cuando solo se ob-
servan los tiempos, o la independencia condicional ante posibles variables indepen-
dientes X, cuando se disponen de ellas. Sin esta suposicio´n se pueden conseguir
pocos resultados. Esto parece justificado en el caso de valores aleatorios y pe´rdidas
de seguimiento que se presentan aleatoriamente. Pero, si la razo´n del abandono esta
relacionado con el curso de la terapia, puede haber dependencia entre T ∗ y C.
En particular, la funcio´n de distribucio´n continua de T ∗, F∗, puede ser especificada
por tres funciones u´tiles en aplicaciones de Supervivencia:
1. Funcio´n de Supervivencia:
S∗(t) := Prob(T
∗ > t) = 1− F∗(t) (2.1)
2. Funcio´n de densidad de probabilidad:
f∗(t) :=
d
dt
F∗(t)
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3. Funcio´n de riesgo o hazard:
λ∗(t) := l´ım
∆t→0+
Prob
(
T ∗ < t+∆t|T ∗ ≥ t)
∆t
=
f∗(t)
1− F∗(t) =
f∗(t)
S∗(t)
(2.2)
Notar que estas tres funciones se relacionan entre s´ı mediante las siguientes igual-
dades:
λ∗(t) = − d
dt
log
(
S∗(t)
)
,
o bien
S∗(t) = exp
(
−
∫ t
0
λ∗(u) du
)
= exp (−Λ∗(t)) , (2.3)
donde Λ∗(t) =
∫ t
0
λ∗(u) du es la funcio´n de riesgo acumulado,
f∗(t) = − d
dt
S∗(t), (2.4)
f∗(t) = λ∗(t) exp
(
−
∫ t
0
λ∗(u) du
)
(2.5)
y, por u´ltimo,
f∗(t) = λ∗(t)S∗(t). (2.6)
Entonces f∗(t), S∗(t) y λ∗(t) esta´n todas en correspondencia uno a uno y por lo
tanto son equivalentes para determinar F∗(t).
El enfoque en que se ha realizado esta investigacio´n fue atrave´s de la funcio´n
hazard λ∗(t) que es fundamental en Ana´lisis de Supervivencia. Esta funcio´n es tam-
bie´n conocida como la tasa de falla condicional en Confiabilidad, la influencia de
mortalidad en Demograf´ıa, la funcio´n de intensidad en Procesos Estoca´sticos, la ta-
sa de falla por edad en Epidemiolog´ıa, la inversa de la tasa de Mill en Economı´a o
simplemente la tasa de riesgo. Esta funcio´n representa el riesgo instanta´neo en el
tiempo t, ya que, de la definicio´n en (2.2), λ∗(t)∆t es, para ∆t chico, la probabilidad
aproximada de que ocurra un evento en (t, t + ∆t], dado que T ∗ > t. Esta funcio´n
es particularmente u´til para determinar la distribucio´n de los tiempos de falla que
utilizan informacio´n cualitativa sobre el mecanismo de falla y para describir la forma
en que el evento cambia con el tiempo. Hay muchas formas generales de la tasa de
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riesgo. La u´nica restriccio´n a la funcio´n λ∗(t) es que sea no negativa y con integral
igual a infinito.
Algunas de las formas generales de la tasa de riesgo para distribuciones parame´tri-
cas son:
1. Exponencial: λ∗(t) = α, por la relacio´n (2.5) ya que f∗(t) = α exp(αt), donde
α > 0.
2. Weibull: λ∗(t) = αβt
α−1, por la relacio´n (2.5) ya que f∗(t) = αβt
α−1 exp(−βtα),
donde α, β > 0.
3. Log-log´ıstica: λ∗(t) =
αβtα−1
1 + βtα
, por la relacio´n (2.5) ya que f∗(t) =
αβtα−1
(1 + βtα)2
,
donde α, β > 0.
Observar que en el caso de la Weibull, cuando α = 1 la funcio´n de tasa de riesgo es
constante en el tiempo y corresponde a una funcio´n de riesgo exponencial. Adema´s,
para α < 1 la funcio´n de riesgo disminuye con el tiempo (puede servir por ejemplo
para modelar la aparicio´n de fallas en el software, que no envejece, salvo Windows
claro), y para α > 1 la funcio´n de riesgo aumenta con el tiempo (por ejemplo para
modelar la supervivencia del hardware, que envejece con el tiempo). Sin embargo
en la vida real a veces la funcio´n de riesgo puede variar su sentido. Por ejemplo,
despue´s de una intervencio´n quiru´rgica es posible que inicialmente el riesgo sea alto
y posteriormente, pasada una fase cr´ıtica, el riesgo disminuya. En estos casos no nos
sirven los modelos de Weibull, pero existen otras alternativas. La ma´s empleada es
el modelo Log-log´ıstico. Todo esto se ve en los gra´ficos en los que se hicieron algunos
ejemplo, ver la Figura 2.1.
Adema´s, asociado a cada tiempo de falla T ∗ ocasionalmente se recoge un vector
de covariables Z ∈ Rp que puede incluir variables cuantitativas, cualitativas, que
dependan o no del tiempo e incluso pueden ser variables externas (independientes
del proceso del evento recurrente) y/o internas (si no es externa). Una generalizacio´n
de los modelos para la funcio´n de intensidad del tiempo de falla T ∗ asociada con
el vector Z incluye variables regresoras. Esta generalizacio´n puede ser formada de
varias maneras y las tres ma´s comunes son, donde λ∗(t,Z) denotamos a la funcio´n
de intensidad del tiempo de falla dado Z:
1. Modelo de riesgo proporcional o riesgo multiplicativo de Cox:
λ∗(t,Z) = λ0(t) exp(β
′
0Z(t))
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Figura 2.1: Funcio´n de riesgo Weibull (derecha) y Log-log´ıstica (izquierda) para
β = 1 y para los distintos valores de α: 1 (–), 0.5 (–) y 2 (–).
2. Modelo de tiempo de falla acelerado:
λ∗(t,Z) = λ0
(
t exp(β′0Z(t))
)
exp(β′0Z(t))
3. Modelo de riesgo aditivo:
λ∗(t,Z) = λ0(t) + β
′
0Z(t)
donde β0 ∈ Rp+ es el vector de para´metros de regresio´n y λ0(t) = λ∗(t,0) es la
funcio´n baseline, desconocida, arbitraria y no negativa en funcio´n del tiempo. En
los tres casos se desea estimar el vector de para´metros de regresio´n, β0, y la funcio´n
baseline, λ0(t).
Una descripcio´n y revisio´n ma´s amplia de estos tres modelos se realizara´ en el
Cap´ıtulo 3. En esta investigacio´n se han desarrollado dos familias de estimadores
robustos para el para´metro de regresio´n del modelo de riesgo aditivo pero en el caso
en que la covariable es fija en el tiempo, es decir, cuando el valor de la covariable
{Z = z}, la funcio´n de riesgo bajo el modelo aditivo es
λ∗(t, z) = λ0(t) + β
′
0z. (2.7)
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La descripcio´n de estas dos familias de estimadores robustos se encuentra en el
Cap´ıtulo 4.
En v´ıa de las propuestas robustas que aqu´ı presentamos necesitamos caracteri-
zar una nueva familia de distribuciones que nos permitira´ contaminar de distintas
maneras. Para esto primero necesitamos las expresiones de las siguientes funciones,
bajo el modelo (2.7):
1. Tasa de riesgo acumulado:
Λ∗(t, z) :=
∫ t
0
λ∗(u, z) du = Λ0(t) + β
′
0zt, (2.8)
donde Λ0(t) :=
∫ t
0
λ0(u) du es la funcio´n de riesgo acumulado baseline.
2. Funcio´n de supervivencia:
S∗(t, z)
(2.3)
= exp
(− Λ∗(t, z)) (2.8)= S0(t) exp(−β′0zt), (2.9)
donde S0(t) := exp
(− Λ0(t)).
3. Funcio´n de distribucio´n:
F∗(t, z)
(2.1)
= 1− S∗(t, z) (2.9)= 1− S0(t) exp(−β′0zt) .
4. Funcio´n de densidad:
f∗(t, z)
(2.6)
= λ∗(t, z) S∗(t, z)
(2.9)
= S0(t) exp(−β′0zt)
(
λ0(t) + β
′
0z
)
.
Por otro lado, las covariables Z son independientes, no negativas y fijas en el
tiempo, con funcio´n de distribucio´n FZ y densidad fZ . Adema´s, hay una v.a. latente
de censura C con distribucio´n FC (y densidad fC) que puede depender de Z, pero
no se supone que C es independiente de T ∗. Adoptamos un supuesto ma´s de´bil, que
la censura es no informativa en el sentido de que, dado el vector de covariable que
toma el valor Z = z, la censura y el tiempo del evento son independientes, es decir,
que para todo z
T ∗ ⊥ C |Z = z (2.10)
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Esto implica que
F[T ∗,C]|Z = FT ∗|ZFC|Z
FT ∗,C,Z = FT ∗|ZFC|ZFZ .
Debido a esta censura aleatoria, los tiempos observados son T := T ∗ ∧C. Condicio-
nado sobre {Z = z}, su funcio´n de supervivencia es
Prob
(
T >t|Z=z)(2.10)= Prob(T ∗>t|Z=z)Prob(C>t|Z=z)=S∗(t, z)SC(t)(2.11)
(2.9)
= S0(t)SC(t) exp(−β′0zt) = S˜(t) exp(−β′0zt), (2.12)
donde S˜(t) := S0(t)SC(t). Esto implica las siguientes funciones de distribucio´n con-
dicional y de densidad, respectivamente:
FT |Z(t, z) = Prob
(
T ≤ t|Z = z) = 1− Prob(T > t|Z = z)
(2.11)
= 1− S∗(t, z)SC(t) (2.12)= 1− S˜(t) exp(−β′0zt),
fT |Z(t, z) =
∂
∂t
FT |Z(t, z) = − d
dt
S˜(t) exp(−β′0zt) + S˜(t)β′0z exp(−β′0zt)
(2.4)
=
(
f0(t)SC(t) + S0(t)fC(t)
)
exp(−β′0zt) + S˜(t)β′0z exp(−β′0zt)
=
(
f0(t)
S0(t)
S˜(t) +
fC(t)
SC(t)
S˜(t)
)
exp(−β′0zt) + S˜(t)β′0z exp(−β′0zt)
= S˜(t) exp(−β′0zt)[λ0(t) + λC(t) + β′0z]
= S˜(t) exp(−β′0zt)[λ˜(t) + β′0z], (2.13)
donde λ˜(t) := λ0(t) + λC(t). Por lo tanto, la densidad conjunta no condicionada de
T y Z es
fT,Z(t, z) = fT |Z(t, z)fZ(z)
= S˜(t) exp(−β′0zt)[λ˜(t) + β′0z]fZ(z). (2.14)
Llamamos H(t, z) a la funcio´n de distribucio´n acumulada bivarada con densidad
fT,Z(t, z) dada por la ecuacio´n (2.14).
Por otro lado, sea ∆ = I(T ∗ ≤ C) el indicador de una observacio´n no censurada.
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Considerar
Prob
(
T ≤ t; ∆ = 0|Z = z) = Prob(T ∗ ∧ C ≤ t;T ∗ > C|Z = z)
= Prob
(
C ≤ t;T ∗ > C|Z = z)
= Prob
(
C ≤ t;T ∗ > C;T ∗ ≤ t|Z = z)+
Prob
(
C ≤ t;T ∗ > C;T ∗ > t|Z = z)
= Prob
(
C < T ∗ ≤ t|Z = z)+
Prob
(
C ≤ t < T ∗|Z = z)
= E
[
Prob
(
C < T ∗ ≤ t|Z = z)|T ∗]+
E
[
Prob
(
C ≤ t < T ∗|Z = z)|T ∗]
= E
[
FC(T
∗)I(T ∗ ≤ t)
]
+ E
[
FC(t)I(T
∗ > t)
]
=
∫ t
0
FC(u)f∗(u, z)du+ FC(t)
∫ ∞
t
f∗(u, z)du
=
∫ t
0
FC(u)f∗(u, z)du+ FC(t)S∗(t, z),
y
F[T,∆]|Z(t,∆ = 1) = Prob
(
T ≤ t; ∆ = 1|Z = z)
= Prob
(
T ≤ t|Z = z)− Prob(T ≤ t; ∆ = 0|Z = z)
= FT |Z(t, z)−
∫ t
0
FC(u)f∗(u, z)du− FC(t)S∗(t, z).
Esto implica que
∂
∂t
F[T,∆]|Z(t,∆=1) = fT |Z(t, z)− FC(t)f∗(t, z)− fC(t)S∗(t, z) + FC(t)f∗(t, z)
(2.13)
= S˜(t) exp(−β′0zt)
[
λ˜(t)+β′0z
]−λC(t)SC(t)S0(t) exp(−β′0zt)
= S˜(t) exp(−β′0zt)
[
λ˜(t) + β′0z − λC(t)
]
= S˜(t) exp(−β′0zt)
[
λ0(t) + β
′
0z
]
,
del cual obtenemos la subdensidad (con esta funcio´n nos referimos a la densidad
conjunta evaluada en un valor particular de la v.a. ∆)
fT,Z,∆(t, z,∆ = 1) = f[T,∆]|Z(t,∆ = 1)fZ(z)
= S˜(t)(λ0(t) + β
′
0z) exp(−β′0zt)fZ(z). (2.15)
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Llamamos H(t, z,∆ = 1) a la funcio´n de distribucio´n acumulada conjunta bivariada
con densidad fT,Z,∆(t, z,∆ = 1) dada por la ecuacio´n (2.15).
Una funcio´n de distribucio´n acumulada conjuntaH(t, z,∆) para la terna (T,Z,∆)
es un miembro de la Familia de Riesgo Aditivo con para´metro β0 ∈ Rp+ y lo
denotamos H ∈ Aβ
0
, si posee:
1. una funcio´n de distribucio´n conjunta bivariada para (t, z) dada por H(t, z),
con funcio´n de densidad
fT,Z(t, z) = S˜(t) exp(−β′0zt)
[
λ˜(t) + β′0z
]
fZ(z),
y
2. una funcio´n de subdistribucio´n H(t, z,∆ = 1) con funcio´n de densidad
fT,Z,∆(t, z,∆ = 1) = S˜(t) exp(−β′0zt)
[
λ0(t) + β
′
0z
]
fZ(z).
Es de destacar que la familia aditiva Aβ
0
es semiparame´trica, ya que no solo esta´ in-
dexada por β0, sino que tambie´n por las funciones de supervivencia no negativas
arbitrarias S0(·), SC(·) y SZ(·). Fuera de Aβ
0
, los riesgos pueden ser no aditivos,
o puede haber dependencia de T ∗ y C, au´n condicionando sobre {Z = z}. Esta
caracterizacio´n tambie´n muestra diferentes maneras de contaminar algu´n miembro
H ∈ Aβ
0
, esto se vera´ en la Seccio´n 4.3.
2.2. Procesos de Conteo y Martingalas
Los conjuntos de datos que observamos o que recolectamos de un experimento
sobre un per´ıodo de tiempo son usualmente modelados a trave´s de los procesos de
conteo, N . Antes de dar la definicio´n formal de este proceso y conceptos ba´sicos,
veamos la idea intuitiva de su relacio´n con martingalas.
Al proceso de conteo se lo puede descomponer como N = A+M (conocida como
descomposicio´n de Doob-Meyer), donde A es el compensador de N yM es una mar-
tingala. Luego la representacio´n de los datos N(t) = A(t)+M(t), puede ser pensada
como: observacio´n = modelo+error. El Teorema Central del L´ımite para Martinga-
las facilita la descripcio´n asinto´tica del comportamiento de estad´ısticos espec´ıficos.
En particular, los estad´ısticos de la forma
∑
i
∫
Hi dMi, donde Hi es un proceso y
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Mi es la martingala de un proceso de conteo, que bajo ciertas propiedades de aco-
tacio´n, integrabilidad y predictibilidad, resulta ser tambie´n una martingala. Como
nuestro estad´ıstico de estimacio´n es de esa forma, a continuacio´n se desarrollara´ la
definiciones y resultados necesarios en v´ıa de dar el comportamiento asinto´tica del
estimador propuesto aqu´ı. Estos conceptos se extrajeron de Fleming y Harrington
(1991), y Martinussen y Scheicke (2006).
Para realizar la formulacio´n rigurosa de estos conceptos, sea (Ω,F, P ) un espacio
de probabilidad, donde Ω es un espacio de las respuestas del experimento aleatorio,
F es una σ-a´lgebra de los eventos sobre Ω y P es una medida de probabilidad sobre
Ω.
:::::::::
Definici
::´
o
::
n: Una funcio´n Z de Ω a R es llamada variable aleatoria (v.a) omedible
(relativa a F) si {Z ≤ x} = {ω ∈ Ω : Z(ω) ≤ x} ∈ F, para todo x. Esto es, Z es
una funcio´n medible de (Ω,F, P ) a R equipada con una σ-a´lgebra Borel, B. Para
abreviar esto, diremos simplemente Z es F-medible.
:::::::::
Definici
::´
o
::
n: Un proceso estoca´stico es una familia de v.a. X = {X(t) : t ∈
Γ} indexada por un conjunto Γ, definidas sobre el mismo espacio de probabilidad
(Ω,F, P ). El conjunto Γ casi siempre indica el tiempo, y es usual que sea {0, 1, 2, . . .}
(procesos de tiempos discretos) o R+ (procesos de tiempos continuos). Estos u´ltimos
los denotaremos como {X(t) : t ≥ 0}.
Por ejemplo, X(t) puede representar el nu´mero de personas que se recuperan de
cierta enfermedad al instante t, o la posicio´n de una part´ıcula en el tiempo t, o el
estado de un componente meca´nico en el instante t.
:::::::::
Definici
::´
o
::
n: Para un proceso estoca´stico X, las funciones aleatorias X(·, ω) :
R+ → R, con ω ∈ Ω, son llamadas trayectorias de X.
:::::::::
Definici
::´
o
::
n: Un proceso sera´ llamado continuo a derecha o izquierda, de variacio´n
acotada, creciente, o con l´ımite a derecha o izquierda si el conjunto de trayectorias
con la correspondiente propiedad tiene probabilidad 1.
:::::::::
Definici
::´
o
::
n: Un proceso X es una funcio´n de R+ × Ω a R y X(t, ω) es el valor
de la v.a. X(t) para la respuesta ω ∈ Ω. Si X(·, ·) : R+ × Ω → R es una funcio´n
medible cuando R+ esta´ equipada con la σ-a´lgebra Borel B, entonces el proceso X
es llamado medible.
Las siguientes tres definiciones son propiedades importantes de integrablidad y
de acotacio´n para los procesos estoca´sticos. Un proceso estoca´stico X es:
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1. Integrable: si
sup
0≤t<∞
E(|X(t)|) <∞.
2. Con Cuadrado Integrable (CCI): si
sup
0≤t<∞
E(X(t)2) <∞.
3. Acotado: si existe una constante finita Γ tal que
Prob
(
sup
0≤t<∞
|X(t)| < Γ
)
= 1.
Las siguientes definiciones nos permitira´ la formulacio´n rigurosa del concepto de
la informacio´n acumulada en el tiempo.
:::::::::
Definici
::´
o
::
n: Una familia de sub σ-a´lgebra {Ft : t ≥ 0} de una σ-a´lgebra F es
llamada creciente si s ≤ t implica Fs ⊂ Ft (es decir, si para s ≤ t, A ∈ Fs implica que
A ∈ Ft). Una familia creciente de sub σ-a´lgebra es llamada una filtracio´n. Cuando
{Ft : t ≥ 0} es una filtracio´n, la σ-a´lgebra
⋂
h≥0
Ft+h es usualmente denotado por Ft+.
El correspondiente l´ımite a izquierda, Ft−, es la σ-a´lgebra ma´s chica que contiene a
todos los conjuntos en
⋃
h>0
Ft−h y se escribe σ
{⋃
h>0
Ft−h
}
.
:::::::::
Definici
::´
o
::
n: Una filtracio´n {Ft : t ≥ 0} es continua a derecha si, para cualquier
t, Ft+ = Ft.
:::::::::
Definici
::´
o
::
n: Una base estoca´stica es un espacio de probabilidad (Ω,F, P ) equi-
pado con una filtracio´n continua a derecha {Ft : t ≥ 0}, y es denotada por (Ω,F,
{Ft : t ≥ 0}, P ).
:::::::::
Definici
::´
o
::
n: Las filtraciones ma´s naturales son las historias de los procesos es-
toca´sticos, o familias con Ft = σ
{
X(s) : 0 ≤ s ≤ t}, la σ-a´lgebra ma´s chica con
respecto a la cual cada variable X(s), 0 ≤ s ≤ t, es medible. En este caso, Ft
“contiene la informacio´n” generada por el proceso X en [0, t].
:::::::::
Definici
::´
o
::
n: Un proceso estoca´stico {X(t) : t ≥ 0} es adaptado a una filtracio´n
si, ∀t ≥ 0, X(t) es Ft-medible.
Claramente, cualquier proceso es adaptado a su historia.
Con todas estas definiciones ahora definimos formalmente un proceso de conteo.
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:::::::::
Definici
::´
o
::
n: Un proceso de conteo es un proceso estoca´stico {N(t) : t ≥ 0}
adaptado a una filtracio´n {Ft : t ≥ 0} con N(0) = 0 y N(t) <∞ casi seguro (c.s.),
y cuyas trayectorias son, con probabilidad uno, continuas a derecha, constantes a
trozo, y tienen solo discontinuidades por salto de taman˜o 1.
Para un proceso de conteo, definimos dN(t) tal que
∫ t
0
dN(u) representa la suma
de los saltos de N en el intervalo [0, t].
Ejemplo 2.1 (datos con censura aleatoria): Sean T ∗ (tiempos de falla del
evento en estudio), C (censura aleatoria) dos v.a. no negativas independientes entre
s´ı, T = T ∗∧C (tiempo de falla observado) y ∆ = I(T ∗ ≤ C) (indicador de censura).
El proceso {N(t) : t ≥ 0} definido como N(t) = I(T ≤ t,∆ = 1) es un proceso de
conteo con historias dadas por
Ft = σ
{
I(T ≤ s,∆ = 0), I(T ≤ s,∆ = 1) : s ≤ t
}
.
Observemos que, haciendo unos simples ca´lculos se llega a
E
(
N(t)
)
= E
[∫ t
0
Y (u)λ∗(u)du
]
=: E [A(t)] ,
donde Y (u) := I(T ≥ u), conocido como proceso de riesgo (ya que indica con uno si
para el tiempo u no se ha producido ni el tiempo de falla ni el tiempo de censura, es
decir, que todav´ıa esta´ en riesgo) y λ∗(u) es la funcio´n de riesgo de T
∗. El proceso
Y (u)λ∗(u) es llamado proceso de intensidad del proceso de conteo N(t).

Los procesos N(t) y A(t) juegan un rol importante en el marco de martingalas
para datos censurados como veremos a continuacio´n.
:::::::::
Definici
::´
o
::
n: Sea X = {X(t) : t ≥ 0} un proceso estoca´stico continuo a derecha
y con l´ımite a izquierda y {Ft : t ≥ 0} una filtracio´n, definidos sobre un espacio de
probabilidad comu´n. X es llamada una martingala con respecto a {Ft : t ≥ 0} si:
1. X es adaptado a {Ft : t ≥ 0},
2. E(|X(t)|) <∞, ∀t <∞,
3. E(X(t+ s)|Ft) = X(t) c.s. ∀s, t ≥ 0.
16
Para abreviar, diremos simplemente X es una Ft-martingala.
Observemos que el punto 2 hace referencia a que X es integrable.
Ejemplo 2.2: Sea X(t) =
n∑
i=1
Yi(t), donde las v.a. Yi son independientes y con
media cero. Entonces X(t) es una martingala.

Ejemplo 2.3 (continuacio´n del ejemplo 2.1): El procesoM(t) := N(t)−A(t)
es una Ft-martingala.

:::::::::
Definici
::´
o
::
n: X es llamada una submartingala si el punto 3 es reemplazado
por E(X(t + s)|Ft) ≥ X(t) c.s. ∀s, t ≥ 0, y simplemente diremos X es una Ft-
submartingala.
Para una submartingala X, a menudo es posible encontrar un proceso creciente A
tal que X −A es una martingala. Utilizando algunas restricciones adicionales sobre
X y A, especificadas en el Teorema 2.1, A es u´nica (conocida como compensador de
N) y la u´nica descomposicio´n de X como M + A es llamada su descomposicio´n de
Doob-Meyer. Necesitamos entonces introducir las nociones de predictibilidad, para
los cuales esta descomposicio´n se verifica.
:::::::::
Definici
::´
o
::
n: Sea (Ω,F, P ) un espacio de probabilidad con una filtracio´n {Ft :
t ≥ 0}. La σ-a´lgebra sobre R+ × Ω generada por todos los conjuntos de la forma
[0] × A, A ∈ F0 y (a, b] × A, 0 ≤ a < b < ∞, A ∈ Fa, es llamada la σ-a´lgebra
predecible para la filtracio´n {Ft : t ≥ 0}.
:::::::::
Definici
::´
o
::
n: Un proceso X es llamado predecible con respecto a la filtracio´n si,
pensado como una funcio´n de R+ × Ω a R, es medible con respecto a la σ-a´lgebra
predecible generada por esa filtracio´n. Llamaremos a X un proceso Ft-predecible.
:::::::::
Definici
::´
o
::
n: Una coleccio´n de v.a. {Xt : t ∈ T}, donde T es un conjunto arbi-
trario de ı´ndices, es uniformemente integrable si
l´ım
n→∞
sup
t∈T
E
(|Xt|I(|Xt| > n)) = 0.
La siguiente descomposicio´n de Doob-Meyer no es una versio´n general ya que
solo se establece para el caso de submartingalas, no negativas y continuas a derecha,
pero permite desprenderse de ella un concepto nuevo y u´til para el compensador del
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cuadrado de una martingala. Una versio´n extendida de este teorema sera´ dada ma´s
adelante.
Teorema 2.1. (Teorema de Descomposicio´n de Doob-Meyer).Sea X
una submartingala no negativa y continua a derecha con respecto a una base
estoca´stica (Ω,F, {Ft : t ≥ 0}, P ). Entonces existe una martingala M continua
a derecha y un proceso A creciente, predecible, continuo a derecha tal que
E
(
A(t)
)
< ∞ y X(t) = M(t) + A(t) c.s. para cualquier t. Si A(0) = 0 c.s., y
si X(t) = M ′(t) + A′(t) es otra descomposicio´n con A′(0) = 0, entonces para
cualquier t ≥ 0, Prob[M ′(t) 6= M(t)] = 0 = Prob[A′(t) 6= A(t)]. Si adema´s X
es acotado, entonces M es uniformemente integrable y A es integrable.
De este teorema se desprende el concepto de proceso de variacio´n predecible: Si
M(t) es una martingala CCI entonces su cuadradoM2(t) es una submartingala, a su
u´nico compensador denotado por 〈M〉(t) se lo conoce como el proceso de variacio´n
predecible de M(t). Este nombre proviene del hecho que Var(dM(t)|Ft−) = d〈M〉(t).
Si adema´s, M es de variacio´n finita, es decir, si ∀t > 0,
∫ t
0
|dM(s)| <∞, el proceso
de variacio´n cuadra´tica de M(t) se lo define como [M ](t) =
∑
s≤t
(
∆M(s)
)2
, donde
∆M(s) := M(s) − l´ım
uրs
M(u). Estos dos nuevos proceso son de utilidad en el Teo-
rema Central del L´ımite para Martingalas enunciado al final de esta seccio´n. Este
teorema requiere ciertas propiedades de regularidad en los procesos estoca´sticos que
se verifican localmente. Para ello necesitamos definir:
:::::::::
Definici
::´
o
::
n: Sea {Ft : t ≥ 0} una filtracio´n sobre un espacio de probabilidad.
Una v.a. no negativa τ es un tiempo de parada (stopping time) con respecto a {Ft}
si {τ ≥ 0} ∈ Ft, ∀t ≥ 0.
:::::::::
Definici
::´
o
::
n: Una secuencia creciente de tiempos aleatorios τn, n = 1, 2, . . ., es
llamada secuencia localizada con respecto a una filtracio´n si:
1. cada τn es un tiempo de parada con respecto a una filtracio´n, y
2. l´ım
n→∞
τn =∞ c.s.
:::::::::
Definici
::´
o
::
n: Un proceso estoca´stico M = {M(t) : t ≥ 0} es una martingala
(submartingala) local con respecto a la filtracio´n {Ft : t ≥ 0} si existe una secuencia
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localizada {τn} tal que, para cada n, Mn = {M(t∧ τn) : t ≥ 0} es una Ft-martingala
(submartingala).
:::::::::
Definici
::´
o
::
n: Si al proceso Mn definido arriba es una Ft-martingala y es un pro-
ceso CCI, es llamado una martingala con cuadrado integrable, y aM es llamada una
martingala con cuadrado integrable localmente. Diremos que M es una Ft-MCCIL.
:::::::::
Definici
::´
o
::
n: Un proceso adaptado X = {X(t) : t ≥ 0} es llamado localmente
acotado si, para una adecuada secuencia localizada {τn}, Xn = {X(t ∧ τn) : t ≥ 0}
es un proceso acotado para cada n.
A continuacio´n se enunciara´ la extensio´n del Teorema de Descomposicio´n de
Doob-Meyer. Esta versio´n implica la existencia de un compensador A para cual-
quier proceso de conteo N tal que N − A es una martingala local, y esto implica
que cualquier MCCIL tenga un u´nico proceso de variacio´n predecible 〈M〉 tal que
M2 − 〈M〉 es una martigala local y 〈M〉(0) = 0.
Teorema 2.2. (Teorema extendido de la Descomposicio´n de Doob-
Meyer). Sea X = {X(t) : t ≥ 0} una Ft-submartingala local, no negativa y
continua a derecha con secuencia localizada {τn}, donde {Ft : t ≥ 0} es una
filtracio´n continua a derecha. Entonces existe un u´nico proceso A creciente,
predecible, continuo a derecha tal que A(0) = 0 c.s., Prob(A(t) < ∞) = 1 ∀t,
y X − A es una martingala local continua a derecha. Para cada t, A(t) puede
tomarse como l´ım
n→∞
An(t), donde An es el compensador de la submartingala
detenida X(· ∧ τn).
Los siguientes dos resultados garantizan la existencia de la martingalaM = N−A
del Teorema 2.5.
Teorema 2.3. Sea N un proceso de conteo arbitrario.
1. Entonces existe un u´nico proceso A creciente, predecible, continuo a de-
recha tal que A(0) = 0 c.s., A(t) <∞ c.s. para cualquier t, y el proceso
M = N − A es una martingala local.
2. Si el proceso A de arriba es localmente acotado, M es una MCCIL.
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Teorema 2.4. Sea N un proceso de conteo y sea A su u´nico compensador por
el Teorema 2.2. Entonces A es un proceso localmente acotado y ∆A(t) ≤ 1 c.s.
∀t ≥ 0.
Como mencionamos anteriormente, nuestro estad´ıstico de estimacio´n es de la
forma
∑
i
∫
Hi dMi, donde Hi es un proceso y Mi es la martingala de un proceso
de conteo. A continuacio´n se enunciara´ el teorema en donde se expresa bajo que
condiciones este estad´ıstico resulta ser una MCCIL.
Teorema 2.5. Sea (Ω,F, {Ft : t ≥ 0}, P ) una base estoca´stica con filtracio´n
continua a derecha {Ft : t ≥ 0}, sea H un proceso estoca´stico Ft-predecible y
localmente acotado, y sea N un proceso de conteo. Sea adema´s M = N − A
una Ft−MCCIL. Entonces
∫
H dM es una MCCIL.
Por u´ltimo, daremos el Teorema Central del L´ımite para Martingalas que facilita
la descripcio´n asinto´tica del estad´ıstico de estimacio´n.
Teorema 2.6. Sea {W (n)(t) : t ∈ [0,∞)} una secuencia de MCCIL de Rp.
Supongamos que
〈
W (n)
〉
(t)
Prob−→ Σ(t), cuando n→∞, ∀t ∈ [0,∞) (2.16)
y 〈
W
(n)
ǫl
〉
(t)
Prob−→ 0, cuando n→∞, ∀t ∈ [0,∞), l = 1, . . . , p y ǫ > 0 (2.17)
donde W
(n)
ǫl (t) =
∑
s≤t
∆W
(n)
l (s)I(|∆W (n)l (s)| > ǫ). Entonces
W (n)
D−→ W, cuando n→∞,
donde W es una martingala normal con funcio´n de covarianza Σ. Ma´s au´n,〈
W (n)
〉
y [W (n)] convergen uniformemente sobre subconjuntos compactos de
[0,∞), en probabilidad, a Σ.
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Cap´ıtulo 3
Revisio´n de la literatura
Como hemos mencionado en el cap´ıtulo anterior, una generalizacio´n de los mo-
delos para la funcio´n de intensidad, λ, del tiempo de falla, T , asociada con el vector
de covariables, Z ∈ Rp, incluye variables regresoras. Las tres generalizaciones ma´s
comunes y a las cuales nos referiremos aqu´ı son: el modelo de riesgo proporcional,
el modelo de tiempo de falla acelerado y el modelo de riesgo aditivo, todos ante-
riormente definidos. En los tres casos se desea estimar el vector de para´metros de
regresio´n, β0, y la funcio´n baseline, λ0(t). Si bien esta funcio´n puede ser considerada
en forma parame´trica (por ejemplo, los modelos exponencial, Weibull y log-log´ısti-
ca, descriptos en el cap´ıtulo anterior), aqu´ı solo veremos modelos en los que se la
considera en forma no parame´trica. Es decir, en esta revisio´n solo veremos modelos
semiparame´tricos, ya que se supone un modelo parame´trico solamente para el efecto
de la variable independiente Z. Observemos que la funcio´n de intensidad es modifi-
cada por una proporcio´n (en el modelo de Cox), una reescalacio´n (en el modelo de
falla acelerado) y una traslacio´n (en el modelo aditivo).
Haremos, para cada uno de los modelos semiparame´tricos anteriores, una revi-
sio´n y ana´lisis de algunos trabajos focaliza´ndonos solamente sobre los resultados
estad´ısticos de la estimacio´n del para´metro de regresio´n, motivados por la bu´squeda
de estimadores menos sensibles que los me´todos cla´sicos ante observaciones extremas
y de alta palanca y/o a perturbaciones en la distribucio´n de F , que se han estudiado
hasta el momento. Si bien es ma´s dif´ıcil estimar en modelos semiparame´tricos (ya
que en ellos hay al menos un para´metro de dimensio´n infinita, como es el caso de
λ0(·)) que en modelos parame´tricos, cabe destacar que los procedimientos de esti-
macio´n descriptos aqu´ı estiman al para´metro de regresio´n β0 sin la necesidad de
21
estimar conjuntamente ni previamente a la funcio´n λ0. Algunos procedimientos ro-
bustos basados en modelos parame´tricos se pueden encontrar por ejemplo en Huber
(1981), Beran (1981) y Maronna, Martin y Yohai (2006), entre otros.
En la siguiente seccio´n desarrollamos las propuestas de estimacio´n del para´metro
para el modelo de riesgo proporcional en el que exponemos, para el caso en que el
evento sea simple, el conocido estimador de verosimilitud parcial (o estimador de
Cox (1972 y 1975)) y dos propuestas robustas, la de Sasieni (1993a y 1993b) y la
de Bednarski (1993). Tambie´n desarrollamos la extensio´n del estimador de Cox, que
realizan Huang y Chen (2003), a eventos recurrentes. En la Seccio´n 3.2 desarrollamos
las propuestas robustas (para eventos simples) de Salibian-Barrera y Yohai (2008),
y (para eventos recurrentes) de Lin, Wei y Ying (1998) y Strawderman (2005) para
el modelo de falla acelerado. Por u´ltimo, en la Seccio´n 3.3 para la estimacio´n en el
modelo aditivo daremos las ideas de Lin y Ying (1994), para eventos simples y Sun,
Park y Sun (2006) para eventos recurrentes.
3.1. Modelo de riesgo multiplicativo
En el modelo cla´sico de riesgo proporcional de Cox (1972), los datos provienen
de un evento simple y la variable explicativa es fija en el tiempo. Se observan las
n ternas independientes (ti,Zi,∆i), i = 1, . . . , n, donde para cada individuo i, ti
es el tiempo de falla observado (censurado o no), Zi ∈ Rp su vector de covariable
asociado y ∆i vale 0 si ti es un tiempo de falla censurado a derecha y vale 1 en caso
contrario. Entonces, para el tiempo de supervivencia ti del individuo i con vector de
variables independientes Zi, la funcio´n de intensidad es de la forma
λ(ti,Zi) = λ0(ti) exp(β
′
0Zi) , (3.1)
donde β0 es un p−vector de coeficientes de regresio´n desconocido y λ0, la funcio´n
de riesgo para Zi = 0 (conocida como baseline), es tambie´n desconocida y es una
funcio´n arbitraria no negativa del tiempo.
Para estimar β0 en (3.1), Cox (1975) por la falta de conocimiento de λ0(·), propu-
so un me´todo de estimacio´n denominado verosimilitud parcial (VP). La funcio´n de
verosimilitud parcial no es una verosimilitud en el sentido usual sino que fue moti-
vada condicionando sobre los tiempos de fallas observados ti, donde la probabilidad
condicional de que haya una falla en ti dado los casos que se encuentran en riesgo
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de fallar en el tiempo ti (es decir, aquellos para los cuales tk ≥ ti) es
λ(ti,Zi)∑
k∈Ri
λ(ti,Zk)
,
donde Ri := {1 ≤ k ≤ n : tk ≥ ti}. Luego la funcio´n de VP es:
LP (β) =
n∏
i=1
[
λ(ti,Zi)∑
k∈Ri
λ(ti,Zk)
]∆i
=
n∏
i=1
[
exp(β′Zi)∑
k∈Ri
exp(β′Zk)
]∆i
,
donde se cancelo´ λ0(t), el para´metro de “nuisance”. Esta funcio´n es tratada como
la verosimilitud usual. Notar que el numerador depende u´nicamente de la informa-
cio´n del individuo que experimento´ el evento, mientras que el denominador utiliza
informacio´n sobre todos los individuos quienes no han experimentado el evento (in-
cluyendo algunos individuos quienes ser´ıan luego censurados).
Entonces, el estimador de VP de β0 es solucio´n de la siguiente ecuacio´n de score
UP (β) :=
n∑
i=1
∆i
{
Zi −
∑
k∈Ri
Zk exp(β
′Zk)∑
k∈Ri
exp(β′Zk)
}
= 0. (3.2)
Bajo ciertas condiciones de regularidad, el estimador resultante es consistente y
asinto´ticamente normal.
Andersen y Gill (1982) extienden el modelo de Cox para eventos recurrentes y para
variables explicativas externas que dependen del tiempo. Consideran el proceso de
conteo multivariado de n componentes N = (N1, . . . , Nn) de la vida de n individuos,
donde Ni es la cantidad de eventos observados en la vida del i-e´simo individuo, i =
1, . . . , n, sobre el intervalo [0, 1]. Es decir que los tiempos de falla sera´n censurados
por derecha. Ellos trabajan en este intervalo de tiempo por simplicidad pero hacen
una discusio´n en su trabajo (Seccio´n 4) de co´mo extender los resultados a [0,∞).
Asumen que N tiene un proceso de intensidad aleatorio λ = (λ1, . . . , λn) tal que
λi(t,Zi) = Yi(t)λ0(t) exp(β
′
0Zi(t)), (3.3)
donde Yi(t) es el proceso {0, 1} continuo a derecha, que indica con 1 cuando el i−e´si-
mo individuo esta´ bajo observacio´n en el tiempo t, y que el vector de dimensio´n p de
procesos de variables independientes Zi = (Zi1, . . . , Zip) es predecible y localmente
acotado.
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El estimador de VP de β0 en (3.3) se define como la solucio´n de la ecuacio´n
UAG(β) =
n∑
i=1
∫ 1
0
Zi(s) dNi(s)−
∫ 1
0
∑n
i=1Zi(s)Yi(s) exp(β
′Zi(s))∑n
i=1 Yi(s) exp(β
′Zi(s))
dN¯(s) = 0,
donde N¯ =
∑n
j=1Nj, que, bajo ciertas condiciones de regularidad y utilizando re-
sultados de martingalas locales, es consistente y asinto´ticamente normal. Observar
que en el caso especial en que las covariables Zi sean fijas en el tiempo, las funciones
UP (β) y UAG(β) coinciden.
Sin embargo, el estimador de VP, βˆ, pierde eficiencia con respecto al estimador
de ma´xima verosimilitud cuando β0 se aleja del origen (por ejemplo, para p =
1, ver la Figura 3.1) y tiene funcio´n de influencia no acotada (Reid y Cre´peau,
1985), hacie´ndose sensible a observaciones extremas. Uno de los autores que buscaron
Figura 3.1: Para un problema de dos muestras (Z = 0, 1), con ausencia de censura y λ(t, Z) =
λ0 exp(β0Z) (λ0 es constante, fija en el tiempo), Efron (1977, ecuacio´n 4.11) calculo´ la eficiencia re-
lativa asinto´tica (ARE) del estimador de VP comparada con el estimador de ma´xima verosimilitud.
Esta es su gra´fica donde p representa la proporcio´n de 1 en la muestra.
estimadores robustos a partir del estimador de VP, fue Sasieni (1993a). E´l propone
una familia de estimadores que maximizan la VP “pesada” (nos referiremos a ellos
como “estimadores pesados”), es decir, le asigna, a trave´s de una funcio´n de peso,
ma´s importancia a lo que sucede en algunos tiempos de fallas que en otros. Esta
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funcio´n es w(t,Pn), donde Pn es la medida emp´ırica del tiempo de falla con masa
1/n en cada punto, tal que w(·,Pn) sea predecible, no negativa y localmente acotada
(entre otras condiciones de regularidad). Formalmente, Sasieni propone el estimador
pesado de β0 como solucio´n de
US(β;w) :=
n∑
i=1
w(ti,Pn)
{
Zi(ti)−
∑n
j=1 Yj(ti)Zj(ti) exp(β
′Zj(ti))∑n
j=1 Yj(ti) exp(β
′Zj(ti))
}
∆i = 0 .
Este estimador resulta ser, bajo ciertas condiciones, consistente de tasa
√
n y asinto´ti-
camente normal.
Sasieni propuso que w(t,Pn) = Sˆ(t), donde Sˆ(t) es el estimador de Kaplan-
Meier (KM) (Kaplan y Meier, 1958) de la funcio´n de supervivencia marginal (es
decir, ignorando las variables explicativas) y a este estimador, asumiendo que las
covariables son acotadas, lo llama el estimador de Wilcoxon (por la analog´ıa que
tiene con respecto al test de Wilcoxon). De esta manera, Sasieni logra dar menos peso
a observaciones grandes. La eficiencia relativa asinto´tica del estimador de Wilcoxon
con respecto al de VP (que fue calculada por Sasieni (1993a, Corolario B, pag. 147)
para el caso en que Z sea univariado, acotado y fijo en el tiempo) crece a medida que
β0 se aleja del 0 y adema´s va aumentando a medida que se aumenta el porcentaje
de censura. Esto se ve reflejado en la simulacio´n que e´l realiza. Pero, por un lado,
al utilizar un estimador preliminar de β0 la funcio´n de peso w(t,Pn) dejara´ de ser
predecible y, por otro lado, el estimador de KM no es robusto. En este sentido, Reid
(1981) analizo´ co´mo cambia la funcio´n de influencia del estimador de KM al agregar
una observacio´n, observando que es altamente sensible a observaciones at´ıpicas.
Cuando el modelo de Cox se verifica, el estimador de VP para w ≡ 1 es eficiente
(Begun, Hall, Huang y Wellner, 1983; Efron, 1977), es decir, tiene mı´nima varianza
entre los estimadores pesados; si bien tiene funcio´n de influencia no acotada. En
cualquier otro caso, cuando se consideran una funcio´n de peso w(t,Pn) que no de-
pende de la muestra y que no es constantemente igual a 1, o bien, que depende
de la muestra, los correspondientes estimadores pesados tendra´n asinto´ticamente la
misma eficiencia que el estimador VP pero sera´n menos eficientes que e´l en muestras
finitas.
En cuanto a la funcio´n de influencia, Sasieni nota que el problema de que el esti-
mador de VP tenga funcio´n de influencia alta (no acotada asinto´ticamente) es por
dos razones: una, por los valores de Z “extremos” y, la otra, por los individuos que
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ma´s sobrevivieron, es decir, por los valores grandes de T . La primera, sin importar
la funcio´n de peso w(t,Pn) que se seleccione, no se soluciona ya que solo depende
de los tiempos de falla y de su distribucio´n emp´ırica. Entonces asumiendo que Z
esta´ acotado, cuando el estimador es el de Wilcoxon se obtiene un estimador con
funcio´n de influencia acotada sin importar de que Pn sea o no un miembro de Cox
(una medida de probabilidad P sobre (Z, T,∆) es un miembro del modelo de Cox
con para´metro β0, y lo denotamos P ∈ P(β0), si existen T u, T c independientes con-
dicionalmente dado Z tal que T = T u∧T c, ∆ = I(T u ≤ T c) y el riesgo proporcional
de T u dado Z en t es λ(t,Z) = λ0(t) exp(β
′
0Z(t))).
Por lo tanto, para el me´todo propuesto por Sasieni la seleccio´n de la funcio´n de
peso w(t,Pn) a menudo sera´ una compensacio´n entre eficiencia y robustez.
Por otro lado, en otro trabajo de Sasieni (1993b) amplia la familia de los estima-
dores anteriormente expuesta permitiendo funciones de pesos que no solo dependan
de los tiempos de falla y de su distribucio´n emp´ırica sino tambie´n que dependan de
Z. Esta familia ma´s grande de estimadores la llamo´ estimadores de clase K y los
definio´ de la siguiente manera: Sea K una funcio´n medible de Rp × R+ × Q a Rp,
donde Q es una extensio´n de P(β0), que lo contiene y a todas las posibles distri-
buciones emp´ıricas Pn, entonces, bajo ciertas condiciones, el estimador de clase K,
βˆK , es solucio´n de:
n∑
i=1
{
K(Zi, Ti,Pn)Zi −
∑n
k=1K(Zk, Ti,Pn)Yk(Ti)Zk exp(β
′Zk)∑n
k=1 Yk(Ti) exp(β
′Zk)
}
∆i = 0.
El estimador βˆK es consistente de tasa
√
n y asinto´ticamente normal.
Observacio´n 1. Esta clase de estimadores fueron primero propuestos por Ritov y
Wellner (1987) pero estos autores utilizaron funciones de peso que solo depend´ıan de
Z y T , mientras que Sasieni adema´s le incorporo´ la dependencia de las distribuciones
emp´ıricas de los tiempos de falla.
Otro trabajo en el que se modifico´ la ecuacio´n de estimacio´n de score del riesgo
proporcional (3.2) para obtener un estimador robusto, fue el de Bednarski (1993).
Las modificaciones que realizo´ no solo producen estimadores consistentes y asinto´ti-
camente normales de β0 para el modelo de riesgo proporcional sino que tambie´n para
pequen˜os entornos del modelo. Estos son definidos como {G : ‖G− F‖∞ ≤ ǫ/
√
n},
donde F es la funcio´n de distribucio´n acumulada “verdadera” de (T,Z, C) del mo-
delo de Cox, donde C es la variable de censura independiente de T dado Z. La
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herramienta importante que utiliza Bednarski es la diferenciabilidad Fre´chet, con la
que logra una funcio´n de influencia acotada y la norma del supremo del funcional
del estimador conduce a un punto de ruptura no nulo.
La propuesta de Bednarski fue modificar la funcio´n de score UP (β) (ver (3.2)),
introducie´ndole una funcio´n de peso A(t, z) con ciertas propiedades de regularidad,
como sigue:
UB(β;A) :=
n∑
j=1
A(tj,Z(j))
[
Z(j) −
∑
k∈Rj
A(tj,Zk)Zk exp(β
′Zk)∑
k∈Rj
A(tj,Zk) exp(β
′Zk)
]
∆j = 0, (3.4)
donde Rj := {1 ≤ k ≤ n : tk ≥ tj} y ∆j := I(Tj ≤ Cj). El efecto de la fun-
cio´n A(t, z) que esta´ a la izquierda es para pesar hacia abajo las observaciones no
censuradas con valores grandes de t exp(β′z) y en las sumas del cociente, A(t, z) es
calculada para las “observaciones artificiales” ya que se combina el tiempo tj con
variables explicativas Zk, donde j y k son tales que tk ≥ tj, que corresponden a
tiempos distintos, as´ı pesa hacia abajo todas las observaciones con valores relativa-
mente grande de β′z entre todas aquellas con tk ≥ tj. Con esta “doble poda” logra
dar consistencia al estimador.
Por ejemplo, Bednarski (1993), Minder y Bednarski (1996), Bednarski y Nowak
(2003), Bednarski y Mocarska (2006) y Bednarski (2007) proponen las siguientes
funciones A(t, z):
M −mı´n [M, t exp(β′z)] , (3.5)
M −mı´n [M,Λ(t) exp(β′z)] ,
exp
[−Λ(t) exp(β′z)
αM
]
,
dondeM es una constante seleccionada apropiadamente, Λ(t) es la funcio´n de riesgo
acumulado y α es un factor de escala. Con estas funciones de peso, el estimador se
calcula iterativamente y se estabiliza despue´s de la tercera o cuarta iteracio´n. Es
decir, por ejemplo, primero se toma a β = β1 como un estimador preliminar (que
puede ser el de VP de Cox), se evalua M como un percentil (el 80 o 90%) de
la muestra T1 exp(β
′
1Z1), T2 exp(β
′
1Z2), . . . , Tn exp(β
′
1Zn) y luego tomando A(t, z),
como en (3.5), se calcula un nuevo estimador β2 utilizando (3.4). Esto se repite dos
veces ma´s y se considera a β4 como el estimador robusto final.
Por otro lado, cuando los datos provienen de un evento recurrente es usual mode-
larlos con intervalos de tiempo entre sus recurrencias. Es decir, sean Ti1 < . . . < Timi
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los tiempos continuos de fallas observados donde mi := Ni(Ci) =
∑
j≥1∆ij (con
∆ij := I(Tij ≤ Ci)), es el nu´mero de fallas del individuo i en el intervalo de tiempo
[0, Ci], donde Ci es el tiempo de censura del individuo i (con i = 1, . . . , n). Luego se
definen Xij := Ti(j)−Ti(j−1) como los tiempos de espera entre arribos o intervalos de
tiempo entre la (j−1) y j−e´sima ocurrencia para el individuo i, y j = 1, . . . ,mi+1,
donde Ti0 := 0 y Ti,mi+1 := Ci.
Dentro de este marco, Huang y Chen (2003) desarrollan un me´todo que, si bien
no es robusto, lo destacamos por ser una buena te´cnica para extender cualquier
me´todo de eventos simples a eventos recurrentes y es utilizado por varios autores.
Entre ellos, en la Seccio´n 3.3, se describira´ el trabajo de Sun, Park y Sun (2006).
Huang y Chen argumentan (al igual que el trabajo de Wang y Chang (1999) en el
que estiman la funcio´n de supervivencia marginal de los tiempos entre dos eventos
sucesivos) que, bajos ciertas suposiciones, los intervalos de tiempo observados com-
pletos, Xij (j = 1, . . . ,mi), es decir, aquellos intervalos de tiempo no censurados,
esta´n ide´nticamente distribuidos. Entonces, la intercambiabilidad de los intervalos
de tiempo observados completos sugiere que un subconjunto de los datos observa-
dos puede ser tratado como datos observados de supervivencia en clases. Adema´s,
el procedimiento de regresio´n de Cox esta´ndar puede ser aplicado a los datos del
primer intervalo de tiempo de cada individuo, y este primer intervalo puede ser
reemplazado por una seleccio´n aleatoria de la misma clase. Si bien con esto se lo-
grara´ una estimacio´n ma´s eficiente, no obstante es una aproximacio´n muy costosa
computacionalmente. Entonces, Huang y Chen, proponen estimar β0 utilizando la
siguiente funcio´n de score:
UHCh(β) :=
∫
τ
0

dKˆ1(s)−
Eˆij
[
Zi exp(β
′Zi)Y˜ij(s)
]
Eˆij
[
exp(β′Zi)Y˜ij(s)
] dKˆ0(s)

 ,
donde τ es una constante (que por razones te´cnicas tiene cierta propiedad), Y˜ij(s) :=
I(Xij ≥ s), Kˆ0(s) = Eˆij [∆i I(Xij ≤ s)], Kˆ1(s) = Eˆij [Zi∆i I(Xij ≤ s)], Eˆij := Eˆi Eˆj
y Eˆj representa el promedio emp´ırico sobre j = 1, . . . ,m
∗
i , con m
∗
i := mi ∨ 0, el
ma´ximo entre mi y 0. Con esto logran un estimador consistente, asinto´ticamente
normal y ma´s eficiente que el que solo utiliza el primer intervalo.
Nosotros hemos realizado una simulacio´n para comparar el estimador de Huang
y Chen utilizando solo el primer intervalo de tiempo con el que utiliza todos los
intervalos de tiempo. En la siguiente tabla mostramos los resultados de la siguiente
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simulacio´n: se genero´ una mezcla heteroge´nea de procesos de renovacio´n individual,
tal que el intervalo de tiempo tenga distribucio´n exponencial esta´ndar marginal-
mente. Las v.a. A (individuo) y B (episodio) son independientes con media cero y
varianza ρ y 1 − ρ respectivamente, con ρ ∈ [0, 1]. En un individuo, el intervalo de
tiempo es − ln (1− Φ(A+ B)), donde Φ es la funcio´n de distribucio´n de la normal
esta´ndar. As´ı, el para´metro ρ indicara´ el nivel de heterogeneidad entre individuos,
cuando ρ = 0 indica ausencia de heterogeneidad y cuando ρ = 1 determina que todos
los episodios dentro de un individuo son iguales. Se han realizado 1000 re´plicas, de
n = 50, 100 individuos, con una covariable simple con distribucio´n normal esta´ndar,
β0 = 1, el tiempo de censura aleatorio con distribucio´n uniforme U(0, 1) y U(0, 2),
los valores tomados de ρ fueron 0.25, 0.50, 0.75 y λ0(t) = 1.
Los resultados obtenidos se encuentran en la siguiente tabla. En la columna de
βˆ1 los tres nu´meros corresponden: al estimador utilizando solo el primer intervalo
de tiempo, su sesgo (entre corchete) y su error esta´ndar (entre pare´ntesis). Ana´lo-
gamente, en la columna βˆ2 estos tres nu´meros fueron calculados para el estimador
que proponen Huang y Chen (en el que se utiliza todos los intervalos de tiempo
observados no censurados). Y el valor M¯ corresponde al promedio de intervalos que
se utilizo´ para estimar βˆ2.
n C ρ βˆ1 βˆ2 M¯
50
0.25 1.67 [0.67] (1.93) 1.09 [0.09] (0.28) 2.13
U(0,1) 0.50 1.66 [0.66] (1.64) 1.10 [0.10] (0.30) 2.40
0.75 1.62 [0.62] (1.77) 1.09 [0.09] (0.30) 3.21
0.25 1.82 [0.82] (2.12) 1.11 [0.11] (0.25) 3.08
U(0,2) 0.50 1.71 [0.71] (1.88) 1.10 [0.10] (0.25) 3.86
0.75 1.52 [0.52] (1.56) 1.07 [0.07] (0.27) 5.56
100
0.25 1.66 [0.66] (1.62) 1.08 [0.08] (0.19) 2.11
U(0,1) 0.50 1.59 [0.59] (1.60) 1.07 [0.07] (0.24) 2.85
0.75 1.55 [0.55] (1.34) 1.06 [0.06] (0.21) 3.30
0.25 1.92 [0.92] (2.03) 1.09 [0.09] (0.18) 3.14
U(0,2) 0.50 1.77 [0.77] (2.00) 1.08 [0.08] (0.19) 4.28
0.75 1.67 [0.67] (1.87) 1.06 [0.06] (0.18) 5.67
Como se ve claramente en la tabla, al utilizar todos los intervalos de tiempo
observados no censurados se logra una mejor estimacio´n que la que solo utiliza
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el primer intervalo de tiempo observado. El sesgo var´ıa entre 0.06 y 0.11 para el
segundo estimador, mientras que el sesgo del primer estimador toma valores mucho
ma´s grandes, entre 0.52 y 0.92.
3.2. Modelo de tiempo de falla acelerado
En ana´lisis de supervivencia los modelos de regresio´n de tiempo de falla acelerado
son una u´til alternativa al modelo de riesgo multiplicativo en algunos contextos. Ellos
son ejemplos de modelos transformados del tiempo que puede ser utilizado tanto en
el marco de eventos simples como en eventos recurrentes. Este modelo es un caso
particular del modelo de tiempos transformados ya que el efecto de Z es transformar
la escala del tiempo t a exp(β′0Z)t. Adema´s, este modelo es log-lineal para T , ya
que
log T = β′0Z + U, (3.6)
donde U es la variable error. Luego T = exp(β′0Z)T˜ , donde T˜ = e
U > 0, tiene
funcio´n de riesgo λ0(t˜), que es independiente de β0. Entonces la funcio´n de riesgo
de T es de la forma
λ(t,Z) = λ0
(
t exp(β′0Z))
)
exp(β′0Z). (3.7)
La ecuacio´n (3.6) permite aplicar procedimientos robustos de modelos de regresio´n
para hallar los estimadores. Por ejemplo, el trabajo de Salibian-Barrera y Yohai
(2008). Ellos proponen una clase de estimadores robustos de alto punto de ruptura
cuando la respuesta contiene observaciones censuradas.
Consideran el modelo de regresio´n lineal:
yi = β
′
0xi + ui, i = 1, . . . , n,
donde xi ∈ Rp es el vector de covariables, los errores ui son independientes, ide´ntica-
mente distribuidos (con distribucio´n F , sime´trica) e independientes de las covariables
xi y β0 es el vector de coeficientes desconocidos. Consideran censuras aleatorias a de-
recha, es decir, se observa y∗i = yi∧ci donde ci son las v.a. de censura no observadas,
independientes, ide´nticamente distribuidas e independientes de los errores ui. En-
tonces se observa (y∗i ,xi, δi) donde δi = I(yi ≤ ci). Ellos extienden la aproximacio´n
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de Buckley y James (1979) y Ritov (1990) para el caso de respuestas censuradas
con una funcio´n de pe´rdida acotada. Proponen el M-estimador de regresio´n para
observaciones censuradas definido por:
βˆn = argmı´n
β∈Rp
1
n
n∑
i=1
EF
β
[
ρ(u)|wi(β)
]
,
donde la funcio´n ρ : R → R+ tiene ciertas propiedades de regularidad, Fβ es la
distribucio´n de los residuos r(β) = y − β′x, wi(β) = (r∗i (β), δi), con r∗i (β) =
y∗i −β′xi los residuos censurados (con variable de censura ci−β′xi, ya que r∗i (β) =(
ri(β)
) ∧ (ci − β′xi)) y
EF
β
[
ρ(u)|wi(β)
]
=
{
ρ
(
r∗i (β)
)
si δi = 1∫∞
r∗i (β)
ρ(u) dFβ(u)/
[
1− Fβ(r∗i (β))
]
si δi = 0
Como Fβ es desconocida, se la puede estimar con el estimador de KM, F
∗
nβ
basado sobre r∗i (β). Luego, para garantizar la consistencia del estimador definido
por
βˆn = argmı´n
β∈Rp
1
n
n∑
i=1
EF ∗
nβ
[
ρ(u)|wi(β)
]
(3.8)
se requiere que F ∗
nβ
sea consistente para Fβ, ∀β ∈ Rp. Para esto dan algunas
condiciones sobre las funciones de distribucio´n de los errores y de las censuras. Pero,
bajo estas condiciones, el estimador de KM resulta ser consistente si β = β0 y para
β 6= β0 en general no lo es.
Por otra parte, el estimador βˆn definido como solucio´n de
1
n
n∑
i=1
EF ∗
nβ
[
ψ(u)|wi(β)
]
xi = 0, (3.9)
con ψ(u) = ∂ρ(u)/∂u, es consistente en el sentido Fisher. Notar que las ecuaciones
(3.8) y (3.9) no son equivalentes como sucede en el caso de regresio´n no censurada,
ya que F ∗
nβ
depende de β, no se puede obtener (3.9) derivando (3.8).
Los M-estimadores con ψ mono´tona son solo robustos frente a outliers de alta
palanca y la principal dificultad de utilizar un ψ redescendiente en (3.9) es que
en general esta ecuacio´n puede tener varias soluciones con diferentes propiedades
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de robustez. La ecuacio´n (3.8) no puede ser utilizada para obtener una solucio´n
consistente de (3.9). Por esta razo´n, ellos definen, para β,γ ∈ Rp,
Cn(β,γ) =
1
n
n∑
i=1
EF ∗
nβ
[
ρ
(
u− γ ′xi
sn
)∣∣∣∣∣wi(β)
]
, (3.10)
donde la funcio´n ρ cumple las mismas propiedades de regularidad que antes y sn es
un estimador robusto de escala del error. Luego definen para cada β ∈ Rp
γˆn(β) = argmı´n
γ∈Rp
Cn(β,γ).
Entonces definen a un estimador de β0 por la ecuacio´n γˆn(βˆn) = 0 y, alternativa-
mente, para evitar la existencia de problemas, ellos definen a βˆn como:
βˆn = argmı´n
β∈Rp
[
γˆn(β)
′Anγˆn(β)
]
, (3.11)
donde An = An(x1, . . . ,xn) es cualquier estimador equivariante de la matriz de cova-
rianza de los xi. En (3.11) es necesario An para mantener la equivarianza af´ın del es-
timador. El estimador βˆn puede ser considerado una extensio´n de los M-estimadores
de Ritov (1990) para datos censurados para el caso de funciones ρ acotadas. Adema´s,
este estimador tiene las mismas propiedades asinto´ticas como el estimador de Ritov.
Tambie´n proponen otros estimadores alternativos robustos, como los S-estimadores
propuestos por Rousseeuw y Yohai (1984). Esta propuesta consiste en reemplazar a
sn en (3.10) por el M-escala Sn(β,γ), que es definido como solucio´n de Cn(β,γ) = b,
con b = EF (ρ(u)). Sea
γˆn(β) = argmı´n
γ∈Rp
Sn(β,γ).
Notar que γˆn(β) es el S-estimador de regresio´n de los residuos (r
∗
i (β),x
′
i)
′, i =
1, . . . , n. Entonces definen el S-estimador de regresio´n de las respuestas censura-
das como el vector β˜n tal que γˆn(β˜n) = 0 y, alternativamente, para evitar la
existencia de problemas, tambie´n se puede definir a β˜n como se hizo en (3.11).
Adema´s, un estimador de escala de los residuos robusto sn puede ser definido co-
mo sn = Sn(β˜n, γˆn(β˜n)). Como se necesita resolver un problema de optimizacio´n
altamente complejo para calcular el estimador, ellos presentan en su trabajo un
algoritmo computacional eficiente para calcularlo.
Si bien estos S-estimadores tienen un alto punto de ruptura, cuando los erro-
res son normales no pueden alcanzar simulta´neamente alta eficiencia y alto punto
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de ruptura. Entonces para obtener estimadores con alta eficiencia y alto punto de
ruptura, Salibian-Barrera y Yohai, realizan dos propuestas: los MM-estimadores y
los τ -estimadores. Ambos son extensiones para respuestas censuradas de los MM-
estimadores propuestos por Yohai (1987) y de los τ -estimadores propuestos por
Yohai y Zamar (1988).
Sobre eventos recurrentes, en los estudios a menudo el intere´s se centra en mode-
lar la distribucio´n del tiempo de falla entre la recurrencia de un evento (o intervalo
de tiempo), o en la distribucio´n de los tiempo de cada falla. Adema´s existen pro-
cedimientos de inferencia basados en me´todos marginales y me´todos basados en
intensidades. Los me´todos marginales habitualmente se focalizan sobre la funcio´n
de tasa acumulada o funcio´n de la media y no condicionan sobre la historia del evento
completo. Un ejemplo de esto lo veremos en el trabajo que realizan Lin, Wei y Ying
(1998). En cambio, los me´todos de intensidad especifican como la probabilidad de
recurrencia posterior dependera´ de la historia del evento pasado. Aqu´ı destacaremos
el trabajo de Strawderman (2005).
Lin, Wei y Ying (1998) trabajan con los tiempos de falla recurrentes, es decir, para
i = 1, . . . , n y j = 1, 2, . . ., sea Tij el j−e´simo tiempo de falla del evento para el sujeto
i−e´simo. Asumen que los sujetos son independientes, pero no se impone ninguna
estructura de dependencia sobre los tiempos de recurrencia del mismo sujeto. Definen
a N∗i (t) como el nu´mero de fallas que han ocurrido sobre el sujeto i en el tiempo t
en ausencia de censura, esto es N∗i (t) =
∑
k≥1 I(Tik ≤ t). Adema´s suponen que la
funcio´n media del proceso de conteo N∗i (t) asociado al vector de variable explicativa
Zi ∈ Rp, que la suponen acotada, es de la forma:
E
(
N∗i (t)|Zi
)
= µ0
(
exp(β′0Zi) t
)
,
donde β0 es un p−vector de para´metros de regresio´n desconocido y µ0 es una funcio´n
continua no especificada. De acuerdo a este modelo, el nu´mero esperado de eventos
en el tiempo t bajo Zi = z es igual al nu´mero esperado de eventos en el tiempo
t exp(β′0z) bajo Zi = 0. En otras palabras, el conjunto de variables explicativas Zi
afecta la frecuencia de recurrencia sobre el tiempo expandiendo o contrayendo la
escala del tiempo en aquellas ocurrencias de eventos por un factor multiplicativo de
exp(β′0Zi) relativo a aquel de un vector de covariable cero.
Sea Ci el tiempo de censura del sujeto i, que lo asumen independiente de Tik
condicionado sobre Zi. Luego el proceso de conteo Ni(t) de los tiempos de fallas
censurados, se pueden expresar como Ni(t) =
∑
k≥1 I(Tik ≤ t ∧ Ci).
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Motivados por la funcio´n de score de la verosimilitud parcial para el modelo
de proceso de Poisson de intensidad proporcional (Andersen y Gill, 1982) y las
funciones de estimacio´n de rango pesado para el modelo log-lineal (3.6) (Prentice,
1978; Tsiatis, 1990; Wei, Ying y Ling, 1990), proponen la siguiente clase de funciones
de estimaciones para β0:
U(β) :=
n∑
i=1
∫ ∞
0
Q(t;β)
[
Zi − Z¯(t;β)
]
dNi
(
t exp(−β′Zi)
)
, (3.12)
donde Q(t;β) tiene variacio´n acotada y converge casi seguro a una funcio´n continua
y
Z¯(t;β) =
∑n
j=1 I(t exp(−β′Zj) ≤ Cj)Zj∑n
j=1 I(t exp(−β′Zj) ≤ Cj)
.
Ellos se refieren a U (β) como la funcio´n de estimacio´n log-rango si Q ≡ 1 y como
la funcio´n de estimacio´n de Gehan si Q(t;β) =
∑n
i=1 I(t exp(−β′Zi) ≤ Ci)/n. Para
la primer funcio´n de peso, como en el caso de estimacio´n de rango para el modelo
log-lineal (3.6), la funcio´n de estimacio´n U (β) es una funcio´n constante a trozos de
β, entonces definen el estimador βˆ como un cero de U(β) o como un mı´nimo de
‖U (β)‖2. Para la funcio´n de estimacio´n de Gehan, (3.12) se convierte en
U (β) =
1
n
n∑
i=1
n∑
j=1
∑
k≥1
∆ik (Zi −Zj) I
[
log τ log Tik ≥ β′(Zi −Zj)
]
,
y as´ı obtienen βˆ minimizando la funcio´n:
1
n
n∑
i=1
n∑
j=1
∑
k≥1
∆ikma´x
{
log τ − log Tik − β′(Zi −Zj), 0
}
.
El estimador resultante puede ser ligeramente diferente al mı´nimo de ‖U (β)‖2,
pero son asinto´ticamente equivalentes.
El estimador βˆ, solucio´n de U (β) = 0, resulta ser consistente y asinto´ticamente
normal. Pero, resolver la ecuacio´n de estimacio´n U (β) = 0 puede en general ser
arduo cuando p (la dimensio´n de Z) es grande. Entonces, proponen βˆ
⋆
como solucio´n
de
U (β) =
n∑
i=1
Di(βˆ)Gi,
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donde βˆ es un estimador inicial (que puede ser el de la estimacio´n de Gehan),
Di(β) :=
∫ ∞
0
Q(t;β)
[
Zi − Z¯(t;β)
]
d
[
Ni
(
t exp(−β′Zi)
)
−
∫ t
0
I(t exp(−β′Zi) ≤ Ci)dµˆ0(s;β)
]
,
con
µˆ0(t;β) =
n∑
i=1
∫ t
0
dNi
(
t exp(−β′Zi)
)∑n
j=1 I(t exp(−β′Zj) ≤ Cj)
y (G1, . . . , Gn) son v.a. normales esta´ndar independientes. Tambie´n se puede obtener
βˆ
⋆
como solucio´n de U (β) = G, donde G es normal con media cero y matriz de
covarianza
∑n
i=1Di(βˆ)Di(βˆ)
′. Luego
√
n(βˆ− βˆ⋆) tiene la misma distribucio´n l´ımite
que
√
n(βˆ − β0) y adema´s la matriz de covarianza de βˆ puede ser estimada por la
matriz de covarianza emp´ırica de βˆ
⋆
.
Cuando el modelo se ajusta razonablemente a los datos, Lin, Wei y Ying proponen
que el estimador de la ecuacio´n de estimacio´n de Gehan (solucio´n de U (β) = 0 o
U (β) = G, que se puede resolver de manera eficiente), puede ser utilizado como
un estimador inicial para estimaciones con funciones de peso ma´s generales, ya que
la solucio´n de la ecuacio´n de estimacio´n de Gehan sera´ similar a las soluciones de
la ecuacio´n de estimacio´n con pesos ma´s generales. Adema´s, para la mayor´ıa de
los efectos pra´cticos, es suficiente hacer inferencias basadas sobre la estimacio´n de
Gehan.
El trabajo de Strawderman (2005) desarrolla un nuevo modelo semiparame´trico
para el efecto de las variables explicativas, fijas en el tiempo, sobre la intensidad
condicional de un proceso de conteo de eventos recurrentes. Su modelo es una ex-
tensio´n del modelo del tiempo de falla acelerado para datos de supervivencia univa-
riado, intervalos de tiempo entre eventos, y la estimacio´n del para´metro de regresio´n
esta´ motivada por las consideraciones de eficiencia semiparame´tricas.
Primero considera un sujeto con un vector de covariable Z de dimensio´n p, fija en
el tiempo, que experimenta el evento recurrente en los tiempos 0 =: T0 < T1 < T2 <
· · · . Define el j-e´simo intervalo de tiempo como Xj = Tj − Tj−1, j ≥ 1. Sean V1,
V2, . . . v.a. independientes e ide´nticamente distribuidas con funcio´n de distribucio´n
F0, tal que F0(t) =
∫ t
0
f0(s)ds donde f0 tiene primer derivada continua y segunda
derivada acotada. Asume que, dado Z, sus intervalos de tiempos, X1, X2, . . . son
v.a. independientes donde
Xj = Vj exp(−β′0Z),
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siendo β0 el vector de para´metros de regresio´n. Notar que Z acelera o desacelera los
intervalos basales de tiempo entre arribos Vj como sucede con el modelo de tiempo
de falla acelerado.
Luego la funcio´n de riesgo de Xj, dado Z es
λ0
(
x exp(β′0Z)
)
exp(β′0Z),
donde λ0 es la funcio´n de riesgo asociada a F0. Entonces, en ausencia de censura y
dado Z, el proceso N(t) := ma´x{m :∑mj=1Xj ≤ t} es un proceso de renovacio´n.
Ahora supone n sujetos independientes, donde cada uno es observado en el inter-
valo de tiempo finito [0, Ci]. Entonces los datos observados son, para i = 1, . . . , n,
{Ni(u ∧ Ci),∆i(u),Zi, u ≥ 0} donde ∆i(u) = I(u ≤ Ci).
El trabajo de Strawderman fue motivado por los trabajos de Prentice (1978)
(quien sugirio´ estimar β0 del modelo semiparame´trico (3.7) invirtiendo una clase
de estad´ısticos de rango lineal pesado), de Tsiatis (1990) (quien establecio´ las pro-
piedades asinto´ticas de la clase de estimadores propuesto por Prentice) y de Ritov
(1990) (quien establecio´ una correspondencia directa entre las funciones estimadas
por Prentice y Tsiatis y las basadas sobre consideraciones de eficiencia semipa-
rame´trica para modelos de regresio´n lineal censurados). Strawderman propone la
clase pesada de funciones de estimacio´n, mediante la siguiente funcio´n de score:
S¯W (β) :=
1
n
n∑
i=1
mi∑
j=1
W (X˜ij(β)|β)
[
Zi −
∑n
k=1Zk
∑mk+1
r=1 I˜kr(X˜ij|β)∑n
k=1
∑mk+1
r=1 I˜kr(X˜ij|β)
]
, (3.13)
donde X˜ij(β) = Xij exp(β
′Zi) para j = 1, . . . ,mi + 1, mi = Ni(Ci), I˜kr(t|β) :=
I(X˜kr(β) ≥ t) y W (t|β) bajo ciertas propiedades de regularidad.
Como (3.13) es una funcio´n de estimacio´n basada en rango, el estimador βˆ pue-
de ser definido como un cero de S¯W (β) o un mı´nimo de ‖S¯W (β)‖2. Sin embargo,
puede existir varios mı´nimos porque S¯W (β) no es necesariamente mono´tona. Pero,
si W (u|β) = ∑ni=1∑mi+1j=1 I˜ij(u|β)/n (denominado peso de Gehan), esta dificultad
desaparece. Y en este caso, (3.13) se reduce a
S¯G(β) :=
1
n2
n∑
i=1
mi∑
j=1
n∑
k=1
(Zi −Zk)
mk+1∑
r=1
I˜kr(X˜ij|β),
que es el gradiente de la funcio´n objetivo convexa
LG(β) :=
1
n2
n∑
i=1
mi∑
j=1
n∑
k=1
mk+1∑
r=1
{[
log X˜kr(β)− log X˜ij(β)
] ∨ 0} ,
36
Los minimizadores de LG(β) y ‖S¯G(β)‖ son asinto´ticamente equivalentes (Fygen-
son y Ritov, 1994). Luego Strawderman toma βˆG = argmı´nLG(β) y resulta ser
consistente de tasa
√
n y asinto´ticamente normal.
Para este u´ltimo estimador Strawderman comenta que “notablemente no se asume
que el intervalo de tiempo sea acotado, es una u´til consecuencia de la convexidad
asociada con la funcio´n de peso de Gehan”. Adema´s, da un algoritmo para calcular
βˆG y ΓˆG, un estimador consistente de la covarianza de
√
n(βˆG − β0).
Para pesos generales, Strawderman propone un estimador βˆW de un paso a partir
del βˆG, que tambie´n resulta ser consistente de tasa
√
n y asinto´ticamente normal.
3.3. Modelo aditivo
Por u´ltimo, veremos los resultados estad´ısticos del modelo de riesgo aditivo para
la funcio´n de intensidad que es de la forma:
λ(t,Z) = λ0(t) + β
′
0Z(t) (3.14)
donde β0 es el vector de para´metros de regresio´n y λ0(t) = λ(t,0) es la funcio´n
baseline, desconocida, arbitraria y no negativa en funcio´n del tiempo. Este modelo
propuesto por Lin y Ying (1994) es una alternativa al modelo de Aalen (1980) en
el cual el vector de para´metros de regresio´n no esta´ fijo en el tiempo, es decir, la
funcio´n de intensidad es de la forma
λ0(t) + β0(t)
′Z(t) = (λ0(t),β0(t)
′)
(
1
Z(t)
)
.
Primero plantearemos aqu´ı algunas de las distintas funciones de verosimilitud
para el modelo aditivo solo para el caso de eventos simples.
La funcio´n de verosimilitud condicional sobre la historia del evento del sujeto i,
Hi(τ), de n individuos con funcio´n de intensidad (3.14), donde t1 ≤ . . . ≤ tn son los
tiempos de falla observados en [0, τ ] (τ tiempo fijo finito) y Zi corresponde al vector
de covariable asociado a ti, es
LC(β0, λ0) =
n∏
j=1
[
λ0(tj) + β
′
0Zj(tj)
]
exp
{−[Λ0(τ) + β′0Z∗j(τ)]} ,
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donde Z∗j(t) =
∫ t
0
Zj(u) du y Λ0(t) =
∫ t
0
λ0(u) du. Luego,
∂
∂β0
logLC(β0, λ0) =
n∑
j=1
{
Zj(tj)
λ0(tj) + β
′
0Zj(tj)
−Z∗j(τ)
}
. (3.15)
Observemos que (3.15) depende del vector de para´metros de regresio´n β0 y de la
funcio´n λ0(·), lo cual complicar´ıa la estimacio´n de β0 ya que ser´ıa necesario estimar
previamente o conjuntamente la funcio´n λ0(·).
Por otra parte, la funcio´n de verosimilitud parcial es
LP (β0, λ0) =
n∏
j=1
λ0(tj) + β
′
0Zj(tj)∑
k∈Rj
λ0(tj) + β
′
0Zk(tj)
, (3.16)
donde Rj es el conjunto de riesgo en el tiempo tj. Entonces
∂
∂β0
logLP (β0, λ0) =
n∑
j=1
{
Zj(tj)
λ0(tj) + β
′
0Zj(tj)
− SZj
rjλ0(tj) + β
′
0 SZj
}
, (3.17)
donde rj es el cardinal del conjunto Rj y SZj :=
∑
k∈Rj
Zk(tj).
Notar que aqu´ı tambie´n, la funcio´n de verosimilitud parcial (3.16) no puede apli-
carse como se hizo para el caso del modelo de riesgo multiplicativo (3.1), pues en
este caso tampoco se eliminar´ıa λ0(t) para la estimacio´n de β0, (ver la funcio´n de
score (3.17)).
Sin embargo, hay varios autores que han podido estimar β0 sin la necesidad
de recurrir a las cla´sicas funciones de verosimilitud condicional y/o parcial antes
descritas. Entre estos autores hemos considerado el trabajo de Lin y Ying (1994) en el
cual imitaron la caracter´ıstica de martingala de la funcio´n de score de la verosimilitud
parcial del modelo multiplicativo del para´metro β0 logrando construir una simple
funcio´n de estimacio´n permitiendo expresar en forma expl´ıcita al estimador βˆ0 (esto
no sucede en los modelos multiplicativo y de falla acelerado).
Formalmente, Lin y Ying consideran n sujetos independientes y recogen en el
proceso de conteo del sujeto i, {Ni(t); t ≥ 0} el nu´mero de eventos observados hasta
el tiempo t. Bajo el modelo (3.14), la funcio´n de intensidad para Ni(t) esta dada por
Yi(t)λ(t,Zi) = Yi(t)
[
λ0(t) + β
′
0Zi(t)
]
,
donde Yi(t) indica con 1 si el sujeto i esta´ en riesgo en el tiempo t y en en caso
contrario con 0. Luego
Yi(t)dΛ(t,Zi) = Yi(t)
[
dΛ0(t) + β
′
0Zi(t) dt
]
, (3.18)
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donde Λ0(t) =
∫ t
0
λ0(u) du. Ellos proponen estimar β0 imitando la funcio´n de score
de la verosimilitud parcial del modelo multiplicativo, que bajo (3.18), es de la forma
U (β) =
n∑
i=1
∫ ∞
0
Zi(t)
{
dNi(t)− Yi(t)
[
dΛˆ0(β, t) + β
′Zi(t) dt
]}
,
donde Λˆ0 es el estimador de Λ0 del modelo (3.14) definido como
Λˆ0(βˆ, t) =
∫ t
0
∑n
i=1
[
dNi(u)− Yi(u)βˆ′Zi(u) du
]∑n
i=1 Yi(u)
,
siendo βˆ un estimador consistente de β0. Luego, U (β) es equivalente a
ULY (β) :=
n∑
i=1
∫ ∞
0
[
Zi(t)− Z¯(t)
] [
dNi(t)− Yi(t)β′Zi(t) dt
]
, (3.19)
donde Z¯(t) =
∑n
j=1 Yj(t)Zj(t)/
∑n
j=1 Yj(t). Entonces el estimador queda definido
expl´ıcitamente como
βˆ =
(
n∑
i=1
∫ ∞
0
Yi(t)
[
Zi(t)− Z¯(t)
]⊗2
dt
)−1( n∑
i=1
∫ ∞
0
[
Zi(t)− Z¯(t)
]
dNi(t)
)
,
donde a⊗2 := aa′ (matriz), siendo a un vector. Este estimador resulta ser consistente
de tasa
√
n y asinto´ticamente normal, bajo ciertas condiciones de regularidad.
Nosotros hemos realizado la siguiente simulacio´n para ver el desempen˜o del esti-
mador βˆ frente a outliers. Para n = 100, 200, 500, 1000 individuos con Z ∼ U(0, 1),
censuras aleatorias C ∼ U(0, 1), β = 2 y λ0(t) = 1 se han contaminado a Z con
masa puntual en δ = 0.01, 3, y en un 5% y 10% de la muestra. En la siguiente tabla
se muestra el resultado en 1000 re´plicas de: el estimador, su sesgo (entre corchetes)
y su error esta´ndar (entre pare´ntesis).
% n Sin contaminar δ = 0.01 δ = 3
5
100 2.00 [-0.00] (0.97) 1.78 [-0.22] (0.96) 0.17 [-1.83] (1.85)
200 2.00 [0.00] (0.66) 1.78 [-0.22] (0.69) 0.13 [-1.87] (1.88)
500 2.02 [0.02] (0.42) 1.79 [-0.21] (0.45) 0.11 [-1.90] (1.90)
1000 2.00 [0.00] (0.30) 1.78 [-0.22] (0.35) 0.11 [-1.90] (1.90)
10
100 1.99 [-0.01] (0.95) 1.69 [-0.31] (0.97) 0.07 [-1.93] (1.94)
200 1.99 [-0.01] (0.66) 1.62 [-0.38] (0.75) 0.06 [-1.94] (1.94)
500 2.00 [0.00] (0.42) 1.59 [-0.41] (0.57) 0.05 [-1.95] (1.95)
1000 2.00 [-0.00] (0.30) 1.60 [-0.40] (0.49) 0.05 [-1.95] (1.95)
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Lo que hemos notado es que βˆ esta´ altamente influenciado, al contaminar los
valores de Z (sobre todo para valores grandes de Z), lo que nos motivo´ en esta
investigacio´n a proponer estimadores alternativos robustos. Estas nuevas propuestas,
junto con un estudio de simulacio´n en donde se compara el comportamiento de βˆ
frente a outliers, se describira´ en los siguientes cap´ıtulos.
Por u´ltimo en el caso de eventos recurrentes destacamos el trabajo de Sun, Park
y Sun (2006) en el que ajustan un modelo de riesgo aditivo λ(t,Zi) = λ0(t) + β
′
0Zi
utilizando los intervalos de tiempo entre las ocurrencias de los tiempo de falla y
toman a las covariables fijas en el tiempo. Ellos extienden la idea de Lin y Ying
(1994) a eventos recurrentes aplicando los mismos argumentos y suposiciones que
realizan Huang y Chen (2003) adema´s de introducirle una funcio´n de peso a la
funcio´n de score de estimacio´n.
Siguiendo los mismos argumentos y las mismas notaciones que utilizamos al des-
cribir el trabajo de Huang y Chen (2003), Sun, Park y Sun proponen la ecuacio´n
de estimacio´n USPS(β) = 0 para estimar el vector de para´metros de regresio´n β0,
donde
USPS(β) :=
∫ τ
0
Q(s)
{
dKˆ1(s)− Gˆ1(s)
Gˆ0(s)
dKˆ0(s) −[
Eˆij [Z
′
iZi I(Xij ≤ s)]−
Gˆ1(s)
′Gˆ1(s)
Gˆ0(s)
]
β ds
}
siendo Q(s) un proceso de peso con ciertas propiedades de regularidad, τ ∈ (0,∞) es
una constante pre-especificada (en la pra´ctica, τ es usualmente tomada como el tiem-
po de seguimiento ma´s largo), Gˆ0(t) = Eˆij [I(Xij ≥ t)] y Gˆ1(t) = Eˆij [Zi I(Xij ≥ t)].
Luego el estimador de β0 tambie´n se puede expresar de forma expl´ıcita como:
βˆ =
{∫ τ
0
Q(s)
[
Eˆij [Z
′
iZiI(Xij ≤ s)]−
Gˆ1(s)
′Gˆ1(s)
Gˆ0(s)
]
ds
}−1
×
{∫ τ
0
Q(s)
[
dKˆ1(s)− Gˆ1(s)
Gˆ0(s)
dKˆ0(s)
]}
,
que es consistente de tasa
√
n y asinto´ticamente normal.
Ellos, al igual que Huang y Chen, tambie´n proponen un estimador que solo utiliza
el primer intervalo de tiempo de cada individuo pero es menos eficiente que aquel que
utiliza todos los intervalos (al igual que pasa en Huang y Chen). Adema´s comentan
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que “un problema que necesita ser estudiado a futuro es la seleccio´n de un proceso
de peso Q(t) que da el estimador ma´s eficiente de β0 para una situacio´n particular”.
Para el estudio de simulacio´n que realizaron, obtuvieron resultados similares para
Q ≡ 1 y Q(t) =
n∑
i=1
I(Ci ≥ t)
n
.
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Cap´ıtulo 4
Propuestas robustas para el
Modelo con Hazard Aditivo
El modelo con hazard o riesgo aditivo es una alternativa al modelo de riesgo
multiplicativo comu´n para el ana´lisis de datos de supervivencia. En este cap´ıtulo
se desarrollara´n por completo las dos propuestas robustas que proponemos en esta
investigacio´n para la estimacio´n del vector de regresio´n del modelo de riesgo aditi-
vo. Estas dos propuestas consisten en introducir una funcio´n de peso a la funcio´n
de score, como lo hicieron Sasieni (1993a, 1993b), en el que explota la estructura
de martingala, y Bednarski (1993), en el que utiliza diferenciabilidad de Fre´chet
como herramienta principal, ambos para el modelo de riesgo proporcional. Estas
dos alternativas son en las que nos basamos para adaptarlas al modelo con Hazard
Aditivo.
A continuacio´n se describira´n y se dara´n los principales resultados, en el Ape´ndice
se encuentran la demostraciones de los mismos y en el Cap´ıtulo 6 se hara´n las
discusiones y conclusiones de estas dos propuestas robustas de estimadores. Adema´s
en el pro´ximo cap´ıtulo se encuentra el estudio de simulacio´n en donde se vera´ el
desempen˜o de los estimadores propuestos frente al estimador cla´sico de Lin y Ying
(1994).
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4.1. Introduccio´n
Recordemos que la v.a. continua T ∗ es no negativa y representa la duracio´n hasta
la ocurrencia de un evento para un individuo, que puede ser un tiempo no observado
si esta´ sujeto a censura. Asociado a este tiempo tenemos el vector de covariables
Z ∈ Rp+ que es fijo en el estudio y por lo tanto, fijo en el tiempo. Dado el valor de
la covariable {Z = z}, la duracio´n T ∗ tiene funcio´n de riesgo aditivo
λ∗(t, z) = λ0(t) + β
′z (4.1)
donde λ0 es una funcio´n de riesgo baseline no negativa y β ∈ Rp+ es un vector de
para´metros reales no negativos.
Los datos se recogen para i = 1, . . . , n individuos durante un intervalo de tiempo
fijo [0, τ ], sobre el cual algunas personas pueden experimentar la censura, ya sea
porque T ∗i > τ o´ porque T
∗
i > Ci, donde Ci es una variable latente no observada
aleatoria que indica un tiempo de censura. Este mecanismo supone una muestra
Sn := {(Ti,Zi,∆i) : i = 1, . . . , n} donde Ti es el tiempo del evento o el tiempo
censurado, es decir, Ti := T
∗
i ∧ Ci, y ∆i es el indicador de que la observacio´n no
esta´ censurada.
Como vimos en el cap´ıtulo anterior, Lin y Ying (1994), propusieron la siguiente
ecuacio´n para estimar β en (4.1):
n∑
i=1
∫ ∞
0
[zi − z¯n(t)][dNi(t)− Yi(t)β′zi] = 0, (4.2)
donde Ni(t) = I(T
∗
i ≤ t), Yi(t) = I(Ti ≥ t) y
z¯n(t) =
∑n
j=1 Yj(t)zj∑n
j=1 Yj(t)
=
∑n
j=1 I(tj ≥ t)zj∑n
j=1 I(tj ≥ t)
.
Con esto queda definido expl´ıcitamente el estimador del para´metro de regresio´n
como:
βˆ =
(
n∑
i=1
∫ ∞
0
Yi(t)[zi − z¯n(t)]⊗2dt
)−1( n∑
i=1
∫ ∞
0
[zi − z¯n(t)]dNi(t)
)
, (4.3)
recordemos que a⊗2 := aa′ es una matriz.
En el estudio de simulacio´n que se realizo´ en el cap´ıtulo anterior, se vio que este
estimador es muy sensible a observaciones at´ıpicas y esto fue lo que nos motivo a
proponer las siguientes dos familias de estimadores robustos.
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4.2. Estimadores con funcio´n de influencia acota-
da (EFIA)
Nuestra primer propuesta consiste en utilizar la teor´ıa de martingalas continuas
como se ha realizado en el trabajo de Lin y Ying (1994). Para esto primero nos
basamos en expresiones alternativas de (4.2) y (4.3), basadas en la distribuciones
emp´ıricas Hn(t, z,∆) y Hn(t, z) de (T,Z,∆) y (T,Z), respectivamente, de la si-
guiente manera:∫∫
[z − z¯n(t)] dHn(t, z,∆ = 1)−
∫∫∫ t
0
[z − z¯n(u)] du z′ dHn(t, z)β = 0,
donde
z¯n(u) =
[∫∫
I(t˜ ≥ u) dHn(t˜,x)
]−1 [∫∫
I(t˜ ≥ u)x dHn(t˜,x)
]
.
Luego el estimador del vector de para´metros queda definido expl´ıcitamente como:
βˆn =
[∫∫ (∫ t
0
[z − z¯n(u)]⊗2du
)
dHn(t, z)
]−1
×[∫∫
[z − z¯n(t)]dHn(t, z,∆ = 1)
]
. (4.4)
Como ya vimos, Lin y Ying prueban que βˆn en (4.4) es consistente y asinto´tica-
mente normal, y dan una fo´rmula para la estimacio´n de la varianza asinto´tica. Notar
que el estimador βˆn es un funcional no lineal de la funcio´n de distribucio´n conjunta
emp´ırica.
Ahora nos centramos en la descripcio´n de la primer propusta robusta para el
para´metro de regresio´n del modelo con Hazard Aditivo. Para datos de superviven-
cia censurados de taman˜o n con funciones de riesgo acumulados Λi(t, zi), con los
procesos de conteo asociados Ni(t) y con los procesos asociados “en riesgo” Yi(t),
las funciones de intensidad son Yi(t)Λi(t, z) y los procesos pueden ser compensados
para formar martingalas restando
Mi(t) := Ni(t)−
∫ t
0
Yi(u)dΛi(u, z).
Recordemos que, por el Teorema 2.5, las martingalasMi(t) son MCCIL (martingalas
con cuadrado integrable localmente). En el caso del modelo de Hazard Aditivo
dΛi(t, zi) = λi(t, zi)dt = [λ0(t) + β
′zi] dt,
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y esto implica que
dMi(t) = dNi(t)− Yi(t) [λ0(t) + β′zi] dt.
Por los resultados cla´sicos (por ejemplo, Andersen y otros 1993, cap. VI), la
funcio´n de score de verosimilitud parcial esta´ dada por
n∑
i=1
∫ ∞
0
(
∂
∂β
log(λi(t, zi;β))
)
{dNi(t)− Yi(t)dΛi(t, zi;β)},
y bajo el modelo de Hazard Aditivo es de la forma:
UPL(β) :=
n∑
i=1
∫ ∞
0
(
zi
λ0(t) + β
′zi
)
{dNi(t)− Yi(t) [λ0(t)dt+ β′zidt]} . (4.5)
En contraste con el modelo de riesgo proporcional de Cox, la funcio´n de score parcial
en la ecuacio´n (4.5) no elimina la funcio´n estorbo (nuisance) de riesgo baseline, λ0(t).
Generalizando esta expresio´n, manteniendo en la ecuacio´n de estimacio´n la medida
de martingala intacta pero reemplazando el integrando por otro te´rmino ma´s general,
tenemos
UK(β) =
n∑
i=1
∫ ∞
0
Ki(t, zi,β) {dNi(t)− Yi(t) [λ0(t) dt+ β′zidt]} .
La verosimilitud parcial determina Ki(t, zi,β) = [λ0(t) + β
′zi]
−1zi y la propuesta
de Lin y Ying consiste en tomar Ki(t, zi,β) = zi, el mismo que da la verosimilitud
parcial bajo el modelo de riesgo multiplicativo (o modelo de Cox). Como ya se ha
mencionado en el cap´ıtulo anterior, el estimador resultante de Lin y Ying es con-
sistente y asinto´ticamente normal, como as´ı tambie´n tiene una expresio´n expl´ıcita,
una caracter´ıstica que no posee el estimador en el modelo de riesgo multiplicativo.
Basados sobre estas mismas ideas nosotros proponemos
Ki(t, zi,β) = w1(t)w2(zi)zi, (4.6)
donde w1 y w2 son las funciones de peso, con las siguientes condiciones:
A1 La funcio´n w1(·) : R+ 7→ [0, 1] es acotada, no creciente (es decir, para cualquier
u > v, w1(u) ≤ w1(v)), predecible y
∫
w1(t)dt <∞.
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A2 La funcio´n w2(·) : Rp+ 7→Mp([0, 1]), dondeMp([0, 1]) es el conjunto de matrices
sime´tricas definidas con elementos en [0, 1], es definida positiva y es uniforme-
mente continua para casi todo z. Adema´s,
∫
w2(z)z
⊗lfZ(z)dz < ∞, para
l = 0, 1, donde a⊗1 := a (vector) y a⊗0 := 1 (constante), y , para u ≥ 0,
det
( ∫
exp(−β′zu)w2(z)fZ(z)dz
) 6= 0.
Estas condiciones permiten el control de observaciones at´ıpicas en la muestra.
Algunas de las selecciones especiales posibles de w1(·) son las siguientes:
1. w1(u) = I(u ≤ a) donde a es una constante positiva conocida. Esta seleccio´n
es equivalente a censurar artificialmente las observaciones donde los u son ma´s
grandes que alguna constante dada a.
2. Si ρ es cualquier funcio´n-ρ como las utilizadas en estad´ıstica robusta (por
ejemplo, Maronna, Martin y Yohai 2006), w1(u) = ρ
′′(u)/u con u ≥ 0. Por
ejemplo, si tomamos la funcio´n de Huber
w1(t) = mı´n
{
1,
a
t
}
, t ≥ 0,
y a es una constante que controla el equilibrio entre eficiencia y robustez.
Supuestos adicionales sobre w1 se an˜adira´n ma´s adelante. En particular, sera´ de
especial intere´s el caso cuando las funciones w dependera´n de los datos. En concreto,
se propondra´
w1,n(t) = Fn(t)
a[1− Fn(t)]b, (4.7)
donde Fn es la distribucio´n emp´ırica de los tiempos observados (censurados o no) y
las constantes predeterminadas a y b son las que regulan la robustez contra pequen˜os
o grandes valores de t respectivamente.
Con respecto a la otra funcio´n de peso, w2(z), es una matriz de p×p con entradas
escalares w
(l,m)
2 dadas por
w2(zi) =


w
(1)
2 (zi1) w
(1,2)
2 (zi1, zi2) . . . w
(1,p)
2 (zi1, zip)
w
(2,1)
2 (zi2, zi1) w
(2)
2 (zi2) . . . w
(2,p)
2 (zi2, zip)
...
...
. . .
...
w
(p,1)
2 (zip, zi1) w
(p,2)
2 (zip, zi2) . . . w
(p)
2 (zip)

 .
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Por simplicidad, tomaremos w
(l,m)
2 = 0 para l 6= m, y para la diagonal principal
w
(m)
2 (zim) = mı´n
{
1,
a
zim
s˜
}
para zim > 0, (4.8)
o uno en caso contrario, y donde
s˜ =
median{z1m, . . . , znm}
log(2)
es un estimador de escala que es igual a la unidad en la distribucio´n exponencial
estandar, y a es una constante de corte que regula la robustez. Ma´s general, los
elementos que no esta´n en las diagonales de la matriz de peso w2 son para posibles
multicolinealidad entre las variables independientes. No perseguimos ese intere´s aqu´ı.
Es de notar, sin embargo, que en la seleccio´n de la funcio´n de peso dada en las
ecuaciones (4.7) y (4.8) los pesos depende de los datos, es decir,
w1(t) = w1(t,Pn) y w2(z) = w2(z,Qn),
donde Pn y Qn son, respectivamente, las distribuciones emp´ıricas del tiempo t y de
la covariables z en la muestra.
Nuestra propuesta en (4.6) produce la ecuacio´n de estimacio´n
U
(n)
R (β) =
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)] [dNi(t)− Yi(t)β′zidt] = 0, (4.9)
donde z˜n(t) es una funcio´n vectorial en columna dada por
z˜n(t) =
[
n∑
j=1
Yj(t)w2(zj)
]−1 [ n∑
j=1
Yj(t)w2(zj)zj
]
=
[
n∑
j=1
I(tj ≥ t)w2(zj)
]−1 [ n∑
j=1
I(tj ≥ t)w2(zj)zj
]
.
Claramente, cuando w1 = 1 y w2 es la identidad, la ecuacio´n de estimacio´n anterior
coincide con la de Lin y Ying.
A partir de la estimacio´n de la ecuacio´n (4.9) podemos obtener un estimador de
β en forma expl´ıcita dado por
β˜n =
[
n∑
i=1
∫ ∞
0
Yi(t)w1(t)w2(zi)[zi − z˜n(t)]⊗2dt
]−1
×
[
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)]dNi(t)
]
, (4.10)
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que sin la notacio´n del proceso de conteo se puede expresar en una fo´rmula ma´s
conveniente para el ca´lculo como
β˜n =
[
1
n
n∑
i=1
w2(zi)
(∫ ti
0
w1(u)[zi − z˜n(u)]⊗2du
)]−1
×
[
1
n
n∑
i=1
∆iw1(ti)w2(zi)[zi − z˜n(ti)]
]
. (4.11)
Adema´s, si βˆ es un estimador consistente de β obtenemos un estimador de la
funcio´n de riesgo acumulado baseline Λ0(t), dada por
Λˆ0(t) =
∫ t
0
∑n
j=1w2(zj)
[
dNj(u)− Yj(u)βˆ′zj du
]
∑n
j=1w2(zj)Yj(u)
.
Con el fin de establecer la consistencia en el sentido Fisher a continuacio´n, primero
expresamos el estimador de β˜n a partir de la ecuacio´n (4.11) en notacio´n funcional
como
β˜n = Qw(Hn) = [Dw(Hn)]
−1 [Nw(Hn)] ,
donde
Dw(Hn) =
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜n(u)]⊗2du
)
dHn(t, z),
Nw(Hn) =
∫∫
w1(t)w2(z)[z − z˜n(t)]dHn(t, z,∆ = 1),
y
z˜n(u) =
[∫∫
I(t˜ ≥ u)w2(x)dHn(t˜,x)
]−1 [∫∫
I(t˜ ≥ u)w2(x)xdHn(t˜,x)
]
.
Notar que el estimador β˜n es un funcional no lineal de la funcio´n de distribucio´n
conjunta emp´ırica.
El siguiente teorema, en el que se establece la consistencia en el sentido Fisher,
sera´ el punto de partida para el ca´lculo de la funcio´n de influencia que se encuentra
ma´s adelante.
Teorema 4.1. Bajo las condiciones A1 y A2, el estimador β˜n propuesto en
la ecuacio´n (4.10) es consistente en el sentido Fisher en la Familia de Riesgo
Aditiva. Es decir, sea H ∈ Aβ para algu´n β ∈ Rp+, entonces Qw(H) = β.
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A continuacio´n establecemos la normalidad asinto´tica. En primer lugar, daremos
un argumento heur´ıstico y la demostracio´n rigurosa se encuentra en el Ape´ndice. No-
tar que la ecuacio´n (4.11) es un producto de una matriz p×p por un vector columna
p-dimensional. Ese vector es un promedio de te´rminos Vi := w1(ti)w2(zi)[zi− z˜n(ti)]
que son “casi” independientes e ide´nticamente distribu´ıdos (iid). Lo que hace la de-
pendencia de los Vi es la presencia del factor z˜n(t), que depende de la totalidad de
la muestra. Si sustituimos el z˜n(t) por su l´ımite probabil´ıstico, z˜∞(t), entonces los
sumandos modificados ser´ıan iid y la normalidad asinto´tica seguir´ıa por el Teore-
ma Central del L´ımite multivariado esta´ndar. Bajo una regularidad adecuada, es de
esperar que exista la convergencia en probabilidad de z˜n(t) a z˜∞(t), entonces se es-
pera heur´ısticamente que nuestro estimador sea asinto´ticamente normal. Para esto,
necesitamos por lo tanto las siguientes condiciones adicionales sobre las funciones
de peso:
A3 Existen una funcio´n matricial S(0) : R+ 7→ Mp([0, 1]) y una funcio´n vectorial
S(1) : R+ 7→ Rp+ tales que para l = 0, 1
sup
t≥0
‖S(l)n (t)− S(l)(t)‖∞ Prob−→ 0, cuando n→∞,
donde
S
(l)
n (t) :=
1
n
n∑
i=1
w2(zi)z
⊗l
i Yi(t).
Adema´s, las funciones S(l) (l = 0, 1) son acotadas y uniformemente continuas
y S(0) es acotada fuera del cero.
A4 Sea Xi(t) := w1(t)w2(zi)zi. Existe δ > 0 tal que, cuando n→∞
1√
n
sup
t≥0
1≤i≤n
‖Xi(t)‖2Yi(t)I
(
λ0(t) + β
′
0zi > exp(−δ‖Xi(t)‖∞ − t)
)
Prob−→ 0.
A5 Para p = 1, existe una constante ϑ > 0 tal que w2(z) es del orden de z
−(2+ϑ)
cuando z →∞.
La condicio´n A3 asegura la convergencia en probabilidad de z˜n(t). La condicio´n
A4, junto con las anteriores, asegura la normalidad asinto´tica del estimador y la
convergencia de su matriz de covarianza. La condicio´n A5 nos garantiza que la
seleccio´n de funcio´n de peso w2 conduce a una funcio´n de influencia acotada.
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Teorema 4.2. Sea β˜n el estimador propuesto en la ecuacio´n (4.10) con funcio-
nes de peso que satisfacen las condiciones A1 a A4, y sea H ∈ Aβ
0
. Entonces
√
n(β˜n−β0) converge de´bilmente al vector aleatorio normal p-dimensional con
vector de media cero y con matriz de covarianzas
Σ :=
[∫ ∞
0
w1(u)L(u)du
]−1
Σ˜
[∫ ∞
0
w1(u)L(u)du
]−1
,
donde
L(u) := E
(
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]⊗2Y (u))
Σ˜ :=
∫ ∞
0
w1(u)
2
(
L0(u) λ0(u) + L1(u,β0)
)
du
L0(u) := E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u))
L1(u,β0) := E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u)β′0Z
)
Corolario 1. En las mismas condiciones del teorema anterior, la matriz de
covarianzas Σ es estimada consistentemente por Σˆ = D−1BD−1, donde
B =
1
n
n∑
i=1
∫ ∞
0
[
w1(t) w2(zi)[zi − z˜n(t)]
]⊗2
dNi(t)
y
D =
1
n
n∑
i=1
∫ ∞
0
Yi(t)w1(t) w2(zi)[zi − z˜n(t)]⊗2 dt.
4.2.1. Funcio´n de Influencia
Ahora desarrollaremos, por simplicidad notacional, la funcio´n de influencia para
p = 1. Primero observemos que en este caso, unidimensional, nuestro estimador
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puede ser expresado como
β˜n =
n∑
i=1
∆iw1(ti)w2(zi)[zi − z˜n(ti)]
n∑
i=1
w2(zi)
∫ ti
0
w1(u)[zi − z˜n(u)]2du
(4.12)
=
∫∫
w1(t)w2(z)[z − z˜n(t)]dHn(t, z,∆ = 1)∫∫{
w2(z)
∫ t
0
w1(u)[z − z˜n(u)]2du
}
dHn(t, z)
, (4.13)
donde Hn(t, z) en el denominador es la distribucio´n conjunta emp´ırica de los ti y zi,
Hn(t, z,∆ = 1) en el numerador es la funcio´n de distribucio´n emp´ırica de solo el ti
no censurado y zi, y
z˜n(t) =
n∑
j=1
I(tj ≥ t)w2(zj)zj
n∑
j=1
I(tj ≥ t)w2(zj)
=
∫∫
I(t˜ ≥ t)w2(x)z˜dHn(t˜, x)∫∫
I(t˜ ≥ t)w2(x)dHn(t˜, x)
.
Para escribir β˜n como un funcional de la distribucio´n emp´ırica expresamos, como
antes,
β˜n = Qw(Hn) =
Nw(Hn)
Dw(Hn)
,
donde Nw(Hn) y Dw(Hn) son el numerador y denominador de la ecuacio´n (4.13)
respectivamente. Ya que establecimos la consistencia en el sentido Fisher de β˜n,
para la Funcio´n de Influencia, buscamos
IFw(t0, z0,∆0, β) :=
d
dε
Qw(Hε)
∣∣∣∣
ε=0
,
donde Hε representa la contaminacio´n del miembro H ∈ Aβ, con el para´metro
“verdadero” β ∈ R+ con masa puntual en algu´n (t0, z0) que podr´ıa ser censurado,
cuando ∆0 = 0, o completamente observado, en caso contrario. Esta distribucio´n
contaminada es
Hε(t, z,∆) := (1− ε)H(t, z,∆) + εδ(t0,z0,∆0)(t, z,∆)
= H(t, z,∆) + ε
[
δ(t0,z0,∆0)(t, z,∆)−H(t, z,∆)
]
. (4.14)
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Teorema 4.3. Bajo las suposiciones A1, A2 y A5, la funcio´n de influencia
del estimador β˜n definido en la ecuacio´n (4.12) es
IFw(t0, z0,∆0, β)=
[∫
w1(t)S˜(t)
(
Υ2(t)−Υ1(t)
2
Υ0(t)
)
dt
]−1
ν(z0)
[
∆0w1(t0)×
[
z0−Υ1(t0)
Υ0(t0)
]
−
∫ t0
0
w1(t)λ0(t)
(
z0−Υ1(t)
Υ0(t)
)
dt+β
(
z0γ1(t0)−z20γ0(t0)
)]
,
donde Υl(u) := E
[
w2(Z) exp(−βuZ)Z l
]
/ E [w2(Z)], ν(z) = w2(z)/ E [w2(Z)]
y γl(t) =
∫ t
0
w1(u)
(
Υ1(u)/Υ0(u)
)l
du.
Adema´s para cualquier β ∈ R+, la funcio´n IFw(t0, z0,∆0, β) es acotada en
(t0, z0).
Observacio´n 2. Cuando w1 = w2 = 1 obtenemos la funcio´n de influencia para el
estimador cla´sico de Lin y Ying, que resulta no acotado.
Para ilustrar esto veamos el siguiente ejemplo.
Ejemplo 4.1: Consideremos el caso ma´s suave, es decir, tomar λ0(t) = 1, que
representa el riesgo baseline exponencial, asumir que existe una censura tal que
SC(t) = 1 y tomar Z ∼ E(1) que denota la variable exponencial esta´ndar. Adema´s,
suponer que el valor real de β es 1.
Observar que para el estimador de Lin y Ying, es decir, para el caso en que
w1(·) = w2(·) = 1, la funcio´n de influencia es
IF1(t0, z0,∆0, 1) =
∆0
(
z0 − 1t0+1
)
− (z20 + z0)t0 + (z0 + 1) ln(t0 + 1)∫ ∞
0
e−t(t+ 1)−3 dt
. (4.15)
En la Figura 4.1 se realizan las gra´ficas de IF1(t0, z0,∆0, 1) para ∆0 = 0, 1, respecti-
vamente. Se puede ver claramente que no esta´n acotadas. Esto hace que el estimador
cla´sico de Ling y Ying sea influenciado por valores at´ıpicos, como se mostro´ en la
simulacio´n de la Seccio´n 3.3 y se mostrara´ nuevamente en el pro´ximo cap´ıtulo.

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Figura 4.1: Las gra´ficas corresponden a la funcio´n de influencia (4.15), en (a) ∆0 = 0 y en (b)
∆0 = 1.
4.3. Estimadores con punto de ruptura no nulo
(EPRNN)
Aqu´ı proponemos una nueva familia de estimadores robustos que son consistentes,
asinto´ticamente normales y con punto de ruptura no nulo, no solo bajo el modelo
aditivo sino en un entorno pequen˜o. Una manera formal para describir entornos
pequen˜os del modelo es posible a trave´s de una aproximacio´n de la distribucio´n.
Estos entornos pueden ser construidos de varias maneras, aqu´ı lo definimos como:
sea H ∈ Aβ
0
, un miembro de la Familia de Riesgo Aditivo con para´metro β0 (esto
fue definido en el Cap´ıtulo 2) y sea G una distribucio´n contaminada, se dice que G
esta´ en un ε-entorno de H si
‖G−H‖∞ := sup
(t,z,∆)
|G(t, z,∆)−H(t, z,∆)| ≤ ε,
y lo denotaremos como G ∈ B(H, ǫ).
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Para esta nueva familia de estimadores proponemos la siguiente funcio´n de score:
L(Hn,β,W ) =
[∫∫
W (t, z)[z − zHn(t)]dHn(t, z,∆ = 1)
]
−[∫∫
W (t, z)
(∫ t
0
[z − zHn(u)]du
)
z′ dHn(t, z)
]
β, (4.16)
donde la funcio´n W : R+ × Rp+ 7→ R+ es una funcio´n de peso perteneciente a una
familia W, con caracter´ısticas que enunciaremos ma´s adelante, y
zHn(t) =
∫∫
I(u ≥ t)W (t,x)x dHn(u,x)∫∫
I(u ≥ t)W (t,x) dHn(u,x)
.
Observar que esta nueva familia de estimadores coincide con la anterior propues-
ta cuando W (u, z) = w1(u)w2(z), pero all´ı, w1 y w2 eran procesos estoca´sticos
determin´ısticos o predecibles. Eso llevo´ a un estimador en forma exacta, pero, ma´s
importante au´n, nos permitio´ hacer todas las demostraciones que utilizan la teor´ıa
de martingalas. Adema´s para W (u, z) = 1 se obtiene el estimador cla´sico de Lin y
Ying.
Denotaremos con β(G) a la solucio´n de L(G,β(G),W ) = 0.
En busca de hallar una aproximacio´n lineal de β(G) − β0 es necesario definir
alguna diferenciabilidad. Nosotros aqu´ı utilizaremos la diferenciabilidad Fre´chet (o
diferenciabilidad fuerte). Esta diferenciabilidad sobre W implica ma´s que continui-
dad, que existe una aproximacio´n lineal funcional. Es decir, para H ∈ Aβ
0
l´ım
ε→0
1
ε
sup
G∈B(H,ε)
W∈W
∥∥[β(G)− β0]′ − FD(G−H)∥∥2 = 0,
donde FD es un funcional lineal designado como el te´rmino “derivada de Fre´chet”.
La diferenciabilidad Fre´chet es uniforme en todoW. Esto es importante para posibles
opciones de adaptacio´n de la funcio´n de peso W . Este aspecto sera´ discutido ma´s
adelante.
Para evitar la notacio´n excesiva, haremos las demostraciones siguientes para el
caso de sin censura.
Sea β0 ∈ B, B un subconjunto abierto y acotado de Rp+ y sea H ∈ Aβ
0
. Sean
W
∗ = {W ∗ : R+ × Rp+ 7→ R+}
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y W0 : R
+ 7→ R+ una funcio´n continua con soporte acotado, K := [a, b], 0 < a <
b <∞. Definimos, ahora al conjunto W como
W = {W0W ∗ : W ∗ ∈W∗}
Para alcanzar la diferenciabilidad Fre´chet del estimador es necesario asumir condi-
ciones fuertes. Por lo tanto, se asumen las siguientes condiciones:
B1 Para todo W ∗ ∈ W∗ y u ∈ K, la integral
∫∫
W ∗(u, z)I(t ≥ u)dH(t, z) > ε,
para algu´n ε > 0.
B2 Todas las funciones de W∗ se anulan fuera de un conjunto acotado, son abso-
lutamente continuas y tienen variacio´n conjunta acotada. El conjunto W∗ es
compacto para la norma supremo.
Las condiciones B1 y B2 aseguran la diferenciabilidad de las funciones de W∗ y
restringimos las consideraciones para funciones con soporte acotado. La compacidad
asumida en B2 tiene como objetivo permitir la adaptacio´n en la seleccio´n de W en
funcio´n de β.
La parte de “conjuntamente acotada” de los supuestos es necesaria para la afir-
macio´n de que la diferenciabilidad Fre´chet es uniforme en W.
El objetivo de los siguientes resultados es hallar una expresio´n lineal de β(G)−β0
en te´rminos de G − H donde H ∈ Aβ
0
y G ∈ B(H, ǫ). Para esto, necesitamos
considerar:
L(G,β,W )− L(H,β0,W ) = [L(G,β,W )− L(H,β,W )] +
[L(H,β,W )− L(H,β0,W )] (4.17)
Para la primer diferencia, el siguiente lema proporciona una aproximacio´n.
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Lema 1. Bajo las suposiciones B1 y B2,
sup
β∈B
W∈W
‖L(G,β,W )− L(H,β,W )− Lin
W,β(G−H)‖2 = o
(‖G−H‖2∞) ,
donde
Lin
W,β(G−H) =
∫∫
W (t, z)[z − zH(t)]d(G−H)(t, z)−{∫∫
W (t, z)
(∫ t
0
[z − zH(u)]du
)
z′ d(G−H)(t, z)
}
β +∫∫
W (t, z)[zH(t)− zG(t)] dH(t, z)−{∫∫
W (t, z)
(∫ t
0
[zH(u)−zG(u)]du
)
z′dH(t, z)
}
β.
Ma´s au´n, Lin
W,β
0
(H) = 0.
Para la segunda diferencia de (4.17) tenemos:
Lema 2. Para cualquier W ∈W y β ∈ B
L(H,β,W )− L(H,β0,W ) = L(H,W )(β − β0)
donde L(H,W ) es la matriz de derivadas
L(H,W ) :=
∂L(H,β,W )
∂β
=−
[∫∫
W (t,z)
(∫ t
0
[z−zH(u)]du
)
z′dH(t,z)
]
.
El siguiente resultado permite una acotacio´n de Lin
W,β(G − H) en te´rminos de
G−H:
Lema 3. Bajo las condiciones B1 y B2 existe constantes c > 0 y ε > 0, tales
que ∀W ∈W y β ∈ B, si G ∈ B(H, ε) entonces
‖Lin
W,β(G−H)‖2 ≤ c‖G−H‖∞.
Para el pro´ximo resultado necesitamos incorporar la siguiente condicio´n:
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B3 Supongamos que para algunos nu´meros a1, a0 > 0, tenemos ∀W ∈W
a0 ≤ |det{L(H,W )}| ≤ a1.
Esto nos garantiza la existencia de la inversa de L(H,W ).
La consistencia del estimador en un entorno de H ∈ Aβ
0
esta avalada por el
siguiente resultado:
Teorema 4.4. Si la clase W satisface las condiciones B1 a B3. Entonces exis-
ten ε > 0 y M > 0 tal que si G ∈ B(H, ε) entonces la ecuacio´n L(G,β,W ) = 0
tiene una solucio´n en la bola ‖β − β0‖2 < M‖G−H‖∞, ∀W ∈W.
La diferenciabilidad Fre´chet del estimador esta asegurada por el siguiente resul-
tado
Teorema 4.5. Denotamos por β(G,W ) una solucio´n de la ecuacio´n
L(G,β,W ) = 0. Si la clase W satisface las condiciones B1 a B3. Enton-
ces
l´ım
c→0
sup
W∈W
G∈B(H,c)
1
c
∥∥∥[β(G,W )− β0] + L−1(H,W ) LinW,β
0
(G−H)
∥∥∥
2
= 0.
Esto implica que la derivada de Fre´chet del funcional β(·,W ) evaluada en H en
la direccio´n de G−H es:
FD(G−H) := −L−1(H,W ) Lin
W,β
0
(G−H)
En el siguiente Teorema investigamos la convergencia en distribucio´n bajo al-
ternativas cercanas a la “verdadera” distribucio´n en la Familia de Riesgo Aditivo,
H ∈ Aβ
0
.
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Teorema 4.6. Sea Hn la distribucio´n emp´ırica de una muestra de taman˜o n
de una distribucio´n G ∈ B(H, c0/
√
n) para algu´n c0 > 0. La clase W satisface
las condiciones B1 a B3. Entonces ∀ε > 0, δ > 0 existe n0 tal que ∀n ≥ n0,
G ∈ B(H, c0/
√
n) y W ∈W tenemos
Gn
(
sup
W∈W
√
n
∥∥∥∥β(Hn,W )− β0 −
∫∫
IFdHn
∥∥∥∥
2
> ε
)
< δ.
donde Gn es la distribucio´n de una muestra aleatoria independien-
te x1, x2, . . . , xn, ide´nticamente distribu´ıda (su distribucio´n es G),
IF(x,β0,W ) := −L−1(H,W )LinW,β
0
(δx − H) y δx tiene masa uno en
el punto x := (t, z,∆).
La importancia de este teorema es que los estimadores son no solamente asinto´ti-
camente normales en el modelo sino que adema´s en un entorno infenitesimal.
4.3.1. En busca del Punto de Ruptura
El punto de ruptura finito de un estimador θˆ del para´metro θ es la proporcio´n
ma´s grande que puede tener la muestra de outliers tal que θˆ siga estimado bien a
θ. Por ejemplo, la mediana muestral tiene punta de ruptura del 0,5 mientras que la
media muestral tiene un punto de ruptura del 0. Con lo cual, es importante que un
estimador tenga punto de ruptura no nulo, as´ı la estimacio´n no se altera en el caso
en que la muestra contenga outliers o en el caso en que se presente un leve desv´ıo
del modelo.
Como demostramos en la seccio´n anterior, la diferenciabilidad Fre´chet conduce a
propiedades muy deseables del estimador del para´metro β, dando ma´s fiabilidad a
las inferencias parame´tricas. Como esta diferenciabilidad es probada para la norma
supremo sobre entornos de la funcio´n de distribucio´n, implica continuidad, y en esa
norma, lo cual conduce a un punto de ruptura no nulo. O sea, que el funcional de
estimacio´n sea diferenciable Fre´chet implica que sea continuo (respecto de la norma
del supremo), es decir que no solo la estimacio´n sigue siendo buena en presencia
de outliers en la muestra, sino tambie´n cuando no se verifican algu´n supuesto del
modelo (independencia sobre los tiempos de falla y censura, el modelo en s´ı, etc.).
Esto permite que bajo modelos de contaminacio´n ma´s generales que simples outliers,
la estimacio´n sigue siendo o´ptima. El valor del punto de ruptura es una cuestio´n ma´s
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complicada de determinar teo´ricamente y el mismo depende de elementos usualmente
desconocidos como la distribucio´n de la censura y de las variables independientes.
En el siguiente cap´ıtulo se lo trata de hallar en forma emp´ırica. En estos estudios
de simulacio´n este dio bastante alto.
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Cap´ıtulo 5
Ana´lisis de datos y simulacio´n
5.1. Simulacio´n para los EFIA
En esta seccio´n desarrollaremos un pequen˜o estudio de simulacio´n para evaluar el
desempen˜o del estimador propuesto. Especificamente tomamos p = 1, con funcio´n
de riesgo verdadero de la forma λ∗(t, z) = 1 + 0,5 z, que implica una distribucio´n
exponencial para los tiempos del evento. Para la distribucio´n de la covariable to-
mamos Z ∼ χ21, es decir, una distribucio´n Chi-cuadrado con un grado de libertad.
Optamos por una censura fija C = 1,4 (seleccionada para censurar el 15% de los
tiempos observados). Realizamos dos estimadores para esta familia que llamaremos
“Pesado” y “Robusto”. En ambos la funcio´n de peso w1(t) = 1 es la misma pero
cambiamos la funcio´n w2(z). Definimos
w2(z) = mı´n
{
1,
a
z
s˜
}
y s˜ =
median{z1, . . . , zn}
log(2)
, (5.1)
donde a = 2,3026. Este valor de a es tal que si Z tiene una distribucio´n exponencial
estandar, el 90% de las observaciones se mantendr´ıan sin modificaciones. Entonces
para el estimador Pesado se toma w2(z) como la definida en (5.1) y para el Robusto
su cuadrado, es decir w22(z), que tiene una penalizacio´n ma´s fuerte para valores
grandes de z. Llamamos a este estimador Robusto porque cumple el supuesto A2
en los Teoremas 4.2 y 4.3, ya que z w22(z) → 0 cuando z → ∞. Esta propiedad no
se satisface para el estimador Pesado.
En el Cuadro 5.1 comparamos el desempen˜o de las estimaciones de β, aumentando
el taman˜o de la muestra, a trave´s del procedimiento cla´sico (el estimador de Lin y
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n Cla´sico Pesado (con w2) Robusto (con w
2
2)
50 0.56 [0.06] (0.33) 0.52 [0.02] (0.30) 0.50 [-0.00] (0.34)
200 0.51 [0.01] (0.15) 0.49 [-0.01] (0.14) 0.47 [-0.03] (0.16)
1000 0.48 [-0.02] (0.07) 0.48 [-0.02] (0.07) 0.47 [-0.03] (0.07)
10000 0.48 [-0.02] (0.03) 0.48 [-0.02] (0.03) 0.48 [-0.02] (0.03)
Cuadro 5.1: Comparacio´n de los estimadores en muestras no contaminadas.
Ying dado en (4.3)) y de las dos propuestas nuestras: Pesado y Robusto. All´ı, sobre
1000 re´plicas, se encuentra en cada casillero el estimador, su sesgo (entre corchetes)
y su error esta´ndar (entre pare´ntesis).
Observamos un muy buen desempen˜o en los estimadores. Adema´s observamos
que el desempen˜o del estimador Robusto es todav´ıa muy buena, pero los errores
esta´ndares son ligeramente ma´s grandes que los otros dos estimadores en muestras
chicas.
En una segunda simulacio´n, se compara el desempen˜o de los estimadores cla´si-
cos y nuestra propuesta, en presencia de contaminacio´n. Basados sobre una mues-
tra de taman˜o n = 50 de un modelo generado como en la simulacio´n anterior,
reemplazamos un valor de la variable independiente zi por los valores extremos
z∗ = 5, 10, 50, 100, 1000 respectivamente.
z∗ Cla´sico Pesado (con w2) Robusto (con w
2
2)
5 0.45 [-0.05] (0.32) 0.46 [-0.04] (0.29) 0.48 [-0.02] (0.32)
10 0.31 [-0.19] (0.37) 0.37 [-0.13] (0.29) 0.45 [-0.05] (0.31)
50 0.10 [-0.40] (0.47) 0.19 [-0.31] (0.36) 0.44 [-0.06] (0.30)
100 0.08 [-0.42] (0.51) 0.14 [-0.36] (0.40) 0.44 [-0.06] (0.31)
1000 0.03 [-0.47] (0.79) 0.03 [-0.47] (0.48) 0.45 [-0.05] (0.31)
Cuadro 5.2: Comparacio´n de los estimadores en muestras contaminadas.
En el Cuadro 5.2 mostramos los resultados sobre las 1000 re´plicas, donde se en-
cuentra en cada casillero el estimador, su sesgo (entre corchetes) y su error esta´ndar
(entre pare´ntesis). Se calcularon los siguientes estimadores: el estimador cla´sico, el
Pesado y Robusto (definidos como en la simulacio´n anterior). Observamos que el
estimador Robusto con la seleccio´n de w22 tiene un muy buen desempen˜o en todos
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los casos. Alternativamente, la seleccio´n de w2 sigue siendo muy sensible a la con-
taminacio´n elegida y solo exhibe una mejora muy pequen˜a con respecto a la del
estimador cla´sico.
5.2. Simulacio´n para los EPRNN
En esta seccio´n se evalua el desempen˜o de los EPRNN. Para esto se realizaron
tres simulaciones unidimensionales y en cada una se tomo´ como funcio´n de riesgo
aditivo verdadera a λ∗(t, z) = 1 + 0.5 z, con Z ∼ χ21 y, para no introducir censura,
C = 1000. En todos los casos, en la ecuacio´n de estimacio´n (4.16), se selecciono´
W (ti, zi) = 1−mı´n(1, zi/M), (5.2)
donde M es el percentil m% de los Z.
En la primera simulacio´n se muestra el desempen˜o de nuestro estimador en varios
taman˜os de muestra. Estos valores fueron n = 50, 200, 500, 1000 y 10000 y en la
funcio´n W (ti, zi) se selecciono´ m = 90, 95 y 99.
n Cla´sico
EPRNN
m = 90 m = 95 m = 99
50 0.59 [0.09] (0.36) 0.54 [0.04] (0.48) 0.54 [0.04] (0.39) 0.55 [0.05] (0.35)
200 0.52 [0.02] (0.15) 0.52 [0.02] (0.22) 0.51 [0.01] (0.18) 0.51 [0.01] (0.15)
500 0.51 [0.01] (0.09) 0.50 [0.00] (0.14) 0.50 [0.00] (0.11) 0.50 [0.00] (0.09)
1000 0.50 [0.00] (0.06) 0.50 [0.00] (0.09) 0.50 [0.00] (0.08) 0.50 [0.00] (0.06)
10000 0.50 [0.00] (0.02) 0.50 [0.00] (0.03) 0.50 [0.00] (0.02) 0.50 [0.00] (0.02)
Cuadro 5.3: Comparacio´n del estimador aumentando el taman˜o de la muestra bajo el modelo.
En el Cuadro 5.3 comparamos el desempen˜o del EPRNN frente al estimador
cla´sico (el estimador de Lin y Ying). Se hicieron 1000 re´plicas. Los tres nu´meros
que figuran en cada columna son, igual que en las casos anteriores, el estimador, su
sesgo (entre corchetes) y su error esta´ndar (entre pare´ntesis).
Observamos en las tres opciones de EPRNN un muy buen desempen˜o en la esti-
macio´n del para´metro y un leve aumento en el error esta´ndar. Este error disminuye
con el aumento de la muestra y el aumento del m.
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En la segunda simulacio´n se compara el desempen˜o del estimador cla´sico y EFIA
vs. EPRNN frente a una contaminacio´n en la muestra. Esta contaminacio´n consiste
en reemplazar un porcentaje de las covariables por el valor 10. Como la funcio´n de
peso W , en (5.2), anula para los valores de las covariables mayores al valor de M ,
se obtienen resultados similares si en lugar de 10 se reemplazar´ıa por un valor ma´s
alto. Se han considerado 1000 re´plicas de una muestra unidimensional de taman˜o
200.
%
Sin Contaminar Contaminando las covariables
Cla´sico Cla´sico EFIA EPRNN
0 0.52 [0.02] (0.15) 0.52 [0.02] (0.15) 0.52 [0.02] (0.16) 0.53 [0.03] (0.21)
0.5 0.53 [0.03] (0.15) 0.41 [-0.10] (0.20) 0.50 [-0.00] (0.15) 0.51 [0.01] (0.21)
5 0.53 [0.03] (0.15) 0.10 [-0.40] (0.40) 0.37 [-0.13] (0.17) 0.52 [0.02] (0.18)
15 0.52 [0.02] (0.15) 0.04 [-0.46] (0.46) 0.19 [-0.31] (0.31) 0.51 [0.01] (0.15)
25 0.52 [0.02] (0.16) 0.02 [-0.48] (0.48) 0.09 [-0.41] (0.41) 0.52 [0.02] (0.17)
Cuadro 5.4: Comparacio´n de los estimadores contaminando la muestra bajo el modelo.
Los me´todos de estimacio´n calculados en el Cuadro 5.4 fueron el “Cla´sico” (me´to-
do cla´sico de estimacio´n, el de Ling y Ying), “EFIA” (con w1(t) = 1 y w
2
2(z) definida
en (5.1)) y “EPRNN” (se utilizo´ la funcio´n (5.2) con m = 90). Notemos que para
esta simulacio´n el estimador EFIA no soporta un alto porcentaje de contaminacio´n
(con un 5% no es buena la estimacio´n) mientras que EPRNN s´ı (con un 25% de con-
taminacio´n la estimacio´n sigue siendo muy buena). Adema´s, el estimador EPRNN
aumenta su error esta´ndar comparado con el cla´sico si no contaminamos la muestra).
El objetivo de la u´ltima simulacio´n es buscar el punto de ruptura cuando se
contamina el modelo con otro modelo. Para esto, se contamino´ un porcentaje de la
muestra (T, Z) con el modelo lineal: T = 4 + 0.25 Z, donde T es el tiempo de falla
asociado a la covariable Z. Un ejemplo de esto se encuentra en la Figura 5.1.
En el Cuadro 5.5 se encuentra los resultados de 200 re´plicas a muestras de taman˜o
500. Observar que para los EPRNN seleccionados aumentan su punto de ruptura si
disminuimos el valor de m. Para m = 90 el punto de ruptura estar´ıa entre 3 y 10 y
para m = 70 estar´ıa entre 25 y 30.
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Figura 5.1: Las gra´ficas corresponden a una muestra (T,Z) del modelo de riesgo aditivo. En (a)
es la muestra original (sin contaminar) donde los puntos de color rojo son los que se cambiara´n en
(b). En (b) se reemplazo´ los puntos rojos (que representan el 10%) por los puntos azules.
5.3. Ana´lisis de datos
En esta seccio´n aplicamos nuestro me´todo a datos reales: conjunto de datos del
sur de Gales de una refiner´ıa de n´ıquel. Estos datos se introdujeron por primera
vez por Doll y otros (1970) y posteriormente se analizaron con un modelo de riesgo
multiplicativo por Breslow y Day (1987), y con un modelo de riesgo aditivo (no
robusto) por Lin y Ying (1994).
El objetivo del estudio, que se realizo´ entre los an˜os 1934 y 1981, fue determinar el
riesgo de desarrollar ca´ncer pulmonar o nasal para los trabajadores mineros en una
instalacio´n de refiner´ıa de n´ıquel situada en el sur de Gales, ya que ambas enferme-
dades en 1949 fueron preinscriptas como enfermedades ocupacionales. Las muertes
observadas se registraron para los trabajadores y su causa de muerte determinada a
partir del certificado de defuncio´n. La censura se produjo a partir de los trabajadores
que au´n estaban con vida al final del estudio, los trabajadores cuyo nivel de vida era
desconocido, as´ı como los trabajadores muertos cuya causa de muerte no se pudo
determinar claramente del certificado de defuncio´n. Adicionalmente, en el conjunto
de datos original, los autores decidieron considerar censurado todas las muertes de
los trabajadores a los 85 an˜os o ma´s, ya que consideran que para las personas de esas
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%
Sin Contaminar Contaminando
m = 70 m = 90 m = 70 m = 90
0.2 0.55 [0.05] (0.08) 0.52 [0.02] (0.02) 0.55 [0.05] (0.08) 0.52 [0.02] (0.02)
3 0.50 [0.00] (0.07) 0.51 [0.01] (0.02) 0.50 [0.00] (0.06) 0.51 [0.01] (0.02)
10 0.50 [-0.00] (0.08) 0.52 [0.02] (0.02) 0.51 [0.01] (0.05) 0.21 [-0.30] (0.18)
20 0.50 [-0.00] (0.07) 0.50 [0.00] (0.02) 0.50 [0.00] (0.02) -0.13 [-0.63] (0.80)
25 0.48 [-0.02] (0.07) 0.51 [0.01] (0.02) 0.51 [0.01] (0.02) -0.16 [-0.66] (0.87)
30 0.51 [0.01] (0.07) 0.53 [0.03] (0.02) 0.22 [-0.28] (0.16) -0.17 [-0.67] (0.89)
Cuadro 5.5: Estimacio´n del para´metro, su sesgo y su error cuadra´tico medio para una muestra
contaminada con otro modelo.
edades podr´ıan haber clasificado mal la causa de la muerte debido a la vejez. Nuestra
preocupacio´n era que esta decisio´n podr´ıa haber introducido los valores at´ıpicos en
los datos. Los valores extremos son particularmente peligrosas para la inferencia, ya
que todos ellos corresponden a supervivencias de gran taman˜o.
En nuestro modelo, la variable de supervivencia T corresponde a la duracio´n
desde el primer empleo hasta la muerte para aquellos trabajadores que fallecieron
debido al ca´ncer pulmonar o nasal o hasta el fin del estudio para lo que sobrevivieron.
Incluimos tres covariables:
Z1 = log(AFE),
Z2 = (YFE− 1900)/10,
Z3 = log(EXP + 1),
donde AFE es la edad del trabajador minero que ten´ıa al comenzar a trabajar en la
refiner´ıa, YFE es el an˜o en que comenzo´ a trabajar en la refiner´ıa y EXP es el nivel
de exposisio´n en la refiner´ıa.
En el Cuadro 5.6 a continuacio´n se presentan las estimaciones de los para´metros
de los estimadores cla´sicos y robustos en dos marcos:
i) con el conjunto de datos completos,
ii) con la reduccio´n del conjunto de datos donde las muertes en edad de 85 o ma´s
fueron omitidas, que es la alternativa natural para el tratamiento de los valores
at´ıpicos potenciales.
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Coord. de Conjunto de datos completos Conjunto de datos reducidos
βˆ Cla´sico Robusto Cla´sico Robusto
β1 8.60 (1.65) 7.27 (1.95) 11.16 (1.86) 8.35 (2.17)
β2 2.33 (0.83) 2.27 (0.99) 1.84 (0.91) 2.11 (1.09)
β3 4.60 (0.74) 3.49 (0.88) 4.70 (0.80) 3.42 (0.95)
Cuadro 5.6: Estimacio´n del para´metro y error esta´ndar para el conjunto de datos Niquel. Todos
los resultados fueron multiplicados por 1000.
Los estimadores robustos se calcularon con las funciones de peso
w1(t) = [1− Fn(t)]1.5,
donde Fn(t) es la distribucio´n emp´ırica de los t, y w2(zi) una matriz diagonal con
entradas de
w2(zj,i) = mı´n (1, djsi/zj,i) ,
con si =median(z·,i)/ log 2 y d =(0.82,1.005,2.735).
Las estimaciones robustas se ven menos afectadas por la eliminacio´n de los va-
lores at´ıpicos potenciales que el cla´sico, ya que cambian mucho menos en ambos
casos. Adema´s, la estimacio´n robusta se asemeja a la cla´sica en el conjunto de datos
reducidos. Estos resultados, por lo tanto, parecen validar desde el punto de vista
de la robustez las conclusiones de la aplicacio´n de los estimadores cla´sicos con el
conjunto de datos completos.
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Cap´ıtulo 6
Conclusiones
Como hemos dicho antes, el objetivo principal de este trabajo fue proponer esti-
madores robustos para el para´metro de regresio´n para el Modelo de Hazar Aditivo
(MHA).
A lo largo del estudio sobre los modelo de riego han surgido dos familias de estima-
dores robusta: estimadores con funcio´n de influencia acotada (EFIA) y estimadores
con punto de ruptura no nulo (EPRNN).
Cabe destacar que hasta el momento no hay procedimientos de estimacio´n robus-
tos para MHA en el caso de eventos simples.
Como punto de partida para la robustificacio´n del MHA tomamos la represen-
tacio´n de la funcio´n de score como un problema de M-estimacio´n. Recordemos que
esta propuesta, realizada por Andersen y otros (1993), expresa la funcio´n de score
como
n∑
i=1
∫ ∞
0
∂
∂β
[log (λ(t, zi;β))] [dNi(t)− Yi(t)λ(t, zi;β)dt] (6.1)
donde el te´rmino dNi(t)−Yi(t)λi(t;β)dt es una martingala. Como ya lo mencionamos
en la Seccio´n 4.2, la generalizacio´n de (6.1) es:
n∑
i=1
∫ ∞
0
Ki(t, zi,β) [dNi(t)− Yi(t)λ(t, zi;β)dt] .
La primer propuesta fue motivada por analog´ıa con los trabajos de Sasieni (1993a,
1993b) que modifica la funcio´n de score del Modelo de Hazard Multiplicativo (MHM),
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introduciendo una funcio´n de peso, como se lo desarrollo´ en la Seccio´n 3.1. Creemos
que esta modificacio´n en la funcio´n de score funciona bien porque mientras modifica
el funcional de estimacio´n y utiliza esta misma modificacio´n para la estimacio´n de
la funcio´n de riesgo acumulado baseline, su me´todo mantiene intacta la estructura
de martingala y la dependencia de la estimacio´n de la funcio´n de riesgo acumulado
en la especificacio´n del modelo. Nuestra modificacio´n en la funcio´n de escore en el
MHA introduciendo funciones de peso tambie´n mantiene esas mismas propiedades.
Adema´s, como vimos en la Seccio´n 3.3, en la estimacio´n para MHA ser´ıa necesario
utilizar el integrando
Ki(t, zi,β) =
∂
∂β
log[λ(t, zi; β)] =
zi
λ0(t) + β
′zi
(6.2)
ya sea en la estimacio´n de ma´xima verosimilitud cla´sica (3.15) o de ma´xima vero-
similitud parcial (3.17). Observar que en contraste con el MHM, la estimacio´n de
ma´xima verosimilitud parcial
Ki(t, zi,β) =
∂
∂β
log[λ(t, zi; β)] =
zi
λ0(t) exp(β
′zi)
= zi, (6.3)
elimina la funcio´n baseline.
La propuesta de Lin y Ying (1994) para MHA, sustituye el lado derecho de
(6.2) por zi (el mismo que resulta para MHM, (6.3)), obtenie´ndo un estimador
impl´ıcito (esto no sucede para el MHM). Sin embargo, nosotros conjeturamos que
esta sustitucio´n disminuye robustez incluso con respecto al estimador de ma´xima
verosimilitud, en el sentido que la estimacio´n es ma´s sensible a valores grandes de
zi o λ0(t), ya que al no estar el denominador de (6.2) desaparece el peso hacia
abajo sobre la ecuacio´n de score. La incorporacio´n nuestra de funciones de peso en
los EFIA a propo´sito, esta´n destinadas a aumentar su robustez. Adema´s, su buen
desempen˜o frente a outliers esta asegurado con la funcio´n de influencia acotada, esto
no sucede con el estimador cla´sico de Lin y Ying.
Por estas dos razones concluimos que nuestra primer propuesta de estimadores
robusta funciona como espera´bamos y esto se vio´ claramente reflejado en los estudios
de simulacio´n.
La segunda propuesta surge a partir del trabajo de Bednarski (1993) quien uti-
lizo´ la diferenciabilidad funcional como herramienta crucial para establecer la con-
sistencia y la normalidad asinto´tica, no solo bajo el modelo MHA sino tambie´n bajo
pequen˜os entornos del mismo.
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Como se mostro en la Seccio´n 5.2, en la simulacio´n del Cuadro 5.4, hay incon-
sistencia en el estimador cla´sico bajo pequen˜as perturbaciones del modelo, es decir
que el estimador cla´sico no se comporta bien sin importar cuan cerca estamos del
modelo. Esto se debe a que el estimador cla´sico no es continuo con respecto a la
distribucio´n del modelo. Por ejemplo, considerar el Ejemplo 4.1 y
Gn(t, z, δ) =
(
1− 1
n
)
H1(t, z, δ) +
1
n
ν(n,0,1)(t, z, δ)
donde ν(n,0,1)(t, z, δ) es la masa puntual en (n, 0, 1). Como vimos en la Seccio´n 4.2.1,
la funcio´n de influencia es no acotada entonces es fa´cil ver que |Gn −H1| → 0 pero
|Q(Gn)− Q(H1)| → ∞.
En contraste, nuestra modificacio´n en el funcional de estimacio´n no solo es con-
tinuo sino que tambie´n es diferenciable Fre´chet.
Finalmente concluimos con respecto al desempen˜o de ambas propuestas robustas
que la diferencia en la estimacio´n bajo la presencia de valores at´ıpicos o perturbacio-
nes del modelo es que la segunda es ma´s dan˜ina que la primera, ya que se perturba
la dependencia del tiempo de supervivencia y del vector de covariables. Por esto,
nuestra segunda propuesta es mejor que la primera, pero ambas son mejores que el
estimador cla´sico.
La mejora alcanzada para los EPRNN es gracias a la diferenciabilidad Fre´chet
que conduce a la estabilidad asinto´tica ma´s alla´ del modelo.
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Cap´ıtulo 7
Ape´ndice
Recordemos que si a es un vector entonces a⊗0 = 1 (constante), a⊗1 = a (vector)
y a⊗2 = aa′ (matriz). Adema´s, S
(l)
n (t) es definido para l = 0, 1 como:
S
(l)
n (t) :=
1
n
n∑
j=1
w2(zj)z
⊗l
j Yj(t). (7.1)
Demostracio´n del Teorema 4.1
Recordemos que por la ecuacio´n (4.10), podemos expresar al estimador como
β˜n = Qw(Hn) = [Dw(Hn)]
−1 [Nw(Hn)] donde
Dw(Hn) =
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜n(u)]⊗2du
)
dHn(t, z),
Nw(Hn) =
∫∫
w1(t)w2(z)[z − z˜n(t)]dHn(t, z,∆ = 1),
y
z˜n(u) =
[∫∫
I(s ≥ u)w2(x) dHn(s,x)
]−1 [∫∫
I(s ≥ u)w2(x) x dHn(s,x)
]
.
Antes de comenzar con la demostracio´n notemos que
∫∫
I(t ≥ u)w2(z)[z − z˜(u)] dH(t, z) = 0, ∀u. (7.2)
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Ya que∫∫
I(t ≥ u)w2(z)[z − z˜(u)]dH(t, z)=
∫∫
I(t ≥ u)w2(z) z dH(t, z)−∫∫
I(t ≥ u)w2(z) dH(t, z) z˜(u)
=
∫∫
I(t ≥ u)w2(z) z dH(t, z)−∫∫
I(s ≥ u)w2(x) x dH(s,x) = 0.
Esto implica que:
Dw(H) =
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜n(u)]⊗2 du
)
dH(t, z)
=
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜(u)][z − z˜n(u)]′ du
)
dH(t, z)
=
∫
w1(u)
∫∫
I(t ≥ u)w2(z)[z − z˜(u)]z′ dH(t, z) du−∫
w1(u)
(∫∫
I(t ≥ u)w2(z)[z − z˜(u)] dH(t, z)
)
z˜n(u)
′ du
(7.2)
=
∫
w1(u)
∫∫
I(t ≥ u)w2(z)[z − z˜(u)]z′ dH(t, z) du
=
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜(u)]du
)
z′ dH(t, z). (7.3)
Hagamos unas cuentas previas antes de la demostracio´n. Pero necesitamos pri-
mero definir dos funciones para simplificar los resultados. La primer funcio´n que
definimos es:
Γl(u) :=
∫
w2(z)z
⊗l exp(−β′zu)fZ(z) dz, (7.4)
para l = 0, 1, 2 y u ≥ 0. Observar que Γ0(u) es una matriz de p× p invertible (por la
condicio´n A2), Γ1(u) es un vector de p× 1, Γ2(u) es una matriz de p× p. Adema´s,
por la condicio´n A2,
Γl(u) ≤
∫
w2(z)z
⊗lfZ(z) dz <∞, ∀u ≥ 0. (7.5)
La segunda funcio´n que necesitamos definir es
γl(t) :=
∫ t
0
w1(u)
[
Γ−10 (u)Γ1(u)
]⊗l
du, (7.6)
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para l = 0, 1 y t ≥ 0. Notar que γ0(t) es un real positivo no negativo y γ1(t) es un
vector de p× 1. Adema´s, γ0(0) = 0, γ1(0) = 0, dγl(t)/dt = w1(t)
[
Γ−10 (t)Γ1(t)
]⊗l
,
l´ım
t→∞
γ0(t) =
∫ ∞
0
w1(t) dt <∞ y l´ım
t→∞
γ1(t) =
∫ ∞
0
w1(t)
[
Γ−10 (t)Γ1(t)
]
dt <∞, (7.7)
(por la condicio´n A1).
Recordar tambie´n que S˜(t) := S0(t)SC(t) = [1−F0(t)][1−FC(t)], entonces S˜(0) =
1, l´ımt→∞ S˜(t) = 0 y
d
dt
S˜(t) =
(− f0(t))SC(t) + S0(t)(− fC(t)) = −S0(t)SC(t)
(
f0(t)
S0(t)
+
fC(t)
SC(t)
)
(2.2)
= −S˜(t)(λ0(t) + λC(t)) = −S˜(t)λ˜(t). (7.8)
Por u´ltimo, integremos por partes las siguientes dos integrales:
D0 :=
∫
S˜(t)γ0(t) exp(−β′zt)(β′z) dt y D1 :=
∫
S˜(t)γ1(t) exp(−β′zt)(β′z) dt.
En la primera tenemos que:
D0 =
∫
S˜(t) γ0(t) d
(− exp(−β′zt))
(7.8)
= S˜(t)γ0(t)
(− exp(−β′zt))∣∣∣∞
0
+
∫
exp(−β′zt)
[
−S˜(t)λ˜(t)γ0(t)+S˜(t)w1(t)
]
dt
(7.7)
=
∫
exp(−β′zt)
[
S˜(t)w1(t)− S˜(t)λ˜(t)γ0(t)
]
dt
=
∫
S˜(t)w1(t) exp(−β′zt) dt−
∫
S˜(t)λ˜(t)γ0(t) exp(−β′zt) dt. (7.9)
Y en la segunda, tenemos que:
D1 =
∫
S˜(t) γ1(t) d
(− exp(−β′zt))
(7.8)
= S˜(t)γ1(t)
(−exp(−β′zt))∣∣∣∞
0
+
∫
exp(−β′zt)
[
−S˜(t)λ˜(t)γ1(t)+S˜(t)w1(t)Γ−10 (t)Γ1(t)
]
dt
(7.7)
=
∫
exp(−β′zt)
[
S˜(t)w1(t)Γ
−1
0 (t)Γ1(t)− S˜(t)λ˜(t)γ1(t)
]
dt
=
∫
S˜(t)w1(t)Γ
−1
0 (t)Γ1(t) exp(−β′zt) dt−
∫
S˜(t)λ˜(t)γ1(t) exp(−β′zt) dt. (7.10)
::::::::::::::
Demostraci
:´
o
::
n: Sea H ∈ Aβ, para algu´n β ∈ Rp+. Entonces tenemos que:
dH(t, z,∆) = S˜(t) exp(−β′zt)[λ0(t) + β′z]fZ(z) dz dt, (7.11)
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ydH(t, z) = S˜(t) exp(−β′zt)[λ˜(t) + β′z]fZ(z) dz dt, (7.12)
donde S˜(t) = S0(t)SC(t) y λ˜(t) = λ0(t) + λC(t).
Luego por un lado, tenemos que, para l = 0, 1:
∫∫
I(s ≥ u)w2(x)x⊗ldH(s,x) =
∫∫
I(s ≥ u)w2(x)x⊗ldFT |Z(s,x) dFZ(x)
=
∫ [∫
I(s ≥ u)dFT |Z(s,x)
]
w2(x)x
⊗lfZ(x) dx
=
∫
Prob(T ≥ u|Z = x)w2(x) x⊗lfZ(x) dx
(2.12)
=
∫
S˜(u) exp(−β′xu)w2(x) x⊗lfZ(x) dx
= S˜(u)
∫
exp(−β′xu)w2(x) x⊗lfZ(x) dx
(7.4)
= S˜(u) Γl(u). (7.13)
Entonces
z˜(u) =
[∫∫
I(s ≥ u)w2(x)dH(s,x)
]−1 [∫∫
I(s ≥ u)w2(x) x dH(s,x)
]
(7.13)
=
[
S˜(u)Γ0(u)
]−1
S˜(u)Γ1(u) = Γ
−1
0 (u)Γ1(u). (7.14)
Por lo tanto:
Nw(H) =
∫∫
w1(t)w2(z)[z − z˜(t)]dH(t, z,∆ = 1)
(7.11)
=
∫∫
w1(t)w2(z)[z − z˜(t)]S˜(t) exp(−β′zt)
[
λ0(t) + β
′z
]
fZ(z) dz dt
=
∫
S˜(t) w1(t)
∫
w2(z)z exp(−β′zt)
[
λ0(t) + β
′z
]
fZ(z) dz dt−∫
S˜(t) w1(t)
∫
w2(z)z˜(t) exp(−β′zt)
[
λ0(t) + β
′z
]
fZ(z) dz dt
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=∫
S˜(t) λ0(t) w1(t)
∫
w2(z)z exp(−β′zt)fZ(z) dz dt+∫
S˜(t) w1(t)
∫
w2(z)z exp(−β′zt)β′zfZ(z) dz dt−∫
S˜(t) λ0(t) w1(t)
∫
w2(z)z˜(t) exp(−β′zt)fZ(z) dz dt−∫
S˜(t) w1(t)
∫
w2(z)z˜(t) exp(−β′zt)β′zfZ(z) dz dt
=
∫
S˜(t) λ0(t) w1(t)
(∫
w2(z)z exp(−β′zt)fZ(z) dz
)
dt+∫
S˜(t) w1(t)
(∫
w2(z)zz
′ exp(−β′zt)fZ(z) dz
)
dt β −∫
S˜(t) λ0(t) w1(t)
(∫
w2(z) exp(−β′zt)fZ(z) dz
)
z˜(t) dt−∫
S˜(t) w1(t)
(∫
w2(z)z˜(t)z
′ exp(−β′zt)fZ(z) dz
)
dt β
(7.4)
=
∫
S˜(t) λ0(t) w1(t)Γ1(t) dt−
∫
S˜(t) λ0(t) w1(t)Γ0(t)z˜(t) dt+∫
S˜(t)w1(t)
(∫
w2(z)z
⊗2 exp(−β′zt)fZ(z) dz
)
dt β −∫
S˜(t) w1(t)
(∫
w2(z)z˜(t)z
′ exp(−β′zt)fZ(z) dz dt
)
β
(7.14)
=
∫
S˜(t) λ0(t) w1(t)
[
Γ1(t)− Γ0(t)
(
Γ−10 (t)Γ1(t)
)]
dt+∫
S˜(t) w1(t)
∫
w2(z)
[
z⊗2 − z˜(t)z′] exp(−β′zt)fZ(z) dz dtβ
=
[∫
S˜(t) w1(t)
∫
w2(z)
[
z⊗2 − z˜(t)z′]exp(−β′zt)fZ(z) dz dt
]
β. (7.15)
Por otro lado,
Dw(H)
(7.3)
=
∫∫
w2(z)
(∫ t
0
w1(u)[z − z˜(u)]du
)
z′dH(t, z)
(7.12)
=
∫∫
w2(z)
∫ t
0
w1(u)[z−z˜(u)]duz′S˜(t) exp(−β′zt)
[
λ˜(t)+β′z
]
fZ(z)dz dt
77
(7.14)
=
∫
w2(z)zz
′
∫
S˜(t)
[
λ˜(t) + β′z
](∫ t
0
w1(u)du
)
exp(−β′zt)dt fZ(z)dz −∫
w2(z)
∫
S˜(t)
(∫ t
0
w1(u)Γ
−1
0 (u)Γ1(u)du
)[
λ˜(t)+β′z
]
exp(−β′zt)dtz′fZ(z)dz
(7.6)
=
∫
w2(z)z
⊗2
∫
S˜(t)
[
λ˜(t) + β′z
]
γ0(t) exp(−β′zt)dt fZ(z)dz −∫
w2(z)
∫
S˜(t)γ1(t)
[
λ˜(t) + β′z
]
exp(−β′zt)dt z′ fZ(z)dz
=
∫
w2(z)z
⊗2
[∫
S˜(t)λ˜(t)γ0(t) exp(−β′zt)dt
]
fZ(z)dz +∫
w2(z)z
⊗2
[∫
S˜(t)γ0(t) exp(−β′zt)(β′z)dt
]
fZ(z)dz −∫
w2(z)
[∫
S˜(t)λ˜(t)γ1(t) exp(−β′zt)dt
]
z′ fZ(z)dz −∫
w2(z)
[∫
S˜(t)γ1(t) exp(−β′zt)(β′z)dt
]
z′ fZ(z)dz
(7.9),(7.10),(7.14)
=
∫
w2(z)z
⊗2
[∫
S˜(t)λ˜(t)γ0(t) exp(−β′zt)dt
]
fZ(z)dz +∫
w2(z)z
⊗2
[∫
S˜(t)w1(t) exp(−β′zt)dt−
∫
S˜(t)λ˜(t)γ0(t) exp(−β′zt)dt
]
fZ(z)dz −∫
w2(z)
[∫
S˜(t)λ˜(t)γ1(t) exp(−β′zt)dt
]
z′ fZ(z)dz −∫
w2(z)
[∫
S˜(t)w1(t)z˜(t) exp(−β′zt)dt−
∫
S˜(t)λ˜(t)γ1(t) exp(−β′zt)dt
]
z′fZ(z)dz
=
∫
w2(z)z
⊗2
∫
S˜(t)w1(t) exp(−β′zt) dt fZ(z)dz −∫
w2(z)
∫
S˜(t)w1(t)z˜(t) exp(−β′zt) dt z′fZ(z)dz
=
∫
S˜(t)w1(t)
∫
w2(z)
[
z⊗2 − z˜(t)z′] exp(−β′zt)fZ(z)dz dt. (7.16)
Por (7.15) y (7.16) se desprende fa´cilmente que
Qw(H) = [Dw(H)]
−1 [Nw(H)] = β, (7.17)
como quer´ıamos.

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Demostracio´n del Teorema 4.2
Primero, recordemos que el correspondiente proceso de intensidad para los pro-
cesos de conteo Ni(t) := I(T
∗
i ≤ t) del individuo i esta´ dada por
Yi(t)λ∗(t; zi) = Yi(t) [λ0(t) + β
′
0zi]. (7.18)
Por los resultados expuestos en la Seccio´n 2.2, los procesos
Mi(t) := Ni(t)−
∫ t
0
Yi(u) λ∗(u; zi) du, (7.19)
son MCCIL. Reemplazando (7.18) en (7.19) obtenemos:
Mi(t) = Ni(t)−
∫ t
0
Yi(u) [λ0(u) + β
′
0zi] du.
Luego
dMi(t) = dNi(t)− Yi(t) [λ0(t) + β′0zi] dt, (7.20)
o equivalentemente,
dNi(t)− Yi(t) β′0zi dt = dMi(t) + Yi(t)λ0(t) dt. (7.21)
Recordemos tambie´n que nuestro propo´sito es estimar β de la ecuacio´n de esti-
macio´n
U
(n)
R (β) :=
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)]
[
dNi(t)− Yi(t)β′zi dt
]
= 0, (7.22)
donde z˜n(t)
(7.1)
=
(
S
(0)
n (t)
)−1
S
(1)
n (t).
Adema´s, los siguientes resultados se utilizara´n en esta demostracio´n.
Teorema 7.1. Sean Xi v.a. independientes entre s´ı. Si
∑
Var(Xn)/b
2
n < ∞
con bn ր∞, entonces
1
bn
n∑
k=1
[
Xk − E
(
Xk|X1, . . . , Xk−1
)] c.s.→ 0.
Observar que si {Xn : n = 0, 1, . . .} es una martingala, E(Xk|X1, . . . , Xk−1) =
Xk−1 entonces
1
bn
n∑
k=1
(
Xk −Xk−1
)
=
1
bn
(
Xn −X0
)
.
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Proposicio´n 1. Bajo las condiciones A1 y A2, el proceso U
(n)
R (β0) es una
MCCIL.
::::::::::::::
Demostraci
:´
o
::
n: Primero notar que ∀t ≥ 0,
n∑
i=1
w2(zi)[zi−z˜n(t)]Yi(t) = 0. (7.23)
Ya que
n∑
i=1
w2(zi)
[
zi−z˜n(t)
]
Yi(t) =
n∑
i=1
w2(zi)ziYi(t)−
n∑
i=1
w2(zi)Yi(t)
[(
S
(0)
n (t)
)−1
S
(1)
n (t)
]
(7.1)
= n S(1)n (t)− n S(0)n (t)
[(
S
(0)
n (t)
)−1
S
(1)
n (t)
]
= 0.
Entonces
U
(n)
R (β0)
(7.22)
=
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)]
[
dNi(t)− Yi(t)β′0zi dt
]
(7.21)
=
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)]
[
dMi(t) + Yi(t)λ0(t) dt
]
=
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)] dMi(t) +
∫ ∞
0
w1(t)
(
n∑
i=1
w2(zi)[zi − z˜n(t)]Yi(t)
)
λ0(t) dt
(7.23)
=
n∑
i=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)] dMi(t). (7.24)
Como Mi(t) es una MCCIL y el proceso integrado w1(t)w2(zi)[zi − z˜n(t)] es pre-
decible y localmente acotado (por las condiciones A1 y A2), por el Teorema 2.5, el
proceso U
(n)
R (β0) es una MCCIL, como quer´ıamos.

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Proposicio´n 2. Bajo las condiciones A1 a A4, el funcional estimado
n−1/2U
(n)
R (β0) converge de´bilmente a una distribucio´n normal p-variada con
media cero y matriz de covarianza Σ˜, donde
Σ˜ :=
∫ ∞
0
w1(u)
2
(
L0(u) λ0(u) + L1(u,β0)
)
du,
con
L0(u) := E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u))
L1(u,β0) := E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u)β′0Z
)
::::::::::::::
Demostraci
:´
o
::
n: Primero expresamos a n−1/2U
(n)
R (β0) de una manera convenien-
te, para poder utilizar el Teorema 2.6, como sigue:
1√
n
U
(n)
R (β0)
(7.24)
=
n∑
l=1
∫ ∞
0
w1(t)w2(zl)[zl − z˜n(t)] dMl(t)
=
∫ ∞
0
n∑
l=1
1√
n
w1(t)w2(zl)[zl − z˜n(t)] dMl(t)
=
∫ ∞
0
n∑
l=1
J
(n)
l (t),
donde
J
(n)
l (t) := n
−1/2w1(t)w2(zl)[zl − z˜n(t)] (7.25)
es un proceso en Rp, es decir, J
(n)
il (t) es la coordenada i del integrando n
−1/2w1(t)w2(zl)
[zl − z˜n(t)] para i = 1, . . . , p .
Recordemos que, por (7.18), el proceso de intensidad del proceso de conteo Nl(t),
esta´ dado por Yl(t) [λ0(t) + β
′
0zl]. Luego
Yl(t) [λ0(t) + β
′
0zl] dt
(7.20)
= dNl(t)− dMl(t). (7.26)
Introducimos adema´s la martingala W (n)(t) := (W
(n)
1 (t), . . . ,W
(n)
p (t)), donde
W
(n)
i (t) :=
∫ t
0
n∑
l=1
J
(n)
il (u) dM
(n)
l (u).
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Observamos que el vector W (n)(∞) = n−1/2U (n)R (β0), que, por la Proposicio´n 1,
es una MCCIL.
Como, para i, j = 1, . . . , p, l = 1, . . . , n y u ≥ 0, tenemos que
nJ
(n)
il (u)J
(n)
jl (u) =
[
w1(u)w2(zl)[zl − z˜n(u)]
]
i
[
w1(u)w2(zl)[zl − z˜n(u)]
]
j
= w1(u)
2
[
w2(zl)[zl − z˜n(u)]
]
i
[
w2(zl)[zl − z˜n(u)]
]
j
= w1(u)
2
[
w2(zl)[zl − z˜n(u)]
]⊗2
ij
(7.27)
=
[
w1(u)w2(zl)[zl − z˜n(u)]
]⊗2
ij
. (7.28)
Luego, ∀i, j = 1, . . . , n y t ≥ 0 tenemos
〈
W
(n)
i ,W
(n)
j
〉
(t) =
∫ t
0
n∑
l=1
J
(n)
il (u)J
(n)
jl (u)λ
(n)
l (u) du
(7.26)
=
∫ t
0
n∑
l=1
J
(n)
il (u)J
(n)
jl (u) Yl(u)[λ0(u) + β
′
0zl] du (7.29)
(7.27)
=
∫ t
0
1
n
n∑
l=1
w1(u)
2
[
w2(zl)[zl − z˜n(u)]
]⊗2
ij
Yl(u)λ0(u) du+
∫ t
0
1
n
n∑
l=1
w1(u)
2
[
w2(zl)[zl − z˜n(u)]
]⊗2
ij
Yl(u)β
′
0zl du
=
∫ t
0
w1(u)
2
(
1
n
n∑
l=1
[
w2(zl)[zl − z˜n(u)]
]⊗2
ij
Yl(u)
)
λ0(u) du+
∫ t
0
w1(u)
2
(
1
n
n∑
l=1
[
w2(zl)[zl − z˜n(u)]
]⊗2
ij
Yl(u)β
′
0zl
)
du
=
∫ t
0
w1(u)
2
(
L
(n)
0 (u)
)
ij
λ0(u)du+
∫ t
0
w1(u)
2
(
L
(n)
1 (u,β0)
)
ij
du,
donde, para k = 0, 1,
L
(n)
k (u) :=
1
n
n∑
l=1
[
w2(zl)[zl − z˜n(u)]
]⊗2
Yl(u)
(
β′0zl
)⊗k
.
Luego para cada u ∈ [0, t] obtenemos, por las condiciones A2 y A3, que, cuando
n→∞:
L
(n)
0 (u)
Prob−→ E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u)) = L0(u)
82
yL
(n)
1 (u,β0)
Prob−→ E
([
w2(Z)
[
Z − (S(0)(u))−1S(1)(u)]]⊗2Y (u)β′0Z
)
= L1(u,β0).
Entonces, cuando n→∞ y ∀t ≥ 0,〈
W
(n)
i ,W
(n)
j
〉
(t)
Prob−→ Σij(t),
que es la condicio´n (2.16) del Teorema 2.6.
Ahora necesitamos probar la condicio´n (2.17) del Teorema 2.6, es decir, tenemos
que probar que ∀i = 1, . . . , p y para cualquier ǫ > 0,
In :=
∫ ∞
0
n∑
l=1
[
J
(n)
il (t)
]2
I
(∣∣∣J (n)il (t)∣∣∣ > ǫ) λ(n)l (t) dt Prob−→ 0 cuando n→∞.
Para ver esto, expresamos
√
n J
(n)
il (t) = w1(t)
[
w2(zl))[zl − z˜n(t)]
]
i
= w1(t)
[
w2(zl)zl
]
i
− w1(t)
[
w2(zl)z˜n(t)]
]
i
=
[
w1(t)w2(zl)zl
]
i
−
[
w1(t)w2(zl)
(
S
(0)
n (t)
)−1
S
(1)
n (t)
]
i
= Xli(t)− Vli(t) ,
donde
Vli(t) =
[
w1(t)w2(zl)
(
S
(0)
n (t)
)−1
S
(1)
n (t)
]
i
. (7.30)
Ahora nos basamos en la siguiente desigualdad, que se comprueba fa´cilmente para
cualesquiera nu´meros reales a y b,
|a− b|2I(|a− b| > ǫ) ≤ 4|a|2I(|a| > ǫ/2) + 4|b|2I(|b| > ǫ/2),
para obtener
In ≤ 4
∫ ∞
0
n∑
l=1
[
Xli(t)√
n
]2
I
(∣∣∣∣Xli(t)√n
∣∣∣∣ > ǫ2
)
λ
(n)
l (t)dt+
4
∫ ∞
0
n∑
l=1
[
Vli(t)√
n
]2
I
(∣∣∣∣Vil(t)√n
∣∣∣∣ > ǫ2
)
λ
(n)
l (t)dt
= 4 I(1)n + 4 I
(2)
n , (7.31)
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donde
I(1)n :=
∫ ∞
0
n∑
l=1
[
Xli(t)√
n
]2
I
(∣∣∣∣Xli(t)√n
∣∣∣∣ > ǫ2
)
λ
(n)
l (t)dt
y
I(2)n :=
∫ ∞
0
n∑
l=1
[
Vli(t)√
n
]2
I
(∣∣∣∣Vil(t)√n
∣∣∣∣ > ǫ2
)
λ
(n)
l (t)dt.
Ahora, por la condicio´n A2 y A3 tenemos que, ∀t ≥ 0,(
S
(0)
n (t)
)−1
S
(1)
n (t)
Prob−→ (S(0)(t))−1S(1)(t) cuando n→∞.
Adema´s, los tres te´rminos w1(t), w2(zl) y
(
S(0)(t)
)−1
S(1)(t) son acotados para
cualquier t ≥ 0 y ∀zl. Por lo tanto para valores de n suficientemente grandes,
tenemos que
I
(∣∣∣∣Vli(t)√n
∣∣∣∣ > ǫ2
)
(7.30)
= I
(∣∣∣[w1(t)w2(zl) (S(0)n (t))−1S(1)n (t)]
i
∣∣∣ > ǫ√n
2
)
= 0.
As´ı
I(2)n =
∫ ∞
0
n∑
l=1
[
Vli(t)√
n
]2
I
(∣∣∣∣Vli(t)√n
∣∣∣∣ > ǫ2
)
λ
(n)
l (t)dt
Prob−→ 0, cuando n→∞.
Para el primer te´rmino en (7.31), notar que
I(1)n
(7.18)
=
∫ ∞
0
n∑
l=1
[
Xli√
n
]2
I
(∣∣∣∣Xli√n
∣∣∣∣ > ǫ2
)
Yl(t)
(
λ0(t) + β
′
0zl
)
dt,
y se puede descomponer como I
(1)
n = I
(1,1)
n + I
(1,2)
n siendo
I(1,1)n :=
∫ ∞
0
n∑
l=1
[
Xli(t)√
n
]2
I
(∣∣∣∣Xli(t)√n
∣∣∣∣ > ǫ2
)
Cl(t)
(
λ0(t) + β
′
0zl
)
dt
y
I(1,2)n :=
∫ ∞
0
n∑
l=1
[
Xli(t)√
n
]2
I
(∣∣∣∣Xli(t)√n
∣∣∣∣ > ǫ2
)
Ccl (t)
(
λ0(t) + β
′
0zl
)
dt,
con Cl(t) := I
(
λ0(t) + β
′
0zl > exp
( − δ‖Xl(t)‖∞ − t))Yl(t), Ccl (t) := Rl(t)Yl(t) y
Rl(t) = I
(
λ0(t) + β
′
0zl ≤ exp
(− δ‖Xl(t)‖∞ − t)).
84
Considerar el conjunto Ωn := {1 ≤ l ≤ n : Cl(t) = 1}. Entonces,
I(1,1)n =
∫ ∞
0
∑
l∈Ωn
[
Xli(t)√
n
]2
I
(∣∣∣∣Xli(t)√n
∣∣∣∣ > ǫ2
)
Cl(t)
(
λ0(t) + β
′
0zl
)
dt
=
∫ ∞
0
∑
l∈Ωn
[
Xli(t)Cl(t)√
n
]2
I
(∣∣∣∣Xli(t)Cl(t)√n
∣∣∣∣ > ǫ2
)(
λ0(t) + β
′
0zl
)
dt.
La condicio´n A4 implica que, ∀i = 1, . . . , p, l = 1, . . . , n y t ≥ 0
Xli(t)Cl(t)√
n
Prob−→ 0, cuando n→∞.
Por lo tanto,
I(1,1)n
Prob−→ 0, cuando n→∞.
Por otra parte, ya que ‖Xl(t)‖∞ ≥ |Xli(t)|, ∀i = 1, . . . , p, y Yl(t) ≤ 1,
I(1,2)n ≤
1
n
∫ ∞
0
n∑
l=1
Xli(t)
2 exp
(− δ|Xli(t)| − t)I
(
|Xli(t)| >
√
nǫ
2
)
Rl(t)dt
=
1
n
∫ ∞
0
n∑
l=1
Xli(t)
2 exp
(− δ|Xli(t)|)I
(∣∣∣Xli(t)∣∣∣ >
√
nǫ
2
) ∣∣∣Rl(t) exp(−t)dt.
Y como l´ım
x→∞
x2 exp(−δ|x|) = 0, existe algu´n η > 0 tal que para n suficientemente
grande
Xli(t)
2 exp
(− δ|Xli(t)|)I
(∣∣Xli(t)∣∣>
√
nǫ
2
)
I
(
λ0(t)+β
′
0zl ≤ exp
(− δ‖Xl(t)‖∞− t))≤η
as´ı I
(1,2)
n ≤ η, con lo cual asegura que I(1,2)n Prob−→ 0 cuando n → ∞. Y, por lo tanto,
conclu´ımos que
I(1)n
Prob−→ 0, cuando n→∞.
Entonces podemos afirmar que In
Prob−→ 0 cuando n→∞, como quer´ıamos.
Finalmente, por el Teorema 2.6, podemos asegurar que n−1/2U
(n)
R (β0) converge
de´bilmente a una distribucio´n normal p-variada con media cero y matriz de cova-
rianza Σ˜, como quer´ıamos.

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Corolario 2. Bajo las mismas condiciones que la poposicio´n anterior, la ma-
triz de covarianza Σ˜ puede ser estimada consistentemente por
B :=
1
n
n∑
l=1
∫ ∞
0
[
w1(t)w2(zl)[zl − z˜n(t)]
]⊗2
dNl(t).
::::::::::::::
Demostraci
:´
o
::
n: Utilizando los mismos argumentos y cuentas que en la demos-
tracio´n anterior, tenemos que:〈
W
(n)
i ,W
(n)
j
〉
(t)
(7.29)
=
∫ t
0
n∑
l=1
J
(n)
il (u)J
(n)
jl (u) Yl(u)[λ0(u) + β
′
0 zl] du
(7.26)
=
∫ t
0
n∑
l=1
J
(n)
il (u)J
(n)
jl (u) [dNl(u)− dMl(u)]
(7.28)
=
∫ t
0
1
n
n∑
l=1
[
w1(u)w2(zl)[zl − z˜n(u)]
]⊗2
ij
[dNl(u)− dMl(u)]
=
1
n
n∑
l=1
∫ t
0
[
w1(u)w2(zl)[zl − z˜n(u)]
]⊗2
ij
dNl(u)−
1
n
n∑
l=1
∫ t
0
[
w1(u)w2(zl)[zl − z˜n(u)]
]⊗2
ij
dMl(u).
En el segundo te´rmino, la integral es una MCCIL, por Teorema 2.5, ya que su
integrando es predecible y localmente acotado (por las condiciones A1 y A2). Luego
por el Teorema 7.1, el segundo te´rmino converge a cero en probabilidad.
Por lo tanto, la matriz de covarianza Σ˜ puede ser estimada consistentemente por
B =
1
n
n∑
l=1
∫ ∞
0
[
w1(t)w2(zl)[zl − z˜n(t)]
]⊗2
dNl(t),
como quer´ıamos.

Ahora s´ı demostraremos el Teorema 4.2.
::::::::::::::
Demostraci
:´
o
::
n: Por un lado, la matriz
Dn :=
1
n
n∑
l=1
∫ ∞
0
w1(t)w2(zl)[zi − z˜n(t)]⊗2Yl(t) dt
=
∫ ∞
0
w1(t)
[
1
n
n∑
l=1
w2(zl)[zi − z˜n(t)]⊗2Yl(t)
]
dt =:
∫ ∞
0
w1(t)L
(n)(t)dt
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es sime´trica y definida positiva, por las condiciones A1 y A2, por lo tanto es inver-
tible.
Luego, por las condiciones A2 y A3, tenemos que
L(n)(t)
Prob−→ E
(
w2(Z)
[
Z − (S(0)(t))−1S(1)(t)]⊗2Y (t)) = L(t),
cuando n→∞.
La matriz L(t) tambie´n resulta ser sime´trica y definida positiva, luego es inverti-
ble.
Entonces,
Dn
Prob−→
∫ ∞
0
w1(t)L(t)dt, cuando n→∞
que es una constante no nula.
Por otro lado, sea β˜n solucio´n de U
(n)
R (β) = 0, que se puede expresar expl´ıci-
tamente como en (4.10). Sea J˜
(n)
l (t) := n
1/2J
(n)
l (t), donde J
(n)
l (t) esta´ definido en
(7.25). Entonces
β˜n − β0=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl − z˜n(t)]′Yl(t)dt
)−1( n∑
l=1
∫ ∞
0
J˜
(n)
l (t)dNl(t)
)
− β0
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl − z˜n(t)]′Yl(t)dt
)−1 [ n∑
l=1
∫ ∞
0
J˜
(n)
l (t)dNl(t)−
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl − z˜n(t)]′Yl(t)dt β0
]
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl − z˜n(t)]′Yl(t)dt
)−1
×
[
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)
(
dNl(t)− [zl − z˜n(t)]′Yl(t)dt β0
)]
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl−z˜n(t)]′Yl(t)dt
)−1[ n∑
l=1
∫ ∞
0
J˜
(n)
l (t)
(
dNl(t)−β′0zlYl(t)dt
)
+
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)z˜n(t)
′Yl(t)dtβ0
]
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(7.25)
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl−z˜n(t)]′Yl(t)dt
)−1[ n∑
l=1
∫ ∞
0
J˜
(n)
l (t)
(
dNl(t)−β′0zlYl(t)dt
)
+
∫ ∞
0
n1/2w1(t)
(
n∑
l=1
w2(zl)[zl − z˜n(t)]Yl(t)
)
z˜n(t)
′dtβ0
]
(7.23)
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl−z˜n(t)]′Yl(t)dt
)−1 [ n∑
l=1
∫ ∞
0
J˜
(n)
l (t)
(
dNl(t)−β′0zlYl(t)dt
)]
(7.20)
=
(
n∑
l=1
∫ ∞
0
J˜
(n)
l (t)[zl−z˜n(t)]′Yl(t)dt
)−1 [ n∑
l=1
∫ ∞
0
w1(t)w2(zl)[zl−z˜n(t)]dMl(t)
]
(7.24)
=
(
n∑
l=1
∫ ∞
0
w1(t)w2(zi)[zi − z˜n(t)]⊗2Yl(t)dt
)−1
U
(n)
R (β0)
=
(
1
n
n∑
l=1
∫ ∞
0
w1(t)w2(zl)[zi − z˜n(t)]⊗2Yl(t)dt
)−1
U
(n)
R (β0)
n
= D−1n
1
n
U
(n)
R (β0).
Por lo tanto,
√
n
(
β˜n − β0
)
= D−1n n
−1/2U
(n)
R (β0)
y, por la Proposicio´n 2, converge de´bilmente a una distribucio´n normal p−variada
con vector de media nula y matriz de covarianza
Σ =
[∫ ∞
0
w1(u)L(u)du
]−1
Σ˜
[∫ ∞
0
w1(u)L(u)du
]−1
,
como quer´ıamos.

Demostracio´n del Corolario 1
::::::::::::::
Demostraci
:´
o
::
n: Por el Corolario 2, la matriz Σ puede ser estimada consistente-
mente por D−1n BD
−1
n , como quer´ıamos.

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Demostracio´n del Teorema 4.3
Recordemos nuevamente que si H ∈ Aβ, con β ∈ R+, entonces
dH(t, z,∆) = S˜(t) exp(−βzt)(λ0(t) + βz)fZ(z)dzdt (7.32)
y
dH(t, z) = S˜(t) exp(−βzt)[λ˜(t) + βz]fZ(z)dzdt, (7.33)
donde S˜(t) = S0(t)SC(t) y λ˜(t) = λ0(t) + λC(t).
Adema´s, recordemos que una distribucio´n contaminada de H es Hε, tal que:
Hε(t, z,∆)
(4.14)
= H(t, z,∆) + ε
[
δ(t0,z0,∆0)(t, z,∆)−H(t, z,∆)
]
y
Hε(t, z) := (1− ε)H(t, z)+εδ(t0,z0)(t, z) = H(t, z)+ε
[
δ(t0,z0)(t, z)−H(t, z)
]
. (7.34)
Observar que cuando ε = 0, H0(t, z,∆) = H(t, z,∆) y H0(t, z) = H(t, z).
Y, por u´ltimo, recordemos la definicio´n de Υl(u) para l = 0, 1, 2, 3:
Υl(u) :=
E
[
w2(Z) exp(−βZu)Z l
]
E [w2(Z)]
=: Ew
[
exp(−βuZ)Z l] , (7.35)
donde Ew denota la esperanza de la distribucio´n pesada de Z, extendemos la defi-
nicio´n de (7.6) para l = 0, 1, 2:
γl(t) :=
∫ t
0
w1(u)
(
Υ1(u)
Υ0(u)
)l
du, (7.36)
y, finalmente,
ν(z) := w2(z)/ E [w2(Z)] . (7.37)
Observar que, para l = 0, 1, 2, Υl(u) = Γl(u)/ E [w2(Z)], por (7.4) y cuando p = 1.
Por u´ltimo recordemos que
Qw(Hε) =
Nw(Hε)
Dw(Hε)
,
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donde
Nw(Hε) :=
∫∫
w1(t)w2(z)[z − z˜ε(t)] dHε(t, z,∆ = 1)
y
Dw(Hε) :=
∫∫
w2(z)
∫ t
0
w1(u)[z − z˜ε(u)]2 du dHε(t, z)
con
z˜ε(u) =
∫∫
I(t˜ ≥ u)w2(x)x dHε(t˜, x)∫∫
I(t˜ ≥ u)w2(x) dHε(t˜, x)
.
Observar que z˜0(u) = z˜(u).
Antes de comenzar con la demostracio´n hagamos unas cuentas previas.
Para l = 0, 1, 2, 3, tenemos que:
d
du
Υl(u) =
d
du
Ew
[
exp(−βuZ)Z l]=−βEw[Z exp(−βuZ)Z l]=−βΥl+1(u). (7.38)
Para l = 0, 1, 2, tenemos que:
d
du
γl(u) =
d
du
∫ u
0
w1(t)
(
Υ1(t)
Υ0(t)
)l
dt = w1(u)
(
Υ1(u)
Υ0(u)
)l
. (7.39)
El resultado obtenido en (7.13) es va´lido en particular cuando p = 1, es decir,
tenemos que∫∫
I(t ≥ u)w2(z)zl dH(t, z) = S˜(u) Γl(u), para l = 0, 1.
Por lo tanto, ∫∫
I(t ≥ u)w2(z)zl dH(t, z) = E [w2(Z)] S˜(u) Υl(u). (7.40)
Luego, para l = 0, 1, tenemos que:∫∫
I(s≥u)w2(x)xldHε(s, x) (7.34)=
∫∫
I(s≥u)w2(x)xld
[
H(s, x)+ε
(
δ(t0,z0)(s, x)−H(s, x)
)]
=
∫∫
I(s≥u)w2(x)xldH(s, x) + ε
[
I(t0≥u)w2(z0)zl0 −∫∫
I(s≥u)w2(x)xldH(s, x)
]
(7.40)
= E [w2(Z)] S˜(u) Υl(u) + ε
[
I(t0≥u)w2(z0)zl0 −
E [w2(Z)] S˜(u) Υl(u)
]
.
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Entonces∫∫
I(s≥u)w2(x)xldHε(s, x)
E [w2(Z)]
(7.37)
= S˜(u) Υl(u) + ε
[
I(t0≥u)ν(z0)zl0 − S˜(u) Υl(u)
]
=: vl(ε). (7.41)
Por lo tanto
z˜ε(u) =
∫∫
I(s ≥ u)w2(x)x dHε(s, x)∫∫
I(s ≥ u)w2(x) dHε(s, x)
(7.41)
=
v1(ε)
v0(ε)
.
En particular, evaluando en ε = 0, vl(0) = S˜(u) Υl(u), y entonces
z˜(u) =
Υ1(u)
Υ0(u)
. (7.42)
Por otro lado,
∂
∂ε
vl(ε) = I(t0 ≥ u)ν(z0)zl0 − S˜(u) Υl(u),
entonces
z˜′(u):=
∂
∂ε
z˜ε(u)
∣∣∣∣
ε=0
=
∂
∂ε
(
v1(ε)
v0(ε)
)∣∣∣∣
ε=0
=
[
I0(u)ν(z0)z0−S˜(u)Υ1(u)
]
S˜(u)Υ0(u)−S˜(u)Υ1(u)
[
I0(u)ν(z0)−S˜(u)Υ0(u)
]
[
S˜(u)Υ0(u)
]2
=
I0(u)ν(z0)z0Υ0(u)− I0(u)ν(z0)Υ1(u)
S˜(u)Υ0(u)2
(7.42)
= I0(u)ν(z0)
[z0 − z˜(u)]
S˜(u)Υ0(u)
, (7.43)
donde I0(u) := I(t0 ≥ u).
Sea FT una funcio´n que solo depende de t. Entonces, para l = 0, 1,∫∫
FT (t)w2(z)z
ldH(t,z,∆=1)
(7.32)
=
∫∫
FT (t)w2(z)z
lS˜(t)exp(−βzt)(λ0(t)+βz)fZ(z)dzdt
=
∫
FT (t)S˜(t)
[
λ0(t)
∫
w2(z) exp(−βzt)zlfZ(z)dz+
β
∫
w2(z) exp(−βzt)zl+1fZ(z)dz
]
dt
(7.35)
= E [w2(Z)]
∫
FT (t)S˜(t)[λ0(t)Υl(t)+βΥl+1(t)] dt.
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Entonces, en particular, tenemos que:
→֒ si FT (t) = w1(t) y l = 1:
T1 :=
∫∫
w1(t) w2(z)z dH(t, z,∆ = 1)
= E
[
w2(Z)
] ∫
w1(t)S˜(t)
[
λ0(t) Υ1(t) + β Υ2(t)
]
dt. (7.44)
→֒ si FT (t) = w1(t)z˜(t) y l = 0:
T2 :=
∫∫
w1(t) z˜(t) w2(z) dH(t, z,∆ = 1)
= E
[
w2(Z)
] ∫
w1(t) z˜(t) S˜(t)
[
λ0(t)Υ0(t) + βΥ1(t)
]
dt
(7.42)
= E
[
w2(Z)
] ∫
w1(t) S˜(t)
[
λ0(t)Υ1(t) + β
Υ1(t)
2
Υ0(t)
]
dt. (7.45)
→֒ si FT (t) = w1(t) I0(t) ν(z0) z0S˜(t) Υ0(t) y l = 0:
T3 :=
∫∫
w1(t) w2(z) I0(t) ν(z0)z0
S˜(t) Υ0(t)
dH(t, z,∆ = 1)
= E
[
w2(Z)
] ∫ w1(t) I0(t) ν(z0) z0 S˜(t)
S˜(t) Υ0(t)
[
λ0(t) Υ0(t) + β Υ1(t)
]
dt
= E
[
w2(Z)
]
ν(z0) z0
∫ t0
0
w1(t)
[
λ0(t) + β
Υ1(t)
Υ0(t)
]
dt
= E
[
w2(Z)
]
ν(z0) z0
[∫ t0
0
!w1(t) λ0(t) dt+ β
∫ t0
0
w1(t)
Υ1(t)
Υ0(t)
dt
]
(7.36)
= E
[
w2(Z)
]
ν(z0) z0
[∫ t0
0
w1(t) λ0(t) dt+ β γ1(t0)
]
. (7.46)
→֒ si FT (t) = w1(t) I0(t) ν(z0) z˜(t)S˜(t) Υ0(t) y l = 0:
T4 :=
∫∫
w1(t) w2(z) I0(t) ν(z0) z˜(t)
S˜(t) Υ0(t)
dH(t, z,∆ = 1)
= E
[
w2(Z)
] ∫ w1(t) I0(t) ν(z0) z˜(t) S˜(t)
S˜(t) Υ0(t)
[
λ0(t) Υ0(t) + β Υ1(t)
]
dt
= E
[
w2(Z)
]
ν(z0)
∫ t0
0
w1(t) z˜(t)
[
λ0(t) + β
Υ1(t)
Υ0(t)
]
dt
(7.42)
= E
[
w2(Z)
]
ν(z0)
∫ t0
0
w1(t)
Υ1(t)
Υ0(t)
[
λ0(t) + β
Υ1(t)
Υ0(t)
]
dt
92
= E
[
w2(Z)
]
ν(z0)
[∫ t0
0
w1(t) λ0(t)
Υ1(t)
Υ0(t)
dt+ β
∫ t0
0
w1(t)
(
Υ1(t)
Υ0(t)
)2
dt
]
(7.36)
= E
[
w2(Z)
]
ν(z0)
[∫ t0
0
w1(t) λ0(t)
Υ1(t)
Υ0(t)
dt+ β γ2(t0)
]
. (7.47)
Luego, restando (7.44) y (7.45), obtenemos:
T1 − T2 =
∫∫
w1(t)w2(z) [z − z˜(t)] dH(t, z,∆ = 1)
= E
[
w2(Z)
]∫
w1(t)S˜(t)
[
λ0(t)Υ1(t) + βΥ2(t)− λ0(t)Υ1(t)− β Υ1(t)
2
Υ0(t)
]
dt
= β E
[
w2(Z)
]∫
w1(t)S˜(t)
[
Υ2(t)− Υ1(t)
2
Υ0(t)
]
dt, (7.48)
y, restando (7.46) y (7.47):
T3 − T4=
∫∫
w1(t) w2(z) I0(t) ν(z0) [z0 − z˜(t)]
S˜(t) Υ0(t)
dH(t, z,∆ = 1)
=E
[
w2(Z)
]
ν(z0)
[
z0
∫ t0
0
w1(t)λ0(t)dt+z0βγ1(t0)−
∫ t0
0
w1(t)λ0(t)
Υ1(t)
Υ0(t)
dt−βγ2(t0)
]
=E
[
w2(Z)
]
ν(z0)
[∫ t0
0
w1(t)λ0(t)
[
z0 − Υ1(t)
Υ0(t)
]
dt+β
(
z0γ1(t0)−γ2(t0)
)]
. (7.49)
Adema´s, por un lado, por (7.38), para l = 0, 1, 2 tenemos que:
β
∫
S˜(t)γl(t)Υ3−l(t) dt = −
∫
S˜(t) γl(t) dΥ2−l(t).
Por el otro lado, integrando por partes esta u´ltima integral, tenemos que:
−
∫
S˜(t)γl(t) dΥ2−l(t) =
∫
Υ2−l(t)
[
d
dt
S˜(t) γl(t) + S˜(t)
d
dt
γl(t)
]
dt (7.50)
(7.8),(7.39)
=
∫
Υ2−l(t)
[
−S˜(t)λ˜(t)γl(t)+S˜(t)w1(t)
(
Υ1(t)
Υ0(t)
)l]
dt
(7.42)
=
∫
S˜(t)Υ2−l(t)
[
w1(t) z˜(t)
l − λ˜(t) γl(t)
]
dt, (7.51)
en (7.50) el primer te´rmino se anula por las condiciones A1 y A2, por (7.5) y (7.7).
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Ahora, sea FU(u) una funcio´n de u y l = 0, 1, 2, entonces:∫∫
w2(z)
∫ t
0
FU(u)zldudH(t,z)=
∫∫ t
0
FU(u)du
∫
w2(z) z
l dH(t, z)
(7.33)
=
∫∫ t
0
FU(u)du
∫
w2(z)z
lS˜(t) exp(−βzt)
[
λ˜(t)+βz
]
fZ(z)dzdt
=
∫∫ t
0
FU(u)duS˜(t)
[
λ˜(t)
∫
w2(z)z
l exp(−βzt)fZ(z) dz+
β
∫
w2(z)z
l+1 exp(−βzt)fZ(z) dz
]
dt
(7.35)
= E [w2(Z)]
∫ (∫ t
0
FU(u)du
)
S˜(t)
[
λ˜(t)Υl(t) + βΥl+1(t)
]
dt
En particular tenemos que:
→֒ si FU(u) = w1(u) y l = 2:
T5 :=
∫∫
w2(z)
∫ t
0
w1(u) z
2du dH(t, z)
= E [w2(Z)]
∫ (∫ t
0
w1(u) du
)
S˜(t)
[
λ˜(t) Υ2(t) + β Υ3(t)
]
dt
(7.36)
= E [w2(Z)]
∫
γ0(t) S˜(t)
[
λ˜(t) Υ2(t) + β Υ3(t)
]
dt
= E [w2(Z)]
[∫
γ0(t) S˜(t) λ˜(t) Υ2(t)dt+ β
∫
S˜(t) γ0(t) Υ3(t) dt
]
(7.38)
= E [w2(Z)]
[∫
γ0(t) S˜(t) λ˜(t) Υ2(t) dt−
∫
S˜(t) γ0(t) dΥ2(t)
]
(7.51)
= E [w2(Z)]
[∫
S˜(t)Υ2(t)λ˜(t)γ0(t)dt+
∫
S˜(t)Υ2(t)
[
w1(t)− λ˜(t)γ0(t)
]
dt
]
= E [w2(Z)]
∫
S˜(t) Υ2(t) w1(t) dt. (7.52)
→֒ si FU(u) = w1(u)z˜(u) y l = 1:
T6 :=
∫∫
w2(z)
∫ t
0
w1(u) z z˜(u) du dH(t, z)
= E [w2(Z)]
∫ (∫ t
0
w1(u) z˜(u) du
)
S˜(t)
[
λ˜(t) Υ1(t) + β Υ2(t)
]
dt
(7.14)
= E [w2(Z)]
∫ (∫ t
0
w1(u)
Υ1(u)
Υ0(u)
du
)
S˜(t)
[
λ˜(t) Υ1(t) + β Υ2(t)
]
dt
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(7.36)
= E [w2(Z)]
∫
γ1(t) S˜(t)
[
λ˜(t) Υ1(t) + β Υ2(t)
]
dt
= E [w2(Z)]
[∫
γ1(t) S˜(t) λ˜(t) Υ1(t) dt+ β
∫
S˜(t) γ1(t) Υ2(t) dt
]
(7.38)
= E [w2(Z)]
[∫
γ1(t) S˜(t) λ˜(t) Υ1(t) dt−
∫
S˜(t) γ1(t) dΥ1(t)
]
(7.51)
= E [w2(Z)]
[∫
S˜(t)Υ1(t)γ1(t)λ˜(t) dt+
∫
S˜(t)Υ1(t)
[
w1(t)z˜(t)− λ˜(t)γ1(t)
]
dt
]
= E [w2(Z)]
∫
S˜(t)Υ1(t)w1(t)z˜(t) dt
(7.42)
= E [w2(Z)]
∫
S˜(t)Υ1(t)w1(t)
Υ1(t)
Υ0(t)
dt
= E [w2(Z)]
∫
S˜(t)w1(t)
Υ1(t)
2
Υ0(t)
dt. (7.53)
→֒ si FU(u) = w1(u)z˜(u)2 y l = 0:
T7 :=
∫∫
w2(z)
∫ t
0
w1(u) z˜(u)
2 du dH(t, z)
= E [w2(Z)]
∫ (∫ t
0
w1(u) z˜(u)
2 du
)
S˜(t)
[
λ˜(t) Υ0(t) + β Υ1(t)
]
dt
(7.14)
= E [w2(Z)]
∫ (∫ t
0
w1(u)
Υ1(u)
Υ0(u)
2
du
)
S˜(t)
[
λ˜(t) Υ0(t) + β Υ1(t)
]
dt
(7.36)
= E [w2(Z)]
∫
γ2(t) S˜(t)
[
λ˜(t) Υ0(t) + β Υ1(t)
]
dt
= E [w2(Z)]
[∫
γ2(t) S˜(t) λ˜(t) Υ0(t) dt+ β
∫
S˜(t) γ2(t) Υ1(t) dt
]
(7.38)
= E [w2(Z)]
[∫
γ2(t) S˜(t) λ˜(t) Υ0(t) dt−
∫
S˜(t) γ2(t) dΥ0(t)
]
(7.51)
= E [w2(Z)]
[∫
γ2(t)S˜(t)λ˜(t)Υ0(t) dt+
∫
S˜(t)Υ0(t)
[
w1(t)z˜(t)
2 − λ˜(t)γ2(t)
]
dt
]
= E [w2(Z)]
∫
S˜(t) Υ0(t) w1(t) z˜(t)
2 dt
(7.42)
= E [w2(Z)]
∫
S˜(t) Υ0(t) w1(t)
(
Υ1(t)
Υ0(t)
)2
dt
= E [w2(Z)]
∫
S˜(t) w1(t)
Υ1(t)
2
Υ0(t)
dt. (7.54)
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Luego, por (7.52), (7.53) y (7.54)
T5 − 2 T6 + T7 =
∫∫
w2(z)
∫ t
0
w1(u)
[
z2 − 2 z z˜(u) + z˜(u)2] du dH(t, z)
= E [w2(Z)]
∫
S˜(t) w1(t)
{
Υ2(t)− 2 Υ1(t)
2
Υ0(t)
+
Υ1(t)
2
Υ0(t)
}
dt
= E [w2(Z)]
∫
S˜(t) w1(t)
{
Υ2(t)− Υ1(t)
2
Υ0(t)
}
dt (7.55)
Ahora s´ı, la demostracio´n.
::::::::::::::
Demostraci
:´
o
::
n: La funcio´n de Influencia es
IFw(t0, z0,∆0, β) :=
∂
∂ε
Qw(Hε)
∣∣∣∣
ε=0
=
N′w(Hε)Dw(Hε)−Nw(Hε)D′w(Hε)
D2w(Hε)
∣∣∣∣
ε=0
=
N′D−ND′
D2
=
N′
N
N
D
− N
D
D′
D
=
[
N′
N
− D
′
D
]
N
D
=
[
N′
N
− D
′
D
]
Qw(H)
(7.17)
=
[
N′
N
− D
′
D
]
β
dondeN′w(Hε) := ∂Nw(Hε)/∂ε,N
′ := N′w(H),N := Nw(H),D
′
w(Hε) := ∂Dw(Hε)/∂ε,
D′ := D′w(H) y D := Dw(H).
Por un lado, tenemos que
N =
∫∫
w1(t)w2(z)[z − z˜(t)]dH(t, z,∆ = 1)
(7.48)
= β E [w2(Z)]
∫
w1(t)S˜(t)
[
Υ2(t)− Υ1(t)
2
Υ0(t)
]
dt.
Luego
N
′ =
∂
∂ε
(
Nw(Hε)
)∣∣∣∣
ε=0
=
∂
∂ε
(∫∫
w1(t)w2(z)[z − z˜ε(t)]dHε(t, z,∆ = 1)
)∣∣∣∣
ε=0
= −
∫∫
w1(t)w2(z)z˜
′(t)dH(t, z,∆ = 1) + ∆0w1(t0)w2(z0)[z0 − z˜(t0)]−∫∫
w1(t)w2(z)[z − z˜(t)]dH(t, z,∆ = 1)
(7.42)
= ∆0w1(t0)w2(z0)
[
z0 − Υ1(t0)
Υ0(t0)
]
−N −
∫∫
w1(t)w2(z)z˜
′(t)dH(t, z,∆ = 1)
(7.43)
= ∆0 w1(t0) w2(z0)
[
z0 − Υ1(t0)
Υ0(t0)
]
−N−
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∫∫
w1(t) w2(z) I0(t) ν(z0)
[z0 − z˜(t)]
S˜(t) Υ0(t)
dH(t, z,∆ = 1)
(7.49)
= − N +∆0 w1(t0) w2(z0)
[
z0 − Υ1(t0)
Υ0(t0)
]
−
E
[
w2(Z)
]
ν(z0)
[∫ t0
0
w1(t) λ0(t)
[
z0 − Υ1(t)
Υ0(t)
]
dt+ β
(
z0 γ1(t0)− γ2(t0)
)]
(7.37)
= E
[
w2(Z)
]
ν(z0)
[
∆0w1(t0)
[
z0 − Υ1(t0)
Υ0(t0)
]
−
∫ t0
0
w1(t)λ0(t)
[
z0 − Υ1(t)
Υ0(t)
]
dt−
β
(
z0γ1(t0)− γ2(t0)
)]−N.
Por lo tanto,
N′
N
es igual a
ν(z0)
[
∆0w1(t0)
[
z0−Υ1(t0)
Υ0(t0)
]
−
∫ t0
0
w1(t)λ0(t)
[
z0−Υ1(t)
Υ0(t)
]
dt−β(z0γ1(t0)−γ2(t0))
]
β
∫
w1(t)S˜(t)
(
Υ2(t)− Υ1(t)
2
Υ0(t)
)
dt
−1.
Por otro lado, tenemos que
D =
∫∫
w2(z)
(∫ t
0
w1(u)
[
z − z˜(u)]2 du) dH(t, z)
=
∫∫
w2(z)
(∫ t
0
w1(u)
[
z2 − 2 z z˜(u) + z˜(u)2]du) dH(t, z)
(7.55)
= E [w2(Z)]
∫
S˜(t) w1(t)
{
Υ2(t)− Υ1(t)
2
Υ0(t)
}
dt.
Luego
D
′ =
∂
∂ε
(
Dw(Hε)
)∣∣∣∣
ε=0
=
∂
∂ε
(∫∫
w2(z)
∫ t
0
w1(u)[z − z˜ε(u)]2du dHε(t, z)
)∣∣∣∣
ε=0
=
∫∫
w2(z)
(∫ t
0
w1(u)2
[
z − z˜(u)](−z˜′(u))du) dH(t, z) +
w2(z0)
∫ t0
0
w1(u)
[
z0 − z˜(u)
]2
du−
∫∫
w2(z)
(∫ t
0
w1(u)
[
z − z˜(u)]2du) dH(t, z)
= w2(z0)
∫ t0
0
w1(u)[z0 − z˜(u)]2du−D−
2
∫
w1(u)
[∫∫
I(t ≥ u)w2(z)
[
z − z˜(u)]dH(t, z)] z˜′(u)du
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(7.2)
= w2(z0)
∫ t0
0
w1(u)
[
z0 − z˜(u)
]2
du−D
(7.37)
= E [w2(Z)] ν(z0)
∫ t0
0
w1(u)
[
z20 − 2z0z˜(u) + z˜(u)2
]
du−D
= E [w2(Z)] ν(z0)
[
z20
∫ t0
0
w1(u)du−2z0
∫ t0
0
w1(u)z˜(u)du+
∫ t0
0
w1(u)z˜(u)
2du
]
−D
(7.42)
= E [w2(Z)] ν(z0)
[
z20
(∫ t0
0
w1(u)du
)
−2z0
(∫ t0
0
w1(u)
Υ1(u)
Υ0(u)
du
)
+(∫ t0
0
w1(u)
(
Υ1(u)
Υ0(u)
)2
du
)]
−D
(7.36)
= E [w2(Z)] ν(z0)
[
z20γ0(t0)− 2z0γ1(t0) + γ2(t0)
]−D
Por lo tanto,
D′
D
=
ν(z0)
[
z20γ0(t0)− 2z0γ1(t0) + γ2(t0)
]
∫
S˜(t)w1(t)
(
Υ2(t)− Υ
2
1(t)
Υ0(t)
)
dt
− 1.
Por u´ltimo,
N′
N
− D
′
D
=
(
β
∫
w1(t)S˜(t)
(
Υ2(t)−Υ1(t)
2
Υ0(t)
))−1
ν(z0)
{
∆0w1(t0)
[
z0−Υ1(t0)
Υ0(t0)
]
−∫ t0
0
w1(t)λ0(t)
[
z0 − Υ1(t)
Υ0(t)
]
dt− β
(
z0γ1(t0)− γ2(t0)
)
−
β
[
z20γ0(t0)− 2z0γ1(t0) + γ2(t0)
]}
=
(
β
∫
w1(t)S˜(t)
(
Υ2(t)−Υ1(t)
2
Υ0(t)
))−1
ν(z0)
{
∆0w1(t0)
[
z0−Υ1(t0)
Υ0(t0)
]
−∫ t0
0
w1(t)λ0(t)
[
z0−Υ1(t)
Υ0(t)
]
dt+β
(
z0γ1(t0)− z20γ0(t0)
)}
Para finalizar tenemos que
IFw(t0, z0,∆0, β)=
[
N′
N
− D
′
D
]
β=
[∫
w1(t)S˜(t)
(
Υ2(t)−Υ1(t)
2
Υ0(t)
)]−1
ν(z0)
{
∆0w1(t0)×
[
z0−Υ1(t0)
Υ0(t0)
]
−
∫ t0
0
w1(t)λ0(t)
[
z0−Υ1(t)
Υ0(t)
]
dt+β
(
z0γ1(t0)−z20γ0(t0)
)}
como quer´ıamos.

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Demostracio´n del Lema 1
::::::::::::::
Demostraci
:´
o
::
n: Para simplificar la notacio´n sean L(G) := L(G,β,W ), L(H) :=
L(H,β,W ) y Lin := Lin
W,β(G−H) donde β ∈ B y W ∈W.
Observar que, como W ∈ W, W = W0W ∗, donde W0 es una funcio´n continua
y con soporte acotado K y W ∗ ∈ W∗, la siguiente funcio´n que definimos, por B1,
verifica que, para u ∈ K:
d(u) := W0(u)
∫∫
W ∗(u, z)I(t ≥ u)dH(t, z) > W0(u) ε > 0. (7.56)
Adema´s, por (7.56), podemos definir las siguientes funciones:
a(u) :=
∫∫
W (u, z)zI(t ≥ u)dH(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
(funcio´n vectorial)
b(u) :=
∫∫
W (u, z)I(t ≥ u)d(G−H)(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
(funcio´n real)
c(u) :=
∫∫
W (u, z)zI(t ≥ u)d(G−H)(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
(funcio´n vectorial).
Notar que, como b(u) ≥ 0, entonces
∣∣∣ 1b(u)+1∣∣∣ ≤ 1.
Ahora, para continuar simplificando la notacio´n, definimos:W := W (t, z), dH :=
dH(t, z), dG := dG(t, z) y las funciones d := d(t), a := a(t), b := b(t), y c := c(t).
Entonces zH(t) = a y zG(t) =
a+c
b+1
, por lo tanto
zH(t)− zG(t) = a− a+ c
b+ 1
=
ab− c
b+ 1
=
ab
b+ 1
− c
b+ 1
.
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En consecuencia, tenemos que:
L(G)− L(H) =
∫∫
W [z − zG(t)]dG−
∫∫
W
(∫ t
0
[z − zG(u)]du
)
z′ dGβ −∫∫
W [z − zH(t)]dH +
∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′ dH β
=
∫∫
W [z − zG(t)]dG−
∫∫
W [z − zH(t)]dG+
∫∫
W [z − zH(t)]dG−∫∫
W [z − zH(t)]dH −
∫∫
W
(∫ t
0
[z − zG(u)]du
)
z′ dGβ +∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′dGβ −
∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′dGβ +∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′ dH β
=
∫∫
W [zH(t)− zG(t)]dG+
∫∫
W [z − zH(t)]d(G−H)−∫∫
W
(∫ t
0
[zH(u)− zG(u)]du
)
z′dGβ −∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′d(G−H)β
Luego
L(G)−L(H)−Lin =
∫∫
W [zH(t)− zG(t)]dG+
∫∫
W [z − zH(t)]d(G−H)−∫∫
W
(∫ t
0
[zH(u)− zG(u)]du
)
z′dGβ −∫∫
W
(∫ t
0
[z − zH(u)]du
)
z′d(G−H)β −∫∫
W [z − zH(t)]d(G−H) +∫∫
W
∫ t
0
[z − zH(u)]duz′ d(G−H)β −∫∫
W [zH(t)−zG(t)] dH +
∫∫
W
(∫ t
0
[zH(u)−zG(u)]du
)
z′dHβ
=
∫∫
W [zH(t)− zG(t)]d(G−H)−∫∫
W
(∫ t
0
[zH(u)− zG(u)]du
)
z′d(G−H)β
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=∫∫
W
[
ab
b+ 1
− c
b+ 1
]
d(G−H)−∫∫
W
(∫ t
0
[
ab
b+ 1
− c
b+ 1
]
du
)
z′ d(G−H)β
= L1 − L2 − L3 + L4,
donde
L1 :=
∫∫
W0(t) W
∗(t, z) a(t)
b(t)
b(t) + 1
d(G−H)(t, z)
L2 :=
∫∫
W0(t) W
∗(t, z) c(t)
1
b(t) + 1
d(G−H)(t, z)
L3 :=
∫∫ ∫
I(t ≥ u)W0(t) W ∗(t, z) a(u) b(u)
b(u) + 1
β′ z du d(G−H)(t, z)
L4 :=
∫∫ ∫
I(t ≥ u)W0(t) W ∗(t, z) c(u) 1
b(u) + 1
β′ z du d(G−H)(t, z).
Por la condicio´n B2, para valores suficientemente grandes deM0,M1, . . . ,Mp, sea
K˜ :=
∏p
i=0[0,Mi] el conjunto acotado en R
+×Rp+ que contenga al soporte acotado
de las funciones de W∗. Observar que [0,M0] contiene a K.
Sea u ∈ [0,M ] y W ∈W. Entonces∫∫
W (u, z)zI(t ≥ u)dH(t, z)=
∫∫
K˜
W0(u)W
∗(u, z)zI(t ≥ u)dH(t, z)
=W0(u)
∫ Mp
0
· · ·
∫ M1
0
W ∗(u,z)z
[∫ M
0
I(t≥u) ∂
∂t
(
∂p
∂z
H(t,z)
)
dt
]
dz,
donde ∂
p
∂z =
∂p
∂z1...p
y dz = dz1 . . . dzp. La integral del corchete
∫ M0
0
I(t ≥ u) ∂
∂t
(
∂p
∂z
H(t, z)
)
dt = I(M0 > u)
∫ M0
u
∂
∂t
(
∂p
∂z
H(t, z)
)
dt
= I(M0 > u)
[
∂p
∂z
H(M0, z)− ∂
p
∂z
H(u, z)
]
Para simplificar la notacio´n definimos el siguiente operador:
∆[u,M0]f(t) := I(M0 > u)[f(M0)− f(u)].
Entonces ∫ M0
0
I(t ≥ u) ∂
∂t
(
∂p
∂z
H(t, z)
)
dt = ∆[u,M0]
∂p
∂z
H(t, z).
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Luego, si notamos al conjunto
∏p
i=1[0,Mi] por Kz y a las integrales
∫Mp
0
· · ·∫M1
0
por∫
Kz
, tenemos que:
∫
Kz
W ∗(u, z)z
∫ M0
0
I(t ≥ u) ∂
∂t
∂p
∂z
H(t, z)dtdz = ∆[u,M0]
∫
Kz
W ∗(u, z)z
∂p
∂z
H(t, z)dz.
Ahora, para cualquier i = 0, 1, . . . , p y como los Mi son suficientemente grandes
como para que
W ∗(. . . ,Mi, . . .) = W
∗(. . . , 0, . . .) = 0,
aplicando iterativamente integracio´n por partes obtenemos que:
∆[u,M0]
∫
Kz
W ∗(u, z)z
∂p
∂z
H(t, z)dz = (−1)p∆[u,M0]
∫
Kz
H(t, z)
∂p
∂z
(
W ∗(u, z)z
)
dz.
En consecuencia tenemos que:
a(u) =
∫∫
W (u, z)zI(t ≥ u)dH(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
=
W0(u)(−1)p∆[u,M0]
∫
Kz
H(t, z)
∂p
∂z
(
W ∗(u, z)z
)
dz
W0(u)
∫∫
W ∗(u, z)I(t ≥ u)dH(t, z)
=
(−1)p∆[u,M0]
∫
Kz
H(t, z)
∂p
∂z
(
W ∗(u, z)z
)
dz∫∫
W ∗(u, z)I(t ≥ u)dH(t, z)
.
Entonces, ∀u ∈ K:
‖a(u)‖22 ≤
‖H‖2∞
∥∥∥∥
∫
Kz
∂p
∂z
(
W ∗(u, z)z
)
dz
∥∥∥∥
2
2∫∫
W ∗(u, z)I(t ≥ u)dH(t, z)
,
que esta´ acotado por B1 y B2. Es decir, existe una constante finita ca tal que
‖a(u)‖2 ≤ ca.
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Luego, siguiendo el mismo procedimiento anterior (integracio´n por partes), tene-
mos que:∫∫
K˜
W (u, z)I(t ≥ u)d(G−H)(t, z) =
∫∫
K˜
W0(u)W
∗(u, z)I(t ≥ u)d(G−H)(t, z)
= W0(u)
∫
Kz
W ∗(u, z)
[∫ M0
0
I(t ≥ u) ∂
∂t
(
∂p
∂z
(G−H)(t, z)
)
dt
]
dz
= ∆[u,M0]W0(u)
∫
Kz
W ∗(u, z)
∂p
∂z
(G−H)(t, z)dz
= W0(u)(−1)p∆[u,M0]
∫
Kz
(G−H)(t, z) ∂
p
∂z
W ∗(u, z)dz.
Entonces
b(u) =
∫∫
W (u, z)I(t ≥ u)d(G−H)(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
=
W0(u)(−1)p∆[u,M0]
∫
Kz
(G−H)(t, z) ∂
p
∂z
W ∗(u, z)dz∫∫
W0(u)W
∗(u, z)I(t ≥ u)dH(t, z)
=
(−1)p∆[u,M0]
∫
Kz
(G−H)(t, z) ∂
p
∂z
W ∗(u, z)dz∫∫
W ∗(u, z)I(t ≥ u)dH(t, z)
y por lo tanto
|b(u)| ≤ ‖G−H‖∞
ε
∫
Kz
∣∣∣∣ ∂p∂zW ∗(u, z)
∣∣∣∣ dz.
La integral de arriba, por la condicio´n B2, esta´ acotada. Luego, ∀u ∈ K |b(u)| ≤
cb‖G−H‖∞, para alguna constante finita cb.
Nuevamente integrando por partes, tenemos que:∫∫
K˜W (u, z)zI(t ≥ u)d(G−H)(t, z) =
∫∫
K˜W0(u)W
∗(u, z)zI(t ≥ u)d(G−H)(t, z)
= W0(u)
∫
Kz
W ∗(u, z)z
[∫ M0
0
I(t ≥ u) ∂
∂t
(
∂p
∂z
(G−H)(t, z)
)
dt
]
dz
= ∆[u,M0]W0(u)
∫
Kz
W ∗(u, z)z
∂p
∂z
(G−H)(t, z)dz
= W0(u)(−1)p∆[u,M0]
∫
Kz
(G−H)(t, z) ∂
p
∂z
(
W ∗(u, z)z
)
dz.
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Entonces
c(u) =
∫∫
W (u, z)zI(t ≥ u)d(G−H)(t, z)∫∫
W (u, z)I(t ≥ u)dH(t, z)
=
W0(u)(−1)p∆[u,M0]
∫
Kz
(G−H)(t, z) ∂
p
∂z
(
W ∗(u, z)z
)
dz∫∫
W0(u)W
∗(u, z)I(t ≥ u)dH(t, z)
,
por lo tanto,
‖c(u)‖2 ≤
‖G−H‖∞
∥∥∥∥
∫
Kz
∂p
∂z
(
W ∗(u, z)z
)
dz
∥∥∥∥
2∫∫
W ∗(u, z)I(t ≥ u)dH(t, z)
<
‖G−H‖∞
ε
∥∥∥∥
∫
Kz
∂p
∂z
(
W ∗(u, z)z
)
dz
∥∥∥∥
2
,
donde la norma de la integral es acotada por B2. Por la tanto, u ∈ K ‖c(u)‖2 ≤
cc‖G−H‖∞, para alguna constante finita cc.
Por u´ltimo definimos las integrales:
S1 :=
∫∫
W0(t)W
∗(t, z)d(G−H)(t, z)
y
S2 :=
∫∫
W0(t)W
∗(t, z)
∫
I(t ≥ u)du d(G−H)(t, z).
Integrando por partes estas integrales obtenemos que:
S1 =
∫∫
K˜
W0(t)W
∗(t, z)d(G−H)(t, z)
= (−1)p+1
∫∫
K˜
(G−H)(t, z) ∂
p
∂z
(
∂
∂t
W0(t)W
∗(t, z)dt
)
dz
y
S2 =
∫∫
K˜
W0(t)W
∗(t, z)t d(G−H)(t, z)
= (−1)p+1
∫∫
K˜
(G−H)(t, z) ∂
p
∂z
(
∂
∂t
W0(t)W
∗(t, z)t dt
)
dz.
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Notar que
|S1| ≤ ‖G−H‖∞
∫∫
K˜
∣∣∣∣ ∂p∂z
(
∂
∂t
W0(t)W
∗(t, z)
)∣∣∣∣ dt dz
y
|S2| ≤ ‖G−H‖∞
∫∫
K˜
∣∣∣∣ ∂p∂z
(
∂
∂t
W0(t)W
∗(t, z)t
)∣∣∣∣ dt dz,
adema´s, ambas integrales son acotados por B2. O sea, existen constantes finitas s1
y s2, tales que
|S1| ≤ s1 ‖G−H‖∞ y |S2| ≤ s2 ‖G−H‖∞ (7.57)
Por u´ltimo, notar que z ∈ Kz =
∏p
i=1[0,Mi] (subconjunto cerrado y acotado de
Rp+) tenemos que ‖β′z‖∞ <∞.
Ahora s´ı podemos comenzar a acotar las normas de los Li:
‖L1‖2 =
∥∥∥∥
∫∫
W0(t)W
∗(t, z)a(t)
b(t)
b(t) + 1
d(G−H)(t, z)
∥∥∥∥
2
≤ ca |b(t)| |S1| √p
≤ ca cb‖G−H‖∞ s1 ‖G−H‖∞
√
p = o
(‖G−H‖2∞)
‖L2‖2 =
∥∥∥∥
∫∫
W0(t)W
∗(t, z)c(t)
1
b(t) + 1
d(G−H)(t, z)
∥∥∥∥
2
≤ cc |S1| √p
≤ cc‖G−H‖∞ s1 ‖G−H‖∞
√
p = o
(‖G−H‖2∞)
‖L3‖2 =
∥∥∥∥
∫∫ ∫
I(t ≥ u)W0(t)W ∗(t, z)a(u) b(u)
b(u) + 1
β′zdu d(G−H)(t, z)
∥∥∥∥
2
≤ ca |b(u)| ‖β′z‖∞ |S2|
√
p
≤ ca cb‖G−H‖∞ ‖β′z‖∞ s2 ‖G−H‖∞
√
p = o
(‖G−H‖2∞)
‖L4‖2 =
∥∥∥∥
∫∫ ∫
I(t ≥ u)W0(t)W ∗(t, z)c(u) 1
b(u) + 1
β′zdud(G−H)(t, z)
∥∥∥∥
2
≤ cc ‖β′z‖∞ |S2|
√
p
≤ cc ‖G−H‖∞ ‖β′z‖∞ s2 ‖G−H‖∞
√
p = o
(‖G−H‖2∞)
Entonces podemos concluir que
sup
β∈B
W∈W
∥∥∥L(G,β,W )− L(H,β,W )− LinW,β(G−H)∥∥∥
2
= o
(
‖G−H‖2∞
)
.
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Para terminar, si reemplazamos G−H porH en las funciones b(u) y c(u) anterior-
mente definidas obtenemos que b(u) = 1 y c(u) = a(u). Entonces zH(u)−zG(u) = 0,
con lo cual solo quedan los dos primeros te´rminos de Lin
W,β
0
(H). Que por la con-
sistencia en el sentido Fisher, tenemos que Lin
W,β
0
(H) = L(H,β0,W ) = 0.

Demostracio´n del Lema 2
::::::::::::::
Demostraci
:´
o
::
n: Para cualquier W ∈W fijo y β ∈ B tenemos que
∂L(H,β,W )
∂β
=
∂
∂β
[∫∫
W (t, z)[z−zH(t)]dH(t, z,∆=1)−∫∫
W (t, z)
(∫ t
0
[z−zH(u)]du
)
z′dH(t, z)β
]
= −
[∫∫
W (t,z)
(∫ t
0
[z−zH(u)]du
)
z′dH(t,z)
]
= L(H,W ).
Entonces podemos expresar a L(H,β,W ) como:
L(H,β,W ) =
∫∫
W (t, z)[z−zH(t)]dH(t, z,∆=1)+ L(H,W )β,
y L(H,β0,W ) como:
L(H,β0,W ) =
∫∫
W (t, z)[z−zH(t)]dH(t, z,∆=1)+ L(H,W )β0.
Por lo tanto, restando, obtenemos:
L(H,β,W )− L(H,β0,W ) = L(H,W )(β − β0).

Demostracio´n del Lema 3
::::::::::::::
Demostraci
:´
o
::
n: Seguiremos las mismas notaciones y procedimientos que se uti-
lizaron en la demostracio´n del Lema 1.
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Expresemos a Lin
W,β(G−H) de la siguiente manera:
Lin
W,β(G−H) =
∫∫
W [z − a]d(G−H)−
∫∫
W
(∫ t
0
[z − a]du
)
z′d(G−H)β +∫∫
W
[
ab
b+ 1
− c
b+ 1
]
dH−
∫∫
W
(∫ t
0
[
ab
b+ 1
− c
b+ 1
]
du
)
z′dHβ
= R1 −R2 −R3 +R4 + L˜1 − L˜2 − L˜3 + L˜4 ,
donde
R1 :=
∫∫
W0(t)W
∗(t, z) z d(G−H)(t, z)
R2 :=
∫∫
W0(t)W
∗(t, z)a(t) d(G−H)(t, z)
R3 :=
∫∫
W0(t)W
∗(t, z)
(∫ t
0
z du
)
β′z d(G−H)(t, z)
R4 =
∫∫
W0(t)W
∗(t, z)
(∫
I(t ≥ u)a(u) du
)
β′z d(G−H)(t, z)
L˜1 :=
∫∫
W0(t)W
∗(t, z)
a(t)b(t)
b(t) + 1
dH(t, z)
L˜2 :=
∫∫
W0(t)W
∗(t, z)
c(t)
b(t) + 1
dH(t, z)
L˜3 :=
∫∫
W0(t)W
∗(t, z)
(∫
I(t ≥ u) a(u)b(u)
b(u) + 1
du
)
β′z dH(t, z)
L˜4 :=
∫∫
W0(t)W
∗(t, z)
(∫
I(t ≥ u) c(u)
b(u) + 1
du
)
β′z dH(t, z).
Observar que la expresio´n de los L˜i tiene el mismo integrando que los Li (definidos
en la demostracio´n del Lema 1) pero difieren en el diferencial, all´ı ten´ıamos d(G −
H)(t, z) y aqu´ı tenemos dH(t, z).
Ahora siguiendo el mismo procedimiento y argumento que all´ı, tenemos que existe
una constante positiva c1 <∞ tal que∥∥∥L˜1 − L˜2 − L˜3 + L˜4∥∥∥
2
≤ c1 ‖G−H‖∞ .
Veamos entonces la cota de la norma de los te´rminos restantes.
Integrando por partes, por un lado, tenemos que:
R1 = (−1)p+1
∫∫
K˜
(G−H)(t, z) ∂
p
∂z
(
∂
∂t
W0(t)W
∗(t, z)dt
)
z dz
107
entonces
‖R1‖2 ≤ ‖G−H‖∞
∥∥∥∥
∫∫
K˜
∂p
∂z
(
∂
∂t
W0(t)W
∗(t, z)dt
)
z dz
∥∥∥∥
2
,
que por B2 la norma de la integral es finita. Es decir que existe una constante
positiva c2 tal que ‖R1‖2 ≤ c2 ‖G−H‖∞. Y adema´s, obtenemos:∫∫
W (t, z)tzd(G−H)(t, z)=(−1)p+1
∫∫
K˜
(G−H)(t, z) ∂
p
∂z
(
∂
∂t
W0(t)W
∗(t, z)t dt
)
z dz.
Con lo cual:
‖R3‖2 ≤ ‖β′z‖∞ ‖G−H‖∞
∫∫
K˜
∥∥∥∥ ∂p∂z ∂∂tW0(t)W ∗(t, z)t z
∥∥∥∥
2
dt dz,
por B2, la u´ltima integral es finita, entonces existe una constante positiva c4 tal que
‖R3‖2 ≤ c4 ‖G−H‖∞.
Por otro lado:
‖R2‖2 =
∥∥∥∥
∫∫
W0(t)W
∗(t, z)a(t)d(G−H)(t, z)
∥∥∥∥
2
≤ ca |S1| √p
(7.57)
≤ ca s1 ‖G−H‖∞
√
p
≤ c3 ‖G−H‖∞
para alguna constante finita c3. Y adema´s
‖R4‖2 =
∥∥∥∥
∫∫
W0(t)W
∗(t, z)
∫
I(t ≥ u)a(u)du(β′z)d(G−H)(t, z)∥∥∥∥
2
≤ ca ‖β′z‖∞ |S2|
√
p
(7.57)
≤ ca ‖β′z‖∞ s2 ‖G−H‖∞
√
p
≤ c5 ‖G−H‖∞ ,
para alguna constante finita c5.
En conclusio´n tenemos que:∥∥∥LinW,β(G−H)∥∥∥
2
≤ ‖R1‖2 + ‖R2‖2 + ‖R3‖2 + ‖R4‖2 +
∥∥∥L˜1 − L˜2 − L˜3 + L˜4∥∥∥
2
≤ c ‖G−H‖∞ .
donde c := c1 + c2 + c3 + c4 + c5.

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Demostracio´n del Teorema 4.4
::::::::::::::
Demostraci
:´
o
::
n: Por los Lemas 1 y 3, ∀W ∈ W y β ∈ B, existe una constante
positiva M0 tal que
‖L(G,β,W )− L(H,β,W )‖2 ≤M0‖G−H‖∞. (7.58)
Por el Lema 2
L(H,β,W )− L(H,β0,W )− L(H,W )(β − β0) = 0,
y si lo sumamos a (7.58), obtenemos que
‖L(G,β,W )− L(H,W )(β − β0)‖2 ≤M0‖G−H‖∞,
ya que L(H,β0,W ) = 0. Esto asegura que
‖L−1(H,W )L(G,β,W )− (β − β0)‖2 ≤M0‖G−H‖∞a−1/p, (7.59)
donde a := |det{L(H,W )}|, que por B4 es no nulo y finito.
Sea M :=M0a
−1/p > 0.
Ahora definimos la funcio´n continua de B en B como:
g(β) := β − L−1(H,W )L(G,β,W ),
para H ∈ Aβ
0
, G ∈ B(H, ε) y W ∈W fijos. Entonces por (7.59) tenemos que:
‖β0 − g(β)‖2 ≤M‖G−H‖∞ (7.60)
Luego para ‖G − H‖∞ suficientemente chico, la bola B := {β : ‖β − β0‖2 ≤
M‖G − H‖∞} es un subconjunto de B. Tambie´n, por la ecuacio´n (7.60), si algu´n
β ∈ B, su imagen g(β) ∈ B. Por el Teorema de punto fijo de Brouwer, existe β∗ ∈ B
para el cual g(β∗) = β∗, es decir,
β∗ − L−1(H,W )L(G,β∗,W ) = β∗,
lo que implica L(G,β∗,W ) = 0.

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Demostracio´n del Teorema 4.5
::::::::::::::
Demostraci
:´
o
::
n: Como L(H,β0,W ) = 0, por nuestras hipo´tesis, tenemos que
L(G,β,W ) = L(G,β,W )− L(H,β,W ) + L(H,β,W )− L(H,β0,W ). (7.61)
Luego, por los Lemas 1 y 2, respectivamente, ∀W ∈W y β ∈ B, tenemos que
L(G,β,W )− L(H,β,W ) = Lin
W,β
0
(G−H) + o (‖G−H‖∞)
L(H,β,W )− L(H,β0,W ) = L(H,W )(β − β0).
Utilizando estas dos ecuaciones en (7.61) tenemos que:
L(G,β,W ) = Lin
W,β
0
(G−H) + L(H,W )(β − β0) + o (‖G−H‖∞)
Notar que por el Teorema 4.4, para ‖G−H‖∞ suficientemente chico, existe β(G,W )
tal que β(G,W )− β0 = o(‖G−H‖∞) y L(G,β(G,W ),W ) = 0. Es decir,
L(H,W )[β(G,W )− β0] + LinW,β
0
(G−H) = o (‖G−H‖∞) .
Ya que por B4 detL(H,W ) esta´ acotado y es no nulo sobre W, premultiplicando
por la inversa obtenemos
β(G,W )− β0 + L(H,W )−1LinW,β
0
(G−H) = o (‖G−H‖∞) .

Demostracio´n del Teorema 4.6
::::::::::::::
Demostraci
:´
o
::
n:
‖Hn −H‖∞ = ‖Hn −G‖∞ + ‖G−H‖∞
Por suposicio´n ‖G − H‖∞ = o
(
n−1/2
)
y por Glivenko-Cantelli ‖Hn − G‖∞ =
op
(
n−1/2
)
, as´ı por Teorema 4.5,
β(Hn,W )− β0 + L(H,W )−1LinW,β
0
(Hn −H) = op
(
n−1/2
)
n1/2
[
β(Hn,W )− β0 + L(H,W )−1LinW,β
0
(Hn −H)
]
= op(1)
Como Lin
W,β
0
(Hn −H) es lineal y LinW,β
0
(H −H) = 0, se sigue la conclusio´n del
Teorema Central del L´ımite.

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