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a b s t r a c t
In this paper, we consider a fractional initial value problem (IVP) in the case where the
order ν of the fractional difference satisfies 0 < ν ≤ 1. We show that solutions of this
IVP satisfy a continuity condition both with respect to the order of the difference, ν, and
with respect to the initial conditions, and we deduce several important corollaries from
this theorem. Thus, we address a complication that arises in the fractional case but not in
the classical (integer-order) case.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider a fractional initial value problem (IVP) of the sort considered in a recent paper by Atici and
Eloe [1]. In that paper, the authors demonstrated that a ν-th order discrete fractional initial value problem has a unique
solution, and they presented a variety of solution algorithms. However, [1] did not address a question of theoretical interest—
that is, whether or not solutions to such equations satisfy a continuity condition not only with respect to initial conditions
but also with respect to the order, ν, of the fractional difference. In a paper by Diethelm and Ford [2], it was shown that, in
the case of continuous fractional initial value problems, this question may be answered in the affirmative. In this paper, we
argue that the same sort of continuity condition holds in the case of discrete fractional IVPs and that a number of important
corollaries follow from this. Thus, the present work can be considered both an extension of [1] and a complement to certain
of the results in [2].
In the continuous case, the fractional calculus and associated differential equations have been studied since the late
1600s. However, until the last several decades, research in this area was rather sporadic. Recently, though, there has been a
noteworthy increase of research in this area; see, for example, [3–7] and the references therein.Moreover, it has been shown
that fractional differential equations have nontrivial applications in numerous diverse fields including electrical engineering,
chemistry, mathematical biology, control theory, and the calculus of variations; see, for example [3,8–10]. In particular, the
monograph by Podlubny [9] provides an excellent overview of not only the basic theory of the continuous fractional calculus
but certain of its nontrivial applications.
Despite the relative increase in research in fractional differential equations, little progress has been made in developing
the theory of fractional difference equations or,moreover, the general theory of fractional calculus on an arbitrary time scale.
In particular, each of the works cited in the previous paragraph explores fractional differential equations. Recently, though,
there has been an increase in research in the theory of discrete fractional calculus; for example, one can consult the recent
papers [1,11–19]. This paper, then, can be considered a contribution to this new, emerging area of mathematics.
In particular, the outline of this paper is as follows. After stating some preliminary results, which may be easily found
in the existing literature on discrete fractional calculus, we prove our main theorem, which asserts that, under certain
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conditions, solutions to a discrete fractional IVP and a perturbation of that IVP satisfy a Gronwall-type bound. As a
consequence of this theorem, we deduce several continuity results both with respect to the initial conditions and with
respect to the order, ν, of the difference operator.
2. Preliminaries
We first wish to collect some basic lemmas that will be important to us in what follows. We begin with some basic
properties regarding the discrete fractional difference. These results will play a decisive role in our proofs later in this paper.
Definition 2.1. We define
tν := Γ (t + 1)
Γ (t + 1− ν) ,
for any t and ν for which the right-hand side is defined. We also appeal to the common convention that, if t+1− ν is a pole
of the gamma function and t + 1 is not a pole, then tν = 0.
Definition 2.2. The ν-th fractional sum of a function f , for ν > 0, is defined to be
∆−ν f (t) = ∆−ν f (t; a) := 1
Γ (ν)
t−ν∑
s=a
(t − s− 1)ν−1f (s),
where t ∈ {a+ ν, a+ ν + 1, . . .} =: Na+ν . We also define the ν-th fractional difference, where ν > 0 and 0 ≤ N − 1 <
ν ≤ N with N ∈ N, to be
∆ν f (t) := ∆N∆ν−N f (t),
where t ∈ Na+ν .
Lemma 2.3. Let t and ν be any numbers for which tν and tν−1 are defined. Then
∆tν = νtν−1.
We now state and prove the following lemma, which will be important in what follows.
Lemma 2.4. Let ν ∈ R and let t, s ∈ R such that (t − s)ν is well defined. Then∆s(t − s)ν = −ν(t − s− 1)ν−1.
Proof. Using Definition 2.1 and the fundamental properties of the gamma function, we get the following.
∆s(t − s)ν = (t − s− 1)ν − (t − s)ν
= Γ (t − s)
Γ (t − s− ν) −
Γ (t − s+ 1)
Γ (t − s− ν + 1)
= (t − s− ν)Γ (t − s)− Γ (t − s+ 1)
Γ (t − s− ν + 1)
= −ν(t − s− 1)ν−1. 
Finally, we need to recall the following generalization of the Gronwall inequality to the setNa+ν := {a+ν, a+ν+1, . . .},
where ν ∈ R.
Lemma 2.5 ([20]). Let a, ν ∈ R be given. If y and f are functions that are defined on Nν+a and γ > 0 is a constant such that
y(t) ≤ f (t)+ γ
t−1∑
τ=ν−1
y(τ )
for all t ∈ Nν+a, then
y(t) ≤ f (t)+ γ
t−1∑
τ=ν−1
f (τ )(1+ γ )t−τ−1.
3. A continuity result
We are now ready to prove our main theorem of this paper. Throughout this section, we assume that ν ∈ (0, 1] and
f : (Nν−1 ∪ Nν−−1)× R→ R is given. We consider the nonlinear discrete fractional initial value problem
∆νy(t) = f (t + ν − 1, y(t + ν − 1)) (3.1)
∆ν−1y(t)
∣∣
t=0 = y(ν − 1) = y0, (3.2)
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where t ∈ N0. Now, let 0 < 0 < ν ≤ 1 be given. Fix an  > 0 sufficiently small so that 0 < 0 ≤ ν −  < ν ≤ 1 and
consider the problem
∆ν−z(t) = f (t + ν −  − 1, y(t + ν −  − 1)) (3.3)
∆ν−−1z(t)
∣∣
t=0 = z(ν −  − 1) = z0, (3.4)
where t ∈ N0.
Note that (3.3)–(3.4) is the problem (3.1)–(3.2) perturbed both in the order of the difference (ν versus ν − ) and in the
initial condition (y0 versus z0). Our goal is to show that, under appropriate conditions on f , the solutions to the problems
(3.1)–(3.2) and (3.3)–(3.4) are close in some reasonable sense as  → 0+ and z0 → y0. That is, problem (3.1)–(3.2) satisfies
a continuity condition with respect to ν and y0. To prove this result, we shall show that it is implied by Theorem 3.2 below.
We now state and prove this theorem, but we require first a preliminary lemma.
Lemma 3.1 ([1]). The solution to the problem (3.1)–(3.2) is given by
y(t) = t
ν−1
Γ (ν)
a0 + 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1)),
for t ∈ Nν−1.
Theorem 3.2. Consider the discrete fractional initial value problems given by (3.1)–(3.2) and (3.3)–(3.4). Let f (t, y), where
f : (Nν−1 ∪ Nν−−1) × R → R, be a function such that f (t, y) satisfies a Lipschitz condition; that is, there exists constants
L, M > 0 such that |f (t1, y1)− f (t2, y2)| ≤ L |t1 − t2| +M |y1 − y2| for all y1, y2, and t1, t2 ∈ Nν−1 ∪ Nν−−1. Let ξ ∈ Nν−1,
ξ ≥ ν , be given. Let
N := max
{
max
t∈[ν−1,ξ ]Nν−1
∣∣∣∣ tν−1Γ (ν)y0
∣∣∣∣ , maxt∈[ν−−1,ξ−]Nν−−1
∣∣∣∣ (t − )ν−−1Γ (ν − ) z0
∣∣∣∣
}
and
Q0 := max
(t,y)∈[ν−1,ξ ]Nν−1∪[ν−−1,ξ−]Nν−−1×[−2N,2N]
f (t, y),
and assume that
max
t∈[ν−1,ξ ]Nν−1
t−ν∑
s=0
∣∣(t − s− 1)ν−1∣∣ , max
t∈[ν−−1,ξ−]Nν−−1
t−ν+∑
s=0
∣∣(t − s− 1)ν−−1∣∣ ≤ Γ (ν)
Q0
N.
Then, if y is a solution of (3.1)–(3.2) and z is a solution of (3.3)–(3.4), it follows that, for t ∈ [ν − 1, ξ ]Nν−1 ,
|y(t)− z(t − )| ≤ φ(t)+ MK0
Γ (ν)
t−1∑
τ=ν−1
φ(τ)
(
1+ MK0
Γ (ν)
)t−τ−1
,
where K0 := max(t,τ )∈[ν−1,ξ ]Nν−1×[ν−1,ξ−1]Nν−1
∣∣(t − τ + ν − 2)ν−1∣∣ and
φ(t) :=
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣+ 1Γ (ν)Q0
∣∣∣∣ tνν − (t − )ν−ν − 
∣∣∣∣
+Q0
∣∣∣∣ Γ (ν − )− Γ (ν)Γ (ν)Γ (ν −  + 1) (t − )ν−
∣∣∣∣+  LΓ (ν)
t−ν∑
s=0
(t − s− 1)ν−1.
Proof. By Lemma 3.1 we know that
y(t) = t
ν−1
Γ (ν)
y0 + 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1)) (3.5)
and that
z(t) = t
ν−−1
Γ (ν − ) z0 +
1
Γ (ν − )
t−ν+∑
s=0
(t − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1)), (3.6)
where we can see from (3.5) that y(t) is defined on the set Nν−1 := {ν − 1, ν, ν + 1, . . .} and from (3.6) that z(t) is defined
on the set Nν−−1 := {ν− − 1, ν− , ν− + 1, . . .}. So, at once we encounter a difficulty not encountered in the proof of
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the corresponding result in the continuous case; see [2]. Indeed, as y and z are defined on different sets, a direct comparison
of the sort |y(t) − z(t)| is not sensible. Therefore, we consider a shift of z, which amounts to a right shift of length  of the
graph of z; this will allow a direct comparison of the two functions.
To this end, let us put
z˜(t) := z(t − ). (3.7)
For reference in what follows, let us note that
z˜(t) = (t − )
ν−−1
Γ (ν − ) z0 +
1
Γ (ν − )
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1)). (3.8)
Note, as (3.8) demonstrates, that we leave the summand of the right-hand side of (3.8) above in terms of z, for this will be
useful in what follows. Next, observe that (3.5) and (3.8) together imply that
|y(t)− z˜(t)| =
∣∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0 + 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1))
− 1
Γ (ν − )
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣
≤
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣+
∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1))
− 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣
+
∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν −  − 1, z(s+ ν −  + 1))
− 1
Γ (ν)
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣
+
∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
− 1
Γ (ν − )
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣ . (3.9)
We shall now analyze each of the four pairs of terms on the right-hand side of (3.9). We consider first the term∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣ , (3.10)
where t ∈ [ν − 1, ξ ]Nν−1 . For the moment, we shall not rewrite (3.10) but merely notice that
lim
→0+
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣ = |y0 − z0| tν−1Γ (ν) ,
which implies that, if |y0 − z0| < δ, where δ > 0 is fixed, then
lim
→0+
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣ = |y0 − z0| tν−1Γ (ν) < tν−1Γ (ν) δ,
whence by choosing δ and  sufficiently small, (3.10) can be made arbitrarily small for t ∈ [ν − 1, ξ ]Nν−1 .
We next focus our attention on the third term in (3.9), which is∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν −  − 1, z(s+ ν −  + 1))
− 1
Γ (ν)
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣ . (3.11)
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Let us observe that (3.11) may be rewritten as∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
[
(t − s− 1)ν−1 − (t −  − s− 1)ν−−1] f (s+ ν −  − 1, z(s+ ν −  − 1))∣∣∣∣∣ . (3.12)
Now, let N be as given in the statement of the theorem and put
Q0 := max
(t,y)∈[ν−1,ξ ]Nν−1∪[ν−−1,ξ−]Nν−−1×[−2N,2N]
f (t, y). (3.13)
Observe by the hypotheses given in the statement of the theorem that
|y(t)| ≤ N + 1
Γ (ν)
t−ν∑
s=0
∣∣(t − s− 1)ν−1∣∣ |f (s+ ν − 1, y(s+ ν − 1))| ≤ N + Q0
Γ (ν)
· Γ (ν)
Q0
· N,
so that |y(t)| ≤ 2N . A similar argument shows that |z(t)| ≤ 2N , too. So, from (3.12) and (3.13), we find that∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
[
(t − s− 1)ν−1 − (t −  − s− 1)ν−−1] f (s+ ν −  − 1, z(s+ ν −  − 1))∣∣∣∣∣
≤ Q0
∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
[
(t − s− 1)ν−1 − (t −  − s− 1)ν−−1]∣∣∣∣∣
= 1
Γ (ν)
Q0
∣∣∣∣∣
[
−1
ν
(t − s)ν
]t−ν+1
0
+
[
1
ν −  (t −  − s)
ν−
]t−ν+1
0
∣∣∣∣∣ (by Lemma 2.4)
= 1
Γ (ν)
Q0
∣∣∣∣ tνν − (t − )ν−ν − 
∣∣∣∣ . (3.14)
Let us notice, which will be important in what follows, that
lim
→0+
1
Γ (ν)
Q0
∣∣∣∣ tνν − (t − )ν−ν − 
∣∣∣∣ = 0,
so that (3.11) tends to zero as  → 0+.
We consider next the fourth term in (3.9), which is∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
− 1
Γ (ν − )
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣ . (3.15)
We wish to rewrite (3.15) in a way similar to the way in which (3.11) was rewritten above. So, using (3.13), we have∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
− 1
Γ (ν − )
t−ν∑
s=0
(t −  − s− 1)ν−−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣
≤ Q0
∣∣∣∣∣Γ (ν − )− Γ (ν)Γ (ν)Γ (ν − )
[
− 1
ν −  (t −  − s)
ν−
]t−ν+1
0
∣∣∣∣∣
= Q0
∣∣∣∣ Γ (ν − )− Γ (ν)Γ (ν)Γ (ν −  + 1) (t − )ν−
∣∣∣∣ . (3.16)
As with (3.14) above, if we focus on the right-hand side of (3.16), we note that
lim
→0+
Q0
∣∣∣∣ Γ (ν − )− Γ (ν)Γ (ν)Γ (ν −  + 1) (t − )ν−
∣∣∣∣ = 0,
so that (3.15) tends to 0 as  → 0+. This, too, will be important in what follows.
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Finally, let us consider the second term in (3.9), which is∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1))
− 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣ . (3.17)
Now, using the Lipschitz condition on f , we obtain∣∣∣∣∣ 1Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν − 1, y(s+ ν − 1))
− 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1f (s+ ν −  − 1, z(s+ ν −  − 1))
∣∣∣∣∣
≤ 1
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1[L +M|y(s+ ν − 1)− z(s+ ν −  − 1)|]
=  L
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1 + M
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1 |y(s+ ν − 1)− z(s+ ν −  − 1)| . (3.18)
Notice that, on the right-hand side of (3.18), we find that
lim
→0+

L
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1 = 0, (3.19)
for t ∈ [ν − 1, ξ ]Nν−1 .
We shall now summarize our results thus far. So, combining (3.10), (3.14), (3.16) and (3.18), we find that (3.9) may be
rewritten as
|y(t)− z(t − )| = |y(t)− z˜(t)|
≤
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣+ 1Γ (ν)Q0
∣∣∣∣ tνν − (t − )ν−ν − 
∣∣∣∣
+Q0
∣∣∣∣ Γ (ν − )− Γ (ν)Γ (ν)Γ (ν −  + 1) (t − )ν−
∣∣∣∣+  LΓ (ν)
t−ν∑
s=0
(t − s− 1)ν−1
+ M
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1 |y(s+ ν − 1)− z(s+ ν −  − 1)| . (3.20)
Now, if we put
φ(t) :=
∣∣∣∣ tν−1Γ (ν)y0 − (t − )ν−−1Γ (ν − ) z0
∣∣∣∣+ 1Γ (ν)Q0
∣∣∣∣ tνν − (t − )ν−ν − 
∣∣∣∣
+Q0
∣∣∣∣ Γ (ν − )− Γ (ν)Γ (ν)Γ (ν −  + 1) (t − )ν−
∣∣∣∣+  LΓ (ν)
t−ν∑
s=0
(t − s− 1)ν−1, (3.21)
then we can use (3.21) together with a change of index, τ := s+ ν − 1, to rewrite the inequality (3.20) as
|y(t)− z(t − )| = |y(t)− z˜(t)|
≤ φ(t)+ M
Γ (ν)
t−ν∑
s=0
(t − s− 1)ν−1 |y(s+ ν − 1)− z(s+ ν −  − 1)|
= φ(t)+ M
Γ (ν)
t−1∑
τ=ν−1
(t − τ + ν − 2)ν−1 |y(τ )− z(τ − )| , (3.22)
for t ∈ [ν − 1, ξ ]Nν−1 .
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Finally, we use the Gronwall inequality given in Lemma 2.5. In order to apply Lemma 2.5 to (3.22), let us put
K0 := max
(t,τ )∈[ν−1,ξ ]Nν−1×[ν−1,t−1]Nν−1
∣∣(t − τ + ν − 2)ν−1∣∣ .
Thus, (3.22) becomes
|y(t)− z(t − )| ≤ φ(t)+ MK0
Γ (ν)
t−1∑
τ=ν−1
|y(τ )− z(τ − )| . (3.23)
Finally, note that we can apply the Gronwall inequality to (3.23). Doing so, we get that
|y(t)− z(t − )| = |y(t)− z˜(t)| ≤ φ(t)+ MK0
Γ (ν)
t−1∑
τ=ν−1
φ(τ)
(
1+ MK0
Γ (ν)
)t−τ−1
, (3.24)
which completes the proof. 
Remark 3.3. Let us make one observation regarding the statement of Theorem 3.2 and its proof. Notice that the number Q0
is necessary if and only if  6= 0. Thus, in the case where  = 0, we need not worry about the number Q0, and, consequently,
the hypotheses of Theorem 3.2 can be suitably relaxed. In what follows, we shall not differentiate between these cases, but
the reader should be aware of this difference.
Now, having proved Theorem 3.2, we deduce a number of corollaries from it.
Corollary 3.4. Suppose that the hypotheses of Theorem 3.2 hold. Suppose, further, that |y0 − z0| := δ. Then, given a solution y
of problem (3.1)–(3.2) and a solution z of problem (3.3)–(3.4), it follows that, for each η > 0, we can choose δ,  > 0 in such a
way that the bound
|y(t)− z(t − )| < η (3.25)
holds for t ∈ [ν − 1, ξ ]Nν−1 , for ξ > 0 given.
Proof. Let us begin by noting that, by writing φ in terms of the gamma function, we see that
φ(t) =
∣∣∣∣Γ (t + 1)Γ (ν − )y0 − Γ (t −  + 1)Γ (ν)z0Γ (ν)Γ (t − ν + 2)Γ (ν − )
∣∣∣∣+ Q0Γ (ν)
∣∣∣∣ (ν − )Γ (t + 1)− νΓ (t −  + 1)νΓ (t − ν + 1)
∣∣∣∣
+Q0|Γ (ν − )− Γ (ν)| ·
∣∣∣∣ Γ (t −  + 1)Γ (ν)Γ (ν −  + 1)Γ (t − ν + 1)
∣∣∣∣+ LΓ (ν)
t−ν∑
s=0
Γ (t − s)
Γ (t − s− ν + 1) . (3.26)
We now argue that each term in (3.26) can be made arbitrarily small by picking δ,  > 0 sufficiently small.
To this end, let η0 > 0 be given. Notice that we can select N1 > 0 such that, whenever 0 <  < N1, we find by the
uniform continuity of Γ (·) on [ν − ,+∞) that
|Γ (ν − )− Γ (ν)| < η0
4Q0
∣∣∣ Γ (t−+1)
Γ (ν)Γ (ν−+1)Γ (t−ν+1)
∣∣∣+ 4 < η04 , (3.27)
for all t ∈ [ν − 1, ξ ]Nν−1 .
Similarly, there exists a number N2 > 0 such that, for 0 <  < N2, we find that
Q0
Γ (ν)
∣∣∣∣ (ν − )Γ (t + 1)− νΓ (t −  + 1)νΓ (t − ν + 1)
∣∣∣∣
≤ Q0
Γ (ν)
[
|Γ (t + 1)− Γ (t + 1− )| · 1
Γ (t − ν + 1) +  ·
Γ (t + 1)
Γ (t − ν + 1)
]
≤ η0
8
+ η0
8
= η0
4
, (3.28)
say, where this again follows from the uniform continuity of the gamma function on the set [ν − ,+∞). (Note that ν − 
is, by construction, bounded away from 0.)
Moreover, for some number N3 > 0, we have that, whenever 0 <  < N3 and δ := |y0 − z0| < η08 · maxt∈[ν−1,ξ ]Nν−1
1
Γ (t−+1)Γ (ν) ,
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Γ (ν)Γ (t − ν + 2)Γ (ν − ) |Γ (t + 1)Γ (ν − )y0 − Γ (t −  + 1)Γ (ν)z0|
≤ |y0| |Γ (t + 1)Γ (ν − )− Γ (t −  + 1)Γ (ν)| + |y0 − z0| |Γ (t −  + 1)Γ (ν)|
≤ |y0| [|Γ (t + 1)− Γ (t + 1− )| · |Γ (ν − )| + |Γ (t −  + 1)| · |Γ (ν − )− Γ (ν)|]
+ |y0 − z0| |Γ (t −  + 1)Γ (ν)|
≤ η0
8
+ η0
8
≤ η0
4
, (3.29)
say.
Finally, it is clear that we can choose N4 > 0 so that
L
Γ (ν)
t−ν∑
s=0
Γ (t − s)
Γ (t − s− ν + 1) <
η0
4
(3.30)
whenever 0 <  < N4, because both the sum in (3.30) above and the quantity LΓ (ν) are bounded.
Now, put N := min {N1,N2,N3,N4}. Then, combining (3.27)–(3.30) implies that, whenever 0 <  < N ,
|φ(t)| < η0, (3.31)
and so, for t ∈ [ν − 1, ξ ]Nν−1 , φ(t) can be made arbitrarily small.
So, now let η > 0 be given. It is clear that
max
t∈[ν−1,ξ ]Nν−1
∣∣∣∣∣ MK0Γ (ν)
t−1∑
τ=ν−1
(
1+ MK0
Γ (ν)
)t−τ−1∣∣∣∣∣ ≤ N5, (3.32)
for some number N5 ≥ 0. Then (3.31) and (3.32) together imply that we can choose δ and  sufficiently small so that
max
t∈[ν−1,ξ ]Nν−1
φ(t) < min
{
η
2
,
η
2N5 + 1
}
. (3.33)
So, it follows, then, from (3.31)–(3.33) that, for any given η > 0, we have
|y(t)− z(t − )| < η,
whenever δ and  are chosen sufficiently small, and so the proof is complete. 
Corollary 3.5. Suppose that the hypotheses of Theorem 3.2 hold. Suppose, further, that |y0 − z0| := δ. Let ξ > 0 be given.
Suppose that  = 0 in (3.3)–(3.4). Then, given a solution y of problem (3.1)–(3.2) and a solution z of problem (3.3)–(3.4), it
follows that for each η > 0, we can choose δ > 0 in such a way that the bound
|y(t)− z(t)| < η (3.34)
holds for t ∈ [ν − 1, ξ ]Nν−1 .
Proof. Note that, if  = 0, then we find from (3.21) that
φ(t) = t
ν−1
Γ (ν)
|y0 − z0| .
Now, on the compact set [ν − 1, ξ ]Nν−1 , there exists a number ξ0 ∈ [ν − 1, ξ ]Nν−1 such that
max
τ∈[ν−1,ξ−1]Nν−1
φ(τ) = ξ
ν−1
0
Γ (ν)
|y0 − z0| .
Put K1 := max(t,τ )∈[ν−1,ξ ]Nν−1×[ν−1,t−1]Nν−1
(
1+ MK0
Γ (ν)
)t−τ−1
. Then we find that
|y(t)− z(t)| ≤ ξ
ν−1
0
Γ (ν)
δ + MK0
Γ (ν)
t−1∑
τ=ν−1
ξ
ν−1
0
Γ (ν)
(
1+ MK0
Γ (ν)
)t−τ−1
δ
≤ δ
[
ξ
ν−1
0
Γ (ν)
+ MK0K1ξ
ν−1
0 (ξ − ν + 1)
(Γ (ν))2
]
. (3.35)
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So, pick
0 < δ <
η
ξ
ν−1
0
Γ (ν)
+ MK0K1ξ
ν−1
0 (ξ−ν+1)
(Γ (ν))2
. (3.36)
Then, (3.35) and (3.36) together imply that
|y(t)− z(t)| ≤ δ
(
ξ
ν−1
0
Γ (ν)
+ MK0K1ξ
ν−1
0 (ξ − ν + 1)
(Γ (ν))2
)
< η, (3.37)
and the proof is complete. 
Corollary 3.6. Suppose that the hypotheses of Theorem 3.2 hold. Furthermore, let y(t) be a solution of (3.1)–(3.2) and z(t) a
solution of (3.3)–(3.4). Then, in the case when ν = 1, we get that
|y(t)− z(t − )| ≤ φ(t)+MK0
t−1∑
τ=0
φ(τ) (1+MK0)t−τ−1 ,
where
φ(t) :=
∣∣∣∣y0 − (t − )−Γ (1− ) z0
∣∣∣∣+ Q0 [∣∣∣∣t − (t − )1−1− 
∣∣∣∣+ ∣∣∣∣ (Γ (1− )− 1)(t − )−Γ (2− )
∣∣∣∣]+ tL. (3.38)
Proof. Immediate from (3.24). 
Corollary 3.7. Suppose that the hypotheses of Theorem 3.2 hold and that ν = 1. Suppose, further, that |y0 − z0| := δ. Suppose
that  = 0 in (3.3)–(3.4). Then, given a solution y of problem (3.1)–(3.2) and a solution z of problem (3.3)–(3.4), it follows that,
for each η > 0, we can choose δ > 0 in such a way that the bound
|y(t)− z(t)| < η (3.39)
holds for t ∈ [ν − 1, ξ ]Nν−1 for ξ > 0 given.
Proof. From (3.37), pick 0 < δ < η1+MK0K1ξ . Then Corollary 3.5 implies the conclusion. 
We conclude by first giving an example of Corollary 3.5 and then making some remarks about Theorem 3.2 and its
corollaries.
Example 3.8. Suppose that we put  := 0, ν := 910 , η := 2, and ξ := 9910 . Let us also suppose that f (t, y) := t + y. Thus, we
wish to apply the result of Corollary 3.5 to the pair of fractional IVPs.
∆
9
10 y(t) =
(
t − 1
10
)
+ y
(
t − 1
10
)
(3.40)
∆−
1
10 y(t)
∣∣∣
t=0
= y
(
− 1
10
)
= y0 (3.41)
and
∆
9
10 z(t) =
(
t − 1
10
)
+ y
(
t − 1
10
)
(3.42)
∆−
1
10 z(t)
∣∣∣
t=0
= z
(
− 1
10
)
= z0, (3.43)
and then determine how large δ := |y0 − z0|may be chosen so that
|y(t)− z(t)| < 2 = η (3.44)
for all t ∈ [− 110 , 9910 ]Nν−1 , where y and z are the solutions to problems (3.40)–(3.41) and (3.42)–(3.43), respectively.
To this end, we can deduce the following quantities.
M := 1 (3.45)
ξ0 := − 110 (3.46)
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K0 := max
(t,τ )∈
[
− 110 , 9910
]
Nν−1
×
[
− 110 ,t−1
]
Nν−1
∣∣∣∣∣
(
t − τ − 11
10
)− 110 ∣∣∣∣∣ ≈ 1.07 (3.47)
K1 := max
(t,τ )∈
[
− 110 , 9910
]
Nν−1
×
[
− 110 ,t−1
]
Nν−1
(
1+ MK0
Γ (ν)
)t−τ−1
≈ 512. (3.48)
Thus, using estimate (3.36) together with the values given by (3.45)–(3.48), we find that we should take
δ <
η(
− 110
) 9
10−1
Γ
(
9
10
) + 1.07·512·
(
− 110
) 9
10−1·( 9910− 910+1)(
Γ
(
9
10
))2
≈ η
5121
, (3.49)
whence, by putting η = 2 into (3.49), we find that
δ < 0.000391. (3.50)
Consequently, (3.50) implies that, if we wish the solutions y and z to remain within η = 2 units of each other on the interval[− 110 , 9910 ]Nν−1 , then the initial conditions y0 and z0 must be within no more than approximately 0.000391 units. Clearly,
if we either shorten the interval [ν − 1, ξ ]Nν−1 or relax the closeness, η, that y and z must remain to each other, then the
maximum value of δ will increase.
Remark 3.9. Note that Corollary 3.4 implies that, given solutions to (3.1)–(3.2) and (3.3)–(3.4), the solutions remain close
(in the sense of Theorem 3.2) provided that (i) the initial conditions are sufficiently close and (ii) the orders of the differences
are sufficiently close. So, this is a statement regarding continuity of solutions to two different IVPs wherein both the order
of difference and the initial conditions are not (necessarily) equal.
Remark 3.10. Note that Corollary 3.5 implies that, given solutions to (3.1)–(3.2) and (3.3)–(3.4) with  = 0, the solutions
remain close (in the sense of Theorem 3.2). So, this is a statement regarding continuity of solutions to two different IVPs
wherein the order of difference is equal but the initial conditions are not (necessarily) equal.
Remark 3.11. Note that Corollary 3.6 implies that for 0 < ν < 1 a ν-th order initial value problem may be approximated
by a first-order initial value problem (and vice versa) provided that ν is sufficiently close to (and less than) unity and that ξ
is kept sufficiently close to and greater than−.
Remark 3.12. Note that Corollary 3.7 confirms the classical result — namely, that solutions to a first-order discrete initial
value problem are continuous with respect to initial conditions.
Remark 3.13. In comparing our results to those that can be found in the paper by Diethelm and Ford [2], we find that our
results are somewhat weaker. For example, we make some restrictions on the growth of f (t, y) that Diethelm and Ford do
not make. Part of the difference is that the discrete fractional difference shifts domains, and this causes some complications,
as pointed out in the proof of Theorem 3.2. Moreover, our proof strategy is rather different than the one employed in [2]. It
may be possible to provide a proof more analogous to that provided in [2], and this would be an interesting program for a
future work.
Remark 3.14. Just as Diethelm and Ford remark in [2], we point out that in this paper we have addressed a question that
cannot arise in the classical theory of difference equations. Indeed, in the latter theory, we put ν = 1, and so, there is no
concern as to the continuity of solutions with respect to the order of the difference operator. Thus, the question that has
been addressed in this paper is one unique to fractional difference calculus, and thismakes the fractional difference equation
more interesting in this respect than the integer-order counterpart.
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