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Povzetek
Naslov: Uporaba tehnologije NoSQL za učinkoviteǰse izračunavanje regula-
tornih poročil v zavarovalnǐstvu
Finančni in zavarovalnǐski trg je z namenom obvladovanja tveganj vlaga-
teljev močno reguliran. V začetku leta 2022 v veljavo stopi nova direktiva,
imenovana IFRS 17, ki predvideva izčrpno poročanje o posameznih finančnih
instrumentih. S tehničnega vidika to pomeni shranjevanje in obdelavo ogro-
mne količine podatkov tipa časovnih vrst. Poiskati je treba učinkovito in ce-
novno ugodno rešitev za reševanje omenjenega problema. V tem delu glede na
različne kriterije primerjamo eno relacijsko in štiri nerelacijske podatkovne
baze, ki ustrezajo naravi problema. Za najbolj obetavno se izkaže imple-
mentacija TimescaleDB, ki se jo da enostavno namestiti kot razširitev baze
PostgreSQL. Izkaže se kot izjemno zanesljiva in učinkovita rešitev za poizve-
dovanje nad ogromnimi časovnimi vrstami, hkrati pa jo je moč porazdeliti
med več strežnikov in zagotoviti hitro poizvedovanje.
Ključne besede
podatkovne baze, obdelava velike količine podatkov, porazdelitev podatkov in
obdelave, regulatorna poročila v zavarovalnǐstvu

Abstract
Title: Efficient reports’ compilation in the insurance industry using NoSQL
The financial and insurance sector is heavily regulated. A new directive,
called IFRS 17, is going to be issued in the beginning of year 2022. The
directive requires comprehensive reporting about individual financial instru-
ments from financial institutions. From a technical point of view, it means
storing and processing huge amounts of time series data. An effective and
affordable solutions are required to address the problem. In this thesis, we
compare one relational and four NoSQL databases. The databases are com-
pared according to different criteria that correspond to the nature of the
problem. The implementation of TimescaleDB proves to be an extremely
reliable and effective solution for querying over huge time series. It can also
be distributed across multiple servers and provides fast querying.
Keywords
databases, processing large amounts of data, data and processing distribution,
regulatory reports in insurance industry

Poglavje 1
Uvod
V zadnjem času se vse več podjetij z različnih panog srečuje z obdelavo velikih
količin podatkov v najrazličneǰse namene. Z namenom enotnega poročanja
in obvladovanja tveganj vlagateljev, je bila na področju zavarovalnǐstva ne-
davno sprejeta evropska direktiva, imenovana IFRS 17 [13]. Ta predvideva
poenotena poročila o posameznih finančnih instrumentih. Tako bodo lahko
investitorji brez težav primerjali dve popolnoma različni naložbi in imeli in-
formacije o tem, katera je bolǰsa. Za zavarovalnice ta poročila niso bistvenega
pomena – omogočajo jim delovanje na trgu (ker so obvezna) in primerjavo
s konkurenco, ne omogočajo pa bolǰsega upravljanja s tveganji. Izvajanje
izračunov na obstoječih sistemih nevarno posega v delovanje za zavaroval-
nico bistvenih sistemov. Namestitev novih sistemov, ki omogočajo izračun
te količine podatkov v primernem času, predstavlja dodaten strošek, ki za-
varovalnici ne omogoča izbolǰsave njenega poslovanja in ga zato smatra kot
dajatev. Zato ǐsčemo načine, kako zmanǰsati stroške, potrebne za zadovolji-
tev regulacijskih zahtev.
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Do januarja 2022, ko direktiva stopi v veljavo, morajo zavarovalnice tako
vsebinsko kot tehnično podpreti omenjeno poročanje. S tehničnega vidika
težave nastopijo predvsem zaradi velike količine podatkov, ki jih bo treba
obdelati na mesečni ravni, da bo ugodeno zahtevam direktive. Trenutno
na trgu že obstajajo programske rešitve [1, 2, 4], ki bodo zavarovalnicam
omogočale zahtevano poročanje. Omenjene rešitve podatke za obdelavo hra-
nijo v relacijskih podatkovnih bazah, s čimer so povezane številne težave,
predvsem performančne narave. V okviru magistrske naloge bomo eno izmed
teh vzeli kot referenčni sistem. Primarna težava obstoječih implementacij je
počasno iskanje in branje podatkov z diska. Poleg tega je skaliranje zaradi
lastnosti SQL sistema drago. Vzporedna obdelava večih skupin ni enostavno
izvedljiva.
Izdelava poročil zahteva obdelavo vrste podatkov. Podatki so v relacijski
bazi sortirani po nekem (pametno) izbranem ključu. Ob posameznem bra-
nju z diska vedno preberemo celotno stran (ang. page). V primeru, da so
podatki pametno sortirani, smo za ceno enega branja prebrali vse oziroma
večino podatkov, ki jih za trenutno akcijo potrebujemo. Težava, s katero se
srečujemo je, da podatkov ne moremo ustrezno urejeno shraniti na disk, kjer
bi performančno zadostili vsem zahtevanim oblikam poizvedb. Posamezni
zavarovalni pogodbi je prirejenih približno šestdeset časovnih vrst v dolžini
trajanja pogodbe. V eni izmed vrst si podatki res sledijo linearno in jih
preberemo z ene ali nekaj strani, v drugi potrebujemo naprimer vsak stoti
podatek, v tretji časovni vrsti naprimer vsak petdeseti, itd. Posledično to
pomeni, da moramo prebrati skoraj celotno podatkovno bazo, kar je časovno
izjemno potratno.
Predpostavljamo, da bi problem veliko bolje reševali z nerelacijskimi po-
datkovnimi bazami (NoSQL). Na realnem primeru bomo preizkusili nekaj
različnih implementacij NoSQL, analizirali performančne atribute, naše re-
zultate evalvirali in predlagali izbolǰsano rešitev. Predlagano rešitev bomo
kritično ovrednotili v primerjavi z referenčnimi sistemi, ki podatke shranju-
jejo v obliki relacij.
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Glavni prispevek magistrske naloge bodo smernice oz. odločitveni model
za izbiro ustrezne tehnične rešitve glede na podane funkcionalne zahteve,
na problemski domeni finančnega poročanja. Prototip rešitve bo omogočal
hitro in učinkovito nalaganje podatkov, ki jih zavarovalnice potrebujejo za
obdelavo in pripravo poročil. Konkuriral bo že obstoječim rešitvam in bo
omogočal kreiranje poročil na cenovno ugodni strojni opremi, kar si tako
zavarovalnice kot ostale ustanove, ki se soočajo s podobnimi problemi, želijo.
Predlagano rešitev bo moč razširiti in uporabiti tudi na drugih področjih s
podobnimi lastnostmi - kjer se podatki obdelujejo na strežniku, shranjujejo
pa se v nekih ločenih celotah in ne nujno v tabelah.
Po pregledu področja v poglavju 2, se bomo seznanili s podatki, s kate-
rimi operirajo zavarovalnice in jih bomo podrobneje predstavili v poglavju 3.
Le z njihovim razumevanjem bomo lahko izdelali podatkovni model in stra-
tegijo, kako jih porazdeliti med več strežnikov, da dosežemo kar največjo
učinkovitost. V poglavju 4 bomo spoznali testne scenarije. Nepristranskost
testov bomo zagotovili s poganjanjem le-teh v virtualnih okoljih z enakimi
konfiguracijami, opisanimi v poglavju 4.4. S področja relacijskih podatkovnih
baz bomo uporabili implementacijo Oracle SQL1, opisano v poglavju 5.1. Va-
njo bomo v obliki, ki bo ustrezala podatkovnemu modelu, prečrpali podatke,
ki jih zavarovalnice potrebujejo za obdelavo. Pomemben del magistrske na-
loge bo iskanje ustrezne nerelacijske podatkovne baze (NoSQL), ki bo kar se
da dobro rešila naš problem počasnega iskanja podatkov in dragega skalira-
nja sistema. Poizkusili bomo z več implementacijami. Začeli bomo z najbolj
znano dokumentno bazo MongoDB2 v poglavju 5.2, nadaljevali pa z bolj na-
menskima bazama InfluxDB3 v poglavju 5.3 in TimescaleDB4 v poglavju 5.4.
Ti dve spadata v skupino podatkovnih baz za obdelavo časovnih vrst (ang.
time series), kar sovpada z naravo našega problema. Poskušali bomo napisati
kar se da realne poizvedbe in izmeriti hitrost iskanja in nalaganja podatkov
1https://www.oracle.com/index.html
2https://www.mongodb.com/
3https://www.influxdata.com/
4https://www.timescale.com/
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z diskov. Naše rezultate bomo ovrednotili s statističnimi testi in jih ustrezno
argumentirali v poglavju 6. Dobljene rezultate bomo primerjali z referenčnim
sistemom, ki teče na eni najbolǰsih in najbolj pogosto uporabljenih relacijskih
podatkovnih baz, Oracle. V poglavju 7 bomo na koncu predlagali rešitev, ki
se bo v danih okolǐsčinah izkazala za najprimerneǰso.
Poglavje 2
Pregled sorodnih del
Google, Amazon, Facebook in LinkedIn so bili med prvimi, ki so se soočili
z omejitvami relacijskih podatkovnih sistemov. Ker komercialnih rešitev na
trgu še ni bilo, so sami vpeljali nove pristope za upravljanje s podatki. Po-
datkovne baze NoSQL so bile zasnovane na podlagi povečane količine kom-
pleksnih podatkov (Big Data) in večinoma naslavljajo razpoložljivost pred
konsistentnostjo, horizontalno skaliranje ter porazdeljeno arhitekturo [20].
Problem, s katerim se soočajo relacijske podatkovne baze, je skalabilnost, saj
z naraščanjem količine podatkov zmogljivost vse hitreje pada. To je pripe-
ljalo do razvoja nove tehnologije - NoSQL. Za razliko od RDBMS (relacijski
sistemi za upravljanje baz podatkov), so podatkovne baze NoSQL zasnovane
tako, da jih lahko lažje skaliramo, ko začne količina podatkov naraščati. Ska-
labilnost lahko dosežemo vertikalno ali pa horizontalno [18]. Relacijske baze
so tehnologija, ki jo najlažje skaliramo vertikalno - da dodamo kapacitete (za
shranjevanje ali vhodno izhodne), potrebujemo zmogljiveǰsi strežnik. Mode-
ren pristop je horizontalno skaliranje [21]. Namesto nakupa zmogljiveǰsega
strežnika uporabimo več manǰsih strežnikov, virtualnih strojev ali instanc
v oblaku. Tudi obratno - kapacitete enostavno omejimo, ko nimamo več
potrebe po njih [20]. Računanje v oblaku in bolj specifično, virtualizacija,
pridobivata na popularnosti. Virtualizacija omogoča bolǰse razpolaganje in
upravljanje z viri, ker jih lahko porazdelimo med več aplikacij in uporabni-
5
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kov. To pomeni, da je strošek izvajanja nižji, premik izvajanja iz ene fizične
lokacije na drugo je bistveno lažji, načrtovanje sistema za skaliranje pa je eno-
stavneǰse [34]. Seveda ima virtualizacija tudi negativen vpliv - sama virtuali-
zacijska plast prav tako porablja nekaj sistemskih virov. Vpliv virtualizacije
so izmerili npr. v člankih [11] in [35].
Podatkovni sistemi NoSQL ne zagotavljajo lastnosti ACID (atomarnost,
konsistentnost, izolacija, trajnost), zagotavljajo pa lastnosti BASE
(v splošnem razpoložljivost, mehko stanje, eventualna konsistentnost). Ideja
je, da z opuščanjem omejitev ACID lahko dosežemo veliko večjo zmogljivost
in skalabilnost [3]. Zagovorniki podatkovnih baz NoSQL pogosto citirajo Eric
Brewerjev CAP teorem [10], ki pravi, da lahko sistem vedno zagotavlja zgolj
dve od treh lastnosti: konsistentnost, razpoložljivost, particijsko toleranco.
Sistemi NoSQL pogosto popustijo pri konsistentnosti.
Pri relacijskih podatkovnih bazah moramo shemo definirati pred doda-
janjem zapisov v bazo. Vsak zapis mora striktno ustrezati shemi [21]. Ka-
sneǰse urejanje sheme je težavno, še posebej, kadar je le-ta porazdeljena na
več strežnikih. Podatkovne baze NoSQL ne potrebujejo vnapreǰsnjega defi-
niranja sheme [17]. Te baze podatkov morda zahtevajo dodaten prostor za
shranjevanje, saj so podatki denormalizirani, vendar imajo za posledico večjo
učinkovitost, fleksibilnost in razširljivost [18].
Relacijske baze se srečujejo s tremi večjimi problemi [5]:
• Velikost podatkovne množice. Soočamo se z bliskovito rastjo podatkov
na internetu. Analiza Mednarodne podatkovne korporacije (IDC) kaže,
da je rast podatkov od leta 2007 do leta 2010 skoraj 25-kratna.
• Podatki so vse bolj povezani med seboj.
• Podatki niso strukturirani. Ti imajo nekaj atributov, ki so obvezni, ven-
dar večino opcijskih (in različnih). Z rastjo podatkov je treba razširiti
tudi stolpce v tabelah, kar pripelje do redkih tabel.
2.1. SAP HANA 7
NoSQL sisteme lahko v grobem razdelimo v pet kategorij:
• ključ - vrednost baze (ang. Key Value Stores),
• velike tabele (ang. Big Table),
• dokumentne baze (ang. Document Databases),
• grafne baze (ang. Graph Databases),
• podatkovne baze za zapis časovnih vrst (ang. Time Series Databases).
Prednosti NoSQL sistemov so enostavno skaliranje, hitrost, učinkovitost
in fleksibilnost. Glavni slabosti sta nezrelost ter odsotnost standardnega
poizvedovalnega jezika [24].
V naslednjih podpoglavjih bodo predstavljene konkretne rešitve oz. pri-
stopi za reševanje problema, povezanega s temo magistrskega dela.
2.1 SAP Hana
Z obdelavo velike količine podatkov se srečujemo marsikje, ne zgolj v zava-
rovalnǐstvu. Včasih je problem rešljiv že z ogromno količino hitrega spomina
RAM. Ena izmed tovrstnih rešitev je SAP Hana, ki je distribuirana podat-
kovna baza in se v celoti nahaja v RAM-u [19]. Dostop do podatkov in
iskanje po le-teh je tako mnogo hitreǰse, saj v referenčnem sistemu ozko grlo
predstavlja trdi disk. Problem SAP Hane je predvsem cena, zato tovrstna
rešitev pogosto ni dosegljiva. V našem primeru zahtevano poročanje zavaro-
valnicam ne prinese dodane vrednosti in je to zgolj opravilo, ki so ga dolžne
izvajati. Zaradi omenjenega razloga želijo ohraniti kar se da nizke stroške na
tem področju. Cena navsezadnje ni edina ovira, saj obstajajo tudi odprto-
kodne rešitve. RAM je namreč omejen po velikosti in slej ko prej pridemo
do scenarija, ko ga v enem strežniku ne moremo zagotoviti dovolj.
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2.2 MapReduce
Trenutno je v svetu precej navdušenja nad paradigmo MapReduce (MR)
za obdelavo velike količine podatkov [26]. Čeprav so približki tega ogrodja
poznani že več kot dvajset let v porazdeljenih sistemih za upravljanje baz
podatkov, mnogi MR vidijo kot drastično spremembo na področju obdelave
podatkov [14, 26].
MapReduce je programski model za obdelavo in generiranje velikih podat-
kovnih zbirk z vzporednim, distribuiranim algoritmom na gruči računalnikov
[14]. Sestavljen je iz metode
”
map”, ki izvede filtriranje in sortiranje vho-
dnih podatkov, in metode
”
reduce”, ki izvede sumarno operacijo. Posamezne
operacije se izvajajo vzporedno na več računalnikih.
Po drugi strani so porazdeljeni sistemi za upravljanje s podatkovnimi ba-
zami (DBMS) sposobni teči na gruči računalnikov že vsaj nekaj desetletij.
Tabele so porazdeljene na vozlǐsčih v gruči. Sistem uporablja optimizator, ki
prevede ukaze SQL v načrt poizvedbe, katerega izvedba je razdeljena med več
vozlǐsči. Vsi moderni DBMS sistemi uporabljajo indekse za pospešitev do-
stopa do podatkov. Ob iskanju podmnožice zapisov z uporabo ustreznega in-
deksa dramatično zmanǰsajo obseg iskanja. Večina sistemov podpira tudi več
indeksov za posamezno tabelo. Tako se lahko optimizator poizvedb odloči,
kateri indeks bo uporabil, da bo iskalni čas kar se da kratek.
V članku [27], kjer so primerjali MapReduce in SQL DBMS implementa-
cije, so raziskovalci prǐsli do ugotovitev, da SQL DBMS delujejo precej hitreje
in so enostavneǰse za uporabo, vendar pa jim je težje nastaviti parametre.
Teste so izvajali na tako imenovanih “shared nothing” gručah [32]. Tak sis-
tem je sestavljen iz večih neodvisnih računalnikov, kjer ima vsak svoj disk in
spomin, skupaj pa so povezani preko hitrega lokalnega omrežja. Vzporednost
so dosegli s porazdelitvijo podatkovne zbirke med več računalnikov.
Večina stolpično orientiranih (NoSQL) podatkovnih baz je združljiva tudi
z ogrodjem MapReduce, ki pospeši obdelavo velikih količin podatkov z dis-
tribucijo problema na veliko število strežnikov [14]. V našem primeru paradi-
gma MapReduce ne pride v poštev, saj imamo opravka s časovnimi vrstami.
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2.3 Podatkovne baze za zapis časovnih vrst
Količina podatkov, ki jih shranjujemo in obdelujemo, izredno hitro narašča,
ker se svet digitalizira. Digitalizacija, pa tudi z njo povezan izraz
”
indu-
strija 4.0”, je v bistvu priljubljen izraz za nadaljnjo in globljo avtomatizacijo
procesov v različnih gospodarskih panogah, kot so proizvodnja, bančnǐstvo,
promet, itd. Avtomatizacijo je omogočilo dejstvo, da so stroji in naprave
postali pametneǰsi in računsko zmogljiveǰsi (Moorov zakon). Postali so tudi
medsebojno povezani, zato pošiljajo ogromno podatkov, ki jih moramo shra-
niti in analizirati.
Preceǰsen del komunikacije med stroji predstavljajo podatki časovnih vrst.
To so podatki, ki opisujejo, kako se predmet ali postopek (npr. položaj
avtomobila, človeški utrip, poraba CPU-ja v strežniku, menjalni tečaj, itd.)
spreminja skozi čas [6].
Časovne vrste so podatkovne strukture, optimizirane za shranjevanje po-
datkov skupaj s časovnim žigom. Omogočajo hiter dostop do zapisov v
določenem časovnem obdobju [9].
Podatkovna zbirka časovnih vrst (ang. Time Series Database), TSDB,
je posebna kategorija podatkovnih baz. Tovrstne baze so sposobne različnih
operacij nad podatki časovnih vrst. V zadnjih letih se je pojavilo veliko im-
plementacij le-teh, ki so na voljo kot odprtokodna in komercialna programska
oprema [28].
Časovna vrsta je urejeno zaporedje vrednosti spremenljivk (npr. tempe-
ratura, vlaga) v enakomerno razporejenih časovnih intervalih (npr. na vsako
minuto). Gre torej za zaporedje diskretnih časovnih podatkov. Časovno
označene podatke, kot so npr. dnevnǐske datoteke (ang. log files) in meritve
z naprav IoT, lahko obravnavamo kot časovne vrste. Urejenost je pomembna,
ker obstaja odvisnost med časom in izmerjeno vrednostjo. Spreminjanje vr-
stnega reda bi lahko spremenilo pomen podatkov. Primer časovne vrste so
urne meritve temperature na določeni vremenski postaji. Dandanes večina
tehnoloških podjetij ustvarja ogromne količine podatkov o metrikah in do-
godkih (časovno orientirani podatki), zato je uporaba TSDB neizogibna.
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DB-Engines1 je neodvisno spletno mesto, ki baze podatkov razvršča glede
na popularnost v spletnih brskalnikih, navedb v socialnih medijih, število po-
nudb za zaposlitev in pogostost tehničnih razprav. TSDB so najhitreje rastoč
segment industirje podatkovnih baz v zadnjih letih, kar vidimo na sliki 2.1.
InfluxDB se od oktobra 2017 uvršča na prvo mesto v tej kategoriji [23], zato
je bil tudi naša prva izbira. Z nadaljnjim raziskovanjem smo ugotovili, da se
mnogi uporabniki InfluxDB podatkovne baze odločijo tudi za TimescaleDB,
ker naj bi bila ta enostavna za namestitev, izjemno zanesljiva in funkcionalno
primerljiva z InfluxDB. To je bil tudi razlog, da smo omenjeno bazo vzeli pod
drobnogled in jo vključili v testiranje.
Slika 2.1: Popularnost kategorij podatkovnih baz
1https://db-engines.com/
Poglavje 3
Predstavitev podatkov
Preceǰsen del magistrske naloge je predstavljalo razumevanje podatkov. Stan-
dard IFRS 17 je novost in sploh še ni stopil v veljavo, zato o njem ni veliko
napisanega ali pa so viri nezanesljivi. Kot je omenjeno v uvodnem poglavju,
nekaj programskih rešitev za podporo standarda že obstaja, vendar so te
drage in nedostopne za raziskovalne namene. V postopku podrobne analize
standarda smo poskušali ustvariti shemo toka podatkov, relacijski podatkovni
model za učinkovit način zapisa le-teh in poizvedbe za izdelavo poročil, ki jih
standard predvideva. Za NoSQL baze podatkovnega modela seveda ne po-
trebujemo, vendar smo zaradi lažjega razumevanja podatkov te sprva struk-
turirali. Prav tako nam je podatkovni model prǐsel prav za implementacijo
referenčne rešitve, ki teče na relacijski bazi Oracle.
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3.1 Tok podatkov
Slika 3.1: Tok podatkov
Na kratko predstavimo tok podatkov med posameznimi bazami, ki ga lahko
vidimo na shemi 3.1:
1. Uporabniki zavarovalnǐskih aktuarskih sistemov podatke izvozijo v .csv
datoteko. Te podatke potem preko vmesnika uvozijo v t.i. validacijsko
bazo. Ta korak se lahko dnevno ponavlja.
2. Ko so vsi podatki, ki jih uporabnik želi obdelati, zbrani v validacijski
bazi, zažene validacijo. Ta zagotovi, da podatki ustrezajo tehničnim in
poslovnim pravilom. Tehnična pravila so npr. referenčna integriteta,
tip podatkov, omejena zaloga vrednosti (npr. negativna perioda bi bila
nesmiselna vrednost), itd. Eno izmed poslovnih pravil je, da dejanske
premije v tekočem obdobju (t0) ne odstopajo za več kot 10 % od premij,
ki smo jih v preǰsnjem obdobju (t0 − 1) pričakovali (ang. expected) za
trenutno tekoče obdobje (t0).
3. Po uspešni validaciji uporabnik zažene ETL in podatke uvozi v aplika-
cijsko bazo.
Kopiranju podatkov z enega ali več virov v ciljni sistem, ki podatke
predstavlja drugače ali v drugačnem kontekstu od izvornega, pravimo
proces ETL. Popularen je postal v letih 1970 in je najpogosteje upo-
rabljen v podatkovnih skladǐsčih [7]. Angleško kratico ETL sestavljajo
besede:
• pridobivanje (ang. extract): proces zajema podatkov iz podat-
kovnih virov,
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• preoblikovanje (ang. transformation): proces obdelave in preobli-
kovanja podatkov,
• nalaganje (ang. load): proces nalaganja podatkov [16].
Ta korak se izvaja redkeje in je odvisen od periode podatkov. Za primer,
podatke o avtomobilskem zavarovanju bomo obdelovali letno. Po drugi
strani bomo podatke o življenjskem zavarovanju obdelovali mesečno,
zato bomo validacijo in prenos podatkov v aplikacijsko bazo izvedli
dvanajstkrat letno.
4. Sledi poganjanje simulacij. Uporabnik lahko s simulacijami podatke
agregira na različne načine in spremlja rezultate. Ena izmed ugotovi-
tev simulacij bi lahko bila, da bi v primeru kreiranja drugačnih skupin
na izhodu dobili rezultate, ki so bolj primerni za knjiženje. Preverimo
lahko, kaj dobimo na izhodu, če enega izmed faktorjev, npr. prilago-
ditev tveganja (ang. risk adjustment), povečamo s 3 % na 4 %. S
simulacijami lahko npr. poǐsčemo vse profitabilne pogodbe in jih uvr-
stimo v isto skupino. Eden izmed realnih problemov, ki jih rešujemo
z izdelavo simulacij, je optimizacija. Zavarovalnice bi verjetno v isto
skupino želele zbrati take pogodbe, ki po končnem seštevku faktorjev
ne prinašajo dobička in se tako izognejo plačilu davka.
5. Pomemben korak so meritve (ang. measurement). Po naprej defi-
niranih scenarijih iz uvoženih podatkov izračunamo vrednosti, ki jih
predvideva standard, in jih zapǐsemo v podatkovno bazo. V primeru
velikega števila entitet (Model Pointov, pojem razložen v odseku 3.2),
ki jih zajamemo v meritvah, tudi na izhodu dobimo ogromno količino
podatkov.
6. Podatke nato z ustrezno transformacijo prenesemo v bazo za kreiranje
poročil.
7. Z ustreznimi poizvedbami kreiramo poročila.
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3.2 Koncept Model Point
Standard IFRS 17 ne daje striktne definicije o zrnatosti (granularnosti) vho-
dnih podatkov. Zasnovan programski prototip s svojim odprtim sistemom
uporabnikom omogoča definiranje vhodnih podatkov na različnih stopnjah
zrnatosti. Načrt rešitve omogoča koncept tako imenovanega nivoja
”
Mo-
del Point” (MP). Model Point je lahko definiran na nivoju skupin pogodb
(npr. zavarovanje prevoznih sredstev), posameznih pogodb (npr. avtomo-
bilsko zavarovanje), ali celo na nivoju posameznega tveganja pogodbe (npr.
zavarovanje proti divjadi, zavarovanje stekel, itd.). Enota kalkulacije je tako
definirana na nivoju vhodnih podatkov. Model Point entiteta vsebuje torej
informacije o nivoju grupiranja podatkov. Model Point je lahko ena sama
pogodba, ali pa skupina pogodb.
Podatkovni model podpira fleksibilne načine agregiranja pogodb ali tve-
ganj. Portfelj, kohorta in skupina so neodvisne entitete. Model Point ima
vse tri parametre, kot je prikazano v grafični shemi 3.2 organizacije vhodnih
podatkov.
Slika 3.2: Zrnatost vhodnih podatkov
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Načini agregiranja pogodb ali tveganj:
• Portfelj: skupina pogodb, ki vsebujejo podobna tveganja in so upra-
vljana skupaj kot en paket. To je prvi agregacijski nivo, zahtevan s
strani standarda IFRS 17. Kompozitna zavarovalnica je tista, ki je re-
gistrirana za opravljanje zavarovalnih poslov v skupini premoženjskih
in skupini življenjskih zavarovanj. Uporabljata se tudi izraza splošna
zavarovalnica in univerzalna zavarovalnica [30]. Kompozitne zavaroval-
nice svoje portfelje večinoma razdelijo v tri veje:
– življenjski (ang. life): zavarovanje za primer smrti, zavarovanje
za delovno nezmožnost, zavarovanje z varčevanjem, zavarovanje
kreditojemalcev, itd.,
– neživljenjski (ang. non life): avtomobilsko zavarovanje, turistično
zavarovanje, itd.,
– zdravstveni (ang. health): nezgodno zavarovanje, zavarovanje zob,
itd.
• Kohorta: posamezna entiteta ne sme vključevati pogodb, ki so bile
izdane v časovnem razponu, večjem od enega leta. Posamezna kohorta
lahko vsebuje pogodbe, pri katerih je razlika med minimalnim in ma-
ksimalnim datumom izdaje pogodbe manj kot dvanajst mesecev. V
kohorti so lahko torej pogodbe, ki pripadajo različnim skupinam. Ko-
horta pogodbe ločuje zgolj časovno.
• Skupina: podmnožica pogodb, vsebovanih v portfelju, ki imajo po-
dobno pričakovano donosnost. Imamo lahko npr. skupine pogodb za
zavarovanje:
– hǐs,
– kolesarjev,
– delovnih strojev,
– itd.
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3.3 Relacijski podatkovni model
Relacijski podatkovni model vključuje trinajst tabel. Primarni ključ tabel
je večinoma sestavljen iz dveh atributov: ID ter SYSID. Podatke namreč
lahko uvažamo iz večih virov. V različnih virih lahko uporabljajo enake ID-
je, zato moramo zagotoviti enoličnost primarnega ključa in hkrati sledljivost
podatkov od izvora. SYSID torej predstavlja identifikacijski ključ izvornega
sistema. V vseh tabelah se nahajata atributa
”
InsertedDate” ter
”
Updated-
Date”. Tako za vsak podatek vemo, kdaj je bil vstavljen v bazo in, če je bil
kasneje spremenjen. V nadaljevanju bomo predstavili tabele in pomen atri-
butov. V opisu posamezne tabele bomo navedli predvideno okvirno velikost,
ki jo bo tabela dosegla po petih letih uporabe aplikacije.
Količina podatkov bo skozi čas naraščala, saj bo aplikacija omogočala
izdelavo najrazličneǰsih poročil za poljubna obdobja, ki si jih bo izbral upo-
rabnik. Podatki se bodo v bazo periodično dodajali, stari pa se iz nje ne bodo
brisali. Število zapisov v tabelah T Measurement, T Input, T TimeSeries,
T TimeSeriesDetail, se bo v vsakem obdobju v grobem podvojilo (glede na
prvo obdobje seveda). V ostale tabele (T Contract, T Company, T Group...)
se bodo zapisi dodajali le v kolikor bodo iz poslovnih razlogov nastale nove
entitete.
Za izdelavo standardnih poročil, ki smo jih predvideli vnaprej, bo treba
vsakič uporabiti približno enako količino podatkov. Zahtevnost računanja
torej ne bo naraščala, bo pa naraščala kompleksnost iskanja podatkov na
disku.
V nadaljevanju predstavljamo relacijski podatkovni model, ki je grafično
prikazan na shemi 3.3.
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Slika 3.3: Relacijski podatkovni model
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3.3.1 T Currency
Tabela z valutami, ki se uporabljajo pri izračunih.
Velikost tabele
Ranga 200 zapisov.
atribut opis
Code koda valute
Name naziv valute
ISOCode ISO koda valute
Tabela 3.1: T Currency
3.3.2 T CurrencyRate
Tabela menjalnih tečajev, ki so vezani na par (Valuta, Podjetje).
Velikost tabele
• minimalno število zapisov:
200 valut * 1 podjetje * 1 perioda letno * 5 let = 1.000
• maksimalno število zapisov:
200 valut * 10 podjetij * 12 period letno * 5 let = 120.000
atribut opis
RateDate datum tečaja valute
Value vrednost (tečaj)
Company Id tuji ključ podjetja, kateremu pripada tečaj
Company SysId tuji ključ podjetja, kateremu pripada tečaj
Currency Id tuji ključ valute, kateri pripada tečaj
Currency SysId tuji ključ valute, kateri pripada tečaj
Tabela 3.2: T CurrencyRate
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3.3.3 T Company
Zavarovalnice imajo ponavadi več poslovalnic, pogosto tudi hčerinskih podje-
tij. Le-ta so lahko v različnih državah. V podatkovni model smo zato dodali
tabelo Company (Podjetje), s katero lahko ločimo poslovanje posameznega
odseka podjetja. Vsako podjetje znotraj aplikacije tako uporablja svoje sku-
pine, kohorte, portfelje, Model Pointe ... in zaganja svoje meritve neodvisno
od ostalih.
Velikost tabele
• minimalno število zapisov: 1
• maksimalno število zapisov: 10
atribut opis
Code koda podjetja
Name naziv podjetja
Tabela 3.3: T Company
3.3.4 T Group
Tabela s skupinami, v katere se združujejo pogodbe. Vsaka skupina vedno
pripada zgolj enemu podjetju.
V primeru življenjskih zavarovanj zavarovalnice vložen denar investirajo na-
prej in tako zagotavljajo vǐsje izplačilo od vsote vplačil. Za lažje sledenje
investicij smo na skupinah omogočili označevanje naložb, v katere se preu-
smerijo sredstva.
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Velikost tabele
• minimalno število zapisov (vsi Model Pointi so v eni skupini):
1 skupina * 1 podjetje = 1
• maksimalno število zapisov (vsak Model Point je v svoji skupini):
106 skupin * 10 podjetij = 107
atribut opis
Code koda skupine
Name ime skupine
Description opis skupine
GroupType tip skupine, npr. LRC life
OpenDate datum odprtja oz. kreiranja skupine
CloseDate Datum zaprtja skupine, to je datum, na katerega se vsi
pripadajoči Model Pointi iztečejo. Takrat se skupina
zapre, ker v njej ni treba ničesar več računati. Dokler
je skupina odprta, je vrednost atributa NULL.
ReportingCode koda za uporabo v poročilnih sistemih
(možnost agregacije na drugem nivoju)
ProfitabilityCode status profitabilnosti pogodb v skupini;
zaloga vrednosti: profitabilno (ang. profitable),
izgubno (ang. onerous), ostalo (ang. other)
SetOfContracts koda skupine pogodb
(možnost agregacije na drugem nivoju)
IsOnerous binarni identifikator profitabilnosti skupine
Company Id tuji ključ podjetja, kateremu pripada skupina
Company SysId tuji ključ podjetja, kateremu pripada skupina
AssetPool Id tuji ključ naložbe, v katero so preusmerjena sredstva
AssetPool SysId tuji ključ naložbe, v katero so preusmerjena sredstva
Tabela 3.4: T Group
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3.3.5 T Cohort
Tabela s kohortami, v katere se združujejo pogodbe. Vsaka kohorta vedno
pripada zgolj enemu podjetju. V posamezni kohorti so pogodbe, ki imajo
datum izdaje v časovnem obdobju enega leta. Vsaka kohorta ima vrednost
zgolj pri enem izmed atributov (Year, Quarter, Month, Day).
Velikost tabele
• minimalno število zapisov:
1 zapis letno za posamezno podjetje, kar v petih letih znese 5 vrstic
(1 podjetje * 1 perioda * 5 let).
• maksimalno število zapisov:
1 zapis mesečno za posamezno podjetje, kar v petih letih znese
600 vrstic (10 podjetij * 12 period * 5 let).
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atribut opis
Code koda kohorte
Year označuje leto kohorte v formatu YYYY;
če je časovno obdobje kohorte določeno z drugim atri-
butom (četrtletje, mesec, dan), ima atribut vrednost
NULL;
primer: 2019
Quarter označuje leto in četrtletje kohorte v formatu YYYYQQ;
če je časovno obdobje kohorte določeno z drugim atri-
butom (leto, mesec, dan), ima atribut vrednost NULL;
primer: 2019Q1
Month označuje leto in mesec kohorte v formatu YYYYMM;
če je časovno obdobje kohorte določeno z drugim atribu-
tom (leto, četrtletje, dan), ima atribut vrednost NULL;
primer: 201901
Day označuje leto, mesec in dan kohorte v formatu
YYYYMMDD;
če je časovno obdobje kohorte določeno z drugim atri-
butom (leto, četrtletje, mesec), ima atribut vrednost
NULL;
primer: 20191225
Company Id tuji ključ podjetja, kateremu pripada kohorta
Company SysId tuji ključ podjetja, kateremu pripada kohorta
Tabela 3.5: T Cohort
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3.3.6 T Portfolio
Tabela s portfelji, v katere se združujejo pogodbe. Vsak portfelj vedno pri-
pada zgolj enemu podjetju.
Velikost tabele
Ocenjujemo, da bo večina zavarovalnic uporabljala zgolj 3 portfelje, vendar
dopuščamo možnost, da ta številka zraste do 100. Portfelji so odvisni od
podjetij, zato pričakujemo do 1000 zapisov.
• minimalno število zapisov: 3
• maksimalno število zapisov: 1000
atribut opis
Code koda portfelja
Name ime portfelja
OpenDate datum odprtja oz. kreiranja portfelja
CloseDate Datum zaprtja portfelja, to je datum, na katerega se
vsi pripadajoči Model Pointi iztečejo. Takrat se portfelj
zapre, ker v njem ni treba ničesar več računati. Dokler
je portfelj odprt, je vrednost atributa NULL.
OCI Option drugi vseobsegajoči donos (ang. other comprehensive
income); binaren atribut, s katerim pogojujemo doda-
tne izračune pri izvajanju meritev
TimeStep največje dovoljeno število period v tem portfelju
(zapisane so poleg izračunov v tabeli T TimeSeries)
PeriodCashFlows perioda izračunov; npr. letna, četrtletna, mesečna
ValuationMethod tip vrednotenja: BBA, PAA, VFA
Company Id tuji ključ podjetja, kateremu pripada portfelj
Company SysId tuji ključ podjetja, kateremu pripada portfelj
Tabela 3.6: T Portfolio
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3.3.7 T Contract
Tabela, v kateri so shranjene vse pogodbe (avtomobilske, življenjske ...) oz.
produkti, ki jih zavarovalnice ponujajo. Več strank lahko kupi isti produkt,
torej isto
”
pogodbo”. Pogodbe so vezane na podjetje.
Velikost tabele
Ocenjujemo, da povprečna zavarovalnica ponuja ranga milijon (106) različnih
produktov - pogodb.
• minimalno število zapisov:
106 produktov * 1 podjetje * 3 portfelji = 3 * 106
• maksimalno število zapisov:
106 produktov * 10 podjetij * 100 portfeljev = 109
atribut opis
Code koda pogodbe
ModelPoint Id tuji ključ ModelPoint-a, kateremu pripada pogodba
ModelPoint SysId tuji ključ ModelPoint-a, kateremu pripada pogodba
Tabela 3.7: T Contract
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3.3.8 T ModelPoint
Tabela Model Pointov. Podrobneǰsi opis le-teh se nahaja v preǰsnjem odseku.
Velikost tabele
• minimalno število zapisov (vsako podjetje ima zgolj eno postavko v
posameznem portfelju): 1 * 1 podjetje * 3 portfelji = 3
• maksimalno število zapisov (vsaka pogodba predstavlja svoj MP):
106 * 10 podjetij * 100 portfeljev = 109
atribut opis
Code koda ModelPoint-a
Status status
Group Id tuji ključ skupine, kateri pripada MP
Group SysId tuji ključ skupine, kateri pripada MP
Cohort Id tuji ključ kohorte, kateri pripada MP
Cohort SysId tuji ključ kohorte, kateri pripada MP
Portfolio Id tuji ključ portfelja, kateri pripada MP
Portfolio SysId tuji ključ portfelja, kateri pripada MP
Company Id tuji ključ podjetja, kateremu pripada MP
Company SysId tuji ključ podjetja, kateremu pripada MP
Currency Id tuji ključ valute, kateri pripada MP
Currency SysId tuji ključ valute, kateri pripada MP
Tabela 3.8: T ModelPoint
26 POGLAVJE 3. PREDSTAVITEV PODATKOV
3.3.9 T Measurement
Tabela podatkov o meritvah. Te so vedno sestavljene iz več korakov. Me-
ritve izvajamo na vhodnih podatkih, ki jih preberemo iz tabele T Input,
izračunane vrednosti pa zapisujemo v tabeli T TimeSeries in
T TimeSeriesDetail.
Velikost tabele
Vsak uporabnik naj bi meritve zagnal zgolj za portfelj, katerega skrbnik je.
Poleg tega bomo za vsak portfelj v posameznem obdobju imeli več meritev,
ker se te razlikujejo glede na tip - atribut CalculationStepType. Posamezne
zavarovalnice bodo imele različno število tipov meritev, pričakovana vrednost
pa je med 6 in 100. Meritev ima tudi podatek, kateremu Model Pointu
pripada.
• minimalno število zapisov:
6 tipov * 3 Model Pointi * 1 perioda letno * 5 let = 90
• maksimalno število zapisov:
100 tipov * 109 Model Pointov * 12 period letno (kohort) * 5 let =
6 * 1012
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atribut opis
MeasurementStepType tip meritve; zaloga vrednosti: 1 = začetno pre-
poznavanje (ang. initial recognition), 2 = nakna-
dno merjenje (ang. subsequent measurement)
MeasurementDate datum zagona meritve
CalculationStepType tip kalkulacijskega koraka; kalkulacijski koraki
imajo smiselno zaporedje, po katerem tudi do-
bijo vrednost; zaloga vrednosti: 100, 200, 900 ...
DatasetDate datum, ki določa sklop podatkov, za katere bomo
izračunali vrednosti (meritve vedno izvedemo na
podmnožici podatkov, ki nastanejo v istem ob-
dobju - na isti datum)
Status status meritve;
zaloga vrednosti: odprto - podatki v tabeli
T TimeSeries so že izračunani (ang. open),
zaprto (ang. closed), stornirano (ang. reversed)
ValuationMethod tip vrednotenja: BBA, PAA, VFA
StepId ID koraka, ki služi zgolj za sledljivost podatka
(iz validacijske baze)
StepSourceSysId ID koraka, ki služi zgolj za sledljivost podatka
(iz validacijske baze)
ModelPoint Id tuji ključ MP-a, kateremu pripada meritev
ModelPoint SysId tuji ključ MP-a, kateremu pripada meritev
Tabela 3.9: T Measurement
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3.3.10 Tabele z večjim številom zapisov
Ostal nam je še zadnji sklop tabel. Z izjemo tabele T TableColumn, so ostale
ozko grlo sistema, ker se bodo v njih akumulirale zares ogromne količine
zapisov:
• tipična življenjska pogodba traja 60 let, obdeluje pa se jo na mesečni
ravni, kar pomeni 720 period (Ob vsaki obdelavi izračunamo vrednosti
za trenutno obdobje in za vsa naslednja. Ob prvi obdelavi je teh period
720, z vsako obdelavo pa imamo eno manj, ker se pogodba izteka. V
drugi skrajnosti imamo pogodbe, ki se obdelujejo letno in imajo zgolj
eno letno veljavnost.),
• za vsako pogodbo ob posamezni meritvi izračunamo ranga 200 različnih
vrednosti,
• kot omenjeno na začetku, ugotavljamo velikost baze po 5 letih uporabe
aplikacije: 12 mesecev * 5 let,
• opravka imamo z ranga 109 Model Pointi (ali zgolj s tremi).
Velikost tabele T TimeSeriesDetail
• minimalno število zapisov:
1 perioda * 200 vrednosti * 5 let = 1000 * 3 Model Pointi = 3.000
• maksimalno število zapisov:
720 period * 200 vrednosti * 12 mesecev * 5 let = 8.640.000 * 109 Model
Pointov = 8.640 * 1012
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Velikost tabel T Input ter T TimeSeries
Ti dve imata enako število zapisov, to je nekoliko manj kot T TimeSeriesDetail,
ker so v njih zgolj sumirane vrednosti.
• minimalno število zapisov:
1 perioda * 5 let * 3 Model Pointi = 15
• maksimalno število zapisov:
720 period * 12 mesecev * 5 let * 109 Model Pointov = 43.200 * 109
3.3.11 Pomislek glede velikosti tabel
Zgornje številke predstavljajo pesimistično oceno. Vse vhodne podatke bodo
zavarovalnice morale prečrpati iz aktuarskih sistemov v našo podatkovno
bazo. Po vstavljanju podatkov se zažene validacija le-teh in ročni popra-
vek napak. Podatki nekaterih pogodb se bodo obdelovali letno, večina pa
mesečno. Ti, ki se bodo obdelovali mesečno, bodo že na vhodu najverjetneje
precej bolj agregirani, kot smo predvideli v zgornjih izračunih, sicer bodo
prenos podatkov, validacija in ročni popravki trajali predolgo in bo zadeva
neobvladljiva ter nedokončana v doglednem času. Število Model Pointov bo
torej najverjetneje precej manǰse.
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3.3.12 T Input
Vhodni podatki, ki jih pri meritvah uporabimo za izračun TimeSeris-ov in
TimeSeriesDetail-sov, se nahajajo v tabeli T Input.
atribut opis
Period perioda podatka, ki pove ali vrednosti ostalih atri-
butov pripadajo trenutnemu obdobju (Period =
0) in so dejanske ali pa vrednosti ostalih atributov
pripadajo enemu od naslednjih obdobij (Period =
1, 2, 3, 4, 5 ...) in so zgolj ocene oz. napovedi;
period je ob vsaki meritvi manj, saj se vedno bolj
približujemo izteku pogodbe
Measurement Id tuji ključ meritve, kateri pripada Input
vsi ostali atributi numerične vrednosti iz aktuarskih sistemov
Tabela 3.10: T Input
3.3.13 T TimeSeries
Tabela rezultatov meritev, ki jih nato uporabimo v poročilih.
atribut opis
Period perioda podatka, ki pove, ali vrednosti ostalih atri-
butov pripadajo trenutnemu obdobju (Period = 0)
in so dejanske, ali pa vrednosti ostalih atributov
pripadajo enemu od naslednjih obdobij (Period =
1, 2, 3, 4, 5 ...) in so zgolj ocene oz. napovedi;
period je ob vsaki meritvi manj, saj se vedno bolj
približujemo izteku pogodbe
Measurement Id tuji ključ meritve, kateri pripada TimeSeries
vsi ostali atributi izračunane numerične vrednosti (sumirane)
Tabela 3.11: T TimeSeries
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3.3.14 T TimeSeriesDetail
Z meritvami nastane ogromno vrednosti, ki jih zapǐsemo v tabelo T TimeSeries.
Te vrednosti lahko v resnici še precej bolj razčlenimo, vendar pa pogosto
teh podrobnosti ob izdelavi poročil ne potrebujemo. Da tabelo T TimeSeries
ohranimo kar se da strnjeno, razčlenjene vrednosti zapǐsemo v tabelo
T TimeSeriesDetail, v tabelo T TimeSeries pa zapǐsemo zgolj sumirane vre-
dnosti posameznih razčlemb.
atribut opis
TimeSeriesId tuji ključ na zapis v tabeli TimeSeries
TableColumnId tuji ključ na zapis v tabeli TableColumn
Value izračunana numerična vrednost (razčlenjena)
SeriesCode koda podatka (identifikacijsko ime)
Tabela 3.12: T TimeSeriesDetail
3.3.15 T TableColumn
Vrste poročil, ki jih predvideva standard IFRS 17, je veliko. Vsak izračunan
(razčlenjen) podatek zato povežemo še s poročilom (tabelo in stolpcem),
da je iskanje željenih vrednosti olaǰsano. Poročila so definirana v tabeli
T TableColumn.
Velikost tabele
Ranga 25 zapisov.
atribut opis
TableName naziv poročilne tabele
ColumnName naziv stolpca v poročilni tabeli
Tabela 3.13: T TableColumn
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3.4 Poizvedbe
Standard IFRS 17 predvideva kar nekaj poročil, ki jih bodo zavarovalnice
dolžne objavljati. Gre za vsebinsko različna poročila, ki pa so s stalǐsča pred-
stavljenega podatkovnega modela precej podobna. V večini primerov gre za
seštevanje vrednosti izbranih atributov tabele T TimeSeries pod določenim
pogojem, ki se navezuje na tabelo T Measurement. Za izdelavo poročil mo-
ramo ti tabeli torej združiti (ang. join). Število atributov, ki jih seštevamo, je
odvisno od poročila, vendar se v vseh primerih giblje okoli dvajset. Omenjeni
pogoj je datum podatkovne množice oz.
”
DatasetDate”. Rezultat vsakega
preračuna oz. meritve (ang. measurement) so izračunane vrednosti za trenu-
tno obdobje in napovedi za vsa nadaljna obdobja trajanja pogodb. Zaradi
tega moramo rezultate poizvedb za kreiranje poročil grupirati po obdobjih.
Teh je načeloma 720, saj ima običajna pogodba trajanje 60 let in mesečno
periodo.
V posameznem poročilu nas zanimajo podatki, ki so bili pripravljeni na
isti
”
DatasetDate”. Če je perioda pogodb mesečna, so tudi podatki za ob-
delavo pripravljeni enkrat mesečno, ponavadi na zadnji koledarski dan. Po-
dobno velja za četrtletne, letne, in ostale periode.
Rezultat poizvedbe je torej matrika velikosti 720 * 21. Prvi stolpec
označuje periodo, za katero so vrednosti ostalih dvajsetih atributov seštete.
Vrstic je 720, ravno toliko, kot period.
Za lažje razumevanje je bralcu na voljo primer poizvedbe 3.1, ki smo jo
uporabili za izdelavo enega poročila in je služila kot referenca za izdelavo
poročil na ostalih podatkovnih bazah.
Za analizo poizvedbe potrebujemo zgolj tabeli T TimeSeries in
T Measurement, zato se od tu naprej ne bomo več ozirali na ostale.
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Izvorna koda 3.1: SQL poizvedba za izdelavo poročila
1 SELECT ts.period ,
2 SUM(ts.ia01), SUM(ts.ia02), SUM(ts.ia03), SUM(ts.ia04),
3 SUM(ts.ia05), SUM(ts.ia06), SUM(ts.ia07), SUM(ts.ia08),
4 SUM(ts.ia09), SUM(ts.ia10), SUM(ts.ia11), SUM(ts.ia12),
5 SUM(ts.ia13), SUM(ts.ia14), SUM(ts.ia15), SUM(ts.ia16),
6 SUM(ts.ia17), SUM(ts.ia18), SUM(ts.ia19)
7 FROM T_MEASUREMENT m
8 JOIN T_TIMESERIES ts ON ts.measurementid = m.id
9 WHERE m.datasetdate = TO_DATE(’2018/12/31 ’, ’yyyy/mm/dd’)
10 GROUP BY ts.period
11 ORDER BY ts.period;
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Poglavje 4
Ogrodje testiranja
Za primerjavo podatkovnih baz smo morali določiti scenarije in kriterije,
glede na katere smo posamezne baze analizirali. Na prvem nivoju smo se
odločili za dva testna scenarija:
1. V prvem scenariju je podatkovna množica dovolj majhna, da jo lahko
v celoti shranimo v RAM. Zaradi omenjenega razloga gre pričakovati,
da bodo operacije nad podatki, ne glede na izbrano podatkovno bazo,
relativno hitre.
2. V drugem scenariju pa je podatkovna množica prevelika, da bi jo spra-
vili v RAM, zato med izvajanjem operacij nad podatki veliko vlogo
odigra disk. Ta je mnogo počasneǰsi od RAM-a, hkrati pa posamezne
podatkovne baze podatke shranjujejo na različne načine, zato gre tu
pričakovati preceǰsne razlike med rezultati. Glede na izvedeno analizo
[15], je ob sekvenčnem dostopu RAM približno šestkrat hitreǰsi od di-
ska, vendar pa je ob naključnem dostopu ta razlika velikosti faktorja
100.000.
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4.1 Generiranje podatkov
Od ene izmed večjih slovenskih zavarovalnic nam je uspelo pridobiti realne
podatke iz njihovih aktuarskih sistemov. Z ustrezno transformacijo smo jih
najprej uvozili v validacijsko bazo, potem pa jih, z v odseku 3.1 opisanim to-
kom podatkov, pripeljali še do poročilne baze. Teh podatkov je bilo le nekaj
MB, vendar dovolj, da smo lahko analizirali zasedenost tabel in nivo zrna-
tosti. Tabela T TimeSeries je sicer zelo široka (ima približno 200 številskih
atributov), vendar je bila v primeru polnjenja z realnimi podatki zelo redka.
Za testiranje zgoraj omenjenih scenarijev smo morali podatke namnožiti.
V ta namen smo napisali konzolno aplikacijo. V podatkovni bazi Oracle smo
ustvarili dve novi shemi - po eno za posamezen scenarij. Želeli smo delati s
čim bolj realno množico podatkov, zato smo vsak zapis iz tabele T TimeSeries
ustrezno mnogokrat skopirali v novi shemi. Podatke smo množili toliko časa,
da so v prvi shemi zasedli približno 100 MB prostora, v drugi pa 1 GB.
Omenjene vrstice smo dejansko samo kopirali, ker nas vrednosti številskih
atributov niso zanimale. Pomembni sta bili zgolj količina in realna gostota
podatkov (redkost tabele). Vsebino ostalih tabel smo v novi shemi prepi-
sali zgolj zaradi referenčne integritete. Tako smo imeli podatkovni množici
za testiranje scenarijev na bazi Oracle pripravljeni. V nadaljevanju naloge
bomo operirali s pojmoma
”
100 MB” in
”
1 GB”, ki predstavljata zgenerirani
podatkovni množici.
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4.2 Transformacija podatkov za posamezno
NoSQL bazo
V naslednjem koraku smo morali podatke iz zgoraj omenjenih shem ustrezno
transformirati za uvoz v ostale podatkovne baze. Z izvedbo nekaj testov smo
ugotovili, da je združevanje tabel oz. dokumentov v NoSQL bazah izjemno
časovno potratno in v praksi skoraj neuporabno. Podatek
”
DatasetDate”
smo tako ob izvozu pripeli kar na tabelo T TimeSeries in se tako znebili
združevanja. Vsaka podatkovna baza za uvoz potrebuje nekoliko prilagojeno
datoteko, zato jih bomo obravnavali ločeno.
4.2.1 MongoDB
Ob instalaciji podatkovne baze MongoDB hkrati namestimo tudi zelo upo-
rabno orodje
”
mongoimport”. Ta zna uvažati .csv datoteke. Vsako vrstico
iz datoteke uvozi kot nov dokument, v katerem se podatki nahajajo v obliki
ključ - vrednost. Če je .csv datoteka ustrezno pripravljena, baza sama ugo-
tovi, za kateri tip podatka gre (število, besedilo, datum ...). Za MongoDB
smo torej izvozili dve klasični .csv datoteki, po eno za posamezen scenarij.
4.2.2 InfluxDB
InfluxDB je namenska podatkovna baza za zapisovanje časovnih vrst. Po-
drobneje jo bomo spoznali v poglavju 5.3. Specifika podatkovnih baz iz te
kategorije je, da v strukturi podatkov pričakujejo tudi polje časovnega žiga
(ang. timestamp). Izvajanje operacij nad tem poljem je optimizirano, zato
je smiselno naš
”
DatasetDate” zapisati v omenjeno polje. Tu nastopi težava,
ker je
”
DatasetDate” za vse dokumente v eni obdelavi enak, v bazo pa lahko
zapǐsemo zgolj en podatek za posamezni časovni žig. Kot rešitev problema
smo vpeljali razširjen
”
DatasetDate”, ki poleg datuma vsebuje tudi uro. Ob
izvozu smo torej vsakemu zapisu prǐsteli eno nanosekundo in tako poskrbeli,
da so si zapisi časovno umetno sledili eden za drugim.
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Tu velja opozoriti na problem, na katerega lahko naletimo. Med dvema
različnima
”
DatasetDate”-oma ne moremo shraniti več zapisov, kot med
njima obstaja nanosekund. V našem primeru so
”
DatasetDate”-i v razmaku
enega meseca dni, kar pomeni 2,62974383 * 1015 nanosekund, zato z omenje-
nim problemom nismo imeli opravka.
Kot rečeno, bomo podatkovno bazo podrobneje spoznali v nadaljevanju.
Zaenkrat naj omenimo le, da baza poleg časovnih žigov shranjuje še oznake
(ang. tags) o zapisu in dejanske vrednosti, ki jih kasneje uporabljamo pri
obdelavi. Oznake so namenjene t.i. meta podatkom o posameznem zapisu
in so indeksirane. Podatke smo uvozili na dva načina - z oznakami in brez
- in potestirali delovanje podatkovne baze v obeh primerih. Zaradi omenje-
nega razloga smo torej izvozili štiri datoteke - dve za manǰso in dve za večjo
podatkovno množico. InfluxDB ne uvaža .csv datotek temveč povsem namen-
ske datoteke s prilagojenim formatom, ki smo ga implementirali v konzolni
aplikaciji.
4.2.3 TimescaleDB
Podobno kot InfluxDB je tudi TimescaleDB namenska baza za zapisovanje
časovnih vrst. Podatke smo tu izvozili na podoben način - s časovnimi žigi.
TimescaleDB za uvoz sprejme klasično .csv datoteko, kar predstavlja pre-
ceǰsnjo prednost, glede na to, da je ta format standardiziran. Za omenjeno
bazo smo torej izvozili dve .csv datoteki, ki se od izvoza za MongoDB razli-
kujeta po tem, da so
”
DatasetDate”-i v resnici časovni žigi.
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4.3 Izvedeni scenariji
V okviru magistrske naloge smo izvedli 20 testnih scenarijev:
• Uporabili smo štiri različne podatkovne baze. Tisto, ki se je izmed
nerelacijskih izkazala za najbolǰso, smo še porazdelili. V grobem torej
”
5 podatkovnih baz”.
• Vse teste smo izvedli z dvema podatkovnima množicama - z eno, ki gre
v RAM in z drugo, ki je zanj prevelika.
• Vse teste smo izvedli s strukturo podatkov, ki je bila podobna rela-
cijskemu podatkovnemu modelu in s strukturo podatkov, ki je bila
prilagojena posamezni podatkovni bazi.
Zmnožek kriterijev: 5 * 2 * 2 = 20.
Poizvedbo smo v vsakem scenariju pognali petkrat in vsakič zabeležili
rezultate. Tako smo lahko statistično potrdili razlike med posameznimi
rešitvami in poiskali, katera podatkovna baza se v našem primeru najbolje
izkaže.
4.4 Infrastruktura
Večino testnih scenarijev smo izvedli na enem računalniku, torej na isti strojni
opremi. Ta je bil opremljen s procesorjem Intel R© CoreTM i7-7700, 16 GB
delovnega pomnilnika in trdim diskom Samsung SSD 860 EVO 250 GB. Na
njem je tekel operacijski sistem Windows Server 2016 Standard. Izjema je
bil porazdeljen sistem, kjer smo za testiranje uporabili še en računalnik z
enakimi komponentami in identično konfiguracijo.
Da bi zagotovili kar se da enake okolǐsčine testiranja, smo nanj namestili
popularno platformo za upravljanje z vsebniki (ang. container), Docker.
Znotraj le-tega smo za vsak testni scenarij ustvarili povsem nov vsebnik,
ki je bil neodvisen od ostalih. Tako smo zagotovili primerljivost izmerjenih
rezultatov.
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4.4.1 Docker
Vsebnik je standardna programska oprema, ki skupaj zapakira kodo in vse
njene odvisnosti (ang. dependencies) tako, da aplikacija deluje hitro in zane-
sljivo, hkrati pa jo lahko enostavno prestavljamo z enega računalnǐskega oko-
lja na drugo. Dockerjeva slika (ang. image) vsebnika je lahek, samostojen,
izvedljiv paket, ki vključuje vse potrebno za zagon aplikacije: programsko
kodo, izvajalno okolje, sistemska orodja, sistemske knjižnice in nastavitve.
Program znotraj vsebnika se bo vedno izvajal enako, ne glede na infrastruk-
turo in gostujoči operacijski sistem. Vsebniki namreč izolirajo programsko
kodo v svoje okolje in zagotavljajo njeno neodvisno delovanje.
Lastnosti Docker vsebnikov:
• standard: Docker je ustvaril industrijski standard za vsebnike, zato so
prenosljivi na kateri koli sistem,
• lahkotnost (ang. lightweight): vsebniki si delijo jedro operacijskega sis-
tema, zato ne potrebujejo ločenega operacijskega sistema za posamezno
aplikacijo - povečanje učinkovitosti strežnika in zmanǰsanje stroškov li-
cenciranja,
• varnost: aplikacije so zaradi izolacije v vsebnikih varneǰse [8].
Razvijalci vsako leto nestrpno pričakujejo rezultate raziskave priznanega
portala Stack Overflow1. Letos je Docker zmagal v kategoriji
”
priljubljenost
platforme”, se uvrstil na drugo mesto
”
najbolj zaželjenih platform” in na tre-
tje mesto glede na uporabljenost platforme (prvo mesto je pripadlo Linuxu2,
drugo pa Windowsu3) [31].
1https://stackoverflow.com/
2https://www.linux.org/
3https://www.microsoft.com/sl-si/windows
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4.4.2 Primerjava vsebnikov in virtualnih strojev
Vsebniki in virtualni stroji imajo podobne prednosti izolacije in dodeljevanja
virov, vendar delujejo drugače, ker vsebniki namesto strojne opreme virtu-
alizirajo operacijski sistem, kot je razvidno na shemi 4.1. Vsebniki so bolj
prenosni in učinkoviti.
Vsebniki so abstrakcija na ravni aplikacije, ki skupaj zapakira kodo in
odvisnosti. Na istem stroju lahko deluje več vsebnikov in si delijo jedro
operacijskega sistema z drugimi vsebniki, pri čemer se vsak izvaja kot osa-
mljen proces v uporabnǐskem prostoru. Vsebniki zavzamejo manj prostora
kot virtualni stroji (slike vsebnikov so običajno velike nekaj deset MB).
Virtualni stroji en fizični strežnik pretvorijo v številne (virtualne) strežnike.
Hipervizor omogoča, da na enem strežniku teče več virtualnih strojev. Vsak
virtualni stroj vključuje popolno kopijo operacijskega sistema, aplikacij, po-
trebnih binarnih datotek in knjižnic, zato porabi več deset GB prostora. Vir-
tualni stroji za zagon pogosto potrebujejo precej časa, kar je še ena slabost
v primerjavi z vsebniki [8].
Slika 4.1: Primerjava vsebnikov z virtualnimi stroji
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4.4.3 Konfiguracija vsebnikov
Za naše potrebe smo vsem vsebnikom računalnǐske vire omejili na dve pro-
cesorski jedri in 800 MB delovnega pomnilnika. Sprva smo te želeli še bolj
omejiti in teste izvajati na resnično nizkih kapacitetah virov, vendar smo
naleteli na težave sesuvanja vsebnikov. Predvsem problematičen je bil tisti s
podatkovno bazo InfluxDB. Ta se z nižjo količino RAM-a ni zadovoljil in se
je vedno znova nepravilno zaustavil. Z zapisi v dnevnǐskih datotekah si na
to temo nismo mogli kaj dosti pomagati, zato smo se odločili, da vsem vseb-
nikom količino delovnega pomnilnika nekoliko povečamo in tako zagotovimo
minimalne zahteve.
Za vse štiri izbrane podatkovne baze na uradni spletni strani Docker-ja že
obstajajo zgrajene slike (ang. image), ki vsebujejo lahko verzijo operacijskega
sistema Linux in posamezno bazo. Z ustreznimi ukazi smo slike prenesli
in z njimi ustvarili ustrezne vsebnike. Te smo nato uporabili za izvedbo
scenarijev, opisanih v preǰsnjem poglavju.
Poglavje 5
Primerjava podatkovnih baz
V tem poglavju bomo podrobneje predstavili posamezne podatkovne baze.
Strukturirano bomo predstavili:
• način shranjevanja podatkov,
• uvoz podatkov,
• porazdelitve,
• zagnane poizvedbe,
• izmerjene rezultate.
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5.1 Oracle - relacijska rešitev
Oracle je prvi sistem za upravljanje z relacijskimi bazami podatkov (RD-
BMS), zasnovan za uporabo v večjih poslovnih okoljih. Izšel je leta 1980.
Gre za enega najbolj prilagodljivih in stroškovno najučinkoviteǰsih načinov
za upravljanje informacij in aplikacij. Z arhitekturo, ki jo ponuja, lahko
podpremo kateri koli novo zamǐsljeni sistem z najrazličneǰsimi zahtevami.
Ni se nam treba ukvarjati z velikimi delovnimi obremenitvami (ang. peak
workloads), saj lahko zmogljivosti oz. vire po potrebi enostavno dodajamo
ali prerazporejamo. Oracle zagotavlja visoko stopnjo varnosti in integrirane
poslovne rešitve.
Gre za zares uveljavljenega ponudnika poslovnih rešitev, zato poleg same
podatkovne baze ponuja tudi vrsto ostalih orodij. Eno izmed teh je Oracle
Enterprise Manager, ki je integrirana rešitev za upravljanje heterogenega
ekosistema. Združuje grafično konzolo, agente, skupne storitve in orodja za
celovito upravljanje in optimizacijo sistemov Oracle [25].
Po podatkih že omenjenega spletnega portala DB-Engines, je Oracle naj-
popularneǰsa podatkovna baza.
5.1.1 Način shranjevanja podatkov
Vsaka zbirka podatkov Oracle ima eno ali več fizičnih podatkovnih datotek
(ang. datafiles), ki vsebujejo vse podatke in metapodatke o logičnih struk-
turah, kot so tabele in indeksi. Značilnosti teh podatkovnih datotek so:
• povezati jih je mogoče zgolj z eno bazo podatkov,
• vsebujejo določene značilnosti, da se lahko samodejno razširijo, ko po-
datkovni bazi zmanjka prostora,
• ena ali več podatkovnih datotek skupaj tvorijo logično enoto pomnil-
nika baze podatkov, imenovano
”
tablespace”.
Podatki v podatkovni datoteki se po potrebi berejo med običajnim de-
lovanjem baze podatkov in se shranjujejo v Oraclov predpomnilnik (ang.
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cache). Denimo, da uporabnik želi dostopati do nekaterih podatkov v tabeli.
Če se zahtevane informacije še ne nahajajo v predpomnilniku, se preberejo
iz ustreznih podatkovnih datotek in se naložijo v pomnilnik.
Baza podatkov Oracle je sestavljena iz ene ali več logičnih enot za shra-
njevanje, imenovanih
”
tablespace”. Vsak
”
tablespace” v bazi podatkov je
sestavljen iz ene ali več datotek operacijskega sistema, imenovanih podat-
kovne datoteke (ang. datafiles).
Oracle zbira tudi statistike o posameznih objektih, ki se nahajajo v po-
datkovni bazi. Statistika optimizatorja je zbirka podatkov, ki opisujejo bazo
podatkov in njene objekte. Optimizator te statistike uporabi za izbiro naj-
bolǰsega izvedbenega načrta (ang. execution plan) za vsako poizvedbo pose-
bej. Statistični podatki so shranjeni v slovarju podatkov. Zbiranje statistik
omogoča, da se poizvedbeni načrti sčasoma spreminjajo, če se spreminja ob-
seg in distribucija podatkov [25].
5.1.2 Uvoz podatkov
V odseku 4.1 smo omenili, da smo podatke za relacijsko rešitev zgenerirali s
konzolno aplikacijo. Zaradi testnih scenarijev, ki predvidevajo tudi meritve
časa uvoza podatkov in porabe računalnǐskih virov med tem postopkom, smo
zgenerirali novi shemi in podatke vanju uvozili z orodjem Toad1.
Gre za plačljivo orodje, ki pospeši razvoj, administracijo in upravljanje
podatkovnih baz Oracle, brez ogrožanja zanesljivosti in zmogljivosti. Pomaga
zmanǰsati pomanjkljivosti in izbolǰsa kakovost in uspešnost kode ter hkrati
podpira sodelovanje v skupini. Med drugim omogoča tudi uvoz podatkov iz
.csv datotek.
Bralec si lahko datoteki, ki smo ju pripravili za uvoz manǰse podatkovne
množice, ogleda na povezavi2 in povezavi3. Gre za klasični .csv datoteki, ki v
prvih vrsticah vsebujeta glavi oz. imena stolpcev, ostale vrstice pa predsta-
1https://www.quest.com/products/toad-for-oracle/
2https://bitbucket.org/maticn/msc nosql/src/master/oracle timeseries.csv
3https://bitbucket.org/maticn/msc nosql/src/master/oracle measurement.csv
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vljajo podatke. Z eno datoteko uvozimo podatke v tabelo T Measurement,
z drugo pa v tabelo T TimeSeries.
V tabeli 5.1 predstavljamo čas uvoza podatkov in porabo računalnǐskih
virov med samim procesom uvoza obeh podatkovnih množic - manǰse in večje.
Rezultate bomo podrobneje interpretirali v poglavju 6. Na tem mestu velja
omeniti, da je čas uvoza podatkov razmeroma dolg. Oracle mora namreč za-
gotoviti relacijsko integriteto podatkov, zato mora podatke, na katere kažejo
tuji ključi, poiskati v ostalih tabelah, kar terja svoj čas.
kriterij 100 MB 1 GB
prostor na disku (podatki) 84,2 MB 960 MB
prostor na disku (meta podatki) 4,26 MB 33,14 MB
aktivnost diska 45 % 45 %
obremenjenost procesorja 16 % 16 %
obremenjenost pomnilnika RAM 40 % 40 %
čas uvoza
936 s oz.
15 min 36 s
9.882 s oz.
2h 44 min 42 s
Tabela 5.1: Rezultati meritev ob uvozu podatkov - Oracle
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5.1.3 Poizvedba
Poizvedbo, ki smo jo uporabili za generiranje poročila, smo podrobneje opisali
že v odseku 3.4. Uporabili smo jo kot referenco za vse ostale nerelacijske
podatkovne baze.
V odseku 4.3 smo navedli, da smo za vsako podatkovno bazo posebej
optimizirali podatkovni model in izvedli scenarij testiranja tudi na njem. V
primeru Oracla je bil podatkovni model že optimiziran, saj smo iz njega
izhajali, smo pa zato optimizirali samo poizvedbo. V pomoč nam je bilo v
uvodnem odseku tega poglavja opisano orodje Oracle Enterprise Manager, ki
zna analizirati izbrano podatkovno shemo in napisano poizvedbo ter podati
priporočila za hitreǰse izvajanje. Predlagal nam je kar pet ukrepov:
• zbiranje statistik za indeks T TimeSeries.ID,
• zbiranje statistik za indeks T Measurement.ID,
• zbiranje statistik za tabelo T TimeSeries.ID,
• zbiranje statistik za tabelo T Measurement.ID,
• našel je tudi bolǰsi načrt izvedbe (ang. execution plan).
Predlagane ukrepe smo seveda upoštevali in jih s pomočjo zgeneriranih
ukazov SQL zagnali. Sledila so ponovna zaganjanja poizvedbe za izdelavo
poročila in meritve rezultatov. Ti so bili tokrat občutno bolǰsi in so predsta-
vljeni v tabeli 5.2. Prikazana je tudi povprečna poraba računalnǐskih virov
med samim izvajanjem poizvedb.
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kriterij 100 MB 1 GB
aktivnost diska 2 % 100 %
obremenjenost procesorja 5 % 4 %
obremenjenost pomnilnika RAM 44 % 30 %
povprečni čas poizvedbe 0,61 s 15,40 s
standardni odklon 0,18 s 0,55 s
povprečni čas optimizirane poizvedbe 0,43 s 3,20 s
standardni odklon 0,04 s 0,45 s
Tabela 5.2: Rezultati meritev ob zagonu poizvedbe - Oracle
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5.2 MongoDB
MongoDB je splošno namenska, dokumentna, distribuirana baza podatkov,
ustvarjena za sodobne razvijalce aplikacij in predvsem namenjena oblačnim
rešitvam. Začetki razvoja segajo v leto 2007, uradni izid pa smo uporabniki
dočakali dve leti pozneje.
Zapis v MongoDB je dokument, ki je struktura podatkov, sestavljena iz
parov ključ - vrednost. Dokumenti so podobni objektom JSON. Ti niso ve-
zani na podatkovno shemo, zato so lahko dokumenti posamezne zbirke (ang.
collection) sestavljeni iz različnih atributov. Dokumenti v posamezni zbirki se
lahko med seboj precej razlikujejo, vendar to ni pogosta praksa. V isti zbirki
poskušamo hraniti dokumente, ki opisujejo podobne objekte, dopuščamo pa
nekaj razlik. Vrednosti polj lahko vključujejo druge dokumente, zbirke in
zbirke dokumentov.
Podobno kot relacijske zbirke podatkov, tudi MongoDB podpira indeksi-
ranje. Indeksi nad posameznimi polji omogočajo hitreǰse poizvedbe. Podprti
so vsi tipi indeksiranja kot v RDBMS, torej naraščajoče, padajoče, geopro-
storsko, uporabimo lahko celo sestavljene indekse.
MongoDB je predvsem znan po skalabilnosti, saj omogoča porazdelitev
baze na več strežnikov. Funkcionalnost replikacije, imenovane
”
replica set”
zagotavlja avtomatično zaznavo izpadov (ang. failover) in serviranje podat-
kov z redundančnih strežnikov.
MongoDB zagotavlja horizontalno skaliranje kot del svoje osnovne funk-
cionalnosti.
”
Sharding” distribuira podatke po gruči strežnikov. Od verzije
3.4 naprej MongoDB podpira ustvarjanje območij podatkov (ang. zones) na
podlagi ključa za deljenje. V uravnoteženi gruči (ang. cluster) MongoDB
usmerja branje in zapisovanje, ki ga pokriva območje, samo tistim
”
shar-
dom”, ki so znotraj območja [22].
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V nadaljevanju bomo podrobneje opisali, kako deluje replikacija (
”
replica
set”), ki podatke redundančno shranjuje na več strežnikih in, kako deluje
porazdelitev oz.
”
sharding”. Sprva smo namreč nameravali porazdeliti tudi
našo podatkovno množico, vendar se je v raziskovalni fazi MongoDB v našem
primeru izkazal za manj primerno podatkovno bazo od ostalih, zato s poraz-
deljevanjem nismo nadaljevali in smo se osredotočili na primerneǰse podat-
kovne baze.
Slika 5.1: Komponente porazdeljene gruče MongoDB
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5.2.1 Replikacija
Replika v MongoDB je skupina procesov
”
mongod”, ki vzdržujejo enak nabor
podatkov. Replike zagotavljajo odvečnost in visoko razpoložljivost podatkov
ter so osnova za produkcijska okolja.
V nekaterih primerih lahko replikacija poveča zmogljivost branja, saj
lahko posledično beremo z različnih strežnikov hkrati. Vzdrževanje kopij
podatkov v različnih podatkovnih centrih lahko poveča lokalizacijsko raz-
položljivost podatkov za distribuirane aplikacije. Vzdržujemo lahko tudi ko-
pije za posamezne namene, kot so obnova po nesreči, poročanje ali varnostno
kopiranje.
Zelo dobro je poskrbljeno za avtomatično zaznavo izpadov. Če primarni
strežnik preneha komunicirati z ostalimi strežniki replike in se ne odzove v
določenem intervalu (privzeto 10 sekund), je najverjetneje v okvari. Sekun-
darni strežniki avtomatično izvolijo novega primarnega, ki prevzame delo in
poskrbi za nemoteno delovanje replike.
5.2.2 Porazdelitev
Porazdeljevanje oz.
”
sharding” je metoda za distribucijo podatkov na več
strežnikov. MongoDB ponuja porazdeljevanje za podporo sistemom z zelo
velikimi količinami podatkov in visoko pretočnimi operacijami. Tovrstni sis-
temi bi zelo težko tekli na enem samem strežniku. Naprimer, velika frekvenca
poizvedb lahko izčrpa zmogljivosti procesorja. Podatkovne množice, ki so
večje od razpoložljivega pomnilnika RAM, zahtevajo ogromno vhodno izho-
dnih operacij diska, kar ni optimalno. MongoDB porazdeljuje podatke na
nivoju zbirke (ang. collection).
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Porazdeljeno gručo (ang. cluster) MongoDB sestavljajo naslednje kom-
ponente:
• Shard: Vsak
”
shard” hrani podmnožico podatkov. V produkcijskem
okolju ima vsak
”
shard” ponavadi svojo repliko, torej redundančne
strežnike.
• Mongos: Ta deluje kot usmerjevalnik poizvedb in zagotavlja vmesnik
med odjemalskimi aplikacijami in bazo podatkov. Je nekakšna vstopna
točka.
• Konfiguracijski strežniki: Ti hranijo meta podatke in konfiguracij-
ske nastavitve za posamezno gručo. Obvezno morajo biti replicirani.
Slika 5.1 prikazuje interakcijo zgoraj opisanih komponent.
Porazdelitveni ključ
MongoDB za distribucijo dokumentov uporabi porazdelitveni ključ. Ta je
sestavljen iz nespremenljivega polja ali večih polj, ki morajo obstajati v vsa-
kem dokumentu ciljne zbirke. Vsaka zbirka ima lahko zgolj en ključ, ki ga ni
mogoče naknadno spreminjati. Da zagotovimo učinkovitost gruče, mora biti
izbira ključa dobro premǐsljena.
”
Sharding” porazdeli podatke med vozlǐsča oz. strežnike in tako zago-
tovi, da vsak strežnik hrani podmnožico vseh podatkov gruče. Z naraščanjem
količine podatkov lahko z dodatnimi
”
shardi” oz. strežniki zagotovimo ustre-
zne kapacitete za hrambo.
Porazdeljena gruča lahko nadaljuje z delnim branjem in pisanjem tudi, če
eden ali več
”
shardov” ni na voljo. Medtem ko ni mogoče dostopati do pod-
množice podatkov na nedosegljivih oz. okvarjenih strežnikih, lahko branje in
zapisovanje, usmerjeno na razpoložljive
”
sharde”, še vedno uspe.
Za dostop do katerekoli zbirke podatkovne baze se mora uporabnik ve-
dno povezati na
”
mongos”, ne glede na to ali je zbirka porazdeljena ali ne.
Odjemalci oz. aplikacije se v nobenem primeru ne smejo povezovati direktno
na enega izmed
”
shardov”, da bi izvajali bralne oz. pisalne operacije.
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MongoDB podpira dve strategiji za distribucijo podatkov po porazdeljeni
gruči:
• zgoščeno porazdeljevanje (ang. hashed sharding) deluje na principu
izračunavanja zgoščene vrednosti polj, ki sestavljajo ključ,
• območno porazdeljevanje (ang. ranged sharding) deli podatke glede na
vrednosti polj, ki sestavljajo ključ.
Območja porazdeljene gruče
V porazdeljenih gručah lahko definiramo cone (ang. zones) porazdeljenih po-
datkov, ki temeljijo na porazdelitvenem ključu. Vsako cono lahko povežemo
z enim ali več
”
shardi”. Vsak
”
shard” lahko vsebuje poljubno mnogo con.
V uravnoteženi gruči MongoDB migrira manǰse množice podatkov (ang.
chunks), ki jih pokriva območje, le na tiste
”
sharde”, ki so povezani s cono.
Vsaka cona pokriva eno ali več območji porazdelitvenega ključa. Vsako
območje, ki ga pokriva cona, je vedno inkluzivno na spodnji meji in ek-
skluzivno na zgornji meji.
5.2.3 Način shranjevanja podatkov
MongoDB uporablja porazdelitveni ključ za particijo podatkov v manǰse
množice, imenovane
”
kosi” (ang. chunks). Vsak kos je sestavljen iz pod-
množice podatkov, ki pripadajo
”
shardu”. MongoDB razbije oz. razdeli
kose, ko prerastejo nastavljeno mejno velikost. Operacijo delitve (ang. split)
sproži vstavljanje ali pa posodobitev dokumenta v podatkovni bazi.
Najmanǰse
”
območje”, ki ga kos lahko predstavlja, je ena sama unikatna
vrednost ključa. Tak kos ne more biti razdeljen. Privzeta velikost kosov je
64 MB, vendar lahko to, upoštevaje dobre prakse, poljubno spreminjamo.
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Delitev kosa
Delitev je postopek, ki preprečuje, da bi kosi postali preveliki. Ko kos naraste
na določeno velikost ali, če število dokumentov v kosu preseže največje dovo-
ljeno število le-teh, ga MongoDB razdeli glede na vrednosti porazdelitvenega
ključa, ki jih kos zastopa. Kos se po potrebi lahko razdeli na več kosov [22].
5.2.4 Uvoz podatkov
Že v odseku 4.2 smo omenili, da je uvoz podatkov v podatkovno bazo Mon-
goDB izjemno enostaven. Na voljo nam je namreč uradna konzolna aplikacija
”
mongoimport”. Ta kot parametre sprejme:
• naslov in vrata strežnika,
• ime baze in zbirke, v katero želimo uvoziti dokumente,
• tip datoteke, ki jo uvažamo (.csv),
• pot do datoteke, ki jo uvažamo,
• ter podatek o tem, če uvažamo tudi vrstico z
”
glavo” oz. imena ključev.
Aplikacija z ustreznim intervalom na izhod izpisuje hitrost in status uvoza
ter pretekli čas, na koncu pa izpǐse obvestilo, koliko dokumentov je bilo
uspešno uvoženih. V tabeli 5.3 se nahajajo podrobnosti uvoza manǰse in
večje podatkovne množice.
Na povezavi4 predstavljamo strukturo .csv datoteke, ki smo jo pripra-
vili za uvoz manǰse podatkovne množice. Ta vključuje glavo in podatkovne
vrstice. Od datoteke za uvoz podatkov v bazo Oracle se razlikuje zgolj po
tem, da je atribut
”
datasetdate” pripet že na sam dokument (oz. tabelo) s
podatki.
4https://bitbucket.org/maticn/msc nosql/src/master/mongodb.csv
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kriterij 100 MB 1 GB
prostor na disku (podatki) 105,1 MB 1380 MB
prostor na disku (meta podatki) 1,8 MB 20,3 MB
aktivnost diska 6 % 81 %
obremenjenost procesorja 11 % 18 %
obremenjenost pomnilnika RAM 19 % 100 %
čas uvoza 52 s 429 s oz. 7 min 9 s
Tabela 5.3: Rezultati meritev ob uvozu podatkov - MongoDB
5.2.5 Poizvedba
MongoDB ponuja bogat poizvedovalni jezik. Sintaksa se od jezika SQL pre-
cej razlikuje, vendar obstajajo orodja, ki znajo SQL poizvedbe pretvoriti v
ustrezno sintakso. Z referenčne poizvedbe, ki smo jo uporabili pri Oraclu,
smo odstranili stik tabel. Pogoj, ki vključuje
”
DatasetDate”, smo prestavili
na edino zbirko v poizvedbi. Poizvedbo 5.1 smo poganjali na obeh podatkov-
nih množicah, rezultati pa niso bili najbolj obetavni. S tega razloga smo na
polje
”
DatasetDate”, ki v poizvedbi nastopa kot pogoj, dodali indeks in poi-
zvedbo pognali ponovno. Dobili smo občutno bolǰse rezultate, ki so prikazani
v tabeli 5.4.
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Izvorna koda 5.1: MongoDB poizvedba za izdelavo poročila
1 db.getCollection("timeseries").aggregate(
2 [
3 {
4 "$match" : {"DATASETDATE" : "31. 12. 2018"}
5 },
6 {
7 "$group" : {
8 "_id" : {"PERIOD" : "$PERIOD"},
9 "SUM(IA01)" : {"$sum" : "$IA01"},
10 "SUM(IA02)" : {"$sum" : "$IA02"},
11 "SUM(IA03)" : {"$sum" : "$IA03"},
12 "SUM(IA04)" : {"$sum" : "$IA04"},
13 "SUM(IA05)" : {"$sum" : "$IA05"},
14 "SUM(IA06)" : {"$sum" : "$IA06"},
15 "SUM(IA07)" : {"$sum" : "$IA07"},
16 "SUM(IA08)" : {"$sum" : "$IA08"},
17 "SUM(IA09)" : {"$sum" : "$IA09"},
18 "SUM(IA10)" : {"$sum" : "$IA10"},
19 "SUM(IA11)" : {"$sum" : "$IA11"},
20 "SUM(IA12)" : {"$sum" : "$IA12"},
21 "SUM(IA13)" : {"$sum" : "$IA13"},
22 "SUM(IA14)" : {"$sum" : "$IA14"},
23 "SUM(IA15)" : {"$sum" : "$IA15"},
24 "SUM(IA16)" : {"$sum" : "$IA16"},
25 "SUM(IA17)" : {"$sum" : "$IA17"},
26 "SUM(IA18)" : {"$sum" : "$IA18"},
27 "SUM(IA19)" : {"$sum" : "$IA19"}
28 }
29 },
30 {
31 "$project" : {
32 "PERIOD" : "$_id.PERIOD",
33 "SUM(IA01)" : "$SUM(IA01)",
34 "SUM(IA02)" : "$SUM(IA02)",
35 "SUM(IA03)" : "$SUM(IA03)",
36 "SUM(IA04)" : "$SUM(IA04)",
37 "SUM(IA05)" : "$SUM(IA05)",
38 "SUM(IA06)" : "$SUM(IA06)",
39 "SUM(IA07)" : "$SUM(IA07)",
40 "SUM(IA08)" : "$SUM(IA08)",
41 "SUM(IA09)" : "$SUM(IA09)",
42 "SUM(IA10)" : "$SUM(IA10)",
43 "SUM(IA11)" : "$SUM(IA11)",
44 "SUM(IA12)" : "$SUM(IA12)",
45 "SUM(IA13)" : "$SUM(IA13)",
46 "SUM(IA14)" : "$SUM(IA14)",
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47 "SUM(IA15)" : "$SUM(IA15)",
48 "SUM(IA16)" : "$SUM(IA16)",
49 "SUM(IA17)" : "$SUM(IA17)",
50 "SUM(IA18)" : "$SUM(IA18)",
51 "SUM(IA19)" : "$SUM(IA19)",
52 "_id" : NumberInt (0)
53 }
54 },
55 {
56 "$sort" : {"PERIOD" : NumberInt (1)}
57 }
58 ],
59 {
60 "allowDiskUse" : true
61 }
62 );
kriterij 100 MB 1 GB
aktivnost diska 2 % 73 %
obremenjenost procesorja 11 % 13 %
obremenjenost pomnilnika RAM 65 % 100 %
povprečni čas poizvedbe 1,40 s 74,00 s
standardni odklon 0,55 s 5,83 s
povprečni čas optimizirane poizvedbe 1,20 s 22,60 s
standardni odklon 0,45 s 2,41 s
Tabela 5.4: Rezultati meritev ob zagonu poizvedbe - MongoDB
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5.3 InfluxDB
InfluxDB je odprtokodna podatkovna baza za zapis in obdelavo časovnih
vrst, ki je izšla leta 2013. Zasnovana je za obvladovanje pisanja in poizvedo-
vanja v visokih obremenitvah. Uporabljala naj bi se za varno shranjevanje v
vseh primerih, ki vključujejo velike količine časovno zaznamovanih podatkov.
Primeri uporabe so spremljanje delovanja sistemov, podatki iz IoT senzorjev,
analitika v realnem času, itd. Odprtokodna rešitev InfluxDB teče na enem
vozlǐsču. V kolikor imamo potrebe po visoki razpoložljivosti in eliminaciji
enotne točke odpovedi (ang. single point of failure), na trgu obstaja plačljiva
verzija, namenjena uporabi v poslovnem svetu.
Naj naštejemo nekaj ključnih funkcionalnosti, ki jih trenutno podpira
InfluxDB, in zaradi česar je primerna izbira za delo s časovnimi vrstami:
• visoko zmogljiv sistem za shranjevanje podatkov, napisan posebej za
podatke časovnih vrst,
• odlična podpora stiskanju podatkov,
• napisan v programskem jeziku GO,
• zgradi (ang. build) se v eno binarno datoteko, brez odvisnosti od zu-
nanjih virov,
• ponuja preproste in visoko učinkovite API-je za zapisovanje in poizve-
dovanje preko protokola HTTP,
• obstajajo vtičniki za povezavo z ostalimi rešitvami, kot so Graphite,
OpenTSDB, itd.,
• izrazen poizvedovalni jezik, podoben SQL-u, prilagojen za enostavno
poizvedovanje agregiranih podatkov,
• oznake (ang. tags) omogočajo indeksiranje časovnih vrst, kar zagotovi
hitre in učinkovite poizvedbe,
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• pogosto ponovljive poizvedbe samodejno izračunavajo agregirane rezul-
tate, zato so izjemno učinkovite.
5.3.1 Način shranjevanja podatkov
Podatki v InfluxDB so organizirani v časovne vrste, ki vsebujejo izmerjeno
vrednost, npr. temperaturo oz. v našem primeru, enega izmed kriterijev
poročil, IA01. Časovne vrste vsebujejo od nič do več točk. Točke vključujejo
čas (časovni žig), naziv meritve (v našem primeru npr.
”
100mbdataset”),
vsaj eno polje tipa ključ - vrednost (izmerjena oz. izračunana vrednost, npr.
IA01 = 7,35), in nič do več oznak (ang. tag), ki so prav tako tipa ključ -
vrednost. Ti vsebujejo metapodatke o vrednosti (npr. Period = 1).
Konceptualno lahko o časovni vrsti razmǐsljamo kot o tabeli SQL, kjer je
primarni indeks vedno čas oz. časovni žig. Oznake (ang. tags) in polja (ang.
fields) so dejansko stolpci v tabeli. Oznake so indeksirane, polja pa ne. To
pomeni, da so poizvedbe nad oznakami precej bolj učinkovite kot tiste nad
polji.
Uradni nasveti o tem, kaj shranjevati v oznake in kaj v polja:
• uporabimo oznake, če gre za metapodatke, nad katerimi pogosto vršimo
poizvedbe,
• uporabimo oznake, če nameravamo podatke uporabiti z ukazom
”
GROUP
BY”,
• uporabimo polja, če nameravamo podatke uporabiti v funkcijah,
• uporabimo polja, če podatkov ne želimo shraniti kot nize (ang. strings).
Ključi in vrednosti oznak so vedno nizi. Ključi polj so obvezen podatek in
so vedno nizi. Privzeto so vrednosti polj podatkovnega tipa
”
float”. Časovne
žige na vhod podamo kot Unix čase v nanosekundah od 1. januarja 1970
UTC dalje.
60 POGLAVJE 5. PRIMERJAVA PODATKOVNIH BAZ
InfluxDB je podatkovna baza brez podatkovne sheme. Kadarkoli lahko
dodamo nove meritve, oznake in polja. Ničelne vrednosti se ne shranjujejo
[12].
5.3.2 Uvoz podatkov
Omeniti gre izjemno učinkovit način shranjevanje podatkov, ki ga upora-
blja InfluxDB. Tehnične podrobnosti so nam sicer skrite in jih, bolj kot v
preǰsnjem odseku, ne moremo pojasniti. Ugotavljamo, da smo tako manǰso
kot večjo podatkovno množico v primeru InfluxDB na disk zapisali z manj
kot polovično porabo prostora kot v ostalih primerih. Podobne ugotovitve
smo zasledili v kar nekaj raziskavah, npr. [23]. Po drugi strani je poraba
računalnǐskih virov med uvozom podatkov izjemno visoka v primerjavi z osta-
limi podatkovnimi bazami in si jo lahko ogledamo v tabeli 5.5. Ne moremo
niti mimo dejstva, da se nam je med uvozom podatkov vsebnik nekajkrat
sesul zaradi porabe celotnega pomnilnika RAM. V kolikor v produkcijskem
okolju nimamo na voljo zadostne količine hitrega pomnilnika, InfluxDB ni
primeren za uporabo. V nasprotnem primeru pa se izkaže kot zelo učinkovita
podatkovna baza.
V preǰsnjem odseku smo se seznanili z načinom shranjevanja podatkov.
Ugotovili smo, da so oznake indeksirane, zato je poizvedovanje nad njimi
hitreǰse. Zanimala nas je dejanska razlika v času poizvedb, kadar uporabimo
oznake in v primeru, kadar jih ne. V enem primeru smo polje
”
Period”,
nad katerim grupiramo rezultate, v podatkovno bazo shranili kot oznako, v
drugem pa kot polje. Časovne razlike so predstavljene v tabeli 5.6. Rezultat
scenarija, ko je polje
”
Period” shranjeno kot oznaka in je indeksirano, se v
tabeli nahaja kot
”
povprečni čas optimizirane poizvedbe”. Na manǰsi podat-
kovni množici so bili rezultati v primeru uporabe oznak celo nekoliko slabši,
na večji množici podatkov pa so se oznake izkazale kot nujne.
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Na povezavi5 in povezavi6 predstavljamo datoteki, ki smo ju pripravili za
uvoz manǰse podatkovne množice. S prvo datoteko smo podatke uvažali brez
oznak, z drugo pa smo uvažali tudi oznake. Razlika v strukturi podatkovnih
vrstic je zgolj v presledku, ki smo ga umestili na ustrezno mesto. Program
za uvoz zna le-tega ustrezno interpretirati. V prvi datoteki navedemo naziv
meritve, potem pa presledek in vse ostale atribute. V drugi datoteki poleg
naziva meritve navedemo še oznako (v našem primeru polje
”
Period”), potem
pa presledek in številske podatke.
kriterij 100 MB 1 GB
prostor na disku (podatki) 38 MB 417 MB
prostor na disku (meta podatki) 14 MB 30 MB
aktivnost diska 88 % 64 %
obremenjenost procesorja 9 % 27 %
obremenjenost pomnilnika RAM 100 % 100 %
čas uvoza 30,98 s 278 s oz. 4 min 38 s
Tabela 5.5: Rezultati meritev ob uvozu podatkov - InfluxDB
5https://bitbucket.org/maticn/msc nosql/src/master/influxdb no tags.txt
6https://bitbucket.org/maticn/msc nosql/src/master/influxdb tags.txt
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5.3.3 Poizvedba
InfluxQL je poizvedovalni jezik, namenjen interakcij s podatki v InfluxDB,
in je zelo podoben SQL-u. Poizvedba 5.2, ki smo jo uporabili za testiranje,
je torej zelo podobna referenčni.
Izvorna koda 5.2: InfluxDB poizvedba za izdelavo poročila
1 SELECT
2 SUM(IA01), SUM(IA02), SUM(IA03), SUM(IA04), SUM(IA05),
3 SUM(IA06), SUM(IA07), SUM(IA08), SUM(IA09), SUM(IA10),
4 SUM(IA11), SUM(IA12), SUM(IA13), SUM(IA14), SUM(IA15),
5 SUM(IA16), SUM(IA17), SUM(IA18), SUM(IA19)
6 FROM "timeseries"
7 WHERE time >= ’2018 -12 -31 T00 :00:00Z’ AND time < ’2019 -12 -31 T00 :00:00Z’
8 GROUP BY PERIOD;
kriterij 100 MB 1 GB
aktivnost diska 9 % 83 %
obremenjenost procesorja 6 % 4 %
obremenjenost pomnilnika RAM 75 % 98 %
povprečni čas poizvedbe 1,06 s 145,31 s
standardni odklon 0,42 s 4,48 s
povprečni čas optimizirane poizvedbe 1,36 s 20,04 s
standardni odklon 0,85 s 1,40 s
Tabela 5.6: Rezultati meritev ob zagonu poizvedbe - InfluxDB
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5.4 TimescaleDB
TimescaleDB je z letom izida 2017 relativno nova rešitev na trgu. Je prav
tako odprtokodna baza podatkov, namenjena zapisovanju in obdelavi časovnih
vrst. Optimizirana je za hitro postavitev in poganjanje zapletenih poizvedb.
Implementirana je kot razširitev za relacijsko podatkovno bazo PostgreSQL,
kar pomeni, da se izvajata v isti instanci. Model razširitve omogoča, da so
izkorǐsčene številne prednosti PostgreSQL, kot so zanesljivost, varnost in po-
vezljivost s široko paleto orodij drugih proizvajalcev. Uporablja standardni
poizvedovalni jezik SQL in je zato enostavna za uporabo.
V kolikor se odločimo za eno izmed alternativ (relacijske oz. NoSQL
podatkovne baze), TimescaleDB ponuja najbolǰso unijo obeh družin podat-
kovnih baz:
• enostavnost uporabe,
– ponuja vse SQL ukaze, ki jih podpira PostgreSQL (vključno s
sekundarnimi indeksi, stiki, itd.),
– nanjo se lahko povežemo s katerim koli orodjem, ki se zna povezati
na PostgreSQL, brez dodatnih nastavitev,
– močna podpora politiki hrambe podatkov;
• skalabilnost,
– porazdelitev podatkov glede na čas (polje časovni žig) in prostor,
– skaliranje navzgor (ang. scaling up) oz. skaliranje na enem strežniku
in skaliranje navzven (ang. scaling out) oz. skaliranje na gruči
strežnikov,
– visoke hitrosti pisanja podatkov (vključno s paketno obdelavo,
indeksi v pomnilniku, podporo transakcijam),
– kosi (ang. chunks) primerne velikosti (dvodimenzionalne particije
podatkov) na posameznih vozlǐsčih, kar omogoča obdelavo velike
količine podatkov,
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– vzporedne operacije na večih kosih (ang. chunks) in strežnikih;
• zanesljivost,
– namesti se kot razširitev za PostgreSQL,
– temelji na dvajsetletnih izkušnjah in raziskavah podatkovne baze
PostgreSQL,
– prilagodljive možnosti upravljanja, ki so združljive z obstoječim
ekosistemom PostgreSQL.
5.4.1 Način shranjevanja podatkov
TimescaleDB se dobro znajde s širokimi tabelami. V tem primeru so poi-
zvedbe po večih metrikah (v našem primeru po več zavarovalnǐskih kriterijih
hkrati) lažje in hitreǰse, ker ne zahtevajo stikov tabel. Prav tako je vstavlja-
nje hitreǰse, ker vstavljamo zgolj en časovni žig za vse metrike hkrati.
Z vidika uporabnika TimescaleDB izpostavlja objekte, ki izgledajo kot
klasične tabele, imenujejo pa se hipertabele (ang. hypertables). Pravzaprav
so te abstrakcije ali virtualni pogled na številne manǰse tabele, ki vsebujejo
podatke, imenovane kosi (ang. chunks).
Kosi so ustvarjeni z razdelitvijo podatkov hipertabele na eno ali več di-
menzij. Vse hipertabele so razdeljene glede na časovni interval, dodatno pa
jih lahko delimo še z izbiro ključa, npr. ID naprave, lokacija, ID uporabnika,
itd. Temu rečemo porazdelitev glede na čas in prostor (ang. partitioning
across time and space).
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Hipertabele
Primarna točka interakcije s podatki je hipertabela, ki je abstrakcija ene ta-
bele v vseh prostorskih in časovnih intervalih. Nad njo lahko vršimo SQL po-
izvedbe. Skoraj vsi uporabnǐski ukazi se izvedejo nad hipertabelami: ustvar-
janje tabel in indeksov, spreminjanje tabel, vstavljanje podatkov, izbira po-
datkov, itd. Hipertabela je definirana s standardno podatkovno shemo, torej
z imeni in tipi atributov. Vsaj eden izmed stolpcev mora vsebovati časovni
žig. Posamezna baza lahko hrani več hipertabel, ki so definirane z različnimi
podatkovnimi shemami. Za razliko od ostalih NoSQL podatkovnih baz, mo-
ramo pri TimescaleDB vnaprej poznati podatkovno shemo, ker so relacijske
tabele osnova za izdelavo hipertabel.
Za ustvarjanje hipertabele sta v TimescaleDB potrebna dva preprosta
ukaza SQL:
• CREATE TABLE (s standardno sintakso SQL),
• SELECT create hypertable().
Indeksa nad časovnim žigom in porazdelitvenim ključem se ustvarita avto-
matsko. Poleg njiju lahko ustvarimo še dodatne.
Kosi (ang. chunks)
TimescaleDB vsako hipertabelo avtomatsko razdeli na kose (ang. chunks).
Vsak kos ustreza enemu časovnemu intervalu in območju porazdelitvenega
ključa (uporablja se zgoščene vrednosti). Ti kosi so disjunktni, kar načrtovalcu
poizvedbe pomaga zmanǰsati nabor kosov podatkov, ki jih mora pridobiti,
da vrne rezultate poizvedbe. Vsak kos je implementiran s standardno tabelo.
Kos je pravzaprav podtabela starševske hipertabele. Kosi so pravšnje veli-
kosti, da so lahko vsa B-drevesa indeksov tabele med operacijo vstavljanja v
hitrem spominu.
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Prednosti particioniranja na posameznem vozlǐsču
Pogosta težava pri skaliranju baz podatkov na enem strežniku je znaten kom-
promis stroškov in zmogljivosti med pomnilnikom in diskom. Sčasoma bo
nabor podatkov prevelik za pomnilnik, zato bomo morali podatke in indekse
zapisati na disk.
Ko so podatki dovolj veliki, da vseh strani indeksov ne moremo shraniti
v pomnilnik, lahko posodabljanje naključnega dela drevesa vključuje izme-
njavo podatkov med diskom in pomnilnikom (ang. swap). Baze podatkov,
kot je PostgreSQL, hranijo B-drevo (ali drugo strukturo podatkov) za vsak
indeks posebej in tako omogočajo učinkovite poizvedbe. Težave nastopijo,
ko indeksiramo več stolpcev.
Ker je vsak kos, ki ga TimescaleDB avtomatsko ustvari, shranjen kot
ločena tabela, so vsi njegovi indeksi sestavljeni samo prek teh veliko manǰsih
tabel, ne pa kot ena tabela, ki predstavlja celotno podatkovno množico. Če
te kose pravilno razporedimo, lahko najnoveǰse tabele (in njihova B-drevesa)
brez težav spravimo v pomnilnik in se težavi izmenjave podatkov med diskom
in RAM-om izognemo, pri tem pa ohranimo podporo večim indeksom.
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5.4.2 Porazdelitev (ang. clustering)
TimescaleDB podpira porazdeljevanje z uporabo zgoraj opisanih hipertabel
in kosov. V topologiji z več vozlǐsči so vsa vozlǐsča instance podatkovne
baze TimescaleDB, vendar lahko igrajo različne vloge, odvisno od njihovih
zadolžitev znotraj gruče.
Tipi vozlǐsč
Dve vlogi, ki ju vozlǐsča lahko prevzameta, sta:
• dostopno vozlǐsče,
• podatkovno vozlǐsče.
Dostopno vozlǐsče sprejme vse zahteve odjemalcev, razdeli zahteve in po-
izvedbe na podatkovna vozlǐsča in združi rezultate, prejete iz podatkovnih
vozlǐsč. Dostopna vozlǐsča shranjujejo informacije o gruči in o podatkovnih
vozlǐsčih. Tako vedo, kateri kosi podatkov se nahajajo na katerem podat-
kovnem vozlǐsču. Dostopna vozlǐsča lahko shranjujejo tudi neporazdeljene
hipertabele in običajne tabele PostgreSQL.
Podatkovna vozlǐsča shranjujejo podatke, povezane s porazdeljenimi hi-
pertabelami. Ta ne shranjujejo informacij o gruči in izgledajo kot povsem
običajne instance TimescaleDB. Neposredni dostopi do lokalnih hipertabel
ali koščkov niso priporočljivi, saj bi v primeru napak sistem lahko pripeljali
do nekonsistentnega stanja. Vsi dostopi naj bi se torej vršili skozi dostopno
vozlǐsče.
Na dostopnih in podatkovnih vozlǐsčih teče enaka podatkovna baza Ti-
mescaleDB.
68 POGLAVJE 5. PRIMERJAVA PODATKOVNIH BAZ
Porazdeljene baze podatkov
Porazdeljena baza TimescaleDB je sestavljena iz več vozlǐsč, na katerih ustva-
rimo hipertabele. Porazdeljene baze podatkov morajo biti konfigurirane tako,
da imajo eno primarno dostopno vozlǐsče in več podatkovnih vozlǐsč. Dosto-
pno vozlǐsče ne more biti hkrati tudi podatkovno vozlǐsče. Trenutno je pod-
prto zgolj eno primarno dostopno vozlǐsče, ki samodejno pošlje vse operacije
na porazdeljene hipertabele na ustreznih podatkovnih vozlǐsčih.
Porazdeljene hipertabele
Kot že omenjeno, porazdeljene baze vsebujejo porazdeljene hipertabele. Po-
razdeljene hipertabele so v bistvu enake neporazdeljenim, razen, da vsebu-
jejo dodatno plast abstrakcije, kjer morajo dostopna vozlǐsča imeti možnost
logičnega upravljanja porazdeljenih hipertabel. Tudi te so sestavljene iz ko-
sov.
Hipertabelo je priporočljivo porazdeliti glede na čas in prostor. Če po-
datke porazdelimo zgolj časovno, se bo moralo podatkovno vozlǐsče najprej
v celoti zapolniti, preden bo dostopno vozlǐsče izbralo drugo podatkovno vo-
zlǐsče, na katerega bo shranilo naslednji kos. Tako bo zapisovanje podatkov
z zadnjega časovnega intervala vedno padlo na isto podatkovno vozlǐsče, na-
mesto, da bi delo porazdelili med več vozlǐsč. Po drugi strani, če podatke
tudi prostorsko porazdelimo (glede na enega izmed ostalih atributov), bo
dostopno vozlǐsče porazdelilo kose po več podatkovnih vozlǐsčih tako, da bo
za isti časovni interval ustvarjenih več kosov. Tako branje kot pisanje, bo
posledično uravnoteženo po celotni gruči.
Privzeto je število prostorskih porazdelitev enako številu podatkovnih
vozlǐsč. V primeru porasta količine podatkov lahko enostavno dodamo nova
podatkovna vozlǐsča. Z dodajanjem vozlǐsč se nastavitve prostorske poraz-
delitve avtomatsko posodabljajo. Tako zagotovimo optimalno porazdelitev
podatkov po podatkovnih vozlǐsčih. Obstoječim kosom se porazdelitev ne bo
posodobila, nove nastavitve bodo vplivale zgolj na nove podatke. S tega ra-
zloga nam ni treba premikati podatkov med podatkovnimi vozlǐsči. Čeprav je
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mogoče spremeniti faktor prostorske porazdelitve, stolpca, glede na katerega
se podatki porazdeljujejo, ni mogoče spremeniti [33].
5.4.3 Uvoz podatkov
Na Github-u7 smo našli konzolno aplikacijo, imenovano timescaledb-parallel-
copy. Ta paralelizira ukaz
”
COPY”, ki je v PostgreSQL že vgrajen in omogoča
paketno vstavljanje podatkov v podatkovno bazo. Namen tega orodja je po-
spešiti migracijo večje količine podatkov s hkratnim izvajanjem večih ukazov
”
COPY”. Poleg paralelizacije orodje ponuja tudi nastavitev zastavic (ang.
flag), s katerimi na standardni izhod sproti izpisujemo potek uvoza podatkov.
Bralec si lahko datoteko, ki smo jo pripravili za uvoz manǰse podatkovne
množice, ogleda na povezavi8. Gre za klasično .csv datoteko, ki za
”
dataset-
date” vključuje časovni žig.
Zaradi paralelizacije je uvoz izjemno hiter, rezultati pa so zbrani v ta-
beli 5.7. Presenetila nas je tudi nizka poraba računalnǐskih virov.
kriterij 100 MB 1 GB
prostor na disku (podatki) 113 MB 1.127 MB
prostor na disku (meta podatki) 5,9 MB 57,5 MB
aktivnost diska 2 % 17 %
obremenjenost procesorja 3 % 46 %
obremenjenost pomnilnika RAM 2 % 25 %
čas uvoza 7 s 57 s
Tabela 5.7: Rezultati meritev ob uvozu podatkov - TimescaleDB
7https://github.com/
8https://bitbucket.org/maticn/msc nosql/src/master/timescaledb.csv
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5.4.4 Poizvedba
Omenili smo že, da TimescaleDB za poizvedovanje uporablja jezik SQL. Poi-
zvedba 5.3 je zato zelo podobna referenčni, le
”
DatasetDate” nekoliko drugače
omejimo. Za optimizacijo podatkovnega modela smo dodali še indeks na atri-
but
”
Period”. Rezultati meritev se nahajajo v tabeli 5.8.
Izvorna koda 5.3: TimescaleDB poizvedba za izdelavo poročila
1 SELECT
2 SUM(IA01), SUM(IA02), SUM(IA03), SUM(IA04), SUM(IA05),
3 SUM(IA06), SUM(IA07), SUM(IA08), SUM(IA09), SUM(IA10),
4 SUM(IA11), SUM(IA12), SUM(IA13), SUM(IA14), SUM(IA15),
5 SUM(IA16), SUM(IA17), SUM(IA18), SUM(IA19)
6 FROM public.timeseries
7 WHERE datasetdate >= ’2018 -12 -31 00:00:00 ’
8 AND datasetdate < ’2019 -12 -31 00:00:00 ’
9 GROUP BY PERIOD;
kriterij 100 MB 1 GB
aktivnost diska 2 % 100 %
obremenjenost procesorja 5 % 30 %
obremenjenost pomnilnika RAM 3 % 7 %
povprečni čas poizvedbe 0,64 s 7,19 s
standardni odklon 0,07 s 1,11 s
povprečni čas optimizirane poizvedbe 0,61 s 4,52 s
standardni odklon 0,06 s 0,68 s
Tabela 5.8: Rezultati meritev ob zagonu poizvedbe - TimescaleDB
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5.4.5 Porazdeljen sistem
TimescaleDB se je med nerelacijskimi bazami podatkov izkazala kot
najučinkoviteǰsa, vendar na nobeni izmed podatkovnih množic ni dosegla
bolǰsih rezultatov od Oracla. Na enem samem strežniku se relacijska baza,
katere razvoj teče že štirideseto leto in je namenjena uporabi v poslovnem
svetu, pričakovano obnese najbolje. Kljub temu gre na porazdeljenih siste-
mih pričakovati zanimive rezultate. Zmagovalca v kategoriji NoSQL, Time-
scaleDB, smo zato porazdelili. Uporabili smo dve podatkovni vozlǐsči in eno
dostopno.
Uvoz podatkov
Uvoz na porazdeljeni bazi zaradi orkestracije pričakovano traja dlje časa. V
našem primeru smo hipertabelo porazdelili glede na čas in stolpec
”
Period”,
saj z njim grupiramo rezultate. Analiza porabe računalnǐskih virov med uvo-
zom se nahaja v tabeli 5.9.
Ukaz za kreiranje porazdeljene hipertabele:
1 SELECT create_distributed_hypertable(timeseries , datasetdate , period);
kriterij 100 MB 1 GB
prostor na disku (podatki) 113MB 1.127 MB
prostor na disku (meta podatki) 6,06 MB 57,5 MB
aktivnost diska 20 % 28 %
obremenjenost procesorja 11 % 45 %
obremenjenost pomnilnika RAM 50 % 85 %
čas uvoza 16,02 s 147 s oz. 2 min 27 s
Tabela 5.9: Rezultati meritev ob uvozu podatkov - TimescaleDB gruča
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Rezultati meritev
Prǐsli smo še do najbolj pričakovanih rezultatov poizvedb 5.10, ki so bile za-
gnane na porazdeljeni podatkovni bazi TimescaleDB. Ugotavljamo nekoliko
vǐsjo porabo računalnǐskih virov kot na primeru z zgolj enim vozlǐsčem. Raz-
liko bi ponovno pripisali orkestraciji oz. programski logiki, ki poǐsče podatke
na ustreznih vozlǐsčih. Rezultati v tabeli predstavljajo povprečno porabo
računalnǐskih virov vseh vozlǐsč v gruči.
Manǰsa podatkovna množica, ki jo lahko spravimo v hitri pomnilnik, se
na gruči strežnikov izkaže slabše kot na enem vozlǐsču. Ugotovitev je bila
pričakovana, saj zopet zgubimo nekaj časa z orkestracijo, uporaba večih dis-
kov pa je brezpomenska.
V tem primeru nimamo rezultatov neoptimizirane poizvedbe. Kot ome-
njeno, smo podatke tudi prostorsko porazdelili in sicer glede na atribut
”
Pe-
riod”. Z ukazom za porazdelitev se nam avtomatsko ustvari tudi indeks nad
porazdelitvenim ključem, torej nad stolpcema
”
DatasetDate” in
”
Period”.
Rezultati porazdeljenega sistema so bolǰsi od Oraclovih, vendar velja ome-
niti, da slednji ni bil porazdeljen. Poskusili smo tudi z več podatkovnimi
vozlǐsči, vendar so bili rezultati primerljivi tem iz tabele. V dokumentaciji se
bralca večkrat vpraša, če ima zares dober razlog za porazdelitev baze. Ta naj
bi bila namreč izjemno hitra in učinkovita že na enem samem vozlǐsču. Upo-
rabnik, vsaj glede na dokumentacijo, bi moral imeti zares ogromno količino
podatkov, ki se v bazo shranjujejo nepretrgoma, da bi se mu jo splačalo
porazdeliti. Mi smo jo kljub temu porazdelili in dobili bolǰse rezultate, ven-
dar pa nadaljnje porazdeljevanje na takšen način očitno zares ni smiselno.
Podrobneǰsa interpretacija rezultatov se nahaja v naslednjem poglavju.
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kriterij 100 MB 1 GB
aktivnost diska 15 % 80 %
obremenjenost procesorja 14 % 23 %
obremenjenost pomnilnika RAM 45 % 78 %
povprečni čas optimizirane poizvedbe 0,69 s 1,33 s
standardni odklon 0,05 s 0,24 s
Tabela 5.10: Rezultati meritev ob zagonu poizvedbe - TimescaleDB gruča
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Poglavje 6
Interpretacija rezultatov
Že ob hitrem pregledu tabel rezultatov lahko izluščimo nekaj dejstev in zma-
govalca posameznih kategorij. V kolikor lahko podatkovno množico v celoti
shranimo v hitri pomnilnik (glej zbrane podatke v tabeli 6.1), je čas, ki
ga potrebuje poizvedba, pri podatkovni bazi Oracle precej nižji od ostalih.
Takšen rezultat smo pričakovali, saj je rešitev na trgu že skoraj štiri dese-
tletja. Konstanten razvoj in periodične izbolǰsave bazo postavljajo na prvo
mesto po priljubljenosti in kvaliteti. Tu velja omeniti, da je ta prednost pri-
sotna pri optimizirani poizvedbi, saj je neoptimizirana poizvedba občutno
slabša. Znanje, potrebno za pripravo takšne optimizirane poizvedbe, je pri
Oraclu na voljo v obliki orodja, ki poskrbi za optimizacijo poizvedb in pre-
dlaga izbolǰsave. Ta funkcionalnost je plačljiva in ni prostodostopna, kot
velja za ostale primerjane rešitve.
V primeru, ko podatkov ne moremo v celoti naložiti v RAM (glej zbrane
podatke v tabeli 6.2) in jih posledično porazdelimo med več strežnikov, pa
pridemo do drugačnih rezultatov. Kljub dejstvu, da je TimescaleDB novost
na trgu in izdanih nadgradenj še ni bilo veliko, je baza prilagojena strukturi
podatkov, s katero imamo opravka. Shranjevanje podatkov je v tem primeru
bolj smiselno, zato je tudi poizvedovanje najhitreǰse.
Poleg tega velja pozornost nameniti tudi ostalim metrikam, ki jih bomo
predstavili v poglavju 6.2 v obliki kriterijev odločitvenega drevesa.
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6.1 Zbrani rezultati
Za bolǰsi vpogled v rezultate smo le-te združili v tabeli 6.1 in 6.2, komentirali pa jih bomo v naslednjih odsekih.
kriterij Oracle MongoDB InfluxDB TimescaleDB TimescaleDB gruča
prostor na disku
(podatki)
84,20 MB 105,10 MB 38,00 MB 113,00 MB 113,00 MB
prostor na disku
(meta podatki)
4,26 MB 1,80 MB 14,00 MB 5,90 MB 6,06 MB
čas uvoza 15 min 36 s 52,00 s 30,98 s 7,00 s 16,02 s
povprečni čas
optimizirane poizvedbe
0,43 s 1,20 s 1,36 s 0,61 s 0,69 s
standardni odklon 0,04 s 0,45 s 0,85 s 0,06 s 0,05 s
Tabela 6.1: Zbrani rezultati (podatkovna množica 100 MB)
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kriterij Oracle MongoDB InfluxDB TimescaleDB TimescaleDB gruča
prostor na disku
(podatki)
960,00 MB 1.380,00 MB 417 MB 1.127,00 MB 1.127,00 MB
prostor na disku
(meta podatki)
33,14 MB 20,30 MB 30,00 MB 57,50 MB 57,50 MB
čas uvoza 2h 44 min 42 s 7 min 9 s 4 min 38 s 57 s 2 min 27 s
povprečni čas
optimizirane poizvedbe
3,20 s 22,60 s 20,04 s 4,52 s 1,33 s
standardni odklon 0,45 s 2,41 s 1,40 s 0,68 s 0,24 s
Tabela 6.2: Zbrani rezultati (podatkovna množica 1 GB)
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6.2 Odločitveni model
V uvodnem poglavju smo zapisali, da bo rezultat magistrske naloge odločitveni
model za izbiro ustrezne tehnične rešitve glede na podane funkcionalne zah-
teve. Tega predstavljamo na sliki 6.1, v nadaljevanju pa bomo opisali krite-
rije, njihove uteži in normalizacijske formule.
Odločitveno drevo sestavljajo kriteriji, ki so hierarhično urejeni v dreve-
sno strukturo. Vsak kriterij ima zalogo vrednosti in funkcijo normalizacije,
ki njegovo vrednost pretvori v interval [0, 1]. Vsak kriterij ima določeno
tudi utež. Vse uteži podkriterijev, ki imajo isti nadrejeni kriterij, se morajo
sešteti v 1 oz. 100 %. Variante vedno ocenjujemo zgolj po kriterijih v listih,
vrednosti vǐsje v drevesu se izračunajo samodejno, glede na podane uteži. Na
koncu (v korenu drevesa) tako dobimo vrednost v intervalu [0, 1], ki predsta-
vlja skupno oceno posamezne variante. V okviru dela smo predlagali uteži
kriterijev, ki so se nam zdele najbolj smiselne. Bralcu je vedno prepuščeno,
da glede na svoje potrebe spremeni uteži (npr. mu je kriterij licence ve-
liko pomembneǰsi) in bo na ta način dobil drugačno rangiranje variant oz.
kandidatov.
Za lažje razumevanje odločitvenega modela 6.1, ga na kratko opǐsimo.
Vse izmerjene vrednosti so označene z zeleno barvo. Ostale se izračunajo av-
tomatsko. V začetku vrstic se nahajajo uteži posameznih kriterijev. Sledijo
imena kriterijev, nato pa globalne uteži posameznih kriterijev, ki nam po-
vedo, kakšen delež (globalno gledano) ima posamezen kriterij v končni oceni
(npr. lokalna utež
”
uvoza podatkov” je 30 %, medtem ko je njegova globalna
utež enaka 18 %, in sicer 60 % * 30 % = 18 %). V naslednjih stolpcih so
naštete vse variante. Za vsako varianto so rezervirani trije stolpci:
• vrednost: je dejanska izmerjena vrednost, ki jo za vsako varianto vne-
semo,
• normirana vrednost: izračuna se na podlagi kasneje razloženih formul,
• normirana vrednost * utež: dejanski delež kriterija h končni oceni,
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nato so vse vrednosti po drevesu avtomatsko agregirane navzgor, kjer
je končna ocena v četrti vrstici.
Slika 6.1: Odločitveni model in ovrednotene variante
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Na sliki 6.2 prikazujemo skupne ocene posameznih variant. Z nje je ja-
sno razvidno, kako dobro so se izkazale podatkovne baze v našem primeru,
upoštevaje uteži kriterijev, ki smo jih nastavili.
Slika 6.2: Skupna ocena posamezne variante
Sledi podrobneǰsa predstavitev kriterijev in analiza posameznih variant.
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6.3 Netehnični kriteriji
Rezultatov netehničnih podatkov nismo izmerili v praktičnem delu naloge,
temveč smo jih poiskali na spletu. Tudi ti kriteriji niso zanemarljivi in lahko
vplivajo na odločitev pri izbiri primerne podatkovne baze:
• število let na trgu: Dlje, kot baza obstaja na trgu, bolj je ta izpopol-
njena in posledično priljubljena med uporabniki. Vrednosti smo nor-
malizirali glede na leto 1960. Računalnǐske baze podatkov so se namreč
začele pojavljati v šestdesetih letih preǰsnjega stoletja, ko je uporaba
računalnikov postala stroškovno dostopna možnost za zasebne organi-
zacije. Eden izmed prvih sistemov za shranjevanje podatkov, ki se je
izkazal za komercialni uspeh, je bil sistem SABRE, ki ga je IBM1 upo-
rabil za pomoč podjetju American Airlines pri upravljanju podatkov o
rezervacijah [29].
• popularnost: Vir podatkov je že omenjeni portal DB-engines in nam
pove, kako popularna je posamezna podatkovna baza, torej, kako po-
gosto jo uporabniki izberejo. Nižja, kot je vrednost, bolj je baza popu-
larna. V tabeli so vrednosti zapisane v obliki X / Y, kjer X predstavlja
rang, Y pa število podatkovnih baz (skupaj oz. v kategoriji). Vredno-
sti smo normalizirali s formulo 1 - (popularnost - 1) / (število baz v
kategoriji - 1).
– skupna popularnost: Popularnost glede na vse podatkovne baze,
ki so zajete v primerjavo.
– popularnost znotraj kategorije: Popularnost glede na podatkovne
baze znotraj iste kategorije (relacijske, dokumentne, baze za zapis
časovnih vrst).
• obveznost podatkovne sheme: V kolikor strukture podatkov ne po-
znamo vnaprej, je s stalǐsča uporabnosti precej bolj zaželjeno, da podat-
kovna shema ni zahtevana (normalizirana vrednost 100 %). V našem
1https://www.ibm.com/
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konkretnem primeru ta atribut ne igra posebne vloge, ker shemo po-
datkov poznamo.
• podpora SQL: Poizvedovalni jezik SQL je standardiziran in dobro po-
znan. V kolikor ga podatkovna baza ne podpira (normalizirana vre-
dnost 0 %), se je uporabnik primoran naučiti novega poizvedovalnega
jezika.
• podprte knjižnice: Število različnih programskih jezikov, za katere so na
voljo gonilniki. V kolikor podatkovna baza podpira HTTP API dostop,
je do nje mogoče dostopati praktično z vseh programskih jezikov.
• podprte platforme: Število različnih platform, na katere lahko name-
stimo posamezne podatkovne baze. Zaloga vrednosti: Linux, Windows,
OS X, AIX, HP-UX, Solaris, z/OS.
• licenca: S finančnega vidika je najbolje, da je licenca prosta (oznaka
P v tabeli) in lahko bazo vsakdo uporablja brezplačno. Še bolje je,
če avtorji poleg proste licence ponujajo tudi komercialno (oznaka K v
tabeli), saj imamo tako na voljo tudi (plačljivo) podporo.
• dokumentacija: Dokumentacijo je zelo težko kvalitativno ovrednotiti.
Za vse štiri podatkovne baze lahko trdimo, da sta tako sistemska kot
uporabnǐska dokumentacija zelo dobri. V primerjavi z ostalimi je morda
malce bolj skopa dokumentacija baze InfluxDB.
Na sliki 6.3 vidimo primerjavo netehničnih kriterijev. Podatkovna baza,
ki pripada krivulji z največjo ploščino, je najbolǰsa izbira glede na ocenjene
atribute. Na podlagi problemske domene in preferenc se lahko odločimo,
katere kriterije bomo bolj utežili in katero podatkovno bazo bomo izbrali.
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kriterij Oracle MongoDB InfluxDB TimescaleDB
število let na trgu 39 10 6 2
popularnost
(skupna)
1 / 344 5 / 344 34 / 344 128 / 344
popularnost
(v kategoriji)
1 / 139 1 / 48 1 / 31 8 / 31
obveznost
podatkovne sheme
DA NE NE DA
podpora SQL DA NE NE DA
podprte knjižnice 24 / 27 27 / 27 HTTP API 13 / 27
podprte platforme 7 / 7 4 / 7 2 / 7 3 / 7
licenca K P + K P + K P + K
Tabela 6.3: Primerjava netehničnih kriterijev
Slika 6.3: Radarski grafikon netehničnih kriterijev
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6.4 Poraba računalnǐskih virov
Izmerili smo povprečno porabo računalnǐskih virov (disk, procesor, RAM)
med samim uvozom podatkov, nato pa še med izvajanjem poizvedb. Za lažjo
interpretacijo rezultatov si lahko na slikah 6.4 in 6.5 ogledamo radarska gra-
fikona (ang. radar charts), ki ponazarjata kvaliteto posamezne podatkovne
baze glede na vsak atribut. Večino vrednosti smo normalizirali po formuli
(100 % - povprečna poraba računalnǐskega vira), saj morata biti ploščina
grafikona in povprečna poraba računalnǐsega vira v obratnem sorazmerju.
Manǰsa, kot je poraba, večja mora biti ploščina. Za normalizacijo porabe di-
skovnega prostora smo uporabili nekoliko drugačne, spodaj zapisane formule.
Namesto najmanǰse in največje izmerjene vrednosti smo v vsakem primeru
prǐsteli še neko konstanto, da ne dobimo skrajnih vrednosti 0 % in 100 %.
• splošna formula za normalizacijo porabe diskovnega prostora
MAX(poraba) + konstanta− poraba
MAX(poraba) + konstanta−MIN(poraba)
(6.1)
• podatki, scenarij 100 MB
130 − poraba
130 − 30
(6.2)
• podatki, scenarij 1 GB
1400 − poraba
1400 − 400
(6.3)
• meta podatki, scenarij 100 MB
15 − poraba
15 − 1
(6.4)
• meta podatki, scenarij 1 GB
60 − poraba
60 − 20
(6.5)
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6.4.1 Uvoz podatkov
Pri uvozu podatkov se je TimescaleDB skoraj pri vseh računalnǐskih virih
izkazal kot najmanj zahteven. Le v primeru večje podatkovne množice je
procesor najbolj obremenjeval ravno TimescaleDB. Aktivnost diska je bila
znatno nižja od ostalih podatkovnih baz. Tu je bil MongoDB najzahtevneǰsi.
MongoDB in InfluxDB sta RAM zasedla do polne mere.
V primeru manǰse podatkovne množice je bila aktivnost diska v vseh pri-
merih dokaj nizka, razen pri InfluxDB, ki močno izstopa v slabi luči. Obreme-
njenost procesorja je bila primerljiva, vendar najnižja pri TimescaleDB. Tudi
v obremenjenosti pomnilnika RAM se ostali trije kandidati niso razlikovali
veliko, TimescaleDB pa je bil v tem pogledu neprimerljivo bolǰsi.
6.4.2 Poizvedovanje
V primeru večje podatkovne množice je bil disk pri vseh bazah skoraj polno
aktiven, vendar najmanj pri MongoDB. Najmanj procesorske moči sta po-
rabljala Oracle in InfluxDB, največ pa, zanimivo, TimescaleDB. RAM je bil
pri MongoDB in InfluxDB popolnoma obremenjen, pri TimescaleDB pa je
bila obremenitev komaj opazna. Povprečna poraba RAM-a v porazdeljenem
sistemu TimescaleDB je bila neprimerljivo vǐsja od sistema z eno instanco.
V tem pogledu se je dobro izkazal tudi Oracle.
V primeru manǰse podatkovne množice je bila aktivnost diska komajda
opazna pri vseh podatkovnih bazah, še najvǐsja pa pri porazdeljenem sistemu
TimescaleDB. Obremenitev procesorja je bila tudi v tem scenariju komaj
zaznavna, vendar zopet najvǐsja pri porazdeljenem sistemu TimescaleDB.
RAM je bil nekoliko bolj obremenjen (najbolj pri InfluxDB, skoraj nič pa pri
TimescaleDB).
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6.4.3 Poraba prostora
Kot že nekajkrat omenjeno, je v tem pogledu InfluxDB absolutni zmagovalec.
Podatke namreč shrani na skoraj trikrat manǰsi prostor kot TimescaleDB.
Poleg TimescaleDB tudi MongoDB zasede večjo količino prostora kot Oracle.
Pri shranjevanju meta podatkov največ prostora ponovno zasede Time-
scaleDB. V tem pogledu je zmagovalec MongoDB, ki najverjetneje opisnih
podatkov sploh ne generira in shranjuje veliko.
Slika 6.4: Radarski grafikon porabe računalnǐskih virov (100 MB)
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Slika 6.5: Radarski grafikon porabe računalnǐskih virov (1 GB)
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6.5 Hitrost uvoza podatkov
Res je, da hitrost uvoza ni ključen atribut, glede na katerega bi podatkovne
baze delili, vendar kljub temu igra pomembno vlogo. Če bi poročila želeli
generirati z dnevno periodo, bi bil čas uvoza podatkov izjemno pomemben.
Zagotoviti bi namreč morali, da so uvoženi kar se da hitro, saj je zatem treba
odpraviti napake v podatkih, nato pa zgenerirati še poročila. Časa za uvoz
podatkov torej ne bi bilo veliko in ga je zato pametno minimizirati.
Ugotovili smo že, da se v tej metriki Oracle obnese najslabše. Zaradi
lastnosti relacijskih podatkovni baz je utopično pričakovati, da bi se hitrost
uvoza približala hitrostim nerelacijskih podatkovnih baz.
V kategoriji NoSQL je tudi v tem pogledu zmagovalec TimescaleDB. Ra-
zlog najverjetneje tiči v paralelnem procesiranju. Orodje za uvoz, ki smo
ga že opisali, lahko namreč vzporedno uvaža več zapisov hkrati in je tako
izjemno učinkovito. Poleg tega je način zapisovanja na disk očitno močno
optimiziran. Dokaj hitro podatke uvozi tudi InfluxDB, medtem ko je Mon-
goDB skoraj za polovico počasneǰsi od InfluxDB.
Podatke v odločitvenem modelu smo tudi v tem primeru normalizirali s
prǐstevanjem manǰse konstane, kot smo to storili pri normalizaciji podatkov
o porabi diskovnega prostora.
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6.6 Hitrost poizvedovanja
Hitrost poizvedovanja je ključen podatek, ki nas je zanimal in je razlog za na-
stanek magistrske naloge. Že vnaprej smo predvidevali, da bolǰse podatkovne
baze od Oracla, ki bi tekla zgolj na enem vozlǐsču, ne bomo našli. Način is-
kanja podatkov je tam namreč res dodobra optimiziran, zato je dotična baza
tako znana, popularna in konec koncev tudi komercialna. Predvidevanja so se
izkazala za pravilna. Oracle se je na enem vozlǐsču izkazal za najbolǰso izbiro,
vendar mu je bil TimescaleDB zelo blizu. Presenetljivo slabo se je odrezala
podatkovna baza InfluxDB. Ta je glede na popularnost na prvem mestu v
svoji kategoriji, vendar je naši rezultati tja ne uvrščajo. Zadovoljni smo, da
smo pod drobnogled vzeli njeno konkurenco - TimescaleDB. Od podatkovne
baze MongoDB nismo veliko pričakovali, ker je namenjena shranjevanju pov-
sem drugačni vrsti podatkov. Glede na to, da gre za najpopularneǰso NoSQL
podatkovno bazo, smo jo kljub temu sklenili preizkusiti in ponovno se nismo
motili - rezultati so bili slabi.
S porazdeljevanjem podatkovne baze TimescaleDB smo imeli precej dela,
saj je le-ta novost na trgu in veliko porazdeljenih implementacij še ne obstaja.
Kljub temu je bil trud na koncu poplačan - gruča strežnikov TimescaleDB se
je izkazala za najbolǰso izbiro na naši problemski domeni. Hitrost poizvedbe
na večji podatkovni množici (velikosti 1 GB) je bila na podatkovni bazi Ti-
mescaleDB skoraj za faktor dva in pol vǐsja od hitrosti na podatkovni bazi
Oracle.
Nad izmerjenimi rezultati smo izvedli statistične teste, ki potrjujejo trdi-
tve glede razlik v hitrostih posameznih podatkovnih baz. Na grafih 6.6 in 6.7
lahko vidimo povprečne čase izvajanja optimiziranih poizvedb in 95 % inter-
vale zaupanja. Trditve je moč preveriti že na omenjenih grafih. V primeru
večje podatkovne množice je stolpec časa TimescaleDB gruče nižji od stolpca
časa Oracla, prav tako pa se njuna 95 % intervala zaupanja po osi Y ne se-
kata, kar nakazuje, da je TimescaleDB gruča res statistično značilno hitreǰsa
od Oracla. Prav tako obratna trditev velja na manǰsi podatkovni množici -
Oraclov stolpec časa je nižji od ostalih, intervali zaupanja se ne sekajo, torej
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je zares statistično značilno najhitreǰsa podatkovna baza, v kolikor podatke
lahko shranimo v RAM.
Slika 6.6: Poizvedbeni časi (100 MB)
Slika 6.7: Poizvedbeni časi (1 GB)
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Če želimo potrditi, da so razlike med časi optimiziranih poizvedb izbranih
podatkovnih baz statistično značilne, moramo izvesti statistične teste. Pri
primerjavi performanc dveh podatkovnih baz imamo na voljo dve nominalni
spremenljivki, tj. meritev časa optimizirane poizvedbe. Na voljo imamo 2
vzorca, kjer vsak vsebuje 5 meritev. Če bi želeli izvesti t-test, bi morali
poskrbeti, da sta vzorca normalno porazdeljena.
V našem primeru vrednosti niso normalno porazdeljene, zato smo upo-
rabili Wilcoxonov test vsote rangov. Ničelna hipoteza pri tem testu je, da
vzorca časov optimizirane poizvedbe izhajata iz iste populacije (npr. med
časi optimiziranih poizvedb podatkovne baze Oracle in gruče TimescaleDB
ni razlik). Za alternativno hipotezo smo predpostavili, da so časi optimizi-
rane poizvedbe na sistemu Oracle večji od časov optimizirane poizvedbe na
sistemu gruče TimescaleDB oziroma, da je gruča TimescaleDB hitreǰsa od
Oracla.
Vrednost statistike je v tem primeru W = 25. Na podlagi vrednosti
statistike W nato izračunamo z − vrednost, iz katere posledično pridobimo
ustrezno p − vrednost, ki je v našem primeru p = 0, 00485. Na podlagi re-
zultatov lahko pri α = 0, 05 zavrnemo ničelno hipotezo v korist alternativne
hipoteze, saj velja, da p < α. Tako lahko tudi statistično značilno potrdimo,
da je izvajanje poizvedb pri danih predpostavkah na TimescaleDB gruči hi-
treǰse od izvajanja na sistemu Oracle.
Za konec smo se odločili hitrosti izmeriti še na realni množici podatkov,
velikosti približno 25 GB. Rezultati potrjujejo ravnokar zapisane ugotovitve
in sovpadajo s tistimi, ki smo jih izmerili na podatkovni množici velikosti
1 GB. Porazdeljena baza TimescaleDB je za poizvedbo potrebovala 101 se-
kundo, baza Oracle pa 300. Ponovno lahko trdimo, da baza MongoDB ni
ustrezna rešitev našega problema, saj je za rezultat potrebovala kar 2340 se-
kund oziroma 39 minut. Rezultatov za podatkovno bazo InfluxDB nimamo,
ker se je vsebnik vsakič znova sesul, kar smo že opisali kot znano težavo.
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Pri izmerjenih hitrostih se je treba zavedati tudi predpomnilnika (ang.
cache). Kljub brisanju le-tega, kolikor je bilo to programsko mogoče, se
pomnjenje še vseeno vrši na nivoju operacijskega sistema in na nivoju strojne
opreme. Na ta dva dejavnika žal nimamo vpliva. Zadovoljimo se lahko
z dejstvom, da so bili tako operacijski sistem kot strojna oprema v vseh
scenarijih testiranja enaki, zato so rezultati s tega stalǐsča primerljivi.
Podatki v odločitvenem modelu so normalizirani podobno kot podatki o
porabi časa za uvoz podatkov.
Poglavje 7
Sklepne ugotovitve
V okviru dela smo se podrobneje spoznali z zavarovalnǐskim standardom
IFRS 17. Ustvarili smo podatkovno shemo, ki jo standard posredno nare-
kuje in zanjo smiselno zgenerirali podatke. Po pregledu sorodnih del smo
izvedli študijo primerjav različnih implementacij NoSQL podatkovnih baz in
relacijske baze Oracle. Vse teste smo poganjali na skrbno pripravljenem,
neodvisnem okolju. Ključni atribut primerjave je bil poizvedbeni čas, torej
čas iskanja podatkov na disku, ki jih potrebujemo za generiranje posame-
znega standardiziranega poročila. Poleg tega smo baze primerjali glede na
čas uvoza podatkov, porabo računalnǐskih virov, vključno s porabo diskov-
nega prostora in glede na netehnične kriterije. Podatki, s katerimi smo imeli
opravka, ustrezajo lastnostim časovnih vrst, zato so za poizvedovanje nad
njimi najprimerneǰse tiste baze, ki so njim prilagojene. V kolikor podatkov
nimamo veliko in jih lahko shranimo v hitri pomnilnik, se Oracle, dobro po-
znana relacijska podatkovna baza, namenjena uporabi v poslovnem svetu,
še vedno izkaže za najbolǰso izbiro. V primeru velike količine podatkov pa
porazdeljena namenska baza TimescaleDB rezultate vrača precej hitreje in
je najbolj smiselna izbira. Kljub temu, da je le-ta novost na trgu in še ni
med najpopularneǰsimi rešitvami, se je v naših scenarijih testiranja izkazala
za enostavno, zanesljivo in učinkovito rešitev.
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Magistrsko delo ponuja več možnosti za razširitev. Scenarije testiranja
bi lahko pognali na še več različnih podatkovnih bazah in poizkusili poiskati
tisto, ki zgoraj opisano problemsko domeno še bolje naslavlja. Poleg tega bi
lahko poizkusili z napredno optimizacijo že izbranih podatkovnih baz. Na
podatkovne baze bi lahko pogledali tudi s finančnega vidika in ocenili okvirne
stroške posamezne implementacije v primeru najema storitev v oblaku (npr.
Amazon Web Services1, Microsoft Azure2, Google Cloud3, itd.).
1https://aws.amazon.com
2https://azure.microsoft.com/en-us/
3https://cloud.google.com/
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6.7 Poizvedbeni časi (1 GB) . . . . . . . . . . . . . . . . . . . . . 90
95
96 SLIKE
Tabele
3.1 T Currency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 T CurrencyRate . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 T Company . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 T Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 T Cohort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.6 T Portfolio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.7 T Contract . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.8 T ModelPoint . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.9 T Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.10 T Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.11 T TimeSeries . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.12 T TimeSeriesDetail . . . . . . . . . . . . . . . . . . . . . . . . 31
3.13 T TableColumn . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1 Rezultati meritev ob uvozu podatkov - Oracle . . . . . . . . . 46
5.2 Rezultati meritev ob zagonu poizvedbe - Oracle . . . . . . . . 48
5.3 Rezultati meritev ob uvozu podatkov - MongoDB . . . . . . . 55
5.4 Rezultati meritev ob zagonu poizvedbe - MongoDB . . . . . . 57
5.5 Rezultati meritev ob uvozu podatkov - InfluxDB . . . . . . . . 61
5.6 Rezultati meritev ob zagonu poizvedbe - InfluxDB . . . . . . . 62
5.7 Rezultati meritev ob uvozu podatkov - TimescaleDB . . . . . 69
5.8 Rezultati meritev ob zagonu poizvedbe - TimescaleDB . . . . 70
5.9 Rezultati meritev ob uvozu podatkov - TimescaleDB gruča . . 71
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published by Foundation of Computer Science, New York, USA.
102 LITERATURA
[25] Oracle Corporation, “Oracle docs,” https://docs.oracle.com/, [Dosto-
pano: 1. avgust 2019].
[26] D. A. Patterson, “Technical perspective: The data center is the
computer,” Commun. ACM, zv. 51, št. 1, str. 105–105, Jan. 2008.
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[29] QuickBase, Inc., “A Timeline of database history,” https://www.
quickbase.com/articles/timeline-of-database-history, [Dostopano: 15.
avgust 2019].
[30] Slovensko zavarovalno združenje, “Pogosta vprašanja,” https://www.
zav-zdruzenje.si/izrazi/kompozitna-zavarovalnica/, 2016, [Dostopano:
21. maj 2019].
[31] Stack Exchange Inc, “Stack overflow developer survey results 2019,”
https://insights.stackoverflow.com/survey/2019, [Dostopano: 31. julij
2019].
[32] M. Stonebraker, “The case for shared nothing,” Database Engineering,
zv. 9, str. 4–9, 1985.
[33] Timescale, Inc., “Timescaledb docs,” https://docs.timescale.com/, [Do-
stopano: 6. avgust 2019].
LITERATURA 103
[34] J. S. van der Veen, B. van der Waaij, in R. J. Meijer, “Sensor data
storage performance: Sql or nosql, physical or virtual,” in 2012 IEEE
Fifth International Conference on Cloud Computing, June 2012, str.
431–438.
[35] A. J. Younge, R. Henschel, J. T. Brown, G. von Laszewski, J. Qiu, in
G. C. Fox, “Analysis of virtualization technologies for high performance
computing environments,” in 2011 IEEE 4th International Conference
on Cloud Computing, July 2011, str. 9–16.

