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Sum m ary
This thesis presents a novel paradigm known as the ’Pictorial Dictionary’ for the content-based 
image retrieval problem, which has been proposed in order to  avoid the limitations inherent with 
conventional content-based image retrieval approaches. W ith conventional content-based retrieval 
systems, the user often has two methods by which a query can be formulated, the ’direct query’ 
method and the ’query by example’ method. Both of these methods limit the user in their abil­
ity to easily formulate queries. The Pictorial Dictionary scheme allows users to easily formulate 
queries through a high-level textual interface. The objects in the dictionary are used to provide an 
association between low-level features and high-level semantics.
In order to research this paradigm, both low-level and high-level approaches were investigated. 
The techniques explored included the pre-processing techniques and feature matching tha t were 
required to complete the experimentation. Colour matching methods were explored, leading to 
the proposal of a metric which was suitable for matching in the presence of varying illumination. 
A suitable segmentation method was presented which allowed the low-level retrieval problem to 
be formulated as attributed relational graphs. Three graph matching methods are presented and 
evaluated in the context of this paradigm.
Natural language processing techniques are also explored within the context of our pictorial dic­
tionary. An algorithm for the measurement of semantic distances was proposed and qualitatively 
evaluated in the pictorial dictionary testbed. The computation of semantic distance allows items in 
our dictionary to  be indexed and related through semantic content while avoiding common problems 
associated with vocabulary and human annotations.
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Labeling
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Chapter 1
Introduction
The recent trends in information technology (storage, processing and Internet) are making terabytes 
of multimedia data widely accessible to millions of people worldwide. The amount of digitally stored 
multimedia material is constantly rising.
Digital image libraries are becoming increasingly common across a varied range of applications. 
Large amounts of image data are being acquired from medical analyses. Image databases, ranging 
from photographic archives to browsing facilities for museums, galleries and online trading are being 
created. Huge quantities of geographical images are being collected by remote sensing satellites 
and by aerial photography. The recent growth in digital video and television will also significantly 
contribute to the ever-increasing archives of digital image data.
The following incomplete list identifies some application areas which already depend, or are starting 
to adopt, digital multimedia libraries in one form or another:-
• Education
• Journalism
• Tourist Information
• Cultural Services (museums, galleries etc.)
• Entertainment
•  Investigation Services (human characteristic recognition, forensics)
• Geographical Information Systems
• Remote Sensing
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•  Surveillance
•  Bio-medical Applications
• Shopping
• Architecture, real estate and interior design
• Film, Video and Radio archives.
Both economic and technological factors have contributed to  these trends. Digital storage hardware 
is becoming increasingly capacious and affordable. Boundaries in processing power are constantly 
being pushed further and the technology is rapidly impacting on many general applications.
One of the most significant factors, which has and will continue to have a major future impact, 
is the Internet. This technology connects many other technologies together, making the terabytes 
of data, distributed world wide, accessible to the general population. In view of the advancing 
technology, the digital storage, distribution and utilisation of multimedia data appears to be an 
ever more appealing scenario.
W ith the continually expanding volume of multimedia data, the problem of finding and retrieving 
content of interest is becoming increasingly acute. It is apparent tha t the problems of retrieving, 
and organising these immense archives of multimedia data must be addressed. This is currently an 
active and fertile area of research with a focus on image content representation. However, emphasis 
must also be placed on how the user should interact with such a system; currently the problem is 
unsolved. The user interface design may not be an isolated problem; it may have implications on 
the methods, structure and design of other parts of the system.
This chapter of the thesis introduces some of the existing technology for content-based image 
retrieval. A brief summary of the low-level techniques is presented first, followed by brief functional 
descriptions of the most commonly recognised retrieval systems. This provides the foundations for 
chapter 2, in which the problems with existing technology are identified and an appropriate new 
paradigm is proposed.
1 .0 .1  T h e  V isu a l In fo rm a tio n  R etr ie v a l P ro b lem
Visual information retrieval is a relatively new subject which is devoted to  the problems discussed 
in the preceding paragraph. The task for visual information retrieval systems is to retrieve images
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or video content tha t is required by the human operator of the system. For example, a user may 
’ask’ a retrieval system to retrieve images containing ’red Ferrari’. This process is known as a query.
The problem is more complex than it may appear at first sight and draws upon many emerging 
technologies including information retrieval, visual data modelling and representation, image/video 
analysis and processing, pattern recognition, computer vision, multimedia database organisation, 
multidimensional indexing, psychological modelling of human behaviour, human computer synergy 
and data visualisation. This list is not complete but highlights the most significant research fields.
Early retrieval systems employed traditional database technology and textual search methods, 
although this technology was not well suited to  this particular problem. Further discussion on this 
issue can be found in chapter 2. content-based retrieval technology was then introduced in order 
to  process queries relating to visual similarity rather than human annotations. This technology 
centres around the extraction and matching of visual primitives which are often referred to as visual 
features, or low-level descriptors.
These visual primitives are typically extracted from an image in order to  efficiently represent the 
visual properties of the image. Visual primitives typically extract information pertaining to colour, 
texture or shape from an image. Such primitives may be extracted from the image as a whole 
(global features) or from specific regions within an image (local features). Local features allow 
region/object based queries to be performed since only areas of interest are considered. In order 
to extract local features from particular regions of an image, a suitable partition or segmentation 
of the image must be obtained, this is a research problem in its own right. Some commonly used 
descriptors and systems are discussed in the remainder of this chapter and in chapter 2.
The process by which features are searched and retrieved, is known as indexing. Often features 
are expressed as points (vectors) in a high dimensional space. Efficient access to ranges of these 
vectors is again an independent research topic in its own right.
1.1 Low-Level Techniques for Visual Information Retrieval
The main focus in content-based image retrieval centres around representing the image content 
by means of low-level visual features. The visual features are extracted though image processing 
techniques. Although these features are inherently low-level, they are the basis for many retrieval
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systems and are the building blocks on which higher level interactivity will be constructed. A brief 
overview of these techniques is therefore justified. Colour features are discussed in more detail in 
chapter 3, since colour was a chosen cue for this research.
1 .1 .1  T ex tu re  F ea tu res
Texture refers to the visual patterns th a t have properties of homogeneity tha t do not result from 
the presence of a single colour or intensity [88]. Texture is observed as structural patterns on the 
surface of objects. Many textures occur in nature and are generally random. Synthetic textures on 
the other hand may be deterministic. In general textures are concerned with the higher frequencies 
of the image spectrum. The perception of texture is dependent on scale, as is the representation 
of texture, therefore a suitable scale of reference must be defined in order to  effectively analyse 
textures [21].
Texture representations may be broadly divided into two main categories, statistical and structural[44], 
although the statistical approaches are much more common in image retrieval applications. One 
of the first of these approaches was the co-occurrence matrix. Each element in this matrix de­
scribes the relative probability tha t two pixels with given grey level values occur. The grey levels 
of the pixels correspond to the row/column index of matrix. Such a matrix is valid for a given 
spatial relationship between the pixels. Statistics can be calculated on the co-occurrence matrix to 
achieve concise texture descriptions, examples of such statistics are the energy, entropy, contrast 
and homogeneity.
Tamura et al. [105] proposed a set of texture features based on visual perception. The six basic per­
ceptual properties were coarseness, contrast, directionality, line-likeness, regularity and roughness. 
The representations were computed for a subset of the Brodatz texture collection [11], and com­
pared to psychological experiments performed on human subjects. The texture features proposed 
were shown to be highly correlated with human perception. In particular coarseness, contrast and 
directionality performed very well. Since the Tamura representation of texture relates so closely 
to  human perception, direct queries1 are much more intuitive to the user. Other intuitive tex­
ture features have been proposed by Asendorf and Hermes[5]. These were bloblikeness, multiareas, 
planarity, coarseness, regularity, directionality and softness
1A direct query refers to the user defining the low-level primitives directly, in the context described above, the 
user is able to specify how much contrast (s)he requires for the query in mind
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Popular texture representation include statistics obtained from Gabor filter banks, which have also 
been shown to follow results from studies of human vision. Such representations are obtained by 
computing statistics for the amplitude responses from the outputs of such filters. Gabor filters are 
obtained by multiplying a complex sinusoid with a gaussian function in the spatial domain. In the 
frequency domain, this can be considered as a two dimensional gaussian function, which is shifted 
from the origin. Ma et al. [12] used the mean and standard deviation of the amplitude responses as 
textural features. The filter bank comprised of 6 orientations each a t 4 different scales.
Levienaise-Obadia et al. [53] also employed Gabor filters. In this work, illumination tolerant 
texture ’codes’ were created by quantisation of the spectral energy from 12 Gabor filter banks. The 
’code’ approach lead to a concise efficient representation which was easily indexed through hashing. 
The method was reported to perform well for texture queries, and also for other salient structures 
within the image.
1 .1 .2  O th er  L ow -L evel T ech n iq u es
Other low-level features have been proposed in addition to the common colour and texture repre­
sentations. Shape features are generally difficult to apply in the general context, because in order 
to describe the shape of an object, it first has to be segmented from its surroundings. This poses a 
difficult problem for the computer vision community. In restricted domains, effective segmentation 
algorithms can be applied.
In the case of video retrieval, motion features may also be extracted. The VideoQ[15] system 
(Chang et al.) is able to  retrieve video sequences based mainly on object motion, content-based 
retrieval systems which handle video sequence usually incorporate a temporal segmentation. The 
video stream can be considered as a collection of scenes. Scenes are composed of shots, which are in 
turn  composed of the individual frames. Cut detection can be applied to segment the shots[4, 50], 
and for each shot a representative frame or key-frame can be used to index the shot in the database 
system. This greatly reduces the amount of data needed to index the shot. O ther techniques 
such as mosaicing, in which a single image is created for each shot can also be used to  reduce the 
indexing burden. Motion is used to  align the shots with respect to a coordinate transform and thus 
generate a single mosaic image which contais much of scene information. W ith the exception of 
foreground objects. Other reviews of low-level techniques used for image retrieval may be found 
in[41, 3, 8, 89, 88, 21].
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1 .1 .3  In d ex in g
In the previous section the low-level representations were discussed. A practical issue which arises, 
is how these features will be managed. Often the features are represented as vectors, which have to 
be indexed in the database. The problem is tha t the techniques developed for general databases do 
not perform well for image databases. In image databases, there may not be a single match for the 
user’s query. Instead, it is desirable for the system to re-order the database or generate a ranked list 
of candidates. Conventionally each vector is mapped into a high dimensional space, and the problem 
is one of finding close points in this space. A pair of points are considered close if they are within 
some distance, according to some metric. The problem with current spatial access methods is that 
the computational time and storage space for these indices grows rapidly with the dimensionality. 
This is a significant issue for practical image database systems, since the dimensionality of the 
features is typically large, and the computation must be minimised to allow interaction in real 
time. Many indexing structures have been proposed such as R-trees, R+-trees, R*-trees, grid-files, 
K-d trees, SS trees. Reviews of indexing structures and spatial access methods may be found in 
[26, 21]. More recently Shim et al. [98] proposed the ekdB-tree which consistently outperformed the 
R+-tree on synthetic and real datasets. The structure reduces the number of nodes tha t need to 
be considered for a join test, as well as the traversal costs of the finding appropriate branches of 
the tree. A join test is the process by which two sets of multidimensional points are relatated, such 
tha t all pairs of multidimensional points within a given distance, are found for two sets.
Also the storage requirement was independent of the number of dimensions.
1.2 Retrieval System s
Many retrieval systems, both commercial and research prototypes, have been presented in the 
literature, and will be discussed in the following chapter. It is accepted tha t the current technology 
cannot solve the general CBIR (content-based image retrieval) problem in its entirety. In the 
majority of cases, CBIR systems are designed with a specific application or domain in mind.
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QBIC
One of the most acknowledged retrieval systems is QBIC (Query By Image Content) [25, 76], which 
has been developed by IBM. The system can handle object based queries providing that suitable 
segmentations can be achieved. Typically automatic image segmentation is a difficult and unsolved 
problem which still attracts much research interest. In QBIC this problem is circumvented by pro­
viding a semi supervised segmentation stage. Automatic segmentation is possible with specialised 
object models. The QBIC system uses a selection of common features including a colour signature 
method based on histograms [104] known as super colour cells, in which histogram bins are clus­
tered in the perceptually uniform Munsell space to generate a more efficient index (limited to  256 
bins). The work of Wang et al. [108] also found tha t clustering in the Munsell colour space yielded 
the lowest loss of information. The Tamura[105] texture features, coarseness contrast and direction­
ality are employed, these features are considered perceptual to humans and are computationally 
efficient. Various shape features such as area, circularity, eccentricity, major axis orientation and 
moments are also computed for regions (objects) identified during the segmentation phase. The 
QBIC system uses R* trees[21] to index the features.
The interface to the QBIC system offers multiple methods in which a user can formulate a query. 
A colour picker is provided which allows users to specify a given colour for a query in mind. Similar 
functionality is provided for texture based queries, in which the user can formulate a query by 
specifying a texture from one of the provided samples. The provided samples are synthetically 
generated so tha t they span the texture feature space. QBIC also offers users the ability for query 
by sketch. In this mode of operation, the user can provide a sketch of the query in mind; this allows 
shape features to be computed from the users sketch and the query to  be initiated.
Blobw orld
Blobworld [14] is a more recent region based image retrieval system. The Blobworld system has 
some unique qualities; in particular, the user is allowed to see the internal representation used by 
the system, thus the user is able to see why a particular query was or was not successful. The 
Blobworld system attem pts to index images based on the descriptors associated to  the objects 
within the images, rather than using purely global descriptors. This is achieved by segmentations 
based on both colour, texture and position features.
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Gabor filters are used to  generate the texture indices. In order for the texture descriptors to 
be meaningful, they must be computed within a neighbourhood relevant to the structure being 
described. The authors present a method for scale selection based on polarity stabilisation which 
is a ’soft’ version of spatial frequency estimation. The pixel values for the L*a*b* colour space are 
used to  complement the texture representation.
The Blobworld representation is built using the EM (Expectation maximisation) algorithm in which 
the feature distribution for the N-d hyperspace is modelled using a mixture of gaussians. This 
application of the EM algorithm was novel since it combined both colour and texture. The image 
segmentation is achieved by determining the pixel to cluster memberships. Although not perfect, 
the segmentation results appear to be very good, and this is reflected in the performance of the 
system. Overall Blobworld performs well on the examples provided (Corel stock images).
P h otob ook
The Photobook system[80] incorporates functionality for querying by shape similarity, texture 
similarity and face similarity. The database images are partitioned according to the category of 
objects in the image. Each partition uses a category-specific approach for object description and 
matching. The face retrieval database uses the Karhunen Loeve Transform [34] to represent each 
face in terms of distinctive eigenfaces. The texture retrieval part of the system uses a representation 
based on the Wold decomposition [21].
In [82] Picard and Minka presented the augmented Photobook system which performs annotation. 
The user can label image regions, and these labels propagate through the database. The system uses 
hierarchical clustering of the features to  generate tree structured groupings. Each representation 
has its own set of groupings and the nodes of these trees are used to identify the concept for 
annotation. This set covering system is also well suited to relevance feedback techniques. The 
ingestion of new database images does, however, require re-computation of the groupings. This 
may be justified by the realisation th a t it is desirable to trade off-line processing time for on-line 
interaction time.
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V ideoQ
VideoQ[15, 16] is a web based video search system. Like many of the other systems discussed, 
it too is based on the visual paradigm. The novel feature of VideoQ is th a t the key attribute is 
motion. During database population, video shots are segmented using colour and edge information. 
Optical flow is used to track objects across frames and for each object, a motion vector is stored 
for each frame transition. In addition to the motion features, mean region colour and a selection 
of the Tamura texture features[105] are used. For each feature, Euclidean distance is used for the 
feature matching. In the case of texture, the features are weighted with the inverse variance of 
tha t dimension taken across the whole database. The individual feature distances may be weighted 
according their relative importance.
The query interface for the VideoQ system allows the user to  specify a query by means of a sketch 
or diagram. The sketch is able to represent mean colour of the object, approximate size of the 
object and the motion trajectory tha t the object takes. Using motion in this way is a novel feature 
which is unseen in other retrieval systems. Although the query by sketch paradigm is an effective 
means by which to specify the motion trajectories and approximate object size, it is not so effective 
for specifying the object’s visual properties such as colour texture and shape. A user of the system 
will be limited by their ability to sketch the object desired for the query. Querying by example can 
alleviate this problem providing a suitable example can be found, which may involve browsing the 
database.
M A R S
The MARS system (multimedia analysis and retrieval system) [62, 95, 96] was designed with the 
increasingly common perspective th a t a single ’best’ feature representation is not possible. Instead 
the focus is on the combination and matching of many representations. Rui et al. [95] propose a tree 
structured multimedia object model in which objects, features and representations are hierarchically 
related. This query structure allows weighting of the query tree to best specify the representation 
in mind. Boolean retrieval was discussed, but the problem of selecting predefined thresholds lead 
to investigation of fuzzy boolean retrieval and probabilistic retrieval. The probabilistic method was 
reported to  perform slightly be tte r[95].
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Motivated by the t f  (term frequency) measure and idf (inverse document frequency)2 measure 
used in information retrieval, the measures ci (component importance) and f i  (feature importance) 
were defined. These measures were calculated from simple statistics, and were applied to weight 
the query tree.
MARS supports textual meta-data and free text descriptions for the images in the database, al­
though such data has to be supplied manually. Also MARS incorporates some of the commonly 
used features such as histograms for colour description, and a subset of the Tamura features for 
texture description (directionality, contrast, coarseness). MARS also incorporates ’layout’ informa­
tion about the image regions, These include centroid, area, eccentricity and maximum bounding 
rectangle, although the effectiveness of such features again depends on the segmentation.
The interface to the MARS system follows the query by example paradigm. The database is 
browsable either sequentially or randomly. Query terms can then be formulated and combined 
from the examples located from the browsing stage. An example query may attem pt to  retrieve 
all images containing a colour similar to  tha t in image A and a texture similar to tha t in image B. 
The MARS system was formulated as part of an SQL framework.
V isualSeek
In VisualSEEK[100] Smith and Chang combine colour and spatial queries. Images are segmented 
into colour regions using colour set back projection[101]. Colour sets are used as the main rep­
resentation, which are shown to perform slightly worse than colour histograms, with much less 
computation[100]. Spatial attributes such as location (centroid), area and spatial extent are also 
computed for the segmented regions. The query similarity is computed from a weighted sum of 
the individual feature metrics. The system supports multiple region queries, by taking the inter­
section of individual region queries to generate a candidate list of regions. The spatial similarity is 
computed after the colour representation has been used to generate the candidate region list. 2-D 
strings are generated to allow spatial matching. Spatial invariance was achieved by computing the 
2-D strings at multiple rotations around the image centre. The unique feature of the VisualSEEK 
system is the combination of colour and spatial queries in this manner.
The user interface to VisualSeek again follows the query by example paradigm. VisualSeek also
2idf and t f  measures were originally proposed for textual indexing and are discussed chapter 5
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allows the user to specify as an example, an image previously unseen by the database. The web 
demo allows the user to supply a URL as an example. In order to achieve this, features used for 
the query are computed ’on the fly’, and therefore must be computationally efficient.
JA C O B
JACOB [50] is a retrieval system tha t has been designed to handle video data. Video is handled 
by representing shots as key-frames. A neural network is employed to  achieve cut detection and 
a simple heuristic approach is used to extract key-frames. Global features are then computed for 
each image in the database (or key-frame in the case of video). Colour is represented using a 512 
bin quantised RGB histogram. Statistical features describe the global texture within the image. 
The user interface to  the JACOB system allows query by example and ’direct query’ in which 
the user is able to specify a raw value for a desired low-level feature. The ’direct query’ method 
is non-intuitive to the non-expert user. JACOB incorporates no relevance feedback as such, bu t 
retrievals are similarity ranked and and can be used as the seed for the next query (in the query by 
example case). This system is reported to perform reasonably well considering only global features 
are employed in the matching process. Global features do however alleviate the need for a reliable 
automatic segmentation algorithm.
Im ageM iner /  IRIS
IRIS (Image Retrieval for Information Systems) [43] was a system which approached the visual infor­
mation retrieval problem from a different perspective. Rather than queries based on the matching of 
low-level descriptors, querying is accomplished through the matching of textual descriptions which 
are generated for an image during database registration. IRIS was further developed to  eventually 
become the ImageMiner system [4, 77].
The ImageMiner system uses mosaicing techniques to  efficiently tackle the video retrieval problem. 
Rather than process the individual frames or key frames in a given clip of video data, the frames 
within a shot are mosaiced to  produce a single image which encapsulates the information conveyed 
in the entire shot. The mosiaced image can then be processed using the same techniques as for 
still images. This approach will preserve information which may be lost if key-framing were used.
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Mosaics are however, expensive to  compute, and this implementation was not well suited to handle 
object motion within the shot.
The still image processing in the ImageMiner system uses colour, texture and contour information 
to achieve an image segmentation. The image is divided into a grid, for each cell a colour histogram 
in HLS space is computed. Grid cells with similar colours are merged. Texture segmentation also 
uses the grid approach, where statistical texture descriptors are computed. Shape information is 
computed through a gradient based edge detection. Rather than employ the joint descriptors, Im­
ageMiner computes a separate segmentation for each type of feature. Each region is then processed 
by an object recognition stage which annotates regions within the image. The operator of the 
system is then able to formulate natural language queries based on the pre-computed annotations.
W ebSeer
The WebSeer [32, 9] system is intended for use on the world wide web. The system is mainly 
a m eta-data oriented system but does utilise some content-based retrieval techniques to perform 
image classification and face detection. The m eta-data is extracted from the rich HTML code 
which encapsulates the image in the web page. ALT tags, titles and hyper-links often provide lots 
of information about the content in the image and this is fully exploited. Features computed on 
these images are then be employed in various tests which classify the images. For example WebSeer 
is able to distinguish between photographs and drawings. The Web Seers system has ’robots’ or 
’crawlers’ which traverse the web indexing images they encounter. The interface is a combination 
of textual entries and menu selections, and is well suited to the world wide web environment.
O ther System s
The SCORE system [6] uses an entity relationship approach to  the retrieval problem. Relevance 
feedback techniques are also applied. The entity relationship approach is a high-level approach 
which invariably requires some degree of human intervention especially for initial object segmen­
tation. The objects (entities) are then related through various through various spatial properties, 
such as over/under, left/right, behind/in-front, inside/outside. Users are able to formulate queries 
using an iconic palette to formulate higher level queries.
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Alexandria Digital Library ADL[12] is another region based retrieval system which uses colour, 
texture and shape. Vector quantisation is used to index the descriptors which are comprised of a 
colour signatures and Gabor filters. The approach performed well when tested with images from 
the Corel set. The work in [13] employed similar features in order to  label outdoor and scenes.
PicToSeek [33] is a retrieval system for the world wide web. It is similar in operation and function­
ality to WebSeer, also providing classification of image categories.
OVID (Object-based video retrieval) [52] is an iconic video retrieval system. It features a multiple 
expert approach for shot detection and key framing to reduce the indexing burden. A two stage 
segmentation process similar to the work in [63, 64] was presented. The process uses colour features 
to produce an over segmented image, which is then appropriately merged using both  colour and 
texture descriptors. Each segmented region is indexed with a median vector of 33 dimension (both 
colour and texture). The user interface to the OVID system provides some useful tools for the 
video retrieval interface.
Other reviews of content-based retrieval systems may be found in [106, 88, 89, 8, 21, 12].
1.3 Current Research Directions
For content-based image retrieval systems, the user interface is becoming increasingly im portant. 
Currently most systems provide query by example functionality, by which the user must provide 
an example of the desired content. The example(s) is usually identified by browsing through the 
database and selecting an appropriate image to  initiate the query process. This is undesirable, since 
it is tedious and restricts the richness of the queries th a t may be specified. In some cases a suitable 
example may not be found a t all, preventing the user from formulating the query. This is referred 
to  as the page zero problem [82, 51]. The Blobworld system follows the query by example paradigm, 
however the user is able to see the segmentation of the query image and retrieved images. O ther 
systems do not allow this and therefore the user is left unaware of why a particular query, was or 
was not successful. When formulating a query, the user is able to specify the relative im portance of 
each feature (colour, texture, shape and background). Retrieved images can be used to  formulate 
new queries and thus allow the user to navigate through the feature space.
14 Chapter 1. Introduction
R elevance Feedback
A single set of ’best’ features relevant to a given query may never be discovered since the per­
formance of a given feature may be data dependent, user dependent or task dependent. Instead 
of requiring a universal similarity measure, or asking the user to  select features or weights, the 
query model is inferred from a rich interaction with the user. Minka and Picard[71] observe that 
there is no lack of specialised models, only a lack of using and combining them. Emphasis is thus 
on sub-optimal iterative optimisation. The FourEyes System[70, 71, 83] which is an extension to 
Photobook, takes a novel approach to relevance feedback.
The approach is original because the computer finds the best combination of features based on 
human interaction. Each stage of the system learns at different times and the system also learns 
across sessions. Features are computed for the images during database population. Hierarchical 
structures are derived from clustering. The user is able to select positive and negative examples 
of the desired content by tapping pixels. The system uses a set covering technique to identify 
relevant nodes of the hierarchical groupings which include all of the positive examples and none of 
the negative ones. The system also classifies the learning problem using a self-organising map. This 
approach allows the system to ’remember’ which groupings worked best for a particular query. This 
scheme does not suffer from the combinatorial explosion associated with adding new features as in 
most other systems. However, when a new image is entered into the database, all the groupings need 
to be recomputed. The justification is tha t off line computation is traded for real time interaction. 
The learned groupings can be assigned labels and used to  perform annotation on the database.
The MARS system[92, 94] also has relevance feedback functionality. The relevance feedback is 
based around a hierarchical multimedia model. A two layer relevance feedback scheme is proposed 
which allows the system to ’learn’ both the query representation and the similarity matching. Rui 
et al. observe tha t it is not difficult for users to  to select the features relevant to the query (colour, 
texture etc.) and this is the basis for most systems. However selecting specific representations 
(colour histograms, colour moments etc.) and similarity measures (histogram intersection, Eu­
clidean distance etc.) is difficult for the user since it requires knowledge of computer vision. This 
is the motivation for the top layer relevance feedback which allows the system to ’learn the metric’. 
Rui et al. also suggest th a t specifying the realisations for a given representation (ie. the actual 
numerical values for the representation) is even less intuitive. This is the motivation for the bottom
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layer relevance feedback algorithm, which allows the system to ’learn the query’. More recently 
Kang et al. [47] applied a similar relevance feedback scheme in order to classify the semantic ‘feel­
ings’ such as sadness and joy in video sequences. A combination of colour descriptors, scene motion 
amd shot-cut statistics were employed.
After the system is initially queried, the user is able to rank the retrieved images with various 
degrees of relevance. This is the basis for which the weights in the query model are updated. The 
bottom layer relevance feedback is based on the t f  x id f  model for document retrieval. They define 
measures of component importance and inverse collection importance which is used to transform 
the representation space into a ’weight’ space. The relevance feedback techniques from standard 
document retrieval methods can then be applied. Taycher et al.[107] also incorporated a ’learning 
the metric’ scheme by dynamically selecting appropriate Lm Minkowski metrics.
Ishikawa et al. [42] propose a relevance feedback scheme for the Mindreader system, which is able 
to ’learn’ the representation tha t the user has in mind, as well as the relative importance of each 
dimension in the space. Rather than a weighted euclidean distance function, they propose the 
use of a generalised ellipsoid distance function which is able to cater for correlations between the 
dimensions of the feature space. An iterative algorithm which simultaneously converges to an ’ideal’ 
query point and an ’ideal’ generalised ellipsoid distance function, based on relevance information 
provided by the user, is demonstrated.
In relevance feedback it is desirable from a user’s point of view, for systems to learn the metric 
given a minimal set of training examples. The recent work of Hangjun et al. [114] proposed an 
approach based on a quadratic model which is reported to increase the feedback performance for 
fewer training examples. Wang et al. [109] also address this problem using an SVM based approach.
Due to the complexity and subjectivity of high-level image database retrieval, relevance feedback 
techniques still have a significant scope for improvement and the topic remains a fertile area for 
research.
M PE G -7
The importance for management and efficient access to multimedia data has been widely acknowl­
edged. As techniques in this field continue to advance, a standardised description of multimedia 
content is urgently needed to  solve the interoperability problem between digital libraries[90]. The
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latest work from the MPEG group is known as MPEG-7 or ’Multimedia Content Description In­
terface’ and addresses this issue. A thorough discussion of MPEG-7 applications can be found in 
[54].
The objective [49] of MPEG-7 was to specify a standard set of descriptors tha t can be used to 
describe various types of multimedia information. MPEG-7 also specifies pre-defined structures 
of Descriptors and their relationships. These structures are called description schemes[55]. The 
means by which new description schemes are defined is also part of the standard. This is achieved 
through a Description Definition Language (DDL) [22]. The MPEG-7 standard also includes the 
coding of representations which allow fast access and efficient storage/bandwidth utilisation. More 
information on the requirements for MPEG-7 can be found in[81].
The scope of the standard does not include how the MPEG-7 representations are generated or used 
by multimedia systems. The primary reason is tha t this does not need to be standardised in order 
to achieve the interoperability goal. Another im portant reason is so tha t expected improvements 
in these areas can be used as the technology advances[49].
Among the suggestions for incorporation into the MPEG-7 standard were the multimedia object 
model from MARS [91, 27]. The DDL is centred around XML (extensible mark-up language) which 
was proposed for the MPEG-7 standard in [79].
1 .3 .1  O th er  R esea rch  D ir e c tio n s
The field of content-based image retrieval is still in its infancy and its importance is becoming 
increasingly acknowledged. Many current research issues have been reported in the literature[88, 
89, 24, 23] and are summarised as follows.
• User Interface - Interfaces for content-based retrieval systems need to be more user friendly. 
Existing interfaces are non-intuitive and often require knowledge of the underlying computer 
vision algorithms. Emphasis must be placed on interfaces which allow interaction at a higher 
level through a more intuitive means, ultimately natural language.
• Human In The Loop - It has been observed that a single best representation and similarity 
model may not exist. It is therefore desirable for suitable representations and similarity 
measures to  be selected according to the needs of the user. The burden of this selection
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should lie with the retrieval system and not the human operator. A synergy between the 
human and computer must be created so th a t retrieval systems may ’learn’ what is required 
in a given situation.
• The Semantic Gap - In the general field of content retrieval there exists a substantial seman­
tic gap between the low-level visual features and the human perception of image content. 
Although in specific domains improvements have been reported, a general solution is far from 
the reach of current technology.
• The World Wide Web - The current explosive growth rate of the Internet will cause increasing 
demand for image retrieval systems for the world wide web [45]. The Internet environment 
places constraints on allowable bandwidth, computation, storage and standardisation. How­
ever, the Internet environment contains much semantic information in the associated web 
documents. Ways to combine, extract and use this information must be improved.
• High Dimensional Indexing - The combinatorial explosion of storage and computation when 
indexing high dimensional vectors needs to be addressed in order to realise practical retrieval 
systems.
•  Performance Evaluation - Performance evaluation is required in order to compare techniques 
and guide the research effort. This is a difficult problem due to the subjectivity of human 
perception.
• Human Perception Of Image Content - This is a little understood phenomenon. Any advances 
in the understanding of human perception may guide the research into more effective computer 
vision algorithms.
• Integration Of Media and Disciplines - Much information can be obtained from non-image 
data. Textual and audio information could be used to complement the visual information 
and yield more powerful systems. These techniques clearly need to  be explored.
1.4 Contribution
In this chapter we have reviewed the state of the art technology in the field of content-based image 
retrieval. This has allowed us to formulate a discussion of the problems and shortcomings of existing
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retrieval paradigms and technology. Based on this discussion, we have proposed a new retrieval 
paradigm known as the ’Pictorial Dictionary’. The Pictorial Dictionary scheme addresses some 
inherent problems by offering a mode of interaction which supports easy formulation of high-level 
textual queries.
The flag retrieval problem is presented as a good illustration of how the context of low-level de­
scriptors can be captured to represent higher level semantics. An insight into the colour matching 
problem is also presented, based on this scenario. This leads to the development of a colour 
matching metric which is invariant enough to allow the retrieval of coloured regions from synthetic 
models.
As well as the integration of some existing retrieval descriptors, graph matching methods are 
explored, developed and applied to  an example problem domain. The first of these methods is 
based on probabilistic relaxation labelling[l, 17], the second of these methods is based on fuzzy 
relaxation labelling[97], and the third method is based on optimal graph search using cost edit 
distances[65, 67, 66]. Novel performance evaluation metrics are proposed in order to rank the 
performance of the methods. Although the relaxation based methods have performed well in other 
problem applications, this was not found to be the case in our experiments. Our experimental 
results have identified some limitations of relaxation type methods when node attributes have 
weak/ambiguous measurements.
For the dictionary lookup stage, and to allow a higher level of user interactivity, a semantic distance 
algorithm is developed, which employs the WordNet electronic lexical database. The algorithm is 
evaluated before incorporation into the experimental testbed for qualitative evaluation as part of 
the whole paradigm. To conclude, the paradigm is compared with existing methods and a simple 
analytical comparison is presented. Finally this research identifies some interesting possibilities for 
future work; these are also discussed in this thesis.
1.5 Outline
The outline of the thesis and contributions are as follows. Chapter 2 proposes a novel retrieval 
paradigm, ’The Pictorial Dictionary’ which is discussed in the context of the inherent limitations 
of current retrieval technologies. The problems discussed in chapter 2 give the motivations for this
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thesis and highlight critical problems which must be overcome if retrieval systems of the future will 
cope in our ever expanding digital environment.
The image processing techniques utilised in the research and development are documented in chap­
ter 3. This chapter details how techniques are combined in our experimental test-bed and includes 
colour space selection, colour signature matching, image segmentation and shape representation. 
Experimental results are presented which justify the choices made for colour selection, and signa­
ture matching. The chosen attributed graph representation and the techniques employed to derive 
it are also presented.
The graph matching problem is introduced in chapter 4. Also introduced is the flag retrieval prob­
lem which provides a good example for the pictorial dictionary paradigm. Relevant performance 
evaluation criteria were suggested and later applied to the methods under investigation. Three 
methods were explored and applied to  the graph matching problem in the context of flag retrieval. 
The first method was based on probabilistic relaxation labelling, the second method presented 
was based around fuzzy relaxation labelling and the third method was a graph edit method using 
optimal search. The methods are evaluated for both image labelling and retrieval, and finally a 
comparison is presented. The relative strengths and shortcomings of each method are highlighted.
Chapter 5 deals with higher level semantics in image retrieval. The matching of textual data  is 
discussed and natural language concepts are introduced. Wordnet, an online lexical dictionary 
system is proposed for use within the experimental test-bed. A graph based search method is 
presented which shows how WordNet may be employed to  compute semantic distances between 
concepts. Qualitative results are presented illustrating the utility of such a lexical database as a 
useful tool for high-level retrieval applications.
Details of the experimental prototype are presented in chapter 6 which bring together the various 
aspects of the retrieval system. Design and implementation of the test-bed are discussed and 
examples of the ’Pictorial Dictionary’ paradigm for retrieval are presented. Qualitative results are 
presented which illustrate this paradigm. Finally, a discussion of the conclusions are presented in 
chapter 7.
Chapter 1. Introduction
Chapter 2
Pictorial D ictionary Scheme for 
Content-Based Image Retrieval
In this chapter, we introduce a new paradigm, ’The Pictorial Dictionary’ for the high-level retrieval 
of images (or video) from large databases. The state of the art in retrieval technology has been re­
viewed in chapter 1 and this permits the following discussion of the problems associated with current 
visual information retrieval techniques. In this chapter, the deficiencies of existing technologies are 
discussed for both first generation systems and for content-based systems. This discussion provides 
the motivation for our research and allows us to introduce the ’Pictorial Dictionary’ paradigm.
2.1 Deficiencies of Existing Technology
In order to identify the problems and short-comings with the existing visual information retrieval 
systems, it is helpful to broadly generalise the current technology’s into ’First Generation Visual 
Information Retrieval Systems’ and ’Content-Based Image Retrieval’. This generalisation is some­
what of an over-simplification, but it serves the purpose of identifying the previous research trends 
and highlighting the relative merits of each approach. The motivation for the research follows 
naturally from the preceding discussion.
2 .1 .1  F irst G en era tio n  V isu a l In fo rm a tio n  R etr ie v a l
Figure 2.1 shows a typical first generation visual information retrieval system. Generally, systems 
of this kind utilise textual indices to provide access to  the database content.
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Figure 2.1: A typical first generation image retrieval system
The system in Figure 2.1 can be described as follows:- images are registered into the database during 
a manual off line stage. For each image, a human operator is required to provide an annotation, 
this provides the means by which the content will be indexed and provides the means for database 
queries. Each image in the database will have a corresponding meta-data entry which provides an 
association between the image and the pre-defined annotation.
A typical query process is initiated by the user specifying a textual query. The user may not 
necessarily be the same person who annotated the data; this fact alone highlights some important 
problems. Consider a user who formulates a query for some content which is assumed to exist 
in the database. Then the outcome of such a query would depend strongly on the annotator’s 
description of the content. It is reasonable to assume tha t different people would perceive and 
therefore describe similar scenes in different ways. Assuming tha t the user and the annotator have 
perceived the content in the same way, differences between the chosen vocabulary for the query and 
the m eta-data may cause textual search methods to  perform badly. Also the semantic level of an 
annotation would have to  match the semantic level of a given query. If for example an annotation 
described the low-level objects/entities within a scene, a query based on the overall significance of 
the same scene would fail. Consider the simple example of an outdoor landscape; the user may 
instruct the system to retrieve outdoor landscapes, which is a high-level description of the scene 
as a whole. But if the scene were annotated at a lower level, then the description would contain
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indices like tree, sky, grass etc. If the annotation were even lower level it may describe primitive 
features like colour, size and location. Clearly human perception is a huge problem for systems of 
this kind.
Note tha t in these systems the search is performed solely on the textual annotations provided during 
image registration. The images play no role in the query procedure; they are merely associated to 
their respective annotations. This paradigm is intrinsically high-level; the indices are based upon 
the perceptions of the annotator, and the query is formulated using natural language, which is a 
highly desirable means for humans to communicate with such a system. This paradigm is also well 
suited for implementation using existing DBMS (database management system) technology.
However, these systems do have several significant disadvantages which are summarised as follows:-
• Manual annotation is intractable for large databases or video archives. The manpower re­
quired is prohibitively large. For instance, consider annotating every key frame of a feature 
length movie in detail, a laborious and expensive task.
•  The textual annotations reflect the perception of the annotator, which may be different to 
tha t of the image/video database interrogator. In addition, the way in which the annotation 
is formed may be ambiguous. For example the annotator may describe the visual content- 
based on low-level properties such as colour and texture, or may describe the higher level 
objects within a scene. The semantics implied from the significance of the objects within a 
scene may also be given. Clearly this may require previous knowledge.
•  I t is very difficult to incorporate perceptual similarity of two images based on their textual 
annotation (although language processing techniques can be employed).
These problems motivated the research into content-based image retrieval, which is the subject of 
the discussion in section 2.1.2.
2 .1 .2  C o n te n t-B a sed  Im age R etr ie v a l S y ste m s
In an effort to avoid the perils associated with the methodology described previously, Content- 
based image retrieval was conceived. These systems operate by matching combinations of low-level 
features, extracted for both the database images and the query. The paradigm is founded on
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Figure 2.2: A typical Content-Based System
the premise tha t visual information is much richer than textual descriptions. A typical system 
architecture is shown in Figure 2.2.
The operation can be described as follows: - images are registered into the system by passing 
them through a pre-processing stage, in which low-level primitives or features are computed for 
each image. The features may describe the colour, texture, shape, motion (in the case of video) 
or spatial characteristics of the image data. Textual annotations may also be appended to the 
meta-data, but the emphasis is on the visual features, which may be automatically extracted.
The user presents a query to the system and the multidimensional feature space is searched for 
similar database images. Appropriate images are presented to  the user in a visualisation stage, 
which allows the user to refine the search, either by more browsing or by relevance feedback. 
Examples of such systems include VisualSEEK[9], QBIC[25] , Photobook[82, 71] , VideoQ[15], 
Blobworld[14], MARS [93], ImageRover[107].
Although currently an active area of research, these systems do have some disadvantages: -
•  The page zero problem [82, 51]. content-based retrieval systems are well suited to  query by 
visual example. However, this is usually achieved by browsing until a suitable image from 
which to  formulate the query is found. This is not always practical and is referred to as 
the page zero problem. Some systems have allowed the user to  author the query by other
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means, such as sketch or by specifying motion [15]. However, these methods are clumsy, 
and formulation of the low-level query is non-intuitive, even for expert users. For example 
specifying the shape or colour for a complex scene may be very difficult indeed.
• The curse of high dimensionality. The low-level feature vectors for these systems may be 
high dimensional. This imposes constraints on the speed of the system and restricts the 
possibilities for real time interaction.
• The subjectivity of human perception. A good match between images in terms of their 
low-level feature vectors may not correspond to a good match in terms human perception. 
Humans have been described as non-linear time varying systems [82], and human perception 
is a very complicated phenomenon. For example two scenes which are completely dissimilar 
in terms of their high-level semantics may have similar low-level features, eg. red apples and 
Ferrari cars.
•  There may be no best set of features th a t work well for all queries. In reality the set of 
features tha t work well for one query may work badly for another. Often it is the burden of 
the user to select which features will best represent his/her query. The best feature to  use 
may also depend on the other images which populate the database.
content-based image retrieval is the focus of current research, with the emphasis strongly on the 
development or description and representation. The fundamental problems discussed above need 
to  be addressed, especially the limitations in human-computer interaction.
2.2 The Pictorial Dictionary Paradigm
As stated previously, content-based image retrieval was founded on the premise th a t visual infor­
mation is much richer than textual descriptions and humans are particularly good a t making use 
of it. This is indeed true, a picture does paint a thousand words. However, pictorial information is 
not particularly effective as a means of communicating concepts or for concise descriptions. In the 
context of a retrieval system, the user must be able to specify a query; low-level features are not the 
best means by which to do so. Consider how humans would describe content to each other. Natural 
language would be the most intuitive and efficient means of communication. Having to  describe 
content to another human in many cases would be much less efficient. Humans are efficiently able
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to  communicate even the most complex ideas through natural language, which has been created 
by humans especially for this purpose.
Clearly what is required is a system tha t knows the association between the visual properties of 
images and the natural language th a t humans use seamlessly The primary problem, which must 
be addressed, is how the low-level visual features (which is how the computer perceives images) can 
be associated to the high-level semantics[36]. If this can be achieved, human-friendly interfaces, 
utilising natural language, could be used to query image video databases of the future.
We envisage a novel scheme, which addresses the issues discussed above. A ’Pictorial Dictionary’ 
is used to associate visual features with semantics. The objects in the pictorial dictionary
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Figure 2.3: A typical Pictorial Dictionary object
represent visual content, and have both semantic and primitive descriptors. The approach is 
somewhat similar to how humans use a conventional dictionary to  find the linguistic/semantic 
meaning of a given word form. In a similar manner, a pictorial dictionary could be constructed 
which would allow a retrieval system to find the visual meaning (i.e. low-level features) describing 
a given semantic. These semantic indices would allow for a high-level interaction between the user 
and the system.
Such a dictionary may have to  be manually constructed. This would be an expensive task, but 
it could be tractable. And such a dictionary once created, could be used across many retrieval 
systems. Appropriate use of a standard for the representation and description of visual information,
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such as the developing MPEG-7[54, 55, 49, 22, 81, 90] standard, could allow such a scheme to be 
inter-operable and used across many platforms.
The low-level primitives associate the semantics to the visual content through rules or relationships. 
This has im portant implications, since the content could be represented by the subset of features 
that best describe the concept. In this way, the dimensionality of the search can be reduced because 
not all available features may be needed for a good description of a given concept in the dictionary. 
This allows for only the features th a t are im portant for the desired content to be searched.
Such an object-oriented description of visual content may provide all the intrinsic benefits of object- 
orientated paradigms. I t is possible tha t simple objects could be combined to form objects th a t are 
more complex in a structured manner. Figure 2.3 shows the proposed paradigm. The user could 
formulate a query using a textual interface, or even through a speech recognition interface.
Semantically similar items from the dictionary would then be retrieved. The user would be able 
to then guide the system by selecting the relevant dictionary object(s) for the query in mind. The 
system would then have a low-level representation by which to conduct the search of the database.
Since the system would have functional elements dealing with higher level concepts, state of the art 
research in linguistics and artificial intelligence could be employed to further enhance the high-level 
capabilities of the system.
2.3 Conclusion
In this chapter, the existing methods for retrieval systems were discussed and several inherent limi­
tations were identified. Ultimately these limitations impose constraints on the level of interactivity 
possible for retrieval systems. If retrieval technology is to satisfy user expectations, then these 
limitations must be alleviated. The novel ’Pictorial Dictionary’ paradigm was then proposed as a 
potential solution to some of the problems identified.
The principle aim of the research was to explore the potential for the Pictorial Dictionary paradigm 
and to produce experimental software as a proof of concept. This task has required the implemen­
tation of some existing methods (chapter 3) and the development of special content representations 
to properly illustrate the paradigm (chapter 4).
Chapter 2. Pictorial Dictionary Scheme for Content-Based Image Retrieval
Chapter 3
Image Processing For Content-Based  
Image Retrieval
Image processing is often needed in computer vision tasks, and content retrieval is no exception. 
Feature extraction and matching are essential parts of almost every content-based retrieval ap­
plication. Global features such as colour histograms are often used to represent the image as a 
whole, while other systems use local descriptors. Shape is another commonly used feature for 
image database systems.
More recent systems have attem pted to use local image features, such as texture and local colour 
as descriptors. Such systems often require an image segmentation during the pre-processing stage.
This chapter describes some of the image processing techniques which are pre-requisite to  the other 
methods/techniques in this thesis. A better insight into the colour matching problem is presented 
in the context of matching real images from synthetic models. Experimental evidence is presented 
which supports the discussion. The intuitive HLS colour space is discussed for the problem in hand 
and the HLS transform from[30] is extended such tha t the attractive properties of the ‘double- 
hexicone’ boundary is correctly enforced. A new non-linear metric for the matching problem is 
presented for use in this colour space. The chosen segmentation method is described, which utilises 
clustering and region merging techniques. In addition to these contributions, the implementation 
of various feature matching methods are described and supported by experimental data.
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3.1 Colour Features for Retrieval
Colour is one of the most commonly used features in content-based image retrieval. Colour fea­
tures generally have many attractive properties including robustness to image size, orientation and 
occlusion. Compared with other descriptors, colour features are relatively inexpensive to compute.
3 .1 .1  C olou r S p aces
There is still much confusion about the choice and use of colour spaces. Probably the most com­
monly used colour space is the Cartesian RGB cube as shown in figure 3.1. This model is popular 
in digital imaging because the principle axes are convenient for display devices, such as CRTs. 
However, the RGB space is not intuitive for users to define and compare colours.
Many alternative spaces have been proposed in the literature, these are typically transformations 
from the Cartesian RGB co-ordinate system into cylindrical co-ordinates. The cylindrical co­
ordinates allow the more intuitive hue and saturation to be defined. The brightness function is not 
so simple and is often dependent on the saturation[40]. This gives rise to many variations on the 
cylindrical models.
The double cone HLS model shown in figure 3.2, is more intuitive since the saturation is limited by 
the lightness. In reality this means tha t the extreme colour values on the lightness scale (ie. black 
and white), can only have zero saturation. Saturation can only take its maximum value for pure 
colours (at the base of the double cone).
Other colour spaces such as the CIE Lab[61] and Munsell[72], are designed to be perceptually 
uniform and thus the Euclidean distance between any two points in the space should be proportional 
to perceived difference. In practice these spaces are only perceptually uniform for small distances. In 
spite of the attractive properties of these spaces, there is a practical issue concerning the illumination 
source. In order to complete the transform from RGB to Lab or Munsell, the illumination white 
point must be known. In practice the white point would have to be calculated in some way, or 
would have to be chosen arbitrarily.
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Figure 3.1: The RGB Colour Cube Figure 3.2: The HSV and HLS colour spaces
3.1.2 T he HLS Colour Space
The goal for the colour distance measurement is to match coloured regions in a high-level manner. 
For example, a human, when asked to describe content will use high-level colour names, such as 
red, pink, blue etc. When asked to compare two colours, humans would consider slight changes in 
colour much less significant than changes in the lexicographical colour category[40].
As an example, consider matching colour images containing national flags. A human would describe 
a French flag as three adjacent bands of red, white and blue respectively. Humans are able to 
recognise such objects easily in the presence of varying illumination. From the human point of 
view, it is the context of the coloured bands that are considered important. An exact colour match 
is far less important than the presence of a colour in the correct lexical category. Examples are 
presented which show colour space representations for the example image in the HLS space. There 
is no linear transform from RGB to HLS. The nonlinear transform is described in the following 
equations. These equations are based on the transform given by Foley[30]. For a given pixel p the 
RGB values are Rp. Gp, Bp respectively, where 0 < < 1. The HLS values for pixel P ,
Hp,Lp.Sp can be computed as follows.
  max{Pp, Gp, J3p} +  minjPp, Gp: Bp)
l p ~  o V'5-1/
Miration
HSV space 
Hie
HLS specs 
Hue
Smi.rata
32 Chapter 3. Image Processing For Content-Based Image Retrieval
S r, ( ’ r i H )  C 1  -  2 1 l p  -  ° - 5 l )  :  £ p  <  0.5\rriax-^itp,G rp,-fc>p|+rnin|xxp,(jp,±>pj-y \  y  >s f
( t ^ r ° ^ b F ^ r Gg Bb  \ )  ( !  ~  2 I l p ~  ° - 5 l )  = i P  > 0 .5
(3.2)
Hp
^  ( max{i?p,Gp,.Bp}—rnin{-Rp,Gp,Bp} )  : ^ P  =  m a x { i? p , G p , £?p }
^  ( 2 +  max{i?p,Gp,5p}-n^n{i?p,Gp,£p}) : =  max{^p> <2p> #p} (3-3)
k ^ 0  (4 +  max{Hp,Gp,Bp}-ndn{JRp,Gp,Bp})  : =  m a x {^p> <2p> ^ p }
Note the inclusion of the (1 — 2 |LP — 0.51) term  in the calculation of Sp, which differs from the 
transformation given in [30]. This term  forces the ‘double-hexicone’ shape, by normalising Sp with 
respect to Lp. W ithout this term, computed values lie outside the double hexicone boundary and 
instead lie within a cylinder. The resulting colour space is referred to as the modified-HLS space 
hereafter.
Although the choice of colour space could be considered somewhat arbitrary, the modified-HLS 
colour space has some attractive properties. The space has the advantages associated with other 
polar spaces; namely th a t the coordinate system is based around the intuitive concepts of hue, 
saturation and some measure of lightness or intensity. This space requires no calibration of the 
illuminating source unlike the popular Lab space. The double cone shape of the space has an 
intuitive symmetry between black and white points. This is untrue of other similar spaces such as 
HSV, in which the white point lies on the same plane as the maximally saturated colours.
The most interesting property of the modified-HLS space is the saturation, which is restricted as 
colours approach extreme values of lightness (i.e. black and white). Indeed the space converges to 
a single point for black and white. Consider the commonly used definition of saturation Sp for a 
pixel P  as follows
s  = ( max{^> GP1BP} -  min{Rp, Gp, ffpA (o 4\
p ym ax{Rp,G p,B p} +  m m {Rp,G p,B p} }
Now consider what happens for small values of Rp, Gp and Bp, as (max{i?p, Gp, Bp} — m m {R pi Gp, Bp}) 
(max{Rp, Gp, B p} +  min{i?p, Gp, Bp}) then Sp 1—> 1. This means tha t colours near black may take 
a saturation of near unity. The validity of this conclusion depends on the notion of saturation. If 
saturation is deemed to simply be a measure of how ‘pure’ the largest colour component is, then it 
may be reasonable for colours nearing black to be as saturated as vivid chromatic colours. However
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in the modified-HLS space the saturation is an intuitive concept which can only take high values 
for vivid chromatic colours. The saturation values for pure black and white can only take the zero 
value. This space is therefore intuitive and this notion of saturation was highly desirable for the 
following research. The modified space performed favourably when compared to the RGB space, 
for the experimental results shown in figure 4.6.
3 .1 .3  M ea su rem en ts  in  th e  H L S S p ace
Figure 3.3 shows an example image containing a USA flag. Notice the non-rigid deformation, which 
is to be expected from objects of this type. Also note the presence of varying illumination across 
the flag due to  shadows. The predominant coloured regions of the flag were manually segmented 
as shown in figures 3.4, 3.5, 3.6.
The pixel values of these regions were then transformed from RGB into modified-HLS, and two 
dimensional slices of the colour space were generated for each set of coloured regions (figures 3.7- 
3.9). Figure 3.7 shows the colour space slices of the red region delineated in figure 3.4. Notice for 
these plots how the deviation in hue is relatively small compared to  the deviation in lightness or 
saturation. This suggests tha t hue alone is an appropriate measurement for such data.
The blue region delineated in figure 3.6 corresponds to the plots shown in figures 3.9. Notice again 
tha t there is little variance in hue and significant variance in saturation and lightness. The problem 
of using hue alone as a measurement can be seen in the plots shown in the sub-figures 3.8 which 
correspond to the regions delineated in figure 3.5. Hue is not appropriate for the measurement of 
achromatic colours, since hue becomes less significant as saturation decreases. Hue is undefined 
at zero saturation. Notice how the saturation for white exhibits little deviation by virtue of the 
(1 — 2 |Lp — 0.5|) term, which limits saturation according to the lightness. In other colour spaces, 
this is not the case, and it is possible to have highly saturated colours at extreme lightness values 
( ie. a highly saturated white or black). For many purposes this characteristic is not desirable.
Based upon these experimental results, the following colour distance metric is presented. We define 
the colour distance dij between two colours Ci and Cj as being
AiTjjf : (Si >  TSat) A (Sj >  Tsai)
(3.5)
: otherwise
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Figure 3.4: Red RegionsFigure 3.3: Example Image
Figure 3.5: W hite Regions Figure 3.6: Blue Regions
where
AX Si cos (Hi) -- Sj cos (Hj) (3.6)
A y  = S ism(Hi)  -- Sj  sin (Hj) (3.7)
AF^y = Li Lj (3.8)
A Hhj = Hi -  Hj (3.9)
Equation 3.5 is again non-linear; the actual metric used depends on the saturation of the of the two 
colours Si and S3, relative to a pre-defined boundary Tsat between chromatic and achromatic colours 
(empirically 0.2). If both colours to be compared are considered chromatic, i.e. (Si > rsat) A (Sj >
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Figure 3.8: Feature Space Representation for White Regions
Tsat). then hue alone is used as the measurement. Otherwise a more conventional euclidean type 
measure is used.
3.1 .4  C olour H istogram s for G lobal C olour R ep resen tation
Colour Histograms are probably the most common representation used to date for global colour 
description. Many well known systems such as JACOB[50], QBIC[76], Visual-Seek[100] employ 
colour histograms for matching image similarity. Colour histograms are relatively inexpensive 
to compute and match. Also they require no image pre-processing, when used for global image 
representation. Global histogram and signature approaches have also been shown to be invariant 
to translation and rotation.
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Figure 3.9: Feature Space Representation for Blue Regions
Colour histograms can be compared using the Minkowski type metrics. Given the two histograms 
H (I q ) and II{Id ) for a query image Iq and a database image I d , a general form for an Lr Minkowski 
metric is expressed in equation 3.10. The histograms are treated as vectors in n-D space where n 
defines the number of histogram bins and r is a parameter.
The two most common Minkowski metrics for measuring histogram distance are the L\  norm or 
city-block distance (for r  =  1), and the and L 2 norm or euclidean distance (for r = 2).
D Lh (Iq J d ) E
j=1
(3.10)
However these distances do not perform well because only like bins are considered in the matching 
process [25].
The early work of Swain and Ballard [104] used histogram intersection for colour matching and 
indexing in image databases. The histogram intersection is defined as
D<pIQ, I D) = 3= 1
E 
0 = 1
(3.11)
Note tha t the histogram intersection is not symmetrical by virtue of the denominator. It is therefore 
not a true metric. The denominator normalises the measure with respect to the model histogram
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H {Io ) , j )  allowing clutter in the scene images to  be rejected. The normalised form of the histogram 
intersection yields a match value between 0 and 1, which is convenient.
Also proposed was incremental histogram intersection [104], which allows histograms to  be matched 
incrementally starting with the most significant bins. This facilitates very fast coarse matching 
which is further refined as less significant bins are processed.
Histogram intersection approach suffers from a significant drawback, as do histogram similarity 
measures based on the L \  and L 2 metrics. These methods only consider corresponding bins during 
the matching process. So similar colours which lie in nearby bins are missed. To overcome this 
limitation Niblack et al. [76] proposed the following quadratic histogram distance measure for the 
QBIC project
where cross-bin similarity is defined in the matrix A  by populating it with computed colour distance 
values between each bin. In [76] the perceptual Lab space was used to  construct the m atrix A.
More recently, Rubner et al. [112, 113, 111] proposed the Earth Movers Distance (EMD). EMD 
is intuitive since it is based on the amount of work required to transform one histogram into the 
other. The method is based on the principle tha t a unit of work corresponds to moving one unit 
of earth over one unit of ground distance. The ground distance function can be defined to  suit the 
specifics of the problem. The computation of the EMD is formulated as a bipartite network flow 
problem which can be efficiently solved using linear programming. The method is reported to  have 
performed favourably for colour image retrieval [111].
We utilise the EMD distance for global colour retrieval. Figures 3.10-3.13 show example retrievals 
using both euclidean distance and the custom HLS distance defined in equation 3.5. In each set, the 
leftmost image is the query and the following images are the 5 images with the highest database 
ranking in response to the query. Notice how the method returns acceptable results even for 
query images consisting of a single colour. These queries would fail had the Li, L 2 or histogram 
intersection metrics have been used.
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3.2 Im age S egm entation
In order to represent an image as an attributed relational graph, a segmentation needs to be com­
pleted. Various schemes have been proposed in the literature, many of which are based upon 
clustering of feature data. The choice of segmentation algorithm is fairly arbitrary, however the 
Mean Shift algorithm [18, 19] is chosen because it has some attractive properties for image seg­
mentation. The Mean Shift algorithm is non-parametric and therefore requires no prior knowledge 
of the underlying feature distributions; it also does not require prior knowledge of the number of 
clusters in the data. These are desirable properties if the segmentation is to be fully automatic.
3.3 M ean Shift C lustering
A brief description of image segmentation based on this this algorithm is given in the following. Let 
a set of feature vectors be X  =  |x i ,X 2 , • * • ,x n). Each pixel i in the image has the corresponding 
vector Xi =  { ^ ,1 , ^ , 2 , * * • In our case each vector has five dimensions (m  = 5), comprised of
the three RGB colour values and the X.Y co-ordinates of the pixel. The Cartesian RGB space is 
preferred since it is compatible with standard clustering techniques.
This effectively defines points in the 5 dimensional hyperspace. In order to cluster these points, an 
arbitrary number of search windows with centre yk within the space are defined randomly based
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on the vectors in X. Each search window is a hyper-sphere of radius r. For each search window, 
the mean shift vector is computed as follows
The mean shift vector defines the necessary shift such tha t the window centre would coincide 
with the mean value of the pixels in the hyper-sphere Sr. In this way the algorithm moves the 
window centres in the direction of the steepest increase in local density, until the window centre 
converges on a local maximum. A proof of convergence can be found in [19]. Once a window has 
converged on a local density maximum, the points inside this hyper-sphere are removed and a new 
label is delineated.
After the mean shift clustering, the labels undergo a connected component analysis and any non­
connected regions with the same label assignment are split into separate regions. This process is 
used to achieve an over-segmentation which is further refined through a region merging stage.
Figures 3.14 shows three example images ( a,b and c) to illustrate the segmentation procedure. 
Figures 3.15 shows the image segmentations after the mean shift algorithm has converged. Each 
region is represented by a random colour. Figures 3.16 shows an alternative representation for the 
segmentation. In this representation each region is represented by the colour corresponding to the 
cluster centre.
k (3.13)
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Figure 3.14: Example images for segmentation
a) b) c)
Figure 3.15: Examples of mean shift segmentation (random colour map)
3.3.1 R egion  M erging
Upon termination of the mean shift algorithm, a region merging algorithm is applied. Each seg­
mented region Pt in image P,  can now be represented as a feature vector xj — • * • • Xik}
where
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a) b) c)
Figure 3.16: Examples of Mean-Shift filtered images)
®t,4 =  B i = —  Bp (3.17)
Ui pePi
and rii is the number of pixels in region Pt . Rp,Gp.Bp are the red. green and blue values of pixel p 
respectively. These features correspond to the size of region and the mean RGB values (Rj, G;. Bj) 
for the pixels in this region.
Consider a region Pl , which has the set of neighbouring regions Nt . The most suitable candidate 
PjbeSt f°r merging with region Pi is computed as follows
jbestii) =  arg min |  \J (R* -  R j)2 +  (G» -  G j )2 +  (B* -  B j)21 (3.18)
Region Pi is only merged if the RGB distance between cluster centres is below a pre-specified 
threshold r c.
7 (R-i -  +  (Gi -  G Jte„ ) 2 +  (Bi -  B (3.19)
Another merging stage is then applied. Any regions which contain less pixels than specified in the 
threshold r s, are merged with their best candidate Pjh< s/ . Thus merging occurs if
Ts >  ^ r -  (3.20)
Vj
is satisfied. In practice the threshold rs controls how large, relative to the image size, the smallest 
region is allowed to be. It is expressed as a fraction and is typically around 1% of the image size.
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Figure 3.17: Examples Of Region Merging (random colour map)
a) b) c)
Figure 3.18: Examples Images Of Region Merging (Mean Shift, Filtered)
Figure 3.17 shows the image segmentation after region merging has occurred. Figure 3.18 shows 
the image with each region represented by its mean RGB values. We can see the size of the 
representations have been greatly reduced while still capturing the salient regions of the image.
3.4 S hape D escrip to rs
Shape descriptors for image retrieval have been less widely adopted than their colour and texture 
counterparts. Before a shape representation can be generated, the salient contour must be iden­
tified; this is a difficult problem. Edge detection and segmentation methods can be applied but 
will invariably produce many edge contours. Most retrieval systems which have employed shape 
descriptors have relied on manual methods to delineate the salient contours. Once the salient shape
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has been identified, it can be represented using one of the many different methodologies available, 
a good review of which can be found in [21]. The documented shape representation methods fall 
into two main categories, feature based and transform based. Feature based methods, generally 
involve the computation of descriptive features from either the internal region bounded by the con­
tour (parametric internal methods), or the contour itself (parametric external methods). Popular 
internal methods include simple geometric attributes such as area, maximum/minimum bounding 
rectangle, compactness, elongatedness and moments. External methods include chain coding and 
various signature approaches. Transform based methods classify shapes by the amount of ’work’ 
required to transform the shape into one or more pre-defined models.
3 .4 .1  C u rvatu re  S ca le  S p ace
Curvature scale space (CSS) is a popular method proposed by Mokhtarian et al.[74, 73] which has 
since been accepted for incorporation into the MPEG-7 standard. This method tracks the points 
of inflection of curvature along the contour, as it is progressively smoothed.
Let r  represent a closed planar curve which in parametric form is represented as:-
T =  {(a;(u), y{u)) | u e  [0,1]} (3.21)
where u represents the normalised curve length, and x(u),y(u)  represent the x and y values respec­
tively. Each point on this curve can then be convolved with a 1-D gaussian kernel with standard 
deviation o  to  yield a smoothed curve r«j. Points of curvature zero-crossing can then be identified 
on the contours. Figure 3.19 shows the evolution of a contour representing the maple leaf found on 
a Canadian flag. The highlighted points on the curves represent the crossings of zero curvature.
o  =  1.1 o = 2.5 o =  5.5 o  — 16
Figure 3.19: Extraction of a CSS Image 
The curvature zero crossings identified in the smoothed contours can be then represented in the
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u .o  plane. This yields the CSS image as shown in figure 3.20. The peaks of this image, provide a 
compact and efficient shape signature.
Figure 3.20: CSS Image for Maple Leaf
These signatures are then be used to match shapes in a rotation/scale invariant manner. The 
interested reader is referred to [74, 73] for more details. This method has been incorporated into 
our experimental testbed, although the segmentation of the contours is still a manual process.
3.5 A ttr ib u te d  R elational G raphs for Im age R ep resen ta tion
Graph Representation is widely used in many areas of computer science, pattern recognition and 
computer vision. Graphs provide a powerful means by which to describe entities and more impor­
tantly, the relationships between entities. A Graph R  is defined as a set of nodes Q r  connected 
via a set of edges E r.
0 0.5
20
(3.22)
(3.23)
(3.24)e r  c  x n R
Attributed relational graphs are able to provide more powerful representations since every node and 
edge can be explicitly characterised for a given problem. The definition of an Attributed Relational 
Graph G can be extended as:-
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G - [f2G,EG,XG,YGj (3.25)
XG = {x?,xG--*’xPx} (3.26)
Y g  = {y?,ypr ••>ypY} (3.27)
xp = ••• X? \5 'A't,nx j (3.28)
yp - ’ "  ’ yi,ny } (3.29)
where X G denotes the set of attributes for the nodes and Y G denotes the set of relations for the 
edges of graph G. A given node or edge attribute Xi or yj is represented as a vector with nx or ny 
dimensions respectively.
Such attributed graphs have been applied to many problems throughout the literature. Christmas 
et al. [17] used attributed graphs to represent and match aerial photographs of road segments. Shao 
and Kittler [97] have applied the attributed graph representation to characterise aerial photographs. 
Messmer and Bunke [65, 66] used a similar representation for the representation of line drawings, 
as did Llados et al. [56] for the task of matching floor plans. Lou and Hancock [58, 59] have 
applied non-attributed graphs to  find correspondences of corner features. Ahmadyfard and K ittler 
[1] utilised attributed graphs for the representation of road traffic signs using both shape and colour 
features.
Given a segmented image / ,  the graph Gj is constructed such tha t each region of the image Pi 
corresponds to a node in the graph uji. Adjacency between regions in the image, correspond to  edges 
in the graph. If two regions Pi and Pj are adjacent then there exists an edge ( i , j )  between nodes 
and ujj. The Attributes for the nodes consist of the mean RGB values for the corresponding 
regions.
The use of attributed relational graphs for image representation allow not only the individual prop­
erties of regions to be described, but also the adjacency information between regions. This allows 
matching processes to draw on this higher level contextual information which is often neglected 
during colour image description. Chapter 4 explains the matching techniques employed for the 
graph representation.
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3.6 Conclusion
In this chapter we have introduced the necessary notation and image processing techniques tha t 
were employed throughout this research. The colour matching problem has been discussed within 
the context of our retrieval problem. The discussion has been supported by experimental evidence 
which has led to the adoption and extension of the HLS colour space. A non-linear metric was 
proposed for use within the modified HLS space.
The colour metric was proposed in order to allow the matching of synthetic colours to coloured 
regions in real images. This was in preparation for the sample problem of flag retrieval proposed 
in chapter 4 whereby we attem pt to capture the salient properties of flags from synthetic models. 
This is a difficult problem and differs considerably from most uses of low-level colour descriptors.
Various features have been chosen for integration into the experimental testbed. Colour histograms 
representations, which are matched with the EMD (earth movers distance) metric are demonstrated 
for both  RGB distance and the proposed HLS distance. Shape matching techniques have been 
briefly reviewed, leading to the selection and demonstration of the CSS (curvature scale space) 
method.
An image segmentation method based on the mean shift algorithm [18, 19] has been implemented 
and presented, along with qualitative examples of final segmentation. The segmentations were 
further refined with a simple graph based merging algorithm. Finally, having shown how automatic 
segmentations can be achieved, the attributed graph notation was introduced. Graph matching 
methods using the described representation are presented in chapter 4.
Chapter 4
Graph M atching Techniques for CBIR
Graphs are a popular choice of representation for many computer science tasks, including computer 
vision. However, graph matching is accepted through the computer science community as being a 
’difficult’ problem and much research continues in this domain. The implementation and application 
of graph matching techniques is non-trivial, and often complexity considerations are a limiting 
factor. In spite of these difficulties, graph techniques have been applied to many problem domains.
The Pictorial Dictionary scheme which was introduced in chapter 2 is inherently a high-level 
paradigm. It has been observed tha t the majority of representations th a t have been employed 
for content-based image retrieval in the literature are essentially low-level image descriptors. Such 
low-level descriptors (in the simplest form) are not well suited to our high-level paradigm. It is 
acknowledged tha t high-level semantics could be encapsulated by incorporating many low-level fea­
tures, providing the information is fused in the correct manner. This is an area of research in its 
own right, and is becoming increasingly more popular.
It was therefore decided to implement a higher level representation for use within the Pictorial 
Dictionary. The flag retrieval problem was proposed as an effective example of how a high-level 
concept can be represented from the correct context of low-level attributes. A ttributed graph 
matching provides a convenient means by which to encapsulate both the low-level descriptors and 
the high-level contextual information. This has provided the justification for this chapter, which 
is concerned with the implementation of attributed graph representations for the flag retrieval 
problem. This chapter is therefore concerned with the application of graph matching techniques 
rather than with the general graph matching problem.
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This chapter is organised as follows, firstly a brief summary of graph matching literature is pre­
sented, followed by an introduction into the graph matching problem. We then present our example 
problem domain, flag retrieval, and explain how it is desirable to utilise general models which are 
capable of representing the desired content without specific examples. A graph matching method 
is employed, based on probabilistic relaxation labelling and tested within this problem domain. 
Due to  the shortcomings of this approach, a fuzzy variant has also been implemented and tested. 
In addition to the non-optimal relaxation approaches, an optimal graph search method using cost 
edit distances was also implemented; this was shown to be superior to the non-optimal relaxation 
methods. A comparison of the three methods was presented for a small image database with human 
delineated ground tru th . All evaluations were based on the novel evaluation criterion proposed in 
this chapter.
4.1 Graph M atching
In its simplest form, a graph is both undirected and non-attributed. In an undirected graph, the 
edges are do not have direction, and the relationship represented by a given edge is mutual to 
both vertices. The graph representation of chapter 3 is undirected since the adjacency between 
two image regions is a mutual attribute. Non-attributed graphs do not have associated node or 
edge attributes, and therefore can only represent topology. The proposed graph representation has 
attributed nodes and non-attributed edges, since adjacency is a boolean property. In our case, the 
nodes represent image regions and the attributes are the corresponding low-level descriptors.
In contrast to attributed graphs, labelled graphs define discrete labels for nodes and/or edges rather 
than having continuously variable attributes.
Simplistically, the graph matching problem requires the detection of an isomorphism between two 
graphs. An isomorphism can be defined as a bijective (one-to-one) function /  which maps the 
vertices Om of graph M  to the vertices f t 1 of graph I, i.e. ( / : M h  I). An isomorphism is both 
injective and surjective and therefore corresponds to exact graph matching.
Often the graph matching process requires tha t subgraph isomorphisms are found. Consider the 
object recognition/retrieval problem in which a known model graph is matched to  a scene graph. 
The scene graph may contain irrelevant clutter. In this case it is desirable for an isomorphism to be
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found between the model graph and a subgraph of the scene. A subgraph-isomorphism is therefore 
an injective mapping.
The nature of computer vision and image processing is such tha t errors, noise and distortion will 
be inherent to many problems and application areas. Given an image containing some object for 
recognition, the corresponding low-level features for this object will not exactly match th a t of a 
given model. Lighting, camera and noise introduce errors in colour and texture features. Shape 
features would also introduce errors due to perspective, affine and non-rigid deformations. The 
relevant objects in the image may also be occluded. Further image processing may also introduce 
errors, especially since the graph construction depends directly on a provided image segmentation.
These characteristics make graph isomorphism and sub-graph isomorphism detection unsuitable in 
many cases. Error correcting (sub)graph isomorphisms are often better suited to problems of this 
nature. In an error correcting subgraph isomorphism, the node and edge mappings need not match 
exactly. This allows graphs to be matched in the presence of both attribu te and structural errors.
Generally graph error correcting sub-graph isomorphisms are very expensive to  compute. Optimal 
algorithms (that are guaranteed to find the ‘best’ isomorphism )[65, 67, 66] have worst case ex­
ponential complexity. Some methods such as relaxation labelling[l, 17, 97], genetic algorithms[75] 
and neural networks have polynomial complexity, bu t are not guaranteed to  find the best solution 
and are therefore non-optimal. The work of H Kalviainen et al.[46] identifies the limitations for 
the early graph matching methods and draws practical comparisons. More recent reviews can be 
found in [66, 31, 110].
Graph representations have been utilised in many problems. Ahamadyfard and Kittler[l] have 
applied relaxation labelling to  the object recognition problem in the presence of affine distortions. 
The symbol recognition problem has been approached using graphs on multiple occasions. Llados 
et al. [56] employed subgraph matching of adjacency graphs in order to match floor plans, and even­
tually schematic diagrams and aerial road images[57]. Christmas et al. [17] employed probabilistic 
relaxation techniques to  tackle the problem of matching aerial road images. The method was also 
applied to the matching of line segments in stereo image pairs.
More recently Lou and Hancock [58, 59] have proposed an eigendecomposition method to  find 
correspondences between corner features. Following this Lou et al. [60] used similar techniques to 
classify the distortion of graphs once the correspondence has been computed.
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The proposed approaches, which utilises probabilistic relaxation and fuzzy relaxation both have 
polynomial complexity and are non-optimal. The method based on optimal search techniques is op­
timal bu t has worst case exponential complexity. All the described methods operate on non-directed 
graphs with attributed nodes but can be extended to process graphs which exhibit attributed and 
directed edges.
4.2 The Flag Retrieval Problem
The retrieval of flags was chosen as a suitable problem domain because it provides a demonstration 
of how high-level concepts (flags) can be represented from low-level features in the correct context 
(adjacency). Such a problem domain allows us to illustrate the pictorial dictionary concept without 
being unduly limited by the current low-level retrieval technology, which in many cases is not 
capable of indexing based on high-level concepts.
Graph representations are intuitively well suited to this problem, since it is the adjacency and 
topology of the regions which are the salient characteristics tha t distinguish and represent any 
given flag. Consider the constitution of a flag, which typically consists of coloured regions, which 
are arranged structurally to a certain specification. Let the presence of a coloured region correspond 
to  a node in the attributed graph. The properties of such a region can then be represented by the 
node attributes. The structural arrangement of the flag can be represented in a way, such that, the 
edges between the nodes signify the adjacency of the coloured regions.
The flag retrieval problem, although simple, presents many challenges for a retrieval algorithm. 
Although graph matching appears to be well suited to the problem, closer consideration of the 
problem reveals many problems. Flags are typically non-rigid objects. This makes them difficult 
candidates for accurate matching. For rigid objects, affine invariant techniques can be successfully 
employed to  match shape features. However the range of non-rigid deformations for any given 
object is vast and is therefore deemed too complex to model. In the flag retrieval problem, non- 
rigid deformations also alter the structure of the coloured regions which constitute the flag. Folds 
and creases in the flag introduce major structural differences in the perceived image.
Other commonly encountered problems are also prominent in this chosen domain. Figure 4.1 shows 
examples of such conditions/distortions. Achieving a reliable segmentation is a key stage in many 
computer vision tasks and this problem is no exception. An error in segmentation will manifest itself
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a) Clutter/Occlusion a) Non-Rigid Deformation a) Non-Rigid
Deformation /  
Illumination
Figure 4.1: Commonly Encountered Image Distortions
as structural errors in the graph. Other common problems which are relevant include invariance to 
scale and rotation, unknown illumination conditions, clutter and occlusion.
4.3 R etrieval M odels From  Synthetic  Im ages
Normally, models of objects are built from their examples. In image retrieval, this implies tha t 
an example is required for any given query. In our case, it is desirable for a model object in the 
dictionary to represent a whole class of objects rather than a specific instance. The flag retrieval 
problem provides a beautiful example as synthetic models capture all the high-level information 
required for the given flag. From such a model, it should be possible for generalisation of the model 
content.
Synthetic images of national flags are used to construct model graphs which are the basis for 
the following retrieval experiments. In chapter 6 these models are incorporated into a prototype 
system which serves as a proof of concept for the pictorial dictionary scheme. Figure 4.1 shows some 
examples of such synthetic images. Some examples of the corresponding graph representations are 
shown in figure 4.2. Note tha t these illustrations show only colour attributes, but in practice any 
type of descriptors may be used.
Human observers are easily able to identify national flags in real images as well as in the synthetic 
models. However it is obvious that the chromatic properties in the synthetic models are not similar 
to the properties found in real images containing flags. The colours in the synthetic models are
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Model No. Model Name Model Image
1 Canada
1 * 1
2 Prance
1 1 II1
3 Germany
4 Ireland
1 1  1
Model No. Model Name Model Image
PuertoRico
Table 4.1: Synthetic models
pure lines of highly saturated colours, in contrast to the somewhat, dull and unsaturated colours 
found in real images. This reinforces the importance of the contextual relationships and topology 
of the image regions.
These synthetic models as previously described are used as query models for the following exper­
iments. They provide a clear representation of the concept, and are easily processed using the 
techniques discussed in chapter 3.
4.4 P erform ance E valuation  C riterion
It is necessary to define some performance evaluation criteria in order to gauge the performance 
of the methods discussed in subsequent sections. The performance of a retrieval system is difficult
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•  +
a) Italy
b) Germany c) Puerto Rico d) UK
Figure 4.2: Examples of synthetic ARG’s
to measure quantitatively, and there always remains an element of subjectivity. Even for problem 
domains in which content is not ambiguous (including flags), some subjectivity may still exist. For 
example, for very small objects, the recognition may be subjective. This may also be the case for 
distorted or occluded objects.
4.4.1 Labelling Perform ance
The labelling performance gives an indication of how a scene image is interpreted by the graph 
matching process. It is assumed tha t the retrieval performance is dependent on the labelling 
performance. In order to quantify the labelling performance, ground tru th  information must first 
be obtained.
Let T(Rs) the ground tru th  mapping between the nodes f2R in graph R  and the nodes 12s in 
graph S. Therefore T^RS) represents the set of truthful interpretations and is defined as
T (r s ) =  - ,(u;7,a;fe)} (4.1)
Since the relaxation matching techniques presented in this chapter assign a probability to every 
possible interpretation, it is not desirable to simply consider only the interpretations with the max­
imum probability. Consider a node cua in the model graph , which has been assigned a probability 
of being interpreted as each node in the scene graph. If simple voting were employed, the model 
node would only have a single correct interpretation ie. when the scene interpretation with the
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maximum probability corresponds to the ground tru th  data. Using this measure there is no concept 
of goodness or badness for an interpretation, it is either true or false.
Consider the case whereby the interpretation with the highest probability is not in the ground tru th  
set. It is in this case desirable to have some measure of the goodness or badness of the match. 
We do this by considering the probabilistic rank of the correct interpretation with respect to the 
incorrect interpretations. We therefore introduce a penalty term  K ai which is defined as follows: -
K  • =J.Y/yr --
V ( u tfz T(jts)) s -t-  P a i  < P a j
(4.2)
Where Pai is the probability tha t node toa is assigned to ujj. The penalty term K ai lies in the 
range [0 : 1]. Note the term K ai also exhibits this behaviour when the ground tru th  identifies 
multiple scene interpretations for a given model node. Based on the penalty term, the distance for 
a complete set of mappings is expressed as :-
j(R,S) _  ^  ^ ai) (4.3)
T ( R S )
4 .4 .2  R e t r ie v a l  P e r fo rm a n c e
In order to calculate the retrieval performance, another metric is introduced. Often in content-based 
retrieval, precision vs. recall curves are used to illustrate the capabilities of a system. However 
this method does not produce a single value for the performance. The metric we propose is similar 
to the metric proposed in equation 4.3, in the sense tha t it scored according the recall rank of its 
ground tru th  targets. This fits nicely with the the rank by similarity paradigm employed in most 
content-based retrieval systems.
Let T r  =  {S i, S2 , • • •, Sn} denote the set of ground tru th  targets for the model R  which have 
been deemed as acceptable matches. A given target image/graph in the set R  is assigned a 
penalty term #(sk) based on its ranking relative to the non-target images. If a target has no false 
retrievals ranked above it, then it will receive zero penalty. If a target image is retrieved in the 
worst possible position, i.e. with all false retrievals ranked above it, then the target will score the 
maximum penalty of unity. Since targets are only ranked against false retrievals (non-targets), 
genuine ground tru th  targets do not penalise each other. For example two target images ranked
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at positions 1 and 2 would both receive a penalty of zero since there are no false retrievals ranked 
above them. In a similar manner for an N  image database, if two targets were retrieved at rank 
(N)  and (N  — 1), each target would be assigned a penalty of 1, since all the false positives are 
retrieved above the genuine target. The penalty term q(sk) can be expressed as :
|VS„ i  T r  s . t  B (S n) >  B (S k)|
?(SK) = -----------|vsn i  T r |----------- (44)
where B (S n) is a function which returns the rank of image/graph S n. A retrieval score Qr  can 
then be defined as
E (i-9(sK))SkSTr / ,
° R = — m —  (45)
The retrieval score lies in the range of [0 : 1] which correspond to  the worst and best possible 
retrievals respectively.
4.5 Probabilistic Relaxation Labelling
Relaxation labelling is a non-optimal method which can be applied to find error correcting solutions 
to the graph matching problem. Relaxation labelling algorithms are able to run in polynomial time 
since the global constraints are relaxed in order to break the exponential bound. Global constraints 
propagate through the graph labelling over successive iterations.
For computer vision tasks, it is unlikely tha t the association of a model node f lR to  a scene 
node £ls , considered in a local context, can be accurately captured using such a discrete binary 
function. In [87] Rosenfield et al. reformulated the relaxation labelling technique to allow for 
varying confidences of node association. Compatibility coefficients were used to  represent the 
confidence of a given association. Kittler et al. [48] further developed the method by adapting 
the compatibility coefficients such tha t they adhere to a Bayesian framework. This allowed true 
probabilities to be used as compatibility coefficients.
Relaxation labelling algorithms generally assume prior probabilities of node correspondences cal­
culated from unary measurements on the node attributes. The prior probabilities for a given node 
correspondence are calculated independently from the other nodes in the graph and therefore this
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stage utilises no contextual information. The posterior probabilities of all node correspondences 
are calculated from the prior probability of th a t correspondence and a support function which 
combines contextual information from local neighbourhood. In this way, as the algorithm iterates, 
progressively wider contextual information is incorporated.
Probabilistic Relaxation Labelling has often been applied to the graph labelling (matching) prob­
lem. Christmas et al. [17] applied probabilistic relaxation labelling techniques to the problem of 
matching of road segments from aerial photographs. Invariant features for line segments were in­
corporated into the algorithm. Ahamadyfard and Kittler [1], have applied probabilistic relaxation 
techniques to the problem of road traffic sign recognition using colour and shape.
Probabilistic relaxation was proposed as an approach to the flag retrieval problem[37] because it 
has successfully been applied successfully to a similar problem [1] for recognition of rigid objects.
4 .5 .1  D e s c r ip t io n  o f  th e  M e th o d
The attributed graph notation which was introduced in Chapter 3 is extended to:-
R  =  { n R,E R ,X K,Y i?.A i?} (4.6)
A *  =  { A $ \ ( i , j ) i e { 0 , - - - N } , j e N t} (4.7)
where A  denotes a set of binary colour measurements associated with any given pair of adjacent 
nodes. The set Ni denotes the nodes adjacent to node i. Let R  represent a graph expressing 
the users query, then S =  |f 2 s , E s , X 5 , Y 5 , A s |  denotes a similar graph for an image within the 
database, where Q s =  j c j f , • • •, corresponds to the set of nodes within the databases image. 
The matching problem can now be considered as a labelling problem, whereby graph nodes cuSi from 
the database images (scene) are labelled to nodes within the model graph. The query graph has 
an additional node called a null attractor, Uq . The null attractor provides an alternative labelling 
for scene nodes which have no viable corresponding model label. This reduces the possibility of 
incorrect labelling by allowing scene clutter to be assigned to the null label.
The matching process is typically initiated when a query graph is presented to the system. Each 
scene graph (corresponding to the images in the database), is matched to the query using the 
probabilistic relaxation algorithm which is summarised as follows.
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Let Of represent a label for a node u f  in the scene graph. Then p(0 f = u f )  denotes the probability 
of label u f  being the correct labelling for node u f  The matching is an iterative process whereby 
each node in the scene graph u f  is considered for every possible labelling in the model graph. 
The probability of a scene node u f  with label Of being assigned to model node uf.  on the n +  1 st 
iteration is defined as:-
( xn c p p«>(ef =  u*) Q ^ \ e f  =  u f )  ,
P  {<)<= “$i) =  =  «jf) ( 4 ' 8 )
The Q{n)(0f  =  u f )  is a term which expresses the support for scene node u f  being assigned the 
label uf. at the nth iteration and is expressed as [1]
Q<")(0f =  u£ ) =
I l ( i +  E  P ^ ( e f  = ^ ) P (A$i \ e i  = ^ , e f  = u ,$ ) )  (4.9)
j z N i  (u^enR, ujJj  )
Note the denominator of equation(4.8) is a normalisation term which ensures tha t en R (@f ~  
u f )  = 1. For a more detailed explanation of the probabilistic relaxation method, including details 
of initialisation, the interested reader is referred to [2, 17].
Note the support function given in equation 4.9 has a minimum value of 1. This ensures th a t for a 
given interpretation (Of =  u f ) , a neighbour of u f  with a low supporting probability, will not drive 
the support to zero, due to the outermost product rule.
The p (Aij | Of = u f , Of — uf^j term is a probability density function which quantifies the joint 
probability of the scene nodes u f  and u f  being assigned labels u f  and u f  respectively. This 
term reflects the goodness of match for the relations, for the hypothesis of the considered node 
interpretation. In our system, this is defined as:-
p (A j  I of =  io%, e f  =  io%) =  
N„(x) = - - C - F  e 2 ^ '
-yj2rr
(4.10)
(4.11)
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where dus wr is the attribute distance between nodes ucf and respectively. For the attribute 
distance d.,s equation 3.5 is used and corresponds to the HLS distance between two given nodes.i f a
A summary of the method is as follows. Firstly the probabilities for all possible interpretations is 
calculated based on the unary distances between model and scene node attributes. These probabili­
ties are the initial values for the relaxation process P ^ \ 6 f  =  ccq.). For each possible interpretation, 
the support Q ^°\0 f  =  is computed. The support equation incorporates the binary measure­
ments for pairs of nodes in the model being assigned to pairs of nodes in the scene through equations 
4.10 and 4.11, for the localised neighbourhood of both the scene and model nodes of the hypothe­
sised interpretation. The update rule of equation 4.8 can then be applied to obtain the probability 
after the first iteration P (1) {Of =  (jCq) .  The process continues in this manner and eventually the 
contextual information from the complete graph structure propagates through the labelling.
4 .5 .2  L abelling E xam ples
The described method has been applied to several example images. After pre-processing, a synthetic 
image is used to construct a model graph, R . Each image in the database is then pre-processed 
and used to construct the scene image, S. In this way, the given query image is matched against 
every scene image in the database. In image retrieval applications it is often desirable to re-order 
the entire database, based on the similarity with respect to the model image, rather than to reject 
or accept images based on the similarity to the query.
L  - • .tHois^rrr— SHISB I
a) German flag b) Segmentation c) Black region d) Red region e) Yellow region
!*»! 33 El
f) French flag g) Segmentation h) Blue region i) Red region j) W hite region
Figure 4.3: Labelling Examples
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Figure 4.3 shows examples for German and French flags. The first image in each example is the 
actual database image, the second image is a visualisation of the segmentation where each region 
is assigned a random colour. The remaining three images in each example, show how the scene 
regions were labeled to respective regions of model. Note how the labeling is able to detect the 
relevant regions, even though many regions are over-segmented (due to shadows and deformation).
4.5 .3  E xperim en tal P aram eters
The probabilistic relaxation algorithm has several parameters that affect the performance of the 
algorithm. The distribution of the binary measurements is assumed to be normally distributed, 
with standard deviation o. The value of o controls the sensitivity of the method to the mea­
surement errors. Another important parameter is the probability tha t a model is assigned a null 
labelling, P (0 f — uJq ). This value governs how strongly the null attractor competes with the binary 
measurements.
Figure 4.4: Measurement Parameters
If the value is too high, then all scene nodes will converge to the null labelling. Since the binary 
measurement probability is affected by cr, it is helpful to define rj as being the crossover point 
shown if figure 4.4, where the binary probability distribution meets the constant support for the 
null attractor. Any measurements which have a closer distance under a labelling hypothesis than
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the crossover point will receive more support than for the null attractor. If the measurement 
distance is greater than the crossover point, the null attractor will receive more support than the 
hypothosised model.
In order to tune the parameters, four model images were selected and queried against a small 
dataset, containing approximately 40 images. The ground tru th  data for this test set was identified 
and used in conjunction with equation 4.4 to quantify the retrieval performance. Figure 4.5 shows 
how the retrieval performance varied with respect to the value of cr and q. From these results, it 
can be seen tha t the results in sub-figure g) are best overall and therefore the parameters a =  0.3 
and q =  0.15 were used in subsequent experiments.
M o d e lM o d e lModel
Model
g) q = 0.15, a =  0.3 h) q — 0.25, a — 0.3 i) q =  0.35, cr =  0.3
Figure 4.5: Retrieval Performance for different experimental parameters
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4 .5 .4  L im ita tio n s  o f  P r o b a b ilis t ic  R e la x a tio n  L ab ellin g
The probabilistic relaxation method suffers from several problems. The most prominent in this 
case is caused by the ambiguous nature of the colour measurements.
Table 4.2 shows the results for synthetic only matching. The rows denote the scene images which 
are matched to the model images in the columns (both synthetic).
The columns are further split into a) and b). The results from the traditional voting method are 
given in column a) which indicates how many scene nodes were labelled to  a given model e.g. in 
the French flag two regions were labelled to  the Canadian model out of a possible three regions 
hence 2/3.
It is clear from the results tha t the labelling process alone is ambiguous, and counting votes as­
signed to a given model is not sufficiant.
The situation is improved in column b ), which shows the results for ’looking back’ from the model 
to  the scene. The mappings are computed in the same way as for column a) and the votes are 
counted in the opposite direction. We note tha t using the ’looking back’ method, there is much less 
ambiguity in the model matching. In cases where many-to-one mappings occur due to  ambiguities 
in the interpretations, the results in columb b) are able to better indentify the targets from the 
false retreivals.
Consider the Canadian flag as an example, which is presented to the system as a model. Notice 
that the results in column a) do not retrieve the correct image. Using column b) provides much 
better results with the two best candidates being the UK flag and the Canadian flag.
Most scene image can be successfully disambiguated (in some cases we could not expect the method 
to  disambiguate the scenes from the model, because the set of measurements used is unable to 
distinguish them. For example the Irish and Italian flag have the same topology and very similar 
colours, so the simple colour model used will not be sufficient. Another example is the flags for 
Japan and Poland. They both have a pair of red and white adjacent regions. To disambiguate 
these, more complex measurements would be required, e.g. the red circle in the Japanese flag 
is completely enclosed.). Observe tha t along the diagonal, each image matches perfectly to itself 
(with the correct labeling) and the null node receives no assignments.
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M odel Images Canada Prance Germany Japan Poland UK Ireland Italy
Scene Images a) b) a) b) a) b) a) b) a) b) a) b) a) b) a) b)
Canada 4/4 4/4 4/4 2/3 0/4 0/3 4/4 2/2 4/4 2/2 4/4 3/17 4/4 2/3 4/4 2/3
Prance 2/3 2/4 3/3 3/3 0/3 0/3 2/3 2/2 2/3 2/2 3/3 3/17 2/3 2/3 2/3 2/3
Germany 0/3 0/4 0/3 0/3 3/3 3/3 0/3 0/2 0/3 0/2 0/3 0/17 0/3 0/3 0/3 0/3
Japan 2/2 2/4 2/2 2/3 0/2 0/3 2/2 2/2 2/2 2/2 2/2 2/17 2/2 2/3 2/2 2/3
Poland 2/2 2/4 2/2 2/3 0/2 0/3 2/2 2/2 2/2 2/2 2/2 2/17 2/2 2/3 2/2 2/3
UK 9/17 4/4 10/17 3/3 0/17 0/3 9/17 2/2 9/17 2/2 17/17 17/17 9/17 3/3 9/17 3/3
Ireland 2/3 2/4 2/3 2/3 0/3 0/3 2/3 2/2 2/3 2/2 2/3 3/17 3/3 3/3 3/3 3/3
Italy 2/3 2/4 2/3 2/3 0/3 0/3 2/3 2/2 2/3 2/2 2/3 3/17 3/3 3/3 3/3 3/3
Table 4.2: Results for synthetic models
Although counting votes suffices in this simple experiment, and may still retrieve relevant images 
based on local contexts alone, a closer inspection of the results shows tha t in the UK image case, 
not all regions in the model have been assigned to. This is due to the nature of the probabilistic 
relaxation method, which does not enforce the global structure of the match. The situation is 
aggravated because the measurements themselves are ambiguous, since only colour is used, and 
often many regions within the flag structure which contain similar colours. The combination of 
these effects results in many to one mappings from the scene regions to the model regions, ruling 
out the possibility of a correct labelling.
Other problems tha t contribute to the inconsistent labelling include label dilution, label amplifica­
tion and poor parameter settings for the null attracto r[97]. Label amplification and label dilution 
are caused by the partition function (the denominator of equation 4.8) which server to normalise 
the probabilities such tha t P^n\@i — 0Je'i)  — 1-
In the case where there are several strong candidate interpretations, the normalisation process 
tends to  dilute the probabilities, this is known as label dilution. Alternatively, if there are several 
candidates with very small probabilities, or measurements which lie below the noise floor, the 
normalisation term may cause these candidate mappings to increase over successive iterations. 
This is known as label amplification. The normalisation assumes tha t the possible outcomes for a 
given interpretation are mutually exclusive events. This may not always be a valid assumption for 
inexact/error-correcting matching problems.
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Another significant problem with the support function given in equation 4.9 is tha t the total support 
for a node is dependent on the number of nodes in the neighbourhood. The consequences of this 
are small if the nodes are easily rejected. However in the presence of ambiguous measurements, 
this effect becomes significant and causes local convergence on areas which have a greater number 
of nodes in the neighbourhood.
4.6 Fuzzy Relaxation Labelling
The fuzzy relaxation method of Shao and Kittler[97] was investigated and applied to this domain, 
mainly because of the improved support and update rules which do not normalise over all inter­
pretations.
Recently, ’Fuzzy Systems’ have gained much popularity, and the term ’fuzzy’ has been coined as a 
new buzz word. In this section the concept of fuzziness is introduced in order to alleviate some of 
the confusion and controversy associated with this theory.
4 .6 .1  F u zzy  S y ste m s
Fuzzy sets are a superset of conventional set theory tha t has been extended to handle partial truths, 
and was first introduced by Zadeh [115] in the 1960’s to  handle lexical fuzziness.
It is necessary to clarify the differences between fuzzy set theory and probability theory, which are 
often (incorrectly) interpreted. Traditional probability theory is based on classical set theory in 
which the occurrence of events can only take discrete values in the set {0,1}. This implies th a t an 
event can either be a member of the set, or not a member of the set; there is no partial membership. 
Probability is concerned with these clear and well-defined propositions th a t are either true or false. 
The probability of a proposition is the degree of belief in the proposition, or the likelihood th a t it 
is true. In conventional set theory, a proposition cannot be both true and not true a t the same 
time, similarly an event cannot both occur and not occur.
On the other hand, fuzzy logic deals with tru ths tha t are not clear cut (such is the case with 
many real life concepts). Fuzzy set theory accounts for the degree to which an event occurred. In 
contrast to conventional set theory, whereby the outcome of an event lies in the set {0,1}, fuzzy
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set theory allows outcomes of events to  lie in the range [0 : 1]. Thus fuzzy set theory is a superset 
of conventional set theory.
As an example, consider the concept of tallness, clearly this is not a discrete concept, it is fuzzy. 
One could consider all people as being either tall or not tall, if a suitable boundary point were 
decided. Clearly this approach is not well suited to the situation. It is much more useful to  think 
about degrees of tallness.
4 .6 .2  M e th o d o lo g y
The method is similar to the probabilistic relaxation algorithm described in section 4.5. Again 
there is an update rule, and a support function definition. The fuzzy variant of the algorithm 
defines the evidences conveyed by attribute similarity as the following fuzzy sets Ffa{4>) and Ffa ((f)), 
where F^cft) represents observation knowledge about the interpretation and F^a{(f) represents prior 
knowledge about the interpretation[97]. The evidence of these two fuzzy sets are combined by 
computing the cardinality of the fuzzy set intersection. This gives the following support function
QV>{e? = v * )  =
f ( A i j \ e f  =  t o g ,  0-'  =  a.-!f)
T )  m in
l
4 cr*
d2
/ ( 4 # f  =  < 4 ,o f  = 4 ) , P (n\ e f  = «$)] (4.12)
?+d2S,.,R
5 P (4.13)
where M Q  denotes the cardinality operator and 4> is the set of all interpretations. N  is the size 
of the neighbourhood. The f (A i j \6 f  — u;^, 0j =  oj^ )  term is dirctly analogous to equation 4.10 as 
used for the probablistic relaxation method. The label confidence can now be expressed as
Q<">(0? =  a £ )
N
N
(4.14)
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which leads the the following update rule [97].
p < n + i) { eS =  UR) =  m a x ^ p ( n ) {0S = a;B)}
m ax$ {Eq,o)64>m in  [/(AijWi =  = a>ff),P(n)^ f  = t-ffl] l
Notice how the rule does not normalise over all probabilities, instead the normalisation occurs over 
IV, the size of the neighbourhood considered. The update rule of equation 4.15 should eliminate 
the label dilution and amplification problems associated with probabilistic relaxation labelling.
The update rule is similar in structure to the probabilistic update rule defined in equation 4.8. The 
inner term
N
(4.16)
expresses the support for the interpretation 4>. Each mapping from a neighbour of node i to  a 
neighbour of node a  contributes the term
m m f(A i j \0 f  =  4 ,  6? = =  <4 )1 (4.17)
which is summed and averaged over all neighbours for the mapping in question. The min operator 
contributes support if and only if the prior labelling P ^ ( 0 j  = agrees with the observational 
evidence f (A i j \6 f  — ,Oj = ojp) The outermost m ax  operator ensures th a t the label probability
is updated based on the best basic joint interpretation considered.
4 .6 .3  L ab ellin g  P er fo rm a n ce  for F u zzy  R e la x a tio n
In order to measure the labelling performance of the fuzzy relaxation algorithm as applied to 
this problem, a simple experiment was setup. Ground tru th  region data was generated for a small 
database (approx 20 images) of segmented images. The synthetic models were then used to generate 
query graphs for the relaxation algorithm. The labelling performance was quantified using equation 
4.3. In order to  have a baseline comparison, the method was compared to a simple region-based 
search algorithm using both RGB and HLS colour spaces. The results are shown in figure 4.6
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Figure 4.6: Labelling Performance for Fuzzy Relaxation
4.6. Fuzzy Relaxation Labelling 67
Target Model linage Segmentation Target.
8
Model Image Segmentation
Table 4.3: Labelling Candidates
68 Chapter 4. Graph Matching Techniques for CBIR
It is clear from the results tha t the fuzzy relaxation method performs better than the simple 
colour matching baseline experiment. This result also shows the advantage gained from using the 
modified-HLS colour distance as opposed to RGB.
4.7 Graph M atching Using State Space Search
In this section we present the details of the adopted method [38], First, the notation for the graph 
matching problem is defined and the system implementation is then described in detail.
4 .7 .1  M a tch in g
The matching problem is often formulated by defining a model graph, representing a query, which 
is matched to at least one scene graph. Let R =  {f2R, E R, X R} and s =  {ns,Es,xs} denote the 
model and scene graphs respectively.
Now consider an injective function /  : O r  i-> which specifies mappings from the nodes fIR 
in the model graph R  to the nodes B  C Og contained in some subgraph of the scene graph S. 
Such a function represents an error correcting subgraph isomorphism, since any mapped subgraph 
of the scene, can be isomorphic with the model graph, subject to an appropriate set of graph 
edit operations. The edit operations required to achieve such an isomorphism represent the errors 
tolerated by an error correcting subgraph isomorphism. These errors are quantified, and are used to 
guide the graph search process. Error correcting subgraph isomorphism, is well suited for computer 
vision tasks, where noise and clutter may distort the scene graphs.
4 .7 .2  G rap h  E d it O p era tio n s
Error-correcting subgraph isomorphism matches any graph to any other given graph, since an 
appropriate set of graph edit operations is able to transform any graph arbitrarily. It is therefore 
essential to  define costs for the graph edit operations. Defining such costs allows state space search 
methods to seek the lowest cost (best matching) mapping between any pair of graphs, given the 
costs for permissible edit operations. In this implementation, the following traditional graph edit
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operations are used.
A I UJa 1—* ’. map the model node coa to scene node u (4.18)
A 1 uj(x 1—* 0 ; map the model node coa to the null attractor 0 (4.19)
A 1 ea 1—> e% 1 map the model edge ea to the scene edge e* (4.20)
A '. €& 1—* 0 i map the model edge ealpha to  the null attractor 0 (4.21)
A : e* 1—^ 0 : map the scene edge e; to the null attractor 0 (4.22)
Each edit operation A has an associated cost C(A) where the symbol 0 represents a null attractor 
which is used to express missing edges and vertices.
4 .7 .3  S ta te  S p ace Search
Graph matching algorithms, which employ state space search strategies, recursively expand partial 
mappings to grow error-correcting subgraph isomorphisms in the state space [65]. Our implemen­
tation uses the A* algorithm for optimal search. For any given partial mapping /  : i—> f Is
there exists a set of graph edit operations Ay =  {Ai, A2 , • • •, Xn } which transform the mapped 
scene nodes into a subgraph isomorphism with the partial model. Hence the search through the 
state space can be guided by the costs of the graph edit operations required for each partial mapping.
The state space search starts from the root state which is the top node in the search tree. Prom 
this node, child nodes are generated by allowing the first model node coi to  be mapped to each 
available input node in tu rn  {co?i, 0 2^ , • • •, con, 0}- Also a child state for a missing vertex is added by 
mapping the model node to the null attractor.
Each leaf of the tree now represents an error-correcting subgraph isomorphism /& : Q Q' from a 
partial model graph to the scene graph. The cost of these graph mappings is computed as C(Ayfc), 
and the leaf with the lowest cost is expanded. This process continues until the model is fully 
mapped and the isomorphism with the least cost is found. For the sake of efficiency, the graph edit 
distance for a given leaf node in the search tree, is computed incrementally from its parent node.
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4.7 .4  L o o k a h e a d
The complexity of the described state space search is in the worst case exponential, although in 
practice the actual complexity is data dependent and the optimal search often becomes tractable. 
To further prune the search space and reduce the complexity, lookahead terms are often used when 
computing the costs for a given state. The lookahead term, computes an estimate of the future cost 
of any preceeding mappings based on the current partial interpretation. The exact computation 
of a minimal future mapping is itself an error-correcting subgraph isomorphism problem, and 
therefore has a worst case exponential complexity. Hence an estimate is used instead. To prevent 
false dismissals, such an estimate must provide a lower bound on future cost for any proceeding 
mappings. To provide such a lower bound for future mapping cost, we consider each unmapped 
node independently, therefore breaking the exponential complexity of the lookahead. Our tests have 
shown that a lower bound which ignores edge constraints is faster than a more refined lookahead 
scheme which considers the edge costs. The lookahead function L ( f  : Qa ^  S7j) is defined as
L ( f  : f2R I-* O s ) =  V ) min : &i)) (4.23)
where 0 m  and 0/ denotes the set of model and scene nodes which are not mapped in the current 
partial interpretation. This result is in agreement with Berretti et al[10] where a faster less accurate 
lookahead was shown to outperform a more complex scheme. This does not affect the optimality, 
since any lower bound estimate will not allow false dismissals.
The attribute measurement defined above forms the basis of the vertex assignment graph edit 
operation. The assignment of a model vertex to the null attractor is defined to have a constant 
cost, as is the assignment of model or scene edges to the null attractor. In this implementation, 
edges are not attributed and therefore edge substitutions have zero cost (since all edges have the 
same attributes). More formally:
C(A ' UJa l > LOi) — 1 N(j{d(x^i)
C (A : uja i—> 0) =  Cm
C(A : ea i—> ej) =  0
(4.24)
(4.25)
(4.26)
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C( A : e a ~ 0 )  =  Vm (4.27)
C (A : ei 0) =  7]i (4.28)
where Cm is the cost for a missing node (0.5 empirically), r)m is the cost for a missing edge (0.5 
empirically) and rji is the cost for an inserted edge (0 .1  empirical). N aQ represents a Gaussian 
probability distribution
N a(x) =  e~ ^ )(f)2 (4.29)
where sigma has a typical value of 0.5. The shape of the assumed distribution does affect the 
efficiency of the search process. The distribution helps to discriminate between well and poorly 
matched attributes better. This allows the graph matching algorithm to  expand deeper into the 
search tree before backtracking is necessary.
4 .7 .5  E x p er im en ta l R e su lts
The experimental results contained within this section were obtained using a C + +  implementation 
running on an Athlon 1400XP with 512 Mb of RAM.
4 .7 .6  S y n th e tic  D a ta  S e ts
Synthetic flags shown in figure 4.1 were considered as models. In contrast to the relaxation la­
belling approach in the previous work [37], the method is able to correctly self-label any of the 
given synthetic models, although in some cases (UK model) the symmetric regions were labelled 
arbitrarily. This is expected since the optimal search should always find the zero cost solution.
4 .7 .7  L ab ellin g  E x a m p les
Examples are presented which show how the system is able to label real images from synthetic 
models. The images in figure 4.7 show the interpretations for models of the Canadian and German 
flags, being matched to  real images containing targets for these models. The first image in each 
example shows the target (scene) image. The second image shows the segmentation and hence graph
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Figure 4.7: Labelling Examples
structure, and the third image shows the interpretation results when matched to the corresponding 
synthetic model.
Note in each of these images the labelling is in complete agreement with ground truth data by 
manual annotation. The other example in figure 4.7 shows how the system is able to label quite 
complex model and scene images. The example of the USA flag shows how the system again is 
able to label with 100% accuracy the complex USA image in the presence of many structural errors.
In the previous example the model graph contains 1-5 nodes, and the scene graph contains 76 nodes. 
Even with this complexity, the system completed the match in 6.4 seconds of CPU time. The simple 
examples shown in figure 4.7 were typically matched in 0.8 seconds of CPU time including feature 
extraction and graph creation. The implementation was development software and had not been 
vigorously optimised.
Figure 4.8 shows some labelling examples for more cluttered images. The labelling for the Cuban 
flag (sub figure c) demonstrates how the poor segmentation (sub figure b) can introduce errors 
into the labelling. Labelling examples 1 and o also show errors in the labelling due to the over
d) German Flag f) Labelling
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merging in the segmentation. Generally the labellings are accurate even in the presence of poor 
segmentations.
4 .7 .8  R e tr ie v a l P er fo rm a n ce
The system has performed well for each synthetic model. On all synthetic models, the average 
effective rank for the corresponding target images was always within the top 1 0 % (approximately) 
of the image database ( figure 4.13 ) .
Retrieval performance can be evaluated by matching a given model to every scene image in the 
database. For each match, the sum of the graph edit operation costs is used as a similarity measure, 
on the basis of which the database can be ordered. A diverse database containing approximately 
4000 images from mixed sources (including Internet, television and landscapes) was used as the 
experimental tested.
Figure 4.9 shows the top 16 retrievals for the German flag model. Many targets are retrieved in the 
first page. Many of the false positives also have the same contextual information as a German flag, 
although they are not semantically interpreted as such. Figure 4.10 shows the last 16 retrievals 
from the database, as expected they are not similar to the query. Indeed theses images have few 
chromatic regions. The top 16 retrievals for the UK model is shown in figure 4.11. Only one target 
is found on the first page of results. Figure 4.12 shows a query for a French flag. The fist page of 
retrievals do not yield a valid target, however all of the false positives contain the same contextual 
information as tha t of a French flag.
In addition to the examples previously shown, ground tru th  data was created by manually identify­
ing a set of target images T m for a given synthetic model m. The retrievals could then be evaluated 
according to equation 4.4. These results are shown in figure 4.13.
4.8 Discussion
In this chapter, we have presented and applied three graph matching methods to the problem of 
flag retrieval. Performance evaluation criteria has been defined for both retrieval and labelling. 
In addition to the results already given for each method, the plots given in figure 4.14 show a 
comparison of the methods for image retrieval. Retrieval ground tru th  for a small database of
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about 200 images was generated in order to make this comparison. It is clear from the results 
tha t on such a database the retrieval performance is similar for all models, with the optimal search 
method performing slightly better except for models 8 and 9.
0.9
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Figure 4.14: Comparison of Retrieval Performance for Graph Matching Algorithms
The strong correlation in these results suggests tha t they all dominated by the attribute measure­
ments and segmentation. Figure 4.15 shows the runtime in seconds for each model to be queried 
against the whole database. Again these are all comparable and this suggests domination from the 
processing stages.
Although retrieval performance is comparable for all three methods, the labelling performance of 
the optimal search method is much better than the relaxation labelling methods. The relaxation 
methods are prone to  produce nonsensical mappings caused by local convergence and many-to-one 
interpretations, it is for this reason tha t the optimal search method was chosen for integration 
into the pictorial dictionary prototype system. For the same reason, it is expected tha t on a 
larger database, the optimal search method would out-perform the relaxation methods by a greater 
margin. In certain cases, the graph matching methods were unable to converge. The worst method 
in this respect was the optimal search method, which could not converge for all 4000 images, when
@ |  Optimal Search  
I I Probabilistic Relaxation 
t i i J  Fuzzy Relaxation
model
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Figure 4.15: Comparison of Runtime for Graph Matching Algorithms
the most complex models were queried. In such cases the search space can become intractable 
and the algorithm is unable to expand all possibilities due to time/memory limitations. Stronger 
measurements provide a more informed search and greatly reduce the search space and therefore 
the time/memory requirements. In spite of this, we believe that the method is still practical and the 
limitation could be reduced significantly. The testing scenario was a particularly difficult problem 
for the search-based graph matching method. Indeed each image in general was over segmented to 
avoid information loss, this however did increase the number of nodes in the graph representation. 
Also, the nature of the models, which utilised just colour attributes (and were mostly sensitive to hue 
alone), meant that there was much ambiguity between possible interpretations. Such ambiguity 
means tha t many states are expanded during the search phase. Given stronger less ambiguous 
measurements, the search method would be better informed and could prune the vast search space 
more efficiently. The relaxation-based approaches were prone to generate nonsensical mappings, due 
to the ambiguity of the measurements; these methods too could benefit from stronger measurements.
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4.9 Conclusion
In this chapter, we have discussed the implementation and testing of three methods for the matching 
of attributed relational graphs. In order to evaluate the performance in an objective manner, novel 
performance evaluation metrics were presented for both labelling and retrieval based upon human- 
delineated ground truth. Each method was individually evaluated for both labelling and retrieval. 
Finally a comparison was made of the three methods.
The probabilistic relaxation and fuzzy relaxation methods did not perform well on the more complex 
labelling examples; this was due to the weak/ambiguous nature of the colour measurements. The 
invariant measurements were necessary to  allow the synthetic models to retrieve real images, and 
the ambiguity was inherent to the problem. Of the three methods, the optimal search graph method 
performed the best for both labelling and retrieval, although in some cases, convergence problems 
were experienced. For this method, the weak measurements increased the computational burden 
on the search algorithm because less pruning was possible. This method was chosen for integration 
into the Pictorial Dictionary testbed.
Chapter 5
Semantics in Information Retrieval
This chapter is concerned with semantics in Information Retrieval. Natural language is strongly 
coupled to semantics and therefore some natural language concepts are also introduced. A particular 
system WordNet [69], an online lexical dictionary, was chosen for integration into our Pictorial 
Dictionary test-bed. The developed software which utilises Wordnet in order to measure semantic 
distances is described, followed by qualitative examples which demonstrate how such techniques 
may be applied to the high-level content-based retrieval problem.
5.1 Textual Information Retrieval
Natural language provides humans with the means to communicate. Natural languages have gen­
erally evolved to become highly developed and provide the most efficient/convenient method for 
the conveyance of complicated concepts. Natural language is inherently high-level. It readily copes 
with both objects and semantics.
Language processing is a general term and encompasses many different application domains con­
cerning the gram m ar/structure of language, as well as the semantics . This research area has 
seen the development of techniques such as automatic document translation, document analysis, 
document retrieval and query parsing. As computer systems become increasingly more capable at 
handling natural language constructs, the level of human-computer synergy increases. The ultim ate 
goal would be to  achieve a level of development such tha t humans are able to interact with the 
computer as easily as humans interact with each other. In the context of a multimedia retrieval
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system, we could envision the human operator making textual or verbal (with the incorporation 
of speech recognition) queries to retrieve the desired content. An example of such a query would 
be ’Find me pictures containing vehicles’. Query parsing techniques could identify the command 
’find’ and the subject of the search ’vehicles’, and process queries accordingly. Semantics play an 
im portant role since the retrieval system would need to  then understand exactly what is meant by 
the concept of ’vehicles’.
Text retrieval is now a well established technology which is partially related to the problem of 
multimedia retrieval and is therefore worthy of further elaboration. A common method for the 
computation of similarity between two items of textual data is the cosine similarity function. The 
textual data is represented as a vector, each element in the vector corresponds to a particular 
indexing term  in the text. Then the cosine similarity between two such vectors x, y is given as.
cos (x, y) =  ,, Tm^Tr (5-1)
This method of representing textual scripts as points in N-d space allows corpora to be clustered in 
a similar way to  tha t of visual attributes. In this simple form, this approach does not distinguish 
the differing importance between the indexing terms, and all terms are treated equally. Another 
disadvantage of this scheme is tha t the indexing terms have to be known in advance, and do not 
easily allow change to the indexing terms.
The classical model for text retrieval is the tf*idf model. Typically word forms from within a 
textual document are analysed before the similarity model is applied to a given query. The weight 
of a keyword term  t/c, in document i is defined as which is given by
™ik = tfik-idfk (5-2)
where tf ik  is the number of occurrences of term  tft in document z, often known as term frequency. 
This provides a measure of how im portant the term  is, relative to the document, idfk is the inverse 
document frequency of term tj~ across all documents in the collection and provides a measure of 
how im portant a term is across the whole collection. Terms which are common to few documents 
are therefore deemed more im portant than terms which widely occur throughout the collection of 
documents. A commonly used expression for idfk is
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where N  is the total number of documents in the collection and is the number of documents 
which contain %. This model has served as a baseline for the comparison of more advanced language 
processing models such as the improved model by Ponte and Croft [84], which not only considers 
the presence of given terms within a text, bu t the count of these terms also. Song et al. [102] also 
proposed a language model based upon N-gram statistics, which was also shown to  outperform the 
classical model on a large text corpora.
While these models are well suited to large text corpuses, they are not particularly well suited to 
the minimal bu t highly semantic descriptions of visual entities.
Many content-based image retrieval systems have employed simple textual search and query to 
facilitate semantic access to  the underlying databases. First generation systems such as PICDMS 
and PICQUERY were largely based around such text retrieval technology. More recently, content- 
based retrieval systems have used textual matching/querying techniques to complement the vi­
sual features. Such systems include QBIC[25], Virage[8 ], Visual Retrievalware, Piction[103] and 
Chabot[78]. However, currently there is no reliable way of automatically generating the textual 
indices and all of the systems mentioned above use manual intervention in one form or another.
5.2 Semantic Association with W ordNet
WordNet[69] is an electronic dictionary/database developed at Princeton university. However it 
differs from other dictionaries in a fundamental way, tha t is, in WordNet the dictionary is indexed 
conceptually rather than alphabetically. The design of the system was based on many years of 
research into phycolinguistic principles from simple word association studies to more sophisticated 
experimental procedures.
Lexical C ategories
WordNet divides the lexicon into five parts of speech (POS):- nouns, verbs, adjectives, adverbs and 
function words.
•  Nouns[6 8 ] - Names of people, places, things, subjects and objects (dog,house).
• Verbs[28] - Words indicating actions, state or occurrence (eg. bring, came, exist etc.)
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•  Adjectives [29] - Words added to nouns which describe a quality or attribute, or modify the 
meaning, (eg. old, tall, red, my, this, big, small etc.)
•  Adverbs - Words tha t qualify other verbs, adjectives or adverbs, (eg. gently, fully, soon etc.)
•  Function Words - This relatively small group of words is omitted on the assumption tha t they 
are part of the syntax of the language. English function words include determiners, such as 
‘the’ and 4a(n)’; auxiliaries, such as might, have, and be; conjunctions, such as and, that, and 
whether.
The most novel feature of WordNet is the way in which lexical information is organised in terms 
of word meanings rather than word forms. In this respect, WordNet shares more similarities with 
a Thesaurus rather than a dictionary. This radical organisation scheme means that WordNet is 
unable to avoid redundancy as in a conventional dictionary. Certain words, like ’back’ have multiple 
senses appearing in each of the four lexical categories. For a query on a given word form, WordNet 
has to perform multiple lookups, just the kind of laborious task which is well suited to the electronic 
framework of WordNet.
T he Lexical M atrix
The fundamental structures in which WordNet concepts are modelled are synsets. A synset (syn­
onym set) is an association between a syntactic category and the many word forms which comprise 
it. The current version of WordNet contains 95,600 different word forms, which are organised into 
70,100 sets of synonyms. As mentioned before, the dictionary is organised in terms of concepts and 
semantics. From [69]
Lexical Semantics begins with a recognition tha t a word is a conventional association 
between a lexicalized concept and an utterance tha t plays a syntactic role.
A synset can be represented as a lexical matrix as is depicted in table 5.1. The rows of the matrix 
represent the synsets or lexical meanings. The columns represent the word forms as found in the 
language.
Thus, entry E n  implies tha t the word form F\ can be used to express the meaning M \.  If there 
is more than a single entry in any column, then the word form is polysemous (ie. the same word
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Word Word Form s
Meanings Fi F2 Fs • • • Fn
Mi ^ 1 ,1  £ 1 ,2
m 2 •#2 , 2
M s E s,3
M m F
Table 5.1: Illustration of a Lexical Matrix
may represent different semantics). Polysemous words complicate the scenario, and in practical 
situations some scheme to disambiguate the semantics often is needed. If there are multiple entries 
in a given row, then the corresponding word forms across the row are synonyms of each other.
Table 5.2 shows an example of the polysemous word form ’back’. This simple word form ’back’ 
is associated to  29 different synsets each representing a different semantic. Such complexities are 
often forgotten since the use of language has become second nature for most humans.
R elationships B etw een  Synsets
The lexical matrix provides an association between word forms and synsets. This provides a means 
of obtaining the desired semantics (synset) for a specified word form. WordNet itself is actually 
organised by synsets, and this organisation scheme is what makes WordNet interesting within 
the context of this research. Another significant difference between WordNet and other electronic 
dictionaries is the way in which synsets are related through semantic relations. WordNet synsets 
can be considered as nodes in a graph or network. These nodes are related to  other nodes through 
pointers (edges) which represent semantic relations. WordNet has a large range of possible semantic 
relations. A detailed discussion of all semantic relations is not warranted and the interested reader 
is referred to [69]. Listed below are some of the im portant semantic relationships th a t WordNet 
supports.
• Antonyms
• Hypernyms /  Hyponyms
88 Chapter 5. Semantics in Information Retrieval
•  Entailment
•  Similar
•  Meronym /  Holonym
Antonymy is a relationship between word forms which are direct opposites. The antonym of a word 
x, is sometimes not-x but not always. For example, fast and slow are antonyms. But not-fast does 
not necessarily imply slow.
Hyponyms and Hypernyms are relations tha t signify the IS-A concept for nouns. These relations 
are complementary and form a subordination/super-ordination pair. For example ‘motor vehicle’ is 
a hypernym of ‘car’, and ‘car’ is a hyponym of ‘motor-vehicle’. The hypernym/hyponym relations 
form a hierarchy for all nouns in WordNet with ‘entity’ being the root node. This hierarchical 
structure forms an inheritance system and is the fundamental organising principle for nouns in 
WordNet.
Meronyms and Holonyms are again concerned with noun forms and imply the HAS-A relationship. 
Again using the ‘car’ example, ‘door’ is a meronym of ‘car’, and ‘car’ is one possible holonym of 
‘door’. The meronym relation can represent a hierarchy, although one particular meronym can 
have many possible holonyms.
Lexical entailment is applicable to verbs and allows other verbs to  be inferred for a given context. 
A proposition P  entails a proposition Q if and only if the condition tha t makes P true and Q false 
cannot exist. An example of entailment is ’snore’ and ’sleep’. If a person were to be snoring, then 
tha t person has to be sleeping.
Figure 5.1 shows an example of how word forms may be related through semantic relations in 
WordNet.
Many other relationships are available in WordNet, but discussion is beyond the scope of this thesis 
and would not be relevant to the overall research aim. Such complex relationships remain in the 
specialised realm of linguistics and language processing. Further information about the inheritance 
system for nouns [6 8 ], adjectives [29] and verbs [28] can be found in the literature.
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organic
substancefamily relative body
flesh bone
natural
object
group substance
sisterbrother
person
hyponymy
< >
antonymy
Figure 5.1: Example of semantic relations in WordNet
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P O S . S e n s e  N o . S y n s e t B l u r b
N o u n
1 b a ck , d o rsu m t h e  p o s te r io r  p a r t o f  a  h u m a n  (or a n im a l)  from  
t h e  n eck  t o  t h e  en d  o f  t h e  sp in e ;  ‘h is  b ack  w as  
n ic e ly  t a n n e d ’
2 rear, b ack t h e  s id e  t h a t  g o e s  la s t  or is  n o t  n o r m a lly  seen ; ‘h e  
w r o te  th e  d a te  on  t h e  b a ck  o f  t h e  p h o to g r a p h ’
3 b a ck , rear t h e  p a r t o f  s o m e th in g  t h a t  is  fu r th e s t  from  th e  
n o rm a l v iew er: ‘h e  s to o d  a t  t h e  b a ck  o f  th e  
s t a g e ’; ‘it  w a s  h id d e n  in  t h e  rear o f  t h e  s to r e ’
4 b a ck (fo o tb a ll)  a  p e r so n  w h o  p la y s  in  t h e  b a ck fie ld
5 s p in a l  c o lu m n , v e r te b r a l c o lu m n , 
b a c k b o n e , b a ck , ra ch is
s p in e , t h e  se r ie s  o f  v e r te b r a e  fo rm in g  t h e  a x is  o f  th e  
sk e le to n  a n d  p r o te c t in g  t h e  s p in a l  cord; ‘t h e  fa ll 
b rok e h is  b a c k ’
6 b in d in g , b o o k  b in d in g , cover, b ack t h e  fro n t a n d  b ack  c o v e r in g  o f  a  b ook ; ‘t h e  b o o k  
h a d  a  le a th e r  b in d in g ’
7 b ack t h e  p a r t o f  a  g a r m e n t t h a t  co v ers  y o u r  back; ‘th e y  
p in n e d  a  “k ic k -m e ” s ig n  on  h is  b a ck ’
8 b a c k , b a ck rest a  s u p p o r t  t h a t  y o u  ca n  lea n  a g a in s t  w h ile  s it t in g ;  
‘t h e  b a ck  o f  t h e  d e n ta l  ch a ir  w a s a d ju s ta b le ’
9 b a ck t h e  p o s i t io n  o f  a  p la y er  on  a  fo o tb a ll  t e a m  w h o  
is  s ta t io n e d  b e h in d  t h e  l in e  o f  s c r im m a g e
V e r b
1 b a ck , en d o r se , p lu m p  for, p lu n k  for, su p p o r t b e  b e h in d ;  a p p ro v e  of; ‘H e p lu m p e d  for t h e  L ab or  
P a r ty ’; ‘I b ack ed  K en n e d y  in  I 9 6 0 ’
2 b a ck tra v e l b ack w ard ; ‘b a ck  in to  t h e  d r iv ew a y ’; ‘T h e  
car b a ck ed  u p  a n d  h it  t h e  t r e e ’
3 s e c o n d , b a ck , en d o r se , in d o r se g iv e  s u p p o r t  or o n e ’s  b le s s in g  to ; ‘I’ll  se co n d  th a t  
m o tio n ’; ‘I c a n ’t  b a ck  t h is  p la n ’; ‘e n d o r se  a  n ew  
p r o je c t ’
4 b ack c a u se  t o  tra v e l b ack w ard ; ‘b a ck  t h e  car in to  th e  
p a r k in g  s p o t ’
5 b ack s u p p o r t  f in a n c ia l b a c k in g  for; ‘b ack  t h is  e n ter ­
p r ise ’
6 b ack b e  in  back  of; ‘M y  g a r a g e  b ack s th e ir  y a r d ’
7 b e t  o n , b a ck , g a g e , s ta k e , g a m e , p u n t p la c e  a  b e t  on; ‘W h ic h  h o r se  are  y o u  b a c k in g ? ’ 
‘I’m  b e t t in g  on  t h e  n e w  h o r s e ’
8 b ack s h if t  t o  a  c o u n te r c lo c k w ise  d ir e c t io n , o f  t h e  w in d
9 s u b s ta n t ia te ,  b a ck , b a ck  up e s ta b lish  a s  v a lid  or g en u in e; ‘C a n  y o u  s u b s ta n ­
t ia t e  y o u r  c la im s? ’
10 b ack s tr e n g th e n  b y  p r o v id in g  w ith  a  b a ck  or b a c k in g
A d j e c t i v e
1 b a ck r e la te d  t o  or lo c a te d  a t  t h e  back; ‘th e  b a ck  y a r d ’; 
‘t h e  b ack  e n tr a n c e ’
2 b a c k , h in d , h in d er lo c a te d  a t  or n ea r  t h e  b ack  o f  an  a n im a l;  ‘back  
(or h in d )  le g s ’; ‘t h e  h in d e r  p a r t  o f  a c a r c a ss ’
3 b a ck o f  a n  ea r lier  d a te ; ‘b a ck  is s u e s  o f t h e  m a g a z in e ’
A d v e r b
1 b a ck in  or t o  or to w a r d  a  fo rm er lo c a t io n ;  ‘sh e  w en t  
b a ck  t o  her p a r e n ts  h o u s e ’
2 b a c k , b a ck w a rd , b a ck w a rd s, rearw ard , rearw ard s a t  or t o  or to w a rd  or t h e  b a ck  or rear; ‘h e  m o v ed  
b a c k ’; ‘tr ip p e d  w h en  h e  s te p p e d  b a c k w a rd ’; ‘sh e  
lo o k e d  rearw ard  o u t  t h e  w in d o w  o f  t h e  c a r ’
3 b a c k , b a ck w a rd , b a ck w a rd s, rearw ard , rearw ard s in  or t o  or to w a rd  an o r ig in a l c o n d itio n ;  ‘h e  w en t  
b a ck  t o  s le e p ’
4 b ack in  or t o  or to w a rd  a  p a s t  t im e ;  ‘s e t  t h e  c lo c k s  
b a ck  an  h o u r ’; ‘n ever lo o k  b a ck ’; ‘lo v ers  o f th e  
p a s t  lo o k in g  fo n d ly  b a ck w a rd ’
5 b a ck , back w ard in  a n sw er; ‘h e  w r o te  b a ck  th r e e  d a y s  la te r ’; ‘h ad  
l i t t l e  to  sa y  in  r e p ly  t o  t h e  q u e s t io n s ’
6 b a c k , in  r e p ly in  r e p a y m e n t or r e ta lia t io n ;  ‘w e  p a id  b a ck  ev ery ­
t h in g  w e  h ad  b o rro w ed ’; ‘h e  h it  m e  a n d  I h i t  h im  
b a c k ’; ‘I w a s  k ep t in  a fter  sc h o o l for t a lk in g  b a ck
t o  t.Vio t.parhpr’
Table 5.2: Example of polysemous word form ‘back’
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5 .2 .1  A p p lic a tio n s  For W o rd N et
In the literature, some authors have utilised WordNet for various retrieval tasks because of its ability 
to  relate word forms and semantics. Gonzalo et al. [35] used WordNet to conduct experiments on 
large text corpora, on which they showed tha t indexing on WordNet synsets can outperform the 
vector space model. They showed tha t WordNet could be used to enhance recall. This work also 
attem pted to measure the effect of disambiguation errors. In [7], Aslandogan et al. incorporated 
WordNet into a visual query tool, CANVAS, for integration into the SCORE system. This system 
used human-generated image/scene captions in order to facilitate retrieval. Rohini et al. [103] again 
used WordNet as one of many sources of semantic information for retrieval from image captions. 
This work was integrated into the PICTION system. These systems so far have not attem pted to 
provide any association between low-level computer vision features and high-level semantics. They 
operate solely on human generated textual captions.
The above issues illustrate how WordNet models relationships between high-level semantics. In the 
context of the pictorial dictionary, we envisage tha t such a database could be beneficial by applying 
higher-level knowledge. For example suppose the user entered the textual query ’beach’ and tha t 
no dictionary object for beach has yet been created. The system could relate the dictionary items 
’sand’ and ’sea’ to  ’beach’ and query the low-level representations accordingly.
One possible technique is query expansion [7]. The query and/or the database keywords could be 
expanded into related word sets to achieve better performance. Simple synonym expansion could 
be applied to alleviate the problems of inconsistent vocabulary. WordNet synsets could be used 
directly as semantic indexes for a CBIR system or in the context of the pictorial dictionary. Since 
the synsets express the semantic and are independent of the word form, they will be able to  provide 
a unique semantic index. WordNet also has familiarity information which has been extracted from 
a text corpus. This familiarity may help the system interpret the semantic th a t a given word form 
is intended for. It can provide a simple automatic method for disambiguating [35] polysemous 
words.
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5.3 Measurement Of Semantic D istance
The benefits of obtaining a semantic distance measure for the high-level information retrieval is 
manifold. A semantic distance is a measure which quantifies the dissimilarity between two semantic 
concepts. In the pictorial dictionary environment, the obvious use for such a distance measure is 
to  gauge the (dis)similarity between the users query and the concepts known to the system. The 
utilisation of such a scheme would allow non-synonymous concepts to be considered as retrieval 
candidates, a trait which simple query expansion does not exhibit. Similar techniques have been 
applied to  the domain of image caption retrieval [99].
The goal is to find a method which quantifies the distance between two semantic concepts denoted by 
d(Si, 6 2 ). In WordNet synsets are arranged in a graph, whereby each node in the graph corresponds 
to  a synset and each edge in the graph corresponds to a given semantic relationship. To remain 
consistent with previous notation, we define as being the zth node in the graph. Each node 
in the graph may have edges (pointers) to other nodes; these are represented by edges E fj  in the 
tree, where j  is the index of the edge and k =  {1,2, - • •, N }  denote the different semantic relations 
available in WordNet.
Semantic indices can then be related through sets of edges. There may be more than one set 
of edges which connect any given pair of synsets. Such a path Pi is defined as the set of edges 
Pi =  {E il , Ei2, • • •, EiN} If each edge between nodes has some associated semantic distance d( Ej ) 
then the distance for the complete path Pi is given as d(Pi) =  Ek=i{d{Eik)) The problem of 
finding the semantic distance can then be formulated as finding the set(s) of edges that need to be 
traversed in order to link the two nodes. In this case, the minimum distance between two nodes is 
most relevant and can be expressed as d(oJi,ujj) = minvi(d(Pi))
From the object retrieval perspective, the hypernym, hyponym relationship is most applicable. 
These semantic relations are concerned with nouns, which in linguistics have the sole purpose for 
naming objects and entities. Since the hypernym/hyponym relationships form a hierarchy, the 
problem of finding the set of edges tha t relate the two semantic concepts can be greatly simplified. 
The problem now becomes one of finding the nearest common parent node for both of the nodes 
in question, thus finding the shortest path Pi and hence the semantic distance d(Pi).
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5.4 Examples Of Semantic D istance Measurement
Some experiments were conducted using the algorithm previously described [39]. The results of 
which are shown in tables 5.4 - 5.8. Quantitative examples are shown which illustrate the relative 
semantic distances between familiar concepts. Five semantic ‘themes’ were chosen, each containing 
five individual semantic concepts, these are shown in table 5.3. The semantic categories were 
arbitrarily chosen to be ‘vehicles’, ‘animals’, ‘buildings’, ‘plant life’ and ‘places’. For each category, 
five word forms, each representing some semantic concept were chosen. Table 5.3 shows these word 
forms. As already discussed, a word form can correspond to  many different semantic concepts 
(represented by synsets). Therefore column 2 of table 5.3 shows the intended sense of the word 
form. These word senses were manually disambiguated. The third column of the table shows the 
words which form the synset and the fourth column shows the blurb for the synset in question.
The semantic distance using the previously described method was computed between each synset 
identified in table 5.3, and every other synset in the table. The result is a m atrix of semantic 
distances between every combination of concepts in table 5.3. For these experiments d (E j ) =  1, 
thus every edge in the noun hierarchy is assumed to have equal semantic distance. The resulting 
matrix has been split into a sub matrix for each category for clarity. Tables 5.4, 5.5, 5.6, 5.7 and
5.8 the results for ‘vehicles’, ‘animals’, ‘buildings’, ‘plant life’, and ‘places’ respectively.
From the results, it is clearly visible th a t all synsets in a category have similar distances. And 
without exception, each category has, on average, lower semantic distances to the synsets in its 
own category. Therefore we can conclude tha t semantically similar concepts have lower distances. 
This is the desired behaviour. Note tha t each synset has a zero semantic distance to  itself.
There are several cases which warrant further discussion. For example, ‘plane’ does not match very 
closely to the other synsets in the ‘vehicles’ category. The reason for this is simply the fact tha t 
there are more edges (7 in total) between ‘plane’ and ‘car’ than there are between ‘cycle’ and ‘car’ 
(only 3 edges), as shown in figure 5.2. In table 5.5, notice how ‘fish’ and ‘shark’ are more similar 
than the other animals in the set, and tha t the intra distances between the animals are generally 
lower than the inter distances between ‘animals’ and the other categories.
It is surprising tha t ‘whale’ is not more similar to ‘fish’ and ‘shark’. The reason is again to do with 
the large depth of the mammal hierarchy. Another interesting result is shown in table 5.8 where 
examples for ‘places’ are shown. Notice how all the continents have ‘Europe’, ‘Africa’ and asia
94 Chapter 5. Semantics in Information Retrieval
wheeled
vehicle
cyclemotor
vehicle
car
vehicle
wheeled
vehicle
craft
aircraftmotor
vehicle
heavier-than
air-craft
car
airplane
Figure 5.2: Examples of semantic distance
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W ord  Form S e n s e  N o . S y n s e t B lu rb
car 1 car, a u to , a u to m o b ile , m a ch in e ,  
m o to rca r
4 -w h e e le d  m o to r  v e h ic le ;  u s u a l ly  p r o p e lle d  b y  an  in te r n a l  
c o m b u s tio n  en g in e ; ‘h e  n e e d s  a  car t o  g e t  t o  w o r k ’
b u s 1 b u s , a u to b u s , co a c h , c h a r a b a n c ,  
d o u b le -d e ck er , j itn e y , m o to r b u s , 
m o to r c o a c h , o m n ib u s
a  v e h ic le  c a r ry in g  m a n y  p a sse n g e rs; u se d  for p u b lic  t r a n s ­
p o r t;  ‘h e  a lw a y s  ro d e  t h e  b u s  t o  w o r k ’
tr a in 1 tr a in , r a ilro a d  tr a in p u b lic  tr a n sp o r t  p r o v id e d  b y  a  l in e  o f  r a ilw a y  ca rs  c o u p le d  
to g e th e r  a n d  d ra w n  b y  a  lo c o m o t iv e ;  ‘e x p r e ss  t r a in s  d o n ’t  
s to p  a t  P r in c e to n  J u n c t io n ’
p la n e 1 a irp la n e , a e r o p la n e , p la n e an  a irc r a ft  t h a t  h a s  a  f ix e d  w in g  a n d  is  p o w ered  b y  p ro ­
p e lle r s  or je ts ;  ‘t h e  f lig h t  w a s  d e la y ed  d u e  t o  t r o u b le  w ith  
t h e  a ir p la n e ’
c y c le 6 c y c le a  s h o r te n e d  v e r s io n  o f  ‘b ic y c le ’ or ‘t r ic y c le ’ or ‘m o to r c y c le ’
d o g 1 d o g , d o m e st ic  d o g , C a n is  fa m ilia r is a  m em b er  o f  t h e  g e n u s  C a n is  (p r o b a b ly  d e sc e n d e d  fro m  
t h e  c o m m o n  w o lf)  t h a t  h a s  b e e n  d o m e st ic a te d  b y  m a n  
s in c e  p r e h is to r ic  t im e s;  o c c u r s  in  m a n y  b reed s; ‘t h e  d o g  
b ark ed  a ll n ig h t ’
c a t 1 c a t,  t r u e  c a t fe l in e  m a m m a l u s u a lly  h a v in g  th ic k  s o ft  fur a n d  b e in g  u n ­
a b le  t o  roar; d o m e st ic  c a ts ;  w i ld c a ts
lio n 1 lio n , k in g  o f  b e a s ts ,  P a n th e r a  leo la r g e  g r e g a r io u s  p r e d a to r y  f e l in e  o f  A fr ic a  a n d  I n d ia  h a v ­
in g  a  ta w n y  c o a t  w ith  a  s h a g g y  m a n e  in  t h e  m a le
fish 1 fish a n y  o f  v a r io u s  m o s t ly  c o ld -b lo o d e d  a q u a t ic  v e r te b r a te s  
u s u a l ly  h a v in g  sc a le s  an d  b r e a th in g  th r o u g h  g i l ls
sh a rk 1 sh a rk a n y  o f  n u m e r o u s  e lo n g a te  m o s t ly  m a r in e  c a r n iv o r o u s  f is h e s  
w ith  h e ter o c e r c a l c a u d a l f in s  a n d  to u g h  sk in  co v ered  w ith  
sm a ll  to o th l ik e  sc a le s
w h a le 2 w h a le a n y  o f  t h e  larger  c e ta c e a n  m a m m a ls  h a v in g  a  s tr e a m lin e d  
b o d v  a n d  b r e a th in g  th r o u g h  a  b lo w h o le  o n  t h e  h ea d
church 2 ch u rch , ch u rch  b u ild in g a  p la c e  for p u b lic  ( e s p e c ia lly  C h r is t ia n )  w o rsh ip ; ‘th e '  
ch u rch  w a s e m p ty ’
h o te l 1 h o te l a  b u i ld in g  w h e r e  tra v e le rs  c a n  p a y  for lo d g in g  a n d  m e a ls  
a n d  o th e r  se r v ic e s
h o u se 1 h o u se a  d w e ll in g  t h a t  se rv e s  a s  l iv in g  q u a r te rs  for o n e  or m o re  
fa m ilie s ;  ‘h e  h a s  a  h o u se  o n  C a p e  C o d ’; ‘s h e  f e l t  s h e  h a d  
t o  g e t  o u t  o f  t h e  h o u s e ’
ca ravan 2 v a n , caravan (B r it ish )  a  c a m p er  e q u ip p e d  w ith  l iv in g  q u a r te r s
sc h o o l 2 s c h o o l,  s c h o o lh o u s e a  b u ild in g  w h er e  y o u n g  p e o p le  r e c e iv e  e d u c a t io n ;  ‘t h e  
sc h o o l w a s  b u i lt  in  1 9 3 2 ’; ‘h e  w a lk e d  t o  S ch oo l e v e r y  m o r n ­
in g ’)
g r a ss 1 gra ss n a r r o w -le a v e d  g reen  h erb a g e: g ro w n  a s  la w n s; u se d  a s  p a s ­
tu r e  for g r a z in g  a n im a ls;  c u t  a n d  d r ied  a s  h a y
ro se 1 ro se a n y  o f  m a n y  p la n ts  o f  t h e  g e n u s  R o sa
o a k 2 oa k , o a k  t r e e a  d e c id u o u s  tr e e  o f  t h e  g e n u s  Q u e rc u s;  h a s  a c o r n s  a n d  
lo b e d  lea v es; ‘g r e a t  o a k s  g ro w  fro m  l i t t l e  a c o r n s ’
b e e c h 1 b e e c h , b e e c h  tr e e a n y  o f  s e v er a l la rg e  d e c id u o u s  t r e e s  w it h  r o u n d e d  s p r e a d ­
in g  c r o w n s  a n d  s m o o th  g ra y  b a rk  a n d  sm a ll  s w e e t  e d ib le  
tr ia n g u la r  n u ts  e n c lo se d  in  b urs; n o r th  t e m p e r a t e  r e g io n s )
p a n sy 1 p a n sy , V io la  tr ic o lo r  h o r te n s is la rg e -flo w ered  g a r d e n  p la n t  d e r iv e d  c h ie f ly  fro m  t h e  w ild  
p a n s y  o f  E u ro p e  a n d  h a v in g  v e lv e ty  p e ta ls  o f  v a r io u s  c o l­
o rs)
eu r o p e 1 E u ro p e t h e  2 n d  s m a lle s t  c o n t in e n t  (a c tu a l ly  a  v a s t  p e n in s u la  o f  
E u ra s ia );  t h e  B r it is h  u s e  ‘E u r o p e ’ t o  refer t o  a ll o f  t h e  
c o n t in e n t  e x c e p t  t h e  B r it is h  Is le s
a fr ica 1 a fr ica t h e  se co n d  la rg e s t  c o n tin e n t;  lo c a te d  s o u th  o f  E u r o p e  a n d  
b o r d e r e d  t o  t h e  w e s t  b y  t h e  S o u th  A t la n t ic  a n d  t o  t h e  e a s t  
b y  t h e  In d ia  O cea n
uk 1 U n ite d  K in g d o m , U K , G rea t  
B r ita in , B r ita in , U n ite d  K in g d o m  
o f  G re a t  B r ita in  a n d  N o r th e r n  
Irelan d
m o n a r ch y  in  n o r th w e s ter n  E u r o p e  o c c u p y in g  m o st  o f  t h e  
B r it is h  Isles; d iv id e d  in to  E n g la n d  a n d  S c o t la n d  a n d  W a les  
a n d  N o r th e r n  Irelan d
u s a 1 U n ite d  S ta te s ,  U n ite d  S t a te s  o f  
A m e r ic a , A m e r ic a , U S , U .S . ,  U S A ,  
U .S .A
N o r th  A m e r ic a n  re p u b lic  c o n ta in in g  5 0  s t a t e s  -  4 8  c o n te r ­
m in o u s  s ta t e s  in  N o r th  A m e r ic a  p lu s  A la sk a  in  n o r th w e s t  
N o r th  A m e r ic a  a n d  th e  H a w a iia n  I s la n d s  in  t h e  P a c ific  
O ce a n
a s ia 1 A s ia t h e  la r g e s t  c o n t in e n t  w ith  6 0  p e r c e n t  o f  t h e  e a r th ’s  p o p u ­
la tio n ;  i t  is  j o in e d  t o  E u ro p e  o n  t h e  w e s t  t o  fo rm  E u ra sia ;  
- i t  is  t h e  s i t e  o f  s o m e  o f t h e  w o r ld ’s  earliest, c iv i l iz a t io n s
Table 5.3: Synsets used in Experiments
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car bus train plane cycle
car 0 6 6 7 3
bus 6 0 2 7 5
train 6 2 0 7 5
plane 7 7 7 0 6
cycle 3 5 5 6 0
dog 16 15 15 18 15
cat 16 15 15 18 15
lion 17 16 16 19 16
fish 13 1 2 1 2 15 1 2
shark 16 15 15 18 15
whale 16 15 15 18 15
church 9 8 8 1 1 8
hotel 8 7 7 1 0 7
house 8 7 7 1 0 7
caravan 5 7 7 8 4
school 8 7 7 1 0 7
grass 13 1 2 1 2 15 1 2
rose 13 1 2 1 2 15 1 2
oak 13 1 2 1 2 15 1 2
beech 13 1 2 1 2 15 1 2
pansy 13 1 2 1 2 15 1 2
europe 1 0 9 9 1 2 9
africa 1 0 9 9 1 2 9
uk 14 13 13 16 13
usa 14 13 13 16 13
asia 1 0 9 9 1 2 9
Table 5.4: Examples of Semantic Distance for ’Vehicles’
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dog cat lion fish shark whale
car 16 16 17 13 16 16
bus 15 15 16 1 2 15 15
train 15 15 16 1 2 15 15
plane 18 18 19 15 18 18
cycle 15 15 16 1 2 15 15
dog 0 4 5 7 1 0 6
cat 4 0 3 7 1 0 6
lion 5 3 0 8 1 1 7
fish 7 7 8 0 3 7
shark 1 0 1 0 1 1 3 0 1 0
whale 6 6 7 7 1 0 0
church 15 15 16 1 2 15 15
hotel 14 14 15 1 1 14 14
house 14 14 15 1 1 14 14
caravan 17 17 18 14 17 17
school 14 14 15 1 1 14 14
grass 13 13 14 1 0 13 13
rose 13 13 14 1 0 13 13
oak 13 13 14 1 0 13 13
beech 13 13 14 1 0 13 13
pansy 13 13 14 1 0 13 13
europe 14 14 15 1 1 14 14
africa 14 14 15 1 1 14 14
uk 16 16 17 13 16 16
usa 16 16 17 13 16 16
asia 14 14 15 1 1 14 14
Table 5.5: Examples of Semantic Distance for ’Animals’
98 Chapter 5. Semantics in Information Retrieval
church hotel house caravan school
car 9 8 8 5 8
bus 8 7 7 7 7
train 8 7 7 7 7
plane 1 1 1 0 1 0 8 1 0
cycle 8 7 7 4 7
dog 15 14 14 17 14
cat 15 14 14 17 14
lion 16 15 15 18 15
fish 1 2 1 1 1 1 14 1 1
shark 15 14 14 17 14
whale 15 14 14 17 14
church 0 3 3 1 0 3
hotel 3 0 2 9 2
house 3 2 0 9 2
caravan 1 0 9 9 0 9
school 3 2 2 9 0
grass 1 2 1 1 1 1 14 1 1
rose 1 2 1 1 1 1 14 1 1
oak 1 2 1 1 1 1 14 1 1
beech 1 2 1 1 1 1 14 1 1
pansy 1 2 1 1 1 1 14 1 1
europe 9 8 8 1 1 8
africa 9 8 8 1 1 8
uk 13 1 2 1 2 15 1 2
usa 13 1 2 1 2 15 1 2
asia 9 8 8 1 1 8
Table 5.6: Examples of Semantic Distance for ’Buildings’
5.4. Examples O f Semantic Distance Measurement 99
grass rose oak beech pansy
car 13 13 13 13 13
bus 1 2 1 2 1 2 1 2 1 2
train 1 2 1 2 1 2 1 2 1 2
plane 15 15 15 15 15
cycle 1 2 1 2 1 2 1 2 1 2
dog 13 13 13 13 13
cat 13 13 13 13 13
lion 14 14 14 14 14
fish 1 0 1 0 1 0 1 0 1 0
shark 13 13 13 13 13
whale 13 13 13 13 13
church 1 2 1 2 1 2 1 2 1 2
hotel 1 1 1 1 1 1 1 1 1 1
house 1 1 1 1 1 1 1 1 1 1
caravan 14 14 14 14 14
school 1 1 1 1 1 1 1 1 1 1
grass 0 6 6 6 4
rose 6 0 4 4 6
oak 6 4 0 2 6
beech 6 4 2 0 6
pansy 4 6 6 6 0
europe 1 1 1 1 1 1 1 1 1 1
africa 1 1 1 1 1 1 1 1 1 1
uk 13 13 13 13 13
usa . 13 13 13 13 13
asia 1 1 1 1 1 1 1 1 1 1
Table 5.7: Examples of Semantic Distance for ’Plants’
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europe africa uk usa asia
car 1 0 1 0 14 14 1 0
bus 9 9 13 13 9
train 9 9 13 13 9
plane 1 2 1 2 16 16 1 2
cycle 9 9 13 13 9
dog 14 14 16 16 14
cat 14 14 16 16 14
lion 15 15 17 17 15
fish 1 1 1 1 13 13 1 1
shark 14 14 16 16 14
whale 14 14 16 16 14
church 9 9 13 13 9
hotel 8 8 1 2 1 2 8
house 8 8 1 2 1 2 8
caravan 1 1 1 1 15 15 1 1
school 8 8 1 2 1 2 8
grass 1 1 1 1 13 13 1 1
rose 1 1 1 1 13 13 1 1
oak 1 1 1 1 13 13 1 1
beech 1 1 1 1 13 13 1 1
pansy 1 1 1 1 13 13 1 1
europe 0 2 1 2 1 2 2
africa 2 0 1 2 1 2 2
uk 1 2 1 2 0 4 1 2
usa 1 2 1 2 4 0 1 2
asia 2 2 1 2 1 2 0
Table 5.8: Examples of Semantic Distance for ’Places’
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have very small distances, bu t ‘USA’ and ‘UK’ have large distances. This is because, conceptually 
‘USA’ and ‘UK’ are quite different from continents and refer more to an ‘administrative district’ 
rather than a ‘land mass’.
5.5 Conclusion
In this chapter a method for calculating semantic distances for noun forms using the hyper- 
nym/holonym relationships has been proposed for integration into the Pictorial Dictionary testbed 
(chapter 6). The examples show the feasibility of such a method as applied to nouns and how such 
techniques can be used for information retrieval. The problems with the method occur due to the 
assumed uniformly weighted edges in the tree. Nodes near the root of the tree are obviously more 
semantically dissimilar than  nodes near the leaves of the tree. For example an ‘organism’ is very 
semantically different to a ‘location’, but a ‘scooter’ is less semantically dissimilar to  a ‘cycle’. Both 
pairs of synsets can be related through just two edges in the hierarchy, but the ‘organism /location’ 
pair occur near the root of the tree. Another factor is tree density. Some parts of the WordNet hier­
archy are densely packed with similar concepts. These problems are in agreement with Richardson 
et al. [86] and Smeaton et al. [99], who were concerned with using WordNet to obtain semantic 
distances for the retrieval of captions.
One particular area which would be suitable for future work would be to investigate ways in which 
domain specific information could be incorporated into the WordNet system. Schemes for se­
mantically weighting the relationships between synsets would improve the applicability for such 
techniques in diverse range of disciplines. It would also be useful if other WordNet relationships 
could be incorporated into the distance measure to complement the hypernym/holonym relation­
ships. Using other parts of speech, such as verbs would also be useful, however in this context 
it is doubtful tha t computer vision techniques would be able to utilise such high-level language 
descriptors.
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Chapter 6
D evelopm ent of th e  E xperim en ta l 
T estbed
This chapter details the design and implementation of the experimental testbed which was devel­
oped to allow the integration of the techniques explored in this thesis. A proposed logical structure 
for such a system is presented, and the implementation based on this structure is described. Addi­
tional necessary software tools developed during the research are also discussed in this chapter.
The experimental testbed presented in this chapter serves as a proof of concept for the proposed 
Pictorial Dictionary paradigm as well as providing the framework required for the research. The 
described system integrates the graph matching methods tha t were proposed in chapter 4 as well as 
some of the existing retrieval methods tha t were described in chapter 3. The language processing 
techniques proposed in chapter 5 were also implemented into the experimental setup.
Once the design and implementation details are described, example queries are presented. The 
user interface and mode of interaction inherent to the pictorial dictionary approach are then eval­
uated with respect to these examples. Finally the paradigm is discussed and a simple analytical 
comparison between conventional retrieval interfaces is presented.
6.1 D esign and  Im plem en ta tion  D etails
The purpose of the system was to provide an adequate experimental testbed which would allow the 
research into the pictorial dictionary paradigm and accompanying techniques. Flexibility was a key
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design parameter due to the uncertain nature of research software. The system was also intended 
to  provide a proof of concept for the pictorial dictionary paradigm. The testbed was not intended 
to be a fully functional ’commercial’ type retrieval system. Such a system is beyond the scope of 
this research since it would require the design and implementation of many existing techniques and 
may require the development of descriptors tha t are semantically ’richer’ than current technologies.
In order for the test software to be flexible, object oriented design techniques were employed. The 
software was written in C + +  using the high-level functionality provided by the AMMA library 
[20]. Figure 6.1 shows the general architecture employed for the testbed software.
The system operation is described as follows. Obviously the system has to have a database frame­
work, in which the images and representations are stored. In this implementation, the database 
framework is divided into two parts. The first part of the framework is as expected and contains the 
database images and any associated descriptors. The descriptors must be computed upon image 
registration. Currently this is a manual task which is assisted through software tools. The other 
part of the database framework is concerned with the storage of the pictorial dictionary objects. 
Each dictionary object is defined in the specified markup format, which associates it to an iconic 
representation, a semantic index and a low-level representation. The iconic representation is ar­
bitrarily chosen to depict the dictionary object in question. The icon partly serves an aesthetic 
purpose, but more importantly it allows the user to quickly understand the semantic in question. 
In addition to the icon, a text blurb further describes the dictionary object.
The core of the system defines two interfaces for accessing both parts of the database framework. 
This prevents the core components from being ’clouded’ by low-level file operations and maintains 
clarity in the software. This is a desirable property for any software project which has to  evolve, 
which is true of any research prototype. The tested centres around the system manager module, 
which is the main controller module for the system. This component utilises various other modules 
to provide abstraction for specific tasks. The system manager component communicates with the 
query manager module, which is used to process low-level content-based queries. The query man­
ager utilises the functionality provided by the dictionary manager and database manager modules. 
Given two low-level representations, the query module is able to  compute visual similarity between 
them. The actual query processing is handled by the feature matching module which provides 
an interface to the specific matching components provided. These consist of a global histogram 
matching module which employs the EMD[112, 113, 111] metric for colour histogram matching as
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Figure 6.1: Block diagram of experimental testbed
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outlined in chapter 3. Other feature matching modules include the optimal graph search approach 
detailed in chapter 4, and the curvature scale space[73, 74] method outlined in chapter 3.
Finally the graphical user interface (GUI) is managed by an interface manager, which provides 
abstraction between the system manager and the individual graphical user interface modules. In­
dividual GUI components provide functionality which allow an operator of the system to interact 
throughout the query process. These components include a simple text entry widget for the initial 
formulation of a query. Also provided is a word sense disambiguation interface, which allows the 
user to precisely specify the semantic meaning of the keywords provided in terms of the available 
WordNet synsets. The GUI section also includes image browsers to  display appropriate dictionary 
icons and access to the retrieved images.
6.2 System  Operation
In order to use the testbed, firstly the dictionary objects have to  be created. This is a manual process 
and relies on creating appropriate markup code for any given dictionary item. For each object, 
a relevant low-level description is generated. Currently this process requires considerable human 
intervention and the low-level descriptors are generated from examples of the desired content.
In the case of colour histograms this task is most easily realised by generating or identifying an 
exemplar image representing the desired colour distribution. In the case of a dictionary object which 
employs the attributed graph representation, an example image and corresponding segmentation 
must be supplied. Synthetic images are well suited for this purpose since they are easily segmented 
using the automated methods described in chapter 3. Synthetic images are appropriate since the 
attributed graph matching method employs the context of chromatic components, which are easily 
identified by humans. Once an exemplar image and segmentation are presented, the attributed 
graph representation can be automatically generated.
Dictionary objects tha t employ the CSS matching method require an exemplar contour to be 
specified manually by either drawing the appropriate contour or using a tool to trace the contour 
from an exemplar image. Given the contour, the CSS image can be automatically created and 
relevant features can then be computed.
One or more semantic indices may also be specified for the dictionary object, this provides the 
association between the low-level representations and the high-level semantic. This is achieved by
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searching the WordNet database to find appropriate synsets. Searching the database is assisted by 
using the WordNet browser [85] developed a t Princeton university.
The WordNet browser allows easy browsing of the lexical database in WordNet. Synsets can be 
searched textually and navigated by following links to  other synsets represented by given semantic 
relationships. The dictionary objects do not need verbose semantic indices since the usual problems 
associated with vocabulary are avoided. In most cases, a single semantic index can be found which 
fully represents the object/concept at hand.
Since the computational burden associated with the low-level matching methods can be large, 
an off-line computation stage allows the testbed to  operate in interactive time by pre-processing 
the low-level feature matching for each dictionary object. Off-line processing was essential in this 
case since flexibility and adaptability were chosen above efficiency as design parameters. W ith an 
optimised implementation, the algorithms could be made much more suited to  real time applications 
(although in the case of the search-based graph matching algorithm, many factors determine if 
computation complexity is tractable).
From the perspective of the user, the system operation is describe in figure 6.2. This diagram shows 
the users ’path ’ through a query.
In order to initiate the query, a user specifies a keyword using a simple text input window. Once a 
word form has been accepted, the system retrieves all WordNet synsets which contain the keyword. 
Each of the synsets represent a possible sense of the word form. The user then has to disambiguate 
the sense intended for the word form supplied. Multiple senses can be selected. For each synset a 
descriptive gloss is provided which guides the user in selecting the appropriate synset. The example 
in figure 6.5 shows word sense disambiguation for the word ’dog’. This part of the interface presents 
the synonyms and descriptive gloss for each synset containing the user specified word form. The user 
is then able to choose the synsets which semantically capture the users intended query semantic.
Once the appropriate synset(s) have been chosen, the system is able to retrieve relevant dictionary 
objects using the semantic distance method described in chapter 5. The relevant dictionary objects 
and their associated distance are presented to the user in a browser from which the user then is able 
to select the dictionary item that best represented the initial query in mind. Once the dictionary 
item is chosen, the images in the database are searched in the typical content-based retrieval fashion 
using the descriptors specified in the dictionary object as the initial query seed.
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Figure 6.2: Diagram showing user interaction
6.3 E valuation  of th e  In terface
It is difficult to demonstrate the full potential of the Pictorial Dictionary paradigm within this 
limited framework. This inherently high-level approach places considerable performance demands 
on the content-based retrieval technology employed. The unconstrained retrieval problem does 
not allow features to be fine-tuned for a specific domain. Also with current technology there is 
a large semantic gap between the content-based retrieval technology and the high-level semantics 
associated with this approach. Better representations and matching techniques are currently active 
areas of research which will achieve improved results in the foreseeable future.
It is desirable to consider how the interface would behave in a scenario where the content-based 
retrieval techniques are able to achieve a high-level of precision. In order simulate this scenario, and 
to evaluate the interface paradigm in isolation, an artificial database was constructed with perfect 
features. The perfect features are simulated by manually specifying the ground tru th  images for
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a given dictionary item. The ’perfect’ feature matching will always retrieve at least one relevant 
target within the first browsable page of retrieved images.
The database was populated with approximately 1250 images from varied sources, including cap­
tured television images and images found on the Internet. Several retrieval themes were chosen, 
and for each theme, target images were identified and included in the database. For each retrieval 
theme a dictionary item was created and the ground tru th  was incorporated into the hypothetical 
’ideal’ feature matching. The retrieval themes were chosen in categories, such tha t each category 
contained several similar but distinct dictionary objects.
The created dictionary objects covered a diverse range of semantics. Dictionary object were created 
for famous people which included the scientists Albert Einstein, Sir Isaac Newton and Michael 
Faraday. Objects for famous politicians included Margaret Thatcher, Ronald Regan and Tony Blair. 
The low-level feature matching was simulated by providing human-delineated ground tru th  data 
for each dictionary object; however in reality, such objects would employ suitable biometric/face 
recognition representations to  achieve the low-level query.
Dictionary objects were also created for types of vehicle such as ship, hovercraft, car, bicycle, 
airplane, helicopter and truck. The theme of living creatures lead to the creation of Alsatian, 
rottweiler, briard, tiger, shark and seahorse. Sports activities also formed part of the pictorial 
dictionary, including judo, karate, high-jump, long-jump and shot-put. Other subjects included 
buildings and national flags. Again, human ground tru th  provides the simulated ideal features.
Notice how the dictionary objects were chosen in broad semantic categories. This allowed the 
semantic distance technique to compute semantic groupings for the given concepts.
In order to demonstrate the high-level capabilities of the interface, several example queries are 
presented. Figure 6.4 shows a keyword query for the word dog. The WordNet database is then 
searched to find all senses of the word. This feedback is shown in figure 6.5. Surprisingly the simple 
concept of a ’dog’ returns 6 possible senses for the noun form.
The first sense is chosen since this represents the dog in the canine sense. The system then performs 
ranking by semantic similarity on the pictorial dictionary, the results of which are shown in figure 
6.6. In this query, notice how the three relevant dictionary objects, alsatian, briard and rottweiler, 
are ranked at the top of the list. This is of particular interest when the dictionary annotations 
are considered. The three dictionary objects were annotated using the single keywords ’alsatian’,
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Figure 6.4: Textual query entry for 'dog:
’briard’ and ’rottweiler’ and these nouns were semantically related to the query ’dog’ with a distance 
of 3. It is also noteworthy tha t the other less relevant dictionary objects are ranked in terms of 
semantic similarity. For example living creatures and humans are deemed ’semantically’ more 
similar to ’dogs’ than vehicles, flags or sports.
A relevant dictionary object was then selected, ’briard’ in this case. And the image database is 
queried using the low-level representation stored in the ’briard’ object. In this case, ideal features 
are assumed and relevant images are retrieved, the results of which are shown in figure 6.7. In a 
fully functional system suitable low-level representations and techniques would have to be specified 
for the briard object. Colour, texture and shape features may all have to be combined in order 
to achieve a high precision and such a ’simple’ task still remains very difficult for current retrieval 
technologies.
Figures 6.8 and 6.9 shows the dictionary search results for the query ’fight’. The fist three retrievals
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Figure 6.5: Word sense disambiguation for textual query ’dog’
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Figure 6.6: Dictionary Search for ’dog’ query
are judo, boxing and karate with semantic distances of 7,8 and 8 respectively. The semantic 
similarity between the query and the retrieved dictionary objects is obvious. Note th a t the other 
semantic distances are very high, indicating that no available combination of semantic relationships 
is able to associate these dictionary objects with the query.
Two more examples are shown in figures 6.10 and 6.11. These correspond to  the dictionary searches 
for the keywords ’scientist’ and ’vehicle’ respectively. The ’scientist’ query correctly identifies 
the close semantic link between to dictionary items:- ’Albert Einstein’, ’Sir Isaac Newton’ and 
’Michael Faraday’. The other ’human’ dictionary objects are retrieved after the scientists which 
is again semantically reasonable since other humans are more similar to scientists than  the other 
material dictionary items. The query pertaining to ’vehicles’ again shows encouraging results with 
all the vehicles being ranked above all other dictionary objects. Again the dictionary objects were 
annotated with a single keyword and the semantic association was provided through the WordNet
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database.
6.4 D iscussion
In this chapter the design and implementation of the experimental testbed has been discussed. 
Example retrievals were presented which illustrated the pictorial dictionary paradigm. The imple­
mentation of this paradigm showed how the simple language processing techniques were employed 
to incorporate general high-level knowledge into the query process. In order for the high-level 
parts of the system to be demonstrated in isolation, it was decided to consider the paradigm while 
assuming ideal low-level features. If this were not the case, the interface would be hindered by the 
large semantic gap. This demonstration has also shown the integration of the semantic distance 
algorithm introduced in chapter -5.
Consider a conventional content-based retrieval system. As discussed, such systems suffer from
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Figure 6.8: Word sense disambiguation for textual query ’fight.’
problems associated with the initial query formulation. Direct methods for specifying the low-level 
are not intuitive, and are totally non-suitable for non-experts. Even expert users would struggle 
to directly define some complex representation. More commonly, the query by example paradigm 
has been employed, and this requires the user to find an example of the desired content. Query by 
example can only be practical when the user already has at least one example of the query in mind. 
Even then, more effort may be required to actually specify which region and or characteristics of 
the example are relevant to the users query. In the cases where a user does not already have an 
example, the situation becomes futile as the user is once again faced with the page zero problem 
[82, 51]. Obviously the enormity of the task of a user browsing the image database to  find a suitable 
example depends on many factors.
Consider a database populated with N  images, of which there are T  relevant targets for some 
hypothetical query. The targets have a uniform distribution with respect to the database and are 
therefore equally likely to occur at every position in the database. A user now browses this database 
looking for a target image. Let An denote the event tha t a target image is retrieved at position n. 
Generally, if the user has browsed though the first (n — 1) images without retrieving a target, then 
the conditional probability of retrieving a target at position n can be expressed as.
T
P (An\A0 n At n A2 n • ■ • n An^ )  = —      (6.1)
N  — (n — 1)
The probability Pn. of a user finding the first occurance of a target image at position n  is therefore
P n =  P ( A n n A 0 n A 1 n A 2 n - - - n A n - 1 ) =  P ( A n \ A ^ r ^ A i n - - - n A n . l )
n ••• n An_2)
P(A„_2|A, n Ai n • • • n A„_3) • ■ ■ P(A0) (6.2)
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Figure 6.9: Dictionary Search for ’fight’ query
The probability P(x.y), °f the user locating the first occurance of the a target image between 
positions x  and y in the database where y > x  can now be expressed by the following summation.
= E F » (6-3)
n=x
Figure 6.12 shows plots P(i,n) f°r varying values of N  and T  where 1 < n < N.  Consider such a 
database containing 10 million images (N  = 10'), and a single target image (T =  1), then even if 
a user browsed though 1 million images, the probability of finding a target would be 0.1.
The pictorial dictionary scheme clearly alleviates this browsing stage. In the trivial case whereby 
the users query is synonymous with one of the dictionary objects, the object is guaranteed to 
be retrieved with zero semantic distance, much like in simple textual indexing, only without the 
associated vocabulary problems. Otherwise the ease that dictionary items are located is determined 
by the effectiveness of the semantic distance computation.
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Figure 6.10: Dictionary search for ’scientist’ query
Once a dictionary item has been located, the system queries the image database using content- 
based retrieval technology. This stage of the system could employ any available low-level retrieval 
technologies. The pictorial dictionary approach has from the users point of view, the significant 
advantage that the representations were specially generated for the retrieval task in question, which 
may not be true in the query -by-example paradigm when examples images are located through 
browsing.
Obviously the approach is not perfect, and several new issues have been identified. Probably the 
most significant problem is the huge semantic gap between current low-level retrieval technology 
and the high-level semantics tha t humans are so familiar with. This is not only a problem for the 
Pictorial Dictionary approach but also plagues conventional retrieval techniques and other computer 
vision technologies. As this field matures, technological advances should be forthcoming. This may 
include better representations, and better techniques for combining them in some meaningful way.
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Figure 6.11: Dictionary search for ’vehicle’ query
One concern for the Pictorial Dictionary approach would be its scalability. For the purposes of this 
testbed and to achieve a proof of concept, manual creation of the dictionary items is acceptable. 
Manual creation of the dictionary objects would not be practical on a larger scale and suitable tools 
would have to be developed. This observation opens many interesting avenues for future research, 
including relevance feedback schemes which are able to learn as a system matured.
Interoperability would prove to be another challenging issue, however this need has already been 
observed and has lead to the extensible standard of MPEG-7, which could prove invaluable to  such 
a scheme.
The whole paradigm relies on the ability to provide semantic association between the dictionary 
objects and the users query, and is therefore limited by the performance of the semantic distance 
algorithm. The semantic distance methods employed in this research shows some encouraging 
preliminary results with the WordNet database, even though it was not designed with this purpose
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Figure 6.12: Probability of locating a target image by browsing
in mind and that no extra knowledge was incorporated into the database. The performance could 
be improved significantly by incorporating more specific knowledge and more complex semantic 
relationships. The problems with the semantic distance method as discussed in chapter 5 could be 
avoided by applying semantic weights to the WordNet hierarchy which correspond to conceptual 
distance. Such an undertaking would require large scale subjective studies and is noil-trivial (but 
certainly possible). Object oriented schemes for organising the Pictorial Dictionary may also be 
necessary especially if the diversity /  size of the system were to be increase.
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6.5 Conclusion
In this chapter a suitable design model for the experimental testbed has been presented. Using this 
model, the prototype system has been implemented, and the details of which have been presented. 
The system has incorporated the optimal search graph matching method developed in chapter 
4. In addition to this, colour histogram and CSS methods described in chapter 3 have also been 
integrated.
The prototype system has incorporated language processing techniques to allow high-level access 
to  the objects in the dictionary. The language processing methods are based upon the concept of 
a semantic distance between high-level concepts. This technique was developed in chapter 5. The 
system has been evaluated based upon the high-level retrieval examples presented in this chapter. 
The interface and dictionary lookup has been evaluated in isolation as not to be limited by the 
performance of the low-level retrieval technology. Finally a simple analytical comparison has been 
made between the proposed paradigm and conventional retrieval technology.
Chapter 7
Conclusion
In this final chapter the main contributions for this work are briefly summarised. The completion 
of this work has highlighted some interesting directions for future research which are also discussed.
7.1 Thesis Summary
In this thesis we have reviewed the current technology in the general area of content-based image 
retrieval. Based on this review, the inherent limitations of current paradigms were identified and 
discussed. A new paradigm ’The Pictorial Dictionary’, which hopes to avoid the problems associ­
ated with conventional technology has been proposed. This new paradigm attem pts to  bridge the 
semantic gap by providing a way of associating low-level features to high-level semantics.
It was identified th a t existing content descriptors were not sufficient representations for high-level 
semantic content. The problem of flag retrieval was therefore provided as an excellent illustrative 
example of how low-level information can be combined to represent a high-level concept. In order 
to demonstrate this, three graph matching methods were implemented and evaluated within the 
flag retrieval context. Novel criteria were proposed for the performance evaluation of both retrieval 
and labelling. A problem-specific colour metric using the modified-HLS space was also proposed 
and was integrated into the three graph matching methods.
Since the Pictorial Dictionary objects provide a meeting place for both high-level and low-level 
semantics, some research into the high-level aspects was justified. Using natural language techniques 
similar to those used in document retrieval, a semantic distance algorithm was presented and
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quantitively evaluated. The methods described employed WordNet, the online lexical database 
developed at Princeton.
An experimental testbed which incorporated many of the techniques described in this thesis has 
been demonstrated and evaluated. The high-level interface was evaluated in isolation to the low- 
level content retrieval methods due to  the large semantic gap tha t still exists. In spite of the 
semantic gap, the tested was able to serve as a proof of concept for both the Pictorial Dictionary 
Paradigm and the natural language processing techniques.
7.2 Future Work
This work has identified some interesting areas for future research. Although the experimental 
testbed presented in this thesis provided a proof of concept, it could be significantly enhanced 
through future research. Scalability is probably the largest foreseeable limiting factor, however in­
telligent tools for the construction of dictionary objects could make significant progress in this area. 
Relevance feedback techniques and machine learning could both feature in a future development of 
this paradigm.
Interoperability may also be another concern, but with appropriate standardisation such as the 
recent work towards MPEG-7, interoperability need not be a limiting factor.
The lack of content representations th a t are able to  cope with high-level concepts is another limiting 
factor, which limits not just our paradigm, but the whole content-based retrieval community in 
general. Improvements in this area will greatly increase the viability of the proposed paradigm. 
A similar argument holds for low-level image processing techniques, of which, any improvements 
would benefit the community as a whole.
The natural language methods th a t were employed here, though simplistic, were able to provide 
association between high-level concepts. Improvements to the semantic distance algorithm would 
greatly enhance this part of the system, as would the incorporation of specific knowledge geared 
towards the task in hand.
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