We consider a general schema involving measure spaces, contractions and linear and continuous operators. Within the framework of this schema we use our sesquilinear uniform integral and introduce some integral operators on continuous vector functions spaces, which lead us to operators on spaces of vector measures. Using these last operators, we generalize the Markov operators, obtaining via contractions vector invariant (fractal) measures. Concrete examples are provided.
§1 Introduction
We consider the fractals introduced in the spirit of the seminal paper [11] of J. Hutchinson. The basic theory is exposed in the standard monograph [1] of M.F. Barnsley. See also [8] .
Hutchinson's schema uses iterated function systems (IFS), which are finite sets of contractions of a complete metric space X. One considers the Hausdorff metric on the complete metric space K(X) of the non empty compact sets of X. A special contraction (the Hutchinson contraction) is constructed, on K(X), using the aforementioned IFS. The fixed point of the Hutchinson contraction is a fractal (in a large sense), e.g. the Cantor set is such a fractal. The Hutchinson schema refers to invariant (fractal) measures, too. Namely, using a probability distribution and the aforementioned IFS, one constructs the so called Markov operator acting over the probabilities on the Borel sets of X. With a special metric (the Monge-Kantorovich metric), this Markov operator is a contraction on a complete metric space. Its fixed point is an invariant (fractal) measure (probability).
The main goal of this paper is to generalize the theory of invariant (fractal) probabilities for vector measures.
To this end, we developed a preliminary apparatus. The first part of this apparatus appears in detail in our previous papers [3] and [4] . Namely, in [3] we introduce a sesquilinear uniform integral, which is used in [4] to define various norms and distances in the space of vector measures of bounded variation.
Our theory is developed within the framework of a general schema involving contractions and operators on Hilbert spaces, all connected in a "measurable manner". An intermediate step consists in the construction and study of some special integral operators on spaces of vector valued continuous functions. Passing to adjoint operators and using the duality between vector valued continuous functions and (dual) vector valued measures, we arrive to construct and study some special operators on spaces of vector valued measures. These operators viewed within the framework of our general schema lead to substantial generalizations of the Markov operators from the classic case. Using the distances introduced in the preliminary part on the spaces of vector measures where these Markov-type operators act, we construct contractions and their fixed points, which are invariant (fractal) vector measures.
The idea of generating invariant (fractal) vector measures (instead of probabilities) appears, in a different form, in some other papers. We quote here some of them, beginning with [15] , where a direct generalization of Markov operators for vector measures appears. The reader can also consult [2] , [9] , [13] and [14] . It is to be mentioned that the discrete case (see § 5) is more close to the ideas in the aforementioned papers, being a direct generalization of the classic case. See also our paper [5] .
We believe that the study of Markov-type operators on vector measures and of their fixed points has not only purely theoretical reasons. For instance, behaviour of fluids or of electric and magnetic fields can be better described using vector measures.
Let us pass to a brief survey of the contents of the paper. In the second paragraph ("Preliminary Facts") we introduce the notions and results which will be used throughout the paper. A special attention is given to the sesquilinear uniform integral introduced in [3] and to the generalizations of the Monge-Kantorovich and modified Monge-Kantorovich norms and distances introduced in [4] , making the paper to be self-contained.
In the third paragraph ("Framework of the paper") we introduce the general schema (framework) which will be used in the sequel. This schema contains a measure space (Θ, Σ, W ), a compact metric space T , a Hilbert space X, Lipschitz functions on T , operators on X, all measurably indexed with θ ∈ Θ. This schema is a general abstractization of many standard models.
In the fourth paragraph ("Special operators on spaces of continuous functions and on spaces of measures") we use the Bochner integral, the sesquilinear uniform integral and the generalized Monge-Kantorovich (or modified Monge-Kantorovich) norms and distances. First, we introduce some integral operators on vector continuous functions. Using these operators, we pass to adjoints and obtain some operators on spaces of vector measures.
The fifth paragraph ("Particular cases") studies various cases when the general schema can be applied: the case when all the Lipschitz functions (contractions) are constant, operator semigroups, the discrete case (what concerns (Θ, Σ, W )).
The final (sixth) paragraph ("Invariant (fractal) measures") uses the preceding results concerning operators on spaces of vector measures and the contraction principle to construct invariant (fractal) vector measures, which are fixed points of some Markov-type operators. Concrete examples, together with numerical computations appear. §2 Preliminary Facts Throughout this paper: N = {0, 1, 2, . . . , n, . . . }, N * = {1, 2, . . . , n, . . . }, R + = [0, ∞) and K will be the scalar field (real if K = R, or complex if K = C). All the sequences will be indexed by N or N * and all the vector spaces (which are assumed to be non null) will be over K. We shall write for a sequence (x n ) n and a non empty set H : (x n ) n ⊂ H, to denote the fact that x n ∈ H for any n.
For any set T, P(T ) is the set of all subsets of T . If A ⊂ T, ϕ A : T → K is the characteristic (indicator) function of A. If T is a non empty set, X is a vector space, ϕ : T → K and f : T → X, we can consider the function ϕf : T → X defined via (ϕf )(t) = ϕ(t)f (t) for any t ∈ T (many times, f will be constant).
If (E, · ) and (F, | · |)) are normed spaces, we consider the vector space L(E, F ) = {V : E → F | V is linear and continuous} normed with the operator norm
. Considering the normed space (E, · ) (many times we write only E), we have the weak* topology σ(E ′ , E) of E ′ (given by the family of seminorms
The scalar product of two elements x, y in a Hilbert space X will be denoted by (x, y). In case X = K n , we have, for x = (x 1 , x 2 , . . . , x n ) and
. For a general Hilbert space X with the scalar product (·, ·) and for V ∈ L(X), the Hilbert adjoint of V is V * ∈ L(X). (hence (V (x), y) = (x, V * (y)) for any x, y in X). For any non empty set T and any normed space (X, · ), we can consider the Banach space
We shall work in the particular situation when (T, d) is a compact metric space (T having at least two elements). Then we have C(T, X) ⊂ B(T, X), where C(T, X) = {f : T → X | f is continuous} is a Banach space when equipped with the induced norm · ∞ . Many times we write only C(X) (resp. B(X)) instead of C(T, X) (resp. B(T, X)).
Let (T, d) and (X, ρ) be two metric spaces, T having at least two elements and let f : T → X. The Lipschitz constant of f is defined by the formula
In case f L < ∞, we say that f is lipschitzian. In this case, we have
for any x and y in T . The set of all lipschitzian functions f : T → X will be denoted by Lip(T, X). In case X = T, we write Lip(T ) instead of Lip(T, X). In the particular case when X is a normed space, it follows that Lip(T, X) is a vector space seminormed with the seminorm f → f L . In the particular case when (T, d) is a compact metric space and X is a normed space, it follows that Lip(T, X) ⊂ C(T, X) ⊂ B(T, X) and
Lip(T, X) is a normed space with the norm
A function f ∈ Lip(T ) with f L < 1 is called a contraction (with contraction factor f L ). The fundamental theorem of the fixed point theory is:
The Contraction Principle (Banach-Cacciopolli-Picard) Assume that (T, d) is a complete metric space and f : T → T is a contraction. Then f has a unique fixed point x * ∈ X, i.e. f (x * ) = x * . We use standard facts concerning general measure and integral theory, among them the Bochner integral. Let us mention the fact that, if µ is an arbitrary positive measure, the space L 2 (µ) with standard norm · 2 is a Hilbert space, the scalar product of two elementsf andg in L 2 (µ) being (f,g) = f gdµ, where f ∈f and g ∈g are arbitrary representatives. Passing to vector measures, we consider an arbitrary non empty set T , an arbitrary σ-algebra of sets B ⊂ P(T ) and an arbitrary Banach space X. For an arbitrary σ-additive measure µ : B → X, we define its total variation |µ|(T ).
Let us introduce cabv(B, X) = {µ : B → X | µ is σ − additive and |µ|(T ) < ∞} which becomes a Banach space, when equipped with the variational norm µ → µ = |µ|(T ). For any 0 < a < ∞, write B a (X) = {µ ∈ cabv(B, X) | µ ≤ a}.
In the present paper, we work in the particular case when ( We continue introducing the basic facts from our previous papers [3] and [4] . Again (T, d) is a compact metric space and X is a Hilbert space. 
Then, taking an arbitrary f ∈ T M(X), we extend the previous definition. Namely, the integral of f with respect to µ is (coherent definition) 
we see that the aforementioned function of (f, µ) is continuous for f ∈ T M(X) normed with · ∞ and µ ∈ cabv(X) normed with the variational norm. For any f ∈ C(T, X), any t ∈ T and any x ∈ X, we have
. Here δ t is the Dirac measure concentrated at t.
An important interpretation of the integral just introduced is the fact that we have an isometric and antilinear isomorphism (bijection) H : cabv(X) → C(X) ′ which permits the identification cabv(X) ≡ C(X) ′ . More details will be given in section B at §4.
Using this integral, we introduce on cabv(X) and on some of its subspaces new norms (weaker than the variational norm).
For any µ ∈ cabv(X), the Monge-Kantorovich norm of µ is defined via
and we get the (generally incomplete) normed space (cabv(X), · M K ). For any µ ∈ cabv(X) and any f ∈ Lip(T, X) one has
For any v ∈ X, let us define
It is clear that cabv(X, 0) is a vector subspace of cabv(X) and δ t v ∈ cabv(X, v) for any t ∈ T . It follows that, if 0 < a < ∞ and v ∈ X is such that v ≤ a, then
For any µ ∈ cabv(X, 0), the modified Monge-Kantorovich norm of µ is defined via
and we get the (generally incomplete) normed space (cabv(X, 0), · * M K ). For any µ ∈ cabv(X, 0) and any f ∈ Lip(T, X), one has
Using the aforementioned identification cabv(X) ≡ C(X) ′ , we have the following results, valid for 0 < a < ∞, n ∈ N * and v ∈ K n with v ≤ a:
compact metric spaces, their topology being exactly the topology induced by the weak* topology.
In the particular case K = R, n = 1 and a = v = 1, the set B + 1 (R, 1) = B 1 (R, 1) ∩ {µ : B → R | µ ≥ 0} = the probabilities on B, is weak* closed, hence compact for the weak* topology generated by
For general topology, see [1] . For general measure theory, see [10] . For functional analysis, see [7] . For vector measures and integration, see [6] . §3 Framework of the paper
We shall consider a measure space (Θ, Σ, W ) which will be called the index space, a compact metric space (T, d) (with card(T ) ≥ 2) and a (non null) Hilbert space X.
On these spaces, we shall consider the measurable functions ω :
We shall use the following indicial notations (for any θ ∈ Θ) :
We shall assume that, for any θ ∈ Θ, one has R θ ∈ L(X) and
Before passing further, we shall remark two particular cases.
The particular case when all ω θ , θ ∈ Θ, are constant. In this case, write ω θ (t) = t θ ∈ T for any t ∈ T and define ϕ :
The other particular case we have in mind is the discrete case, when the measure space (Θ, Σ, W ) is discrete, i.e. either Θ = {1, 2, . . . , M} for some M ∈ N * , or Θ = N * , and, in both cases, Σ = P(Θ), W = the cardinal measure: W = card, defined via card(A) = the number of elements in A (if A is finite) or card(A) = ∞ (if A is infinite).
In this case, to say that ω is (B T ⊗ Σ, B T )-measurable means to say that the function ω θ : T → T is (B T , B T )-measurable for any θ ∈ Θ. Indeed, the measurability of ω implies the measurability of any ω θ . Conversely, if all ω θ are (B T , B T )-measurable, we have for any B ∈ B T :
Returning to the general case, we introduce the function Ind :
Before passing further, let us notice that, in case X is separable, Ind is automatically (Σ, B R + )-measurable. Indeed, if A ⊂ X is at most countable and dense in X, we have for any a ∈ A the (Σ,
Then the function Ind, i.e. the function θ → R θ o is obtained as follows:
The last at most countable supremum is (Σ, B R + )−measurable. We also introduce the function Lip :
Proof.
Assume T 0 ⊂ T is at most countable and dense in T . Write T 0 as a "sequence": T 0 = {t i | i ∈ M} where ∅ = M ⊂ N is at most countable and
All the functions f ij are (Σ, B R + )-measurable. This is seen as follows:
The function Lip : Θ → R + is obtained via
and the last at most countable supremum is (Σ, B R + )-measurable.
⊓ ⊔
The final condition we shall impose is the following:
Notice that in case Lip is bounded (i.e. sup θ∈Θ r θ < ∞, which is in particular true if all ω θ are contractions), the last condition means
§4 Special operators on spaces of continuous functions and on spaces of measures
A. This section is dedicated to special operators on spaces of continuous vector functions.
The construction will be carried on step by step as follows. a) We show that, for any f ∈ C(T, X) and any t ∈ T , the function
is Bochner integrable with respect to W .
Proof of this fact
As a consequence, for the already fixed t ∈ T , the function
We proved that U is (Σ, B X )-measurable.
To finish the proof of the Bochner integrability of U, we notice that, for any θ ∈ Θ, one has
b) The preceding fact enables us to construct, for any f ∈ C(T, X),
Our next result is that, for any f ∈ C(T, X), one has H(f ) ∈ C(T, X).
We shall fix an arbitrary t ∈ T and we shall prove that
Due to continuity of f and ω θ , we have the pointwise convergence u n − → n U,
As we just proved, the functions U and u n are Bochner integrable with respect to W and, for any θ and n:
c) The previous result enables us to consider the operator (which is obviously linear) H c : C(T, X) → C(T, X), given via
For any t ∈ T , one has
hence, for any f ∈ C(T, X), one has
We have proved
Theorem 4.1 The operator H C : C(T, X) → C(T, X) is linear and continuous with
Now, we restrain the action of H C , letting H C act only on lipschitzian functions.
Again we proceed step by step. a) For any f ∈ Lip(T, X) and any s, t in T , one has
Proof of this fact
Consequently, we can introduce the (obviously linear) operator
Considering on Lip(T, X) the norm · BL , we have, for any f ∈ Lip(T, X) (use (4.1) and (4.2)):
Taking this into account, we proved
Theorem 4.2 The operator H L : Lip(T, X), · BL → Lip(T, X), · BL is linear and continuous with
B. This section is dedicated to special operators on spaces of vector measures. We shall use the results of the preceding section.
Before passing further, we introduce some precise notations. It is a classical result now that the spaces C(T, X) ′ and cabv(T, X ′ ) are linearly and isometrically isomorphic (see, e.g. [6] ), this result being valid for any Banach space X (not only for Hilbert spaces X). Namely, one considers, for any f ∈ C(T, X) and any
and extend the integral for a continuous function f ∈ C(T, X)
Then, one has a linear and isometric isomorphism Γ :
In order to express this result in terms of our integral, recall first that for any Hilbert space X, one has the antilinear and isometric isomorphism P : X → X ′ , acting via P (y) = y ′ , where y ′ (x) = (x, y), for any x ∈ X (RieszFréchet theorem). This gives the antilinear and isometric isomorphism Ω :
′ is an antilinear and isometric isomorphism which identifies cabv(T, X) and C(T, X)
′ . Let us see how Φ works. For any m ∈ cabv(T, X), the action of
The last equality is proved first for simple functions (usual trick) and then for continuous functions, passing to uniform limit (see the definition of classical linear integral). Indeed, if m ∈ cabv(T, X) and m ′ = Ω(m), we have
Synthetically, we have the formula 
Now, let us return to our subject. The operator
Because Φ and Φ −1 are antilinear, it follows that H is a linear and continuous operator.
The commutativity of the diagram means 
Proof.
Let f ∈ C(T, X) and ν ∈ cabv(T, X). According to (4.4) we have f dm = Φ(m)(f ) for any m ∈ cabv(T, X), in particular for m = H(ν). Hence (use (4.5))
(the final equality with (4.4))
We continue giving some evaluations of the norms of the operator H, viewed as acting in cabv(T, X) or in some subspaces of cabv(T, X), with different norms. Notations of the type H o,norm will be used.
We start naturally with cabv(T, X), equipped with the usual variational norm.
Theorem 4.4 The operator H : cabv(T, X), · → cabv(T, X), · is linear and continuous. We have
Proof.
Fix arbitrarily ν ∈ cabv(T, X).
We have H(ν) = Φ H(ν) . Then (use (4.5), (4.4) and (4.1)):
It follows that
H o,var = sup ν ≤1 H(ν) ≤ sup f ∞ ≤1 R θ o · dW (θ) · f ∞ ≤ ≤ R θ o dW (θ).
⊓ ⊔
Now, working with the Monge-Kantorovich norm, we obtain Theorem 4.5 The operator H : 
Proof.
Let ν ∈ cabv(T, X). We shall use Theorem 4.3 and (4.3), obtaining successively
Due to the inequality (valid for any f ∈ Lip(T, X))
we get
⊓ ⊔
In order to use the modified Monge-Kantorovich norm, we need the following intermediary step Lemma 4.6 For any ν ∈ cabv(T, X, 0), one has H(ν) ∈ cabv(T, X, 0).
Proof.
Take an arbitrary ν ∈ cabv(T, X, 0). We must prove that H(ν)(T ) = 0, i.e. one has x, H(ν)(T ) = 0 for any x ∈ X.
To this end, take arbitrarily x ∈ X and define the constant function f ∈ C(T, X), acting via f (t) = x for any t ∈ T . Hence f = ϕ T x (it is a simple function).
For an arbitrary t ∈ T , one has
Hence H C (f ) is a constant function, namely H C (f ) = ϕ T y. With Theorem 4.3, we get ⊓ ⊔ This invariance result shows that one can consider the "compressed" operator
We use the modified Monge-Kantorovich norm for this operator H o , obtaining Theorem 4.7 The operator
is linear and continuous. We have:
We shall use Theorem 4.3 and (4.2), obtaining successively for an arbitrary ν ∈ cabv(T, X, 0)) (hence H(ν) ∈ cabv(T, X, 0) with Lemma 4.6):
In view of the inequality (valid for any f ∈ Lip(T, X))
⊓ ⊔ §5 Particular cases
In this paragraph we shall study some particular cases of the results obtained in the preceding paragraph.
A. We consider the case when all functions ω θ : T → T, θ ∈ Θ are constant. We saw that, in this case, one has a (Σ, B T )-measurable function ϕ : Θ → T such that ω θ (t) = t θ = ϕ(θ) for any θ ∈ Θ and any t ∈ T . Because r θ = 0 for any θ ∈ Θ, we have also
In order to follow the action of H in this case, we notice first that, for any f ∈ C(T, X), any θ ∈ Θ and any t ∈ T , one has
and the function H(f ) is constant.
In order to continue, we need the following Fact For any V : Θ → X which is Bochner integrable with respect to W and for any x ∈ X, one has
(the left integral is Bochner and the right integral is abstract Lebesgue). This fact is proved in the same way as the equality
valid for any Banach space Y and any S ∈ L(X, Y ). Returning to the main topics, let f ∈ C(T, X) and ν ∈ cabv(T, X). With Theorem 4.3:
leading to the final result
valid for any f ∈ C(T, X) and any ν ∈ cabv(T, X).
Arguing about relation (5.1), one sees that the value of f dH(ν) depends only upon the value ν(T ).
In view of (4.4 ), if we consider ν 1 and ν 2 in cabv(T, X), we have
for any f ∈ C(T, X). It follows that
B. In this section, we consider operator semigroups. Namely, let X be a Banach space and recall that a uniformly continuous operator semigroup on X is a function P : [0, ∞) → L(X) having the following properties: a) P is continuous; b) P (0) = I; c) P (s + t) = P (s) • P (t), for any s, t in [0, ∞). General theory asserts the existence (in L(X)) of the limit
We call A the generator of the semigroup. The analogue of the well-known additivity theorem of Cauchy says that, for any t ∈ [0, ∞), one has
For instance, if one takes P (t) = e −t I, for any t ∈ [0, ∞), we get A = −I, hence P (t) = exp(−tI) and R(t) o = e −t for any t ∈ [0, ∞).
In order to work within our general framework, we consider again a Hilbert space X and a uniformly continuous operator semigroup
Then take (Θ, Σ, W ) as follows: Θ = [0, ∞), Σ = B [0,∞) and W = the Lebesgue measure on [0, ∞).
We define R :
, for any x ∈ X and any θ ∈ [0, ∞). Then we shall write
It is seen that R is continuous, because, in case
where δ can be taken arbitrarily small (for n ≥ n(δ) great enough, because
We ) and define ω : ] )-measurability of ω is due to its continuity and to the equality
It is seen that, for any θ ∈ [0, ∞), one has r θ = a(θ) · u L . This implies that the condition
In the particular case when R θ = P (θ) = e −θ I for any θ ∈ [0, ∞), we have R θ o = e −θ and the condition is fulfilled.
Working in this particular case, we see that, for any f ∈ C(T, X) = C([0, 1], X) and any t ∈ [0, 1], one has
, where x ∈ X is fixed, we have
Also in the particular case R θ = e −θ I, we can consider the situation when u ≡ 1 (hence all functions ω θ are constant and ω θ (t) = a(θ) = ϕ(θ) for any t ∈ [0, 1]). Using formula (5.1), we obtain for any C([0, 1], X) and any
Considering the more particular case when a is constant too, i.e. a(θ) = t 0 (for some t 0 ∈ T ), it follows that, for any f ∈ C(T, X):
Using (4.4 ), we get from (5.1 ) that, for any ν ∈ cabv(T, X) one has
From (5.1 ) we deduce that, for any ν ∈ cabv(T, X), the measure δ t 0 ν(T ) is a fixed point of H, i.e.
C. This section is dedicated to the discrete case. We shall be able to compute effectively H(ν) for a given ν.
C1. The finite case In the general framework schema, we take Θ = {1, 2, · · · , M} for some M ∈ N * , Σ = P(Θ) and W = card.
Recall first the definition of the transported measure (adapted for the present situation). Let V : T → T be a continuous function and let µ ∈ cabv(T, X). Then the transported measure V (µ) : B T → X is given via
The last inequality is proved as follows. If (A 1 , A 2 
We shall use the following three facts, valid for any f ∈ C(T, X) and any µ ∈ cabv(T, X). a) For any continuous V : T → T , one has
This is easily seen for simple
and one passes to uniform limit.
Theorem 5.1 In the context from above, one has, for any ν ∈ cabv(T, X):
H(ν) = M i=1 R * i • ω i (ν).
Proof.
Because Φ is a bijection, it is sufficient to prove that
for any ν ∈ cabv(T, X). This means to show that, for any f ∈ C(T, X):
So, let us take f ∈ C(T, X). We have successively, using (4.4),(4.5) and the preceding facts:
which is (5.2).
⊓ ⊔ C2. The countable case In the general framework schema, we take Θ = N * , Σ = P(Θ) and W = card. Consequently, we accept that C(T, X) ).
For any ν ∈ cabv(T, X) :
(convergence in cabv(T, X) with the usual variational norm).
Proof.

Due to the inequality
R i • f • ω i ∞ ≤ R i o · f ∞ it follows that the series ∞ i=1 R i • f • ω i converges absolutely in C(T, X).
For any t ∈ T , one has (R
This shows that the Bochner integral giving H C (f )(t) is exactly
We can compute the sum of the absolutely convergent series (hence uniformly convergent series)
) and now we see that
The series
(this inequality is valid, computing the respective sums on each partition of T ). Consequently,
Now, let us return to the very proof. Again it will be sufficient to prove that, for any f ∈ C(T, X) and any ν ∈ cabv(T, X), one has
Indeed, for such f and ν (use Theorem 4.3, (4.4), (4.5) and previous remarks):
The last equality is valid because the series
converges (absolutely) in cabv(T, X) and the sesquilinear uniform integral is a continuous sesquilinear map.
The last value, i.e. f d [5] are dual. Namely, in the present paper, starting with the operator H C , acting on continuous functions, we obtain the operator H, acting on measures. The expression of H is
(the sum being finite or countable).
Dually, in [5] one starts with the operator H(in [5] H is denoted with H), acting on measures, via
This operator leads naturally to the operator (acting on continuous functions) defined via the correspondence
In the next paragraph, we shall work in the discrete case with the operator H instead of H, in the spirit of [5] . This is equivalent to consider the operators R * i instead of R i . This change will not affect the exemplifications in the next paragraph, because the conditions which must be fulfilled (see the forthcoming inequalities (6.1 ), (6.2 ), (6.3 )) are the same, due to the fact that
§6 Invariant (fractal) measures
Considering again the general schema, we shall construct (using the operator H) new operators on spaces of measures and we shall look for fixed points of these new operators.
We shall call these fixed points invariant (fractal) measures. The attribute "invariant" is clear. The supplementary attribute "fractal" will be justified further (see Example 6.2 and the Remarks following it).
An informal preliminary argument leads to the idea that, sometimes, the search of fixed points has an algebraic aspect. In this respect, one can see relation (5.1), where the fixed point equations
(the value ν(T ) is decisive), which must be valid for any f ∈ C(T, X), lead to linear systems in the discrete finite case Θ = {1, 2, . . . , M}, for finite T . (various situations can appear: no fixed points, one fixed point, many fixed points).
We shall use in the sequel the contraction principle to prove the existence and uniqueness of fixed points (invariant fractal measures).
In order to have contractions (to apply the above mentioned principle), we shall consider that one of the following conditions is fulfilled:
In the discrete case, these conditions become:
where the sum is either
(in the finite case) or
(in the infinite case).
We introduce the two basic schemas used in the sequel. First schema One considers a non empty set A ⊂ cabv(T, X) such that H(A) ⊂ A.
Then the corresponding operator norm, denoted by H o , has the property H o < 1, hence H 1 is a contraction, because, for µ, ν in A, one has
Second schema One considers a non empty set A ⊂ cabv(T, X) and a measure µ 0 ∈ cabv(T, X) having the property that
Then the corresponding operator norm, denoted by H o , has the property H o < 1, hence H 2 is a contraction, because, for µ, ν in A, one has
with the corresponding norm · A in A.
For both schemas, it will be necessary to check the completeness of A equipped with the metric generated by the corresponding · A .
In the sequel, we shall introduce some theoretical and practical exemplifications of the previous schemas.
We begin with a theoretical exemplification. Example 6.1 (according to the second schema) We work in the context of operator semigroups. Let 1 < N < ∞ and consider the particular case of uniformly continuous operator semigroups on a Hilbert space X, given as follows:
In order to apply the second schema, we consider a strictly positive number a, hence A = B a (X) is a complete metric space for the metric given by the variational norm. Take µ 0 ∈ cabv(T, X) such that
Then, for any µ ∈ B a (X), one has (see Theorem 4.4):
We are in position to define the contraction H 2 : B a (X) → B a (X), given via H 2 (µ) = H(µ) + µ 0 , for any µ ∈ B a (X). Namely, for any µ, ν in B a (X), one has
The contraction principle says that there exists a unique fixed point µ * ∈ B a (X) of H 2 :
In case µ 0 = 0, one has µ * = 0.
⊓ ⊔
The following three examples will refer to the discrete finite case. Namely, we shall take for the concrete illustration:
It is seen that, for any ∅ = B ∈ B, one has
As we said, we shall work with H instead of H (also in the schemas' constructions) and with R * i instead of R i , i = 1, 2. Each of the following three examples will be introduced theoretically, in the spirit of the aforementioned schemas and will be illustrated concretely. Proofs and computations will be merely sketched, the details being contained in [5] .
Example 6.2 (according to the first schema) Consider X = K n , n ∈ N * . The hypotheses are: 
Concrete illustration Take n = 2 (hence X = K 2 ) and
Also take a = √ 2 and v = (1, 1), hence v = a. We get the invariant (fractal) measure µ * = (µ * 1 , µ * 2 ). Namely, the invariance equation
In matricial form ⊓ ⊔ Example 6.3 (according to the second schema) Consider X = K n , n ∈ N * . The hypotheses are:
This is true if all ω i are contractions and
is weak* closed and one has H(µ) + µ 0 ∈ A for any µ ∈ A. In particular, if
Under these hypotheses, we define
for any µ ∈ A. It follows that H 2 is a contraction with contraction factor 
.
. The preceding theory proves the existence and uniqueness of the invariant (fractal) measure µ
The invariance equation is, for any B ∈ B:
In matricial form
giving,
Examples of computation: Then m = 2 3 (see [3] ). Finally, we take µ 
Similar results to those introduced in the last three examples, but in the countable discrete case, can be obtained under conditions of type (6.1 ), (6.2 ) and (6.3 ) with infinite sums. (see [5] ).
We shall introduce a result from [5] to illustrate this point of view. For a general Hilbert space, consider an arbitrary P ∈ L(X) and define the sequence (R i ) i≥1 ⊂ L(X) via R i = − 1 i! P i (here P i = P • P • · · · • P i times).
Let µ 0 ∈ cabv(T, X). Assume that (t i ) i≥1 is a sequence in T with t i distinct such that all ω i are constant (ω i (t) = t i for any t ∈ T and any i).
Then one can see that (according to the second schema) the formula of H 2 : cabv(T, X) → cabv(T, X) is
and H 2 possesses the fixed point µ * ∈ cabv(T, X) given via
