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Resumo
Na presente dissertac¸a˜o sa˜o apresentados, como contribuic¸o˜es originais, uma
famı´lia de densidades a priori para o modelo hiera´rquico Poisson-Gama, bem
como resultados acerca de condic¸o˜es necessa´rias e suficientes para a propri-
edade das correspondentes densidades a posteriori e para a existeˆncia de
momentos das varia´veis latentes.
A famı´lia introduzida inclui como casos especiais as densidades de Jeffreys
e outras utilizadas na literatura. A questa˜o da convergeˆncia ou divergeˆncia
das distribuic¸o˜es a posteriori associadas e´ respondida completamente.
As densidades a priori de Jeffreys sa˜o formuladas em termos de func¸o˜es
hipergeome´tricas generalizadas, e e´ apresentado um co´digo em “R” para si-
mulac¸a˜o de amostras da distribuic¸a˜o a posteriori por meio do algoritmo Me-
tropolis Adaptivo.
Palavras Chave: abordagem bayesiana, densidade a priori de Jeffreys,
propriedade da distribuic¸a˜o a posteriori, existeˆncia de momentos a posteriori,
distribuic¸a˜o binomial negativa.
Abstract
The present study proposes a new family of prior distributions for the Poisson-
Gamma hierachical model, as well as new results regarding necessary and
sufficient conditions for propriety of the corresponding posteriors and finite-
ness of moments of latent variables.
The proposed family includes Jeffreys’ densities and others commonly
used in the literature. The conditions for propriety or impropriety of the
corresponding posteriors are treated in full detail.
Jeffreys’ priors are expressed in terms of generalized hypergeometric func-
tions, and code in “R” is presented for drawing samples from the posterior
distribution using the Adaptive Metropolis algorithm.
Keywords: bayesian methods, Jeffreys’ prior, posterior propriety, fini-
teness of posterior moments, negative binomial distribution.
Conteu´do
1 Introduc¸a˜o 2
1.1 Notac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Modelos com densidade a priori impro´pria . . . . . . . . . . . 6
1.3 O modelo Poisson-Gama . . . . . . . . . . . . . . . . . . . . . 7
1.4 Conceitos ba´sicos . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Distribuic¸o˜es a priori na˜o-informativas 10
2.1 Probability matching no modelo normal . . . . . . . . . . . . . 11
2.2 A densidade a priori de Jeffreys . . . . . . . . . . . . . . . . . 13
2.2.1 Densidade a priori de Jeffreys para modelos de locac¸a˜o
e escala . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 O Princ´ıpio da Verossimilhanc¸a e a distribuic¸a˜o a pri-
ori de Jeffreys . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Invariaˆncia da distribuic¸a˜o a priori de Jeffreys . . . . . 18
3 A densidade a priori de Jeffreys no modelo Poisson-Gama 20
3.1 Comportamento assinto´tico da func¸a˜o 3F2 . . . . . . . . . . . 23
4 Uma famı´lia de densidades a priori 26
4.1 Propriedade e impropriedade a priori . . . . . . . . . . . . . . 28
4.2 Os paraˆmetros que correspondem a`s densidades de Jeffreys . . 29
4.3 Outras densidades especiais . . . . . . . . . . . . . . . . . . . 31
5 A densidade a posteriori para o modelo Poisson-Gama 32
5.1 Resultados intermedia´rios para o estudo de integrabilidade da
densidade a posteriori . . . . . . . . . . . . . . . . . . . . . . 34
5.2 Condic¸o˜es de integrabilidade da densidade a posteriori . . . . 39
5.2.1 Integrabilidade de algumas densidades a posteriori es-
peciais . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2.2 Observac¸a˜o sobre a integrabilidade da densidade a pos-
teriori . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6 Existeˆncia de momentos para as varia´veis latentes 46
6.1 Existeˆncia de momentos a posteriori de λj . . . . . . . . . . . 47




Na presente dissertac¸a˜o, estudamos o modelo hiera´rquico onde cada varia´vel
observa´vel possui uma distribuic¸a˜o de Poisson cujas me´dias seguem uma dis-
tribuic¸a˜o Gama. Esse modelo e´ conhecido na literatura como Poisson-Gama.
Para maior generalidade, admite-se a presenc¸a de covaria´veis (fixas) como
fatores que permitem reescalonar cada observac¸a˜o de forma diferenciada.
Como exemplo de aplicac¸a˜o desse modelo, podemos citar inicialmente um
conjunto de observac¸o˜es Xj indexadas por j ∈ {1, .., n} que representam o
nu´mero de ocorreˆncias de um evento em uma unidade de tempo, de acordo
com um processo de Poisson homogeˆneo. O tempo total em que houve ob-
servac¸a˜o da contagem de ocorreˆncias pode ser diferente para cada j, e e´
denotado por tj. Alem disso, o valor esperado do nu´mero de ocorreˆncias
em cada unidade de tempo tambe´m pode variar em j, e e´ denotado por
λj. Por fim, os valores λj sa˜o modelados como realizac¸o˜es independentes e
identicamente distribu´ıdas de uma varia´vel aleato´ria Gama.
A utilizac¸a˜o de diferentes valores esperados para cada observac¸a˜o tem a
vantagem de permitir a inclusa˜o de sobredispersa˜o no modelo. De acordo com
a definic¸a˜o acima, a distribuic¸a˜o de Xj e´ Poisson com paraˆmetro λjtj. Assim,
e´ poss´ıvel tratar dados onde, por exemplo, o nu´mero de ocorreˆncias por
unidade de tempo e´ grande mas com pouca variabilidade entre as diferentes
observac¸o˜es. O mesmo na˜o seria possivel se λj fosse considerado fixo.
Como o modelo e´ visto sob o ponto de vista bayesiano, estudaremos dis-
tribuic¸o˜es a priori para os paraˆmetros da distribuic¸a˜o Gama, denotados por
α e β (este utilizado como paraˆmetro de escala). Ale´m disso, analisaremos o
modelo tanto sob a o´tica em que os paraˆmetros λj sa˜o de interesse para as in-
fereˆncias, como sob a o´tica em que sa˜o apenas intermedia´rios na especificac¸a˜o
do modelo.
O interesse recai principalmente sobre densidades a priori impro´prias,
uma vez que (i) ha´ uma grande disponibilidade de pacotes que implementam
algoritmos de amostragem do tipo MCMC (Markov Chain Monte Carlo) e
(ii) ja´ foi mostrado na literatura [12] que esses algoritmos podem resultar
em amostras aparentemente corretas mesmo quando utilizados com formas
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funcionais que na˜o definem uma densidade a posteriori pro´pria.
A contribuic¸a˜o original do presente trabalho consiste na apresentac¸a˜o de
uma famı´lia de densidades a priori para o modelo em questa˜o (18), que in-
clui as densidades de Jeffreys [11] e outras formas funcionais utilizadas na
literatura. Para essa famı´lia, e´ possivel estabelecer condic¸o˜es necessa´rias e su-
ficientes de convergeˆncia da densidade a posteriori correspondente (Teorema
14).
Como corola´rio, mostramos que a distribuic¸a˜o a posteriori associada a`
densidade a priori de Jeffreys e´ pro´pria sempre que existir pelo menos uma
observac¸a˜o na˜o nula (Corola´rio 15), e que a densidade a posteriori corres-
pondente a distribuic¸a˜o de Jeffreys de independeˆncia e´ sempre impro´pria,
quaisquer que sejam os dados observados (Corola´rio 16).
Ainda em decorreˆncia do Teorema obtido, apresentamos condic¸o˜es de
existeˆncia dos momentos das varia´veis latentes (E[λwj ] e E[λ˜
w]), para w > 0,
em func¸a˜o dos paraˆmetros da densidade a priori e dos dados observados
(Teoremas 21 e 22).
Por fim, destacamos que a formulac¸a˜o da densidade a priori de Jeffreys
em termos de func¸o˜es hipergeome´tricas generalizadas permite obter amostras
aproximadamente independentes da correspondente densidade a posteriori
por meio de um algoritmo MCMC. Uma implementac¸a˜o dessa amostragem e´
apresentada em anexo, em linguagem “R”, com base no algoritmo Metropolis
Adaptivo (Vihola [13]).
No restante desta sec¸a˜o, apresentaremos a notac¸a˜o utilizada e os con-
ceitos ba´sicos necessa´rios para o estudo do modelo em questa˜o, nas duas
acepc¸o˜es mencionadas. Na sec¸a˜o seguinte sera´ tratado o conceito de distri-
buic¸a˜o a priori na˜o-informativa, com eˆnfase para as metodologias de Jeffreys.
Na terceira sec¸a˜o a densidades a priori de Jeffreys para o modelo Poisson-
Gama sera˜o obtidas de forma expl´ıcita. Na quarta sec¸a˜o apresentaremos
uma forma funcional de uma famı´lia de densidades a priori para esse mo-
delo, que engloba as metodologias de Jeffreys e outras densidades utilizadas
na literatura. Na quinta sec¸a˜o sa˜o apresentadas situac¸o˜es em que e´ poss´ıvel
estabelecer condic¸o˜es necessa´rias e suficientes para a integrabilidade da dis-
tribuic¸a˜o a posteriori do modelo Poisson-Gama quando a densidade a priori
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pertence a` famı´lia citada. Na sexta sec¸a˜o e´ tratada a questa˜o da existeˆncia
de momentos a posteriori de ordem arbitra´ria para os paraˆmetros latentes
e para uma varia´vel preditiva, identicamente distribuida e condicionalmente
independente.
1.1 Notac¸a˜o
Sera´ utilizada, por abuso de notac¸a˜o, sempre a letra p para indicar densidades
(ou func¸o˜es) de probabilidade, e a varia´vel a qual se aplica sera´ indicada pelo
argumento entre pareˆnteses. Por exemplo, p(θ) indica a densidade (marginal)
de θ (se este for cont´ınuo), e p(x|θ) indica a densidade (ou func¸a˜o) de proba-
bilidade da varia´vel X|θ. Sempre que for necessa´rio maior clareza quanto a`s
diferentes densidades, o abuso de notac¸a˜o na˜o sera´ utilizado.
O foco da infereˆncia bayesiana consiste na obtenc¸a˜o da distribuic¸a˜o de θ
condicionada aos valores observados de X, denominada distribuic¸a˜o a pos-
teriori, que pode ser expressa (a menos de uma constante de normalizac¸a˜o
dependente apenas de X) nos termos da regra de Bayes:
p(θ|x) ∝ p(x|θ)p(θ).
A distribuic¸a˜o a posteriori condensa toda a informac¸a˜o que se pode atribuir
ao paraˆmetro na˜o-observa´vel pela combinac¸a˜o do conhecimento a priori sobre
θ e da verossimilhanc¸a destes em func¸a˜o dos dados observados. A partir dela
e´ poss´ıvel obter, por exemplo, no caso em que θ ∈ R, nu´meros LI e LS que
satisfazem desigualdades da forma
Prob [LI ≤ θ ≤ LS|X = x] =
∫ LS
LI
p(θ|x) dθ ≥ 1− α,
similares aos intervalos de confianc¸a do paradigma frequentista, mas com
interpretac¸a˜o consideravelmente distinta.
Os modelos bayesianos sa˜o denotados na seguinte forma:
X|θ ∼ p(x|θ)
θ ∼ p(θ) (1)
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O modelo hiera´rquico bayesiano consiste na relac¸a˜o entre quantidades
aleato´rias em que a dependeˆncia da parte observa´vel X em relac¸a˜o aos
paraˆmetros se da´ por meio de uma varia´vel ou vetor latente λ, e e´ deno-





O modelo hiera´rquico pode ser reduzido ao caso simples (1) de duas for-
mas. A primeira consiste em integrar a varia´vel latente na distribuic¸a˜o con-
junta:





Nesse caso, a distribuic¸a˜o a posteriori e´ dada por




e o modelo recai no caso simples tomando θ = φ. A segunda forma consiste
em considerar a distribuic¸a˜o de λ|φ como parte da ditribuic¸a˜o a priori, e
tomar como paraˆmetro o par θ = (λ, φ):
X|λ, φ ∼ p(x|λ, φ) = p(x|λ),
(λ, φ) ∼ p(λ, φ) = p(λ|φ)p(φ).
No segundo caso, a distribuic¸a˜o a posteriori conjunta e´ dada por p(λ, φ|x) ∝
p(x|λ)p(λ, φ) = p(x|λ)p(λ|φ)p(φ), que pode ser marginalizada, para se obter









p(λ|φ)p(φ) dφ = p(x|λ)p(λ).
5
1.2 Modelos com densidade a priori impro´pria
Como uma extensa˜o do modelo (1), consideraremos situac¸o˜es em que p(θ) e´
impro´pria, isto e´, tal que ∫
Θ
p(θ) dθ =∞,
e buscaremos determinar se (ou sob quais condic¸o˜es) a densidade a posteriori
e´ pro´pria.
A integrabilidade da densidade a posteriori e´ condic¸a˜o fundamental para a
aplicabilidade do modelo a dados reais, com vistas a extrair infereˆncias sobre
os paraˆmetros. Se a densidade a posteriori e´ impro´pria, na˜o e´ possivel fazer
infereˆncias sobre o paraˆmetro θ e nem mesmo sobre as varia´veis latentes λj.
Por outro lado, se a densidade a posteriori for integra´vel, enta˜o tambe´m sera´
pro´pria a densidade a posteriori das varia´veis latentes. Isso e´ demostrado no
seguinte resultado:
Teorema 1. Para o modelo hiera´rquico (2), associado a uma densidade p(φ)
impro´pria, podemos afirmar que p(λ|X) e´ pro´pria se e somente se p(φ|X) o
for.
Demonstrac¸a˜o. Observe que p(λ|X,φ) e´ pro´pria por definic¸a˜o do modelo,
uma vez que pode ser obtida de
p(λ|X,φ) = p(X|λ)p(λ|φ)
p(X|φ) ,
que definem varia´veis aleato´rias com distribuic¸o˜es pro´prias. A integrabilidade











Da igualdade acima observa-se que a primeira integral e´ finita se e somente
se a u´ltima tambe´m for. 
A determinac¸a˜o da integrabilidade de p(φ|X), portanto, e´ condic¸a˜o pri-
mordial para a utilizac¸a˜o de densidades a priori impro´prias.
6
1.3 O modelo Poisson-Gama
Estudaremos o modelo bayesiano hiera´rquico Poisson-Gama na formulac¸a˜o
de Hadjicostas e Berry [12]:
Xj|λj ∼ p(xj|λj),
λj|α, β ∼ p(λj|α, β), (3)
em que
p(xj|λj) = (λjtj)xje−λjtj/xj!,




onde t1, ..., tn sa˜o covaria´veis fixas e α e β sa˜o hiperparaˆmetros de forma e
escala da distribuic¸a˜o gama.































Segue, portanto, que os Xj sa˜o condicionalmente independentes, dados α e
β, com func¸a˜o de probabilidade dada por:






Reparametrizando a func¸a˜o de probabilidade acima em termos de α e






1 + (tj − 1)r , (4)
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a func¸a˜o de probabilidade assume a forma
p(xj|α, r) =
(





j (1− rj)α, (5)
e identifica-se com a distribuic¸a˜o binomial negativa (generalizada para o caso
de ambos os paraˆmetros poderem assumir valores reais - tambe´m chamada
de distribuic¸a˜o de Po´lya). Utilizaremos a parametrizac¸a˜o acima definida em
todo o restante dessa dissertac¸a˜o.
1.4 Conceitos ba´sicos
Para estabelecer a convergeˆncia (ou a divergeˆncia) das integrais relativas a`s
densidades estudadas, utilizaremos o conceito de ordem (tambe´m chamada
de equivaleˆncia assinto´tica) e de “O-grande” (big-O), que e´ menos restritiva:
Definic¸a˜o 1. Sejam f e g func¸o˜es definidas em uma vizinhanc¸a de x0. Di-






para alguma constante positiva K.
Definic¸a˜o 2. Sejam f e g func¸o˜es definidas em uma vizinhanc¸a de x0. Di-
remos que f(x) ∈ O(g(x)), x → x0 se |f(x)/g(x)| e´ limitada em alguma
vizinhanc¸a de x0.
Ambas as definic¸o˜es acima podem ser estendidas para o caso x0 = ∞,
tomando como vizinhanc¸a de x0, nesse caso, qualquer intervalo da forma
(a,∞). Uma terceira definic¸a˜o que sera´ utilizada e´ a de expansa˜o assinto´tica,
conforme a seguir:
Definic¸a˜o 3. Seja f uma func¸a˜o definida em uma vizinhanc¸a de∞. Dizemos
que f tem expansa˜o assinto´tica f(x) '∑∞k=0 akx−k em x→∞ se, para todo





−k ∈ O(x−n), x→∞
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Nota: na˜o e´ necessa´rio que a expansa˜o assinto´tica defina uma se´rie conver-
gente. Apenas suas somas parciais sa˜o consideradas na definic¸a˜o. Por isso,
o simbolo ' e´ utilizado ao inve´s da igualdade.
Seguem alguns resultados ba´sicos que sera˜o utilizados ao longo do estudo:
Teorema 2. Dada uma func¸a˜o f cont´ınua em (0,∞) tal que
f(x) ∼
{





f(x) dx converge se a > −1 e b < −1, e diverge se
a ≤ −1 ou b ≥ −1.
Corola´rio 3. A integral
∫ 1
0
xa(1−x)b dx converge se e somente se a, b > −1.
A demonstrac¸a˜o dos resultados acima pode ser obtida facilmente na lite-
ratura de ana´lise matema´tica introduto´ria.





Demonstrac¸a˜o. Tomando n = 1 na Definic¸a˜o 3, temos f(x) − a0 ∈
O(x−1), x→∞. Da Definic¸a˜o 2, segue que∣∣∣∣f(x)− a0x−1
∣∣∣∣ < K,
para algum K > 0 e para todo x suficientemente grande. Segue enta˜o
|f(x)− a0| < K|x| → 0.
Logo f(x)→ a0. 
Lema 5. Seja f definida como no Lema 4. Enta˜o





onde bk = ak+1.
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Como f(x) −∑nk=0 akx−k ∈ O(x−(n+1)) em x → ∞, podemos tomar x0 tal
que o valor absoluto acima e´ limitado, ∀x > x0. Isso implica que g(x) −∑n−1
k=0 bkx
−k ∈ O(x−n) em x→∞. 
2 Distribuic¸o˜es a priori na˜o-informativas
A cr´ıtica tradicional ao paradigma bayesiano consiste na dificuldade de se
definir uma distribuic¸a˜o a priori que possa ser considerada objetiva, ou que
represente um estado de nenhum conhecimento sobre θ anterior a` observac¸a˜o
dos dados. Esse problema ja´ aparece em 1774, quando Laplace (segundo
Fienberg [5]) apresenta o princ´ıpio da indiferenc¸a, ou a hoje chamada regra
de sucessa˜o de Laplace. De acordo com esse princ´ıpio, a distribuic¸a˜o que
representa desconhecimento total sobre θ e´ aquela que associa iguais proba-
bilidades (ou densidades) a quaisquer valores poss´ıveis, ou seja, a distribuic¸a˜o
uniforme. No entanto, se o conjunto de valores poss´ıveis para θ tiver medida







Mesmo assim, dependendo da forma da func¸a˜o de verossimilhanc¸a, e´ poss´ıvel
que a relac¸a˜o p(θ|x) ∝ p(x|θ) defina uma distribuic¸a˜o a posteriori pro´pria
(isto e´, normaliza´vel) para θ. Portanto, e´ va´lido analisar as chamadas distri-
buic¸o˜es a priori impro´prias (na˜o-normaliza´veis), desde que a distribuic¸a˜o a
posteriori seja pro´pria. Pode ocorrer ainda que esta seja integra´vel apenas
para alguns dos valores poss´ıveis de X, embora a situac¸a˜o ideal seja aquela
em que sua aplicabiliddade na˜o dependa dos dados observados.
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Retornando a` regra de sucessa˜o de Laplace, considere uma varia´vel X ∼
Bin(n, θ) com distribuic¸a˜o binomial em que n e´ fixo e conhecido e θ segue









1 se 0 ≤ θ ≤ 1,
0 caso contra´rio.
Nesse modelo, a distribuic¸a˜o de θ dado X e´ p(θ|x) ∝ θx(1 − θ)n−x, ou seja,
θ|X = x tem distribuic¸a˜o Beta com paraˆmetros α = x + 1 e β = n − x +







, obte´m-se a regra de
sucessa˜o de Laplace, que consiste informalmente em “adicionar um sucesso e
uma falha a` amostra”, e e´ uma decorreˆncia de seu princ´ıpio de indiferenc¸a.
Revendo esse modelo, Haldane [8] afirma que a suposic¸a˜o de uniformidade
introduz vie´s (no sentido frequentista) nas infereˆncias, e que um estimador
bayesiano objetivo de θ deveria ser x
n
. Para chegar a este resultado, ele propo˜e
utilizar como densidade a priori a expressa˜o:
p(θ) ∝ 1
θ(1− θ) .
A densidade a priori de Haldane, como pode ser chamada, na˜o e´ integra´vel no
intervalo [0, 1], de sorte que se trata de uma densidade impro´pria. Por outro
lado, a distribuic¸a˜o a posteriori e´ dada por p(θ|x) ∝ θx−1(1 − θ)n−x−1, que
somente e´ pro´pria se x 6= 0 e x 6= n. Nesse caso, θ|x segue uma distribuic¸a˜o
Beta com paraˆmetros α = x e β = n − x. Essa densidade, no entanto, na˜o
se aplica a todos os poss´ıveis valores que X pode assumir.
2.1 Probability matching no modelo normal
Um dos crite´rios para avaliar a objetividade de uma distribuic¸a˜o a priori
consiste na comparac¸a˜o entre as infereˆncias que sa˜o obtidas a partir da cor-
respondente distribuic¸a˜o a posteriori e as que seriam calculadas sob o para-
digma frequentista. Quando a probabilidade a posteriori de certas regio˜es do
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espac¸o parame´trico (intervalos por exemplo) coincide com a sua probabili-
dade de cobertura, do ponto de vista cla´ssico (Datta e Sweeting [3]), dizemos
que a distribuic¸a˜o a priori associada ao modelo e´ Probability Matching Prior.
Para exemplificar essa propriedade, considere uma classe de densidades a
priori definida por p(µ, σ) = 1/σλ, λ > 0, associada a uma amostra iid de
tamanho n do modelo normal, parametrizado pela me´dia e desvio-padra˜o.
A func¸a˜o de verossimilhanc¸a e´ dada por:









A densidade a posteriori pode, portanto, ser escrita como
































Definindo α = (n + λ − 1)/2 e notando que o integrando e´ uma densidade
Gama, tem-se





















onde ν = n+ λ− 2.









tem distribuic¸a˜o t de Student com ν graus de liberdade, onde ν = n+ λ− 2.
Assim, no caso λ = 1 (e somente nesse caso), o resultado se reduz a t|x ∼
tn−1, o que coincide com a distribuic¸a˜o da quantidade pivotal t, quando o
modelo e´ analisado sob o paradigma frequentista.
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2.2 A densidade a priori de Jeffreys
Jeffreys [11] apresenta outra questa˜o acerca da escolha da distribuic¸a˜o a pri-
ori, que chamaremos de coereˆncia, ou invariaˆncia: considere um modelo
associado a uma reparametrizac¸a˜o dada por ϕ : Θ → E. Se a distribuic¸a˜o
a priori representa desconhecimento sobre θ, deve tambe´m representa´-lo so-
bre η = ϕ(θ). Por isso, e´ deseja´vel que a forma de obter a densidade seja
equivalente, qualquer que seja a parametrizac¸a˜o do modelo.
Para apresentar essa propriedade mais formalmente, deixaremos de utili-
zar o abuso de notac¸a˜o introduzido na sec¸a˜o inicial, passando a adotar uma
letra diferente para cada densidade ou func¸a˜o de probabilidade. Apo´s a de-
finic¸a˜o e um exemplo, o abuso de notac¸a˜o sera´ retomado.
Considere um modelo X|θ ∼ f(x|θ) e uma bijec¸a˜o η = ϕ(θ). Sejam
pi1(θ) e pi2(η) respectivamente as distribuic¸o˜es a priori dos modelos original
e reparametrizado, sendo este definido por X|η ∼ g(x|η) = f(x|ϕ−1(η)).
Diremos que existe coereˆncia se a distribuic¸a˜o a posteriori de θ for a mesma
quando calculada por qualquer uma das seguintes alternativas:
1. diretamente por meio da fo´rmula de Bayes: p1(θ|x) ∝ f(x|θ)pi1(θ)
2. a partir da distribuic¸a˜o a posteriori do modelo transformado p2(η|x) ∝
g(x|η)pi2(η), considerando θ como uma func¸a˜o de η (θ = ϕ−1(η)).
Na segunda alternativa, a densidade de θ|X e´ dada por
q(θ|x) = p2(ϕ(θ)|x)|ϕ′(θ)|
(vide James [10]).
A distribuic¸a˜o uniforme para o modelo binomial sugerida pelo princ´ıpio
da indiferenc¸a na˜o satisfaz essa propriedade. Por exemplo, tomando a bijec¸a˜o
ϕ : [0, 1] → [0, 1], η = ϕ(θ) = θa, para algum valor a > 0 fixado, a verossi-
milhanc¸a pode ser reescrita como:







que, associada a uma distribuic¸a˜o uniforme em η, leva a densidade a poste-
riori dada por p2(η|x) ∝ g(x|η). Ao realizar a transformac¸a˜o de volta para
a varia´vel θ, a densidade obtida e´ dada por:
q(θ|x) = p2(ϕ(θ)|x)|ϕ′(θ)| ∝ θx(1− θ)n−xθa−1,
que indica uma distribuic¸a˜o Beta com paraˆmetros α = x+a e β = n−x+ 1.
Verifica-se enta˜o que o princ´ıpio da indiferenc¸a, quando aplicado a diferentes
poteˆncias do paraˆmetro θ da binomial, leva a diferentes “regras de sucessa˜o”,
resultado de diferentes distribuic¸o˜es a posteriori para θ.
Retornando a Jeffreys (1946), o autor propo˜e uma metodologia para de-
finic¸a˜o de uma densidade a priori que satisfaz a propriedade de coereˆncia,
embora nem sempre resulte em uma distribuic¸a˜o pro´pria. A densidade a
















Ressalte-se que a metodologia de Jeffreys requer algumas condic¸o˜es de
regularidade para validade da propriedade de coereˆncia, e que na˜o e´ a u´nica
que satisfaz essa propriedade (vide, por exemplo, Hartigan [9]). No Anexo
I, trazemos a demonstrac¸a˜o dessa propriedade para um caso razoavelmente
regular.
No caso multiparame´trico, uma variac¸a˜o da proposta de Jeffreys consiste
em tomar o produto das densidades a priori de cada paraˆmetro, calculada
como se os demais fossem fixos. A densidade assim obtida sera´ chamada de
distribuic¸a˜o a priori de independeˆncia, uma vez que coincide com a metodo-
logia original no caso em que a matriz de informac¸a˜o de Fisher tem forma
diagonal.
Na sec¸a˜o seguinte veremos exemplos dessas duas alternativas. Conve´m
ressaltar, no entanto, que as distribuic¸o˜es de independeˆncia na˜o necessaria-
mente satisfazem a propriedade de invariaˆncia definida anteriormente.
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2.2.1 Densidade a priori de Jeffreys para modelos de locac¸a˜o e
escala
Nesta sec¸a˜o sera˜o considerados modelos uniparame´tricos de locac¸a˜o e de es-
cala, bem como o modelo biparame´trico onde ambas sa˜o desconhecidas, para
fins de obtenc¸a˜o da densidade a priori de Jeffreys.
Para um modelo de locac¸a˜o, isto e´, p(x|µ) = g(x − µ), µ ∈ R, pode-
se mostrar que a informac¸a˜o de Fisher para µ e´ constante, de forma que a
densidade a priori de Jeffreys e´ impro´pria e dada por p(µ) ∝ 1. Mesmo assim,
a densidade a posteriori e´ sempre pro´pria, e dada por p(µ|x) = g(x−µ), pois∫ +∞
−∞
g(x− µ) dµ = −
∫ −∞
+∞
g(z) dz = 1.
No modelo de escala, p(x|σ) = (1/σ)g(x/σ), 0 < σ < ∞, a informac¸a˜o
de Fisher tem a forma I(σ) = c/σ2, de forma que a densidade a priori de
Jeffreys e´ dada por p(σ) ∝ 1/σ, tambe´m impro´pria. No entanto, a densidade
a posteriori e´ normaliza´vel se x 6= 0, e e´ dada por p(σ|x) ∝ g(x/σ)(1/σ2).




















−∞ g(z) dz se x < 0.
De onde se conclui que p(σ|x) = g(x/σ)(h(x)/σ2), em que
h(x) =
{
|x|/Prob[Z > 0] se x > 0,
|x|/Prob[Z < 0] se x < 0,
e Z ∼ g(z).






























































































As varia´veis z = x−µ
σ
e suas func¸o˜es sa˜o quantidades pivotais. Portanto, suas

















































onde cij na˜o depende de θ, de forma que densidade a priori de Jeffreys nesse
caso e´ p(θ) ∝ 1/σ2.
Cumpre observar que o exemplo da sec¸a˜o 2.1 pode ser visto sob a o´tica de
um modelo de locac¸a˜o-escala, de forma que a densidade a priori de Jeffreys
na versa˜o completa e´ dada por p(µ, σ) ∝ 1/σ2 e na versa˜o de independeˆncia
e´ dada por p(µ, σ) ∝ 1/σ. Conforme exposto naquela sec¸a˜o, a versa˜o de in-
dependeˆncia e´ uma distribuic¸a˜o probability matching, mas a versa˜o completa
da densidade a priori de Jeffreys para o modelo normal na˜o satisfaz essa
propriedade.
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2.2.2 O Princ´ıpio da Verossimilhanc¸a e a distribuic¸a˜o a priori de
Jeffreys
No paradigma bayesiano, o princ´ıpio da verossimilhanc¸a consiste em tomar
a func¸a˜o de verossimilhanc¸a como a especificac¸a˜o completa do modelo, sendo
equivalentes duas func¸o˜es que difiram apenas por uma constante em relac¸a˜o
aos paraˆmetros.
Como um exemplo, considere os experimentos definidos a seguir:
1. Lanc¸ar uma moeda n vezes, e observar o nu´mero de vezes x em que o
resultado foi ‘cara’.
2. Lanc¸ar uma moeda ate´ que sejam observadas α vezes o resultado ’co-
roa’, e registrar o nu´mero total de lanc¸amentos m.
No primeiro caso, x segue uma distribuic¸a˜o binomial de paraˆmetros n e
θ, onde θ ∈ (0, 1) e´ desconhecido e representa a probabilidade de obter ‘cara’
em cada lanc¸amento (desconsideramos o caso θ ∈ {0, 1} porque resultaria
em probabilidade nula de obter uma das faces). No segundo caso, a varia´vel
y = m−α tambe´m representa o nu´mero de ‘caras’ observado mas segue uma
distribuic¸a˜o binomial negativa de paraˆmetros α e θ.













Se os dois experimentos resultarem nas mesmas observac¸o˜es, isto e´, se x =
y e n = m, enta˜o as func¸o˜es sa˜o equivalentes, na o´tica do princ´ıpio da
verossimilhanc¸a. Veremos a seguir que nesse caso a densidade a priori de
Jeffreys na˜o respeita esse princ´ıpio, por levar a expresso˜es diferentes para
cada uma das situac¸o˜es acima.
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que significa que a densidade a priori de Jeffreys e´ dada por p(θ) ∝ θ−1/2(1−
θ)−1/2, ou seja, a distribuic¸a˜o Beta(1/2, 1/2). A densidade a posteriori e´
sempre pro´pria e dada por Beta(x+ 1/2, n− x+ 1/2).



















pois E[y] = αθ/(1 − θ). Segue que a densidade a priori de Jeffreys tem
a forma p(θ) ∝ θ−1/2(1 − θ)−1. A distribuic¸a˜o a posteriori tem a forma
Beta(y + 1/2,m− y).
Observa-se que as infereˆncias sera˜o diferentes de acordo com o design
do experimento que foi adotado, mesmo que os dados observados sejam
ideˆnticos. Isso ocorre porque a definic¸a˜o da densidade de Jeffreys faz uso
do conceito de informac¸a˜o de Fisher, que por sua vez consiste em um va-
lor esperado sobre o espac¸o amostral, isto e´, depende na˜o apenas dos dados
observados, mas tambe´m dos que poderiam ter sido observados.
2.2.3 Invariaˆncia da distribuic¸a˜o a priori de Jeffreys
Nessa sec¸a˜o, na˜o sera´ utilizado nenhum abuso de notac¸a˜o, para evitar qual-
quer confusa˜o entre os conceitos.
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Para verificar que a distribuic¸a˜o a priori de Jeffreys satisfaz a proprie-
dade de coereˆncia, considere uma famı´lia de densidades (ou de func¸o˜es de
probabilidade) f1(x|θ), com suporte independente de θ e derivadas parciais
cont´ınuas em relac¸a˜o a cada componente θi, e um difeomorfismo ϕ : Θ→ E,
entre os conjuntos abertos Θ, E ⊂ Rd. Valem, enta˜o, as seguintes expresso˜es:
f1(x|θ), f2(x|η) = f1(x|ϕ−1(η)),
pi1(θ) ∝
√
det I1(θ), pi2(η) ∝
√
det I2(η),
p1(θ|x) ∝ f1(x|θ)pi1(θ). p2(η|x) ∝ f2(x|η)pi2(η).
Teorema 6. A distribuic¸a˜o a posteriori de θ e´ a mesma, tomando dire-
tamente p1(θ|x) ou partindo da densidade a posteriori para η e fazendo a
mudanc¸a de varia´vel θ = ϕ−1(η).
Demonstrac¸a˜o. Inicialmente, provaremos a seguinte propriedade da ma-
triz de informac¸a˜o de Fisher:
I2(ϕ(θ)) = Jϕ−1(ϕ(θ))TI1(θ) Jϕ−1(ϕ(θ)). (6)








, L2(η;x) = log f2(x|η).
































, L1(θ;x) = log f1(x|θ).































C = Jϕ−1(ϕ(θ)) e E [A(X)] = I1(θ),





= CT E [A(X)]C.
Retomando o enunciado, a distribuic¸a˜o de uma func¸a˜o de uma varia´vel
aleato´ria e´ dada pela fo´rmula
q(θ|x) = p2(ϕ(θ)|x)| det Jϕ(θ)| ∝ f2(x|ϕ(θ))pi2(ϕ(θ))| det Jϕ(θ)|,




(θ), i, j = 1, ..., d.
Como f2(x|ϕ(θ)) = f1(x|θ), basta provar que pi1(θ) = pi2(ϕ(θ))| det Jϕ(θ)|,
ou, equivalentemente,
det I1(θ) = det I2(ϕ(θ)) (det Jϕ(θ))2 .





, de forma que a proposic¸a˜o decorre diretamente
de (6), pois a matriz jacobiana da func¸a˜o inversa satisfaz Jϕ−1(ϕ(θ)) =
(Jϕ(θ))
−1. 
3 A densidade a priori de Jeffreys no modelo
Poisson-Gama
Nessa sec¸a˜o sera´ exibida a expressa˜o anal´ıtica da densidade a priori de Jef-
freys na parametrizac¸a˜o dada por α e r = β/(1+β). Nesses termos, o modelo
20
integrado se escreve como











1 + (tj − 1)r ,
e os valores tj sa˜o considerados fixos e positivos.

























































e´ a func¸a˜o digama, cuja derivada ψ′ e´ chamada func¸a˜o trigama. A primeira






rxj (1− rj)α(ψ′(α)− ψ′(α + x)).
Usando o fato de que ψ′(α)−ψ′(α+ x) pode ser escrito como ∑x−1n=0(α+
n)−2, que segue de uma representac¸a˜o em se´rie da func¸a˜o trigama [4], Fisher









onde B(α, x) = Γ(α)Γ(x)/Γ(α + x).
Assim como em [2], tambe´m na˜o foi poss´ıvel obter uma demonstrac¸a˜o
para o resultado acima. Tomando-o como va´lido, e´ possivel escreveˆ-lo em


























e (a)k = Γ(a+ k)/Γ(a) e´ o s´ımbolo de Pochhammer.
A componente iαr pode ser simplificada utilizando a linearidade do valor
esperado e o fato de que
E[Xj] = α
rj











Dessa forma, o determinante da matriz de informac¸a˜o para n observac¸o˜es,
















e a densidade a priori de Jeffreys pode ser escrita como:









































Na sec¸a˜o seguinte, veremos as densidades aqui expostas no contexto de
uma famı´lia mais geral de densidades a priori para o modelo Poisson-Gama.
No restante dessa sec¸a˜o veremos formulac¸o˜es equivalentes de (8) e proprie-
dades assinto´ticas da func¸a˜o hipergeome´trica generalizada que resulta de sua
aplicac¸a˜o.
3.1 Comportamento assinto´tico da func¸a˜o 3F2
Nesta sec¸a˜o adotaremos a notac¸a˜o simplificada
F (α, r) = 3F2
(
1, 1, 1




Teorema 7. A expressa˜o F (α, r) satisfaz as seguintes desigualdades:
1 ≤ F (α, r) ≤ αψ′(α), (12)




α−1 em α→ 0 e
1 em α→∞.
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Demonstrac¸a˜o. Utilizando (7) e (8),















uma vez que B(α, 1) = 1/α.
Como os coeficientes da se´rie acima sa˜o todos positivos, fica demonstada
a desigualdade a` esquerda de (12). Para demonstrar a desigualdade a` direita,
observe, de (13), que a func¸a˜o F (α, r) e´ estritamente crescente em r ∈ (0, 1),
de forma que basta mostrar
lim
r→1
F (α, r) = αψ′(α).
A se´rie hipergeome´trica generalizada (9) de F (α, r) converge absoluta-
mente para todo r ∈ [0, 1] (vide [4, sec¸a˜o 16.2(iii)]). Portanto, o limite acima
e´ simplesmente o valor de F (α, 1). Aplicando as transformac¸o˜es em [4, 15.4.1
e 16.5.2], obtemos





(1− t)α−1− log(1− t)
t
dt. (14)











− log(1− t)(1− t)z−1
t
dt.
Substituindo esta expressa˜o em (14), completamos a prova das desigualdades
(12) F (α, 1) = αψ′(α).
Para obter o comportamento assinto´tico do termo limitante, aplicamos


































Segue, portanto, que α2ψ′(α)→ 1, de forma que αψ′(α) ∼ α−1 em α→ 0.












onde B2k sa˜o os nu´meros de Bernoulli [4, 5.15.18]. Seguindo a notac¸a˜o da
Definic¸a˜o 3, verifica-se que a0 = 0. Aplicando o Lema 4, podemos escrever








Finalmente, pelo Lema 5, conclu´ımos limα→∞ αψ′(α) = 1, pois a1 = 1.
O resultado acima permitira´ tratar a distribuic¸a˜o a posteriori associada
a` densidade a priori de Jeffreys de independeˆncia (11). Para tratar o caso
da densidade de Jeffreys (10) na formulac¸a˜o original, e´ necessa´rio estudar a
expressa˜o F (α, r) − 1, que aparece no seu radicando. Ocorre que essa ex-
pressa˜o na˜o admite cota inferior positiva em (0, 1), pois F (α, r)→ 1 quando
r → 0. Estudaremos, portanto a expressa˜o
G(α, r) =
F (α, r)− 1
r
.




≤ G(α, r) ≤ αψ′(α)− 1,
em r ∈ (0, 1). Ale´m disso, vale αψ′(α) − 1 ∼ α−1 tanto em α → 0 quanto
em α→∞.









































Como os coeficientes da se´rie sa˜o positivos, podemos escrever









Para verificar o limite em r → 1, aplica-se o resultado do Teorema 7:
lim
r→1
G(α, r) = F (α, 1)− 1 = αψ′(α)− 1.
Para obter o comportamento assinto´tico em α→ 0, observamos que
α(αψ′(α)− 1) = α2ψ′(α)− α→ 1,
uma vez que limα→0 α2ψ′(α) = 1.
Por outro lado, para analisar o comportamento em α → ∞ aplicamos o
Lema 5 a` expressa˜o (17), obtendo








Aplicando o Lema 4 a` expansa˜o obtida acima, segue
lim
α→∞
α(αψ′(α)− 1) = 1
2
.
Conclui-se, portanto, que αψ′(α) − 1 ∼ α−1 tanto em α → 0 quanto em
α→∞. 
4 Uma famı´lia de densidades a priori
Na presente dissertac¸a˜o, trataremos de uma famı´lia de densidades a priori
que engloba algumas formas funcionais comumente utilizadas bem como as
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densidades obtidas pela te´cnica proposta por Jeffreys e pela sua variac¸a˜o que
resulta na densidade a priori de independeˆncia.
Retomando a parametrizac¸a˜o definida em (5), vamos considerar densida-
des a priori para um modelo
Xj|α, r ∼ p(xj|α, r),
nos paraˆmetros α ∈ (0,∞) e r ∈ (0, 1). A famı´lia de densidades que sera´
estudada possui a seguinte forma funcional:
p(α, r) ∝ ra(1− r)bf(α, r), (18)
onde a e b sa˜o hiperparaˆmetros reais e f e´ uma func¸a˜o cont´ınua, positiva no
domı´nio (0,∞)× (0, 1), que satisfaz as seguintes condic¸o˜es:
1. f admite cotas inferior e superior positivas, fI(α) e fS(α), que depen-
dem somente de α;
2. O comportamento assinto´tico das cotas pode ser expresso como
fI(α) ∼
{
αu+ε em α→ 0 e




αu em α→ 0 e
αv em α→∞, (20)
onde u, v ∈ R e ε, δ ≥ 0 sa˜o hiperparaˆmetros fixos.
Informalmente, trata-se da famı´lia de densidades cuja dependeˆncia em
r pode ser minorada e majorada por uma expressa˜o proporcional a` densi-
dade Beta de paraˆmetros a e b. Alem disso, e´ necessa´rio que as expresso˜es
majorante e minorante tenham comportamento polinomial em α nos dois
extremos de integrac¸a˜o (0 e ∞). Os paraˆmetros ε e δ permitem flexibilidade
para que as cotas inferior e superior tenham comportamentos diferentes entre
si.
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4.1 Propriedade e impropriedade a priori





ra(1− r)b dr dα, (21)





ra(1− r)b dr dα. (22)
A integral em relac¸a˜o a r nas expresso˜es acima converge se e somente se
ambos os paraˆmetros a e b forem maiores do que −1 (conforme Corola´rio
3). Disso se conclui imediatamente que a densidade e´ impro´pria sempre que
a ≤ −1 ou b ≤ −1.
No caso contra´rio, a propriedade depende da convergeˆncia da integral em
relac¸a˜o a α. Aplicando o Teorema 2, vemos que a integral da cota superior∫ ∞
0
fS(α) dα
converge se e somente se u > −1 e v < −1.
Se a integral acima na˜o for convergente, a propriedade da densidade a
priori na˜o pode ser estabelecida. No entanto, podemos avaliar a integral da
cota inferior ∫ ∞
0
fI(α) dα
que diverge se e somente se u+ ε ≤ −1 ou v − δ ≥ −1.
Em resumo, temos as seguintes condic¸o˜es suficientes de
1. propriedade: a > −1 e b > −1 e u > −1 e v < −1
2. impropriedade: a ≤ −1 ou b ≤ −1 ou u+ ε ≤ −1 ou v − δ ≥ −1
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Nota: se ε = δ = 0, as condic¸o˜es acima sa˜o tambe´m necessa´rias.
Por outro lado, se ε > 0 ou δ > 0 (e se a, b > −1), existe uma regia˜o de
valores de u, v para os quais na˜o se pode estabelcer nem a propriedade nem
a impropriedade. Essa regia˜o e´ dada por
(u ≤ −1 ou v ≥ −1) e u > −1− ε e v < −1 + δ.
4.2 Os paraˆmetros que correspondem a`s densidades de
Jeffreys
Para explicitar os paraˆmetros que definem a densidade a priori de Jeffreys
(10), vamos escreveˆ-la na forma









F (α, rj)− 1
rj
.
As quantidades R/r e (rj/r)
2, consideradas como func¸o˜es de r ∈ (0, 1), sa˜o























Assim, as expresso˜es definem func¸o˜es cont´ınuas no intervalo compacto [0, 1],
sendo portanto limitadas. Ale´m disso, sa˜o estritamente positivas, uma vez
que rj ∈ (0, 1) e tj > 0.
Para aplicar o Teorema 8, podemos escrever pJ como pJ(α, r) ∝ r1/2(1−











e c e C sa˜o constantes que na˜o dependem de r nem de α. O comportamento
assinto´tico de fI e´ dado por
fI(α) ∼
{
α0 em α→ 0 e
α−1/2 em α→∞,
e o de fS por
fS(α) ∼
{
α−1/2 em α→ 0 e
α−1/2 em α→∞.
Conclu´ımos assim que a densidade a priori de Jeffreys pertence a` famı´lia
(18) com paraˆmetros
a = 1/2, b = −1, u = v = −1/2, ε = 1/2, δ = 0. (23)
Segue que essa densidade e´ impro´pria.
A densidade de Jeffreys de independeˆncia (11) pode ser escrita como









Pelo Teorema 7, podemos escrever a densidade acima como
pJI(α, r) ∝ (1− r)−1f(α, r),
onde f(α, r) possui cotas inferior e superior nas formas fI(α) = c e fS(α) =√
Cαψ′(α), para certas constantes c e C. O comportamento assinto´tico de
fS e´ dado por
fS(α) ∼
{
α−1/2 em α→ 0 e
1 em α→∞.
Conclu´ımos assim que a densidade a priori de Jeffreys de independeˆncia
pertence a` famı´lia (18) com paraˆmetros
a = 0, b = −1, u = −1/2, v = 0, ε = 1/2, δ = 0. (24)
Segue que essa densidade tambe´m e´ impro´pria.
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4.3 Outras densidades especiais
Nessa sec¸a˜o consideraremos densidades definidas por expresso˜es da forma
pαβ(α, β) = α
k1βk2 e




onde β e´ o paraˆmetro de escala em (3), k1, k2, k3 e k4 sa˜o hiperparaˆmetros
reais e s1 e s2 sa˜o hiperparaˆmetros reais positivos. A forma funcional de pHB
e´ proposta por Hadjicostas e Berry [12].
Como as expresso˜es esta˜o em termo de α e β, vamos supor a inveriaˆncia









det Jϕ = (1− r)−2.
Dessa forma, as densidades se escrevem como
pαβ(α, r) = α
k1rk2(1− r)−k2−2 e
pHB(α, r) = α
k1(α + s1)
k2rk3(1− r)−k3−k4−2(r + (1− r)s2)k4 .
A primeira forma funcional se enquadra na famı´lia (18) com fI(α) =
fS(α) = α
k1 , com paraˆmetros
a = k2, b = −k2 − 2, u = v = k1, ε = δ = 0. (25)
Para a outra densidade (pHB), observamos que (r+ (1− r)s2) e´ limitado
por constantes positivas para todo r ∈ (0, 1). Dessa forma, f(α, r) = αk1(α+
s1)
k2(r + (1− r)s2)k4 admite cotas
fI(α) ∼ fS(α) ∼
{
αk1 em α→ 0 e
αk1+k2 em α→∞.
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Conclui-se, portanto, que a densidade proposta por Hadjicostas e Berry
se enquadra na famı´lia (18) com os seguintes paraˆmetros:
a = k3, b = −k3 − k4 − 2, u = k1, v = k1 + k2, ε = δ = 0. (26)
5 A densidade a posteriori para o modelo
Poisson-Gama
A partir da famı´lia de densidades a priori considerada na sec¸a˜o anterior,
vamos tratar a densidade a posteriori dada por











ra(1− r)bf(α, r). (27)
Definindo xn+1 = a, yj = α (para j ∈ {1, ..., n}), yn+1 = b e tn+1 = 1,
podemos escrever a densidade a posteriori como













j (1− rj)yj .
Essa fatorac¸a˜o da densidade a posteriori permite tratar a integrac¸a˜o com
respeito a r primeiramente, e depois com respeito a α.
Ale´m disso, outras duas observac¸o˜es sa˜o relevantes para o ana´lise da in-
tegrabilidade da expressa˜o acima:
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Lema 9. As transformac¸o˜es gt : (0, 1) −→ (0, 1), definidas por{
gt(r) =
tr




formam um grupo em relac¸a˜o a` operac¸a˜o de composic¸a˜o tal que
gt ◦ gs = gts e g−1t = g1/t.
Demonstrac¸a˜o. Basta verificar que
gt(gs(r)) =
t




+ (t− 1) =
=
ts
1/r + (s− 1) + (ts− s) =
ts
1/r + (ts− 1) ,
e que g1(r) = r. 







x, se p 6= 0, q = 0
1, se p, q > 0
1/x, se p = 0, q 6= 0
 em x→ 0 e
xp−q em x→∞.



































































Para concluir pelo enunciado, basta observar que (x+ p)q−p ∼ xq−p, pois
(x+ p)/x→ 1 quando x→∞. 
5.1 Resultados intermedia´rios para o estudo de inte-
grabilidade da densidade a posteriori
Nesta sec¸a˜o apresentaremos dois resultados que sera˜o utilizados para estabe-
lecer as condic¸o˜es de integrabilidade da distribuic¸a˜o a posteriori. Sera˜o uti-





′ = |{j : xj 6= 0}|,
onde |{...}| indica o nu´mero de elementos de um conjunto.
Ale´m disso, definimos b∗ como
b∗ =
{
0 se b > −1
1 se b = −1. (29)
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em α→ 0, e
αs em α→∞.
Demonstrac¸a˜o. Para cada j ∈ {1, ..., n}, o fator Γ(α+ xj)/Γ(α) e´ igual a
1, se xj = 0, ou enta˜o se reduz a
xj∏
i=1
(α + xj − i) ,
aplicando sucessivamente a relac¸a˜o Γ(α + 1) = αΓ(α). Em ambos os casos,
trata-se de polinoˆmios de grau xj. Definindo
∏0







(α + xj − i) ,
que resulta em um polinoˆmio de grau s em α.
Para cada observac¸a˜o na˜o nula, Q(α) possui um fator da forma α, cor-
respondente ao termo em que i = xj no produto´rio acima. Os demais fatores
convergem para uma constante positiva quando α tende a 0. Segue, portanto,
que Q(α) ∼ αn′ em α→ 0.
Quando α tende a ∞, todos os fatores sa˜o de ordem α, de forma que
Q(α) ∼ αs em α→∞. 
Lema 12. A integral
∫ 1
0
R(α, r) dr e´ finita (para todo α > 0) se e somente se
os paraˆmetros a e b da distribuic¸a˜o a priori satisfazem as seguintes condic¸o˜es:
a > −1− s e b ≥ −1. (30)
Ale´m disso, quando convergente, a integral satisfaz as seguintes desigualda-
des:
cB(s+ a+ 1, nα + b+ 1) ≤
∫ 1
0
R(α, r) dr ≤ C B(s+ a+ 1, nα + b+ 1),
onde c e C sa˜o constantes positivas que so´ dependem de tj e xj, e B e´ a
func¸a˜o Beta.
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Definindo µ = max(t1, ..., tn), considere a transformac¸a˜o de varia´veis r 7→
rµ = gµ(r). A tranformac¸a˜o inversa e´ dada por r = g1/µ(rµ). Logo, rj =












1 + (uj − 1)rµ
)xj ( 1− rµ












j=1 (1 + (uj − 1)rµ)xj+yj
, (31)
onde uj = tj/µ e s =
∑n
j=1 xj.
O denominador em (31) pode ser reescrito como:[
n∏
j=1
(1 + (uj − 1)rµ)xj+yj
]
(1 + (1/µ− 1)rµ)a+b . (32)
O termo (1 + (1/µ−1)rµ)a+b pode ser majorado por uma constante positiva,
pois o termo entre pareˆnteses e´ positivo para todo rµ ∈ [0, 1].
No produto´rio de (32), as expresso˜es (1 + (uj − 1)rµ) sa˜o positivas e
menores ou iguais a 1, pois uj ≤ 1 para todo j ≤ n. Como os respectivos
expoentes xj + yj = xj + α sa˜o positivos, o fator
n∏
j=1
(1 + (uj − 1)s)xj+yj
e´ menor ou igual a 1 para todo rµ ∈ [0, 1] (e para todo α > 0).
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Nota: embora esse fator tambe´m admita uma cota inferior positiva (em
relac¸a˜o a` varia´vel rµ), esta na˜o sera´ utilizada, pois apresentaria dependeˆncia
em α, devido a` presenc¸a dos expoentes yj.
Conclui-se que a expressa˜o (32) pode ser majorada por uma constante.
Disso decorre que a expressa˜o de R em (31) admite cota inferior na forma:
c1 r
s+a
µ (1− rµ)nα+b ≤ R(α, g1/µ(rµ)), (33)
para alguma constante c1 > 0.











j=1 (1 + (vj − 1)rν)xj+yj
.
O denominador da expressa˜o acima e´ dado por
n∏
j=1
(1 + (vj − 1)rν)xj+yj (1 + (1/ν − 1)rν)a+b .
As expresso˜es (1 + (vj − 1)rµ) sa˜o positivas e maiores ou iguais a 1,
pois vj ≥ 1 para todo j ≤ n. Segue, em analogia ao caso anterior, que o
denominador acima pode ser minorado por uma constante positiva. Disso
obtemos uma cota superior para a expressa˜o de R como func¸a˜o de rν :
R(α, g1/ν(rν)) ≤ C1 rs+aν (1− rν)nα+b, (34)
para uma certa constante C1.





= g′1/τ (rτ ) =
1/τ
(1 + (1/τ − 1)rτ )2
.
Em ambos os casos, a expressa˜o de J e´ positiva para todo rτ ∈ [0, 1] e pode,
portanto, ser minorada e majorada por constantes.
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Para provar a suficieˆncia das condic¸o˜es do enunciado para a convergeˆncia
da integral de R(α, r), suponha que a e b satisfazem as restric¸o˜es dadas em
(30). Sejam ξ, ζ tais que 0 < ξ < ζ < 1. Pelo teorema de mudanc¸a de
varia´vel, podemos escrever:∫ ζ
ξ
R(α, r) dr =
∫ gν(ζ)
gν(ξ)
R(α, g1/ν(rν))|J | drν e
∫ ζ
ξ
R(α, r) dr =
∫ gµ(ζ)
gµ(ξ)
R(α, g1/µ(rµ))|J | drµ.
As integrais no lado direito admitem, respectivamente, cotas superior e infe-
rior na forma:∫ gν(ζ)
gν(ξ)
R(α, g1/ν(rν))|J | drν < C2
∫ gν(ζ)
gν(ξ)




rs+aµ (1− rµ)nα+b drµ <
∫ gµ(ζ)
gµ(ξ)
R(α, g1/µ(rµ))|J | drµ,
para certas constantes c2 e C2. Tomando o limite em que ξ → 0+, ζ → 1−,
os integrandos da forma rs+aτ (1 − rτ )nα+b, τ ∈ {µ, ν}, resultam em B(s +
a + 1, nα + b + 1), pois tanto s + a + 1 quanto nα + b + 1 sa˜o positivos por
hipo´tese.
Disso se conclui pelo enunciado:
cB(s+ a+ 1, nα + b+ 1) ≤
∫ 1
0
R(α, r) dr ≤ C B(s+ a+ 1, nα + b+ 1),
para certas constantes c e C.
Para provar a necessidade das restric¸o˜es em a e b, suponha por absurdo




rs+aµ (1− rµ)nα+b drµ
diverge no limite em que ξ → 0+, ζ → 1−. Portanto, a integral de R(α, r)
em r ∈ (0, 1) na˜o pode ser convergente. 
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admite cotas inferior SI(α) e superior SS(α) cujo comportamento assinto´tico
e´ dado por




em α→ 0 e
α−s−a−1 em α→∞.
Demonstrac¸a˜o. Pelo Lema 12, verifica-se que as cotas obtidas para S(α)
possuem comportamento assinto´tico determinado pela expressa˜o B(s + a +
1, nα + b+ 1), tanto em α→ 0 quanto em α→∞.
Pela definic¸a˜o da func¸a˜o Beta, podemos escrever:
B(s+ a+ 1, nα + b+ 1) = Γ(s+ a+ 1)
Γ(nα + b+ 1)
Γ(s+ nα + a+ b+ 2)
.
O fator Γ(s + a + 1) e´ constante. Aplicando o Lema 10 no outro fator, com
x = nα, p = b+ 1 e q = s+ a+ b+ 2, conclu´ımos que
B(s+ a+ 1, nα + b+ 1) ∼

{
1, se b > −1
α−1, se b = −1
}
em α→ 0 e
α−s−a−1 em α→∞.
Utilizando a definic¸a˜o de b∗, esse resultado pode ser expresso na forma
compacta do enunciado do Corola´rio. 
5.2 Condic¸o˜es de integrabilidade da densidade a pos-
teriori
Teorema 14. Para que a densidade p(α, r|x) seja pro´pria, sa˜o suficientes
as seguintes condic¸o˜es:
a > −1− s e b ≥ −1 e u > b∗ − 1− n′ e v < a. (35)
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Conversamente, para que a densidade p(α, r|x) seja impro´pria, sa˜o suficien-
tes as condic¸o˜es:
a ≤ −1− s ou b < −1 ou u+ ε ≤ b∗ − 1− n′ ou v − δ ≥ a. (36)
Nota: no caso ε = δ = 0, as condic¸o˜es acima sa˜o tambe´m necessa´rias.
Demonstrac¸a˜o. Suponhamos va´lidas as condic¸o˜es em (35). Aplicando
a decomposic¸a˜o em (28) e as propriedades de f , podemos obter uma cota
superior para a densidade a posteriori na forma:
p(α, r|x) < C Q(α)R(α, r)fS(α),
para alguma constante C.
As condic¸o˜es a > −1 − s e b ≥ −1 garantem a aplicabilidade do Lema
12. Portanto, integrando o lado direito da expressa˜o acima (ignorando a
constante) com respeito a r obtemos uma majorac¸a˜o da forma∫ 1
0
Q(α)R(α, r)fS(α) dr ≤ Q(α)SS(α)fS(α) = T (α).
O comportamento assinto´tico de T (α) pode ser obtido combinando os Lemas




′−b∗+u em α→ 0 e
α−a−1+v em α→∞.
Das condic¸o˜es u > b∗− 1−n′ e v < a, segue que os expoentes de α acima
satisfazem
n′ − b∗ + u > −1 e − a− 1 + v < −1.
Pelo Teorema 2, conclui-se que T (α) e´ integra´vel, e portanto p(α, r|x) e´
pro´pria.
Para provar que as condic¸o˜es (36) sa˜o suficientes para que a integral da
densidade a posteriori divirja, vamos considerar uma cota inferior da forma
p(α, r|x) ≥ cQ(α)R(α, r)fI(α),
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onde c e´ uma constante positiva.
Suponha, inicialmente, que vale a ≤ −1− s ou b < −1. Nesse caso, pelo
Lema 12, temos ∫ 1
0
R(α, r) dr =∞,
para todo α ∈ (0,∞) (caso a ≤ −1 − s) ou somente num intervalo da
forma (0, α0 = −(b + 1)/n] (caso somente b < −1). Em ambos os casos, e´
poss´ıvel definir um intervalo fechado I onde a integral de R(α, r) diverge para
todo α ∈ I. Nesse intervalo I, as func¸o˜es Q e fI admitem cotas constantes
positivas, visto que sa˜o func¸o˜es cont´ınuas e positivas restritas a um domı´nio
















R(α, r) dr dα =∞.
Para completar a prova, suponha que a > −1 − s e b ≥ −1, de forma
que a integral de R(α, r) seja convergente, mas que u + ε ≤ b∗ − 1 − n′ ou
v − δ ≥ a. Nesse caso, a cota inferior para p(α, r|x) pode ser integrada com
respeito a r (ignorando a constante c), resultando em∫ 1
0
Q(α)R(α, r)fI(α) dr ≥ Q(α)SI(α)fI(α) = t(α).
O comportamento assinto´tico de t(α) e´ obtido considerando as propriedades




′−b∗+u+ε em α→ 0 e
α−a−1+v−δ em α→∞.
Por hipo´tese, u + ε ≤ b∗ − 1 − n′ ou v − δ ≥ a, de forma que os expoentes
acima satisfazem
n′ − b∗ + u+ ε ≤ −1 ou − a− 1 + v − δ ≥ −1.
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Aplicando o Teorema 2, conclui-se que a integral de t(α) em (0,∞) e´
divergente.
Por fim, observamos que, no caso ε = δ = 0, as condic¸o˜es (35) e (36)
sa˜o opostas, de forma que na˜o ha´ regia˜o de indecisa˜o acerca da propriedade
ou impropriedade de p(α, r|x) em func¸a˜o dos paraˆmetros a, b, u, v, e dos
observa´veis n′ e s. 
5.2.1 Integrabilidade de algumas densidades a posteriori especi-
ais
Nessa sec¸a˜o, veremos que o Teorema 14 permite estabelecer condic¸o˜es simples
para a convergeˆncia ou divergeˆncia das densidades especiais tratadas na sec¸a˜o
4.
Corola´rio 15. Para que a densidade a posteriori de Jeffreys seja pro´pria e´
necessa´rio e suficiente que haja pelo menos uma observac¸a˜o na˜o-nula.
Demonstrac¸a˜o. Suponha inicialmente n′ ≥ 1. Aplicando as condic¸o˜es
(35) aos paraˆmetros (23), que todas as condic¸o˜es sa˜o satisfeitas:
1. a = 1/2 > −1− s (sempre vale uma vez que s ≥ 0).
2. b = −1 ≥ −1.
3. u = −1/2 > b∗ − 1− n′ = −n′ ≤ −1.
4. v = −1/2 < a = 1/2.
Conversamente, se n′ = 0, a terceira condic¸a˜o em (36) implica a divergeˆncia:
u+ ε = 0 ≤ b∗ − 1− n′ = 0. 
Corola´rio 16. A densidade a posteriori de Jeffreys de independeˆncia e´ sem-
pre impro´pria.
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Demonstrac¸a˜o. Pela quarta condic¸a˜o em (36), aplicada aos paraˆmetros
de pJI , temos v − δ = 0 ≥ a = 0, o que implica em divergeˆncia a posteriori,
independentemente dos dados observados. 
Corola´rio 17. Para que a densidade a posteriori associada a pαβ seja con-
vergente, e´ necessa´rio e suficiente um dos dois conjuntos de condic¸o˜es a
seguir:
1. k2 = −1 e 1 < −k1 < n′ e n′ ≥ 2;
2. 1 < −k2 < 1 + s e −k2 < −k1 < 1 + n′ e n′ ≥ 1.
Demonstrac¸a˜o. Suponha inicialmente a primeira alternativa de condic¸o˜es.
Aplicando (25), temos como condic¸o˜es equivalentes:
1. a = k2 = −1 > −1− s, pois n′ ≥ 1 implica s ≥ 1.
2. b = −k2 − 2 = −1 ≥ −1.
3. u = k1 > −n′. (b∗ = 1)
4. v = k1 < −1 = k2 = a.
Supondo o segundo conjunto de condic¸o˜es, obtemos as seguinte formulac¸a˜o
equivalente:
1. a = k2 > −1− s.
2. b = −k2 − 2 > −1.
3. u = k1 > −1− n′. (b∗ = 0)
4. v = k1 < k2 = a.
Como ε = δ = 0, tratam-se de condic¸o˜es tambe´m necessa´rias para a
integrabilidade a posteriori 
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Corola´rio 18. Para que a densidade a posteriori associada a pHB seja con-
vergente, e´ necessa´rio e suficiente um dos dois conjuntos de condic¸o˜es a
seguir:
1. k1 + n
′ + 1 > 0 e k3 + s+ 1 > 0 e k3 + k4 + 1 < 0 e k3 > k1 + k2;
2. k1 + n
′ > 0 e k3 + s+ 1 > 0 e k3 + k4 + 1 = 0 e k3 > k1 + k2.
Demonstrac¸a˜o. Aplicando (26), obtemos, na primeira alternativa:
1. a = k3 > −1− s.
2. b = −k3 − k4 − 2 > −1.
3. u = k1 > −1− n′. (b∗ = 0)
4. v = k1 + k2 < k3 = a.
Na segunda alternativa:
1. a = k3 > −1− s.
2. b = −k3 − k4 − 2 = −1.
3. u = k1 > −n′. (b∗ = 1)
4. v = k1 + k2 < k3 = a.

Nota: as condic¸o˜es do Corola´rio 18 sa˜o equivalentes a`s de [12, Teorema
3.1].
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5.2.2 Observac¸a˜o sobre a integrabilidade da densidade a posteri-
ori
A propriedade da distribuic¸a˜o a posteriori dadas n observac¸o˜es independentes
tambe´m pode ser analisada sob a o´tica da coleta sequencial de dados. E´
uma consequencia do paradigma bayesiano que a expressa˜o da densidade a
posteriori pode ser escrita como













Ou seja, dada a primeira observac¸a˜o, a densidade a posteriori obtida pode ser
usada como densidade a priori para as demais observac¸o˜es, e assim se obte´m
o mesmo resultado que se obteria partindo da densidade a priori original.
Mais geralmente, vale
p(θ|x1, ..., xn) ∝
n∏
i=k+1
(p(xi|θ)) p(θ|x1, ..., xk),
para todo k ∈ {1, ..., n− 1}.
As condic¸o˜es de convergeˆncia do Teorema 14 apresentam explicitamente
essa propriedade: se as condic¸o˜es (35) sa˜o va´lidas para certos valores de
s e n′, sera˜o tambe´m va´lidas para quaisquer valores iguais ou superiores
dessas estat´ısticas. Como s e n′ na˜o decrescem quando novas observac¸o˜es
sa˜o acrescentadas a` amostra, se a densidade a posteriori associada a uma
amostra for integra´vel, enta˜o a densidade associada a uma amostra maior
tambe´m sera´.
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6 Existeˆncia de momentos para as varia´veis
latentes
O modelo hiera´rquico tambe´m pode ser visto sob a o´tica em que as varia´veis
latentes, ao inve´s de serem integradas para dar origem a um modelo sim-
ples, sa˜o considerada parte do espac¸o parame´trico. Sob esse ponto de vista
alternativo, cabe questionar a propriedade da distribuic¸a˜o a posteriori desse
vetor.
Inicialmente, vamos obter a distribuic¸a˜o de λj|x, α, r. Essa densidade sera´
utilizada tambe´m para a infereˆncia sobre os momentos de λj|x. e em seguida
vamos mostrar uma condic¸a˜o necessa´ria e suficiente para a propriedade de
λj|x.
Lema 19. A distribuic¸a˜o de λj|x, α, r e´ Gama, na forma
λj|x, α, r ∼ Gama
(
α + xj, tj/gtj(r)
)
. (37)
Demonstrac¸a˜o. A partir das densidades de Xj|λj ∼ Poisson(λjtj), λj|α, r
∼ Gama(α, (1− r)/r) e p(x|α, r), e observando que
p(λ|x, α, r) = p(λ,x|α, r)
p(x|α, r) =


















onde β = r/(1 − r). Essa densidade pode ser fatorada e simplificada, resul-
tando em





















conclui-se que a distribuic¸a˜o de λj|x, α, r e´ Gama, com paraˆmetros de forma
α + xj e escala tj/gtj(r). 
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Corola´rio 20.





Γ(α + xj + w)
Γ(α + xj)
.
6.1 Existeˆncia de momentos a posteriori de λj
O interesse dessa sec¸a˜o recai sobre a existeˆncia dos momentos a posteriori de
λj, isto e´, sobre
E[λwj |x],
onde w > 0 e´ considerado fixo. Com efeito, deseja-se saber sob que condic¸o˜es
e´ convergente a integral ∫ ∞
0
λwj p(λj|x) dλj. (38)
Essa integral pode ser escrita como∫ ∞
0
















λwj p(λj, α, r|x) dλj dr dα.
A integral interna, por sua vez, pode ser expressa como∫ ∞
0
λwj p(λj, α, r|x) dλj = p(α, r|x)
∫ ∞
0
λwj p(λj|x, α, r) dλj.
Aplicando o Corola´rio 20, conclui-se que a convergeˆncia dos momentos






Γ(α + xj + w)
Γ(α + xj)
p(α, r|x),
em relac¸a˜o a α e r.
Teorema 21. Se a densidade a priori pertence a` famı´lia (18), e´ suficiente
que a densidade a posteriori seja pro´pria para que os momentos E[λwj |x]
sejam todos finitos.
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Demonstrac¸a˜o. A expressa˜o I(α, r) pode ser escrita como






















α1−min(xj ,1) em α→ 0 e
αw em α→∞.
Como o termo gtj(r)/(rtj) e´ limitado por constantes positivas, conclu´ımos
que q(α, r) tambe´m pertence a` famı´lia (18), pois tem a forma
q(α, r) = ra+w(1− r)bfw(α, r),
onde






Assim, a integrabilidade de I(α, r) pode ser avaliada aplicando direta-
mente o Teorema 14, com as seguintes alterac¸o˜es nos paraˆmetros:
1. a −→ a+ w,
2. u −→ u+ 1−min(xj, 1),
3. v −→ v + w,
mantendo os demais inalterados. Como a densidade p(α, r|x) e´ pro´pria por
suposic¸a˜o, valem as seguintes condic¸o˜es (35): a > −1− s, u > b∗ − 1− n′ e
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v < a. Como w > 0, segue da primeira condic¸a˜o que a + w > a > −1 − s.
Segue tambe´m da u´ltima que v+w < a+w. Como 1−min(xj, 1) ≥ 0, segue
ainda que u+ 1−min(xj, 1) ≥ u > b∗ − 1− n′. Conclui-se que a integral de
I(α, r) e´ convergente. 
Nota: em alguns casos pode ocorrer que a integral de I(α, r) seja con-
vergente mesmo quando p(α, r|x) e´ impro´ria. Isso acontece, por exemplo,
com a densidade a priori de Jeffreys quando n′ = 0. Nesses casos, embora
convergente, a integral de I(α, r) na˜o pode ser interpretada estat´ısticamente
como um momento, visto que λj|x na˜o possui distribuic¸a˜o pro´pria.
6.2 Existeˆncia de momentos preditivos das varia´veis
latentes
Considere uma varia´vel λ˜ ∼ Gama(α, (1− r)/r), condicionalmente indepen-
dente de λj (j = 1, ..., n) dados α e r. Essa varia´vel representa o paraˆmetro
latente de uma observac¸a˜o futura, caso venha a realizar-se. Nessa sec¸a˜o ob-






fixado w > 0.
Teorema 22. Sob uma densidade a priori pertencente a` famı´lia (18) tal
que a correspondente densidade a posteriori e´ pro´pria, os momentos E[λ˜w|x]
existem se e somente se w ≤ b+ 1.






E[λ˜w|x, α, r]p(α, r|x) dr dα.










a existeˆncia dos momentos preditivos pode ser avaliada pela integrabilidade
da expressa˜o






O comportamento assinto´tico de W˜ (α) e´ dado pelo Lema 10:
W˜ (α) ∼
{
α em α→ 0 e
αw em α→∞.
Seguindo o argumento do Teorema 21, a integrabilidade de I˜(α, r) pode
ser avaliada aplicando diretamente o Teorema 14, com as seguintes alterac¸o˜es
nos paraˆmetros:
1. a −→ a+ w,
2. b −→ b− w,
3. u −→ u+ 1,
4. v −→ v + w,
mantendo ε e δ inalterados.
As condic¸o˜es em (35) permanecem va´lidas aplicando as alterac¸o˜es 1, 3 e
4 acima, uma vez que w > 0. Ale´m disso, se vale w ≤ b+ 1, enta˜o a segunda
alterac¸a˜o acima tambe´m mante´m as condic¸o˜es de integrabilidade va´lidas, e a
integral de I˜(α, r) converge. Por outro lado, se w > b+ 1, temos b−w < −1,
e I˜(α, r) na˜o e´ integra´vel. 
Corola´rio 23. Se b = −1, na˜o existem momentos finitos de nenhuma ordem
para λ˜|x. Em particular, a densidade a posteriori de Jeffreys na˜o possui
momentos finitos para λ˜|x.
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7 Conclusa˜o
No presente trabalho, foi estudado o modelo hiera´rquico Poisson-Gama as-
sociado a uma famı´lia (18) de densidades a priori que inclui as densidades
de Jeffreys e outras utilizadas na literatura.
A definic¸a˜o dessa famı´lia e os resultados que estabelecem condic¸o˜es su-
ficientes e necessa´rias para a integrabilidade da correspondente distribuic¸a˜o
a posteriori (Teorema 14) e para a existeˆncia de momentos das varia´veis
latentes (Teoremas 21 e 22) sa˜o contribuic¸o˜es originais.
Os principais corola´rios sa˜o as condic¸o˜es intuitivas para a integrabilidade
da distribuic¸a˜o a posteriori associada a` metodologia de Jeffreys e o resultado
que afirma que a densidade a priori de independeˆncia de Jeffreys acarreta
uma densidade a posteriori impro´pria sempre.
Uma poss´ıvel linha de pesquisa que pode se seguida a partir dos resultados
aqui obtidos consiste em estudar os algoritmos MCMC quando (i) a densidade
a posteriori e´ impro´pria e (ii) a densidade a posteriori e´ pro´pria mas os
momentos de λj na˜o existem - objetivos que na˜o foram alcanc¸ados no presente
trabalho devido a limitac¸a˜o de tempo.
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Anexo - Co´digo em “R”
O co´digo apresentado a seguir permite extrair amostras das distribuic¸o˜es a
posteriori associada a`s quatro densidades a priori estudadas como casos es-
peciais. Ale´m disso, sa˜o mostrados exemplos de uso das rotinas com base em
dois conjuntos de dados encontrados na literatura e outro gerado aleatoria-




# A func¸~ao abaixo deve ser compilada para melhorar o desempenho.
# Calculo da func¸~ao hipergeome´trica generalizada com parametros
# a=(1,1,1) e b=(b1,b2)
# Essa func¸~ao N~AO e´ vetorizada.
# Condic¸~oes de validade: b1>1, b2>1, 0<r<1
PFQ <- cmpfun(function(b1, b2, r, eps=1E-6, ret_n=FALSE)
{
if( length(b1)>1 || length(b2)>1 || length(r)>1 )
stop("argumentos devem ter tamanho um.")






s <- s * dr # s_n
S <- S + s
dr <- ((n+1)/(b1+n))*((n+1)/(b2+n))*r # d_n r
LB <- s/(1-dr)
UB <- s/(1-r)
if( (UB-LB) < 2*eps ) break
n <- n + 1
}
val <- S + (0.5*LB + 0.5*UB)
if( ret_n ) c( val=val, n=n ) else val
})
###############################################################
# Transformac¸~ao em termos de covaria´veis
# Func¸~ao vetorizada.
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# Definic¸~ao das densidades a priori utilizadas. TODAS retornam
# o log. Estas func¸~oes N~AO checam os argumentos. ’a’ e ’r’
# devem ter tamanho 1.
logpJeffreys <- function(a, r, tj, indep=FALSE)
{
rj <- g(tj, r)
Fj <- Vectorize(PFQ, "r")(2, 1 + a, rj)
-log(r) -log(1-r) + log(sum(rj))/2 +
log(sum(rj * (Fj - ifelse(indep,0,1))))/2
}
logpAlphaBeta <- function(a, r, k1, k2)
{
k1*log(a) + k2*log(r) - (k2+2)*log(1-r)
}
logpHadjicostasBerry <- function(a, r, k1, k2, k3, k4, s1, s2)
{





all(unlist(lapply(list(...), function(x) { is.numeric(x) &&
length(x)==1 && is.finite(x) } )))
}
checkAlphaBeta <- function(k1, k2)
{
if( ! allReal(k1,k2) )
stop("Para^metros inva´lidos para a priori AlphaBeta.")
}
checkHadjicostasBerry <- function(k1, k2, k3, k4, s1, s2)
{
if( ! allReal(k1,k2,k3,k4,s1,s2) )
stop(paste("Para^metros inva´lidos para a priori de",
"Hadjicostas-Berry."))
if( (s1<=0) || (s2<=0) )
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stop(paste("Os para^metros ’s1’ e ’s2’ para a priori",
"de Hadjicostas-Berry devem ser positivos."))
}
# Calcula o log da densidade a priori com checagem dos
# argumentos e vetorizacao:
logprior <- function(a, r, tj, type=c("Jeffreys", "IndJeffreys",
"AlphaBeta", "HadjicostasBerry"), ...)
{
if( ! all(is.finite(c(a, r, tj))) )
stop("Argumentos com valores inva´lidos.")
if( any(tj <= 0) ) stop("As covaria´veis devem ser positivas.")
if( length(a) != length(r) )
stop("Os argumentos ’a’ e ’r’ devem ter o mesmo tamanho.")






f <- function(i) switch(type,
Jeffreys = logpJeffreys(a[i], r[i], tj, indep=FALSE),
IndJeffreys = logpJeffreys(a[i], r[i], tj, indep=TRUE),
AlphaBeta = logpAlphaBeta(a[i], r[i], ...),
HadjicostasBerry = logpHadjicostasBerry(a[i], r[i], ...)
)
result[ok] <- vapply(which(ok), f, numeric(1))
result
}
# Log da verossimilhanc¸a:
# N~AO checa os argumentos. ’a’ e ’r’ devem ter tamanho 1.
# Vers~ao que utiliza o pacote ’stats’:
loglik <- function(a, r, tj, xj)
{
sum(dnbinom(x=xj, size=a, prob=1-g(tj,r), log=TRUE))
}
# Vers~ao "interna"
loglik2 <- function(a, r, tj, xj)
{
rj <- g(tj, r)




# Calcula a posteriori, com validac¸~ao e vetorizac¸~ao.
# a = alpha
# r = r
# tj = vetor de covaria´veis
# xj = vetor de observac¸~oes
# logp = func¸~ao que retorna o log da priori. S~ao repassados os
# argumentos ’a’, ’r’, ’tj’ e ’...’.
# Assume-se que ’logp’ e´ vetorizada em ’a’ e ’r’ e realiza a
# validac¸~ao de todos os argumentos,
# gerando erro se algum for inva´lido e retornando ’-Inf’ para
# pontos fora do suporte da densidade.





if( any(xj < 0) )
stop("As observac¸~oes n~ao podem ser negativas.")
if( length(xj) != length(tj) )
stop(paste("O nu´mero de observac¸~oes deve ser igual",
"ao de covaria´veis."))
result <- logp(a, r, tj, ...)
ok <- is.finite(result)
f <- function(i) loglik(a[i], r[i], tj, xj)
result[ok] <- result[ok] + vapply(which(ok), f, numeric(1))
result
}
# Reparametrizacao: u = log(a), v = log(r/(1-r))
# Gera a func¸~ao que retorna a mudanc¸a de coordenadas
# e o determinante jacobiano (em valor absoluto).




L <- list(a=expr_a, r=expr_r, dadu=D(expr_a, u),
drdv=D(expr_r, v), drdu=D(expr_r, u), dadv=D(expr_a, v))
f <- eval(substitute(function(u, v)list(a=a, r=r,







posteriorMCMC <- function(tj, xj, n=100, burnin=100, skip=10,
plot=TRUE, FUN=colMeans, ...)
{
phi <- changevar(a=exp(u), r=1/(exp(-v)+1))
logdens <- function(pars)
{
temp <- phi(pars[1], pars[2])
logpost(temp$a, temp$r, tj, xj, ...) + log(temp$J)
}
N <- n*skip+burnin
getMCMC <- MCMC(logdens, n=N, init=c(u=0,v=0), acc.rate=0.5,
list=FALSE)
temp <- phi(getMCMC[,"u"], getMCMC[,"v"])
result <- cbind(a=temp$a, r=temp$r)
if(plot) plot(coda::mcmc(result))
rows <- 1:N
FUN(result[(rows > burnin) & (rows %% skip == 0),])
}
###############################################################





# Dados aleato´rios (amostra com n=1000, a=7, r=0.75):
random_tj <- runif(1000, 0, 10)
random_xj <- rpois(1000, rgamma(1000, shape=7, scale=3)*random_tj)





posteriorMCMC(random_tj, random_xj, n=50, burnin=100, skip=5)
# Jeffreys de independencia:
posteriorMCMC(random_tj, random_xj, n=50, burnin=100, skip=5,
type="IndJeffreys")
# Hadjicostas-Berry:
posteriorMCMC(random_tj, random_xj, n=200, burnin=200, skip=20,
type="H", k1=-1, k2=-1, k3=-1, k4=-1, s1=1, s2=1)
# AlphaBeta
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posteriorMCMC(random_tj, random_xj, n=200, burnin=200, skip=20,
type="A", k1=-1, k2=-1)
# Dados das bombas:
# Jeffreys completa:
posteriorMCMC(pump_tj, pump_xj, n=100, burnin=200, skip=10)
# Jeffreys de independencia:
posteriorMCMC(pump_tj, pump_xj, n=100, burnin=200, skip=10,
type="IndJeffreys")
# Hadjicostas-Berry:
posteriorMCMC(pump_tj, pump_xj, n=200, burnin=200, skip=20,
type="H", k1=-1, k2=-1, k3=-1, k4=-1, s1=1, s2=1)
# AlphaBeta
posteriorMCMC(pump_tj, pump_xj, n=200, burnin=200, skip=20,
type="A", k1=-1, k2=-1)
# Dados de McFarland et al:
# Jeffreys completa:
posteriorMCMC(HB_tj, HB_xj, n=100, burnin=200, skip=10)
# Jeffreys de independencia:
posteriorMCMC(HB_tj, HB_xj, n=100, burnin=200, skip=10,
type="IndJeffreys")
# Hadjicostas-Berry:
posteriorMCMC(HB_tj, HB_xj, n=200, burnin=200, skip=20,
type="H", k1=-1, k2=-1, k3=-1, k4=-1, s1=1, s2=1)
# AlphaBeta




[1] Abramowitz, Milton; Stegun, Irene A. (1972). Handbook of Mathematical
Functions with Formulas, Graphs, and Mathematical Tables, New York:
Dover Publications, ISBN 978-0-486-61272-0.
[2] Bowman, K.O.; Shenton, L.R. (2007a). Skewness for maximum like-
lihood estimators of the negative binomial distribution. Far East Journal
of Theoretical Statistics, 22(1),103-129.
[3] Datta; Sweeting (2005). Probability Matching Priors - Research Report
252, Department of Statistical Science, University College London.
[4] NIST (2012). Digital Library of Mathematical Functions. Versa˜o 1.0.5.
http://dlmf.nist.gov/.
[5] Fienberg, Stephen E. (2006). When did bayesian inference become
“bayesian”?. Bayesian Analysis 1 (1): 1–40.
[6] Fisher, R. A. (1941). The negative binomial distribution. Annals of Eu-
genics, Volume 11, Issue 1, pages 182–187.
[7] Gelman, A.; Carlin, J. B.; Stern, H.; Rubin, D. B. (1995). Bayesian
Data Analysis. Chapman and Hall.
[8] Haldane, J.B.S. (1948). The precision of observed values of small fre-
quencies. Biometrika Volume 35, Issue 3-4 Pp. 297-300.
[9] Hartigan, J. (1964). Invariant prior distributions. Ann. Math. Statist.
Volume 35, Number 2, p. 836-845.
[10] James, B. (2004). Probabilidade: Um curso em n´ıvel intermedia´rio. Pu-
blicac¸a˜o: IMPA, ISBN: 978-85-244-0101-5.
[11] Jeffreys, H. (1946). An invariant form for the prior probability in estima-
tion problems. Proc. R. Soc. Lond. A September 24, 186 1007 453-461.
[12] Hadjicostas, P.; Berry, S. M. (1999). Improper and proper posteriors
with improper priors in a Poisson-gamma hierarchical model. TEST
Volume 8, Number 1, 147-166, DOI: 10.1007/BF02595867.
58
[13] Vihola, M. (2012). Robust adaptive Metropolis algorithm with coerced
acceptance rate. Statistics and Computing, September 2012, Volume 22,
Issue 5, pp 997-1008.
59
