We consider the function m [k] (q) that counts the number of cycle permutations of a finite field Fq of fixed length k such that their permutation polynomial has the smallest possible degree. We prove the upper-bound
Introduction
Let q be a power of a prime and denote with F q the finite field with q elements. If σ is a permutation of the elements of F q , then one can associate to σ the polynomial in F q [x] f σ (x) = c∈Fq σ(c) 1 − (x − c) q−1 .
Such a polynomial has the property that
2. The degree ∂(f σ ) ≤ q − 2 (since the sum of all the elements of F q is zero).
f σ is the unique polynomial in F q with these two properties and it is called the permutation polynomial of σ.
Permutation polynomials have increasingly attracted the attentions of various researchers in the past couple of decades. We suggest the inspiring survey papers by Rudolf Lidl and Gary Mullen [10] , [6] and [7] for an introduction to the subject.
Various cryptographic applications, including a key exchange protocol for public key cryptography based on permutation polynomials have been proposed. (see J. Levine and Joel V. Brawley [4] and R. Lidl and W. Müller [5] ).
In their paper of 1988, Rudolf Lidl and Gary Mullen [6] discuss a number of open problems regarding permutation polynomials. Among these, problem P6 asks to determine the number N d (q) of permutation polynomials of degree d where 1 ≤ d ≤ q − 2 and d q − 1. This seems to be a difficult problem at the moment. Some partial results were given by Wells in [11] . We will state his results later. See also the paper of Sergey Konyagin and the second author [3] and the results by Pinaki Das [1] .
For a given permutation σ of F q , let us denote by S σ the set of elements of F q that are moved by σ. Note that if σ and σ are conjugated, then #S σ = #S σ .
If σ is not the identity we have that ∂(f σ ) ≥ q − #S σ . To see this it is enough to note that the polynomial f σ (x) − x has as roots all the elements of F q which are not in S σ . Therefore, if not identically zero, f σ has to have degree at least q − #S σ .
Let C be a conjugation class of permutations of a finite field F q and c(C) the number of elements of F q moved by any permutation in C (that is: c(C) = #S σ for any σ ∈ C). As we just noticed, for any σ ∈ C,
An immediate consequence is that all transpositions have polynomials with degree q − 2 while the degree of a 3-cycle can be q − 2 or q − 3.
In the first paper of this series [9] we dealt with the problem of determining l C (F q ), defined as the number of permutation polynomials associated to permutations in the class C whose degree is strictly less then q − 2. There we obtained a number of formulas and estimates. For classes of permutations that move up to 6 elements we have computed closed formulas for l C (F q ). These results extend those of Wells.
In this paper we consider
e. the permutations in C for which the permutation polynomial has the minimum possible degree q − c(C)) and set m C (q) = #M C (F q ).
Let us also denote by [k] the class consisting of all the k-cycle permutations of F q . Theorem 1.1. Let ϕ be the Euler totient function. If q ≡ 1(modk) then
Next we will show the upper bound
The hypothesis char(F q ) > e (k−3)/e in Theorem 1.2 rules out the interesting case when k has approximately the same size as q. Our proof breaks down for these values of k. However we are convinced that the upper bound for m [k] (q) holds for any value of k < q.
In general, if C is any conjugation class of permutations then an analogous upper bound as the one in Theorem 1.2 can be proved for m C (q). In some cases the bounds are stronger. We have decided to restrict ourselves to the case of cycle permutations.
We will prove Theorem 1.2 in Section 3, Theorem 1.1 in section 4. Section 5 is dedicated to examples. We will consider k-cycles (k = 3, 4, 5, 6) and give detailed description of m [k] (q) in these special cases. In the last section we investigate Galois properties of the algebraic sets A k (see (4)).
Reduction to normalized permutations
A permutation σ of F q is said to be normalized 1 if σ(0) = 1. We denote by N C (F q ) the set of normalized permutations of C that have (minimal) degree q − c(C) and we set n C (q) = #N C (F q ).
Proposition 2.1. With the above notations we have
Hence if m C (q) = 0, then
1 Note that this definition of normalized permutation is different from the usual one where a permutation polynomial f (x) ∈ Fq[x] is said normalized if it is monic, such that f (0) = 0 and when the degree n of f is not divisible by the characteristic p the coefficient of x n−1 is 0.
Proof. Let A 1 (F q ) be the group of affine transformations of F q , that is the group of applications L a,b :
It is clear that #A 1 (F q ) = q(q − 1). Consider the map
Clearly Π is well defined since
Furthermore Π is surjective. This follows from the fact that, given
. To complete the proof we need to show that for every τ ∈ M C (F q ), the fibre Π −1 (τ ) has exactly c(C) elements. Indeed consider the map
Finally #Π −1 (τ ) = #S τ = c(C) and this concludes the proof. Remark. The previous proposition allows us to reduce the problem of computing m C (F q ) to the easier one of computing n C (F q ). Indeed since c(
3 From normalized permutation polynomials to affine algebraic sets. Proof of Theorem 1.2.
From definition (1) it follows that for every i = 1, . . . , q − 2, for i < q − 2, we deduce that
From these observations it follows that
Let us now specialize to the case when σ is a normalized k-cycle:
In this case
For i = 1, . . . , k − 2, define the polynomial with integer coefficients:
The degree ∂(f σ ) = q − #S σ if and only if
and all the components of x are distinct .
We are naturally lead to consider the affine algebraic set A k in A k−2 defined by the equations:
(4) Clearly A k is defined over Z and therefore over any field.
We can also write that
with components not in {0, 1}, and all distinct} .
Theorem 3.1. Let K be any algebraic closed fields and k ∈ N be an integer such that either char(K) = 0 or char(K) > e (k−3)/e . Then we have that the algebraic variety dimension
Remark. Note that the hypothesis char(K) > e (k−3)/e is not redundant. In fact it can be seen that, if p = char(K) is fixed, then
Corollary 3.1. Let K be any algebraic closed fields and k ∈ N be an integer such that either char(K) = 0 or char(K) > e (k−3)/e . Then
where the points are counted with multiplicity.
Proof of the Corollary
We apply the Theorem of Bezout (see for example the book of J. Harris [2] ) which states that if k − 2 hyper-surfaces in
, then the number of points that they have in common is given by the product of the degrees of the equations. In our case the product of the degrees is 2 · 3 · · · (k − 1) and since none of the points is "at infinity" we have the claim.
2
In order to prove Theorem 3.1, we will need the following three auxiliary lemmas:
Lemma 3.1. Let K be any field and let X 1 , . . . , X n ∈ K * . The linear system
Proof of Lemma 3.1. The proof is done by induction on n. If n = 1, then the conditions X 1 U 1 = 0 and U 1 = X 1 imply that X 1 = 0. Therefore no solution exists. Assume n ≥ 2. Let A be the matrix of the coefficients of the first n equations. Expanding the Vandermonde determinant we obtain:
If the system of equations admits a solution (u 1 , . . . , u n ), then not all the u i s can be equal to 0 otherwise the last equation cannot be satisfied. Therefore the homogeneous system given by the first n equations has to have a non trivial solution. This implies that det(A) = 0 and therefore X i = X j for some i = j.
Let us assume without loss of generality that X n = X n−1 . Now (u 1 , . . . , (u n−1 + u n )) is a solution of the system
which is a contradiction to the inductive hypothesis.
2 Lemma 3.2. Let A = (a ij ) be a t × t matrix with integer entries such that the following properties hold:
1. For all i, j = 1, . . . , t, i = j, a ii > 0, a ij ≤ 0 (i.e. the elements in the diagonal of A are strictly positive and those outside are negative);
2. For every i = 1, . . . , t there exists j = i such that a ij = 0 (i.e. every row has a a least a non zero entry outside the diagonal);
a ij ≥ 0 and there exists j with
the sum of the elements in every column is positive and for at least one column is strictly positive).
Proof of Lemma 3.2. We proceed by induction on t. Finally det(A) > 0. The inequality det(A) ≤ a 11 a 22 follows from the first hypothesis. Assume now that t ≥ 3 and also assume without loss of generality that
. . A t are the rows of A, then consider that matrix:
where B = (b ij ), i, j = 2, . . . , t and
It is clear that a t−1 11 det(A) = a 11 det(B). We claim that B verifies the hypothesis of the Lemma and therefore, as a j1 a 1j ≥ 0 for j = 2 . . . t, by induction
and this implies the claim.
Let us check that B verifies the hypothesis of the Lemma:
since it is the sum of two negative numbers.
2. For every i = 2, . . . , t, let j = i be such that a ij = 0. Then b ij ≤ a 11 a ij < 0 is also non-zero. The following lemma is a standard application of Calculus Lemma 3.3. If T ∈ N is given, then
Consider
where e is the Napier constant.
Proof of Lemma 3.3 Since the arithmetic mean always bounds the geometric mean, we have
The real variable function on the right hand side above has a maximum for s = T /e. The result follows from the fact that for T ≥ 3,
Proof of Theorem 3.1. The proof will proceed as follows: We denote by V k the projective variety in P k−2 corresponding to A k .
To prove that V k (K) is 0-dimensional. we will show that it has no points of intersection with the projective hyper-plane "at infinity" X 0 = 0. Indeed note that if V k (K) contains a positive dimensional sub-variety, then it has to have non empty intersection with any plane. In particular, if we substitute X 0 = 0 in (6) we should obtain some nontrivial solutions. We will see that this is impossible and that the only solution is (X 1 , . . . , X k−2 ) = (0, . . . , 0).
Assume that k > 3, otherwise the statement can be verified directly and also follows from the work of Wells [11] (see (9) below) and let n = k − 2. If n = 2, then we have the equation
which is quickly seen to have as solutions only (X 1 , X 2 ) = (0, 0) over any field.
Assume n ≥ 3 and let (X 1 , . . . , X n ) = (0, . . . , 0) be a non trivial solution. We can assume that X 1 = 0 otherwise we would have a non trivial solution (X 2 , . . . , X n ) that we rule out by induction. For the same reason we can assume that X n = 0 and that X i = X i+1 for i = 1, . . . , n − 1.
Let us rewrite the equations in the following way:
Note that the first matrix has determinant
while the second has determinant 1. This immediately implies that the first matrix has to have determinant equal to 0 otherwise we would obtain the contradiction that (X 1 , . . . , X n ) = (0, . . . , 0)
By setting U i = X i − X i+1 , if i < n and U n = X n , and applying Lemma 3.1, we obtain that at least one of the X i = 0. Now let us relabel the set {X 1 , X 2 , . . . , X n } ⊆ K as {y 1 , y 2 , . . . , y t , 0} in such a way that 1. y 1 , . . . , y t are all distinct; 2. y 1 , . . . , y t are all not zero; 3. For every s ∈ {1, . . . , n} there exists i ∈ {1, . . . , t} such that X s = y i .
Let us also assume that y 1 = X 1 and note that t ≤ n − 1. Now consider the first t equations of (6) and replace (X 1 , . . . , X n ) with (y 1 , . . . , y t ), so that
where for i = 1, . . . , t,
Let A = (a ij ) be the t × t matrix with integer entries defined by (8) andÂ be the matrix obtained by A and reducing the entries in K where we assume that either char(K) = 0 or char(K) > e (k−3)/e . Note that a ii ≥ 2 otherwise one row of A would contain only one 1 and possibly one −1 and this would imply the contradiction that either two y i s are equal or one y i is zero.
The relations (7) can be written as
Since the first matrix has determinant
we deduce thatÂ
we want to obtain a contradiction by showing that det(Â) = 0. We will do this by applying Lemma 3.2 to A which will give 0 < det A ≤ a 11 · · · a tt and since
we have by Lemma 3.3 that
Therefore det(Â) = 0 which implies the claim. The only thing left to show is that A satisfies the hypothesis of Lemma 3.2: the first hypothesis is immediately verified by the definition of the matrix A in (8) . Similarly the second hypothesis follows from the fact that if all the elements outside the diagonal were 0 this would imply that a ii y i = 0 ∈ K and since a ii < n < char(K), a ii = 0 would give a contradiction.
Let us check that the third hypothesis holds. Indeed by (8) ,
where j = 1 if j = 1 and 0 otherwise. It follows that the sum of the elements in the first column is strictly positive. This concludes the proof of the Theorem. 2 Proof of Theorem 1.2. Apply the Corollary to Theorem 3.1 with K = F q . For char(F q ) > e (k−3)/e , we have the bound
Finally, from (5) and from Proposition 2.1 we obtain
and this concludes the proof of Theorem 1.2. We want to prove Theorem 1.1 by producing, in the case
Let us start noticing that the condition q ≡ 1 (mod k) implies that F q contains all the k-th roots of unity and that they are all distinct. Denote by ζ a primitive k-th root of unity in F q . Consider the normalized k-cycle:
Clearly as ζ varies among the ϕ(k) primitive k-roots of unity, we obtain distinct normalized k-cycles. We want to check that ∂(
Interchange the two sums of the last equation and observe that, since t + 1 ≤ i + 1 ≤ k − 1 and ζ is primitive, we have
Now use the fact that ζ k−1 = ζ −1 . The above becomes Remark. We will call the permutations σ ζ cyclotomic permutations. In the case k = 3, Theorem 1.2 gives that N [3] (F q ) ≤ 2 3 q(q − 1) while Theorem 1.1 gives that if q ≡ 1 (mod 3), then N [3] (F q ) ≥ 2 3 q(q − 1). Therefore all normalized 3-cycles are cyclotomic permutations if q ≡ 1 (mod 3). On the other hand in 1969, C. Wells [11] proved the formula
Our results can be seen as generalizations of the above. Note that in [11, page 50] there is a missprint in the case q ≡ 0 (mod 3) where the claim that N [3] (3 n ) = 3 n (3 n − 1) should be corrected into N [3] (3 n ) = 3 n−1 (3 n − 1) as all possible 3-cycles permutations are
which for all choices of a, b ∈ F 3 n give rise to the above amount of permutations.
Numerical examples: the number of k-cycles
with minimal degree for k ≤ 6
In this Section we consider the specific examples of 4, 5 and 6-cycles. The case of 3-cycles has been analyzed with by Wells [11] (see the Remark in the previous section).
Computation of m [4] (q)
We will prove the following:
Theorem 5.1. Let m [4] (F q ) be the number of 4-cycle permutations of F q such that their permutation polynomial has minimal degree q −4. Then, if (q, 10) = 1,
(mod 20)
Remark. From (2) it follows that the degree of a 4-cycle permutation polynomial can either be q − 2, q − 3 or q − 4. In [9] we proved that the number of 4-cycle permutation polynomials over F q with degree strictly less then q − 3 is
This result together with Theorem 5.1 provides complete information of the number of 4-cycles of each given degree.
Proof of Theorem 5.1. From Proposition 2.1, we have that
and from (5) it follows that
where
The resultant R with respect to the variable y of the two equations defining
Now denote by h 1 (x) the first factor and by h 2 (x) the second. The resultant of h 1 and h 2 is equal to 5. Therefore, if (q, 5) = 1, h 1 and h 2 will never have common roots.
The number of roots of h 1 (x) is
Furthermore, if q ≡ 1 (mod 4) and ι = √ −1 is a primitive 4-th root of unity in F * q , from the roots of h 1 we can construct the two points of
These points give rise to the two distinct (normalized) cyclotomic permutations:
If q is even, then the root x = 0 of h 1 gives the point (0, 1) ∈ F 2 n that leads to no permutation polynomials.
Let us now deal with h 2 . We claim that the number of roots of h 2 is
Indeed a calculation shows that if ζ is a primitive 5-th root of unity in F q , then
Hence (12) follows. If q ≡ 1 (mod 5) and x i is a root of h 2 then a computation shows that
2 − x i 3 is the only value for which (x i , y i ) ∈ A 4 (F q ). The conditions x i = 0 or x i = 1 are never satisfied since h 2 (0) = 1 and h 2 (1) = 1 and the other conditions
are also never satisfied. This is easily checked by some computation. For example the condition y i = 0 can be checked by calculating the resultant between h 2 (x) and 1 − 2 x + x 2 − x 3 . This resultant is equal to 1.
Putting together (10) and (12), and working out the various congruence relations modulo 20, we obtain the claim for characteristic different from 2 and 5.
Let us now deal with the case when q = 5 n . The two roots of h 1 (y) will provide the two points of A 4 (F 5 n ) (3, 2) and (4, 3), while
has only one root x 1 = 3 which gives y 1 = 2, but the point (2, 3) ∈ A 4 (F 5 n ) has already been counted. Therefore #A 4 (F 5 n ) = 2.
Finally let us deal with the case when q = 2 n . The root x = 0 of h 1 (x) has to be excluded and h 2 (x) provides 4 distinct points if 2 n ≡ 1 (mod 5) (i.e. n|4). This concludes the proof of the Theorem. Remark. We want to summarize the process that we used to construct all the points in A 4 (F q ) since we will adopt the same approach in the following examples.
We have decomposed
where the union is disjoint except in the case 5|q;
2. We have checked that the coordinates of each point of A 4 (F q ) were distinct and different from 0 or 1. This has always been the case except when 2|q.
3. If (q, 10) = 1, then the number m [4] (q) is q(q − 1)/4 times n 1 + n 2 where n 1 is the number of points in A 4 (F q ( √ −1)) and n 2 is the number of points in A 4 (F q (ζ 5 )).
Note that for every prime p = 2, 5, n 1 is the number of prime ideals of Q( √ −1) over p and n 2 is the number of prime ideals of Q(ζ 5 ) over p. This property suggests to first look at A 4 (Q) and then consider the reduction in the various finite fields. We will follow this approach in the sequel. [5] (q).
Computation of m
We will prove the following: Theorem 5.2. Let q be a power of a prime p which is not in the set {2, 13, 61, 3719, 3100067}.
Where .
Proof. Again we start from the formula:
Let us first compute A 5 (Q). From Theorem 3.1 we know that #A 5 (Q) = 24. Furthermore 4 points of A 5 (Q) are the cyclotomic ones (1 + ζ j , 1 + ζ j + ζ 2j , 1 + ζ j + ζ 2j + ζ 3j ), ζ = e 2πi/5 , j = 1, 2, 3, 4.
We solve the system of equations defining A 5 in the following way. Consider H 2 − (z + y)H 1 = 0 and note that we can solve it for z obtaining z = x 3 − 2 x 2 y + xy 2 + xy − x − y + 1
Similarly, consider H 3 − zH 2 − y 2 H 1 = 0. Also here we can solve it for z obtaining: z = x 4 − x 3 y − x 2 y 2 + xy 3 + xy 2 − y 2 − x + 1
Now, subtracting H 3 − z 2 H 1 − yH 2 = 0, we can solve it for z 2 obtaining: z 2 = x 4 − 2 x 3 y + x 2 y 2 + xy − x − y + 1
Replacing z 2 in H 1 with the right hand side of (16) and z with the right hand side of (14) we obtain (after simplification): where s i is the number of roots of f i in F q .
6 Conclusion
The complete computations of A 7 is out of our reach at the present. It is natural to ask whether the construction of the present paper can be extended to more general classes of permutations. The answer is yes. Indeed if C is any partition with parts larger then 1, then one can define an algebraic set A C analogue to A k . The connection with normalized permutation polynomials with minimal degree can be established also in this more general setting. However the extensions of Theorem 1.2 and Theorem 1.1 are not straightforward. We expect in some cases stronger estimates to hold. For example it can be shown that m [2 3] (F q ) ≤ 2q(q − 1).
Numerical examples indicate interesting arithmetical properties. For these reasons we have decided to dedicate a future paper to general classes of permutation.
