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Με τθν πάροδο των χρόνων, ο όγκοσ των δεδομζνων που πρζπει να 
υποβλθκοφν ςε επεξεργαςία ολοζνα και αυξάνεται. Κατά ςυνζπεια, χρειάηεται να 
βρεκοφν αποδοτικοί τρόποι τθσ διαχείριςθσ αυτοφ του μεγάλου όγκου δεδομζνων. 
Ζνα από τα κεμελιϊδθ ερωτιματα, το οποίο είναι υπολογιςτικά ακριβό, είναι το 
ερϊτθμα όλων των k-κοντινότερων γειτόνων (ΑkNN). Το ερϊτθμα AkNN βρίςκει για 
κάκε ςθμείο που ανικει ςε ζνα dataset A, τουσ k κοντινότερουσ γείτονζσ του από 
ζνα άλλο dataset B. Το AkNN είναι ζνα από τα βαςικά ερωτιματα που εμφανίηεται 
ςε πολλζσ εφαρμογζσ (π.χ. τα GIS και θ επεξεργαςία εικόνασ) που απαιτοφν 
λειτουργίεσ εξόρυξθσ δεδομζνων, όπωσ τθν κατθγοριοποίθςθ και τθν 
παλινδρόμθςθ. Σε αυτι τθν εργαςία κα προςπακιςουμε να βελτιϊςουμε τον 
υπολογιςμό των AkNN ερωτθμάτων με αντικείμενα 2 διαςτάςεων και κα 
παρουςιάςουμε 3 νζεσ παραλλαγζσ αλγορίκμων για το Join και Self-Join ΑkNN. Ο 
πρϊτοσ αλγόρικμοσ αναηθτά γείτονεσ εναλλάξ αριςτερά και δεξιά από κάκε ςθμείο 
του οποίου ψάχνουμε τουσ γείτονεσ, ενϊ οι άλλοι 2 βαςίηονται ςτθν αποικοδόμθςθ 
του χϊρου. Ο ζνασ χωρίηει το χϊρο ςε λωρίδεσ, ζτςι ϊςτε κάκε λωρίδα να ζχει το 
ίδιο φψοσ και ο άλλοσ χωρίηει το χϊρο ςε λωρίδεσ με ίδιο αρικμό αντικειμζνων. 
Τζλοσ, αξιολογοφμε τουσ αλγορίκμουσ αυτοφσ μζςω πειραμάτων με πραγματικά 


















During the last years, the amount of data that needs to be processed is vastly 
increasing. Thus, we need to find efficient ways of manipulating such amount of 
data. One of the basic queries, which is computationally expensive, is the All-k-
Nearest-Neighbor query (AkNN). An AkNN query finds from a given object set A, k 
nearest neighbors for each object in a specified query set B. Τhe AkNN is a basic 
query that is common in many applications (e.g. in GIS and image analysis) that 
require data mining functions such as classification and regression. In this paper we 
will try to improve the computation of the AkNN queries with 2-dimensional objects 
and we will present the implementation of 3 new variations of algorithms for the 
Join and Self-Join AkNN. The first one is searching for neighbors alternately on the 
right and on the left side of each object that we are searching for its neighbors, and 
the other 2 are based on space decomposition. The one divides the area in strips, in 
order that each strip has the same height and the second one divides the area in 
strips that have the same amount of objects. Finally, the implementations are 
evaluated through a process of experiments using real data sets, and then we 
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Στθν εποχι μασ οι βάςεισ δεδομζνων είναι ιδιαίτερα χριςιμεσ και αναγκαίεσ 
για τθ διαχείριςθ δεδομζνων με ςκοπό τθν επίλυςθ πολλϊν προβλθμάτων. 
Χρθςιμοποιοφνται για να αποκθκεφουν διάφορα δεδομζνα όπωσ ςελίδεσ ιςτοφ, 
ςυλλογζσ γονιδιωμάτων, ςχζδια από τςιπάκια, βίντεο, δορυφορικζσ εικόνεσ, 
μουςικι ι χάρτεσ *1+. Με τθν ευρεία χριςθ τουσ, υπάρχει θ ανάγκθ για 
περιςςότερεσ τεχνικζσ αποδοτικισ διαχείριςισ τουσ, ςυνδυάηοντασ κλαςικζσ αλλά 
και εξειδικευμζνεσ προςεγγίςεισ ςτα διάφορα είδθ δεδομζνων. Ραρ’ όλα αυτά οι 
βαςικζσ λειτουργίεσ των Βάςεων Δεδομζνων, δθλαδι θ αποδοτικι αποκικευςθ 
δεδομζνων και οι ποικίλεσ αναηθτιςεισ αυτϊν δεν ζχουν αλλάξει. Συνεπϊσ, χριηουν 
εφρεςθσ νζοι βελτιςτοποιθμζνοι αλγόρικμοι για πιο γριγορθ απόκριςθ ςτισ 
αναηθτιςεισ, κακϊσ όςο αυξάνεται θ πολυπλοκότθτα και το μζγεκοσ των 
δεδομζνων, τόςο περιςςότερο αυξάνεται και ο χρόνοσ αναηιτθςθσ.  
 
1.1 ΦΨΡΙΚΕ΢ ΒΑ΢ΕΙ΢ ΔΕΔΟΜΕΝΨΝ 
Οι χωρικζσ βάςεισ δεδομζνων προςφζρουν τθν αποκικευςθ χωρικϊν 
δεδομζνων (όπωσ ςθμεία, γραμμζσ, ςχιματα, περιοχζσ), χρθςιμοποιϊντασ μια 
γλϊςςα αναηιτθςθσ για ευριματα χωρικϊν ςυντεταγμζνων, τεχνικζσ κατάταξθσ των 
δεδομζνων ςε πίνακεσ κακϊσ και αποδοτικι επεξεργαςία χωρικϊν αναηθτιςεων 
*2+. Με τα χρόνια, οι χωρικζσ βάςεισ δεδομζνων ζχουν εξελιχκεί αιςκθτά, 
καταλιγοντασ να ζχουν πολφ περιςςότερεσ δυνατότθτεσ ςιμερα ϊςτε να 
διαχειρίηονται πιο πολφπλοκουσ τφπουσ χωρικϊν δεδομζνων και να εκτελοφν 
πολλοφσ νζουσ αλγόρικμουσ. 
Τα ςυςτιματα διαχείριςθσ βάςεων δεδομζνων αποκθκεφουν και διατθροφν 
μεγάλεσ ςυλλογζσ από πολυδιάςτατα δεδομζνα. Ραλαιότερεσ ζρευνεσ επάνω ςτισ 
χωρικζσ βάςεισ δεδομζνων εςτίαςαν ςτθν αξιολόγθςθ των ςυνθκιςμζνων τφπων 
αναηθτιςεων, όπωσ τα range queries [3] (π.χ. βρείτε όλα τα αντικείμενα που 
τζμνουν ι εμπεριζχονται ςε μία χωρικι περιοχι), τισ spatial joins [4] (π.χ. βρείτε όλα 
τα ηευγάρια αντικειμζνων από 2 ςετ δεδομζνων που ικανοποιοφν ζνα χωρικό 
εφρθμα)  και τα ερωτιματα κοντινότερων γειτόνων *5+ (π.χ. βρείτε το πιο κοντινό 
αντικείμενο από ζνα ςθμείο αναφοράσ ι από ζνα άλλο αντικείμενο). Τα 
αποτελζςματα ζδειξαν ότι υπάρχει χϊροσ για ζρευνα ςε αυτά τα κομμάτια, κακϊσ 
υπάρχει ανάγκθ για πιο γριγορουσ και αποδοτικοφσ αλγόρικμουσ που απαντοφν ςε 
τζτοιουσ είδουσ ερωτιματα, ιδιαίτερα εξαιτίασ του μεγάλου ρυκμοφ αφξθςθσ τθσ 
πολυπλοκότθτασ των χωρικϊν δεδομζνων. 
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1.2 ΕΥΑΡΜΟΓΕ΢ ΣΨΝ ΦΨΡΙΚΨΝ ΒΑ΢ΕΨΝ ΔΕΔΟΜΕΝΨΝ 
Από όλων των ειδϊν τα εξειδικευμζνα δεδομζνα που διαχειρίηονται οι 
ςθμερινζσ βάςεισ δεδομζνων, τα χωρικά δεδομζνα εμφανίηονται ςε πολλζσ 
εφαρμογζσ. Σε αυτζσ ςυμπεριλαμβάνονται τα ςυςτιματα γεωγραφικϊν 
πλθροφοριϊν (GIS), ο ςχεδιαςμόσ με τθ βοικεια υπολογιςτι (CAD), θ ρομποτικι,  θ 
επεξεργαςία εικόνασ και τα VLSI. Για όλεσ αυτζσ τισ εφαρμογζσ, πυρινασ τουσ είναι 
τα χωρικά αντικείμενα τα οποία πρζπει να ταξινομθκοφν, να αναηθτθκοφν και να 
απεικονιςτοφν.  
Σφμφωνα με το βιβλίο *1+, υπάρχει μια ολοζνα αυξανόμενθ ανάγκθ για 
εξειδικευμζνεσ τεχνικζσ για τθ διαχείριςθ των χωρικϊν αυτϊν αντικειμζνων και 
αυτό δθμιουργεί ζνα ερευνθτικό κενό ςτθν περιοχι των χωρικϊν βάςεων 
δεδομζνων. Σε ςχετικά ςφντομο χρονικό διάςτθμα οι χωρικζσ βάςεισ δεδομζνων 
ανζπτυξαν περιεκτικζσ τεχνολογικζσ μεκόδουσ, ςυμπεριλαμβανομζνων των 
αναπαραςτάςεων χωρικϊν αντικειμζνων, χωρικι πρόςβαςθ ςε μεκόδουσ για 
γριγορθ ανάκτθςθ, ειδικζσ γλϊςςεσ αναηιτθςθσ και αλγόρικμουσ 
προςαρμοςμζνουσ ςε γειτονικζσ επιςτθμονικζσ περιοχζσ, όπωσ θ υπολογιςτικι 
γεωμετρία *1+. 
 
1.3 ΑΝΑΖΗΣΗ΢ΕΙ΢ Κ-ΚΟΝΣΙΝΟΣΕΡΨΝ ΓΕΙΣΟΝΨΝ 
Οι αναηθτιςεισ κ-κοντινότερων γειτόνων (kNN) είναι μθ παραμετρικζσ 
μζκοδοι που χρθςιμοποιοφνται για ταξινόμθςθ (classification) και παλινδρόμθςθ 
(regression) [7]. Στθν ταξινόμθςθ, το αντικείμενο κατατάςςεται ςφμφωνα με τθν 
πλειονότθτα των ψιφων των κ-κοντινότερων γειτόνων του, με αποτζλεςμα να 
ενςωματωκεί ςτθν κλάςθ ςτθν οποία ανικουν οι περιςςότεροι γείτονζσ του (θ 
παράμετροσ κ είναι ζνασ κετικόσ ακζραιοσ αρικμόσ, ςυνικωσ μικρόσ). Στθν 
περίπτωςθ που το κ = 1, τότε το αντικείμενο ενςωματϊνεται ςτθν κλάςθ που ανικει 
το πιο κοντινό αντικείμενο προσ αυτό. Στθν οπιςκοδρόμθςθ, το output είναι μια 
τιμι βάρουσ για το αντικείμενο. Θ τιμι αυτι είναι ο μζςοσ όροσ των τιμϊν των κ-
κοντινότερων γειτόνων του. 
 Οι κφριοι αλγόρικμοι που κα εξετάςουμε ςε αυτι τθν εργαςία είναι α) θ 
αναηιτθςθ όλων των κ-κοντινότερων γειτόνων από ζνα dataset (self-join) και β) θ 
αναηιτθςθ όλων των κ-κοντινότερων γειτόνων από 2 διαφορετικά datasets (join). 
Δεδομζνων 2 datasets Α και Β τα οποία περιζχουν χωρικά αντικείμενα, θ αναηιτθςθ 
όλων των κ-κοντινότερων γειτόνων (AkNN) επιςτρζφει για κάκε αντικείμενο ςτο 
dataset A τουσ κ-κοντινότερουσ γείτονεσ του από το dataset B [8]. Υπάρχει επίςθσ 
και θ self-join τροποποίθςθ, κατά τθν οποία το dataset είναι ζνα και για κάκε 
αντικείμενο επιςτρζφεται ζνα group αντικειμζνων από τι ίδιο dataset. 
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1.4 ΕΥΑΡΜΟΓΕ΢ ΑΝΑΖΗΣΗ΢ΕΨΝ Κ-ΚΟΝΣΙΝΟΣΕΡΨΝ ΓΕΙΣΟΝΨΝ 
 Υπάρχουν πολυάρικμεσ εφαρμογζσ των αλγορίκμων τφπου k-κοντινότερων 
γειτόνων και κάκε μζρα υπάρχουν νζα προβλιματα που εμφανίηονται και μποροφν 
να αντιμετωπιςτοφν με τζτοιου είδουσ αλγόρικμουσ. Κατ’ αρχάσ χρθςιμοποιοφνται 
ευρζωσ ςε ςυςτιματα που βαςίηονται ςε τοποκεςία όπωσ το GIS, παρζχοντασ ζναν 
γριγορο και αποδοτικό τρόπο εφρεςθσ τοποκεςιϊν που βρίςκονται κοντά ςε ζνα 
ςθμείο ι αντικείμενο. Ιδίωσ ςτισ εφαρμογζσ πραγματικοφ χρόνου, ο αλγόρικμοσ 
πρζπει να είναι όςο γρθγορότεροσ γίνεται και ςυνεπϊσ, ακόμα και μια μικρι 
βελτίωςθ ςτον χρόνο εκτζλεςθσ του ιδθ υπάρχοντοσ αλγορίκμου είναι πολφ 
ςθμαντικι. 
 Επίςθσ, οι αλγόρικμοι τφπου k-κοντινότερων γειτόνων μποροφν να 
εφαρμοςτοφν επιτυχϊσ ςτα προβλιματα ιατρικισ διάγνωςθσ. Για παράδειγμα 
μποροφν να χρθςιμοποιθκοφν για τθ διάγνωςθ των καρκινικϊν κυττάρων του 
ςτικουσ εντοπίηοντασ παρόμοια καρκινικά κφτταρα *9+. Επίςθσ ζχει αποδειχτεί ότι 
ςτθν ιατρικι εξόρυξθ δεδομζνων ο kNN αλγόρικμοσ αυξάνει τθν ακρίβεια τθσ 
διάγνωςθσ και βρίςκει τισ κρυφζσ πλθροφορίεσ από τισ ιατρικζσ καταγραφζσ πιο 
αποδοτικά. Αυτοφ του είδουσ τα δεδομζνα περιζχουν κρυμμζνα πρότυπα και 
ςχζςεισ, τα οποία μποροφν να οδθγιςουν ςε πιο ςωςτι διάγνωςθ και ςυνεπϊσ τθν 
πιο αποτελεςματικι κεραπεία *10+. 
 Τζλοσ, ςε όποιο πρόβλθμα χρειάηεται classification, οι αλγόρικμοι k-
κοντινότερων γειτόνων μποροφν να λφςουν το πρόβλθμα. Άλλεσ χριςεισ που ζχουν 
είναι ςτθν υπολογιςτικι γεωμετρία, για data reduction, ςτα high dimensional 
spaces, κ.ά. 
 
1.5 ΔΟΜΗ ΣΗ΢ ΕΡΓΑ΢ΙΑ΢ 
 Σε αυτι τθν εργαςία εξετάηονται αλγόρικμοι που απαντοφν ςτα ερωτιματα 
τφπου k-κοντινότερων γειτόνων. Οι 9 αλγόρικμοι που υλοποιικθκαν ςυνολικά είναι 
οι εξισ:  
 Brute-force για αναηιτθςθ k-κοντινότερων γειτόνων από όλα τα αντικείμενα 
που ανικουν ςε ζνα dataset. 
 Plane-sweep για αναηιτθςθ k-κοντινότερων γειτόνων από όλα αντικείμενα 
που ανικουν ςε ζνα dataset. 
 Plane-sweep με αναηιτθςθ εναλλάξ για αναηιτθςθ k-κοντινότερων γειτόνων 
από όλα τα αντικείμενα που ανικουν ςε ζνα dataset. 
 Plane-sweep με χωριςμό ςε λωρίδεσ ςτακεροφ φψουσ για αναηιτθςθ k-
κοντινότερων γειτόνων από όλα τα αντικείμενα που ανικουν ςε ζνα dataset. 
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 Plane-sweep με χωριςμό ςε λωρίδεσ ςτακεροφ αρικμοφ αντικειμζνων για 
αναηιτθςθ k-κοντινότερων γειτόνων από όλα τα αντικείμενα που ανικουν 
ςε ζνα dataset. 
 Brute-force για αναηιτθςθ των k-κοντινότερων γειτόνων ενόσ dataset από 
όλα τα αντικείμενα ενόσ άλλου dataset. 
 Plane-sweep με αναηιτθςθ εναλλάξ για αναηιτθςθ των k-κοντινότερων 
γειτόνων ενόσ dataset από όλα τα αντικείμενα ενόσ άλλου dataset. 
 Plane-sweep με χωριςμό ςε λωρίδεσ ςτακεροφ φψουσ για αναηιτθςθ των k-
κοντινότερων γειτόνων ενόσ dataset από όλα τα αντικείμενα ενόσ άλλου 
dataset. 
 Plane-sweep με χωριςμό ςε λωρίδεσ ςτακεροφ αρικμοφ αντικειμζνων για 
αναηιτθςθ των k-κοντινότερων γειτόνων ενόσ dataset από όλα τα 
αντικείμενα ενόσ άλλου dataset. 
Ο κϊδικασ γράφτθκε ςτο ολοκλθρωμζνο περιβάλλον προγραμματιςμοφ 
Code::Blocks[11] ςε windows, με γλϊςςα προγραμματιςμοφ τθν C και με compiler 
τον GNU GCC[12] για καλφτερθ ςυμβατότθτα με το linux περιβάλλον. Οι παραπάνω 
αλγόρικμοι κα περιγραφοφν  εκτενϊσ ςτο 2ο  κεφάλαιο. Στο 3ο κεφάλαιο κα δοφμε 
αναλυτικά τθν υλοποίθςι τουσ. Ζπειτα κα παρουςιάςουμε τα πειραματικά 
αποτελζςματα των αλγορίκμων αυτϊν ςτο 4ο κεφάλαιο, δοκιμάηοντασ διαφορετικζσ 
παραμζτρουσ, ϊςτε να φανοφν τα προτεριματα και τα μειονεκτιματα κακενόσ από 
αυτοφσ. Τζλοσ, ςτο 5ο κεφάλαιο ζχουμε τθ ςφγκριςθ όλων αυτϊν των αλγορίκμων 
μαηί τα εξαγόμενα ςυμπεράςματα, αλλά και κάποιουσ ςτόχουσ για τθ μελλοντικι 














2. ΠΕΡΙΓΡΑΥΗ ΣΨΝ ΕΡΨΣΗΜΑΣΨΝ 
ΚΑΙ ΣΨΝ ΤΛΟΠΟΙΗΜΕΝΨΝ 
ΑΛΓΟΡΙΘΜΨΝ 
 
Σε αυτό το κεφάλαιο κα εξθγιςουμε το είδοσ των ερωτθμάτων που κζλουμε να 
επιλφςουμε και ζπειτα κα περιγράψουμε τουσ αλγόρικμουσ που υλοποιικθκαν. 
 
2.1 ΠΕΡΙΓΡΑΥΗ SELF-JOIN K-ΚΟΝΣΙΝΟΣΕΡΨΝ ΓΕΙΣΟΝΨΝ 
 Το πρϊτο ερϊτθμα που κζλουμε να απαντιςουμε είναι το AkNN self-join, 
δθλαδι κζλουμε να βροφμε όλουσ τουσ k-κοντινότερουσ γείτονεσ για κάκε ζνα 
ςθμείο από ζνα ςφνολο ςθμείων που εμπεριζχονται μζςα ςε ζνα dataset. Στο Σχιμα 
1. βλζπουμε ζνα παράδειγμα όπου k=3, κζλουμε δθλαδι για κάκε ςθμείο να 
βροφμε τα 3 πιο κοντινά ςθμεία προσ αυτό. Ζςτω ότι ζχουμε ιδθ βρει τουσ 3 πιο 
κοντινοφσ γείτονεσ για τα ςθμεία Α,Β,C και D και τϊρα ελζγχουμε το ςθμείο E. 
Ραρατθροφμε ότι τα 3 πιο κοντινά ςθμεία ωσ προσ το ςθμείο Ε, είναι το D, C και το 
F. Κάνουμε αυτι τθ διαδικαςία για όλα τα ςθμεία και καταλιγουμε ςτο τζλοσ ςτον 
πίνακα 1.  Σθμειϊνουμε ότι εάν ζνα ςθμείο είναι ζνασ από τουσ 3 κοντινότερουσ 
γείτονεσ ενόσ άλλου ςθμείου, αυτό δε ςθμαίνει και το αντίςτροφο. Για παράδειγμα 










































Α B C E 
Β C D E 
C A D E 
D C E F 
E C D F 
F D E H 
G E I J 
H D F I 
I F H J 
J G I F 
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2.2 ΠΕΡΙΓΡΑΥΗ JOIN K-ΚΟΝΣΙΝΟΣΕΡΨΝ ΓΕΙΣΟΝΨΝ 
Το δεφτερο ερϊτθμα που κζλουμε να απαντιςουμε είναι το AkNN join, 
δθλαδι για κάκε ςθμείο από ζνα dataset A κζλουμε να βροφμε τα k πιο κοντινά 
ςθμεία ωσ προσ αυτό, τα οποία ανικουν ςε ζνα dataset Β. Στο Σχιμα 2. βλζπουμε 
ζνα παράδειγμα όπου και πάλι k=3, κζλουμε δθλαδι για κάκε μπλε ςθμείο (dataset 
A) να βροφμε τα 3 πιο κοντινά κόκκινα ςθμεία (dataset B) προσ αυτό. Ζςτω ότι 
ζχουμε ιδθ βρει τουσ 3 πιο κοντινοφσ γείτονεσ των μπλε ςθμείων Α και Β και 
ψάχνουμε του Ε. Φαίνεται ότι τα κόκκινα ςθμεία που βρίςκονται πιο κοντά ςτο Ε 
είναι το C, B και G. Οπότε, κάνοντασ τθν ίδια διαδικαςία για όλα τα μπλε ςθμεία 
καταλιγουμε ςτον Ρίνακα 2. Σθμειϊνουμε ότι τα dataset A και B είναι ανεξάρτθτα 


















Πίνακας 2. Ραράδειγμα αποκικευςθσ των 3-κοντινότερων γειτόνων join 
Σημείο Κοντινότεροι 
γείτονες 
Α C D G 
Β C D G 
E C D G 
F D H I 
J G H I 
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2.3 ΠΕΡΙΓΡΑΥΗ BRUTE-FORCE (SELF-JOIN & JOIN) 
 Ο αλγόρικμοσ brute-force υλοποιικθκε για self-join και για join ερωτιματα. 
Είναι ο πιο απλόσ αλγόρικμοσ προγραμματιςτικά αλλά ο πιο χρονοβόροσ 
εκτελεςτικά κακϊσ κάνει πολλοφσ περιττοφσ ελζγχουσ. Ριο αναλυτικά, για κάκε 
ςθμείο ψάχνει όλα τα υπόλοιπα ςθμεία και κάκε φορά κρατάει τα k πιο κοντινά 
μζχρι να τα ελζγξει όλα. Επομζνωσ για self-join ερωτιματα όπου ςτο dataset 
υπάρχουν n ςθμεία, ο brute-force κα κάνει n2 ελζγχουσ. Αντίςτοιχα, ςτα ερωτιματα 
τφπου join με dataset A που περιζχει n ςθμεία και dataset B που περιζχει m ςθμεία 
οι ζλεγχοι κα είναι n*m. Εφλογα καταλαβαίνει κανείσ ότι ο brute-force αλγόρικμοσ 
δεν είναι κακόλου αποδοτικόσ, όμωσ ςτα πλαίςια τθσ εργαςίασ αυτισ ιταν 
ιδιαίτερα χριςιμοσ κακϊσ είμαςτε ςίγουροι ότι βγάηει τα ςωςτά αποτελζςματα 
(αφοφ κάνει όλεσ τισ ςυγκρίςεισ που μποροφν να γίνουν). Ζτςι χρθςιμοποιικθκε για 
τον ζλεγχο όλων των υπόλοιπων αλγορίκμων.  
 Ασ γυρίςουμε πάλι ςτον Ρίνακα 1. Ζςτω λοιπόν ότι ελζγχουμε το ςθμείο Ε. 
Θα αρχίςουμε να εξετάηουμε τα ςθμεία του dataset ξεκινϊντασ από το ςθμείο Α. 
Αφοφ το Ε δεν ζχει ακόμα κανζναν κοντινότερο γείτονα, το Α κα αποκθκευτεί. 
Ζπειτα ςυνεχίηουμε με το Β και το C τα οποία αποκθκεφονται και αυτά. Τϊρα, 
ζχουμε βρει ιδθ 3 γείτονεσ του Ε, οπότε για κάκε νζο ςθμείο που ελζγχουμε πρζπει 
να εξετάηουμε αν θ απόςταςι του είναι μικρότερθ από τον πιο μακρινό – ιδθ 
αποκθκευμζνο –  γείτονα και αν ναι τον αντικακιςτοφμε, ενϊ αν όχι προχωράμε 
ςτον ζλεγχο του επόμενου ςθμείου. Συνεχίηουμε, λοιπόν, με τον ζλεγχο του 
ςθμείου D. Ραρατθροφμε ότι θ απόςταςι του από το ςθμείο Ε είναι μικρότερθ από 
αυτι του μακρινότερου αποκθκευμζνου γείτονα του Ε, δθλαδι το Α. Συνεπϊσ κα 
γίνει αντικατάςταςθ του ςθμείου Α με το ςθμείο D. Συνεχίηοντασ με αυτι τθ λογικι, 
το F κα αντικαταςτιςει το B, και μετά όλοι οι επόμενοι ζλεγχοι των ςθμείων G, H, I 
και J δε κα προκαλζςουν κάποια αντικατάςταςθ, κακϊσ οι αποςτάςεισ τουσ από το 
ςθμείο Ε, δεν είναι μικρότερεσ από τθν απόςταςθ του F από το E. 
 Θ ίδια λογικι ακολουκείται και ςτον brute-force join αλγόρικμο. Θ διαφορά 









2.4 ΠΕΡΙΓΡΑΥΗ PLANE-SWEEP (SELF-JOIN) 
 Ο αλγόρικμοσ Plane-Sweep υλοποιικθκε μόνο για self-join ερωτιματα, 
κακϊσ ςτθν πορεία φάνθκε ότι μπορεί να βελτιωκεί περαιτζρω, όπωσ και ζγινε με 
τθν variation του, Plane-Sweep Alternately. Θ λογικι του απλοφ Plane-Sweep 
αλγορίκμου είναι ςχετικά απλι. Αρχικά, κάνουμε μια ταξινόμθςθ όλων των ςθμείων 
ωσ προσ το x. Ζπειτα για κάκε ςθμείο που ελζγχουμε, εξετάηουμε ωσ πικανοφσ 
γείτονεσ τα ςθμεία που βρίςκονται πιο κοντά του ωσ προσ το x. Θ ταξινόμθςθ που 
κάναμε μασ βοθκάει ςτο να βροφμε τα πιο κοντινά – ωσ προσ το x – ςθμεία. 
 Ριο ςυγκεκριμζνα, ςτθν αρχι για κάκε ςθμείο ελζγχουμε τα ςθμεία που 
βρίςκονται ςτα αριςτερά του. Αφοφ βροφμε k γείτονεσ, ςυνεχίηουμε το ψάξιμο 
ελζγχοντασ κάκε φορά εάν θ απόςταςθ dx του νζου ςθμείου που βρικαμε ςε ςχζςθ 
με το ςθμείο που ελζγχουμε, είναι μεγαλφτερθ από τθν απόςταςθ του μζχρι τϊρα 
πιο μακρινοφ αποκθκευμζνου γείτονα. Εάν είναι όντωσ μεγαλφτερθ, δε χρειάηεται 
να ψάξουμε για πιο μακρινά x, γιατί είμαςτε ςίγουροι ότι ζχουμε ιδθ βρει τουσ πιο 
κοντινοφσ γείτονεσ από τθν αριςτερι μεριά. Ζπειτα κάνουμε τθν ίδια διαδικαςία και 
από τθ δεξιά μεριά. Με αυτόν τον τρόπο αποφεφγουμε ελζγχουσ με ςθμεία που 
βρίςκονται μακριά από το ςθμείο που εξετάηουμε, πράγμα που μασ κάνει τον 
αλγόρικμο ςαφϊσ πιο αποδοτικό από τον brute-force. 
 Ασ δοφμε το παράδειγμα ςτον Ρίνακα 3. Ζχει γίνει ταξινόμθςθ ωσ προσ το x 
οπότε ζχουμε τα ςθμεία μασ αποκθκευμζνα ωσ (Α, Β, C, D, E, F, G). Ζςτω, λοιπόν, ότι 
κζλουμε να βροφμε τουσ 3 κοντινότερουσ γείτονεσ του F. Ξεκινάμε πρϊτα από τα 
αριςτερά και ελζγχουμε τον κοντινότερο ωσ προσ x γείτονά του, δθλαδι το E. 
Επειδι ακόμα δεν ζχει βρεκεί κάποιοσ γείτονασ αποκθκεφουμε το E χωρίσ επιπλζον 
ελζγχουσ. Το ίδιο κάνουμε και για τα ςθμεία D και C. Ζπειτα ελζγχουμε το ςθμείο Β. 
Θα εξετάςουμε αν το dx μεταξφ Β και F, είναι μεγαλφτερο από τθν απόςταςθ του D 
και F (Distance). Ραρατθροφμε ότι το dx είναι όντωσ μεγαλφτερο από το distance, 
οπότε ςταματάμε τθν αναηιτθςθ από τα αριςτερά. Είμαςτε ςίγουροι ότι όλα τα 
υπόλοιπα ςθμεία (όπωσ το Α) κα απζχουν περιςςότερο από τουσ ιδθ 
αποκθκευμζνουσ γείτονεσ, κακϊσ το dx τουσ ςε ςχζςθ με το F ςυνεχϊσ κα 
αυξάνεται. Ζπειτα ξεκινάμε τον ζλεγχο από τα δεξιά. Ραρατθροφμε ότι το ςθμείο G 












Σχήμα 3. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με Plane-Sweep. 
 
Στο παράδειγμα αυτό, καταφζραμε να αποφφγουμε μια ςφγκριςθ. Δεν 
ελζγξαμε κακόλου εάν το ςθμείο Α είναι πικανόσ κοντινότεροσ γείτονασ για το F. Σε 
προβλιματα μεγάλων δεδομζνων οι ςυγκρίςεισ ελαττϊνονται ςε πολφ μεγαλφτερο 
βακμό και αυτό ζχει όφελοσ ςτθν αποδοτικότθτα. Ωςτόςο, υπάρχουν ακόμα πιο 
















2.5 ΠΕΡΙΓΡΑΥΗ PLANE-SWEEP ALTERNATELY (SELF-JOIN & 
JOIN) 
 Ο αλγόρικμοσ Plane-Sweep Alternately υλοποιικθκε για self-join και join 
ερωτιματα. Είναι μια παραλλαγι του απλοφ Plane-Sweep μόνο που εδϊ αντί να 
ελζγχουμε πρϊτα ςτο αριςτερό και όταν τελειϊςει εκεί θ αναηιτθςθ να ελζγχουμε 
ςτο δεξί κομμάτι, ελζγχουμε ζνα ςθμείο από τα αριςτερά και ζνα ςθμείο από τα 
δεξιά εναλλάξ. Κατά τον ίδιο τρόπο ξεκινάμε με μια ταξινόμθςθ ωσ προσ x, και ςτθ 
ςυνζχεια ελζγχουμε εναλλάξ τα ςθμεία, που είναι υποψιφια για κοντινότεροι 
γείτονεσ. 
 Για να γίνει κατανοθτι θ λογικι του αλγόρικμου, ασ δοφμε το παράδειγμα 
αναηιτθςθσ 3 κοντινότερων γειτόνων self-join του Σχιματοσ 4.1. Μετά τθν 
ταξινόμθςθ ωσ προσ x ζχουμε τα ςθμεία μασ αποκθκευμζνα ωσ (Α, Β, C, D, E, F, G, H, 
I, J) όπωσ φαίνονται ςτο ςχιμα. Για να βροφμε τουσ 3 κοντινότερουσ γείτονεσ του 
ςθμείου F ξεκινάμε από τα αριςτερά και προςκζτουμε το ςθμείο Ε, αφοφ θ λίςτα με 
τουσ κοντινότερουσ γείτονεσ είναι άδεια. Ζπειτα, ελζγχουμε ςτα δεξιά και με τθν 
ίδια λογικι αποκθκεφουμε το ςθμείο G. Κατόπιν, επιςτρζφουμε ςτθν αριςτερι 
μεριά και αποκθκεφουμε το ςθμείο D. Τϊρα ζχουμε ιδθ βρει 3 κοντινοφσ γείτονεσ 
(E, G, D), οπότε για τα υπόλοιπα ςθμεία κα κάνουμε ελζγχουσ απόςταςθσ. 
Επιςτρζφουμε, λοιπόν, ςτθ δεξιά μεριά και ελζγχουμε το ςθμείο H. Ραρατθροφμε 
ότι το dx του Θ με το F είναι μικρότερο από το distance του πιο μακρινοφ 
αποκθκευμζνου κοντινότερου ςθμείου (F), οπότε δε ςταματάει τθν αναηιτθςθ. 
Αφοφ βρεκεί το distance του H με το F, ελζγχουμε εάν είναι μικρότερθ από το 
distance του D με το F. Ρράγματι είναι, οπότε αντικακιςτοφμε το D με το H. Θ λίςτα 
των αποκθκευμζνων γειτόνων του F ζχει διαμορφωκεί πλζον ςτθν (Ε, G, H) (Σχιμα 
4.2.). Συνεχίηουμε τον ζλεγχο εναλλάξ και πάλι, οπότε πάμε ςτθν αριςτερι μεριά. Το 
ςθμείο C ζχει dx μεγαλφτερο από το distance του H με το F. Συνεπϊσ ςταματάει θ 
αναηιτθςθ από τθν αριςτερι μεριά. Ζπειτα ελζγχουμε ςτθ δεξιά μεριά το ςθμείο J. 
Επίςθσ το dx του J είναι μεγαλφτερο από το distance του Θ, οπότε θ αναηιτθςθ 
τελειϊνει και από τα δεξιά. Συνεπϊσ για το ςθμείο F οι 3 κοντινότεροι γείτονζσ του 




























Σχήμα 4.2. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep 
Alternately. (2) 
 
Εάν για αυτό το παράδειγμα χρθςιμοποιοφςαμε τον απλό Plane Sweep αλγόρικμο 
κα ελζγχαμε πρϊτα τα (E, D, C) τα οποία και κα αποκθκεφαμε, ζπειτα ςτον ζλεγχο 
κα διακόπταμε τθν αναηιτθςθ ςτο Β από τα αριςτερά και ςτθ ςυνζχεια κα ελζγχαμε 
και τα G και Θ. Συνολικά δθλαδι κα εξετάηαμε 5 ςθμεία, ενϊ ςτον Plane Sweep 
Alternately εξετάςαμε μόνο 4, τα (E, G, D, H). Συνεπϊσ, φαίνεται ότι θ παραλλαγι 
που ζγινε, είναι πιο αποδοτικι. 
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2.6 ΠΕΡΙΓΡΑΥΗ PLANE-SWEEP WITH FIXED STRIPS (SELF-JOIN 
& JOIN) 
 Ο αλγόρικμοσ Plane-Sweep with Fixed Strips υλοποιικθκε για self-join και 
join ερωτιματα. Εδϊ εντάςςουμε τθ νζα ζννοια των λωρίδων. Χωρίηουμε δθλαδι το 
χϊρο ςε ζνα ςυγκεκριμζνο αρικμό λωρίδων και εργαηόμαςτε ςε κάκε λωρίδα 
ξεχωριςτά. Αυτι θ λογικι, εκτόσ από το γεγονόσ ότι μειϊνει τουσ ελζγχουσ που κα 
κάνουμε, ανοίγει το δρόμο για παράλλθλθ υλοποίθςθ, αφοφ κάκε λωρίδα μπορεί 
να διαχειριςτεί αυτόνομα. Βζβαια, χρειάηεται προςεκτικι επιλογι των παραμζτρων 
και ςυγκεκριμζνα του αρικμοφ λωρίδων, για να ελαχιςτοποιθκεί ο χρόνοσ 
εκτζλεςθσ. Να ςθμειωκεί εδϊ ότι ο βζλτιςτοσ αρικμόσ λωρίδων εξαρτάται από 
πολλζσ παραμζτρουσ, όπωσ το πλικοσ των ςθμείων και θ διαςπορά τουσ, με 
αποτζλεςμα για διαφορετικά προβλιματα να ζχουμε και διαφορετικό βζλτιςτο 
αρικμό λωρίδων. 
 Θ λογικι για τον Plane-Sweep με ςτακερό αρικμό λωρίδων ξεκινά με τον 
χωριςμό του χϊρου μασ δε λωρίδεσ ίςου φψουσ. Ζπειτα, κατατάςςουμε κάκε 
ςθμείο ςτθ λωρίδα που ανικει και κάνουμε από μία ταξινόμθςθ ωσ προσ x ςε κάκε 
λωρίδα. Στθ ςυνζχεια, για κάκε ςθμείο ελζγχουμε πρϊτα για κοντινότερουσ 
γείτονεσ ςτθ λωρίδα που ανικει με τθ λογικι Plane-Sweep Alternately και ςτθ 
ςυνζχεια εάν χρειαςτεί, ελζγχουμε και ςτισ γειτονικζσ του λωρίδεσ, μζχρισ ότου να 
βρεκεί ςθμείο που το dx του είναι μεγαλφτερο από τθν απόςταςθ του πιο μακρινοφ 
αποκθκευμζνου γείτονα. 
 Ασ δοφμε όμωσ το παράδειγμα του Σχιματοσ 5.1. για να κατανοιςουμε 
καλφτερα τον αλγόρικμο. Ψάχνουμε να βροφμε τουσ 3 κοντινότερουσ γείτονεσ για 
όλα τα ςθμεία ςε αυτό το self-join ερϊτθμα. Ζχουμε χωρίςει τα ςθμεία ςε 3 λωρίδεσ 
ίςου φψουσ και ζςτω ότι ςε αυτό το ςτιγμιότυπο ψάχνουμε τουσ 3 κοντινότερουσ 
γείτονεσ του ςθμείου F. Αρχικά, ζχει γίνει θ ταξινόμθςθ κάκε λωρίδασ ωσ προσ x, με 
αποτζλεςμα να ζχουμε: λωρίδα 1 (A, D, G), λωρίδα 2 (C, J, F, H, I), λωρίδα 3 (Β, Ε). 
Ζπειτα, με τθ λογικι του Plane-Sweep Alternately αποκθκεφουμε ωσ κοντινοφσ 
γείτονεσ τα 3 πρϊτα ςθμεία που βρίςκουμε ξεκινϊντασ από αριςτερά του F και 
εναλλάξ δθλαδι τα (J, H, C). Στθ ςυνζχεια, ελζγχουμε το ςθμείο I. Το dx του Ι όμωσ 
είναι μεγαλφτερο από το distance του χειρότερου γείτονα (Θ), οπότε ςταματάμε τθν 
αναηιτθςθ ςτα δεξιά. Επίςθσ, ςταματάει και θ αναηιτθςθ ςτα αριςτερά, κακϊσ δεν 
υπάρχει άλλο ςθμείο προσ ζλεγχο, ζτςι ξεκινάμε το ψάξιμο ςε νζεσ λωρίδεσ. 
Ξεκινάμε από τθν επάνω λωρίδα (Νο.1) και ελζγχουμε αν θ απόςταςθ του F από τθ 
λωρίδα 1 είναι μεγαλφτερθ από τθν πιο μακρινι αποκθκευμζνθ απόςταςθ γείτονα 















Σχήμα 5.1. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 











Σχήμα 5.2. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 







Βριςκόμαςτε, λοιπόν, ςτθν λωρίδα 1 και βρίςκουμε το ςθμείο που είναι πιο 
κοντά ωσ προσ το x με το ςθμείο F, του οποίου ψάχνουμε τουσ πιο κοντινοφσ 
γείτονζσ του. Το ςθμείο αυτό είναι το ςθμείο G, οπότε ξεκινάμε από αυτό όπωσ 
φαίνεται και ςτο Σχιμα 5.3. Το dx του G είναι μικρότερο από το distance του πιο 
μακρινοφ αποκθκευμζνου γείτονα (Θ), οπότε ξεκινάμε τον ζλεγχο του distance του 
G. Είναι εμφανϊσ πιο μικρό από το distance του H, οπότε αντικακιςτοφμε το H με το 
G. Συνεχίηουμε τον ζλεγχο ςτθ λωρίδα 1 με τθ λογικι Plane-Sweep Alternately 
ελζγχοντασ από αριςτερά το επόμενο ςθμείο, το D (Σχιμα 5.4.). Το dx του είναι 
μικρότερο από το χειρότερο distance, οπότε ελζγχουμε το distance του D από το F. 
Ραρατθροφμε ότι θ απόςταςι του από το F είναι μεγαλφτερθ από τθ χειρότερθ 
αποκθκευμζνθ απόςταςθ οπότε δεν το ςυμπεριλαμβάνουμε ςτουσ γείτονεσ. 
Συνεχίηουμε με τον ζλεγχο του ςθμείου A. Επειδι το dx του είναι μεγαλφτερο από 
το χειρότερο distance, ςταματάμε τον ζλεγχο εδϊ και τελειϊνουμε τθν αναηιτθςθ 
ςτθ λωρίδα 1. 
 Στθ ςυνζχεια, κα ελζγξουμε τθ λωρίδα 3. Αρχικά, εξετάηουμε εάν θ 
απόςταςθ του ςθμείου F από τθ λωρίδα 3 είναι μικρότερθ από τθν απόςταςθ του 
πιο μακρινοφ αποκθκευμζνου γείτονα (Σχιμα 5.5.) Πντωσ είναι, οπότε ξεκινά θ 
αναηιτθςθ ςτθ λωρίδα 3. Βρίςκουμε το ςθμείο του οποίου το x είναι πιο κοντά ςτο 
x του F και ξεκινάμε από αυτό (Ε). Το Ε, λοιπόν, ζχει dx μικρότερο από το χειρότερο 
distance, οπότε το εξετάηουμε (Σχιμα 5.6.). Ραρατθροφμε, όμωσ, ότι θ απόςταςι 
του είναι μεγαλφτερθ από τθ χειρότερθ αποκθκευμζνθ απόςταςθ, οπότε δεν το 
ςυμπεριλαμβάνουμε ςτουσ κοντινότερουσ γείτονεσ. Συνεχίηουμε με τθ λογικι Plane-
Sweep Alternately από αριςτερά ςτο ςθμείο Α. Είναι εμφανζσ ότι το dx του Α είναι 
μεγαλφτερο από το χειρότερο distance, οπότε δεν εξετάηουμε το Α και ςταματάμε 
τθν αναηιτθςθ εδϊ, ζχοντασ βρει τουσ 3 πιο κοντινοφσ γείτονεσ του F, δθλαδι τουσ 
(C, J, G).  
 Στο παραπάνω παράδειγμα είδαμε μια ειδικι περίπτωςθ για να γίνει 
κατανοθτό πϊσ λειτουργεί ο αλγόρικμοσ ςε όλεσ τισ περιπτϊςεισ. Στθ μζςθ 
περίπτωςθ, και με ςωςτά επιλεγμζνο αρικμό λωρίδων, οι αναηθτιςεισ ςε άλλεσ 


















Σχήμα 5.3. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 












Σχήμα 5.4. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 















Σχήμα 5.5. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 












Σχήμα 5.6. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 





2.7 ΠΕΡΙΓΡΑΥΗ PLANE-SWEEP WITH FREE STRIPS (SELF-JOIN & 
JOIN) 
 Ο αλγόρικμοσ Plane-Sweep with Free Strips υλοποιικθκε για self-join και 
join ερωτιματα. Ραραμζνουμε ςτθ λογικι με τισ λωρίδεσ, αλλά εδϊ εξετάηουμε μία 
νζα παράμετρο. Αντί θ κάκε λωρίδα να ζχει ςτακερό φψοσ, τροποποιοφμε τον 
προθγοφμενο αλγόρικμο ϊςτε θ κάκε λωρίδα να ζχει ίδιο αρικμό ςθμείων. Αυτι θ 
τροποποίθςθ μασ βοθκάει να διαχειριςτοφμε καλφτερα τα δεδομζνα που δεν είναι 
ομοιόμορφα κατανεμθμζνα, αφοφ όςο πιο πυκνά είναι τα ςθμεία ζχουμε 
περιςςότερεσ λωρίδεσ ςε εκείνα τα ςθμεία, ενϊ όςο πιο αραιά είναι, χρειαηόμαςτε 
λιγότερεσ. 
 Αρχικά, θ λογικι του Plane-Sweep με λωρίδεσ ίςου αρικμοφ ςθμείων είναι θ 
ταξινόμθςθ όλων των ςθμείων ωσ προσ y. Αφοφ τα ζχουμε όλα ταξινομθμζνα, για 
κάκε m ςθμεία δθμιουργοφμε μία λωρίδα. Συνεπϊσ, ο αρικμόσ των λωρίδων κα 
είναι ⌈n/m⌉, όπου n ο ςυνολικόσ αρικμόσ των ςθμείων και m τo πλικοσ των 
ςθμείων ςε κάκε λωρίδα. Εδϊ να ςθμειϊςουμε ότι θ τελευταία λωρίδα ςυνικωσ κα 
ζχει διαφορετικό αρικμό ςθμείων, εκτόσ αν θ διαίρεςθ n/m ζχει αποτζλεςμα 
ακζραιο. Αφοφ ζχουμε δθμιουργιςει τισ λωρίδεσ μασ λοιπόν, κατά τα γνωςτά, 
ψάχνουμε για κοντινοφσ γείτονεσ με λογικι Plane-Sweep Alternately πρϊτα ςτθ 
λωρίδα όπου ανικει το ςθμείο αναηιτθςθσ και ζπειτα – εάν χρειαςτεί – και ςε 
άλλεσ λωρίδεσ. 
 Εδϊ, κα εξετάςουμε το παράδειγμα του Σχιματοσ 6.1. Ζςτω ότι το m = 3, 
κζλουμε δθλαδι κάκε λωρίδα να ζχει 3 ςθμεία και k = 3, κζλουμε δθλαδι να 
βροφμε τουσ 3 κοντινότερουσ γείτονεσ κάκε ςθμείου. Αρχικά, ταξινομοφμε τα 
ςθμεία ωσ προσ y, και τα ταξινομοφμε ςτισ λωρίδεσ. Για τα 9 ςθμεία που ζχουμε 
εδϊ κα χρειαςτοφμε 3 λωρίδεσ. Ζπειτα ταξινομοφμε τα ςθμεία ςε κάκε λωρίδα ωσ 
προσ x με αποτζλεςμα να ζχουμε: λωρίδα 1 (A, D, I), λωρίδα 2 (C, F, G), λωρίδα 3 (Β, 
Ε, Θ). Στο ςτιγμιότυπο που βλζπουμε ψάχνουμε τουσ 3 κοντινότερουσ γείτονεσ του 
ςθμείου F. Θ πρϊτθ αναηιτθςθ κα γίνει μζςα ςτθ λωρίδα που ανικει το F, δθλαδι 
τθ 2. Ρροςκζτουμε τα ςθμεία C και G, αφοφ θ λίςτα κοντινότερων γειτόνων ζχει 
άδειεσ κζςεισ. Ζπειτα ψάχνουμε ςτθν πιο πάνω λωρίδα (1) και βρίςκουμε το ςθμείο 
που ζχει το πιο κοντινό x ςε ςχζςθ με το F. Αυτό το ςθμείο είναι το D, το οποίο και 
προςκζτουμε αφοφ θ λίςτα των γειτόνων ζχει κενζσ κζςεισ και ςυνεχίηουμε τθν 
αναηιτθςθ ςτθ λωρίδα 1. Σφμφωνα με τθ λογικι Plane-Sweep Alternately ελζγχουμε 
το ςθμείο Α. Το dx του είναι μεγαλφτερο από το distance τοφ χειρότερου γείτονα 
οπότε ςταματάμε τθν αναηιτθςθ από τα αριςτερά. Το ίδιο κάνουμε και με το I από 
τα δεξιά (Σχιμα 6.2.). Επειδι το dx του είναι μεγαλφτερο από τθν απόςταςθ του 
χειρότερου γείτονα διακόπτουμε τθν αναηιτθςθ και από τα δεξιά, οπότε ςταματάει 














Σχήμα 6.1. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 













Σχήμα 6.2. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 




 Συνεχίηουμε λοιπόν με τθν αναηιτθςθ ςτθν κάτω λωρίδα (3). Ρρϊτα 
εξετάηουμε εάν χρειάηεται να αναηθτιςουμε εκεί, ελζγχοντασ εάν θ απόςταςθ του F 
από τθ λωρίδα είναι μικρότερθ από τθν απόςταςθ του χειρότερου αποκθκευμζνου 
γείτονα (Σχιμα 6.3.). Ρράγματι, είναι μικρότερθ, οπότε ξεκινάμε να εξετάηουμε τα 
ςθμεία τθσ 3θσ λωρίδασ. Βρίςκουμε αυτό που ζχει κοντινότερο x ωσ προσ το x του F. 
Το ςθμείο αυτό είναι το E, οπότε ελζγχουμε το dx του ςε ςχζςθ με το distance του 
χειρότερου αποκθκευμζνου γείτονα (Σχιμα 6.4.). Το dx του Ε ςε ςχζςθ με το F είναι 
όντωσ μικρότερο, οπότε αφοφ ελζγξουμε το distance του E, παρατθροφμε ότι είναι 
μικρότερο από αυτό του D. Αντικακιςτοφμε, λοιπόν, το Ε με το D. Ζπειτα κατά τθ 
λογικι Plane-Sweep Alternately ελζγχουμε το ςθμείο Β (Σχιμα 6.5.). To dx του B 
είναι μεγαλφτερο από το χειρότερο distance, οπότε ςταματάμε τθν αναηιτθςθ ςτα 
αριςτερά τθσ λωρίδασ 3. Ζπειτα ελζγχουμε ςτα δεξιά το ςθμείο Θ (Σχιμα 6.6.). 
Ραρατθροφμε ότι και αυτό ζχει μεγαλφτερο dx, από τθν απόςταςθ του F με τον 
μακρινότερο αποκθκευμζνο γείτονά του (E), οπότε θ αναηιτθςθ ςταματάει και ςτα 
δεξιά. Συνεπϊσ, ζχουμε τελειϊςει με όλεσ τισ αναηθτιςεισ και ζχουν βρεκεί οι 3 
κοντινότεροι γείτονεσ για το F, ο οποίοι είναι οι (C, G, E). 
 Ππωσ και ςτον αλγόρικμο Plane-Sweep with Fixed Strips, ζτςι και εδϊ, 
πρζπει να γίνει προςεκτικι επιλογι του m, του αρικμοφ δθλαδι των ςθμείων που 
κα ανικουν ςε μια λωρίδα. Με το βζλτιςτο m, κα πετφχουμε καλφτερθ απόδοςθ 
μειϊνοντασ το χρόνο εκτζλεςθσ. Να ςθμειϊςουμε όμωσ, ότι και εδϊ, το βζλτιςτο m 

























Σχήμα 6.3. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 













Σχήμα 6.4. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 














Σχήμα 6.5. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 













Σχήμα 6.6. Ραράδειγμα εφρεςθσ 3 κοντινότερων γειτόνων με τον Plane-Sweep with 
Free Strips με χωριςμό ςε λωρίδεσ 3 ςθμείων. (6) 
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3. ΤΛΟΠΟΙΗ΢Η ΚΨΔΙΚΑ 
 
Σε αυτό το κεφάλαιο κα δοφμε τθν υλοποίθςθ των αλγορίκμων που 
εξετάηουμε ςε γλϊςςα C παρακζτοντασ τα αντίςτοιχα κομμάτια κϊδικα. Θα 
εξετάςουμε τθν περίπτωςθ των join, αλλά με τθν ίδια λογικι ζχουν υλοποιθκεί και 
οι περιπτϊςεισ self-join. 
 
3.1 ΤΛΟΠΟΙΗ΢Η BRUTE-FORCE (JOIN) 
Ραρακάτω φαίνεται ο κϊδικασ με τον οποίον υλοποιικθκε ο brute-force για 
ερωτιματα τφπου join. Ξεκινϊντασ από τα αριςτερά, ελζγχουμε τθν απόςταςθ κάκε 
ςθμείου. Σθμείωςθ πωσ δε χρθςιμοποιοφμε τθν πραγματικι απόςταςθ των 
ςθμείων, αλλά το τετράγωνο τθσ απόςταςθσ για να γλιτϊςουμε τθν απαιτθτικι 
πράξθ υπολογιςμοφ τθσ ρίηασ από τον τφπο distance = √       . Συνεπϊσ 
υπολογίηουμε το distance2 ακροίηοντασ τα dx2 + dy2. Αφοφ, λοιπόν, ελζγξουμε 
κάποιο ςθμείο και υπολογίςουμε τθν απόςταςι του από το ςθμείο που ψάχνουμε 
τουσ γείτονζσ του, κοιτάμε αρχικά εάν θ λίςτα γειτόνων είναι άδεια όπωσ φαίνεται 
ςτθ γραμμι 24. Εάν υπάρχουν κενζσ κζςεισ, προςκζτουμε το νζο γείτονα. Σε 
περίπτωςθ που θ λίςτα γειτόνων δεν ζχει κενζσ κζςεισ, ελζγχουμε εάν θ απόςταςθ 
του νζου ςθμείου είναι μικρότερθ από τθν απόςταςθ του πιο μακρινοφ γείτονα, 
που είναι ιδθ αποκθκευμζνοσ ςτθ λίςτα. Εάν είναι όντωσ μικρότερθ, προςκζτουμε 
το νζο γείτονα, και βρίςκουμε τον νζο πιο μακρινό γείτονα τον οποίο βάηουμε ςτθ 
κζςθ 1 τθσ λίςτασ για να κάνουμε τουσ νζουσ ελζγχουσ (γραμμι 36). Συνεχίηουμε 
αυτι τθ διαδικαςία μζχρι να τελειϊςουν όλα τα ςθμεία. Στο τζλοσ, κα ζχουμε βρει 












1. for (i=0; i<dataset_points_num; i++) {   
2.     // dataset_point is the point that we are searching for its neighbors   
3.     brute_force_neighbors[i].p = &dataset_point[i];   
4.     for (c=0; c<neighbors_num; c++)   
5.         // initialization   
6.         brute_force_neighbors[i].neighbor[c].distance = 0;   
7.     for (j=0; j<points_num; j++) {   
8.         dx = dataset_point[i].x - point[j].x;   
9.         dy = dataset_point[i].y - point[j].y;   
10.         // in case of the same point, do not add it as a neighbor   
11.         if (dx == 0 && dy == 0)   
12.             continue;   
13.         // new_distance is the distance between the 2 points (i and j) we are checking   
14.         new_distance = dx*dx + dy*dy;                              
15.         // max_distance is the saved distance of the point[i] and its max-
distance neighbor   
16.         max_distance = brute_force_neighbors[i].neighbor[0].distance;   
17.         // if no neighbor found yet   
18.         if (max_distance == 0) {   
19.             add_neighbor(brute_force_neighbors[i], point[j]);   
20.         }   
21.         // if the new distance found is lower than the max_distance, add that point as nei
ghbor   
22.         else if (max_distance > new_distance) {   
23.             // not all neighbor slots taken   
24.             if (brute_force_neighbors[i].neighbor[neighbors_num-1].distance == 0) {   
25.                 // find the next free slot and save the new neighbor   
26.                 for (c=neighbors_num-2; c>=0; c--) {   
27.                     if (brute_force_neighbors[i].neighbor[c].distance != 0) {   
28.                         brute_force_neighbors[i].neighbor[c+1].nearest_neighbor = &point[j
];   
29.                         brute_force_neighbors[i].neighbor[c+1].distance = new_distance;   
30.                         break;   
31.                     }   
32.                 }   
33.             }   
34.             // find the max-distance neighbor to replace the old max-
distance neighbor (using array)   
35.             else {   
36.                 replace_max_distance_neibhbor_and_add_point(point[i], brute_force_neighbor
s[i]);   
37.             }   
38.         }   
39.         else if (max_distance <= new_distance) {   
40.             // if not all neighbor slots taken add the new neighbor   
41.             if (brute_force_neighbors[i].neighbor[neighbors_num-1].distance == 0) {   
42.                 add_neighbor(brute_force_neighbors[i], point[j]);   
43.             }   
44.         }   
45.     }   








3.2 ΤΛΟΠΟΙΗ΢Η SIMPLE PLANE SWEEP ALTERNATELY (JOIN) 
Ραρακάτω φαίνεται ο κϊδικασ με τον οποίο υλοποιικθκε ο Simple Plane 
Sweep Alternately. Εδϊ αρχικά ταξινομοφμε τα ςθμεία και των 2 dataset ωσ προσ x 
και ξεκινάμε τθν αναηιτθςθ γειτόνων για κακζνα από τα ςθμεία του input set. 
Αρχικά, βρίςκουμε το ςθμείο του training set που είναι πιο κοντά – ωσ προσ τον 
άξονα των x – ςτο ςθμείο που εξετάηουμε του input set (γραμμι 9). Ζπειτα, ξεκινάμε 
τθν αναηιτθςθ από εκείνο το ςθμείο ελζγχοντασ κάκε φορά ζνα ςθμείο από τα 
αριςτερά του και ζνα ςθμείο από τα δεξιά του. Το βιμα μασ εδϊ είναι το j όπωσ 
φαίνεται ςτθ γραμμι 21, από τθν οποία και ξεκινάμε τθν αναηιτθςθ. Αρχικά μζχρι 
να γεμίςει θ λίςτα γειτόνων αποκθκεφουμε όςα ςθμεία βρίςκουμε. Εάν γεμίςει θ 
λίςτα, αυξάνουμε το βιμα (γραμμι 61) και πλζον αντικακιςτοφμε τουσ νζουσ 
γείτονεσ εάν πλθροφν τισ προχποκζςεισ απόςταςθσ. Κατά τα γνωςτά, ελζγχουμε 
αριςτερά και δεξιά και εάν θ απόςταςθ ενόσ ςθμείου είναι μικρότερθ από τθν 
απόςταςθ του πιο μακρινοφ αποκθκευμζνου γείτονα τθσ λίςτασ, αντικακίςταται 
από το νζο ςθμείο και ςτο heap δζντρο γίνονται οι πράξεισ ιςορρόπθςθσ. Ζτςι, ςτθν 
κορυφι του δζντρου ζχουμε τον πιο μακρινό αποκθκευμζνο γείτονα που κα μασ 
βοθκιςει ςτουσ ελζγχουσ. Αφοφ ελζγξουμε όλα τα ςθμεία, τελειϊνει ο αλγόρικμοσ, 













1. for (i=0; i<dataset_points_num; i++) {   
2.     array_length = 0;   
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3.     // dataset_point[i] is the point that we are searching for its neighbors   
4.     plane_sweep_neighbors[i].p = &dataset_point[i];   
5.     // initialization                
6.     plane_sweep_neighbors[i].neighbor[0].distance = 0;   
7.    
8.     // find the closest-to-x point of training set to the input set   
9.     pos = binary_search (point, 0, points_num-1, dataset_point[i].x);   
10.    
11.     dx = dataset_point[i].x - point[pos].x;   
12.     dy = dataset_point[i].y - point[pos].y;   
13.     // if we have 2 identical points, do not add as neighbor   
14.     if (dx!=0 || dy!=0) {   
15.         // new_distance is the distance between the 2 points (i and j) we are checking   
16.         new_distance = dx*dx + dy*dy;   
17.         // add the first point as neighbor   
18.         array_length = heap_add(new_distance, point, pos, array_length, plane_sweep_neighb
ors, i);   
19.     }   
20.    
21.     for (j=1; ; j++) {   
22.         // check on the left   
23.         if (pos-j>=0) {   
24.             dx = dataset_point[i].x - point[pos-j].x;   
25.             dy = dataset_point[i].y - point[pos-j].y;   
26.             new_distance = dx*dx + dy*dy;   
27.             // if we do not have 2 identical points   
28.             if (new_distance != 0) {   
29.                 // the neighbors list is not full, so add the new point   
30.                 array_length = heap_add(new_distance, point, pos-
j, array_length, plane_sweep_neighbors, i);   
31.                 // if after the now all slots are full, check on the right before break   
32.                 if (array_length == neighbors_num) {   
33.                     if (pos+j<points_num) {   
34.                         dx = dataset_point[i].x - point[pos+j].x;   
35.                         dy = dataset_point[i].y - point[pos+j].y;   
36.                         new_distance = dx*dx + dy*dy;   
37.                         max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
38.                         // if the new point's distance is less than the max-
saved distance    
39.                         if ((max_distance > new_distance)) {   
40.                             // add the new point and replace the root with the point that 
has the greater distance   
41.                             heap_add_and_replace_root(new_distance, point, pos+j, plane_sw
eep_neighbors, i);   
42.                         }   
43.                     }   
44.                     break;   
45.         }}}   
46.         // check on the right   
47.         if (pos+j<points_num) {   
48.             dx = dataset_point[i].x - point[pos+j].x;   
49.             dy = dataset_point[i].y - point[pos+j].y;   
50.             new_distance = dx*dx + dy*dy;   
51.             if (new_distance != 0) {   
52.                 // add the new point   
53.                 array_length = heap_add(new_distance, point, pos+j, array_length, plane_sw
eep_neighbors, i);   
54.                 if (array_length == neighbors_num)   
55.                     break;   
56.             }   
57.         }   
58.     }   
59.     max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
60. // now the list is full, so if we find a new neighbor we will have to replace old ones   
61.     for (j=j+1; ; j++) {   
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62.         // check on the left   
63.         if (pos-j>=0) {   
64.             dx = dataset_point[i].x - point[pos-j].x;   
65.             // if the rest of the points on the right are far away (dx>max_distance), chec
k only on the left and then break   
66.             if ((max_distance < dx*dx)) {   
67.                 for ( ;pos+j<points_num; j++) {   
68.                     dx = dataset_point[i].x - point[pos+j].x;   
69.                     if ((max_distance < dx*dx))   
70.                         break;   
71.                     dy = dataset_point[i].y - point[pos+j].y;   
72.                     new_distance = dx*dx + dy*dy;   
73.                     if ((max_distance > new_distance)) {   
74.                         heap_add_and_replace_root(new_distance, point, pos+j, plane_sweep_
neighbors, i);   
75.                         max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
76.                     }   
77.                 }   
78.                 break;   
79.             }   
80.             dy = dataset_point[i].y - point[pos-j].y;   
81.             new_distance = dx*dx + dy*dy;   
82.             if ((max_distance > new_distance)) {   
83.                 heap_add_and_replace_root(new_distance, point, pos-
j, plane_sweep_neighbors, i);   
84.                 max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
85.             }   
86.    
87.         }   
88.         // check on the right   
89.         if (pos+j<points_num) {   
90.             dx = dataset_point[i].x - point[pos+j].x;   
91.             // if the rest of the points on the left are far away (dx>max_distance), check
 only on the right and then break   
92.             if ((max_distance < dx*dx)) {   
93.                 for (j=j+1; pos-j>=0; j++) {   
94.                     dx = dataset_point[i].x - point[pos-j].x;   
95.                     if ((max_distance < dx*dx))   
96.                         break;   
97.                     dy = dataset_point[i].y - point[pos-j].y;   
98.                     new_distance = dx*dx + dy*dy;   
99.                     if ((max_distance > new_distance)) {   
100.                        heap_add_and_replace_root(new_distance, point, pos-
j, plane_sweep_neighbors, i);   
101.                        max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
102.                    }   
103.                }   
104.                break;   
105.            }   
106.            dy = dataset_point[i].y - point[pos+j].y;   
107.            new_distance = dx*dx + dy*dy;   
108.            if ((max_distance > new_distance)) {   
109.                heap_add_and_replace_root(new_distance, point, pos+j, plane_sweep_neighbor
s, i);   
110.                max_distance = plane_sweep_neighbors[i].neighbor[0].distance;   
111.            }   
112.        }   
113.    }   





3.3 ΤΛΟΠΟΙΗ΢Η SIMPLE PLANE SWEEP ΜΕ ΛΨΡΙΔΕ΢ Ι΢ΟΤ 
ΤΧΟΤ΢ (JOIN) 
Ραρακάτω ζχουμε τον κϊδικα για τθν υλοποίθςθ του Simple Plane-Sweep με 
λωρίδεσ ίςου φψουσ. Αρχικά καλοφμε τθν create_strips() για να ορίςουμε τα όρια 
από τισ λωρίδεσ διαιρϊντασ τον αρικμό λωριδϊν με τον χϊρο μασ (Γραμμι 12). 
Ζπειτα διατρζχουμε κάκε ςθμείο και το ειςάγουμε ςτθ λωρίδα που του αντιςτοιχεί, 
ςφμφωνα με τθν y ςυντενταγμζνθ του (Γραμμι 16). Κάκε φορά που ειςάγεται ζνα 
νζο ςθμείο ςε μια λωρίδα, αυξάνουμε τθ μεταβλθτι points_at_strip  για εκείνθ τθ 
λωρίδα. Οπότε ζχουμε όλα τα ςθμεία ςτθν αντίςτοιχθ λωρίδα είτε είναι ςτο training 
set είτε ςτο input set. Τζλοσ για κάκε dataset και για κάκε λωρίδα ταξινομοφμε τα 
ςθμεία ωσ προσ το x. 
 
1. void create_strips() {   
2.     double threshold;   
3.     int i, j;   
4.    
5.     for (i=0; i<strips_num; i++) {                                             
6.         points_at_strip[i] = 0;   
7.         datapoints_at_strip[i]=0;   
8.     }   
9.    
10.     /*Saving points for strips*/   
11.     //threshold is the height of each strip   
12.     threshold = 1/(double)strips_num;   
13.     //categorize each point to the suitable strip   
14.     for (i=0; i<points_num; i++) {   
15.         for (j=0; j<strips_num; j++) {   
16.             if (point[i].y <= (j+1)*threshold) {   
17.                 strip_point[j][points_at_strip[j]] = point[i];   
18.                 strip_point[j][points_at_strip[j]].id = points_at_strip[j];   
19.                 points_at_strip[j]++;   
20.                 break;   
21.     }    }    }   
22.     /*Saving datapoints for strips*/   
23.     //threshold is the height of each strip   
24.     threshold = 1/(double)strips_num;   
25.     //categorize each point to the suitable strip   
26.     for (i=0; i<dataset_points_num; i++) {   
27.         for (j=0; j<strips_num; j++) {   
28.             if (dataset_point[i].y <= (j+1)*threshold) {   
29.                 datastrip_point[j][datapoints_at_strip[j]] = dataset_point[i];   
30.                 datastrip_point[j][datapoints_at_strip[j]].id = datapoints_at_strip[j];   
31.                 datapoints_at_strip[j]++;   
32.                 break;   
33.             }   
34.         }   
35.     }   
36.     /* quicksort each strip */   
37.     for (i=0; i<strips_num; i++) {   
38.         quicksort_points(0, points_at_strip[i]-1, strip_point[i]);   
39.         quicksort_points(0, datapoints_at_strip[i]-1, datastrip_point[i]);   
40.     }   
41. }   
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Ζπειτα για κάκε λωρίδα ξεκινάμε τθν αναηιτθςθ για τουσ γείτονεσ. Αρχικά 
βρίςκουμε το ςθμείο του training set που βρίςκεται πιο κοντά – ωσ προσ το x – ςτο 
ςθμείο του input set (Γραμμι 15). Εδϊ κα πρζπει να ςθμειϊςουμε ότι μπορεί θ 
λωρίδα που ανικει το ςθμείο του Input set να μθν ζχει κακόλου ςθμεία από το 
training set. Σε αυτι τθν περίπτωςθ ψάχνουμε και ςε άλλεσ λωρίδεσ (Γραμμι 20). 
Ζπειτα βρίςκουμε τα όρια ςτα οποία κα οποία κα κάνουμε τθν αναηιτθςθ (Γραμμι 
37). 
 
1. void find_fixed_strip_neighbors(Point *point, int strip) {   
2.     int i,j, max_j, strip_points_num, array_length, pos, inputpoint_strip;   
3.     double dx,dy, max_distance, new_distance;   
4.    
5.     strip_points_num = datapoints_at_strip[strip];   
6.    
7.     for (i=0; i<datapoints_at_strip[strip]; i++) {   
8.         // initialization   
9.         array_length = 0;   
10.         strip_neighbors[strip][i].p = &point[i];   
11.         strip_neighbors[strip][i].neighbor[0].distance = 0;   
12.    
13.         // if the strip has some elements, find the closest to x point   
14.         if (points_at_strip[strip] != 0) {   
15.             pos = binary_search(strip_point[strip], 0, points_at_strip[strip]-
1, strip_neighbors[strip][i].p->x);   
16.             // inputpoint_strip is the strip that the closest to x point of the training s
et belongs   
17.             inputpoint_strip = strip;   
18.         }   
19.         // if the strip is empty, search in other strips   
20.         else {   
21.             for (j=1; j<strips_num; j++){   
22.                 if (strip-j>=0 && points_at_strip[strip-j]!=0) {   
23.                     pos = binary_search(strip_point[strip-j], 0, points_at_strip[strip-j]-
1, strip_neighbors[strip][i].p->x);   
24.                     // inputpoint_strip is the strip that the closest to x point of the tr
aining set belongs   
25.                     inputpoint_strip = strip-j;   
26.                     break;   
27.                 }   
28.                 if (strip+j<strips_num && points_at_strip[strip-j]!=0) {   
29.                     pos = binary_search(strip_point[strip+j], 0, points_at_strip[strip+j]-
1, strip_neighbors[strip][i].p->x);   
30.                     // inputpoint_strip is the strip that the closest to x point of the tr
aining set belongs   
31.                     inputpoint_strip = strip-j;   
32.                     break;   
33.         }    }    }  
34.         strip_points_num = points_at_strip[inputpoint_strip];  
35.         /* max_j to calculate the max steps while searching alternately depends 
weather the   
36.         max steps have to be done on the left or on the right before reaching the boundari
es */   
37.         if (pos <= (strip_points_num/2))   
38.             max_j = strip_points_num-pos;   
39.         else                                                                 
40.             max_j = pos; 
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Στθ ςυνζχεια, μζχρι να γεμίςει θ λίςτα των γειτόνων ελζγχουμε τα ςθμεία με 
τθ λογικι Plane Sweep Alternately και αποκθκεφουμε τα ςθμεία που βρίςκουμε. 
Εάν ελζγξουμε όλα τα ςθμεία ςτθ λωρίδα, αλλά δεν ζχει γεμίςει ακόμα θ λίςτα 
γειτόνων ψάχνουμε ςε νζα λωρίδα (Γραμμι 50). 
1.  dx = point[i].x - strip_point[inputpoint_strip][pos].x;   
2.         dy = point[i].y - strip_point[inputpoint_strip][pos].y;   
3.         new_distance = dx*dx + dy*dy;   
4.         if (new_distance != 0) {   
5.             array_length = heap_add(new_distance, strip_point[inputpoint_strip], pos, arra
y_length, strip_neighbors[strip], i);   
6.         }   
7.    
8.     /* Code for filling the empty array of neighbors. Working Alternately */   
9.     // j is the step counter which indicates how many steps we are making (either left of 
right)   
10.         for (j=1; j<=max_j; j++) {   
11.             // check if we are inside the left boundaries   
12.             if (pos-j>=0) {   
13.                 dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
14.                 dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
15.                 new_distance = dx*dx + dy*dy;   
16.                 if (new_distance != 0) {   
17.                     array_length = heap_add(new_distance, strip_point[inputpoint_strip], p
os-j, array_length, strip_neighbors[strip], i);   
18.                     // if after the j on the left all slots are full, check the j on the r
ight before break   
19.                     if (array_length == neighbors_num) {   
20.                         // check if we are inside the right boundaries   
21.                         if (pos+j<strip_points_num) {   
22.                             dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
23.                             dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
24.                             new_distance = dx*dx + dy*dy;   
25.                             max_distance = strip_neighbors[strip][i].neighbor[0].distance;
   
26.                             if ((max_distance > new_distance)) {   
27.                                 heap_add_and_replace_root(new_distance, strip_point[inputp
oint_strip], pos+j, strip_neighbors[strip], i);   
28.                             }   
29.                         }   
30.                         break;   
31.                     }   
32.                 }   
33.             }   
34.             // check if we are inside the right boundaries   
35.             if (pos+j<strip_points_num) {   
36.                 dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
37.                 dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
38.                 new_distance = dx*dx + dy*dy;   
39.                 if (new_distance != 0) {   
40.                     array_length = heap_add(new_distance, strip_point[inputpoint_strip], p
os+j, array_length, strip_neighbors[strip], i);   
41.                     if (array_length == neighbors_num)   
42.                         break;   
43.                 }   
44.             }   
45.         }   
46.    
47.         // if not sufficient neighbors found   
48.         if (j == max_j+1) {   
49.             // check in other strip   
50.             find_new_fixed_strips(strip, i, array_length, inputpoint_strip);   
51.         }   
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Κατόπιν, βριςκόμαςτε ςτο ςθμείο όπου θ λίςτα των γειτόνων ζχει γεμίςει 
και τϊρα για κάκε νζο ςθμείο πρζπει να ελζγξουμε τθν απόςταςι του. Εάν θ 
απόςταςι του είναι μικρότερθ από αυτι του χειρότερου αποκθκευμζνου γείτονα, 
τότε κα γίνει αντικατάςταςθ του ςθμείου αυτοφ. Συνεχίηουμε να εργαηόμαςτε 
εναλλάξ αριςτερά και δεξιά αντικακιςτϊντασ γείτονεσ. Στο τζλοσ, ελζγχουμε τθν 
απόςταςθ του ςθμείου του οποίου ψάχνουμε τουσ κοντινότερουσ γείτονζσ του και 
εάν είναι μεγαλφτερθ από τθν απόςταςι του από κάποια άλλθ λωρίδα, ελζγχουμε 
και τισ επικαλυπτόμενεσ λωρίδεσ, αλλιϊσ τερματίηουμε (Γραμμι 61). 
 
 
1. /* code for replacing the full array of neighbors with closer ones */   
2.         else {   
3.             max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
4.    
5.             // j is the step counter which indicates how many steps we are making (either 
left of right)   
6.             for (j=j+1; j<=max_j; j++) {   
7.                 // check if we are inside the left boundaries   
8.                 if (pos-j>=0) {   
9.                     dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
10.                     // if the rest of the points on the right are far away, check only on 
the left and then break   
11.                     if ((max_distance < dx*dx)) {   
12.                         for ( ;pos+j<strip_points_num; j++) {   
13.                             dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
14.                             if ((max_distance < dx*dx))   
15.                                 break;   
16.                             dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
17.                             new_distance = dx*dx + dy*dy;   
18.                             // if the new point is closer than the worst neighbor replace 
the second with that point   
19.                             if ((max_distance > new_distance)) {   
20.                                 heap_add_and_replace_root(new_distance, strip_point[inputp
oint_strip], pos+j, strip_neighbors[strip], i);   
21.                                 max_distance = strip_neighbors[strip][i].neighbor[0].dista
nce;   
22.                             }   
23.                         }   
24.                         break;   
25.                     }   
26.                     dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
27.                     new_distance = dx*dx + dy*dy;   
28.                     // if the new point is closer than the worst neighbor replace the seco
nd with that point   
29.                     if ((max_distance > new_distance)) {   
30.                         heap_add_and_replace_root(new_distance, strip_point[inputpoint_str
ip], pos-j, strip_neighbors[strip], i);   
31.                         max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
32.                     }   
33.                 }   
34.                 // check if we are inside the right boundaries   
35.                 if (pos+j<strip_points_num) {   
36.                     dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
37.                     // if the rest of the points on the left are far away, check only on t
he right and then break   
38.                     if ((max_distance < dx*dx)) {   
39.                         for (j=j+1; pos-j>=0; j++) {   
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40.                             dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
41.                             if ((max_distance < dx*dx))   
42.                                 break;   
43.                             dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
44.                             new_distance = dx*dx + dy*dy;   
45.                             if ((max_distance > new_distance)) {   
46.                                 heap_add_and_replace_root(new_distance, strip_point[inputp
oint_strip], pos-j, strip_neighbors[strip], i);   
47.                                 max_distance = strip_neighbors[strip][i].neighbor[0].dista
nce;   
48.                             }   
49.                         }   
50.                         break;   
51.                     }   
52.                     dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
53.                     new_distance = dx*dx + dy*dy;   
54.                     if ((max_distance > new_distance)) {   
55.                         heap_add_and_replace_root(new_distance, strip_point[inputpoint_str
ip], pos+j, strip_neighbors[strip], i);   
56.                         max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
57.                     }   
58.                 }   
59.             }   
60.             // check if we need to search in a new strip   
61.             if ((inputpoint_strip1>=0 && (strip_neighbors[strip][i].neighbor[0].distance >
 distance_point_from_strip(strip_neighbors[strip][i].p, inputpoint_strip-1)))   
62. || (inputpoint_strip+1<strips_num && (strip_neighbors[strip][i].neighbor[0].distance >  
distance_point_from_strip(strip_neighbors[strip][i].p, inputpoint_strip+1)))) {   
63.                 find_new_fixed_strips(strip, i, array_length, inputpoint_strip);   
64.             }   
65.         }   
66.     }   
















 Τϊρα βριςκόμαςτε ςτθν επιλογι τθσ νζασ λωρίδασ που κζλουμε να 
ψάξουμε. Αρχικά, δεδομζνθσ τθσ λωρίδασ που βριςκόμαςτε, βρίςκουμε το μζγιςτο 
βιμα που μποροφμε να κάνουμε αριςτερά ι δεξιά (Γραμμι 8). Ζπειτα, ελζγχουμε 
ανάλογα με το βιμα i αριςτερά και δεξιά. Εάν δεν ζχουμε ελζγξει τθ λωρίδα και 
υπάρχουν ςθμεία του training set μζςα, υπολογίηουμε τθ νζα απόςταςθ του 
ςθμείου μασ με τα όρια τθσ λωρίδασ και αν δεν υπερβαίνει αυτι του χειρότερου 
αποκθκευμζνου γείτονα, ξεκινοφμε αναηιτθςθ ςε αυτι (από αριςτερά Γραμμι 17, 
από δεξιά Γραμμι 21). Τζλοσ, αν χρειαςτεί να αναηθτιςουμε ςε άλλθ λωρίδα 
καλοφμε τθν αντίςτοιχθ ςυνάρτθςθ, όπου με τθ λογικι που είδαμε ςτο 
προθγοφμενο βιμα (αναηιτθςθ ςε μία λωρίδα) βρίςκουμε τουσ γείτονεσ και 
αντικακιςτοφμε τουσ παλιοφσ. Εάν το βιμα μεγαλϊςει τόςο που θ απόςταςθ του 
ςθμείου από τισ λωρίδεσ είναι μεγαλφτερθ από τθν απόςταςθ του χειρότερου 
γείτονα, τότε διακόπτεται θ αναηιτθςθ (Γραμμι 46). Συνεπϊσ, ζχουμε βρει όλουσ 
τουσ k κοντινότερουσ γείτονεσ για κάκε ςθμείο. 
 
 
1. void find_new_fixed_strips (int strip, int point_pos, int array_length, int input_strip) {
   
2.    
3.     int i, max_i, closest_pos;   
4.     // initializations set to a value far greater than the real distances which vary betwe
en [0.0 - 1.0]   
5.     double distance_down = 10, distance_up = 10;   
6.    
7.     // max_i to calculate the max steps towards the strips   
8.     if (strip <= (strips_num/2))   
9.         // depends weather the max steps have to be done on the left or on the right   
10.         max_i = strips_num-strip;   
11.     else   
12.         max_i = strip;   
13.    
14.     // i is the step counter which indicates how many steps we are making (either left of 
right)   
15.     for (i=1; i<=max_i; i++) {   
16.         // if we are inside the left boundaries and the strip has some elements   
17.         if (strip-i >=0 && points_at_strip[strip-i] >0) {   
18.             // find the distance between the point we are searching its neighbors and the 
lower strip we want to search for   
19.             distance_down = distance_point_from_strip(strip_neighbors[strip][point_pos].p,
 strip-i);   
20.             // if we haven't searched in that strip   
21.             if (((strip-input_strip>=0 && strip-input_strip-i<0) || (abs(strip-
input_strip)-i<0))   
22.                 // if distance from strip < max neighbor distance or not sufficient neighb
ors found   
23.                 && (distance_down < strip_neighbors[strip][point_pos].neighbor[0].distance
 || array_length < neighbors_num)) {   
24.                 // find the point-position that has the closest x-
coordinate to the point we are searching its neighbors   
25.                 closest_pos = binary_search(strip_point[strip-
i], 0, points_at_strip[strip-i]-1, strip_neighbors[strip][point_pos].p->x);   
26.                 // find the neighbors   
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27.                 array_length = find_other_fixed_strip_neighbors(strip_point[strip-
i], strip-i, point_pos, closest_pos, strip, array_length);   
28.             }   
29.         }   
30.         // if we are inside the right boundaries and the strip has some elements   
31.         if (strip+i < strips_num && points_at_strip[strip+i] > 0) {   
32.             // find the distance between the point we are searching its neighbors and the 
upper strip we want to search for   
33.             distance_up = distance_point_from_strip(strip_neighbors[strip][point_pos].p, s
trip+i);   
34.             // if we haven't searched in that strip   
35.             if (((strip-input_strip<=0 && input_strip-strip-i<0) || (abs(strip-
input_strip)-i<=0 && input_strip-strip-i<0))   
36.                 // if distance from strip < max neighbor distance or not sufficient neighb
ors found   
37.                 && (distance_up < strip_neighbors[strip][point_pos].neighbor[0].distance |
| array_length < neighbors_num)) {   
38.                 // find the point-position that has the closest x-
coordinate to the point we are searching its neighbors   
39.                 closest_pos = binary_search(strip_point[strip+i], 0, points_at_strip[strip
+i]-1, strip_neighbors[strip][point_pos].p->x);   
40.                 // find the neighbors   
41.                 array_length = find_other_fixed_strip_neighbors(strip_point[strip+i], stri
p+i, point_pos, closest_pos, strip, array_length);   
42.             }   
43.    
44.         }   
45.         // if distance from lower strip AND distance from upper strip are greater than max
-neighbor-distance and there are no empty neighbors-> end   
46.         if (strip_neighbors[strip][point_pos].neighbor[0].distance < distance_up && strip_
neighbors[strip][point_pos].neighbor[0].distance < distance_down   
47.             && array_length == neighbors_num)   
48.             break;   
49.     }   














3.4 ΤΛΟΠΟΙΗ΢Η SIMPLE PLANE SWEEP ΜΕ ΛΨΡΙΔΕ΢ Ι΢ΟΤ 
ΑΡΙΘΜΟΤ ΢ΗΜΕΙΨΝ (JOIN) 
Ραρακάτω ζχουμε τον κϊδικα για τθν υλοποίθςθ του Simple Plane-Sweep με 
λωρίδεσ ίςου αρικμοφ ςθμείων. Αρχικά ταξινομοφμε τα ςθμεία του training set ωσ 
προσ y και για κάκε points_per_strip ςθμεία ορίηουμε μια νζα λωρίδα (Γραμμι 10). 
Ζπειτα, βρίςκουμε τα όρια κάκε λωρίδασ, όπου το πάνω όριο είναι το y του 1ου 
ςθμείου και το κάτω το y του τελευταίου ςθμείου (Γραμμι 25). Αφοφ ζχουμε 
οριοκετιςει τισ λωρίδεσ, κατατάςςουμε τα ςθμεία του input set ανάλογα με το y 
τουσ ςτθ λωρίδα που ανικουν και ξεκινοφμε τθν αναηιτθςθ γειτόνων (Γραμμι 38). 
 
1. void create_free_strips() {   
2.     int i, j;   
3.    
4.     strips_num = points_num/points_per_strip +1;   
5.     points_of_last_strip = points_num - (strips_num-1)*points_per_strip;   
6.    
7.     quicksort_points_y(0, points_num-1, point);   
8.    
9.     /*Saving points for strips*/   
10.     for (i=0; i<strips_num-1; i++) {   
11.         //categorize each point to the suitable strip   
12.         for (j=0; j<points_per_strip; j++) {   
13.             strip_point[i][j] = point[i*(points_per_strip) + j];   
14.             strip_point[i][j].id = j;   
15.             datapoints_at_strip[i]=0;   
16.         }   
17.     }   
18.     //categorize each point to the suitable strip   
19.     for (j=0; j<points_of_last_strip; j++) {   
20.         strip_point[i][j] = point[i*(points_per_strip) + j];   
21.         strip_point[i][j].id = j;   
22.         datapoints_at_strip[i]=0;   
23.     }   
24.     /* quicksort each strip */   
25.     for (i=0; i<strips_num-1; i++) {   
26.         // setting the strip boundaries   
27.         //(upper boundary: strip_point[i][0], lower boundary: strip_point[i][1]   
28.         strip_boundaries[i][0] = strip_point[i][0].y;   
29.         strip_boundaries[i][1] = strip_point[i][points_per_strip-1].y;   
30.         quicksort_points(0, points_per_strip-1, strip_point[i]);   
31.     }   
32.     strip_boundaries[i][0] = strip_point[i][0].y;   
33.     strip_boundaries[i][1] = 1;   
34.     strip_boundaries[0][0] = 0;   
35.     quicksort_points(0, points_of_last_strip-1, strip_point[i]);   
36.    
37.     //categorize each point of input set to the suitable strip   
38.     for (i=0; i<dataset_points_num; i++) {   
39.         for (j=0; j<strips_num; j++) {   
40.             if (dataset_point[i].y <= strip_boundaries[j][1]) {   
41.                 datastrip_point[j][datapoints_at_strip[j]] = dataset_point[i];   
42.                 datastrip_point[j][datapoints_at_strip[j]].id = datapoints_at_strip[j];   
43.                 datapoints_at_strip[j]++;   
44.                 break;   
45.             }   
46. }   }   }   
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Αφοφ χωρίςαμε το χϊρο ςε λωρίδεσ ίςου πλικουσ ςθμείων προχωράμε ςτθν 
ςυνάρτθςθ που αναηθτά γείτονεσ ςε μία λωρίδα. Αρχικά βρίςκουμε το ςθμείο του 
training set το οποίο είναι πιο κοντά – ωσ προσ x – ςτο ςθμείο του input set, του 
οποίου ψάχνουμε τουσ k κοντινότερουσ γείτονεσ (Γραμμι 19). Είμαςτε ςίγουροι ότι 
δεν υπάρχουν κενζσ λωρίδεσ, αφοφ εμείσ τισ καταςκευάςαμε, οπότε προςκζτουμε 
αυτό το πρϊτο ςθμείο, γνωρίηοντασ ότι θ λίςτα γειτόνων είναι ακόμα άδεια. Ζπειτα, 
ξεκινοφμε τθ διαδικαςία εφρεςθσ των υπόλοιπων γειτόνων ςτθ λωρίδα. 
 
1. void find_free_strip_neighbors(Point *point, int strip) {   
2.    
3.     int i,j, max_j, array_length, strip_points_num, inputpoint_strip, pos;   
4.     double dx,dy, max_distance, new_distance;   
5.    
6.     for (i=0; i<datapoints_at_strip[strip]; i++) {   
7.         // initialization   
8.         array_length = 0;   
9.         strip_neighbors[strip][i].p = &point[i];   
10.         strip_neighbors[strip][i].neighbor[0].distance = 0;   
11.    
12.         // check if we are in the last strip with less points   
13.         if (strip!=strips_num-1)   
14.             strip_points_num=points_per_strip;   
15.         else   
16.             strip_points_num=points_of_last_strip;   
17.    
18.         // find the closest-to-
x point with the one that we are searching for its neighbors   
19.         pos = binary_search(strip_point[strip], 0, strip_points_num-
1, strip_neighbors[strip][i].p->x);   
20.         inputpoint_strip = strip;   
21.    
22.         // max_j to calculate the max steps while searching alternately   
23.         if (pos <= (strip_points_num/2))   
24.             max_j = strip_points_num-pos;   
25.         else   
26.             max_j = pos;   
27.    
28.         dx = point[i].x - strip_point[inputpoint_strip][pos].x;   
29.         dy = point[i].y - strip_point[inputpoint_strip][pos].y;   
30.         // new_distance is the distance between the 2 points (i and j) we are checking
   
31.         new_distance = dx*dx + dy*dy;   
32.         if (new_distance != 0) {   
33.             array_length = heap_add(new_distance, strip_point[inputpoint_strip], pos, 
array_length, strip_neighbors[strip], i);   







Συνεχίηουμε με το γζμιςμα τθσ λίςτασ των γειτόνων με κάκε ςθμείο που 
βρίςκουμε. Ελζγχουμε αριςτερά και δεξιά εναλλάξ με βιμα j. Και πάλι, εάν βροφμε 
ςθμείο με ακριβϊσ ίδιεσ ςυντεταγμζνεσ, δεν το προςκζτουμε ωσ γείτονα (Γραμμι 
43). Με αυτό τον τρόπο μποροφμε να ζχουμε training και input set πανομοιότυπο, 
οπότε να εκτελζςουμε self-join k-κοντινότερων γειτόνων. Τζλοσ, εάν τελείωςαν τα 
ςθμεία ςτθ λωρίδα και δεν γζμιςε θ λίςτα γειτόνων, θ αναηιτθςθ ςυνεχίηεται ςε 
νζα λωρίδα (Γραμμι 75). 
35. /* Code for filling the empty array of neighbors. Working Alternately */   
36.         // j is the step counter which indicates how many steps we are making (either 
left of right)   
37.         for (j=1; j<=max_j; j++) {   
38.             // check if we are inside the left boundaries   
39.             if (pos-j>=0) {   
40.                 dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
41.                 dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
42.                 new_distance = dx*dx + dy*dy;   
43.                 if (new_distance != 0) {   
44.                     array_length = heap_add(new_distance, strip_point[inputpoint_strip
], pos-j, array_length, strip_neighbors[strip], i);   
45.                     // if after the j on the left all slots are full, check the j on t
he right before break   
46.                     if (array_length == neighbors_num) {   
47.                         // check if we are inside the right boundaries   
48.                         if (pos+j<strip_points_num) {   
49.                             dx = point[i].x -
 strip_point[inputpoint_strip][pos+j].x;   
50.                             dy = point[i].y -
 strip_point[inputpoint_strip][pos+j].y;   
51.                             new_distance = dx*dx + dy*dy;   
52.                             max_distance = strip_neighbors[strip][i].neighbor[0].dista
nce;   
53.                             // if the point we found has less distance than the worst 
neighbor, add it   
54.                             if ((max_distance > new_distance)) {   
55.                                 heap_add_and_replace_root(new_distance, strip_point[in
putpoint_strip], pos+j, strip_neighbors[strip], i);   
56.                             }   
57.                         }   
58.                         break;   
59.                     }   
60.                 }   
61.             }   
62.             // check if we are inside the right boundaries   
63.             if (pos+j<strip_points_num) {   
64.                 dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
65.                 dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
66.                 new_distance = dx*dx + dy*dy;   
67.                 if (new_distance != 0) {   
68.                     // fill with points until the neighbor list is full   
69.                     array_length = heap_add(new_distance, strip_point[inputpoint_strip
], pos+j, array_length, strip_neighbors[strip], i);   
70.                     if (array_length == neighbors_num)   
71.                         break;   
72.         }   }   }    
73.         // if not sufficient neighbors found   
74.         if (j == max_j+1) {   
75.             // check in other strip   
76.             find_new_free_strip(strip, i, array_length, inputpoint_strip);   
77.         }   
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Στθ ςυνζχεια ψάχνουμε για τουσ υπόλοιπουσ γείτονεσ, παραμζνοντασ πάντα 
ςτθν ίδια λωρίδα. Αφοφ θ λίςτα γειτόνων ζχει γεμίςει, πρζπει να ελζγξουμε και τθν 
απόςταςθ του κάκε νζου ςθμείου και εάν είναι μικρότερθ του χειρότερου 
αποκθκευμζνου γείτονα, να γίνεται θ αντικατάςταςθ. Κατά τθν ίδια λογικι 
ελζγχουμε αριςτερά και δεξιά εναλλάξ μζχρι το dx του νζου ςθμείου που κα 
ελζγξουμε να είναι μεγαλφτερο από τθ χειρότερθ – μζχρι ςτιγμισ – απόςταςθ ι 
μζχρι να τελειϊςουν τα ςθμεία ςτθ λωρίδα (Γραμμζσ 90 και 115).  Αφοφ γίνουν οι 
απαραίτθτεσ αντικαταςτάςεισ, πρζπει να γίνει ο ζλεγχοσ για πικανι αναηιτθςθ ςε 
νζεσ λωρίδεσ. Στθ Γραμμι 135, ελζγχουμε εάν θ απόςταςθ του ςθμείου από τθν 
επόμενθ λωρίδα (πάνω και κάτω) είναι μικρότερθ από τθν απόςταςθ του 
χειρότερου γείτονα. Εάν όντωσ είναι, τότε πρζπει να γίνει και εκεί αναηιτθςθ 
(Γραμμι 137). 
 
78. /* code for replacing the full array of neighbors with closer ones */   
79.         else {   
80.             max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
81.             // j is the step counter which indicates how many steps we are making (either 
left of right)   
82.             for (j=j+1; j<=max_j; j++) {   
83.                 // check if we are inside the left boundaries   
84.                 if (pos-j>=0) {   
85.                     dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
86.                     // if the rest of the points on the right are far away, check only on 
the left and then break   
87.                     if ((max_distance < dx*dx)) {   
88.                         for ( ;pos+j<strip_points_num; j++) {   
89.                             dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
90.                             if ((max_distance < dx*dx))   
91.                                 break;   
92.                             dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
93.                             new_distance = dx*dx + dy*dy;   
94.                             if ((max_distance > new_distance) && new_distance !=0) {   
95.                                 heap_add_and_replace_root(new_distance, strip_point[inputp
oint_strip], pos+j, strip_neighbors[strip], i);   
96.                                 max_distance = strip_neighbors[strip][i].neighbor[0].dista
nce;   
97.                             }   
98.                         }   
99.                         break;   
100.                    }   
101.                    dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
102.                    new_distance = dx*dx + dy*dy;   
103.                    if ((max_distance > new_distance) && new_distance!=0) {   
104.                        heap_add_and_replace_root(new_distance, strip_point[inputpoint_str
ip], pos-j, strip_neighbors[strip], i);   
105.                        max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
106.                    }   
107.                }   
108.                // check if we are inside the right boundaries   
109.                if (pos+j<strip_points_num) {   
110.                    dx = point[i].x - strip_point[inputpoint_strip][pos+j].x;   
111.                    // if the rest of the points on the left are far away, check only on t
he right and then break   
112.                    if ((max_distance < dx*dx)) {   
113.                        for (j=j+1; pos-j>=0; j++) {   
114.                            dx = point[i].x - strip_point[inputpoint_strip][pos-j].x;   
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115.                            if ((max_distance < dx*dx))   
116.                                break;   
117.                            dy = point[i].y - strip_point[inputpoint_strip][pos-j].y;   
118.                            new_distance = dx*dx + dy*dy;   
119.                            if ((max_distance > new_distance) && new_distance!=0) {   
120.                                heap_add_and_replace_root(new_distance, strip_point[inputp
oint_strip], pos-j, strip_neighbors[strip], i);   
121.                                max_distance = strip_neighbors[strip][i].neighbor[0].dista
nce;   
122.                            }   
123.                        }   
124.                        break;   
125.                    }   
126.                    dy = point[i].y - strip_point[inputpoint_strip][pos+j].y;   
127.                    new_distance = dx*dx + dy*dy;   
128.                    if ((max_distance > new_distance) && new_distance!=0) {   
129.                        heap_add_and_replace_root(new_distance, strip_point[inputpoint_str
ip], pos+j, strip_neighbors[strip], i);   
130.                        max_distance = strip_neighbors[strip][i].neighbor[0].distance;   
131.                    }   
132.                }   
133.            }   
134.            // if distance from point to a strip is lesser than the distance of the worst 
neighbor, search in that strip too.   
135.            if (((inputpoint_strip-
1>=0) && (strip_neighbors[strip][i].neighbor[0].distance > distance_point_from_free_strip(
strip_neighbors[strip][i].p, strip_boundaries[inputpoint_strip-1][1])))   
136.                 || (inputpoint_strip+1<strips_num && (strip_neighbors[strip][i].neighbor[
0].distance > distance_point_from_free_strip(strip_neighbors[strip][i].p, strip_boundaries
[inputpoint_strip+1][0])))) {   
137.                find_new_free_strip(strip, i, array_length, inputpoint_strip);   
138.            }   
139.        }   
140.    }   
141. }   
 
 
Στθ ςυνζχεια καλείται θ ςυνάρτθςθ find_new_free_strip (strip, i, 
array_length, inputpoint_strip) για τθν αναηιτθςθ τθσ επόμενθσ λωρίδασ για 
ψάξιμο. Με τθν ίδια λογικι, όπωσ ςτον αλγόρικμο με λωρίδεσ ίςου φψουσ, 
ελζγχουμε τισ πάνω και κάτω λωρίδεσ. Εάν θ απόςταςθ του ςθμείου που ψάχνουμε 
από μία λωρίδα είναι μικρότερθ από τθν απόςταςθ του χειρότερου γείτονα, τότε 
πρζπει να ελζγξουμε για γείτονεσ και ςε αυτι (Γραμμζσ 22 και 40). Βρίςκουμε 
λοιπόν το ςθμείο ςτθ νζα λωρίδα που είναι πιο κοντά – ωσ προσ x – ςτο αρχικό μασ 
ςθμείο και ξεκινοφμε τθν αναηιτθςθ ςτθ νζα λωρίδα από αυτό. Αφοφ βροφμε τθ 
νζα λωρίδα για αναηιτθςθ χρθςιμοποιοφμε τον παραπάνω κϊδικα για αναηιτθςθ 
γειτόνων μζςα ςε μία λωρίδα. Στο τζλοσ, ζχουμε βρει όλουσ τουσ γείτονεσ για κάκε 





1. void find_new_free_strip (int strip, int point_pos, int array_length, int input_strip) {   
2.    
3.     int i, max_i, closest_pos, pointsnum;   
4.     //initializations set to a value far greater than the real distances which vary betwee
n [0.0 - 1.0]   
5.     double distance_down = 10, distance_up = 10;   
6.    
7.     // max_i to calculate the max steps towards the strips   
8.     if (strip <= (strips_num/2))   
9.         // depends weather the max steps have to be done on the left or on the right   
10.         max_i = strips_num-strip;   
11.     else   
12.         max_i = strip;   
13.    
14.     // i is the step counter which indicates how many steps we are making (either left of 
right)   
15.     for (i=1; i<=max_i; i++) {   
16.         // if we are inside the left boundaries   
17.         if (strip-i >=0) {   
18.             pointsnum = points_per_strip;   
19.             // find the distance between the point we are searching its neighbors and the 
lower strip we want to search for   
20.             distance_down = distance_point_from_free_strip(strip_neighbors[strip][point_po
s].p, strip_boundaries[strip-i][1]);   
21.             // if distance from strip < max neighbor distance or not sufficient neighbors 
found   
22.             if (distance_down < strip_neighbors[strip][point_pos].neighbor[0].distance || 
array_length < neighbors_num) {   
23.                 // find the point-position that has the closest x-
coordinate to the point we are searching its neighbors   
24.                 closest_pos = binary_search(strip_point[strip-i], 0, pointsnum-
1, strip_neighbors[strip][point_pos].p->x);   
25.                 // find the neighbors   
26.                 array_length = find_other_free_strip_neighbors(strip_point[strip-
i], strip-i, point_pos, closest_pos, strip, array_length);   
27.             }   
28.         }   
29.         // if we are inside the right boundaries   
30.         if (strip+i< strips_num) {   
31.             // if we are in the last strip, points num is not fixed   
32.             if (strip+i != strips_num-1)   
33.                 pointsnum = points_per_strip;   
34.             else   
35.                 pointsnum = points_of_last_strip;   
36.    
37.             // find the distance between the point we are searching its neighbors and the 
upper strip we want to search for   
38.             distance_up = distance_point_from_free_strip(strip_neighbors[strip][point_pos]
.p, strip_boundaries[strip+i][0]);   
39.             // if distance from strip < max neighbor distance or not sufficient neighbors 
found   
40.             if (distance_up < strip_neighbors[strip][point_pos].neighbor[0].distance || ar
ray_length < neighbors_num) {   
41.                 // find the point-position that has the closest x-
coordinate to the point we are searching its neighbors   
42.                 closest_pos = binary_search(strip_point[strip+i], 0, pointsnum-
1, strip_neighbors[strip][point_pos].p->x);   
43.                 // find the neighbors   
44.                 array_length = find_other_free_strip_neighbors(strip_point[strip+i], strip
+i, point_pos, closest_pos, strip, array_length);   
45.         }    }    
46.         if (strip_neighbors[strip][point_pos].neighbor[0].distance < distance_up && strip_
neighbors[strip][point_pos].neighbor[0].distance < distance_down   
47.             && array_length == neighbors_num)   
48.             break;   
49. }    } 
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4. ΠΕΙΡΑΜΑΣΙΚΗ ΔΙΑΔΙΚΑ΢ΙΑ 
Στο κεφάλαιο αυτό κα παρουςιάςουμε το αποτζλεςμα των πειραμάτων που 
διεξιχκθςαν για τον ζλεγχο τθσ αποδοτικότθτασ των αλγορίκμων που 
υλοποιικθκαν για τα ερωτιματα k-κοντινότερων γειτόνων. Αρχικά, κα εξετάςουμε 
τα self-join k-κοντινότερων γειτόνων και ζπειτα τα join. Ζγιναν εκτενι πειράματα, 
δοκιμάηοντασ διάφορεσ τιμζσ για τισ εξισ παραμζτρουσ: 
 k, τον αρικμό των κοντινότερων γειτόνων που ψάχνουμε, 
 n, τον αρικμό των ςθμείων του training set, 
 m, τον αρικμό των ςθμείων του input set, 
 l, τον αρικμό λωρίδων, και 
 q, τον αρικμό των ςθμείων που περιζχονται ςε κάκε λωρίδα. 
Ραρακάτω κα παρακζςουμε τα αποτελζςματα για self-join αναηθτθςεισ, που 
είναι εκ των πραγμάτων join, απλϊσ το input set και το training set είναι το ίδιο. 
Αρχικά πειραματιςτικαμε για n = 24.000, 19.000, 14.000, 9.000, από βάςεισ 
δεδομζνων πραγματικϊν ςθμείων. Επίςθσ, το k πιρε τιμζσ από 5 ζωσ 100 και 
ςυγκεκριμενα 5, 10, 20, 50, 100. Πςον αφορά ςτισ λωρίδεσ, κάναμε ελζγχουσ για 10, 
20, 50, 100 και 200. Εάν ελζγχαμε τον αλγόρικμο με τισ λωρίδεσ ςτακεροφ φψουσ 
ορίηαμε τον αντίςτοιχο αρικμό λωριδϊν, ενϊ ςτον αλγόρικμο με τισ λωρίδεσ ίςου 
αρικμοφ ςθμείων, βρίςκαμε τισ λωρίδεσ διαιρϊντασ το πλικοσ ςθμείων, με τον 
αρικμό ςθμείων ςε κάκε λωρίδα l=n/q. Οπότε, αλλάηοντασ το q, επιλζγαμε πόςεσ 
λωρίδεσ κα ςχθματιςτοφν.  
 Στα παρακάτω γραφιματα βλζπουμε τον χρόνο εκτζλεςθσ των 3 ταχφτερων 
αλγορίκμων: Plane-Sweep Alternately, Plane-Sweep με ςτακερό αρικμό λωρίδων 
(Fixed Strips) και Plane-Sweep με λωρίδεσ ίςου αρικμοφ ςθμείων (with Free Strips). 
Θα παρατθριςουμε, λοιπόν, τθ ςυμπεριφορά ςτισ παραπάνω παραμζτρουσ για να 










4.1 ΠΕΙΡΑΜΑΣΑ ΜΕ ΑΡΙΘΜΟ ΛΨΡΙΔΨΝ Ι΢Ο ΜΕ 10 
Στα 4 παρακάτω γραφιματα βλζπουμε το Self-Join για n = 24.000, 19.000, 
14.000 και 9.000. Οι λωρίδεσ που χρθςιμοποιοφμε είναι 10. Το k  παίρνει τιμζσ 5, 10, 
20, 50, 100. Ραρατθροφμε ότι ταχφτεροσ ειναι o αλγόρικμοσ με ίςο αρικμό ςθμείων 
ςε κάκε λωρίδα. Ο αλγόρικμοσ με λωρίδεσ ίςου φψουσ είναι ςχετικά αργόσ για 
μικρά k, ζχει όμωσ καλι κλιμάκωςθ, ςε αντίκεςθ με τον απλό Plane-Sweep που για 
μικρά k τρζχει γριγορα, αλλά δεν ζχει κακόλου καλι κλιμάκωςθ.  
 
Γράφημα 1. Self-Join για n = 24.000, με 10 λωρίδεσ. 
 
 












k=5 k=10 k=20 k=50 k=100
Self-Join για n = 24.000, με 10 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips









k=5 k=10 k=20 k=50 k=100
Self-Join για n = 19.000, με 10 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips





Γράφημα 3. Self-Join για n = 14.000, με 10 λωρίδεσ. 
 
 














k=5 k=10 k=20 k=50 k=100
Self-Join για n = 14.000, με 10 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips












k=5 k=10 k=20 k=50 k=100
Self-Join για n = 9.000, με 10 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips
Free Number of Strips
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4.2 ΠΕΙΡΑΜΑΣΑ ΜΕ ΑΡΙΘΜΟ ΛΨΡΙΔΨΝ Ι΢Ο ΜΕ 20 
Εδϊ κάνουμε τα ίδια πειράματα με αρικμό λωρίδων 20.  Τα αποτελζςματα 
είναι παρόμοια με πριν. Θ κλιμάκωςθ του αλγορίκμου με τισ λωρίδεσ ίςου φψουσ 
είναι καλι, ενϊ ο αλγόρικμοσ με λωρίδεσ ίςου πλικουσ ςθμείων είναι ςτακερά ο 
ταχφτεροσ. 
 
Γράφημα 5. Self-Join για n = 24.000, με 20 λωρίδεσ. 
 
 











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 24.000, με 20 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 19.000, με 20 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips



















k=5 k=10 k=20 k=50 k=100
Self-Join για n = 14.000, με 20 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 9.000, με 20 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips
Free Number of Strips
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4.3 ΠΕΙΡΑΜΑΣΑ ΜΕ ΑΡΙΘΜΟ ΛΨΡΙΔΨΝ Ι΢Ο ΜΕ 50 
 Σε αυτι τθ ςειρά πειραμάτων αυξάνουμε τισ λωρίδεσ ςε 50. Τα 
αποτελζςματα είναι παρόμοια με τα προθγοφμενα. Εδϊ όμωσ παρατθροφμε ότι θ 
κλιμάκωςθ του αλγορίκμου με λωρίδεσ ίςου φψουσ ζχει καλφτερθ κλιμάκωςθ ςε 
ςφγκριςθ με τον αλγόρικμο ίςου πλικουσ ςθμείων ςε κάκε λωρίδα, με αποτζλεςμα 
για k = 100 να είναι ταχφτεροσ ο πρϊτοσ. 
 
Γράφημα 9. Self-Join για n = 24.000, με 50 λωρίδεσ. 
 
 











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 24.000, με 50 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips









k=5 k=10 k=20 k=50 k=100
Self-Join για n = 19.000, με 50 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips





















k=5 k=10 k=20 k=50 k=100
Self-Join για n = 14.000, με 50 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 9.000, με 50 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips
Free Number of Strips
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4.4 ΠΕΙΡΑΜΑΣΑ ΜΕ ΑΡΙΘΜΟ ΛΨΡΙΔΨΝ Ι΢Ο ΜΕ 100 
Εδϊ, αυξάνουμε τισ λωρίδεσ ςε 100 και παρατθροφμε ότι τϊρα πια, για k>50 
ο αλγόρικμοσ με λωρίδεσ ίςου φψουσ είναι ταχφτεροσ από τον αλγόρικμο με 
λωρίδεσ που ζχουν ίςο πλικοσ ςτοιχείων. 
 
 
Γράφημα 13. Self-Join για n = 24.000, με 100 λωρίδεσ. 
 
 











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 24.000, με 100 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips









k=5 k=10 k=20 k=50 k=100
Self-Join για n = 19.000, με 100 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips






















k=5 k=10 k=20 k=50 k=100
Self-Join για n = 14.000, με 100 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 9.000, με 100 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips
Free Number of Strips
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4.5 ΠΕΙΡΑΜΑΣΑ ΜΕ ΑΡΙΘΜΟ ΛΨΡΙΔΨΝ Ι΢Ο ΜΕ 200 
Στθν τελευταία ςειρά πειραμάτων αυτοφ του είδουσ, αυξάνουμε τισ λωρίδεσ 
ςε 200. Κατ’ αντιςτοιχία με τα προθγοφμενα αποτελζςματα και εδϊ βλζπουμε ότι θ 
κλιμάκωςθ του αλγορίκμου με λωρίδεσ ςτακεροφ φψουσ είναι καλφτερθ και 
μάλιςτα για k>20 είναι ο ταχφτεροσ. 
 
Γράφημα 17. Self-Join για n = 24.000, με 200 λωρίδεσ. 
 
 












k=5 k=10 k=20 k=50 k=100
Self-Join για n = 24.000, με 200 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips









k=5 k=10 k=20 k=50 k=100
Self-Join για n = 19.000, με 200 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips























k=5 k=10 k=20 k=50 k=100
Self-Join για n = 14.000, με 200 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips











k=5 k=10 k=20 k=50 k=100
Self-Join για n = 9.000, με 200 λωρίδες 
Plane-Sweep Alternately
Fixed Number of Strips
Free Number of Strips
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4.6 ΑΝΑΖΗΣΗ΢Η ΒΕΛΣΙ΢ΣΟΤ ΑΡΙΘΜΟΤ ΛΨΡΙΔΨΝ 
Στα ακόλουκα πειράματα αναηθτοφςαμε το βζλτιςτο αρικμό λωρίδων για 
τθν ταχφτερθ εκτζλεςθ. Ζτςι, ςυγκρίναμε τουσ αλγόρικμουσ με λωρίδεσ για 
αναηιτθςθ 50 και 100 κοντινότερων γειτόνων. Για παραμζτρουσ n=24.000 και k=50, 
ο βζλτιςτοσ αρικμόσ λωρίδων προςεγγίηει τισ 50, ενϊ για παραμζτρουσ n=24.000 
και k=100,  είναι ανάμεςα ςτισ 20 με 50. 
 
Γράφημα 21. Self-Join για n = 24.000, k=50. 
 
 








l=10 l=20 l=50 l=100 l=200
Self-Join για n = 24.000, k=50 
Fixed Number of Strips









l=10 l=20 l=50 l=100 l=200
Self-Join για n = 24.000, k=100 
Fixed Number of Strips
Free Number of Strips
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 Αντίςτοιχα και εδϊ, κάνουμε τουσ ίδιουσ ελζγχουσ, για πολφ μικρότερο 
dataset που αποτελείται από 9.000 ςθμεία. Τα αποτελζςματα είναι παρόμοια με τα 




Γράφημα 23. Self-Join για n = 0.000, k=50. 
 
 










l=10 l=20 l=50 l=100 l=200
Self-Join για n = 9.000, k=50 
Fixed Number of Strips











l=10 l=20 l=50 l=100 l=200
Self-Join για n = 9.000, k=50 
Fixed Number of Strips
Free Number of Strips
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5. ΢ΤΜΠΕΡΑ΢ΜΑΣΑ ΚΑΙ 
ΕΠΕΚΣΑ΢ΕΙ΢ 
 
Στο κεφάλαιο αυτό κα παρουςιάςουμε τα ςυνολικά ςυμπεράςματα που προζκυψαν 
μετά τθν πειραματικι διαδικαςία κακϊσ και κάποιεσ προτάςεισ για μια μελλοντικι 
επζκταςθ τθσ εργαςίασ αυτισ. 
 
5.1 ΢ΤΝΟΛΙΚΑ ΢ΤΜΠΕΡΑ΢ΜΑΣΑ ΣΗ΢ ΕΡΓΑ΢ΙΑ΢ 
 Στθν παροφςα διπλωματικι εργαςία παρουςιάςαμε 3 νζουσ αλγόρικμουσ 
για Join και Self-Join όλων των k-κοντινότερων γειτόνων: Τον Plane-Sweep 
Alternately, Plane-Sweep με λωρίδεσ ίςου φψουσ και Plane-Sweep με λωρίδεσ ίςου 
αρικμοφ ςθμείων. Εκμεταλλευτικαμε το γεγονόσ ότι εάν μια απόςταςθ είναι 
μεγαλφτερθ από τθν άλλθ, τότε και το τετράγωνο αυτισ κα είναι επίςθσ 
μεγαλφτερο, με αποτζλεςμα να μθ χρειάηεται να κάνουμε ακριβζσ υπολογιςτικζσ 
πράξεισ με ρίηεσ. Επίςθσ, με βάςθ το αντικείμενο που ψάχνουμε τουσ γείτονζσ του, 
ελζγχουμε εναλλάξ αριςτερά και δεξιά του, αφοφ εκεί είναι το πικανότερο να 
βρίςκονται όλοι οι γείτονεσ. Τζλοσ, ορίςαμε τθν ζννοια του χωριςμοφ του χϊρου ςε 
λωρίδεσ, για καλφτερθ και αυτόνομθ διαχείριςθ κάκε λωρίδασ ξεχωριςτά.  
 Τα αποτελζςματα των πειραμάτων ζδειξαν διαφορετικοφσ αλγόρικμουσ ωσ 
καλφτερουσ, ανάλογα τθν αναηιτθςθ που κζλουμε να κάνουμε. Ο Plane-Sweep 
Alternately είναι καλόσ για μικρό όγκο δεδομζνων, κακϊσ γλιτϊνει τισ πράξεισ 
χωριςμοφ ςε λωρίδεσ και ξεκινάει κατευκείαν με τον υπολογιςμό. Κακϊσ όμωσ τα 
δεδομζνα αυξάνονται, δεν ζχει καλι κλιμάκωςθ, και εκεί καλφτερθ επίδοςθ ζδειξαν 
οι άλλοι 2 αλγόρικμοι. Ο Plane-Sweep με λωρίδεσ ςτακεροφ φψουσ δεν αποδείχτθκε 
καλόσ για μικρό όγκο δεδομζνων κακϊσ είναι πολφ πικανό να υπάρχουν λωρίδεσ 
χωρίσ κακόλου ςθμεία, πράγμα που τον αναγκάηει να ψάχνει ςε άλλεσ λωρίδεσ και 
να ξοδεφει υπολογιςτικό χρόνο. Ωςτόςο, ζχει πολφ καλι κλιμάκωςθ, με αποτζλεςμα 
κακϊσ τα δεδομζνα αυξάνονται, γίνεται αναλογικά καλφτεροσ. Τζλοσ, ο Plane-
Sweep με λωρίδεσ ίςου πλικουσ αντικειμζνων είναι ο ταχφτεροσ για μικρό και 
μεςαίο όγκο δεδομζνων και ζχει αρκετά καλι κλιμάκωςθ. Για μεγάλο όγκο 
δεδομζνων όμωσ, είναι ελάχιςτα πιο αργόσ από τον προθγοφμενο αλγόρικμο. Τα 
αποτελζςματα αυτά βζβαια ζγιναν με βάςεισ δεδομζνων πραγματικϊν ςθμείων, 
χωρίσ να εξετάςουμε τθ ςυμμετρία ι τθ διαςπορά τουσ. Σε άλλεσ βάςεισ δεδομζνων 
είναι πικανό να ζχουν διαφορετικι ςυμπεριφορά. 
 Ζπειτα ελζγξαμε ποιοσ είναι ο βζλτιςτοσ αρικμόσ λωρίδων για πιο ταχφ 
υπολογιςμό. Τα πειράματα ζδειξαν ότι για δεδομζνα μεταξφ 9.000 και 24.000 και με 
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αναηιτθςθ 50 και 100 κοντινότερων γειτόνων, ο βζλτιςτοσ αρικμόσ λωρίδων 
κυμαίνεται μεταξφ 20 και 50 και ςτουσ 2 αλγόρικμουσ. 
 
5.2 ΠΡΟΣΑ΢ΕΙ΢ ΓΙΑ ΠΙΘΑΝΕ΢ ΕΠΕΚΣΑ΢ΕΙ΢ 
 Στα πλαίςια αυτισ τθσ εργαςίασ είδαμε ότι οι αλγόρικμοι αυτοί είναι 
αποδοτικοί για ςχετικά μικρό όγκο δεδομζνων. Οι περιοριςμοί τθσ μνιμθσ RAM δεν 
μασ επιτρζπει να διαχειριςτοφμε μεγάλο όγκο δεδομζνων με τισ υλοποιιςεισ που 
κάναμε. Μια επζκταςθ που κα μποροφςε να υλοποιθκεί είναι να γίνει παράλλθλθ 
υλοποίθςθ τθσ λογικισ των αλγορίκμων αυτϊν. Κάκε λωρίδα κα μπορεί να 
υπολογίηεται ανεξάρτθτα, και ςτο τζλοσ κα ςυλλζγονται και κα ελζγχονται τα 
αποτελζςματα. Ζτςι, θ κάκε λωρίδα κα μπορεί να εκτελείται παράλλθλα, 
μειϊνοντασ δραματικά το χρόνο υπολογιςμοφ. Μια άλλθ επζκταςθ κα μποροφςε να 
είναι θ διαχείριςθ των δεδομζνων από το ςκλθρό δίςκο. Να παίρνουμε δθλαδι 
μζροσ των δεδομζνων ςτθ RAM κάκε φορά, να βρίςκουμε τα αντίςτοιχα 
αποτελζςματα και ζπειτα να το αποκθκεφουμε πίςω ςτο ςκλθρό δίςκο. Κατόπιν,  να 
ειςάγουμε νζο μζροσ των δεδομζνων και να επαναλαμβάνουμε. Τζλοσ, κα 
μποροφςαμε να κάνουμε μια κατανεμθμζνθ υλοποίθςθ ςε περιςςότερουσ από ζναν 
υπολογιςτικοφσ κόμβουσ με το μοντζλο MapReduce και τθ χριςθ του Hadoop. Με 
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