Abstract: This study describes the development of a semi-physical, real-time nitric oxide (NO) prediction model that is capable of cycle-by-cycle prediction in a light-duty diesel engine. The model utilizes the measured in-cylinder pressure and information obtained from the engine control unit (ECU). From the inputs, the model takes into account the pilot injection burning and mixing, which affects the in-cylinder mixture formation. The representative in-cylinder temperature for NO formation was determined from the mixture composition calculation. The selected temperature and mixture composition was substituted using a simplified form of the NO formation rate equation for the cycle-by-cycle estimation. The reactive area and the duration of NO formation were assumed to be limited by the fuel quantity. The model predictability was verified not only using various steady-state conditions, including the variation of the EGR rate, the boost pressure, the rail pressure, and the injection timing, but also using transient conditions, which represent the worldwide harmonized light vehicles test procedure (WLTC). The WLTC NO prediction results produced less than 3% error with the measured value. In addition, the proposed model maintained its reliability in terms of hardware aging, the changing and artificial perturbations during steady-state and transient engine operations. The model has been shown to require low computational effort because of the cycle-by-cycle, engine-out NO emission prediction and control were performed simultaneously in an embedded system for the automotive application. We expect that the developed NO prediction model can be helpful in emission calibration during the engine design stage or in the real-time controlling of the exhaust NO emission for improving fuel consumption while satisfying NO emission legislation.
Introduction
The NO x emissions from on-road vehicles have significant effects on the environment and human health [1] . Due to these impacts, there has been increasing demand for cleaner vehicles with progressively more stringent emission regulations. From the regulation point of view, diesel engines are unfavorable because of the NO x and smoke due to the diffusion combustion characteristics. Nevertheless, diesel engines have advantages in fuel economy and CO 2 emissions as there is a greater margin [2] to satisfy the proposed and established greenhouse-gas emission standards [3] , and therefore, researchers have shown interest in reducing NO x emissions from diesel engines.
There are two approaches used to reduce tail-pipe NO x emissions. One approach is changing the combustion concepts, such as low-temperature combustion using heavy exhaust gas recirculation (EGR) [4] [5] [6] [7] , and the second approach is using after-treatment devices, such as a lean NO x trap (LNT) and a selective catalytic reduction (SCR) [8, 9] . The former concept requires more extensive research and effort compared to conventional diesel engines with respect to covering the full operating range 
Experimental Setup
The engine test bed was connected to a 340 kW AC dynamometer (DynoDur, AVL, Graz, Austria), which was capable of steady-state operations and mirroring various homologation cycles through a controller (PUMA OPEN 1.3.2 automation system, AVL). During the experiments, the engine coolant and fuel temperature were maintained at 85-90 • C and 40 • C, respectively, to imitate vehicle conditions at room temperature.
The test engines were commercially produced engines, and the ETK-ECU interface was connected to PC software (Version 7.0, INCA, ETAS, Stuttgart, Germany) that allowed for the monitoring of the installed sensor signals and changing the major engine control parameters, such as the EGR, the rail pressure, the main injection timing and the boost pressure.
A glow plug type piezoelectric sensor (6056A, Kistler, Sindelfingen, Germany) was mounted on one of the cylinders, as indicated in Figure 1a , to take into account the real-time in-cylinder pressure data. The acquired in-cylinder pressure was pegged by the absolute boost pressure from the ECU and the top dead center (TDC) position is determined from combustion analyzer (KiBOx, Kistler). Once the TDC position was determined, it was saved in the ES-1000 before performing the engine-out NO calculation. 
The engine test bed was connected to a 340 kW AC dynamometer (DynoDur, AVL, Graz, Austria), which was capable of steady-state operations and mirroring various homologation cycles through a controller (PUMA OPEN 1.3.2 automation system, AVL). During the experiments, the engine coolant and fuel temperature were maintained at 85-90 °C and 40 °C, respectively, to imitate vehicle conditions at room temperature. 
Engine-Out NO Measurement
The engine-out NO was measured using two pieces of equipment: an exhaust gas analyzer (MEXA-7100DEGR, HORIBA, Kyoto, Japan) during steady-state engine operation and a fast NO analyzer (CLD-500, Cambustion, Cambridge, UK), which is used for the cycle-by-cycle real-time NO measurement during homologation cycle operations. A fast NO analyzer has a fast response time (2 ms) compared with the MEXA-7100DEGR (900 ms). The sampling probe of the fast NO analyzer was installed at the confluence of the exhaust gas where the distance to the exhaust valve was minimized to reduce the sampling delay.
Real-Time Calculation and Control of Engine-Out NO
Rapid prototyping hardware (ES1000, ETAS) and integration software (ASCET, ETAS) were selected to evaluate the prediction model's potential for real-time application. The ES1000 allows for the extension of its functions using interface boards, such as an ETK interface board (ES1232-A, ETAS), an analog/digital board (ES1303, ETAS) and a simulation/system controller board (ES1135, ETAS). The built-in engine sensor signals were delivered to the ES1000 in real time via the ETK interface board, and the A/D board integrated the different analog sensor signals, such as the pressure sensor and the gas analyzer signals, into the ES1000. The prediction model and the NO emission control logic were implemented in the simulation/system controller board (ES1135) and were especially developed for use in automotive applications. All calculations were conducted only using the computing power in the ES1135 board, and the results were monitored using a PC. As illustrated in Figure 1b , the entire process of the NO estimation and the NO control can be executed in a cycle. The first step is data exchange from the ECU to the ES1000, such as the engine speed, the air/fuel ratio (AF), and the injection timing.
After engine operating parameters are inserted from the ECU, the control logic calculates the appropriate injection timing for the target NO emission and overwrites the variable over 90 degrees of the crank angles. The process for controlling the engine-out NO is represented as dotted arrows in Figure 1b , and the process can be omitted when only predicting the engine-out NO. The NO estimation process is scheduled to be completed within a half of a cycle including the data exchange process, as shown by the solid arrow in Figure 1b . It should be noted that the estimated NO is matched in the present cycle while a previous cycle's estimated NO value is used for control. Table 2 reports available data for the evaluation of measurement errors and expanded uncertainties. The calculation of the uncertainties were based on [31] assuming a level of confidence of 95%. 
Experimental Conditions
The research in this paper was mainly performed with engine A-aged, and this engine was aged for more than 500 h using various conditions regardless of steady and transient operation in the range as follows. The steady-state operation conditions were an engine speed that ranged from 1000 to 2500 rpm with a BMEP of less than 20 bar. The entire WLTP cycle can be covered in the representative operation points, and setting the BMEP to a low value between 0 to 2 bar can reflect more rapid acceleration and deceleration conditions. The described steady-state test sets were organized as shown in Figure 2 . As shown in the figure, three different engines with various points were used to verify the model's robustness. The clusters of operation points are formed because the parameters, such as the EGR, the injection timing, the boost pressure, and the rail pressure, were varied to compare a typical engine operating map. More details of the typical conditions and sweep spacing are shown in Table 3 . In this paper, the WLTP cycle, which is known as a homologation cycle in Europe, was selected to investigate the real-time predictability of the model. The velocity profile for the entire cycle was converted to an equivalent engine speed and torque profile to simulate the dynamic test bench.
The reliability of the model was demonstrated using many different methods. First, the proposed model was applied to three different engines (engine A-aged, engine A-new and engine B) with two types, as described in Table 3 and Figure 2 . Second, the data programed in the ECU was deviated to mimic the engine's built-in sensor drift or actuator movement change due to aging. Last, the exhaust gas was bypassed, as shown in Figure 1a , to create hardware malfunction circumstances. More detailed information about the model robustness test conditions are shown in the section covering the model robustness validation. 
Description of the Real-Time NO Estimation Model
The preferable requirements for a real-time model are low computational cost, no calibration requirement, and the ability to be extrapolated outside of the calibration range. To meet these conditions, the inputs of the proposed model are restricted to the in-cylinder pressure information and the data available from the ECU. The in-cylinder pressure information can be altered using virtual pressure sensors or models but only the measured pressure is used in the results for a full discussion of the NO estimation model. The whole process of NO estimation is briefly structured in Figure 3 , and more details of each process will be described in the sub-sections of this section. 
The preferable requirements for a real-time model are low computational cost, no calibration requirement, and the ability to be extrapolated outside of the calibration range. To meet these conditions, the inputs of the proposed model are restricted to the in-cylinder pressure information and the data available from the ECU. The in-cylinder pressure information can be altered using virtual pressure sensors or models but only the measured pressure is used in the results for a full discussion of the NO estimation model. The whole process of NO estimation is briefly structured in Figure 3 , and more details of each process will be described in the sub-sections of this section. The thermal NO mechanism, which is a super-extended Zeldovich mechanism, takes into account the good extrapolation capability. The three representative reactions are shown as follows:
The equilibrium assumption [26] enables the simplification of the NO formation rate:
where T is the gas temperature, and the square brackets are the molar concentrations of the corresponding species. The [] e is the equilibrium concentration for a given reaction. Note that the given rate expression is the correlated molar formation of NO and should be considered when using this correlation. As shown in Equation (1), the strong dependence of the NO formation rate on the temperature is evident, and therefore, determination of the gas composition, which depends on the in-cylinder temperature, is a key issue when developing the model.
Determination of the Adiabatic Flame Temperature
Most of the NO x prediction models take into account the adiabatic flame temperature [11] in the calculation of the burned zone temperature. When calculating the adiabatic flame temperature, it is reasonable to consider the dissociation effect of the combustion products or to correct the temperature due to heat transfer [32] . However, none of these studies account for the gas composition change due to multiple injections, as adopted by most diesel engines, although the adiabatic flame temperature is related to the composition of the gases [33] . The combustion of hydrocarbon fuel is modeled as a single-step reaction to calculate the gas concentrations:
where λ is the air excess ratio given by the ECU, γ = x + y/4, and ψ is the molar N/O ratio (3.773 for air). The EGR in Equation (2) is the EGR fraction that is obtained from inherent model in the ECU. From Equation (2), the unburned gas composition in moles can be calculated as follows:
In the case of pilot injection burn, the burned gas should be located at a position that affects the entrainment of the main injection [34] , and therefore, the unburned gas composition deduced from Equations (7) to (10) cannot be directly used for the adiabatic flame temperature calculation. To help understand the composition change before the main injection event, computational fluid dynamics (CFD) analysis was examined in the reference condition and is shown in Figure 4 . The computations were performed by the commercial CFD software Star-CD version 4.22 with combustion model ECFM-3Z [35] , and a 1/7 sector mesh was generated with the ES-ICE toolkit. The mesh consisted of 67,000 cells at the BDC and 12,000 cells at the TDC with an extrusion method applied near the wall layer. For the boundary conditions, a cyclic boundary condition was applied to both sides in the azimuthal direction while all other regions had wall boundary conditions with a non-slip condition. Thermal boundary conditions for head, piston, and liner were fixed 430 K, 440 K, and 420 K respectively. The more details of the CFD simulation can be found in [36] .
The CFD results in Figure 4a reveal that, before main injection, only a limited in-cylinder charge is consumed with an accompanying change in the local gas composition. The mixture fraction (Z) [37] was used to describe the portion that did not join the combustion, and Z = 0.01 was selected for the visualization. was used to describe the portion that did not join the combustion, and Z = 0.01 was selected for the visualization. Moreover, the injection of the main fuel coinciding with the local changed area is observed, as shown in Figure 4b . To capture the transformation of the in-cylinder condition before the main injection, the air availability ( ) is introduced and is treated as a function of the quantity of fuel injected before the main injection, the swirl ratio, the engine speed and the dwell time (time interval between the end of pilot1 injection and start of main injection). Previous research has shown that the swirl promotes mixing between the air charge and the injected fuel and also affects the spray penetration and spreading [26] . It is obvious that the local gas composition continuously varies after the pilot injected fuel is burned because it mixes with the surroundings, and the characteristic time for the mixing is selected as the dwell time:
(0 1) = scale adjustment of (swirl ratio * Dwell time ( ) * engine speed ( ))
Equation (11) shows the air availability, which consists of ECU accessible parameters. The delta ( ) is a constant that is multiplied along with to express that the air availability is proportional to the injected fuel amount. Throughout the calculation, was fixed at 8, which is appropriate for the minimum air mass condition that was tested in this paper. The swirl factor ( ) is defined as product of the swirl ratio, the dwell time and the engine speed to create a non-dimensional constant, and the maximum value in the experimental case was set to 1 for the largest effect. Including the air availability concept, the gas composition change due to the fuel burn can be expressed in a singlestep reaction equation as follows: Moreover, the injection of the main fuel coinciding with the local changed area is observed, as shown in Figure 4b . To capture the transformation of the in-cylinder condition before the main injection, the air availability (α) is introduced and is treated as a function of the quantity of fuel injected before the main injection, the swirl ratio, the engine speed and the dwell time (time interval between the end of pilot1 injection and start of main injection). Previous research has shown that the swirl promotes mixing between the air charge and the injected fuel and also affects the spray penetration and spreading [26] . It is obvious that the local gas composition continuously varies after the pilot injected fuel is burned because it mixes with the surroundings, and the characteristic time for the mixing is selected as the dwell time:
ω(0 < ω ≤ 1) = scale adjustment of (swirl ratio * Dwell time (DT) * engine speed (rpm)) (12) Equation (11) shows the air availability, which consists of ECU accessible parameters. The delta (δ) is a constant that is multiplied along with γ to express that the air availability is proportional to the injected fuel amount. Throughout the calculation, δ was fixed at 8, which is appropriate for the Energies 2017, 10, 284 9 of 21 minimum air mass condition that was tested in this paper. The swirl factor (ω) is defined as product of the swirl ratio, the dwell time and the engine speed to create a non-dimensional constant, and the maximum value in the experimental case was set to 1 for the largest effect. Including the air availability concept, the gas composition change due to the fuel burn can be expressed in a single-step reaction equation as follows:
where subscript n O 2 norm. denotes the gas composition calculated in moles from Equation (8) through (10) divided by Equation (7), respectively. The gas concentration ratio, which considers the pilot injection burning and the mixing between each gas at the main injection timing, can be re-organized as Equation (14):
A database of the adiabatic flame temperature was built from 220 simulation results for various operating conditions that were identical to engine A-aged in the experimental conditions section using Chemkin-IV. With respect to the fact that the dissociation effects are important, when creating the adiabatic flame temperature database, the burned combustion products were assumed to be the main combustion species and species relevant for NO formation: O 2 , N 2 , CO 2 , H 2 O, CO, H 2 , H, OH, O, N, NO and N 2 O,. To calculate the appropriate adiabatic temperature for the real-time model, a second-order formula was derived from the database. The final form of the equation used to calculate the adiabatic temperature is expressed as Equation (15):
O 2 _ ad is the mole fraction of O 2 in Equation (14), which includes the physical compensations of the gas composition change and mixing due to the fuel burn and swirl. T SOC is the temperature when the main combustion starts and is calculated from the ideal gas equation as follows.
where P SOC , V SOC , and M SOC are the in-cylinder pressure, the volume, and the mass at the start of combustion (SOC), respectively. The first step to determine the T SOC is the rate of heat release (ROHR) calculation [38, 39] from the in-cylinder pressure. After the ROHR calculation, the SOC is selected to the minimum value after the main injection starts, and therefore, P SOC can be selected from the measured cylinder pressure. The process of utilizing the in-cylinder pressure is indicated in Figure 3 . V SOC is determined from the 1-D volume table that is stored by the system, and M SOC is obtained from the ECU as the sum of the mass in the cylinder trapped at IVC and the fuel quantity injected before the main injection event.
Calculation of the Engine-Out NO
The total NO formation can be calculated by integrating the NO formation rates, as given in Equation (1), with respect to time. However, determination of the flame temperature and the species concentrations at each time step is difficult and time consuming for a real-time model. For this reason, the real-time estimation of the engine-out NO starts from the calculation of the maximum NO formation rate, because the average NO formation rate is proportional to the maximum NO formation rate.
Calculation of the Cycle-Averaged NO Formation Rate
The cycle-averaged NO formation rate cannot be directly determined from the available inputs. From the CFD analysis of the diesel combustion cycle at various operating conditions, the average NO formation rate was confirmed to be proportional to the maximum NO formation rate at the maximum burned-gas temperature [38] . Moreover, the maximum burned gas temperature for the NO x correlation should not be the maximum value over the cycle but the maximum value during the burning of the main injection [12, 38] . In the engine, combustion is not the only source of a changing temperature. An additional temperature increase or decrease occurs because of the piston movement. The mean maximum burned temperature (T max ) that occurs after the main injection needs to consider this additional temperature increase or decrease. To calculate T max , T ad was compensated based on the polytropic relationship:
where T ad , P max , P SOC , and k are the adiabatic flame temperature calculated from Equation (15), the maximum pressure after main injection, the pressure at the SOC and the specific heat ratio, respectively. Since the oxygen and nitrogen concentrations in Equation (1) are assumed to be in equilibrium at the peak temperature and pressure [26] , the oxygen concentration was replaced with the value measured by the exhaust built-in sensor, and the nitrogen concentration was calculated from Equation (14) . The re-organized form of the NO formation rate equation yields:
where A is a global constant that can obtained from calibration.
Determination of the NO Formation Area and Duration
In previous work [30, 38] , only the NO formation rate and duration were taken into account to predict the engine-out NO. However, as shown in the optical experiments [40] , the high-temperature reaction area could be expanded due to the high injection pressure while the burn duration decreased. Moreover, the observation in the swirl motion revealed that the difference between the up and down sides of the jet can be varied depending on the in-cylinder conditions [40] . The given phenomenon shows that the major NO forming flame volume or area (here after treated as the surface area) can be varied and affects the formation duration. In other words, the average formation rate, as shown by Equation (18), only captures the relatively stronger or weaker formation rate at a point and does not consider a varying spatial distribution of the major NO formation area. To delineate the spatial distribution of the formation area and the duration simultaneously, the injected fuel quantity was used as a parameter. The major NO formation surface area, which is a thin layer surrounding the periphery of the fuel plume and is near a stoichiometric region, should be proportional and limited by the total injected fuel quantity because the region cannot be formed in the absence of the fuel. After adopting the parameter, the NO estimation equation can be written as: The engine speed in Equation (19) is used as a correlation parameter for the relative change in duration that occurs from the absolute time difference.
Spatial Concentration Correction of the Calculated NO
The in-cylinder area of a diesel engine can be separated into two zones because of the diffusion flame that occurs in lean circumstances. Each zone contributes to the near-diffusion flame that is directly related to the combustion and unburned zone, which consists of the unburned gas and the EGR, respectively. In Figure 5 , these zones are represented by the burned and unburned zone.
= exp [O ] [N ] × Fuel quantity/engine speed
The engine speed in Equation (19) is used as a correlation parameter for the relative change in duration that occurs from the absolute time difference.
Spatial Concentration Correction of the Calculated NO
The in-cylinder area of a diesel engine can be separated into two zones because of the diffusion flame that occurs in lean circumstances. Each zone contributes to the near-diffusion flame that is directly related to the combustion and unburned zone, which consists of the unburned gas and the EGR, respectively. In Figure 5 , these zones are represented by the burned and unburned zone. The NO concentration, which is calculated using Equation (19) , only considers the NO formation (mol) in the burned zone. The actual NO concentration, which is measured by the devices or tail pipe, is the NO (mol) divided by the volume of the total in-cylinder area (burned + unburned).
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The NO concentration, which is calculated using Equation (19) , only considers the NO formation (mol) in the burned zone. The actual NO concentration, which is measured by the devices or tail pipe, is the NO (mol) divided by the volume of the total in-cylinder area (burned + unburned).
To correct this spatial discrepancy between the calculated and measured, a simple concentration correction factor was derived based on the ideal gas equation:
where P, V, m, R and T are the pressure, volume, mass, specific gas constant and temperature, respectively. For the correction, only the volume of the unburned zone was replaced by a known value. The assumptions for the volume of the unburned substitution are as follows:
(1) Pressure in the burned zone and the unburned zone are identical. (P bunred = P unburned ) (2) The mass ratio of the burned to the unburned can be expressed as the global equivalent ratio (Φ) divided by (1 − Φ). (3) The temperature in the burned zone (T burned ) is treated as the maximum burned gas temperature (T max ). (4) The temperature in the unburned zone can be calculated using the isentropic compression and expansion relationship:
where the letters indicate the temperature in the unburned zone, the temperature of the main SOC, the maximum pressure, the pressure at SOC, and the specific heat ratio, respectively.
The equation for the engine-out NO concentration: 
Fitting of the Constant in the NO Estimation Model
In a traditional approach, the NO emission predicted by the thermal NO mechanism alone is common. However, other NO mechanisms, such as from N 2 O or NO decomposition, cannot be neglected in some particular operating conditions (which occur, e.g., at very high rates of EGR) [14, 41] . Taking into account other NO formation and decomposition mechanisms simultaneously, the final NO rate equation can be written as:
The final rate equation described above is equal to the superposition of each NO formation rate equation and the NO decomposition rate equation. Although the complete chemical kinetic calculation from multiple mechanisms gives more accurate results, the computation time increases considerably. One way to cope with the problem is through the introduction of a correction in the previous methods to maintain the advantages of the former model [41] . Therefore, the NO formation via the N 2 O intermediate pathway and NO decomposition through the reverse Zeldovich and N 2 O mechanism were approximated by changing the rate constant of Equation (19) . For use in the real-time estimation, the superposition of the exponential terms was replaced by an empirically approximation using only one exponential term. The rate constant in Equation (19) , −69,090, is replaced with −33,050, which empirically approximated the value obtained using the MATLAB curve fitting function. The fitted rate constant differing from 69,090 has been observed in engine results, as in [42] [43] [44] . As shown by Mellor, the activation temperatures for N 2 O formation and the Zeldovich formation mechanism have been shown at 36,120 and 62,184 K [43] . The former value was comparable to Plee's observation of 34,300 in a direct injection (DI) engine [44] and our tuned value of 33,050. This might lead to the conclusion that the N 2 O formation mechanism is dominant, but in-cylinder NO is not solely dependent on a single mechanism, and this requires additional exploration. Due to practical constraints, this paper cannot provide a comprehensive review of all NO formation and decomposition mechanisms. (25) The NO prediction results using Equation (25) are shown in the results and discussion section.
Results and Discussion

Model Application in Steady-State Operation Conditions
The NO estimation model in Equation (25) was applied to the steady-state operating condition that is presented in Table 3 . To validate the model's potential, the cylinder charge-related parameters, which are the EGR, the boost pressure and injection-related parameters, the rail pressure, and the injection timing, were swept compared to nominal operating points. errors of approximately ±10% compared to the measured NO, although there are greater errors at some points. Moreover, there was nothing particularly remarkable in the NO estimation results while parameters, such as the EGR, SOI, boost pressure and the rail pressure, were changed.
that is presented in Table 3 . To validate the model's potential, the cylinder charge-related parameters, which are the EGR, the boost pressure and injection-related parameters, the rail pressure, and the injection timing, were swept compared to nominal operating points. Figure 6 reports the estimated engine-out NO emission with respect to the measured NO emission. The correlation coefficient R 2 and the RMSE are shown to quantitatively analyze the model accuracy. The R 2 value of 0.982 and the RMSE value of 0.048 (mg/str) are noted as giving good predictability. The model was found to have errors of approximately ±10% compared to the measured NO, although there are greater errors at some points. Moreover, there was nothing particularly remarkable in the NO estimation results while parameters, such as the EGR, SOI, boost pressure and the rail pressure, were changed. 
Evaluation of the Model Input Parameter Sensitivity Analysis
To examine errors in the measurement and calculation, a sensitivity analysis was performed with the EGR, lambda, and the swirl factor using the proposed NO estimation model. The reason for selecting these parameters was to precisely investigate the impact of the measurement uncertainty from the ECU. Moreover, the EGR is known to be a dominant factor in NO production from CI engines because, through the use of the EGR, the combustion temperature decreases due to a lower oxygen concentration and a greater heat capacity compared to when fresh air is supplied. Similarly, 
To examine errors in the measurement and calculation, a sensitivity analysis was performed with the EGR, lambda, and the swirl factor using the proposed NO estimation model. The reason for selecting these parameters was to precisely investigate the impact of the measurement uncertainty from the ECU. Moreover, the EGR is known to be a dominant factor in NO production from CI engines because, through the use of the EGR, the combustion temperature decreases due to a lower oxygen concentration and a greater heat capacity compared to when fresh air is supplied. Similarly, lambda and the swirl factor (ω) are indicators of the in-cylinder oxygen concentration; specifically, the swirl factor represents burned gas of pilot fuel mixing before the main event.
In Figure 7 , the errors in the calculation come from the EGR rate, and other inputs such as lambda and the swirl factor are shown. The results were derived by offsetting the parameters from all operating points in engine A-aged (n = 220). The sensitivity analysis of the EGR rate on the NO estimation showed that a 15% offset in the EGR rate can cause a nearly 5% error in the NO estimation. Changing lambda by 15% resulted in similar results as the EGR rate adjustment, which is expected because both parameters are used in Equation (2) . Although the influences were analogous, the changing trend was opposite because they affect the cylinder temperature in opposite manners. An important conclusion of this analysis is that variables with more influence on estimating the NO emissions are the swirl factor (ω), which depends on the swirl ratio, the dwell time, and the engine speed, as described in Section 3.1. The results indicate that the pilot burned gas distribution and the mixing are very sensitive in our estimation model while the remainder of the parameters have less influence.
changing 
Model Application in Transient Operation Conditions over a WLTC
The performance of the proposed model was evaluated in transient conditions, and these conditions are referred to as WLTC. The WLTC is separated into four phases (low, medium, high, extra-high), and the real-time estimation results show portions of the low and extra-high phases, as seen in Figure 8 . The airflow rate and the injected fuel quantity delivered from the ECU were used to calculate the total NO mass, and from this calculation, the NO accumulation curve with respect to the time history was obtained. Figure 8a shows the cumulative NO mass emission over the entire WLTC.
The cumulative emissions were normalized with respect to the Mexa-7100-measured value for comparison. As shown in the graph, the accumulation of the estimated NO almost matched the measured NO over the entire time history, and the final errors are within 1.5%. The vehicle velocity profiles for the WLTC are aligned with the NO accumulation results. The magnified information was selected based on the lower and higher part of the vehicle velocity, and these areas corresponds with the low and extra-high phases in the WLTC, respectively. Twenty seconds of the low phase, which expressed the NO variation well, is shown in Figure 8b . This timescale allows the assessment of cyclic variations in the NO measurement and estimation. The mass of the NO emission in the timescale was normalized and is shown in the window. 
The performance of the proposed model was evaluated in transient conditions, and these conditions are referred to as WLTC. The WLTC is separated into four phases (low, medium, high, extra-high), and the real-time estimation results show portions of the low and extra-high phases, as seen in Figure 8 . The airflow rate and the injected fuel quantity delivered from the ECU were used to calculate the total NO mass, and from this calculation, the NO accumulation curve with respect to the time history was obtained. Figure 8a shows the cumulative NO mass emission over the entire WLTC. In the first part of the graph, a regular peak wave from the measured data clearly shows the exhaust stroke, and the square wave from the model obviously shows the capability of the real-time, cycle-by-cycle NO estimation. Note that to observe individual cycle events, a fast NO analyzer probe was mounted near the exhaust valve, while the model input AF was from an engine mounted sensor located beyond the turbocharger. It is possible that the delay when the NO changes rapidly or the absolute level difference between the estimated and measured results from the fast NO analyzer could have been caused by exhaust gas mixing in the cylinders beyond the turbocharger [45] or due to AF sensor delay compared to the fast-response analyzer. Figure 8c shows that the normalized NO mass from 1595 s to 1695 s had greater model predictability during significant NO transient conditions. Additionally, this result is presented in the insert within the graph, which enlarges the time period from 1635 s to 1640 s. The cumulative emissions were normalized with respect to the Mexa-7100-measured value for comparison. As shown in the graph, the accumulation of the estimated NO almost matched the measured NO over the entire time history, and the final errors are within 1.5%. The vehicle velocity profiles for the WLTC are aligned with the NO accumulation results. The magnified information was selected based on the lower and higher part of the vehicle velocity, and these areas corresponds with the low and extra-high phases in the WLTC, respectively. Twenty seconds of the low phase, which expressed the NO variation well, is shown in Figure 8b . This timescale allows the assessment of cyclic variations in the NO measurement and estimation. The mass of the NO emission in the timescale was normalized and is shown in the window.
In the first part of the graph, a regular peak wave from the measured data clearly shows the exhaust stroke, and the square wave from the model obviously shows the capability of the real-time, cycle-by-cycle NO estimation. Note that to observe individual cycle events, a fast NO analyzer probe was mounted near the exhaust valve, while the model input AF was from an engine mounted sensor located beyond the turbocharger. It is possible that the delay when the NO changes rapidly or the absolute level difference between the estimated and measured results from the fast NO analyzer could have been caused by exhaust gas mixing in the cylinders beyond the turbocharger [45] or due to AF sensor delay compared to the fast-response analyzer. Figure 8c shows that the normalized NO mass from 1595 s to 1695 s had greater model predictability during significant NO transient conditions. Additionally, this result is presented in the insert within the graph, which enlarges the time period from 1635 s to 1640 s.
Model Robustness Validation
In this section, the main focus is to verify the model robustness in diverse ways. The model was applied to engine A-aged and engine A-new to identify the difference in not only the hardware (e.g., the injector, EGR system, and turbocharger) age but also the hardware difference between the conventional series production because engine A was entirely changed. Moreover, engine-B, which is totally different from engine A (detailed in the experimental section), was used to assure the model's capability. The NO prediction in engine-B was conducted using two methods: one using the same calibration constant as engine-A and one in which the constant was recalibrated for engine B. In Figure 9 , the predicted versus the measured NO in the three engines with many different operating conditions is presented. A good agreement for engine A-aged was observed, as shown in Section 4.1, and a good trend was observed when the NO estimation model was applied to engine A-new. There was a slight increase in the correlation coefficient R 2 : 0.992, and there was an improvement in the RMSE: 0.033 mg/str. This change possibly came from the experimental set differences, as noted in Table 3 . In addition, the NO estimation results from engine B with a calibration constant identical to the one applied to engine A-aged and A-new still shows a good correlation value R 2 of 0.989, although the RMSE value increased compared to the predicted results of engine A (Note that ω in Equation (12) rescaled in the same manner using the maximum values used in the engine B experimental conditions). The increase in the RMSE value comes from the overestimated results compared to the measured In addition, the NO estimation results from engine B with a calibration constant identical to the one applied to engine A-aged and A-new still shows a good correlation value R 2 of 0.989, although the RMSE value increased compared to the predicted results of engine A (Note that ω in Equation (12) re-scaled in the same manner using the maximum values used in the engine B experimental conditions). The increase in the RMSE value comes from the overestimated results compared to the measured value, as shown by the decreasing trend line in Figure 9 . However, the behavior of the model is, in general, quite robust even though the model was not been recalibrated for engine B. The recalibration of the model constants for engine B enhanced the predictability with a R 2 of 0.991 and an RMSE of 0.0242 mg/str. The estimated NO in engine B with the adjusted constant (E = 36,310 in Equation (25)) lined closely with the diagonal of the results from engine A, which leads to the RMSE improvement.
After confirming the model robustness using different hardware at steady operation circumstances, the model's capability was verified in the WLTC where external perturbations existed. The selected artificial perturbations offset the intake air mass flow rate map, which is built in ECU as a function of the operating points and bypasses the exhaust gas prior to the turbocharger. The intake airflow rate map was offset to mimic drift or to weaken the sensitivity of the inherent sensors, such as the airflow, or boost pressure that might be caused by aging. Table 4 shows the cumulative NO mass emissions over the WLTC with general and ±3% entire air map offset conditions. The 3% deviation in the airflow rate map cause a nearly 10% deviation in the NO accumulation during the cycle due to EGR rate change. The EGR rate was increased when the negative offset was applied and was decreased when the positive offset was applied due to in-cylinder fresh air mass change. The EGR rate deviated by a maximum of ∓9% compared with general transient operation when the air map changed ±3%, respectively. Regardless of the variation, the estimated mass of NO was within 3% of the measured value during the WLTC. Moreover, the exhaust gas prior to the turbocharger was bypassed to create a hardware malfunction in the air charging system specifically. Bypassing the turbocharger boosted the pressure decrease because the turbocharger operated outside of the designed region, although the target value was identical, and consequently, there was relatively reduced intake manifold pressure, which allows for a greater portion of the EGR to flow in the manifold. Finally, the rose of the EGR rate increased the global in-cylinder global equivalent ratio significantly when the injection fuel amount and timing were equal. The selected deviations for the general and bypassed conditions are noted in Table 5 .
As shown in Table 4 , a significant reduction in the cumulative NO emission was observed when the exhaust gas bypassed the turbocharger. The explanation for the nearly 26% cumulative NO mass decrease in the cycle was the reduced in-cylinder fresh air mass of the air system. However, the estimated cumulative NO mass demonstrated meaningful results with the measured value in this unfavorable condition. Accordingly, from this diverse approach, the proposed NO prediction model is quite reliable during both aging and hardware malfunctions. Finally, the model was applied to a real-time engine-out NO emission control during steady-state operation. The injection timing for the main was selected as a control parameter because of the immediate emission responsibility and was adjusted to change the engine-out NO. The main injection timing was controlled using a closed-control scheme that compared the NO estimation value to a target value. The procedure for the real-time engine-out NO emission control process is shown in Figure 10 . the exhaust gas bypassed the turbocharger. The explanation for the nearly 26% cumulative NO mass decrease in the cycle was the reduced in-cylinder fresh air mass of the air system. However, the estimated cumulative NO mass demonstrated meaningful results with the measured value in this unfavorable condition. Accordingly, from this diverse approach, the proposed NO prediction model is quite reliable during both aging and hardware malfunctions. Table 5 . Major engine operating parameter changes in the selected general vs. the bypassed operating conditions. The injection strategy used was identical in for conditions (∆: based on nominal value). 
Rotating
Real-Time NO Emission Control during Steady-State Operating Conditions
Finally, the model was applied to a real-time engine-out NO emission control during steadystate operation. The injection timing for the main was selected as a control parameter because of the immediate emission responsibility and was adjusted to change the engine-out NO. The main injection timing was controlled using a closed-control scheme that compared the NO estimation value to a target value. The procedure for the real-time engine-out NO emission control process is shown in Figure 10 . The control logic was turned on and off alternatively for 200 s to examine the NO control capability. As reported in Figure 10 , the main injection timing varied within the range of bTDC −3 to 5 CA to maintain engine stability, and the range of NO emissions were normalized with the NO level. The engine-out NO instantaneously varied when the control logic was applied, and the change was from −10% to 30% compared to the nominal condition. The main injection timing was saturated to the lower boundary value between 110 and 180 s due to the limitation of the timing, and this caused a slight deviation with the target value. However, nearly 40% of the raw emission can be varied successfully with the NO estimation model used in the real-time NO emission control.
Conclusions
The present work introduces a physics-based, computationally applicable NO estimation model that is capable of cycle-by-cycle engine-out NO emission determination. The objective of the proposed Energies 2017, 10, 284 18 of 21 research was to use physical concepts with simplification to develop an on-ECU NO estimator. To achieve this goal, the model utilized the in-cylinder pressure and the data available from the ECU.
The model considers the maximum burned gas temperature of the main injection and takes into account the pilot fuel burning and mixing. From the calculated temperature, the averaged NO formation rate was determined. In addition, the NO formation area change that accompanies the formation duration variation was treated proportionally to the injected fuel quantity for simplification. After calculating the formation rate, area, and duration, a spatial correction for the NO formation due to the heterogeneous reaction was compensated for using a simple correlation.
As shown in the paper, the proposed model is capable of taking into account the injection timing, the rail pressure, the boost pressure and the EGR rate variations on the NO emissions. Based on the agreement over an extensive range of steady-state conditions (R 2 : 0.98, RMSE: 0.048 mg/str), the model was validated using the WLTC (accumulation error within 3%). The cycle-by-cycle prediction capability in the WLTC demonstrates that the computational cost was satisfactorily low, and due to the fast calculation, the engine-out NO emission was controlled by changing the main injection timing. The model robustness was demonstrated with three engines and on two different types of engines that were representative of light-duty vehicles. The proposed virtual NO sensor can be a useful tool as follows:
(1) as an engine emission calibrator in the engine development stage (2) for the real-time management of exhaust NO emissions (3) as an alerting system for physical NO x sensor failure
