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Application aux diffusions de Langevin ge´ne´ralise´es [28]
Abstract
In the case of diffusions on Rd with constant diffusion matrix, without assuming re-
versibility nor hypoellipticity, we prove that the contractivity of the deterministic drift
is equivalent to the constant rate contraction of Wasserstein distances Wp, p ∈ [1,∞].
It also implies concentration inequalities for ergodic means of the process. Such a con-
tractivity property is then established for some generalised Langevin diffusions when
the potential is convex with bounded Hessian and the friction is sufficiently high. This
extends previous known results for the usual (kinetic) Langevin diffusion.
1 Introduction
The overdamped Langevin diffusion is the solution (Xt)t>0 in R
n of
dXt = −∇U(Xt)dt+
√
2dWt (1)
with (Wt)t>0 a standard Brownian motion on R
n and U ∈ C1(Rn). When U is uniformly
convex, a few things are known for this process. First, considering two solutions of this
equation (driven with the same Brownian motion W ) with different initial conditions,
we see that the distance between them almost surely decays at constant rate. This
coupling argument yields the contraction of Wasserstein distances Wp for all order p ∈
[1,+∞] along the Markov semigroup (Pt)t>0 associated to the process. Besides, the
convexity of U is equivalent to the fact the process (1) satisfies a curvature-dimension
inequality CD(ρ,∞) in the sense of Bakry-E´mery [5, 4], with a curvature ρ > 0. For
reversible diffusions, CD(ρ,∞) is equivalent to Γ(Ptf) 6 e−2ρtPt(Γf) for all sufficiently
smooth f , where Γ(f) = 1/2L(f2) − fLf is the carre´ du champ associated to the
generator L of the process, and is also equivalent to
√
Γ(Ptf) 6 e
−ρtPt(
√
Γf), see [5,
Theorem 4.7.2 et Theorem 5.5.2]. The positive curvature also implies for the invariant
measure of the process (which here is explicit, with density proportional to exp(−U))
a logarithmic Sobolev inequality. In the case of the overdamped Langevin diffusion,
Lf(x) = −∇U(x)·∇f(x)+∆f(x) and Γ(f) = |∇f |2; the convexity of U is thus equivalent
to estimates of the form |∇Ptf |q 6 e−qρtPt(|∇f |q) for q ∈ [1, 2]. According to the work
of Kuwada [21, 22], these contractions of the gradient along the semigroup are equivalent
to the contractions of the distances Wp for p ∈ [2,+∞]. As a consequence, for (1), the
contraction of W2 along Pt is equivalent to the contraction of W∞, and to the fact U
is convex. This has first been stated, along with other equivalences, in the work [37] of
Von Renesse and Sturm, who showed that in fact the contraction of all theWp distances
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for p ∈ [1,+∞] are equivalent. Here the process (1) is a diffusion, moreover elliptic and
reversible.
One of the starting point of the present article stems from the works [7, 9, 10] which,
each with quantitative results more or less sharp, establish under some conditions a
contraction through the parallel coupling for the Langevin diffusion (sometimes called
underdamped or kinetic Langevin diffusion){
dXt = Ytdt
dYt = −∇U(Xt)dt− γYtdt+
√
2γdWt
(2)
on Rn×Rn, with γ > 0 a friction parameter. It is still a diffusion ; however it is no more
elliptic (although still hypoelliptic) ; nor reversible (in the probabilist sense, while it is
still reversible in the sense of physics, meaning up to a reflection of the velocity). Then,
the picture is already less clear.
First, one may hope that the convexity of U is sufficient to get a contraction for (2),
in particular since the invariant measure has a density proportional to exp(−H(x, y))
with H(x, y) = U(x)+ |y|2/2 (which is uniformly convex if U is), which satisfies Sobolev
logarithmic inequality. Nevertheless, in [7, 9, 10], ∇2U has to be uniformly bounded,
and moreover the friction γ has to be sufficiently high depending on the lower and upper
bounds of ∇2U . Yet, in the Gaussian case where U(x) = x · Sx with a real symetric
positive definite matrix S, there is always a contraction for the parallel coupling for a
suitable Euclidean norm (in view of the discussion in Section 2, this follows from [27, 1]),
without any restriction on γ nor on the eigenvalues of S. Could it be that the restrictions
on the results of [7, 9, 10] only come from sub-optimal proofs and computations ? It is
easily seen that it is not the case (see Section 3.2).
Second, one can wonder what remains of the relations mentioned in the overdamped
case. In the latter, Γ(Ptf) and |∇Pf |2 happened to be, somehow by chance, the same
object. On the contrary in the kinetic case Γ(f) = |∇yf |2, in particular the Bakry-E´mery
curvature is −∞. Besides, notice the following: Γ(f) is defined from a Markov generator
L, i.e. some dynamics. On the contrary, |∇f | is defined from a metric, in the sense of,
in the general metric framework,
|∇f(x)| := lim
d(x,y)→0
|f(x)− f(y)|
d(x, y)
for some distance d. One of the interest of the Bakry-E´mery theory is precisely the
possibility to define a metric from a Markov dynamics. However, in the case of the
Langevin diffusion, R2d is already endowed with the Euclidean metric (and the usual
gradient), and it is for the latter that Wasserstein contractions are obtained in [7, 9, 10].
In [6], Baudoin was the first to adapt the Bakry-E´mery theory to the process (2),
with a sub-Riemannian geometry-oriented viewpoint. A keypoint is to add to the carre´
du champs Γ a “vertical carre´ du champs vertical” ΓZ that complement Γ in the sense
that Γ + ΓZ is equivalent to the square of the complete gradient |∇f |2. This makes
possible the adaptation of many classical arguments of semigroup interpolation in this
new framework. Nevertheless, is it really necessary to keep Γ and to complete it? Why
not, instead, working with a gradient that has nothing to do with the carre´ du champ
? Here are three examples pushing in this direction: 1) for non-diffusive process, the
carre´ du champ is a non-local operator that has in general nothing to do with |∇f |2,
yet in some cases it is possible to obtain, through Bakry-E´mery type arguments, some
estimates on |∇Ptf |2, see [26, 27]; 2) for generalised Ornstein-Uhlenbeck processes, i.e.
for diffusions with a linear drift and a constant diffusion matrix, we can see in [27, 1]
that, in order to establish an optimal convergence rate, one should work with quantities
of the form |Q∇f |2 where the definition of the matrix Q only involves the drift matrix,
and thus does not depend on the diffusion matrix at all, while the carre´ du champ only
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depends on the diffusion matrix; 3) for a diffusion with a constant matrix diffusion, by
design, the parallel coupling is blind to the diffusion matrix (from which, again, is defined
the le carre´ du champ), the contraction only comes from the deterministic drift.
Besides, this last remark questions the (hypo)ellipticity of the diffusion under study.
Take the ordinary differential equation x˙t = −∇U(xt) for a convex U : indeed there is
contraction for two solutions starting with different initial conditions.
One of the purpose of the present article is to clarify these points. More precisely,
for a diffusion with a constant diffusion matrix, the question is to see what can be said
from an almost sure contraction along the parallel coupling, independently from any
reversibility or hypoellipticity assumption.
The second objective (chronologically it was the first) of the article is to extend the
results of [7, 9, 10] to the case of the generalised Langevin diffusions, in the sens of the
Markov processes Z = (X,Y ) on Rn × Rp that solves{
dXt = AYtdt
dYt = −AT∇U(Xt)dt−BYtdt+ΣdWt (3)
with A ∈ Mn,p(R) (denoting by Mk,ℓ(R) the set of real matrices with k lines and ℓ
columns), B,Σ ∈ Mp,p(R), U ∈ C2(Rn), W is a standard Brownian motion in dimension
p and HT stands for the transpose of a matrix H.
Some motivations for the study of these processes are detailed in Section 3.1, with
two different viewpoints: Langevin diffusions with memory, and Monte Carlo methods
with lifted Markov processes.
Let us emphasise that the goal is not simply to quantify the convergence toward
equilibrium (for instance in the sense of the χ2 distance or of the relative entropy) of the
process in a general case (which, for generalised Langevin diffusions, has been studied
under some conditions in [33, 8, 34], and for the classical Langevin is the topic of an
abundant litterature) but to establish a much stronger contraction property under some
restrictive conditions (although it turns out that the conditions on B that we will consider
are in fact more general than in [33, 8, 34]). In particular, we won’t try to prove that
some generalised Langevin diffusions (3) converge to equilibrium faster than the usual
Langevin diffusion, or even than the overdamped Langevin diffusion. Moreover, we will
only consider the continuous-time process, although the case of a numerical scheme based
on (3) can be treated in a similar way, as in [29] for the usual Langevin diffusion.
As already mentioned, the diffusion matrix Σ does not play any role on the contraction
property that is studied here. However, if the fluctuation-dissipation relation
B +BT = ΣΣT (4)
is satisfied then, assuming that Σ is symmetric positive (which we can always do without
loss of generality), it is completely determined by B, and more precisely by the symmetric
part of B. The condition (4) is equivalent to the fact the Gaussian part of the diffusion,
dYt = −BYt +ΣdWt , (5)
admits the standard Gaussian measure on Rp as an invariant measure.
Our goal is to work in a framework that allows for cases where this Gaussian part
is itself degenerated, in the sense that the symmetric part of B is not positive definite
(which would corresponds, when the fluctuation-dissipation condition (4) is satisfied, to
the case where Σ is invertible, and thus the process (5) is elliptic). Indeed, the case
where the symmetric part of B is positive definite is not so different from the classical
kinetic case (p = n and A = B = In). We will keep in mind the following example:
p = 2n,
A =
(
In 0
)
and B =
(
0 −In
In In
)
.
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In other words, in this case (and with the condition (4)), the Gaussian part (5) is itself
a kinetic Langevin diffusion. Decomposing Y = (Y1, Y2), the corresponding generalised
Langevin diffusion is thus

dXt = Y1,tdt
dY1,t = −∇U(Xt)dt+ Y2,tdt
dY2,t = −Y1,tdt− Y2,t + dW˜t
with W˜ standard Brownian motion of dimension n. This may be called an order 3
Langevin diffusion. More generally, for K > 1, we can consider the K+1 order Langevin
diffusion, given by p = Kn,
A =
(
In 0 . . . 0
)
and B =


0 −In 0 . . . 0
In 0 −In . . .
...
0
. . .
. . .
. . . 0
...
. . . In 0 −In
0 . . . 0 In In


. (6)
In this case, still with the condition (4), the corresponding diffusion is highly degen-
erated: a system of dimension (K + 1)n is driven by a random noise of dimension n
and, as this noise is only propagated between adjacent coordinates (i.e. from Yi+1 to
Yi), Ho¨rmander brackets of order K have to be considered in order to span the full space
[18].
The form of the K + 1 order Langevin diffusion is reminiscent of the diffusions de-
signed in [16]. This article was concerned with the following question: for a given
Gaussian target law, which generalised Ornstein-Uhlenbeck process converges fastest to
this equilibrium? Under a normalisation condition (more precisely: the trace of the dif-
fusion matrix being fixed), the answer is given by some diffusions for which the rank of
the diffusion matrix is 1 (in other words there is noise directly only on one variable). Of
course, the situation is different to ours, since [16] worked within a given space, while
the higher order Langevin diffusions are defined by adding new variables to the initial
space Rn.
The remaining of this article is organised in two parts that are mostly independent
one from the other. Section 2 is concerned, in a general framework, by the question
of almost sure contraction. It is decomposed as Section 2.1 where the main result of
this part (Theorem 1) is stated and proven; Section 2.2 where classical arguments for
obtaining concentration inequalities from Theorem 1 are adapted; Section 2.3 where a
non-diffusive example, for wich Theorem 1 is false, is discussed. Section 3 is devoted
to the study of generalised Langevin diffusions. After a more detailed presentation of
these processes (Section 3.1), we will check in Section 3.2 that the convexity of U is
not sufficient to get a contraction for the Langevin diffusion; Section 3.3 contains the
main result of this part (Proposition 5), which extends the results of [7, 9, 10] to some
generalised Langevin diffusions, meaning that there is a contraction if U is uniformly
convex with bounded Hessian and the friction is high enough; finally, we will see in
Section 3.4 that the contraction property yields an L2 convergence speed, despite the
process being non-reversible.
Notations
We denote by Msym>0m,m (R) (resp. Msym>0m,m (R)) the set of real symetric positive (resp.
positive definite) matrices of sizee m, x · y the scalar product between x, y ∈ Rm and
|x| = √x · x. For M ∈ Msym>0m,m (R) and x ∈ Rm we also write ‖x‖M =
√
x ·Mx.
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For M,N ∈ Mm,m,(R) (not necessarily symmetric), the notation M > N (resp.
M > N) is understood in the sense of quadratic forms, i.e. x ·Mx > x · Nx for all
x ∈ Rm (resp. x ·Mx > x ·Nx for all x 6= 0), or equivalently in sens of the symmetric
par (M +MT −N −NT )/2 of M −N is positive (resp. positive definite) as a symmetric
matrix.
We denote by P(Rm) the set of probability measures on Rm.
2 Contraction for diffusions
This section is devoted to the study of the general case of a diffusion (Zt)t>0 on R
d that
solves
dZt = b(Zt)dt+ΣdWt , (7)
where (Wt)t>0 is a standard Brownian motion on R
d, with:
Assumption 1. The drift b ∈ C∞(Rd,Rd) with ‖∂αb‖∞ < +∞ for all α ∈ Nd such that
|α| > 1. The diffusion matrix Σ ∈ Msym>0d,d (R) is constant.
In particular, b is globally Lipschitz. The condition on the higher order derivatives is
meant to ensure the validity of some computations with minimal technical considerations.
It is not very important since, when it is not satisfied, it may be enough to apply the
results with some drifts (bn)n>0 that satisfy it and converge to b uniformly on all compact
sets and then to let n→ +∞ (as we will see, our results do not involve these derivatives).
The drift being Lipschitz, equation (3) admits a unique strong non-explosive solution
for all initial condition z ∈ Rd. We denote by (Pt)t>0 the associated Markov semigroup,
given by Ptf(z) = E(f(Zt)|Z0 = z) for measurable bounded f , t > 0 and z ∈ Rd. For
k, n ∈ N∗, write φk(z) = 1/(1 + |z|k) and
Cnk (Rd) = {f ∈ Cn(Rd), ‖φk∂αf‖∞ < +∞ ∀α ∈ Nd, |α| ∈ J0, nK} .
Under Assumption 1, for all k, n ∈ N∗ there exists λn,k such that for all f ∈ Cnk (Rd) and all
t > 0, Ptf ∈ Cnk (Rd) with‖Ptf‖n,k 6 exp(λn,kt)‖f‖n,k, where ‖f‖n,k =
∑
|α|6n ‖φk∂αf‖∞
(see for instance the proof of [14, Theorem 2.5]). For all k ∈ N, f ∈ C∞k , α ∈ Nd and
t > 0, we have ∂t(∂
αPtf) = ∂
αLPtf . Moreover, writing ψβ(z) = exp(β|z|2), we have
that, for all t > 0, there exist βt,Mt > 0 such that for all s ∈ [0, t] and z ∈ Rd,
Psψβt(z) 6 exp(Mt(1 + |z|2)) (this follows for instance from (11) below).
2.1 Main result
For z ∈ Rd we denote by Jb(z) = (∂zjbi(z))16i,j6d the Jacobian matrix of b (the index i
being for the line, j for the column). For M ∈ Msym>0d,d (R) and ρ ∈ R we say that the
drift b induces a right-contraction of the metric M at rate ρ if the following condition
holds:
∀z ∈ Rd, MJb(z) 6 −ρM (ContR(M,ρ))
(recall that A 6 B for possibly non-symmetric matrices is understood in the sense of the
associated quadratic forms). The goal of this section is to study the consequences of the
condition ContR(M,ρ). Actually, the word contraction is disputable when ρ 6 0, but
we are mainly interested in the case ρ > 0.
Let us start with a few simple remarks. For M ∈ Msym>0d,d (R) and ρ ∈ R, we say that
the drift b induces a left-contraction of the metric M at rate ρ if the following condition
holds:
∀z ∈ Rd, Jb(z)M 6 −ρM . (ContL(M,ρ))
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Then, for given M,ρ, the conditions ContR(M,ρ) and Contg(M
−1, ρ) are equivalent,
since
x ·MJb(z)x = (Mx) · Jb(z)M−1Mx et x ·Mx = (Mx) ·M−1Mx
for all x, z ∈ Rd. Similarly, writing that, for z, y ∈ Rd,
(z − y) ·M (b(z)− b(y)) = (z − y) ·M
(∫ 1
0
Jb(sz + (1− s)y)ds
)
(z − y) ,
we see that ContR(M,ρ) is of course equivalent to
∀z, y ∈ Rd , (z − y) ·M (b(z)− b(y)) 6 −ρ‖z − y‖2M , (8)
the converse implication being proven by taking y = z + εx with ε → 0. Moreover, for
Q ∈ Msym>0d,d (R), notice that b satisfies ContR(M,ρ) with M = QTQ if and only if b˜
given by
b˜(z) = Qb
(
Q−1z
)
,
satisfies Contd(Id, ρ). In other words, we can always reduce the study to the caseM = Id
through the change of variable z ← M1/2z. That being said, in the following, we will
still states the result with a general M as, in many case, the process of interest is the
initial Zt, and several matrices M may be involved simultaneously.
Finally, under the condition ContR(M,ρ), for any fixed z ∈ Rd, the deterministic
flow that solves y˙t = Jb(z)yt is such that ‖yt‖M 6 e−ρt‖y0‖M . This implies in particular
that the eigenvalues of Jb(z) necessarily have reals parts lower than −ρ, for all z ∈ Rd
(this condition is not sufficient to get ContR(M,ρ)).
Recall the definition the Wasserstein distances (here associated to Euclidean dis-
tances). For M ∈ Msym>0d,d (R), writing distM : Rd × Rd ∋ (z, y) 7→ ‖z − y‖M ∈ R+, we
define for r ∈ [1,+∞] and ν, µ ∈ P(Rd)
WM,r(ν, µ) = inf
π∈Π(ν,µ)
‖distM‖Lr(π)
where Π(ν, µ) is the set of transference plan between ν and µ, namely the set of proba-
bility laws on Rd × Rd with d-dimensional marginals ν and µ. In other words, the law
of a random variable (Z, Y ) ∈ Rd × Rd belongs to Π(ν, µ) if Z ∼ ν and Y ∼ µ. Such
a random variable is called a coupling1 of ν and µ. Note that we have not restrained
the definition to probability measures with finite moments of order r, so that possibly
WM,r(ν, µ) = +∞. There always exists π ∈ Π(ν, µ) for which the infimum is attained
[36].
For a measurable function f on Rd we write
‖∇f(z)‖M−1 := lim
r↓0
(
sup
{ |f(z)− f(y)|
‖y − z‖M , y ∈ R
d, 0 < ‖z − y‖M 6 r
})
.
In particular, if f is differentiable in z, this definition is consistent with ‖∇f(z)‖M−1 =√∇f(z) ·M−1∇f(z). We also write
‖∇f‖M−1,∞ = sup
{ |f(z)− f(y)|
‖y − z‖M , z, y ∈ R
d, z 6= y
}
and Cb,L(Rd) the set of bounded Lipschitz functions on Rd.
Theorem 1. Under Assumption 1, for M ∈ Msym>0d,d (R) and ρ ∈ R, the following
propositions are equivalent:
1The word coupling is sometimes also used to name π, instead of transference (or transport) plan.
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(i) ContR(M,ρ).
(ii) For all z1, z2 ∈ Rd, if (Zi,t)t>0 for i = 1, 2 are the solutions (7) driven by a same
Brownian motion W with initial conditions Zi,0 = zi then, almost surely,
∀t > 0, ‖Z1,t − Z2,t‖M 6 e−ρt‖z1 − z2‖M .
(iii) For all ν, µ ∈ P(Rd) and t > 0,
WM,∞ (νPt, µPt) 6 e−ρtWM,∞(ν, µ) .
(iv) For all ν, µ ∈ P(Rd) and t > 0,
WM,1 (νPt, µPt) 6 e−ρtWM,1(ν, µ) . (9)
(v) For all f ∈ Cb,L(Rd), t > 0 and z ∈ Rd,
‖∇Ptf(z)‖M−1 6 e−ρtPt (‖∇f‖M−1) (z) . (10)
(vi) For all f ∈ Cb,L(Rd) and t > 0,
‖∇Ptf‖M−1,∞ 6 e−ρt‖∇f‖M−1,∞ .
Remarks:
• Some implications are easy, like (iii)⇒ (iv) and (v)⇒ (vi). Except for establishing
(i)⇒ (ii), the fact that the process (7) is a diffusion is only used to close the cycle
with the implication (vi)⇒ (i).
• The equivalences (iii) ⇔ (v) and (iv) ⇔ (vi) are true in a much more general
case according to [22, Theorem 2.2]. In particular, the factor e−ρt may be replaced
by any c(t), for instance Ce−ρt with C > 1. However, the fact that c(0) = 1
for c(t) = e−ρt is crucial for the implication (vi) ⇒ (i). Notice that we won’t
use the results of Kuwada; more precisely we will recall his arguments for the
implication (iii) ⇒ (v) which is the easy half, and we won’t prove directly the
converse implication which, in our particular case, will ensue from the whole chain
of proven implications.
• The proof of the implication (i) ⇒ (ii) works in very general cases, possibly non
Markovian, for instance if Z1,t and Z2,t solves an equation of the form
dZi,t = b(Zi,t)dt+ dXt
where (Xt)t>0 is any stochastic process (the Markovian case corresponding then to
the case where (Xt)t>0 is a Levy process). See also Section 2.3 for another example.
Proof. We will prove the implications (i) ⇒ (ii) ⇒ (iii) ⇒ (v) ⇒ (vi) ⇒ (i), as well as
(iii) ⇒ (iv) ⇒ (vi), which will conclude. We will also give a direct proof of (ii) ⇒ (i),
which give an autonomous proof of the equivalence (i) ⇔ (ii). Finally, we will give a
formal proof of (i)⇒ (v) by a semigroup interpolation argument in the spirit of Bakry-
Emery Γ calculus.
For each implication, without loss of generality (by the change of variable z ←M1/2z)
we only consider the case M = Id. We write Wp =WId,p and |∇f | = ‖∇f‖Id .
Implication (i) ⇒ (ii). The parallel coupling (Z1,t, Z2,t)t>0 gives, denoting Z∆,t =
Z1,t − Z2,t,
d
(|Z∆,t|2) = 2Z∆,t · (b(Z1,t)− b(Z2,t)) dt
= 2Z∆,t ·
∫ 1
0
Jb
(
sZ1t + (1− s)Z2t
)
Z∆,tdsdt
6 −2ρ|Z∆,t|2dt ,
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in other words, almost surely, d(eρt|Z∆,t|2) 6 0 for all t > 0, which concludes.
Implication (ii) ⇒ (i). We fix z1, z2 ∈ Rd and consider the parallel coupling of two
diffusions (Z1,t, Z2,t) with respective initial conditions z1 and z2, driven by the same
Brownian motion W . Write mt = sups∈[0,t] |ΣWs|. First, notice that, for all t > 0 and
ε > 0, the event G(t, ε) = {mt 6 ε} has a non-zero probability. Moreover, since
Zi,s = zi +
∫ s
0
b(Zi,u)du+ΣWs
for i = 1, 2 and s > 0, we get
∀s ∈ [0, t], |Zi,s − z| 6 t|b(zi)|+ c
∫ s
0
|Zi,u − zi|du+ms
with c = ‖Jb‖∞, and thus, almost surely
sup
s∈[0,t]
|Zi,s − z0| 6 (|b(zi)|t+mt)ect . (11)
Let t0 6 1/2 be small enough so that, under the event G(t, 1/2), the right hand side is
smaller than 1 for i = 1, 2. Denote by B(x, r) the Euclidean ball of Rd with center x and
radius r, and Φ(x, y) = (x−y) · (b(x)−b(y)). Let C > 0 be such that for all yi ∈ B(zi, 1),
i = 1, 2,
|Φ(y1, y2)− Φ(z1, z2)| 6 C (|y1 − z1|+ |y2 − z2|) .
For all t ∈ [0, t0], under the event G(t, t),∣∣∣∣tΦ(z1, z2)−
∫ t
0
Φ(Z1,s, Z2,s)ds
∣∣∣∣ 6 Ct2(|b(z1)|+ |b(z2)|+ 1)ect 6 C ′t2
for a deterministic C ′ > 0. As a consequence, for t ∈ [0, t0], the event G(t, t) implies that∣∣|Z∆,t|2 − |Z∆,0|2 + 2tΦ(z1, z2)∣∣ 6 C ′t2 .
On the other hand, the event
H := {∀t > 0, |Z∆,t|2 6 e−2ρt|Z∆,0|2}
having by assumption a probability 1, the event H ∩ G(t, t) has a non-zero probability
for all t ∈ [0, t0]. Yet, this event implies that
|z1 − z2|2 − 2tΦ(z1, z2) 6 e−2ρt|z1 − z2|2 +C ′t2 ,
which is a completely deterministic condition. It is thus satisfied for all t ∈ [0, t0], and
letting t go to 0 we get that Φ(z1, z2) 6 −ρ|z1 − z2|2, which is exactly the integrated
version (8) of ContR(M,ρ).
Implication (ii) ⇒ (iii). It is sufficient to consider the case µ = δz1 and ν = δz2
for all z1, z2 ∈ Rd, the general case following by conditioning with respect to the initial
condition. Given z1, z2 ∈ Rd and a Brownian motionW , we consider the parallel coupling
(Z1,t, Z2,t)t>0 driven by W . Let t > 0. Almost surely, |Z1,t − Z2,t| 6 e−ρt|z1 − z2|, and
since (Z1,t, Z2,t) is a coupling of δz1Pt and δz2Pt, this implies that W∞(δz1Pt, δz2Pt) 6
e−ρt|z1 − z2|.
Implication (iii) ⇒ (iv). As above, it is sufficient to treat the case of Dirac masses,
for which W1(δz1 , δz2) = W∞(δz1 , δz2) = |z1 − z2|. Besides, for all ν, µ ∈ P(R) and all
transference plan π ∈ Π(ν, µ), ‖dist‖L1(π) 6 ‖dist‖L∞(π), which implies that W1(ν, µ) 6
W∞(ν, µ) for all ν, µ ∈ P(Rd). Conclusion follows from
W1 (δz1Pt, δz2Pt) 6W∞ (δz1Pt, δz2Pt) 6 e−ρt|z1 − z2| .
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Implication (iii)⇒ (v). We recall the proof of [21, Proposition 3.1]. Fix f ∈ Cb,L(Rd)
and, for r > 0 and z ∈ Rd, let
Gr(z) = sup
y∈B(z,r)\{z}
|f(y)− f(z)|
|y − z| , (12)
so that for all y, z ∈ Rd,
|y − z| 6 r ⇒ |f(y)− f(z)| 6 rGr(z) .
Fix t > 0, y, z ∈ Rd and πy,z ∈ Π(δyPt, δzPt) such that |Y − Z| 6 e−ρt|z − y| almost
surely with (Y,Z) ∼ πy,z. Then, we have
|Ptf(y)− Ptf(z)| 6 E (|f(Y )− f(Z)|)
6 e−ρt|y − z|E (Ge−ρt|y−z|(Z)) = e−ρt|y − z|Pt (Ge−ρt|y−z|) (z) .
Since f is Lipschitz, Gr(z) is uniformly bounded by ‖∇f‖∞, and by the dominated
convergence theorem we get the convergence of Pt
(
Ge−ρt|y−z|
)
(z) toward Pt(|∇f |)(z) as
y → z, which concludes.
Implication (v)⇒ (vi). Straightforward since ‖Pt|∇f |‖∞ 6 ‖∇f‖∞.
Implication (vi) ⇒ (i). We adapt [37, Proof of (v) ⇒ (i)]. By contradiction, we
assume (vi) and that there exist z, x ∈ Rd with |x| = 1 such that x · Jb(z)x = −(ρ− ε)
for some ε > 0. Let U be a neighborhood of z such that x · Jb(y)x > −(ρ− ε/2)|x|2 for
all y ∈ U . Let θ ∈ C∞(R) be such that θ(r) = 1 for r ∈ [−1, 1], θ(r) ∈ [0, 1] for all r ∈ R,
‖θ′‖∞ 6 1, θ(r) = 0 for r /∈ [−3, 3] (in particular, ‖θ(k)‖∞ < +∞ for all k > 2). Consider
the function fx on R
d given byr fx(y) = θ((y − z) · x) for all y ∈ Rd, which is C∞ and
1-Lipschitz. From (vi), for all non-negative and compactly supported ϕ ∈ C∞(Rd),
Kϕ(t) :=
∫
Rd
|∇Ptfx|2(y)ϕ(y)dy 6 e−2ρt
∫
Rd
ϕ(y)dy .
Besides, for all y ∈ B(z, 1/2), ∇fx(y) = x and ∇2fx(y) = 0. Fixing ϕ ∈ C∞(Rd)
non-zero, non-negative with compact support included in U ∩ B(z, 1/2), we get that
Kϕ(0) =
∫
Rd
ϕ(y)dy and
K ′ϕ(0) = 2
∫
Rd
∇fx(y) · ∇Lfx(y)ϕ(y)dy
= 2
∫
Rd
∇fx(y) · (Jb(y)∇fx(y) + L(∇fx)(y))ϕ(y)dy
> −2(ρ− ε/2)
∫
Rd
ϕ(y)dy = −2(ρ− ε/2)Kϕ(0) .
This is in contradiction with the fact Kϕ(t) 6 e
−2ρtKϕ(0) for all t > 0, which concludes.
Implication (iv) ⇒ (vi). This is similar to (iii) ⇒ (v), and simpler (here this is the
classical case of the Kantorovich- Rubinstein duality, see [36]). For f ∈ Cb,L(Rd) and
z, y ∈ Rd, πy,z ∈ Π(δyPt, δzPt) and (Y,Z) ∼ πy,z,
|Ptf(y)− Ptf(z)| 6 E (|f(Y )− f(Z)|) 6 ‖∇f‖∞E (|Y − Z|) .
Conclusion follows from taking the infimum over Π(δyPt, δzPt) and using (iv) and the
fact W1(δy , δz) = |y − z|.
Implication (i)⇒ (v). The semigroup interpolation method that directly gives this im-
plication is interesting, and thus we present it here. Nevertheless, since it is not necessary
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for the completeness of our proof, we will only give a formal proof, without consider-
ing some questions of differentiability and integrability (in particular when |∇Psf(z)|
vanishes).
We follow the approach of [3, Lemma 2.4] in the classical case of Bakry-E´mery calculus
(see also the more recent [25, Proposition 3.6] in a non-reversible case). Fix f ∈ Cb,L(Rd),
t > 0 an z ∈ Rd. For s ∈ [0, t], we set
ϕ(s) = Ps|∇Pt−sf |(z),
which interpolates between ϕ(0) = |∇Ptf | and ϕ(t) = Pt|∇f |. Writing g = Pt−sf , we
compute
ϕ′(s) = Ps
[
L (|∇g|) + ∂s
(‖∇g‖2)
2|∇g|
]
,
with
∂s
(|∇g|2) = −2(∇g)T∇(Lg) = −2(∇g)TJTb ∇g − 2(∇g)TL (∇g)
> 2ρ|∇g|2 − 2(∇g)TL (∇g) .
On the other hand, the diffusion property of L ensures that, for a(s) =
√
s,
L
(
a(|∇g|2)) = a′ (|∇g|2)L (|∇g|2)+ a′′ (|∇g|2)Γ (|∇g|2)
with Γ(f) = 1/2L(f2)−fLf the carre´ du champ associated to L, here Γ(f) = |Σ∇f |2/2.
At this stage, we have obtained that
ϕ′(s) > ρϕ(s) + Ps
[
L
(|∇g|2)− 2(∇g)TL (∇g)
2|∇g| −
Γ
(|∇g|2)
4|∇g|3
]
.
It only remains to prove that, for all g,
2|∇g|2 (L (|∇g|2)− 2(∇g)TL (∇g)) > Γ (|∇g|2) , (13)
since this will imply ϕ′(s) > ρϕ(s) for all s ∈ [0, t], hence ϕ(t) > eρtϕ(0), which will
conclude. Yet,
L
(|∇g|2)− 2(∇g)TL (∇g) = 2 d∑
i=1
Γ(∂zig) =
d∑
i=1
|∂ziΣ∇g|2 ,
while
∇ (|∇g|2) = 2 d∑
i=1
∂zig ∂zi∇g ,
so that
Γ
(|∇g|2) = 2
∣∣∣∣∣
d∑
i=1
∂zig ∂ziΣ∇g
∣∣∣∣∣
2
.
Notice that here we used the fact that the diffusion matrix is constant, so that Σ∇
commutes with ∇, as in the standard case of the Bakry-E´mery calculus where the fact
we work with Γ instead of |∇ · |2 yields a similar commutation. The inequality (13) then
reads
d∑
j=1
∣∣∣∣∣
d∑
i=1
aixi,j
∣∣∣∣∣
2
=
∣∣∣∣∣
d∑
i=1
aixi
∣∣∣∣∣
2
6
(
d∑
i=1
a2i
)
d∑
i=1
|xi|2 =
(
d∑
i=1
a2i
)
d∑
j=1
d∑
i=1
|xi,j|2
with ai = ∂zig(z) ∈ R and xi = ∂ziΣ∇g(z) ∈ Rd for i ∈ J1, dK, hence ensues from
Cauchy-Schwarz inequality.
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Remark:
• As far as contractions of Wasserstein distances are concerned, we only wrote in the
theorem the extremal points p = 1 and p = +∞, but obviously the proof of the
implication (iii)⇒ (iv) also works to prove that for all p ∈]1,+∞[, the proposition
∀ν, µ ∈ P(Rd), t > 0, Wp,M (νPt, µPt) 6 e−ρtWp,M(ν, µ) (14)
is implied by (iii) and implies (iv). Similarly, for q ∈]1,+∞[, the proposition
∀f ∈ Cb,L(Rd), t > 0, z ∈ Rd, ‖∇Ptf(z)‖qM−1 6 e−qρtPt
(‖∇f‖q
M−1
)
(z) (15)
is implied by (v) and implies (vi). The equivalence between (14) and (15) with
1/p+ 1/q = 1 is here a particular case of [22, Theorem 2.2].
• By comparison with the classical Bakry-E´mery calculus, we replaced the carre´ du
champ Γ(f) = |Σ∇f |2/2 by an operator Φ(f) = |Q∇f |2 with a constant matrix Q
(that has nothing to do with Σ). The idea to consider general operators Φ traces
back at least to [3, 23], but it doesn’t seem to have been exploited before the recent
works [6, 25, 27] on degenerated diffusions. Notice that an important property has
been used for the direct proof of (i)⇒ (v), which is that the operators Σ∇ and Q∇
commute. Such a commutation condition is also present in [6] or [27, Theorem 9 et
10]. Here it is linked to the fact we have restrained the study to Euclidean metric
on the one hand, and diffusions with constant diffusion matrices on the other hand.
Most of the arguments can be straightforwardly adapted to the general case of a
Riemannian manifold, provided such a commutation property holds.
• It is relatively easy to check the condition ContR(M,ρ). Theorem 1 can thus be seen
as a tool to deduce some consequences from it. Nevertheless, it can also be quite
easy to check the negation of ContR(M,ρ) for all M (even only by considering the
necessary condition that the real parts of all eigenvalues of Jb(z) have to be negative
for all z ∈ Rd), which is not without interest. For instance, for the Langevin
diffusion (2), if we suppose that U is uniformly convex outside of a compact set,
then the equilibrium measure µ with density proportional to exp(−U(x) − |y|2/2)
satisfies a logarithmic Sobolev inequality. If moreover ∇2U is bounded, we can
deduce that there exist ρ > 0 and C > 1 such that
∀ν ∈ P1(Rd),∀t > 0 W1 (νPt, µ) 6 Ce−ρtW1 (ν, µ) ,
or even the same withW2, see for instance [17, Theorem 2]. This is weaker than (9)
in two ways: first, C may be greater than 1, second one of the initial conditions has
to be the equilibrium µ. One could possibly wonder if it is possible to strengthen
this long-time convergence into a contraction (9) (with ρ > 0; otherwise, it is easy),
but thanks to Theorem 1 we can prove that this is impossible if U is not uniformly
convex on the whole space, see Section 3.2.
• In the same spirit, Theorem 1, in particular the equivalence between the contrac-
tions of Wp for all p ∈ [1,+∞], can be viewed in the light of contraction results
for W1 distances, such as [12] for elliptic diffusions or [13] for the kinetic Langevin
diffusion. These contractions are not obtained with parallel couplings but with
reflection couplings (or a combinatin of both), which enables to take advantage
of the Gaussian noise to bring two processes closer (while the parallel coupling
cancels out this noise). They also rely on a concave modification of the usual dis-
tance. For instance, for the overdamped diffusion (1), a contraction of the form
W1,dist(νPt, µPt) 6 e−ρtW1,dist(νPt, µPt) holds for some ρ > 0 with dist a distance
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which is equivalent to the Euclidean distance if U is convex outside some com-
pact set, see [12]. A similar result holds in the kinetic case (2), see [13]. As a
consequence, we get indeed that
∀ν, µ ∈ P1(Rd),∀t > 0 W1 (νPt, µPt) 6 Ce−ρtW1 (ν, µ) ,
even for µ that is not the equilibrium. Nevertheless, according to Theorem 1, if U
is not convex, necessarily C > 1.
2.2 Concentration inequalities
We give here some consequences of Theorem 1, which are well known in the classical
case of reversible diffusions (replacing the gradient by the carre´ du champ), see [5] and
references within.
Proposition 2. Under Assumption 1, for M ∈ Msym>0d,d (R) and ρ ∈ R, under the
condition ContR(M,ρ), for all measurable positive function f , t > 0 and z ∈ Rd,
Pt (f ln f) (z)− Ptf(z) lnPtf(z) 6 CtPt
(
‖∇
√
f‖2M−1
)
(z)
with Ct := |ΣM1/2|2(1− e−2ρt)/ρ if ρ 6= 0 and Ct := 2t|ΣM1/2|2 if ρ = 0.
Proof. By density, it is sufficient to prove the result for functions of the form f = ε+ h
with ε > 0 and h ∈ C∞(Rd) positive with compact support. In particular, in this case,
Ptf > ε > 0 for all t > 0. For such an f , t > 0 and z ∈ Rd, set
ϕ(s) = Ps (Pt−sf lnPt−sf) , s ∈ [0, t] .
Like in the proof of (i)⇒ (v) in Theorem 1, using the diffusion property of the generator
L and writing g = Pt−sf ,
ϕ′(s) = Ps (L(g ln g)− (1 + ln g)Lg) = Ps
(
Γ(g)
g
)
with the carre´ du champ Γ(f) = |Σ∇f |2/2, where we used that a′′(s) = 1/s for a(s) =
s ln(s). As a consequence,
ϕ(t)− ϕ(0) =
∫ t
0
Ps
(
Γ(g)
g
)
ds
6
|ΣM1/2|2
2
∫ t
0
Ps
(‖∇g‖2M−1)
g
)
ds
6
|ΣM1/2|2
2
∫ t
0
e−2ρ(t−s)Ps
(
(Ps(‖∇f‖M−1))2
g
)
ds .
Finally, the Cauchy-Schwarz inequality gives
(Pt−s(‖∇f‖M−1))2 6 Pt−s(f)Pt−s
(‖∇f‖2M−1
f
)
,
and we have indeed obtained
ϕ(t) − ϕ(0) 6 |ΣM
1/2|2(1− e−2ρt)
4ρ
Pt
(‖∇f‖2M−1
f
)
.
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We say that ν ∈ P(Rd) satisfies a logarithmic Sobolev inequality with constant C for
M if for all f ∈ Cb,L(Rd) positive,∫
Rd
f ln fdµ−
∫
Rd
fdµ ln
(∫
Rd
fdµ
)
6 C
∫
Rd
‖∇
√
f‖2M−1dµ .
Thus, Proposition 2 states a logarithmic Sobolev inequality for δzPt with constant Ct,
for all z ∈ Rd (which is called a local logarithmic Sobolev inequality [5]).
Remark: in fact, in the classical case, such an inequality is equivalent to a curvature-
dimension condition, and is also equivalent to a so-called inverse local inequality [5,
Theorem 5.5.2]. However, to get the equivalence between these notions, it is not suffi-
cient that the carre´ du champ is bounded above by the square of the gradient, they need
to be equal (or at least equivalent), which has no reason to hold in our case. In particu-
lar, an inverse logarithmic Sobolev inequality measures a regularisation property of the
semigroup, yet our framework covers non-hypoelliptic diffusion (for instance x˙t = −xt)
for which such an inequality is clearly false.
The local inequality stated in Proposition 2 together with the gradient/semigroup
sub-commutation (10) imply that νPt satisfies a logarithmic Sobolev inequality Ct +
e−2ρtC as soon as ν satisfies such an inequality with constant C (see e.g. [29, Theorem
23]). This a some nice consequences when ρ > 0, in particular to get non-asymptotic
confidence intervals for ergodic means of the process:
Proposition 3. Under Assumption 1, if ContR(M,ρ) is satisfied for someM ∈ Msym>0d,d (R)
with ρ > 0, then:
1. (Pt)t>0 has a unique invariant probability measure µ∞, which has finite moments
of all orders and satisfies a logarithmic Sobolev inequality for M with constant
|ΣM1/2|2/ρ.
2. If ν ∈ P(Rd) satisfies a logarithmic Sobolev inequality for M with constant C ′ and
if (Zt)t>0 is a solution of (7) with initial distribution ν, then for all t0 > 0, T > 0,
u > 0, n ∈ N∗ and all measurable function f Rd such that ‖∇f‖M−1,∞ 6 1,
P
(
1
n
n∑
k=1
(f(Zkt0)− E (f(Zkt0))) > u
)
6 exp
(
− nu
2(1− e−ρt0)2
Ct0 + e
−ρt0C ′/n
)
∣∣∣∣∣ 1n
n∑
k=1
E (f(Zkt0))− µ∞(f)
∣∣∣∣∣ 6 e
−ρt0
n(1− e−ρt0)WM,1 (ν, µ∞)
P
(
1
T
∫ T
0
(f(Zt)− E (f(Zt))) dt > u
)
6 exp
(
− Tρ
2u2
2|ΣM1/2|2 + C ′/T
)
∣∣∣∣ 1T
∫ T
0
E (f(Zt)) dt− µ∞(f)
∣∣∣∣ 6 1ρTWM,1 (ν, µ∞) .
Proof. For r > 1, denote by Pr(Rd) the set of probability measures on Rd with finite
moment of order r. Fix t > 0 and r > 2. Theorem 1 implies that Pt is a contraction dof
(Pr(Rd),WM,r), which is a complete metric space by [36, Theorem 6.18], and thus there
exists a unique µ∞ ∈ Pr(Rd) invariant for Pt. For s > 0, (µ∞Ps)Pt = (µ∞Pt)Ps = µ∞Ps,
so that µ∞Ps is invariant for Pt. By uniqueness µ∞Ps = µ∞, in other words µ∞ is
invariant for Ps for all s > 0. Applying (9) with ν = δz and µ = µ∞ yields the
convergence of δzPt toward µ∞ as t→ +∞ in the sense of theW2 distance, which implies
the weak convergence. The logarithmic Sobolev inequality for µ∞ is then obtained by
letting t→ +∞ in Proposition 2.
We now prove the second point of the proposition. The discrete-time case of (Zkt0)k∈N
is obtained by applying [29, Theorem 23] to the operator Pt0 thanks to Theorem 1 and
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Proposition 2, after the change of variable z ←M1/2z. The continuous-time case is then
obtained by applying the previous result with t0 = T/n and letting n → +∞. Indeed,
on any interval [0, T ], t 7→ f(Zt) is almost surely uniformly continuous. In other words,
for all ε > 0, there exists a random variable δε which is almost surely positive and such
that, almost surely
∀t, s ∈ [0, T ], |s− t| 6 δε ⇒ |f(Zt)− f(Zs)| 6 ε .
Since P (δε 6 1/m) → 0 as m → +∞, we deduce the convergence in probability of
1/n
∑
k=1 f(ZkT/n) toward 1/T
∫ T
0 f(Zs)ds.
2.3 Discussion on a jump process
Let us show that Theorem 1 does not hold in general for non-diffusive processes, and
let us exemplify the fact that an almost sure contraction property is a very restrictive
condition.
Consider the Markov process on Rd with generator L given by
Lϕ(z) = −az · ∇ϕ(z) + λ (ϕ(hz) − ϕ(z)) ,
with constant a, h ∈ R and λ > 0. For all M ∈ Msym>0d,d (R), the deterministic drift
b(x) = −ax satisfies Contd(M,a) and does not satisfy Contd(M,ρ) for any ρ > a.
The process corresponding to this generator solves
dZt = −aZt + (h− 1)ZtdNλt (16)
where (Nt)t>0 is a standard Poisson process. In other words, the process follows the
deterministic flow z˙ = −az and, at rate λ, is multiplied by h. Besides, notice that the
process (QZt)t>0 is also a Markov process with generator L for all matrices Q, so that
in the following we will only consider the case M = Id, keeping in mind that all the
results stated with the standard Euclidean norm in fact also holds with all norms ‖ · ‖M
for M ∈ Msym>0d,d (R).
Let z1, z2 ∈ Rd, (Nt)t>0 a standard Poisson process and (Z1,t, Z2,t)t>0 the solutions
of (16) (driven by N) with initial conditions z1 and z2 (namely, Z1 and Z2 are coupled
in order to have the same jump times). This is the analogous of the parallel coupling for
diffusions (sometimes called synchronous coupling). Notice that, if |h| > 1, then there
exists no ρ ∈ R such that, for a given t > 0, almost surely, |Z1,t − Z2,t| 6 e−ρt|z1 − z2|,
since the number of jumps occurring in during the interval [0, t] can be arbitrarily high
with positive probability. Conversely, if |h| 6 1, then a jump never increases the distance.
In that case, for ρ = a:
almost surely, ∀t > 0 , |Z1,t − Z2,t| 6 e−ρt|z1 − z2| . (17)
On the other hand this property isfalse for all ρ > a (even when replacing “∀t > 0” by a
fixed value of t, or | · | by any other ‖ · ‖M ), since for all interval [0, t] the probability that
no jump has occured yet is non-zero, in which case the previous inequality is an equality
(with ρ = a).
From this, we get that, if |h| 6 1, whatever M , the points (iii), (iv), (vi) and (vi) of
Theorem 1 are all satisfied with ρ = a (the proof of these facts from (17) does not rely
on the diffusion property of the process).
Let us prove that, for all h ∈ R, the point (iii) can never hold with a ρ > a. Take
µ = δz1 and ν = δz2 for some z1 6= z2. Fix also t 6 ln(4/3)/λ and consider (Z1,t, Z2,t)
any coupling of µPt and νPt. The probability that no jump has occured before time t
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being larger tan 3/4 for each process, the probability of {Zi,t = e−atzi, i = 1, 2}, hence
of {|Z1,t−Z2,t| = e−at|z1− z2|}, is non-zero. As a consequence, for all t 6 ln(3/4)/λ and
z1, z2 ∈ Rd, W∞(δz1Pt, δz2Pt) > e−at|z1 − z2|, which concludes.
We see that the contribution of h to the contraction is absolutely not taken into
account by the almost sure contraction property. Yet, when |h| < 1, each jump reduces
the distances, which means the contraction is on average larger than a. Besides, in the
case |h| > 1, there is also a contraction on average provided a is large enough. This
balance between the contraction (or dilatation) properties of a deterministic drift and a
jump mechanism have been studied in [26] in a more general framework. In the present
case, the situation is very simple since, almost surely, the synchronous coupling yields
Z1,t − Z2,t = e−athNλt(z1 − z2) .
In particular, for all n > 1,
E (|Z1,t − Z2,t|n) = e−(an+(1−|h|n)λ)t|z1 − z2|n .
Hence, we obtain that, for all n > 1, t > 0 and ν, µ ∈ P(Rd),
Wn (νPt, µPt) 6 e−ρtWn (ν, µ)
holds with ρ = ρn := a+(1−|h|n)λ/n. Note that, contrary to the case n = +∞, here we
haven’t proved that the inequality is false for ρ > ρn. It is already interesting to notice
that, in the expression of ρn, the respective weight of the deterministic drift and of the
jumps depends on n. In particular, for n = 1, we get that the point (iv) of Theorem 1
(and thus the point (vi) as the implication does not rely on the diffusion property of the
process) is satisfied with ρ = a + (1 − |h|)λ, whatever the value of h ∈ R. For |h| < 1,
we see that the equivalence between points (iii) and (iv) is false.
3 Generalised Langevin diffusions
3.1 Some motivations
The (usual) Langevin diffusion appears, among other contexts, in questions of effective
dynamics: given a high-dimensional system following the Hamiltonian dynamics, under
some conditions, the trajectory of one coordinate approximately follows a Langevin dif-
fusion, see [35, Chapter 15]. The friction/dissipation part corresponds to the interaction
between the low dimensional system and its environment. However, in many cases this
(Markovian) approximation is not able to reproduce some dynamical properties of the
motion. The Mori-Zwanzig formalism [38, 30] can lead to models with a non-Markovian
friction (which corresponds to some memory effect of the environment in reaction to the
influence of the small system), namely generalised Langevin equations of the form
x¨t = −∇U(xt)−
∫ t
0
Γ(t− s)x˙sds+ Ft
with a memory kernel Γ : R+ → Mn,n(R) and a Gaussian process F whose covarince
function is given, under the fluctuation-dissipation condition, by E(FsFt) = Γ(t−s) (the
classical case corresponding to a Dirac mass at 0 for Γ and a white noise for F ). In the
particular case where Γ(t) = λT exp(tC)λ for some λ ∈ Mp,n(R) and C ∈ Mp,p(R), the
memory can be decomposed in a finite number of variables so that the diffusion with
memory is equivalent to an enlarged Markovian system

dXt = Vtdt
dVt = −∇U(Xt)dt+ λTStdt
dSt = −λVt − CStdt+ΣdWt ,
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with Σ = (C +CT )1/2. The log-density of the invariant measure is then U(x) + |v|2/2 +
|s|2/2. We refer the reader to the recent works [20, 15] and references within for more
details on this matter.
Note that the form (3) is slightly more general, in particular it does not require
the auxiliary Gaussian variable Y to be decomposed as a velocity V and a memory
S which are independent at equilibrium. This slightly more general form is motivated
by MCMC methods. The context is then the following: the goal is to estimate some
expectations with respect to a law π(dx) ∝ exp(−U(x))dx on Rn for some U . To do
so, one can design a Markov process (X,Y ) on an extended space Rn ×Rp ergodic with
respect to a law π ⊗ ν, for some marginal ν to be chosen by the user. One of the
objective is to design in that way processes that converge towards equilibriym faster
than classical samplers (Metropolis-Hastings walk, overdamped Langevin diffusion. . . )
that are typically reversible. Adding auxiliary variables gives systematic ways to design
non-reversible samplers. It can also be understood as a way to create non-Markovian
processes (Xt)t>0 that are still ergodic with respect to the measure π. Indeed, the Markov
property, useful in order to have a correct definition of the algorithm and of ergodicity,
becomes a drawback concerning the efficiency of the exploration: an explorer without any
memory always come back to the same places without learning from what it has already
seen (in particular, at each step, a reversible process has always, by design, a non-zero
probability to go back immediatly to where it was at the previous step, which after
immobility is the second worst way to explore), while convergence toward equilibrium
is related to the speed at which a statistically representative sample of states have been
explored. A wide class of such lifted MCMC methods is given by kinetic samplers,
namely for which the auxiliary variable is the velocity V = dX/dt. This case historically
traces back at least to the molecular dynamics of Adler and Wrainwright [2] based on
Hamiltonian dynamics, leading to HMC methods [19, 31] (for Hamiltonian or Hybrid
Monte Carlo). The Langevin diffusion belongs to this family, together with the more
recent class of velocity jump process (for which the velocity V is piecewise constant).
We refer to [11, 29] for more details and references on this (still) very vivid topic.
From the viewpoint of lifted MCMC, equation (3) results from the following choices:
the auxiliary marginal ν is a Gaussian distribution (and thus up to a linear change
of variable be can assume it is a standard Gaussian) and, except for a term −∇U
which is also present in many other samplers, the evolution is given by an Ornstein-
Uhlenbeck diffusion, namely the drift is linear and the diffusion matrix is constant.
The goal is to keep the simulation of the process simple enough: the auxiliary variable
being added purposedly in order to improve the algorithm, the point is not to increase
significantly the numerical cost of the simulation (which is still concentrated here in the
computation of ∇U) or the sources of errors. In particuler, like in the case of the classical
Langevin diffusion [29], a second order splitting integrator can be used, separating the
part (5) (which can be sampled exactly) from the (symplectic) Hamiltonian part x˙ = Ay,
y˙ = −AT∇U(x) with a Verlet scheme
yn+1/2 = yn −
1
2
δAT∇U(xn)
xn+1 = xn + δAyn+1/2
yn+1 = yn+1/2 −
1
2
δAT∇U(xn+1) ,
where δ > 0 is the time-step (this part could be completed, like in HMC, with an
accept/reject Metropolis step to correct the numerical bias due to time discretization).
Besides, without claiming to compare the efficiency for MCMC of the generalised
Langevin diffusions (3) and HMC, let us make the following remark. One can consider
the process (Xt, Yt)t>0 on R
n × Rp that follows the deterministic flow
x˙t = Ayt , y˙t = −AT∇U(xt)
16
and, at constant rate λ, get its auxiliary variable Y partially refreshed by
Y ← CY + (1− CTC)1/2G
for some C ∈ Mp,p(R) with |C| < 1, whereG is a standard Gaussian variable on Rp. This
process is linked to the generalised Langevin diffusion in the same way the randomized
HMC of [11] (which corresponds to the case p = n and C = αIn, α ∈ [0, 1)) is linked to
the usual Langevin diffusion (in particular, by taking C = e−δB and λ = 1/δ, the former
converges toward the latter as δ → 0). Actually, the process has the same advantage
with respect to the classical HMC as the generalised Langevin diffusions with respect to
the usual Langevin diffusion, namely they offer the possibility to introduce a memory
effect that is richer than the one simply given by the velocity (but then, optimising the
choice of C to improve the efficiency of the process in term of MCMC algorithms is a
difficult question, that we will not discuss here). This (piecewise deterministic) process
is by some aspects quite close to the jump process studied in Section 2.3 (in particular
for a quadratic U). It is clear that there can never be an almost sure contraction, since
the energy U(x)+ |y|2/2 is preserved along the deterministic flow, and for all t > 0 there
is a non-zero probability that no jump has occured during time [0, t]. Yet, by considering
the synchronous coupling of two processes starting at two different initial conditions and
taking the expectation of the square of their distances, it turns out that, similarly to
[11] where for the HMC process get the same computations as [7, 9, 10] for the Langevin
diffusion, the computations are the same as for a generalised Langevin diffusion (with
a matrix B = −λC). This means that a contraction of the WM,2 distance for some M
can be established under the same assumptions in both cases. Yet, in the diffusion case,
by Theorem 1, this contraction is equivalent to the contraction of the WM,∞ distance,
which does not hold for the piecewise deterministic process.
Related to this, we mention that the almost sure contraction for the discrete-time
HMC (where refreshment of the velocity occur at deterministic times) in the case where
U is convex with a bounded Hessian has been established in [24].
3.2 Convexity of U is not sufficient
What are the conditions under which the Langevin diffusion (2) on Rn×Rn, which is of
the form (7) with
b(x, y) =
(
y
−∇U(x)− γy
)
, Σ =
√
2γ
(
0 0
0 In
)
, (18)
can satisfy ContR(M,ρ) with ρ > 0 for someM? Consider first the Gaussian case, namely
U(x) = x · Sx with S ∈ Msym>0n,n (R). Up to an orthonormal change of coordinates, we
may assume that S is a diagonal matrix, in which case the n couples of coordinates
(Xi, Yi)i∈J1,nK are independent Langevin diffusions on R × R. Hence, we only need to
consider the case n = 1. In that case,
Jb(x, y) =
(
0 1
−λ −γ
)
for some given λ > 0, for all x, y ∈ Rn. The eigenvalues of this matrix are −γ/2 ±√
γ2/4 − λ (possibly complex), in any case their real part is negative. According to [1,
Lemma 2.11], for all ε > 0 there existsM ∈ Msym>02,2 (R) such that
MJb(x, y) 6 −
(
Re
(
γ
2
−
√
γ2
4
− λ
)
− ε
)
M ,
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the ε > 0 being necessary only in the deffective case, here when γ2 = 4λ (in that case
there is no contraction at rate γ/2, a polynomial factor has to be added, see [27]). The
condition ContR(M,ρ) is thus indeed satisfied with some ρ > 0 as soon as λ > 0, and by
combining the corresponding matrices M we see that such a condition is always satisfied
in dimension n regardless of the eigenvalues of S (and of the relations between them).
In the general case, not necessarily Gaussian, the Jacobian matrix of the drift is
Jb(x, y) =
(
0 In
−∇2U(x) −γIn
)
.
If ξ(x) is an eigenvalue of ∇2U(x) for x ∈ Rn then, by diagonalising ∇2U(x), we see
that −γ/2±
√
γ2/4− ξ(x) (possibly complex) are eigenvalues of Jb(x, y) for all y ∈ Rn.
In particular, if there doesn’t exist a λ > 0 such that ∇2U(x) > λIn for all x ∈ Rn
then the real parts of the eigenvalues of Jb(x, y) for x, y ∈ Rn take values that are either
positive or arbitrarily close to 0. As noticed at the beginning of Section 2.1, this proves
that ContR(M,ρ) cannot hold for any ρ > 0, whatever M ∈ M2n,2n(Rd). The uniform
convexity of U is thus a necessary condition to have a contraction the classical Langevin
diffusion.
Suppose now that there exist x, x′ ∈ Rd and 0 < λ < Λ such that
∇2U(x) = λIn , ∇2U(x′) = ΛIn . (19)
If we show that, for some values of λ,Λ, γ, a contraction cannot hold for such a potential,
then we will deduce that it is in general impossible to prove a contraction for (2) under
the assumption that λIn 6 ∇2U 6 ΛIn with these values.
Suppose that ContR(M,ρ) is satisfied with ρ > 0 and M ∈Msym>02n,2n (R) for such a U .
By considering R the projection on a one-dimensional position/velocity couple, in the
sense that R : (x, y) ∈ Rn × Rn → (xi, yi) ∈ R× R for some i ∈ J1, nK, and by applying
ContR(M,ρ) at z = (x, 0) and z = (x
′, 0), we see that M˜ = RMRT necessarily has to
satisfy (
0 1
−ξ −γ
)
M˜ 6 −ρM˜ < 0
for ξ ∈ {λ,Λ}. In other word we have reduced the problem to the case n = 1, and to the
following question: does there exist a, c > 0 and b ∈ R with b2 < ac such that
0 <
(
0 −1
ξ γ
)(
a b
b c
)
=
( −b −c
ξa+ bγ bξ + cγ
)
for ξ ∈ {λ,Λ}? Note that in particular the diagonal coefficients −b and bξ + cγ have
to be positive. Up to dividing a and c by −b, we suppose that b = −1 (which imposes
that ac > 1). Considering the trace and the determinant of the symmetrised matrix, the
positive definite character is equivalent to
1− ξ + cγ > 0 et 4 (cγ − ξ) > (ξa− γ − c)2 ,
hence cγ > ξ and
ξa ∈
]
γ + c± 2
√
cγ − ξ
[
⊂ ]γ + c± 2√cγ[ .
In particular, cγ > Λ and
γ + c+ 2
√
cγ
Λ
> a >
γ + c− 2√cγ
λ
.
Suppose that Λ > γ2, so that c > γ and
λ
Λ
>
(√
c/γ − 1√
c/γ + 1
)2
>
(√
Λ/γ − 1√
Λ/γ + 1
)2
,
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which reads (in the case Λ > γ2)
γ >
√
Λ−√λ
1 +
√
λ/Λ
.
To summarise, we have established the following:
Proposition 4. Let λ,Λ, γ > 0 be such that Λ > max(γ2, λ) and γ 6 (
√
Λ−√λ)/(1 +√
λ/Λ). Let U ∈ C2(Rn) be such that there exist x, x′ ∈ Rn which satisfy (19). Then,
for all M ∈Msym>02n,2n (R) and ρ > 0, the condition ContR(M,ρ) does not hold for b given
by (18).
In other words, for fixed values of λ and Λ, a contraction cannot hold if the friction γ
is too small, which is consistent with the results of [7, 9, 10]. For a given Λ the constraint
on γ gets weaker as λ get close to Λ, which is consistent with the Gaussian case where
λ = Λ and there is no constraint on γ.
This discussion also proves that the assumption that ∇2U is bounded is necessary
to get a contraction. Indeed, for n = 1, for a given value of γ if we suppose that U
is uniformly convex with U ′′(x) that is not bounded then, by fixing some x0 with λ :=
U ′′(x0) > 0, the conditions U
′′(x) > max(γ2, λ) and γ 6 (
√
U ′′(x)−√λ)/(1+√λ/U ′′(x))
will be satisfied for some x and we will be in the frame of Proposition 4.
3.3 Contraction for generalised Langevin diffusions
The goal of this section is to give quantitative conditions under which ContR(M,ρ) holds
for some ρ > 0 for the Markov process Z = (X,Y ) on Rn × Rp which solves{
dXt = AYtdt
dYt = −AT∇U(Xt)dt− γBYtdt+√γΣdWt , (20)
where A ∈ Mn,p(R), B,Σ ∈ Mp,p(R), γ > 0, U ∈ C∞(Rn) with all its derivative of order
2 or more bounded, and W is a standard Brownian motion of dimension p. With respect
to (3), we have added a scalar friction parameter γ. The goal is to have a simple way to
state, for a given B, a condition of the form “provided the friction is high enough, . . . ”,
since we have seen in the previous section that such a restriction is already necessary in
the case of the classical Langevin diffusion. For the same reason, we suppose that there
exist λ,Λ > 0 such that
∀x ∈ Rn , λIn 6 ∇2U(x) 6 ΛIn . (21)
It is also clear that, in order to get a contraction, the rank of A necessarily has to
be n (and in particular p > n): otherwise, by considering some non-zero x ∈ Ker(AT ),
we get that (x, 0) ∈ Ker(JTb (z)) for all z ∈ Rd, so that 0 is an eigenvalue of Jb(z) and a
contraction cannot hold. Another way to see it is that, for such an x, d(x ·Xt) = 0 for
all t > 0 and thus, with a parallel coupling, |x · (X1,t −X2,t)| = |x · (X1,0 −X2,0)| for all
t > 0.
Provided that the rank of A is n, up to a change of variable y ← Qy with an
orthonormal transformation Q that send the kernel of A to the n− p last vectors of the
canonical basis, we can suppose that A = (A˜, 0, . . . , 0) where A˜ ∈ Mn,n(R) is invertible.
Then, the change x← A˜−1x enables to chose A = (In, 0, . . . , 0). The potential U is then
replaced by x 7→ U(A˜x), which does not change the fact that a condition (21) is satisfied,
up to a modification of the values of λ,Λ. As a consequence, in the following, without
loss of generality, we assume that A = (In, 0, . . . , 0).
It is also natural to require from B that the Gaussian process (5) is stable, in other
words that the real parts of the eigenvalues of B are all positive (for p = n = 1 it is
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clearly a necessary condition to get a contraction). According to [1, Lemma 2.11], this
is equivalent to say that there exist N ∈ Msym>0p,p (R) and κ > 0 such that NB > κN .
However, the last condition that we are going to impose is more restrictive. We will
motivate it by explaining where it intervenes in the computations below. The choice of
A giving a particular role to the n first coordinates of Y , we consider the decomposition
B =
(
B11 B12
B21 B22
)
with B11, B12, B21 and B22 of respective sizes n × n, n × (p − n), (p − n) × n and
(p − n)× (p − n) (simply B = B11 if p = n). We are going to assume that there exists
D ∈ Mn,p−n(R) such that DB22 = B12 and
C := B11 −DB21 (simply C := B if p = n) (22)
is a positive definite symmetric matrix.
As a summary, we will work within the following frame:
Assumption 2. There exist λ,Λ, κ > 0 and N ∈ Msym>0p,p (R) such that NB > κN
and (21). Moreover, p > n, A = (In, 0, . . . , 0) and C given by (22) is positive definite
symmetric.
Under this condition, we will denote by hi > 0 for i ∈ J1, 5K some constants such that
NATAN 6 h1N ,
1
h2
In 6 C 6 h3In ,
(
In −B12B−122
0 0
)
6 h4N ,
(
In −B12B−122
−(B12B−122 )T 0
)
6 h5N ,
(23)
(with simply In 6 h4N and h5 = h4 in the case p = n) whose existence if ensured by
the fact that N and C are positive definite. In particular one can chose h1 = |AN1/2|2,
h2 = |C−1| and h3 = |C|.
Let us show that Assumption 2 is satisfied in the case where B is given by (6) for
some K > 2. We check that, for D = −(In, . . . , In) ∈ Mn,p−n, DB22 = B12, from which
C = In. This computation is unchanged if we add to B22 any matrix whose coefficients
sum as zero on each column. More generally, notice that, if B22 is invertible (so that D
exists and is unique) and B is in the form of n×n blocks that are homothety, then C is
an homothety, in other words the problem boils down to the case n = 1, the symmetric
character is trivial and the assumption on C only concerns its sign. In particular, all
cases considered in [33, 8, 34] are covered (as far as the conditions on B are concerned).
Proposition 5. Under the Assumption 2, denote by
γ0 = 2
√
h1Λ
κ
max
(√
h2h5,
√
h4
κ
)
. (24)
If γ > γ0, then the drift of the process (20) satisfies ContR(M,ρ) with
ρ = min
(
λ
3h3γ
,
γκ
6
)
(25)
where M is an explicit matrix such that
1
2
(
C 0
0 κΛh1N
)
6 M 6
3
2
(
C 0
0 κΛh1N
)
.
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Remark: In the case of the usual Langevin diffusion (for which C = N = A = B = In),
this propositionshows that there is a contraction for γ > 2
√
Λ. Considering that we have
proven in Proposition 4 that Assumption 2 could be satisfied while no contraction holds
if, in particular, γ 6 (
√
Λ−√λ)/2, we see that Proposition (5) is relatively sharp, at least
away from the regime λ ≃ Λ. Incidentally, in order to deal with this latter situation,
one can show that, for any values of Λ and γ, there is contraction if λ is close enough
to Λ. Indeed, it is possible to prove that ContR(M,ρ) holds for a given couple (M,ρ)
with ρ > 0 in the Gaussian case U(x) = Λ|x|2/2, and then to treat the case λ ≃ Λ as a
perturbation, namely
Jb(x, y)M 6 −ρM+
(
0 0
−AT (∇2U(x)− Λ) 0
)
M 6 −
(
ρ− 1
2
(Λ− λ)|N1/2||N−1/2|
)
M.
We won’t detail this case.
Proof. We are looking for M in the form
M =
(
a b
bT c
)
, a ∈ Msym>0n,n (R), b ∈ Mn,p(R), c ∈ Msym>0p,p (R)
with
4x · by 6 x · ax+ y · cy ∀x ∈ Rn, y ∈ Rp , (26)
which will ensure that M is positive definite with
1
2
(
a 0
0 c
)
6 M 6
3
2
(
a 0
0 c
)
. (27)
Then,
MJb(x, y) =
(−bAT∇2U(x) aA− γbB
−cAT∇2U(x) bTA− γcB
)
.
The diagonal terms lead us to chose on the one hand b = f(A−1)T with f > 0 and
A−1 ∈ Mp,n a right-inverse of A, and on the other hand c = gN with g > 0. To
suppress the off-diagonal terms that do not involve ∇2U , we would like to chose a such
that aA − γbB = 0, which implies that a = fγ(A−1)TBA−1. It remains to check that,
then, indeed aA− γbB = 0 and moreover a is symmetric positive definite. This is here
that the assumption on C given by (22) appears. Indeed, the right-inverses of A are the
matrices of the form A−1 = (In D
′)T for some D′ ∈ Mn,n−p(R) (simply A−1 = In if
p = n). Then, we get
(A−1)TB
(
A−1A− Ip
)
=
(
(B12 +D
′B22)D
T −B12 −D′B22)
)
,
which vanishes if and only if D′B22 = −B12. Hence, we chose D′ = −D with D as in the
definition of C, which yields a = fγC (which is indeed in Msym>0n,n (R) by assumption)
and aA− γbB = 0.
As a conclusion, setting for f, g > 0
A−1 =
(
In
−(B12B−122 )T
)
, b = f(A−1)T , c = gN , a = fγC (28)
we have obtained that
MJb(x, y) 6
( −f∇2U(x) 0
−gNAT∇2U(x) fA−1A− γκgN
)
.
For all θ > 0,
∀u ∈ Rn, v ∈ Rp, |v ·NAT∇2U(x)u| 6 θ
2
|ANv|2 + 1
2θ
|∇2U(x)u|2 ,
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and thus
MJb(x, y) 6
(
−f∇2U(x) + 12θ
(∇2U(x))2 0
0 θg
2
2 NA
TAN + fA−1A− γκgN
)
.
It remains to chose parameters f, g, θ such that these diagonal terms are negative, while
meeting the constraint (26). It is clear that this is possible if γ is large enough. Let
us specify this. First, by homogeneity, we can chose f = 1. Second, by diagonalising
∇2U(x) in an orthonormal basis, we get that for all x ∈ Rn,
−∇2U(x) + 1
2θ
(∇2U(x))2 6 max{−ξ(1− ξ
2θ
)
, ξ ∈ [λ,Λ]
}
In .
Hence, we chose θ = Λ. Considering the value sintroduced in (23) we get
θg2
2
NATAN +A−1A− γκgN 6
(
1
2
Λg2h1 + h4 − γκg
)
N .
We chose g = γκ/(Λh1), and we suppose that γ is large enough to ensure that h4 6
γκg/4, namely γ > 2
√
h4h1Λ/κ. We have ensured that
MJb(x, y) 6 −
(
λ
2 In 0
0 γκg4 N
)
6 −
( λ
2h3γ
a 0
0 γκ4 c
)
.
On the other hand, for x ∈ Rn, y ∈ Rp and θ′ > 0,
2x · by 6 θ′|x|2 + 1
θ′
|(A−1)T y|2 6 θ
′h2
γ
x · ax+ h5
θ′g
y · cy .
The condition (26) thus holds if
2θ′h2 6 γ et
2h5
θ′
6 g =
γκ
Λh1
.
These two contrainsts are the same when (θ′)2 = h1h5Λ/(h2κ) and read in this case
γ > 2
√
h1h2h5Λ/κ.
As a conclusion, we have showed that, under Assumption 2, if γ > γ0, then a, b, c
given by (28) define a matrix M ∈ Msym>0n+p,n+p(R) such that (27) and
MJb 6 −min
(
λ
2h3γ
,
γκ
4
)(
a 0
0 c
)
6 −ρM .
We conclude by replacing M by M/γ.
3.4 L2 hypocoercivity
In this section, we consider the process (20) in the case where the fluctuation-dissipation
condition (4) holds, and under Assumption 2 with γ > γ0 (given by Proposition 5). The
measure µ∞ with density proportional to exp(−H(x, y)) with H(x, y) = U(x)+ |y|2/2 is
then the unique invariant measure of the process. Indeed, by decomposing its generator
as L = LHam + γLB with
LHamf = (Ay) ·∇xf−
(
AT∇U(x)) ·∇yf , LB = −(By) ·∇yf+ 1
2
∇y ·
(
ΣΣT∇yf
)
,
where ∇· stands for the divergence operator. Then LHamH(x, y) = 0 for all (x, y) ∈
R
n×Rp, and thus any probability density that is a function of H is invariant for LHam.
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Integrating by part, we see that ν ⊗ N (0, Ip) is invariant by LB for all ν ∈ P(Rn).
Uniqueness is a consequence of the contraction, see Proposition 3.
The goal of this section is to establish the exponentially fast convergence of ‖Pt −
µ∞‖L2(µ∞) toward 0 as t→ +∞. The uniforme convexity of U (and thus of H) implies
that µ∞ satisfies a Poincare´ inequality with constant 1/min(1, λ) (see [5, Proposition
4.8.1]), so that
‖Ptf − µ∞f‖2L2(µ∞) 6
|M |
min(1, λ)
∫
Rn+p
‖∇Ptf‖2M−1dµ∞
6
|M |
min(1, λ)
e−2ρ(t−s)
∫
Rn+p
‖∇Psf‖2M−1dµ∞
for all s ∈ [0, t], where M and ρ are given by Proposition 5 and we used Theorem 1. In
order to conclude, we could check that [27, Theorem 9] applies in order to get that there
exist (explicit) C > 0 andk ∈ N∗ such that, for all s > 0 and f ∈ L2(µ∞),∫
Rn+p
‖∇Psf‖2M−1dµ∞ 6
C
(1− e−s)k ‖Ptf − µ∞f‖
2
L2(µ∞)
.
This would give an estimate of the form
‖Pt − µ∞‖L2(µ∞) 6 C ′e−ρt ,
with the rate ρ given by the almost sure convergence. However, for highly degenerated
diffusions, [27, Theorem 9] yields a constant C which is possibly very bad, see for instance
[16]. For this reason, we will rather follow the strategy used in [11], which does not rely
on a regularisation property, but rather on the fact the dual L∗ of L in L2(µ∞) has a
structure that is close to L.
Proposition 6. Under Assumption 2, let h′i > 0 for i ∈ J1, 5K be such that (23) are
satisfied with N and B replaced by N−1 and BT , and let γ′0 be given (24) with the hi
replaced by the h′i. Suppose that γ > max(γ0, γ
′
0). Then, for all t > 0,
‖Pt − µ∞‖L2(µ∞) 6
√
3|N−1||N |e−ρt ,
where ρ is given by (25).
Remark: of course, this convergence in L2 is weaker than the contraction of Proposi-
tion 5, in the sense that we expect it to hold for some rate ρ > 0 and a prefactor in
much a more general case, particularly without any restriction on γ and with U which is
not convex but simply such that exp(−U) satisfies a Poincare´ inequality, see for instance
[8, 33, 34].
Proof. We compute L∗. As a first order differential operator that leaves µ∞ invariant,
LHam is necessarily skew-symmetric (L∗Ham = −LHam), since, for f, g C∞ with compact
support,
0 =
∫
Rn+p
LHam(fg)dµ∞ =
∫
Rn+p
fLHamgdµ∞ +
∫
Rn+p
gLHamfdµ∞ .
Integrating by parts, (see also [16]) we check that L∗B = LBT . In other words, L∗ is the
generator of the process (X∗t , Y
∗
t )t>0 that solves{
dX∗t = −AYtdt
dYt = A
T∇U(Xt)dt− γBTYtdt+√γΣdWt ,
so that (X∗t ,−Y ∗t )t>0 is a solution of (20) where we have simply substituted B by BT .
Consider the associated semigroup Rt = Q(Pt)
∗Q, where Q is the operator Qf(x, y) =
23
f(x − y). Let us show that Assumption 2 is also satisfied in this case. The fact that
NB > κN is equivalent to N−1BT > κN−1. The conditions on U and A are unchanged.
Finally, the matrix C defined by (22) is replaced by CT , which by assumption is equal
to C and is positive definite. As a consequence, Assumption 2 holds and we have simply
replaced N by N−1. Proposition 5 thus applies to (Rt)t>0 with the hi replaced by the
h′i and M by M
′ that satisfies
1
2
(
C 0
0 κΛh′
1
N−1
)
6 M ′ 6
3
2
(
C 0
0 κΛh′
1
N−1
)
.
Denote by
K =
(
C 0
0 κΛIp
)
,
so that
1
2|N |h′1
K 6 M ′ 6
3|N−1|
2h′1
K et
1
2|N−1|h1K 6 M 6
3|N |
2h1
K .
Besides, the norm ‖ · ‖K is invariant by (x, y) ← (x,−y), so that WK,2(νR, µR) =
WK,2(ν, µ) for all ν, µ ∈ P(Rd). Using Theorem 1, for all ν, µ ∈ P(Rd) and t > 0,
W2K,2 (ν(Pt)∗Pt, µ(Pt)∗Pt) 6 2|N−1|h1W2M,2 (ν(Pt)∗Pt, µ(Pt)∗Pt)
6 2|N−1|h1e−2ρtW2M,2 (ν(Pt)∗, µ(Pt)∗)
6 3|N−1||N |e−2ρtW2K,2 (ν(Pt)∗, µ(Pt)∗)
= 3|N−1||N |e−2ρtW2K,2 (νQRt, µQRt)
6 η2tW2K,2 (ν, µ)
with ηt = 3|N−1||N |e−2ρt, where the last line has been obtained by applying to Rt the
same steps as Pt, and then using that WK,2 is invariant by Q. For t > 0 high enough so
that ηt < 1, using that (Pt)
∗Pt is reversible with respect to µ∞, we get by [32, Proposition
30] that for all f ∈ L2(µ∞) such that µ∞f = 0,
‖(Pt)∗Ptf‖L2(µ∞) 6 ηt‖f‖L2(µ∞),
so that
‖Ptf‖2L2(µ∞) = 〈f, (Pt)∗Ptf〉 6 ηt‖f‖2L2(µ∞) .
Besides, if ηt > 1 then the inequality ‖Ptf‖L2(µ∞) 6
√
ηt‖f‖L2(µ∞) is obvious.
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Contraction presque suˆre pour les diffusions sur Rd.
Application aux diffusions de Langevin ge´ne´ralise´es.
Pierre Monmarche´
14 octobre 2020
An english translation is available at [28]
Re´sume´
On montre que, dans le cas des diffusions sur Rd de matrice de diffusion constante,
sans hypothe`se de re´versibilite´ ou meˆme d’hypoellipticite´, la contractivite´ de la de´rive
de´terministe est e´quivalente a` la contraction a` taux constant des distances de Wasserstein
Wp, p ∈ [1,∞]. Elle implique e´galement des ine´galite´s de concentration pour les moyennes
ergodiques du processus. On e´tudie une telle contractivite´ pour les diffusions de Langevin
ge´ne´ralise´es dans des cas ou` le potentiel est convexe et de hessienne borne´e, et la friction
est suffisamment forte. Ceci e´tend les re´sultats similaires connus pour la diffusion de
Langevin usuelle.
1 Introduction
La diffusion de Langevin suramortie est la solution (Xt)t>0 dans R
n de
dXt = −∇U(Xt)dt+
√
2dWt (1)
avec (Wt)t>0 un mouvement Brownien standard de R
n et U ∈ C1(Rn). Quand U est uni-
forme´ment convexe, on sait dire un certain nombre de choses sur ce processus. D’abord,
on peut conside´rer deux solutions de cette e´quation (pour le meˆme mouvement brow-
nien W ) avec des conditions initiales diffe´rentes. La convexite´ de U entraˆıne alors une
de´croissance presque suˆre a` taux constant de la distance entre les deux solutions. Cet
argument de couplage paralle`le de´montre la contraction des distances de Wasserstein
Wp de tous ordres p ∈ [1,+∞] le long du semi-groupe markovien (Pt)t>0 associe´ au
processus. D’autre part, la convexite´ de U est e´quivalente au fait que le processus (1)
satisfasse une ine´galite´ de courbure-dimension CD(ρ,∞) au sens de Bakry-E´mery [5, 4],
avec une courbure ρ > 0. Pour des diffusions re´versibles, CD(ρ,∞) est e´quivalente a`
Γ(Ptf) 6 e
−2ρtPt(Γf) pour toutes fonctions f assez regulie`re, ou` Γ(f) = 1/2L(f
2)−fLf
est le carre´ du champ associe´ au ge´ne´rateur L du processus, et est e´galement e´quivalente
a`
√
Γ(Ptf) 6 e
−ρtPt(
√
Γf), cf. [5, Theorem 4.7.2 et Theorem 5.5.2]. La courbure posi-
tive entraˆıne e´galement pour la mesure invariante du processus (qui en l’occurence est
explicite, de densite´ proportionnelle a` exp(−U)) une ine´galite´ de Sobolev logarithmique.
Dans le cas de la diffusion de Langevin suramortie, Lf(x) = −∇U(x) · ∇f(x) + ∆f(x)
et Γ(f) = |∇f |2, la convexite´ de U est donc e´quivalente a` des estimations du type
|∇Ptf |q 6 e−qρtPt(|∇f |q) pour q ∈ [1, 2]. Par les re´sultats de Kuwada [21, 22], ces
contractions du gradient le long du semi-groupe sont e´quivalentes aux contractions des
distancesWp pour p ∈ [2,+∞]. En conse´quence, pour (1), la contraction deW2 le long de
Pt est e´quivalente a` la contraction deW∞, et au fait que U soit convexe. Ces e´quivalences,
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avec d’autres, ont e´te´ e´nonce´es par Von Renesse et Sturm [37], qui ont montre´ qu’en fait
toutes les contractions des distances Wp pour p ∈ [1,+∞] e´tait e´quivalente. Ici le pro-
cessus (1) est une diffusion, qui plus est elliptique et re´versible.
L’un des points de de´part du pre´sent article vient des articles [7, 9, 10] qui, chacun
avec plus ou moins de pre´cision dans les re´sultats quantitatifs, de´montrent sous certaines
conditions une contraction via le couplage paralle`le pour la diffusion de Langevin{
dXt = Ytdt
dYt = −∇U(Xt)dt− γYtdt+
√
2γdWt
(2)
sur Rn × Rn, avec γ > 0 un facteur de friction. C’est toujours une diffusion ; elle n’est
cependant plus elliptique (bien qu’encore hypoelliptique) ; ni re´versible (au sens proba-
biliste, ne´anmoins encore re´versible au sens de la physique, c’est-a`-dire a` une re´flexion
de la vitesse pre`s). Et de´ja`, les choses sont un peu moins claires.
Premie`rement, il pourrait eˆtre tentant de croire que la convexite´ de U est suffisante
pour avoir une contraction pour (2), d’autant que la mesure invariante a une densite´
proportionnelle a` exp(−H(x, y)) avec H(x, y) = U(x) + |y|2/2 (qui est uniforme´ment
convexe si U l’est), qui satisfait une ine´galite´ de Sobolev logarithmique. Cependant,
dans [7, 9, 10], ∇2U doit eˆtre uniforme´ment borne´, et d’autre part la friction γ doit
eˆtre suffisamment grande vis-a`-vis de la diffe´rence entre la borne supe´rieure et la borne
infe´rieure sur ∇2U . Pourtant, dans le cas gaussien ou` U(x) = x · Sx avec S une matrice
syme´trique de´finie positive, il y a toujours contraction par le couplage paralle`le dans une
certaine norme euclidienne (au vu de la discussion en Section 2, c’est une conse´quence
des travaux [27, 1]), et ce sans restriction sur γ ni sur les valeurs propres de S. Serait-ce
alors que les restrictions des re´sultats de [7, 9, 10] ne proviendraient que de preuves et
de calculs sous-optimaux ? On se rend rapidement compte que non (cf. Section 3.2).
Deuxie`mement, on peut se demander ce que deviennent, dans le cas cine´tique, les
relations e´voque´es dans le cas suramorti. Dans ce dernier, Γ(Ptf) et |∇Pf |2 s’ave´raient,
par hasard si l’on peut dire, eˆtre la meˆme chose. Au contraire dans le cas cine´tique
Γ(f) = |∇yf |2, en particulier la courbure au sens de Bakry-E´mery est −∞. Remarquons
d’ailleurs une chose : Γ(f) est de´fini a` partir du ge´ne´rateur L, c’est-a`-dire d’une dyna-
mique. Au contraire, |∇f | est construit a` partir d’une me´trique, au sens ou`, dans le cadre
me´trique ge´ne´ral,
|∇f(x)| := lim
d(x,y)→0
|f(x)− f(y)|
d(x, y)
pour une certaine distance d. Un des inte´reˆts de la the´orie de Bakry-E´mery est justement
de de´finir une me´trique a` partir d’une dynamique markovienne. Cependant, dans le cas
de la diffusion de Langevin cine´tique, on dispose de´ja` de la distance euclidienne sur R2d
(et du gradient usuel), et c’est pour elle qu’ont lieu les contractions des distances de
Wasserstein obtenues dans [7, 9, 10].
Dans [6], Baudoin a e´te´ le premier a adapter la the´orie de Bakry-E´mery pour le pro-
cessus (2), dans une optique tourne´e vers la ge´ome´trie sous-riemanienne. Un point cle´
est d’ajouter au carre´ du champs Γ un ≪ carre´ du champs vertical ≫ ΓZ qui comple`te
Γ au sens ou` Γ + ΓZ est e´quivalent au carre´ du gradient complet |∇f |2. Ceci permet
d’adapter de nombreux arguments classiques d’interpolation par semi-groupe a` ce nou-
veau cadre. Cependant, on peut se demander s’il est vraiment ne´cessaire de garder Γ et
de le comple´ter : pourquoi ne pas tout simplement travailler avec un gradient qui n’a
rien a` voir avec le carre´ du champ ? Voici trois exemples qui vont dans le sens de cette
remarque : 1) dans le cas de processus non diffusifs, le carre´ du champ est un ope´rateur
non-local qui n’a en ge´ne´ral rien a` voir avec |∇f |2, or dans certains cas on peut bien ob-
tenir, avec des arguments de type Bakry-E´mery, des estimations sur |∇Ptf |2, cf. [26, 27] ;
2) dans le cas des processus d’Ornstein-Uhlenbeck ge´ne´ralise´s, c’est-a`-dire des diffusions
de de´rive line´aire et de matrice de diffusion constante, il ressort des e´tudes [27, 1] que,
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pour obtenir la vitesse de convergence optimale, il faut travailler avec une quantite´ de
la forme |Q∇f |2 ou` la de´finition de la matrice Q ne fait intervenir que la matrice de
de´rive, donc ne de´pend absolument pas de la matrice de diffusion, alors qu’au contraire
le carre´ du champ ne de´pend que de la matrice de diffusion ; 3) pour une diffusion dont la
matrice de diffusion est constante, par construction, le couplage paralle`le ne voit pas du
tout la matrice de diffusion (dont, a` nouveau, de´pend le carre´ du champ), la contraction
n’est due qu’a` la de´rive de´terministe.
D’ailleurs, cette dernie`re remarque nous interroge sur le caracte`re (hypo)elliptique de
la diffusion conside´re´e. Prenons l’e´quation diffe´rentielle x˙t = −∇U(xt) pour U convexe :
il y a bien contraction pour deux solutions issues de conditions initiales diffe´rentes.
L’un des objectifs du pre´sent article est de clarifier tous ces points. Plus pre´cise´ment,
pour une diffusion a` matrice de diffusion constante, la question est de savoir ce que
l’on peut dire quand on a une contraction presque suˆre par le couplage paralle`le, et ce
inde´pendamment de toute hypothe`se de re´versibilite´ ou d’hypoellipticite´.
Le second objectif (chronologiquement, a` vrai dire, c’e´tait le premier) de cet article
est d’e´tendre les re´sultats de [7, 9, 10] au cas des diffusions de Langevin ge´ne´ralise´es, au
sens des processus de Markov Z = (X,Y ) sur Rn × Rp solutions de{
dXt = AYtdt
dYt = −AT∇U(Xt)dt−BYtdt+ΣdWt (3)
avec A ∈ Mn,p(R) (ou` l’on note Mk,ℓ(R) les matrices re´elles a` k lignes ℓ colonnes),
B,Σ ∈ Mp,p(R), U ∈ C2(Rn), W est un mouvement brownien standard de dimension p
et HT de´signe la transpose´e d’une matrice H.
Les motivations pour l’e´tude de ces processus seront de´taille´es en Section 3.1, avec
deux points de vue diffe´rents : les diffusions de Langevin a` me´moire, et les me´thodes de
Monte Carlo avec chaˆınes de Markov augmente´es (lifted MCMC methods en anglais).
Insistons sur le fait que l’objectif n’est pas simplement de quantifier la convergence a`
l’e´quilibre (par exemple au sens de la distance du χ2 ou de l’entropie relative) du proces-
sus dans un cadre ge´ne´ral (ce qui, pour les diffusions de Langevin ge´ne´ralise´es, est e´tudie´
sous certains conditions dans [33, 8, 34], et pour la diffusion de Langevin classique est le
sujet d’une litte´rature ple´thorique) mais d’e´tablir une proprie´te´ de contraction beaucoup
plus forte sous des conditions restrictives (encore qu’il s’ave`re que les conditions sur B
que nous allons conside´rer sont plus ge´ne´rales que dans [33, 8, 34]). En particulier, nous
n’avons pas vocation a` essayer de de´montrer que des diffusions de Langevin ge´ne´ralise´es
(3) peuvent converger plus vite que la diffusion de Langevin usuelle, ou meˆme que la
diffusion de Langevin amortie. On ne conside´rera e´galement que le processus en temps
continu, encore que le cas d’un sche´ma nume´rique de (3) puisse eˆtre traite´ de fac¸on
similaire, comme dans [29] pour la diffusion de Langevin usuelle.
Comme mentionne´ plus haut, la matrice de diffusion Σ n’a aucune influence sur
la proprie´te´ de contraction e´tudie´e ici. Cependant, si la condition dite de fluctuation-
dissipation
B +BT = ΣΣT (4)
est satisfaite alors, en imposant que Σ est syme´trique positive (ce que l’on peut toujours
faire sans perte de ge´ne´ralite´), elle est entie`rement de´termine´e par B, et plus pre´cise´ment
par la partie syme´trique de B. La condition (4) est e´quivalente au fait que la partie
gaussienne de la diffusion,
dYt = −BYt +ΣdWt , (5)
laisse invariante la mesure gaussienne standard de Rp.
Notre objectif est de travailler dans un cadre qui autorise des cas ou` cette partie
gaussienne est elle-meˆme de´ge´ne´re´e, au sens ou` la partie syme´trique de B n’est pas
de´finie positive (qui correspondrait, quand la condition de fluctuation-dissipation (4) est
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satisfaite, au cas ou` Σ est inversible, et donc le processus (5) est elliptique). En effet le
cas ou` la partie syme´trique de B est de´finie positive n’est pas tre`s e´loigne´ du cas cine´tique
classique (p = n et A = B = In). On pourra garder en teˆte l’exemple suivant : p = 2n,
A =
(
In 0
)
et B =
(
0 −In
In In
)
.
Autrement dit, dans ce cas (et avec la condition (4)), la partie gaussienne (5) est elle-
meˆme une diffusion de Langevin cine´tique. En de´composant Y = (Y1, Y2), la diffusion de
Langevin ge´ne´ralise´e correspondante est donc

dXt = Y1,tdt
dY1,t = −∇U(Xt)dt+ Y2,tdt
dY2,t = −Y1,tdt− Y2,t + dW˜t
avec W˜ un mouvement brownien standard de dimension n. C’est ce qu’on peut appeler
une diffusion de Langevin d’ordre 3. Plus ge´ne´ralement, pour K > 1, on peut conside´rer
la diffusion de Langevin d’ordre K + 1 donne´ par p = Kn,
A =
(
In 0 . . . 0
)
et B =


0 −In 0 . . . 0
In 0 −In . . .
...
0
. . .
. . .
. . . 0
...
. . . In 0 −In
0 . . . 0 In In


. (6)
Dans ce cas-la`, toujours avec la condition (4), la diffusion correspondante est tre`s
de´ge´ne´re´e : un syste`me de dimension (K +1)n est alimente´ par un bruit de dimension n
et, ce bruit ne se propageant que de proche en proche (de Yi+1 vers Yi) il faut conside´rer
des crochets d’Ho¨rmander d’ordre K pour engendrer l’espace [18].
La forme de la diffusion de Langevin d’ordre K +1 rappelle les diffusions construites
dans [16]. Cet article e´tudiait la question suivante : e´tant fixe´e une loi gaussienne cible,
quels sont les processus d’Ornstein-Uhlenbeck qui convergent le plus vite a` cet e´quilibre ?
Sous une certaine condition de normalisation (a` trace de la matrice de diffusion fixe´e),
la re´ponse est donne´e par des diffusions pour laquelle la matrice de diffusion est de rang
1 (autrement dit il n’y a de bruit directement que sur une seule variable). E´videmment,
la situation est diffe´rente de notre cas, puisque [16] travaille a` espace donne´, alors que
les processus de Langevin d’ordre K +1 sont de´finis en ajoutant des variables a` l’espace
initial Rn.
Le reste de cet article s’organise en deux parties essentiellement inde´pendantes l’une
de l’autre. La Section 2 porte, dans un cadre ge´ne´ral, sur la question de la contrac-
tion presque suˆre. Elle se de´compose en une Section 2.1 ou` est e´nonce´ et de´montre´ le
re´sultat principal de cette partie (The´ore`me 1) ; une Section 2.2 qui adapte des arguments
classiques pour e´tablier des ine´galite´s de concentration a` partir du The´ore`me 1 ; une Sec-
tion 2.3 dans laquelle est discute´ un exemple non diffusif, pour lequel le The´ore`me 1 est
faux. La Section 3 concerne les diffusions de Langevin ge´ne´ralise´e. Apre`s une pre´sentation
un peu plus de´taille´e de ces processus (Section 3.1), on ve´rifiera en Section 3.2 que la
convexite´ de U n’est pas suffisante pour avoir une contraction pour l’e´quation de Lange-
vin cine´tique ; la Section 3.3 contient le re´sultat principal de cette partie (Proposition 5),
qui e´tend les re´sultats de [7, 9, 10] aux diffusions de Langevin ge´ne´ralise´e, a` savoir qu’il
y a contraction si U est uniforme´ment convexe de hessienne borne´e et si la friction est
suffisamment forte ; enfin, on verra en Section 3.4 que la proprie´te´ de contraction fournit
une vitesse de convergence L2 malgre´ la non-re´versibilite´ de la dynamique.
4
Notations
On noteraMsym>0m,m (R) (resp.Msym>0m,m (R)) l’ensemble des matrices re´elles syme´triques
positives (resp. de´finies positives) de taille m, x · y le produit scalaire entre x, y ∈ Rm et
|x| = √x · x. Pour M ∈ Msym>0m,m (R) et x ∈ Rm on notera e´galement ‖x‖M =
√
x ·Mx.
Pour des matrices M,N ∈ Mm,m,(R) (pas force´ment syme´triques), la notation M >
N (resp. M > N) s’entendra au sens des formes quadratiques, autrement dit x ·Mx >
x · Nx pour tout x ∈ Rm (resp. x ·Mx > x · Nx pour tout x 6= 0), ou bien de fac¸on
e´quivalente au sens ou` (M+MT −N−NT )/2 la partie syme´trique deM−N est positive
(resp. de´finie positive) en tant que matrice re´elle syme´trique.
On note P(Rm) l’ensemble des mesures de probabilite´s sur Rm.
2 Contraction pour des diffusions
Dans cette section, on conside`re le cadre ge´ne´ral d’une diffusion (Zt)t>0 sur R
d solu-
tion de
dZt = b(Zt)dt+ΣdWt , (7)
ou` (Wt)t>0 un mouvement brownien standard sur R
d, avec :
Hypothe`se 1. La de´rive b ∈ C∞(Rd,Rd) avec ‖∂αb‖∞ < +∞ pour tous α ∈ Nd tels que
|α| > 1. La matrice de diffusion Σ ∈ Msym>0d,d (R) est constante.
En particulier, b est globalement Lipschitz. L’inte´reˆt de la condition sur les de´rive´es
supe´rieures est d’assurer sans technicite´ excessive la validite´ de quelques calculs. Elles
ne sont en re´alite´ pas tre`s geˆnantes car, en leur absence, il est souvent suffisant d’ap-
pliquer le re´sultat avec des de´rives (bn)n>0 qui satisfont cette condition et approximent
uniforme´ment b sur tout compact puis de faire tendre n→ +∞ (comme on le verra, nos
re´sultats ne feront pas intervenir ces de´rive´es).
La de´rive e´tant Lipschitz, l’e´quation (3) admet une unique solution forte non-explosive
pour toute condition initiale z ∈ Rd. On note (Pt)t>0 le semi-groupe markovien associe´,
donne´ par Ptf(z) = E(f(Zt)|Z0 = z) pour f mesurable borne´e, t > 0 et z ∈ Rd. Pour
k, n ∈ N∗, on note φk(z) = 1/(1 + |z|k) et
Cnk (Rd) = {f ∈ Cn(Rd), ‖φk∂αf‖∞ < +∞ ∀α ∈ Nd, |α| ∈ J0, nK} .
Sous l’Hypothe`se 1, pour tout k, n ∈ N∗ il existe λn,k tels que pour tout f ∈ Cnk (Rd) et
tout t > 0, Ptf ∈ Cnk (Rd) avec ‖Ptf‖n,k 6 exp(λn,kt)‖f‖n,k, ou` ‖f‖n,k =
∑
|α|6n ‖φk∂αf‖∞
(cf. par exemple la de´monstration de [14, The´ore`me 2.5]). Pour tout k ∈ N, f ∈ C∞k ,
α ∈ Nd et t > 0, on a ∂t(∂αPtf) = ∂αLPtf . D’autre part, en notant ψβ(z) = exp(β|z|2),
alors pour tout t > 0 il existe βt,Mt > 0 tels que pour tous s ∈ [0, t] et z ∈ Rd,
Psψβt(z) 6 exp(Mt(1 + |z|2)) (ceci s’obtient par exemple a` partir de (11) ci-dessous).
2.1 Re´sultat principal
Pour z ∈ Rd on note Jb(z) = (∂zjbi(z))16i,j6d la matrice jacobienne de b (l’indice
i e´tant pour la ligne, j pour la colonne). Pour M ∈ Msym>0d,d (R) et ρ ∈ R on dit que
la de´rive b induit une contraction a` droite de la me´trique M a` taux ρ si la condition
suivante est satisfaite :
∀z ∈ Rd, MJb(z) 6 −ρM (Contd(M,ρ))
(rappelons que la notation A 6 B pour des matrices pas ne´cessairement syme´triques s’en-
tend au sens des formes quadratiques associe´es). L’objet de cette section est d’e´tudier les
conse´quences de la condition Contd(M,ρ). Le terme contraction est a` vrai dire discutable
lorsque ρ 6 0, mais nous sommes essentiellement inte´resse´s par le cas ρ > 0.
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Faisons tout de suite quelques remarques simples. Pour M ∈ Msym>0d,d (R) et ρ ∈ R,
on dit que la de´rive b induit une contraction a` gauche de la me´trique M a` taux ρ si la
condition suivante est satisfaite :
∀z ∈ Rd, Jb(z)M 6 −ρM . (Contg(M,ρ))
Alors, pourM,ρ donne´s, les conditions Contd(M,ρ) et Contg(M
−1, ρ) sont e´quivalentes,
puisque
x ·MJb(z)x = (Mx) · Jb(z)M−1Mx et x ·Mx = (Mx) ·M−1Mx
pour tous x, z ∈ Rd. De meˆme, en e´crivant pour z, y ∈ Rd que
(z − y) ·M (b(z)− b(y)) = (z − y) ·M
(∫ 1
0
Jb(sz + (1− s)y)ds
)
(z − y) ,
la condition Contd(M,ρ) est bien suˆr e´quivalente a`
∀z, y ∈ Rd , (z − y) ·M (b(z)− b(y)) 6 −ρ‖z − y‖2M , (8)
l’implication contraire e´tant de´montre´e en prenant y = z+ εx avec ε→ 0. D’autre part,
pour Q ∈ Msym>0d,d (R), notons que b satisfait Contd(M,ρ) avecM = QTQ si et seulement
si b˜, donne´ par
b˜(z) = Qb
(
Q−1z
)
,
satisfait Contd(Id, ρ). Autrement dit on peut toujours se ramener au cas M = Id par
le changement de variable z ← M1/2z. Ceci e´tant dit, dans la suite, on e´noncera tout
de meˆme les re´sultats avec un M ge´ne´ral car, dans de nombreux cas, c’est bien le pro-
cessus Zt initial qui nous inte´resse, et plusieurs matrices M peuvent eˆtre implique´es
simultane´ment.
Enfin, sous la condition Contd(M,ρ), pour tout z ∈ Rd fixe´, le flot de´terministe
solution de y˙t = Jb(z)yt ve´rifie ‖yt‖M 6 e−ρt‖y0‖M . Ceci implique notamment que les
valeurs propres de Jb(z) sont toutes de partie re´elle infe´rieure a` −ρ, quelque soit z ∈ Rd
(cette condition n’est pas suffisante pour avoir Contd(M,ρ)).
Rappelons la de´finition des distances de Wasserstein (ici associe´es aux distances eucli-
diennnes). Pour M ∈ Msym>0d,d (R), en notant distM : Rd×Rd ∋ (z, y) 7→ ‖z− y‖M ∈ R+,
on de´finit pour r ∈ [1,+∞] et ν, µ ∈ P(Rd)
WM,r(ν, µ) = inf
π∈Π(ν,µ)
‖distM‖Lr(π)
ou` Π(ν, µ) est l’ensemble des plans de transferts entre ν et µ, a` savoir l’ensemble des lois
de probabilite´s sur Rd ×Rd de marginales d-dimensionelles ν et µ. Autrement dit, la loi
d’une variable ale´atoire (Z, Y ) ∈ Rd × Rd appartient a` Π(ν, µ) si Z ∼ ν et Y ∼ µ. On
appelle une telle variable ale´atoire un couplage 1 de ν et µ. Remarquons qu’on ne s’est
pas restreint a` des mesures ayant des moments d’ordre r fini, il est donc possible que
WM,r(ν, µ) = +∞. Il existe toujours un π ∈ Π(ν, µ) qui re´alise l’infimum [36].
Pour une fonction mesurable f sur Rd on note
‖∇f(z)‖M−1 := lim
r↓0
(
sup
{ |f(z)− f(y)|
‖y − z‖M , y ∈ R
d, 0 < ‖z − y‖M 6 r
})
.
En particulier, si f est diffe´rentiable en z, cette de´finition est cohe´rente avec ‖∇f(z)‖M−1 =√∇f(z) ·M−1∇f(z). On note e´galement
‖∇f‖M−1,∞ = sup
{ |f(z)− f(y)|
‖y − z‖M , z, y ∈ R
d, z 6= y
}
et Cb,L(Rd) l’ensemble des fonctions borne´es Lipschitziennes sur Rd.
1. Le terme couplage est parfois utilise´ e´galement pour de´signer π, plutoˆt que plan de transfert.
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The´ore`me 1. Sous l’Hypothe`se 1, pour M ∈ Msym>0d,d (R) et ρ ∈ R, les propositions
suivantes sont e´quivalentes :
(i) Contd(M,ρ).
(ii) Pour tous z1, z2 ∈ Rd, si (Zi,t)t>0 pour i = 1, 2 sont les solutions de (7) dirige´es par
un meˆme mouvement brownien W avec pour conditions initiales Zi,0 = zi alors,
presque suˆrement,
∀t > 0, ‖Z1,t − Z2,t‖M 6 e−ρt‖z1 − z2‖M .
(iii) Pour tous ν, µ ∈ P(Rd) et t > 0,
WM,∞ (νPt, µPt) 6 e−ρtWM,∞(ν, µ) .
(iv) Pour tous ν, µ ∈ P(Rd) et t > 0,
WM,1 (νPt, µPt) 6 e−ρtWM,1(ν, µ) . (9)
(v) Pour tous f ∈ Cb,L(Rd), t > 0 et z ∈ Rd,
‖∇Ptf(z)‖M−1 6 e−ρtPt (‖∇f‖M−1) (z) . (10)
(vi) Pour tous f ∈ Cb,L(Rd) et t > 0,
‖∇Ptf‖M−1,∞ 6 e−ρt‖∇f‖M−1,∞ .
Remarques :
— Certaines implications sont faciles, comme (iii) ⇒ (iv) et (v) ⇒ (vi). A` part pour
montrer (i) ⇒ (ii), la forme particulie`re (7) du processus, a` savoir une diffusion
avec matrice de diffusion constante, n’est utilise´e que pour boucler la boucle avec
l’implication (vi)⇒ (i).
— Les e´quivalences (iii) ⇔ (v) et (iv) ⇔ (vi) sont vraies dans un cadre beaucoup
plus ge´ne´ral, d’apre`s [22, The´ore`me 2.2]. En particulier, le facteur e−ρt peut eˆtre
remplace´ par n’importe quel c(t), par exemple Ce−ρt avec C > 1. En revanche le
fait que c(0) = 1 pour c(t) = e−ρt est crucial pour l’implication (vi)⇒ (i). Notons
qu’on n’utilisera pas les re´sultats de Kuwada ; plus pre´cise´ment on rappellera ses
arguments pour l’implication (iii)⇒ (v), qui est le sens facile, et on ne de´montrera
pas directement le sens re´ciproque qui, dans notre cadre particulier, de´coulera de
l’ensemble de la chaˆıne d’implications de´montre´es.
— La de´monstration de l’implication (i)⇒ (ii) fonctionne dans des cas tre`s ge´ne´raux,
potentiellement non markoviens, par exemple si Z1,t et Z2,t sont des solutions d’une
e´quation de la forme
dZi,t = b(Zi,t)dt+ dXt
avec (Xt)t>0 n’importe quel processus stochastique (le cas markovien correspond
alors ou` (Xt)t>0 est un processus de Levy). Voir aussi Section 2.3 pour un autre
exemple.
De´monstration. On de´montrera les implications (i) ⇒ (ii) ⇒ (iii) ⇒ (v) ⇒ (vi) ⇒ (i),
ainsi que (iii)⇒ (iv)⇒ (vi), ce qui concluera. On donnera e´galement une de´monstration
directe de (ii) ⇒ (i), qui permet d’obtenir l’e´quivalence (i) ⇔ (ii) de fac¸on autonome.
Enfin, on donnera une de´monstration formelle de (i)⇒ (v) par une me´thode d’interpo-
lation de semi-groupe dans l’esprit du calcul Γ a` la Bakry-Emery.
Pour chaque implication, on ne conside`re que le cas M = Id dans la mesure ou` l’on
peut toujours s’y ramener par le changement de variable z ← M1/2z. On note alors
Wp =WId,p et |∇f | = ‖∇f‖Id.
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Implication (i) ⇒ (ii). Le couplage paralle`le (Z1,t, Z2,t)t>0 donne, en notant Z∆,t =
Z1,t − Z2,t,
d
(|Z∆,t|2) = 2Z∆,t · (b(Z1,t)− b(Z2,t)) dt
= 2Z∆,t ·
∫ 1
0
Jb
(
sZ1t + (1− s)Z2t
)
Z∆,tdsdt
6 −2ρ|Z∆,t|2dt ,
autrement dit, presque suˆrement, d(eρt|Z∆,t|2) 6 0 pour tout t > 0, ce qui conclut.
Implication (ii)⇒ (i). On fixe z1, z2 ∈ Rd et on conside`re le couplage paralle`le de deux
diffusions (Z1,t, Z2,t) initialise´es respectivement a` z1 et z2, dirige´ par un mouvement
brownien W . On note mt = sups∈[0,t] |ΣWs|. Remarquons d’abord que, pour tout t > 0
et tout ε > 0, l’e´ve´nement G(t, ε) = {mt 6 ε} a une probabilite´ strictement positive.
D’autre part, puisque
Zi,s = zi +
∫ s
0
b(Zi,u)du+ΣWs
pour i = 1, 2 et s > 0, on obtient
∀s ∈ [0, t], |Zi,s − z| 6 t|b(zi)|+ c
∫ s
0
|Zi,u − zi|du+ms
avec c = ‖Jb‖∞, et donc presque suˆrement
sup
s∈[0,t]
|Zi,s − z0| 6 (|b(zi)|t+mt)ect . (11)
Soit t0 6 1/2 suffisament petit pour que, sous l’e´ve´nement G(t, 1/2), le terme de droite
soit plus petit que 1 pour i = 1, 2. Notons B(x, r) la boule euclidienne de Rd de centre x
et de rayon r, et Φ(x, y) = (x−y)·(b(x)−b(y)). Soit C > 0 tel que pour tous yi ∈ B(zi, 1),
i = 1, 2,
|Φ(y1, y2)− Φ(z1, z2)| 6 C (|y1 − z1|+ |y2 − z2|) .
Pour tous t ∈ [0, t0], sous l’e´ve´nement G(t, t),∣∣∣∣tΦ(z1, z2)−
∫ t
0
Φ(Z1,s, Z2,s)ds
∣∣∣∣ 6 Ct2(|b(z1)|+ |b(z2)|+ 1)ect 6 C ′t2
pour un C ′ > 0 de´terministe. En conse´quence, pour t ∈ [0, t0], l’e´ve´nement G(t, t) im-
plique que ∣∣|Z∆,t|2 − |Z∆,0|2 + 2tΦ(z1, z2)∣∣ 6 C ′t2 .
D’autre part, l’e´ve´nement
H := {∀t > 0, |Z∆,t|2 6 e−2ρt|Z∆,0|2}
e´tant par hypothe`se de probabilite´ 1, l’e´ve´nement H∩G(t, t) est de probabilite´ strictement
positive pour tout t ∈ [0, t0]. Or, cet e´ve´nement implique que
|z1 − z2|2 − 2tΦ(z1, z2) 6 e−2ρt|z1 − z2|2 +C ′t2 ,
qui est une condition comple`tement de´terministe. Elle est donc satisfaite pour tous t ∈
[0, t0], et on obtient en faisant tendre t vers 0 que Φ(z1, z2) 6 −ρ|z1 − z2|2, ce qui est
exactement la version inte´gre´e (8) de Contd(M,ρ).
Implication (ii)⇒ (iii). Il suffit de traiter le cas ou` µ = δz1 et ν = δz2 pour tous z1, z2 ∈
R
d, le cas ge´ne´ral s’obtenant en conditionnant par rapport a` la condition initiale. E´tant
donne´s z1, z2 ∈ Rd et un mouvement brownien W , on conside`re le couplage paralle`le
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(Z1,t, Z2,t)t>0 dirige´ par W . Soit t > 0. Presque suˆrement, |Z1,t−Z2,t| 6 e−ρt|z1− z2|, et
puisque (Z1,t, Z2,t) est un couplage de δz1Pt et δz2Pt, ceci implique W∞(δz1Pt, δz2Pt) 6
e−ρt|z1 − z2|.
Implication (iii) ⇒ (iv). Comme pre´ce´demment, il suffit de traiter le cas des masses
de Dirac, pour lesquelles W1(δz1 , δz2) = W∞(δz1 , δz2) = |z1 − z2|. D’autre part, pour
tout ν, µ ∈ P(R) et tout plan de transfert π ∈ Π(ν, µ), ‖dist‖L1(π) 6 ‖dist‖L∞(π), ce qui
implique que W1(ν, µ) 6W∞(ν, µ) pour tous ν, µ ∈ P(Rd). On conclut par
W1 (δz1Pt, δz2Pt) 6W∞ (δz1Pt, δz2Pt) 6 e−ρt|z1 − z2| .
Implication (iii) ⇒ (v). Rappelons la de´monstration de [21, Proposition 3.1]. On fixe
f ∈ Cb,L(Rd) et, pour r > 0 et z ∈ Rd, on note
Gr(z) = sup
y∈B(z,r)\{z}
|f(y)− f(z)|
|y − z| , (12)
de sorte que pour tout y, z ∈ Rd,
|y − z| 6 r ⇒ |f(y)− f(z)| 6 rGr(z) .
Fixons t > 0, y, z ∈ Rd et πy,z ∈ Π(δyPt, δzPt) tel que |Y − Z| 6 e−ρt|z − y| presque
suˆrement avec (Y,Z) ∼ πy,z. On a alors
|Ptf(y)− Ptf(z)| 6 E (|f(Y )− f(Z)|)
6 e−ρt|y − z|E (Ge−ρt|y−z|(Z)) = e−ρt|y − z|Pt (Ge−ρt|y−z|) (z) .
Puisque f est Lipschitz, Gr(z) est uniforme´ment borne´e par ‖∇f‖∞, et par convergence
domine´e on obtient la convergence de Pt
(
Ge−ρt|y−z|
)
(z) vers Pt(|∇f |)(z) quand y → z,
ce qui conclut.
Implication (v)⇒ (vi). Imme´diat puisque ‖Pt|∇f |‖∞ 6 ‖∇f‖∞.
Implication (vi) ⇒ (i). On adapte la de´monstration de [37, Preuve de (v) ⇒ (i)]. On
proce`de par l’absurde, en supposant (vi) et qu’il existe z, x ∈ Rd avec |x| = 1 tels que
x·Jb(z)x = −(ρ−ε) avec ε > 0. Soit U un voisinage de z tel que x·Jb(y)x > −(ρ−ε/2)|x|2
pour tout y ∈ U . Soit θ ∈ C∞(R) avec θ(r) = 1 pour r ∈ [−1, 1], θ(r) ∈ [0, 1] pour tout
r ∈ R, ‖θ′‖∞ 6 1, θ(r) = 0 pour tout r /∈ [−3, 3] (en particulier, ‖θ(k)‖∞ < +∞ pour
tout k > 2). Conside´rons fx la fonction sur R
d de´finie par fx(y) = θ((y − z) · x) pour
tout y ∈ Rd, qui est C∞ et 1-lipschitz. Par (vi), pour tout ϕ ∈ C∞(Rd) positive a` support
compact,
Kϕ(t) :=
∫
Rd
|∇Ptfx|2(y)ϕ(y)dy 6 e−2ρt
∫
Rd
ϕ(y)dy .
D’autre part, pour tout y ∈ B(z, 1/2), ∇fx(y) = x et ∇2fx(y) = 0. En choisissant ϕ ∈
C∞(Rd) non nulle positive a` support dans U ∩ B(z, 1/2), on a donc Kϕ(0) =
∫
Rd
ϕ(y)dy
et
K ′ϕ(0) = 2
∫
Rd
∇fx(y) · ∇Lfx(y)ϕ(y)dy
= 2
∫
Rd
∇fx(y) · (Jb(y)∇fx(y) + L(∇fx)(y))ϕ(y)dy
> −2(ρ− ε/2)
∫
Rd
ϕ(y)dy = −2(ρ− ε/2)Kϕ(0) .
Ceci est en contradiction avec le fait que Kϕ(t) 6 e
−2ρtKϕ(0) pour tout t > 0, ce qui
conclut.
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Implication (iv) ⇒ (vi). La de´monstration est similaire a` celle de (iii) ⇒ (v), et plus
simple (ici on est dans le cas classique de la dualite´ de Kantorovitch- Rubinstein, cf.
[36]). Pour f ∈ Cb,L(Rd) et z, y ∈ Rd, πy,z ∈ Π(δyPt, δzPt) et (Y,Z) ∼ πy,z,
|Ptf(y)− Ptf(z)| 6 E (|f(Y )− f(Z)|) 6 ‖∇f‖∞E (|Y − Z|) .
On conclut en prenant l’infimum sur Π(δyPt, δzPt) et en utilisant (iv) et le fait que
W1(δy, δz) = |y − z|.
Implication (i)⇒ (v). La me´thode d’interpolation de semi-groupes qui permet d’e´tablir
directement cette implication e´tant inte´ressante, on la pre´sente ici. Cependant, dans la
mesure ou` cette e´tape n’est pas ne´cessaire a` la validite´ de notre preuve, on se permet de
n’en donner qu’une version informelle, sans s’inquie´ter des questions de de´rivabilite´ et
d’inte´grabilite´ (en particulier lorsque |∇Psf(z)| s’annule).
On suit la de´marche de [3, Lemme 2.4] dans le cas classique du calcul de Bakry-
E´mery (cf. aussi [25, Proposition 3.6] plus re´cemment dans un cas non-re´versible). On
fixe f ∈ Cb,L(Rd), t > 0 et z ∈ Rd. Pour s ∈ [0, t], on pose
ϕ(s) = Ps|∇Pt−sf |(z),
qui interpole entre ϕ(0) = |∇Ptf | et ϕ(t) = Pt|∇f |. Notons g = Pt−sf et calculons
ϕ′(s) = Ps
[
L (|∇g|) + ∂s
(‖∇g‖2)
2|∇g|
]
,
avec
∂s
(|∇g|2) = −2(∇g)T∇(Lg) = −2(∇g)TJTb ∇g − 2(∇g)TL (∇g)
> 2ρ|∇g|2 − 2(∇g)TL (∇g) .
D’autre part, la proprie´te´ de diffusion de L assure que, pour a(s) =
√
s,
L
(
a(|∇g|2)) = a′ (|∇g|2)L (|∇g|2)+ a′′ (|∇g|2)Γ (|∇g|2)
avec Γ(f) = 1/2L(f2)− fLf le carre´ du champ associe´ a` L, ici Γ(f) = |Σ∇f |2/2. A` ce
stade, on a donc obtenu que
ϕ′(s) > ρϕ(s) + Ps
[
L
(|∇g|2)− 2(∇g)TL (∇g)
2|∇g| −
Γ
(|∇g|2)
4|∇g|3
]
.
Il ne reste plus qu’a` de´montrer que, pour tout g,
2|∇g|2 (L (|∇g|2)− 2(∇g)TL (∇g)) > Γ (|∇g|2) , (13)
puisque ceci impliquera que ϕ′(s) > ρϕ(s) pour tout s ∈ [0, t], donc ϕ(t) > eρtϕ(0), ce
qui concluera. Or,
L
(|∇g|2)− 2(∇g)TL (∇g) = 2 d∑
i=1
Γ(∂zig) =
d∑
i=1
|∂ziΣ∇g|2 ,
tandis que
∇ (|∇g|2) = 2 d∑
i=1
∂zig ∂zi∇g ,
de sorte que
Γ
(|∇g|2) = 2
∣∣∣∣∣
d∑
i=1
∂zig ∂ziΣ∇g
∣∣∣∣∣
2
.
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Remarquons qu’est intervenu ici le fait que la matrice de diffusion est constante, de sorte
que Σ∇ commute avec ∇, de meˆme que dans le cas standard du calcul de Bakry-E´mery,
le fait de travailler avec Γ a` la place de |∇ · |2 entraˆıne une commutation similaire.
L’ine´galite´ (13) se lit donc
d∑
j=1
∣∣∣∣∣
d∑
i=1
aixi,j
∣∣∣∣∣
2
=
∣∣∣∣∣
d∑
i=1
aixi
∣∣∣∣∣
2
6
(
d∑
i=1
a2i
)
d∑
i=1
|xi|2 =
(
d∑
i=1
a2i
)
d∑
j=1
d∑
i=1
|xi,j|2
avec ai = ∂zig(z) ∈ R et xi = ∂ziΣ∇g(z) ∈ Rd pour i ∈ J1, dK, et de´coule donc de
l’ine´galite´ de Cauchy-Schwarz.
Remarques :
— S’agissant des contractions des distances de Wasserstein, on n’a mis dans l’e´nonce´
du the´ore`me que les points extre´maux p = 1 et p = +∞, mais il est clair qu’avec
la meˆme de´monstration que pour l’implication (iii)⇒ (iv), on de´montre que, pour
tout p ∈]1,+∞[, la proposition
∀ν, µ ∈ P(Rd), t > 0, Wp,M (νPt, µPt) 6 e−ρtWp,M(ν, µ) (14)
est implique´e par (iii) et implique (iv). De meˆme, pour q ∈]1,+∞[, la proposition
∀f ∈ Cb,L(Rd), t > 0, z ∈ Rd, ‖∇Ptf(z)‖qM−1 6 e−qρtPt
(‖∇f‖q
M−1
)
(z) (15)
est implique´e par (v) et implique (vi). L’e´quivalence entre (14) et (15) avec 1/p +
1/q = 1 est ici un cas particulier du re´sultat ge´ne´ral [22, The´ore`me 2.2].
— En comparaison avec le calcul de Bakry-E´mery classique, on voit qu’on a remplace´
le carre´ du champ Γ(f) = |Σ∇f |2 par un ope´rateur Φ(f) = |Q∇f |2 pour une ma-
trice Q constante (n’ayant rien a` voir avec Σ). Le fait de conside´rer des ope´rateurs
Φ ge´ne´raux e´tait de´ja` pre´sent dans [3, 23], mais ne semble pas avoir e´te´ exploite´
jusqu’aux travaux re´cents [6, 25, 27] sur des diffusions de´ge´ne´re´es. Notons qu’une
proprie´te´ importante a e´te´ utilise´e pour la de´monstration directe de (i) ⇒ (v), a`
savoir que les ope´rateurs Σ∇ et Q∇ commutent. Une telle condition de commu-
tation se retrouve dans [6] ou [27, The´ore`mes 9 et 10]. Remarquons qu’elle est ici
lie´e au fait qu’on s’est restreint aux me´triques euclidiennes d’une part, et aux dif-
fusions de matrice de diffusion constante d’autre part. La plupart des arguments se
transposent directement dans le cadre d’une varie´te´ riemanienne plus ge´ne´rale que
R
d sous re´serve qu’une telle proprie´te´ de commutation soit satisfaite.
— Il est relativement facile de ve´rifier la condition Contd(M,ρ). On peut donc utiliser
le The´ore`me 1 pour de´duire diverses conse´quences de cette condition. Ne´anmoins,
il peut e´galement eˆtre assez simple de ve´rifier la ne´gation de Contd(M,ρ) pour
tous M (ne serait-ce qu’en conside´rant la condition ne´cessaire selon laquelle les
valeurs propres de Jb(z) doivent eˆtre de parties re´elles ne´gatives pour tout z ∈ Rd),
ce qui n’est pas ininte´ressant. Par exemple, pour la diffusion de Langevin (2), si
l’on suppose simplement que U est uniforme´ment convexe en-dehors d’un compact,
alors l’e´quilibre µ de densite´ proportionelle a` exp(−U(x) − |y|2/2) satisfait une
ine´galite´ de Sobolev logarithmique. Si de plus ∇2U est borne´e, on peut en de´duire
qu’il existe ρ > 0 et C > 1 tels que
∀ν ∈ P1(Rd),∀t > 0 W1 (νPt, µ) 6 Ce−ρtW1 (ν, µ) ,
et meˆme la meˆme chose avec W2, voir par exemple [17, The´ore`me 2]. Ceci est plus
faible que (9) sur deux points : d’abord, C peut eˆtre supe´rieur a` 1, ensuite il faut
que l’une des conditions initiales soit l’e´quilibre µ. On pourrait alors e´ventuellement
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se demander s’il est possible de renforcer cette convergence en temps long en une
contraction (9) (avec un ρ > 0 ; sinon, c’est facile), or le The´ore`me 1 permet de
montrer que c’est impossible si U n’est pas uniforme´ment convexe sur tout l’espace,
cf. Section 3.2.
— Dans le meˆme ordre d’ide´e, on peut mettre en regard le The´ore`me 1, notam-
ment l’e´quivalence entre les contractions pour Wp pour tout p ∈ [1,+∞], avec les
re´sultats de contraction pour des distancesW1 modifie´es, tels que [12] pour des dif-
fusions elliptique ou [13] pour la diffusion de Langevin cine´tique. Ces contractions
ne sont pas de´montre´es graˆce a` des couplages paralle`les, mais par des couplages
par re´flexion (ou une combinaison des deux), ce qui permet d’exploiter le bruit
gaussien pour rapprocher deux processus (la` ou` le couplage paralle`le supprime
ce bruit). Elles reposent e´galement sur une modification concave de la distance
usuelle. Par exemple, pour la diffusion suramortie (1), une contraction du type
W1,dist(νPt, µPt) 6 e−ρtW1,dist(νPt, µPt) est vraie pour un certain ρ > 0 avec dist
une distance e´quivalente a` la distance euclidienne si U est convexe en-dehors d’un
compact, cf. [12]. Un re´sultat similaire a lieu dans le cas cine´tique (2), cf. [13]. On
obtient alors bien
∀ν, µ ∈ P1(Rd),∀t > 0 W1 (νPt, µPt) 6 Ce−ρtW1 (ν, µ) ,
sans que µ soit ne´cessairement l’e´quilibre, mais avec C > 1 (ne´cessairement, si U
n’est pas convexe, d’apre`s le The´ore`me 1).
2.2 Ine´galite´s de concentration
On donne ici quelques conse´quences du The´ore`me 1, qui sont bien connues dans le
cas classique des diffusions re´versibles (en remplac¸ant le gradient par le carre´ du champ),
cf. [5] et ses re´fe´rences.
Proposition 2. Sous l’hypothe`se 1, pour M ∈ Msym>0d,d (R) et ρ ∈ R, sous la condition
Contd(M,ρ), pour toute fonction f mesurable positive, t > 0 et z ∈ Rd,
Pt (f ln f) (z)− Ptf(z) lnPtf(z) 6 CtPt
(
‖∇
√
f‖2M−1
)
(z)
avec Ct := |ΣM1/2|2(1− e−2ρt)/ρ si ρ 6= 0 et Ct := 2t|ΣM1/2|2 si ρ = 0.
De´monstration. Par densite´, il suffit de montrer le re´sultat pour des fonctions de la forme
f = ε+ h avec ε > 0 et h ∈ C∞(Rd) positive a` support compact. En particulier, dans ce
cas, Ptf > ε > 0 pour tout t > 0. Pour un tel f , t > 0 et z ∈ Rd, on pose
ϕ(s) = Ps (Pt−sf lnPt−sf) , s ∈ [0, t] .
Comme dans la de´monstration de (i)⇒ (v) dans le The´ore`me 1, en utilisant la proprie´te´
de diffusion du ge´ne´rateur L et en notant g = Pt−sf ,
ϕ′(s) = Ps (L(g ln g)− (1 + ln g)Lg) = Ps
(
Γ(g)
g
)
avec le carre´ du champ Γ(f) = |Σ∇f |2/2, ou` l’on a utilise´ que a′′(s) = 1/s pour a(s) =
s ln(s). En conse´quence
ϕ(t)− ϕ(0) =
∫ t
0
Ps
(
Γ(g)
g
)
ds
6
|ΣM1/2|2
2
∫ t
0
Ps
(‖∇g‖2M−1)
g
)
ds
6
|ΣM1/2|2
2
∫ t
0
e−2ρ(t−s)Ps
(
(Ps(‖∇f‖M−1))2
g
)
ds .
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Finalement, l’ine´galite´ de Cauchy-Schwarz nous donne
(Pt−s(‖∇f‖M−1))2 6 Pt−s(f)Pt−s
(‖∇f‖2M−1
f
)
,
et l’on a bel et bien obtenu
ϕ(t) − ϕ(0) 6 |ΣM
1/2|2(1− e−2ρt)
4ρ
Pt
(‖∇f‖2M−1
f
)
.
On dira que ν ∈ P(Rd) satisfait une ine´galite´ de Sobolev logarithmique de constante
C pour M si pour tout f ∈ Cb,L(Rd) positive,∫
Rd
f ln fdµ−
∫
Rd
fdµ ln
(∫
Rd
fdµ
)
6 C
∫
Rd
‖∇
√
f‖2M−1dµ .
La Proposition 2 e´nonce donc une ine´galite´ de Sobolev logarithmique pour δzPt de
constante Ct, quelque soit z ∈ Rd (ce qu’on appelle une ine´galite´ de Sobolev logarith-
mique locale).
Remarque : dans le cas classique en fait une telle ine´galite´ est e´quivalente a` une condi-
tion de courbure-dimension, et est e´galement e´quivalente a` une ine´galite´ locale inverse
[5, The´ore`me 5.5.2]. Cependant, pour montrer les e´quivalences entre ces notions, il ne
suffit pas que le carre´ du champ soit domine´ par le carre´ du gradient, il faut qu’ils soient
e´gaux (ou tout du moins e´quivalents), ce qui n’a pas lieu d’eˆtre dans notre cas. En
particulier, une ine´galite´ de Sobolev logarithique inverse mesure une re´gularisation par
le semi-groupe, or notre cadre recouvre des diffusions non hypoelliptique (par exemple
x˙t = −xt) pour lesquelles une telle ine´galite´ est clairement fausse.
L’ine´galite´ locale fournie par la Proposition 2 et la sous-commutation gradient/semi-
groupe (10) entraˆınent que νPt satisfait une ine´galite´ de Sobolev logarithmique de
constante Ct+e
−2ρtC de`s lors que ν satisfait l’ine´galite´ avec constante C (cf. par exemple
[29, The´ore`me 23]). Ceci a d’appre´ciables conse´quences dans le cas ou` ρ > 0, notamment
pour obtenir des intervalles de confiance non asymptotiques pour les moyennes ergo-
diques du processus :
Proposition 3. Sous l’Hypothe`se 1, si Contd(M,ρ) est satisfaite pour unM ∈ Msym>0d,d (R)
et un ρ > 0, alors :
1. (Pt)t>0 admet une unique mesure de probabilite´ invariante µ∞, admettant des mo-
ments de tous ordres et satisfaisant une ine´galite´ de Sobolev logarithmique pour M
de constante |ΣM1/2|2/ρ.
2. Si ν ∈ P(Rd) satisfait une ine´galite´ de Sobolev logarithmique pour M de constante
C ′ et si (Zt)t>0 est une solution de (7) de distribution initiale ν, alors pour tout t0 >
0, T > 0, u > 0, n ∈ N∗ et toute fonction f mesurable sur Rd avec ‖∇f‖M−1,∞ 6 1,
P
(
1
n
n∑
k=1
(f(Zkt0)− E (f(Zkt0))) > u
)
6 exp
(
− nu
2(1− e−ρt0)2
Ct0 + e
−ρt0C ′/n
)
∣∣∣∣∣ 1n
n∑
k=1
E (f(Zkt0))− µ∞(f)
∣∣∣∣∣ 6 e
−ρt0
n(1− e−ρt0)WM,1 (ν, µ∞)
P
(
1
T
∫ T
0
(f(Zt)− E (f(Zt))) dt > u
)
6 exp
(
− Tρ
2u2
2|ΣM1/2|2 + C ′/T
)
∣∣∣∣ 1T
∫ T
0
E (f(Zt)) dt− µ∞(f)
∣∣∣∣ 6 1ρTWM,1 (ν, µ∞) .
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De´monstration. Pour r > 1, notons Pr(Rd) l’ensemble des mesures de probabilite´s sur
R
d ayant un moment d’ordre r fini. Fixons t > 0 et r > 2. Le The´ore`me 1 implique que
Pt est une contraction de (Pr(Rd),WM,r), qui est un espace me´trique complet par [36,
The´ore`me 6.18], il existe donc un unique µ∞ ∈ Pr(Rd) invariant pour Pt. Pour s > 0,
(µ∞Ps)Pt = (µ∞Pt)Ps = µ∞Ps, de sorte que µ∞Ps est invariante par Pt. Par unicite´,
µ∞Ps = µ∞, autrement dit µ∞ est invariante pour Ps pour tout s > 0. Appliquer (9)
avec ν = δz et µ = µ∞ donne la convergence de δzPt vers µ∞ quand t→ +∞ en distance
W2, ce qui implique la convergence faible. L’ine´galite´ de Sobolev logarithmique pour µ∞
est donc obtenue en faisant tendre t→ +∞ dans la Proposition 2.
Passons au second point de la proposition. Le cas du temps discret (Zkt0)k∈N est
obtenu en appliquant [29, The´ore`me 23] a` l’ope´rateur Pt0 graˆce au The´ore`me 1 et la
Proposition 2, apre`s le changement de variable z ←M1/2z. Le cas du temps continu est
alors obtenu en appliquant le re´sultat pre´ce´dent avec t0 = T/n et en prenant n→ +∞. En
effet, sur tout intervalle [0, T ], t 7→ f(Zt) est presque suˆrement uniforme´ment continue.
Autrement dit, pour tout ε > 0, il existe une variable ale´atoire δε presque suˆrement
strictement positive, telle que, presque suˆrement,
∀t, s ∈ [0, T ], |s− t| 6 δε ⇒ |f(Zt)− f(Zs)| 6 ε .
Puisque P (δε 6 1/m)→ 0 quand m→ +∞, on de´duit la convergence en probabilite´s de
1/n
∑
k=1 f(ZkT/n) vers 1/T
∫ T
0 f(Zs)ds.
2.3 Discussion sur un processus a` saut
Montrons que le The´ore`me 1 est faux en ge´ne´ral pour des processus non diffusifs, et
illustrons le fait que la contraction presque suˆre est une condition tre`s contraignante.
Conside´rons le processus markovien sur Rd de ge´ne´rateur L donne´ par
Lϕ(z) = −az · ∇ϕ(z) + λ (ϕ(hz) − ϕ(z)) ,
avec a, h ∈ R et λ > 0 constants. Quelque soit M ∈ Msym>0d,d (R), la de´rive de´terministe
b(x) = −ax satisfait Contd(M,a) et ne satisfait Contd(M,ρ) pour aucun ρ > a.
Le processus correspondant au ge´ne´rateur est donne´ par
dZt = −aZt + (h− 1)ZtdNλt (16)
ou` (Nt)t>0 est un processus de Poisson standard. Autrement dit, le processus suit le flot
de´terministe z˙ = −az et, a` taux λ, est multiplie´ par h. Notons d’ailleurs que le processus
(QZt)t>0 est e´galement un processus de Markov de ge´ne´rateur L quelque soit la matrice
Q, donc dans la suite on ne s’inte´ressera qu’au cas M = Id en gardant en teˆte que tous
les re´sultats e´nonce´s avec la norme euclidienne standard sont vrais avec toute norme
‖ · ‖M pour M ∈ Msym>0d,d (R).
Soit z1, z2 ∈ Rd, (Nt)t>0 un processus de Poisson standard et (Z1,t, Z2,t)t>0 les so-
lutions de (16) (dirige´e par N) avec les conditions initiales z1 et z2 (autrement dit, Z1
et Z2 sont couple´s pour avoir les meˆmes temps de sauts). C’est l’analogue du couplage
paralle`le pour les diffusions (appele´ parfois couplage synchrone). Remarquons que, si
|h| > 1, alors il n’existe aucun ρ ∈ R tel que, pour un t > 0 donne´, presque suˆrement,
|Z1,t − Z2,t| 6 e−ρt|z1 − z2|, puisque le nombre de sauts ayant lieu pendant l’intervalle
[0, t] peut eˆtre arbitrairement grand avec probabilite´ positive. Inversement, si |h| 6 1,
alors un saut n’augmente jamais la distance. On a donc, pour ρ = a :
presque suˆrement, ∀t > 0 , |Z1,t − Z2,t| 6 e−ρt|z1 − z2| . (17)
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D’autre part cette proprie´te´ est fausse pour tout ρ > a (meˆme en remplac¸ant ≪ ∀t >
0≫ par une valeur de t fixe´e, ou |·| par n’importe quel ‖·‖M ), car pour tout intervalle [0, t]
la probabilite´ qu’il n’y ait eu aucun saut est non nulle, auquel cas l’ine´galite´ pre´ce´dente
est en fait une e´galite´ (avec ρ = a).
De ceci, on obtient que, si |h| 6 1, quelque soit M , les points (iii), (iv), (vi) et (vi)
du The´ore`me 1 sont tous satisfaits avec ρ = a (la de´monstration de ces points a` partir
de (17) n’utilise pas la proprie´te´ de diffusion du processus).
Montrons que, quelque soit h ∈ R, le point (iii) ne peut jamais eˆtre satisfait avec un
ρ > a. Prenons µ = δz1 et ν = δz2 pour z1 6= z2. Fixons e´galement un t 6 ln(4/3)/λ et
conside´rons (Z1,t, Z2,t) un couplage quelconque de µPt et νPt. La probabilite´ qu’il n’y
ait pas de saut avant t e´tant supe´rieure a` 3/4 pour chaque processus, la probabilite´ de
{Zi,t = e−atzi, i = 1, 2}, et donc de {|Z1,t−Z2,t| = e−at|z1−z2|}, est strictement positive.
En conse´quence, pour tout t 6 ln(3/4)/λ et z1, z2 ∈ Rd,W∞(δz1Pt, δz2Pt) > e−at|z1−z2|,
ce qui conclut.
On voit que l’e´ventuelle contribution de h a` la contraction n’est absolument pas prise
en compte dans cette proprie´te´ de contraction presque suˆre. Pourtant, si |h| < 1, chaque
saut participe a` re´duire les distances, ce qui donne donc une contraction en moyenne
plus forte a. D’autre part, dans le cas |h| > 1, il y a e´galement contraction en moyenne si
a est suffisamment grand. Cet arbitrage entre les proprie´te´s de contraction d’une de´rive
de´terministe et d’un me´canisme de saut a e´te´ e´tudie´ dans [26] dans un cadre plus ge´ne´ral.
Dans le cas pre´sent, la situation est assez simple, puisque, presque suˆrement, pour tout
t > 0, le couplage synchrone donne
Z1,t − Z2,t = e−athNλt(z1 − z2) .
En particulier, pour tout n > 1,
E (|Z1,t − Z2,t|n) = e−(an+(1−|h|n)λ)t|z1 − z2|n .
On obtient donc que, pour tout n > 1, t > 0 et ν, µ ∈ P(Rd),
Wn (νPt, µPt) 6 e−ρtWn (ν, µ)
a lieu avec ρ = ρn := a+(1−|h|n)λ/n. Notons que, contrairement au cas n = +∞, ici on
n’a pas de´montre´ que l’ine´galite´ e´tait fausse pour tout ρ > ρn. Il est de´ja` inte´ressant de
noter que, dans l’expression de ρn, le poids respectif de la de´rive de´terministe et des sauts
de´pend de n. En particulier, pour n = 1, on obtient que le point (iv) du The´ore`me 1
(et donc le point (vi), l’implication n’utilisant pas la proprie´te´ de diffusion) est satisfait
avec ρ = a+ (1− |h|)λ, et ce quelque soit la valeur de h ∈ R. Pour |h| < 1, on voit donc
que l’e´quivalence entre les points (iii) et (iv) est fausse.
3 Diffusions de Langevin ge´ne´ralise´es
3.1 Quelques motivations
La diffusion de Langevin (usuelle) apparaˆıt, entre autre, dans des questions de dy-
namique effective : e´tant donne´ un syste`me de grande dimension re´gi par la dynamique
hamiltonienne, sous certaines conditions, la trajectoire d’une coordonne´e donne´e suit
approximativement une diffusion de Langevin, cf. [35, Chapitre 15]. Le terme de fric-
tion/dissipation correspond a` l’influence du syste`me de petite dimension avec son en-
vironnement. Cependant dans de nombreux cas cette approximation (markovienne) ne
permet pas de reproduire les proprie´te´s dynamiques du mouvement. Le formalisme de
Mori-Zwanzig [38, 30] ame`ne a` consider une friction non-markovienne (correspondant a`
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un effet de me´moire de l’environnement du fait de l’action du syste`me), c’est-a`-dire des
e´quations de Langevin ge´ne´ralise´es de la forme
x¨t = −∇U(xt)−
∫ t
0
Γ(t− s)x˙sds+ Ft
avec un noyau de me´moire Γ : R+ → Mn,n(R) et un processus gaussien F dont la
fonction d’autocorre´lation est donne´, sous la condition de fluctuation-dissipation, par
E(FsFt) = Γ(t − s) (le cas classique correspondant a` un Dirac en 0 pour Γ et un bruit
blanc pour F ). Dans le cas particulier ou` Γ(t) = λT exp(tC)λ pour certains λ ∈ Mp,n(R)
et C ∈ Mp,p(R), la me´moire peut eˆtre de´compose´e en un nombre fini de variables de
sorte que la diffusion a` me´moire est e´quivalente au syste`me markovien augmente´

dXt = Vtdt
dVt = −∇U(Xt)dt+ λTStdt
dSt = −λVt − CStdt+ΣdWt ,
avec Σ = (C + CT )1/2. La log-densite´ de la mesure invariante est alors U(x) + |v|2/2 +
|s|2/2. On renvoit le lecteur aux articles re´cents [20, 15] et aux re´fe´rences qu’il y trouvera
pour plus de de´tails.
Notons que la forme (3) est le´ge`rement plus ge´ne´rale, en particulier elle n’impose
pas que la coordonne´e gaussienne auxiliaire Y se de´compose en une vitesse V et une
me´moire S qui soient inde´pendantes a` l’e´quilibre. Cette forme le´ge`rement plus ge´ne´rale
est motive´e par les me´thodes MCMC. Le contexte est alors celui-ci : on souhaite estimer
des moyennes par rapports a` une loi π(dx) ∝ exp(−U(x))dx sur Rn pour un certain U .
On peut pour cela simuler un processus de Markov (X,Y ) sur un espace e´tendu Rn×Rp
ergodique par rapport a` une loi π⊗ ν, pour une marginale ν choisie par l’utilisateur. Un
des objectifs est de concevoir ainsi des processus qui convergent plus vite a` l’e´quilibre
que les e´chantillonneurs Markovien classiques (marche de Metropolis-Hastings, diffusion
de Langevin amortie. . .), typiquement re´versibles. L’ajout de variables auxiliaires per-
met de cre´er de fac¸on syste`matiques des e´chantillonneurs non-re´versibles. On peut aussi
voir cela comme une fac¸on de cre´er des processus (Xt)t>0 non-markovien et ne´anmoins
ergodique par rapport a` la mesure π. Le caracte`re markovien, utile pour assurer la bonne
de´finition de l’algorithme et l’ergodicite´, devient effectivement un proble`me s’agissant de
l’efficacite´ de l’exploration : un explorateur sans me´moire revient toujours sur ses pas
sans apprendre de ce qu’il a de´ja` vu (en particulier, a` chaque mouvement, un processus
re´versible a toujours, par construction, une probabilite´ positive de revenir imme´diatement
sur ses pas, ce qui apre`s l’immobilite´ est la fac¸on la plus inefficace d’explorer un espace),
or la convergence a` l’e´quilibre est lie´e a` la vitesse d’exploration d’un e´chantillon sta-
tistiquement repre´sentatif d’e´tats. Une large classe de me´thode MCMC ainsi augmente´
est donne´ par les e´chantillonneurs cine´tiques, c’est-a`-dire que la variable auxiliaire est la
vitesse V = dX/dt. Ce cas remonte historiquement a` la dynamique mole´cular d’Adler
et Wrainwright [2] base´ sur la dynamique hamiltonienne, menant aux me´thodes HMC
[19, 31] (pour Hamiltonian ou Hybrid Monte Carlo). La diffusion de Langevin y appar-
tient aussi ainsi que, plus re´cemment, les processus cine´tiques a` sauts (pour lesquels la
vitesse V est constante par morceaux). On renvoie a` [11, 29] pour des de´tails et re´fe´rences
sur ce domaine toujours tre`s actif.
L’e´quation (3) est le re´sultat du choix suivant : la marginale auxiliaire ν est gaus-
sienne et, a` part un terme −∇U tel que pre´sent dans beaucoup d’autres e´chantillonneurs,
l’e´volution est donne´ par une diffusion d’Ornstein-Uhlenbeck, c’est-a`-dire que la de´rive
est line´aire et la matrice de diffusion est constante. Le but est de garder un processus suf-
fisamment simple a` simuler : la variable auxiliaire e´tant ajoute´e a` dessein pour ame´liorer
l’algorithme, il ne s’agit pas d’augmenter conside´rablement le couˆt de la simulation (qui
reste ici concentre´ dans le calcul de ∇U(x)) ou les sources d’erreurs. En particulier,
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comme dans le cas de la diffusion de Langevin classique [29], un inte´grateur d’ordre 2 de
type splitting peut eˆtre utilise´, se´parant la re´solution de (5) (qui est explicite) de celle
de la partie Hamiltonienne (symplectique) x˙ = Ay, y˙ = −AT∇U(x) avec un sche´ma de
Verlet
yn+1/2 = yn −
1
2
δAT∇U(xn)
xn+1 = xn + δAyn+1/2
yn+1 = yn+1/2 −
1
2
δAT∇U(xn+1) ,
avec δ > 0 le pas de temps (cette e´tape pouvant eˆtre assortie, comme pour HMC, d’une
e´tape d’acceptation/rejet pour corriger le biais nume´rique introduit par la discre´tisation
en temps).
D’ailleurs, sans avoir la pre´tention de comparer quant a` leur efficacite´ pour les
me´thodes MCMC la diffusion de Langevin ge´ne´ralise´e (3) et HMC, faisons la remarque
suivante. On peut conside´rer le processus (Xt, Yt)t>0 surR
n×Rp qui suit le flot de´terminisite
x˙t = Ayt , y˙t = −AT∇U(xt)
et, a` taux constant λ, voit sa variable auxiliaire Y partiellement rafraˆıchie par
Y ← CY + (1− CTC)1/2G
pour une certaine C ∈Mp,p(R) avec |C| < 1, avec G une variable gaussienne standard de
R
p. Ce processus est a` la diffusion de Langevin ge´ne´ralise´e ce que le randomized HMC de
[11] (qui correspond au cas p = n et C = αIn, α ∈ [0, 1)) est a` la diffusion de Langevin
usuelle (en particulier, en prenant C = e−δB et λ = 1/δ, le premier converge vers la
seconde quand δ → 0). Ce processus d’ailleurs pre´sente le meˆme avantage par rapport
a` HMC classique que la diffusion de Langevin ge´ne´ralise´e par rapport a` la diffusion de
Langevin usuelle, a` savoir qu’il est possible d’introduire un effet de me´moire plus riche que
simplement avec la vitesse (quant a` savoir comment calibrer et optimiser une matrice C
pour ame´liorer l’efficacite´ du processus en terme de me´thodes MCMC, c’est une question
de´licate a` laquelle on ne s’attaquera pas ici). Ce processus (de´terministe par morceaux)
est par certains aspects assez proche du processus e´tudie´ en Section 2.3 (notamment pour
U quadratique). En particulier il est clair qu’il ne peut jamais y avoir contraction presque
suˆre, car l’e´nergie U(x) + |y|2/2 est conserve´e le long du flot de´terministe, et pour tout
t > 0 il y a une probabilite´ non nulle qu’aucun saut n’ait eu lieu pendant [0, t]. Pourtant,
en conside´rant le couplage synchrone de deux processus issues de conditions initiales
diffe´rentes, et en regardant l’espe´rance du carre´ de leur distance, on se rend compte
que, a` l’instar de [11] qui pour HMC retrouve les meˆms calculs que [7, 9, 10] pour la
diffusion de Langevin, les calculs sont les meˆmes que pour une diffusion de Langevin
ge´ne´ralise´e (avec une matrice B = −λC). On montre ainsi la contraction de la distance
WM,2 pour un certain M sous les meˆmes hypothe`ses dans les deux cas. Or, dans le cas de
la diffusion, cette contraction est e´quivalente a` celle de la distance WM,∞, qui est fausse
pour le processus de´terministe par morceaux.
En relation avec ce qui pre´ce`de, mentionnons que la contraction presque suˆre pour
la chaˆıne HMC en temps discret (ou` le rafraˆıchissement de la vitesse a lieu a` des temps
de´terministes) dans le cas ou` U est convexe et de hessienne borne´e est e´tablie dans [24].
3.2 La convexite´ de U n’est pas suffisante
Sous quelles conditions la diffusion de Langevin cine´tique usuelle (2) sur Rn × Rn,
qui s’e´crit sous la forme (7) avec
b(x, y) =
(
y
−∇U(x)− γy
)
, Σ =
√
2γ
(
0 0
0 In
)
, (18)
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peut-elle satisfaire Contd(M,ρ) avec ρ > 0 pour un certain M ? Conside´rons d’abord le
cas gaussien, c’est-a`-dire U(x) = x·Sx avec S ∈ Msym>0n,n . A` un changement orthonormale
de coordonne´es pre`s, on peut supposer que S est diagonale, auquel cas les n couples de
coordonne´es (Xi, Yi)i∈J1,nK sont des diffusions de Langevin sur R × R inde´pendantes. Il
suffit donc de traiter le cas n = 1. On a alors
Jb(x, y) =
(
0 1
−λ −γ
)
pour un λ > 0 donne´ pour tous x, y ∈ Rn. Les valeurs propres de cette matrice sont
−γ/2±
√
γ2/4− λ (potentiellement complexes), dans tous les cas de partie re´elle stric-
tement ne´gative. D’apre`s [1, Lemme 2.11], pour tout ε > 0 il existe M ∈ Msym>02,2 (R)
telle que
MJb(x, y) 6 −
(
Re
(
γ
2
−
√
γ2
4
− λ
)
− ε
)
M ,
la pre´sence du ε > 0 n’e´tant ne´cessaire que dans le cas deffectif, ici quand γ2 = 4λ
(on n’a alors pas contraction a` taux γ/2, il faut ajouter un terme polynomial, cf. [27]).
La condition Contd(M,ρ) est donc bien satisfaite avec un ρ > 0 de`s que λ > 0, et en
combinant les matrices M correspondantes on voit qu’une telle condition est satisfaite en
dimension n quelle que soit les valeurs propres de S (et quelles que soient leurs relations
entre elles).
Dans le cas ge´ne´ral, pas force´ment gaussien, la jacobienne de la de´rive est
Jb(x, y) =
(
0 In
−∇2U(x) −γIn
)
.
Si ξ(x) est valeur propre de∇2U(x) pour x ∈ Rn alors, en diagonalisant ∇2U , on voit que
−γ/2±√γ2/4− ξ(x) (potentiellement complexes) sont valeurs propres de Jb(x, y) pour
tout y ∈ Rn. En particulier, s’il n’existe pas de λ > 0 tel que ∇2U(x) > λIn pour tout
x ∈ Rn alors les parties re´elles des valeurs propres de Jb(x, y) pour x, y ∈ Rn peuvent
prendre des valeurs soit positives, soit arbitrairement proches de 0. Comme remarque´
au de´but de la Section 2.1, ceci montre que Contd(M,ρ) ne peut pas avoir lieu pour un
ρ > 0, quelque soit M ∈ M2n,2n(Rd). L’uniforme convexite´ de U est donc une condition
ne´cessaire pour avoir une contraction pour la diffusion de Langevin cine´tique.
Supposons maintenant qu’il existe x, x′ ∈ Rd et 0 < λ < Λ tels que
∇2U(x) = λIn , ∇2U(x′) = ΛIn . (19)
Si l’on montre que, pour certaines valeurs de λ,Λ, γ, il ne peut pas y avoir contraction
pour un tel potentiel, on en de´duira en particulier qu’il est en ge´ne´ral impossible de
de´montrer une contraction pour (2) sous la simple hypothe`se que λIn 6 ∇2U 6 ΛIn
avec ces valeurs.
Supposons que Contd(M,ρ) est satisfaite avec ρ > 0 et M ∈ Msym>02n,2n (R) pour un
tel U . En conside´rant R le projecteur sur un couple unidimensionel de position/vitesse,
au sens R : (x, y) ∈ Rn × Rn → (xi, yi) ∈ R × R pour un i ∈ J1, nK, et en appliquant
Contd(M,ρ) en z = (x, 0) et z = (x
′, 0), on voit que M˜ = RMRT doit ne´cessairement
satisfaire (
0 1
−ξ −γ
)
M˜ 6 −ρM˜ < 0
pour ξ ∈ {λ,Λ}. Autrement dit, on s’est ramene´ au cas n = 1, et a` la question suivante :
existe-t-il a, c > 0 et b ∈ R avec b2 < ac tels que
0 <
(
0 −1
ξ γ
)(
a b
b c
)
=
( −b −c
ξa+ bγ bξ + cγ
)
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pour ξ ∈ {λ,Λ} ? Notons qu’en particulier les coefficients diagonaux −b et bξ + cγ
doivent eˆtre strictement positifs. Quitte a` diviser a et c par −b, on suppose que b = −1
(qui impose ac > 1). En regardant la trace et le de´terminant de la matrice syme´trise´e,
la stricte positivite´ est e´quivalente a`
1− ξ + cγ > 0 et 4 (cγ − ξ) > (ξa− γ − c)2 ,
donc cγ > ξ et
ξa ∈
]
γ + c± 2
√
cγ − ξ
[
⊂ ]γ + c± 2√cγ[ .
En particulier cγ > Λ et
γ + c+ 2
√
cγ
Λ
> a >
γ + c− 2√cγ
λ
.
Supposons que Λ > γ2, de sorte que c > γ et
λ
Λ
>
(√
c/γ − 1√
c/γ + 1
)2
>
(√
Λ/γ − 1√
Λ/γ + 1
)2
,
qui se re´e´crit alors (dans le cas Λ > γ2)
γ >
√
Λ−√λ
1 +
√
λ/Λ
.
En re´sume´, on a e´tablit la chose suivante :
Proposition 4. Soient λ,Λ, γ > 0 tels que Λ > max(γ2, λ) et γ 6 (
√
Λ − √λ)/(1 +√
λ/Λ). Soit U ∈ C2(Rn) tel qu’il existe x, x′ ∈ Rn satisfaisant (19). Alors, quelque soit
M ∈ Msym>02n,2n (R) et ρ > 0, la condition Contd(M,ρ) n’est pas satisfaite pour b donne´
par (18).
Autrement dit, a` λ et Λ fixe´s, la contraction ne peut pas avoir lieu si la friction γ est
trop petite, ce qui est cohe´rent avec les re´sultats de [7, 9, 10]. A` Λ fixe´, la restriction sur
γ s’affaiblit quand λ devient proche de Λ, ce qui est cohe´rent avec le cas gaussien pour
lequel λ = Λ et il n’y a pas de restriction sur γ.
Cette discussion montre e´galement que l’hypothe`se que ∇2U est borne´e est ne´cessaire
pour avoir la contraction. En effet, pour n = 1, a` γ fixe´, si l’on suppose que U est
uniforme´ment convexe avec U ′′(x) non borne´ alors, en se fixant un x0 avec λ := U
′′(x0) >
0, les conditions U ′′(x) > max(γ2, λ) et γ 6 (
√
U ′′(x) − √λ)/(1 +√λ/U ′′(x)) seront
satisfaites pour certains x et l’on sera donc dans le cadre de la Proposition 4.
3.3 Contraction pour des diffusions de Langevin ge´ne´ralise´es
L’objectif de cette section est de donner des conditions quantitatives sous lesquelles
Contd(M,ρ) a lieu pour un ρ > 0 pour le processus de Markov Z = (X,Y ) sur R
n ×Rp
solution de {
dXt = AYtdt
dYt = −AT∇U(Xt)dt− γBYtdt+√γΣdWt , (20)
ou` A ∈ Mn,p(R), B,Σ ∈ Mp,p(R), γ > 0, U ∈ C∞(Rn) avec toutes les de´rive´es d’ordre 2
ou plus borne´es, etW est un mouvement brownien standard de dimension p. Par rapport
a` (3), on a ajoute´ un parame`tre de friction scalaire γ, l’objectif e´tant d’avoir une fac¸on
simple d’e´noncer, a` B fixe´, une condition du type ≪ pour une friction suffisamment forte,
. . . ≫, puisqu’on a vu en section pre´ce´dente qu’une telle restriction e´tait de´ja` ne´cessaire
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dans le cas de la diffusion de Langevin classique. Pour la meˆme raison, on supposera
qu’il existe λ,Λ > 0 tels que
∀x ∈ Rn , λIn 6 ∇2U(x) 6 ΛIn . (21)
Il est e´galement clair que, pour avoir une contraction, la surjectivite´ deA est ne´cessaire
(et en particulier p > n) : sinon, en conside´rant un x ∈ Ker(AT ) non nul on a (x, 0) ∈
Ker(JTb (z)) pour tout z ∈ Rd, donc 0 est valeur propre de Jb(z) et il ne peut y avoir
contraction. Dit autrement, pour un tel x, d(x · Xt) = 0 pour tout t > 0, et donc avec
un couplage paralle`le, |x · (X1,t −X2,t)| = |x · (X1,0 −X2,0)| pour tout t > 0.
Si l’on suppose A surjective, a` un changement de variable y ← Qy pre`s avec une
transformation orthonormale Q qui envoit le noyau de A sur les n− p derniers vecteurs
de la base canonique, on peut se ramener au cas ou` A = (A˜, 0, . . . , 0) avec A˜ ∈ Mn,n(R)
inversible. Le changement x← A˜−1x permet alors de se ramener au cas A = (In, 0, . . . , 0).
Ceci remplace le potentiel U par x 7→ U(A˜x), ce qui ne change pas le fait que la condition
(21) est satisfaite, quitte a` changer les valeurs de λ,Λ. On suppose donc sans perte de
ge´ne´ralite´ que A = (In, 0, . . . , 0).
Il naturel d’imposer a` B que le processus gaussien (5) soit stable, autrement dit que
toutes les valeurs propres de B soient de partie re´elle strictement positive (pour p = n = 1
au moins c’est clairement une condition ne´cessaire pour avoir une contraction). D’apre`s
[1, Lemme 2.11], c’est e´quivalent a` l’existence de N ∈ Msym>0p,p (R) et κ > 0 tels que
NB > κN .
En revanche, la dernie`re condition que nous allons imposer est plus restrictive. On la
motivera en expliquant ou` elle intervient dans le calcul. Le choix de A donnant un roˆle
particulier aux n premie`res coordonne´es de Y , on de´compose
B =
(
B11 B12
B21 B22
)
avec B11, B12, B21 et B22 de tailles respectives n×n, n×(p−n), (p−n)×n et (p−n)×(p−n)
(simplement B = B11 si p = n). On va supposer qu’il existe D ∈ Mn,p−n(R) telle que
DB22 = B12 et
C := B11 −DB21 (simplement C := B si p = n) (22)
est une matrice syme´trique de´finie positive.
Pour re´sumer, on travaillera dans le cadre suivant :
Hypothe`se 2. Il existe λ,Λ, κ > 0 et N ∈ Msym>0p,p (R) tels que NB > κN et (21).
D’autre part, p > n, A = (In, 0, . . . , 0) et C donne´ par (22) est syme´trique de´finie
positive.
Sous cette condition, on notera hi > 0 pour i ∈ J1, 5K des constantes telles que
NATAN 6 h1N ,
1
h2
In 6 C 6 h3In ,
(
In −B12B−122
0 0
)
6 h4N ,
(
In −B12B−122
−(B12B−122 )T 0
)
6 h5N ,
(23)
(avec simplement In 6 h4N et h5 = h4 dans le cas p = n) dont l’existence est assure´e par
le fait que N et C sont de´finies positives. En particulier on peut prendre h1 = |AN1/2|2,
h2 = |C−1| et h3 = |C|.
Montrons que l’Hypothe`se 2 est satisfaite dans le cas ou` B est donne´ par (6), pour
K > 2. On ve´rifie que, pour D = −(In, . . . , In) ∈ Mn,p−n, DB22 = B12, d’ou` C = In.
Ce calcul est inchange´ si l’on ajoute a` B22 n’importe quelle matrice dont la somme des
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coefficients sur chaque colonne est nulle. Plus ge´ne´ralement, remarquons que, si B22 est
inversible (de sorte que D existe et est unique) et B est sous forme de blocs n×n qui sont
des homothe´ties, alors C est une homothe´tie, autrement dit on est ramene´ au cas n = 1,
le caracte`re syme´trique est donne´ et l’hypothe`se ne porte que sur le signe. En particulier
tous les cas conside´re´s dans [33, 8, 34] rentrent dans ce cadre (en ce qui concerne les
conditions sur B).
Proposition 5. Sous l’Hypothe`se 2, notons
γ0 = 2
√
h1Λ
κ
max
(√
h2h5,
√
h4
κ
)
. (24)
Si γ > γ0, alors la de´rive du processus (20) satisfait Contd(M,ρ) avec
ρ = min
(
λ
3h3γ
,
γκ
6
)
(25)
et une matrice M explicite telle que
1
2
(
C 0
0 κΛh1N
)
6 M 6
3
2
(
C 0
0 κΛh1N
)
.
Remarque : dans le cas de la diffusion de Langevin usuelle (pour laquelle C = N = A =
B = In), cette proposition montre qu’il y a contraction pour γ > 2
√
Λ. Dans la mesure
ou` on a de´montre´ en Proposition 4 que l’Hypothe`se 2 pouvait eˆtre satisfaite sans qu’il
y ait contraction si, notamment, γ 6 (
√
Λ − √λ)/2, on voit que la Proposition (5) est
assez pre´cise, en tout cas en-dehors du re´gime λ ≃ Λ. Au demeurant, pour traiter cette
dernie`re situation, on peut montrer que, a` Λ et γ fixe´s (quelconques), il y a contraction
si λ est suffisamment proche de Λ. En effet, il suffit de montrer Contd(M,ρ) pour un
certain couple (M,ρ) avec ρ > 0 dans le cas gaussien U(x) = Λ|x|2/2, puis de traiter le
cas λ ≃ Λ comme une perturbation, a` savoir
Jb(x, y)M 6 −ρM+
(
0 0
−AT (∇2U(x)− Λ) 0
)
M 6 −
(
ρ− 1
2
(Λ− λ)|N1/2||N−1/2|
)
M.
On ne de´taillera pas ce cas.
De´monstration. On cherche M sous la forme
M =
(
a b
bT c
)
, a ∈ Msym>0n,n (R), b ∈ Mn,p(R), c ∈ Msym>0p,p (R)
avec
4x · by 6 x · ax+ y · cy ∀x ∈ Rn, y ∈ Rp , (26)
qui assurera que M est de´finie positive avec
1
2
(
a 0
0 c
)
6 M 6
3
2
(
a 0
0 c
)
. (27)
On a alors
MJb(x, y) =
(−bAT∇2U(x) aA− γbB
−cAT∇2U(x) bTA− γcB
)
.
Les termes diagonaux nous invitent a` choisir d’une part b = f(A−1)T avec f > 0 et
A−1 ∈ Mp,n un inverse a` droite de A, et d’autre part c = gN avec g > 0. Pour supprimer
les termes hors-diagonale qui ne font pas intervenir ∇2U , on voudrait choisir a tel que
aA − γbB = 0, ce qui implique que a = fγ(A−1)TBA−1. Il reste a` ve´rifier que ceci
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entraˆıne bien que aA− γbB = 0, et d’autre part que a est alors de´finie positive. C’est ici
qu’intervient l’hypothe`se sur C donne´ par (22). En effet, les inverses a` droite de A sont
les matrices de la forme A−1 = (In D
′)T pour D′ ∈ Mn,n−p(R) (simplement A−1 = In
si p = n). On a alors
(A−1)TB
(
A−1A− Ip
)
=
(
(B12 +D
′B22)D
T −B12 −D′B22)
)
,
qui est nul si et seulement si D′B22 = −B12. On choisit donc D′ = −D avec D tel
que dans la de´finition de C, ce qui donne a = fγC (qui est bien dans Msym>0n,n (R) par
hypothe`se) et aA− γbB = 0.
En conclusion, en posant pour f, g > 0
A−1 =
(
In
−DT
)
, b = f(A−1)T , c = gN , a = fγC (28)
on a obtenu
MJb(x, y) 6
( −f∇2U(x) 0
−gNAT∇2U(x) fA−1A− γκgN
)
.
Quelque soit θ > 0,
∀u ∈ Rn, v ∈ Rp, |v ·NAT∇2U(x)u| 6 θ
2
|ANv|2 + 1
2θ
|∇2U(x)u|2 ,
et donc
MJb(x, y) 6
(
−f∇2U(x) + 12θ
(∇2U(x))2 0
0 θg
2
2 NA
TAN + fA−1A− γκgN
)
.
Il reste a` choisir des parame`tres f, g, θ pour que ces termes diagonaux soient ne´gatif,
tout en respectant la contrainte (26). Il est clair que ce sera possible si γ est suffisam-
ment grand. Pre´cisons. D’abord, par homoge´ne´ite´, on peut choisir f = 1. Ensuite, en
diagonalisant ∇2U(x) en base orthonorme´e, on obtient que pour tout x ∈ Rn,
−∇2U(x) + 1
2θ
(∇2U(x))2 6 max{−ξ(1− ξ
2θ
)
, ξ ∈ [λ,Λ]
}
In .
On choisit donc θ = Λ. On a alors, en conside´rant les valeurs donne´es par (23),
θg2
2
NATAN +A−1A− γκgN 6
(
1
2
Λg2h1 + h4 − γκg
)
N .
On choisit g = γκ/(Λh1), et on suppose que γ est assez grand pour assurer h4 6 γκg/4,
c’est-a`-dire γ > 2
√
h4h1Λ/κ. On s’est alors assure´ que
MJb(x, y) 6 −
(
λ
2 In 0
0 γκg4 N
)
6 −
( λ
2h3γ
a 0
0 γκ4 c
)
.
D’autre part, pour x ∈ Rn, y ∈ Rp et θ′ > 0,
2x · by 6 θ′|x|2 + 1
θ′
|(A−1)T y|2 6 θ
′h2
γ
x · ax+ h5
θ′g
y · cy .
La condition (26) est donc satisfaite si
2θ′h2 6 γ et
2h5
θ′
6 g =
γκ
Λh1
.
Ces deux contraintes sont identiques pour (θ′)2 = h1h5Λ/(h2κ) et s’expriment alors
γ > 2
√
h1h2h5Λ/κ.
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En conclusion, on a montre´ que, sous l’Hypothe`se 2, si γ > γ0, alors a, b, c donne´s
par (28) de´finissaient une matrice M ∈ Msym>0n+p,n+p(R) telle que (27) et
MJb 6 −min
(
λ
2h3γ
,
γκ
4
)(
a 0
0 c
)
6 −ρM .
On conclut en remplac¸ant M par M/γ.
3.4 Hypocoercivite´ L2
Dans cette partie, on conside`re le processus (20) dans le cas ou` la condition de
fluctuation-dissipation (4) est satisfaite, et sous l’hypothe`se 2 avec γ > γ0 (donne´ par la
Proposition 5). La mesure µ∞ de densite´ proportionnelle a` exp(−H(x, y)) avec H(x, y) =
U(x) + |y|2/2 est alors l’unique mesure invariante du processus. En effet, de´composons
le ge´ne´rateur L = LHam + γLB avec
LHamf = (Ay) ·∇xf−
(
AT∇U(x)) ·∇yf , LB = −(By) ·∇yf+ 1
2
∇y ·
(
ΣΣT∇yf
)
,
ou` ∇· est l’ope´rateur de divergence. Alors LHamH(x, y) = 0 pour tout (x, y) ∈ Rn ×Rp,
donc toute densite´ de probabilite´ ne de´pendant que de H est invariante pour LHam.
Une inte´gration par partie montre, d’autre part, que ν⊗N (0, Ip) est invariante pour LB
quelque soit ν ∈ P(Rn). L’unicite´ de´coule de la contraction, cf. Proposition 3.
L’objectif de cette section est d’e´tablir la convergence exponentiellement rapide de
‖Pt − µ∞‖L2(µ∞) vers 0 quand t → +∞. L’uniforme convexite´ de U (et donc de H)
implique que µ∞ satisfait une ine´galite´ de Poincare´ de constante 1/min(1, λ) (cf. [5,
Proposition 4.8.1]), et de`s lors
‖Ptf − µ∞f‖2L2(µ∞) 6
|M |
min(1, λ)
∫
Rn+p
‖∇Ptf‖2M−1dµ∞
6
|M |
min(1, λ)
e−2ρ(t−s)
∫
Rn+p
‖∇Psf‖2M−1dµ∞
pour tout s ∈ [0, t], ou` M et ρ sont donne´s par la Proposition 5 et on a utilise´ le
The´ore`me 1. Pour conclure, on pourrait alors montrer que [27, The´ore`me 9] s’applique
pour obtenir qu’il existe C > 0 et k ∈ N∗ (explicites) tels que, pour tout s > 0 et
f ∈ L2(µ∞), ∫
Rn+p
‖∇Psf‖2M−1dµ∞ 6
C
(1− e−s)k ‖Ptf − µ∞f‖
2
L2(µ∞)
.
Ceci fournirait donc une estimation de la forme
‖Pt − µ∞‖L2(µ∞) 6 C ′e−ρt ,
avec le taux ρ donne´ par la contraction presque suˆre. Cependant, dans le cas de diffusion
tre`s de´ge´ne´re´es, [27, The´ore`me 9] donnera une constante C potentiellement tre`s mauvaise,
cf. par exemple [16]. Nous allons donc plutoˆt suivre la strate´gie utilise´e dans [11], qui ne
repose pas sur une proprie´te´ de re´gularisation, mais plutoˆt sur le fait que le dual L∗ de
L dans L2(µ∞) a une structure proche de L.
Proposition 6. Sous l’Hypothe`se 2, soient h′i > 0 pour i ∈ J1, 5K tels que (23) soit
satisfait avec N et B remplace´s par N−1 et BT , et soit γ′0 donne´ par (24) avec les hi
remplace´ par les h′i. Supposons que γ > max(γ0, γ
′
0). Alors, pour tout t > 0,
‖Pt − µ∞‖L2(µ∞) 6
√
3|N−1||N |e−ρt ,
avec ρ donne´ par (25).
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Remarque : e´videmment cette convergence dans convergence L2 est plus faible que
la contraction de la Proposition 5, au sens ou` on s’attend a` ce qu’elle ait lieu pour un
certain taux ρ et un certain pre´facteur dans des cas beaucoup plus ge´ne´raux, notamment
sans restriction sur γ et avec U qui n’est pas convexe mais tel que exp(−U) satisfait une
ine´galite´ de Poincare´, cf. par exemple [8, 33].
De´monstration. Calculons L∗. E´tant un ope´rateur diffe´rentiel d’ordre 1 laissant invariant
µ∞, LHam est ne´cessairement anti-syme´trique (L∗Ham = −LHam), puisque, pour f, g C∞
a` support compact,
0 =
∫
Rn+p
LHam(fg)dµ∞ =
∫
Rn+p
fLHamgdµ∞ +
∫
Rn+p
gLHamfdµ∞ .
Une inte´gration par partie (cf. aussi [16]) donne L∗B = LBT . Autrement dit, L∗ est le
ge´ne´rateur du processus (X∗t , Y
∗
t )t>0 solution de{
dX∗t = −AYtdt
dYt = A
T∇U(Xt)dt− γBTYtdt+√γΣdWt ,
de sorte que (X∗t ,−Y ∗t )t>0 est solution de (20) ou` l’on a simplement remplace´ B par
BT . Conside´rons le semi-groupe associe´ Rt = Q(Pt)
∗Q, ou` Q est l’ope´rateur Qf(x, y) =
f(x − y). Montrons que l’Hypothe`se 2 est e´galement satisfaite dans ce cas. Le fait que
NB > κN est e´quivalent a` N−1BT > κN−1. Les conditions sur U et A sont inchange´es.
Enfin, la matrice C de´finie par (22) est remplace´e par CT , qui par hypothe`se est e´gale a`
C et de´finie positive. En conse´quence, l’Hypothe`se 2 est satisfaite et l’on a simplement
remplace´ N par N−1. La Proposition 5 s’applique donc a` (Rt)t>0 en remplac¸ant les hi
par les h′i et M par M
′ qui satisfait
1
2
(
C 0
0 κΛh′
1
N−1
)
6 M ′ 6
3
2
(
C 0
0 κΛh′
1
N−1
)
.
Notons
K =
(
C 0
0 κΛIp
)
,
de sorte que
1
2|N |h′1
K 6 M ′ 6
3|N−1|
2h′1
K et
1
2|N−1|h1K 6 M 6
3|N |
2h1
K .
D’autre part, la norme ‖·‖K est invariante par (x, y)← (x,−y), de sorte queWK,2(νR, µR) =
WK,2(ν, µ) pour tous ν, µ ∈ P(Rd). Par le The´ore`me 1, pour tout ν, µ ∈ P(Rd) et t > 0,
W2K,2 (ν(Pt)∗Pt, µ(Pt)∗Pt) 6 2|N−1|h1W2M,2 (ν(Pt)∗Pt, µ(Pt)∗Pt)
6 2|N−1|h1e−2ρtW2M,2 (ν(Pt)∗, µ(Pt)∗)
6 3|N−1||N |e−2ρtW2K,2 (ν(Pt)∗, µ(Pt)∗)
= 3|N−1||N |e−2ρtW2K,2 (νQRt, µQRt)
6 η2tW2K,2 (ν, µ)
avec ηt = 3|N−1||N |e−2ρt, ou` la dernie`re ligne a e´te´ obtenue en appliquant a` Rt la meˆme
chose qu’a` Pt, puis en utilisant l’invariance de WK,2 par Q. Pour t > 0 suffisamment
grand pour que ηt < 1, en utilisant que (Pt)
∗Pt est re´versible par rapport a` µ∞, on
obtient par [32, Proposition 30] que pour tout f ∈ L2(µ∞) tel que µ∞f = 0,
‖(Pt)∗Ptf‖L2(µ∞) 6 ηt‖f‖L2(µ∞),
de sorte que
‖Ptf‖2L2(µ∞) = 〈f, (Pt)∗Ptf〉 6 ηt‖f‖2L2(µ∞) .
D’autre part, si ηt > 1 alors l’ine´galite´ ‖Ptf‖L2(µ∞) 6
√
ηt‖f‖L2(µ∞) est e´vidente.
24
Remerciements
Ce travail a e´te´ finance´ par le projet EFI (Entropy, flows, inequalities, ANR-17-CE40-
0030) de l’Agence Nationale de la Recherche. Pierre Monmarche´ remercie l’Institut des
Sciences du Calcul et des Donne´es de Sorbonne Universite´ pour la cre´ation de l’e´quipe
Maestro autour de l’e´tude des diffusions de Langevin ge´ne´ralise´es.
Re´fe´rences
[1] Franz Achleitner, Anton Arnold, and Dominik Stu¨rzer. Large-time behavior in non-
symmetric Fokker-Planck equations. Riv. Math. Univ. Parma (N.S.), 6(1) :1–68,
2015.
[2] B. J. Alder and T. E. Wainwright. Studies in molecular dynamics. I. General me-
thod. J. Chem. Phys., 31 :459–466, 1959.
[3] Dominique Bakry. On Sobolev and logarithmic Sobolev inequalities for Markov
semigroups. In New trends in stochastic analysis (Charingworth, 1994), pages 43–
75. World Sci. Publ., River Edge, NJ, 1997.
[4] Dominique Bakry and Michel E´mery. Hypercontractivite´ de semi-groupes de diffu-
sion. C. R. Acad. Sci. Paris Se´r. I Math., 299(15) :775–778, 1984.
[5] Dominique Bakry, Ivan Gentil, and Michel Ledoux. Analysis and geometry of Mar-
kov diffusion operators, volume 348 of Grundlehren der Mathematischen Wissen-
schaften [Fundamental Principles of Mathematical Sciences]. Springer, Cham, 2014.
[6] Fabrice Baudoin. Bakry-E´mery meet Villani. J. Funct. Anal., 273(7) :2275–2291,
2017.
[7] Franc¸ois Bolley, Arnaud Guillin, and Florent Malrieu. Trend to equilibrium
and particle approximation for a weakly selfconsistent vlasov-fokker-planck equa-
tion. ESAIM : Mathematical Modelling and Numerical Analysis - Mode´lisation
Mathe´matique et Analyse Nume´rique, 44(5) :867–884, 2010.
[8] Martin Chak, Nikolas Kantas, and Grigorios A. Pavliotis. On the Generalised Lan-
gevin Equation for Simulated Annealing. arXiv e-prints, page arXiv :2003.06448,
March 2020.
[9] Xiang Cheng, Niladri S. Chatterji, Peter L. Bartlett, and Michael I. Jordan. Un-
derdamped Langevin MCMC : A non-asymptotic analysis. arXiv e-prints, page
arXiv :1707.03663, July 2017.
[10] Arnak S. Dalalyan and Lionel Riou-Durand. On sampling from a log-concave density
using kinetic langevin diffusions. Bernoulli, 26(3) :1956–1988, 08 2020.
[11] George Deligiannidis, Daniel Paulin, Alexandre Bouchard-Coˆte´, and Arnaud Dou-
cet. Randomized Hamiltonian Monte Carlo as Scaling Limit of the Bouncy
Particle Sampler and Dimension-Free Convergence Rates. arXiv e-prints, page
arXiv :1808.04299, August 2018.
[12] Andreas Eberle. Reflection couplings and contraction rates for diffusions. Probab.
Theory Related Fields, 166(3-4) :851–886, 2016.
[13] Andreas Eberle, Arnaud Guillin, and Raphael Zimmer. Couplings and quantitative
contraction rates for Langevin dynamics. Ann. Probab., 47(4) :1982–2010, 2019.
[14] Stewart N. Ethier and Thomas G. Kurtz. Markov processes. Wiley Series in Proba-
bility and Mathematical Statistics : Probability and Mathematical Statistics. John
Wiley & Sons, Inc., New York, 1986. Characterization and convergence.
[15] Francesca Grogan, Huan Lei, Xiantao Li, and Nathan A. Baker. Data-driven mo-
lecular modeling with the generalized langevin equation. Journal of Computational
Physics, 418 :109633, 2020.
25
[16] Arnaud Guillin and Pierre Monmarche´. Optimal linear drift for the speed of conver-
gence of an hypoelliptic diffusion. Electron. Commun. Probab., 21 :Paper No. 74,
14, 2016.
[17] Arnaud Guillin and Pierre Monmarche´. Uniform long-time and propagation of chaos
estimates for mean field kinetic particles in non-convex landscapes. arXiv e-prints,
page arXiv :2003.00735, March 2020.
[18] Lars Ho¨rmander. Hypoelliptic second order differential equations. Acta Math.,
119 :147–171, 1967.
[19] Alan M. Horowitz. A generalized guided monte carlo algorithm. Physics Letters B,
268(2) :247 – 252, 1991.
[20] Gerhard Jung, Martin Hanke, and Friederike Schmid. Generalized langevin dy-
namics : construction and numerical integration of non-markovian particle-based
models. Soft Matter, 14 :9368–9382, 2018.
[21] Kazumasa Kuwada. Duality on gradient estimates and Wasserstein controls. J.
Funct. Anal., 258(11) :3758–3774, 2010.
[22] Kazumasa Kuwada. Gradient estimate for Markov kernels, Wasserstein control
and Hopf-Lax formula. In Potential theory and its related fields, RIMS Koˆkyuˆroku
Bessatsu, B43, pages 61–80. Res. Inst. Math. Sci. (RIMS), Kyoto, 2013.
[23] Michel Ledoux. L’alge`bre de lie des gradients ite´re´s d’un ge´ne´rateur markovien -
de´veloppements de moyennes et entropies. Annales scientifiques de l’E´cole Normale
Supe´rieure, 4e se´rie, 28(4) :435–460, 1995.
[24] Oren Mangoubi and Aaron Smith. Rapid Mixing of Hamiltonian Monte Carlo on
Strongly Log-Concave Distributions. arXiv e-prints, page arXiv :1708.07114, August
2017.
[25] Angeliki Menegaki. Quantitative Rates of Convergence to Non-equilibrium Steady
State for a Weakly Anharmonic Chain of Oscillators. J. Stat. Phys., 181(1) :53–94,
2020.
[26] Pierre Monmarche´. On H1 and entropic convergence for contractive PDMP. Elec-
tron. J. Probab., 20 :Paper No. 128, 30, 2015.
[27] Pierre Monmarche´. Generalized Γ calculus and application to interacting particles
on a graph. Potential Anal., 50(3) :439–466, 2019.
[28] Pierre Monmarche´. Almost sure contraction for diffusions on Rd. application to
generalised langevin diffusions. arXiv e-prints, 2020.
[29] Pierre Monmarche´. High-dimensional MCMC with a standard splitting scheme for
the underdamped Langevin diffusion. arXiv e-prints, page arXiv :2007.05455, July
2020.
[30] Hazime Mori. Transport, Collective Motion, and Brownian Motion*). Progress of
Theoretical Physics, 33(3) :423–455, 03 1965.
[31] Radford M. Neal. MCMC using Hamiltonian dynamics. Handbook of Markov Chain
Monte Carlo, 54 :113–162, 2010.
[32] Yann Ollivier. Ricci curvature of Markov chains on metric spaces. J. Funct. Anal.,
256(3) :810–864, 2009.
[33] Michela Ottobre and Grigorios A. Pavliotis. Asymptotic analysis for the generalized
Langevin equation. Nonlinearity, 24(5) :1629–1653, 2011.
[34] Grigorios A. Pavliotis, Gabriel Stoltz, and Urbain Vaes. Scaling limits for the ge-
neralized Langevin equation. arXiv e-prints, page arXiv :2007.16087, July 2020.
[35] Mark E. Tuckerman. Statistical mechanics : theory and molecular simulation. Ox-
ford Graduate Texts. Oxford University Press, Oxford, 2010.
26
[36] Ce´dric Villani. Optimal transport, old and new, volume 338 of Grundlehren der Ma-
thematischen Wissenschaften [Fundamental Principles of Mathematical Sciences].
Springer-Verlag, Berlin, 2009.
[37] Max-K. von Renesse and Karl-Theodor Sturm. Transport inequalities, gradient
estimates, entropy and ricci curvature. Communications on Pure and Applied Ma-
thematics, 58(7) :923–940, 2005.
[38] Robert Zwanzig. Memory effects in irreversible thermodynamics. Phys. Rev.,
124 :983–992, Nov 1961.
27
