Abstract. In 1998 Don Zagier introduced the modified Bernoulli numbers B * n and showed that they satisfy amusing variants of some properties of Bernoulli numbers. In particular, he studied the asymptotic behavior of B * 2n , and also obtained an exact formula for them, the motivation for which came from the representation of B 2n in terms of the Riemann zeta function ζ(2n). The modified Bernoulli numbers were recently generalized to Zagier polynomials B * n (x). For 0 < x < 1, an exact formula for B * 2n (x) involving infinite series of Bessel function of the second kind and Chebyshev polynomials, that yields Zagier's formula in a limiting case, is established here. Such series arise in diffraction theory. An analogous formula for B * 2n+1 (x) is also presented. The 6-periodicity of B * 2n+1 is deduced as a limiting case of it. These formulas are reminiscent of the Fourier expansions of Bernoulli polynomials. Some new results, for example, the one yielding the derivative of the Bessel function of the first kind with respect to its order as the Fourier coefficient of a function involving Chebyshev polynomials, are obtained in the course of proving these exact formulas. The asymptotic behavior of Zagier polynomials is also derived from them. Finally, a Zagier-type exact formula is obtained for B * 2n − 3 2 + B * 2n .
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Introduction
The Bernoulli polynomials B n (x) are defined by means of the generating function [22, p. 3] ze xz e z − 1 = ∞ n=0 B n (x)z n n! (|z| < 2π).
In [30] , Don Zagier introduced the modified Bernoulli numbers n + r 2r B r n + r (n ∈ N), where B n := B n (0) are the Bernoulli numbers. In this paper, he proved three remarkable results for the sequence {B * n }:
(A) The value of B * n for n odd is 6-periodic: more precisely, it is given by n mod 12 (C) Let n ∈ N. Then B * 2n is asymptotically equal to (−1) n−1 (2π) −2n (2n − 1)! for n large, and is given much more precisely by the approximation The sign ≈ in (1.2) means that as n → ∞, the relative error between the two sides decays more rapidly than any polynomial power n −k . In particular, it yields the asymptotic (1.5) B * 2n ∼ (−1) n πY 2n (4π) (n → ∞).
The result on the 6-periodicity of B * n for odd n first arose in Zagier's work [29] , where he obtained a new proof, based on the theory of periods of modular forms, of the Eichler-Selberg trace formula for the trace of Hecke operator T ℓ acting on modular forms on SL 2 (Z). The method of the proof gave a formula for these traces in a form different than the usual, and involved Bernoulli numbers. The special case ℓ = 1 gave the dimension of M k (SL 2 (Z)) (k even) in terms of B * k−1 and the equality of this formula with the standard dimension formula required the 6-periodicity to hold.
The result in (A) was extended in [7] to the so-called Zagier polynomials
n + r 2r
where B * n (0) = B * n . It should be mentioned here that these polynomials were briefly studied by Zagier himself, and appear in an exercise in [5, p. 122, Exercise 20] . Specifically, he obtained some results associated with their generating function
n , viewed as a formal power series. However, an explicit formula for this generating function in terms of the digamma function was first obtained in [7, Theorem 3.1] .
As shown in [7, Theorem 1.2] , {B * 2n+1 (j)} ∞ n=0 is periodic and non-constant precisely when j ∈ {−3, −2, −1, 0}. The period is 6 for j = −3, 0, and 2 for j = −2, −1. Moreover {B * 2n+1 (j)+n} ∞ n=0 is periodic if and only if j = −4. Equivalently, using symmetry result for Zagier polynomials (see (8.3) 
is periodic if and only if j = 1. The only other value of j that yields a periodic example is j = −3/2, in which case we get the vanishing sequence since B * 2n+1 (−3/2) ≡ 0. Similar periodicity results hold for the sequence {B *
, see [7] .
The second paper in this series [4] was inspired from property (B) above, and the arithmetic nature of Zagier polynomials with integer arguments was studied there. Let α n and γ n,j respectively be the denominators of B * n and B * n (j) in reduced forms, where j ∈ Z and n ∈ N. Again, two different behaviors, one for n even and another for n odd, are observed. The fact that α 2n+1 = 4 for all n ∈ N was proved in [7] . It was also conjectured there that 4 divides α 2n for all n ∈ N. This conjecture was established in [4] in the form of the following theorem, which also implies that γ n,j is independent of j. Theorem 1.1. Let p be a prime and let ν p (ℓ) denote the p-adic valuation of ℓ (that is, the highest power of p that divides ℓ). For n ∈ N,
The result in (C) motivates the present paper. Zagier [30] obtained (1.5), analogous to the asymptotic formula [1, p. 267] 
The heuristic behind the discovery of this formula is interesting, and the interested reader is referred to [30] . The proof of (1.7) is pretty and involves meticulous manipulations of the associated infinite series and integrals.
Note that the companion formula
, where a n is the Jacobi symbol, is elementary and has also been established in [30] . It can also be rephrased in the form [7, Corollary 10.6] (1.9)
For 0 ≤ x ≤ 1 and n ≥ 1, the Fourier expansion of the even-indexed Bernoulli polynomials is given by [22, p. 5] (1.10)
which gives (1.6) as a special case when x = 0. Similarly, for 0 ≤ x ≤ 1 when n > 0, and for 0 < x < 1 when n = 0, the Fourier expansion of the odd-indexed Bernoulli polynomials is given by [22, p. 5]
The Fourier expansions in (1.10) and (1.11) now raise two natural questions: does there exist a generalization of (1.7) for the Zagier polynomials B * 2n (x), and, is there an analogue of such a generalization for B * 2n+1 (x)? The primary goal of this paper is to answer these two questions in the affirmative. The generalization of (1.7) for the polynomial B * 2n (x) when 0 < x < 1 is given first.
Let Y n (z) be defined in (1.3), and denote by U n (x) the Chebyshev polynomial of the second kind. Then,
The analogue of Theorem 1.2 for B * 2n+1 (x) is given next. Theorem 1.3. Let 0 < x < 1 and n ∈ N. Let g(y, r, x), Y n (z) and U n (x) be defined as before. Then,
1 There is a typo in the version of this formula given in the book. The power of −1 there should be n and not n + 1. 
or more generally with (1.14)
give exact formulas for B * n (x) for any non-integer real values of x. In a completely different context of diffraction theory, V. Twersky [26, Equations (40) , (41)] (see also C. M. Linton [14] , [15, Equations (47) , (49)]) has obtained one of the intermediate results in the proof of our Theorem 1.2, namely (3.29) (and likewise the corresponding equation occuring in the proof of our Theorem 1.3), albeit these are expressed in forms much different than ours, especially since they are phrased using the terminology of diffraction grating. However, our proofs of these intermediate results are new and completely different from his. Our proofs also give new and important results along the way, for e.g., Lemmas 3.3 and 3.4.
As hinted above, infinite series involving Bessel functions and trigonometric functions are often encountered in studies on the theory of diffraction [2] , [11] , [13] , [17, Appendix D], [18] . Indeed, the series in the above theorems have arisen [24] , [25] in the analysis of the scattering of a plane wave on a diffraction grating with an arbitrary angle of incidence. The Schlömilch or Schlömilch type series, such as the one in Theorems 1.2 and 1.3, or the ones studied in [2] , are conditionally convergent and converge extremely slowly. Their partial sums are highly oscillatory. Thus the advantage of alternate representations for them, such as the ones in Theorems 1.2 and 1.3, is that they are useful for their fast computation.
W. v. Ignatowsky [12, Section 6] studied the series ∞ m=1 Y 2n (mD), where n ∈ N, D > 0 and D is not an integral multiple of 2π. His case obviously does not cover the series in Zagier's formula (1.7). However, we show that Zagier's formula can be obtained from Theorem 1.2 in the limiting case x → 1, the proof of which is interesting in itself. Also, it is shown that the limiting case x → 0 of Theorem 1.3 gives the curious 6-periodicity of B * 2n+1 mentioned in property (A), and which is equivalent to (1.8) and (1.9).
K. Dilcher [6, Corollary 1] showed that the sequence of Bernoulli polynomials converges uniformly on compact subsets of C to the sine or cosine functions. This implies, in particular, the asymptotic formulas
for real x as n → ∞.
As an application of our Theorems 1.2 and 1.3, the following asymptotic relations for Zagier polynomials are obtained here.
.
Lastly, we obtain a Zagier-type formula linking an infinite series involving Y 2n (8πm) with B * 2n − 3 2 and B * 2n . This formula is similar in flavor to Zagier's formula (1.7). The genesis of this formula is explained in Section 8.
is true for all n ∈ N. This paper is organized as follows. The preliminary results are collected in Section 2. Theorem 1.2 is proved in Section 3. We do not give the proof of Theorem 1.3 since the approach is similar to that of Theorem 1.2. Section 4 is devoted to deriving Zagier's formula (1.7) as a special case of Theorem 1. 
Preliminaries
The Bessel functions J ν (z), and Y ν (z) have the following asymptotic expansions for |z| → ∞ and | arg z| < π [27, p. 199]:
Here w = z − 
The property [20, p. 222, 10.4 .1]
for n ∈ N is used throughout the paper without mention. So will be the facts
The Chebyshev polynomials of the first and second kinds are respectively defined for n ≥ 0 by the Binet formulas
They are alternatively given by
The Poisson summation formula [23, p. 60-61] states that if f (t) is continuous and of bounded variation on [0, ∞), and if
Proof of Theorem 1.2
The proof of (1.7), as given in [30] , begins with the representation (1.1) and uses the fact that all odd-indexed Bernoulli numbers, except the first one, vanish and that the even-indexed ones, namely B 2r , can be expressed in terms of the Riemann zeta function ζ(2r). This procedure does not extend very well to the case of Bernoulli polynomials, simply because the odd-indexed Bernoulli polynomials do not vanish, and leads to two complicated terminating 5 F 2 hypergeometric functions which do not seem to produce anything like (1.7).
The idea is to start with the formula
Observe that only even-indexed Bernoulli polynomials appear in this representation. Separating the term r = 0 and then using (1.10) yields
with A(n, x) defined by
Upon replacing r by n − 1 − r in the above sum, the function A(n, x) can be written in the form
where S n (x) is the Schläfli polynomial [27, p. 285] defined by S 0 (z) = 0 and
for n odd.
The proof is now broken down into a series of lemmas for an easy perusal. A new expression for A(n, x) is first presented.
Lemma 3.1. The function A(n, x) is given by
where γ is Euler's constant, Y n (x) and J n (x) are defined by (1.3) and (1.4) respectively, and the functions P n , Q n are given by [27, p. 341]
We have used Pn(z) and Qn(z), instead of the standard notation Tn(z) and Un(z), in order to avoid any possible confusion with the notation for the Chebyshev polynomials of the first and second kind.
where ψ(z) is the logarithmic derivative of the gamma function Γ(z).
Proof. For n ∈ N, the identity [27, p. 340, 10.6]
can be written in the form [27, p. 340, 10.6(1)]
Now substitute (3.3), with z = 4πm and n replaced by 2n, in (3.2) to produce the result. That the right-hand side can be written as the sum of two series follows from the first remark after the statement of Theorem 1.3.
The next lemma gives yet another expression for the function A(n, x).
Lemma 3.2. The function A(n, x) is given by
cos(2πmx).
Proof. The functions P n (z) and Q n (z) are also given by [27, p. 344]
Also, for a non-negative integer ν, the derivative of J ν (z) with respect to its order is given by [16, p. 53 
Now (3.5) and (3.6) together give
The identity
1 j that appears as entry 8.365.4 in [9] and Lemma 3.1 now complete the proof.
The next task is to find an almost closed-form expression for the second series in the above lemma. The following two new lemmas, interesting in their own right, show that the functions P 2n (4πm) and
holds.
Proof. Let f (x, n) denote the right-hand side of the above identity. Note that 
for m ≥ 1. These Fourier coefficients are now computed. Note that the change of variable x = 2 cos θ yields
Similarly, combining all such integrals, it is seen that
Also, a similar procedure gives
where in the last step, formula 10.12.3 in [20, p. 226] was used. Now
Together with (3.7) and (3.8), this implies
which, according to (3.4) , is equal to P 2n (4πm). Lastly since f (x, n) is 1-periodic and is of class C 1 , its Fourier series converges to it. This proves the lemma.
The result on ∂ ∂ν J ν (4πm) ν=2n , arising as Fourier coefficients of a function involving Chebyshev polynomials, inverse trigonometric and some infinite series, is now obtained.
Lemma 3.4. Let g(y, r, x) be defined in (1.12). For n ∈ N and 0 < x < 1, the identity
Proof. Let
and let h(x, n) = h 1 (x, n) + h 2 (x, n).
Note that h(1 − x, n) = h(x, n). The periodization of h(x, n), as a function of x, based on its values in [0, 1) makes it an even function of x. Hence its Fourier series is given by
where
for ℓ ≥ 1. The coefficient b 0 is computed first. Observe that the change of variable x = 2 cos θ yields
Computing the other three integrals in the similar way, it is seen that
where the interchange of the order of summation and integration is valid because of absolute convergence. Let y = m+ x− 1 in the above integral and observe that (m− 1 + x)(m+ 3 + x) = (m + 1 + x) 2 − 4 so as to have Next, b ℓ is computed. Using exactly the same approach as in (3.7), it is seen that
Using the formula [20, p. 226]
valid for z, θ ∈ C, and performing a calculation similar to that in (3.9), one sees that
The difficult task now is to evaluate the corresponding integral involving h 2 (x, n). This integral is first written in a convenient form using an approach similar to that on the previous page, namely,
where the substitution sec θ − tan θ = e −φ was used in the last step. C. V. Coates [3, p. 260] showed that the integral An integral whose real part is equal to above integral also appears in Whipple's work [28, p. 106] on diffraction theory. Yet no one seems to have explicitly evaluated it. Asatryan [2, Equation (A 9)] has obtained an evaluation of this integral in terms of a nested finite sum involving factorials. The following new evaluation of (3.15) proved below for u > 0 and n ∈ N, namely (−1)
will be useful in completing the proof of this lemma.
To establish this identity, the existence and uniqueness theorem for second-order linear differential equations is employed. Let w(u, n) denote the right-hand side of (3.17) . By brute force it can be verified (although it is fairly tedious) that
The standard formulas [20, p. 222, 10.6 .1]
are used in this verification. Substituting j = k − 2n in the sum on the extreme right in (3.18) and simplifying, the right-hand side of (3.18) is seen to be equal to 
where M ν (s, z) is the Lommel function of two variables defined by [27, p. 537, 16.
Further,
From [10, p. 383, (57.4.15)],
Also from [10, p. 379, (57.1.25)],
whereas using formula (57.1.19) from [10, p. 378 
Substituting (3.24), (3.25) and (3.26) in (3.23) yields
Substituting (3.21), (3.22) and (3.27) in (3.20) , and using (3.18) leads to
where the last step follows from (3.19) . Thus the right-hand side of (3.17) also satisfies the differential equation (3.16) . It is easy to see that both sides of (3.17) agree with each other at u = 0, and their derivatives agree at u = 0 as well. The differential equation has a regular singular point at x = 0 with indices ±n. The standard structure of the space of solutions shows that if two solutions y 1 , y 2 have matching values and derivatives at 0, then y 1 ≡ y 2 . This implies that (3.17) is true for all u > 0 and n ∈ N. Now substitute (3.17) with u = 4πℓ in (3.14), and then combine the resultant with (3.13) thereby obtaining
, the last step resulting from (3.6). Since h(x, n) is 1-periodic and is of class C 1 , its Fourier series converges to it. This fact, along with the expressions for b 0 and b ℓ in (3.12) and (3.28) complete the proof of Lemma 3.4.
Having proved the above lemmas, we are now ready to complete the proof of Theorem 1.2. Substitute the results of Lemmas 3.3 and 3.4 in Lemma 3.2, and use the elementary identity sin
Theorem 1.2 now follows from substituting the above representation of A(n, x) in (3.1) and then making use of the fact that U 2n−1 (−y) = −U 2n−1 (y).
Recovering Zagier's formula
This section shows that Zagier's exact formula (1.7) follows by letting x → 1 on both sides of the result of Theorem 1.2. As is clear from (1.13), the series
Y 2n (4πm) diverges, and so the passage to the limit requires some care.
From (2.1), we easily get the big-O bound
This suggests replacing the term (−1) n πY 2n (4πm) by (−1) n πY 2n (4πm) + 1/(2 √ m) in the statement of Theorem 1.2. The uniform convergence of the series
for x ∈ (0, 1) will then allow us to move the limit inside the sum. The consequences of adding the term 1/(2 √ m) are examined first. Note that
An appropriate modification of the second series on the right is obtained from the Hurwitz zeta function and its representation [1, p. 257, Theorem 12.6]
valid for 0 < x ≤ 1 and Re(s) > 1. This expansion is also valid for Re(s) > 0 provided x = 1. The special case s = 1 2 is used to obtain
The last series is simplified using the identity [21, Equation (9)]
valid for Re(ν) > 0 and 0 < x < 1, and which may be established by applying the Poisson summation formula (2.4) to the function J ν (2πx|t|). Now use the particular case ν = 
It follows that
The result of Theorem 1.2 is now expressed as
Now let x ↑ 1, use the facts that U 2n−1 (0) = 0, U 2n−1 (1) = 2n and that U 2n−1 (x) is an odd function of x, along with the value
to obtain Finally use the result B * 2n (1) = B * 2n + n [7, Formula (10.16)], [30, p. 5 ] to obtain Zagier's formula (1.7).
Periodicity and the odd-index case
The original motivation that led us to the study of the modified Bernoulli numbers was the curious phenomenon that {B * 2n+1 : n ∈ N} is a periodic sequence. Since the proof of Theorem 1.3 is similar to that of Theorem 1.2, it is omitted. However, a new derivation of the periodicity of {B * 2n+1 } using Theorem 1.3 is given below.
Proof. The series in Theorem 1.3 may be written as
using (4.2). Now replace the above representation in the formula from Theorem 1.3 to obtain
To obtain the final result, let x → 0 in the identity above. The use of the dominated convergence theorem, the evaluation
the parity of the Chebyshev polynomials and the special values
complete the proof of the stated formula.
Asymptotics of Zagier polynomials
Corollary 1.4 is proved here. The proof is given only for the even-index case, the one for odd being similar.
First assume x = n πY 2n (4π) cos(2πx) and show that the resulting right-hand side approaches 1 as n → ∞. However, in the case of the Bessel function series, justification of the interchange of the order of limit and summation is needed, and which is interesting in its own right. To that end, it is first shown that (6.1) lim
Indeed, use (4.1) to rewrite the above limit in the form
The latter limit is equal to zero since (2.2) implies that
and also because the series ∞ m=2 cos(2πmx) 2 √ m converges for 0 < x < 1. It is now shown that the order of limit and summation can be interchanged in the former limit. This requires the hypotheses of Lebesgue's dominated convergence theorem for series to hold, namely that
and that the sequence {s n (m, x)} ∞ n=1 , where
is uniformly bounded in n. 
Next, it is shown that for n ∈ N,
for some absolute constant c. Note that the asymptotic formula (2.2) implies that
tends to 0 as n → ∞. So for n sufficiently large, say n ≥ n 0 , the inequality
≤ 1 holds. If we can further show that Y 2n (4π) = 0 for any n < n 0 , then (6.6) will be proved as one can take c to be max 1,
To show that this is indeed true is the objective of the following lemma. We could not find a reference to it in the literature, and our proof of it is short and nice, hence given here.
Lemma 6.1. For any positive integer n, Y 2n (4π) = 0.
Proof. Let y ν,k denote the k th zero of the Bessel function Y ν (x). The last line on page 68 in [8] implies the inequality
Thus the first zero of Y 2n (x) satisfies y 2n,1 > 4π if 2n + π − The result in Lemma 6.1 along with the previous discussion now proves (6.6) . Now divide both sides of (6.5) by Y , the first term of the Bessel function series in Theorem 1.2 is zero. However, a logic exactly similar to the one above can be worked out starting with the second term of the series, namely, (−1) n+1 πY 2n (8π).
Proof of the Zagier-type formula
This section is devoted to proving Theorem 1.5. Let x = 1/2 in Theorem 1.2, and note that U 2n−1 (x) is an odd function of x. This gives , where we also used the well-known identity .
This completes the proof.
Some open problems
We conclude this paper by discussing three open problems.
obtain after some simplification I(x, n) = 1 2n − 1 π
