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ABSTRACT
We present a three-dimensional map of the hydrogen density distribution in the Galac-
tic interstellar medium. The hydrogen equivalent column densities were obtained from
the Exploring the X-ray Transient and variable Sky project (EXTraS) which provides
equivalent NH values from X-ray spectral fits of observations within the XMM-Newton
Data Release. EXTraS include multiple fits for each source, allowing an accurate de-
termination of the equivalent column densities, which depends on the continuum mod-
eling of the spectra. A cross-correlation between the EXTraS catalogue and the first
Gaia Data Release was performed in order to obtain accurate parallax and distance
measurements. We use a Bayesian method explained in Rezaei Kh. et al. (2017) in
order to predict the most probable distribution of the density at any arbitrary point,
even for lines of sight along which there are no initial observation. The resulting map
shows small-scale density structures which can not been modeled by using analytic
density profiles. In this paper we present a proof of concept of the kind of science pos-
sible with the synergy of these catalogs. However, given the systematic uncertainties
connected to the source identification and to the dependence of NH on the spectral
model, the present maps should be considered qualitatively at this point.
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1 INTRODUCTION
The interstellar medium (ISM) includes cold (<104 K),
warm (104 – 106 K) and hot (>106 K) components (see
Draine 2011, and references therein). Neutral hydrogen is
contained in the warm neutral medium (WNM) and cold
neutral medium (CNM). The CNM component has been
mapped using 21 cm emission, on an angular scale of 0.6 de-
grees together with distance information to be inferred from
velocities and assumed galactic rotation curves (Kalberla
et al. 2005; Winkel et al. 2016). Molecules are associated
with the CNM and can be detected via their valence elec-
tronic transitions (Carruthers 1970) and short wavelength
radio line emission (Dame et al. 2001). The column densities
? E-mail: egatuzzs@eso.org
of ions in the WNM are typically probed using absorption by
ultraviolet (UV) resonance lines from cosmically abundant
elements along the line of sight (l.o.s) to hot stars (Jenk-
ins & Tripp 2011). Such probes have been carried out for a
few hundred l.o.s out to distances less than a few kpc. The
hot ionized medium (HIM) can be probed using soft X-ray
emission (Snowden et al. 1997; Henley & Shelton 2010), but
owing to its path length through the galactic disc it can be
observed only for a fraction of the galaxy. Absorption by
the HIM can be seen in high ionization resonance lines from
ions such as O vii and Ne ix (Gatuzz & Churazov 2018).
The warm ionized medium (WIM) can be studied using Hα
emission revealing a larger scale height than for the neu-
tral components, together with different discrete structures
(Haffner et al. 2003). The cold phase of the ISM, finally,
plays an important role in the Galactic evolution acting as
c© 2016 The Authors
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a gas reservoir for star formation processes (Sancisi et al.
2008). This cold component is dominated by Hydrogen, the
most abundant chemical element in the universe. Therefore,
an study of the H spatial distribution along the Milky Way
is key to understanding the chemical evolution of our own
Galaxy. Moreover, accurate measurements of Galactic H are
required by a variety of analysis such as 3D hydrodynamic
galaxy simulation, X-ray dust scattering and X-ray binaries
population.
Multiple all-sky surveys have been performed in the
last decades, showing that most of the H i gas resides in a
thin disc along the Galactic plane, with the Sun embedded
within it (Dickey & Lockman 1990; Hartmann & Burton
1997; Bajaja et al. 2005; Kalberla et al. 2005). Hence, all
l.o.s from the earth to a point in the sky show a certain de-
gree of absorption, with hydrogen column densities varying
by a factor of 100 or more. Surveys using both radio and
Hα have limited angular resolution, typically ∼0.25 deg2 or
greater. Finer scale spatial structure requires targeted sur-
veys over smaller patches of the sky, or absorption studies
toward point sources. Emission studies (of collisionally ex-
cited radiation) are sensitive to density fluctuations via the
density squared dependence on emissivity; while absorption
analysis is more democratic owing to the linear dependence
of opacity on density.
Although several studies have been performed to model
the ISM X-ray absorption using high-resolution spectra
(Schulz et al. 2002; Takei et al. 2002; Juett et al. 2004, 2006;
Yao et al. 2009; Liao et al. 2013; Pinto et al. 2010, 2013;
Gatuzz et al. 2013a,b, 2014, 2015, 2016; Nicastro et al. 2016;
Gatuzz & Churazov 2018; Gatuzz et al. 2018) a detailed
analysis of the ISM using the moderate-resolution provided
by the CCD cameras on board of XMM-Newton has not
been performed yet. The main advantage of such study is
that moderate resolution spectra can be analyzed faster, in
comparison to the detailed analysis required in the presence
of multiple absorption lines, while providing a good mea-
sure of the equivalent N(H) absorption. Moreover, compared
with the angular resolution provided by the 21 cm all-sky
surveys (∼ 36 arcmin) the XMM-Newton angular resolution
(about 6 arcsec FWHM) allows a study of the small-scale
ISM structure. The cross section associated with unit ex-
tinction by dust E(B − V )=1 is 1.7 ×10−22 cm−2. As a
practical matter, absorbing columns can be measured most
easily for spectra of stars with E(B−V ) ≤ 0.1. Thus studies
of optical-UV extinction can study the interstellar medium
with column densities 1018 – 1021 cm−2. The X-ray photo-
electric cross section, on the other hand, is approximately
2 ×10−22(E/1keV)−3 cm−2 per hydrogen atom (Brown &
Gould 1970); this value depends weakly on the ionization
state or metallicity of the gas. In this sense, the X-rays gen-
erally can probe columns and distances larger than the op-
tical measurements.
In this paper we present a study of the equivalent N(H)
distribution in the Milky Way obtained from XMM-Newton
spectral fitting, using the distance measurements obtained
by Gaia. The angular resolution provided by XMM-Newton
allows an analysis of small-scale structures in the cold ISM.
The outline of the present paper is as follows. In Section 2
we describe the sample of Galactic objects selected from the
XMM-Newton spectral-fit database. The method to create
a 3D mapping of the ISM absorption is described in Sec-
tion 3. Section 4 shows a comparison with results obtained
from 21 cm surveys followed by a discussion of the caveats
and limitations in our method in Section 5. Finally, the con-
clusions are summarized in Section 6.
2 GALACTIC OBJECTS SAMPLE
The Exploring the X-ray Transient and variable Sky project
(EXTraS1) provides a catalogue of X-ray EPIC PN/MOS
spectral fitting parameters for observations within the
XMM-Newton catalogue. The current version of EXTraS
includes 137212 observations from the XMM-Newton Data
Release (3XMM-DR6, Rosen et al. 2016). The following
spectral models are included in the catalogue:
• Simple models:
(i) An absorbed power-law model (XSPEC: tbnew*pow).
(ii) An absorbed thermal model (XSPEC: tbnew*apec).
(iii) An absorbed black-body model (XSPEC: tb-
new*bbody).
• Complex models:
(i) An absorbed emission spectrum from collisionally-
ionized diffuse gas plus power-law model (XSPEC: tb-
new*(apec+tbnew*pow)).
(ii) An absorbed double power-law model (XSPEC: tb-
new*(pow+tbnew*pow)).
(iii) An absorbed black-body plus power-law model
(XSPEC: tbnew*(bbody+pow)).
Here tbnew is a revised version of the X-ray absorption
model of Wilms et al. (2000). The models are selected to
represent the most commonly observed spectral shapes in
astronomical sources in a phenomenological way. The com-
plex models defined above are only fitted for observations
with ≥ 500 counts in the total energy band. We have com-
puted EPIC-PN spectra simulations in order to estimate the
expected uncertainties in the column densities for sources
with 500 counts in the complete energy range (0.5-10 keV).
We found that, in the case of the simple models described
above, for a column density of N(H) = 1021 cm−2 we ob-
tain a column density uncertainty of ∼25% (for powerlaw
and blackbody models) and ∼30% (for the apec model).
For more complex models the N(H) uncertainty can be up
to ∼40%. The uncertainty becomes larger as the number of
counts decrease. For example, for a source with 100 counts
we found an uncertainty of ∼80% for a simple model and
>100% for a complex one.
When multiple observations are available for the same
source, each observation is fitted separately. Each source ob-
servation can include either PN data only, PN plus MOS (1
& 2 detectors) or MOS (1 & 2 detectors) data only. In cases
where multiple detectors are provided, the spectral fitting
includes a constant parameter to account for the different
effective areas of the instruments. High-resolution spectra,
provided by the Reflection Grating Spectrometer (RGS), are
not included in the EXTraS catalog. Also, in order to ac-
count for low counts regime, cash statistics (Cash 1979) is
used to fit the data (implemented as c-stat in xspec).
1 http://www.extras-fp7.eu/
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The optical depth (τ) is obtained through the well
known relation:
τ(E) = N(H)
∑
i,j
Aiσi,j(E) , (1)
where Ai is the abundance of the i-element with respect to
hydrogen, σi,j(E) is the photoabsorption cross-section of the
ion (including photoionization) and N(H) is the hydrogen
equivalent column density (i.e. the free parameter in the
tbnew component). Standard abundances for the ISM from
Wilms et al. (2000) were used in all models. In summary,
the EXTraS catalogue provide equivalent N(H) values by
fitting the curvature of the X-ray spectrum with the models
described above. For each model, the best-fit parameters,
the statistical uncertainty and the fit-statistics (i.e. c-stat
value) are available.
A phenomenological classification scheme, developed by
the EXTraS team, allows the identification of a given source
according to their spectral properties. The scheme is based
on the random forests probabilistic method developed by
Breiman (2001) which has been successfully applied to clas-
sify X-ray sources (Lo et al. 2014; Farrell et al. 2015). The
source type categories in the catalog include: Seyfert 1,
Seyfert 2, BL Lac, High Mass X-ray Binaries (HMXB), Low
Mass X-ray binaries (LMXB), cataclysmic variables, ultra-
luminous X-ray source (ULX) and stars. In order to perform
the classification, a training sample of well know sources is
created first in order to define source types in the algorithm.
The total number of sources used in the training sample
consist of 2911 sources, from which 563 are stars. Then, the
random forest method is applied to the complete EXTraS
catalog in order to classify the remaining sources. A total
of 24709 stars are found. For each source a confidence pa-
rameter, the probability for a given source classification, is
included (i.e. if confidence = 0.98, the probability for the
source to be a ‘star’ is 98%). For the training sample confi-
dence is equal to 1.0. Given this source classification, we have
build an initial sample using sources assigned as ‘star’ with
a confidence value > 0.32 (1σ). This initial sample consist
of 21946 sources.
When multiple observations were performed for a given
source we have selected the observation with the highest
number of counts. Then, in order to select the column densi-
ties given by the different models used on the spectral fitting,
we usedN(H) from the model for which c-stat/dof is closest
to 1.0. Finally, in cases where multiple models have similar
c-stat/dof values we have selected the simplest model over
the complex ones, giving priority to the black-body model
(because we are modeling stars).
The largest available catalogue of distances comes from
the Gaia mission (Gaia Collaboration et al. 2016a). The
Gaia observatory, launched on 2013, will allow the deter-
mination of parallaxes and proper motions for > 1 billion
sources in the final data release. The first Gaia Data Re-
lease Gaia Collaboration et al. (Gaia DR12 2016b) contains
parallax measurements for 2.5 million sources. It is impor-
tant to note that the estimation of distances needs to be
2 This is a proof-of-concept paper that used DR1. We are in the
process of analyzing the DR2 data which became available during
the publication of this paper.
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Figure 1. Column densities as function of number of counts after
performing the EXTraS and AST16 cross-match. Black points
indicate the data while grey bars indicate the uncertainties.
done in a proper way in the sense that inverting the par-
allax is only valid in the absence of noise and therefore
the distance calculation should be treated as an inference
problem. Therefore, we used the distances and uncertainties
inferred by Astraatmadja & Bailer-Jones (2016b, hereafter
AST16) which include the required systematic uncertainty
of 0.3 mas3.
We performed a cross-matching between the EXTraS
and AST16 catalogues by computing the angular distance
between sources. For each source in our sample we assigned
the distance obtained from the closest AST16 source. The
upper limit in the angular distance is determined from the
XMM-Newton angular resolution (< 12.5 arcsecond). We
found a mean angular distance in the cross-matching of 2.1
arcsecond. Figure 1 shows the N(H) densities obtained for
those sources for which distance uncertainty is < 20% af-
ter the cross-matching process. At this step we noted that
(i) numerous sources have large column density errors and
(ii) for sources with number of counts < 102 we are not
able to recover low column densities (<1021 cm−2). In or-
der to build a final sample, we decide to exclude sources
with ∆N(H) > 50% and number of counts < 102. This final
sample consists of 2128 sources and is used in the following
analysis.
Figure 2 shows the Galactic distribution of the sam-
ple in Aitoff projection for different distance ranges. The
colors indicate the Hydrogen equivalent column density for
each source (obtained from the X-ray fitting procedure de-
scribed above), in units of 1×1022 cm−2. For illustrative
purposes, all sources with equivalent column densities larger
than 1×1022 cm−2 show the same color. Although sources
are concentrated near the Galactic plane, the sample also
includes high latitude sources. Figure 3 shows the distribu-
tion of the sources according to the number of counts in the
full spectral band (0.5–10 keV).
Figure 4 shows the equivalent N(H) distribution as a
function of the distance for each source in our Galactic sam-
ple. The hydrogen equivalent column density ranges from
1020 – 1023 cm−2 for objects with distances between 10 pc
3 http://www.mpia.de/homes/calj/tgas distances/main.html
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Figure 2. Galactic distribution of the sources in Galactic coordinates.
Figure 3. Distribution of the sources according to their number
of counts.
and 10 kpc. Figure 5 shows the N(H) distribution as a func-
tion of the Galactic latitude. It is clear from the plot that
higher column densities are found near the Galactic plane.
Figure 6 shows the distribution of neutral equivalent
column density derived in X-rays from EXTraS versus the
21 cm column density measurement from Kalberla et al.
(2005). It is clear that a significant fraction of the sources
show a larger X-ray column than the 21 cm measurements. It
is important to note that 21 cm maps provide a measurement
over the entire Galactic l.o.s, which can lead to an over-
estimation of the column densities for near sources (Gatuzz
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Figure 4. Equivalent N(H) as a function of the distances derived
from the cross-matching between EXTraS and AST16. Black
points indicate the data while grey bars indicate the uncertainties.
& Churazov 2018). Figure 7 shows the number of sources
versus distance in our sample.
3 3D MAPPING OF THE ISM NEUTRAL
ABSORPTION
Two regimes can be distinguished when studying the H i
distribution in the Milky Way: large-scale and small-scale
MNRAS 000, 1–?? (2016)
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Figure 5. Equivalent N(H) as a function of the Galactic lati-
tude. Black points indicate the data while grey bars indicate the
uncertainties.
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Figure 6. Distribution of neutral equivalent column density de-
rived in X-rays from EXTraS vs. Kalberla et al. (2005) 21 cm
column density. The log(NHx)/log(NH21cm) = 1 ratio is plotted
with a dashed red line. Black points indicate the data while grey
bars indicate the uncertainties.
Figure 7. Numbers of sources vs. distance in our final sample.
structures. Large-scale structure refers to the global distri-
bution of the gas assuming hydrostatic equilibrium condi-
tions. In this scale the density of the gas in the disc can be
approximated by an exponential profile (Robin et al. 2003;
Kalberla & Dedes 2008) although different density profiles
have been used to model the spatial distribution such as hy-
perbolic secant (Marinacci et al. 2010) and Gaussian profiles
(Sanders et al. 1984; Amoˆres & Le´pine 2005; Barros et al.
2016). Using the equivalent N(H) values obtained from the
EXTraS catalogue the gas distribution can be modeled ac-
cording to the equation
Ni =
∫ source
observer
ni(r)dr (2)
where r is the distance along the i l.o.s and ni(r) is the
density profile. Because our sample does not include sources
near the Galactic center or near the outer regions, we can-
not constrain the parameters that define the analytic density
profiles defined above (e.g. core density n0). We use instead
a method explained in Rezaei Kh. et al. (2017) to infer Hy-
drogen densities from the Hydrogen column density. The
method divides each l.o.s towards sources in the 3D space
into small 1D pencil beams and uses a Bayesian approach to
predict the most probable distribution of the density at any
arbitrary point, even for l.o.s along which there are no initial
observations. The hyper-parameters of the model are set by
the input data and define the type/size of structures which
would come out in the density predictions. It is important
to note that the concept of cells only exists for setting up
the likelihood of the model and the predictions are made for
arbitrary points (Rezaei Kh. et al. 2017). In the following
we describe the approach in greater detail.
To begin with, the size of the 1D cells towards each
source needs to be set to the typical separation between the
input sources, which in our case is 70 pc. Afterwards, there
are three hyper-parameters of the Gaussian process which
need to be fixed: first is λ which is the correlation length. It
needs to be a few times the cell sizes so that it can connect
the nearby cells. Here we use the correlation length of 500
pc. Second is the variation scale, θ which sets the maximum
fluctuation the model can have to capture the variations.
It is calculated based on the variance in the input distri-
bution (see equation 16 in Rezaei Kh. et al. 2017). We fix
this parameter at 2 × 10−4. Finally, since we are using a
developed version of the method (Rezaei Kh. et al. submit-
ted), we can set a non-zero mean for the Gaussian process
based on the input data, which is 0.007 [cm−2pc−1]. Hav-
ing set these hyper-parameters we predict the probability
distribution function over densities, which is characterized
by the mean and the standard deviation, for 50,000 points
randomly distributed in the 3D data space. It is important
to note that negative values can be obtained through this
method which, although they do not have a physical mean-
ing, they provide information about the input data (e.g. very
noisy equivalent N(H)). For this sample approximately half
of the predicted results are negative. These negative values
have been set to zero for illustrative purposes.
Figure 8 shows a 2D full-sky map of the density distri-
bution obtained for different distance ranges. The map is in
Aitoff projection. We have performed a linear interpolation
in order to included those regions for which no points were
computed with the method described above. The maximum
MNRAS 000, 1–?? (2016)
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distance value in our final sample corresponds to r = 600
pc. In this sense, we are doing an analysis of the very local
ISM density distribution, surrounding the Solar System. HI
intermediate-velocity clouds at high-latitude has been iden-
tified by Ro¨hser et al. (2016), which can explain the high-
density region located near (360◦,+40◦) for large distances.
However, we noted that density uncertainties increase as we
move to the boundaries of the data region (see below).
For plotting purposes we convert the Galactic coordi-
nates to cartesian coordinates (x,y,z) using the distance val-
ues obtained from AST16 according to the equations
x = r cos(l) cos(b) (3)
y = r sin(l) cos(b) (4)
z = r sin(b) (5)
where r is the distance, l is the Galactic longitude and b is the
Galactic latitude. We then linearly interpolate the densities
to compute a complete density map including regions with
no points computed with the method described above. Fig-
ure 9 shows a (x,y) percentage density uncertainties distri-
bution projection map, normalized to the maximum density
value obtained. The uncertainties for the density predictions
tend to increase as the predictions get closer to the bound-
aries of the data volume. This is due to the fact that as
we get closer to the boundary, the number of input sources
within the correlation volume decreases which makes the
predictions more uncertain in these areas. By including more
sources from the next Gaia data releases the uncertainties
for the density prediction will decrease.
Figure 10 shows the projection of the interpolated val-
ues on the (x,y) plane for different z values (i.e. similar to a
computerized axial tomography). The thickness of each slice
is ∆z = 10 pc. Multiple clouds and beams can be observed,
which trace small-scale structures. Figure 11 shows verti-
cal slices of the Hydrogen density map for different Galactic
longitude values. The scale indicates density values ranging
from n = 0 cm−3 (red points) to n = 137 cm−3 (purple
points). Note that the four “corners” on each plot corre-
spond to regions without X-ray spectra and therefore the
interpolation does not provide n values there. An extrap-
olation scheme, without an estimate of the density profile
distribution, can not be performed. Clouds of different sizes
are observed along all l.o.s, an evidence of small-scale struc-
tures. In this regime the ISM is found outside equilibrium
mainly because the presence of shock fronts associated with
Supernovae explosions although the contribution from mag-
netic fields and cosmic-rays to the physical conditions of the
gas are significant (Kalberla & Kerp 2009; Kalberla et al.
2016). Observational constraints, such as the densities de-
rived from our analysis, are necessary to compare with the
high-resolution 3D hydrodynamical simulations that have
been performed in the last decades (de Avillez 2000; de
Avillez & Berry 2001; Lagos et al. 2013; Gent et al. 2013).
Figure 12 shows the subtraction between our results and
the inverted differential opacity distribution from Lallement
et al. (2018) in the Galactic plane. In order to do the sub-
traction, both results have been normalized to a maximum
of 1.0. The Sun is located at coordinates (0, 0). Lallement
et al. (2018) computed their opacity map using E(B − V )
measurements in combination with distances obtained from
the Gaia DR1. We found a good agreement between both
maps, especially near the center. Larger differences are found
in the outer region, where the density errors are larger. It
is important to note that the spatial resolution in our maps
corresponds to ∼ 75 kpc while spatial resolution in Lalle-
ment et al. (2018) corresponds to ∼ 15 kpc.
4 COMPARISON WITH 21 CM SURVEYS
One result from examination of the EXTraS catalogue is
the comparison between the X-ray derived equivalent col-
umn densities and the column densities predicted by the
21 cm maps of the galaxy, as is shown in Figure 6. The
X-ray columns are larger than the 21 cm columns for a sig-
nificant fraction of the sources (∼ 65%). This is in contrast
to the behavior expected from to the fact that the X-rays do
not traverse the entire galaxy while the 21 cm line should
be optically thin for many l.o.s. A similar result has been
described by Willingale et al. (2013), who studied the ab-
sorption in the afterglows of gamma ray bursts from the
Swift satellite. There are various possible explanations for
this, including: absorption which is intrinsic to the sources
or other systematic errors in the X-ray fitting procedure;
the existence of absorbing structures in the ISM which are
smaller than the angular resolution of the 21 cm survey beam
and which also are rare enough to not skew the net 21 cm
emission significantly; and the existence of absorbers which
do not manifest themselves as neutral hydrogen but which
still affect the X-ray absorption. We discuss each of these
next.
Inherent in the results presented here is the assumption
that the neutral absorption in the EXTraS spectra is pre-
dominantly intervening between us and the source, so that
we can infer the mean density along the l.o.s. If the sources
themselves have intrinsic absorption then this assumption
is invalid. Intrinsic absorption is common in classes of X-
ray sources which involve compact objects, and is likely as-
sociated with outflows or stellar remnants associated with
previous evolutionary stages. The majority of the targets in
our sample obtained by correlating with Gaia are stars, i.e.
the X-rays come from an active corona. X-ray emission from
stars is correlated with rotation, and the most X-ray lumi-
nous stars are rapidly rotating, and hence relatively young,
many in interacting binaries (Gu¨del 2004). Spectral observa-
tions utilizing both moderate resolution and high resolution
instruments shows that intrinsic absorption is not commonly
observed from late type stars. Absorption is detected from
pre-main sequence stars (FU Ori and T Tauri stars) and
also from early-type stars in binary systems (Gu¨del & Naze´
2009). However, due to the variety of stars that are included
in our sample, this effect cannot by itself explain the ob-
served effect. Other systematic effects which can affect the
inferred equivalent column density include incorrect model-
ing of the underlying continuum; if the true continuum is
flatter (i.e. weaker at low energies) than has been assumed
then the fitted equivalent column density would be too high
in order to suppress the extra continuum. This phenomenon
is known from study of extragalactic X-ray spectra, and may
indicate a soft component which is not correctly modeled
(Wilkes & Elvis 1987). This possibility is difficult to exclude
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Figure 8. Full-sky 2D map of the density distribution. The map is an Aitoff projection covering distances from 0 to 600 pc.
Figure 9. (x,y) density uncertainties distribution projection
map. The Sun is located at coordinates (x, y) = (0, 0) and the
Galactic center direction at right.
without careful examination of the goodness-of-fit contours
for each source.
Cases where the X-ray equivalent column is greater than
the 21 cm column may also be an indication of absorbers
other than atomic hydrogen, which can affect the X-ray ab-
sorption. This can include partially ionized gas, i.e. where
atomic hydrogen is at least partially ionized but where suf-
ficient He ii and partially ionized C, N or O are present to
produce X-ray absorption. This would be expected from the
warm ionized component (WIM) of the ISM, and is not un-
likely given that the surface density of the WIM is estimated
to be a significant fraction of that of neutral hydrogen (Fer-
rie`re 2001). It is also possible that the greater column could
be due to molecular absorption (up to 20%); molecules in
dense or diffuse clouds will have an X-ray cross section which
similar to that of atomic gas when viewed with medium res-
olution instruments. This too is plausible based on estimates
for the surface density of cold molecular gas. This is the sce-
nario preferred by Willingale et al. (2013). Which of these
obtains in reality can be determined using high resolution
X-ray spectra, which can distinguish the ionization or molec-
ular binding of the absorbers via the strength and energy of
the resonance structure near the photoabsorption thresh-
olds of oxygen or other elements. In recent years, multiple
analysis of interstellar molecules and dust particles using X-
ray spectra have been performed. These studies include the
analysis of X-ray scattering due to intervening interstellar
dust grains (Lee et al. 2009; Pinto et al. 2013), detection of
MNRAS 000, 1–?? (2016)
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Figure 10. (x,y) density distribution projection maps for different z values. On each panel, the Sun is located at coordinates (x, y) = (0, 0)
and the Galactic center direction at right.
MNRAS 000, 1–?? (2016)
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Figure 11. Vertical slices of the Hydrogen density map for different Galactic longitude values. On each panel, the Sun is located at
coordinates (0, 0).
Figure 12. Subtraction between Lallement et al. (2018) and our
results in the Galactic plane. The Sun is located at coordinates
(0, 0).
absorption features due to molecules such as CO (Joachimi
et al. 2016), metallic particles (Gatuzz et al. 2016; Rogan-
tini et al. 2018) and tracers of the dust distribution in the
Galactic center (Ponti et al. 2015).
Figure 13 is similar to Figure 6 but only shows those
lines-of-sight for which molecular clouds have been iden-
tified and for which N(H) derived from X-ray spectra is
larger than 21 cm column densities. Colors indicate molec-
ular clouds identified by Schlafly et al. (2014, black points),
Hou & Han (2014, blue points) and Miville-Deschenes et al.
(2017, red points). The dashed line indicates the case when
N(Hx)=N(H21cm). It is expected that, for near molecular
clouds, the temperature is too low to be completely traced
by 21 cm measurements. There are few surveys available to
perform such comparison for low distances. By using the
second Gaia data release a more complete comparison with
multiple molecular surveys covering larger distances will be
achievable.
An additional possible explanation for differences be-
tween the X-ray and the 21 cm absorption is due to differing
effective beam sizes. The 21 cm measurements come from a
beam size 0.7 deg2 (Kalberla et al. 2005), corresponding to a
physical size '2 pc at a distance of 1 pc. The X-ray absorp-
tion effectively probes a region with size limited by the size
of the distant source, i.e. 1 AU or so for the largest stellar
sources. A structure of this size would require a very large
over-density compared with the typical ISM neutral medium
density in order to have a measurable X-ray absorbing col-
umn. The required over-density would be smaller, but still
substantial, for structure which is intermediate in size, say
0.01 pc. Furthermore, such structures would have to be rel-
atively rare, i.e. have a covering fraction relative to our l.o.s
≤ 0.1, in order to not skew the 21 cm columns significantly.
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Figure 13. Same as Figure 6 but for lines-of-sight for which
molecular clouds have been identified. Colors indicate molecular
clouds identified by Schlafly et al. (2014, black points), Hou & Han
(2014, blue points) and Miville-Deschenes et al. (2017, red points).
The dashed line indicates the case when N(Hx)=N(H21cm).
The fact that the X-ray and 21 cm columns disagree in a
significant fraction of the cases makes this appear implau-
sible, although the fact that the disagreement spans both
cases where X-ray column exceeds 21 cm column and vice
versa suggests the possibility of such enhancements being
common.
It is important to note that the inclusion of the dis-
tance measurements from the next Gaia data releases, in
combination with the EXTraS catalogue, will allow us to
increase the data sample, thus providing an unprecedented
detailed mapping of the cold Galactic ISM as observed by
X-ray observations including complex structures such as the
H i Galactic spiral distribution which is difficult to observe
using emission line tracers (Strasser et al. 2007; McClure-
Griffiths 2010). In this sense, our technique will be better for
more distant sources than the stellar color excess technique.
Finally, the X-ray all-sky survey to be performed by the
eROSITA instrument on board of the Spectrum Roentgen-
Gamma (SRG) satellite (Predehl et al. 2006, 2010), will re-
quire accurate Hydrogen column density measurements and
distances, as those provided here, in order to estimate X-ray
luminosities (Pillepich et al. 2012).
5 CAVEATS AND LIMITATIONS
The main caveats in our analysis are as following.
(i) The accuracy of the equivalent column density esti-
mation by X-ray spectral fitting depends on the number of
counts. We estimate the expected uncertainties in the col-
umn densities for sources with 500 counts in the complete
energy range (0.5-10 keV) to be of the order of ∼ 25%−40%,
depending on the complexity of the model. For sources with
lower number of counts, the uncertainties can be >100%.
(ii) The nature of the source spectrum will impact the
equivalent column density measurements accuracy. For ex-
ample, a soft-dominated spectrum will give more accurate
measurements at low equivalent column density than a
harder one. Even when the EXTraS catalogue includes a
family of continuum models it is plausible to have incorrect
modeling for some sources, affecting the equivalent column
density measurement obtained.
(iii) It is know that X-ray absorption is sensitive to species
such as He II and H2 while 21 cm surveys are not. Such
species may explain discrepancies between the X-ray-derived
H values and the 21 cm or molecular values.
(iv) Possible variations in the metallic abundances
through different l.o.s are not considered in the X-ray fit-
ting procedure. However, large systematic departures from
the average values would be needed in order to affect the
majority of our measurements.
(v) The maximum angular separation in the cross-
matching between EXTraS and Gaia DR1 sources affects
the final sample and therefore the density map obtained. We
use a maximum separation of 12.5 arcsecond, which corre-
sponds to the point-spread function (PSF) of the EPIC PN
instrument on board of XMM-Newton4. Figure 14 shows an
Aitoff projection of the density distribution covering dis-
tances from 400 to 500 pc (similar to Figure 8). Top pan-
nel corresponds to a cross-matching with maximum sepa-
ration of 12.5 arcsecond (i.e. the sample described in Sec-
tion 2) while the bottom pannel shows the density map
for a sample with a maximum separation of 4 arcsecond,
a value used in similar cross-matching surveys (see for ex-
ample Caccianiga et al. 2008; Pineau et al. 2011; Lansbury
et al. 2017). We noted that when using 4 arcsecond of sep-
aration, the majority of the sources excluded are located
near the Galactic plane, which correspond to a higher col-
umn density region. In that case, the sample has column
densities N(H) < 2.3× 1022 cm−2 while the original sample
has column densities up to 3.3× 1023 cm−2. Although lower
angular separation corresponds to a more accurate source
identification, we decide to use a 12.5 arcsecond separation
in the analysis in order to have a better statistic and to cover
a large column densities range.
6 SUMMARY AND CONCLUSIONS
The fitting of X-ray spectra provides an accurate way to
measure hydrogen equivalent column density values N(H),
a very important parameter in multiple astronomy fields.
First, we have analyzed the H density distribution in the lo-
cal ISM using the XMM-Newton spectral-fit database (EX-
TraS) and the distances estimated by Astraatmadja &
Bailer-Jones (2016a) using the first Gaia data release. EX-
TraS include multiple fits for each sources, allowing an
accurate determination of the hydrogen equivalent column
densities, which depends on the continuum modeling of the
spectra. After the Gaia - XMM-Newton cross-correlation, a
total of 21946 unique sources have been identified.
We then used the method explained in Rezaei Kh. et al.
(2017) to infer Hydrogen density distribution from the Hy-
drogen equivalent column densities, in order to obtain a 3D
map of the neutral gas in the ISM. For the final data sample
we use those sources that have < 20% of distance uncer-
tainties, ∆N(H) < 50% and number of counts > 102 (2128
sources). In this sense, we are mapping a local region, with
4 https://heasarc.nasa.gov/docs/xmm/uhb/onaxisxraypsf.
html
MNRAS 000, 1–?? (2016)
3D mapping of the ISM X-ray absorption 11
Figure 14. Full-sky 2D map of the density distribution. The map
is an Aitoff projection covering distances from 400 to 500 pc. Top
pannel: density map for a maximum separation of 12.5 arcsecond
in the cross-matching between EXTraS and Gaia DR1. Bottom
pannel: density map for a maximum separation of 4 arcsecond.
distances lower than 600 pc. Although the projected region
is somewhat small, the 3D map shows small-scale density
structures. More important, such X-ray density map pro-
vides more information about the Hydrogen density distri-
bution compared to 21 cm surveys because X-ray photons
trace not only the atomic ISM component but also the ion-
ized gas, molecules and solids. This is the first time such
a map has been created using X-ray spectral fits. Because
systematic uncertainties due to the N(H) dependence on
the continuum fitting model and the source identifications,
the present maps should be considered qualitatively at this
point. A similar analysis is currently under development us-
ing the much more complete and accurate Gaia DR2, which
we will be feature in a future publication.
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