Abstract-Channel asymmetry and channel correlation are frequently encountered in wireless communication systems. Orthogonal transmission schemes are usually inefficient in dealing with these problems. In this paper, in order to boost the throughput performance for multiple-input multiple-output broadcast communications in the presence of channel asymmetry and/or channel correlation, we study optimization algorithms for multi-user superposition coding beamforming (SCBF). Starting with solving the minimum power optimization problem for the two-user case, we derive the optimal solution structure of the problem and two types of dedicated algorithms that could efficiently find the optimal solutions with all parameter setups. Extensions are then made to the same problem with the signals of more than two users multiplexed in the power domain as well as to the rate region computation problem. Finally, to adapt our algorithms to more general cases, novel hybrid precoding schemes are proposed, where certain user grouping strategy is used to combine zero-forcing beamforming and SCBF. Numerical simulations are provided to show that with our algorithms, a considerable performance gain is achieved by SCBF compared to the other orthogonal transmission methods.
usually can achieve better performance than transmit beamforming, but require high computational complexity that makes them less attractive in practice.
One disadvantage of linear beamforming in comparison with nonlinear methods is that its efficiency is undermined in ill-conditioned channels. As shown in [4] , through regularizations, linear precoding could achieve performance that is close to the DPC capacity bound in the low signal-to-noise ratio (SNR) region. However, the performance gap becomes prominent at higher SNRs. To boost system performance while preserving the low complexity characteristic of linear precoding, [5] and [6] propose user grouping and user selection methods respectively for the downlink of cellular networks. Using zero-forcing beamforming (ZFBF), [5] exploits user diversity and devises a user selection policy by evaluating the orthogonality between the channels. Reference [6] uses DPC to deal with the interference between the group members and the low-complexity ZFBF to eliminate the inter group interference.
Two factors are important in creating an ill-conditioned MU-MIMO channel. One concerns the correlation between the subchannels while the other is related with channel asymmetry, which may be caused by either heterogeneous receivers or the large variability of the channel conditions. The combination of beamforming and superposition coding, denoted as SCBF hereafter, provides an efficient way to deal with these two factors. As shown later in our work, SCBF provides robustness to channel correlations and achieves superior throughput performance in an asymmetric broadcast channel. SCBF multiplexes users' signals in the power domain and implements successive interference cancellation (SIC) with a pre-defined order at the user side. The implementation complexity of SCBF is low at the transmitter since it only employs linear precoding. At the user end, additional computation is needed due to SIC but remains acceptable using state of the art digital signal processing (DSP) techniques [9] .
Existing research studying the combination of superposition coding and MIMO communications can be found in [10] [11] [12] [13] [14] [15] [16] [17] , and [19] . Due to the high complexity of the studied problems, heuristic suboptimal algorithms are usually utilized but the literature is not yet clear about how to combine superposition coding and beamforming in an efficient way. In order to exploit the full potential of SCBF, we focus on the design of efficient optimization algorithms for SCBF in this paper. We start by studying the minimum power optimization problem. Notice 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
that [15] also studies a similar scenario and applies SCBF to multi-resolution broadcast communications. However, due to the non-convexity of the problem, the optimality of the algorithm in [15] is not guaranteed. Reference [16] does find the optimal solution for the same problem, but the solution can be computed with low complexity only when certain conditions are met. Compared to the existing work, this paper has three main contributions. First, instead of solving the dual problem, we explicitly transform the original problem into a secondorder conic program (SOCP) and derive the structure of the optimal solution for the original problem. Reference [17] also solves the primal problem directly by using the optimality conditions but only for special cases where one of the constraints related to the primal problem is assumed inactive. For larger networks with more than two users, [17] proposes a user pairing algorithm and serves each pair of users in a different time or frequency block. We propose a novel hybrid precoding scheme that is based on user grouping and therefore all users are served simultaneously. Numerical simulations show that our method achieves much better performance than [17] . Second, by exploiting the structure of the optimal solution, we derive a fixed point iterative algorithm and another water-filling type algorithm, which has lower computational complexity, to find the optimal solution for the two-user minimum power beamforming problem. Using similar method, we also find the optimal solution to the rate maximization problem and therefore compute the 2-user region achieved by SCBF. Last but not the least, our algorithms can be conveniently generalized to cases where more than two layers of information are multiplexed in the power domain. We emphasize that in most other research, although methods are designed for large number of users, only two layers of information are assumed to be multiplexed in power domain and be separated at the stronger users using SIC. In contrast, our work provides an efficient algorithm that supports arbitrary layers of information. In particular for the 3-layer case, we devise algorithms that in most practical scenarios yield solutions that stay very close to the optimal ones, with computational complexity similar to the best linear beamforming [7] .
The paper is outlined as follows. In Section II, the system model and the problem formulation are given. In Section III, the structure of the optimal solution is analyzed and three types of optimality achieving algorithms for the two user problem are derived. In Section IV, we explain how to generalize our method to cases where more than two users are involved as well as to the rate region computation problem. Finally in Section V, numerical simulations are given and we perform a detailed analysis of SCBF with Rician fading channels.
Notation: · represents vector 2 -norm, whereas I denotes the diagonal matrix with all one diagonal elements. Diag(·) translates the enclosed vector or elements into a diagonal matrix. For any matrix A, Col(A) denotes the column space of the matrix and A ⊥ denotes the orthogonal vector space of Col(A). For a complex scalar r, r * denotes the complex conjugate. 0 is the zero vector. 
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Downlink Multi-User MIMO Precoding With Superposition Coding
The communication scenario of this paper can be modeled as a MU-MIMO channel where the transmitter is equipped with N antennas and each user is equipped with one antenna. We denote the channel by an N by M complex matrix H ∈ C N ×M (a number of M users is assumed), the i th column of which, h i , represents the sub-channel vector that User i sees. We assume a frequency-flat and block fading channel, i.e. the channel gain h i stays constant within the duration of a codeword transmission. The transmitter is assumed to have accurate channel side information. To model transmit beamforming, the transmitted signal is denoted as
where s i is a complex scalar representing the information symbol of User i, w i is the associated beamforming vector of size N . The received signal at User i could be represented as
where z i is the zero-mean complex additive white Gaussian noise (AWGN) at User i with variance σ 2 i . We assume that each user is interested in its own data stream. However, it should be clear that the algorithms we study here should be equally effective for the broadcast case.
To implement SIC at the user end, a decoding sequence should be established, which is related to the property of the channel degradedness in broadcast channel [9] . First, we consider Rayleigh fading channels, i.e.
where d i is the distance between the i th user and the base station (BS), η the path loss exponent, set to be 2 throughout this paper, and N the number of transmit antennas. The users can be ordered by considering only their large-scale pathloss attenuation, which is related to their distance to the BS. Another type of channel degradedness exists in Rician fading MIMO channels. Rician fading models both the LOS and the scattered signals, i.e H = (h 1 , h 2 ) = H los G l + H nlos G n if a two user case is considered, where
We use v k to denote the Rician K-factors. T , where d and λ is the distance between the neighboring elements and the wavelength respectively. The scalar θ i ∈ [0, +π] is the angle of arrival (AoA). We will discuss the application of superposition coding to the Rician MIMO channel in more detail in Section V.
For any given channel condition, an ordered set S = {u 1 , u 2 , . . . , u M } can then be used to represent both the entire users as well as the decoding sequence. A user with a larger index is considered to have stronger channel. Note that u i can always decode the information sent to u j for any j ≤ i under the following conditions
where γ i is a positive constant and SINR j i is the signal-tointerference-plus-noise ratio (SINR) for u i to decode u j 's information. Due to the effect of SIC, we can also write that
and the achievable rate for u i , denoted as R i is related to γ i by 2 Ri − 1 = γ i .
B. Optimization Problem Formulation
In this section, formal representations are provided for the two types of optimization problems that we are interested in this paper.
1) Minimum Power Beamforming Optimization:
We will first study the problem where the beamforming vectors are optimized to minimize the total transmission power with a fixed QoS constraint upon each user, as represented in (6) . The problem is denoted as the minimum power beamforming optimization and has received much attention in recent research such as [15] [16] [17] [18] .
It can be observed that although the objective function of problem (6) is convex, the constraints are not because of the quadratic terms on the left side of the inequalities.
2) Rate Region Computation:
To provide more insight into the characteristics of the combination of beamforming and superposition coding, we are also interested in the two user rate region computation problem, denoted as follows
where P is the upper limit for the total transmission power. The optimization objective is to find the optimal rate for the stronger user, i.e. User 2, with a lower rate bound (equivalently represented by the constant SINR threshold γ 1 ) on User 1.
III. MINIMUM POWER NON-ORTHOGONAL BEAMFORMING OPTIMIZATION
We start with studying the two-user minimum power optimization problem, i.e. (6) with M = 2. According to our prior analysis on the decoding sequence, u 1 is considered as the 'weaker user' and its information should be decoded at both receivers. To ease our analysis, we explicitly write this special case as follows min w1,w2
We propose a novel method that explicitly transforms this original problem into an SOCP. A fixed-point iterative algorithm as well as a novel water-filling type algorithm are proposed to produce optimal solutions with low computational complexity. Constraints similar to (8b) and (8c) are also frequently met in other beamforming optimizations, such as multi-group multicast beamforming where a single channel signature w 1 serves multiple downlink users [25] .
A. Conic Optimization Solution
First the beamforming vectors w 1 and w 2 in (8) are rotationally equivalent, i.e. for any θ i ∈ [0, 2π], after replacing the solution of w i with e jθi w i , the values of the terms in inequalities (8b)-(8d) and the objective function remain unchanged. Therefore (8d) can be transformed into
, which is a second-order conic constraint. However, it is not straightforward to apply such equivalent transformation to constraints (8b) and (8c) at the same time. The difficulty lies in the fact that unless h 1 and h 2 are linearly dependent, merely rotating w 1 is not sufficient to make both h H 1 w 1 and h H 2 w 1 non-negative at the same time. A rotational coefficient is further required to be explicitly multiplied with one of the term. To determine this coefficient, suppose that the QR decomposition of
where R is a 2 by 2 upper triangular matrix with non-negative diagonal entries, i.e. r 11 ≥ 0, r 22 ≥ 0. The columns of V form a part of an orthonormal basis of N-dimensional complex space. We impose the following fixed structure upon w 1
where K 1 , K 2 are positive real scalars. As later proved in Proposition 1, the optimality of the original problem can be achieved even when the fixed structure of (10) 
Since all of the constraints are of second-order conic type, we could solve (12) by using SOCP optimization tools and more importantly an optimal solution can be found. Since the feasible set of (12) could be different from (8), we now prove that the same optimal objective value can actually be achieved by solving either one of the problems. Proposition 1: Suppose that the optimal solutions of problem (8) and problem (12) 
holds, i.e. the two problems achieve the same objective value via their own optimal solutions. Proof: First, without loss of optimality, we could represent the optimal solution of w 1 as w o1 = α 1 v 1 + α 2 v 2 , where α 1 , α 2 are complex scalars. Then using (9), we could derive
Accordingly, by using (10), which is the structure of the solutions to (12), we could derive
To guarantee |h (17) and (18) are obtained as
We now use proof by contradiction to show that the relationship (a) in (17) can only be satisfied with equality. Suppose that the inequality is strict. Then to have
Due to (18) , this would further indicate that, w p1 2 < w o1 2 . Furthermore, to satisfy |h
w p2 | at the same time, the difference between w o2 and w p2 could simply be a rotation coefficient. Therefore, we would have w p1 2 + w p2 2 < w o1 2 + w o2 2 , which is contradicted by the fact that w o1 , w o2 are the optimal solution of the original problem.
In conclusion, we can construct one solution of (12) that achieves the same objective value as the one achieved by the optimal solution of (8) . Since the feasible set of (12) is also included by the feasible set of its original problem (8), we finally prove Proposition 1.
B. Solution Through Optimality Conditions
In this section, we deal with the problem of (8) by checking the Karush-Kuhn-Tucker (KKT) conditions. We highlight that [16] or [17] provides a low-complexity algorithm only for some special cases, while in this paper, by exploiting the structure of optimal solutions, we derive optimality achieving algorithms with low computational complexity for all scenarios.
As shown in [20] , for problem (8), the KKT conditions are both necessary and sufficient to achieve optimality under the condition that (8) is strictly feasible. For this required strict feasibility, it could be seen that as long as the channel gains are linearly independent, there is always a solution of (8) that satisfies the constraints strictly.
First, the Lagrangian function of problem (8) can be written as
where λ i ≥ 0, i = 1, 2, 3 are the three dual variables that correspond to constraints (8b), (8c) and (8d) respectively. According to previous analysis, when h 1 and h 2 are linearly independent, the following conditions should be both sufficient and necessary to achieve optimality: 1) Feasibility: Inequalities (8b),(8c),(8d) 2) Complementary Slackness: For i = 1, 2, 3, either λ i = 0 or the corresponding constraints should be satisfied with equality. 3) Zero Derivatives: Since the derivatives of the Lagrange function with respect to (w.r.t.) the dual variables equal to zero, we have
We can rewrite conditions (20) and (21) as follows
We define G as
Next we show that we could calculate the dual variables in (20) and (21) through solving a matrix equation. Inspired by Proposition 1 where we impose a fixed structure upon the solution without loss of optimality, we also assume (10) in the following derivation. We normalize the channel gain w.r.t. the noise for convenience so that z i has unit variance, i.e. σ 2 1 = σ 2 2 = 1. First, notice that at the optimal point the constraint (8d) should actually be satisfied with equality. This follows from the same argument as the ones made in typical orthogonal beamforming optimizations [18] . However, the equality may not hold for the other two constraints in problem (8) at the optimal point. Therefore due to complementary slackness, only λ 3 is guaranteed to be strictly positive and a case by case analysis should be made after taking the positivity of λ 1 and λ 2 into consideration. We start with the case where all dual variables are strictly positive. First by combining (10) with (22) 
where the second equation in (25) is obtained by combining (9) and (10). After taking the root square of (25), we obtain the following equation
Similarly, through computing h H 1 w 1 2 , we could also derive
Next by using (21), we obtain another equation indicating how to ascertain λ 3 when the other two dual variables are found
Through (8c) and (8d), we further have h
. Finally through (8b) and (27), we derive
Now that we have five independent equations (26)-(29), it becomes possible to find the five unknown variables, including the three dual variables and the coefficients in (10), i.e. K 1 and K 2 . In a similar way, we deal with the case when λ 1 = 0 or λ 2 = 0. All of these cases are covered in Algorithm 1 with
, where a ij is the absolute value of the inner product between h i and h j , R c = (γ 1 (γ 2 + 1)) 0.5 . A detailed analysis of the convergence properties for Stage-B in Algorithm 1 is provided in VI and we conclude the result in the following proposition. 
2: Solve the following linear equation set.
3: Update the dual variables with the obtained solutions x o and y o : λ Proof: Please see A. Due to the requirement for constraining the first derivative of the fixed point function, derived by merging (A.4) and (A.5), to be less than one, the initial point for the iteration should lie within a certain range to guarantee convergence (for details please check Appendix A). Therefore, only a local convergence result is obtained. To tackle this problem, we propose a novel incremental optimization method which is globally convergent, providing an alternative to Algorithm 1.
C. Incremental Optimization Algorithm
First we define problem (8) with constraint (8c) removed as the degraded problem, denoted as P D , to the original problem (8) . For P D , the optimal solution of w 1 , denoted as w 1od , should only contain one component along the h 1 . According to (10), we can write explicitly that
where K 1od > 0 and K 2od = 0. Similarly, we use w 2od to denote the optimal solution of w 2 to problem P D and without 
and K 21od and K 22od are used to denote the corresponding optimal values for the degraded problem P D . Now add constraint (8c) back to P D and the original problem is restored. If constraint (8c) is satisfied by the solution to P D , then the original problem has already been solved at the same time when we implement Stage-A in Algorithm 1 to solve problem P D . The next two parts of this section will first show that in practice, there can be high probability that the solution to P D fails to satisfy (8c). We define such a scenario as the non-degraded case. For this case, we discuss below how to find the optimal solution for the original problem. Meanwhile, we also propose to combine SCBF with ZFBF to further enhance the robustness of our algorithm to cases where channel asymmetry is less prominent.
1) Non-Degraded Case and the Combination of SCBF With ZFBF:
We note that in [16] , an efficient algorithm has also been given for the degraded problem. However, when constraint (8c) is not satisfied by the solution of P D , [16] fails to provide efficient algorithm to achieve optimality of the original problem. Let us use ND to denote the event where the optimal solution of P D is not equal to that of the original problem, i.e the non-degraded case. To characterize the frequency of the occurrence of ND in Rayleigh fading channels, we take N tot = 1000 independent channel realizations and compute probability of occurrence of ND . We define P zi as the total transmission power needed for the i th realization of channel when ZFBF is adopted and P si is the corresponding value when SCBF is used. We define ζ i = (P zi − P si )/P zi . Here using the notations in (8), the ZFBF beamforming vectors satisfy [17] . The numerical results are shown in Table I , where we also compute the mean value of ζ i , E(ζ) and the rooted mean square
. We see that when d 2 = 5m and d 2 = 10m, not only there is high probability that ND will happen, the performance gap between SCBF and ZFBF is also quite large (e.g for d 2 = 5m, ZFBF can use as much as 30% more transmission power than SCBF). This suggests that in the non-degraded case with channel asymmetry less prominent, SCBF does not outperform ZFBF all the time and there is a great amount of randomness w.r.t. which scheme would outperform the other one.
In [17] , the proposed algorithm works in a low-complexity manner only for the degraded problem. In the presence of ND , they have to solve the original problem (8) with a high computational burden. To obviate this problem, they propose to use ZFBF in the non-degraded case and therefore a performance loss is hard to be avoided. In our work, we compare the performance between ZFBF and SCBF every time when ND occurs and choose the better one of them. The easy implementation of this performance comparison is made possible by the novel low-complexity algorithm, that solves (8) even in the presence of ND , as we shall describe next.
2) Solving the Original Problem for the Non Degraded Case:
In this part we focus on the case when (8c) is not satisfied by the optimal solution of P D . At the optimal point of P D , it can be written that
where (38a), (38c) are due to the fact that (8b) and (8d) are active at the optimal point of P D . At the optimal point of the original problem of P D , the following equations are satisfied
where s 0 = |r * 11 r12| 2 |r12| 4 . Our main goal is to find out how to satisfy (39a)-(39c) starting from (38a)-(38c). More specifically, K 1 , K 2 should be varied appropriately to boost the left term value of inequality (38b). Another point worthwhile mentioning is that by comparing (38a)-(38c) and (39a)-(39c), we observe that there would be no benefit to make K 1 smaller than K 1od since K 1od is the optimal solution for P D . By further considering that K 2od = 0, we propose to quantify the efficiency of increasing K 1 and K 2 starting from K 1od and K 2od . One direct approach is by computing the partial derivative of the objective function, denoted as f = w 1 2 + w 2 2 , with respect to K 1 and K 2 . ∂f /∂K i could be viewed as the price to be paid if K i were increased and the efficiency of the change is considered as high when the derivative is small. At the optimal point, it should be expected that ∂f /∂K 1 = ∂f /∂K 2 .
For K 2 , a simple result is available as it only influences (8c) and the variation of K 2 is actually independent of w 2 . Therefore from (10), we could write that 
where C = γ 2 σ 2 2 . We denote the minimum point of g as
, which corresponds to the maximum ratio transmission (MRT) solution of w 2 . Notice that in the process of solving P D , due to the necessity of controlling the interference of w 2 to User 1, K 21od should be less than K 21m (recall that h 1 = r 11 v 1 and a larger K 21 results in a larger correlation between w 2 and h 1 ). Therefore the growth of K 1 leads K 21 to change towards its MRT solution. However, when K 21 reaches K 21m , (8b) or (39a) will no longer be activated and K 21 then becomes independent of K 1 . We express such a mathematical relationship as follows
where
, (43) is due to (41) and (44) is due to (38a). Notice that the term computed in (43) is negative and approaches zero as K 21 tends towards K 21m . We conclude that
The effect of increasing K 1 and K 2 is captured through (45) and (40). It is important to see that both of them are monotonically increasing. Note that by substituting
As can be derived from earlier discussions, this term should be negative when K 1 < K 1m and approaches zero as K 1 tends towards K 1m , where K 1m is related to
. On the other hand, by checking (44), we see that ∂K 21 /∂K 1 is a positive decreasing term with respect to K 1 . Therefore the product of the aforementioned two terms should be a monotonic increasing function of K 1 and ∂f /∂K 1 should also be monotonic increasing in its own domain. We then argue that the optimal solution is achieved if the following condition is met when Suppose (46) does not hold. Through the definition of partial derivative, better solution could be found by increasing the more efficient optimization variable, while decreasing the other one. Equation (47) follows from (8d). We show one typical case in Fig. 2 where the efficiency level is used to represent the condition of (46). It is interesting to note that satisfying (46) and (47) at the same time is analogous to procedures implemented in the water-filling algorithm, where the allocation principle for the transmission power is also related to the formation of a virtual level. Problem (8) now boils down to finding K 1 and K 2 that satisfy (46), (47), which is equivalent to solving the following equation under the condition that
where I + is indicator function for nonnegative real numbers,
It can be checked that h(K 1 ) is a piecewise smooth, continuous and most importantly, monotonic increasing function of K 1 . We conclude the above process in Algorithm 2. A detailed analysis of the searching for the solution of equation (48) is provided in the next section.
D. Computational Complexity Analysis
Compared to the second stage in Algorithm 1, which requires multiple computations of a matrix inverse, the main task in Algorithm 2 is to solve the non-linear one dimensional equation represented by (48). Due to the monotonicity and continuity of h(K 1 ), we can simplify the problem by considering whether K 1 ≥ K 1m is satisfied. We can check this condition by simply solving the following one-dimensional linear equation of K 1 ,
and if the solution K 1 > K 1m , then it is the right solution.
Otherwise, we need to solve the nonlinear equation
has positive and continuous second order derivatives and is therefore convex. By applying Newton's method [22] , the root to h(K 1 ) = 0 can be computed efficiently. The global convergence is guaranteed by the convexity of −h(K 1 ) and the continuity of its gradient on 
Therefore, the matrix inverse can be computed with complexity O(N ), where N is the number of antenna. The computational complexity for the searching stage, however, does not grow with N and can be considered as constant in an asymptotic analysis. By transforming problem (8) into the standard form of SOCP (as shown in Appendix B), the worst-case complexity for the SOCP and SDP methods can be obtained. We conclude the complexity results in Table II , where m is the number of constraints in (B.6a), n i is the number of rows in A i plus one [8] . As shown in (A.3), m = 4, n 1 = n 2 = n 4 = 3, n 3 = 2. Since both the SDP and SOCP methods require a complexity that grows quadratically with the number of antennas, it can be expected that Algorithm 2 has much lower computational complexity when the number of antennas is large. Table II also indicates that the SOCP method has lower worst-case complexity than its SDP counterpart.
IV. EXTENSION TO MORE THAN TWO RECEIVERS
AND TO RATE REGION OPTIMIZATION In this section, we first generalize the technique in Section III to cases where more than two layers of information are overlaid. In general cases, problem (6) is hard to be solved optimally. However, for M = 3 we do provide efficient algorithms that approach the optimal performance with reasonable computational complexity. We also generalize our method to the computation of the two user rate region achieved by SCBF. Finally to deal with larger networks, we design a hybrid precoding scheme that combines ZFBF and SCBF.
A. Sub-Optimal Multi-Layer Beamforming With Superposition Coding
First, we show that for each optimization problem in the form of (52), a set of coefficients can be found to transform the original problem into the SOCP without loss of optimality. Proof: We first prove that the transformed problem will achieve the optimal value of the original one. Suppose x o is the optimal solution of (52). Properly rotate each term on the right side of the constraint in (52), i.e. a i x, and we could always have
Proposition 3: Consider the following non-convex program
Note that this means that x o should lie in the feasible set of problem (53) with the same set of rotation coefficients as in (54). We finish our proof by showing that the feasible set of (53) is included by the feasible set of the original problem.
For every x providing a feasible solution to (53), it is easy to see that it also belongs to the feasible set of problem (52). Note that problem (8) is exactly of the same form as (52). Hence to solve problem (8), we first find a set of rotation coefficients and then transform the original problem. However, in scenarios where more than two users are involved, the rotation coefficients are difficult to be predetermined. We first write the QR decomposition
To guarantee the existence of such a QR decomposition and the invertibility of matrix R, we need to assume here that N ≥ M , i.e the number of transmit antennas is not smaller than the number of users. The beamforming vectors can be expressed
Corresponding to thethe signal component that is orthogonal to h 1 , h 2 , so that the QoS requirement is satisfied. Later through simulations, we demonstrate that with practical parameter setups the performance of our proposed method stays very close to the optimal one.
For the rate region computation problem (7), we can similarly transform the non-convex constraints into SOC constraints, as we deal with problem (6). It would also be possible to design more dedicated algorithms like the process we perform in Section III-B and Section III-C, which will be interesting future work.
C. Multi-User Hybrid Beamforming With User Grouping
In practice, far greater networks than the two user case are usually met. To bound the computational complexity, it would be attractive to combine SCBF with orthogonal multiplexing methods. One such combination is through user grouping. While SCBF is implemented within each group, zero-forcing is used to suppress the interference between groups. We partition the total users into M g = M/g mutually exclusive sub-groups of size g, which indicate the number of information layer multiplexed in the power domain. The i th group is represented by the ordered set S i = u i1 , . . . , u ig , the ordering of which is used to determine the decoding sequence. The scalar g represents the number of users multiplexed in power domain. ⊥ . We then derive the expressions for the effective channels.
We introduce matrix V[i], which forms an orthonormal basis of T [i]
⊥ . To ascertain V[i], write the QR decomposition as VR = F = PG, where P, the projection matrix is obtained as 
D. User Grouping Strategy
Since the effective channel R[i] is the projection of G[i] onto T [i]
⊥ , having users whose channels are highly correlated in the different groups would lead to a large performance loss for ZFBF. To bound the complexity, we use a simple greedy grouping method. First according to the large-scale attenuations, or equivalently the distances, users are classified into g layers L 1 , · · · , L g . Without loss of generality, suppose g = 2. Randomly pick one user from the first layer L 1 , whose channel gain is denoted as h i . Then from those users in L 2 , choose the one with h j that yields the largest value of |h
. Place these two users in the same subgroup and move on to implement the same procedure for the remaining users.
V. NUMERICAL SIMULATION AND ANALYSIS
In this section, we implement numerical stimulations to demonstrate the superiority of SCBF over the orthogonal transmission methods in both Rayleigh and Rician fading channels. Throughput performance achieved by SCBF for both the two-user and the multi-user cases is investigated. Finally, we compute the two-user rate region to further characterize its performance trend.
A. Numerical Results of SCBF in Rayleigh Fading Channel
Focusing on Rayleigh fading, the results have been averaged over the performance achieved by 100 independent channel realizations. Results concerning the relationship between the total transmission power and the sum rate are shown in Fig. 3(a) for the two-user case. It can be observed that Algorithm 2 in general achieves the best performance, with a power gain up to 1dB for the high SNR region over the [7] . The heuristic algorithm in [15] and [17] are strictly outperformed by our method. Both the performance of Algorithm 3 with M = 3 and that achieved by the method proposed in Section III.B are shown in Fig. 3(b) . The number of iterations for Algorithm 3 is fixed to be 5. The two methods yield very similar performance, both outperforming the other two orthogonal schemes at higher rates. Meanwhile we find Assumption 1 is satisfied over 90% of the time and when satisfied the performance gap between SOCP under CLD and the optimal solution is negligible. At lower rates, since the noise becomes the dominated factor affecting the transmission rate, TDMA achieves the best performance.
Among the five candidate schemes that we are comparing in our simulations, except for TDMA and [17] , all the other three methods employ certain types of iterative algorithms. The method applied in [15] is based on the nonlinear Gauss-Seidel (GS) algorithm. At each iteration, an unconstrained optimization that further demands iterative searching is needed. Compared to this, both Algorithm 2, and the conventional optimization in [7] require solving fixed point equations. Since one more layer of iterations are needed in [15] , the running time required by [15] is generally higher than Algorithm 2 and [7] . For the two user case, [7] needs to solve two fixed point equations while Algorithm 2 only requires solving one. Therefore, our method can be considered as more computational efficient in the sense of having fewer equations to solve.
B. Multi-User Hybrid Beamforming With User Grouping
In this section, two groups of users are considered with one distributed around 1 meter away from the BS and the other around d = 5 meters away from the BS. We assume an even rate allocation and that the number of transmitter antennas and users are both 8. Setting g = 2, the users are partitioned into M/g = 4 sub-groups. The user grouping strategy will be used as Section IV-D. We observe in Fig. 4(a) that Hybrid BF achieves significant performance gain over the other schemes when the sum rate is over 16 bit/s/Hz, while [7] achieves better results at lower rates. We also test the performance of the combination of Zero-forcing and TDM, i.e. ZFBF is applied to control the inter-group interference while TDM is used within a group. This scheme yields similar performance as Hybrid BF at low SNRs. The dotted line is H-NOMA proposed in [17] while the starred line combines the sub-optimal NOMA beamforming in [17] with user grouping. It is clearly seen that the performance gain of Hybrid BF comes partially from applying optimal solution and provides extra gain from user grouping.
C. SCBF in Rician Fading Channels
We assume d/λ to be 0.5 and a even rate allocation (γ 1 = γ 2 ). As seen in Fig. 5 , SCBF outperforms the other two schemes at all tested rates. Note that we set δθ = θ 2 − θ 1 = π/6. As δθ becomes larger, the two channels would become less correlated and the performance gap between the orthogonal BF scheme and SCBF is expected to decrease. It can be seen that in Rician fading, the channel degradedness of could be created not only by the difference in distances between the transmitter and the receivers, but also by appropriate geometric positions of users and their visibility to the transmitter.
D. Two User Rate Region of Beamforming With Superposition Codin
In this section, through numerical computations of the rate region achieved by SCBF, we quantify the impact on the efficiency of SCBF brought by transmission power, channel correlation and channel asymmetry. To facilitate the analysis, we adopt a special channel model
where α i and Δ i are respectively the attenuation coefficient and the phase offset coefficient associated with the i th user. Note that as the difference between Δ 1 and Δ 2 , denoted as δ, changes from 0 to 1, |h H 1 h 2 | varies from 1 to 0. We fix the stronger user's channel gain α 2 to be 1. From Fig. 6 , it can be observed that the rate regions achieved by the two user SCBF are relatively unchanged by the variation of the correlation between the channel gains. This explains why SCBF provides better performance than orthogonal beamforming scheme since the latter one would degrade significantly as the channel correlation grows.
Finally by fixing δ, we show how the rate region is related to the transmission power and the degree of channel asymmetry (represented by different values of α 1 ). We simulate cases with total transmission powers of P = 33 dB (the dashed lines) and 23 dB (the solid lines) respectively and also with multiple levels of attenuation of the weaker channel. The comparison between SCBF and TDMA becomes very straightforward in Fig. 7 , as the rate region achieved by TDMA is approximately the line segment between the first and the last point belonging to the rate region achieved by SCBF. For example, as can be seen in Fig. 7 , when the channels are symmetric, i.e. α = 1, the achievable region achieved by TDMA will coincide with that achieved by SCBF. More interestingly, it can be seen that the beginning part of a typical rate region consists of a unit-slope linear part, which means that the rate trade-off between the two users follows the case where TDMA is applied to symmetric channels. As the weaker user rate continues to increase, there is then a rapid deterioration of the strong user's rate.
VI. CONCLUSION
In this paper, we study the optimization algorithms for beamforming with superposition coding. A novel convex approximation method is proposed first, based on which we design several efficient algorithms to solve the power minimization and the rate maximization problems. We also propose to combine SCBF with ZFBF through user grouping. Optimal results are guaranteed to be found for the two user case and we experimentally show that a nearly optimal performance can be achieved for the three user case with practical problem setups. Numerical simulations demonstrate that the proposed methods outperform the baseline references significantly. Particularly in Rician fading channels, the SCBF transmission scheme could achieve a 2 to 3 dB power gain over the orthogonal multiplexing method at both moderate and high SNRs. . Now after replacing λ 1 in (A.4) with the above function, i.e. λ 2 = u(v(λ 2 )), we derive a fixed point iteration that is equivalent to the original iteration process in Algorithm 1.
APPENDIX
