In this paper we consider general l 0 -norm minimization problems, that is, the problems with l 0 -norm appearing in either objective function or constraint. In particular, we first reformulate the l 0 -norm constrained problem as an equivalent rank minimization problem and then apply the penalty decomposition (PD) method proposed in [33] to solve the latter problem. By utilizing the special structures, we then transform all matrix operations of this method to vector operations and obtain a PD method that only involves vector operations. Under some suitable assumptions, we establish that any accumulation point of the sequence generated by the PD method satisfies a first-order optimality condition that is generally stronger than one natural optimality condition. We further extend the PD method to solve the problem with the l 0 -norm appearing in objective function. Finally, we test the performance of our PD methods by applying them to compressed sensing, sparse logistic regression and sparse inverse covariance selection. The computational results demonstrate that our methods generally outperform the existing methods in terms of solution quality and/or speed.
Introduction
Nowadays, there are numerous applications in which sparse solutions are concerned. For example, in compressed sensing, a large sparse signal is decoded by using a relatively small number of linear measurements, which can be formulated as finding a sparse solution to a system of linear equalities and/or inequalities. The similar ideas have also been widely used in linear regression. Recently, sparse inverse covariance selection becomes an important tool in discovering the conditional independence in graphical model. One popular approach for sparse inverse covariance selection is to find an approximate sparse inverse covariance while maximizing the log-likelihood (see, for example, [12] ). Similarly, sparse logistic regression has been proposed as a promising method for feature selection in classification problems in which a sparse solution is sought to minimize the average logistic loss (see, for example, [36] ). Mathematically, all these applications can be formulated into the following l 0 -norm minimization problems: min x {f (x) : x J 0 ≤ r, x ∈ X },
min x {f (x) + ν x J 0 : x ∈ X } (2)
Notation
In this paper, the symbol ℜ n denotes the n-dimensional Euclidean space, and the set of all m × n matrices with real entries is denoted by ℜ m×n . The space of symmetric n × n matrices will be denoted by S n . If X ∈ S n is positive semidefinite, we write X 0. The cone of positive semidefinite (resp., definite) matrices is denoted by S n + (resp., S n ++ ). Given matrices X and Y in ℜ m×n , the standard inner product is defined by X, Y := Tr(XY T ), where Tr(·) denotes the trace of a matrix. The Frobenius norm of a real matrix X is defined as X F := Tr(XX T ). The rank of a matrix X is denoted by rank(X). We denote by I the identity matrix, whose dimension should be clear from the context. We define the operator D : ℜ n → ℜ n×n as follows:
and D * denotes its adjoint operator, that is, D * (X) ∈ ℜ n is the vector extracted from the diagonal of X for any X ∈ ℜ n×n . Given an n × n matrix X, D(X) denotes a diagonal matrix whose ith diagonal element is X ii for i = 1, . . . , n. Given an index set J ⊆ {1, . . . , n}, |J| denotes the size of J, X J denotes the submatrix formed by the columns of X indexed by J. Likewise, x J denotes the subvector formed by the entries of x indexed by J. For any real vector, · 0 and · 2 denote the cardinality (i.e., the number of nonzero entries) and the Euclidean norm of the vector, respectively. Given a real vector space U and a closed set C ⊆ U, let dist(·, C) : U → ℜ + denote the distance function to C measured in terms of · , that is, dist(u, C) := inf u∈C u −ũ ∀u ∈ U.
Finally, N C (x) and T C (x) denote the normal and tangent cones of C at any x ∈ C, respectively.
Technical results on special l 0 -norm minimization
In this section we show that a class of l 0 -norm minimization problems have closed form solutions, which will be used to develop penalty decomposition methods for solving problems (1) and (2) in Sections 3.
Proposition 2.1 Let X i ⊆ ℜ and φ i : ℜ → ℜ for i = 1, . . . , n be given. Suppose that r is a positive integer and 0 ∈ X i for all i. Consider the following l 0 -norm minimization problem:
Letx * i ∈ Arg min{φ i (x i ) : x i ∈ X i } and I * ⊆ {1, . . . , n} be the index set corresponding to r largest values of {v * i } n i=1 , where v * i = φ i (0) − φ i (x * i ) for i = 1, . . . , n. Then, x * is an optimal solution of problem (4) , where x * is defined as follows:
i if i ∈ I * ; 0 otherwise, i = 1, . . . , n.
Proof. By the assumption 0 ∈ X i for all i, and the definitions of x * ,x * and I * , we clearly see that x * ∈ X 1 × · · · × X n and x * 0 ≤ r. Hence, x * is a feasible solution of (4) . It remains to show that φ(x) ≥ φ(x * ) for any feasible point x of (4). Indeed, let x be arbitrarily chosen such that x 0 ≤ r and x ∈ X 1 × · · · × X n , and let J = {i|x i = 0}. Clearly, |J| ≤ r = |I * |. LetĪ * andJ denote the complement of I * and J, respectively. It then follows that |J ∩ I * | = |I * | − |I * ∩ J| ≥ |J| − |I * ∩ J| = |J ∩Ī * |.
In view of the definitions of x * , I * ,Ī * , J andJ, we further have
where the last inequality follows from the definition of I * and the relation |J ∩ I * | ≥ |J ∩Ī * |. Thus, we see that φ(x) ≥ φ(x * ) for any feasible point x of (4), which implies that the conclusion holds.
It is straightforward to show that the following result holds.
Proposition 2.2 Let X i ⊆ ℜ and φ i : ℜ → ℜ for i = 1, . . . , n be given. Suppose that ν ≥ 0 and 0 ∈ X i for all i. Consider the following l 0 -norm minimization problem:
. . , n. Then, x * is an optimal solution of problem (5) , where x * is defined as follows:
Penalty decomposition methods
In this section we propose penalty decomposition (PD) methods for solving problems (1) and (2) . Throughout this section, we make the following assumption for problems (1) and (2).
Assumption 1
Problems (1) and (2) are feasible, and moreover, at least a feasible solution, denoted by x feas , is known.
For convenience of presentation, we first consider the case J = {1, . . . , n}, and problems (1) and (2) accordingly become
respectively. The subsequent results developed for problems (6) and (7) can be straightforwardly extended to problems (1) and (2). We will address such an extension at the end of this section. We next propose PD methods for solving problems (6) and (7) . In particular, we first reformulate problem (6) as an equivalent rank minimization problem and then apply the PD method proposed in [33] to solve the latter problem. By utilizing the special structures of the problem, we then transform all matrix operations of the PD method to vector operations and obtain a PD method that only involves vector operations. Finally, we extend the PD method to solve problem (7) .
We now define the set X M and the function f M as follows:
It is easy to see that problem (6) is equivalent to
which can be suitably solved by the PD method proposed in [33] . Before reviewing this method, we introduce some notations as follows:
We are now ready to present the PD method proposed in Section 4.1 of [33] for solving problem (9) (or, equivalently, (6)).
Penalty decomposition method for (9):
Let {ǫ k } be a positive decreasing sequence. Let ̺ 0 > 0, σ > 1 be given. Choose an arbitrary Y 0 0 ∈ Y M and a constant Υ ≥ max{f (x feas ), min
1) Set l = 0 and apply the block coordinate descent (BCD) method to find an approximate solution
by performing steps 1a)-1d):
for some
then go to step 2).
1d) Set l ← l + 1 and go to step 1a).
2) Set ̺ k+1 := σ̺ k .
3) If min
4) Set k ← k + 1 and go to step 1).
end By letting Ω = S n , it follows from Corollary 4.3 of [33] that the approximate solution (X k , Y k ) ∈ X M × Y M for problem (13) satisfying (14) can be found by the BCD method described in steps 1a)-1d) within a finite number of iterations. In addition, we observe from step 1a) that X k l ∈ D n . It follows from this relation and Corollary 2.9 of [33] that there exists a diagonal optimal solution for the problem
Throughout the remainder of this section, we thus assume that Y k l defined in step 1b) is a diagonal matrix, namely,
Using the special structure of problem (9), we next establish a convergence result for the above PD method under a weaker constraint qualification condition than the one stated in Theorem 4.1 of [33] .
} be the sequence generated by the above PD method satisfying (14) and (15) . Suppose that the level set X Υ := {X ∈ X M |f M (X) ≤ Υ} is compact. Then, the following statements hold:
and X * is a feasible point of problem (9) . Moreover, if the following condition
holds, then the subsequence {Z k } k∈K is bounded, where
Proof. The statement (a) and the first part of statement (b) immediately follow from Theorem 4.1 of [33] by letting Ω = S n . We next prove the second part of statement (b). In view of (11), (12), (14) and the definition of Z k , we have
We now claim that the subsequence {Z k } k∈K is bounded. Suppose not, by passing to a subsequence if necessary, we can assume that {Z k } k∈K → ∞. LetZ k = Z k / Z k F for all k. Without loss of generality, assume that {Z k } k∈K →Z (otherwise, one can consider its convergent subsequence). Clearly, Z F = 1.
Dividing both sides of the inequalities in (18) by Z k F , taking limits as k ∈ K → ∞, and using the semicontinuity of N X M (·) (see Lemma 2.42 of [41] ) we obtain that
By (16) and the factZ ∈ D n , there exist
It then follows from this equality,Z ∈ D n and d D ∈ D r that
which together with (19) and the relation d X ∈ T X M (X * ) implies that Z 2 F ≤ 0, which contradicts the identity Z F = 1. Thus, {Z k } k∈K is bounded. Now let Z * be an accumulation point of {Z k } k∈K . By passing to a subsequence if necessary, we can assume that
Taking limits on both sides of the inequalities in (18) as k ∈ K → ∞, and using the semicontinuity of N X M (·), we immediately see that the first three relations of (17) hold. In addition, the last relation of (17) holds due to the identities
From Theorem 3.1 (b), we see that under condition (16) , any accumulation point (X * , U * , (17) . Thus, (X * , U * , V * ) together with Z * satisfies the firstorder optimality (i.e., KKT) conditions of the following reformulation of (9) (or, equivalently, (6)).
We observe that almost all operations of the above PD method are matrix operations, which appear to be inefficient compared to vector operations. By utilizing the special structures, we next show that the above PD method can be transformed into the one only involving vector operations. Before proceeding, we define
Letting y k l = D * (Y k l ) and using (11) and Corollary 2.9 of [33] , we can observe that the solutions Y k l+1 and X k l+1 of the subproblems in steps 1a) and 1b) above are given by
In addition, the inner termination conditions (14) can be similarly transformed into the one only involving vector operations. We are now ready to present the resulting PD method for solving problem (6).
Penalty decomposition method for (6):
Let {ǫ k } be a positive decreasing sequence. Let ̺ 0 > 0, σ > 1 be given. Choose an arbitrary y 0 0 ∈ Y and a constant Υ ≥ max{f (x feas ), min x∈X q ̺ 0 (x, y 0 0 )}. Set k = 0. 1) Set l = 0 and apply the BCD method to find an approximate solution (x k , y k ) ∈ X × Y for the penalty subproblem min{q
3) If min
end
Remark. The condition (22) is mainly used to establish global convergence for the above method. Nevertheless, it may be hard to verify (22) practically unless X is simple. On the other hand, we observe that the sequence {q ̺ k (x k l , y k l )} is non-increasing for any fixed k. In practical implementation, it is thus reasonable to terminate the BCD method based on the progress of {q ̺ k (x k l , y k l )}. Another reasonable termination criterion for the BCD method is max
for some ǫ I > 0. Similarly, we can terminate the outer iterations of the above method once
for some ǫ O > 0. In addition, given that problem (21) is nonconvex, the BCD method may converge to a stationary point. To enhance the quality of approximate solutions, one may execute the BCD method multiple times starting from a suitable perturbation of the current approximate solution. In detail, at the kth outer iteration, let (x k , y k ) be a current approximate solution of (21) obtained by the BCD method, and let r k = y k 0 . Assume that r k > 1. Before starting the (k + 1)th outer iteration, one can apply the BCD method again starting from y k 0 ∈ Arg min{ y − y k 2 : y 0 ≤ r k − 1} and obtain a new approximate solution (
= (x k ,ỹ k ) and repeat the above process. Otherwise, one can terminate the kth outer iteration and start the next outer iteration. Finally, it follows from Proposition 2.1 that the subproblem in step 1a) has closed form solution.
Theorem 3.2 Assume that ǫ k → 0. Let {(x k , y k )} be the sequence generated by the above PD method and J k = {j k 1 , . . . , j k r } a set of r distinct indices such that (y k ) j = 0 for all j / ∈ J k . Suppose that the level set X Υ := {x ∈ X |f (x) ≤ Υ} is compact. Then, the following statements hold:
Then, x * = y * and x * is a feasible point of problem (6) . Moreover, there exists a subsequence K such that {(x k , y k )} k∈K → (x * , y * ) and J k = J * for some index set J * when k ∈ K is sufficiently large. Furthermore, if the following condition (14) and (15) . Clearly, (15) holds. Further, in view of (8), (11), (12) and (20), we have
and hence
which together with (22) implies that the first relation of (14) holds. In addition, by the definition of y k , we know that
which together with the definitions of
Using this relation and the definitions of
is bounded, which together with the definitions of X k and Y k implies that statement (a) holds. We next show that statement (b) also holds. Since (x * , y * ) is an accumulation point of
It then follows that J k = J * when k ∈ K is sufficiently large, and moreover,
It then follows from Theorem 3.1 (b) that X * = Y * and X * is a feasible point of problem (9) , which together with (8) and the definitions of X * and Y * implies that x * = y * and x * is a feasible solution of problem (6) . Using the relation U * = I J * , (25) and the definitions of X M and X * , we have
It then follows that (16) holds. Thus, by Theorem 3.1 (b), we know that
is bounded and each accumulation point Z * of {Z k } k∈K together with (X * , U * , D * ) satisfies (17) . Then, by the definitions of X k and Y k , we conclude that {z k } k∈K is bounded. In addition, recall that
, and J k = J * for sufficiently large k ∈ K. In view of these facts and the relation x * = y * , we have D * = D(x * J * ). Also, we easily observe that Z * = D(z * ) and N X M (X * ) = {D(x) : x ∈ N X (x * )}. Using these results, the relation U * = I J * and the definitions of f M (·) and X * , we can easily conclude from (17) that (26) holds.
Remark. Let x * and J * be defined in Theorem 3.2. It is easy to observe that I * = {j : x * j = 0} ⊆ J * , but they may not be equal each other. In addition, when I * = J * , (26) is generally stronger than the following natural first-order optimality condition (29) for problem (6) . Indeed, suppose further that x * is a local minimum of (6) . Then x * is clearly a local minimum of min x∈X {f (x) :
We now assume that the constraint qualification
holds at x * for problem (27) . It then follows from Theorem 3.38 on page 134 of [41] that there exists
On the other hand, we can see that (28) implies (25) holds. It then follows from Theorem 3.2 that the optimality condition (26) holds. Clearly, when I * = J * , (26) is generally stronger than (29) . For example, when r = n and J = {1, . . . , n}, problem (1) reduces to
and (26) becomes the standard first-order optimality condition for the above problem. But (29) clearly not when I * = {1, . . . , n}.
We next extend the PD method proposed above to solve problem (7). Clearly, (7) can be equivalently reformulated as min
Given a penalty parameter ̺ > 0, the associated quadratic penalty function for (30) is defined as
We are now ready to present the PD method for solving (30) (or, equivalently, (7)) in which each penalty subproblem is approximately solved by a BCD method.
Penalty decomposition method for (7):
Let ̺ 0 > 0, σ > 1 be given. Choose an arbitrary y 0 0 ∈ ℜ n and a constant Υ such that Υ ≥ max{f (x feas )+ ν x feas 0 , min x∈X p ̺ 0 (x, y 0 0 )}. Set k = 0.
1) Set l = 0 and apply the BCD method to find an approximate solution (x k , y k ) ∈ X × ℜ n for the penalty subproblem
by performing steps 1a)-1c):
end
Remark. In view of Proposition 2.2, the BCD subproblem in step 1a) has closed form solution. In addition, the practical termination criteria proposed for the previous PD method can be suitably applied to this method. Moreover, given that problem (32) is nonconvex, the BCD method may converge to a stationary point. To enhance the quality of approximate solutions, one may apply a similar strategy as mentioned above by executing the BCD method multiple times starting from a suitable perturbation of the current approximate solution. In addition, by a similar argument as in the proof of Theorem 3.2, we can show that every accumulation point of the sequence {(x k , y k )} is a feasible point of (30) . Nevertheless, it is not clear whether a similar convergence result as in Theorem 3.2 (b) can be established due to the discontinuity and nonconvexity of the objective function of (7).
Before ending this section we remark that the above PD methods for problems (6) and (7) can be easily extended to solve (1) and (2) simply by replacing the set Y appearing in these methods by
Moreover, using a similar argument as in the proof Theorem 3.2, we can establish the following convergence result for the resulting PD method when applied to solve problem (1).
Theorem 3.3
Assume that ǫ k → 0. Let {(x k , y k )} be the sequence generated by the above PD method with Y given in (33) , and J k = {j k 1 , . . . , j k r } a set of r distinct indices in J such that (y k ) j = 0 for all j ∈ J \ J k . Suppose that the level set X Υ := {x ∈ X |f (x) ≤ Υ} is compact. Then, the following statements hold:
Then, x * = y * and x * is a feasible point of problem (6) . Moreover, there exists a subsequence K such that {(x k , y k )} k∈K → (x * , y * ) and J k = J * for some index set J * ⊆ J when k ∈ K is sufficiently large. Furthermore, if the following condition
whereJ is the complement of J in {1, . . . , n}.
Remark. By a similar argument as in an early remark, we can observe that (34) is generally stronger than the following natural first-order optimality condition for problem (1):
where I * = {j ∈ J : x * j = 0}.
Numerical results
In this section, we conduct numerical experiments to test the performance of our PD methods proposed in Section 3 by applying them to solve sparse logistic regression, sparse inverse covariance selection, and compressed sensing problems. All computations below are performed on an Intel Xeon E5410 CPU (2.33GHz) and 8GB RAM running Red Hat Enterprise Linux (kernel 2.6.18).
Sparse logistic regression problem
In this subsection, we apply the PD method studied in Section 3 to solve sparse logistic regression problem, which has numerous applications in machine learning, computer vision, data mining, bioinformatics and neural signal processing (see, for example, [3, 47, 29, 38, 20, 39] ). Given n samples {z 1 , . . . , z n } with p features, and n binary outcomes b 1 , . . . , b n , let a i = b i z i for i = 1, . . . , n. The average logistic loss function is defined as
for some model variables v ∈ ℜ and w ∈ ℜ p , where θ is the logistic loss function θ(t) := log(1 + exp(−t)).
Then the sparse logistic regression problem can be formulated as
where r ∈ [1, p] is some integer for controlling the sparsity of the solution. Given that problem (35) is typically hard to solve, one common approach in literature is to solve the l 1 -norm regularization of (35) instead, namely, min
where λ ≥ 0 is a regularization parameter (see, for example, [25, 15, 37, 43, 27] ). Our aim below is to apply the PD method studied in Section 3 to solve (35) directly. Letting x = (v, w), J = {2, . . . , p + 1} and f (x) = l avg (x 1 , x J ), we can see that problem (35) is in the form of (1). Thus the PD method studied in Section 3 can be suitably applied to solve (35) . Moreover, we observe that the main computational part of the PD method when applied to (35) lies in solving the subproblem arising in step 1a), which is in the form of
for some ̺ > 0 and c ∈ ℜ p+1 . Due to the similarity between (36) and (37), the interior point method (IPM) studied in [25] can be properly modified to solve problem (37) in which Newton's search direction is approximately computed by a preconditioned conjugate gradient method. We now address the initialization and termination criteria for our PD method when applied to (35) . In particular, we randomly generate z ∈ ℜ p+1 such that z J 0 ≤ r and set the initial point y 0 0 = z. In addition, we choose the initial penalty parameter ̺ 0 to be 0.1, and set the parameter σ = √ 10. We use (23) and (24) as the inner and outer termination criteria for the PD method and set their associated accuracy parameters ǫ I and ǫ O to be 10 −4 .
Next we conduct numerical experiments to test the performance of our PD method for solving the sparse logistic regression problem (35) on some real and random data. We also compare the results of our method with the IPM [25] which solves problem (36) . The code of our PD method is written in Matlab while the code of the IPM is written in C that is downloaded from http : //www.stanf ord.edu/ ∼ boyd/l1 logreg.
In the first experiment, we compare the quality of the solution of our PD method with the IPM on three small-or medium-sized benchmark data sets which are from the UCI machine learning bench market repository [35] and other sources [21] . The first data set is the colon tumor gene expression data [21] with more features than samples, the second is the ionosphere data [35] with less features than samples, and the third is the Internet advertisements data [35] with roughly same magnitude of features as samples. We discard the samples with missing data, and standardize each data set so that the sample mean is zero and the sample variance is one. For each data set, we first apply the IPM to solve problem (36) with four values of regularization parameter λ, which are 0.5λ max , 0.1λ max , 0.05λ max , and 0.01λ max , where λ max is the upper bound on the useful range of λ that is defined in [25] . For each such λ, let w * λ be the approximate optimal w obtained by the IPM. Then we apply our PD method to solve problem (35) with r = w * λ 0 so that the resulting approximate optimal w is at least as sparse as w * λ . In order to compare the quality of the solutions given by both methods, we now introduce a criterion, that is, error rate. Given any model variables (v, w) and a sample vector z ∈ ℜ p , the outcome predicted by (v, w) for z is given by
where
Recall that z i and b i are the given samples and outcomes for i = 1, . . . , n. The error rate of (v, w) for predicting the outcomes b 1 , . . . , b n is defined as
The computational results are presented in Table 1 . In detail, the name and dimensions of each data set are given in the first three columns. The fourth column gives the ratio between the regularization parameter λ and its upper bound λ max that is mentioned above. The fifth column lists the value of r, that is, the cardinality of w * λ which is defined above. In addition, the average logistic loss and error rate for the IPM and PD are reported in columns six to nine. We can observe that our PD method substantially outperforms the IPM as it generally achieves lower average logistic loss and error rate while the sparsity of both solutions is same. As the IPM and our PD are coded in different programming languages, we choose not to compare the speed of these two methods. But we shall mention that the PD method is capable of solving large-scale problems efficiently as shown in the test on some random data sets below.
In this experiment, we test our PD method on the random problems of six different sizes. For each size, we generate 100 instances. In particular, the first two groups of instances have more features than samples, the second two groups of instances have more samples than features, and the last two groups of instances have the same number of features as samples. The samples {z 1 , . . . , z n } with p features and their corresponding outcomes b 1 , . . . , b n are generated in the same manner as described in [25] . In detail, for each instance we choose an equal number of positive and negative samples, that is, m + = m − = m/2, where m + (resp., m − ) is the number of samples with outcome 1 (resp., −1). The features of positive (resp., negative) samples are independent and identically distributed, drawn from a normal distribution N (µ, 1), where µ is in turn drawn from a uniform distribution on [0, 1] (resp., [−1, 0]). For each such instance, we apply the PD method to solve problem (35) with r = 0.1p, 0.3p, 0.5p, 0.7p and 0.9p, respectively. The average CPU time of the PD method of each group of 100 instances is reported in Table 2 . We see that our PD method is capable of solving all the problems in a reasonable amount of time. Moreover, the CPU time of our PD method grows gradually as r decreases.
Sparse inverse covariance selection problem
In this subsection, we apply the PD method proposed in Section 3 to solve the sparse inverse covariance selection problem, which has numerous real-world applications such as speech recognition and gene network analysis (see, for example, [2, 14] ). Given a sample covariance matrix Σ ∈ S p ++ and a set Ω consisting of pairs of known conditionally independent nodes, the sparse inverse covariance selection problem can be formulated as
∈ Ω, i = j}, and r ∈ [1, |Ω|] is some integer for controlling the sparsity of the solution. Given that problem (38) is typically hard to solve, one common approach in literature is to solve the l 1 -norm regularization of (38) instead, namely,
where {ρ ij } (i,j)∈Ω is a set of regularization parameters (see, for example, [10, 11, 1, 31, 32, 19, 48, 30] ). Our aim below is to apply the PD method studied in Section 3 to solve (38) directly.
Letting X = {X ∈ S p + : X ij = 0, (i, j) ∈ Ω} and J =Ω, we clearly see that problem (38) is in the form of (1) and thus it can be suitably solved by the PD method studied in Section 3 with
Notice that the main computational parts of the PD method when applied to (38) lies in solving the subproblem arising in step 1a), which is in the form of
for some ̺ > 0 and C ∈ S p . Given that problem (40) generally does not have closed-form solution, we now slightly modify the above sets X and Y by replacing them by
respectively, and then apply the PD method presented in Section 3 to solve (38) with such X and Y. For the resulting PD method, the subproblem arising in step 1a) is in the form of
for some ̺ > 0 and C ∈ S p . It can be easily shown that problem (41) has closed-form solution given by V D(x * )V T , where x * i = (λ i + λ 2 i + 4/̺)/2 for all i and V D(λ)V T is the eigenvalue decomposition of C for some λ ∈ ℜ p (see, for example, Proposition 2.7 of [33] ). In addition, it follows from Proposition 2.1 that the subproblem arising in step 1b) has closed-form solution. A similar convergence result as in Theorem 3.2 can also be established for such a PD method.
We now address the initialization and termination criteria for the above PD method. In particular, we choose the initial point Y 0 0 = ( D(Σ)) −1 . Moreover, we choose the initial penalty parameter ̺ 0 to be 1, and set the parameter σ = √ 10. We use (23) and (24) as the inner and outer termination criteria for the PD method and set their associated accuracy parameters ǫ O = 10 −4 and ǫ I = 10 −4 , 10 −3 for the random and real data below, respectively.
Next we conduct numerical experiments to test the performance of our PD method for solving sparse inverse covariance selection problem (38) on some random and real data. We also compare the results of our method with the proximal point algorithm (PPA) [48] which solves problem (39) . The codes of both methods are written in Matlab. In addition, both methods call the LAPACK routine dsyevd.f [26] for computing the full eigenvalue decomposition of a symmetric matrix, which is faster than the Matlab's eig routine when p is larger than 500.
In the first experiment, we compare the performance of our PD method with the PPA on a set of instances which are randomly generated in a similar manner as described in [10, 31, 32, 48, 30] . In particular, we first generate a true covariance matrix Σ t ∈ S p ++ such that its inverse (Σ t ) −1 is with the density prescribed by δ, and set
We then generate the matrix B ∈ S p by letting
where V ∈ S p contains pseudo-random values drawn from a uniform distribution on the interval [−1, 1], and τ is a small positive number. Finally, we obtain the following sample covariance matrix:
where ϑ is a small positive number. Specifically, we choose τ = 0.15, ϑ = 1.0e − 4 and randomly generate the instances with δ = 10%, 50% and 100%, respectively. It is clear that for δ = 100%, the set Ω is an empty set. In addition, for all (i, j) ∈Ω, we set ρ ij = ρΩ for some ρΩ > 0. Also, we set Tol = 10 −6 for the PPA. For each instance, we first apply the PPA to solve problem (39) with four values of regularization parameter ρΩ, which are 0.01, 0.05, 0.1 and 0.5. For each ρΩ, letX * be the solution obtained by the PPA. Then we apply our PD method to solve problem (38) with r = (i,j)∈Ω X * ij 0 so that the resulting solution is at least as sparse asX * . As mentioned in [49] , to evaluate how well the true inverse covariance matrix (Σ t ) −1 is recovered by a matrix X ∈ S p ++ , we can compute the normalized entropy loss which is defined as follows:
The performance of the PPA and our PD method on these instances is presented in Tables 3-5 , respectively. In each table, the row size p of Σ is given in column one. The size of Ω is given in column two. The values of ρΩ and r are given in columns three and four. The log-likelihood defined in terms of the objective value of (38)), the normalized entropy loss and CPU time (in seconds) of the PPA and our PD method are given in the last six columns, respectively. We can observe that the CPU times of both methods are comparable when δ is small, but our PD method is substantially faster than the PPA when δ is large. Moreover, our PD method outperforms the PPA in terms of the quality of solutions as it achieves larger log-likelihood and smaller normalized entropy loss. Our second experiment is similar to the experiment conducted in [10, 32] . We intend to compare the sparsity recovery ability of our PD method with the PPA. To this aim, we specialize p = 30 and (Σ t ) −1 ∈ S p ++ to be the matrix with diagonal entries around one and a few randomly chosen, nonzero off-diagonal entries equal to +1 or −1. And the sample covariance matrix Σ is then generated by the aforementioned approach. In addition, we set Ω = {(i, j) : (Σ t ) −1 ij = 0, |i − j| ≥ 15} and ρ ij = ρΩ for all (i, j ∈Ω), where ρΩ is the smallest value such that the total number of nonzero off-diagonal entries of the approximate solution obtained by the PPA when applied to (39) 
ij 0 . Also, we set Tol = 10 −6 for the PPA. The PPA and PD methods are then applied to solve the models (39) and (38) with the aforementioned ρ ij and r, respectively. In Figure 1 , we plot the sparsity patterns of the original inverse covariance matrix (Σ t ) −1 , the noisy inverse sample covariance matrix Σ −1 , and the approximate solutions to (39) and (38) obtained by the PPA and PD methods, respectively. We first observe that the sparsity of the solutions of these methods is the same as (Σ t ) −1 . Moreover, the solution of our PD method completely recovers the sparsity patterns of (Σ t ) −1 , but the solution of the PPA misrecovers a few patterns. In addition, we compare the log-likelihood and the normalized entropy loss of these solutions in Table 6 . One can clearly see that the solution of our PD method achieves much larger log-likelihood and smaller normalized entropy loss. In the third experiment, we aim to compare the performance of our PD method with the PPA on two gene expression data sets that have been widely used in the model selection and classification literature (see, for example, [22, 40, 50, 13, 30] ). We first pre-process the data by the same procedure as described in [30] to obtain a sample covariance matrix Σ, and set Ω = ∅ and ρ ij = ρΩ for some ρΩ > 0. Also, we set Tol = 10 −6 for the PPA. Then we apply the PPA to solve problem (39) with ρΩ = 0.01, 0.05, 0.1 and 0.5, respectively. For each ρΩ, we choose r in the same manner as above so that the solution given by the PD method when applied to (38) is at least as sparse as the one obtained by the PPA. As the true covariance matrix Σ t is unknown for these data sets, we now modify the normalized entropy loss defined above by simply replacing Σ t by Σ. The performance of the PPA and our PD method on these two data sets is presented in Table 7 . In detail, the name and dimensions of each data set are given in the first three columns. The values of ρΩ and r are listed in the fourth and fifth columns. Figure 1 : Sparsity recovery.
The log-likelihood, the normalized entropy loss and CPU time (in seconds) of the PPA and our PD method are given in the last six columns, respectively. We can observe that our PD method is generally faster than the PPA. Moreover, our PD method outperforms the PPA in terms of log-likelihood and normalized entropy loss. 
Compressed sensing
In this subsection, we apply the PD method proposed in Section 3 to solve the compressed sensing problem, which has important applications in signal processing (see, for example, [9, 44, 28, 42, 6, 34, 46] ). It can be formulated as min
where A ∈ ℜ n×p is a data matrix, b ∈ ℜ n is an observation vector, and r ∈ [1, p] is some integer for controlling the sparsity of the solution. Given that problem (42) is typically hard to solve, one popular approach in literature is to solve the l 1 -norm regularization of (42), namely,
where λ ≥ 0 is a regularization parameter (see, for example, [18, 23, 24] ). Our aim below is to apply the PD method studied in Section 3 to solve (42) directly. Clearly, problem (42) is in the form of (6) and thus the PD method studied in Section 3 can be suitably applied to solve (42) . Moreover, the main computational parts of the PD method when applied to (42) lies in solving the subproblem arising in step 1a), which is an unconstrained quadratic programming problem that can be solved by the conjugate gradient method. We now address the initialization and termination criteria for the PD method. In particular, we randomly generate the initial point y 0 0 ∈ ℜ p such that y 0 0 0 ≤ r. In addition, we choose the initial penalty parameter ̺ 0 to be 1, and set the parameter σ = √ 10. We use (23) and (24) as the inner and outer termination criteria for the PD method, and set their associated accuracy parameters ǫ O = 10 −4 and ǫ I = 10 −2 , 10 −3 for the random and real data below, respectively. Next we conduct numerical experiments to test the performance of our PD method for solving problem (42) on some random and real data sets. We also compare the results of our method with the gradient projection method (GPSR) proposed in [18] which solves problem (43) . The codes of both methods are written in Matlab.
In the first experiment, we consider a typical compressed sensing scenario (same as the one in [24, 18] ), where the aim is to reconstruct a length-p sparse signal (in the canonical basis) from n observations with n < p. In particular, the n × p data matrix A is generated by first filling it with independent samples of a standard Gaussian distribution and then orthonormalizing its rows. In our test, we choose p = 4096, n = 1024, and generate the original signal x ∈ ℜ p containing 160 randomly placed ±1 spikes. In addition, the observation b ∈ ℜ n is generated according to
where ξ is a white Gaussian noise of variance 10 −4 . For model (43), we consider two values for λ: one is 0.1 A T b ∞ as suggested in [18] and another one is the smallest number such that the cardinality of the approximate solution obtained by the GPSR when applied to (43) is 160 (that is, the cardinality of the original signal x). For model (42) , we choose r = 160. In addition, we set StopCriterion = 0, T oleranceA = 10 −8 and Debias = 1 for the GPSR as mentioned in [18] . The GPSR and PD methods are then applied to solve the models (43) and (42) with the aforementioned λ and r, respectively. As mentioned in [18] , to evaluate how well the original signal x is recovered by an estimatex, we can compute the mean squared error (MSE) according to the formula MSE = x − x 2 2 /p. The original signal and the estimates obtained by the GPSR and our PD method are shown in Figure 2 . In detail, the top graph is the original signal. The middle two graphs are the estimates obtained from the GPSR for the above two values of λ. The bottom graph is the estimate obtained from our PD method. We observe that the first estimate given by the GPSR has small MSE, but it is quite noisy as it has 848 nonzeros which is much larger than the cardinality (160) of the original signal. In addition, the second estimate obtained by the GPSR has exactly the same number of nonzeros as the original signal, yet its MSE is fairly large. Compared to the GPSR, the estimate given by our PD method is not noisy and also has the smallest MSE.
In the second experiment, we compare the performance of our PD method with the GPSR on some random problems. In particular, we first randomly generate a data matrix A ∈ ℜ n×p and an observation vector b ∈ ℜ n according to a standard Gaussian distribution and then orthonormalize the rows of A. We set StopCriterion = 0, T oleranceA = 10 −8 and Debias = 1 for the GPSR. Then we apply the GPSR to problem (43) with a set of p distinct λ's so that the cardinality of the resulting approximate solutions gradually increases from 1 to p. Accordingly, we apply our PD method to problem (42) with r = 1, . . . , p. It shall be mentioned that the warm start strategy is applied for both methods. Indeed, the approximate solution of problem (42) or (43) with the preceding r or λ is used as the initial point for the PD or GPSR when applied to the corresponding problem with the current r or λ. In our test, we randomly generate two groups of 100 instances with (n, p) = (256, 1024) and (512, 512), respectively. The average computational results of both methods on each group of instances are reported in Figures  3 and 4 . In each figure, we plot the average residual Ax − b 2 against the cardinality in the left graph and the average accumulated CPU time (in seconds) against the cardinality in the right graph. Clearly, we see that the residual curve of our PD method is below that of the GPSR, which implies that given the same sparsity, the solution of the PD method always outperforms the solution of the GPSR in terms of the residual. In addition, we can observe that the CPU times of both methods are comparable for (n, p) = (512, 512), but our PD method is substantially faster than the GPSR for (n, p) = (256, 1024).
In the last experiment, we consider three benchmark image deconvolution problems, all based on the well-known Cameraman image whose size is 256 × 256. These problems have been widely studied in literature (see, for example, [16, 17, 18] ). For each problem, we first blur the original image by one of three blur kernels described in the second column of Table 8 and then add to the blurred image a white Gaussian noise whose variance is listed in the third column of Table 8 . The sample data matrix A of size 256 2 × 256 2 in an operator form and the observation vector b are similarly constructed as detailed in [16, 17, 18] . We next apply the GPSR and our PD method to models (43) and (42) to recover the original image, respectively. We hand-tune the parameters and choose λ = 0.35 for the GPSR and r = 8000 for our PD method. In addition, we set StopCriterion = 1, T oleranceA = 10 −3 and Debias = 1 for the GPSR. In Figure 5 , we only display the images recovered by both methods for the third image deconvolution problem detailed in Table 8 as the results for the other two test problems are similar. In detail, the top left image is the original image and the top right is the blurred image. The bottom two images are the deblurred images by the GPSR and our PD method, respectively. We see that the original image has also been well recovered by the PD method compared to the one by the GPSR. 
Concluding remarks
In this paper we proposed penalty decomposition methods for general l 0 -norm minimization problems in which each subproblem is solved by a block coordinate descend method. Under some suitable assumptions, we establish that any accumulation point of the sequence generated by the PD method when applied to the l 0 -norm constrained minimization problem satisfies a first-order optimality condition, which is generally stronger than one natural optimality condition. The computational results on compressed sensing, sparse logistic regression and sparse inverse covariance selection problems demonstrate that our methods generally outperform the existing methods in terms of solution quality and/or speed. We remark that the methods proposed in this paper can be straightforwardly extended to solve more general l 0 -norm minimization problems: for some r, ν ≥ 0, where J ⊆ {1, . . . , n} is an index set, X is a closed convex set, f : ℜ n → ℜ, g i : ℜ n → ℜ, i = 1, . . . , p, and h i : ℜ n → ℜ, i = 1, . . . , q, are continuously differentiable functions. In addition, we can also develop augmented Lagrangian decomposition methods for solving these problems simply by replacing the quadratic penalty functions in the PD methods by augmented Lagrangian functions.
