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The overall objective of this thesis has been to develop accurate computational 
methods for the diffusion and adsorption of small gases in zeolites. Firstly, the effect of 
the zeolite framework flexiblity on the single component and binary diffusion of various 
gases were discussed. Results indicate that for tight fitting molecules the rigid framework 
approximation can produce order(s) of magnitude difference in diffusivities as compared 
to the simulations performed with a fully flexible framework. We proposed two simple 
methods in which the flexible structure of a zeolite is approximated as a set of discrete 
rigid snapshots. Both methods are orders of magnitude more efficient than the 
simulations with the fully flexible structure. Secondly, we use a combined classical and 
quantum chemistry based approach to systematically develop the force fields based on 
DFT calculations for interactions of simple molecules like CH4, N2, linear alkanes, and 
linear alkenes in zeolites. We used a higher level of theory known as the DFT/CC method 
to correct DFT energies that were used in the periodic DFT calculations to develop force 
fields. Our results show that DFT-derived force fields give good predictions of 
macroscopic properties like adsorption isotherms in zeolites. The force fields are 
transferrable across zeolites and hence can be further used to screen materials for 





1.1 Nanoporous Materials  
Porous materials have been widely used in the chemical industry for a variety of 
applications including separations, catalysis, sensing, and gas storage. Porous materials 
are organic or inorganic frameworks that are commonly classified based on their pore 
size as macroporous (> 50 nm), mesoporous (2 - 50 nm) and microporous (< 2 nm). As 
the pore sizes associated with microporous materials is comparable to many common 
molecules, they are commonly referred to as nanoporous materials.1 Due to their small 
pore sizes and narrow channels, these materials show interesting properties for a variety 
of separations and catalysis.2  
Depending on the ordered or disordered nature of the underlying framework, 
nanoporous materials can be further classified as being amorphous or crystalline. 
Amorphous materials like activated carbons do not have a well-defined crystal structure 
but have a distribution of pore sizes. In contrast, crystalline nanoporous materials such as 
zeolites consist of a periodic and ordered structure that makes them amenable to 
computational modeling studies. A brief overview is presented below.  
1.2 Zeolites 
A zeolite structure is formed by tetrahedral units (primary building units), with 
one oxygen atom at every vertex and one T atom at the center, (see Fig. 1.1 (a)). The T 
atom is usually a silicon or aluminum atom, although some structures have been 
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synthesized in which some of the T-atoms are replaced by Ge, P, Mg, Mn, Co or Zn.3-4 
Aluminosilicates are the class of zeolites which contain Al and Si as T atoms while 
aluminophosphates are class of zeolites containing Al and P as T atoms. The generally 
accepted Löwenstein rule states that Al-O-Al sequences are energetically forbidden, 
although structures that violate this rule have been recently synthesized at high 
temperatures.5 Due to the constraints imposed by the bond lengths and angles within the 
tetrahedral building blocks, only a limited number of primary building unit association 
geometries are available.  
 
Figure 1.1 (a) Primary building units (PBUs) in zeolites and an example of linking, (b) 
some examples of secondary building units (SBUs) present in zeolites. T atoms are 
represented by beads. The oxygen atoms are located approximately at the middle each 
line joining T atoms. The first numbers are the description code of the SBU, and the 
number in parenthesis the frequency of occurrence in zeolites.6 The figure is adapted 
from Sanchez et al.7. 
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In Fig. 1.1 (b), the secondary building units (SBUs), or different arrangement of 
tetrahedral units, that have been found in zeolites are shown. Zeolites can be completely 
described by the asymmetric unit cell of the particular zeolite and its space group, from 
which every atom position of the symmetric unit cell can be generated. A perfect, infinite 
zeolite crystal is obtained by copying the symmetric unit cell in all three directions in 
space. In reality, perfect zeolite crystals do not exist. Zeolite crystals often consist of 
complex inter-grown structures with internal grain boundaries and varying pore 
orientation8. One common defect in zeolites is the rupture of one of the Si-O-Si bonds to 
form silanol groups (Si-O-H), altering the crystal structure and the hydrophobic character 
of the zeolite9.  
Zeolite structures contain micropores in one or more dimensions, with diameters 
between 3 and 10 Å10. These micropores are responsible for most of zeolite's interesting 
properties. According to their pore arrangement, zeolites are usually classified in three 
different categories: straight channels, intersecting channels, and cages. Some typical 
examples are shown in Fig. 1.2. In pure siliceous zeolites, the number of oxygen atoms is 
twice as large as the number of silicon atoms, and the electrostatic charge is perfectly 
balanced so that the zeolite is charge neutral. In the cases where framework silicon atoms 
are substituted by aluminum, the aluminum atoms introduce a net negative charge. This 
net negative charge has to be counterbalanced by non-framework cations in the zeolite 
pores. One important property of zeolites is the possibility of exchange of non-framework 
cations from solution11. This property makes zeolites ideal candidates for water 
purification and softening. The selectivity of a zeolite for one specific cation depends on 
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several factors such as temperature, pH, size and charge of the cation, the concentration 
of the cations in the solution, and the particular structure of the zeolite12. 
 
Figure 1.2  Classification of zeolites with their pore network, (a) zig-zag channel shown 
inside red circle13, (b) intersection of zig-zag channel shown inside red circle13, and (c) 
cages connected by small pores13 known as windows shown inside red circle.  
The large surface area of zeolites, as well as their excellent thermal and chemical 
stability, makes them suitable materials for a large number of applications. Specific 
zeolites have to be chosen for a particular use depending on their characteristics such as 
hydrophilic character, pore volume, surface area, pore size, non-framework cations 
present in the structure, and cost. Zeolites are used as molecular sieves to separate gases 
for different applications. For example, in the ParexTM process developed by UOP, 
zeolites are used to separate p-xylene from mixed xylenes.14 Also, they are used to 
produce highly purified medical oxygen or to remove water, carbon dioxide, and Sulphur 
compounds from natural gas streams.15-16 In the petrochemical industry, cation exchanged 
zeolites are used as solid state Lewis acids that can act as catalysts for isomerisation, 
alkylation, and cracking reactions17. As a source of potassium or ammonium, the natural 
zeolite clinoptilolite (CLI) is used as a soil treatment18. Zeolites are added to concrete to 
reduce its manufacture and laying temperature, providing easier compaction and 
improving break strength19.  
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Given the huge diversity of available zeolites, it is a difficult task to identify high 
performing materials for a specific application. Even within zeolites which have been 
under study since 1950s, it is impractical to study the properties of each material and 
every possible variation using detailed experiments. Additionally, it is likely that only a 
handful of the studied candidate materials will be useful for the given application. Thus, a 
method of quickly and cheaply screening through a library of prospective materials is 
required. Computational molecular modeling and process simulation approaches are 
ideally suited for this scenario and offer a very powerful tool towards accelerated 
materials discovery and process development. The strengths, the limitations and the 
utility of different modeling methods are outlined below.  
1.3 Classical Atomistic Simulations 
Classical simulations describe the interaction of individual gas molecules with the 
adsorbent framework at the atomic level. The intermolecular forces and interaction 
energies are represented by mathematical equations called force fields; and the 
macroscopic properties such as adsorption isotherms, heat of adsorption, and diffusivities 
are obtained from statistical mechanics. In particular, Grand Canonical Monte Carlo20 
(GCMC) is used to predict adsorption properties, while diffusivities are calculated from 
Molecular Dynamics (MD) simulations.20 Classical methods can be used to describe 
systems as large as 1 million atoms for a few nanoseconds of simulation time.  
The accuracy of the GCMC and MD predicted properties are highly dependent on 
the quality of force fields used to describe the energetics of the system. Traditional or 
generic force fields are not transferrable and are found to be severely lacking in correctly 
describing the complex chemical environments in nanoporous materials. Moreover, force 
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fields fitted to one set of experimental data are unable to predict adsorption in similar 
materials, rendering them unsuitable for material screening. For the atomistic simulations 
to be useful for screening applications, it is essential for the force field to have predictive 
capabilities.  
At a given temperature, atoms in a zeolite crystal vibrates around their mean 
crystallographic position making zeolite a flexible structure. However, atomistic 
simulations in zeolites are often carried out with a assumption of rigid framework to 
reduce the vast computational time associated with the flexible framework.  A number of 
previous studies have examined the effect of framework flexibility on adsorption and 
diffusion of molecules with conflicting outcomes.21-24 Thus, it is a new direction for 
atomistic simulations to understand when a rigid framework approximation is justified 
and when, in contrast, framework flexibility is important for correctly describing 
adsorbate adsorption and diffusion. 
1.4 DFT and Computational/Quantum Chemistry Methods  
Quantum chemistry methods provide a better description of intermolecular 
interactions than classical simulations but are generally impractical for use in the large 
scale GCMC or MD simulations required for calculating macroscopic properties. Within 
quantum mechanics (QM), different methods of varying computational cost and 
accuracies can be used for calculating various properties of the systems. Typically, highly 
accurate methods such as coupled cluster (e.g. CCSD(T)) and Moller-Plesset (e.g. MP2) 
26,70,128 can only be used for studying systems consisting of about 10 - 50 atoms. 
Moreover, these methods are only applicable for small representative clusters of the 
zeolite and cannot be used for studying the periodic crystal structure of the framework.  
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A good compromise between accuracy and computational cost is provided by 
Density Functional Theory (DFT). Within DFT, the properties of the many-electron 
system is described by functionals that depend on the electron density. DFT has been 
widely used to study nanoporous materials, semi-conductors, bulk metals and surfaces.25-
26 In many cases, DFT provides a sufficiently accurate description of the intermolecular 
interactions for the adsorption systems of interest.27 
1.5 Thesis Summary  
The overall objective of this work is to study and understand the adsorption and 
diffusion processes for different adsorbates in zeolites using the computational methods 
outlined above. In Chapter 2 and 3, we discuss the effect of the zeolite framework 
flexiblity on the diffusion of various gases. This study presents the first detailed analysis 
of different types of zeolite framework flexibilities and how they depend upon the zeolite 
topology. In Chapter 4, we use a combined classical and quantum chemistry based 
approach to systematically develop force fields based on DFT calculations for 
interactions of simple molecules like CH4 and N2 with zeolites. Our results show that 
DFT-derived force fields give good predictions of macroscopic properties in zeolites and 
can be further used to screen materials for different storage and separation applications. 
These methods are extended to derive force fields for more complex adsorbates like 
olefin and paraffin interactions with zeolites in Chapter 5. Here we use periodic DFT 
calculations to develop force fields similar to chapter 4, for modeling adsorption in 
zeolites. Finally, we outline and discuss the main challenges and opportunities of 
molecular simulations for studying nanoporous materials in Chapter 6. This study 
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provides a framework for understanding the different aspects of adsorption and diffusion 





2 Efficient and Accurate Methods for Characterizing Effects of 
Framework Flexibility on Molecular Diffusion in Zeolites: CH4 
Diffusion in 8MR Zeolites1 
Molecular dynamics (MD) and transition state theory (TST) methods are 
becoming efficient tools for predicting diffusion of molecules in nanoporous materials. 
The accuracy of predictions, however, often depends upon a major assumption that the 
framework of the material is rigid. This saves considerable amount of computational 
time, and is often the only method applicable to materials for which accurate force fields 
to model framework flexibility are not available. In this chapter, we systematically 
characterize the effect of framework flexibility on diffusion in four model zeolites with 
typical cage-window structures (LTA, CHA, ERI, and BIK) that exhibit different patterns 
of window flexibility. We show that for molecules with kinetic diameters comparable (or 
larger) to the size of the window the rigid framework approximation can produce order(s) 
of magnitude difference in diffusivities as compared to the simulations performed with a 
fully flexible framework. We also show that simple recipes to include the effect of 
framework flexibility are not generally accurate.   
                                                          
1 Portions of this chapter have been previously published as Awati, R. V.; Ravikovitch, P. 
I.; Sholl, D. S., Efficient and Accurate Methods for Characterizing Effects of Framework 
Flexibility on Molecular Diffusion in Zeolites: CH4 Diffusion in Eight Member Ring 
Zeolites. J. Phys. Chem. C 2013, 117, 13462-13473. 
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To account for framework flexibility effects efficiently and reliably, we introduce 
two new methods in which the flexible structure is approximated as a set of discrete rigid 
snapshots obtained from simulations of dynamics of an empty framework, using either 
classical or, in principle, ab-initio methods. In the first method, we perform MD 
simulations of diffusion in a usual manner but replace the rigid structure with a new 
random snapshot at a certain characteristic frequency corresponding to the breathing 
motion of the window, while keeping positions of adsorbate molecules constant. In the 
second method, we directly compute cage to cage hopping rates in each rigid snapshot 
using TST and average over a distribution of snapshots. Excellent agreement is obtained 
between diffusivities predicted with these two new methods and direct MD simulations 
using fully flexible structures. Both methods are orders of magnitude more efficient than 
the simulations with the fully flexible structure. The new methods are broadly applicable 
for fast and accurate predictions of both infinite dilution and finite loading diffusivities of 
simple molecules in zeolites and other nanoporous materials. 
2.1 Introduction and Literature Review 
To study adsorption and diffusion processes in zeolites and other nanoporous 
materials, molecular simulation methods28-30,21, 31-38 are important tools alongside 
experimental studies.39 One area in which molecular diffusion is especially important is 
for zeolites with pore sizes that are comparable with the kinetic diameters of the 
molecules. In particular, small pore eight member ring (8MR) zeolites (pore size ~ 3-4 Å) 
are important materials for separations of small molecules.39-40 
Molecular simulations in zeolites are often carried out with a rigid framework in 
which atoms are kept fixed at their crystallographic positions. This approach ignores any 
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vibrations of the zeolite’s framework atoms.  Including framework flexibility is in 
principle preferable if a force field (FF) is available that accurately represents the zeolite 
degrees of freedom.  When approximating the zeolite as rigid, however, calculations of 
adsorbate diffusion can be performed much faster than when framework flexibility is 
included.41-42 It is therefore useful to understand when a rigid framework approximation 
is justified and when, in contrast, framework flexibility is crucial for correctly describing 
adsorbate diffusion. A number of previous studies have examined the effect of 
framework flexibility on adsorption and diffusion of molecules of size comparable to the 
pore size of the zeolites.21-24, 32, 43-44 The topics of this earlier work are summarized in 
Table 2.1. 
Generally, omission of framework flexibility does not significantly affect equilibrium 
properties such as the adsorption isotherms in zeolites.21, 44 Similarly, it does not affect 
the diffusion of molecules that are significantly smaller than the pore size of the zeolite. 
Hence, simulations with rigid frameworks are typically sufficient in such cases. However, 
there is much less clarity regarding the effect of framework flexibility on diffusion of the 
molecules with sizes comparable to or larger than the nominal zeolite pore size. Garcia et 
al. and Leroy et al. observed higher diffusivities when the framework was treated as 
flexible and concluded that framework flexibility plays an important role in diffusion of 
molecules of size comparable to or greater than the pore size of zeolites.21, 24 Krishna et 
al. suggested that framework flexibility can be effectively taken into account by 
performing simulations with a different rigid structure, the so-called time-averaged (TA) 
structure.22, 32 They concluded that the time averaged structure is sufficient to capture the 
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effect of framework flexibility. More details about simulations with time averaged 
structures are discussed below. 
Table 2.1 Summary of the previous work examining framework flexibility in zeolites. 
Reference 
FF for framework 
flexibility 
System studied Properties reported 
Deem et al.45 Deem Frameworks only Window flexibility 
Demontis et 
al.43 
Demontis CH4 in LTA Single component Ds 
Vlugt et al.44 Demontis 
Hydrocarbons in 
silicalite 
Heat of adsorption; 
Henry’s coefficient 
Leroy et al.24 
Demontis & 
Bougeard 










in LTA and CHA 
Single- and multi-





C3H8/C3H6 in Si-CHA,  
Si-SAS 
Single component Ds 
Huth et al.51 Nicholas  
H2, N2, O2, CO2, CH4 
in DDR 
Single component Ds 
The aim of this study is to assess the effect of framework flexibility for molecular 
diffusion on the example of siliceous 8MR zeolites. We show that the time averaged  
approach introduced by Krishna et al.22 is able to correctly account for flexibility effects 
in some but not all the materials. We then introduce two new methods that allow the 
effect of framework flexibility to be described efficiently and accurately. These methods 
are applicable not only to zeolites but also to related materials such as metal-organic 
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frameworks52-53 and glassy polymers54 where molecular hopping through narrow pores is 
important. The chapter is organized as follows. In section 2.2, we discuss the zeolite 
structures, force fields and simulation methods used in our calculations. In section 2.3, 
we discuss in detail the effect of framework flexibility on diffusion in selected 8MR 
zeolites. In section 2.4, we introduce two new efficient methods to predict self-
diffusivities in flexible structures, and discuss the main advantages of these new methods. 
2.2 Models and Simulation details 
2.2.1 Adsorbate and zeolites 
Throughout this chapter, we focus on the diffusion of CH4 in 8MR silica zeolites. 
Results will be presented for four 8MR zeolites, CHA, ERI, LTA, and BIK. The rationale 
for selecting these specific four examples is described further below. The window 
dimensions of energy minimized geometries of each zeolite are shown in Fig. 2.1. Energy 
minimization was carried out starting from structures taken from the IZA database using 
methods described further below. Window dimensions were defined using the convention 
from the IZA database10, namely the atom to atom distance across the window minus 2.7 
Å. LTA has two equivalent minimum window dimensions, while CHA, BIK, and ERI 
have a single minimum dimension due to the asymmetry of their 8MR windows. The 
asymmetry of CHA is small and hence when the dynamics of a flexible structure is 
included it has two dimensions that can define the minimum window dimension. We 




2.2.2 Force fields 
Previous studies of framework flexibility in zeolites have used various flexible 
FFs.21-24, 32, 43-44 For simplicity, we focus on a single FF throughout this work, namely the 
Hill- Sauer FF developed for silica materials.47-48 In the Hill-Sauer FF, zeolite degrees of 
freedom (DOF) consist of one type of bond (Si-O), two types of angles (Si-O-Si, O-Si-
O), one type of torsion (O-Si-O-Si) and coupling between these DOF. Further details on 
this potential are summarized in Tables A1 and A2 in Appendix A. The adsorbate of 
interest, CH4, was modeled as a spherical united atom
55 (UA) with zero net charge. CH4-
CH4 and CH4-framework interactions are defined using Lennard-Jones
55 (LJ) potentials 
from the literature. Details are given in Table A3 in Appendix A. LJ potentials were cut 
and shifted using a cutoff radius of 12 Å. 
2.2.3 Simulation details 
For consistency, prior to performing MD simulations, the structure of each zeolite 
was energy minimized using the Hill-Sauer FF. Energy minimized structures are also 
denoted as optimized structures and abbreviated OPT below. The lattice parameters 
obtained in this way are listed in Table 2.2. Unless otherwise specified, all calculations 
below were performed using the lattice constants obtained from these energy minimized 
structures. These lattice constants are slightly larger than the lattice constants listed in the 
IZA database.  
The temperature-dependent time averaged structures of each zeolite were 
obtained by MD simulation of empty frameworks using the Hill-Sauer FF in the 
canonical ensemble (constant NVT). Starting with the energy minimized structures, 
framework atom positions were averaged over their position recorded every 1 fs from 
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trajectory 10 ps in length. Tests with longer trajectories indicated that this approach gave 
well converged results. It should be noted that in performing calculations at different 
temperatures we ignore the temperature dependence of the unit cell volume. Such 
calculations, while potentially important, are outside of the scope of the present work.  
Table 2.2 Lattice parameters for a single unit cell of energy-minimized zeolite structures. 
Numbers in brackets in the first column indicate number of unit cells along each cell 
vector used in the simulation. Unit cell parameters taken from IZA database are also 
shown in parentheses in the respective columns. 
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Molecular Dynamics (MD) calculations of flexible zeolites were performed using 
LAMMPS56 and the FFs described above. For calculations using rigid zeolites, an in-
house MD code that uses grid interpolation for the potential energy surface of zeolite was 
used; this approach requires far less computational effort than calculations that explicitly 
compute the potential energy at each time step.57 We verified that the two codes give 
equivalent results for calculations using rigid structures. Time steps of 0.1 fs and 1 fs 
were used in simulations of flexible and rigid structure, respectively. Test calculations in 
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the microcanonical ensemble verified the validity of these time steps. The shorter time 
step required to treat flexible frameworks is one of the reasons why simulations of rigid 
structures have a large advantage in computational speed. Initial adsorbate configurations 
were obtained from Grand Canonical Monte Carlo (GCMC) simulations for the rigid 
structures using an in-house GCMC code. For flexible structures, initial adsorbate 
configurations from GCMC using the time averaged structure were used. Simulations in 
the NVT ensemble were performed using a Nosé-Hoover thermostat and the velocity 
Verlet integrator.  
For each simulation, a simulation box was chosen to ensure that the minimum 
length in each of the direction was larger than 24 Å (twice the cutoff radius of the LJ 
potentials).  The mean square displacement (MSD) of CH4 molecules was recorded every 










                                                                                 (2.1) 
where,   r(t) denotes  the positions of the adsorbates at time t. The total length of the 
simulation varies with temperature, type of zeolite, and loading, and was typically in the 
range of 1-50 ns to achieve diffusive regime. For simulations at low temperatures we 
made sure that the minimum MSD achieved is at least the square of distance between two 
adjacent cages (144, 90, and 36 Å2for LTA, CHA, and ERI respectively), or adjacent unit 
cells in the case of 1-dimensional BIK  (58 Å2). Sample MSD plots are shown in Fig. A1 





2.3 Results and discussion 
2.3.1 Justification for selection of LTA, CHA, BIK, and ERI 
Before examining adsorbate diffusion, it is useful to characterize several 
properties of the flexible frameworks for the four zeolites we examined. As shown in Fig. 
2.1, there are four distances (d1, d2, d3, d4) that can be defined as window dimensions in 
8MR zeolites. The minimum window dimension among these four distances for the 
energy minimized structure is denoted dmin
OPT. The minimum window dimension for the 
time averaged structure is denoted dmin
TA . For the flexible structure, the minimum window 
dimension of any given window is a function of time, dmin(t) =
min [d1(t), d2(t), d3(t), d4(t)]. The distribution of window dimensions and its mean 
〈dmin(t)〉 was obtained for each material from a MD simulation of the empty framework 
in the NVT ensemble. All these characteristic window dimensions for all four zeolites are 
shown in Fig. 2.1 along with the tail of the distribution corresponding to larger window 
dimensions (> 𝑑min
TA ). This tail region differentiates the time averaged and flexible 
structures. For BIK and ERI, the minimum window dimension of the time averaged 
structure, dmin
TA , is equal to the mean of the full distribution from the flexible structure, 
〈dmin(t)〉. In contrast, 〈dmin(t)〉<dmin
TA  for LTA above 0 K and for CHA above ~300 K 
(below 300 K CHA has 〈dmin(t)〉≈ dmin
TA ). As shown in Appendix A, this is a direct result 
of the number of directions that can define the minimum window dimension in the 
flexible structures; only structures for which a single direction defines the minimum 
window dimension at all times have 〈dmin(t)〉≈ dmin
TA . Consequently, in approximating 
the flexible structure as a time averaged structure, one neglects the effect of the large tail 
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of the distribution on Ds is neglected, and hence the time averaged structure may not 
accurately predict the diffusivity behavior in the fully flexible structure. This tail of the 
window size distribution can play a crucial role in enhancing Ds of the tight fitting 
molecules, as discussed later in this chapter. On the other hand, in the structures with 
multiple minimum window dimensions, the time averaged structure comes close to 
capturing the diffusivity in the fully flexible structure as the condition 〈dmin(t)〉<dmin
TA  
results in a smaller tail region.  
A second way to classify the zeolites we have chosen was motivated by 
considering differences that can exist between the time averaged and energy minimized 
structures. If these two structures were calculated for a perfectly harmonic solid they 
would be identical, because the time averaged position of any harmonic degree of 
freedom is equal to its energy minimum. This argument indicates that if the O atom 
vibrations of 8MR windows in zeolites are nearly harmonic (anharmonic) within a given 
temperature range, then the energy minimized and time averaged structures will be 
almost the same (different) resulting in similar (different) values of dmin. To quantify the 
anharmonicity of zeolite vibrations, a method used previously to study the anharmonic 
motions of the proteins58-60 was used.  In this method, the mean square displacement 
(MSD) of the oxygen atoms in 8MR windows was calculated as a function of 
temperature. If the MSD varies linearly (non-linearly) with temperature then the system 
is harmonic (anharmonic) in that temperature range.59 For harmonic structures, the initial 
slope of the temperature dependence remains constant throughout the temperature range 
in which a given structure is harmonic. The results are shown in Fig. 2.2 (a). Using the 
definition just given, LTA and ERI are anharmonic while CHA and BIK are harmonic. At 
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each temperature, the magnitude of the MSD is BIK < CHA ≈ LTA ≈ ERI. This ranking 
does not correlate in a simple way with the effect of framework flexibility as this data 
does not tell us about the dynamics of the 8MR oxygen or whether a diffusing molecule 
is tight fitting. 
 
Figure 2.1 Window size distribution,  𝐝𝐦𝐢𝐧
𝐎𝐏𝐓(solid, blue),  𝐝𝐦𝐢𝐧
𝐓𝐀  (dash, green), 〈𝐝𝐦𝐢𝐧(𝐭)〉 
(dot-dash, pink), and the tail of the distribution (shaded region) are shown for a) LTA, b) 
CHA, c) BIK, and d) ERI. Some of the characteristic dimensions are not visible because 
they overlap. In the insets, 8MR windows of the zeolites in their energy minimized 
geometries are shown with 𝐝𝐦𝐢𝐧
𝐎𝐏𝐓 labeled. Si (O) atoms are shown as yellow (red) spheres. 
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Figure 2.2 (a) MSD plots as a function of T for CHA, BIK, LTA, and ERI (note that for 
the ERI, vertical axis is on right hand side). The lines are guides to the eyes; (b) 
𝐝𝐦𝐢𝐧
𝐎𝐏𝐓(black line), 𝐝𝐦𝐢𝐧
𝐓𝐀 (red), and mean of the distribution of window sizes (light green) 
for each zeolite. In our NVT calculations we did not consider the temperature dependence 
of the unit cell, thus this information does not enter into our conclusions regarding 
harmonicity/anharmonicity of the zeolites considered in this work. 
The connection between the harmonicity of the 8MR atoms and dmin is shown in 
Fig. 2.2 (b). For the harmonic structures, BIK and CHA, the energy minimized and time 
averaged dmin are essentially equal at all temperatures. This immediately implies that 
using the time averaging procedure will not be effective in accounting for the framework 
flexibility in these materials. For the two anharmonic materials, LTA and ERI, the time 
averaged and energy minimized minimum window dimensions are unequal, and the 
former is temperature dependent. For BIK, the energy minimized dmin and the mean of the 
window size distribution are equal at all temperatures as seen from Fig. 2.2 (b). This 
result is combination of BIK being harmonic and having a single direction that defines 
the minimum window dimension. 
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The discussion above has shown that two properties are important to characterize 
the effect of framework flexibility: (a) the number of distinct directions that can be 
associated with the minimum window dimension in a fluctuating structure, and (b) the 
harmonicity of the vibrations associated with the atoms in the windows. The four silica 
zeolites we have examined, LTA, CHA, ERI, and BIK, were selected to give one 
example each of the four possible behaviors seen when considering this pair of 
properties.  
2.3.2 Effect of framework flexibility 
As an initial example of the effect of framework flexibility, we consider CH4 
diffusion in LTA, an example that has also been used in previous studies.21-22, 32, 43 NVT 
MD simulations were used to compute Ds in the energy minimized, time averaged, and 
flexible structures of LTA at 700 K at different CH4 loadings as shown in Fig. 2.3. 
Similar calculations were performed previously by Krishna et al.22, 32 at 500 K in the 
LTA structure taken from IZA database without energy minimization. Our results agree 
qualitatively with Krishna et al. Calculations with the energy minimized structure 
underpredict Ds relative to the fully flexible structure; while the time averaged structure 
gives results in good agreement with the fully flexible structure. This is because LTA has 
multiple dmin at 700 K, causing a narrow tail region. At such a high temperature, Ds is 
already high, and any additional enhancement in Ds due to the tail region is small. On the 
other hand, the energy minimized structure has a lower dmin than the time averaged 
structure. This gives rise to the large deviation in results between the energy minimized 
and fully flexible structures. The largest discrepancy between the diffusivities from the 
22 
 
energy minimized and flexible structures is roughly a factor of 2 at a loading of 9 
molecules/unit cell. 
To judge whether this effect can be considered large, it is useful to compare this 
discrepancy with those obtained from different experimental measurements of Ds in 
zeolites. There are well documented examples where different experimental techniques 
give vastly different values of Ds.
33, 39, 61-62 If the difference in Ds obtained via calculation 
in the three structures is within the typical range of several experiments, then the impact 
of framework flexibility cannot be tested explicitly by comparison with experimental 
data. This suggests that changes of at least an order of magnitude should be observed due 
to the framework flexibility before the effect of flexibility can be considered 
significant.61-62 
 
Figure 2.3 Comparison of Ds of CH4 at 700 K in the flexible, time averaged, and energy 
minimized structures of LTA as a function of adsorbate loading. 
In order to explore whether variation of an order of magnitude or more in Ds is 
possible due to framework flexibility, we considered the temperature dependence of Ds in 
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several materials. Ds was calculated in the energy minimized, time averaged, and flexible 
structures of LTA, CHA and ERI with the following temperature ranges and loadings: 
300-1050 K and 9 molecules/unit cell for LTA, 250-1100 K and 10 molecules/unit cell 
for CHA, and 1100-2100 K, 1.5 molecules/unit cell for ERI. These conditions were 
chosen so that Ds were readily measurable in our MD simulations in each case. We 
recognize that many of these temperatures are not relevant to experimentally accessible 
conditions. The results in Fig. 2.4 (a) show an Arrhenius behavior in all three structures. 
In each material, the deviation between the diffusivities in the fully flexible structure and 
the energy minimized structure becomes larger as T decreases. For both ERI and CHA, 
the lower temperatures examined in our MD simulations show approximately an order of 
magnitude difference in diffusivities between the energy minimized and flexible 
structures. These are clear examples where accounting for the framework flexibility is 
critical to making accurate predictions about the molecular diffusion.  
It is useful to note that with two materials shown in Fig. 2.4 (a) using the time 
averaged structure instead of the energy minimized structure does not accurately capture 
the impact of the flexibility. For CHA, the time averaged and energy minimized structure 
are almost identical as a result of the harmonicity of the O atoms in the 8MR windows, as 
discussed above. As a result, using the time averaged structure does not capture any of 
the impact of framework flexibility. For ERI, using the time averaged structure captures 
some of the impact of the flexibility, but the results in Fig. 2.4 (a) show that this approach 








𝑇𝐴  is higher 
for CHA (~5.4) compared to that for LTA (~1.6) even though they have similar window 
sizes. This is because CHA has single dmin at 300 K, causing a wide tail region. This 




𝑇𝐴  because the time averaged approach neglects the contribution 
from the tail region in enhancing Ds. On the other hand, multiple dmin in LTA, at 300 K 




𝑇𝐴  ratio. 
 
Figure 2.4 (a) NVT-MD simulation of CH4 in energy minimized (green), time averaged 
(red), and flexible structures (blue) of LTA (squares), CHA (triangles), and ERI (circles). 
The loadings are 9 molecules/unit cell for LTA, 10 molecules/unit cell for CHA, and 1.5 
molecules/unit cell for ERI; (b) NVT-MD simulation of hypothetical CH4 in energy 
minimized (green), time averaged (red), and flexible structures (blue) of LTA (squares), 
CHA (triangles), and BIK (diamonds) showing the effect of the framework flexibility for 
the tight fitting molecules. The loadings are 9 molecules/unit cell for LTA, 10 
molecules/unit cell for CHA, and 0.25 molecules/unit cell for BIK. 
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2.3.3. Impact of adsorbate size  
The examples above relied on MD simulations to assess the role of framework 
flexibility on molecular diffusion. To understand these effects over a wider range of 
temperatures, it is useful to examine the same materials from the standpoint of transition 
state theory (TST).  LTA, ERI, and CHA are cage type 8MR zeolites where  CH4 adsorbs 
within cages and diffusion occurs by hopping through the 8MR windows.63 We can 
expect that TST will lead to a diffusivity with an Arrhenius form, 
0 exp( / )aD k E RT s                                (2.2) 
where k0, T, and R are the pre-exponential factor, temperature, and gas constant, 
respectively. Haldoupis et al.52 showed that for tightly fitting adsorbates, the activation 
energy depends approximately exponentially on window dimensions. With this 
approximation, 
minexp( )aE a bd                                          (2.3) 
where, a and b are the fitted parameters and dmin is the minimum window dimension. 
Combining equations (2.2) and (2.3) gives  
 0 min exp( exp( d ) / )D k a b RT  s                   (2.4) 
This supports the qualitative idea that diffusion coefficients can be very sensitive to the 
window dimensions for tight fitting molecules.32, 52, 62 For diffusion in the flexible 
structures, the distribution of the window dimensions results in the distribution of the 
activation energies for hopping events. The tail of the distribution corresponding to larger 
window dimensions can play a crucial role in increasing Ds relative to approximations 
based on rigid structures. As a result, self-diffusion of tight fitting molecules will be 
significantly affected by the tail of the window size distribution. One example of this 
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outcome shown above is the diffusion of CH4 (𝜎𝐶𝐻4−𝑂 = 3.47 Å) in ERI (dmin





𝑇𝐴   is high even at high temperatures, as seen from Fig. 2.4 (a). 
To test this concept in the zeolites other than ERI, the tight fitting adsorbates were 
generated by artificially increasing the LJ-size parameters, 𝜎𝐶𝐻4−𝐶𝐻4and 𝜎𝐶𝐻4−𝑂.These 
molecules are referred to as hypothetical CH4 molecules below. These two size-
parameters are interdependent and hence for subsequent discussion only 𝜎𝐶𝐻4−𝑂is used. 
The energy parameters 𝜀𝐶𝐻4−𝐶𝐻4and 𝜀𝐶𝐻4−𝑂 were kept constant. MD simulations in the 
NVT ensemble were carried out at 700 K with hypothetical CH4 molecules in the 
flexible, time averaged, and energy minimized structures of BIK, LTA, and CHA. 
Loadings of 0.25, 9, and 10 molecules per unit cell were used in BIK, LTA, and CHA 
respectively. The results are shown in Fig. 2.4 (b) for the molecules with 𝜎𝐶𝐻4−𝑂 up to 3.7 
Å for BIK and CHA and up to 4.2 Å for LTA. In case of LTA, for the molecule 
with 𝜎𝐶𝐻4−𝑂 = 4.2 Å, Ds cannot be accurately calculated by classical NVT-MD 
simulation because of the slow diffusion. To avoid this limitation, TST was employed as 
given by Eq. (2.2), where Ea and k0 were obtained by fitting Eq. (2.2) to the MD data at 
higher temperatures. Deviations in Ds can be clearly observed between the flexible and 
rigid structures for LTA, BIK, and CHA. This deviation is approximately an order of 
magnitude when 𝜎𝐶𝐻4−𝑂 = 3.7 Å in CHA, and larger for larger molecules. For LTA, an 
order of magnitude deviation is observed at 𝜎𝐶𝐻4−𝑂 = 3.9 Å with the energy minimized 
structure and at 𝜎𝐶𝐻4−𝑂 = 4.2 Å with the time averaged structure. Again, larger 
deviations are predicted for larger diffusing molecules.  
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The effect of framework flexibility at lower temperatures for hypothetical CH4 
molecules with 𝜎𝐶𝐻4−𝑂 = 3.7 Å was also studied in the same zeolites at the loadings 
defined above. The results obtained are shown in Fig. 2.5. Large differences can be seen 
between the results from the rigid and flexible structures. For BIK and CHA, it is clear 
that the time averaged structure does not capture any of the effects of framework 
flexibility. The impact of framework flexibility is, not surprisingly, larger for these 
hypothetical molecules than for CH4 described using realistic potential parameters. For 








𝑂𝑃𝑇 ≈ 60 are much larger than corresponding ratios (1.9 and 1.95 respectively) for 
CH4 with 𝜎𝐶𝐻4−𝑂 = 3.47 Å. 
 
Figure 2.5 NVT-MD simulation results for hypothetical CH4(𝝈𝑪𝑯𝟒−𝑶 = 𝟑. 𝟕 Å) in the 
energy minimized (green), time averaged (red), and flexible structure (blue) of LTA 
(square), CHA (triangles), and BIK (diamonds) zeolites showing combined effect of low 
T and large adsorbate size. 
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2.4 New efficient methods to simulate framework flexibility 
The results above indicate that the framework flexibility can be an important 
factor in molecular diffusion in zeolites. They also show that the time averaged structure 
approach proposed by Krishna et al. cannot always capture these effects even 
qualitatively. It clearly would be useful to have methods that can efficiently and reliably 
account for framework flexibility effects. In the remainder of this chapter, we introduce 
two new methods with this goal. These methods are motivated by recent work by 
Haldoupis et al.52, who proposed a method in which the flexible structure can be 
approximated as a set of discrete rigid structures. These discrete rigid structures, or 
snapshots, can be generated from a classical MD simulation of the empty framework or, 
alternatively, from ab initio MD trajectories.52 The latter idea would allow framework 
flexibility to be considered even in complex materials where a reliable classical force 
field for the framework degrees of freedom is not available. The process of recording 
snapshots is a computationally inexpensive process when a flexible force field is 
available. We have simulated flexible empty frameworks in the NVT ensemble, and 
recorded 200 snapshots at each temperature of interest from a trajectory of 10 ps in 
length. We have developed two new methods to calculate diffusivity using a set of rigid 
snapshots. Both of these methods make the assumption that the presence of adsorbed 
molecules has a negligible influence on the window size distribution.  
2.4.1 Method 1: Direct NVT-MD in a set of rigid structures 
2.4.1.1 Description of the method 
In our first method, molecular diffusion is simulated using NVT MD at the 
adsorbate loading of interest in a rigid framework picked at random from the set of 
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snapshots. After a certain period of time the adsorbate positions are held fixed while the 
rigid framework is replaced by another randomly chosen framework from the set of pre-
recorded snapshots. The MD simulation is then continued with the adsorbates in the new 
rigid structure. This procedure is repeated at fixed time intervals during the overall MD 
trajectory. To implement this method, an in-house MD code was used after being 
modified to perform MD in a continuous manner with a series of rigid framework 
structures. For each temperature, a set of 200 snapshots from simulations of a flexible 
framework was used. A new set of structures was generated at every temperature 
simulated. The adsorbate-zeolite potential energy surface (PES) was recorded on finely 
spaced grids for each snapshot in the set. Initial adsorbate configurations were obtained 
from Grand Canonical Monte Carlo (GCMC) simulations in the first rigid snapshot. 
Apart from using a randomized set of rigid structures during a simulation, MD 
simulations with this method were performed with the same thermostat, time step etc. as 
the other rigid structure calculations described earlier. 
While switching between rigid structures it is possible that overlap with 
framework atoms can occur as the positions of adsorbates are kept constant. We detected 
this situation by checking if the total adsorbate-framework potential became positive. In 
our tests this occurred in a very small number of framework swaps. The percentage of 
overlaps that occurred while swapping frameworks are shown in Table A4 for different 
zeolites. When this situation arose, small canonical MC moves were used to move the 
adsorbate to a position with a negative framework-adsorbate potential.  
The method just outlined inherently assumes that vibrations of the zeolite 
framework are decoupled from the adsorbate degrees of freedom. If this assumption is a 
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reasonable approximation, then our approach will give accurate results provided that the 
swapping frequency chose for the simulations gives a series of structures that 
approximates the true ensemble of framework configurations sampled by a diffusing 
adsorbate in a calculation with a fully flexible structure. Below, we discuss the selection 
of the swapping frequency. 
2.4.1.2 The choice of switching frequency 
 
Figure 2.6 Comparison of Ds calculated using different time intervals from 50 fs to 1000 
fs. Here, A, B, C, D, and E respectively  indicate Ds of (A) CH4 with 3 molecules/unit 
cell in LTA; (B) hypothetical CH4 with 9 molecules/unit cell in LTA; (C) CH4 with 10 
molecules/unit cell in CHA; (D) hypothetical CH4 with 10 molecules/unit cell in CHA; 
(E) CH4 with 0.25 molecules/unit cell in BIK. All of the calculations were performed at 
700 K. 
The most important parameter in this method is the frequency at which the current 
snapshot should be replaced by a new structure. To determine this, we applied this 
method using frequencies of 50, 100, 200, 500, and 1000 fs in all four zeolites keeping 
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other variables constant. The results of this test are shown in Fig. 2.6, which shows that 
the diffusivity results with frequency of 200 fs agree with MD results in flexible structure 
better than other frequencies. An important observation from this figure is that using 
intervals considerably shorter or longer than 200 fs led to variation in the calculated 
diffusivities. The longer (shorter) switching frequencies, > 200 fs (< 200 fs) tend to give 
lower (higher) diffusivities. Nevertheless, we note that the calculated diffusivities are still 
within the factor of two for calculations performed with twice higher or twice lower 
frequencies or snapshot changes, thus the method is quite robust (Fig. 2.6).  
Before we carry out additional calculations we need to understand why a 
switching frequency of 200 fs is appropriate. The frequency at which the new structure is 
selected should be correlated with the underlying flexibility of the framework. This 
means that the required frequency should be related to the characteristic vibrational 
frequency of the 8MR oxygen atoms corresponding to dmin. To quantify this, we obtained 
the vibrational density of states (VDOS) for one of the oxygen atoms in a single 8MR 
window corresponding to dmin via the velocity autocorrelation function (VACF) using 
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                                    (2.6) 
where v(t) is the velocity of the 8MR oxygen atom corresponding to dmin at time t and 
F(ω) is the VDOS at frequency ω. The VDOS obtained for LTA as well as CHA are 
shown in Fig. 2.7. The VDOS for BIK and ERI are also given in Fig. A2. The results for 
LTA and CHA show a peak highlighted by a red line at a frequency of ~150 cm-1 which 
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corresponds to 222 fs (~200 fs). The results for ERI and BIK also show the peak at 
around 150 cm-1. 
To understand the vibrational modes associated with this frequency we analyzed 
individual components of the VACF (vxx(t), vyy(t), vzz(t)), and the corresponding 
components of the VDOS (Fxx(ω), Fyy(ω), Fzz(ω)). LTA is the easiest example for this 
analysis because the 8MR windows lie in the coordinate planes of the unit cell (Fig. A3). 
The analysis shows that the frequencies around ~150 cm-1are dominant in the projection 
of the VDOS on the axis corresponding to the “breathing” direction of the 8MR window, 
as well as out-of 8MR plane projection. On the other hand, the dominant frequencies in 
the projection perpendicular to the 8MR breathing direction are ~1000-1100 cm-1, which 
corresponds to Si-O stretching.64 Thus, we can justify that the frequency of ~150 cm-1 
corresponds to the “breathing” motion of the 8MR window. It is thus not surprising from 
the point of view of diffusion that this frequency provides the most relevant flexibility 
mode.65 In previous simulations of framework flexibility in zeolites performed with a 
different force field45 the frequency of ~200 cm-1 was also associated with the breathing 
motion of the zeolite pores. 
Another way to analyze framework flexibility is to perform the normal-mode 
analysis of vibrations within the harmonic approximation of the solid, in which case 
different vibrational modes can be unambiguously identified.64 Normal-mode analysis of 
zeolite vibrations coupled with a Monte Carlo algorithm has been used to calculate free 
energy surface along the diffusion path for benzene in MFI.66 Our results indicate that, at 
least for methane in 8MR zeolites, the low-frequency breathing motion of the windows is 
the most relevant vibrational mode that affects diffusion. It should be noted that our 
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method does not make assumption about the harmonicity of solid vibrations, and thus 
should in principle be applicable to a range of cage-window materials as long as the 
characteristic breathing mode of the window is identified. 
 
Figure 2.7 Vibrational density of states (VDOS) for one of the 8MR oxygen atoms from 
a single window belonging to dmin in (a) LTA and (b) CHA. The red line indicates the 
frequency of 150 cm-1. 
2.4.1.3 Examples 
This method was applied to calculate Ds of CH4 (𝜎𝐶𝐻4−𝑂 = 3.47 Å)in four 
zeolites with the following temperature ranges and loadings: 300-900 K and 9 
molecules/unit cell for LTA, 300-900 K and 10 molecules/unit cell for CHA, 500-1100 K 
and 0.25 molecules/unit cell for BIK, and 1100-2100 K and 1.5 molecules/unit cell for 
ERI. Similar calculations were performed for hypothetical (𝜎𝐶𝐻4−𝑂 = 3.7 Å) CH4 
molecules at the same loadings as above zeolites at 500-900 K for LTA and CHA and 
700-1100 K for BIK. Additional information is given in Table A5. In Fig. 2.8 (a), this 
method is compared to MD in the fully flexible structures. Diffusivities obtained in 
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different zeolites at different temperatures using method 1 are in excellent agreement 
with Ds in the fully flexible structure, demonstrating that this method can accurately 
predict diffusion in these materials.  
 
Figure 2.8 (a) Comparison of diffusivities obtained by Method 1 (vertical axis) with that 
obtained in the flexible structure (horizontal axis) for CH4 (filled symbols) and 
hypothetical CH4 (empty symbols). (b) Accuracy in predicting Ds of CH4 (filled and half-
filled symbols) and hypothetical CH4 (empty symbols with and without line) in the 
flexible structure (horizontal axis) in CHA (triangle), BIK (diamonds), and ERI (circle) 
by different approximate methods X; where X is Method 1(  /  /  / ),time 
averaged(  /  /  / ),or energy minimized ( / / / ). Diagonal line indicates the 
equality of values on vertical axis with values on horizontal axis.  
Specific examples at certain conditions (given in Table A5) were taken from Fig. 
2.8 (a) where framework flexibility is important and hence the rigid energy minimized 
and time averaged structures cannot predict Ds correctly. These examples are shown in 
Fig. 2.8 (b), which compares Ds values predicted by Method 1 and by rigid structure 
35 
 
approximations with Ds in the fully flexible structure. Diffusivities obtained using 
Method 1 are in good agreement with corresponding diffusivities in the flexible structures 
while diffusivities in the energy minimized and time averaged structures show significant 
deviation from diffusivities in the flexible structures of CHA, BIK, and ERI. Although 
the predictions using this method for BIK and ERI are not perfect, they are better than the 
predictions using single rigid structure approximations. We stress that Method 1 can be 
applied to calculate diffusivity at any loading, not just at infinite dilution. 
2.4.2 Method 2: Transition state theory in the infinite dilution limit 
In the second method, we compute cage to cage hopping rates in each rigid 
snapshot using TST. We use an approach to TST for these systems that efficiently 
identifies the dividing surfaces between cages and does not rely on assumptions about the 
pre-factors for each hopping rate. Once these hopping rates have been found for each 
snapshot, an average of the resulting self-diffusivities gives the net self-diffusivity.   
As an initial example, we consider the infinite dilution limit in all of these 
zeolites. The theory was explained in detail by June et al.28 for infinitely dilute spherical 
sorbate molecules. Methods to extend TST to finite loadings exist,36, 67-73 but we have not 
applied them here. In this method, the hopping rate, kTST, through a window in the rigid 
snapshot was calculated using 

























                          (2.7) 
where, Si and Vj are the area of dividing surface i, and the volume of cage j adjacent to 
the dividing surface i, up and uq are the adsorbate-framework potential energy at grid 
points on the dividing surface and in the cage, and m, β=1/kbT, and kb are the adsorbate 
36 
 
mass, dimensionless inverse temperature, and Boltzmann constant, respectively. The 
hopping rate through each window in every individual framework in the set of structures 
was calculated. The average hopping rate, 𝑘𝑎𝑣𝑔
𝑇𝑆𝑇, was obtained by taking the arithmetic 
mean of all these individual hopping rates. The self-diffusivity was then calculated using, 










                                                       (2.8) 
Here, λ is distance between centers of two adjacent cages and n is dimensionality of the 
pore network. This formulation makes no assumptions about adsorbate vibrations in the 
cage or on the dividing surface being harmonic. Below, we describe the algorithm used to 
compute the hopping rate for each transition state in each framework in the set of 
structures. This algorithm requires that the dividing surfaces and the location and size of 
the cages can be found in an efficient, automated way. It is also important that any 
inaccessible pockets where adsorbates cannot diffuse because of very small pore 
openings can be identified. 
2.4.2.1 Description of the TST method 
First, the simulation box was divided into discrete grid points spaced equally 
along each coordinate axis. The adsorbate-zeolite potential energy surface was recorded 
on a grid with ~0.1 Å spacing. Cages and inaccessible regions were identified using an 
in-house code. In this code, for every grid point, the distance from the nearest framework 
atom was calculated. The maximum among these distances and corresponding grid point 
give the radius and the center of the largest cage. Remaining cages and inaccessible 
regions were obtained by continuing the same process after excluding all the points 
present in the cavities already obtained. In the next step, all of the dividing surfaces 
present in a framework were obtained by analyzing the locations of the grid points in the 
37 
 
framework. In this step, the grid points present in the cages and inaccessible regions as 
well as the grid points which are very close to framework atoms were discarded to 
improve the efficiency of the method. For each of the remaining grid points, the cage 
where it belongs was obtained by moving in the direction of lower energy neighbor by 
neighbor as the grid points in the cages have lower energy. This process was continued 
until all the grid points were labeled by their respective cage numbers. The grid points 
with one of their neighbors labeled as a different cage number constitute the dividing 
surfaces. Once all the dividing surfaces and cages were obtained then the integrals in 
equation (7) were calculated numerically. 
2.4.2.2 Results of the TST method 
In order to validate this method, diffusivities were calculated first in individual 
rigid structures. Specifically, the energy minimized and time averaged structures were 
treated with TST and the results were compared to diffusivities from NVT-MD 
simulations. This approach was applied for CH4 at 300-1000 K for LTA, 300-1000 K for 
CHA, and 1100-2100 K for ERI. For NVT-MD simulations, a low loading of 1 
molecule/unit cell in LTA and CHA and 1.5 molecules/unit cell in ERI were used. These 
loadings are close to the infinite dilution limit. Additional information is given in Table 
A5. These MD simulations were performed with the same thermostat, time step, 
simulation box etc. as calculations described earlier. The results obtained are shown in 




Figure 2.9 Comparison of diffusivities for CH4 in LTA (square), CHA (triangle), and 
ERI (circle) obtained by Method 2 (vertical axis) with that obtained by NVT-MD 
(horizontal axis) (a) in energy minimized (green) and time averaged (red) for CH4 and (b) 
in flexible structure. 
Our TST method was then applied to the set of snapshots at different temperatures 
to calculate Ds for CH4 in LTA, ERI, and CHA. The data in Fig. 2.9 (b) compares the 
results from TST to the MD results for the fully flexible structures. The TST results are in 
good agreement with the MD data, showing that TST can accurately predict diffusion in 
these materials. To compare this method with structures approximated by the energy 
minimized and time averaged rigid structures, specific examples were taken from Fig. 2.9 
(b) (given in Table A5). This comparison is shown in Fig. 2.10, where agreement 
between Method 2 and MD in the fully flexible structure is unambiguous, while the 
results of calculations for single rigid structures show a large discrepancy from the results 




Figure 2.10 Accuracy in predicting Ds of CH4 in flexible structure (horizontal axis) by 
different approximate methods X; where X is Method 2 (black), time averaged rigid 
structure (red), and energy minimized rigid structure (green). 
With the TST based method, Ds at low temperatures can be obtained for which 
NVT-MD simulation cannot be used. This is one of the biggest advantages of this 
method. This method was applied to the energy minimized, time averaged, and the set of 
snapshots approximating fully flexible structure to obtain Ds of CH4 in LTA and ERI and 
hypothetical CH4 in CHA in the temperature range 50-300 K, 700-1000 K, and 200-300 
K, respectively. The results are shown in Fig. 2.11. Here, diffusivities obtained in the 
energy minimized and time averaged structures are drastically lower compared to 









𝑇𝐴 ≈ 19, indicating large effects of framework flexibility. This deviation 




Figure 2.11 Low temperature Ds in the flexible (black), time averaged (red), and energy 
minimized (green) structure calculated using Method 2.  
2.4.3 Computational costs of new methods 
Finally, it is important to discuss the computational cost associated with the two 
methods introduced above. Typical comparisons are shown in Table 2.3 based on 
simulations in the LTA structure. Results are normalized with respect to computational 
cost of a single rigid structure at low and high loadings. The main factor that affects the 
computational cost is the adsorbate loading. At low loadings, these modified methods 
take time, somewhat longer than the single rigid structure methods although they are still 
much faster than the calculations utilizing the fully flexible structure. As the loading 
increases, the ratio tMethod-1/tEnergy-minimized reduces considerably (Table 2.3) as the total 
time required for Method 1 remains almost constant, while the time taken for the energy 
minimized calculation increases linearly. This is because the dominant cost of Method 1 
is the reading of pre-tabulated PES for all the snapshots, which is independent of the 
loading.  For example, in LTA, this ratio decreases from 80 at low loading to ~5 at the 
higher loadings showing that Method 1 scales better than the conventional single 
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structure methods. Table 2.3 also shows that the relative time taken for method 2 
calculations (1.3) is comparable to single rigid structure methods, as the TST calculations 
of the various snapshot can be carried out in parallel.   
Table 2.3 Approximate computational costs associated with different methods 
normalized to the computational cost of MD in rigid structure to calculate Ds of CH4.  
Zeolites OPT a TA a Method 1 §,a Method 2 †,b Flexible 
c 
LTA (low loading,  
1 molecules/unit cell) 
1 1 80 1.3  7200 
LTA (high loading,  
9 molecules/unit cell) 
1 1 5 - 600 
§ Method 1 is the method involving direct NVT-MD in the set of snapshots. † Method 2 is 
the transition state theory method applied to the set of snapshots, aCalculations using in-
house MD code, bCalculations using in-house TST code, cCalculations using LAMMPS.  
2.5 Conclusions 
In this chapter, we have elucidated the role of the framework flexibility on 
diffusion of the small molecules (CH4) in four representative 8MR zeolites with the cage-
window type structures. While it is not surprising that the framework flexibility can play 
a crucial role when the size of the diffusing molecule approaches the size of the window, 
it is less clear how these effects can be captured accurately in the approximate methods 
without performing direct MD simulations with a fully flexible structure. We have shown 
that the magnitude of the framework flexibility effect is influenced by the number of 
distinct directions associated with the minimum window dimension in a fluctuating 
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structure, and harmonicity of the vibrations of the atoms forming 8MR windows. This is 
why a simple recipe of replacing the rigid structure with the time-averaged structure does 
not always work.  
To account for the framework flexibility efficiently and reliably, we have 
introduced two new methods based on approximation of the flexible framework by the 
set of rigid snapshots obtained from the dynamics simulation of the empty framework. 
The first method is a modification of the MD in rigid frameworks where we periodically 
replace the rigid structure with a new one taken randomly from the pre-recorded set of 
snapshots while keeping positions of adsorbate molecules constant. The optimal 
frequency at which these swaps should be made corresponds to the characteristic 
vibrational frequency of oxygen atoms in the windows, or “breathing” frequency of the 
window, which can be determined from the analysis of the vibrational modes of the 
structure. The method is fairly robust with respect to the sensitivity to the exact switching 
frequency. The method is orders of magnitude more efficient than the simulations with 
the fully flexible structure. Another important advantage is that it can be used to calculate 
diffusivities at arbitrary loadings. 
In the second method, we directly compute cage to cage hopping rates in each 
rigid snapshot using TST and average over a distribution of snapshots. The second 
method (as implemented) is applicable at infinite dilution but has an advantage that like 
other TST based methods it can predict diffusivities at low temperatures for slowly 
diffusing molecules where MD methods are not applicable. Excellent agreement has been 
obtained between diffusivities predicted with these two new methods and direct MD 
simulations using fully flexible structures. 
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Though these methods have been described for the 8MR zeolites, they can be 
applied to similar nanoporous materials such as Metal Organic Frameworks (MOF), 
glassy polymers etc. One limitation of the classical simulations in MOFs is that the 
computed diffusivities depend strongly on the intramolecular force field employed during 
the MD simulations. 74 This requires development and parameterization of new force 
fields for each new MOF to be studied. In such circumstances, one can use methods 1 or 
2 that are efficient, reliable, and depend only on intermolecular interactions. If a reliable 
force field is unavailable, the set of snapshots can be generated using short ab-initio MD 
trajectories52 and then methods 1 or 2 can be used to measure diffusivities at a given 





3 Applying New Efficient Methods to Other Spherical Adsorbates in 
8MR Zeolites: Extension to Binary Mixtures 
In this chapter, we use the changing snapshot method and TST/snapshot method, 
as described in the previous chapter, to characterize the effects of zeolite framework 
flexibility on diffusion of spherical molecules in 8MR zeolites. These methods are 
applied to noble gases (Ne, Ar, Kr, Xe, Rn), and CF4. We demonstrate the effect of the 
zeolite framework flexibility on diffusion by considering the size and loading of 
adsorbates and temperature. We studied in detail how the framework flexibility affects 
the loading dependence of diffusion. By looking at the computational costs, we 
demonstrated that both the methods are orders of magnitude more efficient than the fully 
flexible simulations. We then apply the changing snapshot method to binary mixtures of 
adsorbates to obtain accurate binary diffusivities and binary selectivities.  
3.1 Introduction 
Noble gases (He, Ne, Ar, Kr, Xe, and Rn) have applications in various fields. 
Noble gases have been used in many areas including radiotherapy, lighting, lasers75, 
medicine76, and as a inert carriers in flow systems. Ne, Ar, Kr, and Xe are typically 
obtained from air using cryogenic fractional distillation while He is obtained from the 
natural gas fields which are rich in He and separated by cryogenic gas 
separation techniques. These processes make the prices of noble gases high. Alternatives 
to cryogenic distillation may be useful to reduce the prices for these gases. One potential 
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alternative is adsorptive and/or diffusive separation using nanoporous materials like 
zeolites, metal-organic frameworks (MOFs), and activated charcoal. 
There are a limited number of studies about separation and purification of noble 
gases using nanoporous materials. Most of the examples of experimental studies include 
zeolites77-85 and MOFs86. Computational studies of adsorption and diffusion of inert gases 
in zeolites include work by Skoulidas et al.87; Krishna et al.88, and Kopelevich et al89 
while in MOFs previous studies include work by Van Heest et al.90, Demir et al.91 and 
several other computational studies92-94.  
In adsorption based separations of inert gases, one adsorbate is selectively 
adsorbed over other components of the mixture. In such separations, the kinetic effects 
are negligible but quantifying diffusion in such materials is important to see if the 
adsorption sites are readily accessible. In addition to adsorptive separations, separations 
can also be diffusion-controlled.95-97 One example of this kind is membrane separation 
using nanoporous materials.98-102 In membranes, high selectivity values are a combination 
of diffusion selectivity (with one adsorbate diffusing through the material more quickly 
than another) and adsorption selectivity (with one species adsorbing more strongly than 
another). High diffusion selectivity, and hence high membrane performance, is most 
likely to be observed in materials where one of the adsorbed molecules is tightly 
confined. In these situations, the framework flexibility of the nanoporous materials can 
have a profound influence on molecular diffusion rates.21, 24, 103 It is therefore helpful to 
have methods that can efficiently predict the diffusion of tight fitting molecules in 
materials like zeolites while accounting for framework flexibility. For this, we have 
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proposed two new efficient computational methods as described in previous chapter to 
deal with framework flexibility.  
The aim of this chapter is to first show the accuracy of our two newly developed 
methods to deal with framework flexibility in 8MR zeolites. We then extend our methods 
to diffusion of adsorbed mixtures. Our results are illustrated by examining a range of 
spherical molecules in a variety of 8MR zeolites with different topologies. In section 3.2, 
we discuss the zeolite structures, force fields and simulation methods used in our 
calculations. Section 3.3 shows in detail the accuracy of newly developed methods for 
flexible frameworks as well as the effect of framework flexibility on diffusion of noble 
gases and CF4 in selected 8MR zeolites.  
3.2 Models and Simulation details 
3.2.1 Adsorbates and zeolites 
In previous chapter, we looked at the effect of the framework flexibility in pure 
silica 8MR zeolites on diffusion of spherical molecules like CH4. In this chapter, we 
consider the diffusion of 6 additional spherical molecules, Ne, Ar, Kr, Xe, Rn, and CF4, 
in pure silica 8MR zeolites.  
There are 63 8MR zeolites in the International Zeolite Association (IZA) 
database10 that have no significant distortions or terminal silanol groups and hence can be 
optimized using standard force fields (FF) for zeolite frameworks such as the Hill-Sauer 
FF47-48. A complete list of the 8MR zeolites is given in Appendix B in Table B2. We 
divided the list of 8MR zeolites into four categories based on two properties that are 
important to characterize the effect of framework flexibility103: a) the harmonicity of the 
vibrations associated with the atoms in the windows, and b) the number of distinct 
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directions that can be associated with the minimum window dimension in a flexible 
structure. Details about harmonicity (anharmonicity) as well as single (multiple) dmin  and 
their connection with gas diffusion in zeolites are given in the previous chapter. 
From the 63 known 8MR structures, 8 were chosen for study: CHA, ERI, LTA, 
BIK, SAS, RHO, DFT, and EAB. They were selected to give two examples each of the 
four possible behaviors seen when considering the abovementioned two properties, as 
shown in Table 3.1. Using multiple examples for each category helps to show that the 
results obtained in our previous study regarding the effect of these different 8MR window 
properties on diffusion are transferrable to other materials.  
Table 3.1 8MR zeolites chosen for the study with their respective categories. The 
dimensionality of the pore structure is shown in the parentheses. 
Multiple window dimensions Single window dimensions 
Harmonic Anharmonic Harmonic Anharmonic 
CHA (3) LTA (3) BIK (1) ERI (3) 
SAS (1) RHO (3) DFT (3) EAB (2) 
Below, energy minimized structures are also denoted as optimized structures or OPT. 
The lattice parameters obtained in this way using the Hill-Sauer FF are listed in Table 
3.2. All simulations were performed with the lattice constants obtained from these energy 
minimized structures. These lattice constants and the 8MR window dimensions are 




Table 3.2 Lattice parameters for a single unit cell of the energy-minimized zeolite 
structures. Numbers in brackets in the first column indicate number of unit cells along 
each cell vector used in the simulation. Unit cell parameters taken from the IZA database 
are also shown in parentheses. 
Zeolites a (Å) b (Å) c (Å) α (°) β (°) γ (°) 
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One of the methods we describe below uses time averaged structures for each 
zeolite. To get the time averaged structures, we performed MD simulation of empty 
frameworks using the Hill-Sauer FF in the canonical ensemble (constant NVT) at each 
temperature. Starting with the energy minimized structures, framework atom positions 
were averaged over their position recorded every 1 fs from a trajectory 10 ps in length. 
Test calculations indicated this approach gave well converged results. We ignore the 
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temperature dependence of the unit cell while examining diffusion at different 
temperatures. Such considerations, while potentially relevant in high resolution 
calculations, are outside of the scope of the present work.  
3.2.2 Force fields 
As in our previous chapter of CH4 diffusion in flexible zeolites, we used the Hill- 
Sauer FF to describe the flexibility of all-silica zeolites.47-48  
Table 3.3 LJ potential parameters and their references for adsorbate-adsorbate. A, Z 
indicates adsorbate and framework oxygen respectively.  
Adsorbate mass εAA (K) σAA(Å) εAZ (K) σAZ(Å) Ref. 
Ne 20.18 35.7 2.789 54.59 3.004 13 
Ar 39.95 120 3.405 100.08 3.312 39 
Kr 83.80 170 3.690 119.12 3.450 
Xe 131.30 211 4.100 132.71 3.660 
CF4 88.00 134 4.660 105.76 3.940 40 
Rn 222.00 300 4.170 158.24 3.690 41 
We considered adsorption and diffusion of Ne, Ar, Kr, Xe, Rn, and CF4. These 
adsorbate molecules are modeled as neutral spherical united atoms (UA). Adsorbate-
adsorbate interactions were defined using Lennard-Jones (LJ) potentials from the 
literature as given in Table 3.3. The LJ potential parameters for framework oxygen-
oxygen were extracted from CH4-CH4 and CH4-framework oxygen interactions given by 
Dubbeldam et al.55 assuming the Lorentz-Berthelot mixing rule. This assumption may or 
may not provide the accurate parameters, but the accuracy of the force field is not a 
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central concern of our work. It is useful to note that the parameters obtained using this 
way are very close to the standard CLAYFF oxygen-oxygen parameters.104 The Lorentz-
Berthelot mixing rule was applied to get adsorbate-framework oxygen interactions (see 
Table 3.3).  Adsorbate LJ potentials were cut and shifted using a cutoff radius of 12 Å.  
3.2.3 Simulation details 
We performed five different types of calculations. First, we performed diffusivity 
calculations in fully flexible structures of zeolites using standard MD. Secondly, we 
obtained self-diffusivities using two efficient approximate methods, namely the changing 
snapshot method and the TST/snapshot method. We also performed MD simulations in 
the two types of rigid structures mentioned above, OPT and TA. Details about these 
simulations are given below. 
a. Diffusion in flexible, OPT, and TA structures using MD 
For Molecular Dynamics (MD) calculations in flexible zeolites, LAMMPS56 was 
used. For calculations using rigid zeolites, an in-house MD code was used. This code is 
computationally efficient as it uses a grid interpolation technique for the potential energy 
surface of zeolite. This approach takes a far less computational effort than simulations 
that calculate the potential energy at each time step.57 We verified that the two codes give 
equivalent results for calculations for rigid structures. Time steps of 0.1 fs and 1 fs were 
used in simulations of flexible and rigid structures, respectively. The shorter time step 
required to treat flexible frameworks is one of the reasons why simulations of rigid 
structures have a large advantage in computational speed. Simulations in the NVT 
ensemble were performed using a Nosé-Hoover thermostat and the velocity Verlet 
integrator. Initial adsorbate configurations were obtained from Grand Canonical Monte 
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Carlo (GCMC) simulations for the rigid structures using an in-house GCMC code. For 
flexible structures, initial adsorbate configurations from GCMC using the time averaged 
structure were used. For each simulation, a simulation box was chosen to ensure that the 
minimum length in each of the direction was larger than 24 Å (twice the cutoff radius of 
the LJ potentials).  The mean square displacements (MSD) of adsorbate molecules were 
recorded every 0.1 ps. This data was then used to calculate self-diffusivity Ds, of 
adsorbate molecules using Einstein's relation, 










                                                                             
(3.1) 
where,   r(t) denotes  the positions of the adsorbates at time t. The total length of the 
simulations and hence the computational time were varied with conditions in simulations 
like temperature, type of zeolites, and loading. Simulations times were 1-50 ns to achieve 
reliable Ds in MD calculations. For simulations at low temperatures we made sure that the 
minimum MSD achieved is at least the square of distance between two adjacent cages, or 
adjacent unit cells in the case of 1-dimensional zeolites like BIK or SAS.  
b. Computing diffusion using the changing snapshot method and TST/snapshot 
method 
We introduced two new methods in the previous chapter in which the flexible 
structure of zeolite can be approximated as a set of discrete rigid structures. These 
discrete rigid structures, or snapshots, can be generated from a classical MD simulation 
of the empty framework. The process of recording snapshots is a computationally 
inexpensive process when a flexible force field is available. We have simulated flexible 
empty frameworks of zeolite in the NVT ensemble, and recorded 200 snapshots at each 
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temperature of interest from a trajectory of 10 ps in length.  It is also possible to collect 
data of this kind from ab initio MD simulations.52-53 Both of these methods make the 
assumption that the presence of adsorbed molecules has a negligible influence on the 
window size distribution. 
In first method, known as the changing snapshot method, molecular diffusion is 
simulated using NVT MD at the adsorbate loading of interest in a rigid framework picked 
at random from the set of snapshots. After 200 fs, the rigid framework is replaced by 
another randomly chosen framework from the set of pre-recorded snapshots while 
adsorbate positions are held fixed. The MD simulation is then continued with the 
adsorbates in the new rigid structure. This procedure is repeated at fixed time intervals 
during the overall MD trajectory. More details about this method as given in chapter 2.  
We have shown in chapter 2 the reason and the robustness of using 200 fs as 
swapping frequency in the case of four 8MR zeolites, namely LTA, CHA, BIK, and ERI. 
Analysis of the vibrational modes of these zeolites showed that this frequency 
corresponds to the characteristic vibrational frequency of 8MR oxygen atoms in the plane 
of 8MR windows. This vibrational mode plays an important role in the diffusion of 
molecules from one cage to another through 8MR windows. We assumed that this 
frequency is applicable for all 8MR zeolites irrespective of their topology. As a result, in 
this work, we used a swapping frequency of 200 fs for all the 8MR zeolites.  
In our prior use of the changing snapshot method, we used 200 grid files 
containing information about potential energy surfaces from 200 snapshots. Every time a 
snapshot was swapped, the MD code for the changing snapshot method read the new grid 
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file which took some time and hence increased computational cost. Since we only used 
200 snapshots in this method, the code reads each grid file many times during a single 
simulation which was computationally inefficient. In this study, we modified our 
previous code to store all 200 grid files in memory during entire simulation, which 
reduced the time required to read each grid files many times. This enables us to use this 
method with computational cost almost equal to that of a MD simulation in a rigid 
structure. 
In the second method, known as the TST/snapshot method, we compute cage to 
cage hopping rates in each rigid snapshot using TST. We use an approach to TST for 
these systems that efficiently identifies the dividing surfaces between cages and does not 
rely on assumptions about the pre-factors for each hopping rate. Once these hopping rates 
have been found for each snapshot, an average of the resulting self-diffusivities gives the 
net self-diffusivity.  More details about this method are given in chapter 2. This method 
(as implemented) is applicable at infinite dilution but has an advantage that like other 
TST based methods it can predict diffusivities at low temperatures for slowly diffusing 
molecules where MD methods are not applicable.  
3.3 Results and discussion 
3.3.1 Accuracy of changing snapshot method (CSM) and TST/snapshot method  
We showed that the changing snapshot method (CSM) and TST/snapshot method 
perform well for several spherical adsorbates in chapter 2. Excellent agreement was 
obtained between diffusivities predicted with these two methods and direct MD 
simulations using fully flexible structures. Before we proceed to use these two methods in 
variety of 8MR zeolites, we again want to show the accuracy of the methods. This can be 
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done by comparing diffusivities obtained using these two methods to that obtained from 
MD in the fully flexible structure.  
Simulations in the fully flexible structures are time consuming. As a result, we 
decided to compare a limited number of adsorbate-zeolite pairs at a single temperature. 
We used low loadings for the changing snapshot method and the fully flexible method, 
while the TST/snapshot method, as defined earlier, is for the infinite dilution limit. 
Combinations of adsorbate-zeolite and temperatures for these simulations were chosen so 
that the window sizes of zeolites are comparable to or smaller than adsorbate size. There 
are no 8MR zeolites with window sizes comparable to or smaller than size of Ne; hence 
for Ne we used ERI, DFT, and EAB, which have smallest window sizes in available pool. 
We also chose temperatures for each example so the diffusivities are high enough to be 
obtained from MD simulations in reasonable computational time. 
The list of zeolite-adsorbate-temperature combinations is given in Fig. 3.1. The 
system indices are arranged such that diffusivities go from low to high (as determined 
from MD with the fully flexible structure). Many of the temperatures used in Fig. 3.1 are 
unphysically high in order to make diffusion observable with straightforward MD. 
Despite these high temperatures, the window size distribution of the flexible structure 
during the simulation did not indicate any sort of collapse or damage of the zeolite 
framework. From Fig. 3.1, we can conclude that our two methods give self-diffusivities 




Figure 3.1 Comparison of Ds of different spherical adsorbates obtained from 
TST/snapshot method and changing snapshot method with fully flexible method in 
various 8MR zeolites. The loadings used in the changing snapshot method and in the 
fully flexible method are very small (1 molecule/unit cell) and hence close to infinite 
dilution (see Table 3.5 for saturation loading). The TST/snapshot method is applicable at 
infinite dilution limit. Numerical values of diffusivities are given in Table B3. 
From Table 3.4, we can see that the normalized computational cost for the 
changing snapshot method is small compared to that for the fully flexible simulation and 
is comparable to the rigid structure simulations. The computational cost of the 
TST/snapshot method remains the same at all the temperatures while for methods based 
on MD, it increases as temperature decreases because of the need for longer adsorbate 
trajectories. This indicates that the CSM and TST/snapshot method can be used as an 
accurate and computationally efficient alternatives to the fully flexible simulations for all 




Table 3.4 Approximate average computational costs for CSM and the fully flexible 
simulations per unit length of the MD trajectory normalized by the computational cost of 
MD in a rigid structure. The computational costs at high loadings are given in 
parenthesis. The variation in computational costs for the same zeolite is due to the 
variation in the machine efficiency. 
System CSM a Flexible b System CSM a Flexible b 
1. LTA/Rn/1300 K 3 (2) 53000 9. CHA/Kr/ 700 K 3 (2) 64000 
2.RHO/Rn/1500 K 3 (2) 108000 10. LTA/Kr/700 K 4 (2) 55000 
3. LTA/Xe/1100 K 3 (1) 54000 11. RHO/Kr/700 K 3 (1) 113000 
4. RHO/Xe/1100 K 6 (1) 110000 12. DFT/Ar/500 K 6 (1) 102000 
5. CHA/Xe/1300 K 4 (1) 93000 13. ERI/Ne/500K 5 (1) 85000 
6. EAB/Ar/500 K 3 (1) 75000 14. EAB/Ne/500K 5 (1) 65000 
7. ERI/Ar/700K 4 (1) 80000 15. DFT/Ne/500K 6 (3) 83000 
8. SAS/Kr/500 K 2 (1) 127000    
aCalculations using  in-house MD code, bCalculations using LAMMPS.  
3.3.2 The changing snapshot method (CSM) 
Above, we showed how the changing snapshot method and TST/snapshot method 
can be used in place of time consuming fully flexible simulations for a large set of 
spherical molecules in variety of zeolites. In this section, we apply the CSM to study the 
effect of framework flexibility on a large set of spherical molecules including inert gases 
in 8MR zeolites. The main aim of this task is to demonstrate that the CSM can be applied 
to a large number of materials in reasonable computational time with high accuracy. To 
assess the effect of framework flexibility on single component Ds, we performed 
calculations as functions of temperature, adsorbate size, and adsorbate loading.  
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Table 3.5 Saturation loading (Sat.), mid loading, and high loading used in molecules/unit 




Loading (mmol/g) Adsorbate/ 
Zeolite 
Loading (mmol/g) 
Sat. Mid High Sat. Mid High 
Ne/ERI 27.6 9.1 18.2 Ar/ERI 12.0 4.0 7.9 
Ne/DFT 22.3 7.3 14.7 Ar/DFT 8.4 2.8 5.5 
Ne/EAB 28.9 9.5 19.1 Ar/EAB 13.1 4.3 8.7 
Kr/CHA 8.4 2.8 5.5 Xe/CHA 7.1 2.3 4.7 
Kr/LTA 10.4 3.4 6.9 Xe/LTA 7.6 2.5 5.0 
Kr/SAS 9.4 3.1 6.2 Xe/SAS 6.3 2.1 4.2 
Kr/RHO 12.5 4.1 8.3 Xe/RHO 8.4 2.8 5.5 
Kr/BIK 5.6 1.8 3.7 CF4/LTA 2.8 0.9 1.8 
Rn/LTA 7.6 2.5 5.0 CF4/SAS 4.3 1.4 2.8 
Rn/SAS 5.3 1.7 3.5 CF4/RHO 6.3 2.1 4.1 
Rn/RHO 7.7 2.5 5.1     
Before performing any MD simulations, we first performed GCMC simulations at 
300 K for the 21 adsorbate-adsorbent pairs listed in Table 3.5. The single component 
adsorption isotherms are given in Fig. B2. For each pair we chose three different loadings 
based on corresponding theoretical saturation loadings to study the effect of adsorbate 
loading on Ds in context of the effect of framework flexibility: a) close to infinite dilution 
(1 molecule/unit cell), b) mid, and c) high loadings. The theoretical saturation loading 
here is defined as the amount of gas molecules adsorbed at an extremely high fugacity (~ 
1012 bar). The mid and high loading is defined as 33% and 66% of the saturation loading 
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respectively. The high loadings used in our calculations, though are not realistic at 300 K 
(and hence not shown in Fig. B2), are helpful for demonstrating the application of our 
methods to a wide range of loadings. 
a. Effect of temperature 
Temperature plays an important role in combination with flexibility effects for 
tight fitting molecules diffusing in zeolites. Depending upon the size and loading of the 
adsorbate and zeolite, there is a temperature region below which the effect of framework 
flexibility is significant and hence cannot be ignored. In the previous chapter, we have 
demonstrated this by showing the deviation between the diffusivities of CH4 in the fully 
flexible structure and the rigid structures becomes larger as temperature decreases. This 
temperature region is higher for zeolites with smaller 8MR windows for an adsorbate at a 
given loading and it increases with increasing adsorbate size.  
These temperature effects can be explained by considering the tail of the window 
size distribution (Fig. B1) for flexible structures. The tail region corresponding to wider 
windows and hence can increase Ds of tight fitting molecules. At high temperatures, Ds in 
a rigid structure is high enough that any enhancement in Ds due to the tail region is 
negligible. As temperature decreases, the Ds in rigid structures decrease exponentially 
and hence any addition in Ds due to the tail region for fully flexible structure is 




Figure 3.2  Self-diffusivities of (a) Ne in ERI, (b) Ar in ERI, (c) Kr in CHA, (d) Xe in 
CHA, (e) Rn in RHO, (f) CF4 in RHO calculated using  OPT, TA, and changing snapshot 
method (CSM) at 3 different temperatures at low loading (1 molecule/unit cell). Similar 
plots at low, mid, and high loadings for all adsorbate-zeolite systems can be obtained in 
Fig. B4 to B24 (a), (b), (c). Numerical values of diffusivities are given in Table B7. 
We calculated Ds at three different temperatures for the three different loadings 
mentioned above. The specific loadings and temperature are listed in Tables 3.4 and B1 
respectively. The temperatures were chosen after performing test calculations for each 
system to ensure Ds was readily measurable in our simulations in each case. Ds was 
calculated in the OPT and TA structures of the zeolites and compared with Ds calculated 
using the changing snapshot method. 
The results for the temperature dependence of Ds in OPT, TA, and changing 
snapshot method for Ne and Ar in ERI, Kr and Xe in CHA, and Rn and CF4 in RHO are 
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shown in Fig. 3.2 for low loading of gases. Similar results at low, mid, and high loadings 
for all the 21 adsorbate-zeolite systems are presented in Appendix B (Figs. B4 - B24). In 
all these materials, the deviation between the diffusivities obtained by changing snapshot 
method (approximating the fully flexible structure) and the optimized structure becomes 
larger as T decreases.  
For Ne in ERI, simulations with the time averaged structure give Ds accurately at 
all the loadings (Fig. 3.2 (a), Fig. B4) as it is not a tight fitting molecule. The effect of the 
framework flexibility for Ar (𝜎𝐴𝑟−𝑂 = 3.312 Å) in ERI is shown in Fig. 3.2 (b) at low 
loading and in Fig. B7 at mid and high loading, in Fig. B8 for DFT, and in Fig. B9 for 
EAB. Large differences can be seen between Ds in the rigid and flexible structures, 
especially at low temperatures. Since all of these zeolites have a single window 
dimension, the time averaged structure does not capture the effects of the framework 
flexibility. Here, Ds in the OPT and TA structures are different because these zeolites are 
anharmonic. 
The diffusivities for Xe are presented in Fig. 3.2 (d) for CHA, in Fig. B16 for 
LTA, in Fig. B17 for RHO, and in Fig. B18 for SAS. At the lower temperatures studied 
we can observe there is a difference of 1-2 orders of magnitude between Ds
TA and Ds
CSM. 




𝑇𝐴  is higher for 
CHA (~10) than LTA (~3) at 900 K and low loading of Xe. This is because CHA is 
harmonic (i.e.  dmin
TA ~dmin
OPT), and therefore the TA structure does not perform better than 
OPT structure. On the other hand, in anharmonic LTA (i.e. dmin
TA > dmin
OPT), the TA 
structure narrows the tail region of the window size distribution and gets closer to the 
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fully flexible structure. Similar conclusions can be drawn for Kr diffusing in CHA (Fig. 
3.2 (c) for low loading, Fig. B10 for mid and high loading) and LTA (Fig. B12) at the 
same temperature (e.g. 300 K) and loading. Parallel conclusions regarding the influence 
of the temperature on the framework flexibility effects on diffusion for other cases of 
adsorbates (Rn, CF4) and zeolites (RHO, SAS, BIK) can be drawn based on the 
harmonicity and number of distinct window dimensions in the zeolite. 
b. Effect of adsorbate size  
Differences in adsorbate sizes play a pivotal role in kinetic separations using 
nanoporous materials like zeolites. In this section, we examine how framework flexibility 
affects Ds of inert gases of various sizes in the same zeolite and at low loading. 
Simulations for Ne (𝜎𝑁𝑒−𝑂 = 3.005 Å) and Ar (𝜎𝐴𝑟−𝑂 = 3.312 Å) in ERI (Fig. 3.2 (a)-
(b), also Fig. B4 and B7 for mid and high loading), DFT (Fig. B5 and B8), and EAB (Fig. 
B6 and B9) indicate that the effect of framework flexibility is more pronounced for Ar 








𝑂𝑃𝑇 ≈ 10 are 
much larger than corresponding ratios (~1 and ~1 respectively) for Ne. 
Similarly, the effect of the framework flexibility at different temperatures and 
loadings for Kr (𝜎𝐾𝑟−𝑂 = 3.455 Å) and Xe (𝜎𝑋𝑒−𝑂 = 3.66 Å ) were studied in CHA, 
LTA, SAS, and RHO. The results obtained are shown in Fig. 3.2 (c)-(d) for CHA, Fig. 
B12 and Fig. B16 for LTA, Fig. B14 and Fig. B18 for SAS, and Fig. B13 and Fig. B17 
for RHO. The results show that the framework flexibility affects Ds of the larger 











𝑂𝑃𝑇 ≈ 5 − 10 are much larger than corresponding ratios (~1 
and ~1 respectively) for Kr.  
When we consider CF4 and Rn, we have to use very high unphysical temperatures 
to observe diffusion. Simulations for Rn (𝜎𝐶𝐹4−𝑂 = 3.695 Å) and CF4 (𝜎𝐶𝐹4−𝑂  = 3.94 Å) 
in zeolites, RHO (Fig. 3.2 (e)-(f) for low loading, Fig. B19 and B22 for mid and high 
loading), LTA (Fig. B20 and B23), and SAS (Fig. B21, B24) indicate that the effect of 
framework flexibility is more significant for CF4 compared to Rn. This can be 








𝑂𝑃𝑇 are smaller for Rn (~1 and ~2) than for CF4 (~10 and ~25). 
c. Framework flexibility effects on loading dependence of Ds 
It is well known that the adsorbate loading affects diffusion in zeolites. In the case 
of cage-type zeolites (ERI, EAB, CHA, LTA, SAS, and RHO), Ds increases with 
adsorbate loading up to a certain loading then decreases while in other zeolites (DFT, 
BIK), Ds continuously decreases.
88 In this section, we examine whether framework 
flexibility enhances the loading dependence of Ds. The results for the adsorbate loading 
dependence of Ds in OPT, TA, and the changing snapshot method for Ne and Ar in ERI, 
Kr and Xe in CHA, and Rn and CF4 in RHO are shown in Fig. 3.3. Similar results at 
three different temperatures for all 21 adsorbate-zeolite systems are presented in 




Figure 3.3  Self-diffusivities of (a) Ne in ERI, (b) Ar in ERI, (c) Kr in CHA, (d) Xe in 
RHO, (e) Rn in RHO, (f) CF4 in RHO calculated using  OPT, TA, and changing snapshot 
method (CSM) at 3 different loadings. Similar plots for all the adsobate-zeolite systems 
are shown in Fig. B4-24 (d), (e), and (f) at three temperatures. Numerical values of 
diffusivities are given in Table B5. 
For small molecules like Ne, the framework flexibility does not affect loading 
dependence of Ds and hence, the rigid structures, OPT and TA, are sufficient for diffusion 
calculations. This can be seen, for example, for ERI (Fig.3.3a, Fig. B4), DFT (Fig.B5), 
and EAB (Fig. B6). Similarly, for Kr, which fits less tightly in SAS (Fig. B14), the 
framework flexibility effects on the loading dependence of Ds is negligible. For Ar, which 




𝑇𝐴 increases up to a certain loading and then decreases at high loading, even though the 
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𝑇𝐴  , for example, for Ar in ERI 
changes from ~6 at low loading to ~30 at mid loading and then decreases to ~5 at high 
loading at 500 K (Fig. 3.3b).  




𝑇𝐴  at 300 K 
varies as 4→50→7. Here, the arrow indicates changing from low→mid→high loading. 
Framework flexibility influences the loading dependence of Ds more for more tight-




𝑇𝐴  changes 4→22→10 at 
700 K for Xe (Fig. 3.3d), 4→20→8 at 1100 K for Rn (Fig. 3.3e) and 9→20→3 for CF4 
(Fig. 3.3f) at 1500 K.  
In the case of diffusion of Ar in 3D channels of zeolites DFT (Fig. B8) or Kr in 
the 1D channels of BIK (Fig. B11), the Ds in the optimized and time averaged structures 
decrease with loading at all the temperatures as expected. However, the diffusion in the 
changing snapshot method either remains constant and then decreases or decreases 




𝑇𝐴  shows the same qualitative behavior as above 
i.e. it first increases and then decreases with loading, just like any other cases of tight 
fitting molecule. 




𝑇𝐴   ~ 
1 at low loading (e.g. small molecule) at a given temperature for a given adsorbate then it 




𝑇𝐴   ~ 1 at higher loading also. As a result, we can neglect the effect of 




𝑇𝐴   >> 1 at low 
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loading (e.g. tight fitting molecules), the framework flexibility will typically be even 
more important for higher loadings. At very high loading the framework flexibility 
effects on Ds diminishes because of adsorbate crowding.  
3.3.3 TST/snapshot method 
We have shown above in Fig. 3.1 that the diffusivities calculated using the 
TST/snapshot method are comparable to diffusivities in the fully flexible structure at low 
loading by studying few examples. We applied the TST/snapshot method for large 
number of adsorbate-zeolite systems to illustrate the potential of this method for 
screening materials for the kinetic separations.  
 
Figure 3.4 Comparison of TST/snapshot method with changing snapshot method for 
different adsorbate-zeolite systems at 3 different temperatures per system. Numerical 
values of diffusivities are given in Table B8. 
Our TST based method was applied to the set of snapshots to calculate Ds for 
inert gases and CF4 in the 8MR zeolites listed in Fig. 3.4. To calculate Ds at a particular 
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temperature, we used snapshots of zeolite at that temperature. Additional information 
about the specific temperatures used in simulations is given in Table B1. Figure 3.4 
shows an excellent agreement between the TST/snapshot method and the changing 
snapshot method for systems where both the methods are applicable. This establishes that 
the conclusions we drew for the CSM above regarding the effect of temperature, 
adsorbate size on framework flexibility are equally applicable for TST/snapshot method.   
The TST/snapshot method is useful to obtain Ds at low temperatures where MD 
simulations cannot be used. As already discussed, framework flexibility effects are 
particularly important in this regime. Hence, we used the TST/snapshot method to study 
the effect of framework flexibility at low temperatures. The TST/snapshot method was 
applied to the set of snapshots approximating fully flexible structures to obtain Ds of Ar, 
Kr, Xe, Rn, and CF4 as shown in Fig. 3.5 and Fig. B25. We also applied the TST method 
to the optimized and time averaged structures for the comparison. For each adsorbate, we 
calculated Ds at two temperatures: 100 and 200 K for Ar, 50 and 100 K for Kr, 200 and 
300 K for Xe and Rn both, 700 and 900 K for CF4. The results for Ne are not shown as it 
is not tight fitting molecule and the effect of framework flexibility is negligible. 
Here, diffusivities obtained in the optimized and time averaged structures are 
orders of magnitude lower than diffusivities obtained in the flexible structure 









𝑂𝑃𝑇/𝑇𝑆𝑇 ) for Ar in ERI at 100 and 200 K are  ~300 (600) and ~50 (90) respectively. 









5 (108) at 700 K and ~102 (104) at 900 K. 
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Similarly, we can also see such deviations of orders of magnitude in the case of Kr, Xe 
and CF4 (Fig. B25). This divergence increases as temperature decreases.  
As seen from Fig. 3.5, the TST method can access very low diffusivities; we show 
data as low as 10-25 m2/s. Although these low diffusivities may not practically useful, it 
underlines the observation that this TST based method can be used to obtain Ds under 
conditions that are completely inaccessible using standard MD. 
 
Figure 3.5 TST calculations of diffusivities at low temperatures in the time averaged and 
the optimized structures compared to Ds from TST/snapshot method for Ar, Kr, Xe, and 
Rn in respective 8MR zeolites. For harmonic zeolites (CHA, SAS), the data for OPT and 
TA structures overlaps and hence is hard to visualize in the figure for some cases. 
Numerical values of diffusivities are given in Table B6. 
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3.3.4 Effect of framework flexibility in binary mixtures 
Above, we discussed the effect of framework flexibility on single component self-
diffusion of spherical molecules. To screen materials for kinetic separations, it is of 
course desirable to obtain binary diffusion data. As a consequence, we extended our 
study to the diffusion of binary mixtures of spherical adsorbates in 8MR zeolites. 
We first performed GCMC simulations using our in-house code for binary 
mixture for 8 adsorbates-adsorbent pairs: Ne/Ar in ERI and EAB, Ar/Kr in ERI and EAB, 
Kr/ Xe in LTA and CHA, Xe/Rn in LTA and RHO. The binary adsorption isotherms (at 
50:50 gas phase composition) are given in Fig. B3. This is required to decide a 
reasonable mixture composition for our MD calculations. These 4 pairs of gases were 
chosen to give reasonable amount of adsorption for both gases. The respective zeolites 
are chosen so that the 8MR window dimensions comparable to both the adsorbates but 
one of the components of the mixture is a tight-fitting molecule while other can diffuse 
relatively rapidly. The main aim of this exercise is to show that the changing snapshot 
method works also for binary mixtures. We used the mixture composition obtained at 
1000 bar at each temperature. The high loadings associated with these conditions are 
useful for illustrating the applications of our methods to a wide range of loadings.  
Figure 3.6 shows the accuracy of the changing snapshot method for the binary 
mixture by comparing with standard MD simulations in all 8 systems. For the smaller 
molecules of each binary mixture, rigid structure simulations using the optimized and 
time averaged structures give results in a reasonable agreement with the fully flexible 
structures except for Ar-Kr in ERI, Ar-Kr in EAB, and Xe-Rn in LTA, where even the 
smaller molecules act as tight fitting at temperatures studied. For the larger molecules the 
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diffusivities predicted using single rigid structures, OPT and TA show significant 
deviation from diffusivities in the flexible structures and Ds in the changing snapshot 
method. Ds of the larger (hence slower) molecules of 4 binary mixtures (systems 1, 3, 4, 
and 5 in Fig. 6) in the optimized and time averaged structures are not reported because of 
very large computational time  that would be required in these cases to observe cage to 
cage hopping.  
 
Figure 3.6 Binary self-diffusivities of (a) smaller molecules, and (b) larger molecules for 
8 binary systems calculated using the changing snapshot method and compared with Ds 
in the fully flexible, optimized, and time averaged structures. Note that, some diffusivities 
of larger (hence slower) molecules in the optimized and time averaged structures are not 
reported because of a very large computational time. [Note: System index is arranged in 
the order of increasing size of adsorbates in the system]. Numerical values of diffusivities 
are given in Table B7. 
The binary diffusion selectivity is an important quantity in deciding whether a 
material is suitable for a separation of mixture. Hence, we calculated the binary diffusion 
selectivity in the abovementioned 8 systems in the OPT, TA, and changing snapshot 
method. We also compared the selectivity with that obtained in the fully flexible structure 
70 
 
of zeolites. The results are given in Table 3.6, which indicate that the changing snapshot 
method performs very well in predicting the binary selectivity. The methods based on a 
single rigid structure, however, do not perform accurately. For systems 1, 3, 4, and 5, we 
calculated an upper bound on the Ds of larger molecules in the single structure 
calculations by assuming the total MSD of the adsorbate to be equal to a single hop from 
one cage to another in a given computational time.  
Table 3.6 Binary diffusion selectivity data for 8 binary systems. 
T (K) Adsorbate Pair 
(Zeolite) 
Diffusion selectivity 
OPT TA CSM Flexible 
200 Ne-Ar (ERI) >3506 >3792 318 332 
200 Ne-Ar (EAB) 1344 1297 25 22 
300 Ar-Kr (ERI) >18 >22 40 43 
300 Ar-Kr (EAB) >71 >136 13 11 
500 Kr-Xe(LTA) >952 >3441 34 38 
700 Kr-Xe(CHA) 570 589 8 6 
900 Xe-Rn(LTA) 6.2 6.4 4 4.2 
1100 Xe-Rn(RHO) 6.9 6.3 5.8 4.8 
3.4 Conclusions 
We have performed diffusivity calculations for 6 spherical molecules, Ne, Ar, Kr, 
Xe, Rn, and CF4 using the changing snapshot and TST/snapshot methods in eight 8MR 
silica zeolites. We first demonstrated the accuracy of these methods by comparing results 
from these two efficient methods with diffusivities in the fully flexible structure. We then 
showed their applicability to obtain Ds at multiple temperatures and loadings. Both the 
methods are computationally efficient and hence can be used for screening of the 
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materials for separation processes. Throughout this work, we used a classical force field 
to describe flexibility of zeolites. An important advantage of the methods we have used is 
that they can also be used in conjunction with data from ab-initio MD simulations to 
accurately account for the effect of framework flexibility in the nanoporous materials 
where high quality classical force field are not available. 
The changing snapshot method is applicable at any adsorbate loading. Using the 
changing snapshot method, we studied the effect of framework flexibility on adsorbate 
loading dependence of Ds. As expected, we concluded that the framework flexibility 
influences the loading dependence of Ds more for more tight-fitting adsorbates, 
irrespective of zeolite topology and structure. We also found that it is possible to use low 
loading calculations to see if the framework flexibility is important at any loading. The 
TST/snapshot method gives diffusivities at the infinite dilution limit and is useful for low 
temperature calculations where regular MD cannot be used due to time constraints.   
In order to extend the changing snapshot method to binary mixtures, we 
performed simulations with the changing snapshot method with 8 binary noble gas pairs 
in 8MR zeolites. We have successfully demonstrated the applicability of the changing 
snapshot method for binary mixture of spherical molecules by comparing the diffusivities 
and diffusion selectivity with those in the fully flexible structures in all the cases. On the 
other hand, binary diffusivities and diffusion selectivities in rigid structures were 
incorrect by orders of magnitude for some cases.  
Both of the methods we have used rely on the assumption that coupling between 
the adsorbate and the framework degrees of framework as the adsorbate passes through a 
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transition state are negligible. Our results show that there are many examples of physical 
interest where this approximation is well justified. There are situations, however, where 
this approximation may be less well founded. Two examples of systems of this kind 
include the hopping of geometrically extended molecules such as long chain 
hydrocarbons through narrow pores and the diffusion of adsorbate that are so large that 
they can only move due to structural deformation of pores. It would be useful to develop 
efficient and accurate methods to describe these situations that would complement the 





4 Prediction of CH4 and N2 adsorption in zeolites using force fields 
derived from periodic DFT-CC calculations 
4.1 Introduction and literature review 
Nanoporous materials such as zeolites, metal organic frameworks (MOFs), 
covalent organic frameworks (COFs), zeolitic imidazolate frameworks (ZIFs) have 
shown great potential for applications in storage, separation, purification, and 
catalysis.105-108 Molecular simulations like Grand Canonical Monte Carlo (GCMC) and 
Molecular Dynamics (MD) are widely used to predict adsorption isotherms, heat of 
adsorption, diffusion, and other thermodynamic properties of adsorbate molecules in 
porous materials like zeolites.57, 109-114 The accuracy of such predictions depends mainly 
on the accuracy of the Force fields (FFs) (i.e., interatomic potentials) for adsorbate-
zeolite and adsorbate–adsorbate interactions. Molecular simulations of adsorption and 
diffusion in MOFs, COFs, and ZIFs typically use generic FFs (like UFF115 and 
Dreiding116). While they have demonstrated success for many systems, these force fields 
were developed to treat a variety of molecules including organic, biological, and 
inorganic compounds, and their transferability is not always satisfactory for porous 
materials.17,18 In simulations of adsorption in zeolites, force fields are usually obtained by 
fitting adsorption isotherms to existing experimental data.55, 117-118 This parameterization 
strategy is empirical and lacks an explicit physical basis. When these force fields are 
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applied to other systems, their accuracy is questionable. In addition, the application of 
these force fields is not straightforward for new material types and compositions. 
Developing FFs from first principle methods, however, can allow development of 
typically transferrable FFs without requiring initial experimental data. First-principles-
based force fields have been proposed to predict adsorption properties of important gas 
molecules like H2, CH4, CO2, N2 etc. in nanoporous materials.119-135 In this approach, 
force field parameters are obtained by fitting interaction energies calculated by first-
principle methods and interatomic distances (usually at MP2 or Density Functional 
Theory levels) to classical potential functions. If they can be developed in a reliable way, 
first principles based force fields can provide an accurate description of adsorbate–
adsorbent and adsorbate–adsorbate interactions. These studies typically used cluster 
models of the porous materials for quantum chemistry calculations and evaluated specific 
orientations of adsorbate molecules to fit classical potentials. This approach is 
appropriate if the configurations chosen for quantum chemistry calculations represent all 
of the important degrees of freedom on the overall potential energy surface (PES), but 
ensuring that this requirement is satisfied is challenging. In addition, cluster models 
cannot capture long range interactions which are important for some systems, like 
adsorption in zeolites. Recently, Fang et al.27, 136 proposed an approach to developing first 
principles-based force fields for crystalline porous materials where they used the fully 
periodic framework to represent the adsorbent structure and performed quantum 
chemistry calculations for hundreds of adsorption configurations randomly scattered 
throughout the whole framework space. In that study, they illustrated the approach for 
adsorption of CO2 in silica zeolites and showed that it could accurately predict 
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experimental adsorption properties and has good transferability.27, 136 In this work, we 
extend the similar approach to molecules like CH4 and N2 in zeolites. 
This chapter is organized as follows. In section 4.2, we discuss the computational 
feasibility and accuracy of various first-principles methods for describing CH4 adsorption 
in periodic zeolites. Here, we have developed and tested other DFT-based FFs such as 
PBE-D2137, PBE-D3138, and VDW-DF2139, which were found to overestimate adsorption 
isotherms. In section 4.3, we introduce our approach of DFT/CC (Density Functional 
Theory/Coupled Cluster) method140 to developing force fields that account for CH4–
zeolite interactions. This approach uses Coupled-Cluster (CC) corrections to correct DFT 
energies for CH4-zeolite, CH4-aluminophosphates, CH4-aluminosilicates, and N2-
zeolite/aluminosilicate. In section 4.4, we will discuss in detail the FF development 
procedure for CH4 in the pure silica zeolite-CHA. A classical FF for CH4 adsorption in 
silica zeolites was developed based on hundreds of DFT-CC calculations that probed the 
full range of accessible volume in purely silica chabazite (Si-CHA) via random as well as 
GCMC sampling. The methods demonstrated in this chapter will be broadly applicable in 
using molecular simulations to predict properties of adsorbed molecules in zeolites and 
other nanoporous materials. In section 4.5, we perform GCMC simulations to predict 
adsorption properties of CH4 in different zeolites and compare the results with the 
experimental measurements to test the accuracy and the transferability of the developed 
FFs. We then extend the DFT/CC method to develop force field for CH4 in 
aluminophosphates in section 4.6, for N2 in silica zeolites in section 4.7, and both CH4 




4.2 First-principles methods for describing CH4 adsorption in silica zeolites  
In previous developments of first-principles-based force fields, cluster models 
were usually built to represent local structures of porous adsorbents,119-125, 128-135, 141-145 and 
Møller–Plesset second-order perturbation theory (MP2) was often used to describe 
interactions of guest molecules with adsorbent sites.122-123, 125, 128-129, 131-132, 134-135, 145 The MP2 
method can accurately predict adsorbate–adsorbent interaction energies where dispersion 
(or van der Waals) components play a dominant role. However, it is not computationally 
feasible to examine hundreds of adsorption configurations in periodic structures at this 
level of theory. Empirical dispersion corrections (D2137 and D3138) have been recently 
used to develop force fields for various gas molecules in zeolites27, 136, 146 and MOFs144, 
giving good agreement between simulated results and experimental data.  
Fang et al. considered several DFT methods that treated dispersion corrections 
either in an empirical or ab initio way, including DFT-D2 and various vdW-DF 
approaches.27, 136, 146 Unlike high level cluster approaches, these methods are 
computationally inexpensive to use in periodic systems. The PBE-D2 approach was 
found to give the best agreement with the DFT/CC and experimental data, and then used 
in force field fitting for CO2 adsorption in zeolites.
146 Excellent agreement was obtained 
between adsorption properties predicted with the fitted force field and experiments.146 
The PBE-D2 method, however, overestimates the adsorption energies in case of CH4, 
which results in overestimated adsorption isotherms as seen from in Fig. 4.1. The 
adsorption isotherms obtained using DFT-D3 method is similar to that obtained using 
DFT-D2 and hence not shown in Fig. 4.1 for clarity. The VDW-DF2, VDW-DF-CC 
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methods are also used for comparison. VDW-DF2 overestimates the adsorption isotherm 
while VDW-DF-CC method underestimates the adsorption isotherms.  
 
Figure 4.1 Comparison of computed adsorption isotherms using force fields derived from 
different DFT methods (PBE-D2, VDW-DF2 and VDW-DF-CC) and experimental 
adsorption isotherms in (a) CHA at 298 K, (b) CHA at 323 K, (c) DDR at 298 K, and (d) 
LTA at 301 K. Experimental data are taken from Maghsoudi et al.147 for CHA, Himeno et 
al.148 for DDR, and Hedin et al.62 for LTA. 
             The possible reason for the poor performance of these dispersion corrected DFT 
methods (DFT-D methods) for CH4 in zeolites can be explained as follows. The 
performance of the above DFT-D methods depends on the exchange-correlation 
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functional, training set, and the damping function used. Within these standard DFT-D 
schemes, the intermolecular interaction energy is calculated as EDFT-D=EDFT+ΔE, where 
ΔE is an intermolecular energy correction (usually denoted as Edispersion). The success or 
failure of the DFT-D model relies on the fit of R−6 term coefficients and damping 
function parameters. Within the DFT-D scheme, the ΔE term alone clearly does not 
account for the inability of the DFT to describe a dispersion interaction; rather, the R−6 
term along with the damping function corrects the DFT functional for the description of 
weakly interacting systems like CH4 in zeolites. As a result, the selection of a particular 
functional form may simplify the fitting procedure but introduces an artificial constraint 
on the parameter space resulting in poor performance. Hence, in order to derive accurate 
force fields for CH4 in zeolites, it is necessary to use the more accurate method like 
DFT/CC for describing the interactions between CH4 and zeolites.  
4.3 DFT/CC method  
4.3.1 Overview  
The DFT/CC method was proposed by Nachtigall and co-workers for an accurate 
description of weakly bound molecular systems.140 This method is based on estimating 
the DFT error, and then correcting the DFT energies for periodic systems. Here ΔEDFT/CC 
is defined as the difference between DFT and accurate CCSD(T) interaction energies on 
molecular cluster. This method is similar to DFT-D class of methods but with a key 
difference: the artificial assumption about the particular form of the ΔE correction is 
removed. Instead, all the deficiencies of the DFT method for the description of weakly 
interacting systems are defined purely numerically (using an interpolation method), by 
correcting the DFT interaction energies to CCSD(T) accuracy.  
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 The DFT/CC method has been successfully applied to a variety of systems where 
dispersion interactions are important including adsorption of various molecules on 
graphene and graphite surfaces,149-150 water, CH4, propane, and propene in the MOF 
CuBTC151-153, as well as CO2 in proton and cation exchanged zeolites154-158. Chen et al. 
derived potential energy surface (PES) for CH4 in CuBTC using the DFT/CC method.
151 
After implementing the PES in GCMC simulations, a good agreement between 
calculations and experiments for adsorption isotherms and adsorption mechanism were 
obtained.151  
4.3.2 DFT/CC correction functions for CH4--zeolite interaction 
The main assumption of the method is that ΔEDFT/CC can be represented as 
pairwise representation using the following equation   






E R                                                                    (4.1) 
where Na and Nb are the numbers of atoms of the corresponding monomers, εij are the 
DFT/CC correction functions, and Rij is the intermolecular atomic distance between atom 
i and j. The correction functions are obtained from a set of energies calculated at 
CCSD(T)/CBS (CBS= complete basis sets) and DFT/AV5Z levels for a suitable reference 
set of molecules or clusters (CH4--H2, CH4--H2O, and CH4--Si(OH)4 as shown in Fig. 
4.2) by means of the Reciprocal Power Reproducing Kernel Hilbert Space Interpolation 
(RP-RKHS) as summarized below. In short, the RP-RKSH interpolation scheme is used 
to decompose ΔE into εCH(RCH) and εHH(RHH) for CH4--H2, εCO(RCO) and εHO(RHO) for 
CH4--H2O, or εCSi(RCSi), εHSi(RHSi) for CH4--Si(OH)4. These reference sets are chosen 
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because precise calculations at the CCSD(T) level with sufficiently flexible basis sets are 
feasible. 
 
Figure 4.2 Definition of the reference set used for the generation of the DFT/CC 
correction functions: CH4···H2 (a, b), CH4···H2O (c, d), and CH4···Si(OH)4 (e, f). The 
C2v symmetry constraints were applied. The C, O, H, and Si atoms are depicted in grey, 
red, white, and yellow color, respectively. 
Here, all calculations to get DFT and CCSD(T)/CBS energies were performed  in 
the GAUSSIAN 09 program using the standard Dunning’s augmented correlation-
consistent valence-X-ζ basis sets with polarization functions, with X=double, triple, 
quadruple, or quintuple basis sets (designated as AVDZ, AVTZ, AVQZ, and AV5Z, 
respectively).140, 151-154 All calculated interaction energies were corrected for the basis-set 
superposition error using the counterpoise correction method of Boys and Bernardi.159 
Before these calculations, the geometries of H2 and CH4 monomers were optimized at the 
CCSD(T)/AVQZ level of theory and the geometry of Si(OH)4 monomer was optimized at 
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with a selected grid dependent kernel function q140, 154: 
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where Rij are intermolecular atomic distances between i and j, Rk are yet unspecified grid 
points, R> = max(Rij ,Rk), R< = min(Rij ,Rk), and αk are interpolation coefficients. The 
interpolation coefficients αk and hence εij were calculated as follows: For a fixed 
monomer-monomer orientation, we calculated the correction energies ΔE(R) on a 
selected grid in R [CH4--H2 (70 grid points), CH4--H2O (67 grid points), and CH4--
Si(OH)4 (62 grid points)]. For each reference set, we have used 2 different orientations in 
order to obtain corrections functions for 2 interactions present in a system, one for C and 
other for H of CH4. The corresponding RP-RKHS functional forms of εij  (Eq. (4.2)) 
along with calculated correction energies ΔE were substituted into the pairwise additive 
approximation (Eq. (4.1)). This led to a system of linear equations for αk, which were 
solved numerically using the Tikhonov regularization162-163 algorithm. Once αk are 
known, the εij can be easily obtained using equation (4.2). The correction functions are 
shown in Fig. 4.3, 4.4, and 4.5. The numerical values of εij and αk are reported in 
Appendix C. 
           The CH4···H2 reference system (Fig. 4.2 (a) and 4.2 (b)) provides the εCH and εHH 
correction functions as shown in Fig. 4.3. The CH4···H2O reference system (Fig. 4.2 (c) 
and 4.2(d)) provides εCO and εHO correction functions shown in Fig. 4.4, using εCH and εHH 
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obtained previously for CH4···H2. The CH4···Si(OH)4 reference system (Fig. 4.2 (e) and 
4.2 (f)) provided εCSi and εOSi correction functions shown in Fig. 4.5, using εCH and εHH 
obtained previously for CH4···H2 and εCO and εHO obtained previously for CH4···H2O. 
The resulting correction functions can be used in periodic systems for dispersion 
corrections to improve the DFT description of large systems that can only be computed at 
the DFT level. For example, the interaction between CH4 and silica zeolite could, in 
principle, be corrected using correction functions obtained for the abovementioned 
reference sets. In this work, we employ the DFT/CC method for developing a force field 
that describes interactions between CH4 and silica zeolite. 
 




Figure 4.4 DFT/CC-correction curves for (a) O-C, (b) O-H interactions. 
 
Figure 4.5 DFT/CC-correction curves for (a) Si-C, (b) Si-H interactions. 
4.4 DFT/CC-derived Force fields for CH4 in silica zeolite 
             As in most classical simulations of adsorption in zeolites, we assume that the 
zeolite frameworks are rigid as discussed in previous chapters. In order to fully specify 
the energy of adsorbed CH4 molecules in zeolites, we need to define CH4---zeolite, and 
CH4---CH4 interactions. It is important to use a CH4---CH4 potential that correctly 
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captures the phase behavior of pure CH4, so we used the well-known Dubbeldam 
potential (= 158.5 K, = 3.72 Å),55 which was developed for this purpose. In the 
following section, we focus on developing force field potentials that account for CH4---
zeolite interactions. 
4.4.1 Classical form of force field  
We assume the interactions between each atom in CH4 and a silica zeolite atom 
are represented by pairwise van der Waals (vdW) and Coulombic terms 
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where, Rij is the distance between atoms i and j, C6
ij and C12
ij are the attractive and 
repulsive coefficients, qi and qj represent the charges for atoms i and j, respectively, and 
s6 and s12 are global scaling factors that depend on the first-principles method used in the 
force field fitting. The attractive portion of the vdW interactions, –s6C6
ij/Rij
6, is based on 
Grimme’s empirical dispersion expression in the DFT-D2 method. The damping function 
in the original dispersion expression, which was used to avoid near-singularities for small 





ij parameters were defined by 











                                                            (4.5) 
 where R0
i and R0
j are the van der Waals radii of atoms i and j. A set of parameters for C6 
and R0 from elements H to Pu are available in Grimme’s work,
138 and these values were 
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adopted in our force field fitting. This relation is based on the fact that the vdW terms in 
our force field are similar to the Lennard-Jones (LJ) 12-6 potential with the form 
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where εij is the depth of the potential well and σij is the interatomic distance at which the 
potential is zero. The repulsion coefficient Aij is determined so that the potential has a 
minimum at the distance equal to the sum of the van der Waals radii of the atomic pair. 
Coulombic interactions between atoms in CH4 and the zeolite were neglected as we used 
a neutral model for CH4. To complete the specification of the CH4-zeolite force field, the 
scaling factors s6 and s12 must be defined. These factors are fitted to allow the closest 
correspondence between the first-principles results and the classical force field in a least-
squares sense.  This is similar to the concept in Grimme’s work, where s6 only depends 
on the density functional used and was determined by least-squares optimization of 
interaction energy deviations for standard benchmark sets.137 Here, four cross species 
interactions should be considered, including C...Si, H…Si, C…Oz, and H…Oz. 
4.4.2 Force field fitting procedures 
We performed a large number of DFT calculations for CH4 adsorption in Si-CHA 
in order to derive a classical force field. Si-CHA was chosen because its small unit cell 
(Si12O24 per unit cell) reduces the computational demands associated with periodic DFT 
calculations. The rhombohedral unit cell (R3m space group) of Si-CHA was first fully 
optimized at the DFT level. PBE-D2 gives lattice constants of a = b = c = 9.333 Å and α 
= β = γ = 94.34°, close to the  experimentally determined data, a = b = c = 9.229 Å and α 
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= β = γ = 94.3°.164  The optimized structure of CHA is shown in Fig. 4.6 (a). All single 
point DFT calculations to assess CH4 binding energies were performed at the -point to 
reduce computational cost with a loading of one CH4 per unit cell.  
(a)       (b)   
Figure 4.6 (a) primitive unit cell of silica CHA used in the DFT calculations. (b) 
Supercell of silica CHA used in the GCMC calculations. Si and O atoms depicted as light 
brown and red spheres, respectively. 
The goal of our force field development strategy is to ensure that the force field 
parameters reproduce the DFT energy for various configurations of the adsorbates in 
silica CHA. Briefly, this is done by generating a number of configurations from an initial 
generic force field, calculating the DFT interaction energies for these configurations for 
the periodic system and fitting a classical force field to the DFT data to obtain the new 
force field. Next, this new force field is used to generate another set of adsorbate 
configurations and this process is repeated until sufficient convergence of the force field 
parameters is obtained.  
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To begin with, a total of 300 adsorption configurations of CH4 within the zeolite 
framework were randomly generated with a restriction that there should be no interatomic 
overlap between the atoms of CH4 and zeolite framework. More specifically, only 
configurations where the minimum interatomic distance satisfied Rmin > 2.2 Å were used. 
The adsorption energies at the DFT/CC level were calculated for all 300 CH4 
configurations within the Si-CHA framework using 
                
  4 4 /
( )ads CH zeolite CH zeolite DFT CCE E E E E                                      (4.7) 
where 
4CH zeolite
E  , 4CHE , and zeoliteE  are the total energies for the adsorption complex, 
isolated CH4 molecule, and isolated Si-CHA, respectively while ΔEDFT/CC is  DFT/CC 
correction applied. These DFT adsorption energies were then equated to classical form of 





6, were also determined separately for each CH4 
adsorption configuration. Table 1 gives the C12
ij and C6
ij coefficients for each cross 
species interaction between CH4 and Si-CHA, which were derived from Grimme’s work 
and Eq. (4.5). The distances (1/Rij
12 and 1/Rij
6) for each cross species were measured and 
summed based on a finite 5  5  5 model, where the CH4 molecule is located near the 
center of the model and its position relative to the zeolite framework is the same as in the 
original 1  1  1 model. This approximation is reasonable because the vdW 
contributions from the framework atoms that reside beyond the 5  5  5 model are 
negligible. 
Least-squares fitting was then used to determine values for the scaling factors s12 
and s6 that minimized the deviation between the adsorption energies defined by the force 
88 
 
field and the DFT/CC values. This gave scaling factors of s12 and s6 of 9.08 and 1.83, 
respectively which in turn gives the initial force field. Since the vdW terms of the force 
field developed here have the same form as the 12-6 Lennard-Jones (LJ) potential, the 
s12C12
ij and s6C6
ij term in Eq. (4.1) can also be expressed with corresponding εij and σij 
values in Eq. (4.3) for each cross species interaction.  
Table 4.1 Attractive and repulsive coefficients (C6
ij and C12
ij) and the sum of van der 
Waals radii (R0
i + R0
j) for each cross species for CH4 in silica CHA and 












Si–C 2.0310-3 4.02 3.168 
Si–H 2.2910-4 1.14 2.717 
Oz–C 2.6310-4 1.11 2.794 
Oz–H 2.5910-5 0.31 2.343 
Al-C 1.8910-3 4.34 3.091 
Al-H 2.0810-3 1.23 2.640 
P-C 1.8310-3 3.70 3.157 
P-H 2.0610-4 1.05 2.706 
Si–N 1.5310-3 3.37 3.113 
Oz–N 1.9610-4 0.93 2.739 
Besides the random sampling of CH4 configurations, 760 configurations 
generated using the GCMC technique were also included in the force field fitting using 
the initially obtained force field. After that, a certain number of CH4 configurations from 
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the snapshots of simulations were randomly chosen. We refitted the force field using all 
(random + GCMC) configurations. We found that a total of 760 CH4 configurations from 
GCMC simulations plus the original 300 random configurations can give converged force 
field parameters (the changes of εij and σij values relative to the initial FF are small). 
Table 4.2 shows the final fitted force field parameters. For simplicity, we will refer to the 
force field derived in this way as CCFF. The mean absolute deviation (MAD) and mean 
deviation (MD) is 0.85 kJ/mol (0.22 kJ/mol) for the CH4 for the converged CCFF. The 
force field parameters for the DFT-D2 method (D2FF), which was developed earlier are 
also shown for comparison in Table 4.2.  
Table 4.2 CCFF and D2FF Parameters for CH4 in silica zeolites. 
Cross species 
CCFF  D2FF 
ε/kB (K) σ (Å)   ε/kB (K) σ (Å)  
Si–C 23.49 3.47   
47.58  3.61  
 
Si–H 98.99 3.64   
33.82  3.10  
 
Oz–C 9.37 2.89   
27.84  3.19  
 
Oz–H 5.52 3.25   
22.65  2.67  
 
A detailed comparison of the interaction energies predicted with the fitted force 
fields and the corresponding calculations at the DFT/CC level, is shown in Fig.4.7. As 
shown in Fig. 4.7, the total of 1060 DFT/CC calculations span a broad range of 
adsorption energies, from -17 to +30 kJ/mol. Randomly generating CH4 configurations 
cannot effectively capture the energetically favorable interacting states, hence GCMC 
configurations of CH4 molecules were used. As expected, the force field interaction 
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energies are reasonably consistent with the DFT/CC energies. Some deviations between 
force fields and DFT energies exist, especially when repulsive interactions are the 
dominating factor in determining the overall adsorption energy. In this case, the force 
fields somewhat overestimate the interaction energies.  
 
Figure 4.7 Comparison of the interaction energies of CH4 in silica CHA for the CCFF 
and DFT/CC. 
4.5 Classical simulations using DFT-derived force fields 
To examine the applicability of the force fields developed above, we compared 
CH4 adsorption properties predicted using the force fields with experimental data for 
several zeolites. Adsorption isotherms were predicted computationally using standard 
GCMC methods. We first focus on CH4 adsorption in Si-CHA on which the force field 
fitting is based. GCMC simulations were performed at 298 and 323 K for pressures from 
10 to 180 kPa. The simulated isotherms are shown in Figure 4.8 (a), along with 
experimental data147. The CCFF predicted the CH4 adsorption in good agreement with the 
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experiments. This is in contrast to other DFT methods such as DFT-D2, DFT-D3, VDW-
DF-CC, VDW-DF-CC as discussed earlier.  
  
Figure 4.8 Comparison of simulated (CCFF) and experimental adsorption isotherms (a) 
at 298 K and 333 for CH4 in silica CHA (b) at 298 K in silica DDR and at 301 K silica 
LTA respectively. The experimental data are from Maghsoudi et al.147for CHA, from 
Himeno et al.148  for DDR and, from Hedin et al.62 for LTA The lines are drawn to guide 
the eyes.   
To validate the transferability of the developed force field, CCFF, we also 
performed GCMC simulations of CH4 in two other silica zeolites, DDR and LTA. These 
materials were chosen because reliable experimental data in these two materials are 
available. Figure 4.8 (b) shows the comparison of simulated and experimental results for 
CH4 adsorption in DDR at 298 K and in LTA at 301 K, under pressures from 10 to 120 
kPa.  It can be seen that the CCFF simulated isotherms agree very well with the 




4.6 Extension of DFT/CC to Aluminophosphates (AlPOs) 
4.6.1 Overview of AlPOs 
The synthesis of aluminophosphate molecular sieves (AlPOs) was first reported in 
1982.165 Aluminophosphates (AlPOs) are a class of zeolites with framework structures 
built of alternate AlO4
-  and PO4
+  tetrahedral building units instead of SiO4 units of silica 
zeolites. Aluminophosphates (AlPOs) are molecular sieves with a neutral framework and 
have no need for charge-balancing, exchangeable cations making the framework 
homogeneous. For cation-exchanged aluminosilicates used in the separation of gases 
containing polar molecules, the regeneration of the spent adsorbent due to the strong 
interaction is energy intensive. AlPOs don't have these problem even after containing 
both Lewis and protonic acid sites.166-167 Even though aluminophosphate molecular 
sieves are considered globally neutral, adsorbate molecules featuring permanent electric 
moments can interact with a local non-zero framework electric field.168 The stronger 
interactions existing in smaller-pore aluminophosphate molecular sieves have a greater 
effect on non-polar molecules like CH4 than on polar molecules.
169 Aluminophosphate 
molecular sieves like the 10MR AIPO-11 feature permanent dipoles oriented according 
to the channel direction.170 Because of the lower electronegativity of the Al atom with 
respect to the P atom, each pair of adjacent Al-P atoms represents a permanent dipole.169 
The polar properties .are less pronounced in the 8MR aluminophosphate molecular sieves 
AIPO-14 and AIPO-18, because of their 3D channel system which does not allow for the 
representation of framework as stacked 2-D nets alternately linked by Al and P atoms.169 
These characteristics may make AlPOs useful in the separation processes.  
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The rich variety of pore structures, both cavities and channels, as well as the 
cation sites that can be exchanged in the SAPO analogs, offer promising opportunities for 
their use as new sorbents for separations. The AlPOs (AlPO-14171, AlPO-18172,AlPO-
11173, and AlPO-5174) listed in Table 4.3 have been studied for CO2/CH4 separation. 
Although there are numerous simulation studies on the adsorption and diffusion of 
gaseous adsorbates in silica zeolites and cation exchanged aluminosilicates, theoretical 
studies in AlPOs are scarce, mainly due to the absence of suitable force fields. For CH4, 
only two theoretical studies of adsorption are available, one in AlPO-5175 and one in 
AlPO-11176.  All these studies use different force field parameters to model CH4-AlPO 
interactions. As a result there hasn't been a detailed investigation about the transferability 
of a given force field to AlPO materials.  
Table 4.3 List of AlPO materials with available experimental CH4 adsorption data. 
AlPO Zeolite topology Ring size Dimensionality 
AlPO-14171 AFN 8MR 3 
AlPO-18172 AEI 8MR 3 
AlPO-11173 AEL 10MR 1 
AlPO-5174 AFI 12MR 1 
 
4.6.2 DFT/CC method 
In case of AlPO materials, we need Al-C, Al-H, P-C, and P-H CC-correction 
curves. The calculation details for obtaining DFT/CC correction functions are similar to 
that for CH4 with Si(OH)4. Here, we have just replaced Si(OH)4 with Al(OH)3 for Al-C 
and Al-H while with P(OH)5 for P-C and P-H corrections. For AlPO, Na and Nb in Eq. 
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(4.1) are the numbers of atoms of the CH4 and of the monomer b (Al(OH)3 or P(OH)5) , 
εij are the DFT/CC correction functions, and Rij is the intermolecular atomic distance 
between atom i (C, H) and j (Al or P). The correction functions are obtained again using 
the RP-RKHS interpolation scheme from a set of energies calculated at CCSD(T)/CBS 
and DFT/AV5Z levels for a suitable reference clusters Al(OH)3--CH4 (65 grid points in 
total) or P(OH)5--CH4 (63 grid points in total) as shown in Fig. 4.9. All other calculation 
details are similar to that for CH4--Si(OH)4 cluster and are summarized above. The εAl-C , 
εAl-H, εP-C and εP-H correction functions are shown in Fig. 4.10. The numerical values of εij 
and αk are reported in Appendix C. The resulting correction functions then are used to 
improve the DFT energies in FF fitting for CH4 in periodic aluminophosphates, in 
particular AlPO-5. 
 
Figure 4.9 Definition of the reference set used for the generation of the DFT/CC 
correction functions for Al and P: Al(OH)3···CH4 (a, b), P(OH)5···CH4 (c, d). The C2v 
symmetry constraints were applied. C, H, Al, P, and O atoms depicted as grey, white, 




Figure 4.10 DFT/CC correction curves for (a) Al-C, (b) Al-H, (c) P-C, and (d) P-H 
interactions. 
4.6.3 FF fitting for CH4 in aluminophosphate (AlPO) 
AlPO-5 (Al12P12O48) was chosen as a model adsorbent for FF fitting. The unit cell 
(P6/mcc space group) of AlPO-5 was first fully optimized at the DFT level as 
implemented in Vienna ab-initio Simulation Package (VASP). For this, the GGA 
functional of Perdew, Burke and Ernzerhof 177 (PBE) was used with Grimme's D2137 
corrections to include dispersion interactions with the PAW method178. The lattice 
constants were optimized at a plane wave cutoff of 700 eV while, the internal coordinates 
were energy minimized at a 400 eV cutoff. The energy minimization was terminated 
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when the individual atomic forces are less than 0.03 eV/Å. To reduce the computational 
cost, the DFT calculations were performed at the -point. The lattice constants obtained 
for AlPO-5 using PBE-D2 are a = b = 13.991 Å, c = 8.710 Å and α = β = 90.0°, and γ = 
120.0°, which are close to the  experimentally determined lattice constants, a = b = 
13.725 Å, c = 8.473 Å and α = β = 90.0°, and γ = 120.0°.179  The optimized primitive unit 
cell of AlPO-5 is shown in Fig. 5.11 (a). 
 (a) (b)  
Figure 4.9 (a) Primitive unit cell of AlPO-5 used in the DFT calculations. (b) Supercell 
of AlPO-5 used in the GCMC calculations. Al, P, and O atoms depicted as rosy brown, 
orange, and red spheres, respectively. 
The calculation details for each step of the FF development algorithm are same as 
in case of silica CHA discussed above. We first calculate the interaction energies for a 
200 randomly generated adsorbate configurations using Density Functional Theory 
(DFT) in the primitive unit cell of AlPO-5. To obtain an initial version of the force field, 
these interaction energies are fit to a classical potential form given in Eq. (6). We use the 
new FF parameters in a Grand Canonical Monte Carlo (GCMC) simulation to generate 
isotherms and a larger set (400) of adsorbate configurations. Again, DFT interaction 
energies are obtained for the new configurations and the FF parameters are recalculated 
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using a least-square fit to yield the final, DFT-consistent version of the force field. The 
dimensionless, s12 and s6 parameters obtained are 4.35 and 0.848. The final FF 
parameters for CH4- AlPO-5 interactions are given in Table 4.4 and are compared with 
DFT-D2 parameters obtained using PBE-D2 functional. Fig. 4.12 compares the CCFF 
predicted energies for 600 CH4 configurations with the DFT/CC energies. The MAD 
(MD) is 1.90 kJ/mol (0.32 kJ/mol) for the CH4 for the converged FF. 
Table 4.4 CCFF and D2FF Parameters for CH4 in AlPO-5. 
Cross species 
CCFF  D2FF 
ε/kB (K) σ (Å)   ε/kB (K) σ (Å) 
 
Al–C 49.52 3.62   57.88 3.56  
Al–H 36.09 3.09   42.17 3.04  
P-C 37.19 3.69   43.46 3.63  
P-H 26.52 3.17   31.00 3.11  
Oz–C 23.13 3.27   27.03 3.21  
Oz–H 18.81 2.74   21.98 2.70  
 
Figure 4.10 Comparison of the adsorption energies of CH4 obtained using CCFF with 
DFT/CC in the primitive unit cell of AlPO-5. 
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4.6.4 Classical simulations and CCFF transferability 
Figure 4.13 compares the predicted adsorption isotherms for various 
aluminophosphates with corresponding experimental data indicating excellent agreement.  
 
Figure 4.11 Comparison of simulated (CCFF) and experimental adsorption isotherms for 
CH4 (a) at 305 K in AlPO-5, (b) at 273 K and 300 K in AlPO-14, (c) at 323 K in AlPO-
18, and (d) at 308 K in AlPO-11, respectively. The experimental data are from Mayadevi 
et al.174 for AlPO-5, Liu et al.171 for AlPO-14, Chen et al.172 for AlPO-18, and Fenandez 
et al.173 for AlPO-11. The lines are drawn to guide the eyes.    
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4.7 Extension of DFT/CC to N2 
4.7.1 FF fitting summary for N2 
In case of N2, the calculation details for obtaining DFT/CC correction functions 
are similar to that for CH4 with H2, H2O, and Si(OH)4. Here, we have just replaced CH4 
with N2. For N2, Na and Nb in Eq. (4.1) are the numbers of atoms of the N2 and of the 
monomer b (H2, H2O, or Si(OH)4) , εij are the DFT/CC correction functions, and Rij is the 
intermolecular atomic distance between atom i(N) and j(H, O, or Si). The correction 
functions are obtained again using the RP-RKHS interpolation from a set of energies 
calculated at CCSD(T)/CBS and DFT/AV5Z levels for a suitable reference clusters N2--
H2 (34 grid points), N2--H2O (33 grid points), and N2--Si(OH)4 (31 grid points) as shown 
in Fig. 4.14. All other calculation details are similar to that for CH4 and are summarized 
above. The N2···H2, N2···H2, and N2···Si(OH)4 reference systems (Fig. 4.14) provides the 
εNH , εNO and εNSi correction functions as shown in Fig. 4.15. The numerical values of εij 
and αk are reported in Table C5 in Appendix C. The resulting correction functions then 
are used to improve the DFT energies in FF fitting for N2 in periodic zeolites. 
 
Figure 4.12 Definition of the reference set used for the generation of the DFT/CC 
correction functions for N2: N2···H2 (a), N2···H2O (b), and N2···Si(OH)4 (c). The C2v 
symmetry constraints were applied. The N, O, H, and Si atoms are depicted in blue, red, 




Figure 4.13  DFT/CC correction curves for (a) N-H, (b) N-O, and (c) N-Si interactions 
The calculation details for each step of the FF development algorithm are same as 
in case of silica CHA except we use charges on N2 and hence on the zeolite. We used the 
2LJ3CB.MSKM potential180 proposed by Theodorou et al. for N2 whose LJ parameters 
for bulk N2-N2 interaction are given in Table 4.5 . For N2, the magnitude of the charge on 
each N is -0.40484. A point charge of magnitude –2qN so that the total molecule charge is 
zero is located in the middle between the two atoms (pseudoatom). We used DDEC 
charges27 for Oz (-1.025) and Si (+2.1) of zeolite. We first calculate the interaction 
energies for a 100 randomly generated adsorbate configurations using Density Functional 
Theory (DFT) in the primitive unit cell of CHA. The Coulombic interactions for each 
configurations are measured and summed based on a finite 3  3  3 model, where the N2 
molecule is located in the central unit cell of the model and its relative position is kept 
same as in the 1  1  1 model. These DFT interaction energies after subtracting the 
Coloumbic energies are fit using least square method to a LJ 12-6 form given in Eq. (4.6) 
to derive initial FF parameters. This FF is used in a GCMC calculation to generate 450 
adsorbate configurations. Again, DFT and Coloumbic interaction energies are obtained 
for the new configurations and the FF parameters are refit to yield the final, converged 
force field. The final FF parameters for N2-CHA interactions are given in Table 4.5 and 
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are compared with DFT-D2 parameters obtained using PBE-D2 functional. Figure 4.16 
compares the CCFF predicted energies for 550 N2 configurations with the DFT/CC 
energies. The mean absolute deviation (mean deviation) is 1.58 kJ/mol (-0.14 kJ/mol) for 
the N2 for the converged FF. 
Table 4.5 CCFF and D2FF Parameters for N2 in silica zeolites. 
Cross species 
CCFF  D2FF 
ε/kB (K) σ (Å)   ε/kB (K) σ (Å) 
N-N180 36.4 3.32   - - 
N-Si 46.00 3.57   48.53 3.58 
N-Oz 27.31 3.14   28.81 3.15 
N-Oz
181 58.25 3.06   FF used in earlier studies 
 
Figure 4.14 Comparison of the adsorption energies of N2 obtained using CCFF with 
DFT/CC in the primitive unit cell of silica CHA. 
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4.7.2 Classical simulations and CCFF transferability 
 
Figure 4.15 Comparison of simulated (CCFF and literature FF181) and experimental 
adsorption isotherms (a) at 301 K for N2 in silica CHA, (b) at 305 K for N2 in silica MFI. 
The experimental data are provided by our experimental collaborator, Exxon Mobil. for 
CHA and are taken from Golden et al.182 for MFI. The lines are drawn to guide the eyes.   
We first calculate N2 adsorption in silica CHA in which the force field is 
developed. GCMC simulations were performed at 301 K, under pressures from 10 to 107 
kPa. The simulated isotherms are shown in Figure 4.17 (a), with a comparison of 
experimental data from our experimental collaborator Exxon Mobil Research and 
Engineering. It is clear from the figure that the CCFF predicted the CH4 adsorption in 
good agreement with the experimental data. We also performed GCMC calculation with 
the FF proposed by Theodorou180 which is the only FF available in literature to best of 
our knowledge. The adsorption isotherms obtained using this FF deviated from the 
experimental data. This indicates the importance of first-principles method in the force 
field development for describing interactions between N2 and zeolite. We also performed 
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GCMC simulations in zeolites DDR and MFI to test the transferability of the force field. 
As seen from Fig. 4.17 (b) and 4.18, the performance of CCFF is excellent while FF by 
Theodorou underestimates the adsorption of N2.  
 
Figure 4.16 Comparison of simulated (CCFF and Theodorou FF) and experimental 
adsorption isotherms at 273 K and 298 K for N2 in silica DDR. The experimental data are 
from Van der Bergh et al.98 The lines are drawn to guide the eyes.   
4.8 CH4 and N2 in cationic zeolites 
Now we want to extend our DFT/CC methodology to cation-exchanged 
(especially, Na+ and K+) zeolites, known as aluminosilicates. For developing coupled 
cluster force field for CH4 and N2 in aluminosilicates, we require CC correction 
parameters for CH4 and N2 with Al, Si. CH4-Al, CH4-Si, N2-Al, and N2-Al CC 
corrections are already available as given in the previous sections. For cation-zeolite 
interactions, we used potential developed by Fang et al.146 Here, extra-framework cation 
as shown in Fig. 4.19 interacts with two interactions: (i) a Coulombic interaction between 
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all the atoms using the charges given in Table 4.6 and (ii) a Buckingham interaction 
instead of LJ-12-6 between Na and Oz atoms of a zeolite given by 
6







                                                                                        (4.8) 
where, Aij, Bij, and Cij are the Buckingham parameters for cross species i and j given in 
Table 4.6 for Na-Oz and K-Oz. The Buckingham terms for Na-Si, Na-Al, and Na-Na 
interactions are not explicitly considered, but taken into account through the effective 
potential with the oxygen atoms.146  
 
Figure 4.19 Primitive unit cell of M-CHA (M= Na or K) with Si/Al=3 (Si9Al3O24M3) 
used in the DFT calculations. Al, Si, O, and Na (K) atoms depicted as rosy brown, 
orange, red and violet spheres, respectively. 
Using the CC corrections developed for CH4 in pure silica zeolites, the DFT/CC 
force field was developed for Na-exchanged zeolites by Dr. Hanjun Fang in our group. 
Here we fitted DFT/CC energies of random (600) and GCMC generated (600) 
configurations of CH4 in Na-CHA after subtracting Coulombic interactions. The FF 
parameters for Al-C, Al-H, Na-C, and Na-H are given in Table 4.7 and the predicted 
adsorption isotherms along with the experimental data are given in Appendix C (Fig. C1) 
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showing outstanding agreement. Then, in case of K-CHA, we only developed K-C and 
K-H LJ-12-6 parameters (see Table 4.7) by keeping the parameters for other cross species 
interactions the same as in Na-CHA to develop a self-consistent force field. We again 
used random (600) and GCMC generated (600) configurations of CH4 in K-CHA. For N2, 
the strategy is repeated with first obtaining LJ-12-6 interaction parameters for N-Al and 
N-Na in Na-CHA and then for N-K using K-CHA (see Table 4.7).  
Table 4.6 Buckingham parameters for Na/K–framework interactions along with charges 
used on framework atoms and on extra-framework cations. 
Cross 
species 
Buckingham potential Coulombic potential 
A (eV) B (Å) C (eV) Charge (e) 
Na-Oz 3261.6 0.2597 45.4 Na (0.99) Si (2.21) 𝑂𝑧
𝑆𝑖(-1.105) 
K-Oz 5258.3 0.2916 193.7 K (0.99) Al (2.08) 𝑂𝑧
𝐴𝑙(-1.32) 
Table 4.7 CCFF Parameters for CH4 and N2 in Na
+ and K+ exchanged zeolites. 
Cross species CCFF Cross species CCFF 
ε/kB (K) σ (Å) ε/kB (K) σ (Å) 
Al–C 61.90 3.258 Al–H 45.10 2.782 
Na–C 128.31 2.736 Na–H 114.04 2.261 
K–C 48.21 3.30 K–H 37.08 2.79 
Al–N 19.74 3.05 Na–N 41.78 2.55 
K–N 47.98 3.23    
 
To check the performance of the developed force fields and its transferability to 
other cationic zeolites with different Si/Al ratios, we performed GCMC simulations. 
Getting good initial positions of a cations is essential and hence we used a parallel 
tempering procedure.183-184 In this procedure, we run simulations at different temperatures 
simultaneously for a given a framework of aluminosilicate with randomly distributed 
extra-framework cations equilibrating and generating framework copies at each 
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temperature. Then, based on the Metropolis criterion, configurations at different 
temperatures are swapped known as replica exchange move. The idea of this method is to 
make configurations at high temperatures available to the simulations at low 
temperatures. In the end, we obtain equilibrated cationic zeolites that can be used in 
GCMC simulations. We have generated GCMC predicted adsorption isotherms for CH4 
in K-CHA (Si:Al=2.62) and K-KFI (Si:Al=4.59) at 298 K, at pressures between 0 to 10 
bar (see Fig. 4.20). Even though, the agreement with the experimental data from Li et 
al.185 is good, small errors are still existed. This may be due to the fact that zeolites are 
considered pure crystal in simulations, while structural defects and/or impurities exist in 
synthesized crystal, especially in cationic zeolites. Similarly, the predicted adsorption 
isotherms for N2 (Fig. 4.21) in Na(K)-CHA (Si:Al=2.62) and in Na(K)-KFI (Si:Al=4.59) 
agree well with the experimental adsorption isotherms185.  
 
Figure 4.20 Comparison of simulated (using CCFF) and experimental adsorption 
isotherms at 298 K for CH4 in (a) K-CHA (Si:/Al=2.62) and (b) K-KFI (Si:/Al=4.59) . 





Figure 4.21 Comparison of simulated (using CCFF) and experimental adsorption 
isotherms at 298 K for N2 in (a) Na-CHA (Si:/Al=2.62), (b) K-CHA (Si:/Al=2.62), (c) 
Na-KFI (Si:/Al=4.59), and (d) K-KFI (Si:/Al=4.59) . The experimental data are from Li 
et al.185 The lines are drawn to guide the eyes.   
4.9 Conclusions 
      We developed a transferrable, first-principles derived force field using the DFT/CC 
method to first predict CH4 adsorption in silica zeolites without taking any inputs from 
experimental adsorption isotherms. The choice of first-principle method has a significant 
influence on the ability of force fields to accurately describe CH4–zeolite interactions. 
The PBE-D2 derived force field, which performed well for CO2 adsorption in silica 
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zeolites, does not perform well for CH4 in silica zeolites. Other DFT methods like PBE-
D3, VDW-DF2, and VDW-DF-CC derived force fields also fail in predicting adsorption 
isotherms of CH4 in silica zeolites. A force field derived from the higher level of theory, 
the DFT/CC method, performed well. Good agreement with experimental data in 
different silica zeolites indicate the transferability of the force field. 
A similar approach was extended to aluminopshosphates and aluminosilicates and 
also to N2 to see the application of the DFT/CC method for different adsorbents and 
adsorbates. A transferable first-principle derived FF for CH4-aluminophosphates, CH4-
aluminosilicate, N2-silica zeolite, and N2-aluminosilicate interactions using DFT/CC 




5 DFT Derived Force Fields for Modeling Hydrocarbon Adsorption in 
Silica Zeolites 
5.1 Introduction and Literature Review  
There is significant industrial interest in hydrocarbon separations, especially 
olefin/paraffin separations. Many nanoporous materials such as zeolites have been 
studied for such separations based on their adsorption and diffusion properties.186-192 In 
particular, 8 member ring (8MR) zeolites such as DDR, CHA, and ITQ-12 are potential 
materials for such olefin/paraffin separations because of their small pore size.186-188, 191 
The wide range of possible framework topologies, chemical compositions, and extra-
framework cations has allowed for the fine-tuning of zeolite structures to meet specific 
separation tasks. Therefore, it is important to explore the adsorption and diffusion 
behaviors of hydrocarbons in as many zeolites as possible to find the best candidates for 
such separations. The rational design and optimization of zeolite-based adsorptive 
separation processes (e.g., pressure/temperature swing adsorption) requires the ability to 
predict and understand the sorption characteristics of a given adsorbate−adsorbent 
system. However, the rich structural and chemical diversity of zeolites and sorbent 
molecules makes this a challenging task for predictive modeling. 
In addition to experiment, molecular simulation has proved to be a useful tool to 
investigate the adsorption and diffusion properties of gas and liquid molecules confined 
in porous materials.193 Multiple united-atom (UA) force fields34, 55, 194-196 have been 
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proposed to describe the adsorption and diffusion properties of alkanes in nanoporous 
framework structures. A force field proposed by Dubbeldam et al.55 is one of the most 
widely used FFs for molecular simulations of linear and branched alkanes in silica 
zeolites. This force field was parameterized so as to reproduce experimentally determined 
isotherms on MFI-type zeolite. It reproduces adsorption isotherms and other 
thermodynamic properties and was shown to be extended to other nanoporous framework 
topologies.55 TraPPE-zeo is a relatively new FF in which adsorbate-zeolite interaction is 
obtained using Lorentz-Berthelot mixing rule and the already available TraPPE potential 
for bulk phase gas adsorbates.117 For this purpose, TraPPE-zeo developed a generalized 
force field for Si and O atoms of a zeolite to match experimental adsorption isotherms of 
n-heptane, carbon dioxide, and ethanol in silicalite-1 (MFI topology) and propane in 
theta-1 (TON topology). This FF allows for accurate predictions for both adsorption and 
diffusion of alkanes, alcohols, carbon dioxide, and water over a wide range of pressures 
and temperatures. The FF gives reasonable agreement with the experimental data for the 
training set as expected. The FF gives good agreement for adsorption of CH4 and ethane 
but its performance deteriorates for other branched alkanes117, raising questions about its 
generality. The transferability of this FF to other zeolite topologies has not been studied 
in depth; instead only a single example of methanol adsorption in faujasite (FAU) is 
demonstrated where it underpredicts adsorption isotherms at lower pressure.117  
There are few reliable UA force fields available in literature that deals with the 
adsorption of alkenes in zeolites.118, 197 The first FF was developed by Jakobtorweihen et 
al. This force field accurately describes the adsorption properties of alkenes in the 
silicalite-1 as well as in the Theta-1 and DD3R (DDR) zeolites.197 This FF, however uses 
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tail corrections, which make it less practical to use in inhomogeneous systems.198-199 As 
most of the accurate alkane models do not use these tail corrections for doing proper 
adsorption and diffusion in this type of systems, it would be useful to have a similar type 
of model for both alkanes and alkenes. Another FF is an extended version of the 
Jakobtorweihen FF to include the effects of sodium cations by Granato et al.200 Next, 
Calero et al. developed an UA FF for the linear alkenes by using the strategy of fitting 
inflection point on the adsorption isotherms in silicalite-1.118 The same strategy was 
previously used by Dubbeldam et al.55 to develop force field for alkanes in zeolites as 
mentioned above. The empirical UA force field developed in this fashion is claimed to 
describe the adsorption properties of linear alkenes in several pure silica zeolites, such as 
MFI, TON, ITQ-29, ITQ-3, ITQ-32, CHA, and DD3R. Even though the results show that 
this force field is applicable to most pure silica zeolites, some discrepancies can be 
observed in predicting adsorption isotherms in silica CHA and DDR. 
The FFs listed above were developed via fitting to experimental data. An 
approach that avoids potential pitfalls associated with using experimental data is to use 
force fields that have been developed from quantum chemical calculations (such as the 
DFT/CC method described in the previous chapter) to model interactions with 
nanoporous materials.136, 140, 146 A recent review from Fang et al.136 provides a summary 
of the work in this area. A reasonable trade-off between computational cost and accuracy 
in many circumstances is provided by using Density Functional Theory (DFT). Force 
fields obtained from DFT have been previously used for modeling diverse systems 
including CO2/silica zeolites
27, 136, CO2/Na-exchanged zeolites




202. After successful 
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implementation of DFT/CC method for CH4 as described in the previous chapter, it is 
natural to extend the methodology to other long chain hydrocarbons.  
In this chapter, we extend our previous force field development methodology for 
developing transferable force fields for modeling adsorption of alkanes and alkenes in 
zeolites using periodic Density Functional Theory (DFT) calculations. By calculating the 
interaction energies for a large number of adsorbate configurations using DFT, we obtain 
force fields that give good predictions of adsorption isotherms and heats of adsorption for 
alkanes and alkenes in zeolites. Our results suggest that the force field is transferable to 
other silica zeolites and hence in the future it can be used to screen a large number of 
available and hypothetical zeolites to identify top performing candidates for various 
olefin/paraffin separations.  
The Chapter is organized as follows. The overview of DFT/CC method is 
provided in section 5.2. Sections 5.3 and 5.4 gives a brief overview of our algorithm and 
the computational methods and describes the derivation of force fields for C2 and C3 
hydrocarbons from periodic DFT calculations in silica CHA. Next, in Section 5.5, the 
performance of the developed FF and the transferability of the FF to other zeolite 
topologies as well as to longer hydrocarbons is discussed. In Section 5.6, we conclude 
this chapter by final remarks and future work. 
5.2 DFT/CC method 
As explained in previous chapter, the DFT/CC method is based on estimating the 
DFT error relative to CC calculations, and then correcting the DFT energies for periodic 
systems. Here ΔEDFT/CC is defined as the difference between DFT and accurate CCSD(T) 
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interaction energies on a molecular cluster. For ethane and propane, the DFT/CC 
correction functions developed earlier for CH4 are used as it is assumed that the CC 
corrections for Csp3 is transferable. This was shown by Nachtigall  et al. for propane in 
the MOF CuBTC.151, 153 However, these CC correction curves are not transferrable to 
ethene or propene as these molecules contain Csp2 instead of Csp3.153 As a result, we aim 
to develop CC-corrections for ethene, which is then assumed to be transferrable to 
propene. Here, transferability will be tested when we compare computed adsorption 
isotherms with experimental adsorption isotherms. For ethene, the calculation details for 
obtaining DFT/CC correction functions are similar to that for CH4 with H2, H2O, and 
Si(OH)4. Here, we have just replaced CH4 with C2H4. The main assumption of the 
method is that ΔEDFT/CC can be represented as pairwise representation using 








E R                                                                       (5.1) 
where Na and Nb are the numbers of atoms of the C2H4 and monomer b (H2, H2O, or 
Si(OH)4) , εij are the DFT/CC correction functions, and Rij is the intermolecular atomic 
distance between atom i (H or Csp2) and j(H, O, or Si). The correction functions are 
obtained using the reciprocal power reproducing kernel Hilbert space (RP-RKHS) 
interpolation from a set of energies calculated at CCSD(T)/CBS (CBS= complete basis 
sets) and DFT/AV5Z levels for a suitable reference set of clusters C2H4--H2 (67 grid 
points), C2H4--H2O (70 grid points), and C2H4--Si(OH)4 (61 grid points) as shown in Fig. 
5.1. These reference sets are chosen because precise calculations at the CCSD(T) level 
with sufficiently flexible basis sets are feasible. The DFT and CCSD(T)/CBS energies 
were calculated using Dunning’s correlation consistent valence-X-ζ basis sets with 
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polarization functions for H, C, O, and Si atoms. Other calculation details are 
summarized in the previous chapter. 
 
Figure 5.1 Definition of the reference set used for the generation of the DFT/CC 
correction functions for Ethene: C2H4···H2 (a, b), C2H4···H2O (c, d), and C2H4···Si(OH)4 
(e, f). The C2v symmetry constraints were applied. The Csp2, O, H, and Si atoms are 
depicted in grey, red, white, and yellow, respectively. 
 The C2H4···H2 reference system (Fig. 5.1(a) and 5.1(b)) provides the εC
sp2
H and 
εHH correction functions as shown in Fig. 5.2. The C2H4···H2O reference system (Fig. 
5.1(c) and 5.1(d)) provides εC
sp2
O and εHO correction functions as shown in Fig. 5.3, using 
εC
sp2
H and εHH obtained previously for C2H4···H2. The C2H4···Si(OH)4 reference system 
(Fig. 5.1(e) and 5.1(f)) provided εC
sp2
Si and εOSi correction functions as shown in Fig. 5.4, 
using εC
sp2
H and εHH obtained previously for C2H4···H2 and εC
sp2
O and εHO obtained 
previously for C2H4···H2O. The numerical values of εij and αk are reported in Appendix 
D. The resulting correction functions then can be used to improve dispersion interactions 




Figure 5.2 DFT/CC-correction curves for (a) H-Csp2, (b) H-H interactions 
 
Figure 5.3 DFT/CC-correction curves for (a) O-Csp2, (b) O-H interactions 
 
Figure 5.4 DFT/CC-correction curves for (a) Si-Csp2, (b) Si-H interactions 
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5.3 Force Field Development for Ethane and Ethene 
5.3.1 Overview 
The force field development approach used here is similar to the one used in 
Chapter 4. We first calculate the interaction energies for a 200 randomly generated 
adsorbate configurations using Density Functional Theory (DFT) in primitive unit cell of 
silica CHA. These interaction energies are fit to a classical potential form to obtain an 
initial version of the force field. We use the new FF parameters in a Grand Canonical 
Monte Carlo (GCMC) simulation to generate isotherms and a larger set (600 - 1200) of 
adsorbate configurations. DFT interaction energies are obtained for the new 
configurations and the FF parameters are recalculated using a least-squares fit to yield the 
final, DFT-consistent version of the force field. The calculation details for each step of 
the FF development algorithm are discussed below. Briefly, the goal of our force field 
development strategy is to ensure that the force field parameters reproduce the DFT 
energy for various configurations of the adsorbates in silica CHA.  
5.3.2 Structure optimization 
Silica CHA was chosen as a adsorbent because it has the smallest primitive unit 
cell (Si12O24 per unit cell) among zeolites, which reduces the computational time for the 
periodic DFT calculations. The rhombohedral unit cell (R3m space group) of Si-CHA 
was first fully optimized at the DFT level as implemented in Vienna ab-initio Simulation 
Package (VASP). The GGA functional of Perdew, Burke and Ernzerhof 177 (PBE) was 
used with Grimme's D2137 corrections to include dispersion interactions with the PAW 
method178. The lattice constants were optimized at a plane wave cutoff of 700 eV while 
the internal coordinates were energy minimized at a 400 eV cutoff. The energy 
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minimization is terminated when the individual atomic forces are less than 0.03 eV/Å. To 
reduce the computational cost, the DFT calculations were performed at the -point. The 
lattice constants obtained for silica CHA using PBE-D2 are a = b = c = 9.333 Å and α = β 
= γ = 94.34°, which are close to the  experimentally determined lattice constants, a = b = 
c = 9.229 Å and α = β = γ = 94.3°.164 The optimized primitive unit cell of silica CHA is 
shown in Fig. 5.5 (a). 
(a)       (b)   
Figure 5.5 (a) Primitive unit cell of silica CHA used in the DFT calculations. (b) 
Supercell of silica CHA used in the GCMC calculations. Si and O atoms depicted as light 
brown and red spheres, respectively. 
5.3.3 Single point energy DFT calculations 
Our FF development approach is based on fitting the interaction energies obtained 
from periodic DFT calculations to a classical potential form. In the first part, the 
adsorption energy is defined as  
                       /- -ads CHA+ads CHA ads DFT CCE E E E E                                      (5.2)  
where 
CHAE  and adsE  refer to the DFT energies of the empty CHA framework and the 
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hydrocarbon molecule, respectively, while 
CHA+adsE is the DFT energy of the CHA-
adsorbate complex. All the DFT single point energy (SPE) calculations using PBE 
functional are performed with reciprocal space sampled at the  point to reduce the 
computational cost. The interaction of hydrocarbons with zeolite is dominated by 
dispersion interactions and a DFT method that accounts for these interactions is required. 
Within DFT, the electron exchange-correlation can be described by different functionals 
that may result in different interaction energies for the given configuration of the 
adsorbate. After the excellent performance of the DFT/CC method for CH4 (chapter 4), 
we decided to extend the methodology to long chain alkanes and alkenes because the 
similar nature of the dispersion interactions. Our previous results (Chapter 4) for CH4 
adsorption in zeolites suggest that FFs derived from the PBE-D2, PBE-D3, vdW-DF2, 
VDW-DF-CC functionals give isotherms that are not in agreement with the experimental 
isotherms. Thus, we only use the DFT/CC method for the force field development using 
the correction functions described in section 5.2.   
The total DFT/CC correction used in Eq. 5.2 for a given adsorbate configuration 
with the periodic zeolite is measured using 
                     
/  
CSi HSi CO HO
DFT CC CSi HSi CO HO
R R R R
E                                                    (5.3) 
where C is carbon atom in either sp3-CH3 or sp
2-CH2 depending upon the hydrocarbon. 
Intermolecular atomic distances, Rij, for each cross species are calculated over a finite 5  
5  5 model. This approximation is realistic because the CC contribution, which can be 
perceived as dispersion interaction plus DFT error, outside the 5  5  5 model are 
negligible. Then using the RP-RKHS interpolation scheme and CC-corrections given in 
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Fig. 5.3-5.4 for sp2-CH2 and Fig. 4.4-4.5 for sp
3-CH3, total the DFT/CC correction is 
calculated. Numerical values of CC-corrections are provided in Appendix C and D.  
5.3.4 Parameter fitting and functional forms 
A majority of the molecular simulation studies for adsorption in zeolites 
published to date have used the so-called Kiselev model203: (i) atoms in the zeolite 
framework are fixed at their crystallographically determined positions; (ii) the host− 
guest interactions can be approximated as a sum of pair interactions between all atoms; 
and (iii) since silicon atoms have small polarizability and are shielded by the surrounding 
oxygen atoms, their effects can therefore be taken into account effectively by considering 
only interactions with the oxygen atoms. The last assumption leads to a greatly reduced 
parameter space for a force field describing guest−host interactions. In our work, we used 
the Kiselev description of the zeolite for the classical part of the FF fitting along with the 
TraPPE united atom description of alkanes204 and alkenes205. Hence, we have (sp3-CH3)-
O (for ethane) and (sp2-CH2)-O (for ethene) as a cross-species interactions. The TraPPE 
united atom description does not include point charges on the adsorbate atoms and only 
considers Lennard-Jones terms to model the intermolecular dispersion interactions. To be 
consistent with the TraPPE FF, we do not explicitly consider any Coulombic interactions 
in our calculations. It is important to note that the TraPPE force field was obtained by 
fitting to experimental fluid phase properties.204-205 Details of the force field parameters 





Table 5.1 Parameters for the united atom TraPPE204-205 FF for alkanes and alkenes.   
Atom Type 
(sp3) 
 (K)  (Å) Atom Type 
(sp2) 
 (K)  (Å) 
CH3 98 3.75 CH2 85 3.675 
CH2 46 3.95 CH 47 3.73 
CH 10 4.65    
The DFT energies obtained from random and GCMC configurations of 
hydrocarbons (hereafter, either ethane or ethene) as explained above are fitted to 
Lennard-Jones (LJ) 12-6 potential form of a force field, 
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                        (5.4) 
where εij is the depth of the potential well and σij is the interatomic distance at which the 
potential is zero. The repulsion coefficient, Aij=4εijσij
12 and attractive coefficient, 
Bij=4εijσij
6 are determined in a least squares sense where the parameter fitting 
calculations are done in MATLAB. The Aij and Bij  in above equation then are converted 
into εij and σij.  
Here, the pairwise interactions of the adsorbates with the zeolites are modeled 
using only Van der Waals terms to be consistent with the TraPPE-UA force field. Hence, 
the Coulombic interactions between atoms in hydrocarbons and the zeolite were 
neglected. The distances (1/Rij
12 and 1/Rij
6) for each cross species were measured and 
summed based on a finite 5  5  5 model, where the hydrocarbon molecule is located 
near the center of the model and its position relative to the zeolite framework is the same 





Table 5.2 CCFF and D2FF Parameters for ethane and ethene in silica CHA. 
Cross species 
CCFF  D2FF 
ε/kB (K) σ (Å)   ε/kB (K) σ (Å)  
(sp3-CH3)–O 107.00 3.306   133.42 3.26  
(sp2-CH2)–O 101.45 3.301   115.09 3.10  
Figure 5.6 Comparison of the adsorption energies obtained using CCFF with DFT/CC of 
(a) 1000 configurations of ethane and (b) 1600 configurations of ethene in the primitive 
unit cell of silica CHA. 
Typically, we use 600 - 1600 adsorbate configurations to derive a set of force 
field parameters. Note that only united atom positions are obtained from GCMC 
snapshots. Thus, hydrogen atoms must be correctly added to carbon chains prior to the 
next iteration of the DFT calculations. The final FF parameters (CCFF) for (sp3-CH3)–O 
(in ethane) and (sp2-CH2)–O (in ethene) interactions are given in Table 5.2 and are 
compared with DFT-D2 parameters obtained using PBE-D2 functional. Figure 5.6 
compares the CCFF predicted energies for 1000 ethane (1600 ethene) configurations with 
the DFT/CC energies. The MAD (MD) is 4.4 kJ/mol (0.38 kJ/mol) for the ethane and 
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1.35 kJ/mol (0.05 kJ/mol) for the ethene for the converged FF. It also shows a systematic 
underestimation of ~3 kJ/mol for low energy configurations for ethane which can be 
attributed to fitting to simple and commonly used UA model instead of a more realistic 
all-atom model. 
5.4 Force Field Development for Propane and Propene 
In the previous section, we have outlined our force field development algorithm 
for ethane and ethylene adsorption in silica CHA using periodic DFT calculations. We 
now turn to extending the same approach for higher hydrocarbons such as propane and 
propylene. From the ethane and ethylene results in Section 5.4, we now have LJ 12-6 
force field parameters for (sp2-CH2) UA (ethene) and (sp
3-CH3) UA (ethane) interactions 
with the O atoms of the framework. To describe adsorption of propane and propene, 
additional (sp3-CH2) (propane) and (sp
2-CH) (propene) interaction parameters are 
required. The steps involved in this calculation are similar to the previous section and 
only a brief description of the method is provided here. Using a similar strategy as in 
section 4.4, we performed single point energy calculations for random plus GCMC 
generated adsorbate configurations of propane and propene in silica CHA. The 
contribution of the unknown (sp3-CH2) (propane) and (sp
2-CH) (propene) interactions 
with the O atom of the zeolite are obtained by subtracting the known components from 
the total DFT interaction energy. These known terms include (sp3-CH3)-O (from ethane) 






Table 5.3 CCFF and D2FF Parameters for propane and propene in silica CHA. 
Cross species 
CCFF  D2FF 
ε/kB (K) σ (Å)   ε/kB (K) σ (Å)  
(sp3-CH2)–O 97.85 3.350   125.23 3.28  
(sp2-CH)–O 81.89 3.246   97.34 3.198  
 
 
Figure 5.7 Comparison of the adsorption energies obtained using CCFF with DFT/CC of 
(a) 800 configurations of propane and (b) 600 configurations of propene in the primitive 
unit cell of silica CHA. 
Similar to the previous calculations for ethane and ethene, FF fitting is performed 
using 200 (200) random plus 600 (400) GCMC generated configurations of propane 
(propene) in silica CHA. Note that only united atom positions are obtained from GCMC 
snapshots. Thus, hydrogen atoms must be correctly added to carbon chains prior to the 
next iteration of the DFT calculations. The final FF parameters (CCFF) for (sp3-CH2)–O 
(in propane) and (sp2-CH)–O (in propene) interactions are given in Table 5.3 and are 
compared with DFT-D2 parameters (D2FF). Figure 5.7 compares the CCFF predicted 
energies for 800 propane (600 propene) configurations with the DFT/CC energies. The 
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MAD (MD) is 6.46 kJ/mol (-0.46 kJ/mol) for the propane and 2.9 kJ/mol (0.22 kJ/mol) 
for the propene for the converged FF. It also shows a systematic underestimation of ~4-5 
kJ/mol for low energy configurations for propane. Compared to the MAD for C2 
hydrocarbons, the slightly higher MAD for C3 hydrocarbons is due to the increasing 
complexity of the adsorbate molecule and the additional degree of freedom from the (sp3-
CH3) united atom.  
These results are encouraging and indicate the transferability and versatility of our 
FF development approach for modeling increasingly complex adsorbates. Since we now 
have interaction parameters for (sp3-CH3), (sp
3-CH2), (sp
2-CH2), and (sp
2-CH) with the 
zeolite, the DFT-derived CCFF are used for modeling adsorption of higher linear alkanes 
and alkenes as shown in the following section.  
5.5 Classical simulations and CCFF transferability 
All GCMC simulations were performed within the RASPA simulation code 
developed by Dubbeldam and co-workers.206-207 For adsorption simulations involving 
longer hydrocarbons (propane/propene and above) configurational-bias Monte Carlo 
(CBMC)208 was employed. The pairwise interaction potentials were truncated at a 
spherical cutoff of 12.0 Å. For each simulation, a simulation box was chosen to ensure 
that the minimum length in each of the direction was larger than 24 Å (twice the cutoff 
radius of the LJ potentials). An example of the simulation box of silica CHA used in the 
GCMC calculations is shown in Fig. 5.5 (b).  The CBMC calculations were carefully 
equilibrated using at least 50,000 cycles, and production runs of 200,000 cycles were 
used for measuring the macroscopic properties. 
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5.5.1 C2 hydrocarbon adsorption isotherms 
We performed GCMC simulations for ethane and ethene in silica zeolites to test 
the performance of the DFT/CC derived force field (CCFF) as shown in figures 5.8 and 
5.9. The figures 5.8 and 5.9 compare the predicted adsorption isotherms with 
corresponding experimental data for ethane and ethene showing good agreement at all the 
conditions. An underprediction of adsorption for ethane in CHA can be attributed to the 
slight underprediction of lower energy configurations for ethane. Note that the isotherms 
from GCMC shown in Fig. 5.8 and 5.9 for both ethane and ethene are obtained purely 
from computational methods and do not include any fitting or adjustments based on the 
experimental measurements and hence these FFs are truly first-principle derived. 
 
Figure 5.8 GCMC predicted adsorption isotherms for ethane in CHA at 301 K, in ITQ-29 
(LTA topology) at 301 K, in DDR at 301 K, in MFI at 303 K, and in TON at 298 K. The 
experimental adsorption isotherms are shown by filled symbols and are obtained from 
Hedin et al.62 for CHA, ITQ-29, and DDR, Zhu et al.209 for MFI, and Hampson and 




Figure 5.9 GCMC predicted adsorption isotherms for ethene in CHA, ITQ-29 (LTA 
topology), and DDR at 301 K using the CCFF to test the FF transferability. The 
experimental adsorption isotherms are obtained from Hedin et al.62 shown by filled 
circles. 
5.5.2 C3 hydrocarbon adsorption isotherms 
Experimental data for propane adsorption in silica CHA is not available in 
literature because of the very slow equilibration188, 211-212 of zeolite with propane in 8MR 
zeolites. This is because of the large activation energy and hence slow diffusion of 
propane through 8MR window of CHA.191 Thus, we used a 10MR silica zeolite MFI, for 
GCMC simulations using the FF parameters in Table 5.3 for propane, which 
simultaneously tests the transferability of the CCFF.  Figure 5.10 compares the predicted 
adsorption isotherms with corresponding experimental data from Zhu et al.209 for propane 
showing excellent agreement. Then, to test if the developed FF parameters for (sp3-CH3)-
O for ethane and (sp3-CH2)-O for propane are transferable to higher liner alkanes, we 
performed GCMC simulation of n-butane in MFI. The adsorption isotherms from GCMC 
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agrees well with the experimental data for n-butane. This indicates that CCFF not only 
works for propane but also works for higher linear alkanes like n-butane. 
 
Figure 5.10 GCMC predicted adsorption isotherms for propane and n-butane in silica 
MFI using the DFT/CC FF for the framework-adsorbate interactions. The experimental 
adsorption isotherms are taken from Zhu et al.209 and shown by filled circles. 
Next, we performed GCMC simulations for propene in silica zeolites: CHA, 
DDR, ITQ-29, and ITQ-12. Even though propane and propene seem very similar, the 
diffusion of propene is much faster than propane in 8MR zeolites because of the smaller 
cross section of propene than propane.191 As a result, the estimated activation energies for 
diffusion are 10 and 73 kJ/mol, respectively, for propene and propane in silica CHA.191 
This indicates that the propene diffusion through 8MR is much faster than that for 
propane causing no concerns for equilibration. The results for adsorption isotherms are 
shown in Fig. 5.11 and excellent agreement is obtained when compared to experimental 
adsorption isotherms from various sources given in Fig. 5.11. Again, the isotherms from 
GCMC for both propane and propene are obtained purely from computational methods 
and do not include any fitting or adjustments based on the experimental measurements 
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and hence these FFs are truly first-principle derived. Then, to test if the developed FF 
parameters for (sp3-CH3)-O, (sp
3-CH2)-O, (sp
2-CH2)-O, and (sp
2-CH)-O are transferable 
to higher liner alkenes, we performed GCMC simulation for 1-butene in MFI at 300 K 
and for trans-2-butene in DDR at 303 K. As seen from the Fig. 5.12, the adsorption 
isotherms from GCMC agrees with the experimental data except at lower pressure where 
slight discrepancy is observed. 
 
 
Figure 5.11 GCMC predicted adsorption isotherms for propene in CHA at 301 K, in 
DDR at 301 K, in ITQ-29 at 301 K, and in ITQ-12 at 303 K using the CCFF. The 
experimental adsorption isotherms are shown by filled circles obtained from Hedin et 




Figure 5.12 CCFF predicted isotherms for (a)1-butene in MFI at 300 K (Expt. data from 
Stach et al.213) and (b) trans-2-butene at 303 K in DDR (Expt. data from Jansen et al.214).  
5.6 Conclusions 
A novel united atom force field is developed using first principle methods that 
accurately describes the quantitative reproduction of the adsorption properties of linear 
alkanes and alkenes in nanoporous framework structures.  Pure silica zeolites, especially 
small-pore 8MR zeolites, have been recognized as promising candidates for 
olefin/paraffin separation. Although various pure silica 8MR zeolites have been 
experimentally characterized for their alkene adsorption and olefin/paraffin separation 
capability, theoretical studies concerning the diffusion and adsorption of alkenes in these 
kinds of zeolites are scarce. Considering that there are many zeolites that can be prepared 
as pure silica and their potential application for olefin separation, it is worth performing a 
systematic screening of them for olefin/paraffin separation, for which molecular 
simulation is the most suitable tool. Our newly developed force field provides critical 




6 CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
Zeolites are important nanoporous materials that possess wide range of possible 
framework topologies, chemical compositions, porosity, and extra-framework cations. 
These characteristics allow for the fine-tuning of zeolite structures to meet specific 
applications such as storage, separation, purification, as well as catalysis. Therefore, it is 
important to explore as many zeolites as possible to find the best candidates for such 
applications. The selection of a suitable zeolite has become a significant challenge 
because of the huge number of possible structures due to various combinations of the 
topologies, cation types and quantity, and chemical composition. As a result, 
experimental investigation of adsorption and diffusion is time consuming and hence 
computational modeling have been used to predict macroscopic properties of gases in 
zeolites, screen large number of materials, and provide information not available through 
experiments. As the large scale synthesis and characterization of zeolites is time 
consuming and tedious, experimental screening of zeolites will be limited to only a 
handful of materials. Moreover, the rational design and optimization of zeolite-based 
adsorptive separation processes (e.g., pressure/temperature swing adsorption) requires the 
ability to predict and understand the sorption characteristics of a given 
adsorbate−adsorbent system. 
Classical simulation methods like GCMC is used to predict adsorption properties, 
while diffusivities are calculated from MD simulations. The accuracy of the GCMC and 
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MD predicted properties are highly dependent on the assumptions about the 
intramolecular and intermolecular interactions used to describe the energetics of the 
system. Generally, intramolecular interactions are ignored to keep the zeolite framework 
rigid to cut down the huge computational cost. Thus, it is a new direction for the research 
to understand when a rigid framework approximation is justified and when framework 
flexibility is important for correctly describing adsorbate adsorption and diffusion. 
Traditional or generic intermolecular force fields are not transferrable and are found to be 
severely lacking in correctly describing the complex chemical environments in 
nanoporous materials. Moreover, force fields fitted to one set of experimental data may 
not be able to predict adsorption in similar materials, rendering them unsuitable for 
material screening. For the atomistic simulations to be useful for screening applications, 
it is essential for the force field to have predictive capabilities. Hence, it is desired to 
develop first-principles derived, transferable intermolecular force fields for different 
gases in zeolites.  
6.1 Thesis Summary 
The overall objective of this thesis has been to develop accurate computational 
methods for the diffusion and adsorption of small gases in zeolites. In Chapter 2 and 3, 
we discuss the effect of the zeolite framework flexiblity on the single component and 
binary diffusion of various gases. This study presents the first detailed analysis of 
different types of zeolite framework flexibilities and how they depend upon the zeolite 
topology. We show that for molecules with kinetic diameters comparable (or larger) to 
the size of the window the rigid framework approximation can produce order(s) of 
magnitude difference in diffusivities as compared to the simulations performed with a 
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fully flexible framework. We also proposed two simple methods in which the flexible 
structure of a zeolite is approximated as a set of discrete rigid snapshots. Both methods 
are orders of magnitude more efficient than the simulations with the fully flexible 
structure. The new methods are broadly applicable for the fast and accurate predictions of 
both infinite dilution and finite loading diffusivities of simple molecules in zeolites.  
In Chapter 4, we use a combined classical and quantum chemistry based approach 
to systematically develop the force fields based on DFT calculations for interactions of 
simple molecules like CH4 and N2 with silica and cationic zeolites. We also studied CH4 
adsorption in aluminophosphates, the zeolite analogues. We used a higher level of theory 
known as the DFT/CC method to correct DFT energies that were used in the periodic 
DFT calculations to develop force fields. In Chapter 5, this approach was further 
extended to studying more complex adsorbates like linear alkanes and alkenes in zeolites. 
The united atom force fields developed for C2 and C3 alkanes and alkenes are 
transferable to higher linear alkanes and alkenes. Our results in both the chapters show 
that DFT-derived force fields give good predictions of macroscopic properties like 
adsorption isotherms in zeolites. The force fields are transferrable across zeolites and 
hence can be further used to screen materials for different storage and separation 
applications. Overall, this thesis provides a framework for computing the adsorption and 




6.2 Future Challenges and Opportunities  
6.2.1 Zeolite framework flexibility 
Though the changing snapshots and the TST methods we developed to account 
for the framework flexibility have been described for the 8MR zeolites, they can be 
applied to other topologies of zeolites and similar nanoporous materials such as MOFs 
etc. One limitation of the classical simulations in MOFs is that the computed diffusivities 
depend strongly on the intramolecular force field employed during the MD simulations.74 
This requires development and parameterization of new force fields for each new MOF to 
be studied. In such circumstances, one can use our methods about framework flexibility 
that are efficient, reliable, and depend only on intermolecular interactions. If a reliable 
force field is unavailable, the set of snapshots that are required for the can be generated 
using short ab-initio MD trajectories52.   
6.2.2 Material screening for storage and separations 
6.2.2.1  CH4 storage 
Increasing atmospheric CO2 concentration leading to the global warming is now 
regarded as one of the most pressing environmental issues. In the long run, use of less 
carbon-intensive fuels, for example, natural gas, will help in reducing overall CO2 
emissions. The major component of natural gas is CH4, and thus it is essential to find a 
suitable adsorptive material for the CH4 storage. The volume available for gas storage is 
often limited. However, the storage capacity at moderate pressures can be enhanced 
through the use of adsorbents because the density of the adsorbed gas is greater than the 
bulk gas phase above it. A comparison of different adsorption materials showed that 
carbon materials are difficult to have a balance of small pores and large pores, for 
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optimum balance between capacity and dynamics, and MOFs had lower thermal stability, 
but zeolites have very homogeneous structures with a moderate surface area and good 
thermal stability.185 Thus, zeolites remain the most commonly used adsorbents in the 
field. Hence, it is appealing to screen silica zeolites, cationic zeolites, aluminophosphates 
for CH4 storage using DFT/CC FF developed for CH4 in chapter 4 from low pressures of 
1 and 10 bar to high pressures of 50 and 100 bar. 
6.2.2.2  CH4/CO2 and CH4/CO2/N2 separations  
CO2 is often found as a major impurity in natural gas,
215 and its presence can 
reduce the energy content of natural gas. Consequently, before the storage of pure CH4 
using adsorbents, it is important to separate CO2 from their mixture. By a careful 
selection of the zeolites, CO2 and CH4 can be effectively separated on the basis of the 
different adsorption affinities. Next, the removal of CO2 from gaseous mixtures such flue 
gas, biogas, or landfill gases is important for reducing CO2 emission. These sources 
contain N2 in addition to CH4 and CO2. The separation of CO2, CH4, and N2 mixtures can 
upgrade low quality natural gas and also mitigate the problem of excess CO2 
emissions.216 
A first principle derived and transferable force field for CO2 in silica and cationic 
zeolites have been proposed by Fang et al.27, 136, 146 By combining the FFs for CO2 by 
Fang et al. and for CH4 and N2 as described in chapter 4, the library of silica and cationic 
zeolites can be screened for CH4/CO2 and CH4/CO2/ N2 separations. Furthermore, we can 
screen the zeolites for the cyclic processes such as pressure swing adsorption (PSA) and 




6.2.2.3 Olefin/paraffin separation 
There is significant industrial interest in olefin/paraffin separations. Many zeolites 
have been studied for such separations based on their adsorption and diffusion 
properties.186-192 In particular, 8MR zeolites are potential materials for such 
olefin/paraffin separations because of their small pore size.186-188, 191 Although various 
pure silica 8MR zeolites have been experimentally characterized for their alkene 
adsorption and olefin/paraffin separation capability, theoretical studies concerning the 
diffusion and adsorption of alkenes in these kinds of zeolites are rare. Considering that 
there are many zeolites that can be prepared as pure silica and their potential application 
for olefin separation, a systematic screening of them for olefin/paraffin separation using 
the force field developed in chapter 5 will be valuable.  
The performance of such processes is also influenced by the diffusion of these 
large hydrocarbon molecules through the small zeolite pores, especially through 8MR.191 
Due to the very slow diffusion and the effect of zeolite framework flexibility, a 
traditional MD simulation is not appropriate for these adsorbates in zeolites.217 To tackle 
this problem, a new approach was proposed by Boulfelfel et al. based on the transition 
path sampling (TPS) and transition interface sampling.217 The DFT/CC FF, combined 
with the TPS method, can give diffusivities and diffusion selectivities for the mixture 
calculations which will be helpful for the screening of zeolites for kinetic separations. 
6.2.3 Extending the DFT/CC method to other adsorbates and adsorbents  
The DFT/CC method has a potential to accurately describe interactions between 
different adsorbate-adsorbent complexes.140, 146, 150, 154, 201 Few such examples of 
adsorbates include O2, H2S, NH3, CO, and COS in the adsorbents such as silica zeolites, 
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cationic zeolites, aluminophosphate, and also MOFs. Furthermore, cationic zeolites have 
different varieties of cations such as Na, K, Ca, Li, and Mg and MOFs have numerous 
metal centers like Cu, Mn, V, Cd, Ni etc. The DFT/CC method is applicable for all these 
diverse materials providing a universal procedure for the FF development. In many 
situations, the flexibility of the zeolite framework in important and combined 






1. Modeling Intra- and Inter-molecular interactions 
To model the internal degrees of freedom of zeolite, various potential types as 
described in the Table A1 were used given by,   
total bonds angles torsions bond bond angle angle bond angle angle angle torsion LJ coulombV V V V V V V V V V                      (i)
 
The intermolecular interaction between adsorbate and zeolite was modeled by 
Lennard-Jones potential given as,  
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             
                                                             (ii)
  
where, i is CH4 and j is either CH4, O, or Si. Corresponding intramolecular and 
intermolecular potential parameters are listed in Tables A2 and A3.  
Table A1. Hill-Sauer FF used to model zeolite framework dynamics. 
     
2 3 4
2 3 4( )bond eq eq eqV r k r r k r r k r r                                                       (iii) 
     
2 3 4
2 3 4( )angle eq eq eqV k k k                                           (iv) 
( , ) ( )( )bond bond eq eqV r r k r r r r                                                                         (v) 
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                                                                    (xi) 
Table A2. Bonded potential parameters for zeolite framework. 
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173.7651° 
Table A3. Non-bonded (LJ) potential parameters for framework and adsorbate 
molecules. 





Si LJ 9-6 186910.958 0.00 0.5236 
O LJ 9-6 57412.473 0.00 -0.2618 
Si-O LJ 9-6 103590.638 0.00 - 
Site Potential ε (K) σ (Å) 
CH4 LJ 12-6 158.50 3.72 
O-CH4 LJ 12-6 115.02 3.47 









𝐦𝐞𝐚𝐧  <  𝐝𝐦𝐢𝐧
𝐓𝐀  (𝐝𝐦𝐢𝐧
𝐦𝐞𝐚𝐧  ≈  𝐝𝐦𝐢𝐧
𝐓𝐀 )for zeolites with multiple (single) 
directions  
The minimum window dimensions of the energy minimized (dmin
OPT), time 
averaged structures (dmin
TA ) as well as instantaneous minimum window dimension of the 
flexible structure (dmin(t)), and the mean of the distribution of window dimensions 
(〈dmin(t)〉) are given by, 
  
min 1 2 3 4
d min , , ,OPT d d d d
                                                                                      
(xii)                                
min 1 2 3 4
d min ( ) , ( ) , ( ) , ( )TA d t d t d t d t                                                                 
(xiii) 
      min 1 2 3 4d t min ( ), ( ), ( ), ( )d t d t d t d t                                                                   (xiv)               
   min 1 2 3 4d t min ( ), ( ), ( ), ( )d t d t d t d t                                                                (xv) 
where, 〈…〉 indicates time averaging over a simulation time. In the time averaged 
structure if d1 corresponds to minimum window dimension then equation (xiii) becomes, 
  
min 1
d =  ( )TA d t
                                                                                                          
(xvi) 
The minimum among the multiple distances is always less than or equal to one of the 
individual distances: 
 1 2 3 4 1min d ( ),d ( ), ( ), ( )   d ( )t t d t d t t                                                             (xvii) 
Comparing equations (xv), (xvi), and (xvii) shows that 〈dmin(t)〉  ≤  dmin
TA . The equality 
holds true only if d1 corresponds to minimum window dimension (i.e. a single minimum 
window dimension), while the inequality holds only if the minimum window dimension 
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fluctuates between multiple distances d1, d2, d3, or d4 (i.e. multiple minimum window 
dimensions). In the case of LTA and CHA, 〈dmin(t)〉  <  dmin
TA  because the minimum 
window dimension fluctuates between multiple pairs of oxygen while for BIK and ERI, 
〈dmin(t)〉 ≈  dmin
TA  because the minimum window dimension does not fluctuate between 
multiple pairs of oxygen.  
3. Mean square displacement plots to obtain diffusivity in all zeolites 
 
Figure A1. Mean square displacement (MSD) plots for (a) CH4, (b) hypothetical CH4 
diffusion in respective zeolites. Loadings used were 9, 10, 0.25, and 1.5 molecules/unit 
cell respectively in LTA, CHA, BIK, and ERI. Diffusion coefficients were determined by 
fitting straight lines to the MSD. The data in (b) for BIK shows an example of the lowest 
diffusivity that can be routinely measured with our methods.  
Table A4. The percentage overlaps that occurred while swapping frameworks at a 
frequency of 200 fs.  
Loading LTA CHA ERI BIK 
Low loading 0.72 0.68 0.76 1.12 




4. Vibrational density of states (VDOS) plots 
 
Figure A2. Vibrational density of states (VDOS) for one of the 8MR oxygen atoms from 
a single window belonging to dmin in (a) ERI and (b) BIK. The red line indicates the 
frequency of 150 cm-1. 
 
Figure A3. (a) 8MR oxygen atom (circled) in the xy plane belonging to dmin in the LTA. 
(b), (c), and (d) respectively shows the x, y, and z components of the VDOS for the same 
oxygen atom. The red line indicates the frequency of 150 cm-1. 
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Table A5. Actual temperatures (in K) used in the simulations involving method 1, method 2, and lower temperature using 
method 2. In the corresponding figures, higher diffusivities correspond to higher temperatures. 
Zeolite              Method 1       Method 2  Method 2 at Lower T  
Fig. 8 (a) Fig. 8 (b) Fig. 9 (a) Fig. 9 (b) Fig. 10 Fig. 11  
LTA 300, 400, 500, 
600, 700, 800, 
900, 1000, 500a, 
700a, 900a  
- 300, 400, 500, 
600, 700, 800, 
900, 1000 
300, 400, 500, 600, 
700, 800, 900, 
1000 
300, 400 50, 100, 200, 300 
CHA 300, 500, 700, 




300, 400, 500, 
600, 700, 800, 
900, 1000 
500, 700, 900, 
1100 
- 200a, 300a  
ERI 1100, 1300, 
1500, 1700, 








1100, 1300, 1500, 
1700, 1900, 2100 
1100, 1300, 
1500, 1700 
700, 800 ,900, 1000 
BIK 500, 700, 900, 
1100, 700a, 900a, 
1100a 
700a -  -                                     - - 




Table B1. Temperatures (in K) used in the simulations involving changing snapshot 
method, TST/snapshot method, and rigid structures, OPT and TA. In the corresponding 
figures, higher diffusivities correspond to higher temperatures. 
Adsorbate/Z
eolite 




Temperatures used in 
simulations (K) 
 Ne/ERI 200, 300, 500 Ar/ERI 500, 700, 900 
Ne/DFT 200, 300, 500 Ar/DFT 200, 300, 500 
Ne/EAB 200, 300, 500 Ar/EAB 200, 300, 500 
Kr/CHA 300, 500, 700 Xe/CHA 900, 1100, 1300 
Kr/LTA 200, 300, 500 Xe/LTA 700, 900, 1100 
Kr/SAS 200, 300, 500 Xe/SAS 500, 700, 900 
Kr/RHO 300, 500, 700 Xe/RHO 700, 900, 1100 
Kr/BIK 300, 500, 700 CF4/LTA 1500, 1700, 1900 
Rn/LTA 900, 1100, 1300 CF4/SAS 1300, 1500, 1700 
Rn/SAS 700, 900, 1100 CF4/RHO 1500, 1700, 1900 
Rn/RHO 1100, 1300, 1500   
 
Table B2. Classification of 63 8MR zeolites*   
Multiple dmin Single dmin 
Harmonic Anharmonic Harmonic Anharmonic 
zeolite   dmin
OPT zeolite   dmin
OPT zeolite   dmin
OPT  zeolite  dmin
OPT 
ACO (3) 3.490 ATN (1) 3.195 ABW (1) 3.433 EAB (2) 3.278 
AEI (3) 3.790 AWW (1) 3.710 AFN (3) 3.150 ERI (3) 3.001 
AEN (2) 3.496 CDO (2) 3.414 AFT (3) 3.535 GIS (3) 3.157 
CHA (3) 3.750 DDR (2) 3.400 AFX (3) 3.491 ITW (2) 2.878 
EDI (3) 3.406 ESV (1) 3.646 APC (2) 2.685 SAT (3) 2.696 
MER (3) 3.433 IHW (2) 3.693 APD (2) 2.551 BRE (2) 2.764 
MON (2) 3.608 KFI (3) 3.688 ATT (2) 3.526 RWR (1) 2.315 
PAU (3) 3.571 LTA (3) 3.720 ATV (1) 3.150 SIV (3) 2.199 
PHI (3) 3.538 LTN (0) 3.745 AWO (1) 2.702     
SAS (1) 4.097 RHO (3) 3.822 BIK (1) 3.550     
THO (3) 3.575 RTE (1) 3.668 CAS (1) 2.564     
TSC (3) 3.557 SAV (3) 3.656 DFT (3) 2.725     
NPT (3) 3.543 UFI (2) 3.511 ITE (2) 3.368     
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    VNI (3) 3.290 JBW (1) 3.452     
    YUG (2) 3.773 LEV (2) 3.243     
    GOO (3) 3.243 LTJ (2) 2.912     
    SBN (3) 3.753 MTF (1) 2.208     
    EPI (2) 3.454 NSI (2) 3.233     
        OWE (2) 2.408     
        RTH (2) 3.371     
        UEI (2) 2.679     
        BCT (1) 2.548     
        ZON (2) 2.933     
        ANA (3) 2.425     
 # of zeolites= 13 # of zeolites= 18 # of zeolites= 24  # of zeolites= 8 
*Each structure was optimized using the Hill-Sauer force field. The dimensionality of the 
pore structure is shown in the parentheses. The  dmin
OPT is in Å. 
Table B3. Numerical values of diffusivities and standard deviation (in m2/s) in Fig 3.1. 
System Flexible TST/Snapshot method Changing Snapshot method 
Ds(m2/s) SD(m2/s) Ds(m2/s) SD(m2/s) Ds(m2/s) SD(m2/s) 
1. LTA/Rn/1300 K 2.76E-11 9.27E-12 5.01E-11 -- 3.24E-11 1.69E-11 
2.RHO/Rn/1500 K 4.29E-11 4.57E-11 5.88E-11 -- 3.92E-11 1.89E-11 
3. LTA/Xe/1100 K 4.73E-11 2.15E-11 7.94E-11 -- 8.19E-11 3.14E-11 
4. RHO/Xe/1100 K 5.73E-11 4.20E-11 7.88E-11 -- 7.15E-11 2.30E-11 
5. CHA/Xe/1300 K 5.75E-11 7.17E-11 4.93E-11 -- 7.25E-11 3.03E-11 
6. EAB/Ar/500 K 9.85E-11 3.15E-11 -- -- 1.44E-10 5.97E-11 
7. ERI/Ar/700K 1.79E-10 8.23E-11 2.74E-10 -- 2.47E-10 1.46E-10 
8. SAS/Kr/500 K 1.99E-10 2.00E-10 3.66E-10 -- 2.67E-10 1.00E-10 
9. CHA/Kr/ 700 K 2.18E-10 1.80E-10 2.04E-10 -- 2.29E-10 1.07E-10 
10. LTA/Kr/700 K 3.19E-10 9.49E-11 3.57E-10 -- 3.31E-10 7.43E-11 
11. RHO/Kr/700 K 6.33E-10 2.83E-10 4.02E-10 -- 5.45E-10 2.41E-10 
12. DFT/Ar/500 K 6.43E-10 4.95E-10 -- -- 7.14E-10 5.31E-10 
13. ERI/Ne/500K 4.97E-09 2.61E-09 4.64E-09 -- 5.77E-09 2.71E-09 
14. EAB/Ne/500K 4.85E-09 2.46E-09 -- -- 4.90E-09 2.01E-09 
15. DFT/Ne/500K 1.32E-08 8.57E-09 -- -- 1.31E-08 9.26E-09 
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Window size distribution of selected 8MR zeolites 
 
Figure B1. Window size distribution,  𝐝𝐦𝐢𝐧
𝐎𝐏𝐓(solid, blue),  𝐝𝐦𝐢𝐧
𝐓𝐀  (dash, green), 〈𝐝𝐦𝐢𝐧(𝐭)〉 (dot-dash, pink), and the tail of the 
distribution (shaded region) are shown for a) LTA, b) CHA, c) BIK, d) ERI, e) RHO, f) SAS, g) DFT, and h) EAB. Some of 
the characteristic dimensions are not visible because of the overlapping. In inset, 8MR windows of respective zeolites in the 
energy minimized geometries are shown with 𝐝𝐦𝐢𝐧
𝐎𝐏𝐓 labeled. Si (O) atoms are shown as yellow (red) spheres. [Note: In case of 
DFT, there are two different types of windows with  𝐝𝐦𝐢𝐧
𝐎𝐏𝐓 = 𝟐. 𝟒𝟕, 3.695 Å. The 8MR windows with  𝐝𝐦𝐢𝐧
𝐎𝐏𝐓 = 𝟐. 𝟒𝟕 Å has 
single dmin and is harmonic. Considering the size of Ne and Ar, the other window with  𝐝𝐦𝐢𝐧
𝐎𝐏𝐓 = 𝟑. 𝟔𝟗𝟓 Å is bigger and also 
less in numbers compared to smaller windows. Hence, the contribution of these windows in overall Ds is same for OPT, TA, 
and fully flexible structure and is not useful for comparison. Therefore, we consider zeolite DFT as defined by smaller 
windows with single dmin and harmonic behavior for our analysis in the chapter 3.] 
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Single component and binary adsorption isotherms for inert gases and CF4 
 
Figure B2. Single component adsorption isotherms for all the adsorbate-zeolite 
combinations studied. 
 
Figure B3. Binary adsorption isotherms (at 50:50 gas phase composition) for adsorbate-




Gas diffusivities in 8MR zeolites at 3 different temperatures and 3 different loadings 
 
Figure B4.  Self-diffusivities of Ne in ERI calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B5.  Self-diffusivities of Ne in DFT calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B6.  Self-diffusivities of Ne in EAB calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B7.  Self-diffusivities of Ar in ERI calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




 Figure B8.  Self-diffusivities of Ar in DFT calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B9.  Self-diffusivities of Ar in EAB calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B10.  Self-diffusivities of Kr in CHA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f).  
 
Figure B11.  Self-diffusivities of Kr in BIK calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B12.  Self-diffusivities of Kr in LTA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f).  
 
Figure B13.  Self-diffusivities of Kr in RHO calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B14.  Self-diffusivities of Kr in SAS calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B15.  Self-diffusivities of Xe in CHA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B16.  Self-diffusivities of Xe in LTA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B17.  Self-diffusivities of Xe in RHO calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B18.  Self-diffusivities of Xe in SAS calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B19.  Self-diffusivities of Rn in RHO calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B20.  Self-diffusivities of Rn in LTA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f).  
 
Figure B21.  Self-diffusivities of Rn in SAS calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B22.  Self-diffusivities of CF4 in RHO calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B23.  Self-diffusivities of CF4 in LTA calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 




Figure B24.  Self-diffusivities of CF4 in SAS calculated using OPT, TA, and changing 
snapshot method (CSM) at 3 different loadings and 3 different temperatures. The data is 
plotted as a function of temperature (a-c) and as a function of adsorbate loading (d-f). 
 
Figure B25. TST calculations to obtain Ds at low temperatures in the time averaged and 
optimized structures compared with Ds from TST/snapshot method for various adsorbates 
in variety of 8MR zeolites. For harmonic zeolites (CHA, SAS), the data for OPT and TA 








Table B4. Numerical values of diffusivities (in m2/s) in Fig 3.2. 
a) Ne/ERI-Ds(m2/s) b) Ar/ERI-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
200 1.539E-09 1.175E-09 1.165E-09 500 5.616E-11 4.125E-12 7.577E-12 
300 2.037E-09 2.372E-09 3.127E-09 700 2.468E-10 3.160E-11 5.308E-11 
500 5.773E-09 5.000E-09 7.461E-09 900 4.140E-10 1.016E-10 1.677E-10 
c) Kr/CHA-Ds(m2/s) d) Xe/CHA-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
300 7.750E-12 2.162E-12 2.210E-12 900 1.355E-11 1.843E-12 1.318E-12 
500 8.586E-11 4.180E-11 5.225E-11 1100 3.551E-11 6.841E-12 8.867E-12 
700 2.289E-10 1.191E-10 1.434E-10 1300 7.246E-11 1.755E-11 2.352E-11 
e) Rn/RHO-Ds(m2/s) f) CF4/RHO-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
1100 1.448E-11 3.653E-12 4.848E-12 1500 6.757E-12 3.006E-13 8.76E-13 
1300 3.319E-11 1.054E-11 1.667E-11 1700 1.503E-11 1.164E-12 2.46E-12 
1500 3.916E-11 1.728E-11 4.311E-11 1900 1.838E-11 3.787E-12 5.34E-12 
Table B5. Numerical values of diffusivities (in m2/s) in Fig 3.3. 
a) Ne/ERI-Ds(m2/s) b) Ar/ERI-Ds(m2/s) 
Loading Flexible OPT TA Loading Flexible OPT TA 
Low 1.539E-09 1.175E-09 1.165E-09 Low 5.616E-11 4.125E-12 7.577E-12 
Mid 1.68E-09 1.98E-09 2.24E-09 Mid 2.85E-10 9.87E-12 1.76E-11 
High 1.84E-09 2.76E-09 2.86E-09 High 3.57E-10 3.84E-11 6.49E-11 
c) Kr/CHA-Ds(m2/s) d) Xe/RHO-Ds(m2/s) 
Loading Flexible OPT TA Loading Flexible OPT TA 
Low 7.750E-12 2.162E-12 2.210E-12 Low 1.278E-11 1.185E-12 2.392E-12 
Mid 1.63E-10 4.47E-12 3.94E-12 Mid 2.66E-10 6.94E-12 1.17E-11 
High 7.06E-11 1.14E-11 1.11E-11 High 2.42E-10 9.99E-12 1.61E-11 
e) Rn/RHO-Ds(m2/s) f) CF4/RHO-Ds(m2/s) 
Loading Flexible OPT TA Loading Flexible OPT TA 
Low 1.448E-11 3.653E-12 4.848E-12 Low 6.757E-12 3.006E-13 8.76E-13 
Mid 4.06E-10 1.26E-11 2.49E-11 Mid 1.26E-10 2.84E-12 7.338E-12 







Table B6. Numerical values of diffusivities (in m2/s) in Fig 3.5. 
Ar/ERI-Ds(m2/s) Kr/CHA-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
100 3.63E-21 6.65E-24 1.12E-23 50 3.41E-26 1.68E-28 1.47E-28 
200 1.63E-14 1.83E-16 3.54E-16 100 6.61E-18 2.37E-19 2.35E-19 
Xe/CHA-Ds(m2/s) Rn/LTA-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
200 6.4E-21 1.2E-23 1E-23 200 2.15E-19 4.33E-27 8.26E-25 
300 7.3E-17 6.20E-19 6.2E-19 300 1.63E-17 1.60E-21 2.02E-19 
Rn/RHO-Ds(m2/s) Rn/SAS-Ds(m2/s) 
T Flexible OPT TA T Flexible OPT TA 
200 1.1E-19 3.3E-24 1.1E-23 200 4.17E-18 9.59E-21 7.50E-21 
300 3.1E-16 1.7E-19 5.8E-19 300 4.27E-15 5.75E-17 4.68E-17 
Table B7. Numerical values of diffusivities (in m2/s) in Fig 3.6. 
System 
Index 
Ds (Smaller Adsorbate)  
Flexible CSM OPT TA 
1 1.47E-09 1.90E-09 2.52E-09 2.73E-09 
2 7.43E-10 1.51E-09 2.19E-09 2.66E-09 
3 5.22E-11 7.67E-11 1.26E-11 1.58E-11 
4 1.41E-10 2.53E-10 1.41E-11 2.72E-11 
5 4.97E-10 5.72E-10 1.56E-10 5.64E-10 
6 4.54E-10 7.93E-10 4.59E-10 5.24E-10 
7 8.56E-11 1.35E-10 1.15E-12 2.86E-11 
8 1.44E-10 2.78E-10 5.57E-11 1.11E-10 
System 
Index 
Ds (Larger Adsorbate)  
 Flexible CSM OPT TA 
1 4.42E-12 5.96E-12 7.20E-13 7.20E-13 
2 -- 6.15E-11 1.63E-12 2.05E-12 
3 1.22E-12 1.94E-12 7.20E-13 7.20E-13 
4 -- 2.06E-11 2.00E-13 2.00E-13 
5 -- 1.70E-11 1.64E-13 1.64E-13 
6 -- 9.83E-11 8.05E-13 8.90E-13 
7 -- 3.24E-11 1.86E-13 4.48E-12 
8 3.98E-11 4.75E-11 8.14E-12 1.77E-11 
160 
 
Table B8. Numerical values of diffusivities (in m2/s) in Fig 3.4. 
Ne/ERI-Ds(m2/s) Ar/ERI-Ds(m2/s) Kr/CHA-Ds(m2/s) Xe/CHA-Ds(m2/s) 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
200 1.54E-09 1.03E-09 500 5.62E-11 5.07E-11 300 7.75E-12 5.60E-12 900 1.36E-11 8.43E-12 
300 2.04E-09 2.13E-09 700 2.47E-10 2.74E-10 500 8.59E-11 5.74E-11 1100 3.55E-11 2.65E-11 
500 5.77E-09 4.64E-09 900 4.14E-10 7.44E-10 700 2.29E-10 2.04E-10 1300 7.25E-11 4.93E-11 
Kr/LTA-Ds(m2/s) Xe/LTA-Ds(m2/s) Rn/LTA-Ds(m2/s) CF4/LTA-Ds(m2/s) 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
200 3.19E-12 3.66E-12 700 9.81E-12 6.98E-12 900 9.91E-12 5.13E-12 1500 1.49E-11 9.13E-12 
300 2.15E-11 2.54E-11 900 3.41E-11 2.63E-11 1100 2.76E-11 2.09E-11 1700 2.97E-11 2.18E-11 
500 1.29E-10 1.99E-10 1100 8.19E-11 7.94E-11 1300 3.24E-11 5.01E-11 1900 3.57E-11 3.74E-11 
Kr/RHO-Ds(m2/s) Xe/RHO-Ds(m2/s) Rn/RHO-Ds(m2/s) CF4/RHO-Ds(m2/s) 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
300 3.03E-11 4.58E-11 700 1.28E-11 1.15E-11 1100 1.45E-11 1.64E-11 1500 6.76E-12 6.75E-12 
500 2.37E-10 2.10E-10 900 2.97E-11 3.34E-11 1300 3.32E-11 3.17E-11 1700 1.50E-11 1.44E-11 
700 5.45E-10 4.02E-10 1100 7.15E-11 7.88E-11 1500 3.92E-11 5.88E-11 1900 1.84E-11 3.05E-11 
Kr/SAS-Ds(m2/s) Xe/SAS-Ds(m2/s) Rn/SAS-Ds(m2/s) CF4/SAS-Ds(m2/s) 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
T CSM TST/ 
Snapshot 
200 9.03E-12 1.60E-11 500 5.95E-12 3.58E-12 700 3.86E-12 3.38E-12 1300 8.95E-12 8.09E-12 
300 6.16E-11 7.80E-11 700 2.65E-11 2.56E-11 900 1.61E-11 1.65E-11 1500 1.87E-11 2.10E-11 





Table C1. The numerical values for εCH, αCH, εHH, and αHH for CH4 in silica zeolite 
C-H H-H 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
0.6285 -0.0013 14.9141 0.5403 0.0001 38.5420 
0.8285 0.0061 11.7619 0.7403 0.0025 29.5553 
1.0285 0.0294 4.4213 0.9403 0.0109 20.3072 
1.2285 0.0325 -1.6414 1.1403 0.0254 12.9513 
1.4285 -0.0035 -4.6968 1.3403 0.0391 7.8438 
1.6285 -0.0486 -5.5184 1.5403 0.0353 4.5993 
1.8285 -0.1581 -5.1801 1.7403 0.0366 2.6626 
2.0285 -0.1742 -4.3782 1.9403 0.0082 1.5451 
2.2285 -0.1303 -3.5002 2.1403 -0.0470 0.9206 
2.4285 -0.5711 -2.6974 2.3403 0.0009 0.5772 
2.6285 -0.0175 -2.0085 2.5403 -0.1017 0.3829 
2.8285 -0.9735 -1.4525 2.7403 0.0637 0.2669 
3.0285 -0.3080 -1.0147 2.9403 0.1574 0.1890 
3.2285 0.1202 -0.6864 3.1403 -0.0704 0.1321 
3.4285 -0.2504 -0.4511 3.3403 0.3762 0.0894 
3.6285 0.5336 -0.2877 3.5403 -0.0815 0.0567 
3.8285 0.6184 -0.1784 3.7403 0.1112 0.0326 
4.0285 0.7802 -0.1077 3.9403 -0.1214 0.0157 
4.2285 0.5927 -0.0632 4.1403 -0.2718 0.0044 
4.4285 0.4770 -0.0359 4.3403 -0.0395 -0.0026 
4.6285 0.3436 -0.0194 4.5403 -0.2823 -0.0066 
4.8285 0.0650 -0.0097 5.0403 -0.3629 -0.0095 
5.0285 -0.0914 -0.0039 5.5403 -0.3358 -0.0081 
5.2285 -0.0689 -0.0005 6.0403 -0.0173 -0.0060 
5.4285 -0.0635 0.0014 6.5403 0.1637 -0.0042 
5.6285 -0.0805 0.0025 7.5403 0.1277 -0.0020 
6.1285 0.0117 0.0032 8.5403 0.0524 -0.0010 
6.6285 0.0471 0.0028 10.5403 -0.0292 -0.0003 
7.1285 0.0392 0.0023 13.5403 -0.0625 -0.0001 
7.6285 0.0258 0.0018 18.5403 -0.0307 0.0000 
8.6285 0.0116 0.0010 
   9.6285 0.0018 0.0006 
   11.6285 -0.0127 0.0002 
   14.6285 -0.0145 0.0001 
   19.6285 -0.0062 0.0000 




Table C2. The numerical values for εCO, αCO, εHO, and αHO for CH4 in silica zeolite 
C-O H-O 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.0000 -0.0926 39.2268 0.5118 -0.0023 19.2871 
1.2000 -0.2876 41.6228 0.7118 -0.0007 43.3212 
1.4000 2.3065 29.9847 0.9118 0.0326 36.4829 
1.6000 -0.2788 9.1459 1.1118 0.0356 22.5773 
1.8000 -1.8813 -2.0933 1.3118 0.0694 12.5345 
2.0000 -0.6777 -5.0824 1.5118 0.0736 6.2911 
2.2000 -0.4760 -4.8819 1.7118 0.0231 2.7228 
2.4000 -0.4087 -3.8197 1.9118 0.0205 0.8490 
2.6000 -1.3995 -2.6771 2.1118 -0.1421 -0.0487 
2.8000 0.9501 -1.6923 2.3118 -0.1560 -0.4053 
3.0000 -2.2560 -0.9367 2.5118 -0.1763 -0.4949 
3.2000 -0.0018 -0.3766 2.7118 -0.3727 -0.4687 
3.4000 0.3317 0.0114 2.9118 -0.0378 -0.4040 
3.6000 0.8660 0.2587 3.1118 0.4060 -0.3411 
3.8000 1.5260 0.4000 3.3118 -0.2690 -0.2920 
4.0000 2.5856 0.4653 3.5118 0.4101 -0.2544 
4.2000 2.4368 0.4796 3.7118 0.4091 -0.2261 
4.4000 2.6894 0.4624 3.9118 -0.4654 -0.2033 
4.6000 2.3949 0.4275 4.1118 -0.1455 -0.1830 
4.8000 1.8647 0.3847 4.3118 -0.2148 -0.1640 
5.0000 1.4925 0.3399 4.5118 -0.7781 -0.1459 
5.2000 1.1101 0.2966 4.7118 -0.8043 -0.1287 
5.4000 0.7565 0.2569 4.9118 -0.7446 -0.1125 
5.6000 0.5327 0.2213 5.4118 -1.2728 -0.0783 
5.8000 0.3830 0.1902 5.9118 -0.5720 -0.0533 
6.0000 0.2696 0.1632 6.4118 0.0929 -0.0361 
6.5000 0.0801 0.1114 6.9118 0.2081 -0.0246 
7.0000 -0.0095 0.0767 7.9118 0.0351 -0.0120 
7.5000 -0.0258 0.0536 8.9118 0.0724 -0.0062 
8.0000 -0.0134 0.0379 10.9118 0.0902 -0.0019 
9.0000 0.0137 0.0199 13.9118 0.0478 -0.0005 
10.0000 0.0229 0.0110 18.9118 0.0130 -0.0001 
12.0000 0.0190 0.0039 
   15.0000 0.0090 0.0011 
   20.0000 0.0025 0.0002 




Table C3. The numerical values for εCSi, αCSi, εHSi, and αHSi for CH4 in silica zeolite 
C-Si H-Si 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
2.0000 0.1190 -45.7233 0.5118 0.0011 78.5145 
2.2000 12.0051 92.6899 0.7118 0.0079 36.4284 
2.4000 7.6406 -20.2843 0.9118 0.0852 5.6178 
2.6000 1.8745 -27.2930 1.1118 -0.2203 -7.2803 
2.8000 -1.0933 -3.6255 1.3118 -0.2066 -1.5987 
3.0000 -2.3981 2.6360 1.5118 0.3058 3.4014 
3.2000 -2.9677 0.5424 1.7118 0.4603 3.9653 
3.4000 -3.1865 5.7556 1.9118 0.0971 2.7607 
3.6000 -3.2135 -0.5741 2.1118 0.4374 1.5411 
3.8000 -3.1039 -5.3521 2.3118 -0.6259 0.7269 
4.0000 -2.8933 -9.7879 2.5118 -0.5401 0.3528 
4.2000 -2.6190 -11.1688 2.7118 -0.0890 0.2454 
4.4000 -2.3165 -9.0323 2.9118 -0.7817 0.2591 
4.6000 -2.0143 -7.2763 3.1118 0.1345 0.3198 
4.8000 -1.7302 -5.8006 3.3118 -2.4423 0.3855 
5.0000 -1.4739 -4.7614 3.5118 1.8927 0.4374 
5.2000 -1.2487 -3.2200 3.7118 0.8407 0.4601 
5.4000 -1.0547 -1.5283 3.9118 1.5657 0.4565 
5.6000 -0.8899 -0.0914 4.1118 0.4835 0.4345 
5.8000 -0.7510 0.9232 4.3118 0.7302 0.4016 
6.0000 -0.6347 1.4029 4.5118 2.1281 0.3631 
6.5000 -0.4210 1.1242 4.7118 2.7263 0.3222 
7.0000 -0.2843 0.3621 4.9118 2.4505 0.2817 
7.5000 -0.1956 -0.0834 5.4118 -0.0588 0.1941 
8.0000 -0.1371 -0.1962 5.9118 0.6876 0.1317 
9.0000 -0.0708 -0.0724 6.4118 0.8964 0.0896 
10.0000 -0.0389 0.0357 6.9118 0.4733 0.0615 
12.0000 -0.0135 0.0716 7.9118 -0.5321 0.0301 
15.0000 -0.0037 0.0402 8.9118 -0.2392 0.0156 
20.0000 -0.0007 0.0119 10.9118 0.2754 0.0050 
   
13.9118 0.2056 0.0012 
   








Table C4. The numerical values for εCAl, αCAl, εHAl, αHAl, εCP, αCP, εHP, and αHP for CH4 in 
aluminophosphates 
C-Al H-Al 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.4000 0.8940 -13.5989 0.5118 -0.0009 53.6209 
1.6000 -0.8343 -21.4910 0.7118 0.0113 42.3547 
1.8000 0.3096 -23.2786 0.9118 0.0105 23.1311 
2.0000 -1.4700 -21.9645 1.1118 -0.0147 14.7099 
2.2000 -1.2221 -19.1831 1.3118 -0.0404 12.2117 
2.4000 -0.6634 -16.1582 1.5118 -0.0055 11.1824 
2.6000 -1.1908 -13.4516 1.7118 0.0341 9.9893 
2.8000 -0.6397 -11.1751 1.9118 0.3833 8.4289 
3.0000 -0.2525 -9.3007 2.1118 0.4569 6.6756 
3.2000 -1.8277 -7.7485 2.3118 0.8917 5.0291 
3.4000 -4.4568 -6.4351 2.5118 0.4830 3.6596 
3.6000 -6.2040 -5.3067 2.7118 -0.1605 2.6416 
3.8000 -6.5563 -4.3388 2.9118 -0.9433 1.9452 
4.0000 -5.0083 -3.5205 3.1118 -0.1744 1.4857 
4.2000 -2.5847 -2.8421 3.3118 0.3922 1.1751 
4.4000 -0.5158 -2.2899 3.5118 -0.9347 0.9554 
4.6000 0.4983 -1.8464 3.7118 -0.2264 0.7935 
4.8000 0.7430 -1.4929 3.9118 1.6964 0.6658 
5.0000 0.6412 -1.2120 4.1118 2.2991 0.5583 
5.2000 0.3717 -0.9886 4.3118 1.4436 0.4654 
5.4000 0.0578 -0.8103 4.5118 0.5924 0.3857 
5.6000 -0.2350 -0.6674 4.7118 0.7652 0.3182 
5.8000 -0.4446 -0.5524 4.9118 1.0912 0.2618 
6.0000 -0.5438 -0.4593 5.4118 -0.4678 0.1604 
6.5000 -0.4274 -0.2952 5.9118 -1.6522 0.1002 
7.0000 -0.0628 -0.1946 6.4118 -1.1335 0.0649 
7.5000 0.2795 -0.1313 6.9118 0.0935 0.0438 
8.0000 0.4923 -0.0906 7.9118 2.0034 0.0221 
9.0000 0.5778 -0.0456 8.9118 2.3022 0.0121 
10.0000 0.4523 -0.0246 10.9118 1.2297 0.0042 
12.0000 0.1882 -0.0084 13.9118 0.2836 0.0011 
15.0000 0.0405 -0.0022 18.9118 0.0216 0.0002 
20.0000 0.0030 -0.0004 









R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.8000 -8.7172 -20.2255 0.5118 0.0018 64.2762 
2.0000 16.4045 -10.6764 0.7118 0.0138 24.3397 
2.2000 -8.4426 -8.1869 0.9118 -0.0469 11.8449 
2.4000 -1.3862 -6.8456 1.1118 -0.1113 18.1528 
2.6000 0.2683 -5.6550 1.3118 0.2329 20.5021 
2.8000 -2.5996 -4.7219 1.5118 0.4356 15.6974 
3.0000 2.3109 -4.0357 1.7118 0.1810 9.6327 
3.2000 6.7609 -3.5880 1.9118 0.1605 5.2276 
3.4000 2.2867 -3.2969 2.1118 -0.4326 2.5892 
3.6000 -3.1889 -3.0493 2.3118 0.0054 1.1884 
3.8000 -7.2889 -2.7810 2.5118 0.0914 0.4636 
4.0000 -10.5655 -2.4802 2.7118 -0.1226 0.1044 
4.2000 -9.6389 -2.1623 2.9118 -0.9308 -0.0425 
4.4000 -6.3141 -1.8503 3.1118 -0.3258 -0.0680 
4.6000 -3.5461 -1.5623 3.3118 -0.5219 -0.0369 
4.8000 -1.8470 -1.3079 3.5118 -0.4120 0.0149 
5.0000 -0.7196 -1.0897 3.7118 -1.4391 0.0689 
5.2000 0.1415 -0.9061 3.9118 -1.5596 0.1158 
5.4000 0.7529 -0.7535 4.1118 2.4288 0.1491 
5.6000 1.0199 -0.6276 4.3118 3.4158 0.1658 
5.8000 0.9871 -0.5240 4.5118 0.9166 0.1689 
6.0000 0.7935 -0.4389 4.7118 0.2456 0.1635 
6.5000 0.2348 -0.2861 4.9118 1.6458 0.1532 
7.0000 0.0204 -0.1906 5.4118 2.6421 0.1203 
7.5000 0.1001 -0.1297 5.9118 1.0250 0.0890 
8.0000 0.2676 -0.0901 6.4118 0.4863 0.0645 
9.0000 0.4604 -0.0459 6.9118 0.3563 0.0467 
10.0000 0.4153 -0.0249 7.9118 1.2579 0.0252 
12.0000 0.1823 -0.0086 8.9118 1.8462 0.0141 
15.0000 0.0320 -0.0023 10.9118 1.1772 0.0050 
20.0000 -0.0014 -0.0004 13.9118 0.2509 0.0013 
   






Table C5. The numerical values for εNH, αNH, εNO, αNO, εNSi, and αNSi for N2 in silica 
zeolite 
N-H N-O N-Si 
R (Å) α Ε 
(kJ/pair) 
R (Å) α ε 
(kJ/pair) 
R (Å) α ε 
(kJ/pair) 
1.3714 0.1344 2.9846 1.5043 2.9082 31.656 1.8822 -0.0689 -1.7074 
1.5494 -0.0658 1.0731 1.6920 -2.9023 13.565 2.0743 -0.8364 -1.9651 
1.7323 0.0308 -0.0268 1.8822 0.9771 4.783 2.2678 6.5041 -2.3842 
1.9185 -0.0461 -0.5393 2.0743 -0.5493 0.6797 2.4623 -7.6183 -2.8948 
2.1073 -0.0716 -0.6967 2.2678 -0.6204 -0.9725 2.6576 0.7563 -2.8345 
2.2980 -0.1306 -0.6647 2.4623 -0.5748 -1.4243 2.8536 -0.4750 -2.5027 
2.4901 -0.1696 -0.5485 2.6576 -1.2218 -1.3430 3.0500 -2.1575 -2.0948 
2.6834 -0.2470 -0.4096 2.8536 -0.5516 -1.0667 3.2470 -1.4922 -1.6874 
2.8776 -0.1288 -0.2811 3.0500 0.2416 -0.7717 3.4442 1.6262 -1.3292 
3.0726 -0.0753 -0.1790 3.2470 -0.9004 -0.5266 3.6418 -0.8755 -1.0385 
3.2681 0.2609 -0.1064 3.4442 1.1570 -0.3441 3.8396 -0.0082 -0.8072 
3.4642 0.0293 -0.0598 3.6418 1.0284 -0.2217 4.0377 -0.4244 -0.6245 
3.6607 0.6173 -0.0328 3.8396 1.1372 -0.1458 4.2359 -1.1198 -0.4803 
3.8576 0.3887 -0.0192 4.0377 0.8075 -0.1012 4.4343 -1.5702 -0.3665 
4.0547 0.1613 -0.0137 4.2359 0.3983 -0.0756 4.6328 -0.4268 -0.2773 
4.2522 0.0991 -0.0121 4.4343 0.0230 -0.0608 4.8314 1.0023 -0.2085 
4.4498 -0.0119 -0.0121 4.6328 -0.2164 -0.0515 5.0302 1.8405 -0.1565 
4.6477 -0.2376 -0.0124 4.8314 -0.5035 -0.0450 5.2290 1.9540 -0.1179 
4.8457 -0.3306 -0.0125 5.0302 -0.6733 -0.0397 5.4280 1.6135 -0.0895 
5.0439 -0.3452 -0.0121 5.2290 -0.6688 -0.0350 5.6270 1.0960 -0.0687 
5.2422 -0.3217 -0.0114 5.4280 -0.5992 -0.0307 5.8260 0.5748 -0.0534 
5.4407 -0.2535 -0.0104 5.6270 -0.4930 -0.0268 6.0252 0.1693 -0.0421 
5.6392 -0.1733 -0.0093 5.8260 -0.3556 -0.0232 6.5232 -0.3771 -0.0244 
5.8379 -0.1013 -0.0082 6.0252 -0.2150 -0.0199 7.0216 -0.4944 -0.0151 
6.0366 -0.0387 -0.0071 6.5232 0.0621 -0.0135 7.5202 -0.4538 -0.0098 
6.5338 0.0729 -0.0049 7.0216 0.2121 -0.0090 8.0189 -0.3763 -0.0066 
7.0314 0.1261 -0.0033 7.5202 0.2660 -0.0061 9.0168 -0.2387 -0.0033 
7.5293 0.1378 -0.0022 8.0189 0.2647 -0.0042 10.015 -0.1501 -0.0017 
8.0275 0.1272 -0.0015 9.0168 0.2050 -0.0021 12.012 -0.0629 -0.0006 
9.0245 0.0886 -0.0007 10.015 0.1418 -0.0011 15.010 -0.0199 -0.0002 
10.022 0.0564 -0.0004 12.012 0.0641 -0.0004 20.007 -0.0041 0.0000 
12.018 0.0223 -0.0001 15.010 0.0212 -0.0001 
   15.014 0.0063 0.0000 20.007 0.0046 0.0000 
   20.011 0.0012 0.0000 




Figure C1. Comparison of simulated (CCFF) and experimental adsorption isotherms at 
273 K and 298 K for N2 in silica DDR. The experimental data are from Palomino et al.
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for Na-LTA and Chkhaidze et al.219 for Na-FAU. The simulations were performed by Dr. 





Table D1. The numerical values for εCH, αCH, εHH, and αHH for C2H4 in silica zeolite 
Csp2-H H-H 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.5949 0.2457 2.6909 1.1813 0.3088 8.3239 
1.7730 -0.1063 1.4188 1.2999 -0.4012 3.5545 
1.9554 0.0374 0.5801 1.4367 0.1033 1.2711 
2.1409 -0.0313 0.1019 1.5869 0.0104 0.2883 
2.3289 -0.0252 -0.1370 1.7472 -0.0087 -0.1557 
2.5186 -0.1368 -0.2281 1.9149 -0.0189 -0.3199 
2.7099 -0.1798 -0.2321 2.0883 -0.0374 -0.3419 
2.9023 -0.3433 -0.1911 2.2661 -0.0702 -0.2984 
3.0957 -0.2892 -0.1328 2.4474 -0.0206 -0.2333 
3.2899 -0.3657 -0.0751 2.6313 -0.1280 -0.1712 
3.4848 0.3737 -0.0277 2.8175 0.1713 -0.1215 
3.6802 -0.2486 0.0056 3.0054 -0.1177 -0.0880 
3.8760 0.6017 0.0262 3.1948 0.2774 -0.0667 
4.0723 0.7287 0.0360 3.3854 0.0586 -0.0546 
4.2689 0.5561 0.0380 3.5771 0.0107 -0.0476 
4.4658 0.9127 0.0353 3.7696 -0.0411 -0.0428 
4.6630 0.4853 0.0301 3.9628 -0.1304 -0.0387 
4.8604 -0.1412 0.0241 4.1567 0.1648 -0.0349 
5.0580 -0.0129 0.0184 4.3511 -0.4622 -0.0311 
5.2558 -0.0739 0.0136 4.5461 -0.2870 -0.0272 
5.4538 -0.5387 0.0097 4.7414 0.1315 -0.0234 
5.6519 -0.7250 0.0067 4.9371 -0.2219 -0.0199 
5.8501 -0.5954 0.0045 5.1332 -0.2184 -0.0167 
6.0484 -0.4661 0.0030 5.3295 0.1911 -0.0140 
6.5447 -0.2508 0.0010 5.5261 0.0606 -0.0117 
7.0416 -0.0714 0.0002 6.0186 0.0479 -0.0074 
7.5388 0.1205 0.0000 6.5123 0.1162 -0.0048 
8.0364 0.2137 -0.0001 7.0068 -0.0511 -0.0032 
9.0324 0.1737 -0.0001 7.5021 -0.0434 -0.0021 
10.0291 0.0749 0.0000 8.4942 0.1292 -0.0010 
12.0243 0.0008 0.0000 9.4881 0.1346 -0.0005 
15.0194 -0.0017 0.0000 11.4789 0.0108 -0.0001 
20.0146 0.0013 0.0000 14.4700 -0.0050 0.0000 
   
19.4612 0.0026 0.0000 
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Table D2. The numerical values for εCO, αCO, εHO, and αHO for C2H4 in silica zeolite 
C sp2-O H-O 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.2023 -0.3945 24.2310 1.0214 45.1961 -0.0344 
1.3732 -0.9666 34.8142 1.1214 34.1336 -0.0075 
1.5510 3.2757 35.5161 1.2457 17.5672 1.6041 
1.7337 2.2285 24.3372 1.3878 0.3060 -2.0963 
1.9198 -2.7530 13.0065 1.5428 -4.5550 -0.1028 
2.1084 -0.3920 6.4315 1.7072 -4.3644 0.6333 
2.2990 -0.1868 3.0652 1.8785 -3.6709 -0.1859 
2.4911 -0.5565 1.3979 2.0550 -2.9728 -0.0190 
2.6843 -0.5243 0.6277 2.2355 -2.3454 -0.2319 
2.8785 -0.4824 0.3179 2.4190 -1.8085 -0.1584 
3.0734 -1.5885 0.2349 2.6050 -1.3728 -0.4053 
3.2689 -0.1542 0.2535 2.7929 -1.0366 0.2902 
3.4649 -0.6013 0.3002 2.9824 -0.7927 -0.3929 
3.6614 0.5755 0.3418 3.1731 -0.6197 0.5342 
3.8582 0.8699 0.3651 3.3650 -0.5006 0.1498 
4.0553 1.6252 0.3686 3.5577 -0.4180 0.5317 
4.2527 1.9410 0.3559 3.7512 -0.3586 -0.2813 
4.4503 1.8045 0.3323 3.9454 -0.3125 -0.1458 
4.6482 1.5381 0.3027 4.1401 -0.2744 -0.6185 
4.8462 1.1811 0.2711 4.3352 -0.2415 -0.3347 
5.0444 0.8724 0.2399 4.5309 -0.2126 -0.3942 
5.2427 0.6776 0.2106 4.7268 -0.1869 -0.4838 
5.4411 0.5929 0.1840 4.9231 -0.1639 -0.5414 
5.6396 0.5890 0.1602 5.1197 -0.1434 -0.7365 
5.8383 0.6260 0.1392 5.3166 -0.1251 -0.9743 
6.0370 0.6800 0.1208 5.5136 -0.1088 -1.1665 
6.5342 0.7971 0.0849 6.0071 -0.0760 -1.1972 
7.0318 0.7941 0.0600 6.5016 -0.0529 -0.7171 
7.5296 0.6620 0.0429 6.9969 -0.0369 -0.1878 
8.0278 0.4768 0.0309 7.4928 -0.0260 0.1766 
9.0247 0.1725 0.0166 8.4861 -0.0133 0.2637 
10.0223 0.0244 0.0094 9.4808 -0.0072 0.0784 
12.0186 -0.0428 0.0034 11.4729 -0.0025 -0.0845 
15.0148 -0.0269 0.0009 14.4652 -0.0006 -0.0612 





Table D3. The numerical values for εCSi, αCSi, εHSi, and αHSi for C2H4 in silica zeolite 
C sp2-Si H-Si 
R (Å) α ε (kJ/pair) R (Å) α ε (kJ/pair) 
1.9198 1.9555 -22.2530 1.2016 0.5688 55.1999 
2.1084 -7.2416 -18.5646 1.3383 -0.8808 40.9163 
2.2990 -5.8973 -13.8277 1.4894 0.9618 30.8111 
2.4911 13.3657 -9.8397 1.6509 0.0481 21.7653 
2.6843 -1.8887 -7.4665 1.8200 1.4031 14.3630 
2.8785 -3.5927 -5.9276 1.9949 -1.8789 8.9335 
3.0734 -1.0595 -4.7708 2.1741 0.8529 5.6423 
3.2689 -1.6744 -3.8618 2.3567 0.3978 3.5794 
3.4649 -1.6792 -3.1371 2.5419 -0.5813 2.2649 
3.6614 1.0001 -2.5579 2.7292 0.1790 1.4549 
3.8582 -0.5776 -2.0945 2.9181 0.1318 0.9598 
4.0553 -2.9474 -1.7187 3.1085 -1.6898 0.6648 
4.2527 -4.1109 -1.4088 3.3000 -0.1268 0.4977 
4.4503 -3.4210 -1.1515 3.4924 0.5173 0.3999 
4.6482 -2.0491 -0.9386 3.6857 -0.8551 0.3376 
4.8462 -0.3220 -0.7642 3.8796 0.9114 0.2944 
5.0444 0.7242 -0.6227 4.0741 0.6278 0.2605 
5.2427 1.0370 -0.5086 4.2692 -0.0679 0.2316 
5.4411 0.9793 -0.4170 4.4646 -0.0133 0.2061 
5.6396 0.7399 -0.3434 4.6605 0.9460 0.1831 
5.8383 0.4770 -0.2841 4.8567 1.6649 0.1618 
6.0370 0.2826 -0.2362 5.3484 2.5576 0.1156 
6.5342 -0.0171 -0.1520 5.8415 1.4099 0.0800 
7.0318 -0.1481 -0.1005 6.3357 0.0908 0.0544 
7.5296 -0.1245 -0.0681 6.8307 -0.6118 0.0370 
8.0278 -0.0628 -0.0472 7.8227 -0.7336 0.0176 
9.0247 -0.0052 -0.0240 8.8165 -0.3138 0.0090 
10.0223 -0.0120 -0.0130 10.8075 -0.0813 0.0028 
12.0186 -0.0282 -0.0045 13.7989 -0.0475 0.0007 
15.0148 -0.0177 -0.0012 18.7907 -0.0140 0.0001 
20.0111 -0.0052 -0.0002 
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