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Abstract
Simulation models have been developed in order to foresee characteristics of networks, systems or protocols when carrying out
tests in laboratories is very expensive or even impossible. This paper presents a simulation model of a multiprocessor network traffic
analysis system. The model, which is based on closed networks of queues, evaluates the efficiency of the system depending on the
hardware/software platform features. Therefore, this model is able to estimate performance early in the design and development
stages simulating a multiprocessor architecture in charge of analysing network traffic. The goodness of the model will be checked by
comparing analytical results with practical ones obtained in laboratory using a traffic analysis system that runs on a multiprocessor
platform.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
There are a lot of tools available that analyse network packets in order to give different services [1–3]. Among
them, we can find traffic analysers, monitoring systems and intrusion detection systems. Even basic network devices
like routers, gateways, proxies and firewalls capture traffic from the network to accomplish their function [4]. These
systems have been specialised in performing some specific actions over network packets.
During the design of these systems, the importance of simulation may be crucial in order to obtain quality systems.
For this reason, simulation has been used in communications since the early twenties when mathematical theories
were applied to calculate capacities of telephony switches. Lots of simulation models have been developed in order to
reduce the expense of testing new systems or algorithms in laboratory.
There are several commonly used methodologies to work out the most important features of a system. One of
them is the use of intuition and tendency extrapolation [5], but results might be very inaccurate. Another approach
consists in performing an experimental evaluation of the different alternatives. Nevertheless, even if experimentation
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opposite positions. Intuition has the advantage of being flexible and having a quick response. However, its accuracy is
doubtful because it is related to experience and knowledge, which are difficult to gain and verify. On the other hand,
experimentation implies an excellent precision, but it is tough and inflexible. Halfway between these two extremes,
we find a third alternative: modelling.
Modelling often allows to have results that can be extrapolated to the real world. By means of this technique, it
is possible to draw qualitative and, in many cases, also quantitative conclusions about features related to modelled
systems even without having to develop them. The impact of developing costs, which is a determining factor in some
cases, can be dramatically reduced by using modelling.
A queuing networks model [6] is a particular case of computer systems modelling, where systems are represented
by a queuing network. For many applications, queuing network models attain a favourable balance between accuracy
and efficiency [7,8]. First, definition is simple due to the close relationship between the attributes of a queuing network
model and those of a computer system. Second, parameterisation is made easier when the number of high-level
parameters remains relatively small. Finally, evaluation is not complex thanks to the development of algorithms [6–8],
whose execution time increases as a function of the number of service centers and types of clients. Therefore, queue
models obtain quite high precision results at a low cost.
This paper introduces an analytical model which works out some features of network traffic analysis systems
(Traffic Analysis System: TAS). These features foresee the behaviour of the system from a processing capacity point
of view. The reminder of this paper is organised as follows: some related works are discussed in Section 2 and main
features of a TAS framework in Section 3. Next, the analytical model based on queue networks and its solution are
presented in Sections 4 and 5, respectively. In Section 6, obtained results are discussed. Finally, primary conclusions
are commented.
2. Related works
It is possible to use some different techniques to model a TAS. There are simulators [9–11], fluids mechanics
models [12,13] and those based on queuing theory.
Queuing theory models are quite interesting because analytical solutions may be found. These analytical solutions
are extremely useful to obtain relationships between the main parameters of the model, managing to understand labo-
ratory results. In general, some abstractions are made in the queuing theory model in order to simplify it, introducing
result deviations in some cases. For this reason, when accurate results are compulsory, current simulators [9–11] are
more popular because of their flexibility and truthfulness. However, in spite of their complexity, theoretical models
continue being attractive because general laws and relations between parameters can be identified.
Theoretical models are often used for obtaining statistical methods in traffic measurement and data analysis
[14–16], as well as traffic characterisation models [17–19] and network devices and resources performance models
[20–22].
However, queuing theory has some problems that have to be addressed. The most important one is to model the
behaviour of complex devices [23,24] like multiplexers, traffic shapers, routers, etc. An internal study of their features
is essential to accurately model their behaviours. Errors in this study can cause big deviations in the final results.
On the other hand, queuing theory has advantages like lots of analysis methods and algorithms to simplify ex-
pressions. This technical report [25] shows a good overview of methods for continuous-time queuing systems with
a Poisson arrival process and constant service times. Other interesting algorithms can be found in [17,26–29]. Some
other papers [30,31] manage particular cases that have been extrapolated to general solutions.
3. A general traffic analysis system framework
In this section, the general framework of a TAS based on multiprocessor platform is explained. We concentrate on
analysing all parts of a generic data capture system in order to carefully identify which parameters are important to be
modelled. A parameter’s importance is given by its computational costs so we work out the cost of every phase along
the capture system and identify which points are more likely to lose packets.
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3.1. Packet analysis phases
If we consider a typical traffic analysis system, see Fig. 1, we usually come across three different phases:
(i) capture phase,
(ii) basic treatment phase, and
(iii) analysis phase.
The capture phase can be divided into:
(a) treatment of the hardware (network interface card),
(b) treatment of the driver, and
(c) treatment of the kernel, due to the interruption generated by the arrival of packets.
The basic treatment phase consists in classifying each received packet after studying its features to determine whether
the packet must be further analysed or discarded. This task must be performed over all captured packets. The real
packet processing (e.g. intrusion detection algorithm, QoS algorithm, etc.) is applied in the analysis treatment phase
but only to those packets that successfully passed the basic treatment phase; this percentage of packets will be hence-
forth referred as qA factor.
3.2. Packet losses
After a thoughtful analysis of the path followed by a packet through Linux operating system, one can clearly
identify the points where packet loss is more liable to occur. As a result, these points must be considered in the design
of the queuing network model. Although Linux is a specific case, the path followed by packets in most operating
systems is similar to this.
The network interface card (NIC) captures packets in an internal memory. Then, the DMA engine of the card,
without CPU intervention, is in charge of moving these packets to a special allocation area in the main memory of
1124 A. Ferro et al. / Journal of Computer and System Sciences 72 (2006) 1121–1133Fig. 2. Computational costs.
the system. Packet losses due to capture deficiencies are represented by pCAP and are not very common. Packet losses
due to DMA transfer errors are represented by pDMA. A pDMA will occur when packet arrival rate is very high and the
NIC allocates in main memory more packets than the system is able to manage, causing an overflow of the DMA’s
reserved space in main memory.
The driver is in charge of attending NIC hardware interruptions (hardirq). First kernels, which were interrupt-
driven, generated an interruption for each arrived packet; nowadays, when the arrival rate is high, a single interrupt is
generated for a whole group of arrived packets. Drivers use polling mechanism [32,33] to take these packets. After any
interruption, a software interruption (softirq) is scheduled in order to complete the capture of packets. Packets are then
moved, during the softirq, from the DMA area to another space in the main memory, creating a skb element list. Skb
elements are buffers in which the kernel handles network packets. Eventual losses, which are also very uncommon in
these transfers, are represented by pSKB. Next, a reference of the packet and some additional information (metadata
of the packet containing information such as capturing device, packet class, pointers to actual data, etc.) are stored
in the socket queue of the process which wants to analyse the packet. There is an associated queue for every created
socket. Obviously, the length of this queue is limited, so that an overflow of this queue becomes quite likely only at
very high arrival rates. pCLONE represents the percentage of these losses in the capture system. Nevertheless, this is
one of the most important spots where packets are dropped. The metadata information length associated to any packet
is approximately 270 bytes, even for smaller packets (270 bytes), losing the advantage of reference copy.
The tasks performed by a traffic analysis system can also be split into kernel context and process context. Up until
now, all covered actions have been/are executed in kernel context. Now, process context will be considered, Fig. 2.
User processes usually ask for packets from the network making use of the socket interface. Thus, they will receive
all packets that the operating system stores in its socket queues. Losses at this stage are represented by pSOCK .
3.3. Computational costs
If packet arrival rate is high, there will be a lot of interrupts and the system will use up its resources attending the
interrupt service routine (livelock [32]). In this case, although the kernel is capturing packets, none of them will arrive
up to the user space, where the packet are actually analysed. A good design of drivers and operating system should
avoid this situation. There are some proposals [32,34,35] in order to improve the performance of the capture, but they
are all oriented towards coping with the situation just in the operating system without considering the whole problem
of a traffic analysis system.
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Although the knowledge of general computational costs is important, we also need to know exactly where CPU
power is spent. Figure 2 represents a scheme of traffic flows, process stages, contexts of tasks and their associated
computational costs. Accordingly, basic treatment is performed in process context and its computational costs are tBU
and tBK . The first one represents cost performing actions in user area (user area), while the second one deals with
kernel area (kernel area).
Analysis treatment is also performed in user context, tAU and tAK , user area (user memory) and kernel area (kernel
memory), respectively. Not all packets arrive up to this stage, only pA packets do so. Therefore, the computational
cost of this stage is influenced by this factor. Computational costs related to kernel area and executed in user context
are due to system calls. Some analysis may need to apply actions that require a system call, which is the main reason
to have taken these computational costs into consideration. The capture stage is performed in kernel context and its
computational costs are assigned to this level and represented by tKK .
Computational costs are measured in microseconds and account for the time that the CPU has spent performing
these actions to packets. For that reason, this unit is an estimation of the workload of the CPU to accomplish this task.
3.4. Multiprocessor support
A shared memory multiprocessor platform, as we proposed in the general framework, is able to improve the
processing capacity of traffic analysis systems. However, a correct design of the system is needed in order to make the
most out of platform power.
Operating systems do not schedule processes concurrently in all stages needed to accomplish the capture of a
packet, so it is not possible to take advantage of multiprocessor platforms at this point. For example, most multitask
operating systems are unable to parallelise kernel services but they do not have any problem to parallelise user tasks.
These problems are mainly because some code of the kernel services is not re-entrant, i.e. the execution of a function
cannot be interrupted without damaging program’s normal operation. Figure 3 represents a traffic analysis system with
three running instances. Only some processing stages can be parallelised even if we use a multiprocessor architecture.
In general, there is no problem in parallelising user space action. Hence, kernel services are offered sequentially in
order to avoid problems of concurrency between processes. In other words, the execution of services in the kernel
context cannot be parallelised.
4. Analytic model for traffic analysing
In our work [36], we have chosen a theoretic model based on closed queuing networks to represent the behaviour
of a TAS executed in a multiprocessor architecture. This model makes easier the analysis of the most significant
parameters of the system.
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4.1. Model features
It is important to consider that our network queues have Poisson arrival rates and exponential service rates. Pois-
son’s distributions are considered acceptable for modelling incoming traffic [37]. Although program’s code has a quite
deterministic behaviour, some random uncertainty is introduced by Poisson incoming traffic, variable length of pack-
ets and kernel scheduler uncertainty. Our proposed queuing network for modelling a TAS is specified in the Fig. 4.
It consists in a closed queuing network separated in two parts. In the upper part, there is a set of multi-server queues
which represent the processing ability of the TAS. In the lower part, a simple queue models the injection of network
traffic with λ rate. Four different stages have been distinguished for this network, each with a specific function:
• System stage (system queue): it consists in a queue of μkk (measured in packets per second) capacity. This
stage represents time lost by the TAS at kernel levels of the operating system. It comprises treatments of device
controllers and attention paid by kernel to interruptions due to packet arrival.
• Basic treatment stage (treatment queues): is modelled by two queues with μTk and μTu capacities. This stage
represents the amount of time consumed by the TAS to perform basic treatment to packets captured from the net.
This is mainly accomplished by studying control headers of the packets and by determining through a decision
tree whether a packet need to be further analysed or not.
• Analysis stage (analysis queues): is integrated by two queues with μAk and μAu capacities. This stage simulates
the analysis treatment that a TAS performs over those packets that need further analysis. Due to either sampling
techniques or to the irrelevancy of some packets, not every packet is to be analysed in this stage. For this reason,
a ratio called qA has been defined to represent the ratio of the received packet that has to be analysed.
• Traffic injection stage (injection queue): a simple queue of λ capacity; this stage simulates the arrival of packets
to the TAS with an arrival ratio of λ.
Each service queue has been represented as a queue with multiple servers, as many as processors. Multiple server
representation has been selected to emphasise the possibility of parallelising every stage of the processing. However,
all stages may not be necessarily parallelisable.
Considering an arrival rate of λ packets per second, the TAS will be able to keep pace with a part of that traffic,
defined as q ·λ. Exceeding traffic (1−q) ·λ will be lost because the platform is not capable of dealing with all packets.
Captured traffic, q · λ, goes through the system and basic treatment stages. Nevertheless, all traffic will not be subject
of further analysis because of the features of the modelled system. For example, a system in charge of calculating
QoS parameters of all connections that arrive to a server will discard the packets with other destination addresses;
monitoring systems which use sampling techniques will discard a percentage of packets or intrusion detection will
apply further detection techniques only to suspicious packets. Therefore, qA coefficient has been defined to represent
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qA · q · λ of the initial flow will go through the analysis stage.
4.2. Model adaptations
Up to this point, the model [36] we have just introduced is very general and has been made attending to the lowest
level of discrimination accomplished by a TAS. If we examine the model, some adaptations and simplifications are
necessary. Adaptations bring the model nearer to the real features of the system. Simplifications allow us to group
different service rates to identify parameters that may be target of analysis easily.
4.2.1. Operating system modelling
Since we want to model a network TAS based on multiprocessor platforms, we need to use multi-server queues.
Each queue has p servers that represent the p processors of a multiprocessor system. Nevertheless, in some cases,
even having a multi-processor architecture, operating systems impose some restrictions to their use. That is, if the
operating system does not allow us to execute code on different processors simultaneously, some system parts will
have to be modelled with a single queue instead of multiple. For example, only one processor can access NIC at the
same time so this part of code will not be parallelisable in different instances.
4.2.2. Multiprocessor modelling
During system performance the number of packets that are allowed in closed network is fixed and represented by
the value N . In our closed network, there are five queues with p servers. Each server of every queue is related to a
processor (p processors in total). If packets flew freely in the network, the sum of packets at queues would exceed
the maximum number of processors available. At the same time, there could be p packets in the first queue, other p
in the second. . . In that case, we would fall into a serious modelling mistake and our model would offer more service
capacity than its real availability, because one processor would be analysing more than one packet at the same time.
Therefore, we have to assure that, at any time, the maximum number of packets in the TAS (upper queues in Fig. 4) is
not greater than the number of processors of the platform where the system is running.
4.2.3. Loss modelling
The lower queue (Fig. 4) simulates a traffic injector in the closed network. When injection rates are high (λ), the
TAS will not be able to analyse all injected traffic and the model has to simulate those losses. As the network is closed
and the length of queues is infinite, it is impossible to eliminate packets from the network (N is always constant).
Losses may occur when the TAS is busy serving packets and it is not capable of taking care of any other packets
arriving from the network. In other words, TAS capacity is lower than the required capacity for analysing all packets.
In this case, it is possible that all packets are located in the TAS queues being the injection queue empty. If there are
no packets in the injection queue at a certain time, no arrival to the TAS will take place. This effect simulates packet
losses.
4.2.4. Kernel losses
As well as loss modelling, it is also important to consider losses in the kernel. Unfortunately, there are systems that
are based on general purpose designs and livelocks are rather common. In an ideal situation, these losses must not be
allowed because this means that the system wastes resources in capturing packets that never will be analysed by a user
level process. In order to simulate livelocks, we introduce a feedback loop on the system queue, Fig. 5. pK denotes
the feedback factor and its value is equal to the loss probability of an M/M/1/N queue. The availability of resources
and its limitations in the platform where the system runs are modelled with this queue.
Fig. 5. Feedback loop that adjusts kernel losses.
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4.2.5. Number of packets
When all the N packets that flow in the closed network are in the TAS queue, the injection queue will be blocked
causing losses. But, what is the best value of N to correctly simulate the system? If N is low, the injection queue will
be blocked very soon prompting an unreal effect, which can cause more packet losses in the model than in the reality.
On the other hand, if N is high, the model will tend to provide more capacity than the available one. Therefore, it is
necessary to limit the number of packets that flow simultaneously in the closed network between two thresholds.
4.3. Model simplifications
Some adaptations can be made on the general model showed in Fig. 4 to adjust it to specific features of any platform
where traffic analysis systems are run, i.e., using multiples servers on basic treatment queue if its performance is
parallelisable. The main feasible simplification preserving the identity of the system is to replace the whole TAS with
an equivalent multi-server queue applying the Norton equivalence. The Norton equivalence is a theorem proved for
the first time by K.M. Chandy, U. Herzog and L.S. Woo [38]. This theorem establishes that in networks with solution
in product mode (where models with all stages with exponential servers are an specific case), any subnetwork can be
replaced by a queue with a state-dependent service capacity. Our theoretical model has exponential service rates in
all stages, so applying the Norton equivalence, the new equivalent queue will have a state-dependent service capacity
μeq(n, qA).
The simple queue μS of the Fig. 6 represents nonparallelisable processes of the system and the multiple queue μM
represents parallelisable ones. μS and μM (in packets per second) could be measured from laboratory tests.
5. Analytical solution of the network
In this section, theoretical calculus are presented. Not every step in the calculations is included because it would
not provide any extra information for the importance of the paper and, besides, it would be unnecessarily enlarged.
5.1. Equivalent system equations
First, we obtain the flow balance equation of the equivalent system (Fig. 6). After applying some values from
laboratory tests (μS and μM ), Eq. (1) is obtained. It represents the number of packets per second that the equivalent
system is able to process being N the maximum number of packets
μeq(n) = μS ·
(
1 − ρ
n
∑n
i=0
n!·ρi
i!
)
, where ρ = μS
μM
. (1)
5.2. General model equations
Once we have worked out the equivalence of the TAS, which is represented as a multiple queue in the Fig. 7, we
will obtain the general solution of the model.
Our aim is to work out the block probability of the injection queue, pN , in order to get the total throughput
of the system. First, it is necessary to calculate the probability for every state of the network. Then, applying the
normalisation condition (the sum of all probabilities must be equal to 1), we get the every state probability. Finally,
after doing some analytical simplifications, the block probability of injection queue is represented by (2)
pN = ρ
N−p
∑p−1∏p μj + 1−ρN−p+1 . (2)i=1 j=1 λ 1−ρ
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N is the number of packets that flow in the closed network and p is the number of processor of the platform. μj is
μeq(n) (Eq. (1) where j = n). Finally, λ is the injection rate and μP is the value of μeq(p).
PN is the probability of having N packets in the multiple queue (TAS queue) of the Fig. 7, so there is no packet in
the injection queue. This situation describes the loss of the system as it has been explained in Section 4.2.3. Therefore,
in order to calculate the throughput γ of the system, (3) is used
γ = λ · (1 − pN). (3)
5.3. Recurrent calculation method
Working out results from the denominator of the expression (2) is quite tedious because it needs p2 iterations
for multiprocessor architectures where p is in general the number of processors. However, we can use the recursive
equation described in (4)
acum(n) =
n∑
j=1
n∏
i=j
μi
λ
= μn
λ
· (acum(n − 1) + 1). (4)
This simplification can be also applied to solve Norton’s equivalent expression (1) since service rates of multiple
server queues are proportional to their state. However, if the system to be modelled is complex, obtaining easy an-
alytical expressions and results will be very hard, even impossible. For this reason, we explained a simple recursive
method to face this complexity in [36]. This method is based on modifications of Reiser and Lavengerg’s Mean Value
Analysis [39].
6. Validation of theoretical model
In order to validate the theoretical model, some experiments have been performed in laboratory using a develop-
ment of a TAS that runs on a multiprocessor architecture [40]. The TAS used in tests has been developed by our
research team. It is a prototype that exploits the capacity of multiprocessor platform to analyse traffic online. The
theoretical model has been used to estimate the behaviour of the TAS in different conditions. Comparisons between
laboratory measurements and theoretical estimations are shown in this section. We check whether the theoretical
throughput obtained through the analytical model fits the one obtained from a real measurement process in the labo-
ratory prototype.
6.1. Testbed features
Our TAS prototype captures traffic exploiting multiprocessor platform features. The prototype is used for gaining
very practical data for the theoretical model.
Simulation software is used for estimating processing capacity of a traffic analysis system under specific arrival
rate conditions. Of course, this software is highly configurable and its parameters can be changed according to plat-
form features. If we use multiprocessor platform, it is possible to change execution schedule strategies based on
(a) processes, (b) threads and/or (c) a mixture of both. Most important configurable parameters are
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(ii) injection rate to analysis system,
(iii) qA factor,
(iv) load to apply to each captured packet,
(v) number of processors, and
(vi) length of capture buffers.
Therefore, our developed software simulator is able to model livelocks described by Mogul [32] as well as polling
strategies. Some service rates of queues have been worked out from laboratory results. These results, which are
computational costs, are given by Mint program, also developed within our research team, which provides a wide
range of computational information. Every simulation needs two initial tests: First, qA must be 0 to estimate costs of
basic treatment. Then, a second one where qA is not equal to 0 enables us to know analysis treatment costs.
Some of the previous configurable parameters have been added due to the results of tests performed on former
prototypes. Once some parameters have been set to specific platform features, simulation software can model lots of
tests with different configurations. Therefore, we are able to foresee system behaviour and to perform theoretical stud-
ies, very useful to determine the characteristics that any traffic analysis system has to accomplish in order to perform
well under specific traffic conditions. Besides, it is also possible to simulate test environments that are impossible in
laboratory like very high traffic rates.
Finally, we have developed a kernel patch and a kernel module to locate where losses occur in the kernel and to
measure computational costs of kernel actions. Both of them take information from the kernel without inferring too
much in its normal performance.
6.2. Stability of the model
The stability of the model has been studied by analysing the behaviour and evolution of service rates in each stage
of the model. The model is stable if we are able to demonstrate that the service rates of each stage are in a suitable
stability range. This must be accomplished for different situations of load.
In Figs. 8 and 9, we can observe that lines come near to straight lines showing a constant slope especially at high
input rates (from 6.000 packets per second to 12.225). Low rates of traffic injection do not suppose a considerable
load for the processor prompting time variations due to its computational cost is comparable to other trivial process of
the operating system. As the injection traffic rate increases, the percentage of used CPU increases too and more stable
measurements are obtained. After examining Figs. 8 and 9, it can be concluded that kernel and user service rates of
our model are stable for different values of qA and different input rates.
Although only two figures of the multiple examples made in laboratory have been shown, results for other platforms
and tests have denoted equivalent conclusions.
Fig. 8. Processing service time in user area (tpu).
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6.3. Comparison between theoretical model and real measures
We have proved that our proposed analytical model is stable with different traffics rates and qA values. The next step
consists in comparing theoretically obtained results with the real ones. We will check whether theoretical throughput
fits the real throughput measured in laboratory.
Figure 10 shows the case study of a Linux based prototype, with two processes in a dual processor machine.
Packets of 1000 bytes of data size have been injected at different rates, until a rate of 120,000 packets per second,
which is about 1 Gbps speed. It represents theoretical and empirical throughputs in function of the traffic injection
speed. Simulation results are represented by “Sim.” and the laboratory ones by “Lab.” Two different tests have been
performed: one (“lock”) simulating a livelock [32] and the other one without livelocks. From these figures we can
gather that theoretical throughput using simulation model gets closer to the empirical one. We have obtained similar
figures with other combinations of models, platforms and traffic parameters.
Y -axis represents the number of packets processed per second (throughput) by the traffic analysis system while X-
axis represents the number of injected packets per second (injection rate). It can be observed that theoretical simulation
with nonblocking device (polling) is very close to laboratory tests results. In the case of a blocking device the results
are also close to laboratory results, but the difference is bigger. This is because interruptions are attached to one of
the CPUs, which is in livelock situation. Even in that case, some packets arrive the socket buffer and the other CPU is
still able to process them.
The most important aspect of the figure is how theoretical simulation and laboratory results match the point where
the blockage starts. In this case it is around 30,000 packets per second.
Fig. 10. Throughput comparison.
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In the first part of this paper we have brought up some issues related to performance and development costs in
multiprocessor platforms that can be solved with queuing network models. We have chosen this type of models
because of their high precision versus cost ratio. Furthermore, these models are a suitable tool for a wide range of
performance tests.
In the second part, we have presented a queuing theory-based model that lets us properly model the behaviour
of a TAS on multiprocessor architectures in a quite accurate way. The model proposes closed queuing networks in
order to simulate any traffic analysis system working on areas such as intrusion detection systems, QoS parameters
measurements, network antivirus, monitoring, etc.
We have proved that this model is suitable to study and foresee the behaviour of a TAS. The importance of this
work is to give generic analytical models suitable to study the behaviour of multiprocessor systems. However, further
work is necessary to adapt the model in order to plan traffic analysis systems and other distributed communications
systems. With the help of these systems we could also analyse communications systems theoretically and then compare
the results in certain load conditions.
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