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a b s t r a c t
A strong box-respecting coloring of an n-dimensional box-partition is a coloring of the
vertices of its boxes with 2n colors such that any box has all the colors appearing on its 2n
vertices. This is a generalization of rectangle-respecting colorings and strong polychromatic
colorings to more than two dimensions. A guillotine-partition is obtained by starting with a
single axis-parallel box and recursively cutting a box of the partition into two boxes by a
hyperplane orthogonal to one of the n coordinate axes.We prove that there is a strong box-
respecting coloring of any n-dimensional guillotine-partition. This theorem generalizes the
result of Horev et al. (2009) [7] who proved the two-dimensional case. The proof gives an
efficient coloring algorithm as well.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In the n-dimensional Euclidean space, an axis-parallel box is the Cartesian product of n pairwise orthogonal closed
intervals, each parallel to one of the n axes of the space. We call an n-dimensional axis-parallel box simply an n-dimensional
box. An n-dimensional cube is an n-dimensional box defined by intervals all having the same length. An n-dimensional box
has 2n vertices (the Cartesian product of the endpoints of its defining intervals). A partition of an n-dimensional box or cube
is a partition of this main box to (axis-parallel) boxes. The boxes of the partition are called the basic boxes; thus the basic
boxes do not overlap and their union is the main box. Finally, the union of the vertices of the basic boxes is called the set of
vertices of the partition. Finally, we always assume that each vertex of the partition is the vertex of exactly two boxes, except
the vertices of the main box.
A guillotine-partition is obtained by starting with a partition containing only one basic box (i.e. this basic box is the same
as the main box) and then recursively cutting a basic box into two basic boxes by a hyperplane orthogonal to one of the n
coordinate axes (thus the box thatwas cut is no longer a basic box). A strong box-respecting coloring of a partition is a coloring
of its vertices with 2n colors such that any basic box has all the colors appearing on its vertices. Note that the main box does
not necessarily have all different colors on its vertices. For examples of guillotine-partitions see Fig. 1; for an example of a
partition which is not guillotine see Fig. 2(a). The main result of the paper is the following theorem.
Theorem 1. Every n-dimensional guillotine-partition admits a strong box-respecting coloring.
Previously, box-respecting colorings in the plane were considered. Dinitz et al. [4] conjectured that every rectangular
partition (a two-dimensional box-partition) admits a strong rectangle-respecting coloring (the two-dimensional equivalent
of the strong box-respecting coloring). This planar version is called also as a strong face-respecting or a strong polychromatic 4-
coloring. Theword strong in our definition refers to the fact that it is a straight generalization of these notions tondimensions.
The existence of strong rectangle-respecting colorings was proved for guillotine-partitions by Horev et al. [7]. Haverkort
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Fig. 1. Strong rectangle-respecting colorings of the vertices of guillotine-partitions (a) in the plane and (b) in three dimensions.
a b
Fig. 2. (a) A partition which is not guillotine and (b) a guillotine-partition with four rectangles having a common vertex, that has no strong rectangle-
respecting coloring.
et al. [6] gave a shorter proof, where they (independently from us) already use recolorings and fittings, a method similar to
our approach used to prove Theorem 1, yet it was easier to handle in two dimensions. Among other things, they also prove
that partitions that are one-sided (i.e. the interior vertices of any maximal line segment of the partition are T-junctions that
have the leg on the same side of the segment) always admit a strong rectangle-respecting coloring. Resolving the two-
dimensional case, Dimitrov et al. [3] proved that any rectangular partition admits a strong rectangle-respecting coloring,
using a theorem about plane graphs.
However, they show that this is not always true if four rectangles are allowed to meet at a common vertex (in [5]
these are called general rectangular partitions). Indeed, there are general rectangular partitions that do not admit a strong
rectangle-respecting coloring; see for example their construction in Fig. 2(b). In [5] the author and others investigate more
systematically general rectangular partitions. Note that this is why in the definition of a partition of a box we need the
assumption that no more then two boxes meet at a common vertex, as otherwise Theorem 1 would not hold even in the
plane (see Fig. 2(b)).
Strong polychromatic colorings originate from polychromatic colorings of plane graphs. For more on polychromatic
colorings see [1,9,2,8]; for more on rectangle-respecting colorings see [3,4,7,6].
2. Proof of Theorem 1
Throughout this paper x, y, z, a, b, c, d are used to denote 0–1 vectors with n coordinates (i.e. x = (x1, x2, . . . , xn) etc.).
The sum of two such vectors (denoted simply by+) means summing independently all coordinatesmod 2. The (0, 0, . . . , 0)
vector is denoted by 0 and the vector (1, 0, 0, . . . , 0) by e1. A face is always an (n − 1)-dimensional face of a box. Fix now
the unit cube B0, the 0–1 vectors being its vertices. First we define the forthcoming notions only for this box. For some fixed
x ≠ 0we define the reflection Rx as the function on the set of vertices for which Rx(y) = x+y for all y. It is indeed a reflection
on an (n − k)-dimensional hyperplane where k is the number of 1’s in x. This hyperplane goes through the center of the
cube and for any i it is parallel to the ith axis if xi = 0 and orthogonal to it if xi = 1. Observe that Rx(Rx(y)) = y for any y.
For x ≠ 0 a vertex coloring ϕ of the unit cube B0 is an Rx-coloring if for all pairs of vertices y and z of B, ϕ(y) = ϕ(z) holds
if and only if Rx(y) = z (or equivalently Rx(z) = y). Observe that such a coloring will have 2n−1 different colors appearing
on the vertices of the box, each occurring twice. Further, we say that ϕ is an R0-coloring if all vertices are colored differently.
Note that for any x, an Rx-coloring is unique up to the permutation of colors.
Given now an arbitrary axis-parallel box B, the unit cube B0 can be uniquely scaled (with positive coefficients) and
translated into B. Denote this transformation by f (depending on B). The function f maps the 0–1 vectors (i.e. the vertices
of B0) onto the vertices of B; thus the set of vertices of B is the set {v(y) : y is a 0–1 vector} (B and y given; v(y) uniquely
denotes one vertex of B). By this bijection an Rx-coloring can be analogously defined for the vertices of this box, and thus for
the vertices of an arbitrary box. Again, for any x, an Rx-coloring is unique up to the permutation of colors.
An Rx-respecting coloring of a partition P(B) of B is a box-respecting coloring of the vertices of P(B)whose restriction to
the vertices of B is an Rx-coloring of B. For x ≠ 0 let Sx = {Ry : x · y = 1} (where · denotes the scalar product of x and y
mod 2) and S0 = {R0}. Thus, for arbitrary x ≠ 0, Sx is a set of 2n−1 reflections and S0 is the one-element set of R0.
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Fig. 3. Example for Lemma 5(c): R010 · R010 → R010 .
Fig. 4. Example for Lemma 5(d): R110 · R101 → R111 .
For x, a hyperbox-partition P(B) has an Sx-coloring if for every Ry ∈ Sx, there is an Ry-respecting coloring of P(B), i.e. it has
Ry-respecting colorings for the whole set of reflections Ry ∈ Sx. Observe that this property guarantees many box-respecting
colorings of the partition, where one coloring cannot be obtained from another by permuting the colors. Observe also that
S0 = {R0}.
Theorem 2. Every n-dimensional guillotine-partition has an Sx-coloring for some x.
Indeed Theorem 1 is a direct corollary of Theorem 2. To present our proof of Theorem 2 we require the following
definitions and lemmas.
We regard the first axis (the one which corresponds to the first coordinate) as the usual x-axis, and so we can say that an
object (vertex, face, hyperbox etc.) is left from another if its first coordinates are smaller than or equal to the other’s (for two
boxes B1 and B2 we can say that B1 is left from B2 for example). Similarly we say that an object is right from another when
its coordinates are bigger than or equal to the other’s.
Fitting or putting together two boxes A and B (by the x-axis) means that we scale and move them such that the right face
of A and the left face of B are identical; thus together A and B form a box C (we identify 2n−1 pairs of vertices). The partition
P(A) of A and the partition P(B) of B together naturally form a partition P(C) of C . Given also box-respecting colorings of
P(A) and P(B) then we say that these colorings can be fitted together if the identified vertices have the same color after a
possible permutation of the colors of P(B) (or P(A)), and then we obtain a box-respecting coloring of P(C) (permuting the
colors on P(B) or P(A) does not ruin the box-respecting property).
We write Ra · Rb → Rc (and say that Ra and Rb can be put (or fitted) together to give Rc) if for some a, b and c there exists
an A with an Ra-coloring of its vertices and a B with an Rb-coloring of its vertices, such that these colorings can be fitted
together to form an Rc-coloring of C . Note that this is not always possible (for example in three dimensions an R100-coloring
and an R010-coloring can never be fitted together by the first axis). See Figs. 3 and 4 for examples for three dimensions. As the
fitting depends only on the vertices of the main boxes, Ra · Rb → Rc implies that any partitioned A having an Ra-respecting
coloring and any partitioned B with an Rb-respecting coloring can be fitted together (after a possible permutation of the
colors on P(B) or P(A)) to form a C which has an Rc-respecting coloring.
We write Sx · Sy → Sz if ∀Rc ∈ Sz∃Ra ∈ Sx and Rb ∈ Sy such that Ra · Rb → Rc. We say that the set of reflections Sx and Sy
can be put (or fitted) together to give Sz.
Observation 3 (The First Coordinate is 0). Given a box B with an Rx-coloring on its vertices, if x ≠ 0 and x1 = 0 then 2n−2 colors
appear on its left face, each of them twice, and 2n−2 colors (all different from the colors on the left face) appear on its right face,
again each of them twice.
Observation 4 (The First Coordinate is 1). Given a box B with an Rx-coloring on its vertices, if x1 = 1 then 2n−1 colors appear
on its left face, each of them once, and the same 2n−1 colors appear on its right face, again each of them once.
Lemma 5 (Fitting Together Reflections). For a, b, c ≠ 0 we have
(a) R0 · R0 → Rc if the first coordinate of c is 1,
(b) Ra · R0 → R0 and R0 · Ra → R0 if the first coordinate of a is 1,
(c) Ra · Ra → Ra if the first coordinate of a is 0,
(d) Ra · Rb → Rc if the first coordinate of a and b is 1 and c = a+ b+ e1.
Proof. In every case our task is to find appropriate colorings of a B1 and a B2 such that they can be fitted together to give a
box Bwith the needed coloring on its vertices. Note that we can always permute the colors of B2 to make them fittable.
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(a) Take an arbitrary cwith its first coordinate being 1; thus Observation 4 can be applied. Take an arbitrary R0-coloring of
B1. Choose a fittable R0-coloring of B2. Now the set of colors on the right face of B2 is the same as that on the left face of
B1. Whatever c is, after an appropriate permutation of the colors on the right face of B2 we can get an Rc-coloring on B.
(b) Take an Ra-coloring of B1 and choose a fittable R0-coloring of B2. Observation 4 can be applied on Ra and implies that this
can be done and that we obtain an R0-coloring of B. The proof for the other claim is similar.
(c) Take an Ra-coloring of B1 and choose a fittable Ra-coloring of B2 for which all the 2n−2 colors appearing on its right face
are different from the ones that we used to color the vertices of B1. This can be done as Observation 3 applies for both
B1 and B2. Similarly, we see that these fit together to form an Ra-coloring of B. For an illustration for three dimensions
see Fig. 3.
(d) Take an Ra-coloring of B1. Choose a fittable Rb-coloring of B2. This can be done as Observation 4 applies for both B1 and
B2. Now it is enough to see that the resulting coloring of B is an Rc coloring with c = a + b + e1 (recall that e1 is the
vector with all-0 coordinates except that the first coordinate is 1). Take an arbitrary vertex on its left face, v(d) (thus d
has first coordinate 0). In the coloring of B1 its pair (the vertex with the same color) is v(d+ a). This is on the right face
of B1, and so it is identified with the vertex v(d+ a+ e1) of B2 on the left face of B2. By the Rb-coloring of B2 the vertex
v(d+ a+ e1 + b) has the same color. This is also the v(d+ a+ e1 + b) vertex of B. This holds for any vertex of B on its
left side and symmetrically on its right side as well, and so this is indeed an Rc-coloring of B. For an illustration for three
dimensions see Fig. 4. 
Lemma 6 (Fitting Together Sets of Reflections). For x, x′, y ≠ 0,
(a) S0 · S0 → Se1 ,
(b) Sx · S0 → S0 and S0 · Sx → S0,
(c) Sx · Sy → Se1 if x and y differ somewhere which is not the first coordinate,
(d) Sx · Sx → Sx′ if x′ is the same as x with the possible exception of at the first coordinate, which is 1 in x′,
(e) Sx · Sx′ → Sx and Sx′ · Sx → Sx if x′ is the same as x except at the first coordinate, which is 0 in x and 1 in x′.
Proof. Let us recall first that S0 is the one-element set of R0 and for an x ≠ 0we have Sx = {Ry : x · y = 1}.
(a) By Lemma 5(a) R0 · R0 → Rc for any c · e1 = 1.
(b) In Sx (x ≠ 0) there is always an Ra where the first coordinate of a is 1. By Lemma 5(b) Ra · R0 → R0. The proof for the
other claim is similar.
(c) We need to prove that for any Rc ∈ Se1 (c · e1 = 1) there is an Ra ∈ Sx and Rb ∈ Sy such that Ra · Rb → Rc. Suppose x and
y differ in the kth coordinate (k ≠ 1). Define X as the set of coordinates lwhere xl = 1, and Y as the set of coordinates l
where yl = 1.Wewant to apply Lemma 5(d) which is symmetric on a and b and sowe can suppose that k ∉ X and k ∈ Y .
The first coordinate of c is 1, so we choose a and b having the first coordinate 1 as well. We need that a+ b+ e1 = c to
be able to apply Lemma 5(d). First define the coordinates of a as being in X all zero except one (this is the first if 1 ∈ X ,
some other otherwise); thus by any choice of the other coordinates we will have Ra ∈ Sx. Now define the coordinates of
b as being in X \ {1} such that al + bl = cl for all l ∈ X . Define the rest of the coordinates of b such that b · y = 1; this
can be done as we can choose the kth coordinate as we want. Thus, Rb ∈ Sy as well. Finally, choose the coordinates of a
not in X such that al + bl = cl for all l ∉ X . In this way, a+ b+ e1 = c as needed.
(d) We need to prove that for any Rc ∈ Sx′ there is an Ra ∈ Sx and Rb ∈ Sx such that Ra · Rb → Rc. Suppose first that the first
coordinate of x is 1 and so x′ = x. For a cwith first coordinate 0, by Lemma 5(c) we have Rc ·Rc → Rc, all in Sx as needed.
For a cwith first coordinate 1, take an arbitrary awith first coordinate 1 and Ra ∈ Sx. Choose b such that a+ b+ e1 = c
and so by Lemma 5(d) Ra · Rb → Rc holds. As b · x = (a + c + e1) · x = 1 + 1 + 1 = 1, Rb is in Sx. Suppose now that
the first coordinate of x is 0 and so x′ = x + e1. For a c with first coordinate 0, by Lemma 5(c) we have Rc · Rc → Rc,
all in Sx and in S ′x too (as for such a c we have c · x = c · x′ = 1). For a c with first coordinate 1 take an arbitrary a
with first coordinate 1 and Ra ∈ Sx. Choose b such that a + b + e1 = c and so by Lemma 5(d) Ra · Rb → Rc holds. As
c · x′ = 1, c · e1 = 1, so b · x = (a+ c+ e1) · x = 1+ c · (x′ + e1)+ 0 = 1, and Rb is in Sx.
(e) For Sx · Sx′ → Sx we need to prove that for any Rc ∈ Sx there is an Ra ∈ Sx and Rb ∈ Sx′ such that Ra · Rb → Rc.
For a c with first coordinate 0, by Lemma 5(c) we have Rc · Rc → Rc, all in Sx and in S ′x too (as for such a c we have
c · x = c · x′ = 1). For a cwith first coordinate 1 take an arbitrary awith first coordinate 1 and Ra ∈ Sx. Again, choose b
such that a+b+e1 = c and so by Lemma 5(d), Ra ·Rb → Rc holds. As b ·x′ = (a+c+e1) ·x′ = (a+c+e1) · (x+e1) =
a · x+ c · x+ e1 · x+ a · e1 + c · e1 + e1 · e1 = 1+ 1+ 0+ 1+ 1+ 1 = 1, this implies that Rb is in S ′x. As Lemma 5(d)
is symmetric on a and b, Sx′ · Sx → Sx follows in the same way. 
Proof of Theorem 2. We proceed by induction on the number of guillotine-cuts of the partition. The vertices of a box
containing only one basic box (i.e. the partition has 0 cuts) can be colored trivially with all different colors, thus having
an S0-coloring. In the general step we take a cut of the box B, splitting it into two boxes B1 and B2 with smaller numbers of
cuts in them. Thus, by induction they have an Sx-coloring and an Sy-coloring for some x and y.
We need to prove that there exists a z for which our box-partition has an Sz-coloring. As the definitions of the reflections
and sets of reflections is symmetric for any pair of axes, we can assume wlog that the cut is orthogonal to the first axis.
Indeed, otherwise we can rotate the boxes, and by rotating an Sx-coloring we obtain again an Sx′-coloring for some x′. Thus,
Lemma 6 implies Theorem 2. 
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Corollary 7. Assuming that we know the cut-structure of the partition, there is a simple linear time algorithm (in the number of
cuts, regarding the dimension n as a fixed constant) for finding a strong box-respecting coloring.
Sketch of the proof. Instead of giving a rigorous proof we will just sketch how the algorithm works. First we construct a
rooted binary tree with its root on the top representing our guillotine-cuts (each node corresponds to a box, the leaves are
the basic boxes, and the root is the main box). Going from bottom to top we can determine for each node v the unique s(v)
for which the corresponding box will have an Ss(v)-coloring (leaves have an S0-coloring; then using Lemma 6 it is easy to
determine s(w) if we already know s(u) and s(v) for its two children u and v).
Now going from top to bottom we will color the vertices of the boxes such that for every node v we have an Rr(v)-
coloring on the vertices of the appropriate box for some Rr(v) ∈ Ss(v). For the root w, give an arbitrary Rr(w)-coloring with
Rr(w) ∈ Ss(w) (i.e. we first color the vertices of themain box such that it is an Rr(w)-coloring). Then by induction, if we gave an
Rr(w)-coloring (Rr(w) ∈ Ss(w)) to some box corresponding to the nodewwith children u and v, then by Lemma 6 there would
exist Rr(u) ∈ Ss(u) and Rr(v) ∈ Ss(v) such that an Rr(u)-coloring and an Rr(v)-coloring can be put together (at the appropriate
face) to form an Rr(w)-coloring. Such colorings can be found in the same way as in the proof of Lemma 6. Thus, we can color
the uncolored vertices of the boxes corresponding to u and v in such a way that together with the already colored vertices
they give an Rr(u)-coloring and an Rr(v)-coloring. Thus, we can continue downwards in the tree by induction. As for every
leaf v we had sv = 0, at the end the basic boxes (they correspond to the leaves) will have R0-colorings, i.e. the coloring will
be a strong box-respecting coloring. 
As mentioned in the introduction, the general case is solved in the plane, but it is still unknown for which other
dimensions it can hold.
Problem 1. Determine all n > 2 for which every n-dimensional partition admits a strong box-respecting coloring.
Also, general partitions (whenwe allowmore than two boxes to share a common vertex) were considered in the plane in [5],
but it would be interesting to see the behavior of general partitions in higher dimensions.
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