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Games that model realistic systems can have very large state spaces, making their direct
solution difficult.We present a symbolic abstraction-refinement approach to the solution of
two-player games with reachability or safety goals. Given a reachability or safety property,
an initial set of states, and a game representation, our approach starts by constructing a
simple abstraction of the game, guided by the predicates present in the property and in the
initial set. The abstraction is then refined, until it is possible to either prove, or disprove, the
property over the initial states. Specifically, we evaluate the property on the abstract game
in three-valued fashion, computing an over-approximation (the may states), and an under-
approximation (the must states), of the states that satisfy the property. If this computation
fails to yield a certain yes/no answer to the validity of the property on the initial states,
our algorithm refines the abstraction by splitting uncertain abstract states (states that are
may-states, but not must-states). The approach lends itself to an efficient symbolic imple-
mentation. We discuss the property required of the abstraction scheme in order to achieve
convergence and termination of our technique.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Games provide a computational model that is widely used in applications ranging from controller design, to modular
verification, to system design and analysis. The main obstacle to the practical application of games to design and control
problems lies in very large state space of gamesmodeling real-life problems. In system verification, one of themainmethods
for coping with large-size problems is abstraction. An abstraction is a simplification of the original system model. The
foundations for the use of abstraction in verification have been laid in the works on abstract interpretation [1], which has
been extended to games in [2].
To be useful, an abstraction should contain sufficient detail to enable the derivation of the desired system properties,
while being succinct enough to allow for efficient analysis. Finding an abstraction that is simultaneously informative and
succinct is a difficult task, and the most successful approaches rely on the automated construction, and gradual refinement,
of abstractions. Given a system and the property, a coarse initial abstraction is constructed: this initial abstraction typically
preserves only the information about the system that is most immediately involved in the property, such as the values of
the state variables mentioned in the property. This initial abstraction is then gradually, and automatically, refined, until the
property can be proved or disproved, in the case of a verification problem, or until the property can be analyzed to the
desired level of accuracy, in case of a quantitative problem.
One of the most successful techniques for automated abstraction refinement is the technique of counterexample-guided
refinement, or CEGAR [3–5]. According to this technique, given a system abstraction, we check whether the abstraction
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satisfies the property. If the answer is affirmative, we are done. Otherwise, the check yields an abstract counterexample,
encodinga set of “suspect” systembehaviors. Theabstract counterexample is then further analyzed, either yielding a concrete
counterexample (a proof that the property does not hold), or yielding a refined abstraction, in which that particular abstract
counterexample is no longer present. The process continues until either a concrete counterexample is found, or until the
property can be shown to hold (i.e., no abstract counterexamples are left). The appeal of CEGAR lies in the fact that it is a
fully automatic technique, and that the abstraction is refined on-demand, in a property-driven fashion, adding just enough
detail as is necessary to perform the analysis. The CEGAR technique has been extended to games in counterexample-guided
control [6].
We propose here an alternative technique to CEGAR for refining game abstractions: namely, we propose to use three-
valued analysis [7–9] in order to guide abstraction refinement for games. The technique is suited to reachability games,where
the goal is to reach a set of target states, and to safety properties,where the goal is to stay always in a set of “safe” states. The
technique works as follows. Given a game abstraction, we analyze it in three-valued fashion, computing the set ofmust-win
states, which are known to satisfy the reachability or safety property, and the set of never-win states, which are known not
to satisfy the property; the remaining states, for which the satisfaction is unknown, are called the may-win states. If this
three-valued analysis yields the desired information (for example, showing the existence of an initial state with a given
property), the analysis terminates. Otherwise, we refine the abstraction in away that reduces the number ofmay-win states.
The abstraction refinement proceeds in a property-dependent way. For reachability properties, we refine the abstraction at
the may-must border, splitting a may-win abstract state into two parts, one of which is known to satisfy the property (and
that will become a must-win state). For the dual case of safety properties, the refinement occurs at the may-never border.
Our proposed three-valued abstraction-refinement technique can be implemented in fully symbolic fashion, and it can
be applied to games with both finite and infinite state spaces. The technique terminates whenever the game has a finite
region algebra (a partition of the state space) that is closed with respect to Boolean and controllable-predecessor operators
[10]: this is the case formany important classes of games, amongwhich timed games [11,12]. Furthermore, we show that the
technique never performs unnecessary refinements: the final abstraction is never finer than a region algebra that suffices
for proving the property.
In its aim of reducing the number of may-states, our technique is related to the three-valued abstraction-refinement
schemes proposed for CTL and transition systems in [7,8]. Differently from these approaches, however, we avoid the explicit
construction of the three-valued transition relation of the abstraction, relying instead on may and must versions of the
controllable-predecessor operators. Our approach provides precision and efficiency benefits. In fact, to retain full precision,
the must-transitions of a three-valued model need to be represented as hyper-edges, rather than normal edges [8,9,13]; in
turn, hyper-edges are computationally expensive both to derive and to represent. The may and must predecessor operators
weuseprovide the sameprecision as thehyper-edges,without the associated computational penalty. For a similar reason,we
show that our three-valued abstraction-refinement technique is superior to the CEGAR technique of [6], in the sense that it
canprove a givenpropertywith an abstraction that never needs to befiner, and that canoftenbe coarser. Again, the advantage
is due to the fact that [6] represents player-1 moves in the abstract model via must-edges, rather than must hyper-edges.
A final benefit of avoiding the explicit construction of the abstract model, relying instead on predecessor operators, is that
the resulting technique is simpler to present, and simpler to implement. On the other side, we remark that the techniques
of [6] extend easily to parity goals, whereas the refinement scheme we propose can be extended, but only at the price of
cumbersome bookkeeping.
While we present the technique for games, the technique also yields a three-valued abstraction-refinement scheme for
the verification of safety and reachability properties of transition systems.
2. Preliminary definitions
A two-player game structure G = 〈S, λ, δ〉 consists of:
• A state space S.
• A turn function λ : S → {1, 2}, associating with each state s ∈ S the player λ(s)whose turn it is to play at the state. We
write ∼1 = 2, ∼2 = 1, and we let S1 = {s ∈ S | λ(s) = 1} and S2 = {s ∈ S | λ(s) = 2}.• A transition function δ : S → 2S\∅, associating with every state s ∈ S a non-empty set δ(s) ⊆ S of possible successors.
The game takes place over the state space S, and proceeds in an infinite sequence of rounds. At every round, from the current
state s ∈ S, player λ(s) ∈ {1, 2} chooses a successor state s′ ∈ δ(s), and the game proceeds to s′. The infinite sequence of
rounds gives rise to a path s ∈ Sω: precisely, a path of G is an infinite sequence s = s0, s1, s2, . . . of states in S such that for
all k ≥ 0, we have sk+1 ∈ δ(sk). We denote by  the set of all paths.
2.1. Game objectives
An objective for a game structureG = 〈S, λ, δ〉 is a subset ⊆ Sω of the sequences of states ofG. A game (G,) consists
of a game structure G together with an objective  for a player. We consider winning objectives that consist in reachability
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and safety conditions. Given a subset T ⊆ S of states, the reachability objective T = {s0, s1, s2, . . . ∈ Sω | ∃k ≥ 0.sk ∈ T}
consists of all paths that reach T; the safety objectiveT = {s0, s1, s2, . . . ∈ Sω | ∀k ≥ 0.sk ∈ T} consists of all paths that
stay in T forever. Games with reachability or safety objectives are called reachability and safety games, respectively.
2.2. Strategies and winning states
A strategy for player i ∈ {1, 2} in a gameG = 〈S, λ, δ〉 is amappingπi : S∗×Si → S that associateswith everynon-empty
finite sequence σ of states ending in Si, representing the past history of the game, a successor state. We require that, for all
σ ∈ Sω and all s ∈ Si, we have πi(σ s) ∈ δ(s). An initial state s0 ∈ S and two strategies π1, π2 for players 1 and 2 uniquely
determine a sequence of states Outcome(s0, π1, π2) = s0, s1, s2, . . ., where for k > 0 we have sk+1 = π1(s0, . . . , sk) if
sk ∈ S1, and sk+1 = π2(s0, . . . , sk) if sk ∈ S2.
Given an initial state s0 and awinning objective ⊆ Sω for player i ∈ {1, 2}, we say that state s ∈ S iswinning for player i
if there is a player-i strategy πi such that, for all player ∼i strategies π∼i, we have Outcome(s0, π1, π2) ∈ . We denote by〈i〉 ⊆ S the set of winning states for player i for objective  ⊆ Sω . A result by [14], as well as the determinacy result of
[15], ensures that for allω-regular goalswe have 〈1〉 = S\〈2〉¬, where¬ = S\. Given a set θ ⊆ S of initial states,
and a property ⊆ Sω , we will present algorithms for deciding whether θ ∩ 〈i〉 = ∅ or, equivalently, whether θ ⊆ 〈i〉,
for i ∈ {1, 2}.
2.3. Game abstractions
An abstraction V of a game structure G = 〈S, λ, δ〉 consists of a set V ⊆ 22S\∅ of abstract states: each abstract state v ∈ V
is a non-empty subset v ⊆ S of concrete states. We require⋃ V = S. For subsets T ⊆ S and U ⊆ V , we write:
U↓ = ⋃u∈U u T↑mV = {v ∈ V | v ∩ T = ∅} T↑MV = {v ∈ V | v ⊆ T}. (1)
Thus, for a setU ⊆ V of abstract states,U↓ is the corresponding set of concrete states. For a set T ⊆ S of concrete states, T↑mV
and T↑MV are the set of abstract states that constitute over and under-approximations of the concrete set T . The following
result follows immediately from the definitions (1).
Lemma 1. For all sets T ⊆ S, we have:
T↑MV ⊆ T↑mV , (T↑MV )↓ ⊆ T ⊆ (T↑mV )↓ .
We say that the abstraction V of a state space S is precise for a set T ⊆ S of states if T↑mV = T↑MV .
2.4. Controllable-predecessor operators
Two-player games with reachability, safety, or ω-regular winning conditions are commonly solved using controllable-
predecessor operators.We define the player-i controllable-predecessor operator Cprei : 2S → 2S as follows, for all X ⊆ S and
i ∈ {1, 2}:
Cprei(X) = {s ∈ Si | δ(s) ∩ X = ∅} ∪ {s ∈ S∼i | δ(s) ⊆ X}. (2)
Intuitively, for i ∈ {1, 2}, the set Cprei(X) consists of the states fromwhichplayer i can force thegame toX in one step. In order
to allow the solution of games on the abstract state space V , we introduce abstract versions of Cpre· [2]. Asmultiple concrete
states may correspond to the same abstract state, we cannot compute, on the abstract state space, a precise analogous of
Cpre·. Thus, for player i ∈ {1, 2}, we define two abstract operators [9]:
• themay operator CpreV,mi : 2V → 2V , which constitutes an over-approximation of Cprei;
• themust operator CpreV,Mi : 2V → 2V , which constitutes an under-approximation of Cprei.
We let, for U ⊆ V and i ∈ {1, 2}:
Cpre
V,m
i (U) = Cprei(U↓)↑mV CpreV,Mi (U) = Cprei(U↓)↑MV . (3)
By the results of [9], we have the duality
Cpre
V,M
i (U) = V\CpreV,m∼i (V\U). (4)
The fact that CpreV,m· and CpreV,M· are over and under-approximations of the concrete predecessor operator is made precise
by the following observation, which follows directly from Lemma 1: for all U ⊆ V and i ∈ {1, 2}, we have
Cpre
V,M
i (U)↓ ⊆ Cprei(U↓) ⊆ CpreV,mi (U)↓ . (5)
L. de Alfaro, P. Roy / Information and Computation 208 (2010) 666–676 669
2.5. μ-Calculus
We will express our algorithms for solving games on the abstract state space in μ-calculus notation [14]. Consider a
function γ : 2V → 2V , monotone when 2V is considered as a lattice with the usual subset ordering. We denote byμZ.γ (Z)
(resp. νZ.γ (Z)) the least (resp. greatest) fixpoint of γ , that is, the least (resp. greatest) set Z ⊆ V such that Z = γ (Z).
As is well known, since V is finite, these fixpoints can be computed via Picard iteration: μZ.γ (Z) = limn→∞ γ n(∅) and
νZ.γ (Z) = limn→∞ γ n(V). In the solution of parity games we will make use of nested fixpoint operators, which can be
evaluated by nested Picard iteration [14].
3. Reachability and safety games
We present our three-valued abstraction-refinement technique by applying it first to the simplest games: reachability
and safety games. It is convenient to present the arguments first for reachability games; the results for safety games are then
obtained by duality.
3.1. Reachability games
Our three-valued abstraction-refinement scheme for reachability proceeds as follows. We assume we are given a game
G = 〈S, λ, δ〉, together with an initial set θ ⊆ S and a final set T ⊆ S, and an abstraction V for G that is precise for T . The
question to be decided is: θ ∩ 〈1〉T = ∅?
The algorithm proceeds as follows. Using the may and must predecessor operators, we compute respectively the setWm1
of may-winning abstract states, and the set WM1 of must-winning abstract states. If W
m
1 ∩ θ↑mV = ∅, then the algorithm
answers the question No; if WM1 ∩ θ↑mV = ∅, then the algorithm answers the question Yes. Otherwise, we will show later
in Lemma 3 that there is at least one abstract state v such that:
v ∈ (Wm1 \WM1 ) ∩ CpreV,m1 (WM1 ). (6)
Such a state lies at the border between WM1 and W
m
1 . Precisely, such a v it is in Cpre
V,m
1 (W
M
1 ), but outside of W
M
1 =
Cpre
V,M
1 (W
M
1 ), and it is thus a state in W
m
1 that is just one Cpre
V,m
1 -step removed from W
M
1 . The algorithm picks such an
abstract state v satisfying (6), and splits it into two abstract states v1 and v2, where:
v1 = v ∩ Cpre1(WM1 ↓) v2 = v\Cpre1(WM1 ↓).
As a consequence of (6), we will show that v1, v2 = ∅. The algorithm is given in detail as Algorithm 1. We first state the
partial correctness of the algorithm, postponing the analysis of its termination to Section 3.3.
Lemma 2. After Step 3 of Algorithm 1, we have WM1 ↓ ⊆ 〈1〉T ⊆ Wm1 ↓.
Proof. The result follows from (5), and from the monotonicity of the μ-calculus operators appearing in Steps 2 and 3 of
Algorithm 1. 
Lemma 3. If Step 7 of Algorithm 1 is reached, there is at least one region v ∈ (Wm1 \ WM1 ) ∩ CpreV,m1 (WM1 ).
Algorithm 1 Three-valued abstraction refinement for reachability games
Input: A concrete game structure G = 〈S, λ, δ〉, a set of initial states θ ⊆ S, a set of target states T ⊆ S, and an abstraction
V ⊆ 22S\∅ that is precise for T .
Output: Yes if θ ∩ 〈1〉T = ∅, and No otherwise.
1. while true do
2. WM1 := μY .(T↑MV ∪ CpreV,M1 (Y))
3. Wm1 := μY .(T↑mV ∪ CpreV,m1 (Y))
4. ifWm1 ∩ θ↑mV = ∅ then return No
5. else ifWM1 ∩ θ↑mV = ∅ then return Yes
6. else
7. choose v ∈ (Wm1 \ WM1 ) ∩ CpreV,m1 (WM1 )
8. let v1 := v ∩ Cpre1(WM1 ↓) and v2 := v \ v1
9. V := (V\{v}) ∪ {v1, v2}
10. end if
11. end while
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Fig. 1. Three-valued abstraction refinement in reachability game.
Proof. First, notice that since the algorithm did not terminate at Step 4 or Step 5, it must be Wm1 ∩ θ↑mV = ∅ and WM1 ∩
θ↑mV = ∅, which by the previous lemma implies WM1  Wm1 . From the fact that Wm1 is a least fixpoint, we have Wm1 =
μY .(WM1 ∪ CpreV,m1 (Y)). Thus, there must be some v ∈ Wm1 \WM1 with v ∈ CpreV,m1 (WM1 ). 
Lemma 4. The sets v1 and v2 computed at Step 8 of Algorithm 1 are both non-empty.
Proof. Consider v ∈ Wm1 \WM1 with v ∈ CpreV,m1 (WM1 ). For v1 = v ∩ Cpre1(WM1 ↓), we have v1 = ∅, for otherwise
v1 ∈ CpreV,m1 (WM1 ). Furthermore, we have v1  v, for else we would have v ∈ CpreV,M1 (WM1 ), contradicting the fact that
WM1 is the fixpoint computed at Step 2. 
Theorem 5 (Partial correctness). Algorithm 1 can be executed without errors. Moreover:
1. if the algorithm terminates with answer Yes, then θ ∩ 〈1〉T = ∅;
2. if the algorithm terminates with answer No, then θ ∩ 〈1〉T = ∅.
Proof. The only statement that could result in an error in the execution of Algorithm 1 is the choice of v at Step 7; Lemma 3
ensures that the error never arises. If the algorithm terminates at Step 4, the result follows from Lemma 2. If the algorithm
terminates at Step 5, the result follows from the fact thatWM1 ↓ ∩ θ = ∅, together with Lemma 2. 
Sufficient conditions for the termination of the algorithm are presented later, in Section 3.3.
Example.As an example, consider the gameG illustrated in Fig. 1. The state space of the game is S = {1, 2, 3, 4, 5, 6, 7}, and
the abstract state space is V = {va, vb, vc, vd}, as indicated in the figure; the player-2 states are S2 = {2, 3, 4}. We consider
θ = {1} and T = {7}. After Steps 2 and 3 of Algorithm 1, we have Wm1 = {va, vb, vc, vd}, and WM1 = {vc, vd}. Therefore,
the algorithm can answer neither No in Steps 4, nor Yes in Step 5, and proceeds to refine the abstraction. In Step 7, the only
candidate for splitting is v = vb, which is split into v1 = vb ∩ Cpre1(WM1 ↓) = {3}, and v2 = vb\v1 = {2, 4}. It is easy to
see that at the next iteration of the analysis, v1 and va are added toW
M
1 , and the algorithm returns the answer Yes.
Discussion. We have assumed that the initial abstraction is precise for T . In practice, this is not a restrictive assumption,
since the initial abstraction is usually obtained as one that can represent precisely the set of target states. Removing the
assumption that T is represented precisely in the initial abstraction invalidates Lemma 3. Thus, Algorithm 1 can stop with
Wm1 \WM1 = ∅, yet no region v as stipulated in Lemma 3 may exist. In this case, the abstraction of the target states T must
be refined by splitting some region in T↑mV \T↑MV .
An improved algorithm for reachability. Algorithm 1 can be improved by avoiding the full recomputation of the setsWM1
and Wm1 at each abstraction refinement. Once we obtain v1 and v2 as in Step 8, we can set W := WM1 ∪ {v1}, and we can
compute for the next iteration:
WM1 := μY .(W ∪ CpreV,M1 (Y)) Wm1 := μY .(W ∪ CpreV,m1 (Y))
The resulting algorithm is presented as Algorithm 2.
3.2. Safety games
Wenext consider a safety game specified by a target T ⊆ S, together with an initial condition θ ⊆ S. Given an abstraction
V that is precise for T , the goal is to answer the question of whether θ ∩ 〈1〉T = ∅. We note that the objectivesT and
¬T are dual, so that due to the determinacy of such games, we have 〈1〉T = S\〈2〉¬T .
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Algorithm 2 Improved three-valued abstraction refinement for reachability games
Input: A concrete game structure G = 〈S, λ, δ〉, a set of initial states θ ⊆ S, a set of target states T ⊆ S, and an abstraction
V ⊆ 22S\∅ that is precise for T .
Output: Yes if θ ∩ 〈1〉T = ∅, and No otherwise.
1. W := T↑MV
2. while true do
3. WM1 := μY .(W ∪ CpreV,M1 (Y))
4. Wm1 := μY .(W ∪ CpreV,m1 (Y))
5. ifWm1 ∩ θ↑mV = ∅ then return No
6. else ifWM1 ∩ θ↑mV = ∅ then return Yes
7. else
8. choose v ∈ (Wm1 \ WM1 ) ∩ CpreV,m1 (WM1 )
9. let v1 := v ∩ Cpre1(WM1 ↓) and v2 := v \ v1
10. V := (V\{v}) ∪ {v1, v2}
11. W := W ∪ {v1}
12. end if
13. end while
As for reachability games, in safety games we begin by computing the set Wm1 of may-winning states, and the set W
M
1
of must-winning states. Again, if Wm1 ∩ θ↑mV = ∅, we answer No, and if WM1 ∩ θ↑mV = ∅, we answer Yes. In safety games,
unlike in reachability games, we cannot split abstract states at the may-must boundary. For reachability games, a may-state
can only win by reaching the goal T , which is contained in WM1 ↓: hence, we refine the may-must border. In a safety game
with objective T , on the other hand, we have Wm1 ↓ ⊆ T , and a state in Wm1 ↓ can be winning even if it never reaches
WM1 ↓ (which indeed can be empty if the abstraction is too coarse). To choose the location where to split, we exploit the
duality between the safety goalT and reachability goal¬T . In the gamewith goal¬T , splitting occurs at themay-must
boundary for 〈2〉¬T , which is also the may-losing boundary 〈1〉T . Hence, in safety games the splitting occurs at the
may-losing boundary. This yields Algorithm 3.
Theorem 6 (Partial correctness). Algorithm 3 can be executed without errors. Moreover:
1. if the algorithm terminates with answer Yes, then θ ∩ 〈1〉T = ∅;
2. if the algorithm terminates with answer No, then θ ∩ 〈1〉T = ∅.
Proof. The theorem can be proved by noting that the goalsT and ¬T are dual, and by noting that from (4) we have:
νY .(T↑MV ∩ CpreV,M1 (Y)) = V\μY .((S\T)↑MV ∪ CpreV,M1 (Y))
νY .(T↑mV ∩ CpreV,m1 (Y)) = V\μY .((S\T)↑mV ∪ CpreV,m1 (Y)) .
Thus, the Algorithm 3 is the dual of Algorithm 1, and its correctness can be proved in analogous fashion. 
Algorithm 3 Three-valued abstraction refinement for safety games
Input: A concrete game structure G = 〈S, λ, δ〉, a set of initial states θ ⊆ S, a set of target states T ⊆ S, and an abstraction
V ⊆ 22S\∅ that is precise for T .
Output: Yes if θ ∩ 〈1〉T = ∅, and No otherwise.
1. while true do
2. WM1 := νY .(T↑MV ∩ CpreV,M1 (Y))
3. Wm1 := νY .(T↑mV ∩ CpreV,m1 (Y))
4. ifWm1 ∩ θ↑mV = ∅ then return No
5. else ifWM1 ∩ θ↑mV = ∅ then return Yes
6. else
7. choose v ∈ (Wm1 \ WM1 ) ∩ CpreV,m2 (V\Wm1 )
8. let v1 := v ∩ Cpre2(S\(Wm1 ↓)) and v2 := v \ v1
9. let V := (V\{v}) ∪ {v1, v2}
10. end if
11. end while
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We note that it is possible to obtain a more efficient version of Algorithm 3 by performing a dual transformation to the
one that yielded Algorithm 2. Precisely, before Step 1, we let W := (T↑mV ); the fixpoints at Steps 2 and 3 are computed via
WM1 := νY .(W ∩ CpreV,M1 (Y)) andWm1 := νY .(W ∩ CpreV,m1 (Y)); and after Step 8 we setW := Wm1 \{v1}.
3.3. Termination
We present a condition that ensures termination of Algorithms 1 and 3 (and thus also Algorithm 2). The condition states
that, if there is a finite algebra of regions (sets of concrete states) that is closed under Boolean operations and controllable-
predecessor operators, and that is precise for the set of target states, then (i) Algorithms 1 and 3 terminate and (ii) the
algorithms never produce abstract states that are finer than the regions of the algebra (guaranteeing that the algorithms do
not perform unnecessary work). Formally, a region algebra for a game G = 〈S, λ, δ〉 is an abstraction U such that:
• U is closed under Boolean operations: for all u1, u2 ∈ U, we have u1 ∪ u2 ∈ U and S\u1 ∈ U.• U is closed under controllable-predecessor operators: for all u ∈ U, we have Cpre1(u) ∈ U and Cpre2(u) ∈ U.
Theorem 7 (Termination). Consider a game G with a finite region algebra U. Assume that Algorithm 1 or 3 are called with
arguments G, θ , T , with T ∈ U, and with an initial abstraction V ⊆ U. Then, the following assertions hold for both algorithms:
1. The algorithms, during their executions, produce abstract states that are all members of the algebra U.
2. The algorithms terminate.
Proof. Let us prove the theorem for the reachability game. The proof for safety game can be easily obtained by duality.
First, note that due to the closure properties of the region algebra U, the algorithm computes entirely with regions in U:
precisely, variables are only assigned regions of U. This yields the first assertion of the theorem.
The terminationofAlgorithm1canbeprovedby the followingargument.At each refinement loop, thealgorithmdecreases
the size of the uncertainty regionWm1 \WM1 , since the set v1 computed in Step 8will belong toWM1 in the following iteration.
As the region algebraU is finite,within afinite number of refinements theuncertainty regionwill be empty, and the algorithm
will return either Yes or No. 
Many games, including timed games, have the finite region algebras mentioned in the above theorem [10–12].
3.4. Approximate abstraction-refinement schemes
While the abstraction-refinement scheme above is fairly general, it makes two assumptions that may not hold in a
practical implementation:
• it assumes that we can compute CpreV,mi and CpreV,Mi of (3) precisely;• it assumes that, oncewe pick an abstract state v to split, we can split it into v1 and v2 precisely, as outlined in Algorithms 1
and 3.
In fact, both assumptions can be relaxed, yielding amorewidely applicable abstraction-refinement algorithm for two-player
games. We present the modified algorithm for the reachability case only; the results can be easily extended to the dual case
of safety objectives. Our starting point consists in approximate versions Cpre
V,m+
i , Cpre
V,M−
i : 2V → 2V of the operators
Cpre
V,m
i , Cpre
V,M
i , for i ∈ {1, 2}. We require that, for all U ⊆ V and i ∈ {1, 2}, we have:
Cpre
V,m
i (U) ⊆ CpreV,m+i (U) CpreV,M−i (U) ⊆ CpreV,Mi (U) . (7)
With these operators, we can phrase a new, approximate abstraction scheme for reachability, given in Algorithm 4. The
use of the approximate operators means that, in Step 8, we can be no longer sure that both v1 = ∅ and v\v1 = ∅. If the
“precise” split of Step 8 fails, we resort instead to an arbitrary split (Step 10). The following theorem states that the algorithm
essentially enjoys the same properties of the “precise” Algorithms 1 and 3.
Lemma 8. At Step 4 of Algorithm 4, we have W
M−
1 ↓ ⊆ 〈1〉T ⊆ Wm+1 ↓.
Proof. From Eq. (7), we have : Cpre
V,m
i (U) ⊆ CpreV,m+i (U) and CpreV,M−i (U) ⊆ CpreV,Mi (U) for all U ⊆ V and i ∈ {1, 2}.
For reachability game the approximate and accurate must-winning set is obtained by the respective fixpoint formulas
W
M−
1 = μY .(T↑MV ∪ CpreV,M−1 (Y) andWM1 = μY .(T↑MV ∪ CpreV,M1 (Y). Since we start with the same initial set and in each
iteration Cpre
V,M−
i (Y) ⊆ CpreV,Mi (Y) holds, it is obvious thatWM−1 ⊆ WM1 . Similar arguments will prove thatWm1 ⊆ Wm+1 .
After we combine these two results with Lemma 2, we obtainW
M−
1 ↓ ⊆ 〈1〉T ⊆ Wm+1 ↓. 
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Algorithm 4 Approximate three-valued abstraction refinement for reachability games
Input: A concrete game structure G = 〈S, λ, δ〉, a set of initial states θ ⊆ S, a set of target states T ⊆ S, and an abstraction
V ⊆ 22S\∅ that is precise for T .
Output: Yes if θ ∩ 〈1〉T = ∅, and No otherwise.
1. while true do
2. W
M−
1 := μY .(T↑MV ∪ CpreV,M−1 (Y))
3. W
m+
1 := μY .(T↑mV ∪ CpreV,m+1 (Y))
4. ifW
m+
1 ∩ θ↑mV = ∅ then return No
5. else ifW
M−
1 ∩ θ↑mV = ∅ then return Yes
6. else
7. choose v ∈ (Wm+1 \ WM−1 ) ∩ CpreV,m+1 (WM−1 )
8. let v1 := v ∩ Cpre1(WM−1 ↓)
9. if v1 = ∅ or v1 = v
10. then split v arbitrarily into non-empty v1 and v2
11. else v2 = v \ v1
12. end if
13. let V := (V\{v}) ∪ {v1, v2}
14. end if
15. end while
Theorem 9. The following assertions hold.
1. Correctness. If Algorithm 4 terminates, it returns the correct answer.
2. Termination. Assume that Algorithm 4 is given as input a game G with a finite region algebra U, and arguments θ, T ∈ U,
as well as with an initial abstraction V ⊆ U. Assume also that the region algebra U is closed with respect to the operators
Cpre
V,M−
i and Cpre
V,m+
i , for i ∈ {1, 2}, and that Step 10 of Algorithm 4 splits the abstract states in regions in U. Then, (a)
Algorithm 4 produces only abstract states in U in the course of its execution and (b) it terminates within finite number of
refinements.
Proof
1. The correctness can be proved as in Theorem 5, using Lemma 8.
2. (a) The fact that Algorithm 4 produces only regions in U follows from the closure of U, and by inspection of the
operations performed by the algorithm. (b) The termination of Algorithm 4 follows again from the finiteness of U, and
from the fact that at each iteration, the uncertainty region shrinks. 
3.5. Comparison with counterexample-guided control
It is instructive to compare our three-valued refinement approach with the counterexample-guided control approach of
[6]. In [6], an abstract game structure is constructed and analyzed. The abstract game containsmust transitions for player 1,
andmay transitions for player 2. Every counterexample to the property (spoiling strategy for player 2) found in the abstract
game is analyzed in the concrete game. If the counterexample is real, the property is disproved; If the counterexample is
spurious, it is ruled out by refining the abstraction. The process continues until either the property is disproved, or no abstract
counterexamples is found, proving the property.
The main advantage of our proposed three-valued approach over counterexample-guided control is, somewhat para-
doxically, that we do not explicitly construct the abstract game. It was shown in [8,9] that, for a game abstraction to be
fully precise, the must transitions should be represented as hyper-edges (an expensive representation, space-wise). In the
counterexample-guided approach, instead, normal must edges are used: the abstract game representation incurs a loss of
21 3 4
5 6
θ
Fig. 2. Safety game, with objectiveT for T = {1, 2, 3, 4}.
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precision, and more abstraction-refinement steps may be needed than with our proposed three-valued approach. This is
best illustrated with an example.
Example. Consider the game structure depicted in Fig. 2. The state space is S = {1, 2, 3, 4, 5, 6}, with S1 = {1, 2, 3, 4}
and S2 = {5, 6}; the initial states are θ = {1, 2}. We consider the safety objective T for T = {1, 2, 3, 4}. We construct
the abstraction V = {va, vb, vc} precise for θ and T , as depicted. In the counterexample-guided control approach of [6],
hyper-must transitions are not considered in the construction of the abstract model, and the transitions between va and vb
are lost: the only transitions from va and vb lead to vc . Therefore, there is a spurious abstract counterexample tree va → vc;
ruling it out requires splitting va into its constituent states 1 and 2. Once this is done, there is another spurious abstract
counterexample 2 → vb → vc; ruling it out requires splitting vb in its constituent states. In contrast, in our approach we
have immediatelyWM1 = {va, vb} and va, vb ∈ CpreV,M1 ({va, vb}), so that no abstraction refinement is required.
The above example illustrates the fact that the counterexample-guided control approach of [6] may require a finer
abstraction than our three-valued refinement approach, to prove a given property. On the other hand, it is easy to see
that if an abstraction suffices to prove a property in the counterexample-guided control approach, it also suffices in our
three-valued approach: the absence of abstract counterexamples translates directly in the fact that the states of interest are
must-winning.
4. Symbolic implementation
We now present a concrete symbolic implementation of our abstraction scheme. We chose a simple symbolic represen-
tation for two-player games; while the symbolic game representations encountered in real verification systems (see, e.g.
[16,17]) are usually more complex, the same principles apply.
4.1. Symbolic game structures
To simplify the presentation, we assume that all variables are Boolean. For a set X of Boolean variables, we denote by
F(X) the set of propositional formulas constructed from the variables in X , the constants true and false, and the propositional
connectives¬,∧,∨,→. We denotewithφ[ψ/x] the result of replacing all occurrences of the variable x inφ with a formula
ψ . Forφ ∈ F(X)and x ∈ X ,wewrite
{∀
∃
}
x.φ forφ[true/x]
{∧
∨
}
φ[false/x].Weextend thisnotation to setsY = {y1, y2, . . . , yn}
of variables, writing ∀Y .φ for ∀y1.∀y2. · · · ∀yn.φ, and similarly for ∃Y .φ. For a set X of variables, we also denote by X′ ={x′ | x ∈ X} the corresponding set of primed variables; for φ ∈ F(X), we denote φ′ the formula obtained by replacing every
x ∈ X with x′.
A state s over a set X of variables is a truth-assignment s : X → {T, F} for the variables in X; we denote with S[X] the
set of all such truth assignments. Given φ ∈ F(X) and s ∈ S[X], we write s | φ if φ holds when the variables in X are
interpreted as prescribed by s, and we let [[φ]]X = {s ∈ S[X] | s | φ}. Given φ ∈ F(X ∪ X′) and s, t ∈ S[X], we write
(s, t) | φ if φ holds when x ∈ X has value s(x), and x′ ∈ X′ has value t(x). When X , and thus the state space S[X], are clear
from the context, we equate informally formulas and sets of states. These formulas, or sets of states, can be manipulated
with the help of symbolic representations such as BDDs [18]. A symbolic game structure GS = 〈X, 1, 〉 consists of the
following components:
• A set of Boolean variables X .
• A predicate 1 ∈ F(X) defining when it is player 1’s turn to play. We define 2 = ¬1.• A transition function  ∈ F(X ∪ X′), such that for all s ∈ S[X], there is some t ∈ S[X] such that (s, t) | .
A symbolic game structureGS = 〈X, 1, 〉 induces a (concrete) game structureG = 〈S, λ, δ〉 via S = S[X], and for s, t ∈ S,
λ(s) = 1 iff s | 1, and t ∈ δ(s) iff (s, t) | . Given a formula φ ∈ F(X), we have
Cpre1([[φ]]X) = [[(1 ∧ ∃X′.( ∧ φ′)) ∨ (¬1 ∧ ∀X′.( → φ′))]]X .
4.2. Symbolic abstractions
We specify an abstraction for a symbolic game structure GS = 〈X, 1, 〉 via a subset Xa ⊆ X of its variables: the idea
is that the abstraction keeps track only of the values of the variables in Xa; we denote by Xc = X\Xa the concrete-only
variables. We assume that1 ∈ F(Xa), so that in each abstract state, only one of the two players can move (in other words,
we consider turn-preserving abstractions [9]).With slight abuse of notation,we identify the abstract state space V with S[Xa],
where, for s ∈ S[X] and v ∈ V , we let s ∈ v iff s(x) = v(x) for all x ∈ Xa. On this abstract state space, the operators CpreV,m1
and Cpre
V,M
1 can be computed symbolically via the corresponding operators SCpre
V,m
1 and SCpre
V,M
1 , defined as follows. For
φ ∈ F(Xa),
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SCpre
V,m
1 (φ) = ∃Xc.
((
1 ∧ ∃X′.( ∧ φ′)) ∨ (2 ∧ ∀X′.( → φ′))
)
(8)
SCpre
V,M
1 (φ) = ∀Xc.
((
1 ∧ ∃X′.( ∧ φ′)) ∨ (2 ∧ ∀X′.( → φ′))
)
(9)
The above operators correspond exactly to (3). Alternatively, we can abstract the transition formula , defining:
mXa = ∃Xc.∃Xc ′. MXa = ∀Xc.∃Xc ′. .
These abstract transition relations can be used to compute approximate versions SCpre
V,m+
1 and SCpre
V,M−
1 of the
controllable-predecessor operators of (8), (9):
SCpre
V,m+
1 (φ) =
((
1 ∧ ∃Xa′.(mXa ∧ φ′)
) ∨ (2 ∧ ∀Xa′.(MXa → φ′))
)
SCpre
V,M−
1 (φ) =
((
1 ∧ ∃Xa′.(MXa ∧ φ′)
) ∨ (2 ∧ ∀Xa′.(mXa → φ′))
)
These operators, while approximate, satisfy the conditions (7), and can thus be used to implement symbolically Algorithm 4.
4.3. Symbolic abstraction refinement
We replace the abstraction-refinement step of Algorithms 1, 3, and 4 with a step that adds a variable x ∈ Xc to the set Xa
of variables present in the abstraction. The challenge is to choose a variable x that increases the precision of the abstraction
in a useful way. To this end, we follow an approach inspired directly by [4].
Denote by v ∈ S[Xa] the abstract state that Algorithms 4 chooses for splitting at Step 7, and let ψM−1 ∈ F(Xa) be the
formula defining the set W
M−
1 in the same algorithm. We choose x ∈ Xc so that there are at least two states s1, s2 ∈ v
that differ only for the value of x, and such that s1 | SCpreV,m+1 (ψM−1 ) and s2 | SCpreV,m+1 (ψM−1 ). Thus, the symbolic
abstraction-refinement algorithm first searches for a variable x ∈ Xc for which the following formula is true:
∃(Xc\x).
((
χv → (x ≡ SCpreV,m+1 (ψM−1 ))
)
∨
(
χv → (x ≡ SCpreV,m+1 (ψM−1 ))
))
,
where χv is the characteristic formula of v:
χv = ∧{x | x ∈ Xa.v(x) = T} ∧ ∧{¬x | x ∈ Xa.v(x) = F} .
If no such variable can be found, due to the approximate computation of SCpre
V,m+
1 and SCpre
V,M−
1 , then x ∈ Xc is chosen
arbitrarily. The choice of variable for Algorithm 3 can be obtained by reasoning in dual fashion.
5. Conclusions
We have presented a technique for the verification of game properties based on the construction, three-valued analysis,
and refinement of game abstractions. The approach is suitable for symbolic implementation, and can be implemented in a
relatively straightforward manner. The key insight of the approach consists on relying on three-valued versions of the usual
predecessor operators to analyze a system, avoiding the construction of a three-valued transition relation, which would
require an exponential blow-up in the size of the abstract system to achieve comparable precision. The method, presented
here for games, is equally suited to transition systems, where it constitutes an alternative to the classical counterexample-
guided refinement technique of CEGAR [3–5].
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