Abstract. Implicit methods for Hamilton-Jacobi-Bellman (HJB) partial differential equations 4 give rise to highly nonlinear discretized algebraic equations. The classic policy iteration approach 5 may not be efficient in many circumstances. In this article, we derive sufficient conditions to ensure 6 convergence of a combined fixed point-policy iteration scheme for solution of the discretized equations. and an American option assuming a regime switching process. 
Methods for Solving Algebraic Equations.
In [18] a number of problems 88 in financial modeling were presented in a general form as nonlinear HJB problems.
89
These problems were then solved by implicitly discretizing the associated PDE and 90 then solving the resulting discrete algebraic equations. For the applications addressed 91 in [18] an efficient method for solving the associated algebraic systems made use of 92 a (Newton-like) policy iteration scheme. However, in some cases policy iteration has 93 significant efficiency drawbacks. In particular this happens when the risky assets 94 follow a stochastic process which includes a Poisson jump process. In this section we 95 describe a new procedure, called fixed point policy iteration which provides a method 96 for overcoming these computational bottlenecks. where each Q l ∈ Z. Z is the set of admissible controls. Here we assume that
101
Assumption 2.1.
102
(a) The set of admissible controls Z is compact.
(b) The matrices and vectors have the property that [A(Q)] ,m and [C(Q)] depend
104 only on Q .
105
Assumptions (a) and (b) are typically satisfied for discretized HJB equations.
106
In general, we do not want to assume that the objective function Remark 2.1 (Z a finite set). If the set of admissible controls is a finite set, then 120 trivially A * (Q, V ) = A(Q) and C * (Q, V ) = C(Q).
121
The following will be needed in the next section. so that our algebraic equations will now be written as
We assume that this splitting is such that any linear system having A * (Q, V ) as its 140 coefficient matrix is easy to solve. Iteration with what we refer to as Fixed Point-Policy Iteration.
150
Algorithm 2.2 Fixed Point-Policy Iteration scheme (2.2), these proofs are algebraically complex. In the following, we will present
are bounded, independent of Q, V .
164
(iii) There is a constant C 1 < 1 such that a positive coefficient discretization resulting in the M matrices of (i) and bounded
173
Before proving the main result of this section, it will be helpful to note the fol-
174
lowing Proposition and Lemmas.
175
Proposition 3.1 (Convergent Sequence). Given a bounded infinite sequence
where α is a constant independent of k and |β| < 1, then the sequence converges.
178
Proof. This is a simple case of a result found in [8] . Property (3.2) implies that
179
for any q > p we have
Let s = lim inf v n . Then for any > 0 and any q the definition of lim inf implies that 181 there exists q * > q such that v q * < s + and so
Hence v p ≤ s + ∞ k=p αβ k , and so
Since v p is bounded from above, we obtain convergence to a finite value. Proof. From Algorithm 2.2 we have
for some constant C 2 independent of k. Iterating equation (3.6) gives
which follows since C 1 < 1. 
197
As for uniqueness, suppose there are two solutions X, Y , such that
The above two equations, along with Lemma 2.1, give
200
Interchanging X and Y also gives (Y − X) ≤ 0, and hence X = Y .
201
Remark 3.3. Similar uniqueness results (assuming continuous A(Q)) are given 202 in, for example [8, 25] . 
206
Proof. Algorithm 2.2 can be written as
where the last inequality follows from Lemma 2.1. Equations (3.9) combined with the
and so we have
is bounded, hence the iteration converges from
213
Proposition 3.1. In the limit, the iteration converges to the unique solution of equation
214
(2.9) from Lemma 3.3.
215
we require that Condition 3.1 requires bounding a matrix norm of the form
where Ax = By (3.14)
with A an M matrix. The following will be useful in this regard.
231
Proposition 3.5. Suppose Ax = By with A a strictly diagonally dominant M 232 matrix and B ≥ 0. Then for any such that |x | = x ∞ we have
Proof. Since Ax = By we have
Taking absolute values on both sides and using the fact that A ,u is non-positive 236 whenever u = we have that
The result follows since |x | = x ∞ . 
252
We extend the singular control formulation for pricing GMWBs in [14] by assum-
253
ing that the investor's risky asset account W follows a finite activity jump diffusion 254 process (in the risk neutral measure). Thus we have
where Z is a Brownian motion, and q is a compound Poisson process comprising a We assume that ξ follows a log-normal distribution p(ξ) given by For the investor's virtual guarantee account A, let γ ≡ γ(t) denote the withdrawal 264 rate at time t with γ ∈ [0, ∞). Here an infinite withdrawal rate corresponds to an 265 instantaneous withdrawal of a finite amount. The policy guarantees that the sum of 266 withdrawals throughout the policy's life is equal to the premium paid up front, which 267 is denoted by ω 0 . As a result, we have A(0) = ω 0 , and
We assume that we are dealing with a GMWB having a cap on the maximum 269 allowed withdrawal rate without penalty. If G is the contractual withdrawal rate and 270 κ < 1 is the proportional penalty charge applied on the portion of the withdrawal 271 exceeding G then the net withdrawal rate f (γ) received by the policy holder is
(4.6)
Define τ = T − t where t is the forward time, and T is the expiry time of the 273 contract and set V = V (W, A, τ ) to be the no arbitrage value of the guarantee.
274
Generalizing the formulation in [26, 14, 22 ] to the case with stochastic process (4.1),
275
the value of the guarantee is given from the solution to the following singular control
Here the operators L, F, J are defined as is solved on the computational domain
At expiry time τ = 0, the value of the contract is
Other boundary conditions are
No boundary condition is required at A = ω 0 . For details concerning the derivation 283 of equation (4.7), we refer readers to [26, 10, 11, 14, 22] .
284
As discussed in [14, 22] , we can reformulate problem (4.7) in penalized form as
The basic idea of the penalty method is to discretize equation (4.12), and let ε → 0 286 as the mesh and timesteps tend to zero. In the case of no jumps (λ = 0), then it is 
303
The final discretized equations then become 
with controls with q i,j coming from the set
then the discretized equations (4.13) become 
344
In order to prove the remaining part of (b) we note that the row sum is the measure, the stochastic process for the underlying asset S in regime j is
where Z is a Brownian motion, and X is a continuous K state Markov chain 371 dX jk = 1 with probability λ jk dt + δ jk 0 with probability 1 − λ jk dt − δ jk . (5.2) ξ jk are assumed to be non-random. It is understood that there can only be one 372 transition over any infinitesimal time interval, and that Z and X are independent. It is also assumed that λ jk ≥ 0, j = k. When a transition from j → k occurs, then the 374 asset price jumps S → ξ jk S. In addition, we define
For notational completeness, ξ jj = 1.
376
Let V j (S, τ ) be the no arbitrage value of our contingent claim in regime j where 377 as usual we have τ = T − t so we are working backwards in time. Define the following
The price of an American option in regime j is then given by [23] 
No boundary condition is required at S = 0 while at S = S max , a Dirichlet 388 condition is imposed (in this paper we use the payoff). The payoff condition is
We truncate any jumps which would require data outside the computational domain.
390
The resulting error is small in regions of interest if S max is sufficiently large [23]. forward and backward differencing to ensure a positive coefficient discretization [18] , with central differencing as much as possible. Linear interpolation is used to discretize
where
and
Using fully implicit (θ = 1) or Crank Nicolson (θ = 1/2) timestepping, the discrete 401 form of equation (5.6) is then
(5.12) and our discretization is fully implicit (θ = 1) or Crank Nicolson (θ = 1/2). 
405
Define vectors U as in equation (4.16) and let matrices A, B and vector C be defined
where as before the index corresponds to the grid node (i, j). Define a vector of 
436
In all cases we need only verify Condition 3.1 (iii) since the property of being Proof. For this problem, B(Q k ) is independent of Q k , hence we need only show
then, for the GMWB problem, Proposition 3.5 combined with Proposition 4.2 implies
so that C 1 < 1 as required. To prove that A(Q)
∞ is bounded independent of Q,
447
we repeat the above argument setting B to the identity matrix. case bound (6.5) holds giving a constant
456
Suppose now that
and that |x | = x ∞ with index corresponding to grid node (i, j). If i < i max ,
But Ω is an arbitrary scaling of the equation (5.6). Hence we can choose 8) in which case
In all other cases, C 1 < 1 unconditionally.
461
Repeating the above argument setting B to the identity shows that A −1 (Q) ∞ is 462 bounded independent of Q. convergence tolerance for the policy and fixed point-policy iteration is given by
A relative update tolerance of 10 −8 was also used for the simple iteration (2.11).
492
These two schemes show no difference in computed values to seven digits. However Table 7 .3: Convergence study for the fair insurance fee η value with jump diffusions. Contract parameters are given in Table 7 .4: Iteration and convergence experiments for the GMWB guarantee value at t = 0 and W = A = ω0 = 100 using the fixed point-policy and full policy schemes. Contract parameters are given in Table 7 .6: Grid/timestep data for convergence study, regime switching example.
On each grid refinement, new fine grids are inserted between each two coarse grid nodes, and the timestep control parameter is halved.
consider a case with three regimes 1, 2, 3. The transition probability array λ, jump 
512
Recall that we introduced a scaling factor Ω in equation (5.12). A natural choice 513 for a scaling factor is Ω = C/(∆τ ), where C is a dimensionless constant selected so 514 as to satisfy equation (6.8). In the examples in this section, the coarse grid timestep 515 is such that condition (6.8) is satisfied for C ≥ 1.
516 Table 7 .7 shows that the number of iterations per step for the Direct Control 517 method (for fine grids) is sensitive to the choice of scaling factor. All methods gave 518 the same computed values to eight digits. 
520
We compared fixed point policy iteration with some other approaches. Policy 521 iteration (2.1) was used, and the sparse matrix (A − B) was solved using a direct 522 method, based on minimum degree ordering for ((A − B) + (A − B) ). The conver-
523
gence tolerance for the policy iteration is given in equation (7.2). relative update condition (< 10 −8 ) for the inner iteration was used in both cases. We 529 compared these methods with the fixed point-policy iteration scheme (2.2). asset (in a financial application) follows a jump diffusion or regime switching process.
534
We have determined sufficient conditions which ensure that this iteration scheme 535 converges. In the penalty formulation case, these conditions are typically satisfied if a 536 monotone discretization method is used, which is normally required in order to ensure 537 convergence to the viscosity solution.
538
In the case that the discrete equations are solved using the approach in [8] , con- can be applied to a wide variety of discretized HJB equations.
