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Suma´rio
A noc¸a˜o de a´lgebra de clusters surgiu em 2001, num artigo de S. Fomin e
A. Zelevinsky, com vista a estudar as bases cano´nicas duais de um grupo
quaˆntico de uma a´lgebra de Lie simples de dimensa˜o finita sobre o corpo
dos complexos. A teoria das a´lgebras de clusters tem bastantes ligac¸o˜es e
aplicac¸o˜es a diversas a´reas, tais como a a´lgebra, a combinato´ria e a f´ısica. A
interessante conexa˜o entre as a´lgebras de clusters e a teoria da representac¸a˜o
foi estudada nos artigos [8, 11, 13, 22], entre muitos outros.
As categorias de clusters, introduzidas por A. Buan, R. Marsh, M. Reineke,
I. Reiten e G. Todorov [11], sa˜o certos quocientes da categoria derivada da
categoria dos mo´dulos de uma a´lgebra de caminhos associada a um quiver
finito sem ciclos orientados nem lac¸os (aresta cujo ve´rtice de partida e o
ve´rtice de chegada coincidem), e as a´lgebras cluster-tilted, introduzidas por
A. Buan, R. Marsh e I. Reiten [8], sa˜o definidas como sendo a´lgebras de
endomorfismos de certos objectos na categoria de clusters (conhecidos como
objectos cluster-tilting). As categorias de clusters e as a´lgebras cluster-tilted
foram independentemente introduzidas por P. Caldero, F. Chapoton e R.
Schiﬄer [13] o tipo A.
O objectivo principal desta dissertac¸a˜o e´ o estudo das a´lgebras cluster-
tilted associadas a um quiver de Dynkin de tipo A, usando a definic¸a˜o gra´fica,
que envolve diagonais e triangulac¸o˜es de pol´ıgonos regulares, da categoria
de clusters e da a´lgebra cluster-tilted associada, um assunto desenvolvido
por P. Caldero, F. Chapoton e R. Schiﬄer, em 2006 [13]. Esta abordagem
das a´lgebras cluster-tilted e´ particularmente interessante porque evita o uso
das categorias derivadas e da´-nos uma definic¸a˜o geome´trica da categoria de
clusters e das a´lgebras cluster-tilted associadas. Os objectos da categoria
de clusters podem ser vistos como diagonais de um pol´ıgono regular, e os
morfismos da categoria sa˜o dados por certas transformac¸o˜es dessas diagonais.
A remoc¸a˜o (de uma maneira apropriada) de diagonais de uma triangulac¸a˜o
do pol´ıgono da´ origem a uma categoria quociente equivalente a` categoria dos
mo´dulos de uma a´lgebra cluster-tilted.
As noc¸o˜es de a´lgebras cluster-tilted e de categorias de clusters conduzi-
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ram a` teoria cluster-tilting, um novo me´todo de comparac¸a˜o de a´lgebras que
generaliza a teoria tilting cla´ssica (ver [3], por exemplo).
O artigo [7] descreve os desenvolvimentos recentes na teoria cluster-tilting
e o artigo [23] de C. M. Ringel (a aparecer em Handbook of Tilting theory)
inclui uma secc¸a˜o extensa dedicada a` teoria cluster-tilting. Ringel tambe´m
incluiu as a´lgebras cluster-tilted na lista de Striking new results na pa´gina
da fdlist (http://www.mathematik.uni-bielefeld.de/fdlist/).
Como ja´ foi referido, o principal objecto de estudo desta tese e´ o artigo
[13]. Para a sua compreensa˜o, precisamos de ter alguns conhecimentos sobre
teoria da representac¸a˜o de a´lgebras, nomeadamente a representac¸a˜o de quiv-
ers e a teoria de Auslander-Reiten, e sobre a teoria das a´lgebras de clusters
e as suas principais propriedades, com particular refereˆncia para a descric¸a˜o
das a´lgebras de clusters de tipo A em termos de diagonais e triangulac¸o˜es de
um pol´ıgono regular e do conjunto de ra´ızes quase-positivas de um sistema
de ra´ızes de tipo A. Dividimos assim esta dissertac¸a˜o em quatro cap´ıtulos.
O primeiro cap´ıtulo introduz as noc¸o˜es e resultados gerais da teoria das
categorias, da teoria dos mo´dulos e dos sistemas de ra´ızes, necessa´rios para
o que se segue.
O cap´ıtulo 2 e´ dedicado ao estudo da teoria da representac¸a˜o de quivers.
Na primeira secc¸a˜o vemos que cada a´lgebra A de dimensa˜o finita sobre um
corpo algebricamente fechado corresponde a um quiver com certas relac¸o˜es,
e que esta conexa˜o permite-nos visualizar qualquer A-mo´dulo de dimensa˜o
finita em termos da representac¸a˜o de quivers. Na secc¸a˜o 2.2, apresenta-
mos uma computac¸a˜o expl´ıcita dos A-mo´dulos simples, projectivos indecom-
pon´ıveis e injectivos indecompon´ıveis, considerados como representac¸o˜es do
quiver associado a` a´lgebra A. As noc¸o˜es e resultados importantes sobre mor-
fismos irredut´ıveis e morfismos minimais quase-cind´ıveis (duas classes de mor-
fismos intimamente ligadas) sa˜o dadas na Secc¸a˜o 2.3. As noc¸o˜es de morfismos
minimais quase-cind´ıveis da˜o origem a um tipo especial de sequeˆncias exac-
tas de mo´dulos, as sequeˆncias quase-cind´ıveis. A existeˆncia destas sequeˆncias
(comec¸ando, ou acabando, num mo´dulo indecompon´ıvel arbitra´rio) e´ provada
na Secc¸a˜o 2.4. O importante conceito de translacc¸o˜es de Auslander-Reiten
e´ usado para a prova deste resultado. A descric¸a˜o de alguns aspectos da
teoria de Auslander-Reiten feita na Secc¸a˜o 2.4 permite-nos definir e descre-
ver o quiver de Auslander-Reiten (Secc¸a˜o 2.5). De uma maneira informal, os
ve´rtices deste quiver correspondem aos mo´dulos indecompon´ıveis e as arestas
correspondem aos morfismos irredut´ıveis. Este quiver e´ importante para o
estudo da categoria dos A-mo´dulos de dimensa˜o finita, na medida em que
‘armazena’ toda a sua informac¸a˜o. De entre as propriedades deste quiver
que sa˜o enunciadas, destacamos uma que vai ser directamente usada na de-
monstrac¸a˜o de um dos resultados do artigo [13], e que diz que se o quiver de
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Auslander-Reiten, denotado por Γ(modA) conte´m uma componente conexa
C tal que o comprimento dos mo´dulos associados aos seus ve´rtices e´ menor
ou igual que um certo nu´mero natural, enta˜o Γ(modA) = C e e´ finito.
No cap´ıtulo 3 damos uma introduc¸a˜o ba´sica da teoria das a´lgebras de
clusters. Exibimos as diferentes verso˜es da definic¸a˜o desta classe de a´lgebras
(baseando-nos nos artigos [16, 17]) e vemos as relac¸o˜es entre elas. De uma
maneira informal, a a´lgebra de clusters e´ um certo tipo de a´lgebra comu-
tativa, definida combinatorialmente, gerada por um conjunto de elementos
designados por varia´veis de cluster, que e´ dividido por certos subconjuntos
de igual cardinalidade (os clusters). Destacamos algumas propriedades desta
classe de a´lgebras, como por exemplo o feno´meno de Laurent, que diz que
qualquer varia´vel de cluster pode ser escrita como um polino´mio de Laurent
nas varia´veis de um cluster arbitra´rio fixo, e a classificac¸a˜o das a´lgebras de
clusters de tipo finito (as que teˆm um nu´mero finito de varia´veis de clus-
ters), um dos principais resultados na teoria das a´lgebras de clusters, que
foi provado por S. Fomin e A. Zelevinsky em [17]. Esta classificac¸a˜o e´, sur-
preendentemente, paralela a` classificac¸a˜o de Cartan-Killing dos sistemas de
ra´ızes. Para o caso finito, enunciamos um teorema, conhecido por ‘teorema
dos denominadores’, que e´ um caso particular do feno´meno de Laurent para
as a´lgebras de clusters de tipo finito, e que estabelece uma bijecc¸a˜o entre as
varia´veis de clusters e as ra´ızes quase-positivas do sistema de ra´ızes associado
a` a´lgebra de clusters. O exemplo de a´lgebras de clusters que apresentamos
(que e´ o que precisamos de conhecer para a compreensa˜o do artigo [13]) e´ do
tipo An e e´ descrito em termos de diagonais e triangulac¸o˜es de um pol´ıgono
regular. Referimos tambe´m que este exemplo esta´ relacionado com o Grass-
manniano Gr2,n+3.
O u´ltimo cap´ıtulo e´ enta˜o dedicado ao estudo de [13]. Este artigo da´ uma
descric¸a˜o geome´trica da categoria dos mo´dulos sobre uma a´lgebra cluster-
tilted de tipo A em termos de diagonais de pol´ıgonos regulares, cujos mor-
fismos adveˆm da rotac¸a˜o das diagonais em torno dos seus ve´rtices. Apre-
sentamos a demonstrac¸a˜o do resultado chave que nos diz que esta categoria
geome´trica e´ equivalente a` categoria dos mo´dulos de um quiver com relac¸o˜es
(designadas por relac¸o˜es triangulares) oriundas da a´lgebra de clusters de tipo
A, e do resultado principal deste artigo, que da´ uma generalizac¸a˜o do teorema
dos denominadores para qualquer cluster (do tipo A).
Palavras-Chave: A´lgebras de Cluster, Teoria Cluster-Tilting, Teoria da
Representac¸a˜o de Quivers, Teoria Auslander-Reiten
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Abstract
The notion of Cluster Algebra first appeared in 2001, in a paper by S. Fomin
and A. Zelevinsky, studying the dual canonical basis of the quantum group
of a finite dimensional simple Lie algebra over the complex numbers, and
also total positivity for algebraic groups.
Cluster categories, introduced by A. Buan, R. Marsh, M. Reineke, I.
Reiten and G.Todorov [11] in 2004, are certain quotients of the derived cat-
egory of the module category of a finite dimensional path algebra, and the
cluster-tilted algebras, defined by A. Buan, R. Marsh and I. Reiten [8], are
the endomorphism algebras of certain objects in a cluster category.
Our aim is to study the cluster-tilted algebras associated to a Dynkin
quiver of type A, using the graphical definition, involving diagonals of poly-
gons, of the cluster category and its associated cluster-tilted algebras, intro-
duced by P. Caldero, F. Chapoton and R. Schiﬄer, in 2006.
In order to understand the cluster-tilted algebras, we need some back-
ground on the theory of representations of algebras (with emphasis on rep-
resentations of quivers and the Auslander-Reiten theory) and on the theory
of cluster algebras (with emphasis on the description of cluster algebras of
type A in terms of diagonals and triangulations of a regular polygon and the
set of almost positive roots in the root system of type A).
Key words: Cluster Algebras, Cluster-Tilting Theory, Representation
Theory of Quivers, Auslander-Reiten Theory
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Introduction
The notion of Cluster Algebra first appeared in 2001, in a paper by S. Fomin
and A. Zelevinsky, studying the dual canonical basis of the quantum group
of a finite dimensional simple Lie algebra over the complex numbers, and
also total positivity for algebraic groups.
The theory of cluster algebras has many connections and applications in
many different areas, such as algebra, geometry, combinatorics and physics.
The interesting connection between cluster algebras and representation the-
ory was studied in the papers [8, 11, 13, 22] and many other articles.
Cluster categories, introduced by A. Buan, R. Marsh, M. Reineke and
G. Todorov [11], are certain quotients of the derived category of the module
category of a finite dimensional path algebra, and the cluster-tilted algebras,
defined by A. Buan, R. Marsh and I. Reiten [8], are the endomorphism alge-
bras of certain objects in a cluster category (known as cluster-tilting objects).
Cluster categories and cluster-tilted algebras were introduced independently
by P. Caldero, F. Chapoton and R. Schiﬄer [13] for type A.
Our aim is to study the cluster-tilted algebras associated to a Dynkin
quiver of type A, using the graphical definition, involving diagonals of poly-
gons, of the cluster category and its associated cluster-tilted algebras, intro-
duced by P. Caldero, F. Chapoton and R. Schiﬄer [13]. The objects of the
cluster category can be thought of as diagonals in a regular polygon, with
morphisms given by certain transformations of the diagonals. Removing the
diagonals in a triangulation of the polygon, in an appropriate way, provides
a quotient category equivalent to the module category of a cluster-tilted al-
gebra.
The notions of cluster-tilted algebras and cluster categories led to cluster-
tilting theory, which is a new method of comparing algebras, generalising the
classical tilting theory (see, for example, [3]).
The survey article [7] gives a description of recent developments in cluster-
tilting theory and C. M. Ringel’s article to appear in the Handbook of Tilting
Theory [23] includes a large section on cluster-tilting theory. Ringel has
also listed cluster-tilted algebras on the fdlist page of striking new results
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(http://www.mathematik.uni-bielefeld.de/ fdlist/).
As was already mentioned, the core of this dissertation is the study of
[13]. Some knowledge of the theory of representations of algebras and the
theory of cluster algebras is required for the understanding of this paper.
With this purpose in mind, we divide this dissertation into four chapters.
Chapter 1 covers the background necessary for what follows, namely cat-
egory theory, module theory and root systems.
Chapter 2 is devoted to the study of representation of quivers. In the first
section we see that each finite dimensional algebra A over an algebraically
closed field is associated to a quiver, and that this connection allow us to
visualize any finite dimensional A-module as a representation of a quiver. In
Section 2.2, we exhibit an explicit computation of the simple, the indecom-
posable projective and the indecomposable injective A-modules, viewed as
representations of the quiver associated to A. The concepts of and main re-
sults on irreducible morphisms and minimal almost split morphisms are given
in Section 2.3. The notions of minimal almost split morphisms give rise to a
special type of exact sequences, called the almost split sequences, which play
an important role in representation theory. The existence of these sequences
is proved in Section 2.4. The important concept of Auslander-Reiten trans-
lation, studied also in this section, is used to the proof of this result. The
description of some aspects of Auslander-Reiten theory, which were intro-
duced in Section 2.4, enables us to define and describe the Auslander-Reiten
quiver (Section 2.5), which can be thought of as a combinatorial picture of
the module category of A.
In Chapter 3 we give an introduction to the theory of cluster algebras. We
exhibit the variations of the definition of cluster algebras (given in [16, 17])
and see the connection between them. Informally speaking, a cluster algebra
is a certain kind of combinatorially defined commutative algebra generated
by a set of elements known as cluster variables, divided into overlapping
subsets of equal cardinality, called clusters. We present some important
results, such as the Laurent phenomenon, which asserts that any cluster
variable can be written as a Laurent polynomial in the cluster variables of
any given cluster. We mention the classification of the cluster algebras of
finite type (the ones that have a finite number of cluster variables), which
is parallel to the Cartan-Killing classification of root systems. The theorem
known as ‘the denominator theorem’ is stated. This theorem establishes a
bijection between the cluster variables and the almost positive roots of the
root system associated to the cluster algebra of finite type. We focus our
attention on the cluster algebras of type A, which can be described in terms
of diagonals and triangulations of a regular polygon.
Finally, Chapter 4 is dedicated to the study of the paper [13], which, as
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we have already stated, gives a geometric description of the module category
of a cluster-tilted algebra of type A in terms of diagonals in polygons, and
whose morphisms come from rotating diagonals about their end-points. We
give the proof of the key result that this geometric category is equivalent to
the module category of a quiver with relations arising from a cluster algebra
of type A, and we finish with the proof of the main result of this paper, which
is a generalization of the ‘denominator theorem’ by Fomin and Zelevinsky
[17] to any cluster (in type A).
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Chapter 1
Background
In this preliminary chapter, we will fix some notation and state a few results
about algebras and modules, categories and functors, and root systems, that
will be used in the sequel. For more details and proofs, the reader is referred
to the following textbooks [1, 2, 4, 19, 20, 21, 24].
1.1 Category Theory
Categories
Definition 1.1.1. A category C consists of:
• A class Obj C, whose elements are called objects of C.
• For each pair of objects (X,Y ) of C, there is a set HomC (X,Y ), or for
short, Hom (X,Y ), whose elements are called morphisms from X to Y ,
such that for different pairs of objects (X,Y ) 6= (W,Z), HomC (X,Y )∩
HomC (W,Z) = ∅. We denote a morphism f ∈ HomC (X,Y ) by
X
f→ Y or f : X → Y.
• For every triple X,Y, Z of objects of C, there is an operation ◦, called
the composition, defined by
◦ : HomC (Y, Z)×HomC (X,Y ) → HomC (X,Z)
(g, f) 7→ g ◦ f,
that satisfies the conditions:
– For every objectX of C, there exists a morphism 1X ∈ HomC (X,X),
such that for all X
f→ Y and Z g→ X, f ◦ 1X = f and 1X ◦ g = g,
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– h ◦ (g ◦ f) = (h ◦ g) ◦ f , for all X f→ Y , Y g→ Z, Z h→ W .
The composition of two morphisms f and g will be denoted by gf or
fg, for short.
Definition 1.1.2. Let C and D be two categories. Their product C×D is the
category whose objects are of the form (X,Y ), with X ∈ Obj C, Y ∈ ObjD,
the morphisms are of the form f = (f1, f2) : (X,Y ) → (X ′, Y ′), where
f1 ∈ HomC(X,X ′), f2 ∈ HomD(Y, Y ′), and the composition ◦ is defined by
(f1, f2)◦(g1, g2) = (f1◦g1, f2◦g2), for all g1 ∈ HomC(X,Y ), f1 ∈ HomC(Y, Z),
g2 ∈ HomD(X ′, Y ′), f2 ∈ HomD(Y ′, Z ′).
In order to define an additive category, we need the definition of a direct
sum of objects. The symbol [n] (n ∈ N), which is introduced in the follow-
ing definition and will be used throughout this dissertation, denotes the set
{1, . . . , n}.
Definition 1.1.3. Let X1, . . . , Xn be objects of C. A direct sum of these
objects is a pair (X1⊕ . . .⊕Xn, (uj)j∈[n]), where X1⊕ . . .⊕Xn ∈ Obj C, and
uj : Xj → X1 ⊕ . . . ⊕ Xn, j ∈ [n], are morphisms, denominated summand
embeddings, that verifies the following condition:
If Z is an object of C and f1 : X1 → Z, . . . , fn : Xn → Z are morphisms
in C, then there is one and only one morphism f : X1 ⊕ . . .⊕Xn → Z such
that fj = fuj, for all j ∈ [n].
Note that if such object X1 ⊕ . . .⊕Xn exists, it is unique up to isomor-
phism.
Definition 1.1.4. Let C be a category.
1. The category C is said to be additive if it satisfies the following axioms:
• For every finite set X1, . . . , Xn of objects, there exists a direct sum
X1 ⊕ . . .⊕Xn in C.
• The set HomC (X,Y ) has an abelian group structure, for each pair
(X,Y ) of objects of C.
• Let X,Y, Z be arbitrary objects of C. The composition of mor-
phisms in C is bilinear, i.e.,
(f + f ′) ◦ g = f ◦ g + f ′ ◦ g,
f ◦ (g + g′) = f ◦ g + f ◦ g′,
for all morphisms f, f ′ ∈ HomC (Y, Z), g, g′ ∈ HomC (X,Y ).
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• There is an object 0 ∈ Obj C such that the identity morphism 10
is the element zero of the abelian group HomC (0, 0).
2. Let C be additive. The opposite category of C, denoted by Cop, is
the additive category such that Obj Cop = Obj C, HomCop (X,Y ) =
HomC (Y,X), for all X,Y ∈ Obj C, the addition in HomCop (X,Y )
is the addition in HomC (Y,X), and the composition ∗ in HomCop is
given by f ∗ g = g ◦ f , where ◦ is the composition in HomC. Note that
(Cop)op = C.
3. Let K be a field. The category C is called a K-category if, for every
pair X,Y of objects of C, HomC (X,Y ) has a K-vector space structure
such that the composition ◦ of morphisms in C is a K-bilinear map.
Remark 1.1.5. Let C be an additive category and let X1 ⊕ . . . ⊕ Xn be the
direct sum of the objects X1, . . . , Xn of C. By the direct sum property, for
each j ∈ [n], there exists a morphism pj : X1 ⊕ . . . ⊕ Xn → Xj such that
pj ◦uj = 1Xj , pj ◦ui = 0, for i 6= j, and u1◦p1+. . .+un◦pn = 1X1⊕...⊕Xn . This
morphism pj is called the jth projection. Furthermore, if (gi : X → Xi)i∈[n]
is a set of morphisms, there exists one and only one morphism g : X →
X1 ⊕ . . .⊕Xn such that pj ◦ g = gj, for j ∈ [n].
Thus, in an additive category, for any two direct sums X = X1⊕ . . .⊕Xn,
Y = Y1 ⊕ . . .⊕ Ym, any morphism f : X → Y can be written in the form
f =


f11 f12 . . . f1n
f21 f22 . . . f2n
...
...
. . .
...
fm1 fm2 . . . fmn

 ,
where fij = pi ◦ f ◦ uj ∈ HomC (Xj, Yi).
Let C be an additive category and f : X → Y be a morphism in C.
A kernel of f is a pair (Ker f, u : Ker f → X), where Ker f ∈ Obj C
and u is a morphism in C, such that
• f ◦ u = 0,
• If Z ∈ Obj C and h : Z → X is a morphism in C such that f◦h = 0, then
there exists a unique morphism h′ : Z → Ker f such that h = u ◦ h′.
A cokernel of f is a pair (Coker f, p : Y → Coker f), where Coker f is
an object of C and p is a morphism in C such that
• p ◦ f = 0,
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• If Z ∈ Obj C, and g : Y → Z is a morphism in C such that g◦f = 0, then
there exists a unique morphism g′ : Coker f → Z such that g = g′ ◦ p.
Definition 1.1.6. A category C is said to be abelian if:
• C is additive,
• Every morphism f : X → Y in C admits a kernel u : Ker f → X and
a cokernel p : Y → Coker f ,
• For each morphism f : X → Y in C, the unique morphism f¯ :
Coker u → Ker p, where u : Ker f → X is a kernel of f and p :
Y → Coker f is a cokernel of f , is an isomorphism, i.e., there ex-
ists a morphism f¯ ′ : Ker p → Coker u such that f¯ f¯ ′ = 1Ker p and
f¯ ′f¯ = 1Coker u.
Remark 1.1.7. In an additive category C where every morphism f : X → Y
admits a kernel u and a cokernel p, there exists such a morphism f¯ and it is
unique. For more details, see [2, Appendix A.1].
Functors
The functors can be viewed as ‘morphisms between categories’.
Definition 1.1.8. Let C,D, C′ be arbitrary categories.
1. We say that F is a covariant functor from C to D, and we write F :
C → D if:
• For each object X of C, F (X) ∈ ObjD,
• For each morphism f : X → Y in C, a morphism F (f) : F (X)→
F (Y ) is defined in D,
• For every object X in C, F (1X) = 1F (X),
• For each pair of morphisms f : X → Y, g : Y → Z, F (g ◦ f) =
F (g) ◦ F (f).
2. We say that F is a contravariant functor from C to D, and we write
F : C → D if:
• For each object X of C, F (X) ∈ ObjD,
• For each morphism f : X → Y in C, a morphism F (f) : F (Y )→
F (X) is defined in D,
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• For every object X in C, F (1X) = 1F (X),
• For each pair of morphisms f : X → Y, g : Y → Z, F (g ◦ f) =
F (f) ◦ F (g).
3. Any functor F : C × D → C′, is said to be a bifunctor .
Remark 1.1.9. A contravariant functor F : C → D can be considered as a
covariant functor F : Cop → D or F : C → Dop.
Definition 1.1.10. The composition of two functors F : C → C′ and G :
C′ → C′′ is the functor defined by: GF (X) = G(F (X)), for X ∈ Obj C, and
GF (f) = G(F (f)), for each morphism f : X → Y in C.
Now, we give the notion of functorial morphism, that compares two func-
tors between the same categories.
Definition 1.1.11. Let F, F ′ : C → D be two functors. A functorial
morphism ϕ = (ϕX)X∈Obj C : F → F ′ is a family of morphisms ϕX :
F (X) → F ′(X), X ∈ Obj C, such that, for any morphism f : X → Y in
C, ϕY F (f) = F ′(f)ϕX , i.e., such that the diagram
F (X) F ′(X)
F (Y ) F ′(Y )
ϕX
ϕY
F (f) F ′(f)
in D commutes. If each morphism ϕX , X ∈ Obj C, is an isomorphism in D,
then ϕ is said to be a functorial isomorphism. In this case, we write F
ϕ∼= F ′,
or briefly, F ∼= F ′.
Definition 1.1.12. Let C and D be arbitrary categories.
1. A covariant functor F : C → D is a category equivalence provided there
is a functor F ′ : D → C such that FF ′ ∼= 1D and F ′F ∼= 1C, where
1C (resp. 1D) is the identity functor of C (resp. D). The functor F ′ is
called an inverse equivalence of F .
2. A contravariant functor F : C → D is an equivalence of categories,
and is called a duality , if the covariant functor F : Cop → D is an
equivalence of categories.
3. We say that C and D are equivalent , and we write C ∼= D, if there is a
category equivalence between them.
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Definition 1.1.13. Let C,D, C′ be categories and F : C → D be a covariant
functor.
1. F is called dense if, for any object Y of D, there exists an object X in
C such that F (X) ∼= Y .
2. F is said to be full if, for all objects X,Y of C and for any morphism
g : F (X)→ F (Y ) in D, there is a morphism f : X → Y in C such that
F (f) = g. In other words, F is full if, for any pair X,Y of objects of
C, the map
FX,Y : HomC (X,Y ) → HomD (F (X), F (Y ))
f 7→ F (f)
is surjective.
3. If the map FX,Y is injective, for all X,Y ∈ Obj C, the functor F is
called faithful .
4. Suppose C and C′ are additive. Then F is called additive if, for any
objects X,Y in C, F (X)⊕F (Y ) ∼= F (X⊕Y ) and the map FX,Y verifies
the condition: F (f + g) = F (f) + F (g), for all f, g : X → Y in C.
5. If C and D are K-categories, then F is K-linear if F is additive and
FX,Y is a K-linear map for all X,Y ∈ Obj C.
6. If C and D are K-categories, then F is called a fully faithful embedding
functor if the map FX,Y is an isomorphism of K-vector spaces, i.e., if
F is full, faithful and K-linear.
The following theorem gives a useful characterization of equivalence of
categories.
Theorem 1.1.14. [2, Theorem A.2.5] Let C and D be two arbitrary categories
and F : C → D be a covariant functor. Then F is an equivalence of categories
if and only if F is full, faithful, and dense.
The radical of a category
Definition 1.1.15. Let C be an additive K-category and let I be a class of
morphisms of C. The class I is called a two-sided ideal in C if the following
conditions hold:
• If X ∈ Obj C, then 0X ∈ I,
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• If f : X → Y ∈ I and g : Y → Z is a morphism of C, then g ◦ f ∈ I,
• If f : X → Y ∈ I and g : Z → X is a morphism of C, then f ◦ g ∈ I.
The quotient category C/I is the category such that Obj C/I = Obj C
and, for a pair of objects X,Y in C, HomC/I (X,Y ) = HomC (X,Y )/I(X,Y ),
where I(X,Y ) is the set of morphisms of I from X to Y .
Definition 1.1.16. Let C be an additive K-category. The radical of C,
denoted by radC, is a class of morphisms in C whose set of morphisms from
X to Y , radC(X,Y ), where X,Y ∈ Obj C, consists of the morphisms h ∈
HomC(X,Y ) for which 1X − g ◦ h is invertible, for any g ∈ HomC(Y,X).
Let n ∈ N. The nth power of radC, denoted by radnC , is the class of mor-
phisms of the form f = fn◦fn−1◦. . .◦f1 : X → Y , where fi ∈ radC (Xi−1, Xi),
for each i ∈ [n], considering X0 = X and Xn = Y .
It is easy to check that the radical of an additiveK-category is a two-sided
ideal, as well as its nth powers, for n ∈ N.
Proposition 1.1.17. [2, A.3.4] Let C be an additive K-category and X =
X1 ⊕ . . .⊕Xn, Y = Y1 ⊕ . . .⊕ Ym be two direct sums in C. Let
f =


f11 f12 . . . f1n
f21 f22 . . . f2n
...
...
. . .
...
fm1 fm2 . . . fmn

 : X → Y,
be a morphism in C. Then f ∈ radC(X,Y ) if and only if fji : Xi → Yj ∈
radC(Xi, Yj), for all i ∈ [n], j ∈ [m].
Proposition 1.1.18. [2, A.3.5] Let X,Y ∈ Obj C such that HomC(X,X)
and HomC(Y, Y ) are local, i.e., HomC(X,X) and HomC(Y, Y ) have a unique
maximal ideal. Then radC(X,Y ) is the vector space of all nonisomorphisms
from X to Y in C.
1.2 Module Theory
Throughout, K will denote an algebraically closed field, and A a finite di-
mensional algebra over K. All A-modules are, unless otherwise specified,
right finite dimensional A-modules. The category whose objects are the
right A-modules and the morphisms the A-module morphisms is called the
category of modules and is denoted by ModA. If all the objects are the
finite-dimensional A-modules, we use the notation modA instead.
23
The radical, the socle and the top
Definition 1.2.1.
1. The radical of A, denoted by radA, is the intersection of all the maxi-
mal right (or equivalently, left) ideals in A.
2. The radical of M , denoted by radM , is the intersection of all the
maximal submodules of M .
Observe that the radical radAA of the right A-module AA is the radical
radA of the algebra A. The following proposition collects the main properties
of the radical of an algebra and of a module.
Proposition 1.2.2. [2, I.1.3, I.1.4, I.3.7]
1. radA = {a ∈ A | 1− ba has an inverse, ∀b ∈ A}.
2. The radical of A is the intersection of all the maximal left ideals of A,
and so it is a two-sided ideal.
3. All two-sided nilpotent ideals of A are contained in radA. Furthermore,
if I is a two sided nilpotent ideal of A such that A/I is isomorphic to
a product K × · · · ×K of copies of K, then I = radA.
4. For all right A-modules M and N , rad(M ⊕N) = radM ⊕ radN .
5. radM =M radA.
Definition 1.2.3.
1. A module is said to be simple if it is nonzero and the only submodules
of M are zero and itself. If M is a direct sum of simple modules, then
M is called semisimple.
2. The submodule ofM generated by all simple submodules ofM is called
the socle of M , and is denoted by socM .
3. The right A/radA-module M/radM , whose action of A/radA is de-
fined by (m+ radM).(a+ radA) = ma+ radM , where m ∈M,a ∈ A,
is called the top of M and is denoted by topM .
Note that topM is indeed a right A/radA-module, by 1.2.2 (5).
Definition 1.2.4. An algebra is called local if it has a unique maximal right
(or equivalently, left) ideal.
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Proposition 1.2.5. [2, I.4.6, I.4.8] Let A be a K-algebra and M be a right
A-module.
1. If A is finite dimensional, then A is local if and only if the K-algebra
A/radA is isomorphic to K.
2. Let M be an arbitrary right A-module. If EndM is local, then M is
indecomposable.
3. IfM is finite dimensional and indecomposable, then EndM is local and
any endomorphism f of M is either an isomorphism or is nilpotent,
i.e., fm = 0, for some natural m.
The next corollary follows directly from 1.2.5 (3) and 1.1.18 with C =
modA.
Corollary 1.2.6. If X and Y are indecomposable modules in modA, then
radA(X,Y ) is the K-vector space of all noninvertible homomorphisms from
X to Y .
Definition 1.2.7. Let A be a finite dimensional K-algebra. We say that
A is representation-finite if there is only a finite number of isomorphism
classes of indecomposable finite dimensional right A-modules, and that A is
representation-infinite otherwise.
The length of a module
Definition 1.2.8. A composition series of M is a chain
0 =M0 ⊂M1 ⊂M2 ⊂ . . . ⊂Mn =M
of submodules of M such that Mi+1/Mi is simple for i = 0, . . . , n− 1.
Since the algebra A and the A-module M are finite dimensional, there
exists a composition series of M (cf. [1]). Moreover, it follows from the
Jordan-Ho¨lder theorem (cf. [1, 11.3]), that the number n of submodules of
M in a composition series of M is well determined. This number is called
the length of M and is denoted by l(M).
The following proposition gives us some properties of the length, which
are easy consequences of the Jordan-Ho¨lder theorem.
Proposition 1.2.9.
1. Let f : M → N be a morphim between A-modules. If f is an epimor-
phism, then l(N) ≤ l(M). If f is a monomorphism, then l(M) ≤ l(N).
2. For any submodule N of M , l(M/N) = l(M)− l(N).
3. For any pair L,N of submodules ofM , l(L+N) = l(L)+l(N)−l(L∩N).
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The idempotents and the decomposition into indecom-
posables
Definition 1.2.10. An element e of A is an idempotent if e2 = e.
1. Two idempotents e1, e2 of A are said to be orthogonal if e1e2 = e2e1 = 0.
2. An idempotent e is called primitive if there are no orthogonal idempo-
tents e1, e2 ∈ A such that e = e1 + e2.
3. An idempotent e is central if ea = ae, for all a ∈ A. If 0 an 1 are the
only central idempotents of A, A is said to be connected .
Remark 1.2.11. Any finite dimensional algebra A admits a decomposition
A = e1A ⊕ . . . ⊕ enA, where e1, . . . , en are primitive pairwise orthogonal
idempotents of A such that 1 = e1 + · · · + en. Note that, since each ei is
primitive, each eiA is an indecomposable right ideal of A. Such a decompo-
sition is called an indecomposable decomposition of A.
Definition 1.2.12. A set {e1, . . . , en} of idempotents of A satisfying the
conditions:
• e1, . . . , en are pairwise orthogonal and primitive;
• e1 + . . .+ en = 1,
is said to be complete set of primitive orthogonal idempotents of A.
Proposition 1.2.13. [2, Proposition I.4.5] Let e ∈ A be a primitive idem-
potent.
1. The (A/radA)-module top eA is simple.
2. rad eA = e radA is the unique maximal proper submodule of eA.
Proposition 1.2.14. [2, I.6.2] Let {e1, . . . , en} be a complete set of primitive
orthogonal idempotents of the finite dimensional K-algebra A. The following
conditions are equivalent:
1. eiA ≇ ejA, for all i 6= j,
2. The algebra A/radA is isomorphic to a product of copies of K.
Definition 1.2.15. An algebra that satisfies one of the equivalent conditions
of proposition 1.2.14 is said to be basic.
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Proposition 1.2.16. [2, I.4.2] Let e be an idempotent of A and M be a right
A-module. The right eAe-modules HomA(eA,M) and Me are isomorphic.
Proposition 1.2.17. [2, I.5.17] Let {e1, . . . , en} be a complete set of primi-
tive orthogonal idempotents of A.
1. If S is a simple right A-module, then S is isomorphic to top eiA, for
some i ∈ [n].
2. If P is an indecomposable projective right A-module, then P is isomor-
phic to eiA, for some i ∈ [n].
3. If I is an indecomposable injective right A-module, then I is isomorphic
to D(Aei), for some i ∈ [n].
Exact sequences
Definition 1.2.18. Let f :M → N be a morphism of right A-modules.
1. We say that f is a section if it admits a left inverse, i.e., if there exists
g : N →M such that gf = 1M .
2. We say that f is a retraction if it admits a right inverse, i.e., if there
exists h : N →M such that fh = 1N .
Remark 1.2.19. Let f : M → N be a section and g : N → M be a left
inverse of f . Then f is injective and g is surjective. Moreover, we have
N = Imf ⊕Ker g ∼= M⊕Ker g. Indeed, if y ∈ Imf ∩Ker g, then y = f(x)
for some x ∈ M , and 0 = g(y) = gf(x) = x. So x = 0 and consequently,
y = 0. Any element n of N can be written in the form n = n−fg(n)+fg(n),
where n− fg(n) ∈ Ker g and fg(n) ∈ Imf .
Analogously, if f : M → N is a retraction and h is a right inverse of f ,
then f is surjective, h is injective and M = Ker f ⊕ Imh.
Lemma 1.2.20. [2, IV.1.9] (a) Let f : L → M be a nonzero A-module
homomorphism, with L indecomposable. Then f is not a section if and only
if
ImHomA(f, L) ⊆ radEndL.
(b) Let g : M → N be a nonzero A-module homomorphism, with N inde-
composable. Then g is not a retraction if and only if ImHomA(N, g) ⊆
radEndN .
Definition 1.2.21.
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1. A sequence
. . .→Mn−1 fn−1→ Mn fn→Mn+1 fn+1→ Mn+2 → . . . ,
where each Mi is a right A-module and each fi is a morphism, is called
an exact sequence if Ker fn = Imhn−1 for all n. In particular, the
sequence
0→ L f→M g→ N → 0
is said to be a short exact sequence if f is a monomorphism, g is an
epimorphism and Imf = Ker g.
2. A short exact sequence
0→ L f→M g→ N → 0
splits if f is a section.
Remark 1.2.22. In a short exact sequence
0→ L f→M g→ N → 0,
f is a section if and only if g is a retraction. Indeed, suppose that f is a
section. Then, by 1.2.19, Imf ∼= Ker g is a direct summand of M , i.e.,
there exists a submodule K of M such that K⊕Ker g =M . The morphism
g|K : K → N is an isomorphism, for N = g(M) = g(Ker g +K) = g(K) =
g|K(K) and Ker g|K = Ker g ∩ K = 0. Consider h = g|−1K : N → K as a
monomorphism from N to M . For n ∈ N , we have gh(n) = g|Kh(n) = n, so
g is a retraction. The converse is proved similarly.
Projective and Injective modules
Definition 1.2.23. Let U be a right A-module.
1. U is said to be projective if, for any A-modules M,N , any morphism
f : U → N and any epimorphism g :M → N , there exists a morphism
f ′ : U → M such that gf ′ = f , i.e., such that the next diagram is
commutative.
U
M N 0
f ′
f
g
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2. U is said to be injective if, for any A-modules M,N , any morphism
f : N → U and any monomorphism g : N → M , there exists a
morphism f ′ : M → U such that f ′g = f , i.e., such that the next
diagram is commutative.
U
0 N M
f ′
f
g
Lemma 1.2.24. Let P be a projective A-module and M
α→ N β→ L be an
exact sequence. If f is a morphism from P to N such that β ◦ f = 0, then
there exists a morphism g : P →M such that α ◦ g = f .
Proof. Write α = ι ◦ α¯, where ι : Imα →֒ N is the inclusion map and
α¯ : M → Imα is the epimorphism induced by α. Since β ◦ f = 0, we have
Imf ⊆ Ker β = Imα. Let then f¯ : P → Imα be the morphism induced by
f . Because α¯ is an epimorphism and P is projective, there exists a morphism
g : P →M such that α¯ ◦ g = f¯ . Hence α ◦ g = ι ◦ α¯ ◦ g = ι ◦ f¯ = f , and we
are done.
The following lemma will be frequently used in the sequel.
Lemma 1.2.25.
1. If P is a projective A-module and v ∈ HomA(V, P ) is an epimorphism,
then v is a retraction.
2. If I is an injective A-module and u ∈ HomA(I, U) is a monomorphism,
then u is section.
Proof. (1) Suppose that v is an epimorphism. Then, by definition of projec-
tive module, there exists v′ : P → V such that vv′ = 1P , which means that
v is a retraction. The second statement is similar.
Definition 1.2.26. Let M be an A-module.
1. A projective resolution of M is an exact sequence
. . .→ Pn fn→ Pn−1 → . . .→ P1 h1→ P0 h0→M → 0, (1.1)
where the Pi are projective A-modules.
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2. An injective resolution of M is an exact sequence
0→M g0→ I0 g1→ I1 → . . .→ Im gm+1→ Im+1 → . . . , (1.2)
where the Ii are injective A-modules.
Definition 1.2.27. Let M,N be two arbitrary A-modules.
1. A morphism f : M → N is called a minimal epimorphism if it is an
epimorphism and Ker f is superfluous in M , i.e., if Ker f + X = M
for some submodule X of M , then X =M .
2. A morphism f : M → N is said to be a projective cover of N if it is a
minimal epimorphism and M is projective.
3. A minimal projective presentation of M is an exact sequence
P1
p1→ P0 p0→M → 0,
such that p0 : P0 → M and the morphism p¯1 : P1 → Ker p0 = Imp1
induced by p1 are projective covers.
4. A projective resolution (1.1) (definition 1.2.26) is said to be minimal
provided fj : Pj → ImPj is a projective cover for all j.
5. A morphism f : M → N is called a minimal monomorphism provided
it is a monomorphism and X ∩ Imf 6= 0, for every nonzero submodule
X of N .
6. A morphism f :M → N is said to be a injective envelope of M if it is
a minimal monomorphism and N is injective.
7. A minimal injective presentation of M is an exact sequence
0→M u0→ I0 u1→ I1,
such that the morphisms u0 : N → I0 and Imu1 →֒ I1 are injective
envelopes.
8. An injective resolution (1.2) (definition 1.2.26) is said to be minimal
provided the morphisms Imgm →֒ Im, for m ≥ 1, and g0 :M → I0 are
injective envelopes.
Proposition 1.2.28. [2, I.5.8, I.5.14] Every module M in modA admits a
projective cover and an injective envelope and they are uniquely determined
up to isomorphism.
30
Corollary 1.2.29. [2, I.5.10, I.5.16] Any finite dimensional A-module M
admits a minimal projective (resp. injective) presentation and a minimal
projective (resp. injective) resolution.
Lemma 1.2.30. [4, I.3.7] Let M be an A-module, f : P →M be a projective
cover of M and g ∈ EndP . If fg = f , then g is an automorphism.
Proposition 1.2.31. Let M be an A-module. Let
S : P1
s→ P0 b→M → 0
be a projective presentation of M , and
Q1
r→ Q0 a→M → 0
be a minimal projective presentation of M . Then there exist direct sum de-
compositions P1 = E1⊕E ′1⊕E ′′1 , P0 = E0⊕E ′0⊕E ′′0 , a morphism u : E1 → E0
and an isomorphism v : E ′1 → E ′0 such that the sequence S is isomorphic to
the sequence
E1 ⊕ E ′1 ⊕ E ′′1 → E0 ⊕ E ′0 ⊕ E ′′0 →M → 0,
where the first map is given by 
u 0 00 v 0
0 0 0

 ,
which we denote by diag(u, v, 0).
Proof. Since Q0 is projective and b : P0 → M is surjective, there exists a
morphism f : Q0 → P0 such that bf = 1Ma = a. Analogously, there exists a
morphism g : P0 → Q0 such that ag = b. Since a : Q0 → M is a projective
cover and agf = bf = a, it follows that gf is an automorphism (cf. 1.2.30).
Now, let x ∈ Ker a. Then f(x) ∈ Ker b, as bf(x) = a(x) = 0. So f induces
a map f ′ from Ker a to Ker b. Similarly, g induces a map g′ from Ker b to
Ker a. Since gf is an automorphism and g′f ′ is a restriction of gf , it is also
an automorphism. Because s : P1 → Ker b is surjective and Q1 is projective,
there exists a morphism p : Q1 → P1 such that f ′r = sp. Analogously, there
exists a morphism q : P1 → Q1 such that g′s = rq. Let us see now that pq is
an automorphism. Since r : Q1 → Ker a is surjective and Q1 is projective,
there exists t : Q1 → Q1 such that (g′f ′)−1r = rt. Then we have rtqp =
(g′f ′)−1g′f ′r = r, and since r : Q1 → Ker a is a projective cover, it follows
from 1.2.30 that tqp is an automorphism. Hence qp is injective and because
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Q1 is finite dimensional, qp is an automorphism. Since (gf)
−1gf = 1Q0 , we
have P0 = Imf ⊕Ker (gf)−1g = Imf ⊕Ker g. Note that f is injective, so
Imf ∼= Q0. Thus, we have P0 ∼= Q0 ⊕Ker g. Analogously, since (qp)−1qp =
1Q1 , P1 = Imp⊕Ker q ∼= Q1⊕Ker q. Consider now the map s restricted to
Ker q. Because rq = gs, we have that s(Ker q) ⊆ Ker g. Thus, s induces a
map from Ker q to Ker g. Let α be this map, i.e., α = s |Ker q. We will check
now that this map is surjective. Let y ∈ Ker g. Then 0 = ag(y) = b(y),
so y ∈ Ker b = Im s. Hence, there is x ∈ P1 such that y = s(x). Consider
the element x− p(qp)−1q(x) of P1. It is clear that this element lies in Ker q,
and s(x − p(qp)−1q(x)) = s(x) − fr(qp)−1q(x) = s(x) − f(gf)−1rq(x) =
s(x) − f(gf)−1gs(x) = s(x) − f(gf)−1g(y) = s(x), as y ∈ Ker g. So α is
surjective. Note that Ker g is projective as it is a direct summand of P0.
Hence α is a retraction (cf. 1.2.25). Let β : Ker g → Ker q be a right inverse
of g. By 1.2.19, Ker q = Ker α ⊕ Imβ. So α : Ker α ⊕ Imβ → Ker g is
an isomorphism on Imβ and zero on Ker α. It is easy to check that the
diagram,
Q1 ⊕ Imβ ⊕Ker α Q0 ⊕Ker g ⊕ 0 M 0
P1 P0 M 0
diag(r,v,0) [a 0]
s b
[p ι] [f ι] 1M
where ι denotes the inclusion map and v := α |Imβ, is commutative and the
vertical maps are isomorphisms. This proves the proposition.
Definition 1.2.32. The projective dimension of an A-module M is the
length of a minimal projective resolution of M . Similarly, the injective di-
mension of an A-module M is the length of a minimal injective resolution of
M .
Remark 1.2.33. The projective dimension (resp. injective dimension) of M
is zero if and only if M is projective (resp. injective).
Examples of functors
We now present a number of functors that will be frequently used in the
sequel, particularly in the next chapter.
Firstly, we need the definition of opposite algebra. Let A = (A,+, ·) be
a K-algebra. The opposite algebra of A is the K-algebra (A,+, ∗), with the
same K-vector space structure as A and with the multiplication ∗ defined by
a ∗ b = b · a, for all a, b ∈ A.
We begin with the definition of the Hom-functors . Let A,B beK-algebras
and let M be an A-B-bimodule, i.e., M is a left A-module, a right B-module
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and satisfies the condition (ax)b = a(xb), for all x ∈ M,a ∈ A and b ∈ B.
The contravariant Hom-functor
HomB(−,M) :ModB →ModAop
is defined as follows:
• Each rightA-moduleN is associated to theK-vector spaceHomB(N,M)
of all B-module morphisms from NB to MB endowed with the left
A-module structure given by (af)(x) = a(f(x)), for all a ∈ A, f ∈
HomB(N,M), x ∈ N .
• For each morphism of right B-modules f : N → L, HomB(f,M) is
the morphism of left A-modules from HomB(L,M) to HomB(N,M)
defined by the formula HomB(f,M)(g) = gf .
The covariant Hom-functor
HomB(M,−) :ModB →ModA
is defined as follows:
• Each rightB-moduleN is associated to the rightA-moduleHomB(M,N),
whose multiplication HomB(M,N)×A→ HomB(M,N) is defined by
the formula (fa)(m) := f(am), for f ∈ HomB(M,N), a ∈ A and
m ∈M .
• For each morphism of B-modules f : N → L, HomB(M, f) is the mor-
phism of right A-modules from HomB(M,N) to HomB(M,L) defined
by the formula HomB(M, f)(g) = fg, for g ∈ HomB(M,N).
It is easy to check that the Hom-functors are additive and left exact
functors, i.e., for any exact sequence
0→ X f→ Y g→ Z
in ModB, then the sequences
0→ HomB(M,X) HomB(M,f)→ HomB(M,Y ) HomB(M,g)→ HomB(M,Z),
and
0→ HomB(Z,M) HomB(g,M)→ HomB(Y,M) HomB(f,M)→ HomB(X,M)
are left exact. For more details, see [1, 16.6], for example.
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We will pay special attention to a specific case of the contravariant Hom-
functors, where B = A and M = AA:
(−)t = HomA(−, A) : modA→ modAop,
which will be called A-dual functor.
This functor has the following important property.
Proposition 1.2.34. If PA is a projective right A-module, then P
t is a
projective left A-module.
Proof. If PA ∼= eA, with e ∈ A a primitive idempotent, then
P t = HomA(eA,A) ∼= Ae,
and this result thus follows from the additivity of (−)t.
This functor induces a duality, also denoted by (−)t, between the category
proj A of projective right A-modules, and the category proj Aop of projective
left A-modules (this is due to the homomorphism ǫM : M → M tt given by
ǫM(z)(f) = f(z) (for z ∈M and f ∈M t), which is functorial in M and it is
an isomorphism whenever M is projective.
Another important functor is theK-duality functor D : modA→ modAop,
also known as standard duality , is defined as follows:
• For each right A-module M , D(M), also denoted by M∗, is the K-
vector space HomK(M,K) with a structure of left A-module given
by the formula (af)(m) = f(ma), for f ∈ HomK(M,K), a ∈ A and
m ∈M .
• For each A-module morphism f : M → N , the K-morphism D(h) :
D(N)→ D(M) of left A-modules is defined by ϕ 7→ ϕh.
It is easy to show that D is a duality. The following proposition provides
some important properties of this functor.
Proposition 1.2.35. [2, I.5.13] Let L,M,N be A-modules. The standard
duality D verifies the following assertions.
1. M is a projective A-module if and only if D(M) is an injective Aop-
module.
2. M is an injective A-module if and only if D(M) is a projective Aop-
module.
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3. A morphism f : M → N is a minimal monomorphism if and only if
D(f) : D(N)→ D(M) is a minimal epimorphism.
4. A morphism f : M → N is a minimal epimorphism if and only if
D(f) : D(N)→ D(M) is a minimal monomorphism.
5. A sequence 0 → L f→ N g→ M → 0 in modA is exact if and only if
0→ D(M) D(g)→ D(N) D(f)→ D(L)→ 0 is an exact sequence in modAop.
Now we define the tensor product functors. Let A,B be K-algebras and
M be an A−B-bimodule. The covariant functor
(−)⊗M :ModA→ModB
is defined as follows:
• Each right A-module N is associated to the right B-module N ⊗M ,
whose multiplication (N ⊗M)×B → N ⊗M is defined by the formula
(m⊗ n)b := mb⊗ n, for m ∈M,n ∈ N, b ∈ B.
• For each morphism of right A-modules f : N → L, f ⊗M : N ⊗M →
L ⊗ M is defined by the formula (f ⊗ M)(n ⊗ m) = f(n) ⊗ m, for
n ∈ N,m ∈M .
Analogously, we define the covariant tensor productM⊗(−) :ModBop →
ModAop.
Let M be an A-module. It is easy to see that
ϕM : (−)⊗A M t → HomA(M,−),
defined as follows: for an A-module N ,
ϕMN : N ⊗A M t → HomA(M,N)
n⊗ f 7→ ϕMN (n⊗ f) : m 7→ nf(m),
where m ∈ M,n ∈ N and f ∈ M t, is a functorial homomorphism. More-
over, if M is projective, then ϕM is a functorial isomorphism, i.e., ϕMN is
an isomorphism for any A-module N , and if N is projective, then ϕMN is an
isomorphism as well.
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The mth extension bifunctor Extm
A
(−,−)
Let A be a K-algebra and let M,N be two A-modules. Take a projective
resolution of M
. . .→ Pm hm→ Pm−1 → . . .→ P1 h1→ P0 h0→M → 0.
Then ExtmA (M,N) is defined to be KerHomA(hm+1, N)/ImHomA(hm, N),
for m ≥ 1. For m = 0,
Ext0A(M,N) := KerHomA(h1, N).
Note that HomA(hm+1, N)HomA(hm, N) = 0 since hm+1hm = 0. Thus
ImHomA(hm, N) ⊆ KerHomA(hm+1, N). Moreover, this definition doesn’t
depend on the choice of the projective representation of M , so ExtmA (−, N)
is well defined on the objects.
The following proposition gives another definition of ExtmA (M,N) via any
injective resolution of N .
Proposition 1.2.36. [24, 6.2.5] Let M,N be A-modules, and let
0→ N p0→ I0 p1→ I1 p2→ I2 → . . .
be an injective resolution of N . Then
ExtmA (M,N)
∼= KerHomA(M, pn+1)/ImHomA(M, pn).
Consider now an A-module morphism f : M → M ′ and a projective
resolution of M ′:
. . .→ P ′m
h′m→ P ′m−1 → . . .→ P ′1
h′1→ P ′0
h′0→M ′ → 0.
There exists a family of morphisms {fm}m∈N0 satisfying the condition
h′mfm = fm−1hm, for m ≥ 1 and h′0f0 = fh0. The existence of f0 is due to
the fact that h′ : P ′0 → M ′ is an epimorphism and P0 is projective, and the
existence of fm, for m ≥ 1 follows from 1.2.24.
Define ExtmA (f,N) : Ext
m
A (M
′, N)→ ExtmA (M,N) to be HomA(fm, N).
Note that
HomA(hm+1, N)HomA(fm, N) = HomA(fm+1, N)HomA(h
′
m+1, N),
with m ∈ N. Hence, if g ∈ KerHomA(h′m+1, N), then HomA(fm, N)(g) ∈
KerHomA(hm+1, N), and if g ∈ ImHomA(h′m, N), then HomA(fm, N)(g) ∈
36
ImHomA(hm, N). Moreover, this definition does not depend on the choice
of {fm}m∈N0 , so ExtmA (−, N) is well defined on the morphisms.
The functor
ExtmA (−, N) :ModA→ModK
is contravariant and additive. Analogously, we define the covariant additive
functor
ExtmA (M,−) :ModA→ModK.
Proposition 1.2.37. [2, A.4.6] Let M be an A-module.
1. The projective dimension of M is m if and only if ExtmA (M,−) 6= 0
and Extm+1A (M,−) = 0.
2. The injective dimension of M is m if and only if ExtmA (−,M) 6= 0 and
Extm+1A (−,M) = 0.
We will now see another characterization of the elements of Ext1A(M,N),
for two arbitrary A-modules M,N .
Definition 1.2.38. Let M,N be two A-modules. An extension of M by N
is an exact sequence
0→M f→ L g→ N → 0.
Two extensions of M by N :
0→M f→ L g→ N → 0,
and
0→M f ′→ L′ g′→ N → 0,
are equivalent if there exists a morphism α : L→ L′ such that αf = f ′ and
g′α = g. The morphism α is in fact an isomorphism.
This defines an equivalence relation in the set of the extensions of M by
N . We denote by ext(N,M) the set of all equivalence classes of extensions
of M by N .
Proposition 1.2.39. [24, 7.1.5] There is a one-to-one correspondence be-
tween ext(N,M) and Ext1A(N,M).
Proposition 1.2.40. [24, 7.1.8, 7.1.9] Let S : 0→ M f→ L g→ N → 0 be an
extension of M by N , v a morphism from N ′ to N and u a morphism from
M to M ′.
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1. There is a unique (up to equivalence) extension S ′ : 0 → M f ′→ L′ g′→
N ′ → 0 of M by N ′, and a morphism v′ : L′ → L such that the diagram
0 M L′ N ′ 0
0 M L N 0
f ′ g′
f g
1 v′ v
is commutative.
2. There is a unique (up to equivalence) extension S ′′ : 0 → M ′ f ′′→ L′′ g′′→
N → 0 and a morphism u′ : L→ L′′ such that the diagram
0 M L N 0
0 M ′ L′′ N 0
f g
f ′′ g′′
u u′ 1
is commutative.
We denote by ext(v,M)([S]), or briefly ext(M, v)(S), the equivalence
class in ext(N ′,M) represented by S ′, and ext(N, u)([S]), or ext(N, u)(S)
for short, the equivalence class in ext(N,M ′) represented by S ′′.
Remark 1.2.41. It can be proved (see proof of [19, 3.2.4], for example) that
the bijection ψ between ext(N,M) and Ext1A(N,M) given in 1.2.39 is natural
in N , that is, for any morphism v : N ′ → N , the square
ext(N,M) Ext1A(N,M)
ext(N ′,M) Ext1A(N
′,M)
ψ
ext(v,M) Ext1A(v,M)
ψ
commutes, and it is also natural in M , in the sense that, for any morphism
u :M →M ′′, the square
ext(N,M) Ext1A(N,M)
ext(N,M ′′) Ext1A(N,M
′′)
ψ
ext(N,u) Ext1A(N,u)
ψ
commutes.
Definition 1.2.42. An extension 0→M f→ L g→ N → 0 of M by N is said
to be a split extension if it splits.
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It can be proved ([24, 7.1.3, 7.1.4]) that two split extensions of M by
N are equivalent and that an extension equivalent to a split extension also
splits. Hence the split extensions of M by N form an equivalence class.
Proposition 1.2.43. [24, 7.1.6] Under the correspondence between the equiv-
alence classes of extensions of M by N and Ext1A(N,M) given in 1.2.39, the
equivalence class of split extensions of M by N corresponds to the zero ele-
ment of Ext1A(N,M).
1.3 Root Systems
We will now give the basic notions on root systems, necessary to understand
what follows. For more details on this subject, we refer the reader to [6, 20].
Throughout this section, V will denote an Euclidean space of finite di-
mension n+ 1.
Let H be a hyperplane of V orthogonal to α ∈ V . Then, there exists one
and only one reflection such that s(v) = v, for all v ∈ H. This reflection is
given, for every v ∈ V , by
s(v) = v − 2(v, α)
(α, α)
α.
Definition 1.3.1. A (crystallographic) root system in V is a finite subset Φ
of generators of V that satisfies the following conditions:
• 0 /∈ Φ,
• Φ ∩ Rα = {±α}, for all α ∈ Φ,
• For each α ∈ Φ, sα(Φ) = Φ, where sα is the reflection in Hα = {x ∈
V | (x, α) = 0}.
• 2(α, β)/(α, α) ∈ Z, for all α, β ∈ Φ.
A root system Φ is said to be reducible if it can be decomposed into two
disjoint root systems Φ′ and Φ′′ such that every β ∈ Φ′ is normal to every
γ ∈ Φ′′. A root system is irreducible if such a decomposition doesn’t exist.
Given a root system Φ ⊆ V , we define the Weyl group associated to Φ to
be the group generated by the reflections sα, for α ∈ Φ.
A simple system, Π ⊆ Φ, is a basis for V and such that each α ∈ Φ can
be written as a linear combination of Π with all coefficients of the same sign.
The elements of Π are called the simple roots , the elements of Φ for which
the coefficients are all positive, are called the positive roots and the others
(whose coefficients are all negative) are called the negative roots .
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Definition 1.3.2. Let Φ be a root system and Π = {α1, . . . , αn} ⊆ Φ be a
simple system. The Cartan matrix A of Φ is the n× n integer matrix with
aij =
2(αi, αj)
(αi, αi)
.
Observe that the diagonal entries of the Cartan matrix are 2, aij ≤ 0, for
all i 6= j, and aij = 0 if and only if aji = 0.
We can associate a diagram, called the Dynkin diagram, to the Cartan
matrix A as follows: the vertices 1, . . . , n correspond to the simple roots
α1, . . . , αn, and the vertices i, j, with i 6= j, are linked by aijaji edges. Note
that this number is indeed a non-negative integer. Moreover, aijaji = 0, 1, 2
or 3.
Proposition 1.3.3. A root system is indecomposable if and only if the Dynkin
diagram of the corresponding Cartan matrix is connected.
The following proposition provides the completed classification of irre-
ducible root systems, obtained by E. Cartan and W. Killing.
Proposition 1.3.4. The complete list of Dynkin diagrams of irreducible root
systems is given by:
An (n ≥ 1) • • • • • •
Bn (n ≥ 2) • ks • • • • •
Cn (n ≥ 3) • +3 • • • • •
Dn (n ≥ 4)
E6
E7
E8
F4 • • +3 • •
G2 • _jt •
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The meaning of the arrows on the double and triple edges is as follows.
If aijaji > 1, we place an arrow on the edge joining i to j pointing from the
longer root toward the shorter root, i.e., if |αi| > |αj|, then we have an arrow
pointing from j to i.
We will be mainly interested in the root system An. Let (e1, . . . , en+1) be
the standard basis of V . Write αij = ei− ej+1, with 1 ≤ i < j ≤ n+1. Then
Φ := {±αij | 1 ≤ i < j ≤ n+ 1} is a root system of type An. A simple root
system is given by α1 = α11, . . . , αn = αnn, and the corresponding Cartan
matrix is given by
aij =


2 if i = j,
−1 if i = j − 1, j + 1,
0 otherwise.
Note that if i < j, αij = αi + . . .+ αj.
The following definition was introduced by Fomin and Zelevinsky.
Definition 1.3.5. Let Φ be a root system, and Π = {α1, . . . , αn} be the set
of simple roots. A root α of Φ is said to be almost positive if α = −αi, with
αi ∈ Π or the coefficients are all positive in the expression of α as a linear
combination of the simple roots. The set of almost positive roots is denoted
by Φ≥−1.
For each i ∈ [n], let σi : Φ≥−1 → Φ≥−1 be the map defined by
σi(α) =
{
si(α) if si(α) ∈ Φ≥−1,
α otherwise.
The map σi is an involution, i.e., σ
2
i = 1. Indeed, if α ∈ Φ≥−1 is such that
si(α) ∈ Φ≥−1, then σ2i (α) = σ(si(α)) = si(si(α)) = α, and if si(α) /∈ Φ≥−1,
then σ2i (α) = σi(α) = α.
Note also that σiσj = σjσi if aij = 0.
Let △ be a Dynkin diagram. We can divide the set of vertices into two
disjoint subsets I+ and I−, such that aij = 0, for all pairs i, j of different
vertices, belonging both to either I+ or I−.
Let
τ+ : Φ≥−1 → Φ≥−1,τ+ =
∏
i∈I+
σi,
and
τ− : Φ≥−1 → Φ≥−1,τ− =
∏
i∈I−
σi.
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Since the σi commute with one another, we have τ
2
+ = 1. For the same
reason, we have τ 2− = 1, as well. Therefore, τ+ and τ− are permutations of
Φ≥−1 which are both involutions.
We end this section with a proposition that will be useful for the sequel,
namely for chapter 3 and chapter 4.
Proposition 1.3.6. [18, Theorem 2.6] Every 〈τ−, τ+〉-orbit in Φ≥−1 contains
a negative simple root.
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Chapter 2
Representation theory of
quivers
This chapter is dedicated to the study of representation theory, specifically
the notions and the results necessary to the understanding of [13], the core
of this thesis. Quivers give a way to visualize finite dimensional algebras and
modules. For each basic, connected and finite algebra A, we associate a finite
and connected quiver Q. The modules over A can be viewed as representa-
tions of Q, connecting each vertex of Q to a K-vector space and each arrow
to a K-linear map. We prove that the category of the modules over a path
algebra associated to a quiver is equivalent to the category of representations
of that quiver. This approach provides an explicit computation of some spe-
cial modules as the simple and the indecomposable projective and injective
modules. Section 2 is devoted to this subject.
Irreducible and minimal almost split morphisms are of great importance
in the area of representation theory. The notion of minimal almost split
morphisms gives rise to a special type of exact sequences, the almost split
sequences. The main purpose of section 4 is to prove the existence of these
sequences, which requires the notion of Auslander-Reiten translations.
A special quiver that contains all the information known about modA,
called the Auslander-Reiten quiver, whose vertices are in relation with the
indecomposable modules and the arrows are in relation with the irreducible
morphisms, is defined in the last section of this chapter.
There are some results with minor relevance for the objective of this
dissertation whose proof is ommited. In these cases we refer the reader to [2]
and [4].
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2.1 Basic notions: quivers, path algebras and
representations
Firstly, let us enumerate the basic notions and terminology that we need to
know about quivers.
A quiver Q = (Q0, Q1) is an oriented graph, where Q0 is the set of
vertices and Q1 the set of arrows between vertices. Throughout this chapter
we will only consider finite and connected quivers, that is, quivers with a
finite number of vertices and arrows, whose vertices are all connected with
one another.
Two vertices a, b of Q are neighbours if they are connected by an arrow
α. Suppose α is oriented from a to b. In this case we say that a is the source
of α and b is its target. Then a is said to be a predecessor of b and b is said
to be a successor of a. A vertex a is a source (resp. sink) if it is not a target
(resp. source) of any arrow in Q.
A path of length n, ω, in Q is a sequence of n arrows α1 α2 . . . αn such
that the source of αi is the target of αi−1, for i = 2, . . . , n. The source of ω
is the source of α1 and the target of ω is the target of αn. If the source and
the target of ω coincide, the path ω is called a cycle. If the quiver Q has no
cycles, it is called acyclic. To each vertex a of Q, we associate a trivial path,
a path of length zero, and it will be denoted by ǫa.
A subquiver of Q is a quiver Q′ = (Q′0, Q
′
1) such that Q
′
0 ⊆ Q0 and
Q′1 ⊆ {α ∈ Q1 | s(α), t(α) ∈ Q′0 }. If Q′1 = {α ∈ Q1 | s(α), t(α) ∈ Q′0 },
then the subquiver Q′ is said to be full .
We will now associate a K-algebra, where K denotes an algebraically
closed field, to a quiver.
Definition 2.1.1. Let Q be a quiver. The path algebra KQ of Q is the
K-algebra with basis of the underlying K-vector space the paths in Q, and
with the product of two paths ω, ω′, given by the obvious composition ωω′, if
it makes sense, i.e., if the target of ω is the source of ω′, and zero otherwise.
This product is extended to arbitrary elements of KQ, by distributivity.
Example 2.1.2. Consider the quiver Q
α
β
γ
1 2
3
4
The basis of the path algebra KQ is the set:
{ǫ1, ǫ2, ǫ3, ǫ4, α, β, γ, βγ, βα},
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where ǫi is the trivial path associated to the vertex i (i ∈ [4]), and the
multiplication table for the basis is:
ǫ1 ǫ2 ǫ3 ǫ4 α β γ βγ βα
ǫ1 ǫ1 0 0 0 0 0 0 0 0
ǫ2 0 ǫ2 0 0 α 0 γ 0 0
ǫ3 0 0 ǫ3 0 0 β 0 βγ βα
ǫ4 0 0 0 ǫ4 0 0 0 0 0
α α 0 0 0 0 0 0 0 0
β 0 β 0 0 βα 0 βγ 0 0
γ 0 0 0 γ 0 0 0 0 0
βγ 0 0 0 βγ 0 0 0 0 0
βα βα 0 0 0 0 0 0 0 0
The following proposition gathers some basic properties of the path alge-
bra.
Proposition 2.1.3. [2, II.1.4, II.1.5, II.1.7] Let A be the path algebra KQ of
the finite and connected quiver Q.
1. A is associative.
2. The trivial paths ǫi, with i ∈ Q0, are orthogonal idempotents and∑
i∈Q0
ǫi is the identity of A.
3. The trivial paths ǫi, with i ∈ Q0, are primitive. The set {ǫi | i ∈ Q0}
is, therefore, a complete set of primitive orthogonal idempotents.
4. A is connected
5. A is finite dimensional if and only if Q is acyclic.
The next proposition tells us what is the radical of the path algebra of a
finite, connected and acyclic quiver.
Proposition 2.1.4. Let Q be a finite, connected and acyclic quiver. The
two-sided ideal RQ of the path algebra KQ generated (as an ideal) by the
arrows of Q is the radical of KQ.
Proof. Since Q is acyclic, there is a path in Q with maximal length l. So
the two-sided ideal of KQ, Rl+1Q , which is generated by the paths of length
≥ l + 1, is zero. Thus RQ is nilpotent.
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Consider the elements ǫ¯i = ǫi +RQ (i ∈ Q0) of KQ/RQ. These elements
form a basis for KQ/RQ, since RQ contains all the paths of length ≥ 1, and
we have the decomposition
KQ/RQ =
⊕
i∈Q0
ǫ¯i(KQ/R)ǫ¯i
as a K-vector space. Because the underlying vector space of the K-algebra
ǫ¯i(KQ/RQ)ǫ¯i is generated by ǫ¯i, ǫ¯i(KQ/RQ)ǫ¯i is isomorphic to K. Therefore,
KQ/R is isomorphic to a product of |Q0| copies ofK. By 1.2.2 (3), radKQ =
RQ.
Remark 2.1.5. Since KQ/RQ = KQ/radKQ is isomorphic to a product of
copies of K, it follows from 1.2.14 that ǫiKQ ≇ ǫjKQ, for all i, j ∈ Q0, i 6= j,
i.e., KQ is basic.
We will now define special quotients of the path algebra of a finite and
connected quiver Q, which are finite dimensional even when KQ isn’t, that
is, even when Q is not acyclic. We will see later that any basic, connected
and finite dimensional K-algebra is isomorphic to one of these quotients of
the path algebra of a finite and connected quiver.
Definition 2.1.6.
1. A relation ρ on a quiver Q over K is a linear combination
ρ =
m∑
i=1
λiωi,
where λi ∈ K (all not zero) and ωi are paths of Q with length ≥ 2, all
with the same target and source.
2. Let (ρi)i∈J be a set of relations on Q over K. The pair (Q, (ρi)i∈J) is
called a quiver bound by the relations ρi, or by the relations ρi = 0, i ∈ I.
We can associate with (Q, (ρi)i∈J) the K-algebra KQ/ 〈ρi | i ∈ J〉, where
〈ρi | i ∈ J〉 is the ideal of KQ generated by the relations ρi. Since the paths
involved in each ρi have length at least 2, 〈ρi | i ∈ J〉 ⊆ R2Q. If this ideal
contains RmQ for some m ≥ 2, it is called admissible.
Example 2.1.7. Consider the quiver Q
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•
β
~~
~~
~~
~
•λ 99 •
α
__@@@@@@@
γ
~~
~~
~~
~
•
δ
__@@@@@@@
The ideal I = 〈αβ − γδ, βλ, λ3〉 is admissible, because I ⊆ R2Q and R4Q ⊆
I. Indeed, every path of length ≥ 4 in Q must contain the path λ3 (when
its source is 1, 2 or 3) or the path αβλ2 or γδλ2 (when the source is 4).
Either way, such path lies in I. In the first case because λ3 belongs to
I, in the second case because βλ belongs to I and in the third case because
γδλ2 = (λδ−αβ)λ2+αβλ2 ∈ I. An example of an ideal that is not admissible
is J = 〈βλ, αβ − γδ〉. In fact, Rl * J for all l ≥ 2, since λl ∈ Rl \ J .
Suppose I = 〈ρi | i ∈ J〉 is admissible, and let m ≥ 2 be such that
RmQ ⊆ I. Then KQ/RmQ is clearly finite dimensional, since it is generated by
the finite set {ω + RmQ | ω is a path of length < m}. Because KQ/I is the
image of KQ/RmQ by the canonical epimorphism, KQ/I is finite dimensional.
Also, if I is admissible, the radical of KQ/I is easily determined.
Proposition 2.1.8. [2, 2.2.5, 2.2.10] Let Q be a finite and connected quiver
and I = (ρi)i∈J be an admissible ideal of KQ.
1. KQ/I is basic and connected.
2. The radical of KQ/I is the ideal RQ/I.
Let now A be a basic, connected and finite dimensional K-algebra. Let
{e1, . . . , en} be a complete set of primitive orthogonal idempotents of A. Note
that there exists such a set (cf. 1.2.11). The quiver of A, QA is defined as
follows:
• The vertices of QA correspond to the idempotents e1, . . . , en.
• The arrows α : i → j, for i, j ∈ (QA)0, correspond to the vectors in a
basis of the K-vector space ei(radA/rad
2A)ej.
The quiver is well defined, i.e., it doesn’t depend on the choice of the
complete set of primitive orthogonal set (cf. [2, II.3.2]).
Note that QA is finite since A is finite dimensional and so is the K-vector
space ei(radA/rad
2A)ej, for all i, j ∈ (QA)0. Moreover, the fact that A is
connected implies that QA is connected (cf. [2, II.3.4]).
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At first sight, the definition for the arrows in QA may seem laboured, but
considering a finite and connected quiver Q and an admissible ideal I of the
path algebra KQ, the set {α¯+ rad2(KQ/I) | α¯ = α+ I, α ∈ Q1} is a basis
of
rad (KQ/I)/rad2 (KQ/I) = (RQ/I)/(RQ/I)
2 ∼= RQ/R2Q.
Therefore, the arrows from i to j in Q are in bijective correspondence with
the vectors in a basis of the K-vector space ei(radA/rad
2A)ej.
So, in the case where A = KQ/I for some finite and connected quiver Q
and some admissible ideal I, the quiver of A is Q.
Proposition 2.1.9. [2, II.3.7] Let A be a basic and connected finite di-
mensional K-algebra. There exists an admissible ideal I of KQA such that
A ∼= KQA/I.
The following remark will be useful for the last chapter.
Remark 2.1.10. Let A be a basic, connected and finite dimensional algebra.
There is an admissible ideal I = 〈ρi | i ∈ J〉 such that A = KQA/I. Write
Q = QA, for short. The quiver of the opposite algebra A
op is the quiver
Qop, obtained from Q by changing the order of the arrows, i.e., if Qop1 =
{αop : b → a | α : a → b ∈ Q1}. Moreover, Aop = (KQop)/Iop, where
Iop = 〈ρopi | i ∈ J〉.
Let A be a finite dimensional algebra. We will now relate the quivers
with finite dimensional A-modules. The category of the finite dimensional
modules over a finite dimensional K-algebra is equivalent to the category of
the finite dimensional modules over a basic, connected and finite dimensional
K-algebra (cf. [2, I.6.19]). Hence we will assume that the modules considered
from now on are over an algebra satisfying such conditions. We know that
A is isomorphic to KQ/I, for some finite and connected quiver Q and an
admissible ideal I. An A-module can be viewed as a representation of (Q, I),
which assigns to each vertex of Q a K-vector space, and to each arrow of Q
a K-linear map and satisfies some relations induced by I.
Definition 2.1.11. Let Q be a finite quiver. A representation M , (Ma, ϕα)
(a ∈ Q0, α ∈ Q1) , of Q is a set of K-vector spaces {Ma | a ∈ Q0} together
with a set of K-linear maps {ϕα : Ma → Mb | α : a → b ∈ Q1}. If all the
vector spaces Ma, a ∈ Q0 are finite dimensional, then (Ma, ϕα) is said to be
a finite dimensional representation of Q.
For a finite quiverQ, we define a category of representations ofQ, denoted
by Rep(Q), where:
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• The objects are the representations of Q,
• Given two representations of Q, M =: (Ma, ϕα) and M ′ =: (M ′a, ϕ′α),
a morphism (of representations) f :M →M ′ is defined to be a family
f = (fa)a∈Q0 of K-linear maps (fa : Ma → M ′a)a∈Q0 for which the
following diagram is commutative:
Ma
ϕα−−−→ Mbyfa yfb
M ′a
ϕ′α−−−→ M ′b
for all α : a→ b ∈ Q,
• The composition of two morphisms of representations ofQ, f = (fa)a∈Q0 :
M → M ′ and g = (ga)a∈Q0 : M ′ → M ′′ is the family gf = (gafa)a∈Q0 .
Clearly gf is a morphism from M to M ′′.
We are only interested in finite dimensional representations of Q, and in
this case the category is denoted by rep(Q).
Example 2.1.12. Consider the quiver
1 2
βoo 3
α
oo
γoo
and the finite dimensional representations M :
K K2
[0 1]oo K
[1 0]t
oo
[0 1]too
and M ′:
K K
1
oo K2.
[1 0]
oo
[0 1]oo
We have a morphism f = (fa)a∈Q0 : M → M ′, where f1 = 1, f2 = [0 1] and
f3 = [0 1]
t.
K
1

K2
[0 1]oo
[0 1]

K
[1 0]t
oo
[0 1]too
[0 1]t

K K
1
oo K2.
[1 0]
oo
[0 1]oo
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Let I = 〈ρi | i = 1, . . . ,m〉 be an admissible ideal. Suppose Q is bound
by the relations in Q. We say that a representation M = (Ma, ϕα) is bound
by I or satisfies the relations in I if
ϕρ = 0, for all relations ρ ∈ I,
where ϕρ is the evaluation of M on ρ, which is defined as follows:
ϕω = ϕαkϕαk−1 . . . ϕα1 ,
for a path ω = α1 . . . αk in Q, and
ϕρ =
l∑
i=1
λiϕωi ,
where ρ =
∑l
i=1 λiωi is an arbitrary element of KQ.
Example 2.1.13. Consider the quiver Q and the representation M given in
the example 2.1.12. This representation is bound by the relation αβ = 0 but
it doesn’t satisfy the relation γβ = 0.
The full subcategory RepK(Q, I) of RepK(Q) is composed by the repre-
sentations of Q bound by I. If the representations are finite dimensional,
then the subcategory is denoted by repK(Q, I).
Theorem 2.1.14. Let Q be a finite and connected quiver, I an admissible
ideal of KQ and A = KQ/I. The categories repK(Q, I) and modA are
equivalent.
Proof. We only present the equivalence F : modA → repK(Q, I) and its
equivalence inverse. Denote by ea = ǫa + I, with a ∈ Q0, the primitive
idempotents of A. Consider the functor
F : modA→ repK(Q, I),
defined as follows:
1. For M ∈ modA, F (M) = (Ma, ϕα), where
• Ma :=Mea, for each a ∈ Q0,
• For each α : a → b ∈ Q1, ϕα(x) := xα¯ ∈ Meb, where x = xea ∈
Ma, and α¯ = α+ I.
2. For an A-module morphism f : M → M ′, F (f) = (fa)a∈Q0 , where
fa = f |Ma . Note that, for x = xea ∈Mea, we have fa(xea) = f(xea) =
f(x)ea ∈M ′ea =M ′a.
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Let us check that (Ma, ϕα) is bound by the relations in I. Let ρ =∑m
i=1 λiωi, where λi ∈ K and ωi = αi,1 . . . αi,li is a path in KQ, be a relation
in I. Then, we have:
ϕρ(x) =
m∑
i=1
λiϕωi(x)
=
m∑
i=1
λiϕαi,li ...αi,1(x)
=
m∑
i=1
λi(xα¯i,1 . . . α¯i,li)
= x ·
m∑
i=1
λi(α¯i,1 . . . α¯i,li)
= x · ρ¯ = x · 0 = 0.
We also have to check that F (f) is a morphism of representations, i.e.,
ϕ′αfa = fbϕα, for each arrow α : a→ b. Indeed, if x ∈Ma, we have
ϕ′αfa(x) = fa(x)α¯ = f(x)α¯ = f(xα¯) = fb(xα¯) = fbϕα(x).
It is clear that F sends finite A-modules to finite bounded representations.
The inverse equivalence of F is G : repK(Q, I)→ modA, such that:
1. For M = (Ma, ϕα) ∈ repK(Q, I), G(M) = ⊕a∈Q0Ma with a KQ-
module structure given by:
xω =
{
xa if ω = ea,
(δbcϕω(xa))c if ω is a path from a to b,
where x = (xa)a∈Q0 ∈ G(M).
2. f = ⊕a∈Q0fa : G(M) → G(M ′), for each morphism (fa)a∈Q0 : M =
(Ma, ϕα)→M ′ = (M ′a, ϕ′α) in repK(Q, I).
Note that if ρ ∈ I and x ∈ G(M), then xρ = 0, since ϕρ = 0. So G(M) is,
indeed, a KQ/I-module. On the other hand, f = ⊕a∈Q0fa, which is clearly
a K-linear map, is in fact an A-module morphism. Indeed, for x = (xa)a∈Q0
and ω¯ = (
∑m
i=1 λiωi) + I ∈ KQ/I, where ωi is a path from ai to bi in Q, we
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have
f(xω¯) = f(
m∑
i=1
λixωi) =
m∑
i=1
λif(xωi)
=
m∑
i=1
λif(0, . . . , 0, ϕωi(xai), 0, . . . , 0)
=
m∑
i=1
λi(0, . . . , 0, fbiϕωi(xai), 0, . . . , 0)
=
m∑
i=1
λi(0, . . . , 0, ϕ
′
ωi
fai(xai), 0, . . . , 0)
=
m∑
i=1
λi(fa(xa))aωi = f(x)ω¯.
If M = (Ma, ϕα) is a finite dimensional representation of (Q, I), then
dimK Ma <∞, for all a ∈ Q0. Because Q is finite, it follows that the dimen-
sion of G(M), which is equal to dimK ⊕a∈Q0 Ma, is also finite. Therefore, G
sends finite representations of (Q, I) to finite dimensional A-modules.
From now on, we identify the A-modules with the corresponding repre-
sentations given in the proof of theorem 2.1.14, and we use the same notation
for both.
2.2 Indecomposable projectives and injectives
This interpretation of modules over A ∼= KQ/I in terms of representations
of (Q, I) is very useful to their description. In this section, we will compute
the simple modules and the indecomposable projectives and injectives.
Firstly, let us fix some notation. We denote by (Q, I) a finite and con-
nected quiver bound by the admissible ideal I, and by A the quotient K-
algebra KQ/I. Recall that the radical of A is RQ/I, where RQ is the ideal
of KQ generated by the arrows of Q, and that the set {e1 = ǫ1+ I, . . . , en =
ǫn+ I}, where n is the number of vertices of Q, is a complete set of primitive
orthogonal idempotents of A.
Let a be a vertex of Q. Consider the A-module S(a) = (S(a)b, ϕα) given
by S(a)b = K, for b 6= a, S(a)a = K and ϕα = 0, for every arrow of Q. Note
that, because all the K-linear maps ϕα are zero, S(a) is bound by I. It is
clear that each S(a) is a simple module. Indeed, any submodule of S(a) is of
the form N(a) = (N(a)b, ψα), where N(a)b is a K-vector subspace of S(a)b
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and ψα = ϕα|N(a)b , for each arrow α : b→ c. So N(a)b = 0, for b 6= a, ψα = 0,
for all α ∈ Q1 and N(a)a is either K or 0, which implies that N(a) = S(a)
or N(a) is zero, as required.
Proposition 2.2.1. The set {S(a) | a ∈ Q0} is a complete set of represen-
tatives of the isomorphism classes of the simple A-modules.
Proof. Since HomA(S(a), S(b)) = 0, for a 6= b, the A-modules S(a), with a ∈
Q0, are pairwise nonisomorphic. If we prove that S(a) ∼= top eaA, the proposi-
tion follows from 1.2.17. By 1.2.16, HomA(eaA, S(a)) ∼= S(a)ea = S(a)a 6= 0.
So, there is a nonzero morphism φ from eaA→ S(a), which is surjective, since
S(a) is simple. Since eaA/Ker φ ∼= Imφ = S(a), and S(a) is simple, Ker φ
is a maximal proper submodule of eaA. Hence, Ker φ = rad (eaA), by 1.2.13
(2), and so S(a) ∼= eaA/rad (eaA) = top (eaA), as required.
The following proposition provides a computation of the socle, the radical
and the top of an A-module M .
Proposition 2.2.2. Let M = (Ma, ϕα) be a representation of (Q, I).
1. socM = N , where N = (Na, ψα) with
Na =
{
Ma if a is a sink⋂
α:a→bKer(ϕα :Ma →Mb) if a is not a sink,
and ψα = ϕα|Na = 0 for every arrow α of source a.
2. radM = J , where J = (Ja, γα) with Ja =
∑
α:b→a Im(ϕα : Mb → Ma)
and γα = ϕα|Ja for every arrow α of source a.
3. topM = L, where L = (La, ψα) with
La =
{
Ma if a is a source∑
α:b→aCoker(ψα :Mb →Ma) otherwise.
and ψα = 0 for every arrow α of source a.
Proof. (1) If we prove that N is a semisimple submodule of M that contains
every simple submodule of M , we are done. Since Na ⊆ Ma, for all a ∈ Q0,
and ψα = ϕα|Na , N is a submodule of M . Note that a module X = (Xa, τα)
is semisimple if and only if τα = 0, for all α ∈ Q1. Indeed, if X is semisimple,
then it is a direct sum of simple modules. Write X = ⊕a inQ0S(a)da . By
definition of a direct sum of representations, it follows that τα = 0, for all
α ∈ Q1. Conversely, suppose that for each α ∈ Q1, τα = 0. For every
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a ∈ Q0, Xa = Kda , for some da. Then, again by definition of a direct sum
of representations, M = ⊕a∈Q0S(a)da , since S(a) is the representation with
K at vertex a and 0 elsewhere. Therefore, N is semisimple, since ψα = 0 for
every α. Let S be a simple submodule of M . Then, by 2.2.1, S ∼= S(a) for
some a ∈ Q0. Because S embeds into M , the square
K = S(a)a S(a)b = 0
Ma Mbϕα
is commmutative, for each α : a → b ∈ Q1. Thus, S(a)a ⊆ Ker ϕα for all
α : a→ b, which implies that S(a)a ⊆ Na. Hence S(a) ⊆ N , as required.
(2) By 1.2.2 (4) and 2.1.8, radM =M ·radA =M ·RQ/I. Since RQ/I is
generated by {α¯ = α + I | α ∈ Q1}, we have radM =
∑
α∈Q1
Mα¯. Hence,
for each a ∈ Q0,
Ja =
(∑
α∈Q1
Mα¯
)
ea =
∑
α∈Q1
M(α¯ea) =
∑
α:b→a
Mα¯,
and, for each arrow α : b → a of target a, we have Mα¯ = Mebα¯ = Mbα¯ =
ϕα(Mb) = Imϕα, according to the definition of the functor F in 2.1.14. For
every arrow α of source a, γα = ϕα|Ja , because J is a submodule of M .
(3) is a direct consequence of (2).
Example 2.2.3. Consider the quiver Q
1 2
3
α
β
γ
and the representation M of Q given by
K
K K2
1
[1 0]t
[0 1]
Let us compute socM . We have
• (socM)1 = Ker ϕγ ∩Ker ϕα = 0,
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• (socM)2 = Ker ϕβ = 〈(1, 0)〉K ∼= K,
• (socM)3 =M3 = K, because the vertex 3 is a sink.
Thus
socM =
K
0 K
0 ∼= S(2)⊕ S(3)
In this case radM = socM , since
• (radM)1 =
∑
{µ|t(µ)=1} Imϕµ = 0,
• (radM)2 = Imϕα = 〈(1, 0)〉K ∼= K,
• (radM)3 = Imϕγ + Imϕβ = K +K = K,
• γβ = ϕβ|〈(1,0)〉K = 0.
Finally the topM is given by
0
K K
0
∼= S(1)⊕ S(2)
Observe that M is indecomposable. Indeed an endomorphism of M is
given by a triple (f1, f2, f3), where
f1 = [f1(1)] :M1 →M1,
f2 =
[
a b
c d
]
:M2 →M2,
f3 = [f3(1)] :M3 →M3
are such that f3 ◦ 1 = 1 ◦ f1, [1 0]t ◦ f1 = f2 ◦ [1 0]t and f3 ◦ [0 1] = [0 1] ◦ f2.
This means that f1 = f3, f1(1) = f3(1) = a = d and c = 0. Thus
EndM ∼=
{[
a b
0 a
]
| a, b ∈ K
}
.
Consider the ideal
I =
{[
0 b
0 0
]
| b ∈ K
}
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of EndM . We have I2 = 0, which is to say I is nilpotent, and EndM/I ∼=
K. Hence I = rad (EndM) (1.2.2(3)) and so EndM is local. By 1.2.5 (3),
M is indecomposable.
The next proposition describes the indecomposable projective and injec-
tive A-modules. Recall that every indecomposable projective right A-module
is isomorphic to eiA, for some i ∈ [n], and every indecomposable injective
right A-module is isomorphic to D(Aei), for some i ∈ [n] (see 1.2.17).
Proposition 2.2.4. Let (Q, I) be a bound quiver, A = KQ/I, P (a) = eaA
and I(a) = D(Aea), with a ∈ Q0.
1. The indecomposable projective A-module P (a) is given by the represen-
tation (P (a)b, ϕβ), where:
• The K-vector space P (a)b is generated by ω¯ = ω + I, with ω a
path from a to b,
• For an arrow β : b → c, the K-linear map ϕβ : P (a)b → P (a)c is
given by the right multiplication by β¯ = β + I.
2. The indecomposable injective A-module I(a) is given by the represen-
tation (I(a)b, ϕβ), where:
• The K-vector space I(a)b is the dual of the K-vector space with
basis the set of all ω¯ = ω + I, with ω a path from b to a,
• For an arrow β : b → c, the K-linear map ϕβ : I(a)b → I(a)c is
given by the dual of the left multiplication by β¯ = β + I.
Proof. (1) According to the functor F of the proof of the Theorem 2.1.14,
we have
P (a)b = P (a)eb = eaAeb = ea(KQ/I)eb = (ǫa(KQ)ǫb)/(ǫaIǫb),
which implies that P (a)b is generated by the paths from a to b, and for an
arrow β : b→ c in Q, ϕβ is given by the right multiplication by β¯ = β + I.
(2) We have
I(a)b = I(a)eb = D(Aea)eb ∼= D(ebAea) ∼= D(ǫb(KQ)ǫa/ǫbIǫa),
which proves the first part. Let now β : b → c be an arrow of Q. The
K-linear map ϕβ : I(a)b → I(a)c is such that ϕβ(f) = fβ¯ for f ∈ I(a)b =
HomK(ǫb(KQ)ǫa/ǫbIǫa, K). According to the KQ/I-module structure of
D(ǫc(KQ)ǫa/ǫcIǫa), we have ϕβ(f)((¯ω)) = fβ¯(ω¯) = f(β¯ω¯). Thus, ϕβ =
D(µβ), where
µβ : ǫc(KQ)ǫa/ǫcIǫa → ǫb(KQ)ǫa/ǫbIǫa
is the left multiplication ω¯ 7→ β¯ω¯.
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Remark 2.2.5.
• It follows from 2.2.2 (2) and from 2.2.4 (1) that the radical of P (a)
is given by the representation (P ′(a)b, ϕ
′
β), where P
′(a)b = P (a)b for
b 6= a, P ′(a)a is the K-vector space generated by ω¯ = ω + I, with ω
a nonstationary path from a to a, ϕ′β = ϕβ for any arrow β of source
b 6= a and ϕ′α = ϕα|P ′(a)a for any arrow α of source a.
• For every vertex a of Q, the simple module S(a) is isomorphic to
soc I(a). We use 2.2.2 (1) and 2.2.4 (2) to prove this. Let soc I(a) =
(N(a)b, ψα) and I(a) = (I(a)b, ϕα). Let b ∈ Q0 \ {a}. If b is a sink,
then N(a)b = I(a)b = D(ebAea) = 0, since it can’t be a path from b to
a. Suppose now that b is not a sink. Then
N(a)b =
⋂
α:b→c
Ker (ϕα : I(a)b → I(a)c) .
By 2.2.4 (2), I(a)b is spanned by ω¯
⋆, where ω is a path from b to a,
ω¯ = ω + I and ω¯⋆ is the dual linear map, given by
ω¯⋆(x¯) =
{
1 if x¯ = ω¯
0 otherwise,
for x¯ ∈ ebAea. Similarly, I(a)c is spanned by v¯⋆, where v is a path from
c to a, v¯ = v + I and v¯⋆ is the dual linear map. Let α : b → c be an
arrow of Q and let
∑
ω = λωω¯
⋆ be an element of I(a)b. We have,
ϕα
(∑
ω
= λωω¯
⋆
)
(v¯) =
∑
ω
λωω¯
⋆(α¯v¯) = λαv,
according to the definition of the dual linear map ω¯⋆. Hence, if
∑
ω =
λωω¯
⋆ ∈ ∩α:b→cϕα, then λαv = 0, for any path αv from b to a via some
vertex c, i.e., λω = 0, for all ω spanning I(a)b. Therefore, N(a)b =
∩α:b→cKer ϕα = 0, for b 6= a. Since soc I(a) is simple (see [4, II.4.1],
for example), we have N(a)a = K. Furthermore, the K-linear maps
ψα are all zero. Hence S(a) = soc I(a), as required.
• For each a ∈ Q0, I(a)/soc I(a) = I(a)/S(a) is given by the representa-
tion (Lb, ψβ), where Lb is the quotient space of I(a)b which is dual to
the space spanned by the residual classes of paths from b to a of length
at least one, and ψβ is the induced map.
Example 2.2.6. Let Q be the quiver
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12
3
4
5
6
λ
µ
β
δ
α
γ
bound by αβ = γδ, δµ = 0 and βλ = 0.
Then P (1) = S(1), P (2) = S(2) (in fact, P (a) is simple if and only if a
is a sink), radP (1) = 0 = radP (2),
P (3) =
K 0
 

K
1aaBBB
1}}|
||
0
]]<<<


K 0
__????
radP (3) = S(1)⊕ S(2)
P (4) =
0 K
1}}|
||
K
1}}|
||
aaBBBB
0
__????
 

K 0
aaBBBB
radP (4) =
0 0
~~~
~
K
aaCCCC
1}}|
||
0
^^<<<


K 0
__????
P (5) =
K 0
}}||
||
K
}}||
||
1
aaBBB
0
__????
 

0 K
1
aaBBB
radP (5) =
K 0
 

K
}}||
||
1aaBBB
0
]]<<<
  

0 0
__@@@@
P (6) =
0 K
1
}}||
|
K
 

__????
K
1aaBBB
1}}|
||
0 K
1
aaBBB
radP (6) =
0 K
1
}}||
|
K
 

__????
0
__????
 

0 K
1
aaBBB
I(4) =
0 K
 

0
  

]]<<<
K
1aaBBB
}}||
||
0 0
__@@@@
I(5) =
0 0
~~
~~
0


^^<<<
K
aaCCCC
1}}|
||
0 K
__????
I(1) = P (5), I(2) = P (4), I(3) = P (6) and I(6) = S(6) (note that I(a) is
simple if and only if a is a source).
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2.3 Irreducible morphisms and almost split
sequences
This section is devoted to the study of special types of morphisms which
play an important role in the representation theory, the minimal almost split
morphisms and the irreducible morphisms. The inclusion radP →֒ P , for
any indecomposable projective module P , and the canonical epimorphism
I → I/soc I, for any indecomposable injective module I are examples of
minimal almost split morphisms. The irreducible morphisms can be viewed
as components of minimal almost split morphisms and they have an impor-
tant characterization via the radical of the category modA. We also give the
notion and some properties of almost split sequences.
Throughout, K denotes an algebraically closed field, A denotes a finite
dimensional K-algebra, and all A-modules are, unless otherwise specified,
right finite dimensional A-modules.
Definition 2.3.1.
1. A morphism f : X → Y is left minimal if every h ∈ EndY such that
hf = f is an automorphism.
2. A morphism f : X → Y is left almost split if
• f is not a section,
• Every morphism u : X → U that is not a section factors through
f , i.e., there exists u′ : Y → U such that u′f = u.
3. A morphism f : X → Y that is left minimal and left almost split is
said to be left minimal almost split .
4. A morphism g : Y → Z is right minimal if every k ∈ EndY such that
gk = g is an automorphism.
5. A morphism g : Y → Z is right almost split if
• g is not a retraction,
• Every morphism v : V → Z that is not a retraction factors through
g, i.e., there exists v′ : V → Y such that gv′ = v.
6. A morphism g : Y → Z that is right minimal and right almost split is
said to be right minimal almost split .
Proposition 2.3.2.
59
1. Any two left minimal almost split morphisms with the same domain,
f : M → N and g : M → L, are equivalent, i.e., there exists an
isomorphism h : N → L such that g = hf .
2. Any two right minimal almost split morphisms with the same codomain,
f : N → M and g : L → M , are equivalent, i.e., there exists an
isomorphism h : N → L such that f = gh.
Proof. (1) Since g is left almost split, g is not a section. Hence there exists
a morphism h : N → L such that g = hf , because f is left almost split.
Analogously, there is a morphism h′ : L → N such that h′g = f . Therefore
we have hh′g = hf = g and h′hf = h′g = f , which implies that both
hh′ and h′h are automorphisms, as g and f are left minimal. In particular
h′h is injective, so h is a monomorphism, and hh′ is surjective, so h is an
epimorphism. Thus h is an isomorphism. The proof of (2) is similar to
(1).
Example 2.3.3. Let P be an indecomposable projective A-module. The inclu-
sion ι : radP →֒ P is right minimal almost split. The right minimality follows
directly from the fact that ι is a monomorphism. Because radP 6= P , g is
not an epimorphism, and so g cannot be a retraction. Let now v : V → P
be a homomorphism that is not a retraction. We want to prove the exis-
tence of a morphism v′ : V → radP such that gv′ = v, which means that
Imv ⊆ radP . By lemma 1.2.25 v is not an epimorphism, i.e., Imv   P . On
the other hand, it follows from 1.2.13 (2) that radP is the unique maximal
submodule of P , since P is projective. Thus Imv ⊆ radP .
Morever, it follows from 2.3.2 that any right minimal almost split mor-
phism with P as codomain is a monomorphism and its image is radP .
Analogously, if I is an indecomposable injective A-module, the canonical
projection f : I → I/soc I is left minimal almost split, and any left minimal
almost split with I as domain is an epimorphism and its kernel is soc I.
Definition 2.3.4. A short exact sequence in modA
0 // L
f //M
g // N // 0
is said to be an almost split sequence provided f is left minimal almost split
and g is right minimal almost split.
Remark 2.3.5.
1. In such a sequence, L and N are indecomposable. This follows from the
fact that the domain of a left almost split morphism and the target of a
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right almost split morphism are indecomposable modules. Indeed, let
f : L→M be left almost split and suppose, for a contradiction, that we
have a nontrivial decomposition L = L1⊕L2. Consider the projections
pi : L → Li (with i = 1, 2). Each morphism pi is not a section, by
lemma 1.2.25. Thus, by definition of left almost split morphism, there
exists a morphism ui : M → Li such that uif = pi, for i = 1, 2, and
so u = [u1 u2]
t : M → L is such that uf = 1L. Therefore, f is a
section, a contradiction. The proof that the target of a right almost
split morphism is indecomposable is analogous.
2. L is not injective and N is not projective. Otherwise f would be a
section and g would be a retraction.
The following theorem gives several characterizations of almost split se-
quences.
Theorem 2.3.6. [2, IV.1.13] The following are equivalent for an exact se-
quence
0 // L
f //M
g // N // 0 .
1. The sequence is almost split.
2. L is indecomposable, and g is right almost split.
3. N is indecomposable, and f is left almost split.
4. The homomorphism f is left minimal almost split.
5. The homomorphism g is right minimal almost split.
6. L and N are indecomposable, and f and g are irreducible.
We will go back to the almost split sequences, proving their existence and
‘uniqueness’ in the next section.
Now we give the definition of an irreducible morphism and study the
connection with the minimal almost split morphisms.
Definition 2.3.7. A morphism f : X → Y in modA is called irreducible if:
1. f is neither a section nor a retraction, and
2. if f = f1f2 either f1 is a retraction or f2 is a section.
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Remark 2.3.8. If f : M → N is an irreducible morphism, then f is either a
epimorphism or a monomorphism. Indeed, suppose f is not an epimorphism,
and consider the canonical factorization M
u→ Imf v→֒ N of f . Since f is
not an epimorphism, v is not surjective, so it cannot be a retraction. Because
f is irreducible, u must be a section, which implies that u is injective, and
so f is a monomorphism, as required.
An important characterization of the irreducible morphisms, in connec-
tion with the radical of modA, is given below, without proof.
Proposition 2.3.9. [2, IV.1.6] A morphism f : X → Y between two in-
decomposable modules X,Y is irreducible if and only if f ∈ radA(X,Y ) \
rad2A(X,Y ).
This proposition induces the following definition.
Definition 2.3.10. Let M,N be two indecomposable A-modules. We call
the quotient
Irr(M,N) = radA(M,N)/rad
2
A(M,N)
of the K-vector spaces radA(M,N) and rad
2
A(M,N), the space of irreducible
morphisms .
Proposition 2.3.11. Every left (or right) minimal almost split morphism is
irreducible.
Proof. Suppose f : L→M is a left minimal almost split morphism. By defi-
nition, f is not a section. Suppose, for a contradiction, that f is a retraction.
Then, f is surjective and Ker f is a direct summand of L. Since f is left
almost split, L is indecomposable (2.3.5 (1)). Thus, Ker f = 0 orKer f = L.
If the first case holds, then f is an isomorphism, which is impossible because
f is not a section. The second case implies that f = 0, and because f is
surjective, M = 0, a contradiction. Therefore, f is not a retraction. Let
f = f1f2, where f2 ∈ HomA(L,X), f1 ∈ HomA(X,M) and suppose f2 is
not a section. Because f is left almost split, there exists f ′2 : M → X such
that f ′2f = f2. Thus, f = f1f2 = f1f
′
2f . Since f is left minimal, f1f
′
2 is an
automorphism, so, in particular, f1 is a retraction. The proof that a right
minimal almost split morphism is irreducible is analogous.
Example 2.3.12. It follows from this proposition and by 2.3.3 that the in-
clusion radP →֒ P for an indecomposable projective A-module P , and the
projection I → I/soc I, for an indecomposable injective A-module, are irre-
ducible morphisms.
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The following theorem establishes the connection between irreducible
morphisms and minimal almost split morphisms.
Theorem 2.3.13.
1. Let f : L → M be left minimal almost split in modA. A morphism
f ′ : L→M ′ of A-modules is irreducible if and only if
• M ′ 6= 0,
• There exists a direct sum decomposition M ∼= M ′ ⊕ M ′′ and a
morphism f ′′ : L → M ′′ such that [f ′ f ′′]t : L → M ′ ⊕M ′′ is left
minimal almost split.
2. Let g : M → N be right minimal almost split in modA. A morphism
g′ :M ′ → N of A-modules is irreducible if and only if
• M ′ 6= 0,
• There exists a direct sum decomposition M ∼= M ′ ⊕ M ′′ and a
morphism g′′ :M ′′ → N such that [g′ g′′] :M ′ ⊕M ′′ → N is right
minimal almost split.
Proof. (1) Suppose f ′ : L→M ′ is irreducible. Then clearlyM ′ 6= 0. Since f ′
is not a section and f is left almost split, there exists h :M →M ′ such that
f ′ = hf . Because f ′ is irreducible and f is not a section, h is a retraction.
Let g be an A-module homomorphism from M ′ onto M such that hg = 1M ′
and let M ′′ = Ker h. Consider the morphism q : M → M ′′ defined by
q(x) = x−gh(x) for x ∈M . Then [h q]t :M →M ′⊕M ′′ is an isomorphism,
being [g ι] :M ′⊕M ′′ →M , where ι is the inclusion ι :M ′′ →֒M , its inverse.
This permits to conclude that [h q]tf = [f ′ qf ]t : L→M ′⊕M ′′ is left minimal
almost split. Indeed, for u ∈ End(M ′⊕M ′′) such that u[h q]tf = [h q]tf , we
have [g ι]u[h q]tf = f . Hence [g ι]u[h q]t is an automorphism, and so is u.
Clearly [h q]tf is not a section, otherwise f would be a section as well. Let
now u : L→ U be an A-homomorphism that is not a section. Since f is left
almost split, there is u′ :M → U such that u′f = u. So u′′ = u′[g ι] :M ′⊕M ′′
is such that u′′[h q]tf = u.
Conversely, let f ′ ∈ HomA(L,M ′), where M ′ 6= 0, and suppose M ∼=
M ′ ⊕M ′′, for some module M ′′, and there exists a morphism f ′′ : L → M ′′
such that [f ′ f ′′]t : L→M ′⊕M ′′ is left minimal almost split. Because [f ′ f ′′]t
is not a section, f ′ is not an isomorphism. Moreover, L is indecomposable
(2.3.5 (1)), so f ′ is not a retraction. Suppose that f ′ is a section, and let
h : M ′ → L be its left inverse. Then [h 0][f ′ f ′′]t = 1L, which means
that[f ′ f ′′]t is a section, a contradiction. Hence, f ′ is not a section. Suppose
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that f ′ = f1f2, with f2 ∈ HomA(L,X), f1 ∈ HomA(X,M ′) and f2 is not a
section. We have
[f ′ f ′′]t =
[
f1 0
0 1
]
[f2 f
′′]t,
where
[f2 f
′′]t ∈ HomA(L,X ⊕M ′′),
and [
f1 0
0 1
]
∈ HomA(X ⊕M ′′,M ′ ⊕M ′′).
By 1.2.20, ImHomA(f2, L) ⊆ radEndL, since f2 is not a section. Since f ′′
is not a section either, we have ImHomA(f
′′, L) ⊆ radEndL. Therefore,
ImHomA([f2 f
′′]t, L) ⊆ radEndL. So [f2 f ′′]t is not a section, by 1.2.20.
On the other hand, [f ′ f ′′]t is irreducible since it is left minimal almost split.
So
[
f1 0
0 1
]
is a retraction, which implies that f1 is a retraction. The proof
of (2) is similar.
Corollary 2.3.14. If u′ : U → V ′ is irreducible and v : V ′ → W is a
retraction, then vu′ : U → W is irreducible.
Proof. Since u′ is irreducible, there exist a module V ′′ and a morphism u′′ :
U → V ′′ such that [u′ u′′]t : U → V ′ ⊕ V ′′ is left minimal almost split.
Because v is a retraction, it admits a right inverse v′ and we have V ′ =
Ker v⊕Imv′ ∼= Ker v⊕W . The isomorphism between V ′ and Ker v⊕W is
given by x 7→ (x− v′v(x))+ v(x). Let ψ : V ′⊕V ′′ → Ker v⊕W ⊕V ′′ be the
isomorphism given by (x, y) 7→ (x− v′v(x))+ v(x)+ y. We have that vu′ is a
component of ψ[u′ u′′]t. Since ψ[u′ u′′]t is left minimal almost split (because
[u′ u′′]t is left minimal almost split and ψ is an isomorphism), it follows from
2.3.13 that vu′ is irreducible, as required.
2.4 The Nakayama functor, the transposition
and the Auslander-Reiten translations
In this section we introduce the notion of the Nakayama functor and the
Auslander-Reiten translations, which are very useful to prove the existence
of the almost split sequences.
Recall that the A-dual functor
(−)t : modA→ modAop
is exact and it is a duality between proj A and proj Aop (see Chapter 1).
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Definition 2.4.1. The Nakayama functor of modA is defined to be the
functor ν = D(−)t : modA→ modA.
The following proposition states that this functor is an equivalence be-
tween proj A and inj A.
Proposition 2.4.2. The restriction of the Nakayama functor ν to proj A
induces an equivalence between proj A and inj A, with quasi-inverse ν−1 =
HomA(D(AA),−) : inj A→ proj A.
Proof. We want to prove that
ν HomA(D(A),−)|inj A = 1inj A
and
HomA(D(A),−) ν|proj A = 1proj A.
By additivity, it is sufficient to prove this for indecomposable (projective
and injective) modules. Let P (i) = eiA, for some idempotent ei, be an
indecomposable projective module (recall 1.2.17), and denote by I(i) the
indecomposable injective module D(Aei) associated to ei. By 1.2.16, we
have that
ν P (i) = ν eiA = DHomA(eiA,A) ∼= D(Aei) = I(i).
Moreover,
HomA(D(A), I(i)) = HomA(D(A), D(Aei))
∼= HomAop(Aei, A) ∼= eiA = P (i).
So ν HomA(D(A), I(j)) = I(j) for any indecomposable injective module I(j),
and HomA(D(A), ν P (i)) = P (i) for any indecomposable projective module
P (i), as required.
Definition 2.4.3. Let M ∈ modA and
P1
p1 // P0
p0 //M // 0
be a minimal projective presentation of M . Then we have M ∼= Coker p1.
Applying the functor (−)t to the morphism p1, we get a morphism pt1 : P t0 →
P t1. The cokernel of this morphism is the transpose ofM , and will be denoted
by TrM .
Remark 2.4.4. The left A-module TrM is uniquely determined up to isomor-
phism, because the minimal projective presentations are uniquely determined
up to isomorphism.
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The main properties of TrM are stated in the following proposition.
Proposition 2.4.5. Let M,N be a indecomposable right A-modules.
1. M is projective if and only if TrM = 0.
2. If M is not projective and
P1
p1→ P0 p0→M → 0
is a minimal projective presentation of M , then
P t0
pt1→ P t1 → TrM → 0
is a minimal projective presentation of TrM .
3. If M is not projective, then TrM is indecomposable and Tr(TrM) ∼=
M .
4. If M and N are not projective, then M ∼= N if and only if TrM ∼=
Tr N .
Proof. (1) Suppose M is projective. Then the sequence 0→M 1M→ M → 0 is
a minimal projective presentation ofM , which clearly implies that TrM = 0.
Conversely, suppose TrM = 0 and let P1
p1→ P0 p0→ M → 0 be a minimal
projective presentation of M . The fact that TrM = 0 means that pt1 is an
epimorphism. Because P t1 is projective, it follows from 1.2.25 (1) that p
t
1 is
a retraction. Hence p1 is a section, and so p0 is a retraction (cf. 1.2.22). Let
p′0 : M → P0 be a right inverse of p0. We will prove that M is projective
by definition. Let f : N → L be an epimorphism and g ∈ HomA(M,L).
Because P0 is projective, there exists f
′ : P0 → N such that gp0 = ff ′.
Therefore, the morphism f ′p′0 : M → N is such that f(f ′p′0) = gp0p′0 = g,
and we are done.
(2) SupposeM is not projective, and let P1
p1→ P0 p0→M → 0 be a minimal
projective presentation of M . It is clear that the sequence
S : P t0
pt1→ P t1 → TrM → 0
is a projective presentation of TrM . Suppose, for a contradiction that it is
not minimal. By 1.2.31, the sequence S is isomorphic to
S ′ : E0 ⊕ E ′0 ⊕ E ′′0 → E1 ⊕ E ′1 ⊕ E ′′1 → TrM → 0,
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where the first map is given by the matrix diag(u, v, 0), where u is a morphism
from E0 to E1 and v is an isomorphism from E
′
0 to E
′
1. Consider the exact
sequence
0→M t p
t
0→ P t0
pt1→ P t1 → TrM → 0.
Applying (−)t to it, we get
P tt1
ptt1→ P tt0
ptt0→M → 0.
So, applying (−)t to the isomorphic sequence S ′, we obtain
Et1 ⊕ E ′t1 ⊕ E ′′t1 → Et0 ⊕ E ′t0 ⊕ E ′′t0 →M → 0,
where the first map is diag(ut, vt, 0t = 0). The cokernel of this map is
Et0/Imu
t ⊕ E ′t0 /Imvt ⊕ E ′′t0 /0 and it is isomorphic to M which is indecom-
posable. Since v is an isomorphism, so is vt, as (−)t is a duality on projectives.
Hence E ′t0 /Imv
t = 0. Since the cokernel is indecomposable, either Et0/Imu
t
or E ′′t0 is zero. If E
t
0/Imu
t = 0, then M ∼= E ′′t0 , a contradiction since M is
not projective and E ′′t0 is projective. Hence M
∼= Et0/Imut. We thus have a
projective presentation
Et1
ut→ Et0 →M → 0,
contradicting the minimality of the presentation P1
p1→ P0 p0→M → 0.
(3) SupposeM is not projective. Applying (−)t to the sequence S ′ of (2),
we get the exact sequence
P tt1
ptt1→ P tt0
ptt0→ Tr TrM → 0.
Because P1 and P0 are projective modules, we have P1
ǫP1∼= P tt1 and P0
ǫP2∼= P tt0 .
Consider the following commutative diagram with exact rows:
P1 P0 M 0
P tt1 P
tt
0 Tr TrM 0.
p1 P0
ptt1 p
tt
0
ǫP1 ∼= ǫP0 ∼=
Let m ∈ M . There exists x ∈ P0 such that p0(x) = m, for p0 is surjective.
It is easy to see that the map m 7→ ptt0 ǫP0(x) is well defined and it is an
isomorphism between M and Tr TrM .
The last statement is an easy consequence of (3).
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Since Tr N = 0 for an indecomposable projective right A-module N ,
there can’t be a duality from modA to modAop that sends M to TrM . But
there is a duality that maps M to TrM between the categories modA and
modAop modulo projectives, defined as follows.
Let P be the class of A-module morphisms that factors through a pro-
jective A-module, and denote by P(M,N) the set of these morphisms that
goes from M to N .
Remark 2.4.6. Let f, g ∈ P(M,N) and λ ∈ K. Write f = f1f2, with
f2 : M → P, f1 : P → N , where P is a projective A-module, and g = g1, g2,
with g2 : M → P ′, g1 : P ′ → N , where P ′ is a projective A-module. Then
clearly, λf ∈ P(M,N) and f + g = [f1 g1][f2 g2]t : M → P ⊕ P ′ → N ,
and so f + g factors through the projective A-module P ⊕ P ′, which means
that f + g ∈ P(M,N). Let now f = f1f2 ∈ P(M,N) as before and g be
an arbitrary A-module morphism from N to L. Then, clearly gf = (gf1)f2
factors through the projective P , and so gf ∈ P(M,L). Analogously, gf ∈
P(M,L), for f ∈ HomA(M,N), g ∈ P(N,L). This proves that P is an ideal
in modA.
Dually, we have the ideal I in modA such that, for each pair M,N of A-
modules, I(M,N) is the subset of HomA(M,N) of the modules that factors
through an injective A-module.
Definition 2.4.7.
1. The quotient category modA = modA/P such that:
• Obj modA = Obj modA,
• HomA(M,N) = HomA(M,N)/P(M,N), and
• The composition of morphisms is induced from the composition
in modA,
is called the projectively stable category .
2. The quotient category modA = modA/I such that:
• Obj modA = Obj modA,
• HomA(M,N) = HomA(M,N)/I(M,N), and
• The composition of morphisms is induced from the composition
in modA,
is called the injectively stable category .
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The category modA can be identified with another quotient category,
denoted by ~proj A/ ~proj1A, which we will define now.
The category ~proj A is such that the objects are triples (P1, P0, f), where
P1, P0 are projective A-modules and f ∈ HomA(P1, P0), and for a pair of
objects (P1, P0, f), (P
′
1, P
′
0, f
′), a morphism from (P1, P0, f) to (P
′
1, P
′
0, f
′) is
of the form (u1, u0), where u1 ∈ HomA(P1, P ′1), u0 ∈ HomA(P0, P ′0) are such
that the following diagram is commutative.
P1 P0
P ′1 P
′
0
f
u1 u0
f ′
The class ~proj1A((P1, P0, f), (P
′
1, P
′
0, f
′)) is the set of morphisms (u1, u0)
in ~proj A from (P1, P0, f) to (P
′
1, P
′
0, f
′) such that the A-module morphism
u : Coker f → Coker f ′
x+ Imf 7→ u0(x) + Imf, (2.1)
which is well defined, is zero, i.e., u factors through a projective module.
The class ~proj1A is indeed an ideal in ~proj A.
The quotient category ~proj A/ ~proj1A is then the category whose objects
are the objects of ~proj A and, for each pair (P1, P0, f), (P
′
1, P
′
0, f
′) of ob-
jects, a morphism from A morphism from (P1, P0, f) to (P
′
1, P
′
0, f
′), is of the
form (u1, u0) + ~proj1A((P1, P0, f), (P
′
1, P
′
0, f
′)), where (u1, u0) is a morphism
between these two objects in ~proj A.
Consider the functor F : ~proj A/ ~proj1A→ modA defined as follows:
• For each object (P1, P0, f), F (P1, P0, f) := Coker f ,
• For each morphism (u1, u0)+ ~proj1 ((P1, P0, f), (P ′1, P ′0, f ′)), F ((u1, u0)+
~proj1 ((P1, P0, f), (P
′
1, P
′
0, f
′)) = u, where u is defined by 2.1.
Write F (u1, u0) instead of F ((u1, u0)+ ~proj1 ((P1, P0, f), (P
′
1, P
′
0, f
′)), for short.
Note that if (u1, u0) ∈ ~proj1A, then F (u1, u0) belongs to P(Coker f, Coker f ′),
according to the definition of ~proj1A, so F is well defined.
Let M be an object in modA and let P1
f→ P0 → M → 0 be a minimal
projective presentation of M . Then M = F (P1, P0, f). Let u : M → M ′ be
a morphismin modA, and write M = F (P1, P0, f) and M
′ = F (P ′1, P
′
0, f
′).
Denote by g (resp. g′) the canonical epimorphism P0 →M = P0/Imf (resp.
P ′0 →M ′ = P ′0/Imf ′). Since g′ is an epimorphism and P0 is projective, there
exists u0 : P0 → P ′0 such that ug = g′u0. Because g′(u0f) = ugf = 0, by the
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exactness of the sequence P1
f→ P0 g→M → 0, we have that Imu0f ⊆ Ker g′.
As the morphism f ′ : P ′1 → Ker g′ = Imf ′ is surjective and P1 is projective,
there exists a morphism u1 : P1 → P ′1 such that u0f = f ′u1. We have that
(u1, u0) is a morphism in ~proj A/ ~proj1A and F (u1, u0) = u. This proves that
the category modA is equivalent to the quotient of ~proj A modulo ~proj1A,
as required.
Let us construct now a duality Tr : modA → modAop, that maps M to
its transpose.
• TrM = F (P t0, P t1, f t), for M = F (P1, P0, f) ∈ modA,
• Let u : M → M ′ be a morphism in modA, where M = F (P1, P0, f)
and M = F (P ′1, P
′
1, f
′). Then u = F (u1, u0), such that the following
diagram, with exact rows, is commutative.
P1 P0 M 0
P ′1 P
′
0 M
′ 0
f
f ′
u1 u0 u
If we apply the functor (−)t, we get a diagram
P t0 P
t
1 TrM 0
P ′t0 P
′t
1 TrM
′ 0
f t
f ′t
ut0 u
t
1
with exact rows and a commutative left square. We define Tr u :
TrM ′ → TrM to be the unique morphism that makes the right square
commutative.
Note that (ut0, u
t
1) is a morphism in ~proj A
op/ ~proj1A
op. Indeed, it can
be proved that if (u1, u0) : (P1, P0, f)→ (P ′1, P ′0, f ′) belongs to ~proj1A, then
(ut0, u
t
1) : (P
′t
0 , P
′t
1 , f
′t)→ (P t0, P t1, f t) belongs to ~proj1Aop.
The functor Tr : modA → modAop is well defined and it is indeed a
duality, which is called the transposition.
For the missing details, see [2, IV.2.2].
Definition 2.4.8. The composition of D with Tr, τ = DTr and its inverse
equivalence, τ−1 = TrD are called the Auslander-Reiten translations .
The next proposition records some basic properties of Auslander-Reiten
translations.
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Proposition 2.4.9. Let M and N be indecomposable modules in modA.
1. The module τ M is zero if and only if M is projective.
2. The module τ−1N is zero if and only if N is injective.
3. If M is a nonprojective module, then τ M is indecomposable noninjec-
tive and τ−1 τ M ∼= M .
4. If N is a noninjective module, then τ−1N is indecomposable nonpro-
jective and τ τ−1N ∼= N .
5. If M and N are nonprojective, then M ∼= N if and only if there is an
isomorphism τM ∼= τN .
6. If M and N are noninjective, then M ∼= N if and only if there is an
isomorphism τ−1M ∼= τ−1N .
Proof. This proposition is an easy consequence of 2.4.5 and 1.2.35.
Proposition 2.4.10. Let M be an indecomposable nonprojective module in
ModA and let
P1
p1 // P0
p0 //M // 0
be a minimal projective presentation of M . Then the sequence
0 // τ M // ν P1
ν p1 // ν P0
is a minimal injective presentation of τ M .
Proof. The sequence P t0
pt1 // P t1
// TrM // 0 is a minimal projective
presentation of TrM (2.4.5 (2)) and the result follows by 1.2.35.
Recall the functorial morphism ϕM , where M is an A-module, defined in
the first chapter. For an arbitrary A-module N , we have that Coker ϕMN
∼=
HomA(M,N). The proof of this fact can be found in [2, IV.2.12].
The following proposition is useful for the proof of 2.4.13.
Proposition 2.4.11. For two A-modules M,N , we have that
Ext1A(M,N)
∼= DHomA(τ−1N,M) ∼= DHomA(N, τM),
and these isomorphisms are functorial in both variables.
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Proof. If N is injective, then Ext1A(−, N) = 0 by 1.2.37, and τ−1N = 0,
by 2.4.9 (3). Hence, HomA(τ
−1N,−) = 0. Moreover, since every mor-
phism from N to τ M factors through the injective module N , we have
HomA(N, τ M) = 0. So the result holds if N is injective. Because the
Hom-functor, D and Ext1A(−, N) are additive functors, it is enough to prove
the theorem in the case where N has no injective direct summand. Let then
N be an A-module that doesn’t have any injective direct summand. Since N
is not injective, by 2.4.9 (4), we can write N = τ L, where L = τ−1N . Let
P1
p1→ P0 p0→ L → 0 be a minimal projective presentation of L. We get the
exact sequence
0→ τ L→ I0 Dp
t
1→ I1 Dp
t
0→ DLt → 0,
where I0 = DP
t
1 and I1 = DP
t
0 are injective, by applying the Nakayama
functor. Write p¯1 = HomA(M,Dp
t
1) and p¯0 = HomA(M,Dp
t
0), for short.
Let
0→ DLt p2→ I2 p3→ I3 → . . .
be an injective resolution of DLt. Then we obtain the following injective
resolution of τ L:
0→ τ L→ I0 Dp
t
1→ I1 p2Dp
t
0→ I2 p3→ I3 → . . .
Note that this is indeed an injective resolution of τ L because Ker (p2Dp
t
0) =
KerDpt0 = ImDp
t
1 and Im (p2Dp
t
0) = p2(ImDp
t
0) = p2(DL
t) = Ker p3.
Applying the left exact functor HomA(M,−), we get:
0→ (τ L)′ → (I0)′ p¯1→ (I1)′ p¯2p¯0→ (I2)′ p¯3→ (I3)′ → . . .
where p¯i = HomA(M, pi) (i ≥ 2), (τ L)′ = HomA(M, τ L), and (Ij)′ =
HomA(M, Ij), for j ≥ 0. By 1.2.36, we have
Ext1A(M,N)
∼= Ker (p¯2p¯0)/Im p¯1 = Ker p¯0/Im p¯1.
Now, for an A-module X, let
ωX : DHomA(X,−)→ HomA(−, DX t)
be the composition of DϕX : DHomA(X,−)→ D((−)⊗A X t) with
ηX : D((−)⊗A X t)
∼=→ HomA(−, DX t),
defined as follows: for an A-module Y ,
ηXM(f)(y)(g) := f(y ⊗ g),
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where f ∈ D(Y ⊗ X t), y ∈ Y and g ∈ X t. It is easy to check that ηX is
a functorial isomorphism. Hence ωX is a functorial morphism and, if X is
projective, ϕX is an isomorphism and so is ωX .
Write p˜1 = DHomA(p1,M) and p˜0 = DHomA(p0,M), where p1 and
p0 are the morphisms involved in the minimal projective presentation of L.
Consider the diagram
HomA(M,DP
t
1)
p¯1−−−→ HomA(M,DP t0) p¯0−−−→ HomA(M,DLt)
ω
P1
M
x ωP0M x ωLMx
DHomA(P1,M)
p˜1−−−→ DHomA(P0,M) p˜0−−−→ DHomA(L,M) −−−→ 0.
The lower row, which is obtained from the minimal projective presentation
of L by applying the functor DHomA(−,M), is exact since DHomA(−,M)
is right exact. Furthermore, the diagram is commutative because ωX is
functorial, and the morphisms ωP1M , ω
P0
M are isomorphisms as P1 and P0 are
projective modules.
Let f ∈ Ker p¯0. We have that ωLM
(
p˜0
(
ωP0M
)−1
(f)
)
= p¯0ω
P0
M
(
ωP0M
)−1
(f) =
p¯0(f) = 0. Thus Im p˜0
(
ωP0M
)−1 ⊆ Ker ωLM . Consider then the morphism
ψ = p˜0
(
ωP0M
)−1
: Ker p¯0 → Ker ωLM .
This morphism is surjective, since ωP0M is an isomorphism and p˜0 is an epimor-
phism. Therefore, by the isomorphism theorem, we have Imψ = Ker ωLM
∼=
Ker p¯0/Ker ψ. Moreover, because ω
P0
M , ω
P1
M are isomorphisms and the lower
row of the previous diagram is exact,
Ker ψ ∼= Ker p˜0 = Im p˜1 ∼= Im p¯1.
It follows that
Ext1A(M,N) = Ker p¯0/Im p¯1
∼= Ker p¯0/Ker ψ
∼= Ker ωLM
= KerDϕLM(η
X is an isomorphism)
∼= DCoker ϕLM
Because Coker ϕLM
∼= HomA(L,M) = HomA(τ−1N,M), the proof of the
first isomorphism is complete. The proof of the other isomorphism is similar.
The next lemma is necessary to the proof of 2.4.13.
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Lemma 2.4.12. Let M,L be a indecomposable A-modules. If L is nonpro-
jective, then P(L,M) ⊆ radA(L,M).
Proof. Let f ∈ P(L,M) \ radA(L,M). The morphism f can be written in
the form f = f1f2, where f2 : L → P and f1 : P → M , with P projective.
Because f /∈ radA(L,M), f admits an inverse h :M → L. In particular, hf1
is a left inverse of f2. Consequently, L is projective. Indeed, if u : L → N
is a morphism and v : V → N is an epimorphism, then there is a morphism
r : P → U such that vr = uhf1 because P is projective, and so the morphism
rf2 : L→ U satisfies vrf2 = uhf1f2 = u, and we are done.
Now we are able to prove the very important theorem of Auslander and
Reiten about the existence of the almost split sequences. But first we intro-
duce a new functor that will be used in the proof of this theorem. Let M
be a right A-module. The covariant functor S(M,−) : modA → modA is
defined as follows:
• For an A-module N , S(M,N) := HomA(M,N)/radA(M,N),
• For two A-modules N,L, and f ∈ HomA(N,L), S(M, f) : S(M,N)→
S(M,L) is given by the formula
S(M, f)(g + radA(M,N)) = fg + radA(M,L),
where g ∈ HomA(M,N).
Note that if g ∈ radA(M,N), then fg ∈ radA(M,N), because radA is an
ideal of modA. So S(M, f) is well-defined. It is easy to check that S(M,−)
is indeed a covariant functor.
Theorem 2.4.13. Let M be an indecomposable nonprojective A-module and
N be an indecomposable noninjective A-module.
1. There exists an almost split sequence 0 → τM → E → M → 0 in
modA.
2. There exists an almost split sequence 0 → N → F → τ−1N → 0 in
modA.
Proof. LetM,X be two indecomposable nonprojective A-modules. It follows
from 2.4.11 that
Ext1A(M, τ X)
∼= DHomA(X,M),
as τ−1τX ∼= X, by 2.4.9 (3).
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Denote by pX,M : HomA(X,M)→ S(X,M) the canonical epimorphism.
This morphism is well defined by 2.4.12. By applying the contravariant
functor D, we get the canonical monomorphism DpX,M : DS(X,M) →
DHomA(X,M).
Set X = M and let ξ′ be a nonzero element of DS(M,M), and ξ =
DpM,M(ξ
′). Since ξ′ 6= 0 and DpM,M is a monomorphism, ξ is also nonzero.
Hence ξ ∈ HomA(M,M) ∼= Ext1A(M, τ M) is represented by a short exact
sequence
S : 0→ τ M f→ E g→M → 0 (2.2)
that doesn’t split (see 1.2.39 and 1.2.43).
Because M is not projective, τ M is indecomposable, by 2.4.9 (3). Let us
show now that g is right almost split. This morphism cannot be a retraction
as 2.2 doesn’t split. Let v ∈ HomA(V,M) that is not a retraction. We want
to prove the existence of a morphism v′ : V → E such that gv′ = v. Write
v = [v1 . . . vn] : V = V1 ⊕ . . .⊕ Vn →M,
where V1, . . . , Vn are indecomposable modules. Suppose vi : Vi → M is
a retraction, for some i ∈ [n], and let v′i be its right inverse. Then v′ =
[0 . . . 0 v′i 0 . . . 0] :M → V is a right inverse of v, contradicting the fact that
v is not a retraction. Hence none of the components vi of v is a retraction,
in particular, none of them is an isomorphism. It follows from 1.2.5 (3) and
1.1.18 that vi ∈ radA(Vi,M), for all i ∈ [n]. By 1.1.17, v ∈ radA(V,M).
Consider the diagram
DS(M,M)
DpM,M−−−−→ DHomA(M,M)
∼=−−−→ Ext1A(M, τ M)yDS(M,v) yDHomA(M,v) yExt1A(v,τ M)
DS(M,V )
DpM,V−−−−→ DHomA(M,V )
∼=−−−→ Ext1A(V, τ M)
which is commutative because (DpM,Y )Y ∈modA is functorial and so are the
isomorphisms given in 2.4.11. Because v ∈ radA(V,M), DS(M, v)(ξ′) = 0,
which implies that Ext1A(v, τ M)(ξ) = 0, due to the commutativity of the
diagram. This means that the sequence
S ′ : 0→ τ M f ′→ E ′ g′→ V → 0,
that represents Ext1A(v, τ M)(ξ), splits. Note that [S
′] = ext(v, τ M)([S])
(cf. 1.2.41), and so we have the following commutative diagram
0 τ M E ′ V 0
0 τ M E M 0.
f ′ g′
f g
1τ M w v
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Since the first row splits, we can consider a right inverse g′′ : V → E ′ of g′.
Then the morphism v′ = wg′′ : V → E satisfies the required condition, i.e.,
gv′ = gwg′′ = vg′g′′ = v. Hence, g is right almost split. By 2.3.6 (b), the
sequence 2.2 is almost split and the first statement of the theorem is proved.
The second statement has a similar proof.
The almost split sequences are also unique in the following sense.
Proposition 2.4.14. An almost split sequence is uniquely determined (up
to isomorphism) by each of its end terms.
Proof. Suppose that
0→ L f→M g→ N → 0
and
0→ L′ f ′→M ′ g′→ N ′ → 0
are two almost split sequences in modA and L ∼= L′. Let r : L → L′ be an
isomorphism. Since f is left almost split and f ′r : L→ M ′ is not a section,
there is a morphism h :M →M ′ such that hf = f ′r. Analogously, since f ′ is
left almost split and fr−1 : L′ →M is not a section, there exists a morphism
h′ : M ′ → M such that h′f ′ = fr−1. Thus, f ′ = hfr−1, and f = h′f ′r.
It follows that f ′ = hh′f ′ and f = h′hf . Because both f and f ′ are left
minimal, hh′ and h′h are automorphisms, and so h is an isomorphism. It is
easy to check that h′ : N → N ′ defined by h′(n) = g′h(m), for n ∈ N and
where m ∈ M is such that g(m) = n is well defined, is an isomorphism and
h′g = g′h. Consequently, the two sequences are isomorphic, i.e., the terms of
the sequences are isomorphic and the following diagram is commutative.
0 L M N 0
0 L′ M ′ N ′ 0
f g
f ′ g′
r∼= h∼= h′∼=
The proof that the two sequences are isomorphic in the case when N ∼= N ′
is similar.
The following proposition, which is a consequence of 2.4.13, gives an im-
portant characterization of the minimal almost split morphisms in connection
with the space of irreducible morphisms.
Proposition 2.4.15. Let M be an A-module and write it as a direct sum
⊕mi=1Mnii , where the modules M1, . . . ,Mm are indecomposable and such that
Mi ≇Mj, with i 6= j.
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1. Let L be an indecomposable A-module and f ∈ HomA(L,M). Write
f = [f1 . . . fm]
t, where
fi = [fi1 . . . fini ]
t ∈ HomA(L,Mnii ), i ∈ [m].
Then f is left minimal almost split if and only if the following conditions
hold:
• fij ∈ radA(L,Mi), for i ∈ [m], j ∈ [ni],
• For each i ∈ [m], {f¯ij = fij+ rad2A(L,Mi) | j ∈ [ni]} is a K-basis
of Irr(L,Mi),
• If M ′ is an indecomposable A-module such that Irr(L,M ′) 6= 0,
then M ′ ∼= Mi for some i.
2. Let N be an indecomposable A-module and g ∈ HomA(M,N). Write
g = [g1 . . . gm], where
gi = [gi1 . . . gini ] ∈ HomA(Mnii , N), i ∈ [m].
Then g is right minimal almost split if and only if the following condi-
tions hold:
• gij ∈ radA(Mi, N), for i ∈ [m], j ∈ [ni],
• For each i ∈ [m], {g¯ij = gij+rad2A(Mi, N) | j ∈ [ni]} is a K-basis
of Irr(Mi, N),
• If M ′ is an indecomposable A-module such that Irr(M ′, N) 6= 0,
then M ′ ∼= Mi for some i.
Proof. Let f ∈ HomA(L,M) be left minimal almost split. Then f is irre-
ducible, by 2.3.11. Note that fij = vjf , where vj : ⊕mk=1Mnkk is the projection,
and that vj is a retraction. Hence by 2.3.14, fij : L→ Mi is irreducible, for
i ∈ [m], j ∈ [ni]. So fij ∈ radA(L,Mi) for all i ∈ [m], j ∈ [ni], by 2.3.9. If
M ′ is an indecomposable module for which there is an irreducible morphism
f ′ : L→M ′, then there exists i ∈ [m] such that M ′ ∼= Mi, by 2.3.13.
Fix an i ∈ [m] and let h¯ = h + rad2A(L,Mi) be a nonzero element of
Irr(L,Mi). We will prove that it can be written as a linear combination of
f¯i1, . . . , f¯ini . Since h¯ 6= 0, h ∈ radA(L,Mi)\ rad2A(L,Mi), i.e., h is irreducible
(2.3.9) and so it is not a section. Since f is left almost split, there exists a
homomorphism h′ = [h′1 . . . h
′
t] : ⊕tk=1Mnkk →Mi, with h′k = [h′k1 . . . h′knk ] :
Mnkk →Mi such that
h = h′f =
t∑
k=1
nk∑
j=1
h′kjfkj.
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Because Mk ≇ Mi, for k 6= i, none of h′kj : Mk → Mi is an isomorphism. So
h′kj ∈ radA(Mk,Mi), for k 6= i, as Mk,Mi are indecomposable modules. It
follows from the definition of the ideal of a category and from the fact that
fkj ∈ radA(L,Mk) that h′kjfkj ∈ rad2A(L,Mi), for k 6= i. Therefore
h¯ =
ni∑
j=1
h¯′ij f¯ij.
By 1.2.5 (1), (3), we have that (EndMi/radEndMi) ∼= K. So we can write
h′ij = λj · 1Mi + uij, with λj ∈ K and uij ∈ radAEndMi = radA(Mi,Mi)
(this follows from 1.2.2 (1), from the definition of the radical of a category
and from 1.1.18). Hence uijfij ∈ rad2A(L,Mi) and so we have that
h¯ =
ni∑
j=1
λj · f¯ij,
as required. Let us prove now that {f¯i1, . . . , f¯ini} is K-linear independent.
Suppose, for a contradiction, that there is a zero linear combination
∑
j λj f¯ij =
0, with λj ∈ K and λj 6= 0 for some j. The morphism l = [λ1 . . . λni ] :
Mnii →Mi defined by (x1, . . . , xni) 7→ λx1 + · · ·+ λnixni is a retraction (the
morphism
β = [β1 · · · βni ]t : Mi → Mnii
x 7→ (0, . . . , 0, λ−1j x, 0, . . . , 0)
is a right inverse of l). By 2.3.14 and because fi is irreducible, we conclude
that v :=
∑ni
j=1 λjfij = lfi is irreducible, which contradicts the fact that
v ∈ rad2A(L,Mi), as
∑
j λj f¯ij = 0.
Conversely, suppose that the three conditions hold. Our objective is to
prove that f is left minimal almost split. Consider a left minimal almost split
morphism f ′ : L → U . Note that 2.4.13 and 2.3.3 guarantee the existence
of such a morphism. Write U = ⊕sk=1Umkk , where U1, . . . , Us are indecom-
posable modules and U1, . . . , Us are pairwise nonisomorphic. Since for each
k, j, Irr(L,Uk) 6= 0 it follows from the third condition that Uk ∼= Mj for
some j, and so dimK Irr(L,Uk) = dimK Irr(L,Mj). Thus mk = nj by the
second condition. Consequently, U = ⊕sk=1Umkk ∼= ⊕tj=1Mnjj = M and so we
may then assume that U =M . Observe that f is not a section. Indeed, if f
was a section, then there would exist g : M → L such that gf = 1L. Write
g = [g1 . . . gm], with gi = [gi1 . . . gini ]. So we have
m∑
i=1
ni∑
j=1
gijfij = 1L.
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But each fij lies in radA(L,Mj), and so
∑m
i=1
∑ni
j=1 fijgij ∈ radA(L,L), which
contradicts the fact that 1L /∈ radA(L,L), as L is indecomposable and 1L is an
isomorphism. Thus, because f ′ is left almost split and f is not a section, there
exists h ∈ End(M) such that f = hf ′. Let us prove that h is an isomorphism.
Let hir,js : Mj → Mi, with i, j ∈ [m], r ∈ [ni], s ∈ [nj] be the components of
h. We have that, for each i ∈ [m] and r ∈ [ni], fir =
∑m
j=1
∑nj
s=1 hir,jsf
′
js,
and so
f¯ir =
m∑
j=1
nj∑
s=1
h¯ir,jsf¯ ′js,
where f¯ir = fir + rad
2(L,Mi), h¯ir,js = hir,js + rad(Mj,Mi) and f¯ ′js = f
′
js +
rad(L,Mj). It follows from the fact that Mi ≇ Mj, if i 6= j, and from
1.1.18 that hir,js ∈ rad(Mj,Mi), and so h¯ir,js = 0, for i 6= j. Hence f¯ir =∑ni
s=1 h¯ir,isf¯
′
is. Because both {f¯ir | r ∈ [ni]} and {f¯ ′is | s ∈ [ni]} are
K-basis of Irr(L,Mi), the matrix (h¯ir,is : r, s ∈ [ni]) is invertible. Let
hi : M
ni
i → Mnii be the map whose components are hir,is, with r, s ∈ [ni],
and let h¯i = hi + rad(M
ni
i ,M
ni
i ). By 1.1.17, h¯i is given by the matrix
(h¯ir,is ; r, s ∈ [ni]), and so h¯i is invertible. So there is ki ∈ End(Mnii ) such
that h¯ik¯i = 1¯Mnii . Thus, 1M
ni
i
−hiki ∈ rad(Mnii ,Mnii ). It follows by definition
that hiki = 1Mnii −1Mnii (1Mnii −hiki) is invertible, and so is hi. Let g :M →M
be the morphism such that gir,is = 0, for all i ∈ [m] and r, s ∈ [ni], and gir,js =
hir,js, for i 6= j, and let σ :M →M be the morphism σ =
∑m
i=1 hi. Note that
h = σ+g. BecauseMi ≇Mj, for i 6= j, we have gir,js ∈ rad(Mj,Mi), if i 6= j.
By definition gir,is = 0 ∈ rad(Mi,Mi). Therefore, g ∈ rad(M,M), by 1.1.17.
On the other hand, σ is invertible since each hi is invertible, as we have seen.
Let σ−1 be the inverse of σ. Then σ−1h = σ−1(σ + g) = 1M − (−σ−1)g.
Because g lies in rad(M,M), σ−1h is invertible, and so is h, as required. We
can now conclude that f is left minimal almost split. Indeed, if k ∈ End(M)
is such that kf = f , then khf ′ = hf ′, and so (h−1kh)f ′ = f ′, which implies
that h−1kh is an automorphism. Therefore, k is an automorphism and f is
left minimal. To prove that f is left almost split it only remains to check
that for any morphism u : L→ U that is not a section, there is a morphism
u′′ : M → U such that u′′f = u. Since f ′ is left almost split, there is
u′ :M → U such that u′f ′ = u. Set u′′ = u′h−1, and we are done. The proof
of (2) is similar.
Remark 2.4.16. Let P (a) = eaA be an indecomposable projective A-module
and I(a) = D(Aea) an indecomposable injective A-module. We have seen
that the inclusion radP (a) →֒ P (a) is right minimal almost split and the
canonical epimorphism I(a)→ I(a)/soc I(a) is left minimal almost split (cf.
2.3.3). It follows from 2.4.15 that every indecomposable A-module X such
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that Irr(X,P (a)) 6= 0 is isomorphic to a direct summand of radP (a), and ev-
ery indecomposable A-module Y such that Irr(I(a), Y ) 6= 0 is isomorphic to
a direct summand of I(a)/soc I(a). Moreover the dimension of Irr(X,P (a))
is the multiplicity of X as a direct summand of rad(P (a)), and the dimension
of Irr(I(a), Y ) is the multiplicity of Y as a direct summand of I(a)/soc I(a).
Corollary 2.4.17. Let 0→ L f→⊕ti=1Mnii g→ N → 0 be an almost split se-
quence, with L,N indecomposable and M1, . . . ,Mt indecomposable and pair-
wise nonisomorphic. Then, for each i ∈ [t], we have
dimK Irr(L,Mi) = dimK Irr(Mi, N).
2.5 The Auslander-Reiten quiver
This section is devoted to the concept of the Auslander-Reiten quiver of
a basic and connected finite dimensional K-algebra A. Some properties of
this quiver will be given, with particular reference to 2.5.10, which claims
that if the Auslander-Reiten quiver of A, denoted by Γ(modA), has a finite
connected component C, then Γ(modA) = C and it is finite. We will also
give a simple example just to illustrate the notion of this quiver.
The Auslander-Reiten quiver is a quiver that collects the information of
the category modA. Since any module decomposes as a direct sum of inde-
composable modules, and such decomposition is unique up to isomorphism,
it is natural to consider the vertices of the quiver as isomorphism classes
of indecomposable modules. Moreover, the morphisms in modA that ad-
mit no nontrivial factorization are precisely the irreducible morphisms (cf.
2.3.8), so it is also natural that the arrows of the AR-quiver correspond to
the irreducible morphisms. The formal definition is given below.
Definition 2.5.1. Let A be a basic and connected finite dimensional K-
algebra. The quiver Γ(modA), of modA is defined as follows:
1. The vertices of Γ(modA) are the isomorphism classes [X] of indecom-
posable modules X in modA.
2. Let [M ], [N ] be the vertices in Γ(modA) corresponding to the inde-
composable modules M,N in modA. The arrows [M ] → [N ] are in
bijective correspondence with the vectors of a basis of the K-vector
space Irr(M,N).
The quiver Γ(modA) of the module category modA is called the Auslander-
Reiten quiver (or AR-quiver, for short) of A.
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We gather some characteristics of the AR-quiver in the following remark.
Remark 2.5.2.
1. LetM be an indecomposable module. It follows from 2.4.15, 2.4.13 and
2.3.3 that ifM is projective, then the predecessors of [M ] are the points
[L] with L an indecomposable direct summand of radM , and if M is
not projective, the predecessors of [M ] are the points [L] where L is an
indecomposable direct summand of the middle term of the almost split
sequence ending with M . Similarly, if M is injective, the successors
of [M ] are the points [N ] such that N is an indecomposable summand
of M/socM , and if M is not injective, the successors of [M ] are the
indecomposable direct summands of the middle term of the almost split
sequence starting with M . In particular, for every indecomposable
module M , the set of the predecessors and the set of the successors of
[M ] are finite, which means that each vertex of Γ(modA) has a finite
number of neighbours. A quiver that satisfies such property is said to
be locally finite. Thus, Γ(modA) is locally finite.
2. The quiver Γ(modA) is finite if and only if A is representation-finite
(recall the definition 1.2.7).
3. The AR-quiver has no loops. Indeed, let M ∈ modA and suppose f :
M →M is an irreducible morphism. Then by 2.3.8, f is a epimorphism
or a monomorphism. Since M is finite dimensional, it follows that f is
an isomorphism, contradicting the fact that f is neither a section nor a
retraction. So the source and the target of the arrows of the AR-quiver
must be different from each other.
4. If A is a representation-finite algebra, then Γ(modA) has no multiple
arrows (see [2, IV.4.9]).
5. Recall the Auslander-Reiten translation τ (cf. 2.4.8). For each inde-
composable nonprojective module M , τ M is indecomposable nonin-
jective, and for each indecomposable noninjective module N , τ−1N is
indecomposable nonprojective, by 2.4.9. Moreover, we have τ−1τ M ∼=
M , and ττ−1N ∼= N . This permits to define a bijection (also denoted
by τ):
τ : Γ′0 → Γ′′0
[M ] 7→ [τ M ],
where Γ′0 = {[M ] ∈ Γ (modA) | M is not projective} and Γ′′0 = {[N ] |
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N is not injective}. The inverse bijection, denoted by τ−1 is given by
τ−1 : Γ′′0 → Γ′0
[N ] 7→ [τ−1N ].
The bijection τ is called the translation of the AR-quiver Γ (modA).
Let M be an indecomposable nonprojective module and let
0→ τ M → ⊕i∈[t]Nnii →M → 0
be an almost split sequence ending with M (cf. 2.4.13). By 2.4.15, the
isomorphism classes [Ni] of the direct summands of the middle term
are precisely the successors of τ M in Γ (modA) and the predecessors
of M . Moreover, we have dimK Irr(Ni,M) = dimK Irr(τ M,Ni) = ni
(cf. 2.4.17) and so there is a bijection between the set of arrows from
[τ M ] to [Ni] and the set of arrows from [Ni] to [M ].
A quiver with these properties is known as a translation quiver (see
definition in [2, IV.4.7]).
We will now give a simple example of Auslander-Reiten quiver, but before
that we state the following useful proposition that gives us examples of almost
split sequences.
Proposition 2.5.3. [2, IV.3.9, IV.3.11]
1. Let P be a nonsimple indecomposable projective and injective module,
S = soc P and R = radP . The sequence
0→ R [q i]
t
→ R/S ⊕ P [−j p]→ P/S → 0,
where q, p are the projections and i, j are the inclusions, is almost split.
2. The target of any irreducible morphism whose domain is simple, pro-
jective and noninjective is projective.
3. The domain of any irreducible morphism whose target is simple, injec-
tive and nonprojective is injective.
Remark 2.5.4. Let S be a simple projective noninjective module, and f : S →
P a left minimal almost split morphism. Any component of f , f ′ : S → P ′
corresponding to a direct summand P ′ of P , is irreducible. By 2.5.3 (2),
each direct summand P ′ of P must be projective. It follows from 2.4.16
that the dimension of the space of irreducible maps from S to P ′ equals
the multiplicity of S in radP ′. So P = ⊕P dii , where di is the multiplicity
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of S in radPi for each indecomposable projective module Pi. Similarly, if
g : I → S ′ is a right minimal almost split morphism, for a simple, injective
nonprojective module S ′, then I = ⊕Id′ii , where Ii are the indecomposable
injective modules and d′i is the multiplicity of S
′ in Ii/soc Ii.
Example 2.5.5. Consider the path K-algebra A of the quiver
1 2 3
The indecomposable injective modules and projective modules are:
P (1) = K
1→ K 1→ K = I(3)
P (2) = 0→ K 1→ K
P (3) = 0→ 0 1→ K = S(3)
I(1) = K → 0→ 0 = S(1)
I(2) = K
1→ K → 0.
It is easy to see, according to 2.2.2, that the radicals of the projective
modules P (1), P (2), and the quotients I(i)/soc I(i) (i = 2, 3) are given by:
radP (1) = P (2), rad P (2) = P (3)
soc I(2) = S(2), soc I(3) = S(3)
I(2)
soc I(2)
= I(1),
I(3)
soc I(3)
= I(2).
Note that P (3) is simple, projective and noninjective. By 2.5.4, in a left
minimal almost split morphism P (3) → P , P = P (1)d1 ⊕ P (2)d2 ⊕ P (3)d3 ,
where di is the multiplicity of P (3) in radP (i), for i = 1, 2, 3. In this case,
since P (3) is not a summand of radP (1) and P (3) = radP (2), we have P =
P (2), and so the only left minimal almost split morphism starting at P (3) is
the embedding P (3)
i→ P (2). Therefore, the sequence 0→ P (3) i→ P (2)→
Coker i → 0 is almost split. The cokernel of i is P (2)/P (3) = S(2). So we
have an irreducible morphism from P (3) to P (2) and an irreducible morphism
from P (2) to S(2). Moreover, by 2.4.15, if M ′ is an indecomposable module
such that Irr(P (3),M ′) 6= 0 then M ′ ∼= P (2) and if N ′ is an indecomposable
module such that Irr(N ′, S(2)) 6= 0, then N ′ ∼= P (2).
Since P (2) = radP (1), we have an irreducible morphism from P (2) to
P (1) (the inclusion, to be specific). Consider now P (1). Because P (1) is
nonsimple, injective and projective, we have an almost split sequence 0 →
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P (2) → S(2) ⊕ P (1) → I(2) → 0, by 2.5.3 (1). In particular, we get
irreducible morphisms from P (2) to S(2) and from P (2) to P (1) (cf. 2.4.15).
Furthermore, there is no indecomposable module M ′ nonisomorphic to S(2)
and to P (1) such that Irr(P (2),M ′) 6= 0.
Consider now the injective I(2). The projection I(2) → I(2)/S(2) =
I(1) = S(1) is irreducible and left minimal almost split. Again by 2.4.15,
there is no other arrow in the Auslander-Reiten quiver of A with source [I(2)].
Similarly, we have a left minimal almost split morphism from P (1) = I(3) to
I(3)/soc I(3) = I(2), and so there is an arrow from [I(3)] to [I(2)], which is
the only arrow with source [I(3)].
Now consider the simple, injective and nonprojective module S(1). Since
S(1) = I(2)/soc I(2) and S(1) is not a summand of I(3)/soc I(3), we have
a right minimal almost split morphism from I(2) = S(1) = I(3) to S(1),
and so by 2.4.15, there is no other arrow in Γ(modA) with target [S(1)].
Moreover, we have an almost split sequence
0→ Ker (I(2)→ S(1))→ I(2)→ S(1)→ 0,
where Ker (I(2)→ S(1)) = S(2). Thus, [I(2)] is the only successor of [S(2)].
All these observations give rise to the AR-quiver:
[P (3)] [S(2)] [S(1)]
[P (2)] [I(2)]
[P (1)]
Note that, when drawing the AR-quiver, we put [τ M ], where M is inde-
composable nonprojective, on the same horizontal line as [M ], by convention.
We end this chapter with the proof that if Γ(modA) has a finite connected
component C then Γ(modA) = C, an important fact which is necessary for
the last chapter. In order to prove this result we need the following definition
and lemmas.
Definition 2.5.6. Let M0,M1, . . . ,Mt be indecomposable A-modules. A
chain of irreducible morphisms from M0 to Mt is a sequence of irreducible
morphisms of the form
M0
f1→M1 f2→ . . . ft→Mt.
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Lemma 2.5.7. Let t ∈ N and let M and N be indecomposable A-modules.
Suppose that HomA(M,N) 6= 0 and that there exists no chain of irreducible
morphisms from M to N of length < t. Then there is a chain of irreducible
morphisms
M =M0
f1→M1 f2→M2 → . . . ft→Mt
and a morphism g :Mt → N such that gft . . . f1 6= 0, and there is a chain of
irreducible morphisms
Nt
gt→ Nt−1 gt−1→ . . .→ N1 g1→ N0 = N
and a morphism f :M → Nt such that g1 . . . gtf 6= 0.
Proof. We just prove the existence of the first chain and the morphism g, the
argument to the proof of the second chain and morphism f is similar. We
prove by induction on t. For t = 0 there is nothing to show. Suppose now
that M and N are such that HomA(M,N) 6= 0 and that there is no chain of
irreducible morphisms from M to N of length < t + 1. By induction, there
is a chain of irreducible morphisms
M =M0
f1→M1 f2→M2 → . . . ft→Mt
and a morphism g :Mt → N with gft . . . f1 6= 0. Suppose, for a contradiction,
that g is an isomorphism. Then gft is irreducible and so the sequence
M =M0
f1→M1 f2→M2 → . . .Mt−1 gft→ N
is a chain of irreducible morphisms fromM toN of length t, which contradicts
the hypothesis. Thus g cannot be an isomorphism. If g is a section, then g
is injective and N = Ker g′ ⊕ Img, where g′ : N →Mt is a left inverse of g.
Because N is indecomposable, either Ker g′ = 0 or Img = 0. If Ker g′ = 0,
then g is surjective, which contradicts the fact that g is not an isomorphism,
and if Img = 0, then gft . . . f1 = 0, also a contradiction. Therefore, g is not
a section. Consider the left minimal almost split morphism
h = [h1 . . . hs]
t :Mt → ⊕sj=1Lj,
where each Lj is indecomposable (there exists such a morphism by 2.4.13
and 2.3.3). Hence, by definition of left almost split morphism and because g
is not a section, there exists
u = [u1 . . . us] : ⊕sj=1Lj → N
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such that g = uh =
∑s
j=1 ujhj. Therefore, gft . . . f1 =
∑s
j=1 ujhjft . . . f1 6=
0, and so ujhjft . . . f1 6= 0 for some j. Let Mt+1 := Lj, ft+1 := hj and
g′ := uj. Note that hj is irreducible and then
M =M0
f1→M1 f2→ . . . ft→Mt ft+1→ Mt+1
is a chain of irreducible morphisms of length t+ 1, and we are done.
Lemma 2.5.8. Let k, n ∈ N and
M1
f1→M2 f2→M3 → . . .→M2n−1 f2n−1→ M2n
be a sequence of morphisms in modA satisfying the conditions:
1. Each module Mi is indecomposable, and l(Mi) ≤ k, ∀i ∈ [2k],
2. Each morphism is nonzero and is not an isomorphism.
Then l(Imf2n−1 . . . f2f1) ≤ k − n.
Proof. We proceed by induction on n. Let n = 1. Suppose, for a contradic-
tion, that l(Imf1) = k. Then, since Imf1 ⊆ M2 and l(M2) ≤ k, we have
l(Imf1) = k = l(M2), which implies that f1 is an epimorphism. Moreover,
k = l(M2) ≤ l(M1) ≤ k, so l(M1) = k and l(Ker f1) = l(M1)− l(Imf1) = 0
(cf. 1.2.9). Thus Ker f1 = 0 and f1 is an isomorphism, which contradicts the
hypothesis. So l(Imf1) ≤ k − 1. Suppose now that the statement is valid
for n, and let
M1
f1→M2 f2→ . . .→M2n−1 f2n−1→ M2n f2n→ M2n+1 f2n+1→ . . .
f2n+1−1→ M2n+1
be a sequence of nonzero nonisomorphisms between indecomposable modules
of length ≤ k. Write f = f2n−1 . . . f2f1, h = f2n+1−1 . . . f2n+1 and g = f2n to
simplify the notation. Since the chains
M1
f1→M2 f2→ . . .→M2n−1 f2n−1→ M2n
and
M2n+1
f2n+1→ . . . f2n+1−1→ M2n+1
have length 2n−1, we have by induction that l(Imf) ≤ k−n and l(Imh) ≤
k − n. We have to show that l(Imhgf) ≤ k − n − 1. If l(Imh) < k − n,
then we are done because l(Imhgf) ≤ l(Imh). Also if l(Imf) < k − n,
we have the required inequality since Imhgf ∼= Imf/(Imf ∩Ker hg) and
so l(Imhgf) = l(Imf) − l(Imf ∩ Ker hg) ≤ l(Imf). Suppose then that
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l(Imf) = l(Imh) = k − n > 0, and assume, for a contradiction, that
l(Imhgf) > k − n − 1. Hence l(Imhgf) = k − n since k − n − 1 <
l(Imhgf) ≤ l(Imh) = k − n. From the equality l(Imhgf) = l(Imf) −
l(Imf ∩ Ker hg) given before, it follows that l(Imf ∩ Kerhg) = 0 and so
Imf ∩Ker hg = 0. On the other hand, Imhgf ⊆ Imhg ⊆ Imh and since
l(Imhgf) = l(Imh) = k − n, this yields l(Imhg) = k − n. Therefore
l(Ker hg) = l(M2n)− l(Imhg) = l(M2n)− (b− n) = l(M2n)− l(Imf).
Consequently,M2n = Imf⊕Ker hg. ButM2n is indecomposable and f 6= 0,
so Ker hg = 0, which implies that hg and hence g are monomorphisms.
Analogously,M2n+1 = Imgf⊕Ker h. BecauseM2n+1 is indecomposable and
gf 6= 0, we have M2n+1 = Imgf , that is, gf is an epimorphism. Therefore,
g is an epimorphism. The contradiction was reached for g is assumed to be
a nonisomorphism.
The following corollary follows directly from 2.5.8.
Corollary 2.5.9. Let k ∈ N and
M1
f1→M2 f2→M3 → . . .→M2k−1
f
2k−1→ M2k
be a sequence of nonzero nonisomorphisms in modA, where each module Mi
is indecomposable and has length ≤ k. Then f2k−1 . . . f2f1 = 0.
Theorem 2.5.10. Suppose Γ(modA) admits a connected component C such
that its modules have length bounded by a certain natural number k. Then C
is finite and C = Γ(modA). In particular A is representation-finite.
Proof. Firstly we claim that if M,N are two indecomposable modules such
that [M ] ∈ C and HomA(M,N) 6= 0, then there exists a chain of irreducible
morphisms from M to N of length < 2k − 1 = t. Indeed, if such a chain
didn’t exist, there would exist a chain of irreducible morphisms
M =M0
f1→M1 f2→ . . .→Mt−1 ft→Mt
and a morphism g : Mt → N with gft . . . f1 6= 0, by 2.5.7. But each module
Mi is such that [Mi] ∈ C, so l(Mi) ≤ k. Hence, by 2.5.9, ft . . . f1 = 0, con-
tradicting the fact that gft . . . f1 6= 0. This implies that [N ] ∈ C. Similarly,
if [N ] ∈ C, then [M ] ∈ C.
Let now M be an indecomposable module whose isomorphism class [M ]
lies in C. Since every module admits a projective cover, there exists an inde-
composable projective module P such thatHomA(P,M) 6= 0. Hence [P ] ∈ C,
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according to the previous claim. Let N be an arbitrary A-module. There
exists an indecomposable projective module P ′ such that HomA(P
′, N) 6= 0.
Let P ∼= eaA and P ′ ∼= ebA. Because the quiver QA is connected, there
exists an unoriented path a 1 2 · · · r b from a to b. Consider
the indecomposable projective modules P1, . . . , Pr associated do the vertices
1, . . . , r of such path. Write P0 = P and Pr+1 = P
′. Since HomA(Pi, Pi+1) ∼=
ei+1Aei, we have that HomA(Pi, Pi+1) 6= 0 or HomA(Pi+1, Pi) 6= 0, for
i = 0, . . . , r. Consequently, [P ′] ∈ C because [P ] ∈ C, and so [N ] lies in
C as well, which proves that Γ(modA) = C. It remains to prove that C is
finite. As we have seen, for each indecomposable projective A-module P
and each indecomposable A-module M such that HomA(P,M) 6= 0, there
exists a chain of irreducible morphisms from P to M of length smaller than
t = 2k− 1. Because there are only finitely many nonisomorphic indecompos-
able projectives, there are only finitely many nonisomorphic indecomposable
modules corresponding to points in C. Hence C is finite.
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Chapter 3
Cluster Algebras
The cluster algebras were introduced by Fomin and Zelevinsky in [16]. Fix
n,m ∈ N, n ≤ m, and let F = Q(x1, . . . , xm) be the field of rational functions
in the m variables x1, . . . , xm over Q. Informally speaking, a cluster algebra
A is a commutative ring contained in F generated by a (possibly infinite)
set of generators. These generators are organised into distinguished subsets
of cardinality n, known as clusters, together with some coefficients, and are
obtained by an initial transcendence basis of F, changing it according to
certain rules to produce new transcendence basis. The process of mutating
the transcendence basis are governed by matrices associated to the clusters.
In this chapter we present the variations of the definition of cluster al-
gebras given in [16] and [17], and state some important results, namely the
Laurent phenomenon, which says that all the clusters variables are a Lau-
rent polynomial in the cluster variables of a given initial cluster. We focus
our attention on the cluster algebras of finite type, the ones with finitely
many distinct clusters variables. Fomin and Zelevinsky proved that the clas-
sification of the cluster algebras of finite type is completely parallel to the
Cartan-Killing classification of root systems. Hence, there is a cluster alge-
bra of finite type for each Cartan matrix of finite type. An important result
(cf. 3.4.5) gives the correspondence between cluster variables and the almost
positive roots of the root system associated to the finite cluster algebra in
question. We will see too that the cluster algebras of type A have a nice
description in terms of the diagonals and triangulations of a regular polygon.
Most results presented in this chapter will not be proved as their proofs
are very extensive and are not relevant for the purpose of this thesis, which
is the study of [13]. For more details and the omitted proofs, we refer the
reader to [16, 17, 18].
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3.1 Definitions
The first part of this section is devoted to the definition of cluster algebras
given in [16], and the second part is devoted to the definition given in [17]
and the connection between these two notions. The definition of cluster
algebras requires the concept of exchange patterns, which involves (exchange)
matrices and coefficients. There are different classes of cluster algebras, such
as symmetrizable cluster algebras, normalized cluster algebras and cluster
algebras of geometric type, according to the variations of those (exchange)
matrices and coefficients. The paper [17] is concerned to the normalized
cluster algebras, which is the class we will be interested in.
Let I be a set of cardinality n, write I = {1, . . . , n} and let Tn be a graph,
called n-regular tree, where each vertex has valency n and the edges incident
in each vertex are labeled by the elements of I. We illustrate the examples
for n = 1, 2, 3.
T1
1
T2
1 2 1 2· · · · · ·
T3
1
2
32
3
1
3
1
2
3
1
2
1
Let P be a torsion-free multiplicative group, which is called the coefficient
group. For each vertex t of Tn we associate n commuting indeterminates
x1(t), . . . , xn(t), called cluster variables . The set x(t) = {xi(t) | i ∈ I} of
the n cluster variables associated to the vertex t is called a cluster .
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For each t ∈ Tn and each j ∈ I, we associate a monomial
Mj(t) = pj(t)
∏
i∈I
x
bi(t)
i ,
where bi(t) ∈ Z and bi(t) ≥ 0 for all i ∈ I, and pj(t) ∈ P. The clusters of
two vertices t, t′ joined by an edge labeled by j are related by the exchange
relations :
xi(t) = xi(t
′), if i 6= j,
xj(t)xj(t
′) =Mj(t) +Mj(t
′). (3.1)
The monomials Mj(t), t ∈ Tn, j ∈ I must satisfy the following axioms:
1. xj(t) ∤Mj(t), ∀t ∈ Tn, j ∈ I, i.e., Mj(t) doesn’t contain xj(t),
2. If t
j
t′ , then Mj(t) and Mj(t
′) cannot both contain xi, for any
i ∈ I, i.e., if xi(t) |Mj(t) then xi(t′) ∤Mj(t′),
3. If t
i
t′
j
t′′ , then Mi(t) contains xj(t) if and only if Mj(t
′)
contains xi(t
′), i.e., xj(t) |Mi(t)⇔ xi(t′) |Mj(t′),
4. If u i t
j
t′
i
u′ , then
Mi(t
′)
Mi(u′)
=
Mi(t)
Mi(u)
|xj←M0/xj ,
where M0 = Mj(t) +Mj(t
′) |xi=0, i.e., Mi(t′)/Mi(u′) is obtained from
Mi(t)/Mi(u) by replacing xj by M0/xj, where M0 is obtained from
Mj(t) +Mj(t
′) by replacing xi by 0.
In this case, we say that the family of monomials M = (Mj(t))j∈I,t∈Tn is
an exchange pattern.
Remark 3.1.1.
1. The substitution xj ← M0/xj in the last axiom is monomial. Indeed,
the monomialsMj(t),Mj(t
′) cannot both involve xi and if one of them,
say Mj(t), contains xi then xj is replaced by Mj(t
′)/xj. If xi ∤ Mj(t)
and xi ∤ Mj(t′) then, by axiom 3, xj ∤ Mi(t) and xj ∤ Mi(u). So the
substitution of xj ←M0/xj in Mi(t)/Mi(u) is irrelevant.
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2. The axiom 4 is invariant under the flip t↔ t′, u↔ u′. For if we apply
this axiom to the reverse sequence, we get:
Mi(t)
Mi(u)
=
Mi(t
′)
Mi(u′)
|xj←M0/xj ,
where M0 = (Mj(t
′) + Mj(t)) |xi=0. Making the substitution xj ←
M0/xj, we obtain:
Mi(t)
Mi(u)
|xj←M0/xj=
Mi(t
′)
Mi(u′)
|xj←M0/(M0/xj)=
Mi(t
′)
Mi(u′)
.
3. The information associated with one vertex of Tn can be propagated
around the graph Tn, by axiom 4. In other words, fix a vertex t and
suppose we are given its 2n associated monomials Mj(t), with j ∈ I
and Mj(t
′), with j ∈ I and where t′ is the vertex joined to t by an
edge with label j. Let t′ be a vertex adjacent to t, being the edge that
links them labeled by j. The monomial Mj(t
′) is given. Let i ∈ I
such that i 6= j, t′′ be the vertex linked to t′ by the edge i and t0 be
the vertex joined to t by the edge i. The axiom 4 says that the ratio
Mi(t
′)
Mi(t′′)
is obtained from Mi(t)
Mi(t0)
using Mj(t) and Mj(t
′). Note that, by
the exchange relations, xk(t
′) = xk(t
′′) for k ∈ I \ {i} and by axiom 1,
xi(t
′) ∤Mi(t′) and xi(t′′) ∤Mi(t′′). Thus by axiom 2, we have:
Mi(t
′)
Mi(t′′)
=
pi(t
′)
pi(t′′)
∏
k∈I
x
ck(t
′)
k (t
′),
where
ck(t
′) =


bk(t
′) if xk(t
′) |Mi(t′)
−bk(t′′) if xk(t′′) |Mi(t′′)
0 if k = i.
So the exponents of xk are uniquely determined as well as pi(t
′)/pi(t
′′).
The exchange matrices
Given an exchange pattern M = (Mj(t))j∈I,t∈Tn , we can associate a family
of matrices over Z that encodes all the exponents in all of its monomials.
For each t ∈ Tn, let B(t) = (bij(t))i,j∈I be an n× n matrix over Z where
the entries bij(t) ∈ Z are such that:
Mj(t)
Mj(t′)
=
pj(t)
pj(t′)
∏
i∈I
x
bij(t)
i (t),
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where t′ is the vertex joined to t by the edge j.
As it was observed in 3.1.1 (3), we have
Mj(t) = pj(t)
∏
i: bij>0
x
bij(t)
i , (3.2)
Mj(t
′) = pj(t
′)
∏
i: bij<0
x
−bij(t)
i .
Note that each matrix B(t) = (bij(t)) satisfies these conditions:
1. bii(t) = 0, for all i ∈ I,
2. bij(t) > 0 if and only if bji(t) < 0.
The first one follows from the axiom 1 of the exchange patterns. To
prove the second one, suppose bij > 0. Then xi(t) |Mi(t), which implies that
xj(t
′) |Mj(t′), by the third axiom of exchange patterns. Hence bji < 0. The
converse is similar.
Definition 3.1.2. A square matrix B = (bij) over Z is said to be sign-skew-
symmetric if bij = bji = 0 or bijbji < 0, for every i, j, i.e., if it satisfies the
two conditions above.
We have just seen that the family of matrices B(t), with t ∈ Tn, corre-
sponding to an exchange pattern is a family of sign-skew-symmetric matrices.
Definition 3.1.3. Let B = (bij) and B
′ = (b′ij) be square matrices of the
same size over Z. We say that B′ is obtained from B by the matrix mutation
in direction k, which will be denoted by B′ = µk(B), if
b′ij =
{
−bij if i = k or j = k
bij +
|bik| bkj+bik |bkj |
2
otherwise.
Remark 3.1.4. The matrix mutation µk is an involution, i.e., µ
2
k = 1. Write
B′ = µk(B) and B
′′ = µk(µk(B)). Then we have
b′′ij =
{
−b′ij if i = k or j = k,
b′ij +
|b′
ik
|b′
kj
+b′
ik
|b′
kj
|
2
otherwise.
If i = k or j = k, b′ij = −bij and so b′′ij = bij. If not, we have
b′′ij = b
′
ij +
|b′ik|b′kj + b′ik|b′kj|
2
= bij +
|bik|bkj + bik|bkj|
2
− |bik|bkj + bik|bkj|
2
= bij.
Therefore, B′′ = B, as required.
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Definition 3.1.5. Two matrices are mutation equivalent if they can be ob-
tained from each other by a sequence of matrix mutations followed by a
simultaneous permutation of rows and columns.
We will now prove that for a pair of vertices t, t′ connected by an edge
k, the matrices B = B(t) and B′ = B(t′) are obtained from each other by a
matrix mutation in direction k, that is, B′ = µk(B).
We have
Mk(t
′)
Mk(t)
=
pk(t
′)
pk(t)
∏
i∈I
x
b′
ik
(t′)
i
Therefore, b′ik(t
′) = −bik(t).
For j ∈ I \ {k}, let u (resp. u′) be the vertex connected to t (resp. t′) by
the edge labeled by j.
We have
Mj(t
′)
Mj(u′)
=
pj(t
′)
pj(u′)
∏
i∈I
x
b′ij
i (3.3)
Mj(t)
Mj(u)
=
pj(t)
pj(u)
∏
i∈I
x
bij
i .
By axiom 4 of the exchange pattern,
Mj(t
′)
Mj(u′)
=
Mj(t)
Mj(u)
|xk←M0/xk , (3.4)
where
M0 =Mk(t) +Mk(t
′) |xj=0
=
(
pk(t)
∏
i: bik>0
xbiki + pk(t
′)
∏
i: bik<0
x−biki
)
|xj=0 .
Assume bjk 6= 0. If bjk < 0, then M0 = pk(t)
∏
i: bik>0
xbiki . If bjk > 0,
then M0 = pk(t
′)
∏
i: bik<0
x−biki .
In either case we have
M0 = p
∏
i: bikbjk<0
x
|bik|
i ,
where p is either pk(t) or pk(t
′).
Hence, from 3.4 and 3.3, making the substitution xk ←M0/xk, we get:
∏
i∈I
x
b′ij
i =
∏
i∈I\k
x
bij
i ·
∏
i: bikbjk<0
x
|bik|kj
i
x
bkj
k
. (3.5)
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As bkk = 0, we deduce from 3.5 that b
′
kj = −bkj.
Let i 6= k. Let us compare the exponents of xi in both sides of 3.5. If
bikbjk ≥ 0, then b′ij = bij, as M0 doesn’t contain xi. If bikbjk < 0, then
b′ij = bij + |bik|bkj.
Thus
b′ij =
{
bij if bikbjk ≥ 0
bij + |bik|bkj if bikbjk < 0.
Suppose bikbjk ≥ 0. Then bikbkj ≤ 0, as B is sign-skew-symmetric. Sup-
pose bik ≤ 0 and bkj ≥ 0. We have
|bik|bkj + bik|bkj|
2
=
−bikbkj + bikbkj
2
= 0.
The other case, when bik ≥ 0 and bkj ≤ 0, is similar.
If bikbjk < 0, then, because B is sign-skew-symmetric, bik, bkj have the
same sign. If they are both positive,
|bik|bkj + bik|bkj|
2
= bikbkj = |bik|bkj,
and if they are both negative, we have
|bik|bkj + bik|bkj|
2
= −bikbkj = |bik|bkj.
Hence, b′ij = bij +
|bik| bkj+bik |bkj |
2
.
We have just proved that
b′ij =
{
−bij if i = k or j = k
bij +
|bik| bkj+bik |bkj |
2
otherwise,
(3.6)
assuming that bjk 6= 0. But this equation also holds when bjk = 0. In this
case, we have bkj = 0 and bkl = 0, for all k ∈ I, since neither Mj(t) nor
Mj(u) contains xk. So 3.6 reduces to the equation b
′
ij = bij. On the other
hand, the axiom 4 of the exchange pattern becomes
Mj(t
′)
Mj(u′)
=
Mj(t)
Mj(u)
.
And so we have indeed b′ij = bij.
Conversely, given a family of n× n matrices (B(t))t∈Tn over Z such that
each B(t) is sign-skew-symmetric and B(t′) = µk(B(t)) if t
k
t′ , it is
clear that the family of monomials
Mj(t) :=
∏
i: bij(t)>0
x
bij(t)
i ,
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with j ∈ I and t ∈ Tn, is an exchange pattern.
The following proposition summarizes what we have just proved.
Proposition 3.1.6. A family of n×n integer matrices (B(t))t∈Tn corresponds
to an exchange pattern if and only if the following conditions are satisfied:
1. B(t) is sign-skew-symmetric for all t ∈ Tn,
2. If t, t′ are two vertices of Tn joined by an edge labeled by k, then B(t
′) =
µk(B(t)).
Given an initial vertex t0 ∈ Tn and a n × n integer matrix B, we get a
family (B(t))t∈Tn , withB(t0) = B, uniquely determined by matrix mutations,
as all matrix mutations are involutions. Thus we can get an exchange pattern
from just one matrix B, provided B and the matrices obtained from it by a
sequence of mutations are sign-skew-symmetric.
There is a large subclass of the class of sign-skew-symmetric matrices for
which this is true, i.e., is closed for matrix mutations.
Definition 3.1.7. A square matrix B = (bij) over Z is said to be skew-
symmetrizable if there exists a diagonal matrix D = (di) with positive integer
diagonal entries such that DB is skew-symmetric, i.e., −(DB) = (DB)t. In
other words, dibij = −djbji for all i and j.
Proposition 3.1.8. Let t0 be an arbitrary vertex of Tn and B be a skew-
symmetrizable matrix. There exists a unique family of matrices (B(t))t∈Tn
associated with an exchange pattern on Tn and such that B(t0) = B. More-
over, all the matrices B(t) are skew-symmetrizable.
Proof. It is clear that any skew-symmetrizable matrix is sign-skew-symmetric.
Furthermore, if B is skew-symmetrizable so is B′ := µk(B). Indeed let D be
a diagonal matrix with positive integer entries di such that dibij = −djbji for
all i and j. For i = k or j = k, we have dib
′
ij = di(−bij) = djbji = −djb′ji.
For the other cases, we have
dib
′
ij = di
(
bij +
|bik|bkj + bik|bkj|
2
)
= dibij +
di
dk
di
|bki|bkj − dkbki|bkj|
2
= −djbji +
|bkidkbkj − dk djdk |bjk|bki
2
= −dj
(
bji +
|bki|bjk + bki|bjk|
2
)
= −djb′ji.
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Hence µk(B) is skew-symmetrizable. The proposition follows from 3.1.6.
The coefficients
Recall that given the 2n monomials of an exchange pattern corresponding to
the edges emanating from a given vertex, axiom 4 of the exchange patterns
only prescribes the ratios pi(t
′)/pi(t
′′) of coefficients. We will now define a
special type of exchange patterns for which all the coefficients are uniquely
determined.
Definition 3.1.9. A semifield is a triple (P,⊕, ·), where P is a set and · and
⊕ are two binary operations in P such that (P, ·) is an abelian multiplicative
group and ⊕, which is called auxiliary addition, is commutative, associative
and distributive with respect to the multiplication · in P.
Note that (P, ·) is torsion free. Indeed, if p ∈ P is such that pm = 1 for
some m ≥ 2, then
p =
pm ⊕ pm−1 ⊕ · · · ⊕ p
pm−1 ⊕ pm−2 ⊕ · · · ⊕ 1 =
pm−1 ⊕ · · · ⊕ 1
pm−1 ⊕ · · · ⊕ 1 = 1.
Definition 3.1.10. An exchange pattern is said to be normalized if P is a
semifield, and pk(t)⊕ pk(t′) = 1 for any edge t k t′ .
All the coefficients of a normalized exchange pattern can be obtained from
the 2n coefficients pi(t) (with i ∈ I) and pj(tj) (with j ∈ [n] and where tj
is the vertex linked to t by the edge j) associated to a given vertex t. The
following lemma will be useful to prove this.
Lemma 3.1.11. Let (B(t))t∈Tn be a family of matrices satisfying the con-
ditions in 3.1.6 and (pj(t)), with j ∈ I, t ∈ Tn, a family of elements of a
coefficient group P. Then the monomials Mj(t), with j ∈ I, t ∈ Tn given by
Mj(t) = pj(t)
∏
i:bij(t)>0
x
bij(t)
i ,
form an exchange pattern if and only if the condition
pi(u)pi(t
′)pj(t
′)max(bji(t
′),0) = pi(t)pi(u
′)pj(t)
max(bji(t),0). (3.7)
holds for vertices u, t, t′, u′ and edges i, j such that u i t
j
t′
i
u′ .
Note that bji(t2) = −bji(t3) by the definition of matrix mutation, so at
most one of the pj(t2) and pj(t3) enters 3.7.
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Proof. The first three axioms of exchange patterns are valid by 3.1.6. Hence
the family (Mj(t)) is an exchange pattern if and only if it satisfies the axiom
4, that is, whenever u i t
j
t′
i
u′ , we have
Mi(t
′)
Mi(u′)
=
Mi(t)
Mi(u)
|xj←M0/xj , (3.8)
where M0 = (Mj(t) +Mj(t
′)) |xi=0. We have
M0 =


pj(t)
∏
k:bkj(t)>0
x
bkj(t)
k if bij(t
′) > 0,
pj(t
′)
∏
k:bkj(t′)>0
x
bkj(t
′)
k if bij(t
′) < 0,
pj(t)
∏
k:bkj(t)>0
x
bkj(t)
k + pj(t
′)
∏
k:bkj(t′)>0
x
bkj(t
′)
k if bij(t
′) = 0.
In the case when bij(t
′) = 0, then bji(t) = 0, because bij(t
′) = bji(t
′) as B(t′)
is sign-skew-symmetric, and bji(t) = −bji(t′) as B(t) = µj(B(t′)). Thus, in
terms of coefficients, we get
pi(t
′)
pi(u′)
=
pi(t)
pi(u)
from 3.8. If bij(t
′) > 0, then from 3.8 we have:
pi(t
′)
pi(u′)
=
pi(t)
pi(u)
pj(t)
bji(t).
Finally, if bij(t
′) < 0, we get:
pi(t
′)
pi(u′)
=
pi(t)
pi(u)
pj(t
′)bji(t).
In all cases we have the relation
pi(t
′)
pi(u′)
=
pi(t)
pi(u)
pj(t)
max(bji(t),0)pj(t
′)min(bji(t
′),0),
which is 3.7.
Proposition 3.1.12. Every family of matrices (B(t))t∈Tn satisfying the con-
ditions in 3.1.6 together with 2n elements:
pi(t0), with i ∈ I, and
pj(t) for every edge t0
j
t ,
of a semifield P associated to a given vertex T0 and such that the norma-
lization condition is satisfied, i.e., pj(t) ⊕ pj(t0) = 1, determines a unique
normalized exchange pattern.
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Proof. Let t
j
t′ be an edge and pj(t), pj(t
′) be its corresponding coeffi-
cients in a normalized exchange pattern. The ratio
uj(t) =
pj(t)
pj(t′)
determines the coefficients since we have
pj(t) =
uj(t)
1⊕ uj(t) , pj(t
′) =
1
1⊕ uj(t) .
Obviously we have
uj(t)uj(t
′) = 1. (3.9)
We are given the ratios uj(t0) = pj(t0)/pj(t), for every edge t0
j
t . All
the other ratios can be obtained from these via the relations:
ui(t
′) = ui(t)uj(t)
max(bji(t),0)(1⊕ uj(t))−bji(t) (3.10)
for any edge t
j
t′ and i 6= j. The coefficients determined by these
relations give rise to a unique normalized exchange pattern because 3.10 is
the same as 3.7:
ui(t
′) = ui(t)uj(t)
max(bji(t),0)(1⊕ uj(t))−bji(t) ⇔
pi(t
′)
pi(t1)
=
pi(t)
pi(t0)
(
pj(t)
pj(t′)
)max(bji(t),0)
pj(t
′)bji(t) ⇔
pi(t
′)pi(t0)pj(t
′)max(bji(t),0)−bji(t) = pi(t1)pi(t)pj(t)
max(bji(t),0) ⇔
pi(t
′)pi(t0)pj(t
′)max(bji(t
′),0) = pi(t1)pi(t)pj(t)
max(bji(t),0),
where t0 (resp. t1) is the vertex joined to t (resp. t
′) by the edge i.
An important example of a semifield is the tropical semifield , denoted by
Trop (pj : j ∈ J), where P is a free abelian multiplicative group, with a finite
set of generators pj (j ∈ J), and with auxiliary addition ⊕ given by∏
j
p
aj
j ⊕
∏
j
p
bj
j =
∏
j
p
min (aj ,bj)
j .
Definition 3.1.13. A normalized exchange pattern is of geometric type if
P = Trop(pj : j ∈ J), and each coefficient pj(t) is a monomial in the genera-
tors pi with all exponents nonnegative.
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Remark 3.1.14. For an exchange pattern of geometric type, the normalization
condition pj(t)⊕pj(t′) = 1 for each edge t j t′ , means that the monomials
pj(t) and pj(t
′) have no variable in common.
The following proposition gives a characterization of the coefficients as-
sociated to an exchange pattern of geometric type.
Proposition 3.1.15. Let P = Trop(pi : i ∈ J), (B(t))t∈Tn be a family of
matrices satisfying the conditions in 3.1.6, and (pj(t) : j ∈ I, t ∈ Tn) be a
family of elements of P. Then M = (Mj(t) : j ∈ I, t ∈ Tn) where each
monomial is given by
Mj(t) = pj(t)
∏
i:bij(t)>0
x
bij(t)
i
is an exchange pattern if and only if , for each j ∈ I and t ∈ Tn, there exists
a family of integers (cij(t) : t ∈ Tn, i ∈ J, j ∈ I) such that, for every edge
t
k
t′ ,
cij(t
′) =
{
−cij(t) if j = k,
cij(t) +
|cik(t)|bkj(t)+cik(t)|bkj(t)|
2
otherwise,
(3.11)
and for which
pj(t) =
∏
i∈J
p
max(cij(t),0)
i .
Proof. For each edge t
k
t′ consider uj(t) = pj(t)/pj(t
′). Let C(t) be the
matrix whose entries are the exponents of pi in uj(t), i.e., such that
uj(t) =
∏
i∈J
p
cij(t)
i .
Then we have
pj(t) =
uj(t)
1⊕ uj(t) =
∏
i
p
cij(t)−min(0,cij(t))
i
=
∏
i
p
max(cij(t),0)
i .
Let j ∈ Tn \ {k}. By 3.10, we have
uj(t
′) = uj(t)uk(t)
max(bkj(t),0)(1⊕ uk(t))−bkj(t) ⇔∏
i∈J
p
cij(t
′)
i =
∏
i
p
cij(t)
i
∏
i
p
cik(t)max(bkj(t),0)
i
∏
i
p
−bkj(t)min(0,cik(t))
i .
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Picking up the exponent of pi we get
cij(t
′) = cij(t) + cik(t)max(bkj(t), 0)− bkj(t)min(0, cik(t))
which is equal to 3.11, as required.
Remark 3.1.16. For each t ∈ Tn, let B˜(t) = (bij)i∈I⊔J,j∈I be a rectangular
integer matrix where B(t) = (bij)i,j∈I , which is called the principal part of
B˜(t), satisfies the conditions in 3.1.6, and (bij)i∈J,j∈I = C(t), where C(t) is
as in 3.1.15. Then we conclude by 3.11 that the matrices B˜(t) for t ∈ Tn are
related to each other by the matrix mutation rule applied to any i ∈ I ⊔ J
and j ∈ I, i.e., B˜(t′) = µk(B˜(t)), for every edge t k t′ in Tn. In the case
when J is empty, that is, all the coefficients pj(t) are equal to 1, we have
that B˜(t) = B(t), for all t ∈ Tn.
Corollary 3.1.17. Let B˜ be an integer matrix whose principal part is skew-
symmetrizable. There exists a unique exchange pattern M = M(B˜) of geo-
metric type such that B˜(t0) = B˜ at a given vertex t0 ∈ Tn.
Proof. It follows directly from 3.1.8 and 3.1.15.
Cluster Algebras
Now we are able to give the definition of cluster algebras.
Let ZP be the group ring of the coefficient group P with integer coeffi-
cients. Note that ZP has no zero divisors since P is torsion-free. For each
t ∈ Tn, let F(t) be the field of rational functions in the cluster variables
xi(t), i ∈ I, with coefficients in ZP. For every edge t k t′ , consider the
ZP-linear field morphism Rtt′ : F(t′)→ F(t) defined by
Rtt′(xi(t
′)) = xi(t) for i 6= k,
Rtt′(xk(t
′)) =
Mk(t) +Mk(t
′)
xk(t)
.
Note that Mk(t
′) ∈ F(t) as xk(t′) ∤Mk(t′) and xi(t′) = xi(t), for i 6= k. Hence
Rtt′(xk(t
′)) belongs to F(t). It follows from axiom 2 of exchange patterns
that Rtt′Rt′t = idF(t) and Rt′tRtt′ = idF(t′), so Rtt′ is an isomorphism. Thus
we can view all the fields F(t) as a single field F that contains all the elements
xi(t), for all t ∈ Tn and i ∈ I, that satisfy the exchange relations.
Definition 3.1.18.
101
1. Let A be a subring with unit in ZP containing all coefficients pi(t) for
i ∈ I and t ∈ Tn. The cluster algebra A = AA(M) of rank n over A
associated with an exchange pattern M is the A-subalgebra with unit
in F generated by the union of all clusters x(t), for t ∈ Tn.
2. If all the matrices (equivalently, one of them) of the family (B(t))t∈Tn
corresponding to the exchange patternM is skew-symmetrizable, then
A(M) is said to be skew-symmetrizable.
3. The cluster algebra corresponding to a normalized exchange pattern is
called a normalized cluster algebra.
4. If the exchange pattern is of geometric type, take A to be the polyno-
mial ring Z[pi : i ∈ J ] instead. Then the corresponding cluster algebra,
which can be denoted by A(B˜) in the sense of 3.1.17, is the subring
of F generated by the clusters variables xj(t) for all j ∈ I and t ∈ Tn
together with the generators pi (i ∈ J) of P.
The paper [17] defines the normalized cluster algebras in a different way,
instead of exchange patterns they take seeds. We will now exhibit this anew
definition and see the connection with the first version.
Throughout, P is a semifield and F is a field isomorphic to the field of
rational functions in n independent variables with coefficients in ZP.
Definition 3.1.19. A seed in F is a triple Σ = (x, p, B), where
• x = {x1, . . . , xn} is a transcendence basis of F over the field of fractions
of ZP.
• p = (p±x )x∈x is a 2n-tuple of elements of P that satisfy the normalization
condition p+x ⊕ p−x = 1 for all x ∈ x.
• B = (bxy)x,y∈x is a sign-skew-symmetric matrix, with rows and columns
indexed by x.
The matrix B is called the exchange matrix of the seed Σ. Note that B
is only determined up to a simultaneous permutation of rows and columns.
We now define the mutation of a seed in direction z ∈ x.
Definition 3.1.20. Let Σ = (x, p, B) be a seed in F and let z ∈ x.
• Define z′ ∈ F via the exchange relation:
zz′ = p+z
∏
x∈x
bxz>0
xbxz + p−z
∏
x∈x
bxz<0
x−bxz . (3.12)
Set x′ = (x ∪ {z′}) \ {z}.
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• Let p′ = (p′x±)x∈x′ be the 2n-tuple of elements of P determined by the
normalization conditions p′x
+ ⊕ p′x− = 1 together with
p′x
+
/p′x
−
=


p−z /p
+
z if x = z
′;
(p+z )
bzxp+x /p
−
x if bzx ≥ 0;
(p−z )
bzxp+x /p
−
x if bzx ≤ 0.
(3.13)
• Let B′ be the n× n matrix obtained from B via the matrix mutation
in direction z, indexed by x′, relabeling one row and one column by
replacing z by z′.
If the triple Σ′ = (x′, p′x
±, B′) is again a seed in F , then we say that Σ
admits a mutation in the direction z that results in Σ′. We denote also by
µz(Σ) the triple Σ
′.
Remark 3.1.21.
1. As it was observed in the proof of 3.1.12, the normalization condition
together with 3.13 uniquely determines the elements p′x
±, as we have
p′x
+ = u/1⊕u and p′x− = 1/1⊕u, where u = p′x+/p′x− is given by 3.13.
In particular, for x = z′, p′z′
+ = p−z and p
′
z′
− = p+z .
2. It is easy to check that the set x′ defined above is a transcendence basis
over the field of fractions of ZP. So the triple Σ′ is a seed if and only
if B′ is sign-skew symmetric.
3. The mutation of seeds is involutive, i.e., µz′(µz(Σ)) = Σ. Indeed, it was
already seen that the matrix mutation is an involution (cf. 3.1.4). Let
x′ = (x \ {z}) ∩ {z′} be the cluster of µz(Σ). If we apply the mutation
in direction z′, the new cluster will be x′′ = (x′ \ {z′}) ∩ {z′′}, where
z′′ =
p+z′
∏
x∈x′
bxz′>0
xb
′
xz′ + p−z′
∏
x∈x′
bxz′<0
x−b
′
xz′
z′
.
But p±z′ = p
∓
z and b
′
xz′ = −bxz, and so
p+z′
∏
x∈x′
bxz′>0
xb
′
xz′ + p−z′
∏
x∈x′
bxz′<0
x−b
′
xz′ = p−z
∏
x∈x′
bxz<0
x−bxz + p+z
∏
x∈x′
bxz>0
xbxz .
Therefore, z′′ = z, and consequently x′′ = x. Finally, the elements
(p′′±x )x∈x′′ are given by the normalization conditions together with
p′′+x
p′′−x
=


p′−z′ /p
′+
z′ if x = z
′′ = z,(
p′+z′
)b′
z′x p′+x /p
′−
x if b
′
z′x ≥ 0,(
p′−z′
)b′
z′x p′+x /p
′−
x if b
′
z′x ≤ 0.
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Thus we have that p′′±z = p
′∓
z′ = p
±
z , for x such that b
′
z′x ≥ 0, bzx ≤ 0,
and so
p′′+x /p
′′−
x =
(
p−z
)−bzx (
p−z
)bzx
p+x /p
−
x ,
which implies that p′′±x = p
±
x , and analogously p
′′±
x = p
±
x for x such that
b′z′x ≤ 0. Therefore p′′ = p.
Let S be a set of seeds in F with the following properties:
• every seed Σ ∈ S admits mutations in all n conceivable directions;
• for each seed Σ = (x, p, B) in S and for each z ∈ x, µz(Σ) belongs to
S as well;
• any two seeds in S are obtained from each other by a sequence of
mutations.
Definition 3.1.22.
1. The sets x, for Σ = (x, p, B) ∈ S, are called clusters and their elements
are known as the cluster variables.
2. Denote by X the set of all cluster variables and by P the set of all
elements p±x ∈ p and let Z[P ] be the subring of F generated by P .
The normalized cluster algebra A = A(S) is the Z[P ]-subalgebra of F
generated by X .
3. The exchange graph of A(S) is the graph whose vertices are labeled
by the clusters of the cluster algebra, and whose edges correspond to
mutations.
A n × n integer matrix B such that any matrix obtained from B via
a sequence of mutations is sign-skew-symmetric and a set p of 2n elements
of P that satisfy the normalization condition uniquely determines a cluster
algebra. This cluster algebra is denoted by A(B, p).
We will now see the connection with the first version. Let Σ = (x =
{x1, . . . , xn}, p, B) be a seed. Let x1, . . . , xn be the cluster variables asso-
ciated to a given vertex t (in the notation given before, xi = xi(t), for
i ∈ I = [n]) and B = B(t). Denote by bij(t) the entry bxixj(t) of B, for
short. The 2n-elements p±x , with x ∈ x, are the the elements of P associated
to vertex t, i.e., for each xi ∈ x, pi(t) = p+xi and pi(ti) = p−xi , where ti is the
vertex linked to t by the edge i. Then we can associate the seed Σ to the 2n
monomials corresponding to t (cf. 3.2):
Mj(t) = pj(t)
∏
k:bkj(t)>0
x
bkj(t)
k ,
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Mj(tj) = pj(tj)
∏
k:bkj(t)<0
x
−bkj(t)
k ,
where, for each j ∈ I, tj is the vertex connected to t by the edge j.
The mutation of Σ in direction of z = xj = xj(t) propagates the informa-
tion to the vertex tj. Note that the right-hand side of 3.12 is Mj(t)+Mj(tj).
Hence the exchange relation 3.1 is the same as 3.12, where z′ = xj(tj). So the
new cluster x′ is the cluster {x1(t) = x1(tj), . . . , xj(tj), . . . , xn(t) = xn(tj)}
associated to vertex tj. Furthermore, the right-hand side of 3.13, for x = xi,
is equal to
pi(t)/pi(ti)pj(t)
max(bji(t),0)pj(tj)
min(bji(t),0),
which is a reformulation of 3.9 and 3.10. So p is composed of the elements
pi(tj), pi(tji), for i ∈ I, where tji is the vertex linked to tj by the edge i.
We may conclude that a set of seeds S satisfying the three properties
given above is related to a normalized exchange pattern, by 3.1.6 and 3.1.12.
Consequently, the definition 3.1.22 is the same as 3.1.18 (3), for the particular
case when A is the subring with unit in ZP generated by the elements pi(t),
with i ∈ I, t ∈ Tn.
In the sequel we only consider normalized cluster algebras and use the
definition of [17], since most results of this chapter comes from this paper.
We end this section with a remark that will be useful to the proof of 4.4.4.
Remark 3.1.23. Let A(S) be a cluster algebra of geometric type, that is,
P = Trop(pj : j ∈ J) and each element of P is a monomial in the generators
pj with all exponents nonnegative. For each seed (x, p, B), let B˜ be the
(n+ |J |)× n matrix defined in 3.1.16. It is clear that the exchange relations
3.12 are not changed if the sign of every element of B˜ is changed.
3.2 Examples - Triangulations and the Grass-
mannian
Let Pn+3 be a regular polygon with n + 3 vertices. Label the vertices by
letters a, b, c . . .. We use the notation ab to refer to the diagonal or side
of Pn+3 that links the vertices a and b. Fix a triangulation T in Pn+3,
i.e., a set of diagonals that don’t cross each other and divide the polygon
into triangles. Let P = Trop(pab : ab is a border edge of Pn+3) and A = Z
[pab : ab is a border edge of Pn+3]. Associate a variable xab for each diagonal
of Pn+3, and use the convention xab = 1 for each side ab.
Each diagonal ac in T belongs to two triangles of the triangulation, which
together form a quadrilateral. Let b and d be the other two vertices of the
quadrilateral, as the following picture shows.
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bc
d
a
Define the coefficients by
p+ac = qabqcd, p
−
ac = qadqbc,
where
qab =
{
1 if ab is a diagonal,
pab if ab is a side.
Note that p+ac and p
−
ac are coprime, so they satisfy the normalization condition.
Define a (2n+3)×n matrix B˜, called edge-adjacency matrix of T , indexed
by the sides of the polygon together with the diagonals of T , such that the
first n lines and the n columns (that form the principal part B of B˜) are
indexed by the diagonals of T with the same order and the rest of the lines
are indexed by the sides, as follows:
bab,cd =


1 if ab and cd are two sides of a triangle of T so that ab rotated
anticlockwise about their common vertex gives cd,
−1 if ab and cd are two sides of a triangle of T so that ab rotated
clockwise about their common vertex gives cd,
0 otherwise
The principal part of B˜ is clearly skew-symmetrizable, since bab,cd =
−bcd,ab.
Observe that if ab is a side, and cd is a diagonal, we have
bab,cd =


1 if pab is a factor of p
+
cd,
−1 if pab is a factor of p−cd,
0 otherwise.
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If we remove a diagonal ac of the triangulation T , we leave a quadrilateral
[abcd] whose other diagonal is bd. Replacing ac with bd we obtain a new
triangulation T ′.
b
c
d
a
µac←→
b
c
d
a
Denote by B˜′ the edge-adjacency matrix corresponding to T ′. The matrix
B˜′ is obtained from B˜ by matrix mutation in direction ac. Indeed, according
to the definition of the edge-adjacency matrices, we have: bac,ad = 1 = bac,bc,
bac,cd = −1 = bac,ab, bad,ab = 0 = bcd,bc, bad,cd = 1 and bab,bc = −1. Similarly,
we have b′bd,ad = −1 = b′bd,bc, b′bd,cd = 1 = b′bd,ab, b′ad,ab = −1, b′cd,bc = 1 and
b′ad,cd = 0 = b
′
ab,bc. As we can see, the entries indexed by ac change the sign
and it is easy to check that the rest of these entries satisfy the rule for matrix
mutation in direction ac. The other entries bxy,zw of B remain unchanged,
according to the definition of edge-adjacency matrices, since the rest of the
triangles of T remains the same. And in this case, we have bac,zw = 0 or
bxy,ac = 0, and so by the rule of matrix mutation b
′
xy,zw = bxy,zw.
The exchange relations have the form:
xacxbd = p
+
acxabxcd + p
−
acxadxbc.
The mutation of seeds correspond to combining these exchange relations
with the matrix mutations associated with diagonal flips.
The set of all cluster variables is X = {xab | ab is a diagonal of Pn+3}.
The cluster algebra A is generated by the diagonals and sides of Pn+3.
Let us illustrate this example for n = 2. We begin with the following
triangulation of the pentagon.
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ab
c
d e
xbexbd
pabpbc
pcd
pde
pae
So the initial seed is
{xbe, xbd}, {p+xbe , p−xbe , p+xbd , p−xbd},
be bd
be
bd
(
0
1
−1
0
)  =

{xbe, xbd}, {pae, pabpde, pdepbc, pcd}, be bdbe
bd
(
0
1
−1
0
)  ,
and the subsequent seeds are
{xbe, xce}, {paepbc, pab, pcd, pbcpde}, be cebe
ce
(
0
−1
1
0
) 

{xac, xce}, {pab, pbcpae, pcdpae, pde}, ac ceac
ce
(
0
1
−1
0
) 

{xac, xad}, {pabpcd, pbc, pde, pcdpae}, ac adac
ad
(
0
−1
1
0
) 

{xbd, xad}, {pbc, pabpcd, pabpde, pae}, be bdbe
bd
(
0
1
−1
0
)  .
The exchange graph is given below.
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xbe
xce
a
b
c
d e
xbexbd
pabpbc
pcd
pde
pae
xad
xbd
xad
xac xac
xce
xbd ↔ xce
xbe ↔ xac
xce ↔ xad
xac ↔ xbd
xad ↔ xbe
According to the exchange relations, the cluster variables can be written as
follows:
xbe = 1/x
−1
be , xbd = 1/x
−1
bd ,
xce =
pdepbc + pcdxbe
xbd
,
xac =
paepbc + pabxce
xbe
=
paepbcxbd + pabpcdxbe + pabpdepbc
xbexbd
, (3.14)
xad =
pcdpae + pdexac
xce
=
xbd(pcdpaexbexbd+ pdepaepbcxbd + p
2
depabpbc + pdepabpcdxbe)
xbexbd(pdepbc + pcdxbe)
=
xbdpae + pabpde
xbe
.
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Note that each cluster variable is a Laurent polynomial in the initial cluster
x0 = {xbe, xbd}, i.e., each cluster can be written as a rational function of x0
where the denominator is a monomial in x0. Also note that the denominators,
x−1be , x
−1
bd , xbe, xbd and xbexbd can be interpreted as the negative simple roots
−α1,−α2 and the positive roots α1, α2 and α1+α2 in the root system of type
A2. This will be discussed later.
This example is related to the Grassmannian Gr2,5. Each 2-dimensional
subspace of a 5-dimensional vector space over C may be described by its two
spanning vectors, considered as rows, i.e., a 2× 5 matrix(
a11 · · · a1i · · · a15
a21 · · · a2i · · · a25
)
.
The 2× 2 minors
△ij =
∣∣∣∣a1i a1ja2i a2j
∣∣∣∣ ,
with 1 ≤ i < j ≤ 5, lie in the homogeneous coordinate ring C[Gr2,5] of the
Grassmann variety, and satisfy the relations (called the Plu¨cker relations):
△ik△jl = △ij△kl +△il△jk,
for i < j < k < l.
Suppose we write
△12 = pab, △23 = pbc, △34 = pcd, △45 = pde, △15 = pae,
△13 = xac, △14 = xad, △24 = xbd, △25 = xbe, △35 = xce.
Then the Plu¨cker relations coincide with the exchange relations. In fact, the
cluster algebra considered above is isomorphic to the coordinate ring C[Gr2,5]
of the Grassmannian Gr2,5.
In general, C[Gr2,n+3] is isomorphic to the cluster algebra related to the
triangulations of a regular polygon with n+3 sides, defined above. For more
details see [17, 12.7].
3.3 The Laurent phenomenon
The exchange relations show that every cluster variable can be expressed
as a rational function of x, where x is the cluster of a given initial seed.
When we compute the cluster variable z′ from z by the exchange relation,
the denominator, which is the numerator for z, may contain a large number
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of monomials. However, the expression obtained can always be simplified,
getting just one monomial in the denominator. This means that each cluster
variable is a Laurent polynomial in x. This fact, called the Laurent phe-
nomenon, was proved by Zomin and Zelevinsky.
Theorem 3.3.1. [16, Theorem 3.1] In an arbitrary cluster algebra, any clus-
ter variable can be written as a Laurent polynomial in the variables of an
arbitrary fixed cluster and the elements of P.
Fomin and Zelevinsky conjectured that the coefficients appearing in these
polynomials are always nonnegative integer linear combinations of elements
in P. This conjecture was proved for some special cases, namely for cluster
algebras of finite type, which will be defined in the following section.
3.4 Finite type classification
Cluster algebras with only finitely many distinct seeds are said to be of finite
type.
Fomin and Zelevinsky proved that the classification of the cluster alge-
bras of finite type is the same as the Cartan-Killing classification of (finite
crystallographic) root systems.
Definition 3.4.1. Let B = (bij) be an exchange matrix. Define the Cartan
counterpart of B to be the generalized Cartan matrix A = A(B) = (aij) with
entries:
aij =
{
2 if i = j;
−|bij| if i 6= j.
Theorem 3.4.2. [17, Theorem 1.4] A cluster algebra A is of finite type if
and only if the exchange matrix B of some seed of A has Cartan counterpart
A which is a Cartan matrix of finite type.
By this theorem, each cluster algebra of finite type has a well-defined
type, mirroring the Cartan-Killing classification.
The next theorem, obtained by Fomin and Zelevinsky while they were
proving 3.4.2, gives a characterization of the cluster algebras of finite type.
Theorem 3.4.3. [17, Theorem 1.8] Let A be a cluster algebra. Then the
following conditions are equivalent.
1. The cluster algebra A is of finite type.
2. The set X of all cluster variables is finite.
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3. for every seed (x, p, B) in A, the entries of the matrix B = (bxy) satisfy
the inequalities |bxybyx| ≤ 3, for all x, y ∈ x.
4. A = A(B0, p0), for some sign-skew-symmetric matrix B0 = (bij) such
that bijbik ≥ 0 for all i, j, k and A(B0) is a Cartan matrix of finite
type, and p
0
is a 2n-tuple of elements in P satisfying the normalization
conditions.
Example 3.4.4. The cluster algebra A (which is isomorphic to the coordinate
ring C[Gr2,n+3]) generated by the diagonals and sides of the polygon Pn+3 is
of type An.
Let Φ be an irreducible finite root system with Cartan matrix A =
(aij)i,j∈I , and let A = A(B0, p0) be a cluster algebra related to A as in
3.4.3. Let Π = {αi : i ∈ I} be the set of simple roots of Φ and denote by
Φ≥−1 = Φ
+ ∪ (−Π), where Φ+ is the set of positive roots, the set of almost
positive roots. Let x0 = {xi : i ∈ I} be the cluster for the initial seed
(x0, p0, B0).
Theorem 3.4.5 provides a description of the finite set X of cluster algebras
of A in terms of the roots in Φ≥−1.
Theorem 3.4.5. [17, Theorem 1.9] For any root α =
∑
i∈I ciαi ∈ Φ≥−1,
there is a unique cluster variable
x[α] =
Pα(x0)∏
i∈I x
ci
i
, (3.15)
where Pα is a polynomial over ZP with nonzero constant term. The map α 7→
x[α] is a bijection between Φ≥−1 and X . Under this bijection, x[−αi] = xi.
Note that the right-hand side of 3.15 is a Laurent polynomial, which
agrees with 3.3.1.
Example 3.4.6. Consider the cluster algebra A(B0, p0), where
B0 =
(
0 −1
1 0
)
and p
0
= {pae, pabpde, pdepbc, pcd},
presented in Section 3.2 (for n = 2). The Cartan counterpart of B0 is the
Cartan matrix for the root system Φ of typeA2. Let α1, α2 be the simple roots
of Φ and Φ≤−1 = {−α1,−α2, α1, α2, α1 + α2}. The cluster corresponding to
the initial seed (x0, p0, B0) is x0 = {xbe, xbd}. According to 3.14, the bijection
between Φ≤−1 and X is given by: −α1 7→ xbe, −α2 7→ xbd, α1 7→ xad,
α2 7→ xce, α1 + α2 7→ xae.
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3.5 The compatibility degree and root clus-
ters
Given the connection between root systems and clusters estabilished by 3.4.5,
we will now study some properties of clusters in terms of almost positive
roots, and give a geometrical description of the clusters of type An.
Let ZΠ denote the root lattice, i.e., the set of linear combinations
∑
i∈I ciαi
with ci ∈ Z. For α ∈ ZΠ, denote by [α : αi] the coefficient of αi in the ex-
pansion of α in the basis Π.
Definition 3.5.1. The compatibility degree is the unique map from Φ≥−1 ×
Φ≥−1 to Z≥0, denoted by ( ‖ ), satisfying the following rules:
• (−αi‖β) = max([β : αi], 0),
• (τ±α‖τ±β) = (α‖β), for all α, β ∈ Φ≥−1.
The proof that this function is well defined can be found in [18, Section
3.1].
We gather some properties of the compatibility degree in the following
proposition.
Proposition 3.5.2. [18, Proposition 3.3]
1. If Φ is simply-laced, then ( ‖ ) is symmetric, that is, (α‖β) = (β‖α),
for all α, β ∈ Φ≥−1.
2. If (α‖β) = 0, then (β‖α) = 0.
3. If α and β belong to Φ(J)≥−1 for some proper subset J ⊆ I, where
Φ(J) denotes the root subsystem in Φ spanned by the set of simple
roots {αi ; i ∈ J}, then their compatibility degree with respect to the
root subsystem Φ(J) is equal to (α‖β).
Definition 3.5.3.
1. Two roots α, β ∈ Φ≥−1 are compatible if (α‖β) = 0.
2. A subset of Φ≥−1 is said to be compatible if any pair α, β of its elements
is compatible.
3. A maximal (by inclusion) compatible subset of Φ≥−1 is called a root
cluster .
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Note that by 3.5.2 (2), the compatibility relation between almost positive
roots is symmetric.
A root cluster C = {β1, . . . , βn} corresponds to the cluster {x[β1], . . . , x[βn]},
where x[βi] is as in 3.4.5. This follows from Lemma 2.4 and Remark 2.5 of
[17]. By Lemma 2.4 (2), for each root cluster C there is a seed Σ(C). So
we also get a cluster corresponding to C. By Lemma 2.4 (3), the cluster in
Σ(C) is {x[α] | α ∈ C}. Since the map α 7→ x[α] of 3.4.5 is a bijection,
C 7→ Σ(C) is a bijection between root clusters and seeds, by Remark 2.5.
It follows directly from the next proposition that in cluster algebras of
finite type of rank n, two clusters are adjacent in the exchange graph if and
only if they agree on n− 1 elements.
Proposition 3.5.4. [17, Theorem 1.12] Let A be a cluster algebra of finite
type. Every seed (x, p, B) in A is uniquely determined by its cluster x. For
any cluster x and any x ∈ x, there is a unique cluster x′ with x∩x′ = x\{x}.
The first part of this proposition follows from Lemma 2.4 and Remark 2.5
of [17]. Let x be a cluster. By 3.4.5, x = {x[β1], . . . , x[βn]}, for some almost
positive roots β1, . . . , βn. Let Σ be a seed whose cluster is x. By Remark 2.5,
Σ = Σ(C) for some root cluster C. By Lemma 2.4 (3), x = {x[α] | α ∈ C}.
So C must be the set {β1, . . . , βn}. Thus, Σ = Σ(C) is determined, as
required. Suppose now that x is a cluster and x is a cluster variable that
belongs to x. Let x′ be a cluster with x ∩ x′ = x \ {x}. We know that
x = {x[α] | α ∈ C} and x′ = {x[α] | α ∈ C ′}, for some root clusters C,C ′.
As the map α 7→ x[α] is a bijection, C ∩ C ′ = C \ {α} for some α ∈ C.
Hence the uniqueness of C ′ follows from condition (2.1) at the beginnig of
Section 2 of [17]. Note that the condition (2.1) holds, as it is remarked at
the beginning of Section 4 of this paper.
The next proposition states some properties of root clusters, that will be
needed for the last chapter.
Proposition 3.5.5.
1. If C is a root cluster for Φ≥−1, then so are τ+(C) and τ−(C).
2. For every i ∈ I, there is a bijective correspondence between clusters
for Φ≥−1 containing −αi and clusters for Φ≥−1(I \ {i}). This bijection
maps C to C \ {−αi}.
3. If Φ is reducible and Ψ1, . . . ,Ψk are the connected components of Φ,
then the clusters of Φ are given by the disjoint unions of the clusters
for Ψ1, . . . ,Ψk.
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Proof. (1) By the second property of the compatibility degree, both τ+ and
τ− preserve compatibility, which proves the required.
(2) The set Φ(I \ {i}) is the root subsystem of Φ of all roots in Φ with no
αi in their expansion in terms of the simple roots. It is clear that {αj | j 6= i}
is a simple system for Φ(I \ {i}) and Φ+(I \ {i}) = Φ+ ∩ Φ(I \ {i}). Let
C be a cluster in Φ that contains −αi. Then the almost positive roots
of C \ {−αi} are compatible with −αi, which means that C \ {−αi} ⊆
Φ(I\{i}), by definition of compatibility degree. Furthermore, any two almost
positive roots of C, other than −αi, are compatible in Φ and so they are also
compatible in Φ(I \ {i}), by 3.5.2 (3). Since C is a maximal compatible set
in Φ, C \{−αi} is also a maximal compatible set in Φ(I \{i}), i.e., C \{−αi}
is a cluster in Φ(I \ {i}). It follows that removing −αi from a cluster of
Φ containing −αi gives a bijection from clusters of Φ that contain −αi to
clusters of Φ(I \ {i}), being the map C ′ 7→ C ′ ∪ {−αi}, where C ′ is a cluster
in Φ(I \ {i}), its inverse.
(3) Let C be a cluster in Φ, and write C = {β11, . . . , β1n1} ∪ . . . ∪
{βk1, . . . , βknk}, where the set of roots {βl1, . . . , βlnl}, which will be denoted
by Cl for short, lies in Ψl, for l ∈ [k]. We want to prove that Cl is a cluster
in Ψl, for all l ∈ [k]. Clearly, Cl is a compatible set in Ψl for all l ∈ [k] (cf.
3.5.2 (3)). Suppose one of these sets, say Cj, is not a cluster, i.e., there exists
β ∈ Ψj\ such that (β‖βjm) = 0, with m ∈ [nj]. If we prove that (β‖γ) = 0,
for γ ∈ Ψj′ , with j′ 6= j, we are done because it implies that C ∪ {β} is
compatible, contradicting the fact that C is a cluster. Let then γ be a root
in Ψj′ , with j
′ ∈ [k] \ {j}. Let
τ± =
∏
k∈I±
σk (τm)± =
∏
k∈(Im)±
σk,
where I parametrizes the set of simple roots of Φ and Im (m ∈ [k]) parametri-
zes the set of simple roots of Ψm. For k ∈ I+\Ij, we have σk(β) = β, because
(β, αk) = 0. Therefore τ±(β) = (τj)±(β). Analogously, τ±(γ) = (τj′)±(γ).
By 1.3.6, there exists g ∈ 〈(τj)+, (τj)−〉 such that g(β) = −αl, for some l ∈ Ij.
Let h be the product obtained by replacing each (τj)+ in g with τ+ and each
(τj)− in g with τ−, and h
′ be the product obtained by replacing each (τj)+ in
g with (τj′)+ and each (τj)− with (τj′)−. Then we have h(β) = g(β) = −αl
and h′(γ) = h(γ). According to the definition of the compatibility degree,
we have that (β‖γ) = (h(β)‖h(γ)) = (−αl‖h′(γ)), and (−αl‖h′(γ)) = 0 since
−αl is a negative root that lies in Ψj and h′(γ) ∈ Ψj′ .
Proposition 3.5.6. [17, Proposition 3.5, Corollary 4.4] Let C and C ′ =
C \ {β} ∪ {β′} be two adjacent clusters. Then the roots β and β′ are such
that (β‖β′) = (β′‖β) = 1. The converse is also true, i.e., for a pair of almost
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positive roots satisfying (β‖β′) = (β′‖β) = 1, there exist two adjacent clusters
C and C ′ such that C ′ = C \ {β} ∪ {β′}.
Example 3.5.7. We illustrate these results for a root system of type A2. The
Cartan matrix of type A2 and the Dynkin diagram are given by:
A =
[
2 −1
−1 2
]
and
1 2
.
Write △ = I+ ∪ I−, where I+ = {1} and I− = {2}. The permutations
τ+, τ− of Φ≥−1 = {−α1,−α2, α1, α2, α1 + α2} are given by
τ+ = (−α1 α1)(−α2)(α2 α1 + α2)
τ− = (−α1)(−α2 α2)(α1 α1 + α2).
For any β ∈ Φ≥−1, we have (β‖β) = 0, since there exists g ∈ 〈τ+, τ−〉
such that g(β) = −αi for some i, by 1.3.6, and so (β‖β) = (g(β)‖g(β)) =
(−αi‖ − αi) = 0. Furthermore, we have
(α2‖α1) = (τ+τ−(α2)‖τ+τ−(α1)) = (−α2‖α2) = 1
(α1‖α1 + α2) = (τ+(α1)‖τ+(α1 + α2)) = (−α1‖α2) = 0
(α2‖α1 + α2) = (τ−(α2)‖τ−(α1 + α2)) = (−α2‖α1) = 0.
Therefore, by 3.5.2 (1), the compatibility degree is given by the following
matrix.
−α1 −α2 α1 α2 α1 + α2
−α1
−α2
α1
α2
α1 + α2


0
0
1
0
1
0
0
0
1
1
1
0
0
1
0
0
1
1
0
0
1
1
0
0
0


The maximal compatible subsets of Φ≥−1, i.e., the clusters are
{−α1,−α2} {−α1, α2} {α2, α1 + α2} {α1 + α2, α1} {α1,−α2}.
Observe that (−α2‖α2) = (−α1‖α1 + α2) = (α2‖α1) = (α1 + α2‖ − α2) = 1,
in agreement with 3.5.6. The exchange graph is presented below.
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{−α1, α2}
{−α1,−α2}
{α1,−α2}
{α1, α1 + α2} {α2, α1 + α2}
We finish this section with the geometrical description of the clusters of
type An, given in [18, Section 3.5]. Let Pn+3 be a regular n+3-gon. Consider a
diagonal connecting two vertices which have a common neighbouring vertex,
and label it by the root −α1. Then draw a succession of diagonals labelled
by −α2, · · · ,−αn, such that consecutive diagonals have a common vertex.
We illustrate for n = 3 and n = 4.
−α3
−α2
−α1
−α1
−α2
−α3
−α4
This set of diagonals of the polygon is called the snake. The remaining
diagonals of Pn+3 can be identified with the positive roots by associating each
αij := αi+αi+1+. . .+αj, where i ≤ j, the unique diagonal that crosses the di-
agonals −αi,−αi+1, . . . ,−αj and doesn’t cross any other diagonal−αk of the
snake. For example, the diagonals of a regular pentagon can be parametrised
by the elements of Φ≥−1 of type A2, as the next picture shows.
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α1 + α2
−α1−α2
α1 α2
The following proposition gives a geometric point of view of the compati-
ble sets and clusters of type An. The first statement, which is only necessary
to the proof of the second one, won’t be proved but it can be found in [18,
3.1.4].
Proposition 3.5.8. Let Φ be a root system of type An.
1. The involutions τ+ and τ− are both symmetries of the polygon Pn+3.
2. Let α, β ∈ Φ≥−1. The compatibility degree (α‖β) is equal to 1 if the
diagonals α and β cross each other, and 0 otherwise.
3. Compatible sets are collections of mutually non-crossing diagonals and
the clusters correspond to the triangulations.
Proof. (2) Let β be an almost positive root and let α = −αi for some i. By
definition, (α‖β) = max([β : αi], 0), i.e., (α‖β) is the coefficient of αi in the
expansion of β in terms of the simple roots if β 6= −αi, and 0 otherwise. By
definition of the corresponding diagonal, such coefficient is 1 if the diagonal β
crosses the diagonal −αi and zero if not. Hence, the result holds if α = −αi
for some i ∈ [n]. Let now α be an arbitrary almost positive root. By 1.3.6,
there exists g ∈ 〈τ+, τ−〉 such that g(α) = −αi, for some i. By definition,
(α‖β) = (g(α)‖g(β)) = (−αi‖g(β)). By the above, this is 1 if the diagonals
−αi and g(β) cross, and 0 if not. Since g is a symmetry of the polygon (by
(1)), it follows that the diagonals α and β cross each other if and only if g(β)
and −αi = g(α) cross each other, which proves what we wanted.
The last statement follows from (2).
3.6 The cluster quiver
For the understanding of the paper [13], we need the definition of a quiver
associated to a cluster of cluster algebra of simply-laced case. In this section
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we present this definition and exhibit a nice rule for quiver mutations asso-
ciated to the matrix mutations, for the case when the matrices are 2-finite.
This subject is studied in sections 7 and 8 of [17].
We begin with a more general definition of a weighted and oriented graph
associated to a sign-skew-symmetric matrix. This definition is parallel to the
definition of Dynkin diagram for a generalized Cartan matrix.
Definition 3.6.1. Let B = (bij)i,j∈I be a sign-skew-symmetric matrix. We
associate to it a weighted and oriented graph, denoted by QB, defined as
follows:
• the set of vertices is indexed by I;
• given i, j ∈ (QB)0, there is an arrow from i to j if and only if bij > 0;
• if i, j ∈ (QB)0 are such that bij 6= 0, then the edge that links them has
weight |bijbji|. If bij = 0, i.e., if there is no arrow between i and j, we
say that they are joined by an edge of weight 0.
Definition 3.6.2. An integer square matrix B = (bij) is called 2-finite if
any matrix B′ = (b′ij) mutation equivalent to B is sign-skew-symmetric and
satisfies |b′ijb′ji| ≤ 3 for all i and j.
The following results are necessary to prove 3.6.6.
Proposition 3.6.3. [17, Proposition 7.2] Every 2-finite matrix is skew-
symmetrizable.
Lemma 3.6.4. If B is 2-finite, then the edges of every triangle in QB are
oriented in a cyclic way.
Proof. Suppose, for a contradiction, that there is an unoriented triangle in
QB, that is, there exist three distinct vertices i, j, k such that bij, bik, bkj > 0.
Consider the matrix B′ = µk(B). By definition, we have b
′
ij = bij+bikbkj and
b′ji = bji − bjkbki. Since bij, bik and bkj are positive integers, it follows that
b′ij ≥ 2 and b′ji ≤ −2, and so |b′ijb′ji| > 3, contradicting the 2-finiteness.
We now show how the graph Qµk(B) of µk(B), for any index k ∈ I, is
uniquely determined by QB, for a given 2-finite matrix B.
Lemma 3.6.5. Let B be a skew-symmetrizable matrix.
1. There exists a diagonal matrix H with positive diagonal entries such
that HBH−1 is skew-symmetric. Moreover, the matrix S(B) = (sij) =
HBH−1 is uniquely determined by B by:
sij =
{√|bijbji| if bij ≥ 0,
−√|bijbji| if bij < 0.
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2. For any k ∈ I, we have S(µk(B)) = µk(S(B)).
Proof. Let D be a diagonal matrix with positive entries such that DB is
skew-symmetric. Consider H = D1/2. Since H = H−1D, we have HBH−1 =
H−1(DB)H−1, and so −(HBH−1) = H−1(BT )tH−1 = (H−1(DB)H−1)t =
(HBH−1)t, which means that HBH−1 is skew-symmetric. Since sij =
hibijh
−1
j , we have sgn(sij) = sgn(bij), because the diagonal entries of H
are positive. Moreover:
s2ij = (hibijh
−1
j )
2
= h2i bijbij(h
−1
j )
2
= di(−d−1i djbji)bijd−1j
= −bijbji = |bijbji|.
This proves the first part of the Lemma.
It is easy to check that µk(HBH
−1) = H(µk(B))H
−1, for any k ∈ i
and any diagonal matrix H with positive entries. Recall that if B is skew-
symmetrizable, then µk(B) is skew-symmetrizable as well, with the same
skew-symmetrizing matrix. Hence, it follows from (1) that S(µk(B)) =
Hµk(B)H
−1 = µk(HBH
−1) = µk(S(B)), as required.
Proposition 3.6.6. Let B be 2-finite and k ∈ I. Then the diagram Qµk(B)
is obtained by the graph QB as follows:
• The orientation of all edges incident to k are reversed, and their weights
intact.
• If i and j are two vertices such that i → k, k → j ∈ (QB), then the
edge between i and j in Qµk(B) has weight c
′ = (
√
ab−√c)2, where a, b
and c are the weight of the arrow i → k, k → j and j → i in QB,
respectively, and is directed from i to j if c′ 6= 0.
• The rest of the edges and their weights in QB remain unchanged.
Proof. Denote by B′ the matrix obtained from B by matrix mutation in
direction k. Since b′ij = −bij, for i = k or j = k, it is clear that the
orientation of the edges incident to k are reversed and their weights remain
intact.
Suppose now that i, j are vertices such that i→ k and k → j are arrows
in QB. Write a = |bikbki| and b = |bkjbjk|. Due to the 2-finiteness of B, the
triangles in QB are oriented (3.6.4), so either there is no arrow between i
and j or j → i is an edge in QB. Let c be the weight of this arrow, with
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convention that c = 0 if it doesn’t exist. Since the arrows incident to k are
reversed, we have that j → k, k → i ∈ QB′ . Because B′ = µk(B) is 2-finite
as well (by definition), we conclude that the arrow between i and j in QB′ ,
if it exists, must be from i to j. Let us now calculate the weight c′ of such
arrow. We have sik =
√
a, skj =
√
b and sij = −
√
c, according to 3.6.5. By
the second part of this lemma, we have S ′ := S(µk(B)) = µk(S(B)), and so
√
c′ = s′ij = sij +
|sik|skj|+ sik|skj|
2
= −√c+
√
ab,
as required.
If i and j are two edges that are not connected in QB via a two-edge
oriented path going through k, then either bik = 0 or bjk = 0, and so b
′
ij = bij,
which concludes the proof of this proposition.
Fomin and Zelevinsky proved a more general rule for skew-symmetrizable
matrices (see [17, Proposition 8.1]). But we are only interested in graphs of
matrices corresponding to the clusters of a cluster algebra of finite type, and
these matrices are 2-finite, by 3.4.3.
Let C be a cluster of a cluster algebra of simply-laced type and BC be
the exchange matrix in the unique seed that contains the cluster C (the
uniqueness comes from 3.5.4). We denote by QC the graph corresponding to
BC , for short. Note that the entries of BC are only −1, 0 and 1. Thus, all
edges in QC have weight 1. For this reason, we ignore the weights in QC and
the graph QC will be called the quiver corresponding to the cluster C.
Remark 3.6.7. The rule for graph mutations given in 3.6.6 can be rewritten
as follows:
• the orientations of all the edges incident to k are reversed.
• given two vertices i, j such that i→ k, k → j ∈ (QC), the arrow i→ j
is in the mutated quiver if and only if the arrow j → i is not in QC .
• the rest of the edges remain unchanged.
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Chapter 4
Quivers with relations arising
from clusters (An case)
Gabriel’s Theorem (see [2, Theorem VII.5.10], for example) states the fol-
lowing:
Let Q be a finite, connected and acyclic quiver, K be an algebraically
closed field and A = KQ be the pathK-algebra of Q. Then A is representation-
finite if and only if the underlying graph of Q is one of the Dynkin diagrams
An, Dn, with n ≥ 4, E6, E7 or E8. Moreover, if this is the case, then there
is a bijection dim between the set Ind(A −mod) of isomorphism classes of
indecomposable A-modules and the set Φ+ of positive roots of the root system
Φ corresponding to the type of the underlying graph of Q. This bijection is
given by
dim : Ind(A−mod)→ Φ+
M 7→ dim(M) :=
n∑
i=1
(dim(Mi))αi,
where M is the representation (Mi, ϕα) i∈Q0
α∈Q1
and αi, for i ∈ [n], are the simple
roots.
This establishes a connection between representation theory and root
systems. As we have seen in the last chapter, there is a connection between
cluster algebras of finite type and root systems as well.
This chapter is dedicated to the study of [13], one of the papers that
investigates the link between representation theory and cluster algebras.
In this paper, to each cluster C of a finite cluster algebra are associated
certain relations RC on the quiver QC and the category ModCQC/RC of
representations of QC bound by such relations. The main result describes
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the cluster variables of C in terms of the indecomposables of the category
ModCQC/RC .
To define the relations RC in QC we first need the definition of shortest
paths. Let i→ j be an arrow in QC . A shortest path from j to i in QC is a
path with source j and target i which doesn’t repeat vertices and such that
the induced subquiver on the vertices of the path is a cycle.
Let i → j be an arrow in QC . If there are two distinct shortest paths ω
and ω′ from j to i, then we define the relation Reli,j to be ω = ω
′. If there
exists only one shortest path ω from j to i, then Reli,j is ω = 0. If there is
no such shortest path, there is no relation. The relations RC are the set of
all the relations Reli,j for i→ j ∈ (QC)1.
Denote by Ind(QC) the set of isomorphism classes of indecomposables
of ModCQC/RC . Recall that each vertex i of QC is associated to a simple
module Si. We denote by αi the isomorphism class of that module.
The main result of the article [13] (cf. 4.4.1) is stated as follows:
Theorem. Let C = {u1, . . . , un} be a cluster in a cluster algebra of type An.
Let V be the set of all cluster variables for this cluster algebra. There exists
a bijection
Ind(QC) → V \ C
α 7→ x[α],
such that
x[α] =
P (u1, . . . , un)∏
i u
ni
i
,
where P is a polynomial prime to ui for all i and where ni = ni(α) is the
multiplicity of the simple module αi in the module α.
A key result of this paper ([13, Theorem 2.9], cf. 4.3.1), which is very use-
ful to the proof of the theorem stated above, provides a graphical description
of ModCQC/RC , where the objects can be viewed as diagonals in a regular
polygon and the morphisms come from rotating these diagonals about their
endpoints.
4.1 The category ModQT/Rel△
Fix a nonnegative integer n and denote by Pn+3 the regular n+ 3-gon.
Recall that the clusters of a cluster algebra of type An are in bijection with
the triangulations of Pn+3 (3.5.8 (3)). Therefore, it makes sense to ’redefine’
the module category ModCQC/RC in terms of diagonals and triangulations
of a regular polygon.
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In this section, we associate a quiver to each triangulation of Pn+3, which
corresponds to the quiver of the cluster associated to the triangulation, and
define certain relations, called the triangle relations, which will be seen to be
the same as the relations Reli,j defined above. The category of modules over
these quivers satisfying the triangle relations corresponds to ModCQC/RC .
Fix a triangulation T of Pn+3. The diagonals of the polygon that belong
to T will be called negative roots and the others will be the positive roots .
We denote by Φ+ the set of these positive roots and I the set of the negative
roots. The negative roots are denoted by −αi, with i ∈ [n] (note that the
number of diagonals of T is n).
The support Supp α ⊆ I of a positive root α is the set of negative roots
that cross α.
Remark 4.1.1. A positive root is determined by its support. Indeed, given the
sequence −α1, . . . ,−αk of crossed negative roots, one can recover the vertices
of the positive root. Denote by Ti and Ti+1 the triangles corresponding to
the diagonal −αi. Let vi be the vertex of Ti that is not in Ti+1. We have
that v1 and vk+1 are the vertices of the positive root.
We will now define a relation < on the set of negative roots. Suppose −αi,
−αj are two negative roots that bound the same triangle in T . We say that
−αi < −αj if the rotation with minimal angle around the common vertex
that sends −αi to −αj is anti-clockwise, as is illustrated in the following
picture:
−αj
−αi
The quiver QT is defined as follows: the vertices are the diagonals of T ,
i.e., the negative roots, and there is an arrow j → i if and only if −αi < −αj.
In other words, there is an arrow from the diagonal −αi to the diagonal −αj
if −αj is obtained from −αi by rotating clockwise about a common vertex
without passing through another diagonal of T . Note that, by definition, the
triangles in these quivers are oriented.
The following picture illustrates an example of a quiver QT .
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Recall that the mutation of a triangulation at one of its diagonals is the
unique triangulation obtained by replacing this diagonal with another one
(see section 3.2) and the mutation of quivers is described in 3.6.7. The next
lemma guarantees that the mutation of clusters is coherent with the mutation
of quivers.
Lemma 4.1.2. The mutation of quivers corresponds to the mutation of tri-
angulations.
Proof. We consider only the case
i
k′
k j
where i, j, k and k′ belong to the triangulation T and the other edge is a
border edge of the polygon; the other cases are similar. The quiver of the
triangulation T ′ that results from the mutation of the triangulation T by
replacing the diagonal i with the other possible, denoted by i′, is the following.
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i′
k′
k j
As we can see:
• the arrows incident to i were reversed;
• the path j → i→ k′ exists in QT , k′ → j /∈ (QT )1 and j → k′ ∈ (QT ′)1
and
• the path j → i → k exists in QT as does the arrow k → j, and
j → k /∈ (QT ′)1.
So QT ′ = µi(QT ), as required.
Remark 4.1.3. Let A be a cluster algebra of type An. Write A = A(B0, p0),
as in 3.4.3. Let C0 be the cluster for the initial seed (C0, B0, p0). The quiver
QC0 is the quiver of type An (because bij 6= 0 if and only if j = i− 1, i + 1)
with the alternating orientation, i.e., each vertex is either a source or a sink,
since bijbik ≥ 0, for all i, j, k.
Note that in 3.4.5, C0 is the cluster related to the negative simple roots
of the root system associated to A, i.e., C0 = {x[−α1], . . . , x[−αn]}. The
negative simple roots correspond to the snake triangulation TC0 . Hence, the
quiver QTC0 is also of type An with the same orientation of QC0 , according
to the definition of a quiver of a triangulation.
Let C be any other cluster of A. It follows by induction on the number
of mutations needed to get C from C0, using 4.1.2, that QC = QTC .
Definition 4.1.4. Let T be a triangulation and QT its associated quiver.
1. We call the relations of the form αβ = 0, where α, β are two sucessive
arrows of a triangle of QT , the triangle relations.
2. The abelian C-category of modules over the quiver QT with the triangle
relations will be denoted by ModQT/Rel△, where Rel△ is the ideal of
CQT generated by the triangle relations.
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Note that in QT , a cycle that doesn’t repeat vertices must have length 3,
i.e., is a triangle. Moreover, for each arrow i→ j in QT there exists at most
one shortest path from j to i, since this situation
j i
k
k′
cannot happen, by definition of QT . These observations permit to conclude
that the triangle relations are the relations Reli,j defined before.
4.2 The category CT
We will now define a combinatorial additive C-category CT which we will be
seen to be equivalent to ModQT/Rel△.
The objects of CT are formal positive linear combinations of positive roots.
The indecomposable elements of ModQT/Rel△ will correspond to the posi-
tive roots and a direct sum of indecomposables correspond to a formal linear
combination of positive roots.
It is enough to define the morphisms between positive roots, by additivity.
In order to do this we have to define the pivoting paths and themesh relations.
Definition 4.2.1. Let α and α′ be two positive roots, i.e., two diagonals of
Pn+3 that doesn’t belong to the triangulation T .
1. We say that α is related to α′ by a pivoting elementary move if the
corresponding diagonals have a vertex in common, called the pivot, the
other vertices of α and α′ are the vertices of a border edge of Pn+3
and the rotation around the pivot from α to α′ is anti-clockwise. The
pivoting elementary move with pivot v is denoted by Pv.
2. A pivoting path from α to α′ is a sequence of pivoting elementary moves
starting at α and ending at α′.
Definition 4.2.2. Let α, α′ be two positive roots such that α′ is obtained
from α by two consecutive pivoting elementary moves with distinct pivots.
The mesh relation for this couple of positive roots is given by Pv′2 Pv1 =
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Pv′1 Pv2 , where v1, v2 (respectively v
′
1, v
′
2) are the vertices of α (respectively α
′)
such that Pv′2 Pv1(α) = Pv′1 Pv2(α) = α
′. The intermediate arrows v1 v
′
2, v
′
1 v2
can be negative roots or border edges, but in this case, the corresponding
term in the mesh relation is replaced by zero, that is, if v1 v
′
2 is either a
negative root or a border edge of the polygon, the mesh relation will be
0 = Pv′1 Pv2 and if v
′
1 v2 is a negative root or a border edge, the mesh relation
is given by Pv′2 Pv1 = 0. The mesh relation Pv′2 Pv1 = Pv′1 Pv2 is illustrated in
the following figure.
v2
v′2v1
v′1
Pv1Pv′2
α′ α =
v2
v′2v1
v′1
Pv′1Pv2
α α′
The set of morphisms from α to α′, HomCT (α, α
′), is the quotient of the
vector space over C spanned by pivoting paths from α to α′ by the subspace
generated by mesh relations.
Lemma 4.2.3. Let α, α′ be two positive roots and P = Pm Pm−1 . . . P1 be
a nonzero pivoting path from α to α′. Then P (α) = Pm−kv P
k
u (α) for some
natural k and some vertices u and v.
Proof. We prove this by induction on m using the mesh relations. If m = 1
there is nothing to prove. Letm > 1 and suppose the lemma is true form−1.
Hence there exists k ≤ m such that Pm−1 . . . P1(α) = Pm−k−1v P ku (α). Write
l = m− k − 1 for short. The following picture illustrates this pivoting path,
where x1, x2, . . . , xk+1 = v (respectively u = y1, y2, . . . yl, yl+1) are the end-
points of the positive roots involved in the pivoting path P ku (α) (respectively
P lv(P
k
u (α))) other than u (respectively other than v).
129
x1
x2
x3
xk
xk+1 = v
..
.
u = y1
y2
yl−1
yl yl+1
...
If Pm = Pv we are done. If not, then the pivot of Pm must be yl+1. Let
w be the endpoint of α′ other than yl+1. Observe that w is the vertex of the
polygon anticlockwise from v. By the mesh relations, we have
Pm Pm−1 . . . P1(α) = Pyl+1 P
l
v P
k
u (α)
= Pw Pyl P
l−1
v P
k
u (α).
Using the mesh relations repeatedly, we get
Pm . . . P1(α) = Pw Pyl P
l−1
v P
k
u (α)
= P 2w Pyl−1 P
l−2
v P
k
u (α)
...
= P lw Py1 P
k
u
= Pm−k−1w P
k+1
u .
Thus the result holds for m and the lemma is proved.
4.3 The equivalence betweenModQT/Rel△ and
CT
In this section we prove the key result of [13], stated below.
Theorem 4.3.1. ModQT/Rel△ and CT are equivalent categories.
The equivalence of the categories will be given by the C-linear additive
functor Θ : CT → ModQT/Rel△ defined as follows. For each positive root
α, Θ(α) is the module (Mα, fα) = (Mαi , f
α
ij) where:
Mαi =
{
C if i ∈ Suppα
0 otherwise
and fαij =
{
idC ifM
α
i = C =M
α
j ,
0 otherwise.
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For a pivoting elementary move P : α → α′, Θ(P ) is defined to be the
morphism from (Mα, fα) to (Mα
′
, fα
′
) such that
Θ(P )i =
{
idC ifM
α
i = C =M
α′
i ,
0 otherwise.
The definition of Θ is extended to arbitrary objects and morphisms of CT
by additivity. In order to check that Θ is well defined, we need to prove the
following assertions:
1. For each positive root α, (Mα, fα) is an object of ModQT/Rel△, i.e.,
it satisfies the triangle relations.
2. If P : α→ α′ is a pivoting elementary move, then the diagram
Mαj M
α
i
Mα
′
j M
α′
i
fαji
Θ(P )j
fα
′
ji
Θ(P )i
is commutative, for each arrow j → i in QT .
3. The mesh relations hold, i.e., if P 2P 1(α) = P 4P 3(α) = γ is a mesh
relation and β (resp. β′) is the intermediate arrow of P 2P 1 (resp.
P 4P 3), then Θ(P 2P 1) = Θ(P 4P 3), i.e., Θ(P 2)Θ(P 1) = Θ(P 4)Θ(P 3).
If there was a nonzero composition of two successive maps in a triangle
in QT , i.e., if there was a triangle i→ j → k → i such that fαjk fαij 6= 0, then
fαij 6= 0 and fαjk 6= 0, which means that Mαi = Mαj = Mαk = C. Therefore, α
would cross the three sides of the triangle, which is impossible. This proves
(1).
We will now prove (2). Let P : α → α′ be a pivoting elementary move
and j → i be an arrow of QT . If Mαj = 0 or Mα′i = 0 or if both Mαi and
Mα
′
j are zero, the commutativity is clear. The commutativity is also obvious
when Mαi , M
α
j , M
α′
i and M
α′
j are all nonzero, since all the maps are idC.
The only case when the diagram is not commutative is when Mαj = C =
Mα
′
i and exactly one ofM
α
i ,M
α′
j is not zero. However, this case is impossible.
Indeed, suppose without loss of generality that Mα
′
j = 0 and M
α
i 6= 0. So
i, j ∈ Suppα, i ∈ Suppα′ and j 6∈ Suppα′. Since −αj crosses α but doesn’t
cross α′ and α → α′ is a pivoting elementary move, we have that −αj and
α′ have a common vertex x. Since there is an arrow between i and j in QT ,
−αi has a common vertex with −αj, which can’t be x because −αi crosses
both α and α′, and so we are in this situation:
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xα
′
α
−αi
−αj
and so −αj < −αi, which contradicts the orientation j → i in QT .
It only remains to check (3). Let α
P 1→ β, β P 2→ γ, α P 3→ β′, β′ P 4→ γ be
pivoting elementary moves with α, γ positive roots and β 6= β′. At least one
of β, β′ has to be positive, otherwise either α or γ had to be negative, since
T is a triangulation (see the following figure).
β
β′
γ α
Suppose, without loss of generality, that β is positive. Assume first that β′
is also a positive root. We want to prove that Θ(P 2)Θ(P 1) = Θ(P 4)Θ(P 3),
that is, the following diagram commutes
Mαi M
β
i
Mβ
′
i M
γ
i
Θ(P 1)i
Θ(P 4)i
Θ(P 3)i Θ(P
2)i
for all i. If Mαi = 0 or M
γ
i = 0, this is obvious. Let us consider the case
when i ∈ Suppα ∩ Supp γ then. Observe that any diagonal that crosses α
and γ has to cross β and β′ as well. Therefore, i ∈ Supp β ∩ Supp β′. So the
diagram commutes, since all the maps are the identity in C.
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Finally, consider the case when β′ is negative or a border edge. In this
case, the mesh relation is P 2 P 1 = 0. So we have to show that Θ(P 2)iΘ(P
1)i :
Mαi → Mβi → Mγi is zero for all i. Since β′ is a negative root, there can’t
be a diagonal of T crossing both α and γ. Thus Suppα∩ Supp γ = ∅, which
means that either Mαi = 0 or M
γ
i = 0 for each i, and so the composition
Θ(P 2)iΘ(P
1)i is zero. This concludes the proof of (3) and, as a consequence,
the proof that Θ is well defined.
It will be proved that Θ is fully faithful and dense. The equivalence
between CT and ModQT/Rel△ follows by 1.1.14. The following lemmas will
be useful to prove that Θ is fully faithful.
Lemma 4.3.2. Let α and α′ be two positive roots. There exists a nonzero
morphism from α to α′ in CT if and only if the following conditions hold.
• There is a negative root −αi that crosses both α and α′, i.e., i ∈
Suppα ∩ Suppα′,
• Let v1, v2 be the endpoints of −αi, u1, u2 be the endpoints of α and u′1, u′2
be the endpoints of α′. If we order these vertices in the counterclockwise
order (in the positive trigonometric direction) starting at v1, we get
v1 < u1 ≤ u′1 < v2 < u2 ≤ u′2. In other words, the relative position of
α, α′ and −α′ are as in the following figure.
−αi
α
α′
u1
u′1
v2
u2
u′2
v1
In this case, HomCT (α, α
′) is of dimension one.
Proof. In the situation of the diagram it is obvious that there exists a pivoting
path from α to α′ and all its intermediate arrows have to be positive roots,
due to the position of −αi and the fact that negative roots cannot cross each
other nor the border edges. Hence there is a non-zero morphism from α to
α′.
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Conversely, suppose that HomCT (α, α
′) is non-zero. Then, there is a
pivoting path P from α to α′
α = α0
P1→ α1 P2→ . . . Pm→ αm = α′
where the intermediate diagonals αi are positive roots and the Pi are pivoting
elementary moves. By 4.2.3, we have Pm . . . P1 = P
m−k
v P
k
u , for a certain k,
where u is one of the vertices of α and v is the common vertex of αk and α′.
The positive roots α and α′ must intersect, otherwise there wouldn’t be
such a pivoting path. Let V1 (respectively V2) be the set of vertices of the
firsts k arrows of P = Pv . . . Pv Pu . . . Pu other than u (respectively the last
m − k arrows of P other than v). It follows by the same argument used in
the proof of 4.2.3 and by the fact that P 6= 0 that all the diagonals with
one vertex in V1 and the other in V2 are positive. Hence the quadrilateral
in the polygon formed by the vertices u1, u
′
2, u2 and u
′
1 is not crossed by any
negative root from V1 to V2. This guarantees the existence of a negative root
−αi, whose endpoints don’t belong to V1 nor V2, crossing the quadrilateral,
since T is a triangulation and so we are in the situation of the diagram.
If P ′ is another non-zero pivoting path from α to α′, then P ′ is obtained
from P by mesh relations, which means that P and P ′ are in the same class.
Consequently, the vector space HomCT (α, α
′) is one-dimensional.
Lemma 4.3.3. The support of a positive root and the intersection of the
supports of two positive roots are connected as subsets of QT .
Proof. Let us prove first that, for each positive root α, Suppα is connected.
Given two negative roots −αi and −αj that cross α, we want to prove that
the corresponding vertices i, j in QT are connected by an unoriented path
p : i = i1, i2, . . . , ip = j, such that −αil ∈ Suppα (l ∈ [p]). Since negative
roots don’t cross each other, −αi and −αj divide the polygon into three
parts. According to the definition of QT , a path from i to j in QT must be
contained in the middle part, which will be denoted by Rij. We show the
result by induction on the number m of negative roots in Rij. If m = 1 then
we have nothing to prove since −αi = −αj. Suppose now that m > 1 and
the result is valid for m − 1. Denote by △ the unique triangle in Rij that
contains −αi. If α didn’t cross any of the borders of △ other than −αi then
it wouldn’t cross −αj. Since a diagonal cannot cross the three sides of a
triangle, α has to cross exactly one of the other two sides of △, and it can’t
be a border edge of the polygon. So it has to be a negative root −αk. As
−αi and −αk bound the same triangle △, there is an arrow between i and
k in QT . Since −αk ∈ Suppα, and there are m − 1 negative roots in Rkj,
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where Rkj denotes the part of Rij other than △, it follows from induction
that there is an unoriented path from k to j in QT ∩ Suppα, as required.
We now prove that the intersection of supports is connected. Let α and
α′ be two positive roots and denote by S (respectively S ′) the support of α
(respectively α′). Suppose, for a contradiction, that S ∩ S ′ is not connected.
Let i, k ∈ S ∩ S ′ be two vertices that are not connected. It was seen that S
and S ′ are connected. So there exist two paths: p : i = i1, i2, . . . , ip = k in S
and p′ : i = j1, j2, . . . , jq = k in S
′ that connect i and k. Letm be the smallest
integer such that im+1 6= jm+1. Since p is a path in QT , the diagonals −αim−1
and −αim+1 of T have a vertex in common with −αim and so has −αjm+1
because −αjm = −αim and p′ is a path in QT . Since im−1, im, im+1 ∈ S and a
positive root can’t cross the three sides of a triangle, −αim−1 ,−αim ,−αim+1
cannot bound the same triangle. The same happens to −αim−1 ,−αim ,−αjm+1
as im−1 = jm−1, im = jm, jm+1 ∈ S ′. Hence −αim ,−αim+1 and −αjm+1 form
a triangle △ in T . So im+1 ∈ S \ S ′ and jm+1 ∈ S ′ \ S. Excluding the
triangle △, the polygon is divided into three parts: Rim , Rim+1 and Rjm+1 ,
such that Rl contains −αl, l = im, im+1, jm+1. Clearly, Rim+1 must contain
all −αil , l ≥ m + 1 and Rjm+1 must contain −αjl with l ≥ m + 1. However,
Rim+1 ⊇ −αip = −αk = −αjq ⊆ Rjm+1 , a contradiction.
Lemma 4.3.4. For two positive roots α and α′, there is a nonzero morphism
from (Mα, fα) to (Mα
′
, fα
′
) in ModQT/Rel△ if and only if:
1. S ∩ S ′ is not empty,
2. There is no arrow from S \ S ′ to S ∩ S ′ in QT ,
3. There is no arrow from S ∩ S ′ to S ′ \ S in QT ,
where S = Suppα and S ′ = Suppα′.
In this case, HomModQT /Rel△ ((M
α, fα), (Mα
′
, fα
′
)) is of dimension one.
Proof. Suppose HomModQT /Rel△ ((M
α, fα), (Mα
′
, fα
′
)) is not zero. Let P =
(Pi)i be a non-zero element of this vector space. There is at least one i ∈
(QT )0 such that Pi : M
α
i →Mα′i is not zero. In particular, Mαi and Mα′i are
both non-zero, which means that −αi ∈ S ∩ S ′. Hence, the first condition
holds. Now, suppose for a contradiction that there exists an arrow i → j
in QT with i ∈ S \ S ′ and j ∈ S ∩ S ′. So, Mαi = Mαj = Mα′j = C,
Mα
′
i = 0, f
α
ij = idC, f
α′
ij = 0 and according to the definition of morphism of
representations, the following square commutes.
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Mαi M
α
j
0 Mα
′
j
idC
Pi Pj
Therefore Pi and Pj are both zero. Let k be a diagonal of T that crosses
both α and α′. Thus, since k, j ∈ S ∩ S ′, there is an unoriented path k =
k1, . . . , km = j in QT with all kl ∈ S ∩ S ′, by 4.3.3. Because the diagram
Mαj
idC
Pj

Mαkm−1
idC
Pkm−1

. . . idC Mαk
Pk

Mα
′
j
idC Mα
′
km−1
idC . . . idC Mα
′
k
is commutative and Pj = 0, it follows that all Pkl are zero, in particular
Pk = 0. Since Pl : M
α
l → Mα′l is zero for all l ∈ (QT )0 \ (S ∩ S ′), because in
this case either Mαl = 0 or M
α′
l = 0, we have that P = 0 which contradicts
the hypothesis. The argument to prove the third condition is similar.
Conversely, let α, α′ be positive roots such that (1), (2) and (3) hold.
Consider P ∈ HomModQT /Rel△ ((Mα, fα), (Mα
′
, fα
′
)) defined as follows
Pi =
{
idC if i ∈ S ∩ S ′
0 otherwise.
Since S ∩ S ′ 6= ∅ by (1), P is non-zero. We have to check that P is indeed a
morphism of representations, i.e., that the square
Mαi M
α
j
Mα
′
i M
α′
j
fαij
fα
′
ij
Pi Pj
commutes for all i → j in QT . The only cases when this doesn’t happen is
when Mαi = M
α′
i = M
α′
j = C and M
α
j = 0 or when M
α
i = M
α
j = M
α′
j = C
and Mα
′
i = 0, i.e. when i ∈ S ∩ S ′ and j ∈ S ′ \ S or when i ∈ S \ S ′ and
j ∈ S ∩ S ′. But by (2) and (3) these cases can’t happen, so the diagram is
commutative.
To prove that the dimension of HomModQT /Rel△ ((M
α, fα), (Mα
′
, fα
′
)) is
one if this vector space is not zero, let P = (Pi)i∈(QT )0 be a non-zero morphism
between (Mα, fα) and (Mα
′
, fα
′
). Thus there exists i ∈ S∩S ′ such that Pi 6=
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0. Let j ∈ S ∩S ′. By 4.3.3 there is an unoriented path i = k0, k1, . . . , km = j
in S ∩ S ′ and the diagram
Mαi
idC
Pi

Mαk1
idC
Pk1

. . . idC Mαj
Pj

Mα
′
i
idC
Mα
′
k1
idC . . . idC Mα
′
j
is commutative. Hence Pkl = Pi for l ∈ [m] and in particular, Pj = Pi. For
k ∈ (QT )0 \ S ∩ S ′, we have Pk = 0. So, the result follows since all vector
spaces Mαi ,M
α′
i are of dimension zero or one.
Lemma 4.3.5. The conditions in 4.3.2 and in 4.3.4 are equivalent. As a con-
sequence, for any pair of positive roots α, α′, the dimension of HomCT (α, α
′)
equals the dimension of HomModQT /Rel△ ((M
α, fα), (Mα
′
, fα
′
)), which is ei-
ther zero or one.
Proof. Let α, α′ be two positive roots such that there is a negative root −αi
that crosses them and such that the relative position of these diagonals are
as in the following figure.
−αi
α
α′
u1
u′1
v2
u2
u′2
v1
It is obvious that S ∩S ′ 6= ∅. Suppose now, for a contradiction, that there is
an arrow j → k in QT from S \ S ′ to S ∩ S ′. Then −αj only crosses α, −αk
crosses α and α′ and −αk < −αj. Thus we are in one of these situations
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−αi
α
α′
−αj
−αk
−αi
α
α′
−αk
−α
j
Either way, −αk has to cross −αi, which is impossible. The proof that
there can’t be an arrow from S ∩ S ′ to S ′ \ S in QT is similar.
Conversely, suppose that α, α′ are such that S ∩ S ′ 6= ∅ and there is no
arrow neither from S \S ′ to S∩S ′ nor from S∩S ′ to S ′\S in QT . Then there
exists −αi in S ∩S ′. This diagonal divides the polygon in two parts. Denote
the right-hand side by Rr and the left-hand side by Rl. Since −αi crosses
α and α′, each of these parts contains exactly one vertex of α and exactly
one vertex of α′. Denote by Sl = {−αi = −αi1 ,−αi2 , . . . ,−αip} the set of
negative roots in Rl that cross α and suppose the elements of Sl are in order,
in the sense that there can’t be a diagonal −αim between −αil and −αil+1 , for
all l = 1, . . . p− 1. Analously, denote by S ′l = {−αi = −αj1 ,−αj2 , . . . ,−αjq}
the set of negative roots in Rl crossing α
′ in such an order. Let m be the
greatest integer such that −αim = −αjm . There are four cases to analyse:
1. m = p = q. Suppose, for a contradiction, that α and α′ don’t have
the vertices in Rl in common. Then the vertices of α and α
′ in Rl
and the vertices of the diagonal −αim form a quadrilateral, which must
have a negative root crossing it due to the triangulation. But such
negative root can’t intersect −αim , so it must cross either α or α′ or
both, contradicting the hypothesis. Therefore α and α′ share the same
vertex in Rl, in other words, we meet α and α
′ at the same time going
from the endpoints of −αi in positive direction.
2. If m = p < q, then −αjm+1 ∈ S ′ \ S and −αjm ∈ S ∩ S ′. Given the
order in S ′l, −αjm and −αjm+1 bound the same triangle. Hence the
corresponding edge in QT is oriented jm+1 → jm by 4.3.4 (3). As the
figure illustrates
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−αi−αjm
−αjm+1
α
α′
we meet first α and then α′ when going from the endpoints of −αi in
positive direction on the boundary of Rl.
3. If m = q < p, then −αim+1 ∈ S \ S ′ and −αim ∈ S ∩ S ′. Given the
order in Sl these two diagonals bound the same triangle in T . Hence
the corresponding edge in QT is oriented im → im+1. So we are in this
situation:
−αi
−αim
−αim+1
α
α′
Hence, in this situation we meet α first as well.
4. If m < p and m < q, then −αim+1 ,−αim ,−αjm+1 are three different
diagonals that bound the same triangle in T . As in the previous cases,
the corresponding edges in QT are oriented im → im+1 and jm+1 → jm.
This implies once more that going from the endpoints of −αi in positive
direction on the boundary of Rl, we meet α first and then α
′:
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−αi
im
im+1
jm+1
α
α′
Analogously, using the same results in Rr, we first meet α when going
from the endpoints of−αi anti-clockwise on the boundary of Rr, which proves
the relative position of α, α′ and −αi in 4.3.2, as required.
Proposition 4.3.6. The functor Θ is fully faithful.
Proof. By additivity, it is sufficient to prove that
Θα,α′ : HomCT (α, α
′)→ HomModQT /Rel△((Mα, fα), (Mα
′
, fα
′
))
P 7→ Θ(P )
is bijective, for any two positive roots α, α′. By Lemmas 4.3.2, 4.3.4 and
4.3.5, the vector spaces HomCT and HomModQT /Rel△((M
α, fα), (Mα
′
, fα
′
))
are both zero or one dimensional. So, we only have to check that the image
of a non-zero morphism is a non-zero morphism. Let
P = α = α1
P1→ · · · Pm−1→ αm = α′
be a non-zero pivoting path from α to α′. By 4.3.2, α and α′ intersect and all
the positive roots αk, with k ∈ [m], are contained in the quadrilateral formed
by the endpoints of α and α′, and so the negative root −αi that crosses α and
α′ must cross all the αk as well. Therefore Θ(Pl)i = idC, for each l ∈ [m− 1].
Consequently, Θ(P )i = idC, so Θ(P ) is not zero.
It now remains to prove that Θ is dense, that is, that each indecomposable
module inModQT is the image of a positive root under Θ. This will be done
using Auslander-Reiten theory.
Throughout, we set Q = QT , for short, since the triangulation T is fixed.
Before proving the theorem, let us compute the projective and injective mod-
ules of ModQ/Rel△, which will be needed in the sequel. Let i, l be two
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vertices of Q. There is at most one path from i to l modulo the triangle re-
lations. So, according to 2.2.4 (1), (Pi)l = C if there exists such an oriented
path from i to l and (Pi)l = 0 otherwise. Similarly, by 2.2.4 (2), (Ii)l = C
if there is an oriented path in Q modulo the triangle relations from l to i
and (Ii)l = 0 otherwise. The maps of Pi and of Ii are idC whenever possible
and zero otherwise. Note that these modules are multiplicity free, i.e., each
vector space of the representation is zero or one dimensional.
We say that a Q/Rel△-module M is of type A if the full subquiver of Q
on the support of M , which is defined to be the set of vertices of Q for which
the component of M is nonzero, is of type Ak for some k ∈ N.
Lemma 4.3.7. Let M be an indecomposable Q/Rel△-module of type A and
let N be any indecomposable Q/Rel△-module. If there exists an irreducible
morphism from N to M or from M to N , then N is of type A.
Proof. Suppose first thatHomModQ/Rel△ (N,M) contains an irreducible map.
Let Q′ denote the full subquiver of Q given by the support of M , Q′0 :=
{1, . . . ,m}. By hypothesis, Q′ is of type Am. Renumbering the vertices one
can suppose that the extremal vertices of Q′ are 1 and m and the edges link
i with i± 1.
Note that as M is an indecomposable Q-module of type A, so it is also
an indecomposable Q′-module of type A. In type An, Φ
+ = {αi + . . . +
αj : 1 ≤ i ≤ j ≤ n}, where {αi|i ∈ [n]} is a simple system, is the set of
positive roots. By Gabriel’s Theorem, M corresponds to a positive root,
i.e., dim(M) :=
∑n
i=1 dim(Mi)αi = αi + . . . + αj, for certains i, j such that
1 ≤ i ≤ j ≤ n. Hence, M is multiplicity free.
Suppose that M is not simple (m > 1). Observe that there exists at
most one vertex in Q0 \Q′0, which will be denoted by 0 (resp. m + 1), such
that 1 → 0 (resp. m → m + 1) and such that there exist no other edges
between Q′0 and 0 (resp. m+ 1). In fact, if there existed two vertices, 0 and
0′, satisfying such conditions, we would be in one of these situations:
0′
0
1
2
0′
0
1
2
However, the first situation can’t happen because a vertex of Q can only be
the source of two arrows at most, and in the second situation there must be
another arrow , which can’t be between 0 and 0′ since the triangles in Q are
oriented, so either 0 or 0′ is linked to 2, which contradicts the hypothesis.
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Let k ∈ Q′0. Let i(k) be a vertex in Q0\Q′0 such that i(k)→ k is an arrow
of Q. If k is a sink in Q′ and k 6= 1,m, then there is no such vertex. For the
rest of the vertices, there are at most two vertices satisfying such conditions.
If k is a source, then there must be an arrow from k− 1 to i(k) or from k+1
to i(k). Observe that there can’t be these two arrows simultaneously. If k
is such that k − 1 ← k ← k + 1, then there must be an arrow from k − 1
to i(k) since k + 1 and k − 1 are not connected, and finally, if k is such that
k − 1→ k → k + 1, then k + 1→ i(k) is an arrow of Q.
We denote by i(k)+ (resp. i(k)−) the vertex such that k + 1 → i(k)+
(resp. k − 1→ i(k)−), if it exists.
We follow the argument of the proof on the following example of Q′, where
m = 8.
0 1 2 3 4 5 6 7 8 9
i(1)−
i(1)+ i(3)−
i(4)+
i(6)−
i(7)−
i(7)+
i(8)+
If M is projective, then N is a direct summand of the radical of M by
2.4.16. In particular, N is a submodule of M . Hence SuppN ⊆ Q′0. As N is
indecomposable, N must be of type A.
Suppose now that M is not projective. Let us prove that the sequence
P 1 → P 0 →M → 0, with P 0 := ⊕i∈RPi, where R is the set of sources of Q′,
and P 1 := ⊕j∈R′Pj, where R′ is the union of {0,m+ 1} with the sinks of Q′
not equal to 1 or m, is a minimal projective presentation ofM . We have that
for each i ∈ R and k ∈ Q0, dim(Pi)k = 1 if there is a path from i to k in Q,
not going through two sides of a triangle and dim(Pi)k = 0 else. So dim(P
0)k
equals the number of such paths from sources of Q′ to k. It is obvious that
P 0 and P 1 are projective modules. For each i ∈ R consider the morphism
ψi : Pi →M such that (ψi)k : (Pi)k →Mk is the identity in C when possible
and zero else. Observe that each ψi is nonzero since (Pi)i = C for each source
i in Q′. The morphism p0 = ⊕i∈Rψi : P 0 → M is surjective since for each
k ∈ Q′0, there exists at least one source i in Q′0 such that (Pi)k 6= 0. Note
that it is necessary to take all Pi, with i ∈ R, as summands of P 0 for the
surjectivity of p0. Otherwise, if there was a source j in Q
′ such that Pj is not a
summand of P 0, then (P 0)j = 0 and p0 wouldn’t be surjective. It remains to
prove that Ker p0 is superfluous in P
0 in order to see that P 0 is a projective
142
cover of M . Write K = Ker p0, for short. Let us compute K. For j ∈ R and
j ∈ Q′0 such that j−1→ j → j+1 or j−1← j ← j+1, dim(P 0)j = 1 and so
dimKj = dim(P
0)j−dim Im (p0)j = 0. If j is a sink in Q′ different from 1 or
m, then it is reached by two sources and so dim(P 0)k = 2. Thus, dimKj = 1.
Let us analyse now the vertices j outside Q′0. In this case the dimension of
Kj equals the dimension of (P
0)j. Let k ∈ Q′0 such that k − 1→ k → k + 1
(resp. k−1← k ← k+1) and denote by j(k) the successor of k outside Q′, if
such a vertex exists. Observe that there is at most one vertex satisfying such
conditions. We must have k− 1← j(k) (resp. k+1← j(k)). Consequently,
(P 0)j(k) = 0, due to the triangle relations. So the multiplicity of K is zero at
any vertex along a path out of Q′ with origin in j(k). Let now k be a sink
in Q′0 other than 1 and m. Denote by j(k)
− (resp. j(k)+) the successor of k
such that j(k)− → k − 1 (resp. j(k)+ → k + 1), if there exist such vertices.
The source of Q′ preceeding k gives rise to non-zero spaces for K along the
path beginning at j(k)+, but not along the path beginning at j(k)−, due to
the triangle relations. Analogously, the source of Q′ succeeding k gives rise
to non-zero spaces for K along the path beginning at j(k)−, but not along
the path beginning at j(k)+. Hence, we get multiplicity 1 in K at all vertices
along the paths (that doesn’t go through two sides of a triangle) beginning
at j(k)+ and at j(k)−. Let us consider now the extremes of Q′. Suppose
that the vertex 1 is a source of Q′. Then the only successor of 1 outside Q′
is 0. If there exist two paths starting at 0, one of them doesn’t count for the
multiplicity of K due to the triangle relations and the fact that there must
be an arrow from one of the successors of 0 to 1. Along the other path, the
multiplicity of the kernel is one. Finally, suppose 1 is a sink of Q′. Then the
first source of Q′ gives rise to non-zero spaces for K along the path beginning
at 0. Thus we get multiplicity 1 along the path with origin in 0. If there
exists another successor 0′ of 1, then there must be an arrow from 0′ to 2,
and so the multiplicity of K at the vertices along the path starting at 0′ is
zero. For m is similar. So, dimKi is zero or one at every vertex i. As far
as maps are concerned, they are the identity in C where possible and 0 else.
We check this only for maps between sinks in Q′ and their successors out of
Q′, the other cases are trivial. Let then k be a sink in Q′. Let k+ (resp.
k−) be the source of Q′ preceding (resp. succeeding) k. In P 0 we have this
situation:
C
C C2 C
C
[1 0]
[0 1]
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Note that (1,−1) ∈ C2 belongs to the kernel of (p0)k. So (1,−1) spans
Kk and maps to a generator 1 of Kj(k)+ and to a generator −1 of Kj(k)− .
Thus the Kernel is of the form:
C
0 C 0
C
1
−1
We can choose {−1} to be the basis of each copy of C in the path starting
at j(k)−, since the tree structure ensures that we never get back to Q′ or any
other such path. So all the maps are the identity. In order to see that K is
superfluous in P 0, let X be a submodule of P 0 such that K +X = P 0. We
want to prove that X = P 0. At vertices of Q′ that are not sinks of Q′, the
component of X must be C. Note also that X cannot have multiplicity zero
at sinks of Q′. Hence, the multiplicity of X at vertices along the paths (that
doesn’t go through two sides of a triangle) starting at 0, m + 1 and at the
successors of the sinks of Q′, is one, since X embeds in P 0. It remains to
prove that Xk = C2, for the sinks k of Q′. Let k be a sink in Q′. Suppose, for
a contradiction, that Xk = C. Consider the following commutative square
from the embedding of X into P 0.
C = Xk−1 C = Xk
C = P 0k−1 C
2 = P 0k
Let (a, b) in C2 = P 0k be the image of 1 in Xk, x ∈ P 0k−1 be the image of 1 in
Xk−1 and y be the image of 1 under the map Xk−1 → Xk. Note that x 6= 0
as Xk−1 embeds in P
0
k−1, but y can be zero. By the commutativity of the
diagram, we have (x, 0) = (ya, yb). Hence x = ya and yb = 0. If y = 0, then
x = 0, a contradiction. So b must be 0. Similarly, we obtain that a = 0 from
the commutativity of the diagram
C = Xk C = Xk+1
C2 = P 0k C = P
0
k+1.
Therefore, the map from Xk to P
0
k os zero, which contradicts the fact that X
embeds in P 0k . We have already observed that Xk 6= 0, so Xk has dimension
2, as required.
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The argument to prove that P 1 is a projective cover of Ker p0 is similar
to the computation of the projective cover of M just done.
By 2.4.10, the sequence 0 → τ M → I1 → I0 is a minimal injective
presentation of τ M where I1 := ⊕j∈R′Ij = νP 1 and I0 := ⊕i∈RIi = νP 0 (by
2.4.2).
Let us introduce some terminology. Denote by S0, resp. Sm+1, the sup-
port of the injective module associated to 0, resp. m+1, in the full subquiver
of Q with set of vertices Q \ 1, resp. Q \m.
From the tree structure of Q, the set Q′′0 := S0 ∪Q′0 ∪ Sm+1 is the set of
vertices of a full subquiver Q′′ of Q of type A. In the following figure, Q′′ is
the set of the open nodes. The support S0, resp. S9, is formed by the open
nodes not labelled on the left, resp. on the right.
0 1 2 3 4 5 6 7 8 9
i(1)−
i(1)+ i(3)−
i(4)+
i(6)−
i(7)−
i(7)+
i(8)+
...
...
For each source k or k = 1,m, denote by S±k the support of the injective
module associated to i(k)± in the full subquiver of Q with set of vertices
Q0 \Q′0.
For k in R′, let k+, resp. k−, be the source of Q′ succeeding, resp.
preceding, k. If there is no such source, we set k+ = m, resp. k− = 1.
Then, for each sink k of Q′0, the support of Ik is given by Supp(Ik) =
S−k− ∪ S+k+ ∪ (Supp(Ik) ∩ Q′0). The vertices of the full subquivers S+k− , S−k+
and S±l , where l ∈ {k− + 1, . . . , k − 1, k + 1, . . . , k+ − 1}, don’t belong to
(Supp(Ik))0 due to the triangle relations. In the example, consider the sink
k = 5 of Q′0. We have k
− = 3 and k+ = 7. The support of I5 is given by the
set of the open nodes.
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0 1 2 3 4 5 6 7 8 9
i(1)−
i(1)+
i(3)−
...
i(4)+
i(6)−
i(7)−
i(7)+
...
i(8)+
The support of I0 is S
+
l ∪ (Supp(I0) ∩ Q′′0), where l is the lowest source
of Q′0. Similarly, the support of Im+1 is given by Supp(Im+1) = S
−
g ∪
(Supp(Im+1)∩Q′′0), where g is the greatest source of Q′0. In our example, we
have g = 7 and the support of 9 is given by the open nodes of the following
picture.
0 1 2 3 4 5 6 7 8 9
i(1)−
i(1)+ i(3)−
i(4)+
i(6)−
i(7)−
...
i(7)+
i(8)+
...
It is obvious that, for each source k of Q′0, the support of Ik contains S
±
k .
Consequently, the support of τ M is contained in Q′′0
1.
By 2.4.13 (a), there exists an almost split sequence 0 → A(M) → X →
M → 0. Note that, in particular, the map X → M of this sequence is
right minimal almost split. Since HomQ(N,M) 6= 0, we deduce that N is
a direct summand of X, by 2.3.13 (b). Therefore Supp(N) ⊆ Supp(X) ⊆
Supp(A(M)) ∪ Supp(M) ⊆ Q′′0. Thus, N is an indecomposable Q′′0-module
and the Lemma follows.
If M is simple, we are in the situation illustrated as follows.
1See 4.3.8 (1)
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01
0′
i(1)− i(1)+
The vertex 0′ plays the role ofm+1 in the nonsimple case. The projectives
of the minimal projective presentation of M , if this is nonprojective, are
P 0 = P1 and P
1 = P0⊕P0′ . The proof of the Lemma for this case is exactly
the same.
We have just proved the Lemma to the case whenHomModQT /Rel△ (N,M)
contains an irreducible. Suppose now that there is an irreducible morphism
f :M → N . Observe first that ModQopT =ModQT ∗ , where T ∗ is the mirror
triangulation, that is, T ∗ is T reflected in a line of symmetry of the polygon.
Take as an example the following quiver QT :
Reflecting by the dashed line of symmetry and using the rule for the
orientation of the arrows in the quiver QT , we obtain T
∗:
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This quiver is the same as the following (obtained by reflecting again by
the previous line of symmetry):
which is the opposite of QT .
Moreover, QopT is bound by the same relations. So Q
op
T = QT ∗ . The du-
ality functor D = HomC(−,C) gives an (anti)-equivalence between ModQT
and ModQop = ModQT ∗ . Let f ∈ HomQ (M,N) be an irreducible. We
claim that D(f) ∈ HomQT∗ (D(N), D(M)) is irreducible. Indeed, if D(f)
was a section, there would exist a morphism h : D(M) → D(N) such that
hD(f) = idD(N). But D is an (anti)-equivalence, so h = D(g) for some
g ∈ HomQT (N,M) and so idD(N) = hD(f) = D(g)D(f) = D(fg) which
implies that fg = idN , i.e., f would be a retraction. Similarly, D(f) is not a
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retraction. Finally, suppose D(f) = g1g2, with g1 ∈ HomQT∗ (D(X), D(M))
and g2 ∈ HomQT∗ (D(N), D(X)), for some X ∈ ModQT∗ . There is f1 ∈
HomQT (M,X) and f2 ∈ HomQT (X,M) such that g1 = D(f1), g2 = D(f2).
Thus, D(f) = D(f1)D(f2) = D(f2f1), which implies that f = f2f1. Since f
is irreducible, either f2 is a retraction or f1 is a section. By what we have
just proved, we conclude that either g2 = D(f2) is a section or g1 = D(f1) is
a retraction, as we wanted. Therefore, HomQT∗ (D(N), D(M)) contains an
irreducible. Since D(M) is an indecomposable QT ∗-module of type A and
D(N) is indecomposable, we conclude that D(N) has type A, from what we
have proved. Hence, N has type A.
Remark 4.3.8.
1. I have been unable to prove that Supp τ M ⊆ Q′′0. Here is one attempt.
We want to prove that (Ker (I1 → I0))j = 0 for j /∈ Q′′0, as τ M ∼=
Ker (I1 → I0). Let k ∈ R′. Then the map I1 → I0 cannot kill all
of Ik. Otherwise, Ik would be contained in the Kernel of I
1 → I0,
and so it would be a summand of τ M . Since τ M is indecomposable,
it follows that τ M = Ik is injective, which implies that I
0 = 0, a
contradiction. Therefore, the restriction of I1 → I0 to Ik is non-zero.
But dimHom(Ik, Il) = dim (Ik)l, where l ∈ R. Since Supp Ik ∩ R =
{k+, k−}, we conclude that the only possible nonzero maps from Ik to
summands of I0 are to Ik+ and Ik− . Let f be a nonzero map from Ik to
Ik− (if such a map exists). Suppose the map fj : (Ik)j → (Ik−)j is zero,
for j ∈ S−k− . Then all the maps fl, with l ∈ S−k− , are zero, which implies
that f = 0, a contradition. Therefore, as dim (Ik)l = 1 = dim (Ik−)l
for l ∈ S−k− , we have dimKer (Ik → Ik−)l = 0. Consequently, the map
I1 → I0 is nonzero on any vertex in S−k− , since Ik is the only summand
of I1 that has support in S−k− , which implies that the jth-component
of the map I1 → I0, for j ∈ S−k− , is the same as the jth-component of
the restriction to Ik. Similarly, if there exists a nonzero map from Ik
to Ik+ , then the map I
1 → I0 is nonzero on any vertex in S+k+ . Hence,
Ker (I1 → I0) has no support on S−k− or Ker (I1 → I0) has no support
on S+k+ , but this argument doesn’t prove that these two situation occur,
as there could be a nonzero map from Ik to Ik+ while the map from Ik
to Ik− is zero, or vice versa.
Here is another approach that was considered. Because 0 → τ M →
I1
u→ I0 is a minimal injective presentation of τ M , The morphism
Imu →֒ I0 is minimal, that is, every nonzero submodule of I0 must
intersect the image of u : I1 → I0. But I can’t think of any useful
nonzero submodule of I0.
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2. Lemma 4.3.7 was already known from a different context, the string
algebras (cf. [12]). A path algebra A = KQ/I is said to be a string
algebra if it satisfies the following assertions:
(a) Any vertex of Q is the source of at most two arrows and the target
of at most two arrows, as well.
(b) For each arrow α of Q, there is at most one arrow β whose source
is the target of α and such that αβ /∈ I, and there is at most one
arrow γ whose target is the source of α and such that γα /∈ I.
(c) For each arrow α of Q, there is nα ∈ N such that any path
αα2 . . . αnα of Q whose first arrow is α contains a subpath in I,
and there is n′α ∈ N such that any path α1 . . . αnα−1α of Q whose
last arrow is α contains a subpath in I.
It is easy to check that the path algebra associated to a quiver QT
(where T is a triangulation of Pn+3) bound by the triangle relations is
a string algebra.
A string of length n ≥ 1 is a path c1 . . . cn, where each ci is an arrow of
Q or ci = α
−1 for some α : a→ b ∈ Q1, where α−1 is the arrow b→ a,
such that the source of ci+1 is the target of ci, for all i = 1 . . . n − 1,
and such that the following conditions hold:
(a) ci+1 6= c−1i , for all i = 1 . . . n− 1,
(b) There are no subpaths cici+1 . . . ci+k such that cici+1 . . . ci+k or
(cici+1 . . . ci+k)
−1 := ci+k . . . ci+1ci belongs to I.
We define also two strings of length 0 for each vertex a of Q, denoted
by 1(a,1) and 1(a,−1), whose both source and target is a, and we define
1−1(a,i) = 1(a,−i), for i = −1, 1.
Let C = c1 . . . cn or C = 1(a,t), with t = 1,−1, a ∈ Q0, be a string.
Denote by u(i) the target of ci−1, i = 2, . . . , n+1 and by u(1) the source
of C. The string module M(C) associated to C is the representation
M(C) = (M(C)v, fα) of Q bound by the relations in I defined as
follows:
(a) For each vertex v of Q, M(C)v is the K-vector space with dimen-
sion equal to the cardinality of the set Iv = {i | u(i) = v}.
(b) Let α : x → y be an arrow of Q and let {zi | i ∈ Ix} be a
basis of M(C)x and {z′i | i ∈ Iy}. Suppose α = ci for some
i ∈ {2, . . . , n+1}. We have that x is the target of ci−1, so x = u(i),
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and y is the target of ci, so y = u(i + 1). The K-linear map
fα :M(C)x →M(C)y is defined by
fα(zj) =
{
z′i+1 if j = i,
0 if j 6= i.
Suppose now α = c−1i for some ci : x→ y, i ∈ {2, . . . , n+1}. Then
fα : M(C)y → M(C)x is defined by fα(z′i+1) = zi and fα(z′j) = 0,
for j 6= i.
If α is any another arrow of Q, then fα := 0.
It is easy to check that M(C) satisfies the relations in I. Furthermore,
M(C−1) is isomorphic to M(C) and M(1(a,t)) is the simple representa-
tion corresponding to the vertex a.
Consider the path algebra CQT/Rel△. In this case, none of the strings
contains a cycle, because any cycle of QT contains a triangle relation,
and according to the definition, the strings cannot contain any relation.
We can deduce that the string modules are the same as the modules of
type A for the path algebra CQT/Rel△.
In [12] is given a list of almost split sequences, called canonical exact
sequences, where the start and end terms and all summands of the
middle terms are string modules, and it is proved that these canoni-
cal exact sequences are exactly the almost split sequences containing
string modules. Lemma 4.3.7 follows from this result for the irreducible
morphisms are components of morphisms in almost split sequences (see
2.3.2, 2.3.13 and 2.4.13).
Proof of Theorem 4.3.1.
We are now able to finish the proof of the Theorem 4.3.1. The objective
is to prove that each indecomposable module in ModQT is the image of a
positive root under Θ.
Let M be an indecomposable QT -module bound by the triangle relations
of type A. By 4.3.7, the component of M in the Auslander-Reiten quiver
contains only modules of typeA. Thus, this component is finite and by 2.5.10,
every indecomposable module is of type A and in particular is multiplicity
free. So there exists a one-to-one correspondence between indecomposable
QT/Rel△-modules and full subquivers of Q of type A with no paths going
through two sides of a triangle. Since there is exactly one full subquiver
of type A of QT , with no paths going through two sides of a triangle, with
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extremes i and j, for each pair i, j of vertices of QT , the number of these full
subquivers of type A is equal to n(n+1)
2
. So there are n(n+1)
2
indecomposable
QT -modules.
Let α be a positive root and letM = (Mα, fα) be the image of α under Θ.
We know that α can’t intersect all the sides of a triangle T and the support
of α is connected, by 4.3.3. Hence, according to the definition ofMα,M is an
indecomposable of type A. Moreover, by 4.1.1, different positive roots have
different supports. Thus, the map Θ : Φ+ → {M | M = Θ(α) for some α ∈
Φ+ } is injective. Since the number of positive roots is equal to n(n+1)2 , the
same as the number of indecomposable QT -modules, we conclude that this
map is bijective as required. 2
Denote by Ind(QT ) the set of the indecomposable QT -modules bound by
the triangle relations. Note that we showed in this proof that Ind(QT ) =
{(Mα, fα) | α diagonal of Pn+3 not in T}.
We end this section with a straightforward corollary of 4.3.1.
Corollary 4.3.9. There exists a bijection ϕ between Ind(QT ) and the diago-
nals of the polygon not in T . Moreover, for M in Ind(QT ) and any vertex i
of QT , the multiplicity of the simple module Si in the module M is 1 if ϕ(M)
crosses the ith diagonal of T and 0 if not. In particular, for two isoclasses
M,M ′ in Ind(QT ), we have M = M
′ if and only if ni(M) = ni(M
′) for all
i.
4.4 The exponents in the Laurent polynomi-
als
Recall the theorem 3.4.5, which gives a bijection between the cluster variables
of a cluster algebra of finite type and the set of almost positive roots of the
corresponding root system, such that each cluster variable x[α] is described
as a Laurent polynomial in a certain cluster x0, with the denominator given
by the linear combination of α in terms of the simple roots.
The main result of [13] gives a description of any cluster variable of a
cluster algebra of type An as a Laurent polynomial in an arbitrary cluster
C, where the denominators are related to the indecomposable modules of
ModQT/Rel△ (or equivalently, ModQC/RC), and is stated as follows.
Theorem 4.4.1. Let C = {u1, . . . , un} be a cluster of a cluster algebra of
type An and let V be the set of all cluster variables of the algebra. Let QC be
the quiver with relations associated to C and Ind(QC) the set of isoclasses of
152
indecomposable modules. Then there is a bijection
Ind(QC) → V \ C
α 7→ x[α],
such that
x[α] = P (u1,...,un)∏n
i=1 u
ni(α)
i
,
where P is a polynomial not divisible by any ui (i = 1, . . . , n) and ni(α) is
the multiplicity of the simple module αi in the module α.
This last section is devoted to the proof of this theorem. The proof of the
existence of the bijection uses 4.3.9 and 3.4.5. The results presented in this
section are related to the calculation of the exponents in the denominators
of the Laurent polynomials.
Firstly, let us introduce the terminology used in the sequel. Let A be a
cluster algebra of finite type and rank n. Denote by Φ≥−1 the set of almost
positive roots, and by x[α] the cluster variable corresponding to α, by the
bijection of 3.4.5. Fix a cluster C = {u1, . . . , un} and let β1, . . . , βn be the
almost positive roots such that x[βi] = ui.
By the Laurent phenomenon 3.3.1, each cluster variable x[α] (α ∈ Φ≥−1)
can be written in the form:
x[α] =
Rα,C∏n
i=1 u
[α,βi,C]
i
, (4.1)
where Rα,C is a polynomial in the variables u1, . . . , un such that none of
the ui divides Rα,C , and [α, βi, C] ∈ Z.
Lemma 4.4.2. For any pair of almost positive roots α, βi and any pair of
clusters C,C ′ such that ui = x[βi] ∈ C ∩ C ′, we have [α, βi, C] = [α, βi, C ′].
Hence, we can denote [α, β, C] by [α, β], for any pair α, β of almost pos-
itive roots.
Proof. Let us prove first that the exchange graph for clusters containing
the given cluster variable ui is connected. Let C1 and C2 be two clusters
containing a fixed cluster variable and suppose they are adjacent, and write
C2 = C1 \ {β} ∪ {β′}. Let τ be one of the involutions τ+, τ−. Applying τ to
these clusters, we get two clusters τ(C1) and τ(C2) satisfying τ(C2)∩τ(C1) =
τ(C1) \ {τ(β)}, for τ is a bijection. Recall that in finite type, two clusters
are adjacent in the exchange graph if they agree on n − 1 elements (where
n is the rank of the cluster algebra). Thus, τ(C1) and τ(C2) are adjacent.
153
Hence, the exchange graph of clusters containing a fixed cluster variable is
mapped to an isomorphic graph by the action of τ .
The clusters in Φ containing −αi are the union of {−αi} with a cluster C
of Φi, where Φi is the root subsystem of Φ obtained from Φ by removing −αi
(cf. 3.5.5 (2)). Two such clusters {−αi} ∪C and {−αi} ∪C ′ are adjacent in
the exchange graph if and only if C and C ′ have the same elements except
one, i.e., C and C ′ are adjacent in the exchange graph for Φi. Let Ψ1, . . . ,Ψr
be the connected components of Φi. Then, the clusters of Φi are given by
disjoint unions of clusters for Ψ1, . . . ,Ψr (cf. 3.5.5 (3)). Two clusters are
adjacent in Φi if and only if their components in Ψj are the same for all j
except one, where they are adjacent in the exchange graph of Ψj. Therefore,
the exchange graph of Φi is the product of the exchange graphs of the Ψj.
Each of these exchange graphs is connected, as it is the exchange graph of
a cluster algebra of finite type corresponding to its Dynkin diagram. Hence
the direct product of these graphs is connected as well and so is the exchange
graph of Φi. Consequently, the induced subgraph of the exchange graph of Φ
on the vertices corresponding to clusters containing −αi, which is isomorphic
to the exchange graph of Φi, is connected.
If we show now that the exponent of ui in the denominator of x[α] is
unchanged in mutations which do not exchange ui, the lemma is proved.
Consider the mutation C → C ′ that exchanges the cluster variables uj ∈ C
and u′j ∈ C ′. The exchange relation gives uj = M1+M2u′j , where M1 and M2
are monomials without common divisors in the variables C \ {uj}. From
equation 4.1, we obtain by substitution
x[α] =
Rα,C(u1, . . . , uj−1,
M1+M2
u′j
, uj+1, . . . , un)∏
l 6=j u
[α,βl,C]
l (
M1+M2
u′j
)[α,βj ,C]
.
By the Laurent phenomenon, x[α] is also a Laurent polynomial in the vari-
ables u1, . . . , u
′
j, . . . , un:
x[α] =
f(∏
k 6=j u
dk
k
)
(u′j)
dj
, (4.2)
where f is a polynomial in u1, . . . , u
′
j, . . . , un, not divisible by any of the
variables. We want to show that di = [α, βi, C]. We have
u
[α,βi,C]
i x[α] =
Rα,C(u1, . . . , uj−1,
M1+M2
u′j
, uj+1, . . . , un)∏
l 6=i,j u
[α,βl,C]
l
(
M1+M2
u′j
)[α,βj ,C] . (4.3)
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The denominator is non-zero at ui = 0, as the first part does not involve ui
and M1,M2 have no common divisors, in particular ui doesn’t divide both
M1 and M2, Hence M1 +M2|ui=0 6= 0. On the other hand we have
Rα,C(u1, . . . , un)|ui=0 = RαC (u1, . . . , uj−1,
M1 +M2
u′j
, uj+1, . . . , un)|u′j←M1+M2uj |ui=0
= Rα,C(u1, . . . , uj−1,
M1 +M2
u′j
, uj+1, . . . , un)|ui=0 |u′j←M1+M2uj |ui=0 .
By assumption, Rα,C(u1, . . . , un)|ui=0 6= 0. Hence
Rα,C(u1, . . . , uj−1,
M1 +M2
u′j
, uj+1, . . . , un)|ui=0 6= 0.
Therefore, the right-hand side of 4.3 is defined and non-zero at ui = 0. Using
4.2, the left-hand side of 4.3 is given by
u
[α,βi,C]
i x[α] =
f∏
k 6=j,i u
dk
k (u
′
j)
dju
di−[α,βi,C]
i
. (4.4)
Suppose di > [α, βi, C]. Then, the right-hand side of 4.4 is not defined at
ui = 0, a contradiction. If di < [α, βi, C], the right-hand side of 4.4 is zero
at ui = 0, a contradiction too. Therefore, di must be equal to [α, βi, C], and
the Lemma is proved.
Lemma 4.4.3. [17, Lemma 4.8] Let (x, p, B) be a seed. Denote by bα,β(C)
the entry bx[α],x[β] of B, where x[α], x[β] are two cluster variables of x. For
τ ∈ {τ−, τ+}, we have bτ(α),τ(β)(τ(C)) = −bα,β(C).
From now on we only consider simply-laced root systems.
Lemma 4.4.4. Let α, β be two almost positive roots. Then
[α, β] = [τ±α, τ±β].
Proof. Let C0 be a root cluster that contains α and Cm be a root cluster that
contains β. These two clusters are connected by a sequence of adjacent root
clusters
C0 ↔ C1 ↔ . . .↔ Cm, (4.5)
in the exchange graph. Applying τ , where τ is one of the involutions τ+, τ−,
we get another sequence of adjacent root clusters
τ(C0)↔ τ(C1)↔ . . .↔ τ(Cm), (4.6)
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where τ(α) ∈ τ(C0) and τ(β) ∈ τ(Cm) (this was already observed in the
proof of 4.4.2). We can obtain an expression for the cluster variable x[α]
(resp. x[τ(α)]) in terms of the cluster variables of Cm (resp. τ(Cm)) us-
ing the exchange relations associated to the mutations of the sequence 4.5
(resp. 4.6). Note that these exchange relations depend only on the matrices
B(C0), . . . , B(Cm) (resp. B(τ(C0)), . . . B(τ(Cm))) associated to the clusters
C0, . . . , Cm (resp. τ(C0), . . . , τ(Cm)). Thus, by 4.4.3 and because the ex-
change relations are not changed by the minus sign (cf. 3.1.23), those expres-
sions are the same. In particular, [α, β] = [α, β, Cm] = [τ(α), τ(β), τ(Cm)] =
[τ(α), τ(β)], by 4.4.2.
Lemma 4.4.5. Let −αi be a simple negative root and α an almost positive
root. Then
[α,−αi] = ni(α).
Proof. Let C0 be the cluster whose cluster variables correspond to the nega-
tive simple roots, i.e., C0 = {x[−αi], . . . , x[−αn]}. By 4.1, [α,−αi, C0] is the
exponent of x[−αi] in the denominator of the Laurent polynomial expression
of x[α] in terms of the elements of C0. On the other hand, by 3.4.5, which
gives an expression for x[α] in terms of the cluster CO, [α,−αi, C0]. By 4.4.2,
[α,−αi, C0] = [α,−αi], and we are done.
Proposition 4.4.6. Let α, β be two distinct almost positive roots. Then
[α, β] = (α‖β).
Proof. Consider the function b : Φ≥−1 × Φ≥−1 → Z≥0 defined by
b(α, β) =
{
[β, α] if α 6= β,
0 if α = β.
If we prove that b is such that b(−αi, β) = max(ni(β), 0), where ni(β) is
the coefficient of αi on the expression of β written as a linear combination
of the simple roots, and b(τ±(α), τ±(β)) = b(α, β), for any almost positive
roots α, β, then we conclude that b(α, β) = (β‖α), since the compatibility
degree is the unique function satisfying these properties, and the lemma
follows since ( ‖ ) is symmetric in the simply-laced case.. Indeed, we have
[β,−αi] = ni(β), by 4.4.5, and so b(−αi, β) = max(ni(β), 0). The second
property follows directly from 4.4.4.
Now we are able to prove the theorem 4.4.1.
Let A be a cluster algebra of type An. Let D be the set of diagonals
of Pn+3. The almost positive roots correspond to these diagonals, as it was
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observed in the end of section 5 of the chapter 3. Moreover, the root clusters
correspond to the triangulations of Pn+3 (cf. 3.5.8 (3)).
On the other hand, theorem 3.4.5 gives a bijection α 7→ x[α] between the
set of almost positive roots and the set V of the clusters variables. So there
is a bijection, say φ, between D and V .
Fix a cluster C = {u1, . . . , un} of A. Let {β1, . . . , βn} be the correspond-
ing root cluster, i.e., ui = x[βi], ∀i ∈ [n]. Denote by TC the triangulation of
Pn+3 that corresponds to this cluster. Thus, φ takes the elements of TC to
the elements of C. Since φ is a bijection, it maps D \ TC to V \ C.
By corollary 4.3.9, there is a bijection ϕ between Ind(QTC ) = IndQC (cf.
4.1.3) and D \ TC . Therefore, the composition of ϕ and φ yields a bijection
from IndQC to V \ C.
Let Mα be an element of IndQC , with the corresponding diagonal α in
D \ TC . By 4.1 and 4.4.2,
x[α] =
P (u1, . . . , un)∏n
i=1 u
[α,βi]
i
,
where P (u1, . . . , un) is not divisible by any of ui, i = 1, . . . , n. We want to
show that [α, βi] = ni(α) for each i ∈ [n], where ni(α) denotes the multiplicity
of the simple module corresponding to the vertex i of QC in the module M
α.
Note that as α /∈ TC , α 6= βi. Hence, by applying 4.4.6, we get [α, βi] =
(α‖βi). By 3.5.8 (2), (α‖βi) is one if the diagonals α and βi are crossing,
which is to say that βi lies in the support of α, and zero otherwise. Hence
[α, βi] =
{
1 if βi ∈ Supp(α),
0 otherwise,
which is equal to ni(α), since βi belongs to the support of α if and only if
the simple corresponding to the vertex i of QC occurs in M
α. 2
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59
right minimal morphism, 59
root cluster, 113
root system, 39
irreducible, 39
reducible, 39
section, 27
seed, 102
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semifield, 97
semisimple module, 24
short exact sequence, 28
shortest path, 124
sign-skew-symmetric matrix, 93
simple module, 24
simple roots, 39
simple system, 39
sink, 44
skew-symmetrizable cluster algebra, 102
skew-symmetrizable matrix, 96
snake, 117
socle of a module, 24
source, 44
space of irreducible morphisms, 62
split extension, 38
standard duality, 34
string, 150
string algebra, 150
string module, 150
subquiver, 44
successor, 44
superfluous, 30
support of a module, 141
support of a positive root, 125
tensor product functors, 35
top of a module, 24
translation, 82
translation quiver, 82
transpose of a module, 65
transposition, 70
triangle relations, 127
triangulation of a polygon, 105
trivial path, 44
tropical semifield, 99
two-sided ideal, 22
Weyl group, 39
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