We investigate the noise effect on weak synchronization in two coupled identical one-dimensional ͑1D͒ maps. Due to the existence of positive local transverse Lyapunov exponents, the weakly stable synchronous chaotic attractor ͑SCA͒ becomes sensitive with respect to the variation of noise intensity. To quantitatively characterize such noise sensitivity, we introduce a quantifier, called the noise sensitivity exponent ͑NSE͒. For the case of bounded noise, the values of the NSE are found to be the same as those of the exponent characterizing a parameter sensitivity of the weakly stable SCA in presence of a parameter mismatch between the two 1D maps. Furthermore, it is found that the scaling exponent for the average time spent near the diagonal for both the bubbling and riddling cases occurring in the regime of weak synchronization is given by the reciprocal of the NSE, as in the parameter-mismatching case. Consequently, both the noise and parameter mismatch have the same effect on the scaling behavior of the average characteristic time.
I. INTRODUCTION
Recently, the phenomenon of synchronization in coupled chaotic systems has become a field of intensive study. For this case of chaos synchronization, a synchronous chaotic motion occurs on an invariant subspace of the whole phase space ͓1-4͔. Particularly, this type of chaos synchronization has attracted much attention, because of its potential practical application in secure communication ͓5͔.
If a synchronous chaotic attractor ͑SCA͒ on the invariant subspace is stable against a perturbation transverse to the invariant subspace, it may become an attractor in the whole phase space. Properties of transverse stability of the SCA are intimately associated with transverse bifurcations of unstable periodic orbits embedded in the SCA ͓6-12͔. If all such unstable periodic orbits are transversely stable, the SCA becomes asymptotically stable, and hence we have ''strong'' synchronization. However, as the coupling parameter passes through a threshold value, an unstable periodic orbit first becomes transversely unstable through a local bifurcation. After this first transverse bifurcation, trajectories may be locally repelled from the invariant subspace when they visit the neighborhood of the transversely unstable periodic orbit point. Thus, loss of strong synchronization begins with such a first transverse bifurcation, and then we have ''weak'' synchronization. For this case, intermittent bursting or basin riddling may occur depending on the existence of an absorbing area, controlling the global dynamics, inside the basin of attraction ͓10-13͔. In the presence of an absorbing area, acting as a bounded trapping vessel, locally repelled trajectories from the invariant subspace are restricted to move within the absorbing area, and exhibit transient intermittent bursting from the invariant subspace ͓14,15͔. On the other hand, in the absence of such an absorbing area, the locally repelled trajectories will go to another attractor ͑or infinity͒, and hence the basin of attraction becomes riddled with a dense set of repelling ''holes,'' belonging to the basin of another attractor ͑or infinity͒ ͓16͔.
However, in a real situation a small noise and a small mismatch between the subsystems are unavoidable. Hence the effect of noise and parameter mismatching must be taken into consideration for the study on the loss of chaos synchronization. In the regime of weak synchronization, transversely unstable periodic orbits are embedded in the SCA. Hence, when a typical trajectory visits the neighborhoods of such unstable periodic orbits, it experiences local transverse repulsion from the diagonal. As a result, the typical trajectory may have segments exhibiting positive local ͑finite time͒ transverse Lyapunov exponents, even if the averaged transverse Lyapunov exponent is negative. Because of the existence of these positive local transverse Lyapunov exponents, the weakly stable SCA becomes sensitive with respect to the variation of the noise intensity and mismatching parameter. This is in contrast to the case of the strong synchronization that has no such sensitivity. Note also that, due to the existence of positive local Lyapunov exponents, strange nonchaotic attractors that appear typically in quasiperiodically forced systems exhibit a sensitivity with respect to the phase of the quasiperiodic force. Such phase sensitivity was characterized quantitatively in terms of the phase sensitivity exponent ͓17͔. In a similar way, two of us ͑Jalnine and Kim͒ introduced the parameter sensitivity exponent, and quantitatively characterized the degree of the parameter sensitivity of the weakly stable SCA ͓18͔.
In this paper we investigate the effect of bounded noise on weak synchronization in two coupled identical onedimensional ͑1D͒ maps with an invariant diagonal. To quantitatively characterize the noise sensitivity of the weakly stable SCA, we introduce a quantifier, called the noise sensitivity exponent ͑NSE͒, in Sec. II. Thus the NSE that measures the degree of the noise sensitivity becomes a quantitative characteristic of the weakly stable SCA. As the coupling parameter c is varied away from the point of the first transverse bifurcation, successive transverse bifurcations of periodic saddles embedded in the SCA occur. Hence the value of the NSE increases because local transverse repulsion of the embedded periodic repellers becomes more and more strong, and it tends to infinity as c approaches the blow-out bifurcation point where the averaged transverse Lyapunov exponent becomes zero. As a result of this blowout bifurcation, the weakly stable SCA becomes transversely unstable ͓19͔. Furthermore, the values of the NSE are found to become the same as those of the parameter sensitivity exponent, because their values are determined only by the ͑same͒ local transverse Lyapunov exponents of the weakly stable SCA. In the presence of noise, the weakly stable SCA is replaced by a bubbling attractor or a chaotic transient. In both cases, the quantity of interest is the average time spent near the diagonal ͑i.e., the average interburst time and the average chaotic transient lifetime͒ ͓15͔. In terms of the NSE, the noise effect on the power-law scaling behavior of such average characteristic time is characterized in Sec. III. As the NSE increases, local transverse repulsion of the periodic repellers embedded in the SCA becomes strong, and hence becomes short. It is thus found that the scaling exponent for and the NSE has a reciprocal relation, as in the parametermismatching case ͓18͔. Hence the noise and parameter mismatch have essentially the same effect on the power-law scaling behavior of . Finally, we give a summary in Sec. IV.
II. CHARACTERIZATION OF THE NOISE SENSITIVITY
In this section, we study the effect of additive and parametric noise on the weakly stable SCA. For the case of weak synchronization, the SCA becomes sensitive with respect to the variation of noise strength. We introduce a quantifier, called the NSE, and quantitatively characterize the noise sensitivity of the weakly stable SCA. It is thus found that the values of the NSE become the same as those of the parameter sensitivity exponent, independently of whether the noise is additive or parametric.
We first investigate the effect of additive noise on weak synchronization in two coupled identical 1D maps ͓12͔
where x n and y n are state variables of the subsystems at a discrete time n, local dynamics in each subsystem with a control parameter a is governed by the 1D map f (x,a)ϭ1 Ϫax 2 , c is a coupling parameter between the two subsystems, and g(x,y) is a coupling function of the form g͑x,y ͒ϭy 2 Ϫx 2 . ͑2͒
For ␣ϭ0, the coupling becomes symmetric, while for nonzero ␣ (0Ͻ␣р1) it becomes asymmetric. The extreme case of asymmetric coupling with ␣ϭ1 corresponds to the unidirectional coupling. In such a way, ␣ tunes the degree of asymmetry in the coupling. In an ideal case without noise ͑i.e., ϭ0), there exists an invariant synchronization line, yϭx, in the (xϪy) phase space. However, in a real situation noise is unavoidable, and hence the diagonal is no longer invariant. To take into consideration such noise effect, random numbers are added to Eq. ͑1͒. For this case n (i) (i ϭ1,2) are statistically independent random numbers chosen at each discrete time n from the uniform distribution with a zero mean ͗ n (i) ͘ϭ0 and a unit variance ͗ n (i)2 ͘ϭ1. Hence n (i) are just bounded random values uniformly distributed in the interval ͓Ϫͱ3,ͱ3͔, and controls the ''strength'' of such a random noise.
As an example, we choose the unidirectionally coupled FIG. 1. Effect of the additive noise with ϭ0.0005 on weak synchronization for aϭ1.82 in the unidirectionally coupled case of ␣ϭ1. ͑a͒ A bubbling attractor and ͑b͒ the evolution of the transverse variable u n (ϭx n Ϫy n ) representing the deviation from the diagonal versus n for the bubbling case of cϭϪ0.7. For the riddling case of cϭϪ2.91 the SCA with a basin ͑gray region͒ riddled with a dense set of repelling ''holes'' leading to divergent orbits ͑white region͒ for ϭ0 is transformed into a chaotic transient ͑black dots͒ for ϭ0.0005 as shown in ͑c͒. The sequence of ͕u n ͖ in ͑b͒ and the chaotic transient in ͑c͒ are obtained from the trajectories starting from the same initial point (x 0 * ,y 0 *)ϭ(0.5,0.5).
case of ␣ϭ1 ͓11͔. For this case, the drive 1D map acts on the response 1D map, while the response 1D map does not influence the drive one. Here we fix the value of a as a ϭ1.82, and investigate the noise effect by varying the coupling parameter c. For this case an SCA exists in the interval of c b,l ͓ӍϪ2.963͔ϽcϽc b,r ͓ӍϪ0.677͔. As the coupling parameter c passes c b,l or c b,r , the SCA loses its transverse stability through a blow-out bifurcation, and then a complete desynchronization occurs. In the regime of synchronization, a strongly stable SCA exists for c t,l ͓ӍϪ2.789͔ϽcϽc t,r ͓Ӎ Ϫ0.850͔. For this case of strong synchronization, the SCA exhibits no noise sensitivity, because all periodic saddles embedded in the SCA are transversely stable. However, as the coupling parameter c passes c t,r and c t,l , bubbling and riddling transitions occur through the first transverse bifurcations of periodic saddles, respectively, Ref. ͓11͔ and then we have weak synchronization. For this case, the weakly stable SCA exhibits a noise sensitivity, because of local transverse repulsion of the periodic repellers embedded in the SCA. Hence, however, small the noise strength , a persistent intermittent bursting, called the attractor bubbling, occurs in the regime of bubbling (c t,r ϽcϽc b,r ). Figures 1͑a͒ and 1͑b͒ show such attractor bubbling for ϭ0.0005. On the other hand, in the regime of riddling (c b,l ϽcϽc t,l ), the weakly stable SCA with a riddled basin for ϭ0 is transformed into a chaotic transient ͑denoted by black dots͒ with a finite lifetime in the presence of noise, as shown in Fig. 1͑c͒ . As c is changed away from c t,l or c t,r , transversely unstable periodic repellers appear successively in the SCA via transverse bifurcations. Then the degree of the noise sensitivity of the SCA increases, because of the increase in the strength of local transverse repulsion of the periodic repellers embedded in the SCA.
To quantitatively characterize the noise sensitivity of the SCA, we consider an orbit ͕(x n ,y n )͖ starting from an initial point on the diagonal ͑i.e., x 0 ϭy 0 ). As the strength of the local transverse repulsion from the diagonal increases, the SCA becomes more and more sensitive with respect to the variation of . Such noise sensitivity of the SCA for ϭ0 may be characterized by calculating the derivative of the transverse variable u n (ϭx n Ϫy n ), denoting the deviation from the diagonal, with respect to ,
͑3͒
Using Eq. ͑1͒, we obtain the following recurrence relation
where f x is the derivative of f with respect to x, ͕(x n * ,y n *) ͖ is the synchronous orbit with x n *ϭy n * for ϭ0, and h(x) is a reduced coupling function defined by h(x) ϵ‫ץ‬g(x,y)/‫ץ‬y͉ yϭx ͓20͔. Iterating the formula ͑4͒ along a synchronous trajectory starting from an initial point (x 0 * ,y 0 *) on the diagonal, we may obtain derivatives at all subsequent points of the trajectory:
where
and R 0 ϭ1. Note that the factor R M (x m *) is associated with a local (M -time͒ transverse Lyapunov exponent M T (x m *) of the SCA that is averaged over M synchronous orbit points starting from x m * as follows:
͑7͒
Thus R M (x m *) becomes a local ͑transverse stability͒ multiplier that determines local sensitivity of the transverse motion during a finite time M. As M →ϱ, M T approaches the usual transverse Lyapunov exponent T that denotes the average exponential rate of divergence of an infinitesimal perturbation transverse to the SCA. If we introduce a new ran-
͑8͒
because ‫ץ‬u 0 ‫͉ץ/‬ ϭ0 ϭ0. Here n are bounded random numbers distributed in the interval ͓Ϫ2ͱ3,2ͱ3͔, and their distribution density function will be given below. For the case of weak synchronization, transversely unstable periodic repellers are embedded in the SCA. When a typical trajectory visits neighborhoods of such repellers and their preimages, it has segments experiencing local repulsion from the diagonal. Consequently, the distribution of local transverse Lyapunov exponents M T for a large ensemble of trajectories and large M may have a positive tail ͓see (n) may be arbitrarily large. This implies the unbounded growth of the derivatives ‫ץ‬u N ‫͉ץ/‬ ϭ0 as N tends to infinity. Consequently, the weakly stable SCA may exhibit a noise sensitivity. As an example, we consider the case of weak synchronization for cϭϪ0.7. If we iterate Eqs. ͑1͒ and ͑4͒ starting from an initial orbit point (x 0 * ,y 0 *) on the diagonal and ‫ץ‬u 0 ‫͉ץ/‬ ϭ0 ϭ0, then we obtain the partial sum S N (n) (x 0 *) of Eq. ͑8͒. The results of such calculation for a trajectory starting from (x 0 * ,y 0 *) ϭ(0.5,0.5) are presented in Fig. 2͑a͒ . The quantity S N (n) seems very intermittent. However, looking only at the maximum
one can easily see the boundedness of S N (n) . Figure 2͑b͒ shows such function ␥ N . Note that ␥ N grows unboundedly and exhibits no saturation. Consequently, the weakly stable SCA exhibits a noise sensitivity. This is in contrast to the case of strong synchronization for which the SCA has no noise sensitivity because the function ␥ N saturates with N.
The growth rate of the function ␥ N (x 0 *) with time N represents a degree of the noise sensitivity, and can be used as a quantitative characteristic of the weakly stable SCA. However, ␥ N (x 0 *) depends on a particular trajectory. To obtain a representative quantity, we consider an ensemble of initial points randomly chosen with uniform probability in the range of x(1Ϫa,1) on the diagonal, and take the minimum value of ␥ N with respect to the initial orbit points,
͑10͒ Figure 3͑a͒ shows a noise sensitivity function ⌫ N for cϭ Ϫ0.7. Note that ⌫ N grows unboundedly with some power ␦,
Here the value ␦Ӎ2.58 is a quantitative characteristic of the noise sensitivity of the SCA, and we call it as NSE. In each regime of bubbling or riddling, we obtain the NSEs by changing the coupling parameter c from the bubbling or riddling transition point to the blow-out bifurcation point. For obtaining a satisfactory statistics, we also consider 100 ensembles for each c, each of which contains 100 initial orbit points randomly chosen with uniform probability in the range of x(1Ϫa,1) on the diagonal and choose the average value of the 100 NSEs obtained in the 100 ensembles. Figure 3͑b͒ shows the plot of such NSEs ͑denoted by circles͒ versus c. Note that the NSE ␦ monotonically increases as c is varied away from the bubbling or riddling transition point, and tends to infinity as c approaches the blow-out bifurcation point. This increase in the noise sensitivity of the SCA is caused by the increase in the strength of local transverse repulsion of periodic repellers embedded in the SCA. After the blow-out bifurcation, the weakly stable SCA is transformed into a transversely unstable chaotic saddle exhibiting an exponential noise sensitivity. Thus a complete desynchronization occurs.
We now compare the formula ͑8͒ for the partial sum S N (n) with the following analogous formula for S N (p) that has been obtained in the parameter-mismatching case ͓18͔:
where ⑀ is a mismatching parameter, f a is the derivative of f (x,a) with respect to a, and R NϪk are local multipliers of Eq. ͑6͒. As in the case of noise, the weakly stable SCA exhibits a parameter sensitivity because of the unbounded growth of the partial sum S N (p) with N. For each case of the noise and parameter mismatch, S N (n,p) represents the sum of the ͑same͒ local multipliers R NϪk , multiplied by some coefficients. For the case of noise, the coefficients kϪ1 are random numbers chosen from the bounded distribution density function, P()ϭϪ 1 12 ͉͉ϩͱ3/6, in the interval ͓Ϫ2ͱ3,2ͱ3͔ ͓see Fig. 4͑a͔͒ , which can be easily obtained using the uniform distribution density functions in the interval ͓Ϫͱ3,ͱ3͔ for the random variables 1 and 2 . Since the random numbers n are bounded, the boundedness of the partial sum S N (n) is determined just by the local multipliers R M . For the case of parameter mismatch, the coefficients are the derivative values f a (x kϪ1 * ,a) (ϭϪx kϪ1 * 2 ). Since the synchronous trajectory ͕x n * ͖ on the diagonal is chaotic, the coefficients f a may be regarded as ''weakly correlated'' random numbers. Using a histogram method, we obtain the distribution density function for f a , which is shown in Fig. 4͑b͒ . Since the values of f a are bounded in the interval ͓Ϫ1,0͔, the boundedness of the partial sum S N (p) is also determined only by the ͑same͒ local multipliers R M , as in the case of noise. This implies that the noise sensitivity function ⌫ N grows unboundedly with the same power as in the case of parameter mismatch. Hence the values of the NSE ͑denoted by circles͒ become the same as those of the parameter sensitivity exponent ͑denoted by crosses͒, as shown in Fig. 3͑b͒ . Note that this is a general result valid for any case of bounded noise.
In addition to the case of additive noise, we also consider the case where the nonlinearity parameters of the 1D maps have small random variations due to external noise. These parametric fluctuations can be simulated by modulating the values of the nonlinearity parameters by uniform random numbers in a small interval. Thus we investigate the effect of such parametric noise on weak synchronization in the following two coupled 1D maps:
Here (1) and (2) are bounded random numbers chosen from the uniform distribution with a zero mean and a unit variance, and represents the amplitude of noise. Following the same procedure as in the case of additive noise, one can easily obtain the following recurrence relation for the derivative of the transverse variable u n (ϭx n Ϫy n ) with respect to the noise strength ,
Iterating the above formula along the synchronous trajectory ϩ(ͱ3/6)) for the random variable (ϭ (1) Ϫ (2) ). ͑b͒ and ͑c͒ Distribution density functions for the variables f a (x) (ϭϪx 2 ) and f a (x) in the case of ␣ϭ1 and aϭ1.82. For these cases, the distribution density functions are obtained using a histogram method as follows. We divide each interval "͓Ϫ1,0͔ for the case ͑b͒ and ͓Ϫ2ͱ3,2ͱ3͔ for the case of ͑c͒… into 1000 bins, and get the distribution density from the data of 10 6 orbit points.
starting from an initial point (x 0 * ,y 0 *) on the diagonal, we obtain the derivatives at all points of the trajectory,
where n ϭ n (1) Ϫ n (2) and R NϪk are local multipliers of Eq. ͑6͒. Comparing this formula with Eq. ͑8͒, one can see that the only difference between them is the coefficients of the ͑same͒ local multipliers R NϪk . For the case of parametric noise, the coefficients kϪ1 f a (x kϪ1 * ,a) are also weakly correlated random numbers, because the synchronous trajectory ͕x n * ͖ on the diagonal is chaotic. The distribution density function for f a is presented in Fig. 4͑c͒ . Since the values of f a are bounded in the interval ͓Ϫ2ͱ3,2ͱ3͔, the coefficients have no effect on the unbounded growth of S N (n) , as in the case of additive noise. Consequently, the values of the NSE for both cases of additive and parametric noise become the same, which has also been numerically confirmed in the unidirectionally coupled case of ␣ϭ1. In this sense, the effect of parametric noise on weak synchronization becomes the same as that of the additive noise.
So far, we have investigated the noise effect in the unidirectionally coupled case with the asymmetry parameter ␣ ϭ1. Through Eq. ͑4͒, one can easily see that the NSE for a given (a,c) in the case of ␣ϭ1 is the same as that for the value of ͓a,c/(2Ϫ␣)͔ in other coupled 1D maps with 0 р␣Ͻ1 in Eq. ͑1͒. Thus, the results of the NSEs given in Fig. 3͑b͒ may be converted into those for the case of general ␣ only by a scale change in the coupling parameter such that c→c/(2Ϫ␣). For this case, the bubbling regime for the case of ␣ϭ1 is always transformed into a bubbling regime for any other value of ␣. However, the riddling regime for the case of ␣ϭ1 is transformed into a bubbling or riddling regime depending on the value of ␣. For more details on the effect of asymmetry, refer to Ref. ͓12͔.
III. CHARACTERIZATION OF THE AVERAGE INTERBURST TIME AND THE AVERAGE LIFETIME OF CHAOTIC TRANSIENT
In this section, in terms of the NSEs we characterize the noise effect on the power-law scaling behavior of the average time spent near the diagonal for the bubbling and riddling cases. The scaling exponent for such average characteristic time is found to be given by the reciprocal of the NSE, as in the parameter-mismatching case. Consequently, both the noise and the parameter mismatch have essentially the same effect on the scaling behavior of the average characteristic time.
As an example, we consider the effect of additive noise on both the bubbling and the riddling occurring in the regime of weak synchronization for aϭ1.82 in the unidirectionally coupled case of ␣ϭ1. In the presence of noise, the weakly stable SCA is transformed into a bubbling attractor or a chaotic transient, depending on the global dynamics. For this case the quantity of interest is the average time spent near the diagonal. For the case of the bubbling attractor, is the average interburst time, while for the case of the chaotic transient, is its average lifetime. As c is varied from the bubbling or riddling transition point, becomes short because the strength of local transverse repulsion of periodic repellers embedded in the SCA increases.
For the case of bubbling, the bubbling attractor is in the laminar phase when the magnitude of the deviation from the diagonal is less than a threshold value u b * ͑i.e., ͉u n ͉Ͻu b *). Otherwise, it is in the bursting phase. Here u b * is very small compared to the maximum bursting amplitude. For each c, we follow the trajectory starting from the initial condition ͑0,0͒ until 50 000 laminar phases are obtained, and then we get the average laminar length ͑i.e., the average interburst time͒ that scales with as ͓21͔ ϳ Ϫ . ͑16͒
The plot of the scaling exponent ͑denoted by circles͒ versus c is shown in Fig. 5 . As c increases toward the blow-out bifurcation point, the value of decreases, because the average laminar length shortens. For each c in the regime of riddling, we consider an ensemble of trajectories starting from 1000 initial points randomly chosen with uniform probability in the range of x (1Ϫa,1) on the diagonal, and obtain the average lifetime of the chaotic transients. A trajectory may be regarded as having escaped once the magnitude of deviation u n from the diagonal becomes larger than a threshold value u c * such that an orbit point with ͉u͉Ͼu c * lies sufficiently outside the basin of the SCA. Thus, the average lifetime is found to scale with as ͓21͔ ϳ Ϫ . ͑17͒ The plot of the scaling exponent ͑denoted by circles͒ versus c is given in Fig. 5 . As c decreases toward the blow-out bifurcation point, the average lifetime shortens, and hence the value of decreases.
We note that the scaling exponent is associated with the NSE ␦ as follows. For a given , consider a trajectory starting from a randomly chosen initial orbit point on the diagonal. Then, From Eq. ͑11͒ the average characteristic time at which the magnitude of the deviation from the diagonal becomes the threshold value u b,c * can be obtained:
Hence the scaling exponent for is given by the reciprocal of the NSE ␦, ϭ1/␦. ͑19͒
The reciprocal values of ␦ ͑denoted by crosses͒ are also plotted in Fig. 5 , and they agree well with the values of ͑de-noted by circles͒. This reciprocal relation has also been confirmed for the case of parametric noise. Furthermore, the same reciprocal relation between the scaling exponent for and the parameter-sensitivity exponent exists also in the parameter-mismatching case ͓18͔. Thus the scaling exponents for in both cases of noise and parameter mismatch also become the same ͓21͔, because the values of the NSE and the parameter sensitivity exponent are the same. Hence the noise and parameter mismatch have the same effect on the power-law scaling behavior of the average characteristic time .
IV. SUMMARY
We have studied the effect of additive and parametric noise on weak synchronization in coupled identical 1D maps.
Because of the existence of positive local transverse Lyapunov exponents, the weakly stable SCA becomes sensitive with respect to the variation of noise strength. To measure the degree of such noise sensitivity, we have introduced a quantifier, called the NSE, and quantitatively characterized the noise sensitivity of the weakly stable SCA for both the bubbling and riddling cases occurring in the regime of weak synchronization. For the case of bounded noise, the values of the NSE have been found to become the same as those of the parameter sensitivity exponent, independently of whether the noise is additive or parametric. In terms of these NSEs, we have also characterized the noise effect on the power-law scaling of the average interburst time and the average lifetime of chaotic transient. It has thus been found that the scaling exponent for the average characteristic time and the NSE have the same reciprocal relation as in the parametermismatching case. Consequently, the noise and the parameter mismatch have basically the same effect on the power-law scaling behavior of the average characteristic time. Finally, we expect that the method of characterizing the noise sensitivity of the weakly stable SCA in terms of the NSE may be generalized to the coupled systems consisting of the highdimensional maps such as the Hénon map or the oscillators.
