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The Lotz–Räbiger nets (LR-nets) introduced in Räbiger (1993) [18] under the name M-nets
provide an appropriate setting for investigation various mean ergodic theorems in Banach
spaces. In the present paper we prove several convergence theorems for LR-nets of Markov
operators in L1-spaces which extend Theorems 1 and 5 from Emel’yanov (2004) [8], and
Theorem 1.1 from Lasota (1983) [11].
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1. Preliminaries
1.1. Let X be a Banach space, let L(X) be the algebra of all bounded linear operators in X , and let I = I X be the identity
operator in X . A family Ψ = (Tυ)υ∈Υ ⊆ L(X) indexed by a directed set Υ = (Υ,≺) is called an operator net. The net Ψ is
strongly convergent if the norm-limit limυ→∞ Tυx exists for each x. A vector x ∈ X is called a ﬁxed vector for the net Ψ if
Tυx = x for every υ ∈ Υ . We denote by Fix(Ψ ) the set of all ﬁxed vectors of Ψ . It is easy to see that Fix(Ψ ) is a closed
subspace of X .
1.2. The following important concept had been introduced by H.P. Lotz in [16] under the name UM-sequence. Its general-
ization to arbitrary nets is due to F. Räbiger [18], who used the term M-nets. We prefer to use slightly modiﬁed terminology
following to the recent paper [5], and call M-nets by Lotz–Räbiger nets.
Deﬁnition 1. A net Ψ = (Tυ)υ∈Υ ⊆ L(X) is called a Lotz–Räbiger net if
(LR1) Ψ is uniformly bounded, i.e. supυ ‖Tυ‖ < ∞;
(LR2) limυ→∞ Tυ ◦ (Tμ − I)x = 0 for all x ∈ X and every ﬁxed μ ∈ Υ ;
(LR3) limυ→∞(Tμ − I) ◦ Tυx = 0 for all x ∈ X and every ﬁxed μ ∈ Υ .
For the short, we call a Lotz–Räbiger net by an LR-net. For a given LR-net Ψ = (Tυ)υ∈Υ , we denote by Υˆ the set Υ ∪{υ0}
for υ0 /∈ Υ and extend the partial order by setting υ0 ≺ υ for all υ ∈ Υ . Put Tυ0 = I X . The family Ψˆ = (Tυ)υ∈Υˆ is obviously
an LR-net containing the identity operator, hence we may assume that an LR-net always contains the identity operator. It
is worth to remark that the adjoint net to an LR-net is not necessarily an LR-net. Note that in the recent paper, Bartoszek
and Erkursun [3], the concept of uniform Lotz–Räbiger nets is investigated.
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778 E. Emel’yanov, N. Erkursun / J. Math. Anal. Appl. 371 (2010) 777–7831.3. Let us recall the notion of a T -ergodic net associated to an operator semigroup T (see, for example, [10, p. 75])
which might be considered as a precursor of the notion of LR-net. The concept of a T -ergodic net goes back to W.F.
Eberlein, who introduced it in [4] (under the name of a system of almost invariant integrals) in order to generalize the mean
ergodic theorem, which had been known in that time for Cesàro averages of a single operator (cf. [10, Thm. 2.1.5]). Given
an operator semigroup T in a locally convex vector space X , an operator net A = (Aλ)λ∈Λ in X indexed by a directed set
Λ is called a T -ergodic net if it satisﬁes the following properties:
(1) each Aλ is a linear operator in X ,
(2) for each x ∈ X and all λ, Aλ ∈ coT x,
(3) operators Aλ are equi-continuous, and
(3) for every x ∈ X and T ∈ T ,
lim
λ→∞(T ◦ Aλx− Aλx) = limλ→∞(Aλ ◦ T x− Aλx) = 0.
It is well known (see, for example, [10, p. 75]), that every Abelian equi-continuous operator semigroup T admits a T -
ergodic net.
1.4. Many concrete examples of an LR-nets appear in the investigation of operator semigroups. Thus every strongly
convergent uniformly bounded Abelian operator semigroup G itself is an LR-net with respect to the natural partial order
 deﬁned by T  S if there exists an R ∈ G with T = R ◦ S . Another elementary example of LR-net related to an (not
necessarily Abelian) operator semigroup can be constructed via Proposition 5. If a semigroup T ⊆ L(X) admits a T -ergodic
net Λ, then it is almost obvious that Λ is an LR-net. In particular, the sequence (ATn )∞n=1 of Cesàro averages ATn := 1n
∑n−1
k=0 T k
of a power bounded operator T ∈ L(X) is an LR-net. There are examples of LR-nets, like a net of local averaging operators
(see [9, Example 3.9], [7, Example 5]), which are not related to T -ergodic nets. We refer for mentioned above and many
others examples of LR-nets to [3,7,9,10,16–18].
1.5. The following theorem is the main analytic tool in the investigation of LR-nets. This theorem goes back to Lotz, who
has proved it for UM-sequences [16], and to Räbiger, who announced it without a proof for arbitrary LR-nets [18, Prop. 2.3].
For a complete proof of the theorem, we refer to [5, Prop. 1.2, Thm. 2.1, Thm. 3.1].
Theorem 2. Let Ψ = (Tυ)υ∈Υ be an LR-net in a Banach space X. Then the following conditions are equivalent:
(i) the net Ψ is strongly convergent;
(ii)
X = Fix(Ψ ) ⊕
⋃
υ∈Υ
(I − Tυ)X
(in this case, the strong limit of Ψ is a projection onto Fix(Ψ ));
(iii) the net (Tυx)υ∈Υ has a weak cluster point for every x ∈ X ;
(iv) the ﬁxed space Fix(Ψ ) separates the ﬁxed space Fix(Ψ ∗) of the adjoint operator net Ψ ∗ = (T ∗υ)υ∈Υ in X∗ .
Actually, a bit weaker formula than the formula (ii), had been proved in [5, Prop. 1.2], namely:
X = Fix(Ψ )
⊕
span
⋃
υ∈Υ
(I − Tυ)X . (∗)
But (∗) implies (ii) immediately. Indeed, let x = (I− Tυ1 )u and y = (I− Tυ2 )w be both in
⋃
υ∈Υ (I− Tυ)X . Since the operator
net (Tυ ◦ (I − Tμ))υ∈Υ converges strongly to 0 for every μ ∈ Υ by (LR2), we obtain
lim
υ→∞
∥∥x− (I − Tυ)x
∥∥= lim
υ→∞‖Tυx‖ = 0,
lim
υ→∞
∥∥y − (I − Tυ)y
∥∥= lim
υ→∞‖Tυ y‖ = 0.
Therefore
x+ y = ‖ · ‖ − lim
υ→∞(I − Tυ)(x+ y) ∈
⋃
υ∈Υ
(I − Tυ)X .
By the approximation, this is true for arbitrary x, y ∈ span⋃υ∈Υ (I − Tυ)X . Hence span
⋃
υ∈Υ (I − Tυ)X =
⋃
υ∈Υ (I − Tυ)X .
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2.1. Let (Ω,Σ,μ) be a σ -ﬁnite measure space, and let L1 = L1(Ω,Σ,μ) be the space of all real valued Lebesgue-
integrable functions on (Ω,Σ,μ) equipped with the integral norm ‖ · ‖ := ‖ · ‖1. We denote the set of all densities on Ω by
D = D(Ω,Σ,μ), that is
D = { f ∈ L1: f  0, ‖ f ‖ = 1},
and denote L10 := { f ∈ L1: ‖ f+‖ = ‖ f−‖}. A linear operator T : L1 → L1 is called a Markov operator if T (D) ⊆ D.
2.2. The following theorem gives a condition under which an LR-net of Markov operators (= Markov LR-net) converges
strongly and possesses a ﬁnite-dimensional ﬁxed space. This result had been previously known only for an LR-net of Cesàro
averages of a one-parameter Markov semigroup [8, Thm. 1], [6, Thm. 3.1.13]. It is worth to remark that Theorem 1 of the
paper [8] possesses a predecessor, Theorem 1.1 of the paper [12].
Theorem 3. Let Θ = (Tυ)υ∈Υ be a Markov LR-net in E := L1(Ω,Σ,μ). Then the following assertions are equivalent:
(i) there exists a function g ∈ L1+ and a real η, 0 η < 1, such that
lim
υ→∞
∥∥(Tυ f − g)+
∥∥ η (∀ f ∈ D); (1)
(ii) the net Θ is strongly convergent and dimFix(Θ) < ∞.
Proof. By the remark after Deﬁnition 1, we may assume that the Markov LR-net Θ contains the identity operator.
(i) ⇒ (ii): Show that Θ converges strongly. By Theorem 2, it is enough to check that, for every 0 = ψ ∈ Fix(Θ∗), there
exists a vector w ∈ Fix(Θ) which satisﬁes 〈ψ,w〉 = 0.
Let 0 = ψ ∈ E∗ , T ∗υψ = ψ for all υ ∈ Υ . We may assume ‖ψ+‖ = ‖ψ‖ = 1. Set ε := (1−η)/3 and take some f ∈ E which
satisﬁes ‖ f ‖ = 1 and 〈ψ+, f 〉 1− ε. We have ||| f ||| = ‖ f ‖ = 1 and
1
〈|ψ |, | f |〉 〈ψ+, | f |
〉
 〈ψ+, f 〉 1− ε.
Consequently
〈
ψ, | f |〉= 〈2ψ+, | f |
〉− 〈|ψ |, | f |〉 2(1− ε) − 1= 1− 2ε.
Let f ′′ ∈ E∗∗ be a w∗-cluster point of the net (Tυ(| f |))υ∈Υ . From (LR3), it follows that T ∗∗υ f ′′ = f ′′ for all υ ∈ Υ . Since
lim
υ→∞dist
(
Tυ
(| f |), [0, g]) η
and [0, g] is weakly* compact in E , we obtain
f ′′ ∈ [0, g] + ηBE∗∗ ⊆ E + ηBE∗∗ ,
where BE∗∗ denotes the unit ball of E∗∗ . It is well known (see, for example [1]) that:
(a) the dual to any normed lattice is Dedekind complete;
(b) any band in a Dedekind complete vector lattice is a projection band;
(c) any AL-space is a K B-space.
Thus, by [1, Thm. 14.12], E is a projection band in E∗∗ . Denote by P the band projection P : E∗∗ → E . Then (I− P ) f ′′ ∈ ηBE∗∗ ,
and
〈
ψ, P f ′′
〉= 〈ψ+, P f ′′
〉− 〈ψ−, P f ′′
〉= 〈 f ′′,ψ+
〉− 〈(I − P ) f ′′,ψ+
〉− 〈ψ−, P f ′′
〉

〈
f ′′,ψ
〉− η = 〈ψ, | f |〉− η 1− 2ε − η = ε > 0. (2)
It follows from (2) that P f ′′ = 0. Since f ′′ is a w∗-cluster point of the net (Tυ(| f |))υ∈Υ , P f ′′ > 0. For any ζ,μ ∈ Υ , we have
Tζ ◦ P f ′′ = Tζ ◦ P ◦ T ∗∗μ f ′′  Tζ ◦ P ◦ T ∗∗μ ◦ P f ′′ = Tζ ◦ P ◦ Tμ ◦ P f ′′ = Tζ ◦ Tμ ◦ P f ′′.
In particular, for Tζ = I E , we obtain
P f ′′  Tμ ◦ P f ′′ (∀μ ∈ Υ ). (3)
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Tμ
(
P f ′′
)= P f ′′ (∀μ ∈ Υ ). (4)
Clearly 〈ψ, P f ′′〉 > 0, therefore there exists a vector w ∈ Fix(Θ), namely w = P f ′′ , which satisﬁes 〈ψ,w〉 = 0. By Theorem 2,
the net Θ converges strongly.
The space Fix(Θ) is an L1-space as the range of a Markov projection. By the condition (1), the following inequality
∥∥(y − g)+
∥∥= lim
υ→∞
∥∥(Tυ y − g)+
∥∥ η
(∀y ∈ D ∩ Fix(Θ))
holds. Since ‖x‖ = ‖(x− z)+‖ + ‖x∧ z‖ for all x, z ∈ L1+ , we obtain
‖y ∧ g‖ 1− η > 0 (∀y ∈ D ∩ Fix(Θ)).
Hence there exist at most ﬁnitely many pairwise disjoint densities in Fix(Θ). Thus dimFix(Θ) < ∞.
(ii) ⇒ (i): If dimFix(Θ) < ∞, then there exists a family of pairwise disjoint densities u1,u2, . . . ,up such that
Fix(Θ) = span{u1,u2, . . . ,up}.
Denote g := u1 + u2 + · · · + up . Take a density f , then P f := limυ→∞Tυ f is a linear combination of u1,u2, . . . ,up say
P f = ∑pi=1 αiui , since P f ∈ Fix(Θ). In view of pairwise disjointness of densities u1,u2, . . . ,up and the fact that P f is
density, we obtain
P f =
p∑
i=1
αiui 
p∑
i=1
ui = g.
Thus
lim
υ→∞
∥∥(Tυ f − g)+
∥∥= ∥∥(P f − g)+
∥∥= 0 (∀ f ∈ D),
which completes the proof. 
Remark that the predecessor of this theorem, [8, Thm. 1], had been generalized in [2] to Cesàro averages of a positive
power bounded operator in arbitrary K B-space (see [2, Thm. 1, Thm. 2] and [6, Thm. 2.2.4]). It might be of some interest
to investigate a possibility of such generalization in the case of an LR-net of positive operators in K B-space, since the
technique used in the proof of [2, Thm. 1] depends heavily on the structure of the sequence of Cesàro averages of a power
bounded positive operator.
3. Asymptotic stability of Markov nets
3.1. The asymptotic stability of Markov operators and the lower bound technique is rather developed and rich in appli-
cations part of theory of Markov operators (see, for example [15] and [13]). In this section, we present Theorem 4, which is
a corollary of Theorem 3 from the previous section. Theorem 4 generalizes the main result of the paper [8] on Cesàro av-
erages of Markov semigroups (see also related results [14, Thm. 2], [11, Thm. 1.1], and [12, Cor. 1.4] on Markov semigroups)
to an arbitrary Markov LR-net. Let Θ = (Tυ)υ∈Υ be a Markov net in L1(Ω,Σ,μ) (= net of Markov operators). We call Θ
asymptotically stable whenever there exists a density u such that
lim
υ→∞‖Tυ f − u‖ = 0 (∀ f ∈ D). (5)
A function h ∈ L1+ is called a lower-bound function for Θ if
lim
υ→∞
∥∥(h − Tυ f )+
∥∥= 0 (∀ f ∈ D). (6)
Finally, we say that h is nontrivial if h = 0. Remark that any lower-bound function has the norm at most one. Our deﬁnitions
here are motivated by the deﬁnitions used in the Lasota–Mackey book [13] (cf. Deﬁnitions 5.6.1, 5.6.3, and 5.6.4 therein).
3.2. The main result of this section is the following theorem.
Theorem 4. Let Θ = (Tυ)υ∈Υ be a Markov LR-net in E := L1(Ω,Σ,μ). Then the following assertions are equivalent:
(i) Θ is asymptotically stable.
(ii) There exists a nontrivial lower-bound function for Θ .
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f ∈ D. Obviously, u is a nontrivial lower-bound function for Θ .
(ii) ⇒ (i): Let 0 = h ∈ E+ be a lower-bound function for Θ . Then
lim
υ→∞
∥∥(Tυ f − h)+
∥∥ η (∀ f ∈ D),
with η := 1− ‖h‖. In view of Theorem 3, the net Θ converges strongly and dimFix(Θ) := p < ∞. Theorem 2 implies
E = Fix(Θ) ⊕
⋃
υ∈Υ
(I − Tυ)L1.
The subspace Fix(Θ) of E is an L1-space as the range of a Markov projection, and hence it possesses a linear basis {ui}pi=1
which consists of pairwise disjoint densities. Since Tυui = ui for all υ ∈ Υ ,
∥∥(h − ui)+
∥∥= lim
υ→∞
∥∥(h − Tυui)+
∥∥= 0.
Therefore
ui  h > 0 (i = 1, . . . , p). (7)
Since the family {ui}pi=1 consists of pairwise disjoint densities, the condition (7) ensures that dimFix(Θ) = 1.
Now, E =R · u1 ⊕⋃υ∈Υ (I − Tυ)L1 and hence
lim
υ→∞ Tυ f = u1
for every density f , since Θ is a Markov LR-net. 
3.3. The next simple proposition provides us with a supply of examples of Markov LR-nets which need not to be T -
ergodic nets. Remark that the assertion below becomes trivial, whenever a Markov net is an Abelian operator semigroup
considered with the natural partial order (see 1.4).
Proposition 5. Every asymptotically stable Markov net is an LR-net.
Proof. Let Θ = (Tυ)υ∈Υ be a Markov net in L1 such that there exists a density u such that
lim
υ→∞‖Tυ f − u‖ = 0 (∀ f ∈ D). (8)
Since any Markov net is uniformly bounded, we only need to check conditions (LR2) and (LR3) of Deﬁnition 1. Obviously,
it is enough to prove these conditions for an arbitrary density x. Fix a μ ∈ Υ and take an x ∈ D. Denote z := (I − Tμ)x, then
‖z+‖ = ‖z−‖ since Tμ is a Markov operator. Thus we obtain
lim
υ→∞ Tυ ◦ (I − Tμ)x = limυ→∞ Tυ(z+ − z−) = limυ→∞ Tυ(z+) − limυ→∞ Tυ(z−) = ‖z+‖ · u − ‖z−‖ · u = 0,
which gives (LR2). Moreover,
lim
υ→∞(I − Tμ) ◦ Tυx = (I − Tμ) limυ→∞ Tυx = (I − Tμ)u = 0.
So (LR3) is also satisﬁed. 
4. The extension of Lasota’s stability criterion to an arbitrary Abelian Markov semigroup
4.1. The Lasota’s famous criterion of asymptotic stability says that a one-parameter Markov semigroup is asymptotically
stable if and only if there is a nontrivial lower-bound function for this semigroup (see, for example, [11, Thm. 1.1], [13,
Thm. 5.6.2 and Thm. 7.4.1], and [6, Thm. 3.2.1]). It is worth to notice that this criterion, in the case of Perron–Frobenius
operators, goes back to the work of A. Lasota and J.A. Yorke [14, Thm. 1, Thm. 2]. In this section, we prove Theorem 6,
which generalizes Lasota’s lower-bound criteria [11, Thm. 1.1] to Abelian Markov semigroups. Here we assume that an
Abelian Markov semigroup is an operator net with respect to the natural partial order  mentioned in Subsection 1.4.
Theorem 6. Let Θ = (Tυ)υ∈Υ be an Abelian Markov semigroup in L1 . Then the following assertions are equivalent:
(i) Θ is asymptotically stable.
(ii) There exists a nontrivial lower-bound function for Θ .
The proof of this theorem is postponed to the end of the section. We do not know if the assertion of this theorem is
true without the assumption that the semigroup Θ is Abelian.
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Lemma 7. LetΘ = (Tυ)υ∈Υ be an AbelianMarkov semigroup in L1 possessing a nontrivial lower-bound function, thenΘ is an LR-net.
Proof. Let 0 = h ∈ L1+ be a nontrivial lower-bound function for Θ , then obviously ‖h‖ 1. As in the proof of Proposition 5,
it is enough to check conditions (LR2) and (LR3), moreover, since Θ is Abelian, it only suﬃces to prove (LR2). Thus we
have to prove the following formula
lim
υ→∞
∥∥Tυ ◦ (I − Tμ) f
∥∥= 0 (∀μ ∈ Υ, f ∈ L1).
Obviously, for any f ∈ L1, the vector (I − Tμ) f belongs to L10, therefore it is enough to prove
lim
υ→∞‖Tυ z‖ = 0
(∀z ∈ L10
)
. (9)
Take an arbitrary z ∈ L10. Write z in the form
z = 2−1‖z‖(y1 − y2),
where y1 = 2 · ‖z‖−1 · z+ , y2 = 2 · ‖z‖−1 · z− . Obviously, y1 and y2 are densities. Since h is a lower-bound function for the
Markov semigroup Θ , there exists an υ1 ∈ Υ such that the following
∥∥(h − Tυ y1)+
∥∥ 4−1‖h‖ & ∥∥(h − Tυ y2)+
∥∥ 4−1‖h‖ (10)
holds for every υ  υ1. The formula (10) can be rewritten as
‖Tυ y1 ∧ h‖ 3
4
‖h‖ & ‖Tυ y1 ∧ h‖ 3
4
‖h‖ (∀υ  υ1). (11)
It follows from (11), that ‖Tυ y1 ∧ Tυ y2‖ ‖h‖/2 for all υ  υ1. Hence
‖Tυ y1 − Tυ y2‖ 2− 2−1‖h‖ (∀υ  υ1),
and
‖Tυ z‖
(
1− 4−1‖h‖)‖z‖ (∀υ  υ1).
Replacing z with Tυ1 z ∈ L10 and repeating the arguments above gives an element υ2 ∈ Υ satisfying
‖Tυ ◦ Tυ1 z‖
(
1− 4−1‖h‖)‖Tυ1 z‖ (∀υ  υ2).
By induction, we obtain a sequence (υn)∞n=1 ⊆ Υ satisfying
‖Tυ ◦ Tυn−1 z‖
(
1− 4−1‖h‖)‖Tυn−1 z‖ (∀υ  υn) (12)
for every n. It follows from (12), that
‖Tυ z‖ ‖Tυn ◦ Tυn−1 . . . ◦ Tυ1 z‖
(
1− 4−1‖h‖)n · ‖z‖ (∀υ  υ1 + υ2 + · · · + υn). (13)
Since ‖h‖ > 0, we obtain limυ→∞ ‖Tυ z‖ = 0, which is exactly the formula (9). The proof is completed. 
4.3. Now we are able to prove the main result of this section.
Proof of Theorem 6. (i) ⇒ (ii): If the Markov semigroup Θ is asymptotically stable then it is an LR-net by Proposition 5.
The existence of nontrivial lower-bound function for Θ follows now from Theorem 4.
(ii) ⇒ (i): Suppose that there exists a nontrivial lower-bound function for Θ . Then Θ is an LR-net, by Lemma 7, and the
asymptotic stability of Θ follows from Theorem 4. 
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