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Abstract—We study an uplink multi secondary user (SU) cog-
nitive radio system suffering statistical heterogeneity among SUs’
channels. This heterogeneity may result in differentiated delay
performances to these SUs and result in harmful interference
to the PU. We first derive an explicit closed-form expression
for the average delay in terms of an arbitrary power-control
policy. Then, we propose a delay-optimal closed-form scheduling
and power-control policy that can provide the required average
delay guarantees to all SUs besides protecting the PU from
harmful interference. We support our findings by extensive
system simulations and show that it outperforms existing policies
substantially.
I. INTRODUCTION
The problem of scarcity in the spectrum band has led to a
wide interest in cognitive radio (CR) networks. CRs refer to
devices that coexist with the licensed spectrum owners called
the primary users (PUs). CR users, also referred to as the
secondary users (SUs), located physically close to the PUs
might suffer larger degradation in their QoS compared to those
that are far because closer SUs transmit with smaller amounts
of power. This problem does not appear in conventional non
CR cellular systems since frequency channels tend to be
orthogonal in non CR systems.
The problem of scheduling and/or power control for CR
systems has been widely studied in the literature (please see
[1]–[5], and references therein). The policies proposed in these
works aim at optimizing the throughput for the SUs and, at
the same time, protecting the PUs from interference. However,
providing guarantees on the queuing delay in CR systems
was not the goal of these works. In real-time applications,
such as audio/video conference calls, packets are expected to
arrive at the destination before a prespecified deadline. Thus,
the average packet delay needs to be as small as possible
to prevent jitter and to guarantee acceptable QoS for these
applications [6], [7].
Queuing delay has gained strong attention recently in the
literature and scheduling algorithms have been proposed to
guarantee small delay [8]–[10]. A power control and routing
policy is proposed in [8] to maximize the capacity region under
an instantaneous power constraint. While the authors show an
upper bound on the average delay, this delay performance is
not guaranteed to be optimal. Reference [10], which is the
closest to our work, studies the joint scheduling-and-power-
control problem. It assumes that all users process packets with
the same power since it discusses the problem of processing
jobs at a CPU. The CPU problem is a special case of the
wireless channel problem herein where the CPU processes jobs
at a deterministic rate. The authors assume priority scheduling
and depend on the closed-form expressions for the average
delay. Up to our knowledge, closed-form expressions for the
average packet delay do not exist in the literature for the
random rate case.
The authors of [11] propose a scheduling policy to minimize
the sum of SUs’ average delays. However, power control was
out of their scope. In CRs, power control dictates adhering
to PU’s, instantaneous or average, interference constraints. In
this paper, we extend the work in [11] to study the problem
under instantaneous interference constraints. For the average
interference case, the reader is referred to [12] where we show
that the solution to the problem has a totally different structure
than the instantaneous case. The contributions in this paper
are: i) The derivation of a closed-form expression for the
average delay as a function of the power control policy, ii)
finding a closed-form expression for the optimal power control
policy, iii) proposing a delay-optimal joint power-control-and-
scheduling policy that includes a closed-form expression for
the power control policy in a CR system.
The rest of the paper is organized as follows. The system
model and the underlying assumptions are presented in Section
II. In Section III we formulate the problem mathematically.
The proposed policy and its optimality are presented in Section
IV, followed by the extensive simulation results in Section V.
Finally the paper is concluded in Section VI.
II. SYSTEM MODEL
We assume a CR system consisting of a single secondary
base station (BS) serving N secondary users (SUs) indexed by
the set N , {1, · · ·N} (Fig. 1). We are considering the uplink
phase where each SU has its own buffer for packets that need
to be sent to the BS. The SUs share a single frequency channel
with a single PU that has licensed access to this channel. The
CR system operates in an underlay fashion where the PU is
using the channel continuously at all times. SUs are allowed
to transmit as long as they do not cause harmful interference
to the PU. We assume an instantaneous interference constraint
where the interference received by the PU at any given slot
should not exceed a prespecified threshold Iinst.
A. Channel and Interference Model
We assume a time slotted structure where each slot is of
duration T seconds. The channel between SUi and the BS (and
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Fig. 1. An uplink CR system with N SUs (N = 2 in this figure)
communicating with their BS. There exists an interference link between
each SU and the existing PU. The PU is assumed to be using the channel
continuously.
that between SUi and the PU) is block fading with instanta-
neous power gain γ(t)i (with gain g
(t)
i ), at time slot t, following
the probability mass function fγi(γ) with mean γ¯i (fgi(g) with
mean g¯i) and i.i.d. across time slots, and γmax (gmax) is the
maximum gain γ(t)i (g
(t)
i ) could take. The channel gains are
statistically independent and heterogeneous across SUs. We
assume perfect knowledge of γ(t)i and g
(t)
i at the beginning
of slot t through some channel estimation phase that is out of
the scope of this work (see [13, Section VI] and [14]–[19] for
different channel estimation techniques in CRs). At time slot
t, SUi transmits with rate R
(t)
i (P
(t)
i ) , log
(
1 + P
(t)
i γ
(t)
i
)
,
where P (t)i ≤ Pmax is is SUi’s transmission power at slot t,
for some maximum value Pmax. We assume that there exists
a finite maximum rate Rmax , log (1 + Pmaxγmax) that SUi
cannot exceed.
B. Queuing Model
1) Arrival Process: We assume that packets arrive to the
SUi’s buffer at the beginning of each slot. The number of
packets arriving to SUi’s buffer follows a Bernoulli process
with a fixed parameter λi packets per time slot. Following the
literature, packets are buffered in infinite-sized buffers [20,
pp. 163] and are served according to the first-come-first-serve
discipline. Each packet has a fixed length of L bits that is
constant for all users where L  Rmax which is a typical
case for packets with large sizes as video packets [21].
2) Service Process: When SUi is scheduled for trans-
mission at slot t, it transmits M (t)i bits of the head-of-
line (HOL) packet of its queue. The remaining bits of this
HOL packet remain in the HOL of SUi’s queue until it is
reassigned the channel in subsequent time slots. Here M (t)i ,
min
(
R
(t)
i , L
rem
i (t)
)
bits, where Lremi (t+1) , Lremi (t)−M (t)i
is the remaining number of bits of the HOL packet at SUi
at the end of slot t. Lremi (t) is initialized by L whenever a
packet joins the HOL position of SUi’s queue so that it always
satisfies 0 ≤ Lremi (t) ≤ L, ∀t. A packet is not considered
transmitted unless all its L bits are transmitted, i.e. unless
Lremi (t) becomes zero, at which point SUi’s queue decreases
by 1 packet. At the beginning of slot t + 1 the following
packet in the buffer, if any, becomes SUi’s HOL packet and
Lremi (t+ 1) is reset back to L bits. The SUi’s queue evolves
as Q(t+1)i = (Q
(t)
i + |A(t)i | − S(t)i )+, where A(t)i is the set
carrying the index of the packet, if any, arriving to SUi at slot
t, thus |A(t)i | is either 0 or 1 since at most one packet per
slot can arrive to SUi; the packet service indicator S
(t)
i = 1
if Lremi (t) becomes zero at slot t.
The service time si(Pi) of SUi is the number of time
slots required to transmit one packet for SUi, excluding the
service interruptions, for some arbitrary power control policy
Pi. The service time is assumed to follow a general distribution
throughout the paper that depends on the distribution of
P
(t)
i γ
(t)
i .
We define the delay W (j)i of a packet j as the total number
of time slots packet j spends in SUi’s buffer from the slot it
joined the queue until the slot when its last bit is transmitted.
The time-average delay experienced by SUi’s packets is given
by [10]
W i , lim
T→∞
E
[∑T
t=1
∑
j∈A(t)i
W
(j)
i
]
E
[∑T
t=1 |A(t)i |
] (1)
which is the expected total amount of time spent by all packets
arriving in a time interval, of a large duration, normalized by
the expected number of packets that arrived in this interval.
III. PROBLEM STATEMENT
Each SUi has an average delay constraint W i ≤ di
that needs to be satisfied. Moreover, the PU can tolerate an
interference level of Iinst at any given slot. In this work, we
are interested in frame-based scheduling policies where frame
k consists of a random number Tk , |F(k)| of consecutive
time-slots, where F(k) is the set containing the indices of
the time slots belonging to frame k (see Fig. 2). The idea
of dividing time into frames and assigning fixed scheduling
policy for each frame was also used in [10]. Where each
frame begins and ends is specified by idle periods and will
be precisely defined later in this section. During frame k, SUs
are scheduled according to some preemptive-resume [20, pp.
205] priority list pi(k) , [pi1(k), · · · , piN (k)]T that is fixed
during the entire frame k, where pij(k) is the index of the
SU who is given the jth priority during frame k. Each frame
consists of exactly one idle period followed by exactly one
busy period, both are defined next.
Definition 1. An idle period is the time interval formed by the
consecutive time slots where all SUs have empty buffers. An
idle period starts with the time slot t1 following the completion
of transmission of the last packet in the system, and ends with
a time slot t2 when one or more of the SUs’ buffer receives
one a new packet to be transmitted (see Fig. 2).
Definition 2. Busy period is the time interval between two
consecutive idle periods.
The duration of the idle period I(k) and busy period B(k)
of frame k are random variables, thus Tk = I(k) + B(k) is
Thesis Defense July 2011
|F ݇ | time slots
݇ െ 1 ݇ ݇ ൅ 1
ݐଵ ݐଵ ൅ 1 ⋯
⋯
ݐଶ ݐଶ ൅ 1
Idle Period ܫ ݇ Busy Period B ݇
⋯
⋯
௦ܶ sec
|F ݇ | time slots
݇ െ 1 ݇ ݇ ൅ 1
ݐଵ ݐଵ ൅ 1 ⋯
⋯
ݐଶ ݐଶ ൅ 1
Idle Period ܫ ݇ Busy Period B ݇
⋯
⋯
Fig. 2. Time is divided into frames. Frame k has Tk , |F(k)| slots, each
is of duration T seconds. Different frames can have different number of time
slots.
random as well. Since frames do not overlap, if t ∈ F(k1)
then t /∈ F(k2) as long as k1 6= k2. Given some priority list
pi, after dropping the index k for simplicity, SUpij ’s statistical
average delay W
s
pij (k) is [20, pp. 205]
E
[
spij (Ppij )
](
1− ρ¯pij−1
) + ∑jl=1 λpil E [s2pil(Ppil)](
1− ρ¯pij−1
) (
1− ρ¯pij−1 − ρpij (Ppij )
) . (2)
We note that W
s
pij depends on E [spil(Ppil)] and E
[
s2pil(Ppil)
]
that are not known in closed-form in the literature.
The main objective of this work is to solve
minimize
{P(t)},{pi(k)}
∑N
i=1W i
subject to
∑N
i=1 P
(t)
i g
(t)
i ≤ Iinst , ∀t ≥ 1
W i ≤ di
P
(t)
i ≤ Pmax , ∀i ∈ N and ∀t ≥ 1,∑N
i=1 1
(
P
(t)
i
)
≤ 1 , ∀t ≥ 1,
(3)
where P(t) , [P (t)1 , · · · , P (t)N ]T , while 1(x) , 1 if x 6= 0 and
0 otherwise. The last constraint indicates that no more than a
single SU is to be transmitting at slot t. We next propose a
low complexity update policy and show its optimality.
IV. PROPOSED POWER ALLOCATION AND SCHEDULING
POLICY
We solve the problem by proposing an online policy that
dynamically updates the power control vector P(t) and the
priority vector pi(k). We show that this policy has an asymp-
totically optimal performance. That is, we can achieve a delay
arbitrarily close to the optimal value depending on some
control parameter V .
A. Satisfying Delay constraints
In order to guarantee a feasible solution satisfying the
delay constraints in problem (3), we set up a “virtual queue”
associated with each delay constraint in problem (3). The
virtual queue for SUi at frame k is given by
Yi(k + 1) =
Yi(k) + ∑
j∈Ai(k)
(Wi(j)− ri(k))
+ (4)
where ri(k) ∈ [0, di] is an auxiliary variable, that is to be
optimized over, while Ai(k) , ∪t∈F(k)A(t)i is the set of all
packets arrived at SUi’s buffer during frame k. We define
Y(k) , [Y1(k), · · · , YN (k)]T for notational convenience.
Equation (4) is calculated at the end of frame k and represents
the amount of delay exceeding the delay bound di up to the
end of frame k. We first mention the following definition, then
state a lemma that gives a sufficient condition for the delay of
SUi to satisfy W i ≤ di.
Definition 3. We say that the random sequence {Yi(k)}∞k=0
is mean rate stable if and only if limK→∞ E [Yi(K)] /K = 0.
Lemma 1. If {Yi(k)}∞k=0 is mean rate stable, then the time-
average delay of SUi satisfies W i ≤ di.
Proof. L mma 3 of [10] can be modified to prove that
W i ≤ lim
K→∞
E
[∑K
k=1 |Ai(k)|ri(k)
]
E
[∑T
k=1 |Ai(k)|
] . (5)
The proof follows by replacing ri(k) by its bound di in (5).
Lemma 1 says that if the power control and scheduling
policy results in a mean rate stable {Yi(k)}∞k=0, then the
average delay constraint of problem (3) is satisfied.
B. Proposed Policy
We now propose the Delay Optimal with Instantaneous In-
terference Constraint (DOIC) policy executed at the beginning
of each frame k for finding P(t) as well as the optimum list
pi(k), given some prespecified control parameter V . We first
define the following power control policy
P
∗(t)
i = min
(
Iinst
g
(t)
i
, Pmax
)
, (6)
that will later be shown to be the optimal power control policy.
DOIC Policy:
1) The BS sorts the SUs according to the descending order
of Yi(k)/E [si(P ∗i )]. The sorted list is denoted by pi(k).
2) At each slot t ∈ F(k), among all SUs having non-empty
buffers, SUi∗ , that has the highest priority in pi(k), is
assigned the channel and transmits with power P ∗(t)i∗ .
3) At the end of frame k, for all i ∈ N the BS updates:
ri(k) = di if V < Yi(k)λi, and ri(k) = 0 otherwise, and
then Yi(k + 1) via (4), ∀i ∈ N .
The intuition behind the DOIC policy is as
follows. We define the Lyapunov function and
Lyapunov drift to be L (Y(k)) , 12
∑N
i=1 Y
2
i (k) and
∆ (Y(k)) , EY(k) [L (Y(k + 1))− L (Y(k))], respectively,
where EY(k) [x] denotes the conditional expectation of x
given Y(k), namely EY(k) [x] , E [x|Y(k)]. Squaring
equation (4) and taking the conditional expectation, we get
1
2 EY(k)
[
Y 2i (k + 1)− Y 2i (k)
]
= Yi(k)EY(k) [Tk]λi×(
W
s
i(k)− ri(k)
)
+ EY(k)
[(∑
j∈Fk
(
W
(j)
i − ri(k)
))2]
(7)
≤ Yi(k)EY(k) [Tk]λi
(
W
s
i(k)− ri(k)
)
+ CYi , (8)
where the inequality in (8) comes from upper-bounding the last
term in (7) by some finite constant CYi < ∞. The existence
of this finite constant can be shown by following steps similar
to the proof of Lemma 4 in [10]. We omit these steps for
brevity. Given some fixed control parameter V > 0, we add
the penalty term V
∑
i EY(k) [ri(k)Tk] to both sides of (8)
and rearranging, drift-plus-penalty term becomes bounded by
∆ (Y(k)) +V
∑N
i=1 EY(k) [ri(k)Tk] ≤ EY(k) [Tk]φ(k) +CY
with φ(k) ,
∑N
i=1 (V − Yi(k)λi) ri(k) +∑N
j=1 Ypij(k)(k)λpij(k)Wpij(k)(k).
The DOIC policy is defined as the policy that chooses
the values of {P (t)i }t∈F(k), ∀i ∈ N , and pi(k) along with
the auxiliary variable ri(k), ∀i ∈ N , that minimize φ(k).
Since the two summations in φ(k) are decoupled, we can use
step 4.a to minimize the first summation, then state the next
theorem to discuss the optimum power control policy and then
finally state the scheduling rule. First, given some priority list
pi used in frame k, we define ρ(Ppij ) , λpij E
[
spij (Ppij )
]
and ρ¯pij ,
∑j
l=1 ρpil(Ppil), where Ppij is any arbitrary power
control policy that controls SUpij ’s power P
(t)
pij ∀t ∈ F(k).
Theorem 1. Given some priority list pi used during frame
k, the first and second moments of si(Pi) in (2) are
given by E [si(Pi)] = L/E
[
R
(t)
i (P
(t)
i )
]
and E
[
s2i (Pi)
]
=∑L
τ1=1
∑L
τ2=1
Pr[
∑max(τ1,τ2)−1
t=1 log(1 + P
(t)
i γ
(t)
i ) ≤ L − 1],
respectively, for any arbitrary power control policy Pi. More-
over, the power control policy in (6) minimizes φ(k) for any
priority list pi.
Proof. We derive here the E
[
s2i (Pi)
]
while E [si(Pi)] is
derived similarly. Let s(j) be the service time of packet j. Thus
s2(j) =
(∑L
τ=1 1(τ, j)
)2
=
∑L
τ1=1
∑L
τ2=1
1(τ1, j)1(τ2, j)
where 1(τ, j) = 1 if any portion of packet j was transmitted
at slot τ , and 0 otherwise, that is
1(τ1, j) =
{
1
∑τ1−1
t=1 log
(
1 + P
(t)
i γ
(t)
i
)
≤ L− 1
0 o.w.
(9)
which means that the product 1(τ1, j)1(τ2, j) can be given by{
1
∑max(τ1,τ2)−1
t=1 log
(
1 + P
(t)
i γ
(t)
i
)
≤ L− 1
0 o.w.
(10)
The time average E
[
s2i (Pi)
]
is given by
lim
J→∞
∑J
j=1 s
2
(j)
J
=
L∑
τ1=1
L∑
τ2=1
E [1(τ1, j)1(τ2, j)] . (11)
Substituting by the expectation of (10) in (11) completes the
first part of the theorem. The second part is derived by showing
that both E [si(Pi)] and E
[
s2i (Pi)
]
, and hence W
s
pij (k), are
decreasing in P (t)i then using the Lagrange optimization to
find P (t)i , ∀i ∈ N , that minimize φ(k) to yield (6).
Theorem 1 shows the optimum power control policy to
TABLE I
SIMULATION PARAMETER VALUES
Parameter Value Parameter Value
di ∀i ≤ 4 60T gmax 10g¯i
d5 45T Iinst 20
L 103 bits/packet Pmax 100
V 100 γ¯i ∀i ≤ 5 1
fγi(γ) exp (−γ/γ¯i)/γ¯i gi ∀i ≤ 4 0.1
fgi(g) exp (−g/gi)/gi g5 0.4
minimize φ(k). Now, to choose pi(k) we use the cµ rule that
minimizes the second summation in φ(k) as demonstrated in
step 1 of the DOIC policy.
Theorem 2. If (3) is strictly feasible, then there exists some
finite constant CY such that satisfying
N∑
i=1
W i ≤ CY
V
+
N∑
i=1
W
∗
i (12)
when the BS adopts the DOIC policy, where W
∗
i is the opti-
mum value of the delay when solving problem (3). Moreover,
the virtual queues {Yi(k)}∞k=0 are mean rate stable ∀i ∈ N .
Proof. It follows along the lines of the proof of Theorem 2 in
[10] and thus omitted due to lack of space.
Theorem 2 says that the objective function of problem (3)
is upper bounded by the sum of the optimum values W
∗
i plus
some constant that vanishes as V → ∞. The drawback of
setting V very large is that the policy converges slower. That
is, the virtual queues become mean rate stable after a larger
number of frames. Having a vanishing gap means that DOIC is
asymptotically optimal. Moreover, since {Yi(k)}∞k=0 is mean
rate stable, the constraint W i ≤ di is satisfied ∀i.
V. SIMULATION RESULTS
We simulated a system of N = 5 SUs. Unless otherwise
specified, Table I lists all parameter values. SUi’s arrival rate
is set to λi = iλ for some fixed parameter λ. All SUs are
having homogeneous channel conditions except SU5 who has
the highest g5. Thus SU5 is statistically the worst case user.
Fig. 3 plots average per-SU delay W i, from (1), versus λ.
The plot is for the DOIC policy for two cases; the first is with
d5 = 45T while the second is with d5 = 60T . We can see that
SU5 has the worst average delay. However, the DOIC policy
has forced W 5 to be smaller than 60T for all λ values. This
comes at the cost of another user’s delay. We conclude that
the proposed policy can force the delay vector of the SUs to
take any value as long as it is strictly feasible.
Fig. 4 compares the delay performance of the DOIC to two
different schemes, namely the Carrier Sense Multiple Access
(CSMA) algorithm, which allocates the channel equally likely
among all SUs, as well as the Cognitive Network Control
(CNC) algorithm proposed in [22] which is a version of the
MaxWeight algorithm. Both schemes allocate the power ac-
cording to (6). The gap differences between these two policies
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Fig. 3. The DOIC policy can force the average delay for any SU to take any
value as long as it is strictly feasible.
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sensing for both the constrained and unconstrained optimization problems.
and the DOIC policy are over 8% and 5%, respectively, at light
traffic, and 16% and 8% at heavy traffic. The reason why the
proposed policy outperforms both policies is because the it
gives priority to SUs with the worst delay history, while the
CSMA and CNC schedule the SUs to guarantee fairness and
to maximize the achievable rate region, respectively.
VI. CONCLUSION
We have studied the joint scheduling and power control
problem of an uplink multi SU CR system. We formulated
the problem as a delay minimization problem in the presence
of instantaneous interference constraints to the PU. Most of
the existing literature that study this problem either assume
on-off fading channels or do not provide a delay-optimal
policies which is essential for real-time applications. We
derived closed-form expressions for the average delay in terms
of any arbitrary power policy which helped in proposing a
closed-form power-control policy as well as a low-complexity
scheduling policy. We showed, through the Lyapunov opti-
mization, that the proposed policy is asymptotically delay
optimal. That is, it minimizes the sum of average delays of the
SUs as well as satisfying the instantaneous interference and
average delay constraints. Extensive simulation results showed
that the proposed policy outperforms existing policies.
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