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ВСТУП 
 
 Матеріал третьої частини посібника „Математичні основи 
радіоелектроніки” стосується теорії випадкових процесів у практиці 
застосувань радіоелектронної апаратури. 
 В книзі С. К. Годунова “Уравнения математической физики” 
задля розуміння матеріалу спеціально наголошено, що з точки зору 
математики, користуючись значками (частинних похідних), можна 
виписати самі різноманітні рівняння (в частинних похідних), але 
практично не всі вони застосовуються. Причому, останнє, з тієї ж 
математичної точки зору, є зовсім не випадковим, воно має 
математичне підгрунтя. Можна додати, що й фізичне (фізичну 
інтепретацію) також. Щось подібне стосується матеріалу, зібраного в 
цьому посібнику. Основним тут є не математичні сутності, а набір 
математичних фактів з теорії випадкових процесів, зв’язок між ними та 
їх тлумачення; ланцюжки: елементарна подія та її імовірність, подія і 
ймовірнісна алгебра, випадкова величина і функція розподілу 
імовірностей, параметризована сім’я випадкових величин (випадковий 
процес) і багатовимірна функція розподілу. Зрозуміло, що формується 
досить громіздка математична модель. Тому основну увагу приділено 
“фрагментам”, частинним, але практично важливим вислідам цієї 
моделі. Тут і зображення (розклади на прості взаємнонезалежні 
складові) складних функцій (розподілів імовірності), і використання 
властивостей марковості, нормальності та ін.. Коротко описати 
виникаючі варіанти майже неможливо. Частково відбір варіантів 
здійснює практика, традиції, але вони часто для розуміння, а тим 
більше для вивчення застосувань, теорії випадкових процесів навіть 
шкодять, породжують більше питань, аніж пояснюють використані 
математичні прийоми. Тому різні підходи до тлумачення теорії 
випадкових процесів у застосуваннях необхідні. В цій частині 
посібника описано варіант викладу, апробованого протягом кількох 
років. 
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Розділ 1 
ІНТЕРПРЕТАЦІЯ БІОСИГНАЛІВ  
У ПРОСТОРІ ВИПАДКОВИХ ПОДIЙ 
 
1.1. Імовірнісний простір 
 
 Елементарна подiя, простiр елементарних подiй, випадкова 
подiя. Розглянемо експеримент, результат якого наперед не вiдомий — 
пiдкидання кубика. Кубик має шiсть граней, кожній з яких присвоєно 
певне число очок (вiд 1 до 6). Результатом пiдкидання кубика буде 
випадання певного числа очок з ряду 1, 2, 3, 4, 5, 6, на верхній грані. 
Гранi кубика рівноправні, тому випадання будь-якого числа очок з 
цього ряду є однаково можливим. Випадання якогось певного числа 
очок є елементарною подiєю (позначають через ωi). У випадку з 
кубиком ми матимемо такi елементарнi подiї: ω1=1; ω2=2; ω3=3; ω4=4; 
ω5=5; ω6=6. Сукупнiсть усiх елементарних подiй утворює множину, яка 
називається простором елементарних подiй (позначають через Ω). В 
нашому випадку простiр елементарних подiй Ω ={ω1, ω2, ω3, ω4, ω5, ω6 
}. Очевидно, що ωi ∈ Ω для всіх ωi  (мал.1.1). 
 
Ω
ωi
.   .  .  .
  .  .    .
.      .
     .
         .
Простір  елементарних подій
Елементарні події
 
Мал. 1.1. 
 
 Простiр елементарних подiй може бути як скінченним (як у 
випадку з кубиком), так і нескінченним (тоді і = 1, 2, ..., ∞, тобто 
i = ∞1, ).  
  Як бачимо, елементарні події взаємовиключають одна одну. 
Проте, в реальному досліді крім елементарних можна зауважити і 
складні випадкові події. В досліді з кубиком можна говорити, 
наприклад, про випадкову подію, яка полягає в тому, що випало парне 
число очок. Ця подiя вiдбувається лише в тому випадку, коли 
 9
вiдбувається одна з трьох елементарних подiй: ω2, ω4 або ω6. 
Випаданню непарного числа очок відповідають елементарнi подiї ω1, 
ω3, ω5. Кожну таку реальну подiю можна розглядати як деяку 
пiдмножину A множини Ω, включивши в A тi i тiльки тi елементарнi 
подiї, при яких вiдбувається дана реальна подiя  (мал.1.2). 
 
А  . .   .
  . 
.  
. 
.  
.
Ω
. 
. 
.  
.
 .
  .
 .  
.
ωі
Простір   елементарних  подій
Випадкова  подія A
Елементарні події, які складають  подію  А
Всі  інші  елементарні  події множини  Ω
 
 
Мал. 1.2. 
 
 Означення 1: Випадковою подiєю (чи просто подiєю) називають 
будь-яку пiдмножину множини елементарних подій Ω, якщо Ω 
скiнченна або злiченна. У дослiдi з кубиком подiя A1 ={ω2, ω4, ω6} — 
випадання парного числа очок, подiя A2 ={ω1, ω3, ω5} — випадання 
непарного числа очок, де A1, A2 є пiдмножинами множини Ω 
(позначають A1 ⊂ Ω i A2  ⊂ Ω ). 
 Операцiї над випадковими подіями (операції над множинами):  
 1) сума (або об`єднання) двох подій А і В — подія А+В (або А∪В), 
що складається зі всіх елементарних подій, які належать події А чи В 
(мал.1.3,а); 
 2) добуток (або перетин) двох подій А і В — подія АВ (або А∩В), 
що складається зі всіх елементарних подій, які належать подіям А і В 
(мал.1.3,б); 
 3) різниця А\В — подія, що складається з елементарних подій 
множини A, якi не належать B (мал.1.3,в). 
 10
A
B
A
B
A
B
A
            
)а A B∪
            
)б A B∩
             
в)А В\
                
)г А
Ω
 
Мал. 1.3. 
 
 Подiю Ω називають достовiрною, а порожню множину ∅ —
 неможливою подiєю. Подiя A A= Ω \  називається протилежною 
подiї A (мал.1.3,г). Очевидно, що Ω i ∅ — протилежнi подiї, тобто 
Ω = ∅ і ∅ = Ω . 
 Означення 2: Подiї A i B — несумiснi, якщо A∩B=∅ (тобто 
множини A і B не перетинаються). 
 
 Iмовiрнiсть. Для того, щоб порiвнювати мiж собою рiзнi подiї, 
кожнiй елементарнiй подiї ωі приписується деяке число рі, яке 
називається iмовiрнiстю появи цiєї елементарної подiї. Так, якщо всi 
елементарнi подiї рiвноможливi, то у випадку, коли Ω — скiнченний, 
pі =1/N, де N — кiлькiсть усiх елементарних подiй. Тоді легко 
зауважити такi властивостi імовiрності рі: 
  1)  pі ≥ 0; 
  2) рі
і
=
=
∑ 1
1
N
. 
 Маючи iмовiрностi елементарних подiй, можна знайти 
імовiрнiсть будь-якої iншої подiї. 
 Означення 3: Iмовiрнiсть P(A) подiї A дорівнює сумі 
iмовiрностей елементарних подiй, якi входять в A: 
Р А
А
( ) рі
і
=
∈
∑
ω
. 
 Властивостi імовірності подій: 
   1) 0≤ P(A) ≤ 1; 
  2) P( Ω)=1; 
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  3) якщо A i B – несумiснi подiї (A⊂Ω, B⊂Ω), то 
    P(A∪B)=P(A)+P(B). 
 
 Поняття алгебри, σ-алгебри. Як бачимо, iмовiрнiсть є функцiєю 
вiд подiї. Якщо ми маємо яку-небудь подiю, тобто пiдмножину 
множини Ω, то, за останнім означенням, ми можемо знайти iмовiр-
нiсть цiєї подiї. Проте, це не завжди так. Iснують подiї (пiдмножини), 
для яких знайти iмовiрнiсть таким способом неможливо. Тому, 
розглядають лише деякi пiдмножини iз множини Ω, тобто, лише 
певний клас пiдмножин. Він відповідає певним характеристикам, що 
дозволяють знаходити iмовiрностi описаним вище способом. Зокрема, 
вiн повинен бути замкнутим вiдносно операцiй над подiями. 
 Означення 4: Клас пiдмножин A iз множини Ω називається 
алгеброю, якщо: 
  1) Ω ∈ A ; 
  2) A ∈ A  →  А  ∈ A ; 
  3) A ∈ A ,  B ∈ A →  A∪B ∈ A ,  A∩B ∈ A . 
 Означення 5: Клас пiдмножин F iз множини Ω називається σ-
алгеброю, якщо: 
  1) Ω ∈ F; 
  2) A ∈ F → А  ∈ F; 
     3) Аі ∈ F → Ai
i
∈
=
∞
F
1
U , Ai
i
∈
=
∞
F
1
I , i = ∞1,  . 
 Клас пiдмножин A (алгебра) замкнутий вiдносно скiнченних сум i 
добуткiв, а клас пiдмножин F (σ-алгебра) — замкнутий вiдносно 
нескiнченних сум i добуткiв. Тому, якщо простiр елементарних подiй 
Ω скiнченний, то для нього iснує тiльки алгебра. Коли ж вiн 
нескінченний, то для нього iснує i алгебра, i σ-алгебра. 
  
 Пiдведемо пiдсумки. Ми маємо: 
 1) простiр елементарних подiй Ω — множину усiх елементарних 
подiй  ωі. У загальному випадку вiн нескiнченний; 
 2) σ-алгебру F (так як Ω у загальному випадку нескінченний і 
потрiбно розглядати саме σ-алгебру) — клас пiдмножин, для яких 
можливо означити і знайти iмовiрнiсть події; 
 3) iмовiрнiсть P — кiлькiсну мiру, що дозволяє порiвнювати мiж 
собою рiзнi подiї. Трiйку (Ω,F,P) називають iмовiрнiсним простором. 
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1.2. Iмовiрнiсна модель експерименту 
із злiченним  числом результатiв 
 
 Розглянемо експеримент iз випадковими результатами. Їх 
кiлькiсть скiнченна або злiченна; всi вони рiвноможливi i утворюють 
простiр елементарних подiй Ω ={ω1, ..., ωі, ...}. Нехай кожнiй 
елементарнiй подiї ωі поставлено у вiдповiднiсть деяке число pі, яке 
називається iмовiрнiстю елементарної подiї ωі таке, що 
  1) pі  ≥0; 
    2) р і
і
=
=
∞
∑ 1
1
. 
 Тоді для випадкової події A, яка спостерiгається в даному 
експериментi  (тобто A ⊂ Ω) імовiрнiсть P(A) дорівнює сумі 
iмовiрностей елементарних подiй,  якi входять в A,  
 
     
( )P A pi
Ai
=
∈
∑
ω
.       (1.2.1) 
 
 Означення 1: Якщо: 
 1) задано простiр елементарних подiй 
 
      Ω = {ω1, ..., ωі, ...}; 
 
 2) кожнiй ωі  iз Ω приписана  "iмовiрнiсть"  pі з властивостями 
рі ≥0 , рі
і=
∞
∑ =
1
1, 
iто  двiйку  (Ω,P)  називають iмовiрнiсною моделлю експерименту iз 
зліченним числом результатiв. 
 Iмовiрнiсть будь-якої подiї A, яка спостерiгається в даному 
експериментi, можна знайти за формулою (1.2.1). Розглядом того, як 
обчислювати iмовiрностi рiзних складних подiй, якраз i займається 
теорiя iмовiрностей. Але вона нiчого не говорить про те, як 
"правильно" знаходити iмовiрностi pi елементарних подiй i будувати 
iмовiрнiснi моделi (Ω,P). 
 
1.3. Огляд означень та теорем про борелiвськi класи множин.  
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Теорема Каратеодорi про продовження мiри 
 
 Розглянемо детальніше випадок зліченної множини результатів 
експерименту. Легко зауважити, що pi → 0 , коли запроваджено метод 
приписування імовірності елементарній події як для випадку 
скінченної множини. Тому виникає питання: чи можна побудувати 
імовірнісну модель експерименту із зліченним числом результатів. 
 Перед тим, як розглянути побудову iмовiрнiсної моделi такого 
експерименту, слiд ознайомитись з деякими теоремами та 
означеннями. 
 Розглядатимемо деяку множину елементарних подiй Ω i 
пiдмножини цiєї множини. Раніше було вже дано означення алгебри і 
σ-алгебри: 
Означення 1: Нехай A — клас пiдмножин з множини Ω. Якщо:
  1) Ω ∈ A; 
2) A ∈ A → А  ∈ A; 
3) A ∈ A,  B ∈ A → A∪B ∈ A, 
то такий клас пiдмножин називається алгеброю.  
 Означення 2: Нехай F – клас пiдмножин з множини Ω. Якщо: 
 1) Ω ∈ F; 
2) A ∈ F → А  ∈ F; 
3)
 А Aiі ∈ → ∈ ∞
∞
F F,  і = 1,
i=1
U  , 
то такий клас пiдмножин називається σ-aлгеброю (σ — сума).
 Означення 3: Нехай K — деякий клас пiдмножин з множини Ω. 
σ-алгебра σ(K) підмножин К називається найменшою σ-алгеброю, що 
мiстить клас K, якщо: 
 1) K ⊂ σ(K); 
   2) для будь-якої iншої σ-алгебри  F, K ⊂ F → σ(K) ⊂ F.  
  Означення 4: Клас пiдмножин М називають монотонним, якщо: 
1) для будь-якої послiдовностi множин {An }:  A1⊂А2⊂...⊂An ⊂...  
з того, що A Mn ∈ видно, що lim A A Mn n
n
= ∈
=
∞
1
U , або, 
2) для будь-якої послiдовностi множин {An }: A1⊃A2⊃...⊃Аn⊃... з 
того, що A Mn ∈  видно, що lim A A Mn n
n
= ∈
=
∞
1
I . 
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 Теорема 1: Для того, щоб алгебра A була σ-алгеброю, необхiдно i 
достатньо, щоб вона була монотонним класом. 
 Означення 5: Монотонний клас М(K) називається найменшим 
монотоним класом, що мiстить клас K, якщо: 
  1) K ⊂ М(K);  
  2) для будь-якого iншого монотонного класу M:  
 
K ⊂ M → М(K) ⊂ M. 
 
 Теорема 2: Нехай маємо алгебру A. Тодi: 
 
σ( A)=М(A),  
 
тобто, найменша σ-алгебра, що мiстить алгебру A i найменший 
монотонний клас, що мiстить A, спiвпадають. 
 Oзначення 6: Нехай множина елементарних подiй 
 
Ω = R1 = (–∞; ∞)  
 
(числова вiсь) i K — клас всiх iнтервалiв вигляду  [a,b). Найменша  σ-
алгебра B, що мiстить клас K, називається σ-алгеброю борелiвських 
множин в R1. Розглянутi вище означення необхiднi для того, щоб 
ввести поняття мiри. 
 Означення 7: Нехай задано деяку алгебру пiдмножин A iз 
Ω. Назвемо функцiю множини P(·), означену на A, кiнцево–
адитивною iмовiрнiсною мiрою на A, якщо: 
1) P(A)≥0, для кожного A ∈ A;  
2) P(Ω)=1;   
3) P(A∪B)=P(A)+P(B), коли A ∈ A, B ∈ A,A∩B=∅.  
Означення 8: Функцiя множини P(·), означена на алгебрi A 
називається злiченно–адитивною iмовiрнiсною мiрою на A , якщо: 
1) P(A)≥0, для кожного A ∈ A ; 
 
2) P(Ω)=1; 
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3) ( )Р А Р Аі
і
і
і
,
=
∞
=
∞




 = ∑
1 1
U  коли Аі ∈ A, і , , і= ∞ ∩ = ∅1   А А j , (i≠j), 
Ai
i=
∞
∈
1
U A.  
 Розглянемо умови, яким відповідає кiнцево–адитивна iмовiрнiсна 
мiра, коли вона злiченно-адитивна.  
 
Теорема 3: Нехай P(·) — кiнцево-адитивна iмовiрнiсна мiра на A. 
Вона буде злiченно-адитивною, якщо виконується одна з умов: 
1) ( )A A A i j Ai i j i
i
∈ ∞ ∩ ≠ ∈
=
∞
A A, i = 1, , , ,
1
U , тоді ( )P A P Ai
i
i
i=
∞
=
∞




 = ∑
1 1
U ; 
 
2)A ii , ,= ∞1 , неспадна послідовність ( )A Ai i⊂ +1  і limA Ai i
i
= ∈
=
∞
A
1
U , 
тоді ( )P A P Ai
i i
i
=
∞
→∞





 =
1
U lim ; 
 
3)A ii , ,= ∞1  — неспадна послідовність ( )A Ai i⊃ +1  і 
lim A Ai i
i
= ∈
=
∞
F
1
I , тоді ( )P A P Ai
i i
i
=
∞
→∞





 =
1
I lim ; 
4) P(·) — неперервна в ∅, тобто коли A Ai i⊃ +1 і Ai
i=
∞
= ∅
1
I , тоді 
( )lim
i i
P A
→∞
= 0. 
При розглядi експерименту iз нескінченним числом результатiв 
використовують теорему Каратеодорi про продовження мiри. Вона 
випливає iз властивостi неперервностi злiченно-аддитивної мiри. 
Теорема 4 (теорема Каратеодорi про продовження мiри): Нехай 
iснує злiченно-адитивна iмовiрнiсна мiра P(·) на алгебрi A . Тодi iснує 
єдина злiченно-адитивна iмовiрнiсна мiра Q(·), означена на найменшiй 
σ–алгебрi F =σ( A),що мiстить A i є продовженням мiри P, тобто 
Q(A)=P(A) для всiх A ⊂ A. 
Це означає, що коли iснує мiра на “бiльшому” класi множин, то 
вона iснує i на “меншому”. 
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1.4. Iмовiрнiсна модель експерименту з нескінченним числом 
результатiв 
 
 Розглянемо експеримент. На вiдрiзок [0,1) навмання кидають 
точку. Вважаємо, що всi допустимi положення точки "однаково 
можливi". Простiр елементарних подiй у цьому випадку — вiдрiзок 
Ω = [0,1). Побудуємо iмовiрнiсну модель такого експерименту. 
Спробуємо, за аналогiєю з експериментом iз кінцевим числом 
результатiв, кожнiй елементарнiй подiї приписати значення iмовiрностi 
p. Але елементарна подiя в нашому випадку — це попадання точки на 
якусь точку вiдрiзка [0,1). Таких точок на вiдрiзку [0,1) нескінченна 
кiлькiсть i оскiльки всi ω "однаково можливi", то iмовiрнiсть кожної 
елементарної подiї p = 0. Тому розглядають iмовiрнiсть попадання 
точки не в якусь точку на вiдрiзку [0,1), а на деякий iнтервал, який 
належить заданому вiдрiзку [0,1). Таким чином, в експериментi з 
нескінченним числом pезультатiв iмовiрностi приписують не окремим 
елементарним подiям, а множинам елементарних подiй. Основнi 
вимоги при цьому: 
 — задання iмовiрностей повинно здiйснюватись узгодженим 
чином, наприклад: 
 якщо p1 — iмовiрнiсть попадання в iнтервал [0,12), а p2 — в 
iнтервал [12,1), то, очевидно, p1 = p2 = 
1
2 ; 
 якщо p1 — iмовiрнiсть попадання в iнтервал [0, 12), а p2 — в 
iнтервал [0, 13), то p1  > p2 i т. д. ; 
 — клас множин, яким приписанi iмовiрностi, повинен бути 
замкнутий вiдносно операцiй об'єднання, перетину, переходу до 
доповнення, тобто, якщо приписанi iмовiрностi множинам A i B, то 
вони повиннi бути приписанi i множинам A∪B, A∩B, A B, . 
 Нехай iмовiрнiсть попадання точки на деякий вiдрiзок [a,b) ⊂ 
[0,1) рiвна b — a. Об'єднаємо певну кiлькiсть таких вiдрiзкiв, що 
перетинаються, [ ) [ )a bi i
i
m
, ,
=
⊂
1
01U  і припишемо імовірність —
( )b ai i
i
m
−
=
∑
1
. Розглянемо множину А всіх інтервалів виду [a,b) i 
кінцевих сум таких iнтервалiв, що не перетинаються. Нехай B =σ(A) — 
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найменша σ–алгебра, яка мiстить клас A (в нашому випадку це σ–
алгебра борелiвських множин вiдрiзка [0,1)). З теореми про 
продовження мiри випливає, що iснує єдина мiра P(·) на B така, що 
P([a,b)) = b – a.  
 Отже, для σ–алгебри B можна означити iмовiрнiсть, тому в якостi 
випадкових подiй розглядатимемо тiльки борелiвськi множини iз [0,1). 
Введемо мiру P(A) — iмовiрнiсть подiї A ⊂ B. Трiйка (Ω, B, P) являє 
собою iмовiрнiсну модель нашого експерименту, тобто, це — 
iмовiрнiсна модель експерименту з нескінченним числом 
результатiв. 
 
1.5. Аксiоми теорiї iмовiрностей 
 
 Розглянемо експеримент iз випадковими реультатами. Нехай 
Ω − простiр елементарних подiй, F — система пiдмножин iз Ω, яка є   
σ–алгеброю, тобто 
 
 а) Ω ∈ F;  
 б) A ∈ F  → A=Ω\A ∈ F ; 
 в) Аі ∈ F,i Ai
i
= ∞ → ∈
=
∞
1
1
, U  F     (1.5.1) 
  Множини iз F називають випадковими подiями. Нехай кожнiй 
випадковій подiї A (множинi з F) поставлено у вiдповiднiсть число P(A) 
(назвемо його iмовiрнiстю випадкової подiї A), яке має такі 
властивостi (1.5.2): 
 
 а) P(A) ≥ 0, для усiх A ∈ F; 
 б) P(Ω) = 1; 
 в){Aі}, i = ∞1,  — послiдовнiсть випадкових подiй, 
 Aі ∩Aj = 0 (i≠j), тоді ( )P A P Ai
i
i
i=
∞
=
∞




 = ∑
1 1
U .   (1.5.2) 
 
 Твердження 1.5.1 (а-в), 1.5.2 (а-в) є аксiомами теорiї iмовiрностi 
(зформульованi А. М. Колмогоровим). Трiйку (Ω,F,P), де Ω — простiр 
елементарних подiй, F — σ-алгебра пiдмножин iз Ω, а P(ω) — 
iмовiрнiсть (або iмовiрнiсна мiра) на F, називають iмовiрнiсним 
простором. Якщо побудований iмовірнiсний простiр (Ω,F,P), то 
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кажуть, що побудована iмовiрнiсна модель експерименту. Побудова 
імовірнісного простору в кожному з випадків є складною, їй передує 
детальне вивчення конкретних умов, виявлення їх властивостей, 
перевірка. 
 Властивостi iмовiрностi. На основi наведених аксiом можна 
встановити наступні властивостi iмовiрностi: 
 
 1) P( A )=1–P(A);  
  а) P(∅)=0; 
 2) якщо A ⊂ B, то P(B\A)=P(B)–P(A);  
  а) якщо A ⊂ B, то P(A)≤P(B); 
  б) для усiх A: P(A)≤1; 
 3) P(A∪B)=P(A)+P(B)–P(А∩В) — теорема додавання;  
  а) якщо A∩B=∅ (подiї несумiснi), то P(A∪B)=P(A)+P(B); 
 4) якщо {An} — монотонно неспадна, тобто  
 
   A1 ⊂ A2 ⊂ ... ⊂ An ⊂ An+1 ⊂...,  
 то  
      
( )P A P Ai
i n
n
=
∞
→∞





 =
1
U lim  ; 
 
 — якщо {An} — монотонно незростаюча, тобто 
 
 A1 ⊃A2 ⊃  ... ⊃ An ⊃ An+1 ⊃...,  
 
 то  
( )P A P Ai
i n
n
=
∞
→∞





 =
1
I lim   ; 
    4.1) ( )P A P A
n
n
n
nlim lim
→∞ →∞



 =  — властивiсть неперервностi;  
  
 5) якщо {An} — скiнченна або злiченна, то 
 
( )P A P An
n
n
n
U




 ≤ ∑  ; 
( )P A P An
n
n
n
I




 ≥ − ∑1  . 
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1.6. Умовна iмовiрнiсть. Формула повної імовірності та 
формула Байєса 
 
 Умовна iмовiрнiсть. При вивченнi реальних випадкових явищ 
інколи доводиться розглядати iмовiрнiсть деякої випадкової подiї B, 
коли вiдомо, що вiдбулася деяка iнша подiя A, що має вплив на B.  
 Приклад: Уявімо, що студент iз 30 бiлетiв встиг вивчити бiлети 
вiд 1–го по 3–iй i вiд 28–го по 30–ий. На екзамен вiн прийшов 
одинадцятим, i виявилось, що до його приходу залишились тiльки 
бiлети вiд 1–го до 20–го (подiя A). Нехай подiя B — студент витягнув 
вивчений бiлет. Iмовiрнiсть цiєї подiї без додаткової iнформацiї про те, 
що подiя A вiдбулася, 
 
   ( )P B B= = =
Ω
6
30
1
5
 
 
де Ω ={1,2,...,30} — можливi результати дослiду (номери бiлетiв). При 
додатковiй iнформацiї (подiя A вiдбулася) множина можливих 
результатiв подiї A складається з |A|=20 елементарних результатiв, а 
подiя B разом з A відбувається в |AB|=3 випадках. Отже, можна ввести 
умовну iмовiрнiсть P(B|A) подiї B при умовi, що подiя A вiдбулася, 
 
( )P A В ABA= =
3
20
 
 
Подiливши чисельник i знаменник на |Ω|, одержимо: 
 
     ( ) ( )( )P A В
P AB
P A
=     (1.6.1) 
 
Формула (1.6.1) — загальне означення умовної iмовiрностi.
 Означення 1: Нехай (Ω, F,P) — довiльний iмовiрнiсний простiр, 
A — випадкова подiя, A ∈ F, P(A) > 0. Умовною iмовiрнiстю подiї B за 
умови, що відбулася подія А, називають iмовiрнiсть  
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     ( ) ( )( )P B А
P AB
P A
=   
  
 Властивостi: 
 
 1) 0 ≤ P(B|A) ≤ 1;  
 2) P(Ω|Α)=1;  
 3) P(A|A)=1.  
 
 Iз формули (1.6.1) P(AB) = P(A)P(B|A). Якщо P(B)>0, то   P(AB) = 
P(B)P(A|B). Отже, коли P(A) > 0 i P(B) > 0, то 
 
     P(AB)=P(A)P(B|A)=Р(В)Р(А|B)   (1.6.2) 
— формула множення.  
 Якщо ж P(AB)=P(A)P(B), то подiї A i B називають незалежними. 
 
  Формула повної iмовiрностi. 
 Означення 2: Набiр випадкових подiй B1,..,Bn утворює повну 
групу подiй, якщо:  
 
 1) B1 ∪ B2 ∪ ... ∪ Bn = Ω ; 
 2 Bі ∩ Bj  =0 (і ≠ j) , i n j n= =1 1, , ,  
 
 Теорема 1: Якщо Bі,...,Bn утворюють повну групу подiй i P(Bі )>0, 
i n= 1, , то iмовiрнiсть будь-якої випадкової події А∈F 
 
    ( ) ( ) ( )P A P B P А Bi i
i
n
=
=
∑
1
     (1.6.3) 
 
 Рiвнiсть (1.6.3) — формула повної iмовiрностi. 
 
 Формула Байєса. Згiдно формули (1.6.2) умовна імовірність 
 
   P(ABі) = P(A)P(Bі|A) = P(Bі)P(A|Bі),  
 
звідки  
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     ( ) ( ) ( )( )P B А
P B P А B
P Ai
i i
=  
 
Користуючись формулою повної iмовiрностi (1.6.3), запишемо 
 
     ( ) ( ) ( )
( ) ( )
P B А
P B P А B
P B P А B
i
i i
i
i
n
i
=
=
∑
1
   (1.6.4) 
 
Формула (1.6.4) — формула Байєса. 
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Підсумок 
 
 У цьому розділі викладено основні факти теорії імовірності для 
випадкової події так, щоб було видно перш за все її логічну структуру, 
алгебру, або, як ще кажуть, теоретико-множинну основу. Основний 
зміст стосується поняття імовірності як міри (випадкової). Ці дані 
згодом використовуватимуться і під час ознайомлення з теорією 
прийняття рішень, і під час вивчення методів аналізу сигналів. Але 
перш за все поняття імовірності необхідне у наступному розділі, коли 
розглядається не подія, а якась фізична величина, значення якої 
творять множину Ω (тоді розумно припустити, що вони належать 
імовірнісному просторові). Отже, для коректного опису (моделювання) 
цієї величини необхідні відповідні імовірнісні підходи. Кажуть, що 
даній величині властива імовірнісна структура. Що собою являє ця 
структура, як вона допомагає сукупному розглядові двох величин, які 
проблеми розв’язує — таке уявлення про досліджувану величину, 
описано в наступних розділах. 
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Розділ 2 
 
ВИПАДКОВI ВЕЛИЧИНИ I ФУНКЦIЇ РОЗПОДIЛУ 
 
2.1. Функцiя розподiлу iмовiрностей 
значень випадкової величини 
 
 Розглянемо експеримент з числовим результатом. Результати 
експерименту можна вважати за елементарні подiї. Тоді результат — 
це множина елементарних подій. Оскільки елементарна подія є число 
ξ, то результат експерименту є подією, яку називають випадковою 
величиною. Отже, випадкова величина — це функцiя ξ ≡ ξ(ω) на 
просторi елементарних подiй Ω, або ( )ε ξ ω ω: , ∈Ω . 
 
 Приклад 1: Кидають кубик. В цьому випадку простiр 
елементарних подiй  
 
Ω = {ω1, ω2, ω3, ω4, ω5, ω6},  
 
де ωi означає, що випало i очок. Випадкова величина ξ — кiлькiсть 
очок, яка випала, — є функцiєю елементарної подiї, причому  ξ(ωi)=i. 
 Конструктивною характеристикою випадкової величини є 
функція, означена на Ω і така, що 
( ) ( ){ } ( ){ }ω ξ ω ω ξ ω: , :∈ −∞ = <x x , x R∈  і належить σ–алгебрi F 
випадкових подiй. 
 Означення 1: Нехай (Ω,F,P) — iмовiрнiсний простiр. 
Випадковою величиною ξ називають дiйсну функцiю ξ(ω), таку, що 
при довiльному дiйсному x 
 
      
( ){ }ω ξ ω: < ∈x   F .    (2.1.1) 
 
В теорії функцію ξ(ω), коли для кожного дiйсного x виконана 
умова (2.1.1), називають вимiрною вiдносно σ–алгебри F функцією. 
Випадкові величини описуються функціями розподілу імовірностей їх 
значень. 
 Означення 2: Функцiєю розподiлу імовірностей значень 
випадкової величини ξ(ω) називається функція 
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( ) ( ){ }F x P xξ ω ξ ω= <: .     (2.1.2) 
 
де Р — імовірність. 
 
 Приклад 2: Пiдкидається монета. В цьому випадку Ω=(ω1,ω2), де 
ω1≡Г (випав герб), ω2≡Ц (випала цифра), i P({ω1})=P({ω2 })=12. Якщо 
при пiдкиданнi випав герб, то нараховується 1 очко, а якщо випала 
цифра, то вiднімається 1 очко, тобто випадкова величина ξ(ω) 
задається наступним чином: 
 
      ( )ξ ω ω ω
ω ω
=
=
− =



   
 
1
1
1
2
, ;
, .
 
 
Очевидно, що подiя 
  
( ){ } { }ω ξ ω ω:
, ;
, ;
, .
< =
∅ ≤ −
− < ≤
>





x
x
x
x
                
   
                 
1
1 1
1Ω
 
 
Тодi функцiя розподiлу імовірностей значень випадкової величини 
 
( ) ( ){ }F x P x
x
x
x
ξ ω ξ ω= < =
≤ −
− < ≤
>






:
, ;
, ;
, .
0 1
1
2
1 1
1 1
           
 
            
 
 
 Графiк функцiї розподiлу зображено на мал.2.1. 
 Функцiю розподiлу імовірностей значень випадкової величини
 
Fξ(x) називають ще інтегральною функцією розподілу. Властивості 
інтегральної функції розподілу: 
-1 0 1
1
Fξ( x)
x
  
 
Мал. 2.1. 
 
 1) якщо х1<х2, то ( ){ } ( ) ( )P x x F x F xω ξ ω ξ ξ: ;1 2 2 1≤ < = −  
 
 2) якщо х1<х2, то Fξ(х1)≤Fξ(х2), тобто Fξ(х) — неспадна функція; 
 
 3) ( ) ( )lim ;lim ;F x F x
x x
ξ ξ
→ −∞ → +∞
= =0 1   тобто 0 ≤ Fξ (x) ≤ 1; 
 
 4) ( ) ( )lim
x x
F x F x
→ −
=
0 0
0ξ ξ  , тобто Fξ (х) — неперевна зліва. 
 
 Теорема 1: Нехай F(x) — деяка функцiя, що має властивостi: 
 1) F(x) — неспадна на ( )−∞ +∞; ;  
 2) F(x) — неперервна злiва; 
 3) ( )lim
x
F x
→−∞
= 0, ( )lim
x
F x
→+∞
= 1, тодi F(x) — буде функцiєю 
розподiлу деякої випадкової величини ξ(ω) на деякому iмовiрнiсному 
просторi (Ω,F,P). 
 Якщо функція розподілу імовірностей випадкової величини 
неперервна, то існує функція густини розподілу імовірностей. 
Густиною розподiлу імовірностей значень випадкової величини ξ 
називається функцiя p xξ( ) , для якої 
     ( ) ( )F x p u duxξ ξ=
−∞
∫ .   (2.1.4) 
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 Густину розподiлу імовірностей значень випадкової величини 
називають ще диференцiальною функцiєю розподiлу. Властивостi 
диференцiальної функцiї розподiлу: 
 1) p(x)=F'(x) в точках неперервностi p(x); 
 
 2) p(x)≥0; 
 3) { } ( )P a b p u du
a
b
≤ < = ∫ξ  ; 
 
 4) ( )p u du
−∞
∞
∫ = 1.       (2.1.5) 
 
 За аналогiєю iз функцiєю розподiлу, кожна невiд'ємна функцiя 
p(x), яка має властивiсть (2.1.5), буде густиною розподiлу для деякої 
випадкової величини. 
 
 Три типи функцiй розподiлу. Розрiзняють: 
 1) дискретну функцiю розподiлу F(x) — функцiя розподiлу 
дискретних випадкових величин:  
 
( )F x p xД i
x xi
( ) =
<
∑ ,     
 
де p(xi) — iмовiрнiсть; 
 2) абсолютно неперервну функцiю розподiлу FAH (x) — функцiя 
розподiлу випадкової величини, яка має густину розподiлу p(x), 
  
      ( ) ( )F x p u duAH
x
=
−∞
∫  ; 
 
 3) сингулярну функцiю розподiлу FC  — функцiя розподiлу 
величини, яка iснує тiльки в точцi (наприклад, детермінованої 
величини). 
 Теорема 2 (теорема Лебега): Будь–яка функцiя розподiлу може 
бути записана у виглядi суми 
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F(x)=FД+FAH+FC . 
 
2.2. Поняття про iнтеграл. Інтеграли Лебега та Стiльт’єса 
 
 Поняття про інтеграл як границю “інтегральної суми” з 
доданками — добутками значення функції на приріст аргументу в цій 
точці, пов’язють з іменем Рімана (Rieman J. V.). При цьому інтегровна 
функція має бути неперервною. Функції розподілів у загальному 
випадку розривні. Крім того, при обробці імовірнісних сигналів 
застосовують інтегрування. Але значення таких сигналів мають різну 
імовірнісну міру, диференціали їх мають різну “вагу” у інтегральних 
сумах. Тому, хоч би задля коректності виразів, потрібно ці факти 
враховувати. Існують інші способи означення інтегралу, інтегрування. 
Розглянемо інтеграл по мірі на множині та інтеграл по функції. 
 
 Iнтеграл Лебега. Ми вже розглядали поняття мiри. Мiра M(s), 
означена на певному класi множини s — це функцiя множини iз 
властивостями: 
 
 1) M(s)≥0; 
 
 2) M(∅)=0; 
 
 3) ( )M s M si
i
i
i=
∞
=
∞




 = ∑
1 1
U , коли si  ∩ sj = 0, ( i ≠ j ) . 
 
 Мiрою Лебега m(s) називають мiру, означену на прямiй, що має 
додаткову властивiсть  m(s)=m([a,b])=b–a  для кожного обмеженого 
iнтервалу [a,b]. Множина S, для якої iснує мiра Лебега, називається 
вимiрною множиною. Якщо функцiя f(x) означена на iнтервалi [a,b] i 
для кожного дiйсного числа c множина точок x iнтервалу [a,b], в яких 
f(x)≤c, вимiрна, то кажуть,що f(x) — вимiрна функцiя на [a,b]. Нехай 
дiйсна функцiя y=f(x) вимiрна i обмежена на iнтервалi [a,b], A i B — 
вiдповiдно її нижня i верхня границi. Розiб'ємо iнтервал [A,B], що 
мiстить множину значень функцiї f(x) на [a,b], на n частин (мал. 2.2.) 
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 f(x) 
B 
yi 
yi - 1 
A 
a b {
S
....
 x 
 
Мал. 2.2. 
 
A=y0 <y1 <y2 <...<yn =B,  
 
і позначимо через sі множину точок х на інтервалі [a,b], в яких 
 
yi–1 < f(x) ≤ yi  . 
 
Складемо дві суми (інтегральні суми Лебега) ( )y m si i
i
n
−
=
∑ 1
1
 і ( )y m si i
i
n
=
∑
1
.
  
 За умови, що max(yi – yi–1) → 0, обидві інтегральні суми прямують 
до однієї і тієї ж границі, яка не залежить вiд вибору значень yі. Число 
 
  ( ) ( ) ( )I y m s f x dm f x dm
y y
i i
i
n
Sa
b
i i
= = =
− →
=−
∑ ∫∫lim
max( )1 0 1
  , 
 
де S — множина точок x iнтервалу [a,b], називають iнтегралом Лебега 
вiд функцiї f(x) на iнтервалі [a,b] (чи на множинi S). 
 Iнтеграл Лебега f x dm
S
( )∫  iснує тодi i тiльки тодi, коли iснує 
iнтеграл Лебега f x dm
a
b
( )∫ . Якщо iснує i абсолютно збiгається 
довiльний iнтеграл Рiмана, то iснує i вiдповiдний iнтеграл Лебега, який 
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рiвний iнтегралу Рiмана. Iнтеграл Лебега має властивостi, аналогiчнi 
iнтегралу Рiмана:  
 
 1) ( ) ( ) ( )f x dm f x dm f x dm
S S S
∫ ∫ ∫= +
1 2
, якщо S=S1∪S2 ; 
 
 2) ( ) ( )[ ] ( ) ( )f x f x dm f x dm f x dm
S S S
1 2 1 2+ = +∫ ∫ ∫  ; 
 
 3) ( ) ( )af x dm a f x dm
S S
∫ ∫=  . 
 
 Перевага iнтегралу Лебега полягає в тому, що його можна 
застосувати до бiльш широкого класу функцiй, нiж iнтеграл Рiмана. Це 
спрощує формулювання багатьох теорем. 
 
 Iнтеграл Стiльт’єса. Нехай дiйсна функцiя f(x) означена i 
обмежена на iнтервалi [a,b]. Розiб'ємо цей iнтервал на n менших 
iнтервалiв точками  a=x0 <x1<x2<...<xn =b. 
 Виберемо в кожному iз таких iнтервалiв по довiльнiй точцi ξі 
ξі ∈ [xі–1,xі] ). Введемо функцiю g(x) з певними властивостями, яку 
назвемо iнтегруючою функцiєю. Складемо суму (iнтегральну суму) 
 
      
( ) ( ) ( )[ ]f g x g xi i i
i
ь ξ −
−
=
∑ 1
1
 
 
 Iнтегралом Стiльт’єса вiд функцiї f(x) з iнтегруючою функцiєю 
g(x) на iнтервалі [a,b] називається границя iнтегральної суми за умови, 
що max(xi–xi–1)→0, тобто: 
 
  ( ) ( ) ( ) ( ) ( ) ( )[ ]f x dg x f g x g xa
b
x x
i i i
i
m
i i
∫ ∑= −
− →
−
=−
lim
max 1 0
1
1
 ξ
 . 
 
 Для наочності можна розглянути простіший випадок, коли 
функція f(x)=x (мал. 2.3). 
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g( x i - 1)
g( x i)
g( x )
a x i -1 ξi x i b x
 
Мал. 2.3. 
 
Інтегральна сума в цьому випадку матиме вигляд: 
  ( ) ( ) ( ) ( )[ ]xdg x g x g xa
b
x x
i i i
i
m
i i
∫ ∑= −
− →
−
=−
lim
max 1 0
1
1
 ξ . 
 
 Властивостi iнтегралу Стiльт’єса: 
 
 1) fdg fdg
a
b
b
a
∫ ∫= − ; 
 2) fdg fdg fdg
a
b
a
c
c
b
∫ ∫ ∫= + ; 
 3) ( )f f dg f dg f dg
a
b
a
b
a
b
1 2 1 2+ = +∫ ∫ ∫ ; 
 4) ( )fd g g fdg fdg
a
b
a
b
a
b
1 2 1 2+ = +∫ ∫ ∫ ; 
 5) ( ) ( )af dg fd ag a fdg
a
b
a
b
a
b
∫ ∫ ∫= = . 
 
 Iнтеграли Стiльт’єса часто мають "наочний" змiст: ними зручно 
описувати криволiнiйнi iнтеграли, iнтеграли по поверхнi, по об'єму, по 
розподiлу (маси, заряду, iмовiрностi, iншi) на поверхні, в об’ємі, на осі. 
2.3. Математичне сподiвання і дисперсія випадкової величини. 
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Моменти. Моменти вищих порядків 
  
 Математичне сподiвання. Функцiя розподiлу повнiстю визначає 
випадкову величину. Але часто можна обмежитись характеристиками 
функції розподілу чи її параметрами. Одним з важливих параметрів 
функції розподілу є математичне сподiвання. Воно легко 
обчислюється: середнє арифметичне рівномірно розподiлених значень 
випадкової величини близьке до математичного сподiвання. 
 Означення 1: Математичним сподiванням Mξ дискретної 
випадкової величини ξ, яка приймає значення x1,x2,... з iмовiрностями 
p1, p2 ,..., називається число 
  
M p xk k
k
ξ =
=
∞
∑
1
 , 
 
якщо ряд абсолютно збiгається. 
 Означення 2: Математичним сподiванням Mξ довiльної 
випадкової величини ξ, заданої на iмовiрнiсному просторi (Ω,F,P), 
називається число 
 
 ( )M dPξ ω ξ ω ω( ) ( )= ∫
Ω
 , 
якщо iнтеграл Лебега вiд функцiї ξ(ω) по мiрi P(·), який стоїть в правiй 
частинi рiвностi, iснує. 
 
 ---- Властивостi математичного сподiвання (безпосередньо 
випливають iз властивостей iнтегралу Лебега): 
 
  1) якщо c–стала, то Mc=c; 
 2) якщо c–стала, то M(cξ)=cMξ; 
 3) для довiльних випадкових величин ξ 
 
M Mξ ξ≤ ; 
 
 4) для довiльних випадкових величин ξ1 i ξ2  
 
M(ξ1 + ξ2) =Mξ1 +Mξ2 ; 
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 5) якщо випадковi величини ξ1 i ξ2 незалежнi, то 
 
M(ξ1ξ2) =Mξ1Mξ2  . 
 
 Математичне сподiвання довiльної випадкової величини зручно 
обчислювати за її функцiєю розподiлу. Використовуючи iнтеграл 
Стiльт’єса, можна записати формулу для обчислення Mξ  у виглядi: 
 
( )M xdF xξ ξ=
−∞
+∞
∫
 
де F(x) — функцiя розподiлу випадкової величини ξ. 
 В частинному випадку, для неперервної випадкової величини, 
якщо pξ(x) — її густина розподiлу, формула матиме вигляд: 
 
    
( )M xp x dxξ ξ=
−∞
+∞
∫
  ,     (2.3.1) 
 
Саме цiєю формулою користуються для знаходження математичного 
сподiвання неперервної випадкової величини. 
 
 Моменти. Для числової характеристики випадкової величини 
використовують моменти функції густини розподілу. Розрiзняють 
початковi i центральнi моменти. 
 Означення 3: Початковим моментом порядку k називається 
число 
 
( )m M x p x dxk k kξ ξ= =
−∞
+∞
∫
  . 
 
Очевидно, що математичне сподiвання є початковим моментом 1–го 
порядку, тобто: 
 
    M m mξ ξ ξ= =1  .      (2.3.2) 
 Означення 4: Центральним моментом порядку k називається 
число 
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     ( ) ( )µ ξ ξξ ξ ξk k kM M x m p x dx= − = −
−∞
+∞
∫ ( ) .   (2.3.3) 
 
Центральний момент 1–го порядку рiвний нулеві. Справдi, так як 
Mξ — постiйна величина, то M(Mξ)=Mξ  i  
  
( )µ ξ ξ ξ ξξ1 0= − = − =M M M M . 
 
 На практицi користуються переважно початковим моментом 1–го 
порядку (математичним сподiванням) i центральним моментом 2–го 
порядку (дисперсiєю). 
 
 Дисперсiя. Крiм математичного сподiвання важливим параметром 
густини функції розподілу випадкової величини є дисперсiя. 
 Означення 5: Дисперсiєю Dξ  випадкової величини ξ називається 
центральний момент 2–го порядку, тобто число 
 
    
( )D M Mξ µ ξ ξξ= = −2 2.    (2.3.4) 
 
 Дисперсiя характеризує “розсiювання” значень випадкової 
величини навколо її математичного сподiвання. Величину σ ξξ = D  
називають середньоквадратичним вiдхиленням. 
 Якщо скористатися властивостями математичного сподiвання, то 
праву частину (2.3.4) можна звести до вигляду: 
 
( ) ( )( ) ( ) ( )M M M M M M M M M M Mξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ− = − + = − + = −2 2 2 2 2 2 22 2  
 
Отже, 
 
      
( )D M Mξ ξ ξ= −2 2.     (2.3.5) 
   
 Якщо випадкова величина ξ дискретна, то  
( )D x M pk k
k
ξ ξ= −∑ 2 . 
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 У випадку неперервної випадкової величини — 
 
    
( ) ( )D x M p x dxξ ξ ξ= −
−∞
+∞
∫ 2 .    (2.3.6) 
 
 Властивостi дисперсiї: 
 
 1) для довiльної випадкової величини ξ : Dξ ≥ 0 ; 
 2) якщо с — стала, то Dс=0 ; 
 3) якщо с — стала, то D(сξ)=с2Dξ ; 
 4) якщо випадковi величини ξ1 i ξ2 незалежнi, то 
 
D(ξ1+ξ2 )=Dξ1+Dξ2 . 
 
2.4. Характеристична функцiя 
 
 При вивченнi випадкових величин використовують також 
характеристичнi функцiї функцій розподілу цих випадкових величин. 
 Означення 1: Характеристичною функцiєю ϕ(z) випадкової 
величини ξ називається комплекснозначна функцiя, означена при z∈С 
спiввiдношенням 
 
    ( ) ( ) ( )( )ϕ z M e M zx i zxizx= = +cos sin   .   (2.4.1) 
 
 Якщо F(x) — функція розподілу величини ξ, то 
 
     ( ) ( )ϕ z e dF xizx=
−∞
∞
∫ .     (2.4.2) 
 
 Характеристична функцiя однозначно визначає розподiл 
випадкової величини. 
 Розглянемо деякi властивостi характеристичної функцiї: 
 1) ϕ(0)=1; 
 
 2) ( )ϕ z ≤ 1 для всіх дійсних z; 
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 3) ( ) ( )ϕ ϕ− =z z . 
 
 Одну iз основних властивостей характеристичної функцiї 
сформулюємо у виглядi теореми. 
 Теорема 1: Якщо ξ1 i ξ2  — незалежнi випадковi величини, а ϕ1(z) i 
ϕ2(z) — їх характеристичнi функцiї, то характеристична функцiя суми 
ξ1+ξ2 рiвна добутку ϕ1(z)ϕ2(z). 
 Як наслiдок, для k незалежних випадкових величин ξ1,ξ2 ,..., ξκ 
характеристична функцiя суми ξ1+ξ2+,...,+ξκ рiвна добутку 
характеристичних функцiй доданкiв. 
 Теорема 2: Нехай ξ1 i ξ2 — незалежнi нормально розподiленi 
випадковi величини з параметрами a1,σ12 і a2,σ22  вiдповiдно, тобто 
( )
F x e
i
x a
iξ σ
piσ
( ) =
−
−
1
2
2
22
. Тодi ξ1+ξ2 має нормальний розподiл з 
параметрами a1+a2, σ σ1
2
2
2+  . Як видно характеристичні функції корисні 
при дослідженнях сум незалежних випадкових величин. 
 
2.5. Поняття про якість оцiнювання параметрiв функцiй розподiлу 
 
 Розділ математики, який вивчає методи знаходження 
характеристик випадкових величин називають математичною 
статистикою. Іноді формули для оцінювання параметрів характеристик 
випадкових величин називають статистиками. У математичнiй 
статистицi має мiсце задача оцiнювання невiдомих параметрiв 
наперед вибраної функції розподілу за результатами спостережень 
x1,x2,...,xn — вибіркою. Розглядаються також випадкові вектори 
(ξ1,ξ2,...,ξn), де ξk k n, ,= 1  — незалежнi i розподiленi з деякою 
функцiєю розподiлу Fξ(x) випадкові величини. Вибiрка повинна бути 
репрезентативною, тобто нести сукупність ознак випадкової величини. 
До властивостей випадкових величин за їх значеннями (реалізаціями) 
належать також однорiдність та регулярність. 
 Оцiнки бувають точковi i iнтервальнi. Точкова оцiнка дає 
наближене значення невiдомого параметру. Iнтервальна оцiнка вказує 
iнтервал, на якому з певною iмовiрнiстю знаходиться невiдоме 
значення параметру. 
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 Припустимо, що функцiя розподiлу, яка вiдповiдає 
вибiрцi ξ1,ξ2,...,ξn, залежить вiд невiдомого параметру θ: 
 
P(ξκ<x) = Fξ(x, θ). 
 
 Оцiнкою (точковою оцiнкою) θn
∧
 параметру θ називається довiльна 
функцiя θn
∧
=θn
∧
(ξ1,ξ2,...,ξn). Таким чином, θn
∧
 є випадковою величиною. 
Природньо вимагати, щоб значення оцiнки в бiльшостi дослiдiв були 
близькi до значення параметру, який оцiнюється. Тому говорять про 
якiсть оцiнювання параметрiв. 
 Для характеристики якостi оцiнок використовуються такі поняття: 
 1) незмiщенiсть: якщо математичне сподiвання оцiнки параметру 
дорiвнює самому параметру, тобто 
( )M yθ θ∧




=   , 
 
де y — вектор спостережень, y=(y1,y2,...,yn), то така оцiнка називається 
незмiщеною. 
 
 Приклад 1. Оцiнка математичного сподiвання — 
 
m
n
xx i
i
n∧
=
= ∑
1
1
.  
  
Тодi, 
( )M m M
n
x
n
x p x dxx i
i
i
i
∧







=






=∑ ∑∫
1 1
. 
Математичне сподiвання (параметр, який оцiнюється): 
 
( )m xp x dxx = ∫   . 
 
 Утворимо рiзницю: 
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( )M m m
n
x x p x dxx x i
i
∧





− = −




∑∫
1
  . 
 
 Для того, щоб оцiнка була незмiщеною, необхiдно, щоб ця рiзниця 
дорiвнювала нулевi. Це буде тодi, коли 
 
 
x nx
n
i
i
−
=
∑
0  , 
 
 
 тобто, коли x nxi
i
=∑   . 
 Якщо ж математичне сподiвання оцiнки параметру не дорiвнює 
самому параметру, маємо змiщену оцiнку. 
 
 2) слушнiсть: якщо для будь–якого як завгодно малого ε>0 
( )lim , , . . . . ,
n
nP y y y
→ ∞
∧
≥






=θ ε1 2 0 , 
 
то така оцiнка — слушна. 
 Достатня умова слушностi незмiщеної оцiнки: її дисперсія σ2→0, 
коли n→∞. 
 3) ефективнiсть: якщо eθˆ  ефективна оцiнка, то для неї 
виконується нерiвнiсть: 
 
( ){ } ( ){ }22 ˆˆ θθθθ −≤− MM e
, 
 
де θˆ  — будь–яка iнша оцiнка. 
 Для випадку, розглянутому в прикладi 1, ( ){ } 22ˆ σθθ =−M . 
Дисперсiя, що вiдповiдає ефективнiй оцiнцi, 
  ( ) ( )D M Mе e= −




= −










$ min $θ θ θ θ2 2 , 
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звiдки можна знайти вигляд ефективної оцінки. 
 
2.6. Сім’я випадкових величин 
 
 Нехай на iмовiрнiсному просторi (Ω,F,P) заданi випадковi 
величини: 
ξ1 = ξ1(ω), ξ2 = ξ2(ω), ..., ξn = ξn(ω),  ω∈Ω, 
 
якi складають сім’ю випадкових величин. Кожному ω тут поставлено у 
вiдповiднiсть n — вимiрний вектор. 
 Означення 1: Сумiсною функцiєю розподiлу (або 
багатовимiрною функцiєю розподiлу) величин ξ1, ξ2, ..., ξn (або 
випадкового вектора ξ  = ( ξ
 1, ξ2, ..., ξn)) називається iмовiрнiсть 
 
( ) ( ) ( )F x F x x P x x
nξ ξ ξ ξ ξ= = < <1 1 2 1 1 2 2... , , , 
яку розглядають як функцiю точки x=(x1, ..., xn) n–вимiрного 
евклiдового простору Rn .Функцiя розподiлу Fξ(x) однозначно визначає 
iмовiрностi P{ξ ∈ B} для довiльних паралелепiпедiв B ⊂ Rn. 
Найпростiшою з багатовимiрних функцiй розподiлу є двовимiрна 
функцiя розподiлу 
 
( ) ( ) ( )F x F x x P x xξ ξ ξ ξ ξ= = < <1 2 1 2 1 1 2 2, , . 
 
 
На її основi розглянемо властивостi багатовимiрних функцiй 
розподiлу: 
 
 1) 0 ≤ F(x1, x2 ) ≤ 1 ; 
 2) якщо x x1 1′ >  і x x2 2′ > , то ( ) ( )F x x F x x1 2 1 2′ ′ ≥, ,  
 3) iмовiрнiсть для паралелепiпеда (мал. 2.3) 
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( x 1 , x 2’) ( x 1’ , x 2’)
( x 1 , x 2) ( x 1’ , x 2)
 
Мал. 2.3. 
 ( ) ( ) ( ) ( ) ( )P x x x x F x x F x x F x x F x x1 1 1 2 2 2 1 2 1 2 1 2 1 2≤ < ′ ≤ < ′ = ′ ′ − ′ − ′ +ξ ξ, , , , , ; 
 
 4) ( ) ( )F x F x+∞ =, 2 2 ; ( )F x F x1 1, ( )+∞ = ; 
 
 5) ( )F x1 0,−∞ = ; ( )F x−∞ =, 2 0 ; ( )F −∞ −∞ =, 0 ; ( )F +∞ +∞ =, 1. 
 
 Аналогiчно одновимiрному випадку, якщо випадковий вектор 
неперервний, можна розглянути таку невiд'ємну функцiю 
( ) ( )p x p x x
n nξ ξ ξ= 1 1... ,.... , , яка називається сумiсною (або n–
вимiрною густиною розподiлу), що для довiльного паралелепiпеда B 
  
  P{ξ ∈ B} = p x x dx dx
n
E
n nξ ξ1 1 1K K K
K
( , , )∫∫ . 
 
 Розглянемо основнi властивостi багатовимiрної густини розподiлу 
на основi двовимiрної: 
 
 1) ( ) ( )p x x F x x
x x
1 2
2
1 2
1 2
,
,
=
∂
∂ ∂
; 
 
 2) ( )p x x1 2 0, ≥ ; 
 40
 3) ( ) ( )F x x p x x dx dx
xx
1 2 1 2 1 2
21
, ,=
−∞−∞
∫∫ ; 
 4) ( )p x x dx dx1 2 1 2 1,
−∞
∞
−∞
∞
∫∫ = ; 
 
 5) ( ) ( )p x x dx p x1 2 1 2, =
−∞
∞
∫ ; ( ) ( )p x x dx p x1 2 2 1, =
−∞
∞
∫ . 
 
 У рядi випадкiв використовується умовна функцiя розподiлу 
 
( ) ( )( )F x x
F x x
F x1 2
1 2
2
=
,
 
 
i умовна густина розподiлу iмовiрностей 
 
p x x
p x x
p x
( ) =  ( , )( )1 2
1 2
2
. 
 
 Числовi характеристики сім’ї випадкових величин. 
Розрiзняють такi числовi характеристики сім’ї випадкових величин (на 
прикладi двовимiрної випадкової величини): 
 1) початковий момент порядку k:  
 
m x p x dx x p x x dx dx
m x p x dx x p x x dx dx
k k k
k k k
ξ
ξ
1
2
1 1 1 1 1 2 1 2
2 2 2 2 1 2 1 2
= =
= =







−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
∫∫∫
∫∫∫
( ) ( , ) ;
( ) ( , ) ;
  
 
 2) центральний момент порядку k: 
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µ
µ
ξ ξ ξ
ξ ξ ξ
1 1 1
2 2 2
1 1 1 1 1 2 1 2
2 2 2 2 1 2 1 2
k k
k k
x m p x dx x m p x x dx dx
x m p x dx x m p x x dx dx
= − = −
= − = −







−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
∫∫∫
∫∫∫
( ) ( ) ( ) ( , ) ;
( ) ( ) ( ) ( , ) ;
 
 3) змiшаний початковий момент порядку k+s: 
 
m x x p x x dx dxk k sξ ξ1 2 1 2 1 2 1 2
,s ( , ) ;=
−∞
∞
−∞
∞
∫∫  
 
 4) змiшаний центральний момент порядку k+s: 
 
µξ ξ ξ ξ1 2 1 21 2 1 2 1 2
k k sx m x m p x x dx dx,s ( ) ( ) ( , )= − −
−∞
∞
−∞
∞
∫∫ . 
 
 На практицi ж використовують лише такі моменти як: 
 1) математичне сподiвання — початковий момент 1–го порядку: 
 
 
M m x p x dx x p x x dx dx
M m x p x dx x p x x dx dx
ξ
ξ
ξ
ξ
1 1 1 1 1 1 2 1 2
2 2 2 2 2 1 2 1 2
1
2
= = =
= = =







−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
∫∫∫
∫∫∫
( ) ( , ) ;
( ) ( , ) ;
 
 
 
 2) дисперсiю — центральний момент 2–го порядку: 
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D x m p x dx x m p x x dx dx
D x m p x dx x m p x x dx dx
ξ µ
ξ µ
ξ ξ ξ
ξ ξ ξ
1
2
1
2
1 1 1
2
1 2 1 2
2
2
2
2
2 2 2
2
1 2 1 2
1 1 1
2 2 2
= = − = −
= = − = −







−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
−∞
∞
∫∫∫
∫∫∫
( ) ( ) ( ) ( , ) ;
( ) ( ) ( ) ( , ) ;
 
 
 3) кореляцiю — змiшаний початковий момент 2–го порядку: 
 
r m x x p x x dx dxξ ξ ξ ξ1 2 1 2 1 2 1 2 1 2= =
−∞
∞
−∞
∞
∫∫ ( , ) ; 
 
 
 4) коварiацiю — змiшаний центральний момент 2–го порядку: 
 
k x m x m p x x dx dxξ ξ ξ ξ ξ ξξ ξ µ1 2 1 2 1 21 2 1 2 1 2 1 2= = = − −
−∞
∞
−∞
∞
∫∫cov( , ) ( ) ( ) ( , ) ; 
 
 5) коефiцiєнт кореляцiї: 
 
ρ ξ ξ ξ ξξ ξ( , )
cov( , )
1 2
1 2
1 2
=
D D
. 
 
 
 
2.7. Евклiдiв простiр випадкових величин 
 
 Розглянемо простiр елементарних подiй Ω = {ω i},  i = 1,n. Якщо 
задано систему випадкових величин: 
 
 ξ(ω1), ξ(ω2), ...,  ξ(ωn), 
 
то, як вже згадувалось, її зручно представити у виглядi n–вимiрного 
вектора на деякому лiнiйному просторi, тобто 
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ξ = ξ(ω) =  (ξ(ω1), ξ(ω2), ...,  ξ(ωn)). 
 
Для такого простору вводять такi поняття: 
 — скалярного добутку двох векторiв — 
 
( , ) ( ) ( ) ( )ξ η ξ ω η ω ω ξη
ω
= =∑ p M ; 
   
тобто, вiн рiвний математичному сподiванню добутку цих векторiв; 
 — норми вектора — 
ξ ξ ξ ξ= =( , ) ( ) ;
1
2 2
1
2M  
 
 — метрики (вiддалі мiж двома векторами) — 
 
d M (( , ) ( ) )ξ η ξ η ξ η= − = − 2
1
2
. 
 
 Множина випадкових величин, означених на (Ω, F, P), для якої 
описаним вище способом введенi поняття скалярного добутку, норми, 
метрики, називається багатовимiрним евклiдовим простором 
випадкових величин. Нехай в n–вимiрному евклiдовому просторi 
випадкових величин задано випадковий вектор 
 
ξ(ω) = (ξ(ω1), ξ(ω2), ...,  ξ(ωn)) 
 
і пряму l0  (мал. 2.4) l0 = {ξ : ξ(ω1) =  ξ(ω2) =  ... = ξ(ωn)}. 
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0 Mξ C l0 
ξ - Mξ 
ξ 
 
 
Мал.2.4. 
 
На прямій l0  розглянемо деякий вектор mξ , mξ ∈ l0 , такий, що для 
довільної точки С, С∈ l0 , 
 
d m d OC
C l
( , ) ( , ) .minξ ξξ =
∈ 0
 
 
Так як 
 
M OC M M M OC D( ) ( ) ( ) ,ξ ξ ξ ξ ξ− = − + − ≥2 2 2  
 
то значення віддалі d(ξ , OC) буде мiнiмальним при mξ — OC = 0, i тодi 
m =
 
Mξ. Вiддаль при цьому: 
 
d m D( , ) .ξ ξ =  
 
 Отже, мiнiмальною вiдстанню мiж випадковим вектором ξ i 
прямою l0 буде вiдстань мiж ξ  i його математичним сподiванням Mξ на 
цiй прямiй, тобто 
 
d M M M D( , ) ( ) .ξ ξ ξ ξ ξ= − =2  
 
Скалярний добуток: 
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( , ) {( ) } ( )ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ− = − = − = − =M M M M M M M M M M2 2 2 0  
 
отже, ( , ) , ( )ξ ξ ξ ξ− = − ⊥M l M l0 00  i . 
 
 
2.8. Кореляція. Геометрична iнтерпретацiя кореляцiї 
 
 Розглянемо два випадкових вектори ξ  i η в евклiдовому просторi 
випадкових величин. Представимо їх у вигляді: 
 
ξ = ξ1 + Mξ , 
η = η1 + Mη. 
Тодi, 
ξ1 = ξ - Mξ , 
η1 = η - Mη. 
 
Знайдемо косинус кута мiж векторами ξ1  i η1: 
 
cos
( , ) ( ) ( )
( ) ( )
( ) ( )
.
ϕ ξ ηξ η
η ξ
ξ η
ξ ξ η η
ξ ξ η η
ξ ξ η η
ξ η
ξ η1 1
1 1
1 1
1 1
1
2
1
2 2 2
= = =
− −
− −
=
=
− −
M
M M
M M M
M M M
M M M
D D
 
 
 Цей вираз позначають через ρ(ξ ,η) i називають коефiцiєнтом 
кореляцiї. 
 Отже, геометричний змiст коефiцiєнту кореляцiї в тому, що це 
косинус кута мiж векторами, якими представленi випадковi величини. 
 Вираз у чисельнику називають коварiацiєю i позначають — 
  
cov(ξ ,η) =M(ξ  – Mη)(η – Mη). 
 
Тодi коефiцiєнт кореляцiї — 
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ρ ξ η ξ ηξ η( , )
cov( , )
.=
D D
 
 
 Для довiльних випадкових векторiв ξ  i η — 
 
ρ ξ η( , ) ≤ 1 , 
 
так як, згiдно нерiвностi Кошi–Буняковського, 
 
(Mξ1η1)2  ≤  Mξ 12η 12 . 
 
 Якщо випадковi величини, представленi векторами ξ і η, 
незалежнi, то cov(ξ ,η) = 0, звідси випливає, що ρ(ξ ,η) = 0 i вектори ξ  і 
η  — ортогональнi, а вiдповiднi їм випадковi величини — 
некорельованi. Очевидно, випадковi величини будуть максимально 
корельованими при ρ ξ η( , ) = 1. Причому, при ρ = 1 матиме мiсце 
коварiантний зв'язок, а при ρ = -1 — контрварiантний. 
 
2.9. Рiвняння регресiї множини випадкових величин 
  
 Розглянемо два залежних випадкових вектори ξ і η, причому ξ ∈ γ 
(мал.2.5). 
 
 
0 l 
ξ ηˆ  
γ ηη ˆ−  
η 
 
Мал. 2.5. 
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 Через $η  позначимо проекцію вектора η на площину γ, $η∈ γ. Вектор (η 
- 
$η)⊥ γ, отже (η - $η)⊥ ξ, тоді скалярний добуток (η - $η , ξ)=0, тобто 
 
    M{(η - $η),ξ} = 0   (2.9.1) 
 
Так як $η∈ γ  і ξ ∈ γ, то можна записати 
 
    
$η= αξ+β,      (2.9.2) 
 
де α  i β — деякi числа. Рiвняння (2.9.2) називають рiвнянням регресiї 
випадкової величини η на випадкову величину ξ. Знайдемо 
коефiцiєнти α i β. Пiдставимо (2.9.2) в (2.9.1): 
 
M{(η - $η)ξ} = M{(η - αξ - β)ξ} = M{ηξ - αξ 2 - βξ} =  
= Mηξ - αMξ 2 -  βMξ = 0, 
 
звiдки 
  
      Mηξ = αMξ 2 + βMξ     (2.9.3) 
 
Коефіцієнт кореляції для випадкових величин ξ  і η, 
 
ρ ξ η ξ η η η ξ ξ
σ σ
ηξ ξ η η ξ η ξ
σ σ
ηξ η ξ
σ σ
ξ η η ξ
η ξ η ξ
( , ) cov( , ) {( ) ( ) }
{ )
,
= =
− −
=
=
− − +
=
−
D D
M M M
M M M M M M M M
 
 
звідки 
 
    ρσησξ  +  ΜηΜξ  =  Μηξ ,   (2.9.4) 
 
де σ η σ ηη ξ= =D D, .   
Користуючись (2.9.4), можна знайти, що 
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     Mξ 2 = σξσξ  + ΜξΜξ = σξ2 + Μ 2ξ.    (2.9.5) 
 
Пiдставимо (2.9.5) в (2.9.3) і одержимо — 
 
α(σξ2 + Μ 2ξ) + βΜξ = Μηξ 
 
або, по-іншому — 
 
   ασξ2 + (αΜξ + β)Μξ = Μηξ.  (2.9.6) 
 
Рiвняння (2.9.6) i (2.9.4) об'єднаємо в систему  
 
   
( ) ( ) ;
( ) .
ασ σ α ξ β ξ ηξ
ρσ σ η ξ ξη
ξ ξ
η ξ
+ + =
+ =




M M M
M M M
   (2.9.7) 
 
Очевидно, що ασξ =ρση , αΜξ + β = Μη, 
звiдки  
    α ρ σ
σ
β η α ξ η ρ σ
σ
ξ
ξ ξ
= = − = −
n nM M M M, .    (2.9.8) 
 
Пiдставляючи (2.9.8) в (2.9.2), одержуємо —  
  
$ ( )η αξ β ρ σ
σ
ξ η ρ σ
σ
ξ η ρ σ
σ
ξ ξη
ξ
η
ξ
η
ξ
= + = + − = −+M M M M . 
Отже, рiвняння регресiї η на ξ — 
 
$ ( ) .η η ρ σ
σ
ξ ξ
ξ
= + −M Mn  (2.9.9) 
 За аналогiєю можна записати рiвняння регресiї ξ на η: 
$ ( ) .ξ ξ ρ σ
σ
η η
ξ
= + −M Mn  (2.9.10) 
 
 Знайдемо тепер, за яких умов вiдстань мiж векторами η і $η  буде 
мiнiмальною, тобто d(η, $η) = min. Використаємо рiвняння (2.9.9): 
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( )
d M M M M
M M M M M
D D D
D D D D D D
n
n
n n
2 2
2
2 2
2
2
2
2
2
2
2 2
2 2 2 2
2
2 2
2 1
( , $) ( $) ( ) ( )
( ) ( ) ( ) ( )
cov( , )
.
η η η η η η ρ σ
σ
ξ ξ
η η ρ σ
σ
ξ ξ η η ρ σ
σ
ξ ξ
η ρ σ
σ
ξ η ρ σ
σ
ξ η ρ σ
σ
ρσ σ ρ σ
η ρ η ρ η η ρ η η ρ
ξ
ξ
η
ξ
ξ
η
ξ ξ
ξ η η
= − = − − −








=
= − − − − + −










=
= − + = − + =
= − + = − = −
 
 
 Як бачимо, Dη(1–ρ 2) = min = 0, коли |ρ| = 1. В цьому випадку 
M(η - $η)= 0, η = $η  i рiвняння регресiї (2.9.9) набуде 
вигляду:
η η
σ
ρ ξ ξ
ση ξ
−
=
−M M
. 
 І на завершення розглянемо дисперсiю суми випадкових величин. 
У випадку двох випадкових величин: 
 
D(ξ + η) = M{ξ + η – M(ξ + η)}2 = M{(ξ – Mξ) + (η – Mη)}2  =  
  
= M{(ξ – Mξ)2 + 2(ξ – Mξ)(η – Mη) + (η – Mη)2} =  
 
= M(ξ–Mξ)2+2M(ξ–Mξ)(η–Mη)+M(η–Mη)2= Dξ+2cov(ξ ,η)+Dη,  
 
D(ξ + η) = Dξ + Dη + 2cov(ξ ,η). 
 
Для системи випадкових величин ξ1 ,...,ξ n   
D Dn k l
k l nk n
k( ) cov( , ) .ξ ξ ξ ξξ1
11
2+ + = +
≤ < ≤≤ ≤
∑∑K  
 
2.10. Пняття про збiжнiсть послідовностей випадкових величин 
 
 Нехай задано послiдовнiсть випадкових величин ξ1 ,ξ2 , ...,ξn,....  
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Для такої послiдовностi граничний перехiд ξ → ξn при n → ∞ можна 
розумiти по рiзному, на вiдмiну вiд граничного переходу для 
послiдовностi детермiнованих величин, який завжди має один i той 
самий змiст. Це пояснюється тим, що випадковi послiдовностi 
задаються вiдповiдними густинами iмовiрностi. 
 Отже, для випадкових величин iснують рiзнi поняття збiжностi. 
Розглянемо основнi з них: 
 1) збiжнiсть майже напевно: 
 
ξ ξn →
м .н .
, 
 
якщо 
 
P
n
nlim
→ ∞
=






=ξ ξ 1 , 
 
 або якщо для будь–якого як завгодно малого ε > 0 
 
lim : sup ,
n m n
mP
→∞ ≥
− >






=ω ξ ξ ε 0  
 
де sup — найменша верхня грань множини; 
 2) збiжнiсть за iмовiрністю: 
 
ξ ξn →
р.
, 
 
якщо для будь–якого як завгодно малого ε > 0 
 
{ }lim ;
n
nP
→∞
− > =ξ ξ ε 0  
 3) збiжнiсть за розподiлом: 
 —нехай F x
nξ ( )    i F xξ( )  — функцiї розподiлу випадкових 
величин ξn i ξ  вiдповiдно, тодi: 
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ξ ξn →
F.
, 
 
якщо 
 
lim ( ) ( ) .
n
F x F x
n→∞
=ξ ξ  
 
Таку збiжнiсть ще позначають F F
nξ ξ→  . 
 Теорема: Якщо ξ ξn →
р.
, тоF x
nξ ( )   → F xξ( ) , тобто якщо 
послiдовнiсть випадкових величин ξn збiгається до ξ за iмовiрністю, то 
вона збiгається до ξ  i за розподiлом. 
 4) збiжнiсть в середньому порядку r 
 
ξ ξn →
r.
, 
якщо { }lim .
n
n
rM
→∞
− =ξ ξ 0  
 
При значеннi r = 1 маємо просто збiжнiсть в середньому, а при r = 2 — 
збiжнiсть в середньоквадратичному. Якщо ξ ξn →
r=2
, то i ξ ξn →
r=1
. 
 Для випадку збiжностi в середньому порядку r справедлива 
нерiвнiсть Чебишева 
 
 { }P Mn n
r
r
ξ ξ ε ξ ξ
ξ
− > ≥
−
 
для як завгодно малого ε > 0. 
 Iз всiх розглянутих понять збiжностi найчастiше використовується 
поняття збiжностi в середньоквадратичному. Ієрархiю рiзних видiв 
збiжностi, яка показано на мал. 2.6. 
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ξ ξn →
м .н .
 
ξ ξn →
p.
 
F F
nξ ξ→  
ξ ξn →
r.
 
 
Мал. 2.6.  
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Підсумок 
 
 Як тільки за елементарну подію обирається числове значення 
фізичної величини, то спостереження за нею, наприклад, в певний час, 
дає цілу множину її значень а, отже, і відповідних їм імовірностей. 
Тому розглядають функцію розподілу імовірностей значень по 
значеннях величини. Виникає цілий ряд нових понять, пов’язаних з 
описом таких функцій: математичне сподівання, дисперсія, кореляції 
(моменти функції розподілу). 
 Важливим для практики є ще два поняття — збіжності 
послідовності випадкових величин та якість оцінок моментів за даними 
експерименту. 
 Добру наочну інтерпретацію дає “геометризація” понять. Зокрема, 
приклад цьому — евклідовий простір випадкових величин та рівняння 
регресії. І помітнішає громіздкість розгляду сім’ї випадкових величин 
в термінах функцій розподілу. 
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Розділ 3 
 
ВИПАДКОВI ПРОЦЕСИ 
 
3.1. Моделі випадкового процесу 
 
 На практицi доводиться часто зустрiчатися з параметризованими 
випадковими величинами, тобто такими, що зв’язані з часом чи 
просторовими координатами. Прикладами можуть бути власні шуми 
радiоприймача, зміни тиску, температури, вологостi, швидкостi вiтру 
та iнше. В усiх подiбних випадках говорять про параметризований ряд 
значень випадкової величини, або випадковий (стохастичний, 
iмовiрнiсний) процес, коли параметром є час, чи поле, коли 
параметрами є просторові координати. 
 Випадковим процесом називають сім’ю випадкових величин 
ξ(t)=ξ(ω, t), ω ∈ ∈Ω,t R , заданих на iмовiрнiсному просторi (Ω,F,P). 
Параметр t iнтерпретують як час. Дiйсну функцiю t при фiксованому 
ω
 
називають реалiзацiєю випадкового процесу (застосовують також 
термiни "траєкторiя” випадкового процесу i "вибiркова функцiя"). 
Якщо ж зафiксувати t, то матимемо звичайну випадкову величину. 
  Можливi два пiдходи до вивчення випадкових процесiв: 
 1) розглядають лише одну “довгу” реалізацію випадкового 
процесу, тобто ξ(t)=ξ(ω0, t) (мал.3.1.,а); 
 2) розглядають велику кількість “коротких” (t0, t1) реалізацій 
випадкового процесу (так званий ансамбль реалiзацiй), 
тобто ξ(t)= ξ(ω,€t) (мал.3.1.,б). 
 
ξ( t)
ω0
ω1
ω2
ωn
:
tt0
ξ( t)
t
а) б)
t1
 
Мал. 3.1. 
 55
Якщо результати цих розглядів “однакові”, то такий процес називають 
ергодичним. 
 Так як випадковий процес ξ(t) при фiксованих значеннях t є 
випадковою величиною, то для його опису застосовують тi ж 
iмовiрнiснi характеристики, що i для випадкових величин, а саме: 
функцiї розподiлу iмовiрностей, густини iмовiрностей, 
характеристичнi функцiї, моменти. 
 1. Функцiї розподiлу i густини iмовiрностi. Для ансамблю 
реалiзацiй випадкового процесу одновимiрна функцiя розподiлу 
iмовiрностi — 
 
F1(x1,t1)=P{ξ(t1)<x1}, 
 
і одновимірна густина імовірності — 
 
( ) ( )p x t
x
F x t1 1 1
1
1 1 1, , .=
∂
∂
 
 
Слово "одновимiрна" пiдкреслює той факт, що розглядаються значення 
випадкового процесу в один фiксований момент часу t1. Тому 
одновимiрна функцiя розподiлу i густина iмовiрностi не є повними 
характеристиками випадкового процесу, вони нiби описують процес 
"статично", в даний момент часу. 
 Бiльш повними характеристиками випадкового процесу є 
двовимiрна функцiя розподiлу: 
 
F2(x1, x2; t1, t2)= P{ξ(t1)< x1, ξ(t2)< x2} 
 
і двовимірна густина імовірності: 
 
p2(x1, x2; t1, t2)= ∂∂ ∂
2
1 2x x
 F2(x1, x2; t1, t2). 
 
 У загальному випадку двовимiрна функцiя розподiлу i густина 
iмовiрностi також не дають вичерпного опису випадкового процесу. 
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Для бiльш повного i детального опису необхідно розглядати 
багатовимiрну функцiю розподiлу: 
 
 Fn(x1, ..., xn; t1, ..., tn)= P{ξ(t1)< x1, ..., ξ(tn) < xn}  
 
 i, вiдповiдно, багатовимiрну густину iмовiрностi: 
 
pn(x1, ..., xn; t1, ..., tn)= ∂∂ ∂
n
nx x1 ...
F(x1, ..., xn; t1, ..., tn). 
 
 Отже, випадковий процес у загальному випадку описується за 
допомогою n-вимiрної, або нескінченно вимірної функцій розподiлу 
(густини розподiлу). 
 Для сумiсного опису двох чи декiлькох випадкових процесiв 
використовують сумiснi функцiї розподiлу i густини розподілу 
імовірності. Так, для двох процесiв ξ(t) i η(t)  
 
Fn+m(x1, ..., xn, y1, ..., ym; t1, ..., tn, t’1, ..., t’m) = 
 
= P(ξ(t1) < x1,..., ξ(tn) < xn, η(t’1) < y1, ..., η(t’m) < ym); 
 
pn+m(x1, ...,xn, y1, ...,ym; t1, ..., tn, t’1, ..., t’m) =  
 
= 
∂
∂ ∂ ∂ ∂
n m
n mx x y y
+
1 1... ...
Fm+n(x1, ..., xn, y1, ..., ym; t1, ..., tn, t’1, ..., t’m). 
 
Якщо виконується умова: 
 
 pn+m(x1, ..., xn, y1, ..., ym; t1, ..., tn, t’1, ..., t’m) = 
 
=  pn(x1, ..., xn; t1, ..., tn)pm(y1, ..., ym; t’1, ..., t’m), 
 
 то випадковi процеси ξ(t) i η(t) називаються незалежними. 
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 2. Характеристична функцiя. Поряд з функцiями розподiлу i 
густиною iмовiрностi, для опису випадкового процесу ξ(tі)  
використовують характеристичну функцiю: 
 
 ϕn(z1,...,zn;t1,...,tn)=M{exp(iz1ξ1+...+izn ξn)}= 
 = ...
−∞
∞
−∞
∞
∫∫ exp[i(z1x1+...+znxn)]pn(x1,...,xn ;t1,...,tn)dx1...dxn, 
тут  ξ і = ξ(t і).  
 
 3. Моментнi функцiї. Для опису випадкових процесiв 
використовуються моментні функцiї. Розрiзняють: 
 
 1) початковi моментнi функцiї рiзних порядкiв: 
  
 — k1-го порядку: 
 
( ) ( )m t x p x t dxk kξ11 1 1= ∫ ;  ; 
 
 — (k1+k2)-го порядку: 
 
( ) ( )m t t x x p x x t t dx dxk k k kξ ,ξ1 21 2 1 21 2 1 2 2 1 2 1 2 1 2, , , ; ,= ∫∫  ; 
 
 — (k1+ ...+ kn)-го порядку: 
 
( )m t tk k nnξ ,...,ξ1 n1 1
,...,
, ,K =  
 
( )= ∫∫ ... ... ,...., ; ,..., ...x x p x x t t dx dxk nk n n n nn1 1 1 11 ; 
 
 2) центральнi моментнi функцiї рiзних порядкiв: 
 — k1-го порядку: 
 
( ) ( )[ ] ( )µξ ξ1 1k kt x m t p x t dx1 1 1= −∫ ; ; 
 
 — (k1+k2)-го порядку: 
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( )µξ ,ξκ1 21 , ,k t t2 1 2 = 
 
( )[ ] ( )[ ] ( )= − −∫∫ ... , ; ,x m t x m t p x x t t dx dxk k1 1 2 2 2 1 2 1 2 1 21 1 2 2ξ ξ  ; 
 
 — (k1+ ...+ kn)-го порядку: 
 
( )µξ ,...,ξκ11 nk nt t,..., ,...,2 1 = 
 
( )[ ] ( )[ ] ( )= − −∫∫ ... ... ,..., ; ,..., ...x m t x m t p x x t t dx dxk n n k n n n nn1 1 1 1 11 1 2ξ ξ  . 
 
 На практицi використовують також змішані моменти: 
 
 1) коварiацiйну функцiю — початковий момент 2-го порядку  
 
( ) ( ) ( )K t t m t t x x p x x t t dx dxξ ξ1 2 1 1 1 2 1 2 2 1 2 1 2 1 2, , , ; , ;,= =
−∞
∞
−∞
∞
∫∫  
 
K ξ(t1,t2)=Mξ(t1)ξ(t2) ; 
 
 2) кореляцiйну функцiю — центральний момент 2-го порядку  
 
( ) ( )R t t m t tξ ξ1 2 1 1 1 2, ,,= =  
( )[ ] ( )[ ] ( )= − −
−∞
∞
−∞
∞
∫∫ x m t x m t p x x t t dx dx1 1 2 2 2 1 2 1 2 1 2ξ ξ , ; ,  ; 
 
( ) ( ) ( )[ ] ( ) ( )[ ]R t t M t m t t m tx 1 2 1 1 2 2, = − −ξ ξξ ξ  . 
 
Зауважимо, що мiж моментними функцiями випадкових величин 
(випадкових процесів) i моментами для сімей випадкових величин 
iснує термінологічна невiдповiднiсть: коварiацiйна функцiя процесу за 
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своїм виглядом вiдповiдає кореляцiї (коварiацiйному моменту), а 
кореляцiйна функцiя — коварiацiї (кореляцiйному моменту) 
випадкових величин. 
 Мiж коварiацiйною i кореляцiйною функцiями випадкового 
процесу iснує зв'язок: 
 
 Kξ(t1,t2)=Rξ(t1,t2)+mξ(t1)mξ(t2). 
 
 Роздiл теорiї, який вивчає випадкові процеси для означення яких 
достатньо тільки властивостей, якi визначаються лише цими 
характеристиками, називається кореляцiйною теорiєю. 
 
  3.2. Неперервнiсть та диференцiйовність випадкових 
процесiв 
 
 Як уже згадувалось, випадковий процес ξ(t) — це сiм’я 
випадкових величин, що залежать вiд параметру t (t ∈ [a,b], t ∈ (a,b) 
або t ∈ (–∞,∞)), який iнтерпретується як час. Розглянемо випадковi 
процеси, якi приймають, взагалi кажучи, комплекснi значення i для 
яких Μξ(t)2 < ∞. Значення процесу в момент часу t будемо 
iнтерпретувати як елемент простору L2 = L2(Ω,F,P). Тодi процес ξ(t) 
можна розглядати як деяку криву в просторi L2. 
 Нехай задано сiм’ї випадкових величин {ξλ,λ∈Λ}, де ξλ∈L2, а 
ξλ∈ξλ(t). 
 Означення 1: Функцiя 
 
 K(λ,λ′)= ( )M ξ ξ ξλ λ λ′ ′= ,ξλ  
 
називається коварiацiйною функцiєю сiмей (ξλ). 
 Властивостi: 
 
 1) K(λ,λ′ )=Μξλ2 ≥ 0; 
 
 2) K(λ,λ′)=K( )′λ λ, ; 
 3) |K(λ,λ′)|2 ≤. Κ(λ,λ)Κ(λ′,λ′) — нерiвнiсть Кошi-Буняковського; 
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 4) ( )c c kk r
k r
n
k r
,
,
=
∑ ≥
1
0λ λ   де ck, cr — комплекснi коефiцiєнти. 
 
 Означення 2: Функцiя 
 
R(λ,λ′)=M(ξλ –m(λ)) ( )( )ξ λλ′ − ′m  , 
 
де m(λ)=Mξλ, m(λ′)=Mξλ′, називається кореляцiйною функцiєю сiмей 
(ξλ) випадкових величин. 
 Наведемо означення i умови неперервностi та диференцiйовностi 
випадкового процесу. 
 Нехай на множинi Λ означено додатню функцiю g(λ), g(λ)> 0, 
таку, що її найбiльша нижня границя рівна нулеві:  
 
inf(g(λ),λ∈Λ) = 0.  
 
 Означення 3: Границею в середньоквадратичному сiмей 
випадкових величин {ξλ,λ∈Λ}, ξλ∈L2 при g(λ) → 0 називають 
випадкову функцію η, η∈L2, таку, що для будь–якого ε > 0 знайдеться 
таке δ = δ(ε) > 0, що Mη − ξλ2 < ε для всiх λ, для яких g(λ) < δ. 
 Якщо η€− середньоквадратична границя сiмей (ξλ), то пишуть 
ξ ηλ L2 →  при g(λ) → 0, або 
 
( )η ξλ λ= →limg 0  . 
 
 Теорема 1: Для iснування середньоквадратичної границi η сiм’ї 
(ξλ) необхiдно i достатньо, щоб iснувала границя: 
 
( ) ( ) ( )lim ,g g K Kλ λ λ λ+ ′ → ′ =0 0 . 
 
Якщо ця границя iснує, то K0 =Μη2. 
 Означення 4: Випадковий процес {ξ(t), t∈(а,b)}, ξ(t)∈ L2 
називається: 
 а) неперервним в середньоквадратичному в точці t, якщо: 
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( ) ( )l i m t t
t t
. . .
′− →
′ =
0
ξ ξ  ; 
 
 б) диференцiйовним в середньоквадратичному, якщо iснує 
границя: 
 
( ) ( ) ( )l i m t h t
h
t
h
. . .
→
+ −
= ′
0
ξ ξ ξ  . 
 
 Випадкову величину ξ′(t), якщо вона iснує, називають 
середньоквадратичною похiдною процесу ξ(t) в точцi t. Якщо процес 
неперервний в середньоквадратичному в кожнiй точцi iнтервалу (а,b), 
то його називають неперервним в середньоквадратичному на (а,b). 
Аналогiчно, якщо процес диференцiйовний в середньоквадратичному в 
кожнiй точцi iнтервалу (а,b), то вiн диференцiйовний в 
середньоквадратичному на (а,b). 
  Теорема 2: 
 а) Для неперервностi в середньоквадратичному процесу ξ(t) в 
точцi t необхiдно i достатньо, щоб: 
 
 K t t K t t K t t K t t( , ) ( , ) ( , ) ( , )′ ′ − ′ − ′ + → 0  
 
при t′→t. 
 б) Для диференцiйовностi в середньоквадратичному процесу ξ(t) 
в точцi t необхiдно i достатньо, щоб iснувала границя — 
 
ts
tttt st
stK
tttt
ttKttKttKttK
mil
=
→′′→′
=
−
′′
−
′
+′′−′−′′′ 
∂∂
∂ ),(ˆ
))((
),(),(),(),(
...
2
,
. 
 
 У загальному випадку така границя, якщо вона iснує, називається 
узагальненою похiдною  
( )∂
∂ ∂
2
∧
=
K t s
t s
s t
,
. 
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3.3. Iнтегрування випадкових процесiв 
 
 Розглянемо випадковий процес ξ(t), ξ(t)∈L2, на деякому вiдрiзку 
[а,b]. Для цього розiб'ємо вiдрiзок [а,b] на меншi вiдрiзки за 
допомогою точок: t1,...,tn, a = t0 < t1 < ... < tn = b, ∆tk = tk+1 – tk. 
Позначимо λ = max∆tk. 
 Означення 1: Iнтегралом  
 
( )ξ t dt
a
b
∫
 
 
вiд випадкового процесу ξ(t), t∈[а,b], ξ(t)∈L2, називають границю 
iнтегральних сум l i m S. . .
λ λ→0
, де: 
  
( ) k
k
k ttS ∆= ∑ξλ  . 
 
 Для iснування iнтегралу достатньо, щоб коварiацiйна функцiя 
K(t,s) була iнтегровна за Рiманом на квадратi t ≥ а, s ≤ b. При цьому: 
 
( ) ( )∫ ∫∫ =
b
a
b
a
b
a
dtdsstKdttM ,
2
ξ  . 
 
 Якщо випадковий процес ξ(t) заданий на нескiнченному вiдрiзку 
[а, ∞), то вводять поняття невласного iнтегралу — 
( ) ( )∫ ∫
∞
∞→
=
a
b
a
b
dttdtt ξξ lim . 
 Для його iснування достатньо, щоб функцiя K(t,s) була iнтегровна 
за Рiманом на довiльному квадратi [а,b]x[а,b], b > а i iснував 
невласний iнтеграл: 
 
( )∫ ∫
∞∞
a a
dtdsstK ,  . 
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 Аналогiчно можна ввести поняття iнтегралу вiд –∞ до +∞. 
Дають означення iнтегралу вигляду: 
 
( ) ( )∫=
b
a
tdtfI ξ  , 
 
де ξ(t) — випадковий процес, причому дане означення повинно бути 
аналогiчним означенню звичайного iнтегралу Стiльт’єса. В такому 
випадку на процес ξ(t) накладають певнi умови — зокрема, вiн повинен 
бути процесом з ортогональними приростами. 
 Випадковий процес ξ(t), t∈(а,b), називають процесом з 
ортогональними приростами, якщо ξ(t)∈L2 i для довiльних t1, t2, t3,  t4 
(а < t1 < t2 < t3 < t4 < b) 
 
( ) ( )[ ] ( ) ( )[ ] 01234 =−− ttttM ξξξξ  . 
 
 У випадку, коли f(t) — невипадкова функцiя, а ξ(t) — випадковий 
процес з ортогональними приростами, випадкову величину I(t) 
називають стохастичним iнтегралом 
 
( ) ( ) ( )∫
∞−
=
t
tdtftI ξ  . 
 
 
 
 
 3.4. Стацiонарний випадковий процес. Спектральна густина 
потужності стацiонарного процесу 
 
 Важливий вид випадкових процесiв складають стацiонарнi 
процеси. Так називають процеси, iмовiрнiснi характеристики яких не 
змiнюються з часом. Розрiзняють стацiонарнiсть у вузькому i 
широкому сенсi. 
 Означення 1: Випадковий процес ξ(t), t∈(–∞, ∞), називається 
стацiонарним у вузькому сенсi, якщо всi багатовимiрнi функцiї 
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розподiлу не залежать вiд часу, тобто при довiльних n i t0 справедлива 
рівність: 
 
 Fn(x1,...,xn;t1+t0,...,tn+t0)=Fn(x1,...,xn;t1,...,tn). 
 
  Стацiонарний у вузькому сенсi випадковий процес називають ще 
сильно стаціонарним або стацiонарним процесом першого порядку. 
 Означення 2: Випадковий процес ξ(t), t∈(–∞, ∞), називається 
стацiонарним у широкому сенсi, якщо при ∞<2)(tM ξ  його 
математичне сподiвання не залежить вiд часу (є постiйною 
величиною), а кореляцiйна функцiя залежить тiльки вiд рiзницi 
аргументiв (t2 - t1), тобто: 
 
).())()()((),(
,const)(
122121 ttRmtmtMttR
mtM
−=−−=
==
ξξ
ξ
 
 
Стацiонарний у широкому сенсi випадковий процес називають ще 
слабо стаціонарним, або стацiонарним процесом другого порядку.
 Випадковий процес, стацiонарний у вузькому сенсi, завжди 
стацiонарний i в широкому сенсi. Обернене твердження в загальному 
випадку невірне. 
 
 Якщо випадковий процес ξ(t) розглядати як вектор, то iз 
означення слабкої стацiонарностi випливає, що: 
 
1) норма вектора ξ(t) не залежить вiд часу: 
 
;)0()())(),(()( 2 KtMttt === ξξξξ  
 
 2) кут ϕ мiж векторами ξ(t1) i ξ(t2), t2 =t1 +τ, є неперервною 
функцiєю вiд τ, τ = t2 -t1, 
 
,)0(
)(
)()(
))(),((
cos
11
11
K
K
tt
tt τ
τξξ
τξξϕ =
+
+
=  
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де )()(),()( 1111 τξξττ +=+= ttMttKK  — коварiацiйна функцiя. 
 Розглянемо процес вигляду: 
 
.)(
1
∑
=
=
n
k
tiu
k ket γξ    (3.4.1) 
 
Вiн є сумою простих гармонiчних коливань  
 
.)( )( tuiktiuiktiukk kkeakekeaket +=== ϕϕγξ  
 
Тут ak  — амплiтуда, γ ϕk k ia e k=  — комплексна амплiтуда, ϕk — 
початкова фаза, uk — частота гармонiчного коливання ξk(t). Сукупнiсть 
амплітуд на частотах uk , k=1, ..., n, якi розглядають як множину точок 
на прямiй (–∞, ∞), називають спектром процесу ξ(t). Будемо вважати 
комплекснi амплiтуди γk випадковими величинами. Тодi ξ(t) — 
випадковий комплекснозначний процес, t∈(–∞, ∞). 
 Припустимо, що комплекснi амплiтуди γk мають нульовi середнi 
значення i мiж собою не корельованi, тобто  
 
,0;0 == rkk MM γγγ  коли k ≠  r; 
(3.4.2) 
,
22
kkrk CMM == γγγ  коли k = r. 
 
Тодi: 
 
.
2121
21)()(
)()())()())(()((),(
;0)()(
1
)(2
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Таким чином, кореляцiйна функцiя процесу ξ(t) залежить тiльки вiд 
рiзницi t1 - t2 , R(t1 ,t2 ) = R(t1 - t2 ) = R(τ), i задається формулою: 
 
.)(
1
2∑
=
=
n
k
tiu
k keCtR     (3.4.3) 
Отже, якщо виконанi умови (3.4.2), то випадковий процес ξ(t) є 
стацiонарним у широкому сенсi. Формулу (3.4.3) називають 
спектральним зображенням (представленням) кореляцiйної функцiї. 
 Функцiю  
 
,)( 2∑
<
=
uu
k
k
CuF  
 
називають спектральною функцiєю процесу (3.4.1). Вона є сумою 
величин Ck2 гармонiчних складових процесу ξ(t), частоти яких меншi 
заданого значення u. За допомогою спектральної функцiї кореляцiйну 
функцiю процесу ξ(t) можна записати у виглядi: 
 
.)()( ∫
∞
∞−
= udFetR iut    (3.4.4) 
 
Виявляється, що формула (3.4.4) може бути поширена на випадкові 
процеси й іншого вигляду. 
 Теорема 1 (Хiнчина): Для того, щоб функцiя R(t) була 
кореляцiйною функцiєю неперервного в середньоквадратичному слабо 
стаціонарного процесу, необхiдно i достатньо, щоб вона допускала 
зображення (3.4.4). 
 Означення 3: Функцiю F(u), яка мiститься у формулi (3.4.4), 
називають спектральною функцiєю слабо стаціонарного процесу. 
Якщо F(u) абсолютно неперервна, тобто: 
 
∫
∞−
=
u
dvvfuF )()( , 
 
то функцiю f(u) називають спектральною густиною процесу. 
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 Якщо кореляцiйна функцiя R(t) абсолютно iнтегровна на 
iнтервалi (-∞, ∞)  
 
,)(∫
∞
∞−
∞<dttR  
то можна записати, що: 
∫
∞
∞−
= ,)()( dttReuf iut  
 
тобто, спектральна густина рiвна перетворенню Фур'є вiд кореляцiйної 
функцiї. 
 
3.5. Приклади стацiонарних випадкових процесiв 
 
 Розглянемо деякi приклади випадкових процесiв i покажемо, що 
вони стацiонарнi. 
 1. Гармонiчне коливання з випадковими параметрами. Нехай 
заданий випадковий процес: 
 
ξ(t)=А(t)cos(ωt+ϕ),   
де ϕ — випадкова початкова фаза рiвномiрно розподiлена на iнтервалi 
(-pi, pi), А(t) — випадкова амплiтуда, яка не залежить вiд ϕ  i є 
стацiонарним у широкому сенсi випадковим процесом, тобто 
 
).()(),(
;const )(
1221 τAAA
A
RttRttR
mtMA
=−=
==
 (3.5.1, 3.5.2) 
 
 Знайдемо математичне сподiвання i кореляцiйну функцiю для ξ(t). 
Так як випадковий процес А(t) та ϕ  незалежнi, то  
 
Mξ(t)=MA(t)M{cos(ωt+ϕ)}=MA(t)M{cosωtcosϕ - sinωtsinϕ } = 
 
 =MA(t)[M{cosϕ}cosωt-M{sinϕ}sinωt]. 
 
Тут 
 
 68
,0cos
2
1
sin
2
1}{sin ===
−
−
∫
pi
pi
pi
pi
ϕ
pi
ϕϕ
pi
ϕ dM  
;0sin
2
1
cos
2
1}{cos ===
−
−
∫
pi
pi
pi
pi
ϕ
pi
ϕϕ
pi
ϕ dM  
тому  
 Mξ(t) = 0 = const = mξ .    (3.5.3) 
 
 Кореляцiйна функцiя  
 
Rξ(t1 ,t2 )=M(ξ(t1 )-mξ )( ξ (t2 )-mξ )=Mξ (t1 ) ξ(t2 )=  
=M{A(t1)A(t2 )cos(ωt1 +ϕ)cos(ωt2 +ϕ)}= 
 =MA(t1 )A(t2 )M{cos(ωt1 +ϕ)cos(ωt2 +ϕ)}=  
=MA(t1 )A(t2 )M{ 12  [сos( ω(t1 -t2 )+cos(ωt1 +ωt2 +2ϕ)]}= 
 = 
1
2
MA(t1 )A(t2 ) [cos(ω(t1 -t2 )+M{cos(ωt1 +ωt2 +2ϕ)}].  
 
 У даному виразi MA(t1 )A(t2 )=KA (t1 ,t2 ) — коварiацiйна функцiя 
процесу A(t). З (3.5.1) i (3.5.2) випливає, що: 
 
).()()()(),(),( 2212121 ττ AAAAAAA KmRtmtmttRttK =+=+=  
 
Математичне сподiвання  
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Тому — 
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 (3.5.4) 
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 Вирази (3.5.3) i (3.5.4) свiдчать про те, що ξ(t) — стацiонарний в 
широкому сенсi випадковий процес. Отже, при заданих умовах, 
гармонiчне коливання iз випадковими параметрами є стацiонарним в 
широкому сенсi випадковим процесом. 
 2. Гармонiчне коливання з випадковими параметрами в 
загальному випадку. Запишемо гармонiчне коливання в загальному 
виглядi: 
 
.)()( )( ϕωξ += tietAt    (3.5.5) 
 
Тут випадковi величини A(t) i ϕ відповідають тим самим параметрам, 
що i в попередньому прикладi. 
 Математичне сподiвання випадкового процесу ξ(t): 
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Mξ(t) = 0 = const = mξ . 
 
Кореляцiйна функцiя у нашому випадку:  
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Отже, гармонiчне коливання, задане виразом (3.5.5), також є 
стацiонарним в широкому сенсi випадковим процесом. 
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3. Суперпозиція випадкових гармонiчних коливань. 
Гармонiчне коливання, розглянуте в попередньому прикладi, можна 
записати i так: 
 
,)()()( )( titiiti eeetAetAt ωωϕϕω γξ === +  
 
де γ =A(t)e iϕ — комплексна амплiтуда, яка являє собою випадкову 
величину; ω — частота гармонiчного коливання. 
 Утворимо суперпозицiю таких коливань з рiзними частотами: 
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 Припустимо, що комплекснi амплiтуди γk мають нульовi середнi 
значення i мiж собою не корельованi, тобто: 
 
,0;0 == rkk MM γγγ коли k ≠ r; 
 (3.5.7) 
,
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 Отже, суперпозицiя випадкових гармонiчних коливань, для яких 
виконуються умови (3.5.7), являє собою стацiонарний в широкому 
сенсi випадковий процес. 
 4. "Бiлий шум". Досить часто при розглядi випадкових процесiв 
використовують поняття "бiлого шуму".  
 Бiлим шумом називають узагальнений випадковий процес ξ(t), t 
∈ (-∞, ∞), з некорельованими значеннями i постiйною спектральною 
густиною  
 
f(u)=σ2 , u∈(-∞, ∞). 
 
Так як такий процес має рiвномiрний спектр в дуже широкому 
дiапазонi частот, його i прийнято називати "бiлим шумом", по аналогiї 
з “бiлим свiтлом”, яке має у видимiй частинi рiвномiрний суцiльний 
спектр. 
 
 Кореляцiйна функцiя бiлого шуму — 
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У теорiї функцiй доводиться, що iнтеграл в правiй частинi 
e du tiuτ piδ
−∞
∞
∫ = 2 ( ) , тому 
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Отже, кореляцiйна функцiя бiлого шуму має вигляд δ-iмпульсу. 
Виходячи з цього, можна сказати, що бiлий шум — це випадковий 
процес з некорельованими значеннями або δ-корельований процес. 
 Бiлий шум не iснує реально, так як в природi не iснує сигналiв iз 
рiвномiрним спектром у дiапазонi частот (-∞, ∞). При обчисленнi 
середньої потужностi бiлого шуму одержуємо нескiнченнiсть, що 
фiзично неправдоподiбно. Бiлий шум слiд розглядати тiльки як 
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математичну узагальнену функцію, яка при вiдповiдних умовах 
використовується для опису реальних шумiв. 
 Бiлий шум — це стацiонарний процес. Вiн може бути 
стацiонарним як у широкому, так i вузькому сенсi. Якщо для 
випадкового процесу ξ(t), t ∈ (-∞, ∞), значення некорельованi, тобто 
R(τ)=δ(τ), то такий процес називають бiлим шумом, стацiонарним в 
широкому сенсi, або просто бiлим шумом в широкому сенсi. Якщо ж 
значення випадкового процесу незалежнi (не iснують вищi моменти, 
нiж другий), то матимемо бiлий шум у вузькому сенсi (стацiонарний у 
вузькому сенсi). 
 
 
 
3.6. Лiнiйнi перетворення стацiонарних випадкових процесiв 
 
 Будемо розглядати деяку лінійну ланку, на вхiд якої поступає 
функцiя f(t), а з виходу знiмається функцiя g(t). Спiввiдношення мiж f(t) 
i g(t) можна записати у виглядi: 
 
g(t)=Tf(t), 
де T — деякий оператор.  
 Система називається лiнiйною, якщо:  
 1) клас функцiй, якi допустимi на входi системи, лiнiйний;  
 2) оператор T відповідає принципу суперпозицiї  
 
T(a1 f1 + a2 f2 )=a1 Tf1 + a2 Tf2 ,  
 
де a1 i a2 — константи.  
 Введемо оператор зсуву в часi: 
 
θa f t f t a a( ) ( ) , ( , ) .= + ∈ −∞ ∞  
 
Якщо для системи виконуються умови: 
 
θaf(t) = f(t) i  Τθα = θaT, 
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де f(t) — будь-яка iз допустимих на входi системи функцiя, то така 
система називається інваріантною в часi. 
 Найчастiше зустрiчаються лiнiйнi перетворення вигляду: 
 
∫
∞
∞−
= .)(),()( dssfsthtg    (3.6.1) 
 
Функцiю h(t, s) в цьому виразi називають iмпульсною ваговою 
функцiєю. 
 Для інваріантних в часi систем iмпульсна вагова функцiя: 
 
h(t,s)=h(t+a,s+a)=h(t-s,0)=h(t-s), 
 
i вираз (3.6.1) набувє вигляду: 
 
∫
∞
∞−
−= .)()()( dssfsthtg    (3.6.2) 
 
Iнтеграл такого вигляду називається згорткою i записується: 
 
g = h ∗ f.  
 
 У реальних фiзичних системах, якщо  вхiдна функцiя f(t)=0 
при t ≤ t0 , то i функцiя на виходi g(t)=0 при t ≤ t0. Тому iмпульсна 
вагова функцiя реальної системи повинна відповідає умовi фiзичної 
реалiзовностi  
 
h(t,s) = 0 при t < s.  
 
 Для інваріантної системи ця умова набуває вигляду:  
 
h(t)=0 при t < 0.  
 
 Надалi будемо розглядати лiнiйнi інваріантні системи. Як вiдомо, 
для таких систем вираз (3.6.2) у частотнiй областi має вигляд: 
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G(iu) = H(iu)F(iu),   
 
де G(iu) i F(iu) — перетворення Фур'є вiд функцiй g(t) i f(t) вiдпо- вiдно; 
H(iu) — перетворення Фур'є вiд функцiї h(t), або функцiя передачi 
(iнакше: частотна характеристика або коефiцiєнт передачi).  
 У деяких випадках замiсть перетворення Фур'є зручно 
використовувати перетворення Лапласа, тобто  
 
G(p)=H(p)F(p),   
де ∫
∞
∞−
−
−=== .1,,)()( jjupdtethpH pt  
 Нехай тепер на вхiд інваріантної лiнiйної системи з iмпульсною 
ваговою функцiєю h(t) подається слабо стаціонарний процес 
ξ(t), Mξ(t)= 0. Процес на виходi системи — 
 
∫
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−= .)()()( dssstht ξη .  (3.6.3) 
 
Для iснування iнтегралу достатньо, щоб: 
 
∫ ∫
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де K(s , s') — коварiацiйна функцiя процесу h(t-s)ξ(s), 
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де Rξ(s-s') = Rξ(τ) — кореляцiйна функцiя процесу ξ(t). 
 Скористаємось спектральним зображенням кореляцiйної 
функцiї — 
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одержимо: 
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 Отже, якщо: 
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∞< ,)()( 2 duFiuH     (3.6.4) 
 
то iнтеграл (3.6.3) iснує для всiх t > 0. При цьому Mη(t)=0, а 
кореляцiйна функцiя — 
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 Таким чином, на виходi системи одержуємо також слабо 
стаціонарний процес з кореляцiйною функцiєю  
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∫
∞
∞−
= ),()()( 2 duFiuHetR iutη   (3.6.5) 
де F(u) — спектральна функцiя процесу на входi системи. 
 Означення 1: Перетворення T називають фiльтром, якщо воно 
має вигляд (3.6.3) i виконана умова (3.6.4), або якщо воно є 
середньоквадратичною границею таких перетворень. 
 Теорема 1: Для того, щоб функцiя H(iu) була частотною 
характеристикою фiльтру для процесу ξ(t) iз спектральною функцiєю 
F(u), необхiдно i достатньо, щоб вона задовiльняла умову (3.6.4). 
Кореляцiйна функцiя процесу на виходi фiльтру з частотною 
характеристикою H(iu) задається формулою (3.6.5). 
 Теорема 2: Якщо частотнi характеристики фiльтрiв H1(iu) i H2(iu) 
відповідають умовi (3.6.4), η1(t), η2(t) — процеси на виходi вiдповiдних 
фiльтрiв, то у випадку фiльтру з частотною характеристикою — 
 
H3 (iu)=H1 (iu)+H2 (iu), 
 
процес на його виходi — 
 
 η3(t)= η1(t) + η2(t), 
 
то процеси η1(t), η2(t) є стацiонарно зв'язанi, з взаємно кореляцiйною 
функцiєю  
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= ).()()()( 2112 duFiuHiuHetR iut  
 
3.7. Спектральний розклад слабо стаціонарного процесу 
 
 Спектральний розклад кореляцiйної функцiї  
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= ),()( duFetR iut  
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де ∑ ∑
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uu uu
kk
k k
MCuF ,)( 22 γ  наштовхує на думку, що існує можливість 
i слабо стаціонарний процес ξ(t) розкласти по гармонiках γeiut, u ∈ (-
∞,∞). Тодi F(du) можна iнтерпретувати як енергiю, що переноситься 
гармонiчними коливаннями з частотами в iнтервалi (u , u + du), а 
формула  
 
∫
∞
∞−
= ),()()( 2 duFiuHetR iutη  
 
показує, що при проходженнi випадкового процесу ξ(t) через фiльтр 
енергiя його гармонiчних складових з частотами в iнтервалi (u , u + du) 
домножується на H(iu)2. Про це свідчать наступні теореми.  
 Теорема 1: Нехай ξ(t) — слабо стацiонарний процес iз 
спектральною функцiєю F(u), Mξ(t) = 0. Тодi iснує процес ζ( )u ,  
u∈(-∞, ∞), з ортогональними приростами такий, що Mξ(u)2 = F(u) i 
 
∫
∞
∞−
= )()( duet iutζξ .    (3.7.1) 
 
Формулу (3.7.1) називають спектральним розкладом слабо 
стаціонарного процесу ξ(t), а функцiю ζ( )⋅  — стохастичною 
спектральною мiрою цього процесу. 
 Теорема 2: Нехай слабо стацiонарний процес ξ(t) iз спектральним 
розкладом (3.7.1) подається на вхiд фiльтру iз частотною 
характеристикою H(iu). Тодi процес η(t) на виходi фiльтру має 
спектральний розклад: 
 
∫
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= )()()( duiuHet iut ζη .   (3.7.2) 
 
3.8. Стацiонарнi випадковi послiдовностi 
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 Коли параметр t стацiонарного випадкового процесу є 
дискретним параметром, то говорять про стацiонарнi випадковi 
послiдовностi. Розглянемо деякi з таких послiдовностей. 
1. Нехай маємо випадковий процес ξ(t) з функцiєю розподiлу Fξ(t) 
такий, що: 
 
Mξ (t)= mξ =0, σξ(t)= σξ  = 1,  t = 0, ± 1, ± 2,... 
 
i коварiацiйна функцiя: 
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 Такий випадковий процес називають послiдовнiстю 
некорельованих випадкових величин.  
 2. Нехай випадковий процес задається формулою: 
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де ak , k=0,...,n, — деякi числа.  
Якщо Mx(t)= mx = 0, σx(t)=σx = 1, то коварiацiйна функцiя  
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i такий процес називається послiдовнiстю ковзного середнього 
порядку n. 
 3. Узагальнимо попереднiй випадок. Покладемо n → ∞ . Тодi, 
якщо виконується умова 
∑
∞
=
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0
2
,
k
ka  
то випадковий процес  
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з коварiацiйною функцiєю 
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називається просто послiдовнiстю ковзного середнього. 
 4. Розглянемо випадковий процес вигляду: 
 
, ,2,1,0),()1()( K±±=+−= tt–taxtx ξ  
 
де a i c — дiйснi числа; 
.)( 22 ctDc == ξσ  
 
Такий процес називається процесом авторегресiї 1-го порядку. 
 Можна розглянути i процес авторегресiї m-го порядку: 
 
),()()2()1()( 21 t–mtxatxatxatx m ξ+−++−+−= K  
 
або, по-iншому — 
 
),()()2()1()( 21 t–mtxatxatxatx m ξ=−++−+−+ K  
 
Для коварiацiйної функцiї в цьому випадку можна записати: 
 
.)()2()1()( 221 cmsKasKasKasK m =−++−+−+ K  
 
Процес авторегресiї ще називають процесом Юла-Уокера. 
 5. Якщо випадковий процес мiстить в собi процеси ковзного 
середнього i авторегресiї, тобто має вигляд: 
 
[ ] ,,2,1,0, )()1()(
)()2()1()(
1
21
KK
K
±±=−++−+=
=−++−+−+
tntbtbt–
mtxatxatxatx
n
m
ξξξ  
 
то такий процес називається змiшаним процесом авторегресiї-
ковзного середнього.
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Підсумок 
 
 Розглянуто поняття, які мають аналогіями поняття матаналізу — 
аналізу детермінованих функцій. Важливо, що в означення 
неперервності, а отже, диференційовності, інтегровності і, очевидно, 
складніших операторів входять елементи опису випадкових функцій — 
розподілу, густини розподілу та їх параметрів. Показано, що можливо 
(у випадку стаціонарності, ергодичності) розвинути методи 
представлення випадкових процесів, подібні до спектральних 
розкладів періодичних і інтегровних з квадратом детермінованих 
функцій. Лінійні перетворення випадкових процесів за виглядом їх 
математичного опису нагадують лінійні перетворення детермінованих 
процесів, проте, використовують для цього характеристики 
випадкових процесів — кореляційні функції, спектральні густини 
потужностей та інші. Зображення самих процесів пов’язані з поняттям 
випадкової міри. Якщо процеси з незалежними (ортогональними) 
приростами, то легко одержати і їх лінійні перетворення, проте, все 
одно практично застосовними є кореляційні чи спектральні 
характеристики результату перетворень. 
 У цьому розділі розглянуто лише питання прикладного 
застосування випадкових процесів у рамках теорії другого порядку 
(спектрально-кореляційної). У деяких випадках розвинуто питання 
прикладного застосування теорії випадкових процесів з використанням 
функції розподілу, коли останні мають певні властивості, до яких 
відносять марківську властивість — залежність стохастичних 
властивостей відліку лише від стохастичних властивостей 
попереднього відліку, а також їх граничні випадки (марківські 
неперервні процеси). 
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Розділ 4  
 
МАТЕМАТИЧНІ ОСНОВИ ЛІНІЙНОЇ ОБРОБКИ СИГНАЛІВ В 
АПАРАТУРІ РАДІОЕЛЕКТРОННИХ БІОМЕДИЧНИХ СИСТЕМ 
 
 
4.1. Структура математичної моделі апаратури для обробки 
біосигналiв 
 
 Біооб′єкту властиві зміни у часі різних біофізичних величин 
(температури, тиску, концентрації розчину тощо). Якщо в 
характеристиках або параметрах цих величин є відомості про стан 
біооб′єкту, то називатимемо їх біосигналами. Оскільки на конкретну 
біофізичну величину впливають різні чинники, то при біомедичних 
дослiдженнях виникає необхiднiсть в обробці (фільтрації) відповідного 
біосигналу для зменшення результату впливу небажаних чинників, 
виділення бажаних характеристик біосигналу тощо. Для побудови 
біомедичних систем обробки біосигналів використовують математичні 
моделі біосигналів (адекватні їм математичні об′єкти) і, відповідно, 
математичні моделі радіоелектронної апаратури. Існують різні 
методології математичного моделювання. За однією з них 
обґрунтовується заміна біотехнічної системи (або її ланки) 
математичним об′єктом — лінійним оператором (фільтром, мал.4.1). 
При цьому математичний об′єкт для представлення оператора набирає 
вигляду залежно від еквівалентних (у математичному сенсі) 
представлень біосигналу — у власному та ізоморфному йому 
енергетичному просторах, або у просторі змінних стану (табл. 4.1). 
Вигляд представлення біосигналів вибирається з практичних 
міркувань. Від нього залежать складність теоретичної (синтезу схем) та 
технічної (конструювання апаратів) побудови ланок системи, її 
метрологічні характеристики (точність реалізації характеристик її 
функцій та чутливість їх до малих змін їх параметрів), надійність. 
Математичною моделлю ланки системи є операторне рівняння, 
наприклад: 
 
y(t) = T{x(t)},                                          (4.1.1) 
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де x — функція дійсної змінної (математична модель вхідного 
біосигналу), y — функція дійсної змінної (математична модель 
обробленого біосигналу), T — оператор (математична модель обробки 
біосигналів). Для багатьох входів та виходів вираз (4.1.1) набирає 
векторно-матричного вигляду. 
 
 
 
 
Оператор 
 
 
Т 
 
Вхід 
 
x(t) 
 
Вихід 
 
y(t) 
а) 
 
 
R 
C 
uy(t) ux(t) 
Вхід Вихід 
• 
б) 
 
 
Мал. 4.1. (a) — функціональна схема реалізації оператора Т; (б) — принципова 
схема реалізації оператора в апаратурі (RC- ланкою, u — напруга) 
 
Таблиця 4.1 
Математичні моделі 
 
Простір 
математичного моде-
лювання біосигналів 
Математичні моделі 
Біосигналів Ланок систем 
Власний Неперервні функції  
дійсної змінної (часу), 
часові послідовності 
Оператор: 
а) диференціальний 
(диференціальне рів-
няння), різницевий 
(різницеве рівняння); 
б) інтегральний 
(згортка з ядром дифе-
ренціального опера-
тора) 
Енергетичний Функція комплексної 
зміної (частоти) 
Оператор — дробово-
лінійна комплексно 
значна функція 
Фазовий (змінних 
станів) 
Вектори неперервних 
функцій — входу, 
Оператор — система 
лінійних диферен-
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виходу, змінних станів 
тощо  
ціальних векторно-
матричних рівнянь 
 
Система (або її ланка) називається стацiонарною, якщо її 
параметри та функція не залежать вiд часу. Стацiонарнi ланки та 
системи називають системами з постiйними в часi параметрами. Якщо 
ж властивостi системи залежать від часу, то вона не буде стацiонарною 
(тоді це система iз змiнними в часi параметрами, або параметрична 
система). 
Якщо для ланки (системи) справедливі принципи суперпозиції та 
однорідності: 
 
,))t(x)t(x(a)t(ax)t(ax)t(ax)t(axy
тьодноріднісіясуперпозиц
4444 34444 21444 3444 21
}T{}T{}T{}T{}T{ 212121 +=+=+=    (4.1.2) 
 
де a — константа, то така ланка (система) називається лiнiйною. 
Інакше така ланка (система) нелiнiйна. Система що складається з 
лінійних ланок є лінійною. Але, лінійна система не завжди складається 
з лінійних ланок (тобто, можлива лінеаризація системи). Подібне 
твердження справедливе для стаціонарності. 
Якщо математична модель (4.1.1) біосигналу х та апаратури його 
обробки Т, разом з властивостями (4.1.2)) забезпечує формулювання і 
вирішення завдання побудови цієї апаратури, то ця математична 
модель є адекватною до біосигналу. 
 Для обробки біосигналу насамперед виконується його відбір від 
біооб′єкта та перетворення в електричну величину, передача цієї 
величини до пристрою обробки. Цей факт, як правило, спеціально не 
наголошується у літературі з обробки біосигналів. У подальшому 
електронною апаратурою виконується: згладжування (низькочастотна 
фільтрація), виділення (селекція) сигналу з шумів і завад 
(субоптимальна або оптимальна фільтрація), інтерполяція та 
екстраполяцiї (прогноз його поведінки) тощо. У всіх цих випадках 
вибір, синтез характеристик обробки та розрахунок їх параметрів 
(параметричний синтез) виконуються з застосуванням відповідного 
критерію. Критерієм є функціонал від характеристики обробки, який є 
математично коректним та фізично інтерпретованим, і будується (або 
вибирається) за біофізичною інтерпретацією математичного змісту 
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задачі синтезу, такий, що набирає відповідного екстремального 
значення (максимуму або мінімуму, залежно від змісту задачі) тоді, 
коли результат обробки задовільний. Наприклад, для лінійного 
оператора обробки коректним математично (як метрика лінійного 
функційного простору) та інтерпретованим фізично (як віддаль) таким 
функціоналом є середнє значення квадрату похибки.  
Приклади:  
а) Фільтрація (селекція) сигналу з адитивної суміші сигналу та 
шуму, імовірнісні характеристики яких відомі, оптимальна за 
критерієм мінімальної середньоквадратичної похибки (фільтр 
Колмогорова-Вiнера). Вона виконується лінійною ланкою з функцією 
передачі (імпульсною ваговою функцією), визначеною за допомогою 
згаданого критерію шляхом розв′язування відповідної оптимізаційної 
задачі;  
б) Оптимальне оцiнювання (також за квадратичним критерієм) 
неспостережних станiв біооб′єкту за відомими спостережними станами 
при заданих імовірнісних характеристиках сигналів та шумів (шляхом 
обчислювальної рекурсивної процедури — фільтр Калмана);  
 Обробкою сигналів виконується їх спектральний аналіз, 
визначаються їх статистики — функції розподілу ймовірностей та їх 
моменти (математичне сподівання, дисперсія), кореляційні функції 
тощо. 
 У біомедичній практиці застосування результатів обробки 
біосигналів розбиваються на два класи: а) „ручні” (коли застосування 
знаходять результати обробки що є оцінками морфологічних 
параметрів біосигналу ) й інтерактивні (коли розв′язують завдання у 
діалозі з біотехнічною системою за такими параметрами); 
б) автоматизовані (завдання розв′язує система).  
 У даному роздiлi наведено приклади характерних методів 
обробки випадкових сигналiв у лiнiйних стацiонарних біотехнічних 
системах. 
 
4.2.  Вплив лiнiйної ланки на функцію розподiлу імовірностей 
значень біосигналу 
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 Біосигнал на вході ланки системи може бути заданим його 
стохастичними характеристиками. Тоді при обробцi сигналiв у 
лiнiйних системах виникають задачі: 
 а) визначення за вiдомими багатовимiрними функцiями розподiлу 
біосигналу на вході системи функцiй розподiлу сигналу на виходi; 
 б) визначення густини спектру потужності, автокореляцiйної 
функцiї вихiдного сигналу за відомими такими характеристиками 
вхідного біосигналу. 
 Для розв'язку задач типу (б) використовують методи спектрально-
кореляцiйної теорії сигналів та їх перетворень. Розв'язок задачi типу (а) 
досить громіздкий. Відомі окремі випадки: 
 1) якщо випадковий процес на входi лiнiйної системи має 
нормальний закон розподiлу, то процес на виходi також буде 
нормальним; 
 2) якщо на входi системи процес, вiдмiнний вiд нормального, то i 
на виходi одержимо не нормальний процес, який, крiм того, 
вiдрiзнятиметься вiд вхiдного. Практично важливим є випадок, коли 
незалежно вiд густини розподілу iмовiрностi процесу на входi системи 
можна стверджувати, що вихiдний процес має нормальний розподiл. 
Це явище називається нормалiзацiєю випадкових процесiв i 
характерне для лiнiйних iнерцiйних систем. 
 Нормалiзацiя випадкових процесiв має мiсце тодi, коли ширина 
енергетичного спектру вхiдного сигналу ∆fξ  значно бiльша, нiж смуга 
пропускання лiнiйної системи ∆f , тобто: 
 
∆fξ  >> ∆f , 
або 
,1
0
>>= a
τ
τ
 
де τ — постiйна часу системи, τ0 — iнтервал кореляції, 
 
,)()0(
1
0
0 ∫
∞
= τττ dR
R
 
 
де R(τ) — кореляцiйна функцiя. 
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 Чим бiльше a, тим бiльше закон розподiлу вихiдного сигналу 
наближається до нормального. 
 Явище нормалiзацiї є прямим наслiдком центральної граничної 
теореми Ляпунова: якщо x1, x2, ..., xn — незалежнi випадковi величини, 
якi мають скiнченнi Mxi i Dxi , то закон розподiлу суми — 
 
∑
=
=
n
i
ixY
1
 
 
при збiльшеннi n наближається до нормального. 
 Випадковий сигнал на виходi лiнiйної системи 
 
.)()()(
,)()()(
0
∑
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∞
k
kthkt
dtht
τττξη
τττξη
 
Iнтервал кореляцiї τ0 у випадку широкосмугового процесу ξ(t) значно 
менший, нiж ∆τ, так що будь-якi двi випадковi величини ξ( )k∆τ  i 
ξ( ( ) )k +1 ∆τ  — практично незалежнi. Тому процес на виходi системи, 
який рiвний сумi великої кiлькостi незалежних з однаковою 
iнтенсивнiстю випадкових величин, по теоремi Ляпунова матиме 
розподiл, що наближається до нормального. 
 
4.3. Кореляцiйна функцiя i енергетичний спектр вiдгуку лiнiйної 
ланки системи на стацiонарний випадковий процес 
 
 Позначимо сигнал на входi системи через x(t), а сигнал на її 
виходi — y(t). Перетворення Фур'є вiд цих сигналiв — 
 
.)()(
,)()(
∫
∫
∞
∞−
−
∞
∞−
−
=
=
dtetyuY
dtetxuX
iut
iut
   (4.3.1) 
 
Величини X(u) i Y(u) зв'язанi мiж собою залежнiстю  
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Y u H iu X iu( ) ( ) ( ) ,=      (4.3.2) 
 
де H(iu) — функцiя передачi даної системи. Виконавши обернене 
перетворення Фур'є вiд (4.3.2), одержимо значення вихiдного сигналу в 
момент часу t : 
.)()(
2
1)( ∫
∞
∞−
= dueiuXiuHty iut
pi
  (4.3.3) 
 
Множник 
1
2pi
 у виразi (4.3.3) іноді опускають. Очевидно, значення 
вихiдного сигналу в момент часу t + τ дорівнюватиме: 
∫
∞
∞−
′′
′′′=+ .)()(
2
1)( udeeuiXuiHty uitui τ
pi
τ   (4.3.4) 
Функцiя y(t) дiйсна, тому формула (4.3.4) не змiниться, якщо в її правiй 
частинi перейти до комплексно-спряжених величин: 
 
∫
∞
∞−
′
−
′
−
′′′=+ .)()(
2
1)( udeeuiXuiHty uitui τ
pi
τ  (4.3.5) 
Процес x(t) — стацiонарний, отже y(t) також буде стацiонарним, i 
mx = my = 0. Кореляцiйна функцiя вихiдного сигналу в цьому випадку: 
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pi
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   (4.3.6) 
 
В спектрально-кореляцiйнiй теорiї доводиться, що для стацiонарного 
процесу 
 { } ),()(2)()( uuuFuiXiuXM x ′−=′ δpi  
 
де Fx(u) — спектральна густина або енергетичний спектр сигналу 
x(t). 
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 Використовуючи фiльтруючу властивiсть δ-функцiї, формулу 
(4.3.6) можна спростити — 
 
∫
∞
∞−
−
= ,)()(
2
1)( 2 dueiuHuFR iuxy τpiτ  
 
або, що те саме, 
∫
∞
∞−
= ,)()(
2
1)( 2 dueiuHuFR iuxy τpiτ    (4.3.7) 
 
Таким чином, ми одержали вираз для кореляцiйної функцiї вiдгуку 
лiнiйної системи на стацiонарний випадковий процес. 
 Згiдно теореми Вiнера-Хiнчина, кореляцiйна функцiя 
стацiонарного процесу може бути знайдена за допомогою оберненого 
перетворення Фур'є вiд його спектральної густини. Для сигналу y(t) це 
запишеться 
∫
∞
∞−
= .)(
2
1)( dueuFR iuyy τpiτ    (4.3.8) 
 
Порiвнюючи формули (4.3.7) i (4.3.8), робимо висновок, що:  
 
,)()()( 2iuHuFuF xy =  
 
тобто енергетичний спектр вихiдного сигналу рiвний енергетичному 
спектровi вхiдного сигналу, помноженому на квадрат модуля функцiї 
передачi системи. 
 
4.4. Вплив на білий шум інтегруючої ланки 
  
 4.4.1. Білий шум та вінерівський процес.  
 В областях застосування статистичної радіотехніки (управління, 
зв’язок, контроль та інше) досить часто адекватними моделями збурень 
є білий шум та вінерівський процес. 
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 Білий шум — узагальнений випадковий процес { }Tttn ∈ ),(  
(noise — шум) з нулевим математичним сподіванням і 
некорельованими значеннями: 
 
[ ] [ ] ),(
2
)()(  ,0)( 0 τδτ NtntnMtnM =+=  
 
де δ(τ) — дельта-функція Дірака, так що кореляційна функція білого 
шуму є узагальненою функцією. Параметр N0 > 0, визначає 
інтенсивність білого шуму. У випадку залежності його від часу 
матимемо нестаціонарний білий шум. Стаціонарний білий шум можна 
представити як: 
 
∫
∞
∞−
= ),(
2
1)( ω
pi
ω dzetn ti      (4.4.1.1) 
де z(ω) — випадковий процес з некорельованими приростами. Іноді 
кажуть, що стохастичний процес, який має зображення (4.4.1.1), є 
гармонізований за Лоевом (бо використано гармонічне коливання 
ei tω ), але в узагальненому сенсі. Спектральну густину S(ω) білого 
шуму знайдено за теоремою Вінера-Хінчина: 
 
∫
∞
∞−
−
==
2
)(
2
)( 00 NdeNS j ττδω ωτ , 
 
тобто, вона є постійною величиною, що означає нескінченну енергію. 
Тому білий шум є математично ідеалізованим, абстрактним процесом. 
Проте, застосування при аналізові реальних фізичних систем білого 
шуму дає правильні результати, тому що відгук реальної фізичної 
системи на  δ-подібне збурення обмежений у часі. Цю властивість і 
відображає назва білого шуму як узагальненого процесу. 
 Розглянемо процес вигляду: 
 
[ ]∫ ∞∈=
t
tdnt
0
,0  ,)()( ττη  
або: 
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).()( tnt =′η  
 
Прирости η( )t  на неперетинних інтервалах часу є незалежними. 
Тобто, якщо існує границя 
s
s
s −
−
→− τ
ητη
τ
)()(lim
0
 (похідна), то вона є 
значеннями білого шуму n t( ) . Але така похідна в загальному не існує, 
хоч у “дограничному” сенсі, розглядаючи незалежні прирости, можна 
твердити про фізичне існування такого процесу, а розглядаючи 
неперервний час (здійснюючи граничний перехід), говоримо тоді про 
узагальнений випадковий процес (білий шум). 
 Незалежність приростів на неперетинних інтервалах часу означає 
марковість процесу )()( sητηη −≡∆ , jittts jii ≠∅∈∆∩∆∆≡−   ,  ,τ  (процес 
називають марковим (марківським)), якщо його майбутнє значення 
залежить від теперішнього і не залежить від минулого (в імовірнісному 
сенсі). Тоді вираз набуває наступного вигляду: 
( ) ( ),,,,;;,;,, 1121122111 −−−− = iiiiiiiiii tttttt ηηϑηηηηϑ K  ϑ  — умовна імовірність 
значень η , t — час. 
 Оскільки білий шум у неперервному часі є узагальненим 
випадковим процесом, то він не описується функцією розподілу, такої 
функції просто не існує. Проте, розглядаючи процес η∆ , можна 
розглядати функції розподілів імовірності значень процесу  η . Якщо 
цей розподіл гаусовий ( )








∆∆
=∆
tNtN
tw
0
2
0
exp1, η
pi
η , то його математичне 
сподівання )(tm η∆  рівне нулеві (бо mn(t) = 0, а дисперсія (центральний 
момент другого порядку) 
 
[ ] ∫ ∫∫ ∫∫ ∫ ∆=−==








=∆
t tt tt t
t
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00
00
000 0
2
,
2
)(
2
)()()()( ττδττττσ η  
 
що означає ріст дисперсії з часом. 
 Нормальний (гаусовий) марківський процес η( )t  з стаціонарними 
і незалежними приростами називають вінеровим (вінерівським) 
процесом. Білий шум не є марковим процесом. Але незалежність його 
значень при як завгодно малих проміжках часу між ними не 
суперечить умові марковості. 
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4.4.2. Визначення основних характеристик процесу на виході 
RC-ланки 
 Розглянемо RC-ланку, коли на її вхід подано білий шум (мал.4.2). 
 
 
R 
C 
x(t) n(t) 
iC(t) 
 
 Мал. 4.2. (x(t) — напруга на виході RC-ланки, n(t) — напруга на 
вході RC-ланки, значення якої моделюють білим шумом (від джерела 
напруги, внутрішній опір rвн= 0). 
 Оскільки 
dt
)t(dx)t(iC = , то рівняння, яке описує процеси в RC-ланці, 
матиме вигляд: ,αηα += x
dt
dx
, де 
RC
1
=α , аргументи опущено. Нехай 
початковою умовою є 00)( xtx = , тоді розв’язок такого рівняння матиме 
вигляд: 
 
.
0
)(0)( 0)( 
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




+= ∫
−−
t
t
tt dnexetx ττα ατα  
 
При 00 =t  середнє значення (математичне сподівання) процесу на 
виході буде — 
[ ] ,)()(
0
00 ∫
−−−
=+=
t
ttt
x exdnmeeextm ααταα ττα  
 
бо [ ] 0)( =tnm , а дисперсія: 
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(використано “селективну” властивість δ-функції). 
 Графіки залежностей математичного сподівання і дисперсії від 
часу показано на мал. 4.3 (а, б) (при R=1 кОм, С=0.1 мкФ, α=10, N0=1). 
 
 
Мал. 4.3. 
 
На мал. 4.4 показано зміну вигляду розподілу у часі. 
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w(x,t)
w(x,t2)
w(x,t1) w0( x,t0)→δ(x-x0)
xx0
 
Мал. 4.4. Зміни у часі вигляду закону розподілу імовірностей значень 
процесу x(t) на виході RC-ланки 
  
 Коли m tx ( ) = 0, а σ α2 04=
N
, то процес стає стаціонарним, його 
густина розподілу від часу вже не залежить. 
 Вигляд процесів на вході і виході RC-ланки показано на мал. 4.5. 
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t0=0 t1 t
x(t1)
x0
x(t)
t0=0
n(t)
n(t1)
t
 
Мал. 4.5. 
 
Виберемо момент часу t = t1 > t0 і зафіксуємо значення x(t1). Тоді 
процес x(t) при t > t1 буде визначатися виразом: 
 
x t e x t e n dt t
t
t
( ) ( ) ( ) ,( )= +








− −
∫
α ατα τ τ1
1
1  
 
тобто, зовсім не залежить від значень x t( ) , .θ θ  < 1  Але зауважимо, що 
це можливо лише для білого шуму n( )τ , інакше, для процесу ξ( )t  на 
інтервалі ( , )t t k1 1 + τ  залежали б від значень ξ θ τ θ( ) ,  t tk1 1− < < . 
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 Так що процес x(t) також марковий, але його прирости взяті на 
неперетинних інтервалах вже не є марковими (не є незалежними). 
 
 4.4.3. Визначення коефiцiєнтiв рiвняння Фокера-Планка-
Колмогорова (ФПК) 
 Неоднорiднi диференцiальнi рiвняння, які описують вплив 
лiнiйних кiл, систем на випадковий процес (бiлий шум, вiнерiвський 
процес), коли неоднорiднiсть, збурення є випадковим процесом, 
називають стохастичними. Коли цi рiвняння від ϑ , то можна 
визначити моменти функцiй розподiлу значень процесу на виходi 
лiнiйного кола. Для маркiвських процесiв з неперервним часом можна 
вивести диференцiальне рiвняння, невiдомою функцiєю якого є 
функцiя розподiлу iмовiрностей значень процесу. Це рiвняння у 
частинних похiдних, бо ця функцiя залежить вiд часу. Наприклад, рух 
броунiвської частинки, процеси дифузiї, теплопровiдностi описує 
рiвняння  в частинних похiдних другого порядку параболiчного 
вигляду. Для одновимірного випадку матимемо: 
 
∂ϑ
∂
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∂ ϑ
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K
x
K
x
= − +1
2
2
22
, 
де ϑ  — густина iмовiрностi переходу частинки вiд координати до 
координати, K1 — коефiцiєнт зносу, K2 — коефiцiєнт дифузiї. Це 
рiвняння називають ще дифузiйним. Для ненулевих початкових умов x0 
i t0 це рiвняння має розв’язок: 
 
( ) [ ] .)(2
)(
exp)(2
1
,,
02
2
010
02
00








−
−−−
−
−
=
ttK
ttKxx
ttK
txtx
pi
ϑ  
 
 Одновимiрна густина iмовiрностi знаходження частинки в 
координатi w x t( , )  вiдповiдає такому ж рiвнянню. 
 Коефiцiєнти K K1 2,   шукаються за виразом, який отримується 
при виведеннi рiвняння: 
,
)(lim)(lim),(
00 ττ
τ
ττ
n
n
n
xxmxm
txK −==
→→
 
тобто, 
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Тому, вибравши xxt == 00   ,0  для τ=t  маємо:  
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а прирiст — 
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 Оскiльки,  
 
[ ] ατατ −≈= − 1  ,0)( etnm ,  
а  
[ ] ( ) τααττ xexxxm −=−=− − 1 ,  
 
(враховуючи, що для бiлого шуму перехiдна густина iмовiрностей 
спiвпадає з одновимiрною густиною), маємо i другий момент: 
 
( )[ ] .
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02222 τατατ
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 У результатi отримаємо: 
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Так що для маркiвського процесу x t( )  на виходi RC-ланки рiвняння 
ФПК має вигляд: 
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Розв’язок цього рiвняння є гаусова (нормальна) густина iмовiрностi: 
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 Процес )(tx  з 
2
  ,)( 0221
N
constKxxK αα ==−=  називають процесом 
Орнштейна-Уленбека. 
 Розглянувши розiбраний тут випадок дiї бiлого шуму на RC-
ланку, легко дати фiзичну інтерпретацію коефiцiєнтiв 21   , KK . 
 Коефiцiєнт 1K  виражає середню швидкiсть детермiнованої змiни 
координати )(tx . А коефiцiєнт 2K  виражає розкид цiєї швидкостi 
вiдносно її середнього значення. Таким чином, маємо можливiсть: 
 а) опису (моделювання) за допомогою стохастичного рiвняння, 
коли збурення, неоднорiднiсть є стохастичним процесом, а рiвняння 
описує певний фiзичний принцип, властивий змiнам фiзичної 
величини, який характеризує дослiджуване явище (закони збереження, 
нерозривнiсть i таке iн.); 
 б) за допомогою опису диференцiального рiвняння, у якому 
потрібною функцiєю є функцiя розподiлу iмовiрностей значень цiєї 
фiзичної величини. 
 Iншi уявлення про моделювання випадкових процесiв у системах: 
лiнiйне зображення та спектральнi (кореляцiйнi). 
 Всi способи опису —за допомогою функцiй розподiлу, за 
допомогою моментiв, кореляцiйна теорiя дають свої вигоди при 
вирішенні проблем зв’язку, управлiння, контролю, iдентифiкацiї та 
iнше в рiзних галузях. Тут розглянуто "елемент" такого розв’язання, а 
саме — вплив ланки першого порядку на випадковий процес (який 
представлено бiлим шумом, вiнерiвським процесом, що мають 
властивостi марковостi). Можна зробити також висновок, що рiвняння 
ФПК зв’язане з стохастичним рiвнянням, тобто коефiцiєнти рiвняння 
ФПК можна шукати за виглядом стохастичного рiвняння. Наприклад, 
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якщо ))(,()( tnxFtx =′ , а )()(),())(,( tntgtxftnxF += , то K x t f x t1( , ) ( , )= , а 
)(
2
),( 202 tg
N
txK = . 
Можна ставити обернену задачу — за коефiцiєнтами дифузiї та зносу 
шукати вигляд стохастичного рiвняння. У загальному випадку цей 
перехiд не однозначний. Але, наприклад, при вищезгаданому випадку 
x
xK
xKxfxKxg ∂
∂ )(
4
1)()( ,)()( 212 −== , так що  
)()()(
4
1)()( 0221 tnxK
x
xK
xKtx +−=′ ∂
∂
 (якщо N 0 2= ). 
 Перехiд вiд однiєї моделi до iншої пов’язаний з необхiднiстю 
рiзноманiтної фiзичної iнтерпретацiї. Так за допомогою рівняння ФПК 
описуємо процеси переносу речовин — конвекцiєю, дифузiєю 
(швидкiстю конвекцiї i дифузiї) як його механiзмiв. Звичайне 
диференцiальне рiвняння описує змiну значення величини в 
координатах i часi (цей же перенос, але з iншої точки зору — як 
iнтегральну характеристику, без розгляду його механiзму). 
 99
 
Підсумок 
 
 У загальному розумінні випадковий процес може бути заданий у 
термінах функцій розподілу або в рамках теорії 2-го порядку — 
спектрально-кореляційної. Тоді процес на виході лінійної ланки 
системи шукають у такому ж вигляді. У розділі розглянуто конкретні 
випадки, які мають практичну апробацію і застосування. Причому, 
лінійна ланка системи може задаватися у вигляді вхід-вихід (функцією 
передачі), диференціальним рівнянням, тощо. Задачу ж, яку вона 
розв’язує, трактують як згладжування, фільтрацію та ін. У наступних 
розділах розглядається задача обробки, коли її результатом є також 
процес, а не його характеристика — оптимальна фільтрація форми 
сигналів. 
 Методи “сильної” теорії (теорії вищого порядку, не гаусовий 
випадок, тощо) тут не розглядаються. Крім того в даному розділі 
розглянуто аналіз лінійної ланки, тобто, випадок, коли задано її 
структуру і параметри елементів (значення номіналів резисторів, 
конденсаторів, тощо, а також вигляд їх заєднання). 
 У наступних розділах розглянуто деякі випадки і методи синтезу, 
проте, реалізація (які елементи і їх заєднання) лінійної ланки системи 
не розглядається (за математичними операціями у виразах (формулах), 
якими подається розв’язок задачі синтезу, можна побудувати 
алгоритми чисельної реалізації, “схемна” ж реалізація не є такою 
видимою при розгляді формул). 
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Розділ 5  
 
ОПТИМАЛЬНА ФІЛЬТРАЦІЯ  
 
5.1. Критерій оптимальності 
 
 Досить часто адекватною до біосигналу є сума функцій y(t) — 
детермінованої неперервної функції x(t), інтегрованої „з квадратом” 
( ∞<∫ dt)t(x 2 ), та номального білого шуму n(t): 
 
)t(n)t(x)t(y += .                                                 () 
 
Тоді обробка (опрацювання) біосигналу полягає у визначенні оцінки 
)t(xˆ  функції )t(x  за відомими шумом )t(n  та сумою )t(y . (В 
загальному випадку )t(x  i n(t) є реалiзацiями ергодичних випадкових 
функцій (випадкових процесів)). Ланка лінійної системи, яка виконує 
таку обробку, називається фільтром. Математичною моделлю такої 
ланки є лінійний оператор Т (мал. 5.1): 
 
}T{ )t(y)t(xˆ = . 
 
 
T y(t) = x(t)+n(t) )(ˆ tx  
 
 
Мал. 5.1. 
 
Фактично, корисний сигнал, що міститься у біосигналі, має вигляд 
якоїсь функції xd(t). Тому існує похибка моделювання 
)t(x)t(x)t( dm −=ξ , одна зі складових похибки фільтра. Іншою 
складовою є похибка фільтрації ))t()t(x()t(xˆ)t(
mdf ξ+−=ξ , тобто, 
сумарна похибка фільтра  
 
)t(x)t(xˆ)t()t()t( dfm −=ξ+ξ=ξ                              () 
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Структура похибки адекватна до структури виразу (), якщо відповідні 
її складові є нормальним білим шумом. Очевидно, що ця похибка не 
може бути рівною нулеві. Але, серед усіх можливих характеристик 
фільтрів є така, для якої похибка буде мінімальною. Пошук такої 
характеристики називається оптимізацією фільтру. За критерiй 
оптимальностi обґрунтовується вибір середнього квадрату похибки 
фільтрації, оцінка сигналу є оптимальною, коли її значення мінімальне 
 
minmin
)t(x)t(xˆ|)t(I 22 M|M −=ξ= ,                          (5.1.1) 
 
де М — символ математичного сподівання. Коли функції x(t) i n(t) 
ергодичні стаціонарні випадкові процеси з відомими спектральними 
густинами, то фiльтр є лiнiйним, стацiонарним оператором з ядром h(t)  
 
∫
∞
∞−
ττ−τ== d)t(y)(h)t(xˆ T{y(t)}  
 
Цей оператор є фiзично реалізованим лінійною стаціонарною ланкою з 
iмпульсною ваговою функцiєю h(t). 
 Формулювання задачі оптимізації оптимального фільтру набуває  
такого виразу 
2|M
2
|)t(xd)t(y)(hminarg
LC)(h
−ττ−τ∫
∞
∞−⊂∈τ
,                 (5.1.3) 
 
що означає: вибрати з множини С неперервних функцій, що належать 
функційному простору L2 інтегрованих з квадратом, функцію h, яка 
забезпечує мінімальне значення математичного сподівання квадрату 
модуля різниці (). 
Фiльтр з імпульсною ваговою функцією h, визначеною за виразом  
(5.1.3), називається фiльтром Колмогорова-Вiнера або оптимальним 
фільтром∗. 
 
 
 
 
                                                          
∗
 Про історію виникнення цієї назви див., наприклад, в книзі Н. Винер 
„Кибернетика”… 
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5.2. Cхема завдання для побудови оптимального фільтру 
 
З виразу (5.1.3) випливає схема (мал. 5.2), у якій наведено зв′язки 
поміж величинами, які зустрічаються у завданні оптимальної 
фільтрації. 
 
− 
+ 
x(t) 
ξ(t) 
)(ˆ tx  y(t) h(t)∗y(t) ∑ 
∑ 
n(t) 
 
Мал. 5.2. 
 
 На схемі мал. 5.2 наведено функції та оператори: x(t) — корисний 
сигнал біооб′єкту; n(t) — результуючий шум від джерел біологічного 
походження, відбору, зовнішніх чинників; адитивна сумiш корисного 
сигналу i шуму, що поступає на вхiд фiльтру; )t(xˆ  — оцінка корисного 
сигналу (результат оптимальної фільтрації), ∗ — оператор згортки: 
∫
∞
∞−
ττ−τ d)t(y)(h ; )t(x)t(xˆ)t( −=ξ  — похибка фiльтрацiї. Залишається 
невідомою h(t) — iмпульсна функцiя фiльтру. Визначити функцію при 
заданих деяких умовах можна, наприклад, одним з методів 
варіаційного числення. 
 
5.3. Визначення імпульсної функції оптимального фільтру 
 
 5 . 3 . 1 .  Ч а с т и н н а  з а д а ч а .  Якщо для виразу (5.1.1) 
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22 MM )t(x)t(xˆ)t(I −=ξ=                                  () 
 
математичні сподівання сигналу і шуму 0== nx mm , то 0=ym , m xˆ  =0. 
Врахуємо ці умови, виконавши відповідні підстановки значень 
математичних спдівань в (): 
 
[ ] =+−=+−= )t(x)t(x)t(xˆ)t(xˆ)t(x)t(x)t(xˆ)t(xˆI 2222 MM2M2M  
 
=+θθθ−−


 θτθ−τ−θτ=
=+


 θθθ−−


 θθθ−ττ−τ=
∫∫ ∫
∫∫ ∫
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
)t(x)t(xd)(y)t(h)t(xdd)t(h)t(h)(y)(y
)t(x)t(xd)(y)t(h)t(xd)(y)t(hd)t(y)(h
MM2M
MM2M
 
 
),t,t(Rd),t(h),t(Rdd),t(h),t(h),(R
)t,t(Rd)t(h),t(Rdd)t(h)t(h),(R
)t(x)t(xd)(y)t(h)t(xdd)t(h)t(h)(y)(y
xxxyyy
xxxyyy
+θθθ−θτθτθτ=
=+θθ−θ−θτθ−τ−θτ=
=+θθθ−−θτθ−τ−θτ=
∫∫ ∫
∫∫ ∫
∫∫ ∫
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
2
2
MM2M
 
 
де Ryy(⋅), Rxy (⋅) — автокореляційна та взаємнокореляційна функцiї. 
Отже, 
 
)t,t(Rd),t(h),t(Rdd),t(h),t(h),(RI
xxxyyy ∫∫ ∫
∞
∞−
∞
∞−
∞
∞−
+θθθ−θτθτθτ= 2 ,        (5.3.1) 
 
тобто, I є сумою квадратичного та лiнiйного функціоналів вiд h(t,θ) i 
„постiйної” функції, причому h(t,θ) є функцєю від θ при фiксованому 
(параметрi) t. За означенням, h(⋅,⋅) буде оптимальною, коли I набире 
мінімального значення. Умовою мінімуму функціоналу є вираз 
0=θ∂∂= IgradI , звідки отримаємо рiвняння:  
 
),t(Rd),t(h),(R
xyyy θ=ττθτ∫
∞
∞−
.                            (5.3.2) 
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Оскільки для стаціонарних процесів  
 
)t(R),t(R),t(h),t(h),(R),(R
xyxyyyyy θ−=θτ−=τθ−τ=θτ , 
 
то (5.3.2) набирає вигляду 
 
),()()( θττθτ −=−−∫
∞
∞−
tRdthR xyyy  
 
або, пере позначивши аргументи t - θ = s, t - τ = σ, τ - θ = s - σ  
 
)s(Rd)(h)s(R
xyyy =σσσ−∫
∞
∞−
.                              (5.3.3) 
 
Вираз (5.3.3) називається інтегральним рiвнянням Вiнера-Хопфа∗. 
Постає задача: за відомими авто кореляційною Ryy та взаємно 
кореляційною Rxy функціями, відповідно відібраного сигналу у та 
відібраного сигналу y і сигналу х, знайти з рівняння (5.3.3) імпульсну 
функцію h таку, при якій буде справедливою умова (5.1.3). 
 З врахуванням умови фiзичної реалiзовностi h(t) = 0, при t < 0 
рiвняння Вiнера-Хопфа набире вигляду: 
 
)s(Rd)(h)s(R
xyyy =σσσ−∫
∞
0
                               (5.3.4) 
 
 5 . 3 . 2 .  З а д а ч а  в а р і а ц і й н о г о  ч и с л е н н я ∗ ∗ .  Інший 
спосiб одержання рiвняння для визначення імпульсної функції 
оптимального фільтру (базований на застосуванні поняття варіації 
функції) не потребує накладання умов на математичні сподівання. 
Нехай h0(t) — функція, для якої () набирає мінімального значення. 
Постає запитання: чи існує ще одна така функція h(t)? Для відповіді на 
це запитання виразимо цю нову функцію шляхом надання значенням 
                                                          
∗
 Про походження цієї назви див., наприклад, в книзі….. 
∗∗ 
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функції h0(t) деяких приростів (тобто, надамо значенням функції змін, 
варіації) 
 
h(t)=h0(t)+ag(t),                                                   () 
 
де, a — не залежить вiд t, а g(t) — деяка функцiя, g(t) ≠ 0. За 
означенням, при a ≠ 0 величина I бiльша, нiж при a = 0, тому: 
 
0
0
=
=ada
dI
                                               (5.3.5) 
 
Пiдставимо h(t)=h0 (t)+ag(t), у вираз для I: 
 
[ ][ ]
[ ] ).,(),(),(),(2
),(),(),(),(),(
0
00
ttRdtagthtR
ddtagthtagthRI
xxxy
yy
++−
−++=
∫
∫ ∫
∞
∞−
∞
∞−
∞
∞−
θθθθ
θτθθττθτ
 
 
Тоді  
∫
∫ ∫∫ ∫
∫∫ ∫
∫ ∫∫ ∫
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
∞
∞−
−
−+=
=−+
++=
.),(),(2
),(),(),(2),(),(),(2
),(),(2),(),(),(2
),(),(),(),(),(),(
0
00
θθθ
θτθτθτθτθτθτ
θθθθτθτθτ
θτθτθτθτθτθτ
dtgtR
ddtgtgRaddtgthR
dtgtRddtgtgRa
ddthtgRddtgthR
da
dI
xy
yyyy
xyyy
yyyy
 
Поклавши a = 0, отримаємо вираз: 
 
0),(),(),(),( 0 =








−∫ ∫
∞
∞−
∞
∞−
θθττθτθ dtRdthRtg xyyy .                     () 
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Оскiльки g(t) ≠ 0, то 
 
00 =θ−ττθτ∫
∞
∞−
),t(Rd),t(h),(R
xyyy , 
 
тобто отримано потрібне рівняння. Для стаціонарних сигналів: 
 
).()()( 0 θττθτ −=−−∫
∞
∞−
tRdthR xyyy  
 
Замінивши змінні t - θ = s, t - τ = σ, τ - θ = s - σ, отримаємо рiвняння 
Вiнера-Хопфа ),()()( 0 sRdhsR xyyy =−∫
∞
∞−
σσσ  яке, при врахуваннi умови 
фiзичної реалiзовностi, набуває вигляду: ).()()(
0
0 sRdhsR xyyy =−∫
∞
σσσ  
Отже, для лінійної, стаціонарної, фізично реалізованої ланки (системи) 
існує єдина імпульсна функція, яка забезпечує виконання оптимальної 
за критієм () фільтрації (зворотнє твердження несправедливе — ланок, 
систем з такою, оптимальною імпульсної функцією є безліч; для 
побудови, синтезу ланки знання її імпульсної функції недосить). 
 Отримання виразу подібного до (), з добутком функцій під 
інтегралом, одна з яких завідомо рівна нулеві, є типовим для 
розв′язування задач методом варіаційного числення (як і 
обґрунтований на евристичних засадах вибір виразу вигляду ()). 
 
5.4. Отримання рiвняння Вiнера-Хопфа методом  ортогоналiзацiї  
 
 Якщо T — лiнiйний оператор, адекватний як математична модель 
оптимальному фiльтру Колмогорова-Вiнера, тобто такий, що I набирає 
мінімального значення, то рiзниця Т{y(t)} - x(t) ортогональна до y(t) 
при кожному значеннi t. Тоді  
 
M[ (T{y(t)} - x(t))y(t)] = 0, t ∈ (-∞ ,∞).               (5.4.1) 
 
Нехай існує T0 — деякий iнший такий лiнiйний оператор. Тодi (для 
зручності спрощено позначення): 
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[ ] [ ]
[ ][ ]
[ ] .)xy()xy(y)(y)(
)xy()xy(y)(y)(
)xy()yy(xyI
2
0
2
0
2
0
2
0
2
0
2
0
TMTTTM2TTM
TTTT2TTM
TTTMTM
−+−−+−=
=−+−−+−=
=−+−=−=
 
  
Якщо (5.4.1) справедливо, то другий доданок рiвний нулю. Перший — 
не вiд'ємний. Таким чином, оператор T0 не забезпечить меншої 
середньоквадратичної похибки, нiж оператор Т, тому T0 = Т.  
Вираз (5.4.1) є представленям так званого принципу 
ортогональності. З врахуванням того, що 
 
∫
∞
∞−
−== ,)()()(ˆ)( τττ dythtxtTy  
 
принцип ортогональностi можна записати  так: 
 
,)t(y)t(xd)(y)t(h 0M =







−τττ−∫
∞
∞−
 
 
звiдки: 
 
.)s,t(Rd)t(h)s,(R
,)s(y)t(xd)t(h)s(y)(y
xyyy∫
∫
∞
∞−
∞
∞−
=ττ−τ
=ττ−τ MM
 
 
За умови стацiонарностi 
 
∫
∞
−=−−
0
).()()( stRdthsR xyyy τττ  
 
Заміною змінних t - θ = s, t - τ = σ, τ - θ = s - σ отримаємо: 
 
),()()( θσσσθ xyyy RdhR =−∫
∞
∞−
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рiвняння Вiнера-Хопфа. Якщо врахувати умову фiзичної реалiзовностi 
(тобто h(t) = 0 при t < 0), це рiвняння набирає такого  вигляду: 
 
).()()(
0
θσσσθ xyyy RdhR =−∫
∞
 
 
5.5. Розв'язування рiвняння Вiнера-Хопфа 
 
 Оптимальна фiльтрацiя полягає у лінійній обробці сигналу 
імпульсною функцiєю фiльтру, такою, що середнiй квадрат похибки на 
виходi фiльтру мiнiмальний. Пошук такої імпульсної функції зводиться 
до розв'язування рiвняння Вiнера-Хопфа — 
 
).()()( sRdhsR xyyy =−∫
∞
∞−
σσσ                          (5.5.1) 
 
 Розв'язок даного рiвняння легко знайти, коли виконати 
перетворення Лапласа вiд лiвої i правої частини виразу (5.5.1): 
 
.)()()( ∫∫ ∫
∞
∞−
−
∞
∞−
∞
∞−
−
=− dsesRdsdehsR iusxyiusyy σσσ  
 
Зробимо деякi змiни в лiвiй частинi: 
 
,)()()(
,)()()(
)(
)(
∫∫ ∫
∫∫ ∫
∞
∞−
−
∞
∞−
∞
∞−
−−−
∞
∞−
−
∞
∞−
∞
∞−
−−−
=−
=−
dsesRdehdsesR
dsesRdsdeehsR
ius
xy
iusiu
yy
ius
xy
iusiu
yy
σσσ
σσσ
σσ
σσ
 
або: 
 
),()()( iuFiuHiuF xyyy =  
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де )(iuFyy  — спектральна густина потужності y(t), )(iuFxy  — взаємна 
спектральна густина потужності x(t) i y(t), H(iu) — функцiя передачi 
фiльтру. Отже, функцiя передачi оптимального фiльтру: 
 
.)(
)()(
iuF
iuF
iuH
yy
xy
=  
 
Використовуючи зворотнє перетворення Лапласа вiд H(iu), можна 
знайти оптимальну iмпульсну функцiю h(t).  
 Розглянемо випадок, коли корисний сигнал x(t) i шум n(t) 
некорельованi, тобто Fxn(iu) = 0. Тодi Fyy(iu) = Fxx(iu) + Fnn(iu) = 
 = Fx(iu) + Fn(iu), Fxy(iu) = Fxx(iu) = Fx(iu), тоді оптимальна функцiя 
передачi: 
 
.)()(
)()(
iuFiuF
iuFiuH
nx
x
+
=  
 
5.6. Похибка оптимальної фiльтрацiї  
 
 Знайдемо складову fξ  похибки оптимального фільтра, яка 
визначається значенням мінімуму середнього квадрату відхилення 
 
22
xxˆMMI fmin −=ξ=  
 
оцінки xˆ  сигналу від сигналу x . Якщо Т — лiнiйний оператор 
(математична модель оптимального фiльтру), то Tyxˆ = , тоді 
 
[ ] [ ]x)xy(y)xy()xy)(xy(xyI
min −−−=−−=−= TTTMTTMTM
2
. 
  
Доданок 0T(T =ξ=− xˆy)xy , оскільки ξ+= xˆy  (принцип ортогональності 
похибки до оцінки). Отже,  
 
Imin= M[(x-Ty)x].                                     (5.6.1)  
 
Оскільки ∫
∞
∞−
ττ−= d)t(h)t(y)t(y }T{ , і якщо mx = my = 0, то: 
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∫∫
∞
∞−
∞
∞−
ττ−θτ−θ=θττ−−= d)t(h),(R),t(R)(x)d)t(h)t(yx(t)I
xyxxmin ]M[(  
і 
 
При умові стацiонарностi 
 
∫
∞
∞−
−−−−= .)()()(min ττθτθ dthRtRI xyxx  
 
Замiнивши змінні t - θ = s, t - τ = σ, τ - θ = s - σ, отримаємо: 
 
∫
∞
∞−
−−= .)()()(min σσσ dhsRsRI xyxx  
 
Перетворенням Фур′є вiд лiвої i правої частин останнього виразу 
 
),iu(H)iu(F)iu(F
de)(hdse)s(Rdse)s(R
dsde)(h)s(Rdse)s(R}I{F
xyxx
iu)s(iu
xy
ius
xx
ius
xy
ius
xxmin
−=
=σσσ−−=
=σσσ−−=
∫ ∫∫
∫ ∫∫
∞
∞−
∞
∞−
σ−σ−−
∞
∞−
−
∞
∞−
∞
∞−
−
∞
∞−
−
 
 
де )(  ),( iuFiuF xyxx  — спектральнi густини потужності, )iu(H  — функція 
передачі фільтру, отримаємо спектральні представлення похибки.  
 При зворотньому перетвореннi Фур'є — 
 
[ ]∫
∞
∞−
−= ,)()()(min dueiuHiuFiuFI iutxyxx  
 
або, з врахуванням того, що ,)(
)()(
iuF
iuF
iuH
yy
xy
=  
 
∫
∞
∞−
−
= due
iuF
iuFiuFiuF
I iut
yy
xyyyxx
)(
)()()( 2
min . (5.6.2) 
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Формула (5.6.1) пояснює змiст середнього квадрату похибки в просторi 
випадкових величин, а формула (5.6.2) дає змогу знайти його значення. 
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Підсумок 
 
 Очевидно, що ідея екстремуму використовується і для синтезу 
характеристик інтерполяторів, прогнозаторів, згладжувачів і т. ін. 
Зовнішній вигляд реалізації може бути означений критерієм. 
 У цьому розділі показано, як з мінімальною 
середньоквадратичною похибкою можна виділити сигнал з суміші 
його з шумом, вказано умови, за яких така модель є адекватною. Отже, 
крім моделювання зображення (представлення) сигналу у вигляді 
спектрів (розподілу потужності по частотах) та аналізу впливу на нього 
лінійних перетворень — знаходження спектрів на виході лінійної 
ланки (у випадку стаціонарних сигналів) чи знаходженні функцій 
розподілу на виході лінійної ланки при заданій вхідній функції 
розподілу імовірностей значень процесу можна ставити і розв’язувати 
задачі синтезу (пошуку) характеристик самої ланки при певних 
вимогах до характеристик синтезу на її виході при заданому вхідному 
сигналові. За контекстом розділу зрозуміло, що означають слова 
“заданий”, “певні вимоги” і т. п. Методи реалізації отриманої 
характеристики лінійною ланкою тут не розглянуто. Проте, зауважимо, 
що є труднощі (проблеми) реалізації. Вони лежать в області засобів і 
методів реалізації і виглядають як інструментальні похибки - основні, 
методичні, динамічні, впливу і причиною мають певну фізичну 
природу засобів. Буває так, що математично коректну характеристику 
фізично реалізувати не вдається із-за властивостей (можливостей) 
засобів її реалізації.  
 Основною ідеєю, на якій базується синтез, є пошук такої 
характеристики (функції), при якій досягається екстремум критерію 
(функціоналу), побудованого, вибраного як математичний об’єкт з 
фізичних уявлень про якість функціонування ланки. 
 Такі ланки (системи) називають екстремальними (деколи додають 
ще назву характеристики — екстремальні кореляційні, спектральні, 
тощо). Тепер більш поширеною назвою є назва оптимальні (фільтри, 
прогнозатори, тощо). 
 Подібну задачу (історично раніше за Вінера, що стало відомо 
пізніше через умови закритості робіт) розв’язав Колмогоров (не в 
рамках кореляційної теорії, а функцій розподілу). 
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Розділ 6  
 
ФIЛЬТР КАЛМАНА-Б’ЮСI 
 
6.1. Задача Калманiвської фiльтрацiї 
 
 У попередньому роздiлi був розглянутий фiльтр Вiнера. Вiн являє 
собою лiнiйну ланку, на вхiд якої надходить сумiш корисного сигналу i 
шуму, а з виходу відбирається сигнал, що максимально наближається 
до корисного. Ми шукали iмпульсну вагову функцiю такого фiльтру. 
 Проте, в багатьох випадках система може мати не один, а декiлька 
входів, виходів (спостережних станів), а також неспостережні стани. 
Такі системи зручно розглядати у просторі станів. 
 Розглянемо таку лiнiйну систему. Через x(t) позначимо її вектор 
станiв. Припустимо, що модель змiни вектору станiв задана системою 
лiнiйних диференцiальних рiвнянь —  
 
)()()()()( twtGtxtFtx +=& ,   (6.1.1)  
 
у якому вектор w(t) є бiлим шумом з нульовим середнiм значенням, а 
елементи матриць F(t) i G(t) — вiдомi, у загальному випадку 
неперервнi функцiї часу. Вектори x(t) i )(tx&  мають розмiр n × 1, вектор 
w(t) — r × 1, матриця F(t) — n × n i матриця G(t) — n × r розміру. 
 Досить часто вектор станiв x(t) ми безпосередньо спостерiгати не 
можемо, а замiсть нього спостерiгаємо вектор y(t), який одержуємо на 
виходi системи —  
),()()()( tvtxtHty +=     (6.1.2)  
 
де v(t) також є бiлим шумом з нульовим математичним сподiванням i 
матриця H(t) — вiдома. Розмiри величин, якi входять в рiвняння (6.1.2), 
наступні: вeктори y(t) i v(t) — m × 1, матриця H(t) — m × n. 
 Вважаємо, що початкове значення x(t0) вектора станiв являє 
собою випадковий вектор з математичним сподiванням: 
 
00)}({ xtxM =  
і коваріаційною матрицею: 
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.)}()({ 000 PtxtxM T =  
 
Тут )( 0txT  означає транспонований вектор. 
 Величини w(t) i v(t) називаються, вiдповiдно, вхiдним шумом i 
шумом спостереження. Ми не робитимемо жодних спецiальних 
зауважень щодо функцiї розподiлу вхiдного шуму та шуму 
спостереження, анi щодо вектора початкового стану системи. 
Вiдзначимо лише, що для векторiв w(t) i v(t), крiм нульового 
математичного сподiвання, заданi коварiацiйнi матрицi: 
 
);()()}()({ ,0)}({ τδτ −== ttQwtwMtwM T  
 
),()()}()({ ,0)}({ τδτ −== ttRvtvMtvM T  
 
де δ(t — τ) — дельта-функцiя, а Q(t), R(t) — вiдомi квадратнi матрицi. 
 Нехай, окрiм того, вектор станiв, вхiдний шум i шум 
спостереження взаємно не корельованi — 
 
.0)}()({
;0)}()({
;0)}()({
=
=
=
τ
τ
τ
T
T
T
wtvM
wtxM
vtxM
 
 
 Оскільки ми не можемо безпосередньо спостерiгати вектор 
станiв, задача полягає в знаходженнi лiнiйної незмiщеної оцiнки 
вектора x(t) на основi результатiв вимiрiв y(t). Ця оцiнка позначається 
через ).(ˆ tx  Похибка оцiнювання:  
 
).(ˆ)()(~ txtxtx −=  
 
Матриця коваріації похибки у випадку незміщеної оцінки рівна: 
)}.(~)(~{)(~ txtxMtP T=  
Оцiнка повинна бути оптимальною в тому розумiннi, що компоненти 
похибки оцiнювання повиннi мати мiнiмальну дисперсiю. Ця умова 
еквiвалентна вимозi 
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[ ] min,)(~ =tPtr  
 
де [ ])(~ tPtr  — слiд матрицi )(~ tP . 
Поставлена вище задача називається задачею калманiвської фiльтрацiї.  
 
6.2. Критерiй оптимальностi фiльтру. 
 
 Перед нами стоїть задача: для системи, заданої матричними 
рiвняннями: 
 
)()()()()( twtGtxtFtx +=& , 
 
),()()()( tvtxtHty +=  
 
знайти лiнiйну незмiщену оцiнку )(ˆ tx  вектора станiв x(t) по результатах 
спостережень y(t). 
 Очевидно, для того, щоб фiльтр був оптимальний, похибка 
оцiнювання  
)(ˆ)()(~ txtxtx −=  
 
повинна бути мiнiмальною. Оскільки x(t) являє собою випадковий 
вектор, розглядають евклiдову норму x~  цього вектора. Позначимо 
через I математичне сподiвання вiд x~ 2. У випадку n-вимiрного вектора 
похибок можна записати: 
 { }.~~~~ 222212 nxxxMxMI +++== K  
 
 В якостi критерiю оптимальностi фiльтру Калмана-Б’юсi 
приймають умову  
 I = min,      (6.2.1) 
тобто середнiй квадрат похибки оцiнювання повинен бути 
мiнiмальним. Часто говорять також про мiнiмальне значення дисперсiї 
похибки. 
 Умову оптимальностi фiльтру можна записати по-iншому, 
використавши матричне числення. Коварiацiйна матриця похибки 
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{ })(~)(~)(~ txtxMtP T=  
 
являє собою квадратну матрицю розмiру n n× , по головнiй дiагоналi 
якої розмiщенi елементи ,~,,~,~ 22221 nxMxMxM K . Як вiдомо, сума 
дiагональних елементiв будь-якої квадратної матрицi А називається 
слiдом цiєї матрицi i позначається tr[A]. З урахуванням цього критерiй 
оптимальностi (6.2.1) набуде вигляду: 
 
[ ] { } .min~~~)(~ 22221 =+++= nxxxMtPtr K     (6.2.2) 
 
 Критерiй (6.2.2) i використовується для розв'язку задачi 
Калманiвської фiльтрацiї. 
 
 
6.3. Поновлюючий процес у фiльтрi Калмана-Б’юсi 
 
 Будемо шукати лiнiйну незмiщену оцiнку вектора станiв x(t) 
системи, якщо система задана матричними рiвняннями 
 
)()()()()( twtGtxtFtx +=& ,   (6.3.1) 
 
),()()()( tvtxtHty +=     (6.3.2) 
 
i вектор спостережень y(t) вiдомий. Умови, якi накладаються на 
величини, що входять в рiвняння (6.3.1) i (6.3.2), описанi в 
параграфi 6.1. 
 
 Припустимо, що оцiнка )(ˆ tx  вектора станiв відповідає 
диференцiальному рiвнянню: 
 
),()()(ˆ)()(ˆ tytKtxtAtx +=&    (6.3.3) 
 
де y(t) — вiдомий вектор спостережень, A(t) i K(t) — невiдомi матрицi. 
Для того, щоб оцiнка була незмiщеною, повинна виконуватись 
рiвнiсть: 
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{ } { } ).()()(ˆ txtxMtxM ==    (6.3.4) 
 
 Обчислимо математичне сподiвання вiд обох частин 
рiвняння (6.3.3)  
 
{ } { } { }.)()()(ˆ)()(ˆ tyMtKtxMtAtxM +=    (6.3.5) 
 
Але з (6.3.2) випливає, що: 
 
{ } { } { },)()()()()()( txMtHtvtxtHMtyM =+=    (6.3.6) 
 
так як M{v(t)} = 0. 
 Як наслідок, на основi (6.3.4) — (6.3.6) одержуємо 
диференцiальне рiвняння для середнього значення вектору станiв 
системи: 
 
[ ] ).()()()()( txtHtKtAtx +=&   (6.3.7) 
 
Обчислимо математичне сподiвання вiд обох частин рiвняння (6.3.1), 
одержимо ще одне рiвняння для x t( )  (враховуємо, що M{w(t)} = 0)  
 
).()( txtFx =&     (6.3.8) 
Порiвнюючи два останнi рiвняння, можна виписати першу умову 
незмiщенностi оцiнки вектора станiв — 
 
A(t) = F(t) - K(t)H(t).   (6.3.9) 
Друга умова полягає в тому, щоб розв'язки рiвнянь (6.3.7) i (6.3.8) 
вiдшукувались при одному i тому ж початковому значеннi 
 
{ } { } .)()(ˆ)( 0000 xtxMtxMtx ===    (6.3.10) 
 
 Якщо виконати умови незмiщенностi, користуючись рiвностями 
(6.3.9) i (6.3.10), то алгоритм фiльтру (6.3.3) набуде вигляду:  
 
[ ]
.)(ˆ
,)(ˆ)()()()(ˆ)()(ˆ
00 xtx
txtHtytKtxtFtx
=
−+=
   (6.3.11) 
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Такий запис рiвняння дозволяє iнтерпретувати його наступним чином. 
Якщо матриця K(t) є оптимальною, наприклад вибрана iз умови 
забезпечення мiнiмального значення дисперсiї похибки, то рiзниця 
)(ˆ)()( txtHty −  виявляється шумом, який називається поновлюючим 
процесом, оскiльки саме ця рiзниця мiстить в собi всю нову 
iнформацiю, яка одержується пiсля спостереження значень y(t). 
Матрицю K(t) називають матрицею коефiцiєнтiв фiльтру. 
 
6.4. Коефiцiєнти фiльтру Калмана-Б’юсi. 
 
 Знайдемо тепер матрицю коефiцiєнтiв K(t), таку, щоб фiльтр, який 
описується алгоритмом: 
 
[ ],)(ˆ)()()()(ˆ)()(ˆ txtHtytKtxtFtx −+=   (6.4.1) 
 
забезпечував мiнiмальну дисперсiю похибки оцiнювання вектора 
станiв системи, заданої матричними рiвняннями: 
 
)()()()()( twtGtxtFtx +=& ,   (6.4.2) 
 
).()()()( tvtxtHty +=    (6.4.3) 
 
Тобто від K(t) залежить мiнiмальне значення величини  [ ],)(~ tPtrI =      (6.4.4) 
де )(~ tP  являє собою коварiацiйну матрицю похибки, { })(~)(~)(~ txtxMtP T= . Спочатку виведемо вираз для цiєї матрицi. Так як 
похибка оцiнювання —  
 
)(ˆ)()(~ txtxtx −= ,     (6.4.5) 
 
то, очевидно, 
 
).(ˆ)()(~ txtxtx &&& −=  
 
Iз (6.4.1) i (6.4.2) одержуємо: 
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[ ].)(ˆ)()()(
)(ˆ)()()()()()(ˆ)()(~
txtHtytK
yxtFtwtGtxtFtxtxtx
−−
−−+=−= &&&
 
 
Якщо тепер скористатися представленням (6.4.3) i позначенням (6.4.5), 
то можна записати:  
 
[ ] ),()(~)()()()(~ tutxtHtKtFtx +−=&     (6.4.6) 
 
де 
 
)()()()()( tvtKtwtGtu −=  — 
 
бiлий шум з нульовим математичним сподiванням i моментами 
 { } [ ] ),()()()()()()()()( τδτ −+= ttKtRtKtGtQtGutuM TTT  
 { } .0)()(~ =τTutxM  
 
Задачу зведено до дослiдження матричного диференцiального рiвняння 
для коварiацiйної матрицi похибки. Знайдемо його. Виходячи з того, 
що { })(~)(~)(~ txtxMtP T= , запишемо:  { }.)(~)(~)(~)(~)(~ txtxtxtxMtP TT &&& +=     (6.4.7) 
 
Пiдставимо в рiвняння (6.4.7) вираз (6.4.6), одержимо: 
 
[ ]
[ ]
[ ] [ ]
[ ]
[ ] )}.()(~)(~)({)()()()(~
)(~)()()()}()(~)(~)({
)()()()}(~)(~{)}(~)(~{)()()(
)}()(~)()()()(~)(~
)(~)()(~)(~)()()({)(~
tutxtxtuMtHtKtFtP
tPtHtKtFtutxtxtuM
tHtKtFtxtxMtxtxMtHtKtF
tutxtHtKtFtxtx
txtutxtxtHtKtFMtP
TTT
TT
TTT
TTT
TT
++−+
+−=++
+−+−=
=+−+
++−=&
 
Можна показати, що: 
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).()()()()()()}()(~)(~)({ tKtRtKtGtQtGtutxtxtuM TTTT +=+  
 
З урахуванням цього матричне диференцiальне рiвняння для 
коварiацiйної матрицi похибки матиме вигляд:  
 
[ ] [ ]
).()()()()()(
)()()()(~)(~)()()()(~
tKtRtKtGtQtG
tHtKtFtPtPtHtKtFtP
TT
T
++
+−+−=&
  (6.4.8) 
 
Так як )(ˆ 0tx  є детермiнованим вектором, рiвним 0x , то в якостi 
початкового значення матрицi )(~ tP  приймають матрицю { }.)()( 000 txtxMP T=   
 Тепер можна перейти до мiнiмiзацiї величини I, яка визначається 
спiввiдношенням (6.4.4), шляхом вiдповiдного вибору матрицi 
коефiцiєнтiв K(t). Виявляється, що для розглядуваної задачi ця мета 
буде досягнута, якщо мiнiмiзувати  
 
[ ],)(~)( tPtr
dt
tdI &
=  
 
де )(~ tP  визначається рiвнянням (6.4.8). При мiнiмiзацiї цього 
скалярного показника шляхом пiдбору матрицi К(t) необхiдно 
користуватись методами матричного числення. 
 Iснує аналогiя мiж операцiями, якi виконуються тут i у випадку, 
коли К(t) i )(~ tP  є скалярними величинами. Маємо: 
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Враховуючи, що tr{H(t) )(~ tP } = tr{ )(~ tP HT(t)}, одержимо: 
 [ ]( ) { } { }.)()(2)()(~2)( )(
~
tRtKtrtHtPtr
tdK
tPtrd T +−=
&
 
 
Покладаючи  
 [ ]( )
,0)(
)(~
=
tdK
tPtrd &
 
знайдемо вираз для матрицi коефiцiєнтiв фiльтру Калмана-Б’юсi —  
 
).()()(~)( 1 tRtHtPtK T −=  
 
Тодi для коварiацiйної матрицi мiнiмальної похибки одержимо 
наступне рiвняння: 
 
),(~)()()()(~
)()()()()(~)(~)()(~
1 tPtHtRtHtP
tGtQtGtFtPtPtFtP
T
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−
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яке називається рiвнянням Рiкаттi. 
 Цей результат завершує вивiд рiвнянь для оптимального 
лiнiйного фiльтру, який формує незмiщену оцiнку з мiнiмальною 
дисперсiєю. 
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6.5. Структурна схема спостереження стану системи з мiнiмальною 
дисперсiєю похибки спостереження 
 
 Вiдповiдна структурна схема наведена на мал. 6.1. Як бачимо, 
вона складається з двох частин:  
 1) моделi спостережної системи;  
 2) власне фiльтру Калмана-Б’юсi. 
Модель спостережної системи, тобто верхня обведена пунктиром 
область, закрита вiд нас, нам доступний лише сигнал y(t) на виходi цiєї 
системи. Саме цей сигнал i поступає на вхiд оптимального фiльтру. 
Коефiцiєнти K(t) фiльтру пiдiбранi таким чином, щоб забезпечити 
мiнiмальну дисперсiю похибки спостереження. На виходi фiльтру 
одержуємо оцiнку вектора станiв спостережної системи. На мал. 6.1. 
поданi також необхiднi спiввiдношення, якi характеризують модель 
спостережної системи i оптимальний фiльтр. 
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Мал. 6.1. 
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6.6. Алгоритм калманiвської фiльтрацiї 
 
 Процес оцiнювання вектору станiв за допомогою фiльтру 
Калмана-Бьюсi зручно представити у виглядi алгоритму. 
 Алгоритм фiльтру Калмана-Б’юсi: 
 1. Задаємо початкове значення оцiнки вектора станiв $x0 i похибки 
оцiнювання ~x0 — так зване нульове наближення. 
 2. Розв'язуємо рiвняння Рiкаттi: 
 
),(~)()()()(~
)()()()()(~)(~)()(~
1 tPtHtRtHtP
tGtQtGtFtPtPtFtP
T
TT
−
−
−++=&
 
 
прийнявши в якостi початкового значення матрицю { }TxxMP 000 ~~~ = . В 
результатi одержимо матрицю )(~ tP . 
 3. Обчислюємо коефiцiєнти фiльтру: 
 
).()()(~)( 1 tRtHtPtK T −=  
 
 4. Повертаємось на початок i шукаємо нове значення 
похибки )(~ tx . 
 Для цього спочатку знаходять 
 
),()()()()( tvtKtwtGtu −=  
а потiм розв'язують рiвняння: 
 
[ ] )()(~)()()()(~ tutxtHtKtFtx +−=&  
з початковою умовою 0
~x . 
 5. Якщо похибка нас не задовільняє, процес обчислень проводимо 
спочатку, прийнявши в якостi ~x0 нове значення похибки. 
 Якщо ж похибка нас задовільняє, знаходимо оцiнку вектора 
станiв, розв'язавши рiвняння: 
 
[ ])(ˆ)(0()()(ˆ)()(ˆ txtHtytKtxtFtx −+=&  
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з початковою умовою 00 ˆ)(ˆ xtx = , де 0xˆ  — початкове значення оцiнки 
вектора станiв. 
 Отже, алгоритм калманiвської фiльтрацiї зводиться до того, що 
спочатку задається оцiнка 0xˆ  з деякою, не обов'язково мiнiмальною, 
похибкою. Потім з допомогою ітеративної процедури ця оцінка 
покращується таким чином, щоб досягнути мiнiмально можливої 
середньоквадратичної похибки. На практицi обмежуються деяким 
заданим значенням похибки, при досягненнi якого процес обчислень 
припиняють. 
 
6.7. Особливостi фiльтру Калмана-Б’юсi 
 
 Розглядуваний фiльтр має такі особливостi: 
 1) апрiорна iнформацiя про сигнал (i шум) повинна задаватись в 
просторi станiв; 
 2) алгоритм фiльтрацiї має ітеративну форму i зручний для 
обробки цифровими обчислювальними машинами; 
 3) алгоритм фiльтрацiї одночасно являє собою безпосереднiй опис 
способу реалiзацiї фiльтру; 
 4) легко поширюється на нестацiонарнi сигнали; це стосується i 
випадку, коли спостереження починаються в довiльний момент часу; 
 5) легко може бути поширений на багатомiрний випадок. 
 У випадку стацiонарних процесiв фiльтр Калмана-Б’юсi 
переходить у фiльтр Вiнера.  
 Зауважимо, що зведення до рівняння Рікатті — один з можливих 
способів реалізацій фільтру Калмана. 
 Відомі інші методи — коли апріорно задаються розподіли. Тоді 
шукають оцінку станів за допомогою методу найбільшої 
правдоподібності. 
 126
 
Підсумок 
 
 У даному розділі розглянуто нестаціонарну систему (зі змінними 
параметрами) та ітераційну процедуру оптимальної оцінки її станів за 
апріорно заданими імовірнісними характеристиками. Ітераційна 
процедура полягає в покроковому наближенні з заданою точністю до 
значення відліку сигналу шляхом обчислень. Такі ланки (системи) є 
також екстремальними (оптимальними). Тут оптимальність 
забезпечується при оцінці параметрів ітераційної процедури. На 
відміну від Вінерівської фільтрації процедура є принципово чисельною 
(обчислювальною). 
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Розділ 7 
 
АНАЛIЗ ОБРОБКИ ВИПАДКОВИХ СИГНАЛIВ 
НЕЛIНIЙНИМИ ЛАНКАМИ СИСТЕМИ 
 
7.1. Статистична лiнеаризацiя 
 
 Iдея лiнеаризацiї використовується i у випадку стохастичних 
моделей сигналiв при описовi їх перетворень в нелiнiйних колах. 
Розглянемо лише кiлька можливих методiв аналiзу нелiнiйних 
перетворень стохастичних сигналiв, але таких, що стосуються рiзних 
моделей сигналiв i стали "класичними": 
а) перетворення випадкового сигналу в нелiнiйнiй неiнерцiйнiй 
ланцi кола, коли нелiнiйнiсть задається неперервною, монотонною 
функцiєю, для якої iснує обернена функцiя, а сигнал — нормально 
розподiлений випадковий процес. 
 Нехай )(1 tx  — випадковий процес на входi нелiнiйної ланки, 
)(2 tx  — після нелiнiйного перетворення. Позначимо )(1 xFx  функцiю 
розподiлу iмовiрностей значень сигналу на входi нелiнiйної ланки 
(густина розподiлу iмовiрностей тодi позначається )(1 xfx ). Потрiбно 
знайти функцiю розподiлу )(2 xFx  iмовiрностей значень сигналу на 
виходi нелiнiйної ланки (чи функцiю густини )(2 xfx ). 
 При заданих умовах цiєї задачi зауважимо наступне: якщо маємо 
функцiю )(xY ϕ=  (тут )(),( tXXtYY ≡≡ ) таку, що iснує ( ) ,1 XY =−ϕ  то 
для )()(1 xXPxF <=  функцiя ),()(2 yYPyF <=  при умовi, що iснує 
)()( 11 xFxf ′= , буде рiвною ,)(
)(
1∫
< yx
dxxf
ϕ
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(за вiдомим принципом iнварiантностi диференцiала iмовiрностi; 
тут
dy
yd )(1−ϕ
 — Якобiан перетворення). 
 Тепер, якщо )(xY ϕ=  — нелiнiйне перетворення, то при заданiй 
функцiї розподiлу iмовiрностей вхiдного сигналу i деяких, вже 
названих iнших умовах для математичного сподiвання i дисперсiї 
сигналу на виходi нелiнiйної ланки маємо: 
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[ ] .)())(()()()()(
)())(()()(
1
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В цих формулах опущено для спрощення позначення аргументу t. 
Розрахунковi формули мають такий вигляд: 
 
∫
∫
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XYY
XY
ϕσ
ϕ
 
 
 Зауважимо, що тут iдея лiнеаризацiї "працює" на рiвнi 
диференцiяльних властивостей функцiй розподiлу. Нагадаймо, що сама 
iдея диференцiального числення ґрунтується на властивостях 
лiнiйностi; 
б) обчислення коефiцiєнтiв лiнеаризацiї. У цьому випадку сигнал 
на входi лiнiйної ланки представляється так: 
 
),()( tXmtX X
o
+=  
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де Xm  — математичне сподівання, а )(tX
o
 — центрований 
(випадковий) сигнал. Тодi сигнал на виходi нелiнiйної ланки 
представляють у виглядi: 
 
),()( 101 tXkmktY X
o
+=  
 
де 1Y  — означає наближений до Y сигнал, k0 — статистичний 
коефiцiєнт пiдсилення математичного сподiвання, k1 — статистичний 
коефiцiєнт пiдсилення випадкової складової вхiдного сигналу. 
 Цей метод статистичної лiнеаризацiї полягає в замiнi нелiнiйної 
ланки еквiвалентною (в iмовiрнiсному сенсi) лiнiйною ланкою. Це 
означає, що: 
 
).()(  );()( 11 tDYtDYtMYtMY ≅≅  
 
Тому маємо (аргумент t, де це можливо для спрощення записiв, 
опускаємо): 
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за умови до похибки [ ] min21 =−YYM  маємо: 
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Продиференціювавши цей вираз по k0 і k1 , прирівнявши до нуля 
(умова екстремуму), маємо, що: 
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 Звiдки отримаємо розрахунковi формули: 
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 Отже, маємо два варiанти коефiцiєнтiв статистичної лiнеаризацiї: 
(1) — коли вимагаємо рiвностi моментiв при лiнеаризацiї i (2) — коли 
вимагаємо мiнiмуму середньоквадратичної похибки статистичної 
лiнеаризацiї. Причому, )2(0
)1(
0 kk = . Для обчислення коефiцiєнтiв 
статистичної лiнеаризацiї (задача (б)), необхiдно розв’язати задачу (а). 
 
 
 
 
7.2. Застосування функцiональних  рядiв 
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для опису нелiнiйних ланок систем 
 
 Поряд з описом випадкових сигналiв за допомогою функцiй 
розподiлу i її моментiв є iншi математичнi моделi — iнтегральнi, якi 
використовують iдею "чорного ящика", iдею зображень вигляду 
"вхiд — вихiд" у рiзних варiантах (лiнiйнi випадковi процеси та їх 
iзоморфiзми — вигляду перетворення Фур’є). Ця загальна iдея 
переноситься i на моделювання нелiнiйних ланок, зокрема, 
iнерцiйних — моделi у виглядi функцiонального ряду (ряду Вольтера). 
 Розглянемо однорiдний стохастичний функцiонал n-го порядку: 
 
∫ ∫
∞
∞−
∞
∞−
),()();,,( 11 nnn ddtK τητηττ KKK  
 
де Kn — ядро, дiйсне, iнтегровне з квадратом з вагою; 
)()( 1 nddM τητη K  функцiя, M — математичне сподiвання, η  —
випадковий процес з незалежними (ортогональними) приростами, 
вiдомий у подiбних (одновимiрних) зображеннях як порiдний процес; 
так що у даному випадку маємо порiдне поле. 
Частинний випадок — ∏∑
==
=⋅
n
j
jkj
N
k
kn ttK
11
),,();( τϕα  kα  — дійсні 
невипадковi числа, а ),( ⋅⋅kjϕ  — дiйсна iнтегровна з квадратом функцiя. 
Розглядаючи полiном )(tnΦ , у який входять стохастичнi функцiонали 
рiзних порядкiв, приходимо до необхiдностi розглядати лiнiйно-
незалежнi )(tnΦ  при зображенi нелiнiйних перетворень стохастичних 
сигналiв, представленi у виглядi лiнiйних iнтегральних зображень, 
тобто виразiв вигляду [ ])()( ttM mn ΦΦ . Крiм того, для наближень 
необхiднi нескiнченнi послiдовностi лiнiйно-незалежних )(tnΦ . 
Зауважимо, що нескiнченну послідовність полiномiв nΦ  можна 
ортогоналiзувати процедурою Грама-Шмiдта. Але, подiбно як у 
випадку рядiв типу Фур’є (при оптимiзацiї у гiльбертовому просторi за 
критерiєм мiнiмальної норми рiзницi мiж зображенням у виглядi 
лiнiйної форми i пiдпростором) можна показати, що оптимальнiсть 
наближення (апроксимацiї) досягається при властивостi 
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ортогональностi базисних елементiв, тобто слiд вимагати 
ортогональностi полiномiв nΦ . А це призводить до введення 
спецiальної iндикаторної функцiї: 
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 Зауважимо, що iндикаторнi функцiї означують випуклiсть 
множини, яка гарантує iснування глобального оптимуму.  
 Отже, отримаємо: 
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∞== ,1  ,1)(0 ntG  — послiдовнiсть ортогональних стохастичних 
функцiоналiв. 
 
[ ] [ ]
,);,,(~
);,,()(!)()(
1
1
1
j
n
j
nn
nn
n
nmmn
dsK
tKIntGtGM
τττ
ττηχδ α
∏
∫ ∫
=
∞
∞−
∞
∞−
×
×=
K
KK
 



≠
=
=
,  ,0
;  ,1
mn
mn
nmδ  
 
n
αχ  — семіінваріант, значок “∼“ — означає симетризацiю. Норма 
функцiоналу: 
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Тодi вiдгук нелiнiйного пристрою (ланки) можна записати так: 
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де [ ])()()( tGtyMtC nn =  — узагальнений коефіцієнт Фур’є розкладу 
y(t). Звiдси, для математичного сподiвання i кореляцiйної функцiї 
вiдгуку y(t) нелiнiйної ланки маємо: 
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 Зауважимо, що для обчислення моментних функцiй вiдгуку 
нелiнiйної ланки на випадкове збурення використано не функцiї 
розподiлу, а невипадковi ядра, або послiдовнiсть семиiнварiантiв 
випадкового процесу. 
 Приклад. Нехай нелінійне перетворення має вигляд  
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{ }pnan ,1  , =  — дiйснi числа; ),(),( )( ττϕ τα −= −− tuet t  )(⋅u  — функцiя 
Гевiсайда, )()( tγτη =  — гама-процес з незалежними приростами i 
послiдовнiстю семiiнварiантiв [ ] τβετγχ )!1()( −= nnnn ,  ; ,3 ,2 K=n  
[ ] 0)( 1 =τγχ , β  — параметр гама-процесу, )(τε sign≡ . 
 Знайти кореляцiйну функцiю i математичне сподiвання вiдгуку 
нелiнiйної ланки . 
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 Вираз для вiдгуку: 
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Ортогональна система функцiоналiв 
 
.1)(  , ,2 ,1
),(),,())((
0
1 1
1
)(
==
−= ∫ ∫ ∏ ∏
∞
∞−
∞
∞− = =
−−
tGn
dItueG
n
i
n
i
inni
t
n
i
K
KK τγττττα
 
 
Норма для такої системи функцiоналiв — 
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Ортонормована система виглядає так: 
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Шуканий відгук у вигляді ортогонального ряду — 
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коефіцієнти цього ряду — 
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Зауважимо, що вони не залежать вiд часу (стацiонарнi), а також те, що 
доданки з [ ])(Ipj γχ  при 1=jp  рiвнi нулевi.  
 Отже, в результатi одержимо: 
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Перетворення Фур’є )(sBy  дасть нам спектральну густину потужностi: 
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 Щодо трудоємкостi обчислень, то вона найбiльша при обчисленнi 
коефiцiєнтiв C tn( ) . I ще одне зауваження: аналiз впливу нелiнiйної 
ланки можна проводити за допомогою iмiтацiйної моделi на ЕОМ, 
моделюючи i процес, i саму ланку. Але тодi необхiдно проаналiзувати 
затрати ресурсiв (часу, пам’ятi) i точностi iмiтацiйного моделювання. 
Досить часто застосовується комбiнований пiдхiд: аналiтично 
(теоретично) отримують результат, що допомагає оцiнити його вигляд, 
межi змiни величини, тощо, а сам аналiз проводиться на iмiтацiйнiй 
моделi. Іноді кiнцевi формули дають значний виграш, але часом їх 
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чутливiсть до неточностi в обчисленнях, представлення вхiдних даних 
є ще значною. Отже, теоретичнi дослiдження є важливими, зокрема, i в 
даному конкретному випадку. 
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Підсумок 
 
 Вплив нелiнiйної ланки на стацiонарнi випадковi процеси 
визначається подiбно, до детермiнованих випадків. Специфiку вносять 
зображення випадкового процесу, коли вимушені розглядати його 
характеристики (математичне сподiвання, вищi моменти). Зауважимо, 
що термiн "лiнеаризацiя" тут використано в традицiйному сенсi. На-
справдi, нiщо не "лiнеаризується", а лише в найкращому 
(оптимальному, такому що забезпечує екстремальне значення 
критерiю) виглядi нелiнiйна характеристика "пiдмiнюється" лiнiйною. 
Вся подальша обробка проводиться як лiнiйна. 
 Застосування функцiональних рядiв дозволяє в асимптотичному 
сенсi, з використанням лiнiйних функцiоналiв вищих порядкiв, 
наблизитися до лiнiйних уявлень. При цьому iдея екстремальностi 
використовується тут також: ортогоналiзацiя системи функцiоналiв, 
симетрування їх ядер дозволяє в загальному зменшити кiлькiсть членiв 
ряду, гарантує iснування єдиного екстремуму — мiнiмального 
значення залишкового члену функцiонального ряду. 
 Зауважимо, що у цьому роздiлi нелiнiйнiсть вважається 
"корисною" характеристикою: проводиться аналiз впливу нелiнiйної 
ланки з константацiєю його факту. Оцiнка впливу нелiнiйностi як 
"шкiдливого", як похибки, тут не розглядається. 
 В цiлому, при виборi методу аналiзу нелiнiйних ланок, систем 
використовують рiзноманiтнi "спрощення" в основi яких лежать кон-
кретнi властивостi (моделi) процесу (синтезу) i нелiнiйностi ланки 
(спiввiдношення мiж часами кореляцiї процесу i функцiї вiдгуку 
системи, величина iнтенсивностi випадкового впливу, тощо). Перелiк i 
аналiз деяких таких випадкiв описано в книзi В. И. Тихонова 
"Нелинейные преобразования случайных процессов". Зокрема, коли 
iнтенсивнiсть випадкового процесу велика, а часи кореляцiї одного 
порядку, то це найбiльш складний випадок i при таких умовах деякi 
нелiнiйнi системи можна аналiзувати за допомогою функцiональних 
рядiв Вольтерра. При великiй iнтенсивностi випадкового сигналу i 
часовi кореляцiї системи набагато бiльшому за час кореляцiї сигналу 
можна застосувати маркову модель (наприклад, аналiз динамiчних 
систем проводити за допомогою рiвняння ФПК). При випадкових 
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впливах малої iнтенсивностi добрі результати отримано методом 
лiнiйного наближення (лiнеаризацiї). 
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ПІДСУМКИ 
 
 Радiоелектронна апаратура та системи, зокрема — ергатичнi, коли 
у своїй дiяльностi їх використовує людина, яка трактується як ланка, 
проектуються з заувагою моделi явища та сигналiв, що супроводжують 
це явище. Інколи модель має описувати одночасно безлiч факторiв. 
Виявляється, що цього можна досягти, використавши iмовiрнiснi 
методи, причому, немає сенсу зауважувати всi фактори. Щоб коректно 
застосувати iмовiрнiсну модель при розробцi радіо-електронної 
апаратури у цiй частинi посiбника послiдовно розглянуто її основнi 
поняття: випадковi подiї (роздiл 1), випадкової величини (роздiл 2), 
випадкового процесу (роздiл 3). Крiм цього, вiдокремлено два пiдходи 
до опису випадкового процесу: а) за допомогою функцiї розподiлу 
iмовiрностей, що логiчно виникає з розгляду iмовiрностi як такої (як 
характеристики випадкової подiї), "сiм’ї" iмовiрностей (як 
параметризованої значеннями величини iмовiрностей або функцiї 
значень величин, тобто, власне функцiї розподiлу iмовiрностей) i 
нарештi, "сiм’ї" випадкових величин або ж функцiй розподiлу 
iмовiрностей (випадкового процесу); б) за допомогою спецiальних 
характеристик параметрiв функцiї розподiлу — моментів, як приклад, 
окремий випадок — теорiї 2-го порядку. 
 Конкретнi функцiї розподiлу з’являються або за результатами 
наближень експериментальних даних, або (теоретично) — за 
результатами розв’язування оптимiзацiйних задач (за критерiєм 
максимуму) виразу ентропiї при обмеженнях на моменти функцiї 
розподiлу та iнтегралу вiд неї. 
 Задля використання сигналу маємо мати такi властивостi його 
характеристик, що є або незмiнними у часовi, або їх змiни є 
детермінованими. Зокрема, загальною назвою таких властивостей 
може бути слово "стацiонарнiсть". 
 Далі, у простих випадках виникає необхiднiсть в iнтерполяцiї, 
згладжуваннi (апроксимацiї), прогнозовi, видiленнi сигналу з сумiшi 
(фiльтрацiя) або спостережнi неспостережних станiв системи за 
спостережними станами. У iмовiрнiсному випадковi це означає 
визначення вiдповiдних функцiй розподiлу, кореляцiйних функцiй, 
спектральних густин потужностi або ж значень сигналу за вимiрними 
значеннями сумiшей. Для  цього використовують апарат 
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функцiонального аналiзу, оптимiзацiйнi методи, варiацiйне числення, 
тощо. При цьому одержують або вiдразу сигнал (iтерацiйнi методи), 
або характеристики обробки (фiльтру, який ще потрiбно реалiзувати — 
тут вже справа за схемотехнiкою). 
 Звичайно, вся рiзноманiтнiсть, всi комбiнацiї можливих випадкiв 
описати у посiбнику неможливо. Проте, описано ті, що стали вже 
"класичними". 
 Розглядають окремі задачi аналiзу та синтезу. Проблеми реа-
лiзацiї в даному посiбнику не описані. 
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КОНТРОЛЬНІ ПИТАННЯ 
 
1. Імовірнісний простір. 
2. Імовірнісна модель експерименту з зліченним числом результатів. 
3. Суть теореми Каратеодорі про продовження міри. Загальна 
характеристика означень та теорем про борелівські класи множин. 
4. Імовірнісна модель експерименту з нескінченним числом 
результатів. 
5. Аксіоми теорії імовірностей. 
6. Умовна імовірність. Формула повної імовірності. Формула Байєса. 
7. Випадкова величина. Функція розподілу імовірностей випадкової 
величини. 
8. Поняття про інтеграл. Інтеграли Лебега та Стільт’єса. 
9. Математичне сподiвання i дисперсiя випадкової величини. 
 Моменти. Моменти вищих порядкiв. 
10.Характеристична функція. 
11.Поняття про якість оцінювання параметрів функцій розподілу. 
12.Опис випадкових процесів (сім’я випадкових величин). 
13.Евклідів простір випадкових величин. 
14.Кореляція. Геометрична інтерпретація кореляції. 
15.Рівняння регресії для системи випадкових величин. 
16.Поняття про збіжність послідовностей випадкових величин. 
17.Моделi випадкового процесу. 
18.Неперервнiсть та диференцiйовнiсть випадкових процесiв. 
 Iнтегрування випадкових процесiв. 
19.Стацiонарний випадковий процес. Спектральна густина потужностi 
стацiонарного процесу. 
20.Приклади стацiонарних випадкових процесiв.  
21.Лiнiйнi перетворення стацiонарних випадкових процесiв. 
 Спектральний розклад слабостацiонарного процесу. 
22.Стацiонарнi випадковi послiдовностi. 
23.Загальна схема обробки сигналів у системах. 
24.Закон розподілу відгуку лінійної системи на випадковий сигнал. 
Нормалізація випадкового процесу. 
25.Енергетичний спектр відгуку лінійної системи на стаціонарний 
випадковий процес. 
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26.Кореляційна функція відгуку лінійної системи на стаціонарний 
випадковий процес. 
27.Вплив на бiлий шум iнтегруючої ланки. 
28.Бiлий шум та вiнерiвський процес. 
29.Визначення основних характеристик процесу на виходi RC-ланки. 
30.Визначення коефiцiєнтiв рiвняння Фокера-Планка-Колмогорова. 
31.Критерій оптимальності фільтру Вінера. 
32.Блок-схема оптимального фільтру (фільтр Вінера). 
33.Вивід рівняння Вінера-Хопфа методом варіаційного числення. 
34.Вивід рівняння Вінера-Хопфа методом ортогоналізації похибки. 
35.Розв’язування рівняння Вінера-Хопфа. 
36.Похибка оптимальної фільтрації форми сигналу. 
37.Задача Калманiвської фiльтрацiї. 
38.Критерiй оптимальностi фiльтру. 
39.Поновлюючий процес у фiльтрi Калмана-Б’юсi. 
40.Коефiцiєнти фiльтру Калмана-Б’юсi. 
41.Структурна схема спостереження стану системи з мiнiмальною 
дисперсiєю похибки спостереження. 
42.Алгоритм калманiвської фiльтрацiї. 
43.Особливостi фiльтру Калмана-Б’юсi. 
44.Статистична лiнеаризацiя.  
45.Застосування функцiональних рядiв для опису нелiнiйних ланок 
систем. 
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ТИПОВI  ЗАДАЧI 
 
1. Обчислення iмовiрностi подiї, яка може вiдбутися тiльки разом 
з подiєю з повної групи подiй (гiпотез). 
 
2. Обчислення iмовiрностi подiї з повної групи подiй (гiпотез), 
коли мала мiсце подiя, яка може вiдбутися тiльки разом з подiєю — 
гiпотезою. 
 
3. Обчислити iмовiрнiсть появи подiї певну кiлькiсть разiв у 
незалежних випробуваннях при вiдомiй iмовiрностi появи подiї в 
одному випробуваннi. 
 
4. Побудувати графiк функцiї розподiлу iмовiрностi випадкової 
величини при заданих умовах чи результатах експерименту (для 
дискретної або неперервної випадкової величини). 
 
5. Обчислити початковi та центральнi моменти, числовi 
характеристики випадкової величини при заданих функцiях розподiлу. 
 
6. Знайти числовi характеристики (математичне сподiвання, 
дисперсiю, коварiацiйнi моменти) системи випадкових величин. 
 
7. Знайти числовi характеристики функцiї випадкових величин 
при заданiй функцiї та законах розподiлу. 
 
8. Знайти кореляцiйну функцiю при заданому виглядi 
випадкового процесу (користуючись означенням кореляцiйної 
функцiї). 
 
9. Знайти кореляцiйну функцiю при заданiй спектральнiй густинi 
випадкового процесу. 
 
10. Знайти спектральну густину при заданiй кореляцiйнiй функцiї 
випадкового процесу. 
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11. Перевiрити, чи заданий випадковий процес буде 
стацiонарним. 
 
12. Знайти спектральну густину (кореляцiйну функцiю) 
випадкового процесу на виходi лiнiйної стацiонарної системи за 
кореляцiйною функцiєю (спектральною густиною) стацiонарного 
випадкового процесу на її входi: 
а) система задана у просторi змiнних станiв; 
б) задана функцiя передачi; 
в) задана iмпульсна перехiдна функцiя; 
г) заданий опис системи у виглядi диференцiального 
(рiзницевого) рiвняння. 
 
13. Знайти функцiю передачi (або iмпульсну перехiдну функцiю) 
лiнiйної стацiонарної системи на вхiд якої поступає адитивна сумiш 
сигналу та завади (стацiонарнi з нульовим математичним сподiванням, 
взаємно некорельованi випадковi процеси), таку, щоб на її виходi 
спостерiгати сигнал з мiнiмальною дисперсiєю похибки, коли: 
а) вiдомi спектральнi густини сигналу та завади; 
б) заданi вiдповiднi автокореляцiйнi функцiї; 
в) заданi кореляцiйна функцiя сигналу i спектральна густина 
шуму. 
  
14. Обчислити середньоквадратичну похибку оптимальної 
фiльтрацiї при однiй з умов, перелiчених у п. 13, а-в. 
  
15. Побудувати алгоритм фiльтру Калмана. 
  
16. Знайти оцiнку з мiнiмальною дисперсiєю похибки вектора 
стану лiнiйної стацiонарної системи, заданої у просторi змiнних стану i 
заданих кореляцiйних функцiях вектора спостереження та сигналу на 
входi (система не вища другого порядку). 
 
17. Побудувати фазовий портрет заданої нелiнiйної системи. 
 
18. Обчислити коефiцiєнти лiнеаризацiї при заданiй (описанiй) 
нелiнiйностi. 
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19. Знайти сигнал на виходi заданої нелiнiйної системи при 
заданому детермiнованому сигналi на її входi, користуючись: 
а) методом лiнеаризацiї; 
б) рядами Вольтера. 
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