Introduction.-Device-independent quantum randomness amplification [3] is the task to convert a source of partially random bits into one of fully random bits. The paradigmatic model of a source of randomness is the Santha-Vazirani (SV) source [4] , a model of a biased coin where the individual coin tosses are not independent but rather the bits Y i produced by the source obey
Here 0 ≤ ε < 1 2 is a parameter describing the reliability of the source, the task being to convert a source with ε < 1 2 into one with ε → 0. Usually, the scheme for randomness amplification consists of two ingredients: (i) quantum correlations -whose interaction with the initial weak source of randomness generate additional quantum randomness, and (ii) a classical protocol for amplifying the obtained randomness. Regarding implementation of the scheme in practice, the first ingredient describes the quantum hardware to be built, while the second ingredient describes the needed traditional software, i.e., an algorithm to be run on a standard computer. The main technological challenge is therefore to implement the quantum part, hence it is mandatory to make it as simple as possible.
One can consider randomness amplification against a quantum adversary [11, 12] or against a more powerful no-signaling adversary [3, 6, 8, 24] -one whose power is only constrained by the impossibility of sending messages instantaneously (i.e., of signaling). The latter paradigm has an appealing advantage over the paradigm with quantum adversaries. Namely, while in order to build the devices implementing the protocol, the knowledge of quantum mechanics is necessary, yet verifying whether the device provides true randomness does not require any such knowledge. Security of the randomness produced by the device can be thus verified just by experts in statistics. It is therefore desirable to develop these protocols, and to make them as feasible for implementation as possible. This practical issue goes in parallel with a fundamental one: which quantum correlations constitute the strongest and simplest source of randomness certified by impossibility of signaling.
The level of technological challenge is to a large extent related to (a) the property of each single device, and here it is desired to have the minimal number of settings and outputs, (b) the number of devices (= the number of parties needed to have quantum correlations) (c) the quality of "raw" quantum randomness -i.e. the probability distribution of a chosen outcome (to be later amplified by the software part) should be as close as possible to the fair coin distribution ( 2 ). The ultimate bound for (a) and (b) is the Bell scenario (2, 2, 2), meaning, one needs at least two devices, with each device having at least binary inputs and binary outputs (note that throughout this paper we will denote by (n, k, m) the Bell scenario with n parties, each with k inputs and m outputs per input). For typical photonic implementations, the cheapest here seems to be the number of settings, which may be increased if it could lead to better quality of raw randomness.
There are two basic problems with the present schemes of randomness amplification against a no-signaling adversary [3, 6, 8, 9, 24] . The first problem is that they have a pretty complicated quantum part: either the number of devices or the number of settings/outputs per device is not minimal. This implies a large level of noise, which restricts the range of parameters of the input weak source to be amplified. The simplest existing schemes are in the Bell scenarios (2, 9, 4) [6] , and (4,2,2) [8] . These are still at the edge of the capabilities of present-day technology. And even if the technology were to reach the required level, there will always be a demand for simpler, and cheaper schemes.
The second problem is more conceptual, namely, there are no general easy methods for finding such new schemes. For instance, the scheme of [6] was obtained through extensive symbolic search. Here we resolve both problems, by providing a general way of finding new schemes, as well as achieving the simplest possible scheme involving two devices each having binary inputs and outputs, which was beyond reach so far.
To this end we combine three ingredients. One of them is application of Hardy paradox, following Ref. [5] where it was shown that Hardy paradox is a natural tool for generating randomness -namely, if the correlations exhibit Hardy paradox, then for quantum adversary the probability of the so called Hardy output is often bounded both from both below and from above (however randomness amplification was not considered). Second, we employ a novel form of Bell inequalities -ones testing so called "measurement dependent locality" (MDL) of [12, 36] . Finally, we employ a protocol of randomness amplification of [6] which turns out to be ideal to amplify randomness just by use of Hardy paradoxes.
We show that the three ingredients combined together result in a qualitative advance in the case of a nosignaling adversary -the possibility of randomness amplification in (2, 2, 2). We further analyse which Hardy paradoxes can be used for randomness amplification, and prove that any Hardy paradox with 2 settings for one party and arbitrary n ≥ 2 settings for the other party gives rise to a randomness amplification scheme.
Remarkably, in the simplest (2, 2, 2) case, we show that for every input, half of the outputs has probability bounded from above and from below. This allows for huge simplification of the original protocol of Ref. [6] , resulting in dramatic improvement of noise tolerance.
These findings provide additional motivation for the community developing Hardy type paradoxes [1, 2, 23, 31] , to search for new ones, tailored to randomness amplification scheme. Indeed, as a side product of our investigation, we also relate the generation of Hardy paradoxes to local contextuality proofs termed as 01-gadgets in [17] . We then use this connection to solve an open problem in the design of such paradoxes, by generating Hardy paradoxes where the non-zero probability takes all values in the range (0, 1].
Our results once more show that quantum information is "applied philosophy" [20] : the field of Hardy-type paradoxes, developed initially as a fancy way of proving that Nature violates local-realism, can be directly related to practical issues, providing a qualitative jump in the randomness amplification technology. For other applications of Hardy paradoxes for cryptographic tasks see [21] .
For clarity, all the proofs of the Propositions and the security proof of the randomness amplification protocol are deferred to the Appendices.
Bell inequalities for the task of randomness amplification.-In the task of device-independent randomness amplification (DIRA) against no-signaling adversaries, inequalities where quantum theory allows to reach the no-signaling limit have been considered to be of prime importance. Beginning with Colbeck and Renner's use of the Braunstein-Caves chained Bell inequality in [3] , successive works have used versions of the GHZ paradox [8, 24] or two-player pseudo-telepathy games [6] . A failure to reach the no-signaling limit implies that there exists some bias of the source for which the observed Bell violation can be simulated with classical boxes, leading to an adversarial attack strategy [19] . A central aim of this work is to bring DIRA closer to practical realization, by reducing the number of inputs. To this end, we present a DIRA protocol based on Hardy paradoxes, which are proofs of non-locality with a similar flavour to pseudo-telepathy games, in that they also impose the probability of a particular subset of events to be zero.
Hardy's original paradox [1, 2] was regarded by Mermin to be the "simplest form of Bell's theorem" [29] . In the (2, 2, 2) Bell scenario, the two parties Alice and Bob choose between two inputs X, Y taking values x, y ∈ {0, 1} respectively, and obtain outcomes A, B taking values a, b ∈ {0, 1} respectively. The observed probability distribution of their outputs conditioned upon the inputs is then denoted by P A,B|X,Y (a, b|x, y). In this scenario, the paradox is formulated by the following four constraints:
While classically, it is simple to verify that conditions (i)-(iii) impose the probability of the "Hardy output" to be zero, i.e., P A,B|X,Y (0, 0|0, 0) = 0, there exist a suitable two-qubit non-maximally entangled state and dichotomic measurements such that all four conditions are obeyed. Explicitly, Alice and Bob perform on the shared state
measurements in the bases {|0 , |1 } for x, y = 1, {sin θ|0 − cos θ|1 , cos θ|0 + sin θ|1 } for x, y = 0.
The constraints (i)-(iv) are satisfied for any value 0 < θ < π/2, and the optimal value of P A,B|X,Y (0, 0|0, 0) (=
≈ 0.09) is achieved at θ = arccos
Hardy's paradox is thus a proof of "non-locality without inequalities". Yet it is also a probabilistic proof, in the sense that the difference between classical and quantum worlds in the paradox lies in the possibility of occurrence of some type of events.
Hardy paradoxes and randomness certification.-Since the discovery of the original Hardy paradox in the (2, 2, 2) Bell scenario, the paradoxes have been intensively studied and various extensions have been proposed [7, 31, 34] , especially with a view to boost the probability of the Hardy output. In [5] it was noted that the Hardy paradox is especially suited to reveal intrinsic randomness of quantum statistics. Namely, the authors show (in the case of quantum adversary) that the Hardy output is a source of so-called min-entropy, identifying thereby a natural source of Bell inequalities dedicated for randomness generation. Note here, that while the Hardy paradox is termed a paradox without inequalities, in the presence of noise it becomes a Bell inequality (similar to how KochenSpecker paradoxes in contextuality are tested in labs by means of Cabello-type inequalities [26] ).
On the other hand, one can notice that the Bell inequality used in a DIRA protocol of Ref. [6] -which allowed for the first time to amplify arbitrarily weak randomness by use of two devices -can be seen as a variant of Hardy paradox, and the Hardy's output probability is used as a source of min-entropy needed for obtaining randomness.
Last but not least, recently a concept of measurement dependent locality inequalities appeared, which is suitable for randomness amplification problems.
Combining the above concepts, we will show in this paper that a DIRA protocol can be constructed starting from any Hardy paradox that certifies randomness against a no-signaling adversary for arbitrary initial . Before present this main result, let us discuss a couple of important questions that arise in this regard. Firstly, it is interesting to see if all Hardy paradoxes certify randomness against a no-signaling adversary. Secondly, it is important to understand how far the probability of the Hardy output can be boosted.
In answering the first question, we observe that any no-signaling box in the (2,2,2) Bell scenario that satisfies conditions (i) -(iv) of the original Hardy paradox also satisfies P A,B|X,Y (0, 0|0, 0) ≤ 1 2 . This is due to the fact that the only non-local no-signaling extremal box in this scenario is the Popescu-Rohrlich (PR) box (up to relabeling of parties, inputs and outputs) whose entries are in {0, 1 2 }, [38] and any box that satisfies conditions (i) -(iii) is a convex mixture of a PR box and classical boxes which have P A,B|X,Y (0, 0|0, 0) = 0. This therefore implies partial randomness in the outputs for the input (0, 0) in any no-signaling box. Specifically, assigning bit value 0 to the output pair (0, 0) and bit value 1 to the output pairs (0, 1), (1, 0), (1, 1) , one obtains a partially random bit S of the form 0 < P S|X,Y (s = 0|0, 0) ≤ 1 2 . We will have more to say about the randomness in this particular scenario in Section I E of the Appendix. We now consider whether such a phenomenon is generic to all Hardy paradoxes, i.e., is it the case that every two-party Hardy paradox which certifies that P A,B|X,Y (a * , b * |x * , y * ) > 0 also guarantees that P A,B|X,Y (a * , b * |x * , y * ) < 1? In Section II C of the Appendix, we show (in Proposition 4) that this is the case when both parties have binary outputs |A| = |B| = 2. We then move to the case when Alice measures 2 observables and Bob measures n > 2 observables, each with an arbitrary number of outputs, and show in Prop. 5 of Section II D that in this case the probability of the Hardy output is bounded as
n , again giving rise to partial randomness. Finally, we consider the case where both parties measure more than two observables with more than two outputs each, i.e., |A| = |B| = m > 2. In this case, we show in Section II E that for all m > 2, there exist Hardy paradoxes such that 0 < P
In other words, in this case, even though the probability of the Hardy output is strictly bounded below 1 in quantum theory, there exist no-signaling boxes that achieve the value 1 while satisfying the same Hardy constraints. Therefore, in using paradoxes with more than two outputs for device-independent randomness certification, a linear programming check is needed in each specific instance to ensure that the Hardy probability is strictly bounded below 1. We now proceed to answer the second interesting question as to how far the Hardy output probability can be boosted, and relate this problem to a class of local contextuality sets recently studied in [17, 18] .
Generating new Hardy paradoxes using contextuality.-Several improvements on the probability of the Hardy output have been proposed in the literature [7, 23, 31] . A "ladder paradox" was introduced in [7] in the (2, k, 2) scenario of two parties, each choosing from k binary inputs. In the limit of a large number of inputs (k → ∞), the Hardy probability was shown to approach 0.5, with the corresponding state getting close to the maximally entangled state. An extension to two qudit systems for d > 2 considered in [31] makes use of the following conditions in the (2, 2, d) scenario: P A,B|X,Y (a < b|1, 0) = 0, P (b < a|0, 0) = 0, P (a < b|0, 1) = 0 and P (a < b|1, 1) > 0. While classically it is easy to see that the above conditions cannot be satisfied simultaneously, it was numerically verified that in quantum theory the maximum value of the non-zero probability in this case is ≈ 0.417 for large d. The occurrence of the original Hardy paradox as a universal sub-structure within the Hardy paradoxes in (2, k, 2) and (2, 2, d) Bell scenarios was studied by Mansfield and Fritz in [22] . In [23] , Mančinska and Vidick proposed a generalization of Hardy's paradox, increasing the probability of the Hardy output to the entire interval (0, 1], but at the expense of a large number of outputs and increasing dimensionality of the shared quantum state. More precisely they showed that in the (2, 2, 2 d ) scenario, the probability of the Hardy output can be boosted to 1
, so that infinite dimensional states are required to achieve the entire interval (0, 1]. In this paper, we relate the field of Hardy paradoxes to so-called 01-gadgets -basic ingredients of the Kochen-Specker paradox [17, 18] . In particular, we show how to construct Hardy paradoxes using these local contextuality proofs to achieve the entire interval (0, 1] using a finite number of inputs, and as few as four outputs, with a shared two-ququart maximally entangled state. The details of the construction are shown in Section II F in the Appendix. It is wellknown that proofs of the Kochen-Specker theorem give rise to pseudo-telepathy games [14, 15] , and we now find that in a foundational analogy, the so-called gadget substructures within these proofs similarly lead to Hardy paradoxes neatly connecting these domains of study. We now outline a generic procedure to design DIRA protocols against no-signaling adversaries using Hardy paradoxes.
A generic procedure to obtain DIRA protocols using Hardy paradoxes.- (b) obtain the maximal quantum value probability
(c) Use linear programming to find the maximal no-signaling value of the probability
Check for each input if at least one of the output probabilities is bounded strictly below unity. This can be verified using linear programming.
(e) If item (d) applies, use the software part Protocol I (Fig. 1 ). If not, apply the software part Protocol II (Fig. 6 ) stated in Section I of the Appendix.
Remark. The linear programming part is replacing the semidefinite programming used in works such as [5] for a quantum adversary. Note that as we show in Section I E of the Appendix, the condition in item (d) directly applies in the (2,2,2) scenario without resorting to linear programming, i.e., we establish for each input in this scenario, strict and achievable bounds on the output probabilities.
Randomness amplification in the simplest (2,2,2) Bell scenario.-We exemplify the procedure by means of the simplest Hardy paradox in the experimentally feasible (2,2,2) Bell scenario, with the security proof provided in Appendix I. The Protocol I of Fig. 1 for extracting randomness from Hardy paradoxes is a modification of the protocol we designed in [6] . In that protocol, the honest parties were required to perform two tests: one for the Hardy constraints such as (i)-(iii) from Eq. (2) , and a second test corresponding to constraint (iv). This second test served to lower bound the value Protocol I
1. The ε-SV source is used to choose the measurement settings (xi, yi) for n runs on a single device consisting of two components. The device produces output bits x = (ai, bi) with i ∈ {1, . . . , n}.
2. The parties perform an estimation of the violation of a measurement-dependent locality inequality from the Hardy paradox by computing the empirical average
3. Conditioned on not aborting in the previous step, the parties apply an independent source extractor [27, 28] to the sequence of outputs from the device and further n bits from the SV source.
FIG. 1:
Protocol for device-independent randomness amplification using the two-party Hardy paradox.
of the Hardy output P A,B|X,Y (a * , b * |x * , y * ) in a linear number of runs. In the modified Protocol I proposed above, we combine these two tests into a single test estimating the violation of a measurement-dependent locality inequality (see Section I F of the Appendix) first introduced in [36] . The proof of security is appropriately modified [6, 8] and is sketched with the particular parameters of the simplest (2,2,2) Hardy paradox in Section I of the Appendix. In particular, when the test is passed (i.e., the measurement-dependent locality quantity is observed to satisfy L n (a, b, x, y) ≥ δ for some δ > 0), we certify that the outputs constitute a min-entropy source of linear min-entropy µn log 2 1 γ with µ ≥ 2 . Finally, in a real experiment where a state is of the form
we obtain the condition on the noise parameter η for the test to be passed as
With these parameters, and following an analogous proof to [6, 8] , we obtain Ω(n 1/4 ) bits that are guaranteed to be secure under the strong universal composability criterion. The universally composable security parameter d c given by [37] 
is shown to satisfy
where P (ACC) denotes the probability with which the test in the protocol is passed.
Conclusions.-In this paper, we have shown a generic application of Hardy paradoxes to a scheme of deviceindependent randomness amplification secure against general no-signaling adversaries. Remarkably, the Hardy paradox allows for experimentally friendly parameters in the simplest (2,2,2) Bell scenario, providing the first practically feasible device-independent application against a no-signaling adversary.
Furthermore, we answered interesting questions arising with regard to Hardy paradoxes and randomness certification. We have shown that Hardy paradoxes with binary outputs, and those with two observables for one party allow for generic randomness certification against no-signaling adversaries, while more general Bell scenarios require specific linear programming checks. Moreover, we have shown that just as Kochen-Specker sets give rise to two-player pseudo-telepathy games, subsets within the KS proofs provide a systematic method to construct Hardy paradoxes. We use this to solve an open problem showing the existence of Hardy paradoxes with finite numbers of inputs and outputs for which the nonzero Hardy probability takes any value in the interval
An interesting open question is to optimize the construction of Hardy paradoxes to obtain the DIRA scheme with highest min-entropy rate, under constant noisetolerance. A similar question arises to find the minimal Hardy paradox (with minimum input, output parameters) that allows the probability of the Hardy output to take all values in (0, 1]. An important question in general DIRA schemes is to relax the assumption of independence between source and device which has so far been employed in all finite-device randomness amplification schemes against no-signaling adversaries [9] . Suppose in a two-party Bell experiment in the (2, 2, 2) Bell scenario that Alice and Bob choose the (binary) inputs to their respective devices using an -SV source [4] . LetB SV denote the value achieved by the box P A,B|X,Y used in a single run, for the Measurement-dependent locality (MDL) [36] quantityB SV obtained from the Hardy paradox in this scenario, i.e.,
where B H is an indicator taking values as
0 : otherwise and ν SV is the distribution from the unknown SV source.
The maximal value that a classical box can achieve for the MDL quantity (9) is 0 [36] , which violates the Hardy constraints (i) -(iv) detailed in the main text. Since here each party chooses a single bit input, we have that
In an ideal experiment, the parties would measure exactly the state given by Eq.(3) with the measurements given by Eq.(4) and consequently the box would achieve the optimal quantum value ofB
However, in a real experiment with noise, suppose that the value achieved isB SV ≥ δ for some constant δ > 0. The following Lemma then shows a bound on the maximum value of the Hardy probability P A,B|X,Y (0, 0|0, 0) for any no-signaling box. Lemma 1. Consider a two-party no-signaling box {P A,B|X,Y } satisfyingB SV ≥ δ for some constant δ > 0 whereB SV is given by Eq. (9) . Then for all inputs and outputs we have
while for input-output combinations satisfying the CHSH condition a ⊕ b = x · y we have
Proof. Let {P A,B|X,Y } denote a two-party no-signaling box satisfyingB SV ≥ δ. Then, by Eqs. (9) and (10) we have (13) with B H (a, b, x, y) given by Eq. (9) . The upper and lower bounds on the value of any P A,B|X,Y (a, b|x, y) given the constraints (13) are computed by means of a linear program, with the analytical bounds obtained by means of a feasible solution to the dual program.
To make the claim more transparent, we present in Section I E a more explicit proof, through Proposition 3 which directly implies the above Lemma making it more convenient to generalize to other Hardy paradoxes.
B. Estimation
Let us state the following Lemma 2 shown in [8] (based on the Azuma-Hoeffding inequality) which we will use to estimate the arithmetic average of the values of the MDL quantityB SV for the conditional boxes, over all the runs of the protocol.
Lemma 2 ([8])
. Consider arbitrary random variables W i for i = 0, 1, . . . , n, and binary random variables B i for i = 1, . . . n that are functions of W i , i.e.
and the arithmetic average of conditional means
Then we have
We also state the following fact 
where we have used B i ≤ 1 16 for i ∈ I and B i < κ for i / ∈ I.
Lemma 2 states that with high probability, the arithmetic average of the mean values L n for the conditional boxes is close to the observed value L n . This implies that when the test is passed so that the observed MDL value satisfies L n ≥ δ, with high probability (specifically 
(18)
We may then hash these outputs to obtain a single partially random bit S in each of these runs as follows. For each (x, y) assign bit value S = 0 to one output pair (a, b) satisfying the CHSH condition a ⊕ b = x · y and S = 1 otherwise (i.e., for input (x, y) = (0, 0) assign S = 0 if the output is (a, b) = (0, 0) and S = 1 otherwise, while for input (x, y) = (1, 1) assign S = 0 if the output is (a, b) = (0, 1) and S = 1 otherwise, etc.). We thus obtain in the i-th run, with i ∈ I and |I| ≥ 4δ 1−4δ n, partially random bit S i satisfying
The following Lemma proved in [6, 8] then shows that these outputs constitute a min-entropy source of linear min-entropy. Recall that the min-entropy of a random variable X is given by
where supp(X) denotes the support of X.
Lemma 4 ( [6, 8] ). Fix any measure P on the space of sequences (z, e, x 1 , y 1 , a 1 , b 1 , . . . , x n , y n , a n , b n ). Suppose that for a sequence (z, e, x 1 , y 1 , a 1 , b 1 , . . . , x n , y n , a n , b n ),
Then,
In our case µ ≥ 4δ 1−4δ , and
2 as mentioned above, so that we obtain a min-entropy source of linear min-entropy µn log 2 1 γ with these parameters depending on the observed MDL value δ and the source quality .
C. Noise tolerance
With the use of the state and measurements from Eqs. (3) and (4), we obtain a quantum box P q A,B|X,Y (a, b|x, y) that achieves the value at least as high as 
with a noise parameter 0 ≤ η < 1. Such a state achieves the value of B SV given by
In order to ensure that the test is passed with B SV > 0 with such noisy quantum boxes, we obtain the condition on the noise parameter η of the state to be
D. Security of the protocol
To complete this section, we state that when the test in Protocol 1 is passed, we obtain Ω(n 1/4 ) bits that are guaranteed to be secure under the strong universal composability criterion, the proof follows along analogous lines to those in [6, 8] . In other words, with P (ACC) being the probability that the test in the protocol is passed, and with the security parameter d c defined as in [37] by
following analogous arguments to those in [6, 8] we obtain the following result.
Theorem 1 ( [6, 8] ). Let n denote the number of runs in the Protocol 1 and suppose we are given > 0 and the test is passed with observed MDL value δ > 0. Then there exists a non-explicit extractor Ext(x, t) with |S| = 2
with d c given by Eq. (25) . Alternatively, there exists an explicit extractor Ext (x, t) producing a single bit of randomness with
for a fixed constant C.
E. Properties of a no-signaling box exhibiting the simplest Hardy paradox
In this section, we study in detail the randomness obtained in the simplest (2, 2, 2) Bell scenario against a nosignaling adversary using the MDL version of the Hardy paradox. In particular we give an explicit proof of the Lemma 1. We denote
with (a H , b H , x H , y H ) = (0, 0, 0, 0) and
where S 0 = {(0, 1, 0, 1), (1, 0, 1, 0), (0, 0, 1, 1)}. In the noiseless scenario, the Hardy paradox means that we have z H = 0 and p H > 0. In the noisy case, we consider the difference B H defined by
(30) The table of conditional probabilities P A,B|X,Y (a, b|x, y) constituting a no-signaling box exhibiting the Hardy paradox is then the following:
where δ 1 + δ 2 + δ 2 = z H , and dots denote other entries. Note that in the table, each square denotes a pair of inputs with the top left square indicating the setting (0, 0) for Alice and Bob respectively, the top right (0, 1), the bottom left (1, 0) and the bottom right (1, 1). Similarly, within each square, the four entries denote the four possible output combinations, with the top left being the output (0, 0) for Alice and Bob respectively, and so on to the bottom right denoting the output pair (1, 1). The entries of the table satisfy the constraints of no-signaling, and normalization. The no-signaling constraints imply that (i) for every row of the table, its left and right parts sum up to the same number, and (ii) the same for every column. The normalization constraints imply that the entries in each square sum up to 1 (see Fig. 2 ) We shall 
In addition
Proof. To prove the lemma, we need the following proposition Proposition 1. No-signaling boxes with 2 binary inputs for Alice and Bob satisfy
Moreover, the bound is tight, i.e. there exists an explicit no-signaling box, which saturates the bound.
Proof. We shall consider the chain of inequalities implied by no-signaling, which will "propagate" p H towards the bottom right square, and then use the normalization constraint for this square. The inequalities are depicted by means of arrows in Fig. 3 . The arrows all point from a
The "propagation" in no-signaling box: arrows go from smaller to larger quantities (up to terms like δi).
smaller entry to a larger entry (with the difference being an appropriate δ i > 0). For instance, the horizontal green arrow denotes that p H ≤ β + δ 1 , and the vertical green arrow denotes β ≤β + δ 2 (from the no-signaling constraints). Similarly, the vertical blue arrow indicates that p H ≤ α + δ 3 and the horizontal blue arrow indicates that α ≤α + δ 2 . Altogether, we obtain:
The normalization constraint gives
Adding the former two inequalities and then substituting the latter, we obtain
where recall that z H = δ 1 + δ 2 + δ 3 . Now, in Eq. (32), the lower bound for p H (p H ≥ B H ) is obvious, since z H ≥ 0 being the sum of probabilities. The upper bound (p H ≤ 1 − B H ) we obtain by inserting z H = p H − B H into the inequality from Proposition 1:
giving
Finally, we obtain the third inequality (33) of the Lemma as
using Eq.(39). The following explicit no-signaling box shows that the upper bounds are tight:
It is easy to verify by inspection that the box is no-signaling and satisfies the constraint z H = (a,b,x,y)∈S0 P A,B|X,Y (a, b|x, y). Moreover, the box satisfies p H = 1+z H 2 , and
Let us remark here that the inequality (32) would already be enough to obtain true random bits, using the protocol of [6] . To elaborate, the parties would perform an estimation procedure and infer the value of the Bell parameter B H and use (32) to bound the Hardy probability P A,B|X,Y (a H , b H |x H , y H ) from above and below (the bounds being valid in all no-signaling theories). Yet, since the bounds are only proven for p H , we would obtain randomness from only a single setting pair, meaning that we would require the boxes to have good Bell value in a sufficiently large number of runs where this setting appears, leading to low noise-tolerance. (We will return to this point also at the end of section I F).
To overcome this problem and obtain a good level of noise-tolerance, we shall now prove something much stronger in Prop. 2. Namely for every setting pair, there is an output whose probability is bounded in the same way as p H (we will actually show more, by providing bounds for all outputs). • For any (a, b, x, y) such that a ⊕ b = xy we have that
• For all other (a, b, x, y) (i.e. such that a ⊕ b = xy we have
Proof. Consider a no-signaling box with the values as given in the following table:
We now want to get bounds on all the elements in terms of B H . We shall consider a chain of inequalities, obtained by "propagating" within the table of conditional probabilities,using the no-signaling and normalization constraints shown in Fig. 2 . The arrows in Fig. 4a all point from a smaller entry to a larger entry (with the difference between the entries given by the appropriate δ i ). For example, the top horizontal green arrow and the left vertical blue arrow denote the following two inequalities (obtained simply from no-signaling)
Then, using d ≥ c − δ 2 and d ≥ e − δ 2 , we obtain
Finally, using e ≥ d − δ 3 and c ≥ d − δ 1 , we obtain
where we recall that z H = δ 1 + δ 2 + δ 3 . Then since by definition B H = p H − z H , we have that the six entries (c,c',d,d',e,e') are all bounded from below by B H . Having already shown that p H ≥ B H in Lemma 5, the last quantity from (42) which we want to bound from below is f . The needed chain of inequalities is given in Fig.  4b , where again the arrows point from smaller (up to appropriate δ's) to larger values. Explicitly, we have that
Let us now bound the entries satisfying a ⊕ b = x · y from above. First we have from normalization
This combined with the lower bounds for c and c derived above gives
From this we get c, c ≤ 1 − B H . Similarly we proceed with the pair e, e and obtain
Finally, for the pair d, d we obtain
Thus all these six elements are bounded from above by 1 − B H . Regarding f , by the normalization constraint f + x + x + p H = 1 we get that f ≤ 1 − p H so that also f ≤ 1 − B H . We are thus done with all entries satisfying a ⊕ b = xy, i.e., we have shown (42). Let us now consider the entries with a ⊕ b = x · y. For the entries δ i we have simply that δ i ≤ z H , and the bound for z H is given by Lemma 5. For the other entries, we obtain the needed estimate directly (i.e. without chains of inequalities), using either no-signaling or normalization, see Fig. 5 for details. Measured value versus true value of B H . As we have seen, each of the entries P A,B|X,Y in the (2, 2, 2) Bell scenario can be bounded (both from above and from below) in terms of the Hardy Bell parameter B H . The quantity B H is not directly accessible in our protocol however, as our inputs (x, y) are not uniformly distributed, but are rather drawn from an SV-source. We recall that the latter satisfies
where ν is distribution of SV source, and
where the exponent 2 is due to the fact that two bits are needed to choose the two inputs x, y ∈ {0, 1} for Alice and Bob. Therefore the quantity that will be directly measured will be a Bell parameter with tilted weights giving rise to the measurement dependent locality inequality introduced by Pütz et al [36] 
Let us now show, that this quantity is in a simple way related to B H . The following holds Lemma 6. We have
Proof. We havē
We have thus arrived at the main result of this section for the other entries.
The above proposition directly implies the lemma 1. We have thus shown in explicit fashion the bound on the probabilities in this simple (2, 2, 2) scenario. Note that similar bounds were obtained using a simple, although not as explicit, linear programming duality relation in previous works [6, 8, 24] .
F. Measurement-dependent locality inequalities.
The Bell inequality tested in a device-independent randomness amplification protocol against no-signaling adversaries is required to obey specific properties: (i) it should not be possible to simulate the quantum value of the Bell expression using classical strategies, under any bias of the source; (ii) the Bell test must certify randomness against a no-signaling adversary, i.e., there must exist a hashing function f : |A| × |B| × |X| × |Y| → {0, 1} which when applied to any no-signaling box P (a, b|x, y) that achieves the quantum value, obeys P (f (a, b, x, y)|x, y) < 1.
In a previous work [6] , we showed how the randomness certified by the min-entropy condition (ii) above can be extracted using a device-independent protocol. One of the key techniques in that protocol was the introduction of a second test which helped to certify that 0 < P (f (a, b, x, y)|x, y) in the boxes used in a linear fraction of the runs. In the overlapping fraction of runs in which both certification procedures enable the guarantee that 0 < P (f (a, b, x, y)|x, y) < 1, the bit {f (a, b, x, y), f (a, b, x, y) ⊕ 1} is partially random. While this procedure is effective in achieving its aim, the noise-tolerance in the resulting protocol was found to be too low to be implementable in current experiments. To remedy this defect, in this paper we employ an alternative approach to extract the randomness guaranteed by Bell tests satisfying (i) and (ii), through the measurement-dependent locality (MDL) inequalities introduced by Pütz et al in [36] .
The MDL inequalities were designed to certify quantum non-locality in the situation of limited measurementindependence, i.e., to satisfy condition (i) above. In the (2,2,2) scenario, each party chooses their input x, y with a single bit from the Santha-Vazirani source so that
The simplest MDL inequality then states that all classical correlations satisfy [ Recall that by the Hardy constraints in this scenario, any classical box for which P A,B|X,Y (0, 0|0, 0) > 0 satisfies that at least one of the probabilities P A,B|X,Y (0, 1|0, 1), P A,B|X,Y (1, 0|1, 0) and P A,B|X,Y (0, 0|1, 1) is also nonzero. This implies that even when the source generates input (0, 0) with probability P X,Y (0, 0) = 1 2 + 2 , the inequality cannot be violated by a classical box. An analogous inequality can be derived from a Hardy paradox for any number of inputs and outputs, simply as
where (a * , b * , x * , y * ) denotes as usual the Hardy inputoutput and the sum is over all (a, b, x, y) for which the Hardy constraints impose P A,B|X,Y (a, b|x, y) = 0. On the other hand, the corresponding quantum strategies satisfy the Hardy constraints and achieve P A,B|X,Y (a * , b * |x * , y * ) > 0, thereby violating the inequality.
The inequality (60) from any Hardy paradox satisfies both conditions (i) and (ii) with f (a, b, x, y) defined by
The advantage in testing the MDL inequality (60) is that it is more noise-tolerant compared to the approach of testing multiple Bell estimators in [6] . The latter approach required multiple tests to be passed in a significant proportion of the runs each, in order to ensure a non-trivial overlapping set of "good" runs where all tests succeed and the corresponding outputs are random. However, we can only use this advantage, if for each setting there is at least one output, whose probability is bounded from below and from above. We have shown that this is the case in the (2, 2, 2) scenario. For more general Hardy paradoxes, we would still need to use a multi-testing procedure, more specifically we employ the protocol of [6] re-stated for convenience in Fig. 6 . In this protocol, as stated there is an additional step 3 where the parties perform an additional test which ensures when passed that a sufficient number of runs were performed with boxes that have randomness in their outputs. Specifically, they check that 
* , x * , y * ) (the Hardy input-output combination) and D(a i , b i , x i , y i ) = 0 otherwise. Note that for generic 2 × n Hardy paradoxes, we will show in Section II D that randomness is obtainable in half the number of settings, so that the requirement of overlap between the set of runs with "good" Bell value and the runs where these settings appear is not very stringent and the procedure of [6] can be applied with larger noise tolerance.
G. Remarks
Let us note, that we have actually not used apriori the fact that B H ≤ 0 is a Bell inequality. Rather we showed that it implies randomness, which is impossible for classical boxes indicating that it must be a Bell inequality. Also, one may be puzzled as to why showing that the probabilities are strictly bounded from above and below implies true randomness. Suppose that we do not just estimate B H but know all the entries, and they are all 1/4, then do we have true randomness? Clearly not nec-Protocol II 1. The ε-SV source is used to choose the measurement settings (xi, yi) for n runs on the single device consisting of two components. The device produces output bits (ai, bi) with i ∈ {1, . . . , n}. 4. Conditioned on not aborting in the previous steps, the parties apply an independent source extractor [27, 28] to the sequence of outputs from the device and further n bits from the SV source.
The parties perform an estimation of the violation of the Bell inequality in the device

FIG. 6:
Protocol from [6] for device-independent randomness amplification from a single device with two no-signaling components.
essarily, because this may just be a mixture of deterministic boxes. So why does the bound of probabilities from above we have obtained give rise to certified randomness?
The answer is that we obtained the bounds for probabilities by means of a linear quantity. We have shown that on one side of the hyperplane given by B H = 0 (the side determined by violation of the inequality) there are no deterministic boxes. And therefore, a box violating the inequality cannot be a mixture thereof, hence the randomness must be of non-local origin. Of course this comment applies also to previous works on randomness amplification.
Finally, let us mention that there is relation between B H and the CHSH inequality. The latter is given by
Using linear programming one can find that
so that B H > 0 implies B CHSH > 3. The reason why we have not used CHSH inequality, is that with the latter it is not possible to certify randomness for all , simply it is possible to simulate the violation of the CHSH inequality using classical boxes when inputs are chosen from an SV source, above some threshold value of . In contrast, we have seen in lemma 6, that the inequality B H ≤ 0 is violated if and only ifB SV ≤ 0 is violated.
II. APPENDIX: HARDY PARADOXES IN RANDOMNESS CERTIFICATION
A. Preliminaria
Here we treat more general Hardy paradoxes. As we have seen in the example with the simplest Hardy paradox, we had to bound the output probabilities from above and below. We shall now consider more general Hardy paradoxes and show that they are also useful for randomness amplification.
Let us first revisit the original Hardy paradox. One distinguishes there a set of input-output combinations corresponding to the Hardy zero constraints { (0, 1, 0, 1), (1, 0, 1, 0), (0, 0, 1, 1) }. We called this set S 0 . Moreover one also considers a special Hardy input-output combination (a H , b H , x H , y H ) which in the (2,2,2) case was (0, 0, 0, 0). Recall that we introduced the notation
Now the Hardy paradox consists of two ingredients. First, the set S 0 is chosen in such a way, that for classical boxes z H = 0 implies p H = 0. Then one finds a quantum state, and measurements, such that z H = 0, but p H > 0. Clearly, if the two ingredients are met, then the so-obtained quantum box cannot be classical, and it violates local realism. This alone is not enough for randomness amplification against general no-signaling adversaries though. In the previous section we had to show, that the Hardy output is random, i.e. bounded away from zero and one for all no-signaling boxes exhibiting the paradox. We have actually shown more using the no-signaling constraints, but just having the lower and upper bound for Hardy output is enough to amplify randomness of an -SV source for arbitrary .
We are now interested in the question, whether every Hardy paradox, existing or to-be discovered in the future, can be used for randomness amplification. This gives rise to the following basic question:
Consider a set S 0 of input-output combinations. Suppose that setting the probabilities P A,B|X,Y (a, b|x, y) to be zero for these combinations imposes that the probability P A,B|X,Y (a H , b H |x H , y H ) for some distinguished s H = (a H , b H , x H , y H ) is also zero for all classical boxes. Do the no-signaling constraints then imply that
We may also consider the following noisy version of this question:
Consider a set S 0 of input-output combinations. Suppose that setting the probabilities P A,B|X,Y (a, b|x, y) to be zero for these combinations imposes that the probability Note, that if for any given S 0 and s H the answer to the above question is positive, then we may construct a randomness amplification scheme for arbitrary using this paradox. Indeed, this follows from Lemma 6, which shows that for arbitrary > 0, when the B H > 0 then also the observed valueB SV > 0. We can then use Protocol II (Fig. 6 ) to obtain certified randomness.
B. Hardy frames.
Before we approach our question we introduce the notion of Hardy frames, which encode the set S 0 and the entry p H . Consider a table of conditional probabilities {P A,B|X,Y (a, b|x, y)}. Suppose that it is only partially filled: with some entries being set to zero (Hardy zeros), and with the left upper corner being p H -the probability of the Hardy output. The zeros must be in positions such that any classical box which satisfies these zeros must obey p H = 0. Then we call such a table a Hardy frame.
To exhibit a Hardy paradox, a box must be compatible with some Hardy frame (i.e. has zeros in the places where the frame has zeros), with nonzero p H . To exhibit a noisy version of Hardy paradox, the box must satisfy p H − z H > 0 where z H is the sum of the entries in the box, for which the Hardy frame prescribes zeros. One can see, that p H − z H > 0 implies that the box must be non-classical.
Let us note that sometimes the zero constraints do not even allow for the existence of a classical box that satisfies these constraints. For instance, in the CHSH Bell scenario, if we ask for zeros in the positions satisfying a ⊕ b = x · y, the only box compatible with such zeros is the Popescu Rochrlich box [38] : This then is not a very useful frame because the only box compatible with it cannot be realized quantum mechanically, so that the frame gives rise to a Hardy paradox that cannot be implemented in a lab.
Also, a Hardy frame can enforce p H = 0 for arbitrary no-signaling boxes (not only the classical ones). Then we call it a trivial Hardy frame, as it cannot produce a Hardy paradox, since the latter requires p H > 0. The following is an example of a trivial Hardy frame:
It is trivial, since it enforces p H = 0 for all boxes, including quantum and no-signaling ones. The Hardy frame corresponding to the original Hardy paradox is the following
Some quantum boxes allow p H > 0, while being compatible with the above frame. One may also create other similar Hardy frames, note that in order to enforce p H = 0 for every classical box, we need to set at least one x to be zero in each of the rectangles below:
C. Randomness in Hardy paradoxes with binary observables
We begin answering the question by showing that when the two parties measure binary observables, irrespective of the input sizes, the answer to the question is positive, i.e., p H < 1 if p H > 0 for all no-signaling boxes.
Proposition 4. Let G denote a two-party Hardy paradox, a, b ∈ A, B the outputs of two parties and x, y ∈ X , Y the corresponding inputs. Let p H = P A,B|X,Y (a H , b H |x H , y H ) denote the maximum value of the non-zero Hardy probability in general no-signaling theories. Then, if |A| = |B| = 2, we have that
Proof. Suppose to the contrary that there exist twoparty Hardy paradoxes with binary outputs such that classically P A,B|X,Y (a H , b H |x H , y H ) = 0 and P A,B|X,Y (a H , b H |x H , y H ) = 1 in general no-signaling theories. Let G denote any Hardy paradox with this property, with |A|, |B| inputs for the two parties, i.e., G belongs to the Bell scenario ( (|A|, 2),(|B|, 2) ). Let C G denote the set of events (a, b, x, y) which form the Hardy constraints S 0 in G, i.e., for which G imposes the Hardy constraint P A,B|X,Y (a, b|x, y) = 0. We will construct from G another Hardy paradox G that shares the same property, but with one less input for either Alice or Bob. The fact that there do not exist Hardy paradoxes with this property in the CHSH Bell scenario with |A| = |B| = 2 then completes the proof. Notice that the latter can be readily seen by the fact that only one non-local no-signaling vertex, namely the PR-box exists in the CHSH Bell scenario, and this has only entries 0 and 1 2 . Let V ns (G) denote the set of vertices of the nosignaling polytope for the Bell scenario ((|A|, 2),(|B|, 2)) that satisfy all the Hardy constraints S 0 and obey
denote the set of vertices of the classical polytope for this Bell scenario that satisfy S 0 and obey P A,B|X,Y (a H , b H |x H , y H ) = 0. We pick one non-local nosignaling vertex Q ns from V ns (G) and an adjacent local vertex Q c from V c (G). We construct a new Hardy paradox G with part of the new Hardy constraints S 0 given by the set of events (a, b, x, y) with x = x H , y = y H for which Q c (a, b|x, y) = 0 and Q ns (a, b|x, y) = 0. Note that these constraints partly define the edge between the two vertices Q c and Q ns and contain as a subset the events from S 0 for the corresponding inputs. In other words, none of the other boxes from V ns and V c satisfy the constraints above. Adding a single event from S 0 for which x = x H or y = y H then gives the set of Hardy constraints S 0 for G . More precisely, we consider the case that x = x H , and choose an event (a H ,b, x H ,ỹ) such that Q c (b|y) = 1. We now obtain the set of events which define the Hardy constraints S 0 for G , i.e.,
Evidently, Q ns satisfies the constraints in S 0 with Q ns (a H , b H |x H , y H ) = 1 and there exists a classical box Q c that satisfies the constraints with Q c (a H , b H |x H , y H ) = 0. However, this also implies
We now have the Hardy paradox consisting of the constraints P (a, b|x, y) = 0 for (a, b, x, y) ∈ S 0 and with inputs x ∈ X , y ∈ Y \ y H . And all classical boxes that satisfy the constraints in S 0 obey Q c (a H ,b ⊕ 1|x H ,ỹ) = 0 while there exists a no-signaling box Q ns (a H ,b ⊕ 1|x H ,ỹ) = 1, where in these instances we consider the boxes Q c and Q ns with input y H truncated.
D. Randomness from 2 × n Hardy paradoxes.
Now we shall show that in the scenario with 2 observables for Alice and n for Bob (with arbitrary output sizes), a Hardy paradox always implies randomness. Proposition 5. For arbitrary Hardy frame, scenario with 2 observables for Alice and n for Bob, any nosignaling box compatible with the frame has the probability p H of the Hardy output bounded as follows p H ≤ n−1 n . The bound is tight, i.e. there exists explicit no-signaling box, which saturates the bound. A 0 , A 1 and  B 0 , B 1 , . . . , B n respectively, where A 0 , B 0 is Hardy input. Consider all zeros of the first row of the matrix. In each block column labeled by B i , i ≥ 1, we permute columns in such a way, that the zeros are pushed most to the right. This divides each block column labeled by B i into two block columns: B Consider now the first column of the matrix. Permute all rows in block row labeled by A 1 , to push all zeros from the first column down. The block row, consisting of rows with zero in first column, we call A (0)
Proof. Let Alice and Bob observables be
1 . The remaining entries of the block row will be divided as follows. Consider one of the rows. Clearly, its cross section with at least one block column B (0) i must consist entirely of zeros. Otherwise, we could find a "rectangle" without zeros, and this would allow for a classical box to have nonzero Hardy output. We can now gather all rows, whose cross-section with B consisting of the rest of the columns. The resulting division into blocks of the total matrix is shown in Fig. 7 (version with δ i =δ i = 0 for all i = 1, . . . , n − 1).
Here we list the relevant blocks of the matrix, together with sums of their elements.
• A Hardy frame for 2 Alice settings and n Bob's settings for n = 4. All the Greek symbols, except ofβi denote the sum of elements of the block they sit; theβ i s denote the sum of elements of the whole light green, light yellow and light orange areas, respectively, excluding the first row (i.e. excluding the blocks denoted by βi's). For noiseless version, the blue blocks are filled with zeros, i.e. δi = 0 andδi = 0.
• A 
where i = 1, . . . , n−1. We shall now consider inequalities obtained from nosignaling and normalization, in analogy to the case of 2 × 2. The inequalities implied by nosignaling will be determined by arrows in Fig. 8 , where the rules are analogous to those in Fig. 3 . We getβ
On the other hand normalization gives Combining these we obtain
n . We shall now see that the bound is tight, in the Bell scenario (2, n, n, n), i.e., with 2 observables for Alice, n for Bob, with n outputs for each input. We first set the Hardy probability to be p H = P X,Y |A,B (0, 0|0, 0) = n−1 n , together with P X,Y |A,B (1, n − 1|0, 0) = 1 n . The non-zero entries for the remaining setting pairs are as follows:
• (ii) (A, B) = (1, 0). P X,Y |A,B (j, 0|1, 0) = 1 n for j = 0, . . . , n − 2, and P X,Y |A,B (n − 1, n − 1|1, 0) =
n for j = 0, . . . , n − 1, where the addition is performed modulo n.
Below, we show explicitly the box for n = 3 By inspection, the box is seen to be no-signaling with
Thus, for 2 inputs of Alice, arbitrary no-signaling box that is compatible with Hardy frame gives rise to nosignaling box, which has probability of Hardy output bounded away from 1.
Upper bounds for pH : noisy case
Let us now prove a noisy version of Proposition 5. Namely, we now assume that the no-signaling box has, instead of zeros from the Hardy frame, some nonzero elements, that sum up to z H . Proposition 6. Consider arbitrary Hardy frame, with scenario with 2 observables for Alice and n for Bob. Consider any no-signaling box for which the entries in places where the frame has zeros, sum up to z H . Then we have p H ≤ n−1 n + 1 n z H . Moreover, the bound is tight, i.e. there exists explicit no-signaling box, which saturates the bound.
Proof. Consider no-signaling box described in the Proposition. Such box is depicted in Fig. 7 . In addition to the blocks listed in the proof of the previous lemma, we have the following blocks:
• A Now, no-signaling gives rise to a modified version of (72)
Normalization gives a version of (73)
Combining the above inequalities, we obtain
Since by definition
This ends the proof of the bound. To show tightness, consider the following construction. We first set the Hardy
n z H . The non-zero entries for the remaining setting pairs are as follows:
• (ii) (A, B) = (1, 0). P X,Y |A,B (j, 0|1, 0) = 1 n for j = 0, . . . , n − 2, P X,Y |A,B (n − 1, n − 1|1, 0) =
Randomness
For arbitrary Hardy paradox, we consider the same Bell inequalityB SV as for the simplest one (9) but this does not change anything in the proof. Then lemma 6 still holds (proof almost the same) with
Thus when from estimation with a multi-testing procedure we know thatB SV > 0 then also B H > 0. Thus we have to show that B H > 0 guarantees randomness. Below we show that for arbitrary 2 × n paradox, B H > 0 implies that p H is bounded away from 0 and 1.
Lemma 7.
Let p H = p(a H , b H |x H , y H ), and z H = (x,y,a,b)∈S0 p(a, b|x, y) where S 0 are the entries with zeros in Hardy frame. Then, assuming no-signaling, for the case of n Alice's observables and 2 Bob's observables we have
and
Proof. The first inequality of Eq. (82) is obvious. Regarding the second one, we have from Proposition 6
By assumption z H ≤ B H −p H . Inserting it into the above equation we obtain
The third inequality we get as follows:
(86) where the inequality comes from (85).
Randomness from other inputs
We have seen above that estimating B H ≥ δ > 0 guarantees δ ≤ p H ≤ 1 − δ n−1 certifying randomness in the outputs for the input (A 0 , B 0 ). In particular, assigning bit value 0 to the output pair (0, 0) and the bit value 1 to the rest of the output pairs, one obtains a partially random bit S with the property that 0 < P S|X,Y (s = 0|A 0 , B 0 ) < 1. Is it also possible to certify randomness in the other inputs? While this is not necessarily the case for all inputs, in what follows, we answer this question in the affirmative for all input pairs (A 0 , B i ) with i = 1, . . . , n − 1.
Specifically, we consider the noiseless case, and show that for each of the input pairs A 0 , B i , the value β i is strictly bounded below 1. Let us consider first (A 0 , B 1 ) and show that β 1 < 1, the proof for the remaining B i will follow along analogous lines. The proof is by contradiction. Suppose that β 1 = 1, so that measuring A 0 returns a deterministic output 0. This will contradict the property that the set of Hardy constraints constitute a proof of non-locality, due to the following fact.
Fact: Any no-signaling box with two observables for Alice and n ≥ 2 observables for Bob, in which one of Alice's observables returns a deterministic output, must of necessity be local, i.e., admit a decomposition into a convex mixture of local deterministic boxes.
The above rather straightforward fact is just an extension of the observation that any no-signaling box with a single input for Alice and n ≥ 2 inputs for Bob admits a convex decomposition into local deterministic boxes. To simulate such a box locally, Alice and Bob share a random variable R with the same size and distribution as Alice's output alphabet for input A 1 , i.e., Q R (r) = P A|X (a|A 1 ). On input A 1 , Alice outputs a = r and on input A 0 , Alice deterministically outputs a = 0, i.e., P A|X,R (a|x, r) = δ a,r when x = 1 and P A|X,R (a|x, r) = δ a,0 when x = 0. Bob in turn knowing R, Y outputs P B|R,Y (b|r, y) as per the distribution
. In both cases, we obtain the required local box P A,B|X,Y as P A,B|X,Y (a, b|x, y) = r Q R (r)P A|X,R (a|x, r)P B|Y,R (b|y, r).
We thus obtain by contradiction that β 1 < 1 for any no-signaling box that satisfies the Hardy constraints (and is therefore non-local), and similarly β i < 1 for all i = 2, . . . , n. Now, noting that β i > 0 (which follows from p H > 0 when B H > 0), we may obtain a partially random bit. Specifically, assigning bit value 0 to the outputs in (A i ), and bit value 1 to the remaining outputs, we obtain partially random bits S i with the property that 0 < P Si|X,Y (s i = 0|A 0 , B i ) < 1. This allows for randomness to be obtained in about half the runs of the experiment, namely all the runs where Alice measures A 0 , rather than restricting ourselves to the specific runs where the input pair A 0 , B 0 was measured.
E. Randomness in Hardy paradoxes beyond 2 × n scenarios
We now proceed to Bell scenarios beyond 2 × n, i.e., where both Alice and Bob measure at least three observables each, with at least one observable having more than two outputs. In this case, we find that the randomness is not generic, and a linear programming check is needed in each specific instance to ensure that the Hardy outputs certify randomness against a no-signaling adversary.
Specifically, we show that there exist Hardy paradoxes for the number of outputs of each party exceeding two, that do not allow for randomness. In other words, for the number of outputs m ≥ 3, there exist Hardy paradoxes where the non-zero probability is strictly below unity in quantum theory, while there exist no-signaling strategies that allow for this non-zero probability to be 1, thus disallowing any randomness.
Proposition 7.
Let m A = m B = m denote the number of outputs of parties Alice and Bob in a two-party Hardy paradox and let P q (a * , b * |x * , y * ), P ns (a * , b * |x * , y * ) denote the maximum value of the non-zero probability in the Hardy paradox in quantum theory and general nosignaling theories, respectively. Then, for all m ≥ 3, there exist two-party Hardy paradoxes such that 0 < P q (a * , b * |x * , y * ) < 1 and P ns (a * , b * |x * , y * ) = 1.
Proof. We construct Hardy paradoxes with the required property for all m ≥ 3 by first constructing special sets of vectors exhibiting state-dependent contextuality using the 01-gadgets proposed in [17, 18] . We detail the construction of these vector sets for m = 3 (a contextuality 
On the other hand, for the graph G 0 an assignment f : V (G 0 ) → [0, 1] exists and is explicitly given in Fig.  9 for which f (u 0 ) = 1 and
This assignment can be used to construct the marginal strategies of each party, i.e., P ns (a|x) = f (u (x,a) ) and P ns (b|y) = f (u (y,b) ). We then construct the joint distributions as P ns (a, b|x, y) = P ns (b|y, (x, a))P ns (a|x) with
In other words, the strategy allows for perfect correlations between the corresponding vertices on the two copies of G 0 for Alice and Bob. This gives a nosignaling box which satisfies all the constraints in the Hardy paradox for which P ns (a * , b * |x * , y * ) = 1. Analogously, the fact that the 01-gadgets allow for an assignment f (u 0 ) = 1 with the other distinguished vertex taking value f (u i ) = 1 m for i = 1, . . . , m in the construction for general m ≥ 3 then gives the required no-signaling strategy for these cases.
F. Increasing the probability of the Hardy output:
Construction of Hardy paradoxes using local contextuality sets
One way to boost the noise-tolerance of the protocol as seen from the calculations in the previous section is to increase the Hardy probability p * Q while ensuring p * N S < 1. This is a question that has been studied previously in the literature and some solutions have been proposed [7, 23, 31] . A "ladder paradox" was introduced in [7] in the (2, k, 2) scenario of two parties, each choosing from k binary inputs. In the limit of a large number of inputs (k → ∞), the non-zero probability was shown to approach 0.5, with the corresponding state getting close to the maximally entangled state. An extension to two qudit systems for d > 2 considered in [31] makes use of the following conditions in the (2, 2, d) scenario: P (A 1 < B 0 ) = 0, P (B 0 < A 0 ) = 0, P (A 0 < B 1 ) = 0 and P (A 1 < B 1 ) > 0. While classically it is easy to see that the above conditions cannot be satisfied simultaneously, it was verified numerically that the maximum value of the non-zero probability in this case is ≈ 0.417 for large d. In [23] , Mančinska and Vidick proposed a generalization of Hardy's paradox, increasing the probability of the Hardy output to the entire interval (0, 1], but at the expense of a larger number of outputs and increasing dimensionality of the shared quantum state. More precisely they showed that in the (2, 2, 2 d ) scenario, the probability of the Hardy output can be boosted to 1 − (1 − p * Q ) d where
, so that infinite dimensional states are required to achieve the entire interval (0, 1].
While the paradoxes in [7, 31] also satisfy p * N S < 1, in the Mančinska-Vidick game, an appropriate PR-type box achieves the value 1 for the Hardy probability so that this game does not allow for randomness amplification against a no-signaling adversary. For the ladder paradox, by the characterization of the vertices of the no-signaling polytope [32, 33] in the (2, k, 2) scenario, we have that p * N S = 1/2. For the qudit Hardy paradoxes by Chen et al. [31] , we verified using linear programming that p and those of Bob y with x, y = 1, . . . , 7. These measurement settings are obtained as follows. We first complete the possible measurement bases in the graph to obtain the set Q max of bases (maximum cliques in the corresponding graph) as shown in the Fig.10 . For the specific Clifton gadget under consideration this set is given as Q max = {(1, 2, 9), (1, 3, 10) , (2, 4, 6) , (3, 5, 7) , (4, 5, 11) , (6, 8, 12) , (7, 8, 13) }.
The measurement settings x, y of the two parties respectively, correspond to the maximum cliques in Q max , so x, y ∈ {1, . . . , 7}. The outcomes (corresponding to the respective projectors) of Alice are labeled a and those of Bob b with a, b ∈ {1, 2, 3}. The two parties observe a set of conditional probability distributions 
Here the input-output pair ((x * , a * ), (y * , b * )) corresponds to the distinguished vertices u (x * ,a * ) , u (y * ,b * ) of the gadget and will give rise to the non-zero probability in the Hardy paradox. For instance, for the specific gadget under consideration this refers to the input-output pairs ((x * , a * ), (y * , b * )) = ((1, 1), (7, 2)) corresponding to the input basis (1, 2, 9) for Alice and the basis (7, 8, 13) for Bob with the respective outcomes corresponding to projector |u 1 u 1 | for Alice and projector Since a {0, 1}-coloring exists for the gadget and is the assignment used in any local deterministic box, it follows that the classical value of the correlation expression in Eq.(93) is exactly 0. Crucially, the probability P A,B|X,Y (a * , b * |x * , y * ) for the distinguished vertices u (x * ,a * ) , u (y * ,b * ) is also zero due to the property of the gadget that in any {0, 1} assignment both these vertices cannot be assigned value 1. The local deterministic box achieving this value is precisely given for each of the parties by the {0, 1}-coloring of the gadget, i.e., both the parties, given their measurement setting, return the outcome corresponding to value 1 in the {0, 1}-coloring.
The quantum strategy is given as follows. . This gives the nonzero Hardy probability in the obtained Hardy paradox.
The above Hardy paradox generalizes in a straightforward manner to any 01-gadget. For a large class of Hardy paradoxes obtained from 01-gadgets, we show that the Hardy probability is also strictly bounded below unity for general no-signaling strategies so that we may employ these paradoxes in randomness amplification using the Protocol II of Fig. 6 .
It has been an open question as to how large the non-zero probability in the Hardy paradox can get and whether Hardy paradoxes can be constructed for maximally entangled states [34] . From the construction of the Hardy paradox from 01-gadgets outlined above, and the
